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AMATRIAIN Herna´n (UNLA): 441,690,80
AMBROGIO Ezequiel (UTN-FRC): 1061
AMBROSI Viviana (UNLP): 614
AMIGONE Federico (UNCOMA): 500
ANABALON Diego (UNCOMA): 583
ANFUSO Daniela Lobos (UNCa): 1246
ANGELERI Paula (UB): 731
ANTONIO Ramiro (UNLP): 42
APARICIO Florentina (UNJu): 17
APARICIO Mar´ıa (UNJu): 568
APOLLINI Ruben (UNSL): 902
ARAGO´N Fabiana (UNJu): 568
ARAMAYO Fernando Ru´ben (UNJu): 12, 300
ARANDA Gabriela (UNCOMA): 624
ARANDA ROMERA Juan Antonio (UNSJ): 635
ARCH Daniel (UTN-FRC): 1061
ARCHUBY Federico (UNLP): 1141
ARES Alicia E. (UNaM): 209
ARE´VALO Sergio (UNdeC): 494
ARGUELLO Santiago (UTN-FRC): 340
ARIAS Silvia (UTN-FRC): 1061
ARIEL Giannone (UNLA): 690
ARMANDO Silvana (UTN-FRSFco): 542,655
ARROYUELO Jorge (UNSL): 335
ARRU´A Mart´ın (UTN-FRCU): 609
ARSAUTE Ariel (UNRC): 629
ARTOLA Vero´nica (UNLP): 1141, 1135
ARZUBI Alejandro Arroyo (UNDEF): 133
ASCHERI Mar´ıa Eva (UNLPAM): 1146
ASTUDILLO Gustavo Javier (UNLPAM): 420
AUBIN Vero´nica I. (UNLaM): 425
A´VILA Federico Carrilao (UNLP): 1240
AZAR Miguel Augusto (UNJu): 12,17
AZAR Paola (UNSL): 316
AZCURRA D. (UNLA): 835
B
BACINO Gustavo Alfredo (UNMdP): 1083
BADARACCO Numa (UNNE): 721
BAEZA Natalia (UNCOMA): 1161
BAIGORRIA Lorena S. (UNSL): 660
BALDASSARRI Sandra (UZ): 1141
BALLADINI Javier (UNCOMA): 953, 947
BALLESTEROS Carlos (UNLPAM): 1073,1227
BALMER Agust´ın (UNNOBA): 992
BANCHERO Santiago (UNLu): 220,321
BANCHIO Leandro (UTN-FRSFco): 726
BANCHOFF TZANCOFF Claudia M. (UNLP): 829,
489
BAQUINZAY Manuel (UNCa): 1246
BARBERO Juan (UNLPAM): 70
BAREIRO Herna´n (UGD): 123, 531, 184
BARONE Mirta (UNLaM): 255
BARRIONUEVO Diego (UTN-FRC): 1033
BARRIONUEVO Mercedes (UNSL): 958
BARRIOS Walter G. (UNNE): 461
BASGALL Mar´ıa Jose´ (UNLP): 941,350
BAST Silvia (UNLPAM): 420
BATTAGLIA Nicola´s (UAI): 1124
BATTISTA Anabella De (UTN): 316
BAZA´N Patricia (UNLP): 614
BECERRA Mart´ın Ezequiel (UNLaM): 356
XIV
BEDETTI Nicola´s (UNLaM): 578
BEGUERI´ Graciela (UNSJ): 242, 306
BEINOTTI Ra´ul (UTN-FRSFco): 22
BELCASTRO A´ngela (UNPSJB): 1106
BELIZA´N Maximiliano (UNAJ): 912, 917
BELLONI Edgardo (UGD): 531, 184
BELOSO Juan Pablo (UNNOBA): 997
BELTRAMONE Mat´ıas (UTN-FRSFco): 22
BENDATTI Natalia (UNNOBA): 1207
BENITEZ Juan De Dios (UGD): 123, 531, 330, 184
BERMU´DEZ Carlos (UNLPAM): 70
BERNAL Rube´n Alfredo (UNNE): 563
BERNARDI Emanuel (UTN-FRSFco): 978
BERNARDIS Edgardo (UNSL): 1051
BERNARDIS Herna´n (UNSL): 1051
BERO´N Mario Marcelo (UNSL): 1051, 881, 1066, 737
BERTONE Rodolfo (UNLP): 1073,1106,599
BEZZONE Eber (UNLPAM): 70
BIANCHINI Germa´n (UTN-FRM): 907, 922, 179
BIANCIOTTI Andres (UTN-FRSFco): 726
BIANCO Santiago (UNLA): 441, 446, 80
BIASIN Estefano (UAI): 968
BINDA Adriana (UNSE): 824
BJERG Ernesto (UNS): 366
BLANCO Claudio (UNTDF): 1186
BLANCO Sebastia´n (UAI): 927,1236
BLAUTZIK Leonardo (UNLaM): 425
BOLATTI Diego (UTN-FRRe): 164
BOND Roma´n (UNAJ): 912
BORACCHIA Marcos (UNLP): 593
BOSSERO Julio C. (UNLaM): 255
BOUCIGUEZ Mar´ıa Jose´ (UNCPBA): 1197
BOYLE Bruno (UAI): 968
BOZA Ramiro (UNLP): 389
BRACCO Luciano (UTN-FRCU): 609, 325
BRACHETTA Mariana (UTN-FRM): 430
BRAUN Germa´n (UNCOMA): 780, 799, 809, 814,
891
BREA Ricardo (UK): 142
BRIA Oscar (UNLP): 964
BRITOS Luis (UNSL): 345
BRITOS Paola (UNRN): 32
BRUNO Javier (UTN-FRSFco): 22
BRUNO Pablo (UNCOMA): 953
BUCKLE Carlos (UNPSJB): 229
BUDA´N Paola (UNSE): 675
BUENO Mat´ıas (UTN-FRC): 340
BUSANO Facundo (UTN-FRSFco): 978
BUSTOS AGUIAR M. Soledad (UNCa): 1246
BUSTOS Miguel Alfredo (UNSL): 881, 1066
C
CABALLERO Javier (UTN-FRM): 819
CABALLERO Sergio (UNaM): 742
CABRAL Cristian (UGD): 184
CABRERA Jose´ Luis (UNLaM): 425
CACERES Ne´lida Raquel (UNJu): 238
CAFFETTI Jacquline Diana (CONICET): 401
CAFFETTI Yanina Andrea (UNaM): 401
CALABRESE Julieta (UNLP): 593
CALCAGNO Ricardo (UTN-FRRe): 164
CALIBAR Andrea Bele´n (UNSJ): 246
CALLONI Juan (UTN-FRSFco): 726, 716
CAMILETTI Pablo (UNLPAM): 1146
CAMMARO Pablo (UNLaM): 752
CANDIA Damia´n (UNLP): 614
CA´NDIDO Andrea (UNJu): 568
CANTERO Alejandro Lucas (UNaM): 265
CANTEROS Ana Valeria (UNaM): 265
CAPECCI Magali (UNLP): 599
CAPPELLETTI Marcelo Angel (UNAJ): 153
CARBALLO L (UNPA): 50
CARBALLO Nicola´s (UM): 179
CA´RDENAS Adria´n (UTN-FRM): 99
CARDENAS Marina E. (UTN-FRC): 89,94, 84
CARDOZO Claudia (UNPA): 558
CARLOS Francisco Jorge (UNJu): 17
CARMONA Fernanda Beatriz (UNdeC):
770,133,1171,494,869
CARNUCCIO Esteban (UNLaM): 854
CAROD Nadina Mart´ınez (UNCOMA): 624
CARRANZA Alvaro (UNSE): 1203, 675
CARRASCO Agust´ın (UTN-FRC): 340
CARRIZO A. (UNPA): 558
CARRIZO Blanca Rosa (UTN-FRC): 1115
CARRIZO Claudio (UTN-FRSFco): 542, 270, 655
CARRIZO Marcelo (UM): 179
CASALI Ana (UNR): 451
CASAMAYOR Agust´ın (CAECE): 2
CASANOVA Bele´n (UNCOMA): 953
CASANOVA Carlos (UNSL): 280
CASANOVA Carlos (UTN-FRCU): 609, 325
CASATTI Mart´ın (UTN-FRC): 37, 1176
CASERES German (UNLP): 588
XV
CASTAN˜EDA Sebastia´n (UNLP): 389
CASTILLO Julio (UTN-FRC): 84, 89, 94
CASTRO Alicia (UNSL): 902
CASTRO Claudia (UTN-FRC): 521
CASTRO Franco (UNSJ): 242
CASTRO Leandro (UNLPAM): 420
CASTRO LECHTALER Antonio (UNdeC): 770
CASTRO Marcelo (UNJu): 568
CASTRO Mar´ıa L (UNCPBA): 1197
CASTRO Silvia (UNS): 361,366, 406
CATANIA Carlos (UNCUYO): 1181
CATENA Franco (UTN-FRM): 670
CAVALLERA Giselle (UNSL): 537
CAVERO Lorena Vero´nica (UNLPAM): 1222
CAYLA´ Ivana Bele´n (UM): 179
CAYMES-SCUTARI Paola (UTN-FRM): 907, 179
CAZO´N Liliana (UNJu): 568
CEBALLOS Jorge (UB): 731
CECCHI Laura (UNCOMA): 465, 780, 799, 809, 814,
456
CECHICH Alejandra (UNCOMA): 583, (UNCOMA):
624
CELESTE Carolina (UNCOMA): 1161
CENICH Gabriela (UNCPBA): 1197
CERRUTI Santiago (UNC): 27
CERVINO Claudio (UM): 785
CESPEDES Eugenia (UNLaM): 640,384
CHARCZUK Norberto (UNLA): 446
CHARNE Javier (UNNOBA): 997
CHARNELLI M. Emilia (UNLP): 234
CHA´VEZ Edgar (CICESE): 335, 345,
CHAVEZ Susana (UNSJ): 897
CHEEIN David (UCSE): 680
CHICHIZOLA Franco (UNLP): 935, 941, 947
CICCO Carlos Di (UNNOBA): 997
CICERCHIA Benjamı´n (UNNOBA): 992
CIPRIANO Marcelo (EST-IESE)(UNDEF)(USAL):
138, 1026, 1029, 1047, 1008
CLUSELLA Mar´ıa M (UCSE): 680
COBIALCA Silvia (CAECE): 285
COCCONI Diego (UTN-FRSFco): 22, 665
COIMBRA Rodrigo Pereyra (UNaM): 553
COLACIOPPO Nicola´s (UTN): 1115
COMPANY Ana (UNNE): 698, 484, 721
CONDO Sergio (UNRN): 1212
CONSTABLE Leticia (UTN-FRC): 84
CONTRERAS Micaela (UTN-FRM): 838
CORBALA´N Leonardo (UNLP): 588
CORDOBA Diego (UM): 179
CORGATELLI Franco (UNCOMA): 583
CORNEJO Mar´ıa Eda (UNCOMA): 470
CORONEL Gabriel (UCP): 189
CORSO Cynthia (UTN): 1176, 37
CORTE´S Luc´ıa (UNCUYO): 1181
CORTE´S Mar´ıa Alicia (UNNE): 760
CORTEZ Alberto (UTN-FRM): 819
CORTEZ Marcos Manuel (UNCOMA): 470
CORVI Julieta (UNLP): 350
COSTA Vero´nica Gil (UNSL): 902
COTO Facundo (UTN-FRCU): 325
CRISTALDO Patricia (UTN-FRCU): 325
CRISTINA Federico (UNLP): 790
CRUZ Alejandro (UNdeC): 804, (UNdeC): 494
CUEVAS Carlos (UTN-FRRe): 164
CUEVAS Juan Carlos (UTN-FRC): 1033
CUEVAS Vero´nica (UNCOMA): 1212
CUITIN˜O Alfonso (UNLP): 588
CUNEO juan Manuel (UNSJ): 75, 875
D
DAMIANO Luis Esteban (UTN-FRC): 340
DAMONTE Tomas (UB): 645
DANIELE Marcela (UNRC): 629
DAPOTO Sebastia´n (UNLP): 790
DAPOZO Gladys (UNNE): 1156, 698, 484, 721, 1249
DAPOZO ROMERO Ramiro (UNLP): 864
DASSO Aristides (UNSL): 1016
DE BATTISTA Anabella (UTN-FRCU): 609, (UTN-
FRCU): 325
DE BRITTO E SILVA Erik (UFMG): 716
DE GIUSTI Armando (UNLP): 389, 947, 953,935,
941, 964, 974
DE GIUSTI Laura (UFRGS): 935, 941, 947
DE LA FUENTE Juan (UNCOMA): 456
DE LUCA Graciela (UNLaM): 854
DE MARIA Eduardo (UNLaM): 794
DE RENZIS Alan (UNCOMA): 583
DE VITTO Cecilia (UNNOBA): 1207
DEAGUSTINI Cristhian (UNS): 65
DECO Claudia (UNR): 345
DEGIOVANNI Federico (UTN-FRSFco): 716
DEL GIORGIO Horacio (UNLaM): 794, 425
DELGADO Andrea (UTN-FRC): 521
DELIA Lisandro (UNLP): 588, 848
XVI
DELL OSO Mat´ıas (UNLP): 935
DELVECHIO Toma´s (UNLu): 214
DEPETRIS Beatriz (UNTDF): 848, 1186, 1192
DESTEFANIS Eduardo A. (UTN-FRC): 27
DI GENARO Mar´ıa E (UNSL): 335
DI GIONANTONIO Alejandra (UTN-FRC): 1115,
1033, 1061
DIAZ Alfredo Ariel (UNJu): 12
DI´AZ Daniel (UNSJ): 75, 875
DI´AZ Javier (UNLP): 234, 1011, 614, 829, 1038, 1240,
475, 864, 1056, 886
DI´AZ Mario (UNSJ): 412
DIBEZ Pablo (UNPSJB): 1106
DIESER Mar´ıa Paula (UNLPAM): 1222
DIESTE Oscar (UPM): 604
DIEZ E. (UNLA): 80
DISTEL Juan M. (UNLPAM): 420
DOMINGUEZ Facundo (UNaM)(UNLaM): 209, 843
DOMI´NGUEZ Juan (UNTDF): 1192
DOORN Jorge (UNLaM): 573, 578, 619
DORZA´N Mar´ıa Gisela (UNSL): 280
DOVIS Emmanuel (UTN-FRSFco): 978
DUARTE David (UNAJ): 917
E
ESCALANTE Jaquelina E. (UNNE): 1232
ECHAZU´ Alejandro Luis (IESE): 133
ECKERT Karina (OTRA): 290
ECKERT Karina (UNaM): 32
ELGUETA Rodrigo Atilio (UM): 179
ELIZALDE Mar´ıa Celia (UNO): 578, 619
ENCINAS Diego (UNAJ)(UNLP): 912, 917, 974, 147,
935
ERRECALDE Jorge (UNLP): 50
ESCARZA Sebastia´n (UNS): 361
ESCUDERO Damia´n (UNSL): 335
ESNAOLA Leonardo (UNCPBA): 60
ESPI´NDOLA Mar´ıa Cecilia (UNNE): 484, 1249
ESPINOSA Agust´ın (UTN-FRM): 819
ESPONDA Silvia (UNLP): 593
ESTEVEZ Carlos (OTRA): 1047
ESTEVEZ Elsa (UNS): 650
ESTRADA Bruno Rafael (UNJu): 17
ESTREBOU Ce´sar (UNLP): 42
ESZTER Edgardo (UM): 785
ETEROVIC Jorge E. (UNLaM)(USAL): 1043, 1008,
138
EVANS Felipe (UNMdP): 1088
F
FACCHINI Higinio (UTN-FRM): 99
FALAPPA Marcelo A. (UNS): 65
FARFA´N Jose´ (UNJu): 300, 568
FAROPPA Mart´ın (UNNOBA): 992
FAVA Laura (UNLP): 829, 864, 886
FAVRET Fabia´n (UGD): 330, 184
FEIERHERD Guillermo (UNTDF): 848, 1186, 1192
FELISSIA Sergio Francisco (UTN-FRSFco): 978
FENNEMA Marta C. (UNSE): 675
FERNA´NDEZ Alberto (CETINIA): 547
FERNANDEZ BARIVIERA Aurelio (Universitat
Rovira i Virgili): 350
FERNA´NDEZ Dar´ıo (UNDEF): 1047
FERNANDEZ David (UNNOBA): 1207
FERNANDEZ Ezequiel E. (UTN-FRC): 521
FERNANDEZ G. (UNLA): 835
FERNANDEZ GIL Alberto (URJC): 537
FERNANDEZ J. (UNSL): 396
FERNANDEZ Jacqueline (UNSL): 1166
FERNA´NDEZ Juan Manuel (UNLu): 321
FERNANDEZ Mirta (UNNE): 461
FERNANDEZ S. (UNLA): 835
FERNA`NDEZ TAURANT Juan Pablo (UTN-FRC):
521
FERRARI Mariano A. (UNPSJB): 987
FERRARINI Cintia (UNSJ): 1111
FERRARO M. (UNNE): 721
FERREYRA Juan Pablo (UTN-FRSFco): 665
FEUERSTEIN Esteban (UBA): 220, 214
FIEGE Lucas (UGD): 123
FIERRO Ariel (UNTDF): 1192
FIGUEROA Daniel Arias (UNSa): 1265, 710
FIGUEROA Karina (UMSNH): 335
FIGUEROA Liliana Mar´ıa (UNSE): 824
FIGUEROLA Claudio (UNLaM): 794
FILIPPI Jose Luis (UNLPAM): 1073, 1227
FILLOTTRANI Pablo Rube´n (UNS): 780, 799, 809,
814, 650
FLORES Andre´s Pablo (UNCOMA): 583
FLORES Lorena (UNNE): 311
FLORES Luis Rojas (UNPSJB): 350
FLORES Sebastia´n (UNSL): 737
FONSECA E SILVA Vinicius (UFMG): 716
FONSECA Efra´ın (EST-IESE): 604
XVII
FORNAROLI Mauro F. (UNER): 1011, 1038
FORTIN Daniel (UM): 785
FOTI Antonio (UNTREF): 133
FRACCHIA Carina (UNCOMA): 1161
FRATI Fernando Emmanuel (UNLP)(UNdeC): 941,
770, 1171, 494
FRATI Jose´ Nicola´s (UNdeC): 494
FRUTOS Mariana (UNRC): 629
FUNES Ana (UNSL): 1016
FUNKNER Sof´ıa (UNLPAM): 1222
FUSARIO Rube´n Jorge (IUE): 133
G
GAETAN Gabriela (UNPA): 558
GAGLIARDI Marisa (UNdeC): 1171
GAGLIARDI Olinda Edilma (UNSL): 280
GALAIN Cintia (UNNE): 694
GALARZA Brian (UNAJ): 917
GALLO Silvana Lis (UNLP): 941
GANUZA Mar´ıa Luja´n (UNS): 361
GANZ Nancy (UNaM): 209, 169
GARABETTI Miguel Mendez (CONICET)(UM):
922, 706, 179
GARCI´A Edith (UNDEF): 1026,1029,1047
GARCI´A Federico (UNLaM): 843
GARCI´A Mariano (UTN-FRM): 819
GARCI´A Mario Alejandro (UTN): 27
GARCIA Gerardo (UNLaM): 854
GARCI´A Pablo (UNLPAM): 1003
GARCI´A Roberto (UNLA): 446
GARINO Carlos Garcia (UNCUYO): 1181
GARIS Ana (UNSL): 480
GARRIDO Mat´ıas (UNCOMA): 891
GARRIGA Mart´ın (UNCOMA): 583
GASTAN˜AGA Iris (UTN-FRC): 1033
GAUDIANI Adriana Ange´lica (UNGS): 930, 941
GAZCO´N Nicola´s Fernando (UNS): 366
GETTE Marina (UNSL): 685
GIACOMANTONE Javier (UNLP): 964
GIBELLI Tatiana (UNRN): 1212
GIBELLINI Fabian (UTN-FRC): 1033
GIL Gustavo D. (UNSa): 710
GIMENEZ Christian (UNCOMA): 814
GIMENEZ Juan (UNPSJB): 1106
GIMENEZ Liliana (UNNE): 1217
GIMENEZ Mo´nica (UNLAR): 897
GIOIA Cintia (UNLaM): 1043
GIORDANO Andre´s (UNLu): 220
GIORDANO Luis A (UNLu): 321
GIORLANDO Agust´ın (UM): 179
GIULIANELLI Daniel (UNLaM): 854
GODOY Diego Alberto (UGD): 123, 531, 330, 184
GODOY G. Mar´ıa Viviana (UNNE): 1232, 703, 461
GOITEA Oscar Alejandro (UNLaM): 425
GO´MEZ Sebast´ıan (OTRA): 953
GOMEZ Soledad (UNLP): 489
GONZALEZ Alejandro (UNLP): 1135
GONZALEZ Ariel (UNRC): 629
GONZA´LEZ Federico (UNTDF): 848
GONZA´LEZ Mo´nica (UNSJ): 1111
GONZALEZ Valeria A. (UNSa): 710
GONZA´LEZ Vero´nica (UNaM): 128
GONZA´LEZ Claudia N. (UNPA): 159
GORGA Gladys (UNLP): 1135, 1141
GOUIRIC Guillermo Adria´n (UNSJ): 295
GRAMAJO Sergio (UTN): 164
GREINER Cristina (UNNE): 484, 721, 1249
GRIN Germa´n Kurt (UBA): 1171
GROPPO Mario A. (UTN-FRC): 516
GROSSO Alejandro (UNSL): 335
GUAREPI Valent´ın (UNAJ): 153
GUASCH Mar´ıa Mercedes (UNNOBA): 1207
GUATELLI Renata (UNLaM): 573, 425
GUERRERO R. (UNSL): 1166, 396
GUEVARA Andrea (UTN-FRC): 340
GUEVARA Miguel (UNSJ): 897
GUTIE´RREZ Laura V. (UNSJ): 306
GUZMA´N Anal´ıa (UTN): 1176
H
HADAD Graciela (UB)(UNLaM)(UNO): 645, 578,
619
HADERNE Marisa Fabiana (UNCUYO): 1181
HARARI Ivana (UNLP): 1240, 886
HASPERUE´ Waldo (UNLP): 350
HAURECH Hugo (UNaM): 114
HENRIQUES Pedro R. (UMinho): 881, 1066, 737
HERNANDEZ Nicola´s (UTN-FRC): 1061, 89
HERRERA Myriam (UNSJ): 205
HERRERA Norma Edith (UNSL): 316, 325
HERRERA Susana (UCSE): 680, 1203, 675
HIDALGO Fabian (UTN-FRM): 99
HINOJAL Herna´n (UNMdP): 1083
HOLLEGER Jorge (UNSJ): 246
XVIII
HORAS Fabiola (UNTDF): 848
HUBBE Susana (UTN-FRM): 819
HUERTAS Francisco (UNTDF): 848
I
IBAN˜EZ Eduardo (UNLP): 599, 1135
IBAN˜EZ Francisco (UNSJ): 75, 875
IERACHE Jorge (UM): 785
IERACHE Jorge (UNLaM): 356, 1156
IGARZA Santiago (UNLaM): 356, 1043
IGLESIAS Luciano (UNLP): 1135, 935
IGLESIAS Pedro (UNNOBA): 1207
ILLESCAS Gustavo (UNCPBA): 1130
INTINI An´ıbal (UNDEF): 133
INZA Leonardo (UB): 376
IRRAZA´BAL Emanuel (UNNE): 760, 553, 563, 698,
721
IRURZUN Ivana (UNSE): 1203
ISAIA Claudia Pura Elena (UNdeC): 494
ISTVAN Romina Mariel (UTN FRLP): 1120
J
JARA Jimena (UNAJ): 912
JASZCZYSZYN Adrian (UNNOBA): 997
JATIP Nicola´s (UNNOBA): 997
JIMBO SANTANA Patricia (UCE): 350
JOFRE´ N. (UNSL): 396
JOSELEVICH Mar´ıa (UNAJ): 153
K
KAPLAN Gladys (UNLaM): 573, 640
KASIA´N Fernando (UNSL): 345
KIMURA Isabel (UNLP): 489
KLENZI Rau´l Oscar (UNSJ): 246, 295, 306
KOGAN Pablo (UNCOMA): 500
KORNUTA Cristian (UNaM): 765
KRUJOSKI S. (UNaM): 265
KUCUK Lucas G. (UNaM): 1156
KUHN Franco (UNMdP): 1102, 1088
KUMVICH Augusto (UNLaM): 843
KUNA Horacio (UNaM): 209, 128, 265, 742, 505
KUNYSZ Eduardo (UNAJ): 147
KURT GRIN Germa´n (UBA): 133
KUZ Antonieta (UNCPBA): 1255
L
LA FRAZIA L. (UNLP): 42
LA RED MARTINEZ David Luis (UNNE): 104, 118,
1078, 195, 109, 114
LAFUENTE Guillermo Javier (UNLPAM): 1073,
1227
LAFUENTE Gustavo (UNLPAM): 1073
LANFRANCO Einar Felipe (UNLP): 1056
LANZARINI Laura (UNLP): 234, 42, 350
LARA Cecilia (UNSE): 824
LARREA Mart´ın (UNS): 361, 366, 406
LARREGUI Juan I. (UNS): 406
LASAGNA Valeria (UTN FRLP): 1120
LAURENT Roberto (UNCOMA): 1161
LAVALLE´N Pablo (UNLu): 214
LECHTALER Antonio Castro (UBA)(UNDEF):
1171, 133, 1021, 1026, 1029
LEDESMA Viviana (UNLaM): 578
LEGUIZAMO´N Guillermo (UNSL): 46, 56
LENCINA Paula (UNNOBA): 1207
LEO´N Oscar (UTN-FRM): 430
LESCA Norma (UCSE): 261, 275, 824
LESTANI Juan (UB): 376
LETURIA Fernando (UCSE): 680
LEZCANO Juan M. (UGD): 290
LIBUTTI Leandro (UNLP): 935, 947
LIGORRIA Karina (UTN): 1176
LIGORRIA Laura (UTN-FRC): 1115
LIPORACE Julio (UNDEF): 1026, 1029, 1047
LLAMPA A´lvaro (UNJu): 300
LLANOS Emanuel (UNNOBA): 997
LLARENA Myriam (UNSJ): 412
LOBOS Mart´ın Mariano (UNLPAM): 1146
LOMBARDO Graciela (UNaM): 128
LOOR Fernando (UNSL): 902
LOPEZ Gabriel Vicente (IESE): 1047
LO´PEZ Luis (UNLaM): 200
LOPEZ Mariano Emanuel Alejandro (UNNE): 859
LO´PEZ Pedro (UAI): 968
LOPRESTI Mariela (UNSL): 958
LORENTI Luciano (UNLP): 964
LORENZO Mart´ın (UB): 376
LOVOS Edith (UNRN): 1212
LUCERO Irene (UNNE): 1217, 484
LUCERO Maximiliano (UNSL): 958
LUCERO Walter A (UNSL): 685
LUDUEN˜A Veronica (UNSL): 335, 345
XIX
LUENGO Pablo (UNNOBA): 992, 997
LUJA´N Arnaldo (UM): 179
LUNA Carla (UNLP): 42
LUND Mar´ıa Ine´s (UNSJ): 205, 225
LUPI Daniel (UNLaM): 843
LUQUE Claudio (UTN-FRC): 37
LUQUE Emilio (UAB): 930
LUQUE FADO´N Emilio (UAB): 953
M
MACIA Nicola´s (UNLP): 1056
MADOZ Maria Cristina (UNLP): 1135
MAIDANA Josue (UNNE): 694
MAIORANO Ariel (UNDEF): 1026, 1029, 1047
MALBERNAT Lucia Rosario (CAECE): 251, 285
MALBERTI RIVEROS Mar´ıa Alejandra (UNSJ):
242, 306
MALDONADO Calixto (UTN-FRC): 37, 340
MALDONADO Marilena (UNSE): 1203
MALLEA Daniel Aguil (UNTDF): 1192
MALVACIO Eduardo (EST-IESE)(UNDEF): 1047,
1026, 1029
MAMANI Arnaldo Ismael (UNJu): 17
MAMANI Jonatan (UNTDF): 1192
MAMANI Nahuel (UNCOMA): 1161
MANERA Roxana (UTN-FRC): 1115
MANGIARUA Nahuel Adiel (UNLaM): 356
MANINO Gustavo (UTN-FRM): 819
MANRESA YEE Cristina (UIB): 1141
MANRIQUES Patricia (UNdeC): 494
MANSILLA Gladis Alejandra (UNLPAM): 1073
MARCHISIO Susana (UNNE): 1232
MARCISZACK Marcelo (UTN-FRC): 516, 521
MARCOVECCHIO Ignacio (UNS): 650
MARI´A Victoria Santa (UBA): 200
MARIANETTI Osvaldo (UM): 776
MARINELLI Giuliano (UNCOMA): 809
MARINELLI Marcelo (UNaM): 128, 169
MARIN˜O Sonia (UNNE): 311, 694, 461, 703, 1232
MARKO Isabel B. (UNLaM): 526
MARRERO Luciano (UNLP): 599
MARRONE Agust´ın (UNLu): 214, 321
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Este artículo presenta un proyecto de 
investigación bianual (2018-2020).  
El presente proyecto de investigación se basa 
en la utilización de herramientas 
computacionales como Aprendizaje de 
Máquina (Machine Learning) e interfaces 
visuales adaptativas, para evaluar y asistir en 
el desarrollo de habilidades sociales y 
cognitivas.  
Este sistema utilizará técnicas de Machine 
Learning para aprender de las interacciones de 
los participantes, a fin de poder crear un 
modelo que permita detectar posibles 
problemas sociales o de aprendizaje, para 
posteriormente asistir en su entrenamiento o 
compensación.  
El uso de un entorno virtual que recree 
situaciones sociales cotidianas podría permitir 
evaluar en tiempo real los procesos de 
cognición social, poniendo en juego los 
indicadores más relevantes a través de 
experiencias directas con situaciones sociales 
que les permitan a las personas dar respuestas 
espontáneas. 
Uno de los principales objetivos es que los 
participantes no se vean condicionados por los 
instrumentos de medición convencionales, 
pudiendo interactuar libremente en este 
entorno virtual, sin el sesgo de saber que están 
siendo evaluados. Los resultados se validarán 
a través de la comparación con aquellos 
obtenidos por los métodos tradicionales. 
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El proyecto I+D+T que se presenta está 
radicado en el Departamento de Sistemas de 
la Universidad CAECE, Subsede Mar del 
Plata y Sede Buenos Aires, donde se dictan 
las Carreras Licenciatura e Ingeniería en 
Sistemas y el ante proyecto de Maestría en 
Ciencias de Datos e Innovación Empresarial. 
Desde el punto de vista de los recursos 
humanos, este proyecto contribuirá a mejorar 
la formación en temas de Inteligencia 





Para interactuar efectivamente en el ámbito 
social es necesario predecir las acciones de las 
personas. Uno de los procesos cognitivos que 
sirven a un buen funcionamiento social lo 
constituye la Teoría de la Mente (TdM).  
El término “Teoría de la Mente” se refiere a 
una habilidad cognitiva compleja, que permite 
que un individuo atribuya estados mentales a 
sí mismo y a otros. Riviere y Núñez [1] 
consideran a la TdM como la competencia de 
atribuir mente a sí mismo y a otros, y de 
predecir y comprender sus conductas en 
función de entidades mentales como las 
creencias, deseos e intenciones. Es un 
subsistema cognitivo que se compone de un 
soporte conceptual y de mecanismos de 
inferencia, desempeñando la función de 
manejar, predecir e interpretar la conducta de 
otros [2]. 
La TdM contribuye a explicar el 
comportamiento de los demás, al mismo 
tiempo que permite desarrollar y adquirir una 
experticia social, asume procesos 
inobservables (deseos, creencias, emociones e 
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intenciones), que relacionados 
sistemáticamente explican y predicen como 
podría accionar una persona en circunstancias 
particulares. Este proceso se produce en 
presencia de otras personas, por lo cual se 
diferencia de la mera predicción de 
acontecimientos de orden físico. Mientras que 
las personas tienen experiencias internas, 
razones, motivaciones o intenciones de actuar, 
el comportamiento de las cosas físicas se 
explica completamente por las leyes de la 
física [3].  
Las investigaciones en psicología evolutiva y 
en neurociencia social han proporcionado 
evidencias de que la mente humana posee 
capacidades especiales para procesar y 
adaptarse a situaciones complejas que 
emergen del entorno social [4]. Cabe 
considerar que la capacidad para atribuir 
intenciones a los demás es universal y su 
desarrollo ontogénico es muy homogéneo. 
Algunos modelos explicativos consideran que 
la TdM constituye una habilidad ya presente 
de manera incipiente desde el nacimiento y 
que progresa con el desarrollo, repitiendo los 
mismos pasos en los primeros cinco años aún 
en culturas muy diferentes [5]. Existe 
consenso en considerar la adquisición de la 
TdM entre los tres y los cinco años, 
aumentando su complejidad con la edad [6].  
Los estudios empíricos de la última década se 
centraron en los procesos de atribución de 
estados mentales a otros, desde técnicas 
clásicas offline (fuera de una situación social 
concreta), donde se indagan aspectos que 
permiten comprender alguno de los 
componentes de la TdM de manera aislada, no 
valorando que sucede con dicho proceso 
online (tiempo real) [3]. Si bien autores como 
Slaughter y Repacholi [7] y Shamay-Tsoory 
[8] consideran que la TdM no es un 
constructo unidimensional, razón por la cual 
una prueba aislada no puede dar cuenta de su 
complejidad y progresión; las pruebas clásicas 
de TdM evalúan generalmente aspectos 
todo/nada sin atender a fases intermedias que 
pueden expresarse en un continuo evolutivo 
[9]. 
 En nuestro medio, los estudios destinados a 
explorar el desarrollo progresivo de los 
indicadores de TdM son limitados. Las 
restricciones principales se refieren, en primer 
lugar, a la ausencia de estudios que aborden 
de manera conjunta y exhaustiva el desarrollo 
continuo de la TdM en niños de entre 6 y 15 
años y, en segundo lugar, a la ausencia de 
técnicas capaces de evaluar de manera online 
la TdM.  
En este contexto, el campo de la Inteligencia 
Artificial (IA) y particularmente el 
Aprendizaje de Máquina puede aportar 
muchas soluciones a las necesidades que el 
ámbito de la TdM plantea. Ejemplos de estas 
tecnologías basadas en IA son los tutores 
inteligentes, los sistemas de gestión del 
aprendizaje, y los videojuegos [10]. 
En los últimos años la neurociencia social se 
ha beneficiado con el uso estímulos 
dinámicos de personajes virtuales animados 
[11]. Numerosas investigaciones han arrojado 
evidencia consistente de que no sólo la 
experiencia sino también las reacciones 
sociales, son sorprendentemente equivalentes 
en los encuentros sociales con mediadores 
virtuales en comparación con las 
interacciones directas cara a cara entre los 
seres humanos [12]. 
El uso de un entorno virtual que recree 
situaciones sociales cotidianas podría permitir 
evaluar de manera online los procesos de 
cognición social (específicamente la TdM), 
poniendo en juego los indicadores más 
relevantes a través de experiencias directas 
con situaciones sociales que les permitan a las 
personas dar respuestas espontáneas.  
Según Vodeley [3] la creación de personajes 
virtuales, que pueden servir como seres 
humanos artificiales creíbles, proporciona una 
herramienta de investigación única para 
mejorar el conocimiento sobre los procesos 
psicológicos subyacentes y sus mecanismos 
neuronales. 
Félix Eroles, director de proyectos en 
RedVisible.com y autor en el blog “Personas 
que Aprenden”, aseguró en una entrevista con 
America Learning Media realizada en el año 
2016, que una de las tecnologías que está 
explotando y que estará presente con más 
profusión es el Aprendizaje de Máquina. 
Sostiene que el aprendizaje estará guiado o 
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conducido por el Adaptative Learning, y que 
con ayuda de la IA, “podemos explorar las 
capacidades de los alumnos y determinar los 
ritmos, estilos de aprendizaje, estados 
emocionales, contenidos (…) que necesitan en 
el momento oportuno”.  
En esta línea y en referencia a las tendencias 
actuales en materia de adaptative e-elearning, 
José Omedes, Research & Development 
Director de iTopTraining, indicó en una 
entrevista al sitio “America Learning Media” 
en el año 2016, que en el aprendizaje basado 
en recomendación el software utiliza técnicas 
de Aprendizaje de Máquina para descubrir, de 
modo automático, los diferentes perfiles de 
usuario y sus itinerarios de aprendizaje 
óptimos a través de los contenidos, de modo 
que el sistema se realimente no sólo de la 
experiencia individual de un alumno en un 
curso, sino de la totalidad de los procesos de 
aprendizaje que han tenido lugar en la 
plataforma.  
Otro ejemplo en el área de capacitación es la 
de la Fundación Inria Chile, una fundación sin 
fines de lucro creada por la institución pública 
francesa Inria (reconocida a nivel 
internacional por su aporte en I+D aplicada en 
el mundo digital, desde las Ciencias de la 
Computación y las Matemáticas Aplicadas). 
Dicha fundación trabaja conjuntamente con la 
Carnegie Mellon University (Pittsburg, 
Estados Unidos) en un equipo mixto llamado 
Eduband, que investiga cómo el Aprendizaje 
de Máquina puede generar y mejorar nuevas 
herramientas educacionales. Concretamente, 
registra las reacciones de un usuario que está 
tomando, por ejemplo, un curso de 
capacitación, y desarrolla un algoritmo que 
analiza todos los datos y formula 
recomendaciones para facilitar el proceso de 
aprendizaje. La plataforma automáticamente 
realizará recomendaciones en temas que el 
estudiante aún no ha entendido y tratará con 







2. LINEAS DE INVESTIGACIÓN 
 
Las líneas de investigación que se abordan en 
este proyecto son: 
 
 Teoría de Mente 




3. RESULTADOS ESPERADOS Y 
OBJETIVOS 
 
Se plantea como Objetivo General: “Generar 
un sistema inteligente con interfaces visuales 
adaptativas, para evaluar y asistir en el 
desarrollo de habilidades sociales y 
cognitivas”.  
 
El presente proyecto de investigación se basa 
en la utilización de herramientas 
computacionales como Aprendizaje de 
Máquina (Machine Learning) e interfaces 
visuales adaptativas, para evaluar y asistir en 
el desarrollo de habilidades sociales y 
cognitivas. 
Este sistema utilizará técnicas de Machine 
Learning para aprender de las interacciones 
de los participantes, a fin de poder crear un 
modelo que permita detectar posibles 
problemas sociales o de aprendizaje, para 
posteriormente asistir en su entrenamiento o 
compensación. Uno de los principales 
objetivos es que los participantes no se vean 
condicionados por los instrumentos de 
medición convencionales, pudiendo 
interactuar libremente con el videojuego, sin 
el sesgo de saber que están siendo evaluados. 
Asimismo, este tipo de evaluación puede 
escalar de manera sencilla, a fin de poder 
obtener un mayor número de muestras en 
menor tiempo y requiriendo una cantidad 
menor de evaluadores humanos. 
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En particular, se proponen los siguientes 
objetivos específicos: 
 Explorar y analizar los principios 
básicos de diseño de sistemas 
inteligentes con interfaces visuales 
adaptativas. 
 Explorar y analizar los fundamentos 
computacionales, matemáticos y 
estadísticos del Aprendizaje de 
Máquina aplicado al diagnóstico y 
adquisición de habilidades sociales y 
cognitivas. 
 Seleccionar las tecnologías que 
permiten llevar a cabo el desarrollo de 
un sistema inteligente con interfaces 
visuales adaptativas para evaluar y 
asistir en el desarrollo de habilidades 
sociales y cognitivas. 
 Formular un modelo que permita 
detectar posibles problemas sociales o 
de aprendizaje, para posteriormente 
asistir en su entrenamiento o 
compensación. 
 Construir una aplicación interactiva 
inmersiva basada en el modelo 
formulado. 
 Realizar pruebas piloto de 
implementación. 
 
Como avances del proyecto, se realizará un 
Convenio de colaboración entre el Instituto de 
Psicología Básica, Aplicada y Tecnología de 
la Facultad de Psicología de la Universidad 
Nacional de Mar del Plata (IPSIBAT) y el 
Departamento de Sistemas de la Universidad 
CAECE. 
El presente convenio tiene por objeto la 
cooperación en el marco del desarrollo del 
proyecto “Procesamiento cognitivo y afectivo 
de la teoría de la mente y sus relaciones con el 
funcionamiento social en niños y 
adolescentes”, con aportes de instrumentos 
relativos a Sistemas de Aprendizaje de 
Máquina, entre el Grupo Comportamiento 
Humano, Genética y Ambiente de la 
UNMDP, perteneciente al IPSIBAT, y el 
Proyecto de Investigación “Desarrollo de 
Habilidades sociales y cognitivas a través de 
Sistemas Inteligentes” . 
El objetivo del convenio es llevar a cabo 
trabajos de investigación, transferencia 
tecnológica y capacitación en el campo de las 
Neurociencias Sociales aplicando conceptos 
de Sistemas Inteligentes. 
 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
 
Se acreditan dos tesis doctorales: Doctorado 
en Ciencias Informáticas de la Facultad de 
Informática de la UNLP y Doctorado en 
Ciencias de la Computación de UNICEN y 
una Maestría en Tecnología de la Información 
de CAECE. 
Participan en el proyecto alumnos avanzados 
de las carreras Ingeniería y Licenciatura en 
Sistemas de la Universidad CAECE, sede 
Mar del Plata. 
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Un sistema de cambio de creencias constitu-
ye un marco lo´gico para la modelizacio´n de
la dina´mica de conocimiento. Es decir, co´mo
modificamos nuestras creencias cuando re-
cibimos nueva informacio´n. En revisio´n de
creencias, incorporamos nueva informacio´n
y descartamos cierta informacio´n existente
para acomodar la recien ingresada. Sin em-
bargo, en recientes investigaciones algunos
autores argumentan que la nueva informa-
cio´n no siempre deber´ıa tener prioridad so-
bre la informacio´n existente, esto llevo a que
se propusieran algunos me´todos de revisio´n
de creencias en los que no se acepta nece-
sariamente la nueva informacio´n. Por ello,
es que resulta de intere´s estudiar las ope-
raciones que se denominan de cambio no-
priorizada. Esta l´ınea de investigacio´n tie-
ne como objetivo el estudio de nuevos tipos
de operadores no-priorizada potenciando su
intuicio´n de procesamiento con operadores
basados en explicaciones (sistemas de argu-
mentacio´n). Se estudiara´n los operadores de
revisio´n en particular en donde algunos de
ellos procesan la informacio´n con el apoyo
de una explicacio´n. Tambie´n, se establecera´
procedimientos de aplicacio´n de estas cons-
trucciones en sistemas argumentativos que
brindara´n soporte a las capacidades de ra-
zonamiento de agentes que proveen informa-
cio´n que puede ser incompleta y/o contra-
dictoria y de esta manera mejorar los meca-
nismos de toma de decisio´n automa´tica. En
tal sentido, se espera que los resultados ob-
tenidos brinden una nueva perspectiva pa-
ra desarrollar herramientas tecnolo´gicas que
funcionen desde un enfoque multi-agente.
Palabras Claves Cambio de Creencias
No-Priorizada, Razonamiento Argumentati-
vo, Programacio´n Lo´gica Rebatible.
1. Contexto
Esta l´ınea de investigacio´n se realizara´
dentro del a´mbito del Laboratorio de In-
vestigacio´n del Departamento de Ciencias
de la Computacio´n de la Facultad de Cien-
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cias Exactas y Naturales de la Universidad
Nacional de Catamarca. Esta asociado con
el proyecto de investigacio´n Anual: “Ope-
radores de Revisio´n de Creencias Mu´lti-
ples No-Priorizada en Sistemas Argumen-
tativos Aplicado para Programacio´n Lo´gica
Rebatible”. Financiado por el programa de
desarrollo cient´ıfico y tecnolo´gico de la Se-
cretar´ıa de Ciencia y Tecnolog´ıa: Consejo
de Investigacio´n, de la Universidad Nacio-
nal de Catamarca. Periodo ∶01/01/2018 al
31/12/2018.
2. Introduccio´n
Un sistema de revisio´n de creencias cons-
tituye un marco lo´gico para la modelizacio´n
de la dina´mica de conocimiento. Es decir,
co´mo modificamos nuestras creencias cuan-
do recibimos nueva informacio´n [1]. La re-
visio´n de creencias ha sido ampliamente de-
batido en los u´ltimos an˜os. En revisio´n de
creencias, se incorpora nueva informacio´n y
se descarta cierta informacio´n existente pa-
ra acomodar la recien ingresada.
Sin embargo, muchos investigadores argu-
mentan que la informacio´n nueva no siem-
pre deber´ıa tener prioridad sobre la infor-
macio´n existente por lo que se han propues-
to algunos me´todos de revisio´n de creencias
no-priorizada en los que no se acepta nece-
sariamente la nueva informacio´n. Por ejem-
plo, la semi-revisio´n introducida por Hans-
son [8, 9], ella difiere de la revisio´n de creen-
cia cla´sica en dos aspectos: primero, la infor-
macio´n original esta representada como una
base de creencias en lugar de un conjunto
de creencias, y segundo, la nueva informa-
cio´n no es siempre aceptada. Fuhrmann [6]
propone una forma diferente de revisio´n no-
priorizada. El define un operador de mezcla
(merge operator) en el cual dos bases de co-
nocimiento pueden combinarse en una. El
operador de mezcla abre la posibilidad de
que la nueva informacio´n sea parcialmente o
totalmente ignorada si la vieja informacio´n
es ma´s fuerte. Este tipo de operador permite
dos caminos no posibles en los operadores de
revisio´n AGM: aceptar parcialmente la nue-
va informacio´n o rechazarla totalmente. La
operacio´n de mezcla une la vieja informa-
cio´n con la nueva, sin darle precedencia o
prioridad a ninguna de ellas y elimina posi-
bles contradicciones.
Los operadores de revisio´n no-priorizada
vistos hasta ahora tienen una caracter´ıstica
distintiva: o aceptan plenamente la senten-
cia a incorporar o la rechazan totalmente.
Esto es, o son muy osados o muy cautos en
su actitud episte´mica. No aceptan una solu-
cio´n intermedia al problema de aceptacio´n
de una sentencia. Por tal motivo, Ferme´ y
Hansson [5] proponen un operador de revi-
sio´n que puede aceptar parte de la informa-
cio´n que constituye la entrada episte´mica.
Por este motivo, es que los autores deno-
minaron a este operador revisio´n selectiva
(selective revision). El operador de revisio´n
con l´ımite de credibilidad es otro tipo de
operador no-priorizada [10]. El mismo uti-
liza una construccio´n alternativa del opera-
dor de screened revision definido por Ma-
kinson [7]. Si debemos revisar un conjunto
de creencias K con respecto a una sentencia
α debemos recurrir a un conjunto C, deno-
minado conjunto de creencias cre´ıbles. Este
conjunto, determina que sentencias (creen-
cias o no-creencias) podr´ıan ser aceptadas
en un proceso de revisio´n. Por u´ltimo, el
operador de revisio´n mediante explicaciones
es un nuevo tipo de operador no-priorizada
[2, 3, 4]. El mismo es aplicable sobre ba-
ses de creencias y se basa en la siguien-
te intuicio´n: antes de incorporar una nue-
va creencia a nuestro conocimiento, exigi-
mos una explicacio´n para la misma. Esta
explicacio´n se representa con un conjunto
de sentencias con ciertas restricciones. Lue-
go, confrontamos esa explicacio´n con nues-
XX Workshop de Investigadores en Ciencias de la Computacio´n 8
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
tras propias creencias (pertenecientes a la
base de creencias). Si la explicacio´n ’sobre-
vive’ al debate, entonces la explicacio´n de la
nueva sentencia es aceptada. De lo contra-
rio, la base de creencias original permanece
sin cambios. La construccio´n de este ope-
rador se basa en operadores anteriormente
presentados.
3. L´ınea de Investigacio´n
y Desarrollo
Esta l´ınea de investigacio´n toma como
punto de partida los aportes en la tema´ti-
ca de los operadores de contraccio´n y re-
visio´n mu´ltiples priorizada de la teor´ıa de
cambio de creencias bajo clausulas Horn que
han sido ampliamente investigado por los
autores de este art´ıculo [11, 12, 13, 15, 14].
Uno de los objetivos principales es el estudio
de las operaciones de cambio no-priorizada.
En este contexto, consideramos dos tipos de
cambios: el primero, los operadores de cam-
bio no-priorizada en donde todas las nuevas
creencias no siempre deben ser aceptadas (y
entre ellas, nuestro principal intere´s se cen-
tra en los operadores con credibilidad limita-
da), y el segundo, se refiere a operadores de
mezcla (merging) que permite que creencias
antiguas y nuevas jueguen roles sime´tricos
dentro de un proceso de cambio.
As´ı tambie´n, dentro de la teor´ıa de cam-
bio, existen diversos tipos de operadores de
revisio´n en donde algunos de ellos procesan
la informacio´n con el apoyo de una explica-
cio´n. Un operador de revisio´n puede modifi-
car ya sea el conocimiento rebatible o no re-
batible. El problema principal es determinar
si alguna pieza de informacio´n es no rebati-
ble o rebatible. Una solucio´n simple podr´ıa
ser la incorporacio´n de conocimiento direc-
tamente en el conocimiento rebatible. Pero
esta solucio´n es demasiado simple y no es
muy realista. La calificacio´n del conocimien-
to es dina´mica, es decir, que evoluciona con
el tiempo y en la incorporacio´n de nueva in-
formacio´n. Cuando un agente incorpora co-
nocimiento por lo general incorpora cono-
cimiento no rebatible. Es por ello, que en
los sistemas argumentativos resulta necesa-
rio contar con criterios de preferencia entre
argumentos. La implementacio´n de este ti-
po de sistemas esta´ dada por los servicios
de razonamiento basados en Programacio´n
Lo´gica Rebatible.
Las Teor´ıas de Cambio de Creencias y Ar-
gumentacio´n (principales ejes de esta inves-
tigacio´n) pertenecen al amplio campo de la
Representacio´n del Conocimiento, sin em-
bargo, sus puntos focales ba´sicos son dife-
rentes. Ahora, las interrelaciones entre los
dos campos esta´n todav´ıa en su mayor parte
sin explorar. Tanto los campos de la teor´ıa
de la argumentacio´n como la de revisio´n de
creencias son de importancia sustancial pa-
ra los sistemas multi-agente que se enfrentan
a un uso intensivo en aplicaciones pra´cticas
industriales. Sumado a ello, el creciente uso
de me´todos y herramientas de la teor´ıa de
cambio de creencias en la teor´ıa de la argu-
mentacio´n y viceversa.
El presente proyecto, tiene por finalidad
volcar resultados y mejoras que se obtengan
en el desarrollo de modelos de revisio´n de
creencias no priorizada combinado con ar-
gumentacio´n y de esta manera agilizar las
capacidades de razonamiento mediante la
implementacio´n de la programacio´n lo´gica
rebatible (DeLP).
4. Resultados y Objeti-
vos
Diversas contribuciones relacionado a la
tema´tica de esta investigacio´n, fueron pre-
sentados en el a´mbito de las ciencias ba´sicas,
provocando un impacto directo en el desa-
rrollo de a´reas tecnolo´gicas de vanguardia
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en Ciencias de la Computacio´n, tales como
la especificacio´n de instituciones virtuales,
desarrollo y automatizacio´n de mercados,
subastas electro´nicas a trave´s de Internet,
mejoras de mecanismos de toma de decisio´n
automa´tica, etc.
En esta l´ınea de investigacio´n se espera
obtener los siguientes resultados:
- Ampliar y combinar la utilidad de las
construcciones con sentencias mu´lti-
ples de tipo no-priorizada y sime´tricos
(mezcla) a otros tipos de cambios como
los basados en explicaciones.
- Investigar y determinar las interrelacio-
nes entre dos campos de la representa-
cio´n de conocimiento como son la teor´ıa
de argumentacio´n y cambio de creen-
cias, considerando que son diferentes
sus puntos focales, lo que promovera´
el empleo de me´todos basados en argu-
mentacio´n caracterizados por la adop-
cio´n de elementos de la teor´ıa de cam-
bio de creencias.
- Formular procedimientos basados en pro-
gramacio´n lo´gica rebatible (DeLP), pa-
ra mejorar las capacidades de razona-
miento de agentes en operaciones de
revisio´n ejecutados por sistemas argu-
mentativos.
Respecto a los objetivos de esta investi-
gacio´n, se espera obtener contribuciones en
el a´rea de las ciencias ba´sicas y en el a´mbito
de aplicaciones tecnolo´gicas.
Por u´ltimo, se integrara´ programas de ca-
pacitacio´n e intercambio para los integran-
tes del proyecto y otras a´reas afines. Estas
actividades sera´n de cara´cter:
te´cnica: estudio y manejo de herra-
mientas informa´ticas como DeLP y
dema´s programas existentes en el cam-
po de estudio; y
metodolo´gica: estrategias de investiga-
cio´n cient´ıfica, mecanismos de publica-
cio´n de art´ıculos cient´ıficos, planifica-
cio´n de tutor´ıas en ambientes presen-
ciales y virtuales.
5. Formacio´n de Recur-
sos Humanos
Dentro de la tema´tica de esta l´ınea de in-
vestigacio´n: los operadores de revisio´n no-
priorizada combinado con operadores basa-
dos en explicaciones (sistemas argumentati-
vos) de la teor´ıa de cambio de creencias han
sido ampliamente investigado por parte de
los autores de esta contribucio´n, siendo uno
de los tema de tesis para alcanzar el grado
de Magister en Ciencias de la Computacio´n
en la UNS (Argentina) de Ne´stor Jorge Val-
dez (uno de los autores de este art´ıculo).
As´ı tambie´n, se espera que durante el
desarrollo del proyecto, los integrantes del
mismo que este´n en proceso de elaboracio´n
de su tesis de posgrado puedan consolidar su
formacio´n en investigacio´n, y que el trabajo
realizado contribuya a su graduacio´n.
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RESUMEN 
La evaluación de la producción científica o 
específicamente la evaluación de la 
productividad de un científico, ha sido desde 
que se iniciaran las publicaciones de los 
resultados de la investigación, una tarea nada 
sencilla. Los indicadores bibliométricos se 
encargan de contabilizar y representar en cierta 
medida cuan productivo es un investigador, 
contabilizando la cantidad de publicaciones y la 
cantidad de citas recibidas por estas. Pero para 
tener una imagen completa, es necesario 
agregar otro aspecto relacionado con el impacto 
y popularidad de estas publicaciones, para ello 
el uso de las redes sociales académicas 
enriquecen los indicadores bibliométricos 
dándoles un sentido mucho más amplio, por 
ejemplo: cantidad de veces que un contenido es 
descargado, comentado, compartido y leído 
entre tantos otros, alternativas altmetrics. Este 
proyecto plantea un estudio bibliométrico 
transversal a todas las Universidad públicas del 
Noroeste Argentino empleando herramientas y 
técnicas de recuperación y visualización de 
información, dos ramas de la inteligencia 
artificial que han tenido un gran desarrollo en la 
última década. Contar con un panorama de 
estos aspectos no solo reflejará la presencia y 
popularidad de las investigaciones realizadas 
por estos científicos, sino también sentará las 
bases para poder comparar el estado de cada 
una de las universidades. 
Palabras clave: Bibliometría, producción 
científico-académica, redes sociales 
académicas, indicadores, altmetrics 
CONTEXTO 
La línea de investigación aquí presentada se 
encuentra inserta en el proyecto: “Aplicación 
de técnicas de Inteligencia Artificial para 
evaluar la producción científico-académica de 
investigadores de Universidades públicas del 
Noroeste Argentino”, ejecutado a partir de 
enero de 2018 con una duración de 2 años. 
Dicho proyecto es llevado a cabo por el grupo 
de investigación VRAIn (Visualización y 
Recuperación Avanzada de Información) de la 
Facultad de Ingeniería de la Universidad 
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Nacional de Jujuy. El proyecto se encuentra 
acreditado y financiado parcialmente por la 
Secretaría de Ciencia y Técnica y Estudios 
Regionales de la Universidad Nacional de Jujuy 
(Resolución  R. N° 2928/17) 
1. INTRODUCCIÓN 
El crecimiento de la producción científica en las 
últimas décadas así como su recopilación en 
bases de datos bibliográficas automatizadas ha 
potenciado el uso de la "Bibliometría" (Aström, 
2007) (White & McCain, 1989) y la generación 
de indicadores para medir los resultados de la 
actividad científica y tecnológica. Los 
indicadores bibliométricos son datos 
estadísticos deducidos de las distintas 
características de las publicaciones científicas, 
en base al importante papel que desempeñan 
estas en la difusión y transmisión del 
conocimiento generado en la investigación. Son 
válidos cuando los resultados de la 
investigación se transmiten a través de 
publicaciones científicas y técnicas. 
Proporcionan información cuantitativa y 
objetiva sobre los resultados del proceso 
investigador, su volumen, evolución, visibilidad 
y estructura, pero no informan sobre los 
progresos del conocimiento (Mainardi & De 
Morán-Suárez, 2011).  
Una investigación profunda y exhaustiva es 
llevada a cabo por (Waltman, 2016) sobre los 
indicadores de impacto de citas, tomando como 
fuente de datos Web of Science (WoS), Scopus y 
GS (Google Scholar). Este estudio analiza los 
indicadores más importantes relacionados con 
el recuento de citas de publicaciones, teniendo 
en cuenta las diferencias que existen al 
comparar estos indicadores entre campos 
distintos, indicando que para ello es necesario 
un proceso de normalización de datos, ya que 
reconoce que existen áreas donde la publicación 
de material es mucho más frecuente que en 
otras, por ejemplo, un bioquímico con 25 citas 
no puede considerarse que posee un impacto de 
citas mayor que un matemático con 10 citas. Lo 
mismo sucede con el año de publicación, 
existen casos en que hay años más prolíficos 
que otros, y en el mismo sentido el tipo de 
publicación, sea que se trata de un artículo, una 
revisión o libro. 
Hoy en día el análisis o recuento de citas 
bibliográficas es el mecanismo más efectivo o 
al menos el más utilizado para medir la 
productividad científico-académica, no solo por 
su sencillez de aplicación sino por su 
transparencia. Constituye un pilar a la hora de 
conceder subvenciones y financiamientos de 
proyectos y en la toma de decisiones, ya que 
son cada vez más utilizados como una medida 
de desempeño por el cual los científicos y 
profesores se clasifican, son promovidos y 
financiados, además el análisis de citas permite 
a los investigadores dar seguimiento al 
desarrollo e impacto de un artículo a través del 
tiempo (Medrano, 2017). 
Según (Capaccioni & Spina, 2012), "La 
cuestión más debatida es, por supuesto, cuáles 
son los criterios de evaluación. ¿Criterios 
únicos o criterios diferentes para las diferentes 
áreas? ¿Criterios cualitativos o criterios 
cuantitativos? La importancia sobre la 
evaluación de la investigación científica se ha 
incrementado consistentemente en la primera 
década del nuevo siglo, sumado a la aplicación 
de algoritmos sofisticados que actualmente se 
encuentran disponibles para el análisis de citas 
permitiendo evaluar la "calidad" de estas, 
permitió la proliferación de un gran número de 
indicadores, entre ellos dos grupos bien 
diferenciados, los que se encargan de evaluar 
una revista científica y los que evalúan la 
productividad de un científico. 
Además de las bases de datos tradicionales para 
evaluar la productividad científica y además de 
los distintos indicadores mencionados, existen 
otro tipo de iniciativas dirigidas a medir el 
impacto de los materiales publicados online, de 
forma más amplia que con el recuento de citas. 
Estas iniciativas son conocidas como altmetrics 
o métricas alternativas (Priem, Taraborelli, 
Groth, & Neylon, 2017). El término altmetrics 
fue introducido por primera vez en un Tweet en 
2010 y más tarde (Priem, Altmetrics, 2014) 
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amplió la definición para incluir medidas de 
impacto académicas disponibles en cualquier 
plataforma en línea. 
El conjunto de métricas comúnmente conocida 
como altmetrics, se basan generalmente en la 
medición de la actividad en línea relacionada 
con los académicos o los contenidos 
académicos derivados de las redes sociales y 
plataformas web 2.0 (Martín-Martín, Orduña-
Malea, Ayllon, & López-Cózar, 2016). Sin 
embargo, la definición de lo que constituye un 
indicador altmetrics está en constante cambio, 
ya que está determinada en gran medida por las 
posibilidades técnicas y, más específicamente, 
la disponibilidad de Interfaces de Programación 
de Aplicaciones (API) (Haustein, Sugimoto, & 
Larivière, 2015). 
La motivación de este proyecto resulta clara, ya 
que contar con mecanismo y herramientas para 
evaluar objetivamente los resultados de la 
investigación de un científico o grupo de 
investigación es importante. 
Una muestra de la importancia de la evaluación 
científica son los rankings que se publican de 
forma anual para establecer el nivel de las 
universidades, y del mismo modo los rankings 
de los investigadores más prolíficos. Es más, 
estos indicadores tanto a nivel personal o 
institucional resultarían de utilidad al momento 
de conceder subvenciones y financiamientos de 
proyectos y en la toma de decisiones, ya que 
son cada vez más utilizados como una medida 
de desempeño por el cual los científicos y 
profesores se clasifican, son promovidos y 
financiados, ejemplo de ello es la evaluación a 
través de los sexenios de investigación de 
universidades europeas. Este instrumento, el 
sexenio investigador, es considerado en la 
mayor parte de los ámbitos científicos como 
una medida incuestionable de la calidad de la 
actividad investigadora, dado su elevado grado 
de aceptación por la comunidad universitaria 
(García-Berro, Amblàs, Sallarés, Bugeda, & 
Roca, 2013).  
Por esta razón, conocer el estado actual de cada 
universidad del NOA en cuanto a la cantidad de 
publicaciones y al impacto de estas, ofrecerá un 
panorama adecuado además de marcar el 
camino para poder comparar cada institución 
con el resto de universidades del país. 
En estos últimos años evaluar y cuantificar la 
productividad científica se ha convertido en 
tema de un profundo análisis ya que las 
cantidades de información aumentan 
constantemente y se vuelven cada vez más 
dinámicas (Miguel & Dimitri, 2013). En este 
momento existen variados métodos 
cuantitativos para medir esta producción, entre 
los más conocidos y usados destacan: el factor 
de impacto y h-index (Hirsch, 2005). Si bien 
estos números reflejan la relación entre 
artículos publicados y la popularidad de los 
mismos, entiéndase esto en términos de la 
cantidad de veces que un artículo es citado por 
otro o la importancia asignada a la revista en 
donde se publique, muy a menudo no resultan 
suficientes o precisos.  
Los motores de búsqueda académicos de libre 
acceso como Google Scholar y Microsoft 
Academic, en contraposición a las bases de 
datos bibliográficas tradicionales como Scopus 
o Web of Science, presentan ciertas ventajas: El 
rango de cobertura es amplio, no solo artículos 
de revistas y congresos sino libros, tesis, 
informes y muchos otros tipos de documentos, 
son herramientas de libre acceso y gratuitas, no 
están circunscritos a determinadas áreas del 
conocimiento, y cada vez el alcance es mayor 
hacia áreas de menor relevancia,  son muy 
populares y de fácil uso, son útiles para 
cualquier trabajo académico sin importar la 
envergadura de este. 
Y para darle un mayor significado a estos 
indicadores, poder evaluar la presencia y la 
utilidad que se le da a estas publicaciones en 
redes sociales académicas, propone un enfoque 
desde otro ángulo. Hoy en día, ambos enfoques 
son distintos pero complementarios, valerse del 
uso de solo un tipo de indicadores no entregaría 
toda la información o solo se limitaría a evaluar 
un aspecto, por ello la necesidad de contar con 
los dos protagonistas de la historia, por un lado 
los indicadores bibliométricos tradicionales 
encargados de contabilizar la cantidad de 
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publicaciones y citas recibidas, y por otro lado 
los indicadores altmétricos encargados de 
evaluar el impacto en redes sociales de dichas 
publicaciones. 
 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
Esta línea de investigación propone estudiar, 
evaluar y aplicar distintas técnicas de 
inteligencia artificial para evaluar la producción 
de los científicos de universidades públicas del 
NOA. Para ello se pretende utilizar métodos de 
recuperación de información y de visualización 
de información para conformar una base de 
datos tanto de los investigadores como de las 
publicaciones, realizar una limpieza de los 
mismos (empleando técnicas de detección de 
duplicados, fusión de citas) y poder obtener 
nuevo conocimiento a partir de ello, realizando 
comparaciones, inferencias y predicciones. En 
este sentido se emplearán algoritmos de estas 





El presente proyecto se centra en conocer el 
estado actual de la producción científico-
académica de los investigadores de las 
universidades públicas del Noroeste Argentino 
Particularmente se espera lograr: 
 Analizar las técnicas de recuperación 
automática de información. 
 Conformar una base de datos de 
publicaciones de investigadores libre de 
sesgos y normalizada. 
 Conocer el estado actual y la presencia de 
investigadores en redes sociales académicas.  
 Desarrollar y adaptar las técnicas de 
visualización de información para presentar 
los resultados obtenidos. 
 Desarrollar una aplicación que permita 
procesar y evaluar los datos recolectados. 
 Calcular indicadores bibliométricos y 
altmétricos sobre los datos procesados. 
 Realizar predicciones y obtener nuevo 
conocimiento a partir de los datos existentes. 
 Evaluar el alcance de los resultados de la 
investigación, elaborar rankings y publicar 
las conclusiones alcanzadas. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
Durante la realización de este proyecto se 
espera lograr, como mínimo, la culminación de 
1 tesis de maestría y 2 tesis de grado dirigidas 
y/o codirigidas por los integrantes del proyecto 
y relacionadas con la temática.  
Una tesis doctoral, relacionada ampliamente 
con la línea de investigación presentada 
(Medrano, 2017), emplea varias técnicas y 
herramientas que se utilizarán en la 
implementación de este proyecto. 
Finalmente, es constante la búsqueda hacia la 
consolidación como investigadores de los 
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Actualmente dentro del campo de la 
informática existen diversas aplicaciones 
que se diseñan para funcionar en 
ambientes conectados al mundo exterior. 
Tal característica obliga a reenfocar el 
análisis y diseño de sistemas desde una 
perspectiva mas amplia que la 
convencional. Bajo este entorno el 
escenario se ha extendido hacia el diseño 
de aplicaciones sensibles al contexto 
(Context Aware). Esta amplitud exige que 
tanto los investigadores como los 
diseñadores incorporen nuevos elementos 
(sensores) para que efectivamente una 
aplicación pueda funcionar conectada 
tanto al medio ambiente como a las 
personas. 
Si bien existen desde hace varias 
décadas aplicaciones que toman señales 
del exterior a través de sensores hacia 
sistemas embebidos, dichas aplicaciones 
no cuentan en su gran mayoría con 
algoritmos inteligentes (Artificial 
Intelligence) y menos aun con acceso a 
Internet (Cloud Computing y Fog 
Computing). 
El proyecto propone la investigación y 
el desarrollo de aplicaciones híbridas 
orientadas al uso de sensores, actuadores 
e interfaces mediante algoritmos y 
técnicas de inteligencia artificial. La 
implementación de este tipo de 
aplicaciones proporcionará mejoras en los 
sistemas sensibles al contexto actuales 
gracias al uso de técnicas basadas en IA y 
además constituirá un primer 
acercamiento hacia otros ámbitos tales 
como la robótica, el control de 
actuadores, brain computer interface, 
human computer interface, smartcities, 
smarthome, smartcar, smartgrid, artificial 
vision, augmented reality, internet of 
things, internet of mobile things, entre 
otros. 
 
Palabras clave: Artificial Intelligence, 
Embeded Systems, Sensors, Brain-
Computer Interface, Internet of Things. 
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Contexto 
El proyecto de I/D/I presente se 
encuentra enmarcado dentro de la 
convocatoria realizada por la Secretaría 
de Ciencia y Técnica de Facultad de 
Ingeniería  (UNJu) tramitada mediante 
Expediente S-7710/17 y refrendada 
mediante las Resoluciones C.A.F.I. Nº 
270/17 y C.A.F.I. Nº 271/17. Dicha 
convocatoria estuvo orientada a docentes, 
incorporados recientemente al sistema de 
incentivos de la Secretaría de Políticas 
Universitarias, con categorias IV y V. A 
su vez, este llamado a la presentación de 
proyectos de investigación se encuentra 
financiado y da cumplimiento a los 
compromisos de mejoramiento 
establecido en la Resolución CONEAU 
Nº 1230/12 para la acreditación de las 
Carreras de Ingeniería Informática y 
Licenciatura en Sistemas. El proyecto, 
luego del dictamen elevado por la 
Comisión Evaluadora, fue aprobado 
mediante Resolución C.A.F.I. Nº 661/17. 
En relación a los plazos establecidos, 
el proyecto inició el 01 de Enero de 2018 
y finaliza el 31 de Diciembre de 2018. 
 
Introducción 
El uso de sensores como elemento 
adicional dentro del ámbito informático 
se ha incrementado en forma exponencial 
en los últimos años debido a su bajo costo 
y a la incipiente expansión de las 
tecnologías móviles. En este contexto 
solo en el mercado de sensores portátiles 
se espera un crecimiento del 30,14% 
hasta 2022 [1]. Del mismo modo, los 
sensores en la industria automotriz 
proyectan un incremento de 4 a 25 
billones de dólares entre 2020 y 2030 [2]. 
Esta evolución es acompañada por una 
constante integración de tales sensores a 
los dispositivos móviles, el hogar, la 
industria, las ciudades, el comercio, los 
automóviles, entre otros; estén o no estos 
conectados a Internet. 
El uso de sensores también se ha 
extendido hacia el campo de Internet de 
las Cosas (IoT) en donde actualmente se 
concentran los esfuerzos, según 
Koreshoff [3], hacia tres categorías de 
investigación: 
i) Explorar las ideas de diseño 
(servicios públicos, smarthome, salud 
/bienestar y datos personales/privacidad). 
ii) Explorar sistemas a través del 
diseño (experimentos específicos dentro 
de un dominio, exploraciones 
relacionadas con actividades como el 
rastreo de personas, la automatización y 
la visibilidad de lo invisible, y 
exploraciones centradas en el sistema 
tales como las interfaces y sus 
componentes). 
iii) Explorar componentes técnicos a 
través del diseño (consiste principalmente 
en: a) exploraciones centradas en el 
sistema, y b) exploraciones específicas 
del dominio). 
Dentro del ámbito de IoT, si bien el 
uso de sensores cumple un rol 
fundamental, en [4] se amplifica el 
concepto señalando que son tres los 
componentes que se requieren para 
investigar dicho ámbito. Estos elementos 
básicos son: i) hardware integrado por 
sensores, actuadores, cámaras IP, CCTV 
y hardware de comunicaciones 
embebidas, ii) middleware: herramientas 
de almacenamiento e informática bajo 
demanda para el análisis de datos 
mediante Cloud Computing y el análisis 
de Big Data, iii) presentación: 
herramientas de visualización e 
interpretación fáciles de entender que se 
pueden diseñar para las diferentes 
aplicaciones. 
Para Farooq y colegas [5], IoT utiliza 
una red de sensores (WSN, Wireless 
Sensor Network [6]) pero esa red forma 
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parte de una arquitectura de 6 capas: capa 
de código [7], capa de percepción [8], 
capa de red [9], capa middleware [10], 
capa de aplicación [11] y capa de 
negocios [12]. 
El análisis del estado del arte no solo 
implica centrarse en la importancia de los 
sensores dentro del ámbito de IoT, sino 
que no es necesario que tales sistemas se 
encuentren inmersos o conectados a la red 
Internet como es el caso de las Interfaces 
Cerebro-Computadora (BCI) [13] y las 
Interfaces Humano-Máquina (HCI) [14]. 
Entendiéndose como BCI a aquella 
interfaz constituida por un sistema de 
comunicación no muscular que no 
depende de las vías de salida normales del 
cerebro (nervios y músculos periféricos), 
por lo que puede proporcionar una 
conexión del cerebro a dispositivos de 
conmutación y control [15]. 
Por otra parte, la investigación en HCI 
actualmente involucra el desarrollo en el 
ámbito experiencial, entretenimiento y 
sus consecuencias psicológicas; siendo en 
menor medida su uso e incorporación en 
campo social [16]. 
 
Justificación del proyecto 
Actualmente, si bien el desarrollo de 
rutinas algorítmicas orientadas al 
tratamiento de señales de sensores es 
ampliamente estudiado por el ámbito 
académico, existe una proporción exigua 
que analiza e investiga desde la óptica de 
la incorporación de algoritmos de 
inteligencia artificial para el tratamiento 
de los datos que dichos sensores proveen. 
Además, las aplicaciones inteligentes 
permiten administrar eficientemente 
ciertos parámetros que otros algoritmos 
convencionales no lo consiguen con 
metodos matemáticos; como ser en el 
caso de algoritmos para la administración 
de la energía de la batería en un robot 
autónomo o en una sonda espacial debido 
al corto tiempo en que sus celdas se 
encuentran expuestas a la energía solar. 
 
Metodología 
Los requerimientos de información 
partirán desde la base de las diferentes 
problemáticas existentes y planteadas por 
el conjunto de investigaciones en las que 
se describen las líneas de investigación 
que aun faltan por explorar. Se procederá 
al análisis correspondiente de las 
hipótesis de solución posibles y se 
recurrirá a una serie de experimentos en 
forma paralela que permitan un 
acercamiento a diversas soluciones. 
Concretamente el enfoque que regirá 
como parte de la metodología de 
desarrollo es un paradigma 
específicamente diseñado para proyectos 
de IoT y se denomina: Ignite [17]. Dicho 
enfoque, propuesto por Slama y colegas 
en 2015, plantea (basado en una 
recopilación de las mejores prácticas de 
gestión y ejecución de proyectos IoT) 
dividir el desarrollo en dos fases: 
Iniciación de la estrategia y Entrega de 
soluciones. La primera, sesgada hacia la 
gestión comercial, se enfoca en definir la 
estrategia a seguir por parte de la empresa 
que desea migrar hacia proyectos de IoT, 
además de prepararla para adoptar dichos 
proyectos. Esto implica la creación y 
gestión de un portafolio de proyectos de 
IoT. La segunda, orientada al aspecto 
estrictamente tecnológico, direcciona a 
los gerentes de producto y jefes de 
proyecto en la planificación y ejecución. 
Se compone de tres fases las cuales son: 
Plan, Build y Run [18]. 
El esfuerzo esta centrado en la segunda 
fase dado que especifica los pasos y 
detalles técnicos para el desarrollo de 
sistemas que involucran conectividad de 
sensores. Bajo este esquema el proyecto 
se divide en 2 partes: Iniciación del 
proyecto y Estructura del proyecto. En la 
primera se desarrollarán las siguientes 
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actividades: diseño de la solución inicial 
(análisis, proyección, planeamiento, 
diseño funcional y diseño técnico) y 
decisión entre construir y comprar (esto 
es, evaluar las soluciones comunes 
disponibles en el mercado, los recursos de 
hard y soft, el middleware IoT 
cloud/M2M y la comunicación wireless). 
Por otro lado, en cuanto a la estructura del 
proyecto se considerarán las siguientes 
actividades metodológicas: gestión del 
proyecto, tareas transversales, 
infraestructura solución y operaciones, 
servicios backend, servicios de 
comunicación, recursos de componentes y 
preparación de los recursos. 
 
Líneas de Investigación, 
Desarrollo e Innovación 
Los ejes que aborda el proyecto estan 
en torno al uso de sistemas inteligentes 
para el tratamiento de las señales 
provistas por sensores a los sistemas 
embebidos. 
Mas específicamente, se centra en las 
siguientes temáticas: BCI, Artificial 
Vision, Robótica, IoT, AR y HCI. 
Es por ello que se dispone de 3 
computadoras industriales EDU-CIAA 
(pertenecientes a la Facultad de 
Ingeniería), computadoras de desarrollo 
(EDU-CIAA, Arduino, Raspberry PI) y 
sensores varios. 
 
Resultados y Objetivos 
El objetivo general es desarrollar 
algoritmos inteligentes sobre plataformas 
embebidas (online y standalone) para el 






 Analizar y evaluar las tecnologías 
existentes dentro del ámbito de los 
sensores y actuadores. 
 Estudiar las alternativas de 
hardware/firmware/software para el 
tratamiento de los datos que los sensores 
proveen. 
 Diseñar estructuras algorítmicas 
destinadas a mejorar las técnicas de 
inteligencia artificial convencionales. 
 Seleccionar e incorporar una 
metodología de desarrollo adaptable a 
cada arquitectura y despliegue de 
hardware/software. 
Con los conocimientos adquiridos se 
prevee dictar cursos-talleres en los que se 
transferirán las experiencias investigadas 
tanto a la comunidad educativa como al 
público interesado. Habrá un desarrollo y 
producción de conocimientos tanto en 
investigación básica como aplicada. En 
esta última se espera mayor impacto en la 
sociedad dado que se investigarán 
soluciones que mejoren su diario vivir a 
través del diseño de wearables, 
smartcities, smarthome, entre otros. 
 
Formación de Recursos Humanos 
El equipo de investigación esta 
formado por un director, un co-director, 
dos egresados de Licenciatura en 
Sistemas, tres alumnos de Ingeniería 
Informática y tres alumnos de la carrera 
Analista Programador Universitario. 
Se ha puesto énfasis en la formación 
de alumnos y es por eso que solo 2 
docentes forman parte del equipo. 
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En la actualidad, mucha gente podría verse 
interesada en el monitoreo energético de sus 
viviendas, con el fin de optimizar sus 
consumos. De esta manera, se conocerían los 
artefactos eléctricos que más energía 
consumen, su incidencia en el tiempo, cuán 
representativo resulta el consumo del resto de 
los artefactos y aquellos artefactos que 
podrían estar fallando. 
Utilizando Non-Intrusive Load Monitoring 
(NILM) y redes neuronales (del inglés 
Artificial Neural Networks, ANN), el presente 
proyecto propone ofrecer esta posibilidad. 
 
Palabras clave: identificación de carga, 




El presente trabajo forma parte del 
proyecto de investigación I+D UTN 4881 
“Monitoreo domiciliario utilizando redes 
neuronales a partir de una medición de 
energía totalizada (NILM)”. El mismo está 
homologado como proyecto de investigación 
y desarrollo en la Secretaría de Ciencia, 
Tecnología y Posgrado de la Universidad 
Tecnológica Nacional. En el marco de dicho 
proyecto se propone implementar NILM 
mediante machine learning para el análisis 
del consumo de energía en los hogares 
argentinos, a través de la utilización de redes 
neuronales artificiales. 
1. Introducción 
En la actualidad, mucha gente podría verse 
interesada en el monitoreo energético de sus 
viviendas, con el fin de optimizar sus 
consumos. Dos enfoques fueron planteados 
para realizar tal monitoreo [1]: (1) la 
utilización de medidores independientes para 
cada artefacto eléctrico; (2) la aplicación de 
Non-Intrusive Load Monitoring (NILM) [2] o 
Non-Intrusive (Appliance) Load Monitoring 
(NIALM o NALM) [3]. NILM es una técnica 
computacional que a partir de una medida 
total de consumo de energía logra identificar 
los artefactos eléctricos individuales que se 
encuentran consumiendo la misma [4]; 
aunque midiendo cada artefacto puede 
resultar un método más exacto que NILM, las 
desventajas prácticas como elevados costos, 
múltiples configuraciones de sensores y 
complejidad en la instalación, favorecen el 
uso de esta técnica [5]. 
Un enfoque comúnmente utilizado para 
implementar NILM involucra las siguientes 
etapas: (1) adquisición de datos; (2) 
extracción de features; e (3) inferencia o 
aprendizaje. Durante esta última etapa, las 
diversas features de los artefactos eléctricos 
extraídas a partir de los datos de consumo son 
procesadas según diferentes algoritmos en 
orden de identificar los artefactos. Se suelen 
emplear técnicas supervisadas de machine 
learning en esta etapa, las cuales requieren 
datos etiquetados [5]; estas técnicas 
generalmente implican un proceso de 
aprendizaje lento y son vulnerables a cambios 
en el inventario de artefactos [1]. 
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Por lo detallado anteriormente, se 
requieren abordajes que permitan obtener 
resultados más exactos, sin insumir tiempos 
prolongados de entrenamiento ni muchos 
recursos, e independientes de grandes 
inventarios de features de artefactos 
eléctricos. 
 
2. Líneas de Investigación, 
Desarrollo e Innovación 
Siguiendo la línea de investigación 
correspondiente a lo expuesto en este trabajo, 
se llevarán a cabo actividades relacionadas 
con las siguientes áreas temáticas: 
 
● Ingeniería de Software. 
● Mediciones Eléctricas. 
● Eficiencia y Calidad de Energía Eléctrica. 
 
3. Objetivos y Resultados Esperados 
Resulta difícil para los usuarios de 
artefactos eléctricos determinar su consumo 
real de acuerdo a las condiciones de uso; en 
consecuencia, también es complejo 
determinar la incidencia de su uso a través del 
tiempo (diariamente, mensualmente, 
estacionalmente, etc.). Poder distinguir entre 
artefactos eléctricos con consumos 
importantes y aquellos que forman parte de un 
ʺpisoʺ que no genera grandes consumos 
(como por ejemplo, notebooks, impresoras, 
etc.) puede resultar interesante para el usuario, 
básicamente por tres razones: (1) quedarían 
identificados los artefactos que más 
consumen y su incidencia en el tiempo, lo cual 
podría ayudar a moderar su uso; (2) se sabría 
si el consumo de este “piso” puede resultar 
significativo; y (3) podrían detectarse 
aquellos artefactos con posibles fallas. 
Se plantea entonces ofrecer esta 
posibilidad al usuario de un modo que no 
implique dificultades ni complejidad 
adicional. Utilizando NILM la complejidad 
para el usuario se reduciría 
considerablemente; en tal caso, sería 
necesario identificar cada artefacto en una 
medida de consumo total y determinar su 
consumo individual. Técnicas de machine 
learning como las redes neuronales (del 
inglés Artificial Neural Networks, ANN) han 
demostrado ser útiles para esta tarea. Sin 
embargo, la introducción de ANN conlleva 
desafíos adicionales: evitar que la arquitectura 
de la red resulte difícilmente entrenable, poco 
generalizadora ante nuevos artefactos y poco 
generalizadora para todos los 
comportamientos de un mismo artefacto. 
Entonces, se cuestiona que, ampliando los 
datos de la medición de consumo total con 
información proveniente de la extracción de 
features y utilizando dicho conjunto como 
entrada a la ANN, esto puede enriquecer la 
calidad de respuesta de la red, evitando 
problemas específicos inherentes a la misma. 
En resumen, el principal objetivo de la 
línea de investigación propuesta es la 
identificación eficiente de los artefactos 
encendidos en la línea eléctrica de una 
vivienda mediante la aplicación de una ANN, 
pudiendo a través del tiempo determinar su 
consumo individual del modo más exacto 
posible, sin intervenir en el interior del hogar. 
Para la consecución de este objetivo 
general, deberán tenerse en cuenta los 
siguientes objetivos específicos: 
 
1. Modelar un sistema que permita la 
identificación de los artefactos eléctricos 
en uso dentro de una vivienda (los más 
importantes o representativos) a partir de 
la medida del consumo total de energía, 
utilizando una ANN. 
2. Modelar un sistema que permita 
determinar el consumo de los artefactos 
identificados. 
3. Modelar un sistema que permita 
determinar el consumo total de aquellos 
artefactos no tan importantes, no 
representativos o no identificados, que 
forman parte de un “piso”. 
4. Definir un sistema de almacenaje, 
recuperación y procesamiento de datos 
para proporcionar el consumo histórico 
de un artefacto y detectar fallas. 
5. Definir un sistema de almacenaje, 
recuperación y procesamiento de datos 
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para determinar patrones de consumo 
(por ejemplo, patrones de consumo en 
invierno, en verano, etc.) de un artefacto. 
6. Proponer una arquitectura de ANN que 
permita satisfacer cuestiones referidas a 
la calidad de su respuesta: evitar que 
resulte difícilmente entrenable, poco 
generalizadora ante nuevos artefactos y 
poco generalizadora para todos los 
comportamientos de un mismo artefacto. 
 
Para materializar el objetivo principal de 
este proyecto se propone una metodología 
“design science research” [13], pues provee 
un marco de trabajo ampliamente aceptado 
para realizar investigaciones relacionadas con 
sistemas de información, centrándose en 
resolver problemas por medio del diseño y 
desarrollo de artefactos. 
La investigación comienza con un enfoque 
centrado en problemas, por lo que la etapa 
inicial consistió en definir problemas de 
investigación, hipótesis y objetivos. La 
segunda etapa implicará definir los artefactos 
para satisfacer los objetivos específicos. 
Considerando el primer objetivo, se 
tendrán en cuenta tres fases: (1) construcción 
del sistema NILM; (2) recolección y 
preparación de datos para el entrenamiento 
de la ANN; y (3) desarrollo de un entorno de 
pruebas para comparar el desempeño de la 
red con otras alternativas conocidas. 
La fase de construcción del sistema NILM 
precisará la elección de sensores de corriente 
y de voltaje; se analizarán sensores de efecto 
Hall y sensores de efecto capacitivo. Luego 
se evaluarán acondicionadores de señal 
apropiados (amplificadores operacionales, 
amplificadores de instrumentación, etc.). 
Seguidamente, se considerarán conversores 
AD y entornos de desarrollo de sistemas 
electrónicos (Arduino, Raspberry Pi, etc.), 
conjuntamente con sus sistemas operativos 
soportados, que permitan implementar una 
microcomputadora. Se evaluarán luego 
lenguajes de programación (C, Java, Matlab, 
Python) y sus respectivos 
frameworks/librerías para implementar una 
función que permita la extracción de features 
y para implementar la ANN. Para mostrar la 
información al usuario se tendrán en cuenta 
pantallas LCD y conexión TCP/IP. Un 
esquema de la arquitectura tentativa se ilustra 
en Fig. 1. 
 
 
Fig. 1: Arquitectura del sistema NILM propuesto. 
 
La segunda fase (recolección y preparación 
de datos) comenzará con la selección de un 
analizador de potencia o una placa de 
adquisición de datos que permita muestrear el 
consumo de un artefacto eléctrico en 
particular, con el nivel de detalle adecuado 
(baja frecuencia o alta frecuencia) y almacene 
dichos datos, para su posterior transmisión a 
una PC. El formato de almacenamiento de los 
datos en la PC será el utilizado por el MIT en 
el dataset de referencia REED1. Una vez 
recopilados los datos para diversos artefactos, 
se procederá a su transformación en un 
esquema más adecuado para el entrenamiento 
de la red; se evaluarán bases de datos 
relacionales (MySQL, SQL Server, 
PostgreSQL). Una vez disponibles los datos 
en la base de datos, se considerarán diferentes 
lenguajes de programación (C#, Java, Matlab, 
Python) para identificar los ciclos de 
activación de cada artefacto, etiquetar los 
datos y definir una plataforma de 
entrenamiento para la ANN. 
Las actividades de la tercera fase 
(desarrollo de un entorno de pruebas) 
incluyen utilizar la base de datos elegida y 
evaluar diferentes lenguajes de programación 
(C#, Java, Matlab, Python) para definir una 
plataforma de pruebas para la ANN, con el fin 
de comparar la alternativa propuesta con otros 
algoritmos conocidos y medir el desempeño 
utilizando diferentes métricas (F1, precision, 
                                                          
1
 http://redd.csail.mit.edu/  
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recall, accuracy) [4, 6]. 
Acerca del segundo objetivo, se 
desarrollará en el lenguaje de implementación 
utilizado en la ANN del primer objetivo, el 
algoritmo adecuado para calcular el consumo 
de cada artefacto eléctrico identificado. 
Para el tercer objetivo, se desarrollará en el 
lenguaje de implementación utilizado en la 
ANN del primer objetivo, el algoritmo 
adecuado para calcular el consumo de 
aquellos artefactos eléctricos no tan 
importantes, no representativos o no 
identificados (“piso”). 
Sobre el cuarto objetivo, se evaluarán 
bases de datos relacionales (MySQL, SQL 
Server, PostgreSQL), diferentes lenguajes de 
programación para desarrollo web (HTML, 
javaScript, PHP, Python) y sus respectivos 
frameworks (Laravel, Django) para 
implementar una aplicación Web que permita 
comparar consumos históricos y determinar 
fallas en los artefactos eléctricos. En Fig. 2 se 
puede apreciar un esquema de la arquitectura 
tentativa del sistema Web. 
 
 
Fig. 2: Arquitectura del sistema Web propuesto. 
 
Teniendo en cuenta el quinto objetivo, 
mediante la base de datos, el lenguaje de 
programación Web y su framework del cuarto 
objetivo, implementar una aplicación Web 
que permita determinar patrones de consumo 
de los artefactos. 
Finalmente, para hacer frente al sexto 
objetivo, se evaluarán diferentes arquitecturas 
de ANN, sobre todo deep neural networks: 
Restricted Boltzmann Machines (RBM), Deep 
Belief Networks (DBN), AutoEncoders (AE), 
deep Convolutional Neural Networks (CNN), 
Recurrent Neural Networks (RNN) [4, 7]; 
además, se evaluarán diferentes features que 
podrían ayudar a mejorar el desempeño de la 
red. 
La etapa final del proyecto consistirá en 
validar si los artefactos obtenidos permiten 
solucionar satisfactoriamente los problemas 
planteados. 
 
4. Formación de Recursos Humanos 
El grupo de esta línea de investigación está 
conformado por docentes y alumnos de las 
carreras de Ingeniería en Sistemas de 
Información, Electrónica y Electromecánica. 
De los docentes involucrados en el 
proyecto, uno de ellos se encuentra cursando 
un Doctorado de Ingeniería con mención en 
Sistemas de Información, en la UTN Facultad 
Regional Santa Fe. Dos de las docentes dictan 
la cátedra Inteligencia Artificial (Ingeniería en 
Sistemas de Información) en la UTN Facultad 
Regional San Francisco, donde se encuentran 
realizando sus tesis para las Maestrías en 
Ingeniería de Software y Calidad de Software.   
Como iniciativa del grupo, se prevé la 
capacitación y formación de recursos 
humanos, por medio de las siguientes 
actividades: 
 
● Participación en cursos de actualización y 
posgrado en el área de estudio (machine 
learning e inteligencia artificial). 
● Transferencia de conocimiento y 
resultados a otras áreas de la facultad y a 
la industria local. 
● Incorporar el conocimiento adquirido en 
las cátedras referentes a la temática 
planteada. 
● Ofrecer charlas informativas del 
desarrollo e implementación del proyecto 
a distintos sectores de la industria y 
cátedras afines a la investigación. 
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● Convocar e introducir a los alumnos de las 
carreras de Ingeniería en Sistemas de 
Información, Electrónica y 
Electromecánica a la realización de 
actividades de investigación y desarrollo. 
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La valoración de la calidad vocal mediante el 
análisis audio-perceptual es parte de la rutina 
clínica de evaluación de pacientes con 
trastornos de la voz. La debilidad de este 
método reside en la subjetividad y en la 
necesidad de que sea realizada por oyentes 
experimentados. Este proyecto tiene como 
objetivo la realización de una clasificación 
automática de la calidad vocal, valuada en la 
escala GRBAS, a través de características 
extraídas del análisis acústico de la señal y 
técnicas de aprendizaje automático. 
Particularmente, en este trabajo se muestran 
los resultados del cálculo de shimmer con un 
modelo de deep learning. 
Palabras clave: machine learning, deep 
learning, acoustic analysis 
CONTEXTO 
Este trabajo de investigación se desarrolla en 
el marco del proyecto “Análisis acústico de la 
voz con técnicas de aprendizaje automático” 
(UTN3947) de la Universidad Tecnológica 
Nacional, Facultad Regional Córdoba y 
cuenta con la colaboración del Departamento 
de Investigación Científica, Extensión y 
Capacitación "Raquel Maurette", Escuela de 
Fonoaudiología, Facultad de Ciencias 




Se intenta reconocer, de forma automática, 
características del análisis acústico de la voz 
que permitan clasificar muestras de audio. El 
estudio se enfoca en la medición de la calidad 
vocal según la escala GRBAS. La 
clasificación se realiza aplicando 
principalmente modelos de deep learning, un 
subgrupo de técnicas del campo de 
aprendizaje automático (machine learning). 
Las grabaciones de la voz, la clasificación de 
los ejemplos y la validación de los resultados 
se realizan por especialistas en análisis de la 
voz de la Escuela de Fonoaudiología de la 
Universidad Nacional de Córdoba. El análisis 
acústico se lleva a cabo en conjunto 
(especialistas vocales e integrantes de UTN) y 
el modelado y desarrollo de los clasificadores 
por los integrantes de UTN.  
GRBAS: La escala GRBAS es un método de 
valoración perceptivo‐auditivo de la voz. 
Surge de la necesidad de estandarizar la 
valoración subjetiva y de interrelacionar los 
aspectos auditivos y fisiológicos de la 
producción vocal. Está basada en estudios del 
año 1966 de la Japan Society of Logopedics 
and Phoniatrics [1] y posteriormente 
divulgada y descripta por Minoru Hirano en el 
año 1981 [2]. Consiste en la valoración de la 
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fuente glótica a través de 5 parámetros que 
forman el acrónimo GRBAS: 
G: (Grade) Grado general de disfonía.  
R: (Roughness) Rugosidad, irregularidad de la 
onda glótica.  
B: (Breathiness) Soplosidad, sensación de 
escape de aire en la voz.  
A: (Asteny) Astenia, pérdida de potencia.  
S: (Strain) Tensión, sensación de 
hiperfunción vocal.  
Puede valorarse de dos maneras: a través de 4 
grados, desde el 0 al 3 o mediante un valor en 
un rango continuo de 0 a 100. En ambas el 0 
es ausencia de disfonía y el 3 o 100 implican 
disfonía severa. La escala fue mundialmente 
adoptada y validada en numerosos países [3-
6]. Actualmente se utiliza en la investigación 
y de manera rutinaria en los consultorios de 
los profesionales que hacen clínica vocal. 
Sirve como metodología simple y al alcance 
de la mano para valorar la evolución pre‐post 
tratamiento. La debilidad de este método 
reside en la subjetividad de la valoración de la 
voz y en la necesidad de que sea realizada por 
oyentes experimentados en la escucha y la 
disociación de los parámetros [7,8].  
Análisis acústico: Existen otras formas de 
analizar la voz de manera más objetiva a 
través del análisis acústico. Éste consiste en la 
digitalización de la señal vocal y su análisis 
mediante gráficos como el Espectrograma, el 
espectro FFT (Fast Fourier Transform) o 
LPC (Linear Predictive Coding) y medidas 
numéricas de perturbación de la señal, como 
Jitter, Shimmer y HNR (Harmonics to Noise 
Ratio).  
Para lograr una integración de la valoración 
subjetiva (GRBAS u otras escalas) con el 
análisis acústico, se han realizado numerosos 
trabajos de correlación [9,10], algunos 
relacionados a la voz normal y otros a 
diferentes patologías. Por ejemplo, el trabajo 
de Nuñez Batalla, F. et al [11] es un referente 
y establece una relación entre el parámetro de 
Astenia del GRBAS y el Espectrograma de 
banda angosta.  
Aprendizaje automático: El aprendizaje 
automático o machine learning es un campo 
de las ciencias de la computación que abarca 
el estudio y la construcción de algoritmos 
capaces de aprender y hacer predicciones. 
Estas predicciones se pueden tomar como una 
clasificación de los datos de entrada a partir 
del reconocimiento de patrones existentes en 
los mismos 
Estado del arte: La aplicación de técnicas de 
deep learning es el estado del arte en el 
análisis automático de audio, con la detección 
de los fonemas pronunciados y la 
identificación de la persona que habla como 
objetivos principales [12-18], pero también 
utilizadas en detección de emociones, edad, 
género, etc. 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
La línea de investigación que se presenta en 
este trabajo tiene como objetivo predecir con 
técnicas de aprendizaje automático la medida 
acústica shimmer, asociada a la calidad vocal. 
Shimmer: 
Shimmer es una medida acústica relativa a las 
perturbaciones de amplitud de una señal. Las 
variaciones de este tipo en la voz humana son 
perceptibles al oído y permiten caracterizar 
ciertas propiedades, tanto de la voz, como de 
las personas que la emiten [19]. El valor de 
shimmer está asociado a la calidad vocal, 
estado de ánimo, edad  y género de las 
personas. Existen numerosos trabajos de 
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investigación que utilizan, entre otras, la 
medida shimmer con objetivos que van desde 
la detección de patologías [19-21] hasta la 
mejora de interfaces humano máquina a través 
de la estimación de la intensionalidad de una 
frase hablada [22]. Con respecto a las voces 
sintetizadas, en [23] se determina que cierto 
nivel se shimmer aumenta el grado de 
naturalidad. 
Hay variantes en el cálculo de shimmer . La 
versión elegida para este trabajo es la de 
Klingholz y Martin [23], también conocida 
como Relative Shimmer. 
Metodología: 
Los datos de entrada para el modelo de 
predicción son espectrogramas calculados 
sobre archivos de audio sintetizado. 
Se generan datos de audio sin armónicos. Al 
igual que en [19] la modulación en amplitud 
de la voz se aproxima con una onda senoidal. 
La expresión para generar cada señal de audio 
𝑦(𝑡) es: 
 
𝑦(𝑡) =  
1
1+𝑘
sin(𝛼 + 2𝑡𝜋𝑓0) (1 + 𝑘 sin(𝛽 + 2𝑡𝜋𝑓𝑚𝑜𝑑)) 
 
donde 𝑡 es tiempo [seg], 𝑓0 es la frecuencia de 
vibración glótica [Hz], 𝑓𝑚𝑜𝑑 es la frecuencia 
de modulación [Hz], 𝑘 es la constante de 
sensibilidad en amplitud del modulador, 𝛼 y 𝛽 
son constantes para manejar la fase de la señal 
a modular y de la señal moduladora 
respectivamente. 
Para la generación de los datos de 
entrenamiento y test, se toman valores 
aleatorios con distribución uniforme. 𝑓0 toma 
valores en el intervalo [200; 1000]Hz, 𝑓𝑚𝑜𝑑 en 
[5; 10]Hz, 𝑘 en [0; 0,4], 𝛼 y 𝛽 en [0; 2𝜋]. 
El espectrograma se calcula sobre 2 segundos 
de audio generado con 44100 muestras/seg. 
Para el cálculo se utiliza una ventana tipo 
Tukey(0.25) de ancho = 256, lo que determina 
una estructura de forma 129 x 393 
(frecuencia/tiempo) que contiene la densidad 
espectral de la señal. 
El modelo de predicción es una deep neural 
network. Esta red se diseña en un proceso que 
genera modelos de complejidad ascendente, 
aproximando en primer lugar el valor de 𝑓0, k 
y 𝑓𝑚𝑜𝑑 individualmente a partir de los datos 
espectrales, luego shimmer en función de 𝑓0, k 
y 𝑓𝑚𝑜𝑑, y por último, shimmer en función de 
los datos espectrales. 
Se utilizan juegos de datos de 3000 muestras 
para entrenamiento, 500 para test y 500 para 
validación.  
3. RESULTADOS OBTENIDOS 
Se obtuvo un modelo neuronal con una capa 
de convolución y tres capas densamente 
conectadas (figura 1) capaz de aproximar 
shimmer con datos espectrales como entrada. 
El error cuadrático medio obtenido sobre los 
datos de test fue 𝑀𝑆𝐸 = 5.8 × 10−5 [25]. 
 
Figura 1. Modelo de deep learning para 
predicción de shimmer. 
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Se logró comprobar que para datos simples de 
audio modulados en amplitud por una onda 
senoidal, con parámetros de frecuencia 
fundamental, frecuencia moduladora y 
sensibilidad de modulación variables, es 
posible obtener un modelo neuronal capaz de 
aproximar el valor de shimmer. La 
importancia de este resultado radica en que, 
bajo las condiciones planteadas en el trabajo, 
se puede afirmar que un modelo de deep 
learning que respete la estructura del modelo 
presentado en sus primeras capas es capaz de 
utilizar el valor de shimmer, internamente 
calculado, para realizar clasificaciones de otro 
tipo, como la calidad vocal. 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
El equipo del proyecto está formado por un 
docente/investigador de la UTN FRC, dos 
docentes/investigadores de la UNC y cuatro 
alumnos de la carrera de grado de la UTN 
FRC. 
Además de formación de los alumnos 
participantes, el conocimiento generado por el 
proyecto se incorporará a las cátedras de los 
docentes de la UTN y UNC.  
5. REFERENCIAS 
[1] Isshiki, N., Yanagihara, N., & Morimoto, 
M. (1966). Approach to the objective 
diagnosis of hoarseness. Folia Phoniatrica et 
Logopaedica, 18(6), 393‐400.  
[2] Hirano, M. (1981). Clinical examination 
of voice (Vol. 5). Springer.  
[3] Yun, Y. S., Lee, E. K., Baek, C. H., & 
Son, Y. I. (2005). The correlation of GRBAS 
scales and laryngeal stroboscopic findings for 
the assessment of voice therapy outcome in 
the patients with vocal nodules. Korean 
Journal of Otolaryngology‐Head and Neck 
Surgery, 48(12), 1501‐1505.  
[4] Hui, H., Weijia, K., & Shusheng, G. 
(2007). The Validation of Acoustic Analysis 
and Subjective Judgment Scales of Several 
Voice Disorders [J]. Journal of Audiology and 
Speech Pathology, 3, 010.  
[5] Karnell, M. P., Melton, S. D., Childes, J. 
M., Coleman, T. C., Dailey, S. A., & 
Hoffman, H. T. (2007). Reliability of 
clinician‐based (GRBAS and CAPE‐V) and 
patient‐based (V‐RQOL and IPVI) 
documentation of voice disorders. Journal of 
Voice, 21(5), 576‐590.  
[6] Jesus, L. M., Barney, A., Couto, P. S., 
Vilarinho, H., & Correia, A. (2009, 
December). Voice quality evaluation using 
cape‐v and GRBAS in european Portuguese. 
In MAVEBA (pp. 61‐64).  
[7] Kreiman, J., & Gerratt, B. R. (2010). 
Perceptual assessment of voice quality: past, 
present, and future. SIG 3 Perspectives on 
Voice and Voice Disorders, 20(2), 62‐67.  
[8] Núñez‐Batalla et al (2012). El 
espectrograma de banda estrecha como ayuda 
para el aprendizaje del método GRABS de 
análisis perceptual de la disfonía. Acta 
Otorrinolaringológica Española, 63(3), 173‐
179.  
[9] Freitas, S. V., Pestana, P. M., Almeida, V., 
& Ferreira, A. (2015). Integrating Voice 
Evaluation: Correlation Between Acoustic 
and Audio‐Perceptual Measures. Journal of 
Voice, 29(3), 390‐e1.  
[10] ELISEI, N. G. (2013). Percepción 
auditiva de voces patológicas. In XIV 
Reunión Nacional y III Encuentro 
Internacional de la Asociación Argentina de 
Ciencias del Comportamiento.  
XX Workshop de Investigadores en Ciencias de la Computacio´n 30
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
[11] Nuñez Batalla, F., Corte Santos, P., 
Señaris Gonzalez, B., Rodriguez Prado, N., 
Suárez Nieto, C. (2004) Evaluación espectral 
de la hipofunción vocal. Acta 
Otorrinolaringol. Esp. 55:327‐333.  
[12] Hinton, G., Deng, L., Yu, D., Dahl, G. 
E., Mohamed, A. R., Jaitly, N., Kingsbury, B. 
(2012): Deep neural networks for acoustic 
modeling in speech recognition: The shared 
views of four research groups. Signal 
Processing Magazine, vol. 29.6, 82-97. IEEE. 
[13] Mitra, V., Sivaraman, G., Nam, H., 
Espy-Wilson, C., Saltzman, E., Tiede, M. 
(2017) Hybrid convolutional neural networks 
for articulatory and acoustic information 
based speech recognition. Speech 
Communication, vol. 89. pp 103-112. 
[14] Collobert, R., Puhrsch, C., Synnaeve, G. 
(2016) Wav2letter: an end-to-end convnet-
based speech recognition system.arXiv 
preprint arXiv:1609.03193. 
[15] Amodei, D., Ananthanarayanan, S., 
Anubhai, R., Bai, J., Battenberg, E., Case, C., 
Chen, J. (2016) Deep speech 2: End-to-end 
speech recognition in english and mandarin. 
International Conference on Machine 
Learning. pp. 173-182. 
[16] Palaz, D., Collobert, R. (2015) Analysis 
of cnn-based speech  recognition system 
using raw speech as input (No. EPFL-
REPORT-210039). Idiap. 
[17] Sainath, T. N., Kingsbury, B., Mohamed, 
A. R., Ramabhadran, B. (2013) Learning  
filter banks within a deep neural network 
framework. IEEE Workshop onASRU. pp 
297-302. IEEE. 
[18] Farrús, M. (2007) Jitter and shimmer 
measurements for speaker recognition. 8th 
Annual Conference of ISCA. pp. 778-781. 
(2007) 
[19] Jafari, M., Till, J. A., Law-Till, C. B. 
(1993) Interactive effects of local smoothing 
window size and fundamental frequency on 
shimmer calculation. Journal of Voice, vol. 
7.3. pp. 235-241. 
[20] Tsanas, A., Little, M. A., Fox, C., Ramig, 
L. O. (2014) Objective automatic assessment 
of rehabilitative speech treatment in 
Parkinson's disease.Neural Systems and 
Rehabilitation Engineering, IEEE 
Transactions, vol. 22.1. pp 181-190. 
[21] Gómez-Coello, A. et al. (2017) Voice 
Alterations in Patients With Spinocerebellar 
Ataxia Type 7 (SCA7): Clinical Genetic 
Correlations. Journal of Voice,vol. 31.1. pp. 
123-e1. 
[22] Kotti, M., Patern, F. (2012) Speaker-
independent emotion recognition exploiting a 
psychologically-inspired binary cascade 
classification schema.International journal of 
speech technology,vol. 15.2. pp. 131-150. 
[23] Yamasaki, R. et al (2017) Perturbation 
Measurements on the Degree of Naturalness 
of Synthesized Vowels.Journal of Voice, vol 
31.3, 389-e1. 
[24] Klingholz, F., Martin, F. (1985) 
Quantitative spectral evaluation of shimmer 
and jitter. J Speech Hear Res, vol 28.2. pp 
169-174. 
[25] García M.A., Destéfanis E.A. (2018) 
Deep Neural Networks for Shimmer 
Approximation in Synthesized Audio Signal. 
In: De Giusti A. (eds) Computer Science – 
CACIC 2017. CACIC 2017. Communications 
in Computer and Information Science, vol 
790. Springer, Cham 
 
XX Workshop de Investigadores en Ciencias de la Computacio´n 31
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
Modelo basado en la Toma Decisiones con 
Criterios Múltiples para la elección de 
metodologías de Data Science 
Karina B. Eckert1, Paola V. Britos2 
1Facultad de Ciencias Exactas, Químicas y Naturales, Universidad Nacional de Misiones 
2Universidad Nacional de Río Negro  
1karinaeck@gmail.com,  2pbritos@unrn.edu.ar
RESUMEN 
La capacidad de almacenamiento de datos 
generados por las organizaciones ha aumentado 
de manera significativa en las últimas décadas y 
poder analizarlos de manera adecuada, genera 
un factor estratégico para la Toma de 
Decisiones (TD). Se puede observar que en los 
últimos años se ha incrementado la cantidad de 
profesionales vinculados a la Ciencia de Datos 
(Data Science) y una de las habilidades 
requeridas es conocer y manejar a la perfección 
las metodologías disponibles y determinar cuál 
se adapta mejor para cada proyecto. Es por ello 
que al existir una diversidad de metodologías 
propuestas para el desarrollo de proyectos, en 
ocasiones la elección no es tarea sencilla, 
especialmente para los que se inician en el área. 
La presente investigación tiene como objetivo 
establecer un modelo basado en la Toma de 
Decisiones Multicriterios (o criterios 
múltiples), a través de métodos como el 
Proceso Analítico Jerárquico y su variante 
combinado con Lógica Difusa, con el propósito 
de establecer una base sólida para la selección 
de metodologías que guíen los proyectos de 
Minería de Datos o Data Science. 
Palabras clave: Data Science, Metodologías 
de Minería de Datos, Toma de Decisiones 
Multicriterios, Proceso Analítico Jerárquico, 
Proceso Analítico Jerárquico Difuso. 
 
CONTEXTO 
El presente trabajo de investigación se 
desarrolla como trabajo final de posgrado de la  
Maestría en Tecnologías de Información, del 
tipo interinstitucional convenida entre la 
Facultad de Ciencias Exactas, Químicas y 
Naturales (FCEQyN) de la Universidad 
Nacional de Misiones (UNaM) y a la Facultad 
de Ciencias Exactas y Naturales y Agrimensura 
(FaCENA) de la Universidad Nacional del 
Nordeste (UNNE). El trabajo final de maestría 
se ha sido iniciado en la FCEQyN de la UNaM 
a mediados del año 2017 y se encuentra en 
etapa de desarrollo. 
 
1. INTRODUCCIÓN 
Con el avance de las Tecnologías de la 
Información y las Comunicaciones (TICs), los 
sistemas de almacenamiento poseen cada vez 
mayor capacidad de procesamiento, alto manejo 
y producción de datos y bajo costo del mismo; 
implicando que estos sistemas crezcan hasta 
límites inesperados. Es por ello, que es de 
trascendental que las organizaciones posean la 
capacidad de ser adaptativas y generar acciones 
a partir del conocimiento de la información 
almacenada.  
En los últimos años han surgido una serie 
metodologías, procesos y herramientas, basadas 
en técnicas que facilitan el procesamiento 
avanzado de datos y permiten realizar un 
análisis en profundidad de los mismos de 
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manera automática; lo cual permite detectar la 
información oculta de los datos que a simple 
vista no son detectados y utilizarla de manera 
estratégica; esto es posible mediante la 
Ingeniería de Explotación de Información, 
popularmente conocida desde hace unas 
décadas como Minería de Datos o Data Mining 
(DM) y en la actualidad como Data Science 
(DS) [1].  
Las técnicas de DM aportan información 
especializada destinada a favorecer una correcta 
TD en base a los resultados obtenidos a través 
de fuentes internas y concretas de las 
organizaciones, esto es, basarse en 
experiencias, datos, condiciones, entre otros 
factores. El resultado de este proceso es un 
conjunto de modelos o patrones, los cuales 
serán convertidos en información valiosa para 
la toma de decisiones. Los proyectos de DM 
pueden ser llevados a cabo en distintos 
escenario, a partir de una situación 
organizacional o una exploración de los datos 
disponibles [1], [2], [3]. 
Al momento de seleccionar cuál de las 
metodologías disponibles actualmente utilizar 
para encarar un proyecto de DS, en ocasiones 
no es tarea sencilla, si bien existen algunos 
estudios comparativos sobre las mismas como 
los expuestos en [2], [3], [4], [5], [6], [7]; se 
propone como alternativa la utilización de la 
Teoría de la Toma de Decisiones Multicriterio 
(MCDM, Multiple Criteria Decision Making) 
[8], como soporte para la TD al momento de 
seleccionar una metodología de DS (o DM).  
Los problemas de TD son procesos 
complejos en los cuales intervienen múltiples 
criterios; implican reconocimiento, análisis y 
evaluación de diversos aspectos; por lo cual es 
necesario utilizar herramientas que permitan 
discernir entre estos para obtener una solución 
que satisfaga en mejor grado la combinación de 
alternativas posibles [9]. Una de estas 
herramientas, es el Proceso Analítico Jerárquico 
(AHP, Analytic Hierarchy Process), creado por 
Saaty [10]. Los expertos hacen tres tipos 
generales de juicios para expresar su 
importancia, preferencia o probabilidad y 
utilización, para elegir lo mejor entre las 
alternativas planteada; basan estos juicios en el 
conocimiento, en la memoria o en analizar los 
beneficios, costos y riesgos; sin normas se 
comparan las alternativas en lugar de 
calificarlas y las comparaciones deben estar 
dentro de un rango admisible de consistencia, 
cabe aclarar que AHP incluye tanto los métodos 
de calificación, como los de comparación. Por 
tanto, AHP permite estructurar, medir y 
sintetizar criterios para toma de decisiones con 
múltiple criterios [10], [11], [12]. El mismo ha 
sido aplicado ampliamente en la solución de 
una gran variedad de problemas, entre los 
cuales se pueden mencionar los presentados en 
[13], [14], [15], [16], [17], [18], [19], [20], [21]. 
Para seleccionar la mejor alternativa, AHP 
requiere que las comparaciones de los criterios 
y alternativas estén representadas en un número 
exacto [10], [11], usando una escala de nueve 
puntos, la cual representa las preferencias de los 
encargados de tomar las decisiones entre 
diferentes alternativas. Si bien la escala es 
simple y fácil de utilizar, no tiene en cuenta la 
incertidumbre asociada a los juicios humanos. 
Tal como afirmó Büyüközkan [22], "los 
responsables de la toma de decisiones 
generalmente se sienten mejor presentando sus 
juicios como un rango, en lugar de dar un valor 
exacto y fijo y lo anteriores porque él, ella o 
ellos son incapaces de explicar sus preferencias, 
dado el carácter difuso de comparación". 
Buckley [23] incorporó una matriz borrosa 
(difusa) al método AHP para representar la 
ambigüedad en las respuestas de las personas 
involucradas en la TD, lo cual proporciona un 
análisis para la TD con mayor validez. Huang y 
Wu [24] han expuesto que, "con la ayuda dela 
teoría de conjuntos difusos, se resuelven 
algunos defectos encontrados en el método 
tradicional de AHP, tales como la aplicación de 
escalas limitadas para la explicación de las 
consideraciones de expertos, la correlación 
entre los atributos para la TD, la imprecisión, la 
ambigüedad y la incertidumbre de expertos para 
encontrar los valores de las comparaciones” 
[24], [25]. Al igual que AHP tradicional, 
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Proceso Analítico Jerárquico Difuso (FAHP, 
Fuzzy Analytic Hierarchy Process) ha sido 
aplicado en diferentes escenarios, como los 
expuestos en [18], [26], [27], [28], [29]. 
 
2. LÍNEAS DE INVESTIGACIÓN, 
DESARROLLO E INNOVACIÓN 
Los ejes de la investigación están 
relacionados a la aplicación de la teoría de 
MCDM, más precisamente AHP y FAHP, las 
cuales son ampliamente aplicadas para la 
selección de la mejor alternativa de las 
existentes, en función a la selección de 
múltiples criterios, para los cuales se utilizan 
etiquetas lingüísticas, que permiten evitar 
ambigüedades en las respuestas de los expertos. 
El modelo propuesto servirá como soporte en la 
toma de decisiones a la hora de seleccionar 
metodologías de Data Science (o DM), siendo 
este otro de los ejes de la investigación. 
 
3. RESULTADOS Y OBJETIVOS 
Objetivo General 
Establecer un modelo basado en la MCDM, 
que sirva como soporte para la TD al momento 
de seleccionar una metodología de DS. 
Objetivos Específicos 
 Estudiar y analizar métodos de MCDM, 
como ser el AHP y FAHP. 
 Revisar el estado del arte de las 
metodologías de DS (o DM) referentes en la 
actualidad.  
 Definir criterios utilizando etiquetas 
lingüísticas para comparar de las 
metodologías de DS. 
 Implementar el MCDM integrado a las 
etiquetas lingüísticas del caso de aplicación, 
evaluar y validar los resultados obtenidos 
con expertos del área. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
La línea de investigación está inmersa en el 
desarrollo de un trabajo final de la Maestría en 
Tecnología de la Información dictada en la 
FCEQyN de la UNaM a cargo de la Ing. Karina 
B. Eckert y dirigida por la Dra. Paola V. Britos. 
Se prevé la incorporación de un alumno de 
grado como parte del equipo de trabajo, que 
pueda realizar su trabajo final de carrera dentro 
de la presente línea de investigación. 
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El objetivo de esta línea de 
investigación consiste en el diseño de una 
propuesta de método de ensamble, que 
permita mejorar la tasa de acierto para la 
resolución problemas de clasificación 
supervisada pertenecientes a distintos 
campos de aplicación. Más 
concretamente, esta propuesta pretende 
incorporar el desarrollo de una estrategia 
fundamentada en la búsqueda de atributos 
e instancias más significativos para el 
proceso de clasificación  basado en 
enfoque evolutivo. El modelo resultante 
finalmente será aplicado para la 
clasificación de evento de fallos en 
equipos pertenecientes a un laboratorio de 
cómputos. 
 
Palabras claves: Métodos de ensamble, 
Bagging, Selección de instancias y 
atributos, Algoritmos evolutivos. 
CONTEXTO 
Este trabajo pertenece al proyecto 
“Generación de Modelo Descriptivo para 
la caracterización de incidentes en 
equipos de un laboratorio de cómputos 
(Fase II)” PID-UTN3931. 
Correspondiente al periodo de ejecución 
2016-2018 del Centro de Investigación, 
Desarrollo y Transferencia de Sistemas de 
Información (GIDTSI). 
1. INTRODUCCIÓN 
Con el propósito de mejorar la precisión 
en modelos de carácter predictivo, ha 
surgido un creciente interés en la 
definición de métodos que combinan 
hipótesis. Estos métodos se denominan 
multiclasificadores, generan un conjunto 
de hipótesis e integran las predicciones 
del conjunto considerando un cierto 
criterio (normalmente por votación). La 
precisión obtenida por esta combinación, 
supera generalmente, la precisión de cada 
componente individual del conjunto [1]. 
 
La combinación de modelos se ha 
desarrollado principalmente para modelos 
predictivos, como la clasificación y 
regresión. Esta línea de investigación se 
focaliza en el estudio y análisis de 
modelos de multiclasificación 
homogéneos para procesos de 
clasificación supervisada. En esta 
categoría existen diversos modelos que 
han sido propuestos, uno de ellos es 
Bagging. 
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Bagging (Boostrap Aggregating) es un 
método de multiclasificación  para la 
optimización, en términos de precisión, 
de un modelo predictivo. Este método 
consiste en la creación de diferentes 
modelos de aprendizaje usando muestras 
aleatorias con reemplazo y luego combina  
los resultados obtenidos [2]. En la Figura 





Figura 1. Esquema de algoritmo Bagging 
 
Si bien el uso de métodos 
multiclasificadores ha sido considerado 
una opción apropiada para mejorar la 
precisión de modelos de clasificación, es 
posible pensar que la integración de 
ciertas técnicas de preprocesamiento que 
permitan mejorar estos resultados. 
 
En la práctica una dificultad que suele 
presentarse en el proceso de clasificación 
es el análisis de bases de datos de alta 
dimensionalidad. La causa de la alta 
dimensionalidad puede ocurrir por el 
aumento del número de instancias 
(conocidas como base de datos masivas) 
y de variables asociadas con cada 
instancia (bases de datos con alta 
dimensionalidad). Una alternativa de 
solución a esta problemática es la 
posibilidad de conocer que atributos e 
instancias en la base de datos son 
realmente de utilidad para efectuar el 
proceso de clasificación. 
La importancia del proceso de selección 
de características en cualquier problema 
de clasificación se pone de manifiesto 
puesto que permite eliminar las 
características que puedan inducir a error 
(características ruidosas), las 
características que no aporten mayor 
información (características irrelevantes) 
o aquellas que incluyen la misma 




Aunque estos procesos de reducción de 
datos se definen por separado, como los 
mencionados anteriormente, es posible 
aplicarlos de manera simultánea. La 
Selección de Instancias y Atributos de 
manera simultánea o IFS (del inglés, 
instance feature selection) surge al no 
existir la definición de ningún criterio que 
permita decidir cuál método de reducción 
de datos ejecutar antes que otro. 
 
En este sentido, diversas han sido las 
técnicas que abordan esta tarea desde el 
punto de vista de la computación 
evolutiva, considerando el uso de 
algoritmos genéticos aplicados a 
situaciones problemáticas de manera 
exitosa. 
 
En [4] y [5] los autores presentaron un 
algoritmo genético para la realización de 
IFS, considerando su evaluación sobre un 
clasificador 1NN. Mientras que en [6] los 
autores presentaron el algoritmo IGA, que 
es un algoritmo genético inteligente que 
incorpora un operador de cruce ortogonal. 
Otros autores en [7] definen un algoritmo 
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genético hibrido (HGA) que reúne una 
serie de técnicas de búsqueda local y el 
propio algoritmo genético. 
 
Uno de los trabajos más recientes 
presenta un modelo basado en algoritmos 
de co-evolución cooperativa que permite 
obtener tasas de error significativamente 
mejores que sus predecesores, al que 
denominaron IFS-CoCo [8]. IFS-CoCo 
consiste en una técnica wrapper [9], cuyo 
objetivo es maximizar la tasa de acierto 
del multiclasificador y el porcentaje de 
reducción de instancias y atributos. 
 
En este trabajo se define una adaptación 
del método de multiclasificación Bagging 
considerando como algoritmo base a J48, 
basado en la integración de un enfoque de 
co-evolución cooperativa (IFS-CoCo), 
para el tratamiento de problemas de 
clasificación supervisada. En la Figura 2 





Figura 2. Esquema de método de ensamble 
propuesto. 
 
Figura 3.  Esquema de reducción de IFS-
Coco. 
 
Este enfoque de co-evolución cooperativa 
se aplica en el proceso de selección de 
características e instancias que se 
implementan de manera simultánea en la 
base de datos inicial, con el propósito de 
obtener una configuración del conjunto de 
datos adecuada para efectuar el proceso 
de clasificación.  
 
Finalmente, como objetivo a largo plazo 
se busca contribuir a la formación de 
recursos humanos en el ámbito del 
Aprendizaje Automático, la cual 
constituye un área científica de creciente 
interés. 
 
2. LINEAS DE INVESTIGACIÓN 
y DESARROLLO 
 
La principal línea de investigación del 
proyecto es el área del Aprendizaje 
Automático, más precisamente la sub-
área de los métodos de ensamble que 
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permiten la construcción de un conjunto 
de clasificadores cuyas decisiones son 
combinadas por un esquema especifico, 
para la clasificación de nuevos ejemplos 
[10]. 
 
La arquitectura de estos métodos de 
ensamble puede ser homogénea o híbrida. 
En el primer caso se considera la 
utilización de un único algoritmo de 
minería de datos como base; mientras que 
en el caso de una arquitectura híbrida es 
posible la combinación de diferentes 
algoritmos como por ejemplo una red 
neuronal y una máquina de vector de 
soporte. Este trabajo de investigación se 
focaliza en el análisis y estudio de 
métodos de ensamble homogéneo 
considerando como base algoritmos de 
clasificación. 
 
Existen técnicas de reducción de datos 
que son sumamente útiles, justamente 
para el caso de los algoritmos de 
clasificación que al presentar cambios 
estructurales en la base de datos inicial 
generan resultados muy diferentes en la 
clasificación final.  
 
La innovación de este trabajo se ve 
reflejada en el diseño de un nuevo 
enfoque para un método de ensamble 
homogéneo que integra un esquema de 
reducción de atributos e instancias de 
forma simultánea sobre la base de datos 





Con esta línea de investigación se 
pretende principalmente lograr una 
contribución teórica referente a métodos 
de ensamble; mediante el diseño e 
implementación de esta alternativa que 
combina de manera eficaz las ventajas 
propuestas de los algoritmos evolutivos 
para la selección simultánea de atributos e 
instancias más significativos en el 
proceso de clasificación. 
 
En principio el proceso de selección de 
atributos e instancias de la base de datos 
original considerada en el modelo 
propuesto, se basa en una búsqueda bajo 
un enfoque coevolución cooperativa.  
 
En líneas generales este enfoque de co-
evolución considera como punto de 
partida un conjunto de “N” instancias y 
“M” atributos. Cada cromosoma consiste 
en un número de genes, que es el 
representante de una característica o una 
instancia de la base de datos original. Esta 
propuesta considera tres poblaciones: i) 
población IS: cada gen representa una 
instancia. ii) población FS: cada gen 
representa una característica. iii) 
población IFS: los primeros “N” genes 
del cromosoma representan instancias, los 
genes restantes representan características 
(cromosoma de tamaño “N” x “M”).Cada 
una de ellas comparte la misma definición 
básica del cromosoma, que es una 
representación binaria. Al usar este 
esquema de representación, todos los 
cromosomas podrán definir un 
subconjunto de la base de datos inicial 
cuyo foco es la reducción de datos 
(características e instancias). 
 
Con la integración de este esquema co-
evolutivo a un método de ensamble 
homogéneo como Bagging se espera 
obtener una mejora en términos de la tasa 
de acierto en la clasificación final. 
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4. FORMACIÓN DE 
RECURSOS HUMANOS 
Este proyecto está conformado por 
docentes-investigadores pertenecientes a 
la carrera de grado de Ingeniería en 
Sistemas de Información. Todos los 
integrantes docentes del PID han 
participado del proceso de 
categorizaciones en investigación dentro 
del Programa de Incentivos del MECyT; 
así como en la categorización interna que 
posee la U.T.N. 
 
Uno de los integrantes del proyecto está 
evaluando la posibilidad de iniciar su 
tesis de doctorado en la línea de 
investigación del citado proyecto. 
 
Además participan alumnos avanzados en 
la carrera que realizan su práctica 
supervisada como requisito para el 
otorgamiento del título de grado de 
Ingeniero. 
 
En este proyecto participan tres becarios, 
dos alumnos y un graduado que han 
logrado capacitarse mediante la ejecución 
de diversas tareas, complementando su 
formación académica con un 
acercamiento al ámbito de la 
investigación científica. 
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Esta presentación corresponde al proyecto 
“Sistemas Inteligentes. Aplicaciones en 
Reconocimiento de Patrones, Minería de 
Datos y Big Data.” (Periodo 2018–2021) del 
Instituto de Investigación en Informática 
LIDI. 
RESUMEN 
Esta línea de investigación se centra en el 
estudio y desarrollo de Sistemas Inteligentes 
para la resolución de problemas de 
reconocimiento de patrones en imágenes y 
video, utilizando técnicas de Aprendizaje 
Automático. El trabajo presentado describe 
diferentes casos de aplicación en visión por 
computador de técnicas tanto supervisadas 
como no supervisadas.  
Uno de los principales problemas 
desarrollados es el reconocimiento de lengua 
de señas. Este es un caso que presenta 
diversas aristas a atacar como el 
reconocimiento del intérprete, la 
segmentación de manos, la clasificación de 
diferentes configuraciones y de un gesto 
dinámico, entre otros problemas. 
Con respecto a la segmentación de manos se 
realizaron diferentes trabajos, tanto 
utilizando marcadores de colores, redes 
neuronales capaces de reconocer el color de 
la piel de una persona, como así también 
redes convolucionales.  
Por otro lado, para llevar a cabo la 
clasificación de diferentes gestos dinámicos, 
incluyendo la lengua de señas, se realizó un 
clasificador dinámico capaz de identificar 
acciones humanas que faciliten la interfaz 
hombre/máquina. 
En el área del procesamiento de video se está 
comenzando a investigar sobre detectores de 
peatones y automóviles para utilizar con 
cámaras instaladas en la vía pública. 
Adicionalmente, se están realizando trabajos 
de clasificación de imágenes de especies de 
serpientes utilizando técnicas clásicas del 
aprendizaje automático 
Palabras clave: Aprendizaje Automático, 
Visión por Computadoras, Redes 
Neuronales, Reconocimiento de Patentes, 
Lengua de Señas, Clasificación de 




El Instituto de Investigación en Informática 
LIDI tiene una larga trayectoria en el estudio, 
investigación y desarrollo de Sistemas 
Inteligentes basados en distintos métodos de 
Aprendizaje Automático. Los resultados 
obtenidos han sido medidos en la solución de 
problemas pertenecientes a distintas áreas.   
En el III LIDI, desde hace varios años se 
viene trabajando en el procesamiento de 
señales de audio y video. Como resultado de 
estas investigaciones se han diseñado e 
implementado técnicas originales aplicables 
al reconocimiento tanto de gestos dinámicos 
como de detección de patrones en videos en 
diferentes problemas. En relación con esta 
línea, actualmente se están desarrollando los 
siguientes temas: 
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1.1. Reconocimiento de la lengua de 
señas 
El reconocimiento de la lengua de señas es 
un campo de investigación relativamente 
nuevo cuyo objetivo final es traducir de la 
lengua de señas a una lengua escrita. Esto 
implica poder tomar un video en donde una 
persona habla en lengua de señas, y 
reconocer la posición de su cuerpo, su cara y 
sus manos, la expresión de su rostro, la forma 
de sus manos y también la de sus labios si la 
seña requiere pronunciar la palabra para 
desambiguar. Con esa información, se debe 
reconocer la seña realizada, para luego a 
partir de una secuencia de señas generar una 
traducción a una lengua escrita [6]. 
En esta área, se publicó un método 
probabilístico para clasificar señas en videos 
segmentados que abarca todas las etapas del 
reconocimiento [1, 2]. Este método 
probabilístico utiliza tres componentes 
esenciales en una seña: la posición de las 
manos, la forma y el movimiento. Cada 
componente es primero analizado por 
separado por sub-clasificadores para luego 
ser unificado en un clasificador global. 
Este método no utiliza la información 
secuencial de la seña, es decir, no utiliza la 
información temporal. No obstante, los 
resultados de los experimentos muestran que 
aún con esa dificultad se pueden clasificar 
correctamente el 96% de las señas del 
conjunto de prueba.  
Para llevar a cabo la validación de los 
métodos desarrollados, se utilizaron dos 
conjuntos de datos recolectados en el III-
LIDI: LSA16 y LSA64. El primero, LSA16, 
contiene 800 imágenes con 16 clases de 
formas de mano y el segundo, LSA64, está 
formado por 3200 videos de 64 clases de 
señas dinámicas. Los detalles de la base de 
señas dinámicas LSA64 se encuentran 
publicados en [3]. 
Como resultado de esta línea de 
investigación se culminó exitosamente una 
tesis doctoral. Actualmente se están 
ampliando los métodos desarrollados para 
poder realizar una implementación de los 
métodos en un entorno real, lo que 
contribuiría con la comunidad para facilitar 
la traducción entre la lengua de señas y el 
castellano. 
 
1.2. Clasificación de formas de manos 
Siguiendo con la temática de la sección 
anterior, una de las líneas investigadas es la 
clasificación de formas de manos. Las 
lenguas de señas utilizan un conjunto finito 
de formas de mano, que, en combinación con 
movimientos de las manos y el cuerpo, y 
expresiones faciales, se utilizan para señar 
[1].  
En base a estudios previos [1,5], una etapa 
fundamental en el reconocimiento de la 
lengua de señas es la clasificación de estas 
formas de mano, y por ende un área 
prioritaria para mejorar el reconocimiento. 
A su vez, las redes neuronales 
convolucionales, que han establecido nuevos 
estados del arte en casi todas las aplicaciones 
de visión por computadora, son idóneas para 
esta tarea. No obstante, no existe una 
revisión sistemática de la aplicabilidad de los 
diversos modelos de redes convolucionales a 
la clasificación de las formas de mano. 
Por ende, se realizó una evaluación de 
desempeño de distintos modelos de redes 
convolucionales (LeNet, Inception, VGG, 
ResNets y AllConvolutional) con dos bases 
de datos de formas de mano (LSA16 [2] y 
RWTH-PHOENIX-Weather [5]). 
 
Método LSA16 RWTH 
DeepHand (VGG)[5] - 85.50 
ProbSom[2] 92.30 - 
Feedforward 86.58 60.27 
LeNet 95.78 81.19 
AllConvolutional 94.56 80.29 
VGG 95.92 82.88 
ResNet 93.49 80.89 
Inception 91.98 75.33 
Inception+SVM (pretrained) 93.67 78.12 
Inception+NN (pretrained) 80.62 75.97 
Tabla 1: Desempeño de cada método en 
LSA16 y RWTH-Phoenix-Weather. Los 
números representan porcentajes de 
ejemplos clasificados correctamente.  
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Tal como se muestra en la Tabla 1, se 
encontró que, salvo por Inception, todos los 
modelos consiguen un buen desempeño, 
incluso superando al estado del arte en 
LSA16. Además, se pudo observar que las 
redes convolucionales mejoran su desempeño 
al pre-segmentar la forma de la mano 
removiendo el fondo. 
 
1.3. Localización de partes del cuerpo 
Una etapa fundamental de todo el proceso de 
reconocimiento de un gesto en una imagen es 
la segmentación de las manos. En este 
sentido se están explorando distintas 
alternativas de segmentación de manos por el 
color de piel (sin marcadores) utilizando 
redes neuronales. En esta área se ha realizado 
un estudio del comportamiento de las redes 
neuronales RCE para segmentar la piel por 
color y su efectividad en diferentes sistemas 
de representación de color. Como resultado 
se llegó a la conclusión de que tanto el 
tiempo de cómputo como la efectividad de la 
segmentación son similares sin importar el 
sistema de representación de color elegido. 
Este algoritmo de segmentación basado en la 
red RCE se ha utilizado en un prototipo de 
hardware y software que reconoce gestos 
dinámicos simples, en tiempo real, para 
controlar dispositivos electrónicos, en 
particular el control de un TV [7]. 
 
1.4. Detección de vehículos y peatones.  
Continuando la línea de trabajos anteriores 
de reconocimiento de patentes, localización 
de objetos, y reconocimiento de acciones, se 
está desarrollando un proyecto en el que 
participan alumnos de grado de la Facultad 
de Informática para reconocer vehículos y 
peatones en cámaras de vigilancia.  
El objetivo del proyecto es desarrollar la 
tecnología de base para un sistema de 
software que podría ser utilizado por los 
municipios para monitorear la entrada y 
salida de vehículos, controlar la velocidad de 
los mismos, y detectar posibles accidentes 
viales. 
Con ese fin, se están evaluando distintos 
detectores de objetos, ya sean basados tanto 
en técnicas tradicionales como HOG y SVM, 
o en redes convolucionales como YOLO y 
R-CNN, utilizando bases de datos estándar 
como la Daimler Pedestrian Dataset o la 
Caltech Cars dataset. 
 
1.5. Clasificación de especies de 
serpiente 
En el marco de reconocimiento de objetos 
presentes en una imagen se está trabajando 
en conjunto con profesionales del CEPAVE1 
con el objetivo de desarrollar e implementar 
un algoritmo capaz de identificar la especie a 
la que pertenece una serpiente a partir de la 
imagen de un ejemplar. Interesan 
especialmente las especies de serpientes de la 
provincia de Buenos Aires y en particular las 
del partido de La Plata. Esto, si bien reduce 
considerablemente el número de opciones, no 
invalida la importancia y aplicabilidad de las 
investigaciones realizadas. 
Cabe destacar la importancia de esta 
aplicación ya que permite determinar la 
peligrosidad de una serpiente. Por un lado, 
permite tomar decisiones rápidas ante un 
incidente y por otro lado contribuye a la 
conservación de las especies ya que las 
personas ante la duda de su peligrosidad 
deciden matarlas. 
En esta aplicación en desarrollo, se han 
utilizado los algoritmos SIFT, SURF y ORB 
para extraer los descriptores locales de la 
imagen de una serpiente. Se han analizado 
distintas métricas de comparación de 
características para determinar la 
correspondencia entre los descriptores. Los 
resultados preliminares arrojan una tasa de 
acierto superior al 70% pero aún queda 
trabajo por realizar. 
 
2. LINEAS DE INVESTIGACIÓN Y 
DESARROLLO 
 Estudio de técnicas de segmentación de 
objetos en movimiento presentes en un 
                                                 
1  CEPAVE Centro de Estudios Parasitológicos 
y de Vectores - Conicet La Plata – U.N.L.P. 
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video. 
 Representación y clasificación de 
configuraciones de manos para el 
lenguaje de señas. 
 Clasificación de señas dinámicas. 
 Estudio y análisis de las distintas 
representaciones de color. 
 Redes neuronales competitivas 
dinámicas. Redes neuronales RCE. 
 Detección y extracción de 
características. Puntos de interés y 
descriptores de regiones. 





 Desarrollo de un modelo de clasificación 
de señas segmentadas y comparación de 
su desempeño con otros modelos del 
estado del arte. 
 Evaluación de desempeño de varias 
arquitecturas de redes convolucionales 
del estado del arte para la clasificación 
de formas de manos. 
 Desarrollo de un método de clasificación 
de especies de serpientes basados en 
descriptores SIFT, SURF y ORB. 
 Detección y clasificación de peatones y 
vehículos mediante cámaras RGB. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
El grupo de trabajo de la línea de I/D aquí 
presentada está formado por: 2 profesores 
con dedicación exclusiva, 2 becarios de 
investigación UNLP con dedicación docente, 
1 becario CIN, 2 tesistas y 1 profesor 
extranjero. 
Dentro de los temas involucrados en esta 
línea de investigación, en el último año se 
han finalizado 2 tesis de doctorado, y 2 
tesinas de grado de Licenciatura.  
Actualmente se están desarrollando 1 tesis de 
doctorado, 1 tesis de especialista y 3 tesinas 
de grado de Licenciatura. También participan 
en el desarrollo de las tareas becarios y 
pasantes del III-LIDI. 
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Resumen 
El concepto de ciudades 
inteligentes y sostenibles se introdujo 
para superar los grandes desafíos que 
enfrenta el desarrollo urbano. Por lo 
tanto, el crecimiento demográfico y el 
cambio climático presentan nuevos retos 
para las administraciones 
gubernamentales y las empresas de 
consumo de agua potable. Los sistemas 
inteligentes de distribución de agua 
potable deben ser cada vez más eficientes 
y responder a múltiples restricciones de 
abastecimiento.  Las variables 
relacionadas a la demanda residencial de 
agua es uno de los parámetros más 
difíciles de determinar para modelar en 
este tipo de sistemas. El objetivo de esta 
línea es identificar los distintos factores 
que inciden en el estudio de la demanda 
de consumo de agua potable a escalas 
espaciales y temporales, e incorporar 
modelos que proporcionen estimaciones 
confiables para predecir el consumo de 
agua urbana a nivel residencial a corto, 
medio y largo plazo. 
 
Palabras clave: Smart City, Big Data, 





La línea de trabajo se lleva a cabo 
en el Laboratorio de Tecnologías 
Emergentes (LabTEm), Instituto de 
Tecnología Aplicada (ITA) de la Unidad 
Académica Caleta Olivia Universidad 
Nacional de la Patagonia Austral, en el 
marco del Proyecto de Investigación 
29/B255 “Soluciones inteligentes para el 
desarrollo urbano sostenible”. Este 
proyecto se desarrolla en cooperación con 
el LIDIC de la UNSL, y el Grupo NEO 
de la UMA (España). 
 
Introducción 
El agua desempeña un papel 
crucial en la ubicación y el crecimiento de 
las comunidades y el Foro Económico 
Mundial anunció en 2015 que la crisis del 
agua ocupa el octavo riesgo mundial con 
la mayor probabilidad de ocurrir dentro 
de los próximos 10 años [WEF15]. La 
demanda de agua urbana es parte de un 
sistema complejo, que depende de los 
patrones y procesos que surgen a través 
de interacciones de variables a múltiple 
escala.  
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House-Peters and Chang describen 
en [HPC11] una amplia revisión de la 
capacidad de estimar la demanda de agua 
en múltiples escenarios climáticos, de 
crecimiento poblacional y 
relacionándolos con el modelado de 
procesos hidrológicos urbanos.  Para el 
análisis de demanda residencial de agua 
los autores [HPC11] han descripto 
distintos tipos de factores temporales y 
espaciales. Entre los factores temporales 
se pueden citar variables tales como 
temperatura, precipitaciones, velocidad 
del viento, evaporación, precio del agua, 
crecimiento de la población, crecimiento 
de la población y nivel de ingresos. En los 
factores espaciales se pueden mencionar 
variables tales como edad, tamaño de la 
familia, educación, tamaño de las 
viviendas, número de habitaciones, 
tamaño del espacio al aire libre, piscinas, 
proporción de viviendas unifamiliares, 
tipos de vivienda, índice de diferencia de 
vegetación normalizada, índice de calor 
urbano, y políticas ambientales.  
  Según Corbella y Sauri [CS09] 
los sistemas de distribución de agua 
atienden a la demanda de clientes 
residenciales, industriales, comerciales, 
institucionales y públicos. Las demandas 
se ven afectadas tanto por factores de 
impacto a largo plazo como cambio 
poblacional, condiciones económicas y 
políticas de conservación del agua y otros 
factores de impacto a corto plazo, 
incluidos los patrones climáticos 
estacionales y las demandas pico 
asociadas (verano).  
El comportamiento de los 
consumidores puede facilitar la 
determinación de un enfoque más 
proactivo de la gestión de la demanda de 
agua y además el desarrollo de una 
estrategia de intervención que logren 
predicciones fiables en el consumo de 
agua doméstica.  
Trabajos recientes describen el 
estado de las investigaciones, 
particularmente para los aspectos 
relacionados con los modelos predictivos 
describimos a continuación algunas de las 
comunicaciones más recientes. Walker et 
al. [WC+15] presentan un modelo de 
predicción de consumo doméstico de 
agua basado en redes neuronales, el 
modelo se basa en datos reales 
recopilados a partir de medidores 
inteligentes en tiempo real.   En [SY+15] 
se presenta el resultado de la 
investigación de la encuesta como parte 
del Sistema de Apoyo Integrado para el 
Uso Eficiente del Agua y la Gestión de 
Recursos (ISS-EWATUS) financiado por 
la Unión Europea (UE).  El trabajo 
incluye el análisis de tres elementos 
principales para identificar para el 
comportamiento de los consumidores de 
agua domésticos: comportamientos de 
uso final; características 
sociodemográficas y de propiedad; y 
construcciones psicosociales tales como 
actitudes y creencias.  Chen et al. 
[CY+15] proponen un modelo de 
evaluación comparativa para el consumo 
doméstico de agua basado en Adaptive 
Logic Networks (ALN), los datos del 
mundo real son recopilados por un 
sistema de control del consumo de agua 
instalado en Sosnowiec (Polonia) y 
Skiathos (Grecia).  En [CY+15] los 
autores presentan un trabajo basado en 
Deep Learning (DL) y redes neuronales 
artificiales (ANN) donde muestran las 
aplicaciones para la simulación, la 
optimización y el control de la operación 
de los sistemas de distribución de agua.  
En [CV+15] se presenta una metodología 
para evaluar la eficiencia del uso 
doméstico de agua basado en la 
comparación entre pares. Los grupos de 
pares se establecieron a través de análisis 
de conglomerados según sus 
características sociodemográficas más 
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relevantes.  Sanz y Pérez [SP15] describen 
una metodología de colocación de 
sensores basada en el análisis de presión y 
sensibilidad al flujo utilizando el método 
Singular Value Decomposition 
(Descomposición del Valor Singular) y 
presentan una comparación de calibración 
de demanda en una red real con datos 
sintéticos. Shabani y Naser [SN15] 
utilizan una amplia gama de variables 
explicativas en sus modelos de previsión 
de demanda de agua. En [VC+15] se 
presenta una metodología novedosa para 
evaluar la eficiencia del uso de agua 
doméstica en interiores basada en 
funciones de evaluación del rendimiento 
que convierten variables de estado (por 
ejemplo, caudal, volumen) en índices de 
rendimiento que van desde 0 (el 
rendimiento más bajo) hasta 300 
(excelente rendimiento). [SR+15] Salleh 
et al. presentan un estudio donde se 
investiga el efecto de las variaciones en 
los datos de consumo de agua en la 
clasificación de los niveles de uso 
doméstico de agua.  En [duPJ15] du 
Plessis y Jacobs analizan el uso de agua al 
aire libre de propiedades residenciales 
donde las componentes de uso de agua 
definidas matemáticamente y combinadas 
para desarrollar un modelo predictivo. En 
[HK15] se presenta una investigación 
preliminar sobre la aplicación de un 
enfoque de pronóstico de demanda 
probabilístico para identificar roturas de 
tuberías. El método produce un 
pronóstico probabilístico de la demanda 
futura en condiciones normales. 
Candelieri et al. [CS+15] proponen un 
algoritmo de autoaprendizaje basado en 
Support Vector Machine completamente 
adaptable, basado en datos, para 
pronosticar la demanda de agua a corto 
plazo y con periodicidad horaria, basados 
en la disponibilidad lectores automáticos 
de medición (AMR). En [CY+15] los 
autores presentan un trabajo basado en 
Deep Learning (DL) y redes neuronales 
artificiales (ANN) donde muestran las 
aplicaciones para la simulación, la 
optimización y el control de la operación 
de los sistemas de distribución de agua. 
 
Líneas de investigación y desarrollo 
En esta sección se describe la línea de 
investigación que se lleva a cabo en el 
proyecto y la línea de trabajo con medio 
ambiente y redes inteligentes de agua. 
 Una ciudad inteligente es la que 
realiza actividades en al menos una de las 
seis áreas de acción inteligente: Economía 
inteligente, Sociedad inteligente, 
Gobernanza inteligente, Movilidad 
inteligente, Medioambiente inteligente, 
Modo de vida inteligente.  Algunas 
aplicaciones que se pueden definir en 
estas áreas y que son de interés en este 
trabajo de investigación son: (a) 
Movilidad: rutas dinámicas 
personalizadas; seguridad urbana y (b) 
Medioambiente: gestión inteligente de la 
basura; agua inteligente. 
La gestión de redes inteligentes de 
agua involucran muchas decisiones a 
nivel operacional tomando como base 
factores de decisión tales como el control 
de válvulas y bombas, la predicción de 
consumo, análisis de las variables de 
demanda y consumo residencial. 
Particularmente, esta línea de trabajo se 
enfocará a la predicción de la demanda de 
agua para el consumo residencial a tres 




Como objetivo general se espera 
modelar, resolver e implementar un 
amplio y variado conjunto de servicios 
inteligentes de la ciudad y producir un 
mayor impacto en Ciencia e Industria. 
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Como objetivos específicos se pretende: 
(a) Estudiar el estado de tecnologías y 
técnicas de Machine Learning, para 
resolver problemas en problemas de 
Smart-Water.  (b) Proponer y seleccionar 
tecnologías a los problemas identificados. 
(c) Diseñar y construir prototipos de 
solución a los problemas identificados. 
 
Formación de recursos humanos 
Esta línea de investigación 
proporcionará un marco propicio para la 
iniciación y/o finalización de estudios de 
posgrado de los integrantes docentes. De 
igual forma, será un ámbito adecuado 
para la realización de tesis de grado. En 
ese sentido, dos integrantes de este 
proyecto de investigación está 
desarrollando su Tesis de Maestría en 
temáticas afines y un integrante está 
desarrollando su Tesis de doctorado. 
Además, se cuenta con un becario alumno 
de la carrera de Ingeniería en Sistemas. 
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Una ciudad inteligente es una ciudad 
innovadora que utiliza Tecnologías de la 
Información y Comunicación (TIC) y 
otros medios para mejorar la toma de 
decisiones, así como la eficiencia de las 
operaciones, los servicios urbanos y su 
competitividad, a la vez que se garantiza 
la atención a las necesidades de las 
generaciones actuales y futuras en 
relación con los aspectos económicos, 
sociales y medioambientales. Una ciudad 
Inteligente integra sus diferentes áreas 
utilizando redes de comunicación de 
banda ancha, computación en nube, 
dispositivos inteligentes móviles, 
programas de análisis y sensores, 
permitiendo construir y aplicar el 
conocimiento para apoyar la toma de 
decisiones y ofrecer mayor calidad de 
vida y beneficios a sus ciudadanos. 
 
En esta línea la hipótesis de trabajo es 
que se puede resolver varios problemas 
diferentes analizando sus características 
cuantitativas y cualitativas subyacentes, 
así como proporcionando algoritmos 
avanzados que pueden buscar, optimizar 
y aprender por sí mismos en aquellas 
situaciones donde el conocimiento del 
problema es muy limitado. En particular, 
en este proyecto se propone identificar, 
resolver y realizar prototipos de 
aplicaciones y servicios en dos ejes 
movilidad y medio ambiente. 
 
Palabras clave: Ciudades Inteligentes, 




 La línea de trabajo se lleva a cabo 
en el Laboratorio de Tecnologías 
Emergentes (LabTEm), Instituto de 
Tecnología Aplicada (ITA) de la Unidad 
Académica Caleta Olivia Universidad 
Nacional de la Patagonia Austral, en el 
marco del Proyecto de Investigación 
29/B255 “Soluciones inteligentes para el 
desarrollo urbano sostenible”. 
 
1. INTRODUCCIÓN 
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Vivimos en la convergencia de 
dos fenómenos importantes en la historia 
de la humanidad: la aceleración de la 
urbanización a nivel mundial y la 
revolución digital.  Se prevé que, en 
2050, el 70 por ciento de la población 
mundial vivirá en ciudades [FP+12]. Uno 
de los grandes retos que prácticamente 
todos los países van a enfrentar en este 
siglo es la planificación, administración y 
gobernanza de las ciudades de forma 
sostenible, maximizando las 
oportunidades económicas y minimizando 
los daños medioambientales. Es necesario 
utilizar mejor los recursos públicos y 
explotar los activos naturales de forma 
consciente y responsable. Transformar 
“ciudades tradicionales” en Ciudades 
Inteligentes, o Smart Cities es una 
demanda cada vez más importante.  
 
 A medida que el paradigma de 
Internet de las cosas (en inglés Internet of 
Things - IoT) se va extendiendo, las 
tecnologías de la información y la 
comunicación (TIC) tienen un cometido 
fundamental que desempeñar para 
incrementar la eficiencia en todos los 
sectores industriales y permitir 
innovaciones tales como los sistemas de 
transporte inteligentes y la gestión 
"inteligente" del agua, de la energía y de 
los residuos, entre otros. 
 
 En un futuro cercano con IoT los 
objetos de la vida cotidiana estarán 
equipados con microcontroladores, trans-
receptores para comunicaciones digitales 
y varios protocolos adecuados que les 
permita comunicarse unos con otros y con 
los usuarios, convirtiéndose en una parte 
integral de la Internet [AIM10]. El 
concepto IoT, por lo tanto, tiene como 
objetivo hacer que Internet sea aún más 
inmersivo y omnipresente. Además, al 
permitir un fácil acceso y la interacción 
con una amplia variedad de dispositivos 
tales como, electrodomésticos, cámaras 
de vigilancia, sensores, actuadores, 
pantallas, vehículos, etc., la IoT fomenta 
el desarrollo de una serie de aplicaciones 
que hacen uso de la cantidad 
potencialmente enorme y variedad de 
datos generados por tales objetos para 
proporcionar nuevos servicios a los 
ciudadanos, empresas y a las 
organizaciones con aplicación en 
diferentes ámbitos ([BC+13],[ SD+16], 
[GS+17] y [Kun14]). 
 
 Una red de sensores inalámbricos 
(en inglés, Wireless Sensor Network, 
WSN) es un conjunto de nodos sensores y 
actuadores desplegados sobre la región de 
actuación. Cada nodo sensor consiste de 
una o varias capacidades de 
procesamiento, memoria, transceptor de 
comunicación, una fuente de energía, y 
funciones específicas de sensado o 
actuación. Los sistemas SCADA 
(Supervisión, Control y Adquisición de 
Datos) se aplican a la administración de la 
recolección de información de los 
procesos de controles industriales, tales 
como las redes eléctricas, redes de 
distribución de agua, transporte, 
fabricación, etc.). 
 
 Los sensores son dispositivos 
económicos, de bajo consumo de energía 
con recursos limitados [AS+02]. Una 
WSN se compone de un gran número de 
nodos de sensores con capacidad limitada 
de computación, almacenamiento y 
comunicación. Las WSN, representan una 
de las áreas de investigación más 
promisorias debido al completísimo 
campo de aplicación y el desarrollado de 
nuevas tecnologías de controladores 
electrónicos o electromecánicos, y los 
avances en la tecnología de comunicación 
inalámbrica [Cal04]. El diseño de una 
WSN debe hacer frente a la ocurrencia de 
defectos de alguna o múltiples 
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componentes en la red y por lo tanto es 
necesario la aplicación de técnicas 
robustas que puedan tolerar los fallos, sin 
resentir el buen funcionamiento de la red. 
Los problemas y las necesidades de 
mecanismos de mejora de la fiabilidad 
dependen de los recursos y aplicaciones 
disponibles para el que se aplica la WSN 
[VSS13]. 
 
La expansión de Big Data y la 
evolución de las tecnologías de IoT 
juegan un rol importante en la factibilidad 
de las iniciativas para ciudades 
inteligentes. Big Data ofrece potencial 
para que las ciudades obtengan 
conocimiento de valor de grandes 
cantidades de información colectada de 
varias fuentes y la IoT permite la 
integración de sensores, identificación de 
radiofrecuencias, y bluetooth en el 
entorno del mundo real utilizando 
servicios en red. La combinación del IoT 
y Big Data es un área de investigación 
poco explorada que ha traído nuevos e 
interesantes retos para alcanzar el 
objetivo de futuras ciudades inteligentes 
[RA+16], [ZL+15], [BD+16], [JJ+15]. 
 
El aumento significativo de 
dispositivos y sensores conectados han 
hecho factible la visión de vivir en un 
entorno inteligente. Se ha cambiado del 
ámbito de la computación de escritorio 
tradicional a una computación cada vez 
más sofisticada [GB+13]. Recientemente 
se han introducido varias aplicaciones de 
un entorno inteligente, incluidas las casas 
inteligentes [CDN11], las redes 
inteligentes [CS+09], el transporte 
inteligente [AJ09], el cuidado de la salud 
inteligente [Dem13], y las ciudades 
inteligentes [CND11], [CN+12], debido 
al crecimiento de la población urbana y la 
rápida urbanización.   
 
El fenómeno de Big Data desde hace 
tiempo se ha caracterizado por el 
volumen, la velocidad y una variedad de 
tipos de datos que se incrementa día a día. 
Big Data ofrece el potencial para que la 
ciudad obtenga información valiosa de 
una cantidad considerable de datos 
recogidos a través de diversas fuentes. 
Ciertamente, las particularidades de estos 
datos incluyen características no 
estructuradas en comparación con grandes 
datos recogidos por otros medios 
[CML14]. Por ejemplo, identificar y 
obtener información valiosa de grandes 
cantidades de datos meteorológicos puede 
ser extremadamente beneficioso en 
términos de desarrollo agrícola. Además, 
el análisis de los datos meteorológicos 
puede ayudar a informar a la gente con 
antelación sobre las posibles condiciones 
peligrosas (información sobre 
inundaciones, clima extremadamente 
caluroso, sequía, etc.).  
 
Los gobiernos han comenzado a 
adoptar ideas inteligentes para mejorar el 
nivel de vida de sus ciudadanos e 
implementar grandes aplicaciones de 
datos. La ciudad inteligente aprovecha las 
tecnologías emergentes, como las redes 
de sensores inalámbricos (WSN), para 
reducir el costo y el consumo de recursos. 
Sin embargo, la aplicación del análisis de 
grandes datos en el entorno inteligente se 
mantiene aún en las etapas iniciales 
 
2. LÍNEAS DE INVESTIGACIÓN 
Y DESARROLLO 
 En esta sección se describe la 
línea de investigación que se lleva a cabo 
en el proyecto. 
 Se puede decir que una ciudad 
inteligente es la que realiza actividades en 
al menos una de las seis áreas de acción 
inteligente: Economía inteligente, 
Sociedad inteligente, Gobernanza 
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inteligente, Movilidad inteligente, 
Medioambiente inteligente, Modo de vida 
inteligente.  
Algunas aplicaciones que se pueden 
definir en estas áreas y que son de interés 
en este trabajo de investigación son: (a) 
Movilidad: rutas dinámicas 
personalizadas; seguridad urbana y (b) 
Medioambiente: gestión inteligente de la 
basura; energía inteligente. 
 
 Movilidad inteligente: La 
movilidad es otro gran reto que deben 
afrontar las grandes ciudades por el 
importante crecimiento en la cantidad de 
vehículos. Esos vehículos circulan por las 
vías públicas y contribuyen al aumento de 
los congestionamientos, los accidentes 
graves, las emisiones de gases 
contaminantes y también de los gases de 
efecto invernadero. 
 
Por otro lado, la gestión adecuada 
de los residuos urbanos es otro tema de 
creciente preocupación para los agentes 
públicos, con impactos directos sobre la 
salud, el medio ambiente y la calidad de 
vida de la población. Las ciudades son 
grandes emisores de gas metano (CH4), 
con un potencial de calentamiento global 
21 veces mayor que el gas dióxido de 
carbono (CO2). Según un estudio de la 
ONU, la actual generación de basura en el 
mundo maneja alrededor de 1.300 
millones de toneladas/año, y se prevé que 
para 2025 llegará a 2.200 millones de 
toneladas/año. Los costos financieros y 
ambientales de administrar un volumen 
tan significativo de residuos son enormes. 
Además, los servicios de recolección de 
residuos trabajan en condiciones de 
incertidumbre, es decir, la cantidad de 
residuos que generarán los ciudadanos y 
cuándo se desecharán es desconocida, 
pero ciertamente muestran algunos 
patrones. Entonces, la recolección de 
información sobre la capacidad real de 
llenado de los contenedores en tiempo 
real es muy importante.  
 
 Para abordar estas áreas se deberá 
usar información existente (datos 
abiertos), datos del presente (sensores) y 
predicciones. Los desafíos son varios e 
involucran la combinación de técnicas de 
optimización, aprendizaje de máquina y 
análisis de datos para obtener soluciones 
usables y perdurables en ciudades 




 La solución de problemas a través 
de los dos ejes de desarrollo en ciudades 
inteligentes permitirá hacer prototipos 
reales, aprender más y producir un mayor 
impacto en Ciencia e Industria. Una 
ciudad inteligente es un nuevo dominio, 
la visión 
holística es obligatoria. El impacto será 
mayor al considerar: ciencia e industria. 
El desafío a las técnicas inteligentes será 
más alto, así como también el 
conocimiento que se construya. Dada la 
amplia visión se espera generar 
oportunidades para nuevos 
proyectos y socios. 
 Además, se espera realizar la 
publicación de los resultados del proyecto 
en revistas de alto impacto y conferencias 
de los ámbitos multidisciplinarios. 
 Finalmente, se pretende colaborar 
con los gobiernos locales para la 
implementación de políticas y acciones 
inteligentes y sostenibles que impacten en 
la calidad de vida de los ciudadanos. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
Este proyecto de investigación 
proporcionará un marco propicio para la 
iniciación y/o finalización de estudios de 
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posgrado de los integrantes docentes. De 
igual forma, será un ámbito adecuado 
para la realización de tesis de grado. 
Actualmente dos integrantes están 
desarrollando sus tesis de Maestría y dos 
sus tesis de Doctorado. Además, se 
cuenta con un becario de grado y un 
becario de posgrado. 
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La mayoría de los problemas de 
optimización incluyen restricciones de 
cierta clase, que constituyen grandes 
desafíos a la resolución de problemas de 
optimización. Las restricciones son 
límites impuestos a las variables de 
decisión y en general las restricciones son 
una parte integral de la formulación de 
cualquier problema.  
Los problemas de Scheduling 
consisten en la asignación de tareas a 
recursos limitados donde ciertos objetivos 
deben optimizarse y varias restricciones 
deben cumplirse. La mayoría de los 
problemas del mundo real tienen varios 
objetivos que tratamos de optimizar al 
mismo tiempo. Particularmente, la 
planificación de las actividades en un 
yacimiento que requiere de un proceso 
altamente complejo e implica un número 
considerable de actividades sujetas a 
restricciones. Las actividades en los 
pozos WAS (en inglés, Well Activity 
Scheduling) se ocupa de la coordinación 
para formar así cronogramas de 
actividades que deben cumplir un 
conjunto de restricciones.  
Este proyecto propone desarrollar 
algoritmos metaheurísticos, que 
incorporen heurísticas y reglas de 
despacho que sean competitivas con los 
algoritmos del estado del arte. Los 
enfoques propuestos tomarán como base 
metaheurísticas tales como cGA (celullar 
Genetic Algorithm) y técnicas de manejo 
de restricciones tales como funciones de 
penalidad y algoritmos de reparación.  
 
Palabras clave: Metaheurísticas, 
Scheduling,. Manejo de Restricciones 
 
Contexto 
La línea de trabajo se lleva a cabo 
en el Laboratorio de Tecnologías 
Emergentes (LabTEm), Instituto de 
Tecnología Aplicada (ITA) de la Unidad 
Académica Caleta Olivia Universidad 
Nacional de la Patagonia Austral, en el 
marco del proyecto “Inteligencia 
Computacional aplicada a la optimización 
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Los problemas de planificación 
(Planing Problems) son una sub-clase de 
problemas de optimización combinatoria 
en campos tales operaciones de 
producción y despacho en la industria 
manufacturera y extractiva. 
Particularmente los problemas de 
secuenciamiento de tareas conocidos 
como Scheduling Problems tienen su 
aplicación en la industria y por lo tanto un 
fuerte impacto económico y social, donde 
el objetivo principal de los investigadores 
es la reducción de los costos de 
producción en la industria [Leu04].  
Los problemas de Scheduling 
incluyen la combinación de recursos, 
tareas, objetivos y restricciones, donde un 
incremento en el tamaño del problema 
produce un incremento exponencial del 
espacio de soluciones. Muchos de los 
problemas de Scheduling son 
computacionalmente complejos y el 
tiempo requerido para calcular una 
solución óptima se incrementa con el 
tamaño del problema. Además, se ha 
demostrado, que muchos problemas de 
Scheduling pertenecen a la clase de NP-
Hard [Bru04]  
Las Metaheurísticas (MHs) son 
métodos que integran de diversas 
maneras, procedimientos de mejora local 
y estrategias de alto nivel para crear un 
proceso capaz de escapar de óptimos 
locales y realizar una búsqueda robusta en 
el espacio de búsqueda.  En su evolución, 
estos métodos han incorporado diferentes 
estrategias para evitar la convergencia a 
óptimos locales, especialmente en 
espacios de búsqueda complejos. En otras 
palabras, las MHs proveen de un marco 
general que permite crear nuevos híbridos 
a través de la combinación de conceptos 
derivados de: heurísticas clásicas, 
inteligencia artificial, evolución 
biológica, sistemas naturales, mecánica 
estadística, etc.  
La complejidad de muchos 
problemas optimización discreta del 
mundo real está asociada con grandes 
espacios de búsqueda, demandas de 
rendimiento de tiempo real y ambientes 
dinámicos que no pueden ser resueltos 
por métodos exactos en tiempo razonable. 
Esto ha promovido en la comunidad 
científica el desarrollo de nuevos 
enfoques conocidos como metaheurísticas 
[CD09]. 
Los cGAs son una subclase de 
metaheurísiticas con una población 
estructurada espacialmente, es decir, los 
individuos de la población pueden 
aparearse solo con sus vecinos. Los 
cGAs, se diseñaron inicialmente para 
trabajar en máquinas paralelas, formadas 
por muchos procesadores que ejecutaban 
simultaneamente las mismas 
instrucciones sobre diferentes datos 
(maquinas SIMD - El primer modelo de 
cGA fue propuesto por Robertson en 
1987 [Rob87] y fueron inicialmente 
desarrollados para trabajar en máquinas 
paralelas, y más tarde se fueron 
adaptando para funcionar también en 
máquinas de procesamiento secuencial. 
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La mayoría de los problemas de 
optimización incluyen restricciones de 
cierta clase, que constituyen grandes 
desafíos a la resolución de problemas de 
optimización. Las restricciones son 
límites impuestos a las variables de 
decisión y en general las restricciones son 
una parte integral de la formulación de 
cualquier problema [DR90]. El manejo de 
restricciones en algoritmos evolutivos 
puede abordarse de distintas técnicas y un 
amplio estudio del estado del arte es 
propuesto por Coello Coello [Coe02].  
La forma más común de 
incorporar restricciones en un algoritmo 
evolutivo ha sido a través de funciones de 
penalidad [Sch95]. La idea de este método 
es transformar un problema de 
optimización con restricciones en un uno 
sin restricciones agregando (o 
sustrayendo) un cierto valor a la función 
objetivo basado en la cantidad de 
violación la restricción presentada en una 
solución. Las técnicas basadas en 
algoritmos de reparación mapean una 
solución desde el espacio no factible al 
espacio factible. Los procesos de 
reparación que modifican genéticamente 
la solución no factible son conocidos 
como Lamarkianos y transforman una 
solución no factible en factible la que es 
evolucionada por el algoritmo. Un 
enfoque menos destructivo de la solución 
no factible, permite combinar el 
aprendizaje y la evolución, estrategia 
conocida como Baldwiniana. En este 
último enfoque las soluciones son 
reparadas solo para su evaluación. 
Estudios analíticos y empíricos indican 
que esta técnica reduce la velocidad de 
convergencia del algoritmo evolutivo y 
permite converger a óptimo globales 
[WG+94].  
 
Líneas de investigación y desarrollo 
Las empresas petroleras realizan 
visitas de mantenimiento preventivo a 
cada una de sus locaciones petroleras 
(pozos productores, inyectores, baterías y 
colectores). Un yacimiento está formado 
por bloques y a su vez éste por baterías. 
Cada batería está formada por pozos de 
producción que son en promedio entre 15 
y 20. Cada pozo tiene diferente nivel de 
producción que es conocido a priori y 
varía en el tiempo. La producción del 
pozo define la categoría y la cantidad de 
veces que debe visitarse al mes. Los 
pozos no pueden ser visitados más de una 
vez al día y dependiendo del tipo de pozo 
existen ciertas tareas que se deben 
realizar. Cada tarea tiene asignado un 
determinado equipamiento necesario, una 
frecuencia de realización y un tiempo 
aproximado de su duración.  
Este proyecto propone desarrollar 
un conjunto metaheurísticas basadas en 
un Inteligencia Computacional que 
proporcionen información detallada para 
decisiones a corto y largo plazo, mono-
criterio, multi-criterio. Esta herramienta 
permitirá determinar el orden óptimo de 
perforación, hora y lugar, tipos de pozos y 
por lo tanto el número de nuevos pozos 
inyectores y productores. Además, 
proporcionará planes de mantenimiento 
correctivos y preventivos. Todos los 
planes se deben cumplir las restricciones 
de actividades y recursos dispuestos y 
para los criterios de optimización 
establecidos. 
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 Resultados obtenidos/esperados 
En esta línea de trabajo se 
pretende:  
a) Estudiar estado del arte para 
algoritmos metaheurísticos, heurísticas y 
reglas de despacho para distintos 
problemas de scheduling (máquina única, 
flow shop, job shop), optimización 
multiojetivo y mecanismos para el 
tratamiento de restricciones.  
b) Implementar motores de 
planificación basados en metaheurísticas 
con restricciones. 
c) Estudiar los modelos de 
procesos para la planificación de 
actividades del desarrollo de reservorios 
de gas y petróleo. (actividades, 
restricciones. 
Formación de recursos humanos 
Esta línea de investigación 
proporcionará un marco propicio para la 
iniciación y/o finalización de estudios de 
posgrado de los integrantes docentes. De 
igual forma, será un ámbito adecuado 
para la realización de tesis de grado. En 
ese sentido, dos integrantes de este 
proyecto de investigación está 
desarrollando su Tesis de Maestría en 
temáticas afines y un integrante está 
desarrollando su Tesis de doctorado. 
Además, se cuenta con un becario alumno 
de la carrera de Ingeniería en Sistemas. 
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RESUMEN 
El presente trabajo propone construir un 
clasificador automático de opiniones, que 
permitirá realizar análisis automáticos a bajo 
costo del juicio de los consumidores acerca de 
productos o servicios. Dicho clasificador será 
entrenado a partir de los comentarios en 
lenguaje informal presente en redes sociales. 
Para alcanzar el objetivo descripto, en 
primer lugar, se prevé construir una base de 
datos que reúna diversos fragmentos de texto en 
idioma español, incorporando los modismos 
propios de nuestra región.  
En segundo lugar, a través de un proceso 
incremental de limpieza y normalización de 
cada fragmento de texto, que incluye 
actividades como la eliminación de hashtags, 
enlaces, emoticones, etc.; corrección 
ortográfica; etiquetado sintáctico (también 
conocido como “Part Of Speech Tagging”, o 
simplemente “POS tagging”); desambiguación, 
entre otras. 
Una vez realizada la recopilación y 
normalizado el contenido, se definirá un criterio 
de clasificación de dichos fragmentos, de 
manera de establecer clases que permitan 
agrupar los mismos según su afinidad, es decir 
a partir de características comunes. 
Finalmente, a partir del diseño, desarrollo e 
implementación de un algoritmo inteligente se 
buscará determinar el grado de pertenencia a 
cada uno de los grupos definidos de cualquier 
texto arbitrario. 
 
Palabras clave: Text mining, Big Data, 
Inteligencia artificial, Redes sociales. 
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CONTEXTO 
Esta línea de investigación forma parte del 
proyecto “Tecnología y Aplicaciones de 
Sistemas de Software: Calidad e Innovación en 
procesos, productos y servicios” aprobado por 
la Secretaría de Investigación, Desarrollo y 
Transferencia de la UNNOBA en el marco de la 
convocatoria a Subsidios de Investigación 
Bianuales (SIB2017). A su vez se enmarca en el 
contexto de un plan de trabajo aprobado por la 
Comisión de Investigaciones Científicas de la 
Provincia de Buenos Aires y por la Secretaría 
de Investigación de la UNNOBA en el marco 
de la convocatoria “Becas de Estudio 
Cofinanciadas 2015 CIC Universidades del 
interior bonaerense”. 
El proyecto se desarrolla en el Instituto de 
Investigación en Tecnologías y Transferencia 
(ITT) dependiente de la mencionada Secretaría, 
y se trabaja en conjunto con la Escuela de 
Tecnología de la UNNOBA.  
El equipo está constituido por docentes e 
investigadores pertenecientes al ITT y a otros 
Institutos de Investigación, así como también, 
estudiantes de las carreras de Informática de la 
Escuela de Tecnología de la UNNOBA. 
1. INTRODUCCIÓN 
Desde que las primeras computadoras 
programables fueron concebidas, las personas 
se preguntaron si tendrían la capacidad de 
pensar, de aprender y de convertirse en 
“máquinas inteligentes”. 
El campo de la ciencia que se encarga de 
resolver este interrogante se denomina 
inteligencia artificial. Se trata de un área 
multidisciplinaria, que a través de ciencias 
como las ciencias de la computación, la 
matemática, la lógica y la filosofía, estudia la 
creación y diseño de sistemas capaces de 
resolver problemas cotidianos por sí mismos, 
utilizando como paradigma la inteligencia 
humana [1]. Para que una máquina pueda 
comportarse de manera inteligente debería ser 
capaz de resolver problemas de la manera en 
que lo hacen los humanos, es decir, en base a la 
experiencia y el conocimiento [2]. Esto implica 
que debería ser capaz de modificar su 
comportamiento en base a  cuán precisos son 
los resultados obtenidos comparados con los 
esperados. 
En este sentido podemos encontrar tres 
grandes grupos de algoritmos de Machine 
Learning [3]: 
● Algoritmos supervisados: estos algoritmos 
utilizan un conjunto de datos de 
entrenamiento etiquetados (preclasificados), 
los cuales procesan para realizar 
predicciones sobre los mismos, 
corrigiendolas cuando son incorrectas. El 
proceso de entrenamiento continúa hasta que 
el modelo alcanza un nivel deseado de 
precisión. 
● Algoritmos semi-supervisados: combinan 
tanto datos etiquetados como no etiquetados 
para generar una función deseada o 
clasificador. Este tipo de modelos deben 
aprender las estructuras para organizar los 
datos así como también realizar 
predicciones. 
● Algoritmos no supervisados: El conjunto de 
datos no se encuentra etiquetado y no se 
tiene un resultado conocido. Por ello deben 
deducir las estructuras presentes en los datos 
de entrada, lo puede conseguir a través de un 
proceso matemático para reducir la 
redundancia sistemáticamente u organizando 
los datos por similitud. 
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Dentro de esta clasificación podemos 
además encontrar un gran número de 
algoritmos específicos con diferentes 
características para el tratamiento de los datos. 
Entre los más relevantes encontramos: 
● Deep Learning (DL): consiste en la 
utilización de algoritmos para hacer 
representaciones  abstractas de la 
información y facilitar el aprendizaje 
automático [4].  
● Active Learning (AL): es un caso especial 
de aprendizaje semi-supervisado donde el 
algoritmo de aprendizaje puede interactuar 
con un usuario u otra fuente de información 
para obtener los resultados deseados [5]. 
● Support Vector Machines (SVM): busca la 
maximización de la distancia entre la recta 
o el plano y las muestras que se encuentran 
a un lado u otro.  En  el  caso  que  las  
muestras  no  sean  linealmente  separables  
se  utiliza  una  transformación llamada 
kernel [6] [7]. 
 
Una de las principales áreas de la inteligencia 
artificial es el procesamiento del lenguaje 
natural (PLN) o minería de textos. Esta área se 
encarga de desarrollar algoritmos que permitan 
extraer información relevante a partir de 
diversos contenidos en forma de texto. Con el 
auge de los contenidos sociales, la generación 
de este tipo de contenidos ha crecido en forma 
exponencial, esto último crea la oportunidad de 
aplicar algoritmos de minería de textos para 
extraer patrones significativos [8]. 
Según [9], de entre las técnicas de Machine 
Learning mencionadas, SVM es la más 
comúnmente utilizada para el análisis 
automático de textos, esto es así principalmente 
porque esta técnica es más apropiada para 
resolver problemas con una gran cantidad de 
dimensiones. Dentro de las tareas de minería de 
textos que pueden realizarse con esta técnica, 
podemos encontrar: clasificación de 
subjetividad; determinación de polaridad; 
resolución de ambigüedades; extracción de 
palabras de opinión y/o aspectos; etc. 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
La presente investigación se encuadra dentro 
de los ejes “Gestión de la innovación” y 
“Cómputo Ubicuo”.  En ese sentido, los 
algoritmos basados en Machine Learning 
posibilitan, a través de su capacidad de 
aprendizaje y de su comportamiento inteligente 
de manera automática,  el desarrollo de 
sistemas de cómputo ubicuo los cuales 
permiten, en última instancia, el monitoreo (y 
cambio) de la conducta humana y del ambiente 
donde esta se desarrolla.   
Para  la efectiva implementación de 
algoritmos de Machine Learning, se deberán 
abarcar las siguientes cuestiones: 
● Obtención de un conjunto de datos, en 
formato de texto, suficientemente 
representativo para la problemática que se 
desea abordar. 
● Pre procesamiento de las señales para 
lograr su normalización y adecuación.  
● Determinación de categorías que permitan 
clasificar los textos recopilados según 
características comunes. 
● Análisis y selección de los distintos 
algoritmos de minería de textos y Machine 
Learning  que permitan clasificar los textos 
según las categorías definidas en el inciso 
anterior. 
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● Evaluación de fiabilidad y desempeño de 
las diferentes técnicas aplicadas. 
3. RESULTADOS OBTENIDOS / 
ESPERADOS 
Se espera que la presente línea de I/D 
permite adquirir conocimientos específicos 
sobre las diferentes técnicas de minería de 
textos y Machine Learning, con el propósito de 
desarrollar modelos capaces de predecir y 
clasificar los contenidos involucrados en la 
problemática que se intenta resolver, 
obteniendo un comportamiento inteligente de 
manera automática.  
También se prevé la aplicación de Machine 
Learning y minería de textos en el análisis del 
texto redes sociales, con la finalidad de 
encontrar patrones dentro de esos datos que 
permitan predecir comportamientos futuros en 
ámbitos específicos. 
Se espera como resultado final de esta línea 
de investigación, la creación de un producto 
transferible que permita llevar a cabo estudios 
sobre bienes y servicios, ofrecidos por personas 
y organizaciones pertenecientes a los sectores 
público y privado, detectando las opiniones 
manifestadas indirectamente por los 
comentarios de sus consumidores, sin la 
necesidad de destinar cuantiosos recursos a un 
análisis pormenorizado de los mismos. 
Así mismo, se busca generar informes 
técnicos en base al trabajo realizado, en donde 
se registren los avances, el grado de 
implementación y los resultados obtenidos. 
Como así también difundir y transferir los 
resultados y logros alcanzados mediante la 
presentación y participación en diferentes 
congresos, jornadas y workshops de carácter 
nacional e internacional vinculados a la 
temática de estudio. 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
En esta línea de I/D se han obtenido y se 
encuentran desarrollando actualmente una Beca 
de Estudio Cofinanciada otorgada por la 
Comisión de Investigaciones Científicas (CIC) 
y la UNNOBA. Asimismo se espera desarrollar 
una tesis doctoral y dos tesinas de grado, 
dirigidas por miembros de este proyecto. 
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RESUMEN 
Esta línea de I+D propone desarrollar 
frameworks para la integración de bases de 
conocimientos provenientes de diferentes 
fuentes. Estos frameworks modelan 
escenarios de Revisión de Creencias en 
entornos de múlti- agentes, con mecanismos 
para solucionar conflictos de inconsistencia e 
incoherencia recurrentes al integrar varios 
repositorios masivos locales y de gestión 
diferente. Se pretende que el proceso de 
integración, logre consensuar un criterio 
unificado de credibilidad que refleja la 
confianza global en cada fuente; y 
posteriormente, efectivice la integración 
como una vista unificada de la información 
des repositorios locales, basándose en el 
orden de credibilidad establecido. 
Palabras clave: revisión de creencias, bases 
de credibilidad, sistemas multiagentes. 
CONTEXTO 
La presente investigación surge en el marco 
del proyecto PID-UNER 7053 “Integración 
de bases de creencias manteniendo 
coherencia y consistencia: teoría y 
aplicaciones”, que es desarrollado en la Fac. 
Cs. de la Administración de la UNER y tiene 
integrantes de dicha Universidad y del Inst. 
de Ciencias e Ingeniería de la Computación 
de UNS-CONICET.  
1. INTRODUCCIÓN 
En sistemas que manejan e 
intercambian grandes volúmenes de 
información es necesario contar con métodos 
automáticos que solucionen los conflictos 
que aparecen cuando el conocimiento 
evoluciona y se integra con otras fuentes de 
información; más aún cuando esas porciones 
de conocimiento provienen de diferentes 
fuentes o dominios. Actualmente, es 
interesante poder representar tales Bases de 
Conocimiento como ontologías. En particular 
las ontologías son importantes no sólo por el 
conocimiento que expresan, sino también por 
las restricciones semánticas que pueden 
aplicarse. Si de expresar ontologías se trata, 
se destaca el lenguaje Datalog± [1]. Desde el 
punto de vista de expresividad, Datalog± 
permite construir representaciones de 
conocimiento basadas en reglas modulares 
que son sintácticamente fragmentos de 
Lógica de Primer Orden. Datalog± como 
máquina de inferencia, tiene la propiedad de 
ser decidible permitiendo manejar grandes 
volúmenes de datos de entornos reales. 
 Al contar con ontologías, surge la 
necesidad de manejar dinámica de la base de 
conocimiento. Es decir, aceptar nueva 
información manteniendo la integridad y 
consistencia de la base; reconociendo que el 
manejo de conflictos es un problema que 
debe ser atacado [2, 3], especialmente 
cuando se integra conocimiento proveniente 
de diferentes fuentes [4, 5]. 
El más conocido de los conflictos es la 
inconsistencia de la información. Este 
concepto se refiere a teorías tales que es 
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imposible encontrarles un modelo (es decir: 
una interpretación que haga verdaderas a 
todas sus fórmulas). En términos sintácticos, 
un conjunto de fórmulas es consistente si y 
sólo sí, dada una fórmula A, no es posible 
deducir tanto A como ¬A. Adicionalmente, 
en entornos ontológicos se encuentra otro 
tipo de conflicto denominado incoherencia 
[6, 7]. Este fenómeno surge cuando una 
porción de conocimiento, expresado por un 
conjunto de reglas, no pueda ser aplicado sin 
generar problemas de consistencia; es decir, 
las reglas no puede ser aplicadas sin violar 
inevitablemente alguna de las restricciones 
impuestas al conocimiento, haciéndolas por 
lo tanto insatisfacibles. Intuitivamente se 
puede ver a la incoherencia como una 
inconsistencia latente o potencial. 
Consecuentemente, si este conjunto de reglas 
incoherente es considerado junto con hechos 
relevantes (hechos que activen las reglas en 
cuestión) entonces la violación es inevitable, 
generando inconsistencia. En estos entornos, 
una posibilidad para tratar estos conflictos y 
recuperar la coherencia y la consistencia 
implica modificar la información contenida 
en la ontología de forma tal de recuperar la 
consistencia –y coherencia- de la misma.  
El área de I+D Revisión de Creencias 
[8, 9] (Belief Revision –BR-) ha realizado 
significativos aportes a la resolución de tales 
conflictos. Los marcos de trabajos de BR 
proponen operaciones para la dinámica de 
una base de conocimiento o conjunto de 
creencias. En el modelo fundacional AGM 
[10] de BR, dado conjunto de creencias K y 
una sentencia α, se establece operaciones de: 
Expansión K+α (agrega una nueva α a K), 
Contracción K–α (elimina toda posibilidad 
que de K se infiera α), y Revisión K*α 
(asegura que de K se infiera α 
consistentemente, eliminando la posibilidad 
de inferir ¬α). Otros trabajos posteriores 
desarrollaron otras operaciones, como ser 
Consolidación K! (aplicable con K 
inconsistente, para volverla consistente) [11], 
Combinación ⊕(Ψ)= K´ (aplicable a un 
conjunto de bases de creencias Ψ = {K1, K2, 
… Kn} y logra una única base K´ consistente 
respetando restricciones de integridad 
impuestas) [5], e Integración Δ(Ψ) = K´ 
(que unifica diferentes bases teniendo en 
cuenta la fuente respectiva) [12].  
Naturalmente, Revisión de Creencias 
ha evolucionado para abarcar los entornos 
multigente; de manera de poder definir y 
construir operaciones de cambio sobre las 
creencias de un agente individual, o las bases 
de creencias de una sociedad de agentes. Una 
síntesis de estos escenarios puede verse en 
[13]. Los ambientes (mono)agente, se 
identifican con Revisión de la Creencia 
Individual (IBR), dónde se logra satisfacer 
los postulados AGM o frameworks 
equivalentes. En sistemas multiagentes, el 
primer caso es de Revisión de Creencias de 
Múltiples Fuentes (MSBR) dónde un agente 
individual recibe información de distintos 
agentes informantes y, eventualmente, agrega 
a su base de creencias conforme a un criterio 
de credibilidad sobre los otros informantes. 
Varios trabajos han sido presentados al 
respecto [14, 15]; y en particular [16, 17]. En 
el segundo escenario es la Revisión de 
Creencias de Múltiples Agentes (MABR), 
dónde una sociedad de agentes deberá poder 
consensuar y unificar los criterios de 
credibilidad locales; y posteriormente lograr 
la integración de las bases locales en una 
única base de creencias de la sociedad de 
agentes; algunos avances se presentaron en 
[10, 11]. En estos dos últimos escenarios, el 
desafío centrar es poder integrar bases de 
conocimientos de diferentes fuentes.  
La integración (merging) de múltiples 
fuentes de información es particularmente 
interesante para bases de datos distribuidas, 
sistemas multiagentes y para los sistemas 
distribuidos en general. En cuanto al manejo 
de la inconsistencia debida a datos 
contradictorios, se puede decir que la 
integración ha recibido menos esfuerzos que 
las otras operaciones. Se han propuesto 
muchos métodos para integración de 
creencias [19]–[21]; y también se han 
propuesto metodologías para compararlos 
entre sí, como destacado se puede citar a 
[22]. En el trabajo posterior de Konieczny y 
Pino Pérez [12], se proponen los postulados 
de varios operadores en un marco lógico; 
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además, se presentan algunas familias de 
operadores de integración que se estudian a 
la luz de estas propiedades. 
2. LÍNEAS DE INVESTIGACIÓN 
Y DESARROLLO 
Generalmente los grandes volúmenes de 
información están expresados en repositorios 
o bases de datos locales; y eventualmente 
necesitan integrarse en una federación de 
repositorios; obteniendo una vista unificada 
del conocimiento que expresan. Por tal 
motivo, esta propuesta se centra en la 
integración de tales bases locales para lograr 
una vista unificada global; interpretando a 
cada base de conocimiento local como una 
base de creencias de fuente (o agente) 
particular; y materializando la vista global 
unificada como un proceso de integración 
(merging) de las bases de creencias, que debe 
tener en cuenta la credibilidad particular de 
cada fuente (o agente); o logrando un criterio 
de credibilidad unificado. 
Se sabe que Datalog± tiene reconocida 
capacidad para expresar información de 
bases de datos relacionales [1, 23]. 
Eventualmente se pueden hacer diferentes 
ontologías para representar bases de datos de 
diferentes fuentes o administraciones. Así, 
Datalog± ofrece un buen balance entre 
tratabilidad y expresividad para definir una 
infraestructura que permita la realización de 
consultas sobre grandes volúmenes de datos 
almacenados en repositorios federados.  
Si bien nuestra propuesta no excluye el uso 
de otros formalismos, los trabajos ya 
publicado posibilitan continuar con líneas de 
acción ya planteadas [24]. En particular 
resulta interesante la definición de 
operadores de consolidación sobre bases de 
creencias Datalog±, presentada en [25]. Aquí 
se explora, como trabajo futuro, la 
posibilidad de expandir los postulados y 
representaciones para especificar operadores 
para integración de bases de creencias 
respetando un único orden de credibilidad. 
Así, la hipótesis planteada es: 
1. Que es posible representar una vista 
unificada de varias bases de 
conocimientos de diferentes fuentes 
mediante un framework basado en BR y 
especificando operadores de integración 
que manejen los potenciales conflictos de 
consistencia y coherencias. 
2. Que tal escenario puede representarse 
como un entono de múltiples agentes, 
siendo cada uno el representante de una 
fuente determinada de información, con 
preferencias de credibilidad referidas al 
resto de los agentes.  
3. Que es posible definir un criterio u orden 
de credibilidad unificado entre todos los 
agentes de información, y utilizar tal 
criterio para lograr la vista unificada. 
3. RESULTADOS ESPERADOS 
La validación de la hipótesis planteada 
supone la concreción de un framework que 
permitirá realizar integraciones de 
repositorios de administración separada; 
obteniendo una vista global, coherente y 
consistente, del conocimiento que estos 
repositorios manifiestan. Esta vista se logra 
por el consenso de criterios de credibilidad 
que asignan un valor de confianza a cada 
fuente. El propósito de cada vista, define la 
lógica de integración y afecta el criterio de 
credibilidad global. Se pueden constituir 
varias vistas, para varios propósitos. 
Actualmente los grandes repositorios de 
información están estructurados con 
esquemas relacionales de bases de datos. 
Determinados frameworks, como Datalog±, 
permiten expresar la información de tales 
repositorios en ontologías, sobre las cuales se 
pueden agregar lógicas de razonamiento, 
permitiendo inferir más información a partir 
de los hechos descriptos en las bases de 
datos. De concretar el framework de 
integración propuesto, es posible lograr un 
alto nivel de automatización en este proceso;  
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además de respetar la actualización continua 
que cada repositorio local pueda sufrir.  
En una etapa posterior, se pueden desarrollar 
y construir aplicaciones informáticas que 
sirvan para lograr sintetizar grandes 
volúmenes de información distribuida, en 
varios campos de aplicación. En este punto 
es innovador la posibilidad de concretar un 
framework para ambientes de revisión de 
creencias de múltiples agentes (MABR), 
usando la expresividad de formalismos 
ontológicos como Datalog±. La Fig. 1 
resume la arquitectura propuesta. 
Según las siguientes actividades, los 
resultados esperados son: 
1. Definición de operaciones de integración 
de bases de credibilidad: se pretende 
definir los postulados, teorema de 
representación y construcciones. Se 
realizarán análisis comparativos.  
2. Definición de operadores de integración 
de bases de creencias basados en 
criterios de credibilidad unificados: se 
pretende definir los postulados, teorema 
de representación y construcciones 
candidatas. En particular, también se 
definirá la estructura del estado 
epistémico y entradas epistémicas. 
3. Definición de operadores de integración 
de bases de creencias Datalog± basados 
en criterios de credibilidad unificados: se 
espera lograr la definición de postulados, 
teorema de representación y 
construcciones. En particular mediante 
relaciones de orden de credibilidad. 
4. Definición del marco de trabajo 
conceptual para integrar bases de 
creencias teniendo en cuenta la 
credibilidad de fuentes: se espera definir 
un marco de trabajo para realizar 
integración de bases de creencias de 
fuentes diferentes, conformando 
escenarios del tipo MABR.  
4. FORMACIÓN DE RR.HH. 
La línea de I+D es llevada adelante por 
un equipo de integrantes de la FCAD/UNER 
y el ICIC/UNS.  Esto permite que la 
experiencia de un grupo de investigación 
consolidado en el área sirva para el 
apuntalamiento y desarrollo de investigación 
del área “Agentes y Sistemas Inteligentes” de 
la FCAD/UNER, la cual cuenta con una 
estructura y desarrollo embrionario. Se 
desprende que esta sinergia favorece la 
formación de recursos humanos en la 
FCAD/UNER en cuarto nivel, especializados 
en el área de Sistemas de Razonamiento. 
Este trabajo es el marco para 1(un) proyecto 
de tesis Doctoral y 1(un) proyecto de tesis de 
Maestría. Adicionalmente se prevé, para los 
detalles de implementación de herramientas, 
la realización de 1 (una) Tesina de grado.  
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Resumen Este proyecto de investigación se en-
foca en la resolución de problemas de optimización
a gran escala utilizando nuevas técnicas meta-
heurísticas, así como también su hibridación con
las ya existentes.
Una de las líneas de investigación analiza el efecto
de reemplazar el método para crear nuevas solu-
ciones en el algoritmo artificial bee colony por
operadores de recombinación.
Otra de las líneas de investigación se enfoca
en la resolución del problema flexible job shop
scheduling (NP-hard), presente en ambientes fa-
briles, porque tiene que asignar cada operación
a la máquina apropiada además de secuenciar
las operaciones en las máquinas. Debido a esta
complejidad, las metaheurísticas se convirtieron en
la mejor opción para resolver en la práctica este
problema.
Una tercera línea de investigación apunta a la
resolución del problema de diseño de redes de
distribución de agua, mediante el uso de meta-
heurísticas como Simulated Annealing y Cuckoo
Search.
Por último, una línea de investigación se orienta
a la utilización de la metaheurística basada en la
migración de las aves en el problema de ruteo
vehicular con capacidad, el cual es reconocido por
su incidencia en el mundo de los negocios y por
la dificultad para resolverlo.
Palabras claves: Metaheurísticas, optimización,
operadores
Contexto
Estas líneas de investigación se desarrollan
en el marco de un proyecto de investigación,
llevado a cabo en el Laboratorio de Investigación
de Sistemas Inteligentes (LISI) de la Facultad
de Ingeniería de la Universidad Nacional de La
Pampa, acreditado por dicha facultad y dirigido
por la Dra. Minetti. Cabe destacar que desde hace
varios años, los integrantes de estos proyectos
mantienen una importante vinculación con
investigadores de la Universidad Nacional de San
Luis (Argentina) y de la Universidad de Málaga
(España), con quienes se realizan publicaciones
conjuntas.
Introducción
La mayoría de los problemas de optimización
del mundo real abordan una gran cantidad de vari-
ables de decisión, y se los conoce como problemas
de Optimización Global a Gran Escala (LSGO).
Muchas aplicaciones de la ciencia y la ingeniería
se formulan como problemas LSGO: diseño de
sistemas electrónicos a gran escala, problemas
de scheduling con gran cantidad de recursos u
operaciones, diseño de redes de distribución de
agua, ruteo vehicular a gran escala, reconocimiento
de genes en bioinformática, cinética química de
problemas inversos, entre otros. Por un lado, la
optimización de este tipo de problemas consume
mucho tiempo. Por otra parte, los algoritmos meta-
heurísticos son ampliamente reconocidos como en-
foques eficientes para resolver problemas de opti-
mización de grandes dimensiones. En este sentido,
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las líneas de investigación de este proyecto se
encargan de proponer, adaptar y analizar distintas
metaheurísticas con el propósito de resolver eficaz
y eficientemente diferentes problemas LSGO.
Por un lado, se estudia y analiza el reemplazo
del método para crear nuevas soluciones en el algo-
ritmo de artificial bee colony mediante operadores
de recombinación. Las razones de este reemplazo
están dadas por el hecho que el método original
es similar al proceso de recombinación utilizado
en los algoritmos evolutivos. Para ello, realizamos
una investigación sistemática del efecto de utilizar
seis operadores de recombinación diferentes, para
soluciones codificadas en los reales, en el paso
realizado por la abeja empleada.
Por otra parte, el problema flexible job shop
scheduling (FJSSP) es un problema difícil y com-
plejo en entornos de fabricación, NP-hard, porque
tiene que asignar cada operación a la máquina
adecuada además de secuenciar las operaciones
en tales máquinas. Debido a esta complejidad, las
metaheurísticas se convirtieron en la mejor opción
para resolver en la práctica este tipo de problema.
Por lo tanto, se trabajó en la realización de un
compendio cubriendo un amplio espectro algorít-
mico de diferentes técnicas para resolver el JSSP,
analizando la calidad de las soluciones encontradas
por cada una de estas técnicas, además de las
ventajas y desventajas de las mismas en cuanto
a tiempos de desarrollo, adecuación al problema,
complejidad en la resolución del problema, entre
otras características.
Además se investiga la optimización del diseño
de redes de distribución de agua, que es un campo
de investigacion muy activo desde hace algunas
decadas. Estas redes están compuestas por reser-
vorios y tuberías que tratan de brindarles a los
usuarios un flujo constante de agua con una de-
terminada presión. El problema de optimizar estas
redes consiste en encontrar el diámetro óptimo
de cada tubería seleccionándola de un conjunto
limitado de caños disponibles comercialmente, con
el objetivo de reducir el costo. En esta línea de
investigación se están utilizando técnicas meta-
heurísticas basadas en trayectoria y en población.
En particular se están adaptando y probando difer-
entes algoritmos como Simulated Annealing (SA),
Cuckoo Search (CS), entre otros.
Por último, en otra línea de investigación
se trabaja sobre el algoritmo propuesto por
Duman [1] basado en la migración de las aves
(Migrating Birds Optimization Algorithm, MBO).
Este algoritmo ha demostrado ser eficiente al
resolver problemas de transporte marítimo [2],
secuenciación de tareas [3], entre otros. Motivo
por el cual se diseñó e implementó una versión de
MBO para resolver el problema de ruteo vehicular
(CVRP). El objetivo es evaluar la calidad de
las soluciones encontradas por esta propuesta
algorítmica y analizar su esfuerzo computacional.
Esta nueva versión de MBO es testeada usando
un amplio y diverso conjunto de casos de prueba.
Desarrollo
En esta sección se describen las líneas de
investigación mencionadas en la introducción.
Mejora del algoritmo artificial bee colony
La inteligencia swarm es el estudio de sistemas
computacionales inspirados por la cooperación de
un gran número de agentes homogéneos en el
medio ambiente. Una colonia de hormigas o de
abejas, una bandada de pájaros, o un sistema
inmune son ejemplos típicos de sistemas de enjam-
bres. Tereshko y Loengarov [4] consideran una col-
mena de abejas como un sistema dinámico, donde
recopilar información de un entorno y ajustar su
comportamiento de acuerdo con ésta produce una
toma de decisiones inteligente al mejorar el nivel
de comunicación entre los individuos. Teniendo
en cuenta las ideas de Tereshko y Loengarov,
Karaboga et al. [5] proponen un algoritmo de
optimización basado en el comportamiento in-
teligente del enjambre de abejas (artificial bee
colony, ABC).
En la literatura se presentan alternativas
que modifican el método original para generar
una fuente de comida candidata (o solución
candidata) [6], [7], [8], [9], pero estas alternativas
son solo pequeñas variaciones del esquema
tradicional. El mecanismo utilizado por ABC
para producir una nueva solución candidata es
muy similar al procedimiento llevado a cabo por
los operadores de recombinación en la literatura
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de los algoritmos evolutivos. En este sentido, se
consideró la aplicación de otros mecanismos para
generar nuevas posiciones de fuentes al utilizar los
operadores de recombinación, cuyo efecto sobre
el desempeño de ABC aún no se ha estudiado
y su impacto podría ser más significativo que
el enfoque tradicional. En consecuencia, se
analizó el efecto del uso de seis operadores
de recombinación diferentes para crear nuevas
posiciones de alimentos en el paso de la abeja
empleada del algoritmo ABC. Dado que ABC
trabaja con soluciones codificadas en los reales,
se eligieron los siguientes operadores evolutivos:
aritmético, aritmético-Max-Min, lineal, binomial,
de un punto y multipunto. El desempeño de estas
variantes algorítmicas se evaluó al usar el conjunto
de prueba IEEE CEC’2008 [10], especialmente
diseñado con problemas de minimización de gran
escala (es decir con dimensiones de 100, 500 y
1000 variables).
Optimización del diseño de redes de distribu-
ción de agua
Se requiere un método de solución eficaz que sea
confiable y fácil de usar para la optimización de
las redes de distribución de agua, que proporcionan
un servicio esencial en todas las comunidades.
La optimización no solo aborda los costos de
capital y operativos junto con el rendimiento y la
confiabilidad hidráulica, sino también la gestión
competente de la energía . En consecuencia, las
metaheurísticas brindan, una vez más, una alter-
nativa de solución eficiente. Por este motivo, en
esta línea de investigación se analizan y diseña
dos variantes metaheurísticas que resuelven este
problema, SA e ILS.
Dada las características propias de este tipo
de redes, una vez que SA o ILS arman una
determinada solución, la prueban y evalúan por
medio del simulador EPANET 2.0 [11]. Este
simulador, además, resuelve todas las ecuaciones
hidráulicas de forma externa. Los problemas que
se utilizan para efectuar los experimentos son
de periodo simple y multi periodo, en donde el
patrón de demanda varía con el tiempo. Si bien,
aún, no se cuenta con resultados fehacientes,
por estar en la fase inicial, se puede observar
que los algoritmos desarrollados logran un buen
desempeño al reducir en forma considerable los
costos de las redes.
Compendio de metaheurísticas eficientes para
resolver el FJSSP
Generalmente, el FJSSP es un entorno de pro-
ducción más realista y, por consiguiente, en la
práctica es más aplicable que el JSSP. Sin embargo,
el FJSSP es más complejo [12]) que el JSSP
debido a su decisión adicional de asignar cada
operación a la máquina apropiada (enrutamiento),
además de, secuenciar las operaciones en estas
máquinas (planificación o scheduling). Debido a
la complejidad mencionada de FJSSP, se sugiere la
adopción de métodos heurísticos porque producen
schedules de muy buena calidad en un tiempo
razonable, en lugar de buscar una solución óptima,
posible sólo para casos pequeños. En los últimos
años, la adopción de metaheurísticas [13] ha dado
lugar a mejores resultados que los algoritmos ex-
actos o los heurísticos greedy [14], [15], [16].
Por todo lo anterior, se adaptaron y analizaron
diferentes metaheurísticas para resolver el FJSSP
con el objetivo de ofrecer una referencia de
base para la comparación, utilizando diferentes
metaheurísticas para cubrir un amplio espectro
algorítmico, desde los métodos de trayectoria
hasta los métodos basados en la población. De
esta forma, obtenemos un valioso compendio
de enfoques para FJSSP al especificar sus
cualidades desde dos puntos de vista: primero,
adaptando las metaheurísticas para resolver el
problema y, en segundo lugar, encontrando
schedules de buena calidad con un bajo esfuerzo
computacional. En consecuencia, la metodología
seguida en este estudio empírico consiste en
adaptar cinco metaheurísticas para resolver el
FJSSP: SA, Iterated Local Search (ILS), CS,
Genetic Algorithms (GA) e Imperative Competive
Algorithm (ICA). Se evaluaron y compararon
cada una de ellas en un conocido conjunto de
instancias de prueba del problema.
XX Workshop de Investigadores en Ciencias de la Computacio´n 72
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
Aplicación de MBO al problema de ruteo
vehicular
El problema de ruteo vehicular con capacidad
(CVRP) es ampliamente conocido por su
complejidad y por su vasta aplicación en la
logística empresarial. Muchas han sido las
técnicas algorítmicas usadas para resolverlo y
MBO es una que aún no había sido considerada
para tal fin. MBO [1] toma como referencia el
comportamiento de las aves durante sus largos
viajes migratorios y lo reformula en un algoritmo
de optimización. Aquí se trata a las soluciones
como aves migratorias que emprenden el vuelo,
por ende el primer paso consiste en generar
de forma aleatoria las aves que compondrán
la formación y ubicarlas de manera hipotética
en forma de “V”. A partir de estas soluciones
iniciales, el algoritmo comenzará la exploración y
explotación del espacio de búsqueda, simulando la
rotación de las aves en la formación de vuelo. El
trabajo de investigación consistió en adaptar este
algoritmo al CVRP, al modificar la representación
de la solución y los operadores de movimiento;
los cuales diferían de los definidos originalmente
para MBO. Esto significó modificaciones en la
inicialización de la población, en la definición de
la estructura de vecindario y en su manejo.
Resultados obtenidos
A continuación se detallan los resultados
obtenidos por cada una de las líneas de inves-
tigación abordadas, excepto en la referida a la
optimización de redes de distribución de agua por
encontrarse en una fase inicial.
Los resultados obtenidos, al analizar los seis
operadores de recombinación diferentes para crear
nuevas fuentes de alimentos en el algoritmo ABC,
sugieren el uso de la recombinación aritmética
como una alternativa interesante al método orig-
inal [17]. Dado que este operador presenta un
rendimiento muy bueno en términos del rango de
calidad promedio y el esfuerzo computacional para
todas las funciones y dimensiones consideradas.
Además, el desempeño de los otros operadores que
ajustan las variables en las soluciones (operadores
de recombinación lineal y aritmético Max-Min)
es similar al comportamiento del algoritmo orig-
inal. En cambio, los algoritmos ABC que aplican
operadores de recombinación binomial, de un solo
punto y multipunto, y solo copian partes de otras
soluciones para crear uno nuevo, no parecen ser
buenas alternativas para el algoritmo ABC, debido
a la baja calidad de sus soluciones para cualquier
función y dimensión.
En cuanto al compendio de diferentes meta-
heurísticas para resolver el FJSSP, se incluyeron
dos metaheurísticas basadas en trayectoria (SA e
ILS) y tres basadas en población (CS, GA e ICA)
para dar un amplio espectro de posibles soluciones
al problema de programación mencionado. Los
resultados indican que las metaheurísticas basadas
en trayectoria fueron precisas y eficientes para
solucionar el FJSSP [18]. En el estudio llevado
a cabo en este trabajo, SA es el algoritmo de
mejor rendimiento para resolver el FJSSP. Además,
cuando SA se contrasta con algoritmos en la lit-
eratura, también se convierte en el mejor enfoque.
Como consecuencia, SA brinda soluciones precisas
a este problema de NP-hard de una manera efi-
ciente y competitiva.
El desempeño de MBO fue puesto a prueba
con numerosas instancias de CVRP de variada
complejidad, obteniendo resultado de buena
calidad en tiempos razonables. Esto motiva a
continuar trabajando en la mejora del método de
exploración de MBO, con el fin de alcanzar la
solución óptima en la mayor cantidad de instancias
posibles. Es decir que, dado a los bajos tiempos
de cómputo de la metaheurística se dispone de un
margen de acción que permite llevar a cabo esta
tarea y mantener valores de tiempo competitivos.
Formación de recursos humanos
Cada año se incorporan al proyecto alumnos
avanzados en la carrera Ingeniería en Sistemas,
quienes trabajan en temas relacionados a la res-
olución de problemas de optimización usando téc-
nicas inteligentes, con el objeto de guiarlos en
el desarrollo de sus tesinas de grado y, también,
de formar futuros investigadores científicos. Por
otra parte, los docentes-investigadores que integran
el proyecto realizan diversos cursos de posgrado
relacionados con la temática del proyecto, con
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el objetivo de sumar los créditos necesarios para
cursar carreras de posgrado.
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  Los sistemas de scheduling son el 
corazón de todo sistema de planificación 
de la producción. Las nuevas tecnologías 
traen consigo amenazas y oportunidades 
para la industria, en este contexto, los 
sistemas de scheduling no escapan a esta 
realidad. El objetivo de este proyecto es 
investigar sobre métodos y técnicas en 
pos de integrar las tecnologías de cloud 
computing, web de tiempo real, software 
product lines y de los solucionadores para 
optimización en el desarrollo de sistemas 
de scheduling de producción. 
 
Palabras clave:  
Scheduling de produccion,  cloud 
computing, web de tiempo real 
Contexto 
Este trabajo se desarrolla en el marco 
del  proyecto denominado “Desarrollo de 
sistemas de scheduling producción 
utilizando computación en la nube, web 
de tiempo real, y línea de productos de 
software”. La unidad ejecutora es el 
Laboratorio de Informática Aplicada a la 
Innovación del Instituto de informática de 
la Facultad de Ciencias Exactas Físicas y 




Entre las últimas tecnologías que se 
han instalado en el mercado, la 
computación en la nube (cloud 
computing) es una tecnología que está 
permitiendo que las pequeñas y medianas 
empresas utilicen los software  que en la 
década pasada estaba solo permitidos, por 
sus costos de licenciamiento, a las 
grandes empresas. Las herramientas 
informáticas que permiten solucionar 
problemas de scheduling se denominan  
“optimization solvers”, son plataformas 
que permiten modelar, diseñar e 
implementar soluciones para problemas 
de optimización. Los problemas de 
scheduling son un caso particular de los 
problemas de optimización. Muchas de 
estas herramientas están desplegadas en la 
nube como servicios. Web de tiempo real  
se refiere a la capacidad que tiene una 
aplicación web de comunicar  diferentes 
usuarios o dispositivos de manera tal que 
la información está disponible  tan pronto 
es publicada por su autor, es decir no 
requiere que cada participante observe 
periódicamente la fuente para ver si 
existen información nueva o modificada. 
Software product lines es una 
tecnología que promueve la reutilización 
del software para el desarrollo de familias 
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de productos, recientemente estas técnicas 
se están aplicando a la construcción de 
aplicaciones que se ejecutan en el modelo 
de cloud computing, dicha tecnologías  se 
conocen como cloud-based software 
product lines.  
El resultado de la integración de estas 
tecnologías debe permitir disponer de 
sistemas scheduling que se ejecuten en la 
nube, hagan uso de la web de tiempo real, 
y aprovechen todos los beneficios que 
una línea de producto de software brinda 
en cuanto a customización y reducción de 
costos de implementación y 
mantenimiento. 
.  
Sistemas de scheduling en 
dominios industriales 
Los problemas de Scheduling aparecen 
en diferentes dominios, este proyecto 
trata con problemas de scheduling que 
surgen en el dominio industrial  y que en 
la industria que se denominan production 
scheduling o manufacturing scheduling. 
La definición más clásica de la palabra 
scheduling dice : “Scheduling es el 
problema de asignar recursos limitados a 
tareas en el tiempo con el objeto de 
optimizar uno o más objetivos” [1]. En la 
industria, un sistema de scheduling es el 
corazón del sistema de planificación y 
control de la producción. Normalmente el 
sistema de scheduling interactúa con otros 
sistemas de fabricación, tales como ERP 
(Entreprise Resource Planning) y MES 
(Manufacturing Execution System). 
Existe una literatura muy extensa sobre 
scheduling y se ha escrito mucho sobre 
modelos y algoritmos que resuelven 
problemas de scheduling. Sin embargo, 
poco son los artículos que tratan de cómo 
traer estos modelos y algoritmos a 
implementaciones reales. Esto se conoce 
como el “hueco o gap” entre la teoría y la 
práctica de scheduling [2].  Para cerrar 
este hueco entre la teoría y la práctica los 
modelos y algoritmos de scheduling se 
deben implementar en una pieza de 
software que satisfaga las necesidades 
que tiene una empresa en el área de 
scheduling. Esto implica llevar a cabo un 
proceso de desarrollo de software para 
obtener un producto final, es decir un 
sistema de scheduling y que ayude a la 
toma de decisión. Según Yen y Pinedo [3] 
un sistema de scheduling se compone tres 
módulos: (1) módulos de base datos y 
base de conocimiento, (2) módulos del 
motor de scheduling y (3) módulo de 
interface de usuario.  La parte esencial de 
todo sistema de scheduling es el 
desarrollo del motor de scheduling, es 
donde se vinculan las necesidades que 
tiene la empresa con los modelos y 
algoritmos de scheduling.  
Debido a los avances tecnológicos y 
evolución del mercado nuevas 
necesidades por parte de la empresa han 
surgido. McKay et al. [4] describen un 
conjunto de necesidades o requisitos que 
debe reunir un sistema de scheduling, 
algunos de los cuales se refieren a los 
algoritmos de secuenciación y al uso del 
sistema. Con respecto a los algoritmos de 
secuenciación, éstos deben ser flexibles y 
configurables. Deben ser capaces de 
manejar diversos criterios (scheduling 
multicriterio). A estos requisitos se les 
debe agregar otros tales como facilitar el 
mantenimiento y  la reducción de costos 
de desarrollo.  
Por último , [5] intenta integrar esta 
definiciones definiendo a un 
manufacturing scheduling como el 
proceso de toma de decisión que consiste 
de asignar un conjunto de 
operaciones/tareas requeridas para 
manufactura un conjunto de productos 
con los recursos existentes en una planta, 
como así también los tiempos necesario 
para iniciar estas operaciones o tareas. Un 
Schedule o plan se define como un 
conjunto específico de asignaciones de 
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operaciones o tareas a los recursos sobre 
una escala temporal. 
 
Evolución de los sistemas de 
scheduling  
La investigación en el diseño y 
desarrollo de sistemas de scheduling se 
puede clasificar en 5 generaciones. 
Inicialmente,  esta clase de problemas fue 
abordada por el área de la ingeniería 
industrial, y posteriormente por el 
dominio de la investigación operativa. En 
los comienzos del siglo pasado, Henry L. 
Gantt, fue uno de los primeros en 
proponer un sistema de scheduling: daily 
balance “el equilibrio diario” que consiste 
en un método de programar y de registrar 
el trabajo. En 1960 se desarrolló Planalog 
Control Board, una herramienta que 
constaba de una pizarra y entre otras 
cosas podía forzar restricciones de 
precedencia. Los primeros sistemas de 
scheduling computarizados nacieron con 
el MRP (Material Requeriment  
Planning). En la segunda generación 
surgen los ISS (Intelligent Scheduling 
Systems), tales como ISIS  y OPIS de [6]. 
Esta fue una etapa donde el problema de 
scheduling se comenzó a abordar con 
técnicas de inteligencia artificial tales 
como algoritmos genéticos, simulated 
annealing, redes neuronales y constraint 
satisfaction techniques. En esta 
generación aparecen los sistemas de 
scheduling que se construyen   utilizando 
técnicas de KBS (Knowlegde Based 
Systems). La tercera generación se inició 
con el surgimiento del paradigma 
orientado, dando origen  a sistemas de 
scheduling desarrollados con esta 
tecnología. Esto permitió el desarrollo de 
frameworks especializados en scheduling, 
los cuales encapsulan técnicas de 
inteligencia artificial [7]. La cuarta 
generación de sistemas de scheduling es 
la que se integra en lo que se conoce 
como Avanced Planning and Scheduling 
Systems [8]. La quinta generación está 
surgiendo actualmente, está basada sobre 
la reutilización sistemática del software, 
la computación en la nube y la web de 
tiempo real.  
Computación en la nube.  
Según [9] Cloud Computing es un 
modelo para habilitar acceso conveniente 
por demanda a un conjunto compartido de 
recursos computacionales configurables, 
por ejemplo, redes, servidores, 
almacenamiento, aplicaciones y servicios, 
que pueden ser rápidamente 
aprovisionados y liberados con un 
esfuerzo mínimo de administración o de 
interacción con el proveedor de servicios.  
La característica principal de este modelo 
es que el software se despliega como 
servicios que están alojados en la nube, 
aquí los usuarios  pagan por lo que usan, 
es decir son servicios elásticos. Esta 
característica permite una escalabilidad 
flexible de un sistema basado en el 
modelo de cloud computing, es decir un 
sistema puede atender a un solo usuario 
en un momento y a miles de usuarios en 
otro momento, los costes de la atención 
varían en función de la cantidad de 
usuarios que hay para un momento dado. 
Normalmente en este modelo atender 
pocos usuarios resulta mucho más 
económico que comprar las licencias de 
un software.  
 
Programación web en tiempo real 
La web en tiempo real es la web en la 
que los datos se entregan a sus 
destinatarios (sean humanos o máquinas) 
en tiempo real o casi real, tan pronto 
como estén disponibles. Su alcance se 
extiende desde las finanzas y 
herramientas médicas, a los servicios de 
redes sociales y medios de comunicación. 
Los principales requisitos y capacidades 
de aplicaciones en tiempo real son 
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interactividad para presentar los datos en 
tiempo real a los clientes, capacidad para 
mantener una conexión permanente con el 
servidor, protocolo de transmisión de 
datos más rápida, capacidad para integrar 
la lógica del cliente para reducir la carga 
del servidor, capacidad para enviar datos 
de múltiples fuentes, incluyendo los 
cambios de otros usuarios [10].  
Meteor es un framework de JavaScript 
que tiene como objetivo automatizar y 
simplificar el desarrollo de aplicaciones 
web que actúan en tiempo real. Usa la 
comunicación en tiempo real mediante un 
protocolo llamado Distributed Data 
Protocol (DDP), que es admitido en 
navegadores nuevos que usan 
WebSockets o en navegadores anteriores 
que usan Asynchronous JavaScript + 
XML (Ajax) de sondeo largo. En ambos 
casos, la comunicación navegador-
servidor es transparente [11]. 
Líneas de producto de software 
La Línea de Productos de Software 
(LPS) se refiere a técnicas de ingeniería 
para crear sistemas de software que 
comparten un conjunto común y 
gestionado de características que 
satisfacen las necesidades específicas de 
un segmento de mercado y son 
desarrollados a partir de un conjunto 
compartido de activos de software, 
usando un medio común de producción 
[12-14]. Los beneficios que se tienen al 
hacer uso de la LPS es la entrega de 
productos de software de una manera más 
rápida, económica y con una mejor 
calidad. 
 El Desarrollo de Software Orientado a 
Características (DSOC) es un paradigma 
para la construcción, la personalización, y 
la síntesis de Sistemas de Software. Una 
característica es un aspecto de un sistema 
de software distintivo o visible para el 
usuario. La idea básica de DSOC es 
descomponer los sistemas de software en 
características con el fin de proporcionar 
opciones de configuración y facilitar la 
generación de sistemas de software 
basado en una selección de características 
[15]. De esta manera, una línea de 
productos de software se refiere a un 
conjunto de sistemas de software que 
pueden ser obtenidos a partir de un 
determinado conjunto de características. 
Un determinado código (o parte) es 
mapeado en una característica con el 
objeto de construir un sistema de software 
a medida con la única acción de 
seleccionar las características que se 
desean de este software. FeatureIDE es un 
marco de trabajo para el Desarrollo de 
Software Orientado a Características 
(DSOC) basado en Eclipse. Según [16], 
FeatureIDE se enfoca en todo el proceso 
de desarrollo e incorpora herramientas 
para la implementación de Líneas de 
Producto de Software en un Entorno de 
Desarrollo Integrado. FeatureIDE soporta 
la implementación de varias técnicas 
como la programación orientada a 
características, la programación orientada 
a aspectos y preprocesadores.  
Resultados y Objetivos 
El objetivo es investigar  sobre 
métodos y técnicas en pos de integrar las 
más recientes tecnologías de cloud 
computing, web de tiempo real, software 
product lines y de los solucionadores para 
optimización en el desarrollo de sistemas 
de scheduling de producción. 
Estas nuevas tecnologías presentan 
nuevos desafíos y oportunidades para los 
sistemas de toma de decisión y 
optimización en particular para los 
sistemas de planificación y scheduling de 
la producción. La toma de decisión y 
optimización es una línea de 
investigación en la que el grupo de 
investigación cuenta con mucha 
experiencia. Por otro lado, nuestro grupo 
de investigación en los últimos años 
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también ha estado trabajando en otros 
proyectos relacionados con estas 
tecnologías desde que las mismas se 
consideraban emergentes. Creemos que 
las tecnologías ya están los 
suficientemente maduras como para ser 
incorporadas a los sistemas de toma de 
decisión y optimización. 
Formación de Recursos Humanos 
El equipo de trabajo que lleva adelante 
este proyecto se compone de  
• 5 docentes investigadores,  
• 3 tesistas de grado en período de 
finalización. 
• 2 tesistas de grado en período 
iniciación. 
• 2 tesistas de posgrado (maestría) 
iniciando sus trabajos. 
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RESUMEN 
El constante aumento en el uso de modelos 
computacionales en la industria financiera 
específicamente en el trading de valores  
[Boehmer, Fong & We, 2015; Chaboud, 
Hjalmrsson, 2015] ha traído como consecuencia 
errores en los modelos dado a la mala 
codificación de los programas involucrados. 
El objetivo general del proyecto es el desarrollo 
de un modelo de inteligencia artificial que tome 
decisiones de compra y venta de valores 
bursátiles en forma automática (trading 
algorítmico) y pueda presentar una performance 
similar a un operador humano. De forma 
adicional, para la construcción del modelo 
propuesto se realizará una experimentación 
controlada, haciendo uso de los patrones de 
error más comunes, incorporando a la propuesta 
un modelo de auditoria para la evaluación de 
los algoritmos utilizados en trading algorítmico. 
 
Palabras clave: Inteligencia Artificial, Trading 




El Proyecto articula líneas de investigación del 
Grupo de Investigación en Sistemas de 
Información y el Laboratorio de Investigación y 
Desarrollo en Arquitecturas Complejas de la 
Licenciatura en Sistemas del Departamento de 
Desarrollo Productivo y Tecnológico de la 
Universidad Nacional de Lanús. Dentro de la 
mencionada Universidad, el Proyecto está 







En la actualidad el 75% de las transacciones 
bursátiles que se hacen en el mundo son 
ejecutadas por sistemas computacionales, 
comúnmente llamados robots; es aquí donde se 
ha detectado una vacancia de conocimiento que 
amerita la dedicación de recursos y esfuerzos al 
mismo, pues estos robots son artefactos 
software codificados por un programador, esto 
hace que exista la probabilidad de errores en el 
código que pueden producir colapsos en el 
sistema financiero.  Esto ya ha pasado en el 
pasado reciente, flash crash 2010, pero lo más 
importante que se incrementarán las 
probabilidades, pues cada vez más se utiliza 
estos modelos computacionales. 
 
Se han hecho estudios sobre el análisis de 
sentimiento para la implementación de modelos 
de este tipo [Kleinnijenhuis, Schultz y Oegema, 
2013], permitiendo incluir a la opinión de 
internautas en los modelos de toma de 
decisiones sobre compra y venta de valores.  
Por otra se ha trabajado en el descubrimiento de 
reglas aplicando modelos evolutivos [Hua, Liu, 
Zhanga, 2015]  que interactúan con los modelos 
basados en sentimientos. 
También se ha encontrado evidencia sobre 
trabajos en modelos de evaluación de 
performance de trading algorítmico [Cooper, 
Ong & Van Vliet, 2015], los cuales permiten 
una vez estos se encuentren en producción 
medir su  rendimiento; a esto se le agrega los 
modelos de evaluación de la calidad de los 
mercados y el trading algorítmico [Scholtus, 
Dijk, Frijns, 2014], estos últimos hacen especial 
referencia a   la volatilidad que inyectan al 
mercado los modelos de trading algorítmico.  
También se ha trabajado en modelos para la 
deteccion de precios [Brogaard, Hendershott, 
Riordan  2014; Viljoen, Westerholm & Zheng 
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2016; Brogaard, Hendershott, Riordan, 2016], 
haciendo un intento de detectar la volatilidad 
dada por los mercados.   
Otro conjunto de investigadores han trabajado 
en técnicas para la selección de porfolio 
[Berutich, López & Luna, 2016]  mediante 
modelos computacionales, estos intentan 
obtener una cartera de inversiones optimas sin 
el sesgo cognitivo que suelen aplicar los seres 
humanos a estas. 
Un aporte sustancial al problema en cuestión lo 
ha hecho Jakob Arnoldi [Arnoldi, 2015] 
demostrando como el trading algorítmico 
modifica hoy en día el precio de la acciones, 
bonos o mercado en el que se encuentre 
operando este tipo de modelos; por otra parte,  
Eric Allen [Alen, 2002] ha descripto las 
principales características y patrones en los 
errores en la codificación de software. 
Continuando con la línea de investigación en el 
área del trading algorítmico, se pueden 
mencionar aportes por parte de [Hasbrouck & 
Gideon, 2013; Evans, Pappas & Xhafa, 2013; 
Tarun et.al.,2013; Arnoldi, 2015; Nuij et.al., 
2015] donde hacen mención a los cambios 
producidos en los precios de los valores por el 
uso de modelos de trading algorítmico. 
Es de destacar que al momento de llevar 
adelante el proceso de revisión sistemática para 
este proyecto no se ha podido detectar  trabajos 
que integren el trading algorítmico y la 
detección de errores en el código de los 
mismos. En este contexto, se define como 
objetivo general del presente proyecto es el 
desarrollo de un modelo de inteligencia 
artificial que tome decisiones de compra y venta 
de valores bursátiles en forma automática 
(trading algorítmico) y pueda presentar una 
performance similar a un operador humano. 
La relevancia de la investigación está dada en 
tres sentidos en el área científica al momento de 
realizar la investigación documental no se ha 
encontrado una aproximación de este tipo al 
problema, si similares como se detalla en los 
siguientes apartados.  Social, las próximas crisis 
económicas no se producirán por guerras o 
desastres naturales, sino por los errores en la 
forma de hacer transacciones automática, y la 
sociedad en su conjunto pedirá explicaciones 
sobre porque han perdido sus ahorros, es ahí 
donde la universidad deberá dar explicaciones y 
en el mejor de los casos, advertir antes que esto 
suceda.  El tercer pilar es en el terreno 
educativo, cuanto más se sepa sobre este tema, 
se lo podrá controlar mejor. 
 
OBJETIVOS Y METODOLOGÍA DE 
DESARROLLO 
Objetivo general o marco de referencia  
 
El problema al que se enfrenta la sociedad en su 
conjunto es, como se dijo en el apartado 
anterior, el 75% de las transacciones bursátiles 
que se hacen en el mundo son ejecutadas por 
sistemas computacionales, en consecuencia es 
muy alto el porcentaje de errores de 
codificación al que están expuestos los sistemas 
financieros. 
 
Por esto, el objetivo principal es el del 
desarrollo de un modelo de inteligencia 
artificial para la toma de decisiones en la 
compra y venta de acciones y otros valores en la 
bolsa de comercio, este nos permitirá generar 
las simulaciones necesarias para reconocer los 
patrones de error y poder hacer un aporte 
sustancial al área de incumbencia del mismo.  
 
Estrictamente, los aportes que se espera de esta 
investigación son: (a) modelo de simulación de 
algoritmos basados en inteligencia artificial 
para  compra y venta de acciones y otros 
valores en la bolsa de comercio; (b) Detección 
de patrones de errores en este modelo de 
algoritmo y (c) presentar un modelo de 
auditoria que permite reducir el impacto ante la 





Objetivo Especifico 1: Desarrollar un Proceso 
de Construcción de Algoritmos Basados en 
Inteligencia Artificial para la toma de 
decisiones en la compra y venta de Acciones en 
la bolsa de comercio. 
Objetivo Especifico 2: Reconocimiento de los 
patrones de errores más comúnmente realizadas 
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en el desarrollo de modelos de trading 
algorítmico. 
Objetivo Especifico 3: Desarrollar un Proceso 
de Auditoria para la evaluación de los 
algoritmos utilizados en trading algorítmico. 
 
Metodología: 
Para construir el conocimiento asociado al 
presente proyecto de investigación, se seguirá 
un enfoque de investigación clásico [Riveros y 
Rosas, 1985; Creswell, 2002] con énfasis en la 
producción de tecnologías [Sábato y 
Mackenzie, 1982]; identificando métodos, 
materiales y abordaje metodológico necesarios 




Las revisiones sistemáticas [Argimón, 2004] de 
artículos científicos siguen un método explícito 
para resumir la información sobre determinado 
tema o problema. Se diferencia de las revisiones 
narrativas en que provienen de una pregunta 
estructurada y de un protocolo previamente 
realizado. 
 
Prototipado Evolutivo Experimental 
(Método de la Ingeniería): 
El prototipado evolutivo experimental [Basili, 
1993] consiste en desarrollar una solución 
inicial para un determinado problema, 
generando su refinamiento de manera evolutiva 
por prueba de aplicación de dicha solución a 
casos de estudio (problemáticas) de 
complejidad creciente. El proceso de 
refinamiento concluye al estabilizarse el 
prototipo en evolución.  
 
Materiales: 
Para el desarrollo de los formalismos y procesos 
propuestos se utilizarán: 
 Formalismos de modelado conceptual 
usuales en la Ingeniería de Software 
[Rumbaugh et al., 1999; Jacobson et al., 
2013] y en la Ingeniería del 
Conocimiento [García-Martínez y 
Britos, 2004]. 
 Modelos de Proceso usuales en 
Ingeniería de Software [IEEE, 1997; 
ANSI/IEEE, 2007; Oktaba et al., 2007]. 
 Normativas de Mercados de 
Capitalesvigentes sobre las 
responsabilidades del Estado [Ley 




Se espera tener las versiones de los siguientes 
productos: (i) Proceso de Proceso de 
Construcción de Algoritmos Basados en 
Inteligencia Artificial, (ii) Modelo de 
reconocimiento de los patrones de errores 
comúnmente realizadas en el desarrollo de 
modelos de trading algorítmico, (iii) Proceso de 
Auditoria para la evaluación de los algoritmos 
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Durante más de catorce años de desarrollo de 
proyectos de investigación en las áreas de 
autómatas, lenguajes y redes neuronales 
artificiales, entre otras muchas temáticas 
afines, se ha conformado una masa crítica de 
recursos humanos capacitados, dotados de los 
conocimientos, experiencia y trayectoria para 
generar un consistente equipo de trabajo. La 
necesidad de conformar un ámbito más 
estructurado, concentrado y formal donde se 
establezca la discusión científica, académica y 
práctica de los distintos temas involucrados, 
de las líneas de acción a emprender a futuro, 
de las formas de financiamiento a utilizar y 
del modo trabajo que promueva la sinergia de 
equipo, guían la propuesta de conformación 
de un Grupo UTN de I+D en temáticas afines 
a los proyectos ya realizados y en marcha de 
estos investigadores. El “Grupo de Estudio, 
Investigación, Desarrollo y Transferencia en 
Aprendizaje Automático, Lenguajes y 
Autómatas” (GA2LA) es presentado aquí con 
sus antecedentes, expectativas y líneas de 
investigación.   
Palabras clave: redes neurales artificiales, 
autómatas, lenguaje formal, lenguaje natural. 
CONTEXTO 
En 2002, se crea el Laboratorio de Investiga-
ción de Software (LIS) en la Facultad Regio-
nal Córdoba de la Universidad Tecnológica 
Nacional, con aportes de Microsoft Research 
de E.E.U.U. y de la Universidad. Las activi-
dades de investigación y desarrollo inician 
formalmente en el ámbito académico, apro-
ximadamente por el año 2004. Desde enton-
ces los sucesivos integrantes del LIS han de-
finido y llevado adelante proyectos de inves-
tigación acreditados por la Secretaría de Cien-
cia y Técnica de la UTN y otros organismos 
(Agencia Córdoba Ciencia, Ministerio de 
Ciencia y Tecnología de la Prov. de Córdoba, 
CONICET, ANPCYT), relacionados al estu-
dio, diseño, desarrollo, implementación y 
transferencia, en las temáticas de ingeniería 
de software, modelos evolutivos y conexio-
nistas, máquinas abstractas/autómatas, proce-
samiento de lenguaje natural y de lenguajes 
formales. Estos proyectos que se encuadran 
en líneas afines de investigación son los que 
dan origen a la idea de conformar el grupo 
que presentamos en este artículo. 
En UTN, “Grupo” y “Centro” son entidades 
formales de I+D con características especiales 
definidas en sus estatutos. 
Algunos proyectos de los integrantes y 
exintegrantes del LIS han formado parte 
durante años del Grupo de Inteligencia 
Artificial (GIA) desde su constitución en 
2007 y del CIDS (Centro de Investigación, 
Desarrollo y Transferencia de Sistemas de 
Información, ex grupo GIDTSI) desde su 
creación en 2014 (entidades de las cuales el 
director propuesto para el nuevo grupo 
GA2LA es miembro fundador). Así éstos, se 
constituyen en el origen natural del nuevo 
grupo en formación. 
Es oportuno señalar, que quien se propone 
como director del grupo GA2LA fue el primer 
jefe a cargo del LIS y el codirector propuesto 
es el actual jefe a cargo del LIS, por lo que 
seguimos en contacto con el mismo.  
1. INTRODUCCIÓN 
Como producto de las actividades de I+D 
indicadas, en la temática específica del grupo 
GA2LA se desarrollan y se han desarrollado 
los siguientes proyectos: 
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a. Relaciones entre los momentos de aprendi-
zaje y de reconocimiento de las redes neuro-
nales artificiales y la evolución espacio-
temporal de autómatas celulares (2004-2005): 
este proyecto estudió la historia de los pesos 
sinápticos de una red neuronal artificial tipo 
perceptrón multicapa durante su entrenamien-
to, intentando determinar si la misma podía 
ser construida por algún autómata celular del 
tipo unidimensional. También se estudió la 
historia de los estados de las neuronas de re-
des Hopfield durante la fase de reconocimien-
to de patrones, con el mismo fin. 
b. Construcción de herramientas didácticas 
para la enseñanza y ejercitación práctica en 
laboratorio de la asignatura Sintaxis y Semán-
tica del Lenguaje en la carrera de Ingeniería 
en Sistemas de Información (2006-2008): este 
proyecto sistematizó el conocimiento previsto 
para la asignatura SSL, generando una herra-
mienta de autoevaluación y simuladores de 
máquinas abstractas y procedimientos sobre 
gramáticas formales. 
c. Evaluación de arquitecturas y técnicas de 
entrenamiento de redes neuronales multicapa 
de perceptrones (2006-2008): su intención fue 
determinar cómo lograr el afinado del conjun-
to de parámetros que definen una red neuronal 
artificial, para obtener el mejor desempeño 
posible de la misma en sus tareas de recono-
cimiento. 
d. Redes neurales artificiales y autómatas ce-
lulares. Estudio y aplicaciones (2008-2011): 
seguido de (a), además de seguir con su obje-
tico inicial, aquí se desarrollaron aplicaciones 
de software bajo convenios, para empresas de 
desarrollo de software (VATES S.A.), para 
reconocimiento de imágenes de preparados de 
laboratorio de la Facultad de Veterinaria de la 
UCC y para el Instituto de Investigaciones 
Geo-Históricas (IIGHI-CONICET) sobre la 
metodología para el cálculo del riesgo para la 
salud de las viviendas urbanas. Este último 
fue además transferido a centros de investiga-
ción en Argentina, Paraguay, Brasil, Cuba y 
Colombia. 
e. Transferencia del sistema de software RVS 
2.1 para el cálculo de riesgo de la vivienda 
saludable en la Provincia de Córdoba (2008-
2009): con subsidio del Gobierno de Córdoba, 
se transfirieron productos de software y me-
todología diagnóstica a la Municipalidad de 
Villa del Totoral, Córdoba, Argentina. 
f. El riesgo de la vivienda urbana para la sa-
lud desde la perspectiva de la salud comunita-
ria y la vulnerabilidad sociodemográfica en 
las ciudades Resistencia (Chaco) y Córdoba 
(2009-2010): este es un proyecto PICT del 
IIGHI-CONICET del cual se participó como 
parte del grupo responsable, para reforzar las 
transferencias realizadas. 
g. Modelado para la predicción de incendios 
forestales en la Provincia de Córdoba (2010-
2012): utilizando datos históricos e índices 
específicos de incendios, se desarrolló un mo-
delo y herramienta para predecir dónde y de 
qué envergadura podrían producirse incendios 
en la zona serrana de Córdoba. 
h. Aseguramiento de la trazabilidad en pro-
yectos de desarrollo de sistemas de software 
(2010-2014): se estudió la aplicabilidad de los 
procesos de trazabilidad a los distintos tipos 
de sistemas desarrollados en distintos tipos de 
empresas. Se condujeron encuestas en empre-
sas del medio para obtener datos históricos 
que, además de métodos estadísticos que fue-
ron utilizados, alimentaron una red neural pa-
ra efectuar predicciones sobre trazabilidad. 
i. Redes neurales artificiales y autómatas ce-
lulares. Productos y aplicaciones (2012-
2014): seguido desde (d), este proyecto actua-
lizó las herramientas de software construidas 
en anteriores proyectos y realizó difusión y 
divulgación, en conjunto con investigadores 
de IIGHI-CONICET. Se realizó una transfe-
rencia a la Municipalidad de Benevides en el 
estado de Belem-Pará, Brasil y se estudian 
nuevas transferencias. 
j. Construcción de un modelo de pronósticos 
para predicción de incendios forestales en la 
Provincia de Córdoba, (2013-2016): seguido 
de (g), se profundizó el estudio del modelo, se 
generaron herramientas para obtención de in-
formación histórica por Internet y se entrena-
ron nuevas redes neurales para efectuar pre-
dicciones. 
k. Desarrollo de un sistema de análisis de tex-
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to no estructurado (2012-2013) / Fase II 
(2014-2015) / Fase III (2016-2017/18): estos 
proyectos (en relación con la tesis doctoral de 
uno de los integrantes de GA2LA), mediante 
técnicas de inteligencia artificial para el pro-
cesamiento de textos escritos en español e in-
glés, intenta determinar implicaciones lógicas 
entre distintas partes del mismo o entre distin-
tos textos. 
l. Evaluación del impacto de variantes no 
convencionales en el desempeño de autómatas 
finitos con memoria de pila (2015-2017/18): 
se definieron máquinas con memoria de pila 
con accesos no usuales, para determinar su 
efectividad en la resolución de distintos tipos 
de problemas. Se construyeron simuladores 
de estas máquinas que ayudaron en la experi-
mentación. 
m. Detección de errores sintácticos bajo el 
algoritmo de Earley (2014-2017/18): aquí se 
intenta determinar cómo se pueden informar 
adecuadamente (localización y tipo) sobre 
errores sintácticos de sentencias analizadas 
con el algoritmo de Earley. Se desarrollaron 
analizadores léxicos y sintácticos para expe-
rimentación y se estudia la relación entre el 
funcionamiento del algoritmo Earley y las 
redes de Petri, entre muchos otros aspectos. 
n. Redes neurales artificiales con aprendizaje 
profundo (2018-2020): este es un nuevo pro-
yecto iniciado muy recientemente, que se in-
teresa primeramente por la parte teórica del 
aprendizaje profundo para establecer cómo se 
visualizan las características de distinto nivel 
que esta técnica extrae de los datos de entre-
namiento. Por otro lado, trabajará con las he-
rramientas disponibles y posiblemente genere 
nuevas, para actualizar las transferencias de 
redes neurales entrenadas efectuados en ante-
riores proyectos. 
En todos estos proyectos, además de los lo-
gros específicos alcanzados según sus objeti-
vos de investigación y desarrollo, se formaron 
numerosos recursos humanos de grado (ya sea 
mediante prácticas supervisadas de alumnos 
próximos a recibirse, como a becarios alum-
nos) y de posgrado (becarios graduados, espe-
cialidades, maestrías y doctorados).  
Se efectuaron además numerosas transferen-
cias tanto a centros de investigación, como a 
empresas o entes oficiales de gobierno. 
Por otro lado, los integrantes de estos proyec-
tos se desempeñan en numerosas cátedras de 
distintas carreras de la Facultad Córdoba de la 
UTN y de otras universidades (Nacional de 
Córdoba, Instituto Universitario Aeronáutico, 
Blas Pascal, Católica de Córdoba, Nacional 
de Villa María) y en carreras de posgrado de 
las mismas. Por ello, siempre parte de los 
proyectos contienen algún objetivo académi-
co, por lo cual a las transferencias anteriores 
se deben agregar las transferencia efectuadas 
a las mismas cátedras de las cuales son parte 
los investigadores, mediante artículos, confe-
rencias y seminarios. 
Finalmente, todos los proyectos han realizado 
difusión de los conocimientos logrados en los 
más diversos congresos nacionales e interna-
cionales de informática y otros relacionados, 
participación en la redacción de libros y capí-
tulos de libros, y también se ha realizado di-
vulgación de las investigaciones en medios 
periodísticos, charlas en escuelas de nivel 
medio y artículos en páginas web. 
2. LINEAS DE INVESTIGACIÓN Y 
DESARROLLO 
De los proyectos indicados en la Introducción, 
se desprenden claramente al menos tres líneas 
de investigación y desarrollo interrelacionadas 
que el grupo GA2LA tendrá como ejes para su 
funcionamiento, a saber: 
 Autómatas y Lenguajes Formales 
 Procesamiento de Lenguaje Natural 
 Aprendizaje Automático 
Dentro del grupo propuesto, sus integrantes 
participan de entre muchas, de las cátedras de 
Sintaxis y Semántica de los Lenguajes, Inves-
tigación Operativa, Inteligencia Artificial, Al-
goritmos y Estructuras de Datos, Paradigmas 
de Programación, Simulación, Matemática 
Discreta y Análisis Matemático, por lo que las 
líneas se mezclan “adecuadamente” con sus 
inquietudes y trabajo académico habitual. 
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Además, han efectuado o tienen en marcha, 
posgrados relacionados con las mismas. 
3. RESULTADOS 
OBTENIDOS / ESPERADOS 
Los integrantes del grupo GA2LA en conjun-
to, como resultado de los proyectos realizados 
entre otras cosas, a la fecha han: 
 Realizado más de 70 presentaciones y pu-
blicaciones en congresos nacionales e in-
ternacionales. 
 Obtenido derechos de autor por productos 
de software en cuatro oportunidades. 
 Escrito 11 libros o capítulos de libros. 
 Participado en la organización de al menos 
siete congresos y workshops nacionales. 
 Participado en la evaluación de: artículos 
en congresos, revistas y journals naciona-
les e internacionales, proyectos en el Mi-
nisterio de Ciencia y Tecnología de Cór-
doba, categorización de investigadores en 
UTN, competencias de programación y de 
desarrollo de software, etc. 
 Participado de numerosas transferencias 
bajo convenio a centros de investigación, 
empresas y entes de gobierno local. 
 Dirigido tesis de maestría, especialidad, 
numerosas prácticas supervisadas y beca-
rios tanto de grado como graduados. 
Se espera que trabajando organizados en un 
grupo formal, estos logros puedan no solo 
mantenerse en el tiempo, sino incrementarse. 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
El grupo que se presenta está conformado por 
seis investigadores formados, seis investiga-
dores noveles y alumnos de grado y gradua-
dos (como becarios) de la Universidad Tecno-
lógica Nacional, Facultad Regional Córdoba. 
Actualmente, en los proyectos en proceso, se 
tienen en formación: 
 Dos doctorandos 
 Dos maestrandos 
 Un becario graduado 
 Siete becarios de grado 
Se piensa sumar en el corto plazo un nuevo 
doctorando y becarios de grado para los 
proyectos vigentes durante 2018. 
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En este artículo se describen las 
actividades desarrolladas y los subsistemas 
que conforman el proyecto de investigación 
denominado Desarrollo de Sistemas de 
Análisis de Texto. 
Este proyecto aborda la problemática del 
desarrollo de herramientas que permitan 
recolectar, tabular, y etiquetar, textos en 
diferentes formatos y de diferentes fuentes 
de información con el propósito de 
someterlos a un posterior análisis utilizando 
aprendizaje automático y técnicas de 
minería de datos. Además del desarrollo de 
estas herramientas, el proyecto contempla el 
desarrollo de sistemas de análisis de texto 
que puedan abordar problemas como el 
reconocimiento de paráfrasis, es decir 
identificar oraciones (o párrafos) que 
tengan el mismo significado, o bien 
identificar oraciones-párrafos que estén 
semánticamente relacionados entre sí 
mediante una relación de implicación. 
Las líneas de investigación en la que se 
encuadra el proyecto es dentro de las áreas 
de lingüística computacional y de 
aprendizaje automático. En particular, el 
proyecto se enfoca en modelos que utilizan 
redes neuronales artificiales (RNA)  para 
analizar y procesar textos no estructurados. 
 
Palabras clave: análisis de texto, extracción de 
información, corpus,  machine learning. 
Contexto 
El presente proyecto denominado 
Análisis de Texto (ADT) es un proyecto 
homologado por la SCyT de la UTN, y se 
enmarca dentro del área de computación 
lingüística. El mismo se desarrolla en el 
Laboratorio de Investigación de Software  
LIS1 del Dpto. de Ingeniería en Sistemas de 
Información de la Universidad Tecnológica 
Nacional Facultad Regional Córdoba 
(UTN-FRC). 
Actualmente, el proyecto se encuentra 
dentro del grupo de investigación 
denominado Grupo de Inteligencia 
Artificial (o GIA) de la UTN-FRC. 
Este grupo GIA nuclea proyectos de una 
línea de investigación relacionada al área de 
inteligencia artificial, redes neuronales 
artificiales, análisis y procesamiento de 
imágenes. 
El grupo se conforma por doctores, 
ingenieros, licenciados, becarios y pasantes. 
 
El proyecto de análisis de texto, junto 
con otros proyectos, la mayoría de los ellos 
surgidos en el laboratorio de investigación 
de software de la UTN-FRC, han dado 
origen a varias líneas de investigación 
consolidadas (teoría de autómatas y 
gramáticas formales, modelos de 
predicciones de fenómenos climatológicos, 
entre otros). Esta sinergia entre múltiples 
proyectos y líneas de investigación han 
llevado a la necesidad de creación de un 
nuevo grupo de investigación UTN el cual 
se encuentra en una etapa de formación, tal 
como se detalla en la sección de líneas de 
investigación, desarrollo e innovación. 
 
1. Introducción 
El proyecto denominado Desarrollo de 
Sistemas Análisis de Texto (ADT), aborda 
                                               
1 www.investigacion.frc.utn.edu.ar/mslabs/ 
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dos grandes problemas claramente 
diferenciados. El primero, relacionado a la 
necesidad de obtener información para 
poder construir corpus lingüísticos. El 
segundo, relacionado con el desarrollo de 
sistemas que hagan uso de dichos corpus 
para encarar problemas complejos del 
lenguaje natural. 
En este sentido, el proyecto aborda el 
problema del análisis e interpretación de 
textos no estructurados, extracción de 
información y minería de datos 
[1][2][3][4][5] basados en técnicas de 
aprendizaje automático por computadora, 
especialmente aquellas basadas en redes 
neuronales artificiales [6][7][8], máquinas 
kernel [9], deep learning [10][11], y árboles 
de decisión entre otras.  
En el marco de este proyecto se han 
desarrollado, y se continúan desarrollando 
varios sistemas de análisis y procesamiento 
de texto, entre los que se mencionan: 
 
-  Software de Asistente de Creación 
de Corpus (ACC): es un software 
que permite construir material de 
entrenamiento para aplicaciones de 
minería de datos sobre texto no 
estructurado. 
 
- Sistema de Mapeo de Datos (SMD): 
Software que permite manipular 
orígenes de datos estructurados y 
centralizarlos para un posterior 
análisis con técnicas de recuperación 
de información o de minería de 
datos. 
 
- Sistema de detección de similitudes 
en archivos de código fuente (SDS). 
Es un sistema que se está 
comenzando a desarrollar y que tiene 
como objetivo analizar archivos de 
código fuente escritos en diferentes 
lenguajes de programación e 




2. Líneas de Investigación, 
Desarrollo e Innovación 
La línea de investigación principal y 
específica de este proyecto es el abordaje de 
problemáticas de lingüística computacional 
utilizando aprendizaje automático.  
De esto subyace la línea demarcada por 
la Lingüística de Corpus [12], entendida 
como el estudio empírico de la lengua a 
partir de los datos que proporcionan 
ejemplos reales de producciones 
lingüísticas (orales o escritas) almacenadas 
en una computadora. 
 
 Esta línea abarca un campo científico 
interdisciplinar cuyo principal objetivo es el 
de desarrollar sistemas con la capacidad de 
reconocer y comprender el lenguaje natural 
humano a través de modelos 
computacionales. 
Muy emparentada a esta línea de 
investigación se encuentra otra línea de 
investigación relacionada a la construcción 
de modelos computacionales de predicción 
de incendios forestales y de fenómenos 
climatológicos. En esta línea también 
participan integrantes de este proyecto. 
La confluencia del trabajo de varias 
líneas de investigación (teoría de autómatas 
y gramáticas formales, modelos de 
predicciones de fenómenos climatológicos, 
y el modelado de problemas del área de 
ciencias sociales), consolidadas en el 
tiempo han llevado a la creación formal de 
un nuevo grupo UTN de investigación. 
Actualmente, la aprobación de dicho grupo 




En el proyecto se han desarrollado varios 
sistemas de análisis y procesamiento de 
texto, entre los más importantes 
mencionaremos a un sistema Software de 
Asistente de Creación de Corpus (ACC), un 
Sistema de Mapeo de Datos (SMD), y un 
Sistema de detección de similitudes en 
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archivos de código fuente (SDS). Estos 
sistemas se describen con más detalle a 
continuación. 
 
El Software de Asistente de Creación de 
Corpus (ACC) se desarrolla con el objetivo 
de facilitar la construcción de material de 
entrenamiento que se necesita en los 
algoritmos de aprendizaje supervisado. La 
calidad y el tamaño del conjunto de 
entrenamiento impacta directamente en la 
efectividad de los algoritmos de 
clasificación, es por ello que se necesita un 
tamaño adecuado del material de 
entrenamiento y que el mismo sea 
consistente. 
Adicionalmente, el ACC permite 
registrar diversos fenómenos lingüísticos a 
nivel léxico, sintáctico, morfológico y 
semántico. Se trata de un software que ya 
está desarrollado pero al cual se le 
continúan agregando nuevas 
funcionalidades. Entre los resultados 
logrados por este asistente podemos 
destacar: 
-  Lectura de corpus: Se realiza la lectura 
de corpus del NIST (National Institute of 
Standards and Technology) para su 
posterior generación, tabulación, 
ordenamiento y etiquetado, como así 
también la traducción del material al 
español utilizando el traductor automático 
de Google Translate.  
 
- Carga de pares del corpus. 
 
- Búsqueda y posicionamiento de un par 
dentro del corpus. 
- Selección de subcadenas de fragmentos 
de texto para someterlos a una posterior 
clasificación: esto permite seleccionar 
partes de un texto y visualizarlas 
gráficamente a través de una tabla para su 
posterior modificación. 
 
- Clasificación de los fenómenos en 
categorías y subcategorías. 
 
- Creación de un nuevo corpus 
etiquetado almacenado en formato .xml . 
Por otra parte, el programa permite 
acelerar el tiempo necesario para la 
confección del material de entrenamiento, 
como así también brinda trazabilidad 
respecto de los expertos humanos que 
contribuyeron a cada parte del corpus. Esto 
permite establecer métricas y calcular la 
confidencia del material de entrenamiento 
construido. 
 
Entre las aplicaciones que 
potencialmente podrían utilizar este 
material de entrenamiento podemos citar a 
traducción automática asistida por 
computador, creación de corpus de 
paráfrasis, creación de corpus para 
implicación de textos, resumen automático, 
entre otras posibles aplicaciones. 
A la fecha se han creado tres corpus 
monolingües. Un corpus consta de 50 pares 
en ingles, los otros dos corpus están en 
español, cada uno presenta 100 pares de 
elementos etiquetados con información 
lingüística, de acuerdo a  en los que se 
describe en [13] y con las clasificaciones 
enumeradas en [14].  
 Como herramienta, el ACC ha 
contribuido a los objetivos del proyecto 
proveyendo de material de entrenamiento 
tanto en el idioma español, como en el 
inglés. Esto ha facilitado y mejorado el 
funcionamiento de los Sistemas de RTE 
(Implicación Textual). 
Actualmente, el ACC se sigue utilizando 
en la generación de corpus, y se está 
estudiando la posibilidad de dejarla 
disponible para el acceso libre de otros 
investigadores que deseen hacer uso de la 
misma en sus trabajos. 
 
 
 El software de Sistema de Mapeo de 
Datos (SMD) se plantea con el objetivo de 
realizar una manipulación, procesamiento 
(desde diferentes fuentes y orígenes de 
datos), y almacenamiento de la información 
en un repositorio común  centralizado (una 
base de datos en SQL Server). Se pretende 
entonces, explotar el repositorio con 
diversas técnicas del área de minería de 
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datos y técnicas de recuperación de la 
información. 
Hay que notar, que este sistema necesita 
mantenerse actualizado para que la 
información del repositorio sea correcta y 
fiable. El lapso de tiempo necesario entre 
cada actualización dependerá de la 
aplicación que se esté desarrollando. 
 
Finalmente, mencionamos el sistema de 
detección de similitudes en códigos fuente 
(SDS). Este software está en sus primeras 
etapas y presenta como objetivo el permitir 
cuantificar el grado de similitud entre dos 
archivos de texto plano, en particular dos 
archivos de código fuente escritos en el 
mismo lenguaje de programación. 
Hasta el momento, se ha desarrollado un 
prototipo que incluye una simple interfaz 
gráfica en la que es posible seleccionar dos 
archivos de códigos fuentes para aplicarles 
medidas principalmente de similitud léxica, 
y se está integrando una medida de 
similitud sintáctica.   
 
El SDS también permite la comparación 
del tipo 1-N, en la cual un código fuente es 
comparado con N-elementos de un 
conjunto. Esta operación demanda un alto 
costo computacional, por lo que se están 
estudiando y desarrollando técnicas basadas 
en paralelismo para poder encontrar las 
similitudes de todos los elementos de un 
conjunto e informarlas de manera ordenada 
en función del grado de similitud.   
En este caso, una detección de similitud que 
contemple a todos los elementos de un 
conjunto de N-elementos requerirá (N*N)/2 
comparaciones entre los archivos fuente. Es 
por ello, la necesidad de contar con 
algoritmos eficientes de detección de 
similitud. 
 
4. Formación de Recursos 
Humanos 
El equipo de investigación y desarrollo 
de software, está formado por docentes 
investigadores de la Universidad 
Tecnológica Nacional, Facultad Regional 
Córdoba, que a continuación se detallan: 
 Un doctor en ciencias de la 
computación, quién guía a becarios de 
grado y de posgrado, como así también 
realiza la dirección de prácticas 
profesionales supervisadas y pasantías. 
 Una magister en ingeniería en sistemas 
de información que está en la etapa de 
escritura del plan de tesis para iniciar su 
doctorado en ingeniería en las temáticas 
de la línea de investigación mencionada. 
La unidad académica de radicación del 
doctorando sería la Universidad 
Tecnológica Nacional, Facultad 
Regional Córdoba.   
También realiza la dirección de becarios 
de posgrado y de becarios de grado en 
el contexto del presente proyecto. 
 Anualmente participan en el proyecto, 
entre dos y cuatro alumnos realizando 
su práctica supervisada, la cual es 
necesaria como  parte  de  los  requisitos  
para  la  obtención del  grado  de  
Ingeniero. 
 El proyecto además posee 
investigadores en formación y en 
proceso de categorización. 
 Año tras año se capacita y forma a 
alumnos becarios que participan en el 
proyecto y que realizan actividades de 
investigación, complementando de esta 
manera su formación curricular desde el 
punto de vista científico. 
 Finalmente, se han realizado charlas de 
difusión y jornadas de capacitación a 
alumnos y a docentes de ingeniería en 
sistemas de información en las líneas 
temáticas enumeradas anteriormente. 
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En este artículo se describe un proyecto de 
investigación relacionado al procesamiento 
de textos estructurados, en particular a 
archivos de códigos fuentes en algún 
lenguaje de programación.  
Se propone abordar este problema 
obteniendo información a diferentes niveles 
de abstracción, adaptando técnicas que son 
específicas de implicación textual. 
El proyecto se inserta en una línea de 
investigación de aprendizaje automático y 
de lingüística computacional. 
Se describe el proyecto, los resultados 
obtenidos hasta el momento, como así 
también,  los resultados que se esperan de la 
utilización del sistema. Finalmente, se 
presenta la línea de investigación en la que 










El proyecto acreditado por la Universidad 
Tecnológica Nacional denominado 
Modelado para el procesamiento de textos 
estructurados (código UTN4518) se 
encuentra consolidado dentro de la línea de 
investigación relacionada con lingüística 
computacional y es llevado a cabo en el 
Laboratorio de Investigación de Software 
LIS1 del Departamento de Ingeniería en 
                                               
1 www.investigacion.frc.utn.edu.ar/mslabs/ 
Sistemas de Información de la Universidad 
Tecnológica Nacional Facultad Regional 
Córdoba. 
A su vez, este proyecto se encuentra 
dentro del grupo de investigación 
denominado Grupo de Inteligencia 
Artificial (o GIA) de la UTN-FRC. 
El grupo GIA reúne a proyectos de 
investigación que se hayan todos en 
temáticas concernientes a la inteligencia 
artificial entre las que podemos destacar 
análisis de imágenes, algoritmos evolutivos, 
y su aplicabilidad en problemas de la 
ingeniería, de las ciencias naturales, y de las 
ciencias sociales. 
Este grupo está compuesto de becarios, 





En el proyecto de procesamiento de textos 
estructurados se plantea el desarrollo de un 
modelo para detección de similitudes de 
código fuente para poder determinar la 
existencia de prácticas de reutilización 
aplicando técnicas vinculadas a la 
lingüística computacional, tales como 
minería de datos sobre texto y 
procesamiento del lenguaje natural, dado 
que según [1] “los lenguajes de 
programación se parecen a los lenguajes 
naturales en tanto que ambos, códigos 
fuente y textos escritos en lenguaje natural, 
se pueden representar como cadenas de 
símbolos (caracteres, palabras, etc.)”.  
La identificación de similitudes de 
código puede servir para varios propósitos 
[2], entre los que se puede mencionar el 
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estudio de la evolución del código fuente de 
un proyecto, detección de prácticas de 
plagio, detección de prácticas de 
reutilización, extracción de un fragmento de 
código para “refactorización” del mismo y 
seguimiento de defectos para su corrección. 
La detección de similitudes de código 
fuente con fines de reutilización es una 
tarea laboriosa que puede demandar altos 
costos de tiempo y dinero, dependiendo del 
impacto de la tarea de detección según el 
ámbito de aplicación. 
Actualmente existen diferentes 
aproximaciones para abordar la 
problemática planteada en el presente 
proyecto, alguna de ellas se mencionan a 
continuación: 
• Aproximaciones basadas en 
atributos, donde las métricas se calculan a 
partir del código fuente y se utilizan para la 
comparación de los distintos archivos. Un 
ejemplo sencillo sería: utilizar el tamaño del 
código fuente (número de caracteres, 
palabras y líneas) como atributo 
comparable de tamaño [3], o también el 
número de variables, el número de 
funciones, el número de clases, entre otros. 
• Aproximaciones basadas en Tokens, 
en las cuales se convierte el código fuente 
en una secuencia de “tokens” o marcas, 
para una posterior evaluación y selección de 
estas secuencias de tokens según ciertas 
métricas [4] [5]. 
• Aproximaciones basadas en la 
estructura, donde el código fuente es 
convertido a una representación intermedia 
interna (IR), la cual es utilizada 
posteriormente para la comparación [6] [7]. 
 
Dentro de este contexto, se propone la 
construcción de un sistema, basado en un 
modelo que utiliza técnicas de Aprendizaje 
Automático Supervisado, comúnmente 
utilizadas para minería de datos [8], que 
permita la detección de similitudes de 
código fuente en los lenguajes de 
programación Java y Python en base a un 
corpus que será elaborado especialmente 
para tal fin. 
 
2. LÍNEAS DE INVESTIGACIÓN 
Y DESARROLLO 
La línea de investigación en las que se 
enmarca el proyecto de modelado para el 
procesamiento de textos estructurados es el 
área de inteligencia artificial, más 
concretamente una sub-especialidad que se 
denomina computación lingüística. En 
particular, nos enfocamos en los enfoques 
basados en aprendizaje automático. 
Los desarrollos de esta línea de 
investigación, lo constituyen, por un lado, 
las herramientas elaboradas para facilitar el 
análisis y procesamiento de archivos de 
textos, en este caso de código fuente, y por 
el otro, los sistemas de reconocimiento de 
similitudes entre dos archivos de código 
fuente.  
 
La innovación del proyecto concierne a 
los nuevos métodos propuestos para el 
análisis y procesamiento de textos, como 
así también a los algoritmos creados para 
abordar las problemáticas anteriormente 
mencionadas. Los algoritmos diseñados 
aprovechan las diferentes características 
que se pueden aprender de los textos y que 
son recolectados y creados a partir de las 
herramientas de procesamiento de textos. 
Son múltiples las posibles sub-
disciplinas que podrían valerse de los 
resultados de este proyecto, entre las que 
podemos destacar a las tareas de 
recuperación de información, evaluación de 
las traducciones automáticas [9], evaluación 
de la calidad de las traducciones, 
reconocimiento de paráfrasis [10] e 
implicación de textos [11][12][13][14][15].  
Adicionalmente, la creación de corpus 
sobre texto estructurado es una actividad de 
relevancia y que puede impactar en otras 
tareas relacionadas al procesamiento del 
lenguaje. 
La confluencia del trabajo de varias 
líneas de investigación que se desarrollan 
en el Laboratorio de investigación de 
software LIS, lugar donde se lleva a cabo 
este proyecto, ha llevado a la necesidad de 
plantear el surgimiento de un nuevo grupo 
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UTN que nuclee a las siguientes líneas de 
investigación: teoría de autómatas y 
gramáticas formales, modelos de 
predicciones de fenómenos climatológicos, 
y el modelado de problemas del área de 
ciencias sociales.  
En este contexto, el presente proyecto se 
haya incluido en la presentación de este 
nuevo grupo de investigación en UTN. 
Actualmente, la aprobación de dicho grupo 






Este proyecto se encuentra en sus primeras 
etapas y, hasta el momento, se han 
conseguido los siguientes resultados. 
Se ha desarrollado un prototipo que 
permite seleccionar  dos archivos de 
códigos fuentes de Java o Python, sobre los 
que se puede aplicar un conjunto de 
medidas de similitud léxica. A su vez, se 
está integrando una medida de similitud 
sintáctica.   
Hasta el momento, el sistema puede 
identificar dos archivos con alto grado de 
superposición léxica, pero no es capaz de 
identificar archivos similares que utilizan 
estructuras sintácticas equivalentes pero que 
se escriben utilizando sintaxis diferente. 
Claramente, se debe a la imposibilidad de 
capturar la información presente a un nivel 
más profundo que el nivel léxico. 
Uno de los inconvenientes que se 
presentan actualmente es el tiempo 
necesario para la ejecución de las métricas 
sobre un conjunto de archivos. Supongamos 
que se desee obtener los dos archivos más 
similares de un conjunto. Para ello es 
necesaria una comparación entre cada par 
de elementos del conjunto, la cual es una 
operación muy costosa desde el punto de 
vista computacional, y es por esto que los 
algoritmos propuestos como medidas de 
similitud no solo tienen que ser efectivos, 
sino también escalables y paralelizables.   
 Un sistema de detección de similitudes 
que contemple a todos los elementos de un 
conjunto de N-elementos requerirá (N*N)/2 
comparaciones entre los archivos de código 
fuente.  
Por consiguiente, se están desarrollando 
algoritmos que sean capaces de modelar de 
manera precisa el fenómeno de similitud 
textual a diferentes niveles léxico, sintáctico 
y semántico, pero al mismo tiempo 
cumpliendo con el requerimiento no 
funcional de que debe tratarse de un 




4. FORMACIÓN DE RECURSOS 
HUMANOS 
 
El equipo de investigación está formado por 
docentes investigadores del Laboratorio de 
Investigación de Software LIS2 del Dpto. de 
Ingeniería en Sistemas de Información de la 
Universidad Tecnológica Nacional Facultad 
Regional Córdoba, se detallan a 
continuación los responsables del proyecto: 
 Una magister en ingeniería en sistemas 
de información que está evaluando la 
posibilidad de desarrollar su tema de 
tesis de doctorado en la esta temática 
con una variación del enfoque desde el 
punto de vista de los sistemas de 
Generación del Lenguaje Natural 
(NLG), y dirige a los integrantes 
miembros del equipo. 
 Un doctor en ciencias de la 
computación que desarrolló su tesis de 
doctoral en la temática de implicación 
de textos y paráfrasis, y colaborara en la 
coordinación de becarios. 
 
 Participan del proyecto alumnos que 
necesitan realizar su práctica 
supervisada que es uno de los  
requisitos  para  la  obtención del  grado  
de  Ingeniero. Los  alumnos que 
intervienen aprenden  a  realizar  
actividades  de investigación, y cómo  
integrarse en un equipo existente.  
 
                                               
2 www.investigacion.frc.utn.edu.ar/mslabs/ 
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 Por año participan uno o dos becarios 
alumnos a los que se les enseña como 
trabajar en un proyecto de 
investigación, y como llevar adelante 
actividades de investigación. 
 Un becario de investigación de 
posgrado se ha incorporado 
recientemente, por lo cual el proyecto 
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Resumen 
En los últimos años el tráfico de video ha 
crecido en forma exponencial, especialmente en 
los dispositivos móviles. Conocer el 
comportamiento del mismo y los requisitos 
necesarios de la red, ayudan a los 
administradores de la red a una mejor 
implementación. En este trabajo se propone un 
experimento de tráfico de video multicast en 
una red de laboratorio real como test bed. Se 
usa una topología en redes cableadas e 
inalámbricas con clientes inalámbricos 
trabajando en la norma IEEE 802.11ac. El 
tráfico de video se codificará en H264 y 
Theora, para evaluar y comprender el impacto 
sobre el tráfico de la red. Se analizará midiendo 
y comparando distintas métricas como cantidad 
de paquetes y bytes, espacios intertramas, 
tamaños de paquetes y tasa de bits efectiva para 
cada tipo de códec, etc. Además, se plantea un 
análisis estadístico de distribución de tramas. 
Este  trabajo es una continuación de 
experimentaciones realizadas sobre redes 
cableadas para tráfico de video con codecs 
H261, H263 y H264. Las conclusiones del 
trabajo ayudarán a determinar las 
configuraciones a tener en cuenta para una 
adecuada gestión de redes similares y un uso 
eficiente de los recursos disponibles, sin 
comprometer el rendimiento y la QoS 
esperada.. 
 




 La línea de investigación está inserta en dos 
proyectos de análisis de tráfico multimedia, 
llevados adelante en el ámbito del Centro UTN 
CeReCoN (Centro de Investigación y 
Desarrollo en Computación y Neuroingeniería), 
del Departamento Ingeniería en Electrónica, de 
la Facultad Regional Mendoza, de la 
Universidad Tecnológica Nacional.  
Los proyectos están dirigidos a investigar 
sobre: 1) Análisis de tráfico de video en redes  
cableadas e inalámbricas reales bajo las 
modalidades multicast y unicast, y 2) Análisis 
similares con simulación de tráfico de video en 
redes Wi-Fi bajo distintas normas  802.11 con 
el análisis correspondiente de QoS (calidad de 
servicio). 
Introducción 
El tráfico de aplicaciones de video en las 
redes se viene incrementando año tras año en 
forma permanente, ya sea en redes cableadas 
como inalámbricas. Indudablemente con el 
crecimiento exponencial del uso de dispositivos 
móviles, hay que tener en cuenta la 
disponibilidad del ancho de banda y recursos en 
las redes inalámbricas como Wi-Fi. Las mismas 
han mejorado su performance de acuerdo a las 
nuevas normas 802.11n/ac, etc; pero el 
incremento de tráfico y la cantidad de 
dispositivos, supera muchas veces las mejoras 
obtenidas. El uso de tráfico tipo multicast puede 
ser una solución interesante para una 
transmisión de datos simultánea a un grupo de 
usuarios, dado que ahorra recursos de la red, 
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enviando un único flujo de datos iguales a todos 
los receptores. Para el caso específico de tráfico 
de video, también es importante conocer el 
comportamiento de los distintos códecs; por lo 
cual se analizan 2 codecs ampliamente 
utilizados como son H264 y Theora. 
Existen diferentes trabajos sobre los temas 
considerados, como priorización de tráfico de 
video en redes 802.11 [1], el análisis de tráfico 
multicast y protocolos de enrutamiento 
multicast [2], análisis de codecs de vídeo [3], 
análisis de tráfico de vídeo en diferentes 
contextos [4], análisis de tráfico de video 
conferencias multicast [5], un análisis 
comparativo de multicast vs unicast [6], el 
análisis de QoS para el tráfico de vídeo [7 - 9], 
modelación de tráfico de video [10]  y trabajar 
en IPTV multicasting [11]. Además incluimos 
trabajos de los autores en análisis de redes 
802.11, tráfico de video y Calidad de Servicio 
[12-14] 
Tráfico Multicast 
El tráfico de red tradicional de unidifusión (o 
unicast) requiere que el emisor emita un flujo 
de datos individual a cada uno de los posibles 
receptores. A cambio, la multidifusión (o 
multicast) es una tecnología para conservar el 
ancho de banda, específicamente diseñada para 
reducir el tráfico, transmitiendo un único flujo 
de información potencialmente a miles de 
destinatarios (Figura. 1). De esta forma, se 
sustituyen las múltiples copias para todos los 
beneficiarios con la entrega de un único flujo de 
información. Por lo tanto, la multidifusión IP es 
capaz de reducir al mínimo la carga en el tráfico 
total de la red. 
La multidifusión a través de redes 
inalámbricas es una función de comunicación 
fundamental, así como una meta desafiante. El 
objetivo es reducir sustancialmente el ancho de 
banda y la potencia consumida. Una red 
inalámbrica es por naturaleza una red de 
difusión o broadcast. Esto significa que un 
paquete puede ser interceptado por todos los 
nodos en el rango de transmisión del remitente. 
Por lo tanto, cada paquete se envía una sola vez 
y llegará a todos los destinatarios. Sin embargo, 
a veces no todos los receptores están listos para 
recibir. Si el remitente tiene que esperar hasta 
que todos los receptores estén listos para 
recibir, entonces el sistema se vuelve inestable. 
Por otro lado, si el emisor transmite sin 
importar si los receptores están listos o no, 
puede producirse una pérdida grave de datos y 
de rendimiento. Multicast ofrece un equilibrio 
entre el rendimiento, la estabilidad y la pérdida 
de paquetes.  
 
 
Figura 1: Comparación multicast vs unicast 
 
Codecs 
La compresión de vídeo y audio es un 
facilitador fundamental para aplicaciones 
multimedia; y un aumento del número de 
algoritmos o códec estándares de la industria y 
de propiedad exclusiva están disponibles para 
que sea práctico almacenar y transmitir vídeo 
en formato digital. 
Los estándares de compresión están en continua 
evolución para hacer uso de avances en los 
algoritmos y tomar ventaja de los continuos 
aumentos en potencia de procesamiento 
disponible.  
Para este trabajo se utilizarán 2 codecs: 
a. Theora es un codec de vídeo abierto que está 
siendo desarrollado por la Fundación 
Xiph.org como parte de su proyecto Ogg (es 
un proyecto que pretende integrar el códec 
de vídeo VP3 de On2, codec de audio Ogg 
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Vorbis y formatos de contenedores 
multimedia Ogg en una solución multimedia 
que puede competir con el formato MPEG-4. 
Theora se deriva directamente del códec 
VP3 de On2; actualmente los dos son casi 
idénticos, variando sólo en los encabezados 
de las tramas, pero Theora divergirá y 
mejorará el desarrollo principal de VP3 a 
medida que avanza el tiempo. 
b. H.264 o MPEG-4 parte 10 es una norma que 
define un códec de vídeo de alta compresión, 
desarrollada conjuntamente por el ITU-T 
Video Coding Experts Group (VCEG) y el 
ISO/IEC Moving Picture Experts Group 
(MPEG). Aunque H.264 utiliza las mismas 
técnicas de codificación generales que las 
normas anteriores, tiene muchas nuevas 
características que lo distinguen de las 
normas anteriores y se combinan para 





Los trabajos experimentales se realizarán 
sobre una red piloto de Laboratorio. La 
topología tendrá una composición mixta de 
redes cableadas e inalámbricas, routers, 
switchs, access points, y equipos intermedios 
para dar soporte a los distintos tráficos. 
Además, equipos finales tanto cableados como 
inalámbricos que permitan simular una red 
empresarial de cierta envergadura.  
El núcleo de la red tendrá como 
funcionalidad principal el ruteo de todos los 
tráficos, sobre el cual se realizarán las 
configuraciones de los distintos caminos del 
tráfico multicast,  mientras que la conectividad 
primaria IP se realizará sobre cualquier 
protocolo de ruteo unicast para IPv6. En los 
bordes de esta red estarán los posibles usuarios 
que se podrán unir a los grupos multicast 
generados.  
Se consideran distintas opciones de 
configuración, teniendo en cuenta la topología 
básica de la Figura 2. Para el caso de clientes 
inalámbricos, los mismos se reemplazarán por 
los cableados, conectados a un Access Point 
correspondiente.  
La inyección de tráfico de video multicast sobre 
la topología se realizará de diferentes maneras: 
a. Con un generador sintético como es el 
software IPTraffic, que permite generar 
distintas sesiones de multicast, sobre 
archivos de videos capturados. 
b. Con un emisor real, como una cámara de 
video IP que realice Streaming multicast y/o 
servidores de video multicast 
 
Una vez realizadas las configuraciones 
básicas se generará tráfico de video multicast 
con distintos codecs y tipos de video;  y se 
realizarán mediciones de rendimiento, cantidad 
de paquetes, jitter, errores, consumo de ancho 
de banda, retardo, etc.; para obtener los datos 




Figura 2: Topología de red 
 
Líneas de Investigación y Desarrollo 
Los temas y líneas de investigación, que se 
tratarán durante el desarrollo del proyecto son: 
 Tráfico multicast. 
 Direccionamiento multicast en IPv4/IPv6. 
 Protocolos de ruteo multicast en IPV4/IPv6. 
 Generación de streaming de video. 
 Códecs de video, especialmente en los 
actuales, como Theora, VP9, H.264, H.265, 
etc. 
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 Generación y análisis de métricas de 
resultados directas e indirectas. 
 Análisis estadístico del tráfico de video. 
 
Resultados Esperados 
En proyectos anteriores de análisis de 
distintos tipos de tráficos, y específicamente de 
tráfico de video, se obtuvieron datos 
importantes en cuanto al funcionamiento y 
rendimiento de multicast frente a unicast en 
diferentes escenarios, contemplando redes 
cableadas e inalámbricas bajo el protocolo 
IPv4. 
Para el tráfico de video se utilizaron archivos 
de video bajo distintos codecs, como MPEG4/2, 
H.264/3, obteniendo como datos primarios los 
siguientes: 
 Cantidad de bytes y paquetes por códec, 
 Tasa de bits, 
 Tamaño de paquetes promedio,  
 Espacio intertrama, 
 Distribución estadística de paquetes por 
orden de llegada y de espacio intertrama, y 
 Comportamiento frente a requisitos mínimos 
de QoS.  
 
Siguiendo la línea se tiene en cuenta para el 
presente proyecto los siguientes objetivos: 
 Analizar y comparar los distintos tipos de 
codecs de video actuales, 
  Analizar y comparar las diferentes formas 
de generar tráfico de video multicast en IPv6 
 Comparar el rendimiento del tráfico de video 
multicast frente a unicast en la medida que la 
cantidad de miembros multicast aumenta, 
variando las condiciones de la red  
Obtenidos los datos primarios mencionados 
anteriormente, se buscarán los siguientes 
objetivos finales:  
 Obtener conclusiones sobre la conveniencia 
de tráfico multicast para el transporte de 
video a múltiples usuarios dependiendo de 
tipos de tráfico de video, y  
  Obtener conclusiones sobre el 
comportamiento y rendimiento de los 
distintos codecs de video de acuerdo a las 
distintas características de la red 
 Obtener conclusiones sobre el rendimiento 
de los distintos tipos de tráfico de video 
según los codecs utilizados. 
Formación de Recursos Humanos 
El equipo de trabajo está integrado por 
docentes investigadores, y becarios graduados y 
alumnos del Centro UTN CeReCoN (Centro de 
Investigación y Desarrollo en Computación y 
Neuroingeniería) de la Facultad Regional 
Mendoza de la Universidad Tecnológica 
Nacional.  
Se encuentra en desarrollo una tesis de 
Maestría. Además está la relación de la materia 
Proyecto Final de la carrera de Ingeniería en 
Electrónica, en la cual se incentiva que los 
proyectos finales de los alumnos estén 
enmarcados dentro de los proyectos de 
investigación y desarrollo del CeReCoN. Las 
actividades se llevan a cabo en el ámbito de las 
instalaciones del Centro, que cuenta con sus propias 
áreas de trabajo, 1 oficina técnico-administrativa, 2 
Laboratorios con 11 computadoras cada uno, con 
material y con el siguiente equipamiento:  
 4 Routers CISCO 2811,  
 6 Routers CISCO 1721,  
 3 Switchs CISCO 2950,  
 2 Switchs CISCO 2960,  
 2 Switchs CISCO 3560,  
 1 ASA CISCO 5505,  
 2 routers Mikrotik,  
 4 Access Point Cisco y 2 Mikrotik,  
 Placas inalámbricas de red,  
 2 cámaras de video IP con soporte de 
streaming multicast IPv4/IPv6, 
 1 Servidor de streaming de video 
 22 Computadoras con Sistemas Operativos 
Linux y Windows 7. 
 Software IP Traffic de ZTI – Generador de 
tráfico IPv4/IPv6 unicast/multicast/broadcast 
y Medidor de performance (throughput, 
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cantidad de paquetes, jitter, número de 
errores, tanto enviados como recibidos). 
 Hardware Air Pcap para captura de tráfico 
Wireless. 
 Conexión a Internet por IPv4 e IPv6 
 Servidor HP Proliant con Linux base y 
Máquinas Virtuales. 
 Software VLC [15]. 
 Software Analizador Wireshark [16] 
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RESUMEN 
Gran parte de las Infraestructuras Avanzadas 
de Medición (AMI, Advanced Measurement 
Infrastructures), desplegadas en los sistemas 
de distribución de energía eléctrica para el 
registro de los parámetros facturables y de 
calidad de servicio utilizan las mismas redes 
de energía como medio de comunicación 
(PLC, Power Line Communications). Para 
ello, utilizan la banda de frecuencias NB-PLC 
(Narrowband PLC, o PLC de banda estrecha, 
entre 90 y 500 KHz), con esquemas de 
modulación tales como la Multiplexación por 
División de Frecuencias Ortogonales (OFDM, 
Orthogonal Frequency Division 
Multiplexing). Dado que las redes de 
distribución de energía no se diseñan como 
canales de comunicación, presentan serios 
desafíos para la obtención de comunicaciones 
confiables. El proyecto procura alternativas 
que mejoren las prestaciones en cuanto a 
rendimiento y latencia en condiciones 
exigentes de atenuación y ruido en el canal. 
Se modela en Matlab/Simulink® el canal PLC 
de manera de incluir tales características en 
una configuración típica de distribución en 
Baja Tensión. Utilizando este modelo se 
analiza una propuesta tendiente a la mejora de 
sus prestaciones: la aplicación de una técnica 
de corrección de errores basada hibrida FEC–
ARQ (Hybrid ARQ o HARQ) utilizada en los 
estándares de comunicaciones celulares 
inalámbricas. Mediante el mismo, se pretende 
analizar la variación de las métricas de 
rendimiento y latencia en distintos escenarios 
de las redes PLC. 
 Palabras clave: Redes inteligentes (smart 
grids); canales PLC; OFDM; ARQ Híbrido 
(HARQ) 
CONTEXTO 
Este proyecto se desarrolla como parte de la 
tesis académica de uno de los autores en el 
contexto de la Maestría en Sistemas y Redes 
de Telecomunicaciones, de la Facultad de 
Ciencias Exactas, Naturales y Agrimensura de 
la UNNE (Res. 797/12 C.S. U.N.N.E. y Res. 
232/17 C.D. FA.C.E.N.A. – U.N.N.E.) 
1. INTRODUCCIÓN 
Las infraestructuras avanzadas de medición 
constituyen un paradigma emergente en el 
campo de la medición de los servicios 
públicos de energía eléctrica, agua y gas. Una 
AMI está constituida por una red de 
comunicaciones de dos vías y es la 
integración de sensores avanzados, contadores 
inteligentes, sistemas de monitoreo,  y 
sistemas de gestión de datos que permiten la 
recopilación y distribución de información 
entre medidores y utilidades (Güngör el al., 
2011).  
En términos generales, las AMI comparten 
una arquitectura básica, que puede sintetizarse 
en una red de área extensa (WAN, Wide Area 
Network), gobernada por un sistema central 
en el que residen las aplicaciones específicas 
de lectura, facturación, control, etc., a la que 
se vinculan un conjunto de redes de área local 
(LAN, Local Area Network). En las 
soluciones actuales, estas LAN utilizan dos 
medios físicos principales para la 
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comunicación dentro de la red inteligente: 
radiofrecuencia (RF), mediante la utilización 
de la banda libre ISM (Industrial, Scientific 
and Medical, 902-928 MHz; 2,400-2,483 
GHz); y la misma red eléctrica, mediante la 
llamada comunicación por líneas de potencia 
o PLC. En la actualidad existen desarrollos 
comerciales que hacen uso de uno u otro; sin 
embargo, desde el punto de vista de las 
empresas eléctricas, la utilización de la red de 
distribución de energía resulta muy atractiva, 
dado que además de su ubicuidad, es un 
medio de su propiedad, lo que evita la 
necesidad de tendidos adicionales y 
sobrecostos de comunicación. 
Obviamente, la red eléctrica no se diseña 
como una red de comunicación, y esto 
significa que muchos de sus parámetros 
característicos y sus detalles constructivos 
distan mucho de ser ideales para transmitir 
información. Los problemas de atenuación, 
desadaptación de impedancias y ruido de 
variadas fuentes, tipos e intensidades limitan 
de manera significativa la capacidad de la red. 
A pesar de ello, y dado que el tráfico de datos 
es esporádico y de un ancho de banda muy 
reducido, con velocidades tan bajas como 
unos pocos cientos o miles de kilobits por 
segundo, las funciones básicas de las AMI 
pueden implementarse en una LAN típica de 
pocos cientos de medidores.  
Sin embargo, el desarrollo de la electrónica 
utilizada en los medidores hace que la 
cantidad de información que pueden registrar 
y almacenar se incremente cada vez más, con 
sobrecostos mínimos. Como consecuencia, las 
normas regulatorias van exigiendo que esta 
información (por ejemplo, la curva de 
consumo) sea puesta a disposición de los 
clientes por parte de las empresas prestatarias, 
de manera que estos puedan tele gestionar sus 
demandas Al mismo tiempo, las exigencias de 
calidad de servicio, así como el creciente 
desarrollo de las tecnologías “verdes” como la 
generación solar domiciliaria y el intercambio 
bidireccional de energía con los clientes 
obligan a las empresas a instalar en la red 
eléctrica otros dispositivos que aportan 
importantes volúmenes de datos a la red. Para 
adaptarse a los nuevos escenarios, y tomando 
como referencia el modelo de capas del 
estándar básico de referencia de Interconexión 
de Sistemas Abiertos (OSI), es necesario 
lograr mejores desempeños a nivel de capa 
física (PHY) y de la capa de control de acceso 
al medio (MAC) (Sendin et al., 2014).  
Los estándares actuales de PLC (por ejemplo 
G3 y PRIME, y el más reciente ITU-T 
1901.2) avanzan en esta dirección al 
incorporar técnicas avanzadas de modulación 
multiportadora, como OFDM. En todos ellos, 
para afrontar la ocurrencia de errores en la 
transmisión debidas a las características no 
ideales del canal, se utilizan técnicas de 
manipulación de la información binaria que 
tienden a mejorar la relación señal/ruido 
(Eb/No). Si esto no resulta suficiente, acuden 
a métodos de corrección de error hacia 
adelante (FEC, Forward Error Correction). 
Su performance ha sido testeada en distintas 
simulaciones y pruebas de campo en redes 
estándar con resultados generalmente 
aceptables. Sin embargo, no se ha probado si 
las soluciones comerciales actuales están 
adecuadamente preparadas para 
infraestructuras físicas más “duras”, como lo 
pueden resultar redes eléctricas más precarias 
o en ambientes rurales o suburbanos. En 
términos generales, y dado que los canales 
PLC son ruidosos y cambiantes, una opción 
conservadora de modulación de menor riesgo 
y baja velocidad es apropiada para un 
despliegue sobre el terreno. Sin duda es 
funcional para las reducidas prestaciones de 
las AMI actuales en redes de un estado 
razonablemente adecuado, pero se puede 
suponer que resultarán insuficientes para 
escenarios más exigentes, tanto de tráfico 
como de condiciones desfavorables de la red. 
Al menos una de los estándares (PRIME) 
hace uso también del método de repetición 
automática (ARQ, Automatic Repeat-reQuest) 
para mejorar las tasas de recepción de 
paquetes. Sin embargo, la investigación y los 
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restantes estándares en PLC no parecen haber 
dirigido su atención en este sentido, y en 
particular a una técnica de corrección de 
errores que sí ha ganado amplio desarrollo en 
el campo de la RF, como lo es la combinación 
de FEC con ARQ, conocida como ARQ 
híbrida (HARQ).  Esta técnica forma parte de 
los estándares inalámbricos de banda ancha 
actuales tales como IEEE 802.16, utilizados 
en 3GPP LTE (Long Term Evolution) y 
WiMAX, por caso. Los interesantes 
resultados reportados en la bibliografía en 
cuanto a mejoras en el rendimiento y la 
latencia en canales que presentan desafíos 
similares (ruido, multitrayecto, etc.), -si bien 
poseen una naturaleza física diferente y 
operan en un rango de frecuencia distinto-, 
llevan a la idea que su aplicación puede 
resultar provechosa en los canales PLC, con 
vistas a mantener o mejorar las prestaciones 
de la red en condiciones más desfavorables 
del canal. 
Por lo tanto, y con la motivación de la 
búsqueda de técnicas de comunicación que 
proporcionen un mayor rendimiento y 
robustez tal que permitan superar las 
dificultades planteadas por las características 
propias de los canales PLC y sus variadas 
condiciones de entorno, el proyecto pretende 
desarrollar un modelo de simulación en la 
capa física con una modulación OFDM en el 
espectro NB-PLC, con una técnica de 
corrección de errores basada en la filosofía 
HARQ, orientado a su utilización en las AMI. 
2. LINEAS DE INVESTIGACIÓN Y 
DESARROLLO 
El proyecto requirió el desarrollo de un 
modelo sobre el que pueda ser evaluada la 
técnica de corrección de errores propuesta. 
Para ello, fue necesario elegir en primer lugar 
un modelo de canal PLC. Las líneas de 
investigación en este sentido hacen uso de dos 
enfoques principales: una aproximación top-
down o descendente y una bottom-up o 
ascendente. Siguiendo el resumen de W. Zhu 
(2014), los enfoques top-down, se basan en un 
método empírico, en el que se toman medidas 
en una red real con las que se ajustan 
diferentes parámetros que constituyen la 
función de transferencia. Es un método 
eficiente, aunque afectado por los errores de 
medida. Su ventaja es que resulta un modelo 
de baja complejidad. La desventaja más 
significativa es su baja flexibilidad. El modelo 
obtenido para una red específica o una banda 
de frecuencia no pueden aplicarse a otras 
redes y bandas de frecuencia, al tiempo que 
carecen de conexión física con la realidad.  
La segunda opción, los enfoques bottom-up, 
se basan en la teoría de líneas de transmisión 
y consisten en un estudio analítico de la red y 
sus componentes. Conocidos la topología, 
tipos de cables y cargas de la red, se modelan 
matemáticamente para generar un modelo 
discreto de canal, que tiene en cuenta todo 
tipo de retrasos, atenuaciones y reflexiones. 
La ventaja de este enfoque es que puede 
aplicarse a diversas situaciones, siempre que 
la información de red esté disponible. Sin 
embargo, también tiene desventajas: su 
complejidad computacional crece con la el 
tamaño de la red y la recopilación de los 
elementos de red antes mencionados es difícil. 
Sin embargo, y como el mismo Zhu 
menciona, el problema más importante del 
modelado de canales para las comunicaciones 
de redes inteligentes es la falta de modelos de 
canal de banda estrecha. La mayoría de los 
modelos de canal, especialmente los top-
down, son modelos de canal de banda ancha 
en la banda de frecuencias de 1-100MHz. 
Muy pocas de ellas se centran o cubren la 
NB-PLC (3-500 kHz). 
Por lo tanto, y en gran parte con la motivación 
de obtener una herramienta que permita 
modelar las características del canal en 
función de la topología de los componentes de 
la red eléctrica y las características de sus 
cargas sin un alto costo computacional ni de 
desarrollo, se optó por una tercera opción, la 
de implementar un modelo de red utilizando 
la librería Simscape de Simulink. Gracias a 
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ello puede ser modificado de acuerdo a las 
topología y características de los componentes 
de la red con mucha facilidad. Siguiendo las 
ideas de trabajos como Masood et al (2016), 
se implementó el modelo ilustrado en la 
Figura 1. Las simulaciones de su 
comportamiento en cuanto a respuesta en 
frecuencia y atenuación resultan en general 
concordantes con los (pocos) resultados 
disponibles obtenidos con los otros dos 
métodos. A este modelo se le añade otro que 
incorpora las dos fuentes principales de ruido 
eléctrico presentes en los canales PLC: el 
ruido aditivo blanco gaussiano (AWGN, 
Additive White Gaussian Noise) y el ruido 
impulsivo asincrónico. En cada uno de estos 
módulos, es posible configurar la relación 
señal/ruido y la intensidad de los impulsos 
respectivamente, de manera de poder 
configurar distintos escenarios. Finalmente, 
fue necesario modelar el sistema transmisor/ 
receptor, para el que se utilizaron las 
principales especificaciones del estándar 
PRIME. El sistema completo según se 
describió se representa en la Figura 2. 
En razón de que el principal problema a 
resolver en todo sistema de comunicación es 
asegurar la confiabilidad de la información 
transmitida por el canal, de modo de asegurar 
una integridad razonable dada por una tasa de 
error predeterminada, se analizarán los 
principales métodos de corrección de errores 
utilizados. En particular, el proyecto propone 
la utilización de una técnica que sigue las 
ideas fundamentales de técnica conocida 
como ARQ híbrida (HARQ), que combina la 
solicitud de repetición automática (ARQ) con 
la corrección de error hacia adelante (FEC). 
El desarrollo implica la programación en 
Matlab de los algoritmos necesarios de 
manera de implementar la técnica de 
corrección de errores sobre el modelo 
descripto de canal y ruido asociado. Se 
elaborarán las métricas que permitan 
comparar el desempeño de la mejora 
propuesta en términos de rendimiento, 
utilización del ancho de banda y tasas de 
error, para diferentes configuraciones de la 
topología de la red y para distintas 
condiciones de ruido en el canal. 
       
 
Figura 1. Modelo de canal PLC y módems en recepción y transmisión 
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 Figura 2. Esquema básico Transmisor/Receptor OFDM con el canal y las fuentes de ruido 
3. RESULTADOS OBTENIDOS / 
ESPERADOS 
El proyecto pretende arribar a conclusiones 
respecto a la aplicabilidad de la técnica de 
comunicación propuesta, analizando las tasas 
de error obtenidas y otras métricas útiles en 
función de las características particulares del 
canal físico. Al mismo tiempo, se espera 
producir una herramienta de simulación que 
pueda ser optimizada en función de resultados 
experimentales o trabajos de investigación 
que propongan mejores modelos del canal, y 
otros esquemas de codificación o de 
corrección de errores que permitan obtener 
mejores resultados. 
Adicionalmente, se espera producir un 
material de referencia para contenidos 
curriculares o nuevas investigaciones. 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
Se espera las líneas de trabajo que surjan a 
partir del proyecto promuevan la formación 
de grupos de investigación y desarrollo sobre 
tales tópicos entre los docentes y alumnos de 
las carreras de Ingeniería en Electrónica y la 
Licenciatura en Sistemas de Información de la 
FA.C.E.N.A. 
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En el tráfico de redes es necesario que 
los nodos deban tomar decisiones basados 
en acuerdos respecto del acceso a rutas 
disponibles; las decisiones pueden estar 
relacionadas con el estado de los nodos de 
acuerdo a, por ejemplo el porcentaje de 
CPU usado, la memoria disponible y el 
número de paquetes encolados para ser 
distribuidos, como así también el estado de 
los tramos entre nodos.  
Así surge la siguiente pregunta: ¿cuáles 
son los modelos de decisión y los 
operadores de agregación que habrá que 
generar para la toma de decisiones en la 
gestión de tráfico en redes de paquetes de 
datos, que trasciendan el enfoque 
tradicional de la gestión de tráfico en redes, 
teniendo en cuenta la auto-regulación? 
Los modelos considerarán la posibilidad 
de imputación de datos faltantes y la 
fuzzyficación de ciertas variables, 
utilizando operadores OWA, buscando 
generar operadores de agregación 
específicos. 
Los modelos desarrollados se evaluarán 
comparando sus características con los 
modelos habitualmente utilizados.  
  
Palabras clave: Comunicaciones de 
Datos; Transmisión de Paquetes de Datos; 
Modelos de Decisión; Operadores de 
Agregación. 
Contexto 
Se considera especialmente importante 
estudiar la aplicación de modelos de 
decisión para la toma de decisiones en 
grupo que se desprendan de conceptos de 
sistemas complejos auto-regulados.  
Se pretende generar nuevos modelos de 
toma de decisiones en el tráfico de 
paquetes, contemplando además la 
aplicación de métodos de imputación de 
datos para aquellos casos de datos faltantes, 
por ejemplo, como consecuencia de 
problemas en las comunicaciones entre los 
nodos, y fuzzyficación de variables para dar 
soporte a situaciones donde no es posible o 
conveniente expresar valores exactos.  
Una situación de congestión se entiende 
como la consecuencia de una degradación 
de las prestaciones de la red que lleva a una 
situación de colapso provocado por el 
incremento progresivo de tráfico de 
retransmisiones de paquetes perdidos, 
(Floyd and Fall, 1999), (Jacobson, 1988). 
Este hecho puede llevar a que el porcentaje 
de paquetes que llegan a su destino 
disminuya dramáticamente conforme crece 
el tráfico generado desde los nodos 
extremos de la red. 
El problema de la gestión del tráfico y 
de pertinente control de congestión puede 
enfocarse matemáticamente desde el punto 
de vista de la teoría de control de procesos. 
En esta propuesta se tiene previsto 
desarrollar modelos de decisión de ruteo 
que de manera dinámica y colaborativa 
detecten y evadan zonas congestionadas de 
la red de datos. 
   
Introducción 
Los nuevos servicios y tecnologías 
surgidos durante los últimos años en 
Internet plantean serios problemas para los 
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mecanismos de control de congestión y 
gestión del ancho de banda y otros recursos 
de la red desarrollados hasta la fecha, 
(Floyd, 2000). Es más, el escaso 
conocimiento que se tiene sobre la dinámica 
del tráfico de Internet, así como la falta de 
enfoques de análisis y técnicas de ingeniería 
del tráfico en redes IP, suponen una 
importante limitación para la estabilidad y 
seguridad global de la red, el despliegue de 
nuevos servicios y el uso eficiente de 
nuevas tecnologías de comunicaciones. 
Actualmente, existe un convencimiento 
generalizado acerca de la necesidad de 
modelos y herramientas con mayor base 
teórica y experimental que las disponibles 
para el estudio de la dinámica del tráfico en 
Internet, (Aiken et al, 2002) y (Floyd and 
Kohler, 2002). 
Teniendo en cuenta las necesidades y los 
avances producidos en una sociedad 
sumamente compleja, resulta de gran 
importancia destacar tanto la transmisión de 
información, como la necesidad de que ésta 
llegue a destino en el momento preciso 
mediante el uso de las redes. De hecho, 
todas las sociedades, por definición, han 
sido y serán “sociedades de la 
comunicación”. 
La capa de red, dentro de una 
arquitectura de red de datos, es la que se 
encarga de llevar los paquetes de datos 
desde el origen (estación transmisora) hasta 
el destino (estación receptora). El algoritmo 
de ruteo utilizado debe cumplir con ciertas 
propiedades que aseguren su eficiencia: 
corrección, estabilidad, robustez, 
equitatividad, sencillez y optimalidad. 
Algunos protocolos de enrutamiento 
mantienen tablas de enrutamiento 
dinámicas por medio de mensajes de 
actualización de las rutas, que contienen 
información acerca de los cambios sufridos 
en la red, y que indican al software del 
router que actualice la tabla de 
enrutamiento en consecuencia. Intentar 
utilizar el enrutamiento dinámico sobre 
situaciones que no lo requieren es una 
pérdida de ancho de banda, esfuerzo, y en 
consecuencia de dinero. 
La proliferación de las redes 
informáticas, en las cuales existe mucho 
tráfico de paquetes de datos, hace necesario 
disponer de modelos de decisión que 
permitan a los paquetes ser ruteados de 
acuerdo a su prioridad y a los criterios de 
optimización adoptados, para ser enviados 
por la mejor ruta disponible para llegar a 
destino. Para tomar decisiones son 
necesarios diferentes niveles de acuerdo 
entre los nodos involucrados en las distintas 
rutas posibles, considerando, por ejemplo, 
el estado actual del nodo, esto incluye el 
porcentaje utilizado de CPU, porcentaje de 
memoria usada, número de paquetes 
encolados, un indicador de saturación de los 
tramos de los enlaces, etc. 
 El presente proyecto pretende generar 
nuevos modelos de toma de decisiones en el 
tráfico de paquetes, contemplando además 
la aplicación de métodos de imputación de 
datos para aquellos casos de datos faltantes, 
por ejemplo, como consecuencia de 
problemas en las comunicaciones entre los 
nodos, y fuzzyficación de variables para dar 
soporte a situaciones donde no es posible o 
conveniente expresar valores exactos. 
  
Líneas de Investigación, Desarrollo e 
Innovación 
 
Se han realizado y publicado varios 
trabajos relacionados con las áreas del 
conocimiento comprendidas en el presente 
proyecto; dichos trabajos se agrupan según 
se indica a continuación:  
Comunicación en sistemas distribuidos  
En (La Red Martínez y Goitia, 2004) se 
describen los principales algoritmos de 
comunicación en sistemas distribuidos 
(algoritmos clásicos de las ciencias de la 
computación).  
En (La Red Martínez y Agostini, 2014) 
se presenta un entorno de enseñanza – 
aprendizaje de las comunicaciones de datos 
mediante animaciones.  
Métodos de imputación de datos  
En (Peláez et al., 2008) se describen 
métodos de imputación generales y para 
aplicaciones específicas.  
Operadores de agregación 
En (Doña et al., 2011) se presenta un 
modelo de decisión en grupo con la 
utilización de operadores de agregación de 
la familia OWA (Ordered Weighted 
Averaging: Promedio de Pesos Ordenados).  
En (La Red Martínez y Acosta, 2015) se 
presentan las principales propiedades 
matemáticas y las medidas de 
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comportamiento relacionadas con los 
operadores de agregación.  
En (La Red Martínez y Pinto, 2015) se 
presenta una revisión acerca de los 
operadores de agregación, especialmente 
los de la familia OWA.  
En (Peláez et al., 2003, 2004, 2009) se 
analizan operadores de agregación (de 
mayoría) en grupo que buscan la 
representación de la mayoría.  
Toma de decisiones en grupo  
En (La Red et al., 2011a) se presenta el 
operador WKC-OWA para agregar 
información en problemas de decisión 
democrática. 
En (La Red et al., 2011b) se presenta un 
modelo de decisión en grupo con la 
utilización de etiquetas lingüísticas y una 
nueva forma de expresión de las 
preferencias de los decisores.  
En (La Red Martínez y Acosta, 2014) y 
en (La Red Martínez et al., 2014) se 
presenta una nueva perspectiva para los 
modelos de decisión para la sincronización 
de procesos en sistemas distribuidos.  
En (La Red Martínez y Acosta, 2015) se 
realiza una revisión del modelado de 
preferencias para los modelos de decisión.  
Resultados y Objetivos 
Resultados  
El presente proyecto intenta desarrollar 
nuevos modelos de decisión y operadores 
de agregación para la gestión de tráfico en 
redes para escenarios dinámicos (cargas de 
tráfico variables) contemplando cambios en 
la topología (agregado y caída de nodos y 
enlaces) para los siguientes escenarios: 
** Que los paquetes de datos sean 
despachados considerando como estado de 
cada ruta el promedio de los estados de sus 
nodos. 
** Que los paquetes de datos sean 
despachados considerando como estado de 
cada ruta el estado de su nodo y enlace más 
cargado. 
** Que los paquetes de datos sean 
despachados considerando como estado de 
cada ruta al promedio de los estados de un 
cierto porcentaje de sus nodos y enlaces 
más cargados.  
La investigación que se realizará será de 
tipo teórica en la etapa de desarrollo de los 
modelos de decisión. Una vez definidos 
teóricamente los modelos de decisión antes 
mencionados, se procederá a la validación 
de estos comparando sus prestaciones con 
las de los modelos de enrutamiento 
habitualmente utilizado en las redes de 
datos. 
 El sistema de matrices de datos que se 
utilizará contemplará las siguientes 
premisas y estructuras de datos. Se trata de 
asignar rutas a paquetes de datos, debiendo 
decidirse cual ruta va a ser la mejor, en base 
a un criterio establecido, del estado de los 
nodos y enlaces.  
Se tendrá en cuenta: 
Conjunto de nodos 1,……., n. 
Conjunto de enlaces (tramos) 1,…….., 
e. 
Conjunto de rutas 1,…………., r, 
constituidas por un subconjunto de nodos y 
un subconjunto de enlaces. 
Estado posible de cada uno de los n 
nodos: 
• Número de paquetes encolados en el 
nodo. 
• Prioridades de los paquetes. 
• Uso de CPU. 
• Uso de memoria. 
• Tamaño de paquetes (número t de 
paquetes). 
• Predisposición y decisión (prioridad 
global) para otorgar el acceso a cada una de 
las r rutas.  
Estado posible de los e enlaces: 
• Capacidad utilizada. 
• Valor-Peso. 
Estado posible de las r rutas: 
• Se calculará con los operadores de 
agregación en base al estado de los nodos y 
enlaces constituidos. 
Se efectuarán simulaciones con los 
modelos de decisión propuestos, a los 
efectos de analizar el comportamiento de 
estos para las mismas condiciones de carga 
de tráfico. 
Se considerará la situación de datos 
faltantes, y la posibilidad de utilizar 
métodos de imputación de datos para 
completar los datos faltantes. 
Objetivo general del proyecto 
Obtener el conocimiento necesario para 
desarrollar modelos de decisión aplicables a 
la gestión de tráfico en redes.  
Objetivos específicos del proyecto 
• Se pretende generar nuevos modelos 
de toma de decisiones en el tráfico de 
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paquetes, contemplando además la 
aplicación de métodos de imputación de 
datos para aquellos casos de datos faltantes, 
por ejemplo, como consecuencia de 
problemas en las comunicaciones entre los 
nodos, y fuzzyficación de variables para dar 
soporte a situaciones donde no es posible o 
conveniente expresar valores exactos. 
  
Formación de Recursos Humanos 
El equipo de trabajo está integrado por 
un Doctor y un Licenciado en Sistemas de 
Información. 
Actualmente se está trabajando en la 
elaboración de la tesis de la Maestría de 
Sistemas de Redes y Telecomunicaciones 
siendo el tema “Nuevo Modelo de Decisión 
para Gestión de Tráfico en Redes” cuyo 
plan de tesis fue aprobado por el Consejo 
Directivo de la Facultad de Ciencias 
Exactas y Naturales y Agrimensura de la 
UNNE, mediante Resolución N°0640/17 de 
fecha 10 de agosto de 2017. 
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Resumen
Debido a los avances tecnológicos, las or-
ganizaciones educativas se enfrentan a diver-
sos retos al proporcionar el apoyo mediados
por las TI para el desarrollo de las actividades
de índole académicas y administrativas. Ante
el desafío que representa adoptar tecnologías
nuevas y emergentes, resulta imperioso el uso
eficaz de ellas en el proceso de enseñanza y
aprendizaje,  a  fin  de brindar  una educación
acorde a los requerimientos actuales. Se de-
ben "explotar las oportunidades que ofrece el
cloud  computing  (CC)"  (V.  H.  Pardeshi,
2014), para permitir el acceso conveniente a
un conjunto compartido de recursos computa-
cionales  configurables  (por  ejemplo,  redes,
servidores,  almacenamiento,  aplicaciones  y
servicios) que se pueden aprovisionar y libe-
rar  rápidamente con un esfuerzo mínimo de
gestión o una interacción con el proveedor de
servicios. 
De forma similar y con mayor precisión el
National Institute of Standards and Technolo-
gy (NIST), lo define como “un modelo tecno-
lógico que permite el acceso ubicuo, adaptado
y bajo demanda en red a un conjunto compar-
tido  de  recursos  de  computación  configura-
bles -redes, servidores, equipos de almacena-
miento, aplicaciones y servicios- , que pueden
ser  rápidamente  aprovisionados  y  liberados
con un esfuerzo de gestión reducido o interac-
ción mínima con el  proveedor del  servicio”
(P. Mell and T. Grance, 2011).
De acuerdo a ello surgen interrogantes so-
bre, la elección del modelo adecuado para el
despliegue del entorno y qué servicio se ajus-
ta a las necesidades del ambiente, las tecnolo-
gías vigentes y la seguridad e integridad de la
información.
Palabras clave: Cloud computing – Recur-
sos computacionales  – Redes computacionales  –
Entornos educativos.
Contexto
Este estudio está relacionado con el traba-
jo final "Metodología para la selección de re-
cursos computacionales gestionados con tec-
nologías  de  cloud  computing  en  ambientes
educativos" de la Maestría en Tecnologías de
la Información,  el cual se desarrollará en la
Facultad de Ciencias Económicas,  siendo la
Dirección de Tecnologías de la Información
el área donde se concentrará los mayores es-
fuerzos,  involucrando a  sectores  específicos
de la unidad académica, como son las cáte-
dras relacionadas con informática, que serán
las principales fuentes de consulta sobre los
requerimientos a cubrir con una solución de
CC generable a partir de la aplicación de la
metodología planteada,  para delinear los re-
querimientos.
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 Una tarea común entre los integrantes de
una unidad académica es compartir archivos
para lo cual suelen utilizarse métodos que in-
volucran medios extraíbles o archivos adjun-
tos  a  un  correo  electrónico  lo  cual  posee
como limitante, en principio la capacidad que
se requiere, del medio y del gestor de correos
para incorporar archivos adjuntos, con el con-
secuente aumento en volumen del contenido
de los agentes de transferencia correo (MTA:
Mail  Transfer  Agent).  Además esa  informa-
ción que puede ser de interés general queda
confinada entre los participantes por la caren-
cia de una adecuada gestión del conocimien-
to.
Los archivos que se desean compartir pue-
den clasificarse de acuerdo a las tareas que
desarrolla  e  intercambia  el  personal  de  los
distintos claustros, contenidos que son parti-
culares y afines de cada área, y otros que po-
seen formatos estandarizados como planillas,
notas, solicitudes y encuestas pre-elaboradas
que son de uso común entre los miembros de
la unidad académica y por tal motivo pueden
ser adquiribles de manera simple y sin necesi-
dad de mediar con algún interlocutor. 
Esta situación también se da en el  plano
académico, más específicamente en el ámbito
de enseñanza y aprendizaje, con material para
el desarrollo y presentación de trabajos prác-
ticos, tesis o guías de estudio con formato de-
finido. A esto se suman las diferentes estrate-
gias docentes que incluyen la organización de
sus cátedras con material audiovisual que re-
quiere del acceso a Internet sin filtros y con-
tar con la capacidad relacionado al ancho de
banda, con la consecuente exigencia de infra-
estructura  y  configuraciones  que  demandan
tareas  de  aspecto  técnico.  Las  actividades
planteadas por las cátedras para desarrollarse
de manera colaborativa deben llevarse a cabo
en ambientes externos a la organización, sien-
do el proveedor del servicio el encargado de
brindar el soporte en cuanto a los recursos. 
En  cuanto  a  la  edición  de  documentos,
sean de texto o planillas de cálculo, se pudo
evidenciar  el  uso  de  diferentes  plataformas
ofimáticas (Office de Microsoft, LibreOffice,
OpenOffice) y de versiones, lo cual implica
que el intercambio de archivo pueda estar su-
jeto a modificaciones de formato seguido de
errores de interpretación y calificación.
Introducción
En la actualidad existen distintos provee-
dores  que  brindan  servicios  en  la  “nube”,
también aplicaciones a partir de las cuales se
pueden acceder a herramientas para el trabajo
colaborativo. En ambos casos el denominador
común es el modelo de CC, el cual está divi-
dido en dos grandes grupos: Modelo de servi-
cio  y  Modelo  de  despliegue,  el  primero  de
ellos hace referencia a servicios que pueden
contener  y  ser  accedidos,  caracterizados
como  SaaS  (Software  as  a  Service),  PaaS
(Platform as a Service) y IaaS (Infrastructure
as a Service). 
El modelo SaaS es el servicio de más alto
nivel de abstracción para el usuario – cliente,
se trata de la provisión de aplicaciones que se
encuentran desplegadas sobre una infraestruc-
tura de CC. El usuario accede a las mismas a
través de un navegador web, sin tener ningu-
na posibilidad de administración de la infra-
estructura  subyacente  ni  sobre  elementos
avanzados de la configuración de las aplica-
ciones utilizadas. El modelo IaaS consiste en
la provisión de servicios de infraestructura TI
(Tecnologías  de  la  Información)  como  las
máquinas virtuales, los recursos de red, el es-
pacio  de  almacenamiento,  la  capacidad  de
procesamiento y otras soluciones que tienen
una marcada orientación al sector de adminis-
tración  de  TI.  Este  modelo entrega los  ele-
mentos necesarios para la ejecución de apli-
caciones,  incluyendo en  ocasiones  la  provi-
sión de un sistema operativo (SO), además de
algún  producto  software  específico  para  la
gestión del conjunto de recursos demandados
por el cliente. El modelo PaaS, consiste en un
modelo en el que se provee un conjunto de
herramientas  de software orientadas  a  desa-
rrolladores de software. Permite el despliegue
de aplicaciones en una infraestructura de CC
de forma transparente,  abstrayendo al  desa-
rrollador de la gestión de la misma. Depen-
diendo del proveedor, serán accesibles diver-
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sos lenguajes de programación y entornos o
herramientas de desarrollo.
El segundo modelo se refiere a la localiza-
ción  y  gestión  del  cloud  como  plataforma
dentro de una infraestructura capaz de sopor-
tar servicios, se divide en cuatro grupos según
el  ámbito a  ser  desplegados como:  Pública,
Privada, Híbrida y Comunitaria (P. Mell and
T. Grance, 2011), (S. Marston, Z. Li, S. Band-
yopadhyay, J. Zhang, and A. Ghalsasi, 2011).
La infraestructura Pública se trata de una
solución de CC disponible para el público en
general, siendo propiedad de un determinado
proveedor que puede comercializar los servi-
cios de cloud que implemente a través de In-
ternet. En este modelo, múltiples clientes ac-
ceden a los servicios sobre una infraestructura
común,  cuya  seguridad  y  disponibilidad  es
gestionada por el proveedor del servicio. La
infraestructura Privada es gestionada integral-
mente  por  una  organización,  independiente-
mente de donde esté alojada, el acceso y con-
figuración están restringidos a sus  integran-
tes. La infraestructura Híbrida está compuesta
por algunas de las soluciones previas. Puede
ser brindada por diferentes proveedores hacia
un conjunto de organizaciones para hacer uso
de los servicios disponibles tanto en entornos
privados como en públicos. La infraestructura
Comunitaria es una infraestructura comparti-
da por varias entidades, brindando servicios a
un conjunto específico de usuarios en base a
un objetivo común.
Habiendo  una  amplia  disponibilidad  de
herramientas se pretende determinar una me-
todología a partir de la cual sea posible la se-
lección  de  recursos  computacionales  gestio-
nados  con  tecnologías  de  CC en  ambientes
educativos.
Líneas de Investigación, Desarrollo e
Innovación
En el contexto de la investigación para la
elaboración  del  trabajo  final  de  maestría  se
busca cambiar el paradigma actual en cuanto
a la gestión de la información del ámbito aca-
démico y administrativo.  Para la realización
del trabajo mencionado se tendrán en cuenta
como mínimo los trabajos que se mencionan
a continuación.
En (P. Mell and T. Grance, 2011) define al
CC y sus características en cuanto a los mo-
delos.
En (A. Habbal, S. A. Abdullah, E. O. C.
Mkpojiogu,  S.  Hassan,  and  N.  Benamar,
2017) se describe el diseño y gestión de un
modelo de Nube Privada en universidades.
En (S. Marston, Z. Li, S. Bandyopadhyay,
J. Zhang, and A. Ghalsasi, 2011) se presentan
las  fortalezas,  debilidades,  oportunidades  y
amenazas de la computación en la nube. 
En (V. H. Pardeshi, 2014) presenta los de-
safíos para proporcionar soporte informático
para actividades educativas en un entorno de
CC.
En  (T.  Ercan,  2010)  se  describe  el  uso
efectivo del CC en instituciones educativas. 
En  (M.  Mannir  and  A.  Getso,  2014)  se
presentan las aplicaciones del CC en institu-
ciones académicas.
En (B. Mohammed and M. Kiran, 2015)
se discute los conceptos de virtualización en
relación con herramientas de implementación
de CC bajo código abierto.
En (H. Chihi, W. Chainbi, and K. Ghdira,
2016) analiza los riesgos de la computación
en la nube y lo relaciona con las instituciones
de educación superior.
En  (A.  O.  Akande  and  J.-P.  Van  Belle,
2016) proporciona una visión general de los
conceptos de la computación en la nube para
luego centrarse en SaaS.
En (Q. Lei, Y. Jiang, and M. Yang, 2014)
realiza una evaluación cuantitativa de plata-
formas abiertas IaaS utilizando el modelo de
referencia presentado por el NIST .
Resultados y Objetivos
Resultados 
Los resultados del proyecto son de aplica-
ción directa en la docencia y áreas adminis-
trativas de la Facultad de Ciencias Económi-
cas de la Universidad Nacional de Misiones
(U.Na.M.) 
Se considera que los resultados de la in-
vestigación propuesta sean extensivo a las de-
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más unidades académicas de la U.Na.M. bajo
la modalidad independiente o centralizada de-
pendiendo  de  los  acuerdos  con  la  Unidad
Central (Rectorado).
Asimismo, se tiene previsto presentar para
su posible publicación los resultados del pre-
sente proyecto en revistas y congresos espe-
cializados, como así también en conferencias
a impartir en diferentes ámbitos.
Objetivo general del proyecto
Desarrollar  una  metodología  válida  para
identificar conceptos y arquitecturas que per-
mitan evaluar alternativas para la gestión de
datos y servicios en la nube, a implementarse
en el ambiente académico usando tecnologías
de  Software  Libre.  La  propuesta  permitiría
sentar las bases conceptuales para la identifi-
cación de recursos computacionales que per-
mita  abordar  el  despliegue  de  plataformas
educativas basadas en el modelo de CC.
Objetivos específicos del proyecto
Efectuar  estudios  exploratorios  de  sobre
CC, las tecnologías utilizadas, las plataformas
de  despliegue,  los  ambientes  de  utilización,
casos éxito, etc., centrando la atención en lo
relacionado con el caso de estudio.
Definir  las  características  a  considerar
para los ambientes académicos que formarán
parte de los casos de aplicación de la metodo-
logía.
Formación de Recursos Humanos
El equipo de trabajo está integrado por un
Doctor y un maestrando con cursadas finali-
zadas  actualmente  trabajando en  la  tesis  de
maestría con temáticas afines a la del proyec-
to.
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Resumen 
En los sistemas de procesamiento 
distribuido es necesario que los procesos que 
actúan en grupos deban tomar decisiones 
basados en acuerdos respecto del acceso a 
recursos; las decisiones pueden estar 
relacionadas con la realización de 
determinada actividad que requiera o no la 
sincronización de los procesos, es decir, que 
los procesos del grupo estén activos en los 
mismos lapsos de tiempo en sus respectivos 
procesadores, requiriendo el uso de recursos 
compartidos en la modalidad de exclusión 
mutua mediante consensos estrictos o no. 
Así surge el siguiente interrogante: 
¿cuáles son los modelos de decisión y los 
operadores de agregación que habrá que 
generar para la toma de decisiones en la 
gestión de grupos de procesos, que 
trasciendan el enfoque tradicional de las 
ciencias de la computación, teniendo en 
cuenta la auto-regulación? 
Para ello habrá que considerar diferentes 
situaciones relacionadas con el hecho de 
compartir o no recursos y con el nivel de 
acuerdo o consenso requerido, que podrá ser 
estricto o no, con posibles requisitos de 
sincronización. 
Los modelos considerarán la posibilidad 
de imputación de datos faltantes y la 
fuzzyficación de ciertas variables, utilizando 
operadores OWA, buscando generar 
operadores de agregación específicos. 
Los modelos desarrollados se evaluarán 
comparando sus características con los 
modelos habitualmente utilizados. 
Se consideran modelos clásicos para 
acceder a recursos compartidas en la 
modalidad de exclusión mutua utilizando 
regiones críticas al algoritmo centralizado, al 
algoritmo distribuido de Lamport, Ricart y 
Agrawala, al algoritmo de anillo de fichas, 
entre otros.  
  
Palabras clave: Sistemas operativos - 
Comunicación entre grupos de procesos - 
Operadores de agregación. 
Contexto 
Este estudio se encuadra en el marco del 
Proyecto de Investigación “Modelos de 
decisión y operadores de agregación para la 
administración de procesos en sistemas 
distribuidos”, acreditado por Resolución Nº 
241/17 C.S. N° 16F001. 2017-2020, cuyas 
líneas de trabajo pertenecen al Grupo de 
Sistemas Operativos y TICs (Res. 725/10 
C.D. -  FaCENA-UNNE). Además está 
relacionado con la tesis de maestría “Nueva 
propuesta para la administración de recursos 
y procesos en sistemas distribuidos” de la 
Maestría en Sistemas y Redes de 
Telecomunicaciones, cuyo plan de trabajo fue 
aprobado por Res. Nº 0733/16.  
En los sistemas computacionales de 
procesamiento distribuido es frecuentemente 
necesario que los procesos que actúan en 
grupos deban tomar decisiones basados en el 
acuerdo; dichos procesos podrán operar en un 
mismo equipo informático o en varios 
equipos distribuidos interconectados; las 
decisiones para las cuales deben alcanzar 
algún nivel de acuerdo pueden estar 
relacionadas con la realización de 
determinada actividad que no requiera el uso 
de recursos compartidos en la modalidad de 
XX Workshop de Investigadores en Ciencias de la Computacio´n 118
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
exclusión mutua, o con la realización de 
determinada actividad que sí requiera el uso 
de recursos compartidos en la modalidad de 
exclusión mutua, para lo cual generalmente 
las exigencias de niveles de acuerdo son 
mayores que para el caso anterior, pudiendo 
darse además que los procesos integren 
grupos que requieran (o no) sincronización 
(estar activos en sus respectivos procesadores 
en un mismo lapso de tiempo). 
Ante la situación mencionada 
precedentemente surge el siguiente 
interrogante: ¿cuáles son los nuevos modelos 
de decisión que habrá que desarrollar 
incorporando la perspectiva cognitiva a los 
modelos clásicos para la toma de decisiones 
en grupos de procesos, que trasciendan el 
enfoque tradicional de las ciencias de la 
computación? Habrá que desarrollar, por lo 
tanto, los modelos de decisión para la toma de 
decisiones en grupos de procesos, para los 
siguientes tipos de situaciones: 
a) Que los procesos accedan a recursos 
compartidos en la modalidad de exclusión 
mutua sin constituir grupos de procesos que 
requieran sincronización (estar activos en sus 
respectivos procesadores en un mismo lapso 
de tiempo) y con exigencias estrictas de 
consenso para lograr el acceso. 
b) Que los procesos accedan a recursos 
compartidos en la modalidad de exclusión 
mutua sin constituir grupos de procesos que 
requieran sincronización (estar activos en sus 
respectivos procesadores en un mismo lapso 
de tiempo) y sin exigencias estrictas de 
consenso para lograr el acceso.  
c) Que los procesos accedan a recursos 
compartidos en la modalidad de exclusión 
mutua constituyendo grupos de procesos que 
requieren sincronización (estar activos en sus 
respectivos procesadores en un mismo lapso 
de tiempo) y con exigencias estrictas de 
consenso para lograr el acceso.  
d) Que los procesos accedan a recursos 
compartidos en la modalidad de exclusión 
mutua constituyendo grupos de procesos que 
requieren sincronización (estar activos en sus 
respectivos procesadores en un mismo lapso 
de tiempo) y sin exigencias estrictas de 
consenso para lograr el acceso. 
   
Introducción 
La proliferación de sistemas informáticos, 
muchos de ellos distribuidos, en los cuales 
existen múltiples procesos que cooperan para 
el logro de una determinada función, hace 
necesario disponer de modelos de decisión 
que permitan a los procesos intervinientes en 
los distintos grupos de procesos, tomar 
decisiones en las que son necesarios 
diferentes niveles de acuerdo, especialmente 
cuando se trata del acceso a recursos 
computacionales compartidos y el sistema 
debe auto-regular la forma de dicha 
compartición.  
Es especialmente significativo el caso del 
acceso a las llamadas regiones críticas de 
memoria por parte de distintos procesos, que 
pueden estar operando en equipos 
distribuidos, donde el acceso a las regiones 
críticas debe hacerse en la modalidad de 
acceso exclusivo y con el consentimiento de 
los demás procesos del grupo. Ejemplos de lo 
mencionado se encuentran en (Tanenbaum, 
1996 y 2009), donde se describen los 
principales algoritmos de sincronización en 
sistemas distribuidos, en (Agrawal et al., 
1991), donde se presenta una solución 
eficiente y tolerante a fallas para el problema 
de la exclusión mutua distribuida, en (Ricart 
et al., 1981), (Cao y Singhal, 2001) y en 
(Lodha y Kshemkalyani, 2000), donde se 
presentan unos algoritmos para gestionar la 
exclusión mutua en redes de computadoras, 
en (La Red Martínez, 2004), donde se 
describen los principales algoritmos de 
sincronización en sistemas distribuidos, en 
(Stallings, 2005), donde se detallan los 
principales algoritmos para la gestión 
distribuida de procesos, los estados globales 
distribuidos y la exclusión mutua distribuida. 
Estos temas y otros relacionados también han 
sido tratados en (Joshi y Holzmann, 2007), 
(Alagarsamy, 2003), etc. 
Los modelos de decisión actualmente 
disponibles y generalmente aplicables en los 
sistemas distribuidos se basan en algoritmos 
de intercambio de permisos que intentan 
lograr un acuerdo de todos los procesos 
intervinientes para realizar determinadas 
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acciones, como el acceso a un área de 
memoria compartida a la que se debe acceder 
en la modalidad de exclusión mutua.  
Se considera especialmente importante 
estudiar la aplicación de modelos de decisión 
para la toma de decisiones en grupo que se 
desprendan de conceptos cognitivos de la 
cibernética en general y de la cibernética de 
segundo orden en particular, en el contexto de 
sistemas complejos auto-regulados. Se 
considera en tal sentido que dichos grupos de 
procesos mejorarían su desempeño mediante 
los modelos de decisión que se tiene previsto 
desarrollar incorporando mecanismos de 
auto-regulación y conceptos de la cibernética 
de segundo orden en el proceso de toma de 
decisiones.  
Se pretende generar nuevos modelos de 
toma de decisiones en grupos de procesos 
distribuidos, contemplando además la 
aplicación de métodos de imputación de datos 
para aquellos casos de datos faltantes, por 
ejemplo, como consecuencia de problemas en 
las comunicaciones entre los procesos, y 
fuzzyficación de variables para dar soporte a 
situaciones donde no es posible o conveniente 
expresar valores exactos.  
  
Líneas de Investigación, Desarrollo e 
Innovación 
 
En el contexto del proyecto “Modelos de 
decisión y operadores de agregación para la 
administración de procesos en sistemas 
distribuidos”; iniciado en el 2017 en la 
UNNE, se busca generar modelos de decisión 
innovadores y sus correspondientes 
operadores de agregación para la gestión de 
grupos de procesos. 
En (La Red Martínez, 2004) se describen 
los principales algoritmos de comunicación 
en sistemas distribuidos (algoritmos clásicos 
de las ciencias de la computación).  
En (Macedonia et al., 1995) se describe 
una arquitectura de red para entornos 
virtuales de gran escala para soportar la 
comunicación entre grupos de procesos 
distribuidos.  
En (Silberschatz et al., 2006) se presentan 
los principales algoritmos de coordinación 
distribuida y gestión de la exclusión mutua 
(algoritmos clásicos de las ciencias de la 
computación).  
En (La Red et al., 2011a) se presenta el 
operador WKC-OWA para agregar 
información en problemas de decisión 
democrática.  
En (La Red et al., 2011b) se presenta un 
modelo de decisión en grupo con la 
utilización de etiquetas lingüísticas y una 
nueva forma de expresión de las preferencias 
de los decisores.  
En (La Red y Acosta, 2015) se presentan 
las principales propiedades matemáticas y las 
medidas de comportamiento relacionadas con 
los operadores de agregación.  
En (La Red y Pinto, 2015) se presenta una 
revisión acerca de los operadores de 
agregación, especialmente los de la familia 
OWA.  
En (Chao et al., 2016) se estudia la forma 
de obtener un vector de prioridades colectivo 
a partir de diferentes formatos de expresión 
de las preferencias por parte de los decisores. 
El modelo puede reducir la complejidad de la 
toma de decisiones y evitar la pérdida de 
información cuando se transforman los 
diferentes formatos en un formato único de 
expresión de las preferencias. 
En (Dong et al., 2016a) se estudia la 
conexión de la jerarquía lingüística y la escala 
numérica para el modelo lingüístico de 2-
tupla y su uso para tratar información 
lingüística no balanceada.  
En (Dong et al., 2016b) se define un 
problema complejo y dinámico de toma de 
decisiones en grupo con múltiples atributos y 
se propone un método de resolución que 
utiliza un proceso de consenso para grupos de 
atributos, de alternativas y de preferencias, 
presentándose un modelo de decisión para 
problemas del mundo real.  
Resultados y Objetivos 
Resultados  
Los resultados del proyecto son de 
aplicación directa en la docencia de la 
asignatura Sistemas Operativos de la carrera 
Licenciatura en Sistemas de Información de 
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la Facultad de Ciencias Exactas y Naturales y 
Agrimensura de la U.N.N.E.  
Se considera que la investigación 
propuesta es relevante desde el punto de vista 
social ya que se espera generar el 
conocimiento científico que permita a 
posteriori la generación de mejoras en la 
gestión de recursos compartidos por parte de 
los sistemas operativos, especialmente de 
sistemas distribuidos, ampliamente utilizados 
de manera directa o indirecta por la sociedad 
en su conjunto.  
Asimismo, se tiene previsto presentar para 
su posible publicación los resultados del 
presente proyecto en revistas y congresos 
especializados, como así también en 
conferencias a impartir en diferentes ámbitos. 
En tal sentido, ya se han realizado algunas 
publicaciones, tales como (La Red Martínez, 
2017), (La Red Martínez et al., 2017). 
Objetivo general del proyecto 
Generar modelos de decisión innovadores 
y sus correspondientes operadores de 
agregación para la gestión de grupos de 
procesos. 
Objetivos específicos del proyecto 
Generar modelos de decisión y sus 
correspondientes operadores de agregación 
para la gestión de grupos de procesos que 
pueden compartir recursos, estudiando la 
utilización de posibles modificaciones de los 
operadores de la familia OWA (Yager, 1988, 
1993) y la creación de operadores nuevos 
Formación de Recursos Humanos 
El equipo de trabajo está integrado por un 
Doctor, una Magister y dos maestrandos con 
cursadas finalizadas. Actualmente uno de 
ellos se encuentra trabajando en la tesis de 
maestría con temáticas afines a la del 
proyecto. 
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Resumen 
En este trabajo se presenta un proyecto 
de investigación denominado 
“Simulación en las Tics: Diseño de 
Simuladores de Procesos de Desarrollo 
de Software Agiles y Redes De 
Sensores Inalámbricos para la Industria 
y la Academia”, cuyo objetivo es 
diseñar simuladores de procesos de 
desarrollo de software agiles y de 
Redes de Sensores Inalámbricos para la 
Industria y la academia. 
Particularmente en este artículo se 
presentan los avances realizados en 
relación a diseño de una herramienta de 
visualización gráfica para el análisis de 
resultados de simulación de WSN. 
Palabras claves: Simulación;  
Visualización Gráfica de Resultados; 
Redes de Sensores Inalámbricos. 
Contexto 
El trabajo presentado en este artículo 
tiene como contexto marco el proyecto 
de investigación denominado 
“Simulación en las Tics: Diseño de 
Simuladores de Procesos de Desarrollo 
de Software Agiles y Redes De 
Sensores Inalámbricos para la Industria 
y la Academia”, registrado actualmente 
en la Secretaría de Investigación y 
Desarrollo de la Universidad Gastón 
Dachary (UGD) con el Código IP 
A07003 radicado en el Centro de 
Investigación en Tecnologías de la 
Información y Comunicaciones de 
dicha universidad.  
El mismo fue incorporado como 
proyecto aprobado en el llamado a 
presentación interna de la UGD de 
proyectos de investigación N°7 
mediante la Resolución Rectoral 
07/A/17 y es una continuidad del 
Proyecto Simulación como herramienta 
para la mejora de los procesos de 
software desarrollados con 
metodologías ágiles utilizando 
dinámica de sistemas, R.R. UGD N° 
18/A/14 y R.R. UGD N° 24/A/15. 
Entre las líneas con mayores resultados 
dentro del proyecto referido, se 
encuentran las de: Construcción de una 
plataforma de gestión y simulación de 
datos de redes de sensores inalámbricos, 
una interfaz web para el simulador de 
WSN Shawn, Sistemas de gestión de 
residuos de la ciudad de Posadas con 
tecnologías de Internet de la cosas, 
Sistema de monitoreo de la temperatura 
en el proceso de secado del Té.  
1. Introducción 
En la actualidad existen diferentes 
software de simulación [1] que brindan 
interfaces visuales con herramientas 
que permiten establecer parámetros y 
variables de entorno, como así también 
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gestionar la configuración de 
escenarios y realizar combinaciones de 
todos estos elementos con el objeto de 
producir diferentes resultados. Pero 
estas aplicaciones suelen ser para una 
plataforma específica o bien consumen 
un alto nivel de recursos para realizar 
el procesamiento en el equipo cliente. 
Se puede considerar que NS-2 web [2] 
[3] es uno de los sistemas similares al 
propuesto. Respecto a este punto de 
vista, las aplicaciones Web que 
emplean una arquitectura cliente-
servidor cuentan con una gran ventaja, 
ya que aligeran la carga computacional 
de los equipos de los usuarios finales. 
Principalmente al realizar 
procesamiento de datos destinados a la 
generación de resultados gráficos en la 
simulación. 
Otra característica importante de las 
aplicaciones web es la usabilidad que 
presentan. Permite simplificar a través 
de las interfaces gráficas, tareas como 
la carga de datos relacionados a la 
configuración previa a la ejecución de 
la simulación. Inicialmente en el 
proyecto WEBShawn [4] [5]se realiza  
un cambio radical en la forma de 
utilizar el simulador Shawn [2] para 
WSN, ya que se adaptó el software que 
originalmente se utilizaba por consola 
y línea de comandos, para permitir que 
los usuarios interactúen directamente a 
través de la Web. 
Sin embargo, en el prototipo que se 
desarrolló no existía una forma de 
ingresar todos los parámetros de 
configuración de visualizaciones que 
ofrece Shawn. Los mismos se debían 
escribir directamente sobre un archivo 
de configuración (disponible en la 
interfaz Web). Al tratarse de múltiples 
opciones con distintas incidencias en 
las salidas gráficas, el usuario debía 
conocer el orden de ingreso y todos los 
posibles valores válidos que se aceptan 
por cada parámetro. Lo que dificultaba 
al usuario la tarea de ingresar las 
distintas opciones gráficas. 
Otro aspecto que no fue desarrollado en 
el prototipo inicial de WEBShawn [6] 
es la gestión de escenarios de 
simulación, es decir, permitir a los 
usuarios exportar o importar las 
configuraciones de los mismos. En este 
sentido, el simulador Shawn posee 
también distintos parámetros que se 
pueden utilizar para dotar a 
WEBShawn con esta característica. 
Es por ello que actualmente se pretende 
extender las capacidades faltantes de 
WEBShawn y mejorar las que se 
puedan realizar con Shawn, 
aprovechando el proceso para integrar 
con otras librerías de generación de 
gráficos. Todo esto tendiente a mejorar 
específicamente, tanto la interacción 
como la generación de gráficas de 
resultados y visualización desde el 
navegador. 
Dada la problemática descripta, se 
utilizará el prototipo desarrollado en 
WEBShawn como base para 
incrementar la funcionalidad del mismo. 
Para ello se utilizará la adaptación del 
motor de simulación realizado sobre 
Shawn, para implementar la biblioteca 
de visualización VIS [3]. Permitiendo 
de esta forma desplegar nuevas 
funcionalidades en cuanto a la 
visualización de resultados en formato 
gráfico. 
Al continuar con el desarrollo de dicho 
prototipo, el procesamiento de los datos 
enviados por el navegador Web y la 
comunicación con el motor de 
simulación de Shawn se realizarán en 
lenguaje PHP. El servidor Web 
utilizado será Apache sobre 
GNU/Linux.  
El almacenamiento de información 
relativa a los proyectos de simulación 
de los usuarios, datos de la aplicación, 
modelos de simulación y estructuras de 
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datos, ya se implementaron 
inicialmente en WEBShawn con el 
sistema de gestión de bases de datos 
PostgreSQL. Por lo cual la gestión de 
nuevos datos de usuario, así también 
como los datos de sus preferencias de 
visualización o configuraciones de 
escenarios serán almacenados 
utilizando ésta misma tecnología. 
La interfaz de usuario que se ejecutará 
en el navegador Web del lado del 
cliente, se desarrollará en lenguaje 
HTML5, JavaScript, CSS y estará 
disponible para dispositivos tipo PC. 
No se realizará verificación de los 
resultados de simulación con los 
resultados de una red de sensores 
inalámbricos en el mundo real, dado 
que este tipo de revisiones ya fue 
realizado por los propios autores del 
software de simulación Shawn. 
Se diseñarán tres escenarios de prueba, 
de modo que pueda demostrarse la 
versatilidad de WEBShawn en cuanto a 
visualización de resultados de 
simulación. 
 
2. Línea de Investigación 
Para esta línea se han planteado los 
siguientes objetivos:  
Como objetivo general se propone: 
Diseñar una herramienta de 
visualización gráfica de que permita 
analizar los resultados de simulaciones 
de WSN en WEBShawn.   
Como objetivos específicos se 
realizarán los siguientes:  
 
 Establecer el estado del arte 
respecto a simuladores de WSN 
basados en la Web. 
 Analizar las alternativas de 
visualización soportadas por 
Shawn y la gestión de 
escenarios de simulación en el 
mismo. 
 Especificar los requerimientos 
de datos para captar los 
parámetros de visualización 
deseados y la gestión de 
escenarios de simulación. 
 Construir un prototipo de 
aplicación Web que incluya los 
módulos de software necesarios 
para gestionar escenarios de 
simulación en WEBShawn, 
tanto el componente front-end 
como el back-end de la 
aplicación. 
 Definir tres escenarios de 
prueba donde se comprobarán 





Como parte del proceso de adaptación 
de los nuevos parámetros que se 
ingresan desde el cliente, se 
implementó un cambio generalizado en 
toda la interfaz gráfica. Para ello se 
utilizó la biblioteca Bootstrap [4]. En la 
Figura 1 se puede observar parte de la 
nueva interfaz Web realizada en 
Boostrap, específicamente un 
formulario que permite ingresar los 
parámetros de configuración gráfica de 
los nodos de la red. Una vez que el 
usuario configura y corre una 
simulación con determinados 
parámetros, se agregó también la 
posibilidad de guardar y cargar dicha 
configuración las veces que se necesite 
a fin de poder comparar con otras 
corridas que se realicen, utilizando 
otros parámetros. 
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Una vez que el usuario configura y 
corre una simulación con determinados 
parámetros, se agregó también la 
posibilidad de guardar y cargar dicha 
configuración las veces que se necesite 
a fin de poder comparar con otras 
corridas que se realicen, utilizando 
otros parámetros. 
Continuando con la interfaz Web, en lo 
que se refiere a la visualización de 
resultados, se desarrolló un módulo 
completo que permite generar gráficos 
con la ubicación de los nodos y la 
interconexión de los mismo. Utilizando 
la biblioteca VIS se puede generar la 
visualización gráfica de los parámetros 
previamente ingresados como ser color, 
tamaño, forma y etiquetas con datos de 
los nodos. En la Figura 2 se puede 
observar una salida gráfica generada 
con VIS.  
 
Figura 2. Salida gráfica generada con la 
biblioteca VIS. 
En este ejemplo generado luego de 
correr una simulación, se determinó 
que el nodo gateway tenga forma 
cuadrada y color amarillo. Los nodos 
que estén conectados directamente (a 
un solo salto) al nodo gateway tengan 
forma circular, un color rojo y la 
interconexión quede trazada en color 
azul. Para el resto de los nodos se 
determinó la misma forma pero con 
color verde e interconexión con líneas 
en color negro. Además todos los 
nodos que tengan conexión de hasta 
dos saltos al gateway se trace dicha 
conexión en color verde claro. 
Como se puede apreciar este tipo de 
salidas gráficas permite visualmente y 
de forma ágil analizar diferentes 
aspectos de una determinada red de 
nodos sensores. 
Del lado del servidor, las principales 
adaptaciones se hicieron con el 
objetivo de que todo el prototipo sea 
más portable a nivel Sistema Operativo. 
Para ello se creó una imagen completa 
de WEBShawn utilizando el software 
contenedor de aplicaciones Docker [5]. 
De esta forma cualquier usuario que 
quiera instalar el servidor completo de 
WEBShawn solo tiene que instalar 
previamente Docker y con un comando 
Figura 1. Configuración del aspecto gráfico de los nodos 
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replicar el servidor configurado con 
todas las herramientas de software 
instaladas listas para utilizar. Esto 
incluye el servidor Web Apache, PHP, 
la base de datos PostgreSQL, el 
simulador Shawn y todas sus 
dependencias. 
4. Formación de Recursos 
Humanos 
El equipo de trabajo se encuentra 
formado por cuatro investigadores con 
distintos niveles de posgrado, un 
Doctor en Ciencias Informáticas y 
Magister en Redes de Datos; un Doctor 
en Tecnologías de la Información y 
Comunicaciones Magister y 
Especialista en Ingeniería de Software; 
un Maestrando de Ingeniería de la Web; 
dos Maestrando en Redes de Datos y 
ocho estudiantes en período de 
realización de trabajos finales de grado 
en el contexto de las carreras de 
Licenciatura en Sistemas de 
Información y de Ingeniería en 
Informática de la UGD. Actualmente, 
el número de tesinas de grado 
aprobadas en el contexto de este 
proyecto, es de cinco, y otras tres en 
proceso de desarrollo. El número de 
tesis de maestría terminadas 
relacionadas con este proyecto es de 
una. 
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El objetivo de esta línea de investigación es 
desarrollar, implementar y evaluar sistemas 
de control de distintos dispositivos de 
cultivos hidropónicos en invernaderos de la 
provincia de Misiones, utilizando sistemas 
embebidos y minicomputadores de placas 
de hardware libre o de bajo costo. El 
software empleado en el sistema utilizará 
técnicas de inteligencia artificial para 
evaluar las variables del proceso y generar 
señales de control. Se utilizarán distintos 
tipos de sensores de humedad, temperatura, 
conductividad eléctrica y pH. También se 
implementarán sistemas de telemetría 
basado en “Internet de las Cosas” (IoT, 
Internet of Things) de manera de poder 
advertir en forma remota, a través de mails, 
SMS o redes sociales, anomalías en el 
estado de las variables de los sistemas que 




Este proyecto se enmarca en el “Programa 
de Investigación en Computación” del 
Centro de Investigación y Desarrollo 
Tecnológico de la Facultad de Ciencias 
Exactas Químicas y Naturales de la 
Universidad Nacional de Misiones; también 
vinculado con el Doctorado en Ciencias 
Aplicadas y la Maestría en Tecnologías de 
la Información de la Universidad Nacional 
de Misiones.  
Dentro del proyecto se desempeñan 
docentes, tesistas y becarios de las carreras 
de Analista en Sistemas de Computación, 
Licenciatura en sistemas de Información, 
Profesorado en Física, Maestría en 
Tecnologías de la Información y 
Doctorandos en Ciencias Aplicadas de la 
Facultad de Ciencias Exactas, Químicas y 
Naturales de la Universidad Nacional de 
Misiones 
 
 1. INTRODUCCIÓN 
  
Los productores de hortalizas de la 
Provincia de Misiones utilizan métodos de 
siembra directa para la obtención de 
plantines y su posterior trasplante en 
canteros. Este sistema produce un 
importante desperdicio del rendimiento de 
germinación de las semillas y una reducción 
del tamaño de los plantines que compiten 
entre sí dada su proximidad. 
El cultivo sin tierra, denominado 
hidropónico, es una alternativa a la 
producción tradicional que tiene ventajas en 
lo que hace al proceso de producción de 
hortalizas, debido a que se puede tener un 
mayor control de las variables que afectan 
al proceso de desarrollo y crecimiento de 
las plantas, evita la posible contaminación 
producida por el suelo y además se tiene 
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preciso control de los nutrientes necesarios 
para una producción exitosa. 
El proyecto propone desarrollar e 
implementar sistemas hidropónicos 
automatizados en invernaderos, por medio 
de evaluación y control de las variables 
intervinientes en el proceso. Se utilizarán 
técnicas de control de procesos basadas en 
inteligencia artificial y sistemas embebidos 
de bajo costo. 
Del relevamiento bibliográfico surgió que, 
habiendo hecho una comparación entre los 
distintos sistemas de hardware de 
microcomputadoras de placa reducida 
(Single Board Computer o SBC), se optó 
por la utilización de Raspberry Pi 2 [1]. 
Esta SBC tiene la característica de ser un 
dispositivo de bajo costo y soporta distintos 
sistemas operativos como GNU/Linux 
ARM (Debian, Fedora, Arch Linux), RISC 
OS2.  
 
1.1 Diseño de sistemas de control con hardware 
Figura 1. Raspberry Pi 2 modelo B. 
 
La placa utilizada, Raspberry Pi 2 modelo 
B (Figura 2), tiene un tamaño reducido (85 
mm de longitud por 56 mm de ancho) y 
posee una salida HDMI, una ethernet y 4 
USB con lo que si se conecta un monitor, 
teclado y ratón se convierte en un 
ordenador. Además, posee una CPU 
ARM1176JZF-S (armv6k) a 700 MHz3, 
GPU Broadcom VideoCore IV3, memoria 
512 MiB, capacidad de almacenamiento 
tarjeta SD o SDHC. 
Puertos GPIO 
Posee un total de 17 puertos configurables 
como entrada o salida, y por defecto están 
configurados como entradas, excepto los 
GPIO 14 y 15, que operan como salidas 
(Figura 2). 
En este caso se utilizó el puerto GPIO 5 
como entrada digital, para obtener los datos 
provenientes del sensor de humedad y 
temperatura. 
 
Figura 2. Salidas GPIO de Raspberry Pi. 
1.2. Sensor de temperatura DHT22 
Para obtener los valores de las variables 
humedad relativa y temperatura, se 
utilizaron sensores DHT22 (Figura 3 y 
Tabla 1). Estos sensores poseen un rango de 
operación de 0 a 100 % HR y de -40 a 80 
°C y cuentan con una precisión de humedad 
de 2% RH y de temperatura 0,5 %. Por otra 
parte, tienen la característica de trabajar con 
protocolo serial enviando los datos por una 
sola vía, por el pin de datos (Figura 4). 
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  Figura 3. Sensor DHT22. 
 
De acuerdo con la Tabla 1, el pin 1 
corresponde a la alimentación, el pin 4 a 
masa (GND) y el pin 2 tiene una resistencia 
de pull up de 10 K, por donde son enviados 
los datos de humedad y temperatura en 
forma serial hacia el puerto GPIO, 












2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
 
Se está trabajando en distintas líneas de 
investigación y desarrollo, relacionadas con 
la automatización de sistemas de cultivos 
hidropónicos e invernaderos, utilizando 
sistemas embebidos y técnicas de I.A y de 
IoT., a continuación, se detallan las más 
importantes: 
 
● Sistemas de control de cultivos 
hidropónicos con sistemas 
embebidos de bajo costo. 
 
● Desarrollo de controladores difusos 
para el control ambiental de 
invernaderos. 
 
● Telemetría con tecnología bluetooth 
para el control de procesos y 
variables ambientales. 
 
● Desarrollo de aplicaciones IoT para 
telemetría de variables ambientales, 
provenientes de invernaderos 
mediante el uso de email y twitter. 
 
 
3. RESULTADOS OBTENIDOS Y 
ESPERADOS 
 
En el marco de este programa se concluyó 
con la tesis doctoral “Control 
Automatizado de cultivos Hidropónicos 
mediante Lógica Difusa” (Marinelli, 
2015), del Doctorado en Ciencias Aplicadas 
de la Universidad Nacional de Misiones. 
También se concluyeron dos tesis de grado 
de licenciatura en Sistemas de Información: 
Desarrollo de un Sistema de Navegación 
y Telemetría en Tiempo Real para Un 
Robot Movil desde un Smart Phone Via 
Wifi (IEEE 802.11), Autor: Cichanowski, 
Miguel Alejandro y Desarrollo e 
implementación de un controlador difuso 
para la navegación de robots móviles 
utilizando el algoritmo de Wang & 
Mendel, Autor: Lisandro Solonezen. 
Se realizaron las siguientes publicaciones 
con referato: 
● Marinelli, M., Acosta, N., Toloza, J. 
M., & Kornuta, C. (2016). Control 
difuso de una cámara de 
germinación. In XXII Congreso 
Argentino de Ciencias de la 
Computación (CACIC 2016). 
 
● Marcelo Marinelli, Guillermo 
Wurm. (2016). Sistema de 
adquisición en tiempo real de 
conductividad eléctrica y pH en 
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Seminario Argentina-Brasil de 
Tecnologías de la Información y la 
Comunicación (SABTIC 2016). 
ISBN 978-987-3619-15-1. 
 
● XXII CACIC2016 (Congreso 
Argentino De Ciencias De La 
Computación) 3 al 7 de octubre de 
2016 U.N.S.L, San Luis. 
 
● IV Seminario Argentina-Brasil de 
Tecnologías de la Información y la 
Comunicación (SABTIC 2016). 4 y 
5 de noviembre de 2016, UNNE, 
Corrientes. 
 
● Marinelli, M., & Urquijo, R. (2017). 
Sistema de control de una cámara de 
germinación hidropónica con IoT. 
In XXIII Congreso Argentino de 
Ciencias de la Computación (La 
Plata, 2017). 
 
● Marinelli, M., Acosta, N., Toloza, J. 
M., & Kornuta, C. (2017). Fuzzy 
Control of a Germination Chamber. 
Journal of Computer Science & 
Technology, 17. 
 
● Lombardo, G. C., & Marinelli, M. 
(2017). Uso de controladores 
difusos en el proceso de evaluación 
en matemática. In XXIII Congreso 
Argentino de Ciencias de la 
Computación (La Plata, 2017). 
 
● Marinelli, M., Lombardo, G., 
Kornuta, C., Wurn, G., Solonezen, 
L., & Cichanowski, M. (2017, 
August). Automatización de 
sistemas de cultivos hidropónicos. 
In XIX Workshop de Investigadores 
en Ciencias de la Computación 
(WICC 2017, ITBA, Buenos Aires). 
 
Como resultados esperados se desarrollará 
un sistema de control ambiental de 
invernaderos con telemetría basada en IoT. 
También sistemas el control de las variables 
ambientales y actuadores en el proceso de 
control de cultivos hidropónicos. 
Permitiendo integrar la representación de 
los datos, los sistemas de telemetría y 
comunicación de alarmas en forma 
integrada con los servicios de Internet. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
 
En este proyecto se están desarrollando una 
tesis licenciatura en Sistemas de 
Información y una tesis de la Maestría en 
Tecnologías de la Información, ambas 
carreras de la Facultad de Ciencias Exactas, 
Químicas y Naturales de la Universidad 
Nacional de Misiones. 
Se prevén incorporar tesistas de la Maestría 
en Tecnología de Información y del 
Doctorado en ciencias Aplicadas de la de la 
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En muchas regiones del mundo la llegada de 
servicios de comunicaciones a comunidades 
pequeñas, con baja densidad poblacional, ha 
sido un problema que en muy pocos casos ha 
sido resuelto, y en muchos de ellos a costos 
elevados. 
Las razones son obvias. Éstas carecen de 
interés comercial para que las empresas que 
brindan los servicios públicos de 
comunicaciones quieran brindar estas 
prestaciones. El reciente crecimiento de la 
teledensidad1 en las zonas urbanas, impulsado 
por la tecnología móvil, ha hecho que la 
brecha digital entre las zonas rurales y 
urbanas se haya ampliado [1]. 
En muchas regiones y países, las actividades 
rurales tienen una importancia significativa en 
la economía. Además, la falta de estos 
servicios impide a estos grupos poblacionales 
acceder a una educación acorde con sus 
necesidades, impide en muchos casos contar 
con una adecuada atención de la salud en 
casos de urgencia y resiente la actividad 
económica al impedirle conocer el valor de 
sus productos en tiempo y forma. 
Es por ello, que en muchos países se va 
produciendo una despoblación de las zonas 
                                                 
1
 Se entiende por teledensidad a “la cantidad de teléfonos fijos más los 
móviles en uso por cada 100 personas que viven dentro de un área”. Una 
teledensidad superior a 100 significa que hay más teléfonos que personas. Los 
países en vías de desarrollo pueden tener una teledensidad de menos de 10. 
rurales y un desplazamiento de ellas a las 
grandes urbes provocando todo tipo de 
problemas sociales. 
En busca de soluciones económicamente 
factibles, utilizando nuevas tecnologías ya 
que existen en el mercado se ha formado un 
Grupo de Investigación organizado en Red 
de Universidades Nacionales, que tiene por 
objetivo buscar una solución a este problema 
de la falta de conectividad en dichas zonas, 
con el objeto de que se puedan brindar 
servicios isócronos y de datos de banda ancha 
con acceso a la Red Internet.  
La idea central de la investigación es buscar 
distintas alternativas, que seguramente 
diferirán de las utilizadas en los países 
centrales, pero que pueden constituir una 
solución a este problema.  
En el caso particular de Argentina las 
distancias son condicionantes por su 
importancia, y la densidad poblacional es 
sustancialmente muy inferior a la que se 
puede encontrar en otros países, 
especialmente los desarrollados. 
Es por ello que se orientó el estudio hacia las 
técnicas digitales inalámbricas wireless 
technologies -en especial aquellas de largo 
alcance tales como: microondas, 802.11, 
WiMax, CDMA450, 802.22 y otras similares- 
podrían dar solución al problema planteado.  
Palabras Clave: 
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CSMA/CA, WLAN, 802.11, 802.22, TVWS. 
CONTEXTO 
Este Grupo de Investigación trabaja, los 
problemas de conectividad que se presentan 
en las comunidades rurales, con el apoyo de 
Entes Nacionales que están vinculados con 
esta problemática, en particular, en 
comunidades muy pequeñas que carecen de 
comunicaciones de banda ancha u otras de 
tamaño algo mayor que cuentan con 
facilidades, pero que hasta el momento son 
claramente insuficientes para el desarrollo de 
actividades rentables o para participar 
adecuadamente en Redes Sociales.  
Estas áreas son claramente no rentables para 
las empresas proveedoras de servicios de 
telecomunicaciones y consecuentemente no 
son de interés comercial para esas empresas, 
las cuales no invierten en el desarrollo de la 
infraestructura adecuada. 
Los trabajos que se realizan con el grupo de 
investigadores tienen como objetivo principal 
hallar soluciones técnicas, a costos 
razonables, para los problemas de 
conectividad descriptos. 
El Grupo tiene su sede en el Laboratorio de 
Redes – RedLab, de la Escuela Superior 
Técnica “Gral. Div. Manuel N. Savio” (EST) 
de la Universidad de la Defensa (UNDEF) y 
simultáneamente, en las Universidades de 
Buenos Aires (UBA) y las Nacionales de 
Chilecito (UNdeC) y Tres de Febrero 
(UNTREF). 
Los trabajos realizados hasta el presente han 
incluido pruebas de campo, en base a 
subsidios obtenidos por parte de la Agencia 
Nacional de Promoción Científica y 
Tecnológica [2] y fondos aportados por las 
universidades participantes. 
Recientemente, y mediante un concurso 
púbico con jurados externos, la Universidad 
de la Defensa Nacional otorgó a este proyecto 
un Subsidio Especial [3] de 100.000,00 $ para 
continuar con su ejecución durante el año 
2018. 
En este proyecto, se continúan realizando 
variadas pruebas efectuadas, utilizando 
diversas tecnologías existentes en el mercado.  
En particular, se está trabajando sobre la base 
de analizar y probar las posibilidades que 
brindan los equipos que responden a la 
Recomendación 802.22 de la IEEE; y desde el 
punto de vista de su posible implementación 
en las instalaciones existentes que posee el 
Sistema Argentino de Televisión Digital de la 
Empresa ARSAT. Actualmente se habla 
también de las tecnologías denominadas TV 
White Spaces – TVWS que utilizan las 
frecuencias de televisión que se encuentran 
libres, para llevar Internet de banda ancha a 
zonas apartadas, funcionando armónicamente 
con los canales de televisión adyacentes sin 
generar ningún tipo de interferencias. 
Por otra parte, cabe manifestar, que han 
manifestado por escrito su interés en estas 
investigaciones en carácter de Entidades 
Adoptantes, el Instituto de Investigaciones 
Científicas y Técnicas para la Defensa - 
CITEDEF, y el Consejo Profesional de 
Ingeniería de Telecomunicaciones, 
Electrónica y Computación - COPITEC, que 
de esta manera han dado su aval para este 
proyecto, dado su interés en ser aplicado en 
beneficio de los productores rurales y de sus 
propios sistemas y redes. 
1. INTRODUCCIÓN. 
El problema de las comunicaciones rurales ha 
movilizado a distintos grupos de 
investigación y empresas de 
telecomunicaciones a buscar soluciones a este 
tipo de problemas, por cuanto estas zonas 
geográficas proporcionan cantidades 
significativas de productos alimenticios en 
sus diferentes etapas de fabricación y 
constituyen una trascendente fuente de 
productos básicos de exportación e ingresos 
de divisas.  
En muchos países participan generando un 
porcentaje significativo del producto bruto 
interno de ellos. 
La serie de Recomendaciones 802.XX incluye 
un conjunto de normas que regulan el 
funcionamiento de las comunicaciones 
inalámbricas. 
Luego de evaluar con resultados poco 
satisfactorios los equipos que utilizaban la 
norma 802.11 fueron apareciendo distintas 
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tecnologías que permitieron ampliar esta Serie 
merced al trabajo de distintos grupos de 
investigación [4-8]. 
Estos trabajos culminaron el 1 de julio de 
2011 cuando finalizó el proceso de 
aprobación, del estándar “IEEE 802.22 - 
“IEEE 802.22: Cognitive Wireless Regional 
Area Network - Medium Access Control 
(MAC) and Physical Layer (PHY). 
Specifications: Policies and Procedures for 
Operation in the TV Band2”. 
La misma fue aprobada con el apoyo del 
Comité LAN/MAN3 de la IEEE [9]. 
Este nuevo estándar proporciona una opción 
que permite establecer enlaces inalámbricos 
full dúplex a distancias de entre 30 a 70 km 
entre antenas, utilizando frecuencias no 
restringidas por las regulaciones 
gubernamentales. 
La norma que pertenece a la serie 802.XX4 
tiene por objeto establecer los criterios para el 
despliegue de múltiples productos 
interoperables de la misma, ofreciendo acceso 
a la banda ancha fija en diversas áreas 
geográficas, incluyendo especialmente los de 
baja densidad de población en las zonas 
rurales, y evitar la interferencia a los servicios 
que trabajan en la televisión de radiodifusión. 
La misma es conocida actualmente como Red 
Inalámbrica de Área Regional y está pensada 
para operar principalmente como una forma 
de poder acceder a servicios de banda ancha a 
redes privadas de datos ubicadas en Zonas 
Rurales. 
2. LÍNEAS DE INVESTIGACIÓN y 
DESARROLLO. 
Las líneas de Investigación y desarrollo son 
las siguientes: 
2.1. Estudio de todas las Recomendación de la 
Serie 802.X para determinar la viabilidad de 
su uso en las comunicaciones rurales. 
2.2. Estudio de casos concretos de uso actual 
de equipamientos que utilicen la Norma 
                                                 
2
 “IEEE 802.22 - Red de Área Regional Cognitiva Inalámbrica de Control de 
Acceso al Medio MAC) y la Capa Física (PHY). Especificaciones, Políticas y 
Procedimientos para la Operación en las Bandas de Televisión”. 
3
 LAN: Local Area Network; MAN: Metropolitan Area Network. 
4
 Redes Inalámbricas. 
802.22 para comunicaciones en distancias de 
hasta 100 km. 
2.3. Ventajas y posibilidades del uso de los 
Espacios Blancos que existen en el ancho de 
banda que se utiliza para los Sistemas de 
Televisión Digital Terrestre. 
2.4. Posibilidad de aprovechamiento de las 
instalaciones de las estaciones de Televisión 
Digital Terrestre instaladas a lo largo del país, 
para la instalación del equipamiento necesario 
para el funcionamiento de los equipos 
necesarios para brindar comunicaciones 
rurales. 
2.5. Estudio práctico y teórico [10, 11], de las 
interferencias entre canales debido al uso 
intensivo de las comunicaciones inalámbricas 
para todo tipo de servicios de 
comunicaciones. 
2.6. Determinación de la posible utilización 
de las frecuencias asignado para la 
transmisión del Sistema Nacional de 
Televisión Abierta para combinarlo con un 
sistema basado en estas normas, para la 
utilización en las comunicaciones rurales 
utilizando los espacios blancos. 
2.7. Estudio de la posibilidad de utilizar 
TVWS como tecnología emergente. Ésta ya 
tiene numerosos productos desarrollados en el 
mercado con precios muy competitivos. 
3. RESULTADOS OBTENIDOS / 
ESPERADOS. 
3.1. Se han obtenido los siguientes resultados: 
3.1.1. Del estudio del estándar IEEE 802.22 y 
del equipamiento analizado se ha determinado 
que tanto por el alcance como por las 
prestaciones puede resultar una solución a las 
comunicaciones rurales, en las condiciones 
descriptas. 
3.1.2. El mismo está teóricamente dentro de 
las distancias requeridas para satisfacer los 
objetivos del proyecto. 
3.1.3. Las frecuencias asignadas al espectro 
de la Televisión Digital Abierta en la 
modalidad de radio cognitiva [12, 13] son 
adecuadas a las características de este 
proyecto. 
3.1.4. Se ha considerado que el Sistema de 
TDA puesto en marcha puede ser una 
oportunidad para que esta norma sea 
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considerada en la reasignación del espectro, 
actualmente en estudio, por parte de la 
Comisión Nacional de Comunicaciones. 
3.1.5. Al trabajar en las mismas frecuencias 
que otros servicios, pero protegiendo las 
transmisiones de los operadores principales 
habilitados en las mismas, el estándar posee 
un conjunto de capacidades que incluyen: 
● Detección del espectro; 
● Servicios de geolocalización; 
● Acceso a base de datos con información 
sobre el estado del espectro; 
● Registro y seguimiento de la gestión del 
conjunto de los canales que están operando 
en un determinado momento en una zona 
geográfica determinada [14]. 
Estas capacidades lo hacen también que 
pueda ser una solución al problema planteado. 
3.2. En lo que respecta a los resultados 
esperados se estima ellos podría sintetizarse 
en los siguientes: 
3.2.1. La 802.22 podría estar capacitada para: 
● Explotar y detectar canales operativos que 
podrían producir interferencias tales como: 
transmisiones de televisión; 
● la emisión de micrófonos inalámbricos;  
● Las transmisiones de dispositivos de 
protección como podrían ser faros 
inalámbricos u otras transmisiones como 
por ejemplo la telemetría médica (que 
requiere ser protegida por la autoridad 
regulatoria local). 
3.2.2. La capa de enlace toma elementos de la 
norma 802.3, de amplia difusión y probada 
eficiencia. Estas características deben ser 
verificadas mediante trabajos de campo. 
3.2.3. Se estima que la existencia de un 
sistema de televisión por radiodifusión ya 
instalado en un gran porcentaje evitaría tener 
que usar una porción adicional del espectro de 
frecuencias, cada vez más escaso y 
congestionado. 
3.2.4. Se analizará y se buscarán resultados 
sobre la utilización de los espacios Blancos 
con el objeto de buscar reducir el uso del 
Espectro de Frecuencias.  
Como resultado de estas actividades se 
presentó un trabajo [15] en el XXII Congreso 
Argentino de Computación - CACIC 2016, el 
que fue seleccionado para ser publicado en 
el libro de los mejores artículos que se 
publica anualmente, en este caso del CACIC 
2016 (31 trabajos) [16], en base a los 
resultados realizados por los evaluadores 
sobre el total de artículos presentados. 
Se estima que se deberá continuar con el 
estudio de esta recomendación en sus 
aspectos técnicos, para determinar 
fundamentalmente sus limitaciones, si ellas 
existieran, todo ello sin perjuicio de buscar 
otras opciones. 
3.2.5. Se efectuará un relevamiento del 
equipamiento que el mercado está ofreciendo 
sobre esta norma y un análisis de las 
capacidades del mismo; buscando obtener una 
idea de las capacidades y costos de este tipo 
de equipamientos para cubrir distintas zonas 
del territorio nacional. 
3.2.6. Se continuarán las actividades de 
campo para verificar el verdadero rendimiento 
del equipamiento y la dificultad que requerirá 
su despliegue, tal como el equipo de 
investigación efectuó sobre el terreno el 
Proyecto Corral de Lorca. 
Las instalaciones de las estaciones base del 
sistema de televisión digital terrestre, 
instaladas sobre shelters, sin duda pueden ser 
útiles para el despliegue de parte de los 
equipos requeridos por la 802.22. 
4. FORMACIÓN DE RECURSOS 
HUMANOS. 
Desde el año 2015 en este grupo trabajan 
Investigadores en Formación y alumnos de las 
carreras de grado y posgrado vinculadas con 
los temas que hacen tanto a las 
comunicaciones, como a la seguridad de los 
sistemas que podrían ser utilizados. 
Durante el año 2017 y en este año 2018, se 
han sumado al proyecto nuevos 
investigadores en formación y alumnos de las 
distintas universidades participantes en 
especial de las Carreras de Ingeniería en 
Informática y Electrónica.  
Algunos de ellos han recibido las becas 
Estímulo a las Vocaciones Científicas, 
perteneciente al Programa Estratégico de 
Investigación y Desarrollo, Plan de 
Fortalecimiento (Componente de Formación 
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de Recursos Humanos) del Consejo 
Interuniversitario Nacional.  
Cabría la posibilidad incluso algunos de ellos, 
realicen su Trabajo Final de Carrera en algún 
tema de los que aborda la presente línea de 
investigación. 
Los integrantes son docentes y alumnos de las 
asignaturas las siguientes asignaturas en las 
distintas Universidades participantes: 
Tecnología de las Comunicaciones; Sistemas 
de Comunicaciones I y II; Comunicaciones 
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Internet de las cosas (en inglés, Internet of 
Things, abreviado: IoT) [1,2] es un concepto 
que se refiere a la interconexión digital de 
cosas u objetos en Internet [3]. Según la 
consultora Gartner [4], en 2020 habrá en el 
mundo aproximadamente 26 mil millones de 
dispositivos con un sistema de conexión a 
Internet de las cosas.  
Entre las tecnologías de comunicaciones más 
usadas en IoT se encuentran: RFID - Radio 
Frequency Identification, NFC - Near Field 
Communication y WSN - Wireless Sensor 
Networks. 
Para el usuario de IoT, estas tecnologías 
resultan ser “transparentes”. Es decir que se 
ignora su existencia o se tiene una visión 
parcial o incompleta de las mismas. Esta 
“transparencia” también incluye a cuáles son 
los protocolos adecuados para cada tipo de 
aplicación y las técnicas de protección y 
seguridad de las comunicaciones y del 
transporte y almacenamiento de datos 
confidenciales y/o sensibles, en los sistemas 
que así lo requieren.  
Esta investigación se centrará en encontrar los 
indicadores que permitan identificar la mejor 
solución de comunicaciones en Internet de las 
Cosas, y que tenga la capacidad de incorporar 
soluciones de seguridad, tales como 
Criptografía Ligera o Liviana [5], para 
garantizar la privacidad y la protección de los 
datos personales [6].  
 
Palabras Clave:  
Internet de las Cosas, Protocolos de 
Comunicaciones en IoT, Seguridad en IoT. 
CONTEXTO 
El Vicerrectorado de Investigación y 
Desarrollo (VRID), perteneciente a la 
Universidad del Salvador (USAL), dicta las 
políticas referidas a la investigación, 
concibiéndola como un servicio a la 
comunidad, entendiendo que los nuevos 
conocimientos son la base de los cambios 
sociales y productivos. Con el impulso de las 
propias Unidades Académicas, se han venido 
desarrollando acciones conducentes a 
concretar proyectos de investigación 
uni/multidisciplinarios, asociándolos a la 
docencia de grado y postgrado y vinculando 
este accionar, para potenciarlo, con otras 
instituciones académicas del ámbito nacional 
e internacional. 
La Dirección de Investigación, dependiente 
del VRID, brinda soporte a las distintas 
Unidades de Investigación y a sus 
investigadores para el desarrollo de Proyectos 
y Programas de Investigación, nacionales e 
internacionales, como así también, apoyo y 
orientación de recursos para la investigación.  
A ella pertenece el Instituto de Investigación 
en Ciencia y Tecnología (RR 576/12) en el 
cual se enmarca este proyecto, con una 
duración de 2 años (2017-2018). 
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1. INTRODUCCIÓN. 
En 1999, Kevin Ashton, miembro fundador 
del Laboratorio de Investigación Auto-ID 
Center del MIT [7], hoy llamado Auto-ID 
Labs, fue el primero que acuñó y usó el 
término Internet of things (IoT), donde se 
realizaban investigaciones en el campo de la 
identificación por radiofrecuencia (RFID) y 
tecnologías de sensores.  
En IoT cada objeto, ya sea virtual o físico, es 
transmisible, direccionable y accesible a 
través de Internet. Cada objeto tiene su propia 
identificación y tiene la capacidad de detectar, 
procesar y comunicarse [8]. 
La naturaleza omnipresente de los objetos en 
IoT hace que los datos que se recopilan y 
transmiten para uso público y privado sean 
muy importantes y se debe garantizar la 
seguridad de los mismos. La integridad y la 
confidencialidad de los datos transmitidos, así 
como la autenticación de los objetos son los 
aspectos clave de la seguridad y de la 
privacidad en IoT.  
En la Fig. 1 se muestra el Hype Cycle 
elaborado por la consultora Gartner [9] del 
estado de las tecnologías emergentes. El Hype 
Cycle es un gráfico que muestra el estado de 
madurez de la adopción y de la aplicación de 
una tecnología. IoT, marcada con una línea 
roja, se encuentra en la fase ascendente de la 
curva, conocida como “tecnologías 
disparadoras de innovación”.  
La seguridad y la privacidad son un tema 
extenso que cubre toda la pila de protocolos 
de comunicaciones. Los principales 
problemas de seguridad en IoT incluyen 
Autenticación, Identificación y 
heterogeneidad del dispositivo. Dado que 
cada dispositivo tiene su propia 
identificación, será muy difícil identificar 
miles de millones de dispositivos.  
Autenticar cada dispositivo puede ser un 
trabajo tedioso. Una de las principales 
preocupaciones de seguridad es la 
heterogeneidad de dispositivos, que impide 
aplicar una única solución de seguridad 
uniforme en todos los casos.  
Cada dispositivo tiene diferentes 
requerimientos de seguridad. La 
heterogeneidad del dispositivo también puede 
causar problemas en otros aspectos. 
 
Fig. 1. 
La historia de la seguridad de los dispositivos 
se inicia con las conocidas “etiquetas 
antirrobo” que se adhieren a libros, prendas y 
demás objetos en librerías y shoppings. Luego 
aparecieron otros objetos, como las llaves 
“codificadas” de vehículos, los “tags” para 
abonar peajes y tarjetas para el pago 
electrónico de pasajes en transporte público 
(tarjetas Monedero, SUBE, etc.). Pero menos 
conocidos por su reciente aparición y no tan 
masiva difusión como son los pasaportes, 
licencias de conducir, documentos de 
Identidad y hasta incluso minúsculos chips 
subcutáneos, entre otros dispositivos y 
sistemas a implementar. 
Obviamente existe una gran diferencia entre 
la Internet convencional e IoT [10]. Las 
principales características de IoT son: 
procesamiento lento, memoria limitada y baja 
potencia. Las redes de IoT se conocen 
generalmente como redes con pérdidas y de 
baja potencia (LLN - Low power and Lossy 
Networks) dado que son susceptibles a que 
sufran una gran pérdida de datos. 
Las principales tecnologías de 
comunicaciones utilizada en IoT [11] son: 
 RFID: Radio Frequency Identification 
[12] 
 WSN: Wireless Sensor Network [13] 
 NFC: Near Field Communication [14] 
 WiFi: estándar IEEE 802.11n 
 Bluethoot 
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 4G: la red de telefonía móvil 
 LTE - Long Term Evolution 
 ZigBee: estándar IEEE 802.15.4 




En general, podemos decir que están siendo 
utilizadas diferentes tecnologías de 
comunicaciones, dependiendo de la aplicación 
y sus requerimientos de alcance, volumen de 
datos, seguridad, consumo de energía, vida 
útil de la batería, etc. 
Las redes de comunicaciones han ido 
evolucionando hacia el sector del IoT que, 
aunque actualmente no compite con el sector 
de la telefonía móvil a nivel comercial, pero 
ha despertado el interés y la inversión de 
numerosas empresas en este sector [15]. 
2. LÍNEAS DE INVESTIGACIÓN y 
DESARROLLO. 
Se realizará un relevamiento, estudio y 
análisis exhaustivo de los principales 
protocolos de comunicaciones que podrían ser 
usados en IoT. 
Se analizarán los protocolos para determinar 
el grado de exposición en los aspectos de 
privacidad, protección de datos personales y 
seguridad en las comunicaciones. 
Se definirán indicadores para evaluar 
comportamientos y permitir comparaciones 
utilizando las experiencias publicadas en 
trabajos internacionales. 
Se volcarán los resultados obtenidos en una 
tabla comparativa y en gráficos de usabilidad 
de los protocolos estudiados. 
Finalmente se redactará un informe final con 
los resultados obtenidos. 
3. RESULTADOS OBTENIDOS / 
ESPERADOS. 
El objetivo de este proyecto es realizar un 
análisis comparativo de los protocolos de 
comunicaciones, de acuerdo con, por ejemplo, 
indicadores de alcance, velocidad de 
transmisión de los datos y consumo de 
energía, para darle seguridad usando 
Criptografía Ligera o Liviana. 
El uso de estos indicadores nos permitirá 
evaluar comportamientos y permitir 
comparaciones a fin de poder seleccionar el 
mejor protocolo de comunicaciones según las 
necesidades del usuario.   
Así se espera que se puede determinar de 
manera rápida que protocolo de 
comunicaciones sería recomendable para 
transmitir una dada cantidad de datos a una 
determinada velocidad y a una cierta 
distancia. 
También se identificará el nivel de adopción 
de los distintos protocolos. Tendremos así la 
posibilidad de establecer cuáles ya ha sido 
adoptados por la industria, los nuevos 
estándares publicados en las normas, pero aún 
no implementados y los desarrollos de 
próxima evaluación. 
Finalmente se redactará un informe final y se 
presentarán los resultados obtenidos de esta 
investigación en diferentes congresos, para su 
difusión y como un aporte al conocimiento de 
la comunidad científica. 
4. FORMACIÓN DE RECURSOS 
HUMANOS. 
El equipo de investigadores pertenece al 
cuerpo docente de Tecnologías Aplicadas en 
la Facultad de Ingeniería, el área de la 
Seguridad Informática, de la Universidad del 
Salvador. 
A fines del año 2017 se han incorporado el 
Ing. Santiago Nicolet, docente de las carreras 
de Ingeniería en Informática y de la 
Licenciatura en Sistemas de Información y el 
alumno Damián Rodríguez, como 
colaboradores en el equipo de investigación. 
Se espera que en breve se incorporen más 
alumnos. 
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RESUMEN 
En la actualidad, cada vez encontramos 
más dispositivos electrónicos conectados a 
internet, monitoreados y controlados en forma 
remota. La diversidad tecnológica y la 
cantidad de dispositivos dificulta la 
integración de los mismos para su control, 
monitoreo e interacción. Las plataformas 
basadas en microcontroladores o de 
procesamiento reducido como Arduino, no 
brindan una conexión con niveles aceptables 
de seguridad. La privacidad constituye una 
dificultad, ya que los usuarios desconocen si 
los distintos proveedores de soluciones IoT 
utilizan sus datos o los venden a terceros. La 
latencia también es un problema. Muchos de 
los proveedores de soluciones en la nube no 
tienen servidores locales, lo que degrada el 
tiempo de reacción ante determinado evento. 
Se propone el Hub Of Things o HoT como 
una solución que integre localmente o en la 
nube, el control y monitoreo de los 
dispositivos. Proveerá además una interface 
de control, segura y homogénea, tanto gráfica 
como de programación. Será escalable porque 
contemplará un método que amplía la 
variedad de dispositivos a integrar y 
monitorear, posibilitando su interacción con 
otros sistemas. El HoT intentará solucionar 
los problemas de la diversidad tecnológica, 
por medio de una interface homogénea y 
segura. Sirviendo de mediador entre los 
dispositivos y el usuario. 
Palabras clave: Internet de las Cosas, Fog 
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1. INTRODUCCION 
El término “Internet de las Cosas” o IoT 
por sus siglas en inglés, es un concepto 
acuñado en 1999 por Kevin Ashton 
investigador de MIT [1]. Originalmente los 
datos disponibles en internet eran ingresados 
o generados por humanos, con la 
incorporación de sensores y conectividad más 
accesible. Los dispositivos o “cosas” son 
capaces de generar datos y pueden ser muy 
diversos: teléfonos inteligentes, bandas 
inteligentes (SmartBands), estaciones 
meteorológicas, automóviles, etc. 
El IoT genera grandes posibilidades de 
crecimiento, no solo en el ámbito hogareño,  
también en el industrial conocido como   
Industria 4.0,  o bien  en la planificación 
urbana bajo el concepto de ciudad inteligente 
o Smart Cities.  
En la Tabla 1, se representan las distintas 
proyecciones para el crecimiento de IoT, que  
promedian 25,7 billones de dispositivos para 
2020.  
Tabla 1 Pronósticos de crecimiento del IoT 
Fuente Billones de 
Dispositivos 
Cisco [2] 26.3 
Ericsson [3] 28 
Gartner [4] 20.8 
Goldman Sachs [5] 28 
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Con un pronóstico de crecimiento tan 
optimista es importante detectar los 
problemas que actualmente presenta el IoT. 
Acquity Group (División de Accenture 
dedicada a la estrategia digital y marketing) 
realizó en el año 2014 una encuesta a 2000 
consumidores de los Estados Unidos, que 
conociendo los dispositivos IoT, no los 
adquirirían por los siguientes motivos;  
 
 
Figura 1. Motivos de rechazo del IoT [6] 
La falta de valor agregado es percibida, 
entre otros motivos,  a partir de las  
dificultades de integración con soluciones 
similares o existentes. 
La preocupación por la privacidad es un 
elemento inherente a las soluciones en la 
nube. Los proveedores de estos servicios 
mitigan el problema con un contrato de 
privacidad.   
La preocupación por el precio responde a  
varios elementos, como por ejemplo el  
desconocimiento de las tecnologías y la 
incertidumbre en los costos de los servicios 
que formarán  parte del costo fijo. 
Hay aspectos técnicos que impiden la 
implementación del IoT, como la latencia, el 
tiempo de respuesta de la solución. Los 
grandes proveedores de servicios en la nube 
(Microsoft, Amazon, Oracle e IBM) tienen 
sus servidores fuera del país y en soluciones 
industriales, el tiempo de reacción es un 
factor importante. Para reducir la latencia 
inherente de las soluciones en la nube surge el 
concepto de Fog Computing [7] o Edge 
Computing que se refiere a: 
 Analizar los datos más sensitivos en el 
Edge, el borde, donde se generan los 
datos, sin necesidad de enviar grandes 
volúmenes de datos a la red. 
 Reaccionar a la información generada en 
el rango de milisegundos. 
 Enviar la información a la nube para su 
análisis y almacenamiento a largo plazo. 
El objetivo del Hub Of Things es proveer 
una plataforma segura, homogénea, extensible 
y abierta, que opera en el Fog Computing y 
ser utilizada como base en nuevas soluciones 
IoT para el control y monitoreo de 
dispositivos conectados a internet. El Hub Of 
Things plantea una solución de bajo costo 
frente a los motivos de rechazo al IoT.  
En la figura 2, se presenta que el Hub Of 
Things como un  IoT Gateway, una solución 
de software y hardware que serviría de 
intermediario entre los dispositivos y otros 
sistemas, ya sea que estén implementados 
localmente (On-Premise) o en la Nube. Se 
incrementaría la seguridad y estabilidad, 
reduciéndose la latencia. Se considera que al 
brindar una capa de abstracción, se reduce el 
acoplamiento con servicios IoT en la nube y 
permite adaptar otros protocolos de 
comunicación como LoRa, BLE, Modbus, etc. 
a un único protocolo, que en este caso es 
MQTT. 
MQTT (Message Queue Telemetry 
Transport), es un protocolo usado para la 
comunicación machine-to-machine (M2M) en 
IoT. Está orientado a la comunicación de 
sensores, debido a que minimiza la 
información adicional a cada mensaje que 
envía y puede ser utilizado en la mayoría de 
los dispositivos embebidos y de pocos 
recursos. MQTT sigue una topología de 
estrella, con un nodo central que hace de 
servidor o bróker y distribuye los mensajes 
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Figura 2 - Arquitectura de alto nivel - HoT 
Internamente el Hub Of Things 
contemplará la siguiente arquitectura: 
Capa de adaptación: El objetivo de esta 
capa será proveer una interface de 
programación, API, que permitirá adaptar 
cualquier protocolo al sistema de mensajes 
similar a MQTT, es decir en tuplas 
<<TOPIC, PAYLOAD>>. 
MQTT Bróker: Se implementará con una 
librería abierta denominada Mosca que 
implementa el protocolo MQTT sobre TCP y 
WebSockets facilitando la comunicación con 
clientes JavaScript. 
Interface HTML: La capa de presentación 
se encontrará programada en HTML5 y 
JavaScript utilizando el framework Angular 
para aplicaciones de una sola página o “SPA”. 
El diseño de la página seguirá la directiva 
Material Desing de Google [9], que se 
asemeja a los controles del sistema operativo 
Android. Dichas directivas existen para 
diseñar interfaces de usuario intuitivas, 
homogéneas y fáciles de utilizar. Otras 
características de la interface HTML son; 
Interface Responsive, adaptable a varios tipos 
de dispositivos y gráficos SVG, vectoriales 
que consumen menos espacio y son visibles 
en cualquier resolución [10]. 
 
2. LINEAS DE INVESTIGACION Y 
DESARROLLO 
El Hub Of Things es una herramienta 
que constituye un  punto de inicio para 
otras soluciones IoT, vinculadas a 
problemas particulares o como integradora 
de soluciones que implementan protocolos 
no TCP/IP. Las líneas de investigación se 
verán orientadas a la recopilación de datos 
y la integración de sistemas. Si bien cada 
línea puede enfocarse como un trabajo 
independiente, son  mencionadas por que 
utilizarán el Hub Of Things como 
elemento central.  
A saber: 
 Integración de sistemas de 
procesamiento de imágenes como el 
índice de vegetación de diferencia 
normalizada o NVDI [11]. 
 Medición de consumo eléctrico 
hogareño. 
 Monitoreo de variables ambientales 
urbanas como la concentración de CO2 
o el nivel de ruido ambiente. 
 Integración de sistemas inalámbricos 
IoT de largo alcance con LoRa. 
 Integración de sistema cableados 
Modbus. 
 
3. RESULTADOS OBTENIDOS / 
ESPERADOS 
El objetivo principal de este trabajo es 
proveer una solución segura, homogénea, 
extensible y abierta para el control y 
monitoreo de dispositivos conectados a 
internet.  
Los objetivos de este trabajo son: 
 Proveer una API que permita la 
integración de otros dispositivos y 
protocolos al sistema. 
 Brindar flexibilidad a las estructuras de 
datos para almacenar la configuración de 
los dispositivos integrados, de forma tal 
que se pueda incorporar una gran variedad 
de datos, dada la diversidad de opciones 
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 Implementar un Bróker MQTT integrado 
con capacidad de conectarse en modo 
puente a otro Bróker central. 
 Implementar autenticación en todas las 
interfaces. 
 Desarrollar interface web de usuario 
intuitiva y flexible tanto a nivel usuario 
como de programación. 
 Implementar seguridad a nivel de 
transporte. Es decir cifrar las 
comunicaciones siempre que sea posible 
desde y hacia los clientes. 
 Utilizar componentes propios o de 
terceros con el único requisito de que sean 
de código fuente abierto. Para mantener el 
costo de licencias en cero. 
 Definir una arquitectura simple para que 
pueda ser utilizado tanto en PC o SBC 
(computadoras en una placa) como 
Raspberry Pi. 
La Pregunta Problema: 
¿La incorporación de una solución abierta, 
homogénea, segura y de bajo costo 
incrementara la adopción de soluciones IoT 
en los mercados hogareños (Smart home), 
corporativos (Smart buildings), urbano (Smart 
Cities) e industriales (Industria 4.0)? 
 
4. FORMACION DE RECURSOS 
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En este trabajo que se desarrolla en la 
Escuela de Sistemas de la Universidad John 
F. Kennedy, participan un alumno avanzado 
de la carrera Licenciatura en Sistemas que se 
encuentra desarrollando su trabajo de fin de 
carrera, el docente a cargo de la asignatura y 
la Directora de la Escuela. 
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Dentro de  la línea de investigación 
que se está desarrollando, existen dos 
enfoques diferentes. Por un lado se está 
trabajando sobre la implementación de 
algoritmos de procesamiento de imágenes 
sobre dispositivos reconfigurables. El 
objetivo es utilizar una  combinación de 
diferentes técnicas de concurrencia y 
paralelismo para tener en cuenta aspectos 
comunes de dichos algoritmos, y así 
mejorar la eficiencia en el procesamiento 
de imágenes médicas.  Por otra parte, 
debido a que el procesamiento en paralelo 
requiere de la implementación de 
sistemas de múltiples procesadores en 
dispositivos reconfigurables,  resulta útil 
incorporar al proyecto el desarrollo de 
metodologías que permitan tolerar fallos 
transitorios que son característicos de las 
arquitecturas multicore, y que afectan 
especialmente la ejecución de 
aplicaciones paralelas de cómputo 
intensivo. 
 
Palabras clave: arquitecturas paralelas, 
procesamiento de imágenes, tolerancia a 








La línea de Investigación descripta en 
este trabajo forma parte del Proyecto de 
Investigación Científico-Tecnológico 
“Tecnologías de la información y las 
comunicaciones mediante IoT para la 
solución de problemas en el medio socio 
productivo”, que se desarrolla en la 
Universidad Nacional Arturo Jauretche 
(UNAJ) y es continuación del proyecto 
presentado en la edición anterior de 
WICC [7].  
El proyecto cuenta además con 
financiamiento en el marco del programa 
“Universidad, Diseño y Desarrollo 
Productivo” del Ministerio de Educación 
a través del proyecto “Sistema de 
eficiencia energética” y está a la espera de 
su Aprobación para obtener 
financiamiento de la convocatoria “UNAJ 
Investiga 2017”. 
Parte de las líneas de investigación 
desarrolladas se encuentran enmarcadas 
en los convenios de colaboración en 
Actividades de Investigación firmados 
por la UNAJ con la UIDET-CeTAD. 
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 1. Introducción 
En los últimos años, se ha buscado 
expandir el concepto del procesamiento 
paralelo basado en computadoras con 
multicores, llevándolo hacia la utilización 
de plataformas más específicas. Para 
obtener una mayor eficiencia en el 
procesamiento, los fabricantes de 
computadoras de altas prestaciones han 
introducido unidades basadas en FPGAs 
(Field-Programmable Gate Array) en su 
diseño como soporte para el cómputo [1-
3].  
Si bien el estudio de sistemas paralelos 
con multiprocesadores es un campo bien 
desarrollado, la utilización de múltiples 
cores en sistemas reconfigurables es un 
terreno que tiene múltiples posibilidades 
de exploración [4]. En el presente 
proyecto se exploran mejoras en la 
implementación de los algoritmos 
mediante procesamiento paralelo 
mediante procesadores microblaze y 
concurrente en VHDL (lenguaje de 
descripción de hardware) y la tolerancia a 
fallos en entornos multicore. 
 
Plataformas FPGAs para 
procesamiento paralelo 
 
La implementación del paralelismo en 
plataformas FPGAs consiste en el uso de 
procesadores embebidos para ejecutar 
aplicaciones y en la utilización de las 
características que provee la lógica 
programable para manejar las porciones 
de código que se ejecutan 
concurrentemente [4]. 
La facilidad de implementar 
procesadores embebidos en forma rápida, 
junto con la posibilidad de proveer 
concurrencia mediante la programación 
en hardware, permiten combinar las 
FPGAs con el paralelismo obtenido 
mediante sistemas multicore para alcanzar 
una alta eficiencia, que es un gran desafío 
en la búsqueda de optimizar el 
procesamiento de imágenes médicas. La 
mejora se aplica al conjunto de 
algoritmos basados en operadores de 
ventana, donde una porción de los 
algoritmos es común a todos posibilitando 
la concurrencia en VHDL, mientras que 
la otra parte del algoritmo se implementa 
en software y se ejecuta en paralelo 
dentro del sistema multicore.  
Con las mejoras constantes que aporta 
la evolución de la tecnología sobre las 
FPGAs pueden lograrse diseños de gran 
magnitud, a tal punto que la tendencia 
actual es implementar microprocesadores 
de propósito general, conjuntamente con 
todo el hardware de propósito específico 
que requiere la aplicación, dentro de una 
FPGA. 
 
Tolerancia a Fallos en sistemas 
multicore 
 
El aumento en la escala de integración, 
con el objetivo de mejorar las 
prestaciones en los procesadores actuales, 
sumado al crecimiento de los sistemas de 
cómputo, han producido que la 
confiabilidad se haya vuelto un aspecto 
relevante. En particular, la creciente 
vulnerabilidad a los fallos transitorios se 
ha vuelto crítica, a causa de la capacidad 
de estos fallos de corromper los 
resultados de las aplicaciones. 
El impacto de los fallos transitorios se 
vuelve más notorio en el contexto del 
HPC, donde el escenario típicamente 
consiste en una supercomputadora con 
cientos o miles de procesadores que 
cooperan para ejecutar aplicaciones 
paralelas, debido a que el Tiempo Medio 
Entre Fallos (MTBF) del sistema 
disminuye cuanto mayor es la cantidad de 
procesadores. La incidencia de los fallos 
transitorios es aún mayor en el caso de 
XX Workshop de Investigadores en Ciencias de la Computacio´n 148
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
aplicaciones intensivas en cómputo y de 
gran duración, que manejan elevados 
volúmenes de datos [11]. 
El alto costo (en términos temporales y 
de utilización de recursos) que implica 
volver a lanzar una ejecución desde el 
comienzo, en caso de que un fallo 
transitorio produzca la finalización de la 
aplicación con resultados incorrectos, 
justifica la necesidad de desarrollar 
estrategias específicas para mejorar la 
confiabilidad y robustez en sistemas de 
HPC. En particular, resulta crucial poder 
detectar los fallos llamados silenciosos, 
que alteran los resultados de las 
aplicaciones pero que no son 
interceptados por el sistema operativo ni 
ninguna otra capa de software del 
sistema, por lo que no causan la 
finalización abrupta de la ejecución. 
 
Antecedentes del Grupo de Trabajo 
 
Los antecedentes del grupo de trabajo 
parten de la investigación acerca de 
procesamiento de imágenes sobre 
diferentes arquitecturas paralelas [4-6] y 
de la investigación de la Tolerancia a 
fallos en sistemas multicore [8-9]. 
Las líneas de investigación se 
enmarcan fundamentalmente en la 
búsqueda de técnicas híbridas de 
procesamiento paralelo [10], sobre 
diferentes arquitecturas, que optimicen las 
prestaciones en sistemas de adquisición y 
procesamiento de imágenes médicas. En 
particular, resulta de interés su 
incorporación y aplicación en el Hospital 
“El Cruce” de Florencio Varela. 
Adicionalmente, se pretenden encausar 
temas de estudios de posgrado actuales y 
futuros de docentes y profesionales 
surgidos de la UNAJ dentro de estas 
líneas de investigación. El director del 
proyecto participa en proyectos de 
investigación desde el año 2005 en la 
Facultad de Ingeniería de la UNLP como 
colaborador, y a partir de 2010 como 
investigador. Además dirige proyectos de 
investigación desde el año 2015 en la 
UNAJ. Actualmente, el grupo de 
investigación enfoca su trabajo en los 
temas: Procesamiento Digital de 
Imágenes Médicas sobre plataformas 
FPGA, Procesamiento de Imágenes en 
arquitecturas FPGA multiprocesador y 
Tolerancia a Fallos en Sistemas de 
Cómputo de Altas Prestaciones, 
pertenecientes a estudios de Maestrías y 
Doctorados que se realizan en el marco de 
acuerdos de colaboración entre el 
Laboratorio CeTAD, el Instituto III-LIDI 
y la UNAJ, a través de los respectivos 
proyectos de investigación.  
Como resultado del trabajo realizado 
recientemente en la UNAJ se han 
publicado artículos en diferentes 
congresos nacionales e internacionales de 
Ingeniería Informática y Ciencias de la 
Computación [3-8] 
 
2. Líneas de Investigación y 
Desarrollo 
El grupo de investigación que se ha 
constituido recientemente en la UNAJ es 
multidisciplinario, y sus miembros 
cuentan con experiencia en sistemas 
multiprocesador, sistemas embebidos, 
procesamiento de imágenes y tolerancia a 
fallos.  
 
Temas de Estudio e Investigación 
 
 Implementación de un sistema 
multiprocesador en Dispositivos 
Lógicos Programables (FPGAs). 
 Análisis y determinación de la 
eficiencia obtenida en el 
procesamiento de imágenes mediante 
la aplicación de técnicas de 
concurrencia y paralelismo.  
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 Implementación de una metodología 
distribuida basada en software para 
proveer tolerancia a fallos transitorios, 
específicamente en entornos de 
clusters de multicores donde se 
ejecutan aplicaciones paralelas 





Hasta el momento se han obtenido los 
siguientes resultados en relación a los 
objetivos principales: 
- En cuando al procesamiento de 
imágenes sobre dispositivos FPGAs, 
se han implementados varios 
algoritmos en sistemas multicore con 
buenos resultados en el 
procesamiento paralelo. En donde 
uno de cores se encarga de recibir y 
distribuir los datos para el posterior 
procesamiento. 
- En cuanto a la tolerancia a fallos 
transitorios, se ha implementado una 
estrategia de detección basada en el 
monitoreo de las comunicaciones, y 
se ha diseñado un mecanismo de 
recuperación automático basado en el 
almacenamiento de un conjunto de 
checkpoints distribuidos de capa de 
sistema. 
 
Para el año en curso, se esperan 
alcanzar importantes resultados en el área 
de concurrencia y cómputo paralelo, 
posibilitados por la utilización de 
sistemas basados en FPGAs. Con esta 
arquitectura, constituida por varios 
procesadores implementados en una 
misma FPGA, se espera lograr mayor 
eficiencia mediante la combinación de 
técnicas de paralelismo y la concurrencia 
lograda en VHDL. Para las pruebas se 
emplearán algoritmos de procesamiento 
de imágenes basados en operadores de 
ventana, debido a que una parte del 
procesamiento es común para todos, por 
lo que puede implementarse de forma 
concurrente mediante un co-procesador; 
mientras que el resto puede paralelizarse 
entre todos los procesadores. La 
implementación de diferentes algoritmos 
permitirá medir la performance en la 
ejecución alcanzada con el sistema 
multiprocesador, y sacar conclusiones a 
partir de las características de cada 
algoritmo. 
En cuanto a la tolerancia a fallos, se ha 
propuesto una metodología distribuida 
basada en replicación de software, 
diseñada específicamente para 
aplicaciones paralelas científicas de paso 
de mensajes, capaz de protegerlas de 
fallos transitorios que  producirían 
ejecuciones incorrectas [9]. Bajo la 
premisa de que, en este tipo de 
aplicaciones, la mayor parte de los datos 
relevantes para el resultado son 
transmitidos entre procesos, la estrategia 
de detección se basa en validar los 
contenidos de los mensajes que se van a 
enviar y comparar los resultados finales, 
obteniendo un compromiso entre un alto 
nivel de cobertura frente a fallos y la 
introducción de un bajo overhead 
temporal y sobrecarga de operaciones, 
debido a que no se realiza trabajo para 
detectar fallos que no afectan a los 
resultados. Por otra parte, previene la 
propagación de la corrupción de datos a 
otros procesos, manteniéndola aislada en 
el contexto del proceso que ha resultado 
directamente afectado. De esta manera, se 
mejora la confiabilidad del sistema y se 
disminuye el tiempo luego del cual se 
puede relanzar la aplicación, lo cual es 
especialmente útil en ejecuciones 
prolongadas que conllevan un alto coste. 
Por otra parte, aprovecha el beneficio del 
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sistema la redundancia intrínseca de 
hardware de las arquitecturas multicore. 
Para tolerar completamente los fallos 
transitorios, la propuesta se basa en 
restaurar el sistema a un estado 
consistente previo a su ocurrencia. Para 
ello, se debe integrar la estrategia de 
detección con mecanismos de protección 
para fallos permanentes. Se están 
estudiando las opciones de incorporar 
recuperación basada en múltiples 
checkpoints coordinados en capa de 
sistema (que proporcionan cobertura en el 
caso de que un checkpoint resulte 
afectado por un fallo, haciendo imposible 
la recuperación), o la utilización de un 
único checkpoint no coordinado de capa 
de aplicación, que puede ser verificado 
para asegurar que no contiene errores.  
El uso de estas estrategias posibilitaría 
prescindir de la utilización de 
redundancia triple con votación para 
detectar y recuperar de fallos transitorios. 
Además, como estos fallos no requieren 
reconfiguración del sistema, la 
recuperación puede realizarse mediante 
re-ejecución en el mismo core en el que 
ocurrió el fallo. 
 
4. Formación de Recursos 
Humanos 
Dentro de la temática de la línea de 
I+D, todos los miembros del proyecto 
participan en el dictado de asignaturas de 
la carrera de Ingeniería Informática de la 
UNAJ.  
En este proyecto existe cooperación a 
nivel nacional. Hay dos investigadores 
realizando Doctorados y dos realizando 
Maestrías en temas relacionados con 
simulación de sistemas multiprocesador, 
sistemas embebidos, software embebido,  
sistemas multicore y tolerancia a fallos en 
HPC. 
Adicionalmente, se cuenta con la 
colaboración de estudiantes avanzados.  
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El presente proyecto se basa en la 
utilización de  internet de las cosas (IoT) 
como herramienta fundamental para 
proveer soluciones tecnológicas a 
problemáticas de interés social como son 
la crisis energética, la ausencia de 
soluciones tecnológicas a sectores 
productivos marginados, el impacto del 
alto costo de los servicios básicos y el 
diseño de interfaces para educación a 
distancia.  Entre las líneas de 
investigación que se llevarán adelante 
para contribuir con las problemáticas 
planteadas, se propone en primer lugar, 
atender las necesidades de sectores tales 
como el frutícola, hortícola y florícola, 
que carecen de soporte y no disponen de 
herramientas para automatizar procesos y 
acceder a información crítica en tiempo 
real mediante IoT. Por otro lado, se 
plantea el diseño de un algoritmo 
inteligente de eficiencia energética, que 
permita minimizar el consumo en 
sistemas alimentados con energía 
convencional y energía alternativa. Por 
último, mediante las interfaces IoT, se 
colaborará en el diseño de laboratorios 
remotos, propuestos en el proyecto de 
investigación dirigido por la Dra. María 
Joselevich, y en el control de un robot 
humanoide desarrollado específicamente 
para acceder a lugares nocivos para la 
salud. 
 
Palabras clave: redes de sensores, 
Arquitecturas de procesadores embebidos, 
Internet de las cosas (IoT), Eficiencia 





Las líneas de Investigación descriptas 
en este trabajo forman parte del Proyecto 
de Investigación Científico-Tecnológico 
“Tecnologías de la información y las 
comunicaciones mediante IoT para la 
solución de problemas en el medio socio 
productivo”, que se desarrolla en la 
Universidad Nacional Arturo Jauretche 
(UNAJ) y es continuación del proyecto 
presentado en la edición anterior de 
WICC [1].  
El proyecto cuenta además, con 
financiamiento en el marco del programa 
“Universidad, Diseño y Desarrollo 
Productivo” del Ministerio de Educación 
a través del proyecto “Sistema de 
eficiencia energética” y está a la espera de 
su Aprobación para obtener 
financiamiento de la convocatoria “UNAJ 
Investiga 2017”. 
Parte de las líneas de investigación 
desarrolladas se encuentran enmarcadas 
XX Workshop de Investigadores en Ciencias de la Computacio´n 153
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
en los convenios de colaboración en 
Actividades de Investigación firmados 
por la UNAJ con la UIDET-CeTAD y El 
convenio firmado con la Asociación de 
Productrores Hostí-Floricolas de Varela y 
Berazategui  APHOVABE. 
 
1. Introducción 
    El concepto de internet de las cosas 
ha adquirido gran relevancia en los 
últimos años, debido a la posibilidad que 
ofrece de interconectar objetos entre si y 
la conectividad a internet que provee a las 
redes de objetos [10]. Aunque los 
sistemas IoT son más que conocidos, su 
implementación y desarrollo no ha sido 
completamente explotado en 
determinados sectores. IoT aplicado a la 
agricultura es un área en la que la 
evolución tecnológica nunca ha sido una 
prioridad, entre los factores que han 
postergado la investigación en esta área se 
tiene la falta de capacitación y falta de 
soporte e interacción con los productores 
para determinar cuáles son las principales 
problemáticas que se pueden resolver. 
Para este tipo de ambientes se dispone de 
un conjunto de protocolos de 
comunicación e interfaces como 
GSM/GPRS, Wifi, bluetooth y zigbee que 
se pueden implementar mediante 
herramientas basadas en Arquitecturas de 
Sistemas Embebidos como las 
desarrolladas en [5]. Las investigaciones 
realizadas mediante IoT se podrían 
aplicar en el monitoreo de cultivos, 
herramientas de soporte para la toma de 
decisiones, controlar automáticamente 
riego, protección de heladas, fertilización 
y monitoreo e iluminación artificial, entre 
otras.  
Otra problemática común en el sector 
fruti-hortícola, es el acceso al suministro 
de energía, en cuyo caso requiere de 
sistemas costosos de energía alternativa. 
Actualmente, se considera una 
problemática a tratar de manera urgente el 
uso eficiente de la energía [11], debido a 
que se está investigando mucho sobre 
energías alternativas pero hay mucho por 
hacer respecto a la reducción en el 
consumo de energía en función del factor 
humano y del control automático de los 
sistemas eléctricos/electrónicos. En este 
sentido, se debe tener en cuenta la 
necesidad de minimizar el consumo en 
los sistemas de energías alternativas, 
principalmente energía fotovoltaica [12], 
debido a que estos sistemas almacenan la 
energía en baterías altamente 
contaminantes y al lograr optimizar el 
consumo eficiente de energía se 
extendería notablemente la vida útil de la 
misma. Estos sistemas son de gran 
interés, principalmente por ser de  uso 
común en los sectores agrícolas, donde se 
aplicarán las investigaciones realizadas 
conjuntamente con el proyecto “Estudio 
de sistemas inteligentes para optimizar el 
aprovechamiento de la radiación solar en 
la actividad agroindustrial del territorio de 
la UNAJ” dirigido por el Dr. Marcelo 
cappelletti. Para minimizar el consumo, 
se considera necesario implementar un 
algoritmo inteligente que tenga en cuenta 
todos los factores intervinientes, para esto 
es necesario diseñar un algoritmo basado 
en redes neuronales. 
Respecto a la aplicación de IoT en 
robótica, tiene como objetivo el diseño y 
fabricación de un robot humanoide que 
posibilite el monitoreo remoto [13]. Los 
resultados de esta línea de investigación 
se orientarán a la realización de tareas en 
ambientes nocivos para el ser humano, 
como por ejemplo en la industria nuclear 
como medida de protección radiológica. 
Se prevé que el uso de sistemas robóticos 
se intensifique en los próximos años, es 
por eso que se considera necesario 
diseñar, desarrollar y construir nuevos 
sistemas que brinden soluciones a 
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situaciones problemáticas de manera 
eficiente y en la medida de lo posible, de 
bajo costo.  
Respecto a la aplicación de IoT en 
Laboratorios remotos, desde el proyecto 
se diseñará la interfaz de Hardware y 
Software embebido entre servidor y los 
laboratorios desarrollados en el proyecto 
de la Dra. María joselevich [14].  
 
Metodología: 
Para optimizar el uso racional de la 
energía, primero se deben tener en cuenta 
todos los factores de consumo, entre ellos 
el factor humano, el factor ambiental y el 
destino de cada uno de los recursos. Con 
un sistema diseñado a medida se puede 
lograr optimizar el consumo al máximo 
mediante la implementación de un 
algoritmo de decisión, basado en el 
perceptrón, que pueda interpretar los 
parámetros de entrada y generar una 
salida eficiente. Para tener en cuenta 
todos estos factores se debe desarrollar un 
sistema complejo que tenga la capacidad 
de combinar todos estos aspectos de 
manera óptima e inteligente.   
En cuanto a las soluciones 
tecnológicas en las actividades flori-
hostícolas en su mayoría requieren de la 
disponibilidad oportuna de datos, tanto 
del clima como del suelo, la iluminación 
y el agua. El desarrollo del sistema 
informático se realizará a partir de un 
algoritmo de software con soporte para 
diferentes aplicaciones, que en base a la 
información proporcionada por una red de 
sensores, emita mensajes de alertas a los 
usuarios y provea información de interés. 
Para que la propuesta sea aplicable en 
cualquier lugar, se plantea la utilización 
de una interfaz GSM/GPRS que permite 
transmitir información mediante las 
antenas celulares. El diseño del sistema 
local a utilizar en huertas a campo abierto 
y bajo cubierta, estará formado por un 
sistema de procesamiento (basado en 
tecnologías de microcontroladores, 
arduino, LPC1769 y raspberry Phy), al 
cual se conectarán los sensores y el 
dispositivo de comunicación GSM/GPRS.  
Para el diseño del robot humanoide, se 
propone utilizar sistemas embebidos de 
última generación, los cuales poseen alto 
poder de cómputo y bajo costo. Se 
implementarán sobre estos sistemas 
embebidos los algoritmos de automatismo 
y control necesarios para ejecución de las 
acciones del sistema robótico.  
 
Antecedentes del Grupo de Trabajo 
 
Se pretenden encausar temas de 
estudios de posgrado actuales y futuros de 
docentes y profesionales surgidos de la 
UNAJ dentro de estas líneas de 
investigación. El director del proyecto 
participa en proyectos de investigación 
desde el año 2005 en la Facultad de 
Ingeniería de la UNLP como colaborador 
y a partir de 2010 como investigador. 
Actualmente, el grupo de trabajo 
investiga en los temas: Trasmisión de 
datos IoT (mediante la interfaz Ethernet y 
GSM/GPRS), Eficiencia Energética, 
Robot Humanoide y Arquitecturas de 
procesadores embebidos; pertenecientes a 
estudios de Especializaciones, Maestrías 
y Doctorados que se realizan en el marco 
de acuerdos de colaboración entre el 
Laboratorio CeTAD (UNLP) y la UNAJ a 
través del proyecto de investigación.  
Como resultado del trabajo realizado 
recientemente en la UNAJ se han 
publicado artículos en diferentes 
congresos nacionales de Ingeniería 
Informática y Ciencias de la Computación 
[1 - 5]. 
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2. Líneas de Investigación y 
Desarrollo 
El grupo de investigación que se ha 
constituido en la UNAJ es 
multidisciplinario, y sus miembros 
cuentan con experiencia en sistemas 
multiprocesador, Arquitecturas de 
Procesadores Embebidos, IoT, sistemas 
operativos embebidos, protocolos de 
comunicación TCP y UDP y robótica.  
En cuanto a la eficiencia energética, en 
la actualidad se considera que un sistema 
de iluminación es eficiente 
energéticamente cuando permite adaptar 
el nivel de iluminación en función de la 
variación de la luz solar o en función de 
la detección o no de presencia. En esta 
propuesta se considera que las soluciones 
existentes no ha sido suficientemente 
desarrollada, ya que para un uso eficiente 
de la energía se deben tener en cuenta 
varios factores y combinar una amplia 
variedad de métodos para lograr un 
algoritmo inteligente que permita 
optimizar el consumo al máximo.  
En cuanto a la investigación aplicada 
al sector fruti-hortícola, se plantea el 
diseño de una red de sensores que 
interactúan entre si y se comunican con 
un servidor mediante una red IoT, en este 
sentido se propone usar el protocolo 
LoRa para determinar la eficiencia de 
dicho protocolo en aplicaciones que 
exigen el uso energía alternativa.   
En cuanto a la robótica, el robot 
humanoide ha tenido poco desarrollo en 
Latinoamérica y  la investigación 
orientada a inspeccionar sectores de 
difícil acceso o en ambientes donde la 
contaminación impide la permanencia de 
seres humanos en un nicho poco 
explotado. Para esto se deberá desarrollar 
algoritmos de aprendizaje basados en 
redes neuronales básicas y monitoreo 
remoto mediante IoT.   
 
 
Temas de Estudio e Investigación 
 
 Programación de diferentes 
Arquitecturas de Procesadores 
(freescale, LPC1769, CIAA, Arduino, 
Raspberry Phy) embebidos para la 
implementación de nodos en las redes 
de sensores y para la implementación 
de algoritmos de control.  
 Utilización y configuración de 
sistemas operativos de tiempo real y 
Linux embebidos para la ejecución de 
los algoritmos y la adquisición de 
datos de sensores. 
 Implementación de una red de sensores 
inalámbrica mediante protocolos 
estándar de IoT (LoRA) e interfaces 
RF. 
 Investigación relacionada con los 
protocolos TCP y UDP ([6] y [7]) para 
el envío de paquetes, donde, en 
condiciones de red conocidas, se deben 
determinar las tasas de transmisión 
mínimas para asegurar el 
funcionamiento óptimo del sistema de 
eficiencia energética y los laboratorios 
remotos ([8] y [9]). 
 Determinación de la eficiencia en la 
ejecución de algoritmos de control de 
un robot humanoide sobre un sistema 
multicore.  
 Implementación de un algoritmo de 
básico de redes neuronales para la 
optimización del consumo en los 
sistemas de eficiencia energética. 
3. Resultados 
Obtenidos/Esperados 
Hasta el momento se han obtenido 
resultados satisfactorios en relación a los 
siguientes temas: 
- Se obtuvieron resultados aceptables 
en la implementación de una 
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plataforma para IoT basada en el 
procesador Cortex M3 de 32 bits y la 
interfaz wifi.  
- Se implementó un sistema de 
telemetría mediante la interfaz 
GSM/GPRS mediante el módulo 
M92 de Quectel, que permite 
supervisar el estado del cultivo 
(temperatura, iluminación y 
humedad) mediante una aplicación 
móvil.  
- Por último, se encuentra en la etapa 
final un sistema que permite 
optimizar el consumo energético en 
instituciones educativas mediante la 
ejecución de algoritmos que toman 
en cuenta diferentes factores.  Este 
sistema utiliza la plataforma IoT 
desarrollada en [5] para la 
implementación y ejecución del 
algoritmo. 
 
Los resultados esperados para los 
nuevos temas que se están desarrollando 
en el proyecto son: 
 
- Se espera para el año en curso 
realizar las pruebas de 
funcionamiento en campo del sistema 
autónomo y escalable que se encarga 
de minimizar el consumo de energía 
conjuntamente con la 
implementación de un sistema 
informático que provea información 
precisa de magnitudes 
climatológicas, del estado del suelo y 
del nivel de iluminación para 
determinados cultivos. En función de 
los resultados que se obtengan se 
realizarán las correcciones 
pertinentes. 
- El objetivo en cuanto al sistema 
robótico, consiste en finalizar el 
diseño y programación del robot 
humanoide que provea soluciones 
innovadoras, eficientes y de bajo 
costo para inspección en ambientes 
inhóspitos. 
- Finalmente, la incorporación de esta 
nueva línea buscará proveer 
soluciones de software embebido 
para la implementación de 
laboratorios remotos propuestos en el 
Proyecto de la Dra. María Joselevich. 
  
4. Formación de Recursos 
Humanos 
Dentro de la temática de la línea de 
I+D, todos los miembros del proyecto 
participan en el dictado de asignaturas de 
la carrera de Ingeniería Informática de la 
UNAJ.  
En este proyecto existe cooperación a 
nivel nacional. Hay un investigador 
realizando Doctorado, tres realizando 
Maestrías en temas relacionados con 
sistemas multiprocesador, IoT, sistemas 
embebidos y software embebido y 
transmisión de datos mediante TCP y 
UDP. Además, participan tres Doctores 
especializados en la temática y se cuenta 
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El presente trabajo aborda la  
problemática que se observa al convivir 
diferentes variantes de los algoritmos de 
control de congestión en la competencia 
por los recursos compartidos de la red. 
Dada la naturaleza de las redes IP, es 
deseable el uso justo de estos recursos 
por los distintos flujos TCP, sin perder de 
vista las posibles degradaciones del 
rendimiento en los enlaces inalámbricos. 
De esta manera, se propone analizar 
cómo interactúan dos flujos TCP 
similares que utilizan algoritmos de 
control de congestión conceptualmente 
diferentes, como son Reno y Vegas, 
compitiendo por los recursos de una red 
hibrida con enlaces cableados e 
inalámbricos 
 
Palabras clave: TCP, red hibrida, 
contienda, ancho de banda  
Contexto 
Este estudio está enmarcado en el 
proyecto de investigación 29/A396 
“Evaluación de desempeño del protocolo 
TCP en topologías mixtas cableadas-
inalámbricas” radicado de la UNPA-
UARG, continuación del proyecto 
29/A358-1 “Análisis de performance del 
protocolo TCP utilizado en redes 
móviles”. El proyecto está compuesto 
mayoritariamente de docentes de la 
UNPA-UARG, dirigido por el Sr. Carlos 
A. Talay  y cuanta como Co-director al 
Sr. Luis A. Marrone perteneciente a la 
UNLP y se financia íntegramente con 
fondos destinados a proyecto de 
investigación de la UNPA-UARG. 
 
Introducción 
El protocolo TCP [1] (Transmission 
Control Protocol) es el encargado de 
transportar la mayor parte del tráfico de 
internet, es por ello que el rendimiento de 
internet depende, en gran medida, de 
cómo funciona TCP. Las características 
de rendimiento de una versión particular 
de TCP se definen por el algoritmo de 
control de congestión que implementa. En 
las redes que incluyen enlaces 
inalámbricos, el control de congestión 
puede ser aún más determinante en el 
rendimiento de este protocolo. En el 
presente proyecto de investigación se 
analizan algunas de las propuestas de 
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control de congestión para mejorar el 
rendimiento pero que preservan su 
principio fundamental de comunicación 
host a host, es decir, que no dependen de 
ningún tipo de señalización explícita de la 
red.  
La característica fundamental de TCP 
es su capacidad para proporcionar un 
canal fiable, bidireccional y virtual entre 
dos hosts en Internet. Dado que el 
protocolo funciona a través de la red IP, 
es TCP el que debe proporcionar esta 
fiabilidad, implementando un control de 
flujo basado en ventana deslizante. [2] 
 Desafortunadamente, el TCP original 
carecía de algún medio para ajustar la 
velocidad de transmisión de acuerdo al 
estado de la red. Esto crea varios efectos 
inesperados, siendo el más importante el 
colapso por congestión. Por ello el uso 
inteligente de los recursos disponibles en 
las redes de conmutación de paquetes, no 
es un problema trivial. 
Para resolver el problema del colapso 
de congestión, se han propuesto varias 
soluciones, donde todas ellas comparten 
la misma idea: la introducción de un 
mecanismo que limite para la tasa de 
envío. Para ello se introdujo el concepto 
de ventana de congestión, cuyo propósito 
es estimar de la cantidad de datos que la 
red puede aceptar para su entrega sin que 
se produzca congestión. 
Internet es un entorno heterogéneo y el 
uso efectivo de la red no sólo depende de 
que un único flujo TCP pueda utilizar la 
capacidad de la red, sino también de qué 
tan bien coopera con otros flujos a través 
de la misma red. La eficacia no es el 
único parámetro importante de los 
algoritmos de control de congestión, 
también deben hacer valer el uso justo de 
recursos compartidos.  
Es por ello que el análisis de dos flujos 
de datos, regidos por el protocolo TCP, 
pero con distintas variantes, puede aportar 
una visión acerca de cómo es utilizado el 
ancho de banda bajo distintas estrategias, 
y ver cómo interactúan entre si ante una 
competencia por la utilización de este 
recurso. Explorando este camino, 
planteamos aquí un modelo simple, con 
dos flujos que compiten entre sí en la 
misma trayectoria de red en una topología 
hibrida, sin otros flujos presentes. 
El  caso de estudio 
Los algoritmos de control de 
congestión, tratan de determinar 
dinámicamente el ancho de banda 
disponible y la latencia de la red. Luego 
en función de su análisis se modificar la 
tasa de envió del emisor TCP para evitar 
el colapso de la subred.  
El control de congestión [3] comienza 
con el algoritmo Slow Start, en donde se 
incrementa la ventana de congestión 
(cwnd) en forma exponencial [4] hasta 
que se alcanza el valor del umbral 
(ssthresh). A partir de este punto, 
comienza el algoritmo de Congestion 
Avoidance [5], que incrementa el valor de 
cwnd en forma lineal. Si se retrasa el 
ACK de un paquete o bien recibe un 
ACK duplicado, TCP asume que el 
paquete se perdió y lo retransmite. Es en 
este momento que se activa el algoritmo 
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de retransmisión rápida (Fast Retransmit) 
[6]. 
Dentro de las implementaciones de 
TCP existentes [7] se analizaran: 
TCP Reno [8]: Cuando se detecta una 
pérdida de paquete, TCP Reno dispara el 
algoritmo de Fast Recovery [9], 
reenviando el paquete perdido y 
reduciendo el umbral ssthresh a la mitad, 
evitando disparar el algoritmo Slow Start. 
Cuando Reno sale del algoritmo Fast 
Recovery, da paso al algoritmo 
Congestión Avoidance, lo que permite 
que se recupere más rápido de la 
congestión. 
TCP Vegas [10], [11]: Hasta ahora la 
ventana de congestión crecía hasta que 
ocurría una pérdida de paquete. TCP 
Reno asume que hay congestión cuando 
se detectan estas pérdidas. La idea del 
TCP Vegas es controlar y mantener el 
tamaño adecuado de la ventana de manera 
de no llegar a la perdida de paquetes. El 
TCP Vegas administra el tamaño de la 
ventana observando el RTT (round-trip-
time) de los paquetes que el emisor envió 
con anterioridad. Si el RTT crece, TCP 
Vegas reconoce que la red comienza a 
estar congestionada y reduce su ventana 
de congestión. Por el contario, si los 
valores de RTT decrecen, el emisor 
determina que la red no está 
congestionada e incrementa el tamaño. 
Para evitar las oscilaciones, se define un 
intervalo en donde se mantiene el tamaño 
de la ventana. 
TCP fue desarrollado y posteriormente 
optimizado para redes cableadas, lo que 
implica que la perdida de paquetes se 
debe casi con exclusividad a la 
congestión en la red, suponiendo una tasa 
de error de bits en tránsito prácticamente 
inexistente. Con el crecimiento en la 
demanda de movilidad, se comenzó a 
utilizar en enlaces inalámbricos. Estos 
enlaces tienen características muy 
diferentes, de manera que los retrasos y 
las pérdidas de paquetes, ya no se deben 
exclusivamente a la congestión, sino 
también al daño de paquetes en tránsito 
[12] y la desconexión temporal de los 
nodos, lo que puede ocasionar un 
comportamiento muy poco eficiente del 
protocolo en ese entorno. Esta 
complejidad adicional se contempla en el 
modelo del presente artículo, al utilizar 
una topología híbrida (cableado 
e/inalámbrico), lo que  plantea un caso 
más general de análisis. 
Diseño del modelo de prueba 
El modelo implementado en el 
simulador NS-2 (Network Simulator 2, 
v2.35) representa una topología híbrida 
de 5 nodos (2 nodos cableados, 1 estación 
base y 2 nodos inalámbricos), como se 
observa en la siguiente figura (Fig.1)  
 
Figura 1. Modelo de estudio 
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Los nodos 0 y 1 están conectados a la 
estación base (nodo 2)  mediante enlaces 
cableados full dúplex, 10Mb/s, retardo de 
propagación de 2ms y política de cola 
DropTail. Para el enlace inalámbrico se 
establece un ancho de banda de 1 Mb/s, 
modo de propagación TwoRayGround, 
capa física WirelessPhy, MAC 802.11, 
antena OmniAntena y los dos nodos ( 3 y 
4) no poseen movimiento.  
Se realizaron tres pruebas con dos 
tráficos FTP de 3.000 paquetes de 1.000 
bytes cada uno, utilizando las variantes de 
TCP Reno y Vegas. En todos los casos, el 
flujo del TCP Reno es desde el Nodo 0 al 
Nodo 3 y para el TCP Vegas del Nodo 1 
al Nodo 4, 
En la primera simulación, ambos flujos 
TCP comienzan simultáneamente, a los 5 
seg. de iniciado el ensayo (fig. 2). En la 
segunda corrida, solo el flujo de TCP 
Vegas comienza a los 5 seg. y se demora 
hasta los 10 seg. el comienzo del flujo 
TCP Reno (fig. 3). En la tercera 
simulación se invierten los flujos, y es 
TCP Reno quién comienza a trasmitir a 
los 5 seg. y TCP Vegas a los 10 seg. (fig. 
4). 
De cada una de las prueba se obtuvo 
throughput instantáneo (cantidad de Bytes 
en tránsito en la red en determinado 
momento), utilizando un script AWK que 
filtró los valores correspondientes del 
archivo de traza generado por NS2. 
Luego se utilizó gnuplot para graficar los 
resultados.  
Resultados obtenidos y futuras líneas 
de investigación 
 
Figura 2. Reno y Vegas inicio simultáneo 
 
 




Figura 4. Inicia Reno y luego Vegas con 5 seg. de 
retraso 
En la confrontación por recursos en un 
esquema de transmisión bajo estas 
condiciones son muy claras. La 
agresividad del protocolo TCP Reno 
acapara gran parte del ancho de banda al 
momento de competir contra su rival, en 
este caso el protocolo TCP Vegas. En la 
Figura 2, vemos un ensayo donde las 
transmisiones comienzan en forma 
simultánea y desde el comienzo Reno 
captura el mayor ancho de banda posible, 
relegando al protocolo Vegas al 
desarrollo de un tráfico mínimo, 
retrasando notablemente su ritmo de 
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transmisión de datos. Esto se confirma en 
cuanto, comenzando al mismo tiempo y 
habiendo transmitido el mismo volumen 
de datos, para el caso de TCP Reno 
emplea 77 seg. para completar el envío, 
cuando para el protocolo Vegas se tiene 
132 seg. De la misma forma, en las 
Figuras 3 y 4, cuando los comienzos de 
los flujos no son simultáneos, se puede 
observar idéntico comportamiento. 
En base al ejemplo planteado, vemos 
que si por competencia de recursos de 
tratase, la variante más agresiva es la que 
domina la competencia en la transmisión 
de datos. La agresividad en el mecanismo 
de transferencia de datos marca la 
diferencia y es el factor distintivo que 
hace que un protocolo domine por sobre 
otro. Esto se verifica además si 
analizamos el tiempo total de transmisión 
de los datos. A pesar de ello hay un hecho 
a resaltar, si consideramos el nivel 
instantáneo de throughput, observamos 
que cuando el protocolo Vegas se 
encuentra transmitiendo solo en el enlace, 
su valor promedio es más alto, por tanto 
podemos inferir que posee un mejor 
aprovechamiento de los recursos 
disponibles de la red.  
Si bien la prueba es concluyente, 
ampliarse el estudio con ensayos donde se 
presente otras topologías con un mayor 
espectro de variantes del protocolo TCP y 
estudiar si se puede introducir propuestas 
que brinden más equidad al 
funcionamiento de la red. 
Formación de Recursos Humanos 
El grupo de investigación conformado 
se caracteriza una constitución 
heterogénea de profesionales vinculados a 
la informática. Entre ellos podemos 
enumerar una Licenciada en Informática, 
un Ingeniero en Electrónica y un 
Ingeniero Electricista con un máster en 
Sistemas y Redes de Comunicaciones. 
También integra el grupo dos alumnos de 
la carrera Lic. en Sistemas de la UNPA-
UARG. En el transcurso del proyecto se 
tiene como objetivo consolidar la 
formación en investigación de los 
integrantes de menos antecedentes en 
proyectos y también está contemplado 
que uno de los integrantes complete su 
trabajo final de maestría. 
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Resumen 
El objetivo principal de este artículo es 
presentar una metodología sencilla para la 
simulación de una SDN (Software Defined 
Networking) [1], configurada con el protocolo 
OpenFlow [2] controladores POX [3] y ODL 
[4], utilizando la herramienta de simulación 
Mininet [5], y realizar pruebas de performance 
mediante la utilización de IPERFv3 [6], 
mostrando los resultados con el software 
GNUPlot [7], todos ellos con licencia GNU. 
Además, se describen los requerimientos y 
recomendaciones fundamentales para dicha 
emulación, y se presentan los resultados de 
pruebas sencillas con el fin de verificar la 
conectividad, transferencia de datos y operación 
sobre una topología de prueba. Se orienta al 
desarrollo de modelos de evaluación de 
performance que ayuden a los administradores 
de red a tomar decisiones en base a atributos 
críticos (tipos de tráfico, servicios, usuarios, 
etc.) identificados previamente. 
Palabras clave: Redes Definidas por Software, 
Análisis de Tráfico, Performance  
 
Contexto 
Este proyecto está inserto en una línea 
de I/D presentada en la Universidad 
Tecnológica Nacional con código: UTN-2422. 
Título: “Modelo para la evaluación de 
performance mediante identificación de tráfico 
y atributos críticos en Redes Definidas por 
Software”. Dicho proyecto se lleva a cabo en el 
ámbito del Dpto. de Ingeniería en Sistemas de 
Información perteneciente a la Facultad 
Regional Resistencia de la Universidad 




Si bien el objetivo del presente trabajo 
no radica en la descripción de tecnologías 
aplicadas en SDN, se brinda un breve contexto 
descriptivo del ámbito de trabajo, a los efectos 
de una mejor comprensión. Las Redes 
Definidas por Software proponen un modelo 
para cubrir nuevas demandas de usuarios y 
organizaciones. Ésta es una arquitectura de red 
emergente, donde el control de la 
infraestructura de red está desacoplado del 
reenvío de datos y, a su vez, es directamente 
programable. La inteligencia de red es 
(lógicamente) centralizada en controladores 
SDN basados en software que mantienen una 
visión global de la red. Como resultado, las 
organizaciones controlan la red independiente 
del proveedor en un único punto lógico lo que 
simplifica, en gran medida, el diseño de la red y 
su operación. A su vez, se simplifica la gestión 
de los dispositivos de red debido a que ahora no 
se tienen que entender y procesar múltiples 
normas de protocolo, sino simplemente aceptar 
instrucciones de los controladores centralizados 
de SDN (Fig. 1). 
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 Figura 1. Arquitectura de Software Defined Network 
 
Tal vez lo más importante de esta nueva 
visión de red, es que se pueda configurar 
mediante programación esta abstracción 
simplificada de la red en lugar de tener que 
configurar manualmente múltiples dispositivos. 
Además, aprovechando la inteligencia 
centralizada del controlador SDN, se puede 
alterar el comportamiento de la red en tiempo 
real y desarrollar nuevas aplicaciones y 
servicios de red ágilmente, lo que mejora 
sustancialmente las posibilidades, a esto se lo 
conoce por Northbound Interfaces [8]: Una 
interfaz hacia el norte o capa de aplicación, la 
cual sigue siendo una cuestión abierta, es muy 
pronto para estandarizarla, se basará en la 
experiencia con los diferentes controladores. 
Además, se debe permitir que las aplicaciones 
de red no dependan de implementaciones 
específicas. Para poder concretar la nueva 
arquitectura de redes fue necesario crear y 
estandarizar una interfaz de comunicaciones 
entre el control y el reenvío de datos, conocida 
por Southbound Interfaces [8]: Son los puentes 
de conexión entre los elementos de control y los 
de reenvío, siendo el elemento esencial para 
separar la funcionalidad del plano de datos y de 
control. Las API están todavía muy enlazadas a 
dispositivos físicos de reenvío de paquetes en 
una infraestructura física. Un switch puede 
tardar bastante tiempo de desarrollo para estar 
presente en el mercado, OpenFlow es uno de los 
primeros estándares de interface de 
comunicación definida entre las capas de 
control y forwarding en una arquitectura SDN. 
Además, permite el acceso directo y la 
manipulación de la capa de forwarding de los 
dispositivos de Red (switches, routers), ya sean 
físicos o virtuales (basadas en un Hypervisor).. 
Para ello se creó el protocolo OpenFlow que 
permite el acceso directo a la gestión de datos 
de reenvío en dispositivos de red como switches 
y routers, tanto físicos como virtuales y de un 
modo abierto. Esto contrasta con las 
arquitecturas de redes tradicionales donde los 
dispositivos de red son monolíticos y cerrados. 
Ningún otro protocolo estándar tiene la 
funcionalidad y finalidad de OpenFlow que 
transfiere el control de los dispositivos de red a 
la lógica del software de control.  
Una característica particular de SDN 
basada en OpenFlow es que se puede 
implementar en las redes existentes, tanto 
físicas como virtuales. Los dispositivos de red 
pueden realizar el reenvío basado en OpenFlow, 
así como el reenvío tradicional, lo que hace que 
sea muy fácil para las organizaciones introducir 
progresivamente esta tecnología, incluso en los 
entornos de red de múltiples proveedores. 
Con este panorama es atendible la 
necesidad de contar con herramientas que 
permitan evaluar apriori el comportamiento de 
los cambios introducidos en las aplicaciones y 
servicios de las redes como también el impacto 
en la performance de éstas 
 
Líneas de investigación y desarrollo 
En el proyecto “Modelo para la 
evaluación de performance mediante 
identificación de tráfico y atributos críticos en 
Redes Definidas por Software” se propone el 
análisis de la arquitectura y estándar de SDN. 
Además del diseño e implementación de un 
sistema de soporte a las decisiones con 
Información Lingüística [9],[10] y [11]  para 
evaluar datos cualitativos  de SDN y su uso. 
Este sistema permite que múltiples expertos 
puedan participar conjuntamente dando sus 
puntos de vista que ayuden a la toma de 
decisiones.  
Los aspectos cuantitativos del modelo se 
realizan mediante simulaciones y creación de 
escenarios de comparación con las redes 
tradicionales. Referencias 
[1],[2],[3],[4],[5],[6],[7] y [8] 
 
Resultados y objetivos 
En este trabajo se han obtenido resultados 
utilizando los recursos mencionados arriba, 
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como se verá a continuación. Se utiliza Mininet:  
ágil y potente simulador de SDN para la 
creación de escenarios de prueba, teniendo en 
cuenta particularmente la posibilidad que ofrece 
en la caracterización de los parámetros de 
enlaces, tanto en lo que hace a las 
características del enlace (ancho de banda, 
retardo etc.) como a parámetros relacionados 
con calidad de servicio (Ver figura 2). Esto se 
puede realizar en forma sencilla creando las 
topologías con la aplicación Miniedit [12], 
incluida en Mininet, (ver figura 3), que permite 
tomar y arrastrar los elementos y definir sus 
propiedades con solo la ayuda del mouse. Lo 
bueno de Miniedit es que permite construir muy 
velozmente la topología en un entorno gráfico y 
genera automáticamente las scripts para 
utilizarlas con Mininet (Cabe mencionar que 
tanto en estas scripts como así también en la 
inmensa mayoría de las aplicaciones en estos 
entornos se utiliza Python [13]). 
 
Figura 2 Ejemplos de configuración de parámetros de 
enlaces (propio). 
 
Figura 3: Interfaz gráfica de Miniedit (propio) 
 
Ejemplo de topología de prueba: a los efectos 
de realizar una simulación y evaluar la 
performance se muestra una topología de 
prueba (figura 4). En la misma se muestran tres 
locaciones con redes lan en cada una y de las 
siguientes características: 
 
 Enlaces LAN en las tres locaciones a 
100 Mbps con un delay de 5 ms y 
porcentaje de perdida de paquetes de 1% 
 Enlace SW1 SW2 1000 Mbps con delay 
de 15 ms., porcentaje de perdida de 
paquetes 1% y Jitter de 1% 
 Enlace SW2 SW3 1000 Mbps con delay 
de 20 ms., perdida de paquetes 1% y 
Jitter de 1% 
 
Con respecto del controlador, se puede 
definir para la misma topología, un controlador 
POX, ODL, o bien cualquiera disponible solo 
basta con definir las propiedades haciendo un 




Figura 4: Topología de prueba (propio) 
 
A partir de la topología definida; y 
ajustada la script con todos los detalles que 
deseemos, es posible iniciar las pruebas de 
performance utilizando IPERF3, para ello basta 
con abrir terminales en los hosts 
correspondientes y lanzar instancias ya sea de 
cliente o servidor según el/los enlaces que 
deseemos probar. Vale aclarar que IPERF3 tiene 
muchas mejoras y ventajas respecto a la versión 
original IPERF, las más destacables son la 
caracterización del tráfico tanto en TCP como 
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UDP, la posibilidad de lanzar múltiples 
instancias respecto de un mismo servidor, como 
así también crear streams en paralelo para cada 
instancia, se puede ver con detalle en [6] 
 
A continuación, se muestra un ejemplo 
suponiendo un tráfico TCP de 80 Mbps entre h1 






En h3 un servidor: iperf3 -s -p 5566 -i 1(fig.5)  
 
 
Figura 5: Servidor iperf3 (propio) 
 




Figura 6: Cliente iperf3 (propio 
 
Para documentar en forma de gráfico los 
resultados es útil la aplicación GNUPLOT que 
toma directamente los resultados de la salida de 
iperf y los convierte en una gráfica a la que se le 
pueden agregar múltiples detalles, ver 
referencias [14], [15]. El gráfico 




Figura 7: Grafico de trhoughput entre h1 y h3 en Mbp 
 
Con la misma secuencia de operaciones, 
se pueden graficar múltiples instancias de 
simulación como así también cambiar muy 
fácilmente los parámetros de simulación, 
sencillamente cambiándolos en línea de 
comandos para luego visualizar los cambios con 
poco esfuerzo. 
 
Formación de Recursos Humanos 
La formación de recursos humanos es la 
siguiente: 
a) Formación de becarios: Dos becarios 
alumnos avanzados de la carrera de 
ingeniería en sistemas de información y 
un becario graduado de iniciación a la 
investigación. Esto hará posible 
fomentar la actividad de investigación 
en alumnos que están próximos a 
recibirse y graduados jóvenes 
estimulando la actividad de 
investigación. 
b) Formación de postgrado: A partir de 
las líneas de investigación desarrolladas 
en el proyecto se prevé que el Ing. 
Carlos Cuevas finalice su Maestría en 
Redes de la Universidad de La Plata 
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mediante una tesis vinculada a este 
proyecto. Así mismo servirá de base 
para la investigación y formulación de la 
tesis de Maestría en Administración de 
Negocios para el Ingeniero Diego 
Bolatti. Carrera de postgrado cursada en 
UTN Facultad Regional Resistencia. 
Equipo de trabajo: 
La estructura del equipo de trabajo es la 
siguiente: 
 






 Ing. Diego Bolatti 
 Ing. Ricardo Calcagno 
 Ing. Carlos Cuevas 




 Dr. Luis Martínez 
López (Catedrático 
Universidad de Jaén, 
España) 
 Dra. Macarena 
Espinilla Estévez 
(Investigadora 
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SERVIDOR VIRTUAL PARA DETECCIÓN DE INTRUSOS Y ATAQUES EN IPV6 
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La migración de IPv4 a IPv6 ha adquirido una 
importancia muy significativa, la cual cada 
día preocupa más a los proveedores de 
Internet, ya que no es posible simplemente 
dejar de utilizar el protocolo viejo y comenzar 
a usar el nuevo. Para solventar ésta necesidad 
de continuidad de negocio, surgen las 
llamadas técnicas o mecanismos de transición 
o coexistencia. Estas técnicas permiten la 
incorporación gradual de IPv6 dentro de una 
infraestructura IPv4 existente, ya que ambos 
protocolos no son compatibles por naturaleza. 
La seguridad de IPv4  e Ipv6 son totalmente 
independientes, por lo que se necesita 
establecer medidas para detectar, identificar, 
prevenir y tomar una decisión correcta frente 
a posibles ataques en ambos protocolos. Esto 
es una realidad que todos los usuarios de 
internet deben enfrentar en la actualidad y en 
particular los administradores de red. 
El objetivo de esta línea de investigación es 
detectar de manera oportuna y a tiempo 
intrusos y/o ataques en un segmento de red 
IPv6 de una infraestructura en particular. 
Asimismo, se abordará puntualmente el IPv6, 
sus principales problemas al implementarlo y 
sus diferentes tipos de necesidades para 
configurarlo de manera segura.   
Palabras Claves: IPv6, IDS, Servidor Virtual 
 
CONTEXTO 
Esta línea de investigación se lleva a cabo en 
el marco de una propuesta de Tesis de la 
Maestría en Tecnologías de la Información, 
de la Facultad de Ciencias Exactas, Químicas 
y Naturales (FCEQyN), de la Universidad 
Nacional de Misiones (UNaM). Se proyecta 
este trabajo de investigación debido a la 
necesidad e importancia que tiene la 
ciberseguridad de IPv6 a nivel mundial, lo 
que nos motivó a investigar soluciones 
regionales o específicas para las diferentes 
unidades académicas de la universidad. Se 
consultó con los referentes informáticos de 
otras universidades nacionales tomando 
conocimiento de que si bien ocupan la 
tecnología IPv6, no tienen la necesidad de 




El agotamiento casi total de las direcciones 
IPv4 públicas en el 2011, llevó a grandes 
empresas a nivel mundial a participar del Día 
de IPv6 [1] en donde  se puso a prueba  si los 
servicios continuarían corriendo en dicho 
protocolo.  
El IPv6 definido hace casi 20 años en el RFC 
2460 de Diciembre de 1998 [2] prometía ser 
la solución al agotamiento de las direcciones 
publicas IPv4. Sin embargo, con el uso 
masivo actual que está generando IPv6, 
surgen ciertos inconvenientes no 
contemplados en la teoría y que son un 
verdadero problema al momento de utilizar 
este protocolo. Se podría enumerar algunos 
problemas de actual importancia en estos 
días:  
En primer lugar, el problema más grande es 
que todavía se atraviesa la etapa de transición 
entre ambos protocolos. Esto implica, estar 
atados al uso ininterrumpido de IPv4 mientras 
se intenta evolucionar a IPv6. Lo cual infiere 
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una inversión económica y financiera 
importante, que en la mayoría de los países de 
Latinoamérica son muy difíciles de afrontar. 
Siendo necesario mantener equipos hardware 
y software funcionando en simultáneo con 
ambos protocolos. En el caso de los 
proveedores más importantes a nivel mundial, 
solamente los equipos de alta gama, es decir, 
los más costosos tienen la capacidad de 
realizar NAT64 [3]. En otras palabras, 
efectuar la traducción de un protocolo a otro. 
Razón por la cual es necesario un trabajo 
artesanal, para mantener funcionando 
satisfactoriamente toda la infraestructura de 
red y servidores en una organización, como lo 
es una Universidad Pública Nacional. 
En segundo lugar, otro problema es que si 
bien IPv6 tiene la capacidad de identificar 
cada MAC address de cada dispositivo 
unívocamente a nivel mundial mediante la 
norma EUI64 [4], no existen suficientes 
Servidores DNS que resuelvan estas IP, o 
cada organización debe poseer su propio 
Servidor DNS; y provoca que una vez 
detectado el IP de un servidor, router o 
cualquier dispositivo critico de una 
organización, éste sea propenso a ataques de 
nivel mundial.  
En tercer lugar, otro problema es que IPsec 
definido dentro de la misma cabecera IPv6 no 
cumple satisfactoriamente su función de 
seguridad impenetrable. Además, al utilizar 
Stateless address autoconfiguration 
(SLAAC)1 los sistemas operativos como 
Windows y Mac OS X, preferirán usar IPv6 
en una red siempre que sea posible, lo que 
hereda el problema descripto en el punto 
anterior. IPv6 está ideado para 
autoconfigurarse por completo, por lo tanto, 
un atacante podría configurar un router 
                                                 
1
 Autoconfiguración de dirección sin estado es un 
método en el que a la interfaz del host o enrutador se 
le asigna un prefijo de 64 bits, y los últimos 64 bits de 
su dirección son derivados por el host o enrutador con 
la ayuda del proceso EUI-64 que se describe en las 
siguientes líneas. SLAAC usa el protocolo NDP para 
funcionar. 
fraudulento y obtener automáticamente 
información de la red de una organización en 
particular, cuyos usuarios comenzarán a usar 
su servidor DNS falso.  
Es importante destacar que actualmente las 
diferentes configuraciones hechas en IPv6 no 
contemplan adecuadamente diferentes tipos y 
niveles para la seguridad y protección ante 
ataques de DoS2 y DDoS3 con lo cual es 
importante, además de tener un buen firewall 
correctamente configurado, algún sistema de 
detección de intrusos y posteriormente 
también un sistema de prevención de intrusos. 
En este trabajo de investigación se propone 
desarrollar una alternativa para abordar 
algunos aspectos de los problemas descriptos, 
mediante la detección de intrusos y ataques, 
en el ámbito de redes de datos institucionales 
como lo son las redes de las Universidades 
Públicas de la República Argentina. 
Implicaría la utilización de los equipos ya 
existentes. Sin tener que adquirir 
equipamiento nuevo y costoso, como sería la 
solución de los grandes proveedores. Esta 
solución no debe afectar al desempeño normal 
de los equipos ni comprometer su seguridad. 
Será necesario para esto la configuración de 
un servidor virtual que detecte ataques en  
IPv6 mediante un sistema de detección de 
intrusos (IDS); y que debe trabajar en 
conjunto con un router de borde IPv6-Only 
que no interfiera con la arquitectura actual de 
la red institucional IPv4-Only en producción. 
En ningún momento y bajo ninguna 
circunstancia se tomará la información 
contenida en el área de datos de los paquetes, 
en primer lugar por considerarse irrelevante 
                                                 
2
 Denegación de Servicio (DoS) es una interrupción en 
el acceso de un usuario autorizado a una red 
informática, generalmente una causada con intención 
maliciosa 
3
 Un ataque de denegación de servicio distribuido 
(DDoS) es un intento de hacer que un servicio en línea 
no esté disponible al abrumarlo con tráfico de 
múltiples fuentes. Apuntan a una gran variedad de 
recursos importantes, presentan un gran desafío para 
asegurarse de que las personas puedan publicar y 
acceder a información importante. 
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para esta investigación, y en segundo lugar 
por cuestiones de la ley de Protección de 
Datos Personales4.  
Con lo referente a la legislación, la asignación 
de dirección IPv6 y las regulaciones que 
poseen, la Universidad Nacional de Misiones 
ya tiene su pool de direcciones IPv6 
asignados por LACNIC, del cual cada unidad 
académica cuenta con una porción de dicho 
pool para uso según sea necesario [5]–[7]. 
Todas las pruebas en la red de la unidad 
académica se realizarán sin sugestionar a los 
usuarios finales de dicha red, es decir, no dar 
aviso que se está implementando un nueva 
tecnología, o seguridad de protocolo nuevo en 
este caso; de esa manera se podrá evaluar la 
transparencia que tiene el estudio y la 
notificación que tienen los usuarios con 
respecto al uso cotidiano de la red. Por otra 
parte, una vez que esté todo configurado y 
funcionando, se harán simulaciones de 
ataques programados y aleatorios, con lo cual 
se solicitará la ayuda y participación de 
algunos administradores de red de otras 
unidades académicas; con el objetivo de 
obtener retroalimentación, sugerencias y 
optimización de configuraciones en el estudio 
de caso.  
Toda la investigación será abordad en relación 
al modelo OSI y no al TCP/IP, es decir 
siempre que se mencione los niveles o capas 
será tenido en cuenta en relación al  Modelo 
OSI, a continuación se expone en la  siguiente 
imagen una comparación entre ambos 
modelos para su mejor comprensión. 
 
                                                 
4
 Ley 25.326: Disposiciones Generales. Principios 
generales relativos a la protección de datos. Derechos 
de los titulares de datos. Usuarios y responsables de 
archivos, registros y bancos de datos. Control. 
Sanciones. Acción de protección de los datos 
personales. 
Sancionada: Octubre 4 de 2000. 
Promulgada Parcialmente: Octubre 30 de 2000. 
 
Figura 1: Comparación del Modelo OSI y 
TCP/IP 
[8], [9] 
Lo admirable de IPv6 es su encabezado, una 
dirección IPv6 es 4 veces más grande que una 
IPv4, pero sorprendentemente, el encabezado 
de una dirección IPv6 es solo 2 veces más 
grande que el de IPv4. Los encabezados IPv6 
tienen un encabezado fijo y cero o más 
encabezados opcionales (extensión). Toda la 
información necesaria que es esencial para un 
enrutador se guarda en el Encabezado fijo. El 
encabezado de extensión contiene 
información opcional que ayuda a los 
enrutadores a entender cómo manejar un 
paquete / flujo. En la Figura 2 se puede 
apreciar la estructura del encabezado IPv6. 
 
Figura 2: Cabecera IPv6 
[8], [9] 
Como hemos  mencionado anteriormente, la 
UNaM posee su propio pool de direcciones 
IPv6 asignado por LACNIC, este pool se  
segmenta para el uso de las diferentes 
unidades académicas de dicha universidad. En 
la siguiente imagen se aprecia el 
enmascaramiento IPv6 de la UNaM. 
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2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
Este trabajo tiene como principal línea de 
investigación el tratamiento de la seguridad 
en el contexto de redes IPv6 mediante la 
virtualización de servidores en datacenter en 
Universidades Nacionales. Instalando y 
configurando servicios de detección de 
intrusos y ataques; así como también la 
utilización de Maquetas para la enseñanza de 
ciberseguridad en redes y comunicaciones. 
También se podrá anexar o incorporar placas 
SBC como dispositivo router, bridge, firewall, 
switching, etc. con el mismo fin pedagógico.  
 
3. RESULTADOS ESPERADOS 
Se pretende obtener un servidor virtual 
correctamente configurado con las 
necesidades básicas para la detección de 
intrusos y ataques en IPv6, totalmente 
migrable y exportable a otras instituciones o 
unidades académicas de las diferentes 
universidades nacionales. Un producto 
software multiplataforma totalmente 
independiente de la infraestructura a la cual se 
quiere aplicar.  
Con respecto a las enseñanzas de redes y 
comunicaciones se pretende desarrollar 
maquetas para diferentes trabajos practicos 
que ayuden a los alumnos a compreder el 
complejo mundo de las comunicaciones y 
conocer cuales son los elementos a tener en 
cuenta en la utilización de ciberseguridad 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
Este proyecto es parte de un plan de tesis de 
maestría en Tecnologías de la Información, en 
el cual se prevén incorporar becarios, tesistas, 
ayudantes de cátedra para Sistemas 
Operativos, Comunicación y Redes I y 
Comunicación y Redes II de las Carreras de 
Analista en Sistemas de Computación, 
Licenciatura en Sistemas de Información y 
Profesorado Universitario en Computación, 
de la Facultad de Ciencias Exactas, Químicas 
y Naturales (FCEQyN), de la Universidad 
Nacional de Misiones (UNaM). 
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Resumen  
Este trabajo describe un prototipo de software 
y hardware libre, que fue empleado 
exitosamente como gateway (pasarela) en 
sistemas de Internet  de las Cosas (IoT -  
Internet of Things). 
Normalmente un gateway de IoT es el 
dispositivo que actúa de interfaz de conexión 
entre dispositivos internos a la red IoT y el 
mundo exterior, normalmente la Internet. 
El prototipo fue construido tomando como 
base de la placa CIAA (Computadora 
Industrial Abierta Argentina) a la que se 
adicionaron hardware/software de 
comunicación interna y externa. 
La comunicación interna se basó en una pila 
de protocolos. El protocolo de capa de enlace 
usado fue el protocolo IEEE 802.15.4, que es 
el que normalmente utilizan las Redes de 
Sensores Inalámbricos. Los protocolos de 
capas superiores fueron el conjunto de la 
familia TCP/IP, entre los que tiene 
significativa importancia el “middleware” 
6lowPAN. Este último permitió que todo el 
sistema de IoT (interno y externo) pueda 
utilizar el nuevo protocolo de red denominado 
IPv6 de manera transparente y extremo a 
extremo, con las ventajas que esto representa. 
El sistema operativo de IoT denominado 
“Contiki” fue usado en los dispositivos de la 
Red de Sensores Inalámbricos. 
En el gateway fue implementado el SO 
FreeOSEK. 
El almacenamiento de los datos sensados y 
transmitidos por los motes se hizo en una base 
de datos del tipo Time-Series llamada 
InfluxDB y  la representación de los mismos 
fue realizada usando  la plataforma abierta 
Grafana. 
 
Palabras Clave: Internet of Things, Internet 
de las Cosas, 6LoWPAN, Computadora 
Industrial Abierta Argentina (CIAA), 
OpenMote. 
Contexto 
El presente trabajo está inserto en el proyecto 
de investigación acreditado por la 
Universidad Tecnológica Nacional código 
EIUTIME0003646TC denominado “RED 
SIPIA-LP: Estudio de mecanismos de bajo 
consumo energético para aplicar a una red 
de sensores inalámbricos en el ámbito de 
agricultura de precisión”. El proyecto fue 
llevado adelante por investigadores y becarios 
de la Facultad Regional Mendoza. 
Uno de los objetivos de este proyecto fue 
“Estudiar, simular y evaluar los protocolos 
de comunicación de internet de las cosas”. 
Para cumplir con ello se participó y  se 
obtuvo financiamiento de la convocatoria 
“Proyectos de Innovación, Desarrollo y 
Adopción de la Computadora Industrial 
Abierta Argentina (CIAA) del MINCYT, de 
acuerdo a resolución Ministerial 613/15. 
El trabajo en la convocatoria se denominó 
“GW-CIAA-IoT: Gateway con CIAA para 
red inalámbrica de IoT” y es el detallado en el 
presente trabajo. 
1. INTRODUCCIÓN 
Gracias a los avances y reducción de costos 
en dispositivos electrónicos y de 
comunicación inalámbrica, es posible, en la 
actualidad, construir sistemas de sensores 
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multifuncionales y multipropósito de bajo 
costo que operan con poca energía, de un 
tamaño pequeño, y con una capacidad de 
comunicación del tipo inalámbrica a corta 
distancia. 
Estos dispositivos, denominados comúnmente 
motes o motas, constan de una unidad de 
procesamiento con un poder de cómputo 
mínimo, memoria, un módulo de 
comunicación inalámbrica y uno o varios 
dispositivos de sensado que capturan 
parámetros como temperatura, aceleración, 
humedad, etc. Un conjunto de motes 
comunicados entre sí es lo que se conoce 
como una Red de Sensores Inalámbrica 
(WSN - Wireless Sensor Network) [1]. 
OpenMote [2] es un fabricante de motes de 
hardware abierto para el desarrollo de la 
Internet de las Cosas. Estos dispositivos son 
complementados por un conjunto de 
herramientas de software de código abierto. 
La plataforma de OpenMote fue diseñada “a 
medida” para correr con el sistema operativo 
de código abierto OpenWSN [3]  usando los 
estándares de IoT. También es posible el uso 
de OpenMote con otros sistemas operativos 
para embebidos de código abierto tales como 
FreeRTOS, RIOT and Contiki-OS. La 
combinación seleccionada de OpenMote y 
Contiki-OS nos permitió desarrollar, para el 
presente trabajo,  las características de bajo 
consumo energético [4] y [5]. 
Por otro lado, hace 20 años, Internet se usaba 
principalmente como herramienta para 
acceder a información. En los últimos 10 años 
hemos vivido una nueva forma de uso de 
Internet, donde todo se ha convertido en 
social, transaccional y móvil. En la actualidad 
estamos atravesando una nueva 
transformación, en la que cada objeto tiene 
una identidad virtual propia y es capaz de 
integrarse e interactuar de manera 
independiente con cualquier otro objeto, 
sistema, o humanos. De esta forma estamos 
en presencia de un nuevo cambio en nuestra 
forma de vida, creándose nuevos modelos de 
negocio, productos y compañías, 
denominándose a esto la Internet de las Cosas 
(IoT - Internet of Things). Este desarrollo no 
sería posible sin el soporte del nuevo 
protocolo de red de Internet, llamado IPv6, 
que permite contar con direcciones de red 
suficientes como para dotar a cada uno de los 
componentes de una red de sensores de una 
dirección pública IPv6. 
Puntualmente, el ámbito de las WSN ha 
despertado un interés especial para lograr 
asociar a cada uno de los motes que la 
componen una WSN a la IoT. Contemplando 
los requerimientos de la IoT y las WSNs de 
área personal (PAN), un grupo de trabajo de 
la IETF desarrolló el protocolo 6LoWPAN 
[6]  que brinda soporte a redes LowPAN para 
el protocolo IPv6. 
Por medio de esta capa de adaptación 
6LoWPAN, como se puede observar en la 
Fig. 1,  se permite la interacción de los nodos 
de sensores que usan el protocolo 802.15.4, 
con el backbone de Internet conectado al 
protocolo 802.3, permitiendo que cada sensor 
pueda ser accedido desde cualquier host en 
cualquier parte del mundo. 
Para permitir extender el alcance de una 
WSN, debido a que no siempre todos los 
nodos están en alcance entre sí, se creó otro 
grupo de trabajo en la IETF llamado ROLL 
(Routing Over Low power and Lossy 
Networks) para evaluar problemas de 
encaminamiento y proponer soluciones. El 
resultado fue el diseño de un protocolo de 
enrutamiento para LLN (Low power and 
Lossy Networks) denominado RPL [7], con 
soporte de una variedad de capas de enlace 
(IEEE 802.15.4, IEEE 802.15.4g o Powerline 
Communication), que comparten 
características comunes, como ser bajo ancho 
de banda, alta tasa de pérdidas y baja 
potencia. 
 
Fig 1. Capas de Protocolos de IoT 
El Proyecto CIAA (Computadora Industrial 
Abierta Argentina) [8] nació en el año 2013 
como una iniciativa conjunta entre el sector 
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académico y el industrial con el objetivo de 
impulsar el desarrollo tecnológico nacional, 
darle visibilidad positiva a la electrónica 
argentina y generar cambios estructurales en 
la forma en que se desarrollan y utilizan los 
conocimientos. Todo esto en el marco de un 
trabajo libre, colaborativo y articulado entre 
la industria y la academia. 
La CIAA es la primera y única computadora 
del mundo que reúne dos cualidades:   
- Es industrial: ya que su diseño está 
preparado para las exigencias de 
confiabilidad, temperatura, vibraciones, ruido 
electromagnético, tensiones, cortocircuitos, 
etc. Que demandan los productos y procesos 
industriales   
- Es abierta: ya que toda la información sobre 
su diseño de hardware, firmware, software, 
etc. está libremente disponible en internet 
bajo la Licencia BSD, para que cualquiera la 
utilice como quiera. Por otro lado, su diseño 
no está atado a los procesadores de una 
determinada compañía, como ocurre con otras 
computadoras abiertas. 
2. LÍNEAS DE INVESTIGACIÓN y 
DESARROLLO 
Como fue indicado en el apartado Contexto, 
el Objetivo Principal para el diseño e 
implementación del Gateway fue: 
“Diseñar, ensayar e implementar una mejora 
de un sistema de redes inalámbricas agrícolas 
aplicadas, usando tecnología CIAA.” 
Objetivos secundarios 
- Análisis y estudio de protocolos de 
comunicación de la IoT aplicado a WSN. 
- Diseño y desarrollo de hardware de 
Gateway de red SIPIA [9] de WSN utilizando 
CIAA. 
- Evaluación y selección de sistema operativo 
embebido aplicable a CIAA con soporte de 
protocolos IoT. 
- Diseño y desarrollo de software de Gateway 
de red SIPIA de WSN utilizando CIAA. 
- Evaluación, selección e implementación de 
motes de WSN con soporte de IoT. 
- Capacitación y difusión de los 
conocimientos adquiridos, como compromiso 
social en el ámbito empresarial y académico. 
3. RESULTADOS OBTENIDOS 
 El objetivo general, de acuerdo a lo 
planteado en [10], se cumplió en su totalidad. 
Se logró implementar un sistema sobre la 
plataforma CIAA para comunicaciones 
extremo a extremo desde Internet hacia redes 
Inalámbricas de Sensores. El sistema utilizó 
el protocolo IPv6 en CIAA para acceder a 
Internet, haciendo uso del firmware oficial del 
proyecto CIAA. Adicionalmente se utilizó 
hardware de OpenMote Technologies para 
implementar la red Inalámbrica de Sensores. 
En cuanto a los objetivos secundarios 
planteados, se puede decir que: 
 
Fig 2: Gateway compuesto por placa CIAA,  
placa de interconexión y placa OpenMote. 
- Fueron estudiadas distintas alternativas de 
protocolos de comunicación y se optó por 
continuar con la propuesta original de 
6LoWPAN por ser éstos estándares abiertos 
del IETF. 
-Se diseñó y desarrolló un circuito impreso 
que interconecta una CIAA-NXP con un mote 
OpenMote CC2538 o compatible, para 
permitir la implementación de SLIP6 [11]       
entre ambos, de acuerdo a la Fig 2. 
- Se estudió la posibilidad de usar distintos 
sistemas operativos para la plataforma CIAA, 
entre ellos Linux, Mbed OS, RiotOS, 
FreeRTOS y FreeOSEK usado en el proyecto 
CIAA. Linux fue descartado porque el 
procesador de la CIAA-NXP no cuenta con 
Unidad de Gestión de Memoria. Mbed OS 
está orientado para embebidos y dispositivos 
ARM, pero no está portado para LPC4337 (el 
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Sistema en Chip Principal de la plataforma 
CIAA) y limita el desarrollo a esos 
dispositivos. Riot no presentaba 
documentación ni mucha actividad como 
proyecto al momento de estudio. Descartando 
las opciones anteriores, se consideró que el 
proyecto era viable usando FreeRTOS [12] o 
FreeOSEK [13]. Finalmente fue seleccionado 
para hacer el gateway el firmware oficial del 
proyecto CIAA (CIAA-Firmware), que está 
basado en FreeOSEK. De esta manera se 
propuso hacer nuevos aportes al proyecto 
CIAA y así generar vinculación local. 
- Debido a que el firmware del proyecto 
CIAA no constaba con soporte para 
protocolos IoT, el trabajo implicó el diseño e 
implementación de los protocolos IPv6 y 
SLIP6. Este diseño y el código 
correspondiente está descrito en [14]. 
- Fueron seleccionado el proyecto los motes 
OpenMote CC2538 de OpenMote 
Technologies por ser compatibles con 
firmware Contiki, Openwsn, Riot entre otros 
asequibles y tener como componente 
principal el SoC (Sistema en un Chip) Texas 
Instruments CC2538 que está presente 
también en otros dispositivos que proveen 
distintos fabricantes de hardware. 
Adicionalmente, OpenMote fue la opción más 
conveniente, respecto al costo-beneficio del 
producto. 
- El software adicional de almacenamiento de 
la información fue desarrollado sobre una 
plataforma de PC compatible, con Sistema 
Operativo GNU-LINUX y lenguaje de 
programación Python. Esta aplicación es un 
servidor de socket tipo datagrama, que recibe 
los datos que envían los motes, y los 
almacena en una Base de Datos INFLUXdb 
[15], ideal para series temporales, 
especialmente diseñada para IoT. 
- La presentación de la información se llevó a 
cabo mediante una plataforma abierta para 
monitoreo y análisis de información llamada 
Grafana [16] , la cual puede ser accedida por 
un cliente HTTP o Browser desde cualquier 
lugar del mundo con conectividad a Internet. 
Fue instalado sobre una plataforma de PC 
compatible, con Sistema Operativo GNU-
LINUX. 
En la Fig 3 se puede observar una captura de 
pantalla de los datos graficados, 
 
Fig 3: Información de gráficos presentados por Grafana 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
Uno de los principales objetivos del proyecto 
es la capacitación de los recursos humanos.  
La meta como investigadores es fortalecer la 
capacidad para realizar investigación 
científica, generar conocimientos y facilitar la 
transferencia de tecnología que permita el 
desarrollo humano. 
Este proyecto de investigación posibilitará la 
colaboración inter-institucional y la ejecución 
de proyectos conjunto entre grupos I+D de 
diferentes disciplinas. 
Para lograr estos objetivos se dispuso del 
siguiente personal: 
2 Investigadores formados 
1 Becario doctoral (beca UTN) 
1 Becario graduado (Beca BINID UTN) 
2 Becarios alumnos (Beca alumno UTN) 
1 Tesista de carrera de grado 
Adicionalmente se realizaron: 
- Dictado de Cursos, Seminarios y 
Conferencia para público especializado. 
- Promoción, coordinación y asistencia 
técnica de tesinas de grado para alumnos de la 
FRMza. 
- Promoción, coordinación y asistencia 
técnica a pasantes alumnos, cursantes de 
carreras de grado y de pre-grado en el ámbito 
de la UTN FRMza. 
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- Promoción, coordinación, dirección y 
asistencia técnica a Tesis doctorales, 
postgrado y/o maestría. 
- Presentación de Trabajos en Congresos y 
Reuniones Técnicas/Científicas. 
- Publicación de Trabajos en revistas con/sin 
referato. 
- Publicación de todo el código fuente 
desarrollado en el presente proyecto, en 
https://github.com/GridTICs/gw-ciaa-iot. 
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Los incendios forestales son unos de los 
fenómenos naturales que más perjuicios 
causan en nuestro país y en el mundo, 
generando pérdidas de vidas humanas, 
daños en la propiedad, la flora, la fauna, el 
suelo, entre otros. Debido a esto, se 
considera de interés desarrollar 
herramientas, sistemas, métodos, 
estrategias, entre otros, que permitan 
minimizar los efectos negativos causados 
por éstos. El presente proyecto pretende 
realizar un aporte significativo en esta área, 
dado que propone integrar información de 
diferentes fuentes, en un método paralelo 
de reducción de incertidumbre guiado por 
datos aplicado a la predicción y alerta 
temprana de incendios forestales. Las 
fuentes de información estarán 
conformadas por: redes de sensores 
inalámbricos, imágenes satelitales, 
históricos de incendios forestales, entre 
otros. Dicha integración permitirá 
determinar la ocurrencia precoz de los 
incendios forestales antes de que estos se 
magnifiquen, y además permitirá reducir la 
incertidumbre de algunas de las variables 
dinámicas que alimentan al modelo de 
predicción de comportamiento de incendio, 
impactando de forma positiva en la calidad 
de predicción del sistema. 
 
Palabras clave: alerta temprana, 
predicción de incendios, incendios 





El presente proyecto de I+D cuenta con el 
financiamiento de la Dirección de Investi-
gaciones de la Universidad de Mendoza 
(DIUM), el mismo se desarrolla en la Fa-
cultad de Ingeniería de la Universidad de 
Mendoza con la colaboración del Labora-
torio de Investigación en Cómputo Paralelo 
Distribuido de la Universidad Tecnológica 
Nacional, Facultad Regional Mendoza 
(UTN-FRM). 
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1. INTRODUCCIÓN 
 
Los incendios forestales causan grandes 
daños y pérdidas [1], en Mendoza, estos 
eventos ocurren principalmente entre los 
meses de septiembre y marzo. En 2016 se-
gún el informe de Estadísticas de Incendios 
Forestales desarrollado por el Ministerio de 
Ambiente y Desarrollo Sustentable [2], en 
Argentina los incendios devastaron un total 
de 1.072.642 hectáreas, y puntualmente en 
Mendoza, la cifra alcanzó un total de 
93.529 hectáreas. 
Con el propósito de reducir la incidencia 
de los incendios forestales y mitigar sus 
efectos negativos, se vuelve necesario con-
tar con herramientas que permitan: 
 
a) Detectar en el menor tiempo po-
sible la ocurrencia de estos fenó-
menos: este tipo de herramientas 
también se conocen como sistemas 
de alerta temprana, los cuales cum-
plen un rol muy importante en el 
proceso de lucha contra incendios 
debido a que permiten actuar antes 
que el incendio se extienda dema-
siado, posibilitando así la utiliza-
ción de menor cantidad de recursos 
en el proceso de extinción y, sobre 
todo, generando menor cantidad de 
daños [3,4,5].  
 
b) Pronosticar con antelación el 
comportamiento de la línea de 
fuego: Cuando los incendios ya se 
han magnificado, predecir su com-
portamiento puede ser la herra-
mienta que marque la diferencia. 
La predicción del comportamiento 
de un incendio forestal puede per-
mitir gestionar los generalmente 
“escasos” recursos disponibles, de 
manera eficiente y segura, facili-
tando la toma de decisiones com-
plejas tales como evacuaciones, 
planificación de cortafuegos, ex-




El presente proyecto aborda el diseño de 
una WSN para ser aplicada como sistema 
de alerta temprana de incendios forestales, 
además pretende integrar de forma colabo-
rativa los datos adquiridos mediante dicha 
red junto a los generados, para tal fin, por 
las diferentes agencias espaciales (imáge-
nes satelitales). Dicha información será 
utilizada para alimentar un método de pre-
dicción del comportamiento de incendios 
forestales que se beneficiará de las diferen-
tes escalas de trabajo de cada plataforma 
tecnológica. En base a lo dicho, la funda-
mentación teórica la podemos dividir en 
tres secciones: a) redes de sensores 
inalámbricas aplicadas a la detección de 
incendios forestales, b) utilización de pro-
ductos satelitales para la detección de in-
cendios forestales, y c) métodos de reduc-
ción de incertidumbre aplicados a la pre-
dicción del comportamiento de incendios 
forestales. 
 
Redes de sensores inalámbricos (WSNs):  
El uso de redes de sensores que cubren 
grandes territorios asegurando el monito-
reo efectivo de fenómenos tales como in-
cendios forestales sigue siendo un proble-
ma de particular interés y significación en 
la comunidad científica. Esto es debido a 
que las WSN ofrecen soluciones económi-
cas y eficientes de monitoreo, dado que 
estos dispositivos son baratos y compactos, 
pudiendo ser desplegados en extensos terri-
torios y al funcionar conjuntamente y de 
forma autónoma pueden utilizarse eficaz-
mente para detectar gases peligrosos y de-
tectar los incendios forestales [10]. 
Una WSN es un conjunto de elementos 
autónomos, interconectados de manera 
inalámbrica, que colaboran con el objetivo 
de resolver una tarea en común. Los senso-
res toman del medio la información y la 
convierten en señales eléctricas, posterior-
mente los nodos, los cuales contienen va-
rios sensores toman los datos de los senso-
res y los envían a las estaciones base. La 
comunicación entre los nodos suele reali-
zarse mediante el estándar IEEE 802.15.4, 
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utilizando el stack de protocolos ZigBee, 
aunque también puede utilizarse 802.11 o 
Bluetooth.  
Desde el punto de vista de la detección de 
incendios, existen diferentes alternativas 
para detectar la ocurrencia de éste fenó-
meno, en el ámbito de las WSN la metodo-
logía más usada consiste en medir la tem-
peratura ambiente, la humedad, la luz y la 
presión barométrica, aunque también pue-
de detectarse mediante el sensado de hu-
mo, CO/H2 y gases peligrosos. 
 
Productos satelitales para la detección 
de incendios forestales: 
Debido a su cobertura repetitiva de gran 
área, los datos de satélite son útiles para la 
detección de incendios, monitoreo y eva-
luación del área quemada en tiempo casi 
real. Los focos de calor MODIS son bas-
tamente utilizados como datos de entrada 
para la generación de eventos de incendios. 
La detección de focos de calor se basa en 
la capacidad de un sensor remoto de captu-
rar la energía emitida por la superficie te-
rrestre en las longitudes de onda corres-
pondientes al infrarrojo medio y térmico. 
De acuerdo a las temperaturas emitidas por 
los incendios (entre 300°C y 1500°C), se 
establecen umbrales de temperatura que 
permiten detectar los frentes de fuego acti-
vos. El proceso de detección es influencia-
do por una diversidad de factores, que 
comprenden al tipo de vegetación quema-
da, el nivel de combustible acumulado, las 
condiciones ambientales, y cuestiones rela-
tivas a la geometría de observación de la 
plataforma satelital. Cada foco que se de-
tecta activo (en llama) al momento del re-
gistro de la imagen, es representado sobre 
la superficie terrestre mediante la coorde-
nada central del pixel. El tamaño de pixel 
MODIS correspondiente a los canales tér-
micos es de 1000 mts de lado, lo cual re-
presenta una superficie de 10.000 mts cua-
drados (1 ha.). La CONAE procesa focos 
de calor a partir de la versión original del 
algoritmo MOD14. A lo largo de los últi-
mos años, el algoritmo MOD14 ha pasado 
por diversas pruebas y validaciones que 
han resultado en mejoras sobre su capaci-
dad de detección. La colección 5 (C5) es el 
producto de focos de calor actual, el cual, 
provee mejoras en cuanto a la calidad de 
detección de incendios pequeños. Además, 
también existen adaptaciones de este algo-
ritmo para poder incorporar datos de otras 
plataformas, como GOES y NOAA-
AVHRR, y en particular los provistos por 
el sensor VIIRS, el cual corresponde a la 
nueva generación de sensores que a futuro 
continuará con el monitoreo de incendios 
en la era post MODIS. Es importante men-
cionar que las imágenes satelitales de estas 
misiones se encuentran accesibles a toda la 
comunidad por lo que pueden ser procesa-
das para obtener la información necesaria. 
 
Métodos de reducción de incertidumbre: 
Debido a la imprecisión de los parámetros 
de entrada y la dificultad de medirlos en 
tiempo real, es que ha sido necesario recu-
rrir a técnicas que sean capaces de reducir 
la incertidumbre, como por ejemplo los 
Métodos Guiados por Datos (DDM, Data 
Driven Methods). Los DDM consideran un 
gran número de valores para cada paráme-
tro, posteriormente, realizan una búsqueda 
(mediante alguna técnica de optimización 
heurística) para encontrar un conjunto de 
parámetros que describa, de la mejor ma-
nera posible, el comportamiento anterior 
del fuego el cual se espera que pueda ser 
utilizado para predecir el siguiente instante 
de tiempo. 
En otras palabras, los DDM realizan una 
calibración para obtener estos valores "óp-
timos" de los parámetros de entrada. Sin 
embargo, estos métodos obtienen un solo 
conjunto de valores, y para aquellos pará-
metros que poseen un comportamiento di-
námico, el valor encontrado no es gene-
ralmente útil para describir correctamente 
el comportamiento del modelo. Esta cate-
goría se denomina Métodos Guiados por 
Datos de Solución Única [11,12,13]. Existe 
otra clasificación de los DDM los cuales 
operan con casos solapados y combinacio-
nes de parámetros para efectuar las predic-
ciones. Esta categoría se denomina Méto-
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dos Guiados por Datos con Múltiples So-
luciones Solapadas (DDM-MOS, Data 
Driven Methos with Multiple Overlapping 
Solutions). 
 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
 
La detección temprana de los incendios 
forestales permite evitar la magnificación 
de estos fenómenos, permitiendo tomar 
decisiones antes de que estos alcancen a 
cubrir grandes superficies. De esta manera 
se puede permitir minimizar los efectos 
negativos que éstos generan. 
Por tal motivo la presente línea de investi-
gación consiste en el desarrollo de una Red 
Inalámbrica de Sensores (Wireless Sensor 
Network, WSN) [14,15] para ser aplicada 
como sistema de alerta temprana de incen-
dios forestales, además pretende integrar 
de forma colaborativa los datos adquiridos 
mediante dicha red junto a los generados, 
para tal fin, por las diferentes agencias es-
paciales (imágenes satelitales). Dicha in-
formación será utilizada para alimentar un 
método de predicción del comportamiento 
de incendios forestales que se beneficiará 
de las diferentes escalas de trabajo de cada 
plataforma tecnológica. Tales desarrollos 
permitirán ofrecer una herramienta de aler-
ta temprana de incendios forestales y mejo-






Tras el desarrollo del presente proyecto se 
espera: 
1. Implementar una red de sensores 
inalámbricos que opere como sis-
tema de alerta temprana.  
2. Identificar variables sensadas que 
puedan ser incorporadas al método 
de predicción, de esta manera se 
podrá reducir la incertidumbre en 
ciertas variables que alimentan al 
modelo. 
3. Integrar el sistema de senado al sis-
tema de predicción del comporta-
miento de incendios forestales. 
 
4. FORMACIÓN DE RECURSOS HU-
MANOS 
 
El presente proyecto está a cargo del Mg. 
Ing. Miguel Méndez-Garabetti y el Dr. 
Germán Bianchini, además se cuenta con 
el asesoramiento -como profesional invita-
do- de la Dra. Paola Caymes-Scutari. La 
formación de recursos humanos compren-
de tanto a estudiantes de grado (Ingeniería 
en Informática, Ingeniería en Electrónica, 
Bioingeniería) y de posgrado (Maestría en 
Teleinformática) todos de la Universidad 
de Mendoza. 
También se cuenta con la participación de 
investigadores en formación quienes se 
desempeñan como docentes de grado de en 
la Universidad de Mendoza: Ing. Diego 
Córdoba e Ing. Rodrigo Elgueta. Este últi-
mo se encuentra realizando su tesis de 
maestría en relación a temáticas centrales 
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Resumen 
En este trabajo se presenta un proyecto 
de investigación denominado 
“Simulación en las Tics: Diseño de 
Simuladores de Procesos de Desarrollo 
de Software Agiles y Redes De 
Sensores Inalámbricos para la Industria 
y la Academia”, cuyo objetivo es 
diseñar simuladores de procesos de 
desarrollo de software agiles y de redes 
de Sensores Inalámbricos para la 
Industria y la academia. En este articulo 
se trabaja sobre la automatización de 
una fabrica mediante el uso de sistemas 
embebidos [9], precisamente la 
adaptación de un FIRMWARE 
opensource, CIAA FIRMWARE[3], 
añadiendole caracteristicas nuevas para 
poder monitorear y gestionar procesos 
productivos de manera remota por 
medio de un software SCADA[1] y un 
ERP[2]. 
Palabras claves: SCADA; ERP; 
Remoto; FIRMWARE; OpenSource; 




El trabajo presentado en este artículo 
tiene como contexto marco el proyecto 
de investigación denominado 
“Simulación en las Tics: Diseño de 
Simuladores de Procesos de Desarrollo 
de Software Agiles y Redes De 
Sensores Inalámbricos para la Industria 
y la Academia”, registrado actualmente 
en la Secretaría de Investigación y 
Desarrollo de la Universidad Gastón 
Dachary (UGD) con el número Código 
IP A07003 y radicado en el Centro de 
Investigación en Tecnologías de la 
Información y Comunicaciones de dicha 
universidad.  
El mismo fue incorporado como 
proyecto aprobado en el llamado a 
presentación interna de la UGD de 
proyectos de investigación N°7 
mediante la Resolución Rectoral 
07/A/17 y es una continuidad del 
Proyecto Simulación como herramienta 
para la mejora de los procesos de 
software desarrollados con 
metodologías ágiles utilizando dinámica 
de sistemas, R.R. UGD N° 18/A/14 y 
R.R. UGD N° 24/A/15. 
Entre las líneas con mayores resultados 
dentro del proyecto referido, se 
encuentran las de: Construcción de una 
plataforma de gestión y simulación de 
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datos de redes de sensores inalámbricos, 
una interfaz web para el simulador de 
WSN Shawn , Sistemas de gestión de 
residuos de la ciudad de posadas con 
tecnologías de Internet de la cosas, 
Sistema de monitoreo de la temperatura 
en el proceso de secado del Té. 
 
IIntroducción 
La evolución natural en la mejora de los 
procesos de una empresa manufacturera 
que posee actividades de producción 
manuales y semi-automáticas es una 
migración de estas hacia la 
automatización total con las 
herramientas disponibles mas actuales. 
La mejora de las actividades de los 
procesos industriales pueden ser 
parciales o totales de acuerdo a los 
aspectos y sectores que estuvieran 
involucrados. En el caso que aquí 
tratamos se considera un sistema de 
control de un sector de planta del 
proceso de fabricación, su supervisión y 
su habilitación para el soporte de 
programación de la  producción. La 
supervisión en un sistema de control es 
una actividad fundamental en un 
proyecto de automatización industrial. 
Los componentes que se disponen en un 
sistema de este tipo para lograr el nivel 
de supervisión varían de acuerdo a los 
requerimientos y restricciones del 
proyecto. En algunos casos es suficiente 
con la disposición de tableros con 
indicadores luminosos y sonoros que 
indican los diferentes estados del 
proceso. En otros casos se desarrollan 
interfaces HMI (Human Machine 
Interface) con pantallas digitales que 
muestran en gráficos de calidad los 
estados y etapas del proceso de manera 
muy comprensible. También y a partir 
de las tecnologías de aplicaciones Web, 
se dispone de interfaces HMI 
desarrolladas como clientes ligeros para 
dispositivos de escritorio como también 
para dispositivos móviles. 
La programación de la producción es 
una actividad de gran importancia en las 
plantas de producción en las que el 
volumen y frecuencia de tareas es alta. 
Actualmente se cuenta con herramientas 
de software que facilitan las tareas de 
programación. También es posible que 
los sistemas de control automático del 
proceso de planta y estas herramientas 
trabajen de manera coordinada por un 
mecanismo automático de compartición 
de datos. En este proyecto de 
automatización industrial basado en una 
industria de fabricación de ladrillos, se 
requiere desarrollar e implementar una 
aplicación de control basada en la 
arquitectura de hardware y software que 
presenta la CIAA[3][4], la 
comunicación entre ésta, un sistema 
SCADA (Supervisory Control And Data 
Acquisition) [8] y un sistema ERP 
(Enterprise Resource Planning)[5] . 
Estos componentes de software son 
fundamentales para proveer la 
funcionalidad requerida para la 
administración del proceso de la planta. 
La aplicación de control se desarrollará 
con el firmware del proyecto CIAA[10]. 
Su función incluye el accionamiento de 
motores, revisión de sensores, registro 
del estado del proceso y recepción de 
parámetros de configuración. Además 
provee soporte de comunicación para 
otras etapas de control y otros sistemas. 
Para el monitoreo y supervisión del 
proceso se emplea un sistema 
SCADA[8], que permite realizar un 
seguimiento en línea del estado de las 
variables. Para la programación de la 
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producción se utiliza un sistema 
ERP[5], que permite relacionar las 
variables del proceso con registros 
necesarios para la programación de 
órdenes de fabricación. 
Línea de Investigación 
En esta línea de investigación se han 
planteado varios objetivos. El objetivo 
principal de la misma corresponde a: 
“Proponer una capa de integración, 
basada en servicios para el sistema 
operativo de tiempo real OSEK[3] del 
CIAA FIRMWARE, independiente de 
la aplicación de control para el soporte 
de comunicación con SCADA y ERP” 
donde para poder lograr dicho objetivo 
se plantearán objetivos particulares y 
secundarios los cuales se detallan a 
continuación: 
 Comprender el funcionamiento 
de interfaces de integración 
utilizadas en sistemas embebidos 
para RTOS[4].  
• Analizar y proponer 
especificaciones para una capa de 
integración basada en servicios 
independiente de la aplicación de 
control para el CIAA Firmware.  
• Modelar y desarrollar la capa de 
integración basada en servicios 
independiente de la aplicación de 
control para integración de 
SCADA con ERP.  
• Verificar el correcto 
funcionamiento de la capa de 
integración desarrollada con el 




El proyecto aquí presentado consta de la 
automatización de un sistema de 
transferencia de material pesado en un 
ambiente hostil como es el de una 
fabrica de ladrillos en la provincia de 
Misiones. El progreso y desarrollo del 
mismo se divide en dos puntos 
primordiales. 1.- Control del carro de 
transferencia de material dentro de la 
fabrica. Automatizacion del traslado. 2.- 
Integración del sistema de transferencia 
a un software de control de procesos 
SCADA y un software de programación 
de tareas ERP. Donde en esta etapa 
contaremos con una divición interna 
que se sentra en la resolucion de la 
problemática de la conexión de 
interfaces de comunicación y la de una 
Propuesta de arquitectura que 
contemple todo lo anterior. La primera 
etapa de control del sistema de 
transporte dentro de la fabrica se analiza 
y se desarrolla el software 
correspondiente para el control del carro 
de transferencia (Fig. 1)   
 
Fig.1: Fotografía del carro 
En la fig. 2 se puede ver un diagrama de 
cómo se mueve el carro dentro de la 
fabrica.  
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Fig.2: Movimiento del carro 
Para resolver la problemática de las 
comunicaciones, teniendo en cuenta el 
tipo de ambiente y distancias de 
operatividad, se decide trabajar sobre 
arquitecturas de comunicaciones 
inalambricas, en este caso el desarrollo 
se basará sobre la norma de 
comunicación de WLAN 802.11 a 
travéz del módulo ESP8266.  
 
Fig.3: Placa de comunicación inalambrica 
Ya pasando a la última etapa del 
sistema tenemos la presentación de una 
arquitectura de trabajo para poder llevar 
a cabo el proceso completo. Donde la 
misma debería contemplar la siguiente 
estructura (Fig.4).  
Fig.4: Arquitectura propuesta 
Esta arquitectura implementada sobre la 
Fig. 2 donde se ve el movimiento del 
carro quedaría de la siguiente manera 
Fig.5.
 
Fig.5: Implementación de la arquitectura 
De la Fig. 4 y Fig.5 se aprecia que 
aparece un servidor. En este servidor se 
encontrarán alojados los sistemas 
SCADA[8] y ERP[5]. 
La complejidad de este proyecto radica 
en 2 puntos. El primero, el manejo del 
Firmware[5] base de la CIAA y del 
sistema operativo de tiempo real que la 
misma utiliza, ya que como dicha 
computadora se encuentra en entapas de 
desarrollo no existe bibliografía y 
documentación de donde basarse para 
los desarrollos. Y basados en eso la 
segunda problemática radica en la 
dificultad de la integración del CIAA 
Firmware con los softwares tanto 
SCADA como ERP.  
Formación de Recursos 
Humanos 
El equipo de trabajo se encuentra 
formado por cuatro investigadores con 
distintos niveles de posgrado, un Doctor 
en Ciencias Informáticas y Magister en 
Redes de Datos; un Doctor en 
Tecnologías de la Información y 
Comunicaciones Magister y 
Especialista en Ingeniería de Software; 
un Maestrando de Ingeniería de la Web; 
dos Maestrando en Redes de Datos y 
ocho estudiantes en período de 
realización de trabajos finales de grado 
en el contexto de las carreras de 
Licenciatura en Sistemas de 
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Información y de Ingeniería en 
Informática de la UGD. Actualmente, el 
número de tesinas de grado aprobadas 
en el contexto de este proyecto, es de 
cinco, y otras tres en proceso de 
desarrollo. El número de tesis de 
maestría terminadas relacionadas con 
este proyecto es de una. 
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Abstract 
Cloud computing makes extensive use of virtual 
machines, because they allow the workload is 
isolated and also, the use of resources is 
somewhat controlled. Currently, the additional 
levels of abstraction involved in virtualization allow 
to reduce workload performance. The most recent 
advances in container-based virtualization simplify 
the deployment of software applications without 
this implying the loss of control over the resources 
assigned to different applications. In this paper, 
we analyze the performance of a web application 
running in the containers of the Docker platform, 
as well as that of another free software platform, 
KVM, and a host operating system. 
Resumen 
 
La computación en la nube hace un uso extensivo 
de máquinas virtuales, pues permiten que la carga 
de trabajo esté aislada y además, el uso de los 
recursos este algo controlado. En la actualidad, los 
niveles adicionales de abstracción involucrados en 
virtualización permiten reducir el rendimiento de 
carga de trabajo. Los avances más recientes en la 
virtualización basada en contenedores simplifican 
la implementación de aplicaciones de software sin 
que esto implique la perdida el control sobre los 
recursos asignados a las diferentes aplicaciones. 
En este documento, se analiza el rendimiento de 
una aplicación web funcionando en los 
contenedores de la plataforma Docker1, como 
también el de otra plataforma de software libre, 
KVM, y un sistema operativo anfitrión.  
 
Palabras claves:  máquinas virtuales, 
virtualización basada en contenedores, 
contenedores de código abierto.     
Introducción  
En la actualidad, en el mundo de las tecnologías 




afectan a diversas empresas y organizaciones en 
cuanto a la tecnología utilizada para su plataforma 
de computación en la nube. Además de poseer el 
equipamiento para ofrecer procesamiento y 
almacenamiento suficiente para cubrir los 
requerimientos del negocio, son necesarios los 
medios para otorgar recursos de forma eficaz y 
eficiente cuando el cliente los requiera. Con la 
virtualización los servidores estarán preparados 
para responder a cambios en las cargas de trabajo 
y al tener cada aplicación aislada con su propio 
servidor virtual se puede evitar que una aplicación 
impacte otras aplicaciones al momento de realizar 
mejoras o cambios. 
Aún así, es posible encontrar ciertas deficiencias a 
la hora de implementar virtualización en una 
infraestructura. Entre las mismas se encuentran la 
sobrecarga de ejecutar múltiples máquinas 
virtuales, la dificultad de la administración de 
dependencias de las aplicaciones, problemas no 
presentes en entornos de desarrollo de software 
pero presentes en entornos de producción. 
Estos problemas pueden solucionarse mediante el 
empleo de los contenedores de aplicaciones, que 
utilizan una virtualización de sistema operativo, 
pero surge la problemática del desempeño que 
pueda acarrear esta tecnología, de forma que  
existe la posibilidad de convertirse en una mala 
decisión implementar esta plataforma. 
Docker es una forma de encerrar los servicios en 
entornos aislados, llamados contenedores, de 
modo que puedan ser empaquetados con todo lo 
que necesitan en términos de las bibliotecas y 
dependencias y el desarrollador puede estar 
seguro de que el servicio se ejecutará donde sea 
que Docker funcione [1]. Docker trae varias 
consideraciones que en las tecnologías anteriores 
no se advierten. Entre ellas, es que los 
contenedores son más fáciles de implementar y 
utilizar que los métodos anteriores, más allá de la 
ventaja de la asociación de Docker con otras 
empresas de contenedores, tales como Canonical, 
Google, Red Hat y Parallels, sobre su componente 
clave libcontainer de código abierto, que ha traído 
la estandarización, algo muy necesario en los 
contenedores. 
Considerando que se trata de una tecnología 
nueva en constante cambio, no hay un conjunto 
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de buenas prácticas establecidas para que las 
empresas puedan migrar fácilmente a esta 
tecnología en estos días, sobre todo si no 
disponen de recursos como las empresas 
anteriormente mencionadas. Otra cuestión reside 
en la falta de documentación de rigor científico 
para sostener las ventajas de rendimiento que 
brindan los contenedores libres funcionando con la 
plataforma Docker. 
Teniendo en cuenta lo anterior se realizó este 
trabajo en el que se llega a una conclusión de 
manera empírica acerca de las ventajas de 
performance de Docker comparado con una 
máquina virtual de QEMU-KVM y un sistema 
operativo anfitrión. KVM simplemente convierte el 
kernel de Linux en un hipervisor cuando se instala 
el módulo kernel de KVM…Para las emulaciones de 
entrada y salida, KVM utiliza un software de 
usuario, QEMU; este es un programa que hace 
emulación de hardware[2]. En este trabajo se 
seleccionaron una serie de métricas  que se 
tuvieron en cuenta para realizar pruebas de 
rendimiento de una aplicación web funcionando 
con las tecnologías de virtualización mencionadas 
anteriormente, utilizando el software para medir el 
rendimiento de una aplicación web (rails perf test) 
y la herramienta de monitoreo de sistema de 
Ubuntu Linux, que proporciona datos precisos del 
sistema operativo anfitrión. 
Método  
 
Hoy en día, en un mundo cada vez más 
competitivo, el manejo de información se ha 
convertido en un factor determinante para el 
negocio de las empresas. Una buena elección de 
las tecnologías para su plataforma de sistemas de 
IT (tecnologías de información) posibilitará que el 
negocio tenga más posibilidades de asegurar una 
posición exitosa en el mercado. 
En este contexto, las empresas inmersas en la 
computación en la nube, que se dedican a 
implementar software como servicio, dependen del 
rendimiento de su aplicación web para que su 
negocio prospere. 
Si no se mide, el juicio puede basarse solamente 
en la evaluación subjetiva. Para permanecer en el 
mercado las empresas necesitan datos del 
desempeño de su servicio para poder hacer 
evaluaciones objetivas, por lo tanto, resulta muy 
importante la medición del software.  El IEEE 
Standard Glosary of Software Engineering 
Terminology [3] define métrica como “una medida 
cuantitativa del grado en el que un sistema, 
componente o proceso posee un atributo 
determinado”. Las métricas de software 
proporcionan a los gerentes de desarrollo de 
software y administradores de proyectos una 
visión sensata de lo bien que sus aplicaciones 
funcionan en  realidad. Aisladas, las métricas son 
sólo representaciones gráficas o visuales de datos. 
Sin embargo, mediante el análisis de las métricas, 
los desarrolladores de software pueden descubrir 
patrones, tendencias y problemas que afectan al 
rendimiento de las aplicaciones.  
En los últimos años muchas empresas han 
implementado la virtualización de software para 
aportar mayor rendimiento a su aplicaciones. La 
virtualización permite que una sola computadora 
contenga varias máquinas virtuales, cada una de 
las cuales puede llegar a ejecutar un sistema 
operativo distinto [4]. Siguiendo este camino 
aparece la plataforma de contenedores de Docker 
que utiliza una virtualización con menor 
sobrecarga, a diferencia de las otras máquinas 
virtuales. 
Con esto, un equipo de desarrolladores puede 
llevar a cabo una aplicación como si utilizaran la 
misma máquina, logrando un mejor proceso para 
manejar las dependencias y facilitando el traslado 
del software al servidor u otras máquinas. 
Una migración a contenedores podría facilitar el 
proceso de despliegue de una aplicación web. Con 
lo cual se reduciría el tiempo que le cuesta a una 
organización realizar el despliegue de su software. 
Al mismo tiempo resultaría más simple el trabajo 
de mantener entornos de desarrollo con diferentes 
sistemas operativos de forma estable. Según el 
servicio de monitoreo Datadog[5] en las empresas 
que adoptan Docker, los contenedores tienen una 
vida útil media de 2,5 días, mientras que en todas 
las empresas, las máquinas virtuales tradicionales 
en la nube tienen una vida media de 23 días. Lo 
cual indica la simplicidad para subir una nueva 
instancia de una aplicación en un contenedor y 
reemplazar otra comparado con las VM. 
Este trabajo provee una comparación actualizada 
de una aplicación web con el uso de contenedores, 
máquina virtual y sistema operativo huésped 
utilizando hardware reciente y software con una 
serie de pruebas para analizar sus respectivos 
rendimientos. 
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Como objetivo general se evaluo las ventajas y 
desventajas con métricas de rendimiento para una 
aplicación web utilizando un sistema operativo 
huésped, un sistema operativo virtualizado y un 
contenedor. 
Para ello fue necesario: a) Desarrollar una 
aplicación web que funcione en la plataforma de 
contenedores Docker, en un sistema operativo 
virtualizado y sistema operativo huésped; b) 
Seleccionar, aplicar y analizar las métricas de 
rendimiento comparando el uso sobre el sistema 
operativo, un sistema operativo virtualizado y un 
contenedor; c) Analizar las ventajas y desventajas 
relacionadas con el manejo de dependencias. 
 
Se realizaron las siguientes etapas:  
 Se realizó una revisión sobre las 
tecnologías para poder desarrollar una 
aplicación web, es decir, los frameworks 
web que se utilizan actualmente en el 
desarrollo de software ágil, teniendo como 
resultado la definición de qué tecnologías 
utilizar a la hora de llevar a cabo el 
desarrollo.  
 Se llevó a cabo el desarrollo del software 
funcionando con los contenedores de 
Docker. Este software luego será 
ejecutado también en una máquina virtual 
y un sistema operativo huésped.  
 Se realizo una búsqueda de las métricas 
de software enfocadas en el rendimiento y 
se seleccionaron las más adecuadas. 
 Posteriormente, se aplicaron las métricas 
para contrastar entre estos diferentes 
entornos, con lo cual se obtuvieron los 
resultados, que fueron analizados.  
 Finalmente, se elaboraron las conclusiones 
correspondientes.  
Desarrollo de la experiencia 
Se seleccionaron los diez primeros frameworks 
web más utilizados en la actualidad, considerando 
aquellos que incluyan la programación del lado del 
servidor de acuerdo a la web hotframework[6]. 
De esta selección, se opto la utilización del 
framework Ruby on Rails versión 4.2, debido a su 
interfaz amigable y a la concreción de un prototipo 
en un periodo corto de tiempo, con lo cual resulta 
muy productivo. 
 
La aplicación web consiste en una librería en línea, 
es decir, permite comprar libros por internet de 
una librería para luego ser enviados al cliente. 
Dicha aplicación sirve como un caso para poder 
ejecutar aplicación usando  un sistema operativo 
anfitrión, un contenedor de Docker y una máquina 
virtual para poder obtener las métricas 
relacionadas al rendimiento. El desarrollo fue 
llevado a cabo utilizando una metodología hibrida 
de extreme programming. Como lenguaje se 
utilizo una implementación de Ruby en Java, lo 
que permite una mejor concurrencia con 
aplicaciones exigentes. 
Docker es multiplataforma y para poder ejecutarse 
en Windows y Mac OS debe utilizarse un hipervisor 
que ejecute una máquina virtual de Linux en el 
cual estará en funcionamiento del contenedor, por 
lo tanto la manera más eficiente para esto es 
utilizar un sistema operativo Linux. Se seleccionó 
para esto el sistema Ubuntu por ser un sistema 
amigable y con mucha documentación al respecto.  
 
Durante la ingeniería de requerimiento se 
utilizaron el diagrama de flujo de datos, diagramas 
de casos de uso y diagrama de clases, que fueron 
refinados en la etapa del diseño. 
Después de que se hayan hecho los diagramas, no 
se inició directamente la codificación, sino que se 
desarrolló una serie de pruebas unitarias y una 
prueba de integración, para cumplir con esa 
prueba se llevo a cabo un desarrollo iterativo e 
incremental. Para estas pruebas se utilizó la 
herramienta que viene con el framework, llamada 
MiniTest, la cual es una mejora de la herramienta 
original de testing de Rails Test::Unit. Se eligió 
este software al ser el recomendado por quienes 
intervienen en el desarrollo del framework Ruby 
on Rails y tener una sintaxis sencilla para escribir 
los tests. Una vez que el código estuvo terminado, 
se le aplicó de inmediato una prueba unitaria, con 
lo que se obtiene retroalimentación instantánea.  
 
Para poder utilizar un contenedor y ejecutar la 
aplicación web en un dicho es necesario realizar 
un Dockerfile que contenga las instrucciones 
necesarias para crear una imagen de sistema 
operativo y posteriormente un contenedor (ver 
Figura 1). Para poder generar una imagen 
realmente pequeña para ejecutar la aplicación 
web, se utilizó la versión 17 de Docker (Edición 
Comunitaria) y 3.6 de Alpine Linux. Esta 
distribución incluye sólo los archivos mínimos 
necesarios para arrancar y ejecutar el sistema 
operativo. 
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Posterior a eso se incluye la configuración para 
instalar Ruby on Rails y las librerías necesarias. El 
último paso consiste en ejecutar la instrucción que 
construya la imagen y ejecuta el contenedor. 
 
 
Figura  1: Dockerfile utilizado para la aplicación 
A continuación se seleccionaron métricas para la 
medición de las siguientes características:  
 Medir el tiempo del mundo real 
transcurrido durante la prueba de 
funcionamiento (wall time). Diferencia 
entre el momento en el que termina una 
tarea y la hora a la que comenzó la tarea. 
Se ve afectada por cualquier otro proceso 
al mismo tiempo que se ejecutan en el 
sistema. 
 Medir el tiempo del usuario. Cantidad de 
tiempo que la CPU gastó en modo de 
usuario, es decir, dentro del proceso. Esto 
no se ve afectado por otros procesos y por 
el tiempo que posiblemente se gasta 
bloqueado. 
 Medir la cantidad de memoria utilizada 
para el caso de prueba de rendimiento. El 
uso de la memoria proporciona la 
información sobre la cantidad de espacio 
libre en disco. 
 Medir la cantidad de tiempo gastado en 
recolección de basura para el caso de 
prueba de rendimiento. 
 
Se realizaron varias pruebas diferentes, las cifras 
que se muestran son las mejores que se 
obtuvieron. Esto se pudo realizar mediante la 
herramienta rails perf test versión 0.0.7. Esta 
herramienta permite hacer un tipo especial de 
pruebas de integración, diseñada para probar el 
rendimiento de una aplicación web hecha con el 
framework web Ruby on Rails. Se eligió este 
software al ser un proyecto con desarrollo activo y 
open source. Con esto se realizó una prueba de 
estrés para exigir al sistema los más posible. La 
prueba es similar a un test de integración, se 
carga la página inicial pero con una gran cantidad 
de productos y se realiza una compra. Cuando se 
utilizó las herramientas de virtualización se tuvo en 
cuenta el estado del sistema operativo 
anfitrión(consumo de CPU y memoria RAM) con la 
herramienta de monitoreo del sistema, la cual 
viene por defecto en el sistema operativo Ubuntu. 
 
Resultados Obtenidos  
 
Para el sistema operativo anfitrión se utilizo el 
sistema operativo Ubuntu 16.04 con el kernel 
4.10, que luego seria el anfitrión de la máquina 
virtual y el contenedor, se realizó la prueba de 
rendimiento (ver Tabla 1). 
 
Wall time Tiempo de usuario Memoria 
124 mili segundos  57 mili segundos 7,1 megabytes 
Tabla 1: Resultados sistema operativo 
Para el sistema operativo invitado se utilizo una 
máquina virtual de Ubuntu creada con QEMU-KVM 
en su versión 2.5, administrando dicha máquina 
virtual con el programa virt-manager versión 1.3.2 
e instalando la aplicación web en dicha máquina 
se realizó la prueba de rendimiento (ver Tabla 2). 
Utilizando el monitor de sistema de Ubuntu se 
aprecia que los CPU llegaron a un pico de 100%. 
El consumo de memoria de sistema operativo tuvo 
un máximo de 2,1 gigabytes y se obtuvieron la 
métricas correspondientes. En estado de reposo la 
máquina virtual consume 1,9 gb (gigabytes). 
 
Wall time Tiempo de 
usuario 
Memoria 
369 mili segundos  137 mili 
segundos 
6,8 megabytes 
Tabla 2: Resultados de máquina virtual 
Midiendo el sistema sin exigirlo después de 
haberlo iniciado, se obtuvo estas cifras: 33% de 
uso de CPU y 1,9 gigabytes de memoria ram. Al 
momento de exigirlo llego a un 100% de uso de 
CPU con 2,1 gigabytes de memoria. 
Utilizando un contenedor Docker a partir de una 
imagen de sistema operativo personalizada para 
las dependencias de la aplicación web se realizó la 
prueba de rendimiento (ver Tabla 3). En este 
caso los CPU llegaron a un pico de 95% y 97%. El 
consumo de memoria de sistema operativo supero 
ligeramente al del hipervisor y se obtuvieron la 
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métricas correspondientes. En estado de reposo el 
contenedor consume 697,8 mb (megabytes). 
 
Wall time Tiempo de usuario Memoria 
133 mili 
segundos  
67 mili segundos 6,3 megabytes 
Tabla 3: Resultados de Docker 
Los resultados de la prueba son casi iguales que 
en el sistema operativo anfitrión. 
Midiendo el sistema sin exigirlo después de 
haberlo iniciado, se obtuvo estas cifras: 0,13% de 
uso de CPU y 697,8 megabytes de memoria ram. 
Al momento de exigirlo llego a un 97% de uso de 
CPU  con 2,2 gigabytes de memoria. En ese 
momento de exigencia el consumo de memoria del 
sistema operativo fue un poco mayor que en el 
caso de la máquina virtual. 
Conclusión 
Al finalizar este trabajo, se puede concluir que 
mientras QEMU-KVM es una solución 
implementada con mayor tiempo en desarrollo, 
teniendo en cuanto los resultados obtenidos con la 
herramienta de pruebas de rendimiento rails perf 
test, Docker es capaz de proveer un mejor 
rendimiento utilizando una menor cantidad de 
recursos, siendo la performance más cercana al de 
la aplicación funcionando sin virtualización, si bien 
al momento de ser exigidas ambas plataformas, 
con Docker el sistema operativo mostró una leve 
mayoría en uso de memoria. También se debe 
tener en cuenta que si bien hay alternativas 
comerciales de hipervisores, en este caso QEMU-
KVM es exclusivo para un sistema operativo Linux 
mientas que Docker cambió sus componentes para 
poder lograr contenedores en otras plataformas. 
En el apartado de la administración de las 
dependencias para ejecutar la aplicación web, 
Docker tiene una manera más eficiente al tener el 
proceso automatizado declarando las 
dependencias necesarias en el Dockerfile mientras 
que en el caso de QUEMU-KVM es un proceso 
manual por parte del usuario. 
Llevar a cabo este proyecto, entendemos, 
contribuye disponer de un sostén científico 
respecto del rendimiento de contenedores de 
código abierto utilizados para virtualizar 
aplicaciones web. Con lo cual sería un factor 
importante en el momento que una organización 
decida migrar a esta tecnología. 
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Resumen 
Muchos de los conjuntos de datos (data sets) 
existentes u obtenidos en investigaciones 
científicas contienen valores faltantes (MVs: 
Missing Values) y anomalías (outliers) 
asociados a procedimientos de entrada 
manuales deficientes, mediciones incorrectas 
o errores en los instrumentos de medición. En 
minería de datos (DM: Data Mining) estas 
imperfecciones pueden afectar negativamente 
la calidad del proceso de aprendizaje 
supervisado o el rendimiento de algoritmos de 
agrupamiento de datos. La imputación es una 
técnica para reemplazar MVs con valores 
sustituidos. Pocos estudios informan una 
evaluación global de los métodos existentes 
con el fin de proporcionar directrices para 
hacer la elección metodológica más apropiada 
en la práctica. El propósito general de este 
trabajo es determinar un modelo de decisión 
que permita encontrar los métodos de 
imputación más adecuados para completar 
información faltante en un conjunto de datos  
mediante la utilización de algoritmos de DM. 
Palabras Clave: valores faltantes, 
imputación, minería de datos, modelo de 
decisión.  
Contexto 
La propuesta se inserta dentro de una de la 
líneas de trabajo del Grupo de Sistemas 
Operativos y TICs (Res. 725/10 C.D. -  
FaCENA) en el marco del Proyecto de 
Investigación “Incidencia de los perfiles de 
los alumnos en el rendimiento académico en 
Matemática del primer año de la  
Universidad”, acreditado por la SGCyT - 
UNNE (PI: 16F002, Res. Nº 970/16 C.S.). 
Diversos estudios y publicaciones abordan la 
evaluación de rendimiento académico 
utilizando técnicas de DM  [1] [2] [3] [4] [5]. 
En este proyecto de investigación se propone 
evaluar el rendimiento académico de los 
estudiantes en las asignaturas Algebra de la 
carrera Licenciatura en Sistemas de 
Información (LSI) de la Facultad de Ciencias 
Exactas y Naturales y Agrimensura 
(FaCENA) y Matemática I de la carrera 
Ingeniería Agronómica (IA) de la Facultad de 
Ciencias Agrarias (FCA) de la de la 
Universidad Nacional del Nordeste (UNNE) 
utilizando técnicas de DM. 
Para definir los perfiles de los estudiantes y 
determinar patrones que conduzcan al éxito o 
fracaso académico, se implementará un 
modelo que relaciona las calificaciones de los 
estudiantes con otras variables, tales como 
factores socioeconómicos, demográficos, 
actitudinales, entre otros; en base a lo cual se 
clasificaran los diferentes perfiles de alumnos. 
Los modelos predictivos buscados, permitirán 
tomar acciones tendientes a evitar el fracaso 
académico, detectando los alumnos con perfil 
de riesgo de fracaso académico de manera 
temprana, a poco del inicio del cursado de las 
asignaturas; lo que permitirá concentrar en 
ellos los esfuerzos de tutorías y apoyos 
especiales. 
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 Introducción 
Históricamente, la noción de descubrir 
patrones ocultos en los datos ha recibido una 
variedad de denominaciones incluidos el de 
DM y descubrimiento del conocimiento 
(KDD: Knowledge Discovery in Databases). 
KDD, se refiere al proceso general de 
descubrir conocimiento útil a partir de los 
datos.  La DM es una etapa dentro del proceso 
general de KDD que se refiere a los medios 
algorítmicos mediante los cuales se extraen y 
enumeran patrones a partir de los datos [6].  
Muchos de los conjuntos de datos existentes u 
obtenidos en investigaciones científicas 
contienen MVs y anomalías (outliers) 
asociados a procedimientos de entrada 
manuales deficientes, mediciones incorrectas 
o errores en los instrumentos de medición. La 
presencia de estas imperfecciones 
generalmente requiere de una etapa de 
preprocesamiento en la cual, con el fin de que 
resulten útiles y suficientemente claros para el 
proceso de extracción de conocimiento, los 
datos se deben preparar y limpiar [7] [8] [9] 
[10] [11] [12]. 
En DM se pueden encontrar tres problemas 
principales asociados con MVs y outliers: i) 
pérdida de eficiencia, ii) complicaciones en la 
manipulación y análisis de los datos y iii) 
sesgo resultado de las diferencias entre 
valores faltantes y completos [10] [12] [13]. 
Estos afectar negativamente la calidad del 
proceso de aprendizaje supervisado o el 
rendimiento del algoritmo de agrupamiento de 
datos [11].   
En la literatura se proponen dos enfoques 
generales para enfrentarse a los MVs. En el 
caso más simple, las instancias con MVs se 
omiten.  Una segunda alternativa es utilizar 
técnicas de imputación y estimarlos utilizando 
los datos existentes [8] [10] [14] [15] [16] 
[17]. 
Tradicionalmente, el tratamiento de los MVs 
se realizaba antes del análisis de los datos 
mediante métodos diseñados “had hoc”. 
Algunas de estas estrategias consistían en 
trabajar con información completa,  
eliminando todos los casos con MVs en una o 
más variables (listwise-deletion), 
considerando los casos con valores 
disponibles en la variable de análisis y 
descartándolos cuando contienen MVs 
(pairwise-deletion) o sustituyendo MVs con el 
promedio de la variable considerada. Sin 
embargo, el sesgo introducido por estas 
técnicas ha hecho que sean fuertemente 
criticadas en la literatura [18]. 
La imputación es una técnica para reemplazar 
MVs con valores sustituidos. Una 
característica importante para una instancia en 
particular puede imputarse [15]. Estos 
métodos utilizan diferentes algoritmos que se 
pueden dividir en imputación simple (single-
imputation) e imputación múltiple (MI: 
Multiple Imputation)  y, en los últimos años, 
se ha propuesto el uso de algoritmos de 
aprendizaje automático (ML: Machine 
Learning) [9] [10] [11] [19] [14] [16] [18] 
[20] [21]. 
La selección de un método de imputación 
depende del conjunto de datos,  el mecanismo 
de pérdida de datos y los patrones, el 
porcentaje de MVs y el desempeño de la 
técnica de imputación utilizada [15].  
El mecanismo de pérdida de datos es un 
factor clave para decidir el método de 
imputación a utilizar. Rubin  [22] definió tres 
mecanismos por los cuales se genera la 
perdida de datos: i) aleatoria (MAR: Missing 
at Random), completamente aleatoria 
(MCAR: Missing Completely at Random) y 
iii) no aleatoriamente (NMAR: Not Missing 
at Random). 
El desempeño de un método de imputación, 
no solo depende de la cantidad de MVs, sino 
también de los patrones de pérdida. Existen 
diferentes patrones de MVs, algunos 
asociados con el registro y otros con el 
atributo. En el primer caso pueden ser 
simples, complejos, medios y mixto. En el 
segundo univariados, monótonos y arbitrarios 
[15]. Adicionalmente, el tamaño del conjunto 
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de datos y el porcentaje de MVs influye en la 
elección [16]. 
Diferentes técnicas de imputación funcionan 
bien sobre diferentes tipos de datos, algunas 
trabajan bien con enteros, otras únicamente 
con variables categóricas y algunas otras con 
datos combinados [12]. 
Finalmente,  algoritmos de agrupamiento (no 
supervisados) y de clasificación 
(supervisados) se pueden adaptar para la 
imputación [14]. 
La mayoría de los artículos publicados en este 
campo se ocupan del desarrollo de nuevos 
métodos de imputación, sin embargo, pocos 
estudios informan una evaluación global de 
los métodos existentes con el fin de 
proporcionar directrices para hacer la elección 
metodológica más apropiada en la práctica 
[13]. 
1. Líneas de Investigación y  
Desarrollo 
“Incidencia de los perfiles de los alumnos en 
el rendimiento académico en Matemática del 
primer año de la Universidad” es 
continuación de cuatro proyectos de 
investigación ejecutados desde el año 2004, 
oportunamente evaluados y acreditados en 
Comisión Externa; originados en la 
superpoblación y deserción de los alumnos en 
los cursos de trabajos prácticos de Algebra en 
el primer año de la Universidad. Se trabajará 
en la búsqueda de las variables que inciden en 
el rendimiento académico de los alumnos, 
para ejecutar las acciones que permitan evitar 
la deserción, corrigiendo las situaciones 
detectadas que la generan.  
2. Resultado Esperados 
El propósito general de este trabajo es 
determinar un modelo de decisión que 
permita encontrar los métodos de imputación 
más adecuados para completar información 
faltante en un conjunto de datos mediante la 
utilización de algoritmos de DM. 
Se espera poder determinar una metodología 
para seleccionar los métodos de imputación 
de datos más adecuados para imputar cada 
variable del conjunto de datos. Se utilizarán 
como métodos de validación de los métodos 
de imputación algoritmos de DM de eficacia 
reconocida. El criterio de validación que se 
utilizará será el de mayor similitud entre los 
resultados de los procesos de minería antes de 
la imputación (considerando solamente 
registros completos, excluyendo los registros 
con datos faltantes) y luego de la aplicación 
de cada uno de los métodos de imputación 
(incluyendo ahora los archivos completos, es 
decir los registros con datos ahora 
imputados), para lo cual habrá de definirse 
una métrica específica. 
La metodología desarrollada será general, 
pero la aplicación de la misma será particular, 
para cada archivo con datos faltantes donde 
sea necesario imputar los mismos. La 
aplicación de la metodología general a 
desarrollar será parte de un modelo de 
decisión que se aplicará ante casos concretos 
de archivos con datos faltantes (la 
metodología se desarrollará como una 
herramienta en el modelo se decisión que 
incluye la especificación del contexto en el 
que se aplicará la metodología desarrollada).  
Los objetivos específicos son: 
• Definir la métrica a utilizar para la 
validación de los diferentes métodos de 
imputación aplicados al conjunto de datos. 
• Definir el procedimiento de selección 
de los métodos de imputación más 
adecuados para ser aplicados al conjunto 
de datos. 
• Definir el orden de prioridad de las 
variables para la aplicación de los 
diferentes métodos de imputación de datos 
en el conjunto de datos. 
3. Formación de Recursos Humanos  
El equipo de trabajo está compuesto por un 
Doctor, dos Magister y dos Licenciados en 
Sistemas de Información con cursados de 
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Maestría Finalizadas, de los cuales uno está 
desarrollando su Tesis en la propuesta 
presentada. 
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                      Resumen 
Se expone la línea de investigación que 
se lleva adelante en el Departamento de 
Ingeniería e Investigaciones Tecnológicas 
de la UNLaM. Se detallan resultados del 
proyecto de investigación “Aplicación de 
Técnicas de Data Mining para Análisis del 
Microbioma Humano según 
Funcionalidades Metabólicas”, C200 del 
Programa de Incentivos. Con él se intenta 
aportar procedimientos para analizar la 
relación clínica entre el microbioma 
intestinal y la presencia de patologías. 
Esto comprende la obtención de  muestras 
de microbiomas de pacientes, la 
identificación funcional de las secuencias 
genéticas y la determinación  de la 
distribución de frecuencias por especies 
en cada paciente. En el proyecto de 
investigación anterior C169 se habían 
obtenido datos de secuencias del gen 
marcador 16S rRNA. La necesidad de 
establecer ahora una clasificación por 
funcionalidades metabólicas para todos 
los genes presentes en cada microbioma, 
llevó a la búsqueda de nuevos datos 
crudos (no ensamblados) y al análisis de 
los procedimientos de extracción, control 
de calidad, limpieza y ensamble. 






El cuerpo humano es colonizado por una 
comunidad de microorganismos que se 
denomina microbioma y contiene diez 
veces más células que las suyas propias.  
La cantidad de genes presentes en total es 
varios órdenes de magnitud mayor que la 
del genoma humano. La nueva generación 
de tecnologías de secuenciación de ADN  
ha permitido estudiar las características 
del microbioma humano. El objetivo de 
estos estudios metagenómicos es analizar 
la estructura y la dinámica  de las 
comunidades, para establecer cómo se 
relacionan sus miembros entre sí, cuáles 
son las sustancias que producen y  
consumen, y cómo se modifica la 
comunidad en presencia de enfermedades. 
El estudio por medio de la asignación 
funcional de cada gen del microbioma y 
su ubicación dentro del complejo de 
actividades metabólicas que ocurren en el 
paciente hospedador, en la comunidad 
microbiana, y en la interacción entre 
ambos, busca reconocer actividades 
metabólicas en el paciente asociadas con 
la presencia de enfermedades. Este es un 
campo de investigación muy activo  con 
proyectos como el Metagenomics of the 
Human Intestinal Tract (MetaHIT), y 
abarca desde los aspectos médicos hasta 
el desarrollo y aplicación de nuevos 
algoritmos de explotación de datos y 
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reconocimiento de patrones. El objetivo 
general es  entender el funcionamiento del 
microbioma humano a partir del 
procesamiento y análisis de muestras de 
secuencias de ADN, y construir  nuevas 
herramientas de software para caracterizar 
el curso de patologías. 
                 Introducción 
El trabajo consiste en obtener los datos 
secuenciados de una muestra compuesta 
por varios microbiomas. El conjunto de 
secuencias ya ensambladas del 
microbioma habrá de compararse con otra 
base de datos de funciones genéticas para 
agrupar los genes integrantes por función 
y así obtener la distribución de 
frecuencias según las funciones 
metabólicas que las secuencias 
integrantes revelan [1]. Una vez formadas 
las matrices que representan por fila las 
distribuciones de cada microbioma 
individual estos pueden agruparse en 
clusters. Cada fila del conjunto representa 
a un paciente y en la base de datos esa 
instancia es un vector donde cada 
componente corresponde al número de 
genes del microbioma identificados con 
una dada función metabólica. Las 
características de cada agrupamiento 
logrado deben cotejarse con las 
apreciaciones clínicas de los pacientes 
que lo integran, ya obtenidas por otras 
vías diagnósticas, para apreciar el punto 
hasta el cual resultan útiles en la 
evaluación médica de la patología 
investigada.  
Líneas de Investigación, 
Desarrollo e Innovación 
 En esta línea de trabajo ya se han 
estudiado procedimientos de obtención de 
datos y clustering de lo que se ha dado 
cuenta en presentaciones anteriores. En 
esta oportunidad se analizó el trabajo 
completo que se efectúa sobre las 
secuencias desde que son obtenidas por el 
secuenciador hasta que se construyen los 
“contigs” mediante el ensamblado de 
secuencias que se realizó aplicando 
grafos.  Los datos utilizados son nuevos 
pues se buscó que sirvieran luego para la 
identificación funcional. Su origen es la 
tecnología de secuenciación Illumina, y la 
forma de ensamblado es “de novo”, es 
decir sin que se utilicen genomas 
preexistentes y anotados como guía para 
ensamblar. Esta parte del trabajo se 
incluye dentro de los objetivos más 
generales que se intentan alcanzar en esta 
línea de investigación, desarrollo e 
innovación: 
-Dominar la tecnología de 
almacenamiento, comparación y 
distribución funcional según las 
secuencias obtenidas del microbioma 
intestinal  
-Determinar los métodos computacionales  
convenientes para los agrupamientos de 
microbiomas que revelen sus 
características clínicas. 
-Establecer algoritmos de predicción 
entrenados y testeados para la evaluación 
clínica.  
-Establecer una “pipeline”  para la 
aplicación a pacientes locales  
-Obtener muestras propias, enviarlas a 
secuenciar y aplicar los procedimientos 
probados.  
         Resultados y Objetivos 
Los datos de secuenciación de este 
estudio son públicos y se busca poner a 
punto y automatizar, las operaciones 
bioinformáticas necesarias: selección de  
software más adecuado para cada una de 
dichas operaciones, análisis de calidad de 
las secuencias, diseño de una metodología 
de limpieza de las secuencias, validación, 
ensamblado de los metagenomas e 
integrar todos estos pasos. 
El estudio cuenta con 143 muestras que se 
distribuyen de la siguiente manera: 16 de 
endoscopias, 99 de materia fecal y 28 de 
hisopados rectales. Las secuenciación de 
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ADN total se realizó con tecnología 
Illumina con una estrategia de “paired-
ends” de 300 nucleótidos, por lo que cada 
muestra está compuesta por dos archivos 
de secuencias. Esto significa que para 
cada fragmento de ADN analizado, se 
secuencian 300 nucleótidos desde cada 
extremo. 
Todos los pasos se realizaron corriendo el 
sistema operativo Linux, distribución 
Ubuntu 16.04. Se procedió a la descarga 
de los 286 archivos utilizando la 
herramienta SRATOOLKIT de NCBI y 
se eliminaron dos muestras (4 archivos) 
que contaban con muy pocas secuencias. 
Las muestras restantes tenían entre, 
aproximadamente, 41600 y 521000 bases. 
Se realizó el control de calidad con el 
software FastQC y se determinó que casi 
todas las secuencias tenían restos de dos 
de los adaptadores que usa Illumina para 
la secuenciación, uno en las secuencia F 
(“forward”) y otro en las secuencia R 
(“reverse”) de cada “paired end”. Además 
se determinó que las frecuencias de cada 
base en los primeros 15 nucleótidos de las 
secuencias presentaban un nivel de 
variabilidad muy alto, que no era 
compatible con lo que se observaba más 
adelante y debido, posiblemente, a algún 
artefacto de la secuenciación que 
generaba “ruido”. También la calidad 
promedio de las secuencias caía por 
debajo del valor umbral que se fijó en 25 
a partir de una posición que variaba para 
cada secuencia, pero que en  general se 
ubicaba después de la posición 240. Para 
determinar el tipo exacto de secuencia 
contaminante y para tener una 
información más precisa del lugar donde 
ocurría se utilizó el software SCYTHE 
[3]. El proceso de limpieza se realizó con 
el programa CUTADAPT que efectúa la 
limpieza de adaptadores, cortes por caída 
en los valores de calidad, eliminación por 
largo mínimos, cortes en posiciones 
arbitrarias, etc. En primer lugar se 
realizaron pruebas preliminares para 
determinar las opciones específicas de 
limpieza y los valores óptimos de los 
parámetros del programa. El proceso 
definitivo se efectuó en dos pasos. En el 
primero se eliminaron las secuencias 
contaminantes, se eliminó la parte 3’de 
las secuencias que presentaran una caída 
en su calidad por debajo del valor umbral 
25 mencionado antes y si alguna de las 
secuencias de un par “paired-end” 
después de estos cortes resultaba con una 
longitud menor a 50 bases se procedía a 
eliminar el par completo. En el segundo 
paso se eliminaron los primeros 15 
nucleótidos del extremo 5’ y se volvieron 
a filtrar los pares para eliminar a aquellos 
con al menos un miembro de longitud 
menor a 50 bases. 
Después de la limpieza se volvió a revisar 
la calidad de las secuencias con FastQC, 
con resultados satisfactorios. 
Con las secuencias limpias y filtradas se 
procedió al paso de ensamblado. En la 
secuenciación el genoma es fragmentado. 
La longitud de cada fragmento depende 
de la tecnología empleada (≈600 bp con 
Illumina en paired end) y se necesita 
ensamblar los fragmentos luego de la 
secuenciación  para identificar los genes 
de un individuo. La longitud en pares de 
bases (nucleótidos) de cada genoma varía 
según el tipo de organismo. Se entiende 
por read a cada fragmento obtenido del 
secuenciador. Varios reads se ensamblan 
para formar un contig que expresa los 
alineamientos de los nucleótidos que se 
encuentran en ellas.  
La intención es que los contigs 
reconstruyan una parte de cada gen 
presente en la cadena de ADN que fue 
fragmentada [5] según se ve en la figura 
 -- -ACCGT--  
-- ----CGTGC 
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En 1735 L. Euler resolvió el llamado 
problema de los siete puentes [5]. 
Partiendo de una cualquiera de cuatro 
regiones,  conectadas por siete puentes, 
en que quedaba dividida la ciudad, 
determinó las condiciones en las que 
cualquier problema similar puede 
resolverse afirmativamente. Euler 
demostró que: 
i) Si hay más de dos regiones a las cuales 
lleva un número impar de puentes 
entonces el camino buscado no existe 
ii) Si hay solo dos regiones unidas por un 
número impar de puentes el camino 
puede hacerse iniciándolo en cualquiera 
de ellas. 
iii) Si no hay ninguna región a la que 
lleva un número impar de puentes el 
camino siempre podrá hacerse iniciándolo 
en cualquier región. Modernamente se 
diría que para tratar el problema Euler 
representó cada puente con un arco del 
grafo y cada región con un nodo. Un ciclo 
euleriano comienza y termina en un 
mismo nodo pasando una sola vez por 
cada arco  
En 1946 Nicolaas de Bruijn buscó 
resolver el problema llamado de la 
“supercadena”: encontrar la supercadena 
de caracteres  más corta que contuviera a 
todas las posibles subcadenas de k 
símbolos (k-mers) de un alfabeto de n 
símbolos. 
En un alfabeto de n caracteres existen       
subcadenas de k símbolos. Si los 
símbolos del alfabeto fueran las letras de 
los nucléotidos del ADN habría 43=64 
subcadenas posibles de tres nucleótidos 
(3-mers). Si en cambio el alfabeto 
estuviera formado por los símbolos 
binarios 0 y 1 todos los posibles 3-mers 
serían 000 001 010 011 100 101 110 y 
111. Así se ve que la supercadena 
0001110100 contiene a todos estos 3-
mers. Es decir con 9 símbolos se 
condensaron 24 según se ve en la figura. 
 
De Bruijn imaginó esta solución por 
medio de grafos teniendo en cuenta los 
resultados de Euler [7] Si, por ejemplo, el 
alfabeto está formado por los símbolos 0 
y 1 (n=2) y se quiere hallar la 
supercadena circular más corta que 
contenga a todos los k-mers con k=4, 
basta considerar los (k-1)-mers (k-1=3) 
como los nodos de un grafo cuyos arcos 
dirigidos se constituyen tomando el  
prefijo del nodo de partida y el sufijo del 
nodo de llegada. Los distintos arcos así 
formados constituyen un ciclo euleriano. 
La supercadena cíclica resultante está 
formada por cada uno de los prefijos de 
los arcos. Es decir: 0000110010111101 A 
cada nodo salen y llegan en suma un 
número par de arcos con lo que se está en 
la condición iii) del teorema de Euler y 
por lo tanto el ciclo euleriano existe y es 
único. 
En principio aplicar grafos al ensamblado 
de secuencias implicaría representar cada 
read por un nodo y los solapamientos 
entre lecturas por arcos.  
Las técnicas de ensamblado de ADN 
utilizan un valor de k≈55 para fragmentos 
obtenidos por tecnología Illumina. Se 
pueden organizar las superposiciones de 
estas subsecuencias haciendo coincidir el 
subfijo de una inicial con el prefijo de la 
otra final. Esto se expresa en un grafo 
cuyos nodos son los k-mers y los arcos 
sus superposiciones. El ciclo hallado es 
Hamiltoniano pues pasa solo una vez por 
cada nodo. 
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106=1000000 es un número de lecturas 
que podría generar la secuenciación 
Illumina. Ellas requerirían unos 1012 
alineamientos de k-mers y si hubiera 109 
lecturas serían necesarios 1018 
alineamientos. No existe algoritmo 
eficiente para esto pues la cantidad de 
operaciones a realizar no podría 
efectuarse en tiempos polinómicos. Como 
hallar un ciclo hamiltoniano es un 
problema NP-completo el proceso de 
ensamblado de ADN enfrenta a  la 
computación con sus límites teóricos 
actuales.  
En este punto entran Euler y de Bruijn 
Resulta más sencillo y resoluble 
computacionalmente encontrar un ciclo 
que pase una sola vez por cada arco. 
Euler probó que si el grafo es conexo  y 
no dirigido contiene exactamente un ciclo 
(euleriano) cuando cada nodo del grafo se 
asocia a un número par de  arcos que lo 
conectan con otros nodos. En un grafo 
dirigido la cuestión es análoga: el número 
de arcos que parten del nodo tiene que ser 
igual al número de arcos que llega a él. 
(Grafo balanceado). En particular los 
grafos de de Bruijn contienen entonces un 
ciclo euleriano. Se trata de hallarlo. 
No todos los supuestos de de Bruijn se 
cumplen en el caso de la fragmentación 
del genoma. En primer término no 
necesariamente se presentan todos los k-
mers que podrían formarse. La solución 
que se ensaya es tomar k≈55 con la 
esperanza de que todos los arcos posibles 
estén efectivamente en el grafo. En 
segundo lugar algunos k-mers pueden 
repetirse frecuentemente. Para resolverlo 
se establece la “multiplicidad” del k-mer. 
Si su multiplicidad es m, se conecta su 
prefijo con su sufijo m veces y como el 
grafo también resulta balanceado existe el 
ciclo euleriano. Además, en general, la 
tecnología Illumina puede producir 
errores de lectura que, en tal caso, se 
intentan corregir antes del ensamblado. 
Existe software libre que puede usarse 
para realizar el ensamblado de secuencias 
por esta vía. Por ejemplo el IDBA.UD 
desarrollado por el el departamento de 
ciencias de la computación de la 
Universidad de Hong Kong [ 8] y [9]  
Formación de Recursos Humanos 
En     el     equipo     de     trabajo 
participan un magister en explotación de 
datos y otra en bioinformática, un doctor 
en biología, una médica, 2  ingenieros  en  
sistemas,  una matemática y un  
estudiante de ingeniería informática. Está 
en curso una tesis de doctorado y otra de 
maestría.  
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En la actualidad, la mayoría de las 
instituciones, empresas u organizaciones 
miden la calidad de sus productos y/o 
servicios. De igual forma las instituciones 
educativas se ven obligadas a medir la calidad 
educativa. Para ello se necesita conocer los 
factores que influyen en la calidad de la 
institución, entre ellos, los relacionados al 
rendimiento académico de sus alumnos y al 
grado de satisfacción de sus egresados. Para 
lograr esto se utilizarán valiosas técnicas 
estadísticas que permitirán clasificar sujetos u 
objetos a partir de características similares. 
Estas técnicas se pueden diferenciar por la 
manera de extraer conocimiento útil 
escondido en los datos. Por un lado, el 
Análisis Discriminante, también referido 
como reconocimiento de patrones supervisado 
o asistido o aprendizaje con guía. Por otro 
lado, el Análisis de Conglomerados, referido 
como reconocimiento de patrón no 
supervisado o conocimiento sin guía. Como 
es común recopilar grandes conjuntos de 
datos, de distinta naturaleza, en voluminosas 
bases de datos, es que se utilizarán los análisis 
de Datos Simbólicos empleando la Lógica 
Difusa, que son también herramientas para 
Data Mining. En este proyecto se aplicarán 
las técnicas mencionadas para analizar los 
factores influyentes en la calidad universitaria 
como así también se detectarán tipologías 
básicas de grupos, obtenidos de los alumnos 
universitarios y egresados de la Facultad de 
Ciencias Exactas, Físicas y Naturales de la 
UNSJ. 
Palabras clave: Calidad Universitaria, 
Clasificación, Data Mining.  
 
CONTEXTO 
Este proyecto ha sido presentado en la 
Convocatoria 2017 de la Universidad 
Nacional de San Juan, para el período 
comprendido entre 01/01/2018 al 31/12/2019 
y se encuentra en proceso de evaluación 
externa.  
Se desarrollará en el ámbito de la Facultad de 
Ciencias Exactas, Físicas y Naturales de la 
Universidad Nacional de San Juan, con el 
apoyo de la Secretaría de Asuntos 
Estudiantiles, el Instituto de Informática y los 
Departamentos de Biología, de Geofísica y 
Astronomía, de Informática  y de Geología, 
que abarcan las distintas carreras que se dictan 
en esta Facultad. 
Es un proyecto que continúa en línea con las 
investigaciones desarrolladas en proyectos 
anteriores, entre los que se mencionan:  
 “Técnicas de Clasificación aplicadas al 
rendimiento académico”.  Acreditado por 
el CICITCA. Vigencia: 01/01/2016 – 
31/12/2017. Código: 21 E / 1011. 
 “Algoritmos de Clasificación de Procesos 
Multivariados utilizando Medidas de 
Asociación Espacial”. Acreditado por el 
CICITCA. Vigencia:  01/01/2014 – 
31/12/2015. Código: 21 E / 948. 
 “Determinación y Comparación de 
Perfiles Sociales y Culturales de 
Estudiantes Universitarios a través de 
Técnicas Estadísticas Multivariadas”. 
Acreditado por el CICITCA. Vigencia: 
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01/01/2014 – 31/12/2015. Código 21 F/ 
982.  
 “Clasificación Espacial Multivariada”. 
Acreditado por el CICITCA. Vigencia: 
01/01/2011 – 31/12/2013. Código: 21 E/ 
878 
 “Reducción y Selección de Variables en la 
Clasificación Digital”. Acreditado por el 
CICITCA. Vigencia: 1/01/2008 -  
31/12/2010. Código: 21 E/ 820. 
 “Aplicación de una metodología en la 
medición de la calidad del proceso 
enseñanza aprendizaje en la universidad”. 
Acreditado por el CICITCA. Vigencia: 
01/05/2003 al 31/12/2005. 
1. OBJETIVOS 
Objetivo General 
Determinar factores influyentes  en los 
alumnos y egresados universitarios que 
caractericen la Calidad Universitaria. 
Objetivos Específicos 
 Formar  recursos humanos, al nivel de 
grado y posgrado, en la temática que 
involucra la Gestión de Calidad en 
Educación y específicamente en la 
metodología elaborada. 
 Analizar los datos otorgados por los 
sistemas  SIU Kolla (Egresados) y SIU 
Guaraní (Alumnos). 
 Determinar las variables influyentes que 
caractericen a alumnos y egresados 
universitarios. 
 Identificar qué variables tienen mayor 
poder de discriminación y de predicción 
en la clasificación de sujetos. 
 Determinar los datos simbólicos que 
determinarán reglas lógicas y taxonomías 
de las variables influyentes en alumnos y 
egresados. 
 Transferir la herramienta metodológica 
obtenida a instituciones educativas del 
medio. 
2. LINEAS DE  INVESTIGACIÓN Y 
DESARROLLO 
Los datos se han convertido en un recurso 
crítico en muchas organizaciones e 
instituciones con diversos objetivos y por lo 
tanto, el acceso eficiente a estos, el 
compartirlos, extraer información de los 
mismos y hacer uso de la información  se 
transforma en una urgente necesidad. Existen 
varios enfoques de investigación que han 
aportado en ésta temática [1], [2], [3], [4]. El 
objetivo de analizar y comprender grandes y 
complejos conjuntos de datos, que 
posteriormente conducen a valiosa 
información, es común a  todos los campos de 
los negocio, ciencia, ingeniería, entre otros 
[5]. La habilidad para extraer conocimiento 
útil escondido en esos datos y actuar sobre ése 
conocimiento está transformándose en algo 
cada vez más importante en el mundo 
competitivo actual. Como resultado hay 
muchos esfuerzos, no sólo para integrar varias 
fuentes de datos dispersos a través de sitios 
diferentes, sino también extraer información  
de esas bases de datos en la forma de patrones 
y tendencias.  Dentro de la Inteligencia 
Artificial, la Minería de Datos, comúnmente 
conocida como  Data Mining, analiza 
conjuntos de datos para encontrar relaciones y 
resúmenes de datos útiles para el propietario 
de los datos. Estas relaciones y resúmenes 
derivados a través del ejercicio del Data 
Mining  se refieren a modelos y patrones.       
La aplicación automatizada de algoritmos de 
minería de datos permite detectar fácilmente 
patrones en los datos.  Los algoritmos de 
minería de datos se clasifican en dos grandes 
categorías: supervisados o predictivos y no 
supervisados o de descubrimiento del 
conocimiento [6], [7]. 
Los modelos supervisados o predictivos 
requieren de un conjunto de pruebas y de 
interacciones de entrenamiento. Las técnicas 
usadas son  la clasificación (Análisis 
Discriminante) y la predicción de valores. Los 
modelos no supervisados o descriptivos 
descubren patrones y tendencias en los datos 
actuales (no utilizan datos históricos). Las 
técnicas usadas son: Asociación, 
Segmentación o 'Clustering' (Análisis de 
Conglomerados) [8], [9]. 
El Reconocimiento de Patrones tiene como 
objetivo la clasificación de objetos dentro de 
un número de categorías o clases. 
Dependiendo de la aplicación estos objetos 
pueden ser imágenes, señales o cualquier tipo 
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de medidas que necesitan ser clasificadas. 
Esas medidas se llaman  patrones.  
Las medidas usadas para la clasificación de 
objetos o patrones son conocidas como 
características. El conjunto de todas las 
características forman el vector que identifica 
únicamente a un patrón (objeto). 
Las cuestiones que  preocupan en el diseño de 
un sistema de clasificación que ejecuta la 
tarea de un reconocimiento de patrones dados 
son: (a) la generación de características para 
lo cual es importante la elección del mejor 
número de características; (b) el diseño del 
clasificador y  finalmente, cuando el 
clasificador está diseñado, (c) la  evaluación  
del rendimiento del clasificador diseñado 
mediante el error de clasificación [10], [11], 
[12]. 
Análisis de Datos Simbólicos es también una 
herramienta para Data Mining que generaliza 
los métodos clásicos exploratorios e 
informáticos. En muchas actividades humanas 
es común recopilar considerables conjuntos 
de datos en grandes bases de datos, por lo 
cual es importante resumir estos datos en 
términos de sus conceptos con el sentido de 
extraer nuevos conocimientos. Estos 
conceptos se pueden describir por tipos de 
datos más complejos, llamados Datos 
Simbólicos, que contienen variación interna y 
son estructurados. Es en este contexto que 
surge la necesidad de extender los métodos de 
análisis de datos estándar (exploratorio, 
representaciones gráficas, clustering, análisis 
factorial, discriminación, etc.) a estos datos 
simbólicos. Los datos simbólicos implican 
tablas de datos más complejas llamadas tablas 
de datos simbólicos. Una celda de tales tablas 
no necesariamente contiene valores 
categóricos o cuantitativos simples, sino 
muchos valores, que pueden tener pesos o 
estar unidos por reglas lógicas y taxonomías. 
Por ejemplo, una celda puede contener un 
intervalo o una distribución. Este tipo de 
Análisis será generado para analizar y tomar 
decisiones sobre grandes bases de datos, 
especialmente para datos de encuestas. Si bien 
resumen, en gran proporción, las bases, éstas 
preservan lo esencial o la información de 
interés. Además, permiten visualizar, 
comparar y clasificar objetos [10], [13], [14]. 
También el uso de la Lógica Difusa puede ser 
de vital importancia en cualquier proceso de 
Minería de Datos ya que es habitual que el 
conjunto de datos a analizar se haya obtenido 
con un propósito distinto al de la extracción 
de conocimiento. Es común la presencia de 
información numérica junto con información 
textual, con ambigüedades por el uso de 
diferentes símbolos con igual significado, 
redundancia, términos perdidos, imprecisos o 
erróneos, etc.[15]. La inclusión de la Lógica 
Difusa dentro del Soft Computing, constituye 
una herramienta de representación del 
conocimiento que permite modelar 
incertidumbre e imprecisión de una forma 
sencilla y directamente interpretable por el 
usuario [16]. En este proyecto se aplicarán las 
técnicas mencionadas, o una combinación de 
ellas. 
 
3. FORMACION DE RECURSOS 
HUMANOS 
En el grupo de trabajo se encuentran dos 
doctorandos. Se prevé la incorporación al 
presente proyecto de profesionales que 
actualmente están cursando posgrados en 
Computación, y también no docentes y 
alumnos ayudantes.  
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AVANCES EN SELECCIÓN DE BIOMATERIALES UTILIZADOS EN IMPLANTES 
DENTALES APLICANDO TÉCNICAS DE MINERÍA DE DATOS 
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En Argentina, como en otros países del mundo 
se fabrican biomateriales para diferentes 
aplicaciones con el objetivo de restaurar las 
funciones del cuerpo humano, como es el caso 
de los implantes dentales. Sin embargo, es 
necesario contar con información 
suficientemente calificada y accesible sobre: 
tipos de implantes dentales, propiedades de los 
biomateriales, causas de fallo, características y 
condiciones de salud de los pacientes que 
requieren de estos implantes. La carencia de un 
registro digital con datos reales de historias 
clínicas de pacientes que se han sometido a 
procesos quirúrgicos de colocación de 
implantes dentales, dificulta la tarea de análisis 
y extracción de conocimiento oculto para los 
especialistas implantólogos, sobre la relación 
implante dental - condición del paciente. De 
aquí, surge la necesidad de crear un registro 
automatizado que reúna las variables que 
representan el proceso de colocación de un 
implante dental, con el objetivo de identificar 
los factores que contribuyen al éxito o al 
fracaso de los implantes dentales colocados en 
la Provincia de Misiones, a través de la 
aplicación de técnicas de minería de datos, 
mediante el diseño de un procedimiento con 
métodos híbridos, y la aplicación de la 
metodología CRISP-DM para asentar el 
proceso. 
Palabras Clave: Minería de Datos, 
Biomateriales, Implantes Dentales. 
 
CONTEXTO 
Esta línea de investigación se lleva a cabo 
dentro del Programa de Materiales y 
Fisicoquímica (PROMyF) en el Laboratorio de 
Ciencia de los Materiales del Instituto de 
Materiales de Misiones (IMAM), de la Facultad 
en Ciencias Exactas, Químicas y Naturales 
(FCEQyN), de la Universidad Nacional de 
Misiones (UNaM), en el marco de un plan de 
tesis doctoral. Está financiado por el Consejo 
Nacional de Investigaciones Científicas y 
Técnicas (CONICET) a través de una “Beca 
Interna Doctoral” otorgada por Resolución D 
Nº 4869. Además, cuenta con el auspicio del 




La falta de un registro digital de implantes 
dentales con datos sobre condiciones del 
paciente, el proceso y el implante, hace 
dificultosa la tarea de investigación para extraer 
conocimiento que podría llegar a ayudar al 
proceso de oseointegración de un implante. 
Los implantes dentales son biomateriales, es 
decir son materiales biológicos que remplazan 
y/o restauran la función de un tejido o de un 
órgano vivo (pieza dental). Son inertes, debido 
a que están diseñados para ser implantado tanto 
dentro como fuera del cuerpo humano. [1]  
El proceso de oseointegración define el éxito 
del implante, y éste depende de tres factores 
principales: propiedades y biocompatibilidad 
del implante, condiciones de salud del paciente, 
y la habilidad del cirujano. [2]  
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Sin embargo, la rehabilitación oral a través de 
implantes dentales puede presentar riesgos 
relacionados con la etapa del proceso de 
oseointegración implante/hueso. Estos riesgos 
pueden estar relacionados con las condiciones 
de salud del paciente, la técnica quirúrgica 
empleada por el especialista implantólogo, el 
tipo de implante, así como el tabaquismo. [3]  
Actualmente, el campo de la minería de datos 
ha tenido muchos avances respecto a la 
aplicación y desarrollo de técnicas en el sector 
de la salud, para la predicción de enfermedades 
y para la toma de decisiones en base al análisis 
de grandes cantidades de datos. Por ejemplo: 
[4] Extrae datos de Historias Clínicas 
Electrónicas y utiliza la combinación de los 
algoritmos J48 y K-Means, para contribuir al 
diagnóstico de la hipertensión arterial. [5] 
Compara Árbol de Decisión, Clasificación 
Bayesiana, métodos predictivos como K-
Nearest Neighbors (KNN) y Redes Neuronales 
para la predicción de enfermedad cardíaca. [6] 
Utiliza Redes Neuronales y Reglas de 
Asociación, para la detección y clasificación de 
tumores en mamografía digital. [7] Utiliza 
Redes Neuronales para discriminar grupos entre 
pacientes que se encontraban en terapia 
intensiva. [8] Utiliza Redes Bayesianas y 
Árboles de Decisión, además evalúa la utilidad 
de la metodología bayesiana en la predicción y 
el diagnóstico médico de enfermedades 
complejas. En [9] presenta la aplicación de 
métodos de aprendizaje automático (Red 
Neuronal, Máquina de Vector Soporte y Árbol 
de Decisión) al problema de predicción de 
caries en niños. En [10] presenta un estudio de 
minería de datos para formular nuevas hipótesis 
sobre la asociación entre la periodontitis y la 
diabetes tipo II. 
Existe una gran cantidad de trabajos de minería 
de datos aplicados a la detección temprana y 
tratamiento de enfermedades oncológicas, así 
como en la identificación, prevención y 
reducción de riesgos.  Sin embargo, no se han 
encontrado trabajos que apliquen técnicas de 
minería de datos al campo de los biomateriales, 
específicamente a los implantes dentales, en 
[11] se muestra un análisis estadístico de 
Regresión Logística Múltiple para determinar 
los factores que influyen en el éxito de los 
implantes dentales. En [12] hace un estudio 
donde determina si existe relación entre los 
fracasos de los implantes dentales y las 
enfermedades sistémicas (concretamente sobre 
la osteoporosis, hipertensión, diabetes e 
hipotiroidismo), en un población de pacientes 
sometidos a cirugía de implantes dentales en el 
hospital San José de Santiago de Chile. En [13] 
presenta un estudio comparativo de tres 
técnicas de aprendizaje automático (Máquina de 
Vector Soporte (SVM), Máquina de Vector 
Soporte Ponderado y Redes Neuronales RBF 
constructivas (RBF-DDA) con parámetro de 
selección) para la predicción del éxito de los 
implantes dentales.  
Si bien estos trabajos utilizan datasets de 
implantes dentales, no centran su atención al 
biomaterial, es por esto que esta línea de 
investigación busca abordar conjuntamente el 
estudio de las características del implante 
utilizado. 
La detección de datos anómalos usando 
técnicas de Minería de Datos permite detectar 
grupos de datos que pueden ser de especial 
interés en temas relacionados como por ejemplo 
con el análisis de los biomateriales.[14] 
Para documentar proyectos de Minería de 
Datos, existen procesos diseñados para guiar al 
usuario a través de una sucesión formal de 
pasos. Entre las metodologías más importantes 
encontramos: SEMMA, CRISP-DM [15] y 
P3TQ. 
 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
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Es de vital importancia un registro digital con 
datos de historias clínicas sobre la colocación 
de implantes dentales, con variables que 
representen información relacionada al 
implante y a las condiciones de salud del 
paciente. En este contexto se reconoce como 
objetivo de interés para la presente línea de 
investigación, la creación de un registro digital 
de implantes dentales y el desarrollo de un 
procedimiento a través de una metodología 
hibrida, para facilitar la extracción de 
conocimiento útil para el especialista y actores 
de interés, e identificar los factores que 
contribuyan al éxito o al fracaso de los 
implantes dentales, así como las condiciones 
óptimas que debe tener el paciente y el implante 
dental. 
Además, estudiar las propiedades mecánicas, 
químicas y físicas de los biomateriales 
utilizados en la implantología dental, para una 
mejor comprensión de la funcionalidad y 
resistencia de los implantes. Conjuntamente, 
lograr una taxonomía según el origen de 
fabricación y según el tipo de biomaterial 




Entre los resultados obtenidos, destacamos la 
creación de un registro digital (datasets) con 
datos reales de historias clínicas de pacientes 
que se han sometido al proceso quirúrgico de 
colocación de implantes dentales en las 
localidad más características de la Provincia de 
Misiones. 
Así mismo, se está trabajando en conjunto con 
expertos en el área de Minería de Datos, 
Biomateriales, Especialista en Implantología y 
Rehabilitación Compleja, Especialista en 
Patología Bucal e Implantología Oral, así como 
en Estadística. 
Para comenzar con el proceso de extracción de 
conocimiento, los datos utilizados en este 
trabajo fueron obtenidos manualmente a través 
del diseño y corroboración de un formulario por 
parte de los expertos en el área. Así como, 
sucesivas entrevistas y charlas con más de 30 
especialistas en implantología oral de toda la 
provincia de Misiones, con el fin de determinar 
cuáles son los datos de importancia a la hora de 
considerar la colocación de un implante dental. 
Los datos del datasets se agrupan en 4 
secciones: 
 Datos del Paciente: referidos a los 
antecedentes y condiciones médicas de 
los pacientes a la hora de la 
intervención. 
 Datos del Implante: referidos a las 
características del implante utilizado por 
el especialista implantólogo. 
 Datos de la Fase Quirúrgica: referidos 
al procesamiento de intervención 
quirúrgica y mejoramiento del lecho 
óseo del paciente. 
 Datos del Seguimiento 
Postoperatorio: referidos al resultado 
del proceso de colocación del implante, 
es decir si el proceso fue exitoso o 
fracaso. 
Estas 4 secciones se encuentran alojadas en un 
solo archivo de datos, denominado 
BD_IMPLANTES.csv. 
En base a la metodología CRISP-DM, la fase 1 
de comprensión del problema abarco la 
definición del objetivo del presente trabajo, el 
cual es la determinación de los factores que 
contribuyen al éxito de los implantes dentales, 
así mismo se evaluó la situación de la carencia 
de un registro de estas características, se fijó el 
objetivo de minería de datos que es el diseño de 
un procedimiento a través de una metodología 
hibrida. Se precisó el plan de trabajo, que 
consistió en el relevamiento bibliográfico, 
investigación de la situación actual de la 
implantología en la provincia, definición de los 
expertos en el área, iniciar la recolección de 
datos y comenzar con la preparación de estos 
datos. En la fase 2 de comprensión de los datos 
se plasmó la recolección de los datos iniciales, 
donde se observa que los datos se agrupan en 4 
secciones: datos del paciente, datos del 
implante, datos de la fase quirúrgica y datos del 
seguimiento postoperatorio. Así mismo, el 
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datasets cuenta con un total de 34 variables y 
1050 casos de implantes colocados en la 
provincia de Misiones. Existen variables 
cuantitativas (como por ejemplo: edad, longitud 
y diametro) y variables cualitativas categóricas 
(como por ejemplo: nivel_prof, pieza_dentaria, 
protoc_carga, segui_postop, entre otras). 
Seguidamente se detalla el contenido 
(columnas) del datasets 
















































Actualmente, esta línea de investigación se 
encuentra en la etapa de preparación de los 
datos y verificación de la calidad de los 
mismos, mediante la aplicación de filtros. 
Además, se busca la transformación y 
reducción de las variables que no aportaban 
ganancia de información al estudio de caso, con 
el fin de construir un datasets final para iniciar 
con el diseño de un procedimiento que utilice 
técnicas de minería de datos para resolver el 
problema planteado, e ir ajustando en función 
de las necesidades que se presenten. 
Conjuntamente, se está profundizando el 
estudio y adaptabilidad del algoritmo máquina 
de vector soporte (SVM), esto en función de los 
trabajos citados que utilizan y recomiendan la 
aplicación de este método para datasets de este 
tipo. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
Este proyecto es parte de las líneas de 
investigación del “Programa de Materiales y 
Fisicoquímica” de la FCEQyN – UNaM, con 
cuatro integrantes; de los cuales dos son 
docentes de la FCEQyN – UNaM (donde uno 
pertenece al programa mencionado y es 
investigador independiente del CONICET y el 
otro es investigador categoría I perteneciente al 
Departamento de Informática). El tercer 
integrante se encuentra realizando un 
doctorado; el cuarto y último integrante se 
encuentra desarrollando su tesina de grado de la 
carreara de Licenciatura en Sistemas de 
Información de la FCEQyN – UNaM. 
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Resumen
Desde hace ya un par de de´cadas, la cantidad de
informacio´n, las aplicaciones y el nu´mero de usua-
rios digitales crece exponencialmente, formando un
ecosistema en el cual se intenta explotar la masivi-
dad de los datos y presentan a la comunidad cient´ıfi-
co/tecnolo´gica nuevos desaf´ıos.
Por ejemplo, los motores de bu´squeda para la
web son aplicaciones que procesan miles de millo-
nes de documentos para responder consultas de los
usuarios. Esto genera nuevas necesidades de almace-
namiento, procesamiento y bu´squedas, expandiendo
los l´ımites del trabajo en una sola ma´quina y unos
pocos algoritmos. Las consultas deben responderse
en milisegundos, con resultados relevantes, sobre un
escenario altamente heteroge´neo.
Adema´s, el a´rea de “Big Data”, que se aplica
a cu´mulos de datos que no pueden ser procesados
y/o analizados de forma eficaz y eficiente utilizando
te´cnicas tradicionales, aporta nuevos enfoques que
complementan la idea anterior.
En este proyecto se estudian, proponen, disen˜an
y evalu´an estructuras de datos y algoritmos para
soportar bu´squedas de escala web y/o analizar datos
masivos de forma eficiente.
Palabras clave: algoritmos eficientes, motores
de bu´squeda, estructuras de datos, grandes datos.
Contexto
Esta presentacio´n se encuentra enmarcada en los
proyectos de investigacio´n “Algoritmos Eficientes y
Miner´ıa Web para Recuperacio´n de Informacio´n a
Gran Escala” del Departamento de Ciencias Ba´si-
cas (UNLu) y ”Modelos y herramientas algor´ıtmicas
avanzadas para redes y datos masivos”del Departa-
mento de Computacio´n de la Facultad de Ciencias
Exactas y Naturales (UBA).
Introduccio´n
Desde hace ya un par de de´cadas, la informa-
cio´n digital esta´ creciendo exponencialmente. Algu-
nas estimaciones indican que desde 2005 hacia 2020
el universo digital multiplicara´ por un factor de 300
su crecimiento, duplicando su taman˜o aproximada-
mente cada 2 an˜os [15]. A modo de ejemplo, en Twit-
ter1 se publican ma´s de 250.000 tweets por segundo
y en Facebook se generan ma´s de 40.000 posts (tam-
bie´n por segundo), que equivalen a ma´s de 300 GB.
El tambie´n creciente nu´mero de usuarios en el mun-
do digital, en particular, en redes sociales utilizando
dispositivos mo´viles [10, 11], conforman un ecosiste-
ma en el cual se desarrollan nuevas actividades que
intentan explotar la masividad de los datos y pre-
sentan a la comunidad cient´ıfico/tecnolo´gica nuevos
desaf´ıos.
Por esto, existe la necesidad permanente de nue-
vos enfoques, estrategias y te´cnicas que, haciendo
uso de las herramientas computacionales adecuadas,
ayuden a resolver de forma eficiente los problemas
que aparecen continuamente. El ejemplo ma´s salien-
te a mencionar es el caso de los motores de bu´sque-
da para la web, herramientas que se basan en un
necesidad de informacio´n del usuario e intentan sa-
tisfacerla. En esta a´rea, se aplican te´cnicas de re-
1https://blog.hootsuite.com/twitter-statistics/
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cuperacio´n2 sobre una porcio´n del espacio web que
han recorrido y procesado [2].
El taman˜o y complejidad de la web3 genera nue-
vas necesidades de almacenamiento, procesamiento
y bu´squedas, expandiendo los l´ımites del trabajo en
una sola ma´quina y unos pocos algoritmos. Se re-
quiere hoy de procesamiento distribuido, paralelo
y altamente eficiente. Las consultas deben ser res-
pondidas en pequen˜as fracciones de tiempo (mili-
segundos) y deben ofrecer resultados relevantes so-
bre un escenario altamente heteroge´neo, en el cual
aparecen oportunidades u´nicas para avances cient´ıfi-
co/tecnolo´gicos en a´reas como algoritmos, estructu-
ras de datos, sistemas distribuidos y procesamiento
de datos a gran escala [5].
Como parte tambie´n de esta realidad, uno de los
conceptos que ha ganado espacio en los u´ltimos an˜os
es el de “Big Data”. En te´rminos generales, repre-
senta la idea de la masividad de datos, su veloci-
dad de aparicio´n y variedad de fuentes (estructura-
dos, semi-estructurados y no estructurados) que se
generan y requieren ser procesados para diferentes
tareas. En particular, no son viables para el almace-
namiento en sistemas de gestio´n de bases de datos
tradicionales y, menos au´n, en un u´nico equipo de
co´mputo. Por lo tanto, esta idea aplica a cu´mulos de
datos que no pueden ser procesados y/o analizados
de forma eficaz y eficiente utilizando te´cnicas y he-
rramientas tradicionales [19], por lo que se requieren
nuevos enfoques. En la actualidad, muchas aplica-
ciones importantes requieren de estrategias deriva-
das del concepto de Big Data para el procesamiento
de sus datos. Por ejemplo, las redes sociales [20],
los servicios de streaming [34], la geno´mica [24], la
meteorolog´ıa [16], entre otros.
Para el ana´lisis de grandes volu´menes de datos,
consumidos por millones de usuarios en casi todos
los a´mbitos de la actividad humana se emplean, en-
tre otras, te´cnicas del a´rea de machine learning co-
mo reconocimiento de patrones en textos, ana´lisis
estad´ıstico, visualizacio´n, agrupamientos, redes neu-
ronales, etc. [25], las cuales permiten convertir datos
en informacio´n u´til. En algunos casos, los problemas
aumentan su complejidad ya que en sus procesos in-
gestan grandes volu´menes de datos de fuentes diver-
sas en tiempo real [26].
2En sentido amplio, ya que se trata de mu´ltiples fases de
procesamiento como bu´squedas y ranking, entre otras.
3Por ejemplo, Google indexa unos 45.000 millones de do-
cumentos de acuerdo a http://www.worldwidewebsize.com
L´ıneas de I+D
Este proyecto sigue con las l´ıneas de I+D del
grupo, las cuales se dividen en dos grupos principa-
les, aunque con temas en la interseccio´n de ambos.
En el primer caso, se trata de mejorar la eficiencia
en la recuperacio´n de informacio´n de gran escala,
redisen˜ando los algoritmos internos y las estructu-
ras de datos usadas. En el segundo, se proponen
y evalu´an arquitecturas de procesamiento de gran-
des datos para problemas diversos. En ambos casos,
existen oportunidades de investigacio´n en temas po-
co explorados por la comunidad cient´ıfica. En par-
ticular, las l´ıneas de I+D principales son:
a. Estructuras de Datos y Algoritmos
para Bu´squedas
Los sistemas de bu´squeda en texto utilizan co-
mo estructura de datos ba´sica el ı´ndice invertido,
formado por un vocabulario (V ) con todos los posi-
bles te´rminos y un conjunto de posting lists (L) con
informacio´n acerca de los documentos donde apare-
ce cada te´rmino junto con informacio´n usada para
el ranking (por ejemplo, la frecuencia de aparicio´n
de un te´rmino ti en un documento dj).
1. Caching: Una de la te´cnicas ma´s utilizadas
para aumentar la performance en los sistemas de
bu´squeda a gran escala es el caching, que se basa en
la idea fundamental de almacenar en una memoria
de ra´pido acceso los ı´tems que volvera´n a aparecer
en un futuro cercano. En un motor de bu´squedas
esto se realiza en varios niveles, por ejemplo: resul-
tados [23], posting lists [33], intersecciones [18, 14]
y documentos [27].
Actualmente, nuestro grupo se enfoca principal-
mente en el problema de caching de resultados, pos-
ting lists e intersecciones. En el primero de los casos,
se esta´ trabajando con pol´ıticas de admisio´n para
cache´s de resultados utilizando aproximaciones ba-
sadas en streaming, ya que las consultas arriban en
flujo y a altas tasas. La pol´ıtica de admisio´n se mo-
dela como un problema de clasificacio´n y se lo abor-
da usando a´rboles de decisio´n dina´micos (Hoefding
Adaptive Trees [3]) que permiten adaptarse a los
patrones de consultas que evolucionan en el tiempo.
Complementariamente, se esta´ estudiando el alma-
cenamiento de cantidades variables de resultados en
cache´, de acuerdo a la consulta.
Por otro lado, en cuanto al problema del caching
de intersecciones, se esta´ trabajando en el disen˜o
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de pol´ıticas de reemplazo dina´micas para estructu-
ras de datos que originalmente estaban definidas de
forma esta´tica como el cache´ Integrado de Listas
+ Intersecciones [28]. De esta manera, se pretende
adaptar la estructura de datos y sus algoritmos de
gestio´n para soportar reemplazo dina´mico. Se evalu´a
tanto la tasa de aciertos (Hit Rate) como el costo
que permite ahorrar este tipo de cache´ de forma que
impacte positivamente en las prestaciones.
En cuanto al cache´ de posting lists, se intenta
mejorar el uso del espacio en memoria. A partir de
que los ı´ndices invertidos se almacenan en bloques
comprimidos se esta´ disen˜ando un esquema que per-
mite cachear solo “algunos”bloques, de acuerdo a
diferentes criterios.
2. Procesamiento de Top-k:
A trave´s de los an˜os, se han desarrollado mu´lti-
ples estrategias para procesar queries de la forma
mas eficiente posible. En general, se las agrupan
en dos categor´ıas: i) estrategias TAAT (term-at-a-
time), en las que se procesa de a un te´rmino del
query a la vez, y ii) estrategias DAAT (document-
at-a-time), en las que el procesamiento se realiza de
a un documento por vez. Un caso pra´ctico es retor-
nar los k documentos ma´s relevantes, de acuerdo a
un score (top-k).
Realizar esto de forma exhaustiva puede resul-
tar costoso, por lo que se han propuesto diferentes
algoritmos que buscan evitar procesar aquellos do-
cumentos que probablemente no formen parte de los
k primeros resultados. Dos de los ma´s conocidos, y
que forman parte del estado del arte, son MaxSco-
re [29, 13] y WAND [12], los cuales almacenan de
forma global para cada posting list su score mas al-
to (upper bound), y utilizan esta informacio´n para
determinar si un documento candidato tiene la po-
sibilidad de ingresar al conjunto de respuestas. Por
otro lado, recientemente se ha desarrollado Waves
[7], un algoritmo que se basa en el uso de un ı´ndice
multicapa, en el cual cada capa contiene las entradas
con mayor impacto de cada te´rmino.
En este trabajo se propone una extensio´n a
MaxScore, utilizando no so´lo uno, sino una serie de
upper bounds para decidir si un documento puede
formar parte de los top-k resultados. En esta nueva
versio´n se debe mantener una estructura adicional
similar a una skip list con su correspondiente upper
bound. De esta forma, se le provee al algoritmo de
ma´s informacio´n que puede utilizar en cada itera-
cio´n para evitar procesar documentos innecesaria-
mente.
3. Estructuras Escalables: Los sistemas de
bu´squeda que ingestan informacio´n en tiempo real
(por ejemplo, sitios de microblogging como Twitter)
y la ponen a disposicio´n (indexan) en un intervalo
muy corto de tiempo requieren de enfoques diferen-
tes a los tradicionales para la gestio´n de sus estruc-
turas de datos [4, 1]. Para poder mantener la eficien-
cia conforme se incrementa la cantidad de informa-
cio´n que consumen, resulta indispensable mantener
el ı´ndice invertido en memoria principal y gestio-
narlo racionalmente, manteniendo solamente aque-
lla informacio´n que permita alcanzar prestaciones
de efectividad aceptables [6]. En este sentido, el gru-
po trabaja en te´cnicas de control del crecimiento de
las estructuras de datos [26] a partir de estrategias
de invalidacio´n de entradas en el vocabulario, entre
otras. Siguiendo esta l´ınea, se propone el desarrollo
de una nueva familia de algoritmos de invalidacio´n
y poda selectiva [21] de las estructuras de datos a
partir de la evolucio´n y dina´mica del vocabulario.
4. Estructuras Comprimidas: La compresio´n de
datos es una te´cnica bien establecida en el a´mbito
de los sistemas de bu´squeda de gran escala y ha si-
do extensamente estudiada. En esta l´ınea se trata,
ba´sicamente, de la compresio´n de nu´meros enteros
(identificadores de documentos y frecuencias de los
te´rminos). En trabajos recientes [22], se ha mostrado
que combinando diferentes te´cnicas se puede alcan-
zar mejores tasas de compresio´n sin afectar el tiem-
po de procesamiento. En nuestro grupo, se investiga
el concepto de representacio´n y compresio´n h´ıbrida
de una posting list, es decir, se combinan arreglos
de bits (bitvectors) con listas de enteros (represen-
tacio´n tradicional) a partir de explotar las repeti-
ciones de patrones que aparecen en las posting lists.
Luego, tanto los bitvectors como las posting lists re-
sultantes se comprimen con las te´cnicas que mejor
tradeoff (tasa de compresio´n/tiempo de descompre-
sio´n) ofrecen para el problema planteado [33].
b. Procesamiento y Ana´lisis de Grandes
Datos
Las plataformas de procesamiento distribuido
para Grandes Datos llevan varios an˜os de desarro-
llo y utilizacio´n. E´stas proporcionan interfaces que
ofrecen un nivel de abstraccio´n considerable en la
utilizacio´n de un cluster a cambio de agregar capas
de software que gestionan los recursos. Ejemplos de
esto son plataformas como Hadoop [30], Spark [31]
y Storm. El grupo investiga co´mo utilizarlas eficien-
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temente en los problemas antes mencionados, prin-
cipalmente bajo restriccio´n de recursos (commodity
hardware) [8].
Un caso puntual, es la construccio´n de ı´ndices
mediante procesos distribuidos en un cluster, que
suele ser un requerimiento para las ma´quinas de
bu´squeda. Esto se debe a que los documentos pue-
den ser procesados en paralelo por diferentes nodos
y realizarse posteriormente un proceso de integra-
cio´n de los datos para la construccio´n del ı´ndice in-
vertido final, el cual puede estar particionado o no.
Por otro lado, aparecen estructuras de datos para
ı´ndices que ofrecen un mejor rendimiento para la
recuperacio´n (bajo ciertas condiciones) como es el
caso de Block-Max [9] y que son de intere´s cuando
se requiere soportar bu´squedas a escala masiva.
Otro caso abordado es el procesamiento de flu-
jos de streams de v´ıdeo provenientes de ca´maras de
vigilancia. Se trabaja en estudiar la escalabilidad y
eficiencia de un cluster Spark [32] para el proble-
ma de monitoreo en tiempo real y la deteccio´n de
figuras humanas en las secuencias de ima´genes (fra-
mes). Esto u´ltimo se modela como un problema de
clasificacio´n. La carga de trabajo se distribuye en-
tre los nodos bajo diferentes arquitecturas y se ana-
lizan los requerimientos de hardware para cumplir
con las restricciones temporales. Resultados prelimi-
nares muestran que los requerimientos para procesar
el video en tiempo real utilizando las te´cnicas men-
cionadas son altos y se requiere de la optimizacio´n
tanto del cluster (seleccio´n de para´metros, lo que
no es trivial con este tipo de herramientas [17]) y de
las piezas de software. Tambie´n se trabaja con es-
quemas de muestreo para evitar procesar todos los
frames del video, pero manteniendo las prestacio-
nes.
En esta l´ınea de investigacio´n se utilizan pla-
taformas y te´cnicas del a´mbito de Grandes Datos
(Por ejemplo, Hadoop/MapReduce) para estudiar,
disen˜ar y evaluar algoritmos para diferentes proble-
mas como los mencionados y tratar de establecer los
para´metros que determinan la eficiencia del proce-
so, tales como propiedades de los datos de entrada
o las caracter´ısticas de un cluster particular.
Resultados y objetivos
El objetivo principal del proyecto es estudiar,
desarrollar, aplicar, validar y transferir modelos, al-
goritmos y te´cnicas que permitan construir herra-
mientas y/o arquitecturas para abordar algunas de
las problema´ticas relacionadas con las bu´squedas a
gran escala y el procesamiento de grandes datos.
Se estudian problemas relacionados con estruc-
turas de datos y algoritmos, combina´ndolas con
te´cnicas de aprendizaje automa´tico y optimizacio´n
para aplicaciones de bu´squeda. Se proponen mejoras
que apuntan a la eficiencia en una tarea. En parti-
cular, se espera alcanzar los siguientes objetivos:
Definir y evaluar estructuras de datos h´ıbridas
que permitan ahorrar espacio mientras man-
tienen la performace del sistema, amortiguan-
do el impacto del crecimiento en la cantidad
de informacio´n que se debe manejar.
Mejorar te´cnicas de caching espec´ıficas en mo-
tores de bu´squeda, tanto pol´ıticas de reempla-
zo como de admisio´n (tema que no ha tenido
suficiente desarrollo au´n). En especial, se in-
corpora el ana´lisis del flujo de consultas en
streaming y se utilizan algoritmos apropiados.
Disen˜ar y evaluar versiones optimizadas de
algoritmos de procsamientos de queries, que
permitan mejorar las prestaciones de los ser-
vicios de bu´squeda.
Disen˜ar arquitecturas para aplicaciones es-
pec´ıficas del a´rea de Big Data, orientadas, por
un lado, a la indexacio´n masiva distribuida y,
por el otro, al procesamiento de flujos de da-
tos en streaming (como los flujos de video en
tiempo real).
Formacio´n de Recursos Humanos
Este proyecto brinda un marco para que docen-
tes auxiliares y estudiantes lleven a cabo tareas de
investigacio´n y se desarrollen en el a´mbito acade´mi-
co. Recientemente, se ha finalizado una tesis de la
maestr´ıa en “Exploracio´n de Datos y Descubrimien-
to de Conocimiento”, DC, FCEyN, UBA y tres de
Licenciatura en Sistemas de Informacio´n (UNLu).
Actualmente, se esta´n dirigiendo tres trabajos
finales de la Lic. en Sistemas de Informacio´n (UN-
Lu), hay dos pasantes alumnos y un becario CIN
(Beca Est´ımulo a las Vocaciones Cient´ıficas). Se es-
pera dirigir al menos dos estudiantes ma´s por an˜o y
presentar dos candidatos a becas de investigacio´n.
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Resumen
Las redes sociales digitales se han convertido sin
dudas en una de las aplicaciones ma´s populares de
Internet y atraen a millones de usuarios que, de for-
ma impl´ıcita, generan estructuras con propiedades
emergentes que surgen del comportamiento global.
Existen diversos problemas interesantes a resol-
ver como la formacio´n de comunidades, la recomen-
dacio´n de enlaces y el estudio de la polarizacio´n de
opiniones. En todos los casos, resulta motivador tan-
to el proceso de formacio´n como el estudio de algo-
ritmos eficientes para el procesamiento. Estos pro-
blemas se pueden abordar estudiando el grafo sub-
yacente, el contenido de las publicaciones o combi-
naciones de ambos.
En este trabajo se proponen diversas l´ıneas de
investigacio´n sobre los temas mencionados, con apli-
caciones a grafos masivos y problemas reales. Se
abordan tanto problemas algor´ıtmicos en cuanto a
la eficiencia como las interacciones entre usuarios y
diferentes escenarios.
Palabras clave: Red social, algoritmos eficien-
tes, comunidades, polarizacio´n, recomendacio´n.
Contexto
Esta presentacio´n se enmarca en los proyectos de
investigacio´n “Algoritmos Eficientes y Miner´ıa Web
para Recuperacio´n de Informacio´n a Gran Escala”,
“Estudio epidemiolo´gico y seguimiento de pacientes
con enfermedad celiaca (EC) asistidos por software
y te´cnicas avanzadas de ana´lisis de datos” del Depto.
de Cs. Ba´sicas (UNLu) y “Modelos y herramientas
algor´ıtmicas avanzadas para redes y datos masivos”
del Depto. de Computacio´n de la FCEyN (UBA).
Introduccio´n
Las redes sociales digitales se han convertido sin
dudas en una de las aplicaciones ma´s populares de
Internet y han modificado la forma en que los usua-
rios interactu´an e intercambian informacio´n. Estas
redes atraen a millones de usuarios [4, 8, 10] que, de
forma impl´ıcita, generan estructuras con propieda-
des emergentes [1] que surgen del comportamiento
global.
En general, este tipo de redes tienen a nivel es-
tructural una topolog´ıa libre de escala (scale-free),
que se caracteriza por una distribucio´n muy sesgada
en el grado de los nodos. Adema´s, son autosimilares,
por lo que es posible estudiar porciones de la red y
extraer propiedades generales. En este escenario, es
posible disen˜ar algoritmos eficientes para compartir
y distribuir la informacio´n generada. Adema´s, es es-
pecialmente interesante si se tiene en cuenta que la
red es un ambiente altamente dina´mico y de gran
escala.
Sin embargo, hay que considerar que estas redes
son procesos humanos y no meramente tecnolo´gi-
cos, por lo que adema´s de la estructura subyacente,
tambie´n es de importancia en contenido generado.
Su mejor comprensio´n posibilita aprovechar la inte-
ligencia colectiva para mejorar servicios (por ejem-
plo, sistemas de recomendacio´n) y aplicar a nuevos
escenarios.
Existen diversos problemas altamente interesan-
tes sobre una red social. Uno de estos es la formacio´n
de comunidades, es decir, grupos de usuarios que
se agrupan por algu´n criterio. En este caso, resul-
ta motivador no solo el proceso de formacio´n y sus
implicancias sino, adema´s, el estudio de algoritmos
eficientes para la conformacio´n de comunidades [24].
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Esta es una tarea desafiante a gran escala en aspec-
tos que van desde el taman˜o y el tipo de interaccio´n
hasta las similitudes por contenido. Si bien existen
diversos me´todos para analizar y modelar este tipos
de redes, la necesidad de algoritmos que combinen
informacio´n estructural con las propiedades de los
nodos es un requisito para un amplio espectro de
potenciales aplicaciones concretas. Algunos de es-
tos problemas tienen aplicacio´n potencial en pro-
yectos de colaboracio´n abierta, en la salud (grupos
de personas con patolog´ıas similares) o en el caso de
cata´strofes [20, 2].
Otra cuestio´n de intere´s actual en redes sociales
es el estudio de la polarizacio´n de opiniones. Se ha
visto ampliamente en elecciones presidenciales pero
existe aplicado a muchos otros casos de los cuales
no se conoce au´n si su comportamiento es similar y,
en caso que no lo sea, que´ modelos aparecen1.
En este trabajo se proponen diversas l´ıneas de
investigacio´n sobre los temas mencionados, con apli-
caciones a grafos masivos y problemas reales. Se
abordan tanto problemas algor´ıtmicos en cuanto a
la eficiencia como las interacciones entre usuarios y
la formacio´n de comunidades en diferentes escena-
rios.
L´ıneas de I+D
En este proyecto se continu´an l´ıneas de I+D del
grupo que incorporan ana´lisis de grafos de redes so-
ciales que permitan mejorar la calidad de algoritmos
ba´sicos y la utilidad de me´tricas caracter´ısticas de
estas estructuras de datos aplicadas a e´stos. Se abor-
dan problemas cla´sicos sobre grafos pero aplicados
a gran escala. Adema´s, se abordan problemas apli-
cados a situaciones concretas. En especial, las l´ıneas
de I+D principales son:
a. Estimacio´n en Grafos Masivos
La estructura de un grafo G se define como
G = {E, V } donde V es el conjunto de nodos o ve´rti-
ces y E es el conjunto de aristas que los unen. La
posibilidad de computar algunas me´tricas ba´sicas,
como por ejemplo, el ca´lculo de la distancia entre
dos nodos arbitrarios, se ve afectada en cuanto a la
eficiencia del proceso debido al taman˜o de los grafos
1Las hinchadas de fu´tbol y el refere´ndum por la indepen-
dencia de Catalunia son otros dos ejemplo que generan es-
tructuras de opiniones polarizadas.
actuales. Por ejemplo, en redes sociales digitales el
nu´mero de relaciones (aristas) supera ampliamente
la cantidad de usuarios (nodos)2.
El problema de la distancia entre dos nodos tiene
mu´ltiple aplicaciones pra´cticas, por ejemplo, para el
ranking en bu´squedas3. Se lo define como la longi-
tud del camino mas corto entre ellos y se vuelve casi
inviable si se requiere responder en pocos milisegun-
dos. Esta me´trica es usada en numerosos algoritmos
que apuntan a resolver problemas como la recomen-
dacio´n de links [25], agrupamiento de usuarios [5],
entre otros.
El co´mputo exacto de la distancia es prohibitivo
para aplicaciones pra´cticas dado el taman˜o de estas
estructuras y la estimacio´n del valor es una alterna-
tiva. La reduccio´n del error asociado a estimaciones
de estos tipos de me´tricas a un costo computacio-
nal bajo conforma una de las l´ıneas de investigacio´n
de este proyecto. En nuestro enfoque se utiliza un
conjunto de nodos, llamados landmarks [17], que se
toman como referencia para estimar luego la dis-
tancia entre dos nodos arbitrarios. El problema de
la seleccio´n de “buenos” landmarks, es decir, aque-
llos que permitan minimizar el error de estimacio´n,
es una pregunta abierta ya que existen diversos cri-
terios a aplicar que consideran grafos de diferente
taman˜o, densidad y dina´mica.
b. Formacio´n de Comunidades
Si bien no existe una definicio´n exacta de comu-
nidad y una te´cnica especifica para identificarlas,
se puede decir que una comunidad esta compuesta
por usuarios que comparten alguna caracter´ıstica en
comu´n. El intere´s en tener me´todos que realicen esta
tarea de forma efectiva surge de varias a´reas como
la pol´ıtica [14], medicina [22], etc. A trave´s de co-
munidades detectadas se puede estudiar el compor-
tamiento e intere´s en ciertos temas de las personas.
En las redes sociales estas comunidades se pueden
detectar a trave´s de 3 te´cnicas ba´sicas:
Ana´lisis de la topolog´ıa de la red: este
me´todo es el mas simple y se basa solo en el
grafo subyacente a la red, es decir, los usua-
rios y sus relaciones [18, 3, 12]. Si bien los al-
goritmos que aplican este enfoque son eficaces
2Twitter: una imagen de esta red social contiene 81306 no-
dos con 1768149 aristas (https://snap.stanford.edu/data/
egonets-Twitter.html)
3Un caso es la red de contactos profesionales Linkedin.
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suelen agrupar usuarios que tratan de to´picos
diferentes aunque densamente conectadas (ca-
recen de alta precisio´n).
Ana´lisis del contenido: este enfoque ex-
plora el contenido de las publicaciones de los
usuarios y no considera la informacio´n estruc-
tural de la red como lo es la densidad de las
conexiones que puede existir en un conjunto
de usuarios. En Twitter, por ejemplo, esto se
refiere al contenido de los tweets separando
texto libre de hashtags, urls y menciones [13].
Hı´bridos: estos me´todos utilizan los dos en-
foque anteriores en conjunto [19, 9, 26, 23],
agregan caracter´ısticas como la similitud de
contenido aplicada como peso o importancia
de la relacio´n entre un par de usuarios. Una
vez generada esta estructura se aplica algu´n
algoritmo de deteccio´n de comunidades cono-
cido que use el peso de las aristas.
En este tema el grupo viene trabajando con un
estudio puntual relacionado con el proyecto inter-
disciplinario mencionado en la seccio´n Contexto,
en la cual no solamente se realizan estudios me´di-
co/biolo´gicos/qu´ımicos sino que, adema´s, se trabaja
con el tema sobre la red social Twitter. En parti-
cular, se aplican algoritmos de formacio´n de comu-
nidades utilizando los tres enfoques mencionados,
detectando redes de usuarios con intere´s en la en-
fermedad cel´ıaca y poder establecer autoridades en
el tema y usuarios influyentes.
c. Estudio de “Jergas” y Polarizacio´n en
Contenido
En esta l´ınea de trabajo se enfoca el problema
de las comunidades a partir de dos ideas diferentes a
las anteriormente presentadas: uso de determinada
jerga en particular y bu´squeda de opiniones pola-
rizadas (que permite identificar dos comunidades).
Si bien muchos trabajos [15, 11] usan Twitter como
laboratorio y a la pol´ıtica como contexto, no se ha
enfocado el problema en la identificacio´n de estas
mediante u´nicamente la jerga expuesta en sus 140
(o ahora 280) caracteres. En base a la hipo´tesis de
que como las comunidades pol´ıticas son fuertemen-
te homof´ılicas y adema´s teniendo en cuenta como
esto es potenciado por las Filter Bubbles[16] de las
redes sociales, se genera en torno a estas una jerga
particular, a trave´s de la cual podemos identificar la
pertenencia del usuario a una comunidad. Es decir,
en base a como “habla”, se pretende predecir a que
comunidad pol´ıtica pertenece.
Resultados preliminares muestran que las es-
tructuras de los grafos generados por los distintos
conjuntos de tweets presentan patrones en comu´n
que abren las puertas a nuevas preguntas que pue-
den ser abordadas de manera interdisciplinaria entre
la computacio´n y las ciencias sociales.
d. Clustering
Las te´cnicas de clustering permiten agrupar
items con caracter´ısticas similares. Existen diversas
te´cnicas que se aplican a casos puntuales con diver-
so grado de eficacia. Esta l´ınea complementa uno de
los puntos anteriores ya que se puede aplicar para la
formacio´n de comunidades donde las observaciones
u objetos a agrupar son los usuarios y las dimensio-
nes de los datos esta´n dadas por las caracter´ısticas
de los mismos extra´ıdas de la topolog´ıa y/o el conte-
nido publicado. Un cluster detectado sera´ considera-
do comunidad pero no al reve´s, ya que un conjunto
de usuarios que conformen una comunidad no nece-
sariamente sera´n agrupados por estas te´cnicas. En
concreto se intenta establecer las caracter´ısticas y
los algoritmos a utilizar para que la deteccio´n sea
tanto eficaz como eficiente por tratarse de grafos
masivos.
e. Recomendacion de Enlaces
La recomendacio´n de enlaces propone buscar y
sugerir a ciertos usuarios aquellos links no estable-
cidos que tienen alguna probabilidad de ocurrir en
un futuro (por algu´n criterio). Aplicaciones amplia-
mente conocidas, como Facebook y Twitter, apli-
can estas te´cnicas de forma sistema´tica. Algunos
trabajos proponen primero la deteccio´n de comu-
nidades [21, 6] para luego hacer recomendacio´n de
links. Esta linea de investigacio´n propone mejorar
la calidad y eficiencia de estas recomendaciones a
trave´s del ana´lisis de las redes aplicando algoritmos
de deteccio´n de comunidades, ana´lisis de sentimien-
to, me´tricas sobre estructuras derivadas del conte-
nido o h´ıbridos de estas te´cnicas, as´ı como tambie´n
analizar el cambio estructural y de flujo de conteni-
dos que genera la aceptacio´n de sugerencias en estas
redes.
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f. Caracterizacio´n de Objetos
Las redes sociales no solo permiten la publica-
cio´n de texto sino tambie´n de ima´genes y videos.
Adema´s, a estas publicaciones se le agregan meta-
datos como la geo-localizacio´n, fecha de creacio´n y
datos del usuario como su lugar de residencia, fe-
cha de nacimiento, etc. Algunos trabajos proponen
usar el contenido, los metadatos y la estructura de la
red social para detectar objetos o eventos y carac-
terizarlos en base al contenido compartido por los
usuarios. Hotchman et. al [7] logra encontrar ciertos
patrones en las me´tricas de las ima´genes (matiz, bri-
llo promedio, etc) tomadas en diferentes ciudades.
Este tema resulta de gran intere´s para el grupo y
forma parte de nuestras lineas de investigacio´n. Por
ejemplo, se puede extraer informacio´n sobre ciuda-
des y sus habitantes (aspectos culturales y sociales)
a partir de analizar publicaciones de fotograf´ıas.
Resultados y Objetivos
El objetivo principal de la propuesta es estudiar,
desarrollar, aplicar, validar y transferir modelos, al-
goritmos y te´cnicas que operen eficaz y eficientemen-
te sobre grafos masivos (redes sociales digitales). Se
propone profundizar sobre el estado del arte y defi-
nir, analizar y evaluar nuevos enfoques incorporando
las te´cnicas de miner´ıa de datos. Espec´ıficamente,
Definir nuevas estrategias de seleccio´n de no-
dos landmarks para la estimacio´n de distan-
cia entre nodos cuyo co´mputo sea ra´pido y re-
quiera poco espacio de informacio´n extra. Una
cuestio´n a tener en cuenta es poder relacionar
diferentes me´tricas con propiedades estructu-
rales de diferentes grafos y utilizar las apro-
piadas en cada caso.
Disen˜ar te´cnicas de formacio´n de comunidades
que apliquen eficaz y eficientemente a proble-
mas concretos (por ejemplo, la comunidad de
cel´ıacos, como se menciono´), a trave´s de enfo-
ques h´ıbridos principalmente.
Definir modelos de deteccio´n de comunidades
con opiniones polarizadas a partir del estudio
de las jergas que se establecen alrededor de un
tema o de un conjunto particular de usuarios.
Estudiar y adaptar los algoritmos de cluste-
ring al problema anterior, con e´nfasis en la
performance para escalar a grafos masivos.
Estudiar y adaptar te´cnicas de recomendacio´n
de enlaces y analizar el comportamiento es-
tructural de una red bajo ciertas configuracio-
nes de aceptacio´n de las recomendaciones.
Comenzar a explorar el problema de caracte-
rizacio´n de ciudades/ciudadanos con te´cnicas
basadas en redes sociales de ima´genes. El e´nfa-
sis inicial es realizar una prueba de concepto
con ciudades de Argentina.
Formacio´n de Recursos Humanos
Este proyecto brinda un marco para que algu-
nos docentes auxiliares y estudiantes lleven a cabo
tareas de investigacio´n y se desarrollen en el a´mbito
acade´mico. Actualmente, se esta´n dirigiendo cua-
tro trabajos finales correspondientes a la Lic. en
Sistemas de Informacio´n (UNLu) y un estudiante
de doctorado del Departamento de Computacio´n,
FCEyN (UBA). Adema´s, hay dos pasantes alumnos
y un becario CIN (Beca de Est´ımulo a las Voca-
ciones Cient´ıficas). Se espera dirigir al menos dos
estudiantes ma´s por an˜o y presentar dos candidatos
a becas de investigacio´n.
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RESUMEN 
Los Sistemas de Gestión de Bases de Datos 
(SGBDs) NoSQL surgieron como una 
alternativa de solución a problemas  no 
resueltos eficientemente por los SGBDs 
tradicionales. Sin embargo, a diferencia de las 
bases de datos relacionales, el término 
NoSQL comprende múltiples modelos de 
datos, cada uno con características diferentes. 
Además, hoy en día existen muchos SGBDs 
para cada modelo de esta nueva familia de 
bases de datos. Por tal motivo, se considera 
valioso profundizar en el estudio de este 
nuevo paradigma, haciendo hincapié en la 
comparación cualitativa de los diferentes 
modelos y también cuantitativa de distintos 
gestores de bases de datos NoSQL a través de 
un benchmark que establezca puntos de 
referencia. Así, los datos generados por este 
estudio permitirán orientar a los usuarios en la 




Este trabajo forma parte del proyecto 
“NoSQL: UN NUEVO PARADIGMA EN 
BASES DE DATOS”, de carácter bi-anual, 
presentado en convocatoria de la UNSJ en 
Diciembre de 2017. Se encuentra, al momento 
de esta presentación, en evaluación por pares 
externos y se espera su aprobación. 
El proyecto se encuentra estrechamente 
relacionado con las dos asignaturas de Bases 
de Datos de las carreras de Licenciatura en 
Ciencias de la Computación y Licenciatura en 
Sistemas de Información de la Universidad 
Nacional de San Juan (Base de Datos y 
Tópicos Avanzados de Base de Datos) y con 
la asignatura Ingeniería de Software II 
(también de ambas carreras). El equipo de 
trabajo está formado por docentes 
investigadores del Departamento y del 
Instituto de Informática. Esta conjugación 
fortalecerá fundamentalmente el análisis y la 
comparación de los diferentes modelos 
existentes dentro de este nuevo paradigma. 
 
1. INTRODUCCIÓN 
Base de Datos NoSQL 
Carlo Strozzi en 1998, utilizó por primera vez 
la expresión NoSQL para referirse a una base 
de datos open-source relacional, que 
prescindía del lenguaje SQL [1]. Claramente 
no es el significado que en la actualidad se le 
da a dicho término. Luego, Eric Evans, en 
2009, reintrodujo el término para referirse a 
bases de datos no relacionales, distribuidas, 
linealmente escalables, de código abierto y 
que no garantizaban las tradicionales 
propiedades ACID (Atomicity – Consistency 
– Isolation - Durability) [2].  
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Actualmente, si bien se sigue discutiendo 
sobre la conveniencia o no del nombre, es 
globalmente conocido y aceptado que el 
término NoSQL refiere a bases de datos de 
esquema flexible, distribuidas y que no se 
ajustan al modelo tradicional de transacciones 
ACID [3].  
En el ámbito de un simposio de “Principios de 
Computación Distribuida” de ACM en el año 
2000, Eric Brewer enuncia el teorema de 
CAP, donde manifiesta que todo sistema 
distribuido con datos compartidos no puede 
satisfacer simultáneamente las tres 
características siguientes: Consistencia, Alta 
Disponibilidad y Tolerancia a Particiones 
[4,5,6]. Consecuentemente, los SGBDs 
NoSQL al no poder satisfacer en su totalidad 
las tres propiedades,  adhieren al modelo 
BASE (Basically Available, Soft State, 
Eventually Consistent) [7]. Es decir, 
básicamente disponible, de estado flexible y 
eventualmente consistente. 
Según [3] los sistemas NoSQL mantienen seis 
propiedades fundamentales:  
1. Habilidad de escalar horizontalmente 
sobre muchos servidores. 
2. Habilidad de replicar y distribuir datos 
(particiones) en muchos servidores. 
3. Interfaz o protocolo simple a nivel de 
llamada (en contraste con el enlace de 
SQL). 
4. Modelo de concurrencia más débil que el 
ACID (típico de los sistemas de bases de 
datos relacionales). 
5. Uso eficiente de RAM e índices 
distribuidos. 
6. Habilidad de agregar dinámicamente 
nuevos atributos a los registros de datos. 
 
Varios autores [3][8] clasifican los sistemas 
de bases de datos NoSQL según el modelo de 
datos subyacente en: 
● Clave-Valor: Sistemas que almacenan 
valores vinculados a un índice que se  
basa en una clave definida por el 
programador. 
● De Documentos: Sistemas que almacenan 
documentos y proveen un lenguaje de 
consulta. Además, los documentos pueden 
ser  indexados. 
● De Registros Extensibles u Orientados a 
Columnas: Estos sistemas almacenan 
registros extensibles que pueden 
particionarse vertical u horizontalmente 
en diferentes nodos de una red.  
 
Benchmarks 
Desde los inicios de la informática, los 
benchmarks han sido ampliamente utilizados 
como marco de referencia para obtener 
resultados objetivos al comparar sistemas. En 
general, efectuar las pruebas no es una tarea 
sencilla, requiere consideraciones meticulosas 
e iteraciones para poder obtener resultados 
certeros.  Actualmente, existe una amplia 
gama de benchmarks para evaluar el 
rendimiento de diferentes componentes de 
software y hardware y dentro del dominio de 
los sistemas NoSQL se han propuesto varios. 
La elección de un benchmark específico 
debiera considerar los siguientes criterios 
fundamentales: relevancia dentro de su 
dominio, simplicidad y escalabilidad [10]. 
La aparición de Internet generó grandes 
cambios en la informática. Las aplicaciones 
comenzaron a evolucionar y a demandar 
nuevos requerimientos que los SGBDs 
tradicionales no pudieron satisfacer 
adecuadamente. En consecuencia, surgieron 
nuevos modelos de bases de datos y gestores 
que los soportaron: bases de datos de 
documentos, clave-valor,  orientados a 
columnas; entre los más destacados [3, 8], 
enunciados anteriormente. Es así que 
XX Workshop de Investigadores en Ciencias de la Computacio´n 226
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
actualmente, bajo el paraguas NoSQL, 
coexiste una gran variedad de sistemas de 
bases de datos. Por eso, se considera valioso 
poder identificar, distinguir y caracterizar 
estos diferentes enfoques; además de evaluar 
la performance de diferentes gestores de bases 
de datos. El conocimiento servirá de guía en 
futuros problemas a resolver en escenarios 
concretos. 
Las actividades a desarrollar son las 
siguientes: 
● Estudio exploratorio: Se definirá la 
estrategia de búsqueda y luego, ejecutará 
el mapeo sistemático de la literatura [8] 
que permita recolectar información sobre 
sistemas de bases de datos NoSQL  y 
sobre los benchmarks existentes dentro de 
esta temática. 
● Estudio y ensayo de SGBDs NoSQL: 
Luego de identificar algunos sistemas de 
gestión  destacados, se procederá a 
estudiarlos y realizar ensayos que 
permitan experimentar diferencias y 
semejanzas. 
● Selección,  estudio y utilización  de un 
benchmark apropiado para la comparación 
cuantitativa (tiempo de respuesta) de 
diferentes SGBDs NoSQL. 
● Análisis de los datos recogidos, 
comparando cualitativa y 
cuantitativamente los diferentes sistemas 
de gestión  de bases de datos NoSQL. 
 
2. LÍNEAS  DE INVESTIGACIÓN Y 
DESARROLLO 
La línea de investigación seguida por el 
proyecto marco de este trabajo, es el estudio y 
comparación de modelos y gestores de bases 
de datos NoSQL. 
 
 
3. RESULTADOS Y OBJETIVOS 
Se pretende alcanzar un amplio conocimiento 
de conceptos relativos al paradigma NoSQL: 
● Necesidades de su utilización 
● Características relevantes y distintivas  
● Diferenciación con las bases de datos 
relacionales 
● Taxonomías  existentes  
● Caracterización de cada tipo identificado 
 
Y,  posteriormente, con el conocimiento 
adquirido: 
● Hacer un estudio exploratorio de los 
SGBD NoSQL existentes. 
● Identificar sistemas de gestión destacados 
y realizar ensayos. 
● Analizar diferentes benchmarks. 
● Elegir un benchmark que permita realizar 
una comparación cuantitativa de los 
sistemas de bases de datos elegidos. 
● Hacer un estudio comparativo cualitativo 
y cuantitativo (tiempo de respuesta) de 
diferentes  sistemas de gestión de bases de 
datos NoSQL. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
Este proyecto contribuirá a la profundización 
y consolidación del conocimiento de esta área 
temática por parte de cada uno de sus 
integrantes. Además, se pretende generar 
distintos temas para trabajos finales de grado 
de las carreras del Departamento y también de 
postgrado. De hecho,  dos de las integrantes 
de este proyecto, durante la vigencia del 
mismo, realizarán su tesis de Maestría en esta 
temática. Además, es de interés del grupo 
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En la actualidad hay grandes retos científicos 
que necesitan analizar una gran cantidad y 
diversidad de datos, por ello, el acceso a los 
datos primarios producidos por las 
investigaciones está cobrando cada vez mayor 
relevancia. Compartir estos datos, brindar 
acceso a los mismos y permitir su 
reutilización genera innumerables ventajas 
para la comunidad científica. La Argentina 
cuenta con la ley 26.899 que promueve la 
creación de políticas y mecanismos para la 
gestión de datos primarios científicos a nivel 
nacional. Este trabajo, presenta un proyecto de 
investigación aplicada y desarrollo 
experimental que aportará modelos y 
componentes para las infraestructuras de 
Repositorios Digitales Institucionales (RDI) 
apuntando a facilitar el acceso a datos 
primarios. Hará uso de teorías y tecnologías 
de la web semántica para la definición de 
consultas integradas entre repositorios, como 
así también para la generación de productos 
de síntesis que faciliten la tarea de análisis y 
descubrimiento de conocimiento a los 
investigadores. El proyecto trabajará sobre las 
bases de datos de los Sistemas Nacionales de 
Datos Biológicos y del Mar y además 
pretende fortalecer el RDI de la Universidad 
Nacional de la Patagonia San Juan Bosco 
(UNPSJB) actualmente en desarrollo. 
 
Palabras clave: Datos Primarios, 
Repositorios Digitales, Web Semántica, 
Gestión de datos científicos. 
1. Contexto 
El proyecto Infraestructura de acceso a 
Datos Primarios con aporte de semántica en 
Repositorios Digitales se elaboró en el 
Laboratorio de Investigación en Informática 
(LINVI) de la UNPSJB y está integrado por 
docentes investigadores de la Facultad de 
Ingeniería Sede Puerto Madryn, con 
participación de estudiantes y graduados de 
las carreras de dicha Sede. Colaboran en el 
equipo de trabajo, docentes investigadores de 
la Universidad Nacional del Sur (UNS) y de la 
Universidad Nacional de San Luis (UNSL). El 
proyecto fue avalado por el Consejo Directivo 
de la Facultad de Ingeniería de la UNPSJB y 
será financiado por la Secretaría de Ciencia y 
Técnica de la Universidad para llevar a cabo 
durante 2018-2020. Para el desarrollo del 
proyecto se utilizará como repositorio 
documental el RDI actualmente en desarrollo 
en la UNPSJB. Dado que integrantes del 
proyecto desarrollan tareas científicas y de 
soporte en el Centro Científico Tecnológico 
CONICET-CENPAT, se tomará como 
referencia el RDI de dicho Centro [1] y el 
RDI CONICET Digital [2]. Respecto a 
repositorios públicos de datos primarios se 
utilizaran el Sistema Nacional de Datos 
Biológicos (SNDB) [3] y el Sistema Nacional 
de Datos del Mar (SNDM) [4]. 
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2. Introducción  
Recientemente se sancionó en Argentina la 
Ley 26.899 “Repositorios Digitales 
Institucionales de Acceso Abierto” que 
establece la obligatoriedad de desarrollar 
repositorios digitales, propios o compartidos, 
por parte de los organismos e instituciones 
públicas que componen el Sistema Nacional 
de Ciencia, Tecnología e Innovación. Esta ley 
requiere el establecimiento de políticas 
institucionales para la gestión, el acceso 
público y la preservación de datos primarios 
de investigación. En éste contexto la UNPSJB 
adhirió a ésta iniciativa y promovió la 
creación del RDI según la Ordenanza Nro. 
159 del Consejo Superior. 
Como ha sucedido en el resto del mundo, 
la mayoría de los RDIs implementados, 
alberga material documental, tradicionalmente 
asociados a la producción científica (artículos, 
disertaciones, reportes, libros, tesis, etc.) y un 
porcentaje muy bajo de datos científicos [5], 
lo que dificulta la posibilidad de vincular las 
publicaciones con los datos que le dan 
sustento. Las necesidades actuales de 
interoperabilidad, usabilidad y uniformidad de 
vocabularios han llevado a repensar los 
modelos clásicos de organización del 
conocimiento en RDIs. En este contexto es 
donde comienzan a adquirir relevancia las 
búsquedas semánticas, como herramienta para 
la interrelación inteligente entre repositorios 
abiertos. Incorporar contenido semántico 
permite que las búsquedas no sean sobre 
“bolsas de palabras” sino que sean búsquedas 
conceptuales que permitan el descubrimiento 
inteligente de conocimiento [6]. Por otra 
parte, es necesaria la producción de 
soluciones que acompañen y fortalezcan las 
normativas antes mencionadas sobre datos 
abiertos, en la cual gran parte de los datos 
científicos de investigaciones financiados con 
fondos públicos deben ser de dominio público 
y permanecer disponibles para otros proyectos 
que lo requieran. La posibilidad de incorporar 
metadatos a los conjuntos almacenados y 
definir modelos conceptuales permite la 
utilización de dichos datos a las generaciones 
futuras, independientemente de la 
supervivencia de los integrantes del proyecto 
que originaron los datos [7]. Este proyecto 
plantea la definición de modelos y 
componentes para las infraestructuras de RDI 
tendientes a facilitar el acceso y la explotación 
de datos primarios residentes en diferentes 
bases de datos. Para ello, hará uso de teorías y 
tecnologías de la web semántica, abordará la 
vinculación entre las publicaciones y los datos 
(data-citation) y aspectos relacionados con la 
generación de productos de síntesis que 
faciliten la tarea de análisis y descubrimiento 
de conocimiento a los investigadores. Como 
plataforma para el desarrollo de prototipos se 
utilizara el RDI de la UNPSJB, actualmente 
en desarrollo y dado que los integrantes del 
proyecto se especializan en la gestión de datos 
primarios biológicos y del mar, se tomarán 
como referencia los RDIs de CONICET 
Digital y del CCT CONICET-CENPAT y los 
repositorios de datos científicos de acceso 
público existentes de los Sistemas Nacionales: 
SNDB [3] y SNDM [4], ambos son iniciativa 
del Ministerio de Ciencia, Tecnología e 
Innovación Productiva (MINCYT) 
conjuntamente con el Consejo 
Interinstitucional de Ciencia y Tecnología 
(CICyT) enmarcada dentro del Programa de 
Grandes Instrumentos y Bases de Datos. 
3. Motivación  
La mayor parte de las universidades y 
centros de investigación de todo el mundo, 
incluido nuestro país, disponen ya de 
repositorios institucionales que almacenan los 
resultados de investigación de sus miembros 
(principalmente artículos, comunicaciones a 
congresos y tesis doctorales), en este sentido 
la Ley Nacional 26.899 establece que los 
datos primarios de las investigaciones 
científicas financiadas con fondo públicos 
deben estar disponibles para que los usuarios 
de éste tipo de material puedan en forma 
gratuita, leer, descargar, copiar, distribuir, 
imprimir, buscar o enlazar los textos 
completos de los artículos científicos, y 
usarlos con propósitos legítimos ligados a la 
investigación científica en consonancia con el 
modelo de Acceso Abierto (AA) [7]. 
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En la actualidad existen limitaciones para 
lograr los objetivos que promueve el AA. Un 
análisis crítico de la literatura disponible 
indica que hay limitaciones relacionadas con:  
1. La calidad de los datos, ya que hay 
errores que podrían poner en entredicho los 
resultados de una investigación [8, 9]. 
2. Integración de los datos primarios de 
diferentes investigaciones dado que la 
forma de relacionarlos carece de 
vocabularios controlados o términos 
comunes que puedan ser relacionados. 
3. Existe un alto porcentaje de la 
información que describe éstos datos 
primarios (metadatos) que suele ser 
semiestructurada [10]. Desde el punto de 
vista semántico, esto significa que puede 
existir un conocimiento implícito sobre 
éste contenido el cual no es explotado para 
descubrir nuevas relaciones entre ellos. 
Al evaluar un conjunto de datos que es de 
una fuente desconocida, un usuario se basa 
fundamentalmente en las propiedades visibles 
del conjunto de datos, tales como título, 
editor, tamaño del conjunto de datos, etc. Los 
aspectos relativos a la calidad de los datos 
generalmente quedan fuera de las 
posibilidades de evaluación quedando en el 
terreno de la incertidumbre. Se pueden 
mencionar como antecedentes que en GBIF 
España1 en 2007 se hicieron intentos de 
corregir ésta falencia mediante la 
implementación de un índice que permita a un 
usuario evaluar la calidad del conjunto de 
datos Darwin Core2 que ellos publican y de 
éste modo hacer un seguimiento de las 
mejoras en la calidad de datos a lo largo del 
tiempo. Se trataba de un índice explícito 
simple el que fue mejorado en 2010 
denominándose Índice de Calidad Aparente 
(ICA) [11]. ICA resume la calidad de los 
datos en las tres dimensiones para los datos de 
biodiversidad: taxonómica, geoespacial y 
temporal. Para esta temática el proyecto 





tendrá en cuenta recomendaciones del Grupo 
de Interés de Calidad de Datos de Biodiversity 
Information Standards (TDWG 2016). 
De acuerdo con [12] el surgimiento de la 
web semántica ha permitido obtener 
soluciones a problemas habituales en la 
búsqueda de información gracias a la 
utilización de una infraestructura común, 
mediante la cual, es posible compartir, 
procesar y transferir información de forma 
sencilla. Entre los principales trabajos 
podemos encontrar [13] en el cual los autores 
proponen una metodología y una 
implementación capaz de explotar metadatos 
de un repositorio implementado con DSpace3, 
haciendo uso de los beneficios de la web 
semántica para descubrir y vincular 
información. En el caso de [9] los autores 
describen los avances logrados en el 
desarrollo del repositorio digital Academic 
Commons (AC), de la Universidad de 
Columbia, como un repositorio interoperable, 
a través del uso de RDF y tecnologías de Web 
Semántica. 
4. Líneas de Investigación, 
Desarrollo e Innovación 
Este proyecto tiene como línea principal de 
investigación el Modelado Conceptual en la 
Web Semántica [14] para definir componentes 
que faciliten la integración de datos primarios 
y la explotación de información útil para los 
investigadores [15]. Además de ésta área, se 
abordarán otras relacionadas con la definición 
de infraestructuras para e-ciencia [16], 
plataformas para desarrollo de RDIs 
interoperables distribuidos e inteligencia para 
el descubrimiento de información. 
5. Resultados esperados 
El objetivo general del proyecto es definir 
componentes de arquitectura para ser 
implementados en RDIs como herramientas 
para facilitar el acceso unificado entre las 
publicaciones y los datos primarios que las 
                                                          
3
 http://www.dspace.org/ 
XX Workshop de Investigadores en Ciencias de la Computacio´n 231
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
sustentan y potenciar el descubrimiento de 
información útil para los investigadores. 
Para ello, se relevará el estado actual 
respecto a la integración entre RDIs públicos 
de referencia y bases de datos científicos 
abiertos (particularmente datos biológicos) y 
se estudiarán teorías, tecnologías y 
recomendaciones definidas para la web 
semántica, para definir finalmente, modelos 
conceptuales de integración entre repositorios. 
También se abordarán estudios relacionados a 
las plataformas para publicación de datos 
primarios, a la implementación de RDIs, a los 
mecanismos de referencias (citas) y al 
descubrimiento inteligente de información 
científica.  
Como desarrollo experimental, se utilizará 
el RDI de la UNPSJB, actualmente en 
desarrollo, sobre el cual se esperan alcanzar 
prototipos con características de usabilidad. 
Inicialmente, se realizó un relevamiento de las 
tecnologías disponibles para nuestra 
arquitectura, y se puntualizó sobre las 
plataformas D2RQ [17], Jena [18], 
OpenRefine [19] y GraphDB [20], entre otras. 
De este análisis, se determinó que las 
plataformas más convenientes para un primer 
prototipo son OpenRefine y GraphDB. El 
primero soporta extensiones para la creación 
de triplas RDF a partir de una gran variedad 
de formatos de entrada, tales como CSV, 
hojas de cálculo, JSON y el mismo formato 
RDF. Además, permite explorar y depurar los 
conjuntos de datos, aplicar transformaciones y 
definir vocabularios asociados a los diferentes 
campos, de una manera amigable. Por otro 
lado, GraphDB es un repositorio semántico 
que permite almacenar las tripletas generadas 
por OpenRefine y también trabajar con 
motores de inferencia y de consultas SPARQL 
[21] sobre estos datos estructurados. 
6. Formación de recursos humanos 
En éste proyecto participan seis docentes 
del Departamento de Informática de la 
Facultad de Ingeniería de la UNPSJB Sede 
Puerto Madryn. Dos de ellos están realizando 
carreras de doctorado y otras dos carreras de 
especialización y maestrías. Uno de los 
autores de éste trabajo está inscripto en el 
Doctorado en Ciencias de la Computación en 
la Universidad Nacional del Sur y cuenta con 
beca interna doctoral del CONICET hasta el 
2020. También forman parte del proyecto 1 
(un) graduado de la carrera de Licenciatura en 
Informática y 6 (seis) alumnos del ciclo 
superior. Su participación tiene el objeto de 
introducirlos a la tarea científica y permitirles 
incorporar conocimientos sobre temas no 
desarrollados en la currícula de la carrera. En 
el caso de los alumnos que están próximos a 
graduarse, la intención del proyecto es 
guiarlos en el desarrollo de sus tesinas en ésta 
rama de la disciplina. Otro aporte para la 
formación académica radica en la posibilidad 
que los alumnos puedan realizar Instancias 
Supervisadas de Formación en la Práctica 
Profesional en el marco de este proyecto. 
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La línea de investigación actual se 
centra en el estudio, diseño y desarrollo 
de nuevas técnicas de recomendación 
inteligente aplicadas en el ámbito 
educativo. El énfasis está puesto en la 
construcción de un Sistema 
Recomendador que sugiera materiales 
educativos de a acuerdo a los intereses 
tanto de alumnos como docentes.  
Como trabajo previo se desarrolló una 
variante de la técnica de filtrado 
colaborativo que utiliza el modelado de 
tópicos latentes para representar a los 
recursos a sugerir. Esta nueva técnica 
junto con lo realizado en trabajos de años 
anteriores serán utilizados para desarrollar 
un módulo de recomendación de 
materiales educativos.  
 
Palabras clave: Sistemas 
Recomendadores, Minería de Datos 
Educativa, Analítica del aprendizaje. 
Contexto 
  Este trabajo de investigación se 
encuadra en el Proyecto de Incentivos 
acreditado “Internet del futuro: Ciudades 
Digitales Inclusivas, Innovadoras y 
Sustentables, IoT, Ciberseguridad, 
Espacios de Aprendizaje del Futuro” 
desarrollado en el Laboratorio de 
Investigación en Nuevas Tecnologías 
Informáticas, LINTI.  
Introducción 
   En los últimos años, las instituciones 
educativas se han embarcado en su propia 
exploración de grandes conjuntos de 
datos para mejorar los índices de 
retención y proporcionar una experiencia 
personalizada y de mayor calidad para los 
estudiantes. En este contexto han surgido 
dos áreas: La Minería de Datos Educativa 
(MDE) y la Analítica del Aprendizaje 
(AA) [1]. En el contexto de la AA, los 
Sistemas Recomendadores (SR) han 
demostrado ser herramientas sumamente 
útiles para  brindar asistencia 
personalizada en distintas etapas de los 
procesos de enseñanza y aprendizaje [2]. 
Estos sistemas tienen la capacidad de 
predecir cuando un alumno particular 
preferirá un contenido o no de acuerdo a 
su perfil. Los contenidos personalizados 
que proporcionan los SR en el ámbito 
educativo incluyen: recursos educativos 
abiertos (REA), objetos de aprendizaje 
(OA), recursos web,  posibles cursos a 
realizar,  grupos de estudio, entre otros 
[3]. Es importante destacar que los 
contenidos recomendados deben 
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adecuarse con los objetivos educacionales 
definidos por los docentes.  El sistema 
por lo tanto, debe proveer un mecanismo 
para que los educadores puedan controlar 
las sugerencias que se van a realizar. Es 
por esto  que el algoritmo recomendador 
debe poseer la capacidad de adaptarse 
automáticamente a los objetivos 
educacionales de los alumnos haciéndolos 
coincidir con los objetivos educacionales 
propuestos por los docentes [4]. 
 
Sistemas Recomendadores aplicados 
en Educación 
 
A partir de las líneas de investigación 
presentadas en WICC 2017 [5], se 
continuaron estudiando diferentes 
técnicas de recomendación inteligente, 
principalmente las  de filtrado 
colaborativo basadas en el enfoque ítem-
ítem. Actualmente se está desarrollando 
un  SR que se aplicará como una 
extensión de un entorno virtual de 
enseñanza y aprendizaje, que utilizando 
información de las preferencias y 
necesidades de los alumnos y docentes 
podrá recomendar materiales educativos.   
En [6] se propuso un nuevo método de 
recomendación basado en el enfoque 
ítem-ítem que utiliza un modelo de 
tópicos latentes para modelar a los 
artículos a partir de su información 
textual. Esto permitió obtener los tópicos 
que mejor describían a los ítems y como 
éstos se relacionaban entre sí. La 
metodología utilizada en el método 
propuesto y las métricas de validación 
aplicadas presentaron resultados 
preliminares satisfactorios y competitivos 
frente a métodos tradicionales.    
 
Modelado de perfiles de usuarios y 
modelado de recursos 
 
Otro de los puntos centrales de esta 
línea de investigación consiste en  
modelar perfiles dinámicos de los 
alumnos a través de información provista 
por los entornos virtuales de enseñanza y 
aprendizaje, sistemas de gestión, redes 
sociales, entre otros [8][9]. Un algoritmo 
recomendador funciona  de forma precisa 
si dispone de perfiles de usuarios bien 
construidos [10].   
Generalmente, los SR aplicados en el 
ámbito educativo se centran en los 
estudiantes como el principal consumidor 
de recursos [11], pero no consideran las 
preferencias de los docentes [12]. Por lo 
que resulta de interés que las 
recomendaciones se ajusten también a las 
necesidades de los docentes, como así 
también que éstos puedan controlar la 
calidad y los contenidos de los materiales. 
Existen una gran variedad de 
repositorios de recursos educativos como 
Merlot, OER Commons, que brindan 
sobre cada recurso descripciones, 
valoraciones, comentarios y metadatos 
que permiten conocer: título, objetivo 
didáctico, competencias, tipo de material 
(diapositivas, apunte, objeto de 
aprendizaje, etc.), para qué nivel 
educativo está dirigido, idioma, entre 
otras características. Y esta información 
adicional puede ser utilizada por los SR.  
En [5] y [6] se utilizó una técnica de 
modelado de tópicos latentes para 
representar a los recursos a través de su 
información textual y se estableció una 
medida de similitud para poder 
compararlos a través de sus tópicos más 
representativos. Actualmente, se están 
estudiando y analizando otras técnicas de 
modelado de ítems, lo que permitirá al SR 
asistir a los docentes con los materiales 
que se sugieran. 
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Líneas de Investigación, 
Desarrollo e Innovación 
 Estudio y análisis de algoritmos de 
recomendación aplicados en el ámbito 
educativo. 
 
 Estudio de métricas para evaluar la 
performance de las recomendaciones 
obtenidas con diferentes algoritmos. 
 
 Diseño e implementación de 
algoritmos de filtrado colaborativo y 
técnicas híbridas para la recomendación 
de materiales educativos. 
 
Resultados y Objetivos 
 Desarrollo de un algoritmo de filtrado 
colaborativo basado en el enfoque ítem-
ítem que utiliza modelado de tópicos 
latentes. 
 
 Detección  y generación de 
características representativas de los  
materiales educativos a recomendar.  
 
 Desarrollar un módulo de 
recomendación para sugerir materiales 
educativos a partir de las preferencias de 
los alumnos y los docentes. 
 
Formación de Recursos Humanos 
Dentro de los temas involucrados en 
esta línea de investigación, actualmente 
hay un becario de postgrado CONICET 
realizando su  doctorado. 
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Las bases de datos tradicionales presentan 
limitaciones al momento de almacenar y 
procesar los datos debido a la cantidad 
(datos no sólo generados de transacciones 
sino desde sensores, dispositivos móviles 
o clics de la web) y estructura de los 
mismos (por ejemplo datos de redes 
sociales, datos espaciales o datos 
semánticos). La solución a éste último 
concepto es el surgimiento de una nueva 
tecnología denominada sistema de gestión 
de bases de datos no relacionales 
(NoSQL). 
Los sistemas NoSQL se emplean cada 
vez más para el manejo de datos 
semánticos, es decir, modelos de datos 
que incluyen información semántica. Sin 
embargo, todavía es difícil comprender 
sus principales ventajas y desventajas en 
este contexto. 
Este proyecto tiene la intención de 
caracterizar y comparar mediante un 
proceso de benchmarking bases de datos 
NoSQL orientadas a grafos para el 
almacenamiento y procesamiento de 
datos semánticos. El objetivo de la 
evaluación no es definir cuál es mejor, 
sino determinar aspectos comunes, 
características de consulta, e identificar 
las diferencias entre los sistemas NoSQL. 
 
Palabras clave: Bases de Datos NoSQL, 
Modelo Semántico, Benchmarking. 
CONTEXTO 
Este trabajo es financiado por la Facultad 
de Ingeniería de la Universidad Nacional 
de Jujuy, en el contexto de la 
convocatoria realizada para Proyectos 
orientados a la Investigación Básica y a la 
Investigación Aplicada en el Área de 
Informática de la Facultad de Ingeniería. 
La convocatoria fue realizada con el fin 
de fortalecer la formación de recursos 
humanos en investigación. El proyecto de 
investigación tiene previsto una duración 
de un año, desde enero hasta diciembre 
del 2018, con la posibilidad de solicitar su 
extensión de acuerdo a los resultados 
obtenidos. 
1. INTRODUCCIÓN 
En la actualidad los volúmenes de datos 
que se generan y consumen se destacan 
por un crecimiento acelerado, lo que 
implica que los repositorios que contienen 
una colección de datos, no sólo sean 
considerados para realizar las consultas 
tradicionales, sino también como 
repositorios a partir de los cuales se puede 
obtener información relevante que sea útil 
para la toma de decisiones. 
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El modelo tradicional de base de datos 
relacional (RDBM - Relational Database 
Management) es consistente, y sus 
ventajas y desventajas son bien conocidas 
[1]. Sin embargo, este modelo presenta 
limitaciones cuando la interconectividad 
de los datos es importante, debido a que 
la manipulación de los datos en una base 
de datos relacional puede ser más 
compleja y consumir más tiempo. Esto ha 
llevado a emplear nuevos enfoques bajo 
el concepto de sistemas de bases de datos 
NoSQL (Not Only SQL), los cuales 
permiten gestionar el volumen de datos 
en constante aumento. Las bases de datos 
NoSQL son consideradas de próxima 
generación y se caracterizan por ser no 
relacionales, distribuidos, de código 
abierto y escalables horizontalmente [2, 
3]. 
NoSQL corresponde a una estrategia de 
persistencia que no sigue el modelo de 
datos relacional, y que no utiliza SQL 
como lenguaje de consulta [4], en otras 
palabras, no están supeditadas a una 
estructura de datos en forma de tablas y 
relaciones entre ellas, permitiendo a los 
usuarios almacenar información en 
formatos diferentes a los tradicionales. 
Algunas aplicaciones de estas bases de 
datos pueden observarse en [5, 6, 7]. 
Las bases de datos NoSQL ofrecen 
diferentes modelos de datos como [8, 9]: 
● Wide-Column Store, a diferencia de 
las bases de datos relacionales los 
nombres y el formato de las 
columnas puede variar de una fila a 
otra dentro de la misma tabla; 
● Document Store, orientados a 
almacenar datos semiestructurados 
y permiten realizar consultas por 
atributos presentes en sus valores; 
● Key-Value Stores, implementan una 
clave para la indexación y 
recuperación de datos, usualmente 
implementadas de manera 
distribuida; 
● Graph, diseñadas para datos que 
consisten en entidades 
interconectadas con un número 
finito de relaciones entre ellos. 
Representan la información como 
un grafo usando vértices y aristas. 
Las bases de datos NoSQL orientadas a 
grafos han cobrado mayor importancia en 
la actualidad debido al crecimiento en los 
proyectos que necesitan de una base de 
datos donde la importancia de la 
información depende de la relaciones, por 
ejemplo, web semántica [10], web mining 
[11] entre otros. Estas relaciones se 
implementan a través de modelos 
semánticos, los cuales permiten captar 
mejor el significado (semántica) de los 
datos contenidos en una base de datos. El 
objetivo de los modelos de datos 
semánticos es capturar el significado de 
los datos mediante la integración de 
conceptos relacionales con conceptos de 
abstracción más poderosos. El modelo 
semántico más empleado en los últimos 
años es el modelo ontológico. 
Los sistemas NoSQL se emplean cada 
vez más para el manejo de datos 
semánticos. Sin embargo, todavía es 
difícil comprender sus principales 
ventajas y desventajas en este contexto. 
Este proyecto tiene la intención de 
caracterizar y comparar mediante un 
proceso de benchmarking, bases de datos 
NoSQL orientadas a grafos para el 
almacenamiento y procesamiento de 
datos semánticos. El objetivo de la 
evaluación no es definir cuál es mejor, 
sino determinar aspectos comunes, 
características de consulta, e identificar 
las diferencias entre los sistemas NoSQL. 
 
2. LÍNEAS DE INVESTIGACIÓN 
y DESARROLLO 
En este proyecto de investigación además 
del estudio y profundización de los 
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conceptos inherentes a grafos, 
información semántica y su forma de 
almacenamiento, se propone comparar el 
desempeño de diferentes bases de datos 
NoSQL orientadas a grafos a través de un 
proceso de benchmarking. El objetivo de 
este proceso es generar conocimiento 
especializado en el área de modelado, 
almacenamiento y procesamiento de 
información semántica en lo referente a la 
representación y el uso del conocimiento 
en sistemas computacionales. 
 
3. RESULTADOS Y OBJETIVOS 
De acuerdo a las actividades planificadas 
para el desarrollo del proyecto, se espera: 
● Recopilar información referente a 
bases de datos NoSQL orientada a 
grafos para determinar aspectos 
comunes, características de consulta 
y diferencias entre los sistemas 
NoSQL. 
● Analizar la forma de empleo de las 
bases de datos NoSQL orientada a 
grafos.  
● Elaborar y difundir los resultados 
de la experiencia a través de 
publicaciones y presentación en 
congresos y eventos. 
● Fortalecer las capacidades de los 
recursos humanos (alumnos 
participantes) en actividades de 
investigación. 
● Contribuir a la definición de futuros 
temas de tesinas de grado para los 
alumnos participantes del proyecto 
de investigación. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
El proyecto está siendo desarrollado 
por un equipo conformado por docentes 
investigadores del Grupo de Investigación 
y Desarrollo en Ingeniería de Software 
(GIDIS) de la Facultad de Ingeniería de la 
Universidad Nacional de Jujuy, a 
continuación se detallan los responsables 
del proyecto: 
● La Ing. Nélida Raquel Cáceres 
(Directora, Categoría de 
Investigación IV) quien coordina 
las actividades del proyecto y dirige 
a los integrantes del equipo. 
Actualmente realizando tesis de 
maestría vinculada al área de bases 
de datos. 
● La Ing. Ana Carolina Tolaba 
(Codirectora, Categoría de 
Investigación V) y dirige a los 
integrantes del equipo. Actualmente 
realizando tesis de doctorado 
vinculada al área de modelado 
conceptual de datos a través de 
modelos semánticos. 
Participan del proyecto alumnos 
avanzados de la carrera de Ingeniería 
Informática: 
● Ricardo Daniel Pérez 
● Jairo Joel Maximiliano Quispe 
● Cintia Silvana Rodriguez 
● Iván Leandro Sandoval 
Con la realización de este proyecto de 
investigación se espera la consolidación 
de los miembros del grupo en especial de 
los alumnos como jóvenes investigadores. 
Además, el proyecto brindará un marco 
propicio para la iniciación de trabajos 
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RESUMEN 
El vertiginoso aumento de datos generados en 
los últimos años, ha servido de incentivo al 
desarrollo y evolución de la Ciencia de Datos. 
Big Data es un término aplicado a conjuntos 
de datos cuyo tamaño o tipo está más allá de 
la capacidad de las bases de datos relacionales 
tradicionales tanto para capturar, gestionar o 
procesar los datos con baja latencia. Esos 
datos provienen de sensores, video/audio, 
redes, archivos de registro, transacciones, web 
y redes sociales, gran parte de ellos generados 
en tiempo real y en gran escala. El análisis de 
Big Data permite a diferentes tipos de 
usuarios (analistas, investigadores, usuarios 
comerciales) tomar decisiones utilizando los 
datos que antes eran inaccesibles o 
inutilizables. Mediante el uso de técnicas 
avanzadas de análisis como análisis de texto, 
aprendizaje automático, análisis predictivo, 
minería de datos y estadísticas, las 
organizaciones pueden analizar diversas 
fuentes de datos no tratadas previamente para 
obtener nuevas ideas que les permitan tomar 
mejores y más rápidas decisiones. A las 
cuatro V, que representan las dimensiones de 
Big Data propuestas por IBM: Volumen, 
Variedad, Veracidad y Velocidad, se le suma 
una quinta V, o dimensión: Visualización, que 
hace referencia a la representación visual, 
comprensible de los datos. En el marco de 
Ciencia de Datos, esta línea de investigación 
propone analizar y caracterizar diferentes 
estrategias y herramientas de búsqueda de 
conocimiento para la toma de decisiones, 
según sus potencialidades de Visualización de 
Información y principios de Deep Learning. 
Éstas se aplicarán a conjuntos de datos 
obtenidos desde diversas fuentes, en especial 
los disponibles bajo el nombre Open Data. De 
acuerdo a la naturaleza y magnitud de los 
datos, se considerarán variadas herramientas 
de software libre disponibles en el mercado, 
atendiendo a las potencialidades de 
visualización que las mismas ofrecen.  
 
Palabras clave: Visualización, Visualización 
de Datos, Visualización de Información, 
Ciencia de Datos 
  
1. CONTEXTO 
La línea de investigación está inserta en el 
proyecto bianual 2018-2020 “Visualización y 
Deep Learning en Ciencia de Datos” que se 
desarrollará en el ámbito de la FCEFN-UNSJ. 
En el contexto de la misma se pretende dar 
continuidad a los proyectos “Minería de 
Datos en la Determinación de Patrones de 
Uso y Perfiles de Usuario”, “Búsqueda de 
Conocimientos en Datos Masivos” y “La 
Ciencia de Datos en grandes colecciones de 
datos” llevados adelante a partir de 2012.  
Considerando al usuario como el destinatario 
del proceso de búsqueda de conocimiento en 
datos, se investigará sobre aspectos de 
interpretación y percepción, con el propósito 
de clasificar las herramientas tratadas, en el 
marco de Visualización de Información y 
niveles de usuarios. 
   
2. INTRODUCCIÓN 
En la reunión patrocinada por la Division of 
Advanced Scientific Computing - National 
Science Foundation – EEUU en octubre de 
1986, surgió la iniciativa de considerar a la 
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Visualización, como un método informático 
que “transforma lo simbólico en geométrico”, 
y que estudia además los mecanismos que 
permitan percibir, usar y comunicar la 
información visual. 
Existen diversas perspectivas desde las cuales 
la visualización es abordada, entre las que se 
destacan la Perspectiva Cognitiva, que se 
apoya en la Psicología Cognitiva para analizar 
el sistema humano de la visión (percepción y 
procesamiento), y justificar las posibilidades 
de la visualización para ampliar el 
entendimiento; la Perspectiva Tecnológica, 
que incluye un amplio conjunto de técnicas o 
métodos provenientes de otras disciplinas, 
tales como la estadística, la minería de datos, 
y el procesamiento de imágenes, para facilitar 
el análisis desde aspectos cuantitativos y 
cualitativos y la Perspectiva Comunicacional, 
que considera la visualización como una 
ayuda eficaz para comunicar ideas. 
Así como se distinguen los términos Dato, 
Información y Conocimiento, diversos autores 
proponen áreas de conocimiento o subcampos 
de visualización, entre los que se encuentran 
Visualización de Datos y Visualización de 
Información. 
Entre las definiciones de Visualización de 
datos se encuentra la propuesta por Friendly y 
Denis (2006), que la consideran como “la 
ciencia de la representación visual de los 
datos”, prestando especial atención a los 
gráficos estadísticos. En general este tipo de 
visualización se orienta a la representación de 
los datos con fines exploratorios, 
encontrándose entre los gráficos 
habitualmente usados Tablas, Diagramas de 
Cajas y Bigotes, Gráficos de Barra, Gráficos 
de Línea, Gráficos Circulares, Gráficos de 
Dispersión, Gráficos de Burbujas, Infografías 
y Nubes de Palabras. 
Respecto a Visualización de Información, 
Ltifi y otros. (2009) la definen como 
“Explotar las aptitudes perceptivas naturales 
del usuario para comprender cualitativamente 
los volúmenes de información”. Por su parte 
Ignasi Alcalde, en su artículo Visualización 
de información: ¿arte o ciencia? la considera 
como “… la representación y presentación de 
datos que explota nuestra capacidad de 
percepción visual con el fin de ampliar el 
conocimiento”. 
El proceso de visualización de información 
presentado en la figura 1 involucra la 
visualización de datos en sus tres primeras 
etapas: Datos-Información y Representación 
Gráfica. La cuarta etapa considera la 
comprensión a alcanzar, por parte del usuario, 
de la representación, involucrando aspectos de 
percepción e interpretación. 
 
Figura 1 – Diagrama de Infovis 
http://www.infovis.net/printMag.php?num=18
7&lang=1 
En este marco, diversos estudios sobre la 
percepción y cognición humana vinculados 
con la Visualización de Información se han 
realizado en los últimos años. 
   
3. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
En el marco del proyecto, en lo que refiere a 
visualización, se pretende analizar y 
caracterizar diferentes estrategias de búsqueda 
de conocimiento en datos. 
También se procura: 
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 Evaluar las ofertas de software libre 
apropiadas al área Ciencia de Datos. 
 Estudiar y analizar diferentes 
conjuntos de datos masivos a procesar. 
Evaluar herramientas de software libre 
para arquitecturas secuenciales, 
paralelas y distribuidas. 
 Analizar las distintas alternativas de 
representación de datos de entrada y 
determinar cuáles favorecen al 
desempeño de los algoritmos 
destinados a la búsqueda de 
conocimiento en datos. 
 Investigar sobre aspectos de 
interpretación y percepción 
relacionados con mecanismos de 
visualización de información, en el 
contexto de búsqueda de conocimiento 
en datos. 
 Proponer una clasificación de 
herramientas disponibles, en el marco 
de visualización de información y 
niveles de usuarios, y 
 Caracterizar a los usuarios de acuerdo 
a las potencialidades de las 
herramientas analizadas. 
 
4. RESULTADOS OBTENIDOS Y 
ESPERADOS 
Atendiendo a la disponibilidad de diversas 
herramientas de visualización,  es de interés 
considerar sus principales características 
desde el punto de vista del usuario así como 
capacidad de transmitir resultados surgidos de 
un proceso de búsqueda de conocimiento en 
datos.  
Otro aspecto a considerar son los tipos de 
datos que las herramientas pueden tratar. A la 
hora de considerar datos, una buena opción 
son los datos abiertos (Open Data), esto es 
una filosofía y una práctica que persigue que 
determinados tipos de datos estén disponibles 
de forma libre, sin restricciones de derechos 
de autor, de patentes o de otros mecanismos 
de control (Open Knowledge Foundation). 
Estos conjuntos de datos se encuentran 
almacenados en distintos formatos. El primer 
desafío que enfrentamos es reconocer los 
formatos de uso más general y tratarlos con 
herramientas de software libre, en este caso 
Knime, en las distintas etapas de Ciencia de 
Datos. El tipo de archivo depende en gran 
parte del tipo de dato que contiene, por 
ejemplo para representar datos 
georeferenciados, alternativas muy usadas son 
los KML o Shapefile. Para otro tipo de datos 
los formatos xls, csv, xml y json son los más 
utilizados. Una vez que se logra leer los 
distintos formatos se procede a analizar, 
clasificar y filtrar los datos contenidos según 
su tipo. 
En la figura 2 se observa un ejemplo en 
Knime, en el cual se realiza la lectura de un 
archivo xml. Una vez leído el archivo es 
procesado con el nodo XPath, que permite 




Figura 2 – Workflow de lectura y 
procesamiento de un archivo xml. 
 
Finalmente la información obtenida es 
visualizada en un histograma como se 
muestra en la figura 3, respondiendo a lo que 
se considera Visualización de Datos. 
 
 
Figura 3 – Histograma representando la 
columna category 
 
5. FORMACIÓN DE RECURSOS 
HUMANOS 
La ejecución de las tareas proyectadas incidirá 
en una formación más profunda de los 
integrantes del equipo de investigación, en las 
recientes tecnologías de la Ciencia de Datos, 
en particular lo relativo a Visualización y 
Deep Learning. Este aspecto beneficiará de 
manera directa a las carreras del 
Departamento de Informática- UNSJ, pues las 
temáticas abordadas están vinculadas con las 
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materias en las cuales se desempeñan los 
integrantes de este proyecto. 
Se dará continuidad a dos Becas de 
Investigación de Alumnos Avanzados, UNSJ, 
en los temas de paralelización de algoritmos y 
visualización, así como a dos trabajos finales 
de grado aplicados a diferentes conjuntos de 
datos y algoritmos de Deep Learning, 
También se prevé la generación de nuevos 
trabajos finales de grado para las carreras del 
DI, y de tesis de maestría. 
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La presente propuesta pretende ingresar a 
un área de conocimiento actual y de 
creciente aplicabilidad en la extracción de 
conocimiento subyacente en datos de 
diferentes tipologías, cantidades y 
calidad, como es el aprendizaje profundo 
(Deep Learning –DL-). Aquí se propone 
una línea de investigación que habrá de 
contrastar los grados de similitud entre 
documentos de texto alcanzados, por 
medio de tres métodos y herramientas de 
software diferentes. Se considerará 
inicialmente el pluggin de aprendizaje 
profundo Deeplearning4J del entorno de 
software libre de aprendizaje de máquina 
(Machine Learning -ML-) KNIME 
ANALYTICS 3.5.2. Una segunda 
alternativa a utilizar será la biblioteca 
GENSIM de Python, para finalmente 
trabajar con una versión adaptada de red 
recurrente creada a partir de 
TENSORFLOW. Se comparará el 
rendimiento de estas herramientas sobre 
datos de reservorios existentes en internet 
con el fin de integrarlas y explotarlas 
simultáneamente en entornos de hardware 
con CPU multinúcleos y GPU computing. 
 
CONTEXTO 
Esta propuesta se da en el marco de los 
proyectos CICITCA_UNSJ “Ciencia de 
los Datos aplicada a grandes colecciones 
de datos” llevado adelante en el bienio 
2016_2017 y la propuesta actual de 
proyecto de investigación, en evaluación, 
“Visualización y Deep Learning en 
Ciencia de los Datos”. 
La elección de las herramientas a utilizar 
se centra esencialmente en el hecho de 
que KNIME es una plataforma 
cohesionada para científicos de datos de 
todos los niveles de habilidades, que 
proporciona un marco de ciencia de datos 
único y consistente. Ofrece capacidades 
de acceso y manipulación de datos de alta 
calificación, una amplia y completa gama 
de algoritmos y herramientas de 
aprendizaje automático adecuada desde 
principiantes hasta científicos de datos 
experimentados. La plataforma de 
KNIME se integra con otras herramientas 
y plataformas, como R, Python, Spark, 
H2O.ai, Weka, DL4J y Keras. La ayuda 
contextual de KNIME es más flexible que 
los "asistentes" fijos. La interfaz de 
usuario y los extensos ejemplos 
proporcionados con la plataforma atraen a 
la comunidad de científicos de datos [1]. 
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 Fig 1: Interfaz de KNIME ANALYTICS 
 
La Fig 1 presenta la interfaz de usuario 
correspondiente a KNIME 3.5.2 y donde 
se visualizan diferentes cuadros que 
hacen al entorno de trabajo propiamente 
dicho, accesibilidad a diferentes módulos 
de trabajo como también ejercicios de 
ejemplificación, aplicación y la ayuda 
correspondiente a cada módulo utilizado. 
 
1. INTRODUCCIÓN 
El análisis de similitud de textos es 
fundamental para una amplia gama de 
tareas en el área de Procesamiento de 
Lenguaje Natural (PLN).Encontrar la 
similitud entre pares de textos se ha 
convertido en un gran reto para los 
especialistas del área, pudiéndose aplicar 
en diferentes tareas de PLN, tales como 
máquinas de traducción, construcción 
automática de resúmenes, atribución de 
autoría, pruebas de lectura comprensivas, 
recuperación de información, análisis de 
tendencias de investigación en el dominio 
académico, recomendación de cita y 
muchas otras, donde es prioritario medir 
el grado de similitud entre dos textos 
dados. Mayoritariamente, las métricas de 
similitud entre documentos han girado 
alrededor de similitudes sintácticas, 
problemática que se torna aún más 
compleja cuando se desea hallar la 
similitud semántica entre textos, los 
cuales en general difieren en longitud. En 
particular esta problemática se ve 
reflejada cuando se desea encontrar el 
grado de similitud entre un párrafo y una 
sentencia, una sentencia y una frase, una 
frase y una palabra y una palabra y un 
sentido [2]. 
La resolución a este tipo de tareas forma 
parte de un gran número de problemáticas 
a las que el DL pretende dar solución 
transformándose en un área de 
investigación extremadamente activa que 
está allanando el camino para el 
aprendizaje de máquina moderno [3]. 
Dentro de la rama de la inteligencia 
artificial y como se aprecia en la Fig 2, el 
DL es un conjunto de algoritmos 
de machine learning que intenta modelar 
abstracciones de alto nivel en datos 
usando arquitecturas compuestas de 




Fig 2: Deep learning como campo  de 
Machine Learning[5]. 
 
Este tipo de aprendizaje tiene entre 
muchas otras características: mayor 
cantidad de neuronas que las redes 
neuronales convencionales, formas más 
complejas de conectar capas / neuronas en 
las redes, cantidad de potencia de cálculo 
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disponible para entrenar y extracción 
automática de características [5]. 
Una transformación previa al análisis 
profundo de los datos, cuando estos se 
presentan en forma de texto, es la 
incrustación de palabras (Word 
Embedding).  
La incrustación de palabras es el nombre 
colectivo para un conjunto de técnicas de 
modelado de lenguaje y aprendizaje de 
características en el (PLN) donde las 
palabras o frases del vocabulario se 
asignan a vectores de números reales [9]. 
Cuando esto sucede, las palabras que 
emanan del mismo contexto o de un 
contexto similar pueden asociarse entre 
sí. 
La transformación de palabras a números 
es necesaria porque muchos algoritmos de 
aprendizaje automático (incluidas las 
redes profundas) requieren en su entrada 
vectores de valores continuos, en lugar de 
cadenas de texto sin formato. 
Una técnica de modelado de lenguaje 
natural de Word Embedding es 
word2vect, que es un grupo de modelos 
relacionados que se utilizan para crear 
incrustaciones de palabras.  Estos 
modelos son redes neuronales que están 
capacitadas para reconstruir contextos 
lingüísticos de palabras [6]. 
Word2vec toma como entrada un gran 
corpus de texto y produce un espacio 
vectorial multidimensional, asignándosele 
a cada palabra en el corpus, un vector 
correspondiente en el espacio. Los 
vectores de palabras se ubican en el 
espacio vectorial de forma tal que las 
palabras que comparten contextos 
comunes en el corpus se ubican muy 
cerca la una de la otra en el espacio[6] 
Esta y otras técnicas similares se 
estudiarán conformando un modelo apto 
para realizar el procesamiento de texto. 
En la presente investigación se realizará 
el análisis de similitud de textos con 
entrenamiento de los respectivos  
modelos,  enfocados en documentos 
cuyos temas están relacionados al ámbito 
de las ciencias de la computación y serán 
analizados mediante entornos aptos para 
utilizar técnicas de aprendizaje profundo 
en  el procesamiento de texto. 
En este contexto existen diferentes 
entornos de software de aprendizaje de 
máquina que permiten el procesamiento 
de dichos datos. 
Para el tratamiento y análisis de los datos, 
se prevé utilizar, entre otras herramientas 
libres: 
 KNIME ANALYTICS 3.5.2: Con la 
integración KNIME Deeplearning4J o 
DL4J versión 0.9.1 permite utilizar 
redes neuronales profundas.Se descarga 
de https://www.knime.com 
 GENSIM: (librería de Python): 
Desarrollado originalmente por Radim 
ěehůĜek. Gensim está bajo la licencia 
GNU LGPLv2.1 aprobada por OSI. Se 
descarga de https://radimrehurek.com 
/gensim/install.html 
 TENSORFLOW: (librería de Python): 
desarrollado originalmente por 
investigadores e ingenieros del equipo 
Brain de Google dentro de la 
organización de investigación en 
Inteligencia Artificial de Google para 
realizar investigaciones de aprendizaje 
automático y redes neuronales 
profundas. Se descarga de 
https://www.tensorflow.org 
En particular esta propuesta pretende una 
comparación de rendimiento analizando 
la similitud de documentos, entre el uso 
del módulo de aprendizaje profundo 
existente en la herramienta KNIME 
ANALYTICS 3.5.2 DL4J 0.9.1, La 
extensión consiste en un conjunto de 
nodos nuevos que permiten ensamblar de 
forma modular una arquitectura de red 
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neuronal profunda, entrenar la red con 
datos y utilizar la red capacitada para las 
predicciones. Además, es posible 
escribir/leer una red entrenada o sin 
entrenar hacia/desde un disco que permite 
compartir y reutilizar las redes creadas 
[7]. 
Utilizando la posibilidad de este último 
de extender sus capacidades mediante el 
uso de DL4J 0.9.1 se pretende compararla 
con el uso de una biblioteca de propósitos 
específicos como GENSIM. 
GENSIM es un robusto conjunto de 
herramientas de modelado de temas y 
modelado de espacios vectoriales de 
código abierto implementado en Python. 
Utiliza NumPy, SciPy y, opcionalmente, 
Cython para el rendimiento. GENSIM 
está específicamente diseñado para 
manejar grandes colecciones de texto, 
usando transmisión de datos y algoritmos 
incrementales eficientes, lo que lo 
diferencia de la mayoría de los otros 
paquetes de software científico que solo 
se enfocan en procesamiento por lotes y 
en memoria [8]. 
Sin embargo, GENSIM no permiten 
utilizar el paralelismo aportado por la 
GPU de los actuales equipos de hardware. 
Aun así, ha demostrado un gran 
rendimiento en estudios previos. A 
diferencia de esta última KNIME admite 
GPU y esta posibilidad será explotada en 
la presente investigación.  
La última instancia de comparación habrá 
de darse desde el uso de redes recurrentes 
contenidas en el entorno de software 
TENSORFLOW. 
TensorFlow es una biblioteca de software 
de código abierto para el cálculo 
numérico utilizando gráficos de flujo de 
datos. Los nodos en el gráfico representan 
operaciones matemáticas, mientras que 
los bordes del gráfico representan los 
conjuntos de datos multidimensionales 
(tensores) comunicados entre ellos. Su 
arquitectura flexible permite implementar 
cálculos en una o más CPU o GPU de una 
computadora de escritorio, servidor o 
dispositivo móvil con una sola API. 
TensorFlow fue desarrollado 
originalmente por investigadores e 
ingenieros del equipo Brain de Google 
dentro de la organización de investigación 
de Inteligencia Artificial de Google para 
realizar investigaciones de aprendizaje 
automático y redes neuronales profundas, 
pero el sistema es lo suficientemente 
general como para aplicarse en una 
amplia variedad de otros dominios [8]. 
Para efectuar el correspondiente 
entrenamiento, se hará uso de una gran 
cantidad de datos de reservorios 
existentes en internet y se realizará su 
posterior testeo con material provisto en 
el marco del proyecto de investigación. 
 
2. LÍNEAS DE INVESTIGACIÓN 
Y DESARROLLO 
En el marco de la investigación se 
pretende:  
 Analizar y describir el conjunto de 
estudios y prácticas requeridos en 
Ciencia de Datos. 
 Construir y validar las diferentes 
instancias de modelación para la 
evaluación de similitudes de 
documentos de texto, en el mismo 
entorno de hardware. 
 Estudiar y analizar los diferentes 
resultados conforme las diferentes 
capacidades de visualización existentes 
en las herramientas. 
 
 
3. RESULTADOS ESPERADOS 
A los efectos de la utilización del 
hardware y software correspondiente, se 
XX Workshop de Investigadores en Ciencias de la Computacio´n 249
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
prevé la ejecución y prueba, en forma 
simultánea de diferentes ejemplos de 
aplicación en los tres entornos de 
software (centrados u operados desde la 
interfaz de usuario de KNIME 
ANALYTICS) y sobre una plataforma de 
hardware con multiprocesamiento a nivel 
de CPU y GPU computing. De esta 
aplicación se espera encontrar mejoras en 
la instancia programada sobre GPU 
computing basada en el modelo de 
aprendizaje Redes Neuronales 
Recurrentes. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
La presente propuesta da continuidad a 
los proyectos que la contienen y desde allí 
se ha dado la posibilidad de obtener becas 
de investigación de alumnos avanzados 
actualmente en ejecución, así como la 
conclusión y propuestas de nuevos 
trabajos finales de grado y posgrado lo 
que sin dudas mejora la calidad y perfil 
de cada uno de los integrantes del grupo 
de trabajo Esto permitirá el 
enriquecimiento de los distintos espacios 
curriculares de los que son responsables 
los diferentes integrantes del proyecto. 
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RESUMEN 
La transformación digital brinda la 
oportunidad de utilizar la tecnología para 
llegar a nuevos nichos de mercado, pero 
también plantea un enorme desafío. Las 
empresas se encuentran transitando el camino 
de sumar tecnología digital a su actual 
modelo, proyectando aumentar la rentabilidad 
proveniente de la fuerte expansión del 
crecimiento y alcanzar mayor eficiencia 
operativa. 
Esta situación implica un gran riesgo para el 
modelo de empresa que está migrando o 
incorporando las nuevas tecnologías, ya que si 
no disponen de una arquitectura integrada, no 
podrán adaptarse al nuevo contexto quedando 
en situación desfavorable respecto al 
mercado, en el que la innovación tecnológica 
genera feroz competencia.  
No obstante la tecnología por sí sola no 
optimiza las decisiones, es necesario instalar 
la “cultura digital” y concientizar a los 
gerentes y tomadores de decisiones sobre el 
potencial que reside en los datos y la 
necesidad de un programa que asegure la 
calidad, integridad y usabilidad de los datos 
corporativos, con equipos de tecnología y 
negocios trabajando en conjunto.  
Se propone entonces relevar la situación 
actual y construir una Arquitectura de 
Inteligencia de Negocios para ambientes 
digitales (DBI: Digital Business Intelligence), 
que eleve el nivel de madurez tecnológica 
para optimizar la toma de decisiones 
empresariales. 
 
Palabras clave: Business intelligence, 
arquitectura de BI, Calidad de datos, 
Datawarehouse, Big Data, Analytics, Data 




La investigación que se reporta está radicada 
en el Departamento de Sistemas de la 
Universidad CAECE, República Argentina, 
aprobada por R.R. 388/2017 para el período 
2018-2019 con fecha de inicio 1º de abril de 
2018.  
Se trata de un Proyecto inter sedes ya que 
participarán investigadores radicados en la 
Sede Central y en la Subsede Mar del Plata 
que tendrá impacto en carreras de grado y 
posgrado del Departamento.  
 
1. INTRODUCCIÓN 
Los modelos de negocio son pautas 
esquemáticas que describen la manera en que 
las empresas crean y producen valor para sus 
clientes y el motor económico que le permite 
alcanzar sus objetivos, cualesquiera sean 
ellos, y en especial los de rentabilidad y 
crecimiento.  
Inteligencia de Negocios o Business 
Intelligence (término acuñado alrededor de 
2005 por Howard Dresner de Gartner, 
consultora internacional especializada en 
Tecnología de la Información y 
Comunicación) describe un conjunto de 
conceptos y métodos que mejoran la toma de 
decisiones utilizando información sobre 
hechos ya sucedidos; las tecnologías y 
metodologías BI permiten convertir datos en 
información para descubrir conocimiento. 
La identidad digital se define como el 
conjunto de rasgos que caracterizan a un 
individuo o colectivo en un entorno 
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tecnológico. La arquitectura de BI se define 
como la combinación de tecnología, 
herramientas y procesos que permiten 
transformar los datos en información, esta 
información en conocimiento y este 
conocimiento dirigido a un plan o una 
estrategia comercial dentro del modelo de 
negocio.  
La inteligencia de negocios es parte de la 
estrategia empresarial que permite optimizar 
la utilización de recursos, monitorear el 
cumplimiento de los objetivos de la empresa y 
la capacidad de tomar buenas decisiones para 
así obtener mejores resultados. 
El mercado de la Inteligencia de Negocios 
actualmente vale cientos de millones de 
dólares y se está expandiendo. La lista de 
proveedores de plataformas líderes contiene 
reconocidas empresas como Microsoft, IBM, 
SAP y Oracle, también empresas 
especialistas: Tableau Software, QlikTech, 
Tibco Software, Information Builders, etc. 
Si bien parece que el éxito estaría asegurado, 
muchos proyectos de BI han fracasado, no 
tanto por la tecnología sino más bien porque 
la organización no supo adaptar su cultura a 
una nueva forma de gestionar (por falta de 
procesos integrados) o porque el equipo de 
tecnología no logró garantizar un gobierno de 
datos (no se trata sólo de acceder a la base de 
datos, es necesario comprender los metadatos 
y cómo se presenta la información). Estas son 
algunas de las causas que motivan la pérdida 
de confianza en los niveles decisorios, 
independientemente que se haya incorporado 
la última y más novedosa tecnología. 
Estamos transitando la era Digital, la práctica 
del negocio está cambiando. En este nuevo 
escenario la única forma de tomar decisiones 
acertadas es cuando se dispone de 
información objetiva, repetible, accesible y 
veraz entre otros atributos, y en tiempo real. 
Las empresas reconocen que el camino que 
deben transitar es el de la innovación 
tecnológica que permita mejorar los 
indicadores de penetración e inclusión.  
De hecho se está dando un gran crecimiento 
de empresas digitales, tal es el caso de las 
Fintech (contracción de las palabras inglesas 
finance y technology), Bancos digitales, 
Retail digital, Portales de comercio 
electrónico (incluso algunos que generan 
negocios sin disponer de contenidos, ni stock 
de mercaderías, etc,).  
No obstante, algunas de las preguntas que 
surgen son: ¿Están preparadas las empresas 
para asumir el costo de inversión en 
tecnología o el desarrollo de equipos técnicos 
profesionales capaces de alcanzar este 
objetivo? ¿Están integrados los procesos, 
existen bases de datos estructurados y no 
estructurados conectados, o son islas 
agregadas a los modelos tradicionales de 
datawarehouse?, ¿Existe la “Cultura de 
Datos” en las empresas, entienden la 
necesidad de datos limpios y el concepto de 
“calidad de datos”? ¿Entiende la alta 
dirección empresarial que el éxito de las 
decisiones tomadas depende de estas 
Arquitecturas BI?  
Esta investigación relevará la situación actual, 
necesidades y aportará soluciones para 
acompañar a las empresas a transitar ese 
camino que puede implicar, además de 
software específico, la incorporación de 
almacenes corporativos del tipo 
Datawarehouse y la aplicación de técnicas 
tradicionales de Data Mining o de Big Data. 
 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
Se ha definido como Problema a investigar el 
nivel de madurez de los entornos tecnológicos 
digitales en relación a los grandes volúmenes 
de datos recopilados con el fin de poder 
proponer una Arquitectura de BI que 
construya la identidad digital del 
cliente/usuario, mediante la integración de 
almacenes de bases de datos estructurados, las 
plataformas de almacenamiento de datos no 
estructurados, las herramientas de Big Data 
para su explotación, y las técnicas estadísticas 
y de Inteligencia Artificial que trasforman 
esos datos en conocimiento, bajo un programa 
que implemente reglas y políticas que 
aseguran el gobierno de esos datos 
corporativos.  
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Se propone evaluar cómo incide ello en la 
toma de decisiones empresariales y en la 
potencialidad para nuevos negocios 
innovadores. 
La propuesta es utilizar técnicas de I + D, de 
tipo cualitativas y cuantitativas, que permitan 
obtener resultados fiables y útiles para 
determinar el grado de aplicación de ésta 
arquitectura y su impacto en la toma de 
decisiones empresariales en ambiente digital, 
basando la investigación en la participación 
de los propios colectivos a investigar.  
 
3. RESULTADOS ESPERADOS 
Se ha planteado como uno de los objetivos 
específicos del proyecto relevar las 
arquitecturas BI implementadas en las 
empresas, especialmente en cuanto a la 
integración de datos estructurados y no 
estructurados, a la calidad de sus datos, a las 
herramientas con que cuentan de análisis y 
vinculadas a la seguridad así como también al 
nivel de adaptación al entorno digital. 
Se espera conocer el nivel de madurez en el 
gobierno de datos de las empresas de modo de 
poder identificar y analizar los motivos y las 
debilidades de las empresas con menor nivel 
de madurez tecnológica y de calidad de datos, 
para evaluar el impacto en la toma de 
decisiones. 
En base a los resultados de las actividades 
mencionadas anteriormente se buscará aportar 
insumos para la conformación de un equipo 
de management, integrado por personas de 
tecnología y de las áreas de negocio, cuya 
misión sea asegurar calidad, integridad y 
usabilidad de los datos corporativos para 
tomar decisiones más certeras; diseñar una 
arquitectura de BI que incluya el ecosistema 
de datos corporativos, plataformas (para 
explotación y almacenamiento de datos 
estructurados y no estructurados), 
herramientas de análisis y visualización, 
aplicación de técnicas estadísticas y de 
inteligencia artificial, interpretación de 
resultados y puesta en producción para ser 
explotadas por usuarios, alta gerencia y 
ejecutivos, con un objetivo final en común 
que sea maximizar la eficiencia en la toma de 
decisiones. 
Como derrame se podrá proponer un plan de 
acción que incluya actividades tales como la 
vinculación de profesionales y 
organizaciones, la incorporación en prácticas 
profesionales supervisadas a los alumnos de 
la Universidad, el relevamiento del mercado 
empresarial digital, el relevamiento de 
arquitectura BI en el mercado digital, la 
evaluación del status BI digital, el análisis de 
debilidades y propuesta para mejorarlo, la 
comunicación a las organizaciones de los 
resultados obtenidos, la implementación de 
arquitecturas BI propuestas y la evaluación de 
resultados mediante métricas y validaciones 
empíricas, lo cual permitirá recomendar 
correcciones y mejoras. 
Se espera así, que los logros alcanzados por 
este Proyecto, además de generar 
conocimiento empresarial útil para las 
organizaciones que se estudien, fortalezcan la 
relación Universidad-Empresas, contribuyan 
con insumos de investigación y de práctica 
profesional a la Maestría en Ciencias de Datos 
e Innovación Empresarial e impacten 
positivamente en las carreras de grado 
Ingeniería en Sistemas y Licenciatura en 
Sistemas, en especial en la asignatura 
Inteligencia de Negocios. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
El grupo de investigación DBI (Digital 
Business Intelligence) está integrado por 
profesores del Departamento de Sistemas, 
docentes de la asignatura Inteligencia de 
Negocios de las carreras de grado Ingeniería y 
Licenciatura en Sistemas y de la Maestría en 
Ciencias de Datos e Innovación Empresarial, 
que toman como insumo académico lo 
producido en el marco de los Proyectos de 
Investigación que desarrollan.  
Las investigaciones en curso del 
Departamento de Sistemas son propuestas 
cada año a los estudiantes como espacios de 
desarrollo de sus trabajos finales. Con este 
Proyecto en particular, se espera, además, 
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aportar organizaciones dónde los estudiantes 
avanzados puedan realizar sus prácticas 
profesionales. 
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Las Técnicas de Recuperación de Información 
que responden a inquietudes puntuales, se han 
hecho populares gracias a los buscadores 
ofrecidos gratuitamente a quienes recurren al 
Internet. Y no se hace referencia únicamente a 
grandes repositorios, sino también a medianos 
y pequeños, con miles de documentos, donde 
también es un inconveniente la localización 
del documento o los documentos que 
respondan a la inquietud del Usuario. 
El grupo posee sus propios motores 
orientados a corpus estáticos. De las diversas 
concepciones existentes ha prestado especial 
atención a la indexación semántica latente 
conocidas por sus siglas LSI. 
Una vez construidos los motores las líneas de 
investigación se han orientado a enfoques que 
permitan acelerar los mismos tanto en la 
búsqueda como en los preprocesos. 
Uno de ellos es el uso del procesamiento 
paralelo, tanto en clúster de máquinas como 
en el uso de placas de video. 
La técnica LSI es particularmente dependiente 
en su preproceso de un eficiente cálculo de 
autovalores y autovectores de matrices de 
gran tamaño, lo que hace incluir en nuestra 
temática el cálculo numérico. 
Se investiga si es factible acelerar la selección 
de los documentos que responden a un 
requerimiento por medio de un particionado 
del corpus basándose en criterios de similitud 
propia de minería de datos y técnicas de 
selección de la parte usando redes neuronales. 
En este sentido se exponen distintas líneas de 
trabajo a seguir, teniendo como objetivo 
diseñar, implementar y probar modificaciones 
en los procesos de filtrado y ordenamiento de 
documentos, en un Sistema de Recuperación 
de Información (SRI), aplicando algoritmos 
de clustering tradicionales. 
Palabras claves: Examinar, Indexar, Buscar, 
SRI, LSI, Minería de Datos, Agrupamiento, 
Algoritmos de Clasificación (Browse, 
Indexing, Search) 
Contexto 
Esta propuesta de trabajo se lleva cabo dentro 
de dos proyectos de investigación 
“Optimización de la Recuperación de 
Documentos, usando como técnica base el 
LSI (Lematización Semántica Latente)”, y el 
proyecto “Uso de Minería de Datos para 
acelerar la recuperación de documento” 
Los cuales son desarrollados por el grupo de 
investigación del Departamento de Ingeniería 
e Investigaciones Tecnológicas de la 
Universidad Nacional de La Matanza, en el 
marco de investigación del programa 
PROINCE.  
1.Introducción 
Los contenidos de los documentos digitales 
hoy en día, son una materia prima muy 
valiosa, tanto para empresas u organizaciones 
como para simples usuarios. Es por esto que 
en la Sociedad de la Información se destinan 
gran cantidad de recursos en almacenar 
grandes volúmenes de documentos, 
organizarlos para luego recuperar los 
adecuados, debido entre otras cosas, a la 
explosión en el número de fuentes de 
información disponibles en Internet que 
sobrepasa a toda información manual. 
También hay conjuntos de documentos 
Recuperación de la Información 
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cerrados, por ejemplo, los legislativos, las 
obras de filósofos famoso, sobre los cuales se 
desean efectuar consultas puntuales.  
Este es uno de los motivos por lo que, desde 
hace años, se dispone de los denominados 
Sistemas de Recuperación de Información 
(SRI o IRS en inglés Information Retrieval 
Systems), que permiten almacenar, buscar y 
mantener documentos, extendiendo esto a 
textos, imágenes, vídeos, audios y otros 
objetos multimedia, los cuales, utilizan 
técnicas de búsqueda relativas a su contenido, 
que son específicas para cada tipo de 
información.   
Para evitar una dispersión en un grupo 
humano pequeño, los proyectos se han 
centrado sobre información textual en español  
Las manifiestas similitudes existentes entre la 
recuperación de información y otras áreas 
vinculadas al procesamiento de la 
información, se repiten en el campo de los 
sistemas encargados de llevar a cabo esta 
tarea. Para Salton en [Sal86] “…la 
recuperación de información se entiende 
mejor cuando uno recuerda que la 
información procesada son documentos…”, 
con el fin de diferenciar a los sistemas 
encargados de su gestión de otro tipo de 
sistemas, como los gestores de bases de datos 
relacionales. Salton piensa que “…cualquier 
SRI puede ser descrito como un conjunto de 
ítems de información (DOCS), un conjunto de 
peticiones (REQS) y algún mecanismo 
(SIMILAR) que determine qué ítem 
satisfacen las necesidades de información 
expresadas por el usuario en la petición” 
Para poder hacer aportes originales en esta 
temática fue fundamental tener motores 
completos en estado operativo. 
El grupo ha privilegiado la metodología LSI 
porque además de su conocida habilidad para 
resolver ambigüedad, equivocidad y 
sinonimia, provee vectores descriptivos de los 
documentos y de consultas de menor 
dimensión lo que beneficia a la minería de 
datos.  
Los motores construidos son lo 
suficientemente abiertos y flexibles para ser 
utilizado en docencia y en puestos de 
investigación.  
Cada día se utilizan técnicas más avanzadas 
de análisis del contenido de los documentos 
con vistas a mejorar los tiempos de acceso a 
los documentos y la efectividad del resultado.  
Por lo tanto, el problema al que se enfrenta la 
RI se puede definir como: “Dado un conjunto 
de documentos, ordenar los documentos de 
mayor a menor según la relevancia para una 
determinada necesidad ya expresada como 
consulta, las limitaciones perceptivas del 
usuario aconsejan entregar los elementos que 
encabezan la lista”. 
Aunque una buena parte del pre proceso de 
organización y proceso de consultas recurren 
a técnicas básicas de la computación se 
pueden señalar algunas áreas que dan lugar a 
mejoras y optimizaciones las que influirán en 
la calidad de las prestaciones: 
Análisis Textual: es una práctica ya 
establecida que en lugar de recurrir a la 
presencia o no de palabras identificadas en la 
consulta dentro de los documentos, es 
conveniente reducirlas a lexemas ignorando 
deflexiones propias del desarrollo del texto, 
pero salvando un concepto común que la 
palabra encierra en sus distintas formas 
morfológicas. 
Esta actividad en sus detalles es dependiente 
del idioma y del campo de aplicación.  
Proceso del Corpus: Los coeficientes de los 
vectores que describen la temática de los 
documentos requieren un ajuste a la luz de la 
totalidad de los documentos disponibles. Esto 
en el caso del LSI requiere hallar autovalores 
y autovectores de elevada dimensión, 
problema no trivial por los errores de 
redondeo del cálculo con reales. 
Continuamente aparecen propuestas que 
intentan acelerar o mejorar tales cálculos. 
Resolución de las Consultas: Una forma de 
saber el valor de un documento frente a una 
consulta es enfrentar los vectores 
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representativos de ambos. El tiempo que 
insume la construcción de la lista ordenada 
crece con el tamaño del corpus. 
Dos líneas de trabajo surgen frente a esta 
situación: 
 Distribuir los documentos en varios 
procesadores 
 Dividir el corpus en conjuntos más 
pequeños conteniendo documentos 
“similares” y comenzar la recuperación 
por la parte más promisoria.  
Tanto en el dividir como elegir esta parte lo 
estamos encarando con técnicas de minería de 
datos. 
Los cálculos de autovalores involucran a 
todos los coeficientes de la matriz lo que crea 
un dilema y necesidad de hallar un 
compromiso entre distribuir el cálculo 
aumentando las comunicaciones entre 
procesadores, o concentrarlos para no tener 
tales recargos de tiempos. 
2. Líneas de Investigación y desarrollo 
Mejorar el trabajo con RI implica, por lo que 
se ha dicho, considerar diferentes líneas de 
investigación: 
a) Acelerar la velocidad de cómputo, 
recurriendo a un procesamiento en paralelo 
b) Subdividir el corpus en forma inteligente 
de modo tal que sin gran pérdida de 
exhaustividad se pueda resolver la consulta 
examinando una o más partes de la 
subdivisión, excluyendo a muchas de ellas. 
c) Mejorar la lematización disponible del 
idioma español, dado que la misma no da 
resultados satisfactorios.  
 
Respectivamente, se señalan las 
observaciones que serán las inquietudes 
centrales en estas líneas de investigación: 
Los sistemas que operan en gran escala deben 
recurrir necesariamente al uso en paralelo de 
varios procesadores. Se estudia la forma de 
paralelizar algunos algoritmos para acelerar 
adecuadamente los cómputos. 
Dada la posibilidad de extender la selección 
de documentos a corpus muy voluminosos, 
existen diversas ideas de subdividir el corpus 
en grupos aplicando técnicas de 
agrupamiento. Para que la subdivisión sea 
efectiva a los fines propuestos se debe agrupar 
documentos de iguales características y 
separar los que manifiestamente difieren. En 
este proyecto se pretende dominar e 
incorporar estas tecnologías a nuestro 
prototipo, con la intención de evaluar si la 
mejora en velocidad compensa una eventual 
pérdida de exhaustividad a las mismas. Las 
tecnologías que resuelve esto se conoce como 
“clustering” [Her04], de modo tal de 
disminuir el espacio de búsqueda cuando se 
procesa una consulta. El proyecto pretende 
subdividir un corpus en varios grupos o 
clúster, para realizar la búsqueda de 
documentos pertinentes a una consulta dada. 
Por lo que la hipótesis principal es que la 
utilización de técnicas de clustering y de 
aprendizaje supervisado, en un SRI, acelerará 
la obtención de documentos pertinentes. Los 
beneficios alcanzarían a los usuarios directos 
y a la reducción de recursos computacionales. 
La subdivisión encierra un riesgo de 
respuestas no exhaustivas que afecten a la 
calidad del servicio. Esto se encuentra en 
etapa de evaluación.  
Explorar a fondo las distintas alternativas que 
se presentan en las diversas etapas de esta 
solución constituyen el centro de uno de los 
proyectos en curso. 
Las mismas se pueden resumir en: 
 Elegir técnica de clustering o incluso 
diseñar una nueva. 
 Diseñar el algoritmo que oriente una 
búsqueda en particular hacia uno o varios 
de los subconjuntos. Las redes neuronales 
son una de las técnicas que se vislumbran 
como promisorias para esta tarea. 
 Proponer técnicas de evaluación en cuanto 
a cobertura lograda versus tiempo de 
respuesta. 
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Pensando en el preproceso está la 
lematizacion, esta se puede desdoblar o sea 
repartiendo a distinto procesador, distinto 
documento o inclusive repartiendo párrafos. 
La suma de presencia de lexemas en distintos 
documentos también es paralelizable. La 
transposición de la tabla documento-termino 
también es realizable en paralelo diseñando 
cuidadosamente el algoritmo. 
Objetivos Secundarios 
De lo enunciado ut-supra se desprenden los 
siguientes objetivos secundarios: 
a) Obtención de un Corpus en español, más 
voluminoso que el utilizado hasta ahora, para 
la aplicación de los algoritmos. 
b) Evaluar y proponer algoritmos de 
agrupamiento para el conjunto de documentos 
disponibles. 
c) Ajustar los modelos predictivos de tipo 
supervisados, para resolver el problema de 
clasificación. 
d) Evaluar el alcance de los resultados a 
través de las métricas propuestas. 
e) Aplicar los modelos desarrollados en 
nuevos Corpus 
3. Resultados Obtenidos/Esperados 
Las técnicas de minerías de datos en uso en 
esta línea de investigación fueron 
profundizadas en proyectos previos lo que dio 
lugar a las siguientes publicaciones:  
1- “Predicción del riesgo de abandono 
universitario utilizando métodos 
supervisados” En colaboración con Edwards, 
Diego y Pérez, Silvia (UNLaM). Trabajo 
presentado en el Workshop de la V Jornadas 
Nacionales y I Latinoamericanas de Ingreso y 
Permanencia en Carreras Científico – 
Tecnológicas. Facultad Regional Bahía 
Blanca. Universidad Tecnológica Nacional. 
Bahía Blanca. Mayo de 2016. IPECyT 2016  
2- “Modelos de minería de datos para el 
diagnóstico de enfermedad de Parkinson 
mediante el análisis de voz”. En colaboración 
con el Ing. Osvaldo Spositto, Ing. Gabriel 
Blanco, Mg. Mónica Giuliano y el Ing. Luis 
Fernández (UNLaM). Trabajo presentado en 
el Workshop del V Congreso Nacional de 
Ingeniería en Informática/Sistemas de 
Información. Publicación en línea - ISSN. 
CONAIISI 2017. Santa Fe. Argentina. 
 3- “Comparación de Algoritmos de 
Aprendizaje Supervisado para la obtención de 
perfiles de alumnos desertores”. En 
colaboración con el Ing. Osvaldo Spositto 
(UNLaM). Trabajo presentado en el 
Workshop del IV Congreso Nacional de 
Ingeniería en Informática/Sistemas de 
Información. Publicación en línea - ISSN 
2347-0372. CONAIISI 2016. Salta. Argentina  
4- “Una paralización del método de 
Householder” En colaboración con el Ing. 
Osvaldo Spositto, Ing. Hugo Ryckeboer. 
(UNLaM). Trabajo presentado en el XXII 
Congreso Argentino de Ciencias de la 
Computación- CACIC 2016- Universidad 
Nacional de San Luis San Luis.  
En el marco de la línea de investigación para 
acelerar la velocidad de cómputo, recurriendo 
a un procesamiento en paralelo a lo que 
respecta a la lematización del idioma español 
disponible que no daba resultados 
satisfactorios, se puede concluir que con el 
uso de los hilos se realiza un procesamiento 
más rápido que con la forma secuencial.  
Finalmente, respecto a los sistemas que 
operan en gran escala, estos deben recurrir 
necesariamente al uso en paralelo de varios 
procesadores. La utilización de los GPU, es el 
acelerador dominante para realizar 
procesamiento de cálculos en paralelo, 
principalmente en matrices, ello tuvo un 
resultado positivo: los tiempos bajan 
drásticamente comparando un proceso 
secuencial en una Pc típica de escritorio 
contra el procesamiento sobre cualquiera de 
las GPU. 
En cuanto a la comparación entre las 
diferentes GPU, se observa que los mejores 
tiempos se obtuvieron para la GPU R9 390X.  
A medida que haya más documentos, la 
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diferencia de tiempos entre cada una de ellas 
se va notando considerablemente. 
Los documentos de un Corpus son 
transformados en vectores descriptivos. Una 
consulta de usuario es también convertida en 
otro vector descriptivo. Para obtener un 
documento que satisfaga la necesidad de 
información del usuario, el vector de la 
consulta se debe enfrentar con todo el corpus, 
en búsqueda de similitudes. Este proceso 
genera un índice de relevancia, que será la 
salida que recibe el usuario, en forma de lista 
ponderada. Dividir el Corpus, de modo tal de 
poder desechar uno o más grupos, debería 
acelerar la búsqueda. 
4. Formación de Recursos Humanos 
Resultados en cuanto a la producción de 
conocimiento: 
Disponer de un buen lematizador del español 
es una contribución al estado del 
conocimiento en Recuperación de 
Información en lengua española. 
Resultados en cuanto a la difusión de 
resultados:  
Del mismo modo que en el proyecto 
precedente se puso un Motor de Búsqueda a 
disposición de toda la comunidad académica, 
se hará lo mismo con el lematizador español. 
Los resultados en materia de lematización y 
del uso de “clusters” de computadoras, serán 
expuestos en Congresos/Revistas. 
Los lematizadores no exponen normalmente 
la metodología con la cual los diseñaron, con 
lo cual, la exposición de estos detalles, puede 
ser valiosa para profesionales de otras 
lenguas. 
El armado de “clusters” obliga a resolver 
problemas prácticos de conexión y 
administración, lo que puede acortar el 
camino a otros investigadores que se inicien 
en el tema. 
Los profesionales de Informática disponen de 
baja formación lingüística, de modo tal que su 
participación en este proyecto les abrió 
nuevos campos de actividades: la lingüística 
computacional, el manejo de semántica, 
traducción automática. Todas estas 
actividades requieren un adecuado manejo 
morfológico del lenguaje.   
Respecto a la minería de Datos se utilizaron 
parte de los conocimientos en 2 trabajos de 
tesis desarrolladas en sendas maestrías en 
informática: 
Tesis aprobada: El Soporte Informático y su 
Aporte para la Inclusión Universitaria 
Tesis en curso: Estudio Comparativo 
de Técnicas de Minería de Datos para la 
predicción de deserción universitaria 
Resultados en cuanto a transferencia hacia 
las actividades de docencia y extensión: 
Los sistemas de IR son eficaces en la medida 
que diseñen buenas estructuras de datos. Estas 
son estudiadas en materias intermedias de la 
Ingeniería de Sistemas, poder ilustrar su uso 
práctico, beneficiará a los estudiantes. 
Del mismo modo, el uso de clusters ilustra los 
tópicos más avanzados de la Arquitectura de 
Computadoras, que también integran el Plan 
de Estudios. 
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En los últimos años, a raíz de la aplicación de 
las tecnologías de la información, se ha 
producido la proliferación masiva de datos, lo 
que dificulta a los científicos, empresas y 
organizaciones mantenerse al día con los 
resultados y tecnologías desarrolladas, 
llevando a que se malgaste tiempo, esfuerzo y 
recursos  
Actualmente se puede contar con grandes 
repositorios de datos disponibles a costos 
bajos e incluso gratuitos, listos para ser 
explotados por procesos informacionales.  
A partir de este aumento de información, se 
da la necesidad de extraer de ella patrones, 
tendencias y/o conocimiento de forma rápida 
y eficiente, para lo cual los métodos 
tradicionales han tenido que evolucionar en 
busca de rendimiento y escalabilidad. El gran 
contenido de valor que genera este tipo de 
información está permitiendo a las 
organizaciones una mejora en la toma de sus 
decisiones, lo que conlleva a la obtención de 
ventajas competitivas en los diferentes 
campos de acción. 
Este impacto social y la rápida evolución de 
las tecnologías determinan también una nueva 
visión en el Derecho, que ha procurado 
responder a esta realidad como responsable 
por garantizar el uso adecuado de aquéllas en 
beneficio de la sociedad en general, y por la 
necesidad de satisfacer adecuadamente a las 
demandas de la sociedad que exige a los 
operadores del derecho, tanto judiciales como 
legislativos, respuestas más rápidas, más 
acertadas y en mayor cantidad, lo que hace 
que el estudio de herramientas informáticas 
aplicadas al mundo jurídico suponga una 
acción muy importante, dentro del sector 
informático. 
Por esta razón, este proyecto propone una 
investigación exploratoria del modelado y 
visualización de Big Data para 
documentación y datos jurídicos, basado en la 
tarea de realizar la recolección, análisis y 
crítica de los diferentes métodos propuestos 
en la literatura sobre el manejo de grandes 
volúmenes de datos en el proceso de 
razonamiento y respuesta a consultas, y su 
consolidación en un trabajo que relacione 
estas perspectivas diferentes, analizando las 
ventajas y desventajas, así como los retos de 
implementación que presentan. 
 
Palabras clave: BigData, datos jurídicos, 




La facultad de Ciencias para la Innovación y 
el Desarrollo de la Universidad Católica de 
Santiago del Estero impulsa la 
implementación de proyectos que apuntan a 
incentivar la investigación desde las cátedras 
promoviendo la interacción vertical y 
horizontal entre ellas, y posibilitando a los 
docentes obtener resultados que puedan ser 
aplicados en las aulas. 
Por ello es que, a fines del año 2017, desde 
las asignaturas de Programación I, Estructuras 
de Datos y Análisis Numérico surge el 
proyecto “Big Data: Modelado y 
visualización de grandes volúmenes de datos 
jurídicos” con el objetivo de promover la 
investigación aplicada, la formación de 
recursos humanos, la innovación de los 
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contenidos de las cátedras y de las prácticas 
profesionales. 
Este artículo presenta una línea de 
investigación que surge de ese proyecto, ante 
la necesidad de los operadores del derecho de 
disponer de instrumentos capaces de brindar 
el aprovechamiento de las oportunidades que 
genera el Big Data como herramienta 
predictiva y en la tarea de toma de decisiones.  
 
1. INTRODUCCIÓN 
La gran cantidad de información disponible y 
su heterogeneidad han sobrepasado la 
capacidad de las tecnologías actuales de 
gestión de datos. El tratamiento con grandes 
volúmenes de datos estructurados y no 
estructurados, a menudo referido como Big 
Data, es un tema de investigación de 
actualidad así como un importante desafío 
tecnológico.  
Por tratarse de un fenómeno reciente, Big 
Data no se halla todavía suficientemente 
delimitado, aunque se puede encontrar varios 
puntos en común entre las definiciones 
planteadas por la comunidad académica, los 
técnicos y los profesionales especializados en 
el área. McKinsey [1] ofrece una definición 
“intencionalmente subjetiva” y dinámica a 
partir de las limitaciones tecnológicas en la 
actualidad: “Big Data refiere a un conjunto de 
datos cuyo tamaño está más allá de la 
capacidad que tienen los software de base de 
datos para capturar, almacenar, administrar y 
analizar”. De esta manera, a medida que la 
frontera tecnológica se va modificando, el 
tamaño del conjunto de datos que califica 
como Big Data también irá cambiando. Se 
habla de Big Data cuando el tamaño se vuelve 
el principal problema. Si bien el volumen es 
un punto en común entre los especialistas que 
definen Big Data, otros conceptos incorporan 
más dimensiones al análisis. Gartner [2] y UN 
Global Pulse [3] suelen caracterizar el tema a 
partir de los desafíos que Big Data representa 
no sólo a partir del volumen, sino también de 
la variedad de la información y la velocidad 
de su tratamiento 1 , incluso dándole mayor 
importancia a estas últimas. Con variedad se 
suele hacer referencia a la heterogeneidad de 
la representación e interpretación semántica 
de los datos, es decir que no están 
directamente listos para ser integrados a una 
aplicación; mientras que con velocidad se 
hace referencia tanto a la frecuencia de los 
datos como al tiempo de respuesta: la 
importancia reside en la velocidad del 
feedback, utilizando los datos para la toma de 
decisiones. 
En sus primeros años, la informática jurídica 
fue, sustancialmente, informática documental, 
y abarca la creación, gestión y recuperación 
de datos en bancos de datos que contienen 
informaciones específicamente jurídicas, tales 
como leyes, doctrina y jurisprudencia, que fue 
recibida de buen grado por abogados y 
juristas. 
Pero ante la existencia de un gran volumen de 
documentos e informaciones jurídicas, es 
necesario que los operadores del derecho 
dispongan de instrumentos capaces de brindar 
las oportunidades que genera el Big Data, 
como una herramienta predictiva de auxilio a 
sus tareas decisorias. 
Frente a este desafío surgen las siguientes 
preguntas: ¿se encuentra el país, y en 
particular los poderes judiciales provinciales, 
en condiciones de aprovechar los beneficios 
que promete esta nueva fase de grandes 
volúmenes de datos, basados en el 
conocimiento?; si el análisis de grandes datos 
requiere de una base tecnológico-
comunicacional: ¿están los poderes judiciales 
en condiciones de dar respuesta a esta 
exigencia?; ¿cómo impacta el escaso 
desarrollo local de infraestructura de alta 
complejidad para el desarrollo de Big Data? 
  
2. LINEAS DE INVESTIGACIÓN Y 
DESARROLLO 
La línea de investigación del presente trabajo 
tiene como eje central el estudio y análisis de 
                                                          
1
 Volumen, Velocidad y Variedad, tres términos 
conocidos como las 3 Vs 
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las técnicas de visualización de grandes 
volúmenes de datos jurídicos. 
Entre los supuestos que guían el proyecto se 
encuentran:  
 En las últimas décadas, el sector de 
servicios de informática e información 
de la Argentina se posicionó entre los 
más dinámicos de la región [4], por lo 
que existen capacidades técnicas 
reales y potenciales que permiten 
aprovechar este avance. 
 Asociados al fenómeno del Big Data 
existen tres tipos de problemas: 
tecnológicos, relacionados con el 
almacenamiento, la seguridad y el 
análisis de los volúmenes crecientes 
de datos; comerciales, relacionados 
con el valor añadido que se puede 
generar; y sociales, relacionados con 
la privacidad de la información 
personal [5].  
 Los retos que genera Big Data están 
asociados a cambios de paradigma que 
implican una mayor importancia de la 
disponibilidad y el acceso a los datos, 
aceptación de ciertos niveles de 
imprecisión y desorden, y 
concentración en las correlaciones. [6] 
Se trabajará en modelos de repositorios 
institucionales que se ajusten a los 
requerimientos de visualización de Big Data 
de carácter jurídico. 
 
3. RESULTADOS ESPERADOS 
Considerando que el mercado general de Big 
Data en Argentina muestra una demanda 
escasa y de baja complejidad, explicado en 
parte por la falta de conocimiento sobre el 
tema, problemas institucionales y limitaciones 
de infraestructura [7], el objetivo general del 
proyecto es realizar un estudio y análisis de 
técnicas de modelado y visualización de 
grandes volúmenes de datos jurídicos. 
Este objetivo general se desarrollará mediante 
los siguientes objetivos específicos: 
 Entender la problemática de la gestión 
del Big Data. 
 Identificar las características más 
relevantes en la gestión de Big Data 
que deben guiar la elección de una 
solución para el ámbito jurídico. 
 Analizar las principales herramientas 
de gestión de Big Data existentes en el 
mercado. 
 Identificar los modelos más adecuados 
para el problema de los grandes 
volúmenes de datos jurídicos. 
 Adquirir conocimientos específicos 
sobre el uso de Big Data para la toma 
de decisiones. 
 Emplear herramientas de 
modelización de grandes volúmenes 
de datos y documentación del ámbito 
jurídico. 
Para alcanzar el objetivo planteado, se 
llevarán a cabo las actividades siguientes: 
 Buscar, recopilar y clasificar 
publicaciones, artículos y libros relacionados 
con la problemática planteada. 
 Investigar los recursos técnicos 
existentes en el mercado, estudiando las 
metodologías de modelado, las plataformas y 
software para el tratamiento de Big Data y los 
diferentes métodos de visualización, 
estableciendo una comparación entre ellos. 
 Identificar las características más 
relevantes de la gestión de Big Data que 
deben guiar la elección de una solución 
arquitectónica para datos jurídicos, 
seleccionando los modelos estadísticos o de 
aprendizaje automatizado más adecuados para 
el problema. 
 Validar la solución escogida, 
evaluando el impacto de la utilización de Big 
Data en el ámbito jurídico. 
Se espera que los resultados de esta 
investigación se incorporen a los contenidos 
de las cátedras relacionadas y al espacio 
curricular correspondiente. 
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Como resultados indirectos se espera la 
consolidación del grupo de investigación, la 
formación de nuevos investigadores y la 
motivación y entrenamiento en investigación 
de los estudiantes de grado. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
El grupo de trabajo está conformado por tres 
docentes de la carrera de Ingeniería en 
Informática, con dedicación simple. 
El grupo hace difusión y formación de 
recursos humanos desde las cátedras: 
Programación I, Estructura de Datos y 
Análisis Numérico. 
Asimismo, se considera de gran interés la 
incorporación de becarios, para motivar a los 
alumnos de la carrera de Ingeniería en 
Informática a realizar su trabajo final de grado 
en el área de este proyecto. 
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El desarrollo de procesos de explotación de 
información aplicado a la recuperación de 
producciones científico-tecnológicas, exige 
resolver problemáticas específicas 
relacionadas con las entidades del dominio, 
tales como publicaciones, instituciones, y 
autores. 
Continuando con la línea general de este grupo 
de investigación, este trabajo aborda dos 
problemáticas actuales para la adecuada 
gestión de un servicio de recuperación de 
información en general, y del área de las 
Ciencias de la Computación en particular. 
Estas problemáticas incluyen la 
desambiguación y la recomendación de 
entidades asociadas a las producciones 
cientifico-tecnológicas. 
El abordaje propuesto de estas problemáticas 
se enfoca principalmente en la aplicación de 
técnicas como el Procesamiento de Lenguaje 
Natural, Aprendizaje de Máquina y Análisis de 
Redes Sociales. 
Estas propuestas prevén la evaluación 
experimental en el contexto de un servicio de 
metabuscador de publicaciones científicas del 
área de las Ciencias de la Computación, 
desarrollado y mantenido por este grupo de 
investigación. 
Mediante este trabajo se pretende contribuir en 
la mejora del desempeño de procesos actuales 
de explotación de información asociados a la 
recuperación de producciones científico-
tecnológicas. 
 
Palabras clave: producciones científico-
tecnológicas, recuperación de información, 
desambiguación, recomendación 
CONTEXTO 
Está línea de investigación articula el 
Programa de Investigación en Computación 
(PICom) de la Facultad de Ciencias Exactas 
Químicas y Naturales, Universidad Nacional 
de Misiones (FCEQyN/UNaM) con el grupo 
de investigación Soft Management of Internet 
and Learning (SMILe) de la Universidad de 
Castilla-La Mancha, España, y con el 
Departamento de Matemáticas de la 
Universidad de Sonora, México. 
1 INTRODUCCIÓN 
La recuperación de producciones científico-
tecnológicas de relevancia a través de la web 
es uno de los desafíos actuales que involucra la 
actividad científica. El volumen de 
publicaciones disponibles, la variedad de 
fuentes y los datos que se generan a partir de la 
interacción entre publicaciones, autores y 
demás entidades involucradas, constituyen los 
ejes de este problema. En la actualidad, existen 
distintas alternativas que permiten a los 
usuarios acceder a tales contenidos, parte de 
ellas son las herramientas de búsqueda web y 
los repositorios digitales. 
 
Este tipo de herramientas, se encuentran en 
auge en la actualidad. En particular, el área de 
las Ciencias de la Computación agrupa 
organizaciones que implementan servicios de 
búsqueda de algún tipo [1], [2] como son los 
repositorios de instituciones como ACM, 
IEEE, Elsevier, Springer, ArXiv, DBLP y 
DOAJ, entre otros; los motores de búsqueda de 
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Google Scholar y Microsoft Academics [3]; y 
los repositorios digitales de documentos 
científicos que son gestionados por 
instituciones educativas o científicas, y que 
contienen datos primarios de su producción 
científico-tecnológica [4].  
En nuestro país, a partir de la creación del 
Sistema Nacional de Repositorios Digitales, se 
cuenta con una herramienta de búsqueda, que 
incluye más de 100.000 documentos de 
diferentes tipos y de todo el país [5]. 
 
Este contexto evidencia la necesidad de 
enfoques que asistan al proceso de 
recuperación de información a través de la 
implementación de funcionalidades destinadas 
a satisfacer las necesidades de los usuarios. 
Así, los procesos de explotación de 
información pueden servir de soporte para 
acciones como: integración de resultados, 
especificación del orden de relevancia de los 
resultados, clasificación automática de los 
materiales, visualización de redes de 
colaboración entre entidades (autores, equipos 
de investigación, instituciones) y la 
identificación unívoca de contenidos, entre 
otros.  
 
Este problema ha sido abordado previamente 
por este grupo de investigación desde el área 
de Recuperación de Información (RI), 
particularmente dirigido a la búsqueda de 
producciones científicas en el área de Ciencias 
de la Computación. 
Como consecuencia de trabajos previos, este 
grupo ha desarrollado un metabuscador de 
producciones científicas para el área de las 
Ciencias de la Computación. Este 
metabuscador ha experimentado varias 
transformaciones desde el momento de su 
concepción [9]–[12]. 
Entre los elementos o módulos que conforman 
el mencionado metabuscador, se incluyen: un 
algoritmo de ranking basado en las 
propiedades de las publicaciones recuperadas 
[9], un método de expansión de consultas 
basado en ontologías de un área disciplinar 
[10] y un conjunto de operaciones destinadas a 
la gestión de los datos de las entidades con las 
que opera el metabuscador [11], [12]. 
 
Estos avances han contribuido 
significativamente a mejorar la recuperación 
de publicaciones científicas en el área de las 
Ciencias de la Computación. Sin embargo, 
estos mismos avances han planteado nuevos 
desafíos en relación a la gestión interna del 
metabuscador, como así también a los 
servicios ofrecidos por éste. 
 
Por una parte, se evidencia la necesidad de 
gestionar adecuadamente las entidades que 
almacena el metabuscador para asistir a los 
procesos de búsqueda, recuperación, y 
presentación de resultados. Esta gestión de las 
entidades, requiere implementar procesos de 
desambiguación que ayuden a determinar 
unívocamente aquellas entidades asociadas a 
las producciones científicas. Estas entidades 
incluyen autores, instituciones, y títulos, entre 
otros.  
Por otra parte, es necesario asistir al usuario 
del metabuscador a partir de recomendaciones 
de producciones científicas que pudieran 
resultar relevantes para su investigación. Esta 
tarea requiere implementar procesos de 
recomendación que ayuden a identificar 
entidades que podrían ser relevantes para el 
investigador. En particular, la recomendación 
de autores requiere identificar, entre otros 
aspectos, las áreas de experiencia de dichos 
autores. Así es que resulta necesario también 
investigar sobre los temas asociados a los 
autores de las producciones científicas. 
 
1.1 RECOMENDACIÓN MEDIANTE PERFILES DE 
EXPERTOS 
En particular, cuando las entidades 
recomendadas son autores, el sistema de 
recuperación de información puede intentar 
determinar las áreas de conocimiento 
asociadas a dichos autores. Esta tarea se 
conoce como Perfilado de Expertos o Expert 
Profiling. La construcción de Perfiles de 
Expertos se encuentra estrechamente 
relacionada con las fuentes de datos 
disponibles para determinar la evidencia de 
experiencia de las personas. En el ámbito 
académico, pueden utilizarse varias fuentes de 
evidencia de experiencia, como los CV, 
páginas personales, y otros. Sin embargo, una 
de las principales fuentes de evidencia de 
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experiencia son las mismas producciones 
científico-tecnológicas de los autores. 
El principal problema de utilizar producciones 
científico-tecnológicas como fuente primaria 
de experiencia en la construcción de perfiles 
de expertos, es que estas producciones se 
componen principalmente por texto, el cual 
debe procesarse de algún modo, para extraer 
algún tipo de información.  
La generación automática de perfiles de 
expertos en el ámbito académico utilizando 
producciones científico-tecnológicas como 
principal fuente de experiencia, implica la 
necesidad de desarrollar y evaluar técnicas 
avanzadas de computación, principalmente 
pertenecientes al área del Procesamiento de 
Lenguaje Natural y del Aprendizaje de 
Máquina. 
El desarrollo de estrategias para la generación 
automática de perfiles de expertos se presenta 
como una alternativa para ofrecer nuevas 
funcionalidades a los sistemas de recuperación 
de información en el ámbito académico. 
Asimismo, la generación de los perfiles de 
expertos en ámbitos académicos permite 
extender sus aplicaciones a problemas 
frecuentes del contexto, como ser la 
recomendación de expertos para evaluación de 
proyectos de investigación, becarios, 
asignación de subsidios, o conformación de 
paneles de expertos para el tratamiento de 
temas específicos o consultoría. Asimismo, y 
considerando los ámbitos de los primeros 
desafíos en la generación de perfiles de 
expertos relacionados con el ámbito 
empresarial, las contribuciones alcanzadas en 
un contexto incentivan su adaptación y 
aplicación en otros contextos como la 
selección de expertos para el tratamiento de 
temas específicos, selección de personal en el 
ámbito laboral, y selección de comités, entre 
otros.  
 
1.2 DESAMBIGUACIÓN DE AUTORES 
Cuando se publica una producción científica, 
se desea conocer al autor de la misma, y en 
algunos casos, si éste ha publicado otras obras. 
Con la masividad de información en internet, 
dicha búsqueda se vuelve más compleja. Una 
tarea que antes era llevada a cabo 
manualmente analizando datos descriptivos del 
autor, y a veces sus textos, es casi imposible 
de realizar hoy en día.  
La actividad para solucionar esta problemática 
es lo que se conoce como desambiguación de 
autores.  
Algunos ejemplos en que se requiere 
desambiguar los autores, incluyen: 
publicaciones de autores con distinto nombre, 
o diferentes autores con un mismo nombre. 
Además, puede ocurrir que la información 
sobre el autor sea insuficiente o presente 
inconsistencias en su identificación.  Por 
ejemplo: algunas editoriales no publican el 
primer nombre de los autores, o su 
información geográfica, títulos que poseen o 
áreas en las que son expertos, entre otros. 
En un Sistema de Recuperación de 
Información (SRI), la identificación del autor 
es necesaria en la aplicación de las métricas de 
calidad, por ejemplo, en un algoritmo de 
ranking.  
Los desafíos que presenta la desambiguación 
de autores han llevado al desarrollo de varios 
métodos. En [10], se presenta una taxonomía 
jerárquica caracterizando los distintos 
métodos, y haciendo referencia a aquellos que 
son más representativos. De acuerdo con esta 
taxonomía, los métodos se clasifican: según su 
aproximación, en agrupamiento de autores 
[11]–[14] y asignación de autores. Esta última 
a su vez se divide en clasificación [15] y 
clustering [16]. Alternativamente, estos 
métodos se pueden clasificar según la 
evidencia explorada en aquellos que utilizan 
datos presentes en las citas, los que utilizan 
información en la web [13], y los que extraen 
datos implícitos a partir de lo que esté 
disponible [14]. 
2 LÍNEAS DE INVESTIGACIÓN, 
DESARROLLO E INNOVACIÓN 
La presente línea de investigación propone 
como objetivo general, el desarrollo de 
procesos de explotación de información para 
su implementación en un sistema de 
recuperación de información de producciones 
científicas del área de las Ciencias de la 
Computación. 
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Este objetivo deriva en dos aspectos 
principales. El primer aspecto consiste en 
investigar sobre los procesos de 
recomendación automática de datos asociados 
a producciones científicas, como autores o 
publicaciones. El segundo aspecto consiste en 
investigar sobre los procesos de 
desambiguación de entidades correspondientes 
a producciones científicas, principalmente 
autores. 
 
El aspecto de recomendación, será abordado 
utilizando datos internos del metabuscador, 
con el objetivo de analizar los perfiles de los 
autores ahí almacenados [8, 9].  
Se prevé la evaluación de un conjunto de 
algoritmos de recomendación para ser aplicado 
sobre un conjunto de autores que podrían ser 
de interés para el usuario del metabuscador, a 
partir de la consulta que haya ingresado.  
 
El aspecto de desambiguación, será abordado a 
partir de técnicas integradas de procesamiento 
de lenguaje natural, aprendizaje automático, y 
análisis de redes sociales, a partir de los datos 
extraídos de las producciones científicas. 
 
Ambos aspectos de la línea de investigación 
general, prevé evaluaciones de tipo 
experimental en el contexto del metabuscador 
ya desarrollado. 
3 RESULTADOS Y OBJETIVOS 
El desarrollo de los procesos de explotación de 
información, que conforman el objetivo 
principal de esta línea de trabajo, incluye los 
siguientes objetivos particulares: 
 Desarrollar estrategias que permitan la 
generación automática de perfiles de 
expertos en el ámbito de sistemas de 
recuperación de información académicos 
mediante la aplicación y desarrollo de 
técnicas avanzadas de Aprendizaje de 
Máquina y Procesamiento de Lenguaje 
Natural. 
 Desarrollar métodos de recomendación de 
contenido para las entidades con las que 
opera el metabuscador, siguiendo la línea 
del sistema de recomendación de autores, 
brindando resultados en forma paralela a la 
ejecución de las consultas del usuario. 
 Desarrollar métodos para la gestión de los 
datos con los que opera el metabuscador, tal 
como el de desambiguación de entidades, 
detección de outliers, y la especificación de 
una taxonomía propia para las entidades 
almacenadas, entre otros. 
 Analizar la factibilidad de implementación 
de métodos basados en sistemas inteligentes 
para la determinación de la relevancia de los 
resultados del metabuscador, considerando 
los datos de los artículos, autores, lugares de 
publicación y otras entidades involucradas. 
 Finalizar la implementación de un método 
que genere perfiles de los usuarios del 
metabuscador y los considere para la mejora 
de la experiencia del usuario con la 
herramienta. 
 Evaluar el desempeño del meta-buscador en 
relación con soluciones de recuperación de 
información que operen sobre contextos 
similares. 
4 FORMACIÓN DE RECURSOS 
HUMANOS 
 
Este proyecto es parte de las líneas de 
investigación en recuperación y explotación de 
información del Programa de Investigación en 
Computación (FCEQyN/UNaM), con once 
integrantes relacionados con las carreras de 
Ciencias de la Computación de la UNaM. En 
resumen, el grupo de investigación desarrolla 
tres tesis de grado articulando sus trabajos con 
becas de Estímulo a las Vocaciones Científicas 
del Consejo InterUniversitario Nacional 
(CIN), tres tesis de maestría, y un trabajo de 
investigación posdosctoral. Asimismo, la línea 
y el equipo de investigación se vinculan con el 
Grupo de Investigación SMILe de la 
Universidad de Castilla-La Mancha, España y 
con la línea de trabajo en aprendizaje 
automático del Departamento de Matemáticas 
de la Universidad de Sonora, México. 
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RESUMEN 
En la actualidad, existe una fuerte 
iniciativa por parte de los gobiernos en poner 
los datos públicos a disposición de los 
ciudadanos, con el fin de que los mismos 
puedan aportar un valor a la información, en 
pos de mejorar la calidad de vida de los 
habitantes, impulsando lo que se denomina 
“Ciudades Inteligentes”. 
Pero desde la experiencia de los 
ciudadanos que consumen estos datos, existen 
dificultades al realizar procesos ETL 
(Extraction, Transformation and Load, en 
inglés) sobre todo, en lo que respecta a 
normalización, formatos de presentación e 
interpretación de los datos. 
El objetivo de esta investigación 
consiste en proponer un modelo y algunos 
formatos de datos que sean apropiados al 
dominio del problema. El modelo de datos debe 
permitir caracterizar y normalizar los datos, 
mientras que los formatos recomendables junto 
con la exposición de una metadata asociada, 
deben permitir optimizar la presentación e 
interpretación de los datos abiertos u OD (Open 
Data, en inglés). 
Este trabajo está enfocado en los 
portales web de datos abiertos del ámbito 
público, en pos de que estos puedan brindar 
datos que sean óptimos para ser utilizados en 
iniciativas innovadoras, que puedan contribuir a 
mejorar la calidad de vida de los ciudadanos. 
Palabras clave:  
Datos Abiertos, Ciudades Inteligentes, Modelo 
de datos, Representación de datos, Metadata. 
CONTEXTO 
La presente línea de investigación se 
encuentra inmersa dentro del Proyecto de 
Investigación y Desarrollo Inter-facultad 
”Estado del Arte en Ciencia de Datos y Big 
Data”, el cual se encuentra homologado y 
financiado por la Secretaría de Ciencia, 
Tecnología y Posgrado de la Universidad 
Tecnológica Nacional, bajo el código IFN4567 
y según la Disposición SCTyP Nº 468/16. El 
periodo de ejecución de dicho proyecto es 
desde el 1 Enero de 2017 hasta el 31 de 
Diciembre de 2018, y el mismo está incluido en 
el Programa I&D + i de Tecnología de las 
Organizaciones de la Universidad Tecnológica 
Nacional.   
1. INTRODUCCIÓN 
Con el advenimiento de las nuevas 
tecnologías de la información y comunicaciones 
(TICs) [1] [2], existe una tendencia a nivel 
mundial acerca de la apertura de datos desde 
distintas instituciones, en especial las que 
pertenecen al estado nacional en todos sus 
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niveles. En los últimos años, los gobiernos a 
nivel de provincias/estados y países del mundo, 
han avanzado en la publicación de OD [3] [4] 
[7], no solo como un medio para generar 
transparencia, sino también para alentar su uso 
en iniciativas innovadoras que busquen mejorar 
la calidad de vida de los habitantes en las 
ciudades, para de esta poder contribuir en la 
búsqueda de lo que se denomina “Ciudades 
Inteligentes” [5] [6]. Una ciudad es considerada 
inteligente cuando aplica las TICs con el fin de 
dotar de una infraestructura que mejore la 
calidad de vida de sus habitantes y sea 
sostenible en el tiempo.  
Según un trabajo publicado en la 
Academia de Estudios Económicos de Bucarest 
[7], OD es el concepto o la idea de aquellos que 
piensan que los datos deben poder ser accedidos 
por cualquier usuario y republicados todas las 
veces que se quiera, sin restricción de ningún 
tipo. Según Maximiliano Bron en el libro 
“Open Data, Miradas y perspectivas de los 
datos abiertos” [3], hablar de OD es mucho más 
que una creencia o un concepto, es una práctica 
o una filosofía que establece que los datos 
deben estar disponibles sin restricciones de 
acceso a ellos y que es algo similar a lo que 
ocurre con el software libre o de código abierto. 
Las iniciativas OD son movilizadas por 
varios motivos, según un trabajo presentado por 
Calvin Chan en la Conferencia Internacional 
sobre Ciencias de Sistemas en el 2013 [4], hay 
dos causales principales para abrir la 
información, uno de ellos es la democracia y la 
libertad de la información, buscando ser más 
abiertos y transparentes, y el otro es económico, 
buscando que iniciativas privadas agreguen 
valor a la información. 
Uno de los puntos que nos motivaron 
para trabajar en esta temática, fue el análisis de 
la forma con que los distintos actores de la 
sociedad se apropian de los conocimientos. 
Esto se sustenta con la experiencia que tienen 
los distintos integrantes del grupo y la 
información recabada con los distintos actores 
de la empresa del medio con los que se 
interactúa por razones laborales, capacitaciones 
y estudio de posgrado. Otro de los aspectos que 
motivan el desarrollo de esta línea de 
investigación, está relacionado con las 
dificultades constantes que encuentran los 
alumnos al hacer uso de OD en el desarrollo de 
trabajos prácticos en la Cátedra de Big Data [8]: 
Arquitecturas y Estrategias de Análisis de 
Datos Masivos de la carrera de Ingeniería en 
Sistemas de Información de la Universidad 
Tecnológica Nacional Regional Córdoba. El 
desarrollo de estos trabajos consiste en buscar 
fuentes de datos abiertas en portales web en el 
ámbito público, en donde a través de procesos 
de ETL [9], se puedan obtener OD que luego 
serán utilizados para generar información de 
valor, a través de la aplicación de técnicas de 
Big Data o Minería de datos, en pos de lograr 
impacto positivo en las sociedades, mejorando 
de esta manera la calidad de vida de los 
ciudadanos. Del análisis de las dificultades 
encontradas por los alumnos en el uso de OD, 
se evidenciaron problemas de normalización, 
formatos de presentación e interpretación del 
significado de los datos abiertos. 
Una posible solución al problema detectado 
anteriormente consiste en: 
 Utilizar modelos que permitan 
caracterizar y normalizar OD.  
 Identificar formatos de presentación 
según el origen y contexto de los datos 
 Exponer una metadata asociada que 
permita interpretar el significado de los 
OD. 
 
El objetivo de este trabajo consiste en realizar 
una discusión acerca del uso de modelos, 
formatos recomendables de presentación y 
exponer una metadata asociada para datos 
abiertos en el ámbito público. 
Para lograr esto será necesario: 
XX Workshop de Investigadores en Ciencias de la Computacio´n 271
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
 Identificar y describir modelos que permitan 
caracterizar y normalizar los datos abiertos 
 Analizar y evaluar distintos portales web 
que brinden datos abiertos públicos para 
identificar formatos de presentación 
recomendables y exposición de metadata. 
Con este trabajo se propone realizar un aporte 
hacia los portales web de datos abiertos en el 
ámbito público, en pos de que los ciudadanos 
puedan hacer un mejor uso de los OD y de esta 
manera, puedan aportar valor a la información a 
través de sus iniciativas, contribuyendo a 
mejorar la calidad de vida de los habitantes en 
las ciudades.  
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
Los principales ejes de trabajo de esta línea de 
investigación se detallan a continuación: 
 
 Identificar y describir modelos que permitan 
caracterizar y  normalizar datos  
 Analizar y evaluar portales de datos abiertos 
del ámbito público a nivel nacional e 
internacional 
 Identificar formatos de presentación de datos 
según el origen y contexto de los datos 
 Identificar formatos de exposición de 
metadata que permitan interpretar el significado 
de los OD 
 Realizar una discusión acerca del uso de 




Hasta el momento, se ha logrado identificar y 
describir los modelos más utilizados, entre 
ellos, Modelo Relacional [10], Clave-Valor, 
Documental [11] [12]), los cuales permitirán 
caracterizar y normalizar datos en pos de evitar 
inconsistencias y redundancias e incrementar la 
velocidad de respuesta sobre las consultas u 
operaciones que se realizan sobre ellos. 
Para lograr una mejor interpretación del 
significado de los datos, será necesario 
considerar el uso de una metadata [13]. Se 
puede tomar como referencia la plataforma 
Twitter [14] [15], dicha red social permite, 
mediante la tecnología REST (Representational 
State Transfer, en inglés), utilizar la 
información almacenada mediante el formato 
JSON [16], el cual no solo contiene los valores 
de los campos, sino también el nombre de los 
mismos. Otra alternativa presentada en el 
trabajo “Open Metadata Formats: Efficient 
XML-Based Communication for 
Heterogeneous Distributed Systems” [17], 
consiste en utilizar documentos XML como 
metadata, de tal manera que describan los datos 
expuestos, tal como el nombre, tipo de dato, 
extensión, significado o dominio. De la revisión 
del trabajo de Huamin Wang y Zhiwei Ye [18], 
se puede observar la utilidad de contar con una 
metadata. En dicho trabajo, se plantea un 
servicio de ETL basado en metadata, la misma 
es utilizada para especificar las estructuras de 
datos y además las fuentes de datos, reglas de 
procesamiento o relaciones entre ellos. De esta 
idea, surge la importancia de que al publicar 
datos abiertos, estos cuenten con una metadata 
asociada, lo cual facilita la utilización de los 
mismos y asegura su correcto entendimiento. 
Lo anterior se ve reflejado en el estudio y 
análisis de distintos portales a nivel nacional e 
internacional de datos en ámbitos públicos. 
Comparando, por ejemplo, el portal de Aragón 
Open Data [19] y el de CABA [20], se observa 
que en ambos se utilizan los formatos 
estándares y los exponen con una metadata 
mínima. De la comparación entre ambos, se 
puede decir que el primero contiene 
repositorios más formateados, ya que todos los 
conjuntos de datos están en los formatos XML 
y JSON. En el segundo, no todos los conjuntos 
de datos son presentados con los mismos 
formatos, lo que agrega un nivel de dificultad 
extra al momento de utilizarlos. 
XX Workshop de Investigadores en Ciencias de la Computacio´n 272
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
Del estudio realizado sobre distintos portales se 
ha podido determinar que: 
- En ambientes con información estructurada, 
se encontró cierta dificultad al momento de 
entender el significado de la información de 
los campos. Este tipo de formato debe ser 
mejorado agregando información sobre los 
datos, por ejemplo a través de la metadata de 
los mismos, utilizando por ejemplo un 
formato XML o similar que permita en el 
futuro agregar nuevas columnas de datos a 
los existentes.  
- En ambientes con información no 
estructurada, como por ejemplo las redes 
sociales, o donde la estructura de la 
información cambia regularmente, es más 
adecuado un formato JSON, donde la 
metadata está incluida en cada registro, esto 
permitiría agregar o remover columnas sin 
afectar la información existente. 
En resumen de lo antes expuesto, podemos 
concluir que los portales web de datos abiertos 
del ámbito público deberían considerar el uso 
de modelos que permitan caracterizar y 
normalizar datos, como así también permita 
sugerir formatos de presentación junto con la 
exposición de una metadata asociada en pos de 
que los ciudadanos puedan hacer un buen uso 
de los datos públicos y a través de sus 
iniciativas innovadoras puedan aportar 
información de valor que permita mejorar la 
calidad de vida de los habitantes en las 
ciudades.   
4. FORMACIÓN DE RECURSOS 
HUMANOS 
Esta línea de investigación se está llevando a 
cabo en forma conjunta entre la Universidad 
Nacional de San Luis (a través de la Facultad de 
Ciencias Físico-Matemáticas y Naturales) y la 
Universidad Tecnológica Nacional (a través de 
sus Facultades Regionales de Córdoba y San 
Francisco). 
El equipo de trabajo está compuesto por 3 
docentes investigadores categorizados a nivel 
nacional, 2 Tesistas de Posgrado y 2 becarios 
de grado que se encuentran cursando 
actualmente la carrera de Ingeniería en 
Sistemas de Información. 
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Técnicas de unificación de datos para la visualización de grandes volúmenes de datos 
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En la actualidad, la incorporación de las 
Tecnologías de la Información y la 
Comunicación (TIC) en el ámbito de empresas 
y organizaciones como un elemento clave para 
mejorar su competitividad e impulsar su 
crecimiento económico, ha producido un 
crecimiento considerable en el volumen de 
datos generados por diferentes sistemas y 
actividades, lo que hace dificultoso 
mantenerse al día con los resultados y genera 
la necesidad de modificar, optimizar y 
desarrollar métodos y modelos de 
almacenamiento y tratamiento de datos que 
suplan las falencias que presentan las bases de 
datos y los sistemas de gestión de datos 
tradicionales.  
Aunque, se pueda contar con grandes 
repositorios de datos flexibles y 
multi-estructurados, que están disponibles a 
costos bajos o gratuitos y listos para ser 
explotados por procesos informacionales, la 
gestión de múltiples tipos de datos (incluidos 
los datos estructurados, semi-estructurados y 
no estructurados) se vuelve compleja, por la 
variedad o existencia de diferentes tipos y 
fuentes de datos.  A lo que se suma, la 
necesidad de las organizaciones de integrar y 
analizar datos en un complejo abanico de 
fuentes de información tradicional y no 
tradicional, que son producidos tanto 
internamente como por fuera de la empresa. 
El proceso de entrega (delivery) de datos para 
la toma de decisiones, continúa desempeñando 
un papel de innovación y, por lo general, se 
confunde con extracciones manuales de datos, 
repeticiones costosas de procesos, informes 
propensos a errores y una integridad de datos 
no mensurable.  Pero en realidad facilita la 
comprensión de los datos al transformarlos en 
información útil y ayuda a las organizaciones, 
a responder preguntas esenciales para la toma 
de decisiones que le permitan obtener ventajas 
competitivas y mejorar su posición en el 
mercado. 
En este orden de ideas, cabe agregar como bien 
sostienen Jerry Held, Michael Stonebraker, 
Thomas H. Davenport, Ihab Ilyas, Michael L. 
Brodie, Andy Palmer, y James Markarian, 
2016, que “la unificación de datos es una 
estrategia emergente, que cataloga el conjunto 
de datos, combina los datos de toda la empresa 
y los publica, para facilitar su consumo”.  Es 
decir, se trata de tener el manejo y control de la 
información, a fin de tener asegurada una vista 
única de los datos, que provienen de fuentes 
funcionalmente distintas (bases corporativas, 
bases propias, sistemas externos, etc.), ya que 
los usuarios finales no tienen la necesidad de 
aprender a utilizar diferentes sistemas de 
acceso y manipulación de los datos. El uso de 
la unificación de datos como una estrategia 
frontend puede acelerar el suministro de datos 
altamente organizados en sistemas, como ETL 
(Extract, Transform and Load) y MDM 
(Master Data Management) y lagos de datos 
(data lake), aumentando el valor de estos 
sistemas y los conocimientos que permiten. [1] 
De lo expuesto precedentemente, se desprende 
el propósito del presente proyecto como una 
investigación exploratoria de las estrategias 
del proceso de unificación y delivery de 
grandes volúmenes de datos organizacionales.  
Palabras clave: Unificación de datos,  
BigData, Integración de datos, Armonización 
de datos, Entrega de datos unificados. 
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CONTEXTO 
El presente artículo presenta una línea de 
estudio, ante la necesidad de las 
organizaciones modernas de contar con un 
buen proceso de unificación de datos que les 
permita obtener el mayor provecho de ellos 
para mejorar la toma de decisiones. 
Integra una línea del trabajo de investigación 
de cátedra, ͞Aproximación teórica de las 
estrategias de delivery de datos unificados del 
ámbito organizacional͟, que promueve la 
interacción vertical y horizontal, a partir de las 
asignaturas de Programación I, Estructuras de 
Datos, Análisis Numérico, Sistemas de 
Información e Ingeniería de Software, en el 
marco de la carrera de Ingeniería en 
Informática de la facultad de Ciencias para la 
Innovación y el Desarrollo perteneciente a la 
Universidad Católica de Santiago del Estero. 
Posibilita a los docentes obtener resultados 
que puedan ser aplicados en las aulas con el 
objetivo de promover la innovación de los 
contenidos de las cátedras y de las prácticas 
profesionales. 
1. INTRODUCCIÓN 
En la era de Big Data todas las organizaciones, 
independientemente de su tamaño o industria, 
tienen dificultades para gestionar de manera 
efectiva grandes volúmenes de datos internos 
y externos. Cuando los datos se encuentran en 
diferentes bases de datos y otros repositorios, 
las empresas se ven obligadas a establecer 
múltiples integraciones e interfaces de usuario 
para construir una visión holística del 
rendimiento del negocio. El proceso de 
extracción e integración de datos se vuelve 
altamente complejo, y hasta puede tornarse 
completamente inmanejable debido a un 
ecosistema demasiado complicado, de 
herramientas de Business Intelligence (BI) 
superpuestas y sistemas de Planificación de 
Recursos Empresariales (ERP) dispares [2]. 
En consecuencia, las organizaciones no 
pueden construir una base sólida para la 
estrategia de datos a largo plazo sin arriesgarse 
a una reducción de la alineación entre TI y los 
objetivos de la línea de negocio. Los riesgos 
operativos y analíticos incluyen [3]: 
 Rendimiento operacional reducido. 
 Implementaciones de TI reactivas y 
costosas. 
 Falta de nuevos conocimientos. 
 Informes y análisis caóticos 
 Baja flexibilidad y tiempo de reacción a los 
cambios en el negocio. 
 Problemas de calidad de datos no 
resueltos. 
 Incapacidad para satisfacer las necesidades 
del cliente. 
 Datos incorrectos y decisiones costosas.  
Actualmente, la visión de casi todas las 
grandes organizaciones es maximizar el uso de 
sus activos de información para generar una 
ventaja competitiva. Sin embargo, solo unas 
pocas organizaciones modernas, realmente 
pueden sacar el máximo provecho de sus 
datos. A lo que se suma una tensión 
constructiva, ya que los consumidores de datos 
exigen un autoservicio instantáneo y siempre 
activo. 
Hasta ahora, gran parte del enfoque, se ha 
relacionado con el uso de tecnologías de 
almacenamiento y herramientas analíticas para 
lograr este objetivo. Sin embargo, una pieza 
del rompecabezas que frecuentemente se pasa 
por alto, es el aprovechamiento de nuevos 
métodos para administrar los datos que 
conectan los sistemas de almacenamiento con 
los usos posteriores, como el análisis, ya que 
sin datos completos y limpios, el análisis se 
vuelve incompleto, inexacto e incluso 
engañoso [4]. 
En el ámbito del BI, el sofisticado trabajo de 
diseño de datos posibilita un análisis profundo. 
Por otro lado desde el entorno del workflow 
del proceso del Big Data, el almacenamiento 
de datos se hace más barato y más escalable. 
Para llegar a una buena visualización, es 
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necesario entregar datos desde el origen hasta 
el punto de consumo. En el medio de este 
contexto, los procesos anticuados 
(tradicionales) pueden estorbar, por cuanto los 
datos se extraen manualmente y la falta de 
conexión puede producir errores. Además, las 
restricciones de ancho de banda retrasan la 
entrega del resultado de la consulta y reducen 
la puntualidad. Las evaluaciones cualitativas 
se transforman en hechos cuantitativos.  
Entonces, el proceso semi-elaborado también 
puede llevar a la comprensión, pero hay que 
hacer una limpieza de los datos que tienen una 
confianza más débil, tarea que involucra 
mucho esfuerzo mal dirigido y ad-hoc. 
Un buen Business Intelligence, puede ser una 
buena idea e idealmente conduce a un buen 
resultado. Pero cuando la estrategia se basa en 
las opciones de almacenamiento de datos, el 
flujo de entrada está restringido, la visibilidad 
se reduce y, en el peor de los casos, los 
resultados del negocio están predeterminados. 
El solo hecho de que se hayan incorporado os 
datos no significa que se puedan operar o 
interpretar por un analista: los datos se 
encuentran en silos funcionales en diferentes 
ubicaciones de almacenamiento, o en silos 
lógicos dentro de un lago de datos no tan 
fácilmente accesible. La realidad es que los 
datos en un almacén de datos no pueden 
abrirse paso fácilmente, completamente 
curados e integrados a los consumidores. Para 
cuando se vuelve utilizable, a menudo se ha 
vuelto obsoleto [5]. 
En medio de esta situación, se encuentra como 
solución, el delivery, que sería la entrega de 
datos conectados o interrelacionados. Es hora 
de unificar los datos para que los usuarios 
comerciales puedan obtener el mayor 
provecho de los mismos. 
Según señala, Michael Collins (2017), la 
tecnología de "unificación de datos", 
aprovecha las técnicas de aprendizaje 
automático y es una reinvención de las 
capacidades tradicionales de gestión de datos, 
como las que se encuentran en los procesos de 
MDM y ETL, para cumplir los requisitos de la 
era de Big Data [6].  
Las técnicas tradicionales de gestión de datos 
son adecuadas cuando los conjuntos de datos 
son estáticos y relativamente pocos, pero 
fracasan en entornos de gran volumen y 
complejidad. Esto se debe en gran medida a 
sus enfoques descendentes y basados en 
reglas, que a menudo requieren un esfuerzo 
manual significativo para construir y 
mantener. 
La tecnología de unificación de datos invierte 
este modelo, centrándose en la conexión y el 
dominio de conjuntos de datos mediante el uso 
de aprendizaje automático guiado por 
humanos, que aprovecha las señales en los 
datos para determinar cómo debe integrarse. El 
uso de la automatización guiada por la 
inteligencia humana para integrar y dominar 
los conjuntos de datos genera beneficios 
sustanciales en cuanto a velocidad, escala y 
flexibilidad del modelo de datos, al tiempo que 
garantiza los más altos niveles de precisión y 
confianza en los resultados. En su nivel más 
fundamental, la unificación de datos trae la 
promesa del aprendizaje automático a la 
preparación de conjuntos de datos a escala.  
Sobre la base de lo expuesto, la unificación de 
datos beneficia a las organizaciones que 
buscan maximizar la entrega de valor derivado 
de los datos. Específicamente, la unificación 
de datos: 
 Reduce los esfuerzos ad-hoc y únicos de 
integración de datos. 
 Acelera la velocidad para obtener una idea. 
 Mejora la confianza del usuario en los 
datos (al establecer una fuente única de 
verdad). 
 Introduce flexibilidad en los workflow de 
datos para adaptarse al cambio. 
La unificación de datos establece un modelo 
organizacional escalable con el crecimiento de 
los datos, a diferencia de "la vieja manera", 
una alternativa manual ad-hoc, que no lo hace. 
Con la unificación de datos las personas dentro 
de la organización tendrán más posibilidades 
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de integrar datos en sus proyectos, compartir 
resultados y mantener los datos actualizados. 
Este ciclo de datos disponibles es clave para la 
innovación e intercambio de conocimientos. 
2. LINEAS DE INVESTIGACIÓN Y 
DESARROLLO 
La línea de investigación del presente trabajo 
tiene como eje central el estudio y análisis de 
las técnicas de unificación de datos para la 
entrega y visualización de grandes volúmenes 
de datos. 
Se pueden mencionar los siguientes supuestos 
que dan estructura a la temática o campo de 
estudio del proyecto:  
 Existen capacidades técnicas reales y 
potenciales que permiten aprovechar el 
avance del sector de servicios de 
informática e información, por cuanto, en 
las últimas décadas, la Argentina se 
posicionó entre los más dinámicos de la 
región [7]. 
 El mercado general de Big Data en 
Argentina muestra una demanda escasa y 
de baja complejidad, explicado en parte 
por la falta de conocimiento sobre el tema, 
problemas institucionales y limitaciones 
de infraestructura [8]. 
 Existen tres tipos de problemas asociados 
al Big Data: los tecnológicos, que se 
relacionan con el almacenamiento, la 
seguridad y el análisis de los volúmenes 
crecientes de datos; los comerciales, que 
se corresponden al valor añadido 
generado; y los sociales, relacionados con 
la privacidad de la información personal 
[9].  
 Desde un punto de vista académico, Big 
Data genera estos retos que se vinculan a 
su vez a tres cambios de paradigma: 
mayor importancia de la disponibilidad y 
acceso de los datos; aceptación de niveles 
de imprecisión y desorden en los datos; 
centrarse más en las correlaciones, en vez 
de buscar constantemente la causalidad 
[10]. 
Se trabajará en la tipificación de técnicas de 
unificación de grandes volúmenes de datos 
organizacionales para posibilitar su entrega y 
visualización. 
3. RESULTADOS ESPERADOS 
El objetivo de esta línea de investigación 
plantea realizar un estudio y análisis del 
proceso de unificación de datos como 
estrategia para la recopilación, integración, 
preparación y entrega de los datos 
organizacionales.  
Para lograr ese objetivo, este trabajo se 
centrará en los objetivos específicos: 
 Investigar los diferentes enfoques técnicos 
disponibles actualmente para lograr el 
estado final deseado de conjuntos de datos 
limpios, precisos y consolidados 
 Identificar las limitaciones existentes en 
las soluciones tradicionales para unificar 
grandes volúmenes y variedades de datos. 
 Desarrollar una aproximación teórica para 
la recopilación, integración y preparación 
de datos organizacionales que posibilite 
una entrega eficiente de los mismos. 
Las actividades que se llevarán a cabo son las 
siguientes:  
 Estudio del proceso de unificación de 
datos. 
 Análisis de las metodologías de 
preparación de datos variables. 
 Análisis y estudio de herramientas de 
software y hardware. 
 Comparación de los recursos existentes en 
el mercado. 
 Selección de estrategias para la 
combinación de unificación y preparación 
de grandes volúmenes de datos. 
 Identificación de los métodos de entrega 
eficiente de datos. 
Se espera que los resultados de esta 
investigación se incorporen a los contenidos 
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de las cátedras relacionadas y al espacio 
curricular correspondiente. 
Los resultados esperados respecto a la 
formación de recursos humanos son hasta el 
momento la consolidación del grupo de 
investigación, la formación de nuevos 
investigadores y la motivación y 
entrenamiento en investigación de los 
estudiantes de grado. 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
El grupo de trabajo está conformado por tres 
docentes de la carrera de Ingeniería en 
Informática, 2 dos con dedicación simple y 
una semiexclusiva. 
El grupo hace difusión y formación de 
recursos humanos desde las asignaturas: 
Programación I, Estructura de Datos y Análisis 
Numérico, Sistemas de Información e 
Ingeniería de Software. 
Asimismo, se considera de gran interés la 
incorporación de becarios, para motivar a los 
alumnos de la carrera de Ingeniería en 
Informática a realizar su trabajo final de grado 
en el área de este proyecto. 
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En el marco del proyecto Tecnologías 
Avanzadas de Bases de Datos, la línea de 
investigación Bases de Datos Espaciales y 
Espacio Temporales está orientada a vincular 
las disciplinas Bases de Datos, Geometría 
Computacional y Metaheurísticas. El objetivo 
general consiste en utilizar técnicas, métodos y 
herramientas para investigación de base y en la 
resolución de problemas de optimización en 
diversos dominios de aplicación.  
Palabras clave: Bases de Datos, Geometría 
Computacional, Metaheurísticas, Bases de 
Datos Espaciales y Espacio Temporales. 
 
CONTEXTO 
El proyecto Tecnologías Avanzadas de Bases 
de Datos desarrolla actividades vinculadas al 
tratamiento de objetos de diversos tipos, 
estructurados y no estructurados que son de 
utilidad en diversos campos de aplicación, 
tales como computación móvil, sistemas de 
información geográfica, computación gráfica, 
robótica, diseño asistido por computadora, 
motores de búsqueda en internet, entre otras. 
En el proyecto coexisten tres líneas de 
investigación, orientadas al desarrollo de 
nuevos modelos para administrar y recuperar 
información almacenada en repositorios de 
datos no estructurados, donde los escenarios 
de exploración requieren modelos tales como 
las bases de datos de texto, bases de datos 
espaciales, espacio temporales, bases de datos 
de imágenes, bases de datos de sonidos, 
espacios métricos, entre otros.  
Algunas aplicaciones de bases de datos 
espaciales y espacio temporales necesitan 
guardar y consultar información actual e 
histórica acerca de posiciones referenciadas 
espacialmente y cambios de forma que 
tuvieron los objetos de estudio en diferentes 
escenarios a lo largo del tiempo, por lo que son 
necesarios estos modelos de bases de datos.  
En este contexto, resulta apropiado vincular 
las disciplinas Bases de Datos, Geometría 
Computacional y Metaheurísticas, a los efectos 
de utilizar métodos y herramientas para la 
resolución de problemas en diversos dominios 
de aplicación y para la resolución de 
problemas de complejidad NP orientados a 
optimización.  
Asimismo, se hace necesaria la incorporación 
de métodos científicos, procesos y sistemas de 
descubrimiento de información oculta en 
grandes cantidades de datos estructurados y no 
estructurados, que permitan obtener 
información valiosa mediante análisis 
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 avanzados que traten diferentes tipos de datos, 
a los efectos de contribuir en la toma de 
decisiones en un sistema. 
Por otra parte, con el avance de las 
tecnologías, situaciones del mundo real 
ameritan el uso de las mismas, en pos de una 
mejora sustancial en cuestiones de calidad, 
gestión, economía, etc. A nivel mundial, las 
Tecnologías de la Información y la 
Comunicación (TIC) continúan introduciendo 
cambios políticos, económicos, sociales y 
culturales, entre muchos otros, convirtiéndose 
en procesos clave para cualquiera que quiera 
accionar sobre el presente y proyectar hacia el 
futuro. 
Por lo expuesto, en la línea de investigación se 
vinculan temáticas que surgen de las 
disciplinas Bases de Datos, Geometría 
Computacional y Metaheurísticas, a fin de 
tratar con la optimización en problemas NP, o 
bien de poder trabajar en dominios de 
aplicación con soluciones integradas que 
hagan uso de técnicas y herramientas de estas 
disciplinas.  
El trabajo de investigación se desarrolla en 
forma conjunta con investigadores afines de 
proyectos de esta Universidad, convenios entre 
organizaciones nacionales y provinciales con 
presencia en San Luis, como así también de 
universidades extranjeras mediante convenios 
de cooperación interinstitucional.  
 
1. INTRODUCCIÓN 
La optimización es una línea de investigación 
en Ciencias de la Computación, donde se 
procura encontrar la mejor solución posible a 
un problema dentro de un período de tiempo 
limitado. En el caso particular de problemas de 
optimización combinatoria, los hay NP-duros 
y los hay polinómicos; y no se puede 
garantizar encontrar la mejor solución en un 
tiempo razonable, para todas las instancias del 
problema. 
En Geometría Computacional, la optimización 
de configuraciones geométricas respecto de 
ciertos criterios de calidad, pertenecen a esta 
clase de problemas, y pueden resolverse 
utilizando métodos de aproximación, tales 
como las técnicas metaheurísticas [1].  
Una metaheurística es un proceso de 
generación iterativo que guía la búsqueda de 
soluciones combinando inteligentemente 
diferentes conceptos de campos diversos como 
inteligencia artificial, evolución biológica, 
inteligencia colectiva, sistemas inmunes, entre 
otros [11]. 
Un objetivo de la línea es obtener soluciones 
aproximadas para problemas geométricos, para 
los cuales aún no se han encontrado algoritmos 
eficientes que los solucionen debido a su 
complejidad, mediante la aplicación de 
técnicas metaheurísticas. Las propuestas de 
estudio están orientadas a la optimización de 
diferentes configuraciones geométricas, tales 
como triangulaciones, pseudo triangulaciones, 
poligonizaciones, cuadrangulaciones, entre 
otras. Los criterios de calidad considerados 
son peso, dilación, número de apuñalamiento, 
número de guardias en problemas de 
vigilancia, área, perímetro, entre otros. Estos 
criterios inducen a la  búsqueda de soluciones 
óptimas respecto de ellos, mediante la 
aplicación de técnicas metaheurísticas.  
Algunos de los problemas de optimización 
estudiados son la Triangulación de Peso 
Mínimo (Minimum Weight Triangulation, 
MWT) y la Pseudo-Triangulación de Peso 
Mínimo (Minimum Weight Pseudo-
Triangulation, MWPT), problemas de carácter 
NP-duro [9] [10]. La Triangulación de 
Dilación Mínima (Minimum Dilation 
Triangulation, MDT) es otro problema 
estudiado, donde la dilación mide la calidad de 
conexión entre puntos de la triangulación. Para 
este problema no se conoce un algoritmo que 
lo resuelva en tiempo polinomial y tampoco se 
ha demostrado que sea NP-duro.  
Otro tópico de interés actualmente en análisis, 
refiere a problemas de vigilancia. Los 
problemas de vigilancia pueden interpretarse, 
muchas veces, como problemas de iluminación 
o vigilancia. Se han planteado numerosas 
variantes del problema, cuestionándose ¿qué 
se vigila? y ¿cómo se vigila? De esta forma, se 
trata con diversos objetos geométricos a vigilar 
y con diversas formas de vigilancia. En 
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 particular, nos interesan como objeto 
geométrico de estudio las triangulaciones 
planas las cuales constituyen un entorno 
geométrico adecuado, en el que también tienen 
sentido las preguntas sobre vigilancia. Un 
guardia situado en un vértice (ó arista) de la 
triangulación vigila todos los triángulos 
incidentes al vértice (ó arista). Por tanto, dada 
una triangulación T, podemos considerar las 
siguientes preguntas ¿cuántos guardias, 
ubicados en vértices (ó aristas), se necesitan 
para vigilar todos los triángulos de T?, y 
¿dónde se deben ubicar? es decir, cuáles son 
los vértices (ó aristas) seleccionados para 
ubicar los guardias. 
La utilización de estas configuraciones 
geométricas optimizadas respecto de algún 
criterio de calidad, resulta como soporte de 
estrategias en la resolución de problemas 
vinculados con bases de datos espaciales y 
espacio temporales. En este contexto, se 
propone el estudio y el desarrollo de 
herramientas para la visualización de 
aplicaciones vinculadas a las bases de datos 
mencionadas.  
 
2. LÍNEA DE INVESTIGACIÓN 
En la línea se investigan diversos dominios de 
aplicación de bases de datos espaciales y 
espacio temporales, con uso de técnicas y 
herramientas de apoyo en la resolución de 
problemas.  
Entre los tópicos de estudio se pueden 
mencionar:  
- Diseño y aplicación de índices espacio 
temporales, en diversos escenarios de 
movimiento (redes, espacios libres de 
obstáculos, etc.),  
- Aplicación de la Geometría Computacional y 
su marco disciplinar, a los efectos de 
considerar aspectos propios de los problemas 
involucrados.  
- Optimización de estructuras geométricas 
relacionadas con las bases de datos 
mencionadas, mediante la aplicación de 
metaheurísticas para la optimización de 
problemas NP-duros en Geometría 
Computacional. 
- Desarrollo de herramientas para la 
visualización de estructuras geométricas y 
aplicaciones vinculadas con bases de datos 
espacio temporales.  
- Los procesos de descubrimiento para la 
recuperación y análisis de información oculta 
en grandes volúmenes de datos. 
Como objetivos específicos en la línea de 
investigación se propone:  
- Desarrollo de aplicaciones de Bases de Datos 
Espaciales y Espacio Temporales, con 
aplicación de herramientas de Geometría 
Computacional y la incorporación de procesos 
de descubrimiento de la información, 
utilizando métodos que permitan obtener 
información mediante análisis avanzados. 
Específicamente, el desarrollo de una 
plataforma prototipo, soporte para diversos 
eventos y sistemas de información con 
dominio de aplicación en el sector 
agropecuario, mediante el uso de las TIC. Las 
características principales están orientadas a la 
posibilidad de recolección de datos de 
diferentes fuentes, su almacenamiento 
compartido, la integración progresiva de 
diversas funcionalidades, la explotación y la 
visualización de la información. Dicha 
plataforma se propone disponible en la web, 
con accesibilidad mediante tecnología móvil 
(I+D+i).  
- Estudio de la indexación espacio temporal 
sobre objetos en movimiento para diversos 
escenarios. Desarrollo de las estructuras de 
almacenamiento, algoritmos de consulta y 
evaluación experimental.  
- Estudio de configuraciones geométricas de 
puntos en el plano considerando medidas de 
calidad, mediante la aplicación de técnicas 
metaheurísticas y diversas estrategias 
algorítmicas.  
- Desarrollo de herramientas para la 
visualización de aplicaciones vinculadas a las 
bases de datos mencionadas. 
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 3. RESULTADOS OBTENIDOS 
/ESPERADOS 
En la resolución de problemas de optimización 
de triangulaciones y pseudo triangulaciones de 
peso mínimo se utilizaron diferentes técnicas 
metaheurísticas: Optimización basada en 
Colonia de Hormigas (Ant Colony 
Optimization, ACO) y Recocido Simulado 
(Simulated Annealing, SA), técnicas 
determinísticas Voraces (Greedy) y 
Triangulación de Delaunay. Se realizó la 
evaluación experimental de las técnicas 
metaheurísticas mencionadas para la búsqueda 
de triangulaciones y pseudo triangulaciones 
que cumplan la propiedad. Se diseñaron 
generadores de instancias de problema para ser 
utilizados en la evaluación experimental. Los 
resultados obtenidos para los problemas MWT 
y MWPT con la técnica ACO fueron 
publicados en [3] [7] [5]. Los resultados 
obtenidos con la técnica Recocido Simulado 
en [2] [4].  
Para el problema Triangulación de Dilación 
Mínima las técnicas aplicadas fueron: Greedy, 
Local Search, Iterated Local Search, Simulated 
Annealing y Random Local Search. Para cada 
estrategia se propuso un conjunto de 
operadores adecuados. Se utilizó Optimización 
de Parámetros Secuencial (Sequential 
Parameter Optimization - SPO) para el ajuste 
de los parámetros requeridos por Simulated 
Annealing. Se realizó un análisis experimental 
en el cual se compararon dichos algoritmos 
con otras técnicas. Se crearon las instancias de 
prueba, ya que para estos problemas no se 
encontraron disponibles ningún tipo 
benchmark con el cual comparar los 
resultados. Se desarrolló un estudio estadístico 
aplicando diferentes test estadísticos y 
métodos de visualización [6].  
Los resultados del tratamiento de estos 
problemas han dado lugar a tesis de doctorado. 
También, se estudió el problema de obtener 
poligonizaciones de un conjunto de puntos con 
mínima área para un conjunto de puntos en el 
plano [13]. 
Por otra parte, se desarrolló una herramienta 
para la generación y visualización de 
triangulaciones, pseudo triangulaciones y 
poligonizaciones de conjuntos de puntos en el 
plano [12]. Además, se implementó una 
aplicación en el ámbito de la Salud para el 
seguimiento de focos epidémicos utilizando 
base de datos espacios temporales y 
herramientas de Geometría Computacional [8]. 
El desarrollo de estas herramientas se plasmó 
en trabajos finales de Licenciatura en Ciencias 
de la Computación y Licenciatura en Sistemas. 
Por otra parte, con el fin de promover una 
plataforma de investigación, intercambio y 
desarrollo de tecnologías de la información y 
la comunicación (TIC), se integró el Proyecto 
Campo Conectado. Las organizaciones socias 
se proponen realizar acciones vinculadas a la 
promoción de las TIC en el ámbito de la 
producción agropecuaria con un horizonte 
inicial a dos años (2017-2018). El objetivo 
principal es aportar a la cooperación científico 
tecnológica y a las prácticas sociales, 
productivas y comerciales de los actores de la 
producción agropecuaria del semiárido central 
argentino.  
En el marco de Campo Conectado, se propone 
accionar en la gestación de herramientas y 
desarrollos tecnológicos aplicados a la gestión 
de la producción agropecuaria en sistemas 
reales de producción. Actualmente, se está 
trabajando en el desarrollo de una herramienta 
para el seguimiento espacio temporal de 
rodeos en establecimientos agropecuarios, 
mediante el uso de las TIC y de las Bases de 
Datos Espacio Temporales, con herramientas 
de Geometría Computacional. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
La formación del grupo de trabajo en la 
Universidad Nacional de San Luis, se 
consolida con actividades de cooperación 
mutua e intercambio recíproco de información 
científica, tecnología y desarrollo de nuevos 
conocimientos con investigadores locales y de 
otras universidades.  
Entre las actividades más destacadas, se 
mencionan: 
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 i) Formación de recursos humanos plasmada 
en tesis doctorales, tesis de maestría y 
Licenciados en Ciencias de la Computación.  
ii) Realización de pasantías de investigación 
con docentes de otras universidades. 
iii) Actividades de formación académica, a 
través del dictado y realización de cursos de 
posgrado y de especialización  
iv) Actividades de divulgación científica, 
conferencias y publicaciones en congresos y 
revistas en el ámbito nacional e internacional.  
v) Integración del proyecto interinstitucional 
Campo Conectado.  
La  línea tiene como un objetivo continuar con 
las actividades integradoras relacionadas al 
presente proyecto, proponiendo actividades de 
formación académica, de formación de 
recursos humanos locales y de otras 
universidades nacionales, investigación, 
desarrollo, y otras actividades académico-
científicas vinculantes. 
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RESUMEN 
Las Normas de Producción de Atributos 
consisten en un registro de aquellos aspectos 
compartidos de la memoria semántica 
referidos a la forma en que se definen los 
conceptos. La memoria semántica contiene 
información compartida por una comunidad 
de hablantes que les permite comunicarse. 
La recolección de normas de producción de 
atributos semánticos ha proporcionado el 
insumo para la comprensión de numerosos 
fenómenos en el campo del estudio de la 
organización conceptual y la literatura 
científica señala la necesidad de contar con 
normas de atributos empíricamente derivados 
apropiadas para cada comunidad lingüística.  
La recolección de las normas genera un 
volumen de datos muy rico en relaciones y 
correlaciones que, tratado con técnicas 
propias de la minería de datos pueden aportar 
reglas, patrones, tendencias y predicciones 
útiles para comprender las normas de 
producción de atributos y de interés para la 
Psicología Cognitiva y la Neuropsicología. 
Se comparte en este trabajo la memoria 
técnica de un Proyecto de investigación 
recientemente aprobado en el marco de un 
Convenio de Cooperación en Investigación 
entre el Instituto de Psicología Básica, 
Aplicada y Tecnología. (IPSIBAT) de la 
Universidad Nacional de Mar del Plata que 
desde hace años define Normas de 
Producción de Atributos y la Universidad 
CAECE. 
 
Palabras clave: Data Mining, Big Data, 
tendencias; patrones; predicciones; 
segmentaciones; clasificaciones; atributos 
semánticos; normas de producción; lenguaje 
natural 
CONTEXTO 
El Proyecto que se reporta, “Aplicación de 
Minería de Datos para facilitar el tratamiento 
de las normas de producción de Atributos 
Semánticos en idioma español”, ha sido 
aprobado por R.R. 388/17 para el período 
2018-2019 con fecha de inicio de actividades 
1/04/2018 y tiene carácter inter sedes ya que 
participan investigadores de la Sede Central y 
la Subsede Mar del Plata. 
Está radicado en el Departamento de Sistemas 
de la Universidad CACE, donde se dictan 
entre otras, las Carreras Licenciatura e 
Ingeniería en Sistemas y Licenciatura en 
Gestión de Sistemas y Negocios y ha 
presentado recientemente para su aprobación 
una Maestría en Ciencias de datos e 
Innovación empresarial. Se va a desarrollar en 
el marco de actividades conjuntas en 
Investigación que se vienen realizando desde 
hace años, de acuerdo con convenios 
específicos, con el Centro de Investigación en 
Procesos Básicos, Metodología y Educación 
(CIMEPB) del Instituto de Psicología Básica, 
Aplicada y Tecnología (IPSIBAT) de la 
Universidad Nacional de Mar del Plata. Se 
propone analizar, procesar y modelar los 
datos generados por el grupo de investigación 
en Psicología Cognitiva y Educacional, 
especializado en la producción de normas de 
producción de atributos semánticos para el 
idioma español.  
Entre las actividades conjuntas realizadas 
entre ambas instituciones se cuenta con la 
experiencia específica de haber aportado 
precedentemente know how y procesamiento 
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de datos, a través de técnicas específicas de 
minería de datos, mediante el proyecto, 
también radicado en el Departamento de 
Sistemas de la Universidad CAECE, 
“Aplicación de técnicas de Data Mining en 
gestión de docentes de educación superior” 
(DM-ES), aprobado por Resolución 549/13. 
El proyecto generador de los datos para dicho 
proyecto, radicado en el CIMEPB, era 
“Competencias para la innovación docente en 
enseñanza superior: preparación y actitud para 
el uso de las TIC” (Código 15/H2015; código 
de subsidio PSI221/14). 
1. INTRODUCCIÓN 
Las normas de producción de atributos 
semánticos consisten en colecciones 
empíricas de las características que las 
personas utilizan para describir cada 
concepto. Los datos se obtienen mediante una 
tarea de generación de propiedades que se 
logra pidiendo a los participantes, en un 
experimento controlado, que enumeren las 
características que mejor describen un cierto 
conjunto de conceptos. Esta tarea y las 
normas resultantes son relevantes en diversas 
áreas de la psicología, y se han utilizado 
durante décadas para resolver problemas 
teóricos y prácticos, pero solo recientemente 
algunas normas se hicieron públicamente 
disponibles [RVH04].  
Establecer las normas de producción de 
atributos para un concepto permite obtener 
información cuantiosa acerca de las 
características y las relaciones de los 
conceptos y sus atributos para una población 
particular. Dada la importancia de los 
atributos semánticos para las teorías sobre 
memoria semántica, los investigadores han 
reconocido el valor de colectar normas de 
producción de atributos para construir 
modelos, testear hipótesis, disponer de 
estímulos experimentales y generar tareas de 
evaluación en el ámbito clínico [GRA04]. 
El volumen de datos generado en la 
recolección de normas de producción de 
atributos semánticos es cuantioso ya que 
implica interrogar a centenares de individuos 
sobre centenares de concepto. Dan cuenta de 
dicho volumen, por ejemplo, la muestra 
tomada en el marco del Proyecto “Normas de 
Producción de Atributos Semánticos en 
Español Rioplatense en Adultos Mayores 
(Parte I) - 15/H247-” aprobado en 2017, 
conformada, tal como se describe en el 
artículo “Spanish semantic feature production 
norms for 400 concrete concepts” [VVC17] 
por 810 participantes de entre 20 y 40 años 
(n=324.000). De igual forma, la muestra con 
la que se trabajó durante la ejecución del 
Proyecto “Normas de producción de atributos 
semánticos en castellano rioplatense para un 
conjunto extenso de objetos vivos y no 
vivos.” (15/H178 , aprobado en 2011) 
referidos en el artículo “Distribución de los 
atributos semánticos en función del tipo de 
categoría y descripción del campo semántico” 
[VCG11] que reporta los resultados parciales 
de un sistema de normas de generación de 
atributos recogidos de 800 participantes sobre 
400 conceptos referidos tanto a objetos vivos 
como a no vivos (n=320.000). 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
El Proyecto que se reporta en este trabajo 
tiene por objetivo investigar la estructura de 
los datos histórico recolectados por el grupo 
de investigación Psicología Cognitiva y 
Educacional para definir las normas de 
producción de atributos semánticos en idioma 
español, tomando la descripción de las 
características de las variables que manejan, 
dando cuenta, si corresponde, de la existencia 
de errores o de datos atípicos en la 
recolección de datos y de analizar la 
existencia de posibles relaciones entre las 
variables para finalmente aportar, -mediante 
la aplicación de técnicas funcionales y 
estructurales multivariantes y otras técnicas 
supervisadas y no supervisadas propias de la 
extracción de conocimiento y del 
procesamiento del lenguaje natural-, 
predicciones, asociaciones, clasificaciones o 
segmentaciones de los datos con el fin de 
resumir y visualizar la información de manera 
que se facilite la identificación de tendencias 
o patrones que los subyacen. 
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3. RESULTADOS ESPERADOS 
Se ha propuesto recolectar todas las muestras 
que el Grupo de Investigación Psicología 
Cognitiva y Educacional viene tomando desde 
el inicio de sus proyectos vinculados con las 
normas de producción de atributos semánticos 
y en base a ellos diseñar un modelo de datos 
apropiado para el tratamiento de los datos 
mediante recursos de bases de datos y realizar 
a los datos recolectados todas las 
transformaciones y recodificaciones 
necesarias a modo de preparación inicial para 
su posterior análisis. 
Se espera, así, poder describir las 
características de las variables individuales 
mediante distribuciones de frecuencia, 
medidas de tendencia central y medidas de 
variabilidad mediante estadística tradicional, 
analizar la posible existencia de errores, 
datos ausentes o atípicos, analizar la 
estructura interna de los datos mediante un 
análisis multivariado que permita detectar 
tendencias y patrones, aplicar técnicas de 
Data Mining para desarrollar reglas 
combinando las características, aplicando 
árboles de decisión, clasificaciones y 
segmentaciones y finalmente armar un 
modelo predictivo para predecir los 
conceptos. 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
El grupo de investigación en Minería de 
Datos está integrado por profesores del 
Departamento de Sistemas que toman como 
insumo académico lo producido en el marco 
de los Proyectos de Investigación que 
desarrollan en el tema.  
Anualmente se convoca a los estudiantes 
avanzados del Departamento para integrarse a 
los Proyectos de investigación aprobados. 
Recientemente, en el marco de las actividades 
del Grupo de Investigación en Minería de 
Datos, dos estudiantes han aprobado su 
Trabajo Final de Ingeniería (título del trabajo: 
“Evaluación de Validez de Esquemas de 
Clustering por Medio de la Aplicación de 
Indices de Bondad”). Se espera que este año 
los estudiantes consideren como opción este 
nuevo Proyecto que el Grupo les pone a 
disposición.
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RESUMEN 
En el terreno jurídico, el crecimiento 
de Internet ha permitido que las 
normativas legales, digestos, fallos 
judiciales, sentencias y leyes estén a 
disposición a través de portales de acceso 
público o privado, los cuales cuentan con 
una forma de organización determinada y 
búsqueda por términos. La 
documentación jurídica supone aspectos 
intrínsecos del objeto judicial que posee 
relaciones de categorías propias del 
derecho y de las legislación existente que 
muchas veces no aparecen en forma 
explícita y que requieren por lo tanto sean 
identificadas en un proceso de “curación” 
del documento legal.  
Se presenta así la necesidad de ofrecer 
una forma de tratamiento documental  
que ponga atención a la semántica de los 
textos. Una forma de abordar esta 
cuestión es a través de las tecnologías 
semánticas, en particular recurriendo al 
uso de ontologías que ofrecen una forma 
explícita de representación que permite 
aplicar procesos de descubrimiento de 
relaciones a partir de mecanismos de 
razonamiento automático. En este modelo 
de relaciones semánticas explícitas, los 
mecanismos de búsquedas pueden 
resultar favorecidos al permitir búsquedas 
sobre un vocabulario menos dependiente 
de la simple ocurrencia terminológica, y 
sí más orientado a las estructuras de las 
categorías empleadas (o de los metadatos 
y sus relaciones). 
Palabras clave: Gestión de documentos 
legales, Web Semántica, Ontologías, 
Razonamiento automático, Gestión del 
Conocimiento. 
CONTEXTO 
La presente investigación se encuentra 
en ejecución, acreditado en la Secretaría 
de Investigación y Desarrollo de la 
Universidad Gastón Dachary (UGD) por 
resolución N° 07/A/17. El proyecto es del 
tipo interdisciplinario abarcando dos 
áreas disciplinarias principales: 
Informática (Tecnologías de la 
Información y Comunicación (TIC)) y 
Ciencias Jurídicas (Derecho). 
1. INTRODUCCIÓN 
El fenómeno de la inflación legislativa 
y la producción de documentos jurídicos 
hacen necesario desarrollar y promover 
plataformas y medios de comunicación e 
información que proporcionen 
oportunidades de acceder, compartir e 
intercambiar los recursos científicos, 
culturales, sociales y económicos que 
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están disponibles en base de datos 
vinculadas con las ciencias jurídicas [1]. 
Atento a que dicho fenómeno se da 
también en un contexto de crecimiento 
exponencial de la información producida 
globalmente por organizaciones, 
empresas e individuos, alentada sin duda 
por la dinámica propiciada por Internet, 
es precisamente que también sobre la 
misma coyuntura científico-tecnológica 
se están desarrollando el mayor número 
de avances tecnológicos que abordan 
dicha problemática desde dos aspectos 
fundamentales: uno relacionado al 
tratamiento de volúmenes masivos de 
datos y el otro relacionado a la reducción 
de la opacidad semántica de dichos datos. 
Es por ello que en forma concomitante 
al desarrollo de la Web, tal como fuera 
planteada por Sir Tim Berners Lee, 
también ha ido tomando vigor la idea de 
la Web Semántica [2], donde la 
información no solamente resultara 
comprensible por seres humanos, sino 
también por máquinas.  
El hecho de que la búsqueda de 
información jurídica sea deficiente, no 
resulta únicamente en un inconveniente 
de índole técnico, sino que atenta contra 
los mismos cimientos de la democracia a 
propiciar la falta de transparencia y 
celeridad necesaria en la resolución de 
casos judiciales que esconden un 
entramado de conflictos sociales [3], [4]. 
Las ontologías han sido propuestas 
como artefactos de representación que 
especifican un vocabulario relativo a 
cierto dominio en el contexto de los 
sistemas de información [5]. Dicho 
vocabulario define entidades, clases, 
propiedades, axiomas y reglas, además de 
las relaciones entre dichos componentes, 
con el objetivo de reducir la ambigüedad, 
los conflictos terminológicos y las 
discrepancias semánticas que se presentan 
en un área de conocimiento determinada. 
Esto conduce a una definición donde una 
ontología es entendida como “una 
especificación formal y explícita de una 
conceptualización compartida” [6]. Se 
destaca en la misma dos ideas claves, la 
de conceptualización compartida y la de 
especificación formal. La primera refiere 
a un modelo abstracto, con sus elementos 
y la vinculación entre estos, 
explícitamente definido y además cumple 
con el requisito de ser consensuada y 
aceptada por una comunidad. El segundo 
en tanto aborda la cuestión del lenguaje y 
el vocabulario con que se representa, de 
tal manera que sea interpretable de igual 
manera tanto por personas como por 
computadoras, siendo por lo tanto una 
cualidad irrenunciable el que sea 
procesable por máquina. 
El énfasis en el aspecto “consensuado” 
que propician las tecnologías de la Web 
Semántica va desde la estandarización y 
especificaciones, la arquitectura de capas 
de la W3C, hasta las definiciones de 
ontologías de alto nivel (o fundacionales) 
o específicas para distintos dominios, ya 
sean médicos, de organizaciones y 
personas o de índole legal. A modo de 
resumen se puede mencionar el conjunto 
de tecnologías de base sobre las que se 
construye la Web actual, que incluye una 
forma univoca de identificar recursos 
(URI), una codificación estándar 
(UNICODE), y un lenguaje básico para 
estructurar documentos 
(XML+XMLSchema) y sobre el cuál se 
respaldan los distintos lenguajes de 
marcado, tales como xHTML y HTML. 
Sobre tales tecnologías se cimientan las 
tecnologías específicas de la web 
semántica, que incluyen descriptores de 
recursos y relaciones entre estos (RDF y 
RDFSchema) y un lenguaje específico de 
ontologías (OWL), que aporta mayor 
expresividad al permitir describir 
propiedades y clases con restricciones de 
cardinalidad, exclusión (relaciones 
disjoint), y una mayor riqueza a la hora de 
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definir propiedades (relaciones). 
Naturalmente tales características 
imponen algunas restricciones en función 
de la expresividad deseada, lo cual 
permite diferenciar entre tres tipos 
básicos de familias de ontologías, OWL 
Lite, OWL DL y OWL FULL [7]. 
Las ontologías han demostrado su 
utilidad desde sus orígenes al ofrecer un 
marco conceptual útil para reducir la 
ambigüedad inherente al uso del lenguaje 
natural. Puesto que en muchos dominios 
del conocimiento humano se establecen 
definiciones en términos de 
construcciones verbales susceptibles a 
varias interpretaciones, principalmente 
aquellas que se vinculadas a las ciencias 
sociales. 
En el derecho, la interpretación es un 
eje fundamental sobre el que se articula el 
accionar aplicativo de la justicia, y el 
deterioro legislativo debido a la 
sobresaturación de leyes y normas, puede 
suponer un reto a la hora de conocer la 
vigencia real sobre cierta normativa. Todo 
esto pone sobre relieve la necesidad de 
establecer un proceso de ordenamiento 
jurídico [3] que culmina en la creación de 
un Digesto Jurídico. Tal proceso supone 
básicamente el escrutinio permanente 
sobre el crecimiento legislativo y el 
consecuente ordenamiento del mismo. 
Existen tres categorías fundamentales de 
intervención que se consideran y que 
definen la complejidad del proceso 
(consolidación), que incluye 1) un 
aspecto sistemático, es decir la forma en 
que se organizará la normativa, 2) otro 
lingüístico (morfológico, sintáctico y 
semántico) y 3) uno de interrelación 
normativa. 
Estas tres categorías resultan de vital 
importancia, no únicamente para el 
ordenamiento jurídico, sino para la 
digitalización y su tratamiento a través de 
sistemas de gestión documental, que 
permitan almacenar y acceder a dicha 
normativa. 
La creación de un Digesto Jurídico por 
otra parte supone la conformación a una 
doctrina, un marco jurídico y normativo y 
también el entrecruzamiento entre las 
ramas clásicas del derecho y otras 
transversales tales como “equidad de 
género”, “biodiversidad”, “derecho a la 
salud” entre otras [4]. 
En el marco de un sistema de gestión 
documental enriquecido con tecnologías 
semánticas, un Digesto Jurídico se define 
a partir de vinculaciones semánticas 
(anotado semántico) entre el texto de la 
norma y una ontología de referencia. Para 
ello lo apropiado supone la reutilización 
de ontologías de alto nivel [8], [9] para 
objetos que no son propios del derecho, 
tales como aquellos que refieren a eventos 
temporales y ubicaciones espaciales, y 
para aquellos que pertenecen a categorías 
propias del Derecho, emplear ontologías 
de dominio tales como FOLAW o LRI-
CORE [10], [11]. 
Un antecedente destacado que se 
puede mencionar es el e-COURT de la 
Unión Europea, un sistema para manejo 
de información legal, textual y 
multimedia, que permite el 
almacenamiento y recuperación de la 
misma, y que es tolerante a ambigüedades 
de índole lingüística gracias a las 
tecnologías semánticas que emplea [12]. 
Otro antecedente es el Digesto Jurídico 
basado en ontologías creado para la 
Universidad Nacional del Litoral [13]. 
2. LÍNEAS DE 
INVESTIGACIÓN Y 
DESARROLLO  
La presente línea de investigación 
comprende aspectos propios del derecho, 
como el tratamiento y ordenamiento 
jurídico de documentos legales, y otros 
propios de las TIC, como ser todo lo 
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relativo a la Web Semántica y tecnologías 
relacionadas, así también como sus 
aspectos metodológicos (Ej. 
Metodologías para desarrollar ontologías: 
methontology). Por otra parte se emplea 
documentos legales reales para tener una 
mejor dimensión de la problemática, en 
base a los cuales se diseña y pone a 
prueba una infraestructura de software 
desarrollada a partir de distintas 
tecnologías de la web semántica y 
sistemas de base de datos no relacionales 
y/o documentales. Cabe mencionarse que 
la propuesta no se centra únicamente en el 
hipotético sistema de una respuesta 
respecto a qué documentos recuperar a 
partir de un término de búsqueda, sino 
también a un dato puntual solicitado (Ej. 
todos los fallos vinculados a “violencia de 
género” que fueron “apelados”), 
eventualmente en lenguaje natural, 
aunque podría formularse a través de una 
interfaz ad-hoc similar al lenguaje de 
consulta SPARQL. 
El trabajo desarrollado sentará las 
bases para la transferencia de soluciones 
tecnológicas al sector judicial, partiendo 
desde un prototipo funcional que 
empleará datos aportados desde el Poder 
Judicial de la Provincia de Misiones 
mediante la firma de un convenio de 
transferencia de conocimientos entre la 
UGD y dicho organismo estatal. 
Asimismo desde el punto de vista 
académico, desde el trabajo llevado a 
cabo con tecnologías semánticas, se 
puede ver ya no solo un campo fértil para 
la aplicaciones de tales tecnologías, sino 
también la posibilidad de acceder a una 
fuente de escenarios de prueba para la 
validación de las propuestas desarrolladas 
tanto en el marco del presente proyecto 
como de futuros proyectos. 
3. RESULTADOS Y 
OBJETIVOS 
Objetivo General 
Proponer una infraestructura orientada 
a la búsqueda de información jurídica en 
documentos electrónicos legales a partir 
de la integración de tecnologías 
semánticas. 
Objetivos Específicos 
 Establecer un marco teórico-
conceptual sobre los antecedentes de 
la problemática en torno al 
ordenamiento jurídico de leyes, fallos, 
sentencias y otros tipos de 
documentos jurídicos, como así 
también de los medios manuales o 
mecanizados para acceder a los 
mismos, principalmente enfocado en 
los sistemas informatizados y de 
búsqueda por ocurrencia de términos 
ya sea de coincidencia plena o 
aproximada (ya sea por criterios 
estadísticos o semánticos). 
 Comprender la relación entre términos 
de búsqueda, tesauros, digestos 
jurídicos y ontologías aplicadas al 
ámbito jurídico. 
 Determinar la pertinencia de distintas 
soluciones tecnológicas de base de 
datos no relacionales para el 
almacenamiento y la recuperación de 
documentos judiciales con tecnologías 
semánticas. 
 Especificar una ontología integrada 
con ontologías de alto nivel y 
específicas del dominio para la 
gestión de documentos jurídicos. 
 Proponer una solución unificada de 
organización de la información 
jurídica en relación a los las 
estrategias de búsqueda semántica. 
 
4. FORMACIÓN DE 
RECURSOS HUMANOS 
El equipo de investigación está 
conformado de la  siguiente manera: 
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Director del Proyecto: 
Ing. Héctor Javier Ruidías 
Co-Director: 
Dr. Juan Manuel Lezcano  
Docentes-Investigadores: 
Ing. Karina Beatriz Eckert 
Abogada Carolina Vanesa Rosas  
     Tutor/Asesor 
 Dra. María L. Caliusco 
El Ing. Héctor J. Ruidías se encuentra 
desarrollando su tesis doctoral sobre 
tecnologías semánticas en UTN Facultad 
Regional Santa Fe bajo la dirección de la 
Dra María L. Caliusco. 
Además el equipo incluye a estudiantes 
de grado de las carreras de Ingeniería en 
Informática y Derecho quienes colaboran 
en diversas tareas. 
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El presente trabajo pretende realizar 
tareas de extracción de conocimiento en 
grandes colecciones de datos mediante 
la aplicación de la herramienta de 
software libre de aprendizaje de 
máquina KNIME ANALYTYCS 
procesando datos provenientes de la 
Red Social (Twiter) y ejecutándose en 
plataformas paralelo distribuidas 
tratando de cotejar las mejoras de 
performance respecto de las 
aplicaciones secuenciales en la 
caracterización de perfiles de usuario. A 
tal efecto se habrá de trabajar con la 
versión de KNIME ANALYTICS 3.5.2, 
ejecutándose sobre un cluster de cuatro 
terminales de cómputo constituyendo el 
paradigma de computación distribuida 
cada una de las cuales cuenta con placas 
GPU computing sobre una de las cuales 
se ejecutará la instancia paralela del 
análisis. 
 
Palabras clave: Minería de Datos, 
Redes Sociales, Paralelismo, HPC, 
GPU. 
CONTEXTO 
En el ámbito del proyecto 
CICITCA_UNSJ “Ciencia de los Datos 
aplicada a grandes colecciones de 
datos” ejecutado en el bienio 2016-2017 
y la continuidad buscada por el grupo 
de investigadores que lo conformaban, 
en la presentación de un proyecto para 
el bienio 2018-2019 actualmente en 
evaluación “Visualización y 
DeepLearning en Ciencia de los Datos” 
se ha conformado un cluster de cuatro?? 
Computadoras cada una de las cuales 
cuenta con unidades NVIDIA de GPU 
computing. Con el hardware citado y 
desde la realización de trabajos finales 
de grado y becas de investigación de 
alumnos avanzados se lleva adelante la 
determinación de perfiles de usuarios de 
TWITER y Redes sociales en general, 
mediante la utilización de software libre 
de aprendizaje de máquina y cómputo 
paralelo distribuido. 
La elección del entorno de software 
KNIME ANALYTICS 3.5.2 se centra 
en lo expresado en  [1] KNIME es una 
plataforma cohesionada para científicos 
de datos de todos los niveles de 
habilidades, que proporciona un marco 
de ciencia de datos único y consistente. 
Ofrece capacidades de acceso y 
manipulación de datos de alta 
calificación, una amplia y completa 
gama de algoritmos y herramientas de 
aprendizaje automático adecuadas tanto 
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para principiantes como para científicos 
de datos experimentados. La plataforma 
de KNIME se integra con otras 
herramientas y plataformas, como R, 
Python, Spark, H2O.ai, Weka, DL4J y 
Keras, a la vez que permite su ejecución 
considerando procesadores multinúcleos 
y/o GPGPU computing. La ayuda 
contextual de KNIME es más flexible 
que los "asistentes" fijos. La interfaz de 
usuario y los extensos ejemplos 
proporcionados con la plataforma atraen 
a la comunidad de científicos de datos. 
 
Interfaz de KNIME ANALYTICS 3.5.2 
 
1. INTRODUCCIÓN 
Para explicitar conceptos brindados en 
el contexto de la propuesta, habrán  de 
definirse aspectos relevantes a la 
misma: 
Big Data hace referencia a una 
colección de datos de considerable 
dimensión que hacen imposible el 
procesamiento con aplicaciones 
tradicionales de base de datos. 
En [2] definen Big Data usando las tres 
V’s: Volumen, Velocidad y Variedad.  
Volumen se refiere a la cantidad de 
datos, desde Terabytes (TB) a Petabytes 
(PB), relacionado con la estructura de 
estos datos incluyendo registros, 
transacciones, archivos, y tablas. El 
volumen de estos datos, se prevé que 
crecerá 50 veces para el 2020. 
Velocidadse refiere a la forma de 
transferir los grandes volúmenes de 
datos incluyendo transmisión en batch, 
tiempo real y flujos. La velocidad, 
incluye tiempo y latencia, 
características propias del manejo de 
datos. Los datos pueden ser analizados, 
procesados, almacenados y manipulados 
en forma rápida, o con un retardo entre 
eventos. 
Variedad de los grandes volúmenes de 
datos, se refiere a los diferentes 
formatos que pueden adoptar los datos, 
incluyendo estructurados, semi 
estructurados, desestructurados y todas 
las combinaciones de estos tres. El 
formato de los datos incluye: 
documentos, mails, mensajes de texto, 
audio, imágenes, video, gráficos, entre 
otros. 
High-Performance Computing (HPC) 
según [3] se usa para describir 
ambientes de cómputo que utilizan 
supercomputadoras o clusters de 
computadoras para atender 
requerimientos de cómputo complejos o 
aplicaciones con requerimientos altos de 
tiempo o que requieren procesamiento 
de grandes volúmenes de datos. 
La tecnología HPC es apropiada tanto 
para las aplicaciones de cálculo 
intensivo, como las de procesamiento 
intensivo de datos. Las plataformas 
HPC utilizan un alto grado de 
paralelismo que tiende a usar 
multiprocesadores especializados con 
arquitecturas de memoria que han sido 
altamente optimizadas para cálculos 
numéricos. 
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Las PC’s actuales tienen más poder de 
cómputo que las supercomputadoras de 
hace una década. Estas PC’s, poseen 
procesadores con múltiples cores 
(multicore), con poderosas placas de 
video (GPGPU), inicialmente 
concebidas para abordar tareas gráficas 
que requieren gran cantidad de cómputo 
en paralelo. Las PC´s con procesadores 
multicore, y placas gráficas GPU, 
constituyen lo que en [4] define como 
computación heterogénea, ya que 
combina más de un tipo de procesador. 
Este tipo de configuración de hardware, 
constituye una herramienta nueva para 
la computación HPC. 
Redes sociales 
En  las redes sociales son sitios de 
Internet formados por comunidades de 
individuos con intereses o actividades 
en común (como amistad, parentesco, 
trabajo) y que permiten el contacto entre 
estos, de manera que se 
puedan comunicar e intercambiar 
información. 
 
Minería de Datos 
La minería de datos, Data Mining, 
según [6]  es un proceso de 
descubrimiento de nuevas y 
significativas relaciones, patrones y 
tendencias al examinar grandes 
cantidades de datos. La disponibilidad 
de grandes volúmenes de información y 
el uso generalizado de herramientas 
informáticas ha transformado el análisis 
de datos orientándolo hacia 
determinadas técnicas especializadas 
englobadas bajo el nombre de minería 
de datos o Data Mining. Las técnicas de 
minería de datos persiguen el 
descubrimiento automático del 
conocimiento contenido en la 
información almacenada de modo 
ordenado en grandes bases de datos. 
 
Sistemas Distribuidos 
Los sistemas distribuidos intentan hacer 
que un conjunto de computadoras 
físicamente separadas (cada una con sus 
propios recursos como procesador, 
memoria, buses) trabajen 
cooperativamente para resolver un 
problema grande, y que externamente se 
vean como una sola unidad con un gran 
poder de procesamiento. 
Se define en [7] un Sistema Distribuido 
como un sistema en el cual 
componentes de hardware y software, 
localizadas en computadores de red, se 
comunican y coordinan sus acciones 
sólo por paso de mensajes 
Las computadoras conectadas mediante 
red pueden estar físicamente a cualquier 
distancia, inclusive separadas por 
continentes, pero también en el mismo 
edificio o habitación.  
CUDA-Paralelismo 
Según [8] a través del uso de CUDA es 
posible construir aplicaciones paralelas 
capaces de aprovechar los múltiples 
cores de una GPU. Hacer programas 
para ser ejecutados sobre una GPU 
implica comprender la interacción de 
datos y de control que se produce entre 
la CPU y la GPU, dando lugar a una 
nueva modelo de programación 
paralela. Este modelo combina un 
enfoque de trabajo distribuido con uno 
de trabajo paralelo. El enfoque 
distribuido es consecuencia del hecho 
de que la CPU y la GPU tienen 
memorias disjuntas y arquitecturas de 
hardware diferentes. Además, ejecutan 
tareas que, si bien están relacionadas, no 
son las mismas, y por lo tanto no 
ejecutan las mismas instrucciones. El 
enfoque paralelo se da por el uso de los 
múltiples cores de la GPU, de modo que 
todos pueden ejecutar la misma 
instrucción al mismo tiempo, pero sobre 
diferentes datos 
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 Rendimiento o performance  
El rendimiento es la rapidez con la que 
el computador puede ejecutar 
programas, es la inversa del tiempo 
requerido por una computación, el cual 
se calcula con la siguiente expresión: 1𝑇݅݁݉݌݋ ݀݁ ݆݁݁ܿ𝑢ܿ݅ó݊ 
Speed Up  
Es una métrica usada para medir la 
mejora relativa de la performance de un 
programa cuando a este se le hace 
alguna modificación. La forma básica 
para calcular el Speed Up es: 
 Tiempo de ejecución sin la mejora Tiempo de ejecución con la mejora 
 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
En el marco de la investigación se 
pretende:  
 Analizar y describir el conjunto de 
estudios y prácticas requeridos en 
Ciencia de Datos. 
 Analizar diferentes API’s 
(Application Programming Interface) 
de aplicación para el relevamiento de 
datos Redes Sociales y su análisis e 
interpretación, sobre plataformas 
paralelo-distribuidas, con las formas 
de representación que las 
herramientas a utilizar poseen. 
 
 
3. RESULTADOS ESPERADOS 
Se espera comprobar mejoras en la 
performance, de los algoritmos paralelo 
distribuidos respecto de las alternativas 
secuenciales. Especialmente se espera 
una interesante mejora en el SpeedUp 
de las aplicaciones distribuidas y 
fundamentalmente paralela. Se trabajará 
centralizando las actividades en la 
interfaz de KNIME dado que la misma 
tiene capacidades de interactuar con 
diferentes entornos de software y 




4. FORMACIÓN DE RECURSOS 
HUMANOS 
Esta propuesta, originalmente contenida 
en el proyecto “Ciencia de los Datos en 
Grandes colecciones de Datos”, permite 
continuarse en el proyecto actualmente 
en evaluación “Visualización y 
DeepLearning en Ciencia de Datos”. En 
este contexto la profundización del 
conocimiento adquirido por los 
integrantes del proyecto, permite formar 
nóveles docentes-investigadores del 
departamento informática, así como la 
dirección y defensa de diferentes tesis 
de maestría y trabajos finales de grado, 
Simultáneamente, permite proponer 
alumnos de grado a becas de alumnos 
avanzados e iniciación. La significativa 
sinergia alcanzada por el grupo de 
trabajo ha permitido extender las 
aplicaciones del Data Science a otros 
proyectos a la vez que proponer 
diferentes instancias de propagación del 
conocimiento que se vuelca a las 
cátedras de las carreras del 
Departamento Informática, así como en 
charlas, y/o cursos de posgrado.  
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RESUMEN 
El presente proyecto pretende implementar 
técnicas de Datamining o también denominado 
Minería de Datos en aplicaciones web de 
sistemas informáticos y procesan la 
información con motores de Base de Datos 
Relacionales, es decir efectuar “Análisis 
Inteligente de Datos”. En el desarrollo de 
tecnologías web genera la necesidad de contar 
con herramientas,  carencia que se ha 
analizado y detectado en  investigaciones 
anteriores, por lo que se pretende 
implementarlo en lenguajes específicos de 
programación web. 
Implica obtener ventajass y beneficios de la 
Minería de Datos ya sea aplicando técnicas 
específicas de descripción o de aprendizaje 
automático. Se puede mencionar Redes 
Neuronales, reglas de asociación, clustering o 
similares, en cualquier problema genérico de 
un Sistema Informático desarrollado en un 
lenguaje de programación web. El objetivo es 
realizar en los datos un “Análisis Inteligente 
de Datos”. 
Para lograr este objetivo es necesario clasificar 
y estudiar en profundidad las técnicas que 
representan a la Minería de Datos, 
aplicándolas en lenguajes de programación 
web e implementarlos con motores de Base de 
Datos. Es obligatorio y necesario conocer en 
detalle los lenguajes involucrados, estudiar la 
implementación correcta de las técnicas de 
Minería de Datos y la conectividad con el 
motor de Base de Datos. 
 
Palabras Clave: Datamining, Análisis 
Inteligente, Programación Web 
 
CONTEXTO 
El proyecto se encuentra inserto dentro de las 
siguientes Líneas Prioritarias de Investigación 
de la Facultad de Ingeniería (LIPIFI) - UNJu:
  
- Ingeniería del Software 
 - Ingeniería de Procesos 
Es un proyecto aprobado de categoría B   
(Código D/B030) 
Financiamiento: Secretaría de Ciencia y 
Técnica y Estudios Regionales (SeCTER) de 
la UNJu. 
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 1.   INTRODUCCIÓN 
 
Se entiende que la Minería de Datos es “un 
campo de la estadística y las ciencias de la 
computación referido al proceso que intenta 
descubrir patrones en grandes volúmenes de 
conjuntos de datos” [1], el actual Grupo de 
Investigación se inició en el año 2.016 con el 
proyecto, aprobado, de categoría B 
denominado “Data Mining aplicado a análisis 
telefónico”, el mismo ha finalizado en 
diciembre de 2017, siendo importante destacar 
que se aplicaron técnicas de Minería de Datos 
exclusivas para encontrar soluciones al 
problema en cuestión. Este último es un 
problema genérico en el que se realizó un 
Análisis de Datos de una Red de 
Comunicaciones con el formato actual que 
proveen las compañías telefónicas 
denominado “Sábanas de llamadas” para ser 
aplicados en el ámbito de la Seguridad de 
Organismos Gubernamentales Provinciales y/o 
Nacionales, siendo necesario por ello 
examinar y describir técnicas y herramientas 
que emergen en esa área de investigación 
aplicadas a la toma de decisiones [2]. 
El descubrimiento de la información oculta es 
de importancia estratégica, y es posible por las 
características de la Minería de Datos, pero es 
el descubrimiento del conocimiento (KDD, 
por sus siglas en inglés) el que se encarga de 
la preparación de los datos y de la 
interpretación de los resultados obtenidos, los 
cuales darán significado a los patrones 
encontrados [3]. Se destaca que KDD es 
producto del rápido desarrollo de la minería de 
datos y la aplicación de tecnologías de 
información y bases de datos. 
Zhang et al [4] formulan el proceso basado de 
la extracción de conocimiento (KDD) en una 
secuencia iterativa de cuatro pasos: la 
definición del problema, el pre - 
procesamiento de datos (que incluye la 
preparación de datos), data mining, y el post 
data mining. 
Como se mencionó anteriormente el proyecto 
de investigación “Data Mining aplicado a 
análisis telefónico” se encuentra en su última 
fase, centrado en el análisis y aplicación de 
técnicas específicas de  minería de datos al 
problema de estudio, abarcando y estudiando 
los resultados que son de utilidad a los 
usuarios finales que hacen uso de la misma, 
principalmente en el área de seguridad 
gubernamental. 
Sin embargo existe una cantidad de técnicas 
que son estudiadas por la Minería de Datos y 
que es necesario profundizar para fortalecer un 
grupo de investigación destinado a esta 
ciencia. Una clasificación sumamente 
interesante y bastante completa es la planteada 
por Orallo et al [5] en donde se observa en 
forma más detallada las técnicas particulares 
que pueden aplicarse según se trate de  
problemas Predictivos o Descriptivos (Tabla 
1). 
  
                     Tabla 1: Aplicación de técnicas 
de Data Mining según el tipo de Problema 
 
El trabajo realizado precedentemente por el 
grupo de investigación se enfocó en la 
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aplicación de la minería de datos en el ámbito 
de la seguridad. Sin embargo, se pudo 
determinar que el conjunto de herramientas 
que la caracterizan es amplio y surgieron 
problemas en la integración con los sistemas  
de donde se extraían la información, la 
mayoría de ellos sistemas informáticos de 
plataforma web. Es objetivo del equipo de 
trabajo investigar el procedimiento de incluir 
las técnicas de minería de datos en los 
sistemas que hoy cuentan con la información 
necesaria para tomar decisiones. 
     La Inteligencia de negocios o BI, por sus 
siglas en inglés, según el Data Warehouse 
Institute, lo define como la combinación de 
tecnología, herramientas y procesos que 
permiten transformar los datos almacenados 
en información, esta información es 
conocimiento y este conocimiento debe estar 
dirigido a un plan o tener una estrategia 
comercial. La inteligencia de negocios debe 
ser parte de la estrategia empresarial, que 
permite optimizar la utilización de recursos, 
monitorear el cumplimiento de los objetivos 
de la empresa y la capacidad de tomar buenas 
decisiones para obtener mejores resultados, tal 
como puede observar en la imagen1.[8] 
 
 
Imagen 1: Pasos de la Inteligencia de 
Negocios  
 
Los pasos que detalla el The Data 
Warehousing Institute se refiere al proceso de 
convertir datos en conocimiento, 
posteriormente reflejar en acciones 
competitivas. Los datos deben ser procesados 
para requerir la información de ella, tarea que 
las empresas se han visto obligadas a requerir 
y les permite ser competitivos en el mercado 
actual. En estas últimas décadas los usuarios 
consumen productos y servicios por la web  y 
esta modalidad de mercado exige que las 
empresas deban extraer conocimientos de la 
información con la que cuentan y puedan 
predecir acciones. Es sumamente importante 
la integración de los sistemas con la extracción 
del conocimiento que se realiza. 
Se puede afirmar en consecuencia que la etapa 
de requerir y hacer uso de la información tiene 
un desafío mayor y consistente en la 
extracción del conocimiento o análisis 
inteligente. 
Una falencia o una situación a considerar que 
se presentó en la investigación realizada 
previamente por este grupo, es la falta de 
implementación o interrelación de las técnicas 
empleadas en estas herramientas de Minería 
de Datos en lenguajes de programación. 
Existen herramientas en el mercado actual 
para Minería de Datos, tal como se puede 
observar en el llamado “Cuadrante Mágico” 
para plataformas de Análisis Predictivo del 
año 2.016 (Imagen 2), de la empresa Gartner, 
organización de investigación de las 
tecnologías de la información reconocida 
mundialmente, en donde se muestra la 
comparación de las principales herramientas 
para Plataformas Analítica Avanzadas [6], con 
características y funcionalidades totalmente 
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diferentes entre ellas. 
 
Imagen 2: “Cuadrante Mágico” para 
plataformas de Análisis Predictivo 2.016 de 
Gartner 
 
Hay también, lenguajes de programación que 
son utiizados mundialmente, donde se suele 
tomar como medida el Índice “TIOBE Quality 
Indicator”, el cual es un índice elaborado por 
una empresa de software holandesa que se 
especializa en la evaluación y seguimiento de 
la calidad de los programas informáticos[7], 
tal como se observa en la imagen 3, revisando 
actualmente en tiempo real más de 300 
millones de códigos de diversos programas. 
 
Imagen 3: Comparación de los principales 
lenguajes, índice TIOBE, agosto de 2.017 
De acuerdo a dicho cuadro comparativo se 
debe hacer hincapié en los lenguajes que son 
frecuentemente utilizados para desarrollo de 
sistemas, considerando que en los primeros 
lugares se puede visualizar que los lenguajes 
son de caracteristica web y la integración que 
se debe desarrollar con la herramientas de la 
imagen 2,  deben estar en esta línea de trabajo. 
La empresa o entidad que necesita tomar 
decisiones debe por lo tanto integrar la 
información que posee y el modelo de 
extracción del conocimiento, siendo para ello 
necesario relacionar el modelo de 
conocimiento con el sistema informático, para 
que personas de los distintos ámbitos de la 
empresa puedan realizar el análisis con los 
datos de la organización. 
 
 
2.   LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
 
Dentro de las Líneas Prioritarias de 
Investigación de la Facultad de Ingeniería 
(LIPIFI) - UNJu los temas que se investigarán 
y desarrollarán serian: 
● Técnicas Descriptivas de 
Minería de Datos 
● Técnicas Predictivas de 
Minería de Datos 
● Herramientas de Software 
Libre para Datamining 
● Análisis Inteligente de Datos 
 
3.   RESULTADOS OBTENIDOS / 
ESPERADOS 
 
El presente proyecto se encuentra en su fase 
inicial, y busca cumplir el objetivo general: 
Implementar técnicas específicas de 
herramientas de Minería de datos en 
aplicaciones web de sistemas informáticos con 
Base de Datos Relacionales; y presenta los 
siguientes Objetivos específicos: 
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● Estudiar y profundizar en las 
principales técnicas de Minería de 
Datos, 
● Analizar y establecer las principales 
características de las herramientas de 
Minería de Datos disponibles en la 
actualidad que permitan su 
implementación en lenguajes de 
programación web. 
● Estudiar y comparar los principales 
lenguajes de programación web 
disponibles en el mercado actual. 
● Estudiar e implementar la conectividad 
de los lenguaje/s de programación web 
seleccionados con un motor de base de 
datos relacional. 
● Implementar las técnicas de las 
herramientas selecionadas en los 
lenguajes de programación web 
estudiados. 
● Realizar prácticas de Análisis 
Inteligente en problemas específicos de 
Minería de Datos. 
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Los alumnos  Leonardo Ezequiel Montes y 
Nelson Ariel Mogro se encuentran 
desarrollando la tesis de grado para la 
obtención del título de Ingeniero en 
Informática denominado “Minería de datos 
para soporte a decisiones de planificación 
educativa” cuyo Director es el Esp. Ing. José 
Farfán, su Codirector Ing. Mariela Rodriguez. 
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En el marco de Ciencia de Datos, se 
propone analizar y caracterizar 
diferentes estrategias y herramientas de 
minería de texto, según sus 
potencialidades de Visualización de 
Información. Estas se aplicarán a 
conjuntos de datos obtenidos desde los 
planes de estudios de las carreras de 
Informática, disponibles en el 
Departamento de Informática de la 
Facultad de Ciencias Exactas 
Físicas y  Naturales de la 
Universidad Nacional de San Juan 
DI-FCEFN-UNSJ. Se considerarán 
herramientas de software libre, 
particularmente RapidMiner y Knime 
para la visualización de la información 
obtenida aplicando técnicas de 
Textmining. 
Considerando al usuario como el 
destinatario del proceso de búsqueda de 
conocimiento en datos, se investigará 
sobre aspectos de interpretación y 
percepción. 
Palabras clave: Visualización, 
Visualización de la Información, 
Visualización de Texto, Minería de 
Texto, Textmining. 
CONTEXTO 
La línea de investigación se encuentra 
en el ámbito de los proyectos “Ciencia 
de los Datos aplicada a grandes 
colecciones de datos” ejecutado en el 
bienio 2016_2017 y la continuidad, 
buscada por el grupo de investigadores 
que lo conformaban, en la presentación 
de un proyecto para el bienio 
2018_2019 actualmente en evaluación 
“Visualización y Deep Learning en 
Ciencia de los Datos”  
En este último se pretende evaluar  
software libre apropiado al área 
Ciencia de Datos, indagar en la 
temática de Deep Learning, investigar 
sobre aspectos de interpretación y 
percepción relacionados con 
mecanismos de visualización  de 
información, así como herramientas 
para implementar los mismos, en el 
marco de búsqueda de conocimiento en 
datos. Además de caracterizar a los 
usuarios de acuerdo a las 
potencialidades de las herramientas 
analizadas. 
En este contexto, la presente propuesta 
de trabajo y línea de investigación se 
centra en formas de visualizar la 
información generada a partir de los 
datos de los planes de estudio de las 
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carreras de informática del DI-FCEFN-




Según Strecker, Card y otros la 
Visualización de Información puede ser 
tratada como un campo de 
conocimiento bien establecido, 
asociado al uso de representaciones 
visuales de datos abstractos que tienen 
como fin expandir el conocimiento. 
Para  Cairo, A. es una tecnología plural 
que consiste en transformar datos en 
información semántica o en la creación 
de herramientas para dicha 
transformación, basada en la 
combinación de señales de naturaleza 
icónica con otros de naturaleza 
arbitraria y abstracta (textos, 
estadísticas, etc.). 
La minería de textos es un subcampo 
de la minería de datos, encontrándose 
entre sus aplicaciones analizar o 
comparar textos. Las técnicas de 
visualización mejoran la comunicación 
de los resultados  obtenidos.  En el 
proceso de análisis se produce la 
modificación del texto original, 
también llamado dato no-estructurado, 
por ejemplo reduciendo un texto a una 
lista de palabras de acuerdo con su 
frecuencia. Es así que, la mayoría de 
las visualizaciones de textos 
transforman los datos de tipo textual o 
no estructurados en un nuevo conjunto 
de datos estructurados, y reducidos, 
respecto al texto original. Este nuevo 
conjunto de datos ya no es 
unidimensional, sino que puede estar 
ordenado por categorías o con una 
estructura de red. 
En la actualidad se puede contar con 
varias herramientas libres que ayudan a 
convertir datos en gráficos. Estas 
pueden ser usadas desde usuarios 
principiantes hasta usuarios avezados. 
En Wikipedia se presentan algunas de 





Fig.1 – Algunas herramientas para 
Visualización   de datos. 
José Mondragón de IBM 
developerWorks expresa que, en las 
empresas se generan mucha 
información estructurada así como 
datos no estructurados. Opina que 
combinar los análisis con datamining 
para ambos tipos de información puede 
ayudar a incrementar la rentabilidad y 
la participación en el mercado. En la 
figura 2 se muestra el diagrama de 
cómo mejorar el desempeño de un 
modelo predictivo: 
 
Fig. 2 – Modelo predictivo usando 
minería de texto. 
 
Es importante tener en cuenta que todo 
proceso de minería de texto debería 
culminar con la confección de un 
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gráfico mediante el cual se visualice la 
información de manera rápida y clara, 
tal como lo indica Felipe de Jesús 
Núñez Cárdena 
El  punto de partida en el tratamiento 
de visualizaciones de textos, es 
reconocer dos grandes categoría de 
textos: Textos individuales y 
Colecciones de textos, y a la vez 
consideran  distintos tratamientos de 
visualizaciones relacionados con cada 
una de las categorías.   
1 - Visualización de textos individuales 
Los métodos de visualización de un 
 texto completo suelen  utilizar el color 
como elemento distintivo,  variaciones 
de diagramas de barras, curvas que 
conectan partes  del texto entre otros 
recursos. Una problemática detectada 
es la variedad en cuanto a la naturaleza 
de los textos, por lo que los autores 
mencionados consideran que es una 
buena idea trabajar con textos más 
estructurados y sencillos, con un 
vocabulario más regular, una longitud 
del texto estandarizada, con una clara 
estructura del discurso y corrección en 
el lenguaje (artículos científicos, textos 
de patentes, diagnósticos de salud, 
etc.). 
Si la problemática de visualización se 
traslada a partes de un texto, un método 
habitual es el llamado bag of words o 
bolsa de palabras 
Asimismo, métodos estadísticos muy 
simples, como la frecuencia de 
palabras, pueden tener un resultado 
fácil de entender.  También  una lista 
de varios tamaños de palabras es una 
forma  directa de comunicarse con 
cualquier usuario, ya sean estos 
principiantes o expertos.  
2 - Visualización de colecciones 
Una vez determinadas las colecciones, 
los datos se pueden considerar como un 
caso general de visualización de datos. 
Es así que se emplean métodos 
utilizados en otros campos como ser 
visualizaciones de red, líneas 
temporales, ítems de nubes de palabras 
-para el caso de comparar textos, y  el 
color para detectar palabras nuevas 
(Jaume Nualart-Vilaplana, Mario 
Pérez-Montoro y Mitchell Whitelaw). 
 
2. LINEAS DE INVESTIGACIÓN 
Y DESARROLLO 
En el marco del proyecto que contiene 
la presente línea de investigación se 
pretende, tomar el trabajo realizado en 
la tesis de maestría de la Lic. Laura 
Gutiérrez. Este versa sobre proponer 
una metodología automática para 
determinar las pertinencias sintáctico-
semáticas entre los contenidos 
mínimos de carreras de informática 
con las normas establecidas según las 
diferentes titulaciones asignadas a las 
mismas.  
El proceso automático agrupa los 
contenidos mínimos de las carreras 
estableciendo el grado de similitud 
sintáctica de estos, con  las áreas u 
objetivos temáticos de las resoluciones 
o marcos regulatorios 
correspondientes, favoreciendo así, un 
análisis inicial de planes de estudio 
que pueda llevar a la decisión de hacer 
correcciones sobre los mismos.  
La aplicación se llevó adelante 
mediante la utilización los módulos de 
modelado y minería de texto 
(TextMining -TM-) de la herramienta 
de software libre RapidMiner (RM) 
versión 5.3.15. El caso de estudio 
considerado es la carrera Licenciatura 
en Ciencias de la Computación del DI-
FCEFN-UNSJ.    
Ese trabajo se ha llevado adelante 
mediante la utilización de herramientas 
de software libre del área de Data 
mining - DM. En este caso los 
resultados que se presentaron se 
alcanzaron  mediante el uso de de 
algoritmos de DM que posee la 
herramienta RapidMiner  versión 
5.3.15 con la opción de visualizarlos 
también. 
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Desarrollo 
El trabajo citado se  realizó 
básicamente en tres pasos: 
 1_ Preprocesamiento y Análisis de 
Documentos de Texto (Planes de 
Estudio) 
2_ Visualización de Contenidos 
Faltantes: El resultado del análisis a 
los datos, permitió obtener los 
contenidos faltantes en los documentos 
de texto utilizados, que con los 
documentos de texto a simple vista no 
se observaban (Contenidos mínimos).  
3_ Determinación de pertinencias 




Los resultados obtenidos en este 
trabajo en particular, permitieron 
visualizar los contenidos faltantes en 
los documentos de texto y llevaron a 
sugerir cambios en los mismos 
obteniendo mejores resultados en un 
posterior análisis. 
Se pretende desde este proyecto aplicar 
distintas herramientas de visualización 
en diferentes conjuntos de datos 
textuales, con el propósito de extraer 
rápida y sencillamente el conocimiento. 
 
4. FORMACIÓN DE 
RECURSOS HUMANOS 
El equipo de investigación se encuentra 
conformado por: una directora, un co-
director, cuatro docentes investigadores 
(categorizados en el Programa de 
Incentivos de la Secretaria de Políticas 
Universitarias (SPU) perteneciente al 
Ministerio de Educación de la Nación 
Argentina), un egresado y cuatro 
alumnos de los últimos años de las 
carreras del Departamento de 
Informática. 
En el marco de esta investigación se 
desarrollarán trabajos finales para la/s 
carrera/s LCC-LSI del DI. 
La ejecución del proyecto incidirá 
directamente en una formación más 
profunda de los integrantes del equipo 
de investigación. Este aspecto 
beneficiará de manera directa a las 
carreras del Departamento de 
Informática, pues las temáticas 
abordadas están vinculadas con las 
materias en las cuales se desempeñan 
los integrantes de este proyecto. 
También estas líneas de trabajo 
servirán al medio para proveer nuevas 
estrategias de administración y 
presentación del conocimiento. 
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El  proyecto se desarrolla en el marco del 
proyecto “TI en los sistemas de información: 
modelos, métodos y herramientas” 
acreditado por la Universidad Nacional del 
Nordeste (UNNE) y la Maestría en 




Los proyectos de explotación de información 
son ampliamente desarrollados en diversos 
dominios de conocimiento. En la sociedad 
actual se aplican diversas tecnologías de 
apoyo a la gestión de incidentes. Por ello, se 
propone diseñar un procedimiento para la 
toma de decisiones integrando tecnología 
GIS y técnicas de minería de datos. La 
propuesta se validará la propuesta en un caso 
de estudio circunscripto a la Provincia de 
Corrientes. Se espera transferir los 
conocimientos adquiridos y los productos 
generados a instituciones públicas 
provinciales. 
 
Palabras clave: Minería de datos, 





Un sistema de información geográfica (GIS) 
se define como un sistema informático que 
permite capturar, almacenar, consultar, 
analizar y mostrar datos geoespaciales [1]. 
Estos sistemas son ampliamente utilizados 
en diversos dominios atendiendo a las 
innovadoras alternativas de gestión de la 
información que ofrecen. 
La tecnología GIS se utiliza en el 
tratamiento de la información de diversos 
dominios, siendo uno de ellos el referente a 
la delincuencia. En [2] se exponen 
herramientas para el mapeo efectivo del 
crimen, análisis y gestión. En este sentido se 
coincide con lo presentado en [3], dado que 
actualmente las evidencias digitales para la 
investigación del crimen en su mayoría 
incluyen un componente geoespacial. 
 
Dado que los GIS pueden tratarse como 
bases de datos que contienen información 
geográfica de utilidad vinculada a un 
determinado territorio de interés. Desde esta 
visión, pueden aplicarse para la búsqueda de 
patrones y regularidades significativas 
utilizando ingeniería de explotación de 
información [4]. 
La explotación de información (information 
mining) constituye la sub-disciplina de la 
Informática que aporta a la Inteligencia de 
Negocio [5], métodos y herramientas para la 
transformación de información en 
conocimiento [4]. Un proceso de explotación 
de información se puede definir como un 
conjunto de tareas relacionadas lógicamente 
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[6] que se ejecutan para lograr, a partir de un 
conjunto de información con un grado de 
valor para la organización, otro conjunto de 
información con mayor grado de valor que el 
inicial [7, 8]. 
Para lograr este objetivo se utilizan las 
técnicas de minería de datos (data mining o 
MD). La minería de datos es la extracción de 
información no trivial, implícita, 
previamente desconocida y potencialmente 
útil de una base de datos [9]. Es un elemento 
fundamental para la explotación de 
información o bien del proceso que tiene 
como objetivo el descubrimiento de 
conocimiento en grandes bases de datos 
(knowledge discovery in databases o KDD) 
[10, 11].  
Los procesos de explotación de información 
basados en sistemas inteligentes [12], se 
centran en el descubrimiento de patrones de 
conocimiento en la masa de datos, aplicando 
técnicas de minería de datos. Sin embargo se 
carece de una visión o enfoque de cómo 
extender estas técnicas de descubrimiento de 
patrones en la información contenida en una 
base de datos geo-referenciada generada y 
utilizada por un GIS. Lo expuesto permitirá 
comprender la distribución espacial de una 
temática en relación a un contexto 
geográfico específico. 
  
En [13, 15] se reportan análisis de incidentes 
vinculados con la criminalidad.  
Una de las medidas para combatir la 
delincuencia en el país fue la creación del 
Sistema de Alerta Temprana (SAT) por parte 
del Ministerio de Justicia y Derechos 
Humanos [13]. En la actualidad, la 
información proveniente del SAT se trata a 
través del análisis estadístico, sin aplicar 
técnicas ni herramientas de minería de datos.  
Además, en los últimos años, el Instituto 
Tecnológico de Buenos Aires (ITBA) en 
conjunto con otras Universidades, realiza 
estudios enfocados en el campo delictivo 
donde da cuenta de la importancia de aplicar 
la minería de datos para la exploración y 
detección de patrones delictivos en 
Argentina [16], como así también en la 
inteligencia criminal [17]. 
 
En cuanto a métodos de integración de 
tecnologías GIS y MD, se presentan 
propuestas para integrar ambas herramientas, 
en los cuales la mayoría de ellos solo se 
limita a mostrar un ejemplo o caso de uso 
para ilustrar la viabilidad [21, 22]. 
El estudio demuestra que es sumamente 
necesaria la validación de las propuestas 
para obtener resultados empíricos sobre su 
efectividad. Del mismo modo, se puede 
mencionar un trabajo de la Universidad 
Nacional de Lanús en el marco del cual se 
desarrolló una extensión de software GIS 
para integrar minería de datos  [23]. 
Otros relevamientos y estudios realizados en 
la región del NEA indican la carencia de la 
aplicación de estos métodos y herramientas 
software. Así, se nota el aporte posible a los 
departamentos policiales al integrar la 
aplicación de las herramientas GIS y las 
técnicas de minería de datos como 
instrumentos para reducir la criminalidad.  
Por lo expuesto, se propone integrar los 
sistemas de información geográfica y las 
técnicas de minería de datos como 
herramientas claves para la detención y 
predicción de hechos delictivos.  
Para validar la propuesta, se aplicarán estas 
tecnologías sobre una base de datos geo-
referenciada con información de ocurrencias 
de delitos de robo y hurto cometidos en la 
ciudad en el primer semestre del año 2017, 
con el propósito de realizar un análisis y 
hallazgo de los patrones más relevantes de 
estos hechos, y así aportar una innovadora 
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2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
En el marco del trabajo planteado se 
indagará en: 
 Los casos reportados para explotar 
información capturada por 
tecnologías GIS y aplicando métodos 
de minería de datos. 
 Las metodologías descriptas en la 
literatura para ejecutar proyectos de 
explotación de información. 
 Las herramientas Open Source GIS 
para la captura de información. 
 Los procesos de explotación de la 
información aplicables  para el 
procesamiento de datos delictivos  
capturados por tecnologías GIS. 
 Las herramientas Open Source para 
aplicar procesos de minería de datos 





El proyecto que se expone tiene como 
objetivo general aportar un procedimiento 
que integre las tecnologías GIS y los 
métodos comprendidos en la minería de 
datos para identificar patrones delictivos en 
un contexto geográfico delimitado. Este 
objetivo se concretará a través de: 
 Estudiar, analizar y seleccionar 
tecnologías de geo-referenciación 
GIS/IDE existentes.  
 Investigar y profundizar en técnicas y 
herramientas comprendidas en la minería 
de datos. 
 Elaborar y desarrollar una propuesta 
integradora de tecnologías GIS y 
métodos comprendidos en la minería de 
datos, para aplicar procesos de 
explotación de la información en un 
dominio específico 
 Validar la propuesta, en un caso de 
estudio, para producir conocimiento 
orientado a la detección de hechos 
delictivos de robos y hurtos en la ciudad 
de Corrientes. 
El proyecto se inició en diciembre 2017, 
como resultados obtenidos se menciona la 
elaboración de la Revisión Sistemática de la 
Literatura referente a la integración de MD y 
GIS aplicados al análisis delictivo. El 
informe elaborado aportó en la delimitación 
del objeto de estudio y en la definición del 
plan de trabajo presentado a la asignatura 
Trabajo Final de Maestría.  
Se espera que el desarrollo de la propuesta 
contribuya a: sistematizar las  tareas 
manuales de los agentes policiales y a la 
generación de información de calidad que 
apoye la toma de decisiones. Esta se 
sustentará en los métodos de explotación de 
la información aplicados a los datos 
capturados y procesados con tecnologías 
GIS por el SAT.  
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
Desde el proyecto de I+D se fortalece la 
formación de recursos humanos en temas 
que aportan al desarrollo tecnológico 
regional. Además, el trabajo forma parte de 
un proyecto de trabajo final de la Maestría 
en Tecnologías de la Información, carrera 
cooperativa entre la UNNE y la UNAM.  
El conocimiento adquirido y consolidado a 
través de la propuesta se podrá transferir a 
los recursos humanos de la organización 
adoptante de la tecnología, y la información 
producida a la ciudadanía. En el futuro se 
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Abstract
Las bases de datos han incluido la capaci-
dad de almacenar datos no estructurados tales
como ima´genes, sonido, texto, video, etc. La
problema´tica de almacenamiento y bu´squeda
en estos tipos de base de datos difiere de las
bases de datos cla´sicas, dado que no es posi-
ble organizarlos en registros y campos, y aun
cuando pudiera hacerse, la bu´squeda exacta
carece de intere´s. Es en este contexto donde
surgen nuevos modelos de bases de datos ca-
paces de cubrir las necesidades de almace-
namiento y bu´squeda de estas aplicaciones.
Nuestro intere´s se basa en el disen˜o de ı´ndices
eficientes para estas nuevas bases de datos.
1 Contexto
El presente trabajo se desarrolla en el a´mbito
de la lı´nea Te´cnicas de Indexacio´n para Datos
no Estructurados del Proyecto Tecnologı´as
Avanzadas de Bases de Datos (22/F414), cuyo
objetivo es realizar investigacio´n ba´sica so-
bre manejo y recuperacio´n eficiente de infor-
macio´n no tradicional.
2 Introduccio´n
La informacio´n disponible en formato digital
aumenta dı´a a dı´a su taman˜o de manera ex-
ponencial. Gran parte de esta informacio´n in-
volucra el uso de datos no estructurados tales
como ima´genes, sonido, texto, video, etc. De-
bido a que no es posible organizar estos tipos
de datos en registros y campos, las tecnologı´as
tradicionales de bases de datos para almace-
namiento y bu´squeda de informacio´n no son
adecuadas en este a´mbito.
Es en este contexto donde surgen nuevos
modelos de bases de datos capaces de
cubrir las necesidades de almacenamiento y
bu´squeda de estas aplicaciones. Nuestro in-
tere´s se basa en el disen˜o de ı´ndices eficientes
para estas nuevas bases de datos.
Bases de Datos Textuales (BDT) Una base
de datos de texto es un sistema que mantiene
una coleccio´n grande de texto, y provee acceso
ra´pido y seguro al mismo. Sin pe´rdida de ge-
neralidad, asumiremos que la base de datos de
texto es un u´nico texto T posiblemente alma-
cenado en varios archivos. Las bu´squedas en la
que el usuario ingresa un patro´n de bu´squeda
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y el sistema retorna todas las posiciones del
texto donde el patro´n ocurre, es una de las
bu´squedas ma´s comunes en este tipo de bases
de datos.
Mientras que en bases de datos tradicionales
los ı´ndices ocupan menos espacio que el con-
junto de datos indexado, en las bases de datos
de texto el ı´ndice ocupa ma´s espacio que el
texto, pudiendo necesitar de 4 a 20 veces el
taman˜o del mismo [5, 8]. Una alternativa para
reducir el espacio ocupado por el ı´ndice es bus-
car una representacio´n compacta del mismo,
manteniendo las facilidades de navegacio´n so-
bre la estructura. Pero en grandes colecciones
de texto, el ı´ndice au´n comprimido suele ser
demasiado grande como para residir en memo-
ria principal [6, 7]. Por esta razo´n, el estudio
de ı´ndices comprimidos y en memoria secun-
daria para bu´squedas en texto es un tema de
creciente intere´s.
Espacios Me´tricos El modelo de espacios
me´tricos permite formalizar el concepto de
bu´squeda por similitud en bases de datos no
tradicionales [2]. Un espacio me´trico esta´ for-
mado por un conjunto de objetos X y una
funcio´n de distancia d definida entre ellos que
mide cuan diferentes son. La base de datos
sera´ un subconjunto finito U ⊆ X .
Una de las consultas ma´s comunes en este
modelo de bases de datos es la bu´squeda por
rango. En esta bu´squeda dado un elemento
q ∈ X , al que llamaremos query y un radio de
tolerancia r, la bu´squeda por rango consiste en
recuperar los objetos de la base de datos cuya
distancia a q no sea mayor que r. Para evi-
tar examinar exhaustivamente la base de datos,
se preprocesa la misma por medio de un al-
goritmo de indexacio´n con el objetivo de cons-
truir una ı´ndice, disen˜ado para ahorrar ca´lculos
en el momento de la bu´squeda. En [2] se pre-
senta un desarrollo unificador de las soluciones
existentes en la tema´tica.
Bases de datos temporales .
Las base de datos temporales permiten al-
macenar y recuperar datos que dependen del
tiempo. Mientras que las bases de datos tradi-
cionales tratan al tiempo como otro tipo de
dato ma´s, este tipo de base de datos incorpora
al tiempo como una dimensio´n, distinguiendo
dos tipos de tiempos:
Tiempo va´lido expresa el tiempo durante el
cual una proposicio´n es cierta.
Tiempo transaccional: indica el momento que
los datos fueron incorporados a la base de
datos.
Bases de datos me´trico-temporales (BDMT)
Este modelo permite almacenar objetos no es-
tructurados con tiempos de vigencia asocia-
dos y realizar consultas por similitud y por
tiempo en forma simulta´nea. Formalmente un
Espacio Me´trico-Temporal es un par (U , d),
donde U = O × N × N , y la funcio´n d es de
la forma d : O × O → R+. Cada elemento
u ∈ U es una triupla (obj, ti, tf ), donde obj es
un objeto (por ejemplo, una imagen, sonido,
cadena, etc) y [ti, tf ] es el intervalo de vigen-
cia de obj. La funcio´n de distancia d, que
mide la similitud entre dos objetos, cumple
con las propiedades de una me´trica (positivi-
dad, simetrı´a y desigualdad triangular).
Un nuevo tipo de consulta son las denomi-
nadas me´trico-temporales que se definen for-
malmente en sı´mbolos como:
(q, r, tiq, tfq)d = {o/(o, tio, tfo) ∈ X ∧
d(q, o) ≤ r ∧ (tio ≤ tfq) ∧ (tiq ≤ tfo)}
La consulta implica buscar todos los objetos
o de la parte finita X del universo U que este´n
a una distancia a lo ma´s r de q, y que su tiempo
asociado t coincida (o se solape) con en tiempo
de la consulta.
Varios ı´ndices me´trico-temporales se han
propuesto en este a´mbito, todos estos ı´ndices
fueron desarrollados para ser eficientes en
memoria principal.
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3 Lı´neas de Investigacio´n
3.1 Memoria Secundaria
3.1.1 Base de Datos Textuales
Un trie de sufijos es un ı´ndice que per-
mite resolver eficientemente las operaciones
de bu´squedas en texto pero que necesita en es-
pacio 10 veces el taman˜o del texto indexado.
En [10] se presenta una nueva repre-
sentacio´n de un trie de sufijos que permite re-
ducir el espacio necesario para almacenar el
ı´ndice, eliminando la necesidad de mantener
los punteros explı´citos a los hijos. Esta repre-
sentacio´n tiene la ventaja de permitir un poste-
rior proceso de paginado para manejar eficien-
temente el trie de sufijos en memoria secun-
daria [11].
Hemos disen˜ado una te´cnica de paginacio´n
para este ı´ndice basa´ndonos en la repre-
sentacio´n compacta del mismo. Nuestra
te´cnica de paginacio´n consiste en una ex-
tensio´n para a´rboles r-arios del paginado uti-
lizado en el Compact Pat Tree [3].
Al igual que el algoritmo presentado en [3],
nuestra te´cnica de paginado tambie´n particiona
el a´rbol en componentes conexas, denomi-
nadas partes, cada una de las cuales se alma-
cena en una pa´gina de disco.
El algoritmo procede en forma bottom-up
tratando de condensar en una u´nica parte un
nodo con uno o ma´s de los suba´rboles que de-
penden de e´l. En este proceso de particionado
las decisiones se toman en base a la profundi-
dad de cada nodo involucrado, donde la pro-
fundidad indica la cantidad de accesos a disco
que debera´ realizar el proceso de bu´squeda
para llegar desde esa parte a una hoja del a´rbol.
Para particionar un a´rbol, el algoritmo
comienza asignando cada hoja a una parte con
profundidad 1 y luego, en forma bottom-up,
procesa cada uno de los nodos de este a´rbol
r-ario segu´n las reglas que se explican a con-
tinuacio´n.
Sea x el nodo corriente a procesar. Se or-
denan los hijos del x de mayor a menor segu´n
su profundidad, y para aquellos hijos de igual
profundidad se ordenan de menor a mayor
segu´n su taman˜o. Se pueden presentar los si-
guientes casos:
Caso 1: x y su primer hijo de mayor profundi-
dad d entran en una pa´gina de disco:
• Colocamos en una misma parte x y tantos
hijos de x como entren en una pa´gina, te-
niendo en cuenta en este proceso el orden
ya establecido.
• Si en algu´n momento nos encontramos
que un hijo de x tiene profundidad j y no
entra en la pa´gina, los siguientes hijos con
profundidad j tampoco entrara´n (porque
esta´n ordenados por taman˜os). En este
caso se prosigue con los hijos con profun-
didad menor que j.
• Aplicamos el mismo proceso hasta recor-
rer todos los grupos de distintas profundi-
dades que existan para los hijos de x.
• Se cierran las partes de aquellos hijos que
no conforman la nueva parte creada.
• Si todos los hijos de mayor profundidad d
se han agregado a la nueva parte creada,
se establece que esta nueva parte tiene
profundidad d.
• Si algu´n hijo de mayor profundidad d es
cerrado, la profundidad de la nueva parte
se establece en d+ 1.
Caso 2: x y su primer hijo de mayor profun-
didad d no entran en una pa´gina de disco. En
este caso se cierran todas las partes hijas y se
crea una nueva parte para el nodo corriente con
profundidad d+1, donde d es el ma´ximo de las
profundidades de los hijos.
Estamos finalizando la implementacio´n de
esta propuesta para ya dar inicio a la eva-
luacio´n experimental.
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3.1.2 Base de Datos Me´trico-Temporal
Varios ı´ndices me´trico-temporales se han
propuesto en este a´mbito, todos estos ı´ndices
fueron desarrollados para ser eficientes en
memoria principal. Uno de ellos es el H-
FHQT presentado en [4], que resulta competi-
tivo en aquellos casos donde los objetos tienen
vigencia en un so´lo instante de tiempo. Nue-
stro objetivo es proponer una te´cnica de pagi-
nacio´n para que este ı´ndice resulte eficiente en
memoria secundaria.
El H-FHQT consiste en una lista de los in-
stantes va´lidos de tiempo, donde cada celda de
la lista contiene un ı´ndice FHQT [1] con el que
indexa todos los objetos vigentes en dicho in-
stante. Nuestra te´cica de paginacio´n tiene los
siguientes casos a considerar:
Caso 1: La lista de instantes de tiem-
pos va´lidos entra en memoria primaria pero
cada a´rbol correspondiente a cada instante de
tiempo reside en memoria secundaria. En este
caso hay dos situaciones a tener en cuenta:
• Cada a´rbol FHQT correspondiente a cada
instante de tiempo entra en una pa´gina de
disco. En este caso la paginacio´n es di-
recta, haciendo corresponder cada FHQT
con una pa´gina de de disco.
• Cada a´rbol FHQT correspondiente a cada
instante de tiempo no entra en una pa´gina
de disco, en este caso se procede a pa-
ginarlo con la te´cnica propuesta en la
seccio´n anterior.
Caso 2: Ni la lista de instantes de tiempos
va´lidos nia cada uno de los a´rboles FHQT cor-
respondientes a cada instante de tiempo entran
memoria principal. En este caso utilizamos
para la lista de instantes de tiempo va´lido un
a´rbol B (dado que allı´ se buscara´ por igualdad)
y para los a´rboles FHQT usamos la te´cnica de
paginado explicada en la seccio´n anterior.
Cabe sen˜alar que no existe hasta el momento
ningu´n ı´ndice en memoria secundaria para este
tipo de base de datos.
3.2 I´ndices Comprimidos
El objetivo de esta lı´nea es el estudio de ı´ndices
comprimidos para base de datos de texto con el
fin de proponer te´cnicas alternativas que per-
mitan una mejora en tiempo del mismo, pero
que siga siendo competitivo en espacio. Como
ya lo menciona´ramos en la seccio´na anterior,
se ha realizado un estudio detallado de la rep-
resentacio´n compacta del trie de sufijos [10] y
de los algoritmos de bu´squeda sobre esta rep-
resentacio´n.
En [10] se propone mantener la topologı´a
del a´rbol a trave´s de la representacio´n de
pare´ntesis [9]. En esta representacio´n, para
poder navegar eficientemente el a´rbol resolver
las siguientes operaciones sobre secuencias bi-
narias:
findclose(i) : retorna la posicio´n del
pare´ntesis que cierra que corresponde al
pare´ntesis que abre en la posicio´n i.
findopen(i) : retorna la posicio´n del
pare´ntesis que abre que corresponde
al pare´ntesis que cierra en la posicio´n i.
excess(i) : retorna la diferencia del nu´mero
de pare´ntesis que abren y el nu´mero de
pare´ntesis que cierra desde el principio a
la posicio´n i.
enclose(i) : retorna la posicio´n del pare´ntesis
ma´s cercano que encierra al nodo de la
posicio´n i
Empı´ricamente hemos detectado que una de
las funciones ma´s costosas de ejecutar es find-
close(i) por lo que desarrollamos una te´cnica
para mejorar el desempen˜o de esta´ funcio´n,
y con ello el desempen˜o de toda la estruc-
tura. La te´cnica disen˜ada consiste en obtener
informacio´n en ciertos niveles del trie de sufi-
jos para que esta´ funcio´n se realice con mayor
eficiencia en esos niveles. El nivel hasta el
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cual se debe realizar la optimizacio´n es un
para´metro de nuestro algoritmo que se estable-
cera´ empı´ricamente. Ya se ha terminado la
etapa de desarrollo y nos encontramos en la
etapa evaluacio´n experimental.
4 Resultados Esperados
Se espera obtener ı´ndices eficientes, tanto
en espacio como en tiempo, para el proce-
samiento de consultas en bases de datos tex-
tuales y en espacios me´tricos. Los mismos
sera´n evaluados tanto analı´ticamente como
empı´ricamente.
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Resumen
En la actualidad existen incontables fuentes de
informacio´n en tiempo real que provienen de redes
de sensores, plataformas de observacio´n del tiempo,
mediciones de gases, observacio´n de la tierra desde
plataformas satelitales, ciudades inteligentes, entre
un sin nu´mero de instrumentos que censan y trans-
miten datos. A su vez hay una creciente demanda
por el desarrollo de herramientas para poder ex-
traer conocimiento a partir de esos grandes repo-
sitorios de datos. El aprendizaje automa´tico es un
a´rea de la inteligencia artificial donde sus me´todos
contribuyen en el proceso de descubrimiento de co-
nocimiento para la toma de decisiones inteligentes.
Las demandas para la extraccio´n de conocimien-
to en entornos de Big Data ha acrecentado el in-
tere´s por la utilizacio´n de te´cnicas tradicionales de
aprendizaje automa´tico en distintos problemas de
repositorios masivos de datos y tambie´n en entor-
nos de flujos (o streaming) de datos donde muchas
veces no es posible su almacenamiento, pero se re-
quiere tomar decisiones en tiempo real conforme se
leen los datos.
Contexto
Este proyecto es el comienzo de una nueva l´ınea
de investigacio´n del Departamento de Ciencias
Ba´sicas (UNLu) que tiene como principal aspira-
cio´n profundizar los conocimientos sobre me´todos
actuales de aprendizaje de ma´quina como herra-
mienta para el descubrimiento de conocimiento en
problemas de Big Data sobre streaming de datos
de diversas naturaleza.
Introduccio´n
En la actualidad existen muchas aplicaciones que
hacen un uso intensivo de datos, haciendo que el
volumen y la complejidad de estos crezcan ra´pi-
damente. Los motores de bu´squeda, redes socia-
les, e-ciencia (por ejemplo: geno´mica, meteorolog´ıa
y salud), financieros (por ejemplo: banca y mega-
tiendas entre otros) son algunos ejemplos de tales
aplicaciones [1, 11]. Esta problema´tica se conoce
como el problema de Big Data [13].
Big Data se caracteriza por tres aspectos: (a) los
datos son numerosos, (b) los datos no pueden ser
categorizados en bases de datos relacionales regu-
lares, y (c) los datos son generados, capturados y
procesados muy ra´pidamente [10]. Si bien el volu-
men es y sera´, un desaf´ıo significativo del Big Data
se debe prestar mucha atencio´n en todas las dimen-
siones del problema: Volumen, Variedad y Veloci-
dad (conocidos como las 3Vs) [6].
El concepto de streaming en Big Data tiene al-
gunas caracter´ısticas notables, en estos sistemas los
datos se reciben como una secuencia continua, in-
finita, ra´pida, en ra´fagas, impredecible y que var´ıa
1
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en el tiempo [8]. El monitoreo (por ejemplo: tra´fi-
co de red, redes de sensores, cuidado de la salud,
etc.), seguimientos de clics en la web, transaccio-
nes financieras, deteccio´n de fraudes e intrusiones
son algunas aplicaciones de streaming de Big Data
[5]. Todos estos productores de datos que generan
el streaming a menudo se encuentran distribuidos
y con capacidades de procesamiento y memoria li-
mitados.
En tareas de extraccio´n de conocimiento dos pa-
sos muy importantes son la seleccio´n de features (o
atributos) y las tareas de mining de datos [12]. Es-
tos problemas en entornos de streaming de datos
siguen siendo un gran desaf´ıo. Una caracter´ıstica
importante en seleccio´n de features es la habilidad
para manejar grandes volu´menes de datos [14, 15].
Gran parte de las publicaciones existentes en la
Web arriban como streaming (documentos, ima´ge-
nes, contenidos multimedia, etc.), detectar un sub-
conjunto de features u´tiles en estos flujos de datos
en una tarea compleja debido a limitaciones de me-
moria, tiempos de respuesta, etc. [9, 18, 17].
Adema´s del problema de seleccio´n de features,
hay cuestiones enmarcadas dentro de las tareas de
streaming mining para extraccio´n de conocimien-
to. La problema´tica aqu´ı radica en que los patro-
nes de datos evolucionan continuamente y se torna
necesario disen˜ar algoritmos de miner´ıa para tener
en cuenta los cambios en la estructura subyacente
del streaming de datos [3, 2, 16]. Incluso la distri-
bucio´n subyacente puede cambiar en el tiempo lo
que genera que algunos modelos ya no sigan siendo
va´lidos. Esto hace que las soluciones de los proble-
mas sean au´n ma´s dif´ıciles desde un punto de vista
algor´ıtmico y computacional [7].
En este trabajo se proponen diversas l´ıneas de in-
vestigacio´n sobre los temas mencionados, con apli-
caciones en flujos de datos y problemas reales. Se
abordan tanto problemas de mejoras de rendimien-
to ante distintos niveles de exigencia de precisio´n
como tambie´n la escalabilidad de los diferentes
abordajes a datos reales.
L´ıneas de I+D
En este proyecto se inician lineas de I+D relacio-
nadas principalmente con el ana´lisis y adaptacio´n
de algoritmos de aprendizaje automa´tico en entor-
nos de Streaming de datos. Puntualmente se esta´
trabajando con a´rboles de decisio´n adaptativos en
aplicaciones de cache de consultas sobre motores de
bu´squeda. Por otro lado, se esta´ trabajando en pro-
fundizar los conocimientos en seleccio´n de atributos
sobre streaming de datos. Por u´ltimo, se esta´n ana-
lizando diferentes opciones de topolog´ıas con Storm
Apache1 para la resolucio´n de problemas de ETL.
A continuacio´n se hace una descripcio´n somera de
las l´ıneas de I+D.
a. A´rboles de decisio´n adaptativos
Los a´rboles de decisio´n adaptativos, o Hoeffding
Adaptive Tree (HAT) [3], son una variante de Hoeff-
ding Tree que utilizan ventanas deslizantes para
mantener ajustado el a´rbol, sin embargo no re-
quiere que el usuario le especifique el taman˜o de
ventana a utilizar. Esto se debe a que el taman˜o
de ventana o´ptimo se calcula individualmente pa-
ra cada nodo, utilizando detectores de cambios y
estimadores llamados ADWIN [4]. Los resultados
preliminares de aplicar HAT en el dominio de ges-
tio´n de cache´ de consultas en motores de bu´squeda
han sido muy alentadores.
Nuestro siguiente paso es realizar experimentos
en otros dominios como, por ejemplo: ana´lisis de
sentimientos en redes sociales. De esta manera es-
peramos cuantificar la respuesta de e´ste me´todo de
extracio´n de conocimiento en contextos sometidos
a constantes cambios de conceptos.
b. Seleccio´n de atributos
Enormes fuentes de datos se generan continua-
mente a partir de fuentes tales como redes sociales,
difusio´n de noticias, etc., y t´ıpicamente estos datos
se encuentran en espacios de alta dimensio´n (como
el espacio de vocabulario de un idioma). La selec-
cio´n de atributos, o Feature Selection (FS), para
1http://storm.apache.org/
2
XX Workshop de Investigadores en Ciencias de la Computacio´n 322
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
descubrimiento de conocimiento, ha representado
un gran desaf´ıo durante los u´ltimos an˜os tanto en
estad´ıstica como en problemas de aprendizaje au-
toma´tico [17]. En el contexto de streaming de datos
de gran volumen, detectar un subconjunto de featu-
res que sean relevantes es un problema muy dif´ıcil
de resolver por las siguientes razones:
1. El stream de datos puede ser infinito, por lo
que cualquier algoritmo que trabaje off-line
que intente almacenar toda la secuencia para
el ana´lisis se quedara´ sin memoria.
2. La importancia de los atributos cambia
dina´micamente con el tiempo debido a la vola-
tilidad de un concepto, un atributo importante
pueden volverse insignificantes y viceversa.
3. Para varias aplicaciones en l´ınea, es importan-
te obtener el subconjunto de caracter´ısticas en
tiempo casi real.
Esta l´ınea de investigacio´n es complementaria de
la anterior y se propone analizar la precisio´n en
me´todos supervisados para seleccio´n de features en
fuentes de datos no estructuradas provenientes de
redes sociales. Este abordaje va a permitir trabajar
la dina´mica de los cambios de conceptos en strea-
ming de datos en tareas de clasificacio´n.
c. Topolog´ıas Storm
En esta l´ınea de investigacio´n se propone traba-
jar con herramientas de Stream Processing Engi-
ne (SPE) para probar los diferentes algoritmos de
aprendizaje automa´tico (como HAT) y las diferen-
tes estrategias de seleccio´n de atributos. Un SPE
es un framework que tiene por objetivo abordar
el desaf´ıo de procesar grandes volu´menes de da-
tos, en tiempo real y sin requerir el uso de co´digo
espec´ıfico. Sobre los SPE es posible implementar
algoritmos de machine learning para extraer cono-
cimiento de los streaming de datos.
La idea de utilizar herramientas como Apache
Storm es poder definir topolog´ıas de procesamiento
de manera a´gil para gestio´n de estad´ısticas necesa-
rias para las etapas de seleccio´n de features y en
tareas de aprendizaje supervisado y no supervisa-
do.
Resultados y Objetivos
El objetivo principal de la propuesta es estudiar,
desarrollar, aplicar, validar y transferir modelos,
algoritmos y te´cnicas que permitan construir he-
rramientas y/o arquitecturas para abordar algunas
de las problema´ticas relacionadas con el tratamien-
to de informacio´n masiva utilizando algoritmos de
aprendizaje automa´tico de Big Data para dar res-
puestas en tiempo real. Se propone profundizar so-
bre el estado del arte y definir, analizar y evaluar
nuevos enfoques sobre aprendizaje automa´tico a
partir de streaming de datos. En particular se es-
tudiara´n las siguientes l´ıneas principales:
1. Estrategias de gestio´n streaming de datos ma-
sivos para determinar las mejores herramien-
tas para extraccio´n de features y resolucio´n de
los problemas cla´sicos de ETL en el contexto
del real-time.
2. Evaluar la escalabilidad de los algoritmos tra-
dicionales del a´rea de aprendizaje automa´tico
a problemas de respuestas en tiempo real so-
bre streaming de datos masivos en diferentes
dominios.
3. Elaboracio´n de metodolog´ıas para el desarrollo
de modelos en linea para toma de decisiones a
partir de fuentes de informacio´n heteroge´nea.
Formacio´n de Recursos Huma-
nos
Este proyecto brinda un marco para que algu-
nos docentes auxiliares y estudiantes lleven a cabo
tareas de investigacio´n y se desarrollen en el a´mbi-
to acade´mico. Actualmente, se esta´n dirigiendo dos
trabajos finales correspondientes a la Lic. en Sis-
temas de Informacio´n (UNLu). Se espera dirigir al
menos dos estudiantes ma´s por an˜o y presentar dos
candidatos a becas de investigacio´n.
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Resumen 
El procesamiento y análisis de las grandes 
cantidades de datos que se producen en la 
actualidad, posibilitan el hallazgo de patrones 
y tendencias ocultos en los mismos, que 
impacta directamente en la toma de decisiones 
en diversas áreas de estudios. 
Se generan datos a gran velocidad y en 
grandes cantidades que requieren ser 
procesados para poder actuar de manera 
rápida. Como es el caso de la observación de 
turnos que se generan en entidades bancarias, 
donde hay momentos del día en que se 
requiere modificar los esquemas de atención, 
según la afluencia de determinadas categorías 
de clientes o el incremento de demandas de 
determinados servicios. 
Existen numerosas técnicas de minería de 
datos aplicables a distintos casos de análisis 
de datos, que permiten obtener ventajas de 
esas grandes cantidades de datos 
almacenados. 
En este artículo se presentan los tópicos de 
interés del proyecto Minería de Datos: su 
aplicación a repositorios de datos masivos, en 
el que se investigan tanto temas de minería de 
datos, como de visualización de información, 
como herramienta para representar de manera 
eficiente los resultados obtenidos. 
Palabras clave: Minería de datos, streaming 
de datos, gestión de proyectos, visualización, 
scrapping. 
Contexto 
El presente trabajo se desarrolla en el 
ámbito del proyecto Minería de Datos: su 
aplicación a repositorios de datos masivos 
(UTI3781TC) del Grupo de Investigación en 
Bases de Datos, perteneciente al 
Departamento Ingeniería en Sistemas de 
Información de la Universidad Tecnológica 




El Descubrimiento de Conocimiento en 
Bases de Datos consiste en el análisis 
automático exploratorio y modelado de 
grandes repositorios de datos e involucra 
áreas de conocimiento como inteligencia 
artificial, aprendizaje automático, estadística, 
sistemas de gestión de base de datos, técnicas 
de visualización de datos y medios que 
apoyan toma de decisiones.  
La Minería de Datos involucra e integra 
técnicas de diferentes disciplinas tales como 
tecnologías de bases de datos y data 
warehouse, estadística, aprendizaje de 
máquina, computación de alta performance, 
computación evolutiva,  reconocimiento de 
patrones, redes neuronales, visualización de 
datos, recuperación de información, 
procesamiento de imágenes y señales, y 
análisis de datos espaciales o temporales.  
Como un subárea específica de la Minería de 
Datos se puede citar al Data Stream Mining, 
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que es el proceso de extraer conocimiento en 
estructuras de datos continuas y con rápidas 
transiciones [1]. Los data streams son datos 
que se generan de forma continua y a altas 
velocidades. El origen de dichos datos puede 
provenir de diversas fuentes, como registros 
generados por clientes que utilizan 
aplicaciones móviles, transacciones 
electrónicas, logs de navegación de una red de 
datos, información de redes sociales, datos 
provenientes de dispositivos wereables, entre 
muchos otros ejemplos.  
El procesamiento de estos datos debe 
realizarse de forma secuencial y gradual 
registro por registro, o bien en ventanas de 
tiempo graduales. Los resultados de dicho 
procesamiento se utilizan para una amplia 
variedad de tipos de análisis, como 
correlaciones, agregaciones, filtrado y 
muestreo. Las conclusiones obtenidas a partir 
de dicho análisis aporta a las empresas 
visibilidad de numerosos aspectos del negocio 
y de las actividades de sus clientes, como la 
tasa de uso de un servicio, la actividad de un 
servidor, la ubicación geográfica de un móvil, 
personas o mercadería, la afluencia de 
determinado tipo de clientes, entre otros 
aspectos, y les permite responder con rapidez 
ante cualquier situación que surja. Por 
ejemplo, un banco podría analizar el 
incremento de determinada categoría de 
clientes en un momento dado y responder 
rápidamente habilitando más puestos de 
atención al cliente. 
 
2. Líneas de Investigación, 
Desarrollo e Innovación 
La línea de trabajo principal de nuestro 
proyecto de investigación es el estudio de 
técnicas de Minería de Datos aplicables a 
datos estructurados y no estructurados, 
atendiendo principalmente a su eficiencia y 
escalabilidad [2]. Actualmente se trabaja en la 
aplicación de técnicas de minería de datos en 
aplicaciones específicas como el 
procesamiento de streams de datos, el análisis 
bibliométrico y también en la temática 
Agenda setting.  
 
2.1. Análisis Bibliométrico 
Se trabaja en análisis bibliométrico tradicional 
y alternativo, midiendo el impacto de 
publicaciones científicas en sus distintas 
modalidades de difusión. Actualmente se está 
elaborando un análisis cuantitativo de 
publicaciones de autores de instituciones 
argentinas en la bases de datos SCOPUS de 
Elsevier [3], accedida desde la Biblioteca 
Electrónica de Ciencia y Tecnología del 
Ministerio de Ciencia, Tecnología e 
Innovación Productiva de la Nación y a través 
de la API proporcionada por SCOPUS [4], 
utilizando scripts desarrollados en lenguaje R 
[5]. Para las búsquedas se establece una 
palabra o frase clave. En algunos casos se 
aplicó como filtro que las publicaciones 
correspondiesen a Argentina para identificar y 
reunir los trabajos en los que al menos uno de 
los autores incluyera la mención de una 
institución argentina en los datos de afiliación 
institucional, a fin de poder comparar con la 
cantidad de publicaciones del resto del 
mundo.  
Se comenzó trabajando en índices 
tradicionales de análisis de publicaciones 
(conocido como Modo 1), que se basan 
principalmente en analizar las publicaciones 
realizadas en revistas con referato pagas 
revistas pagas con referato. En la actualidad, 
se está trabajando en la actualidad en el 
denominado Modo 2, estudiando instituciones 
de pertenencia de los artículos provenientes 
de Scopus y además de en fuentes como 
Altmetric, en este último caso se busca 
información publicada en blogs de ONGs, 
institucionales, etc. Está previsto realizar un 
análisis del impacto de publicaciones en redes 
sociales como Facebook o Twitter. 
 
2.2. Agenda setting 
El término Agenda Setting hace referencia a 
la influencia que tienen los medios de 
comunicación en la fijación de temas en la 
opinión pública [6]. 
Se comenzó a realizar un trabajo de medición 
de los efectos de la instalación de asuntos en 
la agenda pública tomando como base 
artículos escritos sobre diferentes temáticas en 
medios digitales de relevancia para 
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determinar los tópicos que tratan y luego 
analizar su difusión en redes sociales 
empleando técnicas de minería de textos y 
procesamiento de lenguaje natural [7]. 
 
2.3. Sistema de procesamiento de 
streaming de datos 
Otra parte de los esfuerzos del grupo se hallan 
abocados al estudio del procesamiento de 
datos en streaming, tema que cobra cada vez 
más protagonismo, tanto a nivel académico 
como por su capacidad de aportar a la 
Inteligencia de Negocios de las 
organizaciones. Ya no es suficiente con ser 
capaces de procesar grandes cantidades de 
datos extraídos de repositorios o generados 
por las organizaciones, sino que deben ser 
procesados de manera rápida, o en “real 
time”, además de generar información 
precisa. Los datos en streaming pueden 
provenir de diversas fuentes, como archivos 
de registros generados por los clientes que 
utilizan sus aplicaciones móviles o web, 
compras electrónicas, información de redes 
sociales, operaciones bursátiles o servicios 
geoespaciales. Algunos casos de aplicación 
del análisis de streaming de datos son la 
detección de fraudes, monitoreo de sistemas, 
intercambios comerciales y demás. 
El procesamiento de streams en tiempo real 
está diseñado para analizar y actuar en 
función de información a medida que la 
misma se genera, mediante el uso de consultas 
continuas (consultas del tipo SQL que operan 
sobre ventanas temporales e informacionales) 
[8]. Esto requiere un cambio de paradigma en 
cuanto al almacenamiento, obtención y 
procesamiento de la información. Las “bases 
de datos tradicionales” no fueron concebidas 
para este propósito por lo que debe hacerse 
uso de otras herramientas que otorguen la 
potencia y versatilidad que se requieren en 
este esquema de aplicaciones.  
Con este fin se trabajó en la definición de una 
arquitectura capaz de procesar streams de 
datos. Se propuso una arquitectura genérica, 
la cual representa los componentes necesarios 
para realizar la captura y procesamiento de los 
streams y sus interacciones. 
 
 
Los componentes de la arquitectura deben ser 
capaces de interconectarse entre sí, proveer 
una alta tolerancia a fallas y permitir una 
escalabilidad elevada. En este esquema se 
pensó en la utilización de herramientas 
basadas en Software Libre, que se hallan 
respaldadas en el conocimiento colectivo de 
su comunidad. La arquitectura propuesta 
permitirá realizar el procesamiento de datos 
en streaming y será capaz de responder con 
una latencia máxima de 30 segundos a partir 
de un volumen de 100 eventos/seg. 
A partir de la arquitectura genérica propuesta 
y los requerimientos antes mencionados, se 
planteó una Arquitectura para el 
Procesamiento de Streams de Datos que se 
encuentra en desarrollo haciendo uso de las 
siguientes herramientas: 
● Kafka: broker de mensajería, utilizado 
para centralizar la recepción de 
información sobre los eventos que se 
produzcan. 
● Zookeeper: mecanismo de sincronización 
distribuido, que mantiene el estado y 
configuración de las demás piezas de 
software del sistema. 
● Docker: tecnología de contenerización, 
distribución de aplicaciones y 
virtualización, con el fin de garantizar 
sencillez de despliegue y posibilidad de 
escalado de la arquitectura. 
● Storm: sistema distribuido de 
procesamiento de eventos en streaming, 
capaz de definir los “caminos” y 
“transformaciones” que sufren los 
eventos para poder extraer datos de 
interés para la organización. 
● Redis: Base de datos NoSQL, del tipo 
clave-valor, utilizada para permitir la 
reconfiguración del sistema sin necesidad 
de Down-times. 
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2.4. Transferencia tecnológica a 
industrias de la zona 
En el marco de un convenio con una empresa 
local de desarrollo de software, se está 
realizando el desarrollo del prototipo para el 
procesamiento y posterior análisis de 
streaming de datos provenientes de las 
aplicaciones que esta empresa comercializa en 
bancos, con el objetivo de ofrecer 
información agregada para la toma de 
decisiones y que pueda retroalimentar dicha 
aplicación para automatizar ciertas decisiones 
a futuro. 
En conjunto con el Grupo de Investigación y 
Desarrollo en Innovación y Competitividad  
del Departamento Licenciatura en 
Organización Industrial, de la FRCU-UTN,  
se encuentra en desarrollo el proyecto 
“Fortalecimiento de la Gestión productiva 
integral en PyMEs del sector metalmecánico 
del Parque Industrial de Concepción del 
Uruguay, Entre Ríos”. Dicho proyecto ha 
resultado seleccionado en el marco de la 
convocatoria “Agregando Valor” (edición 
2017) de la Secretaría de Políticas 
Universitarias de la Nación, orientada a la 
presentación de proyectos de vinculación 
tecnológica de alto impacto con la finalidad 
de transferir conocimientos y tecnologías 
innovadoras al sector socio-productivo 
nacional. 
 
2.5. Visualización de datos 
La generación y el almacenamiento de 
grandes volúmenes de información hacen que 
el mismo pase desapercibido y muchas veces 
se pierde la oportunidad de encontrar valor en 
ella. La visualización de datos es el proceso 
de representación de datos, en formato 
gráfico, de una manera clara y eficaz. Se 
convierte en una herramienta poderosa para el 
análisis e interpretación de datos grandes y 
complejos, volviéndose un medio eficiente en 
la transmisión de conceptos en un formato 
universal [9, 10].  
En este proyecto se trabaja en el análisis de 
técnicas y herramientas de visualización de 
datos, para mejorar los procesos de 
comunicación de resultados de las actividades 
que desarrolla el grupo. A partir de la 
generación de visualizaciones de dichos 
resultados, se logra una mejor comprensión de 
los datos. Entre las herramientas utilizadas 
actualmente se encuentran Tableau[11], 
Gephi[12], D3js[13], React D3[14] y 
Shiny[15].  
 
2.6. Aplicación de metodología para 
la gestión de proyectos de 
Minería de Datos 
En la gestión de las actividades de cada una 
de las líneas de investigación y desarrollo del 
proyecto se emplean fundamentos de 
metodologías ágiles. [16, 17] Partiendo de la 
propuesta metodológica de CRISP-DM [18] 
se realizó una adaptación empleando dichos 
fundamentos ágiles. Se espera poder 
formalizar dicha adaptación de CRISP-DM 
como una propuesta de metodología ágil para 
la gestión de proyectos de ciencia de datos.   
 
3. Resultados obtenidos y esperados 
Con este proyecto se espera lograr 
aplicaciones novedosas de técnicas y 
herramientas de minería de datos, en 
particular en áreas de estudio como 
bibliometría, la teoría de establecimiento de 
agenda. Además se espera obtener una 
herramienta eficiente en el análisis de datos 
en streaming. Todas estas iniciativas se 
desarrollan mediante la aplicación de una 
metodología ágil para proyectos de ciencias 
de datos. 
 
4. Formación de Recursos Humanos 
Este proyecto dio inicio a una nueva línea de 
investigación dentro del Grupo de 
investigación en Bases de Datos de la Fac. 
Reg. Concepción del Uruguay de la U.T.N.. 
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Dos de los investigadores del proyecto están 
desarrollando tesis de maestría. En el 
proyecto colaboran dos becarios graduados 
con beca de iniciación a la investigación, que 
tienen previsto la realización de posgrados en 
el área temática del proyecto. Además 
participan en el proyecto cuatro becarios 
alumnos de la carrera Ingeniería en Sistemas 
de Información que inician su formación en la 
investigación, dos de ellos han realizado su 
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RESUMEN 
En este trabajo de investigación se 
presenta una herramienta bioinformática 
que permite clasificar automáticamente 
artículos científicos referentes a estudios 
epidemiológicos de tipo caso-control 
concernientes a Polimorfismos de 
Nucleótidos Simples (SNPs), presentes en 
genes, y su asociación a distintos tipos de 
cáncer, y otras enfermedades genéticas de 
interés para el experto mediante la 
utilización de técnicas de minería de texto 
(MT), así también como la 
implementación del meta-estimador 
Bagging para tres técnicas de 
clasificación: Support Vector Machine 
(SVM), K-Nearest Neighbors (KNN), y 
Naives Bayes (NB). La clasificación se 
realiza a partir de los metadatos de dichos 
artículos, los cuales están disponibles en 
el National Center for Biotechnology 
Information (NCBI).  
Palabras clave: Bioinformática, 
Minería de Textos, Meta-estimadores, 




El trabajo presentado en este artículo 
tiene como contexto marco el proyecto de 
investigación denominado “Simulación 
en las Tics: Diseño de Simuladores de 
Procesos de Desarrollo de Software 
Ágiles y Redes De Sensores Inalámbricos 
para la Industria y la Academia”, 
registrado actualmente en la Secretaría de 
Investigación y Desarrollo de la 
Universidad Gastón Dachary (UGD) con 
el número Código IP A07003 y radicado 
en el Centro de Investigación en 
Tecnologías de la Información y 
Comunicaciones de dicha universidad.  
El mismo fue incorporado como 
proyecto aprobado en el llamado a 
presentación interna de la UGD de 
proyectos de investigación N°7 mediante 
la Resolución Rectoral 07/A/17 y es una 
continuidad del Proyecto Simulación 
como herramienta para la mejora de los 
procesos de software desarrollados con 
metodologías ágiles utilizando dinámica 
de sistemas, R.R. UGD N° 18/A/14 y 
R.R. UGD N° 24/A/15. 
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1. INTRODUCCIÓN 
En la última década se ha visto un 
enorme crecimiento en la cantidad de 
datos biomédicos experimentales y 
computacionales, específicamente en las 
áreas de genómica y proteómica. Este 
crecimiento ha aumentado el número de 
publicaciones biomédicas referentes a 
discusiones sobre hallazgos. Debido a 
ello, hay un gran interés por parte de la 
comunidad científica en herramientas de 
minería para ayudar a clasificar la 
abundante documentación disponible, a 
fin de encontrar datos relevantes y útiles 
para tareas de análisis específicas [1]. 
Particularmente, los investigadores en 
el área biomédica, en adelante llamados 
expertos, presentan, como resultado de 
sus investigaciones y hallazgos, artículos 
científicos no estructurados. Dichos 
artículos son utilizados posteriormente 
por otros expertos para el estudio, 
diagnóstico, tratamiento y/o prevención 
de enfermedades. El inmenso cuerpo y 
rápido crecimiento del corpus biomédico 
han llevado a la aparición de un gran 
número de técnicas de MT destinadas a la 
extracción automática de conocimiento 
[2]. 
Actualmente, existe la necesidad de 
disponer de una herramienta que permita 
clasificar automáticamente artículos 
científicos referentes a estudios 
epidemiológicos de tipo caso-control, que 
reflejen la asociación de SNPs, presentes 
en genes, y su asociación a enfermedades 
específicas. La fuente principal de 
metadatos de los artículos a clasificar se 
encuentra disponible en el NCBI [3]. Hoy 
en día, dicha clasificación es realizada 
manualmente por el experto, lo cual 
resulta notablemente ineficiente, dada la 
cantidad de tiempo necesaria para llevarla 
a cabo, sumado a las constantes 
actualizaciones de la bibliografía 
disponible. 
Los SNPs son variaciones de la 
secuencia de ácido desoxirribonucleico 
(ADN) que se producen cuando se altera 
un solo nucleótido (A, T, C o G) en el 
genoma humano. Los SNPs representan 
alrededor del 90% de toda la variación 
genética humana, que se producen cada 
100-300 bases a lo largo del genoma 
humano (3 mil millones de bases), aunque 
su densidad varía entre las regiones [4]. 
La bioinformática consiste en la 
investigación, desarrollo y/o aplicación de 
herramientas computacionales y enfoques 
para ampliar el uso de datos biológicos, 
médicos, de comportamiento o de salud, 
incluidas las de adquirir, almacenar, 
organizar, archivar, analizar y visualizar 
esos datos [5].  
La MT procesa la información no 
estructurada y extrae índices numéricos 
desde el texto, a partir de lo cual hace a la 
información accesible para varios 
algoritmos de minería de datos.  
Básicamente, la MT  convierte el texto en 
números los cuales pueden luego ser 
incluidos en otros análisis [6]. 
Las tecnologías de MT básicas pueden 
ser utilizadas individualmente o en forma 
conjunta, dependiendo del problema de 
minería a resolver. Dichas tecnologías 
son las siguientes [7]: 
 Recuperación de información; 
 Extracción de información; 
 Categorización o clasificación; 
 Clustering; 
 Generación Automática de 
Resúmenes. 
En la recuperación de información, los 
documentos son generalmente 
identificados por un conjunto de términos 
o palabras clave que son usadas 
colectivamente para representar su 
contenido [8]. Existen muchas técnicas de 
representación de textos, siendo algunas 
de las más utilizadas las siguientes [9, 
10]: 
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 Inverse Document Frequency 
(IDF); 
 Term Frequency – Inverse 
Document Frequency (TF-
IDF).  
El método Bagging es un meta-
estimador en el cual los clasificadores 
individuales son entrenados en paralelo a 
partir de muestras con reemplazo 
obtenidas aleatoriamente del mismo 
conjunto de entrenamiento. Para construir 
un comité de  𝑛 clasificadores (siendo 𝑛  
el número de clasificadores a utilizar), se 
debe elegir la forma de combinar los 
resultados de dichos clasificadores, 
siendo el método más simple el voto 
mayoritario en el cual la categoría 
asignada a un documento es aquella que 
fuera elegida por la mayoría de los 
clasificadores, donde 𝑛 debe ser un 
número impar [11]. En la Figura 1 se 
muestra el esquema de funcionamiento 
del meta-clasificador Bagging. 
 
Figura 1. Esquema del Meta-estimador 
Bagging 
2. LÍNEAS DE INVESTIGACIÓN  
En esta investigación el objetivo es el 
desarrollo e implementación de una 
herramienta bioinformática de 
clasificación automática de estudios 
epidemiológicos de tipo caso-control 
referentes a SNPs relacionados a distintos 
tipos de cáncer, y otras enfermedades 
genéticas de interés para el experto 
utilizando técnicas de MT, a partir de sus 
metadatos. 
Objetivos Específicos 
 Identificar los metadatos de 
recuperación y clasificación 
necesarios para la elaboración de 
la herramienta bioinformática; 
 Seleccionar las técnicas adecuadas 
para el tratamiento de los datos 
recuperados; 
 Obtener una base de instancias 
pre-clasificadas por el experto a 
partir de la información relevante 
recuperada a través del NCBI 
relacionada a estudios 
epidemiológicos de tipo caso-
control referentes SNPs 
 Diseñar e implementar la 
herramienta bioinformática para la 
clasificación automática de 
estudios epidemiológicos de tipo 
caso-control referentes SNPs 
relacionados a enfermedades de 
interés para el experto 
3. RESULTADOS  
Para la elaboración del dataset fueron 
consideradas aleatoriamente los 
metadatos de 198 citas bibliográficas de 
artículos científicos de interés para el 
experto, clasificadas por el mismo en dos 
categorías: “Asociados” (169 artículos) y 
“No Asociados” (29 artículos). Siendo un 
problema intrínseco el desbalanceo de las 
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clases, dado que la mayoría de los 
estudios reflejan asociaciones de los SNP 
a las enfermedades y no lo contrario. 
Para el presente trabajo ha sido 
realizada la adaptación de una 
metodología CRISP_DM [12], así 
también como la metodología propuesta 
en un trabajo de investigación aplicado a 
MT [13]. Las etapas que componen la 
metodología son: 
1. Recuperación de metadatos; 
2. Pre-procesamiento de metadatos; 
3. Representación de los datos; 
4. Descubrimiento de conocimiento. 
En la Figura 2 se presenta la herramienta 
que ha sido desarrollada en el presente 
trabajo. La misma está conformada por 
los siguientes módulos:  
1. Módulo de consulta; 
2. Módulo de recuperación; 
3. Módulo de pre-procesamiento; 
4. Módulo de clasificación; 
5. Módulo de visualización; 
6. Módulo de retroalimentación. 
Las herramientas bioinformáticas 
utilizadas fueron: 
• Biopython: Herramientas de libre 
acceso para la biología computacional y 
bioinformática en Python. 
• E-utilities: Conjunto de programas 
que proporcionan una interfaz de consulta 
de Entrez del NCBI. 
• genenames.org Rest Web Service: 
Servicio web proporcionado por el 
HUGO Gene Nomenclature Commitee.  
Para la representación de los metadatos 
de los artículos fue utilizado TF-IDF de  
los unigramas de los mismos. 
Para la clasificación fue utilizado el 
meta-estimador Bagging, por ser el más  
adecuado para dataset desbalanceados 
[14],  para tres técnicas de clasificación: 
Support Vector Machine (SVM), K-
Nearest Neighbors (KNN) y Naives 
Bayes (NB), utilizando el 60 % del 
dataset para entrenamiento y el 40 % 
restante para validación. 
 
Figura 2. Esquema del Meta-estimador 
En la Tabla 1 se presentan los 
resultados obtenidos de la clasificación 
para los tres meta-clasificadores 
utilizando las tres técnicas de 
clasificación planteadas, las cuales fueron 
entrenadas y validadas sobre el mismo 
subconjunto de datos, a fin de comparar 
el comportamiento de cada meta-
clasificador. 
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Matriz de Confusión 
 A NA A NA A NA 
A 65 0 64 1 64 1 
NA 10 4 13 1 8 6 
Medidas de Evaluación 
Precisión 0.89 0.77 0.88 
Cobertura 0.87 0.82 0.89 
F1-Score 0.84 0.76 0.87 
Exactitud 0.97 0.94 0.98 
Donde A: Asociados; NA: No Asociados 
Como puede verse en Tabla 1, los 
resultados obtenidos fueron superiores 
para el Bagging con NB, alcanzando una 
exactitud del 0.98 %. 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
El trabajo corresponde a un trabajo de 
fin de carrera de grado de Ingeniería en 
Informática. El equipo de investigación 
está formado por un Doctor en Ciencias 
de la Computación, una Doctora en 
Ciencias Biológicas, ambos, docentes-
investigadores de la UNaM, un Doctor en 
Tecnologías de la Información (TI) y 
Comunicación, un maestrando en TI, un 
maestrando en Redes de datos y ocho 
estudiantes en período de realización de 
trabajos finales de grado en el contexto de 
las carreras de Licenciatura en Sistemas 
de Información y de Ingeniería en 
Informática de la UGD. Actualmente, el 
número de tesinas de grado aprobadas en 
el contexto de este proyecto, es de cinco, 
y otras tres en proceso de desarrollo. 
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Resumen
En la actualidad se ha incluı´do, en mayor o menor me-
dida y en casi todo a´mbito, a la ciencia de la computacio´n.
Esto a provocado todo tipo de requerimientos de usuarios
de distinta ı´ndole, y desde camposmuy disı´miles. Para sa-
tisfacer estas demandas se deben desarrollar aplicaciones
capaces de manipular eficientemente datos no convencio-
nales muy dispares como: audio, huellas digitales, texto,
video, ima´genes, secuencias de ADN, etc. Adema´s es ne-
cesario utilizar depo´sitos especializados y bu´squedas no
exactas sobre estos tipos de datos, porque las soluciones
tradicionales no suelen enfrentar tales requerimientos.
Por otro lado, la gran cantidad de datos que se deben
manipular para lograr respuestas adecuadas y eficientes,
hace necesario un uso eficaz del espacio disponible, lo
que implica que las estructuras utilizadas para acceder a
este tipo de base de datos, deben ser estructuras de datos
conscientes de la jerarquı´a de memoria. Un modelo en el
cual se puede utilizar estructuras de datos especializadas
o me´todos de acceso que contemplen estos aspectos son
las Bases de Datos Me´tricas. Con todas estas conside-
raciones en mente, esta investigacio´n pretende contribuir
a consolidar este nuevo modelo de bases de datos desde
varias perspectivas.
Palabras Claves: bases de datos no convencionales, ı´ndi-
ces, lenguajes de consulta.
Contexto
La investigacio´n que se realiza en este a´mbito,
esta´ enfocada en lograr que las bases de datos desti-
nadas a manipular datos no estructurados, no con-
vencionales, alcancen la madurez de las bases de
datos tradicionales. Esto incluye adema´s, plantear
nuevas arquitecturas del procesador que mejoren a
muy bajo nivel los administradores de estas bases
de datos. Se busca ası´ contribuir a distintos campos
de aplicacio´n: sistemas de informacio´n geogra´fica,
robo´tica, visio´n artificial, disen˜o asistido por compu-
tadora, computacio´n mo´vil, entre otros.
Los estudios que dieron lugar al presente traba-
jo se realizan en el marco del Proyecto Tecnologı´as
Avanzadas de Bases de Datos, en la lı´nea Bases de
Datos no Convencionales de la Universidad Nacio-
nal de San Luis, en colaboracio´n con investigadores
de otros grupos de: Universidad Michoacana de San
Nicola´s de Hidalgo (Me´xico) y Centro de Investiga-
cio´n Cientı´fica y de Educacio´n Superior de Ensena-
da (Me´xico). Este proyecto finalizo´ a fines de 2017
y su continuacio´n esta´ en proceso de evaluacio´n.
Introduccio´n
El advenimiento de la computacio´n a todos los
a´mbitos de la sociedad, tanto el laboral, como el pro-
ductivo, recreativo, cientı´fico, artı´stico, de la salud,
etc., ha exigido el desarrollo de aplicaciones capa-
ces de adaptarse tanto a estos nuevos entornos como
a los diversos usuarios de las mismas. Para ello, las
bases de datos han debido evolucionar hasta ser ca-
paces de administrar todo tipo de datos y responder
consultas sobre los mismos de una manera totalmen-
te diferente a la tradicional, muchas veces ma´s intui-
tiva. Estos avances se han visto reflejados en a´reas
como: comparacio´n de huellas digitales, reconoci-
miento de voz, reconocimiento facial, bases de datos
me´dicas, reconocimiento de ima´genes, minerı´a de
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datos, recuperacio´n de texto, biologı´a computacio-
nal, clasificacio´n y aprendizaje automa´tico, etc.
El modelo de espacios me´tricos resulta adecuado
para englobar ciertas caracterı´sticas que comparten
todas estas aplicaciones, a pesar de ser tan diversas.
Formalmente un espacio me´trico consiste de un uni-
verso de objetos y una funcio´n de distancia, definida
entre ellos, que mide cu´an diferentes son los obje-
tos. Este escenario es propicio para resolver deman-
das tales como, ingresar una imagen a un buscador
y esperar que e´ste muestre ima´genes parecidas a la
provista, o un trozo de cancio´n y se encuentren las
canciones similares a dicho trozo. Para este tipo de
problemas, las bu´squedas exactas carecen de senti-
do y son ma´s naturales sobre estos tipos de datos las
bu´squedas por similitud que provee este modelo.
Para evitar la examinacio´n secuencial de los datos
al responder eficientemente a este tipo de bu´sque-
das, se utilizan los Me´todos de Acceso Me´tricos
(MAMs). Sin embargo, es esencial su optimizacio´n,
ya que la mayorı´a de estos me´todos no admiten ac-
tualizaciones, ni esta´n disen˜ados para soportar con-
juntos masivos de datos y tampoco para resolver
operaciones de bu´squedas complejas.
El estudio de los lenguajes de consulta, es otra
de las a´reas exploradas, se busca incrementar su
expresividad para formular consultas ma´s precisas.
Adema´s, se busca caracterizar nuevas arquitecturas
que permitan reducir el flujo de bits entre el pro-
cesador y la memoria en relacio´n a la cantidad de
datos utilizados por cada programa, para mejorar
el desempen˜o en administradores de bases de datos
(DBMS) a bajo nivel.
Lı´neas de Investigacio´n y Desarrollo
Bases de Datos no Convencionales
Como se menciono´, se utilizara´n los espacios
me´tricos para modelizar aquellas bases de datos no
convencionales, que administran videos, ima´genes,
texto libre, secuencias de ADN, audio, etc. En este
a´mbito es necesario responder eficientemente con-
sultas por similitud, haciendo uso de MAMs y de-
bido a lo costoso que resultan los ca´lculos de dis-
tancia, el nu´mero de ca´lculos realizados al crear el
ı´ndice o al realizar bu´squedas es usado como medida
general de complejidad. Por ello, se analizan aque-
llos MAMs que han mostrado buen desempen˜o en
las bu´squedas, para optimizarlos, siendo conscientes
para ello de la jerarquı´a de memorias.
En general, un espacio me´trico consta de un uni-
verso U y una funcio´n de distancia d y dada una base
de datos X ⊆ U y una consulta q ∈ U, las consul-
tas por similitud son de dos tipos: por rango o de
k-vecinos ma´s cercanos (k-NN).
Grafo de los k Vecinos
Una de las bu´squedas por similitud tradiciona-
les, la de los k vecinos ma´s cercanos, es utilizada
por aplicaciones como la prediccio´n de funciones,
la cuantificacio´n y compresio´n de ima´genes, la cla-
sificacio´n y aprendizaje automa´tico, entre otras. En
este caso, dado un elemento u ∈ U y sea X ⊆ U
la base de datos, se recuperan los k elementos en
X-{u} que tengan la menor distancia d a u. Una ge-
neralizacio´n de esta bu´squeda es la obtencio´n de los
k-vecinos ma´s cercanos de todos los elementos de la
base de datos (All-k-NN). La solucio´n burda a este
problema, comparar cada elemento de la base de da-
tos con todos los dema´s, tiene una complejidad de
n2 ca´lculos de distancia, con |X|= n. Por ejemplo,
una solucio´n ma´s eficiente resulta al preprocesar los
datos por medio de un ı´ndice para reducir el nu´mero
de ca´lculos de distancia en las bu´squedas.
Entre las soluciones propuestas para espacios
me´tricos generales, algunas se basan en la cons-
truccio´n del Grafo de los k-vecinos ma´s cercanos
(kNNG) [10], cuyo desempen˜o supera algunas de
las te´cnicas cla´sicas. El kNNG indexa un espacio
me´trico y luego se emplea en la resolucio´n de las
consultas por similitud. Sin embargo, cuando la fun-
cio´n de distancia es demasiado costosa de calcular,
o si se tiene una base de datos masiva, el costo de
la construccio´n de un ı´ndice, para luego obtener los
vecinos ma´s cercanos, puede resultar excesivo. Al
igual que resolver consultas en espacios me´tricos de
alta dimensio´n, donde muchas veces se requiere re-
visar casi todo el conjunto de datos sin importar la
estrategia utilizada. Tanto para hacer frente a e´stas
situaciones, como para satisfacer los requerimientos
de algunas aplicaciones que priorizan la velocidad
sobre la precisio´n [11, 6, 12, 7], es que se consideran
las bu´squedas por similitud aproximadas. Es decir,
se aceptan algunos “errores” en la respuesta, si con
esto se mejora la complejidad de la misma. Teniendo
en cuenta estas consideraciones, se han desarrollado
algunas propuestas que construyen una aproxima-
cio´n del kNNG, que se denomino´ Grafo de vecinos
cercanos (knNG) [4], el cual conecta cada objeto de
la base de datos con k vecinos cercanos, relajando la
condicio´n que los k vecinos devueltos sean los ma´s
cercanos a u de toda la base de datos. Entonces, se
puede perder alguno muy cercano y en su lugar de-
volver otro un poco ma´s lejano.
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En una primera aproximacio´n, se considero´ un ca-
so particular del knNG, cuando k = 1, y se obtuvo el
1nNG, el grafo que conecta a cada elemento con un
elemento cercano de la base de datos, que puede ser,
o no, su vecino ma´s cercano. Entonces, aprovechan-
do el profundo conocimiento que se tiene de DiSAT,
se propuso en [4] un enfoque novedoso al proble-
ma, que utiliza la informacio´n obtenida durante la
construccio´n del ı´ndice para construir el 1nNG; ca-
da objeto es vinculado con el elemento ma´s cercano
de la base de datos con el que se comparo´ durante la
construccio´n del DiSAT. Esto retorna una aproxima-
cio´n del 1NNG, la cual, pese a que es bastante bue-
na, puede mejorarse mediante reconstrucciones adi-
cionales. Esta propuesta permite recuperar el 1nNG
con bajo costo, una muy buena precisio´n y un error
bajo, logrando un buen compromiso calidad/tiempo,
y llamativamente sin realizar ninguna bu´squeda.
Otras propuestas abordadas resuelven el knNG
sin recurrir a ningu´n ı´ndice, ni siquiera a su cons-
truccio´n. Se plantean distintas maneras de seleccio-
nar muestras de la base de datos, a las que se le cal-
culan sus vecinos ma´s cercanos, y diferentes formas
de utilizar la informacio´n conseguida en ese proce-
so, para calcular vecinos aproximados para el resto
de los objetos; utilizando propiedades de la funcio´n
de distancia, como la desigualdad triangular. Estos
planteos resultan muy prometedores.
Me´todos de Acceso Me´tricos
Como se dijo anteriormente, una de las optimza-
ciones necesarias a los MAM’s es el dinamismo. Por
ejemplo, considerando el A´rbol de Aproximacio´n
Espacial (SAT), un ı´ndice con muy buen desempen˜o
en espacios de mediana a alta dimensio´n, pero total-
mente esta´tico, se desarrollo´ el A´rbol de Aproxima-
cio´n Espacial Dina´mico (DSAT) [9] que permite rea-
lizar inserciones y eliminaciones, conservando muy
buen desempen˜o en las bu´squedas, pero que agrega
un para´metro a sintonizar. El A´rbol de Aproximacio´n
Espacial Distal (DiSAT) [5], una variante tambie´n
esta´tica del SAT y sin para´metros, logra optimizar
las bu´squedas respecto de ambos (SAT y DSAT).
Por ello, se ha propuesto la Foresta de Aproxima-
cio´n Espacial Distal (DiSAF) [3], que es dina´mica,
para memoria principal y que para lograr mejorar al
ma´ximo su desempen˜o, aplica la te´cnica de dinami-
zacio´n de Bentley y Saxe al DiSAT y aprovecha el
profundo conocimiento que se tiene sobre la aproxi-
macio´n espacial.
Sin embargo, muchas veces los ı´ndices no ca-
ben en memoria principal, ya sea porque adminis-
tran una base de datos masiva, o porque los obje-
tos de la misma son muy grandes. Entonces surge
la necesidad de disen˜ar ı´ndices para memoria secun-
daria. Muchos de estos ı´ndices se basan en “agru-
par elementos”; y para analizar cua´n buenos son los
agrupamientos que logran, se pueden utilizar estra-
tegias de optimizacio´n basadas en heurı´sticas bio-
inspiradas. Teniendo esto en consideracio´n, se han
disen˜ado dos nuevos ı´ndices basados en la Lista de
Clusters(LC) [6] que son totalmente dina´micos, es
decir, admiten inserciones y eliminaciones de ele-
mentos y esta´n especialmente disen˜ados para traba-
jar sobre grandes volu´menes de datos [9]. La Lis-
ta de Clusters Dina´mica (DLC), tiene buen desem-
pen˜o en espacios de alta dimensio´n, con buena ocu-
pacio´n de pa´gina y operaciones eficientes tanto en
ca´lculos de distancia como en operaciones de I/O.
Sin embargo, las bu´squedas en ella deben recorrer
completamente la lista de centros de los clusters, ele-
vando los costos. El Conjunto Dina´mico de Clusters
(DSC), tambie´n mantiene los clusters en memoria
secundaria, pero organiza los centros de clusters en
un DSAT en memoria principal, permitiendo que las
bu´squedas realicen menos ca´lculos de distancia y ac-
cedan a menos pa´ginas/clusters. La informacio´n de
ese DSAT tambie´n se aprovecha en las inserciones,
mejorando los costos de las operaciones en ca´lculos
de distancia y manteniendo los bajos costos de ac-
ceso a disco. Ambos, DLC y DSC, han demostrado
tener una razonable utilizacio´n de pa´ginas de disco
y son competitivas respecto a las alternativas repre-
sentativas del estado del arte.
Otro aspecto a considerar en este caso es la cali-
dad de los clusters generados. Por lo tanto, una va-
riante que se esta´ considerando para la DSC es que
en lugar de insertar los elementos en el ı´ndice a me-
dida que van llegando, se puede demorar la incor-
poracio´n de cada nuevo elemento a un cluster has-
ta tener varios elementos y poder determinar ası´ un
mejor agrupamiento de los elementos. Esto permite
adema´s reducir el costo de construccio´n del ı´ndice,
porque se realiza una escritura de un cluster en disco
luego de varias inserciones y adema´s implı´citamente
puede mejorar los costos de bu´squeda al lograr clus-
ters ma´s compactos y que aseguran una total ocupa-
cio´n de la pa´gina del disco, achicando ası´ el taman˜o
del archivo y reduciendo ası´ los tiempos de acceso.
Algunas aplicaciones requieren que las respues-
tas sean au´n ma´s ra´pidas, aunque sea a costa de per-
der algunos elementos: se intercambia precisio´n (de-
volviendo so´lo algunos objetos relevantes) por ve-
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locidad en la respuesta. Este tipo de bu´squedas se
denominan aproximadas. Para conjuntos de datos
masivos, las bu´squedas por similitud aproximadas
permiten obtener un buen balance entre el costo de
las bu´squedas y la calidad de la respuesta obteni-
da. El Algoritmo Basado en Permutaciones (PBA)
[2]. es uno de los mejores representantes de este ti-
po de consultas, logrando una respuesta de alta cali-
dad a un bajo costo. Por ello, se ha disen˜ado la Lis-
ta Dina´mica de Permutaciones Agrupadas (DLCP)
[8], que combina LC con PBA), es dina´mica y para
memoria secundaria. Este ı´ndice agrupa por distan-
cia entre las permutaciones de los objetos, en lugar
de por distancia entre objetos y se le puede indicar
cua´ntos ca´lculos de distancia y/o operaciones de I/O
utilizar, para obtener una respuesta ra´pida, aunque
menos precisa. Adema´s, se esta´n considerando nue-
vas variantes para obtener mejores resultados.
Arquitecturas de Procesadores Orientadas a
Bases de Datos
La arquitectura del procesador es la funcionali-
dad que se le provee al programador en lenguaje
de ma´quina, modos de direccionamiento, operacio-
nes, interrupciones y entrada-salida [1]. En ella se
distinguen: la organizacio´n ba´sica del flujo de da-
tos y el control que se utilizan para alcanzar dicha
funcionalidad (implementacio´n) y la estructura fı´si-
ca que se utiliza para materializar la implementacio´n
(realizacio´n). El lenguaje de ma´quina (LM) actual
no es ni un lenguaje de aplicacio´n ni un lenguaje
de hardware, sino algo intermedio. Entonces, ¿por
que´ no interpretar directamente un lenguaje de alto
nivel en lugar de compilar a un lenguaje interme-
dio? o ¿por que´ no darle acceso directo al programa-
dor/compilador al hardware en lugar de restringirlo
al LM? ¿En que´ nivel deberı´a estar el LM?
Se puede elegir la estrategia de “impulso ha-
cia arriba”; es decir subir el nivel, para mejorar el
desempen˜o de la ma´quina, adema´s de facilitar el uso
del lenguaje de ma´quina. Un aspecto a considerar
en este caso es el tra´fico de bits y la forma usual de
reducirlo es tener una arquitectura que haga lo ma´s
posible con cada bu´squeda de instruccio´n, abando-
nando la arquitectura de bajo nivel y yendo tan al-
to como el software lo permita. El otro aspecto es
explotar la concurrencia, porque si una implemen-
tacio´n conoce ma´s sobre lo que debe ser hecho en-
tonces es posible que a menudo realice varias accio-
nes simulta´nemente. El implementador posee varias
te´cnicas para aumentar la concurrencia: paralelizar,
segmentar (pipelining), adelantar, poner a un lado
(cache look-aside), adivinar y corregir (control and
data prediction). La otra estrategia es considerar el
“impulso hacia abajo”. Au´n si todas las aplicaciones
fueran escritas en lenguaje de alto nivel, hay razones
para definir una arquitectura de computadora de ni-
vel ma´s bajo, pues existe conflicto de intereses entre
usuario e implementador: el usuario desea expresar
en forma simple y breve, haciendo uso del contexto,
y el implementador desea que cada instruccio´n sea
interpretada independientemente del resto.
Por lo tanto, es importante definir una arquitectura
cuando se construye una computadora. En la actuali-
dad la investigacio´n sobre arquitecturas de procesa-
dores ha sido desplazada por la de implementacio´n
de procesadores. La mayorı´a de los trabajos de in-
vestigacio´n se dedican a mejorar te´cnicas de predic-
cio´n (tanto de control como de datos), te´cnicas para
sincronizar y comunicar procesadores (nu´cleos) me-
diante mensajes y/o memoria compartida. Muchas
de estas te´cnicas de implementacio´n surgieron en
los an˜os 60 y hoy se han incorporado a los disen˜os
de microprocesadores actuales. Sin embargo, estas
te´cnicas de implementacio´n se podrı´an aplicar a todo
tipo de arquitectura, desde una arquitectura RISC, 1
que intenta acercar el lenguaje de ma´quina al hard-
ware del procesador, a una arquitectura que se aleje
del hardware e intente disminuir el tra´fico de bits en-
tre procesador y memoria. El objetivo en esta a´rea es
plantear nuevas arquitecturas que minimicen el tra´fi-
co de bits entre el procesador y la memoria. Se esta´
construyendo un simulador del set de instrucciones
AMD-64 o x86-64, como “benchmark”, para eva-
luar el tra´fico de bits, como Specint y Specfp para
la arquitectura x86. Luego, se evaluara´ el tra´fico de
bits para la arquitectura propuesta sobre los mismos
benchmarcks, lo que implica construir tanto el simu-
lador de la arquitectura como el compilador C para
la misma. Finalmente, se pretende aprovechar el co-
nocimiento adquirido para, desde bajo nivel, mejorar
el desempen˜o de los DBMSs.
Otra linea de investigacio´n en esta materia, se re-
fiere al disen˜o de sumadores/restadores y multiplica-
dores de punto flotante, con vistas a generar una es-
pecificacio´n en un lenguaje de descripcio´n de hard-
ware, que concuerde en parte con el estandar IEEE
para nu´meros de simple precisio´n. La descripcio´n
debe ser sintetizable sobre lo´gica programable como
por ejemplo los FPGA (Field Programmable Gate
Array). Se considerara´n distintas implementaciones
para evaluar su desempen˜o y el a´rea ocupada de ca-
1Acro´nimo del ingle´s “Reduced Instruction Set Computer”.
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da una. Para la evaluacio´n de estos disen˜os se debera´
disponer de varios sumadores y multiplicadores que
exploten el paralelismo presente en la evaluacio´n de
redes neuronales para el reconocimiento de ima´ge-
nes, cuyas estructuras contienen cientos de miles de
neuronas. Estos resultados podrı´an servir para defi-
nir funciones de similitud entre ima´genes, es decir,
dos ima´genes que son clasificadas con el mismo pe-
so por la red, se consideran muy similares.
Resultados y Objetivos
Los estudios realizados sobre el modelo de espa-
cios me´tricos permitira´n mejorar el desempen˜o de
los MAMs analizados y estudiar la aplicacio´n de los
resultados obtenidos a otros [3, 4, 5, 9, 8].
Se profundizara´ el estudio del disen˜o de estructu-
ras de datos, mejorando su eficiencia y adapta´ndo-
las mejor al nivel de la jerarquı´a de memorias donde
se almacenara´n y a las caracterı´sticas de los datos a
ser indexados. Se espera brindar nuevas herramien-
tas eficientes de administracio´n para bases de datos
me´tricas, que logren acercar su desarrollo al de los
modelos tradicionales de base de datos.
Se continuara´ analizando la manera de resolver
consultas eficientemente, sin la utilizacio´n de ı´ndi-
ces. Adema´s, se espera mejorar el desempen˜o de las
operaciones de bajo nivel en los DBMS, mediante
una nueva arquitectura del procesador.
Actividades de Formacio´n
Se esta´n formando investigadores en:
Doctorado en Cs. de la Computacio´n: una tesis so-
bre expresividad de lenguajes lo´gicos de consulta.
Maestrı´a en Cs. de la Computacio´n: una tesis so-
bre bu´squeda por similitud aproximada y otra sobre
un ı´ndice dina´mico eficiente.
Maestrı´a en Informa´tica: una tesis, de la Universi-
dad Nacional de San Juan, sobre un ı´ndice dina´mico
para bu´squedas aproximadas en disco.
Ingenierı´a en Computacio´n: un trabajo de fin de
carrera sobre disen˜o de sumadores/restadores y mul-
tiplicadores de punto flotante.
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El propósito de este proyecto de investigación 
es desarrollar un conjunto de reglas de buenas 
prácticas para el diseño de modelos 
conceptuales para bases de datos relacionales.  
El grupo de trabajo parte de una idea expresada 
en el libro Bases de Datos [1] y  que en este 
proyecto fue transformada en hipótesis. La 
hipótesis de trabajo es que el diseño de un 
modelo conceptual de base de datos relacional, 
para un problema determinado y acotado, tiene 
una solución única, la cual puede ser validada 
en el resto del artículo.   
Están planificadas las actividades y acciones 
que permitan recolectar información para 
analizar la problemática, con instrumentos tales 
como: encuestas, entrevistas personales y 
grupales y experimentos, incluyendo el análisis 
cuantitativo y cualitativo de los datos.   
Con este proyecto de investigación se logrará 
como resultado final un documento que exprese 
los resultados de la investigación, que afirmen o 
nieguen la hipótesis. Es objetivo es obtener un 
compendio de reglas y principios de buenas 
prácticas, en el diseño del modelo conceptual 
de bases de datos relacionales. El grupo de 
investigación aspira a darle continuidad en el 
tiempo, publicarlo en medios especializados, 
incluirlo en capítulos en libros de la temática, 
darle visibilidad en reuniones científicas y 
presentarlo públicamente en el ámbito 
académico.  
Palabras clave: Bases de datos, modelo 
relacional,  arquitecto de datos, estructura de 
datos, diseño de bases de datos. 
 
CONTEXTO 
El proyecto ha sido homologado por la 
Secretaría de Ciencia, Tecnología y Posgrado 
de la Universidad Tecnológica Nacional, con un 
tiempo de realización de 24 meses, desde el 1 
de enero de 2018. La Unidad Científico‐ 
Tecnológica donde se desarrolla es el Centro de 
Investigación, Desarrollo y transferencia de 
Sistemas de Información (CIDS), de la 
Universidad Tecnológica Nacional, Facultad 
Regional Córdoba (UTN-FRC). 
El origen del proyecto se centra en 
observaciones realizadas por los docentes de la 
cátedra Gestión de Datos, de la carrera de 
Ingeniería en Sistemas de Información, de la 
UTN-FRC. En este ámbito, y también en el 
desarrollo profesional de ellos, se pudo ver que 
los modelos conceptuales, solución de un 
problema de datos, tenían una mirada 
homogénea por parte de quienes discutían la 
solución, encontrando pocas o ninguna 
discrepancia.  
Cabe aclarar que los docentes también se 
desempeñan en cátedras relacionadas a las 
siguientes temáticas: Programación, Bases de 
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Datos, Dirección de Proyectos e Integración de 
Sistemas de Información. 
El equipo ha trabajado de manera contínua en 
proyectos de investigación, relacionados a la 
temática de bases de datos, motores de bases de 
datos y específicamente en diseño de 
estructuras de datos:  
● TecnoDB - Administrador de Base de 
Datos Relacional (2007) [2] 
● PROMETEO - Desarrollo de un método 
y una herramienta para el aprovechamiento de 
Metadatos de Base de Datos Relacionales 
(2010) [3] 
● Análisis y aplicación de metodologías 
para la generación de consultas complejas 
utilizando esquemas OLAP  (2010) [4] 
● Generador Automático de Modelos de 
Datos Normalizados en Bases de Datos 
Relacionales (2014-2015) [5] 
● MultiDB. Plataforma Web para acceder 
a diferentes Sistemas de Gestión de Bases de 
Datos Relacionales (2016-2017) [6] 
 
1. INTRODUCCIÓN  
El modelo relacional es una forma de 
estructuración de datos, para su 
almacenamiento y manipulación. Abarca 
distintos estadíos que van desde la compresión 
de la solución de un problema de 
almacenamiento, pasando por el modelo 
ontológico de éste (habitualmente denominado 
modelo conceptual), hasta la implementación 
de esta solución a través de un motor de base de 
datos.  
El arquitecto de la base de datos, para entender 
un problema de gestión y almacenamiento, debe 
en primer lugar poder interactuar con los 
expertos en el dominio del problema, que 
generalmente no son especialistas en la tarea de 
modelar estructuras de datos. Dichos expertos, 
en el análisis, diseño y dominio del problema, 
suelen ser uno o varios profesionales 
involucrados con el flujo de datos y sus 
características, sin ser necesariamente 
profesionales con conocimiento formal sobre el 
diseño de bases de datos. El arquitecto tiene que 
ser una persona con amplitud en su forma de 
compresión, en la lectura de documentación 
relacionada al problema que está abordando, 
pues ésta puede ser fundamental para la 
identificación de aspectos procedimentales, 
restricciones técnicas y otros limitantes que 
puedan surgir de la misma.  
En términos generales un arquitecto de base de 
datos debe poder aprender del problema que 
está tratando tanto como pueda, a fin de 
alcanzar una comprensión clara del dominio del 
problema,  como expresa Giarratano en su libro 
Sistemas Expertos...[7], en página 4,  “el 
dominio del conocimiento en el experto, debe 
crecer hasta comprender el dominio del 
problema”.   
Los autores del libro Base de Datos [1], en la 
página 69 indicaron: “Es conveniente que se 
tenga una idea muy clara sobre el dominio del 
problema y cuál es su límite, pues esto 
permitirá que se alcance un resultado definido y 
limitado que se manejará con facilidad”. De 
esta manera, al especificar un límite concreto, 
claro y conceptualmente definido, se separa el 
estricto interés que tratará la solución del 
conocimiento general y extenso, de cualquier 
área a la que pertenezca el problema. En otros 
términos es una zona acotada, con un límite 
visible e invariable, que es una restricción del 
conocimiento general a su área de pertenencia. 
Es de vital importancia que el arquitecto 
conceptualice el modelo desde un 
entendimiento y comprensión, y no desde una 
interpretación. Esta última puede alejarlo de la 
realidad del problema tratado. 
El arquitecto, habiendo recabado suficiente 
información del equipo de análisis y diseño 
sobre el problema que está tratando, será capaz 
de realizar su tarea con experticia, 
desarrollando el diseño de la estructura de datos 
(especificación de la conceptualización). 
 
2. LÍNEA DE INVESTIGACIÓN, 
DESARROLLO 
La conceptualización de la solución sobre un  
problema analizado, que se representa a través 
de un esquema (gráfico), compuesto por 
entidades, atributos y relaciones; habitualmente 
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se llama esquema conceptual o modelo 
conceptual.  
Las entidades se identifican por un nombre, que 
es consecuencia de la reunión de un conjunto de 
atributos únicos en ésta, que la caracterizan y 
califican. Una entidad es única dentro de un 
modelo conceptual o estructura de datos 
resultado. Mantienen un estado de asociación 
entre sí, que están representados por la 
vinculación que se produce entre las entidades a 
través de las claves foráneas y primarias. Es 
imperativo que el estado de asociación esté 
correctamente planteado, pues es fundamental 
para asegurar la integridad de los datos en la 
estructura diseñada.  
La clave primaria dentro de cada entidad está 
compuesta por un atributo, o un conjunto de 
estos, que producen la identificación de una 
tupla en forma unívoca e inequívoca dentro de 
la entidad. Esta clave primaria, que debe 
cumplir con las propiedades de unicidad  y 
minimalidad [8], tiene una relación unívoca con 
el conjunto de atributos no clave que 
representa.  
Para que una entidad quede relacionada a otra 
se debe establecer la vinculación, incorporando 
dentro de ésta los atributos de la clave primaria 
de la entidad con la que se desea vincular. De 
esta manera se identifica a un conjunto de 
atributos que recibe la denominación de clave 
foránea o ajena. 
Definiendo las entidades con su clave primaria, 
y su estado de asociación con las claves 
foráneas, se obtiene el modelo conceptual -
lógico del resultado terminado. 
Un arquitecto de datos puede emplear cualquier 
procedimiento para determinar la estructura de 
datos, no hay uno definido. Suelen utilizarse 
metodologías: ascendente, denominada diseño 
por síntesis, o descendente, diseño por análisis 
[9]. Con la experiencia termina elaborando su 
proceso/receta.  
Académicamente el grupo de docentes basa la 
enseñanza de estos temas en aplicar la técnica 
de normalización, con el análisis de 
dependencias funcionales y la aplicación de las 
reglas definidas como formas normales por 
Codd [8], con un proceso “que sigue un método 
descendente evaluando cada relación contra el 
criterio de las formas normales y 
descomponiendo las relaciones según sea 
necesario” [9]. La estructura de datos lograda se 
menciona según el nivel alcanzado, por 
ejemplo: Normalización a tercera forma 
normal, normalización a segunda forma normal, 
etc. Este estado alcanzado por la solución, está 
vinculado a la entidad que alcanzó la forma 
normal menos avanzada de nivel dentro de la 
estructura resultado. Por ejemplo: para que una 
estructura de datos tenga la calificación de 
normalizada a tercera forma normal, todas las 
entidades componentes de la estructura deben 
estar en tercera forma normal. Si una de ellas se 
encuentra en segunda forma normal el resultado 
total está en segunda forma normal. Como ya se 
mencionó, la bibliografía avala y expresa los 
aspectos teóricos del diseño de bases de datos, 
con mayor o menor fluidez.  
Como consecuencia de las prácticas en el aula y 
el ejercicio profesional de los integrantes, en el 
diseño de estructuras de datos, se ha observado 
que las posibilidades de desarrollar estructuras 
equivalentes (dos o más estructuras distintas) 
que proporcionen el mismo alcance de 
resultado no han sido demostradas hasta este 
momento.  
En el año 2010 un grupo de docentes de la 
Universidad Tecnológica Nacional (Ing. 
Roberto Muñoz, Ing. Calixto Maldonado, Lic. 
Luis Damiano, Ing. Enrique Reinosa y el Ing. 
Maximiliano Abrutsky) escribieron un libro, 
para la editorial AlfaOmega, con el título: Base 
de Datos [1] y en él se presentó el pensamiento 
relacionado con esta afirmación que se acaba de 
esbozar. Este libro fue sometido, por parte de la 
editorial, a la consideración de distintos 
especialistas en bases de datos, de 
universidades locales y también de 
latinoamérica, y todos coincidieron que la 
afirmación no tenía precedente bibliográfico y 
admitieron aceptar el concepto con la siguiente 
salvedad en la página 67 [1]: “... Si bien el 
pasaje de un conjunto de relaciones no 
normalizadas a un conjunto de relaciones se 
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puede realizar de cualquier forma, el resultado 
debe ser siempre el mismo, independientemente 
del método que se haya utilizado. La 
bibliografía consultada en la elaboración de este 
capítulo, difiere con este autor en la manera de 
abordar el concepto “normalización”. Sin 
embargo, la metodología aquí utilizada se 
considera indispensable para la comprensión 
total del tema.” 
Por todo esto, el grupo de investigación 
propone la discusión respecto a la siguiente 
hipótesis a demostrar “Si distintos arquitectos 
de bases de datos:  
a) parten del mismo origen de datos y los 
entienden como la misma colección de 
datos,  
b) observan un problema de 
almacenamiento de datos inicial, por 
ejemplo, una planilla que contiene el 
conjunto de datos (una estructura sin el 
análisis suficiente),  
c) poseen el mismo nivel de conocimiento 
acerca del dominio del problema, 
contando con la misma documentación 
explicativa, y  
d) todos pueden ser considerados como 
expertos, sobre cómo realizar la 
transformación desde un conjunto de 
datos hasta llegar a una estructura de 
datos deseable;  
entonces los arquitectos pueden realizar la 
transformación con cualquier método de 
razonamiento o con cualquier procedimiento 
lógico, pero todos siempre deben llegar al 
mismo resultado”.  
Esto es lo que permitiría validar o no la 
hipótesis de trabajo. 
3. RESULTADOS ESPERADOS 
El proyecto formalmente inició en enero del 
corriente año, por lo cual no se dispone aún de 
resultados, pero ya se han enunciado líneas de 
trabajo y un cronograma a seguir para 
conseguir los avances previstos.  
Es objetivo, del grupo de investigación,  
proponer un conjunto de buenas prácticas para 
el diseño del modelo conceptual de datos 
normalizado,  para bases de datos relacionales, 
tendientes a explicar las reglas y 
características que fundamentan que el modelo 
conceptual de una base de datos relacional 
puede ser único, para un dominio dado. 
Los resultados esperados del proyecto se 
pretenden documentar y de esta manera lograr 
los siguientes objetivos: 
-Determinar los principios que argumentan la 
hipótesis. 
-Contrastar y ejemplificar estructuras 
validadas de modelos conceptuales con 
posibles estructuras no válidas. 
-Ejemplificar prácticamente la hipótesis. 
-Identificar las premisas teóricas y prácticas 
que sustentan la hipótesis. 
-Identificar todas las estructuras típicas que se 
utilizan en universo de soluciones. 
-Identificar las estructuras diferentes que 
ofrecen una solución equivalente, si las hay, 
mostrando las similitudes y discrepancias de 
esas estructuras. 
-Explicar la forma en que implementan una 
estructura de datos válida los arquitectos de 
datos. 
-Sugerir un método de trabajo que permita 
lograr una estructura deseable, en la búsqueda 
de estandarizar el proceso. 
-Documentar la estandarización de las 
acciones identificadas, junto a las reglas. 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
El equipo de trabajo está constituido por: a) un 
director de proyecto, b) un codirector, c) cinco 
docentes investigadores, dos en formación y tres 
de apoyo, d) dos estudiantes becarios y e) un 
graduado.  
Todos los docentes, que integran el equipo de 
investigación, comparten su actividad 
académica en la cátedra de Gestión de Datos, de 
tercer nivel de la Carrera de Ingeniería en 
Sistemas de Información, donde es central la 
temática de Bases de Datos. En el contenido 
mínimo de la asignatura el diseño de una 
estructura de datos ocupa un espacio 
XX Workshop de Investigadores en Ciencias de la Computacio´n 343
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
preponderante y en el tiempo de desarrollo  
ocupa la primera mitad de un cuatrimestre.  
El reciente graduado, Ing. en Sistemas de 
Información Agustín Carrasco, invitado a 
participar en el proyecto, ha sido ya integrante 
de anteriores Proyectos de Investigación y  
como estudiante logró ganar en dos ediciones 
consecutivas el Concurso de Programación que 
se realiza en la UTN-FRC. 
Los estudiantes Bárbara Romina Urbano 
Moreno y Santiago Manuel Argüello están 
cursando actualmente el cuarto año de la 
Carrera de Ingeniería en Sistemas de 
Información e iniciando el camino en 
investigación como becarios. 
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Resumen
En la actualidad es cada vez ma´s evidente la necesi-
dad de procesar grandes conjuntos de datos, de manera
tal de poder obtener informacio´n u´til a partir de ellos.
Sin embargo, la evolucio´n de las tecnologı´as de informa-
cio´n y comunicacio´n, en conjunto con la gran cantidad
y variedad de informacio´n disponible digitalmente, han
llevado en las u´ltimas de´cadas al surgimiento de nuevos
depo´sitos no estructurados de informacio´n, en los cuales
los datos que no se adaptan fa´cilmente al modelo rela-
cional. A tipos de datos tales como texto libre, ima´genes,
audio, video, secuencias biolo´gicas de ADN o proteı´nas,
entre otros; no se los puede estructurar ma´s en claves y
registros, o tal estructuracio´n es muy dificultosa (tanto
manual como computacionalmente), y restringe de ante-
mano los tipos de consultas que luego se pueden reali-
zar. Como muchas aplicaciones computacionales necesi-
tan recuperar datos e informacio´n desde estas grandes
bases de datos conteniendo datos no estructurados, es
necesario lograr eficiencia en formas ma´s sofisticadas de
bu´squeda que la habitual sobre datos estucturados. Ası´,
dada una consulta, el objetivo de un sistema de recupe-
racio´n de informacio´n es obtener lo que podrı´a ser u´til o
relevante para el usuario, usando una estructura de al-
macenamiento especialmente disen˜ada para responderla
eficientemente.
Palabras Claves: bases de datos masivas, computacio´n
de alto desempen˜o, recuperacio´n de informacio´n.
1. Contexto
Esta lı´nea de investigacio´n se encuentra enmar-
cada dentro del Proyecto Consolidado 3-30114 de
la Universidad Nacional de San Luis (UNSL) y en
el Programa de Incentivos (Co´digo 22/F434): “Tec-
nologı´as Avanzadas Aplicadas al Procesamiento de
Datos Masivos”, dentro de la lı´nea “Recuperacio´n
de Datos e Informacio´n”, desarrollada en el Labo-
ratorio de Investigacio´n y Desarrollo en Inteligencia
Computacional (LIDIC) de la UNSL. Actualmente
se encuentra en proceso de evaluacio´n la nueva pre-
sentacio´n.
En esta lı´nea de investigacio´n se busca desarro-
llar herramientas eficientes para sistemas de infor-
macio´n sobre bases de datos masivas, conteniendo
datos no estructurados. Por lo tanto, se analizan nue-
vas te´cnicas que permitan una buena interaccio´n con
el usuario, nuevas estructuras de datos (ı´ndices) ca-
paces de manipular eficientemente datos no estruc-
turados y que puedan utilizarse para administrar ba-
ses de datos masivas que contienen datos no estruc-
turados. Ası´, se pretende contribuir a la incorpora-
cio´n de informacio´n no estructurada en los procesos
de toma de decisiones y resolucio´n de problemas, no
considerados en los enfoques cla´sicos. Por lo tanto,
el objetivo principal de esta lı´nea es el disen˜o y desa-
rrollo de ı´ndices que sirvan de apoyo a sistemas de
recuperacio´n dedicados a conjuntos de datos no es-
tructurados masivos tales como: datos multimedia,
texto, secuencias de ADN, etc. , permitiendo que
estos sistemas cuenten con estructuras de datos efi-
cientes y escalables, para memorias jera´rquicas, que
hagan uso, de ser necesario, de te´cnicas de compu-
tacio´n de alto desempen˜o (HPC).
2. Introduccio´n y Motivacio´n
En la actualidad, gracias al uso masivo de internet,
se ha producido una significativa aceleracio´n tanto
en el crecimiento del volumen de datos capturados
y almacenados, como en la creciente variacio´n en
los tipos de datos que aparecen. En este contexto, se
hace necesario que las te´cnicas tradicionales para el
XX Workshop de Investigadores en Ciencias de la Computacio´n 345
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
procesamiento, ana´lisis y obtencio´n de informacio´n
u´til deban ser redefinidas para formular nuevas me-
todologı´as de abordaje.
En general, los sistemas tradicionales de compu-
tacio´n utilizan principalmente informacio´n estructu-
rada, la cual puede organizarse en claves y registros,
sobre los cuales tiene sentido aplicar bu´squedas tra-
dicionales y donde su estructura puede interpretar-
se y utilizarse en programas casi directamente. Pero,
por el volumen y variedad de los datos disponibles
actualmente, dos de las caracterı´sticas de los datos
en el a´mbito de problemas de “big data”, no es posi-
ble restringirse a bu´squedas sobre datos estructura-
dos, porque obligarı´a a representar una visio´n par-
cial del problema, dejando fuera informacio´n que
podrı´a ser relevante para la resolucio´n efectiva del
mismo. Por lo tanto, en la era de “big data” es nece-
sario administrar eficientemente informacio´n no es-
tructurada y considerar tipos de bu´squeda ma´s gene-
rales que puedan servir de apoyo, por ejemplo, en la
toma de decisiones. Uno de estos tipos de bu´squeda
ma´s generales son las bu´squedas por similitud, las
cuales se suelen sustentar sobre me´todos de acce-
so o ı´ndices me´tricos [3], que permiten responderlas
ma´s eficientemente.
Ası´, dada la gran cantidad de datos con los que
se trabaja, ante consultas de recuperacio´n de infor-
macio´n sobre bases de datos conteniendo datos no
estructurados, se pueden utilizar estos ı´ndices para
lograr eficiencia en la respuesta. Dichos ı´ndices pue-
den tener distintas caracterı´sticas que los hacen in-
dicados para aplicaciones reales: eficientes, dina´mi-
cos, escalables, resistentes a la maldicio´n de la di-
mensio´n, entre otras. Un enfoque u´til para sistemas
de recuperacio´n usando bu´squeda por similitud es
“la bu´squeda basada en contenidos”, la cual usa el
dato no estructurado en sı´ mismo para describir lo
que se busca. Para calcular la similitud entre dos
objetos, se debe definir una funcio´n de distancia
que permita describir realmente la disimilitud entre
ellos.
El modelo habitual para las bu´squedas por simili-
tud es el de espacios me´tricos; dado que, adema´s de
brindar un marco formal, es independiente del do-
minio de la aplicacio´n. Un espacio me´trico se com-
pone de un universo U de objetos y una funcio´n de
distancia d : U × U −→ R+, la cual cumple con las
propiedades de una me´trica. Sobre una base de datos
S ⊆ U , se pueden considerar dos tipos de bu´squeda
por similitud: la bu´squeda por rango y la bu´squeda
de los k vecinos ma´s cercanos. La funcio´n de distan-
cia permite medir el mı´nimo esfuerzo (costo) nece-
sario que se debe realizar para transformar un objeto
en otro. Dependiendo de los tipos de datos no es-
tructurados, el ca´lculo de la distancia puede ser muy
costoso. por lo tanto, se busca ahorrar ca´lculos de
distancia y ello se logra generalmente gracias a que
la funci’on de distancia cumple con la desigualdad
triangular.
Si se considera que la base de datos S posee n ob-
jetos, trivialmente cualquier consulta se puede res-
ponder con n evaluaciones de distancia. Sin embar-
go, en la mayorı´a de las aplicaciones sobre conjuntos
de datos masivos, como las distancias son costosas
de computar (por ej.: comparacio´n de huellas digi-
tales), no es factible aplicar la solucio´n trivial. Ası´,
para responder consultas con la menor cantidad de
ca´lculos de distancia posibles se debe preprocesar la
base de datos para construir un ı´ndice. En algunos
casos, es probable que la base de datos, el ı´ndice, o
ambos, no puedan almacenarse en memoria princi-
pal. Por lo tanto, para lograr eficiencia, se debe mi-
nimizar el nu´mero de operaciones de E/S, considerar
la jerarquı´a de memorias, en algunos casos admitir
respuestas no exactas y cuando sea posible utilizar
te´cnicas paralelas.
Ası´, en este contexto se considera como objeti-
vo obtener herramientas de recuperacio´n de infor-
macio´n, desarrollando nuevas te´cnicas y aplicacio-
nes que soporten la interaccio´n con el usuario, di-
sen˜ando ı´ndices capaces de manipular eficientemen-
te grandes volu´menes de datos no estructurados y
facilitando la realizacio´n de diferentes tipos de con-
sultas, de modo de contribuir al desarrollo de aplica-
ciones reales para problemas de big data.
3. Lı´neas de Investigacio´n
Como se pretende investigar sobre distintos as-
pectos de los sistemas de recuperacio´n de informa-
cio´n sobre grandes volu´menes de datos no estructu-
rados, se ha considerado el disen˜o de nuevos ı´ndices
y la resolucio´n de distintas consultas sobre estos ti-
pos de bases de datos y co´mo lograr eficiencia y es-
calabilidad en las soluciones al considerar grandes
volu´menes de datos.
I´ndices
Los ı´ndices que resultan apropiados, para luego
realizar bu´squedas sobre bases de datos contenien-
do datos no estructurados, son los ı´ndices me´tricos
[3]. En todos ellos se aprovecha que la funcio´n de
distancia debe cumplir la propiedad de desigualdad
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triangular para ahorrar algunos ca´lculos de distan-
cia y de esta manera tiempo, gracias a que la de-
sigualdad triangular permite estimar la distancia en-
tre cualquier objeto de consulta q y los objetos de
la base de datos, si se mantienen algunas distancias
precalculadas enttre los elementos de la base de da-
tos y elementos distinguidos. Los dos enfoques ma´s
comunes se diferencian en si esos objetos distingui-
dos son pivotes o centros. Si son pivotes se almace-
nan las distancias de todos los objetos de la base de
datos a ellos y si por el contrario son centros se par-
ticiona el espacio en zonas denominadas particiones
compactas, por cercanı´a a los centros y se almace-
na un radio de cobertura para determinar la zona de
cada centro.
En nuestro caso, nos enfocamos en disen˜ar buenos
ı´ndices que consideren:
Dinamismo: Los ı´ndices pueden construirse de
manera esta´tica, si los objetos de la base de datos
se conocen de antemano. En estos ı´ndices denomi-
nados esta´ticos las bu´squedas se realizan luego de
construido el ı´ndice. Por el contrario, si no se pue-
den tener los objetos de antemano y la u´nica manera
de construir el ı´ndice es a medida que se incorpo-
ran los elementos; es decir, de manera incremental,
se considera que las bu´squedas pueden realizarse en
cualquier momento. Esta clase de ı´ndices se deno-
minan dina´micos. Los ı´ndices esta´ticos, por conocer
a toda la base de datos, pueden seleccionar los mejo-
res objetos distinguidos para una estructura de datos
determinada. En cambio, en los ı´ndices dina´micos
esto no es posible.
Jerarquı´a deMemorias: Otro aspecto importante
para buscar una solucio´n es saber si se puede traba-
jar en memoria principal o, por el contrario, si por
ser conjuntos de datos masivos se debera´ trabajar en
otros niveles de la jerarquı´a de memorias. En caso
que el ı´ndice deba alojarse en memoria secundaria,
se deben minimizar la cantidad de ca´lculos de dis-
tancia y tambie´n el nu´mero de operaciones de E/S.
Computacio´n de Alto Desempen˜o: En algunos
casos, si no se logra la eficiencia deseada median-
te la optimizacio´n del ı´ndice en sı´ mismo, se pueden
aplicar te´cnicas de computacio´n de alto desempen˜o
(HPC) para acelerar los tiempos de respuesta a las
consultas.
Exactitud de la Respuesta: Otra manera de ace-
lerar la respuesta a una consulta por similitud es ad-
mitir una respuesta aproximada, permitiendo que la
misma sea de menor calidad o menos exacta, pero
muy ra´pida.
Dimensionalidad Intrı´nseca: los ı´ndices para
bu´squedas por similitud, al trabajar sobre el mode-
lo de espacios me´tricos, pueden tambie´n sufrir de
la llamada maldicio´n de la dimensio´n [3]; es de-
cir, los ı´ndices se degradan a medida que la dimen-
sio´n de los espacios aumenta. Existen ı´ndices que
se comportan mejor en espacios difı´ciles (dimensio´n
intrı´nseca mediana a alta) y otros que son adecuados
para espacios fa´ciles (dimensio´n intrı´nseca baja).
Como nuestro intere´s esta´ puesto sobre conjuntos
de datos masivos que contienen datos no estructu-
rados, los volu´menes de informacio´n con los que se
debe trabajar (por ejemplo, millones de ima´genes en
la Web) hace necesario que los ı´ndices sean alma-
cenados en memoria secundaria. En este caso, pa-
ra lograr eficiencia, no so´lo se debe considerar que
las bu´squedas realicen el menor nu´mero de ca´lcu-
los de distancia sino tambie´n, dado el costo de las
operaciones de E/S, se efectu´e la menor cantidad
posible de operaciones sobre el disco. Por ello, es-
ta lı´nea se dedica a disen˜ar ı´ndices especialmente
adaptados para trabajar en memoria secundaria, cu-
yo desempen˜o en las bu´squedas sea bueno. Ası´, se
ha disen˜ado e implementado una versio´n paralela
del Conjunto Dina´mico de Clusters (DSC) [8]. Es-
te ı´ndice, basado en la Lista de Clusters (LC) [2],
esta´ especialmente disen˜ado para memoria secunda-
ria y es completamente dina´mico, admite insercio-
nes y eliminaciones y tiene un buen desempen˜o en
las bu´squedas, principalmente en la cantidad de ope-
raciones de E/S. DSC ha demostrado ser muy com-
petitivo frente a otras de las buenas estructuras del
estado del arte. Por lo tanto, se buscara´ aplicar y
comparar distintas estrategias de paralelizacio´n con
el fin de determinar la ma´s adecuada.
El A´rbol de Aproximacio´n Espacial Distal (Di-
SAT), basado en el A´rbol de Aproxiacio´n Espacial
[6], es un ı´ndice esta´tico que no necesita sintoni-
zar ningu´n para´metro y es muy eficiente gracias a
definir una partiicio´n de hiperplanos con muy bue-
nas caracterı´sticas [4]. La raı´z elegida para el DiSAT
define una particio´n sobre el espacio, donde las zo-
nas que se obtienen son muy compactas y los hiper-
planos que las definen permiten diferenciarlas muy
bien. Por ello, se busca aprovechar la informacio´n
que brindan distintas particiones sobre el espacio pa-
ra clasificar los elementos de acuerdo a las zonas
en las que cada elemento cae en las distintas par-
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ticiones consideradas. En este caso, a cada elemen-
to se le asigna una secuencia de bits, denominada
“sketch”, donde cada bit indica de que´ lado del hi-
perplano considerado se encuentra el elemento. Es-
te conjunto de “sketches” constituye el ı´ndice en sı´
mismo. Cuando se considera una consulta, se calcula
el sketch del elemento de consulta q y se lo compara
con los sketches de todos los elementos de la base de
datos, sin calcular realmente distancias entre obje-
tos sino entre sketches y se revisan luego los objetos
ma´s prometedores primeros. En este caso, se espera
que un elemento similar a q estara´ en una particio´n
similar en el espacio. En este caso, se puede limi-
tar de antemano el nu´mero de distancias reales que
se permiten calcular, logrando una respuesta aproxi-
mada a la consulta por similitud con poco costo.
Existen en la actualidad pocas medidas que per-
mitan reflejar adecuadamente la dimensionalidad
intrı´nseca de los espacios me´tricos [3]. Sin embargo,
si se pudiera calcular la dimensionalidad intrı´nseca
de un espacio me´trico con cierta confiabilidad, se
podrı´a elegir el ı´ndice que tuviera mejor desempen˜o
en las bu´squedas para esa dimensio´n en particular.
Por lo tanto, se han propuesto nuevas medidas de
evaluacio´n de la dimensionalidad intrı´nseca y se las
ha evaluado experimentalmente junto a otras medi-
das ya conocidas, para ver cua´l de ellas puede re-
flejar de manera ma´s confiable la dimensionalidad
intrı´nseca de un espacio me´trico [7].
Por otra parte, se esta´ estudiando co´mo aprove-
char los ı´ndices para bu´squedas por similitud sobre
bases de datos masivos de datos no estructurados,
para solucionar un problema de estacionamiento de
vehı´culos, usando en este caso los ı´ndices como he-
rramienta de apoyo en un sistema de recuperacio´n
de datos e informacio´n.
En esta lı´nea de investigacio´n se esta´n desarro-
llando dos tesis de maestrı´a y un trabajo final.
Sistema Administrador para Bases de Datos
Multimedia
A pesar de que las operaciones ma´s comunes so-
bre bases de datos multimedia son las bu´squedas por
rango o de k-vecinos ma´s cercanos, existen otras
operaciones de intere´s tales como las distintas va-
riantes del join por similitud. La operacio´n de join
por similitud se considera una de las operaciones
que deberı´a brindar tı´picamente un sistema adminis-
trador para bases de datos multimedia [10].
Existen diferentes variantes para el join por simi-
litud, dependiendo del criterio de similitud Φ utiliza-
do, pero ellas tienen en comu´n que se aplican entre
dos bases de datos A y B, ambas subconjuntos del
mismo universo del espacio me´trico U que modela
a la base de datos multimedia. El resultado de cual-
quiera de las variantes del join por similitud entre
A y B obtendra´ el conjunto de pares formados por
un objeto de A y otro de B, tales que entre ellos se
satisface el criterio de similitud Φ considerado. Las
variantes ma´s conocidas son: el join por rango, el
join de k-vecinos ma´s cercanos y el join de k pares
de vecinos ma´s cercanos; entre otras.
Formalmente, dadas A,B ⊆ U , se define el join
por similitud entre A y B (A ✶
Φ
B) como el conjun-
to de todos los pares (x, y), donde x ∈ A e y ∈ B;
es decir, (x, y) ∈ A × B, tal que Φ (x, y) es verda-
dero (se satisface el criterio de similitud Φ entre x
e y). Al resolver el join por similitud es posible que
ambas, una o ninguna de la bases de datos posean
un ı´ndice; o que ambas bases de datos se indexen
conjuntamente con un ı´ndice disen˜ado para el join.
Calcular cualquiera de las variantes del join por si-
militud de manera exacta es muy costoso [9], ası´ va-
le la pena analizar posibilidades de obtener una res-
puesta aproximada al join, ma´s ra´pidamente, aunque
siempre buscando buena calidad en la respuesta.
PostgreSQL es el primer sistema de base de da-
tos que permite realizar consultas por similitud so-
bre algunos atributos, particularmente indexa para
bu´squedas de k-vecinos ma´s cercanos (ı´ndices KNN-
GiST). Estos ı´ndices pueden ser usados sobre tex-
to, comparacio´n de ubicacio´n geoespacial, etc. Sin
embargo, los ı´ndices K-NN GiST proveen plantillas
so´lo para ı´ndices con estructura de a´rbol balancea-
do (B-tree, R-tree), pero el “balance” no siempre es
bueno para los ı´ndices que se utilizan en bu´squedas
por similitud [1]. Adema´s, no se dispone de este tipo
de consultas para todo tipo de datos me´tricos. Ası´,
es importante proveer un DBMS para bases de datos
me´tricas que maneje todos los posibles datos me´tri-
cos y las operaciones de intere´s sobre ellos [5].
Ma´s au´n, dado que las respuestas a consultas de
join suelen ser conjuntos muy grandes de pares de
objetos y muchos de esos pares son muy similares
entre sı´, se planea introducir sobre las operaciones
de join la posibilidad de diversificar las respuestas
[11]; es decir, un operador de join por similitud que
asegure un conjunto ma´s pequen˜o, ma´s diversifica-
do de respuestas u´tiles y, de ser posible, ma´s ra´pido
de obtener. Estos desarrollos, entre otros, permitira´n
tener un DBMS con mayores posibilidades de apli-
cacio´n en sistemas de informacio´n reales.
Esta lı´nea corresponde a una tesis de maestrı´a.
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4. Resultados
Se ha publicado la evaluacio´n experimental de un
conjunto de estimadores de la dimensio´n intrı´nseca
de un espacio me´trico [7], que permitio´ establecer
que los mejores estimadores de dimensio´n son el ex-
ponente de distancia y el estimador basado en corre-
lacio´n.
Actualmente se esta´ evaluando experimentalmen-
te la versio´n paralela del ı´ndiceDSC, que trabaja con
grandes volu´menes de datos, disen˜ada especialmen-
te para memoria secundaria, que admite inserciones
y eliminaciones de elementos y que permitira´ res-
ponder eficientemente a lotes de consultas por si-
militud. Adema´s, se encuentra tambie´n en proceso
de evaluacio´n la propuesta de sketches basados en
el DiSAT. Se continu´a trabajando en la extensio´n de
PostgreSQL para que brinde facilidades de soporte a
ma´s tipos de consultas por similitud, sobre distintos
tipos de datos y que considere opciones de respues-
ta aproximada, como ası´ tambie´n la posibilidad de
obtener una respuesta diversificada en el caso de los
joins por similitud.
5. Formacio´n de Recursos
En esta lı´nea se esta´n realizando las siguientes te-
sis de Maestrı´a en Ciencias de la Computacio´n:
1. “Estructuras Eficientes sobre Datos Masivos
para Bu´squedas en Espacios Me´tricos”,
2. “Co´mputo Aproximado del Grafo de Todos los
k-Vecinos”,
3. “Sistema Administrador para Bases de Datos
Me´tricas”.
Adema´s, esta´ en su etapa inicial el desarrollo de
un trabajo final de la Ingenierı´a en Computacio´n.
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Esta presentación corresponde al proyecto  
“Sistemas inteligentes. Aplicaciones en 
reconocimiento de patrones, minería de datos 
y big data” (Periodo 2018–2021) del Instituto 
de Investigación en Informática LIDI. 
RESUMEN 
Esta línea de investigación se centra en el 
estudio y desarrollo de Sistemas Inteligentes 
para la resolución de problemas de Minería de 
Datos y Big Data utilizando técnicas de 
Aprendizaje Automático. Los sistemas 
desarrollados se aplican particularmente al 
procesamiento de textos y reconocimiento de 
patrones en imágenes. 
En el área de la Minería de Datos se está 
trabajando, por un lado, en la generación de 
un modelo de fácil interpretación a partir de la 
extracción de reglas de clasificación que 
permita justificar la toma de decisiones y, por 
otro lado, en el desarrollo de nuevas 
estrategias para tratar grandes volúmenes de 
datos.  
Con respecto al área de Big Data se están 
realizando diversos aportes usando el 
framework Spark Streaming. En esta 
dirección, se está investigando en una técnica 
de clustering dinámico que se ejecuta de 
manera distribuida. Además se ha 
implementado en Spark Streaming una 
aplicación que calcula el índice de Hurtz de 
manera online, actualizándolo cada pocos 
segundos con el objetivo de estudiar un cierto 
mercado de negocios.  
En el área de la Minería de Textos se han 
desarrollado estrategias para resumir 
documentos a través de la extracción 
utilizando métricas de selección y técnicas de 
optimización de los párrafos más 
representativos. Además se han desarrollado 
métodos capaces de determinar la 
subjetividad de oraciones escritas en español. 
Palabras clave: Minería de Datos, Minería de 
Textos, Big Data, Redes neuronales, 
Resúmenes extractivos, Sentencias causales 
temporales. 
1. INTRODUCCION 
El Instituto de Investigación en Informática 
LIDI tiene una larga trayectoria en el estudio, 
investigación y desarrollo de Sistemas 
Inteligentes basados en distintos tipos de 
estrategias adaptativas. Los resultados 
obtenidos han sido medidos en la solución de 
problemas pertenecientes a distintas áreas.  A 
continuación se detallan los resultados 
obtenidos durante el último año. 
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1.1. MINERÍA DE DATOS  
Obtención de Reglas de Clasificación  
Esta línea de investigación está centrada en el 
diseño de nuevos algoritmos para la obtención 
de  conjuntos de reglas de clasificación con 
tres características principales: precisión 
adecuada, baja cardinalidad y facilidad de 
interpretación.  Esto último está dado por el 
uso de un número reducido de atributos en la 
conformación del antecedente que, sumada a 
la baja cardinalidad del conjunto de reglas, 
permite distinguir patrones sumamente útiles 
a la hora de comprender las relaciones entre 
los datos y tomar decisiones [1]. La 
aplicación de estos métodos en la predicción 
de riesgo crediticio ha arrojado resultados 
satisfactorios [2,3]. 
Actualmente se está trabajando en la 
fuzificación de las reglas con el objetivo de 
facilitar aún más su comprensión por parte del 
agente que debe decidir el otorgamiento del 
crédito. Se ha comprobado que con sólo 
fuzificar el antecedente de la regla se obtienen 
conjuntos de reglas de clasificación con un 
incremento significativo en la precisión en 
relación a lo publicado en [4].   
A futuro se incorporará, a la recomendación 
dada por la regla, un factor de confianza que 
ayude a discernir entre posibles 
recomendaciones. Este es un aspecto 
importante ya que además de las 
características propias del solicitante del 
crédito existen condiciones macroeconómicas 
que condicionan la respuesta. 
 
1.2. BIG DATA 
Aplicaciones en Big Data 
En esta línea se trabaja sobre el 
procesamiento en streaming y en batch de 
grandes volúmenes de datos en formato texto. 
Para esto se están desarrollando estrategias 
que aplican técnicas de machine learning que 
presenten la característica de ser iterativas, 
operando sobre el conjunto completo de los 
datos de un flujo, brindando resultados en 
tiempos de respuestas cortos los cuales se 
adaptan de manera dinámica a la llegada de 
nuevos datos [5, 6]. 
Estas técnicas dinámicas se están 
implementando en el framework Spark 
Streaming, adecuado para procesamiento 
paralelo, distribuido y online. En este 
framework se desarrolló una aplicación que 
permite el cálculo del índice de Hurtz de 
manera online y dinámica, esto es, cada cierto 
tiempo la aplicación usa los nuevos datos 
recolectados y los procesa con aquellos que 
habían sido procesados previamente para 
poder hacer un seguimiento online de un 
cierto mercado de negocios [7]. 
Los temas que se abordan en esta línea 
abarcan la implementación de técnicas de 
clustering para el tratamiento de flujos de 
datos, la detección de tópicos, el análisis de 
sentimiento y el procesamiento de datos 
relacionados al comercio realizado con 
criptomonedas [8]. 
 
1.3. MINERIA DE TEXTOS 
Hoy en día, la información que nos rodea lo 
hace en su gran mayoría en forma de texto. El 
volumen de información no estructurada crece 
continuamente de tal manera que resulta 
necesario separar por medio de técnicas de 
procesamiento de texto lo esencial de lo que 
no lo es así como distinguir proposiciones 
subjetivas de las objetivas.  
Resumen Automático de Documentos 
Esta línea de investigación se centra en la 
generación automática de resúmenes. Entre 
los enfoques existentes se ha puesto el énfasis 
en el extractivo cuyo resumen está formado 
por un subconjunto de sentencias de un 
documento seleccionadas apropiadamente. 
Actualmente, a partir del trabajo realizado en 
[9] se están analizando en la construcción de 
distintos tipos de resúmenes (1) el impacto de 
varias tareas de preprocesamiento de textos, 
(2) la participación de un conjunto amplio de 
métricas [10] y (3) la incorporación de 
semánticas en el análisis [11]. Para llevar a 
cabo estos experimentos se desarrolló una 
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herramienta de manipulación de documentos 
científicos programada en Python con 
MySQL utilizando las librerías NLTK, urllib 
y bs4, entre otras. Los experimentos están 
siendo realizados sobre artículos científicos 
publicados en PLOS ONE hasta tanto se 
consiga el acceso a las colecciones DUC. 
Por otro lado, en [12] se estudió la relación 
entre algunos tipos de resúmenes extractivos 
y los formados únicamente por las sentencias 
causales detectadas en un documento. Este 
tipo de sentencias son de suma utilidad para 
analizar documentos clínicos por ser una 
componente principal de toda explicación 
médica. Ellas expresan, por ejemplo, las 
causas de las enfermedades o muestran los 
efectos de cada tratamiento. Actualmente, se 
están investigando las restricciones 
temporales asociadas a relaciones causales.  
Clasificación de oraciones 
Con el objetivo de analizar la subjetividad u 
objetividad de un texto se desarrolló una 
representación de oraciones escritas en 
español en formato vectorial que permite 
etiquetarlas. Esta representación utiliza 
distintas métricas lingüísticas para convertir 
una oración a una matriz numérica. Dado que 
la cantidad de filas de estas matrices depende 
de la longitud de la oración se realiza una 
normalización que convierte dicha matriz en 
un vector de longitud fija para poder 
comparar los vectores de distintas oraciones. 
Se han utilizado las redes neuronales y las 
máquinas de soporte vectorial para entrenar 
modelos que permitan clasificar una oración 
en objetiva o subjetiva. [13] 
 
2. TEMAS DE INVESTIGACIÓN Y 
DESARROLLO 
● Estudio de técnicas de optimización 
poblaciones y redes neuronales artificiales 
para la obtención de reglas difusas de tipo 
IF-THEN. 
● Métodos estructurados y no estructurados 
a la representación de documentos. 
● Problemas de clasificación con desbalance 
de clase severo. 
● Representación de documentos de texto 
utilizando métricas. 
● Obtención de resúmenes automáticos de 
texto. 
● Implementación de técnicas en el 
paradigma de MapReduce 
● Implementación del índice de Hurtz en 
Spark streaming. 
● Implementación de un algoritmo de 
clustering dinámico en Spark streaming. 
● Propuesta de una representación vectorial 
de oraciones de longitud variable. 
● Desarrollo de modelos que permiten 
clasificar oraciones en subjetivas u 
objetivas. 
 
3. RESULTADOS OBTENIDOS 
● Desarrollo de un método de obtención de 
reglas de clasificación difusas con énfasis 
en la reducción de la complejidad del 
modelo aplicable a riesgo crediticio. 
● Desarrollo de una representación de 
términos que junto con un modelo de 
clasificación permite identificar palabras 
clave en un documento. 
● Desarrollo de un algoritmo de clustering 
que selecciona el número de clusters de 
manera dinámica implementado en el 
frameworks Spark streaming. 
● Implementación en Spark Streaming de 
una aplicación que calcula de manera 
online el coeficiente de Hurst y lo 
actualiza cada un cierto tiempo. 
● Identificación de las partes relevantes de 
un documento. Propuesta de distintas 
métricas y una representación vectorial de 
oraciones de diferentes longitudes. 
● Análisis y comparación de resúmenes 
extractivos de documentos. 
● Implementación de modelos usando redes 
neuronales para la determinación de 
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subjetividad en oraciones extraídas en 
textos escritos en español. 
● Aplicación de las sentencias causales en el 
desarrollo de un sistema que asista en la 
administración de medicamentos mediante 
el control de intervalos de tiempo. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
El grupo de trabajo de la línea de I/D aquí 
presentada está formado por: 2 profesores con 
dedicación exclusiva, 1 becario doctoral 
UNLP, 1 becario doctoral CONICET, 1 
becario CIN, 1 doctorando, 2 tesistas de grado 
y 3 profesores extranjeros. 
Dentro de los temas involucrados en esta línea 
de investigación, en el último año se han 
finalizado 1 tesis de doctorado y 2 tesinas de 
grado de Licenciatura.  
Actualmente se están desarrollando 4 tesis de 
doctorado, 1 tesis de especialista y 3 tesinas 
de grado de Licenciatura. También participan 
en el desarrollo de las tareas becarios y 
pasantes del III-LIDI. 
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Resumen 
Las líneas de investigación y desarrollo 
presentadas tienen por objetivo desarrollar 
aplicaciones de Realidad Aumentada en 
dirección a tres ejes. En primer lugar, se apunta 
al desarrollo de templates para la creación de 
catálogos aumentados que permitan la 
visualización de información añadida a partir de  
la captura de marcadores. En segundo lugar, se 
apunta a aplicaciones basadas en la detección 
de imágenes y rostros, y su integración y 
escalabilidad en el sistema de catálogos 
aumentados. Por último, se apunta empleo de 
Realidad Aumentada en el contexto de 
industrias 4.0, aumentando las capacidades de 
los sistemas SCADA de Supervisión, Control y 
Adquisición de Datos. 
 
Palabras clave: Realidad Aumentada, Catálogo 
Virtual Aumentado, SCADA, Detección de 
Rostros, Industrias 4.0 
Contexto 
La investigación presentada es desarrollada por 
el grupo de investigación de Realidad 
Aumentada Aplicada del Departamento de 
Ingeniería e Investigaciones Tecnológicas de la 
Universidad Nacional de La Matanza, en el 
marco del proyecto PROINCE C-202 2017-
2018 PROINCE C-202 Framework para la 
Generación de Templates en Sistemas de 
Catálogos de Realidad Aumentada. El grupo se 
encuentra financiado a través de las becas 
otorgadas por la institución, en particular el 
desarrollo de plantillas de catálogos 
aumentados por el proyecto antedicho. 
Introducción 
La Realidad Aumentada (RA) permite la fusión 
de datos virtuales sobre el mundo físico, 
enriqueciendo la percepción de la realidad, es 
decir aumentándola [1]. La Realidad 
Aumentada basada en el reconocimiento de 
imágenes planas consiste en utilizar como 
disparador un anclaje al mundo físico en forma 
de una imagen plana arbitraria que se detecta 
para la incorporación de información virtual de 
forma espacial y contextualmente coherente con 
la realidad. El marcador típico de RA consiste 
en una imagen cuadrada con una figura o patrón 
codificado de color blanco sobre fondo negro. 
Recientemente las aplicaciones de RA permiten 
utilizar como disparador una imagen arbitraria. 
En los últimos años, la RA se ha expandido a 
diferentes campos de aplicación tales como 
educación, salud, turismo, marketing y 
entretenimiento. Este equipo de investigación 
ha desarrollado diversas aplicaciones, como 
juegos de tablero [2][3], herramientas para la 
generación de materiales didácticos para el área 
educativa [4][5], o sistemas de aumentación de 
información de salud mediante una tarjeta 
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aumentada basadas en conocimiento para la 
asistencia médica en emergencias [6][7]. El 
proyecto de investigación aplicada se encuadra 
en el contexto de la aplicación de tecnologías 
de RA en la vida cotidiana de las personas, 
generando así un impacto en la sociedad que 
contribuye a la participación de los mismos en 
el ámbito tecnológico. 
Sistema de Catálogos Aumentados 
Se desarrolló el Sistema de Catálogos Virtuales 
Aumentados [8] [9], el cual permite la 
generación, distribución y explotación de 
Catálogos de Realidad Aumentada por parte de 
usuarios finales. Dichos catálogos se componen 
por un conjunto de marcadores que son 
aumentados con información provista por los 
usuarios al momento de su creación, la cual es 
visualizada utilizando una aplicación para 
teléfono inteligente conectada a internet. El 
sistema de catálogos virtuales permite 
predefinir la cantidad y tipos de contenidos 
asociados a cada marcador junto con sus 
transformaciones geométricas (posición, 
rotación, escala) y su orden de aparición en el 
editor. Se pretende simplificar de la labor del 
usuario al momento de construir y generar 
contenido aumentado sin la necesidad de tener 
que contar con conocimientos  específicos del 
dominio de la RA mediante el uso de templates.  
 
Realidad Aumentada basada en Imágenes y 
Rostros  
El sistema de catálogos aumentados 
desarrollado posibilita la creación de catálogos 
de tamaños manejables, permitiendo la 
utilización de marcadores pero no escapa de la 
limitación de escalabilidad cuando se utiliza 
RA basada en el reconocimiento de imágenes. 
En esta investigación se persigue incrementar la 
escalabilidad - es decir la cantidad de imágenes 
que pueden ser identificadas en una misma 
aplicación sin dependencia de un servicio web 
externo- de aplicaciones de RA basadas en 
reconocimiento de imágenes.  
La búsqueda o identificación de imágenes 
particulares de entre un gran volumen de datos 
es un área de investigación muy activa y de 
rápida aplicación a nivel productivo como 
podemos observar con el florecimiento de 
servicios de búsqueda online inversa incluidos 
en buscadores web como Google. Es decir 
servicios que, a partir de una imagen dada como 
criterio de búsqueda, nos proporcionan otras 
similares o sitios web relacionados. En este 
contexto, los enfoques actuales consisten en el 
desarrollo de métodos de búsqueda aproximada 
predecibles, o en la reducción de 
dimensionalidad de la entrada o query. Por una 
parte, los primeros permiten el uso de entradas 
de gran tamaño al sacrificar de manera 
predecible la precisión de la búsqueda. Por otra 
parte, los segundos buscan reducir el tamaño de 
la entrada con una cierta pérdida de 
información, pero permitiendo el cálculo de 
funciones de distancia entre elementos más 
robusta y por ende costosa. Uno de los temas 
centrales de nuestra investigación es buscar una 
integración de técnicas de búsqueda a escala 
web existentes que cumpliendo con las 
restricciones de espacio y tiempo necesarios en 
el contexto de la RA, permitan incrementar la 
escalabilidad, comparada con sistemas actuales 
en términos de cantidad de imágenes distintas 
que pueden ser identificadas automáticamente 
sin el agregado de un marcador envolvente.  
En particular, se propone trabajar sobre el 
indexado inteligente de descriptores locales 
tanto para imágenes como para registros 
biométricos, comenzando con técnicas simples 
como el indexado inverso jerárquico utilizando 
k-medios sobre los datos sin pre-procesar y 
continuar explorando en las técnicas más 
avanzadas citadas anteriormente. 
Se plantea además la incorporación de 
detección de rostros como disparadores 
naturales para contenidos de RA, en particular 
sobre las bases del sistema de catálogo virtuales 
aumentados. Para ello, se trabaja en la 
integración de detectores públicamente 
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disponibles como el ya clásico detector en 
cascada propuesto por Violas P. y Jones 
M.[10]. Específicamente se busca la integración 
del entorno y motores de RA actualmente 
utilizados en el sistema de catálogos 
aumentados con la biblioteca OpenCV en un 
ambiente Android. 
A su vez, esta línea de investigación pretende 
ser el puntapié inicial para futuros desarrollos 
que exploten la interacción de aumentación 
mediante el aprovechamiento de la información 
brindada por las imágenes de rostros humanos. 
La detección de rostros abre las puertas a un 
nuevo campo de aumentación de información 
tanto para usuario  finales como para expertos. 
La incorporación de esta funcionalidad sentará 
las bases para el aprovechamiento de la 
información implícita en los rostros, desde 
contextos de identificación personal hasta 
afectivos. La inferencia de parámetros 
biométricos a partir de imágenes es un campo 
con numerosas especializaciones. 
Particularizando en la detección de emociones a 
través del rostro, encontramos un gran número 
de técnicas tanto a nivel experimental como a 
nivel productivo. Corneanu et al. [11] nos 
ofrece una extensiva introducción y recorrido 
por los más importantes aportes hasta la 
actualidad. Se pretende explorar las 
posibilidades de obtención e inferencia de 
información biométrica a través de la misma 
secuencia de video para su explotación en el 
contexto de la Realidad Aumentada. 
Dependiendo del ámbito de explotación, el 
estado emocional y otros factores como por 
ejemplo, el tamaño corporal, la posición de los 
miembros, etc., otorgan un nivel de interacción 
adicional de gran utilidad en futuras 
aplicaciones, en particular el contexto de 
computación afectiva. 
Realidad Aumentada el Contexto de la 
Industria 4.0 
Hasta la fecha la realidad aumentada ha sido 
reconocida en la industria como un apoyo 
interesante para aplicaciones de mantenimiento, 
montaje y reparación de maquinaria [12]. Pero 
no existe hasta la fecha sistemas de RA que 
apoyen a humanos en la toma de decisiones en 
la supervisión de situaciones emergentes que 
podrían suceder en una planta industrial. El 
empleo de RA en el contexto de industrias 4.0  
[13] permite aumentar las capacidades de los 
sistemas de monitoreo y control industriales. El 
objetivo de la línea de investigación de RA 
aplicada a sistemas en tiempo real en el 
contexto de la industria 4.0  se orienta al 
desarrollo de un prototipo que se integre a un 
sistema SCADA (Supervisory Control And 
Data Acquisition, en español Supervisión, 
Control y Adquisición de Datos)[14]. Se busca 
que el prototipo disponga de un sistema 
multiagente [15] para percibir eventos 
disparados por máquinas de una planta 
industrial, con el objetivo de diagnosticar 
situaciones o estados de las máquinas y que 
asista a los supervisores de planta en la toma de 
decisiones mediante el apoyo de sistemas 
basados en conocimiento. Se pretende que el 
prototipo proporcione una interfaz de RA para 
visualizar la síntesis de información observada 
y procesada por el sistema multiagente para 
realizar la supervisión descentralizada de 
equipos de la planta industrial. En una primer 
instancia se implementará para teléfonos 
móviles para luego poder migrar el visor a un 
sistema de gafas de retroproyección. 
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Líneas de Investigación, Desarrollo e 
Innovación 
Las líneas de investigación y desarrollo 
presentadas tienen por objetivo desarrollar 
aplicaciones de Realidad Aumentada en 
dirección a: 
 
● Templates de catálogos aumentados 
● RA basada en reconocimiento de 
imágenes y rostros 
● RA en el contexto de la industria 4.0 
 
Resultados y Objetivos 
 
En relación al desarrollo de catálogos 
aumentados  se  finalizó el módulo para la 
creación de templates para la plataforma web 
del Sistema de Catálogos Virtuales 
Aumentados. Este módulo le permitirá al 
usuario crear un nuevo template definiendo un 
nombre y una descripción al mismo, agregando 
marcadores con un nombre propio y para cada 
uno de ellos, asociar distintos tipos de 
contenidos con su orden, nombre propio y 
transformación geométrica. Finalmente se 
encuentra entre nuestras líneas trabajo la 
finalización de la implementación de grupos de 
usuarios y su integración a redes sociales con el 
objetivo final de lograr una beta abierta del 
sistema. Como objetivo se plantea la 
posibilidad de utilizar rostros humanos como 
marcadores de RA. Finalmente, se tiene como 
objetivo adicional la adaptación e integración 
del sistema de catálogos virtuales aumentados y 
los demás sistemas y aplicaciones del grupo 
para su correcto funcionamiento en dispositivos 
de vanguardia que potencian su utilidad y nos 
acercan al ambiente ideal para la explotación de 
la RA.  
En relación a la línea  de RA aplicada a 
SACADA se encuentra en los primeros pasos. 
Se pretende inicialmente la   integración  con un 
sistema de gafas de retroproyección en cristal 
transparente Moverio-300, del fabricante 
Epson.  Así también hemos incorporado nuevos 
dispositivos portátiles y visores, algunos con 
capacidad de RA y otros de inmersión en 
Realidad Mixta orientados al adiestramiento en 
infraestructuras industriales y sistemas de 
geoposicionamiento.  
Formación de Recursos Humanos 
El grupo de investigación se encuentra 
conformado por un investigador formado, tres 
investigadores en formación, y cuatro alumnos 
becarios del departamento de Ingeniería e 
Investigaciones Tecnológicas de la UNLaM, 
trabajando en el área de RA. Dos investigadores 
se encuentran realizando el Doctorado en 
Ciencias Informáticas en la UNLP, entre los 
cuales se enumera: 
 
- Jorge Ierache, Nahuel Mangiarua, 
Martin Becerra, Santiago Igraza 
(UNLaM) . “Templates de Catálogos 
Aumentados” 
- Nahuel A. Mangiarua “Integración 
escalable de Realidad Aumentada 
basada en imágenes y rostros” 
Directores: Jorge S. Ierache (UNLaM), 
María José Abásolo (UNLP) 
- Martin Becerra “Aumentación de 
Sistemas  SCADA en el Contexto de la 
Industria 4.0” Director: Jorge Ierache 
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RESUMEN 
Un desafío importante al iniciar un 
proceso de visualización es el de encontrar 
una representación adecuada para un 
conjunto de datos y brindar las 
interacciones apropiadas. Esta línea de 
investigación tiene como objetivo estudiar 
nuevas alternativas para asegurar que el 
resultado de un proceso de visualización 
sea satisfactorio, tanto para aquel que crea 
la visualización como para el que la 
consume. Esta línea de investigación 
incluye el desarrollo y perfeccionamiento 
de un modelo unificado de visualización, 
métricas para la evaluación de técnicas de 
visualización, técnicas para dominios 
específicos de aplicación y la asistencia al 
usuario durante la creación de una 
visualización mediante la incorporación de 
información semántica y razonadores 
semánticos. 
Palabras clave: Ontología, 
Representación Formal, Visualización 
basada en semántica, Visualización. 
 
CONTEXTO 
Este trabajo se lleva a cabo en el 
Laboratorio de Investigación y Desarrollo 
en Visualización y Computación Gráfica 
(VyGLab, http://vyglab.cs.uns.edu.ar) del 
Departamento de Ciencias e Ingeniería de 
la Computación, de la Universidad 
Nacional del Sur. Los trabajos realizados 
bajo esta línea involucran a docentes 
investigadores, becarios doctorales, 
alumnos de grado y investigadores 
extranjeros. La línea de Investigación 
presentada está inserta en el proyecto 
acreditado Análisis Visual de Grandes 
Conjuntos de Datos (24/N037), dirigido 
por la Dra. Silvia Castro y en el proyecto 
Visualización Basada en Semántica 
(24/ZN29) dirigido por el Dr. Martín 
Larrea; ambos financiados por la 
Secretaría General de Ciencia y 




El objetivo de una visualización es 
encontrar una metáfora visual que permita 
entender y percibir en forma efectiva un 
conjunto de datos. Una visualización debe 
proveer también un conjunto de 
interacciones a partir de las cuales el 
usuario explorará el conjunto de datos con 
una mínima carga cognitiva. La tecnología 
computacional actual permite la 
exploración de grandes conjuntos de 
información; dichos conjuntos se hacen 
disponibles cada día a través de diferentes 
sistemas de información; estos datos 
varían entre datos no estructurados, 
documentos multimediales e información 
estructurada en base de datos. Por un lado, 
esta situación es extremadamente útil y 
excitante, pero la creciente cantidad de 
información genera una sobrecarga 
cognitiva llegando a un punto de ansiedad.  
Actualmente existe un gran número de 
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modelos de referencia en Visualización 
([1, 2, 3]) que, de diversas maneras, han 
identificado y delineado los principales  
procesos y transformaciones que sufren los 
datos para ser visualizados. En particular, 
en el seno del VyGLab se ha desarrollado 
el Modelo Unificado de Visualización 
(MUV) [4], un modelo que constituye un 
marco conceptual de referencia en 
términos del cual ubicar los procesos y 
estados intermedios de los datos y definir 
las interacciones explícitamente. Si bien 
estos esfuerzos por compilar, caracterizar y 
clasificar los aspectos más relevantes del 
área han sido y siguen siendo fructíferos, 
aún no existe un consenso definitivo que 
permita consolidar una teoría de base en 
Visualización. Sobre este modelo hemos 
trabajo sobre la incorporación de 
semántica. La incorporación de una 
semántica bien definida en el proceso de 
Visualización ya ha sido identificada como 
una necesidad ([5, 6]) en el sentido que 
permitiría formalizar dicho proceso. A 
partir de esta formalización, se definirá un 
vocabulario común que permitirá a los 
usuarios plantear sus requerimientos, y a 
los diseñadores de herramientas de 
visualización, expresar las 
transformaciones de los datos. También 
sobre el MUV hemos trabajado en la 
definición de las interacciones sobre el 
proceso, tanto de alto como bajo nivel. 
Hemos incorporado al proceso de 
visualización técnicas específicas a 
dominios de aplicación, como es el caso de 
las Ciencias Geológicas y Captura de 
Movimiento. También, ante la necesidad 
de contar con métodos que nos permitan 
evaluar la calidad de una visualización, 
hemos desarrollado métricas para tal 
sentido. 
 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
Este trabajo presenta tres ejes de 
investigación las cuales se entrelazan y 
tienen varios puntos en común. Tales ejes 
son:  
1. “Visualización de Ciencias Geológicas”.  
2. “Visualización Basada en Semántica”. 
3. “Predicción del desempeño de las 
técnicas de visualización a partir de 
métricas sobre los datos” 
 
Visualización de Ciencias Geológicas. 
Este trabajo se enfoca en la visualización 
de un conjunto de datos geológicos, en 
particular, el conjunto de minerales que 
integran el grupo de los Espinelos. Este 
grupo de minerales resulta un excelente 
candidato a ser explorado y visualizado ya 
que es considerado un importante 
indicador petrogenético. Estos minerales 
proveen información vital en lo referido al 
ambiente tectónico de las rocas presentes 
en determinada área en el contexto de la 
tectónica global. En 2001, Barnes y 
Roeder ([7]) compilaron en una base de 
datos más de 26.000 análisis de Espinelos 
correspondientes a rocas ígneas y 
metamórficas. En base a estos análisis 
delinearon contornos para un conjunto de 
campos composicionales característicos (o 
patrones). Los geólogos suelen utilizar 
estos contornos para estimar el ambiente 
tectónico donde una muestra de Espinelos 
se podría haber formado. Esta tarea es 
propensa a errores e involucra una tediosa 
comparación manual de diagramas 
superpuestos. El objetivo de este trabajo de 
investigación es desarrollar una 
herramienta de Visualización que no solo 
permita visualizar y explorar conjuntos de 
datos correspondientes a composiciones 
minerales pertenecientes al grupo de los 
Espinelos, sino que también ofrezca 
técnicas que permitan categorizar 
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semiautomáticamente e interactivamente 
un conjunto arbitrario de Espinelos en 
función de los contornos de Barnes y 
Roeder. 
 
Visualización Basada en Semántica. Este 
eje tiene como objetivo crear un modelo de 
visualización que considere la semántica 
de los datos, del contexto y de las etapas 
del proceso de visualización para poder 
asistir al usuario en el seteo de los 
parámetros de la visualización para lograr 
un resultado efectivo. Este nuevo modelo 
transformará datos en información, de 
acuerdo a Keller & Tergan [8], 
”information is data that has been given 
meaning through interpretation by way of 
relational connection and pragmatic 
context”. Los mismos datos pueden dar 
origen a diferente información, de acuerdo 
a la interpretación que se les de. 
Considerando esto, el nuevo proceso de 
visualización será capaz de determinar las 
características de una representación 
efectiva y podrá guiar al usuario a través 
de los diferentes estados del modelo. De 
esta manera, se logrará desarrollar un meta 
modelo para el proceso de visualización, 
los estados, los datos, las interacciones y el 
contexto. 
 
Predicción del desempeño de las 
técnicas de visualización a partir de 
métricas sobre los datos. El objetivo de 
una visualización es obtener una 
representación del conjunto de datos que 
ayude al usuario en la correcta 
interpretación de los mismos y así lograr 
un acertado análisis de estos. Dado el 
constante crecimiento de los conjuntos de 
datos en diferentes y variados campos de 
la información, la tarea de elegir la técnica 
más adecuada para visualizar 
convenientemente los datos no es sencilla. 
Además, el resultado del proceso de 
visualización depende de todas las 
decisiones que se hayan tomando a lo 
largo de dicho proceso: un usuario 
inexperto es propenso a tomar decisiones 
equivocadas afectando negativamente la 
visualización obtenida y, a la larga, 
frustrando su experiencia con la 
visualización. Si bien a la hora de 
visualizar conjuntos de datos pequeños no 
hay grandes desafíos, la situación cambia 
al intentar visualizar grandes conjuntos de 
datos: una mala decisión tomada en 
cualquier punto del proceso de 
visualización y el resultado obtenido puede 
no ser satisfactorio. Una alternativa para 
solucionar este problema es guiar al 
usuario en la toma de decisiones a lo largo 
del proceso. Sin embargo, esta tarea no es 
sencilla: implica la existencia de 
herramientas que permitan predecir qué 
decisión es “más conveniente” tomar. Una 
forma de elegir la decisión más 
conveniente es basarse en métricas sobre 
los datos que describen aspectos claves de 
la técnica y permitan predecir el resultado 
final sin necesidad de aplicar la técnica 
sobre los datos. 
 
3. RESULTADOS Y OBJETIVOS 
Publicaciones realizadas bajo el eje de 
investigación “Visualización de Ciencias 
Geológicas”: [9, 10, 11, 12, 13, 14] 
 
Publicaciones realizadas bajo el eje de 
investigación “Visualización Basada en 
Semántica”: [15, 16, 17, 18, 19, 20, 21]. 
 
Publicaciones realizadas bajo el eje de 
investigación “Predicción del desempeño 
de las técnicas de visualización a partir 
de métricas sobre los datos”: [22, 23] 
 
4. FORMACIÓN DE RECURSOS 
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HUMANOS 
En lo concerniente a la formación de 
recursos humanos se detallan las tesis en 
desarrollo y concluidas relaciones con las 
líneas de investigación presentadas, así 
también como un proyecto en ejecución: 
 
Tesis en Desarrollo 
Tesis Doctoral. Sebastián Escarza. Tema: 
Ontologías de Visualización. Dirección: 
Dra. Silvia Castro.  
 
Tesis Magister. Georgina Inés Cerúsico. 
Tema: Taxonomías de Técnicas de 
Visualización para la Formalización del 
Proceso de Visualización. Dirección: Dra. 
Silvia Castro y Dr. Martín Larrea.  
 
Tesis Magister. Alejandra Elizabeth 
Herrera. Tema: Coordenadas Paralelas. 
Visualización e Interacciones. Dirección: 
Dra. Silvia Castro. 
 
Tesis Magister. César Escobal Blanco. 
Tema: La Reducción de Datos en las 




Tesis Doctoral. María  Luján Ganuza. 
Tema: Servicios Web en Visualización. 
Dirección: Dra. Silvia Castro. 
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Resumen 
El continuo avance del hardware permite 
que tecnologías inmersivas se vuelvan 
accesibles para su aplicación en tareas 
cotidianas. Hoy en día es común que una 
persona posea un smartphone o una tablet, 
con características comparables al poder de 
una computadora de escritorio. De esta 
manera, tanto el campo de la Realidad 
Aumentada (RA) como el de la Realidad 
Virtual (RV) pueden proveer aplicaciones 
para tareas cotidianas. 
En esta línea de investigación se está 
trabajando en distintas aplicaciones 
prácticas de estas tecnologías mediante el 
uso de dispositivos móviles. Puntualmente 
en el uso de RA para aplicaciones 
científicas, de turismo y de educación. En el 
caso de la RV, presentamos su uso para el 
estudio de interacciones en ambientes 
virtuales en aplicaciones para la educación. 
Palabras clave: Realidad Aumentada, 
Realidad Virtual, Dispositivos Móviles, 
Interacción Humano Computadora. 
 
Contexto 
La línea de investigación presentada está 
inserta en el proyecto “Análisis Visual de 
Grandes Conjuntos de Datos” (24/N037), 
dirigido por la Doctora Silvia Castro. El 
proyecto es financiado por la Secretaría 
General de Ciencia y Tecnología de la 
Universidad Nacional del Sur; y acreditado 




Gracias al avance de la tecnología, es 
posible que dispositivos móviles con los 
requerimientos de hadware necesarios para 
ser utilizados en aplicaciones de Realidad 
Aumentada (RA) y Realidad Virtual (RV), 
estén al alcance del público general. Esto 
permite que se explore y se investigue su 
utilización en diversos campos, teniendo en 
cuenta las necesidades cotidianas de estos.  
La RA permite que elementos 
virtuales sean introducidos en nuestro 
entorno real [1]. Este beneficio se ha 
explorado en diferentes campos [2, 3, 4], 
continuando el desafío de buscar nuevas 
aplicaciones concretas de esta tecnología. 
Dentro de esta línea de investigación 
exploramos su utilización en actividades 
científicas desarrolladas en tres áreas. Estas 
comprenden el área de las Ciencias 
Geológicas, el uso de RA para el turismo 
regional y su utilización en la educación. 
En cuanto a la RV, aunque su 
aplicación ha sido centrada inicialmente en 
el terreno del entrenamiento y de los 
videojuegos, se ha extendido a muchos 
otros campos, como la medicina [5, 6, 7], la 
arqueología [8, 9], el entrenamiento militar 
[10] o diferentes tipos de simulaciones [11]. 
Dentro de esta línea de investigación 
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exploramos su utilización para la educación 
en el área de Geografía y Turismo locales. 
 
Líneas de Investigación y 
Desarrollo 
En el contexto de esta línea de 
investigación se están desarrollando los 
siguientes trabajos en paralelo: 
1. Visualización de Datos Geológicos 
mediante RA y dispositivos móviles 
en el trabajo de campo. 
2. RA aplicada al turismo y educación 
regional. 
3. Interacciones en RV y sus 
aplicaciones en la educación. 
 
Visualización de Datos Geológicos 
mediante RA y dispositivos móviles 
en el trabajo de campo. 
Este trabajo es llevado a cabo por becarios 
doctorales y postdoctorales del Laboratorio 
de Investigación y Desarrollo en 
Visualización y Computación Gráfica 
(VyGLab) del Dpto. de Ciencias e. 
Ingeniería de la Computación, Universidad 
Nacional del Sur (UNS) con asistencia del 
INGEOSUR CCT-CONICET. Una de las 
actividades que realizan habitualmente los 
geólogos consiste en trabajos de campo. 
Estas tareas se efectúan en ambientes 
exteriores, y en muchos casos en entornos 
que pueden ser hostiles y en los que sólo se 
tiene comunicación a través de los satélites. 
La RA aplicada a las ciencias 
geológicas busca asistir en la práctica de 
dichas tareas, simplificando y 
complementando el uso de herramientas 
propias de la actividad como lo son las 
cartas geológicas, las brújulas y los mapas. 
Para esto se incorpora a la visión de la 
realidad, información que pueda resultar de 
utilidad para el geólogo como lo es, por 
ejemplo, información de formaciones 
geológicas u objetos virtuales que podrían 
indicar puntos de interés del geólogo. Las 
interacciones que se pueden lograr con la 
visualización de datos en tiempo real en el 
mismo trabajo de campo pueden contribuir 
efectivamente a esta disciplina, aportando 
soluciones y resultados en base al 
entendimiento de los datos y a sus 
relaciones. 
Debido a la naturaleza móvil y en 
entornos abiertos, el subsistema de tracking 
es de suma importancia para asistir 
correctamente al geólogo [12]. En este 
sentido los sistemas de navegación (GPS, 
GLONASS) permiten la obtención de la 
ubicación del sistema en cualquier punto 
del globo con una precisión lo suficiente-
mente buena para satisfacer los 
requerimientos de tracking de posición. Por 
otro lado, los sensores inerciales y 
magnéticos, provistos en la mayoría de los 
dispositivos móviles modernos (Tablets o 
SmartPhones), proveen el mecanismo de 
obtención de la orientación. 
 
RA aplicada al turismo y 
educación. 
Este trabajo se lleva a cabo con 
investigadores del VyGLab del Dpto. de 
Ciencias e. Ingeniería de la Computación, 
Universidad Nacional del Sur (UNS), en 
colaboración con investigadores del 
Departamento de Geografía y Turismo de la 
UNS. 
Este trabajo se enfoca en la 
inclusión de las TICs como complemento 
motivacional y de aprendizaje para la 
concientización de la importancia de los 
Humedales Costeros de Bahía Blanca. Este 
espacio regional resulta de gran importancia 
para su comunidad y para la preservación 
del ecosistema que comprende. Esto abre 
una posibilidad muy interesante para el uso 
de tecnologías inmersivas como la RA para 
la difusión de su importancia. 
Esta línea también se ubica en el 
contexto del Proyecto “Innovación 
educativa: Los Humedales Costeros de la 
Bahía Blanca como Espacio Recreativo”, de 
la Comisión de Investigaciones Científicas 
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de la Provincia de Buenos Aires (PIT-AP-
BA). 
Interacciones en RV y sus 
aplicaciones en la educación. 
Este trabajo se lleva a cabo con 
investigadores del VyGLab del Dpto. de 
Ciencias e. Ingeniería de la Computación, 
Universidad Nacional del Sur (UNS). 
Actualmente las líneas de 
investigación se focalizan en los distintos 
tipos de interacciones que se pueden 
producir entre el usuario y el entorno 
virtual, considerando ambientes virtuales 
generados desde dispositivos de bajo costo. 
Las interacciones son evaluadas mediante la 
aplicación del modelo de Norman, bajo el 
desarrollo de casos de aplicación y 
orientadas a aplicaciones de educación. 
 
Resultados y Objetivos 
 
Visualización de Datos Geológicos 
mediante RA y dispositivos móviles 
en el trabajo de campo. 
En esta línea se está comenzando con el 
desarrollo de un framework destinado a la 
visualización in situ de información 
geológica. Este soporta la inclusión de 
terrenos en 3D que puedan ser superpuestos 
a la vista del mundo real [2,3]. De esta 
manera se ofrecerán soluciones a los 
requerimientos básicos de un sistema de 
RA, esto es, los subsistemas de tracking y 
registración, visualización e interacción.  
Actualmente se logró unificar la 
visualización de una superficie 3D, 
generada a partir de un mapa de altura, con 
la vista del terreno real (ver Figura 1). Para 
el subsistema de tracking se utilizaron la 
tecnología GPS y GLONASS para 
determinar la posición y una fusión de 
sensores inerciales y magnéticos para la 
obtención de la orientación.  
En cuanto a la visualización del 
terreno se desarrolló una librería basada en 
OpenGL para aprovechar las capacidades 
provistas por las GPU integradas en los 
dispositivos móviles.  
El objetivo es utilizar este 
framework para desarrollar una aplicación 
que asista al geólogo en el trabajo de 
campo. Pudiendo almacenar puntos de 
interés geo-referenciados con la posibilidad 
de obtener información del contexto.  
Actualmente las líneas de investigación se 
focalizan en los distintos tipos de 
interacciones que se pueden producir entre 
el usuario y el entorno virtual, considerando 
ambientes virtuales generados desde 
dispositivos de bajo costo. Las 
interacciones son evaluadas mediante la 
aplicación del modelo de Norman, bajo el 
desarrollo de casos de aplicación. 
De esta manera se aportará una 
solución al problema de la ubicación 
relativa de los distintos puntos de interés 
respecto a la ubicación actual del usuario en 
el mundo. 
Con estas nuevas funcionalidades el 
geólogo podría agilizar el trabajo de campo 
procesando datos in-situ, sin necesidad de 
realizarlo en un trabajo posterior de oficina. 
 
RA aplicada al turismo y 
educación. 
En esta línea se ha realizado un 
primer prototipo de una aplicación de RA 
que fue utilizada en Villa del Mar, localidad 
de Punta Alta, Provincia de Buenos Aires. 
La aplicación, denominada HumedalesAR, 
permite al usuario explorar la zona 
mostrando puntos de interés con 
información relevante a estos (texto, 
enlaces a la web, contenido multimedia y 
juegos didácticos). Al explorar la zona, la 
aplicación informa la distancia a los puntos 
de interés, y a medida que el usuario se 
 
Figura 1: Visualización del terreno 3D y 
de un punto de interés. 
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acerca a estos puede interactuar con la 
información que se provee en función de la 
distancia al punto de interés (ver Figura 2). 
La aplicación fue utilizada dentro de 
un recorrido en la zona por cuatro cursos 
(cada curso compuesto por 25 alumnos 
aproximadamente). En esta prueba se 
pudieron obtener resultados para mejorar la 
aplicación, que será utilizada nuevamente 
en el corriente año. 
 
Interacciones en RV y sus 
aplicaciones en la educación. 
 
 Nuestra línea de investigación 
consiste en la investigación y el desarrollo 
de aplicaciones de RV enfocadas 
especialmente para funcionar en 
dispositivos móviles. Nos centramos 
principalmente en técnicas para reducir el 
costo computacional de los elementos 
gráficos y, en relación a la línea de 
investigación anterior, investigar sobre los 
distintos tipos de interacciones que se 
pueden lograr entre los usuarios y los 
dispositivos móviles, aprovechando al 
máximo las herramientas que nos proveen, 
como por ejemplo sus bastos sensores y sus 
posibilidades de intercomunicación. 
 Actualmente se está desarrollando 
un prototipo para incorporar interacciones a 
un entorno virtual, que permita evaluar el 
impacto de la RV en el aprendizaje de 
conceptos. La Figura 3 muestra un ejemplo 
del prototipo en desarrollo, constando de 
una aplicación que permita que varios 
alumnos participen en un entorno virtual, al 
mismo tiempo que el docente puede seguir 
el avance de estos y disparar eventos o 
interacciones relevantes al entorno virtual 
utilizado. 
Formación de Recursos 
Humanos 
En lo concerniente a la formación de 
recursos humanos se detallan las tesis 
concluidas y en desarrollo relacionadas con 
la línea de investigación presentada: 
 
Tesis en Desarrollo 
 Tesis Doctoral. Matías Selzer. Tema: 
Métricas de Inmersión para Sistemas de 
Realidad Virtual. Dirección: Dra. Silvia 





Figura 2: HumedalesAR: (a) Ejemplo de 
dos puntos de interés y (b) ejemplo al estar 
posicionado en las inmediaciones de un 





Figura 3: (a) Ejemplo de cascos de RV de 
bajo costo que pueden utilizarse mediante 
los teléfonos y (b) captura del prototipo en 
actual desarrollo del entorno virtual. 
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 Tesis Doctoral. Juan Manuel Trippel 
Nagel. Tema: Realidad Aumentada 
Móvil en Exteriores para Visualización 
de datos Geológicos. Dirección: Dra. 
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En los últimos años, los sistemas de visión 
artificial han evolucionado sustancialmente. 
Hoy en día, la visión artificial permite 
identificar personas, lugares y objetos en 
imágenes con una precisión equivalente o 
superior a la capacidad humana y con mayor 
velocidad y eficiencia. Los métodos que 
utilizan Deep Learning han obtenido una 
performance superior a otros enfoques en el 
campo del reconocimiento de imágenes. El 
objetivo de esta investigación es implementar 
herramientas  que resuelvan problemas 
complejos del mundo real aplicando las 
últimas técnicas de visión artificial, utilizando 
software libre. 
Palabras clave: 




El presente trabajo está inserto en el proyecto 
de investigación presentado en la Universidad 
Nacional de Chilecito, Departamento de 
Básicas y Tecnológicas. Escuela de 
Tecnología de la Información y las 
Comunicaciones, y en la Universidad 
Tecnológica Nacional, Facultad Regional 
Mendoza, Grupo GridTICs. 
 
1. INTRODUCCION 
Se puede definir la “Visión Artificial” como 
un campo de la “Inteligencia Artificial” que, 
mediante la utilización de técnicas adecuadas, 
permite la obtención, procesamiento y análisis 
de cualquier tipo de información espacial 
obtenida a través de imágenes digitales [1]. 
 
Las técnicas de visión artificial están 
presentes desde hace más de 40 años, pero no 
fué hasta principios de la década del 2000 que 
empezaron a aplicarse de modo masivo. 
 
Los primeros algoritmos funcionan utilizando 
características codificando manualmente los 
objetos para hacer un reconocimiento, por 
ejemplo, se codificaban patrones para la nariz 
y los ojos para la detección de un rostro 
humano [2] [3]. 
 
Con el avance de las tecnologías de Machine 
Learning, y en especial Deep Learning, las 
herramientas de visión artificial han avanzado 
en su velocidad y precisión.  
 
Actualmente, en vez de codificar 
manualmente las características de los objetos 
que queremos detectar, lo que necesitamos es 
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 una gran cantidad de datos etiquetados para 
“entrenar” un clasificador basado en redes 
neuronales. 
 
El gran avance en lo últimos años en la 
precisión de las técnicas de Deep learning, se 
debe en parte debido al incremento en la 
capacidad de cómputo, y por otra parte, a la 
mayor disponibilidad de grandes sets de datos 
para entrenar las redes neuronales. 
 
Por otra parte, las primeras aplicaciones de 
visión artificial, se hacía solamente una 
clasificación de imágenes, partiendo de una 
entrada de una imagen, podemos obtener una 
resultado textual de la clasificación de la 
imagen, por ejemplo, “perro”, “persona”, 
“bicicleta”. 
 
Las nuevas técnicas de visión artificial no son 
sólo “clasificadores”, sino que también son 
“detectores”. Esto significa que además de la 
clase del objeto, podemos obtener su 
ubicación relativa a otros objetos y su tamaño, 
colocando en un cuadro delimitador [4][5]. 
 
Éstas técnicas de “detección” de objetos, 
fueron mejorando con los años, y actualmente 
podemos obtener detecciones de objetos sobre 
imágenes en un tiempo aproximado de 20 
milisegundos, utilizando hardware de costo 
relativamente accesible. Esto implica que se 
puede hacer detección de video en tiempo real 
a una velocidad de 50 cuadros por segundo 
[6]. 
 
2. LINEAS DE INVESTIGACION y 
DESARROLLO 
Los ejes principales son visión artificial, 
machine learning, deep learning, software de 
base libre (lenguaje de programación, 
framework, base de datos, sistema operativo) 




El objetivo principal del proyecto es generar 
una plataforma para la detección de objetos en 
tiempo real para distintas ámbitos. 
 
Existen ya modelos entrenados y listos para 
usar, para reconocer objetos comunes, como, 
“persona, auto, bicicleta, camión”. En el caso 
de necesitar el reconocimiento de objetos 
específicos que no se encuentren en los 
modelos pre-entrenados, sólo se necesitaría 
contar con un set de datos  etiquetados 
suficientemente grande y diverso, con 
imágenes de los objetos que queremos que el 
sistema reconozca para re-entrenar la red. 
 
La plataforma podrá ser usada de la 
siguiente manera: 
 
Configurando una o varias cámaras IP como 
entrada, definir o acotar un área para aplicar 
la detección de objetos en tiempo real, la clase 
de objeto que queremos detectar (por ejemplo: 
“persona”) y a través de un sistema de reglas 
condicionales, ejecutar distintas acciones que 
podrían ser: encender alarma, activar enviar 
un email o un mensaje instantáneo, aumentar 
o disminuir una variable de control, etc. 
 
Beneficios de uso 






El proyecto ayudar a disminuir las 
emisiones de CO2 al mejorar la 
fluidez del tránsito urbano. 
 
Sociales 
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 Puede ayudar a las personas con 
alguna discapacidad o en zonas en 




El proyecto contribuirá a expandir el 
uso de técnicas de deep learning en la 
comunidad. 
 
Casos de uso 
 
Industria: 
Definir una zona segura o insegura 
para que transiten las personas. 
 Reconocer objetos permitidos 




 Definir zonas y horarios en los 
cuales si se detecta una 
persona, disparar una alarma. 
 Detectar el rostro de personas 
autorizadas o alertar en caso de 
rostros no autorizados. 
 
Ciudades: 
 Sincronizar y optimizar los 
semáforos dependiendo de la 
cantidad de autos o peatones 
que haya en un momento dado. 
 Generar datos estadísticos de 
movimiento de personas, 
vehículos, etc. 
Transporte: 
 Generación de un sistema para 
alertar o frenar un auto o tren 
en caso de que una persona se 
encuentre en el camino. 
 
Tecnología de información utilizada 
 Framework de Deep Learning 
desarrollado por Google, Tensorflow 
[7]. 
 Red neuronal convolucional pre-
entrenada YOLO [8]. 
 Para comando de la red neuronal y 
procesamiento de imágenes, el 
lenguaje de programación Python [9]. 
 Para plataforma de administración 
web, el framework Django/Python 
[10]. 
 Base de datos PostgreSQL [11]. 
 Sistema operativo Linux, Ubuntu 
Server [12]. 
 
Principales pantallas del aplicativo 
 
Carga de usuarios 
Se pueden cargar usuarios y grupos, con 
permisos por usuario y por grupo. 
 
 
Carga de cámaras 
 
 
Ejemplos de detección 
Ejemplo de Detección de personas y 
camión 
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4. FORMACION DE RECURSOS 
HUMANOS 
Uno de los principales objetivos del proyecto 
es la capacitación de los recursos humanos. 
La meta como investigadores es la capacidad 
para realizar investigación científica, generar 
conocimiento y facilitar la transferencia de 
tecnología a la sociedad. 
 
Este proyecto de investigación posibilita la 
colaboración inter-institucional y la ejecución 
entre grupos de I+D. 
 
Para lograr estos objetivos se dispone del 
siguiente personal: 
1 Investigador formado. 
2 Investigadores de apoyo. 
 
Adicionalmente se realizarán: 
Dictado de cursos, seminarios y conferencias. 
Promoción, coordinación y asistencia técnica 
de tesinas para alumnos de la carrera de grado 
de ingeniería y licenciatura en sistemas de la 
UNdeC. 
Promoción, coordinación, dirección y 
asistencia técnica a tesis doctorales, postgrado 
y/o maestría. 
Presentación de trabajos en congresos y 
reuniones científicas/técnicas. 








[2] Viola Jones Algorithm. 
http://citeseerx.ist.psu.edu/viewdoc/summary?
doi=10.1.1.10.6807  
[3] HOG Algorithm. 
http://lear.inrialpes.fr/pubs/2006/DTS06/eccv
2006.pdf   
[4] FAST R-CNN (2015)  
https://arxiv.org/abs/1504.08083  
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 [5] YOLO (2015)  
https://arxiv.org/abs/1506.02640  
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La línea de investigación consiste en el diseño y 
desarrollo de un framework de software 
multipropósito de Realidad Aumentada (RA) y 
Visión Artificial (VA) que se está llevando a 
cabo en el Laboratorio de Procesamiento de 
Imágenes y Visión Artificial de la Facultad de 
Ingeniería y Tecnología Informática de la 
Universidad de Belgrano (FITI-UB). Dicho 
framework servirá como base para la 
construcción de aplicaciones móviles y de 
escritorio para ser utilizadas en diferentes 
disciplinas. Uno de los principales objetivos del 
proyecto de investigación es la formación de 
recursos humanos y el fortalecimiento de las 
relaciones de I+D+i dentro y fuera de la FITI-
UB ya sea con pares académicos y con la 
industria privada. 
Palabras claves: realidad aumentada, visión 
por computador, framework 
 
CONTEXTO 
El diseño y desarrollo del framework surge 
como iniciativa de la FITI-UB con el fin de 
crear un laboratorio de Procesamiento de 
Imágenes y Visión Artificial dedicado a la 
investigación y desarrollo de proyectos 
relacionados con la temática. Dentro de esta 
línea se está culminando una tesis doctoral en el 
Instituto de Investigaciones Científicas y 
Técnicas para la Defensa (CITEDEF) en el 
marco del Programa de Investigación y 
Desarrollo para la Defensa (PIDDEF) 
(aprobado con el Nro. 22/12), elaborado por la 
Subsecretaría de Investigación Científica y 
Desarrollo Tecnológico del Ministerio de 
Defensa. 
INTRODUCCION 
La línea de investigación presentada se inscribe 
dentro de las áreas de procesamiento de 
imágenes y visión por computador. En función 
de las necesidades de aprendizaje y de 
investigación que forman parte del diseño y 
desarrollo del framework propuesto se han 
creado 3 grupos de investigación conformados 
por alumnos de tercer año, cuarto y quinto año 
de las carreras de Licenciatura en Sistemas de 
Información e Ingeniería en Informática de la 
FITI-UB. Estas líneas/grupos de investigación 
se centraron en investigar y experimentar sobre: 
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estimación de posición y orientación (pose) y 
registración de objetos, reconocimiento y 
clasificación de objetos y motores de 
renderizado de objetos. En [Mit7] puede 
encontrarse una introducción del proyecto de 
investigación y, como parte de la experiencia 
adquirida en la construcción de frameworks de 
RA y VA, se puede encontrar un detalle en 
[Mit15]. 
Realidad Aumentada 
Un sistema de RA es un tipo de sistema de 
visión sintética que mezcla gráficos generados 
por una computadora (anotaciones) con el 
mundo real. Las anotaciones proporcionan 
información destinada a ayudar a la toma de 
decisiones. El sistema de RA debe decidir qué 
anotaciones mostrar y cómo mostrarlas para 
asegurar que la información sea intuitiva y sin 
ambigüedades. El sistema de RA hace tracking 
de la posición y orientación del usuario y 
superpone, dentro del campo de visión del 
usuario, gráficos y anotaciones que están 
alineados con los objetos en el medio ambiente. 
Este enfoque tiene muchas ventajas ya que la 
información puede ser presentada de una 
manera intuitiva y directamente integrada con 
el medio ambiente [Ses00]. Cuando se 
implementa correctamente, la RA proporciona 
al usuario una experiencia de inmersión y 
permite la interacción entre el mundo virtual y 
el mundo real. [Mcd03] sostiene que la 
tecnología de aumentación o ampliación de la 
percepción humana conocida como RA es una 
herramienta moderna que están explorando los 
investigadores. Esta tecnología combina datos 
virtuales con el ambiente real observado por el 
usuario por lo que requiere la registración de 
información virtual con la escena real desde el 
punto de vista del usuario. [Mil94] introduce un 
término más genérico, realidad mixta, y lo 
definen como un continuum en donde en uno de 
los extremos persiste el ambiente real y en el 
extremo opuesto persiste el ambiente virtual. La 
Realidad Aumentada y la Virtualidad 
Aumentada constituyen la realidad mixta o 
intermedia entre estos dos extremos [Ler10]. 
[Azu97] define tres requerimientos para las 
aplicaciones de RA: 
1. Se deben combinar los aspectos real y 
virtual 
2. La aplicación debe ser en tiempo real e 
interactiva, y 
3. Los objetos deben estar registrados en el 
mundo tridimensional (3D) 
De acuerdo a [Aba11] una aplicación de 
realidad aumentada tiene las siguientes partes: 
 Captura de la escena real: El video 
capturado puede utilizarse para tracking 
basado en visión, es decir basado en el 
análisis de la imagen mediante algoritmos 
de visión 
 Tracking del usuario: puede realizarse 
mediante dispositivos específicos o puede 
realizarse tracking basado en visión para lo 
cual es necesaria la captura de la escena 
real. 
 Generación de la escena virtual: se tiene un 
mundo virtual, con la información de la 
posición y orientación del participante se 
genera una vista acorde del mismo  
 Rendering: se combinan las imágenes del 
mundo real con los objetos virtuales. Los 
objetos virtuales se renderizan y se 
proyectan en el dispositivo de visualización. 
Basándonos en lo detallado anteriormente las 
líneas de investigación se centraron en 3 
grupos: estimación de pose y registración de 
objetos, clasificación de objetos y renderizado 
de objetos. 
Estimación de Pose y Registración 
En términos generales la estimación de la pose 
(posición y orientación) es un evento en el que 
se quiere detectar a partir de una serie de puntos 
dados en un plano, la traslación y rotación de 
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un objeto en función del movimiento de la 
cámara entre frames. Por otro lado, la 
registración es tomar estas coordenadas en el 
plano y proyectar un modelo 3D en éste. El 
proceso de registro es la superposición de 
objetos virtuales en una escena real utilizando 
información extraída de la escena [Pan06]. 
Como menciona [Aba11] la información virtual 
tiene que estar vinculada espacialmente al 
mundo real de manera coherente, lo que se 
denomina registro de imágenes (registration, 
en inglés). Por esto se necesita saber en todo 
momento la posición del usuario, tracking, con 
respecto al mundo real. Cuando se habla de 
pose (posición y orientación) de un objeto o de 
una cámara debe existir un sistema de 
referencia en base al cual se expresan. En RA, 
al hablar de imágenes registradas significa que 
tanto las imágenes sintéticas como el mundo 
real estén en referencia al mismo sistema de 
coordenadas. 
Con el objetivo de ir entendiendo y 
experimentando con la librería OpenCV, se 
realizaron pruebas de concepto tales como: 
procesamiento sobre imágenes, dibujo de 
líneas, círculos y otros (figura 1). Se realizaron 
pruebas sobre espacios de colores tales como 
BGR (Blue, Green, Red), escalas de grises, 
HSV (Hue, Saturation, Value) y el espacio 
YUV. 
Se desarrolló una aplicación para detectar la 
presencia de un objeto de color utilizando 
técnicas de visión por computador.  Se 
realizaron pruebas de tracking mediante la 
implementación de una aplicación de 
reconocimiento facial (figura 2). Otra prueba en 
la que se trabajó fue en el calibrado de la 
cámara. Por otro lado utilizando los datos 
obtenidos por la calibración, se pudo estimar la 
pose en un tablero de ajedrez (figura 3). 
Adicionalmente se evaluó estimar la pose 
utilizando redes neuronales, más precisamente 
Redes Convolucionales (CNN, Convolutional 
Neural Network, en inglés) [Tom14]. Como se 
verá en la subsección de Clasificación de 
objetos, el uso de Aprendizaje Automático no 
sólo es útil para clasificar un objeto y a partir de 
la detección realizar la pose y posterior 
registración de objetos digitales, sino también 
se ha experimentado para estimar la pose, por 
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 Figura 3 
Clasificación de objetos 
La acción de clasificar se conoce como 
“ordenar o dividir un conjunto de elementos en 
clases a partir de un criterio determinado”1. 
Estos criterios pueden definirse según las 
diferentes características que poseen los objetos 
a clasificar, por ejemplo los colores, las formas, 
el tamaño, la textura. Las principales utilidades 
de los clasificadores son: 
 Segmentación de imágenes. 
 Reconocimiento de objetos. 
 Control de calidad. 
 Reconocimiento óptico de caracteres. 
Una técnica utilizada para clasificar objetos es 
“Machine Learning”, o en español 
“Aprendizaje Automático”. Los sistemas de 
Aprendizaje Automático se utilizan para 
identificar objetos en imágenes, reconocimiento 
de voz, reconocimiento de patrones, etc. Como 
se menciona en [Yal15], cada vez más, estas 
aplicaciones hacen uso de una clase de técnicas 
llamadas “Deep Learning”, o en español 
“Aprendizaje Profundo”. Para las tareas de 
clasificación, las capas más altas de 
representación amplifican aspectos de la 
entrada que son importantes para la 
discriminación y suprimen las variaciones 
irrelevantes. Una imagen, por ejemplo, se 
presenta en forma de una matriz de píxeles, y 
las características aprendidas en la primera capa 
                                                          
1
 https://es.oxforddictionaries.com/definicion/clasificar 
de representación típicamente representan la 
presencia o ausencia de bordes en una 
orientación y ubicación particular en la imagen. 
La segunda capa típicamente detecta arreglos 
particulares de bordes, independientemente de 
pequeñas variaciones en las posiciones de los 
bordes. La tercera capa puede combinar 
patrones más grandes que corresponden a partes 
de objetos familiares, y las capas posteriores 
detectarían objetos como combinaciones de 
estas partes.  Para investigar esta línea se optó 
por realizar “Estudios exploratorios o 
Formulativos”. Se dio inicio al proceso de 
investigación y exploratorio formulando una 
hipótesis, y a partir de ahí se fue investigando 
de distintas fuentes, reuniendo la mayor 
cantidad de información posible para concluir 
con el objetivo. Las pruebas iniciales fueron 
ejecutadas sobre Keras. Keras [Ker18] es una 
API de Redes Neuronales de alto nivel, escrita 
en Python y capaz de ejecutarse sobre 
TensorFlow2, CNTK (Microsoft Cognitive 
Toolkit)3 o Theano4. Fue desarrollado con un 
enfoque que posibilita la experimentación 
rápida. Al utilizar Keras: 
 Permite la creación de prototipos fácil y 
rápida (a través de la facilidad de uso, la 
modularidad y la extensibilidad). 
 Admite Redes Convolucionales y Redes 
Recurrentes, así como combinaciones de las 
dos. 
 Se ejecuta sin problemas en la CPU y la 
GPU. 
Renderizado 
Se entiende por renderizado (render, en inglés) 
al proceso de generar una imagen, fotorrealista 
o no, partiendo de un modelo en 2D o 3D. El 
objetivo principal de esta línea de investigación 
                                                          
2





 Theano: http://deeplearning.net/software/theano/ 
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se centró en el análisis de 4 motores de 
renderizado (incluido motores de video juegos) 
y cuyo objetivo fue determinar, de acuerdo a un 
conjunto de parámetros de performance e 
integración, cuál motor o motores eran los más 
aptos para integrarlos al framework propuesto. 
La renderización es el proceso final de creación 
de la imagen o animación 2D real de la escena 
preparada. Como menciona [Chu07a], en 
computación gráfica, el renderizado es el 
proceso de producir una imagen en la pantalla a 
partir de la descripción del modelo. Para ello es 
necesario un motor de renderizado, el cual tiene 
la función de procesar todas estas imágenes y 
devolver como resultado el diseño 3D 
[Chu07b]. Cada uno de estos motores tiene un 
conjunto de características que hacen que se 
diferencien unos de otros y delimitan los 
ámbitos de aplicación de cada uno de ellos.  
Los 4 motores de renderizado 3D utilizados en 
la investigación fueron: 




El objetivo principal de la evaluación consiste 
en identificar las características que abarca una 
aplicación 3D; especialmente aquellas que 
tienen impacto directo en la performance, 
tiempo de respuesta y fluidez de ejecución de 
las aplicaciones generadas con el motor 
[Uni18]. 
Los parámetros de evaluación fueron agrupados 
en 2 grupos, por un lado aquellos que están 
relacionados con la performance, y por el otro, 
aquellas características que representan otro 
tipo de ventajas a la hora de integrar dichos 
motores. Dentro de los parámetros de 
performance para evaluar en cada motor se 
seleccionó: velocidad de renderizado y calidad 
del renderizado. En cuanto a los parámetros de 
integración se optó por evaluar: lenguajes de 
programación que soporta, facilidad de 
integración, documentación técnica, software 
libre y ejemplos existentes (cuadro 1). En 
[Fed17] aportan el criterio de evaluación y 
experimentación que fueron utilizados para 
analizar cada uno de los parámetros de 
evaluación de los motores seleccionados. 
 
























Integración Baja Media  Media Media 
Documentac
ión 
Alta Alta Media Alta 
Ejemplos Muy 
buena 
Buena Buena Muy 
buena 
Soft. Libre No Si Si Si 
Cuadro 1 
Habiendo evaluados los motores de renderizado 
llegamos a la conclusión que los 2 motores que 
se adaptarían e integrarían adecuadamente al 
framework serian Ogre y Panda 3D. Si bien 
Unity 3D es muy poderoso con suficiente 
documentación y ejemplos, resultó de difícil 
integración con nuestro entorno de framework. 
Entorno de Desarrollo 
Con el fin de estandarizar todas las líneas de 
investigación se decidió utilizar como sistema 
operativo Ubuntu 16.04 lts, de modo que se 
creó y configuró una máquina virtual con el 
sistema operativo indicado, a través de 
VirtualBox. La misma se instaló sobre los host 
Windows 8.1, Windows 10 y MacOS. Utilizar 
esta distribución resultó útil pues se cuenta con 
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Python 2.7 instalado junto con las librerías 
Numpy y Matplotlib, de gran utilidad para 
poder hacer desarrollos de RA y VA. Por otro 
lado se instaló de manera separada, OpenCV 
3.2.0. Para realizar la investigación y pruebas 
sobre Deep Learning se descargó el software 
Anaconda Cloud y se procedió a instalar Keras. 
LINEAS DE INVESTIGACIÓN, 
DESARROLLO E INNOVACIÓN 
 Diseño y desarrollo de un framework de RA 
y VA multipropósito (aplicado a diferentes 
disciplinas) 
 Aplicaciones de RA y VA utilizando el 
framework propuesto  
 Aplicaciones de Deep Learning aplicables 
al procesamiento de imágenes y 
clasificación de objetos 
 Modelado y renderizado de objetos 3D 
utilizando los motores propuestos 
RESULTADOS Y OBJETIVOS 
A continuación se detallan los resultados 
obtenidos y los objetivos generales del 
proyecto: 
 Creación del Laboratorio de Procesamiento 
de imágenes y Visión Artificial. Facultad de 
Ingeniería y Tecnología Informática. 
Universidad de Belgrano. 
 Curso de Posgrado en Interfaces 
Avanzadas: Del mundo Real al Virtual5. 
Departamento de Posgrado y Educación 
Continua. Facultad de Ingeniería y 
Tecnología Informática. Universidad de 
Belgrano. 
 Diseño y desarrollo del Framework de RA y 
VA multipropósito. Laboratorio de 
Procesamiento de imágenes y Visión 
Artificial. Facultad de Ingeniería y 





Tecnología Informática. Universidad de 
Belgrano. 
 Desarrollo de aplicaciones, utilizando el 
Framework para ser probadas en la Facultad 
de Ingeniería y Tecnología Informática. 
Universidad de Belgrano y en empresas 
privadas de acuerdo a las tratativas que se 
están gestionando con el sector. 
 Aprendizaje de los alumnos en los 
fundamentos de procesamiento de 
imágenes, visión artificial y deep learning. 
 Aprendizaje del uso de la librería de 
Procesamiento de Imágenes y Visión por 
Computador: OpenCV. 
 Aprendizaje del uso del framework de Deep 
Learning: Keras. 
FORMACION DE RECURSOS HUMANOS 
La formación de recursos humanos es 
prioritaria en esta línea de investigación 
(procesamiento de imágenes y visión artificial) 
y es por esta razón que se está capacitando a un 
grupo de alumnos de las carreras de 
Licenciatura en Sistemas de Información e 
Ingeniería Informática de la FITI-UB. Uno de 
los principales objetivos del Laboratorio de 
Procesamiento de imágenes y Visión Artificial 
es la formación de recursos altamente 
calificados en esta temática, pues la intención 
de la FITI-UB es posicionarse como referente 
académico en esta área del conocimiento. 
Adicionalmente con el Curso de posgrado 
(Interfaces Avanzadas: Del mundo Real al 
Virtual) se buscará transferir a la comunidad los 
conocimientos obtenidos en el proceso de 
construcción del framework, las experiencias 
obtenidas en dicho proceso y los conocimientos 
adquiridos en materia de Procesamiento de 
imágenes y Visión Artificial. 
En la actualidad hay en curso una tesis de 
posgrado, una tesina de grado y capacitación a 
los alumnos que participan en el proyecto en el 
marco de esta línea de investigación: 
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 Alejandro Mitaritonna. “Realidad 
Aumentada para la Identificación de 
Objetivos Militares” (culminación de tesis 
de doctorado en la UNLP) 
 Silvana Olmedo. “Sistema de 
Reconocimiento de objetos reciclables” 
(tesina de grado en Ingeniería Informática 
en la FITI-UB) 
 Carolina Páez, Florencia Vela, Tomás 
Poeta, Martín Lorenzo y Leonardo Inza 
(alumnos que forman parte del grupo de 
investigación del proyecto Framework 
multipropósito de Realidad Aumentada y de 
Visión Artificial. Laboratorio de 
Procesamiento de imágenes y Visión 
Artificial. FITI-UB) 
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RESUMEN 
La división de Ciencias de la Salud y 
Tecnología del Instituto Tecnológico de 
Massachusetts, ha propuesto un método para 
obtener el pulso cardíaco a partir de imágenes 
de video, aplicando seguimiento de rostro y 
análisis de  componente independiente [1]. 
Motivados por su descubrimiento, se 
comenzó a trabajar en una adaptación del 
método propuesto para generar una 
metodología de bajo costo y libre de contacto, 
que posibilite el monitoreo remoto de la 
frecuencia cardiaca. Para validar los 
resultados obtenidos, se realizó un análisis 
comparativo entre las medidas de pulso 
cardíaco obtenidas en el estudio con las que 
se obtienen a partir de una medición por 
fotopletismografía; técnica incluida 
actualmente en dispositivos de uso cotidiano 
como los relojes inteligentes y los teléfonos 
móviles. A partir de allí, se compararon las 
mediciones de pulso cardíaco previo a la 
realización de ejercicio físico respecto de las 
obtenidas post ejercicio físico, con el objetivo 
de evaluar la adaptación del método y la 
calidad de los valores obtenidos en estas 
situaciones concretas, donde los resultados 
generados deben mostrar diferencias. Los 
resultados obtenidos nos motivaron a preparar 
un proyecto de investigación que amplíe los 
horizontes de este trabajo, buscando mejoras a 
este proceso y otras aplicaciones del 
procesamiento de imágenes aplicadas a la 
salud. 
Palabras clave: medición automática de pulso 
cardíaco, obtención de pulso cardíaco a partir 
de video, pulso cardíaco sin contacto, análisis 
de componente independiente, procesamiento 
de imágenes. 
CONTEXTO 
Este trabajo de investigación fue desarrollado 
por una estudiante avanzada de la carrera 
Licenciatura en Sistemas de Información con 
el apoyo de docentes del Departamento de 
Ciencias Básicas de la Universidad Nacional 
de Luján. En su comienzo, se desarrolló como 
un trabajo experimental de fin de curso para la 
asignatura Procesamiento de Imágenes 
perteneciente a la carrera. La investigación 
aborda principalmente la utilización del 
procesamiento de imágenes aplicado a la 
salud. Dado los resultados, se está trabajando 
en un proyecto de investigación a ser 
presentado en el Departamento de Ciencias 
Básicas para estudiar la posibilidad de 
mejorar aún más el proceso y ver otras 
posibles aplicaciones. 
INTRODUCCIÓN 
En la actualidad la tecnología se encuentra 
inmersa en todos los aspectos de la sociedad y 
es así que la medicina hace uso de los avances 
tecnológicos para el mejoramiento de las 
técnicas que se utilizan en el diagnóstico y 
tratamiento de enfermedades. Según 
las estadísticas sanitarias mundiales que 
publica anualmente la Organización Mundial 
de la Salud, una de las principales causas de 
mortalidad en el mundo es la cardiopatía 
isquémica [2], es por esta razón, en conjunto 
con muchos otros factores, que se requiere de 
métodos simples y eficientes que posibiliten 
un control periódico de parámetros 
importantes para la detección temprana de 
esta patología. 
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En particular existe una variedad de estudios 
basados en el monitoreo no invasivo de 
variables fisiológicas. Dentro de estos 
estudios se pueden encontrar aquellos que 
realizan adquisición del pulso cardíaco 
implementando procesamiento de imágenes 
obtenidas a partir de video. Algunos de ellos 
lo hacen mediante análisis térmico, 
estudiando la señal térmica producida por las 
venas superficiales del cuerpo humano [3, 4], 
empleando una técnica denominada 
fotopletismografía donde se analiza la 
absorción de la luz en una porción de piel, 
que varía  según el volumen de sangre dentro 
del tejido [5, 6]. Otros métodos se basan en la 
obtención de pulso a partir del análisis de 
sutiles movimientos corporales producidos 
por la irrigación de sangre en cada pulsación 
cardiaca [7].  
El estudio realizado en este trabajo se enfoca 
en la obtención de la frecuencia cardiaca a 
partir del análisis de los canales de color de 
las imágenes de video [1]. La selección de 
este método se basa principalmente en el bajo 
costo computacional de los algoritmos 
utilizados. En este sentido se ha utilizado  un 
algoritmo para detección de rostro con la 
finalidad de obtener una zona de interés, se ha 
utilizado también un algoritmo para la 
separación ciega de señales por análisis de 
componente independiente, para la 
eliminación de ruido y la recuperación de 
señales no observadas dentro de un conjunto 
de entrada. En este caso particular la señal a 
recuperar es la de la frecuencia cardiaca. Lo 
antes expuesto permite realizar el desarrollo 
del método, utilizando un ordenador de 
escritorio, equipado con una cámara web, a 
diferencia de otros estudios mencionados 
anteriormente que hacen uso de equipamiento 
específico como cámaras térmicas o sensores 
fotoeléctricos. 
A lo largo del trabajo se realiza la 
implementación de una adaptación del 
modelo de Poh [1]. Se comparan los 
resultados con los arrojados por un 
dispositivo de uso comercial (un reloj 
inteligente o  smartwatch) que utiliza técnicas 
basadas en análisis fotoeléctrico para obtener 
las mediciones de pulso cardíaco. Para 
evaluar la respuesta del modelo y la calidad 
de los valores obtenidos, los datos se obtienen 
antes y después de que los participantes hayan 
realizado ejercicio físico.  
LINEAS DE INVESTIGACIÓN Y 
DESARROLLO 
En este trabajo, se realizó una adaptación e 
implementación del método de Poh [1] para la 
obtención de la frecuencia cardiaca utilizando 
elementos de bajo costo y un método no 
invasivo.  
El proceso comienza con la obtención de una 
filmación de 60 segundos sobre la cual se 
realiza un proceso de localización del rostro. 
Esto se hace con un algoritmo  basado en el 
trabajo de Viola y Jones [8]. La obtención del 
rostro es considerada una zona de interés. A 
continuación, se realiza un análisis de cada 
cuadro del video, haciendo una separación 
ciega de señales por análisis de componente 
independiente (ICA) [9] para la eliminación 
de ruido y la recuperación de señales no 
observadas dentro de un conjunto de entrada. 
Con éste método, se analizaron los resultados 
obtenidos en sujetos de prueba que fueron 
sometidos a distintas condiciones de actividad 
física para evaluar la capacidad de la 
metodología aplicada en condiciones 
variadas. Se contrastaron estos resultados 
contra otros métodos de lectura del pulso de 
manera de validar la correspondencia. En 
función de estos resultados, se planea realizar 
a futuro modificaciones en el modelo. En el 
presente trabajo, por una cuestión de 
automatización del proceso se seleccionó 
siempre la segunda componente entre las tres 
arrojadas como salida, pero ésta no siempre 
contiene la información relacionada al pulso 
cardíaco dado que el algoritmo no tiene orden  
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 Figura 1. Proceso implementado para la obtención de la frecuencia cardiaca 
 
de salida para los resultados. Se estima que un 
estudio comparativo entre las salidas para 
seleccionar la más adecuada, puede arrojar 
mayores precisiones al modelo. 
RESULTADOS OBTENIDOS 
En la figura 1 se muestra el proceso utilizado 
para la obtención del pulso cardíaco, el cual 
fue desarrollado íntegramente en MATLAB. 
Los datos de entrada durante la 
implementación son videos de un minuto de 
duración en formato mp4 a 30 fps, captados 
con una resolución de 640 x 480 por una 
cámara web integrada en una notebook Asus 
(UX32L), obtenidos de cuatro participantes 
que se prestaron para el estudio. Sobre cada 
cuadro de video se realiza detección de rostro 
utilizando Computer Vision System Toolbox, 
especificamente “Face Detection and 
Tracking Using the KLT Algorithm” y se 
produce una nueva imagen denominada zona 
de interés (ROI) donde se toma el 60 % del 
ancho y todo el alto del área generada por las 
coordenadas que proporciona el algoritmo de 
detección. Cada ROI se descompone en 
canales RGB y se realiza un promedio del 
valor de los pixeles por canal para obtener tres 
valores representativos de la imagen, con 
estos valores obtenidos por cada cuadro que 
compone el video se construyen tres señales 
RGB. Luego se aplica sobre cada señal una 
ventana deslizante de 30 segundos con una 
superposición del 96.7%, es decir un segundo 
de incremento, se normalizan las señales RGB 
utilizando standard score y dado que la 
absortividad de la hemoglobina difiere en el 
rango espectral visible e infrarrojo cercano 
[10], cada sensor de color registra una 
combinación de la señal que representa el 
pulso cardíaco, entre otras, es por esto que se 
obtienen tres componentes independientes 
subyacentes a las señales de entrada 
utilizando ICA. Las componentes obtenidas 
por el algoritmo no tienen un orden de 
recuperación y es por esto que se les aplica la 
Transformada Rápida de Fourier (FFT) y se 
analizan en el dominio de la frecuencia para 
determinar cuál de ellas representa el pulso 
cardíaco. El valor del pulso es designado 
como la frecuencia a la que le corresponde la 
máxima potencia dentro de la banda de 
frecuencia operacional, que en este caso es la 
frecuencia cardiaca (0,74 a 4 Hz o 45 a 240 
lpm), utilizando siempre la segunda 
XX Workshop de Investigadores en Ciencias de la Computacio´n 386
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
 
Figura 2: Comparativa de pulso cardiaco obtenido con el método implementado en este estudio y el 
pulso de referencia obtenido mediante reloj inteligente. 
 
componente para automatización del proceso. 
Para la validación de resultados se cuenta con 
un reloj inteligente marca Samsung (Gear 2 
Neo) el cual realiza medición de frecuencia 
cardiaca en tiempo real, se coloca en los 
sujetos de prueba al momento de la grabación 
de video y se contrastan los resultados. Para el 
caso de este estudio se obtiene un primer 
video donde los participantes se  encuentran 
en reposo y con una frecuencia cardiaca 
normal y luego se someten a realizar actividad 
aeróbica intensa en una bicicleta fija por 10 
minutos y se procede nuevamente a la 
grabación de video.  
En la figura 2 se pueden observar los 
resultados obtenidos para uno de los 
participantes, comparando el pulso arrojado 
por el método bajo estudio y el obtenido 
mediante el reloj inteligente, utilizando éste 
como pulso de referencia. Estos resultados 
muestran que se obtienen valores 
satisfactorios en el caso de un pulso normal y 
también cuando el pulso es elevado por la 
realización de actividad física. La frecuencia 
cardiaca cuando el pulso es elevado tiene 
mayor variabilidad respecto al pulso de 
referencia, en comparación con la variabilidad 
del pulso cardíaco en reposo, esta situación 
puede atribuirse a que en este caso existe una 
mayor corrupción de ruido en las imágenes 
que se atribuye a efectos de movilidad, dado 
que el sujeto se encuentra con un alto grado 
de agitación al momento de la grabación 
producto de la actividad física. 
Obtenidos estos resultados puede 
comprobarse que la adaptación resulta 
igualmente útil para la obtención de pulso 
cardíaco cuando el estado del sujeto en 
estudio varía.  
TRABAJOS FUTUROS 
Se planifica la continuidad de este trabajo 
estudiando cómo mejorar el pre-
procesamiento de las imágenes intentando 
eliminar las variaciones de luz y movimiento, 
las cuales disminuyen la calidad de los 
resultados obtenidos. Por otro lado, se 
pretende explorar mejoras de los resultados, 
definiendo un método de selección para la 
componente de salida que ofrece el algoritmo 
de análisis de componente independiente. 
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FORMACIÓN DE RECURSOS 
HUMANOS 
Se planifica la finalización de la carrera de 
grado Licenciatura en Sistemas de 
Información de la alumna Eugenia Cespedes 
(31 materias aprobadas). La incorporación de 
docentes auxiliares y estudiantes en 
actividades de investigación, fomentando la 
publicación de artículos en Congresos 
Científicos – Tecnológicos. 
BIBLIOGRAFÍA 
[1] Poh, M. Z., McDuff, D. J., Picard, R. W. 
Non-contact, automated cardiac pulse 
measurements using video imaging and 
blind source separation. Optics express, 
2010, vol. 18, no 10, p. 10762-10774. 
[2] Página web de la Organización Mundial 
de la Salud (OMS), “Las 10 principales 
causas de defunción”. 
http://www.who.int/mediacentre/factsheet
s/fs310/es/ (Consultada: Enero 2017). 
[3] Bourlai, T., Buddharaju, P., Pavlidis, I., 
Bass, B. On enhancing cardiac pulse 
measurements through thermal imaging. 
En Information Technology and 
Applications in Biomedicine, 2009. ITAB 
2009. 9th International Conference on. 
IEEE, 2009. p. 1-4. 
[4] Garbey, M., Sun, N., Merla, A., Pavlidis, 
I. Contact-free measurement of cardiac 
pulse based on the analysis of thermal 
imagery. IEEE transactions on 
Biomedical Engineering, 2007, vol. 54, 
no 8, p. 1418-1426. 
[5] Melchor Rodríguez A., Ramos Castro J. J. 
Análisis de la Variabilidad de la 
Frecuencia Cardíaca mediante 
Fotopletismografía por imagen. En Libro 
de Actas del CASEIB 2014 XXXII 
Congreso Anual de la Sociedad Española 
de Ingeniería Biomédica. 26-28 
Noviembre, Barcelona. 2014. p. 1-4. 
[6] Valencia Urbina, C. E. Fotopletismografía 
basada en realidad aumentada con 
aplicaciones al monitoreo funcional en 
pediatría. 2016. Tesis Doctoral. 
Universidad Nacional de Cuyo. 
[7] Balakrishnan, G., Durand, F., Guttag, J. 
Detecting pulse from head motions in 
video. En Computer Vision and Pattern 
Recognition (CVPR), 2013 IEEE 
Conference on. IEEE, 2013. p. 3430-
3437. 
[8] Viola, P., Jones, M. Rapid object detection 
using a boosted cascade of simple 
features. En Computer Vision and Pattern 
Recognition, 2001. CVPR 2001. 
Proceedings of the 2001 IEEE Computer 
Society Conference on. IEEE, 2001. p. I-
I. 
[9] Hyvärinen, A., Oja, E. Independent 
component analysis: algorithms and 
applications. Neural networks, 2000, vol. 
13, no 4-5, p. 411-430. 
[10] Zijlstra W. G., Buursma A., Meeuwsen-
Van der Roest W. P.  Absorption spectra 
of human fetal and adult oxyhemoglobin, 
de-oxyhemoglobin, carboxyhemoglobin, 
and methemoglobin. Clinical chemistry, 
1991, vol. 37, no 9, p. 1633-1638. 
XX Workshop de Investigadores en Ciencias de la Computacio´n 388
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
Aplicaciones de Visión por Computador, Realidad Aumentada y TVDi 
María José Abásolo12, Alejandro Mitaritonna13, Sebastián Castañeda1, Cecilia Sanz1, 
Ramiro Boza1, Nahuel Prinscich1, Telmo Silva4, Magdalena Rosado1, Marcelo 
Naiouf1, Patricia Pesado1, Armando De Giusti1 
1Instituto de Investigación en Informática LIDI (III-LIDI) 
 Facultad de Informática – Universidad Nacional de La Plata (UNLP) 
{mjabasolo, csanz, mnaiouf, ppesado, degiusti}@lidi.info.unlp.edu.ar 
2Comisión de Investigaciones Científicas de la Provincia de Buenos Aires (CICPBA) 
3 Instituto de Investigaciones Científicas y Técnicas para la Defensa (CITEDEF) 
amitaritonna@citedef.gob.ar 
4 Universidad de Aveiro, Aveiro, Portugal 
 
Resumen 
La línea de investigación y desarrollo 
presentada consiste en estudiar, desarrollar y 
evaluar aplicaciones de Visión por 
Computador, Realidad Aumentada y 
Televisión Digital Interactiva. Uno de los 
principales objetivos es la formación de 
recursos humanos y fortalecimiento de la 
investigación mediante el trabajo intergrupal 
entre diferentes instituciones nacionales y 
extranjeras.  
 
Palabras Clave: Realidad  Aumentada, 




La investigación relacionada con Visión por 
Computador y Realidad Aumentada forma 
parte del proyecto  11/F017 "Cómputo 
Paralelo de Altas Prestaciones. Fundamentos 
y Evaluación de rendimiento en HPC. 
Aplicaciones a Sistemas Inteligentes, 
Simulación y Tratamiento de Imágenes", 
acreditado por la Universidad Nacional de La 
Plata (UNLP) en el marco del Programa de 
Incentivos, continuando con la reciente 
aprobación del proyecto  "Computación de 
Alto Desempeño: Arquitecturas, Algoritmos, 
Métricas de rendimiento y Aplicaciones en 
HPC, Big Data, Robótica, Señales y Tiempo 
Real" (2018-2021) dirigido por M.Naiouf y 
"Metodologías, técnicas y herramientas de 
Ingeniería de Software en escenarios híbridos. 
Mejora de proceso" (2018-2021) dirigidos por 
P.Pesado.   
Por su parte, la investigación relacionada con 
Televisión Digital Interactiva se relaciona con 
el proyecto REDAUTI Red de Aplicaciones y 
Usabilidad de la Televisión Digital Interactiva 
de la convocatoria Redes IX de la Secretaría 
de Políticas Universitarias del Ministerio de 
Educación Argentino (2016-2017). 
Introducción 
Desde hace varios años el grupo de 
investigación III-LIDI se dedica al desarrollo 
de aplicaciones en las áreas de Visión por 
Computador, Realidad Aumentada, Realidad 
Virtual, Computación Gráfica, Interfaces 
Avanzadas y Televisión Digital Interactiva 
(TVDi)[1][2][3][4]. En este artículo se 
presentan nuestros avances recientes en 
relación a Visión por Computador en 
Sistemas de Vigilancia, Realidad Aumentada 
en el ámbito militar, Realidad Aumentada 
para brindar información al ciudadano y 
Televisión Digital Interactiva.  
Visión por Computador en Sistemas de 
Vigilancia 
Los sistemas de vigilancia a través de cámaras 
de video, son útiles para detectar actividades 
criminales, en aeropuertos, centros 
comerciales y estacionamientos entre otros. 
Por este motivo, están en constante desarrollo, 
siendo uno de los principales objetivos contar 
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con sistemas de vigilancia automatizados que 
necesiten poca interacción humana para su 
funcionamiento y detección de potenciales 
amenazas. En general, la instalación de 
cámaras de seguridad no implica un gran 
gasto económico, pero si la contratación de 
personas que puedan monitorear esas cámaras 
durante las 24 horas del día [5]. 
Es posible adquirir cámaras de seguridad de 
bajo costo en el mercado local, como por 
ejemplo la cámara TP-LINK NC2201. Entre 
sus varias funciones este tipo de cámaras 
proveen: detección de movimiento 
seleccionando un sub área de la zona 
monitoreada, envío de los screen shots por 
email o a un servidor FTP, detección de 
sonido y visión nocturna. Por otra parte, el 
fabricante provee aplicaciones para observar 
el stream de video desde una computadora o 
un teléfono móvil. Un problema que 
presentan estos dispositivos es que la 
detección de movimiento está basada en las 
técnicas de sustracción de fondo [6][7] [8] y 
diferencia entre cuadros [9]. Estos algoritmos 
son en general muy sensibles a los cambios 
del entorno tales como la luminosidad o 
proyección de sombras en el campo visual de 
la cámara, lo cual produce que muchas veces 
se detecten falsos positivos. Por otra parte, 
existen en la bibliografía, diferentes técnicas o 
algoritmos para detectar personas en 
imágenes o stream de video, entre ellos los 
histogramas de gradientes orientados [10]. En 
este algoritmo se extraen descriptores de la 
imagen y se entrena un clasificador 
supervisado de manera que dada una imagen 
es posible determinar si la misma contiene 
personas. Existen implementaciones 
disponibles de este algoritmo en la librería 
OpenCV2, como por ejemplo la de Adrián 
Rosebrock [11] y Dahams [12]. Otro de los 
problemas que presenta el sistema comercial 
es que las notificaciones por e-mail no son 
instantáneas, puede haber un retraso 
considerable entre la detección de un evento y 
la recepción del e-mail. Existen por otra parte 
programas de mensajería instantánea como 
                                                 
1 http://www.tp-link.es/products/details/cat-
19_NC220.html 
2 http://opencv.org  
Telegram3, el cual es de uso gratuito y provee 
una API para desarrollar lo que se conocen 
como chatbots. 
Realidad Aumentada en el Ámbito Militar 
La Realidad Aumentada (RA) se refiere a 
aplicaciones interactivas en tiempo real donde 
se visualiza la realidad con elementos 
sintéticos agregados (objetos 3D, sonidos, 
texto, etc.) de forma coherente con el punto 
de vista del usuario.  
Habiéndose analizado previamente diferentes 
proyectos de RA en el ámbito militar, se ha 
trabajado sobre la implementación del 
framework denominado RAIOM (Realidad 
Aumentada para la Identificación de 
Objetivos Militares) desarrollado en el 
CITEDEF (Instituto de Investigaciones 
Científicas y Técnicas para la Defensa) [13] 
[14][15][16], basado en RA utilizando 
dispositivos móviles, visión por computador y 
sensores externos para el reconocimiento, 
detección, ubicación, identificación y 
suministro de información contextual. Se 
diseñaron los componentes de software o 
módulos que forman parte del middleware del 
framework (figura 1): 
 
Figura 1. Arquitectura RAIOM 
Existen tres módulos del framework que 
utilizan técnicas de visión por computador, 
ellos son: el módulo de Input, el módulo 
Visualization y el módulo Vision. El módulo 
                                                 
3 https://telegram.org 
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Input  permite que se puedan ingresar datos al 
sistema por medio de voz o gestos. El módulo 
Visualization (figura 2) se encarga del filtrado 
de información prioritaria corresponde a 
aquellos datos que el operador puede 
visualizar como primer capa de información 
contextual. El módulo Vision tiene por 
objetivo brindar las implementaciones de las 
funcionalidades necesarias para el 
reconocimiento de objetos. 
Figura 2. Visualización utilizando RAIOM 
Se realizó un procesamiento distribuido 
utilizando los mini board ODROID-XU3. El 
proceso distribuido planteado está soportado 
por el diseño de una arquitectura Cliente  
Servidor. Del lado del Cliente de ejecutan los 
procesos menos intensivos tales como captura 
de video, uso de sensores (ubicación, 
tracking), comunicación, mapeo, y 
renderizado de imágenes. La implementación 
de las funcionalidades de reconocimiento de 
objetos perteneciente al módulo Vision fueron 
desplegadas en los mini board.  
Realidad Aumentada para brindar 
Información al Ciudadano 
Algunos autores como M.Lens-Fitzgerald 
[17] incluyen las aplicaciones basadas en 
lectura del código de barras y códigos QR 
como aplicaciones de Realidad Aumentada de 
Nivel 0, en las cuales los códigos son 
hiperenlaces a contenidos, sin existir registro 
de modelos 3D en 3D ni seguimiento de los 
marcadores.  
Dado el uso masivo de smartphones este tipo 
de aplicaciones resulta muy útil a la hora de 
brindar información contextual al ciudadano. 
En relación al consumo responsable se hace 
necesario brindar información clara a la hora 
de comprar un producto. Es de interés ayudar 
a fomentar buenas prácticas de consumo que 
lleven a la comunidad a efectuar un cambio 
hacia el consumo y desarrollo sostenible y 
responsable. Actualmente existen distintas 
aplicaciones que brindan antecedentes sobre 
móviles para orientar a los consumidores a la 
hora de realizar sus compra, entre las cuales 
se citan Think Dirty4, EWG’S Healthy 
Living5, GoodGuide Scanner6. El problema de 
dichas aplicaciones es que están orientadas a 
consumidores residentes en los Estados 
Unidos, por lo cual, los productos que pueden 
escanearse son solo los que se comercializan 
en dicho territorio, y además, toda la 
información brindada se encuentra en el 
idioma inglés. 
Se detecta la necesidad de desarrollar una 
aplicación capaz de brindar información, al 
momento de realizar una compra, sobre los 
componentes y composición así como el 
reciclaje post consumo de los productos de 
consumo diario a partir de la captura con el 
teléfono celular del código de barra presente 
en el producto.  
Televisión Digital Interactiva (TVDi) 
La televisión digital abre la oportunidad de 
crear aplicaciones interactivas, de ahí la 
denominación de Televisión Digital 
Interactiva (TVDi). A través de  la TVDI 
puede ser posible acceder a un conjunto de 
servicios que abarcan diversos campos como 
comercio, gestión administrativa, 
entretenimiento y educación. Esto supone una 
alternativa al uso de la computadora e 
internet, lo cual puede facilitar el acceso a la 
sociedad de la información en sectores que 
aún no disponen de esa tecnología.   
                                                 
4 Think Dirty: https://www.thinkdirtyapp.com 
5 EWG’s Healthy Living: https://www.ewg.org/apps/ 
6 GoodGuide Scanner: 
https://www.goodguide.com/about/mobile 
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Desde el año 2012 se reúnen los 
investigadores de la RedAUTI para dar lugar 
a una publicación conjunta para la difusión 
del estado del arte de la TVDi en 
Iberoamérica, Portugal y España [18][19] 
[20][21][22][23]. En Argentina en particular, 
Artola et al [24] presentan una recopilación de 
aplicaciones de TVDI desarrolladas 
clasificadas de acuerdo a si están orientadas a 
ofrecer servicios, a la educación, o a la salud; 
el tipo de interactividad y el contexto en el 
que fue desarrollada.  
Por una parte, las TIC tienen un amplio 
potencial de soporte en el campo de la salud, 
incluyendo sistemas de tele tratamiento que 
permiten que las personas se mantengan 
independientes en sus propias casas [25]. Por 
otra parte, la televisión es una tecnología de 
gran importancia y gran potencial, uno de los 
medios preferidos para acceder a la 
información y al entretenimiento. Dada la 
proximidad y la familiaridad que los adultos 
mayores tienen los televisores, el desarrollo 
de plataformas de TVDi son una forma 
prometedora de acceder a la información que 
de otro modo no ser accesible. Como la 
televisión está presente en la mayoría de los 
hogares y los adultos mayores interactúan con 
la misma, existe un desafío de utilizar este 
dispositivo de interacción en el ámbito de la 
salud y de asistencia en donde permita ayudar 
al adulto mayor durante su proceso de 
envejecimiento.  
Líneas de investigación y desarrollo 
 
● Aplicaciones de Visión por 
computador y Realidad Aumentada para 
brindar información y servicios al ciudadano 
● Aplicaciones de Realidad Aumentada 
en el ámbito militar 
● Contenidos y aplicaciones interactivas 
para TVDi, en particular dedicados a adultos 
mayores 
 
Resultados y Objetivos 
 
● Con el objetivo de formar recursos 
humanos desde el año 2012 se dicta la carrera 
de postgrado “Especialización en 
Computación Gráfica, Imágenes y Visión por 
Computadora”, Facultad de Informática de la 
UNLP. (Nº 11.162/12). 
● Se ha realizado el dictado de cursos 
de doctorado relacionados con la temática, 
como por ejemplo: “Realidad Aumentada”, 
“Interfaces Avanzadas” y “Tópicos de 
Procesamiento de Imágenes” (junto a 
profesores de la Universidad de las Islas 
Baleares), “Usabilidad” (junto a profesor de 
la Universidad de Castilla La Mancha). Se 
organizó para 2018 la visita de profesores de 
la Universidad Nacional de la Patagonia 
Austral para el dictado de taller “Dr Nau 
Herramienta para la Generación 
● Coordinación de la RedAUTI, la cual 
cuenta con la participación de 225 
investigadores de 36 grupos de investigación 
(29 universidades y 7 empresas) de España, 
Portugal y 11 países latinoamericanos 
(Argentina, Brasil, Chile, Colombia, Costa 
Rica, Cuba, Ecuador, Guatemala, Perú, 
Uruguay, Venezuela), la cual fue creada en 
2012 financiada inicialmente por el Programa 
Iberoamericano de Ciencia y Tecnología para 
el Desarrollo (CYTED). 
● Organización de un evento científico 
anual denominado Jornadas de difusión y 
capacitación de Aplicaciones y Usabilidad de 
la TVDi desde el año 2012, siendo la sexta y 
última edición jAUTI2017 realizada en 
Aveiro, Portugal del 12 al 13 de octubre de 
2017. Actualmente se está organizando la 
séptima edición jAUTI2018  a realizarse en  
noviembre de 2018 en la Universidad 
Nacional de Quilmes. 
● Durante 2017 se realizó la edición 
conjunta de 3 libros dedicados a Aplicaciones 
y Usabilidad de la TVDi con 
aproximadamente 20-25 artículos 
[26][27][28] y actualmente se trabaja en la 
edición del último libro. 
● Se desarrolló la implementación de un 
sistema de software de vigilancia que 
interactúa con un equipo comercial, 
mejorando por una parte la experiencia de 
interacción entre el usuario y el equipo y, por 
otra parte añadiendo niveles de alarmas 
basados en la detección de intrusos utilizando 
un algoritmo de reconocimiento de personas 
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mediante histogramas de gradientes 
orientados (HOG) en conjunto con una 
máquina vectorial de soporte lineal (LSVM). 
Se realizaron test de usabilidad mediante la 
técnica SUS, para verificar que la 
funcionalidad agregada al sistema comercial, 
mejora la usabilidad e interacciones de los 
usuarios con el sistema. Los resultados 
obtenidos de estas pruebas confirmaron que 
la valoración subjetiva de usabilidad de 
sistemas mejorado fue mayor (puntuación 
SUS promedio de 95)  que la obtenida por el 
sistema comercial original  (puntuacion SUS 
promedio de 57.08). 
● Al cabo de 3 años de investigación y 
pruebas de concepto con el framework 
RAIOM en desarrollo se han avanzado en la 
arquitectura cuya etapa es la última de diseño 
y pruebas. Se han desarrollado un conjunto 
de aplicaciones de prueba que fueron 
utilizadas en ambientes controlados y no 
controlados. 
● Se comenzó a desarrollar una 
aplicación móvil basada en la captura de 
códigos de barra de productos de 
supermercado, con el objetivo de brindar 
información al ciudadano para el consumo 
consciente y responsable. 
● Se está realizando la primera parte de 
la sobre contenidos y aplicaciones de TVDi 
para reducir las alteraciones de la marcha en 
adultos mayores, con el objetivo de probar 
los desarrollos en Ecuador.  
Formación de recursos humanos 
La formación de recursos humanos es 
prioritaria en esta línea, y por esto se 
implementó la carrera de postgrado 
mencionada en la sección anterior. En la 
actualidad hay en curso diferentes tesis de 
postgrado en el marco de esta línea de 
investigación: 
- Sebastián Castañeda “Sistema de vigilancia 
para hogares de bajo costo con cámaras fijas 
mejorado con notificaciones a través de 
mensajería instantánea y detección de 
personas en imágenes” Trabajo integrador de 
la Especialización en Computación Gráfica, 
Imágenes y Visión por Computadora, 
Aprobado en 2017 
- Alejandro Mitaritonna. “Realidad 
Aumentada para la Identificación de 
Objetivos Militares” . Directores: 
M.J.Abásolo, M. Larrea, F. Simarro (tesis de 
doctorado en curso) 
- Nahuel Prinsich y Ramiro Boza. Aplicación 
móvil para el consumo consciente y 
responsable. Directores: Sanz, C. y Abásolo 
M.J. (tesis de grado en curso) 
- Magdalena Rosado “Televisión Digital 
Interactiva (TVDi) para reducir las 
alteraciones de la marcha en adultos 
mayores”. Directores: M.J.Abásolo y T. Silva 
(tesis de doctorado en curso) 
Además, se colabora en la formación de 
recursos humanos de otras universidades 
argentinas, entre los cuales se enumeran: 
-Ana María Vanesa Sánchez y Mercedes 
Isabel Castro  "Realidad Aumentada en la 
Fiesta Nacional de los estudiantes" 
Directores: Pilar Galvez, Nelida Caceres 
Asesor: M.J.Abásolo (tesis de grado en curso 
de la Universidad Nacional de Jujuy) 
-Lucas Benjamin Cicerchia “Detección de 
enfermedades y falta de nutrientes en cultivos 
utilizando algoritmos de Active Learning 
aplicados al sensado remoto” Directores: 
Claudia Russo (UNNOBA) , María José 
Abásolo (tesis doctoral en curso) 
-Nahuel A. Mangiarua “Integración escalable 
de Realidad Aumentada basada en imágenes y 
rostros” Directores: Jorge S. Ierache 
(UNLAM), María José Abásolo (UNLP)   
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Resumen 
El crecimiento exponencial de las nuevas 
tecnologías prácticamente ha impactado en 
todos los ámbitos de nuestras vidas. En 
particular, la Realidad Virtual (RV) y la 
Realidad Aumentada (RA) son medios que 
promueven la vivencia de aquellas realidades 
cuya experimentación activa es imposible. 
Estas han logrado alterar la percepción de un 
mundo canónico generando Realidades 
Alternativas, las cuales han modificado, 
incluso, la forma en que nos comunicamos. 
En este contexto ha surgido una innovación 
comunicacional multimodal que provee de 
recursos a los sistemas computacionales para la 
transmisión de información al usuario en forma 
rápida, eficiente, natural e intuitiva. En función 
de ello, se ha focalizado la atención sobre el 
potencial disruptivo de las modalidades de 
comunicación provistas por los sistemas de RV 
y RA favoreciendo las maneras en que las 
personas pueden ser entrenadas y educadas en 
relación con la información y las habilidades 
multimodales específicas que ellas necesitan 
para resolver problemas.  
Esta propuesta de trabajo analiza la 
configuración de la RV y la RA como sistemas 
de acceso al conocimiento, con el fin de lograr 
un lenguaje generativo como complemento 
motivacional en aquellos procesos que implican 
un esfuerzo físico y/o cognitivo junto con la 
creación de entornos multimodales para 
permitir la adquisición de habilidades y el 
aprendizaje. 
 
Palabras clave: Realidad Virtual, Realidad 
Aumentada, Computación Gráfica, Interfaces 
Humano-Computadoras, Interfaz Natural de 
Usuario, Comunicación Virtual. 
 
Contexto 
La propuesta de trabajo se lleva a cabo 
dentro del proyecto “Realidades Alternativas 
como lenguaje generativo aplicado a la solución 
de problemas reales”. Este proyecto es 
desarrollado en el ámbito del Laboratorio de 
Computación Gráfica de la Universidad 
Nacional de San Luis. 
 
1. Introducción 
La ciencia y la tecnología están en un 
continuo proceso de desarrollo y evolución, lo 
cual genera grandes transformaciones a nivel 
social, cultural, educativo, de salud, entre otros; 
razón por la cual es necesario que los 
educadores/capacitadores actuales reconozcan, 
analicen y reflexionen sobre el entorno donde 
las tecnologías de la información y la 
comunicación actúan como mediadoras en la 
formación de las personas [1,2,3]. 
En los últimos años, la Realidad Virtual y la 
Realidad Aumentada han despertado el interés 
de diversas áreas del conocimiento, mostrando 
su versatilidad y posibilidades como 
tecnologías innovadoras. Sus capacidades de 
mostrar escenarios virtuales ficticios o insertar 
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objetos virtuales en el espacio real, las ha 
convertido en herramientas muy útiles para 
presentar determinados contenidos bajo 
diferentes premisas tales como la educación y la 
salud [4,5]. 
El empleo de sistemas de RV y RA constituyen 
un nuevo enfoque para entrenar, tratar y educar 
a las personas reforzando el aprendizaje a través 
de plataformas multimodales [6,7,8,9].  
Una plataforma multimodal es un sistema 
computacional que proporciona una interacción 
activa (transmisión de  información de entrada 
y salida) con un sistema humano a través de 
diferentes modalidades sensoriales, 
correspondientes a los sentidos humanos más 
desarrollados: la vista, el tacto y el oído [10]. 
Aunque parezca inconsistente, el Cómo nos 
comunicamos (sobre todo con nosotros 
mismos) es un factor importante en Cómo el 
entorno se relaciona con nosotros, y es clave en 
las cosas que hacemos y conseguimos.  Desde 
un punto de vista filosófico se afirma que: "No 
sabemos cómo son las cosas. Sólo sabemos 
cómo las observamos o cómo las 
interpretamos. Vivimos en mundos 
interpretativos" [11]. Es decir, Una persona 
desarrolla sus ideas, actitudes y manera de 
pensar a consecuencia del ambiente en el cual 
se encuentra inmersa. La RV y RA permiten 
crear Realidades Alternativas diseñadas para 
conseguir pequeñas metas que implican 
objetivos, acción, y su consecución [12]. Estas 
realidades cumplen el rol asociado a un 
“Coach” en el ámbito deportivo; un director 
técnico que ayuda a los jugadores para que 
puedan lograr sus objetivos. El coaching es 
entonces, entrenamiento, el trabajo conjunto del 
equipo y el coach para elaborar estrategias, 
corregir defectos y mejorar el rendimiento 
general [13,14].  
Por otro lado, en forma genérica se 
denomina lenguaje al medio utilizado para la 
comunicación de información. Desde el punto 
de vista ontológico, un lenguaje no sólo 
describe la realidad, sino que por medio de él se 
genera la realidad. Y más aún, todo lenguaje 
puede ser utilizado para generar acciones a 
través de las cuales se puedan cumplir 
objetivos, convirtiéndose en lo que se denomina 
lenguaje generativo [15]. 
En consecuencia, las Realidades Alternativas 
creadas por medio de la RV y RA pueden ser 
consideradas como lenguajes generativos para 
resolver situaciones que permitan a los usuarios 
enfrentar una variedad de problemas, 
modificarlos y/o resolverlos.  
Más aún, y desde un punto de vista 
psicológico, las realidades alternativas pueden 
ser utilizadas como una herramienta para 
remover las barreras que hacen que una persona 
fracase en sus proyectos, convirtiendo el 
proceso en un aprendizaje transformador. 
 
2. Líneas de Investigación, 
Desarrollo e Innovación 
En función de lo expresado, la Realidad 
Virtual y la Realidad Aumentada son 
herramientas poderosas que posibilitarían la 
creación de nuevos lenguajes de comunicación 
para la transmisión de información y 
adquisición de habilidades. Considerando que 
el ser humano se encuentra dotado de sentidos 
que le permiten comunicarse/interactuar con el 
mundo real, es conveniente utilizar como un 
medio interactivo para comunicarse con una 
computadora, aquellos estímulos sensoriales 
que se encuentran fuertemente relacionados con 
el aprendizaje  (visual, táctil y auditivo), [16]. 
Para ello, los sistemas multimodales a 
implementar pueden ser clasificados de acuerdo 
a las capacidades que se pretendan desarrollar o 
entrenar. Un sistema multimodal enfocado en 
entrenamiento físico o motor utilizará 
mecanismos de enseñanza distintos a un 
sistema que se enfoca en educar en aspectos 
relacionados a procesos cognitivos [17]. Por lo 
tanto, de acuerdo al enfoque de enseñanza 
requerido, se propone distinguir los sistemas 
multimodales en tres líneas de investigación. 
 
XX Workshop de Investigadores en Ciencias de la Computacio´n 397
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
 Sistemas de repetición: consisten en 
comunicar información mediante la 
reiteración de una tarea o actividad, al 
mismo tiempo que se incrementa 
progresivamente la complejidad de 
dicha tarea. Este tipo de sistemas son 
útiles en el entrenamiento de procesos 
mecánicos que usualmente no necesitan 
ser comprendidos. Entre las aplicaciones 
usuales se encuentran los sistemas de 
terapia física, de entrenamiento militar, 
simuladores de manejo, entre otros 
[18,19,20].  
 
 Sistemas de feedback sensorial: 
consisten en la comunicación humano-
computadora mediante los sentidos 
(visual, táctil, auditivo). Este tipo de 
sistemas disminuye el esfuerzo 
cognitivo requerido para interactuar con 
la computadora, permitiendo concentrar 
los esfuerzos en la adquisición de 
información para la capacitación 
específica que se está llevando a cabo. 
En este caso la estimulación sensorial es 
usada como lenguaje mediado por 
computadora, el cual actúa como medio 
para el aprendizaje. 
Estos sistemas, a su vez, pueden 
categorizarse principalmente en 
sistemas gráficos (feedback meramente 
visual), hápticos (interacción con el ser 
humano mediante el sentido del tacto) y 
multisensoriales (más de un sentido 
como feedback) [21,22].  
 
 Sistemas motivadores del sujeto: esta 
clase de sistemas intentan incentivar el 
entrenamiento o aprendizaje 
complementando la capacitación con 
elementos motivadores que resulten 
atractivos al usuario. Este es el caso de 
los Juegos Basados en Aprendizaje o 
Juegos Educativos, los cuales en un 
principio eran netamente visuales, 
mientras que actualmente incorporan 
características tales como inmersión y 




Las actividades realizadas hasta el momento 
por este grupo se han enmarcado dentro de un 
proyecto de investigación de la UNSL, un 
Proyecto de la Comunidad Europea. y cuatro 
proyectos de desarrollo tecnológico de la 
Secretaría de Políticas Universitarias. 
Como consecuencia del trabajo elaborado, se 
ha logrado desarrollar varios sistemas 
relacionados a RV con interacción multimodal 
involucrando aspectos verbales y gestuales, así 
como también se han elaborado aplicaciones de 
innovación y desarrollo asociadas a la RV y 
RA. 
Actualmente las acciones se encuentran 
focalizadas en la incorporación de nuevas 
estrategias que permitan alcanzar una mejor 
percepción e interacción al mismo tiempo que 
se logra influenciar al usuario tanto cognitiva 
como físicamente. 
Como resultante, se analizará el impacto 
logrado por el uso de sistemas de RV y RA en 
la mejora y adquisición de habilidades 
funcionales en procesos físicos y cognitivos 
asociados a las áreas de la salud y la educación, 
entre otras. De esta manera, se pretende detectar 
y evaluar la evidencia científica resultante para 
determinar la envergadura de dichas 
intervenciones. 
4. Formación de Recursos 
Humanos 
Los trabajos realizados han permitido la 
definición de trabajos finales de carrera de la 
Licenciatura en Cs. de la Computación (3 
finalizados, 1 en ejecución), tesis de Maestría (2 
en ejecución y 1 finalizada) y tesis de 
Doctorado en Ciencias de la Computación (1 en 
ejecución). 
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Adicionalmente se ha obtenido una beca de 
iniciación a la investigación y una beca de 
perfeccionamiento en investigación otorgadas 
por la Secretaría de Ciencia y Técnica de la 
UNSL; y una beca doctoral de CONICET. 
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Resumen: 
En esta línea de investigación se estudian 
y analizan diferentes técnicas de 
clasificación, segmentación y extracción 
de contornos de imágenes digitales, en 
particular se centra la atención en las 
líneas de investigación que utilizan el 
algoritmo DeepMask, algoritmos 
evolutivos y redes neuronales. Se 
presentan aquí algunos resultados 
preliminares y se pretende aplicarlos a 
imágenes obtenidas mediante 
microscopios, específicamente a aquellas 
parametrizadas según la técnica de 
Micronúcleos y Ensayo Cometa, ambos 
empleados por el Laboratorio de 
Citogenética General y Monitoreo 
Ambiental de la UNaM-IBS-CONICET 
para la detección de daños celulares. 
 
Palabras claves: imágenes digitales, 
microscopio, patrones de imágenes, 
algoritmos de segmentación, extracción de 
contornos, redes neuronales, clasificación 
de imágenes.  
 
Contexto: 
La línea de investigación en que se 
enmarca el proyecto corresponde a la 
propuesta de tesis para acceder al título de 
Magíster en Tecnologías de la Información 
dictado conjuntamente por la Universidad 
Nacional de Misiones (UNaM) y la 
Universidad Nacional del Nordeste 
(UNNE). Se diseña según lo relevado en el 
Laboratorio de Citogenética General y 
Monitoreo Ambiental que se emplaza en la 
UNaM. El área de Monitoreo Ambiental 
analiza el daño genético en organismos 
acuáticos y su impacto sobre la salud 
humana como consecuencia de la 
exposición a contaminantes urbanos e 
industriales presentes en los ríos y arroyos 
de la Provincia de Misiones. Actualmente 
se aplican dos técnicas específicas: el Test 
o Técnica de Micronúcleos y Ensayo 
Cometa o Electroforesis en gel de células 
XX Workshop de Investigadores en Ciencias de la Computacio´n 401
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
individuales, a muestras tomadas del Río 
Paraná, por ejemplo [1]. Para facilitar el 
trabajo del Laboratorio, se propone 
investigar la posibilidad de aplicar técnicas 
de clasificación, segmentación y 
extracción de contornos de las imágenes 
digitales producidas por microscopio. 
 
Introducción: 
Descripción de actividades del Laboratorio 
de Citogenética General y Monitoreo 
Ambiental, Instituto de Biología 
Subtropical; Facultad de Ciencias Exactas, 
Químicas y Naturales; Universidad 
Nacional de Misiones; CONICET 
(UNAM-IBS-CONICET): 
El Laboratorio de Citogenética General y 
Monitoreo Ambiental inició sus 
actividades en el año 1989, dedicándose a 
estudios citogenético-evolutivos en 
diferentes modelos animales con principal 
énfasis en peces neo tropicales de agua 
dulce. Luego se incorporó la línea de 
citogenética humana, prestando servicios 
de diagnóstico en convenio entre la UNaM 
y el Instituto de Previsión Social de la 
Provincia de Misiones (IPS). Y a partir del 
año 1993 se incluyó la línea de 
mutagénesis y monitoreo ambiental, que 
tiene como objetivos estudiar el impacto 
de contaminantes en ambientes naturales y 
en bioensayos de laboratorio a través de 
técnicas citogenético-moleculares. 
Actualmente, el laboratorio está 
constituido por su director, el Dr. Alberto 
Fenocchio; docentes-investigadores: 
Mgter. Cristina Pastori, Dra. Jacqueline 
Caffetti y Lic. Héctor Roncati; así como 
tesistas, becarios de grado y postgrado: 
Lic. Ulises Pioli, Lic. Melina Maldonado y 
los alumnos Angemara Rau y Sergio 
Müller. 
El laboratorio en su línea de investigación 
referida a agentes contaminantes acuáticos,  
aplica técnicas específicas de genética 
toxicológica, como el Ensayo Cometa o el 
Test de Micronúcleos. Estos denominados 
“biomarcadores genéticos” [1], son útiles 
como señales de alerta temprana en cursos 
de agua contaminados y, por lo tanto, su 
análisis resulta de interés predictivo en 
evaluaciones de estado de calidad de 
cursos hídricos y manejo de cuencas. 
En el test de Micronúcleos, los protocolos 
aceptados internacionalmente exigen el 
recuento de 1000 a 2000 células por 
individuo (considerándose al menos el 
análisis de 10-15 individuos por cada sitio 
estudiado). Estas células son clasificadas 
en distintos subtipos de acuerdo al daño 
que presenten, por ejemplo: células 
normales, células con micronúcleos, y otro 
grupo denominado células con alteraciones 
de la morfología nuclear que a su vez 
incluyen: núcleos con lobulaciones, con 
muescas, con hendiduras, en forma de 
ocho, con gemaciones, con puentes, 
binucleadas, entre otras. Este análisis debe 
hacerse mediante el uso del microscopio, 
recorriendo todo el preparado en el mayor 
aumento (100X), según los protocolos de 
referencia [2, 3, 4]. 
El Ensayo Cometa, es otra técnica donde 
se cuentan 100 células por cada individuo 
(de un total de 10-15 individuos por 
tratamiento). Estas 100 células se 
clasifican en 5 clases dependiendo de la 
intensidad de fluorescencia y el largo de 
las “colas de los cometas” que son 
equivalentes a la cantidad de ADN 
fragmentado o con daño: Clase 0 (sin 
daño, es decir, no tiene cola); Clase 1 
(tamaño de la cola hasta una vez el 
diámetro de la cabeza); clase 2 (tamaño de 
la cola hasta dos veces el diámetro de la 
cabeza); clase 3 (tamaño de la cola hasta 
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tres veces el diámetro de la cabeza) y clase 
4 (casi todo el ADN aparece fragmentado 
en la cola). 
El registro y clasificación de estos tipos 
celulares se hace manualmente Una vez se 
clasifican todas las células en las 5 clases, 
debe calcularse escore de daño por cada 
individuo y, a su vez, por cada tratamiento 
(promediando los datos de los 10-15 
individuos). 
El registro manual que lleva adelante el 
Laboratorio, incluye anotaciones en 
cuadernos del número de células en cada 
clase y luego pasar los datos a una planilla 
de Excel para el cálculo del score o ID.  
Actualmente cuando se habla de 
tratamiento de las imágenes digitales, se 
pueden citar un gran número de técnicas y 
desarrollos que se encuentran en constante 
perfeccionamiento, entre ellos la capacidad 
de segmentación y clasificación de una 
imagen tratándola como un objeto. La 
segmentación semántica a nivel de 
instancia o la segmentación de instancia, 
por ejemplo, es la tarea de detectar y 
segmentar conjuntamente instancias 
individuales de objetos en una imagen [6]. 
La extracción de contornos en imágenes 
digitales es una operación que facilita 
también los procesos de segmentación e 
identificación de patrones, tanto para 
tareas de reconocimiento e interpretación, 
como también de clasificación de objetos 
[7]. 
Se inicia la investigación con la 
posibilidad de obtener imágenes digitales 
en el Laboratorio de Citogenética General 
y Monitoreo Ambiental a través del uso 
del microscopio y una cámara. El objetivo 
del procesamiento digital de dichas 
imágenes, que se plantea en esta 
investigación, es extraer información útil 
que pueda parametrizarse según las 
técnicas de Test de Micronúcleos o Ensayo 
Cometa. 
 
Líneas de Investigación y Desarrollo: 
Para el Test de Micronúcleos se propone 
investigar la posibilidad de brindar un 
tratamiento de imagen que logre el corte 
del recuento al alcanzar el total de células 
requeridas (1000 o 2000 según 
corresponda) y a la vez de permitir 
codificar cada uno de los subtipos 
celulares en una misma plantilla donde 
finalmente se calculan tanto los totales de 
células analizadas en cada clase como las 
frecuencias finales de cada grupo. 
Actualmente, las líneas de investigación 
son: identificación y detección de 
imágenes a través de la detección de 
contornos según la propuesta de R. Katzy 
y  C. Delrieux [8]. Básicamente, un 
operador gradiente, herramienta utilizada 
para la detección de las variaciones en los 
niveles de intensidad que pudieran 
corresponder a los contornos de interés. Y, 
red neuronal convolucional (CNN) única 
para generar cuadros de delimitación, 
máscaras de segmentación y clasificar 
objetos en paralelo, utilizando el algoritmo 
DeepMask [6]. Investigación en la que una 
CNN profunda aprende a generar máscaras 
de segmentación de objetos a partir de una 
imagen de entrada.  
 
Para la mejora del Ensayo Cometa en test 
de fluorescencia (captura, clasificación, 
conteo y gestión de los resultados) se 
usarán técnicas digitales que combinan 
algoritmos matemáticos y 
computacionales que incluyen fuzzy logic 
[15], redes neuronales [16] y gestión del 
conocimiento [17]. La captura en este 
momento se realiza a través de cámaras 
digitales sobre el microscopio, en un 
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espacio de total oscuridad para que el 
reactivo aplicado presente la fluorescencia. 
Se propone tratamiento de estas imágenes 
de tipo .jpg, a través de técnicas digitales  
y/o control predictivo con Modelo MPC 
para la clasificación [20] y conteo. Con 
esta  clasificación, junto al score y 
aplicando gestión del conocimiento [17], 
se intentará ver la evolución de los daños 
en ADN, o bien, poder predecir 
compatibilidad en prótesis de acuerdo a 
aleación de metales en cada individuo. El 
objetivo del Modelo MPC consiste en el 
hallazgo de una trayectoria futura de la 
variable manipulada u. Es decir la 
implementación de un algoritmo de 
control predictivo en espacio de estados. 
Esto se logra utilizando un modelo de 
predicción que describe el comportamiento 
de las variables del proceso a controlar, el 
cual reside en el controlador [18].  
Las predicciones dependen de los valores 
conocidos hasta el instante ki y de las 
señales de control futuras. La solución al 
problema devuelve un vector que contiene 
las acciones de control futuras cuya 
dimensión depende del horizonte de 
control, sin embargo, solamente el primer 
elemento de este vector debe ser enviado a 
la planta. Este proceso se vuelve a repetir 
para cada instante ki. 
 
Resultados obtenidos/esperados: 
Hasta el momento, se estudiaron y 
analizaron diferentes fuentes de 
información para definir aquellas técnicas 
de clasificación de imágenes, incluso 
aquellas capturadas por microscopio, que 
tienen menor margen de error en cuanto a 
la detección de objetos y por consiguiente, 
menor intervención humana a la hora de 
procesarlos [9,10,11,12,13,14]. 
Se espera al finalizar la investigación, el 
desarrollo de un prototipo basado en la 
técnica de manipulación de imágenes que 
más se adapte a las especificaciones del 
Laboratorio de Citogenética General y 
Monitoreo Ambiental de la UNaM-IBS-
CONICET en la detección de daños 
celulares, planteando como línea de 
investigación futura, la posibilidad de 
trabajar en otros proyectos que 
actualmente se llevan a cabo en dicho 
Laboratorio. 
 
Formación de Recursos Humanos: 
Este proyecto de investigación forma parte 
del desarrollo de dos tesis de posgrado, 
correspondientes a la carrera de Magíster 
en Tecnologías de la Información dictada 
por la Universidad Nacional de Misiones y 
la Universidad Nacional del Nordeste. 
Cada tesis tiene como estudio de caso una 
técnica de análisis utilizada en el 
Laboratorio, es decir, una tesis trabaja con 
el Ensayo Cometa y la otra con el Test de 
Micronúcleos. La tesis que hace referencia 
al Ensayo Cometa se encuentra bajo la 
dirección de la Dra. María Inés Pisarello, y 
la tesis que se vincula al Test de 
Micronúcleos es dirigida por el Dr. Nelson 
Acosta.  Se articulan con la línea de 
investigación de la Becaria Postdoctoral 
del CONICET (Consejo Nacional de 
Investigaciones Científicas y Técnicas) en 
el Instituto de Biología Subtropical 
(UNaM-IBS-CONICET) que lleva 
adelante la codirección de ambas tesis.  
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RESUMEN 
En los campos de la Computación Gráfica y de 
la Visión por Computadora nos encontramos 
con dos desafíos importantes. En primer lugar, 
dentro del área de la Reconstrucción 3D, la 
recuperación de información de profundidad a 
partir de imágenes es una tarea laboriosa que 
requiere no sólo el análisis de características en 
las imágenes, sino también la correcta 
aplicación de las propiedades de la geometría 
de la perspectiva. 
Por otro lado, dentro del área de animación, 
conseguir una animación realista de humanos 
virtuales no es sólo una tarea sumamente 
compleja, sino que además, cualquier 
imperfección es altamente perceptible y 
produce el rechazo de quien lo observa. Es por 
esto que muchas aplicaciones utilizan capturas 
de movimientos para animar sus humanos 
virtuales.  
El objetivo general de esta línea de 
investigación consiste tanto en el estudio y 
análisis de técnicas de Reconstrucción 3D a 
partir de imágenes, como en el análisis de 
capturas de movimientos para identificar las 
principales características de los movimientos 
reales y modelar estos movimientos de manera 
que permitan ser reproducidos en la 
animaciones. 
Los trabajos se realizan dentro del VyGLab 
entre becarios y docentes investigadores de la 
Universidad Nacional del Sur. 
Palabras claves: Computación gráfica, Visión 
por Computadora, Reconstrucción 3D, 
Animación 3D, Mo-Cap. 
CONTEXTO 
Este trabajo se lleva a cabo en el Laboratorio de 
Investigación y Desarrollo en Visualización y 
Computación Gráfica (VyGLab) del 
Departamento de Ciencias e Ingeniería de la 
Computación, de la Universidad Nacional del 
Sur. Los trabajos realizados bajo esta línea 
involucran a docentes investigadores y 
becarios. 
La línea de Investigación presentada está 
inserta en el proyecto acreditado Análisis Visual 
de Grandes Conjuntos de Datos (24/N037), 
dirigido por la Dra. Silvia Castro y en el 
proyecto Análisis de Capturas de Movimientos 
para la Animación de Humanos Virtuales 
(24/ZN33) dirigido por la Dra. Dana Urribarri; 
ambos financiados por la Secretaría General de 
Ciencia y Tecnología de la Universidad 
Nacional del Sur. 
1. INTRODUCCIÓN 
Dentro de esta línea de Investigación se está 
trabajando en la reconstrucción 3D a partir de 
fotografías y en el análisis de Capturas de 
movimientos (Mo-Caps) para la animación de 
humanos virtuales 
1.1 Reconstrucción 3D 
La Reconstrucción 3D a partir de imágenes 
consiste en recuperar la información de la 
profundidad de la escena en cada uno de los 
puntos proyectados en el plano de la imagen 
(píxeles). Se trata de un área que ha recibido 
gran atención durante el siglo pasado y el 
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actual, en la cual se ha desarrollado el estudio 
de las relaciones geométricas entre las 
proyecciones de una escena a diferentes puntos 
de vista [17], pero que aún dista de ser un 
problema solucionado. 
En los últimos años, el campo de la Visión por 
Computadora se ha visto ampliamente afectado 
por los avances en las técnicas de Deep 
Learning (DL), especialmente por la aplicación 
de Redes Neuronales Convolucionales que han 
obtenido rendimientos superiores a las técnicas 
tradicionales en la amplia mayoría de los 
tópicos de interés del campo, como 
Clasificación de Imágenes, Detección de 
Objetos, Segmentación Semántica y 
Reconstrucción 3D, entre otros. La capacidad 
de estas redes para capturar características de 
las imágenes de diferentes complejidades sin la 
necesidad del diseño explícito por parte del 
humano las hace atractivas para la 
Reconstrucción 3D, donde la gran variabilidad 
de los datos visuales y su alta dimensionalidad 
(potencialmente millones de píxeles) dificulta 
dicho diseño. Varios trabajos relacionados han 
sido publicados en los que se entrena las redes 
para traducir una imagen a un mapa de 
profundidades [12, 13]. 
A pesar de su atractivo, una de las principales 
dificultades  en la aplicación del DL a la 
Reconstrucción 3D se encuentra en la 
necesidad de contar con un gran volumen de 
datos etiquetados con información de 
profundidad para supervisar el entrenamiento 
de estas redes. La obtención de estas etiquetas 
debe realizarse mediante sensores y/o en 
entornos controlados o sintéticos, y en muchos 
casos requiere un procesamiento manual antes 
de poder ser utilizadas por las técnicas de DL, 
haciendo que el volumen de datos no sea 
fácilmente escalable. 
De esto se desprende la necesidad de nuevas 
técnicas que permitan entrenar redes neuronales 
convolucionales con menor cantidad de datos, 
aprovechando el conocimiento geométrico 
desarrollado durante las últimas décadas, 
evitando el acercamiento naive que deja la 
totalidad de la tarea de la reconstrucción a las 
redes neuronales, esperando que no sólo 
aprendan características de las imágenes, sino 
también relaciones propias de la geometría de 
la perspectiva. 
1.2 Animación de Humanos Virtuales 
El análisis del movimiento humano (Human 
Movement Analisys, HMA) se refiere al análisis 
e interpretación de los movimientos humanos 
en el tiempo [1,3]. Durante décadas, fue un 
campo de investigación que atravesaba varias 
áreas: biología, psicología, multimedia, etc. En 
el campo de la visión por computadora, el HMA 
emergió gracias al video y a la aparición de 
sofisticados algoritmos de dominio público. 
Las tecnologías de Mo-Cap han agregado al 
HMA la posibilidad de analizar el movimiento a 
partir de una representación en 3D del 
esqueleto [14].Por otro lado, hoy en día, los 
ambientes sintéticos habitados por humanos 
virtuales (HHVV) son habituales en un 
sinnúmero de aplicaciones [6,15,16,18]. Sin 
embargo, crear un humano virtual (HV) es una 
tarea sumamente compleja. Dado que estamos 
acostumbrados a cómo luce hasta el último 
detalle de un humano, cualquier imperfección 
en el HV es altamente perceptible y produce el 
rechazo de quien lo observa [2,7,9]. La teoría 
del valle inquietante sostiene que cuanto más 
cerca se está de lograr algo artificialmente 
humano, mayor es el nivel de rechazo que hay 
en los observadores humanos [19]. 
Actualmente existen diversas técnicas para 
realizar animaciones interactivas en tiempo real 
[20]; éstas técnicas difieren en el trade–off que 
ofrecen entre la cantidad de control sobre el 
movimiento, la exactitud y naturalidad del 
movimiento resultante y el tiempo de cálculo 
requerido. Elegir la técnica adecuada depende 
de las necesidades de la aplicación. 
Es por esto que en muchas aplicaciones se 
utilizan Mo-Caps almacenados en bases de 
datos que posteriormente se trasladan a los 
modelos de HHVV para animarlos. Teniendo 
en cuenta que se debe almacenar una gran 
cantidad de Mo-Caps para obtener diversidad 
de movimientos y que estos pueden aplicarse 
solo en escenarios previamente planeados, 
surge la necesidad de contar con métodos 
alternativos para sintetizar humanos que se 
comporten naturalmente. Una estrategia 
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tradicionalmente empleada es la utilización de 
las capturas de movimiento conjuntamente con 
métodos algorítmicos; sin embargo estos 
últimos aproximan burdamente las restricciones 
físicas del cuerpo y del entorno y por lo tanto 
generan artefactos visuales e intersecciones 
entre los objetos.El movimiento del cuerpo 
humano se puede describir desde varios puntos 
de vista, por ejemplo el mecanismo del 
movimiento en el espacio y el tiempo, la 
expresividad cualitativa del movimiento, la 
trayectoria del movimiento en el espacio, el 
ritmo y la coordinación del movimiento, entre 
otras características.Lograr que los HHVV se 
muevan de manera aceptable es un desafío que 
requiere identificar las principales 
características de los movimientos reales y 
modelar estos movimientos de manera que 
permitan ser reproducidos en la animación de 
HHVV. 
Un mejor entendimiento de los factores que 
hacen al movimiento humano reconocible y 
aceptable es de gran valor en las aplicaciones 
que requieren realismo en los movimientos de 
los personajes virtuales [4,7]. La animación 
realista de un HV es un problema desafiante. 
Los procesos biomecánicos y fisiológicos que 
ocasionan el movimiento son difíciles de 
entender y replicar. 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
En el contexto de esta línea de investigación se 
están realizando paralelamente los siguientes 
trabajos: 
 Reconstrucción 3D a partir de imágenes en 
tiempo real. 
 Análisis de Mo-Caps para la animación de 
humanos virtuales. 
1.1 Reconstrucción 3D 
Los desafíos más significativos que se plantean 
en el proceso de Reconstrucción 3D mediante 
técnicas de Deep Learning los constituyen: 
 La obtención tanto de la secuencia de 
imágenes como de la información de 
profundidad de cada píxel. 
 La variabilidad de iluminación/color de 
puntos correspondientes en imágenes desde 
distintos puntos de vista. 
 El entrenamiento de redes neuronales con 
volúmenes de datos limitados, que tengan la 
capacidad de predecir correctamente la 
profundidad de una escena nunca vista 
(generalización). 
 La asignación de información de color a los 
puntos reconstruidos, pese a cambios de 
iluminación en las distintas imágenes. 
 El diseño y desarrollo eficiente y usable del 
proceso de reconstrucción 3D en tiempo 
real. 
1.2 Animación de Humanos Virtuales 
En el contexto de animación de humanos 
virtuales, hay varias líneas de trabajo que es 
necesario atacar para enfrentar este desafío:En 
primera instancia es necesario contar con 
herramientas que permitan analizar 
comparativamente diferentes repeticiones de 
una secuencia de movimientos. Este análisis 
puede llevar a identificar secuencias 
correctamente ejecutadas, medir la experiencia 
de una persona realizando un movimiento, 
identificar cuáles son las falencias en la 
realización de una rutina, etc. Por otro lado, es 
necesario identificar las propiedades que, 
además de la trayectoria, hacen al movimiento 
humano. ¿Qué hace que dos rutinas que 
ejecutan la misma secuencia de movimientos se 
perciban de forma diferente?En cuanto a la 
animación de HHVV, contar con herramientas 
de comparación permite identificar cuáles son 
los puntos débiles de los movimientos 
sintéticos y tomar medidas para corregirlos. 
3. RESULTADOS 
OBTENIDOS/ESPERADOS 
1.1 Reconstrucción 3D 
Esta línea de investigación explora la 
reconstrucción 3D de escenas continuas, donde 
se requiere la estimación de profundidad de 
cada uno de los cuadros que la constituyen. 
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El problema puede clasificarse como una 
regresión densa donde se estima, para cada 
píxel, su distancia respecto a la cámara. Para 
ello se han diseñado diferentes arquitecturas de 
redes neuronales convolucionales, partiendo de 
redes probadas en tareas de regresión por píxel 
[10, 11] y se ha supervisado su entrenamiento 
con diferentes datasets públicamente 
disponibles [5, 8].  
Hasta el momento, la estimación se ha 
realizado de manera independiente para cada 
cuadro, sin tener en cuenta la relación de los 
mismos en el tiempo. Se investigará la 
aplicación de técnicas de Deep Learning que 
permitan incorporar esta relación temporal, 
como la utilización de Redes Neuronales 
Recurrentes. El objetivo es aprovechar 
predicciones de cuadros previos en la secuencia 
de manera de predecir la profundidad de cada 
cuadro no sólo por la información presente en 
el mismo, sino también en su contexto. 
La correcta estimación de la profundidad en los 
cuadros de la secuencia representa un paso 
fundamental en la reconstrucción, modelado y 
posterior animación de la misma. 
1.2 Animación de Humanos Virtuales 
Esta línea de investigación se centra en el 
análisis comparativo de capturas de 
movimientos en el dominio específico del 
karate. 
En colaboración con el “Geometry and 
Graphics Group” del Departamento de 
Informática, Bioingeniería, Robótica e 
Ingeniería en Sistemas (DIBRIS) de la 
Universidad de Génova (www.unige.it), Italia, 
se han conseguido Mo-Caps de varios 
karatekas, tanto expertos como novatos, 
realizando la misma rutina de entrenamiento. 
Actualmente se logró acondicionar los datos 
para comenzar con los análisis comparativos: 
 Inicialmente, se han completado las 
capturas de movimiento. 
 Luego, las capturas se alinearon y 
normalizaron en el tiempo. De esta forma el 
análisis posterior es independiente de la 
altura de las personas y de la orientación 
con la se realiza la rutina. 
 Finalmente, se han alineado en el tiempo 
para evitar que pequeños desajustes en la 
velocidad de ejecución de la rutina incidan 
negativamente en la comparación. 
A partir de ahora se continuará analizando 
técnicas para, a partir de parámetros 
estadísticos, clusterización y  técnicas de Deep 
Learning como Recurrent Neural Networks y 
Convolutional Neural Networks entre otras, 
comparar las secuencias y distinguir 
automáticamente las secuencias realizadas por 
atletas expertos de atletas con niveles de 
experiencia menores. De esta forma se espera 
lograr un análisis comparativo de movimientos 
realizados por atletas expertos, intermedios y 
novatos. 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
En lo que concierne a la formación de recursos 
humanos se incentiva la incorporación de 
alumnos que deseen realizar su tesina o trabajo 
final de carrera en alguno de estos temas. Por 
otro lado, el Ing. Larregui está realizando su 
trabajo de tesis doctoral bajo la dirección de la 
Dra. Castro en el tema de Estimación de 
Profundidad en tiempo real mediante la 
utilización de técnicas de Deep Learning. 
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Este trabajo se encuentra en el marco de un 
proyecto de investigación que  plantea  entre 
sus objetivos aportar conocimiento a la 
problemática del aprendizaje de la 
programación en carreras universitarias, en 
escenarios en los que los límites entre la 
Educación  Formal e Informal se difuminan. 
Esta investigación propone la generación de 
estrategias didáctico/pedagógicas, que   
integrando  el entorno institucional de la 
Educación Formal con el conjunto de 
aplicaciones y servicios de  web 2.0 con las 
que el alumno se encuentra altamente 
familiarizado -Educación Informal-  , y 
atendiendo lineamientos  de teorías 
psicosociales,  favorezcan el desarrollo de 
competencias básicas de un alumno que 
cursa una carrera de programación.   Se 
espera que el conocimiento resultante de la 
investigación, permita  fortalecer la 
participación del alumno en su proceso de 
aprendizaje y en la toma de decisiones que 
implica la construcción de algoritmos 
computacionales. Se considera que las 
estrategias propuestas  pueden resultar 
herramientas valiosas para aquellos docentes 
dispuestos a innovar sus prácticas, mediante  
la articulación de los espacios de trabajo 
institucionales con aquellos que el alumno 
recorre en su cotidianeidad, así como 











Este trabajo se enmarca dentro  del  
Programa Permanente de Educación a 
Distancia y del Departamento de 
Informática de la Facultad de Ciencias 
Exactas de la Universidad Nacional de San 
Juan, con aplicaciones en el Campus Virtual 
de la UNSJ. Integran el grupo de 
investigadores, docentes de cátedras del área 
Algoritmos y Lenguajes y Sistemas de 
Información correspondientes a las carreras 
Licenciatura en Ciencias de la 
Computación-LCC- y Licenciatura en 
Sistemas de Información-LSI- de la Facultad 
de Ciencias Exactas. 
 A partir del 2005 el Programa Permanente 
de Investigación Educación a Distancia 
desarrolla conocimientos y experiencia en 
relación a la incidencia de las tecnologías en 
los procesos de aprendizaje y en la 
construcción de conocimiento. Posee 
recursos humanos especializados en 
Tecnología Educativa con formación en  
Maestrías y Doctorados en Informática y 
Educación, así como en Tecnologías 
Informáticas Aplicadas a Educación. 
Además cuenta con profesionales de vasta 
experiencia en la enseñanza de la 
programación, que a través de los años han 
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acumulado un valioso bagaje de 
conocimiento en la temática.  
 
1. INTRODUCCIÓN 
La enseñanza de la Programación   no es una 
tarea sencilla. Criado Clavero (2006) 
expresa que Programar significa planificar y 
concretar la secuencia de órdenes concisas 
que se debe dar al ordenador para la 
realización de una tarea.  
Ciertas habilidades cognitivas son relevantes 
al momento del aprendizaje de los 
fundamentos de programación, tales como la 
capacidad de abstracción, una buena aptitud 
lógico-matemática y la habilidad para la 
resolución de  problemas de tipo 
algorítmico.  
Esta actividad no es sencilla para los 
alumnos, lo que produce a través de los años 
un importante desgranamiento en distintas 
universidades y en particular en los primeros 
años de las  carreras LCC y LSI de la 
Facultad de Ciencias Exactas de la UNSJ. 
Esto es atribuido a que en general no han 
adquirido, antes de ingresar a la universidad, 
algunas  competencias necesarias tal como 
capacidad de abstracción, análisis, síntesis; 
responsabilidad y compromiso en su proceso 
de aprendizaje; actitudes para trabajar en 
grupo y para comunicar sus puntos de vista 
en forma oral y escrita, todas ellas  
fundamentales para la construcción  de 
algoritmos. 
Tejada Díaz(2017) puntualiza que pro-
mover en las universidades un proceso de 
formación para posibilitar el acceso al 
conocimiento y disminuir las brechas 
cognitivas, tecnológicas y sociales, implica 
mejorar las estrategias para facilitar un 
aprendizaje integral. Es necesario modificar 
y transformar prácticas relacionadas con el 
enseñar y aprender, de manera que:  
 De un  proceso centrado en la 
enseñanza se pase a uno centrado en el 
aprendizaje. 
 Se combinen  contextos y espacios 
físicos presenciales con los ambientes 
virtuales, se utilicen  redes  que 
favorezcan la generación del 
conocimiento colaborativo, la 
socialización, el intercambio,  donde  
los estudiantes se convierten en sujetos 
que aprenden y enseñan. 
 Se logre la integración sistémica y 
holística expresada en competencias, 
como cualidad humana que se 
configura como la máxima expresión 
de logros de aprendizajes y de 
desarrollo socio profesional.  
Por su parte, Dolors Reig (2017) expresa 
que  es necesario reflexionar sobre la 
educación en un contexto en el que la 
tecnología se hace ubicua y permea todos 
los ámbitos de la vida de los jóvenes. La 
pregunta ya no es cómo se puede  aprender 
mejor con las TIC, sino como están 
influyendo en el aprendizaje, para valorar 
sus riesgos, pero, sobre todo, las grandes 
oportunidades que ofrecen. El auto- 
aprendizaje, los nuevos contextos educativos 
y los aprendizajes no formales que las TIC 
facilitan y potencian deben ser aspectos a 
tener muy en cuenta por parte de profesores. 
Los cambios tecnológicos producidos por la 
digitalización de la cultura producen nuevas 
exigencias a las instituciones educativas  en 
términos de la construcción de conocimiento 
y propone  pensar nuevos escenarios de 
aprendizaje 
Esa reflexión debe hacerse  desde los 
distintos componentes de la educación: 
 El desarrollo cognitivo (secuenciación, 
esquemas espacio-temporales, 
estructuras cognitivas...). 
 La individualización (lo emocional-
afectivo, la consistencia ética y 
moral...). 
 La socialización (como persona y 
como ciudadano). 
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Joyanes Aguilar (1996) indica que "para la 
mayoría de los estudiantes, el conocimiento 
inicial eficiente de conceptos básicos tales 
como algoritmos y estructura de datos, así 
como el modo de aprender a resolver 
problemas mediante computadoras, suele ser 
vital debido a la trascendencia que un 
aprendizaje gradual y correcto supondrá 
para su carrera y sobre todo para sus 
primeros cursos en la universidad". 
Es importante no perder de vista esta 
afirmación que permanece vigente en la 
actualidad. La construcción de este modelo 
de aprendizaje debe estar nutrida de las 
ventajas que aportan la evolución del 
conocimiento y las nuevas herramientas que 
aportan las teorías de vanguardia. 
Disminuir brechas cognitivas implica 
atender las características de alumnos que se 
desarrollan en un contexto impactado 
fuertemente por  diferentes servicios y 
aplicaciones de la web 2.0, que les permite   
dejar de ser  un consumidor pasivo y  
transformarse en productor de contenidos, 
que comparte en diferentes redes sociales.  
 
Según Besada Estevez (2014), en este 
contexto, los límites tradicionales que 
separan la Educación Formal de la 
Educación Informal  se han vuelto 
permeables, en función del repertorio de 
contenidos digitalizados disponibles a todos 
los usuarios: el acceso al conocimiento es 
cada vez más sencillo,  los procesos de 
enseñanza/aprendizaje se dan cada vez en 
más contextos y de una manera más 
dinámica en una fórmula próxima al 
aprendizaje bajo demanda. 
Para esta investigación se retoma la 
conceptualización de Coombs en Sirvent 
(2006) que define la Educación Formal 
como “altamente institucionalizada, 
cronológicamente graduada y 
jerárquicamente estructurada”. La 
Educación Informal es aquella que se realiza 
durante toda la vida, “en la que se adquieren 
y acumulan conocimientos, habilidades, 
actitudes y modos de discernimiento 
mediante las experiencias diarias. 
Por tanto el gran desafío de las instituciones 
de educación superior es  desarrollar 
ecosistemas de aprendizaje (Garcia-Holgado 
&Garcia-Penalvo, 2013; Llorens-Largo et 
al.,2014), donde se integren tanto las 
herramientas y recursos institucionales, 
como aquellos usados por los estudiantes en 
su aprendizaje personal. Esto requiere 
entonces reflexionar sobre los espacios 
personales donde el estudiante desarrolla y 
alcanza el conocimiento; espacios que se 
conocen en el campo científico y académico 
como Entornos Personales de Aprendizaje 
(PLE) (Attwell, 2007; Adell&Castaneda, 
2010; Casquero, Portillo& Benito, 2013). 
Estos nuevos ecosistemas, a los que 
llamamos Entornos Virtuales Flexibles 
(EVF) favorecen  la consideración de la 
dimensión individual, las características 
únicas de cada alumno,  con sus propias 
limitaciones, fortalezas, intereses, capaci-
dades y estilos de aprendizaje. La inte-
gración de   ambos espacios  aparece como 
una alternativa válida para superar los 
limitantes encontrados en el uso de las 
plataformas institucionales en la educación 
superior(Humanante-Ramos,Garcia-
Penalvo, & Conde, 2015). 
Por otro lado, frente a enfoques tradicionales 
de la formación basada en el conocimiento, 
en la actualidad se propone el enfoque de la 
formación basada en la competencia (FBC). 
En el aprendizaje por competencias, el 
estudiante necesita ser capaz de manejar el 
conocimiento, actualizarlo, seleccionar la 
información, conocer las fuentes de 
información y comprender lo aprendido para 
integrarlo a su base de conocimiento y 
adaptarlo a nuevas situaciones.(Blas Aritio, 
2007). 
Atender la componente emocional y afectiva 
desde lo individual y social, expresada por 
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DolorsReig, requiere investigar y analizar  
los aportes que la ciencia realiza sobre los 
sistemas atencionales,  los aspectos a tener 
en cuenta para mejorar el ambiente de 
aprendizaje, permitiendo comprender y 
mejorar el estado emocional, la autoestima, 
la motivación, la adaptabilidad,  la empatía, 
la toma de decisiones,  la cooperación, el 
trabajo en equipo (LogattGrabner,2015). 
Estas teorías consideran la   inteligencia 
como una capacidad (Howard Gardner) en 
donde se relacionan la genética y el medio 
ambiente (Logatt Grabner, 2015) y por tanto 
puede desarrollarse. Gagné (1986) explica 
que las actividades internas que intervienen 
en el proceso de aprendizaje tienen una 
estrecha conexión con las actividades 
externas, que da lugar a determinados 
resultados de aprendizaje. Es  necesario por 
tanto que el  docente genere condiciones 
externas lo más favorables posibles para que 
las   fases señaladas por el autor: 
motivación, comprensión, adquisición, 
retención, generalización, ejecución y 
realimentación, sean transitadas sin 
dificultades a la  hora de construir  
algoritmos computacionales. 
En este  escenario planteamos los  
interrogantes: ¿Es posible definir estrategias 
que permitan  acercar las componentes 
formal e informal que ofrece la tecnología 
para favorecer el aprendizaje de 
programación? ¿Podrán proponerse nuevas 
estrategias pedagógicas que permitan el 
crecimiento individual y grupal de nuestros 
alumnos  a partir del conocimiento 
propiciado desde teorías que aborden 
aspectos socio-emocionales? ¿Favorecerán 
estas estrategias el desarrollo de las 
competencias específicas necesarias para un 
estudiante de programación que ayuden a 
disminuir el desgranamiento? ¿Qué 
indicadores son adecuados para validar la 
implementación de estas estrategias? 
Esta investigación se propone favorecer el 
desarrollo de competencias básicas de un 
alumno que cursa una carrera de 
programación a partir de estrategias 
didáctico pedagógicas que   integren al 
entorno institucional de la Educación 
Formal, aplicaciones y servicios de  web 2.0 
con las que el alumno se encuentra 
altamente familiarizado y atendiendo 
lineamientos  de teorías psicosociales.   
 
2. LÍNEAS DE INVESTIGACIÓN, 
DESARROLLO E INNOVACIÓN 
Los ejes a abordar en  esta investigación 
son, el conocimiento tecnológico,  
pedagógico,  disciplinar y de teorías psico-
sociales,  dado que  integrar las TIC en el 
proceso de enseñanza/aprendizaje implica 
no solamente conocer las herramientas, sino 
también “reacomodar” las prácticas 
educativas, revisar y resignificar los 
conocimientos pedagógicos y disciplinares. 
 
3. RESULTADOS OBTENIDOS/ 
ESPERADOS 
Se han planteado los siguientes objetivos a 
alcanzar: 
 Identificar las competencias específicas 
para el aprendizaje de la Programación. 
 Identificar obstáculos que presentan los 
alumnos que inician la tarea de programar. 
 Definir estrategias de  uso de  un EVF para 
el desarrollo de competencias en el 
aprendizaje de la Programación. 
 Aplicar  principios básicos propiciados 
desde teorías psicosociales en las 
estrategias pedagógicas. 
 Evaluar las estrategias propuestas en 
cátedras de  carreras LCC y LSI-FCEFyN. 
 Conformar una comunidad virtual entre 
educadores del área Algoritmos y 
Lenguajes de  Programación, en relación a 
la problemática de entornos virtuales 
flexibles y enseñanza  aprendizaje de 
programación. 
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 4. FORMACIÓN DE RECURSOS 
HUMANOS 
Se considera que la capacitación de los 
docentes de las distintas áreas de las carreras 
LCC y LSI para la integración de las 
herramientas  usadas por los alumnos en su 
aprendizaje de la vida cotidiana, a la 
educación formal y la atención de la 
componente emocional permitirá disminuir 
el desgranamiento producido a través de los 
años. 
Miembros de este equipo son docentes de la 
Diplomatura “Educación y Nuevas 
Tecnologías en tiempos de convergencia”-
FCEFyN- por lo que estas estrategias 
podrían adecuarse a otras áreas disciplinares. 
Actualmente se realiza asesoramiento a tesis 
de Maestría y de Doctorado en temáticas 
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El presente trabajo se centra en la propuesta 
de construcción de una matriz de indicadores 
de competencias y habilidades en tiempo real 
a partir de la implementación de dos sistemas 
expertos vinculados en cascada, con una 
matriz inicial de indicadores de base teórica 
para luego del aprendizaje del segundo 
sistema experto construir una matriz de 
indicadores de base empírica de prácticas de 
educación digital y robótica educativa. 
  
Palabras clave: Robótica educativa, Sistemas 
Expertos, Inteligencia Artificial.  
 
CONTEXTO. 
La tecnología es una materia multidisciplinar, 
en la que los alumnos no sólo adquieren 
conocimientos en tecnología y ciencia, sino 
que también desarrollan habilidades creativas 
y sociales [1]. 
La tecnología educativa es un aprendizaje 
basado en la resolución de problemas 
aplicado a proyectos reales en los que 
alumnos y alumnas realizan los pasos 
necesarios para crear una herramienta o a 
resolver un problema. La robótica educativa 
es un sistema de enseñanza interdisciplinaria 
que potencia el desarrollo de habilidades y 
competencias en los alumnos. 
 
En este sentido, es fundamental integrar el 
aprendizaje de contenidos con la creatividad, 
innovación y el aprendizaje basado en 
proyectos ya que cumplen un rol significativo 
en las tendencias de incorporación de 
conocimientos tanto en la programación como 
en la robótica [2].  
 
El surgimiento de la inteligencia artificial 
como una  disciplina científica, y el desarrollo 
tecnológico que se ha impulsado en el campo 
de los sistemas expertos, ha abierto una nueva 
gama de posibilidades a docentes y alumnos 
en el marco de un modelo educativo centrado 
en el aprendizaje y no en la enseñanza [3]. 
 
La importancia de la construcción de 
indicadores reales de competencias y 
habilidades digitales según las edades de los 
estudiantes durante el proceso de aprendizaje, 
los conceptos fundamentales de los sistemas 
expertos y la actualización de reglas en 
cascada, los beneficios y limitaciones que 
ofrecen en el campo educativo y aplicaciones 
en el área de la robótica educativa constituyen 
temas de estudio en el presente trabajo. 
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1. INTRODUCCIÓN. 
La Inteligencia Artificial (IA) tiene como 
propósito reproducir las acciones y el 
razonamiento de los seres vivos inteligentes 
en dispositivos artificiales, con el objetivo de 
conseguir una teoría comprensiva de la 
inteligencia, tal como aparece en animales y 
máquinas. El ejemplo más paradigmático de 
máquinas inteligentes, son los Sistemas 
Basados en Conocimientos (SSBBCC), y los 
Sistemas Expertos (SSEE), como puede verse 
en [Britos, 2001; Rossi, 2001; Rizzi, 2001; 
Bermejo, 2002; Ierache, 2001; Cao, 2003; 
Diez, 2003; Gómez, 2003; Hossian, 2003]. A 
la actividad de construir estos sistemas se la 
denomina Ingeniería del Conocimiento 
[Hayes-Roth et al, 1983]. Un sistema experto 
se refiere a un software que permite imitar el 
comportamiento de un experto humano en la 
solución de un problema en particular [Hu, 
87]. 
Durante años el aprendizaje se basa en un 
modelo de enseñanza secuencial, donde 
primero se trabaja la teoría para luego aplicar 
en la práctica (y no en todas las asignaturas). 
Cuando incluimos herramientas digitales o 
TIC en los procesos de enseñanza, el modelo 
se invierte, aprender la práctica para luego 
entender la teoría. 
Las asignaturas de ciencias son más 
propensas a no quedarse en la teoría, si bien 
es verdad que en la actualidad el mundo 
atraviesa una crisis respecto a cuáles son los 
modelos de aprendizaje con mayor impacto 
para el contexto en el que nos encontramos, 
se necesitan más herramientas para llevar 
adelante este tipo de actividades.  
Cuando se trabaja con programación o 
robótica se fortalecen los enlaces en cuanto al 
trabajo en equipo y la colaboración entre 
pares; es por ello que se proponen 
metodologías ágiles de proyectos. De este 
modo se busca provocar en los estudiantes, 
entusiasmo por desarrollar habilidades y 
competencias que les permitan la 
construcción de saberes. 
Los avances de la inteligencia artificial en el 
campo de los sistemas expertos, están 
otorgando a profesores y estudiantes nuevas 
oportunidades, donde el proceso educativo, 
respetando la diversidad, permite la 
adquisición de competencias que han sido 
difíciles de alcanzar en la educación 
tradicional, tales como: aprendizaje auto 
dirigido, gestión del propio conocimiento, 
automotivación y autodirección [3]. 
 
 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO. 
El desarrollo de la propuesta comienza con el 
planteamiento de la situación real en base a 
una matriz de indicadores de competencias y 
habilidades digitales conformando un modelo 
inicial según las edades de los estudiantes. A 
partir de la matriz generada, se presenta la 
construcción del modelo para la 
representación del conocimiento experto en 
robótica educativa (integrando disciplinas 
como programación, psicopedagogía, diseño 
industrial, electrónica), y se diseña y formula 
el sistema experto. Este simula los procesos 
de reflexión propios de los expertos humanos 
en las áreas anteriormente mencionadas. 
Se propone el desarrollo de una plataforma 
web para la interacción con el estudiante con 
la implementación de la técnica de 
gamificación, donde por medio de desafíos se 
realice el registro de las actividades y los 
avances en la incorporación de los 
conocimientos. 
Cada desafío estará vinculado a un conjunto 
de competencias y habilidades, lo que nos 
permitirá obtener los avances. 
 
El registro de cada estudiante será la base de 
hechos del sistema experto, quien realizará las 
comparaciones necesarias para obtener el 
informe de acuerdo a los indicadores alojados 
en la base de conocimiento. 
En el caso de que el resultado sea positivo, y 
los avances en los desafíos correspondan a los 
esperados según los indicadores, el desafío 
será catalogado como buena práctica y 
conformará una base de casos de éxitos. 
En los casos donde los resultados no 
correspondan a ningún caso dentro de la base 
de reglas del sistema experto, será enviado a 
otro sistema experto de casos excepcionales, 
para observar el comportamiento de este tipo 
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de casos e identificar si son cambios en los 




Uno de los resultados esperados es que el 
sistema experto oriente al profesor en las 
decisiones metodológicas más eficaces para 
su práctica educativa teniendo en cuenta los 
diagnósticos elaborados sobre las 
características de los estudiantes del entorno 
de enseñanza-aprendizaje y las habilidades y 
destrezas del profesor. 
Una vez implementado y en funcionamiento 
el sistema experto tendrá la capacidad de 
identificar casos excepcionales a las reglas 
ingresadas por los expertos humanos. El 
sistema experto identificará en una base de 
datos temporal estos casos excepcionales para 
determinar cuándo se convierta en un nuevo 
patrón o en una modificación real de los 
indicadores.  
Es por ello que se plantea un segundo sistema 
experto que se actualice a partir de estos casos 
excepcionales, creando nuevos indicadores, 
adaptando así a los procesos de enseñanza 
reales de los estudiantes. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS. 
El presente trabajo representa la línea de 
Trabajo Final de Maestría correspondiente a 
la Maestría en Tecnologías de Información.  
La implementación plantea un impacto en 
estudiantes de los trayectos de Aprendiendo 
con Robótica de 5 a 20 años de la Escuela de 
Robótica de Misiones, realizado en 4 etapas 
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Desde el proyecto “Incorporación de 
Estrategias innovadoras en los Procesos de 
Enseñanza y de Aprendizajes de Informática”, 
nos proponemos investigar el impacto de 
diferentes estrategias tecno-pedagógicas sobre 
la enseñanza y el aprendizaje en algunos 
temas de informática. Dentro del gran 
espectro de posibilidades que brindan las 
actuales tecnologías para la enseñanza y el 
aprendizaje, orientaremos nuestra 
investigación sobre: la gamificación, los 
juegos serios y la robótica educativa. Desde lo 
pedagógico el foco estará en: el aprendizaje 
basado en problemas, el pensamiento 
computacional, los principios del buen 
aprendizaje y los estilos de aprendizaje. 
 Se desarrollarán estrategias innovadoras 
que definan secuencias de aprendizaje 
reutilizables que incluyan actividades, 
recursos y materiales para responder a la 
currícula de Informática. Una vez 
implementadas, se analizará cómo éstas 
influyen en el aprendizaje de los estudiantes y 
la motivación del docente.  
 
Palabras clave: gamificación, juegos 
serios, robótica educativa, aprendizaje 




En el marco de proyectos de investigación 
previos, completados a la fecha por este grupo 
investigación GrIDIE (Facultad de Ciencias 
Exactas y Naturales - UNLPam), se han 
desarrollado secuencias de aprendizaje y 
materiales educativos; se han evaluado 
diferentes entornos virtuales de aprendizaje, y 
se ha analizado el impacto de distintas 
aplicaciones informáticas en el proceso 
educativo. También se investigaron distintos 
aspectos del paradigma de objetos de 
aprendizaje y de los Repositorios 
educativos/institucionales que los alojan (que 
derivó en la instalación del Repositorio 
Institucional,  ReDi). Recientemente, el 
GrIDIE se enfocó también en el uso de 
gamificación y juegos serios para el diseño de 
ambientes educativos reales y virtuales. 
La experiencia alcanzada en estos años de 
investigación nos ha permitido consolidar el 
grupo de trabajo y, en 2018, dos de las líneas 
de investigación se transformaron en sendos 
proyectos de investigación: “Aprendizaje de 
las ciencias con tecnologías educativas” y 
“Incorporación de Estrategias innovadoras en 
los Procesos de Enseñanza y de Aprendizajes 
de Informática” ambos con evaluación 
externa y aprobados por RCD 27/18. 
 
Introducción 
En este trabajo presentamos el proyecto de 
investigación “Incorporación de Estrategias 
innovadoras en los Procesos de Enseñanza y 
de Aprendizajes de Informática”. El mismo, 
se enfoca analizar el impacto de distintas 
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tecnologías y metodologías de enseñanza 
utilizadas y que tienen el potencial de mejorar 
el aprendizaje de distintos temas de las 
Ciencias Informáticas. 
Como punto de partida para el proceso de 
investigación se pondrá el foco en la  
gamificación, los juegos serios y la robótica 
educativa; así como también en el aprendizaje 
basado en problemas, el pensamiento 
computacional, los principios del buen 
aprendizaje y los estilos de aprendizaje.  
Estilos de Aprendizaje 
Uno de los intereses actuales de la 
investigación en el ámbito educativo es 
indagar sobre los estilos de aprendizaje de los 
estudiantes. Los mismos, tiene una 
importancia sustancial para el diseño de la 
enseñanza y en la personalización de los 
aprendizajes. Felder & Silverman (1988) 
afirman que el aprendizaje de un estudiante se 
rige, por una parte, por habilidades propias 
que han sido adquiridas previamente, pero 
también por su estilo de aprendizaje y la 
compatibilidad de éste con el estilo de 
enseñanza del profesor. No existe un único 
modelo para estilos de aprendizaje (Zatarain 
& Barrón, 2011). Autores como  Alonso, 
Gallego & Honey (1995) y Honey & 
Mumford (1986) definen cuatro categorías: 
activos, reflexivos, teóricos y pragmáticos. 
Mientras que Felder  & Silverman (1988) 
utilizan: visual-verbal, sensitivo-intuitivo, 
secuencial-global, y activo-reflectivo. El 
modelo de la programación Neurolingüística 
(PNL) refiere tres estilos de aprendizaje y 
clasifica a los estudiantes en: visuales, 
auditivos y kinestésicos (Esquivel et al., 
2013). 
Pensamiento Computacional 
La enseñanza de la programación implica 
que aprender a analizar un problema, 
proponer posibles diseños de solución, 
seleccionar adecuado y probar/mejorar la 
solución. En síntesis, que el estudiante 
aprenda a resolver problemas y expresar la 
resolución en una secuencia eficiente de 
instrucciones.  
Se trata de una competencia compleja, que 
implica abstracción, refinamiento, 
modularidad, entre otros. Compañ-Rosique et 
al. (2015) afirman “Para cualquier persona 
diseñar la solución  a  un  problema  requiere  
de  un  esfuerzo  importante  de  abstracción,  
aún  más  si tiene que expresarla en forma de 
un algoritmo” (p.12). Para ello debe 
desarrollarse en los estudiantes el 
pensamiento computacional que, según los 
mismos autores,  “se  basa  en  resolver  
problemas  haciendo  uso  de conceptos  
fundamentales  de  la  informática” (p.1). Esto 
puede ser de suma utilidad, tanto para 
profesionales de la informática, como para 
quienes deben resolver un problema en sus 
vidas cotidianas. 
Aprendizaje Basado en Problemas 
El Aprendizaje Basado en Problemas 
(ABP) es un método de enseñanza y de 
aprendizaje centrado en el estudiante. El 
mismo, invierte la secuencia tradicional, 
presentando el problema a resolver como 
punto de partida para la adquisición de nuevos 
conocimientos. Según De la Torre et al. 
(2006), ABP incluye de manera implícita el 
desarrollo de habilidades, actitudes y valores 
benéficos para la mejora personal y 
profesional del estudiantes y promueve en 
ellos: gestión del conocimiento, la práctica 
reflexiva y la adaptación a los cambios. 
 
Juegos Digitales y Educación  
Prensky (2001) sostenía, casi dos décadas 
atrás, que nuestros estudiantes han cambiado 
radicalmente y ya no son las personas para las 
que el sistema educativo fue diseñado para 
enseñar. 
Muchos de nuestros estudiantes, toman 
parte de su formación informal a través de 
videojuegos, simuladores, ambientes 3D, 
realidad virtual/aumentada/4D. Recursos que 
ya habían sido señalados como de potencial 
educativo por Informe Horizonte edición 
2009 (Johnson, Levine & Smith, 2009).  
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En particular, “…los videojuegos 
representan un reto continuo para los usuarios 
que, además de observar y analizar el entorno, 
deben asimilar y retener información, realizar 
razonamientos inductivos y deductivos, 
construir y aplicar estrategias cognitivas de 
manera organizada y desarrollar determinadas 
habilidades psicomotrices (lateralidad, 
coordinación psicomotor, entre otras) para 
afrontar las situaciones problemáticas que se 
van sucediendo ante la pantalla. Aquí el 
jugador siempre se implica y se ve obligado a 
tomar decisiones y ejecutar acciones motoras 
continuamente…” (Marquès Graells, 2011). 
Los juegos digitales pueden clasificarse 
según su objetivo en: (i) para entretenimiento, 
(como Mario Brothers) y (ii) juegos serios 
(como Kokori). Estos últimos, son juegos 
digitales diseñados para educar, entrenar o 
informar (Michael & Chen, 2005). Existen 
actualmente, una importante cantidad de este 
tipo de juegos orientados al aprendizaje de 
distintos conceptos de informática, 
particularmente la programación de 
computadoras (Astudillo, Bast & Willging, 
2016). 
También se ha tomado desde la dinámica 
de estos juegos, una estrategia para innovar en 
el diseño de la clase, la gamificación. La cual, 
hace referencia al “uso de elementos del 
diseño de juegos en contextos no lúdicos” 
(Deterding et al., 2011, p.2). Como afirman 
Gallego et al. (2014) “gamificar es plantear 
un proceso de cualquier índole como si fuera 
un juego. Los participantes son jugadores y 
como tales son el centro del juego […] y 
deben divertirse mientras consiguen los 
objetivos propios del proceso gamificado” (p. 
2). Autores como McGonigal (2011) o Kapp 
(2012) coinciden en que los juegos digitales 
deben contar con las siguientes 
características: objetivos, reglas, desafíos o 
conflictos, competencia, colaboración y/o 
cooperación, retroalimentación y re-
jugabilidad (re-playability). Las mismas 
deben ser tenidas en cuenta al llevar adelante 
un proceso de gamificación. 
La aplicación de gamificación no se ciñe, 
únicamente, al ámbito educativo, sin embargo 
en este contexto pretende ir más allá de la 
motivación, buscando promover los 
aprendizajes a partir de la resolución de 
problemas a través de la interacción con el 
ambiente y/o con otros jugadores.  
Robótica educativa 
Como se afirma en el Horizon Report - 
Edición Educación Superior 2016 “La noción 
trabajar y vivir entre los robots es cada vez 
menos futurista y más práctica que nunca” 
(Johnson et al., 2016, p. 46). En este contexto, 
una tendencia que cobra fuerza es el uso de 
robots con fines educativos, la denominada 
robótica educativa. “La robótica se refiere al 
diseño y aplicación de robots, que son 
máquinas que realizan una serie de tareas 
automatizadas” (Johnson et al., 2016, p. 46). 
Aplicado al contexto educativo, la robótica 
“forma parte de un enfoque pedagógico 
centrado en el alumno, que le permite 
construir objetos tangibles de su propio 
diseño y con sentido para él.” (Vaillant, 2013, 
p. 38).  
Para Bruner (1961) es necesaria la 
participación activa del estudiante en el 
proceso de aprendizaje, donde estudiante y 
docente cooperan en la resolución del 
problema. La robótica educativa entonces, 
convierte a la robótica en un medio para 
alcanzar ciertos aprendizajes.  
Inicialmente, los robots cuentan con el 
potencial de facilitar el aprendizaje de un 
lenguaje de programación, propiciar la 
experimentación y estimular las competencias 
asociadas a la resolución de problemas, 
permite concretizar la relación existente entre 
software y hardware, y hacen posible además 
que el estudiante obtenga un resultado 
palpable de su producción, aportando 
entonces a la idea de “construccionismo”, que 
afirma que el  conocimiento se construye 
(Papert & Harel, 1991).  
 
Líneas de Investigación, 
Desarrollo e Innovación 
Este proyecto se desarrolla bajo la 
hipótesis de que es posible definir estrategias 
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innovadoras para la enseñanza y el 
aprendizaje de temas de informática, 
utilizando TIC, que impacten positivamente 
en la motivación de los estudiantes y en los 
diseños didácticos de los docentes. 
La línea central de investigación se 
focaliza en el impacto que resulta de la 
integración de estrategias innovadoras nuevas 
o existentes, que involucren el uso de TIC, 
para la enseñanza y el aprendizaje de temas 
de informática.  
Esto implicará investigar sobre la 
incorporación de juegos serios, los alcances 
de las robótica educativa, y de estrategias 
basadas en gamificación, así como también, 
cómo conjugar éstas con el aprendizaje 
basado en problemas y teniendo en cuenta los 
distintos estilos de aprendizaje, con el fin de 
desarrollar el pensamiento computacional y 
teniendo en cuenta los principios del buen 
aprendizaje. 
Resultados y Objetivos 
Los objetivos específicos del proyecto son: 
● Explorar las potencialidades de 
diferentes tipos de juegos serios como 
mediadores del proceso de enseñanza 
y de aprendizaje. 
● Relevar, analizar y adaptar estrategias 
que permitan la gamificación de 
ambientes educativos . 
● Relevar, analizar y adaptar  
experiencias usen robótica educativa 
para la enseñanza y/o el aprendizaje de 
conceptos de informática. 
● Medir el impacto de las estrategias 
seleccionadas en la motivación de 
docentes y estudiantes. 
● Relevar y evaluar entornos de 
desarrollo, de acceso libre, que 
permitan la programación desarrollar 
el pensamiento computacional.  
● Relevar y evaluar recursos y 
aplicaciones que permitan desarrollar 
actividades en ambientes  simulados. 
● Generar situaciones problemáticas, 
disponibles con licencia Creative 
Commons, desde el Repositorio ReDi. 
● Analizar el impacto sobre el rol 
docente de la introducción de la 
metodología de ABP  en algunas 
asignaturas del trayecto académico de 
los estudiantes. 
Los resultados esperados de la consecución 
de este proyecto serán: 
● Producción de estrategias innovadoras 
que permitan abordar distintos temas de 
informática a través de la inclusión de 
TIC. 
● Definición de estrategias basadas en ABP 
que favorezcan el pensamiento 
computacional. 
● Creación de recursos educativos abiertos. 
● Incremento de la cantidad de materiales y 
recursos didácticos publicados en el 
Repositorio Institucional. 
● Fortalecimiento del área de investigación 
en TIC aplicada en educación en nuestro 
medio. 
Formación de Recursos Humanos 
En este proyecto, un investigador formado 
y cuatro investigadores en formación, dos de 
los cuales alcanzaron el grado de Magíster 
durante 2016.  
En el marco del nuevo Plan de estudios del 
Profesorado en Computación, los estudiantes, 
deben acreditar la participación en proyectos 
de investigación. Actualmente, el proyecto 
cuenta con una estudiante avanzada 
realizando tareas en ese contexto. 
Referencias 
Alonso, C.M.; Gallego, D.L. y Honey, P. 
(1995). Los estilos de aprendizaje. 
Procedimientos de diagnóstico y mejora. 
Bilbao: Ediciones Mensajero. 
Astudillo, G. J., Bast, S. G., & Willging, P. 
A. (2016). Enfoque basado en gamificación 
para el aprendizaje de un lenguaje de 
programación. Virtualidad, Educación y 
Ciencia, 7(12), 125–142. 
Burbules, N. (2009). Ubiquitous Learning: A 
New Sociocultural Context for Education. 
Texto de la conferencia, II Congreso 
Internacional Educación, Lenguaje y 
Sociedad. Universidad Nacional de La 
Pampa. General Pico. 
XX Workshop de Investigadores en Ciencias de la Computacio´n 423
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
Bruner, J. S. (1961). The act of discovery. 
Harvard Educational Review, 4, 21-32. 
Compañ-Rosique, P., Satorre-Cuerda, R., 
Llorens-Largo, F., Molina-Carmona, R., 
(2015). Enseñando a programar: un camino 
directo para desarrollar el pensamiento 
computacional.RED- Revista de Educación a 
Distancia, 46(11).  DOI:10.6018/red/46/11 
De la Torre Solarte, G.; Narváez Paredes, 
E.; Rosas Guevara, L.; Romo Roseo, A.; 
Fernández Sandoval, N.;  Jiménez 
Chappotín, G.; Collazos Ordóñez, C.; 
Muñoz Rodríguez, D.; Erazo Santander, 
O.; Astaiza A, M.; Correa Correa Z (2006). 
Pensamiento Universitario - Propuesta 
Educativa.Universidad Cooperativa de 
Colombia. Facultad de Educación. Segunda 
Edición. ISBN: 958-8205-42-5 
Deterding, S., Khaled, R., Nacke, L. E., & 
Dixon, D. (2011). Gamification: Toward a 
definition. En CHI 2011 Gamification 
Workshop Proceedings. Vancouver, BC, 
Canada.  
Esquivel, P., Cantú, L., Cantú, M., 
Aguirre, D., & González, M. (2013). 
Determinación de los estilos de aprendizaje 
de los estudiantes de una licenciatura del área 
química (pp. 1578-1592). Presentado en 1er. 
Congreso Internacional de Investigación 
Educativa, Monterrey, Nuevo León.  
Felder, R. M., & Silverman, L. K. (1988). 
Learning and teaching styles in engineering 
education. Engineering education, 78(7), 
674–681.  
Gallego, F., Molina, R., & Faraón, L. 
(2014). Gamificar una propuesta docente. 
Diseñando experiencias positivas de 
aprendizaje. Presentado en XX Jornadas sobre 
la enseñanza universitaria de la informática, 
Oviedo, España.  
Honey, P. and Mumford, A. (1986a). The 
Manual of Learning Styles, Peter Honey 
Associates. 
Johnson, L., Adams Becker, S., Cummins, 
M., Estrada, V., Freeman, A., y Hall, C. 
(2016). NMC Informe Horizon 2016 Edición 
Superior de Educación. Austin, Texas: The 
New Media Consortium.  
Johnson, L., Levine, A., & Smith, R. 
(2009). Informe Horizon. Austin, Texas: The 
New Media Consortium. Traducción al 
español de The 2009 Horizon Report. 
Marquès Graells, P. (2011, Agosto 7). LOS 
VIDEOJUEGOS. LOS VIDEOJUEGOS. 
Página Web.  
McGonigal, J. (2011). Reality Is Broken: 
Why Games Make Us Better and How They 
Can Transform the World. New York: The 
Penguin Press.  
Michael, D. R., & Chen, S. L. (2005). 
Serious Games: Games That Educate, Train, 
and Inform. Muska & Lipman/Premier-Trade. 
Papert, S., & Harel, I. (1991). Situating 
constructionism. Constructionism, 36(2), 1–
11. 
Prensky, M. (2001). Digital Natives, Digital 
Immigrants. On the Horizon, 5(9), MCB 
University Press.  
Vaillant, D. (2013). Integración de TIC en los 
sistemas de formación docente inicial y 
continua para la Educación Básica en 




XX Workshop de Investigadores en Ciencias de la Computacio´n 424
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
Influencia del uso de la gamificación y las herramientas de evaluación 
continua en el proceso de enseñanza y aprendizaje 
Horacio René Del Giorgio; Verónica Inés Aubin; Leonardo José Blautzik; Lucas Videla; Renata Guatelli; 
José Luis Cabrera; Carolina Sánchez; Alejandro Goitea 
Departamento de Ingeniería e Investigaciones Tecnológicas 
Universidad Nacional de La Matanza. 
Florencio Varela 1903 - San Justo (CP 1754) 
Tel: 4480-8952  
hdelgiorgio@unlam.edu.ar; vaubin@unlam.edu.ar; leoblautzik@gmail.com; videla.lucas@gmail.com; 




Continuando con la idea de la cátedra de 
“Programación Avanzada” de la 
Universidad Nacional de La Matanza de 
incorporar metodologías activas para el 
proceso de enseñanza y aprendizaje, tales 
como la programación de a pares, el uso de 
PSP (Proceso Personal de Software), el 
trabajo colaborativo on-line, el aprendizaje 
basado en problemas y la clase invertida, se 
propone la idea de incorporar la evaluación 
continua y estudiar su efectividad para 
valorar la adquisición de las competencias 
esperadas en los estudiantes de Ingeniería 
Informática; en especial, la de trabajo en 
equipo.  
El seguimiento continuo de los equipos 
de estudiantes que persiguen el logro de un 
objetivo conduce hacia una pronta 
detección de errores, tanto en los enfoques 
como en la realización, y ayuda a corregir 
rápidamente los esfuerzos mal canalizados. 
Esto permite, además, comprobar el 
correcto balance de la participación de 
todos los integrantes de un equipo, evitando 
injusticias y previniendo conflictos.  
Siendo ésta la manera en que se realiza 
habitualmente el seguimiento de cualquier 
proyecto de software, la aplicación de estas 
estrategias didácticas específicas continúa 
con el propósito de la cátedra de 
incrementar las habilidades del estudiante 
en su desempeño académico y acercarlo de 
manera temprana a la actividad profesional. 
 
Palabras clave: Competencias, educación 
en ingeniería, metodologías, trabajo en 
equipo, evaluación continua. 
 
Contexto 
Este Proyecto de Investigación tiene su 
fundamento en el PEICB (Proyecto 
Estratégico de Ingeniería para Ciencias 
Básicas) del DIIT (Departamento de 
Ingeniería e Investigaciones Tecnológicas) 
de la UNLaM (Universidad Nacional de La 
Matanza), en el marco del Programa de 
fortalecimiento de las carreras de Ingeniería 
de la Secretaría de Políticas Universitarias 
(2012-2016).  
En el PEICB se propuso el desarrollo de 
estrategias pedagógicas superadoras que 
favorecieran procesos de aprendizaje 
significativos y la incorporación de 
enfoques basados en la formación por 
competencias tendientes a una mayor 
retención del alumnado. Para ello se 
recomendaron estrategias activas de 
enseñanza tales como aprendizaje basado 
en problemas, aprendizaje por proyectos, 
trabajo colaborativo, entre otras, como 
metodologías pedagógicas centrales en el 
desarrollo de las asignaturas.  
El tiempo de realización de este proyecto 
es de dos años, desde comienzos de 2018 a 
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Introducción 
El sistema educativo está atravesado por 
un conjunto de transformaciones sociales 
vinculadas al desarrollo de las TICs 
(Tecnologías de la Información y 
Comunicación). La adaptación de los 
procesos actuales a estos cambios implica 
que los modelos educativos a seguir deben 
someterse a una revisión, junto al papel de 
los participantes en dichos procesos, como 
así también los entornos donde se lleva a 
cabo el aprendizaje.  
Según Pérez Lindo, para construir esta 
nueva visión compleja de los procesos 
educativos hay que comenzar por reconocer 
que han entrado en crisis las ideas de 
realidad y verdad, los paradigmas sobre la 
subjetividad, la visión de los entornos 
naturales y culturales y los principios que 
guiaban los métodos de enseñanza 
tradicionales [Pérez Lindo, 2009]. 
Por otra parte, el cambio de paradigma 
en la educación, de la forma tradicional a la 
centrada en el estudiante, implica la 
necesidad de actualizar también la forma de 
evaluar. Estas nuevas modalidades de 
trabajo se ven fortalecidas al implementar 
una evaluación continua que permite un 
seguimiento tanto individual como del 
equipo de trabajo. 
El objetivo de incluir el trabajo 
colaborativo en la propuesta de la cátedra es 
crear situaciones en las cuales se generen 
interacciones productivas entre los 
estudiantes [Ronteltap & Eurelings, 2010]. 
Trabajar en equipos permite, a través de una 
función principalmente colaborativa, que 
los estudiantes adquieran destrezas 
interpersonales y cognitivas, así como 
habilidades que los capaciten para 
enfrentarse a distintas situaciones grupales 
a lo largo de su trayectoria académica y 
profesional. 
Adoptar el sistema de evaluación 
continua como una estrategia de evaluación 
formativa orientada al proceso de 
aprendizaje en lugar de evaluaciones 
puntuales permite aumentar la motivación 
del estudiante, valorar si el estudiante 
alcanzó no sólo los conocimientos 
esperados, sino también las competencias 
previamente definidas por el docente para 
una asignatura y tema en particular. Esta 
forma de trabajo también permite que la 
asimilación de conocimientos y el 
desarrollo de competencias por parte de los 
estudiantes se realice durante todo el 
proceso. Asimismo, aumenta en forma 
significativa el feedback entre el docente y 
los estudiantes. 
Por otra parte, la incorporación de las 
herramientas GitHub, Overlaf, y Travis al 
proceso de evaluación continua, permiten 
mejorar la forma de evaluar y acompañar a 
los estudiantes. Gran parte de las 
actividades quedan registradas y con ello se 
torna más simple, ante un problema 
presentado por algún estudiante, trazar su 
actividad y detectar el origen del mismo. 
La aplicación de herramientas de 
seguimiento que interactúen junto con 
GitHub o Travis, permite a su vez obtener 
mejoras sensibles en la relación con los 
estudiantes, ya que ahora poseen un 
feedback constante y en todo momento 
conocen en detalle su situación.  
Durante el 2017, una primera 
implementación de lo arriba mencionado ha 
permitido un seguimiento exitoso en un 
Taller de Programación dictado en ambos 
cuatrimestres. 
Dado que se puede supervisar el trabajo 
casi en tiempo real, se logra obtener 
información en cuanto a la participación de 
cada estudiante en el trabajo grupal, 
terminando con los desvíos típicos del 
trabajo en equipo, tales como “el que no 
delega” por miedo a que las cosas se hagan 
mal y “el vago”, o “háganlo ustedes, yo me 
adoso”, y logrando que situaciones como 
éstas y otras similares queden de alguna 
manera registradas. 
Las mejoras en las que se está 
trabajando, que de hecho son la base del 
presente Proyecto de Investigación, son la 
aplicación de la evaluación continua a todas 
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las tareas evaluables del curso. Se pretende 
incorporar mecánicas de juego a las 
actividades educativas con el fin de 
aumentar la motivación, y además 
incorporar herramientas de seguimiento que 
contemplen el uso de PSP y permitan 
centralizar las mediciones que los 
estudiantes tomen de su trabajo. De esta 
manera será posible computar y calcular los 
promedios, desvíos y percentiles de las 
muestras para realizar un análisis más 
pormenorizado de cada una de las 
actividades evaluables y su impacto en los 
estudiantes, ya sea de manera individual y/o 
grupal. 
 
Líneas de Investigación, Desarrollo 
e Innovación 
El presente proyecto de investigación da 
continuidad a diferentes proyectos y 
trabajos desarrollados en el DIIT de la 
UNLaM, en el campo de la enseñanza en la 
educación superior. Algunos de ellos son 
los siguientes: 
C135. Reorganización disciplinar y 
didáctica de Matemática Discreta para las 
carreras de Ingeniería. (2011-2012).  
C137. Uso de nuevas métricas orientadas 
a las competencias en la gestión curricular. 
(2012-2013). 
C161. Análisis y propuestas de 
estrategias didácticas innovadoras en el 
dictado de Asignaturas relacionadas con las 
TICs. (2014-2015). 
C167. Mejoras en el proceso de 
enseñanza y aprendizaje de Programación 
utilizando metodologías propias de la 
industria del software como caso particular 
de las metodologías activas. (2014-2015). 
C191. Fortalecimiento de competencias 
transversales de trabajo en equipo. (2016-
2017). 
Para el desarrollo del presente proyecto, 
se ha conformado un grupo 
interdisciplinario, integrado por 
Especialistas en Educación e Ingenieros 
Informáticos y Electrónicos, que aportarán 
un amplio conocimiento sobre distintos 
enfoques del proceso de enseñanza y 
aprendizaje en asignaturas relacionadas con 
la Programación, lo cual permitirá la 
contribución de estrategias didácticas 
innovadoras específicas para esta disciplina 
[Camilloni, 2007]. Dichos profesionales 
conforman actualmente la planta de 
docentes-investigadores de la UNLaM.  
 
Resultados y Objetivos 
Los modelos de enseñanza y aprendizaje 
orientados al desarrollo de competencias 
conducen a la necesidad de evaluar el grado 
de adquisición de las mismas. El objeto de 
evaluación ha dejado de ser exclusivamente 
la cantidad de conocimientos adquiridos, 
debiendo incluir habilidades y actitudes 
desarrolladas. Por otro lado, la evaluación 
de competencias debe acompañar el 
proceso de aprendizaje y no exclusivamente 
evaluar un resultado final y ello lleva a la 
necesidad de sistematizar el seguimiento de 
las experiencias de aprendizaje de los 
estudiantes (Durán Aponte & Durán García, 
2014). 
La evaluación continua se adopta como 
una estrategia de evaluación formativa más 
orientada al proceso de aprendizaje que a 
una valoración cuantitativa de objetivos. 
Para que la evaluación continua pueda 
llevarse a cabo a lo largo del curso, deben 
proponerse actividades de carácter 
evaluable por parte de los docentes. 
En el caso de este Proyecto de 
Investigación, la orientación será hacia la 
asignatura “Programación Avanzada”, lo 
cual implica, tal como ya se mencionó 
anteriormente, una focalización mayor aún, 
ya que se estará trabajando con elementos 
de Didáctica de la Especialidad [Camilloni, 
2007]. 
Con respecto a los resultados esperados, 
se investigará sobre diversas 
aproximaciones para mejorar los resultados 
en la enseñanza de la programación a partir 
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de la aplicación de técnicas de trabajo en 
equipo. Para ello, durante los dos años de 
duración del Proyecto (2018-2019), se han 
asumido los siguientes compromisos, que 
se pueden resumir del siguiente modo: 
 Se realizará una Investigación 
documental pormenorizada de los 
antecedentes y del estado del arte 
en técnicas de desarrollo de 
software, en especial las de 
trabajo colaborativo. Asimismo, 
también se indagará sobre 
herramientas libres que se 
encuentran disponibles para 
desarrollar software trabajando 
en equipo y que permitan hacer 
seguimiento y control de 
versiones. 
 Se realizará un relevamiento 
sobre las cátedras de la Carrera 
de Ingeniería en Informática 
relacionadas con la Asignatura 
“Programación Avanzada” en 
donde se trabaja en equipo y este 
trabajo debe ser evaluado. 
También se recopilará todo el 
material didáctico utilizado en el 
dictado y evaluación de la 
asignatura con el objetivo de su 
futura adaptación a las 
modificaciones metodológicas 
que se espera proponer. De ser 
posible, también se realizarán 
relevamientos en asignaturas 
similares en otras universidades. 
 Basado en todo lo anterior, se 
diseñarán herramientas de 
Software para que, interactuando 
con las ya existentes, se puedan 
implementar las mejoras 
derivadas que surjan de los pasos 
anteriores para poder así 
optimizar la gestión de la 
evolución de los estudiantes, 
tanto en su rendimiento 
individual como grupal. 
 A continuación, se desarrollará 
un caso práctico experimental en 
el que se puedan contrastar las 
diferencias obtenidas con la 
implementación de las rutinas de 
Software diseñadas previamente; 
todo esto a través de entrevistas y 
encuestas a estudiantes con el fin 
de poder evaluar, a posteriori, los 
resultados del nuevo ambiente de 
seguimiento que se ha creado. 
 Finalmente, y basado en todo lo 
anterior, se elaborará un 
Documento de Recomendaciones 
de Buenas Prácticas para la 
evaluación del Trabajo en Equipo 
en asignaturas relacionadas con 
la “Programación Avanzada”. 
 
Formación de Recursos Humanos 
El grupo de estudiantes y profesores del 
DIIT involucrados en el proyecto resultarán 
directamente beneficiados con estos 
desarrollos en el aspecto académico y 
curricular.  
Estos conocimientos se podrán volcar en 
cursos específicos de Capacitación Docente 
dirigidos a los docentes de las cátedras del 
Departamento de Ingeniería de la UNLAM, 
a fin de promover la aplicación de 
metodologías de aprendizaje colaborativo, 
metodologías ágiles y promover la 
discusión de nuevas técnicas de evaluación.  
También está previsto el desarrollo de 
una Tesis de Maestría en Informática a 
cargo de uno de los integrantes del Grupo. 
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En el trabajo se describen aspectos centrales 
considerados en el diseño, desarrollo e 
implementación de una aplicación móvil que 
integra geolocalización, servicios en segundo 
plano,  tecnología de realidad aumentada (RA) 
y servicios de computación en la nube para 
lograr una experiencia concreta y medible de 
aprendizaje ubicuo. 
 
Palabras clave: Aprendizaje Ubicuo, 
Geolocalización, Realidad Aumentada, Mobile 





Un prerrequisito al proponer una experiencia 
de aprendizaje ubicuo [1] es ofrecer al alumno 
actividades educativas situadas, es decir, 
disponibles en el sitio y momento donde se 
encuentra. Se conciben así las actividades en 
contexto como factor clave de todo 
aprendizaje [2].  
El teléfono móvil integrado a los servicios en 
red, representa en este sentido una herramienta 
potencialmente adecuada para proponer a los 
estudiantes este tipo de actividades. 
El presente trabajo se enmarca en el proyecto 
de investigación PID UTN4741 (Desarrollo 
de un entorno basado en Cloud Computing 
para Aprendizaje Ubicuo). La integración de 
esta aplicación en un entorno de aprendizaje 
basado en Cloud Computing, permitirá luego a 
un equipo de docentes del área de Ciencias 
Básicas, proponer actividades de aprendizaje 
ubicuo y evaluar en qué medida los alumnos 
adquieren conocimiento a través de los 
elementos que encuentran en el entorno de su 
vida cotidiana, es decir, llevar el aprendizaje 
fuera de las aulas. 
Se resumen, en este trabajo los resultados 
alcanzados en investigación y desarrollo 
preliminar del proyecto, durante el cual se 
profundizaron los conocimientos teóricos 




En el presente trabajo se exponen resultados 
referentes a la tarea de formulación y  
resultados parciales obtenidos en el marco  del 
proyecto mencionado. Se diseña y codifica una 
aplicación para el sistema Android [3] que 
hace uso de la geolocalización del alumno para 
presentar conceptos a través de realidad 
aumentada dependiendo la ubicación de este. 
La aplicación utiliza los servicios 
proporcionados por la pila de software de la 
arquitectura Android. Los servicios más 
relevantes utilizados, los cuales también se 
encuentran bajo estudio y análisis, son: 
Administrador de Ubicaciones, Administrador 
de Notificaciones, OpenGL|ES, Controlador 
de Wifi, Controlador de la Cámara, 
Controlador de Pantalla, Controlador de 
teclado.   Para completar la funcionalidad 
deseada se utiliza: 
 
 Para Georeferenciación: GoogleMaps API 
[5], desarrollado en el apartado 2.1, y 
Servicios en Segundo Plano, que se puede 
encontrar en el apartado 2.2. 
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 Para Realidad Aumentada: Librería 
Vuforia [6], ampliado en el apartado 2.4. y 
motor gráfico Unity [7] explicado en el 
apartado 2.5.  
 
2. LINEA DE INVESTIGACIÓN Y 
DESARROLLO 
2.1. Manejo de GPS en un entorno Android 
Es requisito funcional de la aplicación poder 
identificar cuando un usuario (alumno), se 
encuentra en un determinado lugar geográfico 
en el que existen objetos de aprendizaje a su 
disposición. 
La geolocalización del alumno se aborda con 
el uso de las librerías Google Maps.  
Las funcionalidades de ubicación, creación  de 
mapas, agregación de marcadores, etc., son 
aportadas en entornos Android por Google 
Play Services. Dado que ni los emuladores de 
ejecución Android disponibles, tales como 
GenyMotion, ni el entorno de desarrollo 
utilizado (Android Studio), disponen por 
defecto de estos servicios, los mismos deben 
instalarse en el SDK (Kit de desarrollo 
Android) de manera adicional.   
El sistema Android provee dos mecanismos 
alternativos para la geolocalización: 
FINE_LOCATION y COARSE_LOCATION, 
para georeferenciar con distintos niveles de 
precisión la ubicación del dispositivo. El uso 
de estos mecanismos se configura en el 
manifiesto de la aplicación (fichero 
AndroidManifest.xml).  Por defecto se utiliza 
el mecanismo de FINE_LOCATION (alta 
precisión con uso de GPS), puesto que se torna 
necesaria la ubicación precisa del alumno en 
un momento dado. En caso de no disponerse el 
servicio en tiempo de ejecución el sistema 
accede automáticamente a la modalidad 
COARSE_LOCATION (menor precisión con 
uso de datos de la conexión Wi-Fi o de la red 
de telefonía celular). Para acceder al GPS, se 
requieren permisos de usuario provistos en 
tiempo de instalación de la aplicación [8].   
 
2.2. Servicios en segundo plano 
Cuando el alumno ingresa en un ámbito 
geográfico  donde existen objetos de 
aprendizaje accesibles (polígono de interés), es 
preciso notificar de tal evento, dado que es un 
requerimiento de la aplicación llamar la 
atención del estudiante, para proponerle 
actividades de aprendizaje diseñadas para un 
sitio y contexto determinado. Para 
implementar el servicio de notificación se 
utilizan los servicios en segundo plano de 
Android. Esta característica, propia del sistema 
operativo, permite la ejecución ininterrumpida 
de un proceso de la aplicación que reacciona 
ante la ocurrencia de un evento [9]. 
Existen varias opciones para implementar 
tareas de segundo plano en Android:  
● AsyncTask 
● Thread 
● Handler  
● Service 
Todas las opciones antes mencionadas están 
materializadas a través de clases Java provistas 
en el SDK de Android. Se realizaron pruebas 
comparando las diferentes alternativas, 
optándose por el uso de Service para dar 
solución a los requisitos funcionales 
descriptos. Un Service constituye un 
componente de la aplicación, que permite la 
ejecución de tareas de larga duración en 
segundo plano, sin la presencia de una 
interface gráfica activa. Con su uso se logra 
que el servicio esté permanentemente en 
funcionamiento, esperando que se produzca el 
evento. Existen dos tipos de Sevice: 
● Servicio iniciado 
● Servicio de enlace 
La diferencia entre ambos radica en el tipo de 
vinculación que existe entre el servicio y el 
resto de los componentes de aplicación o 
incluso su conexión con aplicaciones de 
servidor. En función de los requisitos 
funcionales definidos, se optó por un servicio 
iniciado. En particular, el servicio permanece 
de forma indefinida escuchando los cambios 
de ubicación y reacciona ante el ingreso del 
dispositivo al polígono de interés, y 
notificando finalmente al alumno de tal 
situación. 
 
Para permitir al servicio escuchar los cambios 
de ubicación en tiempo real se implementa la 
interface Java LocationListener [10]. Para 
generar el mensaje de notificación al alumno 
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se utilizan las clases de Android Builder y 
NotificationManager, junto a otras utilizadas 
para configurar el comportamiento de la 
notificación. Mediante la notificación se le 
presentan al alumno contenidos educativos 
disponibles en el contexto en que se encuentra, 
preparados especialmente por el equipo 
docente para promover actividades de 
aprendizaje oportunas y situadas.  
Se evaluaron dos opciones alternativas para 
determinar cuando el usuario ingresa al 
polígono de interés: 
 
Primera Opción: Definir la zona de interés 
como una circunferencia, ubicando un punto 
central mediante coordenadas y haciendo 
comparaciones dentro de un radio. Esta opción 
resulta conveniente porque es sencilla de 
implementar y requiere menor capacidad de 
almacenamiento de datos. Su desventaja radica 
en la menor precisión con que se determina el 
polígono de interés, el cual queda 
necesariamente inscrito dentro de la 
circunferencia. 
 
Segunda Opción: Definir la zona de interés 
como un polígono uniendo un conjunto de 
puntos. La ventaja de esta opción es su mayor 
precisión para definir el área donde ubicar los 
objetos de aprendizaje (Por ejemplo: el ámbito 
de una habitación, el buffete o el campo de 
juego universitario).  Su desventaja radica en 
la necesidad de guardar mayor cantidad de 
coordenadas y requerir mayor capacidad de 
cómputo para determinar el ingreso del usuario 
en la zona de interés.  
 
Dado que tanto la disponibilidad de memoria 
como las capacidades de procesamiento 
pueden ser limitadas en un dispositivo móvil, 
se decidió que para los objetivos de la 
experiencia la primera opción resulta más 
conveniente. Así, cuando el alumno ingresa en 
el área de interés definida y visualiza la 
notificación correspondiente, la aplicación 
activa una segunda fase que hace uso de la 
tecnología de RA [4] para ofrecer al alumno 
actividades que aprovechan aspectos del 
ámbito real donde se encuentra; y lo 
enriquecen con contenidos especialmente 
preparados para favorecer situaciones de 
aprendizaje significativo. 
 
2.3. Realidad Aumentada  
El concepto de RA está relacionado con cómo 
las personas perciben la realidad, y de qué 
forma la tecnología puede enriquecer dicha 
experiencia. La RA necesita cuatro elementos 
básicos:  
 
 un dispositivo para capturar imágenes 
(cámara) 
 un elemento sobre el que proyectar 
las imágenes (celular, computadora,  
consola de videojuegos) 
 un software de procesamiento, capaz 
de interpretar la información que 
provee el usuario a través de su 
dispositivo y generar la información 
virtual correspondiente 
 un elemento “activador de realidad 
aumentada”. Este concepto se refiere 
a la imagen ante la cual el sistema debe 
reaccionar (Target)  
 
Se analizó el estado del arte con respecto a 
diferentes librerías utilizadas en proyectos 
actuales.  
 
2.4. Librería Vuforia  
Para el desarrollo de la aplicación se utilizó la 
librería Vuforia, que es una plataforma para la 
creación de aplicaciones de RA con soporte 
multiplataforma para los sistemas operativos 
Mobile.   
La librería ofrece múltiples tipos de 
reconocimiento, tales como identificación de 
texto, imágenes, multi-targets y cylinder-
targets. El presente trabajo aborda sólo lo 
relativo a reconocimiento de imágenes. Los 
Image Targets son imágenes planas sobre las 
cuales se presentan los objetos. Las imágenes 
que se utilizan como objetivo deben guardarse 
en una base de datos a la que Vuforia accede 
para poder comparar la imagen capturada por 
la cámara con la información almacenada y 
reaccionar según corresponda.   
Las imágenes deben estar en formato JPG o 
PNG, en color o blanco y negro. Podría 
definirse que un target es adecuado o no a los 
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efectos de su reconocimiento, de acuerdo al 
número de features o puntos de 
reconocimiento que tenga la imagen. Por 
ejemplo, ver figura 1: 
 
 
Figura 1 – Image Target. (a) Mal Target (b) Buen 
Target 
 
Los features son los puntos en color amarillo. 
Como se puede observar, la primera imagen 
(Figura 1.a) sólo contiene unos pocos, por lo 
que podría ser calificada como un mal target, 
lo que quiere decir que será más difícil su 
reconocimiento con el dispositivo.  
 
La librería Vuforia se complementa con el 
motor gráfico Unity. Este último permite 
generar contenido dinámico y proyectarlo 
sobre la imagen original. 
 
2.5. Integración de Unity y Vuforia 
 Unity es un motor de videojuego 
multiplataforma. Permite el desarrollo de 
juegos para múltiples dispositivos tales como 
computadoras, consolas de videojuego, 
smartphones, smart TV, dando soporte además 
a los distintos sistemas operativos que cada 
uno de ellos puede utilizar.  Unity 2017.2 
provee el motor de Vuforia integrado. En caso 
de utilizar otra versión, el paquete puede 
importarse desde Unity, descargándose desde 
el portal de desarrollador de la página oficial 
de Vuforia. Una vez importado el paquete, se 
pueden utilizar los elementos de la librería, 
incluyendo targets predefinidos que pueden 
utilizarse. 
Toda aplicación de Vuforia requiere una clave 
de licencia. Dicha licencia es gratis durante el 
proceso de desarrollo. Una vez que la 
aplicación se pone en producción es necesario 
actualizar la licencia a una versión paga, la 
cual debe registrarse en la configuración de 
Vuforia dentro de Unity. 
 
Dentro de la configuración del ImageTarget 
debe establecerse la base de datos que se 
utilizará y qué imagen dentro de ella será el 
objetivo en ese caso.  
El comportamiento de los objetos dentro de 
Unity se maneja a través de scripts en lenguaje 
C#. El ejemplo analizado hasta el momento 
fue la inclusión de texto sobre el objeto en el 
momento en que se detecta el target. Para ello, 
se debe modificar el script Default Trackable 
Event Handler y agregar el comportamiento 
deseado dentro de los métodos  Java 
OnTrackingFound() y OnTrackingLost(). 
Una vez realizada la configuración 
correspondiente para el comportamiento 
deseado el resultado obtenido al ejecutar la 
aplicación es el siguiente: 
 
 
Figura 3 – Resultado de la ejecución. (a) Antes de 
detectar el objetivo –Texto: “Buscar Objetivo” (b) 
Objetivo detectado – Texto: “Cónica esférica”. 
 
 
3. EMPAQUETAMIENTO Y 
DISTRIBUCIÓN DE LA 
APLICACIÓN 
El desarrollo, codificado como un proyecto en 
el entorno Android Studio, se exporta y 
distribuye como un único fichero en formato 
ejecutable para sistema Android (apk).  
Una vez obtenido el fichero .apk, el mismo 
debe ser firmado digitalmente para su correcta 
instalación y uso en dispositivos Android.  
El paquete completo puede ser publicado en el 
repositorio Google PlayStore o distribuido de 
manera personalizada a cada uno de los 
usuarios. En una primera instancia del 
proyecto la aplicación será publicada y 
distribuida desde un servidor propio de la 
Universidad a fin de que el cuerpo docente 
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tenga mayor control sobre quienes acceden al 
mismo. 
 
4. RESULTADOS OBTENIDOS 
Se ha desarrollado un prototipo que incorpora 
los conceptos de geolocalización y RA para la 
presentación de contenido dinámicamente. De 
forma complementaria, el prototipo incorpora 
la conexión a un servidor para identificar al 
alumno y  manejar las sesiones de usuario.  
El prototipo desarrollado, permite que el 
equipo docente -no especializado en el área de 
informática-  pueda visualizar el alcance y las 
posibilidades que el uso de estas tecnologías, 
adecuadamente integradas, proporciona la 
posibilidad de implementar experiencias 
concretas de aprendizaje ubicuo.  
 
5. FORMACION DE RECURSOS  
El equipo de trabajo está conformado por 
profesores y alumnos avanzados de la carrera 
Ingeniería en Sistemas de Información de la 
Universidad Tecnológica Nacional, Facultad 
Regional Mendoza. Los becarios se están 
formando en temas técnicos con la posibilidad 
de incorporarse a la carrera de investigador, e 
integrar nuevas actividades de investigación 
relacionadas con el presente trabajo.  
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Las nuevas tecnologías se incorporan 
paulatinamente en cada actividad humana en 
forma casi imperceptible, se han convertido en 
la actualidad en elementos imprescindibles de 
la vida cotidiana. Con la masificación de ellas, 
las actividades humanas se han visto 
modificadas en casi todos sus aspectos, desde 
el vocabulario de las personas comunes hasta 
la forma de enseñar y aprender. Es por ello, 
que la educación como una actividad humana 
global y en particular la de nivel superior 
representa un campo propicio para la 
incorporación de la tecnología como 
herramienta de mejora continua. Muchos de 
los aportes que realizan las tecnologías al 
proceso educativo van evolucionando y 
retroalimentándose de las experiencias que se 
desarrollan en diferentes partes del mundo. El 
acceso a internet permite compartir estas 
experiencias facilitando la replicación de 
aquellas que se consideran exitosas. En 
particular el desarrollo del sistema de 
producción polimedia, el cual se basa en el 
desarrollo de materiales educativos de calidad, 
representa una innovación en el proceso 
educativo. Este sistema se pretende replicar en 
la Facultad de Ciencias Exactas y Naturales de 
la Universidad Nacional de Catamarca. Las 
características de los materiales educativos 
desarrollados en este sistema redundan en 
ventajas para la transmisión de conocimiento 
sobre un tema específico, permitiendo 
aprovechar al máximo la motivación que  
genera en los alumnos.  
 
Palabras clave: materiales educativos, 





El presente trabajo de investigación se 
desarrolla dentro de las líneas prioritarias de la 
Facultad de Ciencias Exactas y Naturales 
(FA.C.E.N) de la Universidad Nacional de 
Catamarca. Se enmarca como proyecto de 
investigación el que se encuentra en proceso 
de evaluación en el sistema de acreditaciones 
en la Secretaría del Ciencia y Técnica de la 
misma Universidad. Los alumnos a los que 
estará destinado inicialmente pertenecen a 
distintas carreras informáticas de la  
FA.C.E.N. relacionadas con la enseñanza de la 
programación. Los docentes investigadores 
están a cargo de asignaturas de las carreras del 
área informática que se dictan en el campus 
central en la Capital de la provincia de 
Catamarca como así también en subsedes del 
interior Catamarqueño (Departamento 
Ancasti) y en la provincia de Tucumán (San 




El sistema de producción polimedia es una 
creación de la Universidad Nacional de 
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Valencia – España. Su objetivo principal es 
permitir la creación de materiales educativos 
de calidad que servirán para el apoyo a la 
docencia presencial y virtual. Abarca desde la 
preparación del material docente, pasando por 
la grabación hasta la distribución y puesta a 
disposición para alumnos y usuarios en 
general. Se denomina sistema porque va más 
allá de un conjunto de dispositivos para la 
creación de materiales educativos, está 
compuesto por numerosos servicios para los 
docentes y para la organización eficiente de 
los recursos técnicos y físicos  necesarios para 
su funcionamiento. Existen numerosas 
universidades que desarrollaron sus sistemas 
polimedias y que vienen generando materiales 
propios relacionados con las disciplinas que se 
imparten en cada una de ellas. Estas 
experiencias y materiales pueden ser 
consultados y sirven como punto de partida 
para el objetivo de este trabajo. Como toda 
institución de nivel superior, la FA.C.E.N. 
conlleva como principal objetivo el 
relacionado con el rendimiento académico de 
sus alumnos, por ello se pretende trabajar en 
una mejora continua del proceso educativo. En 
este sentido, las acciones se orientan a la 
incorporación de la tecnología en forma 
innovadora dentro de dicho proceso. En el 
sistema de producción polimedia pueden 
separarse las funciones en dos aspectos bien 
diferenciados, por un lado el concerniente al 
equipamiento tecnológico y espacio físico y 
por el otro, el referido al diseño de materiales 
y organización general del funcionamiento del 
sistema. Además participan en él el personal  
que hace funcionar el sistema que está 
compuesto por los operadores técnicos que 
aseguran el correcto funcionamiento y 
asesoran a los docentes  en la grabación de los 
materiales. Y los docentes o expertos que se 
responsabilizan de las tareas académicas. 
 
 
Participantes del sistema polimedia, figura extraída de: 
https://ddd.uab.cat/pub/dim/16993748n18/16993748n18a
5.pdf  
El sistema de producción polimedia necesita 
más detalladamente tener en cuenta los 
siguientes aspectos. 
 
-Desde el aspecto del espacio físico o estudio 
polimedia, éste debe contar con el 
equipamiento y dispositivos electrónicos que 
permita la creación de los materiales 
educativos. Estos elementos se enumeran a 
continuación: 
 
 Una computadora para la grabación y 
edición de videos. 
 Pantalla auxiliar para que el docente 
pueda ver los contenidos. 
 Cámara de video para la grabación en 
alta definición. 
 Pantalla fondo blanco para facilitar la 
edición y superposición de imágenes 
en el video. 
 Iluminación adecuada a la grabación en 
alta definición de los videos. 
 Micrófono personal para la captación 
con fidelidad del relato del docente. 
 Atril para posicionar los dispositivos a 
utilizar en el manejo de las 
presentaciones por parte del docente. 
 Software para la edición del video. 
 Televisión auxiliar para la visión lateral 
de los contenidos expuestos por parte 




Imagen de la sala polimedia. Extraída de la página de 
Universidad Católica de Murcia 
 
-Desde el aspecto humano, debe contarse con 
el técnico de grabación que estará a cargo del 
manejo del equipamiento durante la 
exposición del docente. Además deberá 
asesorar al docente en aspectos técnicos como 
tiempos estipulados, tipo de vestimenta, 
posicionamiento frente a la pantalla, 
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movimientos adecuados, tiempos y énfasis en 
el relato entre muchos otros imprevistos que 
surgen en la grabación. 
El docente debe preparar el material a 
desarrollar el que puede contener videos, 
presentaciones, planillas de cálculo e incluso 
tiene la posibilidad de realizar dibujos o 
escritura en tiempo real. Para facilitar el 
desarrollo de la exposición el docente debe 
diseñar un libreto en donde organizará los 
contenidos en los cuales pueden realizarse 
anotaciones y comentarios que solamente 
podrán ser vistos por él y que le servirán de 
guía durante la grabación.  
 
 
Imagen de la exposición del docente. Extraída de la página de 
Universidad Católica de Murcia 
 
 -Desde el aspecto del diseño de los contenidos 
se debe establecer características comunes que 
deberán cumplir los materiales para ser 
aceptados en la biblioteca polimedia. 
Estas condiciones se presentan a continuación 
para facilitar su comprensión: 
 
 Establece una plantilla oficial que 
contenga las características pretendidas 
por la Facultad. 
 Planificar la exposición según los 
siguientes pasos Apertura, cuerpo o 
desarrollo del tema y conclusión. 
 Establecer el tamaño de las 
presentaciones, por lo general el 
formato 16:9. 
 Aconsejar la vestimenta del expositor, 
en color y tipo de modo que no afecten 
la edición o el contenido del video. 
 Tener en cuenta que el discurso del 
expositor puede ser presentado en las 
pantallas de forma que actúe como 
prompter. 
 Aconsejar la duración del video, por lo 
general no sobrepasar los 10 minutos. 
 Utilizar en el contenido imágenes 




Se pretende con esta investigación diseñar y 
poner en funcionamiento el espacio para la 
producción de materiales educativos  
polimedia de la FA.C.E.N.. Inicialmente se 
trabajará con carreras de informática para 
generalizar luego a las distintas carreras que 
pertenecen a la Facultad. Se desarrollarán 
cursos y capacitaciones tanto en diseño de 
materiales como para el manejo del 
equipamiento. La meta  principal consiste en 
que cada carrera cuente con el personal 
capacitado para la generación material 
educativo de calidad que estará a disposición 





Se espera replicar las características del 
sistema de producción polimedia desarrollado 
por numerosas universidades Europeas y en 
otras partes del mundo, estableciéndose las 
bases necesarias para los primeros desarrollos 
polimedia. Se espera lograr  un trabajo 
incremental iniciando con los contenidos 
básicos de programación de modo que 
permitan validar el procedimiento y los 
resultados obtenidos. Con los objetivos de 
mejorar el rendimiento académico de los 
alumnos y generar materiales educativos de 
calidad basados en la innovación en el proceso 
educativo en el nivel superior.   
 
Líneas de investigación y desarrollo 
 
El presente trabajo se desarrolla dentro de las 
actividades previstas en el proyecto de 
investigación denominado “Innovación 
tecnológica: Sistema polimedia FA.C.E.N.”. 
Para el desarrollo de los materiales multimedia 
de calidad se utilizan inicialmente los temas 
más relevantes de cada unidad de las 
asignaturas con contenidos de programación 
XX Workshop de Investigadores en Ciencias de la Computacio´n 437
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
de las diferentes carreras de la Facultad. Para 
el análisis de los resultados del proyecto se 
registrarán como datos iniciales el desempeño 
de los alumnos del grupo de control en 
actividades seleccionadas, los que se 
compararan con los datos finales del mismo 
grupo cuando utiliza el sistema polimedia.  
El presente tema se viene desarrollando 
mediante el estudio continuo con la 
presentación de diferentes trabajos en 
reuniones científicas en donde se muestran los 
las primeras acciones realizadas y prototipos 
desarrollados puestos en funcionamiento. 
Además de analizar los posibles resultados que 
se esperan de la investigación. En general se 
encuentra dentro de los temas seleccionados 
para el diseño de proyectos de investigación. 
  
Resultados y Objetivos 
 
El resultado esperado para esta investigación 
es la creación y puesta en funcionamiento del 
sistema de producción polimedia FA.C.E.N. 
 
Tiene como objetivos principales: 
 
 Conformar un grupo crítico de personal 
capacitado para el manejo adecuado del 
equipamiento que permita asesorar a los 
docentes durante la grabación de los 
materiales educativos. 
 
 Diseñar el espacio físico para la ubicación 
del sistema de producción polimedia de la 
FA.C.E.N.  
 
 Seleccionar el equipamiento necesario 
como así también el software que permita 
la grabación y edición de los materiales 
educativos. 
 
 Establecer las pautas necesarias para el 
diseño de los materiales y el libreto para 
que sirva de guía a los docentes. 
 
 Establecer grupos de control para la 
obtención de datos  que servirán para la 
cuantificar los resultados obtenidos. 
 
 Establecer los criterios de selección de los 
contenidos teóricos que servirán de bases 
para los materiales educativos de calidad. 
  
 
Formación de Recursos Humanos 
 
Los autores del trabajo se encuentran en la 
etapa de desarrollo de sus tesis de posgrado 
en  carreras relacionadas con el tema de 
investigación, como la Maestría en Ciencias 
de la Computación en donde el Mgter. Sosa, 
Marcelo Omar Diógenes desarrolla 
actualmente la tesis denominada: “Aportes de 
data mining a la mejora del proceso 
educativo con blended learning: 
formalización experimentaciones” que se 
realiza con la dirección del Dr. Chesñevar 
Carlos Iván perteneciente a la Universidad 
Nacional del Sur (U.N.S).  Además el 
investigador se encuentra en la etapa de 
planificación de su tesis doctoral en el área de 
minería de datos en el Doctorado en Ciencias 
dictado en la Facultad de Ciencias Exactas y 
Naturales (FA.C.E.N.) en convenio con la 
Universidad Nacional del Sur (U.N.S). 
La Docente Investigadora Especialista Sosa 
Bruchmann,  Eugenia Cecilia continúa 
desarrollo su tesis en la carrera Maestría en 
Ingeniería en Software de la Universidad 
Nacional de San Luis. Los docentes 
investigadores desarrollan actividades de 
dirección de tesis de la carrera de Licenciatura 
en Tecnología Educativa de los siguientes 
alumnos: Varela Marino del Valle cuya tesis 
se denomina “Análisis del impacto de un aula 
virtual en el proceso de enseñanza y 
aprendizaje en la escuela de educación técnica 
Nº 7 “ José Alsina Alcobert”, y Campagnale 
Rubén Darío cuya tesis se denomina: “ 
Enseñanza mediada por las TIC: Una práctica 
posible en el nivel secundario de la escuela Nº 
54 Anexo I, La Carrera Departamento Fray 
Mamerto Esquiú- Provincia de Catamarca”. El 
Docente investigador Vega Raúl Marcelo 
desarrollas sus actividades docentes y de 
investigación en el departamento de Química 
de la FA.C.E.N. 
 
Además desarrollan las siguientes 
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actividades: 
 
 Dirección de proyectos de investigación 
acreditados por la secretaría de Ciencia y 
técnica de la Universidad Nacional de 
Catamarca. 
 Integración de equipo de investigación de 
centro de investigación en Estadística de 
la Facultad de Ciencias Exactas y 
Naturales del U.N.Ca. 
 Producción de artículos científicos para su 
presentación en congresos locales, 
nacionales e internacionales. 
 Participación de los integrantes en cursos 
de actualización y posgrado en el área de 
estudio. 
 Integrantes de la revista de ciencias de la 
Facultad de Ciencias Agrarias de la 
U.N.Ca. 
 La actualización y capacitación 
permanente de los investigadores en 
talleres o workshop relacionadas con el 
tema del trabajo. 
 La participación de los investigadores 
como consultores en proyecto afines que 
se desarrollan en la Facultad de Ciencias 
exactas y Naturales en distintas áreas. 
 Examinadores de trabajos finales en las 
diferentes carreras que se dictan en la 
FA.C.E.N. de las U.N.Ca. 
 Dirección de tesis y tesinas finales de las 
carreras de computación, informática y 
Licenciatura en tecnología educativa. 
 La planificación de seminarios  para 
docentes en temas relacionados con la 
investigación y resultados obtenidos en la 
investigación. 
 Dictado de cursos para docentes 
investigadores sobre temas desarrollados 
en proyectos e investigaciones sobre el 
tema del trabajo.  
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La actual Ley Nacional de Educación Superior 
hace responsable al Estado del acceso a la 
educación universitaria a todo aquel que quiera 
hacerlo y cuente con la formación y capacidad 
requerida, y garantizar la accesibilidad al medio 
físico, servicios de interpretación y los apoyos 
técnicos necesarios y suficientes, para las 
personas con discapacidad [Ley 25573, 2002]. 
También confiere a las instituciones 
universitarias la autonomía académica e 
institucional para formular y desarrollar planes 
de estudio, de investigación científica y de 
extensión y servicios a la comunidad 
incluyendo la enseñanza de la ética profesional 
y la formación y capacitación sobre la 
problemática de la discapacidad. Sin embargo 
los desarrollos en algunas áreas de menor 
demanda aún son escasos. 
Existen pocas herramientas para que los 
disminuidos visuales trabajen con diagramas de 
modelado de sistemas. Las principales 
[Planttext; Plantuml; PSeInt], incluso son 
incompletas en cuanto por un lado pueden 
generar gráficos a partir de un código, pero no 
pueden realizar el trabajo inverso; y por otro 
lado, no abarcan todos los diagramas de 
modelado de sistemas, dejando afuera, por 
ejemplo, los Diagramas Entidad Relación 
(DER) que se utilizan para la modelización de 
datos (para la posterior creación de la Base de 
Datos). 
El presente proyecto busca desarrollar un 
conjunto completo de herramientas para que un 
no vidente pueda interactuar con un grupo de 
estudio o docente (en un ambiente de estudio o 
evaluación) o un grupo de desarrollo (en un 
ambiente laboral) a través de estos diagramas de 
modelado de sistemas. 
 
Palabras clave: Modelado de sistemas para 
disminuidos visuales. Lenguaje interpretación 




El presente proyecto busca cubrir la vacancia 
existente en un conjunto de herramientas que 
den soporte a los no videntes para comunicar 
ideas a través de diagramas de sistemas, es 
decir, un conjunto de herramientas de software 
que haga de intérprete para que una persona con 
discapacidad visual pueda intercambiar 
opiniones utilizando gráficos de modelado de 
sistemas como ser los Diagramas de Flujo, 
Diagramas Entidad-Relación, Lenguaje 
Unificado de Modelado, Grafos, Arboles, Redes 
de Petri, etc. Al no existir en la actualidad un 
conjunto completo de estas herramientas, no 
puede llevarse a cabo la inclusión completa de 
personas con discapacidad visual (no vidente) 
en la Educación Superior. El objetivo principal 
de este proyecto es desarrollar este conjunto de 
herramientas para hacer de intérprete para que 
una persona ciega pueda interactuar a través de 
diagramas de sistemas. 
 
INTRODUCCIÓN 
El 30 de abril de 2002 se publica en el Boletín 
Oficial la Ley N° 25573, modificatoria de la 
Ley 24521, Ley de Educación Superior (Boletín 
Oficial N° 29888). Entre las modificaciones que 
introduce esta ley, está la que hace referencia a 
la “responsabilidad indelegable” del Estado de 
la prestación del servicio de educación superior 
de carácter público, que debe garantizar la 
accesibilidad al medio físico, servicios de 
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interpretación y los apoyos técnicos necesarios 
y suficientes para las personas con discapacidad 
[Ley 25573, 2002]. Otras modificaciones que 
incorpora son las de asegurar el derecho de 
estudiantes con discapacidad de acceder a los 
servicios de interpretación y los apoyos técnicos 
necesarios y suficientes durante las 
evaluaciones, y la de “formar y capacitar 
científicos, profesionales, docentes y técnicos, 
capaces de actuar con solidez profesional, 
responsabilidad, espíritu crítico y reflexivo, 
mentalidad creadora, sentido ético y 
sensibilidad social, atendiendo a las demandas 
individuales, en particular de las personas con 
discapacidad”. 
En la Universidad Nacional de Lanús, se viene 
haciendo un trabajo de interpretación y apoyo 
técnico a personas con discapacidad desde el 
Programa de Inclusión Universitaria para 
Personas con Discapacidad de la Dirección de 
Bienestar Universitario dependiente de la 
Secretaría de Cooperación y Servicio Público. 
Esta iniciativa se fundamenta en la necesidad de 
abordar una problemática social más amplia, 
que remite a las oportunidades educativas que 
poseen aquellos sectores de la población 
históricamente excluidos del Sistema de 
Educación Superior, partiendo de una nueva 
manera de concebir, diseñar e implementar 
políticas universitarias, asentada en el 
reconocimiento, respeto y afirmación de las 
diferencias inherentes a la población estudiantil, 
congruente con la política de democratización 
del conocimiento que lleva adelante la 
Universidad Nacional de Lanús. Hasta hace 
poco tiempo la discapacidad era pensada como 
una cuestión que concernía exclusivamente a 
las personas afectadas, quienes con asistencia y 
protección podían rehabilitarse a fin de 
adaptarse al medio y lograr la integración 
social. Centrado en los aspectos médicos, en lo 
patológico, este modelo médico-céntrico de la 
discapacidad, perdía de vista los derechos de 
este grupo heterogéneo, como personas y como 
ciudadanos, ignorando que lo que está en juego 
es la calidad de vida y la construcción de una 
sociedad realmente inclusiva, capaz de 
enriquecerse de la diversidad. 
Sin embargo, se ha presentado un caso que pone 
en evidencia la falta de madurez que se tiene en 
ciertas áreas específicas con discapacidades 
puntuales. Particularmente se presentó una 
prueba difícil al equipo interdisciplinario 
cuando el primer estudiante no vidente de la 
carrera de Licenciatura en Sistemas de la 
universidad, tuvo que aprender y ser evaluado 
en algunas técnicas y metodologías de 
modelado de sistemas que son esencialmente 
gráficas como los Diagramas de Flujo Nassi-
Shneiderman, Diagramas Entidad Relación 
(SER), Lenguaje Unificado de Modelado 
(UNL), que son solo algunas de las 
herramientas gráficas que forman parte 
curricular de la mencionada carrera (acreditada 
por Resolución CONEAU 1089/12). 
Efectivamente, no existen herramientas ni 
procedimientos especiales para evaluar a un no 
vidente en estas áreas específicas. 
Se han investigado herramientas de apoyo para 
estas situaciones especiales, encontrando que 
las soluciones existentes [PSeInt, Planttext, 
PlantUML] son parciales e insuficientes. PSeInt 
es una herramienta para asistir a un estudiante 
en sus primeros pasos en programación. 
Mediante un simple e intuitivo pseudo lenguaje 
en español (complementado con un editor de 
diagramas de flujo), le permite centrar su 
atención en los conceptos fundamentales de la 
algoritmia computacional, minimizando las 
dificultades propias de un lenguaje y 
proporcionando un entorno de trabajo con 
numerosas ayudas y recursos didácticos. Si bien 
es una herramienta no diseñada para ciegos, 
puede utilizarse para la comprensión inicial de 
algoritmos para no videntes haciendo una 
introducción parcial a los diagramas Nassi-
Shneiderman. PlantText es una herramienta en 
línea que genera rápidamente imágenes desde el 
texto. Principalmente, se utiliza para generar 
diagramas UML (Unified Modeling Language). 
PlantUML es un proyecto Open Source (código 
abierto) que permite escribir rápidamente: 
Diagramas de Secuencia, Diagramas de Casos 
de uso, Diagramas de Clases, Diagramas de 
Actividades, Diagramas de Componentes, 
Diagramas de Estados, Diagramas de Objetos.  
El inconveniente con las herramientas 
mencionadas es que son incompletas en cuanto 
por un lado pueden generar gráficos a partir de 
un código, pero no pueden realizar el trabajo 
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inverso, haciendo imposible que un ciego 
interprete un diagrama; y por otro lado, no 
abarcan todos los diagramas de modelado de 
sistemas, dejando afuera, por ejemplo, los 
Diagramas Entidad Relación (DER) que se 
utilizan para la modelización de datos (para la 
posterior creación de la Base de Datos). 
En este contexto es que el presente proyecto 
busca diseñar un proceso de enseñanza y 
evaluación de no videntes para que puedan 
comunicar ideas a través de diagramas de 
modelado de sistemas por medio de un 
intérprete y desarrollar las herramientas 
software necesarias para darle al estudiante 
mayor independencia y al docente más agilidad 
para la enseñanza y evaluación. 
 
PREGUNTAS PROBLEMA, HIPÓTESIS Y 
OBJETIVOS GENERALES Y 
ESPECÍFICOS 
Pregunta de Estudio: 
¿Es posible desarrollar un conjunto de 
herramientas de software que sirva de intérprete 
para que un disminuido visual pueda interactuar 
a través de diagramas de modelado de sistemas 
con otros individuos, sean ciegos o no? 
 
Hipótesis: 
Existe un emprendimiento donde se logra que a 
partir de un lenguaje desarrollado a tal fin, un 
ciego pueda realizar gráficos UML.  Si bien es 
una herramienta muy útil, la misma es 
incompleta en cuanto por un lado pueden 
generar gráficos a partir de un código, pero no 
pueden realizar el trabajo inverso; y por otro 
lado, no abarcan todos los diagramas de 
modelado de sistemas, dejando afuera los DER 
que se utilizan para la modelización de datos 
(para la posterior creación de la Base de Datos). 
Por ello se supone posible desarrollar un 
conjunto completo de herramientas para que un 
no vidente pueda interactuar con un grupo 
individuos (sean ciegos o no) a través de estos 
diagramas de modelado de sistemas. 
 
Objetivos: 
1. Desarrollar un lenguaje de interpretación 
gráfica que pueda codificar los diagramas 
de modelado de sistemas existentes más 
utilizados de forma tal que pueda ser 
interpretado por un no vidente, 
comprendiendo un gráfico así especificado 
o que pueda escribir el código que genera 
un diagrama específico. 
2. Desarrollar un proceso de evaluación 
basado en el lenguaje de interpretación 
gráfica para que los docentes cuenten con 
un protocolo de actuación a la hora de 
evaluar a un disminuido visual en el área 
de utilización de diagramas de modelado 
de sistemas. 
3. Desarrollar un conjunto de herramientas 
que utilicen el lenguaje de interpretación 
gráfica para codificar diagramas de 
modelado de sistemas y que, a la inversa, 
genere el código de un modelo específico 
graficado según la técnica que se esté 
utilizando. 
METODOLOGÍA DE TRABAJO 
Para construir el conocimiento asociado al 
presente proyecto de investigación, se seguirá 
un enfoque de investigación clásico [Riveros y 
Rosas, 1985; Creswell, 2002] con énfasis en la 
producción de tecnologías [Sábato y 
Mackenzie, 1982]; identificando métodos, 
materiales y abordaje metodológico necesarios 
para desarrollar el proyecto:  
a. Métodos: 
 Revisiones Sistemáticas: Las revisiones 
sistemáticas [Argimón, 2004] de 
artículos científicos siguen un método 
explícito para resumir la información 
sobre determinado tema o problema. Se 
diferencia de las revisiones narrativas en 
que provienen de una pregunta 
estructurada y de un protocolo 
previamente realizado. 
 Prototipado Evolutivo Experimental 
(Método de la Ingeniería): El 
prototipado evolutivo experimental 
[Basili, 1993] consiste en desarrollar 
una solución inicial para un determinado 
problema, generando su refinamiento de 
manera evolutiva por prueba de 
aplicación de dicha solución a casos de 
estudio (problemáticas) de complejidad 
creciente. El proceso de refinamiento 
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concluye al estabilizarse el prototipo en 
evolución.  
b. Materiales: Para el desarrollo de los 
formalismos y procesos propuestos se 
utilizarán: 
 Formalismos de modelado conceptual 
usuales en la Ingeniería de Software 
[Rumbaugh et al., 1999; Jacobson et al., 
2013]. 
 Modelos de Proceso usuales en 
Ingeniería de Software [IEEE, 1997; 
ANSI/IEEE, 2007; Oktaba et al., 2007]. 
 Herramientas Computación Gráfica 
[Edward, 2000; Foley et al 1995]. 
 Formalismos para expresar Gramáticas 
y Lenguajes [Beardon et al, 1991; 
Grishman, 1991; Moreno Sandoval, 
1998; Fernández Fernández, 1995; 
Shieber, 1998; Chomsky, 1956, 1957, 
1965, 1986, 2003 y 2008]. 
Normativas vigentes sobre las 
responsabilidades del Estado [Ley Educación 
Superior, 2002; Ley Accesibilidad  Web, 2010]. 
 
RESULTADOS ESPERADOS 
Como resultados de esta investigación se 
espera: 
 Disponer de un lenguaje de 
interpretación gráfico que pueda 
codificar los diagramas de modelado de 
sistemas existentes más utilizados de 
 forma tal que pueda ser interpretado por 
un no vidente. 
 Disponer de un proceso de evaluación 
basado en el lenguaje de interpretación 
gráfica para que los docentes cuenten 
con un protocolo de actuación a la hora 
de evaluar a un disminuido visual en el 
área de utilización de diagramas de 
modelado de sistemas. 
 Disponer de un conjunto de 
herramientas que utilicen el lenguaje de 
interpretación gráfica para codificar 
diagramas de modelado de sistemas y 
que, a la inversa, genere el código de un 
modelo específico graficado. 
 
FORMACIÓN DE RECURSOS HUMANOS 
El grupo de trabajo se encuentra formado por 
un investigador formado y cuatro investigadores 
en formación. En su marco se desarrollan tres 
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La evolución de las comunicaciones basadas en 
la tecnología de Internet es la base de la 
tendencia de desarrollo de los Espacios 
Virtuales de Trabajo (EVT), los cuales 
necesitan de un abordaje ingenieril que defina 
distintos procesos constructivos y de gestión 
(planificación y seguimiento de control). La 
normativa vigente respecto a la educación de 
nivel superior en Argentina y de accesibilidad 
Web, hacen que estos procesos deban incluir las 
herramientas, ayudas técnicas, y metodologías 
constructivas que tengan en cuenta la inclusión 
de personas con discapacidad a la hora de 
evaluar la usabilidad de estos EVT. El presente 
proyecto busca desarrollar un proceso de diseño 
de dispositivos educativos y evaluación basado 
en Espacios Virtuales de Trabajo y que atiendan 
de manera integral las necesidades de personas 
con distintas discapacidades cumpliendo con la 
normativa vigente. 
 
Palabras clave: Espacios Virtuales de Trabajo, 
Ingeniería de Espacios Virtuales de Trabajo, 
Ingeniería Informática Aplicada en Educación, 
Accesibilidad en Sistemas Educativos. 
 
CONTEXTO 
En este proyecto se busca definir dos procesos y 
realizar dos implementaciones: [a] Proceso de 
Diseño de Dispositivos Educativos Centrados en 
EVTs y orientado a personas con discapacidad, [b] 
Diseño de Dispositivos Educativos Centrados en 
EVTs y orientado a personas con discapacidad en el 
ámbito de la UNLa, [c] Proceso de Evaluación de 
EVTs Orientados a Educación y orientado a 
personas con discapacidad, y [d] Implementar el 
Proceso de Evaluación de EVTs Orientados a 
Educación y orientado a personas con discapacidad 
en el ámbito de la UNLa. 
El Grupo de Ingeniería de Espacios Virtuales de 
Trabajo de la Universidad Nacional de Lanús, desde 
el año 2010 viene desarrollando distintas 
herramientas conceptuales para cubrir la vacancia 
identificada. A la fecha se ha concentrado en 




Los Espacios Virtuales de Trabajo (EVT) están 
destinadas a facilitar la mediación en el interior de 
equipos cuyos miembros no están físicamente 
contiguos [Gibson y Cohen, 2003], y tienen que 
desarrollar un objeto conceptual (por ejemplo: 
investigación, desarrollo de proyectos software, 
artículos técnicos, informes, documentación de 
diseño de edificios, planes de negocio, planes de 
inversión corporativos, entre otros). El EVT debe 
satisfacer el requisito de mantener y documentar las 
diferentes versiones del objeto conceptual que está 
siendo desarrollado por el equipo de trabajo de 
colaboración; dejando constancia de la evolución 
del acuerdo entre los miembros del grupo de trabajo 
desde las especificaciones iníciales del objeto 
conceptual hasta su etapa final de desarrollo. 
En [Mikropoulos y Natsis, 2011], tras analizar una 
década de investigación con trabajo de campo en el 
área de los EVT de uso educativo, se señalan entre 
otras, la tendencia de sistematizar la integración de 
nuevos artefactos a los EVT (como los objetos de 
aprendizaje), así como dotarlos de un marco 
metodológico para su uso en el ámbito educativo y 
la evaluación de su usabilidad por la comunidad 
educativa [Redfern y Naughton, 2002]. 
La inclusión de personas con discapacidad en la 
educación superior pasó a ser una responsabilidad 
del Estado [Ley Educación Superior, 2002; Ley 
Accesibilidad Web, 2010], por lo que cualquier 
marco metodológico para el uso de los EVT en el 
ámbito educativo debe tener en cuenta estas 
características especiales, para que doten a los 
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objetos de aprendizaje con estos requerimientos 
esenciales e inclusivos. 
 
CONVENCIONES, PREGUNTAS PROBLEMA, 




Término: “Objeto de Aprendizaje” 
 
Un Objeto de Aprendizaje es "una colección de 
contenidos, ejercicios, y evaluaciones que son 
combinados sobre la base de un objetivo de 
aprendizaje simple" [Wayne Hodgins, 2002]. En el 
contexto de los EVT orientados a Educación, un 
Objeto de Aprendizaje es un conjunto de recursos 
digitales, autocontenible y reutilizable, con un 
propósito educativo y constituido por al menos tres 
componentes internos: contenidos, actividades de 
aprendizaje y elementos de contextualización 
[Vessey y Conger, 1994]. El Objeto de Aprendizaje 
debe tener una estructura de información externa 
(metadatos) que facilite su almacenamiento, 
identificación y recuperación [Tejada et al., 2001]. 
Brito [2010] sostiene que a partir de la masiva y 
vertiginosa irrupción de las Tecnologías de la 
Información y Comunicación, los recursos 
diseñados deben ser accesibles, portables y 
mantenibles, para dar respuestas asequibles a las 
necesidades actuales. Focalizando sobre estos 
aspectos, la filosofía de Objetos de Aprendizaje 
(OA) en conjunto a la de Patrones de Diseño de OA, 
se erigen como pilares fundamentales en el 
desarrollo de materiales tecno-pedagógico-
comunicacionales libres; proponiendo un enfoque 
integral que posibilita emplear todo el potencial de 
las TIC y, por lo tanto, incrementar y extender los 
beneficios de aplicación en la Educación a 
Distancia.  
 
Término: “Dispositivos Educativos Centrados en 
EVTs 
 
Las tecnologías digitales han reconfigurado 
significativamente la Identidad, la Intimidad y la 
Imaginación durante las últimas décadas” [Gardner 
y Davies, 2014], por lo que los cambios culturales 
que se han producido en los estudiantes a partir de la 
interacción con esta revolución digital plantea 
nuevos interrogantes. En tal sentido, habrá que 
repensar cuáles serán los mejores dispositivos y 
escenarios para el aprendizaje y cómo ampliar el 
alcance de las aulas para lograr las competencias 
esperadas en los estudiante ya que, según Gardner y 
Davies [2014], “los jóvenes de ahora no solo crecen 
rodeados de aplicaciones sino que además han 
llegado a entender el mundo como un conjunto de 
aplicaciones, a ver sus vidas como un conjunto de 
aplicaciones ordenadas”. Del mismo modo se debe 
encontrar cómo potenciar nuestra enseñanza a través 
de los recursos tecnológicos disponibles en esta 
sociedad en red y cómo organizar y mediar 
pedagógica y eficientemente los contenidos de 
nuestros cursos. El a docentes debe incorporar 
competencias para crear o bien transformar sus 
cursos en espacios educativos mediados por 
tecnologías Web. 
Las dificultades que se presentan para adaptar los 
cursos educativos a un escenario con TIC son 
complejas ya que “tanto las posibilidades que 
ofrecen las TIC para la enseñanza y el aprendizaje, 
como las normas, sugerencias y propuestas de uso 
pedagógico y didáctico de las mismas, son siempre 
irremediablemente reinterpretadas y reconstruidas 
por los usuarios, profesores y alumnos, de acuerdo 
con los marcos culturales en los que se 
desenvuelven” [Monereo y Coll, 2008]. 
Desde el propio campo informático un equipo de la 
Universidad Jaime I – España propone una 
metodología para seleccionar tecnologías Web 2.0 
para la docencia [Grangel et al., 2012], y en la 
Argentina la Dirección de Educación a Distancia de 
la Universidad Nacional de La Plata formula pautas 
de trabajo para propuestas educativas mediadas por 
tecnologías digitales [González et al., 2012].  
 
Término: “Evaluación de EVT Educativos 
 
Centrando el tema en los espacios web, Marqués 
Graells [1999] analiza las principales funciones que 
pueden realizar en el ámbito educativo, presenta 
diversas tipologías y establece un modelo para la 
identificación y evaluación de estos espacios 
considerando diversos criterios de calidad.  
Ferreira Szpiniak y Sanz presentan diferentes 
modelos de evaluación de EVEAs comparándolos, y 
revisan el concepto de usabilidad y de heurísticas de 
usabilidad [Ferreira Szpiniak y Sanz, 2007]; por otra 
parte, proponen modelo de evaluación de Entornos 
virtuales de enseñanza y aprendizaje [Ferreira 
Szpiniak y Sanz, 2012]. 
 
Término: “Accesibilidad Web 
 
La accesibilidad Web significa que personas con 
algún tipo de discapacidad van a poder hacer uso de 
la Web. La accesibilidad Web engloba muchos tipos 
de discapacidades, incluyendo problemas visuales, 
auditivos, físicos, cognitivos, neurológicos y del 
habla [W3C]. La W3C creó la iniciativa WAI -Web 
Accessibility Initiative- la cual se encarga 
específicamente de dictar normas de Accesibilidad 
como la WCAG 1.0 vigente desde 1999 y la WCAG 
2.0, desde 2008, brindando los recursos necesarios 
para aplicarlas [W3C; WAI]. 
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Preguntas Problema:  
Con base en los principios de la Ingeniería de 
Espacios Virtuales de Trabajo (IEVT) y la 
normativa vigente respecto a la inclusión en la 
educación superior, ¿se pueden plantear los 
procesos de Diseño de Dispositivos Educativos 
Centrados en EVTs y de Evaluación de EVTs 





La Ingeniería de Software dispone de un cuerpo de 
conocimiento que permite definir modelos de 
proceso para desarrollar artefactos software. Sin 
embargo, la naturaleza de los EVTs, caracterizados 
como facilitadores de interacción entre humanos 
físicamente no contiguos, y la orientación a 
personas con discapacidades diferentes requiere la 
definición de procesos específicos para la 
construcción, el diseño y la evaluación que tengan 




Los espacios virtuales de trabajo constituyen una 
familia emergente de aplicaciones a desarrollar, por 
lo que necesita un enfoque ingenieril. También 
existe la necesidad de incluir en estos desarrollos a 
personas con distintas discapacidades, de tal forma 
que un no vidente o un hipoacúsico puedan 
interactuar por medio de estos espacios virtuales sin 
que su discapacidad signifique una barrera. El 
presente proyecto busca desarrollar un proceso de 
diseño de dispositivos educativos y evaluación 
basado en Espacios Virtuales de Trabajo y que 
atiendan de manera integral las necesidades de 
personas con distintas discapacidades cumpliendo 




Objetivo Específico 1:  
Desarrollar un Proceso de Diseño de Dispositivos 
Educativos Centrados en Espacios Virtuales de 
Trabajo y orientado a personas con discapacidad 
física. 
Objetivo Específico 2:  
Desarrollar un Conjunto de Dispositivos Educativos 
Centrados en Espacios Virtuales de Trabajo y 
orientado a personas con discapacidad física, 
utilizando el proceso anterior, para implementar en 
el ámbito de la UNLa. 
 
Objetivo Específico 3:  
 
Desarrollar un Proceso de Evaluación de Espacios 
Virtuales de Trabajo Orientados a Educación y 
orientado a personas con discapacidad física, e 
implementarlo en el ámbito de la UNLa. 
 
Objetivo Específico 4: 
 
Implementar el Proceso de Evaluación de Espacios 
Virtuales de Trabajo Orientados a Educación y 
orientado a personas con discapacidad física, en el 
ámbito de la UNLa. 
METODOLOGÍA DE TRABAJO 
Para construir el conocimiento asociado al presente 
proyecto de investigación, se seguirá un enfoque de 
investigación clásico [Riveros y Rosas, 1985; 
Creswell, 2002] con énfasis en la producción de 
tecnologías [Sábato y Mackenzie, 1982]; 
identificando métodos, materiales y abordaje 






Las revisiones sistemáticas [Argimón, 2004] de 
artículos científicos siguen un método explícito para 
resumir la información sobre determinado tema o 
problema. Se diferencia de las revisiones narrativas 
en que provienen de una pregunta estructurada y de 
un protocolo previamente realizado. 
 
Prototipado Evolutivo Experimental (Método de la 
Ingeniería): 
 
El prototipado evolutivo experimental [Basili, 1993] 
consiste en desarrollar una solución inicial para un 
determinado problema, generando su refinamiento 
de manera evolutiva por prueba de aplicación de 
dicha solución a casos de estudio (problemáticas) de 
complejidad creciente. El proceso de refinamiento 
concluye al estabilizarse el prototipo en evolución.  
Materiales: 
Para el desarrollo de los formalismos y procesos 
propuestos se utilizarán: 
 Formalismos de modelado conceptual usuales 
en la Ingeniería de Software [Rumbaugh et 
al., 1999; Jacobson et al., 2013] y en la 
Ingeniería del Conocimiento [García-
Martínez y Britos, 2004]. 
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 Modelos de Proceso usuales en Ingeniería de 
Software [IEEE, 1997; ANSI/IEEE, 2007; 
Oktaba et al., 2007]. 
 Normativas vigentes sobre las 
responsabilidades del Estado [Ley Educación 
Superior, 2002; Ley Accesibilidad Web, 
2010]. 
 Normas de Accesibilidad Web [W3C, WAI]. 
RESULTADOS OBTENIDOS/ESPERADOS 
Se espera tener las versiones de los siguientes 
productos: (i) Proceso de Diseño de Dispositivos 
Educativos Centrados en EVTs y orientado 
apersonas con discapacidad, (ii) Conjunto de 
Dispositivos Educativos integrable a etapas de 
producción de EVTs Educativos y orientado a 
personas con discapacidad implementados en la 
UNLa, (iii) Proceso de Evaluación de EVTs 
Orientados a Educación y orientado a personas con 
discapacidad, y (iv) la Implementación del Proceso 
de Evaluación de EVTs integrable a etapas de 
producción de EVTs Educativos y orientado a 
personas con discapacidad en el ámbito de la 
Universidad Nacional de Lanús. 
Se prevé publicar resultados en las siguientes Series 
y Revistas: 
 Lecture Notes on Artificial Intelligence 
(Springer Verlag) 
 Lecture Notes on Computer Science 
(Springer Verlag) 
 Revista Latinoamericana de Ingeniería de 
Software 
Y en los siguientes Eventos Científicos: 
 Workshop de Investigadores en Ciencias de 
la Computación 
 Latin American Congress on Requirements 
Engineering & Testing 
 Latin American Symposium on Software 
Engineering 
 Congreso Argentino de Ciencias de la 
Computación 
 Congreso Argentino de Tecnología en 
Educación y Educación en Tecnología 
 Seminario Internacional de Educación a 
Distancia de RUEDA 
 Frontiers in Education 
 Jornadas Iberoamericanas de Ingeniería de 
Software e Ingeniería del Conocimiento 
 
FORMACIÓN DE RECURSOS HUMANOS 
El grupo de trabajo está conformado por dos 
investigadores formados y cuatro en formación. En 
su marco se desarrollan dos trabajos finales de 
licenciatura.   
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Las investigaciones que se proponen en esta 
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En este trabajo se presenta una línea de        
investigación orientada a​l desarrollo de     
dispositivos para la formación docente del      
nivel primario en Pensamiento Computacional     
y Programación, combinando el enfoque     
desconectado con actividades que impliquen el      
uso de computadoras y otros dispositivos.      
Como una primera instancia de formación se       
presenta el diseño y la implementación de la        
“Especialización Docente de Nivel Superior en      
Didáctica de las Ciencias de la Computación”.       
El objetivo de esta especialización es que los        
docentes de primaria puedan apropiarse de esta       
forma de pensamiento y del potencial de la        
programación, para incluirlas en sus prácticas      
de manera contextualizada, interdisciplinar e     
inclusiva.  
 
Palabras clave: ​Pensamiento Computacional,    




Esta línea de I+D se está llevando a cabo en          
un grupo interdisciplinario a trav​és de varios       
proyectos que comparten alguno de sus      
miembros docentes e investigadores,    
conformando una red de colaboración: 
- Especialización Docente de Nivel ​Superior en       
Didáctica de las Ciencias de la Computación:       
Aprendizaje y Enseñanza del Pensamiento     
Computacional y la Programación en el Nivel       
Primario, A. Casali, D. Zanarini, P. San Martín,        
N. Monjelat, C. Ortega y A. Baldomá.       
Convenio Fundación Sadosky, UNR y     
Ministerio de Educación Pcia. Santa Fe      
(2016-2019).  
- Proyecto de Investigación Científica y      
Tecnológico (PICT) Nº 1530: “Aprender a      
programar en primaria: Hacia la construcción      
de Tecnologías para la inclusión social”, N.       
Monjelat (2017-2019). 
- Desarrollo del Pensamiento Computacional a      
través de actividades desconectadas en la      
educación básica D. Barone, A. Casali y C.        




La introducción de nociones relacionadas con      
las Ciencias ​de la Computación (CC) en el        
currículum escolar, especialmente en cuanto     
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al desarrollo del pensamiento comp​utacional     
(PC) y la apropiación de conceptos de       
programación, se ha ponderado en las últimas       
décadas con un importante consenso en el       
campo educativo internacional. Siguiendo a     
Wing [7] el aprendizaje de CC beneficia a toda         
la sociedad y por lo tanto, su enseñanza debería         
estar presente en todos los niveles educativos.  
Argentina lanzó en el año 2013 el proyecto        
“Program.ar”, que a partir de múltiples      
iniciativas acerca a niños y jóvenes al       
aprendizaje de las CC. Asimismo, el Consejo       
Federal de Educación señaló al aprendizaje de       
la programación de importancia estratégica para      
el Sistema Educativo Nacional durante la      
escolaridad obligatoria (Resolución CFE Nº     
263/15, 2015) afirmando la relevancia de estos       
contenidos para la formación de los niños y        
jóvenes. Sin embargo en el marco institucional,       
aún no se han efectivizado dos aspectos clave        
interrelacionados que condicionan fuertemente    
la introducción de nociones de las CC en el         
sistema educativo argentino. Uno de estos      
aspectos refiere a la necesidad de realizar       
modificaciones en los planes de estudio tanto a        
nivel primario y secundario, así como en la        
formación docente. El otro, implica la      
inmediata puesta en obra de propuestas de       
formación docente en el aprendizaje y      
enseñanza del pensamiento computacional y la      
programación que habiliten paulatinas    
transformaciones tanto de lo curricular como de       
la práctica educativa escolar [5]. En particular,       
en el contexto de la provincia de Santa Fe, se          
observa que casi todas las escuelas públicas e        
institutos de formación docente fueron dotados      
de infraestructura tecnológica digital a través de       
programas nacionales y provinciales. Por     
ejemplo, en el nivel primario se cuenta con las         
“Aulas digitales móviles” provenientes tanto     
del programa nacional “Primaria Digital” como      
del provincial “Tramas Digitales”. En     
referencia a la formación y capacitación      
docente, la misma generalmente se ha enfocado       
hacia un primer nivel de apropiación      
instrumental de aplicaciones, herramientas y     
recursos digitales de las actuales Tecnologías      
de la Información y Comunicación (TIC)      
vinculadas a la práctica educativa. En este       
sentido, un relevamiento realizado en agosto de       
2016, concluyó que ninguno de los 139       
Institutos de Formación Docente de la provincia       
ofrecía un postítulo sobre la didáctica de las CC         
para la formación de profesores. Por ello, es        
posible afirmar que la presente vacancia      
impacta en la formación de todos los       
estudiantes y en el logro de una articulación        
satisfactoria entre los distintos niveles del      
sistema educativo, así como sobre el número de        
egresados de nivel terciario y universitario en       
áreas estratégicas para el desarrollo regional. 
A partir de esta necesidad y considerando los        
lineamientos del Ministerio de Educación de      
Santa Fe que proponen el desarrollo de       
proyectos institucionales en relación a los      
Núcleos Interdisciplinarios de Contenidos, se     
considera posible llevar adelante una     
especialización docente de nivel superior en      
didáctica de las CC, desde una doble       
articulación que considere tanto los procesos      
como los productos implicados en el desarrollo       
del pensamiento computacional y la     
programación, como posibles Tecnologías para     
la Inclusión Social [4]. Por otra parte, los        
trabajos realizados en distintos contextos de      
educación primaria, han demostrado que el      
desarrollo de procesos de enseñanza y      
aprendizaje a través de actividades lúdicas      
“unplugged” o desconectadas, sin uso de      
computadora, resulta efectivo para desarrollar     
habilidades cognitivas de pensamiento    
computacional [1] [2] [3].  
 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
Dada la necesidad de formación docente en el        
área, se planteó el diseño de la Especialización        
Docente de Nivel Superior en Didáctica de las        
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Ciencias de la Computación: Aprendizaje y      
Enseñanza del Pensamiento Computacional y la      
Programación en el Nivel Primario. Esta      
formación tiene por objetivo general formar      
docentes capaces de experimentar y reflexionar      
críticamente acerca de los procesos de      
desarrollo del PC y la programación, a los fines         
de construir las competencias adecuadas al      
nivel primario que posibiliten una práctica      
educativa innovadora con énfasis en la      
resolución de problemas mediante la     
producción colaborativa e interdisciplinaria de     
Tecnologías para la Inclusión Social.  
En referencia a los objetivos específicos, la       
presente propuesta de formación especializada     
pretende: 
- Promover el estudio de los principios del        
pensamiento computacional y la programación     
para su adecuación didáctica al nivel primario       
de escolaridad. 
- Activar un posicionamiento crítico y ético       
acerca del uso, impacto y potencial de las TIC         
en el contexto socio-cultural actual. 
- Brindar herramientas teóricas, metodológicas     
y técnicas para la selección y aplicación de        
conceptos del PC y la programación en función        
del diseño y desarrollo de proyectos educativos       
enfocados hacia la producción de tecnologías      
inclusivas. 
- Desarrollar el interés y compromiso      
responsable hacia la participación en la      
producción colaborativa de programas sencillos     
integrados tanto a temáticas de la educación       
primaria como a proyectos institucionales     
utilizando diversas herramientas, bajo    
metodologías de trabajo interdisciplinario. 
- Favorecer en el marco del sistema educativo        
provincial, el desarrollo de procesos     
institucionales de adecuación curricular y     
transformación de las prácticas educativas de      
nivel primario aportando fundamentos    
teórico-metodológicos y técnicos sobre    
contenidos relacionados a las CC.  
 
Diseño Curricular  
La Especialización se organizó en cuatro      
semestres, presentando en cada uno de ellos tres        
módulos (doce módulos en total), en los que se         
articulan los contenidos de manera espiralada.      
Los módulos se desarrollaron sobre los ejes del        
pensamiento computacional, la programación y     
conceptos tecnológicos. La propuesta incluye     
también proyectos integradores, con el fin de       
que faciliten a los docentes cursantes llevar al        
aula estos procesos de enseñanza y aprendizaje       
planificando y desarrollando actividades no     
excluyentes adecuadas a su contexto     
institucional. Cada semestre tiene asignada una      
carga horaria de 100 hs. de dictado totalizando        
400 hs., donde el 80% corresponde a       
actividades presenciales bajo el formato de      
taller y seminario-taller, como se muestra en la        
Tabla I. 
 
Tabla I: Especialización: Distribución de     
Módulos y carga horaria  
  
Sem. Módulo  Modalidad  Hs 
1 
Introducción: CC 
en la Escuela 
Primaria  
Seminario- 
Taller 20  
Pensamiento 






Programación I Taller 40  
2 
Proyecto 












Integrador II  Taller 20 





Taller de Robótica  Taller 40 
4 
Ciencia de datos, 
privacidad y 
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Proyecto Final Taller 25 
Total 12 Módulos  400 
 
Las actividades presenciales se continúan y      
complementan con actividades virtuales    
realizadas a través de la Plataforma Educativa       
de la provincia de Santa Fe      
(​http://plataformaeducativa.santafe.gov.ar/​), donde  
los docentes son usuarios registrados,     
accediendo tanto a prestaciones administrativas     
como a otros cursos de capacitación del       
Ministerio de Educación. 
 
3. RESULTADOS  
El postítulo fue aprobado por el Ministerio de        
Educación provincial en julio de 2017 y       
comenzó a dictarse en agosto del mismo año, en         
el ISFD N°36 "Mariano Moreno" de la ciudad        
de Rosario. El equipo interdisciplinario a cargo       
del dictado estuvo compuesto por ​cuatro      
profesores del Departamento de Ciencias de la       
Computación (UNR), dos profesoras del ISFD      
y dos docentes-investigadores del IRICE. A      
partir de la publicidad del mismo se obtuvieron        
120 inscriptos de los cuales 89 se presentaron al         
dictado. De este grupo, el 70% cumplió con la         
asistencia requerida. Actualmente se encuentran     
en ejecución una serie de instrumentos para       
obtener información respecto al perfil más      
completo de los docentes cursantes, recopilar      
sus opiniones sobre el postítulo en general y el         
dictado de cada módulo.  
Desde el punto de vista de los profesores que         
participaron del dictado, las actividades se      
mantuvieron dentro de lo planificado. Se      
realizaron las adecuaciones necesarias a la      
dinámica del aprendizaje del grupo,     
considerando siempre el trabajo en modalidad      
de taller con actividades lúdicas que ellos       
puedan contextualizar en sus aulas. En general,       
el abordaje seguido en los distintos encuentros       
fue: 1) breve presentación de conceptos  básicos       
y teóricos sobre el tema a trabajar, luego 2)         
planteo de una serie de actividades (ejercicios       
con enfoque lúdico adecuados para el nivel       
primario) de dificultad creciente a desarrollar      
en forma grupal y como cierre 3) puesta en         
común de los resultados alcanzados     
grupalmente, orientando las reflexiones para     
llegar a los objetivos que fueron planteados en        
la actividad. En el transcurso de los encuentros,        
ha resultado más efectivo intensificar las      
actividades prácticas con integraciones    
conceptuales y profundizar el cierre reflexivo. 
Dada la diversidad de especialidades de los       
docentes, los trabajos prácticos desarrollados se      
han visto enriquecidos por la diversidad y la        
integración de saberes. La actividad de cierre de        
la especialización consistió en un taller donde       
los distintos grupos presentaron sus trabajos      
finales de PC y de programación. Luego hubo        
un espacio de reflexión grupal donde los       
comentarios fueron muy satisfactorios respecto     
a los avances logrados y la percepción de los         
cursantes considerando los logros alcanzados. 
Actualmente se encuentra en evaluación el      
primer semestre de la propuesta de formación       
planteada desde el punto de vista de los        
aprendizajes alcanzados por los cursantes y de       
sus opiniones sobre el dictado. Como      
observaciones preliminares todos los docentes     
han valorado el trabajo en pensamiento      
computacional de forma desconectada    
(unplugged) ya que posibilita incluir     
actividades que promuevan el aprendizaje de      
estos conceptos y habilidades, en todos los       
contextos, contando con los recursos que están       
disponibles en todas las escuelas. Además, en       
cada módulo se han planteado actividades que       
pueden ser incluidas transversalmente y en      
vinculación con otros contenidos de la      
educación primaria. Por otra parte, los avances       
en programación han sido muy gratificantes,      
sorprendiendo principalmente a los    
4 
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participantes por los logros alcanzados. 
A partir de los resultados, aprendizajes y       
evaluación de esta experiencia se espera      
realizar un intercambio con otras instancias de       
formación similares en distintas regiones, a fin       
de difundir la experiencia y crear redes que        
fortalezcan a las CC en el contexto de        
educación primaria tanto en el país como en        
latinoamérica.  
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
El equipo de trabajo es interdisciplinario y está        
integrado por las doctoras Ana Casali, Patricia       
San Martín, Natalia Monjelat y el licenciado       
Dante Zanarini, con el apoyo de la Rectora del         
ISFD Claudia Ortega y la Profesora de dicha        
institución Alejandra Ortega. Dentro del marco      
de esta línea de I+D se desarrollan actualmente        
las siguientes tesis doctorales: 
- Christian Brackmann: “Desenvolvimento do     
Pensamento Computacional Através de    
Atividades Desplugadas na Educação Básica”,     
Dir. D. Barone, Co-dirección A. Casali,      
UFRGS, Brasil 2017. 
- Marisa Cenacchi: “Hacia una Educación no       
excluyente.Perspectivas teóricas-metodológicas  
sobre “Accesibilidad-DHD” para la formación     
superior de educadores”. Dir. P. San Martín,       
Co-dir. G. Guarnieri, UNR, Argentina (en      
evaluación). 
Cabe destacar la formación que se lleva a         
cabo de docentes del Depto. de Ciencias de la         
Computación en la enseñanza de la disciplina a        
docentes del nivel primario, en un trabajo       
interdisciplinario con especialistas de las     
ciencias de la educación. 
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Resumen
Existen diversos programas, iniciativas y
proyectos orientados a promover la ensen˜an-
za y el aprendizaje de la programacio´n en el
a´mbito de la educacio´n obligatoria.
En este marco se plantea como objetivo el
desarrollo de iniciativas orientadas a la cons-
truccio´n de conocimiento y recursos dida´cti-
cos para la ensen˜anza de la programacio´n en
el a´mbito de la robo´tica educativa.
Este trabajo presenta una L´ınea de
Investigacio´n y Desarrollo que extiende al
Proyecto Scratch sumando funcionalidades
para interactuar con el robot educativo
Frankestito, desarrollado en la Facultad
de Informa´tica de la Universidad Nacional
del Comahue, a fin de obtener un entorno
basado en programacio´n por bloques para
robots educativos. Se espera que este en-
torno mejore las oportunidades de aprender
conceptos fundamentales de las Ciencias de
la Computacio´n a una poblacio´n ma´s amplia
de estudiantes, penetrando so´lidamente en
la educacio´n obligatoria.
Palabras Clave: Ensen˜anza de la Pro-
gramacio´n, Ensen˜anza de las Ciencias
de la Computacio´n, Recursos Dida´cticos
en Ciencias de la Computacio´n, Educa-
cio´n Obligatoria, Programacio´n basada
en Bloques, Robo´tica Educativa.
Contexto
Esta propuesta se ubica en el contexto
de las iniciativas promovidas por el Grupo
de Investigacio´n en Lenguajes e Inteligen-
cia Artificial de la Facultad de Informa´tica
y del Convenio Marco de Colaboracio´n fir-
mado durante 2016 entre la Facultad de In-
forma´tica y el Ministerio de Educacio´n de la
Provincia del Neuque´n.
Este trabajo se desarrolla en el a´mbito de
los proyectos de investigacio´n Agentes Inteli-
gentes. Modelos Formales y Aplicaciones pa-
ra la Educacio´n (04/F015) y Agentes Inte-
ligentes y Web Sema´ntica (04/F014) finan-
ciados por la Universidad Nacional del Co-
mahue a trave´s de la Secretar´ıa de Ciencia
y Te´cnica y avalados por el Consejo Provin-
cial de Educacio´n en el contexto del Convenio
Marco de Colaboracio´n. Los proyectos tienen
prevista una duracio´n de cuatro an˜os a partir
de enero del 2017.
1. Introduccio´n
Actualmente, las nuevas tecnolog´ıas atra-
viesan transversalmente toda la sociedad en
menor o mayor grado. Sin embargo, con fre-
cuencia nos adentramos en actividades vir-
tuales u´nicamente desde un rol de “consu-
midor” de ellas, desconociendo su concepto
ba´sico intr´ınseco. Bajo e´sta o´ptica urge incor-
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porar conceptos de las Ciencias de la Compu-
tacio´n a la educacio´n formal brindando he-
rramientas que permitan no so´lo “leer” tec-
nolog´ıa, sino ser capaces de “escribirla”[4, 11,
12].
En este sentido, en diversos pa´ıses
de Europa y en Estados Unidos, orga-
nizaciones gubernamentales[15, 3] y no
gubernamentales[8, 16] han advertido sobre
la necesidad de reformar dra´sticamente la en-
sen˜anza actual en las a´reas de Informa´tica
y Computacio´n en la educacio´n obligatoria
para introducir conceptos vinculados a las
Ciencias de la Computacio´n.
Haciendo eco de estas iniciativas a ni-
vel nacional, el Consejo Federal de Educa-
cio´n declaro´ de importancia estrate´gica la en-
sen˜anza y el aprendizaje de la Programacio´n
en la escolaridad obligatoria [5]. A partir de
esta declaracio´n y de los proyectos naciona-
les ya existentes, tales como la iniciativa Pro-
gram.ar y el Programa Nacional PLANIED,
la necesidad de abordar la ensen˜anza de es-
tos temas en el a´mbito de la escuela es clara
y prioritaria.
En este trabajo se presenta una L´ınea
de Investigacio´n que busca desarrollar
v´ınculos para potenciar dos herramientas
ya existentes que se han posicionado como
efectivas para favorecer la construccio´n de
este tipo de conocimiento en la educacio´n
primaria y secundaria: El proyecto Scratch
y Frankestito.
Proyecto Scratch
Investigadores del MIT (Massachusetts
Institute of Technology) idearon un Fra-
mework multiplataforma de desarrollo de
aplicaciones y pensamiento computacional,
disen˜ado para ser altamente interactivo
con una grama´tica basada en una coleccio´n
de “bloques de programacio´n” (gra´ficos
apilables) que permiten crear programas sin
tipear co´digo, llamado Scratch [12]. Este
proyecto se encuentra vigente y utilizado en
ma´s de 150 pa´ıses, Argentina entre ellos[7].
Frankestito
En el a´mbito regional, la Facultad de In-
forma´tica (FAIF-UNCo) desarrollo´ un robot
educativo, denominado Frankestito[9], para
la ensen˜anza y promocio´n de contenidos rela-
cionados con las Ciencias de la Computacio´n
en distintos niveles educativos[13]. El mismo
cuenta con una serie de caracter´ısticas dis-
tintivas, tales como, ser de bajo costo, contar
con una conexio´n inala´mbrica y persistente,
ser myro-compatible y poseer visio´n del am-
biente. Esto lo convierte en un sujeto pro-
picio para el desarrollo de herramientas que
potencien y diversifiquen su funcionalidad.
Ambas herramientas han logrado tener una
buena recepcio´n en sus a´mbitos de influencia
[10, 13, 14], sin embargo existen potenciali-
dades au´n no desarrolladas en ellas.
Por una parte Frankestito soporta una di-
versidad de lenguajes cla´sicos (Python, Pro-
log, C, C++, entre otros) que permiten inter-
actuar de forma efectiva con el robot educa-
tivo, pero no cuenta con un entorno propicio
que facilite su utilizacio´n sin intervencio´n de
l´ıneas de co´digo, limitando su llegada a otros
rangos etarios o a´mbitos de aplicacio´n edu-
cativa.
Mientras que Scratch provee un Frame-
work para programacio´n basada en bloques
fa´cilmente utilizable sin necesidad de escribir
l´ıneas de co´digo.
En esta l´ınea de trabajo proponemos ex-
tender Scratch para comunicarse con robots
compatibles con la arquitectura de Frankesti-
to, potencia´ndolos al permitir incorporar un
lenguaje y entorno de desarrollo basado en
bloques para su utilizacio´n.
La idea es an˜adir a Scratch, como nuevos
bloques de programacio´n, todas las funciones
con las que cuenta Frankestito a fin de ser uti-
lizados por los estudiantes o scratchers, tra-
bajando en el entorno del Framework, para
controlar el robot, complementando el len-
guaje de scripting tradicional. De este modo,
se lograra´ un entorno de programacio´n senci-
llo y transparente con comunicacio´n efectiva
y simplificada.
Cabe aclarar que aunque Frankestito ac-
tualmente puede ser programado en diferen-
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tes lenguajes de programacio´n, no cuenta
con un entorno de programacio´n basada en
bloques. Existen desarrollos que extienden
Scratch enfocados en la robo´tica, tales como
LEGO WeDo[1] y PicoBoard[2]. Sin embar-
go, los mismos no se adaptan a las necesida-
des de Frankestito, dado que cuentan con una
funcionalidad notablemente ma´s limitada.
La estructura del presente trabajo es la si-
guiente. En la seccio´n 2 presentamos los ob-
jetivos de los proyectos de investigacio´n en
los que se enmarca este trabajo y describi-
mos la l´ınea de investigacio´n actual. En la
seccio´n 3 indicamos algunos resultados obte-
nidos y trabajos futuros. Finalmente, comen-
tamos aspectos referentes a la formacio´n de
recursos humanos en esta tema´tica.
2. L´ınea de investigacio´n
y desarrollo
El proyecto de investigacio´n Agentes In-
teligentes y Web Sema´ntica tiene entre sus
objetivos generar conocimiento especializado
en el a´rea de agentes inteligentes. Particular-
mente se trabaja en la programacio´n de ro-
bots para generar comportamiento inteligen-
te. Por otra parte el proyecto de investiga-
cio´n Agentes Inteligentes. Modelos Formales
y Aplicaciones para la Educacio´n, tiene como
uno de sus objetivos el desarrollo de modelos
que contribuyan a la produccio´n de un marco
teo´rico que se ocupe de estudiar la inclusio´n
de la computacio´n en la educacio´n y el disen˜o
e implementacio´n herramientas que soporten
estos modelos.
Ambos proyectos confluyen en esta l´ınea
de investigacio´n que propone la integracio´n
de un entorno de programacio´n basado en
bloques a la plataforma de robots educati-
vos compatibles con Frankestito. Los resul-
tados de este trabajo, permitira´n ampliar las
posibilidades dida´cticas de Frankestito e in-
volucrar en la ensen˜anza y aprendizaje de la
programacio´n a una nueva poblacio´n de do-
centes y estudiantes.
Por esto, se desarrollara´ una extensio´n que
permita conectar el Proyecto Scratch con la
plataforma de robots educativos Frankestito.
Bajo esta premisa se establecen los siguien-
tes ejes de trabajo:
Scratch
Recientemente el Proyecto Scratch incorpora
Scratch Extensions que permite sumar colec-
ciones de bloques destinados interactuar con
dispositivos externos [6].
Esta incorporacio´n, que resalta la necesi-
dad de contar con nuevos recursos dida´cticos,
facilita la posibilidad de potenciar al Frame-
work con complementos tangibles que inter-
actuen con los productos de software logra-
dos por los Scratchers.
Para ello en este eje de trabajo se desa-
rrollara´ una coleccio´n de bloques fa´cilmente
manipulables, que cumplan con las especifi-
caciones del Proyecto Scratch y concentren,
en una abstraccio´n de co´digo, las funcionali-
dades para interactuar con robots educativos
de la arquitectura Frankestito. Esto es facti-
ble gracias a su licencia GPLv2 y Scratch
Source Code License.
Frankestito
Frankestito resulta un candidato ideal para
investigacio´n al haber demostrado ser com-
patible con otras plataformas de robo´tica
educativa, como el Multiplo N6-Max[17]. De
esta manera, cualquier desarrollo que sea
factible sobre la arquitectura Frankestito es
transferible a otras plataformas.
Este eje de trabajo tiene por objeto desa-
rrollar herramientas que permitan ampliar
los horizontes de su utilizacio´n, brindando un
entorno que lo posicione como accesible para
cualquier nivel del sistema educativo.
Para ello se desarrollara´ un protocolo que
facilite el env´ıo de o´rdenes sobre su arquitec-
tura de comunicacio´n inala´mbrica, otorgan-
do transparencia en el intercambio de men-
sajes y desvinculada de algunas configuracio-
nes previas requeridas para su utilizacio´n, pa-
ra lograr una independencia del lenguaje de
scripting nativo del robot.
Plataforma de Comunicacio´n
Se considera necesario disen˜ar e implementar
XX Workshop de Investigadores en Ciencias de la Computacio´n 458
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
una capa de comunicacio´n entre las extensio-
nes desarrolladas para Scratch y el protocolo
para env´ıo de o´rdenes y recepcio´n de respues-
tas construido sobre la plataforma Frankes-
tito.
Este eje de trabajo se enfoca en el
disen˜o de una capa de comunicacio´n v´ıa
HTTP/Socket bajo la implementacio´n de
un protocolo que permita estandarizar estas
comunicaciones de modo que puedan ser
fa´cilmente adaptables para otros entornos de
programacio´n o frameworks y compatibles
con la plataforma de robots de esta arqui-
tectura.
Estos tres ejes de trabajo no se presentan
de forma aislada; se considera que la inves-
tigacio´n en estas a´reas debe plantearse como
integrada y estudiarse en forma conjunta pa-
ra avanzar en el desarrollo de un producto
de software consistente que permita la con-
tinuidad en la investigacio´n de nuevas herra-
mientas. Todo resultado conservara´ patentes
compatibles con los proyectos relacionados.
3. Resultados obtenidos y
Trabajos Futuros
Inicialmente, se analizo´ la arquitectura de
la plataforma Frankestito y la adaptacio´n del
robot Multiplo N6 Max[17], robot compati-
ble con Frankestito, identificando funciona-
lidades espec´ıficas a ser implementadas pa-
ra lograr la interaccio´n desde el entorno de
Scratch que extendera´n el lenguaje de pro-
gramacio´n. Se hizo e´nfasis en aquellas que
conciernen a la comunicacio´n.
Actualmente, se esta´ realizando una revi-
sio´n sobre diferentes entornos de programa-
cio´n por bloque, a fin de identificar las carac-
ter´ısticas principales de este tipo de lenguajes
de programacio´n. El estudio esta´ centrado en
Scratch.
A partir de estos resultados se realizara´ el
disen˜o de una arquitectura que adapte y ex-
tienda el entorno de programacio´n Scratch,
con bloques correspondientes a la interaccio´n
con Frankestito. En esta actividad se consi-
derara´n los comentarios, sugerencias y revi-
siones reunidas de experiencias de ensen˜anza
y aprendizaje en entornos reales, realizadas
sobre el trabajo de campo. El desarrollo de
esta investigacio´n sera´ documentado en un
reporte te´cnico.
En el contexto de esta L´ınea de Investi-
gacio´n y Desarrollo se espera obtener los si-
guientes resultados:
Dotar a Scratch de todas las funciones
con las que cuenta Frankestito, como
nuevos bloques de programacio´n, a fin
de ser utilizados por estudiantes, docen-
tes o scratchers.
Desarrollar una capa de comunicacio´n
entre la plataforma Frankestito que per-
mita la interaccio´n con Scratch y otros
entornos de programacio´n.
Introducir mejoras en la plataforma
Frankestito tendientes a favorecer la in-
teraccio´n con la capa de comunicacio´n,
4. Formacio´n de Recursos
Humanos
Sobre la tema´tica de esta l´ınea de inves-
tigacio´n, uno de los autores de este trabajo
esta´ desarrollando su tesis de grado de la Li-
cenciatura en Ciencias de la Computacio´n.
Por otra parte, otro de los autores de es-
te trabajo esta´ inscripto en la Maestr´ıa en
Ensen˜anza en Escenarios Digitales que desa-
rrollan de manera conjunta las Universida-
des Nacionales de Cuyo, Comahue, Patago-
nia Austral, Patagonia San Juan Bosco, San
Luis, Chilecito y La Pampa.
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En Educación Superior sus actores, 
como son los docentes y los 
investigadores, a través de sus actividades 
innovan al ser los generadores de ideas 
orientadas al aprendizaje activo. 
En este sentido, surgen los diferentes 
grupos interdisciplinares dirigidos a la 
aplicación crítica y reflexiva de métodos, 
herramientas y modelos a fin validar la 
educación y producir transformaciones. 
En el marco de un PI, se desarrollan y 
promueven diversas actividades de I+D+i 
vinculadas con las Tecnologías de la 
Información en las diversas modalidades 
que adopta la educación en el siglo XXI.  
Palabras clave: aprendizajes activos, 
entornos educativos, procesos de 
aprendizajes. 
CONTEXTO 
El trabajo presenta los resultados de 
líneas de trabajo del proyecto “TI en los 
Sistemas de Información: Modelos, 
Métodos y Herramientas”, acreditado por 
la Secretaria General de la Universidad 
Nacional del Nordeste (UNNE). En este 
caso la indagación y aplicación de 
algunas líneas vinculadas con la 
enseñanza y aprendizajes en TIC. 
Con relación a ello, mediante convenio 
con el Ministerio de Ciencia y Tecnología 
de la Nación, se desarrollaron las líneas 
investigativas en el marco del programa 
Piloto de Becas del Plan de Mejoramiento 
de la Función I+D+i de la UNNE 
aprobada por Res. Nº 995/14 C.S. UNNE. 
El objetivo de la Convocatoria Piloto 
de Becas es contribuir a la formación de 
posgrado de alta calidad a nivel de 
maestría o doctorado de docentes de la 
UNNE, especialmente en áreas de 
vacancia o prioritarias, para que 
desarrollen en los próximos años 
conocimientos especializados en 
respuesta a demandas estratégicas de la 
región [1].  
En este contexto se estudian las 
temáticas propuestas en el plan de trabajo 
denominado “Educación y NTICs: 
Entornos de Simulación como soporte a 
procesos de enseñanza - aprendizaje”, 
aprobado por Res. 250/15 C.S., (con 
vigencia 01/05/2015 al 31/04/2017). Se 
refutaron algunas hipótesis basadas en 
paradigmas y tendencia actuales en 
educación, se planteó la profundización 
en métodos y técnicas, que combinan la 
participación activa del estudiante y el 
acompañamiento del docente [2], [3], [4], 
[5], [6]. 
1. INTRODUCCIÓN 
Siguiendo a Escudero [7], la 
innovación en los procesos de enseñanza-
aprendizaje puede ser concebida como 
“un determinado posicionamiento crítico 
y reflexivo que dirige sus esfuerzos tanto 
a validar la educación como a ir 
transformándola al servicio de valores 
debidamente legitimados ideológica, 
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social, cultural, política y educativamente 
hablando”. 
En los últimos años la innovación en la 
educación superior se ha visto acelerada 
en algunas instituciones que están 
transformando sus tradicionales métodos 
de enseñanza y aprendizaje, en los que los 
docentes y los investigadores son las 
principales fuentes de generación de ideas 
[8]. 
En una continua búsqueda de 
garantizar resultados de calidad en el 
aprendizaje para todos, a lo largo de toda 
la vida, como se propone en [9]; se hacen 
visibles las líneas investigativas con miras 
a producir dichas transformaciones.  
La UNNE a través de sus diferentes 
proyectos acreditados, aporta sus 
mecanismos y esfuerzos con miras a 
fortalecer dicho proceso de 
transformación. 
En relación a ello el PI propone como 
líneas investigativas en educación, el 
estudio de métodos y modelos y 
herramientas aplicables, a fin de alcanzar 
metas sustanciales en el aprendizaje de 
los alumnos que redunden en un 
aprendizaje significativo [10], [11]. 
2. LÍNEAS DE INVESTIGACIÓN, 
DESARROLLO E INNOVACIÓN 
La tendencia de la integración de 
pedagogías para el aprendizaje más 
profundo en la educación superior ha ido 
adquiriendo cada vez más importancia 
desde hace algunos años [11]. 
Actualmente se desarrollan nuevas 
estrategias, especialmente en disciplinas 
relacionadas con las ciencias, las 
tecnologías, las ingenierías y las 
matemáticas conocidas como STEM (por 
sus siglas Science, Technology, 
Engineering y Mathematics) [8]. En 
relación en el PI mencionado y a través de 
la formación de sus RRHH, propone 
como líneas investigativas:  
i. Estrategias y metodologías 
innovadoras de enseñanza. 
ii. Descripción y evaluación de 
experiencias innovadoras de 
enseñanza. 
iii. Herramientas estratégicas en el 
desarrollo de procesos educativos 
en la formación en tecnología 
aplicada. 
iv. Ubicuidad en los procesos de 
enseñar y aprender.  
v. El Aula virtual como mediadora 
del proceso de enseñanza y 
aprendizaje.  
Para ello, se indagaron métodos, 
modelos y herramientas TIC [8], [11], 
[12], [13]. Se vincularon saberes y 
experiencias, se evaluaron el impacto de 
las propuestas implementadas a fin de 
obtener discusiones en torno a los 
resultados. 
3. RESULTADOS OBTENIDOS 
Las experiencias se refieren a las 
configuraciones de las variables en la 
puesta en prácticas de los métodos, 
modelos y herramientas estudiadas. 
En relación a las líneas identificadas 
como i) y ii) se indagó en la metodología 
de Aprendizaje Basado en Problemas 
(ABP) con la integración de materiales 
didácticos tridimensionales para la 
enseñanza en tecnologías aplicadas al 
Arte. Los resultados se plasman en un 
trabajo interdisciplinario y reflexivo que 
plantea formas alternativas de adquirir 
conocimientos a través del ABP [14].  
Asimismo, se profundizó en el 
mecanismo que propone Aula Invertida 
como enfoque activo y centrado en el 
estudiante que surge de la premisa de 
extender el tiempo de una actividad con el 
objetivo de favorecer el pensamiento 
crítico y la autonomía en el aprendizaje; 
se revisó la literatura, dimensiones, 
implicancias empíricas y mediante una 
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experiencia se analizaron resultados 
obtenidos con miras a las mejoras en las 
implementaciones [15]. 
En lo que respecta a la línea iii) se 
indagó en el diseño y producción de 
software educativo de simulación, como 
un recurso interactivo para la enseñanza 
[16], [17].  
Asimismo, tal como se mencionó, Se 
trabajó en la utilización de materiales   en 
3Dcomo dispositivo mediador de la 
enseñanza y aprendizaje en el aula [14].  
Otros resultados se plasmaron en [18], 
en el estudio de aspectos en la selección y 
uso de REA (Recursos Educativos 
Abiertos) en la implementación de los 
lineamientos de Aula Invertida.  
Vinculadas a las líneas de trabajo iv) y 
v) se estudiaron consideraciones en el 
diseño de aula virtual como apoyo a la 
estrategia de Aula Invertida [19].  
Desde un punto de vista holístico y de 
la gestión, se exploró en aspectos de la 
expansión de la educación virtual y se 
reseñaron las estrategias abordadas desde 
del programa UNNE Virtual [20]. 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
En el marco de la beca del programa 
Piloto de Becas del Plan de Mejoramiento 
de la Función I+D+i de la UNNE, la  
becaria e integrante del PI,  Lic. 
Fernandez Mirta promovió la totalidad de 
los cursos y seminarios de la Maestría en 
Tecnología Aplicada a la Educación que 
ofrece la Universidad de La Plata 
(UNLP), el cual ofrece conocimiento 
actualizado vinculado a las metodologías, 
tecnologías y herramientas que brinda la 
Ciencia Informática, y que cobran sentido 
en el marco de procesos educativos, de 
manera tal de favorecerlos y fortalecerlos. 
Se realizó el estudio de teorías, 
métodos y técnicas, diversas y muy 
enriquecedoras para el quehacer docente. 
Asimismo, en 2015 la becaria accedió a la 
categoría V del programa de incentivo de 
docentes investigadores. 
Las tareas desarrolladas estuvieron 
coordinadas y supervisadas por la 
directora del plan de beca y co-directora 
del PI, Prof. Godoy Guglielmone, María 
Viviana y la directora del PI, Prof. 
Mariño Sonia I.. Colaboró en los estudios 
y las producciones el integrante Lic. 
Barrios Walter. 
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Resumen
La robo´tica educativa ha emergido en la
u´ltima de´cada en el contexto nacional como
una herramienta adecuada para la ensen˜an-
za de las Ciencias de la Computacio´n en el
a´mbito de la educacio´n obligatoria, en mu´lti-
ples niveles del sistema educativo.
En este trabajo se presenta una L´ınea de
Investigacio´n que propone el desarrollo de
una arquitectura cliente-servidor basada en
Web para la programacio´n del robot educa-
tivo Frankestito.
El sistema propuesto provera´ una inter-
faz web que permita a los usuarios codifi-
car, guardar, cargar, compilar y visualizar
los resultados de sus programas, de modo
que no se requiera instalar ningu´n software
en sus computadoras. El ambiente permitira´
programar en los diferentes lenguajes de pro-
gramacio´n soportados actualmente por Fran-
kestito.
La interfaz web dara´ la posibilidad de eje-
cutar los programas sobre un simulador o el
robot f´ısico. En este u´ltimo caso, se espera
que el usuario no solo pueda observar el com-
portamiento del robot sino tambie´n un strea-
ming de lo que la ca´mara del robot captura.
Palabras Clave: Robo´tica Educativa,
Educacio´n Ciencias de la Computacio´n,
Ensen˜anza de la Programacio´n, Entorno
Web para Robo´tica Educativa, Progra-
macio´n on-line de robots. Laboratorio
remoto.
Contexto
Esta l´ınea de investigacio´n se desarrolla,
por un lado, en el contexto de los temas
de intere´s que promueve el Grupo de Inves-
tigacio´n en Lenguajes e Inteligencia Artifi-
cial(GILIA), de la Facultad de Informa´tica.
En particular, se enmarca en el a´mbito de
dos proyectos de investigacio´n miembros del
GILIA, ambos financiados por la Universidad
Nacional del Comahue y con una duracio´n de
cuatro an˜os a partir de enero del 2017: Agen-
tes Inteligentes. Modelos Formales y Aplica-
ciones para la Educacio´n (04/F015) y Agen-
tes Inteligentes y Web Sema´ntica (04/F014).
Por otro lado, el trabajo esta´ en el con-
texto del Convenio Marco de Colaboracio´n
firmado durante 2016 entre la Facultad de
Informa´tica y el Ministerio de Educacio´n de
la Provincia del Neuque´n. Particularmente,
se trabaja con el Consejo Provincial de Edu-
cacio´n de la Provincia de Neuque´n.
Las actividades concretadas en forma con-
junta entre la Facultad de Informa´tica y el
Consejo Provincial de Educacio´n, en el a´mbi-
to de la investigacio´n se plantean como arti-
culadas a un conjunto de proyectos de ex-
tensio´n [4, 12], en ejecucio´n durante 2017 y
2018, con intencio´n de construir y ampliar
conocimiento a partir de la revisio´n y ana´li-
sis de resultados desarrollados en el campo
de la praxis.
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1. Introduccio´n
La robo´tica en el a´mbito educacional se ha
puesto al descubierto como una herramien-
ta con el potencial necesario para afrontar la
para nada trivial tarea de ensen˜ar y apren-
der conceptos de las Ciencias de la Compu-
tacio´n en mu´ltiples niveles del sitema educa-
tivo. Mediante una eficaz puesta en pra´ctica
de este enfoque dida´ctico se puede promover
el trabajo colaborativo, generar intere´s sobre
diversas disciplinas acade´micas e impulsar el
pensamiento computacional, cr´ıtico y creati-
vo [5, 3, 1, 9, 2].
En el a´mbito de la Facultad de Informa´ti-
ca, se ha desarrollado a Frankestito, un ro-
bot educativo de bajo costo distribuido ba-
jo licencias Open Source y Open Hardware.
Cuenta con capacidad de visio´n, movimiento
y comunicacio´n v´ıa WiFi [7].
En l´ınea con esta iniciativa y en el mismo
a´mbito de trabajo, se consiguio´ extender pos-
teriormente a los robots educativos Multiplo
N6 Max para que cuenten con las mismas ca-
racter´ısticas funcionales que Frankestito [13].
Desde 2013, la Facultad de Informa´tica
desarrolla proyectos de extensio´n para pro-
mover la ensen˜anza de las Ciencias de la
Computacio´n en la Escuela Secundaria uti-
lizando a la robo´tica educativa, en particular
robots compatibles con Frankestito, como eje
motivador [11, 12, 4].
En estas actividades, en lo que respecta a
la utilizacio´n del robot por parte de los estu-
diantes, se debe realizar un trabajo previo de
instalacio´n y configuracio´n de software que,
ineludiblemente, se traduce en una contrarie-
dad a resolver por el docente a cargo del cur-
so. En general el docente cuenta con tiempos
limitados y no siempre posee los conocimien-
tos te´cnicos necesarios para solucionar pro-
blemas de instalacio´n espec´ıficos, como los
casos en los que debe resolver dependencias
de software o actualizacio´n de bibliotecas.
Tomando en consideracio´n la experiencia
obtenida dentro de las aulas, se infiere la ne-
cesidad de una mejora sobre el modelo de in-
teraccio´n actual entre docentes, estudiantes,
computadoras y robots.
En esta L´ınea de Investigacio´n se propo-
ne el desarrollo de un ambiente web para la
programacio´n de robots educativos compati-
bles con Frankestito, de forma de independi-
zar y aislar su comunicacio´n con los usuarios
en un u´nico servidor. Dicho entorno cliente-
servidor posibilitara´ programar a Frankestito
en l´ınea, permitiendo ejecutar el programa
sobre un simulador o un robot f´ısico acce-
diendo a un laboratorio remoto.
Si bien existen herramientas con objetivos
similares a los que en este trabajo se plantean
[8, 10, 6], cada una trabaja sobre contextos de
hardware y software espec´ıficos y por lo tanto
ajenas a las caracter´ısticas de Frankestito.
El trabajo presentado esta´ estructurado
como sigue. En la siguiente seccio´n se intro-
ducen los proyectos de investigacio´n que dan
contexto al trabajo y la l´ınea en desarrollo.
En la seccio´n 3 se detallan los avances en este
trabajo y los trabajos fututos. Finalmente, se
comentan aspectos en relacio´n a la formacio´n
de recursos humanos.
2. L´ıneas de investigacio´n
y desarrollo
Esta l´ınea de investigacio´n que propone el
desarrollo de un entorno web para la progra-
macio´n del robot educativo Frankestito surge
en el contexto de dos proyectos de investiga-
cio´n.
Por una parte, el proyecto de investiga-
cio´n Agentes Inteligentes. Modelos Forma-
les y Aplicaciones para la Educacio´n, busca
desarrollar modelos que contribuyan a la pro-
duccio´n de un marco teo´rico, a fin de asistir
la inclusio´n de la computacio´n en la educa-
cio´n. Alineado con el modelo subyacente, se
plantea como objetivo el disen˜o e implemen-
tacio´n de herramientas que los soporten.
El desarrollo de arquitecturas que permi-
tan la programacio´n de robots para generar
comportamiento inteligente es un objetivo es-
pec´ıfico del proyecto de investigacio´n Agen-
tes Inteligentes y Web Sema´ntica, que tiene
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como objetivo generar conocimiento especia-
lizado en el a´rea de agentes inteligentes.
As´ı, el desarrollo de una arquitectura
cliente-servidor basada en tecnolog´ıas Web
que permita a los usuarios de la comunidad
educativa programar en l´ınea a Frankestito
es de intere´s para ambos proyectos, colabo-
rando en su disen˜o e implementacio´n. Los re-
sultados de este trabajo permitira´n ampliar
las posibilidades dida´cticas de Frankestito y
facilitar la ensen˜anza y aprendizaje de la pro-
gramacio´n.
Como parte de esta propuesta, se desea
que la aplicacio´n Web cuente con las siguien-
tes caracter´ısticas funcionales:
Seleccio´n del lenguaje de programacio´n:
Los usuarios podra´n seleccionar el len-
guaje de programacio´n de su preferen-
cia, entre los soportados por Frankes-
tito, para codificar sus programas. Ac-
tualmente, se puede interactuar con el
robot a trave´s de una diversidad de len-
guajes de programacio´n como Python,
C y C++, entre otros. La arquitectu-
ra disen˜ada debera´ ser suficientemen-
te robusta como para ser expandida a
otros lenguajes de programacio´n como
Scratch y Prolog, entre otros.
Editor de Co´digo en l´ınea: De esta forma
se permitira´ a los estudiantes codificar y
compilar los programas que el robot pos-
teriormente ejecutara´. Se pretende que
el editor cuente con algu´n tipo de asis-
tencia al usuario como la deteccio´n de
errores sinta´cticos.
Gestio´n de usuarios y archivos: Por un
lado, se debera´ diferenciar a los diferen-
tes tipos de usuarios con sus respectivos
privilegios. Por ejemplo, estudiante, do-
cente y administrador.
Por el otro lado, se debera´ permitir a los
estudiantes almacenar programas en su
perfil local y cargar programas externos
al mismo.
Ejecucio´n del programa sobre un simu-
lador o un robot f´ısico: El entorno Web
debera´ proveer acceso al simulador y al
robot f´ısico para visualizar el compor-
tamiento del programa. El usuario sera´
quie´n seleccione do´nde quiere ejecutar su
programa.
Laboratorio remoto para el acceso al ro-
bot f´ısico: El entorno debera´ proveer ac-
ceso a un laboratorio remoto y una ven-
tana para mostrar en vivo los movimien-
tos. Asimismo, se desea que el usua-
rio pueda ver un streaming de lo que
esta´ capturando la ca´mara del robot. A
trave´s de esta funcionalidad se ayudara´
en la tarea de debugging de los progra-
mas.
Gestio´n de turnos para el laboratorio
remoto: Para evitar que un usuario se
apropie indefinidamente del robot f´ısico
en el laboratorio remoto, se debera´ con-
tar con un sistema de turnos de corta
duracio´n que de lugar el uso equitativo
del recurso en cuestio´n.
3. Resultados obtenidos y
esperados
En una primer etapa, se analizo´ la ar-
quitectura de la plataforma Frankestito y la
adaptacio´n del robot Multiplo N6 Max [13],
compatible con el primero mencionado, y se
realizaron trabajos de campo para una mejor
comprensio´n del comportamiento del robot.
Se estudiaron principalmente las funcionali-
dades de comunicacio´n WiFi.
En paralelo, se comenzo´ con una revisio´n
sobre diferentes ambientes Web que permi-
ten programar en forma on-line robots edu-
cativos, a fin de identificar sus caracter´ısticas
principales.
Actualmente, se esta´ trabajando en el di-
sen˜o de la arquitectura cliente-servidor basa-
da en Web.
La arquitectura cliente-servidor resultan-
te de esta herramienta debera´ ser modular
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y robusta como para soportar todas las ca-
racter´ısticas mencionadas en la seccio´n 2, co-
mo tambie´n posibles extensiones. Asimismo,
se espera que pueda soportar la posibilidad
de evolucionar hacia una herramienta cola-
borativa que facilite y promueva el trabajo
en equipo de un grupo de estudiantes.
Como resultado de la implementacio´n de
esta herramienta se espera simplificar y enri-
quecer la interaccio´n entre usuarios y robots.
Bajo esta propuesta, solo se debera´ reque-
rir de una computadora o dispositivo mo´vil
con un navegador web. En este sentido, se
busca dejar de lado el procedimiento actual,
espec´ıfico para cada computadora, de insta-
lacio´n y configuracio´n de software .
Por otra parte, se espera que de mane-
ra indirecta se produzca un aplanamiento de
la curva de aprendizaje. En forma comple-
mentaria, el proceso podra´ desarrollarse fue-
ra del a´mbito institucional, espec´ıficamente
fuera de los tiempos estrictos de uso de labo-
ratorios. De esta manera se busca que los es-
tudiantes pongan en pra´ctica con mayor fre-
cuencia las fases de codificacio´n, ejecucio´n y
correccio´n que afectan en forma directa y po-
sitiva en el proceso de aprendizaje [5].
Por u´ltimo, se desea que el trabajo reali-
zado pueda ser tomado como base para fu-
turos trabajos de investigacio´n, es decir que
sea susceptible a ser extendido o modificado
para implementar nuevas funcionalidades sin
la necesidad de realizar cambios complejos
sobre la arquitectura general del sistema.
4. Formacio´n de Recursos
Humanos
Uno de los autores de este trabajo se en-
cuentra desarrollando su tesis de grado de la
Licenciatura en Ciencias de la Computacio´n,
en la tema´tica de esta l´ınea de investigacio´n.
Por otra parte, otro de los autores de es-
te trabajo esta´ inscripto en la Maestr´ıa en
Ensen˜anza en Escenarios Digitales que desa-
rrollan de manera conjunta las Universida-
des Nacionales de Cuyo, Comahue, Patago-
nia Austral, Patagonia San Juan Bosco, San
Luis, Chilecito y La Pampa.
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Resumen
La ensen˜anza de conceptos de Ciencias de
la Computacio´n en la escuela es reconocida
como prioritaria y ha logrado altos niveles de
consenso.
En este sentido, varias Universidades Na-
cionales, programas nacionales como Pro-
gram.ar y PLANIED y la Fundacio´n Sadosky
han articulando acciones orientadas a me-
jorar la aproximacio´n de las Ciencias de la
Computacio´n a la Escuela Secundaria.
En Argentina, la Ley de Educacio´n Nacio-
nal establece que la revisio´n de la estructu-
ra curricular de la Educacio´n Secundaria co-
rresponde a las distintas jurisdicciones. Por
lo tanto, el disen˜o curricular de cada provin-
cia asigna a la computacio´n lugares y roles
espec´ıficos.
En este trabajo se presenta una L´ınea de
Investigacio´n que busca describir rigurosa-
mente el panorama de la computacio´n en los
disen˜os curriculares vigentes para la Escuela
Secundaria en Argentina. Se propone anali-
zar la posicio´n que ocupa en las propuestas
formativas y aportar elementos que colabo-
ren con los procesos de discusio´n tendientes
a construir nuevos disen˜os.
Palabras Clave: Ciencias de la Compu-
tacio´n, Curr´ıculum, Escuela Secunda-
ria, Ensen˜anza de la Computacio´n, Re-
visio´n Sistema´tica.
Contexto
Esta propuesta se ubica en el contexto
de las iniciativas promovidas por el Grupo
de Investigacio´n en Lenguajes e Inteligen-
cia Artificial de la Facultad de Informa´tica
y del Convenio Marco de Colaboracio´n fir-
mado durante 2016 entre la Facultad de In-
forma´tica y el Ministerio de Educacio´n de la
Provincia del Neuque´n.
Este trabajo se desarrolla en el a´mbito del
proyecto de investigacio´n Agentes Inteligen-
tes. Modelos Formales y Aplicaciones para
la Educacio´n (04/F015) que esta´ financiado
por la Universidad Nacional del Comahue a
trave´s de la Secretar´ıa de Ciencia y Te´cnica
y por el Consejo Provincial de Educacio´n en
el contexto del Convenio Marco de Colabora-
cio´n. El proyecto tiene prevista una duracio´n
de cuatro an˜os a partir de enero del 2017.
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1. Introduccio´n
La ensen˜anza de conceptos de Ciencias de
la Computacio´n en la escuela es reconocida
como prioritaria y cuenta con gran consenso,
tanto en pa´ıses desarrollados como en desa-
rrollo. Esta tendencia involucra a gobiernos,
organizaciones civiles, grupos de investiga-
cio´n y docentes [9, 13].
En este contexto se considera a la compu-
tacio´n tan relevante como otras disciplinas
histo´ricamente ponderadas, tales como ma-
tema´tica, historia o lengua y literatura. Esto
se debe a que resulta necesaria para mejorar
las posibilidades de entender e intervenir el
mundo que rodea a los estudiantes.
En este sentido, en Argentina, varias Uni-
versidades Nacionales, programas nacionales
como Program.ar y PLANIED y la Funda-
cio´n Sadosky han articulado acciones que
proponen la implementacio´n de estrategias
orientadas a aproximar las Ciencias de la
Computacio´n a la Escuela Secundaria.
En este marco, en 2015 el Consejo Fede-
ral de Educacio´n declara de importancia es-
trate´gica la ensen˜anza y el aprendizaje de la
programacio´n en todas las escuelas durante
la escolaridad obligatoria.
A partir de 2005, la Facultad de Informa´ti-
ca de la Universidad Nacional del Comahue
que abarca las provincias de R´ıo Negro y
Neuque´n, establece v´ınculos de colaboracio´n
con varias escuelas del nivel medio de la re-
gio´n con la intencio´n de promover la inclusio´n
progresiva y sostenida, en las propuestas de
ensen˜anza, de contenidos relacionados a las
Ciencias de la Computacio´n[15, 14].
Sin embargo, ma´s alla´ de los esfuerzos rea-
lizados y los acuerdos construidos, varios re-
portes muestran que la incorporacio´n de for-
ma rigurosa y de manera sostenible de las
Ciencias de la Computacio´n en la educacio´n
secundaria es un proceso en desarrollo en
Argentina, as´ı como en la mayor´ıa de los
pa´ıses[6, 5, 16].
En Argentina, la Ley de Educacio´n Nacio-
nal establece que la revisio´n de la estructura
curricular de la Educacio´n Secundaria corres-
ponde a las distintas jurisdicciones [11].
Por lo tanto cada disen˜o curricular tiene
cara´cter singular e independiente y asigna
a la computacio´n lugares y roles espec´ıficos.
Esta situacio´n produce un alto grado de dis-
persio´n en relacio´n a los enfoques y perspec-
tivas con que la computacio´n se integra en
las propuestas formativas.
El contexto descripto evidencia la necesi-
dad de desarrollar l´ıneas de investigacio´n, es-
pec´ıficas al campo de la Educacio´n en Cien-
cias de la Computacio´n, que contribuyan a
describir y comprender la situacio´n de la en-
sen˜anza de la disciplina en el pa´ıs.
En este trabajo se presenta una L´ınea de
Investigacio´n que busca describir rigurosa-
mente el panorama de la computacio´n en los
disen˜os curriculares vigentes para la Escuela
Secundaria en Argentina. Se propone anali-
zar la posicio´n que ocupa la computacio´n en
las propuestas formativas y aportar elemen-
tos que colaboren en los procesos de discusio´n
tendientes a construir nuevos disen˜os.
2. L´ınea de Investigacio´n
El estudio a desarrollar en esta L´ınea de
Investigacio´n consiste en revisar y analizar
el lugar que ocupa la computacio´n en los di-
sen˜os curriculares vigentes para la Escuela
Secundaria en Argentina.
En esta seccio´n identificamos las carac-
ter´ısticas a observar durante el proceso de
revisio´n y proponemos una estrategia meto-
dolo´gica, que toma como principal referencia
los aportes elaborados para realizar revisio-
nes sistema´ticas de literatura[10, 2], para ex-
plorarlas.
Con intencio´n de favorecer la comprensio´n
sobre las perspectivas expresadas en las pro-
puestas curriculares, el proceso de revisio´n
necesita de la definicio´n de una serie de as-
pectos a explorar:
Rol y propo´sito de la computacio´n en la
escuela
Considerar diferentes roles y propo´sitos
para la computacio´n en la escuela y en
XX Workshop de Investigadores en Ciencias de la Computacio´n 471
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
los planes de estudio conduce a la defi-
nicio´n de opciones distintas en relacio´n
a los lugares que se asigna a la disciplina
en el disen˜o del curr´ıculum[7].
Las computadoras se incroporan a la es-
cuela con diferentes roles, tales como la
mejora de la calidad de la educacio´n, la
alfabetizacio´n digital de la poblacio´n, el
desarrollo de competencias TIC, la re-
duccio´n de la brecha digital que se ob-
serva en las sociedades y la construc-
cio´n de habilidades para la resolucio´n de
problemas en el marco del pensamiento
computacional [3].
Reportes y estudios realizados recien-
temente sobre las propuestas curricula-
res, principalmente en Europa y Esta-
dos Unidos, identifican adema´s la nece-
sidad de reconocer a las Ciencias de la
Computacio´n como disciplina acade´mi-
ca rigurosa e impulsan el desarrollo de
iniciativas en esta direccio´n[9, 4, 17].
Posicio´n de la computacio´n en el plan de
estudio
Varios estudios y reportes plantean que
un aspecto central a considerar en los
procesos de revisio´n relacionados a la
computacio´n en los disen˜os curriculares
para la educacio´n obligatoria es la posi-
cio´n asignada a la disciplina en los pla-
nes de estudio[6, 12].
En este marco, el debate esta´ plantea-
do entre posicionar a la computacio´n co-
mo disciplina acade´mica independiente
y los enfoques que proponen integrar al-
gunas estrategias y recursos del pensa-
miento computacional en otros espacios
curriculares[16].
Los argumentos en favor de considerarla
una disciplina escolar independiente han
constituido una tendencia que impulso´
procesos de reforma curricular en varios
pa´ıses [1, 16].
Adema´s, se presta atencio´n a los mo-
mentos en los que la disciplina aparece
en los planes de estudio y a la carga ho-
raria asignada al a´rea.
Enfoques, perspectivas y seleccio´n de
contenidos
En el reporte Shut down or restart? se
establecen algunas definiciones de traba-
jo que proponen considerar la posibili-
dad de desagregar en a´reas, claramente
definidas, como Alfabetizacio´n Digital,
Tecnolog´ıa de la Informacio´n y Ciencias
de la Computacio´n[4].
Esta propuesta, con algunos ajustes,
constituye la base para las definiciones
adoptadas en este trabajo. A la desagre-
gacio´n elaborada por la Royal Society
sumamos la categor´ıa de ana´lisis Mejo-
ramiento de los Aprendizajes.
Alfabetizacio´n Digital, plantea el desa-
rrollo de competencias digitales ba´sicas.
Es decir el conjunto de habilidades para
usar satisfactoriamente las TIC [4, 3].
Competencias TIC, considera la cons-
truccio´n y empleo de estrategias para
utilizar sistemas informa´ticos preexis-
tentes para satisfacer necesidades rela-
cionadas a campos espec´ıficos como la
industria, el comercio o el arte [4, 8].
Ciencias de la Computacio´n, propone
considerar una disciplina acade´mica ri-
gurosa que abarca conceptos y pra´cticas
computacionales fundamentales[4, 9].
Mejoramiento de la Calidad de los
Aprendizajes, contempla la introduccio´n
transversal en el proceso de ensen˜anza
con el propo´sito de mejorar los logros
educativos[3, 8].
Las caracter´ısticas expuestas no se expre-
san en forma aislada en los planes de es-
tudio, se considera que presentan una rela-
cio´n diale´ctica que las define mutuamente y
en conjunto describen el lugar asignado a la
computacio´n en la propuesta formativa.
La l´ınea de investigacio´n busca identificar
roles y propo´sitos de la computacio´n en la Es-
cuela Secundaria Argentina, la posicio´n que
ocupa en los disen˜os curriculares vigentes y
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los enfoques expresados en las propuesta for-
mativas.
2.1. Metodolog´ıa
Para favorecer la comprensio´n de las pers-
pectivas expresadas en las propuestas curri-
culares se considera necesario avanzar en la
elaboracio´n de una revisio´n sistema´tica y ri-
gurosa del panorama de la computacio´n en
el curr´ıculum escolar.
La metodolog´ıa propuesta para elaborar la
descripcio´n es una revisio´n sistema´tica que
contempla a los documentos curriculares co-
mo insumo primario. Este es un proceso desa-
rrollado para identificar, evaluar e interpre-
tar la informacio´n destacada de una coleccio´n
de literatura de intere´s para la investigacio´n,
realizando la bu´squeda y extraccio´n de lo ma´s
relevante de acuerdo a criterios que se defi-
nen expl´ıcitamente[2, 10].
Las etapas que componen la metodolog´ıa
son[10]:
Planificar la revisio´n
Esta primer etapa consiste en estable-
cer el protocolo de revisio´n en el que se
definen los antecedentes, la estrategia y
los te´rminos de bu´squeda, los criterios de
ana´lisis y seleccio´n para la extraccio´n de
datos, as´ı como la agenda del proyecto.
Realizar la revisio´n
Esta etapa es determinada por la revi-
sio´n de la literatura y contempla la es-
trategia de bu´squeda, los criterios de se-
leccio´n que se han determinado para la
eleccio´n de los estudios primarios, la ela-
boracio´n de formularios para la extrac-
cio´n de datos, el ana´lisis de la informa-
cio´n de forma cuantitativa y/o cualita-
tiva finalizando con la s´ıntesis de los da-
tos.
Resultados de la revisio´n
Los resultados y conclusiones de la in-
vestigacio´n se presentan en una nueva
publicacio´n acade´mica.
3. Resultados
Inicialmente, se realizo´ una recopilacio´n de
los disen˜os curriculares vigentes para la Es-
cuela Secundaria en Argentina. De la mis-
ma resulto´ una compilacio´n de 19 propuestas
curriculares. Es importante mencionar que
las provincias restantes esta´n actualmente en
proceso de reforma curricular.
Se llevo´ a cabo un estudio sobre diferen-
tes estrategias para avanzar en el proceso de
revisio´n sistema´tica. Del mismo surgio´ la es-
trategia metodolo´gica planteada en la seccio´n
anterior.
Se realizo´ un ana´lisis sobre trabajos que
estudian la situacio´n de las Ciencias de la
Computacio´n en propuestas curriculares en
Estados Unidos y Europa.
En el contexto de esta L´ınea de Investiga-
cio´n se espera obtener los siguientes resulta-
dos:
Presentar una s´ıntesis que contribuya a
describir y comprender la situacio´n de la
ensen˜anza de las Ciencias de la Compu-
tacio´n en el pa´ıs.
Avanzar en la identificacio´n de objeti-
vos, paradigmas, enfoques y perspecti-
vas expresados en las propuestas curri-
culares vigentes para la Escuela Secun-
daria en Argentina.
Aportar elementos que colaboren con el
ana´lisis de la situacio´n actual y la defi-
nicio´n de perspectivas futuras.
4. Formacio´n de Recursos
Humanos
Se espera que el desarrollo de esta L´ınea
de Investigacio´n contribuya a la formacio´n de
recursos humanos en el campo de las Ciencias
de la Computacio´n en la Educacio´n.
En este sentido tres de los autores de este
art´ıculo cursan maestr´ıas orientadas a cono-
cer, comprender y analizar procesos relacio-
nados con las tecnolog´ıas en la educacio´n.
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La brecha digital de género persiste y se 
agrava a pesar que los usos y accesos a las 
TIC son cada vez mayores. Actualmente el 
problema de la brecha digital de género se 
identifica como el problema de las mujeres en 
las TIC, en el que cada vez es más evidente la 
inferioridad numérica de las mujeres en el 
ámbito de los estudios, investigación y la 
profesión del sector TIC, en especial en los 
países de Occidente. Esta escasa participación 
de las mujeres es especialmente visible en la 
formación universitaria, en la que existe un 
evidente sesgo de género en relación a la 
elección de las carreras, que tiene como 
resultado que las mujeres son claramente una 
minoría en las carreras tecnológicas, y son 
especialmente preocupantes los datos 
relativos a las carreras de Informática. La 
Facultad de Informática de la UNLP no es 
ajena a este problema, es por ello que esta 
línea de investigación del Laboratorio de 
Investigación en Nuevas Tecnologías 
Informáticas (LINTI) propone trabajar en la 
búsqueda de las causas concretas y las 
posibles soluciones de la brecha digital de 
género.     
Palabras clave: género, brecha digital de 
género, TIC, Informática, STEM 
CONTEXTO 
La línea de investigación “Género en las TIC” 
presentada en este trabajo, está inserta en el 
proyecto de investigación "Internet del 
Futuro: Ciudades Digitales Inclusivas, 
Innovadoras y Sustentables, IoT, 
Ciberseguridad, Espacios de Aprendizaje del 
Futuro" del Programa Nacional de Incentivos 
a docentes-investigadores, que se desarrolla 
en el Laboratorio de Investigación en Nuevas 
Tecnologías Informáticas (LINTI) de la 
Facultad de Informática de la Universidad 
Nacional de La Plata (UNLP). Este proyecto 
está acreditado por la UNLP y financiado por 
partidas del presupuesto nacional. Asimismo, 
esta línea de trabajo articula los procesos de 
investigación con proyectos de extensión de 
la UNLP, de los que participan los docentes-
investigadores del LINTI, dándole el sustento 
de pertinencia local y regional a los resultados 
obtenidos. 
1. INTRODUCCIÓN 
Actualmente podemos afirmar que la primera 
brecha digital de género, vinculada al acceso 
desigual de las mujeres a las TIC y que 
explica su escasa participación en las mismas 
(Gürer, D. et al, 2002), se ha ido superando y 
hoy las mujeres son usuarias de TIC en cifras 
similares a los hombres, inclusive los superan 
en tecnologías como celulares y redes 
sociales. Una vez superada esta primera 
brecha, se observa una segunda brecha digital 
(Castaño C, 2008, 2009) que remite  a la 
desigualdad en cuanto a la intensidad, los 
usos, las habilidades y el apego respecto de 
las TIC y, es esta segunda brecha la que 
explica la relación desigual entre hombres y 
mujeres respecto de las TIC y, como 
consecuencia de ello, la escasa participación 
de las mujeres en relación al uso experto de 
las tecnologías digitales.  Este uso experto 
está estrechamente vinculado al acceso a los 
estudios universitarios, dado que solamente 
aquellas mujeres que tengan interés en 
desarrollar prácticas expertas, accederán a la 
universidad.  De acuerdo a lo señalado por 
Cecilia Castaño, la brecha digital de género 
“está relacionada con el dominio masculino 
de la áreas estratégicas de la educación, la 
investigación y el empleo relacionado con las 
ciencias, las ingenierías y las TIC” (Castaño 
C., 2008). La escasa participación de las 
mujeres en las TIC se manifiesta de manera 
casi generalizada en las matriculaciones en las 
universidades, en donde se observa que cada 
vez hay más mujeres estudiando en todo el 
mundo, inclusive es mayor en países de la 
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Unión Europea, Estados Unidos y en algunos 
países de América Latina (UNESCO, 2013) 
(UNESCO, 2005). Sin embargo existe un 
importante sesgo en cuanto a la elección de 
las carreras, siendo las mujeres una minoría 
en las carreras tecnológicas y dentro de las 
mismas son preocupantes los datos relativos a 
la disciplina Informática en la mayoría de los 
países occidentales. En contraposición, en 
algunos países orientales la participación de 
las mujeres en las TIC, muestra porcentajes 
elevados, ejemplo de ello son países como 
Taiwán, Filipinas y Mauricio (Fan T et al, 
2004).  
La progresiva y alarmante disminución de 
mujeres inscriptas en carreras STEM1 a nivel 
global, han provocado la inquietud de 
diversos organismos internacionales que 
destacan la imperiosa necesidad de promover 
el estudio de estas carreras entre las jóvenes 
(Pavez I, 2015) (AAUW, 2015). Entre estos 
organismos, vale destacar el programa 
“STEM and Gender Advancement” de 
UNESCO (“GENDER AND SCIENCE”, s.f.) 
y la  iniciativa “Girls in ICT” (Girls in ICT 
Portal, s.f.) de la ITU2. Estas políticas 
orientadas a una mayor participación de las 
mujeres en las TIC, se alinean con las 
definidas por la UNLP.  Evidencia de ello es 
que este año, por primera vez, el 100% de 
los/as estudiantes que ingresaron a la UNLP 
contaron con la posibilidad de acceder a un 
espacio introductorio de formación en género, 
coordinado por la Prosecretaría de Derechos 
Humanos de la UNLP. Esta iniciativa forma 
parte del eje promocional-preventivo que 
contiene el “Programa Institucional contra las 
Violencias de Género” de esta Universidad 
(Prevención de Violencias de Género, s.f). 
Verónica Cruz, prosecretaria de Derechos 
Humanos de la UNLP, recordó que “la 
finalidad es ofrecer una aproximación 
conceptual a la temática de género, mediante 
una estrategia participativa que propicie la 
problematización y desnaturalización de 
discursos y prácticas sexistas y machistas que 
obturan la construcción de relaciones 
igualitarias y respetuosas en el ámbito 
universitario”. En la Facultad de Informática, 
la intervención fue incorporada al Taller de 
Introducción a la Vida Universitaria (TIVU) 
que es parte del curso de Ingreso a las 
carreras, resultando en una oportunidad para 
concretar el primer contacto con las alumnas 
ingresantes, con la expectativa de establecer 
un vínculo que es imprescindible para 
elaborar diagnósticos según los distintos ejes 
                                               
1 STEM: abreviatura de  Sciencie, Technology, Engineering and 
Mathematics 
2 ITU: International Telecommunications Union 
de la línea de investigación que se propone. 
Para mostrar en números, en el ingreso 2018 a 
las carreras de la Facultad de Informática de 
la UNLP, la distribución de mujeres y varones 
fue la que se detalla en el cuadro a 
continuación.  
Carreras Mujeres Varones %Mujeres 
APU 53 230 18,73 
ATIC 51 239 17,59 
LI. 43 217 16,54 
LS 49 229 17,63 
Referencias: APU: Analista Programador 
Universitario; ATIC: Analista TIC; LI: Licenciatura en 
Informática y LS: Licenciatura en Sistemas 
La escasa participación de mujeres en carreras 
tecnológicas advierte una inequidad que se 
traduce en barreras que impiden el desarrollo 
completo del potencial, generando 
disparidades que se reflejan en el acceso a 
oportunidades laborales en el sector TIC entre 
varones y mujeres, siendo aún mayor esta 
brecha en países en desarrollo (Pavez, I. 
2015).  
El LINTI viene realizando actividades y 
encuentros vinculados a la temática de 
“Género en las TIC”  desde hace varios años. 
Ejemplo de ello es el evento “Mujeres y TIC” 
realizado en los años 2016 y 2017 en 
conmemoración del “Día Internacional de las 
Mujeres en TIC” (s.f.), acompañando la 
iniciativa “Girls in ICT” de la ITU. Este 
encuentro está organizado en diferentes 
estaciones-taller, de las que participan 
estudiantes y docentes de la Facultad de 
Informática sobre temáticas que muestran 
“qué se puede hacer con las tecnologías 
digitales” y charlas de mujeres referentes que 
sean motivadores para el público adolescente, 
como mujeres emprendedoras en el campo de 
videojuegos o comunidades de mujeres 
programadoras, entre otras. El evento está 
destinado a alumnas y alumnos de las 
escuelas secundarias de la región que 
concurren junto con sus docentes. 
2. LÍNEAS DE INVESTIGACIÓN, 
DESARROLLO E INNOVACIÓN 
Proponer una línea de investigación acerca de 
la brecha de género en las carreras TIC, exige 
analizar la situación anterior y posterior a la 
vida universitaria, lo que se puede describir 
en preguntas tales como: ¿por qué las mujeres 
eligen/no eligen estudiar carreras TIC?, ¿qué 
ocurre cuando las han elegido y están en el 
ámbito universitario?, ¿cómo se da luego su 
inserción en la vida laboral y crecimiento 
profesional?. Cada una de estas etapas 
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conlleva la definición de políticas, estrategias 
y mecanismos institucionales para su abordaje 
e indicadores propios  para  habilitar su 
evaluación. El abordaje de los temas de 
género, en los procesos de formación 
universitaria, se expresan en las propuestas 
educativas y de formación formal y no formal 
de los sujetos involucrados. En este sentido 
las especificidades de la disciplina 
Informática, como sucede en otras disciplinas, 
orientan los recortes de los conocimientos 
como también las problemáticas que se 
trabajan en las instituciones tanto a nivel del 
aula como en otros espacios de formación. 
Esta línea de investigación tensiona a los 
sujetos y a las instituciones interpelándolas en 
sus estructuras instituidas e instituyentes, es 
decir, en aquello que está, se encuentra 
establecido, no cuestionado y se reconoce 
como natural de la lógica institucional, y por 
otro lado lo que se está gestando, que según 
los aportes de Eduardo Remedi es lo 
instituyente, algo nuevo que cuestiona la 
identidad de los sujetos que han sido 
sostenidos históricamente. En esta línea de 
pensamiento se describen los ejes que definen 
las diferentes líneas de trabajo (Remedi E, 
2004). 
Eje de atracción a carreras TIC: este eje de 
indagación profundizará sobre  la 
problemática de las niñas y adolescentes en 
las TIC.  Este abordaje permite trabajar con 
anterioridad al ingreso a la Universidad. 
Conocer las condiciones y posibilidades de 
las jóvenes acerca del acceso a las TIC 
resultará sumamente útil para relacionar con 
la elección de una carrera universitaria del 
campo Informático. Este objetivo se sostiene 
en la definición de una estrategia 
metodológica que atraiga a las alumnas de 
nivel secundario y mujeres adolescentes que 
participan de espacios de formación no 
formal, y amplíe el universo de posibilidades 
para que las carreras del sector TIC se 
constituyan en una opción válida en su 
elección. La emergencia de la sociedad del 
conocimiento tiene como aspecto central la 
relevancia que adquiere el conocimiento 
experto y en este plano las carreras TIC tienen 
mucho para aportar. Las oportunidades 
laborales son algunos de los puntos que 
habitualmente se cita como atractivo, y que se 
constituye en la garantía de independencia 
económica de la mujer, siendo 
imprescindibles para salir de ciertos ámbitos 
de opresión y sometimiento. 
Es decisiva la incorporación de estudiantes 
universitarias e investigadoras jóvenes para el 
contacto directo con la audiencia objetivo: 
ellas ponen en evidencia la viabilidad de la 
propuesta. 
Eje sobre procesos de formación en  las 
carreras de la Facultad de Informática, 
ingreso, permanencia y graduación: este eje 
de indagación interpela a los dispositivos de 
formación que se despliegan, ya sea formales 
e informales, como también permitirá  relevar 
e identificar vacancias relacionadas con esta 
problemática. En una mirada prospectiva 
permitirá pensar estrategias para la incorporar 
contenidos y acciones socialmente 
significativas que contribuyan con la 
formación de los/as jóvenes  informáticos/as 
conforme con  esta línea de trabajo.  
Si bien  el momento de inscripción e ingreso a 
las carreras de la Facultad representa un 
período corto, la comunicación y contención 
de las aspirantes en este período es decisiva. 
De acuerdo con las cifras mostradas en 
párrafos anteriores, la cantidad de mujeres es 
extremadamente baja con respecto a los 
varones, inclusive con un leve descenso 
respecto de años anteriores. Esa situación 
puede ser intimidante para las alumnas y de 
por sí, reforzando el estereotipo de carrera 
masculina y provocar el abandono y 
frustración. Asimismo merece considerarse la 
actitud del docente y tutor en esta etapa, 
determinadas situaciones, micromachismos3 
incorporados culturalmente en el trato con las 
estudiantes, pueden atentar contra la 
permanencia de las mismas. De acuerdo a las 
experiencias que se ha tenido en el TIVU, uno 
de los grandes desafíos es trabajar para 
romper con los estereotipos que las y los 
jóvenes  tienen incorporados, naturalizados, y 
que se manifiestan en este espacio. Este 
diagnóstico inicial sobre la realidad de las 
mujeres en las TIC nos convoca a trabajar de 
manera temprana y reconocer que este 
problema de investigación se proyectará y 
será un insumo valioso para trazar estrategias, 
acciones y generar dispositivos que 
contribuyan a incrementar la presencia y 
participación de las mujeres en las carreras de 
la Facultad de Informática. 
La definición y puesta en marcha de 
diferentes instrumentos, el acompañamiento 
de los/as ingresantes y la detección de las 
potenciales razones de abandono o bajo 
rendimiento, es uno de los desafíos de esta 
etapa. La implementación de tutorías, 
actividades específicas con alumnas y 
docentes de la Facultad, un sistema de becas 
orientado a mujeres estudiantes y la 
                                               
3 micromachismos:Es un término acuñado por el terapeuta argentino 
Luis Bonino en 1990. Según Bonino, se trata de comportamientos 
masculinos que buscan reforzar la superioridad sobre las mujeres. 
“Son pequeñas tiranías, terrorismo íntimo, violencia blanda”, 
“suave” o de baja intensidad, tretas de dominación, machismo 
invisible o sexismo benévolo" 
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realización de encuestas, son algunos de los 
instrumentos a accionar. 
Eje de retención y potenciación del talento 
durante la carrera: en este eje se trabajará 
con las alumnas que se encuentran cursando 
las carreras de la Facultad de Informática, con 
el objetivo de potenciar su talento y favorecer 
un buen desempeño durante el desarrollo de 
su vida universitaria. Por ejemplo, la 
maternidad es una de las vivencias que se 
citan habitualmente como causante de 
abandono parcial o definitivo de la carrera. 
Proponer facilidades y extensiones en el caso 
de las alumnas embarazadas o para madres y 
padres con hijos en períodos de lactancia 
hasta el año inclusive, puede resultar de una 
importancia decisiva para el alumno y la 
alumna que transitan la 
maternidad/paternidad. Prácticas como los 
programas de tutorías y el seguimiento del 
desempeño de las alumnas, y el contacto con 
mujeres profesionales en el ámbito de las TIC 
pueden resultar de una valorada ayuda en su 
vinculación con la enseñanza, la extensión, la 
investigación y el mercado laboral. 
Eje de inserción laboral y crecimiento 
profesional: la inserción laboral de los y las 
alumnas de Informática habitualmente se 
inicia durante  sus estudios, en etapas 
tempranas, debido a la gran oferta laboral 
existente en el sector TIC tanto desde el 
ámbito privado como público. La alumna que 
estudia y trabaja puede sumar experiencia y 
conocimiento, lo cual es un importante valor 
agregado en su formación profesional. Sin 
embargo, hay que tener en cuenta que si a su 
dedicación al trabajo se suma la maternidad, 
la continuidad de los estudios se ve 
amenazada. La toma de conciencia acerca de 
roles no estereotipados en la vida adulta 
(CEPAL, 2011), es un instrumento que 
promueve la defensa de sus derechos por 
parte de la mujer. La responsabilidad 
compartida en la crianza de los/as hijos/as, la 
demanda de espacios y tiempos para la 
lactancia, el percibir el mismo sueldo que un 
hombre ante igual tarea, son algunos de los 
derechos que deben ser exigidos y 
garantizados.  
Indagar acerca de la realidad de las mujeres 
en el mundo laboral del sector TIC mediante 
diferentes instrumentos (charlas, entrevistas, 
prácticas rentadas, becas) nos aporta un 
conocimiento que podemos transmitir a las 
alumnas que transitan las primeras 
experiencias en el mundo del trabajo. En 
cuanto a la dedicación a la investigación, 
establecer semilleros de investigadoras en 
pregrado-postgrado, brindar oportunidades de 
becas de iniciación científica y estrategias 
orientadas a apoyar publicaciones y/o difusión 
de resultados, podría resultar en acciones 
válidas para entusiasmar a las alumnas en este 
campo. 
La línea de investigación “Género en las TIC” 
propone un abordaje de estos ejes mediante 
un enfoque interdisciplinario, con la 
interacción con investigadores del campo de 
las Ciencias de la Educación y Psicología, de 
nuestra Universidad. Se prevé la participación 
conjunta con el área de extensión y de 
docencia, como una contribución integrada al 
objeto de investigación.  
3. RESULTADOS Y OBJETIVOS 
Si bien el equipo de trabajo que conforma esta 
línea de investigación ha incursionado en 
actividades de investigación que nos han 
permitido identificar algunos indicadores 
cuantitativos (Díaz J, 2008) (Díaz J, 2013), se 
trata de una línea de investigación incipiente 
en el LINTI. En esta etapa iniciática se hace 
imprescindible la conformación de un equipo 
interdisciplinario para el abordaje integral de 
la problemática de género en las TIC, que 
permita explicar las causas de la escasa 
participación de las mujeres en carreras TIC 
de la Facultad de Informática de la UNLP. El 
desafío de esta línea de investigación es 
trabajar, profundizar y producir 
conocimientos sobre la problemática de 
género vinculada a la enseñanza y los 
procesos de formación de estudiantes de 
Informática en todas sus dimensiones. La 
preocupación se centra en detectar la 
emergencia de problemáticas propias y 
repensar la dimensión de la formación de los 
sujetos. Los objetivos de esta línea de trabajo 
son: 
- Identificar los factores relacionados a la 
elección de las carreras TIC en adolescentes y 
jóvenes: cuáles son sus representaciones sobre 
el ejercicio profesional, sobre la disciplina 
Informática  y su autopercepción de 
competencias. 
- Elaborar un diagnóstico que permita 
explicar la escasa participación de las mujeres 
en carreras TIC en la Facultad de Informática 
de la UNLP. 
- Promover  relaciones igualitarias y 
respetuosas en la Facultad de Informática de 
la UNLP que favorezca la permanencia de las 
mujeres en las carreras y su inserción en el 
campo laboral. 
- Interactuar con líneas de trabajo similares 
en las otras carreras STEM de la UNLP, para 
la realización conjunta de diagnósticos y la 
replicabilidad de experiencias, cuando  sea 
posible. 
- Reconocer la importancia y dimensión de 
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la problemática para la elaboración de 
diferentes propuestas de concientización 
entendiendo que los/as estudiantes son una 
fuente de formación de recursos y formadora 
de pares. 
Para llevar adelante estos objetivos se 
trabajará, en una primera etapa, con escuelas 
secundarias y espacios de educación no 
formal de la región de La Plata, Berisso y 
Ensenada, en el diseño y piloteo de 
experiencias de creación con medios digitales 
que permitan acercar las ideas del 
pensamiento computacional a las adolescentes 
(Wing J, 2006). A partir de estas 
intervenciones se recolectarán datos pre y 
post intervención. Por otro lado, se trabajará 
con estudiantes ingresantes y regulares de la 
Facultad de Informática en actividades que 
permitan identificar sus propias percepciones 
sobre la elección de las carreras para analizar 
los factores que atentan contra la 
participación de mujeres. Asimismo el equipo 
de trabajo ha comenzado a integrarse a 
iniciativas similares en el ámbito regional, 
nacional e internacional, ejemplo de ello es la 
participación en Benchmarking organizado 
por Universidad Columbus (“U-
Benchmarking Club: Mejorando la 
participación de Mujeres en programas 
STEM”, 2017).  
Los resultados esperados en esta etapa se 
relacionan con contar con un diagnóstico en 
cuanto a la elección de carreras TIC por parte 
de las mujeres, la retención y el 
potenciamiento del talento de las alumnas y la 
situación en el ámbito laboral, que conducirán 
a definir y concretar acciones cuyos 
resultados pueden ser evaluados en su 
efectividad según indicadores predefinidos.  
4. FORMACIÓN DE RECURSOS 
HUMANOS 
El equipo de trabajo que lleva adelante estas 
líneas son docentes investigadores/as del del 
LINTI.  Asimismo, se están comenzando a 
formular tesinas de grado, tesis de postgrado, 
proyectos de extensión y actividades de 
cátedras relacionadas con a la problemática 
presentada.   
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La falta de vocaciones en carreras 
universitarias relacionadas a la Informática 
es una problemática a nivel mundial. Para 
enfrentar este problema se han aplicado 
diferentes estrategias, tales como el dictado 
de talleres sobre temáticas afines, en 
establecimientos educativos, especialmente 
a nivel secundario. La presente línea de 
investigación se enfoca en la evaluación del 
impacto que han tenido dichos talleres con 
respecto al objetivo de incrementar la 
matrícula de alumnos ingresantes a carreras 
vinculadas con la Informática, en particular, 
en la Universidad Nacional de San Luis. 
 
Palabras Claves  
 
Enseñanza de la Programación, Escuelas 





Este trabajo se encuentra enmarcado dentro 
del Proyecto P-031516, cuyo título es: 
“Ingeniería de Software: conceptos, 
prácticas y herramientas para el desarrollo 
de software de calidad”, de la Facultad de 
Ciencias Físico, Matemáticas y Naturales, 
de la Universidad Nacional de San Luis.   
Dicho proyecto es la continuación de 
diferentes proyectos de investigación a 
través de los cuales se han logrado 
importantes vínculos con distintas 
universidades a nivel nacional e 
internacional. Además, se encuentra 
reconocido por el Programa de Incentivos.    
1. INTRODUCCIÓN  
 
El escaso interés de los jóvenes en el área 
Informática y las Ciencias de la 
Computación es una problemática a nivel 
internacional. Diversas organizaciones 
tanto públicas como privadas han 
presentado propuestas para afrontar este 
problema. Una de las modalidades 
utilizadas ha sido el dictado de talleres en 
escuelas sobre áreas asociadas a la 
computación, tales como la programación. 
En este contexto desde la Universidad 
Nacional de San Luis (UNSL), desde 2014 
a 2016 inclusive, se dictaron talleres de 
Programación a alumnos de los últimos 
años de escuelas secundarias de la ciudad 
de San Luis [1], en el marco del programa 
institucional denominado "Articulación 
Universidad y Escuela Secundaria". Dicho 
programa tenía como fin divulgar contenido 
científico entre alumnos de escuelas 
secundarias, para despertar vocaciones 
tempranas en ciencias exactas y naturales. 
El objetivo primario de los talleres de 
Programación fue brindar a los estudiantes 
secundarios de los últimos años un 
acercamiento a la programación y fomentar 
el estudio de carreras de Informática. En el 
ámbito de la UNSL, esto representa la 
elección de alguna carrera correspondiente 
al Departamento de Informática [2]. 
Los talleres siguieron como guía las 
propuestas presentadas en “La Hora del 
Código” [3], una iniciativa que promueve el 
aprendizaje de la programación, incluyendo 
jóvenes en edad escolar.  
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Fig. 1: Actividades de La Hora del Código 
 
 
La Hora del Código es impulsada por 
Code.org, una organización que cuenta con 
una completa plataforma online. La 
plataforma presenta múltiples actividades 
de diferente nivel de complejidad. La Fig. 1 
muestra algunas de las actividades 
disponibles actualmente. Las propuestas 
tienen como protagonistas a personajes 
populares de la comunidad juvenil, y 
emplean como estrategia didáctica al juego, 
esto atrae la atención de los estudiantes y 
les permite mantener la concentración 
durante el desarrollo de los talleres [4,5,6]. 
Estudios recientes han mostrado que la 
utilización del material de Code.org en las 
escuelas, serviría para despertar vocaciones 
en Informática, en particular alumnos de 
sexo femenino que son quienes muestran 
menor interés en esta área [7]. 
Los talleres incluían una charla 
motivacional final, en donde se mostraba la 
oferta académica que ofrece la UNSL, y la 
entrega de cuestionarios para consultar el 
interés por el área de Informática y las 
Ciencias de la Computación. Esta 
información resultó de gran importancia 
para llevar a cabo un análisis estadístico, 
observando que los estudiantes de cursos 
inferiores, tales como 4to. año, expresaron 
mayor interés que los de los últimos años 
[1]. Sin embargo, la elección final de estos 
alumnos, plasmada en la inscripción formal 
posterior en la Universidad, no ha sido 
estudiada aún. 
La presente línea de investigación propone 
estudiar el ingreso a carreras de Informática 
de la UNSL de alumnos participantes en los 
talleres de Programación. El trabajo está 
dirigido a evaluar el impacto real que 
tuvieron los talleres en cuanto al objetivo 
principal que éstos tenían: despertar 
vocaciones para promover el estudio 
universitario de carreras vinculadas a la 




2. LÍNEAS DE INVESTIGACIÓN 
Y DESARROLLO 
 
Los ejes de investigación se basan en los 
siguientes puntos. 
 
● Análisis de antecedentes que 
describan cómo se ha evaluado el 
ingreso de alumnos a la universidad, 
considerando si éstos participaron 
previamente en talleres brindados 
por la institución. 
 
● Especificación del proceso que debe 
transitar un alumno, desde el 
momento que se inscribe en la 
carrera hasta finalizar el 1er. año. 
 
● Recolección de datos informales 
registrados por los docentes de 
cátedras del primer año de carreras 
del Departamento de Informática. 
 
● Recolección de datos estadísticos 
brindados por los sistemas 
informáticos de la UNSL. 
 
● Análisis de datos y publicación de 
resultados obtenidos. Se pretende 
hacer llegar los resultados a los 
establecimientos educativos en 
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donde se dictaron los talleres, como 
una forma de reforzar los vínculos 






Luego de llevar a cabo un análisis 
preliminar de antecedentes, se ha observado 
que existe escasa información sobre la 
evaluación del ingreso de alumnos a la 
universidad, en función de su participación 
previa en talleres brindados por la 
institución. Si bien, es posible encontrar en 
la bibliografía trabajos que exponen 
experiencias en el dictado de talleres de 
Programación en las escuelas [8,9,10], los 
mismos están más orientados a mostrar las 
estrategias didácticas asociadas a la 
enseñanza de la Programación y no al 
impacto en cuanto al ingreso posterior de 
los alumnos en universidades. 
Se ha realizado la especificación informal 
del proceso que debe transitar un alumno, 
desde el momento que se inscribe en la 
carrera hasta finalizar el 1er. año. Éste 
incluye un curso de ingreso sobre 
matemáticas. Dependiendo la aprobación 
del mismo, los alumnos pasan al trayecto 
normal o van a otro trayecto de formación 
con apoyo. Del listado de ingresantes que 
rinden el curso de matemáticas se ha 
podido observar que reprueba más del 50%. 
Se dispone actualmente del listado de 
alumnos y sus escuelas de origen brindados 
por docentes de algunas cátedras del primer 
año de carreras del Departamento de 
Informática, durante el periodo 2015-2017. 
Estos datos deberían ser contrastados con el 
registro de estudiantes participantes en los 
talleres. 
Como trabajo futuro se debe recoger 
información sobre el resto de los cursos de 
1er. año. Para esta tarea se requerirá 
acceder a los datos disponibles en los 
sistemas informáticos de la UNSL. Queda 
pendiente también el análisis y publicación 
de los resultados. Los mismos permitirán 
no solo sacar conclusiones sobre la eficacia 
y eficiencia de los talleres en relación al 
objetivo de incrementar el número de 
alumnos ingresantes, sino también detectar 
problemáticas inherentes del transitar del 




4. FORMACIÓN DE RECURSOS 
HUMANOS 
 
Dentro del proyecto, donde se encuentra 
inserta ésta línea de investigación, se están 
llevando a cabo diferentes tesis de grado y 
posgrado. Éstas últimas correspondientes a 
la Especialización en Ingeniería de 
Software, Maestría en Ingeniería de 
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La formación en ciencia, tecnología, 
ingeniería y matemáticas se considera 
clave para resolver muchos de los 
desafíos actuales y futuros de la 
humanidad, por lo cual la tendencia 
mundial en educación es fomentar el 
pensamiento computacional y la 
programación, especialmente en los 
niveles educativos preuniversitarios. En 
este proyecto se plantean tres líneas 
principales de investigación, una 
enfocada en estrategias educativas que 
incorporen métodos y herramientas 
innovadoras para la enseñanza de la 
programación en las carreras de 
Informática, otra orientada a las 
didácticas específicas para actualizar la 
formación de los profesores del campo 
de las Ciencias de la Computación, y 
finalmente, una línea enfocada en definir 
estrategias para salvar los obstáculos 
epistemológicos surgidos en el proceso 
de enseñanza y aprendizaje de las 
asignaturas básicas (Física, Química, 
Matemática) en el primer año de las 
carreras de Ciencias Exactas, vinculados 
en forma directa con los preocupantes 
índices de desgranamiento y de 
abandono de las carreras STEM 
(Science, Technology, Engineering and 
Mathematics). 
Palabras clave: Enseñanza de la 
programación. Didácticas específicas. 




Las líneas de I/D corresponden al 
proyecto 16F018 “Promoción del 
pensamiento computacional para 
favorecer la formación en STEM”, 
acreditado por la Secretaría de Ciencia y 
Técnica de la Universidad Nacional del 
Nordeste (UNNE), iniciado en el año 
2017.  
1. INTRODUCCIÓN 
Los inconvenientes a los que se 
enfrentan las carreras de formación en 
disciplinas que involucran saberes en 
STEM (Science, Technology, 
Engineering and Mathematics), están 
siendo estudiados y analizados en 
diversas universidades que se ven 
afectadas por una marcada disminución 
de estudiantes en este tipo de carreras. 
Algunas de las problemáticas son: la 
constante disminución en la matrícula de 
estas disciplinas, a su vez el marcado 
desgranamiento en los primeros años y 
el reducido porcentaje de matrícula 
femenina. Un informe del Consejo 
Presidencial de Asesores en Ciencia y 
Tecnología (PCAST) en EE.UU. señala 
que se requerían, en la próxima década, 
aproximadamente 1 millón de graduados 
universitarios en los campos de STEM. 
Además, en ese país menos del 40% de 
los estudiantes que ingresan a la 
universidad con la intención de 
especializarse en un campo STEM lo 
logran [1]. 
El estudio de Katz [2] señala que se 
aprecia una producción limitada de 
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graduados en STEM en relación al 
número de egresados respecto de las 
necesidades del campo productivo. En 
particular destaca la falta de masa crítica 
en capacidades para trabajar en el área 
de la innovación digital. 
Esta formación en ciencia, tecnología, 
ingeniería y matemáticas se considera 
clave para resolver muchos de los 
desafíos actuales y futuros de la 
humanidad, por lo cual la tendencia 
mundial en educación es fomentar el 
pensamiento computacional y la 
programación, especialmente en los 
niveles educativos preuniversitarios. Con 
lo cual un problema que se plantea es la 
actualización de conocimientos, 
estrategias didácticas y herramientas de 
enseñanza de programación para los 
profesores de asignaturas vinculadas con 
las ciencias de la computación. Muchos 
docentes no tienen las habilidades 
profesionales en informática o 
pensamiento computacional, o no tienen 
presente nuevos enfoques de la didáctica 
de la programación [3]. 
Ante este problema de carácter global, 
existen numerosos programas que 
proponen soluciones, que buscan 
mejorar la educación en estos temas 
desde los primeros niveles de educación 
(“Some STEM for All”), concentrar los 
esfuerzos sólo en los interesados o en los 
destacados (“All STEM for Some”) [4], 
fortalecer la formación de los docentes 
de STEM y promover el incremento de 
los mismos mediante beneficios 
adicionales [5]. 
Por otra parte, se sostiene que todos 
los niños deben tener la posibilidad de 
acceder a la enseñanza de computación 
en su vida escolar. Las habilidades que 
desarrollan los alumnos al ser educados 
en ciencias de la computación exceden 
lo referido estrictamente a este tema. 
Estas habilidades, vinculadas con el 
“Computational Thinking” propuesto por 
Wing [6], cumplen un rol de creciente 
importancia en la educación moderna.  
Por tanto, cuando se trata de 
alfabetización digital, esta debe integrar 
también nociones sobre los lenguajes de 
las computadoras. En este marco, tanto 
la programación como el pensamiento 
computacional resultan relevantes para 
el aprendizaje. Al comprender su 
semántica y su lógica en la resolución de 
problemas, los alumnos también se 
preparan para entender y cambiar la 
realidad [7]. 
En las carreras de Informática la 
problemática del aprendizaje de la 
programación continúa siendo una 
preocupación vigente.  En los planes de 
estudio, generalmente, estos contenidos 
están en las primeras asignaturas, con lo 
cual, a las dificultades propias de 
programación, se agregan las 
características de los estudiantes que 
recién se inician en la vida universitaria. 
Sin embargo, los estudios realizados 
señalan que la problemática no reside en 
la incapacidad para resolver problemas 
propiamente dicha sino en el escaso 
desarrollo del pensamiento 
computacional y de los procesos de 
abstracción que ellos requieren [8]. 
Por tanto, de la literatura se desprende 
que fomentar el pensamiento 
computacional favorece a los alumnos 
que realizan una formación específica en 
Ciencias de la Computación, como así 
también, a niños y jóvenes que no 
necesariamente realizarán una formación 
profesional en el campo de la 
Informática. 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
Las líneas de investigación de este 
proyecto, están enfocadas en: 
a) Estrategias educativas que incorporen 
métodos y herramientas innovadoras 
para la enseñanza de la programación 
en las carreras de Informática. 
b) Didácticas específicas para actualizar 
la formación de los profesores del 
campo de las Ciencias de la 
Computación. Esta línea busca 
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acompañar las políticas públicas, en 
particular la iniciativa Program.Ar, 
para lograr promover “cambios de 
fondo en la enseñanza en escuelas 
primaras y secundarias de varios 
temas relacionados con la 
computación, convencidos de que son 
un elemento clave para que el país 
pueda aprovechar las enormes 
oportunidades que brindan estas 
tecnologías”. Coincidiendo que 
aprender la “verdadera computación” 
(las ciencias de la computación) será 
muy beneficioso para que todos los 
alumnos argentinos desarrollen 
habilidades y competencias 
fundamentales para la vida moderna 
[9]. 
c) Estrategias para salvar los obstáculos 
epistemológicos surgidos en el 
proceso de enseñanza y aprendizaje 
de las asignaturas básicas (Física, 
Química, Matemática) en el primer 
año de las carreras de Ciencias 
Exactas, vinculados en forma directa 
con los preocupantes índices de 
desgranamiento y de abandono de las 
carreras STEM (Science, Technology, 
Engineering and Mathematics),  
3. RESULTADOS 
OBTENIDOS/ESPERADOS 
En las carreras universitarias de 
Informática generalmente la enseñanza 
de la programación aparece al inicio del 
proceso formativo, con lo cual, a las 
dificultades de adaptación de los 
estudiantes a las exigencias de la vida 
universitaria se añaden las dificultades 
propias del aprendizaje de la 
programación. En [10] se describe una 
modalidad de introducción a la 
programación implementada en la 
asignatura Algoritmos y Estructura de 
Datos I de la Licenciatura en Sistemas de 
Información (LSI), que consiste en el 
desarrollo de un conjunto de actividades, 
basadas en herramientas lúdicas, con el 
objetivo de estimular el pensamiento 
computacional e incrementar la 
motivación de los alumnos. Para el 
desarrollo de las actividades se propuso 
un método de resolución de problema 
que incorpora herramientas 
conceptuales, como la abstracción y la 
modularización, y herramientas del 
lenguaje, como las estructuras de control 
repetitivas, alternativas y el uso de 
parámetros. En particular, se insistió en 
los conceptos de “abstracción”, 
“descomposición del problema en 
partes”, y en la “legibilidad” de la 
solución. Los resultados indican que 
estas actividades contribuyeron 
positivamente al incremento de la 
motivación de los estudiantes y a la 
incorporación de un método de 
resolución de problemas que facilita la 
transición a la programación con 
lenguajes de programación 
convencionales. 
Además, incorporar estrategias de 
enseñanza de programación para 
alumnos universitarios de carreras de 
Informática utilizando herramientas 
lúdicas incrementa la motivación de los 
docentes y alumnos dado que el 
aprendizaje de los conceptos básicos se 
da en un contexto ameno y recreativo. 
Consolidar de esta forma un método de 
resolución de problema que se mantenga 
aun cambiando la herramienta ofrece un 
marco de referencia que facilitará la 
programación con herramientas 
convencionales [11]. 
En este contexto de dificultades 
reconocidas sobre la enseñanza de la 
programación, se realizó un estudio 
acerca de características comunes que 
tienen los alumnos que logran sortear las 
dificultades y aprender a programar. 
Conocer cómo actúan los alumnos que 
se han destacado por su buen desempeño 
aporta información para mejorar las 
estrategias de enseñanza y reducir el 
número de alumnos que queda libre por 
parciales, o peor aún, que abandonan el 
cursado. En [12] se muestran los 
resultados de este estudio.   
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En la línea de capacitación en 
programación, los resultados de la 
experiencia de formación en Didáctica 
de la Programación destinada a docentes 
de los niveles no universitarios de la 
ciudad de Corrientes se publicaron en 
[13].  
En cuanto a Resultados Esperados, el 
proyecto continuará con las siguientes 
actividades: 
a) Análisis del impacto de las acciones 
de promoción de la programación en 
las escuelas.  
Dado que, en los últimos 3 años, por 
diferentes medios, los alumnos de las 
escuelas secundarias tuvieron la 
oportunidad de acceder a conceptos de 
programación con herramientas visuales, 
interesa conocer si esta experiencia 
previa redunda positivamente en el 
aprendizaje de la programación en el 
inicio de una carrera de Informática. 
Para este estudio se considerarán los 
alumnos ingresantes a la LSI de la 
UNNE, 300 aproximadamente. 
b) Análisis de la motivación de los 
docentes para incorporar la 
programación en el aula, en función 
del perfil del docente y del nivel 
educativo en el cual se desempeña.  
En el marco de la actualización de los 
docentes, mediante el dictado del curso 
Programación y su Didáctica, que 
promueva la Fundación Sadosky se 
evaluarán intereses, expectativas y 
posibilidades reales de incorporación de 
contenidos de Ciencias de la 
Computación de los docentes. Por otra 
parte, indagar también acerca de las 
propuestas/métodos/herramientas que los 
docentes consideran más apropiadas para 
el nivel educativo en el que se 
desempeñan,  
c) Evaluación de las estrategias 
didácticas para la enseñanza de las 
asignaturas básicas (Física, Química, 
Matemática) en asignaturas de primer 
año de las carreras de Ciencias 
Exactas y elaboración de propuestas 
didácticas superadoras. 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
En el Grupo de Investigación GI-TIPC 
(Tecnologías Informáticas y 
Pensamiento Computacional) están 
involucrados ocho docentes 
investigadores que provienen de distintas 
áreas de la Facultad de Ciencias Exactas 
de la UNNE, Informática, Matemática y 
Física, con el objetivo de darle la mirada 
interdisciplinaria que esta problemática 
requiere. En el marco del proyecto dos 
tesistas de posgrado desarrollan su 
trabajo final de la Maestría en 
Tecnologías de la Información de la 
UNNE. 
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RESUMEN 
En una sociedad cada vez más conectada, en la 
cual los objetos tecnológicos forman parte de 
nuestro cotidiano, educar en tecnología se torna 
imprescindible en la formación de niños/as y 
jóvenes. Si bien hay condiciones que no 
permiten asegurar que esto sea posible para 
todos los ciudadanos sin importar edad, 
localización y situación social, es necesario 
contemplar que la formación de  nuestros 
niño/as y jóvenes  en estas temáticas es una 
responsabilidad que afecta  a gobiernos, 
instituciones educativas y es tema de debate en 
la sociedad en general. 
La Informática y las TIC están insertas en la 
vida cotidiana y, aunque las currículas escolares 
tienden a incorporar el uso de TIC en las 
distintas áreas, hoy en día sigue observándose 
un uso instrumental de las mismas. 
“EscuelasTIC” es una línea de investigación 
que da continuidad a línea de trabajo 
“PROGRAMAR en la Escuela”, sumando a 
dicho trabajo aportes que van más allá de la 
enseñanza de la programación, y que abarcan al 
campo disciplinar de la Informática en la 
escuela. 
 
Palabras clave: Informática, enseñanza de 
programación, robótica educativa, pensamiento 
computacional, formación docente, TIC.  
 
CONTEXTO 
La línea de investigación “EscuelasTIC” 
presentada en este trabajo, está inserta en el 
proyecto de investigación "Internet del Futuro: 
Ciudades Digitales Inclusivas, Innovadoras y 
Sustentables, IoT, Ciberseguridad, Espacios de 
Aprendizaje del Futuro" del Programa Nacional 
de Incentivos a docentes-investigadores, que se 
desarrolla en el LINTI de la Facultad de 
Informática de la Universidad Nacional de La 
Plata (UNLP). Este proyecto está acreditado 
por la UNLP y financiado por partidas del 
presupuesto nacional. Asimismo, esta línea de 
trabajo articula los procesos de investigación 
con proyectos de extensión de la UNLP, de los 
que participan docentes-investigadores del 
LINTI, dándole el sustento de pertinencia local 
y regional a los resultados obtenidos.  En estos 
proyectos se llevan a cabo una serie de 
actividades relacionadas con la capacitación, 
acompañamiento y creación de contenido para 
el ámbito educativo y están orientados al uso y 
creación con tecnologías digitales en el aula y, 
en especial a la incorporación de conceptos de 
programación en un sentido transversal.  
La línea de investigación aquí presentada da 
continuidad a “PROGRAMAR en la Escuela: 
nuevos desafíos en las aulas” presentada en 
eventos anteriores (Queiruga C, 2017). 
1. INTRODUCCIÓN 
Nuestro cotidiano está rodeado de objetos 
tecnológicos, empezando por el celular que nos 
acompaña todo el tiempo, hasta semáforos y 
casas inteligentes, pasando por drones que nos 
sobrevuelan, ropa tecnológica (del inglés 
wearable technology), entre otros elementos 
que cada vez son más evidentes en nuestra vida 
diaria. Estos elementos nos modifican, 
aumentan nuestras capacidades cognitivas y es 
por ello que es necesario entender qué pasa allí 
adentro. En el campo educativo se plantea la 
formación de ciudadanos/as que puedan 
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comprender los lenguajes digitales, ubicándolos 
como sujetos críticos y creadores de 
innovaciones con tecnologías digitales, por 
sobre la pasividad y el mero consumo 
tecnológico. 
El uso de TIC se ha ido incorporando a las 
prácticas educativas en los distintos niveles de 
la escolaridad obligatoria, inclusive en algunos 
de ellos la disciplina Informática forma parte de 
algunos diseños curriculares escolares. El 
nuevo diseño curricular de la educación 
primaria de la provincia de Buenos Aires 
(DGCyE/Diseño curricular para la educación 
primaria de la provincia de Buenos Aires, 
2018), es un ejemplo de ello, el cual contiene 
un módulo sobre la inclusión de TIC que 
intenta incorporar en forma transversal el uso 
de tecnologías digitales en las distintas  áreas 
curriculares. Asimismo existe un espacio 
curricular en la escuela secundaria donde 
algunos conceptos relacionados a las Ciencias 
Informáticas se incluyen en la materia NTIC 
(DGCyE/Diseño curricular para la educación 
secundaria ciclo superior, 2010). 
La Informática como disciplina aún no ha sido 
legitimada en el ámbito de la educación escolar, 
aunque hay algunas experiencias donde ésto 
comienza a transformarse, aún no se ha llegado 
a los consensos necesarios sobre la inclusión 
del campo en las currículas escolares a nivel 
federal. Las escuelas de educación secundaria 
técnica son las únicas que cuentan con trayectos 
formativos en Informática, de esta manera el 
estudio sobre la disciplina no se da en forma 
transversal, ni forma parte integral de los 
contenidos a los que acceden la mayoría de los 
estudiantes. Incorporar en los diseños escolares 
la disciplina Informática constituye un logro y 
un espacio de seguridad  para el desarrollo de 
procesos cognitivos vinculados al razonamiento 
lógico que permite predecir, analizar y explicar, 
a la formulación de algoritmos, a la 
descomposición de problemas en partes más 
simples, a la abstracción para manejar la 
complejidad, a la generalización mediante el 
descubrimiento de patrones y similitudes y, a la 
evaluación. Estas ideas, que identifican al 
“pensamiento computacional” (Wing J, 2006) 
(Wing J, 2008), son ampliamente aplicadas en 
la resolución de problemas usando 
computadoras y en la comprensión de los 
sistemas más allá del espacio escolar. 
La enseñanza de Informática en los sistemas 
educativos es actualmente una preocupación 
global. Países como Nueva Zelanda, Estonia, 
Japón, Finlandia y Reino Unido, entre otros,  
han actualizado sus currículas escolares 
incluyendo la enseñanza de la programación en 
las escuelas (National curriculum in England, 
2013) (The New Zealand Curriculum on-line, 
s.f). Varios estados de los Estados Unidos 
también han implementado políticas activas en 
respuesta al respaldo de la industria tecnológica 
mediante el movimiento “LearnToCode”, 
liderado fundamentalmente por las iniciativas 
globales code.org y codeacademy.   
En los últimos años en nuestro país, un 
conjunto de iniciativas y políticas federales, han 
contribuido a consolidar una perspectiva que 
fortalece las razones por las cuales resulta 
necesario situar la enseñanza de la Informática 
en la escuela. Actualmente forma parte de la 
agenda de trabajo del Ministerio de Educación 
de la Nación y de varios ministerios 
provinciales. Ejemplo de ello es el surgimiento 
de programas de políticas educativas, tales 
como el proyecto “Program.AR” 
(“Program.AR”, s.f), la creación del “Programa 
Conectar Igualdad” y el “Plan Nacional Integral 
de Educación Digital” (PLANIED, sf), cuyo 
objetivo es “integrar la comunidad educativa en 
la cultura digital, favoreciendo la innovación 
pedagógica, la calidad educativa y la inclusión 
socioeducativa. Su misión consiste en que todos 
los  estudiantes de la Argentina adquieran las 
habilidades necesarias para desenvolverse en el 
mundo actual y en la sociedad del futuro”, que 
planifica la incorporación de drones, robótica, 
minicomputadoras educativas y nuevos 
contenidos en 3000 escuelas argentinas. 
La incorporación de estos recursos tecnológicos 
generan desafíos para los docentes y 
autoridades de las escuelas, dado que no se 
encuadra en planes de capacitación docente en 
herramientas digitales, sino que el desafío es 
trabajar en la creación de contenidos digitales 
en las  distintas áreas curriculares.  Sin 
embargo, es común encontrar que dentro de las 
propuestas didácticas, el uso de las 
computadoras y del equipamiento informático 
es instrumental. Desde este enfoque los/as 
alumnos/as se configuran simplemente como 
usuarios de aplicaciones específicas y servicios 
en un sentido irreflexivo. Esta situación nos 
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resulta problemática en tanto no se promueve 
un uso crítico sobre los medios digitales con los 
que interactúan los/as niños/as y jóvenes. En 
esta línea de pensamiento se ubica la creación 
con medios digitales y la formación de 
ciudadanos digitales responsables, que 
conozcan el impacto de sus acciones y de la 
información que comparten públicamente. 
2. LÍNEAS DE INVESTIGACIÓN, 
DESARROLLO E INNOVACIÓN 
Esta línea de investigación está organizada en 
tres ejes: formación docente, desarrollo de 
materiales didácticos y diseño y puesta en 
acción de experiencias de enseñanza en 
escuelas primarias y secundarias. El equipo de 
trabajo es interdisciplinario está integrado por 
docentes-investigadores informáticos/as y 
especialistas en Educación del LINTI. El 
enfoque de las intervenciones está orientado a 
la adopción del pensamiento computacional en 
la escuela a través de la programación  y otras 
áreas de la disciplina Informática y, a la 
construcción de contenidos con tecnologías 
digitales pertinentes al espacio escolar.  
Se está trabajando con docentes y estudiantes 
de 12 escuelas secundarias  y 6 escuelas 
primarias del distrito escolar de La Plata, 
Berisso y Ensenada. Las actividades que se 
realizan con los docentes, constituyen 
instancias de formación docente claves para el 
desarrollo de los contenidos del área en cada 
una de las materias que los mismos dictan. Se 
planifican encuentros acordados en los que se 
trabajan temas y materiales que son insumos de 
trabajo en sus clases. Se trata de espacios de 
formación específicos para docentes de los 
distintos niveles sobre las nuevas didácticas en 
relación a la Informática y las TIC (Díaz J, 
2014). 
En relación a la enseñanza de la programación 
en las escuelas, el uso de lenguajes de 
programación visuales basados en bloques e 
icónicos, concebidos en clave de los intereses 
de los niños/as y adolescentes, y la 
manipulación de objetos físicos, facilitan la 
incorporación de conceptos, prácticas y 
perspectivas propias del pensamiento 
computacional.  
Las interacciones entre el mundo físico y el 
virtual, y los procesos de automatización que se 
observan, se pueden introducir mediante el 
aprendizaje de la robótica e “Internet de la 
cosas” (IoT, por sus siglas en inglés), 
sustentado en la programación. La posibilidad 
de visualizar los efectos físicos producidos por 
los comandos programados, la creación de 
artefactos informáticos que colaboren con el 
bienestar general de nuestra sociedad, 
constituyen un recurso pedagógico sumamente 
potente y motivador para los niños/as y 
adolescentes. Explorar el campo de IoT habilita 
la introducción de conceptos sobre el 
funcionamiento de las redes, resultando 
sumamente útil en actividades de formación del 
pensamiento computacional. El uso seguro y 
responsable de las tecnologías digitales forma 
parte de las actividades en esta línea de 
investigación y sus distintos ejes, íntimamente 
vinculados a la formación en ciudadanía digital. 
3. RESULTADOS Y OBJETIVOS 
El objetivo principal de esta línea de trabajo es 
fortalecer el aprendizaje crítico y significativo 
de la Informática en la escuela, con especial 
énfasis en la enseñanza de la programación y el 
uso responsable de las TIC; atendiendo a la 
formación de los ciudadanos del siglo XXI que 
requieren de nuevas habilidades y destrezas 
vinculadas a diseñar, crear e innovar con los 
medios digitales y no ser consumidores pasivos 
de tecnologías digitales. 
Se proponen los siguientes objetivos 
específicos: 
- Elaborar materiales didácticos que permitan 
el trabajo de y con Informática en las aulas 
de las escuelas. 
- Desarrollar herramientas didácticas que 
complementen a otras disciplinas, 
enriqueciendo la propuesta educativa y 
permitan trabajar la Informática en la 
escuela en todos los niveles (inicial, 
primaria y secundaria) aplicando conceptos 
de gamification1 y juegos serios, entre otros. 
- Generar un espacio virtual que concentre 
los materiales y herramientas desarrolladas, 
de libre acceso y disponibilidad.  
- Diseñar e implementar intervenciones con 
                                                          
1
 El término Gamification hace referencia al uso del 
diseño y la mecánica de juegos para mejorar los 
contextos no relacionados con los juegos. 
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docentes y estudiantes de los diferentes 
ciclos escolares. 
- Evaluar  las intervenciones realizadas en los 
distintos contextos. 
Enmarcadas en esta línea de investigación se 
han desarrollado herramientas tanto en el marco 
de  tesis de posgrado, tesinas de grado como en 
trabajos de cátedra y proyectos propios del 
LINTI. Entre las herramientas desarrolladas se 
pueden mencionar a: RITA (Aybar Rosales, 
2015),  RITA en RED (Aybar Rosales, 2017), 
XRemoteBot (López, 2016), DROPSY2  y 
DuinoBotSocks3. Actualmente algunas de ellas 
se encuentran en uso y forman parte del 
material didáctico con el que se trabaja  en los 
espacios de formación docente y las actividades 
con estudiantes de escuelas; otras están en 
procesos de pruebas y evaluación. Asimismo se 
trabaja articuladamente con asignaturas de las 
carreras de la Facultad: en la materia 
“Seminario de Lenguaje-opción Python”, los 
estudiantes supervisados por sus docentes, 
desarrollan herramientas destinadas a la 
enseñanza de programación de niños/as del 
nivel inicial y primer año del nivel primario.  
Durante el año 2017 se llevó a cabo una 
experiencia que permitió elaborar y poner en 
práctica una propuesta para enseñar 
programación en el nivel primario y secundario. 
Esta propuesta contempla una nueva 
herramienta didáctica para incorporar la 
programación de robots físicos (Harari Viviana 
y Banchoff Claudia, 2015). Esta intervención es 
el resultado de una tesis de maestría en 
“Tecnologías aplicadas a Educación”: 
“ProBots3D: una herramienta libre para enseñar 
programación a niños y jóvenes”, actualmente 
en proceso de evaluación. 
En las actividades de esta línea de 
investigación, se ha participado en dos 
proyectos impulsados por la Fundación 
Sadosky4  cuyo objetivo es aportar desde una 
visión federal a la incorporación de la disciplina 
Informática en las escuelas:  
- La elaboración de un manual de Informática 
destinado a docentes del segundo ciclo de 
                                                          
2 Disponible en https://github.com/dropsy-unlp 
3 Disponible en https://github.com/Robots-
Linti/DuinoBotSocks 
4 Fundación Sadosky: 
http://www.fundacionsadosky.org.ar/ 
nivel secundario, que consta de 12 
capítulos; actualmente está en proceso 
editorial con fecha prevista de publicación 
durante el primer semestre de 2018. 
- El diseño curricular y dictado de la primera 
cohorte de una “Especialización docente en 
didáctica de las Ciencias de la 
Computación” junto con el ISFD Nº 95 de 
La Plata, destinada a docentes de  nivel 
medio de la provincia de Buenos Aires.   
Estos proyectos, dan un marco para indagar 
sobre el impacto de la incorporación de esta 
disciplina en las actividades escolares y trabajar 
en la formación de docentes. 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
El equipo de trabajo está integrado por 
docentes-investigadores del LINTI y 
estudiantes de la Facultad de Informática, 
quienes han ido completando su formación 
tanto de grado como de postgrado a lo largo de 
estos años. 
En este sentido, se han formulado varias 
tesinas, tesis de postgrado, proyectos de 
extensión y actividades de cátedras 
relacionadas con las herramientas involucradas.  
Actualmente se encuentran en desarrollo varias 
tesinas de grado y tesis de  postgrado  que 
contribuirán en esta línea de investigación. 
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Esta línea de I+D pretende fortalecer la 
articulación Universidad – Nivel Medio, 
estimulando el diseño de mecanismos que 
permitan alcanzar un diagnóstico 
compartido y planes de trabajo, 
destinados a disminuir la brecha que 
existe entre estos dos niveles. 
Se propone una estrategia pedagógica / 
tecnológica como soporte de los procesos 
de enseñanza y aprendizaje a ser 
utilizados en las Instituciones Educativas 
(IE) de nivel medio para despertar 
vocaciones tempranas vinculadas a las 
carreras tecnológicas, utilizando la 
Robótica Educativa, el aprendizaje 
colaborativo y por  descubrimiento 
guiado y el estímulo basado en 
competencias.  
Los temas abordados son transversales a 
varias áreas, como educación, algoritmos, 
lógica, programación y arquitectura de 
computadoras. 
El desarrollo de esta línea conlleva, sin 
dudas, a la generación de otros proyectos 
relacionados con el uso de la tecnologías 
en la articulación Universidad - Nivel 
Medio considerando la amplia cobertura 
de la temática a desarrollar y la imperiosa 
necesidad de articulación existente entre 
estos niveles educativos, como así 
también, en la gestación de líneas de 
investigación relacionadas con nuevas 
estrategias didácticas en Robótica y 
Educación, la enseñanza y aprendizaje de 
la programación, la utilización y 
programación de microcontroladores en 
otros ambientes de trabajo y la utilización 
de  lenguajes interpretados. 
Palabras clave: Educación, capacitación, 
TIC, enseñanza-aprendizaje, robótica 
educativa, aprendizaje experimental, 
aprendizaje inductivo, programación,  
juego. 
Contexto 
Esta línea de I/D/I corresponde al 
desarrollo e implementación de proyectos 
que fortalecerán la inserción de UNdeC 
en la comunidad y especialmente su 
articulación con los demás niveles 
educativos. Refiere al proyecto “La 
robótica como introducción a la 
formación tecnológica" SPU 2013-2015 y 
la colaboración de otras instituciones del 
país y del extranjero a través de los 
proyectos “Red para la Integración de 
Universidades en el uso de TIC para la 
Inclusión en la Educación Superior" 
aprobado en la VII Convocatoria a Redes 
Internacionales, año 2013, el proyecto 
“Red para la creación y publicación de 
objetos virtuales de aprendizajes de 
calidad en Repositorios Institucionales” 
aprobado en la IX Convocatoria a Redes 
Internacionales,  2016-2017, el proyecto 
“Mejora de la Enseñanza de las Ciencias” 
convocatoria La Universidad y la Escuela 
Secundaria, tercera etapa 2015-2017, 
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SPU – Ministerio de Educación de la 
Nación, el Proyecto “Repositorios 
Digitales con Contenidos Orientados a las 
Necesidades de Escuelas Rurales (ER)” 
por Resolución CE N° 1055/15 
convocatoria de Proyectos de Desarrollo 
Tecnológico y Social (PDTS), 2016-2018 
y el proyecto "Programación 
Colaborativa" resolución Nº EXP-
S01:0001042/2016, período 2016-2017 
"Universidad, Cultura y Sociedad", SPU 
y su continuidad 2017-2018 aprobada por 
RESOL-2017-5135-APN-SECPU. 
Introducción 
Con la constante evolución de las 
Tecnologías de la Información y la 
Comunicación (TIC) se hace necesaria la 
incorporación, integración y 
aprovechamiento pedagógico de éstas en 
el Sistema Educativo. Por otro lado, 
vivimos una época conocida como la “Era 
de la Información”, caracterizada por una 
gran demanda a nivel nacional e 
internacional por profesionales 
calificados en el uso de TIC [1, 2,3]. En 
la Argentina esta realidad ha sido 
identificada como clave para la 
innovación, incremento de las 
exportaciones, actividades de 
investigación, emprendedurismo y 
producción de valor agregado para todos 
los sectores de la sociedad. Evidencia de 
ello son la existencia de distintas políticas 
de estado que promueven el desarrollo del 
sector, como ser la Ley de Software (Ley 
Nº 26692), becas para jóvenes 
profesionales TIC [4] o la puesta en 
funcionamiento de la iniciativa 
Program.AR [5], que promueve la 
enseñanza de la computación en todas las 
escuelas argentinas. La implementación 
del programa del Estado Nacional 
denominado Modelo 1 a 1 a través del 
programa “Conectar Igualdad” al cual la 
provincia de La Rioja complementó con 
el plan “Joaquín V. González”, han 
alcanzado una alta cobertura, cumpliendo 
con la entrega de netbooks a estudiantes y 
docentes de escuelas secundarias. Sea 
cual sea el nivel de integración de las TIC 
en los centros educativos, los docentes y 
estudiantes necesitan una “alfabetización 
digital" y una actualización didáctica. 
Es necesario entonces fortalecer la 
articulación Universidad / Nivel Medio, 
planteando nuevos escenarios donde los 
estudiantes no solo sean usuarios de las 
tecnologías sino participantes activos, 
generando una adecuada planificación y 
realización conjunta de acciones que 
favorezcan la inserción de los estudiantes 
en la Universidad para prevenir y 
disminuir las causas de deserción y 
estancamiento en los primeros años de las 
carreras universitarias. Esta línea aborda 
dos aristas del mismo problema, la escasa 
matrícula de ingresantes que optan por 
una carrera TIC y el marcado nivel de 
deserción en los primeros años de estudio 
de quienes lo hicieron. 
La robótica y la programación como 
introducción a la formación tecnológica 
Los procesos de desarticulación y 
segmentación educativa, desarrollados en 
los últimos años en nuestro país y en 
especial en la región, dificultan el pasaje, 
ingreso y permanencia, de los alumnos 
del nivel medio a los estudios 
universitarios [6]. Las instituciones 
universitarias requieren de sus alumnos 
aprendizajes vinculados a las destrezas y 
estilos de pensamiento de las culturas 
disciplinares, y el desarrollo de una 
personalidad autónoma y crítica para su 
desempeño social [7]. 
Pese a la marcada demanda por 
profesionales en carreras TIC, es notable 
que el número de estudiantes que eligen 
estas carreras sea muy inferior al de 
estudiantes que eligen carreras más 
clásicas. Aunque existen múltiples 
motivos que pueden explicar esta 
situación (vocación, popularidad de las 
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carreras, expectativas profesionales, entre 
otras) se destaca particularmente algunos 
“prejuicios” asociados a las carreras TIC: 
son carreras exclusivas para jóvenes 
sobresalientes (particularmente en 
matemáticas), la tarea de programar es 
difícil, aburrida y/o repetitiva, hay que 
saber mucho inglés, entre otras. 
Con el fin de acortar la brecha existente 
en la articulación Universidad / Nivel 
Medio se deben profundizar contenidos 
teóricos - prácticos y su aplicación en un 
proceso de formación integral que reúna 
conocimientos, habilidades, destrezas y 
actitudes propios de los modos de 
producción en los diferentes campos 
disciplinares, acordes a los 
requerimientos sociales.  
Conforme a estas tendencias, 
consideramos oportuna la intervención de 
la UNdeC como nexo de articulación 
entre Nivel Medio y Universidad, dado 
que la universidad es el medio adecuado y 
pertinente para fortalecer los procesos de 
enseñanza y aprendizaje sobre dicha 
tecnología, con el objetivo final de 
despertar en los estudiantes de Nivel 
Medio la vocación por las carreras 
tecnológicas, particularmente en 
Informática. 
La Robótica Educativa se concibe como 
un contexto de aprendizaje que se apoya 
en las tecnologías digitales y en los 
procesos de mediación pedagógica para 
que los estudiantes creen prototipos o 
simulaciones robóticas que surgen a partir 
del ingenio, la creatividad y puesta en 
práctica de lo aprendido [8]. Es de interés 
plantear a la robótica como vehículo de 
aprendizaje con materiales concretos, 
motivando a los jóvenes a construir, 
diseñar y explorar nuevas formas de hacer 
las cosas, a través del aprendizaje 
experimental, el trabajo en equipo y el 
desarrollo de su confianza y habilidades 
innovadoras, brindando un espacio que 
les permita no sólo ser usuarios de las 
tecnologías, sino que, a partir de 
conocimientos matemáticos, mecánicos, 
físicos y lógicos, logren resolver, en 
forma activa, problemas significativos. 
En Argentina y en Latinoamérica se están 
implementando proyectos, como 
propuestas de enseñanza de la 
programación en los primeros años de la 
carrera, que incorporan entre sus 
estrategias el aprendizaje basado en 
problemas y el aprendizaje colaborativo, 
otros incluyen, además, a la robótica 
como una opción para la profundización y 
gestación de habilidades cognitivo-
creativas [10, 11, 12]. 
Algunas de estas propuestas promueven 
la construcción de robots que compiten de 
acuerdo a reglas internacionales y por 
categorías, otras usan la robótica como 
recurso de apoyo en el estudio de 
habilidades básicas en matemáticas, 
ciencias o física y construyen y 
programan modelos que ayudan a 
representar con elementos externos esos 
conceptos. Otros promueven la 
construcción de robots que ejecutan tareas 
y funciones particulares o que se 
comportan de cierta manera ante variables 
del ambiente [13, 14].  
Aunque todas ellas sirven de inspiración, 
aplicamos un enfoque diferente: utilizar 
actividades colaborativas y lúdicas 
relacionadas con la programación de un 
robot para la resolución de problemas, 
como estrategia de enseñanza de la 
programación destinada especialmente a 
estudiantes del Nivel Medio [15]. 
No buscamos crear un curso completo de 
programación, sino generar un espacio de 
acercamiento a la tecnología y al mundo 
de la programación que resulte atractivo 
para los jóvenes antes de que ingresen a 
la universidad. Por otro lado la 
experiencia adquirida en los últimos años 
como organizadores de la sede Chilecito 
del Torneo Argentino de Programación 
(TAP) nos ha permitido poner en valor 
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para el aprendizaje de la programación la 
motivación obtenida por las competencias 
y el reconocimiento entre pares: aquellos 
estudiantes que han participado del torneo 
han mejorado su desempeño académico, 
se muestran más dispuestos a  compartir 
lo que saben y participan con más 
frecuencia en las propuestas académicas 
extracurriculares.  
Se desarrolló una comunidad virtual de 
aprendizaje colaborativo de la 
programación. El soporte tecnológico 
para esta comunidad está dado por una 
red social diseñada y desarrollada por el 
equipo de trabajo y orientada a fomentar 
el aprendizaje de la programación entre 
pares. Los miembros de esta comunidad 
en lugar de ocupar jerarquías formales 
establecidas por los roles de los 
participantes, adquieren una “reputación” 
dentro de la comunidad basada en 
distintas actividades realizadas a través de 
la plataforma. La reputación de los 
miembros permite construir un ranking 
similar al que se tiene en cualquier juego 
basado en la competencia. Las actividades 
para adquirir créditos o aumentar la 
reputación consisten en resolver 
problemas de programación usando 
distintos lenguajes, proponer nuevos 
problemas, ayudar a otro miembro con 
dificultades o describir soluciones y 
técnicas de programación. Se busca 
fomentar el aspecto lúdico de la 
competencia donde la participación es de 
carácter individual, complementado con 
la cooperación o colaboración entre pares, 
donde se premia el desarrollo de 
habilidades grupales. 
Consideramos importante complementar 
ambas propuestas permitiendo interactuar 
jóvenes de los dos niveles educativos con 
la finalidad de reducir la deserción en los 
primeros años de la carrera.  
Líneas de Investigación, 
Desarrollo e Innovación 
 Impacto de las TIC en el proceso de 
enseñanza-aprendizaje del Nivel 
Medio. 
 Desarrollo de Objetos de Aprendizaje. 
 Articulación Universidad - Nivel 
Medio. 
 Programación colaborativa. 
 Robótica Educativa. 
Resultados y Objetivos 
El desarrollo de esta línea permitirá: 
 Fortalecer la relación entre 
Universidad e IE del Nivel Medio. 
 Promover el desarrollo de habilidades 
de resolución de problemas de 
programación, trabajo colaborativo y 
vinculación entre estudiantes de nivel 
secundario y estudiantes de nivel 
universitario de carreras TIC. 
 Desmitificar los prejuicios clásicos 
asociados a la programación entre los 
estudiantes de nivel secundario y 
universitario en carreras TIC. 
 Generar un ambiente de aprendizaje 
que permita a los alumnos integrar 
distintas áreas del conocimiento, 
adquiriendo habilidades generales y 
nociones científicas. 
 Constituir un equipo interdisciplinario 
para la investigación y desarrollo de 
contenidos educativos y estrategias 
didácticas en TIC, Robótica y 
Educación. 
 Estimular las prácticas de estudio 
colaborativo entre pares, la 
competencia sana y el reconocimiento 
del saber académico. 
 La expansión de las TIC en las 
Escuelas de Nivel Medio del 
departamento Chilecito y de la región. 
 Disminuir del índice de deserción en el 
primer año de las carreras incluidas 
como oferta académica de la UNdeC. 
Actualmente se ha diseñado y construido 
el kit de Robótica Educativa que está 
compuesto por un módulo principal que 
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aloja al microcontrolador Arduino [9] 
UNO R3, un sistema de alimentación, un 
conjunto de sensores que componen el 
sistema de percepción del robot y 
actuadores que permiten modificar las 
variables del entorno controladas. Para su 
construcción se utilizaron piezas de bajo 
costo y disponibles en el mercado 
nacional para que en caso de pérdida o 
daño puedan ser reemplazadas fácilmente. 
Se incluye una librería con funciones, 
programadas por el equipo de trabajo, que 
se anexan al entorno de desarrollo 
Arduino, con el objeto de brindarle al 
estudiante un nivel de abstracción 
superior que le permita programar en un 
lenguaje más natural e intuitivo que el 
aportado por el propio entorno. Se 
adquirió una impreso 3D con la cual se 
diseñan y construyen los distintos 
componentes del kit de Robótica 
Educativa.  
Durante el año 2015 y 2017, se 
desarrollaron talleres con la participación 
de estudiantes de IE de nivel medio. Cada  
taller está constituido por tres módulos,   
un módulo permite que los estudiantes 
programen cada uno los componentes del 
kit experimentando el comportamiento de 
estos antes los estímulos incluidos, otro 
módulo muestra el funcionamiento de la 
impresora 3D y las aplicaciones para el 
diseño de las diferentes piezas, y con el 
tercero los estudiantes experimentan con 
el robot programando la resolución de un 
juego. En grupo de a diez, los estudiantes 
recorren cada módulo. 
Con el desarrollo de la primera etapa de 
ejecución del proyecto de Programación 
Colaborativa se adquirió un servidor para 
alojar la plataforma de programación 
colaborativa. El servidor se encuentra 
online y aloja la plataforma de 
programación. Esta plataforma se 
desarrolló a partir de la integración de dos 
herramientas opensource disponibles, 
ELGG y BOCA. ELGG es un framework 
para desarrollar sistemas con 
requerimientos de redes sociales; BOCA 
es el software utilizado durante las 
competencias de programación del TAP y 
de la ICPC-ACM. La primera versión se 
utilizó durante el desarrollo del taller de 
programación competitiva (agosto 2017) 
y se mantuvo online hasta la competencia 
internacional ICPC-ACM (noviembre 
2017) en el sitio 
https://etic.undec.edu.ar/code, llegando a 
tener más de 50 usuarios activos. 
Actualmente se está trabajando en una 
versión mejorada de la plataforma 
desplegada en el mismo sitio. Se realizó 
un Taller de Programación Competitiva 
con la asistencia de 30 jóvenes 
estudiantes de la UNdeC y de un 
secundario técnico con orientación en 
informática de la región. La mayoría de 
los asistentes participaron en el mes de 
septiembre de las competencias de 
programación TAP (nivel universitario) y 
Olimpiada Informática Argentina OIA 
(nivel medio). 
Avances de la línea fueron expuestos en 
el artículo "Robótica educativa: una 
estrategia para despertar vocaciones 
tempranas en Informática." aprobado y 
presentado  en el IX Congreso sobre 
Tecnología en Educación y Educación en 
Tecnología, Chilecito (La Rioja) 2014; en 
la Sesión de Demos Educativos en el X 
Congreso de Tecnología en Educación y 
Educación en Tecnología,  Corrientes 
2015 y en las III, IV, V y VI Jornadas 
Científicas de Estudiantes Investigadores 
UNdeC, 2014 / 2015 / 2016 /2017 con la 
participación de alumnos de grado.  
Formación de Recursos Humanos 
El equipo de investigación de esta línea 
de trabajo está compuesto por seis 
docentes de la Universidad Nacional de 
Chilecito y seis alumnos de grado. De los 
docentes: uno es doctor en ciencias de la 
computación especializado en cómputo 
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paralelo y tecnología grid, dos docentes 
que se encuentran desarrollando su tesis 
de Maestría en Informática uno en el área 
de Objetos de Aprendizaje y el otro en 
Mejora del Posicionamiento de Satélites y 
dos auxiliares docentes egresados de las 
carreras Ingeniería en Sistemas y 
Licenciatura en Sistemas de la UNdeC. 
También participan 2 alumnos avanzados 
de grado que se encuentran desarrollndo 
su trabajo final para la obtención del 
título de Ingeniero en Sistemas. 
Los integrantes son docentes de las 
asignaturas Algoritmo y Estructuras de 
Datos, Arquitecturas de Computadoras, 
Arquitecturas Paralelas, Programación.  
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Resumen
La amplitud de los campos disciplina-
res intervinientes en la ensen˜anza de las
Ciencias de la Computacio´n presenta serios
desaf´ıos para quienes intenten construir mo-
delos dida´cticos para su ensen˜anza.
Una de las a´reas de conocimiento que ma-
yor complejidad reviste en la percepcio´n ge-
neral es la ensen˜anza de la Inteligencia Arti-
ficial, disciplina entendida como el disen˜o y
ana´lisis de agentes auto´nomos que perciben
el entorno e interactu´an de forma racional
con e´l.
Por tratarse de un a´rea emergente en ma-
teria de avances y estrate´gica respecto a sus
implicancias futuras, resulta cada vez ma´s
necesario considerar su incorporar en los pla-
nes de estudio. Las fronteras de su aplicacio´n
se encuentran en permanente expansio´n y re-
sulta necesario sostener una correspondencia
con dicha progresio´n desde la dimensio´n cu-
rricular.
Este trabajo presenta una L´ınea de Inves-
tigacio´n tendiente a consolidar una estrategia
de abordaje para la ensen˜anza del nu´cleo dis-
ciplinar de la Inteligencia Artificial desde un
enfoque lu´dico. A tal efecto se describe un
ecosistema digital construido como platafor-
ma de soporte al proceso de ensen˜anza y de
aprendizaje de las te´cnicas que sustancian el
razonamiento artificial, siempre en el contex-
to de su aplicacio´n a los juegos.
Palabras Clave: Ensen˜anza de las Cien-
cias de la Computacio´n, Agentes, Inteli-
gencia Artificial.
Contexto
Esta propuesta se ubica en el contexto de
las iniciativas promovidas por el Grupo de
Investigacio´n en Lenguajes e Inteligencia Ar-
tificial de la Facultad de Informa´tica.
Este trabajo se desarrolla en el a´mbito del
proyecto de investigacio´n Agentes Inteligen-
tes. Modelos Formales y Aplicaciones para
la Educacio´n (04/F015) que esta´ financiado
por la Universidad Nacional del Comahue a
trave´s de la Secretar´ıa de Ciencia y Te´cnica.
El proyecto tiene prevista una duracio´n de
cuatro an˜os a partir de enero del 2017.
1. Introduccio´n
La aplicacio´n de te´cnicas de Inteligencia
Artificial se encuentra presente en muchos
aspectos de la interaccio´n de los sujetos con
el medio social y econo´mico. Esta situacio´n
contribuye a su consideracio´n, como a´rea de
conocimiento, en documentos de recomenda-
ciones curriculares para carreras carreras de
Informa´tica [9, 8].
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Esta l´ınea parte del supuesto de que
el campo disciplinar en referencia presenta
grandes oportunidades para construir mode-
los dida´cticos basados en la construccio´n de
procesos de ensen˜anza ma´s lu´dicos y moti-
vadores con excelentes oportunidades para
plantear dina´micas grupales y favorecer la re-
tencio´n del intere´s del estudiante[2].
La L´ınea de Investicacio´n y Desarrollo pro-
pone el disen˜o de una plataforma para la en-
sen˜anza de las Ciencias de la Computacio´n,
en particular, en el contexto del a´rea de cono-
cimiento Inteligencia Artificial: Edimbrujo.
El desaf´ıo requiere desarrollar dos produc-
tos dis´ımiles que actu´an en conjunto para fa-
vorecer el proceso de aprendizaje de concep-
tos y pra´cticas relacionados a la Inteligencia
Artificial.
Por un lado, el modelo dida´ctico basado
la capacidad con que cuentan los ambien-
tes lu´dicos para mejorar las posibilidades de
aprender conceptos y pra´cticas sobre Inte-
ligencia Artificial[3, 1]. Por otro, un frame-
work tecnolo´gico que permita a los estudian-
tes construir y disfrutar de una experiencia
de laboratorio orientada al desarrollo de un
artefacto computacional lu´dico haciendo uso
de te´cnicas de Inteligencia Artificial[2].
La mejora de la motivacio´n y retencio´n
del intere´s por parte del sujeto de aprendi-
zaje contribuye a aumentar el rendimiento
acade´mico y sus habilidades personales co-
mo resultado del aprendizaje a trave´s del
juego[5]
El desaf´ıo no es menor, ya que la con-
formacio´n de un ecosistema lu´dico en con-
juncio´n con te´cnicas de Inteligencia Artifi-
cial requiere articular una arquitectura hete-
roge´nea tanto en sus componentes fundantes
como en la tecnolog´ıa utilizada.
Respecto del framework tecnolo´gico sobre
el cual opera el modelo, es importante notar
que pese a la evidente complejidad que puede
representar convocar al uso tecnolog´ıas hete-
roge´neas, el motor emocional que tracciona el
proceso de aprendizaje en el contexto de la
construccio´n de juegos de competencia emer-
ge como un motor motivacional suficiente pa-
ra llegar a buen te´rmino. Es decir, el modelo
dida´ctico debe actuar como el propulsor lu´di-
co para vehiculizar el proceso a trave´s de una
curva de aprendizaje leve.
2. L´ınea de investigacio´n
y desarrollo
Edimbrujo es una plataforma sobre la que
es posible programar Agentes Inteligentes
que interactu´en en un contexto lu´dico, cu-
yo comportamiento se encuentra restringido
al Mundo o Historia asociado a Edimbrujo.
Sobre ella opera un modelo Dida´ctico basa-
do en la colaboracio´n grupal para la compen-
tencia entre pares cuya finalidad persigue la
ensen˜anza de te´cnicas de Inteligencia Artifi-
cial utilizando la programacio´n de Agentes
Inteligentes[1].
En esta seccio´n se describen el modelo
dida´ctico, los componentes arquitecturales
que posibilitan el funcionamiento de Edim-
brujo, las herramientas de disen˜o que per-
miten construir los escenarios y personajes
y finalmente nos centraremos en el objetivo
primario que es la experiencia educativa de
desarrollar Agentes Inteligentes.
2.1. La Historia
Edimbrujo es tanto un juego como la plata-
forma tecnolo´gica que lo soporta. Ahora bien,
todo juego tiene una historia asociada. En la
historia o relato, se define lo que en el argot
lu´dico suele denominarse Mundo o Historia,
esto es, la contextualizacio´n de los personajes
y su misio´n en la historia del juego[6].
En el caso de Edimbrujo la Historia podr´ıa
resumirse as´ı: Con el debacle del Imperio Ro-
mano las ciudades ma´s lejanas quedan total-
mente abandonadas, algunas esconden anti-
guos tesoros. La ma´s famosa es Edimbrujo,
en el fin del mundo donde ya no hay ma´s tie-
rra y solo mar, se encuentra la ciudad mal-
dita, una ciudad donde habitan todo tipo de
seres crapulentos, no obstante los antiguos
tesoros ocultos llaman la atencio´n de aventu-
reros con sed de fama o riquezas. Se rumorea
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que una vez al an˜o, para el 31 de octubre es
cuando la ciudad cobra vida y las ma´s gran-
des riquezas afloran.
2.2. El Modelo Dida´ctico
El modelo de aprendizaje propuesto se ba-
sa fundamentalmente en un proceso lu´dico
grupal basado en competencias entre pares
sobre la plataforma Edimbrujo.
A tal efecto, se organiza primeramente una
instancia de definicio´n de equipos y se pro-
pone construir una identidad social que for-
talezca el sentido colectivo y la identificacio´n
con el par: el grupo debe tener un nombre y
estrategias de supervivencia.
Luego se propone una instancia creativa en
el marco de Edimbrujo. Esta es una oportu-
nidad para que el grupo genere una dina´mi-
ca creativa y desestructurada, situacio´n que
en l´ıneas generales los pone del lado contra-
rio al rol que suelen tener en su interaccio´n
con los juegos: de experimentadores pasan a
disen˜adores. As´ı que se estimula la produc-
cio´n creativa de personajes, nombres, intere-
ses, objetivos, peligros y dificultades.
En cualquier caso, el modelo alienta ins-
tancias en las que cada estudiante pueda va-
lorar su participacio´n como co-creador de
una historia, a trave´s de la generacio´n de
aportes del mundo Edimbrujo.
Luego de la participacio´n creativa, los gru-
pos debera´n implementar Agentes Inteligen-
tes que insuflen vida a los nuevos personajes
disen˜ados haciendo uso de te´cnicas de Inte-
ligencia Artificial y respetando las reglas del
mundo Edimbrujo.
Una vez finalizada la implementacio´n de
las estrategias y te´cnicas de los Agentes y
fundamentados los criterios y decisiones por
parte de los grupos desarrolladores, tiene lu-
gar La Competencia.
2.3. Componentes de la Plata-
forma Edimbrujo
Edimbrujo posee una arquitectura cliente
servidor que hace uso de determinados com-
ponentes y protocolos.
2.3.1. Motor Edimbrujo
Para el armado del componente arquitec-
tural que hace las veces de servidor o motor
de Edimbrujo, se utiliza el lenguaje JavaS-
cript sobre NodeJs. El motor agrupa la lo´gica
del juego, el servidor socket.io encargado de
la comunicacio´n con clientes web y el servi-
dor REST que se ocupa de la comunicacio´n
con agentes auto´nomos.
2.3.2. Clientes Edimbrujo
Edimbrujo es accesible a usuarios finales,
es decir jugadores, trave´s de un cliente web.
Pero tambie´n resulta necesario un mecanis-
mo de conexio´n entre los Agentes Auto´nomos
y el motor Edimbrujo. Para ello se utilizan los
servicios web REST publicados por el motor
y que son consumidos por los procesos Agen-
tes Auto´nomos desarrollados en php, phyton
y/o java.
2.3.3. Escenarios Edimbrujo
Para la creacio´n del mundo se utiliza el
programa Tiled Map Editor, un editor libre
y de co´digo abierto que permite disen˜ar el
mundo a trave´s de capas de objetos, colocan-
do directamente ima´genes sobre un lienzo y
luego exportando el resultado final como un
archivo CSV o JSON, el cual sera´ utilizado
en Phaser para representar el mundo[10].
Phase es un framework open source, escri-
to ı´ntegramente en Javascript, que se utiliza
para construir juegos mo´viles o de escritorio
en HTML5. Este framework provee una serie
de herramientas que aceleran el desarrollo y
ayudan a manejar las tareas gene´ricas nece-
sarias para completar los juegos, como lo son
la creacio´n y manejo de escenarios, controles,
movimientos y animaciones[7].
Para disen˜ar el mundo se utiliza una ima-
gen compuesta por un conjunto de ima´genes,
todas del mismo taman˜o. Cada imagen puede
utilizarse para armar combinaciones simples
o complejas del escenario.
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Para completar la creacio´n del escenario
resulta necesario disen˜ar sprites o avatares de
los personajes. Naturalmente el disen˜o que se
logre debe tener su correspondiente correlato
con el tipo de acciones que cada personaje
podra´ ejecutar.
2.3.4. Servicios REST
Se utiliza un pool de servicios REST como
canal agno´stico de intercambio de datos en-
tre el cliente auto´nomo y el motor Edimbru-
jo. Este protocolo de comunicacio´n se basa en
el desarrollo de HORNERO (Gestor de tor-
neo de programacio´n) [4]. Esto permite una
interfaz muy de´bilmente acoplada entre los
agentes y el motor, cualidad importante a la
hora de desarrollar Agentes en cualquier len-
guaje.
2.3.5. Comunicacio´n con el cliente
WebSockets es una tecnolog´ıa que se uti-
liza para crear canales de comunicacio´n bi-
direccional en aplicaciones cliente-servidor,
permitiendo as´ı el intercambio de informa-
cio´n entre estas dos entidades a trave´s de un
u´nico socket TCP.
La tecnolog´ıa WebSocket es un esta´ndar de
HTML5 que se puede utilizar en la mayor´ıa
de los servidores web, entre ellos Apache y
Node.js. El protocolo WebSocket se encuen-
tra definido en el documento RFC 6455.
La implementacio´n de WebSockets var´ıa
dependiendo del lenguaje de programacio´n
que se utiliza, principalmente en el servidor,
sin embargo la estructura de la aplicacio´n es
la misma. El objetivo es crear un WebSocket
en el cliente y utilizarlo para enviar datos al
motor Edinbrujo. La estructura de los datos
se define a partir de un lenguaje de interfaz,
generalmente se utiliza JSON debido a que
en el cliente los WebSockets se implementan
mediante Javascript.
En el servidor se deben implementar las
funciones que procesan la informacio´n envia-
da desde el cliente a trave´s del WebSocket.
Como el canal de comunicacio´n es bidireccio-
nal el servidor podr´ıa enviarle informacio´n al
cliente sin la necesidad de que exista un re-
quest por parte de este u´ltimo, esta carac-
ter´ıstica define a WebSocket como una he-
rramienta muy importante para implementar
juegos multiplayer.
En Edimbrujo los WebSockets se imple-
mentan mediante la librer´ıa Javascript soc-
ket.io en un ambiente basado en Node.Js. Es-
ta librer´ıa posee las funciones necesarias para
la transferencia de datos entre el cliente y el
servidor en tiempo real.
2.4. El Agente Auto´nomo
Llegamos as´ı al componente ma´s valioso en
te´rminos dida´cticos para el modelo propuesto
sobre Edimbrujo. El Agente debe ser desarro-
llado por los grupos en PHP, Phyton o Java
y debe contar con dos partes: Comunicacio´n
REST con Edimbrujo y Estrategia
La Estrategia es la dimensio´n del Agente
donde se aplican las te´cnicas de Inteligencia
Artificial, razo´n por la cual, debe comportar
la mayor atencio´n y esfuerzos de generacio´n.
A tal efecto, cada grupo debe defender los
criterios y te´cnicas que utilizaron.
En general, el Agente desarrollado decide
que accio´n realizar a partir del estado actual
generando cada uno de los posibles estados
pro´ximos y eligiendo aquella accio´n que lo
lleve al mejor estado. Para el caso de Edim-
brujo, este estado se determina a partir de la
distancia entre la pro´xima posicio´n del juga-
dor y un bono y/o enemigo ma´s cercano y la
vida actual del jugador. Este procedimiento
se basa en el algoritmo de bu´squeda local Hill
Climbing. Al producirse un evento, tal como
el de encontrar un enemigo o un premio, se
dispara el ana´lisis de reglas y las considera-
ciones de supervivencia del Agente.
3. Resultados
La primer experiencia con la plataforma
Edimbrujo se realizo´ en el marco de la cursa-
da de la materia optativa Inteligencia Arti-
ficial en Juegos, de la Licenciatura en Cien-
cias de la Computacio´n de la Facultad de In-
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forma´tica de la Universidad Nacional del Co-
mahue durante el segundo cuatrimestre del
an˜o 2017.
El enfoque propuesto hizo uso de Edimbru-
jo para instrumentar una instancia de com-
petencia grupal en la que las estrategias de
desarrollo del juego fueran conducidas por
la ejecucio´n de Agentes programados por los
grupos de estudiantes.
La experiencia es evaluada positivamen-
te ya que los objetivos perseguidos se cum-
plieron satisfactoriamente, es decir los estu-
diantes lograron construir aprendizajes so-
bre te´cnicas de Inteligencia Artificial en Jue-
gos. Esto quedo´ experimentalmente consta-
tado en el momento de la competencia, ins-
tancia en la que la programacio´n de te´cnicas
IA logro´ modelar comportamientos espera-
dos en los agentes y se logro´ as´ı una experien-
cia de aprendizaje lu´dica de gran impacto.
4. Formacio´n de Recursos
Humanos
Se aspira a la formacio´n como investiga-
dores de los miembros ma´s recientes del gru-
po. En este sentido se buscara´ fortalecer la
vinculacio´n con otros grupos de investigacio´n
e instituciones abocados a la tema´tica en el
a´mbito nacional e internacional.
Asimismo, se espera la iniciacio´n del pos-
grado de dos de los autores de este trabajo.
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METODOLOGÍA PARA LA DEFINICIÓN Y PONDERACIÓN DE 
FACTORES DE ÉXITO PARA PROCESOS DE GESTIÓN DE PROYECTOS 
ACADÉMICOS UNIPERSONALES DE PRÁCTICA PROFESIONAL 
SUPERVISADA EN CARRERAS DE INFORMÁTICA.  
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Las carreras de formación profesional 
requieren como parte de la certificación, la 
realización de un proyecto que aborde de 
manera integral conocimientos adquiridos a lo 
largo de la formación recibida durante el 
cursado de la carrera seleccionada. Para ello se 
realiza un trabajo integrador, el cual tiene 
como objetivo dotar al estudiante de una 
experiencia en la práctica profesional cercana 
a su futuro laboral inmediato. Por tal motivo 
existe un espacio curricular en el cual los 
alumnos de manera individual y algunas veces 
grupal, deben realizar el análisis, diseño e 
implementación de un producto software, 
realizando en la última instancia la 
presentación y defensa del producto elaborado. 
Para tal fin el estudiante presenta una nota de 
solicitud de aprobación del tema elegido, esto 
es al principio del cursado de la cátedra 
abocada a su desarrollo, donde un equipo 
docente designado toma conocimiento del 
inicio del mismo, y a partir de ese instante 
acompaña al estudiante realizando un 
seguimiento y apoyo en las dudas que vayan 
surgiendo, cuidando de que se mantenga una 
evolución constante en el trabajo de manera tal 
que se finalice con el producto terminado en 
tiempo y forma. 
La evaluación y seguimiento de los alumnos se 
realiza en proceso durante cada etapa de estos 
proyectos. Pero se detecta la necesidad de 
identificar los factores que determinan el éxito 
para los procesos de gestión de proyectos de 
desarrollo de software en el ámbito 
académicos contemplando las particularidades 
de este marco de trabajo. 
 
 
Palabras clave: gestión de proyectos, 
unipersonales, práctica profesional 





Proyectos y Gestión de Proyectos de 
Software. 
Un proyecto es “un esfuerzo temporal que se 
lleva a cabo para crear un producto, servicio o 
resultado único” según el PMI[1] quienes 
definen también a la gestión de proyectos 
como “la aplicación del conocimiento, 
habilidades, herramientas y técnicas a las 
actividades de un proyecto con la finalidad de 
conseguir los requisitos del mismo”.  
La gestión de un proyecto involucra dentro 
entre las actividades a ser consideradas la de 
realizar actividades de gerenciamiento 
(definición, control, guía, monitoreo, 
selección, evaluación, etc.), planeamiento del 
proyecto, cronograma del proyecto, gestión de 
riesgos y estimación de costos con las 
particularidades que involucran a la gestión de 
proyectos de desarrollo de productos software 
[2]. 
Además las consecuencias de estimaciones 
inadecuadas desencadenan a posterior grandes 
pérdidas monetarias en los proyectos e incluso 
la no conclusión de los mismos [3].  
SWEBOK1[4], Software Engineering Body of 
Knowledge, es un documento que fue creado 
por la Software Engineering Coordinating 
Committee, y se encuentra sustentado por la 
IEEE Computer Society2, se trata de una guía 
                                                 
1  www.swebok.org  
2  IEEE Computer Society 
www.computer.org/portal/web/guest/home   
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sobre el conocimiento presente en el área de la 
Ingeniería del Software.  
Existen estándares de gestión de proyectos de 
tipo general, como ser el Project Management 
Body ok Knowledge (PMBOK) del Project 
Management Institute (PMI)3 y también se 
encuentran disponibles enfoques de gestión 
específicos para proyectos de software. 
Actualmente se encuentra la 5ta edición 
disponible en español. 
Entre los estándares específicos  de gestión de 
proyectos de  software se analizarán además 
de los mencionados anteriormente a los 
correspondientes al Capability Maturity Model 
Integrated (CMMI - capítulo Project 
Management)4 y al Rational Unified Process 
(RUP - también el capítulo de Project 
Management) por estar dichos enfoques entre 
los de mayor difusión [5][6]. Además existen 
otras normas y modelos que son seguidos por 
otras empresas, como CMM, ISO 9001, 
SPICE, PSP, TSP, ISO 20.000, ITIL, entre 
otros. 
 
Factores de Éxito en Gestión de Proyectos. 
El éxito de un proyecto debe medirse  en 
términos de desviaciones del alcance de las 
características y funcionalidades previstas 
dentro de los márgenes de costos y tiempos 
previstos. Sin embargo los casos de retrasos, 
sobrecostes, frustración de expectativas e 
incluso fracasos rotundos en la consecución de 
los fines de los proyectos registrados en la 
literatura son muy significativos. En el campo 
de los proyectos de sistemas de información es 
muy referenciado el informe Chaos es una de 
las estadísticas más usadas. Son publicadas 
aproximadamente cada 2 años, desde 1994. El 
reporte CHAOS clasifica los proyectos en 
diferentes escalas que definen el éxito de los 
mismos cuando el proyecto fue entregado a 
tiempo, en el presupuesto y con todas sus 
funciones, se los califican como deficiente 
cuando el proyecto fue finalmente entregado 
pero con gastos muy superiores que están más 
allá del presupuesto, también aquellos que no 
se entregan a tiempo o no completados y como 
o fracaso cuando nada fue entregado. El 
último estudio del 2012 indica que el 39% de 
                                                 
3  Project Management Institute www.pmi.org  
4  Software Engineering Institute (CMU) , Capability 
Maturity Model Integration www.sei.cmu.edu  
todos los proyectos corresponden a casos 
exitosos, 43% se clasifican como deficientes y 
el 18% son casos que fracasaron [7]. 
Existen trabajos de diferentes autores que han 
intentado construir un marco para la 
clasificación de los factores críticos para el 
éxito o el fracaso de un proyecto. Según Pinto 
y Mantel[8] y Pinto y Prescott [9] se identifica 
que los factores críticos caen dentro de dos 
grandes grupos.  
En el trabajo de Navascues [10] presenta los 
modelos y herramientas de la gestión de 
proyectos su empleo en relación con la 
simulación de procesos software para un 
entorno multiproyecto consigue identificar 
metodologías y modelos para descomponer 
jerárquicamente el problema multiproyecto, 
generar planes en condiciones de limitación de 
recursos y modelar y hacer frente al riesgo y la 
incertidumbre. El trabajo se valida sobre una 
empresa dedicada a realizar software a medida 
y busca optimizar la asignación de los recursos 
sobre los proyectos actuales para lo cual se 
procede a la validación sobre 50 proyectos 
pertenecientes a esta empresa. 
En otro trabajo se presenta una metodología 
basada en los mapas cognitivos difusos para la 
formalización y el análisis de los factores 
críticos de éxito [11]. 
Hay estudios que buscan definir un modelo 
donde a partir de información básica del 
proyecto se pueda de predecir su dificultad y 
clasificarlo en función de su riesgo [12]. Hay 
estudios llevados a cabo para analizar los 
factores de éxito y causas de fracaso más 
influyentes en proyectos donde aplican una 
primer etapa de análisis estadístico de 
encuestas realizadas y una segunda etapa de 
minería de datos y clusterización [13]. 
 
Minería de Datos. 
La MD, en inglés Data Mining, se define como 
el proceso mediante el cual se extrae 
conocimiento comprensible, potencialmente 
útil, que previamente era desconocido de una 
BD, en diversos formatos y de forma 
automática [14].  
Cabe destacar que la MD es una etapa dentro 
de un proceso más amplio que tiene como 
objetivo el descubrimiento de conocimiento en 
grandes BD (Bases de Datos) [15],[16], en 
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inglés “Knowledge Discovery in Databases” 
(KDD). 
Cuando se buscan antecedentes sobre el tema 
se ven trabajos sobre la aplicación de minería 
de datos para el análisis de métricas generadas 
en el desarrollo de proyectos de software en 
etapas previas como la especificación de 
requerimientos [17][18]. Por otra parte  se 
encuentra un modelo para almacenar y 
recuperar métricas de software para realizar un 
seguimiento del proceso con respecto al 
tiempo, el costo y la calidad del mismo [19]. 
1 INTRODUCCION 
1.1 Antecedentes 
En otras Universidades con carreras de perfil 
de formación profesional similar también 
existen materias que abordan la ejecución de 
este tipo de proyectos entre ellas podemos 
mencionar las siguientes relevadas a modo de 
ejemplo: La materia Trabajo Final en el quinto 
año de la carrera de Licenciatura en Sistemas 
de cursado anual que se realiza en la 
Universidad Nacional de Chilecito, en cuyo 
fundamento menciona: “… Esta Asignatura 
contribuirá a formar un Ingeniero tecnológico 
capacitado para desarrollar sistemas de 
ingeniería y tecnología afines a los existentes y 
producir innovaciones. Formar un profesional 
capaz de analizar y evaluar requerimientos, y 
sobre esta base, desarrollar, diseñar, organizar 
e implementar sistemas de información…”5 En 
la Universidad Nacional del Nordeste en la 
cátedra Ingeniería del Software II, la cual se 
encuentra en el cuarto año de cursado de la 
misma, con la variante de que se tiene la 
opción de trabajar en grupos de hasta tres 
alumnos. En cuyos Objetivos menciona: “… 
Preparar al Alumno en la exposición de 
proyectos. Cubrir todas las etapas de 
documentación del proyecto. Desarrollo de 
habilidades de ‘Trabajar enfocado al cliente’; 
de esta manera el alumno deberá demostrar al 
cliente que el proyecto cumple las expectativas 
requeridas y acordadas. Uso eficaz del ciclo de 
vida del proyecto; utilizando el ciclo de vida 
que mejor se adapte para el mismo…”6 
Por medio del relevamiento realizado se 
detecta que no existe una definición y 
ponderación de factores de éxito para procesos 
                                                 
5 http://www.undec.edu.ar/pdf/pdf_plan_es_LicenciaturaenSistemas.pdf 
6 http://www.exa.unne.edu.ar/carreras/lic_sistemas_informacion.php 
de gestión de proyectos específicamente 
académicos, trabajar sobre la definición de los 
mismos puede suministrar la posibilidad de 
generar planes de acción con medidas de tipo 
preventivas para ser realizadas con los 
alumnos en desarrollo de estos proyectos 
previniendo el fracaso de los mismos. 
 
2 LÍNEAS DE INVESTIGACION, 
DESARROLLO E INNOVACIÓN 
Durante el desarrollo de este proyecto, la 
tesista abordara la investigación de los 
siguientes temas: 
Planificación y gestión de proyectos de 
software 
Factores considerados en los proyectos de 
software (énfasis en los relevados) 
Explotación de la información y de su uso para 
evaluar factores de éxito en proyectos de 
ingeniería de software. 
 
 
3 RESULTADOS Y OBJETIVOS 
En el presente proyecto se prevé realizar: 
Diseño de instrumentos y ejecución de los 
mismos orientados al relevamiento de  datos 
vinculados a gestión de proyectos de software 
desarrollados en la universidad. 
Diseño de instrumentos y ejecución de los 
mismos orientados a las tecnologías de 
explotación de información aplicables a la 
identificación de características presentes en 
proyectos de ingeniería de software que 
definan el éxito de los mismos. 
 
4 FORMACION DE RECURSOS 
HUMANOS 
Este proyecto es parte de las líneas de 
investigación del “Programa de Investigación 
en Computación” de la FCEQyN de la UNaM, 
con cuatro integrantes relacionados con las 
carreras de Ciencias de la Computación de la 
UNaM. De los cuales dos están realizando su 
tesis de pos-grado, uno se encuentran 
realizando tesis de grado.  
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El presente proyecto tiene como 
objetivo el establecer los lineamientos para 
la fase de requisitos de usuario del ciclo de 
vida del desarrollo de software 
perteneciente al proceso marco 
denominado Aspect-Oriented Process for a 
Smooth Transition (AOP4ST), de manera 
de que le permita: 
a) Permitir, ante todo, alcanzar los 
objetivos específicos de cada una de 
sus fases. 
b) Mantener un proceso homogéneo a lo 
largo de todas sus fases en cuanto a 
herramientas, estándares, notación, 
técnicas, etc. 
c) Colaborar con la detección de 
incumbencias en forma progresiva y 
manteniendo su separación a lo largo 
del ciclo de vida. 
d) Aportar a la definición de las mejores 
prácticas para la ingeniería de 
requisitos orientada a aspectos. 
Este proyecto es el tercer proyecto 
bianual en cadena desarrollado en el 
Instituto de Investigaciones de la Facultad 
de Informática y Diseño de la Universidad 
Champagnat, dentro de la línea de 
desarrollo de software orientado a aspectos 
iniciada en el año 2013. 
 
Palabras clave: orientación a aspectos, 
procesos de desarrollo de software, early 
aspects, modelado de negocio, modelado 
de requisitos de usuario, requisitos 
funcionales, atributos de calidad, reglas de 
negocio, separación de incumbencias, 
composición de incumbencias, resolución 
de conflictos, AOP4ST. 
Contexto 
El Instituto de Investigaciones de la 
Facultad de Informática y Diseño “Prof. 
Carlos Olivera”, de la Universidad 
Champagnat, tiene una línea de 
investigación en el área de Ingeniería de 
Software, y más específicamente en el 
desarrollo de software orientado a aspectos 
(AOSD). En ella se han desarrollado 
diversos proyectos de investigación. El 
primero de ellos, “Procesos de desarrollo 
de software de calidad basados en 
aspectos”, se llevó a cabo con la UTN 
Facultad Regional Mendoza [1], proyecto 
que luego continuó en nuestra Universidad 
Champagnat con el proyecto “Definición 
de criterios para la detección temprana de 
aspectos en el modelado de negocios y el 
desarrollo de los requisitos” llevado a 
cabo desde 2013 a 2016 y presentado en 
WICC 2015 [2]. Continuó con el proyecto, 
“Modelado de procesos de negocio 
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orientados a aspectos con BPMN”, de 
2016 a febrero de 2018, que tuvo como 
alcance la primera fase del ciclo de vida 
del desarrollo de software, al plantearse 
como objetivo el definir un proceso de 
modelado orientado a aspectos y que fue 
presentado en WICC 2016 [3] y 2017 [4]. 
Este nuevo proyecto continúa con la fase 
de requisitos de usuario y se inició en 
febrero de este año. A lo largo de todos 
estos proyectos se realizaron numerosas 
publicaciones en congresos y revistas 
nacionales e internacionales. Este proyecto 
cuenta con la financiación de la 
Universidad Champagnat y recibe aportes 
de la empresa Aconcagua Software 
Factory S.A., una de las principales 
fábricas de software de la provincia de 
Mendoza, con oficinas también en Buenos 
Aires, Santiago de Chile, Madrid y 
Barcelona. 
Introducción 
La definición de un proceso de 
desarrollo exige abarcar numerosos 
frentes. Uno de ellos corresponde a la 
definición específica de cada una de sus 
fases del ciclo de vida del desarrollo de 
software. En el presente proyecto se 
procura establecer los lineamientos de la 
fase de requisitos de usuario, que en la 
industria se denomina “gestión de la 
demanda” [5]. Al mismo tiempo, también 
se procura que esta fase continúe en forma 
homogénea y natural de la fase anterior, 
correspondiente al modelo de procesos de 
negocio.  
En cuanto a las exigencias del 
paradigma en particular que se está 
empleando, se espera que en esta 
definición se tengan en cuenta las 
actividades propias del enfoque orientado 
a aspectos, que son la detección de las 
incumbencias, su separación, su 
encapsulamiento, la posterior composición 
y la resolución de los posibles conflictos. 
Además, como esta fase del ciclo de vida 
es continuación de una anterior, es 
imprescindible el aseguramiento de la 
trazabilidad con las incumbencias 
detectadas en el modelo anterior. 
Finalmente, también se espera 
establecer buenas prácticas de manera de 
asegurar los objetivos de la fase del ciclo 
de vida en cuestión, la calidad del 
producto software en desarrollo y la 
obtención de los beneficios que son la 
razón del empleo del paradigma de 
orientación a aspectos. Estos beneficios 
apuntan al desarrollo de un producto de 
software final, como así también de los 
productos intermedios que permiten 
producirlo, más modular, mantenible, 
reusable, extensible, comprensible, etc. 
[6], al administrar en forma separada las 
incumbencias que están desparramadas y 
enredadas en cada uno de los niveles de 
abstracción a lo largo del ciclo de vida 
completo. 
Estas incumbencias pueden 
corresponder a cuestiones que son 
específicas del dominio del problema y 
también cuestiones que no lo son, lo que 
corresponde a los enfoques simétrico y 
asimétrico de la orientación a aspectos [7] 
[8]. 
Desde ya que los principales aportes a 
los requisitos tempranos (early aspects) 
son fuentes obligadas de referencia y de 
las que nos nutrimos en este proyecto [9] 
[10] [11] [12] [13]. También, los estudios 
de mapeo sistemático de Parreira [14] y de 
Narender [15] nos orientan en la 
organización y selección de las principales 
fuentes. 
 
Líneas de Investigación, 
Desarrollo e Innovación 
Los proyectos de investigación que se 
vienen sucediendo en nuestra Facultad 
XX Workshop de Investigadores en Ciencias de la Computacio´n 512
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
presentan cuatro ejes de investigación, 
donde los tres primeros se ven integrados 
con el cuarto: 
 
1. Modelado de procesos de negocio 
orientados a aspectos. 
2. Separación y composición de 
incumbencias con resolución de 
conflictos. 
3. Especificación de requisitos y gestión 
de incumbencias con casos de uso e 
historias de usuario. 
4. Procesos de desarrollo de software 
orientados a aspectos. 
Resultados y Objetivos 
Existen resultados alcanzados por los 
proyectos anteriores que posibilitan los 
resultados de este proyecto. 
Los resultados provenientes de los 
proyectos anteriores son la definición del 
marco del proceso AOP4ST [1] [2] y la 
descripción detallada de ese proceso para 
su primer modelo, el modelo de procesos 
de negocio [3] [4] [16] [17] [18]. 
A partir de ellos se elaboraron las 
definiciones para el segundo modelo, el 
modelo de requisitos de usuario, que 
constituye el foco del presente proyecto. 
Siguiendo las actividades que 
correspondientes a los modelos orientados 
a aspectos mencionados en el punto 
anterior, se avanzó en los siguientes 
puntos: 
Detección y separación de 
incumbencias: en el modelo de negocio se 
detectaron incumbencias, que deben 
trasladarse al modelo de requisitos de 
usuario y constituyen las primeras 
incumbencias de este modelo. Al seguir 
los procesos de negocio del modelo inicial, 
se deben obtener los requisitos de usuario 
que pueden ser de tipo funcional, no 
funcional (atributos de calidad) y reglas de 
negocio. Los requisitos funcionales son 
más sencillos de obtener y su gestión cae 
dentro del enfoque simétrico de AOSD. 
Ellos se van ubicando dentro de las 
incumbencias heredadas del primer 
modelo, pero pueden tener trazabilidad 
“muchos a muchos” ellas, lo que podría 
exigir la definición de una nueva 
incumbencia transversal en este modelo. 
Algunas ideas al respecto fueron 
presentadas en [19]. 
Los atributos de calidad, o requisitos no 
funcionales, siguen el mismo criterio 
empleado para los requisitos funcionales, 
pero por su propia naturaleza tienen 
relaciones de contribución positivas y 
negativas que obligan a rever las 
incumbencias a las que son asignados. Las 
consecuencias de estas relaciones de 
contribuciones fueron presentadas en [20] 
y [21]. 
Con respecto a las reglas de negocio, se 
siguen también los lineamientos descriptos 
y que, para la detección de incumbencias 
originadas por los tres tipos de requisitos, 
se publicaron los avances en [22]. 
Composición de incumbencias: no 
hemos avanzado por el momento en este 
punto, más que nada porque entendemos 
que con la definición de la trazabilidad se 
estaría cubriendo, pero entendemos que 
esto requiere un estudio más profundo y 
que está pendiente en nuestra agenda de 
trabajo. 
Resolución de conflictos: también está 
pendiente de avance, aunque en esta fase 
del ciclo de vida, los conflictos entre 
requisitos han sido largamente estudiados 
y, además, el estudio entre las relaciones 
de contribución positivas y negativas 
mencionadas entre atributos de calidad, en 
el que hemos hecho avances importantes, 
también aportan a los objetivos de esta 
actividad. 
Por último, está pendiente de 
publicación un estudio de mapeo 
sistemático sobre herramientas, técnica, 
notaciones, etc. orientadas a aspectos 
existentes a lo largo de la vida del 
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paradigma, cuyo protocolo está disponible 
en ArXiv [23]. 
Los criterios adoptados para esta fase 
del ciclo de vida están siendo aplicados en 
diversos proyectos -y para ser honestos, 
con diferente suerte, ya que dependemos 
de los casos que se presentan y no de los 
que desearíamos tener- de Aconcagua 
Software Factory S.A., una de las 
principales fábricas de software de la 
provincia de Mendoza. 
Formación de Recursos Humanos 
El proyecto apunta a la formación del 
equipo de profesores del área de Ingeniería 
de Software y de los alumnos y egresados 
de la Universidad Champagnat. 
AOP4ST es el tema central de la tesis 
del doctorando Fernando Pinciroli, en el 
Doctorado en Ciencias Informáticas de la 
Universidad Nacional de San Juan, bajo la 
dirección del Dr. Raymundo Forradellas, 
de la Universidad Nacional de Cuyo, y la 
codirección del Dr. José Luis Barros Justo, 
de la Universidad de Vigo, España. 
También se está elaborando la tesis de 
Gustavo Albino, de la Maestría en 
Ingeniería de Software de la Universidad 
Nacional de San Luis, y dos tesinas de 
grado de alumnos de la carrera de 
Licenciatura en Sistemas de Información 
de nuestra Universidad.  
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RESUMEN 
El presente trabajo describe una 
propuesta de análisis que consiste en 
caracterizar patrones de Buenas Prácticas 
de E-Gobierno que se puedan utilizar en 
el Modelo Conceptual de los sitios web 
del sector público para que facilite su 
construcción con mayor nivel de calidad. 
La dimensión que se intenta optimizar en 
el presente trabajo es el nivel de calidad 
de sistemas de Gobierno Electrónico de 
Argentina, al no tener actualmente un 
modelo de solución exitoso para tomar 
como punto de partida. Al igual que en 
otros sistemas de información que 
resuelven problemáticas bien definidas, 
como por ejemplo los de ERP (acrónimo 
en inglés de Planeamiento de Recursos 
Empresariales), se identificó la necesidad 
de un conjunto de mejores prácticas para 
el Modelado Conceptual de los portales 
de ciudadanía digital, a las cuales pudiera 
referenciarse y valerse de ellas con las 
ventajas que ofrece el modelado con 
patrones en la construcción de un nuevo 
software público. 
Palabras clave: Patrones, Buenas 
Prácticas, Modelo Conceptual, 
Gobierno Electrónico, E-Gob. 
 
CONTEXTO 
La preocupación por definir los 
requisitos de un sistema de manera 
adecuada es extensamente tratada en 
[Sommerville 2005], donde el eje central 
es la definición de Buenas Prácticas en el 
establecimiento de los mismos, ya que 
plantea que "el éxito de cualquier 
proyecto de desarrollo está íntimamente 
relacionado con la calidad de los 
requisitos" y que "el proceso de los 
requisitos es mucho menos homogénea y 
bien entendido que el proceso de 
desarrollo de software en su conjunto". 
El estudio de esta problemática desde el 
enfoque de la Ingeniería de Software 
continúa buscando la mejor forma de 
resolverlo como en [Wiegers & Beaatty 
2013] y [Pohl & Rupp 2015].  
Para los sistemas de Gobierno 
Electrónico a principios de este siglo se 
consensuaron modelos de software 
público regionales. Como primeros pasos, 
nuestro país, veinte gobiernos 
latinoamericanos, España y el CLAD 
(Centro Latinoamericano de 
Administración para el Desarrollo), 
recomiendan en la "Carta Iberoamericana 
de Gobierno Electrónico": "el uso de 
estándares abiertos y de software libre en 
razón de la seguridad, sostenibilidad a 
largo plazo y para prevenir que el 
conocimiento público no sea privatizado" 
[CLAD 2007] y luego suscriben un 
"Modelo Iberoamericano de Software 
Público para el Gobierno Electrónico" en 
que se menciona como una de sus 
premisas las experiencias del gobierno 
federal brasileño "tratar al software como 
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un producto acabado que llega a la 
sociedad con documentación completa de 
instalación, y preparado para funcionar, 
como cualquier software" [CLAD 2010]. 
 
1. INTRODUCCIÓN 
Siguiendo estas líneas de 
razonamiento, los autores del presente 
trabajo consideran que el Modelado 
Conceptual de los sistemas de Gobierno 
Electrónico en nuestro país pueden 
iniciarse en la implementación de mejores 
prácticas de un modelo regional de 
software público, para el que se propone 
utilizar patrones en la definición de las 
mencionadas mejores prácticas, con el 
valor agregado de su elaboración y 
despliegue. Los patrones de Buenas 
Prácticas no tienen solamente el alcance 
de una plantilla de sitio web, o un listado 
de sugerencias de diseño, sino que son 
soluciones de análisis y diseño concretas 
que sirven como guía en la etapa de 
construcción inicial de todo sistema con 
un nivel de calidad probado. En 
Argentina hay algunos proyectos que 
promueven el reconocimiento de las 
Buenas Prácticas de gobernanza como el 
del Banco de Experiencias Locales 
(Universidad Nacional de Quilmes y 
Universidad Nacional de General 
Sarmiento) pero aún no han cristalizado 
trabajos específicos en relación a las 
Buenas Prácticas de Gobierno Electrónico 
desde el presente enfoque. En cambio 
Brasil, en el 2008 presentó sus Estándares 
de Interoperabilidad de Gobierno 
Electrónico "e-PING" definiendo "un 
conjunto mínimo de premisas, políticas y 
especificaciones técnicas que 
reglamentan la utilización de la 
Tecnología de Información y 
Comunicación (TIC) en la 
interoperabilidad de Servicios de 
Gobierno Electrónico, estableciendo las 
condiciones de interacción con los demás 
Poderes y esferas de gobierno y con la 
sociedad en general" [Gobierno Brasileño 
2008]. Aunque estos estándares son 
principalmente técnicos, tienen el valor 
relevante de incorporar el concepto de 
patrones en la especificación de 
estándares. El desarrollo de sistemas de 
Gobierno Electrónico es considerado un 
problema de interés público en los 
mencionados acuerdos iberoamericanos 
gestionados por el CLAD, al que también 
suscribió y es partícipe activo Argentina, 
en concordancia con el nuevo paradigma 
de "gobierno abierto" que pregona Oscar 
Oszlak desde la red GEALC (Gobierno 
Electrónico de América Latina y el 
Caribe), quien advierte sobre el riesgo de 
que "los sistemas de información suelen 
ser el talón de Aquiles de la 
responsabilización" [Oszlak 2013] y que 
estos mecanismos de responsabilización 
ciudadana podrían ser candidatos también 
de mejores prácticas. Además, en 
Argentina el Gobierno Electrónico se 
incluye desde la última década dentro de 
un área de real interés científico y 
tecnológico [SECYT 2006].  
Se considera que emplear el concepto 
de patrones en recomendaciones de 
prácticas como soluciones exitosas de 
procesos de negocio gubernamentales, es 
totalmente factible, por ejemplo 
trabajando con distintos tipos de patrones 
de diseño que son "aplicables a un 
problema específico, dentro de un 
contexto determinado y que ofrezcan una 
solución clara al analista sobre el 
problema planteado". Con ellos "se 
podría generar una solución que pueda 
adaptarse al nuevo entorno, reutilizando 
una solución ya probada" [Appleton 
2000]. La propuesta se desprende de un 
proyecto general, en desarrollo 
actualmente en el Centro de 
Investigación, Desarrollo y Transferencia 
de Sistemas de Información (CIDS) de la 
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Universidad Tecnológica Nacional, 
Facultad Regional Córdoba, denominado 
"Implementación de Patrones en la 
validación de Modelos Conceptuales" 
(UTN-3604). Éste es continuación del 
proyecto anterior "Validación de 
Requerimientos a través de Modelos 
Conceptuales" (UTN-1643) donde se 
plantea incorporar en la actividad de 
Modelado Conceptual, esquemas 
predeterminados de análisis y diseño, 
para optimizar la definición inicial de un 
nuevo sistema, formalizando dicha 
definición, facilitando la validación de los 
requerimientos funcionales y reutilizando 
el conocimiento y experiencia de sistemas 
anteriores encapsulado en patrones de 
análisis y diseño.  
Finalmente, para medir si se ha 
optimizado el nivel de calidad del 
software aplicando patrones de Buenas 
Prácticas de E-Gobierno, se va a recurrir a 
modelos de evaluación de calidad 
específicos para sistemas de Gobierno 
Electrónico desde distintas perspectivas 
acompañando la evolución de convertir 
procesos tradicionales a servicios en 
línea. Una reciente revisión bibliográfica 
sobre la evaluación de la calidad de los 
servicios de E-Gobierno [Sá, Rocha, 
Pérez Cota, 2015] propone un nuevo 
modelo de medición aplicable a los 
servicios de gobiernos locales 
conformado por dos niveles: dominios y 
dimensiones. Este trabajo de 
sistematización del conocimiento actual 
sobre el tema sintetiza en un esquema las 
dimensiones de evaluación de servicios 
de E-Gobierno, definiendo cada uno de 
ellos y citando las referencias científicas 
de estudio. Se consiga a continuación las 
dimensiones agrupadas por dominio sobre 
las que se evaluará cada sitio web público 
partícipe del proyecto: 
a) Dominio Técnico: Usabilidad, 
Diseño y Calidad técnica. 
b) Dominio Organizacional: Atención 
al cliente, Canales alternativos, 
Transparencia, Reclamos, 
Personalización, Rol político y E-
Gobierno. 
c) Dominio Seguridad: Privacidad, 
Seguridad, Confiabilidad y “Delivery” del 
servicio. 
d) Dominio Información: Calidad de la 
información y Acción de informar. 
Este modelo de descomposición del 
servicio de E-Gobierno en dominios y 
dimensiones puede tomarse como 
estructura conceptual de la definición de 
una Buena Práctica, contando con el 
beneficio adicional que luego de su 
utilización en el Modelado Conceptual, el 
calificador de cada dimensión serviría de 
indicador comparativo. 
 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
Basado en el marco conceptual 
explicado en la Introducción, el objetivo 
de este trabajo es indagar si el Modelado 
de los sistemas de E-Gobierno de 
Argentina parte de una línea base 
concreta, probada y aceptada como la más 
adecuada en un estándar denominado 
Buenas Prácticas dentro de un modelo 
iberoamericano, optimiza su nivel de 
calidad. Resumiendo, esta investigación 
busca dar respuesta a los siguientes 
interrogantes: 
a) ¿Qué son Buenas Prácticas de 
Gobierno Electrónico? 
b) Las Buenas Prácticas de E-Gobierno 
¿tienen una metodología de elaboración 
universalmente instituida? ¿Cuáles son 
sus principales características? 
c) ¿Se recomiendan Buenas Prácticas 
como punto de partida para iniciar el 
desarrollo de sistemas de Gobierno 
Electrónico de Argentina e Iberoamérica? 
XX Workshop de Investigadores en Ciencias de la Computacio´n 518
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
Para lo cual se definen los siguientes 
objetivos del proyecto:  
Objetivo general: Definir patrones a 
partir de Buenas Prácticas que puedan 
incorporarse en el Modelo Conceptual de 
sistemas de Gobierno Electrónico de 
Argentina, en el marco de un modelo 
iberoamericano de software público. 
Objetivos específicos: 
• Caracterizar el conjunto de Buenas 
Prácticas de Gobierno Electrónico más 
representativas en la actualidad y en un 
contexto iberoamericano. 
• Describir las características básicas 
de los patrones de análisis y de diseño. 
• Identificar los patrones de análisis y 
de diseño existentes que permitan definir 
Buenas Prácticas de E-Gob. 
• Proponer la aplicación de patrones de 
Buenas Prácticas en el Modelo 
Conceptual de sistemas de Gobierno 
Electrónico. 
• Evaluar la aplicación de estos 
patrones de Buenas Prácticas en sistemas 
de Gobierno Electrónico de Argentina. 
El diseño metodológico de este trabajo 
tiene un enfoque cualitativo con estudios 
exploratorios de Buenas Prácticas de 
Gobierno Electrónico y de patrones de 
análisis y diseño dentro del marco teórico 
de la Ingeniería de Software. Se realiza un 
análisis descriptivo de los patrones de 
Buenas Prácticas de E-Gob que puedan 
aplicarse en el Modelo Conceptual de 
software público de Argentina. 
Para la consecución de cada uno de los 
objetivos específicos se llevará a cabo el 
siguiente conjunto de actividades:  
a) Analizar estado del arte sobre el 
tema. 
b) Caracterizar mejores prácticas de E-
Gobierno. 
c) Describir de patrones de análisis y 
diseño. 
d) Identificar patrones de análisis y 
diseño para Buenas Prácticas de E-
Gobierno. 
e) Proponer la aplicación de estos 
patrones en el Modelado Conceptual de 
sistemas de E-Gobierno. 
f) Analizar y divulgar los resultados de 




Esta investigación proveerá al mercado 
informático no solo de mejores prácticas 
en lo que se refiere fundamentalmente a 
patrones de E-Gobierno, sino también de 
una metodología para asegurar la calidad 
del software desde etapas tempranas de su 
diseño y construcción a través del uso de 
patrones. A su vez garantizaría la 
utilización de Buenas Prácticas y cierto 
grado de performance por la utilización 
de soluciones que ayudarían a tener en 
cuenta posibles requisitos necesarios para 
etapas posteriores del ciclo de desarrollo 
del software. 
Las consultoras de software y las 
Universidades del ámbito tecnológico 
tendrán la posibilidad de acceder al fruto 
de este proyecto, lo que coadyuvará a 
mejores servicios en las diversas 
instituciones y organizaciones de la 
región al contar con patrones y Buenas 
Prácticas contribuyendo así al desarrollo 
productivo del software en el país. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
Este proyecto prevé la formación de 
recursos humanos que integrarán el 
mismo. Tendrá radicada la siguiente tesis 
doctoral que contribuirá con la ejecución 
del proyecto: “Definición de patrones a 
partir de Buenas Prácticas para el 
desarrollo de sistemas de Gobierno 
Electrónico”, para optar al grado 
académico de Doctor en Ingeniería, 
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Mención en Sistemas a realizar por el Ing. 
Oscar Carlos Medina y con dirección del 
Prof. Dr. Mario Alberto Groppo, 
codirigida por el Prof. Dr. Marcelo 
Martín Marciszack. 
Se incorporará a becarios alumnos de 
investigación y a un becario Graduado 
BINID, los que tendrán a cargo la 
recolección y manipulación de datos y 
colaborarán en el desarrollo general del 
proyecto. 
Al mismo tiempo, y como 
contribución a la formación de los 
integrantes, se elaborarán informes 
técnicos, como así también artículos para 
ser publicados en Congresos, 
Conferencias y reuniones científicas tanto 
a nivel nacional como a nivel 
internacional. 
El equipo además de los docentes 
investigadores, estará conformado por 
estudiantes de la Carrera de Ingeniería en 
Sistemas de Información, con la finalidad 
de que inicien su formación en 
investigación científica y tecnológica, 
profundizando sus conocimientos en 
temas significativos de la especialidad. 
Los estudiantes tendrán la posibilidad de 
hacer la Práctica Supervisada, de quinto 
año, en el marco del proyecto. También 
se incorporará a docentes investigadores 
no categorizados que comenzarán a 
capacitarse en los procesos de 
investigación, y a graduados de la Carrera 
de Ingeniería en Sistemas de Información, 
con la finalidad de que inicien su 
formación en investigación científica y 
tecnológica, y pueda aportar a la 
comunidad los conocimientos adquiridos. 
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RESUMEN 
En el presente trabajo se propone llevar a cabo 
un estudio para el desarrollo de una metodología, 
que permita capturar aspectos de usabilidad en 
forma temprana en entornos de aplicaciones web. 
Se toma como base de partida los Modelos de 
Procesos de Negocios, los cuales mediante 
transformaciones ayudarán a obtener los modelos 
conceptuales correspondientes. En los modelos se 
detectarán patrones, que contribuirán a identificar 
e incorporar aspectos de usabilidad en etapas 
tempranas del ciclo de vida del software. A partir 
del modelo obtenido, se creará un conjunto de 
modelos abstractos que se utilizarán para validar 
los modelos conceptuales diseñados. Además, se 
obtendrá una trazabilidad del esquema conceptual 
diseñado, ante posibles errores, modificación o 
cambio de las especificaciones correspondientes, 
antes de que el modelo se encuentre terminado y se 
inicie la codificación del mismo. 
  
Palabras clave: Modelos de Negocios, Escenarios, Patrones, 
MDA, Usabilidad. 
CONTEXTO 
La presente línea de Investigación constituye el 
fundamento de una tesis doctoral denominada 
“Metodología de evaluación temprana de la 
Usabilidad empleando patrones en la construcción 
del modelo conceptual de aplicaciones web”, la cual 
se encuentra inserta como proyecto colaborativo 
dentro del Proyecto de Investigación y Desarrollo 
“Un Modelo de Análisis para Aplicación de 
Patrones en el Modelado Conceptual de 
Aplicaciones Web” en el “Centro de Investigación, 
Desarrollo y Transferencia de Sistemas de 
Información – CIDS” (Res. C.S.U. 2507/2016), bajo 
la Dirección del Prof. Dr. Ing. Marcelo Martín 
Marciszack y la Codirección de la Prof. Mg. Ing. 
María Alejandra Paz Menvielle, dependiente del 
Departamento Ingeniería en Sistemas de 
Información de la Universidad Tecnológica 
Nacional, Facultad Regional Córdoba (código 
IAN4701 - Disp. SCTyP N° 252/2017). Para llevar 
a cabo este trabajo se empleará un método de 
investigación mixta o de triangulación, donde las 
unidades de observación estarán conformadas por 
expertos en desarrollo, y estudiantes universitarios 




El desarrollo de sistemas de información web se 
ha transformado en un proceso que busca construir 
aplicaciones útiles y correctas para su uso. Uno de 
los objetivos de la Ingeniería de Software es 
construir aplicaciones de calidad, útiles a los 
usuarios finales, aplicando distintos métodos y 
principios [1]. La calidad de las aplicaciones web se 
mide muchas veces basándose en el sentido común 
de los desarrolladores [2].  
Por lo general, en el proceso de construcción del 
software se hace énfasis en los aspectos de la 
arquitectura, la funcionalidad y la persistencia de 
cada proceso, no tratándose de forma adecuada la 
interacción y facilidad de uso.  
Por este motivo, el estudio la usabilidad del 
software web ha tomado relevancia. El concepto de 
usabilidad ha sido definido por varias normas de 
Organizaciones Internacionales de Estándares de 
Calidad (ISO, IEEE). En cada norma a la usabilidad 
está relacionado a la calidad del mismo.  
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La norma ISO/IEC 9126-1 [3], se considera a la 
usabilidad como un parámetro de calidad del 
software. Se reconoce a la usabilidad como “la 
capacidad en que un producto de software puede ser 
entendido, aprendido y usado por determinados 
usuarios bajo ciertas condiciones en un contexto de 
uso específico”. Se contempla la calidad interna, 
externa y en uso de un producto de software [4]. A 
su vez, la usabilidad es descompuesta en 
subatributos, haciendo que algunos atributos sean 
más tangibles y se puedan medir[5]. 
La norma ISO 25000 (Square) [6] contempla a 
la usabilidad bajo dos puntos de vista distintos: uno 
que contempla a la usabilidad desde el punto de 
vista del software, como producto en sí mismo; y el 
otro punto de vista desde la usabilidad de uso, desde 
la perspectiva del usuario.  
A través de los distintos estándares se definen 
distintos atributos de la usabilidad, que sirven para 
formular métricas para la evaluación del software. 
Pero la usabilidad es considerada en etapas 
finales de la construcción del software, cuando 
cualquier modificación afecta la arquitectura del 
sistema y el costo de cualquier modificación es alto 
[7], [8]. Una de las soluciones posibles a este 
problema, es incluir el análisis de la usabilidad en 
etapas tempranas, durante la fase de elicitación de 
los requisitos. Por esta razón se estudia el Entorno 
de Desarrollo de Software Dirigido por Modelos 
(DSDM) [9], también denominado MDD en el 
campo de la Ingeniería de Software, puesto que se 
busca saber si se considera la elicitación de 
requisitos de usabilidad en etapas de desarrollo 
tempranas de la construcción del software. En 
DSDM se busca la construcción de un software a 
través de una serie de modelos conceptuales que son 
independientes de la plataforma de implementación 
y representan del sistema de información. A través 
de estos modelos se busca generar el código final 
del programa, aplicando una serie de 
transformaciones. 
La incorporación del Desarrollo de Software 
Dirigido por Modelos (MDD) al proceso de 
desarrollo de software, fue realizada por Object 
Management Group (OMG), fue denominada como 
Model-Driven Arquitecture (MDA) (Miller y 
Mukerji 2003) [10]. Para ello utilizó otros 
estándares, como el Lenguaje de Modelado 
Unificado (UML) para modelado, Facilidad de Meta 
Objetos (MOF para los metamodelos)  y  el lenguaje 
de intercambio de datos XML. 
 
 
Figura 1. Model-Driven Architecture 
Existen varios métodos de desarrollo de 
software de la Ingeniería web, que dan soporte al 
estándar MDD. Se pueden citar, como ejemplo, a 
los siguientes: OOHDM [11] [12], UWE [13] [14], 
OO-Method [15], OOH[16], OOWS[17], 
WebML[18].  
El desarrollo de los sistemas Web en estos 
métodos, se lleva a cabo mediante modelos que 
capturan distintas vistas del sistema: un modelo 
estructural (modela contenido y comportamiento), 
un modelo de navegación (modela acceso al 
contenido) y un modelo de presentación abstracto 
(modela cómo el contenido es mostrado). La 
evaluación de estos modelos puede proporcionar 
información, para evaluar la usabilidad en etapas 
tempranas del desarrollo antes de que cualquier 
línea de código sea generada. Se debe considerar el 
nivel de abstracción de los modelos para poder 
evaluar las características de usabilidad. 
Una vez obtenido un modelo conceptual (Casos 
de Usos, Diagramas de Interacción, etc), partiendo 
de un modelo de negocios sería interesante poder 
elaborar una sería de modelos abstractos donde se 
pueda aplicar la evaluación de Usabilidad y de 
accesibilidad simultáneamente. Esto es posible 
aplicando teoría de grafos empleando Autómatas 
Finitos Deterministas.  
Pero también, el modelado debe proveer ciertos 
mecanismos que garanticen la incorporación de la 
usabilidad a través de buenas prácticas y soluciones 
ya probadas en la industria. Este razonamiento da 
origen a la utilización de patrones con aspectos de 
usabilidad incorporados que se emplearán para la 
construcción de los modelos conceptuales, que 
darán origen al software. Los patrones le otorgan 
eficiencia y reusabilidad a los modelos, por haber 
sido empleados para resolver problemas anteriores 
similares. Esto permite generar un catálogo de 
elementos reusables para el diseño del software.  
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Como consecuencia del Análisis del Modelo 
Conceptual y de haber seleccionado distintos 
artefactos del sistema de modelado, se debería 
analizar si es posible emplear patrones que 
incorporen la usabilidad en forma temprana, tanto 
para las interfaces como para el diseño de las bases 
de datos, para formular una nueva propuesta 
metodológica, que permita resolver la falta de 
usabilidad temprana.  
 
Resultados y Objetivo 
El objetivo general del presente trabajo será 
proponer una metodológico para la construcción de 
modelos conceptuales, que incorpore y evalúe la 
usabilidad en forma temprana a través de procesos 
estandarizados, empleando patrones para la 
incorporación de la usabilidad, y modelos abstractos 
para validar la presencia de la misma.  
En función de lo anterior, se plantearon las 
siguientes metas: 
• Describir los atributos y subatributos de 
usabilidad que debe poseer cualquier aplicación 
en entornos web. Describir requisitos de 
usabilidad básicos, que debe poseer cualquier 
aplicación web.  
• Describir métricas de usabilidad, según la 
norma estándar de trabajo que se seleccione, 
que permitan medir y evaluar los resultados 
obtenidos.  
• Comparar metodologías de desarrollo en 
entornos web, que incorporen Requerimientos 
Funcionales y No Funcionales en etapas 
tempranas del ciclo de vida. 
• Caracterizar una nueva propuesta metodológica, 
describiendo los pasos necesarios para alcanzar 
el objetivo y subsanar las debilidades detectadas 
en otras metodologías. 
• Identificar herramientas manuales o 
automatizadas, que ayuden a la consecución del 
objetivo, y sirvan como elemento de prueba 
empírica.  
• Comparar la nueva propuesta metodológica para 
detectar fortalezas y debilidades. 
• Identificar fortalezas y debilidades de la nueva 
propuesta, estableciendo distintas dimensiones 
de análisis, a los fines de poder elaborar una 
conclusión general de la propuesta 
metodológica y establecer futuras líneas de 
investigación. 
 
2. LINEAS DE INVESTIGACIÓN Y 
DESARROLLO. 
Las Líneas de Investigación de Desarrollo 
involucradas son: 
a) Modelos de Negocios: se busca mediante el 
análisis del modelo de negocios la captura de 
los requerimientos de usabilidad en forma 
temprana. 
b) Aplicación del desarrollo de software 
dirigido por modelos, mediante el cual se 
llevan a cabo transformaciones para obtener 
un modelo conceptual inicial. 
c) Obtención de escenarios y diccionarios de 
datos, con criterios de usabilidad definidos.  
d) Obtención de modelos abstractos mediante 
transformaciones. Los modelos abstractos 
representan a las interfaces que son 
sometidas a evaluación utilizando grafos 
para determinar la presencia de usabilidad.   
e) Identificar los distintos tipos de patrones 
aplicables para la incorporación de 
usabilidad en forma temprana en los 
modelos.  
3. RESULTADOS ESPERADOS.  
Como resultado general del proyecto se espera: 
 
Establecer un marco teórico-metodológico para 
la incorporación de aspectos de usabilidad en forma 
temprana empleando patrones, a través del 
Desarrollo Dirigido por Modelos en una 
Metodología de Desarrollo Web y emplear modelos 
abstractos para su validación.   
 
Asimismo, entre los resultados particulares se 
espera: 
 
• Establecer requisitos de usabilidad básicos, que 
debe poseer cualquier aplicación web.  
• Describir métricas de usabilidad aplicables en 
metodologías de desarrollo web, que soportan el 
Desarrollo de Software Dirigido por Modelos. 
• Verificar la existencia de herramientas o 
factibilidad de construcción de las mismas.  
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4. FORMACIÓN DE RECURSOS 
HUMANOS 
Dentro del marco del proyecto de 
investigación actual, en el CIDS, se están 
desarrollándose dos trabajos de Tesis de Doctorado 
en Ingeniería en Sistemas dentro de la U.T.N.-
F.R.C.:  uno pertenece a Juan Carlos Moreno, bajo 
la dirección del Dr. Marcelo Martín Marciszack, 
titulado “Metodología de evaluación temprana de la 
usabilidad empleando patrones en la construcción 
del modelo conceptual de aplicaciones web”; y otro 
perteneciente al Ing. Oscar Carlos Medina bajo la 
dirección del Dr. Mario Groppo cuyo tema es 
“Definición de patrones a partir de buenas prácticas 
para el desarrollo de sistemas de Gobierno 
Electrónico”. Además, dentro del proyecto, se está 
llevando a cabo la realización de una Tesis 
Posgrado de Maestría en Ingeniería de Software de 
la Universidad Nacional de la Plata, del Ingeniero 
Silvio Serra denominada “Modelos para la 
construcción de procesos de migración de datos en 
contexto de sistemas de desarrollo”, bajo la 
Dirección del Dr. Marcelo M. Marciszack y la 
Codirección del Dr. Gustavo Rossi. Por otra parte, 
la Esp. Ing. Claudia Castro se encuentra en proceso 
de análisis del material para la elaboración de su 
tesis de Maestría en Ingeniería en Sistemas de 
Información, en la Universidad Tecnológica 
Nacional de la Facultad Regional Córdoba. Sumado 
a esto, se han incorporado a docentes de la carrera 
Ing. en Sistemas de Información como 
investigadores de apoyo, a dos becarios Alumnos de 
Investigación y a un becario Graduado BINID que 
colaboran investigando en el desarrollo del 
proyecto.  
Además, se conformó un proyecto 
integrador con otras Regionales (Villa María, Santa 
Fe, Resistencia y Córdoba). El proyecto está dentro 
de un PID INTEGRADOR PID IPN-4409, junto 
con otros 7 proyectos afines para realizar 
actividades en conjunto denominado “Herramientas 
y Métodos de soporte a la Ingeniería de Software: 
requerimientos, estrategias ágiles y calidad de 
procesos y productos” cuyo Director es el Prof. Dr. 
Horacio Pascual Leóne. 
Y finalmente se firmó un convenio de 
colaboración recíproca entre el Grupo de 
Investigación SI1-GEAC de la Universidad de 
Vigo, bajo la Dirección del Prof. Dr. Manuel Pérez 
Cota de la Universidad de Vigo, en donde el 
director de este proyecto forma parte integrante del 
mismo, y del CIDS de la Universidad Tecnológica 
Nacional - Facultad Regional Córdoba, en donde se 
desarrolla este proyecto de investigación.  Por 
medio de este convenio los integrantes de ambas 
Instituciones se comprometen a colaborar en forma 
mutua. 
Los resultados y conclusiones arribados en 
estos proyectos se publican y exponen mediante 
artículos en Congresos, Conferencias y revistas 
científicas tanto a nivel nacional como a nivel 
internacional. 
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RESUMEN 
Actualmente se dispone de una gran cantidad 
de dispositivos móviles con posibilidades de 
navegar por la web. Mayormente los teléfonos 
celulares son el dispositivo móvil más 
utilizado para este fin. Tomando en 
consideración los smartphones, tablet y otros 
dispositivos es necesario planificar una web 
que pueda adaptarse a las diversas pantallas 
evitando que el usuario tenga que hacer zoom 
y scroll en ambas direcciones para poder 
visualizar los contenidos. En este sentido el 
diseño adaptativo resuelve el problema de 
visualización. Sin embargo, no todos los 
frameworks basados en HTML 5 tienen las 
mismas posibilidades, es por ello que resulta 
de interés analizar las características de los 
frameworks existentes. 
En el presente proyecto se pone el foco en la 
calidad de los sitios web adaptativos creados 
con framewoks basados en HTML 5. Para 
esto es necesario conocer el funcionamiento 
de dichos frameworks, con la finalidad de 
poder construir métricas que permitan luego 
evaluar la calidad de la solución final.  
 
Palabras clave: Frameworks Web 
Adaptativo, Dispositivos Móviles, Usabilidad 
 
CONTEXTO 
El presente proyecto de Investigación y 
Desarrollo corresponde al grupo de 
investigación GIDFIS (Grupo de 
Investigación, Desarrollo y Formación en 
Innovación de Software) perteneciente al 
Departamento de Ingeniería e Investigaciones 
Tecnológicas de la Universidad Nacional de 
La Matanza (UNLaM). El grupo es 
interdisciplinar al estar formado por docentes 
de distintos departamentos y en él se 
encuentran formándose en actividades de I+D 
alumnos de la universidad de las carreras de 
Ingeniería.  
1. INTRODUCCIÓN 
La alta inserción de dispositivos móviles y el 
acceso desde los mismos a la web es un tema 
que debe ser considerado al momento de 
diseñar una solución web. “Actualmente 
existe una clara tendencia en el crecimiento 
del uso de los dispositivos móviles para 
conectarse a internet … Sin embargo, al 
querer ingresar a muchos sitios web desde los 
dispositivos móviles surgen diversos 
problemas ya que la mayoría de los sitios no 
fueron diseñados y estructurados pensando en 
dispositivos móviles sino para ser 
visualizados desde una computadora” [1]. El 
dispositivo móvil más frecuentemente 
utilizado para acceder a la web son los 
teléfonos celulares. “En Argentina la cantidad 
de líneas activas de telefonía móvil, supera al 
total de habitantes, habiendo una inserción del 
122% (valor calculado tomando en cuenta la 
cantidad de habitantes según el Instituto 
Nacional de Estadísticas y Censos (INDEC) 
[2] y la cantidad de líneas activas informadas 
por la Comisión Nacional de Comunicaciones 
(CNC) [3])” [4]. 
 
Es por esto que resulta imprescindible tomar 
en cuenta a los dispositivos móviles y 
planificar un diseño centrado en los mismos, 
lo cual puede efectuarse realizando una 
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solución particular para ellos o bien una 
solución adaptativa.  
 
“El diseño web adaptativo utiliza hojas de 
estilo en cascada complejas, para modificar de 
forma fluida la apariencia de un sitio web 
dependiendo del ancho de la ventana de 
visualización del dispositivo en uso” [5].  
 
“El diseño adaptativo se basa en la utilización 
de hojas de estilo de nivel 3 con CSS Media 
Queries [6] lo que permite aplicar distintos 
estilos según sea el tamaño de la pantalla en la 
cual se está visualizando el sitio web. De esta 
forma, una misma página se podrá ver 
“correctamente” indistintamente del tamaño 
en la que se esté visualizando” [1]. 
 
Para simplificar la tarea existen diversos 
frameworks basados en HTML 5 que 
permiten construir sitios web adaptativos.  
 
En base a Google Trends [7], Boostrap [8] y 
Foundation [9] son los más populares. “Entre 
los frameworks más populares para diseño 
web adaptativo podemos encontrar el 
conocido Bootstrap, popularizado por ser 
usado para el desarrollo de la red social 
Twitter. Foundation pasa por ser uno de los 
frameworks más potentes y es la base de 
sitios como Pixar o National Geographic. 
Skeleton, por su parte, está considerado como 
uno de los más ligeros y más fáciles de 
personalizar, pues carece, a diferencia de los 
anteriores, de una gran profundidad en la 
definición visual de estilos, ofreciendo la 
estructura básica de desarrollo”[10]. 
 
En la figura 1, la línea superior muestra la 
tendencia de búsquedas de Boostrap, la línea 
siguiente corresponde a Foundation, luego 
puede observarse que los frameworks 
restantes tienen tendencias bastante cercanas 
entre sí pero alejadas a estos dos frameworks 
principales. En la figura 2 puede observarse 
como Boostrap y Foundation, son los 
frameworks más populares, particularmente 
en la vista de 5 años puede observarse que el 
liderazgo ha cambiado antes Foundation tenía 
una presencia superior a Boostrap, lo cual se 
ha revertido. De todos modos no cabe duda 
que son los dos frameworks que sobrepasan 
ampliamente a los restantes.  
 
Figura 1. Frameworks más populares 
(tendencia actual)– Línea superior Boostrap, 
línea siguiente Fundation, luego el resto de 
los framewoks 
 
Figura 2. Frameworks más populares (vista 
últimos 5 años) – Inicialmente la tendencia 
era  Foundation, lo cual ahora se ha revertido 
con Boostrap 
 
La tabla 1 presenta diversos framewoks 
ordenados por su tendencia de consulta, en 
base a google trends. 
 
Tabla 1. Frameworks basados en HTML 5 
ordenados por tendencia  
Tendencia Framework 
1 Boostrap [8] 
2 Foundation [9] 
3 Materialize CSS [11] 
4 Skeleton [12] 
5 Semantic ui [13] 
6 Pure CSS [14] 
7 Milligram [15] 
8 w3css [16] 
 
Al utilizar los frameworks mencionados en la 
tabla 1, pudo advertirse que la mayoría de 
ellos no están correctamente diseñados, ya 
que se basan en unidades absolutas (pixeles) 
para determinar los distintos tamaños de 
pantalla cuando lo correcto sería utilizar 
unidades relativas (em o porcentajes) para 
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asegurar una correcta visualización en 
pantallas pequeñas más allá de la resolución 
que posean. “Trabajar con proporciones en 
lugar de pixeles, en el posicionamiento de los 
componentes del sitio, marca un cambio 
sustantivo para su despliegue en áreas 
cambiantes o pantallas diversas” [17]. 
 
“Para que un sitio sea usable cuando se ve en 
una variedad de tamaños de pantalla, un cierto 
grado de flexibilidad debe ser incorporada en 
el diseño. Div, fuentes, botones, y todos los 
demás elementos deben ser capaces de crecer 
y contraerse sobre la base del tamaño de la 
pantalla. En el diseño web adaptativo, esto se 
logra mediante el abandono de los pixeles, en 
favor de porcentajes o unidades relativas 
llamadas ems” [18].  
 
Es por ello que resulta interesante poder 
evaluar los sitios web adaptativos desde 
distintos aspectos que permitirán compararlos 
entre sí.  
  
2. LÍNEAS DE INVESTIGACIÓN y 
DESARROLLO 
Se investigará principalmente sobre los 
siguientes temas: 
• Evaluación de frameworks adaptativos 
• Análisis de las soluciones realizadas con 
frameworks existentes 
• Definición de principios y pautas de 
usabilidad 
• Construcción de Métricas para evaluar 




Si bien en la muestra se consideraron 
frameworks livianos con menos potencia y 
recursos, todos los frameworks cuentan con 
controles que permiten mejorar la usabilidad 
en pantallas reducidas. Un aspecto importante 
y distintivo es la cantidad de tamaños que 
pueden definirse para visualizar los sitios en 
distintos dispositivos. Todos los framework 
adaptativos ofrecen diversos tamaños para los 
cuales pueden definirse la forma en que se 
mostrarán los distintos elementos del sitio. El 
problema es que si bien la mayoría de los 
frameworks soportan estas vistas al momento 
del desarrollo no siempre se las considera ó si 
se las considera no se prueba verdaderamente 
como se visualizará la solución en los 
distintos tamaños de pantalla, encontrándose 
una gran cantidad de problemas (como por 
ejemplo: inconvenientes con el scroll, 
superposición de elementos, etc.), los cuales 
atentan contra la usabilidad. Esto se evalúa 
por observación e inspección del código 
fuente.  
Actualmente los frameworks más utilizados 
tienen entre 4 ó 5 tamaños de dispositivos 
previstos (ver tabla 2). Estos tamaños se 
pueden implementar agregando instrucciones 
propias de los frameworks que permiten 
realizar puntos de corte o ruptura, los cuales 
determinarán el momento en que se cambiará 
la visualización. Es decir, tener 4 tamaños 
distintos previstos, permitirá tener 4 vistas 
distintas del mismo sitio web. Cuán eficaz sea 
cada una de dichas vistas y su impacto en la 
usabilidad dependerá de la implementación. 
 
Tabla 2. Tamaños previstos por cada 
Frameworks 




Skeleton  5 
 
Se implementó luego una misma solución con 
los distintos frameworks, la cual tuviese 
ciertas características básicas (imagen 
adaptativa, texto encolumnado, menú que se 
colapse con ícono en tamaño reducido…), con 
3 vistas distintas, adaptándose a cada una de 
ellas. Dado que se han seleccionado todos los 
frameworks mencionados previamente en la 
tabla 2 se opta por 3 vistas porque hay 
frameworks que no cuentan con 4 ó más 
vistas y el objetivo es realizar una solución 
equivalente en todos ellos. Para realizar dicha 
tarea se establece un modelo a seguir (ver 
figura 3). Se desarrolló la solución para la 
página principal, del sitio modelo, en los 
distintos frameworks lo que permite comparar 
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la forma de codificación y la facilidad para 
realizar este objetivo.  
 
Si bien la mayor parte de los frameworks 
cuentan con buena documentación y ejemplos 
que permiten realizar la solución planteada sin 
grandes dificultades. Las principales 
deficiencias encontradas fueron 
principalmente la dificultad en algunos casos 
para que verdaderamente se vean bien los 
contenidos ya que debe realizarse un esfuerzo 
en las pruebas e ir agregando algunos tags al 
lenguaje de etiquetado que permitan por 
ejemplo que en tamaño pequeño siga 
viéndose centrado un título, etc. Es decir, no 
debe confiarse en que por simplemente usar 
un framework adaptativo con controles que 
permiten la adaptación en diversos tamaños la 
solución se visualizará correctamente. Por 
otra parte, se ha detectado que casi la mitad 
frameworks utiliza unidades absolutas en vez 
de unidades relativas (ver tabla 3), lo cual trae 
problemas serios (por ejemplo, cuando un 
usuario cambia el tamaño de letra por defecto, 




Figura 3. Modelo de sitio web principal 
realizado con 3 vistas 
Tabla 3. Tamaños pevistos por cada 
Frameworks 




Materialize CSS NO 
Skeleton SI 
Semantic ui NO 




Si bien el W3C cuenta con lineamientos para 
asegurar una buena usabilidad en sitios web 
basados en HTML 5 [19], los frameworks no 
han implementado todas estas buenas 
prácticas y muchas veces esto hace como 
consecuencia una mala implementación por 
parte de los desarrolladores. En base a esto se 
ha realizado un relevamiento sobre los sitios 
web adaptativos de instituciones superiores de 
Argentina y se ha evidenciado diversos 
problemas al navegarlos.  
 
Con lo realizado hasta el momento, puede 
concluirse que los frameworks no están 
correctamente diseñados ya que se basan en 
unidades absolutas (pixeles) para determinar 
los distintos tamaños de pantalla cuando lo 
correcto sería utilizar unidades relativas (em o 
porcentajes) para asegurar una correcta 
visualización en pantallas pequeñas más allá 
de la resolución que posean.  
 
Un mal uso del diseño adaptativo incorporará 
diversos errores, entre ellos:  
• Páginas muy pesadas;  
• Gran cantidad de imágenes; 
• Imágenes no preparadas para 
dispositivos móviles;  
• Contenido no priorizado;  
• Páginas demasiado extensas.  
 
Por lo que resulta sumamente importante 
poder construir métricas que permitan evaluar 
y ofrecer reportes que permitan mejorar los 
sitios web adaptativos. 
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4. FORMACIÓN DE RECURSOS 
HUMANOS 
El equipo de trabajo está formado por 7 
personas.  
• 4 Docentes pertenecientes a diferentes 
departamentos conformando un grupo 
interdisciplinario.  
• 1 Graduado en Ingeniería informática 
• 2 alumnos de la carrera Ingeniería 
Informática quienes se están formando en 
actividades de Investigación y Desarrollo 
los cuales cuentan con becas asignadas 
 
Vinculado con esta temática se encuentra en 
realización una tesis de doctorado en la 
Universidad Nacional de La Plata. 
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Resumen 
En este trabajo se presenta un proyecto 
de investigación denominado 
“Simulación en las Tics: Diseño de 
Simuladores de Procesos de Desarrollo 
de Software Agiles y Redes De 
Sensores Inalámbricos para la Industria 
y la Academia”, cuyo objetivo es 
diseñar simuladores de procesos de 
desarrollo de software ágiles y de redes 
de Sensores Inalámbricos para la 
Industria y la academia.  
Particularmente en este artículo se 
presentan los avances realizados en 
relación a construcción de un Sistema 
de Gestión de Datos Postmortem de 
Proyectos de Desarrollo de Software 
Que Utilizan Metodología Scrum. 
Palabras claves: Simulación;  
Proyectos de Desarrollo de Software; 
Base de datos. 
Contexto 
El trabajo presentado en este artículo 
tiene como contexto marco el proyecto 
de investigación denominado 
“Simulación en las Tics: Diseño de 
Simuladores de Procesos de Desarrollo 
de Software Ágiles y Redes De 
Sensores Inalámbricos para la Industria 
y la Academia”, registrado actualmente 
en la Secretaría de Investigación y 
Desarrollo de la Universidad Gastón 
Dachary (UGD) con el número Código 
IP A07003 y radicado en el Centro de 
Investigación en Tecnologías de la 
Información y Comunicaciones de 
dicha universidad.  
El mismo fue incorporado como 
proyecto aprobado en el llamado a 
presentación interna de la UGD de 
proyectos de investigación N°7 
mediante la Resolución Rectoral 
07/A/17 y es una continuidad del 
Proyecto Simulación como herramienta 
para la mejora de los procesos de 
software desarrollados con 
metodologías ágiles utilizando 
dinámica de sistemas, R.R. UGD N° 
18/A/14 y R.R. UGD N° 24/A/15. 
Entre las líneas con mayores resultados 
dentro del proyecto referido, se 
encuentran las de: (i) “Modelo de 
Simulación Dinámico de Gestión de 
Proyectos de Desarrollo de Software 
que utilizan Programación Extrema”,  
(ii) “Modelo de Simulación Dinámico 
de Gestión de Proyectos  de Desarrollo 
de Software Bajo Scrum” y (ii) 
“Modelo de Simulación Dinámico de 
Gestión de Proyectos  de Desarrollo de 
Software desarrollados con Crystal”. 
Este artículo se enfoca en la 
presentación de un línea para estudiar 
la calendarización de proyectos  
llevados a cabo Utilizando XP [1] y 
diseñar un prototipo de herramienta de 
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calendarización de liberaciones e 
iteraciones en proyectos con XP. 
1. Introducción 
Generalmente, en el proceso de 
desarrollo de software se hace énfasis 
sobre el control de procesos mediante 
una rigurosa definición de roles, 
actividades y artefactos incluyendo 
modelado y documentación muy 
detallada. Como se explica en [2], este 
esquema tradicional para llevar a cabo 
el desarrollo de proyectos de software 
ha demostrado ser efectivo y necesario 
en proyectos de gran tamaño respecto a 
tiempo y recursos, donde en general, se 
exige un alto nivel de burocracia en el 
proceso. Sin embargo, este enfoque no 
resulta ser el más adecuado para 
proyectos actuales donde el contexto 
del sistema es muy cambiante y se 
exige reducir drásticamente los tiempos 
de desarrollo manteniendo una alta 
calidad en el producto. Como 
alternativa a los métodos tradicionales, 
con el objetivo de poder adaptarnos a 
ese ámbito cambiante, de 
mantenimiento de alta calidad del 
producto y reducción en los tiempos de 
desarrollo surgen las llamadas 
metodologías ágiles. Según un estudio 
realizado por la Scrum Alliance [3] 
[podría referencia al estudio acá], 
Scrum, es una delas metodologías 
ágiles más utilizadas actualmente, 
cerca del 95% de los encuestados 
utilizan prácticas de Scrum en la 
gestión de proyectos de software ágiles.  
Scrum posee muchas características, 
como ser sus valores, principios y 
prácticas que hacen que la 
administración de proyectos de 
software usando esta metodología se 
torne compleja e impredecible debido a 
la gran cantidad de variables que el 
administrador del proyecto debe 
manejar. Ante estas circunstancias es 
posible utilizar modelos de simulación 
que permitan evaluar los resultados de 
diferentes decisiones de gestión sin 
interferir en el desarrollo real del 
proyecto.  
Los modelos de simulación de procesos 
de desarrollo de software permiten a 
los administradores de proyectos 
realizar cambios en variables críticas 
del proyecto como ser la cantidad de 
requerimientos a desarrollar en cada 
iteración, el tiempo de entrega de las 
mismas, la cantidad de programadores, 
las horas de trabajo por día, etc. De esta 
forma se puede evaluar el impacto de 
las decisiones de gestión, compararlas 
entre si y escoger la que mejor se ajusta 
al proyecto real. 
Para poder aprovechar los beneficios 
de la simulación enunciados en el 
párrafo anterior con respecto a la 
gestión de proyectos de software 
mediante Scrum, hay que tener en 
cuenta que, todo modelo de simulación 
debe ser validado antes de poder ser 
aplicado en un experimento, como bien 
se explica en las etapas de la 
simulación propuestas en [4]. Para 
poder validar un modelo de simulación 
es necesario contar con información 
previa del sistema sobre el cual se 
requiere estudiar su comportamiento, 
con el fin de asegurar que dicho 
modelo es representativo del sistema 
que se modela. Como se menciona en 
[5], la falta de datos es un problema 
conocido en la simulación de la 
ingeniería de software, tanto [6] y [7] 
resaltan que resulta difícil encontrar 
información referida a datos de 
proyectos de software que hayan sido 
llevados a cabo mediante metodologías 
ágiles, por lo tanto, esto dificulta la 
validación de los modelos de 
simulación centrados en estudiar la 
gestión de este tipo de proyectos. 
Dentro de la gestión de proyectos de 
desarrollo ágiles y sobre todo en Scrum, 
los datos más importantes, relacionados 
con la gestión del proyecto son [9] [10], 
los referidos a los costos, el esfuerzo, el 
tamaño del producto y la duración de 
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los sprints o iteraciones, los cuales son 
muy importantes porque están 
implicados en tareas de estimaciones. 
Donde la precisión de dichas tareas es 
fundamental para el éxito del proyecto, 
de lo contrario se podrían producir 
ciertos efectos negativos como ser [9] 
excesos de presupuestos, entregas que 
no se realizan a tiempo, mala calidad y 
baja aceptación del producto por parte 
del cliente.  
Actualmente, existen herramientas que 
si bien son utilizadas para realizar 
estimaciones, no se centran 
específicamente en recopilar 
información histórica para validaciones 
de modelos de simulación basados en 
procesos de desarrollo de software 
ágiles. Solo permiten almacenar datos 
de proyectos ya desarrollados, con el 
fin de ir mejorando y precisando las 
estimaciones realizadas. Dentro de 
estas herramientas tenemos a Agile 
Cost Management Tool [11], CostEs 
[12] y Estimador de Proyectos 
Informáticos [13]. La desventaja de las 
tres herramientas mencionadas es que 
los datos de los proyectos deben ser 
ingresados manualmente por el usuario. 
Ninguna de estas herramientas permite 
que los datos necesarios para realizar 
las estimaciones, sean almacenarlos 
como datos históricos  o puedan ser 
importados por otro software. Dentro 
de estas herramientas tenemos una gran 
variedad de software, entre las más 
utilizadas están, Atlassian [14] Jira, Ice 
Scrum [15] y Trello [16]. Las cuales 
permiten compartir información de los 
proyectos que se gestionen a través de 
éstas, mediante archivos de formatos 
libres para el intercambio de datos 
XML [14] (Atlassian Jira), CSV [15] 
(Ice Scrum) y JSON [17] (Trello). Esta 
característica de intercambio permite 
procesar los archivos de manera 
automática, extraer información 
relevante de los mismos y almacenarlos 
en una base de datos. 
Con la existencia de una herramienta 
que permita extraer información de 
sistemas de gestión de proyectos que 
contribuya con generación de una base 
de datos histórica de proyectos 
anteriores ya desarrollados, sería 
mucho más sencillo validar los 
modelos de simulación que se 
enfoquen en estudiar el 
comportamiento de la gestión de 
proyectos de software agiles que 
utilicen Scrum como metodología. 
2. Línea de Investigación 
Como objetivo general se propone: 
Diseñar una aplicación que interprete 
un tipo de formato para el intercambio 
de datos manejado por herramientas de 
gestión de proyectos de desarrollo de 
software basados en Scrum, con el fin 
de obtener información destinada a la 
validación de modelos de simulación 
de este tipo de proyectos.   
Como objetivos específicos se 
realizarán los siguientes:  
 Analizar cuáles son las variables de 
todo proyecto de desarrollo de 
software que utilice Scrum. 
 Determinar cómo los modelos de 
simulación capturan los datos que 
se utilizan en el modelo.   
 Estudiar tres de las herramientas 
más utilizadas para la gestión de 
proyectos Scrum.  
 Diseñar la arquitectura de la 
aplicación.  
 Validar el comportamiento de la 
aplicación conforme a cada una de 
las herramientas de gestión para las 
que se desarrolle. 
3. Resultados 
Esta sección tiene como propósito 
definir cuáles son las variables 
presentes en un proceso de desarrollo 
de software que utilice Scrum como 
metodología. Es importante conocer la 
identidad de estas variables para que se 
puedan tomar como referencia al 
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momento de determinar cuáles son las 
más utilizadas por los trabajos de 
simulación que se centren en el estudio 
de procesos Scrum y que, se vean 
reflejadas en el software propuesto en 
este trabajo.  En base al análisis teórico 
realizado, se definen a continuación, 
qué variables intervienen en cada uno 
de estos elementos en la Tabla 1.  
Tabla 1. Resumen de las variables principales 




Estimación del esfuerzo 
Observaciones  
Criterios de validación 
Persona Asignada 
Número de sprint en el que se realiza 
Módulo del sistema al que pertenece 
Tamaño de la pila del producto 
Tiempo empleado en la elaboración de la pila del producto 
Pila del sprint 
Elemento de la pila del producto al que pertenece 
Persona responsable de cada tarea 
Estado en el que se encuentra cada tarea 
Esfuerzo estimado  
Sprint 
Tamaño de la pila del sprint 
Rendimiento del equipo en el último sprint (Velocidad) 
Duración del sprint 
Cantidad de sprints 
Reunión de planificación  
Duración de la reunión de planificación 
Fecha de la reunión  
Objetivo del sprint 
Fecha de la reunión de revisión del sprint 
Scrum diario 
Duración del scrum diario 
Reunión de revisión del sprint 
Fecha para la reunión de planificación del siguiente sprint  
Equipo de desarrollo 
Tamaño del equipo 
Estimación ágil  
Velocidad 
Luego de haber identificado las 
variables presentes en los proyectos de 
desarrollo de software Scrum, el 
siguiente paso fue  analizar distintos 
trabajos de investigación referidos al 
proceso Scrum, en el campo de la 
simulación. De estas investigaciones, 
se determinaron cuáles son las 
variables más utilizadas por este tipo de 
estudios, tomando como referencia las 
variables ya identificadas en la sección 
anterior. Las variables que se 
presentaron con mayor frecuencia son 
las que se consideran para el desarrollo 
de este trabsjo. Los trabajos de 
investigación utilizados fueron [8], [18], 
[19], [20], [21], las variables presentes 
se ven en la  Tabla 2:   
Tabla 2. Variables en estudios de simulación. 
Variable Frec. de aparición 
Cantidad de sprints 3 
Duración de la reunión de 
planificación 2 
Duración de la reunión de 
retrospectiva 2 
Duración de los scrum diarios 2 
Duración del sprint 5 
Esfuerzo estimado de las tareas 1 
Prioridad de las tareas  1 
Puntos de las historias de usuario 
por sprint 1 
Tiempo empleado en la 
elaboración de la pila del 
producto 
2 
Tamaño de la pila del producto 4 
Tamaño de la pila del sprint 3 
Tamaño del equipo 4 
Velocidad 3 
De las cuales, se calculó el porcentaje 
de aparición, considerándose como más 
importantes, a aquellas variables que 
tuvieran una presencia mayor o igual al 
50% en las investigaciones analizadas. 
La siguiente tabla muestra cuáles son 
las variables con una mayor tasa de 
ocurrencia:  
Tabla 3. Variables con mayor ocurrencia. 
Variable Porcentaje de aparición 
Cantidad de sprints 50% 
Duración del sprint 83,33% 
Tamaño de la pila del 
producto 66,67% 
Tamaño de la pila del 
sprint 50% 
Tamaño del equipo 66,67% 
Velocidad 50% 
 En base a la información reflejada por 
la tabla 3, se deciden utilizar las 
variables: Cantidad de Sprints, 
Duración del Sprint, Tamaño de la 
Pila del Producto, Tamaño de la Pila 
del Sprint, Tamaño del Equipo y 
Velocidad como variables 
fundamentales que deberán estar 
presentes en este trabajo.  
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4. Formación de Recursos 
Humanos 
El equipo de trabajo se encuentra 
formado por cuatro investigadores con 
distintos niveles de posgrado, un 
Doctor en Ciencias Informáticas y 
Magister en Redes de Datos; un Doctor 
en Tecnologías de la Información y 
Comunicaciones Magister y 
Especialista en Ingeniería de Software; 
un Maestrando de Ingeniería de la Web; 
dos Maestrando en Redes de Datos y 
ocho estudiantes en período de 
realización de trabajos finales de grado 
en el contexto de las carreras de 
Licenciatura en Sistemas de 
Información y de Ingeniería en 
Informática de la UGD. Actualmente, 
el número de tesinas de grado 
aprobadas en el contexto de este 
proyecto, es de cinco, y otras tres en 
proceso de desarrollo. El número de 
tesis de maestría terminadas 
relacionadas con este proyecto es de 
una. 
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La gestión del tráfico es una de las áreas 
que implica mayores complicaciones en 
una ciudad [1] ya que afecta directamente 
el bienestar de los habitantes de la misma.  
En los últimos años han surgido nuevas 
necesidades que han requerido otro tipo 
de soluciones en cuanto a movilidad, y 
como resultado han surgido sistemas que 
promueven el uso compartido de 
vehículos [2], mediante el uso de 
tecnologías avanzadas. 
Haciendo un análisis particular de los 
usuarios en interacción con las 
herramientas tecnológicas, es notable que 
junto a la madurez que han adquirido en 
el uso de las mismas, también se han 
incrementado sus requerimientos de 
calidad con respecto al software en 
general, en contextos reales de uso [3]. 
Esto implica que las aplicaciones 
software desarrolladas para los 
ciudadanos receptores, deben ser 
consistentes con esta realidad.  
En este trabajo se propone la definición y 
desarrollo de una herramienta software 
que, mediante la utilización de un Modelo 
de Calidad, permite medir la calidad de 
una aplicación web-mobile de movilidad; 
y brindar algunos indicadores que 
posibiliten el reconocimiento de aspectos 
débiles de la misma, para detectar dónde 
deben aplicarse mejoras. 
 
Palabras clave:  
Ciudades Inteligentes, Gestión del tráfico, 
Evaluación y automatización de métricas. 
Contexto 
El presente trabajo se enmarca en el 
proyecto de investigación: Ingeniería de 
Software: Conceptos, Prácticas y 
Herramientas para el desarrollo de 
Software con Calidad – Facultad de 
Ciencias Físico-Matemáticas y Naturales, 
Universidad Nacional de San Luis. 
Proyecto Nº P-031516. Además, se 
encuentra reconocido por el programa de 
Incentivos. 
La labor se realiza en forma colaborativa 
con el grupo de investigación de 
Inteligencia Artificial (GIA), de la 
Universidad Rey Juan Carlos de Madrid- 
España. Dicho proyecto es la 
continuación de diversos proyectos de 
investigación sobre la gestión de flotas 
dinámicas y calidad aplicada a sistemas 
software, a través de los cuales se ha 
logrado un importante vínculo con la 
mencionada universidad internacional.  
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Introducción 
Dos elementos aparecen como 
centrales en la mayoría de las 
descripciones de las ciudades inteligentes: 
los aspectos de transporte / logística, 
predominantemente desde el punto de 
vista de la sostenibilidad; y las nuevas 
tecnologías para facilitar la organización 
de actividades de una ciudad inteligente 
[4]. Éstas deben ser capaces de detectar 
los problemas de movilidad y tomar 
medidas en tiempo real para solucionar 
las posibles complicaciones. Además, la 
información que se obtiene 
dinámicamente de las tecnologías móviles 
tiene que ser facilitada a los ciudadanos 
para que puedan tomar sus propias 
decisiones [5]. 
Los nuevos sistemas de uso 
compartido de vehículos [1] son parte del 
desafío que plantean las Ciudades 
Inteligentes. Y ya que el objetivo de los 
mismos es la mejora de la movilidad 
humana y la reducción de costos, su 
análisis y evaluación es de gran utilidad 
para lograr su optimización. 
El conjunto de vehículos que se usa de 
forma compartida para la movilidad de 
los ciudadanos conforma una flota. 
Algunas de ellas son totalmente 
controlables, pero otras apenas permiten 
un control limitado, como en el caso de, 
por ejemplo, el servicio público de 
bicicletas [2], el cual ya está 
implementado en grandes ciudades 
alrededor del mundo como París, 
Barcelona, Londres, Shanghai, Nueva 
York, entre otras [6].  
La flota está disponible para todos los 
usuarios que utilizan sus vehículos a 
través de aplicaciones mobile o web. 
Ellos pueden reservar, tomar y dejar un 
vehículo cuando lo desean y dónde lo 
necesiten, siempre y cuando haya 
disponibilidad. Entonces, el ente que 
regula la flota, al usar la información 
sobre el estado dinámico de la misma, 
puede proveer y proponer mejores 
opciones para las necesidades de 
transporte. 
Cuando se habla de una aplicación de 
uso compartido de vehículos en una 
ciudad inteligente, se refiere a un sistema 
software con una gran cantidad de 
usuarios que está constantemente en uso. 
A modo de ejemplo, una de las 
plataformas de bicicletas compartidas 
más grandes del mundo, OFO [7], opera 
en más de doscientas ciudades y tiene 
más de doscientos mil usuarios. Esto 
implica que, los fallos vinculados a la 
falta de calidad de la aplicación podrían 
ser muy graves, generando caos en el 
transporte de las urbes. 
Obtener un producto de alta calidad 
para la movilidad de los ciudadanos es 
esencial para impedir consecuencias 
negativas, ya que los beneficios de las 
herramientas software se ven opacados 
cuando el producto tecnológico no 
cumple con las condiciones de calidad 
requeridas para su uso, y corre el riesgo 
de generar un conflicto mayor, en lugar 
de ser un elemento valioso que contribuya 
a la mejora o resolución del problema [8].  
Debido a que los involucrados e 
interesados en un producto software son 
muchos, y cada uno tiene diferentes 
objetivos, el factor clave para asegurar 
valor agregado a los mismos es una 
especificación y evaluación exhaustiva 
del software, lo cual puede lograrse 
definiendo las características de calidad 
necesarias y deseadas, asociadas a los 
objetivos y metas de los stakeholders [9] 
y efectuando la medición. En palabras de 
Peter Drucker: "Lo que no se puede 
medir, no se puede controlar; lo que no se 
puede controlar no se puede gestionar; lo 
que no se puede gestionar, no se puede 
mejorar"[10]. 
Como consecuencia de lo expuesto, la 
herramienta que se ha empezado a 
desarrollar se basa en un Modelo de 
Calidad cuyo pilar es la norma de calidad 
de producto ISO 25000 [9], el cual se ha 
comenzado a definir específicamente para 
una aplicación mobile de gestión de 
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tráfico en el contexto de las ciudades 
inteligentes.  
Los resultados de la medición y 
evaluación de la calidad aportan al 
mejoramiento del software que se 
desarrolla y, consecuentemente, a la 
optimización de las aplicaciones y 
sistemas y sus ámbitos de aplicación.  
 
Líneas de Investigación, 
Desarrollo e Innovación 
De acuerdo a lo detallado previamente, 
en esta línea de investigación se trabaja 
en la definición y construcción de una 
herramienta software que permite la 
recolección de datos desde el dominio del 
problema. Puntualmente la herramienta 
recolecta datos/información en la ciudad 
de Madrid, España.  
Los datos/información son parámetros 
requeridos por las métricas e indicadores 
del Modelo de Calidad utilizado, y el 
cálculo de los mismos. Esto permite 
confeccionar un reporte que proporciona 
un panorama de la situación real y que 
sirve de guía para llevar a cabo los 
cambios pertinentes en el sistema 
evaluado, junto con algunas 
recomendaciones y sugerencias. 
El caso de estudio sobre el que se está 
trabajando es una aplicación de bicicletas 
compartidas llamada Ecobike [11], 
desarrollada en un trabajo de fin de grado 
de alumnos en Ingeniería Informática de 
la Universidad Rey Juan Carlos, Madrid.  
Cabe destacar que un medio de 
transporte de rápido crecimiento en 
Europa son las bicicletas. Es así que 
muchos países están implementando 
sistemas para compartir bicicletas [12]. 
Por tanto, la medición de la calidad de 
una aplicación de este tipo, es de vital 
importancia para los ciudadanos. 
En primer lugar, se han elegido las 
métricas del Modelo que pueden 
automatizarse. 
La aplicación tiene definidos servicios 
REST (servicios que cumplen con la 
arquitectura Representational State 
Transfer) que pueden ser consultados por 
terceros. Mediante herramientas que 
permiten conectarse a estos servicios, se 
obtienen los datos necesarios para hacer 
la medición.  
Para medir la Eficiencia de 
Desempeño de la aplicación, por ejemplo, 
se seleccionó la subcaracterística 
Comportamiento Temporal. Una de las 
métricas elegida para ello ha sido el 
Tiempo de Respuesta, que establece 
cuánto tiempo transcurre antes que el 
sistema responda a una operación 
específica. Para efectuar el cálculo, se 
elige una función de la aplicación: 
reservar una bicicleta. A través de la 
herramienta que permite la comunicación 
con la API REST, se llama a la función y 
se obtiene el tiempo que llevó. Para 
obtener un promedio, se ejecuta la misma 
n veces y se calcula el mismo.  
Para medir la Fiabilidad, se seleccionó 
la subcaracterística Madurez. Una de las 
métricas elegida para dicha medición ha 
sido la Densidad de fallas, que establece 
cuántas fallas fueron detectadas durante 
un periodo de prueba definido. Se 
ejecutan algunas funciones al azar por un 
determinado tiempo, se cuentan las fallas 
detectadas y se calcula la densidad: 
X = A / B 
Donde: 
A: Número de fallas detectadas. 
B: Tamaño del producto. 
La herramienta usada permite obtener un 
archivo con todos los datos de la 
ejecución. Desde ahí se toman los fallos, 
y luego se calcula la densidad.  
Los datos obtenidos se procesan 
mediante la aplicación de las métricas 
seleccionadas, y luego se generan los 
indicadores también definidos para 
obtener valores relevantes de análisis del 
software, los cuales permiten tomar 
cursos de acción en la optimización de la 
aplicación, y como consecuencia, 
impactar en el mejoramiento de la gestión 
de la flota de bicicletas compartidas.  
Resultados y Objetivos 
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Desde el punto de vista de la 
Ingeniería de Software, una de las 
principales características que tiene que 
tener una aplicación software para ser 
exitosa entre los usuarios es que sea de 
calidad [6]. Para ello, se requiere generar 
valores, descriptores, indicadores o algún 
otro mecanismo de comparación. Por 
tanto, para garantizar la calidad es 
necesario llevar a cabo un proceso de 
medición del software [13], sin ignorar 
que el software móvil tiene sus 
características específicas para 
dispositivos móviles, por lo que los 
modelos y métodos correspondientes 
deben ajustarse a su ámbito móvil [14]. 
Los dispositivos junto con las 
aplicaciones móviles son utilizados en un 
cierto contexto, donde las características 
del mismo cambian continuamente. Los 
usuarios de éstos tienen ciertas 
particularidades, diferentes objetivos, 
realizan diferentes tareas; también se 
manipula en diferentes entornos físicos y 
sociales. Todos estos factores y otros, 
influyen en la forma de uso de una 
aplicación. Conviene aclarar entonces, 
que no se analiza la calidad en el entorno 
real de uso, en tanto que la aplicación y 
servicios se despliegan sobre una 
plataforma de simulación, y sería 
imposible tener en cuenta todas las 
variantes. 
Como objetivo general, y como ya se 
ha mencionado en párrafos anteriores, se 
persigue concretar la medición de la 
calidad de la aplicación en estudio, cuya 
proyección de uso es muy amplia y 
cumple con la importante misión de 
aplacar los problemas recurrentes en la 
gestión del tráfico. Entre los objetivos 
específicos, que están en curso, se 
encuentra la construcción del módulo 
software para la recolección de datos 
requeridos por las métricas e indicadores, 
y el cálculo de los mismos. También, la 
utilización de éstos de forma adecuada 
para la creación de un informe relevante 
que proporcione un panorama que sirva 
de guía para llevar a cabo los cambios 
pertinentes. 
El mayor objetivo, de proyección a 
largo plazo, es el de contribuir a la 
optimización de la gestión del tráfico de 
una ciudad inteligente, de forma tal que el 
uso de productos software no represente 
una amenaza en la implementación de 
soluciones, sino que éstos puedan 
garantizar que son el elemento principal a 
través del cual las urbes logran continuar 
hacia un desarrollo sustentable. 
Formación de Recursos Humanos 
Bajo esta línea, en el grupo de 
investigación, se están desarrollando dos 
tesis de maestría en Calidad de Software. 
En una de ella se está 
definiendo/actualizando el modelo de 
calidad que cumple con los 
requerimientos de una aplicación software 
de movilidad para una Ciudad Inteligente. 
La otra consiste en la definición e 
implementación de una herramienta para 
la medición y evaluación de software de 
gestión de tráfico. Además, los 
investigadores Alberto Fernández y 
Holger Billhardt se encuentran trabajando 
sobre el proyecto de Coordinación 
Dinámica de Flotas Abiertas en Entornos 
Urbanos (SURF) [2], con inicio en el año 
2016 y fin en el corriente año.  
También se están llevando a cabo 
trabajos de grado con relación a la 
temática por alumnos de la carrera de 
Ingeniería Informática de la Universidad 
Rey Juan Carlos, Madrid.  
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RESUMEN 
La modernización del Estado en todos sus 
estamentos es un tema que se ha instalado 
en estos últimos tiempos, en pos de la 
construcción de una gestión más 
transparente, eficiente, eficaz y al servicio 
de los ciudadanos. Esta modernización, no 
sólo se plantea a nivel del Estado 
Nacional, sino, que también alcanza a los 
Estados Provinciales  y Municipales, que 
necesitan poner a disposición 
herramientas que permitan dirigirlos hacia 
una gestión orientada a servicios o lo que 
se conoce como Municipios 2.0.  
Uno de los aspectos que se plantean en el 
ámbito de la Administración Pública 
Municipal, está relacionado con que 
habitualmente éstas no cuentan con 
recursos técnicos y/o metodológicos que 
les permitan realizar una toma de 
decisiones objetiva al momento de 
afrontar el proceso de adquisición de un 
producto software, dado que éste, no es un 
bien que estos tipos de organizaciones 
estén habituadas a adquirir.  
Esta línea de I+D tiene como objetivo 
fomentar el desarrollo de modelos, 
métodos y/o nuevas herramientas, o 
adaptación de las existentes a través de la 
construcción de Modelos de Calidad para 
productos de software, a través de una 
metodología apropiada y tomando como 
base el catálogo de características de 
calidad propuestas en la norma de calidad 
ISO/IEC 25010.  
La aplicación de estos modelos servirán 
como instrumentos para el soporte a la 
toma de decisiones al momento  de la 
adquisición de productos de software, en 
el ámbito de las Administraciones 
Públicas Municipales. 
Palabras Clave: Calidad de Software,  
IQMC, ISO 25010, Modelos de Calidad. 
CONTEXTO 
La presente línea de I+D se enmarca en el 
Proyecto de Investigación: Gestión de 
Proyectos de Software: Los Modelos de 
Calidad como Soporte a los Procesos y 
Productos Software. 
Este proyecto fue elaborado y es 
coordinado en conjunto entre los 
integrantes del Laboratorio de Calidad e 
Ingeniería de Software (LaCIS) – Facultad 
de Ciencias Físico-Matemáticas y 
Naturales, Universidad Nacional de San 
Luis; y, por otra parte, el Grupo de I+D 
Calidad de Software perteneciente a la 
Facultad Regional San Francisco, 
Universidad Tecnológica Nacional. 
La evaluación, homologación y 
financiamiento del proyecto estuvo a 
cargo de la Secretaría de Ciencia, 
Tecnología y Posgrado de la Universidad 
Tecnológica Nacional, el mismo es 
reconocido bajo el código: IAN4895. 
 
1. INTRODUCCIÓN 
En toda organización se desarrollan e 
implantan instrumentos y procedimientos 
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que posibilitan las funciones operativas y 
de toma de decisiones. Estos instrumentos 
pueden ser o no automatizados y cumplen 
funciones atendiendo a uno o varios 
procesos organizacionales y suelen estar 
definidos de manera formal o informal. 
La Administración Pública Nacional 
(APN) es una organización basada en una 
administración compleja, con normas y 
reglas establecidas, esto aplica para todo 
organismo centralizado y/o 
descentralizado del Estado Nacional, y a 
partir de ello, los Gobiernos conforman 
una serie de estructuras 
organizativas/administrativas que 
permiten la organización del trabajo, la 
administración y el control según se 
muestra en [1].  
En este marco se encuentran los 
Gobiernos Locales, mejor conocidos 
como las Municipalidades y denominadas 
técnicamente como las Administraciones 
Públicas Municipales (APM), articuladas 
con la APN y con la Administración 
Pública Provincial correspondiente. 
Es innegable que en la última década los 
avances tecnológicos en el área de las 
Tecnologías de la Información y las 
Comunicaciones (TIC´s) han cambiado la 
forma de hacer las cosas en las 
organizaciones,  en este sentido la APN no 
es ajena a ello. Según se puede observar 
en [2] (GOBIERNO DIGITAL - Hitos 
significativos y evolución normativa 
período 1997-2015) el Estado Nacional 
Argentino ha venido desarrollando 
normativas que impulsan la 
modernización del estado nacional en pos 
de una gestión más eficaz y eficiente, 
también podemos ver el decreto 434/2016 
donde se impulsa el plan denominado 
“Plan de Modernización del Estado” [3]. 
Las APM están inmersas en el cambio 
tecnológico y en particular de los que 
tienen relación directa con las TIC´s, 
entonces es, en este sentido, que el 
mencionado Plan de Modernización del 
Estado [3] tiene entre sus objetivos 
constituir una Administración Pública al 
servicio del ciudadano en un marco de 
eficiencia, eficacia y calidad en la 
prestación de servicios, a partir del diseño 
de organizaciones flexibles orientadas a la 
gestión por resultados.  
Visto este marco, se puede visualizar que 
las APM se encuentran articuladas  dentro 
de este Plan con la APN, a la hora de 
avanzar o comenzar a trabajar en lo que se 
denomina Municipios 2.0 [4], éstos 
deberán afrontar procesos de desarrollo, 
adquisición e implementación de 
productos y/o plataformas de software que 
les permitan dar el salto cuali y 
cuantitativo en lo que respecta a 
tecnologías TIC´s aplicadas a la gestión. 
En este marco de modernización del 
estado, cuando una APM tenga que 
afrontar el proceso de adquisición de un 
producto software, tal vez no cuente con 
los recursos técnicos y/o metodológicos, 
como para la adquisición de otros tipos 
bienes, que le permita realizar el pliego 
licitatorio con detalles técnicos y precisos 
respecto de: 
 Las especificaciones funcionales y 
no funcionales del producto 
software. 
 Determinación de las partes 
interesadas. 
 Especificación de la calidad 
necesaria. 
 Realización de la evaluación de las 
alternativas de los productos 
software ofrecidos. 
 Ejecución de un control sobre el 
proveedor en el proceso de 
implementación del software.  
El objetivo principal del presente trabajo 
consiste en construir un modelo de calidad 
mixto para evaluar productos software, lo 
que permitirá dotar al pliego licitatorio de 
un instrumento formal y objetivo a la hora 
de licitar, evaluar, implementar y 
controlar la implementación de un 
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producto software en el ámbito de la 
APM, tomando como punto de partida la 
perspectiva del adquirente del mismo. 
Los Modelos de Calidad (MC), son 
instrumentos o artefactos específicamente 
diseñados y construidos para soportar 
evaluación y selección de componentes de 
software. Permiten la definición 
estructurada de criterios de evaluación, la 
especificación de requerimientos, la 
descripción de componentes en relación a 
ellos y la identificación de desajustes de 
manera sistemática facilitando el proceso 
de evaluación y selección del software [5]. 
Según Carvallo en [6], las propuestas 
existentes de modelos de calidad se 
pueden clasificar según si tienen un 
enfoque de modelos de calidad fijos, a 
medida o mixtos. 
Entre los modelos de calidad fijos se 
pueden observar los de McCall et al. 
(1997) [7], Boehm et al. (1978) [8], entre 
otros.  
Para los modelos de calidad a medida 
existen diversas propuestas de métodos 
para crearlos, como por ejemplo la del 
estándar IEEE 1061 [9]. 
Para el caso de los modelos de calidad 
mixtos se pueden destacar el 
ADEQUATE Horgan [10], el modelo de 
Gilb [11] y el modelo propuesto en el 
estándar ISO/IEC 9126-1 [12], este último 
es actualizado y reemplazado por el 
estándar ISO/IEC 25010:2011 [13]. 
La norma ISO/IEC 25010:11 [13] 
presenta un modelo de calidad del 
producto compuesto de ocho 
características (que luego se subdividen en 
treinta y dos subcaracterísticas) que se 
refieren a las propiedades estáticas del 
software y a las propiedades dinámicas del 
sistema informático. El modelo es 
aplicable tanto a sistemas informáticos 
como a productos software. 
Los modelos pueden, por ejemplo, ser 
utilizados por desarrolladores, 
adquirentes, personal de aseguramiento, 
de control de la calidad y evaluadores 
independientes, particularmente aquellos 
responsables de especificar y evaluar la 
calidad del producto software.  
Cuando se habla de modelos de calidad se 
hace referencia a un conjunto de 
características y subcaracterísticas 
deseables por parte de algún actor (en este 
caso en particular, el adquirente, un 
Municipio) que son esperables que tenga 
un producto. Identificar y definir estas 
características permitirán tener los 
atributos necesarios para poder medir cada 
producto. En base a estos atributos se 
definen y/o reutilizan métricas ya sea de la 
bibliografía o definidas para realizar las 
mediciones. 
Se detallan a continuación las 8 
características que comprende el catálogo 
del modelo de  calidad del producto según 
la norma ISO/IEC 25010:11 [13]. 
1-Adaptación funcional 





7-Capacidad de mantenimiento 
8-Portabilidad 
Coincidiendo con lo expresado en [6] 
(Carvallo J.P., et al. 2010 Capítulo 10), la 
 construcción de modelos de calidad viene 
dificultada por distintas circunstancias 
relacionadas con: (1) el equipo que realiza 
la construcción del modelo, en el caso de 
que este equipo no tenga experiencia en la 
construcción de modelos de calidad o bien 
en el contexto del dominio del 
componente objeto; (2) el dominio para el 
que se construye el modelo, para el que en 
muchas ocasiones no existe una 
terminología común; (3) factores 
metodológicos, ya que es difícil conocer 
el nivel de profundidad hasta el que es 
necesario descomponer los modelos, y por 
tanto cuándo se puede decir que un 
modelo de calidad se ha finalizado. 
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También se plantea que la existencia de 
un método que proporcione unas pautas 
para la construcción de los modelos de 
calidad puede ayudar a paliar estas 
dificultades y presentan el método 
Individual Quality Model Construction 
(IQMC) que proporciona un conjunto de 
guías y técnicas para la identificación de 
los factores de calidad apropiados que 
deben ser incluidos en un modelo de 
calidad que permita analizar la calidad de 
componentes pertenecientes a un cierto 
dominio de software. 
Este método (IQMC) consiste de 7 pasos 
que guían la construcción del modelo de 
calidad: 
Paso 0.  Estudio del ámbito del software. 
Paso1. Determinación de 
subcaracterísticas de calidad. 
Paso 2.  Refinamiento de la jerarquía de 
subcaracterísticas. 
Paso 3.  Refinamiento de 
subcaracterísticas en atributos. 
Paso 4.  Refinamiento de atributos 
derivados en básicos. 
Paso 5.  Establecimiento de relaciones 
entre factores de calidad. 
Paso 6.  Determinación de métricas para 
los atributos. 
Si bien se presenta como una lista 
secuencial   la construcción del modelo se 
puede llevar a cabo de manera iterada.  
Tomando como base los modelos mixtos 
de calidad, la metodología IQMC para la 
construcción y el catálogo de referencia de 
características y subcaracterísticas de la 
norma ISO/IEC 25010, el objetivo es 
desarrollar modelos de calidad que sirvan 
como instrumentos objetivos y de soporte 
a las decisiones en los procesos licitatorios 
para la adquisición de productos software 
en el ámbito de las APM.  
 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
Los principales ejes de esta línea de I+D 
están asociados a: 
- Estudio de modelos conceptuales 
 aplicados a la calidad de productos 
software. 
-  Estudio de normas de calidad 
aplicadas a productos software. 
- Estudio de estándares y metodologías 
aplicadas a la construcción de Modelos 
de Calidad de productos. 
- Construcción de modelos de calidad 
de productos software aplicables a 
diferentes ámbitos. 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
Los principales ejes de esta línea de I+D 
están asociados a: 
- Estudio de modelos conceptuales 
 aplicados a la calidad de productos 
software. 
-  Estudio de normas de calidad 
aplicadas a productos software 
- Estudio de estándares y metodologías 
aplicadas a la construcción de Modelos 
de Calidad de productos. 
- Construcción de modelos de calidad 





La línea de I+D presentada en este trabajo 
se está desarrollando tomando en cuenta 
los objetivos del Proyecto de I+D que la 
contiene.  
De manera específica para esta línea se 
obtuvieron hasta la fecha los siguientes 
resultados: 
 Caracterización del dominio y la 
problemática detectada, se indaga 
sobre los procesos en las APM 
respecto de las licitaciones en 
general y en particular las referidas 
a compras de software.  
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 Estudio de los modelos y normas 
de  calidad aplicados a productos 
de software. 
 Estudio de metodologías o 
métodos que guíen la construcción 
de modelos de calidad. 
 Seleccionar un Municipio en el 
cual llevar a cabo un estudio de 
caso o proyecto experimental para 
poder poner a prueba el modelo 
conceptual construido.  
Los resultados esperados son: 
 Concluir con la definición del 
modelo conceptual de calidad 
aplicado a productos software a 
través de la metodología y norma 
de calidad seleccionada. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
En esta línea de I+D el equipo de trabajo 
está conformado por 3 Docentes 
Investigadores, 2 Becarios de Grado y 4 
Tesistas de posgrado. 
 Tesistas de posgrados: 
 Ing. Silvana Armando 
 Ing. Julio Trasmontana 
 Ing. Claudio Carrizo 
 Ing. Javier Saldarini 
 Becarios de Grado: A designar en 
la convocatoria a becas 2018 de la 
Universidad Tecnológica  
Nacional 
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Las Smart Cities son ciudades que, por medio 
de las aplicaciones de la tecnología en sus 
diferentes ámbitos, se transforman en 
localidades más eficientes en el uso de sus 
recursos, ahorrando energía, mejorando los 
servicios entregados y promoviendo un 
desarrollo sustentable. 
Las tecnologías de la información y de la 
comunicación son el eje central de las 
mismas, por tal motivo deben ofrecer garantía 
de calidad.  
La calidad de software puede ser entendida 
como el grado con el cual el usuario percibe 
que el software satisface sus expectativas [1]. 
De esta definición se deduce que hay 
expectativas o deseos que él no percibe y que 
pueden acarrear un problema inusitado.  
En este artículo se presenta una línea de 
investigación basada en la creación de un 
modelo de calidad mixto, acompañado de 
métricas e indicadores, donde se determinan y 
evalúan las características más relevantes de 
dos agentes software importantes para la 
gestión de la movilidad y el buen 
funcionamiento del tráfico en una ciudad 
inteligente; proveyendo valores reales de 
cumplimiento de dichas características. 
Ambos software son responsables de la 
gestión de coordinación dinámica de flotas 
abiertas, específicamente bicicletas.  
Palabras Clave: Smart City, Movilidad, 
Coordinación Dinámica de Flotas Abiertas, 
Modelo de Calidad, ISO/IEC 25010, Métricas 
de Calidad. 
Contexto 
Esta propuesta está contextualizada en el 
trabajo colaborativo entre dos grupos de 
investigación: Los integrantes del Laboratorio 
de Calidad e Ingeniería de Software (LaCIS), 
Universidad Nacional de San Luis; y, por otra 
parte, el grupo de investigación interviniente, 
Inteligencia Artificial (GIA), de la 
Universidad Rey Juan Carlos de Madrid- 
España. 
El trabajo se realiza en la Universidad 
Nacional de San Luis, en el Laboratorio de 
Calidad e Ingeniería de Software (LaCIS), 
dentro del contexto del Proyecto de 
Investigación: Ingeniería de Software: 
Conceptos, Prácticas y Herramientas para el 
desarrollo de Software con Calidad – Facultad 
de Ciencias Físico-Matemáticas y Naturales, 
Universidad Nacional de San Luis. Proyecto 
Nº P-031516. Dicho proyecto es la 
continuación de diferentes proyectos de 
investigación a través de los cuales se ha 
logrado un importante vínculo con distintas 
universidades a nivel nacional e internacional. 
Además, se encuentra reconocido por el 
programa de Incentivos. 
 
Introducción 
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 El aumento de la densidad de la población, 
generado por el crecimiento poblacional, y la 
alta concentración de la población en centros 
urbanos es un hecho generalizado en el 
mundo. Esta dinámica, crea la necesidad de 
pensar, prioritariamente, en modelos de 
desarrollo que organicen los procesos dentro 
de las ciudades por medio de sistemas que 
promuevan el uso eficiente de los recursos y, 
además, potencialicen la actividad económica 
y promuevan el desarrollo social [2]. 
El concepto Smart City (ciudades 
inteligentes) nace como idea global de la 
gestión de los recursos de una ciudad 
dirigidos a mejorar la calidad de vida de los 
ciudadanos. También se puede describir como 
aquella ciudad que aplica las tecnologías de la 
información y de la comunicación (TIC) con 
el objetivo de proveerla de una infraestructura 
que garantice: 
 Un desarrollo sostenible. 
 Un incremento de la calidad de vida 
de los ciudadanos. 
 Una mayor eficacia de los recursos 
disponibles. 
 Una participación ciudadana activa. 
Por lo tanto, son ciudades que son sostenibles 
económica, social y medioambientalmente 
[3]. 
 
Para determinar si una ciudad es o no 
inteligente, generalmente, se toma como 
punto de partida un modelo en torno a seis 
características: Economía, Gestión de 
gobierno, Ciudadanía, Entorno, Calidad de 
vida y Movilidad. A partir de este modelo, se 
han desarrollado objetivos agrupados en una 
serie de servicios para los que se han descrito 
las principales tecnologías que disponemos en 
la actualidad. De esta forma, se obtuvo una 
serie de plataformas de servicios, que se 
deben integrar y conectar entre sí, facilitando 
que el ciudadano forme parte activa del 
proceso de gestión de su ciudad [4]. En otras 
palabras, se busca modernizar la gestión de 
las ciudades, fomentando una mayor 
interacción entre las instituciones, los 
ciudadanos y los sistemas informáticos [5]. 
 
Una Ciudad Inteligente utiliza TIC y otros 
medios para mejorar no solo la toma de 
decisiones, sino también la eficiencia de las 
operaciones, los servicios urbanos y su 
competitividad, a la vez que se garantiza la 
atención a las necesidades de las generaciones 
actuales y futuras en relación con los aspectos 
económicos, sociales y medioambientales [6]. 
A través de las TIC se integran las distintas 
áreas utilizando redes de comunicación de 
banda ancha, computación en la nube, 
dispositivos inteligentes móviles, programas 
de análisis y sensores. Este conjunto de 
recursos digitales capta datos generados por 
diferentes agentes (personas o dispositivos), 
procesa esos datos generando informaciones y 
permite construir y aplicar ese conocimiento 
para ofrecer mayor calidad de vida y 
beneficios a sus ciudadanos [7]. 
 
Si centramos el análisis solo en la movilidad, 
como uno de los factores importantes dentro 
de una Ciudad Inteligente, es imprescindible 
destacar que ante el reciente incremento de la 
preocupación por el medio ambiente y la 
mejora de la calidad de vida en el mundo 
entero, así como el interés de reducir factores 
que afectan al cambio climático, surge el uso 
de la bicicleta como una alternativa de bajo 
costo y no contaminante a los medios de 
transporte convencionales. Por lo tanto, poder 
garantizar que el uso de aplicaciones, para la 
gestión de flotas abiertas, específicamente 
bicicletas, sea aceptable; transforma la 
infraestructura tradicional de la ciudad en un 
ecosistema vivo y sostenible, brindando 
beneficios a las personas que viven y trabajan 
en ella. 
 
Las aplicaciones o productos de software, 
cuando son lanzados al mercado, se espera 
que tengan cierto grado de aceptación entre 
los usuarios finales. Ese grado va a depender 
de las características particulares que cada 
uno de ellos considere importante a la hora de 
evaluar. Desde el punto de vista de la 
Ingeniería de Software, la calidad es una de 
las principales características que tiene que 
tener una aplicación para ser exitosa. Resulta 
relevante para los desarrolladores de software 
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 poder medir la calidad o realizar pruebas de la 
misma a las aplicaciones construidas, siendo 
un requisito indispensable para poder medir, 
saber qué es lo que hay que medir y cómo. 
La calidad de software en el sentido más 
general se define como: “Proceso eficaz de 
software que se aplica de manera que crea un 
producto útil que proporciona valor medible a 
quienes lo producen y a quienes lo utilizan” 
[6, 7]. Es, también, una compleja 
combinación de factores, que varía entre 
diferentes aplicaciones. Autores como 
Pressman [8], McCall [9] y estándares como 
ISO 9126 [10], ISO 14598 [11], ISO 25000 
[12], entre otros, han tratado de determinar y 
categorizar los factores que afectan a la 
calidad del software. 
 
Se conoce como modelo de calidad a un 
conjunto de buenas prácticas para el ciclo de 
vida del software, enfocado en los procesos 
de gestión y desarrollo de proyectos [18]. 
A lo largo del tiempo se han desarrollado 
diferentes modelos para evaluar la calidad del 
software. Entre los modelos más conocidos 
pueden mencionarse el de McCall [9], Evans 
y Marciniak [13], FURPS [14], Piattini, 
García y Caballero [15], entre otros.  
 
Relacionado con la calidad del producto, 
recientemente ha aparecido la familia de 
normas ISO/IEC 25000. 
ISO/IEC 25000 constituye una serie de 
normas basadas en ISO/IEC 9126 y en 
ISO/IEC 14598 cuyo objetivo principal es 
guiar el desarrollo de los productos de 
software mediante la especificación de 
requisitos y evaluación de características de 
calidad [12]. 
 
El modelo de calidad representa la piedra 
angular en torno a la cual se establece el 
sistema para la evaluación de la calidad del 
producto. Cada modelo cuenta con 
características, subcaracterísticas y métricas 
asociadas. Las métricas son una medida 
cuantitativa del grado en que un sistema, 
componente o proceso posee un atributo dado 
[19]. Los indicadores, por su parte, son 
métricas o combinación de métricas que 
proporcionan una visión profunda, del 
proceso, del proyecto o del producto software 
[20]. Las métricas e indicadores son activos 
claves de una organización que proveen datos 
e información útiles para los procesos de 
análisis [16]. A su vez, también, son un buen 
medio para entender, monitorizar, controlar, 
predecir y probar el desarrollo del software y 
los proyectos de mantenimiento [17]. 
El modelo de calidad del producto, definido 
por la ISO/IEC 25010 se encuentra 
compuesto por ocho características: 
Adecuación Funcional, Eficiencia de 
desempeño, Compatibilidad, Usabilidad, 
Fiabilidad, Seguridad, Mantenibilidad y 
Portabilidad. 
 
Líneas de Investigación y Desarrollo 
e Innovación 
La investigación parte de la identificación del 
problema principal en el contexto definido. 
Una vez descripto el problema a solucionar se 
procedió a realizar un análisis, estudio y 
discusión de modelos de evaluación de 
calidad, estándares y metodologías a fin de 
que dicho modelo contemple la totalidad de 
las características a validar en los productos 
software intervinientes. Teniendo en cuenta el 
tipo de software (aplicación móvil, página 
web, aplicación web, API, etc.) y el rango del 
mercado al que se apunta. 
En base a todo lo que se expresó 
anteriormente, se hizo la definición de un 
modelo de calidad mixto, contextualizado y 
adaptado, para medir y evaluar la calidad de 
EcoBike [21a] y BikeManager [21b] que son 
dos productos software responsables de la 
gestión de la movilidad, y por ende del 
tráfico, en una ciudad inteligente 
(específicamente Madrid). El modelo de 
calidad mencionado se denomina mixto 
porque, si bien tiene como base principal el 
Modelo ISO/IEC 25010, también se utilizaron 
indicadores o métricas del Modelo de 
Pressman, y algunas propias del dominio del 
problema.  
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 Actualmente se está trabajando en el 
refinamiento de las métricas e indicadores de 
calidad para saber específicamente “qué” y 
“cómo” medir. Sin perder de vista que el uso 
de este modelo debe conducir a un conjunto 
de cambios en diversas partes del software 
para producir un notable aumento de su 
calidad. 
 
Resultados obtenidos y Objetivos 
La importancia, analizada como impacto 
social y económico, subyace quizás desde el 
punto de vista de la carencia. Desde nuestros 
entornos cotidianos el uso de sistemas 
informáticos genera implícitamente un 
sentido de confianza por un lado y 
automatización por otro. En primer término, 
confianza porque es recurrente revelar datos 
personales frente a cualquier aplicación que lo 
demande, sin conocer aún la procedencia o la 
garantía de seguridad que nos provee, por lo 
que confiamos a ciegas en que los 
desarrolladores de tal producto tienen en 
cuenta normas y estándares de calidad 
mínimos, sin conocer fehacientemente si es 
así. Cada descuido que el usuario se permite 
es lo que lleva al éxito de las grandes 
intrusiones, estafas y fraudes virtuales. Pero 
también, en segundo término, la 
automatización de uso tiene que ver con la 
rapidez con la que nos acostumbramos al 
manejo de una aplicación sin importar su 
dificultad. Hemos desarrollado un grado de 
inteligencia que nos lleva a interactuar de 
forma automática, desestimando si hay falta 
de coherencia o de sentido común en el uso o 
en la interfaz de la misma. 
El modelo que se propone, intenta determinar 
el impacto de las deficiencias en un agente 
software dirigido a la gestión de la movilidad 
en ciudades inteligentes, teniendo como base 
la ciudad de Madrid. En relación a esto, se 
propondrán algunos elementos de solución 
que ayuden a crear un pensamiento consciente 
en las personas/usuarios.  
Los sistemas evaluados (EcoBike [21a] y 
BikeManager [21b]) constan, principalmente, 
de una aplicación web junto con un API 
REST y una aplicación móvil (Android) 
conectadas a un servidor común. Estas 
herramientas, en su conjunto permitirán 
simular el comportamiento de un sistema de 
alquiler de bicicletas en tiempo real. 
El principal objetivo, por lo tanto, es 
contribuir a la mejora en la interacción entre 
los ciudadanos y los agentes software en una 
ciudad inteligente. 
Se parte de los desarrollos realizados por 
grupos de investigación de la Universidad 
Rey Juan Carlos de Madrid y se tiene como 
objetivos fundamentales: 
 Desarrollar la definición y validación de 
un modelo de calidad mixto para evaluar 
software de gestión de flotas de bicicletas 
en ciudades inteligentes. Partiendo del 
proyecto Coordinación Dinámica de 
Flotas Abiertas en Entornos Urbanos 
(Intelligent System for integrated and 
sustainable management of URban Fleets 
- SURF) [21]. 
 Proveer una base de información, a partir 
de las definiciones, mediciones y 
evaluaciones logradas, para automatizar la 
medición en tiempo real a través de un 
sistema informático. 
 Brindar satisfacción a usuarios actuales, y 
generar atracción a nuevos usuarios a 
través de: 
o Protección y seguridad. 
o Adaptación y personalización. 
o Mejoras en usabilidad, 
rendimiento, eficiencia. 
Los objetivos que se esperan alcanzar a largo 
plazo son los siguientes: 
 Incremento de la productividad y 
satisfacción al trabajo de los profesionales 
afines al desarrollo de software. 
 Mejora en la planeación eficaz de los 
agentes software. 
 El acercamiento a cero defectos. 
Finalmente, servirá para concientizar sobre la 
importancia de la calidad en la creación, 
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 desarrollo y uso del software. Estando 
convencidos de que las mejoras propuestas 
permitirán un crecimiento sustancial en la 
vida cotidiana de una ciudad inteligente. 
 
Formación de Recursos Humanos 
Bajo esta línea, el grupo de investigación 
presentó un proyecto. Una Convocatoria 
Internacional de “Incorporación de 
investigadores Iberoamericanos” dentro del 
marco del Campus de Excelencia 
Internacional “Energía Inteligente” Programa 
CEISEP II. Convocatoria lanzada por la 
Universidad Rey Juan Carlos y la Universidad 
de Alcalá. Además, conjuntamente, se están 
desarrollando dos tesis de Maestría en 
Calidad de Software. 
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Intelligent Information Technologies 
(CETINIA). Se analizan específicamente 
2 (dos) proyectos: 
a) Ecobike Solutions: Gómez Pérez, Manuel 
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|Ingeniería de software para sistemas embebidos, requisitos en PYMEs y 
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Esta línea de investigación aborda 
temas de ingeniería del software en 
sistemas tradicionales y su traslado a 
sistemas embebidos. Se espera la 
aplicación de la tecnología de desarrollo 
software en sistemas embebidos para el 
ámbito regional orientado a las entidades 
de ciencia y tecnología. En este sentido se 
está trabajando, por un lado, la 
construcción de un modelo de 
procedimientos para la gestión de 
requerimientos en entidades agrícolas con 
una cultura organizacional jerárquica, 
específicamente las entidades yerbateras 
del nordeste argentino. Y por otro lado en 
el desarrollo de sistemas embebidos de 
riego. 
Finalmente se está trabajando en el 
desarrollo de procedimientos para la 
formalización del testing continuo en la 
disciplina de entrega continua lo cual 
facilitará los ensayos en los desarrollos 
ágiles. 
 
Palabras clave: Ingeniería de software, 
requisitos, entrega continua, sistemas 
embebidos, riego 
Contexto 
La línea de Investigación y Desarrollo 
presentada en este trabajo corresponde al 
proyecto PI-F17-2017 “Análisis e 
implementación de tecnologías emergentes 
en sistemas computacionales de aplicación 
regional.”, acreditado por la Secretaría de 
Ciencia y Técnica de la Universidad 
Nacional del Nordeste (UNNE) para el 
periodo 2018-2021. 
Asimismo, parte de la línea de 
investigación es realizada en el marco de la 
tesis de los maestrandos Sergio Fabián 
Vier y Rodrigo Pereyra Coimbra 
pertenecientes a la Maestría de 





Ingeniería de software para sistemas 
embebidos 
Un sistema embebido es aquel sistema 
basado por lo general en un 
microprocesador, sensores y actuadores 
diseñado para realizar funciones dedicadas 
[1]. Y han cobrado gran importancia desde 
el punto de vista de los sistemas de 
información con el uso de plataformas tipo 
Arduino para el desarrollo rápido de 
prototipos [2]. 
En este sentido, el foco del grupo de 
investigación estará puesto en el desarrollo 
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de soluciones para entidades regionales, en 
particular para la agricultura y los grupos 
de investigación de la universidad. La 
actividad agrícola es una de las principales 
fuentes de producción de alimentos en el 
ámbito mundial. Las nuevas tecnologías de 
la computación y la comunicación ofrecen 
soluciones que pueden adaptarse a las 
necesidades de la agricultura para una 
producción más eficiente en el uso de 
recursos y por lo tanto más sustentable 
económica, ambiental y socialmente. Entre 
ellas se encuentran los desarrollos 
relacionados con la automatización del 
riego. Desde hace varios años se han 
implementado sistemas de riego que 
permiten un uso más racional del agua con 
niveles de desarrollo óptimos, en los 
cultivos donde se implementen 
[3][4][5][6][7]. Para los diferentes cultivos 
existen requerimientos particulares con los 
que lograr un óptimo desarrollo y 
productividad. Cada fase del desarrollo del 
cultivo requiere un mínimo de 
acumulación de temperatura, así como 
necesidades hídricas y nutricionales que 
varían a lo largo de cada fase. Esto hace 
indispensable tener un control asistido de 
estos parámetros [8]. Asimismo, el 
Instituto Nacional de Tecnología 
Agropecuaria (INTA) desarrolla diferentes 
líneas de investigación para mejorar el 
desarrollo de los cultivos [9]. Y una de sus 
necesidades es asegurar el control de las 
variables ambientales en los laboratorios e 
invernáculos. Por lo tanto, la inclusión de 
los sistemas de riego automatizados 
permite el uso eficiente del agua, es capaz 
de mejorar el rendimiento de los cultivos y 
es un insumo para el desarrollo de 
actividades de investigación agropecuaria. 
Ahora bien, los esquemas de riego 
estáticos tradicionales no se ajustan 
adecuadamente a las necesidades hídricas 
de los cultivos en producción o de los 
ensayos en el ámbito de investigación [10]. 
El cambio en las temperaturas y las 
precipitaciones durante el día requieren, 
por lo tanto, un manejo hídrico no lineal. 
De la misma manera, el desarrollo de 
tecnologías sustitutas en los laboratorios de 
investigación son una práctica corrientes 
en los países en vías de desarrollo, por su 
alto costo y las barreras de mantenimiento 
[11][12]; esto especialmente en el interior 
del país. Asimismo, permite la 
personalización del equipamiento y la 
inclusión tecnologías como el diseño 3D 
[13] o los sistemas embebidos para la 
monitorización y el control de los procesos 
del laboratorio [14]. 
 
Ingeniería de Software para Requisitos y 
Entrega Continua 
Tal y como lo describe la segunda ley 
de Lehman [15], el software necesita ser 
cada vez más complejo para satisfacer las 
necesidades de los usuarios. Esto, sumado 
a la importancia de detectar errores en la 
etapa de captura de requerimientos por sus 
costos [16], hace a la validación de los 
requerimientos una etapa crítica en el 
desarrollo de las aplicaciones [17]. 
A su vez, la mayoría de las Empresas 
Yerbateras que se encuentran en la 
provincia de Misiones tienen una 
estructura jerárquica tradicional, donde se 
identifican necesidades para gestión y 
seguimiento de tareas relacionadas a la 
Ingeniería de Software [18]. Estas 
empresas en su mayoría cuentan con un 
directorio que toma las decisiones, el cual 
conoce el negocio, pero no cuenta con el 
tiempo o la heurística suficientes para 
manifestar sus necesidades.  
En este sentido, los desarrollos de 
metodologías ágiles representan un avance 
en la manera de construir sistemas; usando 
métodos, como, por ejemplo: el 
prototipado, las historias de usuario y los 
casos de uso. Esto hace posible la entrega 
temprana de valor, la respuesta rápida a los 
cambios y la colaboración constante del 
equipo de trabajo con los clientes [19][20]. 
Entonces, haciendo foco en la gestión 
de los requerimientos, es posible adaptar 
técnicas ágiles las cuales tendrán un fuerte 
impacto positivo [21][22], especialmente 
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en PYMEs con problemas al momento de 
la gestión de sus requerimientos. 
Las herramientas y prácticas genéricas 
deben ser seleccionadas y adaptadas para 
la empresa, tamaño y dominio específico. 
Y así, reducir los problemas causados por 
el no alineamiento tales como requisitos 
implementados incorrectamente, retrasos y 
esfuerzos desperdiciados [25]. 
El Sistema de Información Universitaria 
(SIU) [26] inicia en 1996 desarrollando 
sistemas informáticos para la gestión de 
diversas áreas en instituciones que 
componen el sistema universitario 
nacional. El SIU cuenta con 54 proyectos 
de software activos [27]. Uno de los 
proyectos recientes y actualmente en 
desarrollo es el SIU-Araí [28]. Se trata de 
una plataforma integradora de servicios, 
donde cada uno de los sistemas 
desarrollados por el SIU es considerado un 
módulo. De esta forma, la plataforma SIU-
Araí es concebida como un componente 
central en las soluciones que proporciona 
el SIU hacia las instituciones del sistema 
universitario argentino. 
A la par, la industria del software está 
moviéndose hacia la adopción de un 
paradigma en el cual la funcionalidad del 
software está en continua evolución [29]. 
Y el SIU busca llevar adelante el desarrollo 
de las soluciones software con un enfoque 
evolutivo. 
Esto es cubierto por el enfoque de la 
ingeniería del software conocido como 
Entrega Continua de Software, en inglés 
Continuous Delivery (CD). Este es un 
enfoque en el cual los equipos mantienen 
la producción de software en ciclos cortos 
de tiempo, asegurando que el producto 
pueda ser lanzado de manera fiable en 
cualquier momento [30]. El objetivo es 
poder lanzar a producción un producto 
software libre de defectos “con solo 
apretar un botón” [31]. 
Uno de los principales desafíos  de este 
enfoque es la calidad del producto software 
resultante. Ésta puede disminuir, dado que, 
al realizarse los despliegues del sistema 
con mayor frecuencia, aparecen más 
defectos en el producto. Por tanto, es 
esencial desarrollar un enfoque de 
priorización de los diferentes aspectos en 
la calidad del producto software, teniendo 
en cuenta la forma de trabajo actual de las 
empresas de desarrollo software. 
Líneas de investigación y 
desarrollo 
En la línea de Ingeniería de Software para 
Sistemas Embebidos se propone:  
 Desarrollar soluciones de sistemas 
embebidos con microcontroladores que 
soluciones problemas regionales y 
apoyen a los grupos de investigación 
locales. 
 
En la línea de Ingeniería de Software para 
los Requisitos y la Entrega Continua:  
 Desarrollar un modelo de 
procedimientos para la gestión de 
requerimientos en PYMEs yerbateras a 
partir de técnicas ágiles. 
 Diseñar un modelo de pruebas de 
software mediante la combinación de 
las técnicas existentes para su uso en el 
SIU. 
 Desarrollar una herramienta que permita 
la ejecución de pruebas de manera 
continua basadas en el modelo 
diseñado. 
Resultados obtenidos 
El grupo de investigación es de reciente 
formación, por lo cual los resultados son 
preliminares y, en parte, se enumeran 
antecedentes llevados adelante en el marco 
de otros grupos de trabajo. A continuación 
se indican: 
En la línea de Ingeniería de Software para 
Sistemas Embebidos: 
 Se realizaron dos presentaciones a 
congresos especificando el desarrollo de 
un Planificador  Embebido para la 
Gestión de Riego Automatizado 
(PEGRA). En el primer artículo se 
describe el diseño y la construcción del 
prototipo [32]. En el segundo artículo se 
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detalla el diseño con componentes de 
uso específico y mejoras al diseño [33]. 
En la línea de Ingeniería de Software para 
la Entrega Continua: 
 En [32] se realizó una revisión 
sistemática de la literatura. En ella, se 
buscaron propuestas, técnicas, enfoques, 
métodos, herramientas y otro tipo de 
soluciones para afrontar los problemas 
de pruebas en entornos de desarrollo 
continuo. También se validó que las 
pruebas continuas son un elemento 
faltante en la entrega continua, y se 
analizaron las diferentes definiciones de 
la misma y los diferentes niveles y 
etapas de pruebas. Por último, se 
detectaron nuevos problemas aún no 
resueltos relacionados a las pruebas 
continuas. 
 En [33] se llevó a cabo una revisión 
sistemática con el objetivo de 
identificar, analizar y sintetizar las 
técnicas, herramientas y desafíos 
encontrados en la literatura sobre 
pruebas de compatibilidad web. Los 
resultados indicaron que la técnica de 
prueba más elegida es el análisis visual. 
Asimismo, el principal desafío 
detectado es la detección de elementos 
variables. 
Formación de recursos humanos 
En el Grupo de Investigación en 
Innovación en Software y Sistemas 
Computacionales (GIISSC) están 
involucrados 4 docentes investigadores, 1 
becario de investigación de pregrado, 1 
tesista de doctorado y 3 tesistas de 
maestría. Cinco alumnos de la carrera están 
realizando sus proyectos finales vinculado 
a estos temas. 
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Desarrollar productos Web para satisfacer las 
necesidades y preferencias de grupos de usuario 
de interés, requiere no sólo considerar los 
aportes de todas las áreas comprometidas con el 
lado humano de la Web, tales como Usabilidad, 
Accesibilidad Web y Diseño Centrado en el 
Usuario (DCU), sino también, trabajar estos 
aportes de manera conjunta dentro de un 
enfoque integrador que permita reforzar y 
potenciar las fortalezas, minimizando las 
debilidades. 
El Proyecto de Investigación (PI) que se 
presenta en este trabajo, estuvo dirigido a 
desarrollar productos Web que atiendan las 
expectativas y necesidades de grupos de 
usuarios de interés, proponiendo, aplicando y 
validando un enfoque integrador de técnicas y 
herramientas conceptuales y prácticas basadas 
en la eXperiencia de Usuario (UX), a los efectos 
de: (i) satisfacer a usuarios adultos mayores; (ii) 
incluir aportes de las áreas vinculadas al lado 
humano de la Web para contribuir al desarrollo 
de productos enfocados en mejorar la UX; y (iii) 
considerar la UX en el desarrollo Web móvil. 
Palabras clave: Enfoque Integrador | 
Experiencia de Usuario (UX) | Diseño y 
Evaluación | Usabilidad | Accesibilidad Web | 
Grupos de Usuarios Adultos Mayores. 
CONTEXTO 
El Grupo de Investigación y Formación en 
Ingeniería de Software (GIFIS) perteneciente al 
Instituto de Tecnología Aplicada (ITA), 
Universidad Nacional de la Patagonia Austral 
(UNPA), Unidad Académica Caleta Olivia 
(UACO), ha finalizado la ejecución del 
Proyecto de Investigación (PI) Nº 29/B194, 
Período: 2016-2018, Denominado: “Un Enfoque 
Integrador para Diseñar y Evaluar Interfaces 
de Usuario Web”, dirigido por la Dra. Adriana 
Martín y codirigido por la Mg. Gabriela Gaetán. 
Para desarrollar la problemática propuesta por 
este PI, GIFIS cuenta con sólidos antecedentes y 
experiencia recabada desde 2010 a través de la 
ejecución de los siguientes Proyectos de 
Investigación: PI Nº 29/B167, Período: 2014-
2016, Denominado: “Identificación, Desarrollo 
y Uso de Soluciones Web Centradas en el 
Usuario” y, PI Nº 29/B144, Período: 2012-
2014, Denominado: “Diseño y Evaluación de 
Portales Web”. 
En este contexto, y para alcanzar la concreción 
del PI Nº 29/B194, hemos dirigido nuestros 
esfuerzos en proponer un enfoque que, 
integrando herramientas conceptuales y 
prácticas en un ciclo de diseño y evaluación de 
interfaces para productos Web, que permita 
considerar y mejorar la experiencia de grupos de 
usuarios adultos mayores. En el transcurso de la 
ejecución del PI, incorporamos al objetivo 
inicial la problemática de diseñar con UX para 
móviles, debido a que las personas 
experimentan día a día la necesidad de 
interactuar con todas sus aplicaciones a través 
de sus múltiples dispositivos. Es importante 
destacar, que los resultados alcanzados por el PI 
Nº 29/B194, Período: 2016-2018, ya se están 
aplicando en el nuevo PI Nº 29/B222, Período: 
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2018-2020, Denominado: “Diseño y Evaluación 
de Experiencia de Usuario para Multi-
Dispositivos”, dirigido por la Dra. Adriana 
Martín y codirigido por la Mg. Gabriela Gaetán. 
1. INTRODUCCIÓN 
Es muy difícil imaginar un escenario donde la 
interacción dentro de las sociedades se lleve a 
cabo sin la intervención de la Web. La Web se 
ha convertido en el instrumento preferido y 
adoptado no sólo por la mayoría de las personas, 
sino que también por las organizaciones 
públicas y privadas, sin fines de lucro y de 
negocio. Esto es debido a que la Web constituye 
una herramienta muy poderosa a la hora de 
acercar sitios y aplicaciones destinados a 
proveer información, comunicación, productos 
y servicios a los ciudadanos. Sin embargo, aún 
no se ha tomado completa conciencia del rol 
que juegan las personas destinatarias de esta 
vertiginosa evolución tecnológica: las 
preferencias de los verdaderos usuarios de los 
sitios y aplicaciones desplegados en la Web. 
Numerosas áreas del conocimiento aportan 
propuestas y herramientas para mejorar el 
tratamiento de las necesidades de los usuarios, 
tales como: Diseño Centrado en el Usuario 
(“User-Centered Design”), Interacción Hombre-
Computadora (“Human-Computer Interaction”), 
Estrategias de Contenido Web (“Content 
Strategy”), Usabilidad y Accesibilidad Web, 
entre otras.  
Particularmente, en los últimos años y 
relacionado con esta necesidad de identificar 
más completamente a los usuarios Web para 
poder reconocer sus expectativas respecto a un 
producto desarrollado para la Web, el término 
“experiencia de usuario” (UX: User 
eXperience), ha cobrado protagonismo en los 
ámbitos de investigación y de los negocios. El 
término UX evoca un espectro mucho más 
amplio para atender a la diversidad humana, que 
el propuesto por las áreas del conocimiento 
antes mencionadas desde sus nichos de trabajo y 
aportes focalizados. 
Diseñar para la experiencia del usuario, implica 
interacción social y cultural, diseño con valor 
sensitivo e impacto emocional, es decir, cómo la 
experiencia de acceso e interacción con el 
producto Web incluye alegría, comunicación 
emocional, impresión senso-perceptivas en el 
uso, etc., lo que se denomina en el diseño de 
interfaces de usuario “look and feel”. 
Desde el Grupo de Investigación y Formación 
en Ingeniería de Software (GIFIS), se viene 
trabajando fuertemente en esta problemática 
desde 2012 y particularmente en los dos últimos 
años este trabajo ha permitido identificar 
valiosos aportes y recursos en el área, tales 
como [1][2][3][4][5][6][7][8], entre muchos 
otros. 
La experiencia recabada durante varios años de 
investigación, permiten aseverar, que cuando se 
trata de mejorar la UX en la Web, no sólo la 
Usabilidad es un componente clave, sino que 
también lo son otros factores de calidad, tales 
como la Accesibilidad Web, que es un recurso 
indispensable para aspirar a alcanzar una justa 
consideración de la diversidad de las personas 
destinatarias (usuarios Web), sus necesidades y 
características distintivas y diferentes. Con esta 
motivación, PI Nº 29/B194 se definieron los 
siguientes Objetivos: 
Objetivo Direccional: “Desarrollar productos 
Web aplicando un enfoque integrador de 
técnicas y herramientas basadas en la 
experiencia del usuario (UX), que satisfaga 
expectativas y necesidades de perfiles de 
usuarios de interés.” 
Objetivos Operacionales: 
OO.1 Explorar requerimientos de información, 
comunicación y servicios de los usuarios 
pertenecientes al perfil de interés. 
OO.2 Explorar necesidades de Usabilidad, 
Accesibilidad e interacción de los usuarios 
pertenecientes al grupo de interés. 
OO.3 Seleccionar, extender y/o proponer 
técnicas y herramientas para satisfacer los 
requerimientos y necesidades de 1. y 2. 
OO.4 Proponer enfoque integrador de las 
técnicas y herramientas de 3. que mejore la 
experiencia de los usuarios (UX) pertenecientes 
al grupo de interés. 
OO.5 Aplicar el enfoque integrador propuesto 
en 4. en el desarrollo de productos Web que 
satisfagan expectativas y necesidades de los 
grupos de usuarios de interés. 
OO.6 Validar los productos Web de 5. con los 
usuarios pertenecientes al grupo de interés. 
Los integrantes de GIFIS han estado durante 
años participando activamente en el dictado de 
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cursos de capacitación a la población de los 
Adultos Mayores. La valiosa experiencia 
recabada en la identificación de las preferencias 
y necesidades de esta porción poblacional 
creciente, han sido un factor determinante para 
enfocar particularmente los esfuerzos en este 
grupo de usuarios de interés. 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
El Proyecto de Investigación (PI) Nº 29/B194, 
Período: 2016-2018, denominado “Un Enfoque 
Integrador para Diseñar y Evaluar Interfaces 
de Usuario Web”, ejecutó un Plan de 
Actividades compuesto por 3 Líneas de 
Investigación, las cuales comparten como hilo 
conductor los Objetivos Operacionales: 
LI.1: Usuarios Adultos Mayores 
Desde 2013, GIFIS ha estado vinculado al 
dictado de los Cursos de Computación en el 
marco del Convenio UPAMI (UNPA-PAMI). Y 
a partir de 2016, está a cargo de la Elaboración 
de la Propuesta y Dictado de Cursos de 
Computación a nuestros Abuelos de la región. 
Este espacio de intercambio e interacción ofrece 
el marco adecuado para ejecutar la LI.1. 
Actividades de la LI.1: 
A1.1 Definir un marco de experimentación para 
el análisis de las necesidades de usuarios adultos 
mayores. 
A1.2 Evaluar la aplicabilidad de técnicas y 
herramientas que permitan satisfacer 
necesidades de usuario adultos mayores. 
A1.3 Desarrollar y validar productos Web 
dirigidos a satisfacer necesidades de usuarios 
adultos mayores. 
LI.2 Experiencia de Usuario (UX) 
Entre 2013-2015, GIFIS ha estado trabajando en 
la identificación de problemas en los sitios Web 
Universitarios para los usuarios ciegos y en la 
aplicación de patrones de accesibilidad para 
asistir a la solución de estos problemas. A partir 
de 2016, se han recibido pedidos de desarrollo 
de productos Web que satisfagan las 
necesidades de los usuarios pertenecientes a 
comunidades específicas. La necesidad de 
satisfacer las necesidades de los usuarios 
pertenecientes a dominios específicos de interés, 
ofrece el marco adecuado para ejecutar la LI.2. 
Actividades de la LI.2: 
A2.1 Definir un enfoque UX que considere 
propiedades de Accesibilidad. 
A2.2 Desarrollar un producto Web que aplique 
el enfoque UX propuesto. 
A2.3 Validar el producto Web considerando las 
necesidades de un grupo de usuarios de interés. 
LI.3 Web Móvil 
Desde 2016, y a los efectos de explorar las 
tendencias en el desarrollo de productos Web 
móviles (tablets, celulares, etc.) para diferentes 
grupos de usuarios de interés, considerando la 
UX, GIFIS ha decidido llevar a cabo la LI.3. 
Actividades de la LI.3 
A3.1 Identificar técnicas y herramientas para la 
Web móvil. 
A3.2 Analizar las necesidades de grupos de 
usuarios de interés. 
A3.3 Proponer un enfoque UX para desarrollo 
Web móvil que incluya la participación de los 
usuarios.  
3. RESULTADOS OBTENIDOS/ 
ESPERADOS 
En lo que se refiere a resultados obtenidos, 
GIFIS viene trabajando desde 2012 en el área 
del conocimiento relacionada con la 
problemática abordada por el presente PI, 
correspondiendo al período 2016-2018, la 
siguiente producción [9][10][11][12][13][14] 
[15][16][17].  
3.1. Resultados Esperados 
Alineado a los objetivos (presentados en la 
Sección 1.), los objetivos fijados para el 
presente PI, fueron los siguientes: 
1. Desarrollar prototipos/ productos Web que 
satisfagan necesidades de grupos de usuarios 
de interés. 
2. Aplicar un enfoque UX integrador al 
desarrollo de los productos Web en 1. 
3. Interactuar con los grupos de usuarios de 
interés que permitan reforzar la validación 
de los prototipos/ productos Web 
desarrollados. 
3.2. Resultados Obtenidos 
En la línea de investigación orientada a 
Usuarios Adultos Mayores, se trabajó 
fuertemente con este grupo de usuarios de 
interés en la identificación de necesidades y 
preferencias que mejoren el acceso e interacción 
con la Web [12][14]; y en particular, durante los 
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últimos meses de 2017, los esfuerzos estuvieron 
enfocados en mejorar la UX con las redes 
sociales y desde dispositivos móviles del tipo 
tablets [16][17]. Esta línea de investigación, 
contó con el soporte que ofrece el dictado anual 
de cursos y talleres de extensión (a cargo de 
integrantes de GIFIS), destinados a la población 
Adulta Mayor de la región. Las líneas LI.1 
Adultos Mayores, LI.2 Experiencia de Usuario 
(UX) y LI.3 Web Móvil, se enriquecieron 
mutuamente con el trabajo desarrollado, ya que 
se revisaron y aplicaron herramientas 
conceptuales y prácticas en el diseño y rediseño 
de productos Web que permitieron desde 
identificar una estrategia completa de 
contenidos para mejorar la forma de 
comunicación de un sitio con sus visitantes 
hasta definir los componentes necesarios para 
definir un enfoque de diseño UX que contemple 
las necesidades y preferencias de grupos de 
usuarios de interés desde dispositivos móviles 
[10][13][16][17].    
Otros resultados a destacar consisten en la 
generación de proyectos de extensión y 
vinculación para llegar a la comunidad regional: 
§ Proyecto de Extensión y Vinculación 
(PEyV) “Mejoras en la Accesibilidad Web 
de un Portal Universitario: Evaluación con 
Usuarios Ciegos”. En este PEyV participan 
alumnos de grado y postgrado. 
§ Proyecto de Extensión “Abuelos 2.0: Taller 
de Redes Sociales para Adultos Mayores” 
Los integrantes del GIFIS también participaron 
con ponencias en los siguientes eventos locales, 
nacionales e internacionales: 
§ XIV Semana de la Ciencia, la Tecnología y 
el Arte Científico1: charla “Principios 
Básicos de Internet para Adultos Mayores” 
y taller “Evaluación de la Experiencia de 
Usuarios en la Web”, ambas actividades 
abiertas a la comunidad en general. 
§ XVIII y XIX WICC, se presentaron los 
artículos [9][15] y se realizaron las 
ponencias con sus respectivos posters.  
§ 4º EIPA, se presentaron los artículos 
[11][12][13] y se realizaron las ponencias 
con sus respectivos posters. 
                                                      
1< http://www.semanadelaciencia.mincyt.gob.ar/> 
§ INCISCOS 2016, en esta conferencia 
internacional se presentó el artículo [10] y se 
viajó a Ecuador a exponerlo.  
§ CONAIISI 2017, en este congreso nacional 
se presentó el artículo [16] y se viajó a 
exponerlo.   
4. FORMACIÓN DE RECURSOS 
HUMANOS 
Es importante señalar que GIFIS está enfocado 
en brindar el marco adecuado para que cada 
integrante alcance sus objetivos particulares de 
investigación y formación al contribuir con el 
objetivo del PI en curso. 
El PI cuenta con 4 integrantes alumnas de 
posgrado, las cuales están cursando la Maestría 
en Informática y Sistemas (MIS-UNPA). 
Durante 2017, estas alumnas tuvieron los 
siguientes avances: 
§ 1 alumna estuvo trabajando en la escritura 
de su Tesis de la MIS-UNPA.  
§ 1 alumna terminó su estudio preliminar del 
estado-del-arte con un artículo ICT-UNPA 
aprobado; también completo una beca de 
“Iniciación a la Investigación para Alumnos 
de Postgrado UNPA”, la cual tuvo como 
producción la entrega a revisión de otro 
artículo ICT-UNPA; además, presentó un 
artículo con su propuesta de Tesis en el 
CONAIISI 2017 y viajó a exponer este 
trabajo de investigación; y durante 2018, se 
abocará a escribir su tesis de la MIS-UNPA. 
§ 2 alumnas comenzaron sus Tutorías de la 
MIS-UNPA. 
También el PI cuenta con 2 alumnos de grado, 
los cuales, durante 2017, desarrollaron las 
siguientes becas, destinadas a sus respectivas 
formaciones como investigadores:  
§ 1 alumno de la carrera Ingeniería en 
Sistemas UNPA estuvo trabajando en su 
beca de “Estímulo a las Vocaciones 
Científicas (EVC-CIN).” 
§ 1 alumno de la carrera Analista de Sistemas 
UNPA estuvo trabajando en su beca de 
“Iniciación a la Investigación para Alumnos 
de Grado y Pregrado UNPA.” 
5. AGRADECIMIENTOS 
A la UNPA por el soporte al Proyecto de 
Investigación (PI) Nº: 29/B194, Período: 2016-
2018, Denominado: “Un Enfoque Integrador 
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para Diseñar y Evaluar Interfaces de Usuario 
Web”. 
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Esta línea de investigación aborda temas 
de ingeniería del software en sistemas 
tradicionales y su traslado a sistemas 
críticos con aplicación en el sistema 
ferroviario argentino. El propósito de esta 
línea de trabajo es desarrollar los sistemas 
de gestión para el desarrollo de proyectos 
software ferroviarios de acuerdo con la 
normativa europea EN 50128 y la 
construcción del ecosistema de 
herramientas que lo instrumenten. Esta 
nornativa describe un conjunto de buenas 
prácticas y técnicas opcionales que serán 
tenidas en cuenta a lo largo del desarrollo 
software. Debido a ello es necesario 
analizar las posibles implementaciones de 
estas buenas prácticas para que sea 
conforme la normativa. Finalmente, la línea 
de trabajo plantea la posibilidad de trasladar 
los resultados a proyectos específicos en 
conjunto con la Autoridad Ferroviaria 
Nacional.  
 
Palabras clave: Ingeniería de software, 
sistemas críticos, EN 50128, desarrollo de 
procesos. 
Contexto 
La línea de Investigación y Desarrollo 
presentada en este trabajo corresponde al 
proyecto PI-F17-2017 “Análisis e 
implementación de tecnologías emergentes 
en sistemas computacionales de aplicación 
regional.”, acreditado por la Secretaría de 
Ciencia y Técnica de la Universidad 
Nacional del Nordeste (UNNE) para el 
periodo 2018-2021. 
Asimismo, parte de la línea de 
investigación es realizada es desarrollada en 
el marco de la tesis del maestrando Cristian 
Pinto Luft perteneciente a la Maestría de 
Tecnologías de la Información Rs. 764/14 
CS UNNE. 
Introducción 
El sistema público ferroviario argentino 
se encuentra centralizado, y aunque se 
percibe como poco importante constituye 
un eslabón fundamental para la industria. 
En Argentina cada día tres millones de 
personas viajan en tren o subte y el 10% del 
PBI se moviliza por ferrocarril [1]. Sin 
embargo, todos los sistemas electrónicos 
para la seguridad vial de trenes y subtes son 
importados y muy caros. Por ejemplo, un 
sistema de barrera automático cuesta hasta 
200.000 dólares y un sistema de control de 
velocidad más de 100.000 dólares. Así, en 
muchos trenes, no hay sistemas de 
seguridad para pasajeros, conductores, 
peatones y automovilistas y en otros, se 
siguen usando tecnologías de hace más de 
50 años, que en los países con alto 
desarrollo tecnológico han sido 
reemplazadas hace mucho tiempo [2]. Esta 
situación ha favorecido que ocurran 
terribles accidentes [3] y ha urgido al 
Estado a adquirir en el exterior trenes y 
sistemas de seguridad ferroviaria, lo que 
implica enormes gastos en dólares y 
depender de tecnología extranjera [4][5][6] 
. Pero en la mayoría de los casos los 
accidentes se podrían haber evitado 
mediante el uso de sistemas electrónicos 
apropiados, que hoy en día son habituales 
en países con alto desarrollo tecnológico. 
Sin embargo, como se mencionó 
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anteriormente, en la actualidad estos 
sistemas no se desarrollan en la Argentina. 
Existen, sin embargo proyectos de 
investigación y de extensión que se 
encuentran actualmente trabajando en ello. 
Un ejemplo de ello es el Proyecto 
Desarrollo de Estratégico UBA Nº23 
“Controlador electrónico para barreras 
automáticas ferroviarias con nivel de 
integridad de seguridad certificable hasta 
SIL4" desarrollado por el Dr. Ariel 
Lutenberg, director del Programa CIAA. El 
objetivo de este proyecto ha sido desarrollar 
un prototipo de Monitor de Barrera 
ferroviaria construido a partir de normas 
internacionales y componentes electrónicos 
programables, en este caso la Computadora 
Industrial Abierta Argentina. 
Los sistemas ferroviarios son complejos, 
compuestos por distintos componentes 
software, hardware y humanos, que 
interactúan con su entorno de maneras muy 
variadas. Un fallo en uno de estos 
componentes o subsistemas puede llegar a 
tener asociados distintos niveles de 
peligros, pudiendo causar pérdidas 
financieras, daño al equipamiento, daños 
ambientales, lesiones a personas o en los 
peores casos pérdidas de vidas humanas. 
Por estos motivos dichos sistemas se 
encuentran regulados con distintas leyes y 
normativas cuyo fin es preservar los 
recursos anteriormente mencionados [7]. 
Algunos de los principales organismos que 
regulan esta actividad son el Comité 
Européen de Normalisation 
Electrotechnique (CENELEC) en Europa o 
la International Electrotechnical 
Commission (IEC) en América. 
Una de las características más 
importantes de los sistemas que estas 
normas intentan reforzar durante todo su 
ciclo de vida son las de fiabilidad, 
disponibilidad, mantenibilidad y seguridad 
(RAMS por sus siglas en inglés). 
Las principales normas propuestas por el 
CENELEC orientadas a la resolución de la 
problemática explicada anteriormente son 
las siguientes: 
 EN 50126 [8]: Aplicaciones ferroviarias. 
La especificación y demostración de 
Fiabilidad, Disponibilidad, 
Mantenibilidad y Seguridad (RAMS). 
Esta norma se orienta principalmente al 
cumplimiento de las características 
RAMS del sistema en general. 
 EN 50128 [9]: Aplicaciones ferroviarias. 
Sistemas de comunicación, señalización 
y procesamiento. Software para sistemas 
de control y protección del ferrocarril. 
Esta norma se centra principalmente en 
la calidad de los aspectos software de los 
sistemas de ferrocarriles. 
 EN 50129 [10]: Aplicaciones 
ferroviarias. Sistemas de comunicación, 
señalización y procesamiento. Sistemas 
electrónicos relacionados con la 
seguridad para la señalización. Esta 
norma se centra principalmente en los 
aspectos de calidad del hardware de los 
sistemas de ferrocarriles. 
 
Una de las características principales de 
los sistemas críticos es la seguridad de la 
que estos deben estar dotados por 
naturaleza, debido a las consecuencias que 
pueden provocar sus fallos. Para dotarlos de 
seguridad, una de las metodologías 
utilizadas en su diseño es el aseguramiento 
de los mismos desde su concepción, es 
decir, desde el análisis y definición de sus 
requerimientos. Para esto se utilizan 
enfoques que integran las disciplinas de 
ingeniería de requerimientos con la 
ingeniería de seguridad, lo cual está 
comprobado que aumenta 
significativamente la seguridad del sistema 
en sí [11]. 
En la actualidad, grandes organizaciones 
como la NASA [12], Ansaldo Signal o 
Siemens Rail Transportation [13] utilizan 
una combinación de metodologías y formas 
de trabajo provenientes de distintos campos 
del conocimiento para lograr dicha 
vinculación, y de esta manera mejorar la 
calidad y seguridad de los sistemas críticos 
que desarrollan, dedicando tiempo, recursos 
y esfuerzo a esta tarea. Esta línea de trabajo 
utilizará principalmente los enfoques 
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propuestos por las normas UNE-EN 
50126:2005 y UNE-EN 50128:2012, 
gestionando las políticas RAMS vinculadas 
a los requerimientos de los subsistemas 
software que componen a los sistemas 
ferroviarios, y haciendo hincapié en los 
aspectos de seguridad de las mismas.  
Para ello es indispensable el desarrollo 
de procedimientos y un sistema de gestión 
de calidad conforme la normativa UNE-EN 
50128. Esta normativa detalla las buenas 
prácticas de las diferentes fases en el 
desarrollo de los sistemas software 
ferroviarios en las aplicaciones de 
señalización y control. 
Centrándose en la gestión de la 
seguridad de los requisitos software, existen 
una amplia variedad de técnicas con las que 
se intenta, en distintos niveles y bajo 
diferentes enfoques, dotarlos de dicho 
atributo de calidad. Entre ellas se pueden 
encontrar Preliminary Hazard Analysis 
(PHA) [14], Software Failure Modes and 
Effect Analysis (SFMEA) [15], Software 
Effect and Criticality Analysis (SFMECA) 
[15], Software Failure Tree Analysis 
(SFTA) [15], Software Common Cause and 
Failure Analysis (SCCFA) [15], Hardware-
Software Integration Analysis (HSIA) [15], 
Software Subsystem Hazard Analysis 
(SSHA) [12], Deductive Cause 
Consequence Analysis (DCCA) [16], entre 
otras. 
Asimismo, existen diferentes 
herramientas que intentan dar soporte a 
dicha gestión, cubriendo determinados 
aspectos relacionados al modelado, control 
y chequeo de cuestiones relativas a la 
seguridad, como ser por ejemplo SCADE 
[17], Matlab [18], CodeCheck [18], 
StackAnalyzer [19], aiT WCET Analyzer 
[19], Astrée [19], OVADO [20], Atelier B 
[21], Rodin [21], Verasis [21], Eclipse 
Modeling Framework [22], MOFScript 
[22], PolySpace [23], entre otras. Además 
de utilizarse herramientas para realizar 
estos procesos, también se desarrollan y 
utilizan diversos modelos y meta-modelos 
de procesos, tratando de abarcar todas las 
sub áreas que componen al tema en 
cuestión [16][24][25][26]. 
Otras herramientas muy utilizadas en 
este campo de investigación y desarrollo 
son los métodos formales de modelado, 
como ser: Formal Failure Model [16], redes 
de Petri [27], método formal B (lenguaje B) 
[20][21] o Abstract Interpretation [19][23] 
entre otros. Mediante los mismos se 
pretende disminuir la ambigüedad de las 
distintas fases relacionadas a la gestión de 
seguridad de los requerimientos software, 
partiendo desde su análisis, pasando por el 
diseño y llegando a la verificación formal 
de los productos a desarrollar. 
El propósito de esta línea de trabajo es, 
por tanto, desarrollar los sistemas de 
gestión y la construcción del ecosistema de 
herramientas que lo instrumenten, así como 
su verificación y validación en ensayos 
junto con la Autoridad Ferroviaria 
Nacional, valiéndose de las investigaciones 
realizadas en el marco del proyecto. 
 
Líneas de investigación y 
desarrollo 
En la línea de Ingeniería de Software para 
Sistemas Críticos se propone:  
 
 Estudiar las normativas de sistemas 
críticos ferroviarios para el desarrollo de 
firmware y software certificables.  
 Desarrollar el conjunto de 
procedimientos para la gestión de 
requerimientos en entornos críticos y de 
seguridad funcional. 
 Desarrollar un sistema de gestión de 
calidad adaptados a entidades que 
construyen sistemas embebidos y 
sistemas críticos de acuerdo con la 
norma internacional EN 50128 e ISO 
9001. 
 Validar los procedimientos construyendo 
prototipos de sistemas a ser utilizados 
por la Autoridad Ferroviaria Nacional. 
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Resultados obtenidos 
El grupo de investigación es de reciente 
formación, por lo cual los resultados son 
preliminares y, en parte, se enumeran 
antecedentes llevados adelante en el marco 
de otros grupos de trabajo. A continuación 
se indican: 
En la línea de Ingeniería de Software para 
Sistemas Críticos: 
 Se está trabajando en el desarrollo de un 
Ecosistema de Calidad de Software para 
Sistemas Críticos a partir de las 
herramientas Jenkins, SONAR, Eclipse 
Process Framework (EPF), Redmine y 
Testlink. Estas herramientas sirven como 
soporte para la gestión colaborativa de 
los proyectos, la descripción de los 
procedimientos y el análisis del código 
fuente [28]. 
 Se está trabajando en la construcción de 
los procedimientos de desarrollo 
software de acuerdo con la norma UNE-
EN 50128 soportado por EPF [29]. 
 
Formación de recursos humanos 
En el Grupo de Investigación en Innovación 
en Software y Sistemas Computacionales 
(GIISSC) están involucrados 4 docentes 
investigadores, 1 becario de investigación 
de pregrado, 1 tesista de doctorado y 3 
tesistas de maestría. Cinco alumnos de la 
carrera están realizando sus proyectos 
finales vinculado a estos temas. 
Para el caso de esta línea de investigación se 
encuentran trabajando dos docentes 
investigadores, un tesista de maestría y dos 
tesistas de pregrado. 
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El presente proyecto de investigación 
tiene por objeto diseñar, desarrollar e 
implementar un modelo basado en estándares 
internacionales relacionados con la calidad: ISO 
9241, ISO/IEC 9126‐1, ISO/IEC 9126‐4 , 
ISO/IEC 25010, WCAG 2.0 e ISO/IEC 25062, 
para el logro y evaluación de la Usabilidad en 
aplicaciones informáticas teniendo en cuenta el 
alcance, la dimensión y la relación con otros 
términos de calidad en las interfaces de usuario; 
accesibilidad, calidad en uso y experiencia de 
usuario(UX).  
Además se estudiarán y se incorporarán 
para el diseño del modelo, los conceptos sobre 
Ingeniería de la usabilidad, Diseño centrado en 
el uso, patrones de diseño de interfaces de 
usuario y Desarrollo dirigido por modelos 
(MDD). En relación a la evaluación de la 
Usabilidad se estudiarán los distintos métodos 
existentes, haciendo hincapié en las 
recomendaciones del estándar ISO/IEC 
25062:2006, además se utilizarán metodologías 
y herramientas relacionadas con la evaluación 
de la accesibilidad. 
Para probar el modelo desarrollado se 
creará un Laboratorio de Usabilidad que 
dependerá del Gabinete de Herramientas de 
Software, ubicado en el centro de cómputos de 
la Facultad de Ingeniería de la UNJu. El 
Laboratorio de Usabilidad proveerá servicios a 
distintas entidades públicas y privadas que 
deseen evaluar la usabilidad de sus productos 
informáticos. 
Palabras clave: Usabilidad, Accesibilidad, 
Diseño Centrado en el Usuario (DCU), 
Experiencia de usuario(UX), Calidad en uso, 
Evaluación de software. 
CONTEXTO 
El proyecto “Desarrollo e implementación 
de un modelo basado en estándares para el 
logro y evaluación de la Usabilidad en 
aplicaciones informáticas” es una continuación 
e incorpora conceptos y experiencias de los 
proyectos desarrollados por nuestro equipo de 
investigación denominados, “Tic’s: 
Automatización y Estandarización del Proceso 
de Gobierno Electrónico”, entre los años 2007 
al 2009,  “Desarrollo de una herramienta para 
automatizar el proceso de Gobierno 
Electrónico”, cuyo periodo de trabajo 
comprendió los años 2010 al 2012 y 
“Desarrollo de un modelo basado en servicios 
digitales comunes reutilizables para Gobierno 
Electrónico” desde el año 2013 al 2015. Estos 
constituyeron la base conceptual para elaborar 
un modelo que permitiera, basado en estándares  
logro y evaluación de la Usabilidad en 
aplicaciones informáticas.  
El proyecto se desarrolla en la Facultad de 
Ingeniería  de la Universidad Nacional de 
Jujuy, posee código D-0142  y posee Categoría 
“A”. Además se encuentra subsidiado por la 
Secretaría de Ciencia y Técnica y Estudios 
Regionales, dependiente de la U.N.Ju.  
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1. INTRODUCCIÓN 
En el modelo para la evaluación de la 
usabilidad basado en estándares que se propone 
en el proyecto de investigación, se analizarán 
las diferencias y relaciones existentes entre los 
conceptos de usabilidad, diseño centrado en el 
usuario, facilidad de uso, accesibilidad, 
ergonomía, experiencia de usuario, calidad en 
uso y usabilidad universal. 
La Usabilidad significa que la gente que 
utilice un producto pueda realizar rápida y 
fácilmente sus tareas. [1]  
La usabilidad realmente significa tener 
la certeza de que algo funciona bien, es decir, 
que cualquier persona con conocimientos o 
habilidades medias (incluso por debajo de la 
media) puede navegar por un sitio web, usar un 
avión o abrir una puerta, sin que cualquier labor 
que lleve a cabo conlleve su frustración. [2] 
La Usabilidad universal es la 
posibilidad y grado con el que usuarios 
diversos, con tecnologías diferentes e intereses 
también distintos pueden acceder a la 
información y a los servicios. [3] 
Es importante tener presente que la usabilidad 
no es algo simple o una propiedad que ofrezca 
una única cara relacionada con la interfaz de 
usuario ofrecida. La usabilidad tiene múltiples 
componentes e involucra cinco atributos: 
aprendizaje, eficiencia, memorización, 
tratamiento de errores y satisfacción. [4]  
La accesibilidad Web significa que 
personas con algún tipo de discapacidad van a 
poder hacer uso de la Web. En concreto, al 
hablar de accesibilidad Web se está haciendo 
referencia a un diseño Web que va a permitir 
que estas personas puedan percibir, entender, 
navegar e interactuar e interactuar con la Web, 
aportando a su vez contenidos. [5] 
La ergonomía es el conjunto de 
conocimientos de carácter multidisciplinar 
aplicados para la adecuación de los productos, 
sistemas y entornos artificiales a las 
necesidades, limitaciones y características de 
sus usuarios, optimizando la eficacia, seguridad 
y bienestar. [6] 
La experiencia de Usuario (UX) es la 
respuesta a cómo se sienten los usuarios 
después de interactuar con un sistema. [7] [8] 
[9] 
La calidad en uso, es un concepto que 
surge desde la ingeniería del software y viene a 
salvar las diferencias entre ésta y la interacción  
persona-ordenador (HCI). 
 
1.1. Estándares Internacionales 
Para la característica de usabilidad los 
estándares internacionales plantean la calidad 
del producto software y la calidad de la 
interacción, es decir calidad del producto y 
calidad del proceso. A su vez las disciplinas 
que trabajan estrechamente con la usabilidad, 
son la Ingeniería del Software y la Interacción 
Hombre Máquina (HCI).  
En el caso de la Ingeniería del software se 
preocupa por la calidad del producto software 
a través de la evaluación de características 
tales como la funcionalidad, la Fiabilidad, la 
eficiencia, la mantenibilidad, la portabilidad, y 
de la Usabilidad. La Interacción Hombre 
Máquina, en cambio, se preocupa por la 
calidad del proceso de interacción, verificando 
la accesibilidad, la experiencia de usuario y la 
usabilidad. 
Los estándares internacionales trabajan 
con diversos factores de calidad asociados 
tanto al producto software como al proceso de 
interacción que ofrecen los mismos. En la 
tabla 1, se puede apreciar la relación entre los 
distintos estándares internacionales y los 
factores de calidad que consideran. 
 
Tabla 1 – Relación entre Estándar y Factores de calidad 
El estándar ISO 9241-11 [10] establece 
que la usabilidad es efectividad, eficiencia y 
satisfacción. Efectividad en el sentido que el 
usuario es capaz, utilizando el producto 
software, de lograr sus objetivos. Eficiencia ya 
Estándar Factores de calidad 
considerados 
ISO9241-11 Usabilidad 
ISO 9241-210 Usabilidad, UX y DCU 
ISO 9241-171 Accesibilidad 
ISO/IEC9126-1 Funcionalidad, eficiencia, 
fiabilidad, usabilidad, 
portabilidad y mantenimiento 
ISO/IEC 9126-
4 
Calidad en uso 
ISO/IEC 25010 Calidad de un producto software 
y de la interacción de dicho 
producto  
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que logra sus objetivos y lo hace destinando 
los recursos necesarios (tiempo, aprendizaje, 
etc.). Satisfacción del usuario en el uso del 
producto software tornándose placentero, 
confortable y útil.  
En el estándar ISO 9241-210 [11]  se 
definen los conceptos y las técnicas asociadas 
a Usabilidad, Experiencia de Usuario (UX) y 
Diseño Centrado en el Usuario (DCU). 
En la norma ISO 9241-171 [12] se 
identifican un conjunto de requisitos 
relacionados con el logro de la accesibilidad. 
Brinda información consistente con 
documentos de la W3C relacionados con 
accesibilidad en la Web (WCAG 2.0.) 
La ISO/IEC 9126-1 [13] establece las 
características, y sub-características que se 
deben tener en cuenta para evaluación de la 
calidad interna y externa de un producto 
software. 
El estándar ISO/IEC 9126-4 [14] 
introduce el concepto de calidad en uso, 
relacionado con la calidad de la interacción. 
Además incorpora métricas para su estimación 
y anexos relacionados con la elaboración de 
informes sobre la calidad en uso/usabilidad de 
un producto software. 
El ISO/IEC 25010 [15]  sustituye a la 
ISO/IEC 9126-1, y sigue considerando la 
usabilidad como producto software. Mantiene 
algunos criterios tradicionales relacionados 
con usabilidad, pero agrega criterios 
adicionales como el riesgo y la adecuación al 
contexto. 
 
1.2. Evaluación de la Usabilidad 
 
Existen técnicas que dan soporte a las 
actividades de evaluación de interfaces de 
usuario, por ejemplo las descriptas por el 
estándar ISO 9241-210 [11], éstas incluyen las 
actividades de planificar el proceso de diseño, 
entender y especificar el contexto de uso, 
identificar y especificar los requisitos del 
usuario, diseñar e implementar la interface de 
usuario.  
Algunos métodos de evaluación de la 
usabilidad y soporte al DCU [16] [17] se 







Recogerde manera sistemática 
información sobre el 
comportamiento y las 
prestaciones de los usuarios en un 
contexto específico mientras 
realizan su actividad. 
Medición de 
prestaciones 
Colección de medidas con la 
intención de conocerel impacto de 




específicos (positivos y 
negativos). 
Cuestionarios Métodos de evaluación 
indirectaque consiguen opiniones 
de los usuarios sobre la interfaz 
de usuario utilizando 
cuestionarios predefinidos. 
Entrevistas Similar a los cuestionarios con 
mayor flexibilidad y utilizando 
una interacción cara a cara. 
Thinkingaloud Involucrar a usuariosy pedirles 
que verbalicen sus opiniones, 
creencias, dudas, etc. mientras 




Métodos que permiten a 
diferentes tipos de usuarios 
colaborar enla evaluación y 
diseño de sistemas. 
Métodos creativos Métodos que persiguenla 
elicitaciónde nuevos productos 
con nuevas características. 
Métodos basados 
en documentos 
Examen de documentos existentes 
por especialistas para formarseun 






producto evaluado para permitir 
la predicción de las prestaciones 
de los usuarios. 
Evaluación 
experta 
Evaluación basada en el 
conocimiento de expertos. 
Evaluación 
automática 
Evaluación dirigida por 
algoritmos centrados en criterios 
de usabilidad y conocimiento 
ergonómico con los que 
diagnosticar deficiencias. 
 
Tabla 4 - Métodos de evaluación de la usabilidad y 
soporte al DCU 
Para el desarrollo del modelo de 
evaluación a generar se propone trabajar con 
los estándares descriptos precedentemente y en 
especial con la norma ISO/IEC 25062 [18]  
que define el CIF (Common Industry Format)  
como estándar a utilizar para confeccionar 
informes de pruebas de usabilidad. 
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2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
El equipo de trabajo se encuentra 
desarrollando actividades de investigación y 
desarrollo, fundamentalmente en el área de la 
Ingeniería de software y específicamente en la  
formalización del proceso de gobierno 
electrónico, Ingeniería Web, Calidad del 
Software y Arquitectura dirigida por Modelos 
(MDA) a partir de los proyectos: “TIC’s: 
automatización y estandarización del proceso 
de Gobierno Electrónico”, “Diseño y 
Desarrollo de una herramienta para 
automatizar el proceso de Gobierno 
Electrónico”, “Desarrollo de un modelo 
basado en MDA para gobierno electrónico” y 
“Desarrollo de un modelo basado en servicios 
digitales comunes reutilizables para Gobierno 
Electrónico” . 
En el nuevo desafío que presenta el 
proyecto “Desarrollo e implementación de un 
modelo basado en estándares para el logro y 
evaluación de la Usabilidad en aplicaciones 
informáticas”,  se trabaja sobre ejes 
disciplinares relacionados a  la utilización de 
estándares internacionales en aspectos 
relacionados a la usabilidad.  
En la actualidad la demanda de 
aplicaciones informáticas requiere el 
desarrollo de interfaces de usuario de calidad. 
Para ello los diseñadores y los desarrolladores 
deben considerar múltiples requisitos, pero 
fundamentalmente la usabilidad del producto. 
En consecuencia se hace necesario abordarla 
como un proceso ingenieril para lograr los 
mejores resultados y poder evaluarla. 
A través de estudios preliminares 
realizados por el grupo de investigación en los 
proyectos ejecutados desde al año 2007 y 
descriptos anteriormente, se detectó que las 
interfaces de usuario de diversas aplicaciones 
informáticas, particularmente las desarrolladas 
en ambientes Web tanto en el sector público 
como en el empresarial, no fueron concebidas 
y evaluadas, teniendo en cuenta estándares 
internacionales relacionados a la usabilidad del 
producto software. 
Sumado a lo expuesto precedentemente, 
se puede decir que organizaciones 
gubernamentales y no gubernamentales 
relacionadas a brindar ayuda y servicios a 
personas con capacidades diferentes, no 
cuentan con instalaciones especiales y 
procesos para realizar pruebas de accesibilidad 
a aplicaciones informáticas, que abarcan a 
interfaces de usuario de software basados en la 
Web, como a aplicaciones del tipo HCI.  
3. RESULTADOS  
OBTENIDOS/ESPERADOS 
Se espera que el modelo a desarrollar en el 
presente proyecto de investigación como el 
laboratorio a montar en el ámbito de la 
Facultad de Ingeniería de la UNJu, tendrán un 
rol importante en la Provincia y en la región, 
brindando servicios a una gran parte de la 
sociedad, que va desde empresas dedicadas al 
desarrollo del software, pasando por 
compañías que desarrollan sus propias 
aplicaciones; hasta organismos públicos que 
desarrollan software para brindar servicios al 
ciudadano e instituciones no gubernamentales 
que permiten el acceso a las nuevas 
tecnologías de la información y comunicación 
a personas con capacidades diferentes, tales 
como el Programa para personas con 
discapacidad de la Universidad Nacional de 
Jujuy (UnjuProDis),  el Instituto Helen Keller, 
creado para la atención de niños sordos y el 
Centro de Rehabilitación Integral de la 
Asociación de Protección al Paralítico 
Cerebral (Appace). 
Por lo expuesto, el proyecto de 
investigación aspira satisfacer demandas 
relacionadas con aspectos técnicos 
informáticos, como la usabilidad y la 
accesibilidad de un producto software, pero 
también a aspectos sociales brindando 
servicios a instituciones que trabajan con 
personas con capacidades diferentes.  
Los resultados obtenidos hasta el 
momento, se encuentran plasmados en los 
trabajos presentados en diversos eventos 
científicos  entre los que podemos citar 
“Evaluando la calidad de uso en una aplicación 
web de gobierno electrónico”, “Los sistemas 
informáticos  y la innovación tecnológica” y  
“Evaluando la usabilidad de Galaxy Conqueror 
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con ISO 25062”. Los citados trabajos fueron 
desarrollados en el año 2016. 
En el año 2017 se presentaron los 
siguientes trabajos “Evaluación de la Calidad 
de Uso en una Aplicación de la 
Administración Federal de Ingresos Públicos”, 
“La Sociedad de la Información” y finalmente 
“Propuesta de cambio arquitectónico Modelo-
Vista-Controlador en un organismo 
municipal”. 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
El proyecto de investigación se encuentra 
conformado por diez docentes investigadores, 
los cuales se encuentran categorizados. Además 
cuenta con cuatro alumnos que están siendo 
iniciados en tareas de investigación y 
actividades de desarrollo.  
Por otra parte el desarrollo de las tareas de 
investigación, ha generado en los años  2012, 
tres anteproyectos de tesis en la Maestría en 
Ingeniería de Software, de la Universidad 
Nacional de San Luis pertenecientes a 
integrantes del equipo de trabajo.  
Además se realizó la presentación y 
aprobación de una propuesta técnica de Tesis 
Doctoral para cursar el Doctorado en Ciencias 
Informáticas en la Facultad de Informática de 
la Universidad Nacional de la Plata, que se 
encuentra en etapa de elaboración final de la 
tesis doctoral. 
Simultáneamente algunos miembros del 
equipo de trabajo, se encuentran dirigiendo 
cuatro proyectos finales de carrera de grado, 
pertenecientes a alumnos de Ingeniería 
Informática, de la Facultad de Ingeniería de la 
Universidad Nacional de Jujuy. 
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En informática es una práctica habitual 
aplicar en forma reflexiva los métodos y 
estrategias que están siendo desarrollados al 
propio proceso de desarrollo. Ya en las etapas 
fundacionales de esta disciplina se hizo 
presente la reflexividad, por ejemplo en las 
primeras versiones del lenguaje LISP. Sin 
embargo en la Ingeniería de Requisitos hay 
pocos ejemplos del uso de esta estrategia. El 
presente proyecto se enmarca en un proceso 
de requisitos al cual se le han realizado 
mejoras en forma continua, pese a lo cual el 
mismo es aún susceptible de ser 
perfeccionado. La propuesta consiste en la 
aplicación en forma reflexiva de los modelos 
del proceso al proceso mismo de construcción 
de esos modelos. Se ha concentrado la 
atención en buscar puntos y mecanismos de 
creación de rastros en forma automática, en 
definir los requisitos que debe atender una 
herramienta que automatice parcialmente el 
Proceso de Requisitos y en buscar debilidades 
en el mismo. Se planifica comparar estos 
requisitos con los servicios provistos por 
herramientas construidas que no han seguido 
este proceso.  
 
Palabras clave: Ingeniería de Software, 
Ingeniería de Requisitos, Proceso de 
Requisitos, Lenguaje Natural. 
CONTEXTO 
La línea de investigación que se presenta 
es parte de los proyectos de investigación 
“Reflexividad como herramienta en la 
Ingeniería de Requisitos” de la Universidad 
Nacional de La Matanza (UNLaM) y 
“Tratamiento de los Factores Situacionales y 
la Completitud en la Ingeniería de Requisitos” 
de la Universidad Nacional del Oeste (UNO).  
1. INTRODUCCIÓN 
 
Tanto en la gestión del proceso de 
requisitos como en la gestión de los requisitos 
en sí mismos, la construcción y uso de 
técnicas de rastreabilidad es un aspecto no 
atendido o pobremente abordado tanto en los 
estudios académicos como en la práctica 
cotidiana. En gran parte esto es debido a la 
poca disponibilidad de herramientas 
automáticas o semiautomáticas para 
identificar y mantener trazas [4] [5] [6] [7].  
La recolección y mantenimiento de la 
información de rastreo es de muy alto costo. 
Por lo tanto, se deben tener políticas que 
indiquen qué tipo de rastreos se realizarán y 
cómo se mantendrá dicha información. 
Por otra parte, las herramientas 
desarrolladas para la estrategia utilizada como 
base en el presente proyecto, han sido 
construidas utilizando un proceso de 
desarrollo ad-hoc, que ha desconocido 
parcialmente los principios del proceso al que 
aspiran a servir. Esta es una realidad que 
brinda un espacio de comparación muy 
importante ya que permite detectar las 
potenciales desviaciones entre los requisitos 
detectados mediante el proceso y los servicios 
que prestan los sistemas construidos. 
Finalmente, las mejoras introducidas al 
proceso de requisitos, a lo largo del tiempo, 
parecen estar acercándose asintóticamente a 
XX Workshop de Investigadores en Ciencias de la Computacio´n 573
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
un valor límite que no ofrece garantías. 
Posiblemente esta evolución se deba a una 
falta de crítica acerca de los mecanismos 
básicos involucrados. Una de las formas que 
permite visualizar esta falta de crítica consiste 
en releer las heurísticas de construcción de los 
diferentes modelos del proceso. En casi todas 
ellas se puede notar que las mismas son más 
cercanas a una descripción de los 
componentes del modelo que a una guía 
meditada que ayude a afrontar el trabajo en 
forma eficaz. 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
A lo largo de dos décadas en varios 
proyectos de investigación, se ha desarrollado 
una estrategia de Ingeniería de Requisitos 
basada en modelos en lenguaje natural [8], 
que ha sido difundida en cursos de grado y 
posgrado, y puesta en práctica en diversos 
proyectos de software de mediana a gran 
envergadura en la industria. Aun cuando esta 
estrategia puede considerarse suficientemente 
madura, todavía es concebible que la misma 
pueda ser mejorada en varios aspectos. 
Por un lado los costos en un proyecto de 
software originados por una inapropiada 
gestión de requisitos, especialmente en lo que 
se refiere a la inadecuada atención de los 
cambios en los mismos, son de una 
importancia grande o muy grande 
dependiendo del grado de volatilidad de los 
mismos. 
Casi sin excepción, un tratamiento 
inadecuado de los cambios en los requisitos 
deviene de la carencia de registros que 
indiquen en forma precisa qué aspecto del 
proceso del negocio originó un determinado 
requisito y como consecuencia qué requisitos 
relacionados serán también afectados. 
Debe notarse que los cambios en los 
requisitos no surgen como referencias 
explícitas y claras a determinadas 
funcionalidades del sistema de software, sino 
como problemáticas del dominio del 
problema usualmente relacionadas en forma 
poco clara con los requisitos del sistema en 
desarrollo. 
Otro aspecto relevante es que en muchos 
casos se consideran cambios en los requisitos 
a meros errores de interpretación u omisiones 
en las primeras fases del proyecto. 
Por otro lado, la imposibilidad efectiva de 
crear modelos completos y el fantasma de la 
existencia de omisiones graves está siempre 
presente en todo proceso de requisitos. En 
estudios previos se ha comprobado la 
importancia de las omisiones, al extremo de 
carecerse de estimaciones de la completidud 
lograda en el proceso [9] [10] [11] [12]. 
Es muy tentador y numerosos autores 
reportan que incrementa la probabilidad de 
éxito de un proyecto de software, el estudio 
del dominio del problema y luego que los 
requisitos de ese sistema se plasmen en 
descripciones o modelos creados en Lenguaje 
Natural [13]. Las mejoras registradas en la 
calidad de los requisitos tienen su fundamento 
en que las representaciones en lenguaje 
natural, tales como glosarios, casos de uso y 
escenarios, promueven la comunicación entre 
todos los involucrados en un proyecto de 
desarrollo de software y facilitan la validación 
de los requisitos elaborados. Una revisión 
hecha por Rolland et al. [14] muestra que, de 
doce enfoques propuestos en la literatura en el 
ámbito de la Ingeniería de Requisitos, todos 
ellos usan una notación de texto para describir 
escenarios, que en algunos casos se combinan 
con otros medios, tales como gráficos o 
imágenes. En un estudio relativamente 
reciente sobre la práctica en Ingeniería de 
Requisitos [15], se concluyó que el 51% de 
las organizaciones (sobre un total de 194) usa 
representaciones informales (por ejemplo, el 
lenguaje natural) y el 27% semi-formales, 
quedando los modelos formales relegados a 
un uso de apenas el 7% de las organizaciones.  
Este proyecto está enmarcado en una 
estrategia en Ingeniería de Requisitos 
orientada al cliente, pues efectivamente se 
basa en la construcción de modelos en 
lenguaje natural [12]. 
Si bien la estrategia avanza construyendo 
modelos, su fin no es producir modelos sino 
alcanzar una profunda comprensión del 
dominio de la aplicación para definir una 
solución óptima a través de un sistema de 
software. Es decir, la estrategia presenta dos 
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grandes etapas bien distinguibles: una de 
aprendizaje y la otra de definición. Cuando 
hay un conocimiento previo del dominio de la 
aplicación la primera fase se convierte en un 
proceso confirmatorio. 
Los modelos que se utilizan en esta 
estrategia son:  
1)  un modelo léxico, LEL (Léxico 
Extendido del Lenguaje) [16], el cual 
describe el vocabulario utilizado en el 
dominio de la aplicación,  
2) un modelo organizacional que 
describe los procesos actuales del 
negocio utilizando [17], denominado 
Escenarios Actuales, 
3) un modelo organizacional que 
describe los procesos del negocio 
proyectados en base al sistema de 
software a desarrollar [18] [19], 
denominado Escenarios Futuros.  
Los Escenarios Futuros tienen empotrados 
los requisitos del software. El documento de 
especificación de requisitos de software, ERS, 
se puede obtener a partir de estos Escenarios 
Futuros. El fin de la estrategia utilizada es 
alcanzar una profunda comprensión del 
dominio de la aplicación para definir una 
solución óptima para los clientes/usuarios, a 
través de un sistema de software.  
Desde el punto de vista epistemológico el 
presente proyecto se puede catalogar como 
una investigación esencialmente exploratoria, 
en la que se aspira a detectar: i) los 
principales factores que contribuyen a definir 
los mecanismos que permitirían construir 
rastros entre los diferentes modelos del 
proceso de requisitos, ii) los requisitos de una 
herramienta de apoyo al proceso de requisitos 
y iii) evidencias sobre las debilidades del 
proceso. Es de esperar que estos resultados 
puedan luego ser contrastados en 
investigaciones confirmatorias y que además 
permitan establecer las bases que permitan 
diseñar una o más herramientas para facilitar 
la tarea de construcción y manipulación de los 
rastros entre modelos. 
Si bien se ha procurado y se procurará 
mantener la máxima generalidad posible, los 
resultados del proyecto estarán afectados por 
la estrategia utilizada, consistente en el 
estudio de un caso. Estas limitaciones están 
atemperadas por la notoria amplitud del caso 
y por la continua revisión de los resultados 
obtenidos, en el marco de la biblioteca de 
casos estudiados previamente, la que supera 
largamente la cantidad de 100.  
3. RESULTADOS 
OBTENIDOS/ESPERADOS 
Con los trabajos preliminares que sirven de 
antecedentes al presente proyecto se han 
podido detectar algunas regularidades que 
posiblemente se transformen en conclusiones. 
Estas conclusiones permitirán elaborar 
hipótesis a ser consideradas en futuros 
proyectos, los que tendrán carácter de 
confirmatorios. 
Concretamente, hasta el momento se ha 
descubierto que: 
 
1) El vocabulario utilizado en el 
Universo de Discurso contiene una 
cantidad importante de símbolos 
compuestos por frases construidas 
por sustantivos compuestos, sustan-
tivos adjetivados y frases verbales 
entre otros. Usualmente la cantidad 
de estos símbolos supera ampliamen-
te la cantidad de símbolos constitui-
dos por palabras aisladas. 
 
2) Las frases verbales suelen estar aso-
ciadas semánticamente con objetos. 
Sin embargo, la forma resultante de 
estas frases verbales hace que su uso 
sea prácticamente antagónica con la 
combinación en una sola sentencia de 
la frase verbal y el objeto. En otras 
palabras, una oración suele ser 
perfectamente no ambigua en su 
contexto, pero omitir uno de los dos 
(el verbo o el objeto) o empotrar el 
objeto en el verbo. Este fenómeno 
hace que un ingeniero de requisitos, 
que no ha recibido indicaciones 
precisas al respecto, tienda a omitir 
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uno de los dos símbolos. Es 
importante tener en claro que ninguna 
de las heurísticas utilizadas hasta el 
momento mencionan este fenómeno. 
En un recuento sin validez estadística 
se ha encontrado que aproximada-
mente se omiten entre el 30 y el 40% 
de los símbolos involucrados en esta 
relación (verbos y objetos). 
Usualmente se registran más los 
objetos que los verbos, en una 
relación groseramente aproximada de 
4 a 1. Claramente la existencia de 
estas omisiones hará que algunos 
aspectos de las características del 
Universo de Discurso no se perciban 
y esto hará que se omitan Escenarios 
Actuales y posiblemente también 
Escenarios Futuros. Se desconoce la 
importancia de estas omisiones las 
que posiblemente sean atemperadas, 
en alguna medida, a lo largo de todo 
el proceso, ya que se consulta el 
Universo de Discurso en varias 
actividades del proceso de requisitos, 
especialmente durante la validación 
de los diferentes modelos. 
 
3) Parece ser que los símbolos 
compuestos provenientes de la 
concatenación de sustantivos también 
ocultan otros símbolos, especialmente 
aquellos pertenecientes a jerarquías 
taxonómicas. Sin embargo aún no se 
ha tenido oportunidad de tener una 
apreciación más concreta del 
fenómeno. 
 
4) Se ha verificado, también sin 
comprobación cuantitativa, que la 
creación automática o semi-
automática de rastros se verá 
facilitada si se procesa todo el 
conocimiento elicitado de una misma 
fuente de información ‘en bloque’, 
significando con esto que sería 
conveniente agotar el registro del 
conocimiento capturado de una 
misma fuente de información, antes 
de proceder a considerar otra fuente 
de información. En esta última 
afirmación se está haciendo un uso 
abusivo de ‘fuente de información’ ya 
que se pretende incluir también la 
información que se extrae de un 
modelo para construir otro. En 
particular en lo que se refiere al LEL: 
 
a) Ocurre que aunque más de una 
fuente de información contribuya a 
completar la información corres-
pondiente a un determinado ítem, 
esto hace que sea preferible que la 
gestión de los incrementos se 
produzca en cada símbolo del LEL y 
no en las fuentes de información. 
Esto haría que se incremente la 
importancia de la actividad de 
verificación. 
 
b) Una conclusión aparentemente muy 
importante surge del hecho que se 
estima que será necesario modificar 
la forma de construir el LEL, en 
virtud que la actividad ´creación de 
la lista de símbolos candidatos´ 
recomendada en la heurística actual 
es contraproducente, tanto para el 
registro de rastros como para la 
reducción de las omisiones. 
 
Todos estos resultados preliminares son sin 
lugar a duda valiosos porque de confirmarse 
permitirán elaborar heurísticas más 
apropiadas, pero su mera observación crítica 
hace evidente que los mismos constituyen un 
conjunto semánticamente poco conexo de 
patrones. Se espera que estos patrones se 
constituyan en una etapa intermedia en la 
detección de reglas más abarcativas. Este es el 
núcleo del presente proyecto. 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
 
En el proyecto de la UNLaM participan 
cuatro investigadores. En el proyecto de la 
UNO participan en este tema otros dos 
investigadores, uno de ellos en formación. 
La línea de investigación presentada aquí 
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es parte directa de las tesis de maestría de la 
Lic. Renata Guatelli y de las tesis de 
doctorado de la Mg. Gladys Kaplan y la Ing. 
Andrea Vera, y colabora con la tesis de 
doctorado de la Lic. María Pepe. 
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La literatura presenta una diversidad de 
procesos de software, que dependen en gran 
medida del tipo de software a construir y de la 
envergadura del mismo. La selección del 
proceso más adecuado y la adaptación a un 
contexto específico suele ser a su vez 
fuertemente dependiente de la experiencia de 
los desarrolladores. Sin embargo, condicionar 
el análisis de los factores situacionales de esta 
manera es una restricción innecesaria. Por 
otra parte, muchos de estos factores impactan 
en el proceso de software desde sus etapas 
iniciales. Es por ello que es beneficioso 
realizar una adaptación lo más temprana 
posible, en función de factores observables en 
el contexto. Es decir, considerar los factores 
situacionales desde el proceso de requisitos 
mismo. A partir de varios casos reales donde 
se aplicó un proceso de requisitos, se inició la 
evaluación de dichos factores, observándose 
que algunos de ellos son difíciles de 
establecer con precisión en los primeros pasos 
del proceso o que por su naturaleza cambian a 
lo largo del proceso. Conocer qué factores son 
más proclives a evolucionar por mejora de la 
estimación inicial o por cambios genuinos 
permitirá una mejor adaptación del proceso de 
requisitos. 
 
Palabras clave: Ingeniería de Requisitos, 
Proceso de Requisitos, Ingeniería de Métodos 
Situacional, Variabilidad de Procesos. 
CONTEXTO 
La línea de investigación que se presenta 
es parte de los proyectos de investigación 
“Adaptación Dinámica de un Proceso de 
Requisitos” del programa CYTMA2 de la 
Universidad Nacional de La Matanza 
(UNLaM) y “Tratamiento de los Factores 
Situacionales y la Completitud en la 
Ingeniería de Requisitos” de la Universidad 
Nacional del Oeste (UNO).  
1. INTRODUCCIÓN 
Implementar una gestión adecuada de los 
procesos permite a las organizaciones no solo 
reducir esfuerzos, sino además obtener 
ventajas competitivas frente a otras 
organizaciones. Esto no resulta sencillo 
especialmente cuando se trabaja en ambientes 
extremadamente dinámicos, los cuales 
conllevan un alto nivel de variabilidad. Es por 
ello que los constantes cambios que surgen en 
dichos entornos crean la necesidad de adaptar 
continuamente estos procesos. Adaptarse y 
soportar estos cambios resulta clave para el 
éxito de las organizaciones [1]. 
El análisis de variabilidad de procesos 
involucra establecer qué partes varían (puntos 
de variación), las causas de esa variación, las 
alternativas posibles de resolución (flujos 
variantes) y el mecanismo de resolución de la 
variabilidad (aplicando operaciones de 
adición, eliminación, reemplazo o 
parametrización de partes del proceso) [2, 3]. 
Es así que la variabilidad puede 
interpretarse como planear o anticiparse al 
cambio, en lugar de improvisar cada vez que 
surge una necesidad o una situación no 
prevista [3].  
Existe un gran número de trabajos de 
investigación relacionados al análisis de la 
variabilidad, que ofrecen numerosas 
propuestas para dominios específicos. Un 
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campo de estudio es la representación de la 
variabilidad en los Modelos de Proceso de 
Negocio [2, 4]. Bajo este enfoque el análisis 
de la variabilidad consiste en la definición de 
caminos alternativos de ejecución en un flujo 
de trabajo, donde es posible indicar qué partes 
del proceso de negocio permanecen abiertos 
al cambio o no totalmente definidas, 
soportando diferentes versiones del mismo 
proceso, dependiendo del uso proyectado o el 
contexto de ejecución [5]. En las Líneas de 
Producto Software también se aplica la 
gestión de variabilidad [6]. Una técnica que la 
pone en práctica es la aproximación Base-
Variación-Resolución, que propone la 
construcción de un modelo base, un modelo 
de variación y un modelo de resolución, para 
definir de forma explícita las partes del 
modelo que son fijas, las que pueden cambiar, 
y las condiciones que harán que éstas cambien 
[7]. Basándose en la visión de Líneas de 
Producto Software, se da sustento al concepto 
de Líneas de Proceso Software [2, 8], 
facilitando el ajuste sistemático del proceso, 
incluyendo la reutilización y evolución de 
forma planificada.  
Por lo anterior, se hace evidente que la 
variabilidad es un factor clave que aplica a 
muchos aspectos del desarrollo de software en 
general [9]. En ese sentido, se han propuesto 
distintas técnicas para modelar la variabilidad 
que van desde diagramas de actividad de 
UML [10], hasta otros más específicos tales 
como la notación para el Modelado de 
Procesos de Negocio [11], la Especificación 
de Recursos Reutilizables [12] que define de 
manera estándar la información asociada a un 
activo o recurso, incluyendo las guías 
necesarias para facilitar la manipulación y 
reutilización del mismo, o el Metamodelo de 
Ingeniería de Procesos de Software (SPEM) 
[13] que especifica un lenguaje para modelar 
familias de procesos de software. 
Desde otra visión del modelado de 
procesos, la Ingeniería de Métodos se enfoca 
en el diseño de métodos mediante la 
composición de fragmentos o bloques de 
proceso existentes, con el fin de mejorar la 
productividad de los mismos [14]. A partir de 
esta disciplina, surgió la Ingeniería de 
Métodos Situacional (IMS), enfocada en el 
diseño de métodos de desarrollo de software 
adaptados a situaciones particulares [15, 16]. 
La situación se describe a través de la 
estimación de un conjunto de factores, en 
base a los cuales se determina la adaptación a 
realizar del proceso de software [17]. Estos 
factores muestran tanto peculiaridades del 
contexto de aplicación como del proyecto de 
software [18]. Por lo tanto, un proceso se 
construye para una situación dada a partir de 
la combinación de bloques de proceso 
predefinidos y en función de los factores 
situacionales identificados, donde existen 
bloques comunes a cualquier situación y otros 
variantes [16]. 
La IMS no solo considera el desarrollo de 
componentes de proceso sino también 
componentes de producto, e incluso 
componentes que ensamblan tanto proceso 
como producto (bloques mixtos) [19]. La 
ventaja que conlleva el enfoque de uso 
separado de bloques de proceso y bloques de 
producto sobre los bloques mixtos, es que el 
primero brinda una mayor flexibilidad en el 
proceso de adaptación, ya que varios bloques 
de proceso podrían asociarse a los mismos 
bloques de producto [15, 19].  
En general, las técnicas que aplican la IMS 
coinciden en los siguientes pasos para la 
construcción del nuevo método: 
• Caracterizar el proyecto, a partir de definir 
la situación. 
• Seleccionar los fragmentos existentes que 
conformarán el método.  
• Ensamblar los fragmentos de modo tal que 
se obtenga el método para ese proyecto 
específico.  
En el proceso de IMS propuesto en [16], el 
ingeniero de métodos selecciona los bloques 
del proceso base y construye un proceso 
específico, en función de los factores 
situacionales y las guías de construcción 
existentes. 
Han surgido algunas propuestas desde la 
IMS que abordan el diseño y mejora de 
procesos de Ingeniería de Requisitos (IR), 
adaptándolos a las características particulares 
de un proyecto. Algunas propuestas están 
orientadas a definir un proceso de IR 
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utilizando frameworks, ya sea que existan en 
el mercado o propuestos por los autores, 
partiendo de una base de conocimiento sobre 
actividades y técnicas de IR, que sirve de 
apoyo para obtener un proceso acorde a las 
necesidades del proyecto [20, 21]. Varias 
propuestas se enfocan exclusivamente en la 
selección de las técnicas de elicitación que 
mejor se adapten al contexto situacional [22, 
23]. Otros autores presentan modelos para 
adaptar procesos de IR para proyectos de 
determinada naturaleza o alcance, tales como 
desarrollo de software global o métodos 
ágiles, tomando algunos principios de la IMS 
para flexibilizar el proceso, incluyendo otros 
atributos contextuales [24, 25]. En otros 
trabajos [26, 27] se han aplicado algunos 
principios de la IMS para definir procesos de 
IR adaptables, mediante el uso de 
componentes modulares existentes, incluso 
combinando nociones de Variabilidad de 
Procesos y de Líneas de Producto Software.  
En estos trabajos, se aplican en mayor o 
menor medida algunos conceptos de la IMS, 
proponiendo factores situacionales que son 
evaluados para definir el contexto, donde 
algunos enfoques se basan en la reutilización 
de componentes para conformar el nuevo 
proceso de IR. Sin embargo, en general no 
presentan propuestas de adaptación dinámica 
del proceso. Una aproximación a ello es 
propuesto en [28], donde se enfatiza que el 
conocimiento acerca del domino del problema 
y del dominio del proyecto se va adquiriendo 
a medida que avanza el proceso de IR, con lo 
cual en cada iteración se puede mejorar la 
actividad de elicitación y de esta forma se 
mejoraría el producto final. En este sentido, 
Rolland [19] menciona que las características 
que describen una situación pueden cambiar a 
lo largo del proceso, pudiendo ser necesario 
readaptar el proceso inicialmente construido 
para esa situación. 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
A lo largo de dos décadas en varios 
proyectos de investigación, se ha desarrollado 
un proceso de IR basado en modelos en 
lenguaje natural [29], que ha sido difundido 
en cursos de grado y posgrado, y puesto en 
práctica en diversos proyectos de software de 
mediana a gran envergadura en la industria. 
Aún cuando este proceso puede considerarse 
suficientemente maduro, todavía requiere 
mejoras en algunos aspectos. Una mejora 
apunta a la flexibilización y optimización del 
proceso, por lo que se propone mejorar la 
aplicación de la IMS incorporando nociones 
de análisis de variabilidad de procesos, y 
utilizando el proceso existente y las 
estrategias ya desarrolladas para su 
adaptación estática, como base para encarar 
su adaptación dinámica. Esto involucra tomar 
decisiones referidas a qué artefactos de 
requisitos construir, qué actividades del 
proceso realizar y qué técnicas específicas 
aplicar en cada actividad, de manera de lograr 
una mayor productividad del proceso, y 
procurando una mejor calidad de los 
requisitos del software, considerando la 
posibilidad que los factores situacionales 
hayan evolucionado o hayan sino estimados 
incorrectamente. Entender las decisiones 
adoptadas en la aplicación de una variante 
específica del proceso de IR permitirá 
establecer mejoras en adaptaciones 
posteriores. 
Manejar alternativas en el proceso de IR 
implica la existencia de bloques de proceso 
comunes independientes de la adaptación, 
bloques de proceso alternativos y otros 
bloques de proceso con alguna variabilidad 
interna menor. Se asume que la variabilidad 
en los procesos también podrá influir en los 
productos, pudiendo entonces tenerse 
modelos alternativos (por ejemplo, diferentes 
estructuras para el documento de 
especificación de requisitos) o familia de 
modelos (por ejemplo, un conjunto de 
escenarios vinculado a un glosario del 
universo de discurso, o vinculado a un 
glosario que describe términos del sistema de 
software, o sin vínculos a ningún glosario). 
Asimismo, ocurre con frecuencia que las 
condiciones iniciales de un proyecto e incluso 
el contexto de aplicación se alteran, 
pudiéndose necesitar una nueva adaptación 
del proceso [19]. Es por ello que se propone 
una adaptación continua del proceso mediante 
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el monitoreo de los factores que pueden 
afectarlo en determinados hitos, proveyendo 
guías precisas para su reajuste. 
3. RESULTADOS 
OBTENIDOS/ESPERADOS 
A continuación se enumeran los resultados 
ya alcanzados: i) se ha identificado un 
conjunto amplio de 25 factores situacionales 
con sus interacciones y tipo de evolución, 
incluyendo factores no contemplados 
inicialmente relativos al desarrollo de 
software global y a la calidad esperada de los 
requisitos; ii) se han determinado los puntos 
de variación del proceso de requisitos y los 
factores que impactan en cada punto; iii) se 
han definido preliminarmente los bloques de 
proceso necesarios para componer el proceso; 
y iv) se han establecido las reglas de 
adaptación del proceso en cada punto de 
variación, las que permiten seleccionar los 
bloques que conformarán el proceso para la 
situación específica. Con base en estas 
definiciones, se diseñó una versión preliminar 
de los mecanismos de adaptación dinámica 
del proceso de requisitos, donde para cada 
proyecto de software se debe estimar un valor 
para cada factor situacional, el grado de 
certeza esperado en su estimación “a priori” y 
la posibilidad de reevaluarlo en etapas 
intermedias del proceso de requisitos.  Estas 
definiciones han quedado parcialmente 
reflejadas en [30]. 
Se ha iniciado un estudio de la evolución 
de los factores situacionales durante la 
aplicación del proceso de IR, disponiéndose 
de 35 casos de estudio desarrollados entre 
2015 y 2017. Se está desarrollando una 
herramienta de apoyo para la carga y posterior 
análisis de los cambios sufridos por los 
factores situacionales al inicio y al final del 
proceso de requisitos, combinado con el grado 
de confiabilidad asumido para el factor. En 
una etapa muy temprana del análisis, se ha 
notado que ciertos factores, como 
complejidad del contexto, grado de 
reingeniería del proceso de negocio, conflicto 
de intereses de usuarios y envergadura del 
proyecto, deben ser observados con especial 
atención durante el proceso de IR pues suelen 
cambiar, mientras que factores como novedad 
del contexto y nivel de rotación del equipo de 
desarrollo suelen ser percibidos desde el 
inicio con mayor precisión. 
En las próximas etapas de investigación, se 
profundizará el análisis de la evolución que 
sufren los factores situacionales a lo largo del 
proceso de requisitos desde su estimación 
inicial a su valoración final. De esta manera 
se intentará identificar el impacto que 
valoraciones dudosas en ciertos factores 
pueden tener en el proceso de requisitos 
adaptado. Se propone establecer alguna 
heurística que permita alcanzar un valor más 
preciso desde el inicio de la planeación de 
dicho proceso. 
Por otro lado, se llevará a cabo la puesta a 
prueba de la adaptación del proceso de IR en 
aquellas situaciones consideradas más usuales 
(dada la diversidad de situaciones posibles) 
con el fin de comprobar el nivel de impacto 
alcanzado en la productividad del proceso. 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
En el proyecto de UNLaM participan tres 
investigadores y un alumno becario. En el 
proyecto de UNO participan en este tema 
otros dos investigadores, uno en formación. 
La línea de investigación presentada aquí 
es parte directa de la tesis de maestría 
“Estrategia de Requisitos adaptable según 
factores de situación” que está desarrollando 
la Ing. Ledesma en UNLaM. El Ing. Mighetti 
finalizó su tesis de maestría “Mitigación de 
amenazas a requisitos en el desarrollo global 
de software usando LEL y Escenarios” en 
UNLaM, faltando presentarla para su defensa; 
esta tesis ha permitido identificar factores 
situacionales no considerados inicialmente. 
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El reuso de artefactos software brinda 
oportunidades para proveedores y 
clientes, tanto para acelerar el proceso de 
desarrollo de software como para 
establecer oferta de productos reusables. 
El paradigma de Computación Orientada 
a Servicios (SOC), promueve el 
desarrollo de aplicaciones distribuidas en 
ambientes heterogéneos, que son 
construidas ensamblando o componiendo 
servicios reusables, que se publican a 
través de una red y se acceden mediante 
protocolos específicos. SOC ha sido 
ampliamente adoptado bajo su 
implementación con la tecnología de 
Servicios Web, que provee flexibilidad de 
ejecución remota que oculta las 
plataformas específicas de ejecución y 
permite descentralizar los procesos de 
negocios. SOC requiere la publicación de 
servicios en un registro (UDDI de 
acuerdo a Servicios Web), los cuales 
luego son identificados y evaluados para 
una aplicación en desarrollo. Sin 
embargo, aún este proceso necesita 
métodos exhaustivos y eficientes, tanto 
para identificación como para selección 
de servicios, en el cual se puede 
considerar la aplicación de técnicas de 
Pruebas de Software y el uso de dos 
conceptos actuales: Orquestación y 
Coreografía de servicios. 
Palabras Clave: Ingeniería de Software 
basada en Reuso – Software Orientado a 
Servicios – Servicios Web – Calidad de 
Software – Verificación y Validación. 
 
Contexto 
La línea presentada se inserta en el 
contexto de los siguientes proyectos y 
acuerdos de cooperación: 
 04/F009: “Reuso Orientado a 
Servicios – Parte II”, sub-proyecto del 
Programa “Desarrollo de Software 
basado en Reuso – Parte II”. 
Financiado por UNCo. (2017-2020). 
 PIP 2017-2019 11220170100951CO: 
“Construcción de Líneas de Productos 
Software guiada por Estándares de 
Dominio”. Financiado por CONICET. 
 Acuerdo de Cooperación con 
ISISTAN-CONICET, UNICEN, 
Tandil. 
 Acuerdo de Cooperación con el 
Grupo Alarcos, Escuela Superior de 
Informática, Universidad de Castilla-




Actualmente la industria de software 
observa cómo mediante el reuso de 
software se puede alcanzar un proceso de 
desarrollo de software acelerado y 
confiable al basarse en artefactos software 
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que ya han sido probados en diferentes 
contextos de aplicación. Para ello se 
adopta el concepto denominado 
“tercerización”, por medio del cual se 
acuerdan contratos para adquisición y 
provisión de artefactos software reusables 
y se establecen relaciones comerciales 
entre vendedores y clientes. Por lo tanto, 
desde el punto de vista de un cliente 
implica la posibilidad de acelerar el 
desarrollo de un producto software para 
reducir el lanzamiento al mercado, y 
desde el punto de vista de un proveedor 
implica la posibilidad de observar sus 
productos con una perspectiva nueva que 
los coloque dentro del mercado de 
artefactos reusables. 
Un paradigma que promueve 
altamente el reuso de software se 
denomina Computación Orientada a 
Servicios (SOC), donde la funcionalidad 
a ser reusada adopta la forma de servicios, 
o unidades lógicas que presentan entornos 
heterogéneos de ejecución y pueden ser 
ensambladas para formar otras unidades 
lógicas de mayor nivel de abstracción que 
resuelvan (directamente o en parte) los 
procesos de negocios para un contexto de 
aplicación [SH05,PTDL07]. El paradigma 
SOC encontró una plataforma potencial 
de aprovechamiento mediante la Web, 
desde donde se desarrolló la tecnología de 
Servicios Web [NSS03, Wetal05], cuya 
base es el esquema estándar XML y el 
Lenguaje de Descripción de Servicios 
Web (WSDL), que facilitan ampliamente 
el desarrollo y mantenimiento de 
especificaciones formales de servicios. 
Así el paradigma SOC bajo la 
implementación con Servicios Web ha 
logrado su amplia adopción en la 
industria, principalmente bajo la 
flexibilidad de ejecución remota que 
permite a las compañías descentralizar 
aún más sus procesos de negocios y la 
ventaja de que las plataformas específicas 
de ejecución se encuentran ocultas, por lo 
cual no se requiere de inversiones 
adicionales en tecnología (incluyendo 
costos y esfuerzo de aprendizaje) al 
adquirir funcionalidad de terceras partes. 
El beneficio que la tecnología de 
Servicios Web provee al paradigma SOC 
se ha denominado “relación sin 
responsabilidad”, donde una aplicación 
cliente no requiere asumir cómo se ha 
implementado el servicio con el que se 
comunica. Sin embargo, los proveedores 
de servicios tienen la responsabilidad de 
evaluar la calidad de los productos 
ofrecidos como servicios y los 
consumidores de servicios a su vez deben 
ser capaces de identificar tal calidad que 
influirá sobre las aplicaciones en 
desarrollo. Para ello, las estrategias de 
Pruebas de Software deben ajustarse a 
este contexto específico donde los 
servicios están acordados como cajas 
negras que sólo permite evaluar el 
comportamiento y cualidades observables 
externamente [BDN10, Z08]. 
El funcionamiento concreto del 
paradigma SOC se basa en la 
Arquitectura orientada a Servicios (SOA) 
[SH05] que se encuentra compuesta por 
tres actores principales: un proveedor, un 
consumidor y un registro de servicios; 
donde el proveedor desarrolla y publica 
servicios en el registro, para que luego el 
consumidor busque servicios y establezca 
una comunicación con el proveedor. Sin 
embargo, la búsqueda de servicios 
publicados en un registro UDDI  (según 
la tecnología de servicios Web) 
[OASIS04], en general requiere invertir 
un esfuerzo considerable para distinguir 
servicios candidatos que satisfagan los 
requerimientos de la aplicación cliente 
[NSS03, Wetal05]. En particular, cuando 
varios candidatos ofrecen funcionalidades 
similares se requieren métodos eficientes 
de selección de servicios que discriminen 
tanto aspectos funcionales como no-
funcionales, considerando además las 
XX Workshop de Investigadores en Ciencias de la Computacio´n 584
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
interacciones válidas para un servicio 
candidato en función de los procesos de 
negocio que implementará la aplicación 
cliente. En particular el ensamblaje de 
servicios considerando procesos de 
negocio e interoperabilidad de servicios 
plantea el uso de dos conceptos de 
reciente investigación: Orquestación y 
Coreografía de servicios [P03, Wetal05]. 
El primero relacionado a una aplicación 
particular que describe un proceso de 
negocios específico, y el segundo 
relacionado a las interacciones válidas 
que pueden ocurrir entre distintos 
servicios predestinados a intervenir en 
una colaboración. En este contexto se 
cuenta actualmente con diversos 
lenguajes de descripción y frameworks de 
ejecución, tales como BPEL4WS 
[OASIS07], y WSCDL (Web Services 
Choreography Description Language) 
[W3C05].  
 
Líneas de Investigación, 
Desarrollo e Innovación 
El perfil de esta línea puede definirse en 
base a las actividades de investigación y 
transferencia, a las que da soporte el 
grupo GIISCo. Los temas específicos 
consideran los desafíos diferentes 
asociados al crecimiento de la Tecnología 
de la Información y las Comunicaciones.  
Actualmente, abordamos los siguientes 
aspectos: 
 Complejidad y legibilidad de 
servicios 
 Compatibilidad y selección de 
servicios.  
 Adaptación y Composición de 
servicios.  
 Testing de servicios.  
 Herramientas para evaluación, 
selección, composición y testing de 
servicios. 
 Definición de aplicaciones en 
dominios específicos. 
Resultados y Objetivos 
En [FCGMRAC17] hemos enumerado 
una serie de contribuciones anteriores. 
Durante el año 2017, hemos profundizado 
la investigación en aspectos de 
evaluación de compatibilidad y 
complejidad de servicios, generando 
métodos y herramientas enfocados en las 
interfaces y comportamiento dinámico de 
los servicios. Este avance se ha efectuado 
en colaboración con investigadores de 
ISISTAN (UNICEN) [AFMZM17, 
GRFCZ17, MZMAF17a, MZMAF17b, 
RGFCMZ17a, RGFCMZ17b]. 
Las líneas de investigación convergen en 
el tratamiento del desarrollo de software 
basado en el reuso de servicios desde la 
perspectiva de las aplicaciones orientadas 
a servicios. Una aplicación orientada a 
servicios implica una solución de negocio 
que consume servicios de uno o más 
proveedores y los integra en un proceso 
de negocio [SW04]. Además puede verse 
como una aplicación basada en 
componentes que integra dos tipos de 
componentes: internos localmente 
empotrados en la aplicación, y externos 
estática o dinámicamente enlazados a 
algún servicio [CMZC14]. No solamente 
se enfocará en el reuso de servicios 
individuales, sino también en la 
composición de servicios como forma de 
tercerizar una funcionalidad. Se adoptará 
la visión de proceso de negocio para la 
definición de comportamiento, donde se 
aplicará testing de servicios para una 
evaluación dinámica. Se complementará 
el modelo de selección y composición de 
servicios mediante las últimas 
plataformas y avances tecnológicos 
incluyendo semántica y estandarización. 
Se prevee la aplicación de estos modelos 
y las herramientas de soporte a dominios 
específicos, con particular énfasis en 
aquellos que requieran rigurosidad como 
aporte de validación efectiva. La visión 
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de esta línea de investigación se resume 
en: 
 
“Definir técnicas y herramientas para la 
mejora del desarrollo de software, en 
función del reuso de servicios web. La 
definición de modelos de identificación y 
selección de servicios, y la posibilidad de 
composición de servicios”. 
 
Formación de Recursos Humanos 
 
Este proyecto se compone de 11 
investigadores, entre los que se cuentan 
docentes y estudiantes del Grupo GIISCo 
de UNComa y asesores externos. Algunos 
de los docentesinvestigadores se 
encuentran realizando carreras de 
postgrado. Se cuenta actualmente con 3 
doctores (1 investigador adjunto 
CONICET, y 1 investigador asistente 
CONICET), 2 doctorandos (becarios 
CONICET), 1 maestrando, y 1 becario 
EVC-CIN entre los miembros del 
proyecto. Dirección de Tesis de Grado 
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Resumen 
Se presenta una línea de investigación y 
desarrollo centrada en el estudio de aspectos 
de Ingeniería de Software aplicados a las 
diferentes tendencias en el desarrollo de 
Aplicaciones para Dispositivos Móviles. 
Palabras claves: Plataformas para Dispositivos 
Móviles - Aplicaciones Nativas- Aplicaciones  
Híbridas – Aplicaciones Interpretadas – Aplicaciones 
por Compilación Cruzada – Aplicaciones Web 
Progresivas – Offline First. – Instant App 
 
Contexto 
Esta línea de Investigación forma parte del  
Proyecto (2018-2021) “Metodologías, 
técnicas y herramientas de Ingeniería de 
Software en escenarios híbridos. Mejora de 
proceso”, en particular del subproyecto  
Ingeniería de Software para escenarios 
híbridos del Instituto de Investigación en 
Informática LIDI de la Facultad de 
Informática, acreditado por el Ministerio de 
Educación de la Nación. 
Hay cooperación con Universidades de 
Argentina y se está trabajando con 
Universidades de Europa en proyectos 
financiados por el Ministerio de Ciencia y 
Tecnología de España y la AECID. 
Se participa en iniciativas como el 
Programa IberoTIC de intercambio de 
Profesores y Alumnos de Doctorado en el 
área de Informática. 
Por otra parte, se tiene financiamiento de  




La computación móvil puede definirse 
como un entorno de cómputo con movilidad 
física. Un usuario debe ser capaz de acceder a 
datos, información u otros objetos lógicos 
desde cualquier dispositivo en cualquier red, 
al mismo tiempo que va moviéndose, 
cambiando su locación geográfica. 
El desarrollo de aplicaciones para 
dispositivos móviles plantea nuevos desafíos 
originados en las características únicas de esta 
actividad. La necesidad de tratar con diversos 
estándares, protocolos y tecnologías de red; 
las capacidades limitadas, aunque en 
constante crecimiento, de los dispositivos; las 
restricciones de tiempo impuestas por un 
mercado altamente dinámico y la existencia 
de distintas plataformas de hardware y 
software son sólo algunas de las dificultades a 
las que se enfrentan los desarrolladores en 
esta área.  
Las aplicaciones se generan en un entorno 
dinámico e incierto. En su mayoría se trata de 
aplicaciones pequeñas, no críticas, destinadas 
a un gran número de usuarios finales que son 
liberadas en versiones rápidas para poder 
satisfacer las demandas del mercado. En otros 
casos las aplicaciones son de mayor tamaño, 
algunas incluso pueden funcionar fuera de 
línea requiriendo sincronización con bases de 
datos u otro tipo de aplicaciones. En este 
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último caso se denominan aplicaciones offline 
first y poseen un mayor grado de 
complejidad, tanto en su desarrollo como en 
su mantenimiento.  
Todas las particularidades previamente 
mencionadas hacen que el desarrollo de 
software para dispositivos móviles difiera 
considerablemente del tradicional. Ello 
conduce a nuevas prácticas y metodologías 
que promueven el crecimiento de la Ingeniería 
de Software como disciplina, acompañando 
este proceso de desarrollo tecnológico. 
La existencia de una enorme competencia 
en el mercado de las aplicaciones móviles, 
promovida en parte por la proliferación de 
dispositivos móviles y el número de negocios 
que están migrando sus servicios a Internet, 
revela la importancia que implica para las 
empresas el posicionamiento en este mercado. 
Para conseguirlo, es necesario reducir al 
máximo el tiempo de desarrollo de las 
aplicaciones y al mismo tiempo hacer que 
éstas se ejecuten en el mayor número de 
dispositivos posible. 
Este propósito se ve obstaculizado por la 
excesiva fragmentación de hardware y 
software existente, originada por el alto 
número de dispositivos distintos, con sus 
propios sistemas operativos y plataformas de 
desarrollo. 
La alternativa más costosa para hacer frente 
a esta problemática consiste en el desarrollo 
nativo de las aplicaciones en cada una de las 
plataformas existentes, utilizando el entorno 
de desarrollo integrado (IDE por sus siglas en 
inglés), el lenguaje de programación y las 
herramientas propias de cada plataforma.  
Las aplicaciones nativas así desarrolladas 
poseen un conjunto de características 
ventajosas entre las que sobresalen el acceso a 
todas las capacidades del dispositivo (cámara, 
GPS, acelerómetro y agenda, entre otras), el 
alto rendimiento, la posibilidad de trabajar sin 
acceso a Internet y de correr en segundo plano 
notificando al usuario sólo en caso de requerir 
su atención. Estas aplicaciones pueden 
distribuirse a través de las tiendas en línea 
correspondientes. Sin embargo, el precio de 
todas estas ventajas es alto: no es posible 
reusar el código fuente entre plataformas 
diferentes, el esfuerzo se multiplica y se 
elevan los costos de desarrollo, actualización 
y distribución de nuevas versiones. 
El desarrollo multiplataforma se contrapone 
al nativo y se centra en la reutilización de 
código. Se procura entonces optimizar la 
relación costo/beneficio compartiendo la 
misma codificación entre las versiones para 
las distintas plataformas. La construcción de 
aplicaciones Web Móviles constituye un 
ejemplo representativo de este enfoque. Estas 
aplicaciones se diseñan para correr dentro de 
un navegador, se desarrollan con tecnología 
web bien conocidas (HTML, CSS y 
JavaScript), no necesitan adecuarse a ningún 
entorno operativo; su puesta en marcha es 
rápida y sencilla. 
Las desventajas de las aplicaciones Web 
Móviles recaen sobre su rendimiento. Los 
tiempos de respuesta se dilatan afectados por 
la interacción cliente-servidor y las 
restricciones de seguridad impuestas a la 
ejecución de código por medio del navegador 
limitan el acceso a todas las capacidades del 
dispositivo. Además, al no poseer el look and 
feel de las aplicaciones nativas, resultan 
menos atractivas para el usuario final. 
Las aplicaciones híbridas constituyen otro 
tipo de desarrollo multiplataforma basado en 
tecnologías web (HTML, Javascript y CSS) 
pero que, a diferencia de las anteriores, no son 
ejecutadas por un navegador. En su lugar, 
corren en un contenedor web especial con 
mayor acceso a las capacidades del 
dispositivo a través de una API específica. 
Las aplicaciones híbridas permiten la 
reutilización de código en las distintas 
plataformas, el acceso al hardware del 
dispositivo, y la distribución a través de las 
tiendas de aplicaciones. Sin embargo 
conservan algunas de las desventajas de las 
aplicaciones Web Móviles: la utilización de 
componentes no nativos en la interfaz 
perjudica la experiencia de usuario, y la 
ejecución se ve ralentizada por la carga 
asociada al contenedor web. 
Otro tipo de aplicación multiplataforma lo 
constituyen las aplicaciones interpretadas, las 
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cuales son traducidas en su mayor parte a 
código nativo, mientras que un resto se 
interpreta en ejecución. Se implementan de 
forma independiente de las plataformas 
utilizando diversas tecnologías y lenguajes, 
tales como Java, Ruby y XML, entre otros. 
La obtención de interfaces nativas 
constituye una de las principales ventajas de 
este tipo de aplicaciones, y la dependencia 
total con el entorno de desarrollo el obstáculo 
más notable. Appcelerator Titanium es el 
entorno de desarrollo más popular. 
Finalmente, las aplicaciones generadas por 
compilación cruzada también constituyen un 
tipo de desarrollo multiplataforma. Estas 
aplicaciones se compilan de manera nativa 
creando una versión específica de alto 
rendimiento para cada plataforma destino. 
Ejemplos de entornos de desarrollo para 
generar aplicaciones por compilación cruzada 
son Applause, Embarcadero Delphi XE6 y 
Xamarin. 
Un nuevo concepto ha surgido en los 
últimos años denominado Aplicaciones Web 
Progresivas (PWA por sus siglas en inglés). 
Una PWA es una aplicación web que utiliza 
las últimas tecnologías disponibles en los 
navegadores para ofrecer en dispositivos 
móviles una experiencia lo más parecida 
posible a la de una aplicación nativa. 
Los objetivos que persiguen las PWA son: 
lograr el mayor rendimiento posible en 
dispositivos móviles, que la aplicación cargue 
de manera casi instantánea, que la interfaz de 
usuario se parezca lo máximo posible a una 
nativa, que se pueda trabajar sin conexión 
(offline first) y que se puedan enviar 
notificaciones a los usuarios, como en una 
aplicación nativa. 
Desde 2017 los desarrolladores de Android 
tienen una nueva opción para hacer llegar sus 
apps a los usuarios finales. El concepto de 
Instant App permite ejecutar una 
funcionalidad específica de una aplicación sin 
necesidad de instalar la App completa.  
Líneas de Investigación y Desarrollo 
● Enfoques de desarrollo de Aplicaciones 
para Dispositivos Móviles 
● Metodologías y Técnicas de la Ingeniería 
de Software y su aplicación en el 
desarrollo de software para dispositivos 
móviles. 
● Aplicaciones Nativas. 
● Aplicaciones Web Móviles. 
● Aplicaciones Móviles Híbridas 
(PhoneGap, Sencha Touch, Ionic). 
● Aplicaciones Móviles Interpretadas 
(Appcelerator Titanium, Native Script). 
● Aplicaciones Móviles generadas por 
compilación cruzada (Xamarin, Applause, 
Embarcadero Delphi XE6). 
● Instant App, offline first y PWA 
● Análisis y estudio comparativo de 
rendimiento, consumo de energía, tamaño 
de software, entre otros, en los distintos 
enfoques de Aplicaciones Móviles. 
● Experiencia de usuario en Aplicaciones 




Los resultados obtenidos/esperados se 
pueden resumir en: 
 Se ha estudiado la manera en que el 
enfoque de desarrollo utilizado afecta el 
rendimiento de aplicaciones que realizan 
procesamiento intensivo. Se extrajeron 
conclusiones considerando las plataformas 
iOS y Android junto a varios frameworks 
de desarrollo multiplataforma.  
 Se ha estudiado el impacto que distintos 
frameworks de desarrollo multiplataforma 
tienen sobre el tamaño de la aplicación 
construida. Los resultados obtenidos en 
este estudio son relevantes dado que el 
espacio disponible se ha convertido en un 
recurso crítico para muchos usuarios.  
 Se ha desarrollado "Informática UNLP", 
una aplicación móvil para la comunidad 
de la Facultad de Informática de la 
Universidad Nacional de La Plata. Es una 
herramienta de software multiplataforma 
en continuo crecimiento, que mejora la 
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comunicación entre alumnos y docentes, 
facilitando además el acceso a la 
información relevante sobre la Facultad y 
sus carreras. Además mediante realidad 
aumentada permite consultar información 
de la ocupación de las aulas en tiempo 
real. Se espera ampliar su funcionalidad 
desarrollando nuevas características en 
función del resultado de análisis y 
revisiones constantes.  
 Se ha iniciado un detallado estudio 
comparativo de distintos enfoques de 
desarrollo que contempla una extensa lista 
de características que se presentan de 
forma particular en cada uno de ellos. Se 
esperan obtener conclusiones de utilidad 
para asistir a los desarrolladores en la 
elección de la opción más ajustada a sus 
necesidades.  
 Se ha iniciado un minucioso estudio sobre 
la eficiencia energética y su relación con 
los enfoques de desarrollo. En particular 
se está analizando la autonomía de las 
baterías de los dispositivos móviles en 
aplicaciones con funciones multimedia 
(acceso a imágenes y reproducción de 
video) y con alta carga de procesamiento, 
generadas con diversos enfoques de 
desarrollo. Los resultados provisorios son 
alentadores, se esperan alcanzar 
conclusiones de gran utilidad.  
 Entre los objetivos de esta línea de 
investigación se propone estudiar el 
alcance de las PWA, analizando 
limitaciones y ventajas en relación con las 
Aplicaciones Web Móviles y las 
Aplicaciones Nativas, haciendo foco en 
aspectos técnicos y sociales, de 
comportamiento del usuario y relativos al 
rendimiento.  
 Se plantea analizar las ventajas y 
desventajas de las "Instant App" de 
Android. Estudiar y comparar con las 
aplicaciones nativas tradicionales. 
 Esta línea de investigación establece 
también como objetivo el estudio del 
concepto "offline first" analizando 
estrategias de soluciones a cuestiones 
inherentes a esta tecnología.   
 Además, el desarrollo de esta línea de 
investigación ha de promover el avance 
sostenido y continuo de la formación de 
los miembros involucrados en ella. 
Formación de Recursos Humanos 
Los integrantes de esta línea de 
investigación dirigen Tesinas de Grado y 
Tesis de Postgrado en la Facultad de 
Informática, y Becarios III-LIDI en temas 
relacionados con el proyecto. Además 
participan en el dictado de asignaturas/cursos 
de grado y postgrado de la Facultad de 
Informática de la UNLP. 
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Resumen 
 
El III-LIDI (Instituto de Investigación en 
Informática LIDI) posee un grupo 
dedicado a la investigación y desarrollo 
relacionado con la mejora de los procesos 
de gestión y el aseguramiento de la 
calidad en procesos de gestión y productos 
de software.  
En este contexto se ha avanzado en 
conceptos de Gobernanza Digital 
(estudiando la generación de políticas de 
prestación de servicios y herramientas de 
uso en los mismos, que beneficien a la 
comunidad; en la Mejora de procesos en 
el ámbito del desarrollo del software, 
mediante el estudio de diferentes 
metodologías agiles y la combinación de 
herramientas de gestión que asistan al 
desarrollo de software definiendo, en el 
ámbito administrativo de la Universidad, 
guías de trabajo, instructivos y procesos 
que faciliten la prestación de los servicios; 
y en el estudio de estándares 
internacionales de Calidad de Producto y 
desarrollo de herramientas para asistir a su 
proceso de evaluación.  
 
Palabras Claves 
Ingeniería de Software – Calidad del 
proceso – Calidad del producto - Normas 




Esta línea de investigación se enmarca en 
el proyecto “Metodologías, técnicas y 
herramientas de Ingeniería de Software 
en escenarios híbridos. Mejora de 
proceso” y en el subproyecto 
“Gobernanza Digital. Mejora de 
Procesos.” del (2018-2021), en proceso 
de acreditación como proyecto de 
incentivo de la UNLP. Asimismo el III-
LIDI participa en el proyecto de 
Innovación y Transferencia en Áreas 
Prioritarias de la Provincia de Buenos 
Aires (PIT-AP-BA) “Herramientas para 
el desarrollo y la entrega de servicios 
públicos digitales de acción social para 
municipios bonaerenses” en colaboración 
con el Laboratorio de I&D en Ingeniería 
de Software y Sistemas de Información de 
la Universidad Nacional del Sur (UNS); y 
de proyectos  de la Facultad de 
Informática y de otros organismos. 
El Instituto posee diversos acuerdos de 
cooperación con varias Universidades de 
Argentina y del exterior y con empresas 
privadas del sector, interesadas en mejorar 
sus procesos de desarrollo aplicando 
mejoras. 
Cabe destacar que el Instituto es, desde el 
año 2015 Centro Asociado de la CIC.  
Además, participa en iniciativas como el 
Programa IberoTIC de intercambio de 
Profesores y Alumnos de Doctorado en el 
área de Informática. 
 
Introducción 
El uso de diferentes Tecnologías de 
Información y Comunicación (TICs) ha 
modificado el desarrollo de un gran 
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número de actividades cotidianas, 
principalmente en las relaciones sociales, 
culturales y económicas.  
El concepto de “Nube” como repositorio 
de información está cada vez más 
incorporado en la vida diaria. El volumen 
de información almacenada y la velocidad 
de procesamiento que se dispone 
actualmente, permite consumir la 
información en tiempo real (con técnicas 
de BigData) para asistir a las personas en 
sus actividades diarias. Por ejemplo, el 
asistente de tráfico de Google, que en 
función de la información que va 
recolectando de los usuarios en tiempo 
real, es capaz de ofrecer la ruta óptima 
para ese momento. Este ejemplo presenta 
un caso particular vinculado al concepto 
de ciudades digitales.  
Una ciudad digital es aquella en la que, 
utilizando los recursos propios de la 
infraestructura de telecomunicaciones y de 
la informática ya existentes, entre ellas 
Internet, brinda a sus habitantes un 
conjunto de servicios digitales a fin de 
mejorar el nivel de desarrollo humano, 
económico y cultural de esa comunidad, 
tanto a nivel individual como colectivo. 
La infraestructura para brindar estos 
servicios, tales como redes telefónicas e 
Internet, se sustenta en los recursos 
propios de los usuarios e instituciones. 
Ligado al concepto de ciudad digital, se 
encuentran los términos gobierno y 
gobernanza digital. 
La gobernanza se lleva a cabo a través de 
la prestación de servicios públicos. Se 
define como servicio público a la 
“actividad llevada a cabo por la 
Administración o, bajo un cierto control y 
regulación de ésta, por una organización, 
especializada o no, y destinada a satisfacer 
necesidades de la colectividad.” Si dichos 
servicios son brindados a través  del uso 
de TICs, son considerados servicios 
públicos electrónicos.[1] 
Los servicios públicos electrónicos son 
realizados por procesos bien definidos e 
implementados utilizando sistemas de 
software. Se hallan diferentes estrategias 
de enfocar la calidad de estos servicios.  
Existe un conjunto de normas 
relacionadas a la calidad del software que 
se pueden clasificar en tres grupos 
explicados a continuación. 
El primer grupo está comprendido por las 
asociadas a la calidad del producto de 
software, el segundo son normas 
relacionadas al proceso de desarrollo del 
software y el tercer grupo, más genérico 
que los anteriores, son las normas 
relacionadas con la gestión de la 
organización desarrolladora de software. 
 
Dentro de la línea de la investigación del 
proyecto, se destacan los siguientes ejes 
principales: 
 
1- Mejora de los servicios de gobierno 
digital en organismos públicos de 
gobierno 
 
El III-LIDI participa en conjunto con el 
LISSI-UNS en el proyecto PIT-AP-BA 
“Herramientas para el desarrollo y la 
entrega de servicios públicos digitales de 
acción social para municipios 
bonaerenses” que propone mejorar la 
eficacia de la implementación de las 
políticas sociales municipales mediante 
soluciones informáticas que permitan 
mejorar la entrega de servicios públicos de 
acción social. 
 
El proyecto se enfoca en la investigación 
sobre las características de gobierno 
abierto y su aplicación en las distintas 
agencias gubernamentales, sobre 
herramientas que asistan a las agencias de 
gobierno en la publicación de sus datos, y 
sobre la gobernanza móvil, con el objetivo 
de diseñar soluciones y estrategias para 
integrar diferentes actividades y utilizar 
las redes sociales como medio de difusión 
y de participación, permitiendo mejorar la 
eficiencia y eficacia de las interacciones 
gobierno-ciudadanos. 
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En particular, dentro de la gobernanza 
digital, se encuentra el uso de diversas 
tecnologías, para la elección de 
autoridades mediante el voto (presencial, 
semipresencial y remoto) de su 
comunidad.  Desde el año 2003 el III-
LIDI trabaja en aplicaciones en esta área, 
entre las cuales se destacan la definición e 
implementación  de estos tres modelos de 
distintos tipos de votaciones (urnas 
electrónicas, ambientes de votación, 
comunicaciones, entre otras),  
 
 
2- Mejora en los procesos de gestión de 
la Facultad de Informática  
 
El III-LIDI, en coordinación con el área 
de Certificación de Calidad de la Facultad 
de Informatica, trabaja en este proyecto, 
con el objeto de analizar, definir y 
establecer un plan a ser aplicado a 
distintos procesos de la Gestión 
Universitaria. 
 
Desde el año 2011, la Facultad de 
Informática ha iniciado el camino hacia la 
certificación de distintos procesos.  
El curso de Nivelación a Distancia para el 
Pre-Ingreso, logró en el año 2012 la 
certificación IRAM-ISO 9001:2008 del 
Sistema de Gestión de Calidad (SGC) del 
"Diseño y realización del curso de Nivelación 
a Distancia para el Pre-Ingreso a la Facultad 
de Informática" y en 2015 la Re-
certificación 
En el 2016 se ha obtenido la certificación 
IRAM-ISO 9001:2008 del SGC del área 
de Concursos Docentes: “Llamado a 
Concursos Docentes Ordinarios”, “Concurso 
Auxiliar Docente Ordinario” y “Concurso 
Profesor Ordinario” de acuerdo a la 
ordenanza 179 de la universidad nacional de 
la plata, y las ordenanzas 303 y 308 de la 
facultad de informática”.  
En el 2017 se realizaron las auditorías de 
seguimiento de los procesos certificados. 
Durante el año 2018 se realizarán las 
auditorías de Re-certificación de los 
procesos bajo la nueva versión de la 
norma IRAM-ISO 9001:2015, con la 
modificación en el alcance del Pre-
Ingreso.[2] 
 
3- Mejora de los servicios de gobierno 
digital en unidades académicas de 
nivel universitario  
 
En el marco de las mejora de la calidad de 
los servicios institucionales, se inició una 
evaluación de la calidad de los servicios 
que brindan las unidades académicas 
(UA) con autonomía para definir sus 
procesos académicos y de gestión. [3] 
 
El gobierno universitario está compuesto 
por docentes, no docentes, alumnos y 
graduados. Todos en su conjunto 
representan a la comunidad universitaria 
que desarrollan sus actividades en el 
marco de las reglamentaciones que 
dispone dicho gobierno. Para llevar a cabo 
el cumplimiento de las reglamentaciones, 
la universidad pone a disposición de su 
comunidad un conjunto de servicios. 
Actualmente, varios de estos servicios son 
brindados a través del uso TICs.  
 
Se define el concepto de Gobierno 
Electrónico Universitario (EGOV-U), 
cómo “el uso de las TICs como 
herramienta para mejorar los procesos y 
los servicios prestados por una 
universidad a los miembros de su 
comunidad”. [4] 
 
Durante el 2017 se profundizó el modelo 
planteado y se está realizando la 
recolección de datos de las diferentes 
unidades académicas para validar el 
modelo. 
 
4- Mejora de Procesos de gestión en el 
desarrollo de software 
La dependencia creada por parte de la 
sociedad a las tecnologías de la 
información, la demanda generada por 
usuarios que reclaman servicios que den 
solución a sus necesidades y las 
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exigencias de un entorno cambiante, ha 
impulsado a un número significativo de 
compañías desarrolladoras de software a 
buscar soluciones enfocadas en mejorar 
organizacional y estratégicamente sus 
procesos para desarrollar productos de 
software de mayor calidad. 
Los desarrollos de software tradicionales 
se han basado en un triángulo formado por 
el alcance, costo y duración de un 
proyecto. Este triángulo siempre ha 
supuesto que la calidad es inherente a los 
desarrollos, sin embargo, la misma ha 
resultado ser la variable que sufre en los 
proyectos. 
El uso de las metodologías ágiles 
representa una alternativa para la mejora 
de procesos en el desarrollo de sistemas 
de software. Están centradas en el factor 
humano y en el producto de software, 
valorizando la relación con el cliente y el 
desarrollo incremental. Estas 
metodologías ofrecen entregas frecuentes 
de software funcional, permitiendo 
cambios de requerimientos y participación 
directa del cliente en el desarrollo. 
Con el objetivo de asistir al equipo de 
desarrollo en el seguimiento del proyecto 
y almacenamiento de la documentación se 
analiza la posibilidad de brindar una 
herramienta que combine las 
funcionalidades que el equipo considere 
necesarias y las mismas se actualicen de 
forma automática en función de las 
modificaciones de los archivos del 
repositorio. Por ejemplo combinando las 
tareas de un tablero de Trello con los 
archivos en GitHub [5]–[7] 
 
Por otro lado, en el camino de obtener 
mejor calidad en los procesos de 
desarrollo, se propone investigar la 
compatibilidad de la utilización de 
metodologías ágiles junto con los 
estándares de calidad. 
 
5- Calidad en productos. 
En la actualidad, el número de empresas 
desarrolladoras de software ha 
experimentado un fuerte crecimiento, 
juntamente con el incremento de la 
demanda de productos del sector. Para 
este tipo de empresas, la calidad del 
software tiene un papel fundamental y las 
actividades relacionadas con la calidad de 
software junto con su evaluación están 
cobrando cada vez más importancia.  
En este sentido, se ha estudiado la familia 
ISO/IEC 25000 conocida como SQuaRE 
(Software Product Quality Requirements 
and Evaluation), que posibilita la 
certificación de los productos de software. 
[8] 
 
Dentro de esta familia de normas se 
destaca la norma ISO/IEC 25040, la cual 
define un proceso para llevar a cabo la 
evaluación de un producto de software. 
Dicha evaluación consta de una serie de 
pasos a seguir en los cuales se analizan 
diferentes aspectos y puntos de vista del 
producto. Uno de estos pasos consiste en 
seleccionar las características a evaluar, 
las cuales se encuentran definidas en el 
modelo de calidad propuesto por la norma 
ISO/IEC 25010.[9], [10] 
  
A la hora de realizar una evaluación, el 
principal objetivo es obtener un 
documento detallado en el cual se posea la 
información necesaria  para determinar el 
cumplimiento del propósito de la 
evaluación. 
 
Para ello se desarrolló una herramienta 
denominada SEP (Sistema de Evaluación 
de Producto), la cual puede ser utilizada 
como guía por personas no 
experimentadas en el área de calidad de 
software, para realizar la evaluación de 
sus productos. Dicha herramienta no se 
utiliza con el fin de obtener una 
certificación, sino como un plan de 
mejora. 
 
Mediante la utilización del enfoque GQM, 
se generó una alternativa para la medición 
propuesta por la norma ISO/IEC 25023, 
definiendo un conjunto de preguntas 
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cuyas respuestas combinadas de forma 
lógica permiten obtener una métrica 




Líneas de investigación y 
desarrollo 
 
- Análisis y estudio de normas y modelos 
orientados a la Calidad del Producto, 
como por ejemplo IRAM - ISO/IEC 
25000 
- Evaluación de procesos en organismos 
públicos y privados según los requisitos 
de ISO 9001. 
-Desarrollo de Voto electrónico presencial 
y Voto por Internet. Arquitecturas 
adaptadas a la legislación vigente. 
- Análisis, discusión y estudio de normas 
de calidad relacionadas con certificación 
de servicios gubernamentales.   
- Análisis, discusión y estudio de mejoras 
de proceso en el desarrollo de software 
combinando herramientas de gestión de 
proyectos. 
- Evaluación de madurez de los servicios 
de gobierno digital de una unidad 
académica y de organismos públicos 
gubernamentales. 
 
Resultados obtenidos / 
esperados 
 
- Se avanza en la recolección de datos de 
las diferentes unidades académicas para 
validar el modelo de evaluación 
propuesto. 
- Se avanza en el análisis de los servicios 
públicos digitales de acción social en los 
Municipios de La Plata y Bahía Blanca. 
-Re-Certificación de los procesos  Pre-
Ingreso a Distancia de la Facultad de 
Informática y Concursos Docentes de la 
Facultad de Informática. Bajo la nueva 
versión de la normas IRAM-ISO 
9001:2015. 
- Análisis de nuevos procesos de la 
Facultad, con posibilidad de generar 
guias/instructivos para facilitar la 
prestación de los servicios y analizar la 
posibilidad de su certificación ser 
certificados. 
- Se avanza en una herramienta para la 
asistir a la gestión de proyecto, generando 
documentación automática en función de 
los avances del desarrollo, combinando 
herramientas como  Trello y GitHub  
- Capacitación y desarrollo de los 
documentos básicos de gestión de la 
calidad de productos. 
- Se implementó en una herramienta para 
asistir en la evaluación del producto de 
software utilizando métricas GQM  
- Acciones de consultorías y 
asesoramiento en organismos públicos y 
privados 
-Se avanzó en la tesis de doctorado 
“Modelo de madurez de los servicios de 
gobierno electrónico en el ámbito 
universitario”. 
-Aplicación del Voto electrónico 
presencial en elecciones universitarias  y 
Voto por Internet en distintos organismos.  
 
Formación de recursos 
humanos 
 
- Capacitación de los miembros del 
proyecto a través de diversos cursos del 
Instituto Argentino de Normalización y 
Certificación (IRAM). 
- Se desarrollan tesis de doctorado y  
tesinas de grado en el área. 
- Los integrantes de esta línea de 
Investigación participan en el dictado de 
asignaturas/cursos de grado/postgrado en 
la Facultad de Informática de la UNLP y 
en otras universidades del país. En 
particular, en la UNLP, se dicta la 
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Se presenta una línea de investigación y 
desarrollo que tiene por objeto estudiar y 
caracterizar los procesos relacionados con el 
diseño y desarrollo de sistemas de software 
para escenarios híbridos. Se tiene como 
objetivo principal generar metodologías y 
prácticas de Ingeniería de Software 
considerando las características de estos 
escenarios, así como realizar un análisis 
cualitativo y cuantitativo de aspectos de 
usabilidad que caracterizan los sistemas 
generados vinculados a contextos donde 
afectan la movilidad, la localización, las redes 
y los dispositivos involucrados. 
Palabras claves: Escenarios Híbridos  - Computación 
Ubicua - Usabilidad  
 
Contexto 
Esta línea de Investigación forma parte del 
proyecto (2018-2021) “Metodologías, 
técnicas y herramientas de ingeniería de 
software en escenarios híbridos. Mejora de 
proceso.”, en particular del subproyecto  
“Ingeniería de Software para escenarios 
híbridos”, del Instituto de Investigación en 
Informática LIDI (III-LIDI) de la Facultad de 
Informática UNLP, acreditado por el 
Ministerio de Educación de la Nación. 
Hay cooperación con Universidades de 
Argentina y se está trabajando con 
Universidades de Europa en proyectos 
financiados por el Ministerio de Ciencia y 
Tecnología de España y la AECID. 
Se participa en iniciativas como el 
Programa IberoTIC de intercambio de 
Profesores y Alumnos de Doctorado en el 
área de Informática. 
 
Introducción  
La creciente disponibilidad y acceso a 
dispositivos móviles, a redes inalámbricas, a 
sensores, sumado al uso del GPS y otras 
tecnologías que actualmente se encuentran al 
alcance de las personas, han marcado la 
profundización de nuevos entramados entre 
mundo físico y virtual y la puesta en práctica 
de los principios de la computación ubicua. 
Al mismo tiempo, las posibilidades de la web 
y sus desarrollos continúan siendo tema de 
investigación y actualidad.  
Estos escenarios son reconocidos como 
híbridos, en ellos se aumenta 
computacionalmente a diferentes objetos del 
entorno y es posible acceder a la información 
digital, ya no sólo desde una PC de escritorio, 
sino desde dispositivos con variadas 
características. Los escenarios mencionados 
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modifican el concepto de ciudad (dando lugar 
a ciudades inteligentes), se integran en los 
escenarios educativos extendiendo las 
posibilidades del aula física, abren 
posibilidades para las actividades cotidianas y 
también llaman a la investigación y reflexión 
en el ámbito de las Ciencias de la 
Computación. Impulsan, además, 
innovaciones en las formas de gestión, como 
en el caso de los sistemas vinculados a la 
gobernanza electrónica. En este sentido, se 
hace necesario planificar metodologías y 
diseñar tecnologías que aprovechen estos 
escenarios híbridos complejos y con nuevas 
oportunidades para los usuarios [18].  
Estos desafíos deben ser revisados y 
abordados desde la Ingeniería de Software, la 
atención de la calidad de los procesos y 
sistemas que involucran, los paradigmas de 
interacción persona-computadora para que 
permitan integrar con mayor naturalidad el 
uso de estos sistemas, y el desarrollo de 
interfaces que se adapten al contexto [2], [3], 
[5] [8] [14]. 
El desarrollo de software para escenarios 
híbridos requiere modificación de las 
prácticas actuales de Ingeniería de Software, y 
de aspectos de gestión de proyectos de 
desarrollo de software. Esas prácticas, ligadas 
a los modelos de ciclo de vida de desarrollo 
de software, ya sean ágiles o tradicionales, 
comprenden actividades de Ingeniería de 
Requerimientos, Diseño, Codificación y 
Prueba [1], [2], [3], [4] [6] [7] [9].  
 
El proyecto “Metodologías, técnicas y 
herramientas de Ingeniería de Software en 
escenarios híbridos. Mejora de proceso”, 
2018-2021 del Programa de Incentivos, 
propone profundizar en las investigaciones 
que ya se vienen realizando en estos temas en 
el III-LIDI y extender la mirada a estos 
nuevos desafíos y cambios que están en 
gestación. Para ello se organiza en tres 
subproyectos que permiten atender de manera 
ordenada el objetivo general propuesto:  
“SP1 - Ingeniería de Software para escenarios 
híbridos”, SP2 - Gobernanza Digital. Mejora de 
Procesos.” Y “SP3 - Metodologías y 
herramientas para la apropiación de tecnologías 
digitales en escenarios educativos híbridos”  
 
En este artículo detallaremos el subproyecto 
“SP1 -Ingeniería de Software para escenarios 
híbridos”, se orienta a la investigación de 
metodologías y técnicas de la Ingeniería de 
Software, con énfasis en los escenarios 
híbridos, y bajo la consideración de las 
características de movilidad de las personas, 
uso de sistemas y aplicaciones desde 
diferentes dispositivos y puntos de acceso, y 
la necesidad de personalización y adaptación 
acorde al contexto y al estado de cada usuario. 
De manera particular en este subproyecto, se 
abordan los requerimientos para el diseño de 
aplicaciones para dispositivos móviles [12].  
El segundo y tercer subproyecto, se orientan a 
la aplicación e integración de las 
metodologías, técnicas y herramientas que se 
investigan como parte del proyecto general, 
en dos áreas de aplicación concretas que 
también se ven impactadas por estos 
escenarios híbridos. 
 
Las bases en que se asientan los métodos 
tradicionales de desarrollo de software son 
erosionadas a medida que los ingenieros de 
hardware crean distintos dispositivos con 
capacidad de cómputo (computadoras de 
escritorio, tablets, teléfonos inteligentes, entre 
otros), y/o mejoran las capacidades de los 
dispositivos existentes.  
Por otra parte, actualmente los sistemas de 
software se utilizan en diferentes ámbitos. 
Una operación puede iniciarse desde un 
dispositivo y finalizarse desde otro. Por 
ejemplo, se puede iniciar una compra online 
agregando ítems a un carrito de compras 
desde un celular y finalizarla efectivizando el 
pago desde en una notebook; o iniciar la 
reproducción de una película desde un Smart-
TV y continuar luego desde una tablet [11], 
[17].  
 
También avanza la concepción de los sistemas 
ubicuos, incorporando la posición geográfica 
a los dispositivos, permitiendo procesar la 
información en función de su ubicación.  
 
En el desarrollo de este tipo de aplicaciones, 
es vital el uso de técnicas para compartir 
información como los Repositorios, por 
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ejemplo GIT. El uso de estos repositorios 
permite realizar control de versiones 
distribuido, trabajando en modo off line o en 
modo online, con la facilidad de disponer 
herramientas específicas para la resolución de 
conflictos entre versiones [11], [17]. 
 
Un punto de interés de las aplicaciones 
constituye la sincronización de Bases de 
Datos Móviles con Bases de Datos 
Centralizadas o en la Nube. En los últimos 
años, la aparición de diferentes entornos para 
el funcionamiento de aplicaciones, ha 
generado la necesidad de operar tanto en 
modo online como off line, debiéndose 
sincronizar de información entre los datos de 
dichos entornos [10], [16].  
Finalmente, otro caso distintivo es la 
computación móvil. La misma puede 
definirse como un entorno de cómputo con 
movilidad física. Un usuario debe ser capaz 
de acceder a datos, información u otros 
objetos lógicos desde cualquier dispositivo en 
cualquier red, al mismo tiempo que cambia su 
locación geográfica [17].  
 
El desarrollo de aplicaciones para escenarios 
híbridos y con características de movilidad 
plantea, por lo tanto, nuevos desafíos 
originados en las características únicas de esta 
actividad. La necesidad de tratar con diversos 
estándares, protocolos y tecnologías de red; 
las capacidades limitadas, aunque en 
constante crecimiento de los dispositivos; las 
restricciones de tiempo impuestas por un 
mercado altamente dinámico, y la existencia 
de distintas plataformas de hardware y 
software son sólo algunas de las dificultades a 
las que se enfrentan los ingenieros de 
software en esta área [13], [19]. 
  
Todas las particularidades previamente 
mencionadas hacen que el desarrollo de 
software para dispositivos móviles, y para 
escenarios híbridos difiera considerablemente 
del tradicional. Esto conduce a nuevas 
prácticas y metodologías que promueven el 
crecimiento de la Ingeniería de Software 
como disciplina. [15].  
 
Líneas de Investigación y Desarrollo 
 Metodologías y Técnicas de la Ingeniería 
de Software y su aplicación en el 
desarrollo de software para escenarios 
híbridos.  
 Sistemas Ubicuos  
 Técnicas, atributos y métricas de 
usabilidad en sistemas para escenarios 
híbridos  
 Metodologías para la interoperabilidad de 
aplicaciones móviles y sistemas web. 
 Repositorios GIT.  
 Trabajo colaborativo en Proyectos de 
Software  
 Versionado Semántico de Software  
 
Resultados esperados/obtenidos 
Los resultados esperados/obtenidos se pueden 
resumir en: 
 Avanzar en la capacitación continua de los 
miembros de la línea de investigación. 
 Revisión, comparación y adaptación de 
metodologías y herramientas de la 
Ingeniería de Software para escenarios 
híbridos.  
 Definición de técnicas, atributos y 
métricas para el análisis de usabilidad de 
sistemas en escenarios híbridos.  
 Definición de procesos de Gestión de 
Incidencias utilizando repositorios GIT.  
▪ Análisis de metodologías para la 
interoperabilidad de sistemas web y 
aplicaciones móviles. 
Algunas transferencias realizadas por el 
Instituto fuertemente relacionadas con este 
proyecto son: 
 Sistema de Alerta temprana. Sistema 
WEB de Alerta Temprana para la 
prevención de inundaciones, en el marco 
del proyecto PIO CONICET-UNLP que 
muestra los datos recibidos de un 
conjunto de pluviómetros. Permite 
monitorear no sólo las precipitaciones 
sino el crecimiento de cada cuenca 
hidrológica de la región.  
 Sistema de Gestión Integral para el 
CONICET La Plata. Abarca las áreas 
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de Recursos Humanos; Comercio 
Exterior, Compras y Patrimonio; 
Administración Contable; Tesorería. 
Además dispone de funcionalidad 
utilizable en forma distribuida por 
todos los Centros de Investigación de 
la región dependiente del CCT La 
Plata.  
 Sistema de Gestión de trazabilidad de 
semillas para la siembra. Consiste en 
la reingeniería del Sistema de control 
de calidad de semillas para la siembra 
en la Argentina operado por el INASE 
(Instituto Nacional de La Semilla).  
 Sistema de Gestión integral de carreras 
de Postgrado. Se realizó el análisis y 
desarrollo de un Sistema WEB para 
gestión de carreras de Postgrado de la 
Facultad de Ciencias Económicas. 
Universidad Nacional de La Plata.  
 Consultoría para la Secretaría de 
Comunicaciones de la Nación. 
Análisis de la viabilidad técnica de 
diferentes propuestas empresariales 
del programa Servicio Universal.  
 Sistemas WEB para relevamiento de 
ofertas tecnológicas. Análisis y 
desarrollo de varios sistemas para 
distintos organismos (Provincia, 
UNLP, Universidades Nacionales).  
 Sistema Inventario para Administrar 
Sustancias Utilizadas en las Unidades 
Ejecutoras y Cátedras de La Facultad 
de Ciencias Exactas de la UNLP 
(Abipon). 
 
Formación de Recursos Humanos 
Los integrantes de esta línea de investigación 
dirigen Tesinas de Grado y Tesis de 
Postgrado en la Facultad de Informática, y 
Becarios III-LIDI en temas relacionados con 
el proyecto. Además participan en el dictado 
de asignaturas/cursos de grado y postgrado de 
la Facultad de Informática de la UNLP. 
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Actualmente nos encontramos involucrados 
en ambientes donde los dispositivos ubicuos 
forman parte de nuestra vida cotidiana y de 
nuestras tareas diarias. De forma permanente 
estamos interactuando con dichos dispositivos y 
más aún, con los servicios que ellos nos 
brindan. En casi todos los casos, los 
dispositivos ubicuos no proporcionan servicios 
de forma aislada, sino que deben cooperar con 
otros dispositivos. Actualmente, los 
mecanismos de cooperación disponibles son 
fundamentalmente de tipo propietario, y las 
pocas propuestas provenientes de la academia 
no han tenido apenas impacto en la práctica. 
Nuestra propuesta es adaptar y aplicar las 
especificaciones de coreografı́as actualmente existentes en SOA para la coordinación de 
servicios proporcionados por dispositivos 
ubicuos. Para poder cumplir con el objetivo de 
tesis planteado se utilizará como metodologı́a de investigación design science, ya que es la 
que mejor se adapta a la naturaleza del 
problema, planteando como uno de sus 
lineamientos la contruscción de artefactos y su 
posterior evaluación. En nuestro caso, el 
artefacto a construir serı́a: una especificación de coreografı́as adaptado a los dispositivos ubicuos y un framework que implementa dicha 
especificación al nivel de prueba de concepto. 
Palabras clave: sistemas ubicuos, SOA, 
servicios, composición de servicios, 
coreografías. 
Contexto 
El presente trabajo se enmarca en el 
Proyecto de Investigación: Ingeniería de 
Software, Conceptos, Métodos y Herramientas 
en un Contexto de “Ingeniería de Software en 
Evolución” – Facultad de Ciencias Físico-
Matemáticas y Naturales, Universidad Nacional 
de San Luis y en el Proyecto de Investigación: 
Ingeniería de Software: composición de 
servicios en ambientes ubicuos – Facultad de 
Ciencias Exactas y Naturales, Universidad 
Nacional de La Pampa. Las líneas aquí 
presentadas actualmente forman parte de las 
bases de un anteproyecto de tesis doctoral y de 
una tesis de maestría, ambas en ingeniería de 
software por la Universidad Nacional de San 
Luis. 
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Introducción 
En la actualidad, las actividades cotidianas 
del hombre se han hecho dependientes de una 
gran cantidad de dispositivos electrónicos tales 
como: ordenadores personales, ordenadores 
portátiles, teléfonos móviles, PDAs, tabletas, 
sensores de muchas y diversas utilidades, entre 
otros; los cuales logran comunicarse entre sı́ 
gracias a diversos protocolos de comunicación 
inalámbrica, redes de celulares, redes de área 
local (LAN), redes de área extensa (WAN), 
Bluetooth, etc. Estamos en la presencia de 
nuevos dispositivos de comunicación, lo que 
conlleva un nuevo escenario social, donde la 
interacción permanente con estos elementos es 
ineludible. Por ejemplo, la cantidad de móviles 
existentes en el mercado se aproxima a la 
cantidad de habitantes mundiales, según un 
informe de la Unión Internacional de 
Comunicaciones. En este informe, se estima 
que hasta finales del año 2014 hubo casi 7.000 
millones de suscripciones de telefonı́a celular, lo que corresponde al 96 % de la población 
global; es decir, la cantidad de usuarios de 
telefonı́a móvil se acerca al número de personas 
que viven en el planeta [1]. 
Los avances de las comunicaciones entre 
dispositivos ha permitido que estos sean 
generadores y consumidores de servicios al 
mismo tiempo, es decir, de acuerdo a las 
capacidades del dispositivo puede no solo 
obtener, sino también ofrecer a otros equipos 
sus funciones y ası́ cooperar entre ellos. La tendencia actual es hacia los ambientes ubicuos, 
los cuales se caracterizan por estar poblados de 
numerosos dispositivos que, gracias a la 
integración extrema de los elementos 
electrónicos, son invisibles al usuario y están en 
permanente rastreo de la actividad humana [2]. 
Dispositivos ubicuos son todos aquellos 
dispositivos que pueden existir en todas partes, 
es decir, son dispositivos electrónicos que 
tienen capacidad de procesamiento y 
comunicación y pueden ser encontrados en 
lugares diversos de la vida cotidiana. 
La computación ubicua es un desarrollo 
tecnológico que intenta que las computadoras 
no se perciban en el entorno como objetos 
diferenciados, y que la utilización por parte de 
los seres humanos sea lo más transparente y 
cómoda posible, facilitando de esta manera la 
integración en la vida cotidiana. Desde hace 
varios años los dispositivos ubicuos han ganado 
importancia y presencia en la vida cotidiana de 
las personas, debido principalmente a que: 
poseen distintos tipos de sensores 
(posicionamiento, proximidad, luminosidad, 
temperatura, etc.), facilitan la conectividad 
incluso en áreas con poca señal o acceso a las 
redes, permiten la convergencia tecnológica 
(computo, medios, telefonı́a, etc) y brindan acceso a servicios de distinta ı́ndole (mapas, 
ayudas, etc). 
Por composición entendemos la forma en 
que se pueden combinar o enlazar un número 
indeterminado de dispositivos para llevar 
adelante una tarea determinada. En ambientes 
ubicuos, la composición de dispositivos, 
presenta nuevos desafı́os tales como: la 
heterogeneidad (ya sea por la diversidad de 
dispositivos involucrados, como por la 
presencia de dispositivos de varios fabricantes), 
las contingencias de los dispositivos y la 
personalización de los mismos (por ej. 
provisión de servicios de acuerdo a las 
preferencias del usuario). Dado que los 
dispositivos en donde los servicios son 
ejecutados poseen limitaciones de recursos (ej. 
poca memoria y baterı́a), se deben hacer 
consideraciones especiales respecto a la 
eficiencia y rendimiento de la composición de 
servicios [3]. 
La composición en este tipo de ambientes 
implica que los dispositivos deben dialogar 
entre ellos para poder compartir los servicios 
que ofrecen con la finalidad de obtener un 
servicio con valor agregado, o bien para 
abordar la solución de una problemática 
particular, como podrı́a ser la seguridad de un 
hogar, o la seguridad vial, por mencionar 
algunos ejemplos. 
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Si bien hoy en dı́a podemos decir que 
distintos sensores o dispositivos se pueden 
comunicar entre ellos, compartiendo de alguna 
manera sus servicios, generalmente lo realizan a 
partir de protocolos propietarios y sin seguir 
definiciones estándares, provocando que otros 
componentes de otros proveedores (o incluso de 
los mismos) no puedan ser utilizados. Esto 
obviamente representa una importante 
limitación en la composición de dispositivos 
ubicuos. Adicionalmente la composición de 
dispositivos ubicuos presenta un nuevo desafı́o. Los mecanismos de composición en ambientes 
masivos, necesitan hacer frente a las distintas 
contingencias que pueden ocurrir con estos 
dispositivos. Los dispositivos ubicuos tienen 
distintas limitantes como son la cantidad de 
memoria disponible, la durabilidad de la 
baterı́a, la disponibilidad de acuerdo a la red del lugar donde se encuentre en un momento 
determinado. Todas estas variantes hacen que la 
composición de dispositivos1 ubicuos se 
transforme en un área de investigación muy 
importante donde los avances no han sido 
claros al dı́a de hoy[3]. 
Líneas de Investigación y Desarrollo 
La computación orientada a servicios, y en 
particular los servicios web en ambiente de 
internet, proporcionan mecanismos para la 
composición de servicios. Dichos mecanismos, 
como las orquestaciones, son aspectos bien 
conocidos de la computación orientada a 
servicios que permiten construir sistemas de 
negocio complejos y aplicaciones a partir de 
una gran cantidad de servicios heterogéneos, 
simples y distribuı́dos. Podrı́a pensarse que son 
aplicables a ambientes ubicuos. Sin embargo, 
                                                          
1
  Si bien los autores se refieren a la composición 
de servicios, se hace dentro de un contexto de 
dispositivos ubicuos, lo cual a los fines de este trabajo se 
puede interpretar como composición de dispositivos, 
haciendo que la terminologı́a para este caso particular sea 
más adecuada. 
en contextos como puede ser la Internet de las 
Cosas (IoT) donde los servicios son dinámicos, 
móviles, menos fiables y dependientes del 
dispositivo, los mecanismos de composición 
establecidos para servicios web no es 
directamente aplicable [8]. 
Adicionalmente la composición de múltiples 
dispositivos ubicuos presenta nuevos desafı́os que no son compatibles con la composición de 
servicios web. En particular, los mecanismos de 
composición en ambientes masivos como lo es 
el de dispositivos móviles, necesita hacer frente 
las distintas contingencias que pueden ocurrir 
con estos elementos, ası́ como también 
contemplar la heterogeneidad de los mismos. 
Estos dispositivos tienen distintas limitantes 
como son la cantidad de memoria disponible, la 
durabilidad de la baterı́a, la disponibilidad de 
acuerdo a la red del lugar donde se encuentre en 
un momento determinado. En ambientes 
ubicuos, la disponibilidad y confiabilidad de los 
dispositivos no puede ser garantizada. Todas 
estas dificultades hacen que la composición de 
dispositivos se transforme en un área de 
investigación muy importante donde los 
avances no han sido claros al dı́a de hoy[3]. 
Finalmente existen distintos proyectos en la 
actualidad donde se intenta integrar sensores y 
dispositivos ubicuos a la vida cotidiana. 
Especı́ficamente podemos mencionar la domótica, donde varios dispositivos y sensores 
deben actuar en coordinación para prevenir un 
incidente de seguridad (ya sea por robo o por 
incendio) en nuestros hogares. Sin embargo, 
existen áreas de aplicación más relevantes. 
En la industria, existe lo que se llama 
Industria 4.0 [9], donde lo que se intenta es 
integrar dentro de una planta fabril la 
intercomunicación de todos los dispositivos que 
componen la cadena de producción con el fin 
de que coordinen entre ellos las tareas a realizar 
en base a los tiempos a cumplir, stocks 
disponibles, demanda en lı́nea de los productos, etc. Otra área donde los dipositivos ubicuos 
están ganando importancia es la automotriz, 
donde los esfuerzos se enfocan en que distintos 
sensores monitoreen funciones vitales del 
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conductor (como es el caso de presión arterial, 
pulsaciones, etc) y en caso de que detecten 
anomalı́as actúen en conjunto con otros dispositivos del vehı́culo para evitar accidentes. Es claro que en este punto se hace necesaria 
una mayor investigación y desarrollo de 
tecnologı́as quepermitan solucionar en todo o en parte estos desafı́os planteados, haciendo foco en la composición de distintos dispositivos 
de una manera abierta y estándar. 
Los mecanismos de composición en 
ambientes ubicuos como los dispositivos 
móviles, necesitan hacer frente a las distintas 
contingencias que pueden ocurrir con estos 
dispositivos, ası́ como también contemplar la 
heterogeneidad de los mismos. La 
heterogeneidad no sólo se refiere a la existencia 
de dispositivos de distintos modelos, sistemas 
operativos y fabricantes, sino también a los 
mecanismos de comunicación e interacción que 
poseen los mismos, en algunos casos 
propietarios, provocando que la interacción y 
coordinación entre ellos representa un desafı́o de enorme magnitud. Estos dispositivos tienen, 
a su vez, limitantes adicionales como son la 
cantidad de memoria disponible, la durabilidad 
de la baterı́a o la conectividad de acuerdo a la red del lugar donde se encuentre en un 
momento determinado. Todas estas dificultades 
hacen que la composición de servicios 
incluyendo dispositivos móviles se transforme 
en un área de investigación muy importante 
donde los avances no han sido claros al dı́a de 
hoy[3]. 
A medida que los dispositivos ubicuos son 
menos potentes (ej: cámas de seguridad, 
sensores, etiquetas RFID, etc), la disponibilidad 
y confiabilidad de los mismos no puede ser 
garantizada. En este tipo de ambientes, 
mecanismos automáticos y dinámicos son 
necesarios para la composición de dispositivos, 
ya que de esta forma se puede compensar la 
falta de disponibilidad de un dispositivo en un 
momento determinado[8]. 
Resultados y Objetivos 
Por lo expuesto, vemos que existe un campo 
de trabajo importante en el desarrollo de 
composición de servicios en ambientes ubicuos, 
más precisamente en la coreografía de 
servicios, la cual no es abordada en los estudios 
previos de la materia. 
Por todo esto, nuestra propuesta es poder 
adaptar y aplicar las especificaciones 
actualmente existentes en SOA para la 
coordinación de servicios disponibles en 
ambientes pervasivos a través de la utilización 
de dispositivos ubicuos, más concretamente, el 
objetivo de esta investigación es: 
 
 Definir un mecanismo de coordinación 
de dispositivos ubicuos que garantice su 
interoperabilidad independientemente 
del modelo y fabricante del mismo; 
utilizando los estándares de SOA y de 
coreografı́as para la composición de 
servicios. 
 
Debemos destacar que la aplicación de los 
conceptos de SOA a dispositivos ubicuos no 
consiste en una mera traslación de los 
conceptos de un ambiente a otro, sino que será 
necesario para ello extender las 
especificaciones de SOA existentes de modo 
que se adapten a las circunstancias particulares 
de los sistemas ubicuos. Asimismo se deberá 
mantener total compatibilidad con las 
especificaciones relacionadas a SOA y 
coreografı́a de servicios existentes. 
 
En relación al estado actual de la 
investigación, podemos decir que hemos 
logrado realizar un framework de ejecución de 
coreografías especificadas a través de WS-
CDL. Se han alcanzado a realizar 3 pruebas de 
concepto de simulación de un escenario que 
involucra dispositivos ubicuos. Para llevar 
adelante estas ejecuciones se han utilizado 
dispositivos de muy pequeña capacidad como 
son las placas Arduino Mega y Arduino Nano, 
donde las capacidades tanto de procesamiento 
como de almacenamiento son muy escasas. 
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Son varios los aportes que se han necesitado 
realizar al lenguaje de especificación de 
coreografı́as WS-CDL para ser adaptado para la ejecución de coreografı́as en ambientes ubicuos, en lı́nea con el objetivo de tesis planteado. Hasta el momento podemos 
mencionar: la adaptación del concepto de 
paralelismo en coreografı́as a través de llamadas secuenciales debido a la falta de un 
sistema operativo que brinde la capacidad de 
multiprocesamiento en placas Arduino; la 
transformación de la descripción de la 
coreografı́a en lenguaje XML a un conjunto de 
vectores en memoria con la información 
necesaria para que se ejecute la coreografı́a desde los dispositivos con menor capacidad de 
memoria; la codificación de un motor de 
ejecución de coreografı́as para distintos 
dispositivos (con adaptaciones diversas para los 
que tienen menores capacidades). Serı́a necesario realizar además otro aportes para 
adaptar WS-CDL a algunas de las 
caracterı́sticas de los sistemas ubicuos como pueden ser desapariciones por problemas de 
red, falta de baterı́a u otros. 
Formación de Recursos Humanos 
Además de los resultados 
obtenidos/esperados en el punto 3, se espera 
como resultado en la formación de recursos 
humanos, la continuación de esta misma línea 
de proyecto como tesis doctoral de alguno(s) de 
los investigadores. También se espera lograr 
una  mayor interrelación con la Universidad de 
Minas Geráis con la que se cuenta con un 
convenio con tal objetivo como parte de él. Se 
espera avanzar también en un convenio de 
colaboración con la Universidad Politécnica de 
Madrid para la aplicación de las metodologías 
aquí presentadas en los proyectos de Ingeniería 
de Software Empírica. Adicionalmente, se 
espera que otras tesis de Maestría, así como 
tesinas de Licenciatura surjan a partir de los 
logros obtenidos en la presente línea de 
investigación. 
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RESUMEN 
La Ingeniería de Software Basada en 
Búsqueda (ISBB) estudia la aplicación de 
técnicas de optimización metaheurística a 
problemas de la Ingeniería de Software (IS). 
Una vez que una tarea de la IS se enmarca en 
un problema de búsqueda existen multitud de 
algoritmos que pueden aplicarse para resolver 
ese problema. La mayoría del trabajo existente 
trata a los problemas de la IS desde un punto 
de vista mono-objetivo. Sin embargo, muchos 
de estos problemas poseen múltiples objetivos 
en conflicto que deben ser optimizados. El 
número de objetivos a considerar es, en 
general, alto (esto es, más de tres objetivos). Si 
bien la comunidad científica ha propuesto 
varios enfoques de solución para atacar la 
optimización multi-objetivo, muchos de estos 
enfoques nos se han aplicado aún en la ISBB. 
Uno de estos enfoques es el llamado “basado 
en preferencias”, el cual permite incorporar  
las preferencias entre los objetivos del tomador 
de decisiones, restringiendo el frente Pareto-
óptimo a una zona de interés específica, 
facilitando de esta manera la tarea de tomar 
una decisión. 
Palabras clave: Ingeniería de Software Basada 
en Búsqueda, Optimización Multi-objetivo, 
Metaheurísticas,Hiperheurísticas, Preferencias. 
CONTEXTO 
El presente trabajo se desarrolla en el ámbito 
del Grupo de Investigación sobre Inteligencia 
Computacional e Ingeniería de Software 
(GIICIS), perteneciente al Departamento 
Ingeniería en Sistemas de Información de la 
Universidad Tecnológica Nacional, Facultad 
Regional Concepción del Uruguay. 
1. INTRODUCCIÓN 
Muchos de los problemas asociados con el 
manejo de la complejidad del proceso de 
desarrollo de software han probado ser 
resistentes a soluciones analíticas 
convencionales. El proceso de desarrollo de 
software y sus productos tienden a estar 
caracterizados por un gran número de 
restricciones y objetivos interrelacionados que 
compiten entre sí. Algunos de ellos están 
claramente especificados, mientras que otros 
son notablemente vagos y se encuentran 
pobremente definidos. Cambios en un 
parámetro con frecuencia tienen un gran 
impacto sobre áreas relacionadas, haciendo 
que el balance de intereses sea muy difícil de 
lograr. Estas características producen que las 
soluciones “perfectas” sean, si no imposibles, 
al menos imprácticas. 
Si sólo hubiera una única solución para un 
conjunto típico de restricciones de un 
problema de la Ingeniería de Software, 
entonces probablemente no sería llamada 
"ingeniería". De la misma manera que ocurre 
con otras disciplinas, la Ingeniería de Software 
generalmente se ocupa de soluciones cuasi-
óptimas, o aquellas que caen dentro de una 
tolerancia aceptable. Es así que los ingenieros 
de software se enfrentan a problemas que 
consisten, no en encontrar la solución, sino en 
construir una solución aceptable, o cuasi-
óptima, partiendo de una gran cantidad de 
alternativas. Con frecuencia no está del todo 
claro cómo alcanzar una solución óptima, pero 
puede diseñarse una forma de evaluar y 
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comparar candidatos. Por caso, puede ser 
difícil conocer cómo alcanzar un diseño con 
alta cohesión y bajo acoplamiento, pero es 
relativamente sencillo decidir cuándo un 
diseño está más acoplado que otro. 
La siguiente es una lista ilustrativa de 
problemas de optimización de la ingeniería de 
software: 
 ¿Cuál es el mínimo conjunto de casos de test 
que cubren todas las ramas de un programa? 
 ¿Cuál es la mejor manera de estructurar la 
arquitectura de este sistema? 
 ¿Cuál es el conjunto de requerimientos con 
el mejor balance entre costo de desarrollo y 
satisfacción de los clientes? 
 ¿Cuál es la mejor asignación de recursos 
para este proyecto de desarrollo de 
software? 
 ¿Cuál es la mejor secuencia de pasos de 
refactorización a aplicar en este sistema? 
Las propiedades descriptas sobre la Ingeniería 
de Software son precisamente los atributos que 
hacen a la aplicación de técnicas basadas en 
búsqueda tan atractiva. Las técnicas de 
búsqueda metaheurística son un conjunto de 
algoritmos genéricos adecuados para la 
búsqueda de soluciones óptimas o cuasi-
óptimas en problemas con un enorme espacio 
de búsqueda multimodal [12]. La aplicación de 
técnicas de búsqueda a problemas de la 
ingeniería de software recibe en el estado del 
arte el nombre de Ingeniería de Software 
Basada en Búsqueda (Search-Based Software 
Engineering, SBSE) [1]. 
Los algoritmos metaheurísticos brindan a sus 
usuarios estrategias de búsqueda genéricas, a 
la vez que requieren, para ser aplicados a un 
problema en específico, las siguientes 
definiciones (según [1]): (a) la forma de 
representación de las soluciones del problema; 
(b) una función de evaluación, definida para 
tal representación, que mide la calidad de las 
soluciones, y (c) un conjunto de operadores 
para manipular esas soluciones. 
Es de destacar que, para resolver un problema 
mediante metaheurísticas, no es necesario 
realizar un modelado algebraico analítico de la 
misma manera que se realiza, por caso, en los 
enfoques basados en programación 
matemática. La función de evaluación puede 
estar definida, por caso, mediante un 
algoritmo, o utilizando varios algoritmos para 
su cómputo. Esta es una ventaja muy 
importante, mayormente en lo que se refiere a 
expresividad de los modelos. 
Según lo expuesto hasta el momento, los 
problemas requieren soluciones con ciertos 
atributos o propiedades que pueden ser 
expresados como funciones que mapean 
posibles soluciones a valores numéricos 
escalares. Un enfoque para la optimización 
comúnmente usado es tomar esos atributos 
como restricciones para determinar la 
factibilidad de una solución, mientras que uno 
de ellos es elegido como función objetivo, la 
cual determina el orden (total) de preferencia 
de las soluciones factibles. Este tipo de 
problemas de optimización se refieren como 
mono-objetivo.  
Un enfoque más general es la optimización 
multi-objetivo, donde varios atributos se 
emplean como funciones objetivo y se usan 
para definir un orden de preferencia parcial de 
las soluciones factibles. Por caso, en el 
problema nombrado más arriba sobre 
encontrar el subconjunto de requerimientos, se 
desea minimizar el costo de desarrollo y 
maximizar la satisfacción de los clientes. Estos 
objetivos, al igual que en muchos otros 
problemas, son de cierta forma contradictorios 
y compiten entre sí, definiendo sobre el 
espacio de soluciones un orden parcial, la 
relación de dominancia, donde existen pares 
de soluciones que no son comparables a priori. 
Ante esta situación pueden tomarse 
básicamente dos estrategias para la resolución 
del problema de optimización multi-objetivo: 
(a) buscar el frente de Pareto completo, 
compuesto por todas las soluciones no 
dominadas y dejar al tomador de 
decisiones la tarea de buscar en ese 
frente la solución que mejor se adecúe 
a su criterio (por caso, mediante otro 
algoritmo), o bien 
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(b) utilizar algún mecanismo (por caso, 
una nueva relación de orden total) que 
reduzca el frente de Pareto a una única 
solución o a una zona de interés. 
El enfoque descripto en el punto (a) ha sido 
estudiado en trabajos como [2], [3]. Una 
desventaja importante de este tipo de enfoques 
es que la performance de los algoritmos baja 
rápidamente cuando aumenta el número de 
objetivos. Se estima que para una cantidad de 
4 o más objetivos este tipo de enfoques 
presenta algunos inconvenientes difíciles de 
mitigar, como frentes Pareto-óptimos muy 
grandes, alta dimensionalidad que dificulta 
encontrar buenas direcciones en la búsqueda, e 
incapacidad de la relación de dominancia para 
distinguir entre vectores objetivo [4]. 
Por otra parte, un mecanismo del tipo de los 
descriptos en el punto (b) es utilizar 
información concerniente a las preferencias 
del tomador de decisiones entre los objetivos, 
esto es, establecer la importancia relativa de 
los objetivos. Los algoritmos que incorporan 
las preferencias, intuición o emoción en el 
proceso de optimización reciben el nombre de 
algoritmos basados en preferencias (ABP). 
Tanto la resolución de problemas multi-
objetivo como la utilización de preferencias en 
el contexto de la ISBB han sido identificados 
en reviews recientes como desafíos y áreas 
emergentes [5]–[7]. 
Además de las tres definiciones que ya se han 
descripto como requeridas para la aplicación 
de técnicas basadas en búsqueda, se requiere 
un cuarto mecanismo para aplicar en este 
contexto un ABP: una forma de incorporar la 
información del tomador de decisiones relativa 
a las preferencias [7]. A grandes rasgos pueden 
identificarse tres tipos principales según el 
momento del proceso de optimización donde 
se incorporan las preferencias: a priori (antes 
de comenzar el proceso), interactivos (durante) 
y a posteriori (después). De ninguna manera 
estos enfoques son mutuamente excluyentes, 
pudiendo ser combinados de diversas maneras. 
Ejemplos de ABP utilizados en la ISBB son 
los algoritmos genéticos, siendo estos los más 
utilizados por un amplio margen, en particular 
el Algoritmo Genético Interactivo (IGA, de sus 
siglas en inglés), utilizado en varios trabajos. 
También pueden encontrarse aplicaciones con 
ACO (Ant Colony Optimization), NSGA-II 
(Nondominated Sorting Genetic Algorithm), 
VEGA (Vector Evaluated Genetic Algorithm), 
IBEA (Indicator Based Evolutionary 
Algorithm), HCM (Hard C-Mean) y DE 
(Differential Evolution). 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
2.1. Estudio de ABPs en distintos problemas 
de la IS 
La ISBB es una disciplina relativamente 
nueva. Si bien ha cobrado mucha relevancia en 
los últimos años [7], todavía escasean los 
estudios empíricos sobre la habilidad exhibida 
por distintos métodos para resolver los 
distintos problemas de optimización derivados 
de la IS. Los ABP no son la excepción a esta 
regla. De modo que el trabajo principal en esta 
línea es identificar los ABP presentes en el 
estado del arte y aplicarlos a aquellos 
problemas de la ISBB en los cuales no se tiene 
registro de haberse aplicado hasta el momento. 
Claramente, el objetivo es realizar 
comparaciones respecto de diversos criterios: 
tiempo, calidad, robustez, facilidad de uso, 
nivel de generalidad, etc. Una dimensión más 
del estudio es analizar cómo cambia el 
comportamiento de cada ABP según se realice 
la incorporación de la información relativa a 
las preferencias de manera a priori, interactiva 
o a posteriori. Ejemplos ABP en otros 
dominios que no han sido aplicados aún 
pueden encontrarse en [8]–[10]. 
2.2. Diseño y desarrollo de nuevos 
algoritmos 
Los algoritmos metaheurísticos disponibles en 
el estado del arte pueden no ser adecuados 
para la resolución de ciertas clases de 
problemas. Por caso, la metaheurística PSO 
original (Particle Swarm Optimization) supone 
un espacio de búsqueda continuo, y codifica 
las soluciones en vectores. Esta representación 
no resulta adecuada para resolver problemas 
de optimización combinatoria, como TSP 
(Traveling Salesman Problem), donde las 
soluciones son permutaciones de un conjunto. 
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Es así que las metaheurísticas pueden 
reformularse para atacar distintos problemas. 
Para el caso de PSO se cuenta con el template 
llamado PSO Canónico descripto en [11], el 
cual constituye una generalización de PSO que 
puede especificarse para resolver distintos 
problemas. Es así que para problemas 
específicos de la ISBB se trabaja en lograr 
algoritmos específicos novedosos que mejoren 
a los disponibles en algún aspecto. Otro tipo 
de algoritmos específicos en los que se trabaja 
es en las hiperheurísticas, las cuales 
constituyen métodos de un nivel de 
abstracción superior que buscan combinar 
distintas estrategias heurísticas o 
metaheurísticas para la resolución de un 
problema o una clase de problemas. Este tipo 
de algoritmos aún no ha sido aplicado 
ampliamente en la ISBB. 
2.3. Mecanismos de captación de 
preferencias 
Como ya se dijo, los enfoques de optimización 
multi-objetivo basados en preferencias 
suponen que puede incluirse información del 
tomador de decisiones para guiar la búsqueda 
hacia regiones prometedoras del espacio de 
soluciones. Idear mecanismos adecuados para 
captar esta información no es una tarea trivial, 
y se trabaja en el estudio de los mecanismos 
disponibles, y el diseño e implementación de 
nuevos mecanismos para mejorar 
principalmente la usabilidad de los métodos. 
Los componentes analizables de estos 
mecanismos son principalmente tres: la 
cantidad de interacciones con el usuario, qué 
información se le solicita, y en qué momento 
del proceso de optimización [7]. 
3. RESULTADOS 
OBTENIDOS/ESPERADOS 
Se espera obtener una plataforma de pruebas 
homogénea para realizar comparaciones entre 
distintos ABP, utilizados con distintos 
esquemas de incorporación de preferencias. 
Para ello no se descarta la codificación o 
recodificación de algunos de los algoritmos en 
un lenguaje de programación de alta 
performance, como C++.  
También se espera proponer mejoras en 
distintos ABP existentes, así como la 
adecuación de aquellos que no se encuentran 
adaptados para los problemas de la ISBB 
basada en preferencias. 
Finalmente, se espera lograr una herramienta 
amigable y flexible que permita captar la 
información del tomador de decisiones de 
diversas maneras. 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
Las líneas de investigación presentadas 
constituyen las líneas fundacionales de un 
nuevo grupo de investigación dentro de la 
UTN-FRCU, el GIICIS. Un investigador se 
encuentra realizando su tesis de doctorado. Un 
investigador está desarrollando su trabajo de 
especialización. Además participan en el 
proyecto tres becarios alumnos de la carrera 
Ingeniería en Sistemas de Información que 
inician su formación en la investigación. 
Finalmente, uno de los investigadores finalizó 
su doctorado en el mes de febrero de 2018 en 
la temática de métodos hiperheurísticos. 
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En la era de Internet de las Cosas (IoT 
– Internet of Things) se calcula que para 
el año 2025 existirán más 26 billones de 
dispositivos conectados incluyendo casas, 
teléfonos, autos y fábricas. En este 
contexto es imposible imaginar que los 
procesos de las organizaciones no deban 
adaptarse a la nueva realidad, en la cual la 
mayoría de las actividades serán 
realizadas por autómatas que deberán 
tomar decisiones en base a la información 
obtenida por su red de sensores. 
Así como es necesario integrar IoT con 
soluciones IT tradicionales donde se 
procesan datos transaccionales, también 
las soluciones orientadas a procesos de 
negocio (PN– Procesos de Negocio) y su 
naturaleza estática, se ven desafiadas por 
el mundo de IoT donde se hace presente 
el dinamismo de las restricciones y la 
heterogeneidad de las entradas. 
La línea de investigación propone 
presentar las debilidades y fortalezas de la 
integración de IoT en una solución de 
BPM, y presentarlas en un caso de 
estudio. Teniendo en cuenta que la 
aplicación de BPM conlleva un ciclo de 
vida donde sus etapas integran un ciclo de 
mejora continua para modelado, 
despliegue, ejecución y monitoreo de los 
procesos de negocio, en este trabajo se 
definirá la integración de BPM e IoT para 
la fase de modelado, quedando como 
trabajo futuro, abarcar todas las etapas del 
ciclo de vida de los procesos de negocio. 
El caso de estudio a modelar estará 
basado en un proceso de negocio que 
incluya componentes de IoT, de la Planta 
Piloto Experimental de Residuos 
Electrónicos desarrollada en conjunto 
entre la UNLP, el programa E-Basura y la 
International Telecommunications Union 
(ITU). 
Palabras clave: BP, BPM, IoT, E-
Basura, Tecnologías Verdes, Desarrollo 
Sostenible, Green IT 
Contexto 
Las líneas de trabajo que se describen 
en el artículo se desarrollan dentro del 
Laboratorio de Investigación de Nuevas 
Tecnologías Informáticas (LINTI) [1] de 
la Facultad de Informática [2] enmarcadas 
en el Proyecto de I+D “Internet del 
futuro: Ciudades digitales inclusivas, 
innovadoras y sustentables, IoT, 
ciberseguridad y espacios de aprendizaje 
del futuro”. 
Asimismo, desde el año 2009 la 
Facultad de Informática de la UNLP [3] y 
el LINTI llevan adelante un proyecto de 
extensión universitaria, el Proyecto E-
Basura [4], que partir de fines del 2017 
fue declarado Programa por la propia 
UNLP. Dicho programa brinda una 
solución interdisciplinaria a la 
problemática de los Residuos de Aparatos 
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Eléctricos y Electrónicos (RAEE) tanto 
para la universidad como para su entorno.  
Uniendo ambas líneas de investigación 
se aplicará la integración a un caso de 
estudio real. Se incluirá la etapa diseño de 
un proceso de negocio de la Planta Piloto 
de reciclado que utilice componentes de 
IoT. 
Introducción 
Internet de las Cosas (IoT) es una 
tecnología emergente con un potencial 
enorme, que se estima va a traducirse en 
mayores ingresos, mayor eficiencia y 
menores costos para las organizaciones, 
pero su despliegue puede ocasionar otros 
inconvenientes a la hora de su integración 
con tecnologías preexistentes.  
IoT es un fenómeno tecnológico 
bastante reciente. El término fue 
introducido por Kevin Ashton [5], 
investigador en el campo de la 
identificación por radiofrecuencia 
(RFID). Este autor plantea el debate sobre 
qué ocurriría si absolutamente todos los 
objetos que nos rodean nos brindaran 
información útil al instante. Esto 
cambiaría por completo nuestra forma de 
desenvolvernos con el mundo que nos 
rodea. Las computadoras podrían 
recopilar información sobre los objetos 
físicos sin intervención humana mediante 
el uso de tecnología de sensores y 
actuadores. 
La gestión de los procesos de negocio 
es imprescindible para la administración 
de una organización. Weske [6] define 
BPM (Busines Process Management), 
como la representación de las actividades 
de un proceso de negocio y sus 
restricciones de ejecución entre ellas, y 
que incluye conceptos, métodos y 
técnicas para apoyar su ciclo de vida. 
El ciclo de vida de un proceso de 
negocios consta de las siguientes etapas: 
Diseño; Configuración (Definición); 
Promulgación (Ejecución); Evaluación 
(Monitorización). 
Este trabajo se centra en la etapa de 
diseño del proceso de negocio que se 
alimenta de una red de sensores. El 
modelado se realiza usando la notación 
BPMN . Esta notación es un estándar 
definido por OMG (Object Management 
Group) [10] y está diseñada para 
coordinar la secuencia de los procesos y 
los mensajes que fluyen entre los 
participantes de las diferentes actividades. 
BPMN [10] proporciona un conjunto de 
símbolos comunes para que las partes 
involucradas puedan comunicar los 
procesos de forma clara, completa y 
eficiente produciendo un Diagrama de 
Procesos de Negocio (Business Process 
Diagram, BPD). 
Líneas de Investigación y 
Desarrollo  
El futuro de IoT dependerá de cómo 
sus componentes puedan interactuar con 
los procesos de negocio o con las 
soluciones de IT que se ejecuten a su 
alrededor. Una costosa red de sensores 
carece de utilidad si no se construyen 
soluciones de software que consuman las 
señales. Si ese software está conformado 
por componentes orquestados como 
procesos de negocio, es natural pensar 
que los elementos de IoT deban ser 
tenidos en cuenta desde la fase de 
modelado de dichos procesos de negocio. 
Según plantea Meyer [7], un primer 
desafío implica definir elementos 
notacionales especiales para contar con 
modelo orientado a IoT. Varios autores 
acuerdan con esto y en este trabajo se 
propone un enfoque posible para abordar 
este desafío y contar con un BPD con 
elementos de IoT.  
En la Tabla 1 se muestran los 
elementos de IoT definidos por Meyer y 
XX Workshop de Investigadores en Ciencias de la Computacio´n 615
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
Sperner [8][7][11], las propuestas de 
diferentes autores para cada elemento y 
una columna con nuestra propuesta. 
Caso de Estudio  
Se presenta el modelo obtenido 
utilizando la notación propuesta para 
modelar un proceso de negocio de la 
Planta Piloto Experimental de Residuos 
Electrónicos UNLP - E-Basura - ITU 
[12]. El proceso seleccionado mide el 
nivel de contaminación sonora que se 
registra en el área de reciclado de 
equipamiento informático. El mismo es 
producido debido a la utilización de un 
molino de plásticos orientado al reciclado 
de materiales de descarte industrial y post 
consumo, que muele el plástico de los 
componentes de los RAEE.  
En el diagrama del proceso para medir 
la contaminación sonora de la Figura 1, se 
observan los componentes mencionados 
en la Tabla 1 para representar una 
solución orientada a IoT en un BPD. El 
usuario se  representa por un Lane 
llamado Responsable del Taller, 
en él se ejecutaran las tareas de recepción 
de alertas e informes, la entidad física se 
encuentra modelada como una notación 
de texto denominada MedioAmbiente. 
La entidad virtual es modelada en el 
diagrama como un repositorio de datos 
llamado MedioAmbiente desde el cual 
el sistema tomará información para 
decidir su acción, por ejemplo, en caso 
que la lectura supere un indicador 
predeterminado enviará una alerta, de 
acuerdo a rangos especificados 
previamente. El dispositivo de IoT 
utilizado es una placa Raspberry PI 3 
Model B, la cual es modelada también 
como un Lane que consume recursos de 
la entidad virtual guardando la 
información en una base de datos y, en 
caso de ser necesario interactúa con el 
usuario. El ciclo de lectura continúa 
siempre y cuando se encuentren las 
lecturas habilitadas en el sistema.  
Formación de Recursos Humanos 
BPM como modelo para la 
construcción de soluciones tecnológicas 
constituye un área de trabajo consolidada 
desde hace varios años y que cada vez 
encuentra más puntos de contacto con 
otros temas y líneas de investigación.  
El mundo de Internet de las Cosas 
posee una definición extremadamente 
amplia. Una posible visión de este 
concepto es describirlo como una red de 
sensores interconectados, que encuentra 
puntos de contacto con BPM, al cual 
puede verse como un circuito de 
actividades que consumen servicios. Por 
otra parte, existe una divergencia en la 
estabilidad y unicidad de los servicios 
orquestados por BPM frente al entorno 
inestable y cambiante de una red de 
sensores. 
Siendo IoT parte de las TI, surge la 
necesidad creciente de interconectar los 
dos mundos y hacerlos interactuar de 
modo que BPM aporte la estabilidad al 
mundo de IoT y a su vez pueda 
incorporar parte de su dinamismo, 
El programa E-Basura de la UNLP, se 
encuentra ampliamente consolidado y 
enmarcado en la Planta Piloto con la ITU, 
requiere cumplir con normas 
internacionales que se imponen como 
resultado de su crecimiento. En particular, 
requiere adherir a la definición de KPIs 
(Key Performance Indicator, en español, 
Indicadores Clave de Rendimiento) 
indicados por la ITU [12] para el 
tratamiento y gestión de los indicadores 
clave de rendimiento medioambiental.  
Por tal motivo, es válida y necesaria la 
conformación de un grupo de trabajo que 
sume esfuerzos para el crecimiento de la 
Planta Piloto y la aplicación de nuevas 
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tendencias tecnológicas con el fin de lograr madurez de los conceptos 
 
 
Figura 1 – BPD del proceso de lectura de contaminación sonora orientado a IoT 
Resultados y Objetivos 
La presente línea de investigación  
propone integrar los conceptos y 
tecnologías de IoT con todo el ciclo de 
vida de los procesos de negocio.  
En particular, se presenta una 
estrategia de modelado de procesos de 
negocio incorporando elementos de IoT. 
La propuesta cubre solo una fase del ciclo 
de vida de los procesos de negocio pero 
constituye un primer paso en la definición 
de una metodología que incorpore las 
características flexibles y dinámicas del 
ámbito de IoT a los procesos de negocio y 
las soluciones de IT que los despliegan. 
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 Tabla 1 ‘Propuesta de Elementos de IoT en notación BPMN 
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En todas las etapas del desarrollo de 
software, están presentes variadas tareas 
cognitivas, inmersas en el proceso mismo. 
Estas tareas cognitivas han sido poco 
estudiadas, aún cuando afectan el desempeño 
de las personas intervinientes en el proyecto. 
Si bien todas las actividades del desarrollo de 
un sistema de software involucran tareas 
cognitivas, las correspondientes a las primeras 
etapas tienen una mayor presencia de las 
mismas. Es decir, durante el proceso de 
requisitos, la colaboración, la comunicación y 
la comprensión del contexto donde se 
desempeñará el sistema son partes inherentes 
del mismo. Es por ello que se considera que la 
psicología cognitiva, y particularmente la 
ergonomía cognitiva, pueden ayudar a lograr 
una mejor comprensión de las actividades 
humanas que se llevan a cabo en esta etapa 
del desarrollo de software. En el presente 
proyecto se planifica estudiar, revisar, evaluar 
y eventualmente proponer modificaciones a 
las heurísticas de un proceso específico de 
requisitos, focalizando en aspectos cognitivos 
de los involucrados, de manera tal de mejorar 
el desarrollo de las actividades del proceso y, 
por ende, mejorar la calidad del producto 
final.  
 
Palabras clave: Ingeniería de Requisitos, 
Proceso de Requisitos, Ergonomía Cognitiva, 
Elicitación, Lenguaje Natural. 
CONTEXTO 
La línea de investigación que se presenta 
es parte de los proyectos de investigación 
“Tratamiento de los Factores Situacionales y 
la Completitud en la Ingeniería de Requisitos” 
de la Universidad Nacional del Oeste (UNO) 
y “Reflexividad como herramienta en la 
Ingeniería de Requisitos” de la Universidad 
Nacional de La Matanza (UNLaM).  
1. INTRODUCCIÓN 
En muy diversas actividades de la 
Ingeniería de Software, en general, y de la 
Ingeniería de Requisitos, en particular, es 
altamente recomendable utilizar heurísticas, 
especialmente en aquellas relacionadas con 
modelos construidos manualmente o en forma 
parcialmente automatizada. Frecuentemente 
estas heurísticas son adaptadas,  no siempre 
en forma planificada, a circunstancias 
particulares del contexto de cada proyecto de 
desarrollo, tanto por razones relacionadas con 
el proyecto como por características de los 
usuarios de las mismas [1]. Sin embargo, rara 
vez se las cuestiona de raíz, procurando 
concentrar la atención en el sustento 
conceptual de las mismas.  
Una consecuencia inmediata de lo anterior 
es preguntar cómo es que han sido construidas 
esas heurísticas y, por supuesto, la pregunta 
más general acerca de cómo debería ser 
construida cualquier heurística. 
 La respuesta a la segunda pregunta tiene la 
apariencia de ser sumamente simple y 
justamente esa apariencia es el origen de su 
dificultad intrínseca. En virtud del alto 
contenido de información de la mayoría de los 
modelos utilizados en las diferentes 
actividades de la Ingeniería de Requisitos, 
resulta ser que las heurísticas deberían guiar 
al ser humano en el desarrollo de las 
actividades cognitivas involucradas. 
La mera introducción de la palabra 
cognitiva hace evidente lo erróneo de 
considerar simple la construcción de una 
heurística en ésta y en muchas otras áreas de 
la Ingeniería de Software. 
Abordar la planificación y ordenamiento 
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de cualquier actividad intelectual, aún 
aquellas con componentes rutinarios, es difícil 
ya que se deben considerar las fortalezas y 
debilidades del ser humano en relación con 
dichas actividades. 
El estudio del desempeño del ser humano 
en entornos deportivos, laborales y 
situaciones de todo tipo tiene larga data, 
aunque en la mayoría de los casos orientados 
a problemáticas de actividades motrices y uso 
de herramientas. Estos estudios han dado 
lugar a la disciplina denominada ergonomía 
[2, 3], también conocida como factores 
humanos. 
Posteriormente, los estudios relacionados 
con los factores humanos han ido adquiriendo 
un perfil cada vez más relacionado con 
aspectos sensoriales y cognitivos [4], 
habiéndose centrado principalmente en las 
interacciones con sistemas complejos [5]. La 
introducción de estos enfoques en los 
sistemas de procesamiento de datos se 
produjo en el área de visualización y diseño 
de interfaces [4, 6]. Aún hoy en día, la 
mayoría de estos estudios siguen estando en 
las cercanías de aspectos sensoriales y no 
verdaderamente cognitivos. 
Todo lo anterior hace evidente que este es 
un terreno prácticamente inexplorado cuyas 
características son simultáneamente muy 
promisorias y desafiantes. Las promesas 
residen en el hecho que al poner en el centro 
del problema las peculiaridades de la 
cognición humana se avizoran importantes 
mejoras en la forma de abordar la elicitación 
de conocimiento y en su posterior elaboración  
y registro, mientras que los desafíos residen 
en que los aportes de las ciencias cognitivas 
tienen aún pocos resultados de importancia 
pragmática. 
Como consecuencia, el presente proyecto 
de investigación tiene esencialmente 
características exploratorias [7, 8]. En otras 
palabras, se trata de elaborar hipótesis que 
permitan guiar futuros proyectos en los que 
las mismas sean confirmadas, mejoradas o 
refutadas. Usualmente se suele considerar que 
la definición de las heurísticas es una tarea 
sencilla y casi irrelevante. Definitivamente 
este no es el caso. En diversos proyectos 
previos, se ha comprobado lo irreductible que 
son algunos de las debilidades conocidas en el 
proceso de requisitos, especialmente aquellas 
vinculadas con los problemas de completitud 
[9, 10, 11, 12]. 
Las cuatro fuentes básicas de hipótesis [7] 
son: i) marcos conceptuales o teóricos, ii) 
referencias bibliográficas, iii) investigaciones 
previas, y iv) intuiciones, sospechas y 
experiencias de la vida diaria. Se estima que 
en el presente proyecto se deberá recurrir a 
todas ellas. 
La necesidad de tener en cuenta las 
limitaciones del ser humano en cuanto a su 
capacidad de comprensión y análisis de 
problemas de toda naturaleza ha estado 
presente en la informática desde etapas muy 
tempranas y sigue estando. Posiblemente el 
ejemplo más relevante en este sentido sea la 
fuerte recomendación de guiarse por enfoques 
top-down en diversas áreas y en utilizar el 
método de los refinamientos sucesivos en 
particular [13]. Pese a lo valioso de estas 
contribuciones es relevante destacar que en el 
artículo original de Niklaus Wirth no hay 
mención alguna a la necesidad de concentrar 
la atención del programador en unos pocos 
aspectos en cada momento del desarrollo. 
Tampoco se indica que se esté enfrentando la 
creación de un programa para atender una 
necesidad perfectamente comprendida y 
especificada. 
Al considerar el traslado de estos enfoques 
al área de la Ingeniería de Requisitos, en su 
muy valiosa contribución [14], Michael 
Jackson enfáticamente aconseja no usar 
enfoques top-down en virtud que hacen  
necesario fragmentar el sistema a estudiar en 
el peor momento posible, que es cuando 
menos se lo conoce. Es decir, en el momento 
en que existe mayor probabilidad de cometer 
errores por la falta de comprensión acabada 
del problema. Nuevamente se encuentra aquí 
un sustento, algo más explícito, de atender las 
necesidades cognitivas de las personas 
intervinientes. 
Otros ejemplos similares son el uso de 
abstracción mediante  lenguajes de modelado 
del dominio [15] y  la descomposición 
mediante diagramas de flujos de datos [16]. 
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Se pueden agregar otros muchos y muy 
variados ejemplos, en los que se pueden 
observar innovaciones relacionadas con 
aspectos cognitivos. Sin embargo, en casi 
todos los casos, las cuestiones cognitivas 
tienen un rol de telón de fondo. Es decir, son 
poco analizadas y su influencia sobre las 
innovaciones introducidas no ha sido 
efectivamente probada. 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
Una somera revisión de la literatura en lo 
que se refiere a las heurísticas que soportan 
fuertemente la gran mayoría de los métodos 
de la Ingeniería de Software muestra que las 
mismas están básicamente orientadas a 
describir el contenido de los modelos que a 
ayudar a elaborar conceptualmente ese 
contenido.  
Si se analiza el Proceso Unificado en su 
flujo de trabajo Requisitos, éste propone la 
captura de requisitos centrándose en el 
modelado del dominio, del negocio y de los 
casos de uso, con heurísticas que atienden 
puramente a construirlos [17]. Por ejemplo, el 
modelo de dominio se describe mediante 
diagramas de clase UML cumpliendo con: 
“las clases del dominio aparecen como i) 
objetos del negocio que representan cosas que 
se manipulan en el negocio, ii) objetos del 
mundo real y conceptos que el sistema usará, 
y iii) sucesos que ocurrirán o han ocurrido en 
el entorno de trabajo” [17, pág.113]. Para la 
descripción de casos de uso, el Proceso 
Unificado menciona: “i) Debe definir el 
estado inicial como precondición, ii) Debe 
definir los posibles estados finales, iii) La 
interacción del sistema con los actores y qué 
cambios producen”, entre otros puntos [17, 
pág. 149]. En general, se observa que el 
Proceso Unificado no propone ninguna ayuda 
acerca de cómo seleccionar elementos del 
dominio, del negocio o del sistema, tales 
como clases, actores e interacciones 
relevantes, o como descartar lo superfluo. 
En general, la literatura referida al 
Desarrollo Dirigido por Modelos (MDD) [18] 
considera que los dos primeros modelos CIM 
(Computational Independent Model) y PIM 
(Platform Independent Model) en la cadena de 
transformación no pueden ser obtenidos en 
forma automatizada a partir de reglas de 
construcción (caso de CIM) ni de reglas de 
derivación del modelo previo (caso de PIM), 
sino que en ambos casos deben obtenerse a 
través de heurísticas, las que atienden 
aspectos netamente relacionados con el meta-
modelo que los soporta sin guiar en  cómo 
obtener el contenido. Es decir, en este 
paradigma aún no se han podido establecer 
reglas que automaticen la construcción de 
estos modelos ni que colaboren con la 
determinación de  qué tipo de información del 
contexto de aplicación es necesario capturar, 
siendo considerada hoy en día una actividad 
“artesanal” [15]. Como declara Booch et al. 
[19] en su manifiesto de MDD solo se 
automatiza la transformación de modelos que 
no dependan de la “ingenuidad humana”.  
Numerosos autores reportan que 
incrementa la probabilidad de éxito de un 
proyecto de software el estudio del dominio 
del problema y luego que los requisitos de ese 
sistema se plasmen en modelos creados en 
Lenguaje Natural [20, 21]. Las mejoras 
registradas en la calidad de los requisitos 
tienen su fundamento en que estas 
representaciones, tales como glosarios, casos 
de uso y escenarios, promueven la 
comunicación entre todos los involucrados en 
un proyecto de desarrollo de software y 
facilitan la validación de los requisitos 
elaborados. Una revisión hecha por Rolland et 
al. [22] muestra que, de doce enfoques 
propuestos en la literatura en el ámbito de la 
Ingeniería de Requisitos, todos ellos usan una 
notación de texto para describir escenarios, 
que en algunos casos se combinan con otros 
medios, tales como gráficos o imágenes. En 
un estudio posterior sobre la práctica en 
Ingeniería de Requisitos [23], se concluyó que 
el 51% de las organizaciones (sobre un total 
de 194) usa representaciones informales (por 
ejemplo, el lenguaje natural) y el 27% semi-
formales, quedando los modelos formales 
relegados a un uso de apenas el 7% de las 
organizaciones.  
En proyectos de investigación previos, se 
ha desarrollado una estrategia de IR basada en 
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modelos en lenguaje natural [24]. Aún cuando 
esta estrategia puede considerarse 
suficientemente madura, es deseable que la 
misma pueda ser mejorada en varios aspectos. 
Este proyecto está enmarcado en esa 
estrategia. 
La estrategia procura alcanzar una 
profunda comprensión del dominio de la 
aplicación para definir una solución óptima a 
través de un sistema de software. Es decir, la 
estrategia presenta dos grandes etapas bien 
distinguibles: una de aprendizaje y la otra de 
definición. Cuando hay un conocimiento 
previo del dominio de la aplicación la primera 
fase se convierte en un proceso confirmatorio. 
Los modelos que se utilizan en esta 
estrategia [24] son:  
 un modelo léxico, LEL (Léxico 
Extendido del Lenguaje), el cual 
describe el vocabulario utilizado en el 
dominio de la aplicación,  
 un modelo organizacional que describe 
los procesos actuales del negocio 
utilizando, denominado Escenarios 
Actuales, 
 un modelo organizacional que describe 
los procesos del negocio proyectados en 
base al sistema de software a desarrollar, 
denominado Escenarios Futuros.  
La mayoría de las heurísticas de esta 
estrategia de IR adolecen de las mismas 
debilidades que se han mencionado para el 
Proceso Unificado y para MDD, en el sentido 
que están fuertemente orientadas al contenido 
de los modelos que se construyen, con pocas 
pautas sobre cómo capturar y analizar la 
información a ser registrada en ellos.  
3. RESULTADOS 
OBTENIDOS/ESPERADOS 
En experiencias preliminares [25, 26] se 
han aplicado nociones de ergonomía cognitiva 
a la construcción del modelo Léxico 
Extendido del Lenguaje, poniendo especial 
énfasis en el uso de una heurística 
radicalmente diferente de la usual y orientada 
a facilitar la percepción del significado de los 
términos por parte del ingeniero de requisitos. 
Los resultados de este estudio fueron 
notoriamente prometedores, ya que se logró 
una cantidad de términos notoriamente 
superior a la que se había obtenido 
anteriormente. 
En la Tabla 1 se resumen los datos 
recogidos en una de estas experiencias [27]. 
Las omisiones indicadas en la misma están 
calculadas comparando el LEL obtenido con 
una versión anterior del mismo LEL creado 
por otros autores, habiendo sido ambas 
experiencias controladas en el sentido que 
ambos trabajos fueron realizados con el 
mismo material y con absoluto 
desconocimiento del otro trabajo y de la 
intención de hacer una comparación posterior. 
Tabla 1. Omisiones en la versión de un LEL respecto a 
otra versión creada aplicando nociones cognitivas  
Tipo de Término Omisiones 
Sujetos 17 % 
Objetos 27 % 
Verbos 62 % 
Estados 44 % 
Total 39 % 
 
Es notable el déficit en la detección de los 
verbos con las heurísticas preexistentes. 
También se destaca que siempre se tuvo la 
suposición, poco fundada, que la mayor 
debilidad de la actividad de construcción del 
LEL residía en la identificación apropiada de 
los estados, hecho que parece no ser cierto. 
Estos resultados son meramente 
indicativos, por dos razones: i) no tienen 
significación estadística, y ii) no se han 
establecido hipótesis que vinculen las visiones 
cognitivas con la heurística utilizada. 
Tal como se mencionó en la introducción, 
desde el punto de vista epistemológico, el 
presente proyecto se puede catalogar como 
una investigación esencialmente exploratoria, 
en la que se aspira a: i) detectar las principales 
dificultades cognitivas que enfrenta el 
ingeniero de requisitos al elicitar y modelar el 
conocimiento que se adquiere del universo del 
discurso y al concebir el conjunto de servicios 
que deberá prestar el sistema de software a ser 
desarrollado, y ii) proponer nuevas heurísticas 
que no sólo describan los modelos a ser 
confeccionados sino que efectivamente 
contribuyan a facilitar la elaboración de la 
información que se registre en los mismos. 
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Obviamente, se espera que estos resultados 
puedan luego ser contrastados en 
investigaciones confirmatorias. 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
En el proyecto de la UNLaM participan 
tres investigadores, dos de ellos en formación. 
En el proyecto de la UNO participan en este 
tema otros dos investigadores, uno de ellos en 
formación. 
La línea de investigación presentada aquí 
es parte directa de las tesis de maestría de la 
Ing. Renata Guatelli y de las tesis de 
doctorado de la Mg. Gladys Kaplan y la Ing. 
Andrea Vera, y colabora con la tesis de 
doctorado de la Lic. María Pepe. 
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RESUMEN
Los  foros  de  discusión  son  utilizados
por  muchos  técnicos  informáticos  para
plantear  dudas  y  pedir  sugerencias  para
resolver  algún  problema  particular.  Para
ello, formulan una pregunta a partir de la
cual se abre un hilo de discusión (thread),
en el que suelen participar varios usuarios
que analizan el escenario y proponen una
o más soluciones al problema en cuestión.
De  esta  manera,  los  foros  se  han
convertido  en  plataformas  colaborativas
donde  el  conocimiento  se  explicita  a  la
vez que se comparte. 
Dado  que  existen  muchos  foros  sobre
las  mismas  temáticas  (lenguajes  de
programación,  aplicaciones  específicas,
etc.),  es  posible  encontrar  en  la  Web
muchos hilos  de  discusión en diferentes
foros  que  están  relacionados  al  mismo
problema. Cuando un técnico informático
tiene  un  problema  específico,  suele
utilizar  un  motor  de  búsqueda  multi-
propósito  que  le  devuelve  una  lista
extensa de páginas de varios tipos (blogs,
foros,  artículos,  etc.),  luego  el  técnico
necesitar navegar por varias páginas hasta
descubrir  cuál  es  la  que  describe  un
problema  más  parecido  al  que  tiene,  y
encontrar  (si  existe)  una  solución  que
pueda satisfacerle. 
Para facilitar esta tarea periódica de los
técnicos  informáticos,  nuestro  proyecto
tiene como objetivo la implementación de
una  herramienta  que  recupere  la
información  disponible  en  hilos  de
discusión  de  foros  técnicos  de  manera
automática, y que a partir de un análisis
basado  en  un  modelo  de  calidad
pertinente,  permita  clasificar  dicha
información y entregar a los usuarios un
ranking  de  posibles  soluciones  para
problemas recurrentes.
Palabras Clave
Foros  de  discusión,  Reuso  de
conocimiento, Modelos de Calidad.
CONTEXTO
Nuestra  línea  de  investigación  se
denomina  “Reuso  de  Conocimientos  en
Foros de Discusión II” y forma parte del
programa de investigación “Desarrollo de
Software Basado en Reuso – Parte II”, de
la  Universidad  Nacional  del  Comahue,
con  período  de  vigencia  2017-2020.  El
programa  mencionado  extiende  el
programa  “Desarrollo  de  Software
Basado  en  Reuso”  realizado  durante  el
período 2013-2016. 
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1. INTRODUCCION
La  disciplina  de  Recuperación  de
Información  (Information  Retrieval)
surge en la década de 1950 [12], ante la
necesidad  de  procesar  y  reutilizar  la
información  almacenada  en  grandes
volúmenes. A partir de ese momento, este
campo  de  investigación  ha  madurado  y
han surgido importantes  aportes.  Por  un
lado, varios proyectos se han enfocado en
utilizar  la  información  recuperada  de
documentos  específicos,  mientras  que
otros  han  desarrollado  técnicas  para
generación  automática  de  tesauros  (lista
de  sinónimos,  en  conjunto  con  lista  de
antónimos, etc.) para su uso en distintos
tipos  de  consultas.  En  general,  la
recuperación de información se realiza a
partir de la consulta de un usuario. Luego,
las  posibles  respuestas  se  organizan  de
acuerdo a un ranking que evalúa el grado
de relevancia de cada respuesta con dicha
consulta. 
Si  bien el  conocimiento en la  Web se
encuentra  diseminado  en  distintos  tipos
de sitios y documentos, nuestro proyecto
pone  el  foco  en  los  foros  de  discusión,
que se caracterizan por ser herramientas
colaborativas  con grandes volúmenes de
información,  accesibles  a  la  comunidad
en general  como fuente  de consulta.  En
dichos foros se intercambia conocimiento
entre los miembros de una comunidad de
usuarios  que  comparte  intereses  y
características similares. 
En general, la mayoría de los métodos
automáticos de IR se basan en analizar la
ocurrencia de palabras en colecciones de
documentos,  a  partir  de  lo  cual  se
construyen listas de palabras fuertemente
relacionadas.  El  principal  problema
detectado  en  estas  técnicas  es  que  no
todas  las  palabras  relacionadas  con  una
palabra de consulta son significativas en
el  contexto  de  la  consulta.  Este  es  un
aspecto  fundamental  considerado  en
nuestro proyecto. 
Dado  que  en  la  Web  existen  muchos
foros  de  discusión  sobre  la  misma
temática,  es  posible  hallar  preguntas  y
respuestas  similares  diseminadas  en
varios de ellos, por lo que generalmente
es  necesario  navegar  por  varios  hilos
hasta  dar  con  una  solución  adecuada.
Incluso,  a  veces  es  necesario  considerar
otras  características  de  calidad  para
evaluar distintas soluciones [1][3][8]. 
Existen  varias  propuestas  de  reuso  de
conocimiento  disponible  en  foros  de
discusión: Por ejemplo Chen y Persen [2]
implementan  un  sistema  recomendador
que  busca  y  agrupa  mensajes  con
contenido similar. Por otro lado, Helic y
otros [4], propone clasificar los mensajes
de  foros  de acuerdo  a  una  jerarquía  de
temas  preestablecida.  Luego,  el  enfoque
de  Nicoletti  [17]  clasifica  los  mensajes
acorde a una jerarquía de temas obtenido
de  Wikipedia.  Finalmente,  existen
propuestas  de  generación  de  algoritmos
de ranking basados en la  calidad de los
atributos, como el que se plantea en [11].
En  base  a  estos  antecedentes,  nuestro
proyecto  tiene  como  objetivo  principal
favorecer  el  reuso  de  la  información
contenida en conversaciones existentes en
foros de discusión de la Web, con el valor
agregado de un análisis de calidad de las
fuentes  de  información.  Además,  se  ha
experimentado tanto con la aplicación de
algoritmos de análisis de lenguaje natural
como de aprendizaje automático, y se está
evaluando  la  aplicación  de  sentiment
analysis para mejorar las búsquedas. Por
ejemplo,  el  análisis  del  lenguaje  natural
permite  analizar  el  tipo  de  fragmento
dentro  de  un  hilo  de  discusión  [10].
Teniendo esto en cuenta, nuestro proyecto
está  enfocado  en  determinar  un  ranking
de  soluciones  posibles,  y  cada  línea  de
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investigación dentro del proyecto lo hace
desde ópticas diferentes. 
2. LINEAS DE INVESTIGACION Y
DESARROLLO
Como se ha mencionado, este proyecto
de investigación, denominado “Reuso de
Conocimientos  en Foros de Discusión –
Parte II”, está enmarcado en el Programa
de Investigación “Desarrollo de Software
Basado  en  Reuso  –  Parte  II”,  de  la
Universidad Nacional del Comahue, con
período de vigencia 2017-2020. 
Dicho  programa  extiende  la  tarea
realizada  entre  2013  y  2016  en  el
Programa  “Desarrollo  de  Software
Basado  en  Reuso”.  Respecto  a  este
proyecto  en  particular,  el  objetivo  es
extender  los  estudios  realizados  sobre
reuso  de  conocimiento  en  foros  de
discusión  técnicos,  incorporando  la
definición  de  métodos  y  algoritmos  de
recomendación  para  la  asistencia
inteligente a usuarios en la búsqueda de
soluciones  a  preguntas  recurrentes.  Por
otra parte,  el  programa está conformado
por  otros  dos  subproyectos  que
profundizan  en  las  temáticas  de  Reuso
Orientado al Dominio y Reuso Orientado
a Servicios. 
El  programa  “Desarrollo  de  Software
Basado  en  Reuso  –  Parte  II”  está
desarrollado  por  el  Grupo  de  Ingeniería
de Software de la  Universidad Nacional
del  Comahue,  (GIISCo),  formado  por
docentes y estudiantes de la Facultad de
Informática  de  la  Universidad  Nacional
del Comahue, y cuenta con la asesoría y
colaboración  de  otras  universidades.  En
particular,  este  proyecto se lleva a  cabo
con  la  colaboración  de  la  Facultad  de
Ciencias  Exactas  de  la  Universidad
Nacional  del  Centro  de  la  Provincia  de
Buenos  Aires.  Aunque  el  objetivo  del
Grupo  GIISCo  es  brindar  soporte  en
investigación  y  transferencia  de  tópicos
relacionados  con  la  Ingeniería  de
Software, el proyecto también involucra a
docentes pertenecientes a otras áreas de la
Facultad, como Programación y Teoría de
la Computación, lo que permite abordar la




Como antecedentes de este proyecto de
investigación, en el año 2013 se presentó
un  modelo  de  calidad  para  foros  de
discusión en base a modelos de calidad de
datos  e  información  en  la  Web  y
estándares  para  la  calidad  de  datos
software  [9].  La  validación  de  los
atributos y subatributos de dicho modelo
se  realizó  mediante  encuestas  [13].
Durante  2014  se  implementó  una
herramienta  para  la  recuperación  de
información  de  foros  de  discusión
técnicos  y  su  análisis  mediante  un
conjunto  preliminar  de  métricas  de
calidad,  a  partir  del  cual  se  propone un
ranking de  soluciones  posibles  para una
pregunta. Dicha herramienta fue aplicada
en varios  casos  de estudio  con hilos  de
discusión  reales  y  algunos  de  sus
resultados están presentados en [27].
Entre  2015  y  2016  se  avanzó  en  el
análisis de casos de estudio a partir de una
cadena de  búsqueda y en el  estudio del
orden esperado comparado con el  orden
obtenido  por  medio  de  las  herramientas
de análisis de texto  [15][16]. Para ello se
utilizó  la  herramienta  Lucene,  con
mecanismos  personalizados  para
establecer  stopwords (palabras  no
significativas  de  búsqueda)  propias  del
dominio  .  En  2017,  se  aplicaron  estas
técnicas  en combinación con la  base de
datos  léxica  WordNet  [24],  cuyos
resultados  preliminares  fueron
presentados en [28]. 
XX Workshop de Investigadores en Ciencias de la Computacio´n 626
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
Esta  línea  de  investigación  se  sigue
desarrollando  en  una  tesis  de  doctorado
en la cual se evalúa distintas funciones de
las  bases  de  datos  léxicas  [25] para  la
búsqueda de mensajes relacionados a una
pregunta particular. 
Por  otra  lado,  se  continúan  evaluando
técnicas  de  Data  Mining  y  modelos  de
aprendizaje automático supervisados y no
supervisados [18][19], así como técnicas y
herramientas de PLN [21] que puedan ser
combinadas con las ya aplicadas.
Otra línea en marcha se enfoca en el rol
de los usuarios activos de un foro (los que
participan  compartiendo  opiniones  y
experiencias).  Dicho  análisis  tiene  el
objetivo  de  incluir  nuevas  métricas  de
calidad  en  el  recomendador  de  hilos  de
discusión  en  construcción.  Bajo  esta
premisa, se han estudiado las propuestas
[20] [23] [22] y se está trabajando en una
tesina, a partir de una estrategia empírica
basada  en  la  observación  de  hilos  de
discusión reales obtenidos de la web.
4. FORMACION DE RECURSOS
HUMANOS
El  proyecto  avanza  en  la  línea  del
proyecto  comenzado  en  2013,  cuyo
objetivo era definir un modelo de calidad
a partir de información contenida en foros
de discusión técnicos. 
Actualmente,  el  proyecto  se  encuentra
conformado  por  un  grupo  de  docentes,
asesores  y  alumnos  de  las  áreas  de
Ingeniería  en  Sistemas,  Programación  y
Teoría de la Computación, trabajando en
forma colaborativa e interdisciplinaria. 
Las personas que colaboran, asesoran y
forman parte del proyecto son:
▪ Dos  docentes  investigadores  del
Departamento de Programación, con
dedicación  exclusiva,  ambos  con
título de Doctor en Informática.
▪ Un  docente  investigador  del
Departamento de Programación, con
una  beca  doctoral  otorgada  por  el
CONICET.
▪ Dos  docentes  investigadores  con
dedicación  simple,  de  los
Departamentos  de  Ingeniería  de
Computadoras y de Programación. 
▪ Tres estudiantes de Licenciatura en
Ciencias  de  la  Computación  que
están  desarrollando  sus  tesis  de
grado dentro del proyecto.
▪ Una  docente  del  Departamento  de
Teoría  de  la  Computación  de  la
misma  Facultad,  que  está
desarrollando su tesis  de doctorado
sobre  técnicas  de  análisis  de
lenguaje  natural,  asesorando  en
temas  de  aprendizaje  automático  y
lenguaje natural.
▪ Una docente  investigadora  externa,
perteneciente  al  Instituto  Superior
de  Ingeniería  del  Software
(ISISTAN)  de  la  Universidad
Nacional del Centro de la Provincia
de  Buenos  Aires.  Dicha  docente
tiene un doctorado y experiencia en
modelado  de  usuarios,  sistemas  de
recomendación  y  Recuperación  de
Información.
La  conformación  del  equipo  con
docentes  de  distintos  departamentos,
sumado a la asesoría externa mencionada,
permite trabajo cooperativo dentro de un
grupo  interdisciplinario.  Además,  la
incorporación  de  estudiantes  de  la
Facultad  amplia  los  posibles  tipos  de
desarrollo relacionados a la temática del
proyecto.
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En la actualidad existe una gran cantidad 
de proyectos o aplicaciones que disponen de 
una API REST, una nueva opción o estilo de 
uso de los Servicios Web (Web Services, 
WS), para la creación de servicios 
profesionales. Twitter, YouTube, los sistemas 
de identificación con Facebook, y cientos de 
empresas generan negocio gracias a REST y 
las APIs REST. REST es una interfaz entre 
sistemas que usa HTTP para obtener datos o 
generar operaciones sobre esos datos en todos 
los formatos posibles, como XML, JSON, 
HTTP, etc. En los últimos años logró un gran 
impacto en la web que prácticamente logró 
desplazar a SOAP y las interfaces basadas en 
WSDL por tener un estilo bastante más 
simple de utilizar y sobre todo por su 
eficiencia. 
La línea de investigación propone un 
mecanismo de generación de API REST a 
partir de versiones existentes de API Java, en 
el contexto del desarrollo dirigido por 
modelos (Model-Driven Development, 
MDD), para la construcción de WSs. Aplicar 
esta técnica mediante la transformación de 
modelos se diferencia de otras formas 
convencionales, las cuales se basan en generar 
un AST (Abstract Sintax Tree) mediante 
algún parser de JAVA. Además, nuestra 
propuesta permitirá generar código hacia 
distintas implementaciones de WS REST a 
partir de un modelo JAVA. 
 




La línea de investigación presentada en 
este trabajo se desarrolla en el marco del 
proyecto “Ingeniería de Software. La 
Transformación de Modelos aplicada a la 
Mejora continua de Procesos de Desarrollo de 
Software”, perteneciente a los Proyectos y 
Programas de Investigación (PPI) de la 
Secretaría de Ciencia y Técnica de la 
Universidad Nacional de Río Cuarto. Además 
esta línea de investigación se enmarca dentro 
de un trabajo de tesis de Maestría en 
Ingeniería de Software. 
 
1. INTRODUCCIÓN 
El desarrollo dirigido por modelos (MDD) 
[1] es una metodología de desarrollo de 
software que se centra en la creación y 
explotación de modelos de dominio. Es decir, 
representaciones abstractas de los 
conocimientos y las actividades que rigen un 
dominio de aplicación particular. MDD tiene 
como objetivo aumentar la productividad 
mediante la maximización de la 
compatibilidad entre los sistemas, a través de 
la reutilización de modelos estandarizados, 
simplificando el proceso de diseño (a través 
de modelos de patrones de diseño que se 
repiten en el dominio de aplicación), y 
promoviendo la comunicación entre los 
individuos y equipos que trabajan en un 
sistema por medio de una estandarización de 
la terminología y las mejores prácticas 
utilizadas en el dominio de aplicación. Los 
modelos son desarrollados contemplando 
comunicaciones entre los gerentes de 
producto, diseñadores, miembros del equipo 
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de desarrollo y usuarios del dominio de la 
aplicación. 
 
El Object Management Group (OMG) [2] 
tiene como iniciativa de MDD la arquitectura 
dirigida por modelos (Model Driven 
Architecture, MDA) [3], que es un 
acercamiento al diseño de software. Bajo la 
metodología MDA la funcionalidad de un 
sistema es definida en primer lugar como un 
modelo independiente de la plataforma 
(Platform-Independent Model, PIM). Dado un 
modelo de definición de la plataforma 
(Platform Definition Model, PDM), el modelo 
PIM puede traducirse entonces a uno o más 
modelos específicos de la plataforma 
(Platform-Specific Models, PSM) para la 
implementación correspondiente, usando 
diferentes lenguajes específicos del dominio, 
o lenguajes de propósito general como Java, 
C#, Python, entre otros. La traducción entre 
un modelo PIM y modelos PSM se realiza 
normalmente utilizando herramientas 
automatizadas, como lo son las herramientas 
de transformación de modelos, por ejemplo, 
aquellas que cumplen con el estándar OMG 
denominado Query/View/Transformation, 
(QVT) [4]. Además, se propone las 
automatizaciones de las transformaciones 
entre modelos y de la generación de código, 
centrando el proceso de desarrollo de software 
en las tareas esencialmente de modelado 
 
MDA está relacionado con múltiples 
normas, incluyendo el lenguaje Unificado de 
Modelado (Unified Modeling Language, 
UML) [5], que se ha convertido en un 
estándar. UML sigue el paradigma de 
orientación a objetos y permite la descripción 
de aspectos tanto estáticos como dinámicos de 
sistemas de software. Más que un lenguaje es 
un conjunto de lenguajes, en su mayoría 
notaciones gráficas, soportados por un 
número importante de herramientas 
propietarias y de código abierto. 
 
Por otro lado, existe una necesidad 
importante de permitir la interacción con 
sistemas y aplicaciones remotas, como por 
ejemplo aplicaciones móviles, por ello la 
definición de las Interfaces de Programación 
de Aplicaciones (Application Programming 
Interface - API) toman un rol importante en el 
diseño e implementación dado que permiten 
interacciones con sistemas o aplicaciones 
existentes o nuevas heterogéneas. 
Los WS, brindan un soporte adecuado y de 
manera transparente a la interacción de 
sistemas remotos. El consorcio W3C [6] 
define los WS como sistemas de software 
diseñados para soportar una interacción 
interoperable máquina a máquina sobre una 
red. Los WS suelen ser APIs Web que pueden 
ser accedidas dentro de una red 
(principalmente Internet) y son ejecutados en 
el sistema que los aloja. 
Una clase de WS son los basados en 
llamada a procedimientos remotos (Remote 
Procedure Calls, RPC), los cuales son 
familiares a muchos desarrolladores. La 
interfaz es definida a través un archivo WSDL 
(Web Services Description Language WSDL) 
el cual es un formato XML. Las primeras 
herramientas para WS estaban centradas en 
esta visión y tuvo un auge importante. Sin 
embargo, ha sido algunas veces criticado por 
no ser débilmente acoplado, ya que suele ser 
implementado por medio del mapeo de 
servicios directamente a funciones específicas 
del lenguaje o llamadas a métodos. 
Los WS pueden ser implementados 
siguiendo los conceptos de la Arquitectura 
Orientada a Servicios (Service-Oriented 
Architecture, SOA), donde la unidad básica 
de comunicación es el mensaje. Esto es 
típicamente referenciado como servicios 
orientados a mensajes. Los WS basados en 
SOA son soportados por una gran cantidad de 
desarrolladores de software y analistas. Al 
contrario que los Servicios Web basados en 
RPC, este estilo es débilmente acoplado, lo 
cual es preferible ya que se centra en el 
“contrato” proporcionado por el documento 
WSDL, más que en los detalles de 
implementación subyacentes. 
En los últimos años se ha popularizado un 
estilo de arquitectura de Software conocido 
como REST (Representational State 
Transfer). Este nuevo estilo ha supuesto una 
nueva opción de estilo de uso de los Servicios 
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Web. Los WS basados en REST intentan 
emular al protocolo HTTP o protocolos 
similares mediante la restricción de establecer 
la interfaz a un conjunto conocido de 
operaciones estándar (GET, PUT, POST, 
DELETE, etcétera), por lo tanto, este estilo se 
centra más en interactuar con recursos con 
estado, que con mensajes y operaciones. En 
particular, el lanzamiento de REST como 
protocolo de intercambio y manipulación de 
datos en los servicios de internet produjo un 
gran cambio en el desarrollo de software en 
los últimos años. Este nuevo enfoque de 
desarrollo de proyectos y servicios web fue 
definido por Roy Fielding, el padre de la 
especificación HTTP y uno los referentes 
internacionales en todo lo relacionado con la 
Arquitectura de Redes [7]. 
En la actualidad existe una gran cantidad 
de proyectos o aplicaciones que disponen de 
una API REST para la creación de servicios 
profesionales. Twitter, YouTube, los sistemas 
de identificación con Facebook, y cientos de 
empresas generan negocio gracias a REST y 
las APIs REST. REST es una interfaz entre 
sistemas que usa HTTP para obtener datos o 
generar operaciones sobre esos datos en todos 
los formatos posibles, como XML, JSON, 
HTTP, etc. En los últimos años logró un gran 
impacto en la web que prácticamente logró 
desplazar a SOAP y las interfaces basadas en 
WSDL por tener un estilo bastante más 
simple de utilizar y sobre todo por su 
eficiencia [8]. 
 
El presente trabajo propone un mecanismo 
de generación de API REST a partir de 
versiones existentes de API Java, en el 
contexto de MDD, para la construcción de 
WS's. Aplicar esta técnica mediante la 
transformación de modelos se diferencia de 
otras formas convencionales, las cuales se 
basan en generar un Árbol de Sintaxis 
Abstracta (Abstract Sintax Tree AST) 
mediante algún parser de JAVA. Además, 
nuestra propuesta permite generar código 
hacia distintas implementaciones de WS 
REST a partir de un modelo JAVA. 
 
2. LÍNESA DE INVESTIGACIÓN y 
DESARROLLO. 
Para lograr la generación automática de 
API REST, aplicando transformación de 
modelos, es muy importante partir de un 
modelo origen bien definido. 
 
 
Figura 1: Etapas de transformación propuesta 
 
En la figura 1, se muestra 
esquemáticamente nuestra propuesta, donde 
se define un proceso de transformaciones de 
la siguiente manera: 
 
1. A partir de un programa java, con una 
interfaz bien definida, generar un modelo 
java (XMI) mediante una transformación 
texto a modelo (T2M). 
 
2. Luego del modelo java (XMI), utilizando 
un lenguaje de transformación de modelo 
convencional (QVT Operacional, ATL; 
etc.), generar un modelo API REST 
(XMI) mediante una trasformación de 
modelo a modelo (M2M). 
 
3. Finalmente, del modelo API REST 
(XMI), generaremos el código java que 
implementará una API REST, a través de 
una transformación de modelo a texto 
(M2T). 
 
Con la presente propuesta es sencillo 
diseñar aplicaciones que permitan la 
interacción entre sistemas heterogéneos tal 
como lo muestra la figura 2. 
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En la actualidad existen trabajos que se 
vinculan. EMF-REST [9] es una herramienta 
que aprovecha las técnicas MDE para generar 
APIs Web RESTful a partir de los modelos 
EMF, promoviendo así la gestión de modelos 
en entornos distribuidos. La API Web 
RESTful generada se basa en bibliotecas y 
estándares bien conocidos con el fin de 
facilitar su comprensión y mantenibilidad. A 
diferencia de otros enfoques basados en el 
MDE para la generación de servicios web, 
EMF-REST proporciona un mapping directo 
para acceder a los modelos de datos mediante 
servicios Web siguiendo los principios de 
REST. Además, EMF-REST aprovecha 
características del modelo y de la Web, como 
el modelo Validación y seguridad, 
respectivamente. 
En [10] los autores definen un mecanismo 
de diseño y descripción de API REST basado 
en formalismos de redes de Petri coloreadas, 
lo cual permite escalabilidad, extensibilidad e 
interoperabilidad. Además, permite una 
mayor facilidad para el testing por estar 
basado en un formalismo 
 
3. RESULTADOS ESPERADOS 
El proceso de transformaciones inicia con 
un programa escrito en el lenguaje JAVA, el 
cual es transformado a una representación de 
formato XMI, precisamente ECORE, 
conforme al metamodelo de dicho lenguaje de 
programación. Este proceso es llevado a cabo 
utilizando la herramienta MoDisco. 
Posteriormente, sobre dicho modelo se 
aplica una transformación Model-To-Model 
definida en QVT Operacional que nos 
permitirá generar una versión API REST del 
programa original. Finalmente, se obtiene el 
código JAVA que implementará la API REST 
a través de una transformación Model-To-
Text definida con MOF2Text vía la 
herramienta Acceleo [11]. 
La contribución principal de este trabajo es 
proponer un mecanismo de transformación de 
programas JAVA, haciendo uso de estándares 
y herramientas existentes en el contexto de 
desarrollo dirigido por modelos, obteniendo 
como resultado una aplicación API REST que 
permite la interacción entre sistemas 
heterogéneos, promoviendo así la gestión de 
modelos en entornos distribuidos. 
El mecanismo de generación de código es 
muy particular, dado que el mismo está 
basado en el tratamiento de los modelos 
JAVA (XMI), y no sobre el código fuente 
JAVA, dada la existencia de nuevas 
herramientas que permiten obtener dicho 
modelo, en caso contrario sería necesario 
manipular un parser del lenguaje. 
 
4. FORMACION DE RECURSOS 
HUMANOS 
Durante el desarrollo de esta línea de 
investigación, integrantes del grupo de trabajo 
están actualmente trabajando es su tesis de 
Licenciatura, Magister en Ingeniería de 
Software y Tesis de Doctorado. 
También, se han formado ayudantes de 
segunda en las asignaturas de Análisis y 
Diseño de Sistemas, Ingeniería de Software, 
Base de Datos y Proyecto. 
Los temas abordados en esta línea de 
investigación brindan un fuerte aporte al 
proceso de perfeccionamiento continuo de los 
autores de carreras de computación en 
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Resumen 
Recopilar, comprender y gestionar los 
requisitos es un aspecto crítico en todos 
los métodos de desarrollo. Esto también 
es cierto para las Metodologías Ágiles en 
la que la captura de requisitos es realizada 
en todo el proceso de desarrollo, con 
requisitos que van evolucionando y 
cambiando a lo largo del ciclo de vida. 
Este proceso es opuesto al enfoque de la 
Arquitectura del Software, donde los 
requerimientos deben ser identificados, 
recabados y comprendidos en las 
primeras etapas, ya que cambios 
posteriores afectan considerablemente el 
resultado final de la arquitectura. Este 
tratamiento con perspectivas diferentes, 
ha sido uno de los factores que ha 
causado la sensación de que las 
Metodologías Ágiles y la Arquitectura de 
Software van en direcciones diferentes y 
no pueden coexistir.  
En este trabajo se presenta una línea de 
investigación en la que este equipo se ha 
enfocado en los últimos dos años y tiene 
como objetivo proponer un modelo que 
facilite la identificación y captura de los 
llamados “Requisitos Significantes para 
la Arquitectura”, permitiendo de esta 
manera la integración de aspectos 
arquitectónicos en el proceso de 
desarrollo de Sistemas de Información 
con Metodologías Agiles, favoreciendo 
de este modo, atributos de calidad y 
flexibilidad ante los cambios. 
  
Palabras claves: Software Architecture, 
Agile methodologies, Architecturally 
Significant Requirement, Information 
Systems 
Contexto 
El presente trabajo se encuadra dentro 
del área de I/D de la IS y de los SI, y 
describe los lineamientos generales del 
proyecto de investigación: “Arquitecturas 
de Software en el Proceso de Desarrollo 
Ágil, Una Perspectiva Basada en 
Requisitos”, iniciado en enero de 2018, 
con una duración de dos años y que tiene 
como unidades ejecutoras al 
Departamento de Informática, FCEFyN 
de la UNSJ. 
El grupo de investigación tiene una 
trayectoria de 16 años en diferentes 
proyectos vinculados a Metodologías de 
Desarrollo y Tecnologías, con numerosas 
publicaciones en diferentes ámbitos, y 
con la formación de recursos humanos en 




Las Metodologías Ágiles (MA) se 
centran en el trabajo en equipo, la 
adaptabilidad y colaboración dentro del 
equipo de desarrollo del software y 
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también entre los miembros del equipo y 
los usuarios finales. El uso de las MA, ha 
marcado una tendencia para su adopción 
al desarrollo de proyectos de software con 
necesidades cambiantes y a la espera de 
beneficios en el menor tiempo posible 
[1,2,3].  
Desde la perspectiva de los requisitos 
con implicancias en aspectos 
arquitectónicos en particular, si bien las 
MA explican que éstos deben estar entre 
los de mayor prioridad y deben ser 
tenidos en cuenta desde el comienzo 
[4,5], pensamos que más que una falta de 
atención a la definición de los requisitos 
arquitectónicos al comienzo, la 
consideración de los mismos es un 
proceso no exento de dificultades y esto 
hace que  típicamente se evite un trabajo 
inicial sustancial, en la suposición de que 
los requisitos siempre cambian, 
evolucionan y continúan cambiando a lo 
largo del ciclo de vida del proyecto. En 
ese sentido, generalmente se identifican y 
captan los requisitos, tanto funcionales 
como no funcionales, y luego se intenta 
definir una arquitectura de software que 
los cumpla.  
La Arquitectura de Software (AS), en 
tanto, describe la solución de un sistema y 
por lo tanto tradicionalmente se piensa 
como una parte temprana de la fase de 
diseño [6] ya que reúne todos los 
requerimientos técnicos y operacionales y 
que son difíciles de cambiar durante el 
proceso de desarrollo. Es principalmente 
importante para satisfacer los requisitos 
no funcionales, que están relacionados a 
los atributos de calidad como el 
rendimiento, seguridad y escalabilidad.  
Estas decisiones tempranas llevan un 
peso importante con respecto al desarrollo 
del resto de un sistema, condicionando 
decisiones posteriores que implican a su 
vez, otras ramificaciones subsiguientes. 
Esto supone una captura de requisitos sin 
cambios sustanciales en las etapas 
intermedias y finales del desarrollo de un 
proyecto, visión que se contrapone a las 
dificultades para la identificación de 
requisitos arquitectónicos que se percibe 
en las MA. 
Este tratamiento con enfoques 
diferentes en las etapas tempranas (y 
también en otros aspectos), ha sido uno 
de los factores que ha causado la 
sensación de que las MA y la AS van en 
direcciones diferentes y no pueden 
coexistir juntas [7]. Sin embargo, en los 
últimos años esta tendencia está 
cambiando [8,9], hasta el punto que 
varios autores hacen referencia al término 
“Arquitectura Ágil” (AA) [8,9]. En la 
AA, se enfatiza fuertemente en el 
concepto de los “Requisitos Significantes 
para la Arquitectura” (RSA). En tal 
sentido, aquí se propone la integración de 
las AS en el ciclo de vida de las MA, 
desde la perspectiva de la identificación 
de los RSA considerando diferentes 
propuestas existentes en el mismo sentido 
[9,10,11], que son la base para discutir y 
llevar a cabo más investigaciones sobre 
RSA. Pensamos que esos métodos y 
enfoques pueden ser complementarios 
entre sí, tomando lo mejor de cada uno de 
ellos, y a la vez podrían ser combinados 
con los hallazgos que han sido 
investigados por los autores de este 
artículo [12] en el área de las 
metodologías ágiles.  
 
Requisitos de Importancia 
Arquitectónica. 
 
Un Requisito Significante para la 
Arquitectura es un requisito que tendrá un 
efecto importante en la arquitectura, y 
que, si llegase a estar ausente, la 
arquitectura resultante será totalmente 
diferente. Tomando la definición de [10] 
los RSA “son aquellos requisitos que 
tienen un impacto medible en una 
arquitectura de sistemas de software”, 
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por lo que no sería posible diseñar una 
arquitectura adecuada, si no se identifican 
y capturan adecuadamente. 
Un problema recurrente que se 
presenta con los RSA [8,9] es que 
generalmente toman la forma de 
requisitos no funcionales, pero en algunos 
casos también la forma de requisitos 
funcionales. Además, los RSA suelen ser 
subjetivos, relativos y también interactúan 
entre ellos. Son subjetivos, porque pueden 
ser vistos, interpretados y analizados de 
manera diferente por diferentes personas 
y en diferentes contextos; son relativos, 
porque la importancia de cada RSA se 
determina a veces a partir de su relación 
con otros RSA en un contexto dado, y se 
considera que interactúan entre ellos en el 
sentido de que al intentar alcanzar un 
RSA particular, puede a su vez afectar (en 
forma favorable o desfavorable) a otros 
RSA. Los RSA son más difíciles de 
comprender que los requisitos funcionales 
[10], por lo que en general pasan 
desapercibidos o no obtienen suficiente 
atención por adelantado, factor que es 
más acentuado cuando se utilizan MA, 
donde generalmente se expresan (muchas 
veces en forma contradictoria) de manera 
informal durante el análisis de requisitos. 
También son difíciles de validar cuando 
el proyecto está finalizado. Por todo lo 
expuesto, se considera que la 
identificación de los RSA, es una tarea 
difícil, que lleva mucho trabajo y es poco 
clara para los que no son expertos en 
arquitecturas [9]. Para abordar esta 
situación, algunos autores, han propuesto 
una serie estrategias de identificación y 
captura de RSA a partir de documentos de 




 Hay diferentes métodos para 
identificar y capturar los RSA. Algunos 
están basados en el conocimiento de los 
objetivos del negocio [9], otros en un 
framework [10] y otros se basan en el 
conocimiento detallado del dominio [11]. 
El resumen de esos enfoques se detalla a 
continuación: 
 El enfoque basado en un Framework  
propone una forma de identificar y 
capturar RSA a partir de una 
caracterización previa de los mismos 
sobre la base de un estudio empírico 
realizado con expertos.  
 El enfoque basado en el 
Conocimiento del Dominio (CdD) en 
cambio, hace énfasis en las 
propiedades del medio ambiente y las 
suposiciones sobre él, más que en la 
caracterización de los RSA.  
 Finalmente, un enfoque que tiene 
como propósito centrarse 
principalmente en los Objetivos de 
Negocio (ON) y posteriormente a 
partir de ellos, determinar cómo esos 
objetivos influyen en los requisitos de 
calidad que finalmente serán origen 
de muchos RSA.  
Estos enfoques, más algunos otros que 
pudieran surgir en el periodo de 
investigación serán tenidos en cuenta en 
el proyecto y constituyen la base de la 
propuesta de investigación que se 
presenta en este trabajo. 
 
Tópico de investigación, 
Desarrollo e Innovación 
 
Los posibles beneficios de una 
integración de Arquitectura de Software 
en las Metodologías Ágiles, desde la 
perspectiva de la identificación y captura 
de los RSA, no es un tema lo 
suficientemente explorado en ambientes 
académicos, habiéndose encontrado 
escasas publicaciones relacionadas a los 
enfoques ya mencionados.  
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Actividades y Objetivos 
 
Las actividades en las que se ha 
planificado el desarrollo de la 
investigación son las siguientes: 
 Estudio de factores relevantes en la 
identificación y captura de los RSA. 
 Analizar propuestas alternativas para 
la identificación y captura de los 
RSA. 
 Fijación de criterios para la 
especificación de los RSA. 
 Adopción de la MA para la 
integración con los RSA.  
 Describir las características que se 
deben observar en el planteamiento y 
clasificación de requerimientos 
funcionales, no funcionales y RSA. 
Todas estas actividades serán 
realizadas con el objetivo de proponer un 
Modelo de Identificación y Captura de los 
RSA, que pueda ser incorporado a los 
procesos de metodologías ágiles, 
respetando los requerimientos propios del 
dominio agilista. A partir de ese punto, se 
continuará con las siguientes actividades: 
 
 Implementación de Sistemas de 
Información usando el Modelo de 
identificación/captura de RSA. 
 Pruebas, validaciones y elaboración 
de conclusiones. 
 Realización de transferencias al 
medio, divulgación científica y 
publicaciones 
Formación de Recursos Humanos 
El equipo de trabajo está compuesto 
por cinco docentes-investigadores, y 
cuatro alumnos adscriptos.  
Con los resultados de la presente 
investigación, se harán actividades de 
divulgación en publicaciones y 
presentaciones en eventos nacionales e 
internacionales y también asesorar 
trabajos de tesis de estudiantes de grado 
y/o posgrado. 
En el periodo 2016-2017 se 
presentaron nueve trabajos en diversas 
publicaciones en Congresos Nacionales y 
Revistas Especializadas sobre la temática 
abordada. Además, se han asesorado los 
siguientes trabajos vinculados a la 
temática de referencia:  
 Una tesis de maestría finalizada y 
aprobada en defensa pública 
(diciembre de 2017). 
 Una tesis de grado finalizada y 
aprobada. (abril 2017). 
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La complejidad actual en la 
construcción de los sistemas de software,  
ha impuesto la necesidad de mejorar los 
procesos de construcción con el menor 
costo y esfuerzo posible. Las pruebas del 
software, a diferencia de otras etapas del 
proceso de construcción, no tienen la 
misma visibilidad para el usuario, lo que 
determina que ante presiones de tiempo o 
costos, sea esta etapa la que se redefina 
según lo planeado, a pesar de que esta  
decisión atenta directamente sobre la 
calidad del software. Para asegurar la 
correcta construcción del software, en 
relación a las pruebas, se hace 
indispensable pensarlas integradas y lo 
más automatizadas posible. En el 
proyecto de investigación,  se ha 
trabajado sobre la derivación 
semiautomática de Casos de Prueba a 
partir de escenarios futuros y en el 
presente trabajo se ha avanzado sobre la 
planificación de esos Casos de Prueba 
obtenidos, para asegurar que la 
funcionalidad propuesta en los escenarios 
contemple las dependencias de recursos y 
funcionales existentes entre las tareas. De 
esta manera se utiliza la integración de los 
escenarios para identificar las 
dependencias y ordenar la ejecución de 
los Casos de Prueba en las denominadas 
suites de prueba, que permiten analizar la 
funcionalidad parcial y total del futuro 
sistema de software.   
 
Palabras clave: ingeniería de requisitos, 
casos de prueba funcionales, suite de 
pruebas. 
CONTEXTO 
Este trabajo se lleva a cabo en el 
marco del Proyecto de Investigación 
“Generación semi automática de casos de 
prueba a partir de escenarios”, radicado 
en la Universidad Nacional de Luján, en 
su Departamento de Ciencias Básicas. 
[DISPOSICION CDD-CB:027-15].  
Como parte de las actividades se ha 
estudiado un mecanismo para generar 
tempranamente los casos de prueba 
partiendo del conocimiento obtenido en la 
etapa de Ingeniería de Requisitos (IR) [1], 
particularmente en el proceso de 
requisitos basado en escenarios [2]. 
 
Se profundizó luego la relación 
escenarios futuros – casos de prueba (EF-
CP) y se describió un mecanismo de 
derivación semiautomática [3]. 
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1. INTRODUCCIÓN 
Desde hace mucho tiempo se plantea 
la necesidad de escribir los test de 
aceptación conjuntamente con los 
requisitos. Esto permite, por un lado, 
asegurase que los requisitos sean 
verificables y por otro, que el futuro 
desarrollo y su respectivo desarrollador, 
cuente con ejemplos que le permitan 
comprender mejor el requisito. 
Este trabajo es una evolución de otros 
anteriores, siempre basándonos en el 
proceso de requisitos [2], que crea un 
glosario denominado LEL [4], [5] del 
dominio de aplicación. El proceso 
continúa con la construcción de un 
conjunto de Escenarios Futuros (EF) a 
partir de los Escenarios Actuales (EA) [6] 
y su consecuente decisión de incluirlos en 
el nuevo sistema.  
Trabajos previos de diferentes autores 
han planteado la necesidad de generar los 
casos de prueba a partir de  varios 
artefactos que permiten documentar 
requisitos, como la generación de Casos 
de Prueba a partir de Casos de Uso [7], 
[8], [9], [10], [11], a partir de algoritmos 
metaheurísticos [12], utilizando el 
lenguaje de transformación QVT, otros a 
partir de diagramas de secuencia 
extendidos [13] o a partir de diagramas de 
actividad [14], [15], [16], [17], a partir de 
diagramas de secuencia [18] o de 
diagramas de estado [19]. Algunos lo han 
planteado en general para el lenguaje 
UML [20], [21], [22], [23] también a 
partir de especificación de Requisitos 
[24]. 
En el presente trabajo continuamos la 
idea de derivar en forma semiautomática 
los Casos de Prueba a partir de los 
Escenarios Futuros [3] pero se incorpora 
la necesidad de planificar las pruebas 
agrupando funcionalidad en diferentes 
niveles de pruebas. 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
Como se ha mencionado 
anteriormente, los CP obtenidos desde los 
escenarios futuros, son estrictamente 
funcionales y con un alto grado de 
contextualización. Esto permite darle al 
caso de prueba información muy valiosa 
para comprender la mejor manera de 
analizar la funcionalidad propuesta. Es de 
destacar que los EF no son 
independientes entre sí, sino que se rigen 
por dependencias operativas, de recursos 
y de contextos. Este ordenamiento 
funcional se representa en el proceso de 
requisitos al modelar los escenarios 
integradores [25]. Cuando los EF son 
integrados se construyen las jerarquías de 
escenarios que luego se ordenan en 
secuencias para su ejecución, 
conformando los escenarios integradores. 
El mismo proceso de jerarquización y 
secuencia se aplicó a los casos de prueba 
para planificar las pruebas del software.   
Las mismas pruebas del software se 
repiten cuando hay cambios en los 
requisitos. Existen requisitos que no se 
modifican, lo que hace que parte de la 
funcionalidad se mantenga inalterable 
durante parte o todo el proceso de 
construcción.  Debido al costo de volver a 
realizar todas las pruebas, es que se 
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permite seleccionar qué parte de la 
funcionalidad se desea volver a probar. 
Esto requiere de la intervención del 
ingeniero de software y de una aplicación 
que controle y alerte de las dependencias 
con otros requisitos. Como puede verse 
en la Tabla 2 la primera columna es para 
identificar la funcionalidad con el nombre 
del escenario futuro, para ello se 
incorpora el escenario raíz de cada 
jerarquía obtenida en la integración. La 
columna de Ultima Prueba cumple la 
función de informar si después del último 
cambio realizado a ese escenario la 
prueba fue Aprobada o si se modificó el 
escenario y no se realizó o fue rechazada. 
Obviamente las pruebas rechazadas o que 
no se hicieron deben rehacerse 
obligatoriamente, pero cuando existen 
varios escenarios que no fueron 
modificados es decisión del ingeniero de 
software volver a probar todo o no 
hacerlo. Esto atiende a pruebas de gran 
volumen con parte de los requisitos 
estables.  
Tabla 2 – Tabla de alcance de la prueba 
En un primer momento del proceso se 
determinó cuáles eran los CP para cada 
EF. En la Fig.1 se da un ejemplo 










Fig. 1 – Derivación de los CP 
Con los CP identificados para cada EF, 
se debe ir a la integración para generar las 
suites de prueba. Tomar cada integrador y 




y sus CP 
I1 EFe CP7 
EFa CP1 y CP2 
EFc CP4 
I2 EFb CP3 
EFd CP5 y CP6 
Tabla 3 – Escenarios integradores con sus EF y cada EF 
con sus CP derivados  
Con esta información se está en 
condiciones de crear las suites de pruebas. 
Cada escenario integrador corresponde a 
una suite. Por lo tanto, según el ejemplo, 
tenemos 2 Suite de Pruebas con la 
siguiente secuencia:  
Escenario ¿Se debe 
probar solo? 
Última Prueba  
EFa No Aprobado 
EFb SI  
EFc SI  
EFd SI  
Efe SI  
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Suite 1 {CP7, CP1, CP2, CP4} 
Suite 2  {CP3, CP5, CP6} 
En resumen, por un lado se cuenta con 
las pruebas individuales que corresponde 
a como se debe probar cada EF. Por el 
otro lado, tenemos los conjuntos de 
escenarios que se agrupan en integradores 
que a su vez determinan las suites de 
pruebas.   
3. RESULTADOS 
OBTENIDOS/ESPERADOS 
Los resultados han sido alentadores 
debido a su vinculación directa con el 
proceso de requisitos basado en 
escenarios que ha sido ampliamente 
probado en más de 100 casos. De todas 
maneras se planifica probar todo el 
mecanismo propuesto en nuevos casos 
reales para mejorar su completitud y 
refinar el proceso. También se espera 
analizar cómo se incorporan los cambios 
de los requisitos en las iteraciones de la 
generación de los CP.   
Como se aclaró en la introducción, el 
presente trabajo se ha realizado con base 
en el proceso de requisitos basado en 
escenarios que modela la solución con 
escenarios futuros, pero se considera que 
el proceso es viable para Casos de Uso 
con algunas pocas modificaciones. 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
Se planifica la finalización de la 
carrera de grado Licenciatura en Sistemas 
de Información de la alumna Eugenia 
Cespedes (31 materias aprobadas) y del 
alumno Julían Massolo (34 materias 
aprobadas) en UNLu. También la 
presentación de la tesis de Maestría en 
Ingeniería de Software de Claudia Ortiz y 
Walter Panessi en UNLP y la  
finalización de la tesis doctoral de Gladys 
Kaplan y de David Petrocelli en UNLP. 
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Es frecuente durante el proceso de 
requisitos construir modelos escritos en 
lenguaje natural, pues facilitan la elicitación, 
validación y negociación con el cliente. Estas 
facilidades se incrementan cuando los 
modelos se escriben usando el lenguaje 
propio del cliente. Para ello, se suele construir 
tempranamente un glosario con los términos 
utilizados en el contexto, denominado Léxico 
Extendido del Lenguaje. Este permite mejorar 
la comunicación entre los involucrados, 
sirviendo de apoyo a la descripción de 
modelos subsecuentes. Aunque, como todo 
modelo generado siguiendo heurísticas, 
presenta habitualmente inconsistencias, 
errores, omisiones y ambigüedades. Estas 
últimas aparecen básicamente por el uso del 
lenguaje natural. Estudios de estimación de 
completitud sobre este modelo establecieron 
la ocurrencia de un número significativo de 
omisiones. Es relevante poder detectar estos 
defectos y corregirlos oportunamente, 
evitando su propagación sobre otros modelos. 
Se han diseñado variantes de la técnica de 
inspección sobre el modelo léxico, las cuales 
identifican distintos tipos de defectos aunque 
su eficiencia y eficacia no son fácilmente 
comparables dado que no apuntan a detectar 
los mismos defectos. Se propone un análisis 
de estas variantes que permita establecer cuál 
es la más apropiada según el tipo de defecto 
que se requiera atender y el tiempo 
disponible. 
 
Palabras clave: Ingeniería de Requisitos, 
Inspección de Modelos, Completitud de 
Modelos, Ambigüedad. 
CONTEXTO 
La propuesta que se presenta es parte de 
los proyectos de investigación “Gestión de la 
calidad de un modelo léxico en el proceso de 
requisitos” de la Universidad de Belgrano y 
“Tratamiento de los factores situacionales y la 
completitud en la ingeniería de requisitos” de 
la Universidad Nacional del Oeste.  
1. INTRODUCCIÓN 
El proceso de requisitos involucra 
comprender el comportamiento actual en un 
contexto y definir la situación futura al 
incorporar un sistema de software [1]. En este 
proceso suelen utilizarse modelos escritos en 
lenguaje natural dado su cercanía a los 
clientes [2], aún cuando este tipo de modelos 
presentan defectos, principalmente del tipo 
ambigüedades y omisiones [3, 4, 5, 6].  
Se han realizado varios estudios sobre la 
completitud de modelos en lenguaje natural 
en la Ingeniería de Requisitos, arrojando 
niveles excesivamente altos de omisiones [7, 
8, 9]. Otros estudios se centraron en la 
ambigüedad de estos modelos, tal es el trabajo 
de Ben Achour et al. [10], quienes a través de 
un estudio empírico observaron que el 50% de 
los casos de uso contenían errores de 
terminología.  
Dado que estos modelos construidos en el 
proceso de requisitos son la base para etapas 
posteriores del desarrollo de software, es 
necesario que presenten un nivel de calidad 
adecuado, pues los defectos no identificados 
tempranamente se trasladarán en cascada a 
modelos posteriores. Un mecanismo para 
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reducir estos defectos es aplicando técnicas de 
verificación, tales como las revisiones y las 
inspecciones [11].  
La inspección de software [12, 13] fue 
diseñada como un proceso formal de 
detección de defectos en código fuente, 
posteriormente adaptada a modelos. Este 
proceso se compone de seis pasos bien 
definidos y con roles específicos en cada 
paso: inspector, productor (autor), moderador 
y escriba. Los pasos del proceso son: 
1. Planeamiento: identificar el material a 
inspeccionar y las personas a cumplir con 
cada rol, y establecer la fecha de reunión. 
2. Apreciación global: trasmitir a los 
inspectores una descripción general del 
material a inspeccionar. 
3. Preparación: leer el material por parte de 
los inspectores. 
4. Reunión: determinar cuáles son defectos 
en el material por parte de los inspectores 
y transmitirlos a los productores del 
mismo, asistidos por el moderador 
mientras el escriba registra los hechos. 
5. Corrección: eliminar los defectos del 
material revisado, a cargo de los 
productores. 
6. Seguimiento: determinar el estado de la 
corrección, a cargo del moderador. 
En general, en este proceso formal de 
revisión los defectos son catalogados por tipo 
y por severidad, y se cuantifican los tiempos 
de detección, para mejorar la eficiencia y 
eficacia del proceso mismo. 
Las inspecciones han surgido como una de 
las técnicas de aseguramiento de calidad más 
eficaces en la ingeniería de software, debido a 
lo cual se han diseñado diferentes variantes 
aplicadas a modelos elaborados en el proceso 
de requisitos [14, 15, 16]. Estas variantes se 
han clasificado según el modo de detección de 
defectos en la etapa de preparación [17] en: 
lectura ad-hoc, lectura usando checklist, 
lectura usando procedimientos y lectura 
constructiva.  
La lectura ad-hoc se hace en una 
modalidad desestructurada, donde el inspector 
recibe muy poco apoyo para encontrar 
defectos. Esto no significa que los 
participantes de la inspección no escruten el 
artefacto sistemáticamente. Sólo significa que 
ningún plan previo está disponible y todo se 
deja librado a la experiencia del inspector. 
La lectura con checklist le da un apoyo 
más fuerte al inspector en la forma de una 
lista de preguntas y controles que tienen que 
ser contestados y revisados en un cierto orden 
preestablecido. Este enfoque tiene algunas 
debilidades, como la falta de ayuda en 
comprender el artefacto bajo estudio y pobre 
adaptación a un ambiente de desarrollo dado. 
La lectura basada en procedimientos da 
una guía detallada al inspector sobre cómo 
encontrar defectos específicos, 
independizándose de la experiencia del 
inspector.  
La lectura constructiva va más allá que 
meramente revisar un artefacto y producir una 
lista de defectos, pues durante la lectura el 
inspector produce una nueva representación 
del material bajo estudio, la que se analiza 
posteriormente para detectar defectos. 
En pocos trabajos se reportan evaluaciones 
sobre qué variante de inspección puede ser 
más provechosa, y si ellas dependen del 
modelo a verificar y del tipo de defectos que 
presentan. En algunos experimentos, se siguió 
la experiencia del inspector [15, 18] y los 
resultados mostraron que la importancia de la 
definición del procedimiento disminuía a 
medida que aumentaba la experiencia del 
inspector, y que inspectores novicios podían 
adquirir rápidamente conocimiento sobre 
defectos típicos y aspectos de calidad. Paech 
et al. [18] comprobaron que se detectaban en 
promedio más defectos usando la técnica de 
lectura basada en procedimientos frente a la 
lectura con checklist, aunque acarreaba más 
tiempo de inspección. 
2. LÍNEAS DE INVESTIGACIÓN E 
DESARROLLO 
En un proceso particular de requisitos 
orientado al cliente [19, 20], donde se crean y 
utilizan modelos en lenguaje natural para 
lograr un mayor involucramiento de los 
clientes, el primer modelo que se construye es 
el Léxico Extendido del Lenguaje (LEL) [21], 
con el fin de obtener una comprensión 
acabada del vocabulario que se utiliza en el 
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contexto del problema. Este modelo se 
conforma de un conjunto de términos 
relevantes en dicho contexto, con sus 
definiciones, dadas por dos componentes: 
noción (denotación del término) e impacto (su 
connotación). El modelo considera la 
definición de términos sinónimos y 
homónimos, como también jerarquías de 
términos (términos genéricos y 
especializados) [20]. 
Este modelo debe tener la mayor calidad 
posible, dado que los restantes modelos harán 
uso de la terminología definida en él y 
algunos de ellos pueden derivarse del propio 
LEL [20].  Para lograr esta calidad, se han 
propuesto heurísticas y procedimientos para 
reducir defectos en este modelo. 
Las heurísticas se enfocan principalmente 
en la creación del modelo LEL aportando 
guías de estilo y de contenido [6, 21, 22]. A 
pesar de la aplicación de estas heurísticas, el 
nivel de completitud estimado de este modelo 
ha sido muy bajo. En un estudio realizado por 
Doorn y Ridao [7] donde estimaron el tamaño 
de un modelo LEL a partir de nueve muestras 
del mismo, obtuvieron en el mejor de los 
casos un nivel de completitud del 51%. En un 
estudio posterior realizado por Litvak et al. 
[23], se confirmaron estos valores, aún 
cuando las muestras del modelo léxico habían 
sido construidas con heurísticas más precisas. 
Por otro lado, se han diseñado mecanismos 
específicos para la verificación de este 
modelo. Los defectos a ser identificados han 
sido categorizados en: discrepancias 
(inconsistencias), errores, omisiones y 
ambigüedades, y calificados según su grado 
de severidad en: alto, medio y bajo [24].  
En proyectos previos, se diseñó una técnica 
de inspección del modelo LEL basada en 
procedimientos [25] para guiar la detección de 
diversos tipos de defectos. En esta variante se 
completa un conjunto de formularios 
siguiendo un procedimiento para cada 
formulario, el cual detalla cómo completar el 
formulario y cómo identificar defectos a 
través de la información registrada. Es una 
variante que facilita la detección de defectos a 
inspectores novatos, aunque insume un 
tiempo considerable. Por otro lado, tal cual 
fue propuesta en [25], no establece el grado 
de severidad de los defectos ni los tipifica; 
esto fue realizado posteriormente para 
facilitar evaluaciones de la misma. Las 
omisiones que permite detectar son 
relativamente simples y algunas requieren una 
gran cantidad de comparaciones semánticas, 
siendo las ambigüedades tratadas como una 
subclase de omisiones.  
Posteriormente, se elaboró una lista de 
control (checklist) para utilizar como otra 
variante de la inspección del LEL. Esta lista 
de control fue refinada incrementalmente a 
medida que se probaba en diversos casos. En 
su última versión, contiene 44 ítems de 
control, y establece por cada ítem el tipo de 
defecto a identificar y su severidad. 
Más recientemente, se diseñó otra variante 
de la inspección del LEL, basada en la lectura 
constructiva [24, 26]. Ésta genera un artefacto 
intermedio, que son mapas conceptuales, uno 
por cada término del LEL. Cada oración en la 
noción y en el impacto del término se 
representa como una proposición en el mapa 
conceptual del mismo. Los defectos se 
identifican a partir del análisis sistemático de 
cada mapa conceptual y de las relaciones 
entre mapas, mediante guías de análisis. Esta 
variante se focaliza en la detección de varios 
tipos de omisiones y ambigüedades con 
diverso grado de severidad, permitiendo 
incluso sugerir términos candidatos omitidos, 
aunque no se aboca a la detección de otros 
tipos de defectos. Aún cuando debe 
construirse un artefacto a partir del modelo 
LEL, se han obtenido resultados 
relativamente aceptables, en relación al 
consumo de tiempo y a la cantidad de 
defectos detectados [27]. Otra particularidad 
de esta variante es que sugiere correcciones al 
modelo LEL. 
Cabe notar que estas tres variantes de 
inspección fueron desarrolladas en forma 
independiente una de otra, por lo que no todo 
defecto es detectado por todas las variantes, y 
algunos defectos son identificados por una 
sola de ellas, lo que dificulta una comparación 
efectiva de las variantes. 
Se espera poder dar pautas a la gerencia de 
un proyecto de software sobre qué variante de 
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inspección puede ser más provechosa según el 
nivel esperado de calidad, los recursos 
humanos disponibles y los plazos a cumplir. 
3. RESULTADOS 
OBTENIDOS/ESPERADOS 
Se ha llevado a cabo un primer análisis de 
cada variante respecto a qué defectos 
comunes identifican (ver Tabla 1), cuáles son 
identificados por pares de variantes y cuáles 
son exclusivos de una variante (ver Tabla 2).  
Tabla 1. Defectos comunes a las variantes 
Defecto Tipo Severidad 
Términos sin referencia a 
otros términos Omisión Media 
Términos no referenciados 
por ningún término Omisión Media 
Referencia a término no 
identificada en la definición 
de un término 
Omisión Media 
Término con más de un 
verbo principal en cada 
oración de noción e impacto 
Omisión Baja 
Tabla 2. Defectos detectados solo por variante 
con mapas conceptuales 
Defecto Tipo Severidad 
Vocabulario mínimo 




Uso de término del 
vocabulario mínimo en lugar 
de término del LEL 
Ambi-
güedad Media 
Término del vocabulario 
mínimo no detectado como 
sinónimo del LEL 
Omisión Media 
Frases omitidas en la noción 
o impacto del término Omisión Baja 




Omisión de términos de tipo 
Verbo (uso frecuente) Omisión Alta 
 
Debe tenerse en consideración que la 
inspección con checklist contiene 44 ítems de 
control, la inspección basada en 
procedimientos requiere 10 formularios de 
detección, y la inspección basada en mapas 
conceptuales utiliza 13 pasos de detección 
(además de los pasos de construcción de los 
mapas). Las variantes con checklist y con 
formularios detectan principalmente errores y 
omisiones, mientras que la basada en mapas 
conceptuales se aboca a ambigüedades y 
omisiones. 
Se ha iniciado un experimento controlado 
para realizar comparaciones de las tres 
variantes utilizando modelos LEL generados 
independientemente para distintos casos de 
estudio, y considerando los tipos de defectos 
que detectan, su nivel de severidad, los 
tiempos que insumen y la experiencia de los 
inspectores. 
Asimismo, se está desarrollando una 
herramienta de software, denominada Gestor 
de Inspecciones, implementada en una 
plataforma web, utilizando lenguaje PHP y 
base de datos relacional MySql. La 
herramienta permite administrar los 
resultados de inspecciones, realizadas por 
ingenieros de requisitos autorizados, sobre 
modelos LEL, soportando el almacenamiento 
de resultados para las tres variantes de 
inspección. Esta herramienta facilitará el 
análisis de la eficiencia y efectividad de las 
distintas variantes de inspección. 
Por otro lado, se espera establecer las 
causas de los defectos detectados, de manera 
tal de poder definir heurísticas que permitan 
evitar la ocurrencia de estos defectos, ya sea 
al elicitar conocimiento del contexto de 
aplicación o al modelar, es decir, heurísticas 
que se aboquen a completar información y a 
escribir el modelo LEL sin ambigüedades. 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
En el proyecto de la Universidad de 
Belgrano participan tres investigadores, uno 
de ellos en formación y un alumno de la 
tecnicatura en Programación de 
Computadoras, cumpliendo su Trabajo Social 
Profesional, mientras que en el tema de 
completitud dentro del proyecto de la 
Universidad Nacional del Oeste participa un  
investigador con dos alumnos becarios. 
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Disponer de datos útiles y confiables para poder 
tomar decisiones informadas es uno de cimientos 
necesarios para alcanzar los objetivos de la 
Agenda de Desarrollo de 2030. Sólo mediante 
mediciones que reflejen claramente la realidad se 
pueden desarrollar estrategias y asignar recursos 
que lleven a alcanzar los objetivos que buscan 
erradicar la pobreza, proteger el planeta y 
asegurar que todas las personas disfruten de paz 
y prosperidad antes del año 2030. El trabajo de 
investigación que se presenta en este documento 
tiene como objetivo contribuir con el 
cumplimiento de los objetivos de desarrollo 
sostenible a través de intervenciones que 
contribuyan a fortalecer las capacidades de las 
entidades responsables de producir datos que 
describan la realidad de los distintos países. En 
particular, esta investigación propone la 
utilización de Modelos de Madurez de la 
Capacidad (CMMs) como herramienta para 
fortalecer las instituciones y mejorar los procesos 
utilizados para la producción de indicadores 
sociales a nivel nacional. Cuanto más maduras 
sean las instituciones dentro del ecosistema 
nacional de datos, mejor y más confiables serán 
los resultados que producen y, por lo tanto, 
mejores podrán ser las decisiones que permitan 
lograr el desarrollo sostenible. 
 
Palabras clave: Objetivos de Desarrollo 
Sostenible, Modelos de Madurez de la 








El presente trabajo de investigación se realiza 
dentro de la colaboración entre la Universidad 
Nacional del Sur (UNS) y el Instituto de 
Computación y Sociedad de la Universidad de 
Naciones Unidas (UNU-CS). En UNU-CS, este 
trabajo representa una de las cuatro líneas de 
investigación del proyecto Data & Sustainable 
Development [1], que tiene entre sus objetivos 
mejorar la confianza en los datos de los 
indicadores. En la UNS, este trabajo se enmarca 
dentro de las líneas de investigación en Modelos 
y Aplicaciones de Interoperabilidad Semántica 
en Gobernabilidad Electrónica del Laboratorio 
de Investigación y Desarrollo en Ingeniería de 
Software y Sistemas de Información [2] y de 
Ingeniería de Software y Gobierno Digital del 





En septiembre de 2015 los líderes de 193 países 
definieron 17 objetivos para el desarrollo 
sostenible global. Estos objetivos, que se 
conocen como los Objetivos para el Desarrollo 
Sostenible (Sustainable Development Goals – 
SDGs), definen la agenda mundial de desarrollo 
y plantean un conjunto ambicioso de objetivos 
que deben mantener el balance entre los tres 
pilares fundamentales del desarrollo sostenible: 
inclusión social, desarrollo económico y 
sostenibilidad del medio ambiente. Los 17 
objetivos intentan alcanzar 169 metas que van a 
ser controladas y evaluadas a través de 232 
indicadores. La Comisión de Estadísticas de 
Naciones Unidas [4] desarrolló un sistema global 
de indicadores que permite controlar el progreso 
de los países para cumplir con los SDGs. 
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 Un aspecto importante de la agenda de los SDGs 
es poder controlar el progreso en el cumplimiento 
de las metas, como también el desarrollo de 
herramientas y plataformas que sirvan de soporte 
a las actividades realizadas por los diferentes 
actores [5]. Se prevé que el control de los 
indicadores de los SDGs va a demandar grandes 
esfuerzos para que se produzcan datos confiables 
y de calidad, manteniendo la premisa de que 
“nadie se quede afuera” [6]. Sin embargo, estos 
objetivos representan un gran desafío a la 
capacidad de muchos países para medir el 
progreso para alcanzar las metas de los SDGs [7] 
ya que la capacidad de los actores principales del 
ecosistema debe ser potenciada para que se pueda 
utilizar y sacar provecho de los datos. Por este 
motivo, resulta indispensable asegurar que todos 
los países cuenten con un sistema nacional de 
estadísticas capaz de producir y controlar datos 
estadísticos confiables que cumplan con los 
estándares y expectativas globales [6]. 
Disponer de datos confiables es un factor crítico 
para poder transformar los SDGs en herramientas 
útiles para la toma de decisiones y la solución de 
los problemas. Sin datos actualizados y 
confiables, el diseño y la implementación de 
políticas adecuadas resulta muy difícil. Por estas 
razones, los datos juegan un rol fundamental en 
el sistema de control de los SDGs. Resulta 
indispensable poder disponer de datos de alta 
calidad que se puedan transformar en 
información que represente el progreso y que 
sirvan para poder decidir sobre la distribución de 
recursos, informar en la definición de políticas, y 
evaluar el impacto de los esfuerzos realizados 
para lograr los objetivos de la agenda. 
Las Oficinas Nacionales de Estadísticas 
(National Statistical Offices – NSOs), que han 
sido históricamente las responsables de custodiar 
los datos para el bien público, siguen cumpliendo 
un rol clave en los esfuerzos de los gobiernos 
para producir datos y controlar el progreso en el 
cumplimiento de los SDGs. Para poder 
desarrollar este rol, sin embargo, deben ser 
capaces de cambiar y adaptarse de manera más 
rápida que en el pasado. Para ello, deben 
abandonar procesos de producción costosos e 
ineficientes, incorporar nuevas fuentes de datos y 
asegurar que los ciclos de datos están alineados 
con los ciclos de toma de decisiones. Uno de los 
desafíos radica en que muchas NSOs aún no 
cuentan con la suficiente capacidad y 
financiamiento y, por lo tanto, resultan 
vulnerables a los intereses políticos y de otros 
grupos de influencia. Para proteger y mejorar la 
calidad de los datos se debe fortalecer a las NSOs 
y asegurar que puedan funcionar de manera 
autónoma e independiente de cualquier 
influencia política. 
Considerando estos desafíos y la complejidad de 
los ecosistemas nacionales de datos, esta 
investigación busca fortalecer la capacidad de las 
instituciones estadísticas para la producción de 
datos útiles y confiables que permitan el control 
y la medición del progreso en el cumplimiento de 
los objetivos de los SDGs 
El resto del trabajo está organizado como se 
detalla a continuación. En la sección 2 se 
describen los temas de investigación que cubre 
este trabajo a partir de la formulación de los 
objetivos específicos de investigación que se 
intentan alcanzar y la metodología de 
investigación que se definió para poder 
alcanzarlos. En la sección 3 se presentan los 
resultados obtenidos hasta el momento y los 
próximos pasos a ejecutar para alcanzar el resto 
de los objetivos planteados. Finalmente, en la 
sección 4 se explica la contribución esperada en 
cuanto a formación de recursos humanos. 
 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
 
El presente trabajo tiene por objetivo general 
contribuir con el cumplimiento de los objetivos 
de la agenda de desarrollo sostenible para el año 
2030 a través de intervenciones que contribuyan 
a fortalecer las capacidades de las entidades 
responsables de producir datos para los 
indicadores de los SDGs en los distintos países. 
Existe dentro de la comunidad internacional la 
necesidad de contar con datos confiables y hay 
numerosos esfuerzos para mejorar la calidad y la 
precisión de los datos estadísticos. Sin embargo, 
a partir de un análisis extensivo de las soluciones 
existentes [8], observamos dos limitaciones. La 
primera limitación es que gran parte de los 
trabajos en el área se enfocan en evaluar y 
mejorar la calidad de los datos producidos, 
prescindiendo de cómo fueron producidos. En 
esta investigación creemos que por lo que 
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 representan los datos, la forma en la que la son 
producidos es más importante que los datos en sí 
mismos. La segunda limitación es que ninguno 
de dichos trabajos se centra en los datos y las 
demandas de la agenda de desarrollo sostenible. 
Debido a su relevancia y a las particularidades 
que la diferencian de la producción de datos 
estadísticos en general, esfuerzos en 
investigación y desarrollo que soporten la 
producción de datos con el fin específico de 
informar el estado de los indicadores de los 
SDGs son indispensables. 
Para cumplir con el objetivo general de este 
trabajo y teniendo en cuenta el contexto en el cual 
se desarrolla, los siguientes son los objetivos 
específicos de investigación definidos: 
 
O1.  Identificar y evaluar los mecanismos 
utilizados actualmente por una NSO para 
recolectar y reportar datos estadísticos 
relacionados con los SDGs. 
O2.  Diseñar modelos y herramientas 
computacionales que permitan mejorar las 
deficiencias identificadas y facilitar la 
integración de datos heterogéneos de 
distintas fuentes. 
O3.  En base a la evaluación de las herramientas 
actuales y las herramientas definidas, 
especificar un modelo de madurez para la 
producción de estadísticas que permita a las 
NSOs avanzar en la producción confiable 
de información de calidad para medir el 
cumplimiento de las metas de los SDGs. 
 
La madurez es un reflejo del nivel de desarrollo 
organizacional que puede ser utilizado para 
determinar la capacidad de las organizaciones 
para desarrollar ciertas actividades. Bajo la 
hipótesis de que cuanto más maduras son las 
instituciones, mejor es la calidad1 de los 
resultados que producen, este trabajo busca 
mejorar la capacidad de las entidades 
responsables de producir datos para el control de 
los indicadores de los SDGs mediante un 
mecanismo de evaluación de la madurez que no 
sólo describa la situación actual, sino que además 
permita determinar las acciones necesarias para 
poder mejorarla. Para tal fin, esta investigación 
propone la formulación de un nuevo CMM 
                                                          
1 La calidad de los datos en este contexto está definida por su confiabilidad 
y su utilidad para la planificación y la toma de decisiones 
prescriptivo y multidimensional para evaluar y 
mejorar la capacidad de las NSOs para reportar 
el progreso en el alcance de los SDGs a nivel 
nacional. 
Los modelos de madurez son herramientas útiles 
para evaluar la calidad y la efectividad de los 
procesos. Los modelos de madurez pueden ser 
utilizados para identificar las fortalezas y 
debilidades organizacionales, y como 
herramientas para evaluaciones comparativas 
[9]. Los modelos de madurez prescriptivos 
superan a los modelos descriptivos ya que son 
útiles no sólo para evaluar la situación actual sino 
también para desarrollar mapas de ruta para 
implementar mejoras [10]. El modelo propuesto 
será multidimensional ya que para cada fase del 
proceso de producción de datos se definirán 




Este trabajo se encuadra dentro de las 
metodologías de modelos, que se centran en 
definir modelos abstractos de un sistema real; 
pero involucran además aspectos de las 
metodologías de procesos, que se utilizan para 
comprender y diseñar procesos que se 
desarrollan para realizar tareas [11]. 
Debido a que la motivación es la de contribuir al 
ecosistema mediante la introducción de nuevos 
artefactos y procesos para la construcción de 
dichos artefactos, este trabajo adopta una 
filosofía Pragmática [12] y sigue el enfoque de 
la Ciencia del Diseño (Design Science – DS). En 
particular, se opta por la vista de tres ciclos de la 
DS propuesta por Hevner, que entiende a la DS 
como tres ciclos de actividades fuertemente 
relacionados [13]. De acuerdo a esta vista de la 
DS, el reconocimiento de los tres ciclos – 
relevancia, diseño y rigor – en los proyectos de 
investigación posiciona y diferencia a la DS de 
cualquier otro tipo de paradigmas. 
En el ciclo de relevancia es donde se vincula el 
contexto del proyecto de investigación con las 
actividades de la DS. En esta investigación el 
contexto es el ecosistema nacional de datos para 
los SDGs y es donde se identifican las 
deficiencias, los obstáculos y las oportunidades. 
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 Adicionalmente, el mismo contexto es el que 
provee los criterios para la evaluación de los 
resultados. El ciclo de diseño es donde se 
construyen y evalúan los artefactos. Para guiar el 
desarrollo dentro del ciclo de diseño, para este 
proyecto se ha seleccionado un marco de trabajo 
que incluye un proceso de seis fases para el 
desarrollo de modelos de madurez [10]. Además 
del proceso, el marco de trabajo propone las 
distintas técnicas y procedimientos a utilizar en 
cada una de las fases. Finalmente, el ciclo de 
rigor es donde se conectan las actividades de la 
DS con la base de conocimientos de fundamentos 
científicos, experiencias y experticia que 
informan al proyecto de investigación. Los 
resultados de la investigación, junto con las 
experiencias adquiridas, serán las contribuciones 
de esta investigación que agregan valor a dicha 
base de conocimientos. 
La estrategia de investigación seleccionada es 
Investigación-Acción (Action Research) [14] y 
debido a que el ecosistema de datos será 
estudiado y evaluado de acuerdo a su evolución 
en el tiempo, esta investigación se enmarca 
dentro de un horizonte temporal longitudinal. 
Todas las decisiones de diseño de la 
investigación mencionadas anteriormente están 
basadas en la visión de los autores en función de 
su comprensión del dominio y de los objetivos 
perseguidos, y están sustentadas por una extensa 
revisión de la bibliografía del dominio. Por 
ejemplo, un estudio que analizó más de 200 
artículos en el área de modelos de madurez 
resalta que el enfoque de la DS es el más 
utilizados cuando se desarrollan nuevos modelos 





Figura 1: Diseño de la Investigación 
Mientras que la Figura 1 ilustra y resume el 
diseño metodológico de esta investigación, a 
continuación se explica cómo las fases el proceso 
de desarrollo se instancian en este trabajo. 
Para definir el alcance se definió el enfoque y se 
identificaron todos los actores involucrados. El 
enfoque se definió en función del dominio ya que 
el estudio se centra en las funciones de las NSOs 
dedicadas a la producción de estadísticas para 
desarrollo y los posibles tipos de modelos de 
madurez. Una vez definido el enfoque, se 
utilizaron dos técnicas para la identificación de 
actores: se realizó un análisis de stakeholders a 
partir de la bibliografía y se recolectaron 
opiniones de expertos. El resultado de estos 
ejercicios identificó actores del sector 
académico, privado, gubernamental y de la 
sociedad civil cuyas contribuciones son 
relevantes para la definición del modelo. 
En la fase de diseño se tomaron decisiones que 
determinaron la arquitectura del modelo y sus 
componentes, los niveles de madurez y las 
dimensiones que se evaluarán. La definición de 
los niveles se realizó utilizando un enfoque 
vertical de abajo hacia arriba a partir del cual se 
identificaron los requerimientos y las medidas 
que informaron la definición de los niveles. Para 
la identificación de las dimensiones (actualmente 
en desarrollo) se está utilizando un proceso en 
cascada ya que el análisis iterativo de capas con 
distinto nivel de detalle facilita identificar el 
alcance y diferenciar las dimensiones en un 
dominio tan complejo. Para la definición del 
contenido se utilizará una combinación de 
métodos exploratorios como técnicas de Delphi, 
grupos nominales y entrevistas. 
Las etapas de validación, implementación y 
mantenimiento dependerán en gran medida de las 
colaboraciones que se puedan lograr. Se 
intentarán establecer colaboraciones con NSOs 
de distintos países y con instituciones estadísticas 
internacionales. El proyecto ha despertado 
interés en el grupo de Datos para Desarrollo del 
Banco Mundial y se están explorando 
oportunidades con la Comisión Estadística de 
Naciones Unidas. En caso de que las 
colaboraciones esperadas no puedan concretarse, 
el desarrollo de estas etapas se basará en datos 
abiertos provistos por distintos gobiernos, como 
por ejemplo los del Reino Unido [16]. 
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 3. RESULTADOS 
OBTENIDOS/ESPERADOS 
 
Los principales resultados obtenidos hasta el 
momento incluyen una revisión extensa de la 
bibliografía existente que describe las acciones y 
herramientas existentes para mejorar las 
estadísticas de indicadores sociales, y que 
respalda la hipótesis de que más investigación y 
soluciones son necesarias de manera urgente; la 
formulación de una versión preliminar de un 
CMM para determinar y mejorar la madurez de 
la capacidad de las organizaciones responsables 
de producir y reportar datos dentro de los 
ecosistemas nacionales; y un conjunto de 
recomendaciones para superar los obstáculos 
identificados dentro del dominio del control de 
indicadores sociales. Algunos de estos resultados 
fueron publicados en una conferencia 
internacional sobre tecnología, negocios y 
políticas para la administración y el análisis de 
datos organizada por la Unión Internacional de 
Telecomunicaciones [8]. Un artículo donde se 
define el problema de investigación y su alcance, 
las preguntas y los objetivos de investigación, la 
definición del marco teórico y el diseño de la 
investigación ha sido aceptado para publicación 
en una conferencia internacional sobre gobierno 
electrónico. Otro artículo que investiga las 
sinergias entre indicadores de gobierno digital y 
los indicadores de los SDGs ha sido presentado 
en una revista de gobierno electrónico. 
Los próximos pasos incluyen una revisión en 
profundidad de las soluciones existentes para 
identificar las mejores prácticas para la 
producción de estadísticas para desarrollo y 
continuar con el desarrollo del CMM integrando 
los resultados de dicha revisión.  
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
 
Las tareas de investigación y desarrollo de este 
proyecto servirán de base para una tesis de 
Doctorado en Ciencias de la Computación a 
presentarse en la UNS, así como para tesinas de 
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Resumen.  
Desde la perspectiva de la 
complejidad de los procesos de negocio, 
una de las tecnologías más significativas 
para soportar su automatización son los 
Sistemas de Gestión Workflow. Para 
favorecer y flexibilizar dichos sistemas, 
es fundamental tener herramientas para 
medir su calidad. Debido a la 
globalización de la información y la 
comunicación, las empresas están 
migrando sus procesos a la nube y a la 
utilización de las nuevas tecnologías, 
como IoT y las redes sociales, lo que 
permite a las empresas tener una mejor 
disponibilidad de información.  
La recolección de datos e 
información, provenientes de la nube y 
los dispositivos IoT, producen un 
cambio en la manera de apropiarse de 
dicha información. Lo que permite que 
las empresas y/u organizaciones pueden 
tener workflows ordenados y 
sincronizados, para un negocio de 
calidad. 
En base a ello, se está trabajando en 
modelos ad-hoc para medir el grado de 
inteligencia de una ciudad. Que facilite 
la evaluación de procesos PN y sus 
workflow. Y beneficie su efecto en la 
nube, redes sociales y en los procesos de 
Marketing y Comunicación.  
Esto presupone un nuevo paradigma 
de negocio que redundará en mejores 
oportunidades. 
Palabras clave: Ciudades Inteligentes, 
Smart City, Internet de las Cosas, IoT, 
Nube, Procesos de Negocio, Workflow, 
Modelos 
Contexto 
La presente línea de I+D se enmarca 
en el Proyecto de Investigación: Gestión 
de Proyectos de Software: Los Modelos 
de Calidad como Soporte a los Procesos 
y Productos Software. Esta propuesta 
está contextualizada en el trabajo 
colaborativo entre dos grupos de 
investigación: el Grupo de I+D Calidad 
de Software, perteneciente a la Facultad 
Regional San Francisco, Universidad 
Tecnológica Nacional y, por otra parte, 
los integrantes del Laboratorio de 
Calidad e Ingeniería de Software 
(LaCIS) – Facultad de Ciencias Físico-
Matemáticas y Naturales, Universidad 
Nacional de San Luis;  
La evaluación, homologación y 
financiamiento del proyecto estuvo a 
cargo de la Secretaría de Ciencia, 
Tecnología y Posgrado de la Universidad 
Tecnológica Nacional, el mismo es 
reconocido bajo el código: IAN4895. 
Introducción 
En este contexto, el enfoque de 
ciudades inteligentes es más que una 
opción o un planteamiento de futuro, es 
una necesidad en el presente para la 
mayor parte de los núcleos urbanos que, 
de una manera más o menos inminente, 
se enfrentan a problemas derivados del 
aumento constante de sus poblaciones, lo 
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que conlleva a, por ejemplo: (1) 
Problemas en la atención y calidad de los 
servicios públicos, que no pueden 
responder a la sobredemanda en aspectos 
especialmente sensibles como la 
sanidad, la educación, seguridad, 
servicios sociales y/o servicios en 
general; (2) Ralentización de la atención 
a la ciudadanía por parte de una 
administración saturada de peticiones y 
gestiones; (3) Problemas de movilidad 
derivados del aumento del tráfico y del 
uso de los vehículos particulares; (4) 
Saturación del mercado laboral y de los 
modelos clásicos de ocupación; entre 
otros 
Los problemas mencionados 
anteriormente son los que persigue 
resolver este movimiento en donde, a 
través de las soluciones inteligentes y de 
las soluciones TIC como el Big Data [1] 
e Internet de las Cosas [2], promueven 
una nueva forma de entender las 
relaciones de los ciudadanos y su entorno 
urbano e impulsan, entre otros, los 
siguientes beneficios [3]: (1) Mejora de 
la calidad de los servicios públicos que 
se vuelven más eficientes; (2) Existencia 
de una comunicación real entre la 
ciudadanía y su ciudad; (3) Reducción de 
los costos de los servicios a través de 
soluciones Smart. 
Esta transformación de una ciudad a 
una ciudad inteligente promueve una 
mejora de la relación ciudad-ciudadanos 
y convierte el entorno urbano en un lugar 
accesible, acogedor y sostenible, 
mejorando la calidad de vida de sus 
habitantes. 
A la hora de poner las bases para la 
implantación de un modelo Smart City, 
el primer requisito por el que tienen que 
apostar las ciudades es el de la 
conectividad de todo el entorno urbano 
que, a partir de ahora debe entenderse en 
un concepto global y que va a contar con 
los siguientes elementos tecnológicos: 
1. Administración y provisión de 
soluciones de acceso libre sobre 
plataformas abiertas para fomentar la 
toma de decisiones compartidas con 
el ciudadano en el centro de la toma 
de decisiones. 
2. Ciudadanos inteligentes que 
participen en los procesos de toma de 
decisiones y estén concienciados de 
los beneficios que les reporta el 
formar parte de una ciudad 
inteligente. 
3. Sistemas de sensorización (Smart 
Sensors) aplicados en mobiliario 
público que reporten datos de forma 
constante para una gestión eficiente 
en el tratamiento de residuos, los 
sistemas de iluminación con paneles 
fotovoltaicos, la gestión eficiente del 
tráfico con señalización inteligente, 
en definitiva, Ciudades Conectadas. 
4. Uso de soluciones Big Data para la 
recogida, interpretación y respuesta e 
interconexión constante con la 
ciudadanía a través de redes 
interconectadas (Smart Grid) o 
elementos del mobiliario público que 
permiten reportar cualquier 
incidencia, consulta o reclamo 
(Internet de las Cosas). 
5. Edificios inteligentes (Smart 
Buildings) que apuesten por el 
ahorro energético y la generación de 
sus propias soluciones para su 
autoabastecimiento energético. Estas 
soluciones Smart City se trasladan a 
los hogares a través de sistemas de 
domótica que gestionan de forma 
eficiente nuestras viviendas. 
6. Transporte sostenible, tanto en los 
sistemas de movilidad pública, como 
en los privados a través de vehículos 
eficientes (coche eléctrico, redes de 
alquiler de bicicletas, transporte 
público eficiente, etc.) 
7. Gestión del urbanismo y ordenación 
de las ciudades basada en el 
aprovechamiento de los recursos y su 
gestión eficiente a través de 
soluciones como las grandes 
ciudades que repercuten en la mejora 
de la calidad de vida de los 
ciudadanos. 
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8. Elementos y herramientas de 
Ciberseguridad que garanticen la 
privacidad en las comunicaciones y 
la gestión de los datos personales que 
reportan los ciudadanos y que 
custodian la Administración. 
Una ciudad inteligente se basa, 
principalmente en los siguientes 
subsistemas [3]: 
• Generación distribuida: Consiste en 
que la ciudad inteligente posea 
generación eléctrica repartida por el 
territorio: el abastecimiento es 
individualizado (micro-generación), no 
centralizado. 
• Smart Grids: Se conoce como Smart 
Grids a las redes inteligentes 
interconectadas, las cuales poseen una 
circulación bidireccional de datos entre 
el centro de control y el usuario. 
• Smart Metering: Se trata de la medición 
inteligente de los datos de gasto 
energético de cada usuario, a través de 
telecontadores donde se realizan las 
lecturas a distancia y en tiempo real. 
• Smart Buildings: Como modelo de 
eficiencia, los edificios deben ser 
inteligentes. Edificios domóticos que 
respetan el medio ambiente y que 
poseen sistemas de producción de 
energía integrados. 
• Smart Sensors: Los sensores 
inteligentes tendrán la función de 
recopilar todos los datos necesarios 
para hacer de la ciudad una Smart City. 
Son parte fundamental para mantener 
la ciudad conectada e informada, y 
hacer que cada subsistema cumpla su 
función. 
• eMobility: Implantación del vehículo 
eléctrico, y los respectivos puestos de 
recarga públicos y privados. 
• Smart Citizen: Los ciudadanos son, sin 
duda, la parte fundamental de una 
Smart City, ya que sin su participación 
activa no es posible llevar a cabo estas 
iniciativas. 
• Tecnologías de la información y la 
comunicación (TIC): En sí, para 
nosotros, es la más importante ya que 
las tecnologías de la información son 
las que ayudarán a controlar los 
diferentes subsistemas que componen 
la Smart City, mediante las cuales los 
ciudadanos y las entidades 
administrativas pueden participar 
activamente en el control de la ciudad. 
Surge, con lo antedicho, la necesidad 
de saber cuándo una ciudad es 
inteligente, o el grado de inteligencia de 
la misma. Para determinar si una ciudad 
es o no inteligente, generalmente, se 
toma como punto de partida un modelo 
en torno a seis características: Economía, 
Gestión de gobierno, Ciudadanía, 
Entorno, Calidad de vida y Movilidad. A 
partir de este modelo, se han 
desarrollado objetivos agrupados en una 
serie de servicios para los que se han 
descrito las principales tecnologías que 
disponemos en la actualidad. De esta 
forma, se obtuvo una serie de 
plataformas de servicios, que se deben 
integrar y conectar entre sí, facilitando 
que el ciudadano forme parte activa del 
proceso de gestión de su ciudad [4]. En 
otras palabras, se busca modernizar la 
gestión de las ciudades, fomentando una 
mayor interacción entre las instituciones, 
los ciudadanos y los sistemas 
informáticos [5]. 
Desde otro punto de vista, El trabajar 
en la nube, y más aún con IoT, lleva a 
tener que diseñar estrategias de 
marketing en internet. Hoy en día el 
mundo digital no deja de ofrecer nuevas 
herramientas y soluciones para 
incrementar la efectividad de muchas de 
las técnicas usadas para la captación de 
nuevos clientes. Una de estas mejoras en 
los últimos años ha sido la posibilidad de 
automatizar muchas acciones de 
marketing para acortar tiempos de espera 
y, así, aumentar la satisfacción de los 
usuarios que interactúan con una página 
web. Una herramienta que permite esta 
automatización es el uso de las diversas 
redes sociales existentes en la actualidad. 
Estas redes ayudan en gran medida a 
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fidelizar a los clientes.  
Por su parte, desde Gartner [6], donde 
investigan el mercado y asesoran a sus 
clientes, observan otro cambio 
disruptivo y afirman que el IoT creará 
"nuevas dinámicas de marketing, ventas 
y servicio al cliente”. En un gran número 
de transacciones, las interacciones serán 
directamente entre cosas conectadas, sin 
considerar decisiones personales. Un 
ejemplo es el automóvil, que puede 
coordinar directamente los servicios de 
mantenimiento, sin involucrar al 
propietario en la mayor parte del 
proceso. Otro ejemplo es encontrar 
estacionamiento [Tesis de Imperiale] o 
mejor aún, encontrar uno en el que se 
pueda recargar un auto eléctrico. El 
automóvil podrá negociar directamente 
esta acción. 
Desde otro punto de vista, la 
tendencia actual va de la mano de los 
dispositivos móviles y la ubicuidad, y 
abre la posibilidad de numerosas nuevas 
alternativas”, y de brindar soluciones a la 
medida y la personalización del 
consumidor. 
Ante la globalización de las 
comunicaciones, la información y el 
comercio electrónico, y la necesidad de 
las organizaciones de mantener su 
negocio altamente competitivo, las 
empresas están migrando sus procesos 
de negocio a la nube [7]. Esto se debe a 
que estar en la nube significa movilidad, 
seguridad, escalabilidad y elasticidad. Es 
decir, poder dimensionar los servicios a 
lo que se precisa, incluso programando 
necesidades periódicas, despreocuparse 
de los equipos y las tecnologías, del 
mantenimientos y reparaciones, de la 
compra de equipos, todo lo cual es 
atendido por el proveedor del servicio.  
No obstante las ventajas que proveen 
la nube y las nuevas tecnologías, no 
siempre es posible, o no siempre las 
organizaciones están dispuestas a 
hacerlo, subir sus procesos a la nube y 
adaptarse a los nuevos paradigmas de 
comunicación, ya que no confían en la 
seguridad de la misma o porque 
consideran que no les será rentable. Por 
ello, los dueños de los procesos necesitan 
tener un medio que les permita evaluar la 
conveniencia de subir todos o parte de 
sus procesos a la nube y, en caso de subir 
alguno de ellos, decidir cuáles. Al igual 
que decidir si incorporar el uso de las 
redes sociales y las nuevas tecnologías 
que pueden surgir para mejorar sus 
procesos de comunicación y marketing 
[7]. 
Otro de los aspectos fundamentales en 
todo proceso workflow, es tener medios 
que permitan medir sus elementos más 
relevantes con el fin de detectar las áreas 
y aspectos a mejorar del proceso y, de 
esta manera, promover su mejora 
continua. Para ello, creemos que es 
necesario proveer un marco que permita 
realizar dicha medición. De acuerdo a 
esta necesidad, siguiendo la metodología 
propuesta en [8], hemos definido un 
conjunto de métricas elementales que 
sirven como indicadores de la 
complejidad estructural de los modelos 
de procesos workflow [9]. 
Desde otra perspectiva, las empresas 
están dirigiendo su mirada a la 
administración de sus procesos en la 
nube e IoT. Desde el punto de vista de la 
administración de los procesos, un 
workflow puede ser controlado de forma 
manual, informatizada, o como una 
combinación de ambos métodos. Un 
esquema workflow permite a las 
empresas organizar las tareas y recursos 
a través de reglas que facilitan el control 
de los PN de la empresa. Es decir que, 
con un proceso workflow se logra un 
control total y absoluto de todas las 
tareas. En este sentido, las empresas 
interesadas en llevar su negocio a la 
nube, necesitan mantener ese control. 
Por ello, es fundamental que los procesos 
workflow sean de alta calidad [10]. 
Cada vez más empresas, de distintas 
industrias, ven revolucionado su negocio 
gracias a las nuevas tecnologías. La 
combinación de IoT, la nube y las 
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ciudades inteligentes, plantea la 
necesidad de tener herramientas, 
métodos, modelos, etc., para estudiar los 
PN de las distintas organizaciones, y que 
permitan hacer evaluaciones y 
recomendaciones que ayuden en la toma 
de decisiones a los gobiernos para 
mejorar las condiciones de vida de las 
sociedades. Esto plantea un desafío en 
las necesidades de las distintas 
sociedades para lograr mejoras en la 
calidad de vida. 
Resultados Obtenidos y Objetivos 
Entre los resultado que se han 
obtenido en esta línea de investigación, 
se pueden detallar el modelo de calidad 
con base en [4, 5].  
Se ha construido un modelo ad-hoc de 
calidad teniendo en cuenta las redes 
inteligentes como los aparatos 
inteligentes dentro de ellas. Teniendo 
características como Conectividad y geo 
localización; Tráfico Vehicular; Redes 
Eléctricas, Reducción del consumo de 
energía, etc. 
Se están definiendo métricas e 
indicadores y adecuando a esta nueva 
realidad de las ciudades inteligentes, 
internet de las cosas, la nube y dentro de 
este contexto están los procesos de 
negocio que dan impulso a las 
organizaciones. Se está trabajando en la 
definición de distintos indicadores que 
nos permitan evaluar la calidad de las 
ciudades inteligentes con sus aparatos 
inteligentes y los modelos de los flujos 
de trabajos que representan estos nuevos 
paradigmas de negocio y marketing.  
Formación de Recursos Humanos 
Bajo esta línea de investigación, en el 
grupo se están desarrollando una tesis de 
maestría en Calidad de Software, como 
así también se están llevando a cabo 
algunas tesinas de grado para la 
Licenciatura en Ciencias de la 
Computación e Ingeniería en 
Informática. 
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Resumen 
El objetivo de un framework para la 
evaluación de modelos es brindar a las 
organizaciones un medio que les ayude a 
mantener información objetiva y precisa 
acerca de la mantenibilidad, 
entendibilidad, acoplamiento y cohesión 
de los modelos, facilitando la evolución 
de los Procesos de Negocio de las 
empresas involucradas en una mejora 
continua. Además, proporciona soporte a 
la gestión de PNs al facilitar la 
evaluación temprana de ciertas 
propiedades de calidad de sus modelos. 
Con ello, las organizaciones se ven 
beneficiadas garantizando el 
entendimiento y la difusión de los PN y 
su evolución, y reduciendo el esfuerzo 
necesario para cambiar los modelos con 
la consecuente reducción de los 
esfuerzos de mantenimiento y mejora.  
En esta línea de investigación, se 
propone un framework para la 
evaluación de modelos conceptuales de 
PN centrado en la aplicación de uno de 
dos métodos de evaluación [1]. Ambos 
métodos permiten enfrentar el mismo 
problema desde dos enfoques diferentes: 
uno referido a lo numérico y el otro que 
se acerca a expresiones lingüísticas 
similares al lenguaje cotidiano. Ambos 
aportan resultados importantes a 
distintas áreas, dependiendo de la 
perspectiva a analizar, dotando al 
framework de un valor agregado para el 
análisis de los modelos conceptuales de 
PN. 
 
Palabras clave: Frameworks de 
modelado, Procesos de Negocio, 
Modelado de Procesos de Negocio, 
Modelos Conceptuales. 
Contexto 
El presente trabajo se enmarca en el 
Proyecto de Investigación: Ingeniería de 
Software: Conceptos, Prácticas y 
Herramientas para el desarrollo de 
Software con Calidad – Facultad de 
Ciencias Físico-Matemáticas y 
Naturales, Universidad Nacional de San 
Luis. Proyecto Nº P-031516. Dicho 
proyecto es la continuación de diferentes 
proyectos de investigación a través de los 
cuales se ha logrado un importante 
vínculo con distintas universidades a 
nivel nacional e internacional. Además, 
se encuentra reconocido por el programa 
de Incentivos.  
Introducción 
El modelado del Proceso de Negocio 
constituye una etapa fundamental para lograr 
el objetivo de un Proceso de Negocio (PN), 
es decir, como lo establece la definición de 
PN, obtener resultados beneficiosos para los 
clientes u otros interesados [2]. Esto se debe 
a que un modelo de PN describe cómo 
funciona el negocio [3], es decir, describe las 
actividades involucradas en el negocio y 
cómo se relacionan e interactúan con los 
recursos necesarios para lograr los objetivos 
del proceso. Desde este punto de vista, el 
modelo de PN se utiliza para capturar, 
documentar o rediseñar PNs [4]. 
Estos modelos, presentan una visión 
global de la organización que permite 
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entender mejor la dinámica de la empresa y 
las relaciones que se dan en su interior y con 
su entorno. Esto se da tanto en el ámbito que 
refiere a los clientes, como a sus proveedores 
y/o prestadores de servicios. El modelado 
del negocio es la técnica por excelencia para 
alinear los desarrollos con las metas y 
objetivos de las organizaciones, puesto que 
los modelos cumplen un rol fundamental en 
la especificación de los procesos de negocio. 
En la literatura, [5, 6, 7] por mencionar 
algunos, se pueden encontrar diversas 
conceptualizaciones de los PN. No obstante, 
teniendo presente las diversas definiciones 
de PN existentes, se puede decir que, 
normalmente, un PN: (i) Está asociado con 
objetivos operacionales y relaciones de 
negocio, (ii) puede estar contenido 
completamente dentro de una unidad 
organizacional o puede abarcar diferentes 
organizaciones, (iii) tiene condiciones 
definidas que disparan su inicio, (iv) produce 
salidas definidas en su finalización, (v) 
puede involucrar interacciones formales o 
relativamente informales entre los 
participantes, y (vi) puede consistir de 
actividades manuales y/o automatizadas. 
El desarrollo de modelos conceptuales 
constituye una parte del esfuerzo de 
implementación de un PN. Sin embargo, es 
una de las tareas claves en las primeras 
etapas del ciclo de vida de los PNs. Son 
utilizados, principalmente, como 
herramientas o medios para que, los distintos 
tipos de participantes, puedan entender 
fácilmente el proceso que dichos modelos 
representan. Además, son empleados como 
punto de partida a la hora de realizar cambios 
y adaptaciones de los procesos a las nuevas 
necesidades de la empresa. Por ello, la 
calidad de los mismos es de vital 
importancia para que ayuden a mejorar el 
desempeño y evolución de la organización y 
no se conviertan en un factor de riesgo. Bajo 
estas consideraciones, se propone un 
framework para evaluar modelos 
conceptuales de PN. El objetivo es proveer a 
las organizaciones un medio que les ayude a 
estudiar la calidad de sus Modelos de PN 
desde el punto de vista de su entendibilidad 
y su adaptabilidad a los cambios. 
Respecto de dichas características, la 
entendibilidad permite al usuario 
entender/comprender si los MPN son 
adecuados y cómo usarlos en tareas y 
condiciones de uso particulares. Es decir, 
brinda un indicativo acerca de cuán fácil es 
aprender a leer e interpretar dichos modelos 
para poder comprender la realidad que ellos 
están representando. 
La adaptabilidad, por su parte, 
representa la capacidad del modelo para ser 
modificado efectiva y eficientemente, 
debido a necesidades evolutivas, correctivas 
o perfectivas. Es decir, que sea modificado 
de forma efectiva y eficiente sin introducir 
defectos o degradar su entendimiento y 
comprensión. 
En función de lo expresado, se propone un 
framework destinado al análisis y estudio de 
los Modelos de PN desde la perspectiva de 
las características de calidad esperadas de un 
Modelo de PN y el cual se centra en el uso 
de la lógica continua o la lógica difusa, 
dependiendo de las características de los 
modelos estudiados y de los procesos que 
dichos modelos representan. 
Líneas de Investigación, 
Desarrollo e Innovación 
En base a lo expresado previamente, 
en esta línea de investigación se trabaja 
en el estudio, definición y uso de un 
framework para la evaluación de 
modelos conceptuales de procesos de 
negocio el cual se centra en la aplicación 
de distintos métodos de evaluación para 
diversos sistemas del mundo real. En 
particular, se proponen dos métodos para 
evaluar modelos conceptuales de PN: (i) 
Un método basado en la lógica continua 
[8]; y (ii) un método basado en la lógica 
difusa [9]. La selección y aplicación de 
uno u otro método, dependerá de las 
características de los modelos estudiados 
y de los procesos que dichos modelos 
representan. 
Resultados Obtenidos y 
Objetivos 
El framework propuesto, es un 
medio/herramienta que propone el 
estudio y análisis de los modelos de PN 
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de una institución y/u organización. El 
objetivo principal es guiar el desarrollo 
de dichos modelos mediante la 
especificación de requisitos y evaluación 
de características de calidad. Este 
framework está conformado por tres 
partes, cada una de las cuales 
complementa o colabora con la anterior. 
Estas partes se resumen como: 
1. Aplicar el Analizador sintáctico al 
modelo, para determinar la 
corrección sintáctica del mismo. 
2. Seleccionar y aplicar el método de 
evaluación, según la realidad o las 
necesidades a evaluar:  
a. Método basado en operadores 
de lógica continua [10], o 
b. Método basado en lógica difusa 
[11]. 
3. Analizar Resultados y generar 
reportes y recomendaciones. 
El Analizador Sintáctico chequea la 
correcta conformación del modelo 
motivo de estudio. En esta etapa se 
corrobora, por ejemplo, si el modelo 
cumple o satisface las buenas prácticas o 
guías de modelado para modelos 
conceptuales de PN [12].  
El cumplimiento de las guías de 
modelado por parte de los modelos de 
PN redunda en que los modelos sean 
entendibles y adaptables a las 
necesidades de las organizaciones. 
Facilitando la tarea de los distintos 
actores que intervienen en el proceso de 
modelado conceptual de los PN. 
Una vez que los modelos sean 
correctos, se procede a hacer el estudio 
y/o análisis a través del uso de una (o 
ambas) de las dos alternativas que nos 
provee el framework. Es decir, optar por 
trabajar con: (i) operadores de la lógica 
continua, o (ii) acercarnos más al 
lenguaje natural y propio de los seres 
humanos a través del uso de la lógica 
difusa, o algunas de sus alternativas, o, 
en caso de no ser claro cuál de las 
alternativas es más adecuada para la 
situación particular, se pueden aplicar 
ambas alternativas y luego realizar un 
análisis comparativo de los resultados 
obtenidos. 
Uno de los aspectos primordiales de 
todo método de evaluación es mostrar 
que el mismo es de utilidad práctica. Para 
alcanzar este objetivo, y siguiendo la 
clasificación propuesta en [13], se aplicó 
el framwork a un caso de estudio para 
analizar los modelos de PN de una 
empresa del medio. La decisión de 
utilizar casos de estudio para la 
validación del framework se debió a que, 
al evaluar un método para la evaluación 
de modelos de PN, en general, no se tiene 
un control absoluto de las variables a 
evaluar. Esto se debe a que, en la 
mayoría de los casos, dichas variables 
dependen de la realidad particular que se 
está estudiando. Por este motivo, se 
consideró más adecuada la aplicación de 
casos de estudio que la realización de 
experimentos, en los que es necesario 
tener un mayor control de las variables 
intervinientes, o el desarrollo de 
encuestas, para las cuales se debería 
contar con un cierto historial de 
aplicación del método y la opinión de 
quienes lo utilizaron. 
En función de lo expresado, el caso de 
estudio mencionado, fue la aplicación 
del framework para la evaluación de los 
modelos de PN de una empresa del 
medio, la cual pretende posicionarse 
satisfactoriamente con competitividad en 
el mercado.  
Cabe destacar que, en este caso, se 
optó por utilizar el método basado en la 
lógica difusa, ya que éste permite 
acercarse más a la manera de pensar de 
los seres humanos, permitiendo 
representar las ambigüedades que surgen 
en cuanto a la interpretación de las 
distintas reglas de negocio que pueden 
surgir. 
De la aplicación del método, en el 
análisis de los distintos modelos de la 
empresa motivo de estudio, se detectó 
que el modelo propuesto, en general, era 
medianamente comprensible, es decir, 
no se adaptaba totalmente a los 
estándares de calidad de los modelos 
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conceptuales. Principalmente porque no 
era comprensibles en su totalidad.  
A partir de este análisis y con el 
resultado obtenido, se procedió a la 
organización y acomodamiento de las 
componentes del modelo en un intento 
de hacerlos más entendibles para los 
distintos actores de la organización. 
Luego de reacondicionarlos se 
presentaron ante la gerencia de la 
empresa. La misma, tomó los nuevos 
modelos y se los cotejó contra los 
procesos reales de la organización. De 
dicha observación, se detectó que los 
procesos de negocio se adecuaban a los 
nuevos modelos, los cuales fueron 
desarrollados en función de las 
especificaciones de requerimientos 
realizados por la gerencia, sin tener 
contacto previo con el modelo del 
proceso con que ya contaba la empresa. 
Este trabajo llevó a la gerencia a detectar 
que, si bien el proceso se adaptaba a su 
modelo, el modelo no se adecuaba a la 
realidad de sus requerimientos de 
negocio. Por lo tanto, se debía hacer una 
reestructuración en la puesta en 
ejecución del proceso bajo estudio de la 
empresa.  
Formación de Recursos 
Humanos 
Bajo esta línea, en el grupo de 
investigación se presentó un trabajo final 
de Especialización en Ingeniería de 
Software, [14], y una tesis de Maestría en 
ingeniería de Software referente al 
Modelado de Procesos de Negocio [15]. 
Actualmente, se está trabajando en una 
tesis doctoral. Además, se está 
desarrollando una tesis de maestría en lo 
referente, como así también se están 
llevando a cabo algunas tesinas de grado 
para la Licenciatura en Ciencias de la 
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La gestión de procesos de negocio (BPM) 
está ganando mucha popularidad hoy en día. 
La misma se fundamenta en la representación 
explícita de los procesos de negocio en las 
organizaciones para posibilitar la aplicación 
de un ciclo de mejora continua en el que 
intervienen las fases de diseño y análisis, 
configuración, ejecución y evaluación (ciclo 
de vida de BPM). El propósito de este trabajo, 
que continúa lo expuesto en un trabajo 
anterior, es remarcar la importancia de las 
fases de configuración y ejecución de dicho 
ciclo para poner en valor la información que 
se genera mediante las trazas de los procesos 
que permiten medir performance mediante 
indicadores (KPI), para obtener 
realimentación que luego será utilizada en la 
mejora de los procesos. 
Por lo expuesto, el principal objetivo de la 
presente línea de investigación en este 
momento es la implementación de la 
arquitectura de procesos definida en la fase de 
diseño y análisis, durante una etapa anterior 
del proyecto. Este objetivo implica configurar 
un motor de procesos para dar soporte a la 
ejecución de los modelos de procesos 
definidos en la arquitectura, configurar los 
componentes que sean necesarios para 
permitir el monitoreo de variables que 
posibiliten calcular los KPI asociados a la 
arquitectura de procesos y realizar la puesta 
en ejecución del sistema para que los usuarios 
finales puedan interactuar. 
Una vez alcanzado dicho objetivo, se habrá 
obtenido una base de datos con todas las 
variables involucradas en la ejecución de las 
instancias de los procesos y los valores de los 
KPI reales, los cuales podrán ser contrastados 
con los  esperados (determinados también en 
la fase de diseño y análisis). La base de datos 
también será fuente de los logs para realizar 
minería de procesos en un proyecto futuro. 
Empleando estas dos fuentes de 
realimentación obtenidas durante el 
monitoreo y la minería de procesos, se 
obtiene información para validar y/o proponer 
una nueva arquitectura de procesos mejorada 
que resolverá las falencias identificadas en la 
actual. Esta nueva arquitectura será propuesta 
como mejora dentro del proyecto de 
investigación del cual surgió este estudio, 
completando la ejecución de una iteración 
completa del ciclo de vida BPM. 
 
Palabras clave: gestión de procesos de 
negocio, mejora continua, arquitectura de 




El presente trabajo se encuadra dentro del 
proyecto de investigación I+D UTN 4090  
“Optimización organizacional basada en un 
modelo de gestión por procesos en la 
Secretaría Extensión y Cultura de la 
Universidad Tecnológica Nacional, Facultad 
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Regional San Francisco”. El mismo se 
encuentra homologado como proyecto de 
investigación y desarrollo por la Secretaría de 
Ciencia, Tecnología y Posgrado de la 
Universidad Tecnológica Nacional. 
En el marco de dicho proyecto se propone 
promover BPM para la mejora del desempeño 
de las organizaciones, mediante la gestión por 
procesos. Para fomentar BPM en la 
institución, con el fin de mejorar su eficiencia 
y rendimiento, y lograr la alineación de los 
procesos de negocio con metas y estrategias, 
se ha continuado con su aplicación en la 
Secretaría de Extensión y Cultura de la UTN 
Facultad Regional San Francisco. 
 
1. Introducción 
La gestión de procesos de negocio (BPM, 
del inglés Business Process Management) 
está ganando mucha popularidad hoy en día. 
BPM permite a las organizaciones administrar 
y mejorar sus procesos de negocio, de manera 
que los mismos evolucionen y conduzcan a 
una optimización organizacional [1,2]. BPM 
no sólo se trata de mejorar la forma en que se 
llevan a cabo actividades individuales, sino de 
la gestión de cadenas enteras de eventos, 
actividades y decisiones que agregan valor a 
la organización y sus clientes. Estas cadenas 
de eventos, actividades y decisiones se 
denominan procesos de negocio [3]. Un 
proceso de negocio consiste en un conjunto de 
actividades que se llevan a cabo de manera 
coordinada en un entorno organizacional. 
Cada proceso de negocio contribuye a 
alcanzar uno o más objetivos de la 
organización [4]. 
BPM permite aplicar un ciclo de mejora 
continua que se conoce como ciclo de vida de 
BPM (Fig. 1), en el que intervienen las fases 
de diseño y análisis, configuración, ejecución 
y evaluación. En la fase de diseño y análisis 
se identifican los procesos de negocio de la 
organización, lo cual implica un análisis del 
estado actual de los procesos con el objetivo 
de detectar problemas existentes e identificar 
oportunidades de mejora para el (re)diseño de 
los mismos. Durante la fase de configuración, 
se especifican aspectos necesarios y se 
implementan para que los modelos de 
procesos puedan ser interpretados por un 
sistema de gestión de procesos de negocio 
(BPMS, del inglés Business Process 
Management System). En la fase de ejecución, 
el BPMS permite la ejecución de los procesos 
configurados mediante un motor de procesos. 
Finalmente, en la fase de evaluación se 
analiza el resultado de la ejecución para 
identificar problemas y aspectos que puedan 




Fig. 1: Ciclo de vida de BPM [4]. 
 
En este trabajo se propone recalcar la 
importancia de las fases de configuración y 
ejecución (especialmente del monitoreo, 
dentro de esta última), como predecesoras de 
la fase de diseño y análisis, durante la cual se 
obtuvo una arquitectura de procesos. Una 
arquitectura de procesos (o mapa de 
procesos) define “qué” hace y hará en el 
futuro la organización. La arquitectura de 
procesos es una colección de procesos de 
negocio y sus interdependencias entre ellos 
[6]; estos procesos deben estar alineados a los 
objetivos de la organización. 
Dicha arquitectura de procesos puede ser 
optimizada sobre la base de los resultados 
obtenidos en las etapas involucradas a lo largo 
de varias iteraciones (para el caso de estudio 
fueron propuestas dos iteraciones). 
A modo de caso de estudio, se continuará 
ampliando el que corresponde al proyecto 
I+D homologado, el cual describe el trabajo 
en una secretaría de la Facultad Regional San 
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Francisco: la Secretaría de Extensión y  
Cultura. Una vez probada la efectividad de la 
propuesta, se propone y sugiere aplicarla a 
otras áreas de la Facultad para optimizarlas y 
lograr la visión global de la institución 
completa. 
 
2. Líneas de Investigación, 
Desarrollo e Innovación 
Este trabajo se encuadra dentro de una 
línea de investigación que abarca las 
siguientes áreas temáticas: 
 
 Gestión de procesos de negocio. 
 Mejora de procesos. 
 Metodologías de análisis y diseño de 
procesos. 
 
Particularmente, en esta etapa de  
investigación y desarrollo, se hace foco en  la 
fases de configuración, ejecución y 
evaluación (monitoreo) de procesos. 
 
3. Objetivos y Resultados Esperados 
El principal objetivo durante esta etapa del 
proyecto es, a partir de la arquitectura de 
procesos definida previamente mediante el 
enfoque descrito en un trabajo previo [7], 
realizar la implementación de la misma, 
logrando la ejecución de los procesos, el 
cálculo de los KPI, el monitoreo de los 
procesos y la generación de los logs 
necesarios que servirán como entrada a la fase 
de evaluación del ciclo de vida de BPM. 
Este objetivo implica configurar un motor 
de procesos para dar soporte a la ejecución de 
los procesos definidos en la arquitectura, 
generando las instancias de proceso 
correspondientes. El motor de procesos es 
parte de un BPMS y proporciona diferentes 
funcionalidades: (1) crear instancias de 
proceso (también llamadas casos) a partir de 
modelos ejecutables; (2) distribuir el trabajo 
de los participantes (usuarios) del proceso en 
orden de ejecutarlo; (3) recolectar y 
almacenar datos requeridos para la ejecución 
del proceso y delegar las actividades 
(automáticas) a los distintos sistemas de 
software existentes en la organización; (4) 
monitorear el progreso de las diferentes 
instancias [4]. Se evaluaron diferentes 
alternativas  (jBPM1, Bonita2 y Bizagi3) y se 
ha optado por el motor de procesos de Bonita 
(versión de código abierto), debido a la 
flexibilidad brindada en cuanto a las API 
(interfaz de programación de aplicaciones, del 
inglés Application Programming Interface) y 
conectores para aplicaciones externas, y 
también a la amplia cantidad de 
documentación existente a la hora de realizar 
estas conexiones, que suelen involucrar 
diferentes sistemas de información. 
Los modelos de procesos de la arquitectura 
deben adaptarse para convertirlos en modelos 
ejecutables, pues los modelos generados en la 
fase de diseño y análisis tienen un nivel de 
abstracción algo más elevado y carecen de 
detalles de implementación. Una vez 
configurados los modelos ejecutables, el 
motor de procesos puede crear las instancias 
necesarias de los procesos, interactuando con 
los usuarios y sistemas software. A medida 
que se ejecutan los procesos, deben 
determinarse los KPI asociados a los mismos. 
Los KPI (del inglés Key Performance 
Indicators) son indicadores de alto nivel 
mediante los cuales los ejecutivos intentan 
monitorear y asegurar que los objetivos, 
estrategias e iniciativas relacionadas son 
obtenidas [8]. A tal fin se construye una base 
de datos donde se colecta información sobre 
las instancias de proceso (y las instancias de 
cada tarea) desde el motor de procesos. 
Mediante los conectores apropiados, el motor 
de procesos se vincula a la base de datos y se 
van agregando (o actualizando) los registros a 
medida que se van ejecutando las diferentes 
instancias de los procesos y las tareas. Esta 
base de datos dará soporte al monitoreo de los 
procesos. 
                                                          
1 www.jbpm.org  
2 www.bonitasoft.com  
3 www.bizagi.com  
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Durante la etapa de ejecución (actualmente 
en curso), los usuarios finales interactuarán 
con el sistema y poblarán la base de datos de 
monitoreo. Una vez alcanzado este objetivo, 
se obtendrá una base de datos con toda la 
información de la ejecución de las instancias 
de los procesos. Los valores en esta base de 
datos servirán de variables de entrada para 
determinar los KPI reales, así podrán ser 
contrastados con los esperados, determinados 
en la fase de diseño. 
Los KPI generalmente se agrupan en tres 
categorías: costos del producto o servicio, 
eficiencia y calidad de las salidas [8]. Para 
determinar los KPI relativos a costo, se usan 
tablas de recursos utilizados o involucrados 
en cada proceso definido en la arquitectura 
(pues dichos recursos serán propios de cada 
proceso), a partir de los cuales puede 
determinarse un costo. Con los KPI basados 
en tiempo es importante considerar las 
estampas de tiempo de inicio y fin tanto de 
tareas como de procesos, valores que se 
almacenan en las tablas “actividad” y 
“proceso” del esquema de la base de datos 
(Fig. 2), respectivamente. Finalmente, para 
los KPI de calidad, la información de todas 
las tablas es pertinente. 
Respecto del monitoreo propiamente 
dicho, inicialmente se propuso el desarrollo 
de un sistema de monitoreo que tome los 
datos de la base de datos y componga los KPI, 
mostrándolos adecuadamente. Debido a la 
falta de flexibilidad que ello implica, en esta 
etapa del proyecto se está analizando un 
sistema de Business Activity Monitoring 
(BAM), el cual permitiría conectar la base de 
datos, definir indicadores y mostrarlos en un 
tablero. Actualmente se está trabajando con el 
producto opensource Stream Processor de 
WSO24. 
La base de datos será fuente también de los 
logs que se utilizarán para desarrollar el 
próximo proyecto I+D ya homologado, sobre 
minería de procesos, en la fase de evaluación 
del ciclo de vida de BPM. 
 
                                                          
4 https://wso2.com/analytics  
 
Fig. 2: Esquema parcial de la base de datos de monitoreo. 
 
Debido a la naturaleza iterativa que 
conlleva implícitamente la mejora continua de 
los procesos, necesaria para lograr la plena 
optimización organizacional, se pretenden 
estructurar los resultados de la última fase, de 
forma que sirvan como entrada para una 
nueva iteración. En el trabajo previo que sirve 
de base para el presente [7], fueron propuestas 
dos iteraciones. 
 
4. Formación de Recursos Humanos 
El grupo de esta línea de investigación está 
conformado por docentes y alumnos de la 
carrera de Ingeniería en Sistemas de 
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Información. Entre los docentes, tres de ellos 
se encuentran en la etapa de desarrollo de sus 
tesis de maestría (dos en Ingeniería en 
Sistemas de Información y uno en Ingeniería 
de Software); otro está comenzando su tesis 
de doctorado (mención Ingeniería en Sistemas 
de Información). Todos ellos en temas 
altamente vinculados al área del proyecto. 
Además un integrante ya ha presentado su 
trabajo final de Especialización en Ingeniería 
en Sistemas de Información en un área 
referida al tema. 
Como iniciativa del grupo, se prevé la 
capacitación y formación de recursos 
humanos, que contempla las siguientes 
actividades: 
 
 Participación en cursos de actualización 
y posgrado en el área de estudio 
(procesos de negocio). 
 Intercambio de ideas y conocimientos 
con personal de otras Facultades que 
investiguen en el área (Santa Fe, 
Mendoza, Rosario). 
 Transferencia de tecnologías de 
procesos a otras áreas de la Facultad y a 
la industria local por medio de talleres, 
cursos y charlas. 
 Dirección y asesoramiento sobre el área 
a interesados de la industria local. 
 Incorporar a las cátedras del tronco 
integrador de la carrera Ingeniería en 
Sistemas de Información (Sistemas y 
Organizaciones, Análisis de Sistemas, 
Diseño de Sistemas y Administración 
de Recursos) contenidos sobre la 
gestión de procesos de negocio 
utilizando la experiencia y los 
conocimientos obtenidos en el presente 
proyecto. 
 Involucrar alumnos de la carrera 
Ingeniería en Sistemas de Información 
en la realización de actividades del 
presente proyecto e incentivarlos para 
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Antes de profundizar en definiciones y en 
características de la auditoría, nos gustaría 
compartir una historia que habla sobre sus 
orígenes. Cierta o falsa, como pueden ser 
muchas de las historias del mundo, ésta en 
particular presenta mucha coherencia con la 
evolución que ha experimentado la auditoría y 
con los vicios que la han perseguido y la 
persiguen desde hace muchos años. 
 
En los tiempos de la colonia británica en 
Norte América y al igual que todas las 
colonias europeas en el resto del mundo, los 
ingleses veían al nuevo continente como una 
fuente casi inagotable de riqueza que 
utilizaban para alimentar sus arcas y financiar 
nuevas aventuras y conquistas alrededor del 
globo. 
 
Muchos ingleses de la comunidad de 
“inversionistas” en América, tenían fuertes 
intereses económicos en Estados Unidos, pero 
en aquellos tiempos no existían medios de 
transporte ni de comunicación como con los 
que contamos hoy en día. Esto presentaba el 
problema de que las operaciones económicas 
fueran manipuladas en perjuicio de los dueños 
británicos. 
 
Considerando esto, se pensó que sería 
conveniente contar con alguna persona o 
personas de confianza que mantuviesen al 
tanto de los acontecimientos a los dueños 
“legítimos” de la riqueza que se generaba en 
América y que debería ser reportada y 
enviada al Reino Británico. 
 
Estas personas fueron los primeros auditores, 
de hecho la palabra auditor tiene su origen en 
la palabra inglesa Auditory, que es el nombre 
de un nervio del aparato auditivo, llamado 
también “octavo nervio”. Este nervio, 
adicionalmente a su función auditiva, es el 
que permite mantener el sentido de equilibrio 
al ser humano. 
 
Haciendo un paralelismo, podemos ver la 
relación que tiene este nervio con la función 
original del auditor y su primera encomienda, 
es decir informar sobre cualquier 
irregularidad en las operaciones y mantener 
un balance adecuado de las operaciones. 
 
Este antecedente explica el por qué los 
auditores han sido “catalogados” a través del 
tiempo como personajes siniestros que se 
dedican a identificar todo lo que esté mal, 
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 para denunciarlo y alertar a quien deba ser 
alertado. 
 
Hoy en día, pensamos al auditor, como un 
elemento imprescindible para una sana 
operación de las empresas. Su rol ha pasado 
de ser un detector de problemas, a un 
identificador de oportunidades y emisor de 
propuestas de valor [1] [2]. 
 
Este proyecto pretende entender, analizar, y 
evaluar modelos de auditoría y generar 
buenas prácticas de control interno para ser 
aplicadas en el proceso de auditoría en micro, 
medianas y pequeñas organizaciones públicas 
y privadas usando como soporte el software 
mawidabp [3] desde una perspectiva CTS 
(Ciencia, Tecnología y Sociedad) [4]. 
Palabras clave: 
Proceso de auditoría, control interno, modelos 
de auditoría, software mawidabp, software de 
código abierto, perspectiva CTS. 
 
CONTEXTO 
El presente trabajo está inserto en el proyecto 
de investigación presentado en la Universidad 
Nacional de Chilecito, Departamento de 
Básicas y Tecnológicas. Escuela de 
Tecnología de la Información y las 
Comunicaciones, la Cátedra Auditoría de 
Sistemas de la Carrera Ingeniería en 
Sistemas/Licenciado en Sistemas de la 
Universidad Nacional de Chilecito, y en la 
Universidad Tecnológica Nacional, Facultad 
Regional Mendoza, Grupo GridTICs, y la 
participación de la microempresa de software 
Cirope S.A. [5], quién brinda el software 
mawidabp que se utiliza como soporte para 
implementar las buenas prácticas. El software 
mawidabp se está utilizando en el área de 
auditoría interna de la Universidad Nacional 
de Chilecito para llevar adelante el proceso de 
auditoría. 
1. INTRODUCCION 
Un auditor, hoy en día, no puede concebirse a 
sí mismo simplemente como el responsable 
de identificar riesgos en la operación de una 
empresa pública o privada, aunque 
ciertamente la identificación de riesgos sigue 
siendo una parte importante de sus 
actividades, su compromiso profesional va 
más allá de fungir como un mecanismo 
detectivo [1] [2]. 
 
Auditoría:  
Podemos entender a la auditoría como la 
disciplina que mediante técnicas y 
procedimientos aplicados a una organización 
por personas independientes a la operación de 
la misma, evalúa el cumplimiento de los 
objetivos institucionales, emite una opinión al 
respecto y efectúa recomendaciones para 
mejorar el nivel de cumplimiento de dichos 
objetivos[1]. 
      
Proceso de auditoría: 
La auditoría desarrolla las actividades por 
medio del siguiente proceso: 
Planear la auditoría 
Aún cuando la planeación se presenta como la 
primera actividad de la auditoría, en realidad 
el auditor debe haber recibido previamente a 
la planeación, un requerimiento para 
desarrollar un trabajo de auditoría, en este 
requerimiento se deben especificar los 
objetivos del trabajo y las condiciones 
generales del mismo. Con esta información, el 
auditor debe proceder a obtener un 
conocimiento general de la empresa que va a 
ser auditada, sus características de negocio, su 
infraestructura tecnológica, sus sistemas de 
información, sus áreas de riesgo, sus objetivos 
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 estratégicos y cualquier asunto de interés 
específico sobre la auditoría a realizar. 
Con esta información, el auditor debe realizar 
un trabajo de planeación en el que determine 
el tipo de procedimientos de revisión que 
deberá emplear, el personal responsable del 
desarrollo de las actividades y las fechas y 
duración aproximada del trabajo [1]. 
 
Analizar y evaluar el control interno 
Con la información contenida en el plan de 
auditoría, el auditor preparará programas de 
trabajo específicos que le permitan obtener 
información sobre los procedimientos de 
control (elementos de administración) que la 
empresa tiene establecidos para apoyar sus 
objetivos de negocio. Esta información es 
obtenida mediante entrevistas, observación o 
inspección documental y debe ser 
documentada para servir como referencia y 
como fuente de consulta. 
La información obtenida deberá ser empleada 
para fundamentar un análisis sobre la 
probable efectividad y eficiencia del sistema 
de control para lograr sus objetivos, 
cualesquiera que estos sean (integridad de la 
información, salvaguarda de activos, 
continuidad de operaciones, imagen, 
posicionamiento competitivo, etc.). 
Aquí existe una premisa: Entre mejor sea el 
sistema de control, mayor será la probabilidad 
de que los objetivos sean alcanzados en forma 
satisfactoria [1]. 
 
Aplicar pruebas de auditoría 
Con base en el análisis del control interno de 
la empresa, el auditor puede optar por aplicar 
dos tipos de pruebas. Las primeras se conocen 
como “pruebas de cumplimiento” y permiten 
verificar la efectividad de los procedimientos 
de control es decir, son técnicas de prueba que 
evalúan los “procesos de trabajo” existentes 
en la empresa. Los resultados de estas pruebas 
podrán ratificar o rectificar el juicio 
preliminar sobre lo adecuado del control y 
sentar las bases para que el auditor aplique un 
segundo tipo de pruebas, estas últimas 
llamadas “pruebas sustantivas”. Las pruebas 
sustantivas están orientadas más bien a los 
“productos” de los procesos de trabajo y no a 
los procesos en sí. Los resultados de los 
pruebas sustantivas generalmente se expresan 
en información [1]. 
 
Informar sobre los resultados de la 
auditoría 
Una vez realizadas las pruebas y analizados 
los resultados, el auditor debe preparar un 
informe sobre su trabajo, los resultados del 
mismo, las conclusiones correspondientes y 
las sugerencias que el auditor presente para 
mejorar las deficiencias encontradas. El 
auditor debe indicar claramente cuál es el 
nivel de involucramiento y responsabilidad en 
el trabajo realizado. 
Dependiendo de los resultados y objetivos de 
su revisión, el auditor puede abstenerse de 
presentar una opinión cuando considere que 
no tiene elementos suficientes para sustentarla 
o puede presentar una opinión negativa, es 
decir, informar específicamente que los 
objetivos evaluados no han sido alcanzados 
en forma satisfactoria. El auditor también 
debe informar si se presentaron limitaciones 
importantes que evitaran que realizara su 
trabajo de acuerdo con las normas 
establecidas por su profesión [1]. 
 
Efectuar su seguimiento 
Típicamente, una revisión arroja deficiencias 
o debilidades de control en la empresa, las 
que a su vez pueden representar 
oportunidades de mejora. Con base en estas 
oportunidades, el auditor emite 
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 recomendaciones que se convierten en 
compromisos para los responsables de las 
áreas auditadas. 
El auditor deberá efectuar revisiones de 
seguimiento para evaluar el nivel de 
cumplimiento de dichos compromisos o el 
impacto que esto pueda tener para la empresa. 
Los resultados de este tipo de trabajos 
también se deberán informar de manera 
adecuada a quién corresponda [1]. 
 
Supervisar el trabajo 
En todo momento el auditor deberá ejercer 
una adecuada supervisión del trabajo, 
especialmente de aquel realizado por personal 
con menor experiencia, ya que en última 
instancia, el auditor será el principal 
responsable de su trabajo ante cualquier 
persona que lo utilice [1]. 
 
Control interno: 
El control interno es el conjunto de elementos 
de administración que una empresa establece 
en forma coordinada para lograr sus objetivos 
institucionales y cumplir con su misión, es 
decir, cumplir con su razón de existir como 
empresa [1]. 
 
Modelos de auditoría: 
COBIT (Control Objectives for Information 
and related Tecnologyes) es un modelo para 
auditar la gestión y control de los sistemas de 
información y tecnología, orientado a todos 
los sectores de una organización, es decir, 
administradores IT, usuario y por supuesto, 
los auditores involucrados en el proceso. 
COBIT es un modelo de evaluación y 
monitoreo que enfatiza en el control de 
negocios y la seguridad de IT y que abarca 
controles específicos de IT desde una 
perspectiva de negocios. 
 
COSO (Committee of Sponsoring 
Organizations of Treadway Commission) se 
crea en Estados Unidos con la finalidad de 
identificar los factores que originan la 
emisión falsa o fraudulenta de reportes 
financieros.  
El Informe COSO es un documento que 
contiene las principales directivas para la 
implantación, gestión y control de un sistema 
de Control Interno. Existen en la actualidad 
tres versiones del Informe, COSO I publicado 
en 1992, COSO II en el 2004 y la última 
versión publicada en el 2013 COSO III. 
 
ITIL (Biblioteca de Infraestructura de TI), es 
un marco de trabajo de las mejores prácticas 
destinadas a facilitar la entrega de servicios de 
TI para ayudar a las organizaciones a lograr 
calidad y eficiencia en las operaciones de TI. 
 
2. LINEAS DE INVESTIGACIÓN y 
DESARROLLO 
Los ejes principales son el proceso de 
auditoría, el control interno, modelos de 
auditoría como COBIT [6], COSO [7], ITIL 
[8], el uso del software mawidabp [3] para 
soporte del proceso de auditoría y la 




El objetivo principal del proyecto es generar 
buenas prácticas a partir de la investigación 
de los modelos de auditoría (COBIT, COSO, 
ITIL) para dar soporte al proceso de auditoría 
para aplicar en micro, pequeñas y medianas 
organizaciones públicas y privadas usando 
como soporte el software mawidabp [3] 
desarrollado con software de código abierto y 
una perspectiva CTS [4]. 
A la fecha, se han generado buenas prácticas 
de la investigación realizada sobre los 
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 modelos COBIT, COSO e ITIL. Las mismas 
han sido cargadas en el software mawidabp 
para ser usadas por parte del área de auditoría 
interna de la Universidad Nacional de 
Chilecito. La misma está usando estas buenas 
prácticas por medio del software mawidabp a 
nivel de pruebas desde octubre de 2017 y en 
producción desde enero de 2018. 
El objetivo hacia futuro es seguir 
investigando en detalle los modelos COBIT, 
COSO e ITIL para generar más buenas 
prácticas, las cuales serán cargadas en el 
software mawidabp como base del control 
interno, investigar en el proceso de auditoría 
desde de una perspectiva CTS, avanzar en la 
incorporación de otras áreas de auditoría 
interna de Universidades Nacionales de 
Argentina, y  micro, pequeñas y medianas 
organizaciones de países iberoamericanos. 
 
Tecnología de información utilizada para el 
desarrollo del software mawidabp 
 
Sistemas operativos soportados 
● Ubuntu 16.04, Debian 9.4, RedHat 7.4, y 
SLES 12 SP3 
 
Software de base  
● Interprete de Ruby MRI (versión mínima 
2.5). 
● Ruby on Rails (versión mínima 5.1). 
● Servidor de BBDD PostgreSQL (versión 
mínima 10.1). 
● Servidor web: Nginx (versión mínima 
1.12). 
● Servidor de aplicaciones Unicorn (versión 
mínima 5.4). 
● Servidor NoSQL Redis (versión mínima 
2.8). 
 
4. FORMACION DE RECURSOS 
HUMANOS 
Uno de los principales objetivos del proyecto 
es la capacitación de los recursos humanos, 
posibilitar la colaboración inter-institucional y 
la ejecución de tareas entre grupos de I+D y  
la microempresa de software Cirope S.A. 
Para lograr estos objetivos se dispone del 
siguiente personal: 1 Investigador formado, 2 
Investigadores de apoyo, y personal de la 
microempresa de software Cirope S.A. 
Adicionalmente se realizarán: 
Dictado de cursos, seminarios y conferencias. 
Promoción, coordinación y asistencia técnica 
de tesinas para alumnos de la carrera de grado 
de ingeniería y licenciatura en sistemas de la 
UNdeC. 
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Resumen 
Esta línea de acción está incluida en el proyecto 
de investigación denominado “Computación 
Móvil: desarrollo de aplicaciones y análisis 
forense”. El mismo, está abocado al estudio de la 
generación de aplicaciones eficiente, evaluando 
los parámetros tiempo de desarrollo y cantidad de 
desarrolladores afectados. Para ello, se vienen 
estudiado el uso de diversos frameworks 
generadores de aplicaciones móviles 
multiplataforma, a partir de un único proyecto 
web. Específicamente, esta línea de investigación 
enmarcada en la Ingeniería de Software, e indaga 
sobre el desarrollo eficiente de aplicaciones 
móviles multiplataforma que requieren acceso al 
hardware del dispositivo para funcionalidades con 
Realidad Aumentada basada en marcadores y 
objetos 3D. Los avances obtenidos se aplican en 
las áreas de salud, forense, y del m-learning 
principalmente.  
Palabras clave: Desarrollo de aplicaciones 
móviles multiplataforma, Realidad Aumentada, 
marcadores, objetos 3D, m-learning. 
1 Contexto 
Esta investigación se lleva a cabo en el marco 
del proyecto denominado “Computación 
Móvil: desarrollo de aplicaciones y análisis 
forense”, del Instituto de Investigaciones en 
Informática y Sistemas de Información (IIISI) 
de la Universidad Nacional de Santiago del 
Estero (UNSE). El mismo se está ejecutando 
desde el año 2017 y su finalización está 
prevista para fines de 2018. Es una 
continuación del proyecto “Optimización de la 
calidad de los Sistemas Móviles mediante la 
implementación de nuevas arquitecturas, 
Realidad Aumentada (RA), técnicas de 
visualización y redes móviles Ad-Hoc. 
Aplicaciones en m-learning y en gestión del 
conocimiento”, implementado entre los años 
2012 y 2016.  
El equipo de investigación del proyecto está 
conformado por docentes del Instituto de 
Investigaciones en Informática de la Facultad de 
Ciencias Exactas de la Universidad Nacional de 
Santiago del Estero (UNSE). Además, el proyecto 
cuenta con el asesoramiento de investigadores de 
Institutos de Investigación de la Facultad de 
Informática de la Universidad Nacional de La 
Plata.  
El contexto de desarrollo de esta investigación 
está dado por las condiciones del contexto móvil 
a nivel mundial, donde constantemente están 
surgiendo nuevas herramientas tanto para generar 
código general, como bibliotecas específicas, 
como las que sustentan la incorporación de la RA. 
2 Introducción 
 
El equipo de investigadores atiende la 
problemática relacionada con el desarrollo 
eficiente de aplicaciones móviles multiplataforma 
(Fennema et al., 2017). Es decir, aplicaciones 
móviles que puedan ser ejecutadas en los 
Sistemas Operativos (SO) más usados en 
Argentina: Android y iOS (StatCounter Global 
Stats, 2015)). Se trabaja con aplicaciones 
complejas que requieren acceder a los recursos 
del hardware del dispositivo móvil (cámara, GPS, 
acelerómetro). Se busca un desarrollo eficiente en 
función de la optimización del tiempo de 
desarrollo y de la cantidad de desarrolladores 
afectados. Para ello, se han estudiado el uso de 
diversos frameworks que permiten generar 
aplicaciones móviles híbridas y nativas para 
diversos SO a partir de un único proyecto web. 
En relación a su arquitectura, un sistema 
móvil generalmente se basa en una aplicación 
cliente que se conecta a un servidor de 
aplicaciones que se encuentra en Internet 
(Challiol, 2012). Este servidor, a su vez, utiliza 
los servicios de un proveedor de ubicación y la 
información provista por diversos puntos de 
interés. Más profundamente, las arquitecturas 
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alternativas que se pueden adoptar en el momento 
de desarrollar una aplicación móvil fueron 
estudiadas y analizadas en (Najar et al., 2014). 
Ellas son: 
 Arquitectura Web: la aplicación reside 
completamente en el servidor web y es 
accedido a través del browser del teléfono. 
Puede ser accedida por la mayoría de los 
dispositivos. Se dificulta la interacción con los 
periféricos del dispositivo, por ello se debe 
utilizar otras tecnologías como por ejemplo el 
uso de códigos QR para la determinación del 
contexto de localización. 
 Arquitectura Cliente-Servidor o híbrida: parte 
de la aplicación en el cliente y parte en el 
servidor. La aplicación cliente consulta la 
aplicación servidor a través del uso de Web 
Services. Se tiene en cuenta características del 
SO y características del dispositivo donde se 
instalará. Permite interactuar con los 
periféricos del dispositivo (cámaras, bluetooth, 
GPS) que permitirán determinar los datos de 
contexto en el que se encuentra el móvil. Se 
llaman aplicaciones nativas, desarrolladas para 
cada SO móvil.  
 Arquitectura Cliente: la aplicación reside 
completamente en el cliente, la información o 
las bases de datos residen en el dispositivo. 
También son consideradas aplicaciones 
nativas. 
En la presente investigación, interesan 
aplicaciones que permiten la interacción entre los 
usuarios. Por lo tanto, no abarca las arquitecturas 
clientes.  
Actualmente el desarrollo de aplicaciones 
móviles tiende al desarrollo multiplataforma. 
Según Delía (2017), las aplicaciones 
multiplataforma pueden clasificarse en: 
aplicaciones web móviles, híbridas, interpretadas 
y generadas por compilación cruzada. 
 Aplicaciones Web móviles: diseñadas para 
ejecutarse dentro de un navegador, se 
desarrollan con tecnología web estándar 
(HTML, CSS y JavaScript), no necesitan 
adecuarse a ningún entorno operativo, son 
independientes de la plataforma. Sin embargo, 
sus tiempos de respuesta decaen debido a la 
interacción cliente-servidor, son menos 
atractivas que las aplicaciones nativas ya que 
no se encuentran instaladas en el dispositivo, 
lo que implica acceder previamente a un 
navegador. Además, las restricciones de 
seguridad impuestas a la ejecución de código 
por medio de un navegador, limitan el acceso a 
todas las capacidades del dispositivo.  
 Aplicaciones híbridas: utilizan tecnologías web 
(HTML, Javascript y CSS) pero no son 
ejecutadas por un navegador. En su lugar, se 
ejecutan en un contenedor web (webview), 
como parte de una aplicación nativa, la cual 
está instalada en el dispositivo móvil. Las 
aplicaciones híbridas permiten la reutilización 
de código en las distintas plataformas, el 
acceso al hardware del dispositivo, y la 
distribución a través de las tiendas de 
aplicaciones. Respecto de las nativas, poseen 
las siguientes desventajas: i) la experiencia de 
usuario se ve perjudicada al no utilizar 
componentes nativos en la interfaz, y ii) la 
ejecución se ve ralentizada por la carga 
asociada al contenedor web. Existe una 
diversidad de frameworks que permiten 
desarrollar aplicaciones híbridas: PhoneGap1, 
Apache Cordova (Wargo, 2015), CocoonJS, 
Ionic2, SenchaTouch. 
 Aplicaciones interpretadas: son implementadas 
utilizando un lenguaje base, el cual se traduce 
en su mayor parte a código nativo, mientras el 
resto es interpretado en tiempo de ejecución. 
Estas aplicaciones son implementadas de 
manera independiente de las plataformas 
utilizando diversas tecnologías y lenguajes, 
tales como Javascript, Java, Ruby y XML, 
entre otros. Una de las principales ventajas de 
este tipo de aplicaciones es que se obtienen 
interfaces de usuario totalmente nativas. Sin 
embargo, los desarrolladores experimentan una 
dependencia total con el entorno de desarrollo 
elegido. Los frameworks más conocidos para 
generar estas aplicaciones son Appacelerator 
Titanium y NativeScript. 
 Aplicaciones generadas por compilación 
cruzada Estas aplicaciones se compilan de 
manera nativa creando una versión específica 
de alto rendimiento para cada plataforma 
destino. Ejemplos de entornos de desarrollo 
para generar aplicaciones por compilación 
cruzada son Applause, Xamarin (Hermes, 
2015), QT, Embarcadero Delphi 10 Seattle y 
RubyMotion. 
 
Luego de haber realizado un conjunto de 
prácticas de prueba, en esta línea de investigación 
se decide comparar QT3 y Xamarin (Hermes, 
2015). El primero, permite generar aplicaciones 
nativas para varias plataformas y tiene un amplio 
soporte al desarrollador. El API de la biblioteca 
cuenta con métodos para acceder a bases de datos 
mediante SQL, así como uso de XML, gestión de 
hilos, soporte de red, una API multiplataforma 
unificada para la manipulación de archivos y una 
                                                          
1 https://www.genbetadev.com/frameworks/phonegap 
2 https://ionicframework.com/  
3 https://www1.qt.io/developers/ 
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gran variedad de métodos para el manejo de 
ficheros, además de estructuras de datos 
tradicionales. Por su parte, Xamarin es una 
plataforma para el desarrollo de aplicaciones 
móviles nativas para Android, iOS y Windows 
utilizando el lenguaje C#. Las interfaces de 
usuario de las aplicaciones escritas en 
C#/Xamarin son nativas, lo que produce una 
mejora en el rendimiento en tiempo de ejecución. 
Las aplicaciones escritas en C#/Xamarin permiten 
un enfoque de desarrollo multiplataforma donde 
se comparte la codificación de lógica de negocio. 
Sin embargo, las interfaces de usuario deben ser 
programadas independientemente para cada 
plataforma de destino. 
Tal como sostiene Delía (2017), la elección de 
qué framework emplear depende del tipo de 
aplicación que se quiere lograr y del SO del 
dispositivo en el cual se ejecutará la misma.  
En cuanto a la RA, es una tecnología que 
complementa la percepción e interacción con el 
mundo real, ya que proporciona un entorno real 
aumentado con información adicional generada 
por la computadora o algún dispositivo móvil.  
Posibilita el desarrollo de aplicaciones 
interactivas que combinan la realidad con 
información sintética, tal como imágenes 3D, 
sonidos, videos, textos, sensaciones táctiles, en 
tiempo real, y de acuerdo al punto de vista de 
quien está observando la escena (Salazar Mesía et 
al., 2015). Se distinguen dos tipos básicos de RA:  
 Geolocalizada, la cual a través de sensores 
indican el posicionamiento del dispositivo 
móvil. Con solo sostener el móvil en nuestro 
campo de visión, podemos visualizar puntos de 
interés cercanos gracias a la información 
tomada a través de varios sensores móvil, entre 
ellos el GPS y brújula de orientación.  
 Basada en marcadores, que reconocen patrones 
de activadores de información, como puede ser 
un código de barras, QR o un símbolo, en la 
imagen de video que se recibe desde una 
cámara. Cuando se reconoce un patrón en 
particular, en su posición, se superpone una 
imagen digital en la pantalla. Este es el primer 
tipo de RA, que tuvo sus orígenes en algo muy 
sencillo: etiquetas. 
 
Los avances en el campo de la Ingeniería del 
Software se aplican sobre dos dominios 
relevantes para la sociedad: salud (Córdoba, 
2016) y educación (Herrera et al., 2017; Herrera 
& Sanz, 2014; Herrera et al., 2014). Además, 
actualmente se está trabajando para lograr una 
aplicación para m-learning que le permita al 
alumno desarrollar la capacidad de representar 
situaciones de la vida cotidiana mediante sistemas 
de ecuaciones lineales. La misma se denomina 
AlgeRA y tiene por objetivos específicos: a) 
ejemplificar con RA sistemas de ecuaciones 
lineales que representan situaciones de la vida 
cotidiana, b) modelizar el comportamiento de una 
Red de tránsito vehicular usando Sistemas de 
Ecuaciones Lineales. La primera funcionalidad 
constituye una “Ejemplificación” mientras que, la 
segunda, es un “Trabajo de campo para la 
modelización”. 
3 Líneas de investigación y desarrollo 
La principal línea de investigación de esta 
propuesta consiste en el estudio de métodos, 
técnicas y herramientas que permitan el desarrollo 
de sistemas móviles multiplatafoma; lo cual 
significa indagar sobre: 
a) Herramientas para la generación automática de 
aplicaciones móviles nativas que interactúan con 
hardware del dispositivo,  
b) Métodos ágiles para el desarrollo de 
aplicaciones móviles multiplataforma.  
En esta propuesta se pretende investigar sobre 
plataformas o entornos de desarrollo de 
aplicaciones móviles que permite generar 
aplicaciones nativas que puedan ser optimizadas 
mediante la modificación del código. 
En cuanto al dominio de aplicación, se continuará 
trabajando en Educación y Salud, desarrollando 
aplicaciones para m-learning, para rehabilitación 
de personas con discapacidad cerebral, y para el 
dominio de la informática forense. 
En lo que respecta a m-learning, el trabajo se está 
enfocando al desarrollo de AlgeRA, lo cual 
requiere investigar sobre la interacción de 
frameworks específicos de RA con Xamarin, y el 
uso de herramientas de sincronicidad que 
permitan obtener los recursos para el trabajo de 
campo.  
4 Objetivos y resultados 
El objetivo general que guía esta investigación 
aplicada es: 
Contribuir al progreso del campo de la 
Computación Móvil mediante: a) la optimización 
del desarrollo y mantenimiento de aplicaciones 
móviles nativas multiplataforma, b) el estudio de 
herramientas de RA, y c) el análisis forense de 
dispositivos móviles. 
Los objetivos específicos son:  
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a) Analizar herramientas (libres y propietarias) 
de generación automática de aplicaciones 
nativas para múltiples SO móviles. 
b) Definir métricas para evaluar la capacidad de 
mantenimiento de aplicaciones móviles con 
herramientas de generación automática. 
c) Comparar herramientas para el desarrollo de 
aplicaciones móviles con RA. 
d) Definir un método ágil apropiado para el 
desarrollo de aplicaciones móviles nativas y 
multiplataforma, basadas en generación 
automática de código. 
e) Determinar la calidad de aplicaciones 
móviles construidas con las diversas 
herramientas analizadas, usando prototipos 
construidos con métodos ágiles y las métricas 
definidas. 
Esta línea de investigación ha transitado su 
primera etapa de un año, abocada principalmente 
a la comparación de las herramientas de 
desarrollo multiplataforma Xamarin y QT. 
Además, dados los requerimientos iniciales de 
AlgeRA, se han comparado las herramientas 
nombradas en cuanto a la posibilidad de 
incorporar herramientas para la RA.  
Las publicaciones obtenidas hasta la fecha son:  
 Fennema, M., Herrera, S., Palavecino, R., 
Budán, P., Rosenzvaig, F., Najar Ruiz, P., 
Carranza, A., Saavedra, E. (2017). 
Aproximaciones para el desarrollo 
multiplataforma y mantenimiento de 
Aplicaciones Móviles. Workshop en 
Investigación en Ciencias de la 
Computación, WICC. Instituto Tecnológico 
Buenos Aires. Buenos Aires. ISBN 978-987-
42-5143-5. 
 Susana I. Herrera, Paola D. Budán, Federico 
Rosenzvaig, Marilena Maldonado, Gabriela 
Suárez, Emmanuel Saavedra, Pablo J. Najar 
Ruiz, María I. Morales. Desarrollo de 
Aplicaciones Multiplataforma para 
M-learning con Realidad Aumentada. 
ADNTIIC 2017. Huerta Grande. Córdoba. 
Argentina. 
Este año se prevé cumplimentar los objetivos b), 
d) y e) propuestos en esta línea de acción. En 
relación al objetivo e) se dispone de base la 
evaluación realizada por Herrera et al. (2013). 
5 Formación de recursos humanos 
La Directora del proyecto pertenece al Instituto 
de Investigación en Informática y Sistemas de 
Información de la UNSE. La Codirectora 
pertenece a la Universidad del Norte Santo 
Tomás de Aquino.  
Actualmente, se están realizando trabajos finales 
de LSI sobre: realidad aumentada, desarrollo 
híbrido de aplicaciones, métodos de desarrollo de 
sistemas móviles, sistemas sensibles al contexto 
temporal, herramientas para medición de 
magnitudes físicas.  
Se tiene previsto incorporar más alumnos de 
grado en los próximos años, a efectos de 
brindarles un marco apropiado para la elaboración 
de sus trabajos finales. 
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Resumen 
Es una investigación aplicada que involucra 
estudios en el campo de la Ingeniería del 
Software para desarrollar una aplicación móvil 
multiplataforma sensible al contexto para el 
Turismo Religioso en la Provincia de Santiago 
del Estero, Argentina. La aplicación se basa en un 
modelo sistémico que permitirá a los diversos 
actores del turismo la gestión dinámica del 
contenido. La aplicación brindará al turista 
información en línea del entorno, sea cual fuere el 
SO de su dispositivo móvil; al resto de los actores 
del turismo (proveedores, guías, administradores 
de eventos e instalaciones turísticas, etc.) la 
aplicación les permitirá actualizar en línea la 
información de contexto. La investigación 
involucra el análisis comparativo de herramientas 
de desarrollo híbrido de aplicaciones móviles 
(PhoneGap, Ionic, Apache Córdoba), según 
criterios de reuso, versionado y manejo de 
bibliotecas de GPS para la sensibilidad al 
contexto. Además, se estudia la conectividad 
inalámbrica móvil en zonas rurales, abordando 
mecanismos alternativos de conectividad que 
aseguren el uso efectivo de las aplicaciones 
móviles en contextos rurales aislados (escasa 
conectividad y recursos energéticos limitados), 
típicos de los lugares donde se desarrollan 
importantes festividades religiosas santiagueñas. 
Palabras clave: aplicaciones móviles 
multiplataforma, sensibilidad al contexto, turismo 
religioso, religiosidad en Santiago del Estero. 
1 Contexto 
Esta investigación se desarrolla con la aprobación 
y el financiamiento por la Secretaría de Ciencia y 
Tecnología de la Universidad Católica de 
Santiago del Estero (UCSE). Se inició en el mes 
de Julio de 2017 y su finalización está prevista 
para Junio de 2019.  
El equipo de investigación del proyecto está 
conformado por docentes 3 docentes 
investigadores de la Facultad de Ciencias para la 
Innovación y el Desarrollo (FCID) de la UCSE, 1 
docente investigador de la Facultad de Ciencias 
Exactas de la Universidad Nacional de Santiago 
del Estero (UNSa), 2 alumnos de posgrado y 1 de 
grado de carreras de Informática de la FCID.  
La investigación surgió a partir de un estudio de 
necesidades del medio organizado por UCSE y, a 
su vez, dando continuidad a investigaciones 
previas sobre turismo religioso desarrolladas por 
la misma universidad en años anteriores. Es decir, 
permitirá optimizar la gestión del turismo 
religioso en la provincia y, por lo tanto, 
contribuye al objetivo de la UCSE referido a 
aportar soluciones de calidad a problemáticas 
concretas de la sociedad santiagueña a través de 
la I+D+i. 
La investigación se desarrolla en colaboración co 
el equipo de investigación en Computación Móvil 
de la Universidad Nacional de Santiago del 
Estero y con la Subsecretaría de Turismo de la 
Provincia de Santiago del Estero, con quienes está 
en proceso la firma de un convenio formal de 
colaboración. Asimismo los trabajos finales de 
posgrado cuentan con el asesoramiento de un 
investigador del Instituto de Investigación en 
Informática LIDI de la Universidad Nacional de 
La Plata. 
2 Introducción 
El turismo religioso en Santiago del Estero es una 
temática de análisis en respuesta a la gran 
cantidad de creyentes, eventos, festividades 
religiosas y a la vez a la búsqueda de nuevas 
tendencias y captación de demandas turísticas en 
la Provincia. Se caracteriza por convocar grandes 
multitudes a través de sus diferentes 
manifestaciones. Es la modalidad de viaje en la 
cual la fe, las creencias, la espiritualidad, la 
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devoción constituyen las motivaciones principales 
de este tipo de viajeros, sumado al deseo de 
descanso y curiosidad por conocer paisajes, 
manifestaciones, costumbres, lugares y personas. 
Las nuevas tecnologías han modificado las 
pautas en la experiencia del turista en el lugar de 
destino, haciendo surgir un nuevo tipo de 
consumidor de turismo, el turista 3.0 o turista 
colaborativo. Este interactúa con su destino a 
través de dispositivos móviles y es asiduo a redes 
sociales e internet. Actualmente este tipo de 
dispositivos se han convertido en una herramienta 
clave, dado que hay más móviles que 
computadoras y las personas pasan muchas más 
horas con ellos que con cualquier otro dispositivo 
computacional. De hecho, los móviles rara vez se 
apagan y pocas veces se desconectan de la red. 
Los sistemas móviles constituyen uno de los 
pilares fundamentales en el fomento del turismo 
en muchos lugares del mundo. Son importantes 
los avances logrados por algunos integrantes del 
equipo de esta propuesta respecto a la mejora de 
la gestión del turismo usando móviles y otras TIC 
(Herrera, Najar Ruiz, Contreras, Fenema & Lara, 
2013; Herrera, Gallo & Najar Ruiz, 2013; 
Herrera, Najar Ruiz, Ledesma & Rocabado, 
2012); así como también los avances sobre la 
gestión de aspectos de la cultura usando TIC 
(Gallo, Palavecino & Herrera, 2014; Herrera, 
Zuain, Gallo & Avila, 2012; Herrera, Clusella, 
Mitre, Santillán & García, 2011; Herrera, 
Clusella, Luna, Mitre & Santillán, 2011). 
La Computación Móvil es un área de la 
Informática que ha evolucionado 
vertiginosamente en los últimos años. Se basa en 
el estudio de los dispositivos móviles, redes 
móviles y aplicaciones móviles (Talukder et al., 
2010). De acuerdo a Siegler (2008), se entiende 
por aplicación móvil o sistema móvil a un 
programa informático diseñado para ser ejecutado 
en teléfonos inteligentes (smartphones), tabletas y 
otros dispositivos móviles. Pueden responder a 
diversas arquitecturas: cliente, web e híbrida; son 
importantes los estudios sobre la calidad de 
sistemas móviles para turismo según su 
arquitectura realizados en esta región por Najar 
Ruiz, Ledesma, Rocabado, Herrera & Palavecino 
(2014).  Poseen diversos sistemas operativos (SO) 
móviles entre los que se estacan Android de 
Google, iOS de Apple y Windows Phone de 
Microsoft. Dado que existe una gran variedad de 
dispositivos móviles en el mercado, es deseable 
que una aplicación sea multiplataforma, es decir, 
que sea compatible con cualquier SO, evitando 
así condicionar al usuario a utilizar una 
plataforma u otra.  
Sin embargo, el desarrollo de aplicaciones 
multiplataforma (arquitectura web) implica un 
gran esfuerzo desde la Ingeniería del Software, ya 
que involucra la necesidad de desarrollar 
aplicaciones para cada SO, utilizando distintos 
lenguajes y distintos entornos (IDE). Esto, a su 
vez, implica: el uso de más recursos 
(desarrolladores y tiempo), menor posibilidad de 
reuso del software, mayor esfuerzo de 
actualización de software, aumento de 
posibilidades de error en el código y mayor 
esfuerzo en la gestión de configuración 
(Emmanouilidis et al., 2013). En los últimos 
tiempos, han surgido herramientas automáticas de 
desarrollo de aplicaciones móviles, entre ellas: 
PhoneGap (PhoneGap3, 2013), Ionic (Ionic, 
2016), ApacheCórdoba (Wargo, 2015). El 
desarrollo de software usando este tipo de 
herramientas se conoce como desarrollo híbrido 
de aplicaciones; pero se desconoce la eficiencia 
de las mismas. Es por ello que, en esta 
investigación, se propone analizar y comparar las 
distintas herramientas de desarrollo híbrido de 
aplicaciones móviles, considerando los aspectos 
mencionados anteriormente en este párrafo. En 
relación al desarrollo de arquitectura web es 
importante mencionar, que algunos integrantes 
del equipo, ya vienen investigando en esta 
temática (Sanchez Zuaín & Durán, 2016). 
En particular, se incorporó a la investigación la 
clasificación de Delía (2017), que sostiene que las 
aplicaciones multiplataforma pueden clasificarse 
en: aplicaciones web móviles, híbridas, 
interpretadas y generadas por compilación 
cruzada.  
En particular, los sistemas móviles sensibles al 
contexto proveen información en línea al usuario 
según la ubicación en la que se encuentra, 
brindándole diversos servicios, teniendo en 
cuenta, en algunos casos, su contexto social y sus 
preferencias. El desarrollo de este tipo de 
sistemas implica la necesidad de utilizar 
bibliotecas de funciones específicas para la 
interacción con el GPS del dispositivo. 
Actualmente, las aplicaciones de turismo utilizan 
estas funciones, según cada SO. Pero no existen 
estudios sobre la eficiencia del manejo de GPS en 
el desarrollo híbrido de aplicaciones. Esta 
problemática también será abordada en esta 
propuesta. 
Por otra parte, para asegurar una buena 
experiencia de usuario en el uso de una aplicación 
móvil, se debe asegurar una conectividad 
inalámbrica de calidad. La provincia de Santiago 
del Estero se caracteriza por poseer zonas 
aisladas, con conectividad y energía eléctrica 
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escasa o nula. Por lo tanto, se deberá estudiar 
formas alternativas de conectividad móvil. En 
este sentido, algunos de los investigadores del 
equipo propuesto poseen también estudios 
previos en la temática (Rocabado, Cadena & 
Díaz, 2016; Rocabado, Sanchez, Herrera & 
Cadena, 2016; Rocabado, Cadena & Díaz, 2015; 
Rocabado, Herrera, Morales & Estellés, 2013; 
Herrera, Rocabado, Coronel & Campos, 2013). 
Esta investigación abordará mecanismos 
alternativos de conectividad para asegurar el uso 
efectivo de las aplicaciones móviles en contextos 
rurales aislados, típicos de los lugares donde se 
desarrollan importantes festividades religiosas 
santiagueñas.  
Sintetizando, en esta propuesta se pretende 
realizar una investigación aplicada, que involucra 
el desarrollo de una aplicación móvil 
multiplataforma sensible al contexto que gestione 
contenido dinámico siguiendo el modelo 
propuesto por Herrera et al. (2013-a). La 
aplicación brindará al turista, sea cual fuere el SO 
de su dispositivo, información del entorno en 
línea. Mientras que al resto de los actores del 
turismo (proveedores, guías, administradores de 
eventos e instalaciones turísticas, etc.) permitirá 
actualizar en línea la información de contexto. La 
investigación contribuirá principalmente al campo 
de la Ingeniería del Software, ya que analizará la 
eficiencia de herramientas de desarrollo híbrido 
de aplicaciones móviles, según criterios de reuso, 
versionado y manejo de bibliotecas de GPS para 
la sensibilidad al contexto. Además, aportará 
avances en el estudio de la conectividad 
inalámbrica móvil en zonas rurales. 
3 Líneas de investigación y desarrollo 
Se trata de una investigación aplicada, 
desarrollada desde un enfoque cuantitativo, en el 
campo de la Informática.  
la hipótesis que guiará la investigación 
propuesta es la siguiente: 
El uso de herramientas de desarrollo híbrido 
permite desarrollar eficientemente aplicaciones 
móviles multiplataforma sensibles al contexto. 
En la misma se identifican claramente dos 
variables que están relacionadas entre sí: por un 
lado, herramientas para el desarrollo híbrido y, 
por otro, el desarrollo eficiente de aplicaciones 
móviles multiplataforma sensibles al contexto. 
La investigación constituye un estudio de caso, 
por lo tanto, no es necesario definir universo ni 
muestra. El caso constituye el turismo religioso 
en Santiago del Estero. 
La investigación requiere la obtención de 
conocimientos del dominio de aplicación, el 
Turismo. Para ello, se trabajará con informantes 
calificados (especialistas de Turismo y 
responsables de la gestión del turismo en la 
provincia), aplicando las siguientes técnicas: 
entrevistas basadas en cuestionarios de preguntas 
abiertas, sesiones de trabajo grupal aplicando 
técnicas de creatividad. También se aplicará 
búsqueda web, análisis de documentos. 
Para el desarrollo de prototipo se utilizará 
Mobile-D y técnicas de desarrollo basadas en 
UML. 
4 Objetivos y resultados 
Los objetivos generales son: 
• Contribuir a la optimización del desarrollo 
híbrido de aplicaciones móviles, mediante el 
estudio de la eficiencia de diversas 
herramientas de generación de aplicaciones 
móviles multiplataforma. 
• Desarrollar un prototipo de aplicación móvil 
multiplataforma sensible al contexto para el 
turismo religioso en la Provincia de Santiago 
del Estero. 
Los objetivos específicos son: 
• Definir indicadores que permitan analizar y 
comparar la eficiencia de las herramientas de 
desarrollo híbrido de aplicaciones móviles. 
• Analizar el comportamiento de las diversas 
herramientas de desarrollo híbrido respecto a 
la gestión del GPS de dispositivos móviles 
con diferentes SO. 
• Analizar las diferentes alternativas de 
conectividad móvil para aplicaciones de 
turismo en la provincia y determinar la/s 
tecnologías y configuraciones más 
convenientes. 
• Adaptar el modelo de Herrera et al. (2013-a), 
para la aplicación móvil de turismo religioso 
de Santiago del Estero 
• Diseñar el prototipo de aplicación móvil 
sensible al contexto para el turismo religioso 
de Santiago del Estero, utilizando un método 
ágil 
• Desarrollar prototipos utilizando diversas 
herramientas para el desarrollo híbrido de 
aplicaciones móviles 
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• Comparar la eficiencia de las herramientas de 
desarrollo híbrido, según los   prototipos 
implementados y los indicadores definidos 
previamente. 
Esta investigación ha transitado sólo 8 meses 
desde su inicio, habiéndose obtenido los 
siguientes resultados parciales: 
• Se realizó el análisis comparativo de 3 
herramientas de desarrollo híbrido de 
aplicaciones móviles: ApacheCordoba, Ionic 
y PhoneGap. Se definieron aspectos a 
considerar en la comparación. En función del 
análisis, se decidió desarrollar el prototipo 
usando ApacheCordova.  
• Se realizó un prototipo usando 
ApacheCordoba para mostrar el 
comportamiento de aplicaciones que usan 
GPS generadas desde este framework, 
usando simuladores de GPS y emuladores de 
móviles. Con ello se pudo corroborar la 
viabilidad del desarrollo de aplicaciones 
sensibles al contexto usando 
ApacheCordoba.  
• Se analizaron equipamientos alternativos 
para amplificación de recepción de Red de 
Datos. Se definieron las características de 
conectividad de los equipos: amplificadores 
compatibles no sólo con 4G sino también con 
3G y 2G (dado que en las zonas rurales de 
Santiago del Estero no cuentan con antenas 
4G). Se realizó la compra de 
repetidor/amplificador de señal de celular, 
diseñado para Banda celular 2G 850MHz - 
3G 850MHz y 4G 1700MHz 2100MHZ 
AWS, BAND 4. Se realizó la prueba del 
equipamiento usando el software Network 
Signal Info, en el asentamiento Sauce 
Bajada, Departamento Banda.  
• Se realizó la revisión del modelo de turismo 
de Herrera et al. (2013-a), el cual prevé que 
los servidores con la información deben estar 
centralizado y a cargo de un ente 
gubernamental responsable del Turismo en la 
provincia. Se inició el análisis de la 
evaluación de factibilidad. Para ello, se 
realizó entrevista al Subsecretario de 
Turismo de la Provincia, periodista Ricardo 
Sosa, en diciembre 2017. Según el mismo, 
sería viable su implementación en dicho 
organismo. 
• Usando Mobile-D, se inició el proceso de 
análisis de requisitos de la aplicación. El 
principal objetivo de la App sería: Definir 
una ruta de Turismo Religioso para la 
provincia de Santiago del Estero. Para ello se 
realizaron las siguientes actividades: 
o Exploración de aplicaciones móviles de 
turismo religioso para revisar su 
comportamiento más apps de turismo de 
Santiago del Estero: Turinea, Santiago 
de Compostela, El illamador, Cañari, BA 
Iglesias, SDE TOUR, Santiago Turismo. 
o Revisión de bibliografía y de fuentes de 
información de Turismo Religioso. 
Técnicas: entrevistas y exploración web. 
Las principales fuentes consultadas 
fueron: Proyecto de Investigación UCSE 
sobre Turismo Religioso en Santiago del 
Estero (Dra. Rossi), Revista Trazos (Lic. 
Mirta Caumo). Entrevistas a: 
coordinadora de Turismo de la Facultad 
de Cs Económicas UCSE y a ex 
directora de Turismo de la 
Municipalidad de SDE (Prof. Vaultet). 
o Definición de informantes calificados 
para el relevamiento. 
o Definición del instrumento para 
obtención de información calificada, 
entrevista basada en cuestionario abierto. 
5 Formación de recursos humanos 
La investigación contribuye a la formación en 
investigación de 2 alumnos de posgrado de la 
carrera Especialización en Sistemas Web de la 
UCSE. También contribuye a la formación en 
investigación de un alumno de grado, mediante su 
participación como ayudante estudiantil en la 
cátedra Metodología de la Investigación de la 
carrera Ingeniería en Informática. 
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Resumen 
Los modelos de calidad son referencias 
que las organizaciones utilizan para 
mejorar su gestión. Los modelos, a 
diferencia de las normas, no contienen 
requisitos que deben cumplir los sistemas 
de gestión de la calidad sino directrices 
para la mejora. Existen modelos de 
calidad orientados a la calidad total y la 
excelencia, modelos orientados a la 
mejora, modelos propios de determinados 
sectores e incluso modelos de calidad que 
desarrollan las propias organizaciones [1]. 
Por ello, se propone un modelo de 
Gestión de la Calidad orientado a 
empresas del Sector Software y Servicios 
Informáticos, basado en los 7 principios 
de la calidad de las organizaciones [1]: 
Enfoque al cliente, Liderazgo, Enfoque a 
procesos, Compromiso de las personas, 
Mejora, Toma de decisiones basada en la 
evidencia y Gestión de las relaciones.  
El objetivo del modelo es brindar a las 
empresas de desarrollo de software de la 
región una herramienta que les permita 
posicionarse en un nivel altamente 
competitivo en el mercado actual, 
mediante la producción de software de 
calidad. 
El objetivo del presente trabajo es 
evaluar, mediante un método englobado 
en las herramientas prospectivas como es 
el método Delphi, las características del 
Modelo de Gestión de la Calidad 
orientado a empresas de SSI de la 
República Argentina.  
Palabras claves: Método, Evaluación 
de Modelo de Gestión de Calidad en 
Empresas de SSI, Alfa de Crombach. 
Fiabilidad. 
Contexto 
El presente trabajo se enmarca en el 
Proyecto de Investigación: Ingeniería de 
Software: Conceptos, Prácticas y 
Herramientas para el desarrollo de 
Software con Calidad – Facultad de 
Ciencias Físico-Matemáticas y Naturales, 
Universidad Nacional de San Luis. 
Proyecto Nº P-031516. Dicho proyecto es 
la continuación de diferentes proyectos de 
investigación a través de los cuales se ha 
logrado un importante vínculo con 
distintas universidades a nivel nacional e 
internacional. Además, se encuentra 
reconocido por el programa de incentivos. 
Introducción 
El método Delphi [3] se engloba 
dentro de los métodos de prospectiva, que 
estudian el futuro, en lo que se refiere a la 
evolución de los factores del entorno 
tecno-socio-económico y sus 
interacciones. 
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El primer estudio de Delphi fue 
realizado en 1950 por la Rand 
Corporation para la fuerza aérea de 
Estados Unidos, y se le dio el nombre de 
Proyecto Delphi. Su objetivo era la 
aplicación de la opinión de expertos en la 
selección de un sistema industrial 
norteamericano óptimo y la estimación 
del número de bombas requeridas para 
reducir la producción de municiones hasta 
un cierto monto. 
Es un método de estructuración de un 
proceso de comunicación grupal que es 
efectivo a la hora de permitir a un grupo 
de individuos, como un todo, tratar un 
problema complejo [2].  
En un artículo de Cabero e Infante, [9], 
se señala que: […] el método Delphi es, 
posiblemente, uno de los más utilizados 
en los últimos tiempos por los 
investigadores para diferentes situaciones 
y problemáticas, que van desde la 
identificación de tópicos a investigar, 
especificar las preguntas de investigación, 
identificar una perspectiva teórica para la 
fundamentación de la investigación, 
seleccionar las variables de interés, 
identificar las relaciones causales entre 
factores, definir y validar los constructos, 
elaborar los instrumentos de análisis o 
recogida de información, o crear un 
lenguaje común para la discusión y 
gestión del conocimiento en un área 
científica. Es, por tanto, de verdadera 
utilidad para los investigadores de 
ciencias sociales en general, y los de 
educación y comunicación en particular. 
El objetivo de los cuestionarios 
sucesivos es “disminuir el espacio 
intercuartil, esto es, cuánto se desvía la 
opinión del experto de la opinión del 
conjunto, precisando la mediana, de las 
respuestas obtenidas”. 
La calidad de los resultados depende, 
sobre todo, del cuidado que se ponga en 
la elaboración del cuestionario y en la 
elección de los expertos consultados. 
Este método se emplea bajo las 
siguientes condiciones: 
• No existen datos históricos con los 
que trabajar. 
• El impacto de los factores externos 
tiene más influencia en la evolución 
que el de los internos. 
• Las consideraciones éticas y morales 
dominan sobre las económicas y 
tecnológicas en un proceso evolutivo. 
• Cuando el problema no se presta para 
el uso de una técnica analítica 
precisa. 
• Cuando se desea mantener la 
heterogeneidad de los participantes a 
fin de asegurar la validez de los 
resultados. 
• Cuando el tema en estudio requiere 
de la participación de individuos 
expertos en distintas áreas del 
conocimiento. 
 
A continuación, se muestran las fases 
con las respectivas etapas del método 
propuesto. 
Características del Método para 
evaluar el Modelo de Gestión de 
Calidad para Empresas de SSI: 
Fase I 
Etapa 1. Estructura: El éxito del 
funcionamiento del método, radica en 
establecer en forma precisa la estructura 
del Modelo de Gestión de Calidad para 
empresas de SSI. En este punto se 
identifican cada uno de los componentes 
del Modelo a evaluar. 
Etapa 2. Determinación del Grupo de 
Expertos: El objetivo principal en esta 
etapa es la elección del grupo de expertos. 
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La etapa es importante en cuanto que el 
término experto es “indeterminado”. Con 
independencia de sus títulos, función o 
nivel jerárquico, la elección del experto 
estará basada en la capacidad de encarar 
el futuro y el conocimiento profundo del 
tema. 
Etapa 3. Periodicidad: La periodicidad 
está íntimamente relacionada con los 
recursos existentes en la organización y 
es decisión directa de la alta dirección.  
Fase II 
Etapa 4. Diseño y aplicación del 
cuestionario: En la etapa de diseño de un 
producto o servicio es de suma 
importancia saber que desea el “cliente”, 
de esta manera se logra la satisfacción 
final. En el diseño del cuestionario debe 
estar presente ésta premisa La 
información que se presenta a los 
expertos no es solo el punto de vista de la 
mayoría, sino que se presentan todas las 
opiniones indicando el grado de acuerdo 
que se ha obtenido. 
Etapa 5. Aplicación del Alfa de 
Crombach [4]: El cuestionario elaborado 
debe ser ponderado para ello se utiliza la 
tabla de Likert [5].  
Referencias de la tabla de Likert: 
1. TED: Totalmente En Desacuerdo. 
2. PED: Parcialmente En Desacuerdo. 
3. I: Indiferente (no puede indicar 
acuerdo ni desacuerdo en forma 
precisa). 
4. PDA: Parcialmente De Acuerdo. 
5. TDA: Totalmente De Acuerdo. 
Etapa 6. Evaluación de los resultados: 
En esta etapa se evalúan los resultados 
obtenidos de las etapas anteriores. 
Etapa 7. Validación de la efectividad de 
los resultados por técnicas estadísticas: 
Se utiliza una técnica estadística conocida 
como Alfa de Crombach [4].  
Cálculo del Alfa de Crombach: El alfa 
de Crombach permite determinar la 
FIABILIDAD de la encuesta diseñada 
anteriormente, es decir, si realmente 
podemos confiar en la información que 
extraemos de la misma. De no ser fiable 
es necesario el rediseño de la encuesta. 
Para comprobar la fiabilidad se toma 
una muestra piloto de 10 o 20 clientes y 
se calcula el coeficiente ALFA. Para el 
cálculo de este, es necesario que la 





Etapa 8. Acciones:  
Todas las no conformidades encontradas 
vuelven al modelo para ser replanteadas.  
Ventajas del Método: 
• Permite obtener información de 
puntos de vista sobre el 
comportamiento del Modelo de 
Gestión de Calidad de SSI. 
• El alfa de Cronbach es una 
herramienta estadística cuyo índice 
otorga la certeza para evaluar el 
grado en que los ítems de un 
instrumento están correlacionados. 
• El horizonte de análisis puede ser 
variado. 
• Ayuda a explorar de forma 
sistemática y objetiva problemas que 
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requieren la concurrencia y opinión 
cualificada. 
Desventajas: 
• Su elevado costo. 
• Su tiempo de ejecución (desde el 
período de formulación hasta la 
obtención de los resultados finales), 
es intermedio. 
• Es necesario tener conocimiento de 
análisis cuantitativo de datos para el 
tratamiento de la información. 
• Se requiere de la utilización de un 
software estadístico para procesar la 
base de datos. 
Líneas de Investigación, 
Desarrollo e Innovación 
En los últimos años se evidenció un 
significativo incremento en la cantidad de 
empresas del sector de Software y 
Servicios Informáticos (SSI) en la 
República Argentina, según datos 
oficiales, actualizados por el Observatorio 
de Empleo y Dinámica Empresarial del 
Ministerio de Trabajo, el número de 
empresas creció un 132% en 10 años 
consecutivos [6]. 
Debido a este fenómeno, las empresas 
SSI se ven en la necesidad de 
diferenciarse de la competencia para 
captar nuevos clientes como así también 
mantener el crecimiento al ritmo de los 
avances tecnológicos y los requerimientos 
del mercado. 
Muchas empresas del sector no se 
encuentran aplicando un modelo de 
gestión integrado que esté orientado a los 
clientes, el liderazgo, los procesos, los 
resultados y la mejora continua lo cual las 
aleja de la excelencia y, por ende, son 
poco productivas. Si bien un importante 
porcentaje de empresas de software, 
alrededor del 60% según los últimos 
resultados publicados [6], poseen algún 
tipo de certificación, no cuentan con un 
modelo a seguir para su éxito a largo 
plazo. 
Se propone en esta línea de 
investigación diseñar un Método basado 
en Técnicas Estadísticas como es el Alfa 
de Crombach, que valide el Modelo de 
Gestión de la Calidad para el sector 
Software y Servicios Informáticos. 
Resultados y Objetivos 
En base a todo lo expresado 
anteriormente, se definió un modelo 
formado por 6 componentes 
interrelacionados, los cuales pueden ser 
considerados por las empresas SSI de la 
República Argentina [7, 8] para la 
aplicación del Método propuesto. 
Los ítems a valorar del Modelo son:  
1. El Entorno de la Organización. 
2. Estrategia y Política. 
3. Gestión de los Recursos. 
4. Gestión de los Procesos 
5. Seguimiento, medición, análisis y 
revisión. 
6. Mejora, innovación y aprendizaje  
 
Se vio la necesidad de definir un 
método de evaluación para aplicar o 
evaluar el modelo de calidad previamente 
definido en la línea de investigación.  
Entre los trabajos a futuro se planifica 
el desarrollo de herramientas de 
autoevaluación que sirvan de referencia 
para determinar el nivel de madurez 
actual de la empresa SSI y constituyan 
una base para la mejora continua. 
Formación de Recursos Humanos 
Bajo esta línea, en el grupo de 
investigación, se están desarrollando dos 
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tesis de maestría en Calidad de Software. 
En una de ella se está 
definiendo/actualizando el modelo de 
calidad para las empresas del sector SSI 
basado en un enfoque de gestión por 
procesos orientado a los clientes, el 
liderazgo directivo, el personal, los 
resultados y la mejora continua. 
La otra consiste en la definición de un 
Método de Evaluación para el Modelo de 
Gestión de Calidad en Empresas de SSI. 
También se están llevando a cabo 
trabajos de grado con relación a la 
temática por alumnos de la carrera de 
Ingeniería Informática y Licenciatura en 
Ciencias de la Computación en la 
Universidad Nacional de San Luis. 
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Como ocurre con la mayoría de los avances 
tecnológicos, el crecimiento explosivo de Internet 
tiene un lado oscuro: los hackers. La escalada 
natural de amenazas ofensivas contra las medidas 
defensivas ha demostrado una y otra vez que no hay 
sistemas prácticos que se puedan construir que sean 
invulnerables a los ataques. Las organizaciones 
informatizadas se dieron cuenta de que una de las 
mejores formas de evaluar la amenaza de intrusión 
sería tener profesionales independientes de 
seguridad informática intentando entrar en sus 
sistemas. Estos "hackers éticos" emplean las mismas 
herramientas y técnicas que los intrusos, pero sin 
dañar el sistema de destino ni robar información. En 
su lugar, permiten evaluar la seguridad de los 
sistemas de destino e informar de a los propietarios 
sobre las vulnerabilidades encontradas junto con las 
instrucciones de cómo remediarlos. Este proceso 
debe ser planificado con antelación. Todos los 
aspectos técnicos, de gestión y estratégicos deben 
estar sumamente cuidados. Estas etapas deben 
realizarse en un marco de control, gestión y 
supervisión constante. Es allí donde apunta este 
proyecto, poder incluir de manera segura y metódica 
la fase de revisión por hacking ético dentro del 
proceso de Testing de software. 
 
Palabras clave: Hacking Ético, Testeo de Software, 
Formación de Recursos Humanos. 
 
CONTEXTO 
El Proyecto articula líneas de investigación en el 
área de Seguridad de Espacios Virtuales de Trabajo 
del Laboratorio de Investigación y Desarrollo en 
Espacios Virtuales de Trabajo (LIDEVT UNLa) y 
Metodologías de Ingeniería de Software con 
radicación en el Departamento de Desarrollo 
Productivo y Tecnológico de la Universidad 
Nacional de Lanús. Las líneas de investigación del 
área cuentan con financiamiento de la Secretaría de 
Ciencia y Técnica de la misma Universidad.   
 
FUNDAMENTACION 
En general, las políticas de seguridad de la 
información o los controles por sí solos no 
garantizan la protección total de la información,  ni 
de los sistemas de información, servicios o redes. 
Después de los controles que se han implementado, 
vulnerabilidades residuales probablemente 
permanezcan haciendo ineficaz la seguridad de la 
información y por lo tanto los incidentes son aún 
más posibles. Esto puede llegar a tener efectos 
negativos tanto directos e indirectos sobre las 
operaciones de negocio de una organización. 
Además, es inevitable que se produzcan nuevos 
casos de amenazas no identificadas previamente. 
Una preparación insuficiente por una organización 
para hacer frente a este tipo de incidentes hará 
cualquier respuesta menos efectiva, y aumentar así 
el grado de impacto comercial potencial adverso. 
[ISO/IEC 27035:2011] 
En su búsqueda de una manera de abordar el 
problema, las organizaciones informatizadas se 
dieron cuenta de que una de las mejores formas de 
evaluar la amenaza de intrusión a sus intereses sería 
tener profesionales independientes de seguridad 
informática intentando entrar en sus sistemas. Este 
esquema es similar a tener auditores independientes 
entrando en una organización para verificar sus 
registros de contabilidad. En el caso de seguridad 
informática, estos "hackers éticos" emplean las 
mismas herramientas y técnicas que los intrusos, 
pero sin dañar el sistema de destino ni robar 
información. En su lugar, permiten evaluar la 
seguridad de los sistemas de destino e informar de a 
los propietarios sobre las vulnerabilidades 
encontradas junto con las instrucciones de cómo 
remediarlos. 
En resumidas palabras, la evaluación de la seguridad 
de un sistema por parte de un hacker ético busca 
responder 3 preguntas básicas: 
¿Qué puede ver un intruso en los sistemas atacados? 
¿Qué puede hacer un intruso con esa información? 
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¿Hay alguien en el sistema atacado que se dé cuenta 
de los ataques o éxitos del intruso? 
Este proceso debe ser planificado con antelación. 
Todos los aspectos técnicos, de gestión y 
estratégicos deben estar sumamente cuidados. La 
planificación es importante para cualquier todas las 
pruebas, ya sea desde un simple análisis de 
contraseña a una prueba de penetración completa en 
una aplicación web [Mayorga Jácome et al, 2015; 
Santos Castañeda, 2016; Onofa Calvopiña et al, 
2016; López Vallejo,  2017]. El resguardo de datos 
debe garantizarse, de lo contrario la prueba puede 
volverse en contra si alguien afirma que nunca se 
autorizaron las pruebas. Por lo tanto, un alcance 
bien definido implica la siguiente información: 
 Sistemas específicos para probar. 
 Estimar los riesgos que están involucrados. 
 Tiempo que llevara la prueba y evaluación 
del calendario general. 
 Recoger y explorar el conocimiento de los 
sistemas que tenemos antes de la prueba. 
 Entrega de informes específicos incluyendo 
informes de evaluación de la seguridad y un 
informe de nivel superior describiendo las 
vulnerabilidades generales que deben 
abordarse, junto con las medidas correctivas 
que se deben implementar. 
Ahora bien el profesional de seguridad, al llevar a 
cabo un test de penetración como parte de su trabajo 
de hacking ético, necesita contar con ese tipo de 
lógica y tiene que aplicarla, más allá de utilizar las 
técnicas y herramientas open source [Comunidad 
Linux,2014; OISSG, 2012; GNU, 2014], 
comerciales o privadas [Tenable Network Security, 
2014], dado que necesita imitar un ataque de la 
mejor manera y con el máximo nivel posible 
[Coronel Suarez, 2016; Hurtado Sandoval et al, 
2016; López Alvarez, 2016; López Vallejo, 2017]. 
Para eso, tendrá que emplear todos los recursos de 
inteligencia que tenga a su alcance, utilizar al 
extremo sus conocimientos, poder de deducción y 
análisis mediante el razonamiento y así determinar 
qué es lo mejor que puede intentar, cómo, dónde y 
con qué. Por ejemplo, saber si un pequeño dato, por 
más chico o insignificante que parezca, le será útil y 
cómo proseguir gracias a él. Continuamente se 
deberá enfrentar a etapas que le demanden la 
mayoría de estas aptitudes [Tori, 2008]. 
 Definir patrones de conducta y acción. 
 Hacer relevamientos pasivos de 
información. 
 Interpretar y generar código y cifrado de 
datos. 
 Descubrir manualmente descuidos en el 
objetivo. 
 Descubrir vulnerabilidades presentes de 
todo el escenario técnico. 
 Proyectarse sobre la marcha en modo 
abstracto, táctica y estratégicamente. 
 Ser exhaustivo, pero a la vez saber cuándo 
es el momento de recurrir a la distensión 
para no agotar la mente. 
Ahora bien, estas etapas deben realizarse en un 
marco de control, gestión y supervisión constante la 
cual otorgue tranquilidad y seguridad tanto al 
profesional que se “coloca” en los pies del criminal 
como a la organización en su totalidad [Tamayo 
Veintimilla, 2016; Onofa Calvopiña et al, 2016; 
Paillacho Pozoet al, 2016]. Es allí donde apunta este 
trabajo, poder incluir de manera segura y metódica 
la fase de revisión por hacking ético dentro del 
proceso de Testing de software.  
 
METODOLOGÍA DE DESARROLLO 
Para construir el conocimiento asociado al presente 
proyecto de investigación, se seguirá un enfoque de 
investigación clásico [Riveros y Rosas, 1985] 
[Creswell, 2002] con énfasis en la producción de 
tecnologías [Sábato y Mackenzie, 1982]; 
identificando métodos, materiales y abordaje 




A continuación se definen los métodos que se 
llevarán a cabo en el presente trabajo. Ellos son: 
 
Revisiones Sistemáticas 
Las revisiones sistemáticas [Argimón, 2004] de 
artículos científicos siguen un método explícito para 
resumir la información sobre determinado tema o 
problema. Se diferencia de las revisiones narrativas 
en que provienen de una pregunta estructurada y de 
un protocolo previamente realizado. 
 
Prototipado Evolutivo Experimental (Método de 
la Ingeniería) 
El prototipado evolutivo experimental [Basili, 1993] 
consiste en desarrollar una solución inicial para un 
determinado problema, generando su refinamiento 
de manera evolutiva por prueba de aplicación de 
dicha solución a casos de estudio (problemáticas) de 
complejidad creciente. El proceso de refinamiento 
concluye al estabilizarse el prototipo en evolución.  
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Materiales 
Para el desarrollo de los formalismos y procesos 
propuestos se utilizarán: 
Formalismos de modelado conceptual usuales en la 
Ingeniería de Software [Rumbaugh et al., 
1999][Jacobson et al., 2013] y en la Ingeniería del 
Conocimiento [García-Martínez y Britos, 2004]. 
Modelos de Proceso usuales en Ingeniería de 




Para alcanzar los Objetivos trazados se propone: (i) 
realizar una investigación documental exploratoria 
acerca de las técnicas de hacking ético para la 
evaluación de vulnerabilidades más utilizados, 
identificando casos de estudio y de validación, (ii) 
realizar una valoración de las técnicas de hacking 
ético para la evaluación de vulnerabilidades 
estudiadas en base a una comparación de cada una 
de sus características en los casos de estudio 
relevados, especificando detalladamente las 
vulnerabilidades explotadas por cada técnica y la 
afectación potencial a un sistema, elaborando un 
ranking de acuerdo a la peligrosidad de cada una, 
(iii) realizar un estudio detallado de las fases del 
proceso de testeo de sistemas para determinar las 
actividades donde deberían incorporarse las técnicas 
de hacking ético, (iv) proponer un modelo 
integrador de proceso de testeo que incluya el 
hacking ético para la evaluación de 
vulnerabilidades, definiendo fases, actividades y 
recomendando herramientas, (v) realizar pruebas de 
concepto en los casos de estudio y casos de 





El presente proyecto busca desarrollar e incorporar 
un método de hacking ético para la evaluación de 
vulnerabilidades dentro del procedimiento mismo de 
Testeo de un sistema. De esta manera, se aporta a 
los encargados de testing en sectores de Seguridad 
Informática de un grupo de actividades y 
herramientas que les brinde el soporte necesario 
para poder prevenir los problemas que en la 
actualidad son de creciente interés por las pérdidas 
económicas que conllevan. 
 
FORMACIÓN DE RECURSOS HUMANOS 
El grupo de trabajo se encuentra formado por dos 
investigadores formados y tres investigadores en 
formación. En su marco se desarrollan dos Tesis de 
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ACCESIBILIDAD WEB, APORTANDO A LA INCLUSIÓN. 
 
Sonia I. Mariño, Pedro L. Alfonzo, Cintia Galain, Josue Maidana, Romina Alderete 
Departamento de Informática. Facultad de Ciencias Exactas y Naturales y 
Agrimensura. 
9 de Julio 1449. CP: 3400. Corrientes. Argentina. 





La Accesibilidad Web es un aspecto 
tecnológico de connotación social. En el 
trabajo se presentan avances en el 
fortalecimiento de la formación de recursos 
humanos en temas de Accesibilidad Web, con 
miras a la mejora sustantiva de e-soluciones 
para los ciudadanos dado que es un aspecto de 
la calidad de los sistemas informáticos. 
 
Palabras clave: Accesibilidad Web, métodos 
y herramientas, formación de recursos 
humanos, transferencia de conocimientos.  
 
CONTEXTO 
En el marco de un proyecto de I+D acreditado 
por la Secretaria General de Ciencia y 
Técnica (UNNE), se indaga y aplican 
métodos y herramientas para evaluar la 
accesibilidad web en dispositivos móviles y 
considerado como  un aspecto de la calidad de 
la Ingeniería del Software. 
 
1. INTRODUCCIÓN 
La evolución de las tecnologías web y 
móviles transforma actividades personales  y 
profesionales. Además, son cada vez más 
sofisticados los dispositivos y el crecimiento 
tecnológico permite ejecutar aplicaciones más 
complejas [1]. Se coincide con [2] en que el 
uso masivo de dispositivos móviles crea un 
nuevo mercado para desarrolladores de 
software y genera nuevos desafíos para 
mejorar la vida cotidiana de las personas. 
Por lo expuesto, es relevante asegurar la 
Accesibilidad Web (AW) en los productos 
software dado que se utilizan por usuarios con 
diferentes capacidades.  
Para [3], en la Ingeniería del Software (IS) 
existen tres elementos claves: i) los métodos, 
ii) las herramientas y iii) los procedimientos. 
Estos elementos facilitan el control del 
proceso de construcción de software y 
brindan a los desarrolladores las bases de la 
calidad de una forma productiva.  
En este sentido, desde la Ingeniería del 
Software es posible determinar la calidad de 
los productos software en proceso de 
elaboración, siendo la Accesibilidad Web una 
medida aplicable desde etapas tempranas de 
desarrollo y tratada como un requerimiento no 
funcional [4]. 
La Accesibilidad Web referencia el acceso 
universal a este servicio de Internet, 
independientemente del tipo de  hardware, 
software, infraestructura de red, idioma, 
cultura, localización geográfica y capacidades 
de los usuarios [5, 6]. 
La AW, desde la IS, aborda cómo se debe 
codificar y presentar la información cuando se 
diseña un sitio para lograr que las personas 
con o sin alguna discapacidad puedan 
percibir, entender, navegar e interactuar de 
forma efectiva con la Web, así como también 
crear y aportar contenido [7]. 
 En el marco del proyecto “TI en los Sistemas 
de Información: modelos, métodos  y 
herramientas” se avanza en la indagación de 
métodos y herramientas y su aplicación con 
miras a aportar a la inclusión de los 
ciudadanos en el uso de herramientas 
informáticas en este siglo, y contribuir a que 
las Tecnologías de la Información y 
Comunicación (TIC) estén al servicio de la 
comunidad para mejorar su calidad de vida. 
Para el equipo es fundamental el estudio 
teórico y la definición de procedimientos 
orientados a aplicar la AW en los productos 
tecnológicos. 
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Cabe aclarar que la iniciativa de estudio de 
AW, se trata en otras universidades como se 
mencionan en [1, 2, 8, 9, 10, 11, 12, 13, 14, 
15, 16, 17]. 
 
2. LÍNEAS DE INVESTIGACIÓN, 
DESARROLLO E INNOVACIÓN 
Con el objetivo de ampliar conocimientos 
teóricos y desarrollos empíricos en la temática 
se fomenta la construcción de aplicaciones 
móviles que respondan a estándares 
internacionales de accesibilidad como los 
establecidos por la WCAG 2.0 se: 
- Indagación en métodos para el diseño de 
soluciones web y móviles accesibles. 
- Estudio de estándares de medición de la 
AW. 
- Relevamiento de herramientas para la 
medición de accesibilidad web  y móvil. 
- Validación de herramientas en distintas 
plataformas. 
 
3.  RESULTADOS Y OBJETIVOS  
Como se expresó previamente [18] y 
siguiendo los lineamientos de la RedUNCI 
[19], en el proyecto se aborda la Accesibilidad 
Web en el desarrollo en el grado y posgrado, 
con la finalidad de contribuir desde la 
Universidad con la formación de recursos 
humanos que se insertan en la Industria del 
Software. Es así como se logra: 
- la elaboración de dos planes de trabajo 
para becas de pregrado orientadas a la 
revisión y profundización en métodos y 
herramientas de Accesibilidad Web y la 
introducción de su estudio desde etapas 
tempranas del ciclo de vida de las 
aplicaciones móviles. 
- la aprobación de proyectos de tesis de 
posgrado vinculadas a la AW en dominios 
de la Educación. 
- la aprobación del plan de trabajo de un 
Proyecto Final de Carrera [20], modalidad 
trabajo en equipo. 
En referencia a los avances tecnológicos se 
mencionan:  
- identificación y determinación 
de instrumentos para evaluar la AW, 
como sustento de nuevas propuestas. 
- estudio, examen y aplicación 
de métodos para el tratamiento de la 
accesibilidad web basados en las 
pautas descriptas en [21] y adaptadas 
de [22]. 
- elección, análisis estudio y 
aplicación de herramientas 
informáticas para la medición de 
accesibilidad móvil, entre las que se 
mencionan: Test de Accesibilidad de 
Google [23]. 
- utilización de diversos 
dispositivos que responden a distintas 
configuraciones para evaluar el nivel 
de accesibilidad de las aplicaciones. 
- aplicación de las pautas 
WCAG 2.0 [22], desde las etapas 
iniciales del desarrollo de las Apps, 
particularmente se aplica en el diseño 
de un producto destinado al turismo. 
 
4.  FORMACIÓN DE RECURSOS 
HUMANOS 
La universidad se desempeña responsable 
socialmente,  así contribuye en la formación 
de recursos humanos de acuerdo a las 
exigencias de las empresas y gobiernos, 
generando y potenciando los vínculos entre 
Universidad-Empresa-Estado. 
Los desarrollos tecnológicos diseñados y 
construidos con recursos humanos formados y 
en formación aportan a concretar la meta. En 
el año 2017 se fortalece la formación de 
recursos humanos desde el grado 
incorporando becarios [25, 26] y en el 
posgrado con trabajos de investigación 
aplicada.  
Como líneas futuras de trabajo se menciona 
desarrollar asesorías con la finalidad de 
aportar, desde la producción de software en la 
conformación de una sociedad inclusiva 
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RESUMEN 
Debido a la necesidad de construir software 
con mayor cantidad de funcionalidades, 
donde esas funcionalidades se refieren a 
procesos críticos, que muchas veces 
complejizan el uso de los sistemas, en este 
proyecto se propone la elaboración de un 
marco de trabajo para el diseño de software 
basado en procesos de negocio, que permita 
mejorar la usabilidad de los sistemas, 
particularmente en el ámbito de un organismo 
del estado provincial. 
Palabras clave: Modelado de Procesos de 
negocio. BPM. BPMN. Usabilidad.  
CONTEXTO 
Esta propuesta es parte del plan de Trabajo 
Final de la Maestría en Tecnologías de la 
Información (UNNE) que se desarrolla en el 
marco del proyecto 17F018 “Metodologías y 
herramientas emergentes para contribuir con 
la calidad del software”, acreditado por la 
Secretaría de Ciencia y Técnica de la 
Universidad Nacional del Nordeste (UNNE). 
1. INTRODUCCIÓN 
A medida que se requiere la construcción de 
software con mayor cantidad de 
funcionalidades, donde esas funcionalidades 
se refieren a procesos críticos, es importante 
comenzar a pensar en nuevas formas de 
diseñar aplicaciones que permitan la gestión 
efectiva de los diferentes procesos 
involucrados en el negocio del sistema, 
mejorando la facilidad de uso de las 
aplicaciones. Los problemas de usabilidad de 
los sistemas de información han sido 
ampliamente estudiados en los últimos años, 
intentando encontrar la mejor manera de hacer 
que los sistemas de información sean más 
fáciles y efectivos de usar. El uso de modelos 
de procesos de negocio es una de las áreas de 
investigación que podría generar nuevas ideas 
para mejorar la usabilidad de los sistemas de 
información [1]. 
La visión de proceso de negocio resulta 
especialmente adecuada para las 
organizaciones estructuradas con objetivos 
bien definidos, como los organismos del 
estado.  En este caso, se propone orientar la 
solución al Instituto de Vivienda de 
Corrientes (INVICO), un ente autárquico de 
la provincia de Corrientes, cuya misión es 
satisfacer las necesidades de hábitat y calidad 
de vida de todos los ciudadanos construyendo 
espacios adecuados para su desarrollo. 
El instituto gestiona: 
 Inscripciones de postulantes a acceder a 
una solución habitacional 
 Sorteo de viviendas 
 Créditos para adjudicatarios de una 
solución habitacional INVICO, 
incluyendo el proceso de recupero de 
cuotas 
 Obras / Certificación de obras 
 Proveedores / Contratistas 
 Recursos Humanos 
Maneja grandes cantidades de información, 
que son de vital importancia para el 
funcionamiento del instituto. 
El organismo cuenta con el Departamento 
Sistemas, compuesto por las áreas de 
Desarrollo de Software, Mesa de Ayuda, 
Infraestructura y Bases de Datos, y 
Comunicación Visual. 
El área de Desarrollo de Software se dedica 
tanto a mantenimiento de sistemas existentes 
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como a desarrollo de nuevos sistemas, que 
forman parte de un plan integral de 
actualización de tecnología (migración de 
sistemas existentes) para lograr la integración 
completa de todos los sistemas INVICO. 
Estas actualizaciones de tecnologías se deben 
a que todavía quedan algunos sistemas 
antiguos los cuáles no están conectados entre 
sí, además de que algunos sistemas se han 
vuelto obsoletos. 
El Departamento de Sistemas busca la 
mejora continua de las aplicaciones software, 
a través de la aplicación de las últimas 
tecnologías que permitan mejorar las 
funcionalidades como así también la 
interacción del usuario a través de interfaces 
intuitivas usables que mejoren la experiencia 
del usuario con los sistemas. 
En el día a día, el equipo de desarrollo, 
trabaja sobre un proyecto de software nuevo a 
la vez, y además se ocupa de solucionar 
requerimientos de los sistemas existentes, 
solicitados por las diferentes áreas del 
Instituto. 
Se trata de optimizar el proceso de 
desarrollo para reducir los tiempos de las 
entregas y lograr mejoras en la distribución 
del trabajo del equipo. 
Para lograr este objetivo se propone la 
elaboración de un marco de trabajo, basado en 
el modelado de los procesos de negocio, que 
oriente el diseño de las aplicaciones para 
mejorar la usabilidad de los sistemas, que 
permita disminuir el tiempo de aprendizaje de 
utilización por parte de los usuarios. 
A. Trabajos Relacionados 
En [1] los autores proponen una solución 
innovadora para la gestión y visualización de 
la ejecución de procesos de negocio. A 
diferencia de los sistemas de información 
tradicionales donde la ejecución de procesos 
de negocios se lleva a cabo usando controles 
de interfaz (ventanas, pantallas, menús), se 
propone un enfoque para administrar la 
ejecución de procesos de negocios 
directamente usando diagramas gráficos que 
describen procesos de negocios. El usuario 
puede iniciar las actividades de ejecución del 
proceso directamente haciendo clic en el 
elemento deseado del diagrama del proceso de 
negocio. De esta forma, se pueden iniciar 
todas las actividades relevantes: iniciar la 
ejecución del proceso, elegir la ruta de 
ejecución, abrir objetos/documentos de datos, 
finalizar la ejecución del proceso, etc. Las 
actividades ejecutadas se pueden representar 
visualmente en los diagramas de procesos de 
negocio, por ejemplo, coloreando los pasos 
del proceso de negocio ya ejecutados. 
Además, los autores aseguran que el 
mecanismo de ejecución del proceso 
comercial propuesto permite mejorar 
significativamente la usabilidad de los 
sistemas de información.  
B. BPM (Business Process Managemement)  
BPM es un conjunto de métodos, 
herramientas y tecnologías utilizados para 
diseñar, representar, analizar y controlar 
procesos de negocio. Promueve la 
colaboración entre personas de negocio y 
tecnólogos para fomentar procesos de negocio 
efectivos, ágiles y transparentes [2].  
Para el modelado de procesos de negocio se 
utilizan diagramas gráficos que se organizan 
jerárquicamente. Cada diagrama en la 
jerarquía describe un objeto o actividad de un 
nivel superior. Los diagramas se componen de 
símbolos gráficos que representan las 
actividades necesarias para la ejecución de los 
procesos de negocio, como los objetos de 
datos, y el flujo de control y de datos, además 
de los diferentes momentos en el tiempo. En 
[1] se plantea la posibilidad de trabajar con 
elementos gráficos de diagramas 
directamente, para lo que se cuestionan la 
identificación de qué requisitos debe cumplir 
un modelo de proceso de negocios para la 
ejecución directa de los procesos de 
información. 
El uso de conceptos de modelado de 
procesos permite a los diseñadores especificar 
requisitos de proceso en términos de 
interacciones en la web, representadas por 
agentes humanos. El uso de servicios web 
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permite a los diseñadores modelar los 
requisitos de distribución de procesos 
derivados de las limitaciones de la 
organización, las oportunidades de diseño o 
los sistemas heredados existentes [3]. 
C. BPMN (Business Process Modeling 
Notation)  
BPMN es un lenguaje para el modelado de 
procesos, que sigue una notación gráfica 
estándar gestionado por la OMG (Object 
Management Group), que permite la creación 
de diagramas de negocio mediante una técnica 
para graficar flujos de trabajo.  
Tiene como objetivo proporcionar un 
lenguaje común para los diferentes usuarios 
involucrados en el negocio (analistas que 
crean y refinan los procesos, desarrolladores 
que implementan esos procesos, y directores 
que monitorizan y gestionan las actividades) 
[2]. 
Las grandes organizaciones modelan sus 
procesos en lenguajes como BPMN e 
incluyen programas para la mejora de 
procesos, aunque solo algunas usan sistemas 
BPM para ejecutar automáticamente sus 
procesos operativos. En la actualidad, es 
común encontrar en las organizaciones un 
enfoque orientado a "pensar en el proceso" 
[4].  
D. Usabilidad 
De las definiciones de Redish y Dumas, 
Krug y Nielsen, se desprende que la 
usabilidad tiene que ver con centrarse en el 
usuario que utiliza el software, proporcionar 
software adecuado para cualquier usuario 
independientemente de las habilidades, que le 
permita realizar sus tareas fácilmente, de 
manera rápida, eficiente y productiva.  
Entonces, al desarrollar un producto, 
tenemos que pensar en la diversidad de 
usuarios posibles y con diferentes habilidades, 
conocimientos, y características. Diseñar para 
usuarios experimentados es bastante difícil, 
pero diseñar para usuarios no calificados es 
un desafío mucho mayor [5].   
Para lograr interfaces amigables con el 
usuario es necesario comprender los 
problemas de los usuarios frustrados, y de los 
que aún no se acercan a la tecnología. 
También es importante una mejor 
comprensión de las capacidades y 
limitaciones de las interfaces de usuario 
actuales. 
En [5] se presenta el concepto de 
Usabilidad Universal, que tiene que ver con 
cómo pueden los servicios de información y 
comunicaciones ser utilizables para todos los 
ciudadanos. La usabilidad universal, podría 
plantearse como un concepto más transversal 
que la mera usabilidad, en el que se tratan 
conjuntamente aspectos de accesibilidad, 
user-friendly y usabilidad. 
Las interfaces de usuario de computadoras 
incrementaron su importancia con el aumento 
del número de usuarios y aplicaciones, y una 
alta usabilidad es deseable, la que no aparece 
por arte de magia, sino que, para garantizar la 
facilidad de uso de los productos informáticos 
interactivos, se debe incluir activamente a las 
inquietudes de usabilidad en el proceso de 
desarrollo de software [6].  
En [6] se presenta un modelo de usabilidad, 
versión modificada y ampliada de las “Reglas 
de oro” de Gould y Lewis, enfocado desde el 
principio en los usuarios, y su participación 
en el diseño y coordinación en las diferentes 
partes de la interfaz de usuario. Los elementos 
más básicos en el modelo de ingeniería de 
usabilidad son las pruebas de usuario 
empíricas y la creación de prototipos, 
combinado con un diseño iterativo.  
Es importante tener en cuenta no sólo que 
un diseño de interfaz cumpla con las 
necesidades actuales, sino también si entra en 
conflicto con las habilidades que los usuarios 
han adquirido de las interfaces anteriores y si 
parece lo suficientemente flexible como para 
ser extendida para las interfaces futuras. 
Entre las cinco características principales de 
usabilidad se encuentran [6]:  
 Facilidad de aprendizaje  
 Eficiencia en el uso, una vez que el 
sistema se ha aprendido  
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 Capacidad de los usuarios poco 
frecuentes para volver al sistema sin 
tener que aprenderlo todo  
 Frecuencia y gravedad de los errores del 
usuario  
 Satisfacción del usuario (subjetiva) 
 
 
Además, existen nueve heurísticas de 
usabilidad [6]:  
 Utilice el diálogo simple y natural  
 Hable el idioma del usuario  
 Reducir al mínimo la carga de memoria 
de usuario  
 Se consistente  
 Suministre realimentación  
 Proporcionar salidas claramente 
marcadas  
 Proporcione atajos  
 Proporcionar buenos mensajes de error  
 Evitar errores 
En este proyecto, el foco se encuentra en la 
unión de ambos conceptos, procesos de 
negocio y usabilidad. Así, en [7] se presenta 
el estado del arte que estudia la combinación 
entre el modelado de procesos de negocio y el 
modelado de interfaces de usuario. Allí se 
concluye que es posible guiar el proceso de 
construcción de una solución y tener en 
cuenta tanto la ejecución del proceso como la 
interfaz de usuario en una etapa lo 
suficientemente temprana. Y que este enfoque 
mejora el impacto en la solución de trabajo. 
Las investigaciones en el diseño de interfaz 
de usuario basado en modelos han generado 
diferentes tipos de lenguajes y estrategias 
específicas. Entre las más utilizadas, se 
encuentran las estrategias que se centran en el 
conocimiento del usuario y en el 
conocimiento que tenga el diseñador sobre el 
usuario, sobre sus objetivos y sobre las tareas 
que necesitan realizar para cumplir estos 
objetivos [8].  
A su vez, para ello es necesario tener en 
cuenta la usabilidad del producto software 
resultante. En este sentido, la norma ISO/IEC 
25010 [9] identifica seis características 
relacionadas con la usabilidad entre las que se 
pueden destacar la operatividad y el 
aprendizaje. Por un lado, la operatividad que 
busca medir la capacidad del producto 
software para ser controlado con facilidad. 
Por otro lado, el aprendizaje que consiste en 
la capacidad del producto software resultante 
para que los usuarios aprendan a utilizarlo. 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
Este proyecto se orienta a la elaboración de 
un marco de trabajo para el diseño de 
software basado en procesos de negocio, que 
permita mejorar la usabilidad de los sistemas 
en el ámbito de un organismo del estado 
provincial, tomando como caso de estudio un 
área de la gerencia de Programas 
Autogestivos del INVICO. Para lo que será 
necesario: 
 Estudiar en profundidad los conceptos, 
técnicas y herramientas vinculadas con el 
modelado de procesos de negocio; y con 
métodos y técnicas para la mejora de la 
usabilidad desde el diseño de las 
interfaces de los sistemas de información. 
 Identificar los procesos de negocio 
relevantes del área caso de estudio. 
 Modelar los mismos utilizando el enfoque 
centrado en procesos BPM, mediante el 
estándar BPMN. 
 Definir un marco de trabajo que basado en 
el modelado de los procesos de negocio 
identificados y en las técnicas de 
usabilidad, oriente el diseño de las 
aplicaciones. 
 Validar y evaluar la propuesta mediante el 
desarrollo de una aplicación para el área 
caso de estudio. 
3. RESULTADOS 
OBTENIDOS/ESPERADOS 
Se espera que el marco de trabajo resultante 
de este proyecto, se implemente en el 
Departamento Sistemas del INVICO para el 
desarrollo y/o mantenimiento del software de 
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gestión del instituto.  
Como valor agregado de esta propuesta, el 
modelado de los procesos de negocios 
permitirá alinear los sistemas informáticos a 
los objetivos estratégicos de la organización. 
La profundización en técnicas y métodos 
para mejorar la usabilidad del software, 
permitirá además mejorar el tiempo entre el 
análisis y el diseño, haciendo más eficiente el 
trabajo del equipo de desarrollo. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
En esta línea participan dos investigadores 
formados y una tesista de posgrado que con 
esta propuesta espera lograr la obtención del 
título de Magister en Tecnologías de la 
Información, proyecto interinstitucional entre 
la Universidad Nacional de Misiones y la 
Universidad Nacional del Nordeste que se 
dicta en ambas universidades con un único 
plan de estudio.  
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La compleja sociedad del conocimiento 
brinda un espacio desde el cual se pueden 
diseñar, implementar y auditar procesos de 
gestión de la información para propiciar la 
administración del conocimiento 
organizacional como apoyo a la toma de 
decisiones. Se presenta un proyecto de 
capacitación y desarrollo en temas de 
Gestión del Conocimiento vinculado con la 
Informática, definido desde el ámbito 
académico y con perspectivas de alcance 
regional. 
 
Palabras clave: Gestión en la Información, 
Gestión del Conocimiento, modelos, 




La línea de trabajo se desarrolla en el marco 
del proyecto “TI en los sistemas de 
información: modelos, métodos y 
herramientas” acreditado por la Secretaría 
General de Ciencia y Técnica de la 
Universidad Nacional del Nordeste (UNNE). 
 
1. INTRODUCCIÓN 
El conocimiento es un elemento clave en las 
sociedades del siglo XXI. Este concepto se  
trata desde los inicios de las sociedades y 
emerge como un elemento clave en las 
sociedades complejas. Así, surgen términos 
como sociedades del conocimiento o 
sociedades basadas en la economía del 
conocimiento.  
OECD [1, 2] establece que "La economía 
basada en el conocimiento es una expresión 
acuñada para describir las tendencias de las 
economías avanzadas hacia una mayor 
dependencia del conocimiento, la 
información y los altos niveles de habilidad, 
y la creciente necesidad de acceso fácil a 
todos ellos por parte del sector empresarial y 
público”.  
Las Universidades como organizaciones 
complejas del siglo XXI deben afrontar 
innovadoras estrategias en pro de gestionar 
sus recursos tangibles e intangibles. El 
capital humano, el capital estructural y el 
capital relacional generados en contextos 
universitarios a diversas escalas ejemplifican 
claramente el capital intangible 
organizacional. 
En [3, 4] se diferencia entre datos, 
información, conocimiento y saberes. Por su 
parte en [5, 6, 7] y otros autores distinguen 
entre los conocimientos tácitos y explícitos. 
Este concepto se trata desde diversas 
disciplinas surgiendo tipologías adecuadas 
para el tratamiento del conocimiento como 
clave de la economía basada en el 
conocimiento. 
En este proyecto se propone abordar 
modelos, métodos y herramientas como un 
instrumento de la Gestión del Conocimiento 
y que plasma el Capital Intelectual generado 
desde un espacio de Educación Superior 
hacia el contexto. 
El objetivo primordial de la Gestión del 
Conocimiento es propiciar un entorno para 
crear, transferir y aplicar el conocimiento en 
las organizaciones [8, 9]. Es decir, se aplica 
para compartir y difundir el conocimiento y 
la experiencia de los recursos humanos de 
una organización con miras a lograr que ésta 
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sea accesible y empleada por otros miembros 
de la comunidad. 
Los sistemas informáticos reflejan el Capital 
Humano, el Capital Estructural y el Capital 
Relacional, que componen el Capital 
Intelectual de una organización. Dado que 
surgen de la integración de modelos, 
métodos y herramientas que pueden tratarse 
desde la Informática integrando aspectos de 
la Gestión del Conocimiento. 
 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
En el marco de este proyecto, las líneas de 
trabajo relacionadas con los sistemas 
informáticos y la gestión del conocimiento 
implican: 
 Selección y estudio de Modelos de 
Gestión del Conocimiento. 
 Identificación de métodos y 
herramientas TIC y no TIC como 
soporte a los procesos de GC. 
 Determinación y estudio de 
Taxonomías de herramientas TIC y 
su validación en diversos procesos de 
desarrollos tecnológicos. 
 Diseño de programas de formación 
de recursos humanos y su 
seguimiento, en el entendimiento que 
estos sujetos son los difusores de los 
conocimientos adquiridos asegurando 
el alcance regional de las propuestas 
teóricas–prácticas definidas. 
 
3. RESULTADOS OBTENIDOS / 
ESPERADOS 
El conocimiento adquirido desde un curso de 
posgrado en el marco de estudios superiores 
de Ciencias Cognitivas permite identificar 
las amplias posibilidades de su tratamiento 
en la Informática, una “disciplina bio-psico-
socio-tecno-cultural” según [10]. 
Los artefactos de las TIC reflejan los 
modelos, métodos y herramientas 
seleccionadas por los equipos de trabajo. Es 
así que desde la GC representan el capital 
intelectual de la organización en la cual estos 
sistemas de apoyo a la administración, 
gestión y toma de decisiones se insertan. Por 
ello se plantea establecer una relación entre 
los procesos de la GC y algunas áreas de la 
Informática, produciendo innovaciones en la 
forma en que se trata la captura, 
almacenamiento, procesamiento y difusión 
de la información transformada en 
conocimiento. 
Se desarrollan conceptos de GC en trabajos 
de investigación aplicada y en desarrollos 
profesionales/ A modo de ilustrar se 
mencionan los descritos en [11, 12, 13]. 
Los conocimientos teóricos y desarrollos 
empíricos logrados se plasman en la 
definición y ejecución de un curso de 
postgrado desarrollado en el marco de la 
Maestría en Tecnologías de la Información 
(carrera cooperativa entre la Universidad 
Nacional del Nordeste y la Universidad 
Nacional de Misiones).  
Los resultados alcanzados permiten 
concretar la socialización de los 
conocimientos con miras a lograr 
aprendizajes significativos de modo que la 
interiorización de estos temas logre mejoras 
en la gestión de la información y en la 
definición de sistemas de información 
destinados a las organizaciones del siglo 
XXI. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
El proyecto que se describe se desarrolla 
implícita y explícitamente desde algunos 
años en la UNNE.  
En referencia a la formación de recursos 
humanos en la temática se menciona el 
diseño y ejecución de trabajos de 
finalización de la carrera Licenciatura en 
Sistemas de Información, becarios de grado 
y posgrado, tesistas de posgrado y trabajos 
de docentes-investigadores.  
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Además, los conocimientos adquiridos se 
transfirieron a aproximadamente 80 
estudiantes profesionales de la Maestría en 
Tecnologías de la Información en el ciclo 
2016-2017, impartiendo un curso con estos 
temas.  
 
Los resultados mencionados como la 
formación de los recursos humanos en torno 
a temas de la Gestión del Conocimiento 
acrecentarán la masa crítica de profesionales 
del sector de las TIC en estos temas que se 
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En la actualidad, la programación paralela 
está siendo ampliamente utilizada en 
aplicaciones tanto científicas como 
comerciales. A través de esta se busca lograr 
una reducción del tiempo necesario para 
resolver un problema complejo y un aumento 
en la calidad de la respuesta. Las propuestas 
existentes para guiar el desarrollo de 
programas paralelos plantean únicamente 
metodologías para su diseño y en algunos 
casos herramientas para su implementación, 
sin hacer uso de buenas prácticas propias de 
la Ingeniería de Software.  
Esta línea de investigación intenta elaborar 
una propuesta de fases que incluirá por una 
parte las de diseño e implementación -ya 
investigadas previamente por diversos 
autores-, y por otra parte la adaptación de 
fases propias de la Ingeniería de Software 
como la captura de requisitos y las pruebas, 
no utilizadas hasta el momento en la 
programación paralela. Esta propuesta será 
aplicada a la predicción del comportamiento 
de incendios forestales, donde el poder 
computacional ofrecido por los programas 
paralelos contribuiría en la obtención de un 
resultado de calidad en el menor tiempo 
posible.  
 
Palabras clave: programas paralelos, 
Ingeniería de Software, predicción de 




El presente trabajo se encuadra en la línea 
de I+D denominada “Procesamiento 
Distribuido y Paralelo” y se desarrolla en el 
marco del proyecto de investigación 
denominado: “Orquestación de servicios para 
la Continuidad Edge al Cloud”. 
La unidad ejecutora de dicho 
proyecto es el Departamento de Informática 
de la Facultad de Ciencias Exactas, Físicas y 
Naturales (FCEFyN) de la Universidad 




En un mundo donde el tiempo es, quizás, 
el bien más preciado, la velocidad resulta 
esencial y la eficiencia es traducida en cuán 
rápido y qué tan bien podemos solucionar un 
problema [1]. En este contexto, es donde el 
procesamiento paralelo adquiere importancia. 
Esta, es un área de las ciencias de la 
computación que aprovecha los recursos de 
hardware a través de la construcción de 
programas en los que múltiples tareas 
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cooperan estrechamente para resolver un 
problema [2]. 
Un programa paralelo divide el problema a 
resolver en piezas que serán ejecutadas por un 
procesador multi-núcleo o múltiples 
procesadores mono-núcleo, dependiendo de si 
se trata del modelo de memoria compartida o 
distribuida. Algunas de estas piezas lo harán 
en simultáneo, es decir en paralelo, logrando 
así una reducción del tiempo necesario para 
completar el trabajo [3]. Además de mejorar 
el tiempo de ejecución, también se puede 
aumentar la calidad de la solución obtenida 
respecto del mejor algoritmo secuencial 
tratando el mismo problema [1]. Sin embargo, 
no todas las aplicaciones que sean 
programadas en paralelo obtendrán una 
importante mejora en el desempeño. Esto se 
debe, en la mayoría de los casos, a la 
necesidad de los núcleos de coordinar su 
trabajo. Esta coordinación involucra 
comunicación, balanceo de carga y 
sincronización [2].  
La evolución de los procesadores a lo largo 
del tiempo, demostró que existe una continua 
demanda de incremento del poder 
computacional. Otra fuente histórica de 
incremento del poder computacional es el 
paralelismo que con el paso de los años, se 
está volviendo omnipresente y, en 
consecuencia, la programación paralela se 
convierte así en un aspecto central para las 
empresas de desarrollo de software.  
A medida que aumenta el poder 
computacional, aumenta la cantidad de 
problemas que pueden ser considerados para 
su resolución. Entre estos se encuentran los 
pertenecientes a campos como: modelado 
climático, descubrimientos medicinales, 
análisis de datos en genética, física, medicina, 
Internet, entre otros [2]. Dentro del conjunto 
de problemas que pueden ser resueltos a partir 
de un incremento del poder de cómputo, 
existe un subgrupo que requiere su resolución 
en un período de tiempo razonable y otro que 
incluso posee un tiempo máximo de 
resolución, denominado en inglés deadline, 
donde posterior a este, el dato deja de ser útil, 
como es el caso de la predicción 
meteorológica [4] y la predicción del 
comportamiento de incendios forestales 
[5][6][7]. En este último caso, para poder 
tomar decisiones preventivas sobre una 
distribución de recursos de extinción lo más 
eficiente posible, se necesita un sistema de 
predicción cuyos resultados deben producirse 
antes de que ocurra el fenómeno [5]. Por esto, 
se vuelve fundamental lograr una reducción 
en el tiempo de cálculo. Si bien el tiempo de 
respuesta es clave, también lo es la calidad de 
la predicción debido a la criticidad de las 
decisiones que se van a tomar en función de la 
salida [6]. En este caso se busca determinar el 
posible comportamiento de un incendio 
forestal una vez que este ya se ha iniciado, es 
decir, obtener información de la dirección y 
velocidad de la propagación, la forma del 
frente de fuego y la intensidad de la llama, 
utilizando la mayor cantidad de información 
posible [7][8].  De acuerdo con estos 
requisitos, se torna primordial la utilización 
de sistemas de procesamiento de alto 
rendimiento y la implementación de 
programas paralelos [7]. Esta línea de 
investigación se basa en la aplicación de los 
programas paralelos a la predicción del 
comportamiento de incendios forestales.  
Si bien, tradicionalmente, los principales 
desarrollos de programas paralelos estuvieron 
orientados a aplicaciones científicas e 
ingenieriles, actualmente, las aplicaciones 
comerciales que deben procesar grandes 
volúmenes de datos también requieren del 
paralelismo para obtener un buen desempeño. 
En cualquiera de los casos mencionados, 
desarrollar programas paralelos no es una 
tarea sencilla, ya que la mayoría de los 
problemas tienen muchas soluciones paralelas 
y resulta difícil encontrar la óptima o, incluso, 
una aceptable. De hecho, la programación 
paralela ha sido pensada tradicionalmente 
como una actividad intensiva en tiempo y 
esfuerzo [9]. Tal es así que el progreso de los 
componentes de hardware implicados en la 
computación paralela, debe ir acompañado de 
un progreso en los aspectos de diseño, análisis 
y aplicación de los programas paralelos para 
que estos beneficios sean observables en la 
práctica [1]. 
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Tradicionalmente, la Ingeniería de 
Software ha estado más enfocada en el 
dominio empresarial y de la tecnología de la 
información que en el dominio de la ciencia y 
la ingeniería. Muchos investigadores 
pertenecientes a esta rama de la Ingeniería 
han asumido que cualquiera de sus soluciones 
podría aplicarse al ámbito de las ciencias de la 
computación, mientras que un gran número de 
investigadores de dicho ámbito han creído 
que sus inconvenientes eran diferentes a los 
surgidos en entornos tradicionales de la 
Ingeniería de Software y, por lo tanto, no han 
aplicado sus métodos.  
Actualmente, en la mayoría de los casos, el 
desarrollo de software en las ciencias de la 
computación no sigue las buenas prácticas 
tradicionales de la Ingeniería de Software y 
esto se debe a que muchas de ellas no son 
aplicables sin una previa adaptación. Esta 
tendencia debe ser abordada para mejorar 
tanto la productividad del desarrollo como la 
fiabilidad del software a desarrollar [10]. No 
tendría sentido buscar notaciones, métodos o 
técnicas universales para la Ingeniería de 
Software ya que diferentes tipos de software 
requieren de distintos enfoques. Sin embargo, 
hay ciertos principios fundamentales que se 
aplican a todo tipo de software como son: 
desarrollar utilizando un proceso 
comprendido y gestionado, entender y 
gestionar los requerimientos de clientes y 
usuarios, y usar eficientemente los recursos 
[11].  
A partir del análisis de propuestas de 
diversos autores [1][2][9][12], es posible 
afirmar que todos ellos plantean únicamente 
metodologías para el diseño de programas 
paralelos y en algunos casos herramientas 
para la implementación, dejando de lado las 
fases frecuentemente utilizadas en el área de 
la Ingeniería de Software, como son la 
captura de requisitos y las pruebas.  
Estas dos últimas fases mencionadas se 
presentan como un espacio sin investigar en el 
ámbito de la programación paralela, por lo 
cual se trasforma en el problema que se 
intenta abordar en esta línea de investigación. 
El problema planteado se relaciona 
específicamente con la conveniencia de 
integrar aportes de la Ingeniería de Software 
tradicional al desarrollo de programas 
paralelos, reuniendo conocimientos hasta el 
momento inconexos. Esta investigación se 
propone definir y caracterizar las fases para el 
desarrollo de programas paralelos y aplicar la 
propuesta a la predicción del comportamiento 
de incendios forestales. 
 




Siguiendo la línea de investigación 
en que se enmarca este trabajo, 
se llevarán a cabo actividades relacionadas 
con los siguientes espacios: 
 Ingeniería de software 
 Ciencias de la computación, en el 






En esta línea de I+D se intenta elaborar 
una propuesta de fases que incluya tanto las 
de diseño e implementación que suelen 
utilizarse frecuentemente en el ámbito de la 
programación paralela como la adaptación de 
fases propias de la Ingeniería de Software, 
como son la captura de requisitos y las 
pruebas de verificación y validación, que no 
se han utilizado aún en dicho ámbito.  
Estas dos últimas fases serán adaptadas en 
función de las necesidades específicas y 
características particulares de los programas 
paralelos y sus entornos de desarrollo. Para 
llevar a cabo esta tarea, se seleccionarán entre 
las diversas técnicas existentes y difundidas, 
aquellas que mejor se ajusten, y serán 
modificadas en aspectos que se considere que 
contribuirán a mejorar la calidad del software 
resultante.  
Se busca contribuir en el área de la 
programación paralela produciendo una guía 
útil para que quienes no tienen conocimientos 
en el área de la Ingeniería de Software puedan 
llevar a cabo dichas fases adecuadamente. 
Para cada fase de la propuesta se plantearán 
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una serie de actividades a realizar y un 
conjunto de buenas prácticas que deberían 
tener en cuenta las partes interesadas tanto 
pertenecientes al equipo de desarrollo como 
ajenas (clientes, usuarios, sponsors, etc.).   
Luego, se pretende aplicar la propuesta de 
fases elaborada al desarrollo de un programa 
paralelo para la predicción del 
comportamiento de incendios forestales y así 
poder analizar sus limitaciones y 
potencialidades. 
Se espera que a través del uso de la 
propuesta en el desarrollo de programas 
paralelos se logre satisfacer las necesidades y 
objetivos de todas las partes interesadas.   
 
4. FORMACIÓN DE 
RECURSOS HUMANOS 
 
Esta investigación se encuadra en el 
proyecto que se ejecuta bajo la dirección del 
Lic. Nelson Rodriguez y la codirección de la 
Lic. Maria A. Murazzo. 
En el marco de la línea de I+D presentada, 
se desarrolla una tesina de grado por parte de 
la estudiante de la Licenciatura en Sistemas 
de Información de la Universidad 
Nacional de San Juan, Ana Laura Molina.  
Dicha tesina es asesorada por el director 
del proyecto antes mencionado, el Lic. 
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El presente trabajo propone un modelo de 
software resultado de la aplicación de la 
metodología de desarrollo de software Webml 
y el estándar IFML aplicado a la gestión de la 
calidad del Instituto de Investigación y 
Educación a Distancia (I.I.E.Di.), dependiente 
de la Secretaria Académica de Rectorado de 
la Universidad Nacional de Salta (U.N.S.a). 
 
Palabras claves:  
Normas de Calidad ISO 9.001, Sistema de 
Gestión de Calidad (SGC), Institutos de 
Investigación, Herramientas informáticas de 
apoyo al SGC. Metodología WebML (Web 





El Instituto de Investigación y Educación a 
Distancia (I.I.E.Di.) fue creado en el año 
2.002 por el Consejo Superior mediante 
Resolución CS Nº 037/02, dependiendo en 
ese momento de la Facultad de Ciencias de la 
Salud de la Universidad Nacional de Salta. En 
el año 2.006 pasa a depender de la Secretaria 
Académica de Rectorado – U.N.S.a por 
resolución CS Nº 349/06.  
 
Entre los objetivos generales del I.I.E.Di. 
podemos mencionar: 
 
a)   Promover y realizar investigaciones en 
educación a distancia. 
b)    Propender a la formación y capacitación 
de recursos humanos en distintas 
disciplinas en la modalidad a distancia y 
en el uso de Tecnologías de la 
Información y la Comunicación para 
coadyuvar a la calidad de las propuestas a 
distancia. 
c)  Asesorar y/o prestar servicio en el ámbito 
de la modalidad a distancia a las distintas 
Unidades Académicas y Sedes Regionales 
de la U.N.Sa. y entidades públicas y/o 
privadas. 
d)  Difundir las acciones desarrolladas por 
este Instituto. 
e)  Promover el uso de medios y nuevas 
tecnologías en la enseñanza presencial. 
f)   Producir materiales en distintos soportes 
para educación a distancia y enseñanza 
presencial. 
g)  Impulsar la Educación a distancia 
en entornos virtuales en la U.N.Sa y fijar 
pautas, criterios y procedimientos que 
garanticen su calidad 
 
Dentro de las actividades que desarrolla 
podemos destacar el Proyecto de Tutorías 
Personalizadas, cuyo propósito es realizar 
acompañamiento a equipos docentes 
interesados en la inclusión de aulas virtuales 
en las cátedras universitarias. 
 
El presente trabajo se lleva a cabo dentro del 
marco del proyecto de investigación Nro: 
2.278/0 “Estudio de la familia de normas ISO 
9.000 y su aplicación a centros educativos”, 
aprobado en el año 2.014 por el consejo de 
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1. INTRODUCCION 
  
El presente trabajo fue llevado a cabo 
considerando dos puntos de vistas bien 
diferentes, por un lado, se estudian y definen 
directrices o guías que orienten a los institutos 
de investigación y capacitación a distancia, en 
cuanto a la implementación de un sistema de 
gestión de calidad (SGC) eficaz que cumpla 
los requisitos de la norma ISO 9001:2015. Por 
otro lado, se plantea el análisis, diseño e 
implementación de un software de apoyo al 
SGC para el Instituto de Investigación y 
Educación a Distancia (I.I.E.Di.), utilizando 
como metodología   Web Modeling Language 
(WebML) y la herramienta CASE WebRatio, 
expresando los modelos en el standard IFML 
(Interaction Flow Modeling Language). Se 
espera que la presente investigación sirva de 
referencia para cualquier implementación de 
gestión de la calidad en el ámbito de la 
capacitación a distancia. 
 
A modo de breve reseña histórica, en el año 
1.987 se obtuvo la primera referencia europea 
a la calidad en investigación y desarrollo 
(I+D), que analiza la aplicabilidad de la 
norma ISO 9.001:2.008 a las actividades de 
I+D [Alonso, P. M. 2.005]. 
 
La implementación exitosa de un sistema de 
calidad (SGC) aporta un gran número de 
beneficios a las organizaciones en general, 
logrando no solo reducir sus costos de manera 
razonable, sino que además ayudan a lograr la 
tan preciada satisfacción de sus usuarios, lo 
cual nos brinda una gran motivación para los 
integrantes de la misma.  
 
Promover la calidad en la capacitación e 
investigación a distancia es tratar de mejorar 
de forma continua sus prácticas de forma que 
permitan: 
 
 Garantizar los resultados y productos 
obtenidos. 
 Asegurar la trazabilidad de los 




Desde el momento de su creación, los 
requisitos de la norma internacional ISO 
9.001:2015 son genéricos y aplicables a todas 
las organizaciones sin importar su tipo, 
tamaño o producto o servicio suministrado.  
 
La gestión de la calidad en la investigación 
debe ser sobre todo flexible y adaptada a las 
necesidades específicas de los investigadores, 
pudiendo conceptualizarse tres fases 
asociadas a la investigación: 
 
1) Definición de los objetivos: En esta 
fase hay que lograr la identificación de 
los criterios de satisfacción de las 
diferentes partes interesadas. 
2) Realización de la investigación: Las 
cuestiones a tener en cuenta en esta 
fase tienen que ver con los diferentes 
procesos a ejecutar, sus interacciones 
y gestión eficiente. 
3) Valoración y puesta en valor de los 
resultados: Esta fase es esencial pues 
contribuye al reconocimiento del 
organismo de investigación y en ella 
se concretan los esfuerzos y la razón 
de ser de los investigadores. 
 
La representación de las tres fases principales 
de la investigación junto con los principios de 
gestión de calidad aplicables se muestra en la 
siguiente figura: 
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Figura 1- Fases principales de la 
investigación. 
 
Podemos definir una metodología para 
implementar el SGC en el área de la 
capacitación e investigación a distancia, 
utilizado el esquema anterior de manera 
sistemática, dando lugar a un ciclo de mejora 




Figura 2- Ciclo de mejora continua. 
 
Como hemos podido observar, en base a la 
investigación bibliográfica, un sistema de 
gestión de la calidad se basa en la gestión de 
muchos documentos, de manera estricta y 
minuciosa. Por esta razón es fundamental el 
apoyo de la tecnología informática, es decir 
que no alcanza con un procesador de textos y 
un espacio de almacenamiento compartido en 
un servidor de archivos. 
 
Todo documento relacionado con el sistema 
de gestión de la calidad debe ser desarrollado 
a través de un proceso perfectamente 
documentado. Además, una vez aprobado, 
debe estar disponible para todos quienes 
participan en el SGC, y por otra parte no 
disponible para quienes no están involucrados 
en el. A su vez las sucesivas revisiones deben 
quedar claramente identificadas así como los 
cambios realizados. También, si los 
documentos obsoletos se mantienen en el 
SGC para poder ser consultados deben quedar 
claramente identificados como obsoletos para 
impedir que sean utilizados como actuales, 
por error. Por ejemplo, debe impedirse su 
modificación incluso a personal autorizado 
para generar documentos. 
  
Esto es claramente el manejo de una base 
documental asociada a un proceso de decisión 
y de elaboración conjunta de los que 
típicamente se realizan con herramientas de 
trabajo en grupos. 
 
En función a lo expresado, tomando como 
referencia las especificaciones y directrices 
investigadas por el C.I.D.I.A. para la 
aplicación de la familia de norma ISO 
9.001:2.008  se realizó el análisis y diseño de 
un SGC, utilizando la metodología WebML, 
logrando expresar los modelos en el standard 
IFML (Interaction Flow Modeling Language) 
y se implementó de un prototipo funcional de 
una herramienta para acompañar una 
implementación de calidad bajo los requisitos 
de la norma ISO 9.001:2.015 en el Instituto de 
Investigación y Educación a Distancia 
(I.I.E.Di.). Posteriormente el prototipo se 
convirtió en producto final. 
 
Para la especificación de requerimientos de 
calidad se utilizó el estándar ISO/IEC 
25030:2007 que es parte del standard 
internacional SQuaRE, de esta manera los 
requisitos de usuarios son expresados como 
requisitos funcionales. 
 
El enfoque de la metodología WebML 
combina componentes tradicionales bien 
conocidos por los desarrolladores, como el 
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diseño conceptual de datos usando el modelo 
Entidad Relación y la especificación de los 
casos de usos usando UML, con nuevos 
conceptos y métodos para el diseño de 
hipertextos, que son fundamentales para el 
desarrollo web. No obstante, el valor del 
enfoque de la propuesta no está en los 
componentes individuales, sino en la 
definición de un marco sistemático para que 
las actividades de desarrollo de aplicaciones 
web puedan ser organizado de acuerdo a los 
principios fundamentales de la ingeniería de 
software, de modo que todas las tareas 
encuentren un soporte adecuado a partir de los 
conceptos, notaciones y técnicas propuestas 
por las metodologías. La característica 
distintiva de este marco de desarrollo es el 
énfasis en el modelo conceptual, el cual ha 
sido probado con éxito en muchos campos de 
la ingeniería del software, y en diseño de base 
de datos, donde el modelo Entidad Relación 
ofrece una notación de alto nivel e intuitiva 
para la comunicación de los requisitos de 
información entre los diseñadores y no 
técnicos, y es la base para la creación de 
esquemas de bases de datos de alta calidad. 
 
En esencia, WebML consiste en gráficos 
simples y conceptuales para expresar un 
hipertexto como un conjunto de páginas y 
operaciones, WebML representa una página 
como una estructura compuesta por unidades 
de contenido y links. 
 
WebML propone que un sitio web conste de 
tres grandes partes conceptuales, la estructura, 
el hipertexto y la presentación. 
 
 
Figura 3- Conceptos principales de WebML. 
 
La metodología está compuesta por la 
creación de los Modelos de Datos, Hipertexto, 
Presentación y Personalización, expresando 
los modelos en el standard IFML (Interaction 
Flow Modeling Language). En este trabajo se 
desarrollaron todos los modelos de la 
metodología y para la implementación se 
utilizó la herramienta WebRatio con licencia 
de uso gratuito para el modelado de procesos 
de negocios (BPM).  
 
En síntesis, los resultados obtenidos a la fecha 
son los siguientes: 
 
• El Análisis y diseño de un Sistema de 
Gestión de Calidad para el I.I.E.Di con 
modelos expresados en el standard IFML 
(Interaction Flow Modeling Language), junto 
a la especificación de requerimientos, 
aplicados a los procesos específicos 
relacionados a la capacitación e investigación 
a distancia. 
 
• Un prototipo funcional de un Sistema 
de Gestión de Calidad para institutos de 
educación e investigación a distancia. 
 
3. LINEAS DE INVESTIGACION y 
DESARROLLO  
 
Los principales ejes temáticos que se están 
investigando son los siguientes:  
 
 Tecnología Informática aplicada en 
Educación. 
 Gestión de Calidad aplicada a 
Institutos de Investigación 
Universitaria. 
 Herramientas informáticas para la 
implementación de un SGC ISO 
9.001. 
 Aplicación de la metodología WebML 
con IFML para el diseño de una 
herramienta que apoye a la 
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4. FORMACION DE RECURSOS 
HUMANOS  
 
La estructura del equipo de investigación es 
de 4 (cuatro) miembros incluidos el Director y 
Co-director. 
 
Uno de sus miembros obtuvo la Especialidad 
en Ingeniería de Software de la Universidad 
Nacional de La Plata, con el trabajo “Sistema 
de Gestión de Calidad bajo Normas ISO”. 
 
Otro de sus miembros alcanzo el título de 
Licenciado en Análisis de Sistemas, otorgado 
por de la Universidad Nacional de Salta, con 
la tesis “Análisis y Diseño de un Sistema de 
Gestión de Calidad basado en la Norma ISO 
9.001”. 
 
Además, otro de sus miembros continúa 
realizando el trabajo final del Magíster en 
Administración de Negocios de la 
Universidad Católica de Salta en el área de las 
normas de calidad. 
 
Continuamos con la dirección de tesis de 
grado de alumnos de la carrera Licenciatura 
en Análisis de Sistemas de la Universidad 






En el presente trabajo se ha abordado la 
gestión de los sistemas de calidad desde una 
perspectiva de los centros de capacitación e 
investigación a distancia. 
 
Consideramos que, además de todas las 
herramientas disponibles, la aplicación de la 
familia de normas ISO 9001:2015 junto con el 
apoyo de un modelo adecuado de software, 
con la especificación de requerimientos 
adecuado, se constituye en una estrategia 
importante para alcanzar la satisfacción de los 
alumnos a distancia. 
 
Actualmente se está considerando la 
posibilidad de alcanzar la certificación del 
Instituto de Investigación y Educación a 
Distancia (I.I.E.Di.), por algunas de las 
entidades certificantes, tales como Bureau 
Veritas Quality International e IRAM, las 
cuales son las más conocidas en nuestro país.  
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Software Defined Networking (SDN) o las 
redes definidas por software, se enfocan en la 
programación por software de las mismas, en 
el cual el control se desvincula del hardware. 
El plano de control es separado de la capa de 
red física y puede controlar flujos por separado 
dependiendo de las políticas definidas. 
El Controlador es una parte importante de 
la red SDN, que actúa como un cerebro virtual. 
No sólo puede monitorizar el tráfico de una 
red con facilidad, sino que le ordena a los 
sistemas por debajo, como switches, routers y 
otros equipos de la red, de cómo manejar el 
tráfico, haciendo una gestión inteligente, 
cumpliendo con las políticas que se 
programaron en el mismo. 
Pero si dos dominios SDN se quisieran 
comunicar entre sí para distribuir sus políticas, 
como priorizar paquetes en el caso de video 
conferencia para mejorar la calidad de 
servicio, o en el caso de paquetes 
multimediales a los cuales se les quiera dar 
mayor prioridad. Los controladores SDN 
podrían establecer relaciones de confianza 
unidireccional o bidireccional entre esos 
paquetes de forma dinámica. Para ello se 
debería contar con un modelo única para que 
los diferentes controladores para que puedan 




Redes definidas por Software, Modelo, 




La línea de investigación presentada se 
encuentra en el marco de las áreas prioritarias 
para el desarrollo de las actividades de I+D de 
Ingeniería de Software entre la Universidad 
Nacional de San Luis, Facultad de Cs. Físico 
Matemáticas y Naturales de la Ingeniería en 
Informática en conjunto con la Universidad 
Federal de Minas Gerais y su laboratorio de 
redes Winnet y la Universidad Tecnológica 
Nacional Facultad Regional San Francisco con 
la carrera de Ingeniería en Sistemas de 
Información y el Grupo GarLan. En ese marco 
se vienen llevando actividades en conjunto a 
través del Programa Binacional de Centros 
Asociados para el Fortalecimiento de 
Posgrados Brasil-Argentina (CAFP-BA) 
aprobada por la Secretaria de Políticas 
Universitarias (SPU) de Argentina y la 
Fundação Coordenação de Aperfeiçoamento 
do Pessoal de Ensino Superior (CAPES) de 
Brasil. 
El área principal es Ingeniería de Software 
relacionándose con Redes definidas por 
Software. Éstas líneas se encuentran insertas 
en el Proyecto de Investigación y Desarrollo 
(PID) Nro SIUTNSF0004906 “Redes 
Definidas por Software modelo para la 
interoperabilidad de controladores de 
diferentes dominios”, el mismo se encuentra 
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en desarrollo. Dicho proyecto es ejecutado por 
el grupo de I+D GARLAN de la UTN 
Facultad Regional San Francisco. 
El proyecto se encuentra homologado y 
financiado por la Secretaría de Ciencia y 
Tecnología de la Universidad Tecnológica 
Nacional, y está incluido en el Programa I&D 
+ i Sistemas de Información e Informática de 
la Universidad Tecnológica Nacional creada 




Las redes definidas por software SDN, 
básicamente se enfocan en la programación 
por software de las redes en donde el control 
se desvincula del hardware. El plano de 
control es separado de la capa de red física y 
puede controlar flujos por separado, 
dependiendo de las necesidades y de las 
políticas en capas superiores [1]. 
Un controlador SDN actúa como un cerebro 
virtual de la red, y ofrece a los administradores 
una vista general de la red. No sólo puede 
monitorizar el tráfico de una red con facilidad, 
sino que ordena a los sistemas por debajo, 
como switches, routers y otros equipos de la 
red, cómo deben manejar el tráfico de red, 
haciendo una gestión inteligente del mismo. 
En definitiva el controlador escribe directivas 
en las tablas de flujo de los conmutadores 
openflow, haciendo que los dispositivos 
individuales relacionados a las redes 
tradicionales desaparezcan bajo el nuevo 
paradigma de las SDN. En otras palabras un 
conmutador openflow puede ser de acuerdo a 
las reglas escritas en las tablas de flujo, un 
switch, un router, o un firewall o lo que las 
reglas definan. Este enfoque de las redes puede 
responder fácilmente a las cambiantes 
necesidades del negocio y dar forma al flujo 
del tráfico, sin tener que buscar ni manipular 
equipos o hardware individuales [2]. 
Para que esto sea posible se utiliza el protocolo 
OpenFlow que toma las decisiones de envío de 
paquetes de forma centralizada, haciendo 
posible la programación de la red. Nace como 
protocolo experimental después de 6 años de 
investigación entre la Universidad de Stanford 
y Berkeley. Es un protocolo que permite a un 
servidor Controlador SDN, comunicarle a la 
red hacia dónde mandar los paquetes y cómo 
tratarlos a través de las tablas de flujos que 
existen en los Switch OpenFlow. OpenFlow 
fue diseñado para la programación de redes y 
tiene como objetivo permitir que funcionen las 
SDN. A principios de 2012, la red interna de 
Google funcionaba completamente en 
OpenFlow [3]. En el año 2014 Google terminó 
de implementar B4, una WAN privada que 
conecta los centros de datos de Google en todo 
el planeta a través de SDN [4].  
En junio de 2014, Facebook anunció, el nuevo 
switch "Wedge" de top-of-rack (TOR), junto 
con un sistema operativo Linux llamado 
"FBOSS". A diferencia de los tradicionales 
Switch de hardware cerrado, con 'Wedge' 
cualquiera puede modificar o reemplazar 
cualquiera de los componentes de nuestro 
diseño para satisfacer mejor sus necesidades, 
dijo Facebook [5]. 
Con el fin de escalar la red para satisfacer las 
necesidades de las aplicaciones y aumentar el 
tráfico de máquina a máquina, la estructura 
tradicional de la red basada en la jerarquía no 
es muy buena y por eso Facebook decidió 
implementar su propio SDN. [6] 
Otro escenario donde SDN es muy importante 
es en RNP (Rede Nacional de Pesquisa de 
Brasil) La Red Nacional de Educación e 
Investigación (RNP). [7] 
Cuando hablamos de SDN y mencionamos que 
en la capa más importante de estas redes hay 
software, entonces aquí es donde la Ingeniería 
de software pasa a tener un rol fundamental en 
el diseño, gestión y administración de las 
redes. Ahora las redes no van a depender por 
debajo de la capa física y del fabricante y sus 
diferentes firmwares o sistemas operativos, 
sino que dependerán de un controlador 
programado con un software. En donde 
aparece un protocolo común a todos los 
dispositivos para la comunicación entre el 
controlador SDN y la capa de infraestructura, 
denominado OpenFlow [8].  
Los dominios SDN con diferentes 
controladores, a veces necesitarían 
comunicarse entre sí, por ejemplo, para 
garantizar la calidad del servicio. Ahora bien, 
si dos dominios SDN se quisieran comunicar 
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entre sí para distribuir sus políticas, como 
puede ser, la de priorizar paquetes en el caso 
de videos conferencias, en el caso de paquetes 
multimediales, para un auto autónomo, para 
telemedicina o para streaming multimedia bajo 
demanda, en todos estos casos lo que se busca 
es mejorar la calidad de servicio y para ello no 
hemos encontrado nada que haga que 
comuniquen sus políticas dos controladores 
SDN. 
En esos casos, los diferentes controladores 
SDN de distintos dominios, podrían establecer 
relaciones de confianza unidireccional o 
bidireccional entre esos paquetes de forma 
dinámica. Entonces los software SDN deberían 
contar con un modelo o una ontología única 
para que los controladores puedan 
comunicarse o interoperar entre sí.  En la 
actualidad hay más de 80 Sistemas operativos 
Controladores SDN construidos en distintos 
lenguajes [9]. 
Con dicho proyecto se espera alcanzar un 
modelo ontológico de los controladores SDN y 
que dicho modelo sirva para la 
interoperabilidad de políticas entre los 
controladores, como por ejemplo dos 
controladores que deben comunicar paquetes 
de video, multimediales y teleconferencia para 
brindar calidad de servicio a esos paquetes de 
dominios SDN diferentes como se muestra en 
la Figura 1 en la que se usó Mininet como 
simulador para definir el problema.  
 
 
Figura 1 - Video Conferencia Envío de Política de Calidad 
de Servicio – Ejemplo con Mininet 
2. Líneas de Investigación, Desarrollo e 
Innovación 
Todos los modelos SDN tienen alguna versión 
de un controlador SDN, las API northbound 
las que se utilizan para comunicarse entre el 
controlador SDN y los servicios y aplicaciones 
que se ejecutan a través de la red, pueden 
usarse para facilitar la innovación y permitir 
una automatización eficaz de la red para 
alinearse con las necesidades de diferentes 
aplicaciones a través de la programación de la 
red SDN según se muestra en la Figura 2. 
 
 
Figura 2 - Arquitectura SDN 
2.1. Mapa conceptual de términos. 
Como podemos ver en la Figura 3, queda 
reflejada el marco conceptual de términos, 




Figura 3 - Mapa conceptual de términos 
Una ontología define el vocabulario de un área 
mediante un conjunto de términos básicos y 
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relaciones entre dichos términos, así como las 
reglas que combinan términos y relaciones que 
amplían las definiciones dadas en el 
vocabulario. 
La interoperabilidad se define como la 
capacidad de intercambiar y compartir datos 
entre dos sistemas o componentes informáticos 
sin la intervención de un tercer sistema, de 
modo que la información o datos compartidos 
puedan ser utilizados sin requerir una 
comunicación previa [10]. 
La interoperabilidad entre sistemas no incluye 
solamente la habilidad de los sistemas para 
intercambiar información, sino también la 
capacidad de interacción y la ejecución de 
tareas conjuntas. Por tanto, el objetivo es crear 
un “sistema de sistemas” que no provea 
solamente interconectividad entre sistemas 




En particular podemos mencionar, Gestión de 
Redes de datos a través de ontologías 
utilizando sistemas multiagentes [12]. 
Este trabajo es muy similar define mediante 
ontologías los diferentes tipos de equipos, 
servidores, dispositivos que son parte de una 
red de computadores, para que los 
administradores de red puedan realizar una 
gestión a través de un sistema basado en 
ontologías, de esta forma lograr la 
interoperabilidad entre los diferentes dominios 
y elementos de gestión. [12] 
Otro proyecto similar es Gestión semántica 
Aplicando las ontologías a la gestión de las 
redes. Es muy focalizado en los diferentes 
modelos de gestión de redes integrados que 
usan distintas tecnologías como SNMP, CMIP, 
DMI y WBEM. [13] 
Por otro lado otro proyecto similar es “Un 
enfoque basado en la ontología hacia la 
configuración de dispositivos de red 
heterogéneos”. Una de las tareas más 
complejas y esenciales en la gestión de redes 
es la configuración de equipos. La falta de 
mecanismos estandarizados para la 
modificación y control de la configuración de 
equipos ha llevado al uso continuado y 
extendido de interfaces por líneas de comando 
(CLI). Desafortunadamente, las CLIs son 
generalmente, específicas por fabricante y 
dispositivo. Se presenta el diseño y 
especificaciones de [14]. 
 
3. Resultados Obtenidos/Esperados 
 
3.1.Definición del Problema 
La solución propuesta a los problemas 
mencionados previamente consiste en la 
definición de un modelo ontológico que 
condense el vocabulario común (conceptos) y 
las relaciones (entre conceptos) existentes de 
SDN y sus controladores. Para llevar a cabo 
esta tarea se toma como referencia un Modelo 
de Interoperabilidad a Nivel Conceptual el que 
da rigor ingenieril a las diferentes etapas por 
las que pasará la definición de la Ontología. 
Luego de realizada la tarea mencionada 
previamente, se lleva a cabo una investigación 
profunda de los diferentes controladores en 
distintos escenarios simulados con 
herramientas como Mininet, Onos y Fibre. 
Esta tarea tiene como finalidad poder extraer 
un vocabulario común y las relaciones 
existentes entre los términos para poder, 
cumpliendo con las etapas del modelo de 
Interoperabilidad, dar soporte a las distintas 
etapas de una forma integrada, consistente y 
flexible [15]. 
 
3.2. Objetivos de esta investigación 
Objetivo General: 
Definir un modelo Ontológico para redes SDN 
de dominios diferentes que permita una 
interoperabilidad entre los controladores 
existentes. 
Objetivos específicos son: 
 Identificar datos pertenecientes a diferentes 
Dominio SDN y sus controladores. 
 Realizar la recopilación y análisis de los 
datos del dominio que se investiga para 
desarrollar el modelo conceptual. 
 Definir un modelo ontológico en dominios 
SDN con diferentes controladores 
 Ensayar el modelo en un escenario de 
prueba para validarlo. 
 
4. Formación de Recursos Humanos 
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La línea de investigación plantea dar 
conocimientos sobre Modelos en SDN y sobre 
dos controladores SDN pueden compartir 
políticas, así como también aplicar conceptos 
de arquitecturas en la cloud para una 
escalabilidad horizontal y un buen desempeño, 
sobre los conceptos de prioridades de 
comunicación en escenarios Big Data, Data 
Center y Videoconferencia. 
Dentro del proyecto se contempla la formación 
de alumnos de las cátedras Redes de 
Información, Redes Avanzadas, Calidad de 
Software  en los aspectos referentes a métodos 
de Redes definidas por software, en Modelos, 
Otologías y en aspectos de cómo aplicar 
conceptos de prioridades de comunicación en 
escenarios Big Data, Data Center y 
Videoconferencia. 
En el caso de los integrantes del grupo existen 
3 integrantes que están realizando su tesis final 
para el término de la carrera de la maestría en 
Ingeniería en Software, para los cuales, este 
proyecto será de suma ayuda y les aportará no 
solo metodología sino conocimientos 
específicos de las temáticas planteadas para 
cada tema de tesis. 
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RESUMEN 
Este proyecto es una continuación de los 
proyectos F07-2009 y F10-2013, ambos 
enfocados en modelos, métodos y 
herramientas para la calidad del software. 
En esta propuesta se abordarán temas 
emergentes en el área de la calidad de 
software, en particular, aspectos 
vinculados con la gestión cuantitativa de 
proyectos y entrega continua en entornos 
ágiles buscando promover y/o generar 
métodos y herramientas que contribuyan a 
mejorar la calidad del proceso y del 
producto software. 
Una vía para la obtención de un 
producto software de calidad tanto en el 
desarrollo como en el mantenimiento es 
una apropiada gestión de la asignación de 
los pedidos de cambio al RRHH más 
apropiado. Si esto se combina con una 
medición de los atributos que permiten 
tener una medida de la calidad, es posible 
brindar a los responsables de los proyectos 
de desarrollo de software una poderosa 
herramienta para la mejora de la calidad 
del mismo. 
Por otro lado, se está trabajando en el 
desarrollo de procedimientos para la 
gestión de las actividades de prueba 
continua en la disciplina de entrega 
continua. Esto incluye el análisis 
comparado de las herramientas actuales de 
entrega continua y la evaluación de sus 
características. Se continúa con métodos 
cuantitativos para estimar esfuerzo de 
desarrollo y se atiende la problemática de 
la eficiencia de los sistemas en organismos 
públicos, mediante la trazabilidad y el 
enfoque de procesos de negocios.  
Palabras clave: calidad de software, 
gestión cuantitativa, entrega continua. 
CONTEXTO 
Las líneas de Investigación y Desarrollo 
presentada en este trabajo corresponden al 
proyecto PI-17F018 “Metodologías y 
herramientas emergentes para contribuir 
con la calidad del software”, acreditado por 
la Secretaría de Ciencia y Técnica de la 
Universidad Nacional del Nordeste 
(UNNE) para el periodo 2018-2021. 
1. INTRODUCCIÓN 
En un mundo globalizado y moderno, 
donde el software es cada vez más 
complejo y de gran tamaño [1], llevar 
adelante un proceso de desarrollo que 
finalice dentro de los parámetros 
acordados, a la vez que se entrega un 
producto de calidad no es una tarea trivial, 
así como tampoco lo es mantener esa 
calidad posteriormente.  
La calidad del software es una compleja 
combinación de factores, que varían entre 
diferentes aplicaciones. Diversos autores 
como Pressman [2], McCall [3], y 
estándares tales como la ISO 25010 [4] han 
tratado de determinar y categorizar los 
factores que afectan a la calidad del 
software. Y en general se concluye que la 
calidad interna del producto software está 
directamente relacionada con diferentes 
atributos cuantificables a partir de su 
código fuente. Un ejemplo de ello son las 
métricas CK de diseño orientado a objeto 
[5], o las métricas de Halstead [6]. 
Asimismo el análisis del código fuente a 
partir de estas métricas puede ser tenido en 
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cuenta para describir la complejidad del 
producto software y la probabilidad de 
encontrar errores [7]. 
Una vez identificados los problemas en 
el código fuente, corregirlos no resulta una 
tarea trivial, sobre todo en proyectos 
grandes. Es esencial y deseable una gestión 
adecuada de los pedidos de cambio que 
atraviesa un proyecto, desde el momento 
que es reportado, asignado hasta que se 
considera finalizado. 
El proceso de asignación de recursos 
humanos de la manera más eficiente 
posible puede tener un efecto directo en el 
cumplimiento de parámetros establecidos, 
evitando pérdidas de tiempo, esfuerzo y 
calidad del producto. 
Encontrar el desarrollador apropiado 
para un cambio solicitado es una tarea 
fundamental para su resolución de la 
manera más eficiente [8]. Sin embargo, 
resulta una tarea difícil de automatizar y 
que consume tiempo. Requiere de 
diferentes habilidades cognitivas, 
comunicación con miembros del equipo y 
conocimiento del proyecto, tanto de los 
aspectos técnicos como organizacionales.  
Siguiendo con este mismo enfoque y 
con el objetivo de lograr una mayor 
satisfacción del cliente, es crítico para las 
organizaciones entregar productos de 
calidad de manera aún más rápida. Esto dio 
lugar al surgimiento de un nuevo enfoque 
denominado “Entrega Continua de 
Software”, más conocido en inglés como 
Continuous Delivery (CD). En este 
enfoque los equipos mantienen la 
producción de software en ciclos cortos de 
tiempo, asegurando que el producto pueda 
ser lanzado de manera fiable en cualquier 
momento [9] [10]. 
Existe un concepto similar al CD, que 
es el de Despliegue Continuo, en inglés 
Continous Deployment (DC). El DC es una 
actividad que consiste en lanzar cambios 
continuamente al ambiente de producción. 
La principal diferencia se encuentra en la 
fiabilidad a la hora de lanzar una nueva 
versión del producto: el DC busca integrar 
código a producción una, dos, y muchas 
más veces en el mismo día, en cambio, el 
CD se centra en hacerlo con la certeza de 
que el producto que se está lanzando a 
producción tiene un alto grado de calidad y 
se encuentre libre de defectos. 
Uno de los principales problemas de 
estos enfoques estaría en la calidad del 
producto software. Ésta puede disminuir, 
dado que, al realizarse los despliegues del 
sistema con mayor frecuencia, aparecen 
más defectos en el producto [10]. Por 
tanto, es esencial desarrollar un enfoque de 
priorización de los diferentes aspectos en 
la calidad del producto software, teniendo 
en cuenta la forma de trabajo actual de las 
empresas de desarrollo software. 
Para adoptar este enfoque, se utiliza el 
concepto de Tubería de Despliegue (DP - 
Deployment Pipeline), un estándar para 
automatizar el proceso de CD [11].  
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
A continuación, se describen las siguientes 
líneas de investigación y desarrollo: 
Estimación 
Una estimación es “una predicción de 
cuánto tiempo durará o costará un 
proyecto”, y constituye la base para la 
planificación de los proyectos. Y en 
particular, la estimación del esfuerzo es 
una tarea principal en la gestión de un 
proyecto software. Se estudiarán los 
conceptos, métodos y herramientas 
orientados a la estimación, en particular 
para ambientes de desarrollo ágil, con el 
objetivo de desarrollar un modelo de 
implementación adecuado y una 
herramienta que lo soporte, teniendo en 
cuenta la gran cantidad de técnicas ágiles 
relacionadas con la estimación y los 
diferentes grados de adopción de agilísimo. 
Entrega continua 
Se plantea analizar los tipos de pruebas que 
existen en la actualidad y los enfoques más 
actuales para agilizar el proceso de pruebas 
(como comparación de imágenes o pruebas 
con inteligencia artificial). Una vez hecho 
este análisis, se procederá con la selección 
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de las que más se adapten a las necesidades 
del Despliegue Continuo.  
El paso siguiente es la creación de un 
primer modelo formado por distintas 
etapas de pruebas basándose en la Tubería 
de Despliegue. Para validar el modelo, se 
procederá con el desarrollo de un marco de 
trabajo que implemente estas pruebas. Se 
hará una serie de experimentos con este 
marco para comparar la velocidad de 
ejecución de las pruebas contra las 
convencionales. Se propone implementar 
el modelo en un ambiente real de 
desarrollo, para analizar los resultados 
obtenidos. Se someterá el modelo a 
mejoras, a medida que avance la etapa de 
implementación. 
Gestión de proyectos en el sector público 
Los proyectos de desarrollo software en la 
Administración Pública requieren cada vez 
mayor eficiencia, respecto a la 
optimización en el uso de los recursos 
involucrados; pero además deben lograr 
sumar apoyo en la estructura del estado y 
su cultura organizacional.  
Una de las técnicas que pueden ser 
llevadas adelante para lograr mejorar la 
eficiencia de los sistemas en este tipo de 
organizaciones es la trazabilidad de los 
proyectos. Su importancia se resalta si 
consideramos que la trazabilidad en la 
Ingeniería de Software es una práctica de 
control que ayuda a obtener el producto en 
el dominio de la solución lo más exacto y 
fiable posible a las necesidades expresadas 
por el cliente en el dominio del problema. 
Otro mecanismo que se prevé abordar en 
esta línea de investigación, es la 
identificación y modelado de procesos de 
negocios para guiar el diseño de 




Los resultados provienen en parte del 
proyecto de investigación F010-2013: 
“Métodos y herramientas para la calidad 
del software”, finalizado en el año 2017.  
A continuación, se indican los 
antecedentes: 
 En [12] se realizó una revisión 
sistemática de la literatura. En ella, se 
buscaron propuestas, técnicas, enfoques, 
métodos, herramientas y otro tipo de 
soluciones para afrontar los problemas 
de pruebas en entornos de desarrollo 
continuo.  
 En [13] se llevó a cabo una revisión 
sistemática con el objetivo de 
identificar, analizar y sintetizar las 
técnicas, herramientas y desafíos 
encontrados en la literatura sobre 
pruebas de compatibilidad web. Los 
resultados indicaron que la técnica de 
prueba más elegida es el análisis visual.  
 En [14] se presentó una técnica para 
automatizar la detección de defectos de 
incompatibilidad, mediante el uso del 
procesamiento digital de imágenes.  
 En [16] se propuso un patrón de diseño 
para realizar pruebas automatizadas 
sobre servicios web de tipo RESTful, 
basados en los principios de la 
arquitectura REST y las pruebas 
unitarias.  
 En [16] se propuso una herramienta 
para la gestión de proyectos de software 
que integra la asignación y seguimiento 
de pedidos de cambios con el análisis de 
métricas aplicadas al código fuente. La 
información que la misma ofrece 
permitirá a los responsables y 
participantes del proyecto tener una 
visión amplia de los avances y retrasos 
del proyecto, y a la vez, un panorama de 
la calidad del mantenimiento correctivo 
y adaptativo en función de la medición 
del código fuente y los valores umbrales 
definidos. 
En cuanto a Resultados Esperados, se 
trabaja actualmente en: 
 Propuesta de estimación de software en 
contextos de desarrollo ágil. 
 Elaboración de un marco de trabajo para 
guiar el diseño de aplicaciones, basado 
en el modelado de procesos de negocios 
para mejorar la usabilidad de las 
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aplicaciones en el contexto de un 
organismo de la administración pública 
provincial. 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
En el Grupo de Investigación sobre Calidad 
de Software (GICS) están involucrados 6 
docentes investigadores, 1 tesista de 
doctorado, 1 becario de investigación de 
pregrado y 2 tesistas de maestría que 
finalizaron el cursado en el 2017. Un 
alumno de grado finalizó la carrera 
Licenciatura en Sistemas de Información 
con un trabajo vinculado al proyecto. 
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Este trabajo presenta un modelo de 
estandarización e inclusión de nuevas 
tecnologías de identificación utilizadas en la 
industria cárnica para crear una base de 
conocimientos sobre el proceso productivo 
(trazabilidad interna) basado en el sistema de 
trazabilidad exigido por los organismos 
reguladores, como ser SENASA. 
La base de conocimiento permitirá lograr 
la interoperabilidad de los distintos sistemas 
existentes en el proceso productivo como ser 
MRP (planificación de los requerimientos de 
materiales), PCP (planificación y control de la 
producción), CRP (planificación de 
requerimientos de capacidad), Gestión de 
Stock, Control de Calidad, HACCP, etc  
Palabras clave: Trazabilidad, base de 
conocimiento, interoperabilidad, procesos 
productivos, RFID (Radio Frequency 
Identification), WSN (redes de sensores 
inalámbricos), IoT (Internet of Things). 
 
CONTEXTO 
La línea de investigación presentada se 
encuentra en el marco de las áreas prioritarias 
para el desarrollo de las actividades de I+D 
que se formalizaron a través de la Resolución 
de Consejo Directivo N 353/2016 de la 
Universidad Tecnológica Nacional Facultad 
Regional San Francisco cuyas áreas 
prioritarias son: gestión de procesos de 
negocios, ingeniería de software, gestión y 
tecnologías de las organizaciones, calidad de 
Software, seguridad de la información y bases 
de datos. 
Se involucran diversas áreas de estudio 
como la Ingeniería de Software 
relacionándose con el desarrollo de sistemas a 
partir de arquitecturas hexagonales, las Bases 
de Datos mediante la normalización y 
persistencia unificada de datos en una base de 
conocimiento, la Gestión de Procesos de 
Negocios (BPMN) y dispositivos y 
tecnologías de comunicación de vanguardia 
(RFID, IoT y WSN). Estas líneas se 
encuentran insertas en el Proyecto de 
Investigación y Desarrollo (PID) N° 
EIUTNSF0003885 “Desarrollo de un 
framework para la interoperabilidad de 
sistemas de trazabilidad mediante modelo 
ontológico semi formal”, el mismo se 
encuentra en desarrollo desde el mes de Mayo 
de 2016. Dicho proyecto es ejecutado por el 
grupo de I+D PowerTICs de la UTN Facultad 
Regional San Francisco. 
El proyecto se encuentra homologado y 
financiado por la Secretaría de Ciencia y 
Tecnología de la Universidad Tecnológica 
Nacional.  
 
1 - INTRODUCCIÓN 
En la industria alimenticia es necesario 
contar con un sistema de trazabilidad que 
permita la mejora de los controles de calidad, 
la optimización de los procesos productivos, 
el aumento de la confianza del consumidor y 
en casos de ser necesario el retiro del mercado 
de partidas específicas de productos. La 
obligación de su implementación por parte de 
las empresas radica en cumplimentar con la 
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legislación vigente impuesta por organismos 
de control públicos como ser para en el caso 
de la industria de la carne el SENASA. Las 
experiencias y los informes del desarrollo de 
aplicaciones de trazabilidad muestran que la 
trazabilidad es tarea costosa y complicada [1]. 
Los sistemas de trazabilidad interna 
mantienen registros para un determinado 
proceso de los lotes de entrada y su 
correlación con los lotes de salida a través de 
las operaciones que sufre el lote durante el 
proceso [2], tal como se muestra en la Figura 
1.  
 
Figura 1 – Operaciones básicas sobre lotes de 
producción. 
Este trabajo propone el uso de nuevas 
tecnologías de identificación para automatizar 
el registro en los puntos de control del sistema 
de trazabilidad y asegurar la validez y 
exactitud de los datos medidos [3]. A partir de 
estos registros se genera una base de 
conocimiento con los datos de producción 
sobre cada lote que da soporte a las 
necesidades de información de los distintos 
sistemas.   
 
1.1. Conceptos de trazabilidad 
Según la International Organization for 
Standardization [4], la trazabilidad se 
relaciona con la capacidad para seguir 
históricamente una aplicación o localización 
de algo que esté bajo consideración u 
observación. Esta definición se centra en el 
rastreo de un producto o servicio en un 
horizonte o línea de tiempo, sin tener en 
cuenta el sistema de trazabilidad particular.  
Según el Codex Alimentarius, 
“Trazabilidad es la capacidad para seguir el 
movimiento de un alimento a través de 
etapa(s) especificada(s) de la producción, 
transformación y distribución” [6]. 
1.2. Tecnologías de identificación actuales 
El relevamiento realizado en una empresa 
tomada como caso de estudio, arrojó las 
siguientes tecnologías empleadas para 
identificación de lotes, mezclas, productos 
intermedios y productos terminados: códigos 
de barras y códigos QR impresos sobre 
etiquetas, inscripciones realizadas sobre el 
envase primario y/o secundario del producto. 
Estas tecnologías proporcionan datos 
reducidos a cada etapa del proceso productivo 
debido a la limitación de caracteres que 
pueden representar y/o la necesidad de contar 
con lectores y dispositivos de impresión 
específicos. 
1.3. Nuevas tecnologías de identificación 
Una red de sensores inalámbricos (WSN) 
consiste en nodos de sensores con capacidad 
de captura, procesamiento y transmisión de 
datos (Figura 2). Los nodos de sensores 
capturan información del ambiente, tales 
como temperatura y humedad, la transforman 
a formato digital y la transmiten de manera 
autónoma mediante interfaces de 
comunicación hacia una estación base en 
donde es almacenada [3]. 
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Figura 2 – Lecturas de un sensor de temperatura y 
humedad empleando WSN [3]. 
RFID es una tecnología que transmite la 
identidad, en forma de número de serie único, 
de un objeto de manera inalámbrica, 
empleando ondas de radio (Figura 3), sin 
requerir la intervención humana [3]. 
 
Figura 3 – Arquitectura de un sistema de identificación 
autónoma empleando etiquetas y lectores RFID [3]. 
El uso de etiquetas RFID en el sistema de 
trazabilidad proporciona eficiencia en 
comparación con los códigos de barras y las 
etiquetas de papel. Los sistemas de 
trazabilidad basados en RFID se han 
implementado en muchas áreas, tales como la 
cadena de suministro de la acuicultura [7], 
productos lácteos [8], hortalizas frescas [9] y 
animales o carne vacuna [10]. La integración 
de RFID y WSN proporciona un monitoreo 
continuo de los datos a lo largo del proceso 
productivo y de la cadena de suministro de 
alimentos. 
1.4. Sistemas relacionados con procesos 
productivos 
MRP (planificación de los requerimientos de 
materiales), PCP (planificación y control de la 
producción), CRP (planificación de 
requerimientos de capacidad), Sistema de 
Gestión de Stock, Sistema de control de 
calidad (QMS), Análisis de Peligros y Puntos 
Críticos de Control (APPCC o HACCP, por 
sus siglas en inglés). 
 
1.5. Trazabilidad de proceso (interna) 
Tal como lo establece SENASA en el 
documento Bases para la implementación de 
un sistema de trazabilidad, en la trazabilidad 
interna se trata de relacionar los productos 
que se han recibido en la empresa, las 
operaciones o procesos que éstos han seguido 
(equipos, líneas, cámaras, mezclado, división, 
etc.) dentro de la misma y los productos 
finales que salen de ella [6]. 
  
2 - LÍNEAS DE INVESTIGACIÓN, 
DESARROLLO E INNOVACIÓN 
El desarrollo e investigación se basa en 
encontrar técnicas de comunicación entre los 
diferentes sistemas que controlan los procesos 
productivos de las empresas manufactureras 
con el fin de brindar interoperabilidad y 
unificar todos los datos recabados en una 
misma base de conocimiento central. Se 
incluyen además tecnologías de vanguardia en 
cuanto a identificación y seguimiento 
autónomo de información con el fin de evitar 
tareas de tipo manual en la carga de 
información, contando con datos certeros y 
oportunos durante todo el proceso productivo 
que doten de puntos de control más 
específicos a los encargados del seguimiento 
de la trazabilidad y a los entes reguladores. 
 
3 – RESULTADOS 
OBTENIDOS/ESPERADOS 
Este trabajo presenta un modelo de sistema 
para cumplir con la trazabilidad interna, 
mejorando las tecnologías de identificación y 
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captura de datos y unificando toda la 
información en un repositorio compartido por 
los demás sistemas de la empresa. 
Se propone la inclusión de nuevos puntos 
de control empleando WSN y RFID dentro 
del proceso productivo que junto con los 
existentes unifiquen sus registros para un 
mejor seguimiento del proceso (Figura 4). 
 
Figura 4 – Nuevos puntos de control dentro del 
proceso productivo que complementan los 
existentes. 
Se creará una base de conocimiento 
unificada que centralice los datos de los 
puntos de control y sirva como repositorio 
común a los demás sistemas relacionados con 
los procesos productivos (Figura 5). 
 
Figura 5 – Base de conocimiento de trazabilidad 
de procesos actuando como repositorio unificado 
de los demás sistemas. 
Para persistir la base de conocimiento 
consideramos factible emplear el modelo de 
trazabilidad propuesto por Bechini [2]. 
El nuevo modelo mejora los procesos 
productivos al automatizar la captura de datos 
de trazabilidad en los diferentes puntos de 
control. A su vez, introduce información de 
espacio-tiempo mediante los registros de 
sensores inalámbricos ubicados 
estratégicamente, lo cual permite analizar el 
proceso considerando nuevas dimensiones y 
perspectivas. Además brinda 
interoperabilidad a los distintos sistemas 
existentes en la empresa (control de calidad, 
HACCP, MRP, CRP, gestión de stock, etc.) 
tomando como componente central la base de 
conocimiento de trazabilidad (Figura 6). 
 
Figura 6 – Relación de la base de conocimiento (KB) 
con los demás sistemas industriales. 
 
Figura 7 – Interfaces y adaptadores propuestos entre la 
base de conocimiento y el sistema MRP. 
El modelo propone una doble 
direccionalidad entre los sistemas heredados o 
externos y la base de conocimiento (KB). 
Adoptando una arquitectura «ports and 
adapters» [11], también conocida en 
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implementaciones particulares como 
«arquitectura hexagonal», éste enfoque 
permite separar la lógica del dominio en un 
sólo punto aportándole flexibilidad a la hora 
de adaptarlo a reglas de negocio cambiantes y 
específicas (Figura 7).  
La base de conocimiento (KB) es el 
componente central. En éste las entidades de 
negocio concentran la información 
proveniente del resto de las fuentes que luego 
es vinculada internamente permitiendo trazar 
estados y características de los productos. 
Dependiendo de las interfaces ofrecidas 
por los sistemas externos, es posible 
realimentar a éstos con información resultante 
de la base de conocimiento y mejorar los 
procesos internos de cada uno. 
 
4 - FORMACIÓN DE RECURSOS 
HUMANOS 
El proyecto incorpora alumnos y 
graduados de la carrera Ingeniería en Sistemas 
de Información de la UTN Facultad Regional 
San Francisco en conjunto con estudiantes de 
Maestría en Ingeniería de Software y Maestría 
en Calidad de Software de la Universidad 
Nacional de San Luis (UNSL). El proceso de 
investigación permitirá que los participantes 
tengan contacto con tecnologías y 
metodologías novedosas, poco frecuentes y 
candidatas a masificarse en los próximos 
años: tecnologías de comunicación, 
tecnologías de identificación,  tecnologías de 
desarrollo, arquitecturas y patrones de 
software, sistemas de gestión industrial y 
ontologías. 
Algunos de los temas abordados dependen 
de conocimientos que son ajenos a la 
profesión de los involucrados. Esto dará lugar 
a que se planifiquen entrevistas con 
especialistas en cada dominio al que apunta la 
solución fomentando la capacitación de los 
integrantes mediante el contacto con el medio.  
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RESUMEN 
El objetivo de este artículo es presentar la 
situación actual y los avances realizados en 
el proyecto de investigación MyFEPS 
Metodologías y Framework para la 
Evaluación de Productos de Software [1]. 
MyFEPS inició como un proyecto de 
investigación en 2010, pero ya cumplidos 
sus objetivos iniciales, continuó en forma 
ininterrumpida, transformándose en una 
línea de investigación que proporciona 
continuidad, articulación y productividad 
en la sub área de Evaluación de productos 
software y tecnologías, manteniendo el 
dinamismo que promueve Tamayo [2]                 
en la Facultad de Ingeniería y Tecnología 
Informática de la Universidad de Belgrano 
(UB). En este contexto se describen algunas 
de las actividades más recientes, y sus 
objetivos específicos.  
Palabras clave: Calidad de software, 
Evaluación de calidad de producto 
software, Framework MyFEPS, Modelo de 
calidad de producto software QSAT. 
 
CONTEXTO 
MyFEPS nace en UB para dar apoyo al 
IRAM1 en su servicio de certificación de 
productos software [3], con el objetivo de 
especificar un modelo de calidad 
actualizado [4], y un proceso de evaluación 
que permitiese la ponderación de 
características de calidad en base a 
objetivos de evaluación [5], entre otros 
                                                          
1 Instituto Argentino de Normalización y 
Certificación.  
objetivos explicados anteriormente [6] 
[7][8][9][10]. 
1. INTRODUCCIÓN 
MyFEPS continua su ciclo de vida con 
nuevas y variadas pruebas de campo que 
permiten validar, ajustar y ampliar el 
método de evaluación [5], el modelo de 
calidad QSAT [4], y la base de 
herramientas de apoyo al proceso de 
evaluación que proporciona el Framework 
MyFEPS [11]. 
Avances alcanzados 
A continuación, se presentan los últimos 
avances de este proyecto de investigación 
que, con los años, ha madurado esta nueva 
línea de investigación de UB, la línea de 
investigación en evaluación de productos 
software. Se resumen los principales 
trabajos, y en esta publicación se hará foco 
en los proyectos JuegosFPS2 [12] y 
BckDisk [13],  
Evaluación de motores para video 
juegos FPS 
El objetivo principal del trabajo final de 
carrera (TFC) del tesista Pablo Malerba 
[12] fue la comparación de motores para el 
desarrollo de videojuegos del tipo FPS, 
buscando comparar sus características más 
importantes, para lograr identificar entre las 
alternativas del mercado evaluadas, cual se 
adecúa mejor para un proyecto de 
desarrollo de videojuegos FPS, y qué 
ventajas proporciona.  
                                                          
2
 FPS por su sigla en inglés First Person Shooter. 
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Se estudiaron puntualmente tres Game 
Engines: Unity 3D, Unreal Engine y Cry 
Engine.  
El proceso de evaluación de la calidad 
utilizado fue MyFEPs, con el que se 
definieron las etapas, las estimaciones de 
costo, los tiempo necesarios y los recursos 
humanos y sus roles del proyecto.   
El modelo de Calidad elegido fue el modelo 
QSAT al que, durante el proyecto, hubo 
que hacerle ajustes necesarios para evaluar 
motores de juegos. Para llevar a cabo el 
proyecto, se evaluaron las características 
básicas de QSAT: CB1 “Calidad de los 
Artefactos” (el tesista la llamó Desarrollo), 
CB2 “Efectividad”, CB3 “Facilidad de 
mantenimiento” (el tesista la llamó 
Mantenibilidad”), CB4 “Satisfacción de los 
usuarios”, CB5 “Usabilidad Objetiva”. Las 
subcaracterísticas evaluadas fueron CB1 
SC1 “Cantidad de líneas de código”, SC2 
“tiempo de desarrollo”, CB2 SC1 
“Ausencia de funcionalidades”, CB2 SC2 
“Cobertura de funcionalidades”, CB3 SC1 
“Portabilidad”, CB4 SC1 “Jugabilidad”, 
CB5 SC1 “En el acceso a las funciones”.  
Los resultados obtenidos durante la 
ejecución de los casos de prueba fueron 
ponderados y se obtuvo la valoración final 
que da sustento a la recomendación de uno 
de los motores evaluados. Esta recomen-
dación no se incluye para no desfavorecer a 
los otros productos del mercado.  
Evaluación de BckDisk  
Este proyecto TFC del tesista Facundo 
Favaloro [13] evaluó el tipo de sistema de 
Backup Empresarial, comparando el 
sistema “Avamar + Data Domain” de la 
empresa EMC, y TSM de IBM, 
concluyendo las ventajas y desventajas de 
utilizar un método u otro. 
El proceso de evaluación de la calidad 
utilizado fue MyFEPS. El modelo de 
calidad elegido fue el QSAT. Las 
características básicas evaluadas fueron 
“Efectividad”, “Eficiencia”, “Satisfacción 
de los Stakeholders que no son usuarios”, 
“Satisfacción de los usuarios”, y 
“Seguridad Informática”. Las Métricas 
utilizadas fueron tomadas, en casi todos los 
casos, del modelo QSAT.  
Se llegó a una conclusión sobre las 
tecnologías comparadas que no se incluye 
por las razones mencionadas.  
Para más información, consultar las tesis de 
de la Facultad de Ingeniería y Tecnología 
Informática de la Universidad de Belgrano 
citadas. 
 
2 LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
Las líneas principales de investigación 
sobre las que se ha trabajado desde el inicio 
son: el Dominio de conceptos (se ha 
definido un Glosario de términos 
relacionados a la calidad del software), el 
Modelo de calidad de producto software (se 
ha definido el modelo QSAT) [4], el Meta 
modelo y Método de Evaluación [5], y las 
Herramientas de apoyo a la evaluación 
[11]. 
Respecto del proceso de evaluación que es 
la base del Método de evaluación MyFEPS 
[5], basado en la serie de normas ISO/IEC 
14598 [14] y en la revisión ISO/IEC 25040 
[15], se han investigado los Casos de uso 
más importantes que influencian en el 
proceso de evaluación, como ser la 
Definición de los objetivos de la evaluación 
considerando las partes interesadas, la 
Determinación del modelo de calidad, las 
características, sub características, sub-sub 
características, atri-butos y métricas a 
utilizar durante la evaluación, la 
Elaboración del Plan de evaluación, el 
Diseño de los casos de prueba, la Ejecución 
de las pruebas y la Ponderación e 
Integración de Resultados. 
Una sub línea de investigación estudió la 
Intercambiabilidad del Modelo de calidad 
QSAT respecto de los Modelos de calidad 
ISO/IEC 9126 [16] e, ISO/IEC 25010 [17], 
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a lo largo de diferentes tesinas y trabajos 
académicos.  
En el TFC de Diego Ardizzone se mejoró el 
formato del Informe de resultados de la 
evaluación en un desarrollo BI que diera 
más significado a la Alta Dirección [18].  
La sub línea de investigación, abordada por 
los tesistas Santiago Christello [19], 
Ezequiel Romanin [20], y Christian Álvarez 
Worobey [21] estudió la evaluación de la 
calidad en otros contextos, como la plani-
ficación de un proyecto de emprendimiento 
de software, la calidad interna durante el 
diseño del producto, y la calidad externa 
durante el desarrollo, respectiva-mente. Se 
espera contar con más casos de estudio. 
La sub línea de investigación abordada por 
el tesista Ventura [22] evaluó la facilidad 
de la primera instalación, y de reinstalación 
del software, entre otras características. 
Otra sub línea de investigación, la iniciaron 
los tesistas Santi [23][24] y Martínez [25] 
[26], que basaron sus TFC en la evaluación 
de la “usabilidad”, con foco en la 
“usabilidad objetiva”. 
La sub línea de investigación en evaluación 
de juegos de computadora la inició el 
tesista Pablo Malerba con la comparación 
de motores para videojuegos durante el 
proyecto FPS arriba explicado [12].  
Otra sub línea de investigación arriba 
mencionada es la comparación de 
Tecnologías que involucran software, 
proyecto BckDisk [13]. Estas dos experien-
cias abrieron dos sub líneas de 
investigación a desarrollar más 
profundamente: la de evaluación 
comparativa de software o de tecnologías 
de propósito similar, y la de evaluación ágil 
de software. Se espera continuar con estas 
dos sub líneas en 2018 y 2019.  
Durante el proyecto MyFEPS se ha 
validado que el método de evaluación 
MyFEPS es adecuado para realizar 
evaluaciones de calidad de producto 
software (incluso por estudiantes no 
expertos), y se han probado como válidas 
algunas métricas del modelo QSAT, como 
ser aquellas que aplican a la evaluación de 
las características básicas “Calidad de los 
artefactos”, “Efectividad”, “Facilidad de 
mantenimiento”, “Manejo de fallas”, 
“Satisfacción subjetiva de los usuarios”, “, 
“satisfacción de stakeholders no usuarios”, 
Usabilidad Objetiva”, “Facilidad de 
Instalación”, a modo de ejemplo. Pero se 
considera apropiado continuar esta línea de 
investigación MyFEPS con evaluaciones 
que permitan validar la adecuación de las 
restantes características del modelo QSAT 
[4].  
 
3 RESULTADOS OBTENIDOS 
El objetivo principal de los últimos años de 
MyFEPS fue la continua experimentación y 
uso del Framework MyFEPs (tanto con el 
modelo de calidad ISO/IEC 25010 como 
con QSAT) en diferentes tipos de proyectos 
académicos, investigación, tesis de grado, 
transferencia académica y transferencia en 
la industria, por ej. en [10][11], buscando 
validar y mejorar el Framework MyFEPS.  
Como Objetivos alcanzados podemos 
mencionar, en forma no exhaustiva: 
1. Se continuó validando la adecuación del 
modelo QSAT y del proceso de evaluación, 
y se mejoraron las herramientas de apoyo 
de MyFEPS, con el aporte del becario 
Eduardo Tarek Chabeldin, y del tesista 
Facundo Scipioni [27]. 2. Se comprobó que 
MyFEPS es útil en evaluaciones de calidad 
SQuaRE (serie ISO/IEC 25000 [28]), en 
proyectos tales como eCom[23][24] y 
Morpho [10][29]. 3. Se mantuvo 
actualizado el acervo de documentos 
correspondientes a método-logías, técnicas, 
modelo, y herramientas de MyFEPS. 4. Se 
utilizó MyFEPS en diferen-tes escenarios, 
tanto metodológicos (para evaluar su 
adaptabilidad), como del tipo evaluación y 
del tipo de producto evaluado (en 
desarrollo, en producción). 5. Se utilizó 
MyFEPS considerando particularidades 
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especiales de software de diferentes ámbi-
tos, como ser: productos e-commerce, 
videojuegos, software académico, de la 
industria de la Salud, entre otros. 6. Se utili-
zó MyFEPS con diferentes stake-holders 
con distintos objetivos de evaluación. 7. Se 
utilizó MyFEPs para validar y ampliar 
diferentes tipos de herramientas de apoyo a 
las actividades de evaluación. 8. Se trans-
firieron los conocimientos adquiridos a la 
academia UB, UNNE, UBA, UP, UNSL, 
UNLP, UNLaM, Univ. La Punta, Univ. 
Morón, etc. (Argentina), en PUCP, UAP, 
Univ. Tacna, Univ. Chiclayo, Univ. 
Arequipa (Perú), en UDE (Uruguay), en 
Univ. Salesiana de Roma (Italia), y en UTS 
(Australia), a través de presentaciones, 
conferencias, videoconferencias, semina-
rios, ponencias en congresos, 
publicaciones, cursos, y trabajos en 
cátedras. 9. Se trans-firieron conocimientos 
adquiridos a la industria, como ser a IRAM, 
TSOFT, DGRC, SyK, Soffa, Personal, 
LTSL, y empresas donde trabajaban los 
Tesistas (Argentina), a UNIT (Uruguay), a 
ACKLIS (Perú), a través de conferencias, 
publicaciones, cursos de capacitación, y 
servicios de asistencia técnica. 10. Se 
capitalizaron los conocimientos adquiridos, 
incorporándolos en el dictado de 
asignaturas de las carreras de pre grado, 
grado, en cursos de postgrado y de 
actualización profesional, en UB y 
UNLaM. 
Los proyectos mencionados han cumplido 
sus objetivos y se han llevaron a cabo 
conforme a lo planificado (con algún ajuste 
en el plazo inicial de algunos de ellos, 
debido a situaciones personales de tesistas).  
Respecto de los nuevos proyectos BckDisk 
y JuegosFPS también ambos cumplieron 
sus objetivos, y han realizado aportes al 
Framework MyFEPS, como ser ajustes al 
método MyFEPS o al Modelo QSAT. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
Directora: Mg. Paula Angeleri, 2010-actual. 
Co Director Dr. Amos Sorgen hasta 2012.  
Profesores investigadores: Mg. Rolando 
Titiosky (actual), Lic. Jaquelina Wuille 
Bille (hasta 2013, luego extensión), Esp. 
Jorge Ceballos (actual), y empleados de 
TSOFT.  
Profesores invitados que han colaborado: 
Lic. Alejandro Oliveros de UB (2014- 
2017), Mg. Sergio Aguilera (2016-actual) y 
Dr. Abraham Dávila de PUCP (2015-
actual). 
Tesistas de grado: Agustín Ventura, Martín 
Santi, Diego Ardizzone, Facundo Scipione, 
Bárbara Martínez, Ezequiel Romanin, 
Santiago Christello, Christian Álvarez 
Worobey (finalizadas), Pablo Malerba, 
Facundo Favaloro, Gastón Oneto, Mariano 
Pereda, Mauro Otonello (en curso).  
Los integrantes de este grupo de 
investigación dirigen a estudiantes en 
diferentes contextos (becarios, tesinas, 
obligaciones académicas, etc. Además, han 
participado numerosos alumnos de UB y de 
UNLaM durante el dictado de asignaturas 
de grado, pregrado, y cursos (Ej. Curso de 
posgrado en Calidad de Software UB-INTI, 
cursos Empleartec), en los cuales se  vienen 
enseñando las normas ISO/IEC de 
Evaluación de productos Software y el 
Framework MyFEPS y se han propuesto 
numerosos ejercicios prácticos que han 
aportado experiencias y puntos de mejora 
en el modelo de calidad de productos 
software  QSAT, y en el framework y 
método de evaluación de productos 
software MyFEPS.  
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En la actualidad, tanto los avances en las tec- 
nologías de la información y de la comunicación 
como la reducción de costos y tamaño de los dis- 
positivos electrónicos, han impulsado el surgi- 
miento de nuevos servicios que conectan el en- 
torno, con redes informáticas. Estos progresos 
han posibilitado la extracción de información y la 
realización de cambios en el entorno, a través de 
diversos tipos de sensores y actuadores. Esta 
clase de servicios conforman una nueva rama de 
las tecnologías conocida como IoT, que abarca 
una amplia cantidad de áreas de investigación y 
que busca fundamentalmente una mejora en la 
calidad de vida de las personas, un incremento de 
la eficiencia de los procesos industriales y un ma- 
yor cuidado del medio ambiente y de sus recur- 
sos, transformando para ello la forma en que in- 
teractúan las personas con el entorno. 
En este artículo, se presenta una línea de in- 
vestigación que aborda el diseño y construcción 
de sistemas de IoT Escalables y Seguros. Un sis- 
tema de IoT está conformado por personas y por 
dispositivos compuestos por sensores y actuado- 
res, en el cual las partes componentes interactúan 
entre sí, manteniendo un cierto grado de interde- 
pendencia para el correcto funcionamiento del 
sistema. La heterogeneidad antes mencionada 
hace que la escalabilidad y seguridad de los sis- 




Sistema de IoT, Dispositivo IoT, Escalabili- 
dad, Seguridad, Privacidad, Arquitectura, Ma- 
chine to Machine. 
 
CONTEXTO 
La presente línea de investigación se en- 
marca en dos Proyectos de Investigación. El pri- 
mero: “Ingeniería de Software: Conceptos, Prác- 
ticas y Herramientas para el desarrollo de Soft- 
ware con Calidad” – Facultad de Ciencias Físico- 
Matemáticas y Naturales, Universidad Nacional 
de San Luis. Proyecto N.º P-031516. Tal pro- 
yecto es la continuación de diferentes proyectos 
de investigación, a través de los cuales se ha lo- 
grado un importante vínculo con distintas univer- 
sidades a nivel nacional e internacional. Además, 
se encuentra reconocido por el Programa de In- 
centivos. El segundo proyecto: “Fortalecimiento 
de la Seguridad de los Sistemas de Software me- 
diante el uso de Métodos, Técnicas y Herramien- 
tas de Ingeniería Reversa” realizado en conjunto 
con la Universidade do Minho Braga, Portugal, 
fue recientemente aprobado por el Ministerio de 
Ciencia, Tecnología e Innovación Productiva 
(MinCyT), y su código es PO/16/93. 
 
1. INTRODUCCIÓN 
El término IoT es la abreviación de la frase 
en inglés “Internet of Things” (Internet de las Co- 
sas). Este término corresponde a un dominio de 
aplicación que integra diferentes campos tecno- 
lógicos y sociales. De acuerdo con la IEEE [1], a 
pesar de que en los últimos años se han realizado 
grandes avances en este dominio de aplicación, 
aún no se ha alcanzado un consenso en cuanto a 
una definición del mismo, que contenga todas sus 
características y pueda facilitar una mejor com- 
prensión de esta tecnología emergente. 
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De acuerdo a lo expuesto por la IEEE en [1], 
el software es un factor muy importante para los 
sistemas de IoT: 
 Los sistemas operativos de IoT están diseña- 
dos para ejecutarse en componentes de pe- 
queña escala de la manera más eficiente po- 
sible, mientras que, al mismo tiempo, pro- 
porcionan funcionalidades básicas para sim- 
plificar y respaldar los objetivos y propósitos 
de las aplicaciones [6,8,15]. 
 Al contar con una capacidad de procesa- 
miento reducida y con escaso almacena- 
miento, es muy importante el desarrollo de 
interfaces de programación de aplicaciones 
(APIs) que fomenten la reutilización de com- 
ponentes y una adecuada gestión de los datos 
que minimice los costos de almacenamiento 
y de procesamiento [6,7,9,10]. 
 Los sistemas de IoT, potencialmente pueden 
crecer y llegar a componerse por millones de 
dispositivos diferentes, cada uno ubicado en 
regiones remotas del planeta y con usuarios 
ubicados también remotamente. En este con- 
texto, la autogestión y auto-optimización de 
cada dispositivo y / o subsistema individual 
pueden ser requisitos importantes. En otras 
palabras, los comportamientos autonómicos 
podrían convertirse en la norma en sistemas 
de IoT grandes y complejos [2,6,8,10,13]. 
 Debido a que los sistemas de IoT producen y 
manejan información reservada, garantizar 
la seguridad y privacidad de los datos debe 
ser considerado prioritario desde los comien- 
zos de su planificación e implementación, de 
forma que ambas estén integradas en cada 
proceso del sistema [4,10,11,12,13,14]. 
 Para garantizar la escalabilidad de un sistema 
de IoT, este debe poseer un diseño arquitec- 
tónico adecuado. Por la característica previa- 
mente mencionada, se entiende la creación 
de un sistema flexible que permita interco- 
nectar tantos dispositivos IoT como sea ne- 
cesario. Dicha conexión se realiza sin que 
importe el medio de conexión físico o el sis- 
tema operativo que posea cada uno de ellos, 
siempre y cuando utilicen las interfaces de 
software y protocolos de comunicación ade- 
cuados [2,5,6,13]. 
 Finalmente, los sistemas de IoT pueden tener 
diferentes niveles de impacto en las personas 
y la sociedad en la que viven, por lo que de- 
ben ser concebidos y conducidos dentro de 
las restricciones y regulaciones de cada país. 
Algunos ámbitos de aplicación de sistemas 
de IoT son los siguientes: 
 Sistemas de domótica. 
 Extracción y análisis automáticos o semi au- 
tomáticos de datos en líneas de producción 
industrial, que permitan optimizar los proce- 
sos de negocio [3]. 
 Dispositivos capaces de ser vestidos por per- 
sonas o animales, que permitan monitorear el 
estado físico de los mismos o que les permi- 
tan extender sus capacidades físicas (el tér- 
mino más común asociado a esta clase de 
dispositivos, a nivel mundial, es el de weara- 
bles). 
 Dispositivos de monitoreo de cultivos y 
riego automático e inteligente. 
Los sistemas de IoT no necesariamente re- 
quieren de interacción humana en su funciona- 
miento. ETSI [2] trata esta clase de interacciones 
al definir las comunicaciones “Machine-to-Ma- 
chine (M2M)” (en español, comunicaciones Má- 
quina a Máquina). Las comunicaciones M2M son 
aquellas realizadas directamente entre dispositi- 
vos y / o subsistemas de IoT, con interacción hu- 
mana escasa o nula. Esta clase de comunicación 
posee varias aplicaciones: 
 Automatización de decisiones de carácter 
determinístico, las cuales se encuentran to- 
talmente estudiadas y no requieren de inter- 
vención humana. 
 Aprendizaje de patrones de comportamiento 
humano o patrones en el funcionamiento de 
procesos propios del sistema. En este caso, la 
única interacción humana que podría presen- 
tarse es la del encargado de supervisar los re- 
sultados del aprendizaje realizado por el sis- 
tema. 
 Autonomización de un sistema aislado, loca- 
lizado en una ubicación de difícil acceso para 
seres humanos. 
 Edificios inteligentes que se adapten auto- 
máticamente a las condiciones del entorno. 
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En este caso, existiría una constante comuni- 
cación entre subsistemas de IoT distribuidos 
en todo el edificio y sus alrededores, cada 
uno evaluando las condiciones de su propio 
entorno y comunicando los cambios relevan- 
tes al resto de los subsistemas, para que cada 
uno se adapte de la mejor forma a las mis- 
mas. 
Por todo lo mencionado en los párrafos ante- 
riores, se puede notar que es difícil la creación de 
un marco general de trabajo que permita desarro- 
llar e integrar sistemas de IoT de diversa escala y 
con ámbitos de aplicación heterogéneos. Este 
marco debe ser lo suficientemente flexible como 
para permitir todo tipo de modificación estructu- 
ral del sistema, de una forma comprensible y se- 
gura. También, debe permitir la obtención de 
múltiples vistas que permitan analizar diferentes 
propiedades del sistema. Para crear este marco de 
trabajo, es necesario detectar y comprender los 
problemas a los que se enfrentan los arquitectos 
y desarrolladores de sistemas de IoT y que, de 
acuerdo con Kranz et al. [3], llevan a que un 60% 
de las iniciativas IoT se estanquen en la fase de 
prueba de concepto, y del 40% restante, sólo el 
26% sean consideradas un completo éxito. 
Algunos de los problemas antes menciona- 
dos son los siguientes: 
 Crecimiento organizado del sistema, pu- 
diendo este gestionar a tantos dispositivos y 
usuarios como sea necesario, sin importar la 
ubicación geográfica de los mismos y, mini- 
mizando los costos de desarrollo y los ries- 
gos asociados al crecimiento del sistema 
[5,7]. 
 Establecimiento de jerarquías entre disposi- 
tivos, con el fin de que las comunicaciones 
se realicen de forma controlada y facilitando 
el posterior procesamiento de la información 
comunicada. 
 Establecimiento de jerarquías de usuarios, 
asignando a cada uno un determinado nivel 
de acceso a los dispositivos del sistema de 
IoT y a la administración del mismo. 
 Soporte por software que simplifique la co- 
nexión entre dispositivos con múltiples inter- 
faces de hardware y protocolos diferentes 
[2]. 
 Soporte para visualizar el flujo de la infor- 
mación en el sistema de IoT, de una forma 
global, o local de cada subsistema que lo 
conforme. 
 
Para concluir esta introducción, es impor- 
tante mencionar que se prevé un amplio creci- 
miento en la cantidad de objetos conectados a in- 
ternet a través de sistemas de IoT. Kranz et al. es- 
tima que, en el año 2020, se alcanzará una cifra 
de 50.000 millones de objetos conectados en todo 
el mundo [3]. 
 
 
2. LÍNEAS DE INVESTIGACIÓN 
Y DESARROLLO 
En la actualidad, existe una gran variedad de 
sistemas operativos destinados a dispositivos IoT 
(e.g. TinyOS, Linux, RIOT, CONTIKI, Windows 
10 IoT Core) [1,15]. También, existe una gran 
cantidad de librerías y aplicaciones implementa- 
das con el fin de brindar soporte a desarrolladores 
de sistemas de IoT. 
De acuerdo con IEEE [1], frente al creci- 
miento en la cantidad de cosas conectadas a in- 
ternet (i.e. dispositivos IoT), cada una pertene- 
ciendo posiblemente a diferentes dominios de ad- 
ministración (i.e. diferentes sistemas/subsistemas 
de IoT), es necesario repensar por completo los 
enfoques tradicionales en el desarrollo de aplica- 
ciones web, siendo prioritarios elementos como 
la escalabilidad y la lógica distribuida. 
Coincidiendo con IEEE [1], mientras que IoT 
promete una mejor vida a través de dispositivos 
conectados y de la información y métricas que 
ellos generen, también marca el comienzo de una 
nueva era en cuanto a la privacidad y la seguri- 
dad. Según OWASP [4], uno de los nuevos ries- 
gos de seguridad asociados con IoT, son los lla- 
mados ataques de superficie, que explotan las fa- 
llas de seguridad de los sistemas de IoT para vul- 
nerar a empresas, gobiernos, organizaciones y a 
usuarios particulares. 
Frente a lo mencionado en los párrafos ante- 
riores, está claro que los desarrolladores de siste- 
mas de IoT se enfrentan a un problema principal: 
la creación de un sistema de IoT escalable y se- 
guro. 
Esta línea de investigación propone: 
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 Hacer una investigación profunda sobre las 
vulnerabilidades de seguridad que afectan a 
los sistemas de IoT. 
 Investigar el estado del arte de los patro- 
nes/estilos arquitectónicos de sistemas de 
IoT, y de los protocolos utilizados en su 
desarrollo. 
 Integrar las investigaciones realizadas con el 
fin de crear un conjunto de herramientas que 
faciliten al desarrollador la creación de siste- 
mas de IoT escalables y seguros, brindando 
soporte en la integración de subsistemas que 
posiblemente estén ubicados en diferentes 
posiciones geográficas, posean diferentes 
sistemas operativos y utilicen diferentes pro- 





Con el objetivo de evaluar los conceptos in- 
vestigados, se realizó un sistema de prueba, com- 
puesto por los siguientes componentes: 
 Una aplicación para Windows, destinada a 
los usuarios del sistema de IoT. Esta aplica- 
ción provee un sistema automatizado de bús- 
queda que muestra en pantalla todos los dis- 
positivos IoT conectados en la red Wi-Fi lo- 
cal. A continuación, ofrece al usuario la po- 
sibilidad de diseñar la arquitectura del sis- 
tema de IoT, utilizando todos los dispositi- 
vos que fueron encontrados en la búsqueda. 
Durante esta etapa, el usuario puede: 
o Establecer comunicaciones M2M [2] 
entre los distintos dispositivos IoT de- 
tectados. 
o Definir cuales datos deben ser transmi- 
tidos periódicamente desde los dispo- 
sitivos hacia la aplicación del usuario. 
o Determinar cuáles datos deben ser al- 
macenados por los dispositivos para la 
obtención de métricas. 
Una vez finalizado el diseño arquitectónico, 
la aplicación automáticamente establece co- 
nexión con los dispositivos y les transmite la 
configuración establecida por el usuario 
desde la aplicación. 
 Una placa Arduino conectada a varios senso- 
res, junto con un transmisor/receptor Wi-Fi, 
para que esta pudiera conectarse a la red Wi- 
Fi local. A continuación, se la programó para 
que sea compatible con los protocolos utili- 
zados dentro del sistema de IoT y se la co- 
nectó a la red Wi-Fi local. Por último, se eje- 
cutó la búsqueda automática en la aplicación 
del usuario y se comprobó que la placa Ar- 
duino se conectó exitosamente al sistema de 
IoT. 
 Dado que se contaba con una única placa Ar- 
duino y se deseaba probar la configuración 
del sistema con más de un dispositivo IoT, se 
creó un script en Python que simula la ejecu- 
ción de tales dispositivos. Cada vez que se 
ejecuta el script, se obtiene un nuevo dispo- 
sitivo IoT conectado a la red Wi-Fi local, 
preparado para interactuar utilizando los pro- 
tocolos del sistema. Se ejecutó nuevamente 
la búsqueda automática en la aplicación del 
usuario, pudiendo comprobar que todos los 
dispositivos simulados se conectaban exito- 
samente al sistema. 
 Se definieron protocolos para la conexión y 
desconexión entre componentes del sistema 
de IoT (e.g. dispositivos IoT, aplicaciones de 
usuario), el establecimiento de configuracio- 
nes desde la aplicación de usuario hacia los 
dispositivos IoT, y la transmisión de mensa- 
jes básicos (e.g. el valor medido por un sen- 
sor, la asignación de una orden a un actua- 
dor). 
A futuro se poseen los siguientes objetivos: 
 Realizar una investigación profunda acerca 
de las amenazas de seguridad que afectan a 
los sistemas de IoT. 
 Extender el conjunto de protocolos para cu- 
brir todos los procesos posibles de un sis- 
tema de IoT, de una forma que garantice la 
seguridad del sistema y la privacidad de sus 
datos. 
 Crear patrones de diseño arquitectónico que 
puedan ser usados en diferentes ámbitos de 
aplicación de sistemas de IoT e indicar, para 
cada patrón de diseño arquitectónico, aque- 
llos ámbitos en los que sea más viable su im- 
plementación. 
 Ampliar las capacidades de la aplicación de 
usuario, permitiendo al mismo obtener dife- 
rentes vistas sobre el estado del sistema y 
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conectarse con dispositivos, no solo en una 
red local, sino que también a través de inter- 
net y de otras interfaces de conexión (e.g. 
Bluetooth, ZigBee, Serial). 
 Permitir el establecimiento de comporta- 
mientos más complejos en los dispositivos 
IoT, durante la etapa de diseño arquitectó- 
nico del sistema, evitando la necesidad de te- 




4. FORMACION DE RECURSOS 
HUMANOS 
Los progresos obtenidos en esta línea de in- 
vestigación sirven como base para el desarrollo 
de tesis de posgrado, ya sea de doctorado o maes- 
trías en Ingeniería de Software y desarrollo de 
trabajos finales de las carreras Licenciatura en 
Ciencias de la Computación, Ingeniería en Infor- 
mática e Ingeniería en Computación de la Uni- 
versidad Nacional de San Luis, en el marco de los 
Proyectos de Investigación. 
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Análisis y Gestión de Riesgo en Proyectos Software 
Un nuevo modelo integrando la  metodología SEI y Magerit2 
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Hablar de riesgos es hablar de 
futuro, de probabilidades, de 
incertidumbre, de avances o retrocesos. 
Toda actividad implica un riesgo, 
y aunque algunos ubican la etimología en 
la palabra en risco, esto no implica de por 
sí una valoración negativa, todo cambio 
implica peligros, pero el peor peligro es 
la inmovilidad. 
Un Riesgo es la probabilidad que 
ocurra una perdida. Los riesgos técnicos 
del software son la medida de la 
probabilidad y severidad de que se 
produzcan efectos adversos en el 
desarrollo,  adquisición, mantenimiento 
etc. de sistema. 
 Todas las áreas en el desarrollo de 
sistemas  son fuentes potenciales de 
riesgos de software. 
Debido a la importancia de estos,  en 
los proyectos software, se realizará una 
investigación  de distintas metodologías 
para  detectar, analizar, eliminar o 
minimizar los posibles riesgos a los 
cuales se somete un proyecto software de 
pequeña a mediana envergadura durante 
su ciclo de vida  (Planificación, análisis, 
desarrollo, implementación y 
mantenimiento) y los riesgos generales a 
los que se somete el TI1 de estas 
organizaciones. Basados en metodologías 
de análisis y gestión de riesgos estándares 
de la  TI se busca lograr un método ágil, 
flexible, rápido y sencillo de utilizar por 
organización que no cuentan con los 
medios para poder afrontar los altos 
costos de los estudios de análisis y 
                                                 
1 Tecnología de la informatica 
gestión de riesgos realizados por 
consultoras privadas o por soporte 
informático especializado. Y como 
resultado de la investigación se generará 
un software prototipo basado en las 
mejores técnicas de las metodologías 
investigadas.  
Palabras clave: Análisis y Gestión de 
Riesgos, Auditoría, Ingeniería del 
Software  
Contexto 
Trabajo de Investigación para la 
generación de la Tesis de Maestría en 
Tecnologías de la Información UNNE- 
UNAM.  
Introducción 
El objetivo de esta investigación es 
generar un método de análisis y gestión 
de riesgos adaptando los requerimientos y 
necesidades informáticas y tecnológicas 
de las organizaciones pyme, se busca 
crear un método simple, ágil y de 
económica implementación, utilizando 
como base de estudio dos de las 
metodologías más importantes de análisis 
y gestión de riesgos en TI[1], utilizando 
la metodología SEI2 CRM3 y adaptando 
técnicas y elementos de la metodología 
Magerit V3;  para facilitar y automatizar 
la alta carga de trabajo, gestión, control y 
mantenimiento de proyectos basados en 
el método creado, en el marco de estas 
investigación  se realizará una 
herramienta software. El método y la 
herramienta servirán para  analizar y 
gestionar  los posibles riesgos que pueden 
                                                 
2 Software Engineering Institute - Carnegie 
Mellon University 
3 Continuous Risk Management 
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tener los activos; generar un 
procedimiento de seguimiento de los 
planes de acción de los riesgos 
gestionados, comunicar y registrar los 
incidentes ocurridos para evaluar 
posteriormente el nivel de los ajustes a 
realizar en el AGR4, esto ayudará a  
eliminar o minimizar los incidentes 
ocurridos, además, resguardar los activos 
de las organizaciones para que estos  no 
corran riesgos desconocidos o que su  
impacto sea mínimo y controlado.  
 
Líneas de investigación y 
desarrollo 
El uso de la TI ha crecido 
considerablemente en los últimos años y 
las organizaciones cada vez dependen 
más de ella para garantizar el éxito en el 
entorno de negocios actual; la habilidad 
que tenga la organización para implantar 
las tecnologías modernas que soporten de 
manera eficiente y controlada a los 
procesos de negocio críticos, tiene un 
gran impacto en su grado de 
competitividad[2].  
 
Los planes estratégicos de 
negocio actualmente incluyen iniciativas 
que involucran la optimización de los 
recursos informáticos para asegurar la 
consecución de los objetivos de la 
organización; como consecuencia de lo 
anterior, los altos ejecutivos están cada 
vez más alertas sobre la forma en que la 
tecnología soporta al negocio y dependen 
cada día más en los Directores de 
Tecnología de Información para 
optimizar la organización. [3] 
 
Este incremento ha añadido 
complejidad a las arquitecturas 
tecnológicas y a los procesos para su 
implantación y administración; por 
consiguiente, se presentan nuevos riesgos 
que deben ser mitigados de forma 
                                                 
4 Análisis y Gestión de Riesgos 
efectiva y eficiente para mantener el 
cumplimiento de los objetivos de control. 
Dichos riesgos se encuentran en su 
mayoría inmersos en los cada vez más 
complejos sistemas de cómputos, 
recursos humanos en la etapa de su 
desarrollo, implementación y 
mantenimiento, y de TI en general.  
 
 
 Podemos decir que Gestión de 
Riesgos es una metodología en la cual se 
utiliza procesos, métodos y herramientas 
para gestionar los riesgos encontrados en 
un proyecto software; posee también 
métodos específicos para identificar 
riesgos importantes y estrategias para 
gestionarlos. Además provee de un 
entorno disciplinado para la toma de 
decisiones de una manera proactiva 
basándose constantemente en identificar 
que puede salir mal; “la Gestión de 
Riesgos es importante debido a que ayuda 
a evitar desastres, re-trabajo y sobre-
trabajo, pero aún mas importante, porque 
estimula la generación de situaciones del 
tipo ganar-ganar”[4]. 
 Las tareas del análisis y gestión de 
riesgos no son un fin en si mismas, si no 
que se adaptan en la actividad continua 
de gestión de la seguridad. El análisis de 
riesgos permite determinar como es, 
cuanto vale y cómo de protegidos se 
encuentran los activos. [5] 
 
 Una de la metodología elegida 
para el desarrollo de la gestión de 
Riesgos es la propuesta por el SEI 5 la 
cual cuenta con los siguientes etapas [6]: 
 
 Inventario de activos 
 Propósitos y Objetivos del 
análisis de riesgos 
 Equipo de Trabajo 
 Taxonomía de Riesgos 
 Estimación de la probabilidad 
 Estimación del impacto 
                                                 
5 Software Engineering Institute 
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 Exposición al riesgo 
 Gestión de los Riesgos 
o Plan de Acción 
o Plan de Contingencia 
 
Etapas del Modelo de Gestión de Riesgos  
SEI– CRM [7] 
1º Identificación: Permite 
anticipar los riesgos antes de que estos 
ocurran y  se transformen  en problemas 
serios afectando adversamente el 
desarrollo del proyecto. Cabe destacar, 
que la identificación de riesgos (al igual 
que cada una de las etapas del modelo) 
convendría sea realizado de manera  
disciplinada y consistente, estimulando a 
los miembros del equipo de proyecto a 
formular sus inquietudes y facilitando el 
análisis posterior. 
2º Análisis: Pretende transformar 
una serie de datos que han sido obtenidos 
en la etapa de identificación, en 
información que permita llevar adelante 
una toma de decisiones enfocada en los 
riesgos más importantes para el proyecto. 
“El análisis de riesgos es un proceso 
sistemático de estimación de la 
probabilidad de ocurrencia y la magnitud 
de la pérdida o impacto de cada uno de 
los riesgos identificados mediante el cual 
se logra reducir la incertidumbre de la 
medida y del resultado del 
acontecimiento asociado a un riesgo.” [8]  
 3º Planificación: Convierte a la 
información relacionada  a cada  riesgo, 
en medidas y acciones efectivas en un 
tiempo inmediato y futuro. Esta fase 
incluye el proceso de acciones para cada 
uno de los riesgos en particular,  como así 
también, otorgar un rango de prioridad a 
las acciones y a la implementación  de un 
procedimiento de administración integral 
de riesgos. 
4º Seguimiento: Radica en 
monitorear continuamente el estado de 
los riesgos  y las acciones que fueron 
adoptadas, con  el objetivo de  evitar o 
reducir las pérdidas. Realizar un  
seguimiento de los riesgos, conlleva 
inevitablemente a tener que tomar una 
serie de medidas vinculadas con la 
gestión, haciendo posible a los referentes  
de la administración del proyecto realizar 
una permanente y precisa revisión de los 
planes.  
5º Control: Proporciona la 
factibilidad de corregir las desviaciones 
que puedan causarse a los planes de 
gestión efectuados. 
La comunicación y 
documentación del proceso son 
significativas en el modelo, ya que la 
carencia de garantías en ellas imposibilita 
la aplicación  de cualquier estrategia de 
administración. La comunicación está y 
se hace  notoria en el modelo en distintos 
niveles: el primero de ellos, establece la 
comunicación que corresponde cumplir 
entre cada uno de las fases del proceso, 
un segundo nivel esta determinado por la 
comunicación dentro del equipo de 
proyecto y el tercer nivel  por la que 
surge entre el proyecto y los diferentes 
participantes del mismo[9]. 
La otra metodología elegida para 
el trabajo es la metodología MAGERIT 
V3 [10][11] 
 
La metodología Magerit 
(Metodología de Análisis y gestión de 
riesgos de los sistemas de información), 
es una metodología propuesta por el 
Ministerio de administraciones Públicas 
del Gobierno Español para los 
organismos públicos de este país, 
realizado por el Ministerio de 
Administraciones públicas, Centro 
Criptográfico Nacional y la Universidad 
Politécnica de Madrid  y  liberado para su 
ser utilizado en cualquier ámbito.  
Se podría definir a los objetivos 
principales de Magerit V3 como: 
 Concientizar a los responsables de 
sistemas de información (dueños 
del proceso) de la existencia de 
riesgos y procesos, y la necesidad 
de detenerlos a tiempo. 
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 Ofrecer un método sistemático 
para analizar tales riesgos. 
 Ayudar a descubrir y planificar, 
las medidas eficaces para 
conservar los riesgos bajo control. 
 Apoyar la preparación de la 
Organización en procesos de 
evaluación, auditoría, 
certificación o acreditación, según 
corresponda en cada caso.  
 Fundamentar sólidamente los 
argumentos que defenderán  la 
toma de decisiones por parte de 
los directivos de la organización.. 
 
Esta metodología en su versión 3 
se compone de tres partes, que se 
describen a continuación  
El Método: Es el documento que 
describe los pasos y tareas básicas a 
realizar en  un proyecto de análisis y 
gestión de riesgos, proporciona una serie 
de aspectos prácticos y además describe 
la metodología desde un punto de vista de 
tres ángulos.  
El Catalogo de Elementos: Es un 
manual que específica claramente los 
elementos utilizados por la metodología, 
define y clasifica cada uno de estos, 
incorporando ejemplos sencillos y 
aclaratorios con respecto a:  
 Tipos de activos 
 Dimensiones de valoración. 
 Criterios de valoración. 
 Amenazas típicas sobre los 
sistemas de información 
 Salvaguardas a considerar para 
proteger sistemas de información. 
 
Guía de Técnicas: Describe las 
técnicas utilizadas en la guía 
metodológica. Técnicas específicas para 
el análisis de riesgos, análisis mediante 
tablas, análisis algorítmico, árboles de 
ataque, técnicas generales, análisis coste-
beneficio, diagramas de flujo de datos, 
diagramas de procesos, técnicas gráficas, 
planificación de proyectos, sesiones de 
trabajo (entrevistas, reuniones y 
presentaciones) y valoración Delphi6. 
Tomado las 9 etapas de la metodología 
SEI basados en la taxonomía a contrario 
con los  XXX etapas que utiliza Magerit 
V3. Y utilizando las características de 
Magerit V3 como ser:  
 Tipos de activos 
 Dimensiones de valoración de los 
activos  
 Criterios de valoración de los 
activos 
 Amenazas típicas sobre los 
sistemas de información 
 Salvaguardas a considerar para 
proteger sistemas de información     
Se crea el nuevo método el cual 
está conformado por las fortalezas de 
estas dos metodologías de AGR, la 
simpleza del SEI y el catálogo del 
MageritV3, acompañando a este nuevo 
método con una herramienta software 
para la gestión del mismo. 
Resultados obtenidos/Esperados 
El resultado  de este proyecto es 
generar un método para el análisis y 
gestión de riesgos en el TI y una 
herramienta software para la gestión del 
mismo,  integrando las mejoras prácticas 
de la metodología provista por el SEI 
análisis y gestión de riesgos basados en 
taxonomías  y  MAGERIT V3. La misma 
será orientada a las pequeñas y medianas 
organizaciones, la cuales poseen un 
presupuesto acotado para la inversión en 
la AGR. Por lo cual además del método 
se generará una aplicación software para 
asistir a la organización en la gestión de 
los riesgos en el ciclo de vida del 
proyecto software. Y se tomará como 
caso de estudio de la aplicación del 
método al SMAUNaM7.  
                                                 
6 Delphi Wideband el método de la valoración es 
una técnica consenso-basada de la valoración para 
estimar esfuerzo. 
7 Servicio Médico Asistencial de la Universidad 
Nacional de Misiones  
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Dado el auge de los dispositivos móviles y lo 
frecuentemente que resulta que los usuarios 
utilicen los mismos para acceder a contenidos 
y servicios web, resulta necesario 
implementar nuevas tecnologías 
estandarizadas por el W3C (Consorcio Web a 
Nivel Internacional), que no son tan populares 
o bien tienen aún baja implementación en los 
browsers. En la presente línea de 
investigación y desarrollo se analizan los 
nuevos estándares para la web móvil y la 
posible implementación de los mismos. 
 
Palabras clave: Web Móvil, Dispositivos 





Esta línea de I+D forma parte de los 
proyectos radicados en el Laboratorio de 
Algoritmos y Software del Centro de Altos 
Estudios en Tecnología Informática (CAETI) 
de la Universidad Abierta Interamericana 
(UAI). El proyecto cuenta con financiamiento 
asignado y una duración de 2 años siendo este 




Los dispositivos móviles no sólo son 
masivamente utilizados, por lo cual resultaría 
importante considerarlos al momento de 
pensar en acceso a contenidos o servicios 
web; sino también que en muchos casos su 
hardware es muy robusto abriendo la 
posibilidad de nuevas aplicaciones web que 
puedan sacar provecho del mismo. Esto no 
siempre sucede, en algunos casos porque no 
están disponibles estándares que permitan 
utilizar un determinado sensor o componente 
del dispositivo móvil y en otros casos tan sólo 
porque quienes realizan las aplicaciones web 
no han implementado los estándares 
disponibles, “la APIs de vibración es un 
estándar consolidado desde inicios del 2015 
sin embargo las aplicaciones no usan esta API 
como por ejemplo para poder brindar un 
feedback al usuario” [1]. Este es un uso de la 
API de vibración [2] que podría ser 
aprovechado desde la web dado que ya está el 
estándar incorporado en los navegadores.  
 
El W3C (Consorcio Web a nivel 
internacional) "… es un organismo altamente 
reconocido en la industria por sus estándares 
en cuanto a generación, construcción y uso de 
contenido web" [3], tiene grupos de trabajo 
los cuales se centran en la creación de 
estándares [4]. Las etapas de estandarización 
son: 
1) Editor Draf (Editores) 
2) Working Draf (Grupo de Trabajo) 
3) Las Call Working Draf (Comunidad) 
4) Candidate Recomendation 
(Implementación) 
5) Proposed Recomendation (Se envía al 
W3C para una última revisión de sus 
miembros) 
6) W3C Recomendation (Aceptada) 
 
Un largo camino recorren las propuestas de 
los equipos de trabajo hasta poder 
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transformarse en una recomendación aceptada 
por el W3C que es el último paso. Los grupos 
de trabajo tienen publicados desde sus inicios 
las propuestas [5], es decir se puede acceder 
desde los primeros borradores hasta a los 
estándares ya reconocidos. Existe una gran 
cantidad de estándares del W3C. A modo de 
ejemplo en la figura 1 se muestra cómo se 
presenta un estándar con sus secciones: 
Título, Estado (W3C Recomendation), Fecha, 
Versiones del documento (link de la versión 
actual, link de última versión), Editores…  
 
 
Figura 1. Estandar del W3C 
 
Continuando con el ejemplo de este estandar 
particular presentado en la figura 1 [6] puede 
observarse la implementación en los distintos 
navegadores (ver figura 2), observándose en 
este caso que ha sido prácticamente 
completamente implementado en todos sus 
aspectos en una gran cantidad de navegadores 
[7]. Finalmente, los tiempos de 
implementación en las aplicaciones 
dependerán de que los desarrolladores puedan 
conocer el funcionamiento de las APIs del 
W3C y como es el comportamiento de las 
mismas en los distintos equipos, dado que 
puede variar dicho comportamiento. “Las API 
web están incrementalmente convirtiéndose 
en una parte integral de la web o de las 
aplicaciones móviles” [8]. “Las APIs web 
proveen un enfoque sistemático y extensible 
para la interacción entre aplicaciones. Un gran 
número de aplicaciones móviles hacen uso de 
las APIs web para integrar servicios” [9]. 
 
Por lo cual resulta importante contribuir a 
documentar el funcionamiento de las API con 
pruebas en diversos dispositivos, formas de 
implementación para los distintos browsers e 
incluso en algunos casos sugerir usos que 
podría dársele a las APIs dentro de una 




Figura 2. Implementaciones en los distintos navegadores 
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2. LÍNEAS DE INVESTIGACIÓN y 
DESARROLLO 
 
Los ejes principales del trabajo son: 
• Análisis de estándares para la web 
móvil. 
• Diseño de pruebas de nuevas 
tecnologías, análisis de compatibilidad 
con distintos navegadores. 
• Analizar ventajas de encapsular 
funcionalidades en APIs de alto nivel. 
• Analizar ámbitos de aplicación e 
impacto de uso. 
• Generación de Guías de Uso y Buenas 







Al analizar los estándares web se puede 
advertir que existen retardos importantes entre 
el momento en que los mismos se publican 
como estándares consolidados por el W3C 
hasta el momento en que las aplicaciones 
aprovechan dichos estándares. Existen dos 
motivos por los cuales sucede esto, por una 
parte desde que el estándar se encuentra 
vigente hasta que los distintos navegadores lo 
implementan hay un tiempo de demora, luego 
una vez implementado por los distintos 
navegadores los desarrolladores web no 
aprovechan los mismos por desconocimiento 
de su existencia, falta de conocimiento en 
cuanto al uso o manejo de una determinada 
API e incluso por no haber imaginado un uso 
para el mismo dentro del contexto de una 
aplicación. Es por ello que muchos de estos 
estándares no tienen un grado de 
implementación alto en las nuevas 
aplicaciones, impidiendo una innovación que 
podría ser altamente importante y beneficiar a 
los usuarios finales. En esta línea de 
investigación y desarrollo, se analizaron 
diversos estándares obteniendo como 
resultado documentación e incluso en algún 
caso el desarrollo de una nueva API en 
JavaScript que permite encapsular 
funcionalidades y simplificar el uso a los 
desarrolladores.  
 
Se analizaron dos APIs [7], [8] vinculadas 
con rendimiento: documentándose, 
comparándose y ofreciendo escenarios de uso.   
Así también en cuanto a manejo de interfaz, 
se analizó un estándar vinculado con Eventos 
Touch [9] analizando la posible identificación 
de gestos en la pantalla del navegador para 
facilitar tareas habituales. En cuanto a acceso 
al hardware se estuvo trabajando con el sensor 
de proximidad y se construyó una API que 
encapsula las cuestiones básicas de acceso al 
sensor de proximidad, permitiendo identificar 
gestos en el aire y que los mismos 
desencadenen una acción particular. 
 
La posibilidad de analizar distintos estándares 
permite colaborar en grupos de trabajo a 
alumnos tanto de grado como posgrado. Este 
proyecto está radicado en el CAETI (Centro 
de Altos Estudios en Tecnología Informática), 
con una alta participación de alumnos y 
docentes de la localización centro (ciudad 
autónoma de buenos aires), así como también 
de la localización Castelar (provincia de 
Buenos Aires), extendiendo la participación al 
resto de las sedes, incluyendo a la Sede 
Rosario (provincia de Rosario). Esto permite 
la actualización continua de alumnos y 
docentes en la tecnología web móvil por 




4. FORMACIÓN DE RECURSOS 
HUMANOS 
 
El grupo está formado por 12 personas.  
• 3 Docentes (2 de Postgrado y 1 de 
Grado). 
• 9 (4 Alumnos de Posgrado, 5 Alumnos 
de Grado). 
 
En el área de dispositivos móviles se 
encuentran en realización 2 tesis de maestría 
en la UAI (Universidad Abierta 
Interamericana) y 1 de doctorado en la UNLP 
(Universidad Nacional de La Plata).  
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La Raspberry Pi (RPi) es un SBC (Single 
Board Computer) que tiene el tamaño de una 
tarjeta de crédito, desarrollada en Reino 
Unido por la fundación Raspberry Pi. El 
modelo más reciente RPi 3 incorpora wifi, a 
diferencia de los modelos previos a los que 
era necesario agregarle por USB una pequeña 
placa externa.  El bajo costo y sobre todo su 
portabilidad ofrecen un atractivo como para 
desempeñar una gran cantidad de soluciones.  
 
En este proyecto se diseña y desarrollan 
soluciones que tienen como servidor a la RPi 
y cuyos clientes serán dispositivos móviles. 
Debido a las prestaciones y características de 
la RPi es posible configurarla como servidor 
de contenido y a su vez como punto de acceso  
wifi, brindando una solución completa en un 
tamaño reducido y sin necesidad de contar 
con hardware o infraestructura de red 
adicional. Esta característica permite generar 
una gran cantidad de soluciones algunas de 
las cuales se presentan en el presente artículo 
a modo de ilustrar el trabajo que se está 
realizando en la presente línea de I+D 
(Investigación y Desarrollo).  
 
Palabras clave: Raspberry, Servidor de 
Contenidos, Dispositivos Móviles 
CONTEXTO 
 
El presente proyecto de Investigación y 
Desarrollo corresponde al programa 
PROINCE y es realizado por el grupo de 
investigación GIDFIS (Grupo de 
Investigación, Desarrollo y Formación en 
Innovación de Software) perteneciente al 
Departamento de Ingeniería e Investigaciones 
Tecnológicas de la Universidad Nacional de 
La Matanza (UNLaM). El grupo es 
interdisciplinar al estar formado por docentes 
de distintos departamentos y en él se 
encuentran formándose en actividades de I+D 
alumnos de la universidad de las carreras de 
Ingeniería. Siendo este el segundo año de 




La Raspberry Pi (RPi) así como otras SBC 
(Single Board Computer), se han hecho muy 
populares por su alta portabilidad y bajo 
costo. A fin de poder ejemplificar lo pequeña 
que es la RPi, en la figura 1 se muestra la 
RPi3 con una pantalla táctil integrada donde 
puede apreciarse que tiene menos de 10 cm de 
longitud. Por estas características ha sido 
utilizada para realizar aplicaciones en diversas 
áreas.  
 
La RPi3 [1] tiene cuatro puertos USB, en 
cuanto a conectividad cuenta con Ethernet (es 
decir la posibilidad de conectar un cable de 
red), WIFI y Bluetooth integrado. Cuenta con 
un procesador de 64 bits y cuatro núcleos y 
posee un 1 GB de memoria RAM.  
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Figura 1. Raspberry Pi 3 con pantalla 
integrada 
 
Se realizó un mapeo sistemático del estado 
del arte, en distintas fuentes (entre ellas: 
ACM, IEEE, ResearchGate, Revistas 
Indexadas), en base a parámetros precisos. 
Los trabajos obtenidos, de este mapeo 
sistemático, se organizaron por áreas 
temáticas considerándose 3 áreas principales: 
Educación, IoT (Internet de las cosas) y 
Redes. No obstante, se seleccionaron otros 
trabajos de interés representados por la última 
fila de la tabla 1. 
 
Tabla 1. Porcentaje de trabajos, según se 
incluyen o no dispositivos móviles, 
categorizados por áreas 
Tema 







IoT 37% 19% 
Educación 26% 28% 
Redes 16% 32% 
Otros 21% 21% 
 
Se tomaron en consideración luego los 
relacionados con educación y tal como se 
muestra en la tabla 2, puede observarse que la 
mayor cantidad de trabajos son originarios de 
India, seguido por Estados Unidos y Reino 
Unido; dada la gran inserción a nivel mundial 
que tuvo la RPi hay diversos países que 
aportan trabajos de relevancia que están 
representado en el último renglón de la tabla 
2. 
 
Tabla 2. Porcentaje de trabajos seleccionados 
por país 
Origen Porcentaje no incluye teléfono móvil 
India 40,54% 
Estados Unidos 20,27% 
Reino Unido 6,76% 
Otros 32,43% 
 
Los porcentajes mencionados previamente 
muestran el gran abanico de acción utilizando 
la Raspberry Pi. En el presente proyecto se 
plantea utilizar la RPi como servidor para 
brindar contenidos o servicios a ser 
consumidos desde dispositivos móviles. 
 
Las ventajas de realizar soluciones utilizando 
la Raspdberry Pi como punto de acceso, con 
clientes móviles, son: 
• Portabilidad de la solución 
• Los clientes de la red pueden utilizar 
sus dispositivos móviles sin requerir 
hardware particular para dicho fin 
• La solución a generar podrá ser 
utilizada en ámbitos donde no se 
cuenta con conectividad internet ni 
infraestructura de red wifi. 
• Implantar la solución en una nueva 
RPi implicará tan sólo copiar la 
imagen de la tarjeta de memoria, lo 
cual ya permite tener el software 
instalado con toda la configuración 
necesaria.  
 
2. LÍNEAS DE INVESTIGACIÓN y 
DESARROLLO 
 
Se investigará principalmente sobre los 
siguientes temas: 
• Dispositivos Móviles 
• Redes AdHoc 
• Software a Medida 
• Diseño de Interfaz táctil 
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• Pruebas de acceso desde Dispositivos 
Móviles 
• Visualización de datos adquiridos en 
tiempo real 
 
3. RESULTADOS OBTENIDOS 
 
Durante el primer año del proyecto se 
desarrolló una aplicación que es utilizada en 
el ámbito académico, con la finalidad de que 
los alumnos den respuestas a preguntas de 
opción múltiple que se realizan sobre los 
temas de la materia en la clase previa al 
parcial y de esta forma el docente pueda 
conocer el porcentaje de alumnos que 
selecciono cada respuesta posible, 
evidenciando las dificultades de los alumnos, 
haciendo que estas preguntas sean los 
disparadores para el repaso a realizar. Es una 
solución que permite conocer de forma 
automática los porcentajes sin tener que 
contar manualmente cuantos alumnos 
seleccionarían la respuesta correcta, haciendo 
que estos levanten la mano en aquella opción 
que crean que es válida (contabilizando el 
docente cuantos son en cada caso y 
anotándolo por ejemplo en el pizarrón), por 
otra parte, no causa que un alumno elija esa 
respuesta porque observa que muchos de sus 
compañeros la han elegido. 
 
Se analizaron distintas aplicaciones gratuitas 
para la elaboración de formularios 
seleccionándose Testmaker [2]. Sobre esta 
herramienta se realizaron algunas 
modificaciones ya que la misma es de código 
abierto. Una de las modificaciones realizadas 
fue la visualización de los formularios, para 
que estos tuvieran un diseño adaptativo que 
permita la correcta visualización en distintos 
dispositivos. “El diseño adaptativo 
(responsive design) es una buena solución 
para que un sitio web pueda adaptarse a la 
visualización en un dispositivo concreto (con 
una resolución inferior, un tamaño de pantalla 
más reducido, etc). Permitiendo variar la 
forma en que se muestra el menú principal, 
cambiando los mecanismos de navegación, 
etc” [3]. Existe una gran cantidad de 
frameworks adaptativos, se ha elegido a 
W3CSS, un framework liviano [4] que 
permitió cambiar el aspecto de la solución 
final. Si bien este framework es más reducido 
que otros más populares como Boostrap [5] o 
Fundations[6],  ha permitido realizar todo lo 
necesario.  
 
Adicionalmente se desarrolló, utilizando la 
biblioteca Node.js [7], una aplicación que 
genera un log que permite visualizar los 
usuarios conectados (ver figura 2) y también 
gráficos que serán visualizados por el docente 
en la RPi o en su celular permitiendo conocer 
los resultados en tiempo real (expresados en 
porcentajes), dejando claridad sobre las 
respuestas seleccionadas por los alumnos. 
Para los gráficos se utilizó Chart.js [8], una 
biblioteca de código abierto que permite 
agregar gráficos adaptativos a una página 
web. 
 
El testeo inicial de la aplicación fue realizado 
en el GIDFIS (Grupo de Investigación, 
Desarrollo, Formación e Innovación en 
Ingeniería de Software), en donde fue probada 
con 23 dispositivos (ver figura 3), por una 
parte utilizando computadoras de escritorio, 
notebooks, tablets, teléfonos celulares e 
incluso otras 2 RPi. 
 
 
Figura 2. Captura de un Log con los datos de 
los usuarios conectados 
 
 
Figura 3. Equipos de pruebas 
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Actualmente se encuentra en uso esta 
aplicación. En el segundo año del proyecto, se 
está trabajando en la implementación de otra 
aplicación que permitirá acceder a contenidos 
de forma tal que al insertar un pendrive en la 
RPi3 se tomarán todos los archivos que estén 
localizados en una carpeta particular y estos 
se disponibilizarán mediante una página web 
para que los alumnos puedan descargarlos. 
Para esto se está programando un demonio en 
Linux que chequea el contenido de la carpeta 
y lo visualiza para que sea consumido por los 
distintos clientes de la red.  
4. FORMACIÓN DE RECURSOS 
HUMANOS 
 
El equipo de trabajo está formado por: 
• 10 Docentes pertenecientes a diferentes 
departamentos conformando un grupo 
interdisciplinario. 
• 3 Graduados (1 Ingeniero en Informática 
y 2 Ingenieros en Electrónica) 
• 2 Alumnos de ingeniería quienes se están 
formando en actividades de Investigación 
y Desarrollo los cuales cuentan con becas 
asignadas. 
 
Vinculado con esta temática se encuentra en 
realización una tesis de maestría. 
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RESUMEN 
Las interfases de usuario tangibles (TUI) 
proponen una forma más natural de manejar 
un dispositivo. Este trabajo se enfoca en 
proponer nuevas formas de interacción con 
los smartphones aprovechando para eso todo 
el hardware que los mismos tienen disponible. 
Con hardware no se hace referencia 
únicamente a la memoria interna, capacidad 
de almacenaje… sino a un conjunto de 
sensores y componentes que los mismos 
tienen. Estos sensores y componentes 
permitirán enriquecer las aplicaciones e 
incluso la interfaz de usuario. Si bien es cierto 
que esto puede favorecer a personas con 
discapacidades e incluso a quienes no son 
nativos digitales y no tienen afianzado el 
manejo de la tecnología, consideramos que el 
uso de TUI facilita las tareas y el tiempo de 
ejecución de las mismas lo cual es placentero 
para todo tipo de usuario que tenga poco 
tiempo y necesidad de concretar una 
determinada acción con su teléfono móvil.   
 
Palabras clave: Interfaz, Tangible, 





Esta línea de I+D forma parte de los 
proyectos radicados en el Laboratorio de 
Algoritmos y Software del Centro de Altos 
Estudios en Tecnología Informática (CAETI) 
de la Universidad Abierta Interamericana 
(UAI). El proyecto cuenta con financiamiento 
asignado y una duración de 2 años, siendo 
este el último año.  
1. INTRODUCCIÓN 
 
“Los dispositivos móviles forman parte de la 
vida cotidiana y son cada vez más 
sofisticados, su poder de cómputo genera 
posibilidades hasta hace años no pensadas. La 
creciente demanda de software específico 
para estos dispositivos ha generado nuevos 
desafíos para los desarrolladores, ya que este 
tipo de aplicaciones tiene sus características 
propias, restricciones y necesidades únicas, lo 
que difiere del desarrollo de software 
tradicional” [1]. “Poco a poco nuestra vida se 
ha ido llenando de pequeños dispositivos 
pensados para ser usados en movilidad” [2].  
 
El dispositivo móvil por excelencia es el 
teléfono celular. En este artículo el foco está 
puesto en los smartphones, los cuales 
actualmente pueden tener disponible una gran 
cantidad de componentes y sensores (por 
ejemplo: Cámara, Micrófono, Sensor de 
Proximidad, Sensor de Luz, Barómetro, 
Brújula, Giroscopio, Acelerómetro, GPS, 
Magnetómetro, Temperatura Ambiente, NFC, 
Vibración).  
 
Es importante considerar estos componentes y 
sensores, para enriquecer la aplicación e 
incluso ofrecer nuevas formas de interacción.  
“Las interfaces de usuario tangibles (TUI) son 
interfaces de usuario en las cuales las 
personas interactúan con información digital a 
través de ambientes físicos” [3]. Por otra parte 
“las TUI muestran un potencial para mejorar 
la manera en que las personas interactúan y 
aprovechan la información digital” [4]. 
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En diversas ocasiones se pone el foco de 
atención en la necesidad que las personas 
aprendan a utilizar las interfaces en vez de 
considerar si existen otras interfaces que sean 
más naturales e intuitivas y permitan realizar 
las mismas acciones con menor tiempo de 
aprendizaje e incluso de realización de las 
tareas en cuestión.  Si bien se asume que las 
nuevas generaciones tienen capacidades 
innatas de utilizar la tecnología, se deja de 
lado en muchos casos a quienes no son 
nativos digitales o tienen alguna dificultad 
física que les impida realizar las tareas con las 
actuales interfaces. No obstante, si se les 
propone a los nativos digitales una interfaz 
natural que permita realizar sus actividades en 
menor cantidad de tiempo, ellos también se 
sumarían a la iniciativa. “Los Nativos 
Digitales se identifican con la interactividad: 
una respuesta inmediata a todas y cada una de 
sus acciones” [5].  
 
Algunos autores abordan la necesidad de las 
TUI para personas con discapacidad física o 
cognitiva [3], [6], pero así también otros 
autores las abordan como necesarias para 
adultos mayores [7], primer infancia [8], [9], 
[10], [11]… es decir estas interfaces pueden 
tener un gran potencial para todas las 
personas, es por ello que algunos autores 
consideran también su utilización en forma 
general, independiente de las capacidades 
físicas, cognitivas, etarias, etc… simplemente 
por su practicidad y mejora en la concreción 
de determinadas tareas [12], [13]. 
 
Esta línea de I+D (Investigación y Desarrollo) 
aborda el uso de TUI aprovechando los 
smartphones y su hardware asociado, 
considerando que estas interfaces más 
naturales y cercanas al modelo mental de las 
personas, podrán facilitar la interacción de 
aquellos usuarios que tienen capacidades 
especiales pero también de usuarios que 
podrían utilizar cualquier tipo de interfaz pero 
tendrán la alternativa de utilizar el dispositivo 
de una forma innovadora y más amena.  
 
Para esto se ha elegido desarrollar 
aplicaciones nativas, por tener estas, acceso 
completo al hardware [14]. Si bien las 
aplicaciones web actualmente tienen acceso a 
hardware, aún es limitado y para este proyecto 
en particular es necesario tener acceso a todos 
los sensores y componentes. Se ha elegido 
Android como sistema operativo dado que es 
el sistema operativo más utilizado 
actualmente. Tomando como referencia las 
estadísticas proporcionadas por StatCounter 
[15] se puede apreciar que en Argentina, en 
base a lo relevado en el mes de enero del 
2018, para Teléfonos Celulares el sistema 
operativo que lidera es Android.  
 
Como puede notarse en la figura 1 en base a 
los datos estadísticos extraídos [15], la brecha 
que separa a Android (con el 90%) de los 
sistemas operativos restantes es muy amplia 
contando IOS con un 7%, Windows con 2%, 
mientras que otros sistemas operativos reúnen 
tan sólo el 1% faltante. Es por ello que se ha 
decidido en el marco de esta línea de 
investigación y desarrollo construir 




Figura 1. Sistemas Operativos de Teléfonos 
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2. LÍNEAS DE INVESTIGACIÓN y 
DESARROLLO 
 
Los ejes principales del trabajo son: 
• Análisis de los sensores disponibles en 
los equipos móviles comprendiendo su 
funcionamiento. De esta forma se 
podrá determinar las posibilidades y 
limitaciones al momento de acceder a 
la información de los sensores 
mediante una aplicación 
• Diseño de interfaces innovadoras que 
mediante el uso de los sensores 






Primeramente, se analizó el funcionamiento 
de diversos sensores así como los resultados 
que los mismos arrojaban, entre ellos por 
ejemplo el sensor de proximidad en donde la 
sensibilidad del sensor y el tiempo de 
respuesta varía mucho dependiendo del 
hardware, con lo cual los resultados son 
distintos en cada dispositivo. Los resultados 
obtenidos en algunos casos fueron producto 
de publicaciones académicas, como es el caso 
del comportamiento de este sensor y como 
analizar los valores resultantes [16]. También 
se ha trabajado con otros componentes como 
NFC [17], logrando que al apoyar un 
smartphone a una superficie, incluso sin tener 
abierta la aplicación esto dispare eventos 
como una llamada telefónica. Esta aplicación 
tiene usos particulares como por ejemplo: 
para personas no videntes que pueden tener 
un tablero con los nombres en braile de sus 
contactos haciendo que al apoyar el teléfono 
sobre la superficie se inicie en forma 
automática la llamada con el altavoz activado. 
También puede aplicarse a adultos mayores 
para que rápidamente puedan comunicarse 
con sus contactos sin necesidad de manipular 
el teléfono ganando también velocidad y 
practicidad en caso de una emergencia. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
 
El grupo está formado por 7 personas.  
• 3 Docentes (2 de Postgrado y 1 de 
Grado). 
• 4 (2 Alumnos de Posgrado, 2 Alumnos 
de Grado). 
 
En el área de dispositivos móviles se 
encuentran en realización 2 tesis de maestría 
en la UAI (Universidad Abierta 
Interamericana) y una de doctorado en la 
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Esta línea de investigación aborda 
temas de innovación en los sistemas de 
gestión de salud. Y hace especial foco en 
dos temáticas. La primera son los sistemas 
de gestión para la salud asistencial, 
especialmente en los centros y las redes de 
atención primaria. La segunda es la gestión 
de laboratorios de investigación, tanto en el 
ámbito público como en el ámbito privado; 
especialmente en el desarrollo de 
aplicaciones para la gestión de los 
protocolos de trabajo. 
En ambos casos se espera la aplicación, 
adaptación, validación y posterior 
transferencia de las tecnologías actuales al 
ámbito regional. En particular se está 
trabajando con el Ministerio de Salud de la 
provincia de Misiones para el desarrollo de 
un modelo de gestión del territorio en su 
red de Centros de Atención Primaria. 
Asimismo, se está trabajando con la 
Facultad de Medicina de la Universidad 
Nacional del Nordeste para la elaboración 
e instrumentación de un sistema de gestión 
de biobancos con fines de investigación. 
 
Palabras clave: Innovación, Sistema de 
Gestión, Salud, CAPS, Biobanco. 
 
Contexto 
La línea de Investigación y Desarrollo 
presentada en este trabajo corresponde al 
proyecto PI-F17-2017 “Análisis e 
implementación de tecnologías emergentes 
en sistemas computacionales de aplicación 
regional.”, acreditado por la Secretaría de 
Ciencia y Técnica de la Universidad 
Nacional del Nordeste (UNNE) para el 
periodo 2018-2021. 
Asimismo, parte de la línea de 
investigación es realizada en el marco de la 
tesis de la maestranda Bettina Petrella 
perteneciente a la Maestría de Tecnologías 




Gestión de la Salud Asistencial 
A nivel mundial, se ha comprobado la 
importancia de la utilización de la 
informática en la gestión de las redes de 
salud, en especial para identificar el área 
de cobertura de los centros asistenciales[1]. 
Esto tiene un impacto directo en el 
territorio, obteniendo datos, controlando y 
realizando acciones de prevención en la 
población de referencia [2]; según las 
características de la zona evaluada 
[3][4][5][6][7][8][9] en relación con los 
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diferentes diagnósticos epidemiológicos 
[8] y grupos etarios [9]. 
En el nordeste argentino, especialmente 
en la provincia de Misiones la red pública 
de Centros de Atención Primaria de la 
Salud (CAPS), está compuesta por 380 
centros que brindan prestaciones de 
atención primaria, registrándose en 
promedio unas 2.100.000 de consultas 
anuales[10]. Pero no es posible catalogar 
estas consultas de acuerdo  a la población 
de referencia. Esto hace imposible también 
calcular los diferentes indicadores que 
aseguren una mayor eficiencia en las 
políticas de salud pública o la realización 
de atenciones programadas y preventivas a 
la población[11][12][13]. 
Actualmente, la gran mayoría de los 
centros de atención primaria de la red 
pública de la provincia de Misiones han 
definido su área de cobertura, y en el 
mismo centro puede encontrarse la 
cartografía en papel. Sin embargo, dicha 
definición no necesariamente ha seguido 
procedimientos homogéneos entre centros, 
y su actualización depende de la decisión 
del personal de salud local. Por ejemplo, 
ante la aparición de un nuevo barrio, no 
existe un procedimiento específico para 
asignar esta nueva población a un centro 
determinado. A su vez, desde el nivel 
central, no se cuenta con información sobre 
el estado actual de cobertura de cada 
CAPS.  
 
Gestión de Laboratorios de 
Investigación 
Desde otro enfoque y orientado hacia el 
desarrollo de investigación en salud uno de 
los elementos de mayor valor agregado es 
el desarrollo de biobancos. Los biobancos 
con fines de investigación biomédica son 
establecimientos públicos o privados, sin 
ánimo de lucro, que acogen una o varias 
colecciones de muestras biológicas de 
origen humano con fines de investigación 
biomédica, organizadas como una unidad 
técnica con criterios de calidad, orden y 
destino. 
Los biobancos, por lo tanto, son 
indispensables en el avance del 
reconocimiento de marcadores de 
enfermedad y progresión, así como 
también en el descubrimiento de nuevos 
fármacos[14]. Y dentro de las bases que 
garantizan el éxito de un biobanco se 
incluye la implantación de un sistema de 
calidad [14][15][16]. En este contexto, la 
aplicación de normas de calidad genéricas 
permite lograr mejoras continuadas en el 
tiempo. Entre las normas de calidad 
genéricas más utilizadas actualmente, se 
encuentra la norma internacional ISO 9001 
que se aplica a los sistemas de gestión de 
calidad (SGC)[17]. 
Esta norma se utiliza para implementar 
y mejorar la eficacia de un SGC, 
aumentando la satisfacción del cliente 
mediante el cumplimiento de sus requisitos 
y es aplicada por más de un millón de 
organizaciones en 178 países [18] 
En cuanto a los laboratorios de 
investigación, las guías de buenas prácticas 
para los biobancos publicadas por la 
Organización para la Cooperación y 
Desarrollo Económico [19], el Instituto 
Nacional del Cáncer [20] y la Sociedad 
Internacional para el Almacenamiento 
Biológico y Medioambiental [21] 
aconsejan normativas basadas en ISO 9001 
como la ISO 17025 (control y calibración 
de laboratorios) y la ISO Guide 34 
(producción de material). Por otra parte, 
Betsu et al., analizando los estándares 
propuestos, recomiendan el uso de la ISO 
9001 como norma general aplicable[22] 
Finalmente, en los biobancos que han 
decidido seguir el modelo presentado por 
la ISO 9001el foco de la certificación está 
en la gestión de los procesos que realizan 
[24][25]. 
 
Líneas de investigación y 
desarrollo 
En la línea de Gestión de la Salud 
Asistencial se propone:  
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 Construir una metodología de trabajo 
con guías y procedimientos para la 
gestión de los CAPS con indicadores 
poblacionales y la gestión territorial de 
la red. 
 Desarrollar el marco tecnológico para 
instrumentar la metodología de trabajo. 
 Realizar la integración y el ensayo de la 
metodología, en el Ministerio de Salud 
de la Provincia, con el marco 
tecnológico desarrollado. 
 
En la línea de Gestión de Laboratorios de 
Investigación se propone:  
 Desarrollar un modelo de gestión de 
biobancos de acuerdos con la normativa 
ISO 9001 y los reglamentos facultativos 
argentinos / españoles. 
 Construir una aplicación para la gestión 
de redes de biobancos de muestras para 
investigación en cáncer. 
Finalmente, existe una relación directa 
entre la gestión de la red de CAPS y la 
gestión de biobancos en red. Un sistema  
para la gestión de CAPS permite mantener 
no solamente la información geográfica 
sino también la información de los 
diferentes tratamientos de cada paciente. Y 
este es un conocimiento imprescindible al 
momento de realizar experimentos con los 
conjuntos de muestras almacenadas en los 
biobancos. 
Resultados obtenidos 
El grupo de investigación es de reciente 
formación, por lo cual los resultados son 
preliminares y, en parte, se enumeran 
antecedentes llevados adelante en el marco 
de otros grupos de trabajo. A continuación 
se indican: 
En la línea de Gestión de Laboratorios de 
Investigación: 
 Se llevó adelante el desarrollo de los 
procedimientos para la puesta en 
marcha de un sistema de gestión de 
calidad en un nodo de biobanco de 
muestras renales de la red europea de 
biobancos RedInRen [27]. 
 Se desarrollaron un conjunto de 
procedimientos compatibles con la 
norma ISO 9001 para la cesión de 
muestras del biobanco [28] y se analizó 
su impacto posterior [29]. 
Formación de recursos humanos 
En el Grupo de Investigación en 
Innovación en Software y Sistemas 
Computacionales (GIISSC) están 
involucrados 4 docentes investigadores, 1 
becario de investigación de pregrado, 1 
tesista de doctorado y 3 tesistas de 
maestría. Cinco alumnos de la carrera están 
realizando sus proyectos finales vinculado 
a estos temas. 
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La plataforma tecnológica de Cloud 
Computing, es la innovación tecnológica por 
excelencia de la década, la presente tecnología 
ha permitido y permite la creación servicios 
por parte de los gigantes de Internet como ser 
Mapas en líneas, Base de datos en tiempo real 
o la creación de sitios como plataformas 
sociales o plataforma de videos, plataformas 
que nos permiten trasmitir y comunicarnos 
libremente. Lo anterior permitió que en la 
actualidad sea tan importante un bloguero en 
línea como un corresponsal de una cadena de 
televisión.  
Hoy en día surgen innovaciones de nuevos 
modelos de negocios que se basan en esta 
tecnología, modelos que hace unos años atrás 
no se nos hubiese imaginado implementarlo. 
La tecnología de Cloud Computing 
conjuntamente con el uso masivo de 
dispositivos móviles y el concepto de 
computación contextualizada han propiciado 
un nuevo camino para todo lo referente a la 
asistencia en línea de los usuarios. Dentro del 
sin fin de usuarios de estas tecnologías 
encontramos a los turistas. Este nuevo turista 
llamado 2.0 o digital, el cual se convirtió en 
hiperconectado y multicanal, acostumbrado a 
usar sus dispositivos móviles se vio 
beneficiado con la aparición de app móvil que 
lo hacen sentir como en su casa en el destino 
donde elige visitar.  
Palabras Clave: Cloud Computing – 
Informática sensible al contexto – Desarrollo 
movil. 
Contexto 
El presente trabajo expone el estudio de 
tres temas como ser Cloud Computing, 
Informática contextualizada y el desarrollo de 
aplicaciones móviles tratados en el curso de 
Sistemas Distribuidos perteneciente a la 
Maestría en Tecnología de la Información 
entre la Universidad Nacional de Misiones y la 
Universidad Nacional del Nordeste a partir de 
la revisión bibliografía y material del curso 
utilizado y referencias externas. Estos temas 
fueron seleccionados y se desarrollan en el 
marco del actual proyecto que nos 
encontramos desarrollando en la ciudad de 
Puerto Iguazú, Misiones “Puerto Iguazú 
móvil” conjuntamente en la actualidad el 
presente proyecto se encuentra enmarcado en 
un proyecto de tesis para la obtención del título 
en Maestría en Tecnología de la Información 
por la Universidad Nacional de Misiones y la 
Universidad Nacional del Nordeste.    
Introducción  
La plataforma tecnológica de Cloud 
Computing, es la innovación tecnológica por 
excelencia de la década, esta tecnología ha 
permitido y permite la creación servicios por 
parte de los gigantes de Internet en su mayoría. 
Servicios que antes solo unos pocos podrían 
imaginar a un futuro muy lejano. Podemos 
decir que nos encontramos frente a un nuevo 
paradigma tecnológico que se impondrá de a 
poco como lo hizo el internet y la web en su 
momento afirman. Tanto es el impacto que ha 
producido esta innovación tecnológica que el 
concepto de Cloud Computing o “la nube” se 
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 encuentra en boca de los medios de 
comunicación y de la sociedad en común. La 
mayoría de las empresas de una u otra forma 
ya se encuentran utilizando estos servicios y 
migrando a este nuevo modelo de negocio.  
Además, son cada vez más las empresas 
que en mayor o menor medida ofrecen los 
mismos servicios que ofrecen los gigantes de 
internet.  
Este nuevo paradigma tecnológica que nos 
encontramos viviendo vino propiciado por el 
uso masivo de dispositivos móviles; 
Dispositivos que permitieron y permiten que el 
usuario común que antes se encontraba frente a 
una computadora “de forma fija” o teniendo el 
problema de tener que desplazar sus 
documentos de un lugar a otro para poder 
trabajar en ellos desde otra computadora. A 
pasar a ser un usuario que la mayoría de las 
veces de manera gratuita puede desplazarse y 
tiene acceso a todos los recursos que posee 
sean estos archivos en su conjunto y de las 
aplicaciones con las cuales trabaja; con una 
simple conexión a internet.  
No solo esto ha permitido esta tecnología, 
sino que los prestadores de estos servicios 
pueden realizar un seguimiento realmente 
profundo del usuario final con respecto a sus 
hábitos, consumos y tareas diarias o en que 
ocupa su tiempo. Lo que llevó a una nueva 
forma de ofrecer productos y servicios, como 
ser el caso de Google Maps, o Google 
Calendar, con el hecho de registrar un evento 
en algún lugar, como ser la casa por ejemplo y 
el evento de sacar la basura, él te lo recordará 
cuando te encuentres en ese lugar porque sabe 
dónde te encuentras y se lo dijiste.   
Todos los días aumenta el número de 
usuarios en Internet, usuarios que de apoco van 
formando parte de uno u otro grupo de 
usuarios que utilizan algún servicios de 
Internet. Entre estos usuarios beneficiados se 
encuentran los turistas, los cuales actualmente 
son llamados turistas 2.0 o llamado digital, el 
cual se convirtió gracias a estas tecnologías en 
hiperconectado y multicanal, acostumbrado a 
usar sus dispositivos móviles se vio 
beneficiado con la aparición de app móvil que 
lo hacen sentir como en su casa en el destino 
donde elige visitar el uso de estas APP móviles 
no sólo se da durante el periodo de visita del 
turista sino antes, durante y después.  
Es por eso que este nuevo paradigma de la 
nube ha impulsado al sector turístico a 
desarrollar aplicaciones referentes al trasporte, 
gastronomía y cultura por nombrar algunas.  
Una de las características que poseen estas 
aplicaciones, y que será desarrollado en este 
trabajo, es referente a la informática 
contextualizada cuyas aplicaciones en el sector 
es muy amplio.  
Otro gran sector beneficiado por los 
servicios de la nube, y que en mayor o menor 
medida, son los impulsores de estas nuevas 
tendencias son los desarrolladores en este 
sector podemos encontrar Servicios como ser 
Firebase que es un sistema de Base de datos en 
tiempo real y con todo el soporte Backend para 
el desarrollo de aplicaciones. 
Línea de investigación y desarrollo 
El presente trabajo orienta su línea de 
investigación en dos grupos; el primer grupo 
referente al Geo referenciamiento, Geo 
posicionamiento y al Geo marketing y una 
segundo grupo a la informática contextualizada 
como ser la identificación de usuario y el 
ofrecimiento de servicios o productos 
orientados a personas específicas.  
Objetivos y resultados 
Puerto Iguazú es una ciudad 100% 
turística visitada anualmente por miles de 
turistas locales, regionales y del resto del 
mundo, si bien existe mucha promoción a 
través de los medios de comunicación, 
folletería e internet; aún no se ha solucionado 
el problema de la falta de información 
disponible organizada, concentrada y 
principalmente actualizada en un solo lugar, 
que permita al turista mejorar la experiencia en 
el destino y que el mismo incremente su 
promedio de estadía en la ciudad y así 
consuma más; hasta el momento dicho 
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 promedio es de dos días y medio  (según 
IPEC), Iguazú no cuenta con una app  para 
dispositivos móviles que concentre toda la 
información, basada en la geo localización que 
permite detectar dónde está el turista y 
mostrarle todos los puntos turísticos, hoteles, 
restaurantes, empresas de turismo, 
entretenimiento nocturno, estaciones de 
servicio, cajeros automáticos, servicios de 
salud y todo lo que pueda ser de interés para 
un turista. La geo localización juntamente con 
las redes sociales es una nueva forma de hacer 
marketing, tienen un gran potencial en el 
turismo ya que el viajero está constantemente 
conectado y le gusta compartir sus 
experiencias en las redes sociales (fotos, el 
lugar donde se encuentran). Existen 
aplicaciones como: 
 Foursquare: servicio basado en geo 
localización web aplicada a las redes 
sociales. 
 Tripadvisor: es una aplicación móvil que 
permite conocer puntos turísticos, 
restaurantes y hoteles en un determinado 
lugar a través de la geo localización y el 
geo marketing.  
Ninguna de las aplicaciones mencionadas 
anteriormente soluciona el 100% del problema 
expuesto, y la mayor desventaja que presentan 
es que no proporcionan información 
actualizada y oportuna para el turista.  
“Iguazú en tu móvil” pretende por un lado 
ser una aplicación que permita al turista vivir 
una experiencia satisfactoria en su estadía en la 
ciudad y hacerlo sentir como un local y por 
otro lado tiene como objetivo principal 
contribuir al desarrollo económico de la 
ciudad, a través, del trabajo en conjunto de los 
actores principales: la municipalidad de 
Iguazú, la Asociación Civil Atractivos 
turísticos de Iguazú, los diferentes 
alojamientos, restaurantes, comerciantes, 
transporte y otros. Ellos proveerán 
periódicamente y constantemente la 
información para la aplicación (promociones, 
espectáculos etc.). Los actores antes 
mencionados serán los encargados de 
promocionar la aplicación a través de 
publicidad utilizando cartelería, folletería y las 
TICs. 
Con respecto al desarrollo de la aplicación 
y mantenimiento estará a cargo del equipo 
responsable del presente proyecto. 
Objetivo general 
Lograr a través del desarrollo de una APP con 
geo localización (en varios idiomas) 
concentrar, organizar y mantener actualizada 
toda la información turística y de servicios 
disponible de la ciudad de Puerto Iguazú para 
aumentar la oferta turística y así incrementar 
el promedio de estadía y el consumo del 
turista en el lugar, beneficiando y 
contribuyendo de esta manera el desarrollo 
económico de los comerciantes, empresarios 
locales y todos los actores involucrados en el 
proyecto. 
Objetivos Específicos 
 Promocionar los otros puntos turísticos 
de Iguazú. 
 Hacer sentir al turista como un local. 
 Proporcionar al turista no solo una guía 
turística sino también una guía de 
servicios e información actualizada 
sobre promociones, espectáculos y 
otros. 
 Ofrecer recomendaciones 
personalizadas sobre restaurantes, 
alojamientos y actividades a realizar. 
 Contribuir al desarrollo económico de 
las empresas y comercios locales 
relacionados con el turismo. 
 Brindar una solución al problema 
urbanístico de la ciudad. (Posee muchas 
calles diagonales). 
 Comprometer a la Municipalidad de 
Puerto Iguazú, ACATI, Empresas 
hoteleras, turísticas, restaurantes, 
comerciantes, empresas de servicios, 
expertos en idiomas y otros a trabajar 
en conjunto. 
 A continuación se presentara las 
pantallas que fueron desarrolladas en 
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 carácter de prototipo de la aplicación 
con el propósito de ser presentado 
frentes a la municipalidad de la ciudad 
y las principales empresas turísticas de 




Imagen 1. Pantalla principal de la app 
 
Imagen 2. Pantalla listado de hoteles. 
 
Imagen 3. Información de uno de los restaurantes 
seleccionado 
 
Imagen 4. Información de uno de los restaurantes 
seleccionado 
Conclusión  
El presente trabajo deja en evidencia el 
actual estado que se encuentra los servicios de 
informática, y las condiciones que se 
encuentran dadas para que cualquier persona 
pueda desplegar una idea que llegue muy lejos.  
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 Con respecto a la tecnología presente hoy 
en día en cuanto al cloud computing es una 
tecnología que planteó un nuevo paradigma y 
que vino para quedarse, y será una verdadera 
revolución que se dará como se dio en su 
momento con el Internet y la Web.  
El presente proyecto representa una gran 
innovación para la Ciudad de Puerto Iguazú, 
para ciudades aledañas y localidades en un 
futuro, debido al gran número de teléfonos 
inteligentes y su uso masivo por parte de los 
turistas. 
Los turistas son grandes consumidores de 
aplicaciones móviles que les permitan mejorar 
su experiencia en el lugar que se encuentran 
visitando. La aplicación que se desarrolla con 
este proyecto juntamente con la incorporación 
de tecnologías como ser  GeoMarketing, 
Geolocalizacion y el concepto de SoLoMo 
servirán   para estudiar los hábitos de los 
turistas y mejorar la oferta turística actual y así  
ampliarla. Además, dará origen a nuevos 
emprendimiento a partir del análisis detallado 
de los datos que proporcione el uso de la 
aplicación y el estudio del consumo por parte 
de los turista; como por ejemplo a partir del 
análisis de flujo de personas por ciertos 
lugares, el recorrido que hacen los turistas 
dentro de la ciudad y caminos por donde se 
desplazan se pueden armar nuevos circuitos 
turísticos.  
Todo lo anterior llevará a aumentar la tasa 
de permanencia del turista en la ciudad de 
Iguazú, propiciando así el aumento del 
consumo y el fomento de la región por parte 
del sector turístico. 
Se debe aclarar que el hecho de ofrecer y 
promocionar puntos turísticos que no 
pertenecen a la ciudad de Puerto Iguazú, no 
representa una amenaza al cumplimiento del 
objetivo general del presente proyecto. 
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de   Internet   y   de   las   Tecnologías   de
Información  y  Comunicación   (TIC).  De
allí que el eje se ha volcado en lo cultural,
social,   económico   y   tecnológico   a   la
información, como materia prima [4, 16].
De  manera   tal   que   existe   una   perenne




Repositorios  Institucionales  (RI),  ya que
ambos ofrecen servicios similares y el uso
de   cada   uno   de   términos   (RI   y   BD)
depende del ámbito donde se aplica y, por
ende,   de   los   recursos   con   los   que   se
desean  trabajar   [15].  En este   sentido,   la
Universidad   Nacional   de   Chilecito
(UNdeC)   se   propone   posicionar   su
producción   científica   a   través   de   una
estrategia de gestión de la información de
forma eficaz y eficiente, maximizando su




esta   generando   conciencia   en   la
comunidad   universitaria   de   la   UNdeC
respecto   de   algunos   términos   de   uso
frecuente   en   las   áreas   de   visibilidad   y
gestión del conocimiento.
Palabras   clave:   producción   científica,





que   fortalecerán   la   investigación   y   las
diferentes   labores   relacionadas   con   la
gestión del conocimiento  en cuanto a  la
visibilidad  web y   la  preservación,  de   la
mayoría,   de   la   producción   académica   y
científica de la UNdeC. 
Actualmente   se   encuentra   activo   un
PDTS   (Proyectos   de  Desarrollo   Tecno­
lógico y Social) aprobado el año pasado y
titulado   “Repositorios   digitales   con
contenidos   orientados   a   las   necesidades
de   escuelas   rurales   primarias   y
secundarias”.   Su   ejecución   comenzó   en
abril   del   2016   y   finaliza   en  marzo   del
2018.   También   se   encuentra   activo   el
proyecto   “Red   para   la   creación   y
publicación   de   objetos   virtuales   de
aprendizajes   de   calidad   en  Repositorios
Institucionales”   correspondiente   a   la
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convocatoria   “Redes   Internacionales   9”,
promovida por  la Secretaría  de Políticas
Universitarias   de   la   Nación.   De   igual
manera,   se   tiene  un  proyecto  del  2013­
2014 del programa “Financiamiento para
el   Estímulo   y   Desarrollo   de   la




la   producción   científica   de   la  UNdeC”,
que finaliza en julio de este año.
En cuanto a la participación del grupo de
trabajo  en consorcios   internacionales,  se
están   desarrollando   dos   (2)   propuestas
para   vincular   la   UNdeC   con
organizaciones   internacionales:   Latin
American  and  Caribbean  Consortium of
Engi­neering   Institution   (LACCEI)   e
Ibero  american  Science  and Technology




RRHH   necesarios   para   ejecutar   los




un   concepto   que   ha   ganado   cierta
difusión.   Barité   y   Dahlberg   [1],   [2]
señalan   que   cuando   se   habla   de
organización   del   conocimiento  “es
importante tener presente que (...) se hace
referencia   (...)   [al]   conocimiento
socializado,   compartido   o   comunicado,
que además ha sido registrado".
Por tanto, la información es la base para
acceder   al   conocimiento.  Se  entiende  al
conocimiento   como   "una   entidad
abstracta   que   existe   solamente   en   la
mente de un ser humano en tanto sujeto
cognoscente  (es  decir,  es  lo  que yo sé),
mientras   que   la   información   es   el
conocimiento comunicado,  compartido o
socializado" [3]. Esta diferenciación entre
ambos   conceptos   (conocimiento   e
información)   nos   permiten   comprender
por qué  es necesario que la información
esté  organizada  para  que el  acceso  y   la
apropiación [14] por parte de los sujetos
les  haga partícipes  de   la  sociedad  y   los
empodere  como  ciudadanos   informados.
Lo que en palabras de Barité y Dahlberg
apunta   a   la   socialización   del   conoci­
miento.
Sin   embargo,   esta   situación   se   hace
posible si esa información puede (o debe)
registrarse   en   un   soporte   físico   para
convertirse   en   un   documento   o   recurso
bibliográfico   con   genuina   utilidad   por




visibilidad   web   que   requiere   la
Institución. 
Se   entiende   que   los  Repositorios





son   estructuras   web   interoperables   que
alojan recursos científicos, académicos y
administrativos,   tanto   físicos   como
digitales,   descritos   por   medio   de   un
conjunto de datos específicos (metadatos)
[5]–[7]. Tienen como propósito recopilar,
catalogar,   gestionar,   acceder,   difundir   y
preservar la información [4], [8]. Vale la
pena   destacar   que   los   RI   son   vías   de
comunicación   científica,   pero   no   son
canales  de publicación.  Eso quiere decir
que   se   deben   seguir   los   mismos
mecanismos   de   validación   científica
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existentes   hasta   ahora   a   través   de   las
revisiones   por   pares,   pero   los   autores
deben   hacer   énfasis   en   mostrar   sus
publicaciones   y   datos   primarios   de   sus
investigaciones.   Se   destaca   que   los   RI
deben   disponer   también   de  Objetos   de
Aprendizaje   (OA),   que   son   entidades
generalmente   entregadas   a   través   de
Internet y diseñadas con el fin de que sean
utilizadas   y   reutilizadas   en   múltiples
contextos educativos [12, 13]. 
Los   RI   se   configuran   dentro   de   la
filosofía  del  Acceso  Abierto   (en   inglés
Open Access ­  OA).  Esta filosofía tiene
como   fin   asegurar   el   acceso   libre   y
abierto   a   la   producción   científica,   es
decir,   garantizar   el   acceso   a   través   de
Internet   sin   que   los   derechos   del
copyright sean una barrera [9], [10]. Los
RI materializan el objetivo del OA porque
la   información   que   se   deposita   es   una
producción que tienen como propósito ser
accesible,   sin   restricciones  y  preservada
digitalmente.
Sobre la base de lo expuesto, esta línea de
investigación   desarrollará   proyectos   que
fortalezcan   la   difusión   y   gestión   de   la
comunicación  científica  y   académica  de
los becarios, docentes e investigadores de
cualquier disciplina de la UNdeC. Esto se
logrará   mediante   la   socialización   y
sistematización   de   un   conjunto   de








 Repositorios   institucionales   y
bibliotecas digitales.
 Objetos de aprendizaje.
 Gestión   de   la   información   y   el
conocimiento.










esta   permitiendo   cumplir   con   los
siguientes objetivos:
 Difundir   el   concepto   de
conocimiento   y   la   distinción   de
dato e información. 
 Comprender   los   problemas  y   las
tendencias   asociadas   a   la
producción   abierta   del   conoci­
miento, el uso y la difusión.
 Analizar   la  visibilidad  web de  la
UNdeC.
 Conocer   la   mayoría   de   la
producción   científica   de   la
UNdeC.
 Analizar   los   recursos   educativos
existentes   que   cumplan   con   las
necesidades   educativas   de   la
UNdeC y la ciudad de Chilecito.
 Fomentar   la   formación   de
habilidades   y   conocimientos
relacionados con los RI.
 Desarrollar un mapa conceptual de
la   producción   científica   de   la
UNdeC.
 Entender y valorar el movimiento
mundial   de   Acceso   Abierto   y
señalar   las   vías   de   su
materialización. 
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 Desarrollar   las   estrategias
necesarias   para   optimizar   la
visibilidad científica de la UNdeC.
 Implementar   Repositorios   de
prueba   para   visualizar   los
diferentes   recursos   (educativos,




 Conocimiento   de   la   producción
científica,   lugar(es)   donde   está
alojada y qué personal la realizó.
En   julio   del   2016   se   realizó   un
relevamiento   de   los   productos
científicos   con   filiación  UNdeC,
de   esta   manera,   se   obtuvo   una
ponderación   del   posicionamiento
web de la UNdeC.
 Relevamiento   de   los   diferentes
recursos educativos producidos en
la   UNdeC   y   en   la   ciudad   de
Chilecito,   sobre   los   linemaientos
del proyecto PDTS, anteriormente
nombrando.
 Elaboración   de   un   mapa
conceptual   de   la   producción
científica.
 Curso   a   nivel   de   postgrado
llamado   “Gestión   de   la
Información   Académica   y
Científica”.
 Diseño   de   un   conjunto   de
estrategias   para   optimizar   la
producción   científica   de   la
UNdeC.
 Se   desarrolló   un   proyecto   de
asignaturas   sobre   las   Bibliotecas
Digitales  para presentarse  en dos
universidades [15, 16].
 Se   elaboró   un   software   que
permitió   la   extracción   de
metadatos   de   artículos   de
diferentes   fuentes   para
normalizarla   y   visualizarla   [17,
18].
 Se  implementó  un   repositorio  de
prueba   que   esta   gestionando   los
recursos   educativos  y  objetos  de




de   la   UNdeC   y   otro   sobre   un




El   equipo   de   trabajo   está   formado   por
cuatro docentes de las carreras Ingeniería
en Sistemas y Licenciatura en Sistemas de
la  UNdeC   (acreditadas   por   CONEAU),
dos   doctores   especializados   en
repositorios   institucionales,   bibliotecas
digitales, desarrollo de software, cómputo
paralelo  y  tecnología  grid.  Otra  docente
que está   finalizando su doctorado y dos
definiendo   su   tesis   de   Maestría   en
Informática.   También   participa   un
alumno   avanzado   de   grado.   En   otras
palabras,   se   cuenta   con   un   recurso
humano   con   habilidades   y   formación





área   de   los   Objetos   de   Aprendizaje.
Adicionalmente, se destaca que dos están
categorizados   en   el   programa   de
incentivos.
Los   integrantes   son   docentes   de   las
asignaturas  Programación   I,   Sistemas   I,
Arquitecturas   Paralelas,   Teoría   de   la
Computación   y   Herramientas   de
Ingeniería de Software. Estas asignaturas
contemplan   la   aprobación   mediante   la
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participación   en   proyectos   de
investigación,   por   lo   que   pueden   surgir
nuevos trabajos en esta línea.
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En el desarrollo de sistemas de realidad 
virtual uno de los inconvenientes que se 
encuentran es la comunicación entre las 
aplicaciones y los dispositivos de 
adquisición, ya sea por no disponer de un 
método de acceso en forma directa de los 
dispositivos o por necesitar independencia 
entre ambos, es decir que las aplicaciones 
corran en una plataforma y los dispositivos 
en otras. Para lograr esta independencia y a 
su vez permitir la integración de todo el 
sistema de realidad virtual, es necesario la 
implementación de algún protocolo de 
comunicaciones que permita esta 
vinculación heterogénea en tiempo real. Los 
dispositivos generalmente están asociados a 
funciones o características de los individuos 
que los utilizan y se necesita integrar los 
movimientos que estos representan a la 
aplicación de Realidad Virtual 
correspondiente. El presente trabajo trata del 
análisis e implementación del protocolo de 
comunicaciones VRPN  (Virtual Reality 
Protocol Network) entre las partes de un 
entorno multimedia donde interactúan la 
adquisición de movimientos del usuario y la 
representación Visual en un escenario virtual 
que permita la retroalimentación al usuario 
en tiempo real logrando una experiencia 
interactiva e inmersiva, Esto tiene aplicación 
directa en los tratamientos de rehabilitación 
en pacientes de patologías neurológicas y 
cognitivas. 
 
Palabras clave: VRPN, EOG, EEG, BCI, 






El presente proyecto forma parte del trabajo 
de tesis de Maestría en Teleinformática de la 
Universidad de Mendoza (Ciudad, 
Mendoza), correspondiente al tesista Javier 
Rosenstein, el mismo se desarrolla en el 
Instituto de Investigaciones de la Facultad de 
Informática y Diseño de la Universidad 
Champagnat (Godoy Cruz, Mendoza), en el 
marco de la Licenciatura en Sistemas de 
Información; en cooperación con el 
Laboratorio de I+D+i en Neurotecnologías 
de la empresa Neuromed Argentina S.A. 
(Godoy Cruz, Mendoza). 
Este trabajo es parte del proyecto de 
investigación que dio inicio en Diciembre de 
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2017 denominado “Diseño y desarrollo de 
un prototipo de Serious Game destinado a la 
rehabilitación de problemas neurológicos 
implementando VRPN para la comunicación 




El objetivo principal de la presente línea de 
investigación consiste en el diseño y 
desarrollo de una BCI (Brain Computer 
Interface) [1], [2], que permita interactuar 
entre las señales generadas por un paciente 
neurológico [3] y luego de ser interpretadas 
las mismas poder ser enviadas hacia una 
interfaz de realidad virtual la cual nos 
permita lograr el principio de neurofeedback 
[4], retroalimentación hacia el paciente y de 
este modo mejorar sus capacidades 
cognitivas correspondientes, e incluso 
estudios indican la posibilidad de tratar 
patologías del comportamiento psiquiatricas 
como la depresión [5] y [6]. La 
implementación del trabajo se organiza de 
acuerdo a las siguientes etapas:  
a) Adquisición de señales mediante 
técnicas de Electroencefalografía 
(EEG) [7] y adquisición de 
movimientos oculares mediante las 
técnicas de electrooculografía (EOG) 
[8], [9], [10], [11] y [12]. 
b) Análisis rápido de éstas señales para 
poder identificar la voluntad de 
movimiento del individuo, así como 
la dirección del movimiento. 
c) Codificar lo anterior a comandos en 
el protocolo VRPN (Virtual Reality 
Protocol Network) que permita 
transmitir la información al 
componente software/hardware que 
la requiera. 
d) Dirigir una Interfaz gráfica de 
aprendizaje o Interfaz 
Cerebro/Computadora (BCI – Brain 
Computer Interface).  
Finalmente se presenta la BCI como un 
sistema de adquisición de datos, 
procesamiento del protocolo serie a VRPN y 
luego la representación en nuestro modelo de 
prototipo de Serious Game. [14] y [15]. Una 
vez adquiridas las señales EEG/EOG éstas se 
analizan y codifican con las librerías cliente 
desarrolladas como parte de este proyecto, lo 
que permite su comunicación mediante todo 
el sistema VRPN hacia las interfaces 
virtuales que interpretan este protocolo. 
 
 
2. LINEAS DE INVESTIGACIÓN Y 
DESARROLLO 
 
El presente proyecto está compuesto por tres 
etapas o fases de trabajo. La primera de ellas  
corresponde a la implementación de VRPN 
en un sistema de captura de datos simulada 
de un usuario, procesamiento y 
comunicación de estos hacia una interface 
virtual básica, La segunta etapa del proyecto 
pretende avanzar sobre la captura de datos 
reales del usuario ya no simuladas para que 
luego de procesadas ingresen al sistema BCI 
y utilicen todo lo obtenido por la primer 
etapa, es decir la implementación de VRPN 
y la interface virtual de neurofeedback. Una 
breve descripción de cada una de las etapas 
se describe a continuación: 
 
1. La primer parte consiste en la 
implemtentación de un simulador de 
señales de EEG y EOG necesarias para 
el análisis e interpretación de la voluntad 
del usuario de la BCI, estas señales una 
vez procesadas se deben codificar en 
comandos de VRPN para poder ser 
transmitidas hacia una interface virtual, 
esta debe poder interpretar las señales 
transmitidas y representar la voluntad 
inicial del usuario correspondiente. De 
este modo se cumplen los objetivos de 
captura, análisis, procesamiento, 
transmisión, recepción y representación 
lo cual produce el efecto de 
neurofeedback deseado sobre una 
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interface virtual de capacitación a nivel 
prototipo. 
2. La segunda etapa consiste en el 
desarrollo y mejora del proyecto 
mediante la adquisición real de las 
señales de EEG y EOG por electrodos 
ubicados superficialmente sobre la 
cabeza del usuario o paciente, esta 
modificación al sistema requiere de un 
diseño e implementación electrónica así 
como del desarrollo del firmware que 
permita adquirir, analizar y preprocesar 
estas señales para ser transmitidas hacia 
el equipo que genera a partir de la 
recepción de estas  las tramas de acuerdo 
al protocolo VRPN y así se incorpora en 
forma transparente al proyecto 
implementado en la primer etapa 
correspondiente, luego de esta etapa el 
proyecto BCI está completo. 
3. La etapa final de este proyecto consiste 
en el diseño y desarrollo del escenario 
virtual de rehabilitación cognitiva para 
pacientes neurológicos según las 
indicaciones concretas por parte del 
especialista en neurología, partiendo de 
un relevamiento de las técnicas de 
aprendizaje que se requieren 
implementar y los resultados que se 
pretenden obtener, indicados por el 
neurólogo o experto afín. 
 
 
3. RESULTADOS ESPERADOS 
 
Como resultados esperados, los mismos 
pueden dividirse en dos grandes grupos: 
 
1. BCI e interface virtual de neurofeedback, 
se espera obtener como producto final un 
sistema de retroalimentación a un 
supuesto usuario simulado por la 
generación de señales que comandan el 
escenario de realidad virtual via 
comandos codificados en el protocolo 
VRPN que viajan via una red ethernet. 
 
2. Adquisición de datos reales de EEG y 
EOG, su analisis y preprocesamiento 
identificando los comandos necesarios 
para su transmisión hacia el equipo 
generador de tramas VRPN para que 
finalmente se tenga el proyecto 
totalmente terminado y funcional que 




4. FORMACIÓN DE RECURSOS 
HUMANOS 
 
La línea de I+D presentada está vinculada 
con el desarrollo de una tesis de postgrado, 
por parte del estudiante de maestría en 
teleinformática de la Universidad de 
Mendoza, Javier J. Rosenstein. Dicha tesis 
se centra en la implementación del protocolo 
VRPN demostrando su uso en un sistema 
BCI. 
Además una vez que el proyecto se 
encuentre implementado desde su primer 
etapa será utilizado como recurso para el 
dictado de talleres de comunicaciones, redes, 
programación de microcontroladores, 
Programación en C/C++ y Diseño y 
programación de interfaces virtuales de 
capacitación/rehabilitación en general, tanto 
para estudiantes de la universidad, como así 
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Resumen
Esta l´ınea de investigacio´n se desarrolla en
forma colaborativa entre docentes investiga-
dores de la Universidad Nacional del Coma-
hue y de la Universidad Nacional del Sur, en
el marco de proyectos de investigacio´n finan-
ciados por las universidades antes menciona-
das.
El objetivo general del trabajo de investi-
gacio´n es el desarrollo de una herramienta
Web que permita integrar el soporte gra´fico
para el disen˜o de modelos de variabili-
dad ortogonal (OVM) y el razonamiento
automa´tico para validar dichos modelos.
Se trabajara´ en una arquitectura cliente-
servidor, en la definicio´n de un entorno
gra´fico con primitivas basadas en OVM y
en la traduccio´n de dichos modelos a la
lo´gica descriptiva ALCI. De esta manera, el
usuario podra´ disen˜ar y visualizar modelos
OVM y, a su vez, analizar la consistencia de
los mismos.
Palabras Clave: Modelos de Variabilidad
Ortogonal, Lo´gicas Descriptivas, Ingenier´ıa
de Software basada en Conocimiento
Contexto
Este trabajo esta´ parcialmente financiado
por la Universidad Nacional del Comahue, en
el marco del proyecto de investigacio´n Agen-
tes Inteligentes y Web Sema´ntica (04/F014)
y a trave´s de una Beca de Iniciacio´n a la In-
vestigacio´n para Alumnos, por la Universi-
dad Nacional del Sur a trave´s del proyecto
de investigacio´n Integracio´n de Informacio´n
y Servicios en la Web (24/N027) y por el
Consejo Nacional de Investigaciones Cient´ıfi-
cas y Te´cnicas (CONICET), en el contexto
de una beca interna doctoral. Los proyectos
de investigacio´n tienen una duracio´n de cua-
tro an˜os y la beca doctoral una duracio´n de
5 an˜os, finalizando esta u´ltima en abril de
2019. La beca para alumnos de iniciacio´n a
la investigacio´n tiene una duracio´n de un an˜o.
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1. Introduccio´n
El modelo de variabilidad ortogonal
(OVM) [1] se encarga de definir la variabi-
lidad de una l´ınea de productos de software
(SPL), relaciona´ndola con otros modelos co-
mo los casos de usos, diagramas de clases,
modelos de caracter´ısticas (FM), entre otros.
Estos modelos OVM son utilizados durante
la fase de ingenier´ıa de dominio de una SPL
como parte del proceso de gestio´n de varia-
bilidad, el cual abarca la definicio´n, modela-
do, implementacio´n y validacio´n de las carac-
ter´ısticas variables de los productos software
derivados de una l´ınea. La gestio´n de varia-
bilidad esta´ incluida tanto en la fase de in-
genier´ıa de dominio como en la de ingenier´ıa
de aplicacio´n del desarrollo de una SPL y es
una de las actividades ma´s importantes ya
que e´sta se ve reflejada en la manera en que
el software es desarrollado, extendido y man-
tenido.
Dado el gran impacto de los modelos OVM
sobre la calidad de los productos, surge el
ana´lisis de variabilidad automa´tico, con el
objeto de detectar errores en etapas tempra-
nas de desarrollo. Este ana´lisis [2, 3, 4, 5] se
enfoca en un conjunto de te´cnicas para tra-
ducir y validar los modelos de variabilidad
considerando las anomal´ıas o incompatibili-
dades que pueden contener. En este sentido,
chequear la consistencia de los modelos de
variabilidad es un problema cr´ıtico.
Actualmente, existen trabajos relaciona-
dos con el ana´lisis de variabilidad automa-
tizado que proponen diferentes te´cnicas y
me´todos [5, 6]. Entre ellos se encuentra,
FaMa-OVM [6], una herramienta que traba-
ja con modelos OVM descritos mediante un
formato textual, los cuales son posteriormen-
te analizados utilizando SAT-solvers. Esta
herramienta, al igual que las diferentes pro-
puestas basadas en SAT, presentan ciertas
limitaciones ligadas a las lo´gicas restrictivas,
razo´n por la cual no logran reflejar de manera
correcta la estructura lo´gica de los modelos
de variabilidad.
En este sentido, nuestro grupo presento´
una propuesta [7] que se enfoca en la utili-
zacio´n de lo´gicas descriptivas para mejorar
el ana´lisis automatizado. En el trabajo men-
cionado, se formaliza en lo´gica descriptiva
ALCI el framework SeVaTax[8], basado en
extensiones de OVM y cuyo objetivo es el
ana´lisis de las propiedades de los modelos de
variabilidad y la derivacio´n de productos a
partir de una SPL. Asimismo, se establecio´
que el razonamiento sobre SeVaTax esta´ en
EXPTIME.
En el a´mbito de este trabajo, proponemos
desarrollar una herramienta Web que permi-
ta el disen˜o y la visualizacio´n de los diagra-
mas de SeVaTax, ampliando el soporte gra´fi-
co fuertemente integrado con el razonamien-
to automa´tico. De esta manera, se busca evi-
tar la ocurrencia de errores provocados en el
disen˜o de los modelos. Para lograr esto, se
traducira´n los diagramas SeVaTax a ALCI
segu´n la formalizacio´n propuesta en [7] a fin
de poder analizarlos de manera ma´s precisa,
utilizando razonadores lo´gicos basados en DL
[9] y protolocos de comunicacio´n como OW-
Llink [10]. OWLlink es una evolucio´n de DIG
para el lenguaje OWL 2 [11].
La estructura del presente trabajo es la si-
guiente. En la seccio´n 2 presentamos los ob-
jetivos de los proyectos de investigacio´n en
los que se enmarca este trabajo y describi-
mos la l´ınea de investigacio´n actual. En la
seccio´n 3 indicamos algunos resultados obte-
nidos y trabajos futuros. Finalmente, comen-
tamos aspectos referentes a la formacio´n de
recursos humanos en esta tema´tica.
2. L´ınea de Investigacio´n
y Desarrollo
Por un lado, en el proyecto de investiga-
cio´n Agentes Inteligentes y Web Sema´ntica,
se investigan diversas te´cnicas de represen-
tacio´n de conocimiento y razonamiento, me-
todolog´ıas de modelado conceptual y meca-
nismos para la interoperabilidad de aplicacio-
nes, y se hace e´nfasis en la aplicacio´n de estos
conceptos como soporte para desarrolladores
de ontolog´ıas.
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Figura 1: Captura de pantalla de la interfaz
Web en desarrollo.
Por otro lado, en el proyecto de investiga-
cio´n Integracio´n de Informacio´n y Servicios
en la Web se propone investigar y desarro-
llar metodolog´ıas y herramientas que favo-
rezcan la interoperabilidad sema´ntica de in-
formacio´n y de servicios en la Web, funda-
mentados en los u´ltimos avances en el a´rea de
lenguajes de representacio´n del conocimien-
to, ontolog´ıas y modelado conceptual.
Ambos proyectos confluyen en la l´ınea de
investigacio´n de este trabajo, en la que se
explora entre otros, sobre temas afines a la
Representacio´n del Conocimiento, las Lo´gi-
cas Descriptivas [12], las Ontolog´ıas, la In-
genier´ıa de Software basada en Conocimien-
to y la Ingenier´ıa de Conocimiento. Particu-
larmente, se ha escogido experimentar sobre
metodolog´ıas que integren razonamiento con
un front-end gra´fico para dar soporte a la in-
genier´ıa de ontolog´ıas.
En esta l´ınea de investigacio´n se propo-
ne como principal objetivo desarrollar una
herramienta Web basada en crowd [13, 14].
crowd es una plataforma Web con soporte
gra´fico para el disen˜o de modelos conceptua-
les como EER, UML y ORM2, integrada a
sistemas de razonamiento que permiten va-
lidarlos. Sin embargo, a diferencia de crowd,
esta nueva herramienta so´lo se centrara´ en
los modelos de variabilidad ortogonal y en
particular en los diagramas de SeVaTax.
La herramienta tendra´ una arquitectura
cliente-servidor. El lado del cliente constara´
de una interfaz de usuario que ofrecera´ un
conjunto de primitivas gra´ficas propias del
lenguaje OVM extendido en SeVaTax, con
las cuales el usuario podra´ construir sus mo-
delos. Mientras que el lado del servidor so-
portara´ un mo´dulo traductor, el cual se en-
cargara´ de codificar los diagramas de SeVa-
Tax en la lo´gica descriptiva ALCI para, fi-




A partir del ana´lisis de la arquitectura de
crowd se disen˜o´ la arquitectura cliente - ser-
vidor de la herramienta, que incluye entre
otros los mo´dulos gra´fico y traductor para
OWLlink.
En este momento, el trabajo se ha centrado
en el mo´dulo gra´fico, con el objeto de hacer
posible que el usuario visualice y edite mode-
los de variabilidad ortogonal a trave´s de una
interfaz Web. En la Figura 1 se muestra una
captura de pantalla de la interfaz Web de la
herramienta en desarrollo.
En el mo´dulo gra´fico deben estar defini-
das las primitivas gra´ficas del lenguaje OVM.
Para ello se opto´ por hacer uso de la bi-
blioteca JointJS1, tambie´n empleada por la
herramienta crowd, dada la gran variedad de
funcionalidades que ofrece, la utilizacio´n de
Backbone2 y la capacidad que brinda al po-
der expandir sus funciones creando y/o agre-
gando plugins.
En este sentido, actualmente, se esta´n uti-
lizando los plugins ya disponibles, que pro-
veen las primitivas para EER y UML, para
1http://www.jointjs.com/
2http://backbonejs.org
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construir uno nuevo donde estara´n definidas
cada una de las primitivas gra´ficas del len-
guaje de modelado de variabilidad ortogonal.
Finalmente, como trabajo futuro se en-
cuentra la implementacio´n de las funcionali-
dades necesarias desde el front-end para per-
mitir tanto la visualizacio´n como la interac-
cio´n con los modelos. Asimismo, se trabajara´
en el mo´dulo traductor para OWLlink, que
nos permitira´ la comunicacio´n con razonado-
res, y concretar un primer prototipo de la
herramienta.
4. Formacio´n de Recursos
Humanos
Uno de los autores de este trabajo es be-
cario doctoral CONICET y esta´ inscripto en
el Doctorado en Ciencias de la Computacio´n
en la Universidad Nacional del Sur.
En la Universidad Nacional del Comahue,
Facultad de Informa´tica, se otorgaron Becas
de Iniciacio´n a la Investigacio´n para alumnos
para estimular la vocacio´n cient´ıfica. Una de
esas becas fue otorgada a uno de los autores
de este trabajo, que desarrollara´ su tesis de
grado de la carrera Licenciatura en Ciencias
de la Computacio´n en esta tema´tica.
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Existen diferentes maneras de 
inferir emociones en los usuarios de 
computadoras, por ejemplo, a través de 
detección gestual de rostro, voz, registros 
de EEG, este último a través de Brain 
Control Interface (BCI). Actualmente se 
experimenta con el control de 
computadoras, dispositivos. Sin embargo 
no se registran desarrollos de sistemas 
que asistan a la inferencia emocional con 
capacidades de explotación y desarrollo 
de integración abierta y transparente a los 
entornos virtuales en especial de 
simulación y entrenamiento. Analizar las 
emociones y comportamiento de las 
personas en entornos virtuales que 
simulan de modo realista situaciones de la 
vida cotidiana o tareas laborales 
específicas, de riesgo, brindan un marco 
apropiado para, no sólo detectar, medir y 
analizar dichas emociones o respuestas de 
comportamiento, sino también para poder 
proyectarlas a situaciones ya no 
simuladas sino reales. Allí radica el valor 
de los simuladores como entorno para 
ensayos de esta naturaleza. 
Palabras clave: Interfase cerebro-
computadora, Reconocimiento patrones 
emocionales, Estado biométrico-
emocional, Entornos virtuales. 
 
Contexto 
Para el desarrollo de este proyecto 
se aúnan esfuerzos entre tres grupos de 
trabajo: el Instituto de Sistemas 
Inteligentes y Enseñanza Experimental de 
la Robótica (ISIER-UM), docentes-
investigadores de la Facultad de 
Informática; Institutos de la Facultad de 
Ingeniería, docentes-investigadores de la 
Facultad de Ingeniería, e Instituto de 
Fisiología y Neurociencias (IFiNe)  de la 
Secretaria de CyT-UM. Esta alianza, si 
bien de reciente conformación, está 
formado por docentes con una amplia 
trayectoria académica y de investigación 
en la UM, en el campo de la informática, 
ingeniería electrónica, la fisiología y las 
neurociencias. Este proyecto  es 
financiado a través del  Ping/17-03-JI-004 
de la  Secretaria  de Ciencia y Tecnología 
de la Universidad de Morón.   
 
Introducción 
Durante las pasadas décadas se 
incrementó el desarrollo del campo de las 
Interfaces Cerebro-Maquina [1], [2] o 
más comúnmente conocidas por sus siglas 
en inglés de Brain Control Interface 
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(BCI). Esto posibilita la comunicación 
entre las funciones mentales y cognitivas 
de quien la utiliza para luego ser 
procesadas, clasificadas e interpretadas 
por aplicaciones o dispositivos puntuales. 
La investigación de las interfases BCI se 
desarrolla en un campo científico 
multidisciplinario con aplicaciones que 
van desde la computación aplicada en el 
campo de las neurociencias, domótica, 
robótica y entretenimiento entre otras; 
con aplicaciones que van desde mover 
cursores en pantalla hasta determinar que 
disc jockey divierte más a la multitud que 
lo escucha [3], [4]. En trabajos previos 
del ISIER-UM 1 [5], [6], [7], [8] 
orientados al control de Robots y el 
control de artefactos en el contexto de la 
domótica [9], como así también en la 
lectura emocional del usuario, enfocando 
la lectura de la excitación y meditación 
[10], se experimentó con BCI en 
particular con EMOTIV [11] integrando 
la respuesta de biopotenciales eléctricos 
de individuos para el control de robots a 
través del electro-miograma, electro-
encefalograma y electro-oculograma que 
son bioseñales eléctricas generadas por 
los patrones de actividad de los músculos, 
el cerebro y los ojos del usuario.Los  
trabajos  desarrollados en IFiNe-UM2  en 
relación al registro de actividad 
bioeléctrica cerebral [12], [13] y de otros 
parámetros fisiológicos, tanto en humanos 
como en animales de experimentación,  
contribuyen directamente a la 
investigación y registros de parámetros 
biométricos . Las técnicas de inferencia 
del estado emocional de un ser humano a 
partir de biomarcadores sin que este deba 
controlar su propio estado eléctrico 
cerebral representan un área relativamente 
novedosa de investigación que ha sido 
identificada como BCI pasivo [14]. Los 
sistemas BCI pasivos en el contexto de 
monitoreo de operadores en ambientes 
virtuales necesitan recabar información 
biometría, más allá de la potencialmente 
necesaria para inferir estados relacionados 
con emociones/sentimientos. Ejemplos 
son el reconocimiento de errores 
(potenciales de negatividad relacionada a 
errores o ERNs), vigilia relajada (ritmo 
alfa), compromiso con una tarea 
(calculado a partir de relaciones entre 
ritmos cerebrales [15]), carga de trabajo 
[16] o intención [17]. Los problemas que 
el diseño de sistemas BCI pasivos plantea 
no han sido resueltos aún de manera 
completamente satisfactoria [18]. Entre 
estos desafíos, encontramos: el 
procesamiento/filtrado de artefactos, el 
registro y análisis multi-escala, el 
problema inverso del EEG, el promediado 
de respuestas y el basamento 
neurocientífico, sin embargo su 
aplicación se extiende frente al empleo de 
sistema invasivos que recurrieron a 
implantar electrodos intracraneales en la 




Líneas de Investigación, Desarrollo e 
Innovación 
En particular, nuestra investigación 
se concentra en el desarrollo de sistemas 
con el empleo de BCI pasivos que puedan 
evaluar las reacciones de una persona que 
está siendo entrenada en un ambiente 
virtual para ejecutar tareas críticas. La 
investigación aplicará una interfaz BCI 
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que permita convertir el EEG y el registro 
de otros biomarcadores, inducido por los 
cambios motivacionales y emocionales 
del usuario, en señales para ser analizadas 
y procesadas por un sistema 
computarizado. Los sistemas de 
simulación son entornos virtuales 
altamente realistas que por sus 
características brindan condiciones 
apropiadas para el estudio de las personas 
que interactúan con ellos. Para llevar 
adelante este proyecto se prevén líneas de 
desarrollo orientadas a: a) analizar 
dispositivos de bioseñales y sensores 
biométricos de parámetros fisiológicos; b) 
experimentar con interfase cerebro-
máquina; c) desarrollar el Framework de 
monitoreo de bioseñales; e) efectuar la 
experimentación basal; f) realizar la 
integración con el ambiente de simulación 
contemplando captura de situaciones, 
parámetros de las mismas y acciones del 
usuario; g) generar la trazabilidad del 
estado emocional del individuo en 
función de la evolución de las situaciones 
de simulación; h) efectuar la 
experimentación integrada en contexto de 
simulación específicos y  analizar sus 
resultados, i) generar un perfil del 
individuo en un contexto de computación 
afectiva. 
 
Objetivos y Resultados Esperados 
Con la ejecución del presente 
proyecto se pretende contribuir a   inferir 
los estados anímicos de los usuarios, 
durante su actuación en   los sistemas de 
adiestramiento y a otros entornos 
virtuales de aprendizajes, como así 
también asistir al estudio de los 
parámetros biométricos más relevantes. 
La experimentación inicial abordará 
situaciones de simulación basal a 
situaciones de casos de borde donde se 
registre los cambios biométricos que 
permitirá deducir el estado emocional del 
individuo en situaciones esperadas en 
términos de relajación o en situaciones 
esperadas en términos de excitación, entre 
otras que caracterizan los cambios 
motivacionales  y emocionales. La 
relevancia de este tipo de investigación 
también puede ser analizada bajo la 
perspectiva de una mejor comprensión del 
comportamiento de las personas en 
determinadas situaciones en donde se 
realizarán los ensayos. Esto permitirá 
analizar de modo crítico los modos de 
capacitación con sistemas de simulación 
mediante realidad virtual. La evaluación 
de las emociones humanas en un sistema 
de simulación permitirá obtener 
información más precisa que incida, 
también, en los modos de enseñar, 
capacitar y aprehender mediante sistemas 
de simulación. Con la ejecución este 
proyecto se pretende mejorar los procesos 
de capacitación y evaluación de sujetos 
expuestos a situaciones críticas. La 
propuesta es registrar indicadores 
biométricos durante las sesiones que 
desarrolla un usuario en ambientes 
virtuales representados por sistemas de 
simuladores y adiestradores, entre otros, 
con especial interés en sistemas que 
asisten al entrenamiento de personal en 
sistemas de misión crítica, como así 
también en sistema que por su naturaleza  
puedan influir en la seguridad social. Los 
actuales sistemas en uso para el 
adiestramiento en sistemas virtuales 
recrea las escenas y situaciones, pero no 
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registran información biométrica 
relacionada especialmente con el estado 
emocional, situación de excitación-
relajación con el empleo de una interfaz 
Cerebro-Máquina (BCI) que permita 
convertir parámetros fisiológicos, 
cognitivos y emocionales del usuario 
(entre otras, la actividad eléctrica cerebral 
(EEG), parámetros de pulsaciones, 
presión arterial, frecuencia cardiaca) en 
especial frente a situaciones simuladas 
criticas como lo son fallos y su 
resolución, aplicación de procedimientos 
de emergencia, a fin de poder evaluar no 
solo la resolución del caso en forma 
aislada, sino también el comportamiento 
biométrico del individuo frente a la 
situación presentada en el contexto 
virtual, contribuyendo a logar un perfil y 
su historial comparativo en sus distintas 
sesiones de entrenamiento. De tal forma, 
al recolectar y procesar información del 
estado del usuario (a partir de 
biomarcadores) se busca evaluar/mejorar 
momento a momento la interacción entre 
el hombre y el ambiente virtual. Se 
considera en este orden la influencia  en 
los resultados de entrenamiento del 
individuo en función de los cambios 
emocionales y patrones biométricos en 
función del contexto de simulación. Los 
cambios motivacionales y emocionales, 
representar la alteración de señales bio-
eléctricas contrastándolas y determinando 
cambios emocionales en función del 
contexto de actuación del usuario. Se 
presenta el modelo de integración de 
información biométrica en función del 
mundo virtual (Fig. 1). 
 
 
Fig 1. Modelo conceptual del sistema de 
influencia del estado biométrico emocional 
de personas interactuando en mundos 
virtuales 
 
Formación de Recursos Humanos 
El grupo de investigación se encuentra 
conformado por tres investigadores 
formados, dos investigadores en 
formación, se prevé la incorporación de 
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Resumen 
Se presenta una línea de investigación y 
desarrollo, que tiene por  objeto estudiar 
temas relacionados con aspectos de Ingeniería 
de Software,  orientados  al desarrollo  de 
aplicaciones móviles sobre diversas 
plataformas y entornos operativos. En 
particular, se pone el énfasis en el desarrollo 
de herramientas para dispositivos  móviles 
que utilicen un entorno tridimensional (3D). 
Palabras claves: Dispositivos Móviles  - Aplicaciones 
3D - Aplicaciones Multiplataforma - M-Learning – 
Performance – Consumo de energía 
 
Contexto 
Esta línea de Investigación forma parte del 
proyecto (2018-2021) “Metodologías, 
técnicas y herramientas de ingeniería de 
software en escenarios híbridos. Mejora de 
proceso.”, en particular del subproyecto  
“Ingeniería de Software para escenarios 
híbridos”, del Instituto de Investigación en 
Informática LIDI de la Facultad de 
Informática, acreditado por el Ministerio de 
Educación de la Nación. 
Hay cooperación con Universidades de 
Argentina y se está trabajando con 
Universidades de Europa en proyectos 
financiados por el Ministerio de Ciencia y 
Tecnología de España y la AECID. 
Se participa en iniciativas como el 
Programa IberoTIC de intercambio de 
Profesores y Alumnos de Doctorado en el 
área de Informática. 
Por otra parte, se tiene financiamiento de  




Los dispositivos móviles son cada vez más 
sofisticados y su evolución tecnológica 
permite ejecutar aplicaciones cada vez más 
complejas y con exigentes requerimientos de 
hardware.  Debido a esto, actualmente existe 
una gran cantidad de librerías y frameworks 
que permiten desarrollar aplicaciones  
tridimensionales para dispositivos móviles. 
Las aplicaciones desarrolladas mediante 
estos frameworks son visualmente más 
agradables y generan una mejor experiencia 
de usuario, dado que los entornos 
tridimensionales son más cercanos a la 
realidad que los bidimensionales, y permiten 
involucrarse de forma más activa. 
Por otro parte, el ámbito educativo debe 
adaptarse a los cambios y nuevas formas de 
aprendizaje. M-learning (mobile learning) 
plantea métodos modernos de apoyo al 
proceso de aprendizaje mediante el uso de 
dispositivos móviles. Las aplicaciones 
móviles 3D son una herramienta ideal para 
acercar a los alumnos.  
Sin embargo, muchos de los potenciales 
usuarios de estas aplicaciones educativas 
pueden no disponer de dispositivos de última 
generación. Por esta razón, resulta de vital 
importancia realizar un análisis en 
profundidad de los parámetros que inciden en 
la performance final de una aplicación 3D.  
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Otro aspecto de relevancia es el consumo 
de energía de este tipo de aplicaciones, el cual 
suele ser bastante alto. Teniendo en cuenta 
esto, es importante realizar un estudio que 
permita identificar qué características de este 
tipo de aplicaciones producen mayor consumo 
de energía. 
 
Líneas de Investigación y Desarrollo 
● Metodologías y Técnicas de la Ingeniería 
de Software y su aplicación en el 
desarrollo de software para dispositivos 
móviles. 
● Mobile Learning 
● Aplicaciones Móviles 3D Multiplataforma 
● Frameworks para el desarrollo de 
Aplicaciones Móviles 3D 
● Performance de aplicaciones móviles 3D 




Los resultados esperados/obtenidos se pueden 
resumir en: 
 Avanzar en la capacitación continua de los 
miembros de la línea de investigación. 
 Avanzar en el aprendizaje de frameworks 
que permiten desarrollar aplicaciones 3D 
multiplataforma, particularmente para 
dispositivos móviles. 
 Avanzar en el desarrollo de aplicaciones 
educativas, teniendo como finalidad 
enriquecer las experiencias interactivas y 
motivar el aprendizaje mediante su uso. 
 Avanzar en el análisis de performance de 
uno o más frameworks 3D con el fin de 
detectar los puntos críticos y mejorar la 
ejecución de las aplicaciones 3D. 
 Avanzar en el análisis de consumo de 
energía de aplicaciones generadas con 
diferentes frameworks 3D. 
 Se han evaluado diferentes frameworks 
para el desarrollo de aplicaciones móviles 
3D. 
 Se ha desarrollado el prototipo móvil R-
Info3D, similar a la aplicación de 
escritorio R-Info, que mejora la 
experiencia del alumno y permite una 
mejor visualización de las tareas que 
realiza el robot desde diferentes puntos de 
vista.  
 Se ha desarrollado el prototipo móvil 
InfoUNLP3D que sirve de guía para los 
estudiantes en sus primeras experiencias 
dentro de la Facultad de Informática. 
Figura 1.  
 
 
Figura 1. InfoUNLP3D. 
 
 Se ha desarrollado mediante Unity Engine 
un prototipo de análisis de performance de 
las aplicaciones 3D, que estudia la 
degradación de la ejecución de dichas 
aplicaciones a medida que se incrementa 
ciertos factores de relevancia como lo son 
la cantidad de objetos simples y 
complejos, objetos con y sin textura, luces 
y sombras, y sistemas de partículas. 
Figuras 2, 3 y 4. 
 Se está avanzando en el desarrollo de un 
prototipo de análisis de performance de 
las aplicaciones 3D desarrolladas 
mediante el framework Unreal Engine y/o 
el framework CryEngine, con el fin de 
realizar un estudio comparativo con el 
prototipo desarrollado para Unity. 
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Figura 2. Prototipo de Performance. Prueba de 
sistema de partículas. 
 
 
Figura 3. Evolución de los cuadros por segundo 
(FPS, sigla en inglés) en cada prueba. 
 
 
Figura 4. Comparación de resultados en diferentes 
calidades de renderizado. 
 
Formación de Recursos Humanos 
Los integrantes de esta línea de investigación 
dirigen Tesinas de Grado y Tesis de 
Postgrado en la Facultad de Informática, y 
Becarios III-LIDI en temas relacionados con 
el proyecto. Además participan en el dictado 
de asignaturas/cursos de grado y postgrado de 
la Facultad de Informática de la UNLP. 
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El presente artículo expone los 
lineamientos de un proyecto cuyo objetivo 
reside en investigar sobre los tipos de TICs 
que implementan las industrias en sus 
diferentes procesos y áreas de negocios. 
Para ello se aplicará un conjunto de 
instrumentos diseñados por el Grupo GIS 
en un proyecto precedente, a efectos de 
realizar la evaluación en las industrias 
radicadas en el Partido de La Matanza. 
Como herramienta de soporte, se 
desarrollará una aplicación de software que 
permita relevar, analizar y evaluar la 
inserción de TICs de manera permanente. 
A partir de dicha evaluación, podrán 
definirse los niveles del desarrollo 
tecnológico en cuanto a los productos 
software, hardware e infraestructura 
implementados por rama de actividad para 
poder establecer los parámetros y productos 
que definen a la Industria 4.0.  
De este modo, se propone detectar los 
tipos de tecnologías instaladas en la 
actualidad, analizar el valor agregado de su 
utilización en los sectores industriales y 
determinar las necesidades de 
implementación de TICs en las cadenas de 
valor para confluir en la Industria 4.0.  
Una vez determinados con precisión los 
parámetros tecnológicos de estas industrias, 
se trabajará sobre atributos de usabilidad 
que requieren las TICs para poder 
desarrollar productos centrados en los 
usuarios específicos. 
 
Palabras clave: TICs, Industria 4.0, 
Ingeniería de Software, Usabilidad. 
Contexto 
En el año 2017 en la Universidad 
Nacional de La Matanza se inauguró el polo 
de desarrollo de software dependiente del 
Depto. de Ingeniería e Investigaciones 
Tecnológicas (DIIT) para la promoción y 
radicación de empresas de la industria de 
software, de modo tal de generar inserción 
laboral de los estudiantes de Ingeniería 
Informática. Es por ello que la 
investigación que se está desarrollando se 
propone como objetivo la generación de 
información del desarrollo de TICs 
(Tecnologías de la Información y las 
Comunicaciones) en la industria local que 
permita vincular a las empresas de software 
radicadas en la UNLaM con dicho sector y 
facilitar la detección de necesidades de 
desarrollo e implementación de productos 
software.  
Esta línea, incluye un proyecto de 
investigación del DIIT dentro del programa 
de incentivos, un Proyecto PICTO 
financiado por el Ministerio de Ciencia y 
Tecnología y la vinculación con grupos de 
investigación de la región.  
Sobre esta línea, el DIIT se propone 
estudiar los tipos de tecnologías instaladas 
en la actualidad, analizar el valor agregado 
del uso de estas tecnologías en los sectores 
industriales y determinar las necesidades de 
implementación de TICs en las cadenas de 
valor para confluir en la Industria 4.0., 
además de elaborar información pertinente 
para el desarrollo tecnológico, la inserción 
laboral de alumnos y graduados y la 
formación/actualización de los docentes de 
la Universidad.  
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Introducción 
La escalada en la evolución de las TICs, 
en forma confluente con el desarrollo de las 
distintas disciplinas científicas, impactan de 
lleno en las transformaciones de todos los 
aspectos que hacen a la producción de 
bienes y servicios, de modo tal que se está 
generando un proceso innovador que se lo 
reconoce como la cuarta revolución 
industrial [Ministerio de Ciencia, 
Tecnología e Innovación Productiva, 2015] 
[Ibáñez Díaz, Cabas Alonso, Cuevas Arce, 
& Balaguer, 2018] [Kantar Millward 
Brown, 2017]. Una serie de avances en 
diversos campos como la robótica, la 
biotecnología, la genética, la 
nanotecnología, la expansión de internet a 
internet de las cosas, el desarrollo de la 
inteligencia artificial y la fabricación 
aditiva (impresiones 3D) se suman a la 
revolución energética de fuentes renovables 
y el desarrollo de las TICs que 
caracterizaron a la tercera revolución 
industrial.  
Este conjunto de descubrimientos 
científicos y tecnológicos fueron tomando 
la forma de innovación y comenzaron a 
manifestarse, no sólo en la vida cotidiana de 
las personas sino, en los procesos que se 
desarrollan en la actividad económica, tanto 
en la producción industrial de bienes, así 
como en la prestación de servicios. Dentro 
de esos grandes campos la digitalización ha 
cobrado un rol protagónico y en algunas 
áreas se ha tornado imprescindible. En este 
sentido, cobra fuerza el término Industria 
4.0, que refiere específicamente a la cuarta 
revolución industrial e implica un salto 
cualitativo significativo en la organización 
y gestión de las cadenas de valor. 
El desarrollo de las TICs permite la 
hibridación entre el mundo físico y el 
digital; es decir que posibilitan la 
vinculación del mundo físico a través de 
dispositivos, materiales, productos, 
maquinaria e instalaciones, con el mundo 
digital, representado por sistemas y 
productos software. Esta conexión habilita 
que los dispositivos y sistemas colaboren 
entre ellos y con otros sistemas para crear 
una industria inteligente. 
La Industria 4.0 representa la integración 
de extremo a extremo de la cadena de valor 
que va desde los cambios de demandas del 
gran público al logro de su satisfacción por 
parte de las fábricas inteligentes. Ya no 
tendrá sentido hablar de simples fábricas. 
Las fábricas serán inteligentes (Smart 
factories) y llegará el día en que no tendrá 
sostenibilidad una fábrica que no se haya 
adaptado a la cuarta generación.  
Frente a esta gran transformación, la 
Industria actual necesita cambios 
tecnológicos urgentes, dado que la 
competitividad de las empresas pasa por la 
globalización, la productividad y la 
innovación. Sin embargo, no se han 
encontrado trabajos que definan con 
exactitud cuál es el grado de desarrollo 
tecnológico que se encuentra hoy en día 
implementado en la industria para poder 
determinar cuáles son los requerimientos 
específicos de actualización.  
En este contexto no se ha encontrado, en 
la bibliografía actual, las características 
específicas de productos software, hardware 
y comunicaciones que definan con 
precisión los atributos de las Industrias 4.0. 
Si bien, las nuevas herramientas, las nuevas 
tecnologías, los nuevos materiales, las 
nuevas metodologías, las nuevas fuentes de 
energía y todos los factores que se engloban 
bajo el nombre de Industria 4.0 constituyen 
las palancas imprescindibles para lograrlo, 
no se ha encontrado de manera precisa la 
definición de dichos elementos. 
Por otra parte, la Ingeniería de software 
se encuentra trabajando fuertemente en la 
interacción entre el humano y la 
computadora, área de trabajo conocida 
como HCI (Human Computer Interaction), 
que permite abordar el diseño de productos 
software centrados en los usuarios 
específicos de cada producto en su contexto 
real de uso.  
Si bien los sistemas software están 
dirigidos a un público cada vez más amplio, 
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a usuarios cada vez menos expertos en el 
manejo de sistemas informáticos, los 
softwares que se utilizan en la industria son 
complejos y en la medida que su interfaz 
con el usuario resulte tan compleja como el 
producto, su usabilidad será deficiente y la 
potencialidad del producto quedará 
restringida a la capacidad y el expertise de 
los usuarios, que muy habitualmente no se 
los califica para ese tipo de desarrollos 
tecnológicos. Esto implica que el diseño de 
productos software con alta usabilidad 
constituye un atributo fundamental para el 
éxito de un producto TIC. 
 
Líneas de Investigación, Desarrollo 
e Innovación 
La posibilidad de conocer las diferentes 
tecnologías, los tipos de productos software 
instalados, así como la agregación de valor 
que aportan en la productividad, resulta una 
información clave para la toma de 
decisiones estratégicas tanto en la industria 
del software como en los diferentes sectores 
industriales.  
El presente proyecto, que se ha iniciado 
en el Departamento de Ingeniería e 
Investigaciones Tecnológicas de la UNLaM 
(DIIT), se enfoca en las líneas de 
investigación que el grupo GIS viene 
desarrollando desde hace varios años y en 
red con otras universidades en el marco de 
la ingeniería de software, el desarrollo de 
TICs en la industria y los desarrollos hacia 
la industria 4.0.  
Dichos proyectos se han propuesto 
investigar un método de cálculo para un 
índice de implantación de TICs (Software, 
Hardware e Infraestructura) que se utilizan 
en las diferentes ramas de actividad 
industrial.  
Los proyectos precedentes han generado 
variados resultados científicos y 
académicos publicados en diferentes 
congresos nacionales e internacionales y la 
interdisciplinariedad del mismo ha 
facilitado el desarrollo de una Tesis del 
Doctorado en Ciencias Económicas de la 
UNLaM que ha permitido generar 
información relevante sobre el desarrollo 
local para la investigación. La tesis 
Exploración de la inserción de las 
Tecnologías de la Información y 
Comunicación en el desarrollo industrial, 
ha sido escrita por el Mg. Horacio René Del 
Giorgio y dirigida por la Dra. Alicia Mon, 
en la Escuela de Posgrado que se encuentra 
en proceso de evaluación final para su 
defensa en el transcurso del año 2018.  
Para el desarrollo del presente proyecto, 
el grupo GIS propone conformarse como un 
grupo interdisciplinario, integrado por 
Ingenieros Informáticos, Industriales y 
Electrónicos, que aportarán un amplio 
conocimiento sobre los procesos 
industriales, sobre las tecnologías aplicadas 
en diversos sectores productivos y sobre las 
nuevas tendencias en desarrollos 
tecnológicos para la confluencia hacia la 
Industria 4.0. Dichos profesionales 
conforman actualmente la planta de 
docentes-investigadores de la UNLaM.  
Asimismo, en los proyectos de 
investigación antes mencionados, se ha 
estudiado la conformación industrial del 
Partido de La Matanza, siendo la 
vinculación con el desarrollo local un factor 
predominante en las líneas de investigación 
desarrolladas desde el Departamento.  
 
Resultados y Objetivos 
El desarrollo de las TICs encamina a su 
vez el desarrollo de la industria hacia la 
convergencia digital, la conectividad entre 
objetos y la incorporación de inteligencia 
artificial en la resolución de problemas de 
producción, entre otros aspectos que 
enfocan hacia lo que se conoce como 
Industria 4.0.  
Este tipo de industrias encierran un 
conjunto de desarrollos tecnológicos sin 
definiciones precisas, y es por ello que la 
problemática a investigar en este proyecto 
se refiere a determinar específicamente 
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cuáles son los avances tecnológicos que 
específicamente definen a una industria 
como 4.0. El grupo de investigación GIS ha 
desarrollado un método de medición de 
inserción de TICs en la industria que 
permite determinar los tipos de productos 
software, hardware y comunicaciones que 
pueden ser incorporados por una industria 
según su área funcional. Este método 
permite evaluar en 3 niveles diferenciados 
de desarrollo tecnológico según las TICs 
como básico, medio o avanzado. En el tipo 
de TICs que se agrupan en el nivel 
avanzado se encontrarían las industrias más 
desarrolladas tecnológicamente, sin que 
necesariamente lleguen a ser reconocidas 
como Industrias 4.0.  
Es por ello que la investigación se 
propone determinar con precisión los tipos 
de TICs que debe contener una industria 
para poder definirla como una industria 4.0, 
y asimismo se propone establecer cuáles 
son los criterios de usabilidad que deberían 
cumplir dichas tecnologías para ser 
sencillas de utilizar por los usuarios 
específicos en su contexto real de uso al 
interior de las industrias. 
El proyecto se propone desarrollar una 
aplicación de software que permita realizar 
un relevamiento y ordenamiento de la 
información sobre las TICs en la industria 
del Partido de La Matanza, a efectos de 
realizar un análisis, evaluación y medición 
de TICs para definir los niveles de 
desarrollo tecnológicos en la actualidad y 
las características específicas de las 
industrias 4.0, así como los atributos de 
usabilidad requeridos. 
A su vez, en la Universidad Nacional de 
La Matanza se ha creado un Polo de 
desarrollo tecnológico en el que se 
promueve la radicación de empresas de la 
industria de software a efectos de generar 
una inserción laboral local de los 
estudiantes y graduados de las carreras de 
Ingeniería. La definición de instrumentos de 
relevamiento sistemático y permanente se 
propone como inicio para conocer las 
industrias de la zona, indagar sobre las 
tecnologías que tienen incorporadas en 
diferentes áreas del proceso productivo, 
conocer y analizar las causas de los límites 
para incorporar mayor tecnología y 
construir información que permita detectar 
necesidades de nuevos desarrollos para 
colaborar en el desarrollo de las industrias 
4.0.   
 
Formación de Recursos Humanos 
El grupo de investigación GIS se ha 
conformado para este proyecto como un 
grupo interdisciplinario e interuniversitario, 
integrado por Ingenieros Informáticos, 
Industriales y Electrónicos, todos docentes-
investigadores. 
Un integrante del grupo GIS se 
encuentra desarrollando una tesis de la 
Maestría en Dirección Estratégica y 
Tecnológica del Instituto Tecnológico 
Buenos Aires, en tanto que otro de los 
investigadores se encuentra desarrollando 
su tesis del Doctorado en Ciencias 
Económicas de la UNLaM sobre el tema 
abordado en este Proyecto. 
Se prevé la incorporación de 4 alumnos 
de grado para que realicen su proyecto final 
de carrera en el marco del proyecto. 
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Resumen
La presente investigacio´n se desarrolla me-
diante el trabajo de docentes investigadores de
la Universidad Nacional del Comahue (UNCo)
y de la Universidad Nacional del Sur (UNS), en
el contexto de proyectos de investigacio´n finan-
ciados por las universidades indicadas.
El objetivo general del presente trabajo con-
siste en definir, disen˜ar, especificar y formali-
zar un lenguaje de modelado gra´fico que permi-
ta unificar el uso de los lenguajes de modelado
UML, ER, EER y ORM 2. La idea es proporcio-
nar un mecanismo de abstraccio´n respecto de
un metamodelo integrador, sobre el cual nues-
tro lenguaje estara´ basado, facilitando el disen˜o
de modelos conceptuales y la edicio´n y visuali-
zacio´n de ontologı´as en el contexto una herra-
mienta gra´fica Web con asistencia de razona-
miento automa´tica.
Palabras Clave: Ingenierı´a de Software basada
en Conocimiento, Lo´gicas Descriptivas, Onto-
logı´as, Interoperabilidad de Lenguajes de Mo-
delado Conceptual.
Contexto
Este trabajo esta´ parcialmente financiado por
la Universidad Nacional del Comahue, en el
marco del proyecto de investigacio´n Agentes In-
teligentes y Web Sema´ntica (04/F014), por la
Universidad Nacional del Sur a trave´s del pro-
yecto de investigacio´n Integracio´n de Informa-
cio´n y Servicios en la Web (24/N027) y por el
Consejo Nacional de Investigaciones Cientı´fi-
cas y Te´cnicas (CONICET), en el contexto de
una beca interna doctoral. Los proyectos de in-
vestigacio´n tienen una duracio´n de cuatro an˜os
y la beca doctoral una duracio´n de 5 an˜os, fina-
lizando esta u´ltima en abril de 2019.
1. Introduccio´n
Compartir ontologı´as y determinar la consis-
tencia de su modelo a nivel de la capa con-
ceptual no es un trabajo trivial, ma´s au´n cuan-
do dicho modelo deviene de la integracio´n de
otros modelos, posiblemente disen˜ados utili-
zando otros lenguajes conceptuales o incluso
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cuando la realizacio´n de los modelos provie-
ne de fuentes heteroge´neas. Este tipo de si-
tuaciones ocurre en la integracio´n de modelos
ontolo´gicos desarrollados por especialistas de
diversas ciencias (biologı´a [1], medicina, fı´si-
ca, quı´mica), iniciativas e-goverment e incluso
cuando dos compan˜ı´as se fusionan [2].
Para poder superar esta complejidad, se re-
quiere de un metamodelo que unifique a aque-
llos disen˜ados en diferentes lenguajes. A partir
de la evaluacio´n de los lenguajes de modelado
conceptual (de ahora en ma´s CMD) ma´s utiliza-
dos (UML, ER, EER, ORM2) y del ana´lisis de
sus caracterı´sticas, constructores y dema´s ele-
mentos con un enfoque que permita entender la
concepcio´n ontolo´gica que les dio´ origen, surge
el metamodelo KF [3]. El metamodelo KF uni-
fica los aspectos esta´ticos de los lenguajes UML
v2.4.1, ER, EER, ORM y ORM2, de tal manera
que subsume a cada uno de ellos en algu´n frag-
mento del metamodelo.
Tanto en el disen˜o de modelos conceptuales
tales como Bases de Datos, como en el disen˜o
ontolo´gico, los lenguajes gra´ficos ofrecen abs-
tracciones que permiten sobrellevar la comple-
jidad inherente a estos modelos. La habilidad
de una notacio´n gra´fica para habilitar la detec-
cio´n temprana de posibles errores es clave en la
construccio´n de un sistema complejo donde in-
tervienen varias personas con diferentes perfiles
de conocimientos.
El modelado conceptual es una tarea cog-
nitiva relacionada al proceso de comprender y
aprender sobre modelos reales [4]. En este con-
texto, la visualizacio´n tiene un rol crucial ayu-
dando a la percepcio´n de propiedades y patro-
nes que no han sido previamente capturados.
Adema´s, permite identificar problemas sobre
los datos y focalizar la atencio´n sobre el domi-
nio que esta´ siendo modelado.
Bajo esta lı´nea de investigacio´n se propo-
ne definir, especificar y formalizar un lengua-
je gra´fico para el metamodelo KF. Hasta donde
conocemos ningu´n lenguaje visual de estas ca-
racterı´sticas ha sido especificado. Asimismo, se
implementara´ este nuevo lenguaje en la herra-
mienta Web de disen˜o ontolo´gico crowd [5, 6],
para la cual un proceso de visualizacio´n que in-
tegra lenguajes gra´ficos con razonamiento ba-
sado en lo´gica, ha sido formalizado por autores
del presente trabajo [7]. crowd, es una herra-
mienta web cliente-servidor creada para sobre-
llevar la complejidad inherente que supone el
disen˜o de un modelo conceptual y ontolo´gico.
Entre otros lenguajes y tecnologı´as, crowd so-
porta la integracio´n de mu´ltiples razonadores
lo´gicos [8] mediante el protocolo OWLlink [9].
En los trabajos [5, 6], se presento´ la arquitectu-
ra Web de crowd y un prototipo permitiendo, en
primer instancia, asegurar que las diversas res-
tricciones entre las entidades de un representan-
te de una ontologı´a sean lo´gicas e incluso ma-
terializables. El front-end de la herramienta per-
mite al usuario escribir su modelo gra´ficamente,
usando diagramas de clases UML mientras que
su back-end se ocupa de validar los modelos e
inferir restricciones que puedan estar implı´citas.
Este trabajo consta de cuatro partes siendo
esta introduccio´n la primera de ellas. En la si-
guiente seccio´n, se presentan los objetivos de
los proyectos de investigacio´n en los que se en-
marca este trabajo y se describe la lı´nea de in-
vestigacio´n actual. En la seccio´n 3 se indican
algunos resultados obtenidos y trabajos futuros.
Finalmente, en la u´ltima seccio´n se comentan
aspectos referentes a la formacio´n de recursos
humanos en esta tema´tica.
2. Lı´nea de Investigacio´n y
Desarrollo
La formacio´n y puesta en valor de los cono-
cimiento adquiridos y generados por medio del
estudio especializado se enmarca en el proyec-
to de investigacio´n Agentes Inteligentes y Web
Sema´ntica, de la UNCo, especı´ficamente en el
a´rea de agentes. En este contexto, la representa-
cio´n y uso del conocimiento, por parte de dichos
agentes en sistemas basados en la web, tam-
bie´n nombrados bajo el tı´tulo de Web Sema´nti-
ca son claves para la investigacio´n. Esto involu-
cra el aprendizaje y estudio acerca de las te´cni-
cas de representacio´n de conocimiento y razo-
namiento, metodologı´as de modelado concep-
tual, esta´ndares actuales referentes a la creacio´n
de lenguajes visuales, mecanismos para la in-
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teroperabilidad de aplicaciones tanto a nivel de
proceso como de datos. El empleo efectivo de
los conceptos y conocimientos adquiridos dara´
soporte a comunidades de desarrollo de onto-
logı´as.
Por otro lado, en el proyecto de investiga-
cio´n Integracio´n de Informacio´n y Servicios
en la Web, UNS, se desarrollan metodologı´as
y herramientas que asisten la interoperabilidad
sema´ntica de informacio´n y de servicios en la
Web, privilegiando los u´ltimos avances en el
a´rea de lenguajes de representacio´n del cono-
cimiento, ontologı´as y modelado conceptual.
Ambos proyectos comparten el perfil de in-
vestigacio´n de este trabajo, en el que se estudian
entre otros, sobre temas afines a la representa-
cio´n del conocimiento, las Lo´gicas Descripti-
vas [10], las Ontologı´as y aspectos semio´ticos
[11], la Ingenierı´a de Software basada en Cono-
cimiento y esta´ndares para definir nuevos len-
guajes visuales para representar conocimiento.
La OMG (Object Management Group) defi-
ne varios lenguajes de modelado, dentro de los
cuales UML [12] es muy utilizado en la actua-
lidad. Existen otros de amplio uso, como EER
[13] para bases de datos y ORM [14] para aque-
llos expertos en dominios e interaccio´n entre
el ana´lisis de requerimientos y datos. Por esta
razo´n, la interoperabilidad de los lenguajes de
modelado conceptual se ha vuelto una necesi-
dad, dado que los modeladores podrı´an requerir
vincular entidades entre modelos representados
en diferentes lenguajes de modelado conceptual
y comunicarse con otros skateholders mediante
lenguajes comunes.
OMG establece ba´sicamente dos enfoques
para la definicio´n de lenguajes visuales. Una de
ellas consiste en definir un nuevo lenguaje utili-
zando otro lenguaje especialmente disen˜ado pa-
ra crear lenguajes de modelado conceptual ba-
sado en objetos. MOF (Meta Object Facility)
[15] es un ejemplo de lenguaje creado de esa
forma. La otra vı´a, consiste en modificar otro
lenguaje de modelado (UML por lo general) uti-
lizando mecanismos pre-establecidos. Agrega-
dos sinta´cticos y sema´nticos son posibles siem-
pre que no se contradigan con el lenguaje mo-
delo subyacente. Por ejemplo, las lı´neas definen
relaciones en el lenguaje base, tal vez UML, y
por lo tanto no pueden denotar un aspecto total-
mente diferente en el nuevo.
En esta lı´nea de investigacio´n se propone, co-
mo principal objetivo, definir, disen˜ar, especifi-
car y formalizar un lenguaje de modelado gra´fi-
co tal, que permita unificar el uso de los len-
guajes de modelado UML, ER, EER y ORM 2.
La idea es que el nuevo lenguaje permita el uso
mixto de los lenguajes de modelado facilitando
el disen˜o de modelos conceptuales, la edicio´n
y visualizacio´n de ontologı´as y manteniendo,
adema´s, las funcionalidades de crowd basadas
en la asistencia de razonamiento automa´tico.
Existen herramientas que permiten el mode-
lado conceptual para cada uno de los lenguajes
de modelado mencionados anteriormente. Sin
embargo, no hay herramientas que implemen-
ten al metamodelo tal como se propone en este
trabajo.
3. Resultados Obtenidos y
Trabajo Futuro
Inicialmente, para el desarrollo de un lengua-
je gra´fico para crowd se estudio´ y analizo´ el me-
tamodelo KF que unifica a los tres lenguajes de
modelado ma´s usados tanto en su aspecto for-
mal, expresado en las diversas lo´gicas descrip-
tivas, como ası´ tambie´n en lo ontolo´gico e in-
cluso relevancia cultural.
Diversos aspectos se contraponen entre los
lenguajes UML, EER y se profundizan en
ORM2 por ser un lenguaje sin atributos. Una de
las metas para el disen˜o del lenguaje fue la im-
portancia en los sı´mbolos gra´ficos para denotar
aspectos semio´ticos. ORM2 es un gran lengua-
je de modelado que permite la verbalizacio´n de
pra´cticamente todos sus constructores y posee
adema´s la variedad justa para la eficaz repre-
sentacio´n de intrincadas restricciones. UML y
EER difieren de ORM2, ya que el mundo se re-
presenta principalmente por medio de entidades
que cobran sentido en virtud de los atributos que
se les especifica, y en EER un determinado con-
junto de atributos, llamados colectivamente cla-
ve candidata, les proporciona identidad cuando
todos ellos toman un valor en concreto. La Fi-
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Figura 1: Enfoque preliminar de una sintaxis gra´fica unificadora basada en perfiles UML.
gura 1 muestra un enfoque preliminar basado en
este ana´lisis.
Hasta la fecha no se han desarrollado lengua-
jes gra´ficos que intenten unificar los lenguajes
mencionados y este´n basados en un metamode-
lo unificador. Existen, sin embargo trabajos que
relacionan por ejemplo, ER y ORM [16].
4. Formacio´n de Recursos
Humanos
Sobre la tema´tica de esta lı´nea de investi-
gacio´n, uno de los autores de este trabajo esta´
desarrollando su tesis de grado de la Licencia-
tura en Ciencias de la Computacio´n.
Por otra parte, otro de los autores de este
trabajo es becario doctoral CONICET y esta´
inscripto en el Doctorado en Ciencias de la
Computacio´n en la Universidad Nacional del
Sur.
Referencias
[1] Gabriela Guardia, Ricardo Veˆncio, and
Clever De Farias. A uml profile for the obo
relation ontology. BMC Genomics, 13:S3,
Oct. 2012.
[2] Albert Banal-Estan˜ol. Information-
sharing implications of horizontal mer-
gers. International Journal of Industrial
Organization, 25(1):31 – 49, 2007.
[3] C. Maria Keet and Pablo Rube´n Fillottra-
ni. An ontology-driven unifying metamo-
del of uml class diagrams, eer, and orm2.
Data & Knowledge Engineering, 98:30 –
53, 2015. Research on conceptual mode-
ling.
[4] Colin Ware. Information Visualization:
Perception for Design. Morgan Kaufmann
Publishers Inc., San Francisco, CA, USA,
2004.
[5] Christian Gimenez, Germa´n Braun, Lau-
ra Cecchi, and Pablo Fillottrani. Una Ar-
XX Workshop de Investigadores en Ciencias de la Computacio´n 802
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
quitectura Cliente-Servidor para Modela-
do Conceptual Asistido por Razonamiento
Automa´tico. In XVIII Workshop de Inves-
tigadores en Ciencias de la Computacio´n,
2016.
[6] Christian Gimenez, Germa´n Braun, Lau-
ra Cecchi, and Laura Fillottrani. crowd: A
Tool for Conceptual Modelling assisted by
Automated Reasoning - Preliminary Re-
port. In the 2nd Simposio Argentino de
Ontologı´as y sus Aplicaciones SAOA ’16
JAIIO ’16, 2016.
[7] Germa´n Braun, Christian Gimenez, Laura
Cecchi, and Pablo Fillottrani. Towards a
Visualisation Process for Ontology-Based
Conceptual Modelling. In ONTOBRAS,
2016.
[8] V. Haarslev and R. Mo¨ller. Racer sys-
tem description. In R. Gore´, A. Leitsch,
and T. Nipkow, editors, International Joint
Conference on Automated Reasoning, IJ-
CAR’2001, June 18-23, Siena, Italy, pages
701–705. Springer-Verlag, 2001.
[9] Thorsten Liebig, Marko Luther, Olaf Nop-
pens, and Michael Wessel. Owllink. Se-
mantic Web, 2(1):23–32, 2011.
[10] Diego Calvanese, Maurizio Lenzerini, and
Daniele Nardi. Description logics for con-
ceptual data modeling. In Logics for Da-
tabases and Information Systems, pages
229–263. Kluwer, 1998.
[11] John F. Sowa. The Role of Logic and On-
tology in Language and Reasoning, pa-
ges 231–263. Springer Netherlands, Dor-
drecht, 2010.
[12] Grady Booch, James Rumbaugh, and Ivar
Jacobson. Unified Modeling Language
User Guide. Addison-Wesley Professio-
nal, 2005.
[13] Martin Gogolla. Extended Entity-
Relationship Model: Fundamentals and
Pragmatics. Springer-Verlag, 1994.
[14] Terry Halpin and Tony Morgan. Infor-
mation Modeling and Relational Databa-
ses. Morgan Kaufmann Publishers Inc.,
San Francisco, CA, USA, 2 edition, 2008.
[15] OMG. MOF: Meta Object Faci-
lity, 2004. http://www.omg.org/
spec/MOF, accedido en marzo de 2018.
[16] John R. Venable and John C. Grundy. In-
tegrating and supporting entity relations-
hip and object role models. In Michael P.
Papazoglou, editor, OOER ’95: Object-
Oriented and Entity-Relationship Mode-
ling, pages 318–328, Berlin, Heidelberg,
1995. Springer Berlin Heidelberg.
XX Workshop de Investigadores en Ciencias de la Computacio´n 803
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
 JUEGO DE REALIDAD AUMENTADA PARA INCENTIVAR LA 
ACTIVIDAD FÍSICA EN NIÑOS CON DISCAPACIDAD 
Cruz Alejandro1, 3 & Acosta Nelson2, 4 
1 Departamento de Básicas y Aplicadas, Universidad Nacional de Chilecito, Chilecito, La Rioja 
2 Facultad de Ciencias Exactas, Universidad Nacional del Centro de la Provincia de Buenos Aires, 
Tandil, Buenos Aires 
3 Becario Doctoral Agencia 





En la actualidad, con el avance de la 
tecnología, cada vez son más los niños que 
dedican su tiempo libre a actividades 
sedentarias. Esta problemática se acentúa aún 
más en los niños con diagnósticos dentro del 
espectro autista, diabetes, asperger, sobrepeso, 
obesidad infantil, entre otras, donde el 
sedentarismo tiene graves consecuencias. La 
actividad física durante los primeros años de 
vida es fundamental para el desarrollo físico, 
intelectual y social del niño. En este proyecto 
proponemos el desarrollo de un juego de 
realidad aumentada, compatible con el 
sistema operativo Android, para incentivar el 
hábito de la caminata en los niños jugando a 
la búsqueda del tesoro. 
Palabras Clave: Serius gamming, Augmented 
Reality Games, Disability games. 
 
CONTEXTO 
El presente trabajo surge como una iniciativa 
para el desarrollo de herramientas que 
permitan mejorar la calidad de vida de los 
niños con discapacidad. Esta línea de trabajo 
se lleva a cabo en el ámbito de la empresa 
Tecnología LINDA S.R.L en conjunto con la 
Facultad de Cs. Exactas de la UNICEN.  
1. INTRODUCCIÓN 
La inactividad física se ha convertido en uno 
de los problemas de salud más importante 
tanto en los países desarrollados como en los 
países en desarrollo. La naturaleza de las 
actividades de ocio de los niños ha cambiado 
drásticamente en las últimas décadas. En el 
pasado, la infancia dedicaba gran parte de su 
tiempo de ocio a practicar juegos activos al 
aire libre. En la actualidad la evolución de la 
tecnología y la aparición de la televisión, 
consolas de juegos, pc, smartphones e 
internet, ha provocado que los niños dediquen 
una parte mucho mayor de su tiempo libre a 
actividades de tipo sedentarias. La inactividad 
física durante los primeros años de vida es un 
factor que colabora en el incremento de los 
niveles de obesidad y de otros trastornos 
médicos que se observan en niños, niñas y 
adolescentes [1, 2]. 
La actividad física influye sobre el 
funcionamiento psicológico de los individuos 
[3]. El deporte y el ejercicio proporcionan un 
medio importante para que los niños mejoren 
su bienestar social, su autoestima y sus 
percepciones sobre su imagen corporal, y su 
nivel de competencia, además de presentar 
más probabilidades de tener un mejor 
funcionamiento cognitivo. El ejercicio activo 
y habitual influye positivamente en la calidad 
de vida de las personas que padecen diversas 
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condiciones de salud. La mayoría de las 
personas con discapacidades o características 
especiales pueden beneficiarse de la práctica 
de ejercicio físico, adaptando la misma a los 
diferentes diagnósticos de cada individuo [4]. 
Esta investigación pretende “reintroducir” la 
actividad física en nuestros niños, utilizando 
como herramienta para incentivar el hábito de 
caminata, la actividad lúdica. El juego es una 
actividad recreativa que proporciona 
entretenimiento y diversión. El objetivo del 
juego no puede ser otra cosa que jugar. Lo 
más interesante del juego es que permite que 
la persona interactúe, asimile y comprenda las 
posibilidades y los límites que le ofrece 
determinado material o propuesta o en 
definitiva la realidad. El juego es una 
actividad exploradora, de aventura y 
experiencia, indispensable para el desarrollo 
físico, intelectual y social del niño [5]. 
Un enfoque educativo basado en los juegos 
electrónicos puede incluir características de 
entretenimiento y contenidos específicos para 
promover el proceso de aprendizaje del niño 
[6].  
Tejeiro y Peregrina (2008)[7], proponen una 
definición para el término videojuego 
“entendemos por videojuego todo juego 
electrónico con objetivos esencialmente 
lúdicos, que se sirve de la tecnología 
informática y permite la interacción a tiempo 
real del jugador con la máquina, y en el que la 
acción se desarrolla fundamentalmente sobre 
un soporte visual (que puede ser la pantalla de 
una consola, de un ordenador personal, de un 
televisor o cualquier otro soporte semejante)”.  
La industria de los videojuegos es una 
industria dedicada al ocio. Sin embargo en los 
últimos años ha tomado una importante 
relevancia investigaciones relacionadas a la 
creación de videojuegos orientados a la salud. 
Si bien estos juegos, en la mayoría de los 
casos, no tienen el presupuesto y los recursos 
comparados con los juegos comerciales que 
encontramos en el mercado, logran aportar al 
jugador además de diversión y 
entretenimiento, algún tipo de beneficio o 
información sobre la salud de las personas. La 
mayoría de estos videojuegos acaban 
persiguiendo un fin educativo. Un serious 
games es un juego en el que la educación, en 
sus diversas formas, es el principal objetivo 
[8]. Estos juegos fomentan el aprendizaje y 
los cambios conductuales [6]. De una u otra 
manera, cuando se diseñan este tipo de 
videojuegos, se persigue la educación del 
jugador, tanto en la adquisición de hábitos 
saludables, como en la comprensión y 
entendimiento de procesos patológicos 
complejos. Investigadores en el campo de la 
salud han comenzado a aprovechar el poder 
de los videojuegos para motivar a los 
pacientes y, en última instancia, para mejorar 
sus resultados de salud [9].  
Con respecto a los videojuegos relacionados a 
la mejora de la salud, encontramos aquellos 
cuya finalidad no es sólo enseñarles a los 
pacientes los procesos que se están llevando a 
cabo dentro de su cuerpo, sino también 
reducir el estrés o la ansiedad derivados de los 
tratamientos. Estos videojuegos tratan de 
transmitir la desmitificación de las 
enfermedades, convirtiéndolas en algo más 
natural y menos monstruoso de lo que a 
menudo nos parecen, logrando de esta manera 
una mejor aceptación de la enfermedad por 
parte de los pacientes. Algunos que podemos 
mencionar son: 
 Re-Mission [10], fue creado 
específicamente para jóvenes con cáncer 
infantil. Los jugadores pilotan a Roxxi, 
un nanobot que viaja a través de los 
cuerpos de los pacientes con cáncer para 
destruir las células cancerosas, luchando 
contra las infecciones bacterianas y la 
gestión de efectos secundarios derivados 
del cáncer y su tratamiento.  
 Zak vs Mutantes, el protagonista del 
juego, Zak y tiene diabetes. Durante la 
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aventura que vivirá Zak, necesitará 
vigilar sus niveles de glucosa en sangre, 
comer para recuperar energías cuando lo 
necesite, hacer un poco de ejercicio y 
encontrar a los mutantes que invaden la 
ciudad. El juego pretende que tanto los 
chicos con diabetes como sus familias 
sean conscientes de que pueden vivir y 
jugar como los demás chicos si se hacen 
responsables de su enfermedad [11].  
Dentro de los videojuegos relacionados a la 
prevención y promoción de la salud, 
encontramos aquellos que nos acercan a 
conductas y conocimientos sobre salud:  
 DigesTower, tiene como escenario el 
sistema digestivo humano. El juego está 
enfocado para niños en edad escolar. El 
personaje se llama Elise. El objetivo 
principal del juego es comprender la 
importancia de una alimentación 
saludable [6].  
 Virtual Drug Use, intenta hacer 
conscientes a los jóvenes de los 
problemas de la adicción a las drogas, en 
concreto a la cocaína. El juego permite la 
opción de correr una carrera de motos, 
con drogas o sin drogas. Los 
investigadores propusieron el siguiente 
modo de juego: primero jugar una carrera 
tomando drogas. La ventaja de este modo 
es que eres casi invencible (no te puedes 
caer de la moto, saltas a enorme altura, no 
hay sensación de peligro) pero cada poco 
tiempo hay que parar a tomar una dosis, 
lo que interrumpe el juego dificultando la 
carrera. La segunda partida será sin 
consumir drogas, lo que permite al 
jugador medir su propia habilidad, ya que 
el motociclista se puede caer de la moto y 
no conduce tan deprisa, pero el juego es 
continuo [12]. 
 Pamoja Mtaani, centra sus esfuerzos en la 
prevención y control de enfermedades de 
transmisión sexual. Pamoja Mtaani 
(Juntos en el barrio) es un videojuego 
multijugador para PC basado en un 
mundo 3D abierto para jugar on-line. 
Contiene mensajes de prevención sobre el 
virus del SIDA que pretenden cambiar el 
comportamiento de los jóvenes frente a 
esta enfermedad [13].  
Una característica de los juegos mencionados 
anteriormente, es que no están orientados al 
movimiento del participante sino más bien a 
un juego pasivo, de movimiento reducido que 
obliga al jugador a estar sentado para 
ejecutarlo imposibilitándolo de explorar su 
entorno y objetos que lo rodean.  
El uso de la realidad aumentada en 
videojuegos adaptados para distintas 
discapacidades es una herramienta innovadora 
y eficaz como apoyo del aprendizaje. Permite 
a los participantes desplazarse interactuando 
con su entorno y con los objetos reales que lo 
rodean.  
 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
El proyecto de investigación Juego de 
Realidad Aumentada para Incentivar la 
Actividad Física en Niños con Discapacidad 
tiene como objetivo general incentivar el 
hábito de caminata en los niños con 
diagnósticos dentro espectro autista, 
trastornos de marcha, diabetes, sobrepeso, 
obesidad y aquellos en donde sin tener una 
discapacidad con sintomatología general se 
recomiende el ejercicio de caminata 
controlado.  
A partir de esta línea de investigación 
creamos un juego de realidad aumentada, 
permitiendo la interacción del participante 
con el mundo real y los objetos que lo rodean, 
invitándolo a explorarlos e interactuar con 
ellos mediante el movimiento y el 
desplazamiento. Esto permitirá a los niños 
adquirir nuevas experiencias a nivel motor 
abandonando el sedentarismo que hasta ahora 
fueron propuestos por otros videojuegos 
orientados a la salud. 
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El juego de movimiento ayuda además a 
desarrollar el autoestima, la autonomía, la 
capacidad cognitiva, la conciencia de su 
propio cuerpo y el reconocimiento de la 
relación cuerpo/espacio/objeto. Las 
aplicaciones de realidad aumentada permiten 
ampliar el universo del juego a través de 
modificaciones virtuales en el mundo real, 
que sólo ocurren a través del dispositivo con 
el que se está observando el escenario. De 
esta forma, además de jugar en el mundo real, 
se incentiva el movimiento por lo que los 
juegos dejan de ser sedentarios; la interacción 
con el juego se realiza en el mismo mundo 
donde el participante se mueve habitualmente.  
Un aspecto importante de esta línea de 
investigación es la implementación de 
herramientas de acceso para las diferentes 
necesidades de los jugadores. El juego tiene 
un menú adaptado donde cada usuario podrá 
optar de acuerdo a sus necesidades y/o 
impedimentos, el menú que más se adecue a 
sus capacidades, destacando un lector de voz 
y la posibilidad de modificar los textos a 
mayúscula para participantes disminuidos 
visuales o que no poseen lectoescritura. 
También se destaca el control parental, que es 
una característica especialmente útil para 
padres, delimitando el tiempo de uso del 
juego por parte del participante para que el 
mismo sea consumido en forma óptima y 
regulada. 
Cada juego define su propio escenario, donde 
se puede restringir el área del mismo a 
determinada cantidad de metros alrededor de 
la posición actual, sonando una alarma al 
salirse del perímetro establecido. Por otra 
parte, permite tener abierta múltiples sesiones 
o juegos, de tal forma que si el usuario deja de 
jugar o suspende el juego, cuando desee y esté 




Con esta línea de investigación pretendemos: 
 Incentivar el hábito de la caminata en los 
niños con discapacidad. 
 Promover el desarrollo de la actividad 
física a través del uso de juegos de 
realidad aumentada. 
 Fortalecer la importancia del movimiento 
para el desarrollo físico y mental de los 
niños.  
 Generar un ambiente de aprendizaje que 
les permita a los niños adquirir nuevos 
conocimientos a través del uso del juego. 
Actualmente desarrollamos “AXxion: Cofre 
del Tesoro Perdido”. Un app de realidad 
aumentada compatible con el sistema 
operativo Android. Este juego se basa en la 
búsqueda del tesoro, en donde el jugador 
seguirá pistas que le permitan encontrar los 
tesoros olvidados por un pirata y también 
deberá responder preguntas para poder 
avanzar de nivel.  
La implementación del proyecto se realizó en 
el lenguaje de programación Java, utilizando 
como entorno de desarrollo Eclipse, motor de 
bases de datos SQLite y la herramienta 
Android SDK de Google.  
El juego se basa en un motor de diseño propio 
y permite administrar servicios del equipo 
tales como posicionamiento preciso, cámara, 
acelerómetro, giróscopo, y compás; siempre 
orientado a juegos de realidad aumentada. Se 
aplica un conjunto de filtros y funciones de 
tratamiento de señales para trabajar con 
señales estables y que representen la realidad. 
Brinda un conjunto de servicios que facilitan 
la construcción del juego, permitiendo 
mantener objetos geo-localizados, el cálculo 
de ángulos, posiciones y tamaños en los que 
se verían dichos objetos de acuerdo a los 6 
grados de libertad con los que cuenta el 
dispositivo móvil. Este motor de juego ha 
sido desarrollado totalmente a medida para 
este tipo de aplicaciones. 
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 4. FORMACIÓN DE RECURSOS 
HUMANOS 
El equipo de esta línea de trabajo consiste en 
cinco personas. El Dr. Nelson Acosta como 
director. El Ing. Alejandro Cruz, Ingeniero en 
Sistemas de la Universidad Nacional de 
Chilecito (UNdeC), actualmente realizando 
un Doctorado en la UNICEN con beca 
doctoral de la Agencia. También contamos 
con la participación a tiempo parcial de tres 
alumnos de Ingeniería en Sistemas. 
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Resumen
La presente investigacio´n se desarrolla me-
diante el trabajo de docentes investigadores de
la Universidad Nacional del Comahue (UNCo)
y de la Universidad Nacional del Sur (UNS), en
el contexto de proyectos de investigacio´n finan-
ciados por las universidades indicadas.
La complejidad inherente a los modelos con-
ceptuales y a las ontologı´as requiren mantener
la legibilidad de dichos modelos. Para cubrir
esta necesidad y, teniendo en cuenta el taman˜o
de los diagramas en te´rminos de sus primitivas
gra´ficas, algoritmos efectivos y eficientes de la-
yout deben ser desarrollados para garantizar la
usabilidad de las herramientas.
El objetivo de esta lı´nea de investigacio´n es
analizar, disen˜ar e implementar algoritmos de
layout en una herramienta gra´fica Web. Para es-
to, se profundizara´ en te´cnicas y heurı´sticas de
visualizacio´n basadas en la teorı´a de Crossing
Number y sus variantes, aplicado a los lengua-
jes EER, UML y ORM 2.
Palabras Clave: Ingenierı´a de Software basada
en Conocimiento, Ontologı´as, Interoperabilidad
de Lenguajes de Modelado Conceptual.
Contexto
Este trabajo esta´ parcialmente financiado por
la Universidad Nacional del Comahue, en el
marco del proyecto de investigacio´n Agentes In-
teligentes y Web Sema´ntica (04/F014), por la
Universidad Nacional del Sur a trave´s del pro-
yecto de investigacio´n Integracio´n de Informa-
cio´n y Servicios en la Web (24/N027) y por el
Consejo Nacional de Investigaciones Cientı´fi-
cas y Te´cnicas (CONICET), en el contexto de
una beca interna doctoral. Los proyectos de in-
vestigacio´n tienen una duracio´n de cuatro an˜os
y la beca doctoral una duracio´n de 5 an˜os, fina-
lizando esta u´ltima en abril de 2019.
1. Introduccio´n
En la actualidad disponemos de herramientas
que asisten a los modeladores para la realiza-
cio´n de tareas de modelado conceptual y on-
tolo´gico, las cuales brindan un soporte gra´fi-
co de manera que se simplifique la visualiza-
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cio´n del contenido y facilite dicha tarea. Esto
brinda al modelador mayor rapidez en los pro-
cesos cognitivos que realiza a la hora de mo-
delar, da´ndole la posibilidad de tomar mejores
decisiones de disen˜o. El modelado implica el
desarrollo de diagramas a trave´s de lenguajes
esta´ndar como UML [4], ER [8], ORM 2 [16],
entre otros, los cuales son, por lo general, so-
portados por las herramientas relevadas en la li-
teratura [1, 2].
Trabajar con tales herramientas siempre pre-
senta alguna dificultad (o poca facilidad), par-
ticularmente, cuando se modelan dominios de
aplicacio´n reales, donde la cantidad de elemen-
tos gra´ficos es considerable o cuando se reali-
za la integracio´n de mu´ltiples modelos. Estos
problemas son los relacionados con la visuali-
zacio´n o layout [9, 10], como la distribucio´n de
los elementos gra´ficos en el espacio del diagra-
ma, o las formas y taman˜os de estos elementos.
Herramientas para modelado ontolo´gico tales
como Prote´ge´ [18], OWLGrEd [7], VOWL [19]
e ICOM [11], poseen algoritmos de layout au-
toma´tico, pero con ciertas limitaciones en rela-
cio´n al enfoque de nuestra propuesta. En primer
lugar, OWLViz, OntoGraf y SOVA son plug-
ins de Prote´ge´ que utilizan grafos como len-
guaje gra´fico para ontologı´as. Por lo tanto, si
bien ofrecen algoritmos visuales, esta´n limita-
dos en cuanto a la expresividad gra´fica subya-
cente. ICOM y OWLGrEd esta´n basados en los
lenguajes de modelado conceptual ER y UML,
respectivamente. Ambos permiten representar
ontologı´as OWL [22] y poseen capacidades de
layout automa´tico. Sin embargo, solo proveen
un conjunto de alineamientos fijos y esta´ticos.
Adema´s, el soporte gra´fico de ICOM esta´ ac-
tualmente descontinuado. Por u´ltimo, VOWL
tambie´n implementa una visualizacio´n dina´mi-
ca pero, al igual que los plug-ins previos, usa
grafos como modelos para OWL y no lenguajes
de modelado conceptual.
Existen otras dificultades adema´s de la visua-
lizacio´n, a la hora de plantear soluciones a pro-
blemas de dominio, donde se requiere un ana´li-
sis sema´ntico de los elementos y las relacio-
nes que lo definen. Esta es una de las principa-
les motivaciones de nuestra herramienta, actual-
mente en desarrollo, crowd [14, 15, 5]. crowd
da soporte gra´fico al modelador en el disen˜o de
modelos conceptuales y ontologı´as con razona-
miento automa´tico [3] para validarlos, lo que
facilita la creacio´n y depuracio´n de modelos ba-
sados en un dominio especı´fico. La herramienta
tambie´n provee soporte gra´fico para los lengua-
jes ER, UML y ORM 2, junto con un metamo-
delo [12], posibilitando la interoperabilidad en-
tre ellos.
En esta lı´nea de investigacio´n proponemos
trabajar sobre una mejora en los algoritmos de
visualizacio´n de los diagramas, y sobre la re-
solucio´n de los problemas que esto plantea. En
este sentido, utilizaremos la herramienta crowd
para la implementacio´n de nuevos prototipos y
simulta´neamente este trabajo permitira´ la am-
pliacio´n de la herramienta.
Las problema´ticas principales a abarcar tie-
nen un motivo este´tico sobre la visualizacio´n de
diagramas (ma´s especı´ficamente sobre grafos) y
a la vez subyacen en problemas de mayor ı´ndo-
le. Entre los problemas encontramos el nu´me-
ro de cruzamientos entre los arcos que conec-
tan los elementos de un grafo, conocido como
Crossing Number [13], que consiste en obtener
el mı´nimo nu´mero de cruces entre arcos posible
mediante la reorganizacio´n de los elementos del
grafo y el trazado de sus arcos. Tal problema se
clasifica como NP-Completo y, por ello, no se
concibe una solucio´n eficiente para este. E´ste y
otros aspectos este´ticos, como la distancia o´pti-
ma entre los elementos de un grafo, que el grafo
ocupe demasiado espacio, y la estructura de las
lı´neas que representan los arcos, entre otros, son
objetivos de estudio.
crowd no dispone de algoritmos de layout,
por lo que es de importancia el desarrollo y es-
tudio de los mismos, de manera que se pueda
complementar la herramienta y cumplir en ma-
yor medida su objetivo, que en sı´ mismo es asis-
tir a los modeladores en el proceso de desarrollo
de modelos conceptuales y ontologı´as. Para ello
se implementara´n soluciones pra´cticas sobre la
herramienta para mejorar la visualizacio´n de los
diagramas en la misma, y por otro lado esto per-
mitira´ estudiar y adentrarse en mayor medida en
la resolucio´n de problemas NP.
La estructura de este trabajo es la siguiente.
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A continuacio´n se presenta la lı´nea de investiga-
cio´n y los proyectos en los que se enmarca. En
la seccio´n 3, se describen los resultados que se
esperan de este trabajo. Finalmente, se detalla la
formacio´n en recursos humanos en la tema´tica
de la lı´nea de investigacio´n.
2. Lı´neas de investigacio´n y
desarrollo
El proyecto de investigacio´n Agentes Inteli-
gentes y Web Sema´ntica, UNCo, tiene varios
objetivos generales. Uno de ellos es el de ge-
nerar conocimiento especializado en el a´rea de
agentes inteligentes y en lo referente a la repre-
sentacio´n y el uso del conocimiento en sistemas
computacionales basados en la web, es decir lo
que se ha llamado la Web Sema´ntica. En este
sentido, se estudian te´cnicas de representacio´n
de conocimiento y razonamiento, metodologı´as
de modelado conceptual y mecanismos para la
interoperabilidad de aplicaciones, tanto a nivel
de procesos como de datos. Fundamentalmente,
se busca aplicar estos conceptos como soporte
para comunidades de desarrollo de ontologı´as.
Por otro lado, en el proyecto de investigacio´n
Integracio´n de Informacio´n y Servicios en la
Web se propone investigar y desarrollar meto-
dologı´as y herramientas que favorezcan la inter-
operabilidad sema´ntica de informacio´n y de ser-
vicios en la Web, fundamentados en los u´ltimos
avances en el a´rea de lenguajes de representa-
cio´n del conocimiento, ontologı´as y modelado
conceptual.
Ambos proyectos confluyen en la lı´nea de in-
vestigacio´n de este trabajo, en la que se explora
entre otros, sobre temas afines a la Ingenierı´a
de Software basada en Conocimiento y la Inge-
nierı´a de Conocimiento. Particularmente, se ha
escogido experimentar sobre metodologı´as que
integren razonamiento con un front-end gra´fico
para dar soporte a la ingenierı´a de ontologı´as.
Concretamente, esta lı´nea de investigacio´n
tiene como objetivo principal el desarrollo de
algoritmos de layout automa´tico junto con la
implementacio´n de un prototipo del mismo so-
bre la arquitectura de crowd, con el propo´sito de
expandir las funcionalidades de la herramien-
ta. Con tal idea, la planificacio´n consta de va-
rias etapas. En un principio se realizara´ un re-
levamiento de las tecnologı´as y/o investigacio-
nes relevantes [21, 17], de manera que se pueda
adquirir los conocimientos necesarios para lo-
grar el objetivo, tanto de manera teo´rica, como
es el ana´lisis de problemas subyacentes como
Crossing Number y Optimal Linear Arrange-
ment, entre otros posibles, y por otro lado, el
estudio de algoritmos y soluciones buscando in-
tegrar una nueva solucio´n adaptada a las nece-
sidades de crowd.
crowd busca implementar un metamodelo
[12] que permita trabajar con mu´ltiples lengua-
jes (UML, ER y ORM 2 en un principio) y que
puedan interoperar. En este sentido, el algorit-
mo de layout a desarrollar se centrara´ en un dia-
grama general, es decir, un grafo con elemen-
tos uniformes, de manera de aplicar te´cnicas y
optimizaciones de visualizacio´n en tal grafo sin
considerar las especificidad de cada diagrama
en concreto. A continuacio´n, se tratara´ cada dia-
grama de manera especı´fica teniendo en cuen-
ta las caracterı´sticas propias de los mismos, sus
primitivas gra´ficas y un relevamiento de mode-
los conceptuales y ontolo´gicos reales. Asimis-
mo, se espera integrar aspectos de visualizacio´n
con aspectos sema´nticos propios de los modelos
[20].
3. Resultados esperados
El objetivo general de este trabajo es el desa-
rrollo de un algoritmo gene´rico de layout au-
toma´tico para la herramienta de soporte a la in-
genierı´a ontolo´gica: crowd y ası´ empoderar el
proceso de visualizacio´n definido para esta he-
rramienta por los autores de este trabajo [6].
Se pretende trabajar en un disen˜o que permi-
ta adaptar las funcionalidades de visualizacio´n
de las ontologı´as, considerando los diferentes
lenguajes de modelado conceptual, como ER,
UML y ORM 2.
Se espera que los expertos o modeladores
puedan utilizar la herramienta de acuerdo a sus
preferencias de notacio´n con una disposicio´n
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apropiada de los elementos visuales de los len-
guajes de modelado conceptual, lo que redituara´
en una mejor legibilidad y un adecuado enten-
dimiento del diagrama, potenciando la comuni-
cacio´n entre los interesados en el conocimiento
de los modelos conceptuales y las ontologı´as.
4. Formacio´n de recursos hu-
manos
Sobre la tema´tica de esta lı´nea de investi-
gacio´n, uno de los autores de este trabajo esta´
desarrollando su tesis de grado de la Licencia-
tura en Ciencias de la Computacio´n.
Por otra parte, otro de los autores de este tra-
bajo esta´ inscripto en el Doctorado en Ciencias
de la Computacio´n en la Universidad Nacional
del Sur y (beca interna doctoral CONICET).
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Resumen
Esta lı´nea de investigacio´n se desarro-
lla en forma colaborativa entre docentes-
investigadores de la Universidad Nacional del
Comahue y de la Universidad Nacional del Sur,
en el marco de proyectos de investigacio´n finan-
ciados por las universidades antes mencionadas.
El objetivo general de este trabajo es el
desarrollo de metodologı´as que integren con-
sultas textuales y gra´ficas con razonamiento
automa´tico, en ambientes de modelado con-
ceptual y ontolo´gico. Ası´ como el uso de
razonamiento para la identificacio´n de errores
en la ingenierı´a ontolo´gica es vital y tiene
consecuencias evidentes, es esencial que sea
tambie´n considerado en la generacio´n de
consultas, junto con el soporte gra´fico para la
interaccio´n de los usuarios con los modelos.
Palabras Clave: Consultas gra´ficas, Inge-
nierı´a de Software basada en Conocimiento,
Lo´gicas Descriptivas, Ontologı´as.
Contexto
Este trabajo esta´ parcialmente financiado por
la Universidad Nacional del Comahue, en el
marco del proyecto de investigacio´n Agentes
Inteligentes y Web Sema´ntica (04/F014) y de
una Beca de Investigacio´n de en la categorı´a
Graduado de Iniciacio´n; por la Universidad Na-
cional del Sur a trave´s del proyecto de investi-
gacio´n Integracio´n de Informacio´n y Servicios
en la Web (24/N027) y por el Consejo Nacional
de Investigaciones Cientı´ficas y Te´cnicas (CO-
NICET), en el contexto de una beca interna doc-
toral. Los proyectos de investigacio´n tienen una
duracio´n de cuatro an˜os y la beca doctoral una
duracio´n de 5 an˜os, finalizando esta u´ltima en
abril de 2019. La Beca de Investigacio´n UNCo
en la categorı´a Graduado de Iniciacio´n tiene una
duracio´n de un an˜o.
1. Introduccio´n
En trabajos previos [1, 2, 3, 4] se ha presen-
tado a crowd, una herramienta para el modela-
do conceptual y ontolo´gico. El objetivo es el de
permitir a los usuarios realizar modelos de for-
ma visual y colaborativa, con asistencia de ser-
vicios de razonamiento para determinar incon-
sistencias. Esto es posible debido a la formali-
zacio´n en Lo´gica Descriptiva propuesta por [5],
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la cual puede ser expresada de forma textual y
consultada por consistencia utilizando razona-
dores como Racer [6] o Koncude [7].
Se ha mostrado que aplicar te´cnicas visua-
les para el acceso de datos es particularmente
exitoso. Esto se debe al incremento de usua-
rios no expertos que no esta´n familiarizados con
lenguajes de consultas de bases de datos co-
mo SQL. Adema´s, en comparacio´n con el uso
del lenguaje natural, las consultas visuales su-
peran el problema de depender en el lenguaje
del usuario y las limitaciones impuestas por el
area de aplicacio´n [8]. Es importante proveer a
los expertos de dominios con herramientas pa-
ra la formulacio´n de consultas para expresar sus
necesidades de informacio´n en te´rminos de con-
sultas sobre las ontologı´as [9].
Las ontologı´as, ya sean modeladas gra´fica-
mente o incorporadas textualmente utilizando
alguna sintaxis formal (por ejemplo, OWL 2
[10]), pueden ser consultadas en cuanto a su ni-
vel conceptual para poder estudiarlas o para ha-
cer consultas que integren tanto el nivel termi-
nolo´gico (TBox), el de relaciones (RBox) co-
mo el de aserciones (ABox). Esto se puede lle-
var a cabo por medio de consultas SPARQL-
DL [11, 12]. Este lenguaje de consulta se de-
fine para OWL-DL y puede combinar consultas
del TBox, RBox y ABox, a diferencia de DIG
[13] y nRQL [14] que esta´n limitados a consul-
tas ato´micas. Adema´s, se alinea con SPARQL
[15] para mejorar la interoperabilidad de apli-
caciones con la Web Sema´ntica.
Sin embargo, basados en las ventajas de las
consultas visuales expresadas en los pa´rrafos
anteriores, es posible expresarlas por medio de
primitivas visuales.
La estructura del presente trabajo es la si-
guiente. En la seccio´n 2 presentamos los objeti-
vos de los proyectos de investigacio´n en los que
se enmarca este trabajo y describimos la lı´nea
de investigacio´n actual. En la seccio´n 3 indi-
camos algunos resultados obtenidos y trabajos
futuros. Finalmente, comentamos aspectos re-
ferentes a la formacio´n de recursos humanos en
esta tema´tica.
2. Lı´nea de Investigacio´n y
Desarrollo
El proyecto de investigacio´n Agentes Inteli-
gentes y Web Sema´ntica, UNCo, tiene varios
objetivos generales. Uno de ellos es el de ge-
nerar conocimiento especializado en el a´rea de
agentes inteligentes y en lo referente a la repre-
sentacio´n y el uso del conocimiento en la Web
Sema´ntica, para entre otros, dar soporte a co-
munidades de desarrollo de ontologı´as. En este
sentido, y compartido con el proyecto de inves-
tigacio´n Integracio´n de Informacio´n y Servicios
en la Web, de la UNS, se estudian te´cnicas de
representacio´n de conocimiento y razonamien-
to, metodologı´as de modelado conceptual y me-
canismos para la interoperabilidad de aplicacio-
nes, tanto a nivel de procesos como de datos.
Ambos proyectos confluyen en la lı´nea de in-
vestigacio´n de este trabajo, en la que se explora
entre otros, sobre temas afines a la representa-
cio´n del conocimiento, las Lo´gicas Descriptivas
[16], las Ontologı´as, la Ingenierı´a de Software
basada en Conocimiento y la Ingenierı´a de Co-
nocimiento.
En esta lı´nea de investigacio´n se propone
desarrollar un lenguaje gra´fico que represente
las consultas SPARQL-DL a realizarse sobre
una ontologı´a. Inicialmente, se describira´n pri-
mitivas visuales para consultar las estructuras
del TBox. Las consultas visuales se traducira´n
a su versio´n textual, las cuales en conjunto con
una ontologı´a sera´n ejecutadas sobre un motor
SPARQL-DL para obtener las respuestas. Este
proceso se describe en el siguiente pa´rrafo con
un ejemplo.
Suponemos un modelo extraı´do del ejemplo
de [5] de un diagrama UML mostrado en la Fi-
gura 1. Se realiza una consulta visual con la que
se desea buscar las clases ”Y”que sean subcla-
ses de ”X”. E´sta se transforma en una consulta
SPARQL-DL la cual se utilizara´ para alimentar
al motor junto con la formalizacio´n del diagra-
ma UML a DL. Las respuestas obtenidas, son
mostradas al usuario en forma textual, pudien-
do ser interpretadas gra´ficamente reemplazando
las variables por los nombres de clases encon-
trados.
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Figura 1: Ejemplo de consulta visual.
Para implementar este lenguaje, se conti-
nuara´ con el desarrollo de la herramienta Web
denominada crowd, la cual contribuye al mo-
delador en el disen˜o y la visualizacio´n de on-
tologı´as durante su evolucio´n, actualmente por
medio del lenguaje UML, asistidos por te´cnicas
de razonamiento automa´ticas. Para ello, se im-
plementara´ una extensio´n de la arquitectura que
consistira´ en un disen˜o de interfaz que permita
el modelado de consultas utilizando dicho len-
guaje gra´fico. En el servidor, se llevara´ a cabo la
traduccio´n y su ejecucio´n sobre una ontologı´a
ofrecida por el usuario, mostrando los resulta-
dos en el cliente.
3. Resultados Obtenidos y
Trabajo Futuro
Actualmente, crowd permite crear modelos
basados en un subconjunto de primitivas de
UML. Puede determinar las inconsistencias del
modelo debido a la formalizacio´n a Lo´gica Des-
criptiva del modelo basa´ndonos en la propuesta
en [5], y posteriormente utilizando un progra-
ma razonador. Tambie´n, es posible obtener la
representacio´n textual del modelo formalizado
en OWL 2 [17, 10] para ser utilizado con otras
herramientas. Un prototipo esta´ disponible en la
URL crowd.fi.uncoma.edu.ar.
Adema´s, esta´ en desarrollo el soporte al me-
tamodelo descrito en [18] para brindar interope-
rabilidad entre los lenguajes UML, EER y ORM
considerando sus diferencias sema´nticas. Esto
implica la necesidad de incorporar las primi-
tivas gra´ficas correspondientes a los lenguajes
indicados y la implementacio´n del metamodelo
en el servidor.
Se propone definir un lenguaje visual para
la realizacio´n de consultas sobre las ontologı´as
modeladas. Dicho lenguaje se pretende que po-
sea primitivas que sean similares a los lengua-
jes de modelado ampliamente usados en la in-
genierı´a de Software para minimizar la curva
de aprendizaje. De esta manera, se espera po-
der buscar patrones que se presenten en la onto-
logı´a mezclando consultas de nivel conceptual
(TBox) como del nivel de datos (ABox).
Finalmente, como trabajo futuro a este desa-
rrollo se considera implementar una extensio´n
de crowd que permita al usuario el modelado de
las consultas y la ontologı´a, como ası´ tambie´n
la importacio´n de los datos necesarios para ob-
tener las respuestas.
4. Formacio´n de Recursos
Humanos
Uno de los autores de este trabajo esta´
inscripto en el Doctorado en Ciencias de la
Computacio´n en la Universidad Nacional del
Sur(beca interna doctoral CONICET).
En la Universidad Nacional del Comahue,
Facultad de Informa´tica, se otorgaron Becas de
Investigacio´n en la categorı´as de Graduado de
Iniciacio´n. Una de esas becas fue otorgada a uno
de los autores de este trabajo. En el marco de es-
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ta beca, se espera que el investigador comience
un posgrado.
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La optimización de los mecanismos de 
auditoría de trazabilidad de vinos es una 
preocupación creciente en la industria. Entre 
otros aspectos facilita la aplicación procesos 
de mejora continua y reingeniería de 
procesos. Como  solución para lograr dicha 
optimización se presenta en este trabajo los 
componentes de la arquitectura diseñada para  
realizar la auditoría de los sistemas de 
trazabilidad de vinos. Estos componentes  
deben permitir automatizar las tareas de 
auditoría y reingeniería, de manera de poder 
analizar la trazabilidad de los sistemas de 
manera rápida y plantear acciones para 
mejorar la calidad en los procesos 
productivos. En esta investigación se trabaja 
para obtener una plataforma de auditoría de 
trazabilidad de vinos. Y como resultado poder 
aplicar mejora continua y reingeniería de 
procesos. 
CONTEXTO 
Este proyecto de investigación se encuentra 
en ejecución en el marco del laboratorio 
LabAuSegTIC  (Laboratorio de Auditoría y 
Seguridad de TICs) del Departamento de 
Ingeniería en Sistemas de Información de la 
UTN FRM (Universidad Tecnológica 
Nacional – Facultad Regional Mendoza). Es 
un proyecto interinstitucional entre UTN 
FRM y Universidad del Aconcagua, 2016-
2018, homologado por Universidad del 
Aconcagua mediante Resolución 235/2015 
FCSA y Resolución 022/16 CIUDA-Consejo 
Superior y homologado por UTN mediante el 
Código de Proyecto Nacional Incentivos 
EIINIME0003878TC  PID 3878.  
 
INTRODUCCIÓN 
Esta investigación analiza el contexto y los 
factores del proceso de producción 
vitivinícola, para buscar soluciones que 
mejoren la calidad del producto. Se considera 
que a partir del estudio, análisis, diseño, y 
desarrollo de un modelo tecnológico se puede 
mejorar tanto calidad como trazabilidad del 
proceso mediante soluciones de hardware-
software. La trazabilidad es la capacidad de 
seguir el recorrido de un alimento a través de 
las etapas especificadas de producción, 
procesamiento y distribución [1]. Es 
considerada como un instrumento de gestión 
del riesgo. La información brindada mediante 
trazabilidad permite  acotar los alcances de un 
incidente alimentario, según lo indicado por el 
Instituto Nacional de Tecnología Industrial 
[2]. La trazabilidad debe garantizar, además 
de la trazabilidad interna, que se pueda 
navegar sobre todos los datos del producto 
hacia atrás y hacia adelante [3,4]. El sistema 
debe asegurar: 
Trazabilidad hacia atrás: permite conocer las 
materias primas (ingredientes) que forman 
parte de un producto, envases y otros 
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materiales utilizados, así como identificar a 
sus proveedores.  
Trazabilidad hacia delante: permite conocer 
dónde se ha vendido/distribuido un lote 
determinado de un producto alimenticio 
(identificación del producto, lotes, cantidades, 
fecha de entrega y destinatario). 
La trazabilidad interna o del proceso: permite 
hacer un seguimiento de los productos 
procesados en el establecimiento y conocer 
sus características; tratamientos recibidos y 
circunstancias a las que han estado expuestos.  
La plataforma de auditoría de trazabilidad de 
vinos, debe permitir  registrar y rastrear todos 
estos datos, de forma tal que facilite la toma 
de decisiones en situaciones de riesgo. Para 
implementar el rastreo se crearán pistas de 
auditoria a partir del diseño funcional del 
sistema, paquetes especializados o el 
agregado de las pistas posteriormente 
modificando el sistema. 
LÍNEAS DE INVESTIGACIÓN, 
DESARROLLO E INNOVACIÓN 
La línea de investigación propuesta se enfoca 
en el mejoramiento de las herramientas de 
auditoría y trazabilidad de vinos que permitan 
optimizar la gestión del riesgo. El objeto de 
estudio en este caso es crear un nuevo 
instrumento para auditoría de trazabilidad de 
vinos.  
Los métodos utilizados en IS tiene similitud 
con la metodología que se usa en el desarrollo 
de software. Y se divide en distintas etapas. 
El tipo de estudio e investigación es 
“Investigación aplicada con enfoque mixto 
(cuantitativo y cualitativo) [5,6].Este enfoque 
habilita la  recolección, analisis y vinculación 
de datos cuantitativos y cualitativos en un 
mismo estudio. 
La investigación previa y el desarrollo están 
comprendidos en las siguientes etapas: 
1. En la primera etapa se analizaron las 
leyes y normas de Argentina e internacionales 
vigentes y pertinentes al proceso productivo 
del vino y a su trazabilidad.  
2. La segunda etapa abarca el estudio, 
observación y análisis de Sistemas de 
trazabilidad de vinos existentes.  
3. La tercera etapa implica el estudio y 
análisis de los requerimientos de información 
de la cadena de producción y 
comercialización del vino (productor, 
elaborador, exportador, consumidor). El 
estudio incluye la identificación y 
caracterización de fuentes de información 
relevante en el dominio de aplicación.  
4. La cuarta etapa implica la integración 
de todos los aspectos estudiados para 
desarrollar una plataforma de auditoría de 
trazabilidad. El trabajo abarca el análisis, 
diseño, desarrollo del prototipo y la 
verificación y validación de sus resultados.  
 
RESULTADOS Y OBJETIVOS 
Del análisis previo realizado, según el 
relevamiento a bodegas de la región de cuyo, 
se observó que tienen diferentes sistemas de 
trazabilidad. Algunos con funciones bien 
integradas, otros con procesos 
semiautomatizados y otros que sólo registran 
datos en planillas electrónicas o 
manualmente, que ayudan parcialmente a 
determinar la trazabilidad. Por ello, la 
necesidad  de un eficiente modelado  de datos 
sirve como base fundamental para auditar los 
sistemas y procedimientos [8]. Las posteriores 
etapas de estudio revelaron la necesidad de 
crear una Plataforma Open Source de 
Auditoría de Trazabilidad Genérica utilizando 
una Arquitectura en Capas. [9 ,10 ,11]. Se 
estudiaron diversas tecnologías,  herramientas 
y soluciones [12 ,13 ,14 ,15 ,16].  .  
Como resultado se definieron algunas ideas 
guía y soluciones. Así el diseño de los 
procesos se definió el requerimiento del 
estándar BPMN 2 (por sus siglas en inglés 
Businnes Process Model and Notation) y la 
necesidad de un motor de procesos de 
negocio. Además para que las empresas 
auditadas puedan interoperar con el motor de 
trazabilidad e implementar procesos de 
mejora continua se especificó la necesidad de 
incorporar un API REST  (por sus siglas en 
inglés Representational State Transfer) en la 
plataforma [22]. Los beneficios de esta 
propuesta impactan en la mejora de los 
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procesos productivos y de  la calidad del 
producto.  
 
La arquitectura propuesta está compuesta por: 
 
● Sistema de Gestión de Procesos de 
Negocio (BPMS por sus siglas en 
inglés, Business Proceses Management 
Suites) [17 ,18]. 
● Sistema de Gestión de Reglas del 
Negocio (BRMS por sus siglas en 
ingles, Business Rules Management 
Systems) [19]. 
● Componentes del negocio Java EE [20] 
 
● Plataforma de inteligencia de negocios 
[21] 
 
En la Figura 1, se muestra el esquema con 





Figura 1 Arquitectura Propuesta 
Capa de Cliente, Capa de Seguridad y 
Capa de Interfaces de Usuario (Front-End) 
Los clientes pueden interactuar vía REST 
[22], con la plataforma de trazabilidad. Para 
acceder a estos servicios web,  previamente se 
deben autenticar, solicitando autorización y el 
acceso a los recursos por medio del 
componente de seguridad. Para la 
autenticación y/o autorización de usuarios, el 
estándar recomendado es OpenIDConnect 
[23] y Oauth 2 [24]. En este trabajo, se 
implementa el componente de seguridad con 
el gestor de acceso e identidad: Keycloack 
[25]. La interfaz de usuario vinculada a los 
procesos definidos con BPMN 2 se genera 
con la herramienta a partir del diseño de una 
plantilla. 
 
Capa de Procesos 
El estándar de la OMG para el modelado de 
procesos del negocio es BPMN 2.0 (Business 
Process Model and Notation (BPMN)[21,28 ]. 
Para la implementación técnica de BPM se 
utiliza un tipo de sistemas llamado BPMS 
(por sus siglas en inglés, Business Process 
Management System). El BPMS elegido en 
esta propuesta es BonitaSoft [29], por ser una 
plataforma Open Source que cumple con 
requerimientos como: diseñador de 
formularios de usuarios y fácil interacción 
con servicios web REST. 
 
Capa de Inferencia 
Un sistema de gestión de reglas de negocio 
(BRMS, por las siglas en inglés de Business 
Rule Management System) [19]; permite 
gestionar las reglas del negocio en forma 
sencilla y eficiente por medio de una interface 
gráfica. Para la implementación de esta capa 
se utiliza un sistema de gestión de reglas de 
negocio, Drools [19]. Es una plataforma: 
Open Source, completa, refinada y robusta, 
para la  gestión de reglas del negocio. 
 
Capa de Interoperabilidad 
La arquitectura orientada a servicios es 
implementada utilizando REST.  Una tarea de 
servicio de BPMN 2.0, toma los datos 
cargados en la pantalla relacionada con la 
tarea anterior y se conecta vía REST al 
servicio correspondiente para persistir los 
datos registrados. 
Capa de Lógica de Negocios y Capa de 
Datos 
Enterprise Services Bean implementa la 
lógica del negocio compuesta por: 
operaciones CRUD (por sus siglas en inglés, 
Create, Read, Update and Delete) sobre los 
recursos. Incorporando validaciones y la 
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interacción con las reglas del negocio. En esta 
capa se puede trabajar con tecnologías como 
Java EE, con el despliegue sobre un servidor 
de aplicaciones como Wilfly [30]. La 
persistencia se implementa con el framework 
JPA [31] Hibernate [32], que  permite el 
mapeo objeto/relacional en aplicaciones.  La 
tecnología empleada permite la utilización de 
distintas tecnologías de Base de datos. 
Capa de Inteligencia de Negocios 
Para el desarrollo de esta capa se utiliza la 
metodología Hefesto para la construcción de 
un Data Warehouse, como se describe en 
[33]. Esta capa toma los datos almacenados 
en la estructura de datos y mediante un 
proceso ETL (por sus siglas en inglés, 
Extract, Transform and Load ), los vuelca en 
un esquema en estrella.  
En base a los datos almacenados en el 
esquema en estrella se diseña un cubo que se 
publica en una plataforma de Inteligencia de 
Negocios como Pentaho [34]. Una vez que el 
cubo está publicado se diseñan reportes, 
dashboards y se pueden hacer análisis 
multidimensionales dinámicos. Por ejemplo, 
una consulta multidimensional que se puede 
realizar con este cubo puede ser: 
“Ponderación por componente de auditoría de 
trazabilidad, por empresa, por producto, por 
unidad de tiempo”. 
proyecto implica estudiar modelos existentes, 
para determinar las ventajas y desventajas de 
ellos. Y de esta manera poder plantear un 
modelo nuevo que supere las limitaciones de 
las anteriores.  
Dentro de los objetivos se definieron 




- Diseñar una arquitectura y desarrollar un 
plataforma que permita auditar los sistemas 
de trazabilidad y aplicar la reingeniería en la 
cadena de producción, a los efectos contribuir 
a la calidad e inocuidad de alimentos. 
- Servir de base como herramientas de futuras 
certificaciones de calidad para los sistemas de 
trazabilidad de alimentos y construir los 
componentes informáticos necesarios. 
 - Desarrollar una plataforma que se ajuste a 




• Revisar las alternativas disponibles de 
Sistemas de Trazabilidad de alimentos y la 
información que brindan. 
• Desarrollar una plataforma de auditoría de 
trazabilidad de alimentos que sea útil para el 
proceso de toma de decisiones estratégicas en 
la cadena de producción y comercialización 
de vinos.  
• Fortalecer el intercambio de experiencias y 
avances realizados entre las instituciones  
participantes. 
• Incrementar las actividades de investigación 
futura entre las universidades involucradas. 
 
•Formulación y pruebas de reglas contra el 
sistema de gestión de reglas de negocio 
definido o diseñado para tal caso.  
 
•Realizar ensayos y pruebas de la plataforma 




FORMACIÓN DE RECURSOS 
HUMANOS 
 En este proyecto se ha previsto la siguiente 
contribución a la formación de recursos 
humanos: 
- Formación de Docentes, en el área de 
Auditoría de Sistemas, Calidad de Sistemas, 
Calidad de procesos productivos del vino y 
Trazabilidad,  de la comunidad Universitaria 
de ambas Universidades. 
- Contribución a Cursos de Posgrado en 
ambas Universidades. 
- Capacitación de alumnos de grado. 
- Alumnos becarios de investigación. 
- Aporte a pares de investigación. 
- Aporte a profesionales que se desempeñan 
en el medio productivo tanto en la industria 
del Software, respecto a la auditoría, 
reingeniería y calidad de Sistemas como a la 
industria del vino.  
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El proyecto integra en su equipo de 
investigación docentes, graduados y 
estudiantes investigadores de la Universidad 
del Aconcagua y de la Universidad 
Tecnológica Nacional; de las Carreras 
Ingeniería en Sistemas de Información, 
Licenciatura en Enología, Maestría en 
Ingeniería en Calidad, Licenciatura en 
Informática y Desarrollo de Software Se 
trabaja con alumnos becarios. Además de 
investigadores y becarios de ambas 
Universidades, el equipo de este proyecto 
también está integrado por cuatro estudiantes 
del quinto nivel de Ingeniería en Sistemas de 
Información de la Universidad Tecnológica 
Nacional quienes recibieron capacitación y 
nivelación para poder desarrollar el 
metamodelo de datos y procesos como 
Proyecto Final de su Carrera. Se otorgaron 
responsabilidades en forma colaborativa. En 
el estudio experimental se plasman 
actividades de modelado, evaluación y 
testing. En el desarrollo tecnológico que 
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En este artículo se presenta la investigación 
que se viene desarrollando en el Instituto de 
Investigaciones en Informática y Sistemas 
de Información de la Universidad Nacional 
de Santiago del Estero (UNSE) sobre 
obtención de evidencias digitales de 
dispositivos móviles. Para ello se considera 
como marco normativo el Nuevo Sistema 
Procesal Penal de la Provincia de Santiago 
del Estero 
El proceso de adquisición de evidencias 
digitales debe ser legalmente aceptable, 
apoyándose en métodos científicos que 
permitan recolectar, analizar y validar las 
mismas, recurriendo entonces a la 
Informática Forense. 
En este contexto, y en el marco de la 
investigación, se han desarrollado 
actividades con el propósito de definir un 
conjunto de lineamientos a los que se puede 
recurrir al momento de realizar la obtención 
de evidencias digitales desde dispositivos 
móviles. Durante esta etapa,  se han 
estudiado las buenas prácticas tendientes a 
asegurar la calidad de los procesos aplicados 
y sus resultados. 
 
Palabras clave: 
Informática Forense, dispositivos móviles, 
evidencias digitales, protocolo de extracción 
de datos, calidad de la evidencia digital. 
 
CONTEXTO 
La presente línea de investigación se 
encuentra inserta en el proyecto 
“Computación Móvil: desarrollo de 
aplicaciones y análisis forense”, que 
propone una continuación del trabajo en el 
ámbito de la computación móvil iniciada en 
el año 2012 [5]. Está financiada por el 
Consejo de Ciencia y Técnica de la UNSE. 
La investigación comenzó en el año 2017 y 
finalizará en el año 2018, y hasta la fecha se 
han obtenido resultados parciales en relación 
a los procesos que permitan garantizar la 
integridad de las evidencias digitales 
obtenidas de dispositivos móviles. 
La justicia moderna necesita ampliar la 
mirada a la hora de obtener evidencias y 
pruebas digitales, que sean legalmente 
aceptables y que ayuden a resolver 
conflictos apoyándose en métodos 
científicos que permitan recolectar, analizar 
y validar pruebas digitales. 
En ese ámbito, se advierte la necesidad de 
trabajar en el estudio y definición de un 
protocolo para el análisis de evidencias 
forenses obtenidas de dispositivos móviles. 
En respuesta a ello, se propone investigar: 
protocolos de intervenciones forenses y la 
gestión de evidencias digitales empleando 
repositorios digitales (acceso, 
almacenamiento, recuperación, seguridad) 
de las evidencias digitales. 
La presente investigación se desarrolla en 
acuerdo y colaboración con el Gabinete de 
Ciencias Forenses del Ministerio Público 
Fiscal de Santiago del Estero, para lo cual se 
ha firmado un convenio que permite realizar 
la investigación de manera conjunta. 
 
1. INTRODUCCIÓN 
La Informática Forense es disciplina que 
surge a partir de sucesos que han afectado a 
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la sociedad globalizada e informatizada 
actual, en donde se observa el crecimiento 
una serie de delitos que están afectando 
diferentes áreas de la sociedad [4].  
El propósito de esta disciplina es determinar 
los responsables de los delitos, así como 
también esclarecer la causa original de un 
ilícito o evento particular para asegurar que 
no se vuelva a repetir. Para ello, se encarga 
de recolectar pruebas digitales para fines 
judiciales, mediante la aplicación de técnicas 
de análisis y de investigación.  
Haciendo una analogía con la criminalística 
[1], es necesario establecer un conjunto de 
herramientas, estrategias y acciones que 
ayuden a identificar hechos y evidencias 
relacionados con la Informática   
Es por ello, que es necesario la aplicación de 
procedimientos estrictos y cuidadosos, desde 
el momento en que se realiza la recolección 
de la evidencia, hasta que se obtienen los 
resultados posteriores a la investigación 
[3,8]. Todo esto en el marco del Código 
Procesal Penal de cada provincia, ya que 
deben adaptar un modelo generalizado para 
realizar este tipo de investigaciones a las 
necesidades locales. 
Como en cualquier investigación forense, 
existen una variedad de enfoques que se 
pueden utilizar para la recolección y análisis 
de información. Un aspecto clave para ello 
es que el procedimiento que se siga, no 
modifique la fuente de información de 
ninguna manera, o que de ser esto 
absolutamente necesario, el analista esté en 
la capacidad de justificar por qué realizó 
esta acción [6]. 
Para mantener la integridad de la evidencia 
y de ese modo garantizar su admisibilidad 
en el proceso penal se requiere de 
procedimientos que sigan una metodología 
para tal fin. En este sentido, la norma 
ISO/IEC 27037:2012 “Information 
technology - Security techniques - 
Guidelines for identification, collection, 
acquisition and preservation of digital 
evidence” [7] puede considerarse como 
marco de referencia para el tratamiento de 
evidencia digital, ya que proporciona pautas 
para su identificación, sistematización, 
recolección, adquisición y preservación. 
Según esta norma, la evidencia digital está 
gobernada por tres principios fundamentales 
que definen la formalidad de una 
investigación y son condiciones necesarias y 
suficientes para que se recaben, aseguren y 
preserven elementos probatorios sobre 
medios digitales. Éstos son: 
 Relevancia: condición técnicamente 
jurídica que habla sobre los elementos 
pertinentes a la situación que se analiza, 
con el fin de probar o rechazar una 
hipótesis sobre los hechos. 
 Confiabilidad: acción orientada a saber 
si la evidencia que se extrae u obtiene es 
lo que debe ser. Se busca validar la 
repetibilidad y la auditabilidad del 
proceso aplicado para obtener la 
evidencia digital. 
 Suficiencia: condición por la que con las 
evidencias recolectadas y analizadas 
hay suficientes elementos para sustentar 
los hallazgos y verificar las 
afirmaciones sobre la situación 
investigada. 
En la actualidad, el empleo de dispositivos 
móviles se ha incrementado notablemente, 
principalmente por su facilidad de uso y la 
propiedad de mantener en contacto 
permanente a sus usuarios. A partir de esto, 
se ha generado un cambio significativo en la 
forma en que las personas se comunican, 
pero también por su proliferación, se ha 
incrementado su uso en actividades de orden 
delictivo. 
A diferencia de la Informática Forense 
clásica, el análisis forense sobre dispositivos 
móviles, es un campo relativamente nuevo y 
los procedimientos y normas para su análisis 
aún se encuentran en desarrollo [11]. Un 
análisis forense que se lleve a cabo sobre un 
dispositivo móvil, puede ser admitido o no 
en un juicio dependiendo de lo que 
considere el juez y la formalidad con que se 
desarrolle el procedimiento de recolección, 
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control, análisis y presentación de las 
evidencias. 
 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
Considerando la amplitud de los aspectos 
relacionados con la computación móvil, la 
línea de investigación se refiere a:  
Informática Forense: protocolo y gestión de 
evidencias digitales obtenidas de 
dispositivos móviles. 
A partir de ella, se proponen dos líneas de 
investigación derivadas, consideradas desde 
el ámbito de la justicia penal de Santiago del 
Estero:  
 Protocolo de actuación para la extracción 
de evidencias digitales de dispositivos 
móviles. 
 Modelo de datos para la gestión de las 
evidencias. 
El objetivo general de la investigación 
propuesta relacionada a esta línea de 
investigación es: 
 Contribuir al progreso del campo de la 
Computación Móvil mediante el análisis 
forense de dispositivos móviles. 
Los objetivos específicos que permitirán 
alcanzar el objetivo general son: 
 Definir un protocolo de actuación en la 
extracción de evidencias digitales de 
dispositivos móviles en el marco del nuevo 
Código Procesal Penal de la provincia de 
Santiago del Estero. 
 Diseñar un repositorio de evidencias 
digitales extraídas de dispositivos móviles 
en el marco del proceso penal mencionado. 
Se trata de una investigación descriptiva-
cualitativa, dado que si bien se definió una 
hipótesis que relaciona variables, la misma 
no alcanzará a ser corroborada en el plazo de 
dos años que dura esta investigación.  
La hipótesis planteada es la siguiente: 
El uso de un protocolo preestablecido de 
Informática Forense para móviles y de un 
repositorio especializado, optimiza la 
gestión de evidencias digitales extraídas de 
los dispositivos móviles. 
Como puede observarse en la misma, la 
variable a estudiar es la “optimización de la 
gestión de evidencias criminales obtenidas 
de dispositivos móviles”, la cual en futuras 
investigaciones podrá será evaluada a través 
de indicadores cuantitativos que se pueden 
aplicar a casos de prueba especialmente 
diseñados. 
 
4. RESULTADOS OBTENIDOS  
A la fecha se obtuvieron los siguientes 
resultados parciales: 
1. Relevamiento y análisis comparativos 
de protocolos y guías nacionales e 
internacionales para el tratamiento de la 
evidencia digital. Tal como se destaca en 
[9], se han analizado las fases definidas en 
el Proceso Unificado de Recuperación de 
la Información PURI, que brinda una 
visión detallada y abarcadora de todo lo 
concerniente a la labor relacionada a la 
adquisición de evidencias digitales. Allí 
también, se consideran las normas 
ISO/IEC 27000, las cuales brindan una 
serie de definiciones relacionadas a la 
evidencia digital y establecen los 
principios fundamentales que definen la 
formalidad de una investigación: 
relevancia, confiabilidad y suficiencia. 
2. Análisis jurídico-legal sobre 
tratamiento de evidencias digitales. Se ha 
analizado normativa y jurisprudencia 
nacional e internacional relacionada con el 
tratamiento de la evidencia digital sobre 
dispositivos móviles. Se han estudiado 
comparativamente diferentes códigos de 
procedimiento, analizando sus 
regulaciones sobre el proceso de obtención 
de la evidencia digital.   
3. Relevamiento de las herramientas de 
hardware y software que se usan para 
obtener evidencias de móviles.  
4. Lineamientos para el tratamiento de 
evidencias digitales forenses sobre 
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dispositivos móviles: se han identificado 
fases, a saber: recepción del requerimiento 
judicial, recolección y preservación de la 
evidencia digital, identificación del 
requerimiento judicial, adquisición de la 
copia forense, extracción y análisis de la 
evidencia digital, preparación del informe 
o dictamen pericial y la remisión de los 
elementos peritados y entrega del 
dictamen. Estas fases intentan garantizar el 
cumplimiento de las buenas prácticas que 
aseguren la calidad de los procesos 
aplicados y sus resultados, considerando 
los principios fundamentales de relevancia, 
confiabilidad y suficiencia establecidos en 
la norma ISO/IEC 27037[7].  
A futuro, se pretende aplicar una lista de 
verificación con preguntas relacionadas con 
cada uno de los principios que establece la 
norma, debido a que el mencionado estándar 
sólo se describen los principios, pero no se 
especifican líneas de acción para llevarlos a 
cabo, a partir de las cuales se puedan derivar 
los mecanismos de validación asociados [2] 
Al finalizar la investigación se espera contar 
con nuevo conocimiento científico-
tecnológico, plasmado en un protocolo para 
la recolección y tratamiento de evidencias 
digitales criminales extraídas de dispositivos 
móviles, acompañado de un modelo para la 
gestión óptima de dichas evidencias en el 
ámbito del Poder Judicial y del Ministerio 
Público Fiscal de la Provincia de Santiago 
del Estero, y de acuerdo a lo establecido en 
el nuevo Código Procesal Penal de la 
provincia [10]. 
Se considera que la obtención del 
mencionado protocolo traerá un beneficio 
muy importante para la justicia santiagueña, 
dado que actualmente no existe un 
procedimiento claro y definido. Permitiría 
mejorar la calidad de las evidencias digitales 
y ayudará en la labor de los fiscales de la 
provincia. 
 
5. FORMACIÓN DE RECURSOS 
HUMANOS 
La Directora y Codirectora del proyecto 
pertenecen al Departamento de Informática 
de la UNSE. Los asesores pertenecen a 
LIDI-FI-UNLP y FCE-UNSala.  
Los investigadores de esta línea específica 
de Informática Forense constituyen un 
equipo interdisciplinario conformado por  
cinco docentes de la UNSE y de la 
Universidad Nacional de Salta (UNSa), con 
profesión en Informática y Derecho. Estos 
poseen distintas categorías de investigación 
y algunos desempeñan sus actividades 
profesionales en: Poder Judicial de la 
Provincia de Santiago del Estero, Gabinete 
de Ciencias Forenses del Ministerio Público 
Fiscal de Santiago del Estero y Poder 
Judicial de la Provincia de Salta. 
El equipo de investigación se encuentra 
asistiendo y asesorando a alumnos de grado 
y posgrado de UNSE y UNSa que realizan 
sus trabajos de finalización de carrera en 
temáticas relacionadas con esta línea de 
investigación. Estos se encuentran en la 
etapa de propuesta inicial.  
 
6. REFERENCIAS 
1. CANO, J. (2006). Introducción a la 
informática forense: Una disciplina 
técnico-legal. Revista Sistemas, 
Asociación Colombiana de Ingenieros de 
Sistemas (ACIS). Vol.96, pp. 64-73. 
http://52.0.140.184/typo43/fileadmin/Rev
ista_96/dos.pdf 
2. CANO, J. (2013) IT-Insecurity. 
Disponible en  
http://insecurityit.blogspot.com.ar/2013/0
9/reflexiones-sobre-la-norma-isoiec.html 
3. CASTILLO, C., ROMERO, A., CANO, 
J. (2008). Análisis Forense Orientado a 
Incidentes en Teléfonos Celulares GSM: 
Una Guía Metodológica. Conf. XXXIV 
Conferencia Latinoamericana de 
Informática, Centro Latinoamericano de 
Estudios en Informática (CLEI). 
http://www.clei2008.org.ar. 
XX Workshop de Investigadores en Ciencias de la Computacio´n 827
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
4. DARAHUGE, M. (2011). Manual de 
Informática Forense. Buenos Aires. 
Errepar. 
5. HERRERA, S., NAJAR RUIZ P., 
ROCABADO S., FENNEMA, C., 
CIANFERONI, M. (2013). 






6. HOOG, A. (2009). iPhone Forensics: 
Annual Report on iPhone Forensic 
Industry. Chicago Electronic Discovery. 
7. ISO/IEC 27037:2012(en) Information 
technology— Security techniques— 
Guidelines for identification, collection, 




8. LEIGLAND, R. (2004). A Formalization 
of Digital Forensics. International Journal 
of Digital Evidence. University of Idaho.  
Volume 3, Issue 2. 
http://www.utica.edu/academic/institutes/
ecii/publications/articles/A0B8472C-
D1D2- 8F98- 8F7597844CF74DF8.pdf. 
9. LESCA, N., LARA, C., FIGUEROA, L.,  
VIAÑA, G. (2017). Gestión de evidencia 
digital en dispositivos móviles. Jornadas 
Argentinas de Informática - Simposio 
Argentino de Informática y Derecho. 
ISSN: 2451-7526 
10. LEY 6.941. (2009). Código Procesal 




11. VARSALONE, J., KUBASIAK, R. 
(2009). Mac Os X, iPod and iPhone 
Forensic Analysis DVD Toolkit. 
Syngress Publishing, Inc, pp. 355-475. 
 
XX Workshop de Investigadores en Ciencias de la Computacio´n 828
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
Juegos serios y aplicaciones interactivas usando realidad aumentada y 
realidad virtual 
Javier Diaz, Laura Fava, Claudia Banchoff, Alejandra Schiavoni, Sofía Martin 
 
LINTI - Laboratorio de Investigación en Nuevas Tecnologías Informáticas. 
Facultad de Informática. Universidad Nacional de La Plata 
Calle 50 esq. 120, 2do Piso. Tel: +54 221 4223528 




Este artículo describe la línea de      
investigación, desarrollo e innovación    
"Juegos Serios y Aplicaciones    
Interactivas usando Realidad Aumentada    
y Realidad Virtual" que se viene      
desarrollando en el LINTI, Laboratorio de      
Investigación y Nuevas Tecnologías    
Informáticas de la UNLP (Argentina).  
Dentro de esta línea se abordan      
aspectos relacionados al desarrollo de     
aplicaciones principalmente de uso    
educativo que utilizan Realidad    
Aumentada (RA) y Realidad Virtual     
(RV), tales como recursos educativos,     
materiales didácticos, objetos de    
aprendizaje y videojuegos educativos, y     
también aquellas destinadas a otras áreas      
como turismo y edificios históricos     
interactivos, entre otras. En esta etapa se       
hará enfoque en el análisis y evaluación       
de entornos de desarrollo, analizando     
aspectos de usabilidad, flexibilidad y     
adecuación, especialmente para   
aplicaciones de gamificación. A partir de      
esta evaluación, se seleccionará una     
herramienta para desarrollar prototipos    
sobre diversas aplicaciones interactivas,    
tales como un juego de tablero para       
enseñar historia destinado a escuelas     
secundarias y una aplicación para ser      
utilizada en el Museo de Ciencias      
Naturales de la Universidad Nacional de      
La Plata. 
 
​Palabras clave: juegos serios,     
aprendizaje basado en juegos, realidad     
aumentada, realidad virtual, gamificación. 
 
Contexto 
En el LINTI se está trabajando con la        
temática videojuegos y juegos serios     
desde el año 2009, con diferentes      
iniciativas, todas ellas vinculadas a     
problemáticas reales y que representan un      
elemento tecnológico innovador en el     
aula de la escuela y en ámbitos educativos        
no formales. Se han implementado juegos      
serios de diferentes géneros en el marco       
del desarrollo de tesinas de grado, entre       
los que se destacan eQuino (​Díaz J.,       
Queiruga C., Arce T., 2013) y CarToon       
(Farinella M. p & Ive, S., 2014), dos        
videojuegos inmersivos, y RAÍCES (​Díaz,     
J., Fava, L, Nomdedeu, L, 2013) un       
videojuego de plataforma. También se     
desarrollaron videojuegos educativos en    
el marco de algunas asignaturas de grado,       
como Zedpy desarrollado en la materia      1
Seminario de Lenguajes (opción Python).     
En el caso de RAICES se cuenta con        2
1 https://github.com/Robots-Linti/Zedpy 
2 http://raiceseljuego.com.ar 
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resultados de uso en experiencias muy      
alentadoras(​Fava, L., Banchoff, C.,    
Nomdedeu, L., Martin, S., 2017)​. Zedpy y       
otros trabajos similares realizados en el      
Seminario de Lenguajes, fueron    
presentados en congresos de videojuegos     
y educación (Banchoff C, Vázquez M.,      
Harari V. &, Martin S, 2016). 
Algunos de los docentes que trabajan      
en esta temática participan en proyectos      
de extensión con vinculación a     
instituciones educativas. Esto permite    
contar con un campo de aplicación real       
para probar las aplicaciones desarrolladas     
y analizar el impacto con estudiantes y       
docentes.  
En el caso de la aplicación diseñada       
para el Museo de Ciencias Naturales, la       
misma se enmarca en un proyecto de       
dicha institución en el cual se está       
renovando una sala de paleontología.     
Asimismo, algunas de las ideas y      
desarrollos pueden aplicarse a otros     
museos de la red de museos de la        
universidad​.  
La línea de investigación "Juegos     
Serios y Aplicaciones Interactivas usando     
Realidad Aumentada y Realidad Virtual"     
está enmarcada en el proyecto “Internet      
del Futuro: Ciudades Digitales Inclusivas,     
Innovadoras y Sustentables, IoT,    
Ciberseguridad, Espacios de Aprendizaje    
del Futuro" del Programa Nacional de      
Incentivos a docentes-investigadores, que    
se desarrolla en el LINTI . 
 
Introducción 
Es sabido que los métodos tradicionales      
de enseñanza como los libros o la       
disertación oral, muchas veces fallan al      
momento de motivar a sus destinatarios y       
capturar su atención. Los videojuegos y      
las aplicaciones interactivas poseen una     
motivación intrínseca muy interesante    
para ser usadas en múltiples contextos de       
enseñanza-aprendizaje como  
complemento motivacional. Si además se     
incorporan aspectos de realidad    
aumentada (RA) y/o realidad virtual     
(RV), podrían convertirse en instrumentos     
muy poderosos para ser usados en      
múltiples contextos.  
Los conceptos de RA y RV están muy        
relacionados, podemos decir que la     
realidad es todo aquello que se puede       
percibir por medio de los sentidos (directa       
o indirectamente), lo virtual es algo que       
percibimos pero que no se corresponde      
con la realidad en ese espacio y tiempo        
(espejismo, grabación virtual, etc.). 
En 1994, Paul Milgram y Fumio Kishino       
(Milgram P. & Kishino F., 1994)      
presentaron el concepto del continuo de la       
virtualidad en el Reality-Virtuality    
Continuum, como se muestra en la Fig. 1. 
 
  
Fig 1: RA y RV en base al Reality-Virtuality 
Continuum 
 
La RA combina la realidad con      
información sintética, imágenes 3D,    
videos, texto y también sonidos y      
sensaciones táctiles (​haptics ​) en tiempo     
real teniendo en cuenta la posición y       
dirección de la visión del usuario. La RA        
integra elementos reales y virtuales, pero      
considerándola más cercana al mundo     
real, en esta combinación de ambos      
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mundos, no se tiene la intención de       
suprimir el mundo real en el que nos        
desenvolvemos, sino por el contrario,     
aumentarlo.  
La RV está en el otro extremo, es un         
mundo generado por computadora con el      
cual un usuario puede interactuar, la      
interacción puede variar desde    
simplemente mirar hasta modificar    
interactivamente el mundo.  
La RA se aplica desde hace varios       
años. En (Chen P., Liu X., Cheng W.,        
Huang R , 2017), se analizaron 55       
estudios sobre el uso de RA en educación        
entre los años 2011 y 2016. En dicho        
análisis se detallan los campos más      
importantes en que se ha utilizado      
efectivamente la RA, como ser: ciencia      
(experimentos de laboratorio), enseñanza    
de matemática y geometría, geografía y      
ecología, enseñanza de idiomas,    
apreciación de arte visual y pinturas,      
ingeniería y salud. En este trabajo se       
concluyó que la aplicación de técnicas de       
RA en educación conducen a un mejor       
rendimiento en el proceso de aprendizaje      
promoviendo un mayor compromiso de     
los estudiantes y una mayor motivación      
en el proceso. En este mismo análisis, se        
detectó que las técnicas de RA basada en        
el reconocimiento de imágenes son más      
utilizadas que las basadas en ubicación, y       
que el aula es el entorno más utilizado        
para su aplicación. Se han realizados      
algunas experiencias donde se    
implementó RA en museos. En (Kuo-En      
Chang, Chia-Tzu Chang, 2013) se realizó      
una experiencia con un grupo de 130       
personas utilizando diferentes métodos de     
guías para acompañar la visita a una       
misma sala, como ser guías con RA,       
audio guías y sin guías. De los datos        
obtenidos, una de las conclusiones más      
destacadas es que la utilización de RA       
permitió que los usuarios incorporaran     
más información sobre los objetos     
observados sin perder la conexión entre lo       
virtual y el objeto real. 
Si bien las mismas ventajas podrían      
aplicarse a la RV, su aplicación efectiva       
es más compleja debido al costo de los        
recursos de hardware requeridos. Una     
aplicación con RA puede ser usada desde       
un teléfono inteligente y/o tableta de uso       
común. 
 
Líneas de Investigación, 
Desarrollo e Innovación 
Los ejes en los que se está investigando        
están relacionados con el desarrollo de      
videojuegos y aplicaciones interactivas    
usando RA y RV para ámbitos educativos       
y de turismo. 
 
A continuación se detallan los ejes de       
investigación: 
 
● Análisis de herramientas y librerías     
existentes para el desarrollo de     
aplicaciones de RA y RV, con      
especial foco en aquellas que     
permitan generar aplicaciones   
multiplataforma. 
● Capacitación en entornos para    
desarrollo de aplicaciones usando RA     
y RV como ser Unity3D y Unreal. 
● Definición y desarrollo de prototipos     
de aplicaciones y videojuegos    
educativos.  
● Aplicación de los prototipos    
desarrollados en contextos reales, a     
través del uso en instituciones de      
distintos ámbitos con el objetivo de      
analizar su impacto. 
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Resultados y Objetivos 
El objetivo general de esa línea de trabajo        
es aplicar técnicas de RA y RV en        
aplicaciones y juegos serios, con especial      
foco en el ámbito educativo y turismo. 
Para cumplir con el objetivo general, se       
proponen los siguientes objetivos    
específicos: 
 
● Realizar un análisis detallado de las      
tecnologías disponibles para el    
desarrollo de aplicaciones con RA y      
RV, verificando su adecuación a los      
distintos tipos de aplicaciones. 
● Analizar los distintos contextos de     
uso de las aplicaciones, los cuales      
direccionarán las tecnologías a    
utilizar.  
● Desarrollar prototipos de juegos    
serios y aplicaciones interactivas que     
puedan utilizarse en el ámbito de la       
escuela. 
● Construir casos de prueba de los      
diferentes prototipos con el fin de      
aplicarlos en entornos educativos    
reales, para comprobar su adecuación     
y usabilidad. 
● Promover esta temática en el marco      
del desarrollo de las tesinas de grado. 
 
Además de los videojuegos    
mencionados en el contexto de este      
artículo, se está trabajando en el      
desarrollo de dos aplicaciones interactivas     
usando RA. Una de ellas con personas       
ilustres de la UNLP y la otra para la         
enseñanza de historia en la escuela      
secundaria. En la Fig. 2 se muestran       





Fig. 2: Diseño de aplicaciones con RA 
  
En estos casos, se prevé finalizar ambos       
desarrollos y realizar una prueba de      
campo en algunas de las instituciones      
educativas con las que se trabaja. 
 
Para llevar a cabo los objetivos      
planteados, se realizaron diversas    
actividades a fin de formar un equipo de        
trabajo especializado. Durante el mes de      
noviembre de 2017 un profesor de la       
Universidad de Ciencias Aplicadas    
NHTV-Bredda, Holanda, dictó dos    
talleres de desarrollo de videojuegos con      
RA y RV en el cual participaron docentes        
y alumnos. En la semana del 11 de        
diciembre del mismo año, un profesor de       
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la Universidad Politécnica de Valencia     
dictó un curso intensivo sobre desarrollo      
de videojuegos con RA y RV usando       
Unity3D. Estos talleres permitieron    
formar un equipo de trabajo que no sólo        
permitirá diseñar e implementar las     
aplicaciones planificadas, sino que    
también contribuirá en la capacitación en      
esta temática. En este sentido, se prevé el        
dictado de un curso en la Universidad de        
Salta y otro en el ámbito de la Facultad de          
Informática, destinado a todos aquellos     
que, por diversas cuestiones no pudieron      
concurrir a los mismos en el año 2017. 
 
Formación de Recursos Humanos 
El equipo de trabajo de la línea de        
I+D+i presentada en esta artículo está      
formado por docentes investigadores    
categorizados del LINTI y estudiantes de      
la Facultad de Informática. Asimismo en      
algunos de los proyectos se trabajará con       
un equipo interdisciplinario de    
profesionales del Museo de Ciencias     
Naturales de la UNLP. A través de la        
generación permanente de conocimiento    
por medio de líneas de investigación y       
desarrollo de aplicaciones vinculadas al     
sector productivo y su aplicación en el       
ámbito social, el LINTI promueve el uso       
innovador de las tecnologías informáticas     
en la región. 
En relación a las tesinas de grado       
vinculadas con esta línea de     
investigación, se está desarrollando una     
aplicación interactiva para el Museo de      
Ciencias Naturales y un desarrollo para el       
Hospital Garrahan. 
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Resumen 
Este proyecto se inscribe en una línea de 
investigación que busca desarrollar y 
sistematizar el cuerpo de conocimiento de la 
administración y control de robots utilizando 
plataformas de IoT, con focalización en su 
transferencia a la Industria, particularmente al 
sector PyME. 
En este trabajo se presentan supuestos que 
guían al proyecto, así como las actividades, 
objetivos y resultados esperados con relación a 
esta investigación. 
Palabras clave: sistemas embebidos - robótica 




Este proyecto de investigación integra la línea 
de trabajo en aplicaciones de sistemas 
industriales, robótica y telecomunicaciones en 
el marco de la carrera de la Carrera de 
Licenciatura en Sistemas de la Universidad 
Nacional de Lanús. 
 
Introducción 
Según [1], en los últimos años la robótica ha 
tenido aplicaciones en campos tan diversos y 
críticos como la medicina, la exploración 
planetaria y submarina, automatización de 
procesos industriales, seguridad, 
entretenimiento, entre otros. Sin embargo, es en 
la educación donde ha dado uno de los aportes 
de mayor impacto, donde los robots al 
integrarse al grupo de estudiantes y tutores, 
propician el aprendizaje y el fortalecimiento de 
habilidades cognitivas. 
Por su parte, según la definición de la Internet 
of Things Community del Instituto de 
Ingeniería Eléctrica y Electrónica (IEEE), 
Internet de las Cosas (IoT, por sus siglas en 
inglés) es un concepto de computación en el 
que todas las cosas, incluyendo todo objeto 
físico, pueden ser conectadas, lo que los hace 
inteligentes, programables y capaces de 
interactuar con los seres humanos.[2] 
Avanzando con el concepto, en [3] se destaca 
que la IoT involucra sensores, circuitos, 
sistemas embebidos, comunicaciones, interfaces 
inteligentes, gestión de energía, gestión de 
datos, fusión de datos, gestión de conocimiento, 
sistemas en tiempo real, procesamiento 
distribuido, diseño de sistemas y técnicas 
sofisticadas de software que se relacionan con 
la llamada Big Data. También prevé que su 
desarrollo podría cambiar profundamente desde 
los procesos productivos hasta la salud-
electrónica, ya que ofrece nuevas formas para el 
cuidado de humanos y el tratamiento de 
dolencias. 
Un análisis desde el punto de vista económico 
es realizado en [4], previendo una inversión de 
17.000 millones de dólares de aquí a 2020, 
definiéndolo como un mercado en expansión, 
donde cada vez son más las empresas que 
valoran la conectividad entre dispositivos y con 
la Red. 
En [5] se definen a las plataformas de IoT como 
la base para que los dispositivos estén 
interconectados y se genere un ecosistema 
propio. Detalla que constituyen el software al 
que se conectan los dispositivos de hardware, 
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brindando comunicación y puntos de acceso 
para el desarrollo de aplicaciones. 
 
Líneas de investigación y desarrollo 
Este proyecto se inscribe en una línea de 
investigación que busca desarrollar y 
sistematizar el cuerpo de conocimiento de la 
administración y control de robots utilizando 
plataformas de IoT, con focalización en su 
transferencia a la Industria, particularmente al 
sector PyME. 
Entre los supuestos que guían al proyecto se 
encuentran: 
I. Existen plataformas de IoT robustas, 
fiables y de acceso libre o bajo costo que 
podrían ser utilizadas en la administración 
y control de robots. 
II. Es posible adaptar los mecanismos de 
administración y control de robots para que 
interactúen con estas plataformas. 
III. Es factible desarrollar un modelo de 
transferencia a la Industria, particularmente 
al sector PyME. 
 
Resultados y Objetivos 
El objetivo general de este proyecto es el 
estudio de plataformas de IoT utilizables en 
robótica, buscando: [a] caracterizar plataformas 
de IoT disponibles; y [b] identificar e 
implementar las modificaciones necesarias para 
adaptar los mecanismos de administración y 
control de robots a esta tecnología. 
Este objetivo general se desarrollará mediante 
los siguientes objetivos específicos: 
I. Relevar diferentes plataformas de IoT 
disponibles, identificando características 
específicas y diferenciales, y determinando 
la aplicabilidad de las mismas en la 
administración y control de robots. 
II. Seleccionar plataformas de IoT, e 
implementar en éstas algoritmos de 
administración y control de robots. 
III. Identificar las modificaciones necesarias 
para adaptar los mecanismos de 
administración y control de robots para 
que interactúen con plataformas de IoT. 
IV. Desarrollar prototipos de software y 
hardware de mecanismos de 
administración y control de robots para 
que interactúen con las plataformas de IoT 
seleccionadas, y así poner a prueba a las 
mismas. 
V. Desarrollar un modelo de  aplicación y uso 
de esta tecnología en la industria, 
particularmente en el sector PyME. 
 
Formación de Recursos Humanos 
El grupo de trabajo está formado por cuatro 
docentes-investigadores de la carrera de 
Licenciatura en Sistemas de la Universidad 
Nacional de Lanús. 
Asimismo, dos alumnos avanzados están 
desarrollando su trabajo de fin de carrera en el 
marco del proyecto. 
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PROPUESTA DE RECOLECCIÓN DE DATOS PARA AFORO VEHICULAR 
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El estudio de la circulación vehicular en una 
ciudad permite determinar la conveniencia en 
la construcción de nuevas vías, mejorar las 
existentes, asignar o modificar rutas en el 
transporte público,  determinar controles de 
tránsito y transporte en sitios y periodos 
específicos, entre otras. Todo esto tiene como 
objetivo principal mejorar la calidad de 
transporte en zonas críticas de la ciudad. Para 
ello,  el presente estudio pretende avanzar con 
tareas de recolección automática de datos, 
modelado y simulación para satisfacer este 
objetivo. Para ello se aborda la construcción de 
un modelo de datos robusto que permita 
mantener la información actualizada en todo 
momento.  
 




El presente trabajo se encuadra en las 
actividades de investigación y desarrollo del 
grupo GICAR (Universidad UTN-
FRMendoza), el cual proyecta actividades de 
simulación de tráfico vehicular para la 
descripción de escenarios particulares. 
Actualmente el grupo se encuentra 
organizando el conjunto de datos necesarios 
para la calibración el modelo. La adquisición 
de datos conforman dos ejes principales: 1) La 
descripción de la geometría del área a simular 
dada por la georeferenciación de calles, cruces, 
etc; y 2) La descripción del movimiento de 
vehículos (agentes), a lo largo de las diferentes 




El trabajo se centra en establecer una relación 
entre la geometría del área de estudio y los 
datos sobre la circulación de los agentes (ver 
figura 1).  Es menester obtener información 
acerca del movimiento de los agentes a lo 
largo de las diferentes zonas de la ciudad, y 
poder describir fielmente diferentes variables 
que manifiesten situaciones bajo estudio, como 
por ejemplo zonas de congestión vehicular, 
zonas atractoras y generadoras de tráfico, etc. 
 
Definir la geometría





Figura 1. Resumen del proceso de adquisición y modelado de 
datos para la simulación de la dinámica vehicular. 
 
El aporte de la investigación pretende 
establecer un modelo de datos que permita un 
adecuado análisis y procesamiento para 
facilitar el mantenimiento de la información a 
lo largo del tiempo.   
En la sección 2 se comenta la línea de 
investigación actual y los resultados parciales 
obtenidos por el grupo a través de la 
representación del área de estudio [1][2]. En la 
sección 3 se mencionan las actividades 
proyectadas para la recolección de datos 
provenientes del aforo vehicular. Finalmente 
se resumen resultados y la planificación del 
trabajo futuro.  
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2.  LINEAS DE INVESTIGACIÓN Y 
DESARROLLO 
Se aborda en primer lugar la determinación del 
área de estudio a través del modelado de datos. 
El área de estudio esta descrita a través de un 
grafo dirigido que determina las posibilidades 
de circulación de los agentes. 
Para el modelado del área se prevé la 
adquisición y procesamiento de datos 
referentes a cruces y tramos (secciones de 
calles de esquina a esquina). Estos datos 
georeferenciados representan uno de las 
principales entradas al sistema de simulación 
propuesto.  
En una primera instancia, los autores no 
contaron con datos específicos suficientes para 
describir el escenario a ser simulado, puesto 
que, por ejemplo, la adquisición directa de esta 
información a partir de los mapas digitales 
alojados en dispositivos GPS comunes en el 
mercado no resultó factible. Por esta razón se 
han propuesto diferentes metodologías para la 
obtención de dicha información. En [1] se 
utilizó información proveniente de una traza 
GPS proveniente de un vehículo en circulación 
para delinear el paso entre esquinas contiguas, 
proceso a través del cual se concluye con la 
direccionalidad de cada tramo. Esta 
metodología brinda resultados aceptables, 
pudiendo enlistar pares ordenados (esquina 
origen, esquina destino) para la conformación 
del grafo. Sin embargo, el procedimiento 
resulta poco práctico, ya que es necesario 
recorrer la totalidad del área de estudio para 
obtener todos los pares ordenados. Es en base 
a esto que se aborda la consulta automatizada 
de una base de datos abierta y disponible en 
Internet: OSM (Open Street Maps) [2], con lo 
cual se torna necesario definir un sistema 
capaz de reconocer el formato de los datos 
obtenidos, y la posterior explotación de los 
mismos. Luego esta información ya procesada 
es transferida a una base de datos relacional 
para un acceso más adecuado.  
 
El procesamiento principal radica en la 
generación de un modelo de datos orientado a 
objetos a partir del modelo jerárquico provisto 
por OSM (fichero XML). Se realiza un 
preprocesamiento sobre el archivo XML para 
obtener una lista de nodos (cruces) y aristas 
(tramos) ordenados adecuadamente, para lo 
cual se utiliza una API provista por el proyecto 
OSM, que es enlazada con el conjunto de 
algoritmos desarrollados por el grupo. A fin de  
complementar la funcionalidad provista por 
esta API, se desarrollan algoritmos que 
posibilitan, entre otras cosas, determinar 
distancias entre puntos consecutivos.  Esto 
viabiliza asegurar la proximidad de dos nodos 
contiguos, descartar puntos discordantes, 
nodos repetidos en el conjunto de datos, etc.  
En este momento el grupo encuentra que es 
necesario un análisis previo de los datos y la 
confección de algoritmos de refinamiento de 
los datos.  
 
Esta información se complementa con la 
zonificación de las diferentes subáreas, 
brindando a cada una de ellas un código de 
zona. La división política de las zonas, así 
también como los límites naturales - vías 
ferroviarias, ríos, carreteras principales, etc.  - 
son considerados delimitadores de zonas.  (En 
futuros trabajos se considerará el tamaño de la 
zona de acuerdo a la densidad poblacional.). 
Otro criterio válido es la determinación de 
zonas y su tamaño en función del tiempo que 
tarda un agente en transitar a través de ella. 
 
Una vez descrita las posibilidades de 
circulación a través del grafo, es necesario el 
modelado de información sobre las 
características dinámicas del modelo: la 
circulación de los agentes. 
 
3. AFORO VEHICULAR 
En ingeniería de tránsito existe una amplia 
gama de metodologías para la realización de 
encuestas y conteo [3], que asisten al analista 
en el entendimiento de la dinámica dada en el 
transporte. En trabajos de campo previos se 
observa que muchos de los estudios son 
intervencionistas, esto es: el conteo afecta 
directamente el flujo vehicular, situación que 
es analizada en la confección de las encuestas 
origen-destino propuestas. 
Se consideran en primer lugar los fundamentos 
teóricos del tráfico, y las características de 
circulación. El campo de aplicación de los 
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datos obtenidos en el aforo es sumamente 
extenso y aplicable por diferentes organismos 
dedicados al estudio de la dinámica vehicular. 
Es por ello que sea cual fuere la metodología 
de recolección adoptada se requieren delinear 
protocolos que aseguren la confiabilidad de los 
datos. 
Para este estudio, el principal objetivo del 
conteo es la determinación de volúmenes de 
tránsito en la red vehicular. Luego, el 
conocimiento del volumen y tipo de vehículos 
que circulan en la red permite determinar entre 
otras variables, el grado de congestionamiento 
por zona, condiciones de espera por tramo, y la 
evolución del transporte en general.  
 
Como se mencionó anteriormente, existen 
diferentes modalidades para la recolección de 
datos, dependiendo de los objetivos del estudio 
cual se adopta. Se abordan especialmente en 
este estudio dos tipos de recolección de datos: 
 
1. Encuestas origen-destino.   
Corresponde a la interpelación del agente 
sobre el recorrido a realizar. 
 
2. Conteo in-situ.  
Corresponde al conteo vehicular clásico, 
donde el recolector de datos se ubica en 
una intersección, y a través de planillas 
previamente confeccionadas asienta la 
cuenta de vehículos. 
 
2.1 Encuestas Origen-Destino.   
En primer lugar, y teniendo en cuenta el 
análisis de encuestas realizadas con 
anterioridad y provenientes de la literatura, el 
grupo realiza un diseño que resulta de utilidad 
para el estudio proyectado. En la mayoría de 
los casos resulta imposible llevar a cabo una 
encuesta de la totalidad de agentes circulando, 
por lo que se torna necesario un correcto 
procesamiento estadístico de la muestras. Por 
otro lado se presumen ciertos los datos 
aportados por el agente, confiando en sus 
respuestas, lo que conlleva a realizar las 
mismas de una manera simple e imparcial. 
 
De acuerdo a las características de recolección 
de datos, donde posiblemente la encuesta deba 
ser respondida por agentes que se encuentra 
circulando, se propone un modelo de encuesta 
desdoblada en dos partes, compuesta por una 
información primaria, y una información 
secundaria. La primera corresponde a la 
indagación sobre la dirección origen y 
dirección destino (compuesta por los datos 
calle, número, localidad), y el día, hora y 
periodicidad del viaje.  Esta información 
permite configurar directamente algunas de las 
variables más importantes para la simulación: 
centros generadores y atractores de viajes. La 
figura 2 muestra en forma gráfica dos centros 
atractores de flujo vehicular. 
 
 
Figura 2.  Los círculos rojos muestran centros atractores de 
viajes. 
 
Los puntos intermedios de circulación entre 
origen y destino pueden ser obtenidos a través 
del procesamiento del grafo dirigido descrito 
en la sección 2. 
 
La recolección y procesamiento de los datos 
secundarios no es crítica, pero permite en el 
caso de ser obtenida ajustar mejor la 
información procesada. En la segunda parte de 
la encuesta se incorporan preguntas que 
requieren que el entrevistado mencione puntos 
intermedios y/o alternativos de circulación 
para el viaje en cuestión.   
 
 
(a) Viaje 1  (b) Viaje 2 
Figura 3. Caminos alternativos entre origen y destino 
XX Workshop de Investigadores en Ciencias de la Computacio´n 840
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
 Conforman también el conjunto de datos 
secundarios 
 
 el número y tipo de viajes,  
 el propósito del viaje, 
 el costo del viaje , 
 el tiempo esperado de viaje,  
 el número de pasajeros movilizados, 
 etc. 
 
Resulta de especial importancia definir el lugar 
y el método para la recolección de datos a 
través de la encuesta. Como se comentó en 
párrafos anteriores, la encuesta realizada en la 
vía pública a agentes en circulación conduce a 
un mayor grado de incertidumbre en los datos, 
debido a la demora en que incurre el agente. 
Existen experiencias de encuestas realizadas 
en hogares, a través de medios postales, de 
forma automática o semiautomática en la 
detección de etiquetas ubicadas en el vehículo, 
entre otras. 
 
En el momento de la redacción del presente 
documento, los autores evalúan las diferentes 
posibilidades, volcando un especial interés en 
la realización de las encuestas en el lugar 
laboral del agente, teniendo en cuenta la 
supervisión y asistencia del organismo 
responsable de la distribución.  Esta 
metodología se considera adecuada para 
organismos dependientes de la administración 
pública, también interesados en los resultados 
que pueda arrojar la encuesta, con lo cual se 
logra un natural apoyo en estudio. 
 
Una vez recolectada la información, utilizando 
uno o varios de los métodos indicados, se 
procede al procesamiento de los datos 
(tabulación, sumarización, etc).  Entre los 
procesos automatizados se cuenta la 
transformación de las direcciones origen y 
destino en pares de coordenadas, y la inclusión 
del código de zona a la cual pertenecen. A 
continuación surge una nueva información 
volcada en matrices origen-destino. Tales 
matrices conforman estructuras de datos más 
complejas si se consideran otras variables 
emergentes de la encuesta. 
 
Para poder finalmente establecer caminos 
entre orígenes y destinos particulares, y en 
forma general entre centros generadores y 
atractores de tránsito es necesario mapear la 
información obtenida a través de las encuestas 
sobre el mapa definido por el grafo dirigido.  
Es en este momento cuando se consolida la 
información estática y dinámica. 
 
El uso de GPS complementa esta recolección, 
convirtiéndose en una herramienta 
imprescindible para la geolocalización, 
 
 
5 AUTOMATIZACIÓN DEL AFORO 
 
El estudio realizado a través de las encuestas 
origen-destino se complementa con el aforo 
vehicular in-situ sobre área de interés. 
 
Para lograr mayor velocidad en la adquisición 
y calidad en el almacenamiento se realiza la 
programación de aplicaciones que son ser 
utilizadas in situ por los recolectores de dato.  
Para ello, los autores han desarrollado una 
aplicación móvil bajo sistema operativo 
Android (ver figura 4). 
 
 
Figura 4. Aplicación Móvil. Permite la recolección de datos 
in-situ, y la transmisión automática al servidor. 
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3. RESULTADOS OBTENIDOS 
 
El trabajo posibilitó la adopción de una base 
de datos pública, y proveer mecanismos para 
la evaluación de la calidad de los datos 
provistos por la misma.  A partir de esto, la 
transformación de dichos datos a partir del 
archivo XML provisto por OSM, 
mapeádondolos en un formato más adecuado 
para el procesamiento, permitió la creación de 
un modelo de datos orientado a objetos, el cual 
es almacenado utilizando una base de datos 
relacional. Los datos tabulados en la base de 
datos permitieron al grupo un procesamiento 
rápido, a través del cual se pudo realizar un 
procedimiento de filtrado, y así apartar datos 
de interés: esquinas y caminos datos a través 
de la secuencialidad de las esquinas. Por otro 
lado, se ha avanzado en la programación de 
aplicaciones móviles para la automatización en 
la toma de datos. 
 
 
4. FORMACION DE RECURSOS  
Se trabaja en el departamento de Ingeniería en 
Sistemas de Información de la UTN con 
alumnos del tercer año en temas relacionados 
al modelado y simulación de flujo vehicular.  
Con esto ser busca promover las actividades 
de investigación y desarrollo más allá de las 
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Se presenta un sistema de llenado selectivo de 
envases basado en tecnología RFID/NFC 
(Identificación por Radio Frecuencia / 
Comunicación de Campo Cercano). Con el 
mismo se pretende ejemplificar el uso de 
dispositivos de tecnología de identificación por 
radiofrecuencia en la trazabilidad de productos 
manufacturados. El sistema está formado por un 
dispositivo electroneumático, un controlador 
lógico programable, PLC por sus siglas en 
inglés, y por una computadora. Se detalla el 
hardware empleado, así como el programa del 
PLC y el software desarrollado.  
Palabras Clave: Identificación por Radio 
Frecuencia (RFID), Comunicación de Campo 
Cercano (NFC), Trazabilidad, Controlador 
lógico programable (PLC), Industria 4.0. 
 
CONTEXTO 
En el marco del Laboratorio de Inteligencia 
Ambiental del Departamento de Ingeniería e 
Investigación Tecnológica de la Universidad 
Nacional de la Matanza se viene trabajando 
desde hace algunos años en aplicaciones de 
Internet de las Cosas (IoT) [1][2][3]. El 
presente trabajo es parte de lo realizado en el 
marco del proyecto “Utilización de electrónica 
impresa para el desarrollo de sistemas de 
seguimiento, identificación y trazabilidad de 
productos manufacturados”, el cual se viene 
desarrollando en los últimos dos años [4][5][6]. 
Este trabajo se desarrolla con fondos 
pertenecientes al programa de Investigaciones 
PROINCE y a un subsidio PICTO del 




Avances en distintas áreas tecnológicas, como 
los sistemas Ciber-físicos, Internet de las Cosas, 
Computación en la nube y el análisis de datos, 
entre otras, están impulsando la industria a una 
nueva era, la cual es denominada Industria 4.0 
[7][8][9]. Esta nueva industria plantea 
reconvertir los procesos de fabricación para que 
funcione como un servicio que opera, en gran 
medida, como la computación en la nube. Esto 
implica la creación de redes y la integración de 
distintas compañías a la cadena de valor. Estas 
redes permitirían a las fábricas compartir 
activos, así como también especificaciones, 
planes e inclusive el control. Las compañías 
podrían contratar una fábrica por solo una 
cantidad de trabajo que ellas necesiten. Las 
fábricas distribuirían entonces el trabajo de 
forma de producir las cosas de mayor calidad, 
en la menor cantidad de tiempo y por el menor 
costo [10]. Esta transformación requiere una 
gran inversión en nuevas tecnologías [10] y 
aspectos asociados a ellas: seguridad [11], 
interfaces de usuario [12], confiabilidad [13], 
etc.  
Jiafu Wan et al. [9] plantean que la Industria 4.0 
posee dos temas principales: el primero de ellos 
son las fábricas inteligentes, el cual tiene como 
objetivo estudiar el sistema de producción 
inteligente y lograr instalaciones de producción 
distribuidas en red. El otro es la manufactura 
inteligente, principalmente relacionada con la 
gestión de la logística de producción completa 
de la empresa, la interacción hombre–
computadora y las tecnologías de impresión 3D 
en procesos industriales. El trabajo que se 
presenta a continuación involucra aspectos de 
ambos temas: el llenado selectivo asociado a la 
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fabricación inteligente y la identificación por 
RFID/NFC a la manufactura inteligente.  
 
2. LINEAS DE INVESTIGACION y 
DESARROLLO 
El desarrollo del sistema de llenado selectivo es 
una parte de un sistema más complejo, el cual 
busca ejemplificar el uso de dispositivos 
RFID/NFC, realizados a través de electrónica 
impresa, en la trazabilidad de productos 
manufacturados en toda la cadena de 
suministros, es decir desde el ingreso de la 
materia prima para la fabricación hasta el 
usuario final. 
 
3. RESULTADOS OBTENIDOS 
 
3.1. Descripción General  
Cada uno de los envases a ser llenados contará 
con un tag NFC, el cual lo identificará y 
permitirá grabar los datos de trazabilidad 
asociados al proceso de manufactura. La figura 
N°1 presenta una imagen del dispositivo 
electroneumático encargado de realizar el 
llenado. El mismo está formado por una cinta 
transportadora, un sensor óptico para la 
detección del envase a ser llenado, dos 
lectores/grabadores de NFC (uno para 
identificación del envase y otro para la 
grabación de los datos de trazabilidad del 
proceso) y 3 pistones neumáticos para el 
posicionamiento y el llenado del envase. 
 
 
Figura N°1. Dispositivo electroneumático. 
 
El control de dicho dispositivo se lleva a cabo 
por medio de un PLC de la firma Siemens, el 
modelo Logo (si bien dicho modelo está 
catalogado como Rele Inteligente, a los fines 
prácticos de este informe se lo considera un 
PLC). La computadora con la cual cuenta el 
sistema, a través de un software realizado a 
medida, está encargada del manejo de los 
lectores/grabadores de NFC y de indicar al PLC 
si debe realizar el proceso de llenado o no, lo 
cual define en función de la lectura del tag NFC 
en el envase. La figura N°2 presenta una 
imagen del tablero en donde se encuentra 
montado el PLC. La figura N°3 muestra una 
imagen de la pantalla principal del software 
desarrollado, del cual se detallarán algunos 
aspectos en la siguiente sección. 
 
 
Figura N°2. Tablero PLC. 
 
 
Figura N°3. Pantalla principal del software. 
 
3.2. Desarrollo 
A raíz que la implementación del sistema se 
realizó en simultáneo con las tareas de diseño y 
fabricación de los tags con electrónica impresa, 
es que para el mismo se emplearon tags 
comerciales. Dichos tags están basados en el 
chip NTAG203 de NXP [14], compatible con 
los tags Tipo 2 de NFC Forum. Los lectores 
empleados para la aplicación están basados en 
el chip PN532 de NXP [15], el cual soporta los 
estándares ISO/IEC 14443A. La figura N°4a 
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muestra una imagen de uno de los tag 
empleados, mientras que la figura N°4b muestra 
una imagen del lector. Para la comunicación 
con la computadora se empleó la interfaz 
UART del dispositivo lector. 
 
 
Figura N°4a. Tag NFC. N°4b Lector NFC. 
 
El software desarrollado posee las siguientes 
características: 
 
 Acceso a través de usuario y contraseña. 
 Configuración de parámetros de 
producción (fábrica, máquina y lote) 
 Alta y baja de productos al sistema 
 Configuración de puertos de 
comunicación con lectores 
 Pantalla principal para monitorear la 
actividad 
 Estructura de base de datos para 
registros de producción 
 Generación de informes 
 
Ejecutada la aplicación una pantalla para 
ingreso de usuario y contraseña será mostrada. 
Ingresados y validados dichos datos una nueva 
pantalla para la configuración de los parámetros 
de producción aparecerá. Cargados los mismos 
serán almacenados en un registro de la base de 
datos, para realizar la trazabilidad, y la pantalla 
principal se disparará para controlar y 
monitorear la producción.  
En el presente desarrollo el control de la 
producción se refiere tan solo a la decisión de 
llenado del envase, en función de la 
identificación del mismo, y la posterior 
grabación de datos de trazabilidad. La decisión 
que tome el software generará un cambio de 
estado de una de las líneas de control de flujo 
del puerto serie. Dicha señal, previamente 
acondicionada, ingresará a una de la entradas 
del PLC para que éste realice o no el llenado. 
Finalizado el proceso, la computadora a través 
del segundo lector grabará en el tag los datos de 
trazabilidad asociados, entre ellos fecha, hora, 
operario, máquina, etc. 
Para el desarrollo de la aplicación de la 
computadora se empleó la versión de prueba de 
LabWindows/CVI [16], el cual es un entorno de 
desarrollo integrado ANSI C de National 
Instruments que incluye herramientas de 
ingeniería con bibliotecas integradas para 
análisis y diseño de UI (interfaces de usuario). 
Como base de datos se empleó MySQL [17], el 
cual es un sistema de bases de datos relacional, 
multihilo y multiusuario con licencia GNU GPL 
(si bien la aplicación presentada en este trabajo 
no presenta una complejidad elevada, se prevé 
la realización de un sistema más complejo, para 
el cual será necesario). 
Para la realización de la programación del PLC 
se analizaron las distintas entradas y salidas 
involucradas en el proceso y el funcionamiento 
general del dispositivo electroneumático. Con 
estos datos se realizó un diagrama en bloques 
del funcionamiento y se llegó a la conclusión de 
realizar la programación de manera secuencial. 
La misma divide el proceso en pasos, donde 
cada uno de ellos depende de la finalización del 
paso anterior. El programa fue realizado a 
través de diagramas de funciones (FUP de la 
palabra alemana Funktionsplan), programación 
basada en bloques lógicos del tipo AND y OR, 
ya que, al programador le ofrece rapidez y 
agilidad en dicho proceso. Para su posterior 
documentación se migró el proyecto a 
programación por diagramas de contactos (KOP 
de la palabra alemana Kontaktplan), ya que 
ofrece un orden visual más amigable para tal 
fin. La figura N°5 y 6 presentan imágenes de 
tipos de programación. 
 
 
Figura N°5. Programación FUP. 
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 Figura N°6. Programación KOP 
 
3.3. Conclusiones 
El sistema desarrollado representa un claro 
ejemplo de cómo las tecnologías de RFID/NFC 
se pueden emplear en los procesos productivos, 
tanto para sumar inteligencia al proceso como 
para mejorar la trazabilidad del producto. 
Como trabajo futuro está previsto la ampliación 
del sistema, el cual incluirá una etapa de 
etiquetado previa y una etapa de embalaje 
posterior. El software se ampliará a fin de 
incorporar estas nuevas etapas y se integrarán 
otros desarrollos realizados por el grupo de 
investigación para generar un sistema que 
permita la trazabilidad de toda la cadena de 
suministros. 
 
4. FORMACION DE RECURSOS 
HUMANOS 
El ámbito de este proyecto permitió tanto la 
formación grupal del equipo de trabajo así 
como la individual de cada uno sus miembros y 
colaboradores. La formación grupal busco 
generar conocimiento en el área de la 
electrónica impresa y como su aplicación puede 
mejorar los procesos de manufactura. Los casos 
de la formacion individual se enumeran a 
continuación: Ignacio Zaradnik la gestión de 
grupos de trabajos, Javier Slawiski la 
interpretacion de normas y estandares, Monica 
Canziani la revison bibligrafica y la elaboración 
de estados del arte, Facundo Domínguez el 
diseño de aplicaciones de software, Diego 
Turconi el diseño de aplicaciones de sistemas 
embebidos y tanto Augusto Kumvich, Federico 
García como Carlos Rodriguez la 
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Las Tecnologías de la Información y 
la Comunicación (TICs) son “tecnologías 
disruptivas”, pues permiten resolver 
antiguos problemas mediante soluciones 
impensables previamente. 
La mayoría de las actividades 
humanas las han incorporado, 
produciendo la aparición de soluciones 
novedosas y un importante aumento de la 
productividad. 
La actividad turística no es ajena a 
estas transformaciones. Alcanza con ver 
cómo se realizan hoy las reservas y 
contrataciones de los servicios turísticos 
para advertir los cambios introducidos 
para productores y consumidores.  
Por otra parte, el auge de teléfonos 
inteligentes (smartphones), contribuyó a 
la ubicuidad de la computación y, con 
ello, a la generación de grandes 
volúmenes de datos (big data) y nuevos 
paradigmas sobre las formas en las que se 
utilizan estos recursos. A su vez, 
dispositivos cada vez más potentes y 
económicos facilitan tecnologías como 
las de realidad virtual y realidad 
aumentada al público masivo. 
El proyecto busca relevar los usos 
que la industria turística está haciendo de 
estas tecnologías en forma individual o 
combinada, para proponer alternativas de 
aplicación en el ámbito de nuestra 
provincia. A fin de demostrar la 
factibilidad de las propuestas se propone 
desarrollar algunas aplicaciones 
experimentales. 
 
Palabras clave: Realidad virtual; 
Realidad Aumentada; Big Data; 




El presente proyecto forma parte del 
“Área de Investigación 8 - Desarrollo 
Informático”, del Instituto de Desarrollo 
Económico e Innovación de la 
Universidad Nacional de Tierra del Fuego 
(UNTDF).  
El proyecto se presentó a la 
convocatoria realizada por la UNTDF en 
septiembre de 2016 y resultó aprobado 
luego de haber sido sometido a 
evaluación externa. (Resolución Rectoral 
060/2017 del 10/04/2017). 
El financiamiento requerido es 
suministrado por la UNTDF. 
El proyecto se desarrolla 
formalmente desde el 01/03/2017 hasta el 
28/02/2019. 
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INTRODUCCIÓN 
El rápido desarrollo de las 
Tecnologías de la Información y la 
Comunicación (TICs) produce cambios 
en todos los niveles organizacionales, 
tanto en el ámbito público como privado. 
Entre las transformaciones que 
interesan al proyecto están las vinculadas 
al concepto de Destinos Turísticos 
Inteligentes (STD por Smart Tourism 
Destinations), el que constituye una 
derivación directa del concepto de 
Ciudades Inteligentes (Smart Cities). 
Si bien es difícil encontrar 
definiciones que estén universalmente 
aceptadas, es posible decir que una ciudad 
inteligente es aquella en la que las TICs 
se introducen estratégicamente buscando 
mejorar la competitividad de la ciudad y, 
al mismo tiempo, la calidad de vida de 
sus ciudadanos. [1] 
Por su parte, un Destino Turístico 
Inteligente puede ser definido de distintas 
maneras. Como lo señala Alfonso 
Vargas-Sánchez [2] en su revisión de la 
literatura sobre el tema, un STD es 
definido por López de Ávila como “un 
destino turístico innovador, construido 
sobre la infraestructura de tecnología 
actualizada, garantizando el desarrollo 
sostenible de las áreas turísticas, 
accesible para todos, facilitando la 
interacción de los visitantes y su 
integración con el entorno, 
incrementando la calidad de la 
experiencia en el destino y mejorando la 
calidad de vida de los residentes”. A su 
vez señala Vargas-Sánchez que Gretzel, 
Sigala, Xiang & Koo consideran que el 
turismo inteligente es el “turismo 
apoyado por esfuerzos integrados en un 
destino para recopilar y aprovechar los 
datos derivados de la infraestructura 
física, las conexiones sociales, las fuentes 
gubernamentales y organizativas en 
combinación con el uso de tecnologías 
avanzadas para transformar esos datos 
en experiencias in situ y propuestas de 
valor comercial con un enfoque claro en 
la eficiencia, la sostenibilidad y el 
enriquecimiento de la experiencia.” 
Como surge de las definiciones 
anteriores es evidente que las TICs son 
facilitadoras. Como bien señalan Boes, 
Buhalis e Inversini, “los destinos pueden 
desarrollar su inteligencia alineando las 
dimensiones clave de liderazgo, capital 
social, innovación y capital humano, 
utilizando las TICs como la “info-
estructura” que facilita la co-creación de 
valor / experiencias para sus visitantes y 
competitividad para su industria [3]. Al 
mejorar la inteligencia de las dimensiones 
de Ciudad Inteligente (personas, vida, 
movilidad, medio ambiente, economía y 
gobierno), los destinos crean las 
condiciones para apoyar el desarrollo de 
Destinos de Turismo Inteligente donde se 
prioriza la interconexión, co-creación y la 
creación de valor, a través de la 
implementación de aplicaciones 
tecnológicas e infraestructuras TIC como 
Cloud Computing e Internet de las Cosas 
[4]. Las sinergias entre el interés y la 
preferencia garantizan que todas las 
partes interesadas se beneficien del 
proceso y que se desarrollen mejores 
experiencias y calidad de vida para todas 
las partes involucradas en el destino 
turístico.  
La tecnología está inmersa en 
prácticamente cualquier organización o 
entidad, los destinos turísticos van a 
potenciar las sinergias entre la tecnología 
ubicua y distintos componentes sociales 
para proveer experiencias enriquecedoras 
a los turistas, ya sea antes, durante o 
luego de su viaje. Como ha ocurrido en 
todos los ámbitos en los que 
criteriosamente se introduce tecnología, 
los destinos que hagan un buen uso de 
éstas podrán incrementar sus niveles de 
competitividad. 
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Las TICs hacen que las ciudades sean 
más accesibles y disfrutables, tanto para 
residentes como para turistas, gracias a 
servicios interactivos que interconectan 
distintos niveles de gobierno con 
empresas y proveen información en 
tiempo real de utilidad para todos ellos. 
Además, los datos resultantes pueden ser 
analizados por los organismos 
involucrados para el desarrollo de 
mejores políticas.  
Desde una perspectiva turística, las 
TICs pueden contribuir generando valor 
agregado a las experiencias de los turistas 
y a la vez mejorar la eficiencia de las 
organizaciones relacionadas, facilitando 
la automatización de algunos procesos o 
la obtención de información valiosa. Es 
un hecho que las tecnologías de la 
información y la comunicación (TICs) 
han significado una innovación disruptiva 
en las relaciones entre oferta y demanda a 
nivel de turismo. 
El entorno digital permite 
promocionar destinos, productos y 
servicios y, a la vez, conocer a los turistas 
como nunca antes se había hecho, 
ofreciéndoles experiencias personalizadas 
y de mayor calidad: segmentación e 
hipersegmentación del mercado, 
reducción de costos, mayor eficiencia y 
competitividad, etc.  
Desde este punto de vista, las TICs 
han abierto un nuevo horizonte en el 
sector turístico, que plantea retos y 
oportunidades, y que requiere un gran 
esfuerzo de adaptación, tanto por parte de 
las empresas que prestan estos servicios, 
como por la gestión del destino liderada 
por el sector público.    
La democratización de la tecnología 
ha sido la causa de que el sector haya 
pasado de estar controlado por la oferta 
(de las empresas) a estar dominado por la 
demanda (de la sociedad civil). 
Por otra parte ha cambiado la forma 
de acceder a internet: se ha pasado de la 
computadora de escritorio y la notebook a 
los dispositivos móviles (tablets y 
smartphones principalmente). A su vez, 
estos nuevos dispositivos ya no solo se 
usan para comunicarse entre personas, 
sino que poseen una serie de sensores y 
accesorios que los convierten en aparatos 
“todo en uno” (cámara de fotos, 
filmadora, gps, medio de pago, etc.) En 
consecuencia, tanto el sector público 
como el privado tienen que estar 
preparados para cubrir los requerimientos 
y necesidades del turista en el siglo XXI: 
más informado (a través de webs, redes 
sociales, etc.), que organiza su viaje 
personalmente y que requiere una serie de 
servicios digitales en el destino, similares 
a los que tiene en su residencia habitual 
(por ejemplo, conectividad inalámbrica 
para todos sus dispositivos). 
La llamada “Internet de las cosas” 
(IoT por Internet of Things) está ganando 
terreno rápidamente entre las TICs. El 
término fue propuesto en 1999 por Kevin 
Ashton -investigador del MIT- quien 
definió IoT como una red que conecta 
cualquier cosa en cualquier momento y 
lugar, para identificar, localizar, 
administrar y monitorear objetos 
inteligentes.  
La idea detrás de IoT es generar 
interacciones automáticas en tiempo real 
entre distintos objetos conectados a 
internet. Así, IoT facilita que distintas 
plataformas puedan transmitir datos 
obtenidos mediante diferentes sensores y 
que esos datos puedan ser procesados e 
interpretados en tiempo real.   
En un contexto turístico, los turistas 
pueden usar sus teléfonos móviles para 
explorar el destino y sus eventos de 
interés, utilizando información provista 
por los gobiernos, agencias privadas e 
incluso otros turistas o ciudadanos. 
Todas estas actividades llevadas a 
una escala masiva producen una cantidad 
de información multidimensional 
XX Workshop de Investigadores en Ciencias de la Computacio´n 850
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
conocida como Big Data.   
Haciendo uso del Big Data, las 
organizaciones turísticas pueden extraer 
información valiosa para mejorar la 
experiencia de los usuarios, proponiendo 
una nueva forma de relación con los 
turistas. Los destinos turísticos que 
primero aprovechen estas condiciones, 
harán una importante diferencia respecto 
de los que queden rezagados. 
Por su parte, la Realidad Virtual 
(VR) permite a los turistas tener una 
experiencia inmersiva de los destinos, aún 
a distancia, mostrándole a la persona 
“cómo es y cómo se siente el lugar 
propuesto”. La VR facilita a los turistas 
visualizar y recorrer distintos atractivos, 
obteniendo información complementaria 
en formatos multimediales (texto, audio, 
imagen, video) en un entorno 3D o de 
360º.    
A su vez, la Realidad Aumentada 
(AR) puede utilizarse para mostrar cómo 
se veía un mismo atractivo en distintas 
épocas (por ejemplo, cómo se veía 
Ushuaia hace 100 años) o agregar, en 
tiempo real, información de interés a un 
elemento en cuestión. 
Con Realidad Virtual y Realidad 
Aumentada la promoción de los destinos 
turísticos se vuelve una atracción en sí 
misma, incrementando el interés de las 
personas y aumentando así el mercado 
potencial de turistas.     
Es deseable entonces contar con 
espacios turísticos consolidados sobre la 
base de una infraestructura tecnológica de 
vanguardia, incluyendo sistemas 
inteligentes que obtengan la información 
de forma automática, la analicen y 
comprendan los acontecimientos en 
tiempo real, facilitando la toma de 
decisiones y la interacción del visitante 
con el entorno turístico. 
La innovación, el aprovechamiento 
de las nuevas tecnologías, la 
sostenibilidad ambiental y económica, 
como así también la cooperación público-
público y público-privada, son 
condiciones sine qua non para el 
desarrollo turístico actual, donde el 
gobierno, los ciudadanos y las empresas 
locales deben asociarse con los turistas 
para comprenderlos, ofrecerles lo mejor y 
aprender de ellos.  
 
LÍNEAS DE INVESTIGACIÓN, 
DESARROLLO E 
INNOVACIÓN 
Como ha sido mencionado 
previamente los temas de investigación / 
desarrollo / innovación para el proyecto 
son los siguientes: 
● Realidad Virtual 
● Realidad Aumentada 
● IoT 
● Big Data 
especialmente en su vinculación con 
dispositivos móviles. 
 
RESULTADOS Y OBJETIVOS 
El objetivo del proyecto es analizar el 
estado del arte en las tecnologías de 
(Realidad Virtual [VR], Realidad 
Aumentada [AR] y Big Data [BD]), 
poniendo especial atención al uso que se 
hace de las mismas en el dominio del 
turismo, con el fin último de proponer y 
desarrollar prototipos de aplicaciones 
enfocadas al turismo local. 
En ese marco se realizaron (durante 
este primer año) las siguientes 
actividades: 
1.- Encuesta global que explora las 
condiciones que deberían caracterizar a 
un sistema digital de información turística 
en áreas protegidas para las generaciones 
de nativos digitales. Participaron 269 
personas de 12 países. [5] 
2.- Evaluación de los smartphones 
disponibles en el mercado argentino y sus 
capacidades para ofrecer contenidos en 
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VR y AR, con el objetivo de establecer 
qué funciones podrían esperarse 
actualmente de una app que considere a la 
gran mayoría de los usuarios. 
3.- Identificación automática de flora 
mediante AR e inteligencia artificial 
(computer vision). Se compararon las 
plataformas IBM Watson y Microsoft 
Azure para el reconocimiento de especies 
nativas de árboles, con excelentes 
resultados en los dos casos. 
4.- Se realizaron pruebas de filmaciones 
en 360º aplicando técnicas de post-
producción para eliminar trípodes y 
objetos que no deberían verse en escena. 
5.- Se diseñó e imprimió en 3D un 
soporte para colgar una cámara 360º de 
un drone. Se probaron distintos diseños 
hasta obtener uno que tuviera la menor 
vibración posible y se ajustó la 
estabilización con el giroscopio de un 
teléfono iPhone conectado a la cámara. 
6.- Se filmó en Antártida y se produjeron 
videos en 360º que serán publicados en 
un nuevo sitio web con información 
turística oficial de la provincia. 
7.- Parte de los videos mencionados se 
utilizaron para la producción de los 
contenidos en VR para el centro de 
interpretación Antártica que abrirá sus 
puertas en Ushuaia a partir de abril de 
2018. [5] 
Durante los próximos meses se 
espera realizar pequeñas apps 
experimentales, principalmente para dar 
seguimiento al reconocimiento de 
especies y para la producción y 
recolección de información en formato de 
Big Data.  
Respecto al primer tema se espera 
desarrollar una app de AR para reconocer 
en tiempo real las especies de árboles de 
Tierra del Fuego, principalmente las que 
se encuentran en la zona sur de la 
provincia. 
En relación a Big Data se desarrollará 
una app para capturar de manera anónima 
la información de GPS de los turistas, con 
lo que luego se espera: estimar turistas en 
un lugar en tiempo real; dibujar mapas 
con los recorridos preferidos por la gente; 
conocer desde qué ciudades vienen y 
hacia cuáles van los turistas; listar los 
alojamientos y restaurantes más 
populares; hacer un ranking de puntos de 
interés en el destino 
 
FORMACIÓN DE RECURSOS 
HUMANOS 
El equipo de trabajo está compuesto 
por tres Profesores Titulares (dos 
vinculados a la Licenciatura en Sistemas 
y uno a la Licenciatura en Turismo), dos 
Asistentes, dos Alumnos (uno de ellos 
también Asistente Alumno) y un Profesor 
Adjunto externo (UNLP), también 
vinculado a las TICs. 
Recientemente, Federico González, 
finalizó su Máster en Ciudades 
Inteligentes en la Universidad de Girona, 
España. Su tesis “Herramientas digitales 
de información turística en Áreas 
Protegidas para Millennials y Gen Z. Un 
caso de realidad virtual y aumentada en 
viajes antárticos”, está íntimamente ligada 
al proyecto. [6] 
Lisandro Delia finalizó la carrera de 
Especialista en Ingeniería de Software en 
la Universidad Nacional de La Plata. Su 
trabajo titulado "Desarrollo de 
Aplicaciones Móviles Multiplataforma" 
[7] también tiene aplicación directa al 
tema del presente proyecto. 
Leonel Viera finalizó la Licenciatura 
en Informática en la Universidad 
Nacional de la Patagonia San Juan Bosco. 
Su tesina consistió en diseñar un “Marco 
de trabajo para el desarrollo de 
aplicaciones móviles híbridas”. [8] 
Cabe mencionar también que 
Francisco Huertas, integrante del 
proyecto vinculado a la Licenciatura en 
Turismo dirige el “Relevamiento y puesta 
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en valor del Patrimonio Artístico (bustos, 
composiciones, monolitos, placas, 
estatuas y mástiles) en espacios públicos 
de la ciudad de Ushuaia”, proyecto 
presentado y aprobado en la misma 
convocatoria que el que aquí se describe. 
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RESUMEN 
Los objetos y las personas, gracias a la 
tecnología actual, pueden ser comunicados y 
utilizados para mejorar las condiciones de vida. 
Este trabajo intenta hacer llegar la tecnología 
para el cuidado de las personas, realizando un 
aporte social, ya que se trata de desarrollar un 
dispositivo simple, amigable y de bajo costo. 
Será simple debido a que solo realizará 
funciones para el monitoreo y comunicación del 
estado de la persona. Amigable, ya que será 
fácil de usar para el monitoreado y contará con 
una aplicación Android en un dispositivo del 
cuidador. Los datos obtenidos durante el 
monitoreo serán almacenados en un servidor en 
la nube pudiendo ser procesados y utilizados 
posteriormente de ser necesario. Contará con el 
sistema de caídas desarrollado por este equipo 
de investigación, adaptándolo a un dispositivo 
pequeño y con baterías de larga duración. De 
bajo costo, debido a una producción en serie 
mediantes circuitos y software a medida.  
 
 
Palabras clave: Computación en la nube, 
securización de datos, monitoreo de personas, 
geolocalización, IoT, Android, giroscopio, 
acelerómetro. 
CONTEXTO 
Nuestra Línea de Investigación es parte del 
proyecto Dispositivo de asistencia de personas 
mediante monitoreo y análisis de datos en la 
nube, dependiente de la Unidad Académica del 
Departamento de Ingeniería e Investigaciones 
Tecnológicas, perteneciente al programa de 
Investigaciones PROINCE de la Universidad 
Nacional de La Matanza, el cual es formado por 
docentes, investigadores y alumnos de las 
carreras de ingeniería en informática e 
ingeniería en electrónica. Este proyecto es 
continuación de los trabajos que viene 
realizando el grupo de investigación, en 
sistemas operativos, computación de alto 
rendimiento, entre otros, en el área de Internet 
de las cosas (IoT). 
1. INTRODUCCIÓN 
Los grandes avances que ha sufrido la 
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tecnología en los últimos años han influido 
considerablemente en la vida cotidiana de las 
personas de cualquier edad.  Hoy en día, niños, 
adolescentes y adultos emplean distintos 
elementos tecnológicos para estar 
interconectados entre sí, compartiendo 
información involuntariamente. Aprovechando 
esta característica evolucionó el concepto de 
Internet de las Cosas, generando relaciones 
entre los objetos utilizados en la vida diaria que 
antes era impensados realizar, produciendo una 
gran cantidad de datos que se puede analizar a 
través de Big Data [1]. Por consiguiente, existen 
diferentes disciplinas en las que se puede 
implementar sistemas que hagan uso de IoT. En 
este sentido es de suma importancia la 
aplicación de la tecnología para el cuidado de 
niños, personas mayores, enfermos, o con 
capacidades diferentes. Siendo de vital 
importancia la asistencia rápida y oportuna, ante 
determinadas situaciones que puedan sufrir esas 
personas. Tratando de esta forma de prevenir 
problemas mayores de salud. En ese contexto, 
en la investigación anterior [2], se implementó 
el prototipo de un sistema para detectar las 
caídas de personas mayores de edad, utilizando 
las placas Intel® Galileo Generación I y el 
sensor MPU6050. El sistema de detección de 
caídas está compuesto por distintos programas, 
que se muestran en la Fig. 1, donde cada uno de 
ellos realiza una funcionalidad específica. 
El detector de caídas en el sistema embebido 
[2], ejecuta un programa que detecta caídas de 
la persona mayor que lo esté utilizando. Su 
programación emplea un algoritmo que 
recolecta y analiza la información motriz diaria 
de la persona adulta, con el fin de detectar la 
ocurrencia de cualquiera de los siguientes 
eventos. Estos sucesos son una mejora de los 
propuestos por [3] y [4] en sus trabajos. 
 
Fig. 1-Componentes del sistema detector de caídas. 
El primero de ellos ocurre en el momento que se 
haya producido una caída, el segundo al 
transcurrir un determinado tiempo de haberse 
caído la persona y no haya conseguido ponerse 
de pie. Finalmente, un tercero cuando se 
reincorpore. Cuando el programa detecte 
algunos de estos eventos, automáticamente 
enviará mensajes de alertas a una aplicación 
Android, que estará instalada en el teléfono 
inteligente de la persona a cargo del mayor. Para 
realizar este cometido, se utiliza un servidor en 
la nube como intermediario para la transferencia 
de datos. 
Con la experiencia lograda en la investigación 
anterior [2], se advierte la necesidad de 
evolucionar el dispositivo detector de caídas. 
Como anexo se agregarán capacidades que 
permitirán obtener parámetros biométricos 
simples y de ubicación, para una rápida 
asistencia. Con la evolución de los teléfonos 
inteligentes, sus sensores y la facilidad para 
conectarse, desarrollar una solución con este 
tipo de tecnología parece tentadora. Sin 
embargo en la investigación se considera que 
esta opción no resulta viable por tres factores. El 
primero por el marco de nuestra economía, los 
equipos móviles tienen un alto costo. El 
segundo algunas personas no suelen estar 
familiarizadas con esta tecnología y lo ven 
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como algo extraño e intrusivo. El tercer factor 
requiere constante intervención humana, no 
siendo un dispositivo dedicado para tal fin.  Por 
eso se pretende desarrollar un dispositivo a 
medida con tecnologías asentadas que son 
utilizadas en nuestro país. Esto permite que sea 
de bajo costo y simple de utilizar tanto [5]. 
2. LINEAS DE INVESTIGACIÓN Y 
DESARROLLO 
El apartado anterior da cuenta de la obtención 
de un producto estable que cumple con las 
funcionalidades propuestas, incluso superando a 
proyectos en una línea de investigación similar. 
Sin embargo al plantearse la viabilidad de 
convertirlo en un producto de uso diario se 
detectaron ciertas falencias. En este sentido las 
limitaciones que se destacan en el prototipo 
desarrollado, son el consumo de batería, el 
tamaño, su necesidad de depender de conexión 
de Wifi y la falta de datos biométricos. Por otro 
lado resulta necesario que el servidor permita 
emplear mecanismos de securización en los 
datos intercambiados hacía la nube, para mayor 
seguridad de la información privada de los 
usuarios. Además es necesario que la aplicación 
del teléfono móvil muestre mayor información 
detallada y crezca en funcionalidades en 
concordancia a lo anteriormente mencionado. 
Mejoras al prototipo 
Con respecto al consumo de batería resultante, 
según la especificación del producto [6], las 
placas Intel® Galileo GEN 1 requieren un 
voltaje de 5 volts y tiene un consumo de 800mA 
(Estos consumos no incluyen los periféricos 
como sensores y Wifi). No obstante las baterías 
recargables y portables que pueden producir 
esos niveles de tensión requieren de un tamaño 
superior a la de las pilas AA. La carga útil de 
estas baterías apenas logran cubrir el uso de 
pruebas con el dispositivo, ya que requieren ser 
recargadas constantemente, cada dos horas 
aproximadamente. Por consiguiente lo que se 
busca reducir es el consumo del dispositivo, 
cambiando la arquitectura. Por ese motivo se 
están investigando varios modelos, por ejemplo 
los dispositivos de la familia Cortex-M3®, que 
requieren de un voltaje que puede llegar a los 
3.6 v y el consumo puede rondar entre los 80 a 
150 mA [7] [8]. Otras tecnologías como ARM 
nano® tiene voltajes de referencia de 3.3v y un 
consumo de 50mA [9]. 
La primera versión del prototipo presentaba 
elevadas dimensiones y no resultaba cómodo 
para ser utilizado de modo diario, debido a que 
es necesario llevarlo en la cintura (Fig. 2 - A). 
En consecuencia, al migrar de arquitectura se 
busca conseguir un menor tamaño del producto 
final. La ubicación del dispositivo está 
condicionada al diseño del algoritmo de caídas, 
donde se espera que éste se encuentre en una 
posición fija y vertical en el cuerpo del usuario, 
ya sea en su cintura o pecho, descartando así 
lugares como muñeca o tobillos. Esta ubicación, 
en el algoritmo, da un eje fijo de referencia ya 
que siempre se encuentra afectado por la 
gravedad. Por consiguiente el nuevo prototipo 
debería estar en la cintura. A modo de ejemplo 
la (Fig. 2 – B) muestra las nuevas proporciones 
esperadas para la siguiente generación del 
producto. Reduciendo así el tamaño a menos del 
20% del prototipo actual.  
Cabe aclarar que más adelante en la etapa final 
del proyecto, se va a desarrollar un circuito 
impreso, diseñado a medida, que miniaturice 
aún más el producto final.  
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Fig. 2 Dimensiones del prototipo actual (A). 
Dimensiones esperadas del nuevo prototipo (B). 
Con respecto a la forma de conectarse a la nube, 
se planteó la necesidad de que el dispositivo 
esté conectado más allá de Wifi, que es de uso 
interno. Por esto se utilizará conexión por red 
GSM, utilizando solo los paquetes de datos 
3G/4G. 
Como datos biométricos se están evaluando la 
implementación de sensores que permitan el 
monitoreo del estado de una persona. Como por 
ejemplo pulsometro, de temperatura, de ritmo 
cardiaco, entre otros. Junto con datos de la 
localización de la caída obtenida por medio de 
un GPS.  
Mejoras al Servidor web 
El dispositivo embebido al recolectar mayor 
cantidad de información y al ser datos sensibles 
de la persona monitoreada, surgen dos requisitos 
a agregar al servidor web. El primero con 
respecto al  almacenamiento de  la información, 
solo con fines de una posterior revisión. 
Mientras que el segundo, es en cuanto a la 
encriptación o cifrado en la transferencia de los 
datos. 
Mejoras a la aplicación móvil 
La aplicación móvil actualmente permite 
realizar la gestión de personas a monitorear y la 
recepción de los sucesos reportados por el 
dispositivo que realiza el monitoreo. La nueva 
solución, al recolectar datos biométricos, será 
necesario adaptar la aplicación móvil para que 
realice distintas consultas y generar gráficos 
estadísticos. Además será necesario que la 
información consultada sea transferida con 




Las mejoras que se proponen realizar en el 
presente trabajo de investigación, tiene como 
objetivo desarrollar un nuevo prototipo 
mejorado  IoT. Dando la base para la 
elaboración de un producto final, que incluya 
las mejoras mencionadas en los párrafos 
previos. De esta forma se pretende diseñar un 
circuito impreso con todos los componentes, un 
servidor web securizado y aplicaciones Android 
masivas. 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
La presente línea de investigación dentro del 
departamento de Ingeniería e Investigaciones 
Tecnológicas forma parte del trabajo que uno de 
los investigadores se encuentra realizando para 
su maestría. 
Completan el grupo de investigación dos 
investigadores en formación y dos alumnos que 
se encuentran finalizando sus carreras de grado. 
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Gestión del control de acceso con tecnología open source en proyectos de domótica.  Mariano Emanuel Alejandro López Departamento de Informática, Facultad de Ciencias Exactas y Naturales y Agrimensura, Universidad Nacional del Nordeste, Corrientes, Argentina. Asignatura Redes de Datos, carrera LSI. m_villa@hotmail.com  
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 Resumen Esta línea de trabajo aborda el estudio y despliegue de un sistema domótico gestionado por software, a ser incorporado al Laboratorio LRDTBD del Departamento de Informática de la Facultad como parte de sus estrategias de investigación.  Se pretende desarrollar sistemas de control de acceso para instituciones públicas y privadas de la región Nordeste, por ser uno de los problemas más complejos en las administraciones públicas, por diferentes motivos.  En sistemas como el que se propone, es imprescindible el control de acceso y la transferencia de servicios a consumir, para ello es necesario el despliegue de infraestructuras como Active Directory (administración segura de usuarios centralizada), API REST (transferencia de servicios web) y “JWT” (autenticación vía JSON Web Tokens), que resultan atractivas para resolver los problemas mencionados.  El proceso de autenticación utilizado en aplicaciones web, además de ser un aspecto sencillo de desplegar, ha seguido por buen tiempo un patrón común: usuario-contraseña-cookie, sin embargo, esto ha cambiado por motivos relacionados con la forma en que se construyen y distribuyen las aplicaciones modernas. Se busca que el inicio de sesión de usuarios sea realizado por una infraestructura de identidad sólida, de inicio de sesión único, con soporte para redes sociales y soporte corporativo (LDAP).  Palabras clave: Domótica, RBAC, JWT, LDAP, API REST.   
Contexto La línea de Investigación y Desarrollo presentada en este trabajo corresponde al proyecto PI-F17-2017 “Análisis e implementación de tecnologías emergentes en sistemas computacionales de aplicación regional.”, denominado Grupo de Investigación en Innovación en Software y Sistemas Computacionales (GIISSC), acreditado por la Secretaría de Ciencia y Técnica de la Universidad Nacional del Nordeste (UNNE) para el periodo 2018-2021, en vinculación al Laboratorio LRDTBD del Departamento de Informática, de la FaCENA. Se pretende dotar al Laboratorio con nuevas y variadas tecnologías informáticas, y lograr la integración de soluciones de hardware, software existente.   Un primer estudio realizado, determinó la factibilidad de poder dar uso a microcontroladores (en este caso Intel Galileo 2.0) en la gestión de software y comunicación de resultados a través de una red de datos [1].  El presente trabajo, será impulsado como parte de sus actividades, por el responsable y adscriptos a la asignatura Redes de Datos del cuarto año de la carrera de Licenciatura en Sistemas de Información (LSI). El enfoque propuesto es dotar al Laboratorio de nuevos y variados servicios informáticos, buscando que las mismas se integren y aporten armonía para su correcto funcionamiento.  I. Introducción Los aspectos a desarrollar en este trabajo son:  • Domótica. Definida por [2] como la integración de la tecnología en el diseño 
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inteligente de un recinto cerrado, o mejor aún como el uso simultáneo de electricidad, electrónica, informática y comunicaciones aplicadas a la gestión de las viviendas. Los componentes generales de un sistema domótico a estudiar son: el controlador, el sensor, el actuador y las interfaces.   • Red de datos. Se hace necesario para el despliegue, establecer mecanismos para lograr comunicación entre el controlador mencionado y las distintas aplicaciones de software, los cuales requieren estar enlazados por un determinado medio físico y utilizar un mismo protocolo de comunicación, para lugar a la denominada red de datos [3].  • Protocolos de red. En otro nivel, se requiere la aplicación de protocolos livianos con gestión de infraestructura, como Lightweight Directory Access Protocol o LDAP, conjunto de protocolos abiertos que se utilizan para acceder a la información almacenada de manera segura dentro de una red. Actualmente, LDAP se usa más dentro de organizaciones individuales, como universidades, departamentos gubernamentales y empresas privadas. El servidor de LDAP puede usar una variedad de bases de datos para guardar los directorios, cada uno optimizado para operaciones de lecturas rápidas y reiterativas. La principal ventaja de LDAP es que la información de toda una organización se puede consolidar en un repositorio central [4].  • Control y gestión de acceso. En el nivel de la aplicación informática, se debe garantizar que sólo las personas autorizadas tengan acceso a la información, que la información se mantenga intacta y disponible. El propósito es evitar el uso de la información de manera no autorizada, permitir el uso y modificación de la información por los usuarios autorizados, y preservar la consistencia interna y externa de los datos. La norma ISO 27002 describe varias áreas donde la gestión de acceso a los usuarios debe ser considerada: registro del usuario, gestión de privilegios, administración de contraseñas de usuario y revisión de los derechos de acceso de los usuarios [5]. 
 • Control de acceso basado en roles (RBAC, Role Based Access Control). Técnica que simplifica la gestión de autorización y permisos en diferentes ambientes. Se desea dar reemplazo a sistemas de permisos de acceso que se conceden directamente al usuario, por sistemas de control de acceso basado en roles. Los roles permanecen estables en comparación a los usuarios. El rol de hecho es asociado con un conjunto de opciones de permisos en particular. Cuando los usuarios cambian, los roles solo necesitan ser retirados y reasignados [6].  • Autenticación en aplicaciones. Las aplicaciones web modernas presentan interrogantes a la hora de resolver el proceso de autenticación, al intentar hacerlo con métodos y herramientas convencionales. Las razones tienen que ver con las formas que actualmente se crean las aplicaciones y el entorno en el que se localizan y distribuyen. El despliegue de las aplicaciones actuales se hace sobre numerosos servidores, localizados en diferentes sitios por motivos de alta disponibilidad y distribución de cargas; se busca aumentar el tiempo de actividad y mitigar situaciones de alta latencia. El efecto secundario que surge es, cuando un usuario accede a una aplicación, ya no se garantiza que siempre esté accediendo al mismo servidor, dado que el usuario puede haber iniciado sesión en un servidor, pero no en los otros en los que se distribuye la aplicación. Queda en este sentido, resolver:  - Autenticación basada en cookies: ha sido el método predeterminado y comprobado para manejar la autenticación de usuarios durante mucho tiempo, la misma es “con estado”.  Esto significa que un registro o sesión de autenticación debe mantenerse tanto en el servidor como en el lado del cliente. El servidor necesita realizar un seguimiento de las sesiones activas en una base de datos, mientras que en el front-end se crea una cookie que contiene un identificador de sesión [6]. 
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- Autenticación basada en token: trata de un método “sin estado”, el servidor no mantiene registro de qué usuarios están conectados o de la emisión de token. En cambio, cada solicitud al servidor va acompañada de un token que el servidor utiliza para verificar la autenticidad [7].  • Comunicación entre aplicaciones de software. Las aplicaciones single-page, tienden a utilizar técnicas para recuperar y consumir datos JSON de una API REST “Transferencia de Estado Representacional”, refiere a un método de transferencia de servicios web que permite a diferentes equipos acceder y manipular representaciones textuales de recursos web mediante un set uniforme y predefinido de operaciones sin estado” [8]. Cuando los datos a comunicar son proporcionados por una API, presenta varias ventajas, una de ellas es que los datos se utilicen en más de una aplicación [9].  II. Líneas de investigación y desarrollo.   En la línea de Ingeniería de Software se proponen las siguientes actividades: - Utilizar Microsoft Active Directory [10] como repositorio centralizado de usuarios con control de acceso basado en roles. - Analizar los diferentes productos hardware para desarrollos de domótica. - Estudiar el set de herramientas necesarias para el desarrollo de software. - Desarrollar una API REST para la gestionar los actuadores. - Utilizar JWT [11] para autenticar a los usuarios. - Desarrollar la interfaz o front-end inicial de la aplicación móvil. - Configurar una red WiFi para soportar la conexión de dispositivos de usuario. - Establecer mecanismos de log de todos los procedimientos de comunicación de datos y las formas de monitoreo. 
- Proponer formas de reporte de información acerca de las personas que acceden, tiempo de permanencia, entre otros aspectos.  III. Resultados.  Resultados obtenidos. El trabajo presentado en JAIIO 45 [1], determinó la factibilidad técnica de poder gestionar un sistema informático instalado en microcontroladores, y que, en base a mecanismos de comunica-ción de datos, fue posible la transmisión de información para su posterior gestión. Trabajos previos desarrollados en el curso de la asignatura del año 2017, determinaron: - la factibilidad de utilizar Raspberry pi 3 [12] como controlador del sistema de domótica, - el uso del lenguaje de programación Kotlin [13] para el desarrollo del front y back end.  - el uso uso del framework Spring Boot [14] para el despliegue de la API REST.  Bajo estas determinaciones, fue posible implementar la infraestructura, en un esquema como lo muestra la Figura 1, compuesta por:  
o MS Active Directory: Gestión y control de usuarios 
o Raspberry pi 3: Controlador del sistema de domótica 
o API REST sin estado: Transferencia de servicios web y generación de tokens “JWT” 
o Interfaz: aplicación front-end Android  
Figura 1. Esquema de funcionamiento. 
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Resultados esperados. Se está trabajando en la implementación en el laboratorio LRDTBD para dar continuidad a las pruebas. 
o Se espera una vez implementada la solución, proponer a las autoridades de la Facultad su uso en modalidad Demo, para el análisis de funcionamiento. 
o Los datos obtenidos por el monitoreo podrían ser utilizados por otras asignaturas en actividades de, por ejemplo, Data Mining, análisis estadístico, entre otros.  
o Incorporar la funcionalidad de conocer el listado de personas que se encuentran en el edificio, o que hayan ingresado en algún momento determinado, como también su egreso. Si bien no está previsto incorporar el concepto de ‘presencia’, es decir, saber si una persona está o no en el edificio, es una funcionalidad que puede ser incorporada a futuro mediante por ejemplo la incorporación de tecnologías RfID (Identificación por radiofrecuencia) 
o Conectar este sistema, con el servicio (en modalidad demo) de VoIP del Laboratorio LRDTBD, a efectos de poder, por ejemplo, contactar a las personas registradas en el edificio a través de una llamada telefónica VoIP (Voz sobre protocolo de internet). 
o Incorporar cuentas de docentes y No-docentes de la Facultad, a la base de datos de usuario de Active Directory, para fortalecer y ampliar las pruebas de funcionamiento.  IV. Formación de recurso humano.   En el Grupo de Investigación en Innovación en Software y Sistemas Computacionales (GIISSC) están involucrados 4 docentes investigadores, un becario de investigación de 
pregrado, 1 tesista de doctorado y 3 tesistas de maestría.   Para el caso de esta línea de investigación en particular, se encuentra trabajando 1 docente investigador, y 2 Ayudantes Adscriptos (Licenciado en Sistemas de Información) a la asignatura Redes de Datos.  V. Referencias.   [1] Trabajo en 45 JAIIO. http://45jaiio.sadio.org.ar/node/55 [2] R. Hernández Balibrea, Tecnología domótica para el control de una vivienda, Cartagena: Universidad Politécnica de Cartagena, 2012. [3] J. Kurose y R. Keith, Redes de Computadoras - Un enfoque descendente, vol. V, Pearson.  [4] M. Heslin, Integrating Red Hat Enterprise Linux 6 with Active Directory, Red Hat Inc, 2013. [5] T. R. Peltier, «Information Security Fundamentals,» Taylor & Frances Group, nº 2a, 2014. [6] J. Yang-Feng, Z. Si-Yue, H. Zhen, L. Mu-Qing, Y. Ling y N. Jing-Ping, «Access control for rural medical and health collaborative working platform,» The Journal of Chine Universities of Posts and Telecommuni-cations, nº 20, 2013. [7] Auth0, «https://auth0.com/,» Auth0, 31 Mayo 2016. [En línea]. Available: https://auth0.com/blog/cookies-vs-tokens-definitive-guide/. [8] C. Pautasso, E. Wilde y R. Alarcon, REST: Advanced Research Topics and Practical Applications, 2014. [9] L. Richardson y M. Amundsen, RESTful Web APIs, O'Reilly Media, 2013. [10] Microsoft, «Microsoft AD,» Microsoft, [En línea]. Available: https://support.microsoft.com/es-es/help/196464. [11] Auth0, «JSON Web Token,» Auth0, [En línea]. Available: https://jwt.io/. 
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[12] Raspberry, «https://www.raspberrypi.org/,» https://www.raspberrypi.org/products/ raspberry-pi-3-model-b/. [13] Jet Brains, «https://kotlinlang.org/,» Jet Brains, [En línea]. Available: https://kotlinlang.org/. [14] Pivotal, «spring,» Pivotal Software, [En línea]. Available: https://projects.spring.io/spring-boot/.     
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Internet de las Cosas (IoT) es una       
nueva revolución de Internet. Los objetos      
se hacen reconocibles y obtienen     
inteligencia haciendo o permitiendo    
decisiones relacionadas con el contexto     
gracias al hecho de que pueden comunicar       
información sobre sí mismos, pueden     
acceder a información, o pueden ser      
componentes de servicios complejos. El     
término IoT se refiere generalmente a      
escenarios donde la capacidad de     
cómputo y la conectividad de las redes se        
extienden a objetos, sensores y elementos      
cotidianos permitiendo que estos    
dispositivos generen, intercambien y    
consuman datos ( ​Karen R., 2015​). 
Por otro lado, en un mundo tan       
competitivo como es el del deporte,      
cualquier detalle por mínimo que sea,      
marca una gran diferencia; los datos que       
ofrecen los diferentes sensores aportan     
una ventaja competitiva extra que puede      
ser diferencial. El uso de ​wearables​, la       
variedad de datos que pueden obtenerse a       
partir de ellos y la velocidad a la que se          
pueden procesarse dan paso a una nueva       
etapa donde los deportistas, entrenadores     
y técnicos, pueden aprovechar estas     
nuevas tecnologías para mejorar su     
habilidad, entrenamiento y resultados.    
Con sensores o sin sensores, la tecnología       
ha alcanzado la industria del deporte. 
 
En este artículo se describen líneas de       
investigación y desarrollo que forman     
parte de un proyecto integral destinado a       
proveer soluciones tecnológicas que    
aporten a un entrenamiento más     
controlado, medido, estimulado y    
eficiente. 
  
Palabras claves: ​Internet de las Cosas      
(IoT), sensores, ​weareables​, protocolos    
para IoT, análisis de video. 
 
CONTEXTO 
El Laboratorio de Investigación de     
Nuevas Tecnologías Informáticas LINTI    
de la Facultad de Informática, viene      
trabajando en proyectos relacionados con     
Internet de las Cosas en áreas como       
domótica, horticultura, estacionamiento   
inteligentes, etc.  
Uno de los primeros proyecto de IoT       
vinculado a ciudades inteligentes fue     
rParking: un sistema de plazas de      
estacionamiento reservadas (Boccalari,   
E., González, F., 2016). En rParking se       
analizó la problemática de las plazas de       
estacionamiento reservadas en un    
contexto de SmartCities y se propuso una       
solución abarcando las tecnologías    
correspondientes, tanto de software como     
de hardware. Este sistema se testeó y la        
red de sensores se encuentra en      
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 funcionamiento en la playa de     
estacionamiento del edificio de Rectorado     
de la UNLP. 
Otro proyecto con IoT es Electra, una       
red de sensores y una herramienta gráfica       
que visualiza el consumo de energía de       
los artefactos/dispositivos eléctricos de la     
Facultad de Informática de la UNLP. Esta       
red y su aplicación vinculada, están en       
una etapa final de desarrollo. La      
aplicación proveerá dos modalidades, una     
basada en web que facilitará el monitoreo       
del consumo de los dispositivos de las       
aulas de la facultad, pudiéndose     
administrar remotamente y una versión     
móvil, destinada a docentes, no docentes      
y alumnos de nuestra entidad, que      
permitirá visualizar en tiempo real el uso       
y consumo de energía, promoviendo un      
uso energético responsable y cuidado. 
Asimismo se han propuesto soluciones     
de IoT para ayudar a personas con       
discapacidad como el calzado háptico,     
una solución tecnológica integral en     
forma de zapato que va acompañado por       
una aplicación móvil que guía a los       
disminuidos visuales a un destino     
específico en tiempo real (Berretti, F.,      
2014) y un desarrollo incipiente que      
consiste en un kit de bastón y anteojos        
con sensores que detectan y avisan ante       
objetos en espacios bajos y altos para       
personas ciegas.  
Como puede observarse, se está     
trabajando en diferentes sublíneas dentro     
de IoT pero en este artículo nos       
referiremos especialmente a IoT en     
deporte.  
Las tecnologías de IoT nos ofrecen una       
potente fuente de información para     
planear el progreso del deportista y      
optimizar sus entrenamientos y    
competiciones. Hoy en día, los     
profesionales del deporte pueden tener     
datos exactos y en tiempo real, con los        
que medir su velocidad, la distancia que       
han recorrido, los movimientos realizados     
o su aceleración. 
Las líneas de trabajo que se describen       
en este artículo se desarrollan en el LINTI        
y están enmarcadas en el proyecto      
Internet del futuro: Ciudades digitales     
inclusivas, innovadoras y sustentables,    
IoT, ciberseguridad y espacios de     
aprendizaje del futuro​, acreditado en el      
marco del Programa de Incentivos, bajo la       
dirección del Lic. Javier Díaz. 
1. INTRODUCCIÓN  
El término Internet de las Cosas o       
Internet of Things (IoT) se refiere      
generalmente a escenarios donde la     
capacidad de cómputo y la conectividad      
de las redes se extienden a objetos,       
sensores y elementos cotidianos -no     
computadoras personales-, permitiendo   
que estos dispositivos generen,    
intercambien y consuman datos.  
El concepto de combinar    
computadoras, sensores y redes para     
monitorear y controlar diferentes    
dispositivos ha existido durante décadas.     
Sin embargo, la reciente confluencia de      
diferentes tendencias del mercado    
tecnológico está permitiendo que la     
Internet de las Cosas esté cada vez más        
cerca de ser una realidad generalizada.      
Estas tendencias incluyen la conectividad     
omnipresente, la adopción generalizada    
de redes basadas en el protocolo IP, la        
economía en la capacidad de cómputo, los       
avances en el análisis de datos y el        
surgimiento de la computación en la      
nube. 
Con todo esto, la implementación a      
gran escala de dispositivos de la IoT       
promete transformar muchos aspectos de     
la forma en que vivimos. Los nuevos       
productos de IoT para automatización del      
hogar y dispositivos de gestión de energía       
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 nos están llevando hacia una visión de la        
“casa inteligente”, los vehículos    
conectados en red, los sistemas de tráfico       
inteligentes y los sensores integrados en      
calles, puentes o luminarias, nos acercan      
más a la idea de “ciudades inteligentes” y        
como era de esperar IoT también está       
alcanzando la industria del deporte. 
La utilización de dispositivos    
inteligentes o wearables y el análisis de       
datos que generan en tiempo real están       
cambiando el mundo del deporte, y los       
deportistas podrían optimizar su    
rendimiento y adecuar sus entrenamientos     
utilizando la tecnología IoT.  
En este artículo se describen líneas de       
investigación y desarrollo que forman     
parte de un proyecto integral destinado a       
proveer soluciones de IoT vinculadas con      
el entrenamientos de deportistas de élite y       
destinadas a mejorar su entrenamiento y      
rendimiento. 
 
2. LÍNEAS DE INVESTIGACIÓN,    
DESARROLLO E INNOVACIÓN  
Las líneas de investigación, desarrollo     
e innovación que se llevan a cabo en este         
proyecto están vinculadas al desarrollo de      
dispositivos basados en sensores y al      
desarrollo de aplicaciones que permitan     
mejorar el entrenamiento de los     
deportistas de alto rendimiento. 
Los ejes principales de I+D+i son: 
● Análisis de tecnologías de vanguardia     
para la construcción de dispositivos y      
software que mejore el entrenamiento     
y rendimiento de los jugadores. 
● Diseño y construcción de dispositivos     
basados en LEDs (light emitting     
diodes), sensores de proximidad y     
microcontroladores para mejorar la    
toma de decisiones, la reacción física y       
cognitiva, la capacidad de atención y      
concentración de los jugadores.  
● Diseño y construcción de dispositivos     
basados en GPS (Global Positioning     
System) y acelerómetro, para medir     
parámetros como máximas   
velocidades, impactos, distancia   
recorridas, etc. en situación de juego. 
● Diseño e implementación de una     
aplicación móvil que permita el     
registro de eventos de un partido en       
tiempo real para ser analizados en el       
entretiempo y luego de finalizado el      
mismo (Kröckel, P., Piazza, A. &      
Neuhofer, K., 2017) . Asimismo se      
trabajará con los datos registrados para      
ser exportados a diferentes plataformas     
de análisis de video como LongoMatch      
(LongoMatch) o Wyscout (Wyscout). 
 
3. RESULTADOS Y OBJETIVOS 
 
Para esta línea de IoT y deporte se han         
analizado diferentes kits de desarrollo     
para sistemas embebidos, sensores,    
protocolos de comunicación, así como     
también los beneficios que implicaría la      
creación de dispositivos para deporte.  
Como resultado se han creado     
prototipos de hardware, que consisten en      
dispositivos (o tortuguitas) compuestos    
por un módulo Wi-Fi y un conjunto de        
LEDs RGB que pueden ser configurados      
y operados desde dispositivos móviles     
para crear las estrategias del     
entrenamiento y analizar el rendimiento     
de los deportistas mediante un prototipo      
de software que también se ha      
implementado. También se diseñó e     
implementó un protocolo de red binario      
personalizado para el control de las      
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 tortuguitas desde un dispositivo móvil     
Android. La Fig. 1 muestra un primer       
diseño de los dispositivos y la placa de        
circuito impreso (PCB) que sobre la cual       
se montan los circuitos integrados que      
constituyen el dispositivo.  
   
Fig 1.: Diseño de dispositivos basados en LEDs 
 
Este primer prototipo pudo ser probado      
en entrenamientos de un club amateur y       
en un club profesional. La Fig. 2 muestra        
un escenas de tales pruebas. Las pruebas       
permitieron testear el comportamiento de     
los dispositivos en exterior y en interior y        
encontrar nuevas funcionalidades para la     




 Fig 2.: Pruebas de prototipos 
 
También se ha trabajado para registrar      
información en situación de juego usando      
el sistema de posicionamiento global o      
GPS. Para esto se ha diseñado y creado        
un prototipo de dispositivo con un      
módulo receptor de posicionamiento    
global (GPS) y para tener más precisión       
se ha adicionado un acelerómetro. La Fig.       
3. muestra el primer prototipo de      
hardware del dispositivo, en cuanto al      
software se han realizado pequeñas     
pruebas de conectividad y recepción de      
información pero no se ha alcanzado a       
implementar un prototipo de software.  
 
   
 Fig 3.: Prototipo con GPS y acelerómetro 
 
Los objetivos inmediatos son: 
● Re-diseño y construcción de una nueva      
versión del dispositivo basado en     
LEDs considerando nuevos sensores,    
redistribución de las piezas y una      
carcasa más adaptable a los diferentes      
deportes (conos, palos, pared, etc.).  
● Evaluación de protocolos estándares    
de comunicación como MQTT y     
COAP para determinar si se     
reemplazan por el protocolo creado.  
● Re-diseño y construcción de una nueva      
versión del dispositivo basado en GPS      
considerando los nuevos receptores    
GPS. 
● Implementación de una aplicación que     
registre los datos en tiempo real de los        
GPS y produzca información útil como      
máximas velocidades, distancias   
recorridas, gravedad de impactos, etc. 
● Diseño y creación de una aplicación      
móvil que permita el registro de      
eventos de un partido en tiempo real       
para ser analizados en el entretiempo y       
luego de finalizado el mismo.     
Exportación de datos de eventos a      
diferentes plataformas de análisis de     
video.  
● Integración de datos generados por las      
diferentes fuentes con las que     
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 trabajamos, GPS, acelerómetro,   
análisis de video, fichas deportivas,     
médicas, plataformas de saltos, etc. 
● Generación de información útil en     
tiempo real no sólamente para     
planificar los entrenamientos sino para     
la toma de decisiones durante la      
competencia (Zeng, J. & Jia J., 2017). 
 
4. FORMACIÓN DE RECURSOS    
HUMANOS  
El equipo de trabajo de la línea de        
I+D+i presentada en esta artículo se      
encuentra formado por docentes    
investigadores categorizados del LINTI y     
alumnos avanzados de la Licenciatura en      
Informática, Licenciatura en Sistemas e     
Ingeniería en Computación perteneciente    
a Facultad de Informática y a la Facultad        
de Ingeniería. 
En relación a las tesinas de grado       
vinculadas con esta línea de     
investigación, se está dirigiendo a 3      
tesistas. Se han realizado 3 Prácticas      
Profesional Supervisadas (PPS) y se     
encuentran 4 más en desarrollo. También      
se están ejecutando dos proyectos     
acreditados de la Secretaría de Políticas      
Universitarias del Ministerio de    
Educación y Deportes de la Nación.  
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Resumen 
El sector agrícola regional se esfuerza 
por aplicar prácticas agrícolas modernas 
que garanticen una provisión segura y 
sostenible de alimentos de calidad, 
fomentar la eficiencia del uso de recursos, 
desarrollar una economía rentable y 
combatir el cambio climático. 
La agricultura de precisión cumple un 
rol muy importante en estas prácticas, los 
avances en herramientas de sensado, la 
generalización del uso de los sistemas de 
posicionamiento globales, el uso de 
robots e Internet de las cosas (IoT) 
permiten mejorar la productividad y 
optimizar el uso de recursos agrícolas 
mediante el uso intensivo de los datos 
generados. 
Data-Driven Agriculture es una nueva 
tendencia que no solo implica la 
digitalización y almacenamiento de 
información sino, también mediante el 
uso de herramientas de Big Data,  
desplegar políticas de gestión de los datos 
enfocadas a su análisis, explotación y 
protección. 
Esta línea de I+D+i de gran interés 
regional, se enfoca en el problema de la 
racionalización y uso eficiente de los 
recursos agrícolas en regiones de climas 
áridos, con el objetivo de incrementar la 
productividad y combatir el cambio 
climático. Problemas detectados en 
empresas privadas y organizaciones del 
medio.  
Los temas abordados son transversales 
a las áreas, programación, probabilidad y 
estadística, investigación operativa, bases 
de datos y análisis de sistemas. 
En los proyectos enmarcados en esta 
línea participan alumnos de grado y los 
desarrollos propuestos convergen en 
tesinas de la Ingeniería en Sistemas y 
Licenciatura en Sistemas de la UNdeC. 
 
Palabras clave: 
Agromática, Data-Driven Agriculture, 
Red de Sensores, Agricultura de 
Precisión, Sistemas GNSS, Series de 
Datos Agrometereológicos. 
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Contexto 
Esta línea de I+D+i corresponde al 
desarrollo e implementación de proyectos 
que fortalecen la inserción de la UNdeC 
en la comunidad y especialmente en el 
medio productivo de la región y refiere a 
los proyectos: “Programación y 
generación de pronósticos de riego 
presurizado para cultivo de olivo en 
regiones áridas, utilizando TIC” FICyT -
UNdeC 2009-2011, “Integración y 
administración de índices de sensado en 
la programación y pronósticos de riego 
presurizado para cultivo de olivo en 
regiones áridas”, FICyT - UNdeC 2012 - 
2014, “Utilización de métodos de diseño 
de software para desarrollar un sistema 
automatizado de riego”,  FICyT - UNdeC 
2011 – 2013, “Red de Sensores 
Inalámbricos basado en 
microcontroladores para la 
monitorización del riego presurizado en 
plantaciones de olivo”, FICyT - UNdeC 
2013-2015, “Incremento de la precisión 
posicional relativa utilizando receptores 
GPS de bajo costo” FICyT - UNdeC  
2016-2018, aprobados por la Secretaría 
de Ciencia y Tecnología, convocatoria 
para estímulo y desarrollo de la 
investigación científica y tecnológica 
(FICyT - UNdeC).  
Además, se coopera activamente con 
distintos grupo de trabajo dentro de la 
universidad que desarrollan trabajos 
relacionados a la línea y con una empresa 
del medio dedicada al cultivo de olivo, 
esperando que otras empresas de la región 
se beneficien de los resultados de esta 
línea de I+D. 
Introducción 
La actividad agrícola en la región sólo 
es posible con la ayuda del riego 
artificial, utilizándose las tierras para 
cultivos de nogal, olivo, vid y frutales. La 
agronomía es la ciencia aplicada que rige 
las prácticas agrícolas y es considerada 
una ciencia espacial. En un lote cultivado 
es posible encontrar sectores de alta 
productividad, muy próximos a sectores 
menos productivos. Esta variación 
espacial suele estar asociada a factores 
como la pendiente del suelo, la 
permeabilidad, el tipo del suelo y la 
fertilidad. Sin embargo, los agricultores 
manejan el cultivo de forma homogénea, 
aplicando dosis de fertilizante o irrigando 
de manera uniforme todo el lote. 
La agricultura de precisión utiliza 
complejas fórmulas y modelos 
matemáticos para el análisis de los 
grandes volúmenes de datos geo-
espaciales generados por las distintas 
tecnologías de sensado, convirtiéndose en 
un sistema de control en donde la 
retroalimentación de la información 
permite a los productores diseñar 
tratamientos específicos situados para 
incrementar la eficiencia en el uso de los 
recursos involucrados [1]. 
El sector agrícola es el mayor 
consumidor de agua, por el aumento de la 
superficie irrigada y por la escasa 
eficiencia en los sistemas de riego. Por 
este motivo es de vital importancia lograr 
un equilibrio hidrológico que asegure el 
abastecimiento de agua a la población y al 
sector agrícola. 
En regiones de climas áridos el costo 
final de explotación es afectado en  un 
alto porcentaje por factores imputables al 
riego. Dentro de este costo se considera la 
inversión inicial del sistema  (detección 
de las napas, perforación del pozo y 
tendido del sistema de distribución) y el 
costo energético para su extracción y 
distribución (energía eléctrica y 
combustibles necesarios). 
El sistema de irrigación más utilizado 
por los agricultores es el riego 
presurizado. Desde el punto de vista 
agronómico se denominan riegos 
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localizados porque humedecen un sector 
de volumen de suelo suficiente para un 
buen desarrollo del cultivo. 
Para incrementar la eficiencia en los 
sistemas de riego es necesario estudiar las 
distintas variables (requerimientos 
hídricos de los cultivos, características del 
suelo, condiciones meteorológicas, 
propiedades y limitaciones del sistema de 
riego) y como se relacionan para 
determinar el uso adecuado del recurso. 
Estas variables son de naturaleza 
heterogénea y algunas de ellas pueden ser 
capturadas automáticamente mediante el 
uso de sensores para permitir su posterior 
tratamiento y análisis para una correcta 
programación del riego.  
Monitorización de riego en cultivos 
Para la monitorización y programación 
del riego se debe tener en cuenta: 
Factores ambientales: 
 la medición o estimación de variables 
ambientales: temperatura, presión, 
radiación solar, evapotranspiración, 
entre otras. 
 el monitoreo en el crecimiento y 
desarrollo del cultivo o fitomonitoreo: 
tamaño del fruto, tamaño del tallo, 
flujo de savia, índice de estrés hídrico. 
 la medición de variables en el suelo: 
temperatura, humedad, conductividad, 
constante dieléctrica. 
 la medición de variables propias del 
agua aportada: salinidad, alcalinidad, 
etc. 
Factores artificiales: 
 Limitantes propios del sistema de 
riego instalado (cañerías, presiones, 
válvulas, aspersores, goteros). Entre 
ellos perfil-umbral (capacidad máx. 
diaria), coeficiente de uniformidad, 
etc. 
 Aspectos económicos relativos al 
consumo energético utilizado por las 
bombas.  Los aranceles de Kwatt/hora 
varían según el momento del día en 
que son consumidos. 
Actualmente las parcelas de la región 
capturan la información relacionadas con 
algunas de estas variables de manera 
aislada e independiente por tipo de sensor 
(de temperatura ambiente, de humedad de 
suelo, dendrómetros, estaciones 
meteorológicas, dataloggers, etc.), 
utilizando para el análisis e interpretación 
de datos la interface de software 
suministrada por el fabricante del 
dispositivo. Para otras variables el 
método de registro es totalmente manual 
utilizando planillas en papel y dicha 
información luego es volcada en planillas 
de cálculo. 
Como resultados de proyectos de esta 
línea de investigación se implementó un 
sistema de registro para el procesamiento 
de esta información [2, 3, 4]. Como 
continuación se desarrollo una estación 
inalámbrica que automatiza la captura de 
la información de sensores ubicados en 
distintos sectores de la plantación [5]. 
Cada nodo de la red está compuesto por 
un dispositivo inalámbrico autónomo y un 
conjunto de sensores para la recolección 
de datos de naturaleza agrometeorológica. 
Esta práctica ha sido implementada con 
éxito en diversos ámbitos como detección 
de incendios forestales [6] o la 
monitorización de viñedos [7]. Estas 
redes se caracterizan por su escalabilidad, 
ausencia de cableado y bajo consumo, lo 
que las vuelve muy interesantes para 
aplicaciones en agricultura, ya que serían 
más costosas y complejas de implementar 
con otras tecnologías. 
A partir de la automatización de la 
recolección de información de los 
sensores y la integración con el sistema 
actual, se optimiza la generación de 
estimaciones estadísticas y gráficos, lo 
que contribuirá al proceso de toma de 
decisiones relacionadas con el pronóstico 
y la planificación del riego. 
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Riego automatizado inteligente  
Existe una gran cantidad de sistemas 
para la determinación, control y 
automatización del riego que permiten un 
consumo óptimo de agua. 
En nuestra región, los equipos de riego 
localizado empleados en la mayoría de las 
explotaciones agrícolas no poseen 
automatismos, o en algunos casos, estos 
se encuentran en desuso. La apertura y 
cierre de las válvulas de las diferentes 
subunidades y sectores de riego se realiza 
en forma manual, acotando los tiempos de 
riego, basándose principalmente en la 
experiencia de quien lo programa o en 
recomendaciones surgidas de mediciones 
de humedad de suelo. La fertirrigación 
sufre de las mismas limitaciones. 
Ajuste de series meteorológicas 
La automatización de la recolección de 
información de sensores permitió notar 
que las series agrometeorológicas 
resultantes presentan problemas de 
completitud, veracidad y exactitud.  
La calidad de estas series depende de 
dispositivos electromecánicos (sensores, 
estaciones meteorológicas, dataloggers), 
de redes de transmisiones inalámbricas, 
de personal de mantenimiento y de 
baterías. Cualquiera de estos factores 
resulta un punto de fallo ineludible que 
degrada la calidad [8]. Para mitigar estos 
se pueden establecer políticas y 
estándares de funcionamiento de 
hardware y software que tiendan a 
prevenirlos, minimizarlos y ante su 
aparición, controlarlos. A pesar de la 
implementación de tales políticas existen 
casos en los que simplemente los fallos 
ocurren, y se deben tomar medidas ante 
estas situaciones. 
Todos estos motivos inclinaron al 
estudio, análisis y  desarrollo de métodos 
y técnicas de detección, corrección y 
ajuste de datos de series 
agrometeorológicas para mejorar su 
calidad. Actualmente un trabajo final de 
grado de un alumno avanzado de la 
carrera está relacionado con esta temática. 
Los Sistemas Globales de 
Posicionamiento (GNSS) 
Los sistemas GNSS (Global 
Navigation Satellite System) son muy 
utilizados en la agricultura de precisión  
para georreferenciar sectores de parcelas, 
existen tecnologías implementadas como 
NAVSTAR-GPS y GLONASS, y otras en 
vías de implementación como GALILEO 
y COMPASS. 
En la actualidad existe una gran 
variedad de receptores GNSS y su costo 
varía en función de su precisión. Los 
receptores de bajo costo proveen 
posiciones con precisiones de una decena 
de metros (aplicables a navegación, 
seguimiento de fauna y flotas, turismo y 
ocio, etc.). Cuando se trabaja con este 
tipo de receptores no se puede asegurar de 
obtener posiciones con una precisión 
mayor a los 15 metros el 95% de las 
veces [9, 10]. 
La agricultura de precisión necesita de 
sistemas que provean más precisión en 
sus localizaciones para optimizar el uso 
de los recursos, siendo normalmente estos 
dispositivos más costosos [11]. Por este 
motivo es muy importante estudiar, 
diseñar y desarrollar de algoritmos, 
técnicas y métodos que permitan 
disminuir el error en la posición 
entregada por receptores GNSS de bajo 
costo para mejorar la precisión del 
posicionamiento. Está temática es 
abordada en una tesis de maestría por uno 
de los integrantes del equipo de trabajo.   
Líneas de Investigación, 
Desarrollo e Innovación 
 Sistemas de Información y Base 
de Datos 
 Sistemas de Tiempo Real 
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 Diseño de dispositivos de 
automatización 
 Comunicaciones inalámbricas  
 Redes de sensores 
 Ajuste de series de datos 
 Posicionamiento de precisión 
 Protocolo NMEA 
 Sistemas Multiconstelación 
 Posicionamiento diferencial de 
bajo costo 
Resultados y Objetivos 
Objetivos 
 Analizar y estudiar las diferentes 
tecnologías de microcontroladores, 
módulos de conexiones inalámbricas y 
tipos de sensores (de temperatura 
ambiente, de humedad de suelo, 
dendrómetros) disponibles en el 
mercado.  
 Monitorizar en forma centralizada, 
remota y en tiempo real las variables 
capturadas por los diferentes sensores.  
 Mejorar la capacidad de 
administración y planificación de los 
recursos hídricos destinados al riego, a 
través del análisis de las variables 
obtenidas de los nodos instalados en 
sectores con diferentes características 
de suelo y clima.  
 Configurar adecuadamente los 
algoritmos de control y aplicar 
estrategias de riego que optimicen la 
relación kg. producido por m3 de agua 
aplicada.  
 Evaluar distintos esquemas de control, 
comparar los resultados e inferir en la 
elaboración de nuevas estrategias de 
riego. 
 Desarrollar técnicas, métodos y 
algoritmos para mejorar a la precisión 
del posicionamiento utilizando 
receptores GNSS de bajo costo en un 
prototipo de GNSS diferencial. 
 Aumentar la uniformidad y la 
eficiencia de la aplicación del agua del 
riego para reducir los costos asociados 
de consumo del agua. 
Resultados 
Como resultados se puede mencionar; 
los trabajos de tesis de grado de dos de 
los integrantes, denominados “Sistema de 
Gestión de Riego y Fertilización”, 
presentado en 2014 y “Estación 
inalámbrica basada en microcontroladores 
para la monitorización del riego en 
plantaciones de olivo” presentado en 
marzo de 2018; el artículo presentado en 
el evento 45 JAIIO – Concurso de 
trabajos Estudiantiles 2016, titulado “Red 
de sensores inalámbricos basados en 
microcontroladores para la 
monitorización del riego presurizado en 
plantaciones de olivo”; el artículo 
presentado en XXII CACIC  en 2016 
titulado “Procesamiento de sentencias 
NMEA-0183 para el análisis de la 
geometría satelital utilizando receptores 
GPS de bajo costo”; el artículo 
presentado en XXIII CACIC  en 2017 
titulado “Estación de monitoreo en 
tiempo real de parámetros 
agrometeorológicos para determinar la 
necesidad de riego en plantaciones 
agrícolas”. 
Formación de Recursos Humanos 
El equipo de trabajo está formado por 
cinco docentes de las carreras Ingeniería 
en Sistemas, Licenciatura en Sistemas e 
Ingeniería Agronómica de la UNdeC 
(acreditadas por CONEAU), de la carrera 
Ing. Sistemas de la UNICEN y UNTREF 
y dos alumnos de la UNdeC.  
De los docentes: 1 es posdoctorado en 
Informática, 1 es doctor en Informática; 2 
maestrandos que presentarán su tesis en la 
Universidad Nacional de San Juan; un 
doctorando que presentará su tesis en la 
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Universidad Nacional del Centro de la 
Provincia de Buenos Aires. 
Los alumnos de grado se hallan 
realizando su trabajo de tesina final en 
esta línea de I+D.  
Los integrantes son docentes de las 
asignaturas Arquitecturas de 
computadoras II, Programación I y II y 
Agromática I y II. Estas asignaturas 
fomentan la participación en proyectos de 
investigación, por lo que pueden surgir 
nuevos trabajos en esta línea. 
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Resumen 
En un presente donde las tecnologías 
confluyen ofreciendo posibilidades de 
desarrollo de productos tecnológicos de 
manera casi ilimitada, toman relevancia 
las ideas porque ellas marcan la diferencia 
competitiva en diversos ámbitos. Y 
aunque el proceso de obtener nuevas 
ideas parece misterioso, la generación de 
ideas puede ser visto como un proceso 
relativamente estructurado y explicable, 
esta es la propuesta de la plataforma 
tecnológica IdTR -Ideas en tiempo real. 
La evaluación y selección de las ideas es 
una tarea compleja pues determina qué 
idea de una sesión de creatividad tiene 
más potencial innovador que otra. Una 
mala selección puede devenir en el 
descarte de una idea fructífera en el 
momento de su nacimiento. En IdTR no 
existe un proceso ni herramienta que 
asista a la evaluación y selección de ideas, 
este proceso es llevado a cabo 
subjetivamente por los sujetos que 
utilizan IdTR. Este proyecto propone 
desarrollar un proceso formal que permita 
asistir a la evaluación y selección de ideas 
susceptible de ser incorporado a la 
plataforma IdTR.  
Palabras clave: Generación de Ideas- 
Programación Web en Tiempo Real- Evaluación 
de Ideas- Selección de Ideas 
Contexto 
Este trabajo describe los progresos en 
la investigación y estrategias que se están 
llevando a cabo encuadrados en el 
proyecto “IdTRES. Evaluación y 
Selección de Ideas en la Plataforma Ideas 
en Tiempo Real”, que se desarrolla en el 
Laboratorio de Informática Aplicada a la 
Innovación del Instituto de informática de 
la Facultad de Ciencias Exactas Físicas y 
Naturales de la Universidad Nacional de 
San Juan. 
Introducción 
Cuando se habla de innovación se hace 
referencia ya sea a un producto, un 
proceso, un servicio o a un modelo de 
negocio total o parcialmente novedoso 
puesto con éxito en el mercado, es decir, 
aceptado y consumido por el gran 
público, a diferencia de un invento, que 
aun tratándose de una novedad no llega al 
mercado. Se trata de un concepto de la 
Ingeniería Industrial [1].  
El proceso que lleva a una innovación, 
llamado proceso innovador, se inicia con 
la instancia de creatividad, donde se 
concibe inicialmente una idea y luego 
mediante sucesivos estudios, y aplicación 
de diferentes herramientas y técnicas, esa 
idea inicial se mejora hasta lograr la 
concepción definitiva de la misma, es 
cuando se pasa a la puesta en producción 
del producto concebido y es llevado al 
mercado [2]. En trabajos precedentes, el 
equipo que hace esta propuesta obtuvo un 
prototipo de la Plataforma Ideas en 
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Tiempo Real (IdTR), se trata de un 
conjunto de herramientas que asisten al 
proceso de generación de ideas [3]. El 
cual consiste en: dada una temática, 
alrededor de la misma se generan ideas. 
De todas las ideas obtenidas, se elige la 
mejor para pasar a las instancias de 
prototipado y en el mejor de los casos de 
implementación. Uno de los problemas 
que presenta este proceso de generación 
de ideas esta en la selección de ideas, 
elegir la idea es un proceso complejo. En 
la versión actual de la plataforma la 
selección de ideas se deja en manos de los 
participantes, son ellos los que 
seleccionan la idea que prototiparan, no 
existe ninguna metodología ni 
herramienta que ayude en este proceso. 
Así planteado, este proceso puede 
conducir a una mala toma de decisión 
pues no se dispone de información, ni 
método que ayude a la toma de decisión, 
por lo tanto la selección de la idea queda 
librada al juicio subjetivo del sujeto que 
selecciona la idea.  
Para elegir una idea, se pueden aplicar 
diferentes criterios y cada uno con sus 
argumentos podrán decir que una idea es 
mejor que otra si se considera más 
original, o técnicamente más factible, o 
económicamente más viable, o de mayor 
interés social, etc. Incluso, es probable 
que aunque una idea sea la mejor para 
algunos no lo sea para otros. Para el 
tratamiento y análisis de este tipo de 
problemas se han desarrollado métodos 
denominados de Decisión Multicriterio o 
Multiobjetivo (MDM). Desarrollar una 
herramienta de evaluación de ideas, 
implicará estudiar e implementar técnicas 
de análisis multicriterios, entre otros 
temas. Una aplicación así sería muy útil, 
ya que daría completitud a la gestión de 
ideas de la plataforma Ideas en Tiempo 
Real. 
 
Líneas de Investigación 
Lenguajes, técnicas y herramientas 
para la programación web de tiempo 
real  
Existen hoy en día una buena cantidad 
de herramientas, frameworks y ambientes 
de desarrollo que se desarrollaron con el 
objeto de construir sistema web de tiempo 
y otros que han sido adaptados para 
soportar la programación web de tiempo 
real. En [4] se describen algunas 
tecnologías y plataformas utilizadas para 
desarrollar aplicaciones de tiempo real. 
Entre ellas se pueden destacar las 
plataformas web de tiempo real que son 
full-stack, y dentro de tales plataformas se 
va a describir Meteor [5] por ser la 
elegida para el desarrollo de ideas en 
tiempo real. Meteor es un framework 
desarrollado en javascript que utiliza el 
tiempo real para que las interacciones 
entre el cliente y el servidor tengan lugar 
a una velocidad tal que los usuarios 
experimentan retroalimentación directa 
sobre sus interacciones con la aplicación 
y otros usuarios [6] .Los datos 
modificados se muestran directamente sin 
que el usuario tenga que actualizar la 
página o el sistema deba ejecutar 
verificaciones periódicas. Meteor también 
suscribe al paradigma de programación 
reactiva [7], este permite construir 
elementos reactivos los cuales son 
seguidos internamente por Meteor y los 
cambios que se producen en estos son 
propagados hacia sus dependencias. Las 
tecnologías sobre las cuales está 
construido Meteor son Node.JS y 
MongoDB. El lenguaje de programación 
es JavaScript, tanto en servidor como en 
el cliente, el formato de intercambio de 
datos es JavaScript Object Notation 
(JSON). Una característica importante de 
Meteor es la capacidad de gestionar 
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bibliotecas de paquetes, existen dos 
grandes repositorios de paquetes para 
Meteor, [8], [9] el primero es un 
repositorio de paquetes nativos 
desarrollados para Meteor, mientras que 
el segundo es el repositorio global para 
los paquetes JavaScript. Este último fue 
introducido a partir de la versión 1.3 y 
potenció notablemente las capacidades de 
desarrollo del framework. Otra 
característica importante es que el 
servidor envía datos, no HTML, y el 
cliente los procesa. 
La Plataforma Ideas en Tiempo Real 
Cuando se habla de herramientas de 
software que asisten a la creatividad y 
obtención de ideas en general, se 
encuentran varias de diferente naturaleza, 
para diferentes propósitos. Se pueden 
encontrar herramientas para asistir al 
proceso creativo facilitando el trabajo 
colaborativo, otras que facilitan la tarea 
de los diseñadores y artistas y otras que 
permiten editar ideas en sesiones de 
brainstorming [10], [11].   
La mayoría de las herramientas 
disponibles en la web dan soporte a la 
técnica de creatividad conocida como 
brainstorming, lluvia de ideas, sin 
embargo, para la obtención de ideas para 
productos tecnológicos es necesario que 
este tipo de técnicas (brainstorming) esten 
insertas en un proceso de generación de 
ideas. Este proceso incluye una serie de 
pasos que permiten obtener ideas, el 
armado de grupos, la administración de 
las ideas permitiendo que estas sean 
resultado de la colaboración y otras 
habilidades para innovación, tales como, 
creatividad, gestión, trabajo colaborativo, 
pensamiento crítico, además de las 
habilidades técnicas [2] La 
implementación de Ideas en Tiempo Real 
(IdTR) se lleva a cabo con Meteor .js y su 
arquitectura de software está ligada las 
características que presenta Meteor.js. En 
[3] se presenta la arquitectura del sistema, 
esta se divide en dos grandes partes, el 
cliente y el servidor. El cliente se ejecuta 
en un browser. El servidor se ejecuta bajo 
Node.js, éste es remoto y se ejecutará en 
algún proveedor de la nube En el cliente, 
hay 3 tipos de módulos, los de la interface 
de usuario, los de datos reactivos, y los de 
compensación de latencia.  
Métodos de Decisión Multicriterio 
Los modelos multicriterio, son más 
flexibles que los unicriterios y se pliegan 
con mayor fidelidad a la demanda y a la 
práctica de los decisores y analistas. 
Existen algunas metodologías que se 
insertan en contextos muy diversos para 
la toma de decisiones. Brindan las 
mejores alternativas decisorias con objeto 
de proponer, si no las soluciones óptimas, 
por lo menos las "mejores" soluciones de 
compromiso para los problemas bajo 
análisis [12]. 
Existen varios métodos para abordar la 
toma de decisiones multicriterio, el 
antecedente inmediato de estos métodos 
es el denominado Cuadro de Puntuación, 
procedimiento mediante el cual se 
descompone un objetivo complejo, de 
múltiples dimensiones, en sus atributos 
constitutivos más relevantes. Cada uno de 
estos atributos recibe una ponderación 
relativa que mide su importancia en la 
consecución del Objetivo General 
(Objetivo Complejo) con lo que  -a la 
vez- se establecen valoraciones relativas 
entre los atributos  que conforman el 
conjunto. En relación con estos atributos 
se establecen criterios de satisfacción que 
son valorados  por medio de escalas, que 
pueden ser de distinta naturaleza, tales 
como escalas cardinales, ordinales, 
nominales, dicotómicas.  Precisamente, 
esta diversidad de escalas es la que 
permite capturar el grado de satisfacción 
de criterios  sustantivamente diferentes, 
sean cuantitativos o cualitativos. 
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Las debilidades principales del Cuadro 
de Puntuación residen: 1) la asignación de 
peso relativo a los criterios se hace a 
partir de la subjetividad del analista, 
aunque esta pueda ser atenuada mediante 
el uso de ciertos procedimientos como el 
método Delphi o la ronda de expertos; y 
2) En la posibilidad de que los 
procedimientos de puntuación contengan 
inconsistencias que no pueden ser 
verificadas. 
Estas limitaciones pueden ser 
solucionadas –en buena medida- 
mediante la utilización  de estos MDM,  
pues con ellos se puede  reducir las 
afirmaciones conjeturales, las 
conclusiones no explicitadas o el 
comportamiento intuitivo que está 
íntimamente asociado al proceso de 
atribución de pesos relativos a los 
criterios y a la valoración de la medida en 
que las distintas soluciones propuestas 
(alternativas) satisfacen  los objetivos 
específicos [13]. 
1. AHP (analytic hierarchy process). 
Este método propuesto por Thomas Saaty 
consiste en 4 etapas e involucra  un grado 
medio de complejidad matemática, [14]: 
• Definir el problema y determinar el 
área de conocimiento en que se 
localiza. 
• Estructurar una jerarquía de 
decisiones con el objetivo principal 
en un nivel más alto.  
• Construir una matriz de comparación 
de conjuntos de pares, cada elemento 
de un nivel superior se compara con 
el inmediato que le sigue.  
• Usar las prioridades obtenidas como 
pesos en el nivel inmediatamente 
siguiente (para cada elemento). Se 
realiza de manera iterativa, hasta que 
se tienen todas las prioridades de las 
alternativas, hasta el nivel más bajo. 
2. TOPSIS (Technique for Order 
Preference by Similarity to Ideal 
Solution). La técnica TOPSIS se basa en 
el concepto que es deseable que una 
alternativa determinada se ubique a la 
distancia mas corta respecto de una 
solución ideal positiva y a la mayor 
distancia respecto a una solución ideal 
negativa. Una solución ideal se define 
como un conjunto de niveles (o 
puntuaciones) ideales respecto a todos los 
atributos considerados de un determinado 
problema, aun cuando la solución ideal 
usualmente sea imposible o no sea 
factible de obtener. En consecuencia, 
desde este punto de vista la racionalidad 
de la conducta humana consiste en 
ubicarse lo más cerca posible de tal 
solución ideal y en alejarse lo más posible 
de una solución anti ideal o ideal 
negativa. TOPSIS define un índice 
llamado similaridad (o proximidad 
relativa) respecto a la solución  ideal 
positiva combinando la proximidad a la 
solución ideal positiva y la lejanía 
respecto a la solución ideal negativa. Se 
selecciona aquella alternativa que se 
ubica lo más cerca posible a la máxima 
similaridad respecto a la solución ideal 
positiva  [15]. 
3 DEA (Data Envelopment 
Analysis). El Análisis Envolvente de 
Datos o Data Envelopment Analysis 
(DEA) es una poderosa técnica de 
optimización, desarrollada por Charnes, 
Cooper y Rhodes, construida para medir 
el comportamiento relativo de diferentes 
unidades organizacionales en las cuales la 
presencia de múltiples insumos (inputs) y 
productos (outputs) hace difícil la 
comparación de su desempeño. DEA 
permite comparar la gestión relativa de un 
grupo de unidades de producción de 
bienes y/o servicios que utilizan el mismo 
tipo de recursos (insumos) para producir 
un mismo grupo de productos (salidas). 
La metodología identifica fronteras 
eficientes y permite hallar indicadores de 
gestión relativa para cada unidad con 
relación a aquellas que están en la 
XX Workshop de Investigadores en Ciencias de la Computacio´n 878
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
frontera eficiente. Además permite 
identificar y cuantificar las ineficiencias 
con relación a los recursos de entrada y 
los productos de salidas, dando así pautas 
para el mejoramiento de las distintas 
unidades analizadas. Esta metodología, 
basada en Programación Lineal [16]. 
4. CBR (Case-Based Reasoning). El 
RBC significa razonar sobre la base de 
experiencias o "casos" previos. 
Constituyendo una alternativa entre otras 
metodologías para construir sistemas 
basados en el conocimiento. EI mismo 
denota un método donde la solución de un 
nuevo problema se realiza a partir de las 
soluciones conocidas para un conjunto de 
problemas previamente resueltos o no, del 
dominio de aplicación. Este tipo de 
técnica, se distingue por utilizar 
directamente la información almacenada 
en la memoria del sistema a partir de 
casos ya resueltos. Para ello utiliza una 
memoria permanente o base de 
conocimientos en la cual se almacena de 
forma explícita la información sobre el 
dominio de aplicación. Los dominios 
abordados mediante técnicas RBC 
implican generalmente tareas de análisis, 
clasificación, interpretación, diagnóstico, 
desafíos, planificación o asesoría [17]. 
Resultados y Objetivos 
Este proyecto tiene por objetivo 
investigar  sobre métodos y técnicas en 
pos de desarrollar un proceso formal que 
permita asistir a la evaluación y selección 
de ideas en la plataforma Ideas en tiempo 
Real, propiciando el uso y la mejora 
continua de la misma. 
Tratándose de un proyecto que recién 
esta comenzando, los objetivos 
específicos son los siguientes:  
 Investigar acerca los métodos, 
técnicas requeridas en la  evaluación 
de ideas  
 Determinar criterios propicios para de 
selección de ideas  
 Diseñar un proceso formal de 
evaluación y selección de ideas 
 Propiciar que la mayoría de las 
actividades del proceso de evaluación 
y selección  de ideas se lleven a cabo 
en un entorno web de tiempo real. 
 Determinar los mecanismos 
necesarios para la gestión de la 
seguridad del proceso de evaluación y 
selección de ideas.  
 Desarrollar acciones que promuevan 
el uso y la mejora continua de la 
plataforma IdeTR. 
Formación de Recursos Humanos 
El equipo de trabajo que lleva adelante 
este proyecto se compone de  
 6 docentes investigadores,  
 2 tesistas de grado en período de 
finalización. 
 1 tesistas de grado en período 
iniciación. 
 2 tesistas de posgrado (maestría) 
iniciando sus trabajos. 
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 En la actualidad, las grandes empresas 
de desarrollo de software como Google, 
Apple, Microsoft, Samsung, LG, etc. están 
abarcando mayor territorio en el mercado 
global. Es por esto, que Google incorpora al 
mercado la plataforma de Android Things 
(Android Cosas) que promete un amplio 
abanico de oportunidades que posibilita a los 
desarrolladores construir e interconectar  gran 
diversidad de objetos versátiles, seguros, de 
calidad, de relativo bajo costo, etc. que 
permiten satisfacer las exigencias de los 
consumidores.  
 En este artículo, se describe una línea 
de investigación que comprende el estudio de 
la actual y revolucionaria plataforma de 
Internet of Things (Internet de las Cosas, IoT 
siglas en inglés) de Google denominada 
Android Things que está enfocada al 
desarrollo e implementación de objetos 
integrados e interconectados. Dicho estudio se 
fundamenta en la utilización de Android 
Mobile como soporte para construir 
aplicaciones de Android Things. Es por esto, 
que se lleva adelante un análisis del sistema 
operativo, arquitectura y seguridad de las 
actualizaciones de Android Things.  
 
Palabras Claves: Android, Android Things, 




 La presente línea de investigación se 
enmarca en el Proyecto (PO/16/93) de 
“Fortalecimiento de la Seguridad de los 
Sistemas de Software mediante el uso de 
Métodos, Técnicas y Herramientas de 
Ingeniería Reversa”. Realizado en conjunto 
con la Universidade do Minho Braga, 
Portugal. Recientemente aprobado por el 
Ministerio de Ciencia Tecnología e 
Innovación Productiva (Mincyt). Y por el 
Proyecto (P031516.) de Investigación: 
“Ingeniería de Software: Conceptos, 
Prácticas y Herramientas para el Desarrollo 
de Software con Calidad”. De la Facultad de 
Ciencias Físico Matemáticas y Naturales, 
Universidad Nacional de San Luis. Dicho 
proyecto es la continuación de diferentes 
proyectos de investigación a través de los 
cuales se ha logrado un importante vínculo 
con distintas universidades a nivel nacional e 
internacional. Además, se encuentra 




 Las tecnologías móviles han 
revolucionado la sociedad, en todos los 
ámbitos como el académico, industrial, 
militar, social, entre otros, de manera 
significativa como lo ha hecho Internet. El 
lanzamiento de Android [1, 2] como 
plataforma para el desarrollo de aplicaciones 
móviles [3] ha causado gran impacto a nivel 
mundial. Esto a  logrando gran aceptación por 
parte de sus usuarios como así también por la 
industria en general. En la actualidad, la 
plataforma Android [4] se ha convertido en 
una alternativa dominante frente a otras 
plataformas. Dicha plataforma, es de código 
abierto y está basada en el sistema operativo 
Linux lo que permite la utilización de la 
misma sin costo adicional, es simple y 
adaptable a cualquier tipo de hardware como 
PLATAFORMA DE GOOGLE: ANDROID MOBILE COMO SOPORTE DE 
ANDROID THINGS 
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por ejemplo, Smartphone, Tablet, 
Smartwatch, SmartTv, automóviles, 
electrodomésticos y una amplia variedad de 
productos empotrados que utilizan este 
sistema operativo para llevar a cabo sus tareas 
y programaciones. Además, la plataforma 
Android provee portabilidad segura dado que 
las aplicaciones son desarrolladas en lenguaje 
JAVA [5] lo que permite que las aplicaciones 
sean ejecutadas en cualquier dispositivo a 
través de la máquina virtual Dalvik [6]. Por 
otro lado, la arquitectura de Android [7] se 
basa en componentes “inspirados” en 
Internet, como por ejemplo, la interfaz de 
usuario se realiza en código XML lo que 
permite que una misma aplicación se ejecute 
en diferentes pantallas con distintas 
dimensiones como por ejemplo un dispositivo 
pequeño como un reloj o en un televisor. 
Android incorpora servicios de localización 
basado en GPS [8], en redes, bases de datos 
con SQL, síntesis de voz, multimedia, etc. La 
seguridad de Android [9] se provee  a través 
de permisos que son otorgados por parte de 
sus usuarios.  
Android Mobile, ofrece una forma sencilla y 
novedosa de implementar y desarrollar 
potentes aplicaciones para diferentes tipos de 
dispositivos.  
Por otro lado, Android Things [10] es una 
plataforma que extiende de Android Mobile 
con el objetivo de proporcionar a los 
desarrolladores la posibilidad de construir 
objetos integrados e interconectados con 
características destacables como la alta 
calidad, mayor seguridad, productos a escala, 
etc.  La plataforma de Android Things se 
compone de tres pilares fundamentales, con 
respecto a Android Mobile, que se describen a 
continuación.   
 Optimización del Sistema Operativo [11]: 
Una variante para ser utilizada en IoT 
[12].  
 Arquitectura: Se extiende el marco central 
con APIs adicionales proporcionadas por 
la biblioteca soporte de Things.  
 Actualizaciones seguras: Administradas 
directamente por Google.  
 Hardware potente: Accesible y de fácil 
integración.  
 
 La línea de investigación aborda el 
estudio y análisis de los pilares principales 
(ítems) de Android Things mencionados 
previamente. Así como las componentes que 
extienden de Android Mobile que llevan a la 
transformación de Android Things. 
  
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
 
 Android Things facilita el desarrollo 
de dispositivos integrados conectados a través 
de la utilización de las mismas herramientas 
de desarrollo de Android Mobile como 
Android Studio [13, 14], las APIs, los 
recursos y la enorme comunidad de 
desarrolladores expertos en Android.   
 A continuación se describen los 
principales componentes de Android Things.  
 
2.1 SO Android Things 
 
 El software que se ejecuta en el 
dispositivo con Android Things, permite 
construir aplicaciones que utilizan el marco 
proporcionado por Android Mobile, kit de 
desarrollo de software (SDK) y servicios de 
Google Play [15]. Esto incluye la misma 
interfaz de usuario, tookit, soporte multimedia 
y APIs de conectividad utilizadas por los 
desarrolladores de Mobile. Estas aplicaciones  
se  integran fácilmente con los servicios más 
habituales de Google, como Firebase [16], 
TensorFlow [17] y Google Cloud Plataform 
[18] utilizando la diversidad de bibliotecas de 
desarrolladores de Android Mobile.  
 El desarrollo de  Android Things 
utiliza el mismo lenguaje y herramientas que 
se utiliza para construir en Android Mobile. 
Sin embargo, se ha ajustado la plataforma 
para reducir los tiempos de arranques como 
así también reducir el consumo de memoria 
incluyendo una variante de servicios de 
Google Play optimizada para IoT. Además, se 
ha agregado nuevas APIs a fin de integrarse 
adecuadamente con el hardware 
personalizado; interfaces periféricas y 
administración de dispositivos. Por otro lado, 
Android Things no dispone de aplicaciones de 
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usuario como un navegador o indicador. Esto 
significa que está diseñado para comenzar 
directamente con las aplicaciones que se han 
creado para el dispositivo.  
 
2.2 Arquitectura Android Things 
 
 Android Things amplía el marco 
central de Android con APIs adicionales 
proporcionadas por la biblioteca de soporte de 
Things que le permite integrarse con nuevos 
tipos de hardware que no se encuentran en los 
dispositivos móviles tradicionales. 
 El desarrollo de aplicaciones para 
dispositivos integrados es diferente del móvil 
en algunos aspectos importantes que se 
mencionan a continuación.  
 
 Acceso más flexible a periféricos de 
hardware y controladores. 
 Las aplicaciones del sistema no están 
presentes para optimizar los requisitos de 
inicio y almacenamiento. 
 Las aplicaciones se inician 
automáticamente al inicio para sumergir a 
los usuarios en la experiencia de la 
aplicación. 
 Los dispositivos muestran sólo una 
aplicación a los usuarios, en lugar de 
múltiples como los dispositivos móviles. 
 
 En la Figura Nº 1 se observa la 
arquitectura de Android Things.  
 
 
Figura Nº 1: Arquitectura Android Things. 
 
2.3 Actualizaciones Android Things 
 
 Google proporciona actualizaciones y 
parches de seguridad para el sistema 
operativo central a fin de que el desarrollador 
se pueda enfocar específicamente en la 
construcción de la aplicación. Además, esto 
permite mantener protegidos a los usuarios en 
todo momento. Por otro lado, las imágenes 
del sistema están firmadas por Google y 
verificadas por integridad en el dispositivo lo 
que evita una actualización corrupta o 
alterada. En caso de producirse un error en 
una actualización, el sistema iniciará en un 
estado conocido previo donde se encuentre 
estable.  
 Las actualizaciones se envían por 
Internet desde la consola Android Things 
utilizando la misma infraestructura segura que 
se usa para actualizar los dispositivos móviles 
en la actualidad. Además, previene las 
actualizaciones automáticamente cuando los 
parches de seguridad están disponibles para la 
plataforma.  
 Las aplicaciones en el dispositivo se 
administran exclusivamente a través de la 
consola Things e incluye cada actualización, 
por lo que Android Things no incorpora 
Google Play Store ya que las aplicaciones 
instalas por el usuario no son soportadas.  
 Android Things Console [19] (Ver 
Figura Nº 2) proporciona herramientas para 
insalar y actualizar la imagen del sistema en 
dispositivos de hardware compatibles. Esto 
permite enviar actualizaciones a los usuarios 
así como probar las implementaciones en su 
propio hardware. La utilización de la consola 
proporciona: 
 
 Descargar e instalar la última imagen del 
sistema Android Things. 
 Crear imágenes de fábrica que contengan 
aplicaciones OEM junto con la imagen del 
sistema. 
 Lanzar las actualizaciones por aire (OTA), 
incluidas las aplicaciones OEM y la 
imagen del sistema, a los dispositivos. 
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Figura Nº 2: Consola de Android Things. 
 
2.4 Hardware Android Things 
 
 El hardware Android Things está pre-
certificado por Google con un paquete de 
soporte proporcionado por proveedores.  
Dichos proveedores brindan soporte a largo 
plazo para cada lanzamiento estable en toda 
línea de hardware. El hardware también esta 
pre-certificado con agencia reguladoras como 
la FCC [20], simplificando las pruebas de 
certificación requeridas como la de llevar su 
producto al mercado y poder así ahorrar 
tiempo y dinero por parte de los 
desarrolladores.   
 Para el desarrollo de una aplicación 
con Android Things es necesario disponer una 
placa soporte con periféricos como por 
ejemplo: NXP Pico i.MX7D, NXP Argon 





 El trabajo de investigación permitió 
obtener diferentes resultados que serán 
utilizados para poder transformar aplicaciones 
de Android Mobile a aplicaciones de Android 
Things con fines similares. A continuación se 
describe de manera sucinta algunos análisis 
comprendidos en la línea de investigación.  
 
 Se determinó que Android Things es una 
extensión de Android Mobile lo que 
permite transformar aplicaciones 
realizadas y utilizadas actualmente a 
aplicaciones Things. 
 
 Android Things permite arrancar una 
aplicación a la vez en cada dispositivo lo 
que permite unificar velocidades de 
procesamiento como así también 
minimizar la utilización de memoria.  
 
 Android Things extiende la arquitectura 
de Android Mobile a fin de incorporar 
APIs proporcionadas por la biblioteca de 
IoT.  
 
 Android Things utiliza una consola para 
realizar actualizaciones seguras en los 
dispositivos. Dichas actualizaciones son 
administradas por la central de Google.  
 
 Para el desarrollo de Android Things se 
utiliza la misma plataforma de desarrollo 
que se usa tradicionalmente para el 
desarrollo de aplicaciones Mobile. Este 
entorno de desarrollo integrado se 
denomina Android Studio. Android Studio 
incorpora las extensiones de Things 
necesarias para el desarrollo de 
dispositivos integrados y conectados. 
 
 Los investigadores de esta línea 
continuarán con estudios en este campo con el 
objetivo de perfeccionarse en el área y 
realizar transformaciones de aplicaciones 
tradicionales a través del uso de la plataforma 
Android Things.   
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
 
El equipo de profesionales de la UNSL que 
forman parte de la línea de investigación de 
este trabajo llevan adelante diferentes trabajos 
finales integradores de Ingeniería en 
Informática, Ingeniería en Computación, 
Licenciatura en Ciencias de la Computación, 
y en un futuro próximo trabajos finales de 
especialización, tesis de maestría y doctorado. 
En particular, las investigaciones 
desarrolladas en este trabajo forman parte del 
lineamiento inicial como trabajo final de uno 
de los autores para optar al grado de Ingeniero 
en Informática en la UNSL.  
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Según la OMS, Organización Mundial     
de la Salud, el 15 por ciento de la         
población mundial está afectado por     
alguna discapacidad física, psíquica o     
sensorial que dificulta su desarrollo     
personal y su integración social,     
educativa o comunicacional. Las    
tecnologías de apoyo o rampas digitales      
hacen referencia a dispositivos, equipos,     
instrumentos, recursos tecnológicos o    
software que permiten incrementar,    
optimizar o suplir ciertas capacidades     
funcionales de las personas con     
discapacidad, que se encuentran limitadas     
o ausentes. 
En este artículo se describen las      
actividades que se están desarrollando     
con y para personas ciegas, con el       
objetivo de diseñar y desarrollar rampas      
digitales innovativas, a nivel de software      
y a nivel de hardware, que asistan a las         
personas ciegas en sus actividades     
cotidianas. Específicamente, se propone    
investigar y desarrollar un kit de anteojos       
y bastón wearables, basados en sensores,      
para el tránsito y circulación de personas       
ciegas. 
 
Palabras claves: ​sensores, wearables,    
discapacidad visual, accesibilidad,   
tecnologías asistivas, Internet of Things. 
 
 Contexto 
La Facultad de Informática, a través de       
la Dirección de Accesibilidad y del      
Laboratorio de Investigación de Nuevas     
Tecnologías Informáticas LINTI, ha    
llevado a cabo en los últimos años, líneas        
de acción concretas que estrechan el      
vínculo Facultad-Sociedad, atendiendo   
las demandas de los sectores más      
vulnerables de la comunidad, como lo son       
las personas con discapacidad. A través      
de varios cursos de formación abierto a       
todo público como el de Accesibilidad      
Web, el de TICs para personas con       
discapacidad; de jornadas y conferencias     
como la de una Facultad Inclusiva, la de        
Experiencias y Casos de Aplicación de      
desarrollos accesibles, las hackatones de     
24 hs. de desarrollo por la discapacidad;       
como también, a través de la dirección de        
proyectos sobre inclusión social y     
accesibilidad hace que la Facultad de      
Informática se constituya como una     
entidad de referencia respecto a     
cuestiones de tecnología y discapacidad.  
Asimismo en el LINTI se viene      
trabajando en la construcción de     
dispositivos basados en sensores, los     
cuales prometen transformar muchos    
aspectos de la forma en que vivimos. En        
este sentido se propone la utilización de       
estas nuevas tecnologías para la     
elaboración de wearables que ayuden a      
las personas con ceguera a transitar de       
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manera más independiente y segura. 
El proyecto que se describe en este       
artículo realiza un abordaje de esta      
problemática mediante actividades de    
investigación, innovación, desarrollo y de     
búsqueda permanente de soluciones    
tecnológicas que mejoren la calidad de      
vida de las personas que atraviesan      
alguna discapacidad li. 
El mismo se desarrolla en el      
Laboratorio de Investigación en Nuevas     
Tecnologías Informáticas, LINTI de la     
Facultad de Informática de la UNLP y       
está enmarcado en los proyectos 11-F014      
Innovación en TICs para el desarrollo de       
aplicaciones en educación, inclusión,    
gobierno y salud finalizado en 2015 y en        
el nuevo proyecto ​Internet del futuro:      
Ciudades digitales inclusivas,   
innovadoras y sustentables, IoT,    
ciberseguridad y espacios de aprendizaje     
del futuro​, ambos acreditados en el marco       
del Programa de Incentivos, bajo la      




Las nuevas tecnologías están    
permitiendo que las cosas se conecten en       
cualquier momento, en cualquier lugar,     
con cualquier otra cosa, usando     
idealmente cualquier red y cualquier     
servicio, dando lugar a lo que se conoce        
como Internet de las Cosas (IoT).  
IoT permite crear entornos habilitantes     
ofreciendo asistencia a personas con     
discapacidades en la construcción de     
acceso, transporte, información y    
comunicación. IoT puede ser aplicado a      
múltiples escenarios para facilitar que     
personas con impedimentos puedan llevar     
a cabo sus ocupaciones diarias (Domingo,      
M., 2012). Esto aumenta su autonomía y       
confianza en sí mismo, ser independiente      
en las actividades diarias de uno sin       
requerir la asistencia de una persona      
vidente es la más alta prioridad para       
personas con discapacidad visual    
(Lanigan et al., 2007). 
Este artículo presenta una línea de      
investigación cuyo objetivo es desarrollar     
de rampas digitales innovativas basadas     
en sensores para que personas ciegas      
optimicen su movilidad, tránsito y     
comunicación social. Se propone, más     
específicamente, desarrollar un kit    
conformado por un bastón y anteojos      
optimizados con sensores y una     
aplicación móvil multiplataforma para    
asistir a las personas ciegas para un       
tránsito más autónomo por la ciudad.  
Líneas de Investigación,   
Desarrollo e Innovación  
Las líneas de investigación, desarrollo     
e innovación que se llevan a cabo en este         
proyecto son: 
 
● Análisis de las diferentes tecnologías     
y desarrollo de soluciones para     
personas ciegas.  
● Construcción de las rampas digitales     
basadas en sensores que permitan     
mejorar la vida de personas con esta       
discapacidad.  
● Estudio de la interacción con     
personas ciegas teniendo en cuenta la      
capa de accesibilidad de los sistemas      
operativos de los dispositivos    
móviles. 
● Análisis de la interfaz de     
programación brindada por los    
ómnibus públicos e integración con     
la solución propuesta. 
Resultados y Objetivos  
Como se mencionó anteriormente, en     
el LINTI, se han desarrollado muchas      
herramientas que permiten mejorar la     
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calidad de personas con discapacidad.     
Muchas de estas herramientas han sido      
analizadas y, constituyeron el insumo y      
motivación para investigar sobre nuevas     
rampas digitales como el desarrollo del      
kit de asistencia para la circulación para       
personas ciegas y con disminución visual.  
Entre las herramientas más    
importantes, se puede mencionar a:     
TalkLouder, Liberium, Tracks   
TransitaWeb, Navegación Web asistida    
por comandos de voz, calzado háptico.  
Comenzaremos con TalkLauder, una    
aplicación móvil que le permite a las       
personas sordas o hipoacúsicos    
comunicarse con personas oyentes, se     
trata de una aplicación innovadora, la cual       
está orientada a un público específico,      
particularmente los usuarios con algún     
grado de discapacidad auditiva que     
mediante la selección de frases     
precargadas y categorizadas les permite     
fácilmente comunicarse.  
Otra iniciativa vinculada con    
accesibilidad es Liberium, una aplicación     
para gestionar lugares de interés público      
con información, en especial, su nivel de       
accesibilidad. Está dirigida en un     
principio a la ciudad de La Plata y        
permite a las personas con movilidad      
reducida, planificar sus salidas para no      
encontrarse con barreras al momento de      
arribar a un lugar (Ibánez, L., 2016).  
 
 
Fig 1: Liberium 
 
Esta aplicación es una convocatoria     
abierta a la comunidad de La Plata para        
colaborar con la construcción de una      
ciudad más accesible e inclusiva. 
Tracks es otra aplicación móvil, para el       
seguimiento conjunto de pacientes con     
discapacidad, donde los sujetos    
intervinientes en su tratamiento como ser      
médico, terapista, docente, psicólogo,    
tutores, padres y otros profesionales,     
puedan registrar situaciones, brindar    
observaciones, informar datos relevantes    
al seguimiento y evolución del     
tratamiento, y configurar su propagación     
a quienes corresponda (​Trejo, M., ​Vilas,      
L.​, 2016). Provee estrategias efectivas de      
comunicación conjunta, de trabajo    
colaborativo, como también el acceso en      
línea a la información integral y      
actualizada, sobre la persona con     
discapacidad a la que se encuentra en       
tratamiento.  
 
Fig 2: Tracs 
 
TransitaWeb es una aplicación Web     
que convierte el sitio que la persona con        
discapacidad quiera acceder, a un sitio      
accesible y adaptado de acuerdo a las       
necesidades del usuario. Realiza un     
proceso de accesibilización aplicando en     
forma automática las normas WCAG 2.0      
(W3C, 2008). Presenta una página     
accesible donde el usuario con     
discapacidad indica el sitio a visitar y       
además puede configurar las adaptaciones     
que requiera, como ser el tamaño de letra        
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que necesita, los colores que le resultan       
más adecuados, organización estructural    
de la página que mejor le resulte, como        
también el tipo de contenidos que quisiera       
descartar, como ser publicidades, accesos     
a redes sociales, paneles secundarios,     
entre otros. En la siguiente figura se       




Fig 3: TransitaWeb 
 
Por otro lado, se encuentra la      
herramienta que permite la navegación de      
sitios por comandos de voz posibilitando      
al usuario con discapacidad utilizar el      
recurso del habla para navegar,     
seleccionar como acceder a los     
contenidos de los sitios, sin necesidad de       
utilizar el teclado ni el mouse. Esta       
herramienta fue desarrollada como una     
extensión o complemento del navegador,     
y permite la e ​jecución de comandos de       
voz mediante Web Speech API (Pérez J.,       
2017). 
Otra iniciativa es el calzado háptico,      
una solución tecnológica integral de bajo      
costo en forma de calzado háptico y una        
aplicación móvil para guiar a ciegos a un        
destino específico en tiempo real que      
también permite la detección de     
obstáculos físicos durante el recorrido     
(Berretti, F., 2014). 
 
Fig 4: Calzado Háptico 
 
Finalmente, un trabajo vinculado con     
sensores y discapacidad, que está en etapa       
de finalización, es la integración de      
softwares aumentativos y alternativos con     
interfaces cerebro-computadora (Díaz, J.,    
2016), para potenciar la autonomía     
personal y la calidad de vida de personas        
con discapacidad agudas.  
 
La cantidad de trabajos descriptos     
desarrollados en el LINTI, la experiencia      
y conocimiento adquirido, da un marco      
teórico y experimental para proponer este      
kit basado en sensores para personas      
ciegas. Por otra parte, además de esto se        
han profundizado los relevamientos de las      
problemáticas de las personas con     
ceguera, donde se han analizado las      
demandas y necesidades respecto a     
movilidad, comunicación y manejo de     
recursos, que se ven limitados por la       
escasa o nula visión. También se han       
efectuado entrevistas, y realizado    
encuestas como otros recursos de     
indagación, de observación y de registro,      
para la confección conjunta de los      
requisitos funcionales de las posibles     
soluciones tecnològicas a desarrollar.  
Específicamente los objetivos de este     
proyecto son:  
● Analizar los tipos de sensores     
apropiados para la creación de un      
bastón que detecte objetos en área      
baja y superior.  
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● Determinar qué tipo de sensor es el       
más apropiado para la creación de      
anteojos que detecten la proximidad     
de objetos. 
● Diseñar y desarrollar una aplicación     
móvil que configure y administre de      
manera simple el kit creado. 
● Analizar la información brindada por     
los GPS de los ómnibus públicos para       
informar mediante voz la ubicación     
de un ómnibus requerido por la      
persona ciega, desde el momento en      
que hace la consulta hasta el      
momento en que el ómnibus llega a       
la parada. 
● Probar los prototipos de hardware y      
de software desarrollados con    
personas ciegas y disminuidos    
visuales en distintos contextos de     
interacción. 
● Analizar los resultados obtenidos y     
valoración del impacto de su uso      
teniendo en cuenta conectividad,    
eficiencia, nivel de aceptación, grado     
de satisfacción. 
 
Formación de Recursos Humanos  
El equipo de trabajo de la línea de        
I+D+i presentada en esta artículo está      
formado por docentes investigadores    
categorizados del LINTI y estudiantes de      
la Facultad de Informática.  
Se encuentran dos tesinas en desarrollo      
vinculadas con esta temática vinculada     
con los desarrollos propuestos.  
A través de la generación permanente      
de conocimiento por medio de esta línea       
de investigación y desarrollo de     
aplicaciones para accesibilidad, el LINTI     
promueve el uso innovador de las      
tecnologías informáticas en la región. 
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El proyecto de investigación Agentes 
Inteligentes y Web Semántica, financiado por 
la Universidad Nacional del Comahue, tiene 
como objetivo general la generación de 
conocimiento especializado en el área de 
agentes inteligentes y en lo referente a la 
representación y el uso del conocimiento en 
sistemas computacionales basados en la Web, 
es decir, lo que se ha llamado la Web 
Semántica. 
El objetivo general del trabajo de 
investigación es la extensión de una 
herramienta de modelado ontológico, 
denominada crowd, mediante la verbalización 
de un subconjunto del lenguaje de modelado 
conceptual UML. Esta integración permitirá 
generar especificaciones en Lenguaje Natural 
a partir de un diagrama de clases. 
Esta línea de investigación se desarrolla en 
forma colaborativa entre docentes-
investigadores de la Universidad Nacional del 
Comahue y de la Universidad Nacional del 
Sur, en el marco de proyectos de investigación 
financiados por las universidades antes 
mencionadas. 
 
Palabras Clave: Verbalización, 




Este trabajo está parcialmente financiado 
por la Universidad Nacional del Comahue, en 
el contexto del proyecto de investigación 
Agentes Inteligentes y Web Semántica 
(04/F014), por la Universidad Nacional del 
Sur a través del proyecto de investigación 
Integración de Información y Servicios en la 
Web (24/N027) y por el Consejo Nacional de 
Investigaciones Científicas y Técnicas 
(CONICET), en el contexto de una beca 
interna doctoral. Los proyectos de 
investigación tienen una duración de cuatro 
años y la beca doctoral con duración de 5 
años, finalizando en abril de 2019. 
 
1. INTRODUC CIÓN 
Según Christel et al. [1], la etapa inicial de 
un proceso de desarrollo de software es la más 
problemática. La complejidad radica en la 
correcta elicitación de los requerimientos del 
sistema, en su entendimiento y en la 
transformación de éstos en un modelo 
computacional.  
Cualquier error cometido en estas instancias 
se propagará hacia las fases posteriores y su 
corrección incrementará los costos de 
desarrollo, especialmente si se identifican 
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durante la fase de implementación o posterior 
a la entrega del producto. 
A medida que el proceso de desarrollo 
transcurre, dichos requerimientos deben ser 
trasladados hacia una especificación formal. 
Curland et al.[2] afirma que es importante que 
un esquema conceptual sea validado por el 
usuario con el objetivo de asegurar que ésta 
modela con precisión los aspectos relevantes 
del dominio. Una manera efectiva de facilitar 
esta validación es la traducción de tal esquema 
(o cualquier especificación formal) en un 
lenguaje claro que sea fácilmente 
comprensible por el experto en el dominio, 
quien, además, puede no poseer conocimientos 
en modelado de sistemas. 
En esta dirección surge el concepto de 
verbalización, el cual consiste en traducir la 
semántica de una teoría lógica, es decir, las 
relaciones entre entidades y sus restricciones, 
en sentencias en lenguaje natural [3][4]. En 
consecuencia, esta transformación proporciona 
una base para la mutua comprensión entre 
diferentes actores acerca de la semántica que 
una lógica capta (ya sea un modelo 
conceptual, reglas de negocio o una 
ontología), integrando clientes/usuarios en los 
procesos de chequeo de consistencia cuando 
los cambios son realizados en el diseño o en la 
implementación. 
La verbalización es un proceso que tiene sus 
bases y está comprendido dentro del campo de 
la Generación de Lenguaje Natural (GLN). 
Reiter y Dale [5] lo definen como al ámbito de 
la inteligencia artificial y la lingüística 
computacional que se ocupa de la construcción 
de sistemas informáticos que pueden producir 
textos comprensibles en español, inglés u otros 
lenguajes naturales de alguna representación 
no lingüística de información.  
McDonald [6], definió a la GLN como el 
proceso de construir un texto en lenguaje 
natural para cumplir objetivos comunicativos 
específicos. Estos sistemas tienen el desafío no 
sólo de decidir qué información comunicar 
sino cómo transformarla, de modo que se 
alcance la meta de comunicación deseada. 
Sin embargo, poco se ha investigado en 
validar los modelos de software de una manera 
en que los usuarios puedan comprenderlos. 
Existen varias herramientas de GLN a tener 
en cuenta, tales como ModEx (Model 
Explainer [7] y GeNLangUML (Generating 
Natural Language from UML) [8]. Ambas 
permiten la creación y edición gráfica de 
modelos de software orientados a objetos 
(OO) [9] y diagramas de clases UML [10].  
respectivamente, para generar 
especificaciones siendo el idioma de 
verbalización el inglés.  
Mientras que ModEx supone que los 
nombres de las clases como de las relaciones 
de un diagrama OO son  
correctos y cumplen con ciertas 
recomendaciones, GeNLangUML tiene la 
ventaja de utilizar  
WordNet [11], una herramienta lingüística 
para validar la correctitud semántica de las 
sentencias generadas.  
Esto implica que funcione bajo una 
convención de nomenclatura  
más amplia para los componentes de un 
diagrama de clases. 
Con respecto a la verbalización multilingüe, 
y en relación al lenguaje ORM [12], 
DogmaModeller [3] es una aplicación que 
genera automáticamente verbalizaciones en 
lenguaje pseudo-natural. Un aspecto a destacar 
de esta herramienta es su extensibilidad, es 
decir, la capacidad de incorporar nuevos 
templates de verbalización para otros idiomas.  
Otra herramienta a tener en cuenta, que 
soporta modelos ORM de segunda generación 
(ORM2) [13], es NORMA (Neumont ORM 
Architect) [2]. 
Por otro lado, KeY [14] es un sistema que 
ayuda a comprender las restricciones 
OCL[15], traduciéndolas automáticamente en 
lenguaje natural. 
La investigación desarrollada en [16] 
presenta un algoritmo que proporciona 
parafraseos en lenguaje natural para 
Ontologías OWL [17] en la Web Semántica 
(WS) [18]. Bajo la misma dirección, se 
encuentra NaturalOWL [19]. Generalmente los 
sistemas de GLN agregan el máximo de frases 
posibles para mejorar la legibilidad, pero 
NaturalOWL posee la ventaja de configurar el 
número máximo de frases que se desean 
concatenar. 
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2. LÍNEA DE INVESTIGACIÓN Y 
DESARROLLO 
El proyecto de investigación Agentes 
Inteligentes y Web Semántica tiene como 
objetivo general generar conocimiento 
especializado en el área de agentes inteligentes 
y en lo referente a la representación y el uso 
del conocimiento en sistemas computacionales 
basados en la web, es decir lo que se ha 
llamado la Web Semántica. 
Por otro lado, en el proyecto de 
investigación Integración de Información y 
Servicios en la Web se propone investigar y 
desarrollar metodologías y herramientas que 
favorezcan la interoperabilidad semántica de 
información y de servicios en la Web, 
fundamentados en los últimos avances en el 
área de lenguajes de representación del 
conocimiento, ontologías y modelado 
conceptual. 
Ambos proyectos confluyen en la línea de 
investigación de este trabajo, en la que se 
explora entre otros, sobre temas afines a la 
Representación del Conocimiento, las Lógicas 
Descriptivas, [20], las Ontologías, la 
Ingeniería de Software basada en 
Conocimiento y la Ingeniería de 
Conocimiento. 
En base a las investigaciones existentes 
hasta la fecha, se propone modificar la 
arquitectura de una herramienta de modelado 
ontológico llamada crowd [21], mediante la 
incorporación de una nueva funcionalidad que 
soporte verbalización multilingüe del 
metamodelo UML, orientado hacia un 
subconjunto de primitivas de los diagramas de 
clases. Se pretende la utilización de una 
representación intermedia de los diagramas de 
clases en sentencias concretas de lógica de 
primer orden (FOL) para favorecer las 
verbalizaciones en diversos idiomas. 
Como principal novedad con respecto a las 
aplicaciones vigentes, se puede destacar que 
los usuarios podrán visualizar y editar de 
forma on-line diagramas de clases UML y 
posteriormente, realizar su verbalización a 
lenguaje natural. Esto se debe a que crowd es 
soportada por una arquitectura cliente-
servidor, lo que conlleva a que pueda ser 
utilizada bajo cualquier plataforma.  
Otro aspecto relevante, es que la traducción 
a lenguaje natural está destinada a ser 
multilingüe, a diferencia de la mayoría de las 
herramientas mencionadas anteriormente, 
donde el lenguaje natural de salida es 




Este trabajo forma parte de la propuesta 
presentada inicialmente en  [22]. Se trabajó en 
el análisis y diseño de la extensión de la 
arquitectura de la herramienta crowd. Se 
diseñó el módulo de verbalización de dicha 
arquitectura y se está trabajando en la fase de 
implementación del mismo. 
Se trabajó en la selección del subconjunto 
de primitivas en UML destinadas a la 
verbalización en una primera etapa del 
proceso. Además, se estableció la 
correspondencia directa entre estas primitivas 
y las sentencias de FOL. 
Actualmente se está trabajando en la fase de 
verbalización de esas sentencias FOL. 
Posteriormente se prevee la extensión a otros 
idiomas y la correspondiente validación. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
Durante la realización de este sistema se 
espera lograr, como mínimo, la culminación 
de 2 tesis de grado dirigidas y/o codirigidas 
por los integrantes del proyecto. Uno de los 
autores de este trabajo está inscripto en el 
Doctorado en Ciencias de la Computación en 
la Universidad Nacional del Sur (beca interna 
doctoral CONICET). 
Finalmente, es constante la búsqueda hacia 
la consolidación como investigadores de los 
miembros más recientes del grupo. 
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El surgimiento de Internet de las Cosas y la 
Computación Móvil junto con la rápida 
adopción de Cloud Computing y la 
importancia creciente de big data han 
cambiado el panorama que presenta la 
computación distribuida. Sin embargo el 
volumen de tráfico que se genera desde el 
borde (o edge) de la red hasta el Cloud donde 
deberán ser procesados, está llegando a valores 
elevadísimos que impiden su transferencia. Por 
otro lado ciertas aplicaciones son sensibles a la 
latencia como monitoreo de salud, sistemas de 
tiempo real y sistemas críticos, resultando la 
demora por la comunicación al cloud, su 
procesamiento y posterior respuesta, 
inadmisible. Dichos datos, procesamiento, 
control y funciones de red pueden ser 
realizados en el borde de la red en los 
dispositivos intermedios. Este modelo de 
arquitectura es reciente y si bien presenta 
muchas ventajas, también requiere que se 
resuelvan muchos problemas. La orquestación 
de los servicios se refiere a la coordinación y 
la organización de múltiples servicios, 
automatizando los procesos al asociar los 
servicios de diferentes recursos para crear 
nuevos servicios compuestos. La misma 
permitirá mejorar el despliegue y la asignación 
de los servicios, mantener la continuidad al 
cloud, mejorar la seguridad y la confiabilidad 
de los sistemas. Sin embargo cómo realizar 
esta orquestación y cómo complementar las 
diversas tecnologías es un problema no 
resuelto y es el motivo de la presente propuesta 
de proyecto de investigación. 
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El presente trabajo se encuadra dentro del 
área de I/D Procesamiento  Distribuido y 
Paralelo y se enmarca dentro del proyecto de 
investigación: Orquestación de servicios para 
la Continuidad de Edge al Cloud, que está en 
proceso de evaluación para  el período 2018-
2019. Asimismo el grupo de investigación 
viene trabajando en proyectos relacionados 
con la computación distribuida y de alta 
performance desde hace más de 17 años. En 
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esta oportunidad se han incorporado 
investigadores de otras universidades de la 
región lo cual impactará en todas las 
actividades planificadas. Las unidades 
ejecutoras para dicho proyecto son el 
Departamento e Instituto de Informática de la 
FCEFyN de la UNSJ. 
Introducción 
La idea de Cloud Computing fue sugerida 
por John McCarthy en 1961, sugiriendo 
utilizar la computación como un servicio 
público, de forma similar a empresas de 
servicio o electricidad [1]. 
Cloud Computing es una tecnología 
disruptiva que tiene el potencial de mejorar la 
colaboración, agilidad, escalado y 
disponibilidad, y ofrece oportunidades para la 
reducción de costos a través de una 
computación optimizada y eficiente. El 
modelo de cloud computing prevé un mundo 
en el que los componentes se pueden orquestar, 
aprovisionar, implementar, sacar de servicios, 
ampliar o disminuir para proporcionar un 
modelo de asignación al consumo [2]. 
Esto conlleva una revolución en la forma en 
que se abstrae y utiliza la infraestructura 
informática. Algunas de las características que 
hace que el cloud computing sea deseable 
incluye; elasticidad, pago por uso y 
transferencia de riesgo hacia los grandes 
proveedores de servicios. Por lo tanto, se 
pueden probar nuevas aplicaciones o ideas con 
riesgos mínimos, un enfoque que no era 
factible en la era previa al Cloud [3]. 
La expansión de Cloud sumado a los 
requerimientos de los usuarios ha terminado de 
consolidar este modelo. A la Infraestructura, 
Plataforma y Software como servicio, se le 
agregaron: Redes, Almacenamiento, 
Contenedores, Funciones, Desktop, Base de 
datos, Seguridad, Recuperación ante desastres, 
Integración de Cloud, Administración de 
capital humano, Video y Comunicaciones 
Unificadas como Servicio entre otras, en 
definitiva lo que actualmente se conoce como 
XaaS o Everything a Service [4]. 
Por otro lado, Internet de las cosas (IoT) es 
una tendencia reciente de la computación 
distribuida que integra aspectos de la vida real 
a escalas masivas. A pesar de comunicarse con 
redes inalámbricas, presentan características 
distintivas: no existen estándares, la variedad 
de tecnologías es importante, existen varias 
arquitecturas de software, las velocidades de 
transferencia en general son bajas y las MTU 
son menores que las redes IP en general. 
En 1999, Kevin Ashton del MIT acuñó el 
término IoT. En ese momento, las tecnologías 
de automatización comenzaban a pasar de la 
fábrica a nuevos entornos como hospitales, 
bancos y oficinas. A medida que las primeras 
implementaciones se hicieron cada vez más 
sofisticadas, las máquinas comenzaron a ser 
conectadas a otros tipos de dispositivos como 
servidores, y estos servidores se trasladaron a 
centro de datos y al Cloud. En la actualidad, 
IoT puede incluir productos industriales, 
comerciales, cotidianos (lavavajillas y 
termostatos) y redes locales de sensores para 
vigilar granjas y ciudades [5]. 
Esta soluciones que ofrece IoT promueve la 
incorporación de los mismos a la red y se 
pronostica que entre 20 y 50 millones de 
dispositivos se añadirán a Internet para 2020, 
creando una economía de más de 3 billones de 
dólares [6]; en consecuencia, 43 billones de 
gigabytes de datos serán generados y 
necesitarán ser procesados en los centros de 
datos de Cloud. Las aplicaciones que generan 
datos en dispositivos de usuario, como 
teléfonos inteligentes y tablets, usan 
actualmente Cloud como un servidor 
centralizado, pero pronto se convertirá en un 
modelo informático insostenible [7]. 
La importancia de IoT y las capacidades  de 
Cloud, imponen que esta asociación sea por 
demás necesaria. 
Sin embargo, en la actualidad Cloud 
Computing está encontrando serias 
dificultades para satisfacer los requerimientos 
de IoT. 
Por ello, surgió como propuesta de solución 
llevar el almacenamiento, las funciones de red, 
gran parte del procesamiento hacia el borde de 
la red, lo que resultó en un nuevo modelo 
llamado fog computing. 
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Mist, Fog y Edge Computing 
El origen del alcance de edge computing 
ocurre a fines de la década de 1990, cuando 
Akamai introduce las redes de entrega de 
contenido (CDN) para acelerar el rendimiento 
web. Una CDN utiliza nodos en el borde cerca 
de los usuarios para captar previamente y 
almacenar en caché el contenido web. Estos 
nodos de borde pueden realizar algunas 
personalizaciones de contenido, como agregar 
publicidad relevante para la ubicación. Las 
CDN son valiosas para el contenido de video, 
por el ahorro de ancho de banda del 
almacenamiento en caché. Edge computing 
generaliza y amplía el concepto de CDN al 
aprovechar la infraestructura cloud [8]. 
Por otro lado, en un artículo de 2001 se 
generalizó estos conceptos, introduciéndose el 
término cyber foraging para la amplificación 
de las capacidades informáticas de un 
dispositivo móvil mediante el 
aprovechamiento de la infraestructura cercana 
[9]. 
En 2012, Flavio Bonomi y sus colegas 
presentaron el término fog computing 
(informática en la niebla) para referirse a este 
disperso infraestructura de Cloud [10]. Sin 
embargo, en este caso, la motivación para la 
descentralización es la escalabilidad de la 
infraestructura IoT en lugar del rendimiento 
interactivo de las aplicaciones móviles. 
Los términos Edge y Fog suelen llevar 
significados diferentes según el autor que los 
referencie, lo cual genera confusión. Por ello 
es necesario indicar adecuadamente la 
definición que se va a utilizar de estos 
términos. 
En particular fog y mist computing, 
usualmente se asocian a IoT en el extremo, 
mientras que Mobile Cloud se asocia a Edge 
Computing para computación móvil. 
En la figura 1, se puede visualizar la 
jerarquía del modelo y las funcionalidades de 
cada uno de los integrantes (mist, fog, core y 
center) [11]. 
Figura 1. Ubicación de Fog y Mist Computing 
en la red 
 
Orquestación de servicios para la 
continuidad 
La computación en el extremo (edge) está 
recién en sus comienzos, tal es así que los 
investigadores suponen que para su real 
consolidación se necesitará de la construcción 
de nuevos estándares y desarrollos. 
A pesar de presentar notable ventajas con 
respecto al modelo centralizado, mantener la 
continuidad de forma eficiente y efectiva no se 
puede obtener simplemente agrupando Cloud 
con el extremo. 
Los sistemas del extremo necesitan 
interactuar con otros, con el cloud y con 
diversos tipos de usuarios y dispositivos en un 
ambiente distribuido y heterogéneo. 
No solo resulta necesaria una redistribución 
del cómputo, las funciones de red, el 
almacenamiento y el monitoreo, sino que 
además debe ser estratégico para impedir que 
el sistema colapse o presente demoras 
inadecuadas. Por otra parte la estrategia debe 
contemplar si la funcionalidad se llevará al 
extremo final (mist) o al extremo medio (fog). 
Los modelos de programación concurrentes 
utilizados actualmente no son adecuados para 
aplicar en la problemática presentada. El 
modelo de memoria distribuida como MPI no 
puede ser aplicado dado que se diseñó para otro 
tipo de arquitecturas y además no puede 
ejecutarse en el extremo. El modelo de threads 
solo es aplicable dentro de un mismo equipo. 
Por lo tanto se deben desarrollar soluciones 
basado en el modelo de programación de actor 
o alguno similar que permita la concurrencia 
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basado en memoria distribuida pero que sea 
aplicable al edge. [12]. 
La seguridad es otro aspecto donde este 
modelo ofrece respuestas, debido a la demanda 
de una mayor escalabilidad y seguridad 
funcional: si las entidades están coordinadas 
por el Cloud, sigue existiendo el riesgo de que, 
sin una conexión a Internet confiable, no se 
pueda garantizar la seguridad funcional [13]. 
Resultará necesario también procesar 
eficientemente los recursos, lograr un 
adecuado balanceo de carga para la 
distribución entre el borde y el cloud, las API’s 
y la administración y compartición de servicios 
y comunicaciones en redes definidas por el 
software y virtualizadas [14]. 
El problema de la orquestación de la 
variedad de servicios complejos es un objetivo 
complicado de lograr por los ambientes 
altamente dinámicos, la cantidad de 
aplicaciones para edge instaladas en los 
dispositivos de usuario final o las cosas y la 
necesidad de soportar diferentes dominios de 
aplicación para adaptar el servicio a la 
heterogeneidad extrema de la infraestructura y 
para adaptar el servicio al ambiente externo. 
Por instancia las aplicaciones edge no pueden 
siempre contar con disponibilidad de los 
dispositivos de computación más poderosos 
que puedan ejecutar algoritmos de 
orquestación complejos. Las condiciones 
críticas (por ejemplo cuando la infraestructura 
se cae por desastre climático) la infraestructura 
debe ser capaz de orquestar los servicios aun 
en presencia de limitaciones de cómputo con 
algún grado de resiliencia. 
 
Líneas de Investigación, Desarrollo e 
Innovación 
Las tareas investigación se centrarán  en la 
formulación de la/s hipótesis, que permitan 
realizar el análisis de los distintos 
modelos tendientes a lograr la continuidad del 
Edge al Cloud. Este análisis implica un 
cuidadoso estudio de las características de cada 
uno de ellos, con el objetivo de lograr una 
eficiente orquestación de recursos. Además se 
utilizarán diversos  métodos para la 
recolección, extracción y clasificación de la 
información a partir de grandes volúmenes de 
datos en base a aspectos tales como 
dependencia de datos, funciones, 
sincronizaciones, etc. 
Se procurará determinar las 
características de las soluciones existentes y 
establecer los puntos a mejorar a través de la 
computación distribuida. Se formularán la/s 
hipótesis, para luego analizar y comparar las 
distintas soluciones que se encuentren, 
utilizando pruebas experimentales. Una vez 
generada la propuesta, se validará mediante 
el diseño e implementación de herramientas 
(frameworks) distribuidas de alto nivel para su 
aplicación en la solución de problemas con uso 
de datos masivos. 
Resultados y Objetivos 
Resultados Obtenidos 
Durante los últimos diez años se trabajó en 
el área de Computación de Altas Prestaciones, 
en particular sobre análisis de diversas 
arquitecturas paralelas y distribuidas, tales 
como: Cloud Computing (públicos,  híbridos y 
privados), Cluster de  commodity, 
arquitecturas distribuidas de bajo costo y 
arquitecturas paralelas. Dicha experiencia 
impulsó esta línea de investigación. El grupo 
ha realizado publicaciones en el área durante el 
último año: diez trabajos de investigación en 
diferentes Congresos y Jornadas,  se realizaron 
tres publicaciones en revistas científicas y se 
transfirieron los resultados mediante 
conferencias en eventos científicos. 
Se han aprobado ocho tesinas de grado y un 
trabajo de especialización y se incorporó un 
becario de investigación categoría alumno. 
 
Objetivos 
El objetivo del grupo de investigación es 
realizar  la orquestación de servicios en 
entornos de continuidad Edge al Cloud, 
analizando distintas estrategias y evaluando 
cómo se comportan los parámetros de 
desempeño comparado con el modelo de cloud 
centralizado. 
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Formación de Recursos Humanos 
El equipo de trabajo está compuesto por los 
once docentes-investigadores que figuran en 
este trabajo de las universidades de San Luis, 
Champagnat, La Rioja y San Juan, un becario 
de iniciación de CONICET y ocho alumnos. 
Se están realizando dos tesis doctorales, 
sobre procesamiento de datos masivos una en 
entornos distribuidos y otra en entornos 
paralelos. Se espera realizar también una tesis 
de maestría sobre control topológico para 
reducción de interferencia en redes IoT. Se 
están realizando cinco  tesinas de licenciatura 
una sobre evaluación de algoritmos de algebra 
lineal sobre arquitecturas diversas, otra sobre 
Cloud Computing Privado, otra sobre 
arquitecturas de seguridad sobre Cloud 
Privado. Además se espera aumentar el 
número de publicaciones. Por otro lado 
también se prevé la divulgación de varios 
temas investigados por medio de cursos de 
postgrado y actualización o publicaciones de 
divulgación y asesoramiento a empresas y 
otros organismos del estado. 
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Las simulaciones computacionales 
permiten entender los elementos y 
patrones que pueden alterar un sistema y 
puede ser utilizada para estudiar sistemas 
complejos, incluyendo aquellos que son 
analíticamente intratables. La simulación 
también es utilizada cuando no se tienen 
los recursos computacionales disponibles. 
En estos casos se puede estimar diferentes 
parámetros como la escalabilidad de los 
sistemas, a medida que se simula el 
aumento del número de recursos 
asignados. En otras palabras, utilizando 
técnicas de modelado y simulaciones 
eficientes es posible diseñar, desarrollar y 
evaluar sistemas de gran escala. En este 
trabajo, se presentan los objetivos, trabajo 
realizado y desafíos que aborda el grupo 
de investigación de la Universidad 
Nacional de San Luis, para abordar los 
temas que involucra el diseño de 
simulaciones de sistemas complejos y de 
gran escala para procesar grandes 
volúmenes de datos e información.  
 
Palabras clave: Sistemas Complejos y de 




La línea de investigación que se presenta 
en este trabajo “Modelado y Simulación de 
Sistemas de Gran Escala” pertenece al 
proyecto PROICO “Tecnologías 
Avanzadas aplicadas al Procesamiento de 
Datos Masivos” de la UNSL. Esta línea de 
investigación, se basa en el uso de técnicas 
de simulaciones eficientes para diseñar y 
desarrollar sistemas de gran escala como lo 
son los sistemas de búsqueda Web y 
sistemas de evaluación y soporte a las 
decisiones para situaciones de desastres 
naturales. Con estas simulaciones se 
pueden probar alternativas en el diseño y 
predecir su impacto sobre un sistema real 
por medio de métricas de rendimiento, lo 
cual permite determinar el costo-beneficio 
e implementar la aplicación en un 
hardware real. 
 Existen diferentes técnicas de 
simulación como la Simulación 
Aproximada [Marin13], Redes de Petri 
[Petri62] [Peterson77], simuladores 
orientados a procesos, simulación paralela, 
entre otros. En particular, las 
investigaciones abordadas se enfocan en 
considerar el modelado de aplicaciones 
complejas y de gran escala donde 
intervienen diferentes variables de 
incertidumbre para plataformas paralelas y 
aplicadas a sistemas, que no pueden ser 
probadas en sistemas y hardware reales sin 
acarrear un costo económico que puede ser 
de gran impacto en el caso de que las 
nuevas aplicaciones o los algoritmos no 
cumplan con sus objetivos. 
 
2. Introducción y Motivación 
 
El desarrollo e implementación de 
sistemas de gran escala es una tarea 
compleja y más aún cuando se espera que 
sean capaces de seguir funcionando en 
situaciones de desastre natural. Varios son 
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los factores a considerar bajo esta premisa, 
como por ejemplo: el tiempo de desarrollo, 
arquitectura de software, el comportamiento 
dinámico de los usuarios, cortes de luz, 
destrucción de infraestructura de 
telecomunicación, etc., lo cual finalmente 
se traducen en una costosa inversión, que de 
no llevarla a cabo correctamente podría 
poner vidas en riesgo. Para disminuir 
dichos riesgos se hace necesario contar, de 
ante mano, con herramientas que permitan 
modelar y analizar las diversas situaciones 
que se podrían producir al usar el sistema, 
libre de riesgos y en un ambiente seguro. Es 
en este punto donde se destaca el uso de la 
simulación computacional, una disciplina 
ampliamente estudiada cuando el análisis 
de un sistema complejo ya no puede ser 
llevado a cabo mediante métodos analíticos. 
La Simulación de Eventos Discretos, 
desde ahora DES (en inglés Discrete Event 
Simulation), se utiliza para representar 
sistemas complejos como una secuencia 
ordenada de eventos y donde cada evento 
posee el time-stamp del sistema físico 
representado. Cuando dichos sistemas son 
muy costosos en términos de 
procesamiento, disco y uso de memoria, su 
simulación también puede ser costosa, 
siendo éste el caso, se puede decir que el 
resultado es una simulación de gran escala 
que suele enfrentarse mediante el uso de 
Simulación Paralela de Eventos Discretos, 
desde ahora PDES (en inglés Paralell 
Discrete Event Simulation). Este tipo de 
simulación busca aprovechar al máximo las 
capacidades de los clusters de cómputo 
implementando diversas técnicas, por 
ejemplo: la distribución y balance de carga 
de trabajos en las unidades de cómputo y 
sincronización de eventos concurrentes 
mediante los protocolos conservativos 
(evita violar las condiciones de causalidad) 
y optimistas (avanza permitiendo violar las 
condiciones de causalidad y realiza roll-
back cuando esto sucede). 
El objetivo principal, de esta línea de 
investigación, es investigar el uso de 
simuladores eficiente y eficaces para 
evaluar el rendimiento de nuevos 
algoritmos paralelos y distribuidos para 
aplicaciones de datos masivos. Un punto 
crucial es probar algoritmos y estrategias 
que permitan balancear la carga de trabajo 
de los componentes a evaluar. En particular, 
se propone (a) Investigar el enfoque 
forward-in-time para simulaciones de 
evoluciones de poblaciones. (b) Obtener 
simuladores que sean escalables, reduzcan 
el consumo de memoria y entreguen 
resultados en el menor tiempo posible. (c) 
Investigar la aplicación de BSP y Multi-
BSP para modelar problemas de gran escala 
y estimar los tiempos de ejecución 
utilizando los parámetros provistos por los 
modelos. (d) Continuar estudiando y 
desarrollado simuladores basados en 
autómatas celulares para situaciones de 
evacuaciones. (e) Continuar aplicando el 
conocimiento adquirido en esta línea para 
realizar actividades de servicio y poner en 
práctica los nuevos algoritmos/enfoques 
desarrollados. 
A continuación, se describen 
algunas de las técnicas, herramientas y 
plataformas utilizadas.  
 
3. Investigación y Desarrollo 
 
3.1 Capacity Planning 
 
Capacity planning [Klosterboer11] es un 
proceso iterativo, que explota el 
comportamiento histórico de la gente para 
predecir el crecimiento de las necesidades 
de éstos a través del tiempo y prever 
futuros requerimientos de hardware en 
alzas inesperados de peticiones. La 
empresa Amazon cuenta con metodologías 
de capacity planning privadas, sin embargo 
sólo se sabe que para poder predecir el 
crecimiento de las necesidades de sus 
centros de datos actualmente utilizan 
Aprendizaje Máquina (Machine Learning), 
[geekwire17].  
De manera similar, Google utiliza 
Aprendizaje Máquina para hacer un 
capacity planning enfocándose en 
optimizar el Uso de Energía Eficiente 
(Power Usage Efficient, PUE) [Gao14]. 
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En algunos trabajos previos, se han 
desarrollado modelos y simuladores para 
analizar la cantidad de recursos que deben 
asignarse para un motor de búsqueda Web. 
En particular, en [Gil12] se propone 
utilizar un modelo de Redes de Petri. 
Posteriormente, en [Gil13] se 
evalúan diferentes algoritmos de 
despliegues para mejorar el rendimiento 
del sistema. 
 
3.2 Simulación Paralela Aproximada 
 
La sincronización de eventos en PDES 
suele llevarse a cabo mediante estrategias 
conservativas y optimista. Sin embargo, 
ambas estrategias suelen ser costosas en 
términos computacionales y en tiempo de 
ejecución. Otra estrategia valida es la 
propuesta en [Marin13], donde se ha 
expuesto un nuevo enfoque mediante una 
estrategia de simulación Aproximada, la 
cual plantea realizar una sincronización 
optimista que permite ejecutar eventos con 
time-stamp que violan la condición de 
causalidad. Es decir, ejecutar eventos con 
time-stamp menor al tiempo global de la 
simulación, esto sin realizar roll-back. Su 
lógica se basa en ir calculando 
periódicamente barreras tiempo dinámicas, 
gracias a una técnica de ventanas 
deslizantes, que posibilitan lo anterior. Con 
este método lograron demostrar una 
eficiente paralelización de los eventos.       
Los modelos de simulación proveen 
una mejora en términos de tiempo de 
ejecución. Bajo este paradigma el modelo 
de simulación es particionado en diferentes 
procesadores físicos que se comunican 
entre sí intercambiando mensajes 
(eventos).   
En particular, en el trabajo 
presentado en [Marin13] se propone 
priorizar los tiempos de ejecución y perder 
hasta un 5% de precisión en los resultados 
finales de la simulación. Este trabajo se 
basa en la utilización del modelo de 
computación paralelo BSP [Val90], donde 
el cómputo se organiza en una secuencia 
de supersteps. Durante un superstep, cada 
procesador realiza operaciones sobre sus 
datos locales y/o envía mensajes a otros 
procesadores. Al final de cada superstep se 
ejecuta una barrera de sincronización que 
permite que los mensajes enviados en el 
superstep actual, se encuentren disponibles 
en las colas de entrada de los procesadores 
destinos en el próximo superstep.  
 
3.3 Modelos de Simulación 
 
Los modelos de computación se han usado 
como un puente entre algoritmos paralelos 
y arquitecturas de hardware. El modelo 
Bulk-Synchronous Parallel (BSP) [Val90] 
es un modelo muy conocido originalmente 
diseñado para ejecutar algoritmos 
distribuidos en clusters de procesadores de 
un solo núcleo. El modelo Multi-BSP, que 
amplía el modelo BSP clásico, fue 
propuesto recientemente para procesadores 
multi-core. 
Sin embargo, el modelo Multi-BSP 
presenta algunas restricciones tales como 
las sincronizaciones explícitas entre los 
cores, presentando algunos desafíos que se 
deben tener en cuenta para modelar 
adecuadamente los algoritmos paralelos. 
Por lo tanto, es importante explorar la 
utilizad y el alcance de estos modelos para 
las arquitecturas multi-core [Trabes18].  
 
3.4 Simulación de Evacuaciones 
 
En los últimos años se ha incrementado el 
interés en desarrollo de modelos de 
procesos de evacuaciones de emergencias. 
Nuestra propuesta, se enfoca en el estudio 
de evacuación de edificaciones, el cual 
radica en que la totalidad de sus ocupantes, 
en cualquier instante, deben tener la 
posibilidad de desplazarse hasta un lugar 
seguro en el tiempo adecuado con las 
suficientes garantías de seguridad. 
Debido a la dificultad en cómputo 
para resolver este tipo de problemas, un 
modelo de simulación complejo puede 
requerir de modernas plataformas 
computacionales de alta performance para 
acelerar a gran escala las simulaciones de 
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eventos discretos y promover la 
reutilización y la interoperabilidad de los 
componentes de simulación. 
Actualmente se cuenta con la 
implementación de un modelo de 
simulación que permite simular el 
comportamiento de un conjunto de 
individuos en un ambiente cerrado con un 
número fijo de salidas. El principal 
objetivo de este modelo, es el de recrear la 
situación en la cual un conjunto de 
personas debe desalojar un recinto debido 
a la amenaza de fuego. En este modelo es 
factible obtener la información necesaria a 
través de sensores o dispositivos móviles, 
que será utilizada como entrada para 
nuestro modelo (Fig. 1). 
También se han desarrollado 
modelos de simulación híbrida [TPL12] 
que consiste en dos sub-modelos 
denominados ambiental (EsM) y peatón 
[PsM]. Este modelo junto con la 
metodología computacional permite 
construir ambientes artificiales poblados 
con agentes autónomos que son capaces de 




La línea de investigación y las técnicas 
descriptas en la sección anterior involucra 
una serie de desarrollos individuales que 
en su conjunto logran obtener el objetivo 
planteado. Este objetivo contempla el 
modelado y diseño de sistemas complejos 
mediante diferentes herramientas, algunas 
de las cuales han sido desarrolladas por los 













Mediante estas herramientas se 
pretende facilitar el entendimiento del 
sistema, realizar profiling a la ejecución de 
los algoritmos y mejorar el análisis de 
resultados. 
 
Los resultados obtenidos hasta el momento 
son: 
•Evaluar el beneficio de la colaboración 
entre un motor de búsqueda Web y un 
proveedor de servicio de internet (ISP) 
[Ros14]. En particular, en este trabajo se 
propone utilizar una jerarquía de  
memorias cachés ubicadas en los nodos de 
las redes P2P y en el servidor ISP, con el 
objetivo de reducir el tráfico de consultas 
dirigidas al motor de búsqueda. A cambio, 
el motor de búsqueda puede reducir los 
costos por acceder a él y entregar 
información más precisa respecto del 
tiempo de vida de los resultados.  
•En[Hid14] y[Gil14b] se realiza una 
evaluación del consumo de energía 
requerido tanto por la red de comunicación 
interna al ISP y la red de comunicación 
entre el ISP y el Motor de búsqueda. 
 
Los resultados esperados son: 
• Generar un modelo de las aplicaciones 
de gran escala. Modelar los 
componentes más relevantes y la 
comunicación entre los mismos. 
• Desarrollar simuladores secuenciales de 
las aplicaciones de gran escala. Validar 
los resultados de los simuladores y 
verificar que el comportamiento (flujo 
de datos y operaciones) sea correcto.  
Figura 1: Datos en tiempo real enviados a un modelo de simulación 
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• Proponer enfoques paralelos eficientes 
de los simuladores desarrollados. 
Utilizar estos simuladores para realizar 
estudios de capacity planning.  
• Transferencia de logros obtenidos. 
 
 
5. Formación de Recursos Humanos 
 
Actualmente, se cuenta con tres doctores 
en ciencias de la computación realizando la 
investigación y dirección de los 
doctorandos involucrados en la línea. Se 
cuenta con tres estudiantes de doctorando. 
Dos de ellos se encuentran en su segundo 
año de trabajo. El tercer doctorando se 
encuentra en du primer año, de iniciación a 
la investigación. El primer estudiante 
realiza su tesis en el desarrollo y estudio de 
modelos para la automatización del 
despliegue de aplicaciones en plataformas 
paralelas. El segundo estudiante, realiza su 
tesis doctoral en el estudio y desarrollo de 
plataformas escalables para casos de 
desastres naturales utilizando técnicas de 
crowdsourcing.  
Mediante este trabajo de 
investigación se podrán formar 
profesionales que puedan modelar, diseñar 
e implementar algoritmos eficientes 
(previamente evaluados y analizados con 
un mínimo porcentaje de error mediante 
las técnicas de modelado y simulación) que 
se ejecuten en sistemas complejos donde 
intervienen una gran cantidad de variables 
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La predicción del comportamiento de 
incendios forestales no es una tarea 
sencilla ya que dicho proceso se ve 
afectado por la falta de precisión o 
incertidumbre en los parámetros de 
entrada. En base a esto, resulta importante 
desarrollar métodos que permitan tratar la 
incertidumbre posibilitando la obtención 
de predicciones más precisas y 
confiables. En el proyecto que aquí se 
expone se propone el desarrollo de un 
método de reducción de incertidumbre 
denominado Sistema Estadístico 
Evolutivo Híbrido con Modelo de Islas 
(HESSIM). En HESSIM se plantea un 
método que combine la fuerza de tres 
metaheurísticas poblacionales evolutivas: 
Algoritmos Evolutivos (EA), Evolución 
Diferencial (DE) y Optimización por 
Cúmulo de Partículas (PSO), bajo un 
esquema de combinación colaborativa 
basado en migración mediante modelo de 
islas y HPC. HESSIM corresponde a la 
continuación de las líneas abiertas 
resultantes de proyectos previos en los 
cuales se implementaron dos versiones de 
ESS-IM: la primera con Algoritmos 
Evolutivos, y la segunda con Evolución 
Diferencial. De este modo surge la idea 
de desarrollar una versión híbrida en un 
único método, en vista del potencial 
aportado por cada una de las 
metaheurísticas poblacionales en forma 
aislada, y añadiendo además una tercera 
(PSO). Dado que las arquitecturas 
paralelas se han convertido en una 
herramienta importante en muchos 
campos de la ciencia por los beneficios 
que aporta a la hora de efectuar los 
cálculos, y debido a la naturaleza 
intrínsecamente paralela de las tres 
metaheurísticas elegidas, HESSIM se 
implementará siguiendo un esquema de 
procesamiento paralelo.  
 
Palabras clave: Evolución Diferencial, 
Algoritmos Evolutivos, Optimización por 
Cúmulo de Partículas, HPC, Reducción 
de Incertidumbre. 
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CONTEXTO 
El proyecto se encuentra en ejecución 
desde enero del presente año 2018, 
llevándose a cabo en el marco del 
LICPaD (Laboratorio de Investigación en 
Cómputo Paralelo/Distribuido) dentro del 
ámbito de la UTN-FRM. Cuenta con el 
financiamiento de la UTN a través del 
proyecto SIUTIME0004736TC y 
mantiene la línea de proyectos anteriores 
en los cuales se desarrolló inicialmente el 
método ESS (Evolutionary-Statistical 
System) [1], el cual fue evolucionando, 
pasando por diversas versiones 
incrementales que se comentan en la 




Las nociones iniciales que anteceden al 
presente proyecto provienen, en primer 
lugar, del método S2F2M (Sistema 
Estadístico para la Gestión de Incendios 
Forestales) [2, 3], el cual utiliza análisis 
estadístico y paralelismo. Este método 
realiza un elevado número de 
simulaciones sobre un conjunto de 
diferentes configuraciones de parámetros 
de entrada (tipo de vegetación, humedad, 
velocidad del viento, pendiente del 
terreno, etc.) denominados escenarios. 
Todos los escenarios posibles son 
generados en forma discreta considerando 
un cierto dominio a través de un 
experimento factorial [4] y el modelo es 
evaluado con cada conjunto de valores. 
Los resultados se combinan para 
determinar la tendencia en el 
comportamiento del modelo, ajustándolo 
con la observación actual del mismo. El 
patrón hallado es entonces considerado 
para la predicción del siguiente paso. 
Posteriormente a S2F2M se desarrolló el 
método ESS (Sistema Estadístico 
Evolutivo) [1], el cual corresponde a una 
mejora de S2F2M lograda mediante la 
introducción de Algoritmos Evolutivos 
(EA) [5], en su modalidad paralela (PEA) 
[6] (con un esquema de Única Población 
y Evaluación en Paralelo), para tratar de 
forma más eficiente la generación de 
escenarios (en ESS el concepto de 
“conjunto de escenarios” es reemplazado 
por el de “población de individuos”) 
donde un escenario particular define a un 
individuo. ESS, al igual que S2F2M, ha 
sido implementado en un entorno 
paralelo/distribuido. Seguidamente se 
realizó una variante de ESS en la que se 
incrementó el nivel de paralelismo del 
PEA con un esquema de Múltiples 
Poblaciones y Migración [6]. Esta 
implementación se denominó Sistema 
Estadístico Evolutivo con Modelo de Islas 
(ESS-IM, por sus siglas en inglés) [7]. 
ESS-IM ha permitido obtener mejores 
resultados que sus antecesores mediante 
el incremento de diversidad de individuos 
en el PEA, logrado mediante la iteración 
e interacción de múltiples poblaciones de 
individuos o islas. 
Si bien los resultados obtenidos con ESS-
IM han sido superiores a los de ESS y 
S2F2M [X], en este proyecto proponemos 
el desarrollo de una nueva versión de 
ESS-IM, donde la metaheurística central 
del sistema (en una versión EA y en otra 
DE) sea reemplazada por un modelo 
híbrido que combine el funcionamiento 
de varias metaheurísticas en un esquema 
colaborativo. Por ello es que hemos 
evaluado diversas opciones que 
permitiesen la mejora de los métodos 
actuales y el desarrollo de otras 
metodologías para resolver el problema 
de la incertidumbre de maneras más 
eficientes. En esta primera aproximación 
hemos elegido las metaheurísticas 
poblacionales a) Optimización por 
Cúmulo de Partículas (PSO) [9, 10], b) 
Algoritmos Evolutivos (EA) [5] y c) 
Evolución Diferencial [11], dadas sus 
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características y posibilidades de ser 
utilizados en el problema que nos 
concierne. Es importante mencionar que, 
si bien el método que se propone se 
desarrollará en el marco del presente 
proyecto, previamente hemos probado 
una versión preliminar, la cual 
implementamos sólo con Algoritmos 
Evolutivos y Evolución Diferencial. 
Dicha versión ha obtenido resultados 
alentadores, ya que ha superado los 
resultados de las metodologías 
previamente desarrolladas, sin considerar 
que aún resta realizar estudios más 
exhaustivos y concluir el esquema que 
incorpore a PSO. 
 
2. LÍNEAS DE INVESTIGACIÓN y 
DESARROLLO 
La predicción del comportamiento de los 
incendios forestales es considerada una 
herramienta muy útil, ya que permite 
determinar las zonas que serán afectadas 
por el fuego, ayudando a tomar medidas 
de evacuación y de gestión de recursos de 
forma eficiente. La predicción de 
cualquier fenómeno natural es una tarea 
compleja, tanto por el diseño de los 
modelos involucrados como así también 
por la presencia de incertidumbre en la 
información con la que dicho modelo es 
alimentado. En base a esto, la predicción 
de un incendio forestal no escapa a esta 
situación, ya que su comportamiento está 
determinado por una serie de parámetros 
que usualmente no pueden ser medidos en 
tiempo real. Esta falta de precisión en los 
parámetros de entrada impacta 
directamente en la salida del modelo, 
impidiendo a las técnicas de predicción 
clásicas [12, 13, 14] obtener predicciones 
aceptables. En este contexto, se debe 
recurrir a métodos de reducción de 
incertidumbre que permitan generar 
predicciones aceptables independiente-
mente de la imprecisión en los parámetros 
de entrada. 
En síntesis, la problemática existente a 
raíz de la falta de exactitud presente en 
los parámetros de entrada en cualquier 
modelo científico o físico, puede producir 
consecuencias dramáticas en la salida del 
mismo particularmente si se trata éste de 
un sistema crítico. Por tal razón, la 
presente línea de investigación consiste 
en el desarrollo de métodos 
computacionales (y en este proyecto en 
concreto el desarrollo de HESSIM), que 
se enfoquen en el tratamiento de la 
incertidumbre de los valores de entrada de 
modelos para lograr así una predicción lo 
más confiable posible por parte del 
mismo. El método propuesto en este caso 
utilizará como técnica de optimización 
una metaheurística híbrida basada en 
Algoritmos Evolutivos, Evolución 
Diferencial y Optimización por Cúmulo 
de Partículas, bajo un esquema de 
integración colaborativa. Es importante 
mencionar que HESSIM operará con un 
esquema de paralelización basado en islas 
con doble jerarquía master-worker, lo que 
le permitirá implementar las diferentes 
metaheurísticas con múltiples poblaciones 
y migración. Se supone que tal esquema 
ayudará a conseguir un mejor y mayor 
aprovechamiento del paralelismo 
potencial de tareas presente en el método. 
 
3. RESULTADOS ESPERADOS 
En primer lugar, se espera obtener 
mejoras en la calidad de la predicción 
alcanzada por el método, a raíz del 
incremento en la diversidad de casos 
lograda mediante la multiplicidad de 
poblaciones y la heterogeneidad provista 
por las distintas metaheurísticas 
involucradas. En segundo lugar, mejorar 
los tiempos de ejecución de la 
metodología. Para verificar tales mejoras, 
los resultados de HESSIM han de ser 
XX Workshop de Investigadores en Ciencias de la Computacio´n 909
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
comparados con los producidos por las 
versiones anteriores (ESS-IM, ESS y 
S2F2M) a través de una serie de 
experimentos que involucren la 
utilización de datos de incendios reales de 
diversas zonas forestales. Hasta el 
momento, los métodos han sido 
comparados a través de casos 
correspondientes a quemas controladas 
desarrolladas en el campo para tal fin. 
Por otra parte, el proyecto está enmarcado 
en una línea de investigación a más largo 
plazo, lo que asegura el avance científico 
por el interés de la propuesta y el tema 
planteado, lo cual brinda un amplio y 
prometedor campo de trabajo. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
Además de la innovación científica, se 
espera que el presente proyecto provea de 
medios económicos para el 
fortalecimiento de las líneas de 
investigación relacionadas y brinde 
soporte a las actividades que se 
desprendan del mismo. Tales líneas se 
extenderán mediante la incorporación de 
nuevos becarios y estudiantes avanzados, 
principalmente de la carrera de Ingeniería 
en Sistemas de Información, aunque no 
de forma excluyente, facilitando y 
propiciando de esta manera el 
acercamiento de los nuevos profesionales 
al área del HPC. Por su parte, a nivel de 
postgrado, y en particular referido a 
estudiantes de doctorado, esta línea de 
investigación cuenta con dos tesis de 
doctorado en curso que se espera estén 
concluyendo durante el primer año de 
proyecto: la primera, perteneciente al Ing. 
Miguel Méndez Garabetti, cuyo plan de 
tesis doctoral se relaciona con este 
proyecto, y la segunda, a cargo de la Lic. 
María Laura Tardivo, cuya temática 
también se vincula estrechamente, dado 
que se especializa en distintos métodos y 
posibilidades referentes a DE. Ambos 
cursan el doctorado en Ciencias de la 
Computación de la Universidad Nacional 
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El objetivo de esta línea de 
investigación es el estudio de la 
performance de las arquitecturas 
multiprocesador y Cloud Computing a 
través de modelos de simulación. 
Enfocando a la obtención de herramientas 
que permitan predecir la eficiencia del 
sistema ante posibles escenarios y 
reconfigurar el sistema físico. Analizando 
los diferentes componentes del sistema 
que pueden influir en las prestaciones 
significativamente y pueden llegar a 
modelarse y/o reconfigurarse. 
 
Palabras clave: Arquitecturas 
Multiprocesador. Simulación. Sistema 
E/S paralela. Modelado y Simulación 
basado en agentes (Agent-BasedModeling 
and Simulation, ABMS). Cloud 
Computing. CloudSim. 
Contexto 
Se presenta una línea de Investigación 
que es parte del Proyecto de Investigación 
“Modelado y Simulación en Cómputo de 
Altas Prestaciones (HPC). Aplicaciones 
en arquitecturas multiprocesador, 
sistemas paralelos y redes de datos” de la 
Universidad Nacional Arturo Jauretche 
(UNAJ), acreditado por resolución interna 
186/15. Además, el Proyecto integra el 
Programa “Tecnologías de la información 
y la comunicación (TIC) en aplicaciones 
de interés social” de la UNAJ. 
En el tema existe un convenio de 
colaboración en actividades de 
Investigación y Postgrado con el Instituto 
de Investigación en Informática – LIDI de 
la Universidad Nacional de La Plata. 
Además, se ha iniciado una colaboración 
en actividades de investigación con el 
Área de Computación del Instituto de 
Ciencias de la Universidad Nacional de 
General Sarmiento. 
Por otra parte, se tiene financiamiento 
en el marco del programa “Universidad, 
Diseño y Desarrollo Productivo” del 
Ministerio de Educación a través de 
varios proyectos aprobados en la UNAJ. 
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Introducción 
El crecimiento sostenido en la 
demanda del poder de cómputo remarca 
la necesidad de sistemas con enfoques de 
paralelización masiva y cómputo de alta 
performance (HPC, High Performance 
Computing) [1]. Los clusters se han 
convertido en uno de los enfoques 
principales para lograr paralelismo a bajo 
costo. Una noción extendida lo constituye 
la utilización de grid computing y más 
recientemente cloud computing. 
Independientemente de la solución, estos 
sistemas constan de un gran número de 
componentes incluyendo nodos de 
procesamiento, bancos de memoria, 
discos, entre otros. 
En cuanto a las herramientas de 
simulación, CloudSim es un framework 
desarrollado en Java que provee las APIs 
necesarias para que el usuario genere una 
simulación de un Data Center 
funcionando como servidor de nube capaz 
de simular la ejecución de CloudLets. 
 
Sistemas de E/S Paralela 
 
Las exigencias en los sistemas de E/S 
paralelos se han incrementado debido al 
aumento en número, velocidad y potencia 
de las unidades de procesamiento en los 
clusters. También las aplicaciones 
científicas que utilizan cómputo de altas 
prestaciones acrecientan estos 
requerimientos. 
En muchos casos, el cuello de botella 
de los sistemas paralelos es la E/S de 
estos sistemas dada las exigencias que 
debe afrontar [2]. La E/S Paralela es 
esencial para emparejar el avance de las 
arquitecturas de los procesadores y el 
rápido crecimiento de la capacidad 
computacional. Aunque la arquitectura 
jerárquica de memoria multinivel puede 
evitar grandes pérdidas de prestaciones 
debido a los retardos de acceso a disco, la 
capacidad de memoria es limitada. 
Además, como la capacidad 
computacional aumentará, la 
disponibilidad de memoria por core 
decrecerá, especialmente si la escala de 
los sistemas de HPC se proyecta a 
millones de cores o más. Varias 
simulaciones científicas y de ingeniería 
de áreas críticas de investigación, tales 
como la nanotecnología, astrofísica, clima 
y energía física están convirtiéndose en 
aplicaciones intensivas de datos. Para 
poder disminuir la brecha entre CPUs-E/S 
se deben identificar los factores que 
influyen en las prestaciones y proponer 
nuevas soluciones [3] [4]. 
En el área de tolerancia a fallas en 
sistemas de cómputo de alta prestaciones 
se puede notar la importancia de la unidad 
de E/S en las arquitecturas paralelas como 
un punto a mejorar para lograr cubrir las 
exigencias de las aplicaciones que utilizan 
HPC. Una manera de llevar a cabo este 
trabajo es utilizar técnicas de simulación 
para evaluar el efecto de los cambios de 
los factores con mayores influencias en 
las prestaciones del sistema de E/S 
paralelo. 
Se puede disminuir la complejidad y la 
probabilidad de errores en la generación 
de sistemas híbridos desarrollando una 
simulación específica de éstos utilizando 
diferentes frameworks [5] [6] [7]. 
Las aplicaciones científicas con un uso 
intensivo de datos utilizan software de 
E/S paralelo para acceder a archivos. 
Contar con una herramienta que permita 
predecir el comportamiento de este tipo 
de aplicaciones en HPC es de gran 
utilidad para los desarrolladores de 
aplicaciones paralelas. Por otro lado, 
ABMS ha sido utilizado para modelar 
problemas y sistemas complejos en 
diversas áreas de la ciencia. 
Evaluar las prestaciones del 
subsistema de E/S con diferentes 
configuraciones y la misma aplicación 
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permite adaptar la configuración de E/S 
teniendo en cuenta el patrón de acceso de 
la aplicación Pero también puede ser una 
gran ventaja analizar las necesidades de 
las aplicaciones antes de configurar el 
sistema físico. Una manera de predecir el 
comportamiento de las aplicaciones en el 
sistema de cómputo ante distintas 
configuraciones, es utilizando técnicas de 
modelado y simulación. 
Se está desarrollando modelos e 
implementando una simulación de la 
arquitectura de E/S paralela, por medio de 
técnicas de simulación basadas en agentes 
o Sistemas Multi-Agente, (MAS-
MultiAgentSystems), para evaluar el 
efecto de dimensionar el sistema de E/S o 
cambiar componentes como la red de 
almacenamiento, dispositivos de E/S, 
entre otros [8]. 
 
Simulación de arquitecturas de Cloud 
Computing 
 
CloudSim [9] [10] es un Framework 
de simulación generalizado y extensible 
que permite el modelado, la simulación y 
la experimentación de diferentes 
infraestructuras y servicios de 
aplicaciones de Cloud Computing. Un 
ejemplo de utilización es la simulación de 
muchos centros de datos.  
Su arquitectura consiste en entidades 
específicas que se representan como 
clases Java que pueden ser heredadas o 
instanciadas para simular experimentos. 
Estas clases representan centros de datos, 
hosts físicos, máquinas virtuales, 
servicios a ejecutar en los centros de 
datos, servicios en la nube de usuarios, 
redes internas centro de datos y consumo 
de energía de los hosts físicos y 
elementos de los centros de datos [11]. 
Además, CloudSim soporta la inserción 
dinámica de los elementos de simulación 
y proporciona aplicaciones de paso de 
mensajes y la topología de la red del 
centro de datos. 
Una definición importante de 
CloudSim es la de entidad. Una entidad 
es una instancia de un componente, que 
es una clase o un conjunto de clases que 
representan un modelo CloudSim 
(datacenter, host). El motor de simulación 
es capaz de simular el tiempo de 
ejecución de las apps ingresadas como 
Cloudlets con información básica [12]. 
La versatilidad de CloudSim es la 
principal ventaja del sistema. La 
integración de nuevos parámetros y 
conceptos de la simulación es 
implementada desde abstracciones 
preestablecidas convenientemente por los 
autores. Las abstracciones principales son 
SimEvent [13], SimEntity [14], 
DataCenterCharacteristics y Vm.  
En cada una de estas instancias es 
posible establecer el detalle del 
comportamiento y el estado de la 
simulación teniendo en cuenta el alcance 
del modelado que se planifica. 
El aporte de un desarrollo de nuevos 
actores al componente Vm (Virtual 
Machine) posibilita que por medio de 
simulación se obtengan métricas de 
entrada/salida SAAS, PAAS o IAAS 
desarrollada con objetos que heredan de 
SimEvent y de SimEntity. En éste 
desarrollo se obtienen más detalles a la 
integración de éstos elementos en las 
características del objeto Vm qué es el 
componente principal en los sistemas 
Cloud. Las estadísticas que aporta la 
nueva implementación de Vm, que se 
denomina SyntethicVm, son de gran 
interés ya que dan soporte a un espacio de 
memoria ram en tiempos de simulación. 
Dicho espacio de memoria principal está 
controlado por otro componente de 
SyntethicVm que es capaz de procesar 
instrucciones guardadas en el espacio de 
memoria sintético denominado 
RamEntity. Si las instrucciones se 
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guardan lógicamente, la nueva versión de 
Vm es capaz de administrar procesos en 
la nueva capa de ejecución [15].  
 
Líneas de Investigación, Desarrollo e 
Innovación 
Temas de Estudio e Investigación 
 
▪ Arquitecturas multiprocesador para 
procesamiento paralelo: 
multiprocesador de memoria 
compartida, multiprocesador on-chip 
de memoria distribuida. Multicore, 
Clusters, Clusters de multicore. Grid. 
Cloud. 
▪ Arquitectura de E/S paralela 
considerando el software, hardware, 
comunicaciones entre módulos y 
dispositivos de almacenamiento. 
▪ Modelado y simulación basada en 
agentes. 
▪ Nuevos aportes de desarrollos que 
mejoren los modelos de simulaciones 
con CloudSim para el análisis de la 
performance en sistemas de 
arquitecturas de software de Cloud 
Computing.  
 
Resultados y Objetivos 
Investigación experimental 
 
▪ Diseño y desarrollo de modelos 
mediante técnicas de Modelado y 
simulación basada en agentes 
(ABMS) para analizar el 
comportamiento de las distintas capas 
de la pila de software de E/S. 
 
▪ Utilización de agentes para generar la 
funcionalidad de los elementos físicos 
(procesadores, memoria, buses, 
drivers, entre otros) como así también 
de las interfaces en las arquitecturas 
de E/S. 
 
▪ Análisis y modelado de librerías de 
archivos para aplicaciones que 
utilizan cómputo de altas 
prestaciones-HPC. Se ha utilizado 
Amazon Web Services para creación 
de cluster virtuales y obtener métricas 
de la pila de software de E/S. 
 
▪ Desarrollo de pruebas de conceptos 
con el modelo inicial del sistema de 
archivos paralelos utilizando el 
framework NetLogo. 
 
▪ Obtención de un método de desarrollo 
de nuevos actores genéricos 
CloudSim que mejoran el modelado y 
la producción de estadísticas virtuales. 
 
▪ Implementación de soportes de 
memoria principal en tiempos de 
simulación. Se los activa como 
componentes de las máquinas 
virtuales procesadoras de cloudlets. 
 
▪ Implementación de la entidad que 
procesa instrucciones en el espacio de 
memoria de las máquinas virtuales. Se 
vinculan exitosamente los tiempos de 
procesamiento de un cloudlet y las 
instrucciones asignadas a las 
máquinas virtuales. El objetivo a 
mediano plazo es el contraste con las 
estadísticas de un despliegue de 
hardware que proporcione estadísticas 




Formación de Recursos Humanos 
Dentro de la temática de la línea de I/D 
se participa en el dictado de la carrera de 
Ingeniería en Informática de la UNAJ. 
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También aportan trabajos de alumnos de 
las materias Redes de Computadoras 2 y 
Programación en Tiempo Real. 
Durante 2017 se han realizado 2 
publicaciones nacionales y 1 
internacional. 
En esta línea de I/D existe cooperación 
a nivel nacional e internacional. Hay un 
investigador realizando su Doctorado, 2 
becarios EVC CIN y 3 alumnos 




1. Grama A, Gupta A, Karypis G, Kumar V. 
“Introduction to parallel computing”. 
SecondEdition. Pearson Addison Wesley, 
2003. 
2. H Hennessy, J. L., Patterson, and D. A., 
Computer Architecture, Fourth Edition: A 
Quantitative Approach. San Francisco, CA, 
USA: Morgan Kaufmann Publishers Inc., 2006. 
3. J. M. May, Parallel I/O for high performance 
computing. San Francisco, CA, USA: Morgan 
Kaufmann Publishers Inc., 2001. 
4. V. Balaji, Earth system modelling – Volume 4. 
IO and Postprocessing. Springer, 2013. 
5. D. Encinas, Utilización de un reloj global para 
el modelado de un ambiente simulado 
distribuido. XVIII Congreso Argentino de 
Ciencias de la Computación. 2012 
6. D. Encinas, Simulación de una red CAN para 
dimensionar las comunicaciones de una IMU. 
VII Congreso Argentino de Tecnología 
Espacial. 2013. 
7. D. Black, SystemC: From the Ground Up. 
Second Edition, Springer, 2010. 
8. D. Encinas et al.,Modeling I/O System in HPC: 
An ABMS Approach. The Seventh 
International Conference on Advances in 
System Simulation (SIMUL), ISBN: 978-1-
61208-442-8, 2015. 
9. R. Calheiros, R. Ranjan, A. Beloglazov, C. De 
Rose and R. Buyya “CloudSim: a toolkit for 
modeling and simulation of cloud computing 
environments and evaluation of resource 
provisioning algorithms” Published online 24 
August 2010 in Wiley Online Library 
(wileyonlinelibrary.com). DOI: 
10.1002/spe.995. 
10.  http://www.cloudbus.org/cloudsim 2018. 
11.  Hamza Ouarnoughi, Jalil Boukhobza,  
Frank Singhoff, Stephane Rubini, Erwann 
Kassis. “Considering I/O Processing in 
CloudSim for Performance and Energy 
Evaluation”. OpenStack Cloud Software: Open 
source software for building private and public 
clouds. © Springer International Publishing AG 
2016 M. Taufer et al. (Eds.): ISC High 
Performance Workshops 2016, LNCS 9945, 
pp. 591–603, 2016. DOI: 10.1007/978-3-319-
46079-6 40. 
12.  Kushang Parikh, Nagesh Hawanna, 
Haleema. P.K, Jayasubalakshmi.R and 
N.Ch.S.N.Iyengar. School of Computing 
Science and engineering Vellore Institute of 
Technology, Tamil Nadu,“Virtual Machine 
Allocation Policy in Cloud Computing Using 
CloudSim in Java.” 2015. 
13. www.icsa.inf.ed.ac.uk/research/groups/h
ase/simjava 2018. 
14.  F. Howell, R Mc Nab. A discrete event 
simulation library for java. International 
Conference on Web-Based Modeling and 
Simulation. 1998. 
15. D. Rosatto, R. Bond, M. Belizán, M. 
Morales, D. Encinas. Modelado y simulación 
de arquitecturas de Cloud Computing con 
CloudSim: comunicación entre entidades. 
XXIII Congreso Argentino de Ciencias de la 
Computación. ISBN 978-950-34-1539-9. 2017 
XX Workshop de Investigadores en Ciencias de la Computacio´n 916
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
Performance de cloud computing para HPC: despliegue y seguridad. 
Brian Galarza1, Gonzalo Zaccardi1,2, Maximiliano Belizán1, Jorge Osio1, David Duarte1, 
Martin Morales1,3, Diego Encinas1,4 
 
1Instituto de Ingeniería y Agronomía  -  Universidad Nacional Arturo Jauretche 
2Dirección Tecnológica – Universidad de Palermo 
3Unidad CodApli  -  Facultad Regional La Plata  -  UTN 
4Instituto de Investigación en Informática LIDI (III-LIDI)  -  Facultad de Informática  -  
UNLP – Centro Asociado CIC 
 
bgalarza@unaj.edu.ar, gzacca@palermo.edu, maximiliano.h.belizan@gmail.com, 





El objetivo de esta línea de 
investigación es el estudio de la 
performance de las arquitecturas tipo 
cloud a través del despliegue de IaaS y 
utilización de IaaS públicos, en particular 
en el área de cómputo paralelo de altas 
prestaciones (HPC). Enfocando a la 
obtención de herramientas que permitan 
predecir la eficiencia del sistema ante 
posibles escenarios. Analizando los 
diferentes componentes del sistema que 
pueden influir en las prestaciones 
significativamente y pueden llegar a 
modelarse y/o configurarse. 
 
Palabras clave: Arquitecturas 
Multiprocesador. Cloud Computing. 
OpenStack. Simulación. 
Contexto 
Se presenta una línea de Investigación 
que es parte del Proyecto de Investigación 
“Modelado y Simulación en Cómputo de 
Altas Prestaciones (HPC). Aplicaciones 
en arquitecturas multiprocesador, 
sistemas paralelos y redes de datos” de la 
Universidad Nacional Arturo Jauretche 
(UNAJ), acreditado por resolución interna 
186/15. Además, el Proyecto integra el 
Programa “Tecnologías de la información 
y la comunicación (TIC) en aplicaciones 
de interés social” de la UNAJ.  
Por otra parte, se tiene financiamiento en 
el marco del programa “Universidad, 
Diseño y Desarrollo Productivo” del 
Ministerio de Educación a través de 
varios proyectos aprobados en la UNAJ. 
 
Introducción 
Cloud Computing es un paradigma que 
está en constante crecimiento durante 
estos últimos años, cada vez más 
compañías y grupos de investigación 
trabajan en conjunto con el fin de explotar 
las oportunidades ofrecidas por el mismo 
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[1]. Dicho paradigma ofrece muchas 
ventajas, tales como el bajo costo de 
implementación, ya que no se necesitan 
computadoras de última tecnología 
debido a que éstas trabajan conjuntamente 
(Clustering) con la posibilidad de escalar 
horizontalmente de manera sencilla. 
Además, hay software Open Source 
disponible para los nodos en el clúster 
como las infraestructuras Eucalyptus, 
OpenNebula, CloudStack u OpenStack 
integradas con GNU/Linux y 
compatibles, por ejemplo, con Amazon 
WebServices. 
 
Despliegue de IaaS 
 
Las comunicaciones en Cloud 
Computing son una parte fundamental del 
paradigma que consisten en utilizar 
distintos nodos y lograr hacerlos 
funcionar conjuntamente. 
Para lograr una comunicación entre 
estos nodos se propone utilizar 
OpenStack [2]. 
OpenStack es un software de código 
abierto que permite la implementación de, 
por ejemplo, una “Infraestructure as a 
Service” (IaaS) a través de múltiples 
servicios que, de manera coordinada, 
cumplen diferentes propósitos para lograr 
el correcto funcionamiento de dicha 
infraestructura. Algunos de los servicios 
ofrecidos por OpenStack son: hypervisor 
(Nova), autentificación (Keystone), 
Imagenes (Glance), Dashboard (Horizon) 
y block storage (Cinder). Según las 
necesidades se pueden requerir de ciertos 
servicios u otros. La Arquitectura 
básicamente consiste en dos tipos de 
nodos: “Compute Node” y “Controller 
Node”. Se llaman Compute Node a todos 
aquellos que se encargan del 
procesamiento de servicios específicos 
mientras que Controller Node es aquel 
que comunica a cada uno de los anteriores 
[3] [4] [5].  
La implementación de estas 
infraestructuras ofrece ventajas en las 
cuales los clústers  virtualizados trabajan 
en conjunto ofreciendo un buen 
rendimiento a bajos costos y con 
posibilidad de escalabilidad al poder 
agregar mayor cantidad de nodos para 
procesamiento de manera sencilla. 
Fuel es una herramienta Desarrollada 
por Mirantis en la cual se ejecuta un 
script que permite configurar, de manera 
más amigable respecto a OpenStack, los 
recursos que se desean otorgar a la 
infraestructura, como la cantidad de 
nodos, los núcleos de procesador, la 
memoria RAM, entre otros [6]. 
Fuel trabaja con un nodo master el cual 
es el encargado de controlar a los nodos 
slaves que contendrán la infraestructura 
OpenStack. Es decir, desde el nodo Fuel 
Master se indican qué paquetes se van a 
instalar en cada nodo slave (Glance, 
Nova-Compute, Keystone, etc.) para 
luego en los slaves tener armados los 
nodos compute y controller, sin necesidad 
de realizar configuraciones manuales en 
cada uno de los mismos. 
 
Seguridad en arquitecturas de 
Cloud Computing 
 
Aunque Cloud Computing tiene 
muchos beneficios, el uso inadecuado 
puede conllevar a pérdidas de datos 
sensibles para el usuario y el proveedor. 
Entre los principales riesgos y problemas 
de seguridad/privacidad se puede destacar 
los siguientes: Falta de control de datos, 
Ambigüedad de responsabilidad entre el 
usuario y el proveedor, autenticación y 
autorización, error de aislamiento, 
cumplimiento y riesgos legales, manejo 
de incidentes de seguridad, vulnerabilidad 
de la interfaz de administración, 
protección de aplicaciones y de datos, 
indisponibilidad del servicio, bloqueo del 
proveedor, eliminación de los datos 
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inseguros o incompletos, visibilidad y 
auditoría y seguridad [7] con la 
virtualización (ataques entre MVs, MVs 
inactivas desactualizadas, falta de 
monitoreo y registro de MVs, Host con 
MVs seguras e inseguras y ataques DoS 
por uso no autorizado de recursos 
compartidos) [8]. 
Es importante crear un modelo de 
seguridad de datos, para prevenir los 
problemas antes mencionados, que 
proporcionen seguridad en los: datos para 
procesar (encriptación homomórfica, 
ejemplo: Unpadded RSA), datos de 
transmisión (certificados SSL, ejemplo: 
HTTPS), datos de almacenamiento 
(encriptación, ejemplo: AES), 
administración de claves (ejemplo: 
HSM), Autenticación y autorización 
(autenticación de dos factores, ejemplo: 
Token), protección de usuario (alentar el 
encriptado de datos sensibles antes de 
subir) y controles de uso (Firewalls) [9]. 
OpenStack cuenta con un servicio 
llamado Keystone que ayuda en la 
autenticación y autorización distribuida 
de clientes, esto con apoyo de la 
encriptación de la base de datos, 
comunicación sobre capas seguras y el 
uso de Firewall, como Iptables, puede 
ayudar a proveer un Cloud más confiable 
[10]. 
Finalmente se propone la 
implementación de seguridad en la capa 
física. Ésta, va más allá del uso de 
OpenStack, ya que se busca cierta 
restricción al acceso físico de los equipos 
proveedores del servicio Cloud de 
OpenStack. 
Estas implementaciones, más las 
actualizaciones en los distintos 
dispositivos (equipos, router, etc.) y 
software (OpenStack, iptables, etc) que se 
utilicen. 
Líneas de Investigación, 
Desarrollo e Innovación 
Temas de Estudio e Investigación 
 
 Arquitecturas multiprocesador para 
procesamiento paralelo: 
multiprocesador de memoria 
compartida, multiprocesador on-chip 
de memoria distribuida. Multicore, 
Clusters, Clusters de multicore. Grid. 
Cloud. 
 Plataformas de software para 
implementar y administrar Clouds 
públicos, privados e híbridos. 





Resultados y Objetivos 
Investigación experimental 
 
 Implementación de un IaaS encargado 
de realizar operaciones en 
procesamiento paralelo aumentando la 
eficiencia y reduciendo los costes 
generados. 
 
 Implementación de OpenStack 
Dashboard y de un sistema 
desarrollado para poder 
controlar/administrar de manera 
visual (web) y más básica cada uno de 
los servicios. 
 
 Utilización de Fuel para administrar 
OpenStack como sistema de 
administración de nube (Cloud 
Computing) a partir de la 
infraestructura de 2 nodos compute y 
1 controller [11]. 
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 Lograr escalabilidad agregando 
nuevos nodos compute a la 
infraestructura obteniendo un mayor 
performance en el sistema. 
 
 Analisis del rendimiento de un Cloud 
prívado en la ejecución de instancias 
personalizadas. 
 
 Ejecutar sobre el modelo de nodos 
implementado en OpenStack la 
distribución GNU/Linux Hetnux, 
desarrollada en la UNAJ en el marco 
del programa “Universidad, Diseño y 
Desarrollo Productivo 2014”. 
 
 Ejecutar diferentes benchmarks en la 
infraestructura desplegada sobre 
OpenStack para así comparar los 
resultados obtenidos con 
infraestructuras similares montadas en 
Azure y Amazon  y poder realizar un 
análisis del rendimiento en cada caso. 
 
 Implementación de un modelo de 
seguridad en un IaaS. 
 
 Comprobar las mejoras prácticas para 
la seguridad de Cloud y modificar el 
modelo de seguridad, de ser 
necesario, para una mayor robustez. 
 
 Como resultado del modelo de 
seguridad se espera un servicio de 
infraestructura Cloud que proteja los 
servicios usados y los datos generados 
por los usuarios. 
 
Formación de Recursos Humanos 
Dentro de la temática de la línea de I/D 
se participa en el dictado de la carrera de 
Ingeniería Informática de la UNAJ. 
También aportan trabajos de alumnos de 
las materias Sistemas Operativos 1, Redes 
de Computadoras 2, Programación en 
Tiempo Real y Organización y 
Arquitecturas de Computadoras. 
Durante 2017 se han realizado 3 
publicaciones nacionales. 
En esta línea de I/D existe cooperación 
a nivel nacional. Hay 2 investigadores 
realizando carreras de postgrado, 2 
becarios de grado (EVC CIN y 
entrenamiento CIC) y 2 alumnos 
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El procesamiento paralelo se ha 
convertido en un recurso muy utilizado 
para el procesamiento de datos y la 
resolución de problemas en diversos 
campos de la ciencia y la ingeniería.  Sin 
embargo, el paradigma paralelo conlleva 
una complejidad considerable dado que  
involucra un gran número de aspectos no 
funcionales (como granularidad, técnica 
de descomposición y/o asignación, grado 
de concurrencia, etc.) que pueden 
impactar negativamente en el rendimiento 
de las aplicaciones. Mitigar dicho efecto 
negativo requiere de un cierto dominio y 
experiencia en su manejo, lo cual suele 
resultar prohibitivo para el usuario no 
experto en informática y en paralelismo 
en particular. Es por ello que tanto el 
proceso de desarrollo de aplicaciones 
paralelas como el proceso de 
sintonización de las mismas constituyen 
importantes desafíos a la hora de abordar 
un problema de manera paralela y 
eficiente. El Proceso de Sintonización 
comporta una serie de etapas sucesivas  
mediante las cuales las aplicaciones son  
instrumentadas, monitorizadas, analizadas 
y sintonizadas (o ajustadas) de acuerdo a 
las características del problema que 
presentan o al entorno de ejecución, con 
el fin de mejorar su rendimiento y hacer 
un mejor aprovechamiento de los 
recursos. Sin lugar a dudas, el proceso de 
sintonización requiere un grado de 
conocimiento de la aplicación, el 
paradigma paralelo y los problemas de 
sintonización que usualmente lo vuelve 
una tarea muy difícil y restrictiva para 
lograr un rendimiento adecuado, sobre 
todo cuando de usuarios no expertos se 
trata. El presente proyecto propone 
abordar la sintonización automática de 
aplicaciones paralelas basadas en 
Evolución Diferencial.  
 
Palabras clave: Evolución Diferencial, 
Algoritmos Evolutivos, Sintonización 
Automática, HPC, Problemas de 
Rendimiento, Problem Solver.   
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CONTEXTO 
Este proyecto se enmarca en una línea  de 
investigación que se viene desarrollando 
en los últimos años en el ámbito del 
LICPaD (Laboratorio de Investigación en 
Cómputo Paralelo/Distribuido) en la 
UTN-FRM. La misma se centra en el 
desarrollo de un entorno denominado 
EDDSAP (Entorno de Especificación, 
Desarrollo y Sintonización de 
Aplicaciones Paralelas [2, 3]), que integra 
la automatización de los procesos de 
desarrollo y sintonización de aplicaciones 
paralelas basadas en diferentes problem 
solvers. En este proyecto particular, se 
propone trabajar sobre el problem solver 
Evolución Diferencial, y actualmente se 
espera obtener financiamiento a través del 
proyecto SIUTNME0004819 (UTN) el 




La Evolución Diferencial (ED) [7] 
constituye una metaheurística poblacional 
[4] muy utilizada para la resolución de 
problemas de optimización, basada en 
diferencia de vectores para el tratamiento 
de la población. Cada paso evolutivo 
incluye tres fases, a saber: la mutación, el 
cruzamiento y la selección/reemplazo. El 
operador de mutación es el que 
efectivamente aplica la diferencia de 
vectores entre los miembros de la 
población corriente para determinar el 
grado y la dirección de los individuos 
resultantes. Se han estudiado y analizado 
las diferentes posibilidades de 
paralelización de ED, tanto para potenciar 
la calidad de los resultados obtenidos 
como la velocidad de procesamiento del 
método, lo cual ha incluido la revisión del 
estado del arte en la materia. En 
consecuencia, hemos considerado tres 
posibilidades de paralelización, basadas 
en diferentes variantes del modelo de 
islas con migración [8], e implementadas 
sobre un modelo Master/Worker con 
topología de anillo (a uno o dos niveles).  
Una de las posibilidades se denomina 
modelo subpoblacional, pues una única 
población es dividida por el master en 
subpoblaciones procesadas por cada isla o 
worker. Otra de las posibilidades, 
denominada modelo de islas clásico, en 
la que cada isla maneja su propia 
población completa. La tercera 
posibilidad se denomina modelo 
jerárquico de islas, y compone los dos 
modelos anteriores de forma jerárquica. 
El algoritmo maneja múltiples 
poblaciones, que son procesadas por islas 
independientes, dotadas cada una de 
varios workers que realizan los cálculos. 
Los resultados obtenidos [9] permitieron 
concluir que el modelo subpoblacional 
reduce el tiempo total de ejecución, en 
detrimento de la calidad de las soluciones, 
que disminuye dado el tamaño de las 
subpoblaciones; que usando el modelo de 
islas clásico los resultados mejoran 
notablemente en detrimento del tiempo de 
ejecución; y que en el modelo jerárquico 
de islas el algoritmo alcanza una relación 
de compromiso entre la calidad de las 
soluciones y el tiempo de ejecución. Los 
tres modelos han sido implementados, y 
asimismo, se ha trabajado en la 
calibración a diferentes niveles de todos 
ellos a fin de ajustar su comportamiento y 
mejorar la calidad general del 
funcionamiento. Para ello fue diseñado un 
conjunto de experimentos a fin de 
ejecutar diferentes combinaciones de 
parámetros y problemas para cada 
prototipo desarrollado. Los resultados 
obtenidos han sido analizados a fin de 
establecer la incidencia de cada 
parámetro, lo cual resulta de suma 
importancia para la determinación de los 
parámetros factibles de ser sintonizados 
estática y/o dinámicamente y así 
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identificar los problemas de rendimiento 
típicos de las aplicaciones paralelas, y 
específicos de la ED. Uno de los 
objetivos más importantes dentro de este 
proyecto consiste en encapsular todo este 
conocimiento, mediante el modelado del 
algoritmo ED y la definición de un 
modelo de rendimiento del mismo, que 
provea los elementos necesarios para 
abordar la sintonización del método de 
forma automática y dinámica. Que la 
sintonización sea automática, significa 
que las técnicas, capacidades, y 
conocimiento de rendimiento estarán 
incorporadas en la propia aplicación de 
forma automática, y como consecuencia 
el usuario no tendrá necesidad de 
responsabilizarse de la sintonización, sino 
que resultará una capacidad incluida en la 
aplicación de forma transparente para el 
usuario, lista para ser utilizada. Ello 
representa una gran ventaja dado que le 
da acceso al usuario  a la reutilización de 
conocimiento experto en el análisis y 
resolución de problemas de rendimiento, 
sin necesidad de involucrarse en ninguna 
etapa del complejo proceso de 
sintonización. 
Previo el avance en tal sentido se ha 
seleccionado un caso de aplicación 
particular de ED: la predicción de 
incendios forestales, trabajando sobre la 
representación de la información y el 
procesamiento de la misma, y diseñando 
una serie de experimentos que permitan 
analizar el impacto de los diferentes 
parámetros en la calidad de la ejecución 
del caso de aplicación. Por otro lado, se 
realizó un estudio comparativo [6] entre 
la predicción de incendios utilizando esta 
versión paralela de ED frente a otros 
métodos ya conocidos de predicción de 
incendios forestales [1, 5], para así 
evaluar la efectividad y eficiencia del 
método, cuestión en la que se continúa 
trabajando, dado que dicha comparación 
requiere además afrontar la sintonización 
del método para mejorar su efectividad. 
 
 
2. LÍNEAS DE INVESTIGACIÓN y 
DESARROLLO 
Esta línea de investigación tiene como 
objetivo general el desarrollo de un 
Entorno de Especificación, Desarrollo y 
Sintonización de Aplicaciones Paralelas 
(EEDSAP). El mismo ha sido concebido 
como un entorno integral para el 
desarrollo y la sintonización de 
aplicaciones paralelas, que hace 
transparente los aspectos relacionados 
con el diseño de aplicaciones paralelas y 
el proceso de sintonización automática y 
dinámica de las mismas, por medio de la 
utilización de esqueletos, plantillas e 
instrumentación de rendimiento. Estas 
características lo hacen especialmente útil 
para usuarios no expertos en paralelismo, 
sintonización, y hasta en programación, 
dado que el entorno ofrece una interfaz 
declarativa, por lo que no se requieren 
conocimientos específicos de 
programación por parte del usuario. En 
términos de intervención del usuario en el 
ciclo de vida de la aplicación, EEDSAP 
propone una primera fase cooperativa en 
la que el usuario describe el problema, 
una segunda fase automática en la que se 
genera el código de la aplicación y se lo 
dota de capacidades para su sintonización 
a partir de la interpretación de un 
esqueleto con la información provista por 
el usuario en la especificación; 
finalmente, en una tercera fase dinámica 
(es decir durante la ejecución) los 
parámetros de ejecución de la aplicación 
son sintonizados o ajustados a fin de 
alcanzar un rendimiento superior y una 
utilización más eficiente de los recursos 
computacionales involucrados, de 
acuerdo al estado del entorno de 
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ejecución. En este proyecto se dará 
tratamiento al problem solver Evolución 
Diferencial a fin de extender esta 
aproximación y así ampliar el uso y 
utilidad de EEDSAP.  
 
 
3. RESULTADOS ESPERADOS 
El principal aporte que se espera alcanzar 
es la dotación del método evolución 
diferencial con la capacidad de ajustar 
automática y dinámicamente aquellos 
parámetros de funcionamiento que 
permitan alcanzar una ejecución más 
eficiente. Tal capacidad será heredada por 
todas aquellas aplicaciones que se 
generen automáticamente a partir de él,  
dado que tanto el método ED como su 
modelo de rendimiento serán 
encapsulados en un módulo de software 
que permita generar aplicaciones 
paralelas sintonizables basadas en ED, 
haciendo transparentes tanto los 
conceptos de paralelismo como los de 
sintonización a la hora de desarrollar la 
aplicación. En otras palabras, el aporte 
general que se espera consiste en ofrecer 
una herramienta que requiera del usuario 
mínimos conocimientos relacionados con 
el paradigma paralelo, lenguajes de 
programación, lenguajes de 
especificación, mientras que ofrezca un 
entorno amigable e integral tanto para el 
desarrollo como para la sintonización 
automática de aplicaciones paralelas 
basadas en ED. Ello constituirá una 
contribución importante también para la 
línea de investigación que enmarca a este 
proyecto, cuyo objetivo se centra en el 
desarrollo de un entorno que integre el 
desarrollo automático con la 
sintonización, donde se espera que ambos 
procesos resulten transparentes al usuario, 
a la hora de crear y utilizar aplicaciones 
paralelas, y como parte del cual se 
incorporará ED como un nuevo problem 
solver de desarrollo y sintonización. Tales 
características resultan primordiales en 
una herramienta pensada para usuarios no 
expertos, tanto en el campo del 
paralelismo, como en el de la 
sintonización, e incluso de los propios 
métodos de resolución (sean algoritmos 
genéticos, evolución diferencial, o 
cualquier otro que se integre a EEDSAP). 
Otro aporte importante que se espera 
alcanzar es la definición de un modelo de 
rendimiento de ED que encapsule la 
representación de las características del 
funcionamiento del problem solver, y 
permita analizar los problemas de 
rendimiento que manifiesta.  
 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
La temática propuesta por este proyecto 
permite continuar con la formación de los 
distintos integrantes del grupo de trabajo, 
de forma complementaria a la formación 
adquirida hasta el momento, ahora en el 
campo del análisis y sintonización de 
software basado en evolución diferencial. 
En el caso particular de la Lic. Tardivo y 
el Ing. Méndez, su participación en el 
proyecto, el estudio, experimentación y 
puesta en marcha de los procesos de 
análisis y sintonización de 
metaheurísticas como la evolución 
diferencial, será fundamental como 
elemento para su formación en el área de 
sintonización de aplicaciones paralelas, 
aplicable a sus respectivos planes de 
trabajo. Ambos estudiantes cursan el 
Doctorado en Ciencias de la Computación 
de la Universidad Nacional de San Luis, y 
revisten como becarios doctorales de 
CONICET. Asimismo, el grupo de 
trabajo siempre está abierto a la 
incorporación de nuevos integrantes (de 
grado o postgrado) que deseen 
XX Workshop de Investigadores en Ciencias de la Computacio´n 925
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4





[1] Bianchini, G., Caymes Scutari, P., 
Méndez Garabetti, M., Evolutionary-
Statistical System: a Parallel Method 
for Improving Forest Fire Spread 
Prediction, Journal of Computational 
Science (JOCS, Elsevier). Vol. 6, pp. 
58-66, 2015.  
DOI: 10.1016/j.jocs.2014.12.001 
[2] P. Caymes Scutari, G. Bianchini, 
Environment for the Automatic 
Development and Tuning of Parallel 
Genetic Algorithms. Proceedings of 
40 JAIIO at the High-Performance 
Compu฀ng Symposium (HPC 2011, 
ISSN: 1851-9326) (2011) 17 a 20. 
[3] P. Caymes Scutari, G. Bianchini, A. 
Sikora, T. Margalef, Environment for 
Automatic Development and Tuning 
of Parallel Applications. Proceedings 
of the 2016 International Conference 
on High Performance Computing & 
Simulation (HPCS 2016) ISBN: 978-
1-5090-2088-1/16/$31.00 ©2016 
IEEE pp. 743-750. DOI: 
10.1109/HPCSim.2016.7568409. 
[4] Goldberg, D.E., Genetic and 
evolutionary algorithms, Come of 
age, Communications of the ACM, 37 
(3) pp. 113119, 1994. 
[5] Méndez-Garabetti, M., Bianchini, G., 
Tardivo, M. L., & Caymes-Scutari, P., 
Comparative analysis of performance 
and quality of prediction between ESS 
and ESS-IM. Electronic Notes in 
Theoretical Computer Science, 314, 
45–60, 2015. DOI: 
10.1016/j.entcs.2015.05.004 
[6] Tardivo, M.L., Caymes Scutari, P., 
Bianchini, G., Méndez Garabetti, M., 
Cencerrado, A., Cortés, A., A 
comparative study of evolutionary 
statistical methods for uncertainty 
reduction in forest ﬁre propagation 
prediction. Procedia Computer 
Science, 108, 2018–2027, 2017. 
DOI: 10.1016/j.procs.2017.05.252 
[7] R. Storn, K. Price, Differential 
Evolution - A simple and efficient 
adaptive scheme for global 
optimization over continuous spaces, 
Technical Report TR-95-012, 
Berkeley, CA (1995). 
[8] E.G. Talbi, Metaheuristics: From 
Design to Implementation, John 
Wiley & Sons, Hoboken, New Jersey 
(2009). 
[9] M.L. Tardivo, P. Caymes-Scutari, M. 
Méndez-Garabeti, G. Bianchini, 
Parameters Calibration for Parallel 
Differential Evolution based on 
Islands. XIII Workshop 
Procesamiento Distribuido y Paralelo, 
CACIC 2013. 296-305, 2013. 
 
XX Workshop de Investigadores en Ciencias de la Computacio´n 926
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
Garantizando la consistencia de JavaScript en un contexto de memoria 
compartida 
Matías Teragni, Gonzalo Zabala, Ricardo Morán, Sebastián Blanco. 
Centro de Altos Estudios en Tecnología Informática 
Facultad de Tecnología Informática 
Universidad Abierta Interamericana  
Av. Montes de Oca 745, Ciudad Autónoma de Buenos Aires, República Argentina 
(+54 11) 4301-5323; 4301-5240; 4301-5248 




El propósito de este proyecto es      
diseñar e implementar un conjunto de      
librerías, técnicas y funcionalidades que     
permitan, dado un sistema distribuido de      
memoria compartida, generar código    
javascript que ejecute haciendo uso de los       
diversos nodos presentes prestando    
garantías sobre la consistencia del     
programa ejecutado, y brindando las     
herramientas necesarias para poder    
garantizar la semántica del código escrito      
por el programador, y su predictibilidad a       
la hora de ejecutar.  
 
Palabras clave: ​Programación 
Distribuida, Consistencia, Javascript 
Contexto 
El presente proyecto será radicado en      
el Centro de Altos Estudios en      
Tecnología Informática, dependiente de la     
Facultad de Tecnología Informática de la      
Universidad Abierta Interamericana. El    
mismo se encuentra inserto en la línea de        
investigación “Algoritmos y software”. El     
financiamiento está compartido entre el     
CONICET y la misma Universidad por      
partes iguales. 
Introducción 
Se entiende a un sistema distribuido como       
un conjunto de computadoras    
independientes, cada una con su propia      
memoria y capacidad de procesamiento,     
que se encuentran interconectadas por     
medio de una red, y sobre las cuales opera         
un conjunto de software que colabora      
para lograr un comportamiento complejo     
como un todo. 
 
Los sistemas distribuidos pueden proveer,     
dada su naturaleza, un conjunto de      
beneficios, desde resistencia a fallos     
mediante replicación, hasta la capacidad     
de ejecutar procesos sumamente    
complejos en computadoras económicas    
mediante la partición del problema en      
partes más simples. 
 
A la hora de construir sistemas      
distribuidos existen múltiples paradigmas    
que se pueden aplicar en función de las        
necesidades particulares del contexto.    
Estos varían en nivel de abstracción, y las        
interfaces y lenguajes que le permiten      
utilizar a los desarrolladores para     
construirlos. 
 
Particularmente uno de los mecanismos     
XX Workshop de Investigadores en Ciencias de la Computacio´n 927
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
que tuvo un resurgimiento últimamente,     
gracias a los avances tecnológicos que      
compensan algunas de sus falencias, fue      
la idea de una memoria compartida entre       
los nodos. 
 
La idea no es novedosa, pero las       
limitaciones en velocidades de red y      
capacidad de memoria de los distintos      
nodos volvieron a este modelo poco      
práctico en comparación a algunas de las       
alternativas. 
 
Este modelo es muy utilizado en los       
servicios provistos en la “nube” ya que       
para garantizar tiempos de acceso, fault      
tolerance, y service level assurance, los      
servidores normalmente se replican en     
varios datacenters a lo largo del mundo.  
 
Esta replicación trae consigo claros     
beneficios pero no está libre de riesgo, ya        
que la consistencia de la información      
presente en dichos nodos puede generar      
comportamientos indebidos en las    
aplicaciones de los clientes. 
 
Estos problemas son de interés actual, y       
muchos de los esfuerzos se centran en       
tratarlos exclusivamente a nivel de datos,      
sin considerar las particularidades que le      
pueden generar estas inconsistencias a un      
programa que ejecute en función a esta       
información que puede ser inconsistente. 
 
El presente trabajo tiene como objetivo      
desarrollar un conjunto de librerías que      
permitan mantener las ventajas de las      
arquitecturas distribuidas pudiendo   
escribir código cuya ejecución sea     




Líneas de Investigación, 
Desarrollo e Innovación 
Para poder abordar este problema existen      
dos conflictos en particular que deben      
tratarse. Por un lado está el problema de        
la replicación de los datos entre los datos        
(memoria) entre los distintos nodos, y por       
otro la construcción de herramientas que      
permitan garantizar la semántica del     
código escrito por un programador.  
En cuanto a la replicación respecta, es un        
problema que ya fue abordado tanto por       
la comunidad como por los autores de       
este artículo con diversos grados de éxito.       
Con respecto a garantizar la semántica de       
un código ejecutado de manera     
distribuida existen algunas restricciones    
que se deben poder garantizar sobre este       
proceso. 
• Consistencia Eventual: Se refiere    
a la capacidad que tiene un sistema       
distribuido de que todos los nodos que lo        
integran tengan una convergencia sobre el      
estado de la información compartida. El      
nombre hace referencia a que dicha      
convergencia puede no ser alcanzada de      
forma instantánea, pero dado tiempo     
infinito es demostrable que la misma      
existe. 
• Consistencia Causal: Se refiere a     
la capacidad que tiene un sistema      
distribuido de preservar órdenes parciales     
de lecturas/modificaciones ante   
dependencia funcional de las acciones     
realizadas. Esto es fundamental para     
garantizar la semántica de cualquier     
programa que deba ejecutarse. 
Dado un sistema de replicación que pueda       
garantizar ambas características   
consideramos que puede construirse sobre     
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el mismo un conjunto mínimo de      
operaciones que permitan a un     
programador tener un control fino de su       
modelo de ejecución, permitiéndole    
generar secciones críticas, mutex, y     
semáforos cuando sea necesario, y     
aprovechar las características   
concurrentes inherente a un sistema     
distribuido cuando no lo sea. Preservando      
así la simplicidad del código, obteniendo      
algunos de los beneficios de operar en un        
espacio distribuido pero sin sacrificar la      
semántica del código, evitando la     
generación de race conditions,    
ejecuciones secuencialmente inválidas, ni    
comportamientos impredecibles en un    
código que no lo amerite. 
Resultados y objetivos 
El objetivo de este proyecto es diseñar e        
implementar un esquema control que     
permita a un programador definir     
inequívocamente las necesidades de    
sincronismo que tiene el código que      
genera. 
Para los prototipos se propone utilizar      
javascript dada su gran popularidad, y su       
naturaleza multiplataforma. Un requisito    
adicional es no imponer en el motor de        
ejecución del lenguaje ninguna    
modificación, permitiendo que estos    
beneficios sean aplicables as-is en     
cualquier contexto donde código    
javascript pueda ejecutar. 
Una vez demostrados formalmente estos     
mecanismos, y planteados prototipos de     
su implementación el siguiente paso será      
evaluar extender estas funcionalidades a     
otros lenguajes de programación que     
implementan más restricciones, como    
podría ser Java, C# o C. 
 
Formación de Recursos Humanos 
El equipo de trabajo está conformado      
por un investigador adjunto del Centro de       
Altos Estudios en Tecnología Informática     
(CAETI) quien ejerce el rol de director       
del proyecto, dos doctorandos, y un      
ayudante alumno de la Facultad de      
Tecnología Informática de la Universidad     
Abierta Interamericana.  
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El objetivo principal de esta propuesta es 
mejorar de manera automática la calidad 
de la simulación de un sistema dinámico 
complejo, proponiendo una metodología 
computacional de calibración.  
En particular se utilizará con un modelo 
de translación de ondas a lo largo del 
cauce de un río [9]. Esta metodología se 
centrará en manejar la incertidumbre en 
los parámetros del modelo para optimizar 
la calidad de la predicción del simulador. 
Este trabajo continúa con la línea de 
investigación previa donde se propuso 
una metodología computacional de 
optimización que fue validada con este 
simulador [6]. En esa oportunidad se 
elaboró una mejora computacional 
independiente del sistema simulado, pero 
en este trabajo se aprovecharán las 
características propias del dominio del 
sistema para calibrar el modelo. Se 
aprovecharán las propiedades de localidad 
en los valores de los parámetros, 
proponiendo una calibración en pasos 
sucesivos, en tramos seleccionados sobre 
el cauce del río.  
La implementación de este trabajo 
requiere la utilización de técnicas de las 
ciencias de los datos, del cómputo de alto 
rendimiento y métodos del campo de la 
optimización [7] [10], buscando lograr el 




Optimización y simulación, calibración 
automática, ciencia de los datos, cómputo 
eficiente, cómputo de alto rendimiento. 
 
Contexto 
El desarrollo de este trabajo se construye 
en base a la relación de colaboración 
establecida con los siguientes equipos de 
investigación. 
- III-LIDI, Facultad de Informática, 
Universidad Nacional de La Plata.  
- High Performance Computing for 
Efficient Applications and Simulation 
Research Group (HPC4EAS), 
Universidad Autónoma de Barcelona. 
- Instituto de Ciencias de la 
Universidad Nacional de General 
Sarmiento. 
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- Proyecto LAPPA: Análisis y 
exploración de visualización de datos 
espacio-temporales en el dominio de 
hidrología. Pontificia Universidad 
Católica Argentina. 
- Instituto Nacional del Agua (INA), 
Laboratorio de Hidráulica Computacional 
(LHC). 
- Group on Non-Equilibrium 
Processes and Transport Phenomena. 
Instituto de Ciencias de la Universidad 
Nacional de General Sarmiento. 
El trabajo comenzó en 2017 y se lleva 
adelante en el ámbito de una tesis 
doctoral en Ciencias Informáticas, en la 
UNLP. El grupo que acompaña el 
proyecto viene trabajando en este tema 
desde 2010, y de estas investigaciones 
resultó una tesis doctoral en la que se 
basa esta propuesta, y varias 
publicaciones [5] [11]. Los resultados 
esperados son de interés para los grupos 
con los que se mantiene colaboración.  
Introducción 
Las inundaciones por desborde de ríos, 
cuyo impacto involucra a la sociedad, son 
eventos que afectan los recursos 
económicos en las zonas de influencia de 
subidas o bajantes del agua, incluso 
ponen en riesgo las vidas humanas. La 
simulación y predicción de estos eventos 
juegan un rol primordial como 
herramientas para brindar alertas. Estas 
son las causas principales de la elección 
de trabajar, en este proyecto, sobre 
mejorar la certeza provista en los datos 
simulados que proveen los modelos 
hidrológicos. En particular, los que se 
utilizan para predecir los niveles del agua 
del río Paraná, en Argentina, y en 
consecuencia, para predecir inundaciones 
en su zona de influencia [1] [9] . 
Las inundaciones de ríos de planicie es un 
fenómeno natural que ocurre con 
recurrencia, y con el cambio del clima 
global se espera que acontecimientos 
extremos más severos y más frecuentes 
tengan ocurrencia en un futuro cercano 
[1] [8]. 
Por su propia naturaleza, el cauce y el 
lecho del río suelen modificarse con el 
transcurrir del tiempo y con ello se 
modifican los contornos y las áreas 
inundables, y en consecuencia se 
modifican los parámetros que caracterizan 
los modelos que lo representan, ya que se 
está en presencia de un sistema físico, 
complejo y dinámico. Este dinamismo le 
agrega mayor incertidumbre a la 
predicción que los especialistas realizan 
utilizando los datos simulados que se 
obtienen de los modelos computacionales 
de dicho sistema [4] [12] [13]. 
La Ciencia de la Computación y las 
tecnologías involucradas proveen los 
métodos y técnicas que brindarán los 
aportes necesarios para optimizar el 
proceso de simulación de estos sistemas 
[1]. En consecuencia, se podría ofrecer un 
aporte que mejore los pronósticos sobre el 
comportamiento de dichos sistemas 
físicos. Se propone aportar una mejora en 
la predicción de la simulación de un 
modelo computacional utilizado para 
brindar alertas a la población sobre 
crecidas y bajantes del cauce de un río, 
con gran impacto social y económico en 
la población costera [5] [10]. Se propone 
ofrecer una metodología de calibración 
automática del simulador, que se adapte a 
períodos de creciente o de bajante del río, 
debido a que estos eventos incrementan 
fuertemente el porcentaje de error en la 
predicción [8]. Se espera obtener amplios 
beneficios en las mejoras propuestas 
mediante los avances en la Ciencia de los 
Datos y en la Optimización vía 
Simulación, como también en el uso de 
técnicas más modernas del HPC [2] [3] 
[7]. En particular se optimizará el uso de 
recursos computacionales al implementar 
esta metodología. 
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 Líneas de Investigación, Desarrollo e 
Innovación 
Este trabajo está enmarcado por las líneas 
de investigación:  
a) computación eficiente y segura para la 
simulación 
b) optimización de aplicaciones y 
optimización del uso de arquitecturas 
paralelas híbridas y cloud.  
Ambas son líneas de investigación 
relacionadas con los trabajos de los 
grupos de colaboradores nombrados en el 
contexto de esta presentación. 
El desarrollo del mismo contempla ir 
cumpliendo con los siguientes objetivos: 
- Estudiar el modelo de simulación 
del INA (Instituto Nacional del Agua)1, 
utilizado para brindar alertas sobre el 
cauce del Río Paraná, en la Cuenca del 
Plata, mediante un estudio exhaustivo de 
la estructura de sus datos, de los datos de 
entrada y salida del modelo y del 
comportamiento del simulador [8][9]. 
- Estudiar el problema de 
optimización y calibración automática del 
simulador seleccionado para este trabajo, 
como también el problema de la búsqueda 
de patrones de comportamiento del río 
seleccionado en función de eventos 
extraordinarios, con el objetivo de 
analizar períodos de validez de las 
soluciones encontradas [6][12]. 
- Analizar y aplicar las posibles 
opciones que brinden una metodología de 
optimización vía simulación de la 
predicción, en modo dinámico, que se 
                                                          
1
 G. Latessa, "Modelo hidrodinámico del río 
Paraná para pronóstico hidrológico: Evaluación 
del performance y una propuesta de redefinición 
geométrica.," INA - UBA, Buenos Aires , 2011 
adapte a la mayor extensión posible del 
dominio del río (incrementando la 
cantidad de parámetros de ajuste todo lo 
posible), con el objetivo de manejar más 
eficientemente los errores en la 
predicción que se originan por subidas o 
bajantes bruscas del nivel del cauce [2] 
[5] [13]. 
- Estudiar y aplicar las técnicas y 
metodologías que ofrece la programación 
en paralelo y el HPC en la 
implementación de la metodología 
propuesta. 
- Analizar y utilizar las tecnologías, 
plataformas, frameworks y lenguajes de 
programación necesarios para diseñar e 
implementar las soluciones que sean 
necesarias para llevar adelante las 
experiencias requeridas durante el 
desarrollo de este trabajo.  
El uso de los avances de HPC será 
imprescindible tanto para crear soluciones 
eficientes como para llevar adelante las 
experiencias de validación de la 
metodología propuesta. Se requiere una 
gran carga de cómputo al necesitar 
múltiples ejecuciones del simulador y al 
procesamiento de las enormes cantidades 
de datos que se obtendrán [1][3][7]. Se 
trabajará especialmente en minimizar los 
recursos computacionales, como tiempo 
de uso de CPU’s, pensando en el mayor 
ahorro energético posible. 
Resultados y Objetivos 
Describir una metodología o una serie de 
procedimientos particulares basados en 
ciencias de los datos, desarrollo de 
heurísticas y simulación computacional, 
con aplicación de los métodos de la 
computación de alto rendimiento. Se 
espera proveer certeza en la capacidad de 
predicción del modelo, mediante un 
método de calibración automática; 
especialmente ante eventos extremos de 
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subida o bajante del cauce del río, siendo 
en estos momentos (de sequía o de 
lluvias) durante los que se desencadenan 
importantes desajustes al modelo de 
simulación. 
Desarrollar herramientas de soporte 
necesarias para llevar adelante las 
investigaciones de este trabajo, con 
posibilidad de ofrecer herramientas 
creativas e innovadoras que puedan 
utilizarse en la toma de decisiones en 
alguna de las áreas de incumbencia de 
este proyecto. 
Describir una serie de procedimientos 
generales basados en Ciencia de la 
Computación y Ciencias de los Datos 
para proveer un modelo de optimización 
de la predicción. 
Estudiar la factibilidad de extender la 
metodología desarrollada para optimizar 
la predicción de otro modelo de 
simulación de fenómenos naturales. 
Formación de Recursos Humanos 
El desarrollo de este trabajo corresponde 
al ámbito de la tesis doctoral en Ciencias 
Informáticas de la UNLP, llevada 
adelante por Mariano Trigila bajo la 
dirección del Dr. E. Luque y la asesoría 
científica de la Dra. Gaudiani. 
En el transcurso de este año se presentará 
la solicitud de becas de investigación 
otorgada por la UNGS a estudiantes 
avanzados de la carrera de Licenciatura 
en Sistemas para participar en temas de 
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La línea presentada en este trabajo tiene como eje 
central las arquitecturas paralelas para Cómputo de 
Altas Prestaciones, con los siguientes objetivos:  
- Caracterizar las arquitecturas multiprocesador 
orientadas a computación de alto desempeño, 
analizando técnicas para el desarrollo de código 
eficiente sobre las mismas y métricas de rendimiento 
computacional y energético. Principalmente teniendo 
en cuenta aquellas arquitecturas que son 
combinaciones de cluster, multicores, aceleradores 
(GPUs, FPGAs, Xheon Phi), placas de bajo costo 
(Raspberry PI, Odroid).  
- Estudiar la conformación de clusters y clouds a partir 
de configuraciones homogéneas e híbridas de 
multiprocesadores. Y analizar la performance de 
aplicaciones sobre los mismos, considerando 
eficiencia computacional/energética y escalabilidad, 
así como la tolerancia a fallos. 
- Analizar y desarrollar software de base para estas 
arquitecturas con el objetivo de optimizar del 
rendimiento y consumo energético en aplicaciones de 
propósito general. 
- Estudiar clases de aplicaciones inteligentes en 
tiempo real, en particular el trabajo colaborativo de 
robots conectados a un cloud y procesamiento de Big 
Data. 
Es de hacer notar que este proyecto se coordina con 
otros proyectos en curso en el III-LIDI, relacionados 
con Computación de Alto Desempeño, Algoritmos 
Paralelos, Sistemas Distribuidos y Sistemas de 
Tiempo Real. 
 
Palabras claves: Sistemas Paralelos – Multicore – 
GPU – FPGAs - Cluster y Cloud Computing - Cluster 
híbridos - Perfomance y eficiencia energética - 
Tolerancia a fallas – Scheduling - Cloud Robotics - 




Esta línea de Investigación está dentro del proyecto: 
“Computación de Alto Desempeño: Arquitecturas, 
Algoritmos, Métricas de rendimiento y Aplicaciones 
en HPC, Big Data, Robótica, Señales y Tiempo Real.” 
acreditado en el marco del Programa de Incentivos del 
Ministerio de Educación, y de proyectos específicos 
apoyados por organismos nacionales e internacionales. 
También del proyecto “Computación de Alto 
Desempeño, Minería de Datos y Aplicaciones de 
interés social en la Provincia de Buenos Aires” 
financiado por la CIC PBA dentro de la convocatoria a 
Proyectos de Innovación y Transferencia en Areas 
Prioritarias de la Pcia. de Buenos Aires (PIT-AP-BA). 
El III-LIDI forma parte del Sistema Nacional de 
Cómputo de Alto Desempeño (SNCAD) del MINCYT 
y en esta línea de I/D hay cooperación con varias 
Universidades de Argentina, de América Latina y 
Europa en proyectos con financiación nacional e 
internacional. 
En la Facultad de Informática de la UNLP (a partir del 
equipo del proyecto) se dictan asignaturas optativas en 
la currícula de grado de las carreras de Licenciatura en 
Informática, Licenciatura en Sistemas e Ingeniería en 
Computación relacionadas con Cloud Computing, 
Programación sobre GPGPUs y procesamiento de Big 
Data. Además, la Facultad aprobó y financia el 
proyecto “Transformación de Algoritmos para Nuevas 
Arquitecturas Multiprocesador”. 
Se participa en iniciativas como el Programa IberoTIC 
de intercambio de Profesores y Alumnos de Doctorado 
en el área de Informática, así como el desarrollo de la 
Maestría y Especialización en Computación de Altas 
Prestaciones, acreditadas por CONEAU.  
Por último, se tiene financiamiento de Telefónica de 
Argentina en Becas de grado y posgrado y se ha 
tenido el apoyo de diferentes empresas (IBM, 
Microsoft, Telecom, INTEL, AMAZON AWS) en las 
temáticas de Cloud Computing y Big Data. 
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La investigación en Paralelismo (a partir de 
arquitecturas multiprocesador distribuidas o 
concentradas en supercomputadoras) es una de las 
líneas de mayor desarrollo en la Ciencia Informática 
actual [GRA03]. La utilización de clusters, 
multiclusters , grids y clouds, soportadas por redes de 
diferentes características y topologías se ha 
generalizado, tanto para el desarrollo de algoritmos 
paralelos orientados a HPC como para el manejo de 
aplicaciones distribuidas y/o servicios WEB 
concurrentes [GRA03][MCC12]. El área de cómputo 
de alto desempeño (o de altas prestaciones) se ha 
convertido en clave debido al creciente interés y 
necesidad por el desarrollo de soluciones a problemas 
con muy alta demanda computacional y de 
almacenamiento, convirtiéndose en ocasiones en la 
única alternativa real y produciendo transformaciones 
profundas en las líneas de I/D [RAU10][KIR12]. El 
rendimiento en este caso está relacionado con dos 
aspectos: por un lado, las arquitecturas de soporte y 
por el otro los algoritmos que hacen uso de las 
mismas, y el desafío se centra en cómo aprovechar las 
prestaciones obtenidas a partir de la evolución de las 
arquitecturas físicas. 
Tradicionalmente el objetivo principal del cómputo de 
altas prestaciones (HPC, High-Performance 
Computing) fue mejorar el rendimiento y 
ocasionalmente la relación precio/rendimiento, donde 
rendimiento hace referencia a la velocidad de 
procesamiento. La constante búsqueda por mejorar la 
velocidad de procesamiento llevó a las empresas 
fabricantes de hardware a desarrollar 
supercomputadoras que consumen gigantescas 
cantidades de energía eléctrica y que producen tanto 
calor que requieren de grandes instalaciones 
refrigeradas que aseguren un correcto funcionamiento 
y agrega un alto costo de funcionamiento. En un 
mundo con recursos energéticos limitados y constante 
demanda por mayor poder computacional, el problema 
del consumo energético se presenta como uno de los 
mayores obstáculos para el diseño de sistemas que 
sean capaces de alcanzar la escala de los Exaflops. Por 
lo tanto, la comunidad científica está en la búsqueda 
de diferentes maneras de mejorar la eficiencia 
energética de los sistemas HPC [EVA10]. 
El cambio tecnológico, fundamentalmente a partir de 
los procesadores multicore, ha impuesto la necesidad 
de investigar en paradigmas "híbridos", en los cuales 
coexisten esquemas de memoria compartida con 
mensajes [LEI12]. Asimismo, la utilización de 
aceleradores combinados con las CPUs (GPU, FPGA, 
Xeon Phi) presenta una alternativa para alcanzar un 
alto speedup en determinadas clases de aplicaciones 
[KIN09][SIN12][JEF16]. Estos sistemas heterogéneos 
son capaces de obtener picos de rendimiento muy 
superiores a los de las CPUs,  el incremento en el 
poder de cómputo se logra al mismo tiempo que se 
limita el consumo de potencia energética [REI16]. 
Debe notarse que el modelo de programación 
orientado a estas arquitecturas cambia sensiblemente y 
la optimización de código paralelo requiere nuevos 
recursos. 
En la actualidad también se comercializan placas de 
bajo costo como Raspberry PI [RAS16] u Odroid 
[ODR16] que poseen múltiples núcleos de baja 
complejidad y en algunos casos son procesadores 
multicore asimétricos (AMPs) que integran en un 
mismo chip diversos tipos de cores con distitnas 
características (frecuencia, microarquitectura o 
consumo) pero con el mismo repertorio de 
instrucciones. Asimismo, existen diversos dispositivos 
móviles con capacidades similares. Es de interés 
estudiar como explotar el paralelismo en estos 
dispositivos para mejorar el rendimiento y/o consumo 
energético de las aplicaciones [ANN12], así como las 
características de scheduling en los mismos [POU17].   
Por otra parte, los avances en las tecnologías de 
virtualización y cómputo distribuido han dado origen 
al paradigma de Cloud Computing [VEL09], que se 
presenta como alternativa a los tradicionales sistemas 
de Clusters y Multicluster para ambientes de HPC 
[ROD07], integrando grandes conjuntos de recursos 
virtuales (hardware, plataformas de desarrollo y/o 
servicios), fácilmente accesibles y utilizables como 
servicio (“as a service”) por usuarios distribuidos por 
medio de una interfaz de administración web, con un 
modelo de arquitectura “virtualizada” 
[SHA10][XIN12]. Estos recursos pueden ser 
dinámicamente reconfigurados para adaptarse a una 
carga de trabajo variable (escalabilidad), permitiendo 
optimizar su uso evitando el sobre o sub 
dimensionamiento (elasticidad) [VAZ09]. 
Más allá de las potenciales características y beneficios 
que brinda un Cloud, de por sí atractivas, es de gran 
interés estudiar el despliegue de entornos de ejecución 
para cómputo paralelo y distribuido (Clusters 
Virtuales), como así también realizar I/D en la 
portabilidad de las aplicaciones de HPC en el Cloud 
[DOE11][ROD11].  Al enfocarse en Cloud Computing 
aparecen problemas clásicos de la Ciencia 
Informática, extendidos para este nuevo modelo de 
arquitectura: planificación, virtualización, asignación 
dinámica de recursos, migración de datos y procesos, 
y también su uso para aplicaciones de Big Data o las 
que requieren centralizar el accionar de “robots” 
distribuidos en tiempo real [MAY13]. Justamente 
Cloud Robotics es una de las áreas más prometedoras 
de la investigación informática actual en la cual se 
cuenta con “robots” dotados de diferentes sensores y 
capacidades, conectados a un Cloud vía Internet. Los 
temas de investigación derivados son múltiples: 
sensores, redes de sensores e inteligencia distribuida; 
robótica y sistemas colaborativos de tiempo real 
basados en robots; aplicaciones críticas (por ej. en 
ciudades inteligentes o en el ámbito industrial) 
[GUO12][KEH15][ROD16]. 
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Los avances tecnológicos y la búsqueda continua de 
mayor eficiencia hacen necesario investigar diferentes 
componentes de las arquitecturas. En particular, las 
aplicaciones científicas con un uso intensivo de datos 
utilizan software de E/S paralelo para acceder a 
archivos [ENC15]. Contar con herramientas que 
permitan predecir el comportamiento de este tipo de 
aplicaciones en HPC es de gran utilidad para los 
desarrolladores. Para esto se puede utilizar el 
modelado basado en agentes y simulación (Agent-
Based Modeling and Simulation, ABMS) [MAC06] 
[MEN13]. 
La importancia que ha adquirido el uso del 
paralelismo para aplicaciones científicas de gran 
duración requiere la necesidad de estudiar los 
problemas de detección y tolerancia a fallos en 
arquitecturas paralelas, debido al alto costo de relanzar 
la ejecución desde el comienzo en caso de resultados 
incorrectos. Esto se debe lograr tratando de minimizar 
el overhead temporal y de aprovechar la redundancia 
de recursos de hardware que caracteriza a estas 
arquitecturas [GOL09][FIA11]. El manejo de fallos es 
una preocupación creciente en HPC, se esperan 
crecimientos en las tasas de errores, mayores latencias 
de detección y elevadas cantidades de fallos 
silenciosos con capacidad de corromper los resultados 
de las aplicaciones. Por ello, se han desarrollado 
estrategias de detección y recuperación de fallos 
transitorios basadas en replicación de software, 
detectando divergencias en las comunicaciones entre 
réplicas para evitar que la corrupción se propague a 
otros procesos, restringiendo así la latencia de 
detección [MON17]. De esta forma se permiten 
obtener ejecuciones fiables con resultados correctos o 
conducir al sistema a una parada segura. La 
recuperación puede lograrse mediante múltiples 
checkpoints de nivel de sistema o de un único 
checkpoint de capa de aplicación. 
Desde otro punto de vista, interesan también los 
problemas que significan integración de redes de 
sensores con modelos del mundo real (por ej. modelos 
meteorológicos, hídricos o de terreno) para prevención 
de emergencias [GAU16]. En esta línea, el eje del 
proyecto sigue estando en la problemática del 
paralelismo combinado con sistemas de tiempo real, 
pudiendo contribuir a proyectos multidisciplinarios, en 
particular por temas de emergencias hídricas, 
exploración de recursos naturales y temas de atención 
sanitaria y evacuación de edificios en situaciones de 
emergencia. 
 
2. LINEAS DE INVESTIGACIÓN Y 
DESARROLLO 
 
 Estudio y caracterización de arquitecturas 
paralelas: clusters, grids, clouds, aceleradores 
(GPU, FPGA, Xeon Phi), placas de bajo costo 
(Raspberry PI, Odroid) e híbridos. 
 Desarrollo de algoritmos de planificación de 
procesos orientado a procesadores asimétricos para 
optimizar el rendimiento general. Análisis en los 
diferentes niveles: sistema operativo, 
compiladores, técnicas de programación. 
 Desarrollo de aplicaciones concretas (numéricas y 
no numéricas) sobre diferentes máquinas paralelas 
utilizando técnicas de optimización adecuadas a 
cada arquitectura. 
 Desarrollo de técnicas de tolerancia a fallas en 
sistemas paralelos y distribuidos, lo cual supone 
una mejora en el aprovechamiento de la 
redundancia de recursos que no resultan 
eficientemente utilizadas en dichas arquitecturas. 
 Desarrollo de herramientas para la transformación 
de código heredado, buscando su optimización 
sobre arquitecturas paralelas. 
 Integración de métricas de rendimiento 
computacional y energético. Predicción de 
performance de aplicaciones paralelas. 
 Cloud Computing. Software de base. Desarrollo de 
aplicaciones de HPC (principalmente de big data).  
 Sistemas inteligentes distribuidos de tiempo real 
aprovechando la potencia de cómputo del Cloud 
(Cloud Robotics). 
 Utilización de ABMS para desarrollar un modelo 
de Entrada/Salida en HPC que permita predecir 
cómo cambios realizados en los diferentes 
componentes del mismo afectan a la funcionalidad 
y el rendimiento del sistema. 
 
3. RESULTADOS OBTENIDOS/ESPERADOS 
 
 Estudiar modelos complejos, que integren redes de 
sensores en tiempo real y cómputo paralelo. 
Estrategias de predicción de catástrofes 
(inundaciones, incendios por ejemplo) se basan en 
estos modelos con alta capacidad de procesamiento 
y monitoreo de señales en tiempo real [GAU16]. 
 Se han desarrollado diferentes aplicaciones 
adaptadas para diferentes arquitecturas "híbridas" 
(que combinan clusters, multicores y 
aceleradores), y analizado/comparado el 
rendimiento obtenido [RUC16][POU16][MON16] 
[RUC17]. 
 Se está trabajando en técnicas de recuperación a 
partir de múltiples checkpoints de nivel de sistema, 
que sirvan para garantizar la correcta finalización 
de aplicaciones científicas sobre sistemas de HPC, 
que resultan afectadas por la ocurrencia de fallas 
transitorias externas y aleatorias, integrando esta 
solución con las herramientas de detección 
desarrolladas previamente [MON17]. 
 Se han desarrollado nuevos planificadores de 
tareas para multicores asimétricos sobre diferentes 
sistemas operativos con el objetivo de maximizar 
el rendimiento y minimizar el consumo de energía 
[SAE15][POU17]. 
 Desarrollo de un modelo de la Entrada/Salida en 
HPC por medio de ABMS (Agent-Based Modeling 
and Similation) que permita predecir cómo 
cambios realizados en los diferentes componentes 
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del modelo afectan a la funcionalidad y el 
rendimiento del sistema [ENC15]. 
 Desarrollo de aplicaciones vinculadas con "Big 
Data", especialmente para resolver en Cloud 
Computing [BAS17].  
 Optimización de algoritmos paralelos para 
controlar el comportamiento de múltiples robots 
que trabajan colaborativamente, considerando la 
distribución de su capacidad de procesamiento 
“local” y la coordinación con la potencia de 
cómputo y capacidad de almacenamiento (datos y 
conocimiento) de un Cloud. 
 Actualización y modernización de código fuente 
de Sistemas Heredados (Legacy Systems) de 
Cómputo Científico a través de la aplicación de un 
proceso de desarrollo iterativo e incremental 
dirigido por transformaciones de código fuente, 
apoyado fuertemente en las herramientas de 
desarrollo. Dichas transformaciones se 
implementan para ser aplicadas automáticamente 
en un entorno integrado de desarrollo 
[MEN14][TIN15][MEN16].  
 Trabajar en la implementación de 
transformaciones que ayuden a la paralelización 
del código fuente, así como también en 
herramientas de análisis estático de Código fuente 
[TIN13][TIN15].  
 Adaptar las técnicas de scheduling y mapeo de 
procesos a procesadores de acuerdo a los objetivos 
actuales (en particular los relacionados con el 
consumo), considerando la migración dinámica de 
datos y procesos en función de rendimiento y 
consumo [GRA03][DEG10]. Se debe incluir la 
utilización de los registros de hardware de los 
procesadores para la toma de diferentes decisiones 
en tiempo de ejecución. 
 Analizar metodologías y herramientas de software 
y hardware para medir consumo energético. 
Determinar el grado de error en las herramientas 
de medición por software. Determinar el consumo 
energético de cada componente de las máquinas 
(memoria, disco, procesador, etc) 
[PAN18][PIP17]. 
 
4.  FORMACIÓN DE RECURSOS HUMANOS 
 
En cooperación con Universidades iberoamericanas se 
ha implementado la Maestría en Cómputo de Altas 
Prestaciones y se continúa dictando la Especialización 
en Cómputo de altas Prestaciones y Tecnología GRID. 
Asimismo, se tiene un importante número de 
doctorandos (del país y del exterior) realizando el 
Doctorado en Ciencias Informáticas de la UNLP. 
Desde el año 2013 se organizan anualmente las 
Jornadas de Cloud Computing & Big Data 
(JCC&BD), integrando una Escuela con cursos de 
Posgrado relacionados con la temática de las líneas de 
investigación presentadas. 
Existe cooperación a nivel nacional e internacional y 
dentro de la temática del proyecto se espera alcanzar 5 
Tesis de Doctorado y 5 Tesis de Maestría en los 
próximos 3 años, en el país. Al menos tener 3 
Doctorandos en el exterior/mixtos en el mismo 
período. 
En 2017 se aprobó 1 Tesis Doctoral [POU17]. 
También se aprobaron 2 trabajos de Especialista y 2 
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RESUMEN 
El eje central de la línea son los temas de procesamiento 
paralelo y distribuido para HPC (fundamentos y 
aplicaciones). Interesa la construcción, evaluación y 
optimización de soluciones sobre diferentes plataformas 
de software y arquitecturas con múltiples procesadores 
(multicore, clusters, cloud, aceleradores y placas de bajo 
costo), los lenguajes y paradigmas de programación 
paralela (puros e híbridos), los modelos de representación 
de aplicaciones paralelas, los algoritmos de mapping y 
scheduling, el balance de carga, las métricas de 
evaluación de complejidad y rendimiento computacional 
y energético, y la construcción de ambientes para la 
enseñanza de la programación concurrente y paralela.  
Se propone aplicar los conceptos en problemas numéricos 
y no numéricos de cómputo intensivo y/o sobre grandes 
volúmenes de datos (búsquedas, simulaciones, n-body, 
big data, reconocimiento de patrones, bioinformática, etc), 
con el fin de obtener soluciones de alto rendimiento. 
En la dirección de tesis de postgrado existe colaboración 
con el grupo HPC4EAS (High Performance Computing 
for Efficient Applications and Simulation) del Dpto. de 
Arquitectura de Computadores y Sistemas Operativos de 
la Universidad Autónoma de Barcelona, y con el 
Departamento de Arquitectura de Computadores y 
Automática de la Universidad Complutense de Madrid, 
entre otros. 
Palabras clave: Cómputo paralelo y distribuido de altas 
prestaciones. Algoritmos paralelos y distribuidos. 
Clusters. Multicore. Aceleradores. Consumo energético. 
Balance de carga. Aplicaciones. Performance. 
 
CONTEXTO 
La línea de I/D que se presenta es parte del Proyecto 
“Computación de Alto Desempeño: Arquitecturas, 
Algoritmos, Métricas de rendimiento y Aplicaciones en 
HPC, Big Data, Robótica, Señales y Tiempo Real” del III-
LIDI acreditado por el Ministerio de Educación, del 
proyecto “Computación de Alto Desempeño, Minería de 
Datos y Aplicaciones de interés social en la Provincia de 
Buenos Aires” financiado por la CIC PBA en la 
convocatoria a Proyectos de Innovación y Transferencia 
en Areas Prioritarias de la Pcia. de Buenos Aires (PIT-
AP-BA), y de proyectos acreditados y subsidiados por la 
Facultad de Informática de la UNLP. Además, existe 
cooperación con Universidades de Argentina, 
Latinoamérica y Europa a través de proyectos acreditados 
por AECID, CyTeD, OEI y CIC y becas de Telefónica de 
Argentina. Asimismo, el III-LIDI forma parte del Sistema 
Nacional de Cómputo de Alto Desempeño (SNCAD). 
 
1. INTRODUCCIÓN 
El área de cómputo de altas prestaciones (HPC, High-
Performance Computing) es clave dentro de las Ciencias 
de la Computación, debido al creciente interés por el 
desarrollo de soluciones a problemas con alta demanda 
computacional y de almacenamiento, produciendo 
transformaciones profundas en las líneas de I/D [GIL14]. 
El rendimiento en este caso está relacionado con dos 
aspectos: las arquitecturas de soporte y los algoritmos que 
hacen uso de las mismas, y el desafío se centra en cómo 
aprovechar las prestaciones obtenidas a partir de la 
evolución de las arquitecturas físicas. En esta línea la 
mayor importancia está en los algoritmos paralelos y en 
los métodos utilizados para su construcción y análisis a 
fin de optimizarlos. 
Uno de los cambios de mayor impacto ha sido el uso de 
manera masiva de procesadores con más de un núcleo 
(multicore), produciendo plataformas distribuidas híbridas 
(memoria compartida y distribuida) y generando la 
necesidad de desarrollar sistemas operativos, lenguajes y 
algoritmos que las usen adecuadamente. También creció 
la incorporación de placas aceleradoras a los sistemas 
multicore constituyendo plataformas paralelas de 
memoria compartida con paradigma de programación 
propio asociado como pueden ser las unidades de 
procesamiento gráfico (GPU, Graphic Processing Unit) de 
NVIDIA y AMD, los coprocesadores Xeon Phi de Intel 
[JEF13] o los aceleradores basados en circuitos integrados 
reconfigurables (FPGAs, Field Programmable Gate 
Array) [SET13]. En la actualidad se comercializan placas 
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de bajo costo como Raspberry PI [RAS16] u Odroid 
[ODR16] que poseen múltiples núcleos de baja 
complejidad y en algunos casos son procesadores 
multicore asimétricos (AMPs) con el mismo repertorio de 
instrucciones. Es de interés estudiar como explotar el 
paralelismo en estos dispositivos para mejorar el 
rendimiento y/o consumo energético de las aplicaciones 
[ANN12], así como las características de scheduling en 
los mismos [SAE15]. Asimismo, los entornos de 
computación cloud introducen un nuevo foco desde el 
punto de vista del HPC, brindando un soporte “a medida” 
sin la necesidad de adquirir el hardware. 
La creación de algoritmos paralelos en arquitecturas 
multiprocesador no es un proceso directo [MCC12]. El 
costo puede ser alto en términos del esfuerzo de 
programación y el manejo de la concurrencia adquiere un 
rol central en el desarrollo. Si bien en las primeras etapas 
el diseñador de una aplicación paralla puede abstraerse de 
la máquina sobre la que ejecutará el algoritmo, para 
obtener buen rendimiento debe tenerse en cuenta la 
plataforma de destino. En las máquinas multiprocesador, 
se deben identificar las capacidades de procesamiento, 
interconexión, sincronización y escalabilidad. La 
caracterización y estudio de rendimiento del sistema de 
comunicaciones es de interés para la predicción y 
optimización de performance, así como la homogeneidad 
o heterogeneidad de los procesadores [DEG10]. 
Muchos problemas algorítmicos se vieron impactados por 
los multicore y clusters de multicore. A partir de 
incorporar varios chips multicore dentro de un nodo y 
conectar múltiples nodos vía red, se puede crear una 
arquitectura NUMA, de modo que los cores en un chip 
compartan memoria principal, y puedan acceder 
remotamente a la memoria dedicada de otro chip, aunque 
ese acceso sea más costoso, surgiendo así varios niveles 
de comunicación. Esto impacta sobre el desarrollo de 
algoritmos que aprovechen adecuadamente las 
arquitecturas, y motiva el estudio de performance en 
sistemas híbridos. Además, es necesario estudiar la 
utilización de diferentes lenguajes y bibliotecas ya que 
aún no se cuenta con un standard, aunque puede 
mencionarse el uso de los tradicionales MPI, OpenMP y 
Pthreads [CHA08][HAG11] o los más recientemente 
explorados UPC, Chapel y Titanium del modelo PGAS 
[DEW15].  
La combinación de arquitecturas con múltiples núcleos 
con aceleradores dio lugar a plataformas híbridas con 
diferentes características. Más allá del tipo de acelerador 
utilizado, la programación de esta clase de plataformas 
representa un verdadero desafío. Para lograr aplicaciones 
de alto rendimiento, los programadores deben enfrentar 
dificultades como: estudiar características específicas de 
cada arquitectura y aplicar técnicas de programación y 
optimización particulares para cada una de ellas, lograr un 
balance de carga adecuado entre los diferentes 
dispositivos de procesamiento y afrontar la ausencia de 
estándares y para este tipo de sistemas. 
Por otra parte, los avances en las tecnologías de 
virtualización han llevado a que Cloud Computing sea 
una alternativa a los tradicionales sistemas de cluster 
[EC213]. El uso de cloud para HPC presenta desafíos 
atractivos, brindando un entorno reconfigurable 
dinámicamente sin la necesidad de adquirir hardware, y es 
una excelente plataforma para testear escalabilidad de 
algoritmos aunque queda mucho por hacer en cuanto al 
diseño, lenguajes y programación  
 
Métricas de evaluación del rendimiento y balance de 
carga 
La diversidad de opciones vuelve complejo el análisis de 
performance de los Sistemas Paralelos, ya que los ejes 
sobre los cuales pueden compararse dos sistemas son 
varios. Existe un gran número de métricas para evaluar el 
rendimiento, siendo las tradicionales: tiempo de 
ejecución, speedup, eficiencia.  
Por su parte, la escalabilidad permite capturar 
características de un algoritmo paralelo y la arquitectura 
en que se lo implementa. Posibilita testear la performance 
de un programa sobre pocos procesadores y predecirla en 
un número mayor, así como caracterizar la cantidad de 
paralelismo inherente en un algoritmo. 
Un aspecto de interés que se ha sumado como métrica, a 
partir de las plataformas con gran cantidad de 
procesadores, es el del consumo y la eficiencia energética 
[BAL13]. Muchos esfuerzos están orientados a tratar el 
consumo como eje de I/D, como métrica de evaluación, y 
también a la necesidad de metodologías para medirlo. 
El objetivo principal del cómputo paralelo es reducir el 
tiempo de ejecución haciendo uso eficiente de los 
recursos. El balance de carga es un aspecto central y 
consiste en, dado un conjunto de tareas que comprenden 
un algoritmo y un conjunto de procesadores, encontrar el 
mapeo (asignación) de tareas a procesadores tal que cada 
una tenga una cantidad de trabajo que demande 
aproximadamente el mismo tiempo, y esto es más 
complejo si hay heterogeneidad. Dado que el problema 
general de mapping es NP-completo, pueden usarse 
enfoques que dan soluciones subóptimas aceptables. Las 
técnicas de planificación a nivel micro (dentro de cada 
procesador) y macro (en un cluster) deben ser capaces de 
obtener buen balance de carga. Existen técnicas estáticas 
y dinámicas cuyo uso depende del conocimiento que se 
tenga sobre las tareas que componen la aplicación. Entre 
las aplicaciones de interés se encuentran las numéricas y 
no numéricas con alta demanda de cómputo. 
 
2. LÍNEAS DE INVESTIGACIÓN, DESARROLLO 
E INNOVACIÓN 
• Investigar en temas de cómputo paralelo y distribuido 
de alto desempeño, tanto en lo referido a los 
fundamentos como a la construcción y evaluación de 
las aplicaciones. Esto incluye los problemas de 
software asociados con el uso de arquitecturas 
multiprocesador: 
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− Lenguajes, modelos y paradigmas de 
programación paralela (puros e híbridos a 
distintos niveles). 
− Asignación de procesos a procesadores 
optimizando el balance de la carga de 
procesamiento. 
− Métricas de evaluación de complejidad y 
rendimiento: speedup, eficiencia, escalabilidad, 
consumo energético, costo de programación.  
• Construir, evaluar y optimizar soluciones utilizando 
algoritmos concurrentes, paralelos y distribuidos 
sobre diferentes plataformas de software y 
arquitecturas con múltiples procesadores: 
− Arquitecturas de trabajo homogéneas, 
heterogéneas e híbridas: multicores, clusters, 
GPU, Xeon Phi, FPGA, placas de bajo costo y 
cloud. 
− Se propone aplicar los conceptos en problemas 
numéricos y no numéricos de cómputo intensivo 
y/o sobre grandes volúmenes de datos 
(aplicaciones científicas, búsquedas, 
simulaciones, imágenes, realidad virtual y 
aumentada, bioinformática, big data, n-body). 
• Analizar y desarrollar ambientes para la enseñanza de 
programación concurrente y paralela. 
− Caracterizar modelos de arquitecturas paralelas. 
− Representar distintos modelos de 
comunicación/sincronización. 
− Definir métricas de evaluación de rendimiento y 
eficiencia energética.  
 
3. RESULTADOS OBTENIDOS/ESPERADOS 
 Desarrollar y optimizar algoritmos paralelos sobre 
diferentes modelos de arquitectura. En particular, en 
aplicaciones numéricas y no numéricas de cómputo 
intensivo y tratamiento de grandes volúmenes de datos 
(big data). 
 Utilizar arquitecturas híbridas que combinan memoria 
compartida y pasaje de mensajes, evaluando performance 
para distintos modelos de comunicación. 
 Estudiar y comparar los lenguajes sobre las 
plataformas multiprocesador para diferentes modelos de 
interacción entre procesos. 
 Investigar la paralelización en plataformas que 
combinan clusters, multicore y aceleradores. Comparar 
estrategias de distribución de trabajo teniendo en cuenta 
las diferencias en potencias de cómputo y comunicación, 
dependencia de datos y memoria requerida. 
 Evaluar la performance (speedup, eficiencia, 
escalabilidad, consumo energético) de las soluciones 
propuestas. Analizar el rendimiento de soluciones 
paralelas a problemas con diferentes características 
(dependencia de datos, relación cómputo / comunicación, 
memoria requerida). 
 Mejorar y adecuar las técnicas disponibles para el 
balance de carga (estático y dinámico) entre procesos a 
las arquitecturas consideradas. 
 
En este marco, pueden mencionarse los siguientes 
resultados: 
 Para la experimentación se han utilizado y analizado 
diferentes arquitecturas homogéneas o heterogéneas, 
incluyendo multicores, cluster de multicores (con 128 
núcleos), GPU y cluster de GPU, Xeon Phi y FPGA. 
 Se experimentó la paralelización en arquitecturas 
híbridas, con el objetivo de estudiar el impacto del mapeo 
de datos y procesos, así como de los lenguajes y librerías 
utilizadas.  
 Respecto de las aplicaciones estudiadas y algoritmos 
implementados, se trabajó fundamentalmente con los 
siguientes problemas: 
 Best-first search (BFS) paralelo. El algoritmo BFS 
es utilizado para resolver problemas combinatorios, los 
cuales requieren encontrar una secuencia de acciones 
que transformen una configuración inicial (problema) en 
una configuración final (solución). En particular, A* es 
una variante de BFS que permite encontrar soluciones 
de costo óptimo. Estos algoritmos requieren una alta 
capacidad de cómputo y gran cantidad de memoria, por 
esto su paralización es imprescindible. En los últimos 
años se ha re-impulsado el desarrollo de algoritmos 
paralelos BFS para aprovechar: (a) la potencia de 
cómputo de los procesadores multicore (b) la gran 
cantidad de RAM y potencia de cómputo de los clusters 
de muticore. En este sentido, HDA* [KIS13] paraleliza 
A* sobre clusters utilizando MPI: cada procesador 
realiza una búsqueda cuasi-independiente y se 
distribuyen los nodos en base a una función hash 
estándar. Otros autores [BUR10] adaptaron HDA* a 
máquinas multicore utilizando Pthreads: eliminan 
overheads existentes en la versión original al correr 
sobre una arquitectura de memoria compartida y utilizan 
menor cantidad de memoria. Para explotar 
eficientemente los recursos de un cluster de multicore, 
desarrollamos Hybrid HDA* (HHDA*) [SAN17], una 
versión híbrida de HDA* programada con 
MPI+Pthreads. El trabajo experimental demostró que 
HHDA* alcanza un rendimiento superior y consume 
menor cantidad de memoria, comparado con HDA* 
(versión original). Estas mejoras permitieron a HHDA* 
resolver una de las instancias más complejas del caso de 
estudio. Como trabajo futuro planeamos paralelizar 
algoritmos de búsqueda sub-óptimos usando nuestra 
estrategia de paralelización híbrida. 
 
 Aceleración de aplicaciones con cómputo 
colaborativo CPU-GPU. Las computadoras 
comerciales actuales incluyen decenas de cores y al 
menos una GPU. El uso de ambas unidades de 
procesamiento de forma colaborativa puede mejorar 
significativamente el rendimiento de una aplicación. Sin 
embargo, esto supone un desafío para los 
programadores ya que dichas unidades difieren en 
arquitectura, modelo de programación y rendimiento. 
Para facilitar la etapa de desarrollo, en [POU16] 
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propusimos un esquema para estructurar código paralelo 
a ser ejecutado sobre un cluster heterogéneo de 
CPUs/GPUs, utilizando todos los recursos disponibles 
(CPUs y GPUs). Aplicamos este esquema al problema 
de suma por reducción y comprobamos que es posible 
incrementar el rendimiento de la aplicación utilizando 
CPUs y GPUs en forma colaborativa. Planeamos aplicar 
nuestro esquema de cómputo colaborativo a distintos 
tipos de problemas demandantes en cómputo. 
 
 Alineamiento de secuencias biológicas. Esta 
operación consiste en comparar dos o más secuencias 
biológicas, como pueden ser las de ADN o las de 
proteínas, y resulta fundamental en  investigaciones de 
la bioinformática y la biología molecular. El algoritmo 
de Smith-Waterman es considerado el método de 
alineamiento más preciso. Desafortunadamente, este 
algoritmo resulta costoso debido a su complejidad 
computacional cuadrática mientras que la situación se 
agrava aún más a causa del crecimiento exponencial de 
datos biológicos en los últimos años [RUC16]. El 
reciente surgimiento de aceleradores en HPC (GPU, 
Xeon Phi, FPGA, entre otros) da la oportunidad de 
acelerar los alineamientos sobre hardware comúnmente 
disponible a un costo accesible. En primer lugar, se 
exploró el empleo del modelo de programación OpenCL 
sobre FPGAs para acelerar el alineamiento de 
secuencias largas de ADN [RUC17a]. Luego, se 
desarrolló una herramienta capaz de procesar 
alineamientos de secuencias de ADN sin restricciones 
de tamaño y se analizó su rendimiento comparándolo 
con el de otras implementaciones basadas en multicores, 
Xeon Phi y GPUs [RUC18a]. Por otra parte, la salida al 
mercado de la segunda generación de procesadores 
Xeon Phi (Knights Landing) dio la oportunidad de 
evaluar su uso para búsquedas de similitud en bases de 
datos de proteínas [RUC17b]. A futuro, interesa 
explorar el uso de próximas generaciones de 
procesadores y aceleradores para esta aplicación, como 
pueden ser los procesadores Xeon Skylake de Intel y las 
nuevas generaciones de FPGAs. 
 
 Cálculo de los caminos mínimos. Es uno de los 
problemas básicos y de mayor antigüedad  de la teoría 
de grafos teniendo aplicación en el dominio de las 
comunicaciones, del ruteo de tráfico, de la 
bioinformática, entre otros. El algoritmo de Floyd-
Warshall (FW) permite computar la distancia mínima 
entre todos los pares de un grafo. Además de poseer una 
alta demanda de ancho de banda, FW resulta costoso 
computacionalmente al ser O(n3). Empezando por una 
implementación secuencial de base, se estudió y 
cuantificó cómo diferentes optimizaciones a nivel de 
datos, hilos y compilador permiten mejorar su 
rendimiento sobre los nuevos procesadores Xeon Phi 
Knights Landing [RUC18b]. Como trabajo futuro, 
interesa realizar un estudio comparativo con otros 
aceleradores (como GPUs), no sólo desde el punto de 
vista del rendimiento sino también de la eficiencia 
energética. 
 
 Simulación distribuida de modelos orientados al 
individuo. Debido al incremento en la complejidad de 
los modelos es necesaria mayor cantidad de cómputo y 
comunicación para lograr resultados representativos. 
Actualmente, se busca analizar el consumo energético 
del simulador teniendo en cuenta el balance de 
cómputo, ya que al trabajar con grandes cantidades de 
individuos se producen desbalances en cuanto a la 
cantidad de trabajo de cada uno de los diferentes 
procesos lógicos. Se pretende desarrollar un modelo 
energético para estimar el consumo de energía para este 
tipo de algoritmos y que permita decidir el escenario 
adecuado. 
 
 Problemas de tipo N-body. Se utilizaron las 
plataformas de memoria compartida GPU y cluster de 
multicore para la resolución de problemas con alta 
demanda computacional del tipo N-body. Se emplearon 
diferentes modelos de comunicación: memoria 
compartida (Pthreads en CPU y CUDA en GPU), pasaje 
de mensajes (MPI) y soluciones híbridas (MPI-
Pthreads). Se han mostrado los beneficios del uso de la 
GPU en problemas con características similares al caso 
planteado. El trabajo experimental ha dado como 
resultado una buena aceleración obtenida utilizando 
cluster de GPU. Además, se observó claramente que el 
uso del cluster de GPU logró una aceleración 
proporcional al speedup conseguido con el cluster de 
CPU pero con tiempos de ejecución significativamente 
menores [MON14]. También se han desarrollado 
diferentes alternativas de distribución de trabajado 
usando un Cluster de GPUs heterogéneas [MON16]. 
Además del uso de un Cluster de GPU se está utilizando 
MultiGPU, pero haciendo énfasis en el consumo 
energético. El énfasis en las experimentaciones actuales, 
se centra en la determinación de un modelo de 
estimación de consumo energético, y la precisión de la 
medición de los contadores de hardware en GPU. 
 
 Problemas de simulación relacionados con 
fenómenos naturales (inundaciones). Análisis de 
diferentes soluciones para la paralelización de este tipo 
de aplicaciones que son intensivas en cómputo; y el 
tiempo de ejecución y la performance alcanzable son 
críticas dado que los resultados que se esperan 
determinarán alertas y toma de decisiones. La 
utilización de escenarios de simulación en entornos 
donde interesa estudiar el comportamiento en 
situaciones de desastres producidos por fenómenos 
naturales como las inundaciones. En este ámbito se 
avanza en dos temas: (1) La implementación de un 
método de sintonización de un simulador de 
inundaciones en ríos de llanura, mediante la técnica de 
simulación paramétrica. El proceso requiere lanzar 
miles de escenarios de simulación hasta encontrar un 
conjunto ajustado de parámetros de entrada del 
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simulador. La experimentación se lleva a cabo con un 
modelo master-worker sobre un cluster [GAU15]. (2) 
En colaboración con el Laboratorio de Hidrología de la 
UNLP se comenzó con la paralelización de la 
simulación de inundaciones producidas por lluvias (en 
particular en el ámbito de la ciudad de La Plata, donde 
una corrida “standard” es del orden de las 8 hs), a fin de 
reducir el tiempo de ejecución a pocos minutos y 
permitir establecer un sistema de alertas [GAU16]. 
 
 Ambientes para la enseñanza de concurrencia. Se 
desarrolló el entorno CMRE para la enseñanza de 
programación concurrente y paralela a partir de cursos 
iniciales en carreras de Informática. Incluye un entorno 
visual que representa una ciudad en la que pueden 
definirse varios robots que interactúan. Combina 
aspectos de memoria compartida y distribuida mediante 
instrucciones para bloquear y liberar esquinas de la 
ciudad y el concepto de pasaje de mensajes a través de 
primitivas de envío y recepción. Además, se incluyen 
los conceptos de heterogeneidad (diferentes velocidades 
de los robots) y consumo energético [DEG17]. Se ha 
integrado con el uso de robots físicos (Lego Mindstorm 
3.0) que ejecutan en tiempo real las mismas 
instrucciones que los robots virtuales y se comunican 
con el entorno mediante bluetooth [DEG16]. Se ha 
ampliado para incorporar conceptos básicos de 
computación en la nube (Cloud Computing) [DEG16]. 
 
 Aplicaciones en Big Data. Para trabajar con Big 
Data, escenario que es cada vez más común debido al 
gran volumen de datos que se genera a diario, se 
requiere de cómputos de altas prestaciones y de 
herramientas específicas que ayuden al proceso de 
adaptación de los algoritmos iterativos tradicionales 
para ser ejecutados de manera paralela y distribuida. 
Una de las herramientas más utilizadas es Apache 
Spark, que se caracteriza principalmente por su 
velocidad de procesamiento debido a que hace uso 
intensivo de memoria RAM evitando continuas 
escrituras en disco y, a su vez, por poseer mecanismos 
eficientes de tolerancia a fallos. Apache Spark posee un 
módulo para el tratamiento de datos provenientes de un 
flujo de información potencialmente infinito llamado, 
Spark Streaming. En esta línea se está trabajando, por 
un lado, en la implementación de cálculos de índices 
económicos sobre un flujo de datos proveniente del 
mercado de las criptomonedas (Bitcoin, Ethereum, 
Litcoin, etc) utilizando Spark Streaming [BAR17] 
[BAS17].  Por otro lado, en la adaptación de técnicas 
tradicionales de Machine Learning para ser aplicadas a 
grandes volúmenes de datos mediante el uso del 
framework Spark. 
 
4. FORMACIÓN DE RECURSOS HUMANOS 
Dentro de la temática de la línea de I/D en el año 2017 se 
concluyó 1 tesis doctoral, 1 Trabajo Final de 
Especialización y 1 Tesina de Grado de Licenciatura. Se 
encuentran en curso en el marco del proyecto 3 tesis 
doctorales, 1 de maestría, 3 trabajos de Especialización y 
2 Tesinas. 
Se participa en el dictado de las carreras de Doctorado en 
Cs. Informáticas y Magíster y Especialización en 
Cómputo de Altas Prestaciones de la Facultad de 
Informática UNLP, por lo que potencialmente pueden 
generarse más Tesis y Trabajos Finales. 
Hay cooperación con grupos de otras Universidades del 
país y del exterior, y tesistas de diferentes Universidades 
realizan su trabajo con el equipo del proyecto. 
 
5. BIBLIOGRAFÍA 
[ANN12] Annamalai A., Rodrigues R., Koren I., Kundu 
S., "Dynamic Thread Scheduling in Asymmetric 
Multicores to Maximize Performance-per-Watt," 2012 
IEEE 26th International Parallel and Distributed 
Processing Symposium Workshops & PhD Forum, pp. 
964-971, 2012 IEEE 26th International Parallel and 
Distributed Processing Symposium Workshops & PhD 
Forum, 2012. 
[BAL13] Balladini J., Rucci E., De Giusti A., Naiouf M., 
Suppi R., Rexachs D., Luque E. “Power Characterisation 
of Shared-Memory HPC Systems”. Computer Science & 
Technology Series – XVIII Argentine Congress of 
Computer Science Selected Papers. ISBN 978-987-1985-
20-3. Pp. 53-65. EDULP, La Plata (Argentina), 2013 
[BAR17] Bariviera, A. F., Basgall, M. J., Hasperué, W., 
& Naiouf, M. “Some stylized facts of the Bitcoin market”. 
Physica A: Statistical Mechanics and its Applications, 
484, 82?90. 2017. 
[BUR10] Burns E, Lemons S, Ruml W, Zhou R. “Best 
First Heuristic Search for Multicore Machines”. Journal 
of Artificial Intelligence Research, Vol.39, No.1, pp. 689-
743, 2010. 
[CHA08] Chapman, B., Jost, G. & Van der Pas. Using 
OpenMP – Portable Shared Memory Parallel 
Programming (2008).  UK: MIT Press. 
[DEG10] De Giusti L, Naiouf M., Chichizola F., Luque 
E., De Giusti A. “Dynamic Scheduling in Heterogeneous 
Multiprocessor Architectures. Efficiency Analysis”. 
Computer Science and Technology Series – XV 
Argentine Congress of Computer Science Selected 
Papers. La Plata (Buenos Aires): Editorial de la 
Universidad de La Plata (edulp). 2010. p85 - 95. isbn 978-
950-34-0684-7 
[DEG16] L. C. De Giusti, F. Chichizola, S. Rodriguez 
Eguren, M. Sanchez, J. M. Paniego, A. E. De Giusti. 
“Introduciendo conceptos de Cloud Computing utilizando 
el entorno CMRE”. Proceedings del XXII Congreso 
Argentino de Ciencias de la Computación (CACIC 2016) 
– Workshop de Innovación en Educación en Informática. 
Octubre 2016. Pp 1357-1365. 
[DEG17] J. Castro, L. D. Giusti, G. Gorga, M. Sánchez, 
and M. Naiouf,. “ECMRE: Extended Concurrent Multi 
Robot Environment”. Computer Science – CACIC 2017. 
Communications in Computer and Information Science, 
vol 790, ISBN: 978-3-319-75213-6 978-3-319-75214-3, 
XX Workshop de Investigadores en Ciencias de la Computacio´n 945
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
Springer, Cham, págs. 285-294, enero de 2018. 
[DEW15] De Wael, M; Marr, S; De Fraine, B; Van 
Cutsem, T; De Meuter, W. “Partitioned Global Addess 
Space Languages”. ACM Computing Surveys (CSUR) 47 
(4), 2015. 
[EC213] Amazon Elastic Compute Cloud (Amazon EC2). 
http://aws.amazon.com/es/ec2/. Febrero 2013. 
[GAU15] Adriana Gaudiani. “Simulación y optimización 
como metodología para mejorar la calidad de la 
predicción en un entorno de simulación hidrográfica”. 
Tesis de Doctorado en Ciencias Informáticas (Facultad de 
Informática – UNLP). 2015.   
[GAU16] A.Gaudiani, E. Luque, P. García, M. Re, M. 
Naiouf, A. De Giusti. “How a Computational Method Can 
Help to Improve the Quality of River Flood Prediction by 
Simulation”. Advances and New Trends in Environmental 
and Energy Informatics (part V). ISBN 978-3-319-23455-
7. Pp337-351. 2016.  
[GIL14] Giles MB, Reguly I. 2014 “Trends in high-
performance computing for engineering calculations”. 
Phil.Trans.R.Soc.A 372: 20130319. 
http://dx.doi.org/10.1098/rsta.2013.0319 
[HAG11] Hager, G. & Wellein, G. Introduction to HPC 
for Scientists and Engineers. (2011) EEUU: CRC Press. 
[JEF13] Jeffers, James; Reinders, James. “Intel Xeon Phi 
Coprocessor High Performance Programming”, Morgan 
Kaufmann, 2013. 
[KIS13] A. Kishimoto, A. Fukunaga, and A. Botea, 
"Evaluation of a simple, scalable, parallel best-first search 
strategy," Artificial Intelligence, vol. 195, pp. 222–248, 
2013. 
[MCC12] McCool, Michael. “Structured Parallel 
Programming: Patterns for Efficient Computation”, 
Morgan Kaufmann, 2012 
[MON14] E. Montes de Oca, L. De Giusti, F. Chichizola, 
A. De Giusti, M. Naiouf. "Utilización de Cluster de GPU 
en HPC. Un caso de estudio". Proceedings del XX 
Congreso Argentino de Ciencias de la Computación 
(CACIC 2014), pp. 1220-1227, 2014.  
[MON16] E. Montes de Oca, L. C. De Giusti, F. 
Chichizola, A. E. De Giusti, M. Naiouf. “Análisis de uso 
de un algoritmo de balanceo de carga estático en un 
Cluster Multi-GPU Heterogéneo”. Proceedings del XXII 
Congreso Argentino de Ciencias de la Computación 
(CACIC 2016), pp. 159-168, 2016.  
[ODR16] Odroid http://www.hardkernel.com Accedido 
21 de Marzo de 2016. 
[POU16] Pousa A, Sanz V, De Giusti A. “Estructurando 
código paralelo para clusters heterogéneos de 
CPUs/GPUs”. Proceedings del XXII Congreso Argentino 
de Ciencias de la Computación. ISBN: 978-987-733-072-
4. Pp. 139-148 
[RAS16] Raspberry PI. https://www.raspberrypi.org/ 
Accedido 21 de Marzo de 2016. 
[RUC15] “Smith-Waterman Protein Search with OpenCL 
on FPGA”. Enzo Rucci, Armando De Giusti, Marcelo 
Naiouf, Carlos García Sanchez, Guillermo Botella Juan, 
Manuel Prieto-Matías. Proceedings of 2014 IEEE 
Symposyum on Parallel and Distributed Processing with 
Applications (ISPA). 20 al 22 de Agosto de 2015. 
Helsinki, Finlandia. ISBN: 978-1-4673-7952-6. Pp. 208-
213. DOI: 10.1109/Trustcom.2015.634. 
[RUC16] “State-of-the-art in Smith-Waterman Protein 
Database Search”. Enzo Rucci, Armando De Giusti, 
Marcelo Naiouf, Carlos García Sanchez, Guillermo 
Botella Juan, Manuel Prieto-Matías. Big Data Analytics 
in Genomics. Ka-Chun Wong (Editor). ISBN: 978-3-319-
41278-8 (print) 978-3-319-41279-5 (online), Springer, 
págs. 197-223, 2016.  
[RUC17a] “Accelerating Smith-Waterman Alignment of 
Long DNA Sequences with OpenCL on FPGA”. E. 
Rucci, C. Garcia, G. Botella, A. De Giusti, M. Naiouf, 
and M. Prieto-Matias, En: Bioinformatics and Biomedical 
Engineering. IWBBIO 2017. Lecture Notes in Computer 
Science, vol 10209., ISBN: 978-3-319-56154-7, Springer, 
Cham, págs. 500-511, 2017. 
[RUC17b] “First Experiences Accelerating Smith-
Waterman on Intel’s Knights Landing Processor”. E. 
Rucci, C. Garcia, G. Botella, A. De Giusti, M. Naiouf, 
and M. Prieto-Matias, En: Algorithms and Architectures 
for Parallel Processing. ICA3pp 2017. Lecture Notes in 
Computer Science, vol 10393, ISBN: 978-3-319-65482-9, 
Springer International Publishing, págs. 569-579, 2017.  
[RUC18a] “SWIFOLD:Smith-Waterman Implementation 
on FPGA with OpenCL for Long DNA Sequences”. E. 
Rucci, C. Garcia, G. Botella, A. De Giusti, M. Naiouf, 
and M. Prieto-Matias. BMC Systems Biology. ISSN: 
1752-0509. In press. 2018. 
[RUC18b] “Blocked All-Pairs Shortest Paths Algorithm 
on Intel Xeon Phi KNL Processor: A Case Study”. E. 
Rucci, A. De Giusti, and M. Naiouf, En: Computer 
Science – CACIC 2017. Communications in Computer 
and Information Science, vol 790, ISBN: 978-3-319-
75213-6 978-3-319-75214-3, Springer, Cham, págs. 47-
57, 2018. 
[SAN15] V. Sanz, A. De Giusti, and M. Naiouf, 
"Performance tuning of the HDA* algorithm for 
multicore machines." in Computer Science & Technology 
Series - XX Argentine Congress of Computer Science - 
Selected Papers. Argentina: EDULP, 2015, pp. 51-62. 
[SAN17] Sanz V., De Giusti A., Naiouf M. (2017) “A 
Hybrid Parallel Search Algorithm for Solving 
Combinatorial Optimization Problems on Multicore 
Clusters”. Algorithms and Architectures for Parallel 
Processing. ICA3PP 2017. Lecture Notes in Computer 
Science, vol 10393. Springer, Cham. 
[SET13] High-performance Dynamic Programming on 
FPGAs with OpenCL. Sean Settle. 2013 IEEE High 
Performance Extreme Computing Conf (HPEC ’13), 
2013. https://doi.org/10.1016/j.physa.2017.04.159 
[BAS17] Basgall, M. J., Hasperué, W., Naiouf, M., & 
Bariviera, A. F.“Cálculo del exponente de Hurst 
utilizando Spark Streaming: enfoque experimental sobre 
un flujo de transacciones de criptomonedas. Presentado en 
XXIII Congreso Argentino de Ciencias de la 
Computación (La Plata, 2017). 
XX Workshop de Investigadores en Ciencias de la Computacio´n 946
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
Tendencias en Arquitecturas y Algoritmos para Sistemas Paralelos y 
Distribuidos 
Marcelo Naiouf(1), Franco Chichizola(1), Laura De Giusti(1)(3), Enzo Rucci(1)(2), Adrián Pousa(1), Ismael Rodríguez(1), 
Sebastián Rodríguez Eguren(1), Erica Montes de Oca(1), Juan Manuel Paniego(1), Martín Pi Puig(1), Leandro 
Libutti(1), Javier Balladini(4), Armando De Giusti(1)(2) 
 
1Instituto de Investigación en Informática LIDI (III-LIDI), 
Facultad de Informática, Universidad Nacional de La Plata – Comisión de Investigaciones Científicas de la 
Provincia de Buenos Aires  
2CONICET – Consejo Nacional de Investigaciones Científicas y Técnicas 
3CICPBA – Comisión de Investigaciones Científicas de la Provincia de Buenos Aires 







El eje de esta línea de I/D lo constituye el 
estudio de tendencias actuales en las áreas de 
arquitecturas y algoritmos paralelos. Incluye 
como temas centrales: 
- Arquitecturas many-core (GPU, 
procesadores MIC), FPGAs, híbridas 
(diferentes combinaciones de multicores y 
aceleradores), y asimétricas. 
- Cloud Computing para HPC (especialmente 
para aplicaciones de Big Data) y sistemas 
distribuidos de tiempo real (Cloud Robotics).  
- Desarrollo y evaluación de algoritmos 
paralelos sobre nuevas arquitecturas y su 
evaluación de rendimiento energético y 
computacional. 
 
Palabras clave: Sistemas Paralelos. Clusters. 
Arquitecturas asimétricas. GPU, MIC, FPGA. 
Cloud Computing. Cloud robotics. 
Performance y eficiencia energética.  
Contexto 
Se presenta una línea de Investigación que 
es parte del proyecto del III-LIDI 
“Computación de Alto Desempeño: Arquitecturas, 
Algoritmos, Métricas de rendimiento y 
Aplicaciones en 
HPC, Big Data, Robótica, Señales y Tiempo Real”  
(en el marco del Programa de Incentivos del 
Ministerio de Educación)y de proyectos 
específicos apoyados por organismos 
nacionales e internacionales. También del 
proyecto “Transformación de algoritmos para 
nuevas arquitecturas multiprocesador” 
financiado por la Facultad de Informática de la 
UNLP. 
En el tema hay cooperación con varias 
Universidades de Argentina y se está 
trabajando con Universidades de América 
Latina y Europa en proyectos financiados por 
CyTED, AECID y la OEI (Organización de 
Estados Iberoamericanos). 
Por otra parte, se tiene financiamiento de 
Telefónica de Argentina en Becas de grado y 
posgrado y se ha tenido el apoyo de diferentes 
empresas (IBM, Microsoft, Telecom, Intel) en 
la temática de Cloud Computing. 
Se participa en iniciativas como el 
Programa IberoTIC de intercambio de 
Profesores y Alumnos de Doctorado en el área 
de Informática. 
Asimismo, el III-LIDI forma parte del 
Sistema Nacional de Cómputo de Alto 
Desempeño (SNCAD) del MinCyT. 
 
Introducción 
Una de las áreas de creciente interés lo 
constituye el cómputo de altas prestaciones, en 
el cual el rendimiento está relacionado con dos 
aspectos: por un lado las arquitecturas de 
soporte y por el otro los algoritmos que hacen 
uso de las mismas.  
A la aparición de arquitecturas many-core 
(como las GPU o los procesadores MIC), se 
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ha sumado el uso de FPGAs debido a su 
potencia de cómputo y rendimiento 
energético. Su combinación en sistemas HPC 
da lugar a plataformas híbridas con diferentes 
características [RUC16]. 
Lógicamente, esto trae aparejado una 
revisión de los conceptos del diseño de 
algoritmos paralelos (incluyendo los lenguajes 
mismos de programación y el software de 
base), así como la evaluación de las soluciones 
que éstos implementan. También resulta 
necesario investigar las estrategias de 
distribución de datos y procesos a fin de 
optimizar la performance. 
Además, el estudio del consumo y la 
eficiencia energética de los nuevos sistemas 
paralelos se vuelve tan importante como el de 
métricas clásicas (speedup, eficiencia, 
escalabilidad) debido a los costos económicos 
y los problemas operativos asociados 
[BAL13]. 
Por otra parte, los avances en las 
tecnologías de virtualización y cómputo 
distribuido han dado origen al paradigma de 
Cloud Computing, que se presenta como una 
alternativa a los tradicionales sistemas de 
Clusters y Multicluster para ambientes de 
HPC [BER08]. A su vez, este concepto se 
puede ampliar a sistemas distribuidos de 
tiempo real, en particular sistemas inteligentes 
como son los robots que pueden trabajar en 
paralelo utilizando su propia capacidad de 
procesamiento y al mismo tiempo 
conectándose con la potencia de un servidor 
en la nube (Cloud Robotics) 
[LOR13][GUO12][KEH15]. 
En esta línea de I/D se trabaja sobre 
aspectos que marcan tendencias en el área. 
 
GPUs y Cluster de GPUs 
Las GPUs son el acelerador dominante en 
la comunidad de HPC al día de hoy por su alto 
rendimiento y bajo costo de adquisición. En la 
actualidad, tanto NVIDIA como AMD 
trabajan especialmente en mejorar la eficiencia 
energética de sus placas y disminuir el alto 
costo de programación. 
 La combinación de GPUs con otras 
plataformas paralelas como clusters y 
multicores, brindan un vasto conjunto de 
posibilidades de investigación en arquitecturas 
híbridas, a partir de diferentes combinaciones 
a saber: 
- Máquinas multicore con más de una GPU, 
que combinan herramientas de programación 
paralela como OpenMP/CUDA o 
Pthread/CUDA. 
- Cluster de máquinas multicore cada una 
con una o más placas de GPU, lo que permite 
combinar OpenMP/MPI/CUDA o 
Pthread/MPI/CUDA. 
Los desafíos que se plantean son múltiples, 
sobre todo en lo referido a distribución de 
datos y procesos en tales arquitecturas híbridas 




En forma reciente Intel brinda una 
alternativa a partir de la arquitectura MIC 
(Many Integrated Core Architecture). Esta 
arquitectura permite utilizar métodos y 
herramientas estándar de programación con 
altas prestaciones (lo que los distingue 
especialmente de las GPUs). De esta forma, se 
remueven barreras de entrenamiento y se 
permite focalizar en el problema más que en la 
ingeniería del software. Xeon Phi es el nombre 
elegido por Intel para su serie de procesadores 
many-core. Recientemente, Intel ha lanzado 
Knights Landing (KNL), la segunda 
generación de Xeon Phi. A diferencia de sus 
predecesores que operaban como co-
procesador a través del puerto PCI, los 
procesadores KNL pueden operar en forma 
autónoma. Además, integran las nuevas 
extensiones vectoriales AVX-512 y tecnología 
de memoria 3D, entre otras características 
avanzadas [REI16].  
 
FPGAs 
Una FPGA (Field Programmable Gate 
Array) es una clase de acelerador basado en 
circuitos integrados reconfigurables. La 
capacidad de adaptar sus instrucciones de 
acuerdo a la aplicación objetivo le permite 
incrementar la productividad de un sistema y 
mejorar el rendimiento energético para ciertos 
tipos de aplicaciones. Tradicionalmente fueron 
utilizadas para el procesamiento digital de 
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señales. Sin embargo, en los últimos años, 
existen dos tendencias claras para extender su 
uso a otros dominios. En primer lugar, el 
establecimiento de alianzas estratégicas entre 
fabricantes de procesadores y de FPGAs para 
integrar estos dispositivos en arquitecturas 
híbridas (Intel con Altera; IBM con Xilinx) 
[IBM15][INT16]. En segundo lugar, el 
desarrollo de nuevas herramientas de 
programación para FPGAs empleando 
estándares familiares para HPC, con las cuales 
se espera reducir los tradicionales tiempos y 
costos de programación [SEA13][XIL15]. Por 
último, la incorporación de FPGAs a los 
servicios de cloud abre nuevas oportunidades 




La mejora de la eficiencia energética es una 
de las principales preocupaciones en la 
informática actual, principalmente a partir de 
las plataformas con gran cantidad de 
procesadores. Muchos esfuerzos están 
orientados a tratar la eficiencia energética 
como eje de I/D, como métrica de evaluación, 
y también a la necesidad de metodologías para 
medirla.  
Entre los puntos de interés pueden 
mencionarse: 
- Análisis de metodologías y herramientas 
para medir consumo energético. 
- Estudio de técnicas para reducir el consumo 
energético en aplicaciones de HPC de acuerdo 
a las arquitecturas utilizadas. 
- Evaluación de eficiencia energética de 
diferentes algoritmos y plataformas paralelas. 
- Optimización de la eficiencia energética. A 
partir de los valores de energía que brindan 
los contadores hardware es posible definir 
estrategias de programación que lleven a 
reducir el consumo, manteniendo a su vez el 
rendimiento en valores aceptables [SAE17]. 
 
Cloud Computing 
Cloud Computing, proporciona grandes 
conjuntos de recursos físicos y lógicos (como 
pueden ser infraestructura, plataformas de 
desarrollo, almacenamiento y/o aplicaciones), 
fácilmente accesibles y utilizables por medio 
de una interfaz de administración web, con un 
modelo de arquitectura “virtualizada” 
[SHA10][XIN12]. Estos recursos son 
proporcionados como servicios (“as a 
service”) y pueden ser dinámicamente 
reconfigurados para adaptarse a una carga de 
trabajo variable (escalabilidad), logrando una 
mejor utilización y evitando el sobre o sub 
dimensionamiento (elasticidad) [VEL09]. 
Más allá de las potenciales características y 
beneficios que brinda un Cloud, de por sí 
atractivas, es de gran interés estudiar el 
despliegue de entornos de ejecución para 
cómputo paralelo y distribuido (Clusters 
Virtules), como así también realizar I/D en la 
portabilidad de las aplicaciones de HPC en el 
Cloud [DOE11][ROD11]. 
Por otro lado, Cloud Robotics es una de las 
áreas más prometedoras de la investigación 
informática actual en la cual se cuenta con 
“robots” dotados de diferentes sensores y 
capacidades, conectados a un Cloud vía 
Internet. Los temas de investigación derivados 
son múltiples: sensores, redes de sensores e 
inteligencia distribuida; robótica y sistemas 
colaborativos de tiempo real basados en 
robots; aplicaciones críticas (por ej. en 
ciudades inteligentes o en el ámbito 
industrial). 
 
Dispositivos de bajo costo con capacidades 
para cómputo paralelo 
En la actualidad se comercializan placas de 
bajo costo como Raspberry PI [RAS17] u 
Odroid [ODR17] que poseen múltiples 
núcleos simples. Asimismo, existen diversos 
dispositivos móviles con capacidades 
similares. Es de interés estudiar como explotar 
el paralelismo en estos dispositivos para 
mejorar el rendimiento y/o consumo 
energético de las aplicaciones.   
 
Líneas de Investigación, Desarrollo e 
Innovación 
- Arquitecturas many-core (procesadores MIC 
y GPU) y FPGA. Análisis de este tipo de 
máquinas y de técnicas para desarrollar código 
optimizado. 
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- Arquitecturas híbridas (diferentes 
combinaciones de clusters, multicores, 
manycores y FPGAs). Diseño de algoritmos 
paralelos sobre las mismas. 
- Exploración de nuevos lenguajes y modelos 
de programación para HPC. 
- Cloud Computing para realizar HPC. 
Evaluación de perfomance en este tipo de 
arquitectura. Análisis del overhead por el 
software de administración del Cloud. 
- Sistemas inteligentes de tiempo real 
distribuidos (Cloud Robotics). 
- Interconexión de Brokers de mensajes 
MQTT sobre Cloud Públicos y Cloud 
Privados.  
- Consumo energético en las diferentes 
arquitecturas paralelas, en particular en 
relación a los algoritmos paralelos y la 
configuración de la arquitectura. Análisis de 
metodologías y herramientas de medición. 
 
Resultados y Objetivos 
Investigación experimental a realizar 
- Desarrollo y evaluación de algoritmos 
paralelos sobre nuevas arquitecturas. Análisis 
de rendimiento, eficiencia energética y costo 
de programación. 
- Análisis del overhead introducido por el 
sistema gestor del Cloud en un entorno de 
HPC para aplicaciones científicas de Big Data. 
Comparar el rendimiento entre Cloud y 
Cluster Computing. 
- Analizar y comparar las diferentes 
estrategias para interconectar brokers de 
mensajes MQTT tanto sobre cloud públicos 
como privados. 
- Realizar el desarrollo de nuevos 
planificadores de tareas para multicores 
asimétricos sobre diferentes sistemas 
operativos con el objetivo de maximizar el 
rendimiento y minimizar el consumo de 
energía [SAE15][SAE17]. 
- Optimización de algoritmos paralelos para 
controlar el comportamiento de múltiples 
robots que trabajan colaborativamente, 
considerando la distribución de su capacidad 
de procesamiento “local” y la coordinación 
con la potencia de cómputo y capacidad de 
almacenamiento (datos y conocimiento) de un 
Cloud. 
Resultados obtenidos 
- Se ha finalizado una tesis de doctorado en la 
línea de planificación de procesos sobre 
multicores asimétricos (AMPs). Se analizó la 
relación entre rendimiento, justicia y 
eficiencia energética al ejecutar varias cargas 
de trabajo diversas sobre AMPs. El análisis 
permitió el diseño de nuevas estrategias de 
planificación, implementadas sobre sistemas 
operativos de propósito general, orientadas a 
optimizar estos objetivos [POU17]. 
- Se estudiaron técnicas de programación y 
optimización para la nueva generación de 
procesadores Xeon Phi (Knights Landing) 
[RUC18]. 
- Se cuantificaron las mejoras introducidas por 
el uso de GPUs para aplicaciones de 
procesamiento digital de imágenes tanto desde 
el punto de vista del desempeño como del 
consumo energético [PIP17]. 
- Se evaluó el uso de diferentes arquitecturas 
paralelas (CPU, Xeon Phi, GPU, FPGA) para 
procesamiento de grandes conjuntos de datos 
biológicos considerando no sólo el 
rendimiento sino la eficiencia energética 
[RUC17a][RUC17b]. 
- Se analizó la precisión en la predicción del 
consumo de energía por parte de la 
herramienta Intel RAPL [PAN18]. 
- Análisis del despliegue de un sistema multi-
robot, integrado por un chasis de auto Rover 
de 4 ruedas y un cuadricóptero Parrot Bebop, 
conectados a un servicio de cloud público 
[DEG17]. 
 
Organización de Eventos 
En el año 2017 se han organizado las V 
Jornadas de Cloud Computing y Big Data 
(JCC&BD 2017) en Argentina, con 
participación de especialistas académicos del 
país y del exterior y de empresas con 
experiencia en Cloud Computing. En junio de 
2018 se organizarán las VI Jornadas de Cloud 
Computing y Big Data (JCC&BD 2018). 
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Formación de Recursos Humanos 
Dentro de la temática de la línea de I/D el 
último año se concluyeron: 1 tesis doctoral, 1 
tesis de maestría y 1 trabajo de 
Especialización. Al mismo tiempo se 
encuentran en curso 2 tesis de Doctorado en 
Ciencias Informáticas y 2 tesis de Maestría. 
Además, se participa en el dictado de las 
carreras de Doctorado en Ciencias 
Informáticas, y Magíster y Especialización en 
Cómputo de Altas Prestaciones de la Facultad 
de Informática de la UNLP (acreditadas por la 
CONEAU con categoría A, B y A, 
respectivamente), por lo que potencialmente 
pueden generarse nuevas Tesis de Doctorado y 
Maestría y Trabajos Finales de 
Especialización. 
Existe cooperación con grupos de otras 
Universidades del país y del exterior, y hay 
tesistas de diferentes Universidades realizando 
su Tesis con el equipo del proyecto. 
Respecto a las carreras de grado, se dictan 
por parte de integrantes de la línea de 
investigación tres materias directamente 
relacionadas con los temas de la misma: 
“Taller de Programación sobre GPUs”, “Cloud 
Computing y Cloud Robotics” y “Conceptos y 
Aplicaciones en Big Data”. 
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Resumen
Los avances tecnológicos de los sistemas de
cómputo paralelo y distribuido permiten el desa-
rrollo de aplicaciones antes impensadas. Nuestra
investigación se centra en desarrollar metodolo-
gías, modelos y soluciones informáticas para co-
laborar en la resolución de problemas que tengan
una alta demanda computacional e impacto so-
cial. Hemos deﬁnido tres ejes de investigación:
aplicaciones para la salud, aplicaciones de in-
formática forense, y consumo energético de los
sistemas de cómputo paralelo. Estas líneas de
investigación se desarrollan en colaboración con
una universidad nacionales y otra del extranje-
ro, un hospital público, y un gabinete provincial
de informática forense.
Palabras claves: computación de altas pres-
taciones, eﬁciencia energética, aplicaciones para
la salud, aplicaciones de informática forense.
1. Contexto
La línea de investigación aquí presentada es-
tá enmarcada dentro del proyecto de investiga-
ción 04/F013 "Aplicaciones de Cómputo Inten-
sivo con Impacto Social", ﬁnanciado por la Uni-
versidad Nacional del Comahue (UNComa), con
inicio el 01/01/2017 y ﬁnalización el 31/12/2020,
y acreditado por el Ministerio de Educación de
Argentina. Otra fuente de ﬁnanciamientos es el
Inter-U Colaboración UNComa-UNLP: docen-
cia e investigación en Sistemas Paralelos de
PROMINF.
Uno de los tres ejes centrales de nuestra inves-
tigación, las aplicaciones para la salud, se desa-
rrolla en colaboración con la Unidad de Terapia
Intensiva y la Unidad de Vigilancia Intermedia,
ambos pertenecientes al Hospital Francisco Ló-
pez Lima de la ciudad de General Roca, pro-
vincia de Río Negro. El eje de aplicaciones de
informática forense, se desarrolla dentro del mar-
co de colaboración con el Gabinete de Pericias
Informáticas del Poder Judicial de la provincia
de Neuquén. Respecto al eje relacionado con el
consumo energético de los sistemas de cómputo
paralelo, se desarrolla en colaboración con el Ins-
tituto de Investigación en Informática LIDI de
la Universidad Nacional de La Plata (UNLP), y
el grupo de investigación HPC4EAS (High Per-
formance Computing for Eﬃcient Applications
and Simulation) de la Universidad Autónoma de
Barcelona (UAB) de España.
2. Introducción
Una de las áreas de mayor interés en la ac-
tualidad es la Computación de Altas Prestacio-
nes (HPC, del inglés, High Performance Com-
puting). La computación paralela es un tipo de
computación en el que los cálculos se realizan de
forma simultánea. Si bien el paralelismo ha sido
empleado históricamente en la computación de
altas prestaciones, ha ganado un enorme interés
debido al impedimento para seguir aumentando
la frecuencia de reloj de los procesadores; el pro-
blema se encuentra en el alto consumo energético
y disipación del calor a altas frecuencias. Como
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no se podía seguir aumentando la frecuencia pa-
ra que las aplicaciones ejecuten más rápido, la
solución fue incrementar la cantidad de unida-
des de procesamiento, dando así lugar a la apa-
rición de procesadores multinúcleos. Desde en-
tonces, la computación paralela se ha convertido
en el paradigma dominante en la arquitectura de
computadoras.
Para algunas aplicaciones, será suﬁciente con
utilizar una plataforma comprendida por una
única computadora con uno o más procesadores
multinúcleos. En otros casos, podrá ser necesa-
rio el poder de cómputo de una agregación de
computadoras, como por ejemplo del tipo clus-
ter. La masiﬁcación de la tecnologías de cómpu-
to paralelo hacen que ellas sean cada vez más
accesibles, y se pueda pensar en el desarrollo de
nuevas aplicaciones, muchas de las cuales pueden
tener un fuerte impacto para el beneﬁcio social.
Sin embargo, extraer el máximo rendimiento de
estas plataformas requiere utilizar técnicas es-
pecíﬁcas de programación paralela, que son más
difíciles que las típicas de programación secuen-
cial, principalmente debido a la sincronización,
comunicación de tareas, y complejidad de la ar-
quitectura de las plataformas hardware.
Nuestro interés está centrado en tres áreas te-
máticas: aplicaciones de cómputo intensivo para
la salud, aplicaciones de cómputo intensivo de
informática forense, y el consumo energético de
los sistemas de HPC. A continuación se introdu-
ce cada uno de estos temas:
Aplicaciones para la salud
En los centros de salud, la Unidad de Cuida-
dos Intensivos (UCI) atiende a pacientes cuya
salud está en condiciones críticas, con riesgo de
muerte. Por esta razón deben contar con asisten-
cia médica las 24 horas del día y ser controlados
en forma rigurosa; mínimamente están conecta-
dos a un monitor que mide sus signos vitales y
da alertas, considerando aquellos aspectos que
pueden indicar un riesgo para la salud del pa-
ciente bajo criterios aplicados según la población
estándar.
El equipamiento utilizado para monitorear a
los pacientes y realizar diferentes estudios ha si-
do desarrollado para trabajar en forma indepen-
diente, sin contemplar la posibilidad de incorpo-
rar información adicional obtenida a través de
otros medios (ya sea otros estudios, datos in-
herentes del paciente, etc). Es decir, no se ha
previsto un uso integral de toda la información
del paciente, sino que los estudios se realizan en
forma aislada y luego el personal médico debe
realizar el análisis de los mismos considerando
todas las variables conocidas. Esta metodología
demora la detección de patologías. Además, de-
bido a que el equipamiento médico generalmente
no está preparado para el registro histórico de
datos, el personal de la UCI toma registros ma-
nuales en intervalos de horas. Así, la mayoría de
las mediciones que realiza el equipamiento mé-
dico se pierden, y esta omisión de información
podría reducir la precisión del diagnóstico.
Un gran avance sería disponer de un sistema
de cómputo que detecte patologías en tiempo
real, basándose en múltiples parámetros de di-
ferentes medios. La detección temprana de pa-
tologías permitirá aumentar la efectividad de los
tratamientos, y por consiguiente la mejora de la
salud de los pacientes y la reducción del costo
económico. El problema principal que debe en-
frentarse para la construcción de este sistema, y
que creemos viable con la aplicación de técnicas
de computación paralela, es el procesamiento en
tiempo real de un gran volumen de datos genera-
do por el equipamiento (especialmente las curvas
como, por ejemplo, el electrocardiograma).
No hay muchos sistemas de este tipo, algunos
de ellos se encuentran en etapa experimental ini-
cial y otros ya llevan algunos años de investiga-
ción. La información disponible de estos sistemas
es normalmente escasa por tratarse mayormente
de software privativo. En la bibliografía se en-
cuentran algunos trabajos como [13, 3, 1, 2].
Aplicaciones de informática forense
En la actualidad, una gran parte de las in-
vestigaciones judiciales involucran elementos de
prueba que son potenciales fuentes de eviden-
cia digital [11, 10]. El volumen de datos digital
que debe ser sometido a análisis forense está au-
mentando de forma sostenida, incrementando el
tiempo de procesamiento requerido para el aná-
lisis. Este aumento en el tiempo de análisis fo-
rense lleva a un crecimiento excesivo de la lista
de espera de pericias en trámite e impacta nega-
tivamente en la investigación que deben llevar a
cabo los organismos jurisdiccionales.
Muchas tareas periciales involucran un eleva-
do tiempo de procesamiento: detección de imá-
genes sospechosas de contener pornografía, la ge-
neración de índices para realizar consultas diná-
micas sobre el corpus digital, la creación de dic-
cionarios personalizados para descifrado de con-
traseñas en base a la información digital conte-
nida en los dispositivos de almacenamiento, la
generación de listas de valores hash para análi-
sis de ﬁrmas, la detección de malware o localiza-
ción de archivos relevantes a la investigación, y la
búsqueda de evidencia digital mediante palabras
clave. En especial, la detección de imágenes con
contenido pornográﬁco [8] es una de las tareas
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que requieren mayor tiempo de procesamiento.
Las herramientas disponibles en el mercado no
satisfacen los tiempos de procesamiento requeri-
dos para estas actividades. Los avances tecnoló-
gicos y técnicas de programación de los sistemas
de cómputo paralelo pueden hacer viable el desa-
rrollo de aplicaciones para informática forense
que tengan tiempos de procesamiento menores a
los actuales. En muchos casos, las herramientas
también carecen de capacidades de ejecución no
interactiva que posibilite la automatización de
tareas para ser utilizadas en entornos de cómpu-
to paralelo y distribuido.
Consumo energético
Mientras el rendimiento de los sistemas de
computación de altas prestaciones (HPC, High
Performance Computing) continúa creciendo,
las máquinas aumentan signiﬁcativamente la
cantidad de unidades de procesamiento. Este au-
mento en el número de componentes hace dis-
minuir la conﬁabilidad y aumentar el consumo
energético de un sistema de cómputo. Así, a po-
cos años de arribar a la era exaescala (prevista
para 2020), el consumo energético se han iden-
tiﬁcado como uno de los mayores desafíos a en-
frentar [14, 12].
El consumo energético es hoy en día un gran
problema. Para dar una idea de la magnitud del
mismo, utilizaremos de ejemplo la máquina de
mayor prestaciones de la actualidad, la máqui-
na China Sunway TaihuLight. Esta máquina de-
manda 15 MW de potencia, lo mismo que se re-
quiere para abastecer a los hogares de una ciu-
dad con alrededor de 200.000 habitantes (calculo
realizado en base al consumo de un hogar en Ar-
gentina). Además del alto impacto económico, la
generación de tanta energía podría tener un al-
to impacto medioambiental, por ejemplo, repre-
sas hidroeléctricas que modiﬁcan el ecosistema,
y social, por ejemplo, la mayor fuente de energía
mundial se obtiene del carbón, cuya extracción
minera es altamente peligrosa.
La computación ecológica es el estudio y la
práctica de la computación ambientalmente sos-
tenible. Ella se ocupa de diferentes aspectos de
los sistemas de cómputo: diseño, manufactura,
eliminación, y uso. Este último aspecto, el uso
ecológico, se reﬁere al uso de los sistemas de
cómputo con conciencia ambiental. Es posible
reducir el consumo de energía de los sistemas
de cómputo utilizando diferentes estrategias que
deben ser consideradas a nivel del software, y
consisten en realizar cambios en la conﬁguración
del sistema o en las aplicaciones. Estas estrate-
gias incluyen: explotación del paralelismo (mu-
chos cores lentos consume menos energía que po-
cos cores rápidos), uso adecuado de la jerarquía
de memoria, hibernación de recursos, escalado
dinámico de frecuencia y tensión, rediseño de al-
goritmos, planiﬁcación de tareas, asignación de
tareas a recursos hardware.
3. Líneas de investigación
El eje central de nuestra investigación es desa-
rrollar metodologías, modelos y soluciones infor-
máticas para colaborar en la resolución de pro-
blemas que tengan una alta demanda compu-
tacional e impacto social en los siguientes cam-
pos: aplicaciones para la salud, aplicaciones de
informática forense, consumo energético de los
sistemas de cómputo paralelo.
Aplicaciones para la salud
Esta línea está enfocada en el estudio y desa-
rrollo de un sistema para detección temprana
de patologías en Unidades de Terapia Intensiva
(UTI), y que puede también abarcar a las Unida-
des de Vigilancia Intermedia (UVI). Nuestro ob-
jetivo está orientado a resolver el procesamiento
de una gran cantidad de datos en tiempo real,
proveniente de señales de equipamiento médico,
utilizando técnicas de computación paralela.
Aplicaciones de informática forense
Esta línea se centra en acelerar el procesa-
miento de grandes volúmenes de datos, princi-
palmente de videos e imágenes, mediante técni-
cas de computación paralela. En especial, intere-
sa acelerar el proceso de detección automática de
imágenes con pornografía.
Consumo energético
Nos centramos en el desarrollo de metodolo-
gías, modelos y construcción de software para
administrar y gestionar el consumo de energía
y prestaciones de sistemas de cómputo paralelo.
Nuestros objetivos principales son:
Predicción de energía y rendimiento. Es im-
portante proveer a un administrador de sis-
tema de herramientas que permitan prede-
cir la energía y el rendimiento que produci-
rían distintas conﬁguraciones del sistema al
ejecutar una dada aplicación paralela, y así
poder seleccionar la conﬁguración adecuada
que mantenga el compromiso deseado entre
tiempo de ejecución y eﬁciencia energética.
Gestión energética en mecanismos de tole-
rancia a fallos. La tolerancia a fallos agrega
3
XX Workshop de Investigadores en Ciencias de la Computacio´n 955
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
una carga de trabajo signiﬁcativa al siste-
ma de cómputo, sobre todo en sistemas que
tienen enormes cantidades de unidades de
procesamiento [9], haciendo necesario ges-
tionar el consumo energético de los distintos
mecanismos.
4. Resultados y objetivos
Aplicaciones para la salud
Los objetivos especíﬁcos en curso son:
Desarrollar hardware y software para ex-
traer datos del equipamiento médico, y
transmitirlos por WiFi a la plataforma de
procesamiento de la información. La extrac-
ción de datos no es trivial debido al uso de
protocolos de comunicaciones propietarios
que los fabricantes no dan a conocer.
Desarrollar aplicaciones para el procesa-
miento eﬁciente de señales (como el elec-
trocardiograma). Éstas deben ejecutar en
máquinas con procesadores de propósito ge-
neral (CPUs), y utilizar los recursos de
cómputo de manera eﬁciente para reducir
el tamaño de la plataforma hardware que
requiere el sistema. Se incluye también la
detección de anomalías en las señales para
evitar la contaminación del sistema con da-
tos erroneos.
Diseñar la infraestructura de un sistema de
Big Data que permita el almacenamiento,
análisis y procesamiento en tiempo real de
señales extraídas del equipamiento médico
(monitores de signos vitales, respiradores,
etc.) y otros datos ingresados manualmente.
Desarrollar una aplicación para la interac-
ción con médicos y enfermeros.
Los avances/resultados actualmente compren-
den:
Un análisis del estado general de las UTI
del hospital Francisco Lopez Lima [7].
El desarrollo de un dispositivo embebido
que obtiene información de la señal del elec-
trocardiograma de un monitor médico, a
través de una salida analógica, y la trans-
mite por WiFi para su posterior procesa-
miento.
El desarrollo parcial de una aplicación que
detecta complejos QRS de manera eﬁciente
en señales de electrocardiogramas.
Análisis parciales de rendimientos de dife-
rentes alternativas tecnológicas de la infra-
estructura de Big Data.
Aplicaciones de informática forense
Se han evaluado distintas alternativas de soft-
ware para detección de pornografía disponible en
la literatura, y se ha seleccionado la aplicación
desarrollada por Yahoo [4] debido a que posee
una alta tasa de aciertos. Actualmente, se está
trabajando en el análisis de la aplicación selec-
cionada, y en su optimización para acelerar el
tiempo de procesamiento de imágenes en plata-
formas paralelas basadas en CPUs. Además, se
espera avanzar en la ejecución distribuida de la
aplicación de detección de imágenes pornográﬁ-
cas para aumentar la productividad en el proce-
samiento de una cantidad masiva de imágenes,
y en el desarrollo de una aplicación que permita
el lanzamiento de la aplicación para el procesa-
miento de un conjunto especíﬁco de imágenes y
generación de reportes forenses.
Consumo energético
Tras dar los primeros pasos en la predicción de
energía y rendimiento para aplicaciones SPMD
construidas con el modelo de programación de
paso de mensajes (MPI) [6], actualmente se es-
tá avanzando en la predicción energética para
aplicaciones SPMD implementadas con un mo-
delo de programación híbrido de paso de mensa-
jes (MPI) y memoria compartida (OpenMP), y
en una metodología de predicción mejorada que
permita una mayor precisión.
Los métodos de tolerancia a fallos tienen fuer-
te incidencia en el consumo energético de los sis-
temas de HPC, y resulta de suma importancia
conocer, antes de ejecutar una cierta aplicación,
el impacto que pueden producir los diferentes
métodos y conﬁguraciones del mismo. En [5],
presentamos una metodología para predecir el
consumo energético producido por el método de
checkpoint coordinado remoto. Actualmente, he-
mos agregado la predicción para la operación de
restart (adicionalmente a la de checkpoint), y
se están contemplando distintas alternativas de
conﬁguraciones del sistema, relacionadas a: al-
macenamiento en NFS, conﬁguración de la apli-
cación de checkpoint/restart, y energéticas (es-
tados C y P de las CPUs). A futuro, esperamos
extender el trabajo a la propuesta de mecanis-
mos de gestión de tolerancia a fallos que pro-
curen un uso eﬁciente del cluster, permitiendo
maximizar la productividad y minimizar el con-
sumo energético.
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5. Formación de recursos hu-
manos
El equipo de trabajo cuenta con un integrante
doctorado en la temática (año 2008). En 2018 se
espera la ﬁnalización de dos tesis de grado en te-
mas de aplicaciones para la salud, y en 2019 una
tesis doctoral en el tema de consumo energético.
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Los datos en nuestro universo digital han 
crecido de tera bytes a zetta bytes. Pero no 
todos los datos existentes son significativos. 
Un gran desafío para muchos investigadores  
es el descubrimiento de conocimiento a partir 
de un conjunto de datos muy grande en un 
tiempo razonable. Para lograrlo hoy se piensa 
en arquitecturas de naturaleza heterogéneas 
formadas por procesadores many y 
multicores.   
En este trabajo se expone distintas  líneas de 
trabajo a seguir teniendo como objetivo  
desarrollar técnicas de Computación de Alto 
Desempeño para resolver este tipo de 
problemas. 
 
Palabras clave: Big Data. Computación de 
Alto Desempeño. GPUs. Tráfico en Redes de 
Computadoras. 
CONTEXTO 
Esta propuesta de trabajo se lleva a cabo 
dentro del proyecto de investigación 
“Tecnologías Avanzadas aplicadas al 
Procesamiento de Datos Masivos”  y del 
proyecto binacional CAPG-BA 66/13 entre la 
Universidad Nacional de San Luis y la 
Universidad de Pernambuco, Recife, Brasil. 
El proyecto de investigación se desarrolla en 
el marco del Laboratorio de Investigación y 
Desarrollo en Inteligencia Computacional 
(LIDIC), de la Facultad de Ciencias Físico, 
Matemáticas y Naturales de la Universidad 
Nacional de San Luis y el Centro de 
Informática de la UFPE.  
1. INTRODUCCIÓN 
El crecimiento de datos circulantes en 
Internet, las nuevas tecnologías y el aumento 
en la velocidad de transmisión de datos han 
dado origen al concepto de Big Data o Datos 
Masivos [MCJ13]. Este concepto, 
actualmente se define haciendo referencia a 
siete características: Variedad, Volumen, 
Velocidad, Veracidad, Viabilidad, 
Visualización y Valor [MCFEE12].  
El conjunto de datos a manipular es tan 
grande y complejo que los medios 
tradicionales de procesamiento son ineficaces. 
Por lo cual es un desafío analizar, capturar, 
recolectar, buscar, compartir, almacenar, 
transferir, visualizar, etc., cantidades masivas 
de información, obtener conocimiento y 
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realizar toda su gestión en un tiempo 
razonable [N13].  
Existen diferentes áreas o aplicaciones donde 
se trabaja con gran cantidad de datos, entre 
ellas podemos destacar la seguridad en redes 
de datos, recuperación de la información, 
evolución y parentesco de las especies, entre 
otras. 
De acuerdo a todo lo expuesto, el 
procesamiento de grandes volúmenes de datos 
hacen que los sistemas de cómputo 
convencionales sean muchas veces 
inapropiados para lograr un procesamiento 
adecuado, por lo tanto una alternativa es  
considerar técnicas de Computación de Alto 
Desempeño (HPC) [YOU14], las cuales 
permiten realizar operaciones de cómputo 
intensivo y mejorar la velocidad de 
procesamiento; involucrando diferentes 
tecnologías tal como los sistemas distribuidos 
y los sistemas paralelos (cluster de 
computadoras, cloud computing, tarjetas 
gráficas y computadoras masivamente 
paralelas) [HAGER10].  
Además de las técnicas de HPC, es 
importante la arquitectura subyacente. Hoy en 
día, la evolución de los sistemas de 
computación con multiprocesadores ha 
seguido dos líneas de desarrollo: las 
arquitecturas multicore (multi-núcleos) y las 
arquitecturas manycores (muchos-núcleos) 
[HWU08], ambos ofrecen un acceso rápido a 
una única memoria compartida, evitando la 
transferencia de datos entre distintas 
máquinas a través de una red. Sin embargo la 
cantidad de memoria disponible es limitada, 
una alternativa son las arquitecturas con 
memoria distribuida, las cuales permiten 
incrementar el espacio de almacenamiento 
(principal y secundario) aunque deben pagar 
el precio de la latencia de la red para llevar a 
cabo las comunicaciones [KAUR14]. Otra 
alternativa son los sistemas híbridos, los 
cuales permiten combinar las características 
de sistemas con memoria compartida y 
memoria distribuida, multicores con GPU, 
varios sistemas en la red, entre otros. De esta 
manera es posible incrementar la capacidad y 
poder de cómputo de los sistemas 
computacionales permitiendo la ejecución en 
paralelo de múltiples procesos y threads con 
distintas administraciones de memoria. 
Todo lo expuesto anteriormente constituye la 
base de nuestra motivación para investigar, 
verificar y poner en marcha nuevas técnicas y 
arquitecturas que ayuden a mejorar el 
procesamiento y sus tiempos de respuesta. 
Las técnicas de HPC serán nuestras 
herramientas para resolver con eficiencia cada 
uno de los objetivos: aplicar técnicas de HPC 
adecuadas para resolver problemas de datos 
masivos en ambientes paralelos híbridos en 
arquitecturas many y multicore. Como caso 
de estudio se presenta la búsqueda de 
soluciones a los diferentes los problemas  
planteados en la siguiente sección. 
2. LÍNEAS DE INVESTIGACIÓN, 
DESARROLLO E INNOVACIÓN 
Diferentes áreas de la ciencia y la sociedad 
deben considerarse como casos de problemas 
Big Data. Estas áreas constituyen sendas 
líneas de investigación descriptas a 
continuación: 
● Análisis de tráfico en términos de la 
seguridad de la información:  
En el campo de la detección de anomalías 
en redes de datos, el problema consiste en 
la identificación de patrones no acordes al 
comportamiento normal del tráfico en la 
red [BLMP16]. Detectar un posible 
ataque requiere contar con tecnologías 
para la clasificación del tráfico,  
asociando flujos de datos con las 
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aplicaciones que los generan. El conjunto 
de datos con los cuales se trabaja crece a 
gran velocidad, mucho mayor que su 
capacidad de procesamiento.  
Esta línea tiene como objetivo la creación 
de modelos para la búsqueda de 
anomalías, y más precisamente, de 
ataques a redes de datos. Esta búsqueda 
consiste en la identificación de patrones 
que se desvían del comportamiento 
normal de tráfico. Tener la capacidad de 
tratar grandes volúmenes de información 
no solamente nos permite saber qué es lo 
que está pasando en este instante, sino 
también trazar patrones a lo largo del 
tiempo. Muchas veces es fácil pasar por 
alto algunos indicadores cuando 
analizamos información en tiempo real, 
sin embargo, si analizamos esa 
información en otros contextos y a lo 
largo del tiempo, quizá podamos 
encontrar otros significados. Lo que se 
pretende realizar es el procesamiento del 
tráfico de red, aplicarle inteligencia para 
obtener resultados concretos y en un 
tiempo cercano, de forma que la 
conclusión arribada no sea irrelevante, 
constituya la detección de un ataque y se 
puedan tomar decisiones rápidas. 
● Recuperación de la Información usando 
índices de búsquedas:   
En el caso de la recuperación de la 
información, el objetivo principal es 
satisfacer la necesidad de respuestas 
planteadas por un usuario en lenguaje 
natural, especificada a través de un 
conjunto de palabras claves. La 
información multimedia debe ser 
recuperada aplicando búsquedas por 
similitud, por lo cual se necesitan 
métodos de acceso eficientes que 
permitan recuperar rápidamente los 
elementos que satisfacen los criterios de 
consulta. Un sistema de recuperación de 
información encuentra datos importantes 
con coincidencia parcial al patrón dado. 
Esta similitud, se modela utilizando una 
función de distancia, la cual satisface 
entre otras propiedades la desigualdad 
triangular. 
Para realizar consultas en bases de datos 
no estructuradas o métricas se han creado 
modelos y algoritmos de búsqueda más 
generales que los correspondientes a 
bases de datos tradicionales [CNBY01]. 
El tipo de consulta en estas bases de datos 
se denominan consultas por similitud o 
proximidad, aquí los elementos son 
buscados considerando la cercanía de los 
mismos al elemento consultado. El 
objetivo de esta línea es utilizar índices 
de búsquedas aproximadas como los 
permutantes [LMPR13] para resolver 
consultas.     
● Construcción de Árboles Filogenéticos:  
En el área de biología evolutiva [B09, 
G14, Z14], el estudio de las relaciones 
evolutivas entre especies a partir de la 
distribución de los caracteres primitivos, 
utilizando información ADN y de 
morfología, es una tarea que se encuadra 
dentro del área de datos masivos. La idea 
es elaborar un árbol filogenético en el 
cual se muestran las relaciones evolutivas 
de los seres vivos entre sí, es decir, 
reconocer los grados de cercanía de 
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ancestros comunes. Este trabajo requiere 
contar con datos moleculares 
(fundamentalmente ADN) y/o 
morfológicos, los cuales identificarán la/s 
especie/s a incorporar en el árbol. Este 
proceso demanda gran cantidad de 
recursos computacionales. 
El análisis filogenético requiere cálculos 
más complejos a medida que la cantidad 
de especies a catalogar crece, la cantidad 
de árboles a examinar en una búsqueda 
aumenta exponencialmente. Por esta 
razón es necesario contar con métodos, 
herramientas y técnicas de computación 
de altas prestaciones para datos masivos 
con el objeto de obtener información 
dentro de tiempos razonables. 
 
Todas estas líneas de investigación tienen en 
cuenta la portabilidad de los desarrollos, esto 
se debe a que las soluciones a plantear tienen 
como objetivo trabajar en arquitecturas 
heterogéneas, aplicando técnicas de 
paralelismo híbrido y logrando tiempo de 
respuestas menores a cada uno de los 




Como objetivos de las líneas de investigación 
nos planteamos facilitar el desarrollo de 
soluciones paralelas portables, de costo 
predecible, capaces de explotar las ventajas de 
modernos ambientes de HPC a través de 
herramientas y “frameworks de computación” 
de alto nivel. Para ello será necesario 
proponer nuevas metodologías a ser aplicadas 
en cada una de las fases del tratamiento de 
datos masivos.  
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
Los resultados esperados respecto a la 
formación de recursos humanos son hasta el 
momento el desarrollo de 4 tesis doctorales (2 
concluidas), 2 tesis de maestría y varias 
tesinas de grado.  
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Resumen 
Este trabajo describe una línea de 
investigación y desarrollo (I/D) y los 
resultados esperados de la misma. El objetivo 
principal es analizar, generar y evaluar 
modelos matemáticos y métodos numéricos, 
para abordar problemas en ingeniería y 
ciencias. Se estudian problemas, que por su 
nivel de complejidad, requieren abordajes y 
trabajo multidisciplinario de investigación. 
Los modelos abordados son dependientes del 
tipo de sistema estudiado, del fenómeno 
analizado y del área particular de ingeniería 
que originó el requerimiento. Determinar el 
tipo de sistema, el método para evaluar su 
rendimiento y las soluciones numéricas 
óptimas o sub-óptimas forma parte de los 
objetivos en esta línea de I/D.  
 
Palabras Clave: métodos computacionales, 
análisis de sistemas, cálculo numérico, 
reconocimiento estadístico de patrones, 
análisis de imágenes, aprendizaje estadístico, 




 Esta línea de I/D forma parte del proyecto 
“Computación de Alto Desempeño: 
Arquitecturas, Algoritmos, Métricas de 
rendimiento y Aplicaciones en HPC, Big Data, 
Robótica, Señales y Tiempo Real”. En 
particular del sub-proyecto “Modelos y 
métodos computacionales. Procesamiento de 
señales y reconocimiento de patrones”.  
        
1. Introducción 
 
Modelar un problema requiere  estudiar los 
detalles del proceso, del fenómeno, o del 
sistema que se pretende analizar o diseñar. Es 
necesaria la construcción de modelos 
matemáticos, métodos computacionales y 
técnicas numéricas que ofrezcan soluciones 
viables [1][2]. Las magnitudes que 
intervienen, escalares o vectoriales,  
eventualmente, cambian en el tiempo o 
espacio. Los sistemas estudiados pueden ser 
lineales o no lineales requiriendo modelos 
sofisticados [3][4]. Determinar si una solución 
es viable con fundamento científico, es una 
tarea compleja y dependiente del problema 
particular analizado [5]. Este proyecto tiene 
como primer objetivo analizar y proponer 
modelos computacionales, métodos y 
soluciones particulares derivadas de los 
mismos.  Alcanzar los objetivos anteriores 
requiere estudiar los fundamentos que 
subyacen a cada modelo, evitando soluciones, 
que por su nivel de encapsulamiento, limiten 
una verdadera comprensión y abordaje 
científico de las mismas [6]. El tipo de 
problema de interés en esta línea de I/D 
requiere la integración de soluciones de tres 
áreas, ciencias de la  computación, 
matemáticas aplicadas y un área de ingeniería 
o ciencia básica en particular. La evaluación 
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de rendimiento es un aspecto fundamental para 
poder validar las soluciones propuestas o los 
modelos analizados [7]. Por lo tanto, otro 
aspecto fundamental de esta línea de I/D es el 
estudio de las métricas y paradigmas de 
desempeño en sistemas específicos.  
 
En la sección 2 se presenta un breve resumen 
de los temas de I/D específicos en el período 
actual. La sección 3 enumera resultados 
obtenidos y esperados. Finalmente, la sección 
4 resume los objetivos con respecto a la 
formación de recursos humanos en el contexto 
de esta línea de I/D. 
 
2. Líneas de Investigación 
 
2.1  Reconocimiento de patrones 
 
El trabajo actual lo podemos clasificar en tres 
tópicos principales bien diferenciados 
correspondientes a sub-disciplinas dentro de 
reconocimiento estadístico de patrones [8][9]. 
La primera sub-disciplina es clasificación 
supervisada donde el énfasis de nuestro trabajo 
se centra en el estudio de métodos de 
clasificación basados en núcleos dispersos, en 
particular máquinas de soporte vectorial 
[10][11]. 
La segunda es clasificación no supervisada 
donde la principal línea de trabajo son las 
técnicas de agrupamiento. Actualmente con 
énfasis en detección de valores atípicos y 
métodos basados en teoría espectral de grafos 
[12][13]. El tercer tópico de fundamental 
importancia es el de reducción de dimensión 
en particular selección de características [14].  
 
2.2 Análisis de Imágenes 
 
Se estudian métodos de segmentación estáticos 
y  modelos deformables. En particular en 
imágenes 2 ½ D obtenidas por cámaras de 
tiempo de vuelo, resonancia magnética 
funcional y otras modalidades con estructuras 
de datos similares [15]. El objetivo principal es 
mejorar la calidad de los descriptores 
obtenidos en función de su impacto en el 
sistema de clasificación [16][17]. En el caso de 
modelos deformables es posible estudiar el 
comportamiento temporal y medir magnitudes 
indirectamente. Se analizan métodos de 
generación de características a partir de 
señales en general y de imágenes digitales en 
particular de rango e intensidad.  Se abordan 
sistemas de análisis de pseudo-imágenes a 
partir de campos vectoriales, series 
temporales, una modalidad particular de 
imagen o fusión de modalidades.  
 
2.3 Desempeño de Sistemas de 
Posicionamiento, Navegación y 
Localización. 
 
  En los sistemas de posicionamiento, de 
navegación y de localización [18][19], el 
concepto de desempeño excede al habitual que 
está limitado a la calidad nominal de la 
estimación de ubicación y eventualmente a la 
confiabilidad [20][21]. En estos sistemas 
deben considerarse además los parámetros de 
integridad y continuidad que le garanticen al 
usuario que la información proporcionada por 
el sistema es correcta para que una operación 
crítica pueda realizarse en forma segura 
[22][23].  
La integridad y la continuidad dependen en 
gran medida de la aplicación y del entorno 
específico y su aseguramiento afecta a otro 
parámetro de desempeño del sistema que es la 
disponibilidad [24]. 
Esta línea de trabajo se avoca al estudio de 
problemas puntuales de desempeño en los 
sistemas mencionados, utilizando criterios y 
métodos diversos de modelado, procesamiento 
y análisis [25][26]. 
 
 
3. Resultados y Objetivos 
 
3.1  Resultados publicados recientemente 
 
 Se estudiaron y propusieron métodos para 
detección en series temporales de fMRI 
[27][28]. 
 Se desarrollaron métodos de segmentación 
de imágenes de rango y supresión del 
plano de fondo [29][30][31][32]. 
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 Se analizaron y propusieron alternativas 
para el agrupamiento de objetos de interés 
en video [33]. 
 Se estudió el desempeño de un método de 
exclusión de satélites en un sistema de 
ayuda a la aeronavegación basado en 
GNSS [34]. 
 Se propuso y se presentaron resultados 
experimentales de un método de 
aprendizaje basado en problemas para 
aritmética computacional [35]. 
 
3.2  Objetivos generales 
 
 Desarrollar modelos y optimizar 
algoritmos particulares de clasificación 
supervisada y no supervisada.  
 Evaluar métodos de análisis de desempeño 
y su aplicación sobre los clasificadores y 
conjuntos de datos particulares. 
 Evaluar la monitorización de la integridad 
de los sistemas de ayuda a la navegación 
aérea basados en sistemas GNSS (Global 
Navigation Satellite Systems). 
 Estudiar métodos de selección y extracción 
de características. 
 
 Investigar modelos y métodos 
computacionales en procesamiento y 
análisis de imágenes. 
 
 Promover la interacción con otros grupos y 
líneas de I/D resultando en un mecanismo 
de permanente consulta y transferencia. 
 
4. Formación de Recursos Humanos 
 
Se dictan asignaturas optativas en Ingeniería 
en Computación y cursos de postgrado que 
tienen por objetivo formar alumnos en temas 
específicos y fundamentos. Los alumnos 
tienen la posibilidad de realizar trabajos de 
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El objetivo del proyecto es desarrollar un 
dispositivo (prototipo), que permita a 
cualquier persona tener noción del consumo 
eléctrico domiciliario. Mediante tecnología 
Arduino y sensores ubicados en distintas 
partes del circuito eléctrico, compatible con 
Arduino, capaz de cuantificar magnitudes en 
tiempo real, como ser consumo, valores de 
tensión y corriente. A partir de dicha acción y 
con la conexión del dispositivo vía internet, 
mediante un servidor, se llevará a cabo el 
procesamiento de los datos, brindando 
información útil para el usuario, como puede 
ser: consumos y niveles de tensión, 
notificaciones y alertas configurables por el 
usuario y una estimación monetaria del 
consumo. Esto será visualizable desde 
cualquier dispositivo con conexión a internet. 
Haciendo así un uso consciente y responsable 
de la energía eléctrica. 
 





La necesidad de poder cuantificar el consumo 
eléctrico, la responsabilidad de utilizar dicha 
energía eficientemente, así como saber 
cuándo los niveles de tensión no son los pre 
establecidos o cuando la instalación eléctrica 
está sobrecargada, lo cual genera, que los 
electrodomésticos, no funcionen de una forma 
correcta o eficiente, obligan a la comunidad 
científica y técnica a realizar tareas de 
investigación y pruebas para poder responder 
a dicha necesidad con una solución viable, 
económica y eficaz 
A continuación, se hace referencia a los 
trabajos que funcionaron como punto de 
partida de este proyecto 
 
El trabajo número 1, podemos encontrar una 
solución no tecnológica. Es un proceso 
meramente manual, el cual consta de estimar 
el consumo de cada electrodoméstico 
conectado a la instalación eléctrica del 
domicilio y aproximar su tiempo y 
simultaneidad de uso para poder tener una 
noción de la carga y consumo en el circuito, 
en tiempo real. A partir de dicha estimación, 
mediante otro proceso manual como lo es 
realizar el cálculo de consumo por unidad de 
tiempo y cuantificación económica, obtener el 
importe de lo consumido. Esta solución no 
satisface de forma completa la necesidad 
anteriormente expuesta ya que, entre otros 
motivos, no cumple con las pautas 
establecidas como lo son la viabilidad y 
eficacia de la misma. 
 
El trabajo número 2, encontramos un 
dispositivo electrónico, el cual se conecta a un 
tomacorriente domiciliario y ofrece un 
tomacorriente de salida. El mismo posee un 
indicador que muestra el consumo del 
electrodoméstico conectado a dicho 
tomacorriente. El mismo es de un costo 
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 económico bajo, pero carece de prestaciones y 
personalización. 
 
Tomando como referencia los trabajos 
anteriores expuestos, a continuación, se 
presenta una tabla comparativa buscando los 
ítems más significativos y referenciales para 
llevar a cabo el proyecto. 
 
Tabla 1. Comparación de dispositivos 
y trabajos anteriores con el proyecto 
actual. 
 
Trabajos C1 C2 C3 C4 
Estimación a través de 
técnicas manuales de NO 
tecnología 
 X  X 
Dispositivo electrónico 
convencional 
X  X X 
Trabajo actual X X X X 
 
C1: Alta tecnología. C2: Personalización. C3: 




Desde el descubrimiento de la energía 
eléctrica existió el debate de cómo hacer uso 
de la misma. Si nos remontamos a los años 
1880, donde tiene lugar la llamada “Guerra de 
las corrientes” Nikola Tesla y Thomas 
Edison, se debatían sobre la producción y 
distribución de corriente eléctrica. Cuál de las 
corrientes eléctricas, si la alterna o la 
continua, sería más costosa, cuál más fácil de 
producir y distribuir y cual más segura para 
las personas, entre otros puntos.  
Hoy en dia, con todas estas incógnitas ya 
resueltas en su gran mayoría, nos enfrentamos 
a otro debate, que es la utilización de la 
energía eléctrica en forma eficiente y las 
energías renovables 
En Argentina para el año 2013 solo el 1% de 
la energía eléctrica generada era renovable. El 
gobierno de la nación Argentina, promulgo la 
ley de “Régimen de Fomento a la Generación 
distribuida de Energía Renovable integrada a 
la Red Eléctrica Publica”, la cual entre otras 
ítems enuncia, que para el 2017 el 8 % de la 
energía debería ser renovable, llegando a un 
20% para el año 2020. 
Por lo cual se puede evidenciar que el 
paradigma respecto a las energías ha 
cambiado, ya no se considera a las mismas 
como una fuente inagotable. Se tienden a 
generar energías renovables y a hacer un uso 
eficaz de las mismas. 
Ser eficientes a la hora de consumir energía 
quiere decir utilizar menos energía por un 
mismo servicio. 
Con la revolución propuesta por lo teléfonos 
inteligentes, internet a llegado a cualquier 
aspecto de nuestras vidas, pudiendo, entre 
otras cosas, cuantificar variables y 
magnitudes, que antes no creíamos así. 
Siguiendo esta corriente, hoy en día se 
encuentra en auge la “internet de las cosas”, 
también conocido como IoT (“internet off 
things”).El concepto establece la 
interconexión digital de objetos a internet. Un 
ámbito en donde todavía dichas tendencias no 





La energía eléctrica se volvió un recurso 
básico para cualquier persona, el prescindir de 
la misma trae aparejadas problemáticas que 
podrían ser de índole vital y social 
Lo inconvenientes generados a partir del 
derroche de energía eléctrica o el exceso de 
consumo, pueden producir cortes en el 
suministro de dicho servicio, especialmente 
en época de temperaturas elevadas, donde la 
demanda es muy alta. En estas épocas 
también podemos afirmar que los niveles de 
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 tensión no son los ideales, por lo cual, para 
que los electrodomésticos puedan funcionar y 
mantener su potencia, se incrementa la 
corriente, pudiéndose producir, a causa de 
eso, una sobre carga en el circuito eléctrico 
hogareño, siendo totalmente desconocido por 
el usuario, hasta el momento que entra en 
acción alguna de las protecciones del circuito, 





● Analizar antecedentes sobre la 
aplicación de este tipo de dispositivos 
en hogares 
● Diseñar un dispositivo (prototipo) con 
Sistema Arduino que permite 
visualizar en tiempo real, el consumo 
eléctrico, parámetro de tensión y 
corriente, cuantificar dicho consumo 
en tarifa. 
● Proporcionar al usuario una 
herramienta, para tener control sobre 
su consumo eléctrico y estado del 
circuito, evitando posibles cortes de 
energía y gastos económicos. 
 
LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
  
El proceso de monitoreo en forma continua 
del circuito eléctrico del hogar es una 
innovación en lo que respecta al uso eficiente 
de la energía. Permitiendo obtener 
información en forma rápida, concisa y real 
de los parámetro anteriormente mencionados, 
Para que este proyecto brinde una solución, 
viable, económica y eficaz, deberá cumplir 
con las siguientes características: 
● Fácil uso 
● Fácil Instalación 
● Entorno Gráfico Amigable 




Lo que se propone como solución es una 
integración de distintas tecnologías para 
poder llevar a cabo un dispositivo con 
sensores que brinde al usuario la posibilidad 
de saber su consumo eléctrico en tiempo real 
y expresarlo en forma monetaria, así como 
también notificar de excesos de consumos, de 
sobrecargas del circuito o de baja tensión. 
Dicho dispositivo permitirá, a través de una 
aplicación WEB una interfaz accesible desde 
cualquier dispositivo con acceso a internet. 
Pudiendo configurar parámetro y alertas y 
visualizar esta información de forma fluida. 
  




● Arduino UNO  
● Ethernet Shield 
Sensores: 
● Optoacoplador:  Encargado 
de medir la tensión. 
● Sensor de efecto hall: 
Encarga de medir la corriente. 
 Servidor: 
● Servidor linux: Encargado de 
recibir y procesar los datos 
brindados por el módulo 
central y luego disponibilizar a 
cualquier cliente web. 
 Dispositivo Cliente: 
● Cualquier dispositivo con 
acceso a internet: Encargado 
de visualizar la información 
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Figura 1: Arduino Uno R3. 
 
El Arduino Uno R3 es una placa electrónica 
de las muchas que tiene Arduino y con la que 
es muy fácil introducirse en el mundo de la 
programación electrónica, Arduino es una 
plataforma de código abierto (open-source) lo 
que permite realizar proyectos y 
modificaciones tanto de hardware como de 





 Microcontrolador ATmega328. 
 Voltaje de entrada 7-12V. 
 14 pines digitales de I/O (6 salidas 
PWM). 
 6 entradas análogas. 
 32k de memoria Flash. 
 Reloj de 16MHz de velocidad. 
 
Figura 2: Arduino ethernet shield. 
 
El Arduino ethernet shield nos da la 
capacidad de conectar un Arduino a una red 
ethernet. Es la parte física que implementa la 
pila de protocolos TCP/IP. Está basada en el 
chip ethernet Wiznet W5100. El Wiznet 
W5100 provee de una pila de red IP capaz de 
soportar TCP y UDP. Soporta hasta cuatro 
conexiones de sockets simultáneas. Usa la 
librería Ethernet para leer y escribir los flujos 
de datos que pasan por el puerto ethernet. 
El shield provee un conector ethernet estándar 
RJ45. La ethernet shield dispone de unos 
conectores que permiten conectar a su vez 
otras placas encima y apilarlas sobre la placa 
Arduino. 
Arduino usa los pines digitales 10, 11, 12, y 
13 (SPI) para comunicarse con el W5100 en 
la ethernet shield. Estos pines no pueden ser 
usados para e/s genéricas. 
El botón de reset en la shield resetea ambos, 
el W5100 y la placa Arduino. 
 
 
Figura 3: Optoacoplador HCPL-3700 
 
El optoacoplador HCPL-3700 con detección 
umbral de tensión/corriente consiste en un 
LED AlGaAs conectado a una entrada de 
detección de umbral buferizada el cual es 
ópticamente acoplado a una salida Darlington 
alta ganancia. El chip de memoria intermedia 
de entrada es capaz de controlar los niveles de 
umbral en un amplio rango de voltajes de 
entrada con una sola resistencia. La salida es 
compatible con TTL y CMOS. 
Características: 
●  Entrada AC/DC 
● Sensibilidad de voltaje programable 
● Compatibilidad a nivel lógico 
● Umbral de sobre temperatura 
garantizado (0°C a 70°C) 
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Figura 4: sensor ACS712 
 
El sensor ACS712 de Allegro, es un sensor de 
corriente por efecto hall, que provee una 
solución económica y precisa para medir 
corriente en AC o DC, ya sea en ambientes 
industriales o comerciales. Este Sensor 
funciona transformando un campo magnético 
surgido de el paso de la corriente por un 
alambre de cobre interno en el sensor, y 
convirtiendo este campo en un voltaje 
variable. Esto significa que a mayor cantidad 
de corriente que tengamos, mayor voltaje 
vamos a tener en un pin. Este sensor viene en 
3 modelos distintos: ACS712ELCTR-05B-T 
que mide hasta 5A, el ACS712ELCTR-20A-T 
que mide hasta 20A y el ACS712ELCTR-
30A-T que mide hasta 30A. Las diferencias 
entre cada uno de los modelos es que las 
variaciones de voltaje en su pin de salida es 
siempre la misma, por ende, para cualquier 






Los resultados obtenidos en la puesta en 
marcha de dicho dispositivo presentan 
grandes beneficios, ya que podemos ver en 
tiempo real el costo económico de todos los 
electrodomésticos funcionando y saber si 
estamos dentro de los parámetros para los 
cuales el circuito fue diseñado. 
 
Podemos concluir que este dispositivo junto 
con la modificación en las rutinas del usuario, 
el reemplazo de alumbrado y equipos 
eléctricos viejos, por alternativas más 
eficiente, pueden proporcionar a medio y 
largo plazo una disminución en el consumo 
eléctrico lo cual implica un uso consciente y 
eficiente. 
 
FORMACIÒN DE RECURSOS 
HUMANOS 
 
El proyecto está dirigido por los Ingenieros 
Pedro López y Pablo Audoglio, ambos 
docentes de Universidad Abierta 
Interamericana. Además, integran el proyecto 
los alumnos Bruno Boyle y Estefano Biasin, 
ambos cursando el último año de Ingeniería 
en Sistemas de Información en la UAI Sede 
Lagos, Rosario, Santa Fé, Argentina. 
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Resumen 
El objetivo de esta línea de investigación 
es el estudio y desarrollo de Sistemas de 
Tiempo Real (STR), en particular los que 
incumben a robots del tipo móvil y  redes 
de sensores. Se llevan a cabo experi- 
mentos con microrrobots y con sistemas 
de microcontroladores. A fin de 
corroborar hipótesis se implementa en 
escenarios de sistemas reales y simulados. 
Contexto 
 Esta línea de Investigación forma parte 
del proyecto "Computación de Alto 
Desempeño: Arquitecturas, Algoritmos, 
Métricas de rendimiento y Aplicaciones 
en HPC, Big Data, Robótica, Señales y 
Tiempo Real " del Instituto de Inves- 
tigación en Informática LIDI acreditado 
por la UNLP.  
Palabras Claves: Tiempo Real, 
Simulación, Sistemas Embebidos, Comu-
nicaciones, redes de Sensores, Robots, 
Microcontroladores. 
1. Introducción 
Los Sistemas de Tiempo Real (STR) 
tienen como característica principal que 
no solo elaboran una respuesta correcta 
ante una entrada determinada, sino que la 
misma debe ocurrir dentro de un plazo [5] 
[6] [11] [12] [16] [17], Ello es debido a 
que deben respetar los tiempos del 
sistema en el cual funcionan. 
Interaccionan con un entorno físico a 
partir de tomar datos del mismo a través 
de sensores y elaborar respuestas, que 
muchas veces llega al mismo entorno a 
través de actuadores. Es frecuente que 
estos STR realicen tareas emulando 
trabajo humano, lo que se conoce como 
robótica. Un tipo de robot de gran 
desarrollo son los móviles, que presentan 
capacidad de desplazamiento, basados en 
una plataforma con un sistema locomotor. 
Para elaborar su recorrido se utilizan 
diferentes tipos de sensores, entre ellos  
codificadores que miden el despla- 
zamiento, y diferentes sistemas de radio 
que ayudan a calcular su posición. De 
ellos el más conocido es el GPS (Geo 
Posicionamiento Satelital). La señal de 
los satélites no es capaz de llegar con la 
intensidad necesaria a los espacios 
interiores. Además, si llegara, habría que 
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incluir mapas de edificios entendibles por 
un dispositivo móvil. Debido a ello, GPS 
debe complementarse con IPS (sistema de 
posicionamiento en interiores, en inglés 
indoor positioning system). Dentro de 
estos sistemas IPS tenemos los llamados 
fingerprinting, basados en WiFi o cual- 
quier tipo de señal que pueda ser captado 
por el móvil: WiFi, campo magnético, 
GPS. Las señales se utilizan para obtener 
una referencia sobre un mapa, de manera 
similar a un GPS. Este mapa incluye un 
conjunto de puntos de posición, asociados 
a la lista de señales, por ejemplo redes 
WiFi, captadas por el móvil, con la 
intensidad de cada una. Para el 
posicionamiento, se compara el valor que 
mide el móvil a posicionar con el mapa 
de referencia. 
Dentro de los robots móviles encontramos 
dos tipos: los que elaboran la respuesta en 
forma puramente computacional, y los 
que emplean intervención humana [21]. 
Dos características a estudiar en estos 
sistemas móviles son el consumo y la 
latencia en la elaboración de las 
respuestas frente a señales externas.  
Se experimenta sobre diferentes SOTR y 
sobre simulaciones de los mismos. 
Además, se disponen de diversas 
plataformas de hardware y software para 
la construcción de sistemas de diferente 
grado de complejidad. Estos pueden estar 
basados en microcontroladores [9] que 
soporten o no un SOTR. Entre las placas 
de desarrollo utilizadas se encuentran 
Arduino, Raspberry PI, NodeMcu [27] y 
CIAA [19], entre otras. 
Una característica fundamental de los 
SOTR es tener un alto grado de 
fiabilidad, por lo que el estudio de la 
detección y control de condiciones de 
falla es un aspecto de gran importancia 
[2] [14]. 
En las diferentes implementaciones que 
se llevan a cabo en esta investigación, se 
trabaja con mini-robots armados por 
alumnos y Khepera [18], sobre diferentes 
SOTR (Linux RT-Preempt, FreeRTOS, 
MQX, OSEK-OS, etc.) [8].  
Se estudian redes de sensores basados en 
los protocolos cableados RS485, SPI, 
I2C, CANBUS [20] y MODBUS [1] e 
inalámbricos [28] [29] [30].  
Se puede disminuir la complejidad y la 
probabilidad de errores en el diseño de 
sistemas, desarrollando una simulación 
específica a través de la utilización de 
diferentes frameworks [24]. En particular, 
con CANBUS se han realizado algunas 
implementaciones reales y simulaciones 
con la herramienta Proteus [25]. 
2. Líneas de Investigación y 
Desarrollo 
Se plantean como temas de estudio:  
 Sistemas robóticos con intervención 
humana [4] en el lazo de control a 
través de acciones e interfaces no 
convencionales. Son componentes de 
estos sistemas: el modelo de recono- 
cimiento de comandos gestuales [22] 
[23], las interfaces, el modelo de 
observación, los modelos dinámicos y 
de realimentación de la máquina, el 
modelo de planificación y, eventual- 
mente, los modelos de realimentación 
para el operador humano y el modelo 
de actuación humana (para interpretar 
acciones y distracciones). 
 Verificación y validación del hard- 
ware por medio de simulaciones que 
permitan predecir posibles comporta- 
mientos y en consecuencia generar 
mayor eficiencia de diseño [7] [8]. 
 Implementación y simulación de redes 
cableadas de sensores interactuando 
con un computador. Se utiliza 
MODBUS, RS485 o CANBUS como 
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protocolo de comunicaciones, tanto a 
nivel físico como de simulación [1] 
[15].  
 Construcción de redes inalámbricas 
específicamente orientadas a sensores. 
En principio, se implementarán 
experimentos para caracterizar estas 
redes en términos de métricas como 
latencia y ancho de banda para el caso 
de rendimiento, distancia (alcance), 
confiabilidad (pérdida de paquetes), 
etc.  
 Evaluación de redes específicamente 
diseñadas para distancias mayores a 
las estándares de WiFi (ej: LoRa) [26] 
 Odometría a través de robots Khepera  
[13] [3] y otros de producción propia.  
 IPS a partir de fingerprinting WiFi. Se 
enfoca principalmente en obtener ve- 
hículos autónomos [10] que puedan 
circular en un entorno de autopistas 
inteligentes y con capacidad de 
estacionamiento. 
3. Resultados y Objetivos 
Se han desarrollado tareas sobre los temas 
antes expuestos tales como: 
 Experimentos en  Odometría. 
 Medición de consumo de diferentes 
microcontroladores en distintas condi- 
ciones de uso y diferentes SOTR. 
 Estudio de plataformas de hardware: 
Arduino, Intel Galileo, CIAA, 
Freescale Kinetis, Raspberry Pi. 
 Construcción y estudio de redes de 
sensores cableadas, empleando 
CANBUS, MODBUS y RS485. 
 Construcción y estudio de redes de 
sensores inalámbricas. 
4. Formación de Recursos 
Humanos 
En base a estos temas se desarrollan 
trabajos de varios alumnos en el marco de 
la Convocatoria a Proyectos de Desarrollo 
e Innovación de la Facultad de 
Informática de la UNLP. Además, se 
encuentran en desarrollo y concluidas 
varias tesinas de grado de alumnos de la 
Licenciaturas de Informática y Sistemas, 
como así también Prácticas Profesionales 
Supervisadas (PPS) con las que 
concluyen sus estudios los alumnos de 
Ingeniería en Computación. En cuanto a 
postgrado, se encuentra en desarrollo un 
trabajo final de especialización y una tesis 
de Magister. 
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RESUMEN
El creciente desarrollo de los nanosatélites ha
conducido  a  empresas  privadas  y
universidades a involucrarse fuertemente en la
industria  aeroespacial.  Pese  a  que  cada
operador de nanosatélite suele poseer su propia
estación terrena de comunicación y control, la
reducida  ventana  de  tiempo  disponible  para
establecer  la  comunicación,  por  tratarse  de
órbitas terrestres bajas, hace necesaria una red
global de recolección de datos. Es por ello, que
mediante este proyecto se pretende desarrollar
un  sistema  de  posicionamiento  de  múltiples
antenas que reciben señales (UHF, VHF y S-
Band)  provenientes  de  satélites  no
geoestacionarios, entre ellos los nanosatélites o
CubeSat. Para luego, emplear dichas señales,
compuestas de datos de telemetría e imágenes,
en  el  monitoreo  de  la  salud  de  cultivos,  la
cuantificación  de  superficies  inundadas  y  el
análisis climático de nuestro entorno.
Por  último,  además  de  adquirir,  procesar  y
utilizar la información recolectada, el proyecto
contempla la colaboración con los operadores
ya  establecidos  en  distintas  organizaciones  a
nivel mundial.
Palabras clave: comunicación, sistema
de  control,  procesamiento  de  imágenes,
nanosatélites, posicionamiento.
CONTEXTO
Esta  propuesta  de  investigación  se  enmarca
dentro  de  las  áreas  Control  Automático  de
Sistemas  y  Telecomunicaciones  del
Departamento de Ingeniería Electrónica de la
Universidad  Tecnológica  Nacional,  Facultad
Regional  San  Francisco.  Además,  las
actividades  involucradas  en  este  proyecto  se
llevarán a cabo por los integrantes del Grupo
de  Investigación  y  Desarrollo  Electrónico
(GIDE),  el  cual  se  compone  de  becarios
alumnos,  docentes  investigadores  y  becarios
doctorales.
1. INTRODUCCIÓN
En  las  últimas  décadas,  más  precisamente  a
partir del año 1999, la industria aeroespacial ha
abordado,  en  conjunto  con  universidades  y
empresas  privadas,  cientos  de  proyectos  de
desarrollo  de nanosatélites  (término que hace
referencia a satélites artificiales cuya masa se
encuentra  entre  1  y  10  kg),  también
denominados  CubeSat.  Éstos,  surgieron de  la
unión  de  esfuerzos  entre  la  Universidad
Politécnica  Estatal  de  California  (San  Luis
Obispo, EEUU) y el Laboratorio de Desarrollo
de  Sistemas  Espaciales  de  la  Universidad
Stanford (Palo Alto, EEUU) con el objetivo de
proporcionar  un  estándar  para  el  diseño  de
nanosatélites  que  reduzcan  los  costos  y  el
tiempo  de  desarrollo,  incrementando  la
accesibilidad  al  espacio  y  la  frecuencia  de
lanzamientos. 
En la actualidad,  el  proyecto CubeSat es una
colaboración  internacional  de  más  de  100
universidades, escuelas secundarias y empresas
privadas que desarrollan nanosatélites capaces
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de  alojar  cargas  útiles  científicas,  privadas  y
gubernamentales  [1].  Además,  tal  como  se
observa  en  la  Fig.  1,  el  crecimiento  ha  sido
prácticamente  exponencial  y  principalmente
impulsado  por  universidades.  Para  acceder  a
información  más  detallada  sobre  distintos
proyectos CubeSat se recomienda al lector los
trabajos [2, 3, 4].
Usualmente, los desarrolladores de los CubeSat
poseen  su  propia  estación  terrena  para  el
control de operaciones, pero, debido a la baja
órbita terrestre en la que éstos se encuentran, la
ventana de tiempo disponible para establecer la
comunicación  es  reducida.  Si  a  esto  le
sumamos  la  baja  tasa  de  transferencia  que
permiten  las  frecuencias  empleadas,
principalmente en VHF y UHF, las dificultades
a  las  que  se  enfrentan  los  operadores,  al
intentar  aprovechar  el  satélite  en  su  máxima
capacidad, son significativas. Es por ello, que
en la  actualidad se han desarrollado distintos
estándares  y  proyectos  de  colaboración
internacional  de  estaciones  terrenas
interconectadas  capaces  de  programar  la
adquisición de datos  de los distintos satélites
no geoestacionarios en su paso alrededor de la
superficie terrestre [6, 7].
Desde el punto de vista de la utilización de las
imágenes recolectadas desde los nanosatélites,
es  de  destacar  que  las  mismas  nos  brindan
valiosa información de nuestra región. Esto es,
si bien las primeras misiones CubeSat apenas
eran  capaces  de  realizar  capturas  de  baja
resolución  espacial  (100  a  200  m),  con  el
tiempo se  han logrado  considerables  mejoras
de resolución (5 a 10 m) e incluso la toma de
imágenes  multiespectrales,  lo  que permite  un
mejor  análisis  estratégico  de  los  datos
recolectados. A modo de ejemplo, en la Fig. 2,
se  observa  el  avance  de  la  deforestación  de
bosques nativos en los Andes Bolivianos para
la posterior explotación de la caña de azúcar.
En  base  a  lo  antes  mencionado,  el  presente
proyecto plantea el desarrollo de un sistema de
posicionamiento  automático  de  múltiples
antenas que reciban señales  (UHF, VHF y S-
Band)  provenientes  de  satélites  no
geoestacionarios  con  el  objetivo  de  la
utilización  estratégica  de  dicha  información.
Esto es, utilizar las imágenes adquiridas en el
monitoreo  de  la  salud  de  cultivos,  la
cuantificación  de  superficies  inundadas  y  el
análisis climático de nuestro entorno. Además,
se  plantea  la  participación  en  los  distintos
proyectos  de  colaboración  internacional
existentes.
2. LÍNEAS DE INVESTIGACIÓN
Y DESARROLLO
El presente proyecto consta  de los  siguientes
ejes de investigación y desarrollo:
• Análisis  de  las  necesidades  de
hardware y software requeridas para el
desarrollo  del  sistema  de
posicionamiento  de  antenas  y  del
sistema de comunicación.
• Estudio  de  la  disponibilidad  y  oferta
local de los dispositivos a integrar en el
sistema.
Figura 1: Lanzamientos de CubeSat hasta el 12/03/2018.
De: CubeSat Database [5].
Figura  2:  Deforestación  en  los  Andes  Bolivianos:
15/06/2016 (izq), 01/01/2017 (der). De: Planet Labs [8].
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• Evaluación  de  la  estrategia  de
procesamiento  digital  de  imágenes  a
emplear  en  base  a  la  necesidad
propuesta  (monitoreo  de  la  salud  de
cultivos,  cuantificación  de  superficies
inundadas  y  análisis  climático  de
nuestro entorno).
• Vinculación  con  los  proyectos  de
colaboración  internacional  de
estaciones terrenas.
• Desarrollo  del  software  y  hardware
necesarios para el sistema de control de
posición  de  antenas  y  el  sistema  de
comunicación.
• Generación  de  documentación
adecuada para la  discusión interna de
resultados.
• Divulgación de los resultados parciales
y finales de la investigación.
3. OBJETIVOS
Objetivo General: 
Desarrollar  un  sistema de  control  automático
de  posicionamiento  de  antenas  para  adquirir
señales  provenientes  de  satélites  no
geoestacionarios,  las  cuales  nos  permitan  el
análisis  estratégico  de  variables  de  nuestro
entorno.
Objetivos específicos:
• Evaluar  la  eficiencia  del  sistema  de
control automático de posicionamiento
de  antenas  y  del  sistema  de
comunicación.
• Estimar  parámetros  de  interés
estratégico para nuestra región a partir
del  procesamiento  digital  de  las
imágenes recolectadas de los CubeSat.
• Divulgar  los  resultados  y capacidades
de la investigación.
• Establecer  las  bases  necesarias  para
iniciar  distintos  proyectos  de
investigación  en  áreas  afines  a  las
tecnologías satelitales.
4. RESULTADOS ESPERADOS
Siendo que el proyecto se encuentra en su fase
inicial  durante  la  ejecución  del  mismo  se
pretenden alcanzar los siguientes resultados:
• Desarrollo  de  una estación  terrena  de
posicionamiento  automático  para  la
adquisición de señales provenientes de
satélites no geoestacionarios.
• Adquisición  de  imágenes  actualizadas
de nuestra región.
• Desarrollo  de  la  estrategia  de
procesamiento  de  las  imágenes
recibidas de acuerdo a cada necesidad
propuesta.
• Colaboración  con  los  proyectos
internacionales existentes.
• Divulgación  en  el  medio  de  las
capacidades  del  proyecto  y  sus
resultados.
• Formación  de  recursos  humanos
capaces de continuar proyectos afines a
esta línea de investigación.
5. FORMACIÓN DE RECURSOS
HUMANOS
El  equipo  de  trabajo  abocado  al  proyecto  se
encuentra integrado al Grupo de Investigación
y Desarrollo Electrónico (GIDE), el cual está
conformado  por  su  director  Mg.  Ing.  Gastón
Peretti, su co-director Ing. Sergio Felissia, los
investigadores de apoyo Ing. Emanuel Bernardi
e Ing.  Hugo Pipino y los alumnos avanzados
Facundo Busano, Marco Miretti  y Emmanuel
Dovis.  Es  de  destacar  que  la  presente
investigación está estipulada como parte de la
tesina de grado de al menos dos de los alumnos
involucrados.
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El objetivo de este proyecto es el estudio 
de los protocolos de comunicación de las 
redes de sensores inalámbricos y sus 
aplicaciones en diversos ámbitos. Si bien en 
general estas redes utilizan Zigbee como 
protocolo de comunicación inalámbrico y 
módulos Xbee como nodos de red, buscamos 
investigar otras opciones más económicas 
para su implementación. La idea es utilizar la 
experiencia adquirida en el manejo de la 
plataforma Arduino con sus shields o 
módulos inalámbricos para implementar la 
comunicación a través de la red. A pesar de 
tener algunas limitaciones con respecto a la 
tecnología Zigbee, éstas pueden ser 
soslayadas en algunas aplicaciones prácticas 
donde el consumo de energía no sea un factor 
crítico o la cantidad de sensores sea baja. 
También habrá que tener en cuenta las 
distancias entre nodos, ya que uno de los 
fuertes de Zigbee es el alcance. 
Palabras clave: sensores inalámbricos, nodos, 
motes, red WiFi, gateway. 
 
CONTEXTO 
El proyecto está enmarcado dentro del 
PID SIUTNLP0005017, elaborado y en 
ejecución por parte del grupo de Codiseño 
hardware/software para Aplicaciones de 
Tiempo Real (CODAPLI), cuyo laboratorio 
pertenece al Departamento de Sistemas de 
Información   de la Universidad Tecnológica 
Nacional, Facultad Regional La Plata, 
institución que financia íntegramente el 
proyecto, facilitando asimismo las 
instalaciones y equipamiento para su 
realización. Las tareas principales se orientan 
a la investigación y desarrollo de proyectos 
relacionados con los sistemas de tiempo real: 
sistemas centralizados y distribuidos basados 
en computadoras personales, control y 
adquisición de datos, sistemas embebidos 
basados en placas con microcontrolador, 
autómatas programables, robótica, etc. 
 
1. INTRODUCCIÓN 
Las redes de sensores inalámbricos 
(Wireless Sensor Networks, WSN) son redes 
inalámbricas formadas por dispositivos 
autónomos distribuidos espacialmente que 
utilizan sensores para monitorear condiciones 
físicas o ambientales. Un sistema WSN 
incorpora un gateway que provee 
conectividad inalámbrica con los nodos 
distribuidos haciendo de interfaz con una 
estación base recolectora de datos, 
normalmente conectada a una red TCP/IP 
(Fig. 1). El protocolo inalámbrico 
seleccionado depende de los requerimientos 
de la aplicación. Algunos de los estándares 
disponibles incluyen radios de 2.4 GHz 
basados en los estándares IEEE 802.15.4 o 
IEEE 802.11 (Wi‐ Fi) o radios propietarios, 
los cuales son regularmente de 900 Mhz [1]. 
 
Fig. 1. Esquema básico de una WSN 
 
El desarrollo de WSNs fue inspirado por 
aplicaciones militares, especialmente en la 
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vigilancia de las zonas de conflicto. Se 
componen de pequeños nodos de sensores 
equipados con interfaces de radio y están 
distribuidas sobre una región geográfica. La 
tarea de cada sensor es realizar mediciones y 
enviar datos a un nodo coordinador. El avance 
en la tecnología ha impulsado la 
implementación de redes de sensores 
compuestas por nodos de bajo costo 
(llamados comúnmente "motes"), los cuales 
están formados por el sensor propiamente 
dicho, la interfase para realizar las 
comunicaciones y, generalmente, un 
microprocesador. Estos nodos están diseñados 
para adquirir información del entorno, 
procesarla y transmitir los datos pertinentes a 
la estación base (de mucho mayor poder 
computacional que los nodos sensores). El 
campo de aplicación para esta tecnología es 
muy amplio. Algunos usos actuales son: 
control de procesos, alarmas, respuesta a 
emergencias, redes de transporte, 
investigación biológica, aplicaciones 
medicinales y estudios meteorológicos.  
Existen sensores de todas clases, es posible 
medir aceleración, temperatura, movimientos 
sísmicos, posición global, intensidad de luz, 
sonido, campos magnéticos, etc. La 
interconexión de los sensores se presenta 
como uno de los mayores problemas a la hora 
de implementar el sistema. Las limitaciones 
físicas y económicas imponen restricciones a 
la forma en la que se llevará a cabo. 
Anteriormente, las redes de sensores se 
interconectaban mediante cables (pares 
trenzados) que agregaban costo, complejidad 
de implementación y dificultad en la 
detección de fallas. Con la estandarización de 
las comunicaciones inalámbricas y la 
serialización de fabricación de dichos 
productos, ésta pasó a ser una de las formas 
preferenciales para interconectar sensores. 
Actualmente, los sensores inalámbricos son 
de amplio uso en aplicaciones distribuidas o 
que implican el seguimiento de objetivos 
móviles. La administración del consumo de 
energía para este tipo de sensores constituye 
un factor crítico en el diseño de dichos 
sistemas debido a que los mismos están 
generalmente alimentados mediante baterías. 
Además del problema del consumo, existe la 
dificultad de su reemplazo. La energía es 
utilizada por los nodos sensores en tres 
funciones principales: sensado, procesamiento 
y comunicación. Los dispositivos modernos 
utilizan técnicas avanzadas de ahorro de 
energía como el apagado de periféricos en 
desuso (stand‐ by) o reducción de la 
frecuencia de operación. Se ha demostrado 
que el proceso que requiere mayor energía es 
la transferencia de datos, por lo que a veces se 
apunta a reducir la cantidad de 
comunicaciones a costa de mayor tiempo de 
procesamiento [2], [3]. 
Las redes de sensores se caracterizan por 
ser redes desatendidas (sin intervención 
humana), con alta probabilidad de fallo (en 
los nodos, en la topología), habitualmente 
construidas ad hoc para resolver un problema 
muy concreto (es decir, para ejecutar una 
única aplicación). Las comunicaciones 
inalámbricas son una solución eficaz y 
confiable en la automatización del hogar y la 
oficina, en tal sentido, varios medios de 
transmisión de señales podrían utilizarse, 
incluyendo la luz y el ultrasonido, pero 
haciendo una comparación entre ellos con 
respecto al posible tráfico de datos, los 
precios y el área de cobertura, terminan 
finalmente siendo más atractivos los enlaces 
de radio frecuencia (RF) [4]. 
Se han creado aplicaciones WSN para 
diferentes áreas incluyendo cuidado de la 
salud, servicios básicos y monitoreo remoto. 
En el cuidado de la salud, los dispositivos 
inalámbricos vuelven menos invasivo el 
monitoreo a pacientes. Para servicios básicos 
como electricidad, alumbrado público y agua 
corriente, los sensores inalámbricos ofrecen 
un método de bajo costo para un sistema de 
recolección de datos que ayude a reducir el 
uso de energía y mejor manejo de recursos. El 
monitoreo remoto cubre un amplio rango de 
aplicaciones donde los sistemas inalámbricos 
pueden complementar sistemas cableados 
reduciendo costos en cables y permitiendo 
nuevos tipos de aplicaciones de medición.  
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 2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
 
Las líneas de investigación se orientan 
principalmente en la búsqueda de alternativas 
más económicas y simples tanto en la 
comunicación inalámbrica entre los nodos 
como en su diseño y desarrollo. Una opción 
es el uso de la tecnología Arduino con sus 
placas de bajo costo y las posibilidades de 
interconexión vía WiFi a través de shields o 
módulos inalámbricos frente a las más 
costosas placas XBee que utilizan el standard 
Zigbee para la comunicación inalámbrica 
(Fig. 2). En aquellos sistemas que no 
requieran una gran cantidad de nodos ni el 
mayor consumo de energía sea un problema, 
puede resultar en una solución aceptable y de 
bajo costo [5], [6].  
 
 
Fig. 2. Prototipo de sistema transmisor-receptor con 





En CODAPLI hemos investigado gran 
parte de esta temática, desarrollado varios 
proyectos e informes técnicos los cuales, si 
bien no han desembocado en un sistema 
integral basado en el control por redes de 
sensores inalámbricos, incluyen elementos o 
partes de estos sistemas: sensores, sistemas 
embebidos, comunicaciones inalámbricas 
entre placas microcontroladas, sensado 
remoto y automatización de dispositivos.  
Se ha experimentado y realizado prototipos 
de adquisidores de datos y comunicaciones 
inalámbricas utilizando diferentes tecnologías 
y plataformas: Arduino, Intel-Galileo, EDU-
CIAA (Fig. 3). Esto nos permite tener una 
cierta experiencia a la hora de evaluar 
diferentes implementaciones, especialmente 
en el tema de la comunicación inalámbrica 




Fig. 3. Aplicación móvil para toma de datos y control 
de dispositivos físicos mediante combinación de placas 
Arduino-Intel Galileo. 
 
A modo de ejemplo mencionamos algunos 
de los principales trabajos realizados por el 
grupo, varios de los cuales fueron presentados 
y expuestos en diversas jornadas y congresos 
afines a la temática:  
 Plataforma remota para prácticas de 
laboratorio (WICC 2017). 
 Sistema de Monitoreo Meteorológico 
utilizando la metodología de codiseño 
hardware/software (44 JAIIO 2015).  
 Estación de medición para análisis y 
control de parámetros ambientales (46 
JAIIO‐ CAI9 2017). 
 Prototipo de Estación Meteorológica 
Automática utilizando EDU‐ CIAA‐
NXP como plataforma (CNEISI 2016; 
Fig. 4). 
 Comunicación por protocolo Zigbee, 
prestaciones, aplicación al mundo de 
domótica (informe técnico). 
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Fig. 4. Prototipo de estación meteorológica utilizando 
una placa EDU-CIAA para la adquisición de datos. 
Basándonos en la experiencia obtenida en 
estos años de investigación, se espera 
desarrollar aplicaciones orientadas a la 
utilización de sistemas ciberfísicos 
(mecanismos controlados o monitoreados por 
algoritmos basados en computadoras y 
estrechamente integrados con Internet y sus 
usuarios) mediante el control y la adquisición 
de datos basados en la comunicación a través 
de redes inalámbricas de sensores. Se 
pretende que estas aplicaciones puedan 
interactuar con los sistemas físicos que lo 
rodean pudiendo ser monitorizadas en forma 
local y remota a través de los medios 
tradicionales como Internet, utilizando 
computadoras, tablets, PDA, etc. Los campos 
de aplicación son variados y extensos, siendo 
la idea principal poder orientarlo 
principalmente al ámbito industrial, pero no 
descartando otros como la salud, educación, 
agricultura, meteorología, Internet de las 
cosas, etc. 
La propuesta es avanzar en distintos ejes de 
investigación, aprovechando la experiencia y 
los conocimientos adquiridos por los 
integrantes del grupo. Por ello se deberá 
encarar el proyecto a través de distintos 
frentes, abordados por uno o más integrantes, 
quienes se enfocarán en un tema particular, 
pero a su vez integrados en un todo con el 
resto. Podemos entonces identificar los 
principales temas o ramas sobre las cuales 
enfocar la investigación: 
 estudio de distintos sensores; 
 conexionado y comunicación mediante 
las interfaces y protocolos más utilizados; 
 estudio de las comunicaciones 
inalámbricas entre motes de la red. 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
 
El proyecto está orientado a la formación 
de recursos humanos particularmente escasos 
en nuestro país, en particular para esta 
temática. Se busca también lograr la 
transferencia de conocimientos a los alumnos 
que requieran una formación adicional a la 
recibida en las cátedras de especialidades 
afines al tema. En el plantel básico del grupo 
se incorporan periódicamente graduados 
noveles y estudiantes del último año. La 
propuesta a mediano y largo plazo es el 
dictado de seminarios y cursos de grado y 
posgrado para aumentar la capacitación en 
estos temas. 
El equipo de trabajo que participa 
actualmente en el desarrollo de éste y otros 
proyectos de investigación relacionados a la 
temática de los sistemas de tiempo real está 
conformado por dos Ingenieros en Electrónica 
(director y codirector del grupo) y dos 
Ingenieros en Sistemas que también se 
desempeñan como docentes en el área de 
Sistemas de Información de la UTN-FRLP, 
uno de los cuales se encuentra realizando su 
tesis de postgrado. El grupo se completa con 
cuatro becarios, siendo tres de ellos alumnos 
y un graduado.  
Colaboran también en forma ad honorem 
alumnos del último año de la carrera de 
Ingeniería en Sistemas realizando tesinas de 
grado que cubren aspectos relacionados con 
esta temática en particular y otros aspectos 
relacionados con los sistemas de tiempo real. 
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Este proyecto plantea, como objetivo 
general, el desarrollo de técnicas de 
modelado, diseño, análisis, optimización 
y prueba de Sistemas Embebidos con 
requerimientos de Tiempo Real, 
específicamente del tipo Heterogéneo, 
sobre diferentes plataformas hardware y 
software. El objetivo es lograr un balance 
apropiado de prestaciones, rendimiento y 
eficiencia en el desarrollo de nuevos 
sistemas. 
 
Palabras clave: Sistemas Embebidos, 
Sistemas de Tiempo Real, Planificación, 
Sistemas Operativos de Tiempo Real 
 
Contexto 
El proyecto “Sistemas Embebidos y de 
Tiempo Real con Planificación 
Heterogénea” se inserta en las líneas de 
investigación en Sistemas de Tiempo 
Real (STR), Sistemas Embebidos (SE) y 
de propósito dedicado, y Sistemas 
Operativos de Tiempo Real (SOTR). 
Particularmente, se busca resolver 
problemas concretos de implementación y 
planificación sobre plataformas de 
desarrollo reales disponibles en el 
mercado, utilizadas tanto en la industria 
como en el campo educacional y de 
investigación, como por ejemplo 
Arduino, Arduino Due, mbed, EDU-
CIAA, Raspberry Pi, PCDuino, FRDM 
K64F, STM32F7, etc. El grupo de 
investigación en STR de la Sede Puerto 
Madryn de la UNPSJB1 posee varios 
ejemplares de cada una de estas 
plataformas. El proyecto será acreditado 
por la Secretaría de Ciencia y Técnica de 
la UNPSJB, la cual también es 
responsable del financiamiento del 
mismo. Además, se espera una estrecha 
cooperación como asesor, con el Dr. 
Javier Orozco, del Departamento de 
Ingeniería Eléctrica y Computadoras de la 
UNS. 
Introducción 
Actualmente, todo país industrializado, 
debe contar con profesionales capacitados 
en SE y STR, ya que los mismos se han 
expandido más allá de las industrias 
clásicas como la militar, la aeroespacial, 
le médica, la de control de procesos, etc., 
                                                          
1
 http://www.rtsg.unp.edu.ar/ 
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para formar parte de la gran mayoría de 
los dispositivos electrónicos que se 
emplean cotidianamente como los 
teléfonos celulares, los automóviles, los 
electrodomésticos, etc. Mundialmente los 
STR son una línea de investigación 
recurrente en numerosos centros de 
investigación, tanto en universidades 
como en las industrias, con el objetivo de 
proveer de herramientas de diseño y 
soluciones que permitan maximizar la 
eficiencia del uso de los recursos 
computacionales, minimizando el costo 
de los productos y maximizando el ciclo 
de vida de sus productos. Por ejemplo, un 
diseño apropiado permite cumplir los 
requerimientos del sistema, brindando 
además ejecución de heterogéneas 
aplicaciones (que se llamará de aquí en 
adelante conjuntos de tareas 
heterogéneas). Por otro lado, es 
importante mantener un ahorro de 
energía, poseer tolerancia a las fallas, 
entre otras diversas funciones. Es 
importante, además, reducir la 
complejidad de implementación, tanto 
desde el punto de vista del hardware 
como del software, sin sacrificar robustez 
ni eficiencia. Para ello, nuevas 
herramientas de desarrollo, que permitan 
validad especificaciones, son necesarias. 
Dentro de las principales motivaciones 
para el desarrollo de este proyecto, se 
pueden nombrar los siguientes puntos: 
 Los SE son utilizados constantemente 
en la industria. Estos sistemas 
cuentan con restricciones temporales, 
y, por lo tanto, generalmente, 
emplean un SOTR. Sin embargo, en 
muchos casos la implementación no 
suele ser eficiente. 
 Además, en los STR, es complejo 
alcanzar altos niveles de eficiencia, 
garantizando al mismo tiempo las 
constricciones temporales. Esto es 
particularmente problemático en SE, 
donde usualmente se requiere un 
compromiso entre el costo de la 
plataforma hardware, y los objetivos 
del sistema. Por ejemplo, 
sobredimensionar la potencia de 
cálculo del microprocesador genera 
un incremento en el consumo de 
energía, lo que conlleva un mayor 
tamaño de la batería, menor 
autonomía, etc. Existen numerosos 
desarrollos teóricos, sin 
implementación o prueba práctica, 
que podrían resolver estas cuestiones 
para ciertas clases de aplicaciones. 
 Es necesario adecuar las herramientas 
existentes, y desarrollar nuevas, para 
abordar estas problemáticas. Además, 
es necesario poder evaluar el 
rendimiento de estos desarrollos en 
casos concretos, lo que implica 
generar y probar prototipos sobre 
plataformas de desarrollo, tales como 
Arduino, mbed, Raspberry, etc. 
 Existen también motivaciones 
socioeconómicas, como la reducción 
de los costos de producción, menor 
consumo de energía y contaminación 
ambiental, mejores prestaciones y 
ciclo de vida del producto, etc. 
 Regionalmente, es una motivación 
generar nuevos recursos humanos, 
con alta capacidad y competitividad, 
que contribuyan al desarrollo del 
sector en la región. Para esto, el 
proyecto incluye alumnos avanzados, 
a los que se capacitará en la 
disciplina. 
 
El estado del arte de este proyecto es 
sumamente extenso, y cubre las 
disciplinas de STR, SE, Sistemas de 
Control, entre otras. Cabe resaltar que la 
disciplina de STR puede considerarse 
como básica, y por lo tanto engloba a las 
otras cuando las mismas cuentan con 
requerimientos temporales. En particular, 
dentro de los métodos de evaluación de 
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planificabilidad, que permiten garantizar 
las constricciones temporales del STR al 
momento de su diseño, los trabajos más 
relevantes son [1, 2, 3, 4, 5]. Para la 
planificación heterogénea, los trabajos 
más importantes son [6, 7, 8, 9, 10, 11, 
12, 13, 14, 15, 16, 17]. En cuanto al 
ahorro de energía, los trabajos más 
relevantes son [18, 19, 20] para 
planificación mediante prioridades fijas, 
[21, 22] para prioridades dinámicas y [23] 
para el caso de prioridades mixtas. 
Trabajos que hacen uso de Slack Stealing 
(SS) son [24, 25]. Por otro lado, en 
sistemas de control, la planificación con 
Jitter es un importante problema, 
abordado en trabajos como [26, 27, 28]. 
 
Líneas de Investigación, 
Desarrollo e Innovación 
Como ya se comento previamente, el 
presente proyecto se inserta en las líneas 
de investigación en Sistemas de Tiempo 
Real (STR), Sistemas Embebidos (SE) y 
de propósito dedicado, y Sistemas 
Operativos de Tiempo Real (SOTR). 
Se realizar un trabajo de revisión de la 
biografía existente relevante, para 
estudiar los modelos y técnicas ya 
existentes, e interiorizarse en sus 
aplicaciones y limitaciones. A su vez, se 
estudiarán las soluciones comerciales y/o 
gratuitas más relevantes, como los SOTR 
y los diversos kits de desarrollo 
disponibles. 
Las líneas de investigación se centran 
en las áreas de planificación heterogénea, 
evaluación de planificabilidad, modelos 
de ahorro de energía, etc., desarrollando 
nuevos métodos y técnicas, buscando 
principalmente mejorar la eficiencia en el 
uso de los recursos, y facilitar la 
implementación práctica de los resultados 
teóricos. 
Remarcar que los integrantes de la 
unidad académica poseen varios trabajos 
publicados en las anteriores áreas. 
 
Resultados y Objetivos 
El objetivo general de este proyecto, es 
el desarrollo de técnicas de modelado, 
diseño, análisis, optimización y testeo de 
SE con requerimientos de Tiempo Real 
Heterogéneos, en múltiples plataformas 
hardware/software, que permitan lograr 
un apropiado balance entre costos, 
prestaciones, rendimiento y eficiencia. 
Los objetivos específicos pueden 
clasificarse como sigue: 
 Estudiar la implementación de los 
SOTR más utilizados, y en particular 
como los mismos administran los 
recursos computacionales. 
 Determinar la factibilidad de 
aplicación de los modelos y métodos 
teóricos, disponibles en la literatura 
pero sin implementaciones en 
entornos prácticos. Proponer las 
mejoras necesarias para lograr su 
implementación. 
 Implementar técnicas y métodos 
propuestos en la literatura en 
plataformas de desarrollo concretas, 
para estudiar su comportamiento real. 
Para esto, se realizarán 
modificaciones sobre los núcleos de 
los SOTR, o se empleará una tarea 
planificadora, que implemente el 
método sin realizar alteraciones en el 
SOTR. 
 Publicar los resultados de las 
investigaciones realizadas, 
fomentando e incentivando la 
difusión de las tareas de 
investigación de la UNPSJB, y 
consecuentemente aportando a la 
formación de recursos humanos. 
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En cuanto a los resultados concretos 
del proyecto, los mismos aún no pueden 
ser evaluados dado que la fecha de inicio 
del mismo es Octubre del presente año. 
Se espera que los resultados de las 
investigaciones generen desarrollos que 
cumplan con los objetivos planteados, en 
forma de nuevos diseños, algoritmos y 
métodos, implementados sobre 
plataformas hardware/software y SOTR 
concretos, en forma de prototipos. Esto 
permitirá evaluar el costo computacional 
real de los métodos teóricos. 
Formación de Recursos Humanos 
En este proyecto de investigación 
trabajarán en un principio 7 (siete) 
personas, en las cuales 6 (seis) son 
docentes y un alumno. De las mismas, 3 
cuentan con el grado de Doctor, y una 
está en proceso de obtener el título de 
Doctor. Además, se espera sumar otros 
alumnos avanzados de la carrera 
Licenciatura en Informática de la Sede 
Puerto Madryn de la UNPSJB, con el 
objetivo de que puedan iniciar sus 
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Resumen 
La visión artificial representa hoy un área 
de gran utilidad e interés para los 
investigadores más allá de que sus 
técnicas se remiten a más de 3 décadas de 
desarrollos.   Esto se debe a la expansión 
tecnológica que ha permitido una 
generación de nuevos procesadores, 
nuevos sensores, y nuevas capacidades de 
almacenamiento que han sostenido el 
desarrollo de nuevas técnicas de 
inteligencia artificial y en particular de 
visión.  El nivel de automatismos se ha 
incrementado exponencialmente en los 
últimos años.  Las aplicaciones son de lo 
más variadas, desde la utilización de 
navegadores de todo tipo de vehículos 
(p.e plataformas robóticas), detección de 
características en la observación de 
objetos (p.e. líneas de producción, líneas 
de cultivos), clustering y clasificación 
automatizada de objetos (p.e clasificación 
de granos), tracking de objetos fijos o 
móviles (p.e. seguimiento de personas). 
 
 
En la UNNOBA se está trabajando en la 
aplicación combinada de diferentes 
desarrollos tecnológicos aplicados a 
Agricultura de Precisión, muchos basados  
en el uso de imágenes y técnicas de 
visión.  Entre ellos el desarrollo de 
procesos de  navegación automatizada de 
ensayos a campo y el relevamiento de 
datos, indispensables para el ajuste 
adecuado de los procesos de 
mejoramiento genético de semillas.   
 
Palabras clave: Visión artificial, 




Esta línea de investigación forma parte 
del proyecto “Informática y Tecnologías 
Emergentes” aprobado por la Secretaría 
de Investigación, Desarrollo y 
Transferencia de la UNNOBA en el 
marco de la convocatoria a Subsidios de 
Investigación Bianuales (SIB 2017). A su 
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 vez se enmarca en el contexto de planes 
de trabajo aprobados por la Comisión de 
Investigaciones Científicas de la 
Provincia de Buenos Aires y por la 
Secretaría de Investigación de la 
UNNOBA en el marco de la convocatoria 
“Becas de Estudio Cofinanciadas 2015 
CIC Universidades del interior 
bonaerense”. 
A esto se suma el proyecto “Fenotipado 
de Alta Capacidad con Relevamiento de 
Datos en Campo” el que se encuentra 
actualmente en desarrollo. Este es un 
trabajo conjunto entre la Secretaría de 
Investigación, Desarrollo y Transferencia 
de la UNNOBA y el INTA, Estación 
Experimental Pergamino.  El mismo se 
desarrolla en el Instituto de Investigación 
en Tecnologías y  Transferencia (ITT) 
dependiente de la mencionada Secretaría, 
y se trabaja en conjunto con la Escuela de 
Tecnología de la UNNOBA.  Sobre la 
base este proyecto se plantean además 
avances y mejoras orientadas al desarrollo 
de plataformas multipropósitos y auto 
navegables mediante visión artificial, que 
puedan coordinarse con vehículos aéreos 
utilizando estas mismas técnicas sumadas 
a geoposicionamiento mediante DGPS. 
El equipo está constituido por 
profesionales de ambas instituciones, 
UNNOBA e INTA. Por parte de la 
UNNOBA intervienen docentes e 
investigadores pertenecientes al ITT, al 
Departamento de Ciencias Agrarias, 
Escuela de Ciencias Agrarias así como 
también, estudiantes de las carreras de 
Informática de la Escuela de Tecnología 
de la UNNOBA. Y por parte del INTA, 
intervienen; Mejoradores Genéticos, 
Ecofisiólogos e Ingenieros Agrónomos. 
Introducción 
En los últimos años el avance de la 
tecnología en la Agricultura de Precisión 
(AP) ha sido exponencial, no solo 
aplicada a la mejora del cultivo, sino en 
las herramientas de trabajo con el fin de 
lograr más y mejores rindes. Por ejemplo 
aplicados a maquinaria para el monitoreo 
de siembra o con un sistema de 
navegación autónomo en un tractor. A 
esto se le sumó la utilización de diferentes 
tipos de plataformas robóticas móviles 
[1], ya sean éstas aéreas o terrestres. En 
ese aspecto se encuentran diferentes 
desarrollos tanto en el ámbito 
universitario como en la empresa. Entre 
las universidades se destaca el Centro 
Australiano de Robots a Campo de la 
Universidad de Sydney [2] que es una de 
las pioneras, con plataformas terrestres de 
sensado y control del cultivo entre otras, 
al igual que el Instituto de Robótica de la 
Universidad de Carnegie Mellon [3]. Y en 
el ámbito privado se destacan, la empresa 
Bosch con una plataforma terrestre de 
sensado [4] y la empresa Agco/Fendt [5] 
con sus plataformas terrestres de 
sembrado, o la empresa DJI [6] con sus 
drones para monitoreo general del cultivo 
o fumigación. 
A ello se le suma el avance de la 
tecnología en las cámaras digitales, que 
hace de estas una herramienta 
fundamental a la hora de sensar o extraer 
información de lo que se desea observar.   
En particular, en el caso de los sistemas 
de visión artificial [7], necesarios entre 
otros, para llevar adelante la navegación 
automatizada de los vehículos, es 
importante destacar que los mismos 
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 pueden clasificarse en sistemas directos e 
indirectos.  Los primeros son aquellos que 
permiten trabajar en tiempo real (como en 
el caso de los vehículos 
terrestres)[8][9][10], y los sistemas 
indirectos son aquellos cuyo 
procesamiento es posterior a la captura de 
datos obtenidos mediante imagen y/o 
video (como en el caso de los UVAs). 
Esta diferenciación los sitúa generalmente 
en aplicaciones de diferente utilidad, 
siendo la utilización de UVAs aplicados a 
la recolección de información general de 
zonas de cultivos que abarcan más de un 
surco o parcela, y la utilización de 
sistema de visualización directa a la 
navegación intra/extra surcos y/o caminos 
y la recolección de datos en general 
fenotípicos de dichos cultivos [11][13]. 
En cualquier caso será necesario el 
procesamiento digital de imágenes 
captadas por el sistema de visión artificial 
de cualquiera de los tipos mencionados y 
toda la problemática que el relevamiento 
de este tipo de datos genera, como por 
ejemplo el cálculo efectivo de distancias 
[14] en los sistemas directos y/o la 
corrección de iluminación en ambos casos 
[15]. 
Líneas de Investigación, 
Desarrollo e Innovación 
Entre las líneas de investigación 
relacionadas con la temática expuesta, se 
destacan 3 líneas principales.  
A partir de la creación de una plataforma 
robótica móvil terrestre de navegación de 
cultivos, se espera dotar a la misma de un 
sistema de visión artificial que le permita 
a esta poder navegar el cultivo intra/extra 
surcos y/o a través de caminos.  
Por otro lado, la plataforma busca 
recolectar datos biofísicos del cultivo a lo 
largo de la evolución de sus estados 
fenológicos, sumado al monitoreo y 
evaluación de los mismos [12][13]. Para 
obtener dichos datos la plataforma debe 
sensar el cultivo mediante la captura de 
imágenes, a partir de un recorrido 
establecido en el ensayo, para lo cual 
debe determinar en qué momento del 
recorrido se deberán sensar las parcelas. 
Para determinar dicho instante el sistema 
debe ser capaz de detectar los diferentes 
plantines del cultivo, teniendo en cuenta 
además cuales de ellos ya fueron 
sensados. A partir de esto es que se 
dispone anexar a la plataforma la 
utilización de una cámara de video que 
permita realizar un tracking de las 
diferentes parcelas. Es decir un sistema de 
tracking que permita detectar las parcelas 
del cultivo y a partir de ello poder 
determinar cuándo debe sensar el cultivo. 
Con la particularidad que el tracking será 
invertido, ya que el objeto a seguir 
(planta) estará quieto y lo que se mueve 
es la cámara.   
Por último, la plataforma trabajará de 
modo conjunto con un vehículo aéreo no 
tripulado, al cual se necesita proveer de 
sistema de visión que permita realizar un 
mapeo del cultivo, pudiendo ésta detectar 
parcelas, tanto para navegar el cultivo 
como para además, a partir de las 
imágenes obtenidas, obtener información 
sobre el cultivo.  
Resultados y Objetivos 
Se espera dotar de sistemas de visión 
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 artificial a una plataforma robótica móvil 
con un sistema de navegación autónoma 
en escenas outdoor, y en condiciones de 
suelo irregular, que pueda aplicarse al 
recorrido de ensayos de diferentes tipos 
de cultivo en el campo. Sumado a un 
sistema de visión para un vehículo aéreo 
no tripulado. Donde ambos sistemas 
puedan estar relacionados entre sí y que 
sirvan de aporte el uno del otro. 
Trabajando de manera conjunta en el 
sensado de datos del cultivo. 
Debido a que la UNNOBA se encuentran 
ubicada dentro de la Región Pampeana, 
más específicamente en lo que se 
denomina la Pampa Húmeda, una de las 
regiones más relevantes en lo que 
respecta a producción agrícola, se espera 
que este trabajo sea el puntapié de la 
creación de una plataforma que sirva de 
soporte a los especialistas del sector 
agrícola. Sumado al beneficio directo de 
los recursos humanos involucrados, con 
el objetivo fundamental de consolidar un 
equipo de trabajo que se especialice en la 
temática. 
 
Formación de Recursos Humanos 
En esta línea de I/D se espera concluir 
con un  trabajo de Tesina de Grado de la 
carrera de Licenciatura en Sistemas, 
sumado a la formación de tres alumnos 
becarios de la universidad que se 
encuentran cursando la carrera de 
Ingeniería en Informática. Además la 
realización de dos Tesis de posgrado, y 
una Beca de Estudio Cofinanciada 
otorgada por la Comisión de 
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Resumen 
En el transcurso de diferentes proyectos      
realizados en el ITT / UNNOBA, nos hemos        
dado cuenta que resulta difícil encontrar el       
dispositivo transductor o sensor adecuado     
desde un inicio, haciendo necesario producir      
más de un prototipo de un mismo trabajo. 
 
Los proyectos descritos en este documento      
tienen como propósito identificar,    
contextualizar, evaluar y permitir la toma de       
decisiones vinculada a la temática abordada.      
Mencionaremos los distintos sensores en los      
que estamos trabajando como: cardíaco,     
acelerómetro, humedad, temperatura,   
ultrasonido, infrarrojo y captura de imágenes      
entre otros. 
 
Someter las ideas a proyectos concretos y       
tener que lidiar con factores como la luz        
natural, temperatura, humedad,   
desplazamiento de cuerpos y límites     
concretos, nos permitió experimentar avances     
y frustraciones que debieron ser resueltas con       
replanteos y cambios de rumbo en las       
investigaciones. En muchos casos el sensor de       
mayor costo y precisión no es necesariamente       
el más beneficioso para lograr los resultados       
deseados. 
 
En este contexto, la selección de los sensores        
apropiados en los proyectos de investigación      
con base tecnológica, son claves para el éxito        
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Contexto 
En el marco del proyecto de investigación       
“Informática y tecnologías emergentes" que     
se desarrolla en la UNNOBA, con lugar de        
trabajo en el Instituto de Tecnología y       
Transferencia (ITT) se comienza a trabajar      
con esta línea de investigación orientada al       
trabajo con sensores aplicado a campos como       
el deporte, agroindustria, arte digital,     
educativo entre otros. 
1- Introducción 
Hoy en día nos encontramos con      
variados equipos y dispositivos que cuentan      
con aplicaciones que ya incorporan diferentes      
tipos de sensores que miden varias      
magnitudes físicas, dando cuenta por ejemplo      
de los distintos movimientos realizados, su      
orientación, inclinación, hasta medio    
ambientales. 
Los datos que proporcionan algunas     
magnitudes físicas como el giro en tres ejes,        
midiendo las fuerzas de aceleración como      
acelerómetros, giróscopos, de rotación, GPS     
nos dará cuenta de los movimientos realizados       
por el dispositivo o que/quien lleve esos       
sensores. 
Asi también las magnitudes medio     
ambientales de temperatura, humedad,    
presión, nivel de iluminación, contaminación     
acústica serán aquellos elementos como     
termómetros, barómetros, fotómetros que nos     
darán datos que nos serán útiles a posterior        
para obtener información ambiental.  
Ahora bien es un desafío encontrar y       
obtener las magnitudes físicas que     
proporcionan los sensores, cuenten con la      
rango, precisión, exactitud, sensibilidad,    
consumo de energía, etc; necesarias para que       
las aplicaciones sean útiles para los distintos       
proyectos abocados. Para lo cual se considera       
de importancia definir estos parámetros. 
 
Transductores 
Es un dispositivo capaz de transformar      
o convertir un determinado tipo de energía de        
entrada, en otra de diferente a la salida. El         
transductor sirve para obtener la información      
de entornos físicos y químicos y conseguir       
señales o impulsos eléctricos o viceversa. Los       
transductores siempre consumen algo de     
energía por lo que la señal medida resulta        
debilitada. 
Como parte del transductor está     
incluido el sensor y el actuador o electrónica        
necesaria para entregar la señal en un formato        




Se entiende por sensores como un      
dispositivo apto para detectar acciones o      
estímulos externos y responder en     
consecuencia. Estos aparatos pueden    
transformar las magnitudes físicas o químicas      
en magnitudes eléctricas. [1] [9][11][12] 
Características técnicas de un sensor: 
Descripción en régimen permanente:  
- ​Rango​: valores máximos y mínimos para las        
variables de entrada y salida de un sensor.  
- ​Exactitud ​: la desviación de la lectura de un         
sistema de medida respecto a una entrada       
conocida. El mayor error esperado entre las       
señales medida e ideal.  
- ​Repetitividad​: la capacidad de reproducir      
una lectura con una precisión dada.  
- ​Reproducibilidad​: tiene el mismo sentido      
que la repetitividad excepto que se utiliza       
cuando se toman medidas distintas bajo      
condiciones diferentes.  
- ​Resolución ​: la cantidad de medida más       
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- ​Error​: es la diferencia entre el valor medido         
y el valor real.  
- ​No linealidades​: la desviación de la medida        
de su valor real, supuesto que la respuesta del         
sensor es lineal. No-linealidades típicas:     
saturación, zona muerta e histéresis.  
- ​Sensibilidad​: es la razón de cambio de la         
salida frente a cambios en la entrada: s = ∂V          
/∂x  
- ​Excitación​: es la cantidad de corriente o        
voltaje requerida para el funcionamiento del      
sensor.  
- ​Estabilidad: ​es una medida de la       
posibilidad de un sensor de mostrar la misma        
salida en un rango en que la entrada        
permanece constante.  
- ​Ruido ​.  
Descripción en régimen dinámico:  
- ​Tiempo de retardo​: t ​d​, es el tiemp que tarda 
la salida del sensor en alcanzar el 50% de su 
valor final.  
- ​Tiempo de subida​: t ​r​, es el tiempo que tarda 
la salida del sensor hasta alcanzar su valor 
final. => velocidad del sensor, es decir, lo 
rápido que responde ante una entrada.  
- ​Tiempo de pico ​: t​p​, es el tiempo que tarda la 
salida el sensor en alcanzar el pico máximo de 
su sobreoscilación  
- ​Pico de sobreoscilación​: M ​p​, expresa cuánto 
se eleva la evolución temporal de la salida del 
sensor respecto de su valor final.  
- ​Tiempo de establecimiento​: t ​s​, el tiempo 
que tarda la salida del sensor en entrar en la 
banda del 5% alrededor del valor final y ya no 
vuelve a salir de ella. [2], [3] 
 
Sensores utilizados en proyectos de 
Investigación en el ITT / UNNOBA: 
 
A continuación en la Fig.1 haremos mención       
y síntesis de los sensores y sus controladores        
utilizados en cuatro proyectos /casos     
diferentes. 
En los primeros tres, se está utilizando       
distintos tipos de sensores conectados a un       
microcontrolador Atmega 328 [9] y en el       
último se trabaja con la placa EDU-CIAA [4]        
con su microcontrolador LPC4337 (dual core      
ARM Cortex-M4F y Cortex-M0). 
 
Fig.1: ​ Sensores y controladores 
 
Proyecto “GPS aplicado al deporte”​. El      
primer prototipo está formado por 5 módulos       
diferentes: microcontrolador, módulo GPS,    
sensor cardíaco, acelerómetro [10] y módulo      
bluetooth. Los elementos que permiten una      
entrada de datos al microcontrolador para el       
posterior procesamiento son: módulo GPS,     
sensor cardíaco y acelerómetro. 
El GPS es el encargado de indicar en        
intervalos de tiempo muy pequeños la latitud       
y longitud que determina la ubicación del       
jugador. Al utilizar módulos de     
posicionamiento que no están orientados para      




XX Workshop de Investigadores en Ciencias de la Computacio´n 999
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
para minimizar el error de ubicación. Con       
estos datos sumados a los del acelerómetro y        
el sensor cardíaco. Para la extracción y       
análisis de los datos recolectados por el       
dispositivo se desarrollará una aplicación web      
dinámica, que permita tomar decisiones en      
base a las distintas formas de visualización y        
análisis de los datos. 
Proyecto “REP – Robot Educativo     
Programable” ​, es el desarrollo con más      
horas de trabajo y donde se tuvieron que        
realizar 4 versiones del robot. En la Versión        
2.0 se usaban sensores infrarrojos en el frente        
del robot para el avance motriz pero al        
realizar pruebas fuera del laboratorio     
comprobamos que el comportamiento no era      
confiable por la incidencia de la luz natural.        
Sé soluciono el problema cambiando sensores      
infrarrojos por los de ultrasonido. 
Proyecto “Scanner 3D”. Con el objetivo de       
sumar nuevo equipamiento económico para el      
Laboratorio CNC, se encontró un Scanner 3d       
de código libre llamado “Ciclop” donde el       
sensor fundamental es una web-cam     
combinado con 2 laser´s de baja potencia para        
reconstruir la figura colocada en el plato       
giratorio. El desarrollo del proyecto no lo       
realizamos nosotros por ende no     
seleccionamos ni él sensor, ni los actuadores       
pero tenemos planeado hacer variaciones del      
modelo después de lograr su funcionamiento. 
Proyecto “Visualización de variables    
ambientales con Edu-CIAA” ​. Para el campo      
experimental “Las Magnolias” de la     
UNNOBA es necesario sensar y tomar      
registro de las variables de temperatura y       
humedad del ambiente. Por tal motivo, se       
utilizó la placa EDU-CIAA [4] que posee       
características de múltiples entradas y salidas      
tanto analógicas como digitales, las que      
pueden permitir el estudio de conectividad      
con distintos tipos de sensores para el registro        
de las variables a sensar de acuerdo a los         
requerimientos necesarios.  
Los sensores están conectadas a dos entradas       
del tipo analógica que contienen conversores      
analógicos digitales. Utilizando estos    
periféricos que contiene el microcontrolador     
es como se digitalizan las señales de       
temperatura y humedad provistas por los      
sensores. El lenguaje de programación es      
micropython [7] que permite en pocas líneas       
de código ejecutar operaciones complejas,     
como lo son leer los valores obtenidos por los         
sensores y mostrarlos en un display LCD. En        
un segundo prototipo se utiliza otro tipo de        
sensor, el DTH22 [8] que también es llamado        
AM2302 [8] que sensa temperatura y      
humedad y lo entrega al microcontrolador de       
manera ya digital sin tener que agregar       
componentes adicionales para acondicionar la     
señal para lograr una medición. 
2- Líneas de Investigación y    
Desarrollo 
La línea de investigación de estos proyectos       
es el uso de las nuevas herramientas y        
prototipos para poder evaluar los distintos      
comportamientos de los sensores y determinar      
los posibles condicionamientos o limitaciones     
que tienen para obtener los datos de manera        
confiable y que sean de calidad para futuras        
interpretaciones, haciendo hincapié en los     
siguientes ejes; 
 
1.Análisis del entorno para definir y      
contextualizar la temática que debemos     
abordar. 
 
2. Estudio de los dispositivos que necesitamos       
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3. Definición de estrategias de producción de       
prototipos, para poder realizar los test y       
mediciones correspondientes. 
 




Esperamos que la aplicación de nuestros      
proyectos en distintas situaciones nos permita      
generar una matriz de conocimiento donde      
podamos ver en cada uno de los escenarios        
propuestos el tipo de sensores utilizados y en        
base a nuestra investigación y pruebas de       
campo cual consideramos más adecuado. 
 
Deseamos difundir y transferir los logros      
alcanzados mediante la presentación y     
participación en diferentes congresos,    
jornadas y workshops de carácter nacional e       
internacional relacionados con la temática. 
4- Formación de Recursos   
Humanos 
El equipo de trabajo está compuesto por       
investigadores del área de Sistemas y del área        
de Ciencias de la Educación, se cuenta con        
investigadores en formación, becarios de     
posgrados y becarios de grado. Además se       
incorporan alumnos para que se inicien en       
tareas de investigación. 
Se espera contribuir para generar 2 Tesinas de        
Licenciatura en Sistemas, 1 Prácticas     
Profesionales Supervisadas llamada   
“Visualización de variables ambientales con     
la EDU-CIAA”, 1 Becario de intercambio      
internacional. 
Actualmente se encuentran en desarrollo 1      
trabajo de Especialista, 4 Tesis de Magíster y        
1 Tesis Doctoral. 
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Resumen 
La viabilidad de la implementación 
del voto electrónico es un tema extre-
madamente discutido en la República 
Argentina. Por ejemplo, el Congreso de 
la Nación ha rechazado la propuesta del 
Poder Ejecutivo Nacional de implemen-
tar un sistema de boleta única electróni-
ca, en concordancia con una publicación 
de un grupo de informáticos pertene-
cientes a universidades nacionales ar-
gentinas1.  
Se considera, sin embargo,  que no 
existen argumentos contundentes para 
afirmar que es imposible conseguir que 
un sistema de votación electrónica ga-
rantice transparencia y privacidad para 
el votante. De hecho, existen sólidas 
propuestas de tipo híbrido que propor-






cionan evidencia física que permite ase-
gurar que los procedimientos se lleva-
ron a cabo de manera irreprochable2. 
Ese punto es crucial: el sistema debe 
demostrar de forma clara e indiscutible 
la transparencia del proceso de manera 
tal que cualquier ciudadano común pue-
da verificar los resultados y a la vez, 
convencerse de que el proceso se llevó a 
cabo de manera totalmente confiable. 
En consecuencia, se propone anali-
zar el problema en profundidad y gene-
rar un modelo que proporcione respues-
tas apropiadas. Además de la descrip-
ción detallada de la criptografía pro-
puesta se llevará a cabo la implementa-
ción de un prototipo que implemente las 
funcionalidades básicas.  
 
 
Palabras clave: Voto Electrónico, 
Transparencia, Anonimato, Evidencia 
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Por Resolución N° 488/14 del Consejo 
Directivo de la Facultad de Ciencias 
Exactas y Naturales de la Universidad 
Nacional de La Pampa se acredita el 
Proyecto de Investigación: "Aspectos de 
Seguridad en Proyectos de Software", 
que se desarrolla en el ámbito de la 
FCEyN de la UNLPam. El mismo es 
dirigido por el Doctor Germán Antonio 
Montejano y codirigido por el Magister 
Pablo Marcelo García e incluye a los 
magisters Silvia Gabriela Bast y Daniel 
Vidoret como investigadores. 
El Proyecto surge desde la línea de In-
vestigación “Ingeniería de Software y 
Defensa Cibernética”, presentada en [1], 
y que a su vez se enmarca en el Proyec-
to “Ingeniería de Software: Aspectos de 
Alta Sensibilidad en el Ejercicio de la 
Profesión de Ingeniero de Software” de 
la Facultad de Ciencias Físico  - Ma-
temáticas y Naturales de la Universidad 
Nacional de San Luis (UNSL, 
http://www.sel.unsl.edu.ar/pro/proyec/2
012/index.html)  y que incluye acciones 
de cooperación con la Universidad Fede-
ral de Minas Geráis (UFMG, Brasil).  
Entre tales acciones debe mencionarse 
que Jeroen van de Graaf, PhD., Docente 
de UFMG, y el Dr. Germán Montejano 
(UNSL) fueron orientadores del Mg. Pa-
blo García en el desarrollo de su tesis de 
Maestría en Ingeniería de Software titula-
da “Optimización de un Protocolo Dining 
Cryptographers Asíncrono”, defendida en 
2013 en el ámbito de la UNSL. Durante el 
desarrollo de la misma se generaron una 
serie de publicaciones de avances parcia-





La implementación del voto 
electrónico es un tema muy discutido en 
la actualidad. Existen partidarios y de-
tractores, en proporciones similares. Lo 
que debe quedar claro es que la imple-
mentación de un modelo innovador de-
be, necesariamente, resultar superador 
de las propuestas preexistentes. De no 
ser así no tiene sentido ninguna pro-
puesta novedosa. 
En consecuencia, la implementa-
ción de sistemas de voto electrónico 
presenta dos exigencias claras: 
 
 El escrutinio asociado debe 
reflejar de manera indiscuti-
ble la voluntad de los ciuda-
danos 
 Simultáneamente, los elec-
tores deben estar convenci-




Se otorga máxima atención a las 
consecuencias que puede acarrear, para 
cualquier votante, el hecho de que su 
opción sea divulgada. Existen numero-
sas variantes de prácticas deshonestas 
que se derivan de conocimiento de esa 
información, con o sin el aval del elec-
tor. Es claro que si un ciudadano pudie-
ra probar que votó a un determinado 
partido político, podría recibir una con-
traprestación. Análogamente, si un sec-
tor detecta que un votante votó a otra 
opción, podría llevar a cabo acciones 
que perjudiquen al votante.   
Cualquier propuesta que se desee 
implementar en ese sentido, deberá 
cumplir con una serie de condiciones 
que se exigen actualmente a los siste-
mas de votación electrónica, [7]. Las 
principales son las siguientes: 
 
• Debe existir evidencia física que 
garantice la transparencia del proceso 
[8]. Este punto debe ser implementado 
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de tal manera que sirva como prueba 
irrefutable, no sólo en la consideración 
de los expertos, sino también de los 
electores. 
• Utilización de métodos crip-
tográficos cuya seguridad pueda ser 
demostrada de manera matemática y 
que garanticen el anonimato del votante 
y la seguridad computacional necesaria 
en lo referido a la transparencia de los 
resultados de los comicios. En ese sen-
tido, revisten máximo interés los es-
quemas homomórficos, es decir aque-
llos que permiten operaciones matemá-
ticas sobre las versiones cifradas de la 
información. Ejemplos de modelos que 
presentan esa característica son Paillier 
[9], [10] y ElGamal exponencial [11], 
[12]. 
• Aplicación del concepto de in-
dependencia del software, es decir que 
si el software es corrupto, no hay nin-
guna posibilidad de que se generen re-
sultados incorrectos y eso no sea detec-
tado [13]. 
• Definir un modelo concreto para 
la aplicación de verificabilidad “End to 




dual: es decir, que cualquier votante 
puede asegurarse de que su voto fue 
correctamente contabilizado. 
-  Verificabilidad univer-
sal, que implica que cualquier observa-
dor neutral pueda asegurarse de que 
todos los sufragios han sido correcta-
mente contabilizados.  
- Verificabilidad de 
padrón, de manera tal que sea posible 
probar que todos los votos incluidos en 
el recuento provienen de votantes habi-
litados. 
- Imposibilidad de que 
algún votante pueda demostrar por 
quién votó, dado que eso daría lugar a 
maniobras de “compra de sufragios”. 
 
Líneas de Investigación, Desa-
rrollo e Innovación 
El grupo de trabajo investiga, bási-
camente sobre dos líneas paralelas, para 
generar modelos que pudieran aplicarse 
a los sistemas de voto electrónico: 
 
 Basados en criptografía One 
Time Pad, desarrollada  por la 
Magister Silvia Gabriela 
Bast. 
 Basados en criptografía 
homomórfica, que es la línea 
relacionada con este docu-
mento y sus autores. 
 
Resultados y Objetivos 
En el ámbito del voto electrónico, 
este grupo de trabajo ha realizado du-
rante el año 2017, las siguientes publi-
caciones: 
 [16] expone una técnica de re-
cuento y recuperación de sufra-
gios para el modelo OTP – Vote 
cuyos conceptos pueden genera-
lizarse a otros esquemas. 
 [17] especifica una propuesta pa-
ra el modelo de datos aplicable 
al sistema OTP – Vote.  
 [18] propone un modelo para 
agregar verificabilidad OTP – 
Vote. 
 [19] presenta una técnica para 
generar una optimización en el 
almacenamiento de sufragios en 
esquemas basados en el protoco-
lo Non Interactive Dining Cryp-
tographers (NIDC). 
 [20] Se expone un sistema de 
generación de códigos para el 
sistema OTP – Vote, que opti-
miza el dicho proceso de manera 
significativa. 
 
Llegado este punto, se decide inves-
tigar un camino alternativo, relacionado 
con la criptografía homomórfica. En 
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consecuencia, a futuro, se pretende lle-
var a cabo las siguientes acciones: 
 
 Proponer un  nuevo esquema 
de voto electrónico basado 
en las características expues-
tas en las secciones previas.  
 Implementar  una aplicación 
experimental que permita 
observar el comportamiento 
del modelo teórico que surja 
del avance de la investiga-
ción. 
 Continuación del releva-
miento de aplicaciones 
orientadas al voto electróni-
co, con el fin de detectar fa-
lencias y proponer mejoras. 
 
Formación de Recursos Huma-
nos 
En el marco del presente proyecto se 
presentan los siguientes puntos relacio-
nados con la formación de recursos 
humanos durante 2017: 
 
 Pablo García realizó una estadía 
de un mes (3/9/2017) al 
4/10/2017) en la Universidade 
Federal de Minas Geráis 
(UFMG), en el Departamento de 
Ciência da Computação (DCC) 
dependiente del Instituto de 
Ciências Exatas (ICEX) 
trabajando en el laboratorio 
4303 del grupo “Criptografía 
Teórica y Aplicada”, dirigido 
por Jeroen van de Graaf, PhD. 
 Pablo García completó el 
cursado de la totalidad de los 
créditos exigidos en el 
Doctorado en Ingeniería 
Informática en la Facultad de 
Ciencias Físico Matemáticas y 
Naturales de la Universidad 
Nacional de San Luis (UNSL). 
 Pablo García presentó su Plan de 
Tesis Doctoral, en el marco del 
Doctorado en Ingeniería 
Informática en la Facultad de 
Ciencias Físico Matemáticas y 
Naturales de la Universidad 
Nacional de San Luis (UNSL). 
El mismo se encuentra en 
proceso de evaluación. Dicha 
tesis será dirigida por Jeroen van 
de Graaf, PhD. y el Dr. Germán 
Montejano. 
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En los últimos tiempos se ha observado un 
notorio aumento en la cantidad y calidad de la 
conectividad de los dispositivos usados por 
las personas y hasta en aquellos que conectan 
dispositivos entre sí. Entre las múltiples 
razones de ello se encuentra lo que se ha dado 
en llamar MtoM1 (o también M2M). Una de 
sus áreas es conocida por el nombre de  
“Internet de las Cosas”2, la cual permite la 
conexión de objetos de distinta naturaleza e 
índole, a través de Internet. También las redes 
conocidas como WSN3 y  dispositivos RFID4 
se suman al ecosistema. La incidencia de 
estos factores sobre la humanidad se 
vislumbra como un cambio de paradigma. 
Esta “nueva era” de la humanidad, en la que 
enormes cantidades de información son 
transmitidas y procesadas, conlleva un 
enorme desafío: la seguridad de la misma. 
Dados los perfiles de hardware y software de 
muchos de estos dispositivos, existe la 
posibilidad que no se cuenten con los 
mecanismos de seguridad adecuados. 
Desde datos médicos en tiempo real obtenidos 
por dispositivos e-Health5, chips subcutáneos 
para la identificación y rastreo de personas y 
                                                 
1
 Machine to Machine: máquina a máquina. Se refiere la 
comunicación para el intercambio de información entre dos 
dispositivos distantes o remotos. 
2
 Internet of Things: Internet de las Cosas. 
3
  Wireless Sensor Network: Redes Inalámbricas de Sensores. 
4Radio Frequency Identification: identificación por 
radiofrecuencia. 
5
 E-Salud: cuidados sanitarios apoyados en dispositivos 
TIC´s como pueden ser marcapasos, bombas de insulina, 
implantes cocleares, etc. 
zapatillas GPS[1] los dispositivos transmiten 
y reciben información que dejan expuesto al 
usuario a riesgos no sólo contra la 
confidencialidad de sus datos sino también al 
alcance de otros delitos. 
Es por ello que este proyecto propone la 
realización de un estudio y análisis de 
algoritmos criptográficos -que podrían ser 
ejecutados en dispositivos con limitados 
recursos de hardware y software- haciendo 
uso de Criptografía Ligera[2]. 
Palabras Clave:  
Criptografía Ligera, RFID, Internet de las 
Cosas, Internet of Things. 
CONTEXTO 
El Vicerrectorado de Investigación y 
Desarrollo (VRID), perteneciente a la 
Universidad Nacional del Salvador (USAL), 
dicta las políticas referidas a la investigación, 
concibiéndola como un servicio a la comu-
nidad, entendiendo que los nuevos cono-
cimientos son la base de los cambios sociales 
y productivos. Con el impulso de las propias 
Unidades Académicas se han venido desarro-
llando acciones conducentes a concretar 
proyectos de investigación uni/multidisci-
plinarios, asociándolos a la docencia de grado 
y postgrado y vinculando este accionar, para 
potenciarlo, con otras instituciones acadé-
micas del ámbito nacional e internacional. 
La Dirección de Investigación, dependiente 
del VRID, brinda soporte a las distintas 
Unidades de Investigación de la  y a sus 
investigadores para el desarollo de Proyectos 
y Programas de Investigación, nacionales e 
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internacionales, como así también, apoyo y 
orientación de recursos para la investigación.  
A ella pertenece el Instituto de Investigación 
en Ciencia y Tecnología (RR 576/12) en el 
cual se enmarca este proyecto, con una 
duración de 2 años ( 2017-2018). 
1. INTRODUCCIÓN 
La llamada Internet de las Cosas promete un 
cambio sin igual en la historia humana[3] que 
afectará directa o indirectamente a campos tan 
importantes, como son:  
- Cuidados médicos. 
- Manufactura de productos. 
- Uso de la energía. 
- Infraestructura urbana. 
- Seguridad. 




A su vez, estos cambios se apoyan en 
tecnologías y dispositivos que están limitados 
en recursos, dada su naturaleza, como son 
entre otros:  
- Espacio. 
- Consumo de energía. 
- Almacenamiento en Memoria. 
- Capacidad de cómputo. 
Existe además una tendencia a aumentar la 
cantidad de dispositivos que requieran 
conexiones a Internet. En particular datos 
relevados en el Ericsson Mobility Report del 
año 2015 prevee que 28.000.000.0006 de 
teléfonos estarán conectados para el año 2021, 
más de la mitad de ellos con capacidades de 
IoT y M2M[4]. 
Dicha empresa, en el último reporte del año 
2017 se informa que el tráfico de datos creció 
65% interanual entre 2016 y 2017[5] y que 
1.800.000.000 de dispositivos IoT obtendrán 
conectividad a través de teléfonos celulares 
para el año 2023. 
                                                 
6
 Asumiendo una población mundial de alrededor de 
7.000.000.000 personas, este valor indica una media de 4 
teléfonos por persona en el planeta. 
Esta demanda de conectividad será satisfecha 
con la nueva tecnología 5G7.  Estos 
dispositivos móviles intercambiarán 
información con objetos de la vida cotidiana: 
desde zapatillas con GPS, marcapasos, 
heladeras que elaboran listas de compras y 
demás[6]. La lista no deja de crecer año a año. 
Estos dispositivos y otros que se sumarán a 
los existentes, comparten la imperiosa 
necesidad de asegurar la información que 
procesan y transmiten. Pero por su propia 
naturaleza, tienen limitaciones de Hardware y 
Sofware que impiden el uso de mecanismos 
criptográficos tradicionales. La Criptografía 
Ligera o Liviana estudia algoritmos que por 
sus propiedades matemáticas pueden 
ejecutarse en plataformas o dispositivos de 
recursos limitados, como lo son los antes 
mencionados. 
Existen algoritmos livianas de clave privada 
tipo Block Ciphers8, Stream Ciphers9 y de 
clave pública10 como así también Gestión de 
Claves, Firma Digital y funciones Hash. Por 
ejemplo los Block Ciphers creados por la 
agencia gubernamentalNSA11, llamados  
SIMON y SPECK[7,8] de uso público.  
2.LÍNEAS DE INVESTIGACIÓN y 
DESARROLLO 
Algoritmos como Simon y Speck, junto con el 
resto de ellos, deben ser capaces de demostrar 
su robustez al ser sometidos a ataques criptoa-
nalíticos12. Es por ello que este proyecto 
                                                 
7
 5G: es la llamada 5ta generación de Tecnologías de 
Telefonía Móvil. Su antecesora, la tecnología 4G aún no del 
todo difundida en nuestro país. 
8
 Algoritmo de Cifrado por Bloques: algoritmos que dividen 
el mensaje a cifrar en bloques de n bits y luego proceden al 
cifrado del bloque. 
9
 Algoritmo de Cifrado en Cadena o Flujo: algoritmos que 
generan largas secuencias seudoaleatorias de bits, los 
cuales uno a uno pueden ser operados con cada bit del 
mensaje a cifrar. 
10
 Algoritmos que utiliza 2 claves, una de ellas es pública y 
sirve para cifrar el mensaje. La otra permanece secreta y se 
usa para descifrar el mensaje. También son llamados 
Algoritmos Asimétricos, por el uso que se hace de sus 
claves. 
11
 National Security Agency: Agencia de Seguridad Nacional. 
Organismo gubernamental de Estados Unidos. 
12
 Criptoanálisis: parte de la Criptología que se encarga de 
analizar, estudiar y desarrollar ataques para el 
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persigue la profundización en el estudio de las 
propiedades criptológicas y matemáticas que 




El objetivo de este proyecto es abordar y 
profundizar en el conocimiento de las 
propiedades criptológicas y de seguridad de 
Algoritmos Criptográficos Livianos que 
puedan emplearse en Internet de las Cosas[9] 
u otros dispositivos semejantes, que así lo 
requieran por sus limitaciones.  
Se realizará un relevamiento, estudio y 
análisis exhaustivo de los principales 
algoritmos, que podrían ser usados en IoT, 
poniendo énfasis en los del tipo Stream 
Ciphers, pues son los que por sus 
características podrían emplearse con mayor 
asiduidad en los dispositivos de IoT y RFID. 
Se definirán indicadores utilizando otras 
experiencias internacionales para avaluar 
comportamientos y permitir comparaciones.    
4.FORMACIÓN DE RECURSOS 
HUMANOS 
El equipo de investigadores pertenece al 
cuerpo docente de Tecnologías Aplicadas  en 
la Facultad de Ingeniería, el área de la 
Seguridad Informática, de la Universidad del 
Salvador.  
A fines del año 2017 el alumno Leonardo 
Parisi se ha sumado como colaborador al 
equipo de investigación. Se espera  que en 




cando-nuevos-mercados. Consultada el 1-3-
2017. 
[2] ISO/IEC 29192. Information tech-nogy - 
Security techniques - Lightweight Crypto-
graphy. 2012. https://www.iso.org. 
                                                                           
descubrimiento de los mensajes cifrados o las claves que 
fueron empleadas. 
[3] Manyika, J.; Chui, M.; Bughin, J.; Dobbs, 
R.; Bisson, P.; Marrs, A.Disruptive tech-
nologies: Advances that will transform life, 
business, and the global economy. McKinsey 
Global Institute. 2013. 
[4] https://www.ericsson.com/mx/news/2015-
11-17-emr-es_254740126_c. Consultada el 1-
3-2017. 
[5] https://www.ericsson.com/en/mobility-





[7] http://www.nsa.gov/. Consultada el 1-3-
2017. 
[8] http://eprint.iacr.org/2013/404.pdf  
[9] Masanobu Katagi; Shiho Moriai,  
Lightweight Cryptography for the Internet of 
Things; Sony Corporation; 2016.  
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Resumen 
En este artículo se presentan los avances del 
análisis de prestaciones y características de 
dos metodologías de recolección de datos 
digitales asociadas a eventos de seguridad, 
la primera llamada Enfoque preventivo-
Recolección de datos a priori o Forensic 
Readiness  y, la segunda, Enfoque reactivo 
- Recolección de datos a posteriori de un 
incidente. Para el desarrollo del trabajo se 
establecieron  etapas y actividades 
tendientes a  la identificación y descripción 
de puntos de control en protocolos HTTP, 
la configuración de un entorno de prueba 
para la captura de datos, procedimientos 
para la preservación de la evidencia, 
aspectos de integridad y trazabilidad de la 
misma y la descripción de resultados 
comparativos entre ambos enfoques de 
recolección. 
 
Palabras clave: seguridad,  disponibilidad 




El Proyecto de Investigación y Desarrollo 
PID-UNER 7052 para Director Novel con 
Asesor, denominado “Análisis de 
Metodologías de Recolección de datos 
digitales” se encuadra en una de las líneas 
de investigación establecidas como 
prioritarias para su fomento, "Arquitectura, 
Sistemas Operativos y Redes", de la carrera 
Licenciatura en Sistemas de la Facultad de 
Ciencias de la Administración. Se adecua 
además, a las prioridades de la Universidad 
Nacional de Entre Ríos por ser un proyecto 
aplicado a la investigación sobre 
Tecnologías de la Información y la 
Comunicación [1].  
 
Introducción 
Si una arquitectura de seguridad 
informática está correctamente definida 
debe ofrecer un plan y un conjunto de 
políticas que describan tanto los servicios 
de seguridad ofrecidos a los usuarios como 
los componentes del sistema requeridos 
para implementar dichos servicios. Estas 
políticas de seguridad se aplican a los  
activos de información identificados por su 
relevancia con los objetivos de la 
organización, conociendo como se 
gestionan y cuáles son sus riesgos, con la 
finalidad de implementar estrategias y 
mecanismos que aseguren la 
confidencialidad, la integridad y la 
disponibilidad de los mismos [2]. 
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En este entorno tecnológico las técnicas y 
metodologías de forensia informática deben 
asegurar que se pueda determinar 
adecuadamente el qué, quién, cuándo y 
cómo sucedió en relación al incidente de 
seguridad, así como también ocuparse de la 
correcta  preservación y trazabilidad de los 
datos recolectados. Entonces, el análisis 
forense digital requiere aplicar  métodos 
científicos, técnicas y herramientas para 
cumplimentar etapas relacionadas con la 
identificación, preservación y análisis de la 
evidencia digital, la cual llegado el caso 
puede ser considerada legalmente en un 
proceso judicial [3]. Una etapa destacada es 
la recolección de esta evidencia y la manera 
en que se asegura la calidad e integridad de 
los datos recolectados. 
En el marco del proyecto se analizan dos 
enfoques de recolección de datos: 
a) Recolección de datos a priori de un 
evento de seguridad: también conocido 
como Forensic Readiness. Este enfoque 
introduce el concepto de resguardar la 
posible evidencia antes de que ocurra el 
incidente para cubrir dos objetivos: 
maximizar la capacidad del entorno para 
reunir evidencia digital confiable y 
minimizar el costo forense durante la 
respuesta a un incidente. [4], [5], [6]. La 
planificación del entorno de disponibilidad 
forense incluye, entre otras acciones:    
 Definir activos que pueden requerir de 
pruebas digitales; 
 Identificar las fuentes disponibles y los 
diferentes tipos de pruebas; 
 Establecer una forma segura de 
obtención de pruebas para cumplir con 
el requisito de admisibilidad legal;  
 Establecer una política para el 
almacenamiento y el manejo seguro de 
las evidencias; 
 Capacitar al personal de modo que 
todos entiendan su papel en el proceso 
de pruebas digitales y la sensibilidad 
jurídica de las mismas.  
b) Recolección de datos a posteriori de 
un evento de seguridad. Este enfoque 
recupera la evidencia luego de que se haya 
detectado el incidente de seguridad con el 
objetivo de realizar un análisis forense para 
determinar lo ocurrido. 
 
En este proyecto el activo identificado es un 
servidor web, específicamente analizando 
información del protocolo HTTP en sus 
versiones 1.1 y 2  [7], [8],  empleando  para 
la ejecución de pruebas y adquisición de 
datos herramientas de forensia con 
licenciamiento libre [9],  principalmente 
Kali Linux [10]. Como guía y marco 
general para las pruebas se consideran las 
especificaciones de la RFC 3227 -
Guidelines for Evidence Collection and 
Archiving [11], la ISO/IEC 27037-  
Guidelines for identification, collection, 
acquisition and preservation of digital 
evidence [12] y el  Open Source Security 
Testing Methodology Manual (OSSTMM) 
[13]. 
 
Líneas de Investigación, Desarrollo e 
Innovación 
Con este proyecto de investigación se  
espera conformar una base de conocimiento 
que aporte al análisis de la forensia 
informática en relación a metodologías de 
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recolección de datos digitales y, 
específicamente a entornos de Forensic 
Readiness y las buenas prácticas asociadas 
a su implementación. Se prevé profundizar 
la línea de investigación con nuevos 
proyectos y con la firma de convenios de 
colaboración con otras instituciones de 
investigación en la temática.  
 
Resultados y Objetivos  
El PID 7052 tiene como objetivo principal 
analizar comparativamente la perfomance y 
características de las dos metodologías de 
recolección de datos en entornos de 
servidores web. 
Como puntos de control HTTP para la 
recolección de datos, sobre los cuales se 
realizó un monitoreo activo, la captura de 
tráfico y recolección de datos, se 
identificaron los siguientes:   
- puertos 80 y 443 
- logs del sistema operativo (/var/log/): 
messages.log, auth.log, secure, 
utmp/wtmp,  
- logs httpd: error.log y access.log. 
 
Según el enfoque varía el resguardo de 
información, considerando que para la 
metodología Forensic Readiness cada dato 
recolectado debe ser asegurado como 
posible evidencia digital.  
En la Figura 1 se muestra la secuencia del 
procedimiento aplicado para la recolección 
y aseguramiento de los datos en el Enfoque 
preventivo [14]:  
 
En la Figura 2 se presenta la secuencia del 
procedimiento para el Enfoque reactivo:  
 
Como parte de las actividades se realizó la 
simulación de un ataque de Denegación de 
Servicios Distribuido (DDoS) a los fines de 
observar el comportamiento del servidor, el 
volumen de datos resguardados en logs y 
para analizar la perfomance de las 
metodologías en instancias de recuperación 
del servicio y resguardo de la evidencia. 
Los primeros resultados obtenidos en este 
proyecto permiten establecer que: 
1. La metodología preventiva proporciona 
un mecanismo activo de anticipación a 
los incidentes en contraste con las 
metodologías de respuesta a un 
incidente de seguridad.  
XX Workshop de Investigadores en Ciencias de la Computacio´n 1013
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
2. En un enfoque preventivo, la integridad 
de los datos tratados como evidencia 
digital se puede asegurar con el hash 
que actúa como una faja digital 
cumpliendo la misma función que el 
sellado físico utilizado para resguardar 
dispositivos comprometidos [15] 
3. La trazabilidad de los datos 
considerados evidencia puede 
mantenerse implementando un control 
de versiones, que registra los cambios 
realizados sobre un archivo o conjunto 
de archivos a lo largo del tiempo. 
4. En relación a la infraestructura mínima 
necesaria, hay que considerar también el 
valor temporal que la organización le 
otorgue a la información recolectada, 
que puede estar sujeto a políticas de la 
organización como así también a leyes 
nacionales e internacionales y/o a 
restricciones dadas por el propio 
carácter de los datos. El enfoque 
preventivo, y a medida que se avanza en 
la recolección de datos de los activos 
identificados requiere una 
infraestructura de alta prestación, 
cuestión que se abordará en un próximo 
proyecto de investigación  
5. En el enfoque preventivo se maximiza 
la explotación de potencial evidencia, 
ya que la misma puede ser preservada y 
mantenerse no contaminada o dañada 
por el incidente de seguridad, aspecto 
que es muy difícil de asegurar en un 
enfoque reactivo cuando ya un ataque 
de seguridad se ha producido.  
 
Formación de Recursos Humanos 
En este proyecto se forman e inician en 
actividades de investigación tres docentes 
de la carrera Licenciatura en Sistemas y un 
docente en la dirección de proyectos. 
Asimismo da el marco para la realización 
de una tesis de maestría correspondiente a 
la Maestría en Redes de Datos de la 
Facultad de Informática de la Universidad 
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En este trabajo presentamos los objetivos, 
lineamientos y resultados de una línea de 
investigación sobre la creación de modelos de 
evaluación de seguridad informática en 
organizaciones. En el ámbito del desarrollo de 
modelos de evaluación de sistemas 
complejos, esta investigación tiene como 
objetivo la creación, puesta a punto y 
aplicación de modelos que permitan obtener 
indicadores del nivel de madurez alcanzado 
en la seguridad de un sistema informático. 
En general, el método empleado para el 
desarrollo de dichos modelos de evaluación es 
el método LSP. Asimismo, hemos tomado 
como referencia para la creación de partes de 
los modelos, estándares reconocidos como 
son la norma ISO 27000, o recomendaciones 
dadas por organismos internacionales, como 
la OWASP, que sirven de guía a las 
organizaciones para formular e implementar 
estrategias para la seguridad del software. 
Palabras clave: Seguridad de Sistemas 
Informáticos. Evaluación de la Seguridad de 
Sistemas Informáticos. Métodos de 
Evaluación. Logic Scoring of Preference 
(LSP). SAMM. Software Assurance Maturity 
Model. 
CONTEXTO 
Este trabajo de investigación se viene 
llevando a cabo dentro del SEG (Software 
Engineering Group), en el ámbito de la 
Universidad Nacional de San Luis y se 
encuentra enmarcado dentro de una de las 
líneas de investigación del Proyecto de 
Incentivos código 22/F222 “Aspectos de alta 
sensibilidad en el ejercicio de la profesión de 
Ingeniero de Software” (Director: Daniel 
Riesco, Co-Director: Roberto Uzal. 
Acreditado con evaluación externa. 
Financiamiento: Universidad Nacional de San 
Luis). 
INTRODUCCIÓN 
Los modelos de evaluación de sistemas de 
seguridad permiten conocer, dentro de una 
organización, la madurez con la cual la 
organización lleva adelante sus políticas, 
actividades, usa sus herramientas y métodos, 
etc., en pos de su seguridad. 
Si bien la construcción de modelos de 
evaluación de sistemas complejos, entre los 
que se encuentran los sistemas de seguridad 
informática, constituye una necesidad 
importante, no es una tarea sencilla. Múltiples 
aspectos deben ser considerados en esta tarea; 
teniendo en cuenta no solo los aspectos 
físicos, tales como las instalaciones y sus 
políticas de acceso, sino también medidas de 
seguridad del software, tales como firewalls, 
permisos, codificación en línea, etc. 
Por lo tanto, para una organización 
preocupada en su seguridad informática, 
resulta necesario contar con estándares así 
como herramientas apropiadas para evaluar el 
grado de adecuación con dichos estándares. 
En este sentido, existen en la literatura 
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múltiples propuestas. Por un lado, se 
encuentran diversas publicaciones de modelos 
de madurez de la seguridad, como por 
ejemplo en el trabajo e M. F. Saleh [18] o el 
trabajo de Karokola et al. [15], estos último, 
por ejemplo, proponen un modelo para 
servicios de e-gov; por otro lado, el modelo 
propuesto por Sjelin et al. [24], ayuda en la 
implementación de programas de seguridad 
en áreas comunitarias; la propuesta de S. 
Almuhammadi et al. [1], complementa el 
NIST Cybersecurity Framework for Critical 
Infrastructure; o la propuesta de S. Monteiro 
et al. [19], quienes presentan una metodología 
para evaluar la madurez de una organización 
con respecto a su seguridad. En [4] los autores 
también presentan una propuesta de modelo 
basado en los estándares dados en la ISO/IEC 
27002. 
Asimismo, existen múltiples organismos 
gubernamentales, educativos, así como 
instituciones internacionales, que certifican 
seguridad o que proponen estándares o 
pruebas para distintos aspectos de la 
seguridad; entre ellos el CERT, Division  del 
Software Engineering Institute (SEI) [3] de la 
Carnegie Mellon University (CMU), creado 
en 1988 como respuesta al Morris worm y el 
National Institute of Standards and 
Technology (NIST) of USA que ha 
desarrollado SCAP (Security Content 
Automation Protocol) [20], el cual combina 
varios estándares, esquemas, etc. que pueden 
ser usados para automatizar diversas medidas 
de seguridad. La IEEE [17], [23] también 
tiene sus propios estándares e iniciativas en el 
campo de la seguridad informática, en 
particular el IEEE Centre for Secure Design 
(CSD). [16]. 
Dentro de los organismos internacionales, 
también se encuentra la Open Web 
Application Security Project (OWASP), una 
organización mundial sin fines de lucro, 
focalizada en mejorar la seguridad del 
software, la cual cuenta con varios proyectos 
relacionados con la seguridad informática, 
entre ellos el proyecto SAMM (Software 
Assurance Maturity Model) [22]. SAMM es 
un framework abierto creado para ayudar a las 
organizaciones en varios aspectos de la 
seguridad, tales como la evaluación, el 
desarrollo de programas de seguridad, 
programas de mejoras, y definición y 
medición de actividades relacionadas con la 
seguridad. 
LÍNEAS DE INVESTIGACIÓN, 
DESARROLLO E INNOVACIÓN 
La línea de investigación en la que se 
enmarca el trabajo presentado, es parte de una 
línea de investigación sobre el tema de la 
construcción de modelos de evaluación de 
sistemas complejos y que viene 
desarrollándose desde hace tiempo en el 
ámbito del SEG (Software Engineering 
Group), donde se han obtenido resultados 
plasmados en diversas publicaciones (ver por 
ejemplo [12][13][4] [14][2][5][6]). 
En esta instancia, nos encontramos 
abocados a estudiar la propuesta de la 
OWASP, particularmente en su proyecto 
SAMM [22], con el objetivo de proponer un 
nuevo modelo de evaluación de la seguridad, 
que si bien, se basa en SAMM, apunta a 
mejorar la forma de evaluación. Más 
concretamente, como parte de las 
herramientas de OWASP, se encuentra el 
SAMM Assessment Toolbox v1.5 [21]. Se 
trata de un template que sirve de guía al 
equipo evaluador durante las entrevistas 
llevadas a cabo dentro de la organización a ser 
evaluada. Usando este Toolbox, dicho equipo 
cuenta con una guía sobre qué aspectos debe 
abordar durante las entrevistas y, además, 
puede asignar puntajes a cada pregunta. La 
herramienta, de forma automática, al finalizar 
la evaluación devuelve un puntaje global que 
es interpretado como un indicador de la 
madurez alcanzada dentro de la organización 
en su seguridad informática. Para esto, la 
herramienta adopta un simple método de 
puntaje aditivo. Sin embargo, creemos que la 
evaluación de la seguridad informática 
involucra una serie de decisiones del tipo y/o 
que deben considerarse en su momento. 
En este sentido, el método LSP (Logic 
Score of Preference) [7][8][9][10][11] viene a 
cubrir esta necesidad ya que se trata de un 
método que permite la creación de modelos 
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de evaluación, especialmente útil para 
sistemas complejos, en los cuales un número 
importante de decisiones deben ser 
consideradas. 
RESULTADOS Y OBJETIVOS 
Actualmente, nos encontramos desarrollan-
do el modelo de evaluación, para lo cual 
hemos adoptado el método LSP. 
En primer lugar, ya hemos establecido un 
conjunto de requerimientos, bajo la forma de 
una estructura jerárquica, llamado árbol de 
requerimientos en LSP. Estos requerimientos 
provienen directamente de cada nivel del 
SAMM. 
Como se puede ver en la Tabla 1, SAMM 
se encuentra organizado en cuatro funciones 
principales del negocio (Governance, 
Construction, Verification and Operations). 
Cada función del negocio comprende a su vez 
tres prácticas de seguridad, y cada una de esas 
tres prácticas cuenta con tres niveles de 
seguridad u objetivos. Cada uno de esos 
objetivos se encuentra definido por métricas y 
actividades específicas. 
 
Tabla 1. Los tres primeros niveles de SAMM 
Business Functions Security Practices Objectives 
1. Governance 
1.1. Strategy & 
Metrics 
1.1.1. SM1: Establish a unified strategic roadmap for software security within the organization. 
1.1.2. SM2: Measure relative value of data and software assets and choose risk tolerance.  
1.1.3. SM3: Align security expenditure with relevant business indicators and asset value. 
1.2. Policy & 
Compliance 
1.2.1. PC1: Understand relevant governance and compliance drivers to the organization 
1.2.2. PC2: Establish security and compliance baseline and understand per-project risks. 
1.2.3. PC3: Require compliance and measure projects against organization-wide policies and standards. 
1.3. Education & 
Guidance 
1.3.1. EG1: Offer development staff access to resources around the topics of secure programming and 
deployment. 
1.3.2. EG2: Educate all personnel in the software lifecycle with role-specific guidance on secure 
development. 




2.1.1. TA1: Identify and understand high-level threats to the organization and individual projects. 
2.1.2. TA2: Increase accuracy of threat assessment and improve granularity of per-project understanding. 
2.1.3. TA3: Concretely align compensating controls to each threat against internal and third-party software. 
2.2. Security 
Requirements 
2.2.1. SR1: Consider security explicitly during the software requirements process. 
2.2.2. SR2: Increase granularity of security requirements derived from business logic and known risks. 
2.2.3. SR3: Mandate security requirements process for all software projects and third-party dependencies. 
2.3. Secure 
Architecture 
2.3.1. SA1: Insert consideration of proactive security guidance into the software design process. 
2.3.2. SA2: Direct the software design process toward known secure services and 
secure-by-default designs. 




3.1.1. DR1: Support ad-hoc reviews of software design to ensure baseline mitigations for known risks. 
3.1.2. DR2: Offer assessment services to review software design against comprehensive best practices for 
security. 





3.2.1. IR1: Opportunistically find basic code-level vulnerabilities and other high-risk security issues. 
3.2.2. IR2: Make implementation review during development more accurate and efficient through 
automation. 




3.3.1. ST1: Establish process to perform basic security tests based on implementation and software 
requirements. 
3.3.2. ST2: Make security testing during development more complete and efficient through automation. 




4.1.1. IM1: Understand high-level plan for responding to issue reports or incidents.  
4.1.2. IM2: Elaborate expectations for response process to improve consistency and communications. 




4.2.1. EH1: Understand baseline operational environment for applications and software components. 
4.2.2. EH2: Improve confidence in application operations by hardening the operating environment.  
4.2.3. EH3: Validate application health and status of operational environment against known best practices. 
4.3. Operational 
Enablement 
4.3.1. OE1: Enable communications between development teams and operators for critical security-relevant 
data. 
4.3.2. OE2: Improve expectations for continuous secure operations through provision of detailed 
procedures. 
4.3.3. OE3: Mandate communication of security information and validate artifacts for completeness. 
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El cuarto nivel del árbol, que no se muestra 
en la tabla por razones de espacio, contiene un 
número de preguntas que son formuladas 
durante las entrevistas, mientras que en el 
quinto, se acomodan las hojas del árbol, 
llamadas variables de perfomance en LSP, 
que corresponden a las guías de entrevista 
dados en el SAMM Assessment Toolbox 
v.1.5. 
De acuerdo al método LSP, durante el 
proceso de evaluación, cada variable de 
performance debe ser transformada en una 
preferencia elemental, un valor entre 0 y 100, 
que representa el grado de satisfacción 
alcanzado en ese ítem. Para esto, en ocasiones 
resulta necesario definir algunas funciones, 
llamadas criterios elementales en LSP. En 
nuestro caso, dado que cada preferencia 
elemental es asignada en forma directa por el 
evaluador no hay necesidad de definir ningún 
criterio elemental. 
La última etapa de la construcción del 
modelo es la creación y puesta a punto de la 
estructura de agregación o función de criterio 
LSP. La misma se encuentra aún en desarrollo 
ya que el proceso de puesta a punto implica la 
evaluación de varios sistemas para ver cómo 
se comporta el modelo y su adaptación para ir 
ajustándolo. 
Dicha estructura de agregación se 
construye a partir de las hojas del árbol de 
requerimientos, por medio de un proceso 
iterativo que comienza por agregar grupos de 
preferencias elementales, por medio de 
operadores provisto por el método, y 
generando un número de preferencias 
agregadas. Este es un proceso bottom up que 
se repite sobre las preferencias agregadas 
hasta que se obtiene una única preferencia 
global. Este resultado global, que es un valor 
en el intervalo [0..100], representa el 
porcentaje de cumplimiento con respecto a los 
requisitos de seguridad establecidos en el 
árbol (y en SAMM) y es un indicador, en 
nuestro, caso del nivel de madurez alcanzado 
por la organización bajo evaluación. 
Como parte del trabajo futuro, esperamos, 
en una etapa siguiente, finalizar con la 
calibración de la estructura de agregación y 
poder aplicar el modelo a la evaluación de 
casos reales. 
FORMACIÓN DE RECURSOS 
HUMANOS 
Dentro del SEG (Software Engineering 
Group), en el ámbito de la Universidad 
Nacional de San Luis, en el que se realiza el 
Proyecto de Incentivos código 22/F222 
“Aspectos de alta sensibilidad en el ejercicio 
de la profesión de Ingeniero de Software”, se 
han llevado a cabo numerosas tesis de grado y 
de posgrado. 
Entre otros, nos hemos concentrado en la 
evaluación de sitios de gobierno electrónico 
lo que ha dado como resultado una tesis de 
maestría en 2010 [2], mientras que hay otra en 
etapa de finalización sobre modelos de 
evaluación de la accesibilidad web [14]. La 
construcción del modelo aquí expuesto, 
también, tiene como objetivo ser motivo de 
tesis, como lo han sido la construcción de 
otras herramientas en el ámbito del proyecto. 
REFERENCIAS 
[1] Almuhammadi, Sultan, Alsaleh, Majeed. “INFORMATION 
SECURITY MATURITY MODEL FOR NIST CYBER 
SECURITY FRAMEWORK”. Computer Science & 
Information Technology, Sixth International Conference on 
Information Technology Convergence and Services (ITCS 
2017). Sydney, Australia, February 25~26, 2017. 
[2] Castro,M. Dasso, A., Funes, A. “Modelo de Evaluación para 
Sitios de Gobierno Electrónico”. 38 JAIIO/SIE 2009, Simposio 
de Informática en el Estado 2009, Mar del Plata, Argentina, 
August 26-28, 2009. 
[3] CERT Division of the Software Engineering Institute (SEI). 
Carnegie Mellon University (CMU). http://www.cert.org/  
(Retrieved March 2015) 
[4] Dasso, Aristides, Funes, Ana, Montejano, Germán, Riesco, 
Daniel, Uzal, Roberto, Debnath, Narayan; “Model Based 
Evaluation of Cybersecurity Implementations”. ITNG 2016. 
Las Vegas, Nevada, USA, 11-13 abril 2016. In S. Latifi (ed.), 
Information Technology New Generations, Advances in 
Intelligent Systems and Computing 448. DOI: 10.1007/978-3-
319-32467-8_28. Springer International Publishing, 
Switzerland 2016. 
[5] Debnath, N. Dasso, A., Funes, A., Montejano, G., Riesco, D., 
Uzal, R. “The LSP Method Applied to Human Resources 
Evaluation and Selection”, Journal of Computer Science and 
Information Management, Publication of the Association of 
Management/International Association of Management, 
Volume 3, Number 2, 2000, ISBN 1525-4372, pp.1-12. 
[6] Debnath, N. Dasso, A., Funes, A., Uzal, R., Paganini, J. “E-
XX Workshop de Investigadores en Ciencias de la Computacio´n 1019
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
government Services Offerings Evaluation Using Continuous 
Logic”. 2007 ACS/IEEE International Conference on Computer 
Systems and Applications, AICCSA ‘2007, Amman, Jordan. 
Sponsored by IEEE Computer Society, Arab Computer Society, 
and Philadelphia University, Jordan. May 13-16, 2007. 
[7] Dujmovic, J. J. and Elnicki, R., “A DMS Cost/Benefit Decision 
Model: Mathematical Models for Data management System 
Evaluation, Comparison, and Selection”, National Bureau of 
Standards, Washington, D.C., No. NBS-GCR-82-374, NTIS 
No. PB82-170150  (155 pages), 1982. 
[8] Dujmovic, J. J.: “A Method for Evaluation and Selection of 
Complex Hardware and Software Systems”, The 22nd 
International Conference for the Resource Management and 
Performance Evaluation of Enterprise Computing Systems. 
CMG96 Proceedings, vol. 1, pp.368-378, 1996. 
[9] Dujmovic, J. J.: “Quantitative Evaluation of Software”, 
Proceedings of the IASTED International Conference on 
Software Engineering, edited by M.H. Hamza, pp. 3-7, 
IASTED/Acta Press, 1997. 
[10] Dujmovic, J. J.; Bayucan, A.: “Evaluation and Comparison of 
Windowed environments”, Proceedings of the IASTED Interna 
Conference Software Engineering (SE'97), pp 102-105, 1997. 
[11] Dujmovic, Jozo J.: “Continuous Preference Logic for System 
Evaluation”, IEEE Transactions on Fuzzy Systems, Vol. 15, Nº 
6, December 2007 
[12] Funes, A., Dasso, A., “Web Application Frameworks 
Evaluation”, CONAIISI 2014, 13 y 14 de noviembre de 2014, 
San Luis, Argentina. pp. 1063-1070. ISSN: 2346-9927. 
[13] Funes, A., Dasso,A. Salgado, C., Peralta, M., “UML Tool 
Evaluation Requirements”. Argentine Symposium on 
Information Systems ASIS 2005. Rosario, Argentina. 
September 29-30, 2005. 
[14] Gallardo, Cecilia, Funes, Ana. “Un Modelo para la Evaluación 
de la Calidad de la Accesibilidad al Contenido Web”, 
CONAIISI 2015, 19 y 20 de Noviembre de 2015, Buenos 
Aires, Argentina, ISBN: 978-987-1896-47-9.  
[15] Geoffrey Karokola, Stewart Kowalski and Louise Yngström. 
“Towards An Information Security Maturity Model for Secure 
e-Government Services: A Stakeholders View”. Proceedings of 
the Fifth International Symposium on Human Aspects of 
Information, Security & Assurance (HAISA 2011). Editors: 
Steven Furnell, Nathan Clarke. London, United Kingdom 7-8 
July 2011. Publisher: Lulu.com - 2011 
[16] IEEE Computer Society Center for Secure Design. 
http://cybersecurity.ieee.org/center-for-secure-design.html  
(Retrieved March 2015) 
[17] IEEE Cyber Security Initiative. 
http://cybersecurity.ieee.org/about.html  (Retrieved March 
2015) 
[18] Malik F. Saleh. “Information Security Maturity Model”. 
INTERNATIONAL JOURNAL OF COMPUTER SCIENCE 
AND SECURITY (IJCSS). Edited by DR. NABEEL TAHIR. 
Volume 5, Issue 3, August 2011. Publishing Date: July / 
August 2011. ISSN (Online): 1985 -1553 
[19] Monteiro, S. “Information Security Maturity Level: A Fast 
Assessment Methodology”. In proceedings of Ambient 
Intelligence–Software and Applications –8th International 
Symposium on Ambient Intelligence (ISAmI 2017). 21-23 
June, Porto, Portugal. J.F. De Paz, V. Julián, G. Villarrubia, G. 
Marreiros, P. Novais (Eds.). ISBN 978-3-319-61118-1 
[20] National Institute of Standards and Technology (NIST), 
Security Content Automation Protocol (SCAP) 
http://scap.nist.gov/index.html   (Retrieved March 2015) 
[21] OWASP. SAMM_Assessment_Toolbox_v1.5_FINAL.xlsx. 
Retrieved 28/11/2017 from: 
https://www.owasp.org/index.php/OWASP_SAMM_Project 
[22] OWASP. Software Assurance Maturity Model. A guide to 
building security into software development. Version 1.5. 
OWASP The Open Web Application Security Project. 
Retrieved 28/11/2017 from: 
https://www.owasp.org/index.php/OWASP_SAMM_Project 
[23] Rozenfeld, M.: “IEEE Standards on Cyber Security”. THE 
INSTITUTE. IEEE. Volume 39, Issue1, March 2015. 
[24] Sjelin N., White G. “The Community Cyber Security Maturity 
Model”. In: Clark R., Hakim S. (eds) Cyber-Physical Security. 
Protecting Critical Infrastructure, vol 3. Springer, Cham. 
XX Workshop de Investigadores en Ciencias de la Computacio´n 1020
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
Protección de activos vinculados con la 
información: preparación para la Ciberdefensa 
 
Alejandro Moresi 1 y Antonio Castro Lechtaler 1. 
1 Universidad de la Defensa, Escuela de Guerra Conjunta de las Fuerzas Armadas, Proyecto: 





Como consecuencia de diversos estudios 
realizados en distintas instituciones, se define 
la necesidad de crear un foro de información 
y conocimiento de la problemática de un 
nuevo ambiente operacional, que es la 
Ciberespacio. Éste fue muy bien caracterizado 
por su virtualidad, y por el Manifiesto de John 
Perry Barlow con la Declaración de 
Independencia del Ciberespacio1. 
Hasta nuestro días, éste ámbito de la vida es 
exclusivo y único del ser humano. Crece y se 
multiplica a cada instante de la mano de las 
llamadas: “Tecnologías de la Información y 
las Comunicaciones” (TIC), y se extiende al 
mundo de la movilidad, con el continuo 
crecimiento del uso de diversos equipos que 
utilizan las transmisiones inalámbricas, los 
que pueden ir desde un simple teléfono móvil 
a equipos más sofisticados. 
Por otra parte, el acceso de estos equipos al 
uso de anchos de banda cada día mayores, 
permiten millones de transacciones por 
segundo y movimientos de información entre 
variados puntos del planeta, en una cantidad 
hasta hace muy poco impensada.  
Ello ha provocado un cambio en los hábitos 
de la humanidad que impacta de manera 
radical en todos ámbitos de la vida. 
La Universidad de la Defensa Nacional 
(UNDEF), a través del Programa UNDEFI, se 
encuentra financiando un Proyecto de un 
Observatorio de Ciberdefensa a través de la 
Escuela Superior de Guerra Conjunta de las 






Fuerzas Armadas (ESGC), la que para 
cumplir su cometido, inicialmente se ha 
asociado mediante convenios ya firmados con 
la Facultad de Informática de la Universidad 
de La Plata y con acuerdos con la 
Subsecretaría de Ciberdefensa del Ministerio 
de Defensa y el Centro de Estudios General 
Mosconi de la Escuela Superior Técnica del 
Ejército, también perteneciente a la UNDEF. 
También se espera en el futuro, incorporar 
otros organismos privados y estatales como 
parte de este esfuerzo. 
Este proyecto para desarrollar y poner en 
funcionamiento un Observatorio de 
Ciberdefensa fue recientemente sometido a un 
concurso púbico con jurados externos, dentro 
de un Programa de Investigación de la citada 
universidad denominado UNDEFI. 
En dicho marco de referencia, y luego de esa 
evaluación, al mismo se le otorgó un subsidio 
especial [1] de $ 100.000,00 para comenzar su 
ejecución durante el año 2018. 
La idea del mismo es brindar al público 
relacionado e interesado en conocimientos de 
nivel político, estratégico y tecnológico de 
alto nivel, tanto en el plano internacional 
como nacional, información actualizada 
acerca de problemáticas tales como: 
Ciberdefensa; Ciberseguridad; Cibercrimen y 
Ciberterrorismo, entre otros. 
Palabras Clave: 
Ciberdefensa - Ciberseguridad - Cibercrimen 
- Ciberterrorismo.  
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CONTEXTO 
El Observatorio de CiberDefensa fue creado 
por la Escuela Superior de Guerra Conjunta 
de las Fuerzas Armadas, dependiente de la 
Universidad de la Defensa (UNDEF). El 
mismo se encuentra instalado en dicha 
Escuela Superior y está orientado a satisfacer 
distintas necesidades de la Defensa Nacional 
en general y del Ministerio correspondiente 
en particular. 
Tiene por objeto el desarrollo de un programa 
de investigación, extensión y formación de 
recursos humanos instituido en el año 2017, 
conformado por un conjunto de entidades 
educativas que fueron convocadas por la 
Escuela Superior de Guerra Conjunta de las 
Fuerzas Armadas dependiente de la 
Universidad de la Defensa (UNDEF).  
En el futuro funcionará también como un 
órgano consultivo. 
Según ISACA (Information Systems Audit 
and Control Association)2, se define la 
CiberDefensa como “protección de activos de 
información, a través del tratamiento de 
amenazas que ponen en riesgo la información 
que es procesada, almacenada y transportada 
por los sistemas de información que se 
encuentran interconectados”.[2] 
La idea es poner en el conocimiento de 
especialistas en Sistemas de Seguridad 
Informática, Criptografía, CiberDefensa y 
Ciberseguridad, etc., mediante informes 
trimestrales, cuál es el estado del arte en la 
materia, desde una perspectiva estratégica y 
técnica. 
La información se obtendrá por medios 
propios y mediante el uso de un motor de 
búsqueda específico para el tema, para lo cual 
se ha tomado contacto y se han firmado 
convenios con otras universidades nacionales. 
El motor de búsqueda está configurado para 
un rastreo de carácter global sobre portales y 
redes específicas, así como en medios 
periodísticos y otros similares, desde los 
cuales se pueda capturar información 
relacionada con sistemas cibernéticos, los 
cuales se clasificarán en: 
                                                 
2
 Asociación de Auditoría y Control sobre los Sistemas 
de Información. 
 Tecnologías cibernéticas 
 Ataques e incidentes cibernéticos 
 Estrategias en el Ciberespacio 
 Ciber Forensia  
A partir de la información recogida, el equipo 
de investigación realizará un análisis de la 
misma y sacará las conclusiones de cómo los 
hechos censados pueden actuar de forma 
sinérgica con elementos propios del sistema 
de ciberdefensa. 
Ello permitirá advertir acerca de nuevas 
capacidades detectadas en el ambiente 
ciberespacial y establecer la manera en que el 
mundo orientará su accionar en el espacio 
cibernético, observar las tácticas y acciones 
desarrolladas a través del ciberespacio y 
realizar un análisis tecnológico acerca de 
cómo los sistemas pueden haber sido 
vulnerados y/o atacados, cuáles fueron las 
contramedidas y cómo las mismas han sido 
detectadas. 
Paralelamente, se establecerán las estrategias  
y características para la preparación y 
adiestramiento de recursos humanos propios. 
La información será diseminada a través de 
una página web creada al efecto, la que 
contendrá foros de tratamiento de los temas 
específicos, además del envío personalizado a 
entidades, centros estratégicos empresas, 
medios y personal relacionado o interesado en 
la materia. 
1. INTRODUCCIÓN. 
El ciberespacio [3] constituye un ámbito 
virtual, nuevo e intangible creado por los 
medios informáticos a partir de los diversos 
modos de conectarse, los cuales si bien 
constituyen una infraestructura de 
comunicaciones y sistemas informáticos, 
desde el punto de vista físico, los conceptos, 
ideas y acciones que en ese ámbito circulan 
son estrictamente procesos abstractos propios 
de la virtualidad. 
Poseen la capacidad de dañar física, 
intelectual y moralmente, ello los convierte en 
un ámbito de construcción de poder, en este 
caso el poder del conocimiento y el 
convencimiento, de allí la necesidad, por 
parte de quienes ejercen el poder, de 
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establecer medidas para su vigilancia, control 
y explotación. 
El elemento de acción en este campo es el 
software, concepto inherente a la forma de 
accionar con los medios informáticos y 
esencia que caracterizada por diferentes 
nombres: sistemas operativos, navegadores, 
aplicaciones de trabajo profesional, 
procesadores de textos, planillas de cálculo, 
bases de datos, programas de diseño, CAD-
CAM, virus, gusanos, troyanos, malware, 
spyware, ransomware, antivirus, firewall, 
entre otros. 
Todos ellos actúan en el ciberespacio 
proyectando las capacidades de quien desea 
ejercer acciones, tales como transmitir una 
información, generar un conocimiento, 
promover un espacio de reflexión, diversión o 
esparcimiento, o quien pretende ejercer el 
poder desde este nuevo ambiente operacional. 
La República Argentina ha iniciado su 
accionar en el tema de seguridad informática, 
a través de carreras de postgrado en diferentes 
universidades y centros de investigación. Un 
segundo peldaño, en la cuestión ciberespacial, 
se constituye desde el aspecto de la Defensa 
en el año 2014, con la creación del Comando 
Conjunto de Ciberdefensa, Resolución MD 
N° 343/14 de fecha 14 de mayo de 2014, cuya 
misión es: “Ejercer la Conducción de las 
Operaciones de Ciberdefensa en forma 
permanente a los efectos de garantizar las 
Operaciones Militares del Instrumento 
Militar de la Defensa Nacional en 
cumplimiento de su misión principal y de 
acuerdo a los lineamientos establecidos en el 
Planeamiento Estratégico Militar”. 
La seguridad de la información es un aspecto 
tratado por el hombre desde el principio de 
los tiempos, se conceptualizó la idea de 
información como elemento de poder de los 
estados, en los 80/90 a partir de diferentes 
estudios. La información comenzó a ser 
considerada un objeto esencial al poder (más 
allá de que siempre lo fue).  
Fue en el siglo XXI, donde la información y 
la capacidad de incidir sobre el pensamiento 
de las sociedades pasaron a tener una 
preeminencia estratégica superior, que se 
manifiesta con mayor fuerza e intensidad, 
durante los procesos de crisis y conflicto. Esto 
ocurre, tanto en el campo político, como en el 
militar, el económico o el social. 
Esta capacidad, y las características mismas 
de tratarse de un ambiente completamente 
nuevo y casi libre de restricciones, permiten 
que tanto los Estados, como organizaciones 
lícitas e ilícitas, puedan explotar su empleo 
para beneficio de la humanidad o para 
cometer sabotaje, espionaje y otras acciones 
delictivas. 
La característica de intangibilidad, velocidad 
y capacidad de escalar las acciones que se 
llevan a cabo en el ciberespacio, constituyen 
un factor de vulnerabilidad y 
desestabilización social, que no solo es difícil 
de prevenir, sino de controlar con el evento en 
ejecución. 
Analizando lo que establece el artículo 2° de 
la Ley de Defensa Nacional -Ley N° 23.554- 
es esencial a la Defensa poseer la capacidad 
de ejecutar medidas contundentes tendientes a 
impedir la supremacía informática de 
cualquier posible enemigo de la sociedad 
argentina [4]. 
2. LÍNEAS DE INVESTIGACIÓN y 
DESARROLLO. 
Las líneas de Investigación y desarrollo son 
las siguientes: 
2.1. Desarrollar un servicio de excelencia, con 
información en el estado del arte, respecto de 
la problemática de control y negación del 
ciberespacio, métodos, tecnologías y 
estrategias de aplicación. 
2.2. Realizar investigaciones sobre el marco 
de la ciberdefensa de forma general y 
aplicada. 
2.3. Establecer y comprobar los elementos 
necesarios para tener sistemas de información 
fiable.  
2.4. Estudiar y sugerir propuestas orientadas a 
la toma de decisiones sobre las políticas en 
aspectos relativos a la CiberDefensa y 
Ciberseguridad.  
2.5. Crear un Reservorio de Documentación 
que estimule el estudio y la investigación. 
2.6. Realizar y fomentar encuentros entre 
profesionales y expertos sobre los resultados 
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obtenidos en investigaciones similares e 
intercambiar experiencias comunes. 
2.7. Elaborar planes de formación sobre temas 
de Ciberseguridad y CiberDefensa a nivel 
profesional y para la ciudadanía en general. 
2.8 Medir el estado actual y la evolución del 
bienestar y calidad de vida en base a la mayor 
concienciación en materia de CiberDefensa y 
CiberSeguridad. 
2.9. Conformar un grupo de analistas 
relacionados con el área, a los efectos de 
elaborar estudios y conclusiones sobre los 
datos obtenidos, que permitan, 
 Actuar de forma sinérgica con 
elementos propios del sistema de 
ciberdefensa. 
 Advertir acerca de nuevas capacidades 
detectadas en el ambiente ciberespacial. 
 Observar el estado del arte en el nivel 
mundial y su orientación en el 
cibernético. 
 Conocer y difundir tácticas y acciones 
desarrolladas a través del ciberespacio. 
2.10. Investigar los distintos trabajos 
existentes sobre la seguridad que ofrecen los 
diferentes tipos de Redes de Comunicaciones 
[5] para su uso seguro y a los fines de mejorar 
los aspectos que hacen a la toma de 
decisiones acerca de su implementación en 
distintos ambientes.  
3. RESULTADOS OBTENIDOS / 
ESPERADOS.  
Como este proyecto es de reciente 
constitución, a la fecha no se pueden mostrar 
aún, resultados obtenidos.  
Se esperan obtener los siguientes resultados: 
3.1. Generar una base de datos sobre 
CiberDefensa, Ciberseguridad, su estado del 
arte y de los sistemas asociados a estas 
materias. 
3.2. Generación de indicadores objetivos que 
permitan la correlación y comparación 
evolutiva de variables relacionadas con esta 
temática. 
3.3. Publicar y difundir los materiales 
generados a través de los diferentes estudios e 
investigaciones. 
3.4. Elaborar un reporte anual de 
CiberDefensa, en el cual se recoja un 
diagnóstico que permita conocer la situación 
y cuáles son las herramientas disponibles para 
la evaluación y la medida de los diferentes 
fenómenos que intervienen en la percepción 
de la Defensa. 
3.4 Asesorar técnicamente a Fundaciones, 
Administraciones, Organizaciones, 
Sociedades, Instituciones y Universidades en 
materia de CiberDefensa y Ciberseguridad así 
como seguir los proyectos de cooperación 
exterior. 
3.5. Sistematizar, analizar y procesar datos, 
para obtener información útil, generar 
reportes y opiniones de expertos a diferentes 
usuarios, así como métricas que serán el 
objeto de este observatorio. 
3.6. Creación de materiales pedagógicos 
dirigidos a los jóvenes en particular y a la 
ciudadanía en general, en el ámbito de la 
CiberDefensa.  
3.7 Plasmar en un Foro Anual presencial las 
investigaciones y conclusiones que se van 
manejando en el ámbito de la CiberDefensa y 
Ciberseguridad. 
4. FORMACIÓN DE RECURSOS 
HUMANOS. 
Desde el año 2017 en este grupo trabajan 
investigadores formados y categorizados, 
investigadores en formación, y alumnos de las 
carreras de grado y posgrado vinculadas con 
los temas que hacen a la Ciberdefensa y a la 
Ciberseguridad en el ámbito de la Defensa 
Nacional, fundamentalmente aquellos 
pertenecientes a las carreras que se 
desarrollan en la Escuela Superior de Guerra 
Conjunta de las Fuerzas Armadas; como así 
también en la Escuela Superior de Guerra 
(Ejercito), Escuela Superior de Guerra Naval, 
Escuela Superior de Guerra Aérea y Escuela 
Superior Técnica del Ejercito. 
Durante este año 2018, se sumarán al 
proyecto nuevos investigadores formados y en 
formación y alumnos de las distintas 
Unidades Académicas antes mencionadas. 
Existe también la posibilidad de que algunos 
alumnos de las instituciones mencionadas, 
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realizaran monografías sobre alguno de los 
temas que aborda la presente línea de 
investigación, ya se dentro de los planes de 
estudio, o como trabajos de fin de carrera. 
Atendiendo a la responsabilidad ética y social 
que compete a la actividad científica y 
tecnológica, el Grupo Integrante de este 
Proyecto de Investigación, ya sea durante su 
ejecución o por la aplicación de los resultados 
obtenidos, desea expresar su compromiso en 
abstenerse de realizar cualquier actividad 
personal o colectiva que pudiera afectar los 
derechos humanos, o ser causa de un eventual 
daño al medio ambiente, a los animales y/o a 
las generaciones futuras.  
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RESUMEN. 
El objetivo de este proyecto es el diseño y 
desarrollo de un Algoritmo de Cifrado que 
permita dotar de confidencialidad a la 
información transmitida en Sistemas Móviles. 
Un algoritmo así requiere satisfacer 
requerimientos de robustez, compactibilidad y 
velocidad tales que le permitan desenvolverse 
con eficiencia. 
Además de los resultados teóricos y prácticos, 
el proyecto persigue la realización de un 
desarrollo experimental. 
Desde la mismísima etapa de diseño los 
algoritmos criptográficos deben demostrar su 
resistencia a los ataques conocidos. Es por 
ello que existen instancias y funciones que 
deben probar su resistencia a tal o cual ataque. 
En particular a la enorme cantidad de nuevas 
y poderosas herramientas de Criptoanálisis 
que se han desarrollado en los últimos 
tiempos. 
Palabras Clave: 
Criptografía. Criptoanálisis, Criptosistemas de 
Clave Privada, Stream Ciphers. Sistemas Móviles. 
CONTEXTO. 
En el marco de la carrera de grado de 
Ingeniería en Informática y el posgrado en 
Criptografía y Seguridad Teleinformática que 
se dictan en la Escuela Superior Técnica 
“Gral. Div. Manuel N. Savio” (EST), 
dependiente de la Facultad del Ejército, 
Universidad de la Defensa Nacional 
(UNDEF) se llevan adelante tareas de I+D+i 
por parte del Grupo de Investigación en 
Criptología y Seguridad Informática (GICSI). 
El mismo depende del Laboratorio de 
Investigación en Técnicas Criptográficas y 
Seguridad Teleinformática (CriptoLab) 
perteneciente al Laboratorio Informática 
(InforLab). Y está conformado por docentes 
investigadores, profesionales técnicos y 
alumnos de dicha área.  
1. INTRODUCCIÓN. 
Los sistemas “fijos” de comunicaciones 
disponen de mayores recursos de Hardware y 
Software que sus pares “móviles”. Estos 
últimos permiten  la realización de 
comunicaciones en posiciones fijas, como 
también en movimiento (por ejemplo sistemas 
de tipo VHF1 entre otros). Sus capacidades de 
almacenamiento y procesamiento (entre otras)  
pueden resultar fácilmente sacrificables y ser 
disminuidas en beneficio de una mayor 
movilidad, menor peso y consumo energético, 
entre otras limitaciones que pudieren tener. 
Sin embargo, la confidencialidad de los 
enlaces no puede ni debe ser reducida o 
eliminada por los diseñadores, fabricantes o 
usuarios de estos equipos en persecución de 
una mayor libertad de movimientos. Ello 
implica el pago de un alto precio al atentar 
contra la seguridad de la comunicación. 
                                                 
1
 Very High Frequency: rango de frecuencias de 30 MHz a 
300 MHz. Empleado por sistemas satelitales, televisión, 
radiodifusoras de FM, bandas aéreas y marítimas, entre 
otras. 
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La Criptografía tiene en su haber 
multiplicidad de algoritmos robustos y 
confiables. Lamentablemente no todos ellos 
pueden implementarse de manera eficaz y 
segura en Sistemas Móviles debido a la 
reducción de recursos con las que funcionan: 
un algoritmo podría demandar una cantidad 
de recursos (tiempo de ejecución, energía, 
memoria, potencia de cálculo, etc.) que el 
sistema sería incapaz de suministrar. Incluso 
asumiendo la posibilidad que pudiera hacerlo, 
tal vez su ejecución podría comprometer la 
velocidad del sistema provocando demoras y 
demás efectos negativos sobre la 
comunicación.  
En esta dirección y en el ámbito de las fuerzas 
armadas argentinas, CriptoLab ha realizado 
algunas propuestas. En especial para 
vehículos aéreos no tripulados  del Proyecto 
LIPAM[1]  del Ejército Argentino,  los cascos 
de realidad aumentada del  
Proyecto2 RAIOM[2]  del Centro de 
Investigaciones para la Defensa - CITEDEF3.  
También se pueden mencionar otros sistemas 
y vehículos militares, como el PANHARD[3] 
francés que el Ejército y otras fuerzas poseen 
y que le fue encomendado a la EST para su 
modernización.  
Cabe aclarar que en el ámbito civil también 
existen dispositivos y vehículos que requieran 
cifrado de características similares. Es por 
ello que el estudio de dichos sistemas redunda 
en un beneficio dual: civil y militar. 
El diseño e implementación de un 
criptosistema reducido, veloz y económico en 
el consumo de recursos sería indispensable 
para dotar de confidencialidad a datos y 
canales de comando y control.  
A su vez investigar sobre la existencia de 
problemas  que generan debilidades en el 
cifrado. Como así también someter al sistema 
a los ataques criptoanalíticos reconocidos 
como el Criptoanálisis Diferencial, Lineal, 
Algebraico, Cube Attack, entre otros [4-7].  
                                                 
2
 RAIOM: Realidad Aumentada para la Identificación de 
Objetivos Militares. 
3
 CITEDEF: El Instituto de Investigaciones Científicas y 
Técnicas para la Defensa; ex Instituto de Investigaciones 
Científicas y Técnicas de las Fuerzas Armadas (CITEFA) 
2. LÍNEAS DE INVESTIGACIÓN, 
DESARROLLO E INNOVACIÓN. 
Hemos dividido el proyecto en 4 etapas de 
investigación y desarrollo: 
a) Estudio y análisis de algoritmos que 
satisfacen los requerimientos y condiciones de 
entorno del proyecto. 
b) Personalización, diseño y desarrollo del 
algoritmo: 
- Estudio de sus vulnerabilidades y 
ataques conocidos. 
- Implementación y pruebas del 
algoritmo. 
c) Determinación de las propiedades 
criptológicas:  
- Estudio de las propiedades. 
- Experiencias de laboratorio. 
d) Ejecución de los tests y demás pruebas de 
robustez criptológica. 
- Diseño y programación de los tests. 
- Diseño e implementación de los 
ataques. 
- Análisis de los resultados obtenidos. 
- Redacción del informe final. 
- Puesta a punto del algoritmo a entregar. 
3. RESULTADOS Y OBJETIVOS. 
Se espera realizar el diseño de un esquema de 
cifrado y descifrado del tipo Stream Cipher 
(cifrado en flujo o cadena de bits) de Clave 
Privada, que pueda garantizar la seguridad de 
las comunicaciones sobre uno o más canales 
de comunicaciones de un Sistema Móvil. 
Su fortaleza se podrá observar a través de sus 
propiedades matemáticas pertinentes. Ade-
más, la Secuencia Cifrante (Key Bit Stream) 
[8] que se obtenga, deberá satisfacer todos los 
requisitos aceptados por la comunidad 
científica que deben tener las Secuencias 
Seudo-Aleatorias: Test de Golomb, de NIST, 
Die Hard y demás, estudio de la longitud de 
recursión, complejidad lineal y período[9]. 
La realización de un desarrollo propio y 
nacional redundará en ahorrar recursos 
económicos enfrentados a los altos costos en 
equipos y algoritmos adquiridos en el exterior 
y pagaderos en moneda foránea. 
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4. FORMACIÓN DE RECURSOS 
HUMANOS. 
Los docentes investigadores participantes del 
proyecto dictan las asignaturas Criptografía y 
Seguridad Teleinformática, Matemática 
Discreta y Paradigmas de Programación I, II. 
Desde esas cátedras se invita a los alumnos a 
participar en los proyectos de investigación. 
Es por ello que los alumnos Dorado, 
Mariano, Cabrera Ezequiel, Leiras Facundo 
y Romero, Luciano han demostrado su interés 
y se han sumado en calidad de colaboradores. 
En particular los dos últimos serán 
postulantes para la beca “Estímulo a las 
Vocaciones Científicas” (EVC) otorgadas por 
el Consejo Interuniversitario Nacional (CIN) 
por encuadrarse en las condiciones pedidas 
[10]. 
Se desea destacar que el incremento del 
Know-How que tendrá el grupo de 
investigadores a lo largo de la vida del 
proyecto será una importante y económica 
Formación de Recursos Humanos en 
beneficio de sus integrantes. 
Atendiendo a la responsabilidad ética y social 
que compete a la actividad científica y 
tecnológica, el Grupo Integrante de este 
Proyecto de Investigación, ya sea durante su 
ejecución o por la aplicación de los resultados 
obtenidos, desea expresar su compromiso a no 
realizar cualquier actividad personal o 
colectiva que pudiera afectar los derechos 
humanos, o ser causa de un eventual daño al 




A1n_M3 consultada el 12/3/2018. 
[2] http://www.historialprensa.mindef.gov.ar/ 
articles/ver/120. consultada el 14/3/2017. 
[3] Ding C.; The differential cryptanalysis 
and design of natural stream ciphers. In: An-
derson R. (eds.) Fast Software Encryption. 
FSE 1993. Lecture Notes in Computer Sci-
ence, vol. 809. Springer Berlin, Heidelberg.  
[4] https://es.wikipedia.org/wiki/ 
Panhard_AML consultada el 14/3/2018. 
[5] Wu H., Preneel B. Differential Cryptanal-
ysis of the Stream Ciphers Py, Py6 and Pypy. 
In: Naor M. (eds.) Advances in Cryptology. 
EUROCRYPT 2007. Lecture Notes in Com-
puter Science, vol. 4515. Springer Berlin, 
Heidelberg. 2007. 
[6] Muller F., Peyrin T. Linear Cryptanalysis 
of the TSC Family of Stream Ciphers. In: Roy 
B. (eds.) Advances in Cryptology - ASI-
ACRYPT 2007. Lecture Notes in Computer 
Science, vol. 3788. Springer, Berlin, Heidel-
berg. 2005.  
[7] Dinur I., Shamir A. Cube Attacks on 
Tweakable Black Box Polynomials. Advances 
in Cryptology - EUROCRYPT 2009. Lecture 
Notes in Computer Science, vol 5479. 
Springer, Berlin, Heidelberg. 2009 
[8] Pasalic, E.; On Guess and Determine 
Cryptanalysis of LFSR-Based Stream Ci-
phers; IEEE Transactions on Information 
Theory. Vol. 55 Ed.7º, 2009. 
[9] Biryukov A., Shamir A. (2000) Cryptana-
lytic Time/Memory/Data Tradeoffs for 
Stream Ciphers. In: Okamoto T. (eds) Ad-
vances in Cryptology — ASIACRYPT 2000. 
ASIACRYPT 2000. Lecture Notes in Com-
puter Science, vol 1976. Springer, Berlin, 
Heidelberg. 
[10] http://evc.cin.edu.ar/informacion 
consultada el 23/2/2018. 
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RESUMEN 
El proyecto se extiende desde el estudio 
hasta la implementación de técnicas o 
métodos criptoanalíticos para ser 
aplicados a determinados generadores 
de secuencias seudoaleatorias tipo 
Stream Ciphers1, en particular a 
aquellos algoritmos que involucran 
LFSR´s2, NLFSR´s3, CCG´s 4 y CA´s 5. 
En particular los métodos a estudiar 
serán los correspondientes al 
Criptoanálisis Diferencial [1-2], 
Criptoanálisis Lineal [3], Criptoanálisis 
Algebraico, Guess-and-Determine [4] y 
una de las últimas y poderosas técnica 
de criptoanálisis publicada hace 
relativamente poco, denominada Cube 
Attack6 [5]. 
El desarrollar un conjunto de 
herramientas de criptoanálisis permitirá 
la realización de análisis de algoritmos 
de cifrado, generadores de secuencias 
seudoaleatorias, primitivas 
criptológicas, protocolos de seguridad 
de la información, y claves secretas de 
distintos criptosistemas, entre otros. 
 
                                                 
1
 Stream cipher: generadores seudoaleatorios 
conocidos también como generadores en flujo o 
cadena. 
2
 Linear Feedback Shift Registers: registros de 
desplazamiento realimentados linealmente. 
3
 Non Linear Feedback Shift Registers: registros de 
desplazamiento realimentados no linealmente. 
4
 Clock Controlled Generators: generadores 
controlados por reloj. 
5
 Cellular Automata: autómata celular. 
6
 Presentado en el congreso EuroCrypt del año 2009 
por sus autores: Itai Dinur y Adi Shamir. 
Palabras Clave 
Criptología, Criptoanálisis. Stream Ciphers. 
CONTEXTO 
En el marco de la carrera de grado de 
Ingeniería en Informática y el posgrado 
en Criptografía y Seguridad 
Teleinformática que se dictan en la 
Escuela Superior Técnica “Gral. Div. 
Manuel N. Savio” (EST), dependiente 
de la Facultad del Ejército, Universidad 
de la Defensa Nacional (UNDEF) se 
llevan adelante tareas de I+D+i por 
parte del Grupo de Investigación en 
Criptología y Seguridad Informática 
(GICSI). 
GICSI depende del Laboratorio de 
Investigación en Técnicas 
Criptográficas y Seguridad 
Teleinformática (CriptoLab) 
perteneciente al Laboratorio 
Informática (InforLab). Y está 
conformado por docentes 
investigadores, profesionales técnicos y 
alumnos de dicha área.  
1. INTRODUCCIÓN 
Ya es claro que el uso masivo de las 
comunicaciones electrónicas ha 
cambiado nuestra sociedad. Desde 
computadoras y teléfonos inteligentes a 
dispositivos smart como televisores, 
electrodomésticos y otros sistemas que 
anexaron la comunicación a sus 
funciones. Es por ello que la 
transmisión y almacenamiento de 
información requiere tomar una serie de 
medidas de protección manteniendo su 
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confidencialidad, autenticidad e 
integridad. La falta total o parcial de 
medidas de seguridad se convierte en 
una amenaza latente. 
Al momento de realizar el diseño de un 
criptosistema se deben tener en cuenta, 
obviamente, todos los ataques que éste 
puede sufrir. Cada aspecto en su diseño 
responde, entre otros criterios, a un 
ataque criptoanalítico, demostrando así 
su resistencia a él. Esta filosofía de 
diseño ha llevado a los modernos 
criptológicos a demostrar que pueden 
sortear diferentes amenazas, cuidadosa 
y eficientemente desarrolladas para 
atacarlos. Ya que cada algoritmo, cada 
primitiva, cada protocolo debe ser 
atacado mediante una técnica adecuada 
a su estructura. 
Es por ello que existen diferentes y 
poderosas herramientas de 
criptoanálisis. Y todo parece indicar que 
se incorporarán cada vez más de ellas, 
en un futuro no muy lejano. De la 
misma manera se requerirán nuevos y 
probados sistemas criptográficos que 
resistan los ataques que van 
apareciendo. Y así seguirá. 
Últimamente el diseño de algoritmos 
seguros ha tenido un gran avance. De 
un tiempo a esta parte, entre otros: 
- el llamado en 1997 del NIST7 para 
escoger un nuevo algoritmo como 
estándar de cifrado llamado AES 
[6].  
- El concurso europeo e-Stream en 
2004, organizado por el E-CRYPT 
[7] del cual superaron todas las 
pruebas y ataques, 7 algoritmos. 
- el llamado a concurso del NIST 
para escoger un nuevo algoritmo 
como estándar SHA-38, finalizado 
en 2012. Aunque aún no se da de 
                                                 
7
 Institución de Estados Unidos, llamada Instituto de 
Normas y Estandarización (National Institute of 
Standards and Technology) por sus siglas en inglés. 
8
 Secure Hash Algorithm por sus siglas en inglés. 
baja al SHA-2 por no demostrar, 
hasta el momento, debilidades. 
- el concurso aún en proceso  
CAESAR9 el cual se espera que 
pronto se den a conocer a los 
finalistas y luego al ganador o un 
portfolio con los algoritmos 
elegidos[8].  
2. LÍNEAS DE 
INVESTIGACIÓN y 
DESARROLLO 
Se ha dado en planificar este proyecto 
de investigación siguiendo 6 etapas:   
1. Mediante el estudio de 
bibliografía actualizada y la 
asistencia a Cursos, Congresos y 
Workshops específicos, se 
profundizará en el estado del arte 
del Criptoanálisis y los nuevos 
ataques que se han desarrollado.  
2. Estudio, análisis y selección de 
los generadores de secuencias 
cifrantes.  
3. Relevamiento de los métodos 
criptoanalíticos que se analizarán. 
4. Estudio de técnicas criptográficas 
para la determinación del o los 
métodos de ataque adecuados a la 
estructura del algoritmo 
estudiado. 
5. Implementación de los métodos 
de criptoanálisis.  
6. Análisis de los resultados 
obtenidos.  
3. RESULTADOS 
OBTENIDOS / ESPERADOS 
Se realizará el estudio, análisis y 
desarrollo de técnicas y/o herramientas 
que posibiliten la realización del diseño 
de aplicaciones criptográficas, su 
evaluación, búsqueda de 
                                                 
9
 CAESAR: Competition for Authenticated Encryp-
tion: Security, Applicability, and Robustness. 
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vulnerabilidades y de ser posible, lograr 
su ataque.  
Los alcances del criptoanálisis podrán 
ser: 
- Obtención de la/s clave/s del 
cifrado. 
- Hallar patrones estadísticos en la 
salida del sistema estudiado. 
- Desarrollar nuevas técnicas 
criptoanalíticas de acuerdo a las 
propiedades del sistema 
estudiado. 
- Analizar el algoritmo de 
generación de la/s clave/s y 
estudiar su vulnerabilidad. 
Para ello se perseguirán los objetivos 
particulares: 
- Estudio y análisis de técnicas 
criptoanalíticas. 
- Diseño y desarrollo de 
herramientas de evaluación, 
ataque o quiebre de aplicaciones 
criptográficas. 
- Pruebas y testeo de las 
herramientas desarrolladas sobre 
algoritmos específicos. 
4. FORMACIÓN DE 
RECURSOS HUMANOS 
Los docentes investigadores 
participantes del proyecto dictan las 
asignaturas Criptografía y Seguridad 
Teleinformática, Matemática Discreta y 
Paradigmas de Programación I, II. 
Desde esas cátedras se invita a los 
alumnos a participar en los proyectos de 
investigación. Es por ello que los 
alumnos Dorado, Mariano, Cabrera 
Ezequiel, Leiras Facundo y Romero, 
Luciano han demostrado su interés y se 
han sumado en calidad de 
colaboradores. En particular los dos 
últimos serán postulantes para la beca 
“Estímulo a las Vocaciones Científicas” 
(EVC) otorgadas por el Consejo 
Interuniversitario Nacional (CIN) por 
encuadrarse en las condiciones pedidas 
[9]. 
Se desea destacar que el incremento del 
Know-How que tendrá el grupo de 
investigadores a lo largo de la vida del 
proyecto será una importante y 
económica Formación de Recursos 
Humanos en beneficio de sus 
integrantes. 
Atendiendo a la responsabilidad ética y 
social que compete a la actividad 
científica y tecnológica, el Grupo 
Integrante de este Proyecto de 
Investigación, ya sea durante su 
ejecución o por la aplicación de los 
resultados obtenidos, desea expresar su 
compromiso a no realizar cualquier 
actividad personal o colectiva que 
pudiera afectar los derechos humanos, o 
ser causa de un eventual daño al medio 
ambiente, a los animales y/o a las 
generaciones futuras. 
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La realización de pruebas de penetración 
permiten detectar las vulnerabilidades de los 
sistemas de información, en el caso particular 
del proyecto de investigación y desarrollo que 
se lleva a cabo en UTN FRC, se han realizado 
acciones de esta metodología en sistemas web 
que desarrollan los estudiantes del último año 
de la carrera de Ingeniería en Sistemas de 
Información y con acciones similares que se 
realizaron en Sistemas web en producción de 
empresas privadas nacionales e internacionales. 
 
Se presentará el abordaje teórico,  la 
metodología utilizada y las técnicas con las que 
se llevan a cabo diversas pruebas manuales, se 
muestran los resultados obtenidos de aplicar la 
metodología para luego sentar las bases en 
búsqueda de la repetición de dichas pruebas 
ante un mismo sistema objetivo generando su 
automatización. 
 
Palabras clave: Seguridad web; Auditorías; 
Ethical Hacking; Vulnerabilidad; Pentesting.  
Contexto 
Este proyecto de investigación se lleva a 
cabo en el ámbito del Laboratorio de Sistemas 
(LabSis) de la Universidad Tecnológica 
Nacional – Facultad Regional Córdoba (UTN - 
FRC). 
Se enmarca dentro de las líneas Seguridad 
Informática y forma parte del proyecto de 
investigación Sistema Integrado de Soporte 
para Análisis de Vulnerabilidades en Sistemas 
Web (S.I.S.A.V.S.W.). Código: 
EIUTNCO0004084. Acreditado por la 
Secretaría de Ciencia, Tecnología y Postgrado, 
y financiado por la UTN – FRC. 
Introducción 
La seguridad de la información describe 
actividades relativas a la protección de la 
información y los activos de la infraestructura 
de la información contra riesgos de pérdida, uso 
inadecuado, revelación o daño.  
Los riesgos de estos activos pueden ser 
calculados mediante el análisis de las siguientes 
cuestiones:  
- Amenazas a sus activos: Eventos no 
deseados que pueden causar pérdida, daño 
o uso inadecuado de los activos en forma 
deliberada o accidental. 
- Vulnerabilidades: Se refiere a cuán 
susceptibles son sus activos a ataques. 
- Impacto: La magnitud de la pérdida 
potencial o la seriedad del evento. 
Existen disponibles normas, modelos y 
estándares para asistir a las organizaciones en la 
implementación de programas y controles 
apropiados para mitigar estos riesgos, como por 
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ejemplo, las normas ISO como por ejemplo la  
ISO 27.001 [1] , los modelos ITIL [2], COBIT 
[3] y estándares del NIST [4]. 
En lo referido a las vulnerabilidades que es 
de interés para las pruebas de penetración 
diferentes autores abordan la temática.  
Xie et al postulan que muchas de las 
vulnerabilidades de seguridad en las 
aplicaciones actuales son introducidas por los 
desarrolladores de software al escribir código 
inseguro los cuales se pueden deber a la falta de 
comprensión de programación segura [6]. 
Bates et al postulan que en los últimos años, 
los fabricantes de navegadores e investigadores 
han tratado de desarrollar filtros del lado del 
cliente para mitigar estos ataques. Pero algunos 
de estos filtros podrían introducir 
vulnerabilidades en sitios que antes estaban 
libres de errores. [7] 
Tripp et al postulan que los autores de 
publicaciones recientes sugieren que las 
aplicaciones web son altamente vulnerables a 
ataques de seguridad. En referencia a lo cual 
citan un reporte reciente de la WASC que 
proveen estadísticas de seguridad sobre 12186 
sitios web en producción, listando un total de 
97554 vulnerabilidades detectadas en estos 
sitios web. Más severamente aún es que cerca 
del 49% de los sitios analizados se encontró que 
contenían vulnerabilidades de alto riesgo [8]. 
Según Shahriar las aplicaciones web 
contienen vulnerabilidades, las cuales pueden 
conducir a serias brechas de seguridad tal como 
el robo de información confidencial [9]. 
Grossman en un reporte indica que las 
aplicaciones web de diferentes dominios de uso 
más frecuente (por ejemplo: banca, salud, TI, 
educación, redes sociales) son más propensas a 
ser vulneradas. [10] 
Ha habido una gran puja por incluir la 
seguridad durante el ciclo de desarrollo de 
software y formalizar la especificación de 
requerimientos de una manera estándar. 
Además de un gran incremento en la cantidad 
de organizaciones dedicados a la seguridad de 
aplicaciones como la Open Web Application 
Security Project (OWASP) [11]. Sin embargo, 
todavía hay aplicaciones web descaradamente 
vulnerables, principalmente porque los 
programadores están más concentrados en la 
funcionalidad que en la seguridad [12].  
En referencia a los ataques, según el último 
top 10 de las OWASP realizado cada 3 años, 
esta organización lista los ataques más usados 
para explotar vulnerabilidades. Estos son: 
Inyección (SQL, OS y LDAP), pérdida de 
autenticación y gestión de sesiones, cross site 
scripting (XSS),  referencia directa e insegura a 
objetos, configuración de seguridad Incorrecta, 
exposición de datos sensibles, inexistente 
control de acceso a funcionalidades, 
falsificación de peticiones en sitios cruzados 
(CSRF), uso de componentes con 
vulnerabilidades conocidas, reenvíos y 
redirecciones no válidas. [5] 
Respecto a las metodologías que son 
pasibles de ser utilizadas, existen mejores 
prácticas sobre las cuales basar la realización de 
este tipo de evaluación, aunque en general, cada 
profesional puede incorporar sus variantes. 
Algunos ejemplos pueden ser: el documento del 
NIST [4], el documento del Open Source 
Security Testing Methodology Manual 
(OSSTMM) [13], el marco de trabajo 
denominado Information System Security 
Assessment Framework (ISAAF) [14] y el 
Open Web Application Security Project 
(OWASP) [11].  
Además existen herramientas que facilitan a 
los pentester realizar ataques de Injection, 
particularmente, existen varias relacionadas al 
ataque SQL Injection como por ejemplo: 
SQLmap, Havij y V1p3R. Estas herramientas 
se caracterizan principalmente por contener 
vectores de ataques más usados permitiendo 
automatizar un ataque [14] [15]. 
Cross-Site Scripting (XSS) aborda otro tipo 
de ataque común en aplicaciones web que 
consisten en aprovechar las características de 
los lenguajes que se ejecutan en el navegador, 
tales como el lenguaje JavaScript. Yusof y 
Pathan referencian tres tipos de ataques XSS: 
persistente, no persistente y basado en el DOM 
[16]. Hay varias maneras de prevenir estos 
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ataques XSS: mediante el “sanitizado” de todas 
las entradas de información al sistema [16] o un 
método que haga inútil la cookie que pueda 
robar el atacante [17].  
En los siguientes puntos se define la 
metodología que se lleva a cabo para realizar 
las pruebas y obtener información para la 
generación de las bases que permitirán el 
desarrollo de un sistema automatizado de 
pruebas de penetración para los sistemas 
objetivos.  
Metodología y técnicas  
Entre las actividades desarrolladas en este 
proyecto orientadas a abordar esta temática se 
procedió a realizar una pormenorizada 
identificación y clasificación de técnicas y 
herramientas. Con respecto a estas últimas se 
realizó una búsqueda y selección de las mismas 
en el mercado, bibliografía, publicaciones 
científicas y en la web durante el 2016 - 2017. 
Inicialmente lo único que tenían que cumplir las 
herramientas era que fueran de software libre. 
Los criterios de selección fueron empíricos, ya 
que los integrantes del equipo de pentesters 
analizaron sus salidas en pruebas de seguridad 
realizadas a empresas privadas y a desarrollos 
de proyectos de la materia Proyecto Final en la 
carrera de Ingeniería en Sistemas de 
Información de la UTN FRC, verificaban si 
cada herramienta probada era lo 
suficientemente confiable y sus salidas eran 
comprensibles. Si cumplían con estos criterios, 
la herramienta era utilizada por los pentesters 
en próximas pruebas de seguridad.    
Se realizaron trabajos de pentest a un proyecto 
de la materia de proyecto del último año de la 
carrera de Ingeniería en Sistemas de 
Información de la UTN FRC, con metodología 
de ethical hacking y dos pentest a una empresa 
privada nacional y otra internacional. Llevando 
a cabo las mismas acciones en todas: 
 
 Visibilidad de tipo caja negra: El tester de 
seguridad no cuenta con ninguna 
información del objetivo. El tester de 
seguridad no tiene accesos, la única 
información sobre vulnerabilidades serán 
las que se puedan determinar mediante 
técnicas de prueba y “adivinación”.  
 
 Posicionamiento Externo: El 
posicionamiento externo brinda al tester de 
seguridad la posición de atacantes externos 
a la organización de donde suelen provenir 
la mayor cantidad de ataques, en la mayoría 
de las organizaciones el nivel de madurez 
de la protección perimetral es alto. El tester 
de seguridad realiza las pruebas desde fuera 
de la organización. Busca probar el 
perímetro expuesto a internet. 
 
 Etapas del análisis de seguridad: 
o Reconocimiento Pasivo 
o Reconocimiento activo superficial. 
o Reconocimiento activo en profundidad. 
o Análisis de Vulnerabilidades. 
 
De lo expuesto anteriormente se obtuvo como 
resultados los siguientes valores expresados en 
una tabla. 
La tabla 1 identifica las categorías, basadas en 
OWASP y de acuerdo a las etapas del ciclo de 
desarrollo donde se han identificado las 
vulnerabilidades. 
En la tabla no se encuentran todas categorías 
definidas por OWASP debido a que muchas de 
estas no han sido detectadas como 
vulnerabilidades en los sistemas objetivos. 
En el caso de la categoría Form Mapping, no se 
encuentra identificada en las OWASP, pero se 
pudo detectar vulnerabilidades en los 
frameworks web que se analizaron. 
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Tabla 1 
 
   
Se puede observar (Gráfico 1) que los 
mecanimos de desarrollo de autenticación son 
los que mas fallan y se nota que hay un pico 
alto de bugs de inyecciones y esto concuerda 




El resto de las vulnerabilidades detectadas a 
pesar de que en números es menor, no deja de 
ser un llamado de atención para los líderes de 
estos sistemas. 
Líneas de Investigación, Desarrollo e 
Innovación 
Este proyecto se inscribe dentro de esta 
 línea de investigación de seguridad de la 
información, más específicamente pruebas de 
penetración en sistemas web en producción, de 
forma que permitan identificar las 
vulnerabilidades existentes dentro de un 
ambiente controlado. 
Resultados y Objetivos 
Como resultado del análisis surgen algunas 
reflexiones primigenias: Los Sistemas web 
objetivos de estudio poseen vulnerabilidades 
bien conocidas, ya sea en los desarrollos de los 
estudiantes como en el ámbito profesional 
privado en empresas nacionales e 
internacionales. Así mismo, es necesario tener 
en cuenta que las acciones que se deben llevar a 
cabo para realizar estas pruebas y poder obtener 
datos fehacientes dependen de un acuerdo de 
confiabilidad y confidencialidad de los 
propietarios del sistema con el equipo que lleva 
a cabo la metodología de ethical hacking por lo 
que se dificulta poder contar con gran cantidad 
de muestras para poder llegar a conclusiones 
definitivas, pero las que aquí se pudieron 
obtener constituyen, el comienzo de un camino 
que permita definir las bases de una sistema 
automatizado de pruebas de penetración. Otro 
aspecto que se suma también como dificultad 
son los tiempos que demanda llevar estas 
acciones sobre los sistemas web. 
En la práctica, a partir de experiencias de los 
integrantes del equipo se   identificaron, por un 
lado, la necesidad de trabajar fuertemente en 
incluir los requerimientos de seguridad en la 
planificación de nuevos proyectos de desarrollo 
de productos software, como así también la 
necesidad de gestionar la ejecución de múltiples 
pruebas de penetración en el contexto de la 
seguridad de la información de sistemas web en 
producción, basándose en metodologías 
abiertas, para identificar y analizar sus 
vulnerabilidades. Para lo que es necesario: 
 Permitir a los pentesters identificar 
vulnerabilidades y automatizar el proceso 
de identificación. 
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 Lograr que el sistema emita un diagnóstico 
respecto a las vulnerabilidades del sistema 
web analizado. 
 Crear una base de datos que facilite al 
pentester vincular metodologías, técnicas y 
herramientas para abordar la evaluación de 
vulnerabilidades de un sistema web 
determinado. 
 Generar un sistema que contribuya y facilite 
el desarrollo de las actividades del 
pentester. 
 Obtener un producto (sistema) que sea 
simple de utilizar por los profesionales de la 
seguridad. 
Formación de Recursos Humanos 
En el equipo trabajarán estudiantes avanzados 
de la carrera de Ingeniería en Sistemas de 
Información, los cuales actualmente se 
desempeñan en el Laboratorio de Sistemas 
(LabSis), con la finalidad de que inicien su 
formación en investigación científica y 
tecnológica profundizando sus conocimientos en 
temas significativos en la seguridad de la 
información. Los estudiantes podrán realizar la 
Práctica Supervisada. 
Se llevan a cabo competencias de casos de test 
de penetración ético, para fomentar en los 
estudiantes el pensamiento en el desarrollo 
seguro, e inculcar conceptos de ética ante estas 
acciones. 
Se realizaron capacitaciones a estudiantes 
sobre cómo resolver vulnerabilidades bien 
conocidas, a partir de realizar pruebas de 
penetración ético. 
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El PID 7052 tiene por objetivo obtener 
conclusiones generales y comparativas 
acerca de dos metodologías de recolección 
de datos digitales, una a priori y otra a 
posteriori de un evento de seguridad 
analizando particularmente su performance 
en entornos de servidores web. Como parte 
de las actividades previstas en este proyecto 
se realiza un análisis exploratorio del 
protocolo HTTP, comparándose las 
versiones HTTP 1.0 y 1.1 y la nueva 
HTTP/2 e identificando puntos de control 
sobre los cuales se realiza la captura de 
tráfico y recolección de datos. Se 
consideran aspectos de seguridad, 
concentrándose en el estudio de 
vulnerabilidades conocidas de HTTP/2. 
Además, se define y configura un entorno 
de testing, utilizando herramientas Open 
Source, para simular un ataque de 
Denegación de Servicio Distribuido 
(DDoS) a los fines de observar el 
comportamiento del servidor y el volumen 
de datos resguardados en logs y para 
analizar la performance de las metodologías 
mencionadas en instancias de recuperación 
del servicio y resguardo de la evidencia 
digital. 
 
Palabras clave: HTTP, seguridad, 
vulnerabilidades, DDoS 
Contexto 
El Proyecto de Investigación y Desarrollo 
PID-UNER 7052 para Director Novel con 
Asesor, denominado “Análisis de 
Metodologías de Recolección de datos 
digitales” se encuadra en una de las líneas 
de investigación establecidas como 
prioritarias para su fomento, "Arquitectura, 
Sistemas Operativos y Redes", de la carrera 
Licenciatura en Sistemas de la Facultad de 
Ciencias de la Administración. Se adecua, 
además, a las prioridades de la Universidad 
Nacional de Entre Ríos por ser un proyecto 
aplicado a la investigación sobre 




HyperText Transfer Protocol (HTTP) es un 
protocolo de nivel de aplicación con 
características definidas para utilizarse en 
sistemas de información distribuidos, 
colaborativos e hipermediales. Se han 
introducido mejoras en sus diferentes 
versiones sobre todo tendientes a optimizar 
la perfomance del mismo, reducir el 
consumo de recursos y la latencia y para 
resolver algunos inconvenientes que tiene la 
comunicación a través TCP [2][3][4][5]. 
La última versión HTTP/2 [6], presenta un 
protocolo binario que incorpora 
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multiplexación y el uso obligatorio de TLS 
(Transport Layer Security) conservando la 
misma semántica y la compatibilidad con 
las versiones 1.0 y 1.1 El protocolo se 
implementa si el cliente y el servidor tienen 
soporte y en el caso de que alguno de los 
dos no lo tengan, en la negociación de 
protocolo, se acuerda usar las versiones 
anteriores. Actualmente la mayoría de los 
browsers y entornos de servidor cuentan 
con implementaciones oficiales para esta 
nueva versión. 
Entre las características más relevantes del 
protocolo HTTP/2 pueden mencionarse 
[6][7][8]: 
 Formato de mensajes basados en 
tramas; 
 Reducción de la latencia al permitir una 
multiplexación completa de streams de 
solicitudes y respuestas; 
 Disminución de la sobrecarga de 
protocolo mediante la compresión 
eficiente y codificación binaria HPACK 
(Header Compression for HTTP/2); 
 Incorporación de soporte para la 
prioridad de solicitudes y capacidades 
“Server Push”; 
 Definición de nuevos mecanismos de 
control de flujo, manejo de errores y 
actualizaciones. 
Dado que HTTP es considerado un 
protocolo no seguro, en el desarrollo de 
HTTP/2 se identificaron y gestionaron los 
riesgos de seguridad del nuevo protocolo, 
tanto en base a decisiones de diseño como a 
guías de implementación. Sin embargo, 
algunas implementaciones de servidores 
HTTP/2 pueden no seguir estrictamente 
estas guías, tornándose vulnerables a 
distintos tipos de ataques de Denegación de 
Servicio (DoS) [8]. 
 
Algunas vulnerabilidades conocidas son: 
 Stream Reuse,  
 Slow Read Attack, 
 Dependency Cycle DoS, 
 HPACK Bomb. 
Resulta de interés entender como este tipo 
de ataques puede afectar el comportamiento 
del servidor y para analizar la perfomance 
de las metodologías de recolección de datos 
digitales en instancias de recuperación del 
servicio y resguardo de la evidencia digital. 
 
Líneas de Investigación, Desarrollo e 
Innovación 
Con este proyecto de investigación se 
espera conformar una base de conocimiento 
sobre la forensia informática en relación a 
metodologías de recolección de datos 
digitales.  Como parte de las actividades se 
desarrolla un estudio exploratorio de las 
principales características de HTTP como 
aporte para la identificación de puntos de 
control de este protocolo y su 
comportamiento ante incidentes de 
seguridad. 
 
Resultados y Objetivos  
El objetivo principal del PID 7052 es 
obtener conclusiones generales y 
comparativas acerca de las metodologías de 
recolección de datos a priori de un evento 
de seguridad y de recolección de datos a 
posteriori de un evento de seguridad, 
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analizando particularmente su performance 
en entornos de servidores web.  
Con el desarrollo de las actividades 
previstas en el proyecto, se obtuvieron los 
siguientes resultados: 
Identificación y descripción de puntos de 
control en protocolos HTTP. Se 
analizaron y compararon las versiones del 
protocolo HTTP 1.0 y 1.1 y la nueva 
HTTP/2, confeccionándose una tabla [9] 
que destaca sus principales prestaciones y 
diferencias entre ellas (Tabla 1). Luego, se 
identificaron los puntos de control para el 
protocolo HTTP, que en este proyecto se 
implementó en un servidor web Apache, 
sobre los cuales se realizó la captura de 
tráfico y recolección de datos. Se 
controlaron los siguientes puertos y 
archivos: 
 puertos 80 y 443: que registra el tráfico 
entrante y saliente del protocolo HTTP 
y asociados como SSL - Secure Sockets 
Layer. 
 archivos log del sistema operativo 
Ubuntu Linux (/var/log/): messages.log, 
auth.log, secure, tmp/wtmp 
 Archivos log de Apache: error.log y 
access.log.  




Tabla 1. Principales diferencias entre versiones 
HTTP 
Definición y Configuración de entornos 
de testing. Se configuró un entorno de 
trabajo en una red LAN Ethernet 
conformada por un servidor, con Sistema 
Operativo Ubuntu Server [10] versión 
15.10 y un Servidor Web Apache Server 
[11] versión 2.4.12. Se dispuso de una 
notebook dedicada con el toolkit Kali Linux 
versión 64bit 2017.1 [12]. Como marco de 
trabajo y guía general de buenas prácticas 
para las pruebas de laboratorio se 
seleccionaron las especificaciones RFC 
3227 [13], ISO/IEC 27037:2012[14], 
OSSTMM (Open Source Security Testing 
Methodology Manual) [15] 
Simulación de ataque de Denegación de 
Servicios (DoS). Empleando herramientas 
de hacking se realizó la simulación de un 
ataque DDoS, con metodología de 
inundación, a los fines de observar el 
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comportamiento del servidor, el volumen 
de datos resguardados en logs y para 
analizar la perfomance de las metodologías 
de recolección de datos digitales en 
instancias de recuperación del servicio y 
resguardo de la evidencia. Para darle la 
característica de distribuido, se emplearon 
varias máquinas virtuales actuando en 
paralelo. Los ataques se realizaron tanto 
desde el interior como del exterior de la red 
local. 
Como avances y a modo de conclusiones 
parciales de estas etapas, se puede 
establecer que: 
1. HTTP/2 permite establecer puntos de 
control para analizar su comportamiento 
ante la recolección de datos frente a un 
incidente de seguridad.  
2. Las herramientas de forensia 
informática open source, como las 
usadas en este PID, brindan el soporte 
necesario y eficiente tanto para 
implementar un seguimiento preventivo 
que incluya recolección de datos como 
para un análisis forense luego de un 
incidente de seguridad. 
3. Los puntos de control del protocolo 
HTTP, representados en su mayor parte 
por archivos log, muestran un 
crecimiento exponencial al momento en 
que se realizó la simulación del ataque 
DDoS, por lo que requiere pensar en 
una infraestructura adecuada. 
4. Las vulnerabilidades presentes en 
HTTP/2 facilitan nuevas variantes de 
DoS. Por ejemplo, mientras que el 
atacante en HTTP 1.x tenía que abrir 
tantas conexiones TCP como el servidor 
de la víctima, en HTTP / 2 los ataques 
se vuelven más simples, ya que se 
puede utilizar la multiplexación de 
flujos de datos.  
 
Formación de Recursos Humanos 
Este proyecto prevé la formación e 
iniciación en actividades de investigación 
de tres docentes de la carrera Licenciatura 
en Sistemas, la formación de dirección en 
proyectos de un docente y la realización de 
una tesis de maestría correspondiente a la 
Maestría en Redes de Datos de la Facultad 
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Con el crecimiento de las conductas 
delictivas que llegan a la justicia y que 
involucran dispositivos informáticos, 
surge la necesidad de acudir cada vez más 
a expertos en informática forense que 
actúen como peritos informáticos de 
oficio o de parte, siendo crucial su 
actuación en materia probatoria. 
La exigente labor que hoy en día se 
requiere de especialistas en informática 
forense obliga a los mismos a mantener 
un conocimiento detallado y actualizado 
tanto a nivel de metodologías de prácticas 
forenses y procesos vinculados como en 
las normas y legislaciones asociadas con 
el tratamiento de la evidencia digital.  
Disponer de un análisis comparativo 
exhaustivo de las diferentes normas y 
procesos del Ciclo de Vida de la 
evidencia digital dentro del marco 
normativo, jurídico y legal, son la base 
fundamental para el trabajo de un 
investigador forense informático o perito 
informático.  
El proyecto de investigación se enfoca en 
el análisis de metodologías y procesos 
forenses informáticos y en el marco 
jurídico legal vigente para el 
aseguramiento del tratamiento de la 
evidencia digital en sus diferentes etapas 
del Ciclo de Vida, desde la identificación, 
adquisición o recolección, preservación, 
análisis hasta la presentación de 
resultados técnicos a tribunales de la 
justicia. 
Como resultado de esta investigación se 
espera poder hacer un aporte sobre cómo 
abordar un peritaje informático a partir de 
diferentes escenarios según el tipo de 
pericias a realizar, los tipos de delitos 
informáticos involucrados y la aplicación 
de la normativa legal vigente. 
Palabras Clave: 
Informática Forense, Evidencia Digital, 
Procesos Forense, Marco Normativo 
Legal. 
 2. Contexto. 
Este proyecto de investigación está siendo 
presentado como un Programa de 
Investigación Científica, Desarrollo y 
Transferencia de Tecnologías e Innova-
ciones (CyTMA2) en el Departamento de 
Ingeniería e Investigaciones Tecnológicas 
de la Universidad Nacional de La 
Matanza.  
El presente proyecto es del tipo 
investigación básica basado en el análisis 
del marco normativo y jurídico de la 
República Argentina, orientado a la 
comparación de los procesos del Ciclo de 
Vida de la Evidencia Digital. 
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3. Introducción. 
La informática forense hace su aparición 
como una disciplina auxiliar de la justicia, 
para enfrentar los desafíos y técnicas de 
los intrusos informáticos, como también 
de garante de la verdad alrededor de la 
evidencia digital que se pudiera aportar 
en un proceso que involucra un delito 
informático [1]. 
De acuerdo con Dupuy y Kiefer [2], la 
evidencia digital es: “Cualquier informa-
ción que, sujeta a una intervención 
humana u otra semejante, ha sido extraída 
de un medio informático”. La evidencia 
digital es un término utilizado para 
describir cualquier registro generado por 
o almacenado en un sistema compu-
tacional que puede ser utilizado como 
evidencia en un proceso legal [1]. 
La evidencia informática está compren-
dida por aquellos datos o información que 
se almacena, transmite o recibe en un 
dispositivo informático y que tiene valor 
probatorio en el marco de una causa 
judicial. La evidencia digital es intan-
gible, inmaterial, volátil, frágil, anónima, 
duplicable, editable, ocultable y elimina-
ble [3]. 
La informática forense es una disciplina 
científica técnica-legal que involucra el 
proceso de identificar, preservar, analizar 
y presentar evidencia digital, de manera 
que esta sea legalmente aceptable en una 
causa judicial [4]. 
La identificación de la evidencia digital 
implica identificar las fuentes potenciales 
de la evidencia digital, los elementos a 
secuestrar y documentar todo lo necesario 
para la identificación de esta. 
La preservación de la evidencia digital 
consiste en extremar los recaudos a fin de 
evitar la contaminación de la prueba [5]. 
En esta etapa del proceso es muy 
importante mantener la cadena de 
custodia registrando todas las operaciones 
realizadas sobre la evidencia digital y 
resguardando de forma segura los 
elementos secuestrados utilizando 
etiquetas de seguridad.  
Los elementos de prueba originales deben 
ser conservados hasta la finalización del 
proceso judicial, preservándolos de las 
altas temperaturas, campos magnéticos y 
golpes. La creación de una imagen 
forense es indispensable y en el caso que 
no sea posible, el acceso a los 
dispositivos originales se realiza mediante 
mecanismos de protección contra 
escritura. Es importante implementar 
mecanismos de autenticación de la 
evidencia digital de manera de garantizar 
que la misma no fue alterada.  
El análisis de la evidencia digital tiene 
como objetivo buscar y obtener evidencia 
digital relevante para la investigación (a 
partir de puntos de pericias solicitados), 
mediante la aplicación de diversas 
técnicas y herramientas forenses. Es 
importante registrar la evidencia digital 
relevante. 
La presentación de la evidencia digital 
consiste en la elaboración del dictamen 
pericial con los resultados obtenidos en 
las etapas previas. El dictamen debe ser 
claro, objetivo y preciso, conteniendo la 
descripción de las tareas y elementos 
utilizados para repetir el proceso en caso 
de ser necesario [6]. 
Los resultados de un análisis científico de 
la evidencia digital deben poder ser 
repetibles, mesurables e irrefutables.  
La cadena de custodia involucra la 
custodia de todos los elementos del caso e 
incluye documentar cada uno de los 
eventos que se han realizado con la 
evidencia indicando por cada uno quién, 
cuándo, donde, en qué estado, quién tuvo 
acceso y adicionando toda información 
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que caracterice a como se llevó a cabo la 
custodia [7]. 
Los procesos relacionados con el manejo 
de la evidencia digital, asociados a la 
identificación, recolección, adquisición y 
preservación de datos, establecen 
principalmente cuáles son los requisitos 
para el manejo de la evidencia digital, los 
procedimientos a considerar para asegurar 
la cadena de custodia, los roles y 
responsabilidades del perito informático 
en cada etapa, la documentación a realizar 
y los componentes esenciales del Ciclo de 
Vida de la evidencia digital [8], [9].  
4. Líneas de Investigación, 
Desarrollo e Innovación. 
La informática forense es inter-
disciplinaria y requiere un estudio 
detallado de las normas, leyes, procesos, 
técnicas y tecnologías, además de los 
diferentes roles y responsabilidades de las 
personas involucradas, conformando un 
conjunto de conocimiento formal, 
científico y legal que apoya directamente 
a la administración de la justicia para al 
esclarecimiento de los hechos como así 
también en investigaciones internas en las 
organizaciones. 
Si bien las herramientas forenses son la 
base esencial del análisis de la evidencia 
digital en medios informáticos, las 
mismas no hacen por sí solas a la tarea 
del perito informático. Por tal motivo el 
proyecto no se centra en la investigación 
de las herramientas forenses en sí, sino en 
la investigación de metodologías, téc-
nicas, prácticas y procedimientos forenses 
y en el marco jurídico legal vigente para 
el aseguramiento del tratamiento válido 
de la evidencia digital en sus diferentes 
etapas del Ciclo de Vida. 
También se estudiarán las diferentes 
regulaciones y lineamientos generales a 
considerar para la implementación de un 
laboratorio de informática forense, de 
manera de basar la misma en un entorno 
regulado y basado en normativas de 
trabajo para la investigación forense. 
5. Resultados y Objetivos. 
El objetivo de este proyecto de 
investigación es abordar un análisis 
comparativo exhaustivo de las diferentes 
metodologías, procesos, procedimientos, 
normas, y prácticas relacionadas con la 
informática forense, dentro de un marco 
jurídico y legal como base para el trabajo 
del investigador forense informático o 
perito informático.  
Se definirán los procesos relacionados 
con el manejo de la evidencia digital, 
asociados a la identificación, recolección, 
adquisición y preservación de datos, 
estableciendo principalmente cuáles son 
los requisitos para el manejo de la 
evidencia digital, los procedimientos a 
considerar para asegurar la cadena de 
custodia, los roles y responsabilidades del 
perito informático en cada etapa, la 
documentación a realizar y los 
componentes esenciales del Ciclo de Vida 
de la evidencia digital, dentro del marco 
normativo, jurídico y legal de nuestro 
país. 
6. Formación de Recursos 
Humanos. 
El equipo está integrado por docentes- 
investigadores que pertenecen distintas 
cátedras de la carrera de Ingeniería en 
Informática de la UNLaM, más otro 
docente-investigador abogado, especia-
lizado en temas jurídico-informáticos y 
un alumno de la carrera de Ingeniería en 
Informática que está haciendo sus 
primeras experiencias en investigación.  
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Dos de los miembros del equipo de 
investigación se encuentran desarrollando 
sus respectivos trabajos de tesis de 
posgrado de la Maestría en Informática de 
la UNLaM y en la Maestría en 
Teleinformática y Redes de Compu-
tadoras de la Universidad de Morón. 
Ambos están siendo tutoreados por el 
Mag. Jorge Eterovic, integrante del 
proyecto de investigación.  
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RESUMEN 
Es permanente la evaluación de la segu-
ridad que debe llevarse a cabo en los 
sistemas de información, en la actuali-
dad. Facilitar esta tarea tiene un alto 
impacto, así sea en la calidad de la se-
guridad del sistema, como en el aspecto 
económico de la misma al aumentar las 
herramientas de gestión de la seguridad, 
como así también un aporte a la reduc-
ción del tiempo de evaluación. 
Este proyecto persigue el diseño y desa-
rrollo de una herramienta que permita 
llevar adelante la automatización de ta-
les análisis y la realización de pruebas 
que permitan realizar el estudio de ma-
nera veloz y eficiente.  
Los usos de esta herramienta tiene apli-
caciones DUAL, es decir puede desti-
narse para usos en el ámbito militar co-
mo también en el civil para ser aplicado 
en sectores gubernamentales, empresa-
riales, educativos o privados. 
La modalidad de Código Abierto o 
FOSS (por siglas en inglés de Free 
Open Source Software) permite y facili-
ta la amplia difusión de los usos y apli-
caciones de esta herramienta. 
La evaluación de la seguridad imple-
mentada en un determinado sistema in-
formático se ve ayudada por esta herra-
mienta al permitir análisis estadístico de 
secuencias binarias para aplicar en algo-
ritmos de Cifrado de Flujo (Stream 
Ciphers) y Generadores Pseudaleatorios 
de Números (Pseudo Random Numbers 
Generators) y de la Complejidad Lineal. 
Tales secuencias pueden ser generadas 
por LFSRs (Linear Feedback Shift Re-
gisters), NLFSRs (Non-Linear 
Feedback Shift Registers), CCGs 
(Clock Controlled Generators), protoco-
los de seguridad de la información, pro-
gramas o dispositivos para la Genera-
ción de Claves, Block Ciphers y demás 
algoritmos aplicados en entornos de 
Software como de Hardware. 
Palabras Clave 
Criptología, Criptoanálisis. Stream Ciphers. 
CONTEXTO 
En el marco de la carrera de grado de 
Ingeniería en Informática y el posgrado 
en Criptografía y Seguridad Teleinfor-
mática que se dictan en la Escuela Su-
perior Técnica “Gral. Div. Manuel N. 
Savio” (EST), dependiente de la Facul-
tad del Ejército, Universidad de la De-
fensa Nacional (UNDEF) se llevan ade-
lante tareas de I+D+i por parte del Gru-
po de Investigación en Criptología y 
Seguridad Informática (GICSI). 
GICSI depende del Laboratorio de In-
vestigación en Técnicas Criptográficas 
y Seguridad Teleinformática (Cripto-
Lab) perteneciente al Laboratorio In-
formática (InforLab). Y está conforma-
do por docentes investigadores, profe-
sionales técnicos y alumnos de dicha 
área.  
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Esta línea de investigación aquí presen-
tada corresponde a un proyecto que fue 
presentado, evaluado, aprobado y finan-
ciado en su integridad por la Universi-
dad de la Defensa Nacional a través de 
su Programa UNDEFI, cuyos objetivos 
son: 
- Fomentar estrategias colaborativas 
que incentiven la cooperación e inte-
gración transversal de las Facultades 
en investigación.  
- Reconocer y potenciar capacidades 
de investigación existentes favore-
ciendo la interrelación entre grupos.  
- Profundizar los esfuerzos institucio-
nales dirigidos a la formación y per-
feccionamiento de los recursos hu-
manos para la investigación 
1. INTRODUCCIÓN 
Las comunicaciones del siglo XXI pre-
cisan de más y mejores algoritmos de 
cifrado, de autenticación y de integridad 
de la información que posibiliten la 
confidencialidad e integridad de las co-
municaciones.  
El aumento en los últimos tiempos en el 
empleo de Internet en general y el ad-
venimiento en particular de las tecnolo-
gías de VoIP (voz sobre IP), Teleconfe-
rencias, VideoStreaming, VideoOnDe-
mand y los Sistemas Móviles han in-
crementado la necesidad de asegurar es-
tos servicios.  
Los mecanismos de seguridad deben sa-
tisfacer las necesidades particulares de 
cada una de estas tecnologías, como por 
ejemplo las demandas de altas Tasas de 
Transmisión de Información, entornos 
de trabajo con recursos limitados de 
cálculo, memoria, energía y espacio, en-
tre otros. 
Las modernas técnicas criptológicas se 
han ido adaptando a estas necesidades 
que dieron nacimiento a llamada Crip-
tografía Ligera o Liviana[1] . Es por 
ello que desde hace varios años muchos 
han sido los algoritmos que investigado-
res, universidades y empresas han dado 
a conocer a la comunidad científica y al 
público en general.  
El estudio y análisis de las propiedades 
matemáticas de los Generadores de Se-
cuencias Pseudorandom generadas por: 
- Substitution Boxes (S-BOXs) crea-
das para los modernos Block Cip-
hers[2]. 
- Stream Ciphers -en particular a 
aquellos algoritmos que involucran 
LFSRs (Linear Feedback Shift Re-
gisters).[3] 
- NLFSRs (Non Linear Feedback 
Shift Registers)[4-6]. 
- CCG (Clock Controlled Genera-
tors) 
- Autómatas Celulares 
- Generadores de Números Pseudoa-
leatorios permite evaluar sus pro-
piedades criptológicas a fin de po-
der identificar el nivel de robustez y 
seguridad de dichos algoritmos. 
 
Muchas de las propiedades matemáticas 
y específicamente criptológicas se en-
cuentran ocultas detrás del algoritmo. 
Esto quiere decir que al observar un al-
goritmo los autores describen con deta-
lle el funcionamiento del mismo por 
medio de gráficos y demás especifica-
ciones para “seguir la danza de los bits” 
y muchas veces las explicaciones técni-
cas más profundas no son abordadas tan 
en detalle y son parcialmente expuestas. 
Los investigadores deben profundizar 
en cada algoritmo y mediante su estu-
dio, deducir sus propiedades. 
A su vez en el ciclo de vida del algorit-
mo se encuentra una etapa que corres-
ponde a los ataques a los que ha sido 
sometido. Muchas veces esos ataques 
son exitosos y van apareciendo vulnera-
bilidades. Otras veces es el estudio ana-
lítico y en detalle el que permite detec-
tarlas. Muchas de ellas son resueltas con 
el advenimiento de versiones mejoradas 
de los mismos [7].  
Es por ello que la permanente evolución 
de los algoritmos debe ir acompañada 
de la actualización de las pruebas y de-
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más procesos que permitan evaluar la 
seguridad de los mismos. 
Muchos algoritmos criptográficos fue-
ron reconocidos por una norma interna-
cional, como ser ISO (International Or-
ganization for Standardization y IEC 
(International Electrotechnical Com-
mission), conocidas como normas 
ISO/IEC: 
- ISO/IEC18033-3:2005 llamada “In-
formation Technology. Security Te-
chniques. Encryption Algorithms. 
Part 3: Block Ciphers” Algoritmos 
de Cifrado en Bloques (Block Cip-
hers) de 64 bits: TDEA, MISTY1, 
CAST-128, HIGHT. De 128 bits: 
AES, Camellia, SEED. [8] 
- ISO/IEC 29192-3:2012 “Information 
Technology. Security Techniques. 
Lightweight Cryptography. Part 3: 
Stream ciphers”. Algoritmos de Ci-
frado en Cadena (Stream Ciphers) 
Enocoro y Trivium.[9] 
- ISO/IEC 18033-4:2011 “Information 
Technology. Security Techni-
ques.Encryption Algorithms. Part 4: 
Stream Ciphers” presenta 5 algorit-
mos de Cifrado de Flujo: Decim-v2., 
KCipher-2 (K2), MUGI, Rabbit, 
SNOW 2.0. [10] 
 
Aunque bienvenido, este renacimiento 
mundial por la búsqueda de nuevos al-
goritmos por sí sólo resulta insuficiente 
a la hora de establecer parámetros crip-
tográficos seguros.  
En la actualidad no existe una única 
modalidad general de criptoanálisis. 
Cada algoritmo, cada primitiva, cada 
protocolo debe ser atacado mediante 
una técnica adecuada a su estructura, si 
es que sus diseñadores atendieron a la 
necesidad de resistir los ataques conoci-
dos. 
El criptoanálisis tiene un impacto signi-
ficativo en el mundo real, puesto que 
los algoritmos criptológicos, los proto-
colos y también los tamaños de las cla-
ves entre otros, son seleccionados ba-
sándose en el estado del arte del cripto-
análisis. 
2. LÍNEAS DE INVESTIGA-
CIÓN y DESARROLLO 
Se ha dado en planificar este proyecto 
de investigación siguiendo 5 etapas:  
a) Investigación bibliográfica acerca 
de las técnicas de ataque criptoana-
líticas conocidas y más difundidas. 
b) Estudio de factibilidad acerca del 
grado de automatización que re-
quieren. 
c) Determinación de la metodología a 
automatizar. 
d) Elaboración de los módulos del 
programa y sus pruebas. 
e) Integración de los módulos en un 
marco general. 
Los indicadores de avance previstos 
para el proyecto son:  
a) Identificación y selección de las 
herramientas matemáticas para la 
elaboración del software. 
b) Desarrollo de los módulos respec-
tivos. 
c) Pruebas de los módulos. 
d) Integración en la aplicación final. 
3. RESULTADOS OBTENI-
DOS / ESPERADOS 
Se espera diseñar y desarrollar un soft-
ware abierto que permita la evaluación 
de las propiedades criptográficas y de 
seguridad de secuencias pseudoaleato-
rias binarias procedentes de algoritmos 
criptográficos del tipo Stream Ciphers, 
Block Ciphers o Generadores de Núme-
ros Seudoaleatorios. 
El enfoque propuesto para el desarrollo 
se centra en el estudio e implementación 
de las diferentes técnicas criptoanalíti-
cas aplicables de acuerdo a la bibliogra-
fía, su conjunción y el desarrollo de un 
conjunto de herramientas que permitan 
analizar las propiedades criptológicas. 
Más allá del conocimiento que el equi-
po investigador obtenga de la realiza-
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ción de este proyecto, se espera que el 
software que se desarrolle pueda ser 
empleado por: 
- Administradores de Red que deseen 
probar la afectividad y seguridad de 
algoritmos criptográficos para su 
posterior uso. 
- Investigadores que trabajen sobre 
vulnerabilidades en criptosistemas 
- Organismos de Seguridad Informá-
tica. 
- Docentes del área de Seguridad In-
formática y Criptografía para que 
puedan anexar esta herramienta al 
dictado de sus respectivas cátedras. 
4. FORMACIÓN DE RECUR-
SOS HUMANOS 
Los docentes investigadores participan-
tes del proyecto dictan las asignaturas 
Criptografía y Seguridad Teleinformá-
tica, Matemática Discreta y Paradig-
mas de Programación I, II. Desde esas 
cátedras se invita a los alumnos a parti-
cipar en los proyectos de investigación. 
Es por ello que los alumnos Cabrera 
Ezequiel y Dorado Mariano forman 
parte del proyecto y próximamente se 
sumarán 2 alumnos, cuando UNDEF 
apruebe su incorporación. En particular 
los tres últimos serán postulantes para la 
beca “Estímulo a las Vocaciones Cientí-
ficas” (EVC) otorgadas por el Consejo 
Interuniversitario Nacional (CIN) por 
encuadrarse en las condiciones pedidas. 
Asimismo este proyecto tiene una im-
portante impronta para la formación de 
recursos humanos pues a los 6 investi-
gadores con experiencia se les suman 2 
investigadores que recién inician su ex-
periencia.  
Atendiendo a la responsabilidad ética y 
social que compete a la actividad cientí-
fica y tecnológica, el Grupo Integrante 
de este Proyecto de Investigación, ya 
sea durante su ejecución o por la aplica-
ción de los resultados obtenidos, desea 
expresar su compromiso a no realizar 
cualquier actividad personal o colectiva 
que pudiera afectar los derechos huma-
nos, o ser causa de un eventual daño al 
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El desarrollo de sistemas en la actualidad ha 
mutado, siguiendo la tendencia mundial de 
migración hacia la nube. Se logra mayor 
escalabilidad al construir sistemas con módulos 
distribuidos en la red, en donde el sistema final 
es la combinación de un conjunto de módulos 
distribuidos en la nube. Este concepto ha 
funcionado a lo largo de la historia por medio 
de diferentes arquitecturas tecnológicas  - RPC, 
RMI, etc. - pero, desde hace algunos años, los 
servicios web han sido la arquitectura de mayor 
popularidad. Su independencia de la 
arquitectura tecnológica subyacente junto con 
su aprovechamiento de los protocolos ya 
definidos de internet son algunos de los 
motivos impulsores de su popularidad. 
 En el caso particular de esta investigación, 
el objeto de estudio son los servicios web con 
descripciones en WSDL. La idea de este trabajo 
consiste en detectar y - de ser necesario - 
modificar el nivel de entendimiento que posee 
la descripción de un servicio web para 
minimizar las vulnerabilidades que este pueda 
tener al estar publicado en la nube. Para 
detectar estas vulnerabilidades, es primordial 
primero comprender el servicio web y, por 
ende, su descripción.  
 
En este artículo se describe una línea de 
investigación centrada en facilitar la 
comprensión de Servicios Web mediante el 
análisis de sus especificaciones  WSDL. Este 
análisis sirve como base para el cálculo del 
grado de entendimiento del mismo y, en base a 
esta medida, determinar qué acciones se deben 
tomar, en caso de que corresponda, para 
cambiar su grado de entendimiento ocultando 
vulnerabilidades. 
 
Palabras clave: Web Services, Métricas, 
WSDL, Comprensión, Seguridad. 
Contexto 
La línea de investigación descripta en este 
artículo se desarrolla en el Laboratorio de 
Calidad e Ingeniería de Software (LaCIS) de la 
Universidad Nacional de San Luis (UNSL); y 
se encuentra enmarcada dentro de dos 
proyectos. “Ingeniería de Software: Conceptos, 
Prácticas y Herramientas para el desarrollo de 
software de Calidad”, perteneciente a la UNSL. 
Proyecto reconocido por el programa de 
incentivos y continuación de diferentes 
proyectos de investigación de gran éxito a nivel 
nacional e internacional. También dentro del 
proyecto bilateral con la Universidade do 
Minho (Portugal): “Fortalecimiento de la 
Seguridad de los Sistemas de Software 
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mediante el uso de Métodos, Técnicas y 
Herramientas de Ingeniería Reversa”, 
recientemente aprobado por el Ministerio de 
Ciencia Tecnología e Innovación Productiva 
(Mincyt) y su código es PO/16/93. 
 
Introducción 
Actualmente, con el auge de internet se están 
popularizando los Web Services como 
artefactos de software a partir de los cuales se 
pueden construir sistemas más complejos. 
Haciendo una burda comparación, los web 
services son los ladrillitos Lego® de la 
programación, que al unirse permiten crear 
sistemas mayores y muy potentes.  
 Según la W3C, un Web Service es: “Una 
aplicación de software identificada por una 
URI, cuya interface y enlaces son capaces de 
ser definidos, descriptos y descubiertos como 
artefactos XML. Un web service soporta 
interacción directa con otros agentes de 
software usando mensajes basados en XML 
intercambiados a través de protocolos basados 
en internet”. Muchas organizaciones 
construyen sus sistemas basándose en una 
arquitectura orientada a servicios web, en donde 
algunos de ellos se publican al resto del mundo 
y otros simplemente son utilizados de manera 
interna por sus equipos de desarrollo. Esta 
descentralización permite que cada equipo de 
desarrollo elija la arquitectura que desee para 
construir sus proyectos sin  afectar la 
vinculación con el resto del sistema. La 
interacción entre proyectos se convierte en un 
intercambio de mensajes con la información 
necesaria dentro, sin necesidad de vinculación a 
nivel de arquitectura subyacente más que la 
necesaria a la invocación de los servicios web. 
Es justamente esta vinculación la que planteó el 
desafío más complejo en el mundo de los 
servicios web: de qué manera lograr quitar la 
arquitectura tecnológica subyacente de los  
sistemas para que la interacción no se viera 
afectada?. La creación de protocolos 
específicos de descripción junto al uso de 
protocolos de internet fueron la solución.  
  
La idea de construir un Web Service y que 
pueda ser utilizado por cualquier  otra persona u 
organización en el mundo ha sido posible 
debido a la creación de  estándares y lenguajes 
formales de definición de los mismos. Sin 
embargo, esta alta abstracción en la 
construcción y especificación de los mismos 
dificulta en gran medida su comprensión.  
Comprensión necesaria tanto a la hora de 
realizar tareas de mantenimiento (adaptación, 
arreglo de errores, migración, etc.)  como a la 
hora de analizar las vulnerabilidades que estos 
servicios pueden dejar al descubierto hacia el 
mundo. Es importante recordar que un servicio 
web es una “interfaz” al mundo de un sistema 
de software que puede ser atacado y vulnerado.   
 
Todo Web Service posee una especificación 
que provee la información necesaria para 
invocarlo. Uno de los estándares de descripción 
más conocido es WSDL (Web Service 
Definition Language) [1].  Las especificaciones 
WSDL  son un dialecto XML, con reglas bien 
definidas para especificar cada componente del 
WS. Cuántos parámetros recibe y de qué tipo 
son, qué datos retorna y de qué tipo, qué 
protocolo de internet usa para su comunicación, 
qué operaciones posee, son entre otras tantas, 
características del WS que se encuentran 
especificadas en su WSDL asociado. 
Así como el archivo WSDL sirve para que 
un agente de software o persona pueda 
interpretarlo para usar el servicio web que 
describe, también puede dar información a 
personas no deseadas o incluso exponer 
vulnerabilidades. Más aún si se considera que 
existen herramientas que generan los WSDLs 
de manera automática para un servicio web, con 
lo cual el nivel de atención a la información que 
se publica no siempre se encuentra bajo un 
estricto control. Esto se vuelve más importante 
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para aquellos casos en donde los servicios web 
pertenecen a bancos, tarjetas de créditos, 
servicios de compra/venta online, entre otros. 
Incluso también para los servicios web que no 
se publican, son privados y necesitan mayor 
control y seguridad como los que pertenecen a 
empresas privadas y redes militares. 
 
Empresas competidoras pueden aprender el 
know-how y conseguir copiar el diseño para 
ofrecer servicios similares y competitivos. Pero 
no solo se trata de competencia, los ataques de 
seguridad como espionaje de información, 
suplantación de clientes, inyección de 
comandos y denegación de servicio también 
son posibles ya que los atacantes pueden 
aprender sobre los datos intercambiados y los 
patrones de invocación de los documentos 
WSDL. Si bien la legibilidad de las 
descripciones de los servicios hace que los 
servicios web sean reconocibles, también 
contribuye a la vulnerabilidad del servicio [2]. 
 
Suena lógico entonces analizar la seguridad 
que posee un determinado WSDL para 
controlar la seguridad del mismo. Para 
determinar esto, es necesario primero 
comprender  el SW mediante el análisis de su 
correspondiente especificación WSDL.  
 
Aprovechando la alta estandarización 
presente en el lenguaje WSDL, se pueden 
definir metodologías de comprensión de los 
mismos mediante la extracción y  análisis de la 
información presente en dichas especificaciones 
[3, 4, 5]. A partir de esta información, 
determinar qué tan entendible es un WSDL y 
qué vulnerabilidades puede reflejar. Luego, 
usando diferentes técnicas, se pueden disminuir 
estas vulnerabilidades, ocultándolas o, en casos 
extremos, forzando la reconstrucción del 
WSDL o su SW asociado [6]. 
  
 En este trabajo se extrae información 
aplicando técnicas de compilación, algoritmos 
de análisis de lenguaje natural y técnicas de 
cálculo de indicadores sobre su especificación 
WSDL. Toda esta información se utiliza para, a 
partir del cálculo de métricas propias, 
determinar la dificultad de comprensión  que 
poseen [7, 8]. Además, también se utiliza LSP 
(Logic Scoring of Preference) para  definir 
estructuras  de agregación que le asignen pesos 
a los valores de cada métrica según sea la 
necesidad del ingeniero de software y, en base a 
estos pesos, se obtiene un grado de 
entendimiento global de la especificación 
WSDL [9,10]. Toda esta información se usa de 
base para definir qué partes del WSDL 
muestran vulnerabilidades y, qué 
modificaciones se pueden realizar sobre el 
mismo para mitigar esto. 
 
La organización de este artículo se expone a 
continuación. La sección 2 describe la línea de 
investigación abordada. La sección 3 presenta 
los resultados obtenidos hasta el momento, 
junto con aquellos esperados a corto plazo. 
Finalmente, la sección 4 describe las tareas 
realizadas por los recursos humanos en 
formación. 
 
Líneas de Investigación y Desarrollo 
 El análisis y reducción de vulnerabilidades 
de las especificaciones WSDL posee múltiples 
etapas con su función particular dentro del 
proceso global. En las subsecciones siguientes 
se describen brevemente dichas etapas.  
 
Extracción de Información  
Debido a que las especificaciones WSDL son 
un dialecto XML, se pueden usar técnicas de 
compilación sobre las mismas basadas en los 
parser DOM (Domain Object Model) [11]. Un 
parser DOM construye una representación 
interna del WSDL basada en árboles.  A partir 
de funciones específicamente diseñadas para 
recorrer la representación construida (funciones 
XX Workshop de Investigadores en Ciencias de la Computacio´n 1053
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
transversales) se extrae la información deseada. 
Estas funciones transversales logran extraer los 
identificadores de cada componente (name, type 
element, etc.), la documentación y los 
comentarios presentes en el WSDL.  
   
Cálculo de Métricas 
De la información extraída del WSDL, se 
calculan múltiples métricas, que pueden ser 
lógicamente diferenciadas en los siguientes 
grupos:  
 
● Métricas de tamaño: miden la complejidad 
del WSDL en base a las cantidades de 
componentes de cada etiqueta dentro del 
WSDL, como por ejemplo cantidad de tipos 
complejos, de parámetros, de operaciones, 
de mensajes, entre otras. Esto permite tener 
una idea del tamaño de cada sección 
particular del WSDL y determinar qué tan 
complejo es, a primera vista, su 
comprensión.  
● Métricas de calidad: permiten medir la 
calidad semántica de la especificación 
WSDL. Esto es, que tanta información 
semántica brinda la especificación WSDL 
respecto del WS que representa y que tan 
entendible y comprensible en sí es  dicha 
especificación.  
● Métrica de entendimiento global: usando 
LSP se calcula el grado de entendimiento 
que posee la especificación WSDL de un 
WS [9, 10].  
 
Incrementar la Seguridad 
Toda aplicación web está conformada por 
distintos tipos de información, tanto formal 
como informal. El análisis detallado de la 
misma y el cálculo de métricas permite 
detectar, dado su grado de entendimiento, que 
partes son más susceptibles a los ataques. En 
este punto, es posible definir estrategias que 
permitan subsanar las vulnerabilidades y 
proteger las partes que sean susceptibles de 
ataques [6].  
Utilizando la información extraída del WSDL 
se pueden manipular diferentes partes del 
mismo para mejorar su seguridad disminuyendo 
su nivel de entendimiento. Esto se puede lograr 
mediante la utilización de funciones de 
ofuscación y/o encriptación al realizar las 
modificaciones y/o transformaciones necesarias 
que aumentaran el nivel de seguridad. Estas 
transformaciones pueden ser sobre partes 
específicas del WSDL (identificadores, 
operaciones, etc.) o en la totalidad del mismo. 
Dichas modificaciones dependen del nivel de 
seguridad deseado, partiendo de un nivel básico 
en donde se ofuscan y/o encriptan partes 
específicas del WSDL, como por ejemplo el 
nombre de los identificadores, hasta llegar a un 
nivel máximo en donde se realiza una 
transformación completa del WSDL. 
Resultados Obtenidos/Esperados 
Algunos de los resultados más destacados 
obtenidos por esta investigación son:  
 
● Se definieron y calcularon diferentes 
métricas (cuantitativas y cualitativas) que 
permiten medir la complejidad de los WS.  
● Se utilizó LSP para calcular el grado de 
entendimiento global del WS. 
● Se construyó WSDLUD, una herramienta 
que automatiza el proceso de cálculo de 
métricas, del grado de entendimiento del WS 
usando LSP y la visualización de la 
información.  
● Se definieron métodos y herramientas para la 
reducción de vulnerabilidades del WSDL 
mediante su ofuscación y/o encriptación. 
 
Entre los objetivos planteados a corto y largo 
plazo se pueden mencionar:  
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● Mejorar las técnicas de mitigación de 
vulnerabilidades. 
● Construir una herramienta que, vinculada 
con WSDLUD, permite realizar la 
transformaciones de ofuscación/encriptación 
de manera automática. 
● Ampliar y aplicar el prototipo a 
especificaciones escritas en BPEL debido a 
que este lenguaje es utilizado para la 
ejecución de procesos de negocios.  
● Estudiar, comprender y ampliar el número 
de métodos de encriptación y ofuscación de 
código utilizados. 
Formación de Recursos Humanos 
Las tareas realizadas en el contexto de la 
presente línea de investigación están siendo 
desarrolladas como parte de trabajos para optar 
al grado de Magister en Ingeniería de Software. 
En el futuro se piensa generar diferentes tesis 
de maestría y doctorado a partir de los 
resultados obtenidos de este trabajo. 
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Resumen     
Desde los inicios de la década del 2000, el 
LINTI desarrolla una línea de investigación en 
seguridad, inicialmente, y ciberseguridad en la 
actualidad, que no ha tenido interrupciones. 
Importantes experiencias como CERTUNLP, 
PKIGRID UNLP, entre otras, fueron la 
implementación que ejercitan las actividades de 
investigación que se realizan. La evolución de 
las TICs conlleva situaciones de riesgo que se 
van revelando día a día. Tecnologías 
emergentes habilitan el tratamiento de gran 
cantidad de datos, pero también habilitan su 
exposición. La investigación sobre tendencias y 
comportamientos es una tarea de investigación 
que muchas veces trasciende lo informático. En 
este artículo se afianza la línea de investigación 
existente con la inclusión de nuevos desafíos 
como IoT, forensia, desarrollo seguro de 
aplicaciones, normativa, estándares y buenas 
prácticas, y el habitual compromiso de trasladar 
los resultados de la investigación a la docencia 
y a la extensión, enfocados a formar 
profesionales con habilidades, capacidades y 
conocimientos para entender y administrar 
adecuadamente los sistemas de gestión de la 
ciberseguridad. 
 
Palabras clave: seguridad de la información, 
CSIRTs, Internet de las cosas, forensia, PKI 
Contexto     
La línea de investigación “Ciberseguridad” 
presentada en este trabajo, se inserta en el 
proyecto de investigación "Internet del Futuro: 
Ciudades Digitales Inclusivas, Innovadoras y 
Sustentables, IoT, Ciberseguridad, Espacios de 
Aprendizaje del Futuro" del Programa Nacional 
de Incentivos a docentes-investigadores, que se 
desarrolla en el LINTI de la Facultad de 
Informática de la Universidad Nacional de La 
Plata (UNLP). Este proyecto está acreditado 
por la UNLP y financiado por partidas del 
presupuesto nacional. 
Introducción 
Las Tecnologías de la Información y las 
Comunicaciones (TIC) están incorporadas en 
todos los aspectos de la vida cotidiana. Entre 
otras situaciones, los precios cada vez más 
accesibles de los dispositivos de conexión a 
Internet han permitido su uso masivo, y han 
pasado a ser un accesorio imprescindible en la 
vida de las personas y las organizaciones. 
Ubicuo, instantáneo, actualizado, son adjetivos 
que acompañan el anuncio de los servicios 
tecnológicos. 
No sólo el abaratamiento de los dispositivos ha 
contribuido a esa apropiación: la facilidad de 
uso, que no requiere un alto grado de 
especialización (el período entre la adquisición 
y la puesta en funcionamiento es cada vez más 
corto), la posibilidad de almacenamiento en la 
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 nube terminó con las restricciones de espacio y 
la oferta de aplicaciones en diferentes “stores” 
invitan a la instalación entusiasta.  
Ya no sólo se conectan personas y máquinas: 
Internet de las cosas (Internet of Things, IoT) 
habilita la conexión de las máquinas entre sí, 
sin la intervención de humanos. 
No obstante, todas estas ventajas y beneficios 
pueden transformarse en una verdadera 
amenaza para quienes no tienen recaudos. Robo 
de identidad, grooming, carding, entre otras, 
son situaciones no deseadas que llegaron junto 
con las TICs. 
La promulgación de leyes que contemplan la 
figura del delito informático, ha alimentado la 
esperanza que se condene a quienes lo cometen. 
Pero la determinación de responsabilidades en 
el mundo digital exige un conocimiento 
especializado y experiencia en una disciplina en 
constante evolución. 
Ante una denuncia de un potencial delito, los 
diferentes actores que intervienen necesitan 
recurrir a profesionales con un alto grado de 
especialización no sólo desde el punto de vista 
técnico, sino legal y ético. Esto ha generado una 
demanda de capacidades y competencias que 
habitualmente no están consideradas en los 
contenidos de las currículas. 
Si bien siempre la normativa surge luego del 
uso, un alto grado de sensibilización sobre las 
vulnerabilidades y amenazas en el mundo 
digital ha generado una importante cantidad de 
estándares, buenas prácticas y guías para la 
gestión de la ciberseguridad. Regulaciones y 
directivas sobre los datos, intentan establecer 
pautas claras acerca de la garantía de 
privacidad. 
Al mismo tiempo, la enseñanza basada en 
competencias, tendencia que está presente en 
las Reformas educativas de fines de los 90 en 
algunos países como Francia, Bélgica, hoy ya 
ha alcanzado también a los países 
latinoamericanos (Spiegel, 2008) (IEEE, 2013). 
Estas formas de aprender se ponen en práctica 
en todos los niveles educativos y se aplican 
fácilmente en la educación superior.  
El Laboratorio de Investigación en Nuevas 
Tecnologías Informáticas (LINTI) de la 
Facultad de Informática de la Universidad 
Nacional de La Plata sostiene desde el año 2001 
una línea de investigación, docencia, extensión 
y transferencia en ciberseguridad. La 
publicación de artículos en congresos 
nacionales e internacionales, la participación en 
competencias CTF (Capture the flag) con 
excelentes resultados, la creación de una 
Infraestructura de Clave Pública (Public 
Infrastructure Key, PKI) en el 20061 y su 
continuidad a la fecha, la creación y 
administración de CERT UNLP2, la 
participación en proyectos de Extensión y 
Transferencia, y la actualización constante de 
los contenidos de las asignaturas a su cargo, 
entre otros logros, han permitido contar con un 
equipo de profesionales con alto grado de 
especialización tanto en conocimientos como 
en experiencia, sumado al perfil ético que 
garantizan una formación integral. 
En este contexto de constante desafío se hace 
necesario incorporar contenidos relacionados 
con estas tecnologías emergentes y las 
situaciones de riesgo que conllevan, en 
docencia, investigación, extensión y 
transferencia. 
Líneas de Investigación y Desarrollo 
La ciberseguridad es una temática que es 
transversal a las diferentes ramas de las TICs. 
Redes, bases de datos, autenticación, desarrollo 
de aplicaciones, entre otros, deben dedicar un 
espacio a la ciberseguridad para poder hablar de 
“contextos seguros”. 
La línea de investigación que se describe 
aborda, entre otros: 
 
1. Tendencias en incidentes de seguridad y 
su gestión. Como integrantes del Centro 
de Respuesta a Incidentes de Seguridad 
de la Información de la Universidad 
Nacional de La Plata (CERTUNLP), a 
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 la hora de gestionar los incidentes 
resulta fundamental conocer cuáles son 
los problemas más críticos a los que las 
organizaciones se enfrentan hoy en día 
(Venosa P.,2014), las técnicas que se 
utilizan para llevar a cabo los ataques y 
cómo mitigar los mismos (Francisco 
Javier Díaz,2017).   
2. Forensia digital. La forensia digital 
constituye una etapa fundamental en el 
proceso de gestión de incidentes a la 
hora de investigar las características de 
un incidente, permitiendo obtener los 
detalles de lo que ocurrió y aprender de 
ello. Resulta de gran importancia 
investigar las técnicas utilizadas en el 
análisis forense y seleccionar 
herramientas que den soporte para 
automatizar las tareas asociadas. (Diaz 
J., 2016) 
3. Infraestructura de clave pública PKI. En 
el marco de  Americas Grid Policy 
Management Authority3 (TAGPMA), la 
prestación del servicio de emisión de 
certificados digitales a través de 
PKIGrid UNLP, incluye el estudio de 
vulnerabilidades que surgen en relación 
al manejo de claves, algoritmos, etc, así 
como el análisis de los protocolos, 
procedimientos y herramientas que se 
utilizan a fin de garantizar que la 
gestión de certificados cumple con los 
requisitos de seguridad exigidos. 
4. Seguridad en IoT. La aparición y 
evolución de IoT que trae consigo la 
posibilidad de conectar todo tipo de 
objeto doméstico a las redes, no ha 
requerido grandes cambios en la 
estructura de Internet, ya que varios 
protocolos del stack TCP/IP se 
reutilizan en IoT (IPv6, UDP, TCP, 
HTTP, entre otros). En este marco, es 
necesario que las aplicaciones aseguren 
la confidencialidad, integridad y 
autenticidad de los datos que almacenan 
                                                          
3
 www.tagpma.org 
y se envían entre las diferentes 
componentes. En consecuencia, debe 
proveerse seguridad tanto en dichas 
componentes como en el proceso de 
comunicación entre las mismas, 
teniendo en cuenta las diferentes  capas  
de  red  y   la  sensibilidad  de  los  datos 
 que  las  mismas  manejan. (Diaz J., 
2017) 
5. Desarrollo seguro de software. Para 
entender cómo desarrollar de forma 
menos insegura es necesario conocer 
cuáles son los problemas de seguridad 
que afectan al software, cuáles son las 
consecuencias de que alguien explote 
esos problemas y cuáles son las mejores 
técnicas y herramientas disponibles para 
evitar desarrollar explotable.  
6. Entrenamientos de seguridad. Los CTF 
(Capture the flag)(Vigna, 2014) son 
competencias de seguridad informática 
donde un equipo puede poner en 
práctica sus habilidades para descubrir 
vulnerabilidades, explotarlas así como 
también resolver problemas. Hay dos 
tipos de competencias: 
● CTF – Capture The Flag:  
Competencias de tipo ataque / 
defensa 
● Jeopardy: Competencias tipo 
pregunta / respuesta, donde se 
presentan distintas categorías de 
desafíos, como ser: forensia, 
esteganografía, criptografía, 
redes, explotación web, etc. 
7. Normativa, marcos referenciales y 
buenas prácticas. Es sabido que la 
normativa se define luego del uso. Los 
estándares genéricos son la base para la 
elaboración de normativa en general, 
políticas y estrategias. Enunciadas 
tendencias acerca de regular la 
privacidad se hacen realidad como es el 
caso de European General Data Privacy 
Regulation (EU - GDPR)4, con fecha de 
                                                          
4
 https://www.eugdpr.org/ 
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 aplicación en Mayo del corriente año. 
Conceptos como anonimización 
(anonymization) y pseudo-
anonimización (pseudo-anonymization) 
empiezan a preocupar a los 
administradores de big data. Evidencia 
del interés es esta línea de trabajo son 




Como principales objetivos se plantean: 
- Consolidar la línea de investigación en 
ciberseguridad y su aplicación en la docencia y 
la extensión, trabajando sobre los temas 
emergentes asociados a las metodologías y 
paradigmas que surgen día a día. 
- Promover las prácticas en lo que hace a 
tener en cuenta la seguridad en todas las etapas 
del ciclo de vida del desarrollo, de los servicios  
y de la gestión de la organización. 
- Transmitir la experiencia adquirida en 
los distintos proyectos y actividades a los 
alumnos de las cátedras de grado y postgrado 
con contenidos afines de nuestra Facultad. 
- Realizar actividades de difusión, 
capacitación y sensibilización en el uso del 
espacio digital con la comunidad, relacionados 
con las problemáticas actuales que los 
involucran. 
- Conformar un equipo interdisciplinario 
para el análisis de situaciones que trascienden 
lo del mundo de las TICs, para evaluar 
tendencias y propuestas de sensibilización en el 
uso del espacio digital. 
 
Partiendo de esos objetivos y dentro de las 
temáticas y proyectos descritos en secciones 
anteriores se ha arribado a los siguientes 
resultados: 
- Como parte del proyecto vinculado al 
Centro de Excelencia en Ciberseguridad de la 
ITU5, del que formamos parte, se han diseñado 
                                                          
5
 
los cursos “Ciberseguridad: primeros pasos de 
un gran desafío” y “CSIRT: coordinando 
prevención, detección, manejo de incidentes, 
respuesta y mitigación de ciberataques”, que 
son parte de la oferta de formación para el año 
2018. En mayo de 2018 se realizará el 
Cyberdrill6 de la ITU y la UNLP será anfitrión. 
El equipo de Ciberseguridad de la UNLP será el 
organizador. 
- También a partir de la investigación en 
esta línea se han armado y dictado varias 
iniciativas en 2017: un taller de seguridad en 
IoT en el marco del curso de Postgrado 
“Internet de las cosas”; un taller de seguridad 
Informática en la UNNOBA, dirigido a 
docentes, graduados y alumnos avanzados; y se 
ha organizado una jornada de seguridad en la 
Facultad de Informática de la UNLP en el 
marco de la semana de la seguridad informática 
en noviembre de 2017. 
- Desde el año 2017 se planificaron y 
realizaron encuentros semanales en los que un 
grupo de docentes y alumnos trabajan en 
temáticas relacionadas a las competencias de 
seguridad, intercambiando experiencias 
adquiridas en los últimos concursos en los que 
hubo participación y estudiando nuevas 
metodologías. Esta actividad se enmarca en los 
grupos de interés definidos por la Secretaría de 
Innovación de la Facultad. 
 
Formación de Recursos Humanos 
El equipo de trabajo que lleva adelante estas 
líneas forma parte del LINTI.  El mismo está 
formado por docentes/investigadores de la 
Facultad de Informática de la UNLP. En el 
marco de sus actividades, tiene entre sus 
funciones la dirección de tesis relacionadas con 
las temáticas en las que trabaja. 
Ese equipo ha dirigido varias tesinas de grado 
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 en la presente línea de investigación. Aquéllas 
que se han finalizado en el último año han sido: 
“Análisis y mejoras de seguridad a una 
aplicación prototipo en IoT” del alumno Bruno 
Pertini, “Análisis e implementación de RPZ” 
del alumno Matías Ferrigno, “Uso de 
smartphones para auditar la seguridad de redes 
inalámbricas” de los alumnos  Juan Ignacio 
Bernal y Alejandro Zurita (Venosa P.,2017) y 
“Ampliación y mejora de servicios en la 
infraestructura de clave pública para e-ciencia 
de la UNLP (PKIGrid UNLP)”. de los alumnos 
Guido Celada y Juan Manuel Filandini. 
Además como trabajo final de la cátedra 
Seguridad y Privacidad en Redes de la cual dos 
docentes de este grupo forman parte, dos 
alumnos han investigado sobre el protocolo 
LORA y el análisis de su seguridad, 
continuando con temáticas de seguridad en IoT 
a fin de fortalecer este eje de investigación. 
En el marco del proceso de formación continua 
del equipo, el profesor Nicolás Macia, ha 
presentado su tesis para obtener el título de 
Magister en Redes de Datos de la UNLP, 
realizando el trabajo titulado “Diseño y 
desarrollo de un mecanismo más seguro de 
manejo de sesiones web”. Finalmente, la 
profesora Lía Molinari ha expuesto su tesis 
doctoral titulada "Modelo de Gestión para la 
Prevención de Lavado de Activos (PLA) en el 
sector de juegos de azar”. Este trabajo plantea 
un enfoque orientado al riesgo basado en 
diferentes marcos referenciales y estándares en 
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En los últimos años, se desarrollaron muchas 
aplicaciones acompañando el rápido avance de las 
telecomunicaciones. Una de ellas es la 
telemedicina por medio de la cual los médicos 
pueden transferir y compartir los datos digitales de 
los pacientes en forma remota para determinar un 
diagnóstico definitivo. Actualmente, la 
información médica que se almacenaba en el 
centro de salud se lleva a la nube. Por lo tanto, es 
esencial proteger los datos médicos 
intercambiados, especialmente cuando se utiliza 
una plataforma de Cloud Computing donde la 
seguridad es un problema importante. Hay que 
garantizar que las imágenes médicas se puedan 
compartir en forma segura preservándolas de 
cualquier intento de distorsión. Como así también 
proporcionar privacidad en las cadenas de datos de 
los Registros Electrónicos de los Pacientes o 
Electronic Health Records (EHR).  
En este trabajo, nos dedicamos a explorar y obtener 
conocimientos teóricos sobre marcos de trabajo de 
plataformas de Health Cloud Computing que 
permitan alojar imágenes médicas con inserción de 
Marcas de Agua en los EHRs. La finalidad de este 
trabajo de campo es seleccionar y probar 
plataformas de Health Cloud Computing. 
Posteriormente elaborar una comparación 
cuantitativa y cualitativa de sus características 
principales, y recomendar cuáles son las 
plataformas más seguras y adecuadas.    
 
Palabras clave: seguridad informática, 
watermarking, imágenes digitales, cloud 
computing, telemedicina. 
II. CONTEXTO 
El presente trabajo se realiza en el Laboratorio 
de Investigación de Software, Departamento de 
Ingeniería en Sistemas de Información de la 
Facultad Regional Córdoba de la Universidad 
Tecnológica Nacional. En el marco del Proyecto 
“Análisis comparativo entre Plataformas de Cloud 
Computing, para el caso de almacenamiento de 
imágenes médicas con marcas de agua” acreditado 
y financiado por la Secretaría de Ciencia y Técnica 
de Código: CCUTNCO0004961. El cual se lleva a 
cabo en el Laboratorio de Investigación de 
Software de la Facultad Regional Córdoba de la 
Universidad Tecnológica Nacional (Argentina). 
La temática de watermarking ha sido presentada 
por los cuatro primeros autores en los Proyectos 
homologados por SeCyT-UTN PID, “Marcas de 
Agua múltiples en imágenes digitales fijas para 
autenticación y detección de adulteraciones”. 
Código SCyT – UTN1166, 2010-2011, Resolución 
26/10, 2010 SCyT del Rectorado de UTN y 
“Marcas de Agua Seguras en Imágenes para 
identificación del propietario”. Proyecto ID 
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 promocional. Código SCyT- UTN EIPRCO753, 
2008-2009, Resolución 75/08 SCyT del Rectorado 
UTN. 
La segunda y la tercera autora han publicado en 
la Revista de la FCEFyN de la UNC un artículo de 
difusión de marcas de agua. "Marcas de Agua: una 
Contribución a la Seguridad de Archivos 
Digitales". Revista de la Facultad de Ciencias 
Exactas, Físicas y Naturales de la UNC. ISSN 
2362-2539 (Versión electrónica). Año 3 – Nº 1 
(2016). 
III. INTRODUCCIÓN 
En la etapa actual, la investigación se centra en 
el análisis del problema de seguridad de la 
información contenida en las imágenes médicas 
cuando estas son alojadas en un framework de 
Cloud Computing.  
Cloud Computing es un mecanismo que creció 
en los últimos años, basado en la Web que permite 
escalar y virtualizar recursos de TI que son 
proporcionados como servicios a través de la red. 
Características inherentes y esenciales que deben 
ser provistas por las aplicaciones de cloud 
computing son: servicio bajo demanda, acceso 
ubicuo, escalabilidad, elasticidad, independiza al 
usuario del mantenimiento y pago por uso, siendo 
la seguridad todavía un desafío [1] [2]. 
Por otra parte, en los últimos años se ha logrado un 
progreso significativo en el uso de tecnologías de 
comunicación para almacenar y distribuir datos 
médicos bajo formatos digitales [3].  
El uso de las mismas no es seguro cuando los 
datos, médicos o de otro origen, circulan 
libremente por redes abiertas como Internet, 
expuestos a que los mismos sean alterados o mal 
utilizados. Esto sucede especialmente cuando se 
emplean servicios de teleconsulta o 
telediagnóstico, que se están difundiendo por todo 
el mundo con el aporte de las Tecnologías de 
Informática y Comunicaciones. Un esquema de 
implementación se muestra en la Figura 1. 
 
 
Figura 1. Típica red de telemedicina 
 
La necesidad de tomar medidas de seguridad se 
incrementó con el almacenamiento de información 
médica en la nube.  
Almacenar en la nube es una buena alternativa ya 
que permite a los centros médicos desentenderse 
del hardware y software usado, pero conlleva un 
mayor riesgo de violación de autenticidad e 
integridad en los registros del paciente. La 
confidencialidad de los datos es una necesidad 
ética en el campo de la salud. La tecnología de 
encriptación clásica es una herramienta importante 
que puede y debe ser utilizada para proteger los 
datos transmitidos en redes de computadoras [4], 
pero no es suficiente para solucionar todos los 
problemas de protección de datos digitales.  
Además se debe considerar que, en la 
actualidad, los sistemas de información no son 
centralizados, sino distribuidos y que, por lo tanto, 
el control también debe estar distribuido. La 
protección primitiva que controlaba el acceso, 
mediante claves, hoy no es suficiente. 
 El watermarking o marcado de productos 
multimedia, imágenes, videos, audio, gráficos, 
etc., se empezó a desarrollar desde la década del 90 
como forma de protección de propiedad intelectual 
[5]. Consiste en embeber bits en el archivo, sea 
imagen, video o audio, de forma visible (audible) 
o invisible (no audible). Estos bits extra 
constituyen la marca y en las primeras 
implementaciones permitían identificar al 
propietario, utilizándose posteriormente para 
alcanzar otros propósitos como detección de 
adulteraciones, aseguramiento de integridad e 
incorporación de metadatos. Esta técnica se utilizó 
posteriormente para conseguir otros propósitos 
como detección de adulteraciones, aseguramiento 
de integridad e incorporación de metadatos. Así, 
en estos días, la marca de agua aparece como un 
medio eficiente para asegurar integridad y verificar 
autenticidad. Actualmente, se está adaptando esta 
técnica para imágenes médicas, siendo de 
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 particular interés el embebido de los datos médicos 
del paciente en sus imágenes personales [6]. 
Resultados experimentales, mostraron que la 
aplicación técnica de marcas de agua a este tipo de 
imágenes las tornaron más resistentes a varios 
tipos de ataques [7]. Las amenazas, como la 
destrucción de sistemas de software y violación en 
los accesos, están surgiendo con frecuencia en la 
plataforma de la nube, por lo que se hace 
absolutamente necesario tomar medidas para 
contrarrestarlas [8] [9]. 
Las imágenes médicas son almacenadas por los 
siguientes dos propósitos: 
 Diagnóstico 
 Base de Datos (almacenamiento a largo 
plazo) 
Las imágenes deben ser guardadas 
perfectamente sin ninguna pérdida de información 
antes de que el médico haga su diagnóstico. Deben 
ser almacenadas sin compresión o comprimidas 
mediante un algoritmo que no pierda información. 
 
Al comienzo de los años 80 apareció el PACS 
(Picture Archiving and Communication System/ 
Sistema de Comunicación y Almacenamiento de 
Imágenes). Inicialmente, los PACS se 
desarrollaron para cubrir necesidades específicas, 
tales como adquisición de datos y visión de estos 
en estaciones de trabajo de poca capacidad [10]. 
Rápidamente se extendieron en las instituciones 
médicas, pero presentaban problemas de 
interoperabilidad ya que eran desarrollados en 
forma independiente por distintos proveedores que 
seguían sus propias reglas. Surgió entonces la 
Norma DICOM (Digital Imaging and 
Communications in Medicine), desarrollada por el 
ACR (American College of Radiology) en 
conjunto con NEMA (National Electrical 
Manufacturers Association) [11]. Tras varios 
intentos se aprobó en 1993 y sufre una 
actualización constante. Esta norma define el 
acceso a la web, la estructura de intercambio, las 
capas de comunicación de datos y los comandos 
para manejo de imágenes médicas que deben 
respetar todos los fabricantes para obtener 
interoperabilidad. Su aceptación hizo que se 
“dicomizaran” los PACs. Actualmente los 
fabricantes de equipos para imágenes médicas 
siguiendo indicaciones de la norma los acompañan 
de un CS (Conformance Statement) que asegura 
que cumplen con la misma. Esta norma permite el 
acceso remoto a archivos en formato DICOM 
(extensión dcm) utilizando los ya clásicos 
protocolos TCP/IP, emplean el Protocolo HTTP 
(Hypertext Transfer Protocol) o  HTTPS 
(Hypertext Transfer Protocol Secure). Si bien 
aseguró interoperabilidad entre los distintos 
sistemas y demostró cierta flexibilidad en entornos 
que manejan imágenes médicas, no hizo un aporte 
significativo a la seguridad ni al acceso de datos 
por fuera de instituciones médicas 
 
En 1996, se dictó en EEUU, la HIPAA (Health 
Insurance Portability and Accountability Act) que 
indica qué requisitos se deben cumplir para las 
transacciones de datos de salud con el objetivo de 
que los datos médicos se almacenen y se puedan 
recuperar a largo plazo, evitando abusos y fraude. 
Microsoft en 2007 y Google en 2008 ofrecieron 
portales Health a los usuarios que querían que sus 
EHRs estuvieran disponibles para sus servicios de 
salud y para ellos mismos. En 2010, IBM y Aetna 
en conjunto anunciaron un nuevo uso de la 
plataforma de cloud computing de IBM diseñada 
para ayudar a los profesionales de la salud a 
acceder rápidamente a la información del paciente: 
registros médicos, recetas, y datos de laboratorio 
recolectados de múltiples fuentes para crear un 
registro detallado del mismo. Se estima que en el 
año 2020 el 80% de los datos se habrá mudado a la 
nube. El uso de estas plataformas y otras permite a 
los centros médicos desentenderse de problemas 
técnicos (actualización y mantenimiento de 
software y hardware), económicos y legales 
relacionados al manejo de datos lo que le conviene 
más allá de los riesgos que corre. Entre los 
inconvenientes se encuentra su latencia, la 
dificultad para tener el servicio disponible todo el 
tiempo, y la seguridad [12]. Se debe tener 
especialmente en cuenta que los datos 
almacenados en la nube son vulnerables a ataques 
internos. La identidad y ubicación de 
intermediarios y de los proveedores de servicio 
está disimulada, oculta, por la nube.  
 
La importancia del watermarking en imágenes 
médicas ya se destacaba dos décadas atrás [13], y 
sigue considerándose en la actualidad [14]. Es de 
particular interés que se embeban los datos del 
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 paciente en sus imágenes médicas personales. Las 
amenazas, como la destrucción de sistemas de 
software y violación en los accesos, están 
surgiendo con frecuencia en la plataforma de la 
nube, por lo que se hace absolutamente necesario 
tomar medidas para contrarrestarlas.  
Se recomienda en telemedicina, la combinación 
de watermarking con técnicas de criptografía 
clásicas [13-17]. La encriptación puede impedir 
problemas en los nodos intermedios, pero no en los 
puntos finales que deben poder desencriptar los 
datos y si el proveedor del servicio confía, a su vez, 
en otros proveedores entonces los datos del usuario 
pueden ser leídos por muchas entidades en la nube. 
Lo que se precisa para incrementar la confianza en 
la nube siguiendo esta línea de razonamiento es 
algún mecanismo que pueda detectar y castigar 
cualquier problema relativo a la confidencialidad. 
El usuario final debe confiar en la entidad que 
administra los EHR (sea Azure, Amazon, Google 
Health, Microsoft Health Vault u otro proveedor 
de nube). El administrador de EHR debe tener los 
medios para detectar y castigar las violaciones a la 
confidencialidad que se hubieran producido. Las 
nuevas técnicas deben tratar especialmente de 
mitigar los riesgos de que la información sufra 
ataques internos en la nube [18]. 
La propuesta actual de investigación consiste en 
realizar una comparación entre diversas 
plataformas de cloud computing para alojar 
imágenes médicas marcadas mediante un 
mecanismo que combine watermarking y 
encriptación para lograr seguridad, integridad y 
autenticidad de datos médicos. Se propone utilizar 
un sistema de archivos distribuidos Hadoop, usar 
MapReduce, modelo de programación para el 
manejo de grandes bases de datos [19]. 
IV. OBJETIVOS Y LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
El proyecto se inscribe dentro de los 
lineamientos de investigación en Seguridad 
Informática.  
Para el desarrollo de este trabajo de 
investigación se aplicará el método empírico-
analítico, que se basa en la experimentación y en 
la lógica empírica, junto a la observación de 
plataformas de Nubes para alojar imágenes 
médicas con marcas de agua. 
 
El objetivo de este proyecto de investigación es 
analizar el estado del arte de cloud computing para 
servicio de almacenamiento de imágenes médicas 
con marcas de agua y difundir los resultados 
obtenidos para realimentar el proceso de desarrollo 
de los algoritmos de watermarking. 
V. MATERIALES Y MÉTODOS 
En nuestra investigación proponemos hacer 
frente al problema de la seguridad de los datos 
contenidos en imágenes médicas alojadas en Cloud 
Computing, utilizando la técnica de marca de agua 
en el EHR. Luego se envía la imagen con marca de 
agua al proveedor de la Nube. En particular se 
trabajará con imágenes médicas en formato dicom 
y con marcas reversibles indetectables. 
Es común que una imagen médica sea 
diagnosticada antes de que la misma sea 
almacenada en un almacenamiento a largo plazo, 
de este modo la parte significativa de la imagen, 
conocida como ROI (Region of Interest), es 
determinada en ese momento, con lo que el 
embebido de información extra se puede hacer 
fuera de esta zona.  
VI. FORMACIÓN DE RECURSOS HUMANOS 
El grupo está compuesto por una Directora, 
cuatro profesores investigadores de apoyo, tres 
ingenieros aspirantes a incorporarse a la carrera de 
investigador y un estudiante investigador de la  
carrera de Ingeniería en Sistemas de Información. 
Este proyecto contribuirá a la formación y 
crecimiento de la carrera de investigador de los 
integrantes del mismo. 
Además existe la colaboración de una docente 
investigadora de la FCEFyN-UNC. 
El desarrolla tareas de investigación en el 
Laboratorio de Investigación de Software (Lis). 
Se dirigirán trabajos finales sobre la temática 
abiertos a estudiantes de Ingeniería en Sistemas de 
Información. 
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RESUMEN 
 
 Internet of Things (IoT, siglas en 
inglés) es una innovación tecnológica con 
gran auge en la actualidad debido a la 
incorporación en múltiples sectores en la 
sociedad como en la salud (Smart Health), en 
la educación (Smart Education), en el hogar 
(Smart Home), en el transporte (Smart 
Transport), en la seguridad (Smart Segurity),  
en las ciudades (Smart City), entre otros 
sectores. IoT permite interconectar objetos 
integrados físicos (Smart Object) en 
diferentes redes de comunicación 
transmitiendo y recibiendo información. Sin 
embargo, debido a su evolución exponencial 
surge la problemática de la seguridad y 
privacidad que afecta directamente en el 
desarrollo y mantenimiento de la utilización 
sostenible de IoT. 
 En este trabajo se describe la línea de 
investigación que aborda el estudio y análisis 
de seguridad en IoT. Dicho estudio se 
fundamenta en el análisis de la seguridad en 
las diferentes capas de la arquitectura de la 
misma.  
 
Palabras Claves: Internet of Things, Objetos 




 La presente línea de investigación se 
enmarca en el Proyecto (PO/16/93) de 
“Fortalecimiento de la Seguridad de los 
Sistemas de Software mediante el uso de 
Métodos, Técnicas y Herramientas de 
Ingeniería Reversa”. Realizado en conjunto 
con la Universidade do Minho Braga, 
Portugal. Recientemente aprobado por el 
Ministerio de Ciencia Tecnología e 
Innovación Productiva (Mincyt). Y por el 
Proyecto (P-031516.) de Investigación: 
“Ingeniería de Software: Conceptos, 
Prácticas y Herramientas para el Desarrollo 
de Software con Calidad” de la Facultad de 
Ciencias Físico Matemáticas y Naturales, 
Universidad Nacional de San Luis. Dicho 
proyecto es la continuación de diferentes 
proyectos de investigación a través de los 
cuales se ha logrado un importante vínculo 
con distintas universidades a nivel nacional e 
internacional. Además, se encuentra 




 Denning [1] definió la seguridad de 
los datos como la ciencia que estudia métodos 
de protección de datos en los sistemas de red, 
e incluye controles criptográficos, controles 
de acceso, controles de flujo de información, 
controles de inferencia y procedimientos para 
respaldo y seguridad. La seguridad en 
sistemas basados en IoT implica no sólo 
proteger datos, claves criptográficas y 
credenciales. Es por esto, que estos sistemas 
son propensos a un amplio abanico de 
amenazas y desafíos  en cuanto a la seguridad.  
 En IoT, los objetos físicos como por 
ejemplo automóviles, televisores, aires 
acondicionados, etc. que nos rodean son 
identificables de forma única y están 
interconectados [2]. A través de la red de 
comunicación los objetos se conectan entre sí 
recolectando información útil entre ellos. La 
información es transmitida a los diferentes 
dispositivos que tomarán acción ejecutando 
una tarea.  
 Debido a la aceptación de la 
incorporación de estos dispositivos integrados 
interconectados en la sociedad, se espera que 
para el 2020 [3] existan alrededor de 25 mil 
millones de objetos interconectados en la red 
mundial. En este marco, surgen amenazas de 
seguridad y privacidad poniendo a todos esos 
dispositivos en alto riesgo de vulnerabilidad, 
haciendo que dichos dispositivos funcionen 
beneficiando a los atacantes y no para el fin 
que se espera sean utilizados. Por esto, esta 
línea de investigación se centra en detectar, 
encontrar y proponer soluciones que sean 
adecuadas para reducir las amenazas que 
estos dispositivos pueden sufrir debido a su 
fácil  acceso y manipulación [4].  Analizar y 
garantizar la seguridad en los dispositivos es 
una tarea prioritaria ya que los mismos tienen 
un impacto directo en la vida de los usuarios 
pudiendo invadir su privacidad. Para llevar 
adelante esta tarea, se requiere analizar y 
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garantizar la existencia de una infraestructura 
de seguridad correctamente definida, 
protocolos que limiten las posibles amenazas 
relacionadas con la escalabilidad, 
disponibilidad y seguridad en IoT [5]. 
 
La línea de investigación comprende los 
principales lineamientos de: 
 
 Seguridad: Se centra en el estudio de los 
ejes fundamentales de la seguridad en IoT.  
 Arquitectura: Se estudia cada capa y las 
problemática de la seguridad que pueden 
ocurrir en dichas capas.  
 Modelos de Seguridad: Se estudian 
diferentes modelos de seguridad que 
permiten contrarrestar las vulnerabilidades 
producidas en la diversidad de 
dispositivos en el mercado de IoT.  
 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
 
2.1 Seguridad en IoT 
 
 Los principales objetivos de seguridad 
en IoT son garantizar mecanismos de 
autenticación de identidad adecuados y 
proporcionar confidencialidad sobre los datos. 
Un modelo conocido para desarrollar 
mecanismos de seguridad  en IoT se basa en 
tres áreas: 
 
 Confidencialidad de Datos:  Es la 
capacidad de proporcionar confianza y 
tranquilidad al usuario sobre la privacidad 
y confidencialidad de sus datos los cuales 
deben estar protegidos en su totalidad. 
Para esto se utiliza los mecanismos como 
el de cifrado de datos, verificación de dos 
pasos, entre otros. 
 Integridad de Datos: Se refiere a la 
protección de datos relevantes, de hackers 
o de interferencias externas que se pueden 
producir durante la transmisión y 
recepción de datos que impide ser 
manipulados a menos que se detecte la 
amenaza a tiempo [7]. El Checksum y 
Cyclic Redundancy Check (CRC), entre 
otros, son mecanismos que garantizan esta 
actividad. 
 Disponibilidad de Datos: Garantiza el 
acceso inmediato a sus recursos de 
información a la parte autorizada no sólo 
en condiciones normales sino también en 
condiciones adversas. Métodos de copia 
de seguridad de redundancia y 
conmutación por error que proporcionan 
la duplicación de los componentes del 
sistema en condiciones de falla del 
sistema o diversos conflictos del sistema 
que garantizan la fiabilidad y 
disponibilidad de los datos. 
 
2.2 Arquitectura en IoT 
 
 En la Figura Nº 1 se observa la 
arquitectura general de IoT que está 











Figura Nº1 Arquitectura general de IoT 
 A continuación se describen las 
diferentes partes que componen la 
arquitectura de IoT. 
 Capa de Percepción (CP): Realiza la 
identificación de objetos. Recompila datos 
a través de sus sensores [7]. La seguridad 
se ve afectada debido a los sensores 
empleados en esta capa de percepción que 
son, generalmente, de diferentes 
tecnologías, por ejemplo los sensores 
RFID los cuales están expuesto a 
amenazas de: 
Etiquetas: La falta de un mecanismo 
de autentificación adecuado en la 
mayoría de los RFID, permite el 
acceso de etiquetas sin estar 
autorizados. Lo que permite realizar 
lecturas, modificaciones e 
eliminaciones de datos [8]. 
 Clonación de Etiquetas: Se crea una 
 réplica de la etiqueta y se compromete 
 
 
Capa de Percepción (CP) 
   Capa de Red (CR) 
Capa de Nivel Medio (CNM) 
Capa de Aplicación (CA) 
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 de manera tal que lector no pueda 
 distinguirla de la etiqueta original [9]. 
 Spoofing: Se difunde información 
 falsa  en los RFID haciendo parecer 
que  la fuente es original [10]. De esta 
forma  el sistema se vuelve vulnerable.  
 Capa de Red: Transmite datos obtenidos 
de la capa de percepción a través de 
Internet, red móvil o  cualquier otro tipo 
de red de comunicación confiable [11]. 
Las problemáticas de en la capa se red 
son:  
 Ataque Sybil: A un único nodo se le 
da  múltiples identidades. Esto hace que el 
 sistema de cómo resultado 
información  incorrecta [12]. 
Ataque de Privación de Sueño: 
 Mantiene a los nodos encendidos  
agotando la batería lo que lleva a que 
 los nodos se apaguen [13]. 
 Inyección de Código: Se inyecta 
 código malicioso en un nodo. Esto 
 podría provocar tener el control de la 
 red [14]. 
 Capa de Nivel Medio: Es la encargada de 
garantizar el mismo tipo de servicio entre 
los objetos físicos conectados [15]. Los 
problemas de seguridad  se producen en el 
canal de comunicación. Problemas de: 
Acceso no Autorizado: Podría ser 
 fatal para el sistema ya que el atacante 
 puede prohibir el acceso a servicios 
 relacionados de IoT, o incluido 
eliminar datos sensibles del sistema.  
 Ataque DoS: Ocasiona el apagado del 
 sistema haciendo que los servicios no 
 se encuentren disponibles.  
 Capa de Aplicación: Es la encargada de 
las aplicaciones de IoT provenientes de 
los más diversos tipos de industrias, como 
por ejemplo, Smart Hospital, Smart City, 
Smart Transportation, entre otros [16]. La 
seguridad de esta capa se encuentra 
afectada por: 
 Inyección de código malicioso: 
 Inyectar código malicioso en el 
sistema  para robar algún tipo de 
información. 
 Ataque de denegación de servicio 
 (DoS): Intenta romper el sistema 
 defensivo y por lo tanto la privacidad 
 de los datos del usuario, mientras 
 engaña a la víctima haciéndole creer 
 que el ataque real está sucediendo en 
 otro lugar.  
 Ataque de Spear-Phishing: Suplanta 
 el correo electrónico en el que la 
 víctima, una persona de alto  rango, es 
 atraída a abrir el correo electrónico a 
 través del cual el adversario obtiene 
 acceso a las  credenciales de esa 
 víctima y luego, con un pretexto, 
 recupera información  más 
 confidencial. 
 
2.3 Modelos de Seguridad en IoT 
 
La seguridad del software es la ciencia y 
el estudio de la protección de software 
(incluyendo datos de software) contra el 
acceso no autorizado [17, 18, 19]. Existe 
diversos principios, enfoques y técnicas para 
mejorar la seguridad del software de 
amenazas como, por ejemplo, ataques de 
overflow de buffer [20], ingeniería inversa y 
alteración [21], entre otros [22]. Existen 
modelos que permiten contrarrestar e 
identificar las amenazas:  
 Modelo de Amenaza de Red: El atacante 
intenta obtener acceso privilegiado  que le 
permita realizar acciones maliciosas [23,  
24, 25, 26, 27] como, por ejemplo lanzar 
otros ataques, consumir recursos o 
recolectar información.  
 Modelo de amenaza interna: El hacker 
cuenta con algún nivel de privilegios ya 
sea en la red o en hardware que ejecuta la 
aplicación de destino. Esto le permite 
obtener acceso a datos sensibles los cuales 
puede alterar y/o realizar un hurto de los 
mismos. 
 Modelo de amenaza de host no 
confiable: El hacker es local y  cuenta 
con todos los privilegios. El hacker puede 
eliminar restricciones que hubieran hecho 
para que que el sistema se encuentre en un 
estado estable, eliminar la protección 
contra copia, hurto de información 
relevante, manipular la licencia de datos o 
de la aplicación. 
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El trabajo de investigación de esta línea  
permitió obtener los siguientes resultados: 
 
 A partir del estudio y análisis de los 
dispositivos digitales basados en la 
tecnología IoT se detectó diversas 
vulnerabilidades que pueden ser 
contrarrestadas utilizando métodos 
técnicas y herramientas centradas en la 
seguridad de los dispositivos.  
 
 El estudio de la arquitectura de IoT 
permitió determinar las amenazas 
(perdida de datos, manipulación de 
datos, perdida de privacidad, etc.) 
producidas en cada capa. A fin de 
reducir estas inseguridades deben ser 
consideradas en los dispositivos IoT. 
 
 Se determinó la existencia de 
diferentes modelos para detectar 
amenazas que permiten contrarrestar 
la seguridad de software.  
 
Los investigadores de esta línea pretenden 
a través de investigaciones sustanciales sobre 
medidas de privacidad y seguridad, 
evoluciones de riesgo, arquitectura, 
problemas de autentificación, entre otros,  
proporcionar respuestas a problemas abiertos 
en este campo del Internet of Things antes de 
que sean implementados e incorporados a la 
sociedad. Así como desarrollar métodos, 
técnicas y herramientas que ayuden, en un 
mayor grado, al desarrollo estable de 
tecnologías seguras en este campo de 
investigación tan amplio del Internet of 
Things.   
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
 
El equipo de profesionales de la UNSL que 
forman parte de la línea de investigación de 
este trabajo llevan adelante diferentes trabajos 
finales integradores de Ingeniería en 
Informática, Ingeniería en Computación, 
Licenciatura en Ciencias de la Computación, 
y en un futuro próximo trabajos finales de 
especialización, tesis de maestría y doctorado. 
En particular, las investigaciones 
desarrolladas en este trabajo forman parte del 
lineamiento inicial de una tesis doctoral de 
uno de los autores para optar al grado de 
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9Laboratorio de Investigación de Ambientes Ubicuos 
 
Resumen 
El objetivo de este proyecto es mejorar los 
diferentes procesos que se efectúan en las 
instituciones educativas mediante la 
aplicación de las tecnologías de la 
información y la comunicación. En particular, 
se enfocará en la exploración y explotación de 
las tecnologías de la computación ubicua [1], 
direccionando la labor investigativa a 
mLearning.  
Con el fin de explorar las posibilidades que 
brinda el cómputo móvil en el contexto 
educativo, se efectuará el trabajo 
experimental en la Facultad de Ingeniería - 
UNLPam, contando con un escenario de 
aplicación real. 
Como parte del trabajo de investigación se 
realizarán diferentes tareas: 
 Indagar el potencial de la tecnología 
móvil en el ámbito educativo. 
 Analizar diferentes herramientas 
tecnológicas móviles en ambientes 
educativos. 
 Entrevistar a los diferentes actores en 
su ámbito laboral cotidiano. 
 Identificar diferentes escenarios de 
trabajo que muestren aspectos móviles 
en las actividades de sus actores. 
 Documentar el proceso de 
investigación. 
 Presentar en diferentes congresos de 
carácter nacional e internacional los 
resultados alcanzados. 
 Confeccionar aplicaciones móviles de 
interés educativo. 
 Difundir y capacitar a instituciones 
interesadas en utilizar las aplicaciones 
desarrolladas.  
 
El proyecto trata de determinar la utilidad real 
de los dispositivos móviles en el ámbito 
educativo con el objetivo de establecer una 
implementación a gran escala. 
 
Palabras claves: Aprendizaje Móvil. 
Dispositivo Móvil. Aprendizaje Colaborativo. 
 
Contexto 
Tipo de Investigación: Aplicada 
Campo de Aplicación Principal: 7 1802 
Computación, 7 1803 Comunicaciones. 
Campos de Aplicación posibles: 13 1040 
Ciencia y Tecnología, 7 4399  Otras –
Educación – Tecnología Aplicada a la 
Educación 
Institución que Coordina el Proyecto: 
Facultad de Ingeniería, Universidad Nacional 
de La Pampa. 
 
Introducción 
En ambientes con necesidades de 
representación y manejo de conocimiento 
como el ámbito educativo existen múltiples 
necesidades: desarrollo de contenido 
bibliográfico digital, implementación  de 
programas que permiten la comunicación a 
través de variados dispositivos tecnológicos 
móviles, almacenar y distribuir el material 
educativo en variados formatos y diferentes 
plataformas, atender permanentemente a los 
actores involucrados dando respuesta a las 
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necesidades de padres, alumnos, docentes, 
administrativos y entidades del medio. 
Estas relaciones constituyen en sí 
conocimiento agregado de suma utilidad, 
rebrotan la inquietud de Vannevar Bush 
(considerado el precursor de la Hipermedia), 
escrita en “As we may think”, donde 
establecía las dificultades para almacenar y 
consultar eficientemente la gran cantidad de 
conocimiento acumulado. La clave para que 
el material pueda ser consultado 
eficientemente está en la posibilidad de contar 
con las relaciones apropiadas que conecten 
dicho material.  
Con la aparición de las redes de computadoras 
y la conectividad que ofrecen los dispositivos 
móviles, se conforma un ambiente propicio 
para satisfacer las necesidades de interacción 
entre los diferentes actores. Mark Weiser [1] 
menciona que: “vamos camino a ambientes 
ubicuos, ambientes poblados de numerosos 
sensores que gracias a la miniaturización de 
los dispositivos son invisibles al usuario y 
están en permanente rastreo de la actividad 
humana”. Aquí radica el objetivo primario del 
proyecto: indagar diferentes herramientas 
tecnológicas móviles a través de las cuales se 
puedan ofrecer servicios que satisfagan las 
necesidades de los usuarios que transitan en el 
ámbito educativo. 
 
Situación Actual del Problema 
 
En la sociedad actual se pueden observar una 
gran cantidad de componentes electrónicos 
que rodean a las personas y que están 
integrados en la vida cotidiana, gracias a su 
reducido tamaño y a su capacidad de 
cómputo, por ejemplo, computadoras 
personales, portátiles, teléfonos móviles de 
última generación, IPod, etc. [2], que logran 
comunicarse entre sí gracias a la existencia de 
protocolos de comunicación inalámbrica; a 
través de redes de celulares, redes de área 
local (LAN), redes de área extensa (WAN), y 
Bluetooth entre otras [3]. 
Los dispositivos móviles son cada vez más 
pequeños, más poderosos y a medida que 
aumenta la demanda del consumidor, más 
baratos, incorporando nuevas funcionalidades 
diseñadas para permitir a los usuarios trabajar 
y acceder a la información en cualquier 
situación.[4] 
Ante la presencia de nuevos dispositivos de 
comunicación un nuevo escenario social y 
educativo se define acorde a los cambios en la 
nueva organización del conocimiento, que 
inciden directamente en los procesos 
mentales. Está cambiando la forma de 
conocer, de interactuar con los demás, el 
volumen de información, su accesibilidad, los 
nuevos medios de almacenamiento masivo de 
información, nuevas formas de comunicarse a 
través de diferentes redes entre personas que 
se encuentran distantes físicamente. Mark 
Weiser clasifica la era de la computación en 
tres momentos: en 1980 el uso de las grandes 
computadoras (mainframes), en 1990 las 
computadoras personales (PC), y a partir del 
2000 la computación ubicua (UC). 
En este sentido, la tercera generación o 
paradigma en la computación cuenta con 
múltiples aplicaciones y equipos de 
investigación que procuran su desarrollo [5]. 
El concepto de ubicuidad se refiere en general 
a la presencia de una entidad en todas partes; 
pero en la computación adquiere la 
característica de ser, además, invisible. Este 
paradigma pretende brindar sistemas de 
cómputo inteligentes que se adapten al 
usuario y cuyas interfaces permitan que éste 
realice un uso intuitivo del sistema. De allí 
que la meta de la computación ubicua, de 
integrar varias computadoras y dispositivos 
inteligentes al entorno físico busca habilitar 
los beneficios de éstas y de la información 
digitalizada en todo momento y en todas 
partes. 
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La influencia de la computación ubicua es en 
gran parte de carácter teórico, y dadas las 
condiciones de integración entre educación y 
sistemas de cómputo explicada antes, 
comparte créditos junto a otros conceptos 
como usabilidad, interactividad e 
hipertextualidad [6]. Una posible aplicación 
en educación a distancia sería que el docente 
presentara el conocimiento en varias formas 
que se diferencien en sus características 
técnicas y didácticas. Así el estudiante optará 
por una vía conveniente de aprehensión del 
conocimiento con el consecuente 
mejoramiento de la calidad en el aprendizaje. 
Didácticamente, esto implicaría el diseño de 
distintos materiales o herramientas teniendo 
en cuenta los resultados de los antecedentes 
educativos del alumno. De esta manera se 
podrán ofrecer cambios significativos en el 
aprendizaje al conocer los modos de 
enseñanza que prefiere el estudiante. Otro 
aspecto que tiene relación con el concepto de 
ubicuidad y dispositivos móviles se encuentra 
en la ciencia cognitiva. En este sentido las 
teorías de la percepción retomadas por 
Norman (1998), hablan de la existencia de 
una percepción periférica donde los objetos 
solamente son apreciables cuando el ser 
humano centra la atención en ellos. En los 
sitios educativos se utilizan lenguajes de 
programación que posibilitan la 
“invisibilidad” de los elementos no relevantes 
en las acciones que ejecuta el usuario en la 
interfaz. Algunos de estos lenguajes, como 
XML [7], permiten que el receptor de la 
información pueda acceder a ésta desde 
cualquier navegador. Todo esto sucede sin 
percatarse de los cambios en el diseño que 
son necesarios para presentar los datos. A 
modo de ejemplo y bajo el mismo concepto, 
los futuros buscadores de contenidos que 
sigan los lineamientos definidos por la Web 
Semántica [8] permitirán arribar a contenidos 
con mayor precisión para el usuario, que los  
buscadores tradicionales actuales; actual 
desafío de la llamada Web 3.0. 
En el diseño de materiales didácticos para la 
web serán también importantes otras 
características técnicas, como por ejemplo la 
diferencia de peso entre archivos, la facilidad 
de lectura de un formato, el ancho de banda 
de la red y sus posibilidades multimediales, 
etc. [9]. Este conjunto de opciones técnicas 
que permiten la ubicuidad de un sistema de 
cómputo y las posibilidades conceptuales de 
diseñar la información pueden considerarse 
diseño ubicuo. Trascendiendo teóricamente de 
los sistemas computacionales a la concepción 
de aplicaciones didácticas en sitios 
educativos, el diseño ubicuo brinda opciones 
para mejorar el desempeño de Internet y la 
Web como medios de comunicación y 
educación [10]. 
A partir de establecer una relación estrecha 
entre el diseño de interfaz y el diseño 
didáctico, bajo el enfoque de la computación 
ubicua, ambos ofrecerán al usuario o alumno 
el conocimiento que requiere sin realizar un 
gasto cognitivo importante en el medio que 
transmite [11]. Una integración recíproca 
entre la educación a distancia y el diseño 
ubicuo, además de potenciar el uso de Internet 
en procesos de enseñanza y de aprendizaje, 
contribuirá a la difusión y aplicación de las 
tendencias tecnológicas que facilitan su uso. 
En este contexto la escuela debe cambiar, 
añadiendo nuevas herramientas tecnológicas 
que se encuentran presentes en la vida 
cotidiana de las personas (por ejemplo los 
teléfonos inteligentes) e incorporar su 
potencial al servicio de los diferentes actores, 
generando así un espacio de acción 
profesional distinto al actual. El entorno 
educativo cambia [12,3], la educación se 
presenta como la formación de los educandos 
en competencias, destrezas, habilidades para 
desempeñarse en un nuevo espacio social, el 
digital [13]. Nuevos escenarios educativos, 
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los mismos actores con un nuevo rol, y la 
implantación de las tecnologías móviles es el 
desafío actual [14]. 
 
Línea de Investigación y Desarrollo 
El plan de actividades corresponde al proceso 
de investigación aplicada, con objetivos de 
corto, mediano y largo plazo, y una duración 
prevista de cuatro años.  
 
Primer Año: 
 Entrevistar a los diferentes actores, 
directivos, docentes, alumnos, 
personal administrativo, en su ámbito 
laboral cotidiano. 
 Censar la presencia de dispositivos 
móviles, el tipo de plataforma 
utilizada. 
 Investigar los requerimientos básicos 
de TICs para incorporar al proyecto. 
 Indagar trabajos de terceros sobre las 
aplicaciones móviles utilizadas en el 
ámbito educativo. 
 Analizar diferentes herramientas 
tecnológicas orientadas al desarrollo 
de actividades educativas móviles 
(mLearning). 
 Definir una metodología de desarrollo 
de trabajo a efectuar. 
 
Segundo y Tercer Año: 
 Estudiar la tecnología necesaria para 
el desarrollo de aplicaciones móviles. 
 Definir prioridades según necesidades 
de inmediatez para el uso y desarrollo 
de aplicaciones móviles orientadas a la 
educación. 
 Confeccionar nuevas aplicaciones que 
se ejecuten en dispositivos móviles y 
que sean de interés educativo. 
 Probar las aplicaciones desarrolladas 
en el ámbito educativo adecuado y 
realizar las pruebas necesarias para la 
puesta a punto.  
 
Cuarto Año: 
 Implantar las aplicaciones en los 
dispositivos móviles que hayan 
alcanzado un funcionamiento 
aceptable.  
 Registrar el trabajo desarrollado en sus 
diferentes etapas. 
 Difundir los logros alcanzados a la 
comunidad, para su posterior 
distribución. 
 Presentar en diferentes congresos de 
carácter nacional e internacional los 
resultados alcanzados. 
 Difundir y capacitar a instituciones 




El proyecto da inicio a su actividad de 
investigación y desarrollo durante el año 
2015. Entre los logros alcanzados durante los 
dos primeros años se destaca el desarrollo de 
una aplicación móvil denominada Facultad de 
Ingeniería Móvil, con el objetivo de crear una 
comunicación dinámica con los diferentes 
actores que transitan el ámbito universitario. 
Durante el tercer año se efectúa el desarrollo 
de una aplicación móvil llamada ReadMe,  
que permite a los usuarios acceder a 
documentos y haciendo uso del sintetizador 
de voz convertir el texto en audio. [15]  
El objetivo, hacer de la institución un 
ambiente educativo ágil, que cumpla con las 
características básica del aprendizaje móvil: 
ubicuo, flexible, portable, inmediato, 
motivante, accesible, activo, con conectividad 
permanente [16]. 
Con ello en mente, y a partir de diferentes 
prioridades que se evaluaran, se decide 
implementar aplicaciones móviles de interés a 
nuestro  ámbito educativo, dando inicio a las 
tareas enmarcadas para el cuarto año del 
proyecto. 
Al concluir el proyecto se espera contribuir en 
la instalación, personalización y/o desarrollo 
de diversas aplicaciones móviles que se 
distribuirán en forma libre y gratuita entre los 
diferentes actores que conforman el ámbito 
educativo universitario.  
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Director de Proyecto 
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Resumen 
En este trabajo se propone evaluar el rendimiento 
de los estudiantes mediante técnicas de Minería 
de Datos. La propuesta no se enfoca en analizar 
el perfil del estudiante solo a través de sus 
calificaciones, sino también, estudiar el 
desempeño académico en base a otras variables. 
Para definir los perfiles de los estudiantes y 
determinar patrones que conduzcan al éxito o 
fracaso académico, implementaremos un modelo 
que relaciona las calificaciones de los estudiantes 
con otras variables, tales como factores 
socioeconómicos, demográficos, actitudinales, 
entre otros; en base a lo cual clasificaremos los 
diferentes perfiles de alumnos. 
Describimos el modelo a implementar con el uso 
de Data Warehouse para determinar los perfiles 
de rendimiento académico en las asignaturas 
Algebra de la carrera Licenciatura en Sistemas 
de Información (LSI) de la Facultad de Ciencias 
Exactas y Naturales y Agrimensura (FaCENA) 
de la Universidad Nacional del Nordeste 
(UNNE) y Matemática I de la carrera Ingeniería 
Agronómica (IA) de la Facultad de Ciencias 
Agrarias (FCA) de la UNNE (PI 16F002 
acreditado por Res. N° 970/16 CS). 
Esperamos contribuir a encontrar una respuesta 
al bajo rendimiento académico de los alumnos 
observado históricamente, problema éste que es 
el disparador de nuestra investigación. Los 
modelos predictivos que buscamos, permitirán 
tomar acciones tendientes a evitar el fracaso 
académico, detectando los alumnos con perfil de 
riesgo de fracaso académico de manera 
temprana, a poco del inicio del cursado de las 
asignaturas; lo que permitirá concentrar en ellos 
los esfuerzos de tutorías y apoyos especiales. 
 
 
Palabras clave: rendimiento académico; 




En el mejoramiento de la calidad académica en la 
Universidad, no necesariamente debe enfocarse 
sólo en el sistema de enseñanza-aprendizaje, sino 
que debe atender otras variables, como por 
ejemplo, la sistematización de procesos de 
evaluación permanentes que permitan monitorear 
cuestiones ligadas a la calidad académica y 
retroalimente la propuesta de mejora para la 
Universidad (Briand et al., 1999). Uno de los 
factores más críticos que debe evaluarse 
continuamente es el rendimiento académico. Se 
define al rendimiento académico como la 
productividad del sujeto, matizado por sus 
actividades, rasgos y la percepción más o menos 
correcta de los cometidos asignados (Maletic et 
al., 2002). Al evaluar el rendimiento académico 
se analizarán elementos que influyen en el 
desempeño como: los factores socioeconómicos, 
la amplitud de programas de estudio, las 
metodologías de enseñanza, los conocimientos 
previos del alumno (Marcus, 2003); por esto, no 
resulta adecuado evaluar el desempeño general 
de los alumnos a través de porcentajes de 
aprobación, notas obtenidas, etc., ya que este 
proceso de evaluación no brinda toda la 
información necesaria que pueda ser utilizada 
para detectar, y corregir problemas cognitivos, 
de aprehensión, de discernimiento, actitudinales.  
Implementamos un mecanismo que nos permite 
determinar las características propias del 
estudiante analizando la existencia de patrones 
de comportamiento y de condiciones de los 
estudiantes que posibiliten la definición de los 
perfiles de alumnos. Actualmente existen varios 
métodos para determinar y clasificar patrones 
que se utilizan en el área de la Inteligencia 
Artificial y del Aprendizaje de Máquinas (del 
inglés Machine Learning – ML) (Marcus & 
Maletic, 2003). La Minería de Datos (del inglés 
Data Mining - DM), son procesos de 
descubrimiento de nuevas y significativas 
relaciones, patrones y tendencias en grandes 
volúmenes de datos utilizando técnicas de AI y 
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ML. Estas técnicas permiten extraer patrones y 
tendencias para describir y comprender mejor los 
datos y predecir comportamientos futuros. Un 
DW es una colección de datos orientada a un 
dominio, integrada, no volátil y variante en el 
tiempo para ayudar a tomar decisiones (Salton, 
1989). Los DW surgieron por dos razones: a) la 
necesidad de proporcionar una fuente única de 
datos limpia y consistente para propósitos de 
apoyo para la toma de decisiones; b) la necesidad 
de hacerlo sin afectar a los sistemas 
operacionales (Molina López & García Herrero, 
2006). En este trabajo se propone la utilización 
de técnicas de DM, con volúmenes no muy 
grandes de datos que oscilaran de cientos a 
miles, sobre información del desempeño de los 
alumnos de las cátedras Algebra (LSI) FaCENA-
UNNE y Matemática I de la FCA-UNNE. 
 
Materiales y métodos 
Trabajamos para detectar grupos de estudiantes 
en riesgo de fracaso en sus estudios, a fin de 
adoptar acciones proactivas frente al 
desgranamiento y el bajo rendimiento académico 
de los alumnos de primer año en la Universidad. 
La experiencia se realiza en las asignaturas 
Algebra de la carrera LSI de la FaCENA de la 
UNNE y en Matemática I de la carrera IA de la 
FCA de la UNNE. 
Si bien ambas asignaturas tienen régimen de 
acreditación similar, difieren en la carga horaria 
y los tiempos de dictado a saber: Algebra (LSI) 
tiene 128 (ciento veintiocho) horas reloj de 
dictado de las cuales el 50% corresponde a teoría 
y el 50 % a trabajos prácticos en la modalidad 
cuatrimestral (corresponde al primer cuatrimestre 
de primer año de la carrera), mientras 
Matemática I (IA) tiene 96 (noventa y seis) horas 
reloj de dictado con idéntica distribución 
porcentual de timpos de dictado de teoría y de 
trabajos prácticos, pero en la modalidad 
trimestral (corresponde al primer trimestre de 
primer año de la carrera) 
En ambas asignaturas para alcanzar la condición 
de alumno regular, los alumnos deben asistir al 
menos al 75% de las clases de trabajos prácticos, 
que se dictan dos veces por semana en clases de 
2 hs. cada una y deben aprobar 2 (dos) exámenes 
parciales cuyos contenidos son exclusivamente 
de trabajos prácticos; cada uno de ellos tiene su 
instancia de recuperación y para aquellos 
alumnos que hayan aprobado al menos 1 (uno) 
de los parciales en cualquiera de las 4 (cuatro) 
instancias disponibles, existe una instancia más 
para recuperar el examen que queda aún sin 
aprobar. Cualquiera de los exámenes parciales se 
aprueba con 60 (sesenta) puntos sobre 100 (cien) 
puntos posibles. La asistencia a clases de teoría 
es libre y se dictan dos veces por semana en 
clases de 2 hs. cada una. 
Se acreditan las asignaturas con un examen final 
 al que se accede en condición de alumno regular 
o de alumno libre; el alumno regular debe rendir 
en el examen final solamente los contenidos de 
teoría en un examen oral. El alumno que se 
presenta al examen final en condición de alumno 
libre, debe rendir un examen escrito de trabajos 
prácticos y tras aprobar esa instancia pasa al 
examen de teoría en condiciones similares a la 
antes mencionada. 
Los porcentuales de los alumnos que regularizan 
las Algebra y Matemática I no son los deseados; 
en el caso de Algebra, de 320 alumnos inscriptos 
en los últimos 4 años, aproximadamente un 20% 
no alcanza a rendir el primer examen parcial en 
promedio y al final del cursado, regularizan la 
asignatura solo un 30% aproximadamente, en el 
caso de Matemática I el desgranamiento después 
del primer parcial no es tan evidente y el 
porcentual aproximado de alumnos regulares al 
final del cursado es del 40%. 
La cantidad de alumnos que regularizan y/o que 
aprueban las asignaturas involucradas en este 
proyecto no es satisfactoria, consideramos que 
esa situación puede contribuir al desgranamiento 
y deserción de los alumnos en los primeros 
niveles de sus carreras. Es importante, por tanto, 
estudiar y determinar cuáles son las variables que 
inciden en el rendimiento académico a fin de 
poder establecer estrategias de acción 
pedagógicas que permitan mejorar dicho 
rendimiento.  
Trabajaremos principalmente en el desarrollo de 
métodos que contribuyan a encontrar técnicas 
para la detección temprana de los alumnos que 
tendrán dificultades en sus estudios, a fin 
ofrecerles una contención y acompañamiento 
especial en el inicio de sus estudios 
Universitarios. Indagaremos aspectos tales como: 
a) diferencia del nivel de aprendizajes de 
contenidos previos en los alumnos, b) situaciones 
particulares personales de los propios alumnos, 
c) la capacidad de las cátedras para el 
seguimiento del aprendizaje de los alumnos, d) 
escasa motivación para el estudio de ciencias 
básicas y otros que puedan revelarse como 
incidentes en la problemática que nos ocupa y 
otros que serán detallados adelante. 
Para recuperar contenidos en los grupos de 
riesgo detectados trabajaremos con materiales 
elaborados con nuevas tecnologías de la 
informacion (NTIC). Esto no debe desplazar ni 
sustituir las formas presenciales de enseñanza - 
aprendizaje, sino más bien situarnos en la 
posición de ofrecer alternativas diferentes para 
aquellos alumnos que requieren modelos 
diferentes para sus estudios y aprendizajes. 
Consideramos que las NTIC tienen el potencial 
para desempeñar un papel importante en la 
recuperación de contenidos al permitir un 
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abordaje más eficaz, en el sentido de permitirnos 
procesos de aprendizaje más profundos y más 
persistentes (Motschnig-Pitrik & Holzinger, 
2002), mientras el peso de un aprendizaje 
efectivo permanece con las personas, sus 
capacidades y valores interpersonales (Derntl et 
al., 2011). En tal sentido, entendemos importante 
en nuestro trabajo el estudio que se efectuará en 
dos poblaciones aparentemente diferentes como 
son los alumnos de las carreras Licenciatura en 
Sistemas de Información y los alumnos de 
Ingeniería Agronómica, para determinar si los 
perfiles de los estudiantes varían según la 
elección de la carrera y medir las diferencias en 
la predisposición y adaptación para el trabajo y 
aprendizaje mediado con las NTICs (lo cual se 
confirmará o no). 
En los últimos años se han realizado numerosos 
trabajos relacionados con la producción de 
contenidos; actualmente se tiene una concepción 
global e integral del e-learning (Nichols, 2003), 
en estos nuevos escenarios se incluyen la 
combinación del aprendizaje cara a cara y el 
soportado por medios tecnológicos 
(especialmente la Web), tal que las fortalezas de 
ambas configuraciones se puedan aprovechar y 
explotar. Este aprendizaje combinado (blended 
learning o b-learning) se considera de suma 
utilidad no sólo para las universidades sino 
también para la sociedad en general. 
Nosotros, desde nuestros trabajos previos, hemos 
podido corroborar lo que oportunamente hemos 
formulado, que los docentes del siglo XXI deben 
incorporar definitivamente las NTICs como 
recursos didácticos, sin abandonar los 
tradicionales de tiza y pizarrón, pero deben 
conocer el uso de las NTICs con al menos en 
parte del potencial que ellas ofrecen (Acosta & 
La Red Martínez, 2012); algunas teorías 
psicológicas y pedagógicas consideran necesaria 
la inclusión del e-moderator o e-moderador, 
docente con habilidades especiales en las 
actividades online (Salmon, 2000); la actividad 
del docente tutor se transforma a veces en un 
hecho fundamental, ya que la manera en que se 
usa la tecnología puede transformarse en un 
factor de gran influencia en la calidad de la EA-
EV (enseñanza - aprendizaje en entornos 
virtuales). Se debe trabajar entonces para lograr 
una forma de EA-EV que tome en cuenta las 
necesidades individuales, los intereses y estilos 
(Wenger et al., 2009). 
En este proyecto de investigación, las variables 
que inciden en el rendimiento académico de los 
alumnos serán detectadas a fin de establecer, a 
través de los valores que ellas toman en cada 
caso, la población de alumnos en riesgo de 
fracaso, para establecer acciones tendientes a 
evitar el fracaso de cada uno de los alumnos, con 
las acciones que correspondan en cada caso 
particular y/o de cada grupo detectado y 
disminuir así el posterior desgranamiento. 
Data warehouse 
Como soporte de los datos trabajaremos con 
Data Warehouse (DW); en informática, un 
almacén de datos (DW), es un sistema especial 
de bases de datos utilizado para el 
almacenamiento de datos y el procesamiento de 
los mismos para la presentación de informes y 
análisis de información, es considerado como un 
componente central de la inteligencia de 
organizaciones. 
Un DW es un repositorio de datos que 
proporciona una visión global, común e 
integrada de los datos (Curto Días, 2010) (Figura 
1) y presenta las siguientes características: a) 
Orientado a un tema: organiza una colección de 
información alrededor de un tema central. b) 
Integrado: incluye datos de múltiples orígenes y 
presenta consistencia de datos. c) Variable con el 
tiempo: se realizan fotos de los datos basadas en 
fechas o hechos. d) No volátil: sólo de lectura 
para los usuarios finales.  
Detrás de la arquitectura de componentes del 
DW existe un conjunto de procesos básicos 
asociados: los ETL (del inglés Extract, 
Transform, Load – Extracción, Transformación y 
Carga). Los procesos ETL hacen referencia a la 
recuperación y transformación de los datos desde 
las fuentes orígenes cargándolos en el DW. En 
primer lugar los datos se analizan desde las 
fuentes y se extraen aquellos que serán de 
utilidad para el proceso en ejecución. 
 
        
Figura 1 - Arquitectura Básica de un DW. 
 
Luego de extraer los datos se los carga al DW 
pero, en muchas ocasiones, éstos requieren pasar 
por un proceso de transformación. La 
transformación de los datos significa un 
formateo y/o estandarización de los mismos 
convirtiendo ciertos números en fechas, 
eliminando campos nulos, etc. 
Es necesario que antes de completar el DW con 
los datos se realicen controles para enviar 
información cualitativamente correcta. Luego se 
procede a aplicar alguna técnica para realizar el 
análisis de los datos almacenados en el DW. El 
método más utilizado es el proceso de DM que 
aplica la inteligencia artificial para encontrar 
patrones y relaciones dentro de los datos 
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permitiendo la creación de modelos, es decir, 
representaciones abstractas de la realidad. 
Existen varias alternativas del DM, por ejemplo 
la Minería de Datos en Educación (Educational 
Data Mining, EDM). El objetivo de la EDM es el 
desarrollo de métodos para la exploración de 
tipos de datos únicos provenientes de 
plataformas educativas y usándolos para 
entender mejor a los estudiantes en el 
aprendizaje (Baker & Yaceff, 2009). Existen 
diversos estudios y publicaciones que abordan la 
evaluación de rendimiento académico utilizando 
técnicas de Minería de Datos (Formia & 
Lanzarini, 2013); (Pereira et al., 2013); (La Red 
Martínez et al. 2012); (La Red Martínez et al., 
2017). 
 
Modelo propuesto: La estructura del DW, se 
muestra en la Figura 2, consta de una tabla de 
hechos y varias tablas de dimensión. Una tabla 
de hechos o una entidad de hecho es una tabla o 
entidad que almacena medidas para medir el 
negocio como las ventas, el coste de las 
mercancías o las ganancias (IBM Knowledge 
Center, 2015).  
 
           
Figura 2 - Modelo Propuesto del DW 
 
Cada medida se corresponde con una 
intersección de valores de las dimensiones y 
generalmente se trata de cantidades numéricas, 
continuamente evaluadas y aditivas. Se pueden 
distinguir dos tipos de columnas en una tabla de 
hechos, columnas de hechos y columnas llaves. 
Las columnas de hechos almacenan las medidas 
del negocio que se quieren controlar y las 
columnas llaves forman parte de la clave de la 
tabla. Una tabla de dimensiones o entidad de 
dimensiones es una tabla o entidad que almacena 
detalles acerca de hechos. Por ejemplo una tabla 
de dimensión de hora almacena los distintos 
aspectos del tiempo como el año, trimestre, mes 
y día. Además incluye información descriptiva 
sobre los valores numéricos de una tabla de 
hechos. Las tablas de dimensiones para una 
aplicación de análisis de mercado, por ejemplo, 
pueden incluir el tipo de período de tiempo, 
región comercial y producto. Asimismo las 
tablas de dimensiones describen los distintos 
aspectos de un proceso de negocio. Si se desea 
determinar los objetivos de ventas, se pueden 
almacenar los atributos de dichos objetivos en 
una tabla de dimensiones. Cada tabla de 
dimensiones contiene una clave simple y un 
conjunto de atributos que describen la 
dimensión. 
En nuestro caso, las columnas de una tabla de 
dimensiones se utilizan para crear informes o 
para mostrar resultados de consultas. Por 
ejemplo las descripciones textuales de un 
informe se crean desde las etiquetas de las 
columnas de una tabla de dimensiones. El 
modelo que se presenta en este trabajo se 
compone de la tabla de hechos “ALUMNOS” y 
varias tablas de dimensiones asociadas a la 
misma que incluyen características que se desean 
estudiar. En la Figura 2 se representa 
gráficamente esta estructura.  
 
Etapa de recolección de datos: Tal como se 
planteó, el estudio del desempeño académico de 
los estudiantes no sólo debe evaluarse teniendo 
en cuenta los resultados de las instancias de 
evaluaciones previstas por la asignatura sino que 
también deben analizarse otros factores 
culturales, sociales y/o económicos que afecten 
el rendimiento del alumno. Por ello para este 
trabajo resultó determinante la participación 
directa del estudiante, pues era necesario conocer 
datos sobre aspectos personales que no se podían 
obtener de otra manera que no fuera a través de 
respuestas directas por parte de cada alumno. A 
tal fin se dispuso la elaboración de una 
aplicación web que permitió contar con una 
Encuesta On-Line compuesta por preguntas 
relacionadas a situación familiar e historial de 
estudios secundarios, entre otras cuestiones.  
 
Etapa de depuración y preparación de datos: 
Para la realización de una correcta explotación 
del DW se debe asegurar que los datos obtenidos 
en la etapa anterior sean consistentes y 
mantengan la coherencia entre ellos. Así, en la 
etapa siguiente, se realizará un proceso de 
limpieza en los datos, que es la eliminación de 
aquellos registros con todos sus campos en 
blanco, corrección de errores tipográficos, 
llenado de algunos campos nulos, entre otros. La 
Encuesta no permite la carga, por parte de los 
estudiantes, de calificaciones de la asignatura en 
estudio. Esto se dispuso así para evitar errores en 
los datos ya sea por olvido, o confusión al 
momento de ingresar los valores. Por ello la 
carga de notas correspondientes al primer 
parcial, segundo parcial y sus recuperatorios, 
examen final y situación del alumno (regular, 
promovido o libre), es realizada por el equipo 
responsable de este trabajo de investigación. La 
información se obtendrá a partir de la base de 
datos histórica de las cátedras continuarárespecto 
a calificaciones de los alumnos. Con esta 
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información depurada se deberá proceder 
atrabajar en las próximas etapas: - Carga de 
Datos al DW: Mediante la ejecución del flujo de 
datos, la información almacenada en la tabla 
encuesta se distribuirá a las tablas pertenecientes 
al modelo del DW. 
 
Resultados 
Hasta el momento se ha completado la primera 
etapa que implicó el diseño del modelo del DW 
sobre el cual se implementarán técnicas de DM a 
fin de determinar perfiles de estudiantes 
vinculados a su desempeño académico en las 
asignaturas LSI-FaCENA e IA-FCA UNNE. En 
el avance que aquí se presenta respecto del 
Proyecto se pudo comprobar que la etapa de 
depuración y preparación de los datos ha 
demandado tiempo y esfuerzo debido 
principalmente a la poca integridad y coherencia 
que existía en la información que se utilizará 
para realizar la evaluación final. En etapas 
sucesivas se continuará con el proceso de 
minería de datos para evaluar y comparar 
patrones que se obtengan para definir los perfiles 
de estudiantes. La evaluación, análisis y utilidad 
de estos patrones con los que se construirá un 
modelo predictivo de rendimiento académico 
permitirá soportar la toma de decisiones eficaces 
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Los ambientes de aprendizaje enriquecidos 
con Tecnologías de la Información y de la 
Comunicación (TIC) constituyen un contexto 
que exige un proceso de intervención 
pedagógica definido por los espacios, la 
organización social, las relaciones 
interactivas, una forma de distribuir el tiempo 
y un determinado uso de los recursos, donde 
los procesos educativos se desarrollan como 
elementos estrechamente integrados en dicho 
sistema desde la mediación tecnológica. 
En este trabajo se describe el Proyecto de 
investigación “Ambientes de aprendizaje 
enriquecidos con Tecnología” que será 
desarrollado durante los años 2018/2019 en la 
Facultad de Ingeniería de la UNMDP.    
El aporte de esta investigación está centrado 
en ofrecer un marco de interpretación de los 
aspectos de mayor incidencia, particularmente 
los procesos de interacción que se suscitan en 
estos nuevos escenarios educativos, ya que la 
inclusión de las TIC tiene cambios profundos 
en los modos de organizar, estructurar y 
consultar los contenidos educativos. Se 
plantean nuevos problemas y desafíos 
didácticos que podrán resolverse con nuevas  
estrategias para hacer frente a las exigencias 
cambiantes del entorno global y el énfasis del 
aprendizaje centrado en el estudiante a quien 
le toca asumir con mayor compromiso, de 
forma participativa y activa, su proceso de 
formación. 
Palabras clave: Ambientes de aprendizaje, 





Desde el año 2014 los integrantes del Grupo 
de Investigación en Tecnologías Interactivas 
(GTI) de la Facultad de Ingeniería de la 
Universidad Nacional de Mar del Plata vienen 
desarrollando tareas de investigación.   
En el marco del Proyecto 15/G406 
(2014/2015): Recursos Educativos Abiertos 
(REA) e Intervenciones de Gestión, Diseño e 
Implementación, se avanzó en la 
implementación de propuestas que involucran 
REA digitales en ambientes de aprendizaje. 
Se exploraron y construyeron instrumentos 
(rúbricas) para la evaluación de competencias 
en propuestas educativas con TIC [1], [2] y 
[3]. Se realizó una selección rigurosa de las 
producciones las cuales fueron compiladas y 
editadas en un libro digital: “Aprender con 
Tecnologías: estrategias de Abordaje” [4] que 
cubre un amplio espectro de estrategias que 
van desde la sistematización de los procesos 
de creación de objetos de aprendizaje 
considerando criterios de calidad 
pedagógicos, curriculares y tecnológicos; 
instrumentos de evaluación por competencias: 
la rúbrica o matriz de valoración y finalmente 
el diseño y la puesta en marcha de 
experiencias de enseñanza y aprendizaje con 
tecnología que potencian el desarrollo de 
competencias.  
En el marco del Proyecto 15/G463 (2016-
2017): Tecnología e Innovación en 
Ambientes de Aprendizaje: Desarrollo y 
Gestión, se avanzó en la construcción de 
ambientes de aprendizaje con videojuegos [5], 
[6] y en la exploración de las características 
de ambientes de aprendizaje de ciencias 
naturales enriquecidos con TIC [7], [8] y [9]. 
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1. INTRODUCCIÓN 
En las nuevas sociedades del conocimiento, 
donde la tecnología es la principal 
herramienta para gestionar la información, las 
personas tendrán la necesidad de formarse en 
ciencia y tecnología, para ello deberán 
adquirir las competencias para el manejo de 
las Tecnologías de la Información y la 
Comunicación (TIC); este tipo de habilidades 
o competencias son transversales para 
desempeñarse en cualquier área, tanto del 
mundo laboral como el de los estudios de 
nivel superior. 
Los sistemas educativos están llamados a 
vivir cambios paradigmáticos en su actual 
configuración, y este proceso será facilitado y 
acelerado por el apoyo que presten las TIC 
para su desarrollo. El origen de un nuevo 
paradigma educativo es un esfuerzo por 
actualizar el sentido de la educación y las 
formas en que se desarrolla. Este paradigma 
se funda en la comprensión de todos los 
miembros de las comunidades educativas 
como aprendices. Ya no hay un conocimiento 
único y consolidado, transmitido desde los 
docentes, dueños del saber y del proceso de 
enseñanza, hacia estudiantes como receptores 
pasivos. Se trata ahora de una comunidad de 
personas que busca, selecciona, construye y 
comunica conocimiento colaborativamente en 
un tipo de experiencia que se conecta 
directamente con el concepto de comunidades 
de aprendizaje [10].  
[11] afirma que es importante el lugar que 
ocupan hoy las nuevas tecnologías en relación 
con los modos en que se produce y difunde el 
conocimiento, y por ende es importante la 
necesidad epistemológica de su inclusión en 
las prácticas de la enseñanza. 
En el contexto educativo, las TIC pueden 
ayudar a los estudiantes a adquirir las 
capacidades necesarias para llegar a ser 
competentes en su uso, buscadores, 
analizadores y evaluadores de  información; 
solucionadores de problemas y tomadores de 
decisiones; ciudadanos informados, 
responsables y capaces de contribuir a la 
sociedad, entre otras, según la [12].  
[13], [14] y [15] resaltan la potencialidad 
educativa de las TIC en tanto que estas 
pueden posibilitar aprendizajes significativos 
y el desarrollo de las competencias antes 
mencionadas.  
Al considerar las competencias TIC como 
fundamentales en cada saber, aparece la 
importancia de formar en estas habilidades. El 
docente es la persona que desempeña el papel 
más importante en la tarea de ayudar a los 
estudiantes a adquirir esas capacidades. 
Además, es el responsable de diseñar tanto 
oportunidades de aprendizaje como el entorno 
propicio en el aula que facilite el uso de las 
TIC por parte de los estudiantes para aprender 
y comunicar. 
Distintas investigaciones destacan la 
importancia de generar ambientes de 
aprendizaje con TIC  alrededor de problemas 
reales y de facilitar que los estudiantes 
trabajen en la solución de los mismos. Las 
TIC cumplen el papel de dar soporte a 
ambientes de aprendizaje que permitan al 
estudiante aprender y conectar sus 
aprendizajes con conocimientos previos o con 
otras disciplinas, experimentar, observar 
procesos y reflexionar acerca de ellos [16]. 
En este sentido, [17] sostiene que el apoyo 
que las tecnologías deben brindar al 
aprendizaje no es el de intentar la instrucción 
de los estudiantes, sino, más bien, el de servir 
de herramientas de construcción del 
conocimiento, para que los estudiantes 
aprendan con ellas, no de ellas. De esta 
manera, los estudiantes actúan como 
diseñadores, y los computadores operan como 
sus Herramientas de la Mente para interpretar 
y organizar su conocimiento personal. Las 
Herramientas de la Mente son aplicaciones de 
los computadores que, cuando son utilizadas 
por los estudiantes para representar lo que 
saben, necesariamente los involucran en 
pensamiento crítico acerca del contenido que 
están estudiando [18]. Las Herramientas de la 
Mente sirven de andamiaje a diferentes 
formas de razonamiento acerca del contenido. 
Es decir, exigen que los estudiantes piensen 
de maneras diferentes y significativas acerca 
de lo que saben. Desde esta perspectiva se 
asume que la inteligencia se encuentra 
distribuida, de forma que está situada no sólo 
en la mente de la persona, sino más bien 
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esparcida en diferentes elementos, medios y 
personas, es decir, en diferentes entornos 
simbólicos y en entornos físicos que rodean al 
sujeto. Siendo una de las habilidades y 
competencias que debe tener el estudiante, el 
trabajar cognitivamente con ellas y 
readaptarlas para resolver los problemas que 
se le vayan presentando. 
Desde esta perspectiva, se presentan nuevos 
escenarios conjugados a las potencialidades 
que ofrecen las TIC, configurando así otros 
espacios para la acción educativa, en los que 
se pretende atender los procesos de enseñanza 
y aprendizaje individual, en comunidad, a 
través de la interactividad y la actividad 
colaborativa. Sin embargo, las discusiones y 
apreciaciones orientadas en este sentido, 
insisten en la necesidad de sistematizar y 
profundizar este tipo de experiencias, el 
impacto en cuanto a su utilización, los 
lineamientos para desarrollar pertinentemente 
esta práctica, los efectos sobre los procesos de 
enseñanza y aprendizaje, las interacciones 
comunicativas y las relaciones socio afectivas 
que se derivan entre los agentes culturales y 
las herramientas comunicativas en estos 
espacios pedagógicos.  
La mirada que nos presenta [19] sobre las 
tecnologías educativas revela que hoy en día 
su ámbito de estudio son las relaciones e 
interacciones entre las TIC y la educación. 
Por tanto, asumir esta postura desde una 
racionalidad crítica y postmoderna del 
conocimiento, significará que cualquier 
análisis de los problemas educativos que 
tengan relación con lo tecnológico deberá ser 
interpretado desde posicionamientos no solo 
técnicos del conocimiento psicopedagógico, 
sino sobre el significado de la educación y de 
los procesos socioculturales de cambio. 
 
2. LÍNEAS DE INVESTIGACIÓN 
Las principales líneas de investigación que se 
abordan en este proyecto son: 
 Interacción persona-ordenador 
 Serious Games y Gamificación 
 Entornos formativos potenciados por 
tecnologías interactivas 
 
3. RESULTADOS ESPERADOS Y 
OBJETIVOS 
El objetivo general del proyecto de 
investigación que se presenta en este artículo 
es: interpretar los procesos de interacción 
entre los actores y los elementos que 
conforman los ambientes de aprendizaje 
enriquecidos con TIC en los niveles 
educativos medio o universitario. 
Para ello se han planteado los  siguientes 
objetivos específicos: 
 Explorar las características de los 
ambientes de aprendizaje enriquecidos 
con TIC.  
 Analizar las prácticas de aprendizaje 
que se promueven en ambientes de 
aprendizaje con TIC. 
 Identificar cuáles son las interacciones 
suscitadas entre los actores y los 
elementos que conforman los ambientes 
de aprendizaje enriquecidos con TIC.                                                   
 Describir los procesos de interacción 
generados entre los actores y los 
elementos que conforman los ambientes 
de aprendizaje enriquecidos con TIC. 
 Comprender los procesos de interacción 
entre actores y los elementos que 
conforman los ambientes de aprendizaje 
enriquecidos con TIC. 
Los aportes de esta investigación están 
centrados en ofrecer un marco de 
interpretación de los aspectos de mayor 
incidencia, particularmente los procesos de 
interacción que se suscitan en estos nuevos 
escenarios educativos, donde el acceso a 
nuevos soportes de la información y de las 
comunicaciones tiene cambios profundos en 
los modos de organizar, estructurar y 
consultar los contenidos educativos. En estos 
contextos/escenarios se plantean nuevos 
problemas y desafíos didácticos que podrán 
resolverse con nuevas estrategias para hacer 
frente a las exigencias cambiantes del entorno 
global y el énfasis del aprendizaje centrado en 
el estudiante a quien le toca asumir con mayor 
compromiso, de forma participativa y activa, 
su proceso de formación. 
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4. FORMACIÓN DE RECURSOS 
HUMANOS 
La formación de recursos humanos se 
considera de vital importancia. Integrantes del 
proyecto se encuentran desarrollando y 
dirigiendo dos tesis de postgrado, de la UNR 
y de la UNMDP en el marco del proyecto de 
investigación, correspondientes al Doctorado 
en Humanidades y Artes- Mención Ciencias 
de la Educación y a la Especialización en 
Docencia Universitaria. 
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Se presenta un proyecto I+D+T, 
(Investigación, Desarrollo y Transferencia) 
bianual.  
En este proyecto focalizamos nuestra 
investigación en los modelos y herramientas 
para el desarrollo de los Serious Games.  
Un Serious Game es un videojuego donde el 
objetivo trasciende el mero entretenimiento y 
busca incorporar un nuevo conocimiento en el 
jugador. La efectividad radica en su nivel de 
inmersión visual, sonora y emocional con el 
usuario y en su interactividad constante.  
A pesar de que los Serious Games pueden 
contribuir en la capacitación y entrenamiento 
en múltiples áreas, una barrera en el éxito de 
su adopción son las dificultades para medir 
los resultados del aprendizaje a través de su 
uso.  
En particular, la integración de las Analíticas 
de aprendizaje en el diseño de Serious Games 
ofrece oportunidades para rastrear y analizar 
datos del comportamiento de los estudiantes 
sobre la base de su interacción individual o 
grupal e interpretar el proceso de aprendizaje. 
Contar con un modelo para el Proceso de 
Elicitación de SG contribuirá con la difusión 
de buenas prácticas en un sector en expansión 
y permitirá la apertura de líneas de 
investigación, en procura de técnicas y 
procesos de desarrollo en dominios donde el 
trabajo multidisciplinario es fundamental.  
 
Palabras clave: Modelos, Proceso de 




El proyecto “Modelos y herramientas para el 
proceso de desarrollo de Serious Games” está 
inserto en el Grupo de Investigación en 
Tecnologías Interactivas (GTI) de la Facultad 
de Ingeniería de la Universidad Nacional de 
Mar del Plata.  
Corresponde a la convocatoria 2018-2019 
realizada por la Secretaría de Ciencia y 





El juego es una de las actividades inherente al 
ser humano y es de carácter universal. 
Trabajos como los de Connolly et al. [1] y de 
Urquidi [2] aportan fuertes evidencias tanto 
teóricas como empíricas, sobre el juego como 
medio para adquirir habilidades. 
En particular, un videojuego es un software 
donde los jugadores participan en un conflicto 
artificial definido por reglas que transcurre 
dentro de una realidad simulada donde el 
jugador pone sus emociones en juego [3], [4].  
Más allá de su definición, el videojuego es 
una de las actividades humanas con mayor 
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evolución y aceptación de los últimos años 
[5]. 
En particular, en este proyecto nos centramos 
en un caso particular de videojuegos, los 
Serious Game (SG).  
Autores como Abt [6] y Sawyer y Smith [7], 
coinciden en definirlo como un videojuego 
donde el objetivo trasciende el mero 
entretenimiento y busca incorporar un nuevo 
conocimiento o modificar alguna conducta en 
el jugador. Para lo cual el desarrollo de un SG 
debe lograr combinar que los obstáculos sean 
el aprendizaje de una o más habilidades 
necesarias para la vida real y que a su vez 
mantenga el interés del jugador realizando la 
actividad como voluntaria. 
Ben Sawyer es un protagonista clave en la 
redefinición y el posterior éxito de los SG: en 
primer lugar, en 2002, publica un artículo 
alentando el uso de SG para la mejora y 
comunicación de políticas públicas [7]; 
inmediatamente después, fue co-fundador de 
la “Serious Games Initiative”, una asociación 
que tenía como fin promover el uso de juegos 
para propósitos serios; y en el año 2008, 
desarrolla la Taxonomía de SG, agrupando en 
un solo concepto a videojuegos y simuladores 
desarrollados con cualquier propósito y 
dirigido a diversas industrias [8] . 
La efectividad de los SG como herramientas 
de simulación y entrenamiento radica en su 
nivel de inmersión visual, sonora y emocional 
con el usuario, y en su característica de 
interactividad constante. La experiencia de 
juego permite a un usuario entrar en estado 
flow (de inmersión y concentración total) en 
un tiempo mucho menor que por otros medios 
[9]. 
Aunque las dificultades para medir los 
resultados del aprendizaje logrado a través del 
uso de las SG han sido una barrera en el éxito 
de la adopción de los SG en Educación [10], 
[11],[12], [13] y capacitación o entrenamiento 
[14], [15].  
En esa línea, Baalsrud Hauge, et.al [10] 
señalan que el alto rendimiento en un juego, 
sin embargo, no implica necesariamente un 
aprendizaje efectivo. En general, el juego está 
inherentemente vinculado con el rendimiento, 
que va con una actitud de lograr hitos y altas 
puntuaciones. En contraste, el aprendizaje a 
menudo requiere oportunidades de reflexión, 
repetición, pausas e incluso la preparación 
para cometer errores y aprender de ellos. Por 
lo tanto, en muchos aspectos el proceso de 
juego puede entrar en conflicto con el proceso 
de aprendizaje. 
Este conflicto entre aprendizaje y desempeño 
será mayor a medida que los SG ofrezcan más 
opciones abiertas y libertad de movimiento a 
los estudiantes: como hoy en día muchos SG 
tienden a reflejar enfoques de resolución de 
problemas realistas y una amplia gama de 
habilidades relevantes para los profesionales 
de este nuevo milenio [16]. Aunque cabe 
destacar que la evaluación del aprendizaje en 
SG requiere de otras metodologías que 
produzcan evidencias válidas del aprendizaje 
basado en juegos. 
Los intereses recientes en las denominadas 
“Learning Analytics” o Analíticas de 
aprendizaje (LA) pueden ser una solución 
para resolver esta situación. Fournier, Kop & 
Hanan [17] definen LA como la "medida, 
colección, análisis y presentación de datos 
sobre los estudiante o capacitandos y su 
contexto, con el propósito de comprender y 
optimizar el aprendizaje y los entornos en los 
que se produce”.  
Por lo tanto la integración de LA en el diseño 
de SG ofrece nuevas oportunidades para 
rastrear y analizar datos del comportamiento 
de los estudiantes sobre la base de su 
interacción individual o grupal, interpretar el 
proceso de aprendizaje, realizar 
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recomendaciones y personalizar el 
aprendizaje [18], [19]. 
En el análisis acerca del desarrollo de SG, 
Ampatzoglou y Stamelos [20] destacan que 
existen pocos trabajos referidos a sistematizar 
los procesos propios de la Ingeniería de 
Requerimientos para videojuegos. Esto se 
repite en la construcción de SG, pues no se 
evidencia la existencia de metodologías, 
directrices y mejores prácticas para desarrollar 
productos eficaces e integrados en las rutinas 
de aprendizaje y procesos formativos, así 
como la evaluación de su impacto [21].  
Manrubia Pereira [22] divide el proceso 
productivo de un videojuego en tres fases: 
pre-producción, producción y post-
producción. La Elicitación y Especificación 
del videojuego conforman la pre-producción. 
Se buscará que el producto de la Elicitación 
tenga una forma parecida a la que toman los 
videojuegos comerciales que es el documento 
llamado GDD (Game Design Document). 
Este documento contiene información 
detallada sobre los objetos, reglas, entornos, 
contexto, estructura, narrativa, condiciones de 
victoria/derrota y la estética del juego [23]. La 
construcción del GDD es fruto de un trabajo 
interdisciplinario donde participan todos los 
stakeholders interesados en el diseño creativo 
del videojuego. El documento resultante es un 
entregable evolutivo que se actualizará a 
medida que el desarrollo avance [24].  
El GDD de un SG será de apariencia y 
contenido similar a cualquier videojuego, sin 
embargo existen varios aspectos que se deben 
tenerse en cuenta. El contenido del GDD debe 
validarse respecto de los objetivos 
pedagógicos, el dominio de inmersión y las 
habilidades a adquirir. 
Finalmente, contar con un modelo para el 
Proceso de Elicitación de SG contribuirá con 
la difusión de buenas prácticas en un sector en 
expansión y permitirá la apertura de líneas de 
investigación, en procura de técnicas y 
procesos de desarrollo en dominios donde el 
trabajo multidisciplinario es fundamental. 
 
2. LINEAS DE INVESTIGACIÓN 
 
Las principales líneas de investigación que se 
abordan en este proyecto son: 
 
 Metodologías y técnicas de la 
Ingeniería de Software y su aplicación 
en el desarrollo de software 
 Interacción persona-ordenador 
 Serious Games y Gamificación 
 
3. RESULTADOS ESPERADOS Y 
OBJETIVOS 
 
El proyecto que se presenta en este artículo 
tiene como objetivo general: “Proponer un 
Proceso de Elicitación para Serious Games en 
donde se combine el contexto y el perfil de 
usuario para mejorar tanto la experiencia del 
juego como la educativa”.  
 
En ese marco se establecieron los siguientes 
objetivos específicos: 
 Determinar las tareas y secuencias que 
permitan conformar el proceso de 
Elicitación de requerimientos de los 
Serious Games. 
 Elaborar una estrategia para la 
definición de requerimientos de los 
Serious Games. 
 Identificar información relevante del 
proceso de aprendizaje de los 
estudiantes sobre la base de sus datos 
de interacción en un Serious Game. 
 Establecer las técnicas de Validación 
de requerimientos. 
 Desarrollar un trabajo de campo en el 
que se analizará la viabilidad y 
posibilidades del Proceso de 
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Elicitación de requerimientos para un 
Serious Game. 
 Construir una solución de software 
que proporcione información sobre el 
aprendizaje de los estudiantes en un 
Serious Game para realizar Analíticas 
de Aprendizaje. 
 
El diseño de un sistema de información 
implica, además de una Especificación 
estructural y funcional, una descripción 
precisa de la interacción de los usuarios 
finales con el sistema de Información. 
Teniendo en cuenta el gran impacto que 
ejercen las interfaces de usuario sobre el éxito 
o fracaso de los productos software, esta línea 
de investigación ha combinado las 
experiencias en el modelado de la interacción 
de la comunidad de Ingeniería de Software y 
de la comunidad de Interacción Persona-
Ordenador (IPO).  
Cruz-Lara, Fernández Manjón y Vaz de 
Carvalho [25] señalan que hay una clara 
ausencia de una estrategia integradora que 
incluya los resultados, las organizaciones y 
personas que se han beneficiado de estas 
iniciativas para potenciar los conocimientos, 
la experiencia y este know-how avanzado. 
Por lo tanto, este es el momento de 
sistematizar los enfoques en SG, que 
combinen la teoría, la investigación y la 
práctica.  
Para ello, es necesario crear los medios para 
reunir una masa crítica que permita la 
creación de redes y comunidades y la creación 
de las condiciones para discutir y hacer 






4. FORMACIÓN DE RECURSOS 
HUMANOS 
 
El equipo de trabajo cuenta con varios 
integrantes que están realizando estudios de 
posgrado. 
En la actualidad, dos integrantes están 
concluyendo su tesis de Maestría en 
Ingeniería de Software de la Facultad de 
Informática de la UNLP .  
Otro integrante está cursando el Doctorado en 
Ingeniería Orientación Modelado y 
Simulación Computacional de la Facultad de 
Ingeniería de la UNMDP. 
Contamos además con un becario de 
investigación. 
Se dirigirán trabajos finales y prácticas 
profesionales supervisadas (PPS) de 
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La gamificación consiste en utilizar las 
dinámicas, mecánicas y componentes propios 
de los juegos en espacios no lúdicos, con el 
objetivo de motivar a los usuarios para 
resolver una determinada tarea. En este 
trabajo se plantea la gamificación en el 
ámbito universitario, para motivar a los 
alumnos a realizar ejercicios vinculados con 
la resolución de problemas en el Lenguaje C 
en el marco de la materia de Elementos de 
Programación, que se ubica curricularmente 
en el primer año de las carreras de Ingeniería 
que ofrece la Universidad Nacional de La 
Matanza. La plataforma gamificada presenta 
los ejercicios de una forma distinta por medio 
de desafíos y permite la corrección automática 
de los mismos, tanto desde el punto de vista 
de la codificación como a través casos de 
prueba lógica, planificados para corroborar 
que la resolución cumple con lo requerido en 
la consigna. Lo que agrega la motivación y 
jugabilidad es justamente la gamificación por 
medio de elementos propios de los juegos, en 
este artículo se presentan los avances del 
proyecto junto con los nuevos elementos 
incorporados a la plataforma.   
 
Palabras clave: Gamificación, Programación, 
Educación, Elementos de Juego, Lenguaje C 
CONTEXTO 
El presente proyecto de Investigación y 
Desarrollo corresponde al grupo de 
investigación GIDFIS (Grupo de 
Investigación, Desarrollo y Formación en 
Innovación de Software) perteneciente al 
Departamento de Ingeniería e Investigaciones 
Tecnológicas de la Universidad Nacional de 
La Matanza. El grupo es interdisciplinar al 
estar formado por docentes de distintos 
departamentos y en él se encuentran 
formándose en actividades de I+D alumnos de 
la universidad de las carreras de Ingeniería.  
 
1. INTRODUCCIÓN 
El concepto de gamificación fue abordado por 
diversos autores que han trabajado en su 
definición y en precisar sus elementos [1], [2], 
[3]. La Gamificación consiste en utilizar las 
dinámicas, mecánicas y componentes propios 
de los juegos en espacios no lúdicos, lo que 
permitirá motivar a los usuarios para resolver 
una determina tarea. Puede ser aplicado el 
concepto de gamificación en diversas áreas, 
entre ellas para motivar a empleados de una 
empresa, incentivar a la comunidad a realizar 
determinadas acciones de bien común y por 
supuesto dentro del espacio áulico. En cuanto 
a la gamificación en educación existen 
diversos trabajos, pero mayormente aplicados 
a niveles inicial o medio, no así en el nivel 
superior. “Si bien la gamificación ya se está 
aplicando con éxito en algunas áreas tan 
diversas como el marketing, los recursos 
humanos, la gestión de relaciones con los 
clientes, o incluso a la formación de altos 
directivos, apenas se han planteado 
experiencias de trasladar lo positivo de las 
mecánicas de juego a la docencia 
Universitaria… Sin embargo, existe un 
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creciente interés de la comunidad científica en 
la aplicación de gamificación a muchas áreas 
de conocimiento, por lo que muchas de las 
experiencias existentes pueden tratar de ser 
exportadas al dominio de la docencia.” [4].   
 
Cabe destacar que “…la gamificación no es 
convertir las asignaturas en un juego, ni 
simplemente poner una puntuación a cada 
tarea. El proceso de gamificar, al igual que el 
proceso de virtualizar una asignatura, supone 
un esfuerzo de planificación y seguimiento, 
diseño y realimentación constantes y 
adaptados a cada asignatura, grupo y curso” 
[5]. 
 
Este proyecto está basado en aplicar la 
gamificación para conseguir motivar a los 
alumnos, en el ámbito universitario, en el uso 
de una plataforma que permite la realización 
de ejercicios por fuera del tiempo de cursada. 
La resolución de los ejercicios no se plantea 
como obligatoria, allí la importancia de la 
gamificación. Motivar a los alumnos a 
realizar una tarea opcional para reforzar el 
aprendizaje de la materia, es un punto clave. 
Se proponen los ejercicios en forma de 
desafíos a superar, incluso es necesario lograr 
puntos de desafíos concretados para poder 
desbloquear otros, este ha sido un concepto 
que ha mejorado en gran medida la 
jugabilidad de la plataforma. 
 
La plataforma es accesible desde web, 
permitiendo al alumno resolver los desafíos 
propuestos en el Lenguaje C, que es el que se 
utiliza en la materia Elementos de 
Programación en el primer año de las carreras 
de ingeniería. Dichos desafíos tienen una 
devolución sobre su concreción en forma 
automática, analizándose no sólo si hay 
errores de codificación sino también si estos 
cumplen con las consignas dadas (pruebas 
lógicas), una vez superado el desafío según 
los errores cometidos y solucionados junto 
con el tiempo de realización se asigna al 
alumno un puntaje. Lo que permite establecer 
rankings individuales de alumnos pero 
también por cursos. A su vez ir acumulando 
puntaje le permite al alumno poder 
desbloquear desafíos especiales (los cuales 
tienen un candado, ver figura 1) y también a 
medida que se progresa en el sistema se 
consigue ganar insignias.  
 
La plataforma está en uso desde el primer 
cuatrimestre del 2016 (su desarrollo puede 
profundizarse en [6]).  
 
Figura 1. Pantalla de Desafios Pendientes – 
Tercer Nivel 
2. LÍNEAS DE INVESTIGACIÓN y 
DESARROLLO 
 
Se investigará principalmente sobre los 
siguientes temas: 
• Análisis de los elementos de juego a 
incorporar a la plataforma incluyendo 
componentes, mecánicas y dinámicas. 
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• Nivel de aceptación de los nuevos 
elementos y su impacto en la motivación 
de uso. 
 
En cuanto al desarrollo se prevé:  
• Mejorar la plataforma para el análisis de 
desafíos. 
• Diseño y desarrollo de nuevos 




La plataforma se encuentra en uso, 
habiéndose publicado los resultados obtenidos 
en cuanto al uso de la misma [7]. Actualmente 
se está trabajando en la mejora de la 
plataforma, para lo cual se añadió: 
 
1) Incorporación de Foto de Perfil: Esto 
permite darle una característica de 
personalización al sistema, mostrando la 
foto de los estudiantes en los rankings. 
Dicha foto debe ser validada por un 
docente antes de ser visualizada por el 
resto de los estudiantes a fin de evitar 
contenido inapropiado. 
 
2) Detección de errores en la codificación de 
la función e incluso utilización de 
elementos no permitidos en el nivel actual 
del ejercicio (ver figura 2);  
 
3) Desafíos bloqueados: Se añadieron 
desafíos que inicialmente aparecen 
bloqueados hasta alcanzar un determinado 
puntaje (los cuales se muestran con un 
candado – ver figura 1 – y se produce una 
animación al desbloquearlos). De esta 
forma se premia al estudiante que obtuvo 
buenos puntajes porque va a acceder a 
más desafíos y además al que no le fue 
bien, se va a esforzar para juntar puntos en 
otros niveles para ir desbloqueando 
ejercicios. 
 
Figura 2. Capturas de pantalla en las que se presentan distintas validaciones realizadas 
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4) Insignias: Al finalizar todos los desafíos 
de un nivel se le dará al alumno una 
insignia. Para ello al finalizar cada 
ejercicio hay que verificar si con ese 
ejercicio finalizan todos los de dicho nivel 
y si es así se le otorga la insignia. La 
figura 9 muestra diseños posibles para las 
insignias de cada uno de los niveles. 
 
 
Figura 3. Insignias incorporadas a la 
plataforma 
 
Desde el menú principal se agregará un botón 
Logros. Debe llevar a una pantalla que 
muestre en gris las insignias pendientes de 
obtener y con color aquellas que ya ha ganado 
el alumno. 
 
5) Mejoras gráficas y animaciones: se busca 
mejorar el aspecto general del sistema 
incorporando más elementos gráficos y 
animaciones que hagan a la plataforma 
más atractiva. Algunas de ellas son: 
a. Al desbloquear un desafío se 
muestra una pequeña animación de 
un candado que se abre.  
b. Al ganar una insignia se muestra 
una animación con la insignia 
ganada. 
c. En el listado de desafíos 
pendientes se agrega una 
visualización gráfica de los 
desafíos terminados y los 
pendientes mediante pequeñas 






Figura 4. Listado de niveles con desafíos 
pendientes 
 
6) Nivel de Usuario: Aún no está 
desarrollada esta funcionalidad pero se 
está considerando que cada alumno pueda 
ir alcanzando un determinado nivel de 
usuario en base a sus progresos en el 
sistema. 
 
7) Tutorial de Uso: Si bien los docentes 
explican en el aula como ingresar al 
sistema y como se utiliza la herramienta, 
resulta necesario la realización de un 
tutorial de uso en donde pueda verse 
integrado a la plataforma como realizar un 
desafío. Así como muchos juegos 
incorporan en el primer nivel un tutorial 
en el que el usuario debe seguir 
indicaciones para hacer acciones con el 
sistema, esta plataforma se vería 
favorecida con un instructivo interactivo 
similar. 
 
8) Vinculación con Redes Sociales: Dado 
que los alumnos utilizan con frecuencia 
diversas redes sociales, se planifica que 
los alumnos puedan configurar si desean o 
no que la plataforma publique las 
insignias obtenidas y otros logros 
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La plataforma permite brindar una nueva 
forma de ejercitar por fuera de la cursada. De 
este modo se consigue que los alumnos 
incrementen el tiempo que dedican a la 
materia y lo más valioso de la experiencia es 
que esto no se plantea como una actividad 
obligatoria, sino que es un recurso más, a 
disposición de los alumnos. Gamificar la 
plataforma ha sido parte del éxito dado que 
contribuye a la motivación de los alumnos, el 
interés por auto-superarse, la competencia 
entre cursos por alcanzar mejores puestos en 
el ranking general. Puede observarse 
comentarios sobre la herramienta en el recreo 
e incluso en alguna ocasión los alumnos le 
comentan al docente del curso que no pueden 
pasar a otro alumno. La implementación de 
los desafíos bloqueados también le añade un 
elemento que despierta un nuevo reto, 
conseguir los puntos necesarios para poder 
acceder a él. Hemos notado como el ranking 
general cambia constantemente y en algunos 
casos se puede ver como se intercalan 
posiciones, lo cual muestra una competencia 
constante. Las encuestas realizadas a fin de la 
cursada también demuestran el interés de los 
alumnos y el alto grado de aceptación de la 
herramienta. En los comentarios los alumnos 
agradecen la implementación de la plataforma 
e incluso proponen que esta iniciativa se 
promueva hacia otras materias.  Se 
comenzarán con las tareas vinculadas al 
segundo año del proyecto con las cuales se 
conseguirá agregarle funcionalidades, mejorar 
e incorporar más elementos de gamificación, 
lo cual incidirá fuertemente en la jugabilidad 
de la misma e incrementar su uso. 
3. FORMACIÓN DE RECURSOS 
HUMANOS 
El grupo está formado por 10 personas:  
• 5 docentes pertenecientes a diferentes 
departamentos conformando un grupo 
interdisciplinario.  
• 1 asesora externa, en el área de 
gamificación perteneciente a la 
Universidad de La Laguna, España. 
• 1 graduados de Ingeniería. 
• 3 alumnos de ingeniería quienes se están 
formando en actividades de Investigación 
y Desarrollo. 
Vinculado con esta temática se encuentra en 
realización una tesis de maestría. 
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La teoría de juegos es una disciplina con 
múltiples aplicaciones en la toma de 
decisiones en el ámbito social, económico y 
político. La teoría cuántica de juegos se basa 
en los principios de la computación cuántica, 
añadiendo más flexibilidad y posibilidades a 
la teoría  de juegos clásica.  
Los serious games son juegos con un 
propósito educativo más allá del mero 
entretenimiento.  
La teoría de juegos es de relevancia en las 
mecánicas de los videojuegos, en los cuales se 
desarrolla una competencia entre los factores 
del videojuego y el/los jugador/es humano/s.  
El presente trabajo consta en la aplicación de 
los principios de la teoría cuántica de juegos 
en serious games. Las disciplinas en las que 
se basa este trabajo se consideran emergentes, 
por lo cual se espera que los resultados 
provoquen un alto impacto en el desarrollo de 
estas áreas del conocimiento.  
 
Palabras clave: Serious games, Simulación, 




Este artículo presenta la investigación 
realizada en el marco de la tesis: “Diseño, 
modelado, simulación e implementación de 
técnicas emergentes de teoría de juegos en 
serious games” del Doctorado en Ingeniería 
Orientación Modelado y Simulación 
Computacional de la Facultad de Ingeniería 
de la Universidad Nacional de Mar del Plata.   
Se inserta además en el proyecto: “Modelos y 
Herramientas para el Proceso de Desarrollo 
de Serious Games” (2018/2019) del Grupo de 
Investigación en Tecnologías Interactivas 







El término juego alude a una actividad u 
ocupación voluntaria, ejercida dentro de 
ciertos y determinados límites de tiempo y 
espacio, que sigue reglas libremente 
aceptadas, pero absolutamente obligatorias, 
que tiene un final y que va acompañado de un 
sentimiento de tensión y de alegría, así como 
de una consciencia sobre la diferencia con la 
vida cotidiana [1]. 
El término serious games fue introducido por 
Abt en 1970 en su libro homónimo [2]. Su 
definición fue que estos juegos poseen un 
propósito educativo explícito y 
cuidadosamente planeado, y no están 
pensados para ser jugados principalmente por 
diversión.  
En su época Abt se refería principalmente a 
los juegos de mesa y a los juegos de cartas, 
pero su definición puede extrapolarse a los 
juegos digitales. En 2005, Zyda [3] actualiza 
el término para referirse a videojuegos. El 
autor define al serious game como un desafío 
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mental, jugado con una computadora de 
acuerdo a reglas específicas, que usa el 
entretenimiento para promover la formación 
gubernamental o corporativa, con objetivos en 
educación, sanidad, políticas públicas y 
comunicación estratégica . 
Ben Sawyer es clave en la redefinición y el 
posterior éxito de los serious games: en 
primer lugar, en 2002, publica un artículo 
alentando el uso de serious games para la 
mejora y comunicación de políticas públicas 
[4]. 
Inmediatamente después, fue co-fundador de 
la “Serious Games Initiative”, una asociación 
que tenía como fin promover el uso de juegos 
para propósitos serios; y en el año 2008, 
desarrolla la Taxonomía de serious games, 
agrupando en un solo concepto a videojuegos 
y simuladores desarrollados con cualquier 
propósito y dirigido a diversas industrias [5]. 
La efectividad de los serious games como 
herramientas de simulación y entrenamiento 
radica en su nivel de inmersión visual, sonora 
y emocional con el usuario, y en su 
característica de interactividad constante. La 
experiencia de juego permite a un usuario 
entrar en estado flow (de inmersión y 
concentración total) en un tiempo mucho 
menor que por otros medios [6]. 
 
Teoría de Juegos 
 
La dificultad creciente en la secuencia de 
retos implica la existencia de una curva de 
aprendizaje a superar por el jugador, de cuyo 
diseño depende en gran parte la efectividad de 
una experiencia de juego: una curva muy 
abrupta provocará frustración en el jugador al 
serle imposible superar los retos propuestos; y 
una curva muy llana redundará en una 
experiencia aburrida al ser el juego poco 
desafiante y extremadamente simple de 
superar [7]. 
El juego consiste en la confrontación de las 
habilidades del jugador con el entorno virtual 
que le propone la narrativa, generalmente en 
forma de puzzles, trampas o enemigos. En los 
juegos más simples, el comportamiento de 
estos elementos es muy básico: los puzzles o 
trampas se encuentran en condiciones fijas, y 
los enemigos siguen movimientos 
preprogramados. Los motores de inteligencia 
artificial más elaborados, como los que son 
necesarios en un juego de peleas uno contra 
uno, o en un videojuego de fútbol, exigen 
algoritmos más complejos de toma de 
decisiones para lograr resultados más 
convincentes [8]. 
La teoría de juegos se define como el estudio 
de los modelos matemáticos del conflicto y la 
cooperación entre tomadores de decisiones 
inteligentes y racionales, la matemática de la 
decisión que permite un entendimiento 
cuantitativo de situaciones en las cuales dos o 
más individuos toman decisiones que 
afectarán al bienestar de cada uno de ellos [9]. 
Ésta nació en la década de 1940 como una 
disciplina aplicada a la economía y a la 
estrategia militar, y posteriormente su campo 
de aplicación se extendió a la biología, 
sociología, politología, psicología, filosofía y 
ciencias de la computación. 
La teoría de juegos es de relevancia en las 
mecánicas de los videojuegos, en los cuales se 
desarrolla una confrontación entre los factores 
del videojuego y el/los jugador/es humano/s. 
La incorporación de algoritmos de teoría de 
juegos en los elementos de un serious game 
puede producir una experiencia más rica de 
usuario, ajustándose en forma dinámica de 
acuerdo a las condiciones del entorno y a las 
características del jugador. De hecho el 
balance entre las estrategias de un 
videojugador y el nivel de dificultad del 
juego, dado por las estrategias de los 
enemigos y los desafíos del mismo, son 
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críticos para una buena experiencia del 
jugador [10]. Los videojuegos comerciales, 
desde sus inicios con el mítico PacMan 
(NAMCO BANDAI Games, 1980), han 
incorporado algoritmos de toma de decisiones 
a sus elementos. 
Por otra parte, la computación cuántica es una 
disciplina que aprovecha los efectos cuánticos 
en las partículas subatómicas para construir 
sistemas de computación capaces de resolver 
problemas de tiempo polinomial no 
determinista (NP) más eficientemente que sus 
contrapartes clásicos. Los problemas NP son 
aquellos de resolución fácil en una dirección y 
muy duros en la inversa, y que incrementan su 
complejidad en forma exponencial al 
aumentar linealmente el número de variables. 
La factorización de enteros, el problema del 
viajante de comercio o búsqueda de 
combinaciones para nuevas drogas, son 
algunos ejemplos de problemas NP [11]. 
La teoría de juegos cuánticos aplica el 
“esquema de cuantización” al campo de la 
teoría de juegos, añadiendo más flexibilidad y 
posibilidades a la teoría de juegos clásica.  
El primer trabajo en combinar estos campos 
fue Quantum Strategies [12]. Más tarde ese 
mismo año, Eisert [13] definiría el método de 
cuantización para juegos que aún se aplica en 
la actualidad.  
Meyer proporciona varios ejemplos de juegos 
de dos jugadores y suma cero, en los cuales se 
enfrentan un jugador restringido a algoritmos 
clásicos y el otro capaz de aplicar algoritmos 
cuánticos, y el jugador cuántico gana 
invariablemente. Estos ejemplos muestran las 
ventajas de las estrategias cuánticas sobre las 
clásicas para estos juegos, extensible a 
algoritmos de búsqueda y resolución de 
problemas. Eisert  analiza el clásico “Dilema 
del Prisionero”, de la misma forma mostrando 
la superioridad de las estrategias cuánticas 
frente a las clásicas, dada la mayor riqueza de 
movimientos que posee un jugador cuántico. 
La versión del Dilema del Prisionero con dos 
jugadores cuánticos aporta nuevas 
posibilidades al juego, aprovechando el efecto 
del entanglement.  
 
Líneas de Investigación 
 
 Diseño y Desarrollo de serious games. 
 Teoría de juegos. 
 Computación cuántica. 
 
 
Resultados y Objetivos 
 
El proyecto de tesis presentado en este 
artículo tiene como objetivo general el 
desarrollo de mecánicas novedosas en serious 
games, a partir de la aplicación de los 
principios de la teoría de juegos. Se 
considerará la incorporación de 
ramificaciones emergentes de esta teoría, tales 
como la teoría de juegos cuánticos, para 
contribuir en forma única y relevante a los 
campos del conocimiento involucrados. 
Para ello se plantean los  siguientes objetivos 
específicos: 
 Explorar y analizar las bases 
conceptuales y metodológicas de la 
teoría de juegos, los algoritmos de 
computación cuántica y del desarrollo 
de serious games. 
 Ponderar las posibilidades de aporte 
de los principios de las corrientes de 
teoría de juegos en las mecánicas de 
serious games. 
 Desarrollar una conjunto de recursos 
de software que modelen un motor de 
inteligencia computacional basado en 
las tecnologías estudiadas. 
 Incorporar un conjunto de mecánicas 
en serious games a partir de los 
recursos de software desarrollados. 
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 Evaluar el desempeño de las 
mecánicas creadas mediante 
metodologías de extracción de opinión 
de expertos. 
 
Formación de Recursos Humanos 
 
La formación de recursos humanos se 
considera de vital importancia.  
En la actualidad, integrantes del Grupo de 
Investigación GTI se encuentran  
desarrollando y dirigiendo dos tesis de 
posgrado de la UNLP de la Maestría en 
Ingeniería de Software y dos de Doctorado, 
una en Educación de la Universidad Nacional 
de Rosario y otra del Doctorado en Ingeniería 
Orientación Modelado y Simulación 
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La aplicación de juegos en la educación 
proporciona múltiples beneficios claramente 
visibles: su participación, orientada a la meta, 
anima a los estudiantes a progresar mientras 
se juega. Los videojuegos educativos 
denominados Serious Games son una 
iniciativa que se concentra en el uso de los 
principios de diseño de juegos para otros fines 
no meramente lúdicos. 
Como educadores y desarrolladores de 
videojuegos, la validez de los Serious Games 
con respecto a sus objetivos educativos debe 
ser tanto mensurable como medida. La 
naturaleza interactiva de los videojuegos hace 
que la aplicación de Analíticas de Aprendizaje 
se constituya en una herramienta útil para 
capturar los datos de interacción de los 
estudiantes con el propósito de interpretar el 
proceso de aprendizaje. Sin embargo, existen 
escasas investigaciones y normas 
ampliamente adoptadas para comunicar 
información entre videojuegos y sus módulos 
de seguimiento. 
El proyecto tiene como objetivo consolidar el 
proceso de análisis de la interacción de 
estudiantes en un Serious Game a través de la 
extracción de información relevante del 
aprendizaje y mediante la generación de 
reportes que visualicen los resultados. 
 
Palabras clave: Serious Games, Interacción 





El proyecto que se presenta en este articulo 
corresponde a una Beca de investigación 
otorgada por la UNMDP.  
Dicha Beca se desarrolla en el Grupo de 
Investigación en Tecnologías Interactivas 
(GTI) de la Facultad de Ingeniería de la 
Universidad Nacional de Mar del Plata. 
Además las lineas de investigación se abordan 
en el marco del proyecto (2016-2017): 
“Tecnología e Innovación en Ambientes de 
Aprendizaje: Desarrollo y Gestión” y en el 
proyecto correspondiente a la convocatoria 
2018-2019 ; “Modelos y herramientas para el 
proceso de desarrollo de Serious Games”. 




Los Serious Games (SG) son aplicaciones 
interactivas creadas con una intencionalidad 
educativa, que proponen la explotación de la 
jugabilidad como experiencia del jugador. 
Presentan a los jugadores retos y misiones 
que implican tomas de decisiones, resolución 
de problemas, búsqueda de información 
selectiva, cálculos, exploración, 
experimentación, competencia, cooperación 
etc., logrando el efecto inmersivo en el juego, 
como una prolongación de la experiencia vital 
del usuario [1],[2]. 
La evaluación del aprendizaje en SG, lejos de 
ser sencilla, requiere métodos y modelos 
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adicionales que produzcan evaluaciones 
válidas y evidencias de aprendizaje basado en 
juegos, lo que requiere datos adicionales de 
los jugadores. 
El informe anual Horizon [3], encargado de 
enumerar las tendencias educativas más 
influyentes del momento, señala a las 
Analíticas de Aprendizaje (Learning 
Analytics) como uno de los campos a tener en 
cuenta a mediano plazo. Las define como “el 
análisis de una amplia variedad de datos 
producidos por estudiantes, con el objetivo de 
evaluar su progreso académico, predecir sus 
futuros resultados e identificar riesgos 
potenciales”. En su edición de 2016, el 
Informe Horizon [4] destaca la medición de 
aprendizaje como uno de los campos donde se 
van a focalizar los mayores esfuerzos a corto 
plazo.  
Las Analíticas de Aprendizaje constituyen la 
aproximación educativa a “Big-Data”, una 
ciencia originalmente utilizada en la empresa 
para analizar las actividades del consumidor, 
identificar tendencias de consumo y predecir 
comportamientos. En particular, la educación 
ha emprendido un proceso de búsqueda de 
datos similar, con el objeto de incrementar la 
retención de los estudiantes y proporcionarles 
una experiencia de aprendizaje personalizada 
y de alta calidad.  
Tradicionalmente, la validación de los SG se 
ha hecho a través de experimentos formales 
mediante cuestionarios que los estudiantes 
completan antes y/o después de interactuar 
con el juego [5].  
La riqueza actual de datos reunidos a través 
de la web-logs, motores de seguimiento, eye 
trackers, localización y detectores de 
movimiento, en combinación con las 
emergentes Analíticas de Aprendizaje es una 
excelente oportunidad para mejorar la 
supervisión y evaluación del aprendizaje 
basado en juegos. 
Para aplicar esta tecnología emergente en los 
SG, los datos de la interacción pueden ser 
capturados mediante la adición de un 
“rastreador” al SG que envía datos de la 
interacción del jugador (también 
denominados rastreos) a un servidor. El 
análisis de las huellas puede producir 
información relevante sobre las interacciones 
de los estudiantes con el juego, haciendo que 
el conjunto de acciones, errores y acciones 
correctas del jugador sea significativo [6]. 
Coincidiendo con Alonso, et.al.[7], sin las 
Analíticas de Aprendizaje, los SGs en la 
educación son similares a las cajas negras: 
simplemente proporcionan un estado final que 
demuestra los resultados del juego, 
normalmente en forma de métricas relativas a 
la puntuación final del jugador; pero que no 
suministran información con respecto al 
proceso de aprendizaje. 
Las Analíticas de Aprendizaje se han 
empezado a aplicar en múltiples medios y 
contextos para comprender y mejorar los 
procesos de aprendizaje: desde sistemas 
clásicos como los tutores inteligentes, hasta 
sistemas e-learning más modernos como los 
MOOCs. Sin embargo, las aproximaciones 
que se han construido sobre SG todavía no 
son maduras y no han hecho un uso completo 
de las ventajas que ofrecen dichas 
Analíticas.[8]. 
Las Analíticas de Aprendizaje en un SG 
comprenden desde los métodos de captura de 
datos y los elementos de diseño que los 
acompañan, hasta el análisis y visualizaciones 
más apropiados para cada tarea. 
Para llevar a cabo esta integración se deben 
establecer algunos acuerdos básicos en las 
características del sistema de seguimiento de 
datos.  
Tal como señala [9], la manera particular en 
que obtengan los datos determinará 
profundamente las posibilidades tanto en el 
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análisis como en la visualización, ya que 
implicará la cantidad de información que se 
recibirá y lo rica que es esa información. El 
análisis se desarrollará a partir de los datos 
obtenidos y sus particularidades. Las 
visualizaciones de resultados también deben 
ajustarse a las necesidades de los diferentes 
involucrados: estudiantes y profesores, como 
parte del uso educativo del juego, así como 
para desarrolladores o gestores, que estarían 
más interesados en el correcto funcionamiento 
del juego, pero también desean conocer si el 
juego está cumpliendo con los objetivos de 
aprendizaje previstos. 
Es importante señalar que consideramos que 
las Analíticas de Aprendizaje en SG no sólo 
deben centrarse en el análisis o la 
visualización de datos, sino también deberían 
proveer a los profesores de herramientas que 
les permitan seguir el aprendizaje de sus 
estudiantes. 
 
2. LINEAS DE INVESTIGACIÓN 
 
Las principales líneas de investigación que se 
abordan en este proyecto son: 
 
 Analíticas de Aprendizaje 
 Evaluación del aprendizaje con 
tecnologías 
 Serious Games y Gamificación 
 
3. RESULTADOS ESPERADOS Y 
OBJETIVOS 
 
El proyecto que se presenta en este artículo 
tiene como objetivo general: “Consolidar el 
proceso de análisis de la interacción de 
estudiantes en Serious Game para obtener 
información relevante del aprendizaje”. 
 
En ese marco se establecieron los siguientes 
objetivos específicos: 
 Seleccionar las tecnologías adecuadas 
para la visualización de las 
interacciones de los estudiantes en el 
Serious Game. 
 Generar una estructura de 
visualización de las interacciones de 
los estudiantes en el Serious Game. 
 Producir reportes que visualicen la 
información relevante del proceso de 
aprendizaje de los estudiantes sobre la 
base de sus datos de interacción en un 
Serious Game. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
 
El grupo de investigación GTI cuenta con 
varios integrantes que están realizando 
estudios de posgrado Maestrías y Doctorados. 
En particular, este artículo describe el plan de 
trabajo de una beca de investigación otorgada 
por la UNMDP. 
Se dirigen además trabajos finales y prácticas 
profesionales supervisadas (PPS) de 
estudiantes de la Carrera Ingeniería en 
Informática. 
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Vinculación con docentes de nivel secundario y con ingresantes de Informática, a través de 
talleres y juegos educativos desarrollados, uno de los cuales, es un juego móvil. 
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RESUMEN 
La línea de investigación pertenece al área de 
Tecnología Informática aplicada en 
Educación (TIAE). Se desarrollaron tres 
proyectos de investigación (PI) continuados, 
y un cuarto proyecto se encuentra en etapa de 
evaluación inicial. Se ha generado, a través de 
ellos, vinculación con el medio, formación de 
recursos humanos de grado y postgrado, 
publicaciones con referato nacionales e 
internacionales, participaciones en congresos, 
propuestas didácticas para fomentar el 
aprendizaje significativo (AS), juegos 
educativos interactivos (JEI),  organización, 
y dictado de talleres. Algunos de los 
integrantes de los PI son alumnos de 
“Licenciatura en Informática”, de la UNPSJB, 
sede Comodoro Rivadavia. El uso de las TICs 
en educación, el desarrollo de juegos 
educativos, son herramientas importantes, 
para generar motivación,  incentivar a futuros 
profesionales de Informática, y fortalecer los 
estudios en los distintos niveles de enseñanza. 
Uno de los aspectos considerados en el nuevo 
proyecto, es el diseño y desarrollo de 
sistemas interactivos de apoyo al 
aprendizaje (SIAA) con tecnología móvil 
(TM), con el objeto de incentivar a los 
alumnos a investigar, y a participar en PI, de 
mejorar sus competencias, propiciando AS, 
fomentando el desarrollo de la sociedad y 
aumentando el conocimiento, formando 
personas competentes. El trabajo presenta 
algunos resultados de los talleres resientes. 
 
Palabras Claves: TICs. Aprendizaje 




El proyecto de investigación acreditado: 
“Casos de estudio de sistemas, TICs y 
aprendizaje”, UNPSJB-UNLP, evaluado y 
financiado por Ciencia y Técnica de la 
UNPSJB, pertenece al Área TIAE. El 
proyecto continuado, titulado: “Tecnología 
Informática Aplicada en Educación, y 
Aprendizaje Significativo”, se encuentra en 
etapa de evaluación inicial, incluye el 
desarrollo de juegos educativos móviles, para 
motivar a los alumnos  y propiciar AS. 
 
1. INTRODUCCIÓN 
Para Piaget, todo aprendizaje es el resultado 
de la interacción entre la persona y el objeto 
de conocimiento. Además, el aprendizaje 
debe ser significativo, ya que sólo así es 
capaz de modificar los esquemas de la 
persona. . Y para conseguir un aprendizaje 
significativo, es preciso favorecer la conexión 
entre las experiencias y conocimientos 
previos y los nuevos conocimientos. [1] 
Las TICs son esenciales en la educación, nos 
invitan a abordar el nuevo modelo de 
enseñanza y aprendizaje, propician la 
educación centrada en quien aprende. En los 
estándares de competencias en TICs 
propuestos por UNESCO, se afirma que: 
“Para vivir, aprender y trabajar con éxito en 
una sociedad cada vez más compleja, rica en 
información y basada en el conocimiento, los 
estudiantes y los docentes deben utilizar la 
tecnología digital con eficacia. En un 
contexto educativo sólido, las TICs pueden 
ayudar a los estudiantes a adquirir las 
capacidades necesarias”. La importancia del 
desarrollo de las habilidades de “aprender a 
aprender” se deriva no solo de concepciones 
teóricas propias del ámbito educativo, sino de 
las demandas sociales que parecen requerir la 
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formación de individuos capaces de un mayor 
manejo autónomo de estas herramientas 
cognitivas. [2] 
“Aplicaciones móviles” es uno de los temas 
de mayor desarrollo en la industria del 
software y servicios informáticos, que ha 
generado cambios en los espacios 
curriculares universitarios en los últimos 
años. 
Los Juegos Educativos ofrecen 
oportunidades para la resolución de 
problemas. Los Juegos Educativos Móviles, 
son un caso particular de Aplicación 
Educativa Móvil y éstos a la vez un caso 
particular de Aplicaciones Móviles. [3] 
 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
El objetivo de esta línea de investigación, es 
el de contribuir a la formación de personas 
competentes, fomentar el desarrollo de la 
sociedad y aumentar el conocimiento, 
analizando y confeccionando propuestas 
educativas que propicien AS, diseñando y 
desarrollando SIAA, algunos de ellos, con 
tecnología móvil, con el objeto de incentivar 
a los alumnos a investigar, y a participar en 
PI, y mejorar las competencias de nuevos 




Se han presentado otros resultados del 
proyecto, en congresos de Informática.  
Dentro de los juegos educativos interactivos, 
que se han desarrollado en el proyecto, 
encontramos juegos que fortalecen el 
pensamiento estratégico del usuario, con un 
nivel alto y medio, de dificultad. A principios 
de 2018 se han desarrollado dos encuentros, 
uno con alumnos ingresantes de Informática, 
y otro dirigido a docentes de nivel secundario. 
Estos talleres se desarrollaron en el marco de 
la Univerano 2018 de la UNPSJB, sede 
Comodoro Rivadavia.   
El taller dirigido a ingresantes, nos permitió 
incentivarlos a participar en PI al avanzar en 
la carrera, participar en congresos, y 
capacitarse regularmente, también al obtener 
su graduación en la carrera, vinculándose con 
universidades y/o institutos de investigación.   
Mostraron un alto nivel de motivación, al 
participar e interactuar con alumnos, 
disertantes, y con los juegos educativos.  
En el taller dirigido a docentes, se realizó una 
exposición de los objetivos del encuentro, una 
presentación de cada participante y de los 
disertantes, y luego se organizaron las 
actividades, a través del siguiente esquema: 
 
Figura 1. Esquema de trabajo del taller 
 
Como vemos en la figura 1, las etapas del 
encuentro fueron seis, partiendo de una 
introducción inicial, en la que se resaltaron 
aspectos claves de las teorías de aprendizaje, 
los rasgos del buen aprendizaje, y la 
motivación por aprender, como factor 
relevante, para propiciar AS. Luego, se 
consideró la noción de software educativo, y 
se destacaron características básicas de los 
juegos educativos, y de los juegos educativos 
móviles. En la segunda etapa, se presentaron 
las características de los juegos que fortalecen 
el pensamiento estratégico, y cada estudiante 
de grado, que participa en proyecto, explicó el 
juego que desarrolló. En la siguiente etapa, 
los docentes participantes, interactuaron 
directamente con los juegos educativos. 
Luego completaron el formulario preparado 
para el taller. Dicho formulario, se tituló: 
“Docentes interesados en Juegos Educativos”, 
incluye inicialmente el objetivo, que es el de 
contar con información y mails de contacto de 
docentes interesados en: 
 Aplicar en sus clases, alguno de los juegos 
educativos observados en el taller, 
resultantes de PI (con preguntas y 
respuestas preparadas por el docente que lo 
utilizará).  
 Participar a largo plazo, en el diseño de un 
juego específico, de utilidad para sus 
clases, o de un software educativo. 
XX Workshop de Investigadores en Ciencias de la Computacio´n 1107
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
 Comentar su experiencia en el taller, y en 
el uso de tecnología informática en el 
ámbito educativo. 
La encuesta considera las siguientes 
dimensiones: 
 “Docente”, en la que se solicita 
información de identificación del docente, 
de la institución de enseñanza, y materias 
principales que dicta. 
 “Experiencia en el uso de las TICs”, en la 
que se invita a los participantes, a brindar 
comentarios acerca de los recursos 
educativos que ha utilizado en el aula, y 
además, de  los recursos tecnológicos 
disponibles en el aula. 
 “Interés en emplear juegos educativos 
observados en el taller”, en esta dimensión 
se indaga sobre el interés de uso de cada 
juego observado, con la posibilidad de 
responder: 
 “Si, en 2018”,  
 “No”,  
 “Puede ser más adelante”.  
  “Nivel de satisfacción del taller 
desarrollado”, y un comentario adicional, 
si lo desea.  
Los resultados indican que los docentes que 
participaron, eran docentes de nivel 
secundario, y una de las docentes, además, 
dictaba clases en la primaria, en sexto grado.  
Todas las docentes participantes emplearon 
videos en sus clases. Una docente también 
utiliza comúnmente, libros digitales de su 
especialidad, y otra docente, ha construido un 
blog, y utiliza habitualmente los celulares en 
el aula con sus alumnos, para búsquedas de 
información. 
Dos de las docentes destacan que la mayoría 
de los alumnos tienen celulares en las clases. 
Una docente señala que la mitad de los 
alumnos, en la clase, tienen celulares. Las 
instituciones cuentan con cañón de 
proyección. Una docente destaca que en la 
institución en la que desarrolla actividades, 
disponen de sala de computación con una 
computadora para cada alumno. Otra docente 
indica que la sala de computación de la 
escuela en la que ejerce su actividad docente, 
tiene computadoras para la clase, trabajando 
dos alumnos en cada computadora. Una 
docente indica que la conexión a Internet es 
muy lenta, en el establecimiento educativo.  
Dos docentes están interesadas en emplear en 
sus clases, en 2018, los juegos 1 y 2. Una 
docente indica que puede tener interés, más 
adelante en usar los juegos 1 y 2. Estos juegos 
son variantes del Juego de Símbolos, uno de 
ellos permite el entrenamiento del alumno, en 
sistemas binarios.  
 
Figura 2. Interés de uso de juegos, en 2018 
 
Como muestra la figura 2, todos los docentes 
participantes destacaron su interés en emplear, 
en 2018, los juegos 3 (Juego del Solitario con 
Monedas) y 4 (Juego Móvil El Ahorcado). 
Dichos juegos se consideraron apropiados 
tanto para nivel secundario, como para sexto 
año, de nivel primario. 
Las tres docentes participantes mostraron 
interés en integrar un proyecto en el que se 
diseñe un juego interactivo específico, que sea 
de utilidad para sus clases. Dos de los 
docentes participantes, consideraron, en una 
escala del cero al 4, 4, en el nivel de 
satisfacción con la experiencia, y una docente 
consideró 3, su nivel de satisfacción. Los 
comentarios adicionales de los docentes, son: 
 Sería bueno que los alumnos se acerquen 
de manera diferente a los juegos 
interactivos, aportando un plus de 
conocimiento que puede ser aplicado a lo 
cotidiano. 
 Si se concreta la idea, aplicarla en una 
clase en mi escuela para comprobar y 
ponerlo en práctica. 
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Los integrantes de proyecto realizarán este 
mes, otros talleres ya programados, con 
estudiantes y docentes, con análisis de uso de 
los dispositivos y transferencia, en distintos 
niveles de enseñanza. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
El proyecto de investigación acreditado: 
“Casos de estudio de sistemas, TICs y 
aprendizaje”, UNPSJB-UNLP, evaluado y 
financiado por Ciencia y Técnica de la 
UNPSJB. El proyecto continuado, titulado: 
“Tecnología Informática Aplicada en 
Educación, y Aprendizaje Significativo”,  se 
encuentra en Ciencia y Técnica, en etapa de 
evaluación inicial. El director del PI es 
docente-investigador, de la UNLP, categoría 
II en investigación, la codirectora es docente-
investigadora de la UNPSJB, categoría III en 
investigación, el equipo está integrado por 
docentes de la Licenciatura en Informática, y 
profesionales Analistas Programadores 
Universitarios, recibidos en la UNPSJB, que 
desarrollan actividades de Informática en 
empresas de Comodoro Rivadavia. El equipo 
completo tiene siete integrantes. Todos los 
integrantes se capacitan regularmente, y 
avanzan, en carreras de grado, o en carreras 
de postgrado.   
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1. RESUMEN 
Los niños con encefalopatía crónica no 
evolutiva (ECNE) poseen diversas 
dificultades motoras y cognitivas que los 
limitan para interactuar en forma autónoma 
con su entorno; y es justamente esa 
autonomía la que se intenta propiciar en las 
intervenciones terapéuticas debido a que ella 
impacta en forma directa en su calidad de 
vida. En el proyecto “Videojuegos en realidad 
virtual como intervención terapéutica 
alternativa para estimular la cognición en 
niños con encefalopatía crónica no evolutiva” 
(Vivitan), se pretende desarrollar un 
videojuego de realidad virtual (VR) para 
niños con ECNE que ofrezca un entorno 
inmersivo para la realización de actividades 
lúdicas motivantes que estimulen sus 
funciones cognitivas: atención, concentración 
y memoria; mientras ejecuta movimientos 
controlados con la cabeza. La tecnología 
desarrollada tendrá como destinatarios a los 
niños y adolescentes del Centro de 
Rehabilitación Integral, organismo estatal de 
la salud que brinda intervenciones 
terapéuticas  a personas con discapacidad 
entre otras actividades, y que se constituye 
como la institución demandante. 
2. CONTEXTO 
Vivitan, se enmarca en “Proyectos de 
“Desarrollo Tecnológico y Social” (PDTS),  
correspondiente a la convocatoria 2018-2019 
y en la línea de investigación “Videojuegos 
para a la salud”. En esta línea el equipo de 
investigadores viene trabajando desde el año 
2013, en el proyecto de investigación 
denominado “Impulso a la Producción de 
Videojuegos Aplicados a Salud” (IPVíAs), 
financiado por la Secretaría de Políticas 
Universitarias (SPU) según Resolución SPU-
2919-2013. También a través de los proyecto 
“Videojuegos para motivar conductas 
Saludables” y "Mover-T" aprobados por 
CICITCA-UNSJ en el marco de las 
convocatorias 2014–2015 y 2016-2017 
respectivamente. 
Vivitan se llevará a cabo en el Instituto de 
Informática de la Facultad de Ciencias 
Exactas Físicas y Naturales de la Universidad 
Nacional de San Juan, en una tarea conjunta 
con la institución demandante para la 
generación de una tecnología apropiada. 
3. INTRODUCCIÓN 
La encefalopatía crónica no evolutiva 
(ECNE), es una patología que produce una 
discapacidad que se produce con causas 
prenatales, natales o postnatales hasta los tres 
años. Siempre predomina una alteración 
motora y puede estar asociada a una 
alteración visual, auditiva, intelectual del 
lenguaje, etc. 
La realidad virtual (VR) es un escenario 
generado por computadora que simula una 
experiencia realista. El entorno inmersivo 
puede ser similar al mundo real para crear una 
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experiencia realista basada en la realidad o la 
ciencia ficción. Los sistemas de realidad 
aumentada también se pueden considerar una 
forma de realidad virtual que coloca 
información virtual sobre una cámara en 
tiempo real, en un casco de VR, o a través de 
un teléfono inteligente o tableta. 
La VR es cada vez más aceptada por la 
sociedad debido a la creciente disponibilidad 
de sus dispositivos y aplicaciones. Muchos 
videojuegos en VR proponen entornos 
inmersivos de aprendizaje basados en el 
descubrimiento y en la creatividad. Los 
mismos, debido a su naturaleza lúdica, 
suponen un mecanismo de estímulo para el 
desarrollo cognitivo porque facilita el proceso 
de aprendizaje, incrementan la atención y la 
concentración a la hora de resolver un 
problema concreto.  
En el ámbito de la salud, muchos trabajos han 
producido resultados aceptables utilizado VR 
en el tratamiento de patologías 
discapacitantes entre las que se encuentra la 
encefalopatía crónica no evolutiva, antes 
conocida como “parálisis cerebral”. 
El gran desafío tecnológico de la VR aplicada 
a videojuegos para niños con ECNE se centra 
en lograr que realicen actividades lúdicas que 
estimulen su cognición (atención, 
concentración y memoria) ejecutando 
movimientos controlados de la cabeza. El 
objetivo final es que el juego le ayude al niño 
a desarrollarse y divertirse como otros niños. 
Tal como dice Vigotsky: “Las funciones 
mentales superiores se adquieren y se 
desarrollan a través de la interacción social y 
el juego es un gran agente socializador”. 
El Proyecto Vivitan es un proyecto  de 
investigación aplicada que se sustenta en las 
siguientes hipótesis: 
1. Los videojuegos en Realidad Virtual 
pueden estimular la atención, la 
concentración y la coordinación viso-
motriz en niños con ECNE. 
2. El proceso de desarrollo de 
videojuegos en este contexto requiere 
adaptaciones.  
En el marco de esta investigación se ha 
optado por un diseño descriptivo 
experimental y por una metodología cuanti-
cualitativa. Para el desarrollo del software se 
utilizará una metodología ágil basada en 
Scrum. Las instancias de evaluación de 
usabilidad se realizarán con usuarios reales de 
la institución demandante. 
Se espera que dicho desarrollo tecnológico 
contribuya a favorecer las capacidades 
cognitivas de atención, concentración y 
memoria en niños con ECNE. 
4. LÍNEAS DE INVESTIGACIÓN, 
DESARROLLO E INNOVACIÓN 
El proyecto Vivitan se encuadra dentro de los 
procesos de Ingeniería de Software aplicados 
a videojuegos para la salud y la educación; y 
dentro del Diseño de Videojuegos para 
personas con discapacidad. 
5. RESULTADOS 
ESPERADOS/OBTENIDOS 
El conocimiento en la temática de 
videojuegos para la salud, obtenido en el 
marco de los proyectos predecesores a 
Vivitan, permitió el desarrollo de prototipos 
de videojuegos destinados a la rehabilitación 
motriz de niños con ECNE. Los que fueron 
puestos a disposición de algunos usuarios 
para su uso. Esto permitió conocer mejor las 
características de los usuarios destinatarios de 
la tecnología y proponer mejoras y ajustes en 
los prototipos. Esta experiencia adquirida es 
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la que servirá de base para el proyecto 
Vivitan.. 
Para la ejecución del mismo, se propone 
identificar las funciones ejecutivas y 
capacidades del grupo destinatario mediante 
la administración de entrevistas focalizadas al 
equipo de terapeutas. 
Los sujetos bajo estudio con los que se 
trabajará en Vivitan son niños y adolescentes 
que asisten al Centro de Rehabilitación 
Integral, cuyas edades cognitivas se 
encuentran comprendidas entre 10 y 16 años.  
Durante la ejecución del proyecto se adaptará 
una metodología de desarrollo de software 
ágil que contemple las características del 
videojuego. Específicamente se utilizará la 
metodología SUM para desarrollo de 
videojuegos. 
Vivitan responde a una de las necesidades 
priorizadas del Centro de Rehabilitación 
Integral, debido a las escasas terapias 
alternativas con que cuenta para apoyar las 
intervenciones terapéuticas en niños con 
ECNE.  
A fin de explorar nuevos enfoques en la 
mejora de sus aptitudes cognitivas tales como 
la concentración, la memoria, y la resolución 
de problemas, se pretende propiciar espacios 
para que los terapeutas manejen nuevas 
herramientas como videojuegos en realidad 
virtual. 
6. FORMACIÓN DE RRHH 
 
1. Ormeño, Emilio Gustavo. Director del 
proyecto. Actualmente doctorando del 
Doctorado en Ciencias de la 
Informática, y cuya tesis está 
orientada al área de Videojuegos para 
la salud. 
2. González, Mónica Gilda. Co-
directora. Actualmente desarrollando 
su tesis Doctoral en Educación, en 
instancia de Informe Final, Doctorado 
en Educación de la Universidad 
Católica de Cuyo, Título  Procesos de 
Apropiación de TIC en Espacios 
Socio-educativos no Formales. 
Propuesta de Formación Integral para 
Adultos Mayores. 
3. Ferrarini Oliver, Cintia. Integrante del 
proyecto. Actualmente doctorando del 
Doctorado en Ingeniería de la 
Universidad Nacional de Cuyo. Título 
Método de Planificación Estocástico 
basado en Markov para la 
Composición de Servicios Web en un 
Entorno de Recomendación. 
4. Olguín, Luis Alberto. Integrante del 
proyecto. Actualmente maestrando de 
la Maestría en Informática de la 
Universidad Nacional de San Juan. 
Título  Red de Co-Préstamo en 
Bibliotecas”. 
5. Vera Cristina. Actualmente 
maestrando de la Maestría en 
Informática de la Universidad 
Nacional de San Juan, con el título 
Estudio comparativo del desempeño 
de diferentes gestores de bases de 
datos NoSQL en la nube. 
6. Avendaño Mauro. Trabajo Final de 
Licenciatura en proceso. Titulo 
Mover-TX: Gestor de recursos 
distribuidos de videojuegos en línea 
basados en Unity. 
7. Carrió Fabricio. Trabajo Final de 
Licenciatura en proceso. Título 
Dungeon World: juego de rol en 3D 
desarrollado en plataforma Roblox. 
8. Kokot Rodrigo: Trabajo Final de 
Licenciatura en proceso. Título 
Obtención de parámetros corporales 
con Kinect 
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maestrando de la Maestría en 
Informática de la Universidad 
Nacional de San Juan, con el título 
Una metodología para el desarrollo de 
classroom board games conservando 
la experiencia de usuario. 
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En el contexto de la Ingeniería de Software entre 
las disciplinas que componen la misma 
mencionaremos Validación y Verificación  de 
Software, la cual se encarga de efectuar el  
Testing del mismo. En el  estudio de campo se 
tuvo en cuenta la Interfaz de usuario de sitios 
web universitarios, desde el momento en que la 
página esté funcional. En breve estaremos  
probando una herramienta elaborada que 
contempla los diferentes aspectos que involucran 
la evaluación de la usabilidad de los sitios web 
universitarios seleccionados. Este trabajo tendrá 
una incidencia directa en los usuarios de sitios 
web universitarios, ya que como resultado del 
proceso de investigación se generará un conjunto 
de buenas prácticas en la construcción de 
portales universitarios, lo cual facilitara el acceso 




Palabras clave: usabilidad, interface de 




El presente proyecto está siendo llevado a 
cabo en el Laboratorio de Investigación de 
Software, Departamento de Ingeniería en 
Sistemas de la Universidad Tecnológica 
Nacional Facultad Regional Córdoba. 
(U.T.N.-F.R.C.).  
El Código del proyecto es UTN4082 dentro 
del área de Ciencias de la Computación e 
Informática, radicado dentro de la Secretaria 
de Ciencia y Tecnología de la Universidad 
Tecnológica Nacional Facultad Regional 
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Córdoba. Fecha de inicio: 01/05/2016 Fecha 
de finalización: 31/12/2018.  
1. INTRODUCCIÓN 
Este trabajo es la continuación del iniciado el 
año pasado [Sandra Olariaga et al, 2017].  Las 
siguientes son las definiciones de usabilidad 
presentada:  
"La usabilidad trata sobre el comportamiento 
humano; reconoce que el humano es emotivo, 
no está interesado en poner demasiado 
esfuerzo en algo, y generalmente prefiere las 
cosas que son fáciles de hacer contra las que 
son difíciles de hacer." [David Mc Quillen, 
2003]. 
Usabilidad es un término adaptado de la 
palabra en inglés “usability”, para indicar que 
algo se puede usar, la norma ISO 9241-11 
dice que la usabilidad se refiere al alcance en 
el que un producto puede ser utilizado por 
usuarios específicos para alcanzar metas 
específicas con efectividad, eficiencia y 
satisfacción en un contexto específico de uso. 
[Guillermo M. Martínez de la Teja, 2003]. 
En los Sistemas de Información Web existen 
conjuntos de atributos que son interesantes 
medir, como son: la usabilidad, la 
accesibilidad, la navegación, etc. Estos 
atributos son evaluados una vez que el 
sistema es desarrollado. [Aguirre, Riesco, 
Figuereido, 2012] 
En base a lo mencionado anteriormente, se 
hace evidente que la usabilidad juega un papel 
primordial en el proceso de desarrollo de 
sitios web de éxito. [Perurena Cancio et al, 
2013]. En el presente trabajo, se pretende 
continuar con la identificación de los aspectos 
a ser tenidos en cuenta para el desarrollo de 
una herramienta con la cual se encuestaran 
usuarios cuyos perfiles fueron definidos en 
este trabajo, a fin de obtener información 
acerca de la usabilidad de interface de usuario 
de sitios web universitarios nacionales. 
Para ello teniendo en cuenta además su 
arquitectura [Montes de Oca Sánchez de 
Bustamante, Antonio (2004)], es decir su 
estructura y organización ya que aunque para 
la mayoría de los usuarios "la interface es la 
aplicación" puesto que es la parte que ven y a 
través de la cual interactúan [Mario Moreno, 
et al, 2008], debemos entender que la 
usabilidad de la aplicación depende no sólo 
del diseño del interfaz, sino también de su 
arquitectura es decir del componente no 
visible del diseño. [Yusef Hassan, Francisco 
J. Martín Fernández y Ghzala Iazza 2004]. 
 
 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
 
El proyecto se inscribe dentro de los 
lineamientos de investigación en 
innovaciones curriculares en Educación 
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Superior Universitaria dentro del área de 
Sistemas e interfaces adaptables en la 
intervención humano-computadora.  
Para el desarrollo de este trabajo de 
investigación se aplicará el método empírico-
analítico, que se basa en la experimentación y 
en la lógica empírica, junto a la observación 
de sitios web universitarios y análisis de 
usabilidad de los mismos 
 
3. RESULTADOS OBTENIDOS / 
ESPERADOS 
El eje sobre el que gira nuestro trabajo es la 
interface de usuario centrada en la evaluación 
de los sitios web universitarios nacionales. 
[Paula Maciel (2008)]. 
Dicha evaluación está basada en el análisis de 
la interacción de los diferentes tipos de 
usuarios con estos sitios web. 
El principal objetivo de una interface de 
usuario es que esta pueda comunicar 
información a través de ella hacia algún tipo 
de dispositivo o sistema. Conseguida esta 
comunicación, el siguiente objetivo es que 
dicha comunicación se desarrolle de la forma 
más fácil y cómoda posible para las 
características del usuario que utiliza el 
servicio. Por ello  este trabajo se enfoca en 
lograr identificar las técnicas que nos 
permitan realizar una evaluación eficaz de la 
interface de usuario de los sitios web 
universitarios propuestos. 
En base al análisis de los principales aspectos 
a ser tenidos en cuenta sobre el diseño de los 
sitios web, a través de un detallado análisis de 
la bibliografía existente hemos llegado a la 
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A continuación se muestran los resultados de 
una prueba piloto llevada a cabo, en este caso 
la evaluación de la página web del Instituto 
Tecnológico Buenos Aires. 
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Este gráfico muestra el porcentaje relativo de 
valoración del sitio web del Instituto 
Tecnológico de Buenos Aires en las cinco 
diferentes dimensiones evaluadas en las 
encuestas. Se puede apreciar que las 
dimensiones de orientación para potenciales 
ingresantes y de identidad, son las mejores 
valoradas. La implementación de estas 
pruebas piloto, consisten en encuestas a 
diferentes usuarios, a fin de poder ajustar la 
herramienta de recolección de datos, de 
manera de obtener respuestas para elaborar el 
conjunto de recomendaciones y buenas 
prácticas aplicables en el diseño y 




4. FORMACIÓN DE RECURSOS 
HUMANOS 
 
El desarrollo del Proyecto que engloba este 
trabajo, tendrá un alto impacto en la 
formación de RRHH en el área de desarrollo 
web mediante la determinación de pautas para 
lograr la eficiencia y la optimización de la 
usabilidad del diseño de los sitios web 
universitarios. Los investigadores que recién 
inician forjarán sus primeras herramientas en 
I+D lo que les permitirá ampliar 
conocimientos en el área en cuestión además 
de incrementar sus antecedentes académicos. 
El proyecto contribuirá también a consolidar 
los conocimientos de dos integrantes del 
grupo, uno que está realizando la Diplomatura 
en Testing; y a fortalecer la formación de un 
becario, estudiante de Ingeniería en Sistemas 
de Información. A su vez induce a la 
interacción de trabajo en conjunto de 
investigadores de diferentes ámbitos y 
departamentos académicos de la Facultad 
Regional Córdoba tales como el 
Departamento de Ingeniería en Sistemas de 
Información y el Departamento de Ciencias 
Básicas que unirán sus esfuerzos logrando un 
intercambio de experiencias y conocimientos  












Orientación para potenciales ingresantes
Navegabilidad
Multimedia
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MODELO PREDICTIVO PARA LA DETERMINACIÓN DE RIESGO DE 
DESERCIÓN UNIVERSITARIA PARA INGRESANTES DE LA UTN FRLP 
ISTVAN, Romina; LASAGNA, Valeria  
Universidad Tecnológica Nacional, Facultad Regional La Plata 
Laboratorio de Ingeniería en Sistemas de Información, LINES 





En Argentina, el fenómeno de la deserción 
estudiantil universitaria cobra especial interés 
en las carreras de Ingeniería [1], ya que la 
evolución de la industria y una creciente 
vinculación entre empresas y universidades, 
hacen que estas carreras sean esenciales para 
consolidar el desarrollo industrial, económico y 
científico del país. 
Como parte del sistema formador de ingenieros 
y para responder a las demandas propias de la 
institución, la UTN FRLP se encuentra 
actualmente desarrollando un sistema de 
detección temprana de posibles desertores y 
gestión tutorial, a fin de elevar la tasa de 
graduación en cada una de las especialidades 
que brinda. 
El objetivo del presente trabajo es identificar 
los diferentes factores que influyen en la 
permanencia y abandono de los aspirantes e 
ingresantes, conformando un sistema de 
indicadores de detección temprana de 
problemáticas del aprendizaje y dificultades en 
el trayecto de formación académica. 
La investigación explora la capacidad de la 
técnica Minería de Datos como una alternativa 
útil para encontrar información derivada a partir 
de la detección de patrones de atributos 
individuales.  
 
Palabras clave: Deserción estudiantil, 





La línea de investigación presente se encuentra 
inserta en el Proyecto de Investigación y 
Desarrollo: “Estudio Sistemático de Deserción 
Estudiantil Universitaria”, actualmente en etapa 
de programación, dirigida por un grupo de 
docentes investigadores del Laboratorio de 
Ingeniería en Sistemas de Información (LINES) 
y del Departamento de Ingeniería en Sistemas 
de Información (DISI) de la Universidad 
Tecnológica Nacional Facultad Regional La 
Plata. 
El proyecto se encuentra homologado y 






Himmel define la deserción como “el abandono 
prematuro de un programa de estudios antes de 
alcanzar el título o grado, y considera un 
tiempo suficientemente largo como para 
descartar la posibilidad de que el estudiante se 
reincorpore” [2].  
A partir de la década de 1970 se desarrollaron 
los primeros enfoques teóricos, que explican la 
deserción mediante el análisis de factores 
individuales (Fishbein y Ajzen [3]), 
sociológicos (Spady, 1970 [4]), económicos 
(Cabrera, Castañeda, Nora y Hegnstler 1992 
[5]), organizacionales y de interacción (Tinto, 
1975 [6]). 
Estos  modelos  iniciales  sirvieron de  base  
para  investigaciones  posteriores,   
incorporándose en los últimos años enfoques 
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integrados, que recogen los anteriores en 
aproximaciones que abarcan a más de una de 
las líneas enunciadas [7].  
Tinto en el año 2010 en una revisión  de  su  
modelo, reconoce cuatro condiciones  
institucionales  asociadas  con  la  retención  
estudiantil: expectativas, apoyo, 
retroalimentación y participación [8]. En este 
trabajo enfatiza la necesidad de utilizar varias 
formas de evaluación y retroalimentación  
inmediata  y sistemática  al  estudiante,  que 
garanticen  una “alerta temprana” para proveer 
al estudiante el apoyo necesario. Esta última 
idea es tomada como parte fundamental del 
presente proyecto. 
 
Situación de Argentina en Latinoamérica y en 
el mundo 
El Centro de Estudios de Educación Argentina 
(CEA), analizó la evolución de la matrícula y la 
graduación universitaria entre 2003 y 2012 
sobre la base del Anuario de Estadísticas 
Universitarias, del Departamento de 
Información Universitaria, la Unesco y la 
Organización para la Cooperación y el 
Desarrollo Económicos (OCDE) e identificó 
que Argentina tiene mayor porcentaje de 
estudiantes universitarios que Brasil y Chile, 
teniendo en cuenta la población de cada país, 
pero el alto nivel de deserción estudiantil 
determina que proporcionalmente existan 
solamente 17 estudiantes por cada graduado 
para marzo de 2015, mientras que en Chile son 
8 de cada 4, y 6 de cada 7 en Brasil 
respectivamente  [9]. 
De esta manera, Argentina se caracteriza por 
ser uno de los países con menor graduación en 
proporción al total de estudiantes universitarios 
en Latinoamérica.  
 
No obstante esta realidad, en 2016 Argentina 
fue identificada dentro del grupo TACTICS, 
por  el Centro de Educación Superior Global en 
el Instituto de Educación de la UCL, Times 
Higher Education del Foro Económico 
Mundial. El cual luego de haber analizado 
indicadores económicos y académicos, 
identificó a los siete países que estarían en 
condiciones de convertirse en estrellas en 
ascenso en Educación Superior, denominadas 
TACTICS (Tailandia, Argentina, Chile, 
Turquía, Irán, Colombia y Serbia) y que 
podrían superar a las naciones del  BRICS 
(Brasil, Rusia, India, China, y Sudáfrica), 
países identificados tradicionalmente como 
estrellas emergentes mundiales.  
En los países del TACTICS, el PIB es inferior a 
USD 15.000 por persona, pero al menos la 
mitad de la población joven está matriculada en 
Educación Superior y ha crecido un 5% o más 
entre 2010 y 2014. La cantidad de 
investigaciones científicas publicadas creció a 
más de 3.000 por año; y tienen, como mínimo, 
una universidad rankeada dentro de las 
clasificaciones de las universidades del mundo 
de Times Higher Education [10]. 
 
A nivel institucional 
A nivel institucional, la Universidad 
Tecnológica Nacional, Facultad Regional La 
Plata en el año 2016 analizó la relación 
aspirante / egresado e ingresante / egresado en 
el período 2010-2015, lo que permitió 
identificar que 10.48% de los aspirantes se 
gradúan y que sólo el 15.05% de los ingresantes 
alcanza con éxito la finalización de su carrera 
[11].  
En la misma línea y focalizando la atención en 
la relación aspirante / ingresante en el mismo 
período, cabe mencionar que el 30% de los 
aspirantes no llegaron a ser ingresantes. 
Para hacer frente a este fenómeno, el equipo de 
investigación se encuentra trabajando en el 
desarrollo de un sistema informático de 
detección temprana de posibles desertores; a fin 
de elevar la tasa de graduación en cada una de 
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2. LÍNEAS DE INVESTIGACIÓN y 
DESARROLLO 
La línea de investigación se encuentra inserta 
en el Proyecto de Investigación y Desarrollo: 
“Estudio Sistemático de Deserción Estudiantil 
Universitaria”.  
Como parte esencial de ese proyecto se incluye 
la particularidad de identificar los diferentes 
factores que influyen en la permanencia y 
abandono de los aspirantes e ingresantes, 
conformando un sistema de indicadores de 
detección temprana de problemáticas del 
aprendizaje y dificultades en el trayecto de 
formación de los estudiantes.  
Como instrumentos de investigación para 
alcanzar los objetivos se utilizan cuestionarios 
estandarizados y entrevistas; así también como 
la técnica de Minería de Datos, ya que mediante 
ella es posible encontrar patrones y relaciones 
entre dos o más variables analizadas de manera 
automática, Datawarehouse y Análisis de Redes 
Sociales (ARS) para la determinación de los 
conjuntos de interacciones dentro del aula y el 




3. RESULTADOS OBTENIDOS  
                     / ESPERADOS 
El objetivo principal del proyecto es 
caracterizar el perfil de los                            
aspirantes e ingresantes de la UTN FRLP, para 
de esa manera posibilitar la detección 
tempranamente de posibles desertores y 
facilitar la aplicación de estrategias de 
intervención ajustadas a la institución y a cada 
alumno en particular. 
Se plantean como objetivos específicos: 
- Identificar los diferentes factores que 
influyen en la deserción de aspirantes e 
ingresantes en la UTN FRLP. 
- Brindar un modelo explicativo de los 
principales factores causales de la 
deserción; caracterizando tempranamente a 
posibles desertores a fin de tomar las 
acciones adecuadas para su retención. 
- Desarrollar un sistema de indicadores de 
riesgo de deserción de ingresantes para la 
institución, como módulo esencial del 




4. FORMACIÓN  DE RECURSOS  
                           HUMANOS 
El equipo del proyecto está formado por  
docentes investigadores del Laboratorio de 
Ingeniería en Sistemas de Información (LINES) 
y del Departamento de Ingeniería en Sistemas 
de Información (DISI) de la Universidad 
Tecnológica Nacional Facultad Regional La 
Plata, un investigador de apoyo, un tesista de 
postgrado y dos alumnos becarios de 
investigación. 
El proyecto anualmente capacita y forma a 
alumnos becarios que participan y aprenden 
desarrollando diversas tareas de investigación. 
Plantea la modalidad de trabajo colaborativo / 
cooperativo; a fin de promover la construcción 
del conocimiento no sólo individual sino 
también, como instancia de búsqueda de formas 
trabajo en grupo, fomentando valores como la 
responsabilidad, comunicación, trabajo en 
equipo y la autoevaluación individual y de 
compañeros. Constituyéndose, de esta manera, 
en una etapa de entrenamiento para la futura 
actividad profesional y de inicio a la 
investigación. 
El proyecto brinda un marco propicio para el 
desarrollo de las Prácticas Supervisadas (PS) de 
los estudiantes, necesarias para la obtención del 
título de grado de la carrera de Ingeniería en 
Sistemas de Información. Actualmente se 





XX Workshop de Investigadores en Ciencias de la Computacio´n 1122
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
  
[1] CONFEDI (2010). La Formación del 
Ingeniero para el Desarrollo Sostenible. 
Aportes del Congreso Mundial Ingeniería 2010. 
Buenos Aires.  
 
[2] Erika Himmel (2002); “Modelos de Análisis 
de la Deserción Estudiantil en la Educación 
Superior”; Revista Calidad de la Educación, 
Chile.      
 
[3] M. Fishbein y I. Ajzen (1975). 
Belief,  attitude, intention and behavior: An 
introduction to theory and research. 
Ed. Addison-Wesley. 
 
[4] W. Spady (1970). Dropouts  from  higher 
education: An  interdisciplinary 
review  and synthesis.  Interchange, 1 (1) 64-
85). 
 
[5] A. Cabrera, M. Castañeda, A. Nora, 
D. Hengstler (1992). The converge between 
two theries of college persistence. Journal of 
Higher Education, 63, pg. 143-164. 
 
[6] V. Tinto (1975). 
Dropout from higher education: A theoretical 
synthesis of recent research. 
Review of Educational Research, 45(1), 89-125 
 
[7] Edward P. St. John, Alberto E Cabrera, 
Amaury Nora, and Eric H. Asker (2000); 
Economic Influences on Persistence 
Reconsidered How Can Finance Research 
Inform the Reconceptualization of Persistence 
Models?. 29-47.   
 
[8] V. Tinto (2010). From theory to action: 
Exploring the institutional conditions for 
student retention. (J.C. Smart (ed.), Ed.) 
(Springer N). Higher education: Handbook of 
theory and research. doi: 10.1007/978-94-007-
2950-6. 
 
[9] Universia, (2015), Deserción estudiantil: 3 





[10] Foro Económico Mundial (2016); These 






[11] Romina Istvan, Chong Arias Carlos, 
Antonini Sergio (2016); “Sistema de 
Indicadores de riesgo de deserción para la 
UTN-FRLP”, Cytal 2016.  
 
[12] Mariana Falco, Romina Istvan, Antonini 
Sergio (2017); University Desertion: Analysis 
to 2017 admission course in Information 
Systems Engineering, JAIIO 2017.  
XX Workshop de Investigadores en Ciencias de la Computacio´n 1123
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
UAICASE: ENSEÑANZA DE INGENIERÍA DE SOFTWARE EN ENTORNOS 
VIRTUALES COLABORATIVOS 
 Marcelo De Vincenzi, Carlos Neil, Nicolás Battaglia, Roxana Martínez 
 
CAETI – Centro de Altos Estudios en Tecnología Informática  
Facultad de Tecnología Informática. UAI – Universidad Abierta Interamericana  




Hoy en día, existen áreas de conocimiento 
que requieren de técnicas y herramientas 
para complementar el proceso de 
enseñanza y aprendizaje dentro del aula. 
Es el caso de la Ingeniería de Software 
(IS), en el que se utilizan tecnologías que 
ayudan en este proceso, denominadas 
herramientas CASE (Computer Aided 
Software Engineering). Además, mediante 
la inclusión de las TIC en la educación, se 
generan nuevas oportunidades para el 
aprendizaje colaborativo, el cual, permite 
un enfoque basado en la ubicuidad. 
En este proyecto, se propone la integración 
de plataformas tecnológicas para el 
aprendizaje ubicuo colaborativo en cursos 
relacionados a la IS, en particular, durante 
el proceso de modelado de software, donde 
la solución planteada no reemplaza al 
modelo presencial, sino que brinde un 
espacio ubicuo de colaboración para el 
proceso formativo indicado. Esta 
integración plantea un nuevo enfoque en la 
metodología de gestión del trabajo en los 
diversos equipos colaborativos. 
 
Palabras clave: Trabajo Colaborativo, 





Este proyecto de investigación es 
desarrollado actualmente en la facultad de 
Tecnología Informática de la Universidad 
Abierta Interamericana (UAI).  
A partir del desarrollo de una 
herramienta CASE colaborativa, 
denominada UAI Case, los alumnos de la 
Universidad desde 2° año hasta 5° año de 
la carrera de Ingeniería en Sistemas 
Informáticos, trabajan en las siguientes 
materias relacionadas:  
1) Metodologías de Desarrollo de 
Sistemas I y II (2° año). 
2) Bases de Datos, Trabajo de 
Diploma y Trabajo de Campo I (3° año). 
3) Seminario de Aplicación 
Profesional y Trabajo Final de Ingeniería 
(5° año). 
Con esta herramienta, los alumnos 
aprenden e interactúan con conceptos que 
utilizan para aplicar el modelado UML en 
un proyecto de software en forma 





La Ingeniería de Software es un área de 
conocimiento que requiere de software 
específico, como lo son las herramientas 
CASE, para facilitar la compresión y el 
estudio de modelado UML. Por otro lado, 
hoy en día, diversas tecnologías se inclinan 
por el trabajo colaborativo en el ámbito de 
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la educación, por lo que el Aprendizaje 
Colaborativo Mediado por Tecnología o 
CSCL (Computer Supported 
Collaborative Learning) [1] se emplea 
como un recurso didáctico innovador.  
Este concepto, “responde a un fenómeno 
sociocultural actual, donde se define el 
cómo aprendemos (socialmente) y dónde 
aprendemos (en red)” [2]. 
Existen 3 disciplinas en el modelo 
CSCL: pedagógica, psicológica y 
tecnológica. Éstas componen un campo de 
“estudio interdisciplinario donde un 
número importante de investigadores se 
han visto motivados a alinear sus esfuerzos 
en el análisis de los factores intervinientes 
capaces de potenciar la eficiencia 
(proceso) y eficacia (resultado) de la 
aplicación del aprendizaje colaborativo 
mediado por tecnología en diferentes 
escenarios educativos” [3]. Por otra parte, 
es importante tener un proceso de 
evaluación que permita medir el nivel de 
aprendizaje realizado hasta el momento, 
con el fin de identificar los problemas que 
vayan surgiendo en el proceso de 
enseñanza. 
Las plataformas virtuales requieren ser 
analizadas y valoradas desde concepciones 
psico didácticas que permitan su 
evaluación desde criterios específicamente 
educativos [4]. Estas plataformas permiten 
disponer de contenidos en cualquier 
momento y en cualquier lugar; obligando 
a disponer de nuevas infraestructuras 
tecnológicas [5]. Además, la necesidad de 
una actualización dinámica en forma 
rápida de los contenidos utilizados, no 
debe inducir al descuido de conceptos 
básicos [6].   
Como se mencionó anteriormente, los 
cursos específicos sobre IS, requieren de 
esfuerzos, no sólo para mejorar la 
colaboración entre docentes y alumnos, 
sino también, para realizar evaluaciones y 
seguimientos de los trabajos universitarios 
de los estudiantes [7]. En las Instituciones 
actuales, los docentes apoyan las nuevas 
posibilidades de comunicación tales como 
el soporte para la organización y el dictado 
de sus materias, generando un gran 
impacto en la construcción colaborativa 
del conocimiento [8]. 
 El modelo anteriormente propuesto en 
este proyecto [9], especifica y vincula las 
plataformas CSCL con la enseñanza de la 
Ingeniería de Software en un entorno 
ubicuo, en particular con el modelado de 
software por medio de UML.  
Como trabajo complementario, se 
deberán definir métricas para realizar la 
evaluación empírica de la solución 
planteada [10] por medio de la 
implementación del modelo formativo y su 
uso en cursos homogéneos de la facultad 
de TI de la UAI. La implementación de 
estas métricas, facilitará, entre otras 
cuestiones, la medición de tiempos, la 
comprensión del sistema a desarrollar y la 
realización de controles en validaciones de 
la metodología empleada de colaboración 
ubicua.  
La tarea de evaluar el rendimiento 
académico de un grupo de estudiantes, 
comprende, al menos, de dos escenarios 
distintos. El primer escenario es analizar la 
el software en sí, y su relación con los 
alumnos y el docente, con el fin de 
observar las bondades de la herramienta 
propuesta, mediante la utilización de 
conceptos de empirical software [11], 
[12], [13], [14], el segundo escenario está 
relacionado con la investigación sobre el 
aprendizaje de herramientas de modelado 
[15], [16]. Esta última visión consiste en la 
comparación de nuestra propuesta 
pedagógica frente a los métodos más 
tradicionales de la enseñanza de la 
Ingeniería de Software, como el uso de 
papel y lápiz para plantear un modelo 
conceptual o el uso de herramientas CASE 
comerciales.  En este caso, adaptaremos el 
concepto de ganancia de aprendizaje 
utilizando el factor de Hake [17], este 
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factor permite analizar las ganancias de 
aprendizaje que se han obtenido mediante 
diferentes procesos de enseñanza y 
consiste en la aplicación de un mismo 
instrumento al principio y al final del 
proceso, bien sea dentro de un mismo 
grupo o en grupos diferentes. De esta 
forma nos permitirá comparar 
cuantitativamente la mejora esperada en el 
aprendizaje de conocimientos mediante el 
uso de UAI Case, frente a métodos 
tradicionales. 
 




Hoy en día, existe un número significativo 
de trabajos que estudian la evolución de las 
herramientas CASE con UML, como 
soporte para la Ingeniería de Software. 
Éstas, están cada vez más enfocadas en el 
concepto de la colaboración como 
herramienta para mejorar los procesos de 
desarrollo, integrándose en entornos 
WEB, con todas sus implicancias a nivel 
tecnología y ubicuidad. Es importante 
observar que las herramientas actuales de 
modelado carecen de utilidades destinadas 
a la enseñanza de la Ingeniería de Software 
[18]. 
Por otro lado, el creciente aumento de 
las tecnologías de las comunicaciones y su 
próspera integración con los entornos de 
trabajo colaborativo, abren nuevas puertas 
a los medios de aprendizaje colaborativos. 
Este aprendizaje se basa en el desarrollo de 
estrategias de comprensión y explicación, 
utilizando debates que sirven para 
desarrollar las habilidades de 
comunicación [19]. 
 
3. MODELO PROPUESTO: 
uCASE-CL 
 
A partir de lo antes expresado, surge la 
importancia de una especificación del 
modelo CSCL que permita utilizar una 
herramienta de dominio específico. El 
modelo CSCL está planteado con tres 
dimensiones (Ciencias de la Computación, 
Psicología y Pedagogía), las cuales 
resultan afectadas por una cuarta 
dimensión denominada Ciencias de la 
Comunicación, en representación de la 
tecnología subyacente que permite 
materializar el concepto de ubicuidad. 
En [20], los autores explican que los 
contenidos y las actividades deben ser 
incorporados utilizando estándares 
definidos por el modelo CSCL, 
estableciendo un contenedor de objetos de 
aprendizaje. Además, proponen una 
herramienta computacional que integra 
componentes de e-learning para prestar 
servicios por medio de un modelo de 
aprendizaje colaborativo de forma ubicua, 
lo que permitirá a los alumnos acceder a la 
información desde cualquier parte y lugar 
mediante dispositivos móviles. 
La propuesta del proyecto es definir y 
extender el modelo, primero para brindar 
un bloque funcional de evaluación y, 
segundo, para integrar nuevas 
herramientas de enseñanza y aprendizaje 
para aquellas áreas de conocimiento 
específico, como ser la IS, mediante la 
propuesta de métricas que evalúen el 
proceso de aprendizaje colaborativo 
ubicuo. 
En primer lugar, es necesario extender 
los componentes para los modelos de 
aprendizaje, ya que los entornos 
colaborativos de enseñanza comienzan a 
tener injerencia en el proceso de 
evaluación. Esto transforma al modelo 
CSCL tradicional, y le abre nuevas puertas 
a la evaluación en el entorno colaborativo. 
Por otra parte, también es necesario 
integrar el entorno de aprendizaje con 
aquellas herramientas propias de la 
práctica profesional. Estas herramientas 
deberán contar con recursos colaborativos 
no solo para la actividad principal de la 
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temática, sino también para actividades 
pedagógicas para el aprendizaje, tal como 
la evaluación colaborativa, dando lugar a 
la participación activa del docente en el 
entorno y la posibilidad de explotar al 
máximo el aprendizaje utilizando la 
ubicuidad no solo para aprender, sino 
también para evaluar. 
 
4. LÍNEAS DE INVESTIGACIÓN 
Y DESARROLLO 
 
El presente trabajo está identificado como 
proyecto de investigación y desarrollo en 
el CAETI, dentro de la línea de 
investigación Sociedad del Conocimiento 





5.1. Resultados obtenidos: 
• Desarrollo, diseño e 
implementación de una herramienta CASE 
colaborativa ubicua multiplataforma, 
denominada UAI Case [21].   
• Diseño de una plataforma 
académica colaborativa multiplataforma 
para evaluación, seguimiento, interacción 
y coordinación de proyectos informáticos. 
• Definición y especificación de los 
bloques funcionales necesarios para 
determinar un proceso específico en la 
enseñanza y aprendizaje de modelados en 
la IS. 
5.2. Objetivos futuros/Resultados 
esperados 
• Proponer una metodología de 
desarrollo de sistemas para ser utilizado en 
las asignaturas de integración curricular de 
la carrera Ingeniería en Sistemas 
Informáticos.  
• Orientar el proyecto en el ámbito 
académico (interno y externo) con el fin de 
dar visibilidad al trabajo desarrollado por 
la facultad de TI de la UAI de modo tal que 
la herramienta CASE pueda ser 
implementada por otras carreras.   
• Obtener un conjunto de métricas 
que permitan medir el rendimiento de un 
equipo virtual de trabajo durante el 
proceso de enseñanza y aprendizaje de la 
IS. 
• Realizar la evaluación empírica del 
prototipo de la herramienta UAI Case por 
medio de la definición de un método de 
evaluación basado en métricas. En una 
primera instancia, evaluaremos a dos 
grupos de alumnos de la asignatura 
Metodología de Desarrollo de Sistemas I; 
en uno de ellos utilizaremos la herramienta 
UAI Case, en el otro (grupo de control) 
usaremos el formato tradicional de 
enseñanza aprendizaje. El objetivo es 
medir la ganancia de aprendizaje que nos 
permita evaluar en qué medida el uso de la 
herramienta es una instancia superadora 
del método tradicional. 
 
6. FORMACIÓN DE RECURSOS 
HUMANOS 
 
El equipo de trabajo está formado, además 
de los integrantes que encabezan este 
trabajo, por los docentes de las asignaturas 
vinculadas con el proyecto de integración 
curricular. También participarán 8 
alumnos de las diferentes asignaturas de la 
carrera. Al momento, en base a este trabajo 
de investigación, surgió una tesis de 
maestría en tecnología informática 
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El objetivo del proyecto presentado es el 
diseño y desarrollo de procedimientos y 
herramientas de software que asistan a la 
mejora de indicadores académicos en las 
facultades de ingeniería de la Universidad 
Nacional del Centro de la Provincia de 
Buenos Aires en cuanto a los programas de 
Ingreso, Permanencia y Graduación. 
Los principales aportes de este proyecto 
consisten en la introducción del paradigma de 
gestión por indicadores en ámbitos 
jerárquicos de las unidades académicas de la 
Universidad que dictan carreras de Ingeniería 
y en despertar interés en otras Facultades. 
También ha dado lugar al desarrollo de 
prototipos altamente funcionales que permiten 
la implantación práctica de este tipo de 
tecnologías a partir de la puesta en marcha de 
dos tesis de grado de alumnos de Ingeniería 
de Sistemas. Para lograr esto se han sorteado 
obstáculos y refinado detalles para otorgar a 
los prototipos las características de un 
producto final, y más allá de que los tesitas 
cumplan con sus objetivos académicos, se 
espera que estas herramientas puedan también 
propagarse a otros espacios públicos y/o 
privados. 
 
Palabras clave:  
Indicadores académicos. Mejora continua. Control 





La propuesta emerge como parte de las 
actividades llevadas adelante en el marco de 
la implementación en el ámbito de la 
Universidad Nacional del Centro de la 
Provincia de Buenos Aires (UNCPBA) del 
Plan Estratégico de Formación de Ingenieros 
(PEFI), impulsado por la Secretaría de 
Políticas Universitarias, y que tiene como 
objetivo incrementar la cantidad de graduados 
en ingeniería2.  
Para el desarrollo de las actividades se 
cuenta con integrantes del grupo de 
investigación en Informática de Gestión 
(Instituto de Investigación en Tecnología 
Informática Avanzada-INTIA) y alumnos de 
grado y posgrado de la Facultad de Ciencias 
Exactas (FCEx) de la UNCPBA, como así 
también con la colaboración de los equipos de 
gestión y de las áreas TIC de las Facultades 
de Agronomía (FAA), Ingeniería (FIO) y 
FCEx. 
Las tres facultades involucradas participan 
como adoptantes de la solución mediante la 




La propuesta se centra en la metodología 
conocida como “Tableros de control”. En los 
                                                          
1
 Docente-Investigador del Instituto de Física Arroyo 
Seco (IFAS), Facultad de Ciencias Exactas, 
Universidad Nacional del Centro de la Provincia de 
Buenos Aires. Vice decano al inicio del proyecto. 
2
 http://pefi.siu.edu.ar/ 
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 tableros se definen y agrupan indicadores por 
temática, área de la organización o por interés 
del observador (Ballvé 2000), donde la 
imagen usualmente utilizada para comprender 
el concepto es el tablero de un avión. 
Al comienzo del desarrollo del proyecto se 
identificaron requerimientos a partir de la 
pregunta: “Qué deberíamos esperar de una 
herramienta para la Gestión por 
indicadores”. Se acordó en que la 
herramienta debería ser web y desarrollada 
con software libre. Además, debería permitir 
crear sin limitación nuevos indicadores que 
sean: 
 parametrizables 
 accesibles por múltiples usuarios 
 actualizables de manera automática y 
fácilmente accesibles 
 agrupables en diferentes tableros por 
áreas, temáticas, interés del usuario, 
etc. 
 visualizables en líneas de tiempo 
 exportables a planillas de cálculo, 
páginas web públicas o reportes 
estructurados 
Por otra parte, se exploró sobre “Qué 
software disponible podemos utilizar en la 
Gestión por indicadores”. Por este motivo se 
ha realizado un relevamiento de herramientas 
como parte del trabajo de investigación de dos 
tesis de ingeniería de sistemas y una tesis 
doctoral a partir de búsquedas en internet. 
Luego de realizar pruebas sobre algunas de 
estas herramientas, se observó en general: 
escasa documentación, difícil configuración y 
puesta en marcha, interfaz poco amigable e 
imposibilidad de acceso a la base de datos 
(BD) (Illescas 2014). 
Dado este escenario se decidió proponer el 
tema como parte de una tesis de grado de 
ingeniería de sistemas, basados en las 
premisas mencionadas. La tesis se denomina 
“Herramienta para dar soporte a la gestión de 
indicadores”. 
Debido a que esta herramienta tiene su 
propia base de datos, como parte de un 
proyecto integral se ha propuesto el desarrollo 
de una tesis en paralelo a la anterior para la 
construcción de un software que permita 
conectar las bases de datos de los sistemas 
operacionales (o también llamadas BD 
Externas- BDExt) con la base de datos que 
contiene los indicadores (BDI), tal que estos 
puedan ser actualizados en forma 
sistematizada de manera automática o semi-
automática. Esta segunda tesis lleva el 
nombre de “Integrador de fuentes de datos 
aplicado a la gestión por indicadores”. 
Para el caso concreto de aplicación y 
debido a la necesidad de intervenir en casos 
de estudio referidos a la gestión académica, se 
trabajó con BDs del sistema SIU-Guaraní3.  
Es importante señalar que las tesis de 
grado tienen la finalidad de demostrar que se 
puede cumplir con un objetivo de diseño hasta 
la fase de prototipación. En ningún caso se 
llega a la fase de producto ya que excede a la 
dedicación del alumno. Para poder pasar de 
una fase a otra, las tres unidades académicas 
tomaron la iniciativa de destinar recursos para 
sostener el trabajo de los tesistas 
comprometidos en el desarrollo de 
funcionalidades específicas que potenciarán la 
capacidad de los prototipos para volverlos 
utilizables al nivel de un producto final. 
 
2. LÍNEAS DE INVESTIGACIÓN 
Y DESARROLLO 
Las líneas de investigación del tema que se 
está investigando integran un conjunto de 
herramientas y soluciones de asistencia a la 
toma de decisiones basadas en indicadores y, 
como se mencionó anteriormente, se 
corresponden con dos tesis de grado 
presentadas para la carrera de grado en 
Ingeniería de Sistemas (FCEx-UNCPBA). 
Las referencias citadas en cada línea se 
corresponden con las principales fuentes de 
información para el tratamiento de cada de 
dichas tesis de grado. 
Línea 1. Herramienta para dar soporte a 
la gestión por indicadores. (AENOR 2003; 
Ballvé 2000; Illescas et al. 2014; Kaplan y 
Norton 2000; Olve et al 2000). 
Línea 2. Integrador de fuentes de datos 
aplicado a la gestión por indicadores. 
                                                          
3
 Desarrollado por el consorcio SIU: 
https://www.siu.edu.ar/ 
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 (Berenson et al 1996, Del Sordoa et al 2012; 
Illescas 2014; Mora-Soto J. 2011). 
Adicionalmente se encuentra en 
elaboración un plan de trabajo para una nueva 
tesis de grado que complementa las 
anteriores: Línea 3. Herramienta para 
brindar soporte a la gestión por mapas 
estratégicos (Barone et al 2011; Illescas   
2014; Kaplan y Norton 2000 y 2004; Ruskov 
et al 2008). 
Los alumnos que están elaborando las tesis 
son mencionados en la estructura del equipo 
de trabajo. 
 
Diseño de indicadores 
Como primer paso se analizó la 
documentación referida a los informes 
provistos por el Sistema de estadísticas de 
alumnos SIU-Araucano4 con el fin de 
identificar los indicadores usuales en la 
gestión académica. Con posterioridad y 
teniendo esto último en mente, se realizaron 
diversas reuniones a las que fueron 
convocados personas de distintas secretarías y 
departamentos para convenir la necesidad de 
analizar la información provista por los 
sistemas SIU y la posibilidad de 
transformarlos en indicadores de gestión. 
Como conclusión de esta actividad se 
puede mencionar que se seleccionaron como 
prueba piloto los indicadores básicos de 
ingreso y graduación de cada carrera 
(aspirantes, inscriptos, reinscritos, egresados). 
Por otro lado, se definieron indicadores de 
eficacia (nivel de logro), eficiencia (nivel de 
esfuerzo requerido para el nivel de logro 
alcanzado), eficiencia y eficacia por cohorte, 
desgranamiento, entre otros. 
  
3. RESULTADOS OBTENIDOS 
Se detallan a continuación las actividades 
que ya han sido realizadas como avances 
fundamentales para llevar a cabo el proyecto 
propuesto. 
Línea 1. Herramienta para dar soporte a la 
gestión de indicadores (Fig. 1 y 2). 
                                                          
4
 http://araucano.siu.edu.ar/ 
Etapa 1: Desarrollo de funcionalidades de 
creación de tableros, indicadores y usuarios. 
Configuración de umbrales. Registro de 
umbrales históricos para su representación 
gráfica. Indicar si el indicador es ascendente o 
descendente. 
Etapa 2: Desarrollo de herramientas de 
representación gráfica (versión preliminar) y 
descarga de datos. Dar la posibilidad de 
cambiar periodos para mostrar en gráficos de 
históricos. 
Etapa 3: Reportes (versión preliminar). 
Importación, agregado y eliminación de datos. 
Etapa 4: Login y manejo de sesiones. 
Representación gráfica y reportes (versión 
final). Testeo general e instalación en el 
servidor central. 
 
Figura 1. Indicadores definidos en el tablero 
“Estudiantes Exactas”. Los datos mostrados son 
simulados. 
 
Figura 2. Gráficos representativos del Indicador 
“Nuevos Inscriptos sistemas”. Los datos mostrados son 
simulados. 
Línea 2. Integrador de fuentes de datos 
aplicado a la gestión por indicadores (Fig. 3). 
Etapa 1: Diseño de la solución y selección 
de herramientas de desarrollo. Instalación y 
prueba de las herramientas de desarrollo 
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 seleccionadas. Escritura del diseño de la 
solución. 
Etapa 2: Desarrollo del frame y 
conectividad BD. Configuración de la BDI 
para acceder a datos a ser actualizados. 
Etapa 3: Generación de la estructura para 
hacer las consultas a BDExt tales como los 
sistemas SIU y registro automatizado de la 
actualización de datos a la BDI. 
Etapa 4: Tablero de ejecución según 
calendario: Generar un calendario donde se 
pueda visualizar el estado de las 
actualizaciones, que refleje si las mismas se 
ejecutaron con éxito. Testeo general e 
instalación en el servidor central. 
 
Figura 3. Ejemplo de una consulta a la BD Guaraní en 
la consola del editor de código. 
Línea 3. Herramienta para brindar soporte a 
la gestión por mapas estratégicos 
Elaboración del plan de trabajo para ser 
presentado como propuesta de tesis de grado 
en la carrera de Ingeniería de Sistemas 
(FCEx). 
 
Al momento de esta publicación las tesis 
de grado que abarcan los ejes principales del 
tema que se está investigando (líneas 1 y 2) se 
encuentran es la etapa final de escritura del 
informe final. 
Se han instalado los prototipos en los tres 
servidores de las facultades involucradas y se 
han realizado pruebas satisfactorias. Se 
dictaron capacitaciones a los usuarios finales 
(personal del equipo de gestión), utilizando 
los prototipos. 
Adicionalmente se resolvieron diversas 
dificultades que devienen de la integración 
con sistemas reales en producción. Por este 
motivo, se puede considerar que los 
prototipos son viables como productos 
finales. 
Como parte de los trabajos a futuro resta la 
puesta en marcha definitiva por parte de las 
facultades intervinientes lo que conlleva la 
definición de tableros e indicadores a utilizar 
por parte de los equipos de gestión. Durante 
esta actividad, el equipo de desarrollo 
acompaña en el proceso atendiendo posibles 
errores y cuestiones de mantenimiento. 
Por último, se espera avanzar con éxito en 
el desarrollo de la tesis mencionada en la línea 
3. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
La estructura del equipo de trabajo se 
muestra en la siguiente tabla: 
 
Apellido 
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El presente trabajo describe las principales líneas de 
investigación y resultados obtenidos en el 
subproyecto “Escenarios educativos mediados por 
Tecnologías de la Información y la Comunicación 
(TIC)”. Este proyecto continúa en 2018 con un 
nuevo subproyecto denominado “Metodologías y 
herramientas para la apropiación de tecnologías 
digitales en escenarios educativos híbridos”, 
enmarcado en el proyecto “Metodologías, técnicas y 
herramientas de Ingeniería de Software en 
escenarios híbridos. Mejora de proceso”. 
En particular, este trabajo comparte los resultados y 
avances realizados durante 2017 e inicios de 2018. 
El subproyecto tiene como objetivo general 
investigar y realizar aportes, al área disciplinar que 
integra, de las posibilidades de las Ciencias de la 
Computación en la Educación. Se investiga y se 
desarrollan aplicaciones, herramientas y 
metodologías que permiten poner en diálogo a las 
tecnologías digitales con los procesos de enseñar y 
aprender.   
Se cuenta con un equipo de trabajo 
interdisciplinario, en el que participan 
investigadores formados, en formación, y becarios.  
Palabras clave: Trabajo y aprendizaje colaborativo, 
Entornos digitales, Materiales educativos digitales, 




Este subproyecto forma parte del proyecto 
“Tecnologías para Sistemas de Software 
Distribuidos. Calidad En Sistemas y Procesos. 
Escenarios Educativos Mediados Por TIC (período 
2014-2017)”, perteneciente al Instituto de 
Investigación en Informática LIDI, de la Facultad 
de Informática de la Universidad Nacional de La 
Plata y acreditado por el Ministerio de Educación de 
la Nación. 
1. INTRODUCCION 
La creciente disponibilidad y acceso a dispositivos 
móviles, a redes inalámbricas, a sensores, sumado al 
uso del GPS y otras tecnologías que hoy en día se 
encuentran al alcance de las personas, han marcado 
la profundización de nuevos entramados entre 
mundo físico y virtual y la puesta en práctica de los 
principios de la computación ubicua. Al mismo 
tiempo, las posibilidades de la web y sus desarrollos 
continúan siendo tema de investigación y 
actualidad. Estos escenarios son reconocidos como 
híbridos, en ellos se aumenta computacionalmente a 
diferentes objetos del entorno y es posible acceder a 
la información digital, ya no sólo desde una PC de 
escritorio, sino desde dispositivos con variadas 
características. Sin duda, estos cambios que se 
vienen gestando propician la necesidad de 
innovaciones para el escenario educativo y hacen 
necesario fortalecer la investigación sobre cómo las 
personas, y en particular los docentes y los alumnos, 
se relacionan con estas tecnologías, para su 
apropiación en el marco de los procesos de enseñar 
y aprender. Como menciona Cabero Almenara 
(2015) el docente cuenta con un “verdadero 
ecosistema digital que nos debe llevar a 
replantearnos algunas de las ideas que hemos 
manejado sobre la incorporación de las TIC a los 
contextos de formación”.  Son varios los autores y 
los reportes que indican que la colaboración, la 
generación de habilidades  de autorregulación de los 
aprendizajes, y  las destrezas para la utilización de 
las TIC, son y serán factores claves en la educación 
actual y futura (Khun, 2017), (Griffin et al., 2012). 
Es decir, son las personas, y no la tecnología, 
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quienes aportarán a la generación de reales 
innovaciones a partir de la apropiación de las 
tecnologías disponibles. 
 
En este sentido, el subproyecto que aquí se presenta 
se focaliza, a través de sus líneas de investigación, 
en esos aspectos ya que: 
 Indaga sobre los procesos, herramientas y 
metodologías para la colaboración en entornos 
educativos mediados por TIC;  
 Investiga sobre diseño y producción de materiales 
educativos digitales que aprovechen los lenguajes 
multimediales e hipermediales, que se enfocan en 
diferentes grados de granularidad acorde al 
escenario de trabajo y las necesidades del 
contexto; 
 Estudia y realiza experiencias vinculadas a las 
posibilidades de los entornos digitales. Se analizan 
y comparan diferentes tipos de entornos y se pone 
el énfasis en su impacto para la mejora de los 
procesos de enseñar y aprender; la participación 
activa del estudiante y el docente; la integración 
de herramientas cognitivas, metacognitivas y 
afectivas para el aprendizaje autónomo del 
estudiante.  
En síntesis se abordan líneas de investigación 
actuales en el campo de la Ciencia de la 
Computación y se recapitaliza la evolución de las 
tecnologías asociadas a esta disciplina, en función 
de las necesidades del escenario educativo, por lo 
que no sólo se realizan desarrollos (software y 
hardware), sino que se realiza investigación sobre 
cómo generar estrategias y metodologías, que 
impacten en su apropiación por parte de los actores 
de la educación para favorecer los procesos de 
enseñar y aprender. 
 
2. LINEAS DE INVESTIGACION / 
DESARROLLO 
 
Se mencionan aquí las principales líneas de 
investigación y desarrollo abordadas en el marco 
del proyecto: 
 Entornos digitales: campus virtuales, entornos 
virtuales de enseñanza y aprendizaje, entornos 
virtuales 3D, entornos simulados y laboratorios, 
y redes sociales, entre otros. Proyectos que los 
incorporan, metodologías, desarrollos, 
evaluación de su calidad y experiencias. 
 Materiales educativos digitales. Metodologías 
para su diseño y producción. Objetos de 
aprendizaje. Multimedia e hipermedia en 
escenarios educativos. Nuevos entramados de 
medios, soportes y lenguajes. 
 Integración de TIC en procesos educativos. 
Análisis de las actitudes y percepciones de los 
docentes. Hibridación de las modalidades 
educativas. 
 Trabajo colaborativo mediado por TICs. 
Autorregulación y capacidades metacognitivas 
como factores claves para su desarrollo.  
Conceptualización, análisis y desarrollo de 
software y metodologías.  Actividades 
colaborativas aprovechando dispositivos 
móviles. 
 
3. RESULTADOS OBTENIDOS 
 
Se presentan aquí los principales resultados que se 
han obtenido en el subproyecto, que son el foco de 
este trabajo y corresponden al período 2017 - inicios 
de 2018. 
 
Entornos digitales: campus virtuales, entornos 
virtuales de enseñanza y aprendizaje (EVEAs), 
entornos virtuales 3D, entornos simulados y 
laboratorios, redes sociales. 
 
Esta línea aborda el estudio sobre las posibilidades 
de diferentes tipos de entornos digitales en procesos 
educativos. Se analizan las divergencias, 
convergencias y tensiones entre los entornos 
sociales (redes sociales, microblogging) y entornos 
institucionales. Mientras que los primeros 
impactaron en la interacción social entre las 
personas, en el aprendizaje informal y en la 
investigación de estos como parte del desarrollo de 
Entornos Personales de Aprendizaje (EPA o PLE: 
Personal Learning Enviaronmets)1 (Castañeda, 
Dabbagh & Torres Kompen, 2017), los segundos 
han formado parte de las propuestas institucionales 
para extender o invertir el aula, mediar procesos 
educativos e innovar en la enseñanza y el 
aprendizaje. Tal como afirman (Dabbagh & Fake, 
2017): “Mientras que la mayoría de instituciones de 
enseñanza superior todavía dependen 
principalmente del LMS [Learning management 
system] para impartir enseñanza y facilitar el 
aprendizaje, el debate ha avanzado hacia la 
integración de los medios sociales en un LMS o, 
más importante todavía, en cómo las instituciones 
pueden usar redes sociales existentes para apoyar la 
creación de PLE  por parte de sus alumnos”. 
En esta línea en el marco del proyecto, durante el 
2017, se ha avanzado en el diseño y evolución del 
                                                          
1 Según (Dabbagh & Fake, 2017): un EPA es “un ecosistema 
formado libremente que consiste en cualquier conjunto de 
canales de comunicación, recursos en la nube, aplicaciones web 
y usuarios de redes sociales”, “y un enfoque pedagógico 
potencialmente prometedor para la integración del aprendizaje 
formal e informal y la promoción del aprendizaje autorregulado” 
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entorno de enseñanza y aprendizaje IDEAS2, al que 
se le ha realizado un estudio sobre accesibilidad, a 
partir de un trabajo de grado (Galimberti, Sanchez, 
Gorga & Sanz, 2016). Para ello, se analizaron los 
resultados de diferentes pruebas de accesibilidad y 
se trabajó específicamente con personas con 
discapacidad visual. Además, se integró una 
herramienta prototipo para la escritura de mensajes 
de comunicación aumentativa dentro del editor de 
textos de IDEAS (Santillán, Gorga & Sanz, 2017). 
Se han diseñado nuevas funcionalidades para 
facilitar la participación en el foro de debate de 
IDEAS, por ejemplo, se incorporó la visualización 
de un árbol que presenta el mapa de hilos de 
comunicación para facilitar el seguimiento del 
debate y la interacción entre los participantes 
(Iglesias & Archuby, 2017). En este sentido se 
avanzó sobre trabajos previos del equipo de 
investigación (Sanz, Zangara & Dieser, 2016). 
También se ha iniciado la creación e integración de 
una herramienta de comunicación sincrónica para 
reuniones, denominada Infomeeting y que forma 
parte de una tesina de grado (Digiani, Sanz & 
Gorga, 2017). Al mismo tiempo, se integró la 
herramienta de autoevaluación de IDEAS a un 
juego para dispositivos móviles que permite 
presentar las preguntas de una evaluación con una 
serie de desafíos en el marco de una aventura pirata 
(Archuby, Sanz & Pesado, 2017). 
En relación a los entornos sociales, se llevó adelante 
una experiencia de trabajo colaborativo3, que  
integró el uso de Twitter, un sitio web armado con 
Google Sites y el EVEA IDEAS. De esta manera, se 
modelizó una estrategia para la integración de 
diversos entornos: sociales e institucionales. 
Además, los alumnos eligieron sus propias 
herramientas de comunicación y producción para 
llevar adelante la tarea, por lo que generaron su 
propio ecosistema digital, al decir de Dabbagh et al. 
(2017). 
Se aprobó una tesis de maestría dirigida por 
integrantes del equipo sobre el diseño de un curso 
en un EVEA para la enseñanza de inglés (Simón, 
Zangara & González, 2017). 
Otras líneas trabajadas en torno a este eje temático, 
ha sido el de la autorregulación del aprendizaje en 
procesos educativos mediados por EVEAS, y 
entornos digitales en general, a través de una tesis 
doctoral (Fierro, Sanz & Zangara, 2017) y un 
trabajo de especialización (Dieser, Sanz & Zangara, 
2017).  
                                                          
2 IDEAS es una evolución del EVEA WebUNLP y se encuentra 
en uso en la Facultad de Informática en diferentes cursos de 
grado y postgrado. 
3 Esta experiencia fue desarrollada en el marco del Seminario de 
Educación a Distancia de la Maestría en TIAE de la Fac. de 
Informática de la UNLP. 
También, se continúa investigando sobre la 
integración de estos entornos con repositorios de 
Objetos de Aprendizaje para la implementación de 
cursos abiertos masivos on-line (MOOC). Además, 
se analizan las posibilidades de los MOOC y se está 
avanzando en un trabajo de Especialización sobre 
esta temática (Pietroboni & Sanz, 2017). 
Respecto de la investigación sobre mundos virtuales 
3D y entornos inmersivos, se continuó con una tesis 
doctoral  que indaga sobre las posibilidades de este 
tipo de entornos para personas con hipoacusia 
(Fachal, Sanz & Abásolo, 2016). 
 
Diseño, producción y evaluación de Materiales 
educativos digitales. Objetos de aprendizaje y 
sus Repositorios. 
 
En 2017 se consolidaron los avances que se gestan 
desde 2015 en relación a la temática de Objetos de 
Aprendizaje (OA). Se aplicó la metodología de 
diseño de OA (CROA), elaborada durante 
2014/2015 (Sanz, Barranquero & Moralejo, 2016) 
en diferentes espacios en el marco de la Facultad de 
Informática. Se trabajó en conjunto con la 
UNNOBA en el diseño y desarrollo de un objeto de 
aprendizaje que introduce el concepto de 
autorregulación. Este objeto se puso a disposición 
de los estudiantes ingresantes 2018 a la Facultad de 
Informática de la UNLP4 y se evaluará luego su 
impacto en alumnos de primer año. 
Al mismo tiempo, se desarrollaron otros objetos de 
aprendizaje que estratégicamente buscan 
complementar el desarrollo de temas de las carreras 
en Informática: uno orientado a comprender el 
merge de listas ordenadas (Artola & Sanz, 2017), 
otro sobre la inserción de un nuevo valor en un 
vector ordenado (Violini & Sanz, 2017), otro sobre 
compuertas lógicas (Estrebou, Salazar & Sanz, 
2017) y uno orientado a comprender la 
modularización (Archuby, 2017). 
Se continuo con la investigación sobre sistemas 
recomendadores de objetos de aprendizaje y se 
presentaron algunas líneas de investigación 
referidas a este tema en el curso de doctorado de 
Diseño y Producción de OA de la Facultad de 
Informática (Sanz & Barranquero, 2017) y en un 
tutorial que se dictó en el marco de LACLO 2017 
(Sanz, Barranquero & Astudillo, 2017).  
También se ha avanzado en el desarrollo de una 
tesis doctoral que propone la investigación y 
desarrollo de frameworks para la creación de OA. 
Durante el 2017 se inició el diseño del primer 
prototipo del framework MarCOA y se hizo una 
primera evaluación con la opinión de expertos 
(Violini, Sanz & Pesado, 2017).  
                                                          
4 http://163.10.22.82/OAS/autorregulacion/index.html 
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Se finalizó una tesis de maestría sobre materiales 
hipermediales en la enseñanza de la Matemática. La 
tesis analiza los marcos teóricos que fundamentan la 
integración de este tipo de materiales en la 
enseñanza de la Matemática (Del Río, Bucari & 
Sanz, 2017). 
Se finalizó una tesina de grado cuyo propósito es 
incorporar al entorno CMRE (ya existente) 
conceptos de Concurrencia y Paralelismo 
relacionados con consumo de energía, temperatura 
y balance de carga de modo de facilitar su 
aprendizaje a alumnos de los primeros años de 
Informática (Castro, De Giusti & Gorga 2017). 
Se continúa con la investigación sobre la utilización 
de materiales educativos y actividades de Realidad 
Aumentada (RA) en procesos educativos. Se avanza 
en un trabajo de especialización con una becaria del 
equipo de investigación (Salazar, Sanz & Gorga, 
2018), y se participa en diferentes proyectos con 
distintas universidades del país y del exterior en este 
tema. Por ejemplo, se dirige un proyecto de la 
Universidad de Río Negro, en el que se ha 
investigado sobre la evaluación de materiales que 
incluyen RA (Lovos, Gibelli & Sanz, 2017). 
 
Trabajo colaborativo mediado por TICs. 
 
En esta línea se abordan metodologías específicas 
para llevar adelante procesos colaborativos 
mediados por TICs. Se analizan e implementan 
herramientas para mediar estos procesos. Se ha 
trabajado con una metodología de seguimiento de la 
colaboración, a partir de la definición de 
indicadores, que surgen de un estudio bibliográfico 
en profundidad y se incluye una estrategia de 
mirroring, para reflejar las interacciones del grupo 
participante (Zangara & Sanz, 2017). Se ha 
finalizado, y entregado para su evaluación, una tesis 
doctoral vinculada a estos temas de un miembro del 
proyecto y dirigida por otro miembro del mismo.  
Se continúa trabajando con un grupo de la 
Universidad de Santiago del Estero en el que se 
llevan adelante experiencias colaborativas con 
dispositivos móviles (Herrera, Palavecino & Sanz, 
2017). 
Se profundizó en la aplicación de la metodología de 
seguimiento del trabajo en foro presentada en 2016 
(Sanz, Zangara & Dieser, 2016). 
Al mismo tiempo en el proyecto se abordan temas 
transversales como la integración de TIC en 
procesos educativos, las dimensiones de análisis de 
estos procesos, y los actores involucrados, 
revisando factores claves como la capacitación y las 
actitudes. En estos temas se está desarrollando una 
tesis de maestría que propone un modelo de análisis 
de la integración de TIC en una institución de 
educación superior, y en la que se lleva adelante un 
estudio de caso (Assinatto, Sanz & Gorga, 2017). 
En cuanto a los proyectos vinculados con la 
temática y los acuerdos de cooperación, el III- LIDI 
participa en los siguientes: 
 Se ha firmado un acuerdo de colaboración en 
estos temas con la Universidad de Zaragoza y se 
trabaja en forma conjunta. Durante el 2017 se 
participó en un proyecto de innovación docente de 
la Universidad de Zaragoza (PIIDUZ) y se continúa 
en 2018. Proyecto: Diseño e implantación de una 
estrategia de enseñanza-aprendizaje activa centrada 
en el estudiante y basada en aula invertida y la 
herramienta M-eroDes. PIIDUZ_16_047. 
 Se participa en la Red constituida por 
universidades de Iberoamérica en el marco del 
programa "Pablo Neruda" dentro del Espacio 
Iberoamericano del Conocimiento (EIC) y de la 
Organización de los Estados Iberoamericanos (OEI) 
orientada a la movilidad de estudiantes y docentes 
de doctorado.  
 RedAUTI: Red temática en Aplicaciones y 
Usabilidad de la Televisión Digital Interactiva. En 
este ámbito se analizan materiales educativos para 
la TVDI. 
 REFORTICCA: Recursos para el 
Empoderamiento de FORmadores en TIC, Ciencias 
y Ambiente. Proyecto que se desarrolla en el marco 
de los Proyectos De Innovación y Transferencia En 
Áreas Prioritarias de la Pcia. de Buenos Aires (PIT-
AP-BA). Período: 2017-2018. 
 
4. FORMACION DE RECURSOS 
HUMANOS 
 
En este proyecto se participa en la formación de 
recursos humanos a través de la dirección de tesis 
de doctorado, maestría y trabajos finales de 
especialización y tesinas de grado. Al mismo 
tiempo participan del proyecto, becarios que están 
realizando sus tesis de postgrado.  
En 2017, se han aprobado 2 trabajos de Maestría y 1 
de Especialización en el área de Tecnología y 
Educación, dirigidos por miembros de este 
proyecto. Hay 1 tesis doctoral vinculada al 
proyecto, entregada en 2017 y esperando 
evaluación. Además se han finalizado 2 tesinas de 
grado dirigidas por miembros del proyecto en 
relación a los temas aquí presentados. 
Hay 1 trabajo de especialización terminado y 
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En este trabajo se presenta una línea de 
investigación, desarrollo e innovación en modelos y 
paradigmas de interacción persona ordenador y sus 
posibilidades para el escenario educativo. Se abordan 
estudios teóricos, revisión sistemática de la literatura, 
se desarrollan aplicaciones utilizando realidad 
aumentada, interacción tangible e hibridaciones de 
estos paradigmas de interacción. Al mismo tiempo, 
se analiza los entramados entre mundo digital y 
físico, de manera tal de favorecer procesos 
educativos. De manera especial, se incluyen en esta 
línea los juegos serios utilizando diferentes modelos 
de interacción. 
Se presentan en este trabajo los principales 
resultados alcanzados en relación a esta línea 
temática en el año 2017. 
Palabras claves: Realidad Aumentada, Interacción 





Esta investigación forma parte del subproyecto 
“Escenarios educativos mediados por Tecnologías de 
la Información y la Comunicación (TIC)”, acreditado 
por el Ministerio de Educación de la Nación. Este 
proyecto continúa en 2018 con un nuevo subproyecto 
denominado “Metodologías y herramientas para la 
apropiación de tecnologías digitales en escenarios 
educativos híbridos”, enmarcado en el proyecto 
“Metodologías, técnicas y herramientas de Ingeniería 





La evolución de las interfaces y de los modelos de 
interacción ha permitido acercar a las diferentes 
disciplinas, y a las personas, en general, al uso 
cotidiano de herramientas digitales. Las interfaces de 
usuario naturales (NUI: Natural User Interfaces) y la 
computación ubicua han empezado a trazar nuevos 
caminos en esta relación entre las personas, el mundo 
físico y el digital (Duque & Vásquez, 2015).  
La posibilidad de combinar el uso de materiales de 
aprendizaje físicos con las posibilidades del entorno 
digital, han generado gran expectativa entre los 
académicos y también en el escenario educativo. La 
larga historia en el mundo de la educación en relación 
a la utilización de objetos físicos y manipulables para 
el aprendizaje desde las etapas iniciales de la vida de 
un niño ya forman parte de nuestra cultura (Cuendet, 
Bumbacher & Dillenbourg, 2012). En las dos últimas 
décadas se ha visto un incremento en la exploración 
del uso de tecnologías digitales para la enseñanza y 
el aprendizaje, con un reciente énfasis  en la 
interacción multisensorial y multimodal (Price, 
Duffy & Gori, 2017). Sin embargo, es necesario 
reflexionar acerca de: ¿qué ventajas ofrecen estos 
escenarios híbridos? ¿Qué objetos del mundo físico 
y cuáles del digital integrarán la experiencia 
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educativa? ¿Qué relación guardarán entre ellos? ¿De 
qué manera los estudiantes y docentes participarán e 
interactuarán con dichos objetos? ¿Qué 
competencias pueden desarrollarse a través de este 
tipo de actividades y experiencias? ¿Cuándo es 
necesario apelar a la multimodalidad y a la 
multisensorialidad? 
En esta línea de investigación se abordan este tipo de 
interrogantes. Se realizan estudios teóricos y 
experimentales sobre las posibilidades de diferentes 
tecnologías emergentes y paradigmas de interacción 
como la realidad aumentada, la interacción tangible, 
y la computación ubicua en general. Se diseñan 
experiencias en mundos virtuales 3D, se estudian los 
fundamentos de la computación afectiva que podrían 
enriquecer los escenarios educativos híbridos y se 
abordan y analizan juegos serios con diferentes 
tecnologías, y más específicamente con dispositivos 
móviles.  
 
2. TEMAS DE INVESTIGACION / 
DESARROLLO ABORDADOS 
 
Las líneas de investigación, desarrollo e innovación 
en las que se trabaja son: 
 
 Estilos y Paradigmas de Interacción Persona – 
Ordenador. Posibilidades para la educación, y 
con foco en la accesibilidad e inclusión.  
 Realidad Virtual y Aumentada en escenarios 
educativos. 
 Interacción tangible y multitáctil. Aplicaciones 
en educación y educación especial. 
 Computación afectiva para el enriquecimiento 
de escenarios educativos. 
 Dispositivos móviles y sensores para la 
generación de entornos aumentados. 
 Juegos serios con diferentes dispositivos y 





En el año 2017 se ha trabajado en las diferentes 
temáticas que se abordan en esta línea de 
investigación. El equipo se compone con 
investigadores formados, en formación y becarios, al 
mismo tiempo se nutre del aporte y la cooperación 
con investigadores formados de otras universidades, 
Se describen aquí diferentes acciones realizadas en 
este período. 
En 2017 se realizó un estudio bibliográfico sobre 
experiencias de realidad aumentada en espacios 
educativos, además se comenzaron a analizar 
diferentes librerías y herramientas para la creación de 
contenidos de realidad aumentada (RA) (Salazar, 
Sanz & Gorga, 2018). Se diseñó una guía para el 
diseño de actividades educativas basadas en RA 
(Sanz, 2017). Al mismo tiempo, se desarrollaron 
experiencias con docentes utilizando las 
herramientas estudiadas. Se recopilaron también 
aplicaciones móviles que utilizan RA y se las 
presentó en un taller dictado en la Universidad 
Nacional de Río Negro (Sanz & Gibelli, 2015), 
actividad que se desarrolló como parte de un 
proyecto de investigación conjunto. Se avanzó en el 
marco del proyecto Reforticca en la propuesta de una 
aplicación para móviles para ofrecer información 
sobre los componentes nutricionales de los alimentos 
en venta en los supermercados y comercios de la 
región, y también sobre las posibilidades de reciclaje 
de sus envases, de manera de aportar al consumo 
responsable (Boza, Prinsich, Abásolo & Sanz, 2017). 
Además se prevé profundizar en la cooperación en 
estos temas con la Universidad de las Islas Baleares, 
en 2018 se realizará una estancia de investigación en 
el marco de un postdoc para profundizar en temas de 
RA. 
Por otra parte, se continúa trabajando en la 
investigación en temas relacionados con interacción 
tangible. Se trabajó en un proyecto con alumnos de 
grado, en el que se desarrolló FraccionAR. Se trata 
de un juego serio basado en interacción tangible (ver 
Figura 1), que permite ejercitar el concepto de 
fracciones, y sus diferentes representaciones. El 
juego propone una dinámica competitiva entre dos 
participantes o dos equipos, aunque puede ser jugado 
de manera individual (Nordio, Artola & Sanz, 2017). 
En este caso se integró el uso de objetos físicos 
(porciones de pizza de juguete y de chocolates) para 
poder interactuar con la aplicación informática sobre 
una mesa aumentada computacionalmente 
(tabletop). De esta forma, se buscó facilitar en 
alumnos de nivel inicial un concepto abstracto como 
el de fracciones. Durante 2018 se llevarán adelante 
experiencias en escuela utilizando FraccionAr. 
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Figura 1. Juego FraccionAR presentado en la Expo 
Universidad y en la exposición de Ciencia y 
Tecnología de la F. de Informática, UNLP. 
 
Se publicó un trabajo sobre el proceso de evaluación 
de ACoTI, basado en una revisión bibliográfica en 
profundidad (Sanz et al., 2017). Este trabajo ha sido 
fruto de un proceso de varios años de investigación. 
ACoTI es un desarrollo conjunto con la Universidad 
de Zaragoza, se trata de una aplicación conformada 
por una serie de juegos de asociación que se orientan 
a personas con necesidades complejas de 
comunicación (Sanz et al., 2013). Este proceso de 
evaluación motivó el desarrollo de TIES, un editor 
para la creación de actividades  de  interacción 
tangible (Artola, Sanz, Moralejo, Pesado & 
Baldassarri, 2015), durante 2017 se realizaron las 
primeras evaluaciones de este editor y serán 
publicadas durante 2018. Se continuó con el 
desarrollo de experiencias utilizando ITCol (un juego 
basado en interacción tangible para la colaboración), 
que se integra como parte de un seminario de la 
Maestría en Tecnología Informática Aplicada en 
Educación de la Facultad de Informática de la UNLP. 
Para evaluar las sesiones con ITCol se continúa 
                                                          
1 IDEAS: http://ideas.info.unlp.edu.ar – Es una 
evolución del EVEA WebUNLP, desarrollado en la 
Facultad de Informática de la UNLP. 
trabajando con la metodología diseñada por los 
autores de este trabajo y presentada en (Zangara & 
Sanz, 2015).  
En 2017 se desarrollaron nuevas experiencias 
utilizando Desafiate un juego de preguntas y 
respuestas vinculado a un entorno virtual de 
enseñanza y aprendizaje (EVEA) IDEAS1. Este 
juego permite que los docentes publiquen las 
autoevaluaciones generadas en el EVEA como una 
aventura dentro del juego, que  presenta desafíos a 
los participantes. Se llevaron adelante experiencias 
en un curso del primer año de las carreras de la 
Facultad de Informática de la UNLP para la 
autoevaluación de los alumnos previo a rendir 
examen parcial. Se analizó la motivación, el 
mejoramiento del estrés que implica una 
autoevaluación a través del juego y aspectos de 
mejora propuestos (Archuby, Sanz & Pesado, 2017). 
Se continuará con este trabajo en 2018. También en 
esta línea se ha desarrollado un juego serio para la 
enseñanza de la Programación, llamado 
AstroCódigo2 (Bione, Miceli, Sanz & Artola, 2017). 
Se está trabajando con dicho juego en los cursos de 
ingreso a la Facultad de Informática, y se han 
elaborado instrumentos específicos para indagar 
sobre el impacto en el aprendizaje y la motivación. 
En relación a la temática de mundos virtuales 3D, se 
han abordado diferentes tesis. Se ha avanzado con el 
estudio de las posibilidades de estos mundos para 
personas con discapacidad auditiva (Fachal, Sanz & 
Abásolo, 2017) y se han desarrollado una serie de 
escenarios en OpenSim para llevar adelante el 
trabajo experimental de la tesis durante el 2018.  
En relación a los temas vinculados con computación 
afectiva, se han presentado dos propuestas de 
doctorado que han sido aprobadas. Una relacionada 
con realizar análisis de sentimientos a partir de 
mensajes escritos en espacios de comunicación de 
cursos en línea (Rodriguez, Baldassarri & Sanz, 
2017). La segunda propuesta se relaciona con la 
integración de un componente que permita la 
recuperación y detección de emociones en entornos 
virtuales de enseñanza y aprendizaje. Ambas 
dirigidas por miembros del proyecto en conjunto con 
la Universidad de Zaragoza. 
 
 
2 AstroCódigo: http://www.astrocodigo.com.ar 
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En cuanto a los proyectos y acuerdos de cooperación 
vinculados con la temática, el III- LIDI participa en 
los siguientes: 
 Acuerdo de colaboración en estos temas con la 
Universidad de Zaragoza. En particular con el 
grupo GIGA AffectiveLab.  
 Acuerdo de colaboración en estos temas con la 
Universidad de las Islas Baleares. En particular 
con la Unidad de Gráficos, Visión por 
Computador e IA.  
 REDAUTI: Red Temática en Aplicaciones y 
Usabilidad de la Televisión Digital Interactiva. 
 REFORTICCA: Recursos para el 
Empoderamiento de FORmadores en TIC, 
Ciencias y Ambiente. Proyecto que se desarrolla 
en el marco de los Proyectos De Innovación y 
Transferencia En Áreas Prioritarias de la Pcia. 
de Buenos Aires (PIT-AP-BA). Período: 2017-
2018. 
 Acuerdo de cooperación con la Universidad 
Nacional de Santiago del Estero. Se asesora en 
temas relacionados a la integración de 
dispositivos móviles en procesos educativos. 
 Proyecto de colaboración con la Universidad 
Nacional de Río Negro. 
 
4. FORMACION DE RECURSOS 
HUMANOS 
 
En el marco del subproyecto que aquí se presenta se 
participa en la formación de los siguientes recursos 
humanos: 
 Dos becarios de UNLP con beca TIPO A, que 
está realizando la tesis de maestría en TIAE 
relacionada con la temática aquí expuesta, y 
trabajan en el marco del subproyecto. 
 Un becario doctoral CONICET, que está 
realizando su tesis en temas vinculados con 
Interacción Tangible para el escenario 
educativo, también es integrante del 
subproyecto. 
 Dos especialistas en TIAE, que están finalizando 
su tesis de maestría y son integrantes del 
subproyecto. 
 
Los investigadores formados de este proyecto se 
encuentran dirigiendo tesis doctorales y de maestría 
vinculadas a los temas de esta investigación, así 
como también tesinas de grado. 
 
En la siguiente sección se presenta bibliografía de 
referencia para la investigación en los temas 
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RESUMEN 
Los dispositivos móviles y el acceso a las redes 
modifican el entorno de estudiantes, profesores 
y personal del sistema educativo, sabemos 
cómo han provocado profundos cambios en 
“La Sociedad Red” y han afectado el 
mencionado sistemas educativos.  
En un primer momento del proyecto se espera 
realizar una revisión bibliográfica que aborde 
el tema de investigación, las aplicaciones 
existentes destinadas a la enseñanza en el nivel 
de la educación secundaria y las experiencias 
de inclusión de dispositivos móviles en este 
nivel. Posteriormente definiremos las 
instituciones, el diseño y elaboración de 
herramientas para la recopilación de 
información para avanzar con la experiencia 
directa en el ámbito educativo y la recopilación 
de la información propiamente dicha. 
Finalmente se espera organizar, analizar y 
elaborar conclusiones. 
En este proyecto nos proponemos analizar la 
compleja influencia del acceso a las redes y la 
utilización de dispositivos móviles y cómo 
aprovechar estas características para 
experimentar, analizar y proponer mejoras en 
las formas de utilizar estas tecnologías en los 
colegios de nivel secundario de la Ciudad de 
Santa Rosa 
 
Palabras clave: dispositivos móviles, 
aplicaciones, enseñanza aprendizaje. 
CONTEXTO 
El proyecto de investigación que se presenta 
está radicado en el Departamento de 
Matemática de la Facultad de Ciencias Exactas 
y Naturales de la UNLPam y financiado por 
dicha Facultad. 
Tiene una duración de tres años, siendo este 
el segundo año de su desarrollo. Está vinculado 
con otros proyectos del Departamento ya 
ejecutados y en ejecución, relacionados con la 
enseñanza en nivel secundario y la inclusión de 
tecnologías en educación. 
 
1. INTRODUCCIÓN 
Como leemos en la mayoría de los trabajos y 
compartiendo sin dudas esa afirmación, 
podemos decir que la presencia de los 
dispositivos móviles y su vertiginoso avance 
han modificado muchas de las actividades que 
se desarrollan en nuestra sociedad. Estos 
dispositivos que surgieron como herramientas 
de comunicación y entretenimiento han llegado 
a desarrollar un papel fundamental en el 
mundo de la economía y el conjunto de la 
sociedad (Shuler et al, 2013). 
Sin dudas los dispositivos móviles están 
presentes en la vida de la mayoría de docentes 
y estudiantes para realizar diversas actividades. 
Ante esta realidad los Ministerios de 
Educación en diferentes países han iniciado 
políticas tendientes a que estos dispositivos 
cobren mayor importancia también en 
educación.  En esta línea podemos mencionar 
los modelos 1 a 1 implementados en mucho 
países que consisten en la provisión por parte 
del estado de un dispositivo móvil (netbook o 
tableta) a cada alumno y docente. También 
existen iniciativas del tipo “Trae tu propia 
tecnología” denominada (BYOT, por sus siglas 
en inglés ‘Bring Your Own Technology’), 
consistentes en que cada estudiante lleve su 
propio dispositivo móvil para utilizarlo en la 
escuela. Esta metodología se ha implementado 
en sectores sociales más desarrollados en los 
cuales todos pueden acceder a estos 
dispositivos.  
Los proyectos mencionados anteriormente, 
entre otros de similares características, 
permiten sin dudas un mayor acceso a la 
tecnología y aumenta las posibilidades de 
acceso a la información de los docentes y 
estudiantes.  Permitirían así acceder a las 
principales características tecnológicas del 
aprendizaje móvil que según indica Cantillo 
Valero, et. al. (2012), son las siguientes: 
• Portabilidad, debido al pequeño 
tamaño de los dispositivos. 
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• Inmediatez y conectividad mediante 
redes inalámbricas. 
• Ubicuidad, ya que se libera el 
aprendizaje de barreras espaciales o 
temporales. 
• Adaptabilidad de servicios, 
aplicaciones e interfaces a las 
necesidades del usuario. También 
existe la posibilidad de incluir 
accesorios como teclados o lápices 
para facilitar su uso. 
Vivimos indudablemente momentos en los 
cuales las tecnologías avanzan 
vertiginosamente pero existe una amplia 
brecha entre el desarrollo y la implementación 
(Montoya, 2009); es así que continuando con el 
análisis de este autor, nos indica que para 
lograr la inclusión de los dispositivos móviles, 
en especial los teléfonos inteligentes, se puede 
temporalizar tres pasos: 
1. Apropiación del objeto 
2. Apropiación de la funcionalidad 
3. Apropiación de la nueva forma de 
aprendizaje 
Las dos primeras etapas como señala Díaz 
Bilbao (2014), serían alcanzadas rápidamente 
por los estudiantes, quedando la tercera etapa a 
cargo de las instituciones educativas y los 
docentes.  
Sin duda la mayoría de los autores coinciden 
en indicar que la inclusión de dispositivos 
móviles en el aula, produce grandes beneficios: 
motivan a los estudiantes, aumenta las 
habilidades sociales mejorando la cooperación 
y la colaboración mejorando la creatividad y la 
capacidad cognitiva. 
Sin embargo como ha sucedido con otras 
tecnologías, percibimos que los dispositivos 
móviles actualmente no son tenidos en cuenta 
ni aprovechados en las formas ni en la 
magnitud que observamos sería conveniente. 
Por el contrario en algunos ámbitos han sido 
prohibidos por causar distracción y otros 
problemas entre los estudiantes y la comunidad 
educativa. 
Como lo expresan Castells, Palamidessi y 
muchos otros, los cambios que se han 
producido en las formas de comunicarse, 
acceder a información y conocer el mundo, 
mucho tienen que ver el acceso a las redes y 
los nuevos dispositivos y esto pareciera ser de 
alguna manera todavía resistido en el ámbito 
educativo. Al mismo tiempo se reconoce una 
crisis identificada en las dificultades que se 
presentan con la falta de atención, falta de 
aprendizaje o productividad, de motivación, de 
malestar de estudiantes y profesores entre otros 
problemas. 
¿Tendremos que plantearnos abordar el trabajo 
en las instituciones educativas desde nuevos 
paradigmas? Pensar alternativas para las 
instituciones educativas implica salir de 
lugares comunes, observar que el mundo y la 
sociedad han cambiado mucho, en 
comparación las instituciones educativas, 
emblemáticas a la hora de hablar del 
conocimiento, parecen no haber dado signos 
claros de entender la metamorfosis del 
conocimiento a la que hoy asistimos. 
Es evidente que este contexto no puede ser 
abordado con propuestas simplistas, pensar que 
la sola inclusión de dispositivos móviles puede 
generar las condiciones necesarias para 
mejorar las posibilidades de enseñanza y  
aprendizaje en la educación no alcanza. 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
 
Las líneas de investigación que se abordan 
con el presente proyecto son las siguientes: 
1. Nivel de penetración de los dispositivos 
móviles en las actividades de enseñanza 
aprendizaje en aulas de nivel medio.  
2. Búsqueda, experimentación y análisis  
de aplicaciones educativas para la 
enseñanza en el nivel medio  
3. Características metodológicas de las 
clases de nivel medio en las que se  
incluye dispositivos móviles. 
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3. RESULTADOS OBTENIDOS / 
ESPERADOS 
Los objetivos planteados son los siguientes: 
 Realizar una revisión bibliográfica 
de experiencias de inclusión y 
características de los dispositivos 
móviles en el ámbito educativo.  
 Indagar formas y frecuencia de la 
utilización por parte de profesores 
de los dispositivos móviles en el 
nivel secundario de Santa Rosa. 
 Indagar expectativas de los 
profesores ante la aparición de los 
dispositivos móviles en el nivel 
secundario de Santa Rosa. 
 Analizar cómo se utilizan los 
dispositivos móviles en las 
actividades de enseñanza. 
 Analizar cómo la utilización de 
dispositivos móviles en las 
actividades de enseñanza modifica 
las formas de evaluar a los 
estudiantes. 
 Analizar el nivel de formación del 
profesorado en el uso de dispositivos 
móviles. 
 Búsqueda y recopilación de 
aplicaciones educativas. 
 Experimentar, en distintos centro 
educativos de nivel secundario, 
actividades utilizando aplicaciones 
para dispositivos móviles. 
Se espera que a partir de las actividades de 
investigación desarrolladas en este proyecto, se 
pueda en primer lugar, tener un análisis de la 
situación actual a nivel de dispositivos 
disponibles en los colegios de la ciudad de 
Santa Rosa, normativas legales, infraestructura 
tecnológica, conocimientos y habilidades de los 
docentes y estudiantes en el uso de estas 
tecnologías. 
Con estas experiencias se espera encontrar 
características que los dispositivos móviles 
pueden aportar para la mejora del entorno 
educativo, en particular la enseñanza y el 
aprendizaje, siempre utilizando los equipos que 
poseen docentes y estudiantes.  
También se espera desarrollar acciones de 
capacitación de docentes de nivel medio sobre 
la utilización de estas tecnologías en las aulas, 
de manera de extender y profundizar las 
mejoras que los dispositivos móviles y el tipo 
de actividades asociados a ellos puedan aportar 
al ámbito educativo. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
El equipo de trabajo es de carácter 
interdisciplinario, está conformado  con 
especialistas del área de Educación, Matemática 
y Computación. Participan además dos 
estudiantes del Profesorado en Computación.  
Se realizan, también, actividades de 
capacitación y transferencia referidas a la 
utilización de aplicaciones educativas para 
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En este trabajo se presenta, con una 
mirada integral, las actividades del Grupo 
de Estudio de Metodologías para 
Ingeniería en Software y Sistemas de 
Información (GEMIS) de la Facultad 
Regional Buenos Aires de la Universidad 
Tecnológica Nacional, se enuncian y 
describen sus líneas de trabajo, sus 
proyectos y las actividades de vinculación 
entre los mismos. 
Los diferentes proyectos de investigación 
y desarrollo y, las actividades 
relacionadas a otros grupos de trabajo de 
la institución en la cual lleva adelante sus 
actividades, configuran una cartera de 
proyectos que deben ser gestionados 
integralmente. Esto requiere la 
identificación de componentes y 
actividades vinculables entre cada uno de 
los proyectos y la gestión eficiente de su 
puesta en funcionamiento y control.  
 
Palabras clave: portafolio de proyectos, 
proyectos I+D, extensión universitaria, 
sistemas inteligentes, tecnología 
educativa, gestión del conocimiento. 
CONTEXTO 
En marzo de 2009 y en el ámbito de la 
Facultad Regional Buenos Aires de la 
Universidad Tecnológica Nacional (UTN-
FRBA), se conformó el Grupo de Estudio 
de Metodologías para Ingeniería en 
Software y Sistemas de Información 
(GEMIS). Desde ese momento y 
sostenidamente, se integró un equipo de 
docentes y alumnos con interés en la 
investigación, la sistematización de 
cuerpos de conocimiento y la promoción 
sobre el campo de la Ingeniería en 
Sistemas de Información y la Ingeniería 
en Software, sus aplicaciones y abordajes 
metodológicos en todo tipo de escenarios 
convencionales y no convencionales. 
1. INTRODUCCIÓN 
Una cartera o portafolio de proyectos 
es "una colección de componentes 
(proyectos, programas, y otro trabajo tal 
como mantenimiento y operaciones en 
curso) que se agrupan para facilitar la 
gestión efectiva de ese trabajo, en busca 
de alcanzar los objetivos estratégicos. Los 
proyectos o programas del portafolio 
pueden no ser necesariamente 
independientes o directamente 
relacionados" [1]. 
La gestión de portafolio de proyectos 
(habitualmente conocida como PPM, sus 
siglas en inglés provenientes de los 
términos Project Portfolio Management) 
es "la administración centralizada de una 
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o más carteras, e implica identificar, 
priorizar, autorizar, administrar y 
controlar proyectos, programas y otros 
trabajos relacionados" [2]. 
 GEMIS organiza sus actividades de 
investigación, desarrollo e innovación a 
través de diferentes proyectos vinculados 
a las siguientes líneas de trabajo: 
Ingeniería de Software / Ingeniería de 
Requisitos; Educación y Tecnología; 
Sistemas Inteligentes / Inteligencia 
Artificial; Explotación de Información / 
Base de Datos; Arquitectura e 
Infraestructura; Gestión del 
Conocimiento. 
GEMIS articula sus actividades con las 
cátedras de Sistemas y Organizaciones e 
Inteligencia Artificial, asignaturas 
pertenecientes a la carrera de Ingeniería 
en Sistemas de Información de la UTN-
FRBA, con la Especialización y la 
Maestría en Ingeniería en Sistemas de 
Información de la Escuela de Posgrado de 
UTN-FRBA y con proyectos de la 
Secretaría de Cultura y Extensión 
Universitaria (SCEU) de la UTN-FRBA. 
De esta forma, GEMIS busca también 
realizar aportes sustantivos a los objetivos 
de la Universidad: enseñanza (formación 
de profesionales y científicos), 
investigación (producción de 
conocimiento científico) y extensión 
(producción de servicios de asistencia 
técnica, consultoría y transferencia 
tecnológica al sector productivo y a la 
comunidad) [3]. 
 
2. LÍNEAS DE INVESTIGACIÓN 
Y DESARROLLO 
En esta sección se presentan los 
diferentes proyectos de investigación y 
desarrollo y los proyectos de extensión 
vinculados que forman parte de la 
actividad de GEMIS. 
 
Proyecto de investigación y desarrollo 
(PID): La gestión del conocimiento en 
pequeñas y medianas fábricas de 
software en el AMBA 
Este proyecto de investigación y 
desarrollo se inició en Enero de 2018 y 
tiene vigencia hasta Diciembre 2019. 
Busca indagar cuál es el grado de 
implementación de gestión del 
conocimiento en las pequeñas y medianas 
fábricas de software del Área 
Metropolitana de Buenos Aires (AMBA), 
cuáles son los problemas presentes en 
esta implementación y qué modelos de 
gestión del conocimiento se podrían 
proponer para que las pequeñas y 
medianas fábricas de software del AMBA 
pudieran implementarlos. 
 
Proyecto de investigación y desarrollo 
(PID): Implementación de sistemas 
inteligentes para la asistencia a alumnos 
y docentes de la carrera de Ingeniería en 
Sistemas de Información.  
Este proyecto de investigación y 
desarrollo, iniciado en 2016 y con 
vigencia hasta fin de 2019, busca 
implementar un Sistema Inteligente que 
asista el proceso de enseñanza-
aprendizaje entre los alumnos y sus 
docentes de la asignatura Sistemas y 
Organizaciones de la UTN-FRBA. Entre 
sus principales funcionalidades se 
destacan la evaluación de los alumnos 
sobre los temas teóricos, la revisión 
automática de ejercicios prácticos, la 
generación de recomendaciones a los 
alumnos sobre los materiales de estudio y 
la generación de reportes para los 
docentes sobre el nivel de conocimiento 
de los alumnos.  
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Proyecto de investigación y desarrollo 
(PID): Intervenciones tecnológicas en 
dispositivos didácticos con herramientas 
de tecnología informática 
Este proyecto de investigación y 
desarrollo tiene como objetivo describir y 
analizar el uso de la tecnología 
informática en las intervenciones 
didácticas de los profesores de las 
asignaturas de la carrera de Ingeniería en 
Sistemas de Información de la UTN-
FRBA y desarrollar nuevos artefactos 
tecnológicos que favorezcan la mejora en 
las intervenciones didácticas y una 
metodología de implementación. Se inició 
en 2016 y si bien su finalización formal 
fue en Diciembre 2017, se encuentra 
transitando la última etapa de 
implementaciones y evaluación de los 
resultados. 
 
Proyecto de extensión universitaria: 
Atender, software para el seguimiento 
integral de los estudiantes 
El objetivo de este proyecto de 
extensión universitaria, aprobado en el 
año 2017 por la Secretaría de Políticas 
Universitarias del Ministerio de 
Educación en la Convocatoria de 
Desarrollos para la Innovación Social, 
con vigencia hasta Agosto de 2018, y 
desarrollado bajo las actividades de 
GEMIS, es brindar una herramienta de 
tecnología informática a los actores del 
sistema educativo de nivel superior que 
permita realizar un seguimiento eficiente 
de los estudiantes. Los docentes contarán 
con información centralizada de diversas 
variables y orígenes: asistencia de los 
alumnos a clases, desempeño en 
evaluaciones formales y no formales, 
resultados de encuestas. El software 
dispondrá de las facilidades para cargar 
esta información o para ser obtenida 
desde otras herramientas que el docente 
pudiera utilizar y brindará información 
resumida que permita al docente 
identificar riesgos de deserción o 
problemáticas en el desempeño de los 
alumnos, permitiendo al propio docente 
tomar decisiones sobre su propia 




En el marco del proyecto 
“Implementación de sistemas inteligentes 
para la asistencia a alumnos y docentes de 
la carrera de Ingeniería en Sistemas de 
Información”, a través de la aplicación de 
modelos y métodos propios de los 
sistemas inteligentes se llevaron a cabo 
trabajos sobre las asignaturas Sistemas y 
Organizaciones e Inteligencia Artificial 
cuyos resultados fueron utilizados para la 
mejora de las asignaturas 
correspondientes. La presentación de 
estos resultados fue realizada en [4-6].  
En los dos últimos trabajos se presenta el 
uso de técnicas y herramientas propias de 
las disciplinas de Explotación de 
Información e Inteligencia de Negocios. 
En la última etapa del proyecto se prevé 
la implementación de un módulo de 
sistemas inteligentes y su integración con 
el Proyecto Atender. 
Entre las actividades del proyecto 
“Intervenciones tecnológicas en 
dispositivos didácticos con herramientas 
de tecnología informática” se han 
analizado diversas problemáticas [7] y se 
han propuesto algunas soluciones 
tecnológicas [8,9]. Además a partir de 
algunas dificultades presentadas en el 
avance del desarrollo del software se ha 
producido el descubrimiento de nuevas 
estrategias y metodologías, para el 
desarrollo de software, vinculadas a las 
características de los proyectos de 
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investigación y desarrollo en las 
instituciones de nivel universitario, cuyas 
problemáticas y propuestas de solución 
han sido presentadas en [10], lo cual 
implicó la reestructuración del equipo de 
trabajo y la metodología de desarrollo. 
Durante el último año se avanzó en la 
generación del software correspondiente, 
que será implementado en el corriente año 
con el inicio del ciclo lectivo. Finalmente, 
a partir de la definición del Proyecto 
Atender, se avanzó en la integración entre 
ambos proyectos. 
El Proyecto Atender  busca, además de 
sus propios objetivos, la integración de 
las diversas actividades desarrolladas en 
los últimos años por parte de GEMIS,  ya 
que entre sus actividades busca generar 
un componente con un motor de 
inferencias para procesar información de 
diversos orígenes basado en técnicas 
propias de los sistemas inteligentes; la 
generación de diversos componentes de 
procesamiento de información a través de 
un desarrollo basado en componentes 
definido en las metodologías para los 
proyectos del grupo [10] y la integración 
con software del proyecto de 
Intervenciones Tecnológicas. 
Dentro del proyecto “La gestión del 
conocimiento en pequeñas y medianas 
fábricas de software en el AMBA”, que 
fuera presentado en [11], se desarrolló un 
trabajo final de la Especialización en 
Ingeniería en Sistemas de Información de 
UTN-FRBA, y se encuentran dos tesistas 
de Maestría realizando sus 
investigaciones. Además se presentaron 
avances del proyecto en [12].  
Finalmente, a partir de la integración 
entre los proyectos de Sistemas 
Inteligente y Tecnología Educativa se ha 
identificado la necesidad de evaluar el 
software resultante de la actividad de 
estos proyectos a través de un modelo de 
evaluación de software confiable y 
destinado específicamente a la 
herramientas de uso educativo, por lo cual 
GEMIS se encuentra desarrollando un 
modelo de evaluación de calidad de 
software educativo, basado en estructuras 
similares a las Normas ISO 25000 y 
afines. 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
GEMIS se encuentra conformado por 
investigadores formados, tesistas de 
maestría, graduados de grado, docentes y 
alumnos de la carrera de Ingeniería en 
Sistemas de Información. Además cuenta 
con alumnos beneficiarios de las Becas 
Iniciación en Investigación y Desarrollo 
(BINID) de la Universidad. 
Durante el presente año se prevé la 
presentación de avances en dos tesis de la 
Maestría en Ingeniería en Sistemas de 
Información de UTN-FRBA, la definición 
de un nuevo plan de tesis en el marco de 
dicha maestría, la presentación de dos 
trabajos finales de la Especialización en 
Ingeniería en Sistemas de Información de 
UTN-FRBA y el acompañamiento e 
integración en algunas actividades y 
etapas de tesis de maestría de la 
Universidad Tecnológica Nacional, 
Facultad Regional La Plata y la Facultad 
de Ciencias Económicas de la 
Universidad de Buenos Aires. 
Con el inicio del ciclo lectivo en UTN-
FRBA se implementará y se podrán en 
marcha diferentes componentes de 
software desarrollados en el marco de los 
proyectos. Estos componentes serán el 
registro de asistencia para notificación 
temprana de docentes, seguimiento de 
resultados de evaluaciones (a través de la 
obtención de datos desde diversas fuentes 
como planillas, tableros de Trello e 
informes de Google Docs) y un tablero de 
revisión general de situación de los 
alumnos. Los resultados de las 
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implementaciones serán presentados en el 
corriente año. 
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En el presente artículo se expone una 
línea de trabajo orientada a evaluar la 
usabilidad en objetos de aprendizajes basados 
en realidad aumentada, en la que se abordará 
el estudio de estándares. El mismo integra el 
análisis de la aplicación de realidad aumentada 
en objetos de aprendizaje como soporte 
pedagógico en escuelas técnicas de la 
provincia de Misiones. Esto se despliega en 
una línea de investigación que aborda el 
desarrollo de un producto software basado en 
realidad aumentada acorde a estándares de 
calidad y usabilidad.  
 
CONTEXTO: 
El proyecto se desarrolla en el marco 
del Trabajo Final de la Maestría en 
Tecnologías de la Información de la Facultad 
de Ciencias Exactas, Químicas y Naturales de 
la Universidad Nacional de Misiones. 
1. INTRODUCCIÓN 
Según [1] y [2], se manifiesta que la 
relación existente entre los objetos de 
aprendizaje basados en RA y la calidad del 
mismo, vistos como un producto software, 
permiten analizar si la calidad del producto 
indicaría mejoras en los índices de usabilidad 
y en el proceso de enseñanza-aprendizaje de 
los usuarios. A partir del análisis de 
información referido al tema, se puede afirmar 
que el objetivo principal de esta línea es 
definir un marco de trabajo de usabilidad de 
objetos de aprendizaje basados en realidad 
aumentada. 
 
1.1. Objetos de Aprendizaje 
La revolución tecnológica actual 
requiere una revolución también en el campo 
educativo, una transformación más profunda 
en las prácticas de enseñanza y aprendizaje y 
no sólo en los materiales educativos. En [1] y 
[11] se afirma que los docentes corren el 
riesgo de ofrecer “vino viejo en botella 
nueva”. Requiere, por tanto, de “pedagogías 
emergentes” [12] que exploren con éxito las 
posibilidades que propician las nuevas 
tecnologías. 
 
1.2.  La realidad aumentada como 
innovación para la enseñanza 
 En la actualidad, la tecnología ha 
tomado un rol preponderante en cualquier 
ámbito. En todos los casos, el tener 
conocimiento sobre las herramientas 
tecnológicas que pueden utilizarse en cada 
campo resulta importante, y hasta incluso, no 
tenerlo puede ser excluyente. Por ello, resulta 
un gran reto conseguir que las nuevas 
propuestas tecnológicas estén al alcance de 
todas las personas, y a su vez, la interacción 
con éstas sea lo más natural posible. 
En el caso concreto de la RA (desde 
ahora realidad aumentada) las lecciones 
extraídas de su aplicación educativa indican 
que las mejores prácticas responden a un 
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enfoque pedagógico de legado constructivista, 
orientado al aprendizaje activo (“learning by 
doing”), puesto que los alumnos son quienes 
deciden cómo combinar la información 
aumentada o cómo interactuar con la 
simulación virtual. La relación del estudiante 
con el objeto de aprendizaje no está basada, 
por tanto, sólo en la consulta de un contenido 
intelectual sino que implica una experiencia de 
inmersión en el entorno de aprendizaje [1][2]. 
La RA  se puede definir en base al 
Reality-Virtuality Continuum presentado por 
Milgram y Kishino [7], donde se la define 
como la integración de elementos reales y 
virtuales, pero considerándola más cercana al 
mundo real. Es una tecnología que 
complementa la percepción e interacción con 
el mundo real y permite al usuario estar en un 
entorno real aumentado, con información 
adicional generada por la del entorno real) y la 
Virtualidad Aumentada (más cerca del entorno 
virtual). 
La RA es posible gracias a diferentes 
tecnologías que permiten esta experiencia 
aumentada de la realidad. Para esto, son 
fundamentales tanto los dispositivos de display  
utilizados para que el usuario cuente con el 
entorno aumentado que surge de combinar el 
mundo real y virtual, como también las 
técnicas de tracking y registración que, en base 
a diferentes sensores y mecanismos pueden 
detectar la posición y orientación de un objeto 
para situar de manera correcta el contenido 
virtual sobre el mundo real.  Los resultados 
muestran que esta tecnología impacta 
positivamente en los estudiantes, ya que los 
ayuda a vivenciar experimentos que no 
podrían suceder en un laboratorio real (por 
ejemplo, la visualización de las moléculas en 
movimiento). 
En [6] se realiza un relevamiento de 
varios ejemplos de RA aplicados en distintas 
asignaturas tales como física, química, 
geografía y matemática, que incluyen además 
ejemplos de juegos educativos de educación 
primaria que pueden ser aplicados al nivel 
educativo secundario. Vinculan estas 
experiencias de RA con diferentes teorías 
educativas como el aprendizaje multimedia, la 
teoría del aprendizaje basado en experiencias y 
la teoría de la visión animada. En sus 
conclusiones afirman que algunas 
características de diseño de las actividades de 
RA pueden reducir la carga cognitiva de los 
estudiantes y permitir interacciones en forma 
más natural para adquirir el conocimiento 
disciplinar correspondiente. En [13] se 
describe el desarrollo e implementación de un 
framework que se categoriza como objeto de 
aprendizaje planteado desde la propuesta de un 
juego de mesa utilizando tecnologías de 
realidad aumentada, lo cual también afirma 
haber logrado excelentes resultados desde el 
punto de vista pedagógico. 
Las nuevas tecnologías aportan al 
campo de la educación aspectos innovadores 
que suponen una mejora cualitativa en las 
formas de enseñar y aprender. En particular, el 
aporte de la Realidad Aumentada (RA) está 
siendo cada vez más reconocido por los 
investigadores de la educación, donde se 
destaca que la coexistencia de objetos virtuales 
y entornos reales permite a los estudiantes 
visualizar conceptos abstractos y relaciones 
espaciales complejas. Esta situación se valora 
especialmente en el ámbito de la enseñanza de 
la Informática [8]. 
Si se analiza los objetos de aprendizaje 
basados en RA visto como un producto 
software, es necesario indicar que actualmente 
se encuentra un espacio intelectual poco 
estudiado que se refiere a la calidad del 
mismo, no solo considerando los aspectos 
técnicos de la calidad de software del objeto, 
sino también los aspectos consecuentes de la 
utilización de éstos en la educación. 
 
1.3.  Usabilidad en aplicaciones de realidad 
aumentada 
Durante la última década, el avance 
logrado por los dispositivos móviles ha dado 
origen a una nueva generación de desarrollo de 
software, impulsando el crecimiento de 
aplicaciones específicas y estimulando la 
creación de un mercado asociado. Sin 
embargo, a pesar de este avance, la limitante 
es el acompañamiento de criterios para 
garantizar la usabilidad y la adaptación de 
técnicas apropiadas para su evaluación. Si bien 
se han realizados grandes esfuerzos por 
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mejorar la recepción y aceptación por parte del 
usuario, el estudio de la usabilidad está 
marcado por criterios de evaluación generales, 
los cuales no se adaptan a las particularidades 
de contextos de uso específico, como en las 
aplicaciones de Realidad Aumentada [5] [6].  
La escasez de especificaciones que se 
presentan al realizar una evaluación sobre este 
contexto, permite investigar y definir una 
visión alternativa que brinde un aporte 
significativo en el proceso de evaluación de 
usabilidad. Uno de los propósitos principales 
de este trabajo es explotar los conceptos 
generales definidos en las normas y 
procedimientos evaluados para obtener un 
mayor grado de especificación y poder llevar a 
cabo una evaluación que dé un valor agregado 
a la hora de medir la usabilidad sobre las 
aplicaciones del contexto. 
 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
Para lograr los objetivos de este 
proyecto se proponen las siguientes etapas y 
objetivos: 
 
 Definir un marco de trabajo para la 
evaluación de usabilidad de objetos de 
aprendizaje basado en realidad 
aumentada.  
Del relevamiento previo de 
antecedentes en el tema, se detecta una cantidad 
significativa de trabajos académicos que exponen 
el uso de tecnologías de realidad aumentada 
aplicadas a la educación. En las aulas, los 
docentes han ratificado sus resultados positivos, 
por ejemplo en [9] se presenta un estudio en el 
cual se tomó la opinión de 81 docentes, los 
resultados muestran que la RA puede ser tomada 
como una herramienta inclusiva en las aulas, 
salvo para las personas con discapacidad visual, 
además se destaca su potencial para conciliar la 
brecha digital, pero presentando la necesidad de 
que los docentes tengan conocimientos 
informáticos básicos para emplearla. Por su 
parte, en [10] se resalta que por medio de la 
masificación de los dispositivos móviles y con la 
web 2.0, los profesores poseen nuevas 
herramientas para motivar a los estudiantes de 
diferentes niveles educativos y en diversos 
campos de estudio, por ejemplo, se relata en este 
trabajo, una experiencia educativa con una 
aplicación móvil llamada “AMBAR” que integra 
RA para el aprendizaje de idioma inglés [11]. Si 
bien existen muchos estudios como los 
mencionados, que indican una mejora en el 
proceso de enseñanza-aprendizaje, no se define 
un marco de trabajo que unifique criterios de 
usabilidad de los objetos de aprendizaje que 
intervienen.  
 
 Desarrollo de objetos de aprendizaje 
basados en realidad aumentada. 
Esta etapa integrará un profundo 
análisis para el desarrollo  de objetos de 
aprendizajes que involucren la utilización de 
realidad aumentada y que además se ajuste al 
marco de trabajo o método definido. Esta 
proceso debe involucrar los requerimientos 
técnicos y pedagógicos por parte del/los 
usuario/s que la utilicen y lo que propicie el 
marco de trabajo propuesto (estándares, 
mediciones de calidad, criterios de usabilidad, 
etc).  
Considerando que el ambiente de aplicación del 
marco de trabajo a definirse en este proyecto, 
así como también la evaluación de usabilidad de 
objetos de aprendizaje basados en realidad 
aumentada se dará en el marco de una 
institución educativa secundaria técnica de la 
provincia de Misiones, se realizará un estudio 
de criterios adaptativos al contexto con el fin de 
determinar la eficiencia  y eficacia  de las 
actividades del marco de trabajo propuesto en el 
proceso de aprendizaje.  
 Validación del marco de trabajo en 
objetos de aprendizaje. 
Los objetos de aprendizajes serán 
validados desde un producto software diseñados 
como soporte pedagógico para docentes y 
alumnos de la Escuela Provincial de Educación 
Técnica N° 23, nivel secundario; lo cual 
requerirá el diseño de intervenciones en dicha 
institución para la articulación de contenidos 
curriculares y recopilación de la información 
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obtenida. Este objetivo integra el análisis de 
resultados obtenidos a partir de la validación 
efectuada. 
La fase de validez del marco de trabajo 
en términos de eficiencia y eficacia, y del 
producto software obtenido, es evaluada desde 
la combinación de dos modelos de trabajo: 
a)  KMbM (Knowledge-based and 
Model- based Methods). 
Estos se basan en los conocimientos 
disponibles y no requieren el acceso directo a 
los usuarios. Por lo que son especialmente 
´útiles cuando no es posible recoger datos 
directamente de los usuarios. Está subdividido 
en tres categorías: Evaluación por expertos, 
evaluación basada en documentos y evaluación 
basada en modelos (Heuristic 
Evaluation)[7][13].  
b) DGM (Data Gathering Methods).  
Estos métodos se centran en las formas 
de recopilar conocimiento sobre las 
características relevantes de los usuarios, las 
tareas y el contexto en el que se utilizan los 
sistemas interactivos. Algunos ejemplos: 
entrevistas, cuestionarios o “thinking 
aloud”[13]. 
El producto software basado en 
realidad aumentada que se propone en este 
proyecto, será evaluado en términos de “calidad 
del producto software”. Mientras que los objetos 
de aprendizaje obtenidos a partir de él, serán 
evaluados a partir de “evaluación heurística”[5]. 
Este tipo de evaluación permite identificar si la 
facilidad de uso está ligada a la satisfacción del 
usuario. También permite analizar que la 
consecución rápida de objetivos está ligada a la 
efectividad, para este caso, se refiere a objetivos 
de aprendizaje. Finalmente, la utilización de 
recursos es una característica que este tipo de 
evaluación permite evaluar para obtener la 
eficiencia. 
 
3. RESULTADOS OBTENIDOS/ 
ESPERADOS 
Si bien el proyecto se encuentra en sus 
etapas iniciales, actualmente se ha realizado un 
relevamiento bibliográfico respecto a modelos 
de usabilidad utilizados y aplicables en objetos 
de aprendizaje basados en realidad aumentada. 
Así también, se encuentra en desarrollo una 
aplicación como objeto de aprendizaje basado 
en RA, bajo plataforma Vuforia Developer 
Portal en conjunto con Android Studio, 
teniendo en cuenta los estudios anteriormente 
citados y los métodos DGM (Data Gathering 
Methods) [3] y KMbM (Knowledge-based and 
Model-based Methods)[6][13].  
La contribución más novedosa es que 
el marco de trabajo permite el intercambio de 
roles entre usuarios adaptando la usabilidad 
del producto a la necesidad de aprendizaje. 
El resultado esperado es formalizar el 
marco de trabajo mediante el desarrollo de la 
aplicación basada en realidad aumentada que 
posibilite el acceso a objetos de aprendizaje, 
además de la validación de la usabilidad con 
usuarios (docentes y estudiantes) 
pertenecientes a una escuela de formación 
técnica de nivel secundario de la provincia de 
Misiones. 
La validación, pruebas de ejecución y 
recopilación de información sobre los 
resultados de la usabilidad de los objetos de 
aprendizajes basados en realidad aumentada y 
aplicación del marco de trabajo definido se 
realizará en la Escuela Provincial de 
Educación Técnica N° 23 de la provincia de 
Misiones, con alumnos y docentes desde el 
primer año hasta el sexto con orientación en 
electromecánica. Se ha seleccionado esta 
escuela, debido a que esta propuesta puede 
extenderse a toda la formación técnica de la 
provincia y es un área sin precedentes de 
aplicación de esta tecnología.  
4. FORMACIÓN DE RECURSOS 
HUMANOS 
En esta línea de trabajo participan los 
directores, docentes investigadores de la 
Universidad Nacional de La Matanza y la 
Universidad Nacional del Nordeste, con 
antecedentes de investigación en los temas que 
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se abordan. El desarrollo del proyecto será 
realizado por un estudiante de la Maestría en 
Tecnologías de la Información de la Facultad 
de Ciencias Exactas, Químicas y Naturales de 
la Universidad Nacional de Misiones. 
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La utilización de nuevas herramientas 
tecnológicas  en el ámbito educativo es  un 
factor estratégico clave para la mejora y 
fortalecimiento de los procesos de enseñanza 
y aprendizaje en los distintos campos del 
conocimiento,  principalmente en las carreras 
de ciencias e ingeniería. En base a este 
contexto se presentan las líneas principales   
en las que se viene trabajando: Desarrollo y 
Uso de Recursos TIC,  Realidad Aumentada y 
Realidad Virtual,  Métodos Computacionales 
y Simulación, Objetos de Aprendizaje. Las 
mismas están interrelacionadas, persiguiendo 
como objetivo general acercar la Universidad 
al medio. En este trabajo se presentan los 
fundamentos y avances de la investigación 
que se está realizando.  
 
Palabras clave: Computación Aplicada, 
Recursos TIC, Educación, Métodos 
Computacionales,   Realidad Aumentada, 
Objetos de Aprendizaje  
 
Contexto 
Las líneas de investigación  y desarrollo se 
enmarcan en el Proyecto de Investigación 
“Computación Aplicada en Ciencias y 
Educación”, Facultad de Informática (FAIF), 
Universidad Nacional del Comahue (UNCo). 
Está  integrado por  docentes y estudiantes de 
la carrera de Licenciatura en Ciencias de la 
Computación de la FAIF y  docentes  de la 
Facultad de Ingeniería, UNCo, y de la 




En la asignatura Métodos Computacionales 
para el Cálculo de las carreras de Licenciatura 
en Ciencias de la Computación y Profesorado 
en Informática de la Facultad de Informática 
se dictan contenidos del cálculo diferencial e 
integral en varias variables con aplicaciones 
de métodos numéricos. Uno de los objetivos 
de la materia es familiarizar al estudiante con 
el uso de herramientas computacionales como 
apoyo en la resolución de problemas 
matemáticos y numéricos. En trabajos 
referenciados en la bibliografía se describen 
las dificultades encontradas por los 
estudiantes en la comprensión de los 
conceptos teóricos y prácticos del cálculo 
diferencial e integral en una o más variables, 
de las funciones multivariables y en la 
interpretación geométrica de los métodos 
numéricos. En las últimas décadas fueron 
desarrollados varios sistemas de cálculo 
simbólico que pueden ser clasificados como 
Sistemas de Computación Algebraica (CAS) 
según sus características, y que en general 
trabajan con formas algebraicas, numéricas y 
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gráficas. Se observaron  limitaciones en los 
software utilizados en el dictado de la 
asignatura mencionada en cuanto a la interfaz 
y a la sintaxis para realizar los cálculos en los 
métodos numéricos y en los métodos del 
cálculo diferencial [1-4].  De lo mencionado 
anteriormente se propuso el desarrollo de una 
herramienta online basada en software libre 
como apoyo a la enseñanza de los métodos 
computacionales. La misma forma parte del 
trabajo final de la carrera de Licenciatura en 
Ciencias de la Computación de una integrante 
alumna del Proyecto de Investigación.  
     Continuando con el estudio de los métodos 
computacionales, se puede mencionar que en 
la gráfica de funciones multivariables el 
concepto de visualización adquiere un rol 
fundamental para la comprensión de los 
contenidos en la enseñanza del Cálculo  
diferencial e integral en multivariables. Es de 
gran importancia explorar las herramientas de 
visualización que ofrecen las nuevas 
tecnologías, posibilitando nuevos ambientes 
de enseñanza-aprendizaje [5]. En esta línea se 
continúa con el trabajo realizado en 
investigaciones anteriores en Objetos de 
Aprendizaje (OA), estudiando el potencial de 
las herramientas de geometría dinámica 
tridimensional para desarrollar OA que 
faciliten la práctica docente y la comprensión 
de los temas del cálculo multivariado. El 
objetivo es la implementación de nuevos 
objetos poniendo foco en las tecnologías de 
visualización tridimensional y su acceso 
desde distintos dispositivos de comunicación. 
La internet supone la vía de desarrollo del 
aprendizaje virtual que, apoyado en 
plataformas de aprendizaje, posibilitará una 
optimización del proceso formativo. Gracias a 
la difusión de los dispositivos móviles tales 
como teléfonos celulares, tablets, etc., se está 
transitando a una nueva etapa del proceso, el 
m-Learning [6-7].  Se sigue trabajando en la 
adaptación y estandarización de los recursos 
educativos desarrollados para facilitar su 
visualización a través de dispositivos móviles. 
Principalmente apuntando a un diseño 
accesible para ser utilizado en asignaturas 
dictadas en las carreras de la Facultad de 
Informática.  
     Se sigue  avanzando en  la línea  “Realidad 
Aumentada y Virtual”. Los medios por los 
cuales las personas interactúan con las 
computadoras evolucionan rápidamente, 
posibilitando que surjan nuevas formas de 
comunicación e interacción con la 
computadora. Un ejemplo de ello son las 
interfaces de Realidad Aumentada (RA) que 
permiten generar un entorno combinado para 
el usuario, por un lado información del 
mundo real, y por otro, información sintética 
creada y manejada por la computadora. La 
RA permite la fusión de datos virtuales y 
objetos sobre el mundo físico, enriqueciendo 
la percepción de la realidad, aumentándola. A 
diferencia de la Realidad Virtual (RV) no 
implica la inmersión en un ambiente 
completamente virtual, dado que se mantiene 
en el mundo real mientras se despliegan y 
muestran contenidos virtuales superpuestos 
sobre él [8]. Los resultados obtenidos desde el 
año 2015 en diferentes Proyectos de 
Extensión llevados a cabo en Instituciones 
Educativas del nivel primario y medio de la 
provincia han demostrado el potencial de la 
RA en la enseñanza. También ha demostrado 
su función pedagógica en otro tipo de 
escenarios como son los museos, estos vistos 
como un espacio educativo. La RA facilitará 
que sus visitantes no actúen  como meros 
observadores pasivos sino que facilitará su 
interacción con los objetos tales como 
cuadros, esculturas, fósiles entre otros [9]. En 
la investigación que viene desarrollando el 
grupo de RA pretende hacer accesible las 
tecnologías de RA y RV a personas sin 
conocimientos técnicos, contribuyendo de 
esta manera a enriquecer sus proyectos con 
contenido aumentado. 
     Continuando con las líneas de 
investigación,  se puede mencionar que con el 
avance y crecimiento de la utilización de las 
computadoras para procesar la información y 
la inmensa cantidad de páginas existentes en 
la web, a medida que crece internet, para 
satisfacer las necesidades de millones de 
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usuarios también aumentan los problemas 
relacionados con su estabilidad. En este 
sentido cuando un usuario utiliza la web para 
buscar una información en una página este 
procedimiento es realizado con un motor de 
búsqueda. Los primeros mecanismos de 
búsqueda en la internet se basaban en las 
informaciones de sus páginas, pero con el 
crecimiento en forma exponencial de las 
mismas, este se tornó insuficiente para 
contener las páginas con el mismo contenido. 
En ese momento fue creado el  ranking de las 
páginas web denominado PageRank (PR) 
[10].  PR es un método que fue implementado 
a través de un algoritmo y que asigna un 
puntaje numérico para la relevancia de las 
páginas web indexadas por el motor de 
búsqueda de Google siguiendo enlaces. El PR 
es un súper conjunto de fórmulas matemáticas 
y tiene el objetivo de medir la relevancia de 
determinadas páginas para que puedan ser 
posicionadas en el motor de búsqueda de 
Google.  Posee muchas aplicaciones prácticas 
por ejemplo en el cálculo del ranking en 
deporte, turismo, sistemas educacionales, 
entre otros. En función de lo expuesto  
anteriormente se está estudiando el 
funcionamiento del algoritmo de PageRank 
con el objetivo de  identificar y analizar los 
métodos matemáticos y numéricos. 
Particularmente los métodos de resolución de 
ecuaciones lineales, teoría de grafos,  métodos 
de  cálculo de autovalores y autovectores,  
que son utilizados en su cálculo a través de 
ejemplos  y    utilización   de   simulación  
[11-12].  
 
Líneas de Investigación y  Desarrollo   
En forma resumida se presentan las líneas de 
Investigación y Desarrollo en las que se está 
trabajando: 
 
 Desarrollo y Uso de Recursos TIC 
 Realidad Aumentada y Realidad 
Virtual. 
 Objetos de Aprendizaje 
 Métodos Computacionales y 
simulación 
Resultados Obtenidos/Esperados 
En la línea “Desarrollo y Uso de Recursos 
TIC” se encuentra en desarrollo una 
herramienta online basada en software libre 
como apoyo a la enseñanza de los métodos 
computacionales, poniendo énfasis en el 
diseño de una interfaz de usuario intuitiva y 
amigable que permita integrar los contenidos 
principales del cálculo diferencial e integral 
con los métodos numéricos. Cabe mencionar 
que este desarrollo forma parte de plan de 
tesis de una alumna de la carrera Licenciatura 
en Ciencias de la Computación. Para el 
desarrollo de la herramienta se pretende 
evaluar diversos entornos y lenguajes de 
programación existentes y analizar si estos 
poseen librerías enfocadas en resolver 
problemas de matemáticas y computación 
científica. En particular aquellas que permitan 
el manejo de matemática simbólica, la 
manipulación de matrices n-dimensionales, y 
librerías para gráficos en dos y tres 
dimensiones. 
     Se encuentra también en desarrollo una 
tesis de doctorado titulada “Propuestas de 
torneos en los niveles medio y universitario 
en el ámbito de la enseñanza de la 
programación: análisis de su impacto en la 
motivación y el rendimiento académico de los 
estudiantes”. Persigue como objetivo 
principal generar contribuciones teóricas y 
metodológicas relacionadas con el uso de 
torneos de Programación como recurso 
didáctico para promover una motivación 
positiva y mejorar el rendimiento académico 
en esta área. Para ello el estudio se centra en 
identificar dificultades que se presentan en los 
estudiantes respecto al aprendizaje de la 
programación. Además de estudiar 
potenciales impactos de la participación en 
torneos en la motivación de los estudiantes 
por los temas de programación. En  esta línea, 
se propone seguir  investigando sobre uso y 
desarrollo de recursos TIC que puedan ser 
utilizados en la resolución de problemas 
aplicados a la educación y al medio.   
 
XX Workshop de Investigadores en Ciencias de la Computacio´n 1163
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
     Continuando con el trabajo sobre Objetos 
de Aprendizaje se vienen explorando las 
potencialidades de distintos software de 
geometría dinámica en el espacio,  poniendo 
énfasis en aquellos libres, de código abierto y 
disponibles para diversas plataformas, 
inclusive dispositivos móviles. Se propone  
implementar distintos escenarios (scripts), 
utilizando lenguajes de programación web 
para la generación de interfaces que permitan 
la animación y simulación del 
comportamiento de distintos conceptos 
matemáticos trabajados, permitiendo la 
interacción del usuario a través de la 
manipulación de diversos parámetros. En este 
sentido se están evaluando distintas 
metodologías de diseño de OA con el objetivo 
de permitir la integración con un software de 
geometría dinámica y su incorporación a 
entornos virtuales de enseñanza y aprendizaje, 
contemplando los distintos formatos que 
propicien dicha integración y el acceso tanto 
desde PC como desde dispositivos móviles.  
     Se han diseñado OA que implican la 
resolución de ejercicios online en diversos 
temas de las asignaturas de las carreras de la 
FAIF. Al incluirlos en el Entorno Virtual de 
Aprendizaje se ha favorecido tanto la 
autoevaluación por parte de los estudiantes 
como la obtención por parte de los docentes 
de diversas estadísticas relacionadas con la 
resolución que ofrece el paquete Moodle.  
Utilizando el software GeoGebra se diseñó y 
se implementó un OA para el método 
numérico de Newton Raphson para el cálculo 
de raíces  y un OA para el cálculo de 
integrales por el método de los trapecios. El 
objetivo principal  es permitir la visualización 
por parte de los estudiantes del 
comportamiento gráfico de estos  métodos, 
logrando así que puedan realizar una correcta 
interpretación geométrica de los mismos. Se 
pretende por ejemplo para el método de los 
trapecios  que a través de la manipulación del 
parámetro que determina la cantidad de 
particiones del intervalo, los estudiantes 
puedan comprender cómo, a medida que se 
aumenta ese parámetro, disminuye el error 
cometido en el cálculo de la aproximación a 
una integral definida.  Estos estudios dieron  
origen al trabajo publicado en la revista 
TE&ET: “Objetos de Aprendizaje para la  
Interpretación Geométrica de Métodos 
Numéricos: Uso de GeoGebra” [13]. 
     En la línea de Realidad aumentada y 
Virtual se continúa trabajando con las 
escuelas del nivel primario de la Provincia de 
Neuquén y Río Negro a través de la 
realización de experiencias, talleres y cursos.  
En esta línea dio origen a la publicación: 
“Realidad Aumentada en la Enseñanza 
Primaria: Diseño de Juegos de Mesa para las  
Áreas Ciencias Sociales y Matemáticas, III 
Congreso Internacional de  Investigación y 
Docencia de la Creatividad [14]. 
     También fue desarrollado por alumnos de 
la Licenciatura en Ciencias de la Computación 
e integrantes del grupo de trabajo de Realidad 
Aumentada  un prototipo de software para el 
trabajo con temas de la provincia de Neuquén. 
Mediante diferentes imágenes (mapa físico-
político de Neuquén, Escudo y Bandera, entre 
otros) se activa la información referente al 
elemento seleccionado utilizando dispositivos 
como tales como celular, tablet, notebook y  
PC. Esta aplicación permite a través de 
diferentes íconos sobre el mapa acceder a la 
información turística de la provincia como por 
ejemplo el Volcán Lanín, las Termas de 
Copahue, entre otros. El mismo fue 
presentado en la DevFest Neuquén 2017 
(Conferencia de Desarrolladores de todo el 
día), Neuquén,  UNCo, 2017  [15]. 
     En nuestra región existen varios museos 
dedicados al rescate, conservación, 
investigación y difusión del patrimonio 
cultural. El uso de las TIC en el campo del 
Patrimonio Cultural representa actualmente 
una novedosa herramienta para su 
conocimiento, permitiendo desarrollar 
experiencias y recursos para la difusión del 
objeto cultural. El diseño de recursos 
aumentados posibilita “aumentar” los 
contenidos de un determinado objeto cultural 
mostrando elementos del pasado que ya han 
desaparecido o que se corresponden con 
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momentos históricos diferentes, sobre la 
imagen real del objeto en la realidad, 
combinando ambas instancias históricas. El 
objetivo principal del estudio que se está 
realizando es analizar y establecer los 
elementos y criterios necesarios para el diseño 
de un prototipo de una aplicación de realidad 
aumentada, que pueda utilizarse en diferentes 
dispositivos móviles de uso personal y 
pensado para ser usado en un entorno de 
museos. Se continuará trabajando en el 
desarrollo de recursos RA y RV para ser 
aplicados en temas relacionados con área 
cultural, turismo y en educación.   
 
Formación de Recursos Humanos 
El  grupo de investigación viene trabajando y 
formándose en  proyectos anteriores a través 
de la realización de cursos de postgrado, 
capacitación, entre otros. Actualmente una 
integrante docente se encuentra en etapa de 
tesis en el doctorado: “Enseñanza de  las 
Ciencias Exactas y Naturales” en la Facultad 
de Ingeniería (FI), UNCo.  Otra integrante 
está finalizando el cursado de la maestría en 
Tecnología Aplicada en Educación en la 
Universidad Nacional de la Plata. Dos  
alumnas del grupo están finalizando su tesis 
de grado.   
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Resumen 
El crecimiento exponencial de las nuevas 
tecnologías prácticamente ha impactado en 
todos los ámbitos de nuestras vidas. La 
Realidad Virtual y la Realidad Aumentada 
permiten alterar la percepción de un mundo 
canónico, generando en consecuencia, 
Realidades Alternativas. En los últimos 
tiempos se ha evidenciado un creciente interés 
en incorporar la Visualización Digital 
Avanzada en programas educativos de todos 
los niveles. En este sentido, es preciso 
destacar que cualquiera sea la herramienta que 
se considere válida de ser aplicada en 
educación debería estar direccionada hacia el 
logro de aprendizajes significativos. El 
Pensamiento Computacional, valiéndose de 
estas realidades alternativas, permitiría 
beneficiar los procesos de enseñanza y 
aprendizaje involucrados en su desarrollo. De 
esta manera, la intención de esta investigación 
está centrada en estudiar las potencialidades 
que estas realidades alternativas aportarían al 
desarrollo del Pensamiento Computacional. 
Así mismo, estudiar y analizar las 
potencialidades de las pedagogías emergentes 
de este contexto que favorecerían la 
formación de los alumnos para la actual 
sociedad de la información en la que están 
inmersos. 
 
Palabras clave: Realidad Aumentada, 
Realidad Virtual, Pensamiento Computacio- 
nal, Pedagogías emergentes.  
 
Contexto 
Esta propuesta surge como producto de las 
acciones de investigación y producción 
desarrolladas por los integrantes del equipo en 
estos últimos años a través de su participación 
en dos proyectos nacionales (“Tecnologías 
Avanzadas aplicadas al Procesamiento de 
Datos Masivos” y “Estrategias para la Mejora 
de la Enseñanza de la Programación a 
Alumnos Ingresantes de las carreras de 
Ciencias e Ingeniería”), y el Proyecto 
internacional Alfa GAVIOTA (Grupos 
Académicos para la VIsualización Orientada 
por Tecnologías Apropiadas). Se pretende 
continuar con las temáticas abordadas en los 
proyectos mencionados, reestructurando el 
objeto de estudio con la intención de 
promover la sinergia entre los conceptos 
involucrados en el marco de  un nuevo 
proyecto denominado “Realidades 
Alternativas como Lenguaje Generativo 
aplicado a la solución de Problemas Reales”. 
1. Introducción 
Las tecnologías emergentes presentan a nivel 
mundial un marcado crecimiento en relación a 
su uso. El área de investigación sobre 
Visualización Digital Avanzada, conformado 
por la Realidad Virtual (RV) y la Realidad 
Aumentada (RA), ha contribuido a 
incrementar el uso de dichas tecnologías y 
ampliado sus campos de aplicación. 
Las RV sumerge al usuario en un ambiente 
generado por computadora que simula la 
realidad mediante el uso de dispositivos 
interactivos que envían y reciben información 
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(gafas, cascos, guantes, trajes). De esta 
manera el usuario puede realizar recorridos 
virtuales de ambientes 3D simulados, al 
mismo tiempo que experimenta la sensación 
de tocar, capturar y manipular los objetos que 
está visualizando. En términos generales, la 
RV se constituye en una compleja interfaz de 
usuario que engloba simulaciones e 
interacciones en tiempo real a través de 
múltiples canales sensoriales. Estas 
modalidades sensoriales son visuales, 
auditivas, táctiles, olfativas, kinestésica, entre 
otras. En la actualidad, si bien el campo de 
aplicación de la RV ha crecido 
significativamente, produciendo una enorme 
expansión de esta tecnología, queda un 
camino muy interesante por recorrer donde la 
misma pueda ser utilizada en una generalidad 
de situaciones [2, 3]. 
Con respecto a la RA, ésta supone la 
introducción de elementos virtuales en el 
mundo real. Se trata de generar objetos, seres, 
contextos, imágenes y textos virtuales, entre 
otros, por medio del ordenador, que puedan 
superponerse o “incluirse” en el mundo real. 
Esto es, el usuario está viendo el contexto real 
en el que se encuentra por medio de una o 
más cámaras y, a la vez, está viendo esos 
elementos virtuales. La característica central 
de las aplicaciones de RA es que los 
elementos virtuales superpuestos en el mundo 
real proporcionan información adicional y 
relevante a la imagen final que está 
visualizando el usuario del sistema con el 
objetivo de ayudarle. Finalmente, si bien la 
RA ya ha demostrado su utilidad en algunas 
áreas (entrenamiento, ingeniería, juegos y 
entretenimientos, diseño) y es reciente en 
otras (salud y educación), los logros obtenidos 
surgen de aplicaciones limitadas donde las 
expectativas se centran en la maduración de 
estas tecnologías [4, 5]. 
El campo educativo no ha quedado fuera de 
este progresivo interés en el uso de las 
realidades alternativas. Programas educativos 
de todos los niveles las han incorporado como 
herramienta para el enriquecimiento de la 
transmisión de diferentes conceptos. 
Puntualmente, el uso de la RV en el ámbito 
educativo ha realizado notables aportes en 
áreas como la Biología, Historia y Geografía 
mediante la simulación y recreación de 
escenarios complejos de vivenciar en la 
realidad, brindando a los estudiantes la 
posibilidad de participar en experiencias 
inmersivas [6, 7, 8].  
Por otro lado, en 2006 Jeannette Wing 
introduce al Pensamiento Computacional 
(PC) como la manera de resolver problemas y 
entender el comportamiento humano 
valiéndose del aprendizaje de conceptos 
básicos de las ciencias de la computación a 
través de los pilares fundamentales del PC. 
“El Pensamiento Computacional consiste en 
la resolución de problemas, desarrollando 
habilidades asociadas a conceptos 
fundamentales de la informática...”. Wing 
asegura que el pensamiento computacional 
inevitablemente está invadiendo las demás 
disciplinas. No sólo científicos de la 
computación hacen uso de este tipo de 
pensamiento. Es una habilidad y una actitud 
de aplicación universal para todas las 
personas, por lo que el PC beneficiará a los 
estudiantes y a las instituciones en todos los 
niveles educativos, contribuyendo en el 
desarrollo humano, científico y tecnológico 
[9,10]. De esta manera, el PC beneficiaría a 
una amplia variedad de disciplinas, al mismo 
tiempo que él evolucionaría en la medida que 
más se lo utilice en una diversidad de áreas 
temáticas. 
Diversos autores argumentan que la 
incorporación del PC en las disciplinas tiende 
a afianzar el conocimiento e innovar en sus 
prácticas apartándose de esquemas habituales 
y abordando la realidad de manera novedosa 
[11, 12, 13].  
Actualmente, la educación está siendo 
atravesada por diferentes cambios y 
reestructuraciones. Una ruptura destacada se 
observa sobre las estrategias convencionales 
de enseñanza a partir de las nuevas 
concepciones del aprendizaje, que consideran 
al sujeto como eje central en los procesos de 
enseñanza y aprendizaje. Esto último provoca 
un cambio metodológico y establece un 
desafío para la enseñanza. Los docentes deben 
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aprender a comunicarse con los nuevos 
lenguajes y acorde a los nuevos estilos de 
aprendizaje, repensar el lugar de los 
contenidos a enseñar, lo que resultaría en un 
desplazamiento desde el paradigma basado en 
el conocimiento al paradigma basado en la 
acción e interacción [14, 15, 16]. 
A partir de lo expuesto, es posible advertir la 
pertinencia de integrar herramientas de 
Visualización Digital Avanzada en estos 
nuevos modelos educativos.  Pero, es 
importante destacar que para que dicha 
integración sea beneficiosa debería estar 
direccionada hacia el logro de aprendizajes 
significativos. El desarrollo del PC podría 
permitir delimitar esta direccionalidad. Así, el 
PC asistido por las realidades alternativas no 
solo presenta un alto potencial para mejorar la 
eficiencia de los procesos de enseñanza y 
aprendizaje sino que, además, puede actuar 
como innovación disruptiva que promueva un 
nuevo enfoque pedagógico en el marco de las 
llamadas pedagogías emergentes [17, 18]. 
La integración de los conceptos abordados en 
este trabajo es, hasta donde conocemos, una 
propuesta novedosa en el contexto de la 
investigación nacional e internacional, 
abriendo un espacio de exploración rico en 
líneas de abordaje. 
2. Líneas de Investigación y 
Desarrollo 
Los ejes que delimitan esta investigación 
están enfocados en explorar las sinergias de 
un ecosistema de aprendizaje que involucre 
elementos innovadores y disruptivos 
resultantes del uso de tecnologías como RA y 
RV.  En consecuencia, se plantean tres ejes: 
Eje 1:  La RA y la RV como herramientas  
para potenciar el desarrollo del PC y 
consolidar sus pilares fundamentales.  
Eje 2: La Realidad Mixta como herramienta  
para potenciar el desarrollo del PC y 
consolidar sus pilares fundamentales.  
Eje 3: Las pedagogías emergentes que surgen 
alrededor del uso de estas tecnologías 
emergentes. 
Se ha realizado un valioso avance sobre los 
objetivos planteados inicialmente (Eje 1) a la 
vez que se pretende continuar con los logros 
obtenidos, extendiendo el objeto de estudio en 
forma más focalizada a la comprensión de las 
interrelaciones existentes entre las tecnologías 
mencionadas y aquellas áreas con mayor 
factibilidad de aplicación, entre las cuales se 
pueden destacar al área de la salud y la 
educación (Eje 2 y 3). 
3. Resultados 
obtenidos/esperados 
En consonancia con los ejes planteados se 
pretende: 
● Descubrir los factores que inciden en 
el desarrollo de estrategias didácticas para 
mejorar la formación de docentes en el uso de 
las realidades alternativas. 
● Generar conocimiento sobre las 
pedagogías emergentes, con la intención de 
contribuir a la comprensión y el análisis de su 
impacto y potencial disruptivo en el campo 
educativo.  
● Promover espacios de formación 
académica en relación a las temáticas 
planteadas con la intención de contribuir a la 
capacitación docente. 
● Fomentar en las prácticas educativas 
el desarrollo del PC mediado por las  
realidades alternativas para la resolución de 
problemas generales favoreciendo el 
aprendizaje significativo.   
4. Formación de Recursos 
Humanos 
En el equipo de trabajo participan docentes 
con formación de grado y posgrado en 
carreras relacionadas a la Informática y a la 
Educación Superior.  
Los trabajos realizados hasta el momento han 
permitido la concreción de trabajos de fin de 
carrera de la Licenciatura en Ciencias de la 
Computación y una (1) Especialización en 
Educación Superior, así como también la 
definición de una (1) tesis de Especialización 
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RESUMEN 
Las políticas públicas como los programas 
“Conectar Igualdad” y “Joaquín V. Gon-
zález”, han alcanzado una amplia cobertu-
ra en la entrega de computadoras portáti-
les y han contribuido en cambios educati-
vos y sociales en la Argentina, pero su 
impacto no ha sido el esperado por diver-
sas causas en las Instituciones Educativas 
(IE). Adicionalmente, se aprobó la Ley 
26.899 de Repositorios Institucionales 
(RI) y la Ley 26.917 sobre el Sistema Na-
cional de Bibliotecas Escolares. Esta línea 
de investigación propone una solución a 
las diferentes necesidades escolares pre-
sentes en las IE de la región, relacionadas 
con problemas en el acceso a bibliografía 
básica y técnica, para contribuir, sin costo 
alguno, en la formación del alumno y en 
la capacitación del RRHH de las mismas. 
Los Repositorios Institucionales (RI) pue-
den brindar un espacio de contención a 
obras de referencia, contenidos multime-
diales, televisivos, libros, imágenes, vi-
deos, manuales áulicos y otros recursos 
educativos adecuados a estos niveles ini-
ciales. La implementación de un RI vincu-
lado al requerimiento de otros espacios 
académicos constituye una oportunidad de 
articulación entre todos los niveles educa-
tivos, mediante el aporte tecnológico que 
caracterizan el espacio universitario y res-
paldado por el marco normativo vigente.  
En este sentido, tanto el Centro de Inves-
tigación en Sistemas, Tecnologías de la 
Información y las Telecomunicaciones de 
la Universidad de Buenos Aires, como el 
Departamento de Ciencias Básicas de la 
Universidad Nacional de Chilecito han 
buscado articular sus recursos y produc-
ciones científicas – tecnológicas, garanti-
zando un conjunto de trabajos acordes a 
las líneas de investigación de ambas insti-
tuciones. Dentro de esas líneas de trabajo 
se encuentran el desarrollo de Reposito-
rios Institucionales (RI), Objetos de 
Aprendizaje (OA) y el movimiento de Ac-
ceso Abierto (AA); tanto en lo que respec-
ta a los aspectos técnicos vinculados a 
ellos, como a su utilización y uso como 
productos útiles en la enseñanza primaria 
y secundaria.  
 
Palabras clave: repositorios instituciona-
les, objetos de aprendizaje, material edu-
cativo digital, acceso abierto. 
CONTEXTO 
En el marco del Plan de Fortalecimiento 
de la Investigación Científica, el Desarro-
llo Tecnológico y la Innovación en las 
Universidades Nacionales (Ac. Pl. Nº 
676/08 y Nº 687/09) y del Reglamento 
PDTS–CIN (Ac. Pl. Nº 901/14), el Conse-
jo Interuniversitario Nacional y el CONI-
CET convocan, en el año 2014,  a Institu-
ciones Universitarias Públicas a la presen-
tación de Proyectos de Desarrollo Tecno-
lógico y Social (PDTS) para la adjudica-
ción de subsidios. 
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La convocatoria exigía que dentro del 
equipo de investigación del proyecto, la 
dirección fuese realizada a través de un 
Grupo Responsable, que debía incluir a 
docentes-investigadores de al menos dos 
Universidades, preferentemente de distin-
tos CPRES (Consejos Regionales de Pla-
nificación de la Educación Superior). Da-
do que existía una coincidencia en las lí-
neas de Investigación de ambas Universi-
dades, la UBA presentó un proyecto con-
juntamente con la UNDEC, el cual dentro 
del total de Proyectos presentados recibió 
el número de orden 407. 
Esta línea de I/D/I corresponde al diseño, 
desarrollo e implementación de proyectos 
que fortalecerán la investigación y las di-
ferentes labores relacionadas con la ges-
tión del conocimiento en cuanto a la visi-
bilidad web y la preservación de la mayo-
ría de la producción académica y científi-
ca tanto de la UNdeC como de la FCE de 
la UBA y otras Instituciones Educativas 
de nivel primario y secundario, fortale-
ciendo la articulación entre todos los nive-
les educativos. Esta línea de investigación 
se encuentra alineada con los núcleos es-
tratégicos del Plan Nacional CyT 2020 ya 
que comprende el desarrollo de bases de 
datos dirigidas a la generación de sistemas 
con fines socio-productivos inclusivos, al 
mejoramiento de las comunicaciones entre 
las comunidades y a la creación de Cen-
tros de Innovación Inclusiva.  
En lo que respecta a la UNdeC cabe men-
cionar otros proyectos relacionados a esta 
línea de investigación como el proyecto 
“Red para la creación y publicación de ob-
jetos virtuales de aprendizajes de calidad 
en Repositorios Institucionales” que co-
rrespondiente a la convocatoria “Redes In-
ternacionales 9”, promovida por la SPU, 
período de ejecución 2016-2017; un pro-
yecto presentado en la convocatoria 2013-
2014 del programa “Financiamiento para 
el Estímulo y Desarrollo de la Investiga-
ción Científica y Tecnológica” de la Se-
cretaría de Ciencia y Tecnología en la 
UNdeC cuyo título es “Fortalecimiento y 
visibilidad web de la producción científica 
de la UNdeC”.  
Los proyectos del programa de Redes In-
ternacionales permiten generar los espa-
cios para discutir, exponer y articular, en 
diferentes ámbitos nacionales e interna-
cionales, el trabajo y los resultados obte-
nidos,  mientras que el proyecto corres-
pondiente al programa de Financiamiento 
para el Estímulo y Desarrollo de la Inves-
tigación Científica y Tecnológica sirve de 
base para la búsqueda de trabajos científi-
cos que puedan colaborar y responder a 
las necesidades de las IE. 
INTRODUCCIÓN 
La incorporación de las Tecnologías de la 
Información y Comunicación (TIC) en la 
Educación ha permitido extender los am-
bientes de enseñanza y aprendizaje, para 
así poder desarrollar ambientes virtuales 
colaborativos e interactivos, con el uso de 
diferentes materiales educativos digitales, 
que permitan el logro de los objetivos. Es 
por ello, que en el ámbito educativo se ha 
impuesto un nuevo concepto que busca la 
reutilización, permanencia, interoperabili-
dad, accesibilidad y compatibilidad de re-
cursos digitales para el desarrollo de cur-
sos y programas de formación en línea a 
través de la Web, los llamados Objetos de 
Aprendizaje (OA). Lo que distingue a un 
OA de un material educativo digital es la 
introducción de información autodescrip-
tiva, expresada a través de los metadatos, 
conjunto de atributos o elementos que 
permiten describir al objeto, es decir son 
entidades generalmente entregadas a tra-
vés de Internet y diseñadas con el fin de 
que sean utilizadas y reutilizadas en múl-
tiples contextos educativos [5, 6].  
En los últimos años, el desarrollo de Re-
positorios Institucionales (RI) de acceso 
abierto ha sido un tema prioritario en las 
políticas de educación, ciencia y técnica 
de muchos países, y en particular, en las 
universidades públicas de Argentina, 
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aprobándose la Ley 26899 de Repositorios 
Institucionales (RI), y en los otros niveles 
educativos las Bibliotecas Escolares con 
la aprobación de la Ley 26.917 sobre el 
Sistema Nacional de Bibliotecas Escolares 
y Unidades de Información Educativa.  
Los RI tienen como propósito recopilar, 
catalogar, gestionar, acceder, difundir y 
preservar información, permitiendo entre 
otras cosas el acceso libre y gratuito a to-
dos los recursos que los conforman [1], 
[2]. Estos están constituidos por un con-
junto de archivos digitales en representa-
ción de productos científicos y académi-
cos que pueden ser accedidos por los 
usuarios [1]. En este sentido, un RI puede 
integrar a los OA en los denominados Re-
positorios de Objetos de Aprendizaje 
(ROA), bibliotecas digitales especializa-
das, orientados a facilitar la búsqueda y 
recuperación de los OA de manera que 
puedan ser utilizados en diversos ambien-
tes educativos [11]. 
La filosofía del Acceso Abierto tiene co-
mo fin asegurar el acceso libre y abierto a 
la producción científica y académica, es 
decir, garantiza el acceso a través de In-
ternet sin que los derechos del copyright 
sean una barrera [3], [4]. Es así que los RI 
materializan el objetivo del OA porque la 
información que se deposita es una pro-
ducción que tiene como propósito ser ac-
cesible sin restricciones, y preservada di-
gitalmente. 
El RI permitirá contar en la región con 
material de estudio generado por institu-
ciones de nivel primario y secundario, 
contribuyendo a la articulación de todos 
los niveles. El compartir los trabajos, 
obras, documentos, libros, trabajos prácti-
cos, entre otros, generados por los actores, 
permitirá mejorar la calidad de la educa-
ción que recibirán los estudiantes y au-
mentar la eficiencia de la investigación. 
Esa información podrá ser utilizada para 
explorar nuevas hipótesis, conocimientos 
previos o nuevos, validar métodos de es-
tudio, técnicas de análisis o estrategias de 
aprendizaje utilizadas en las distintas IE 
bajo el principio de acceso a la informa-
ción libre y gratuita, es decir, sin restric-
ciones legales, técnicas y de acceso.  
A través de los Centros de Innovación In-
clusiva creados, todos los integrantes de la 
comunidad podrán constituirse no sólo en 
consumidores de saberes, sino en creado-
res de conocimiento. Aunque la brecha 
digital se está reduciendo gracias a las po-
líticas de inclusión nacionales y provincia-
les, aún existen sectores sociales con difi-
cultades para acceder a la bibliografía bá-
sica y técnica necesaria para la formación. 
Estos sectores serán los principales bene-
ficiarios del RI, ya que con el apoyo direc-
to y trabajo conjunto de las IE también se 
tendrá un impacto indirecto en la comuni-
dad de la que forman parte. Serán los 
mismos estudiantes que adquieran las 
competencias necesarias para superar el 
alfabetismo digital y son quienes contri-
buirán desde sus hogares, escuelas o cual-
quier otro lugar para replicar estos resul-
tados, sobre todo fomentando el hábito de 
la lectura/escritura en situaciones donde el 
acceso físico al material bibliográfico sue-
le ser escaso. Esto dará lugar a nuevos 
proyectos orientados a esos espacios de la 
comunidad, dirigidos precisamente a su-
perar sus dificultades de inclusión digital.  
LÍNEAS DE INVESTIGACIÓN y 
DESARROLLO 
Este trabajo incluye las siguientes líneas 
de investigación: 
 Repositorios institucionales y bibliote-
cas digitales. 
 Objetos de aprendizaje. 
 Gestión de la información y el conoci-
miento. 
 Sistemas de información web y bases 
de datos. 
 Índices bibliométricos. 
 Interoperabilidad. 
 Preservación digital. 
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 Recuperación de la información. 
OBJETIVOS 
El desarrollo de esta línea de investigación 
está permitiendo cumplir con los siguien-
tes objetivos: 
 Comprender los problemas y las ten-
dencias asociadas a la producción 
abierta del conocimiento, el uso y la di-
fusión. 
 Analizar la visibilidad web de las IE in-
tervinientes. 
 Analizar los recursos educativos exis-
tentes que cumplan con las necesidades 
educativas de las IE intervinientes. 
 Fomentar la formación de habilidades y 
conocimientos relacionados con los RI 
y los OA. 
 Entender y valorar el movimiento 
mundial de Acceso Abierto y señalar 
las vías de su materialización.  
 Implementar Repositorios de prueba 
para visualizar los diferentes recursos 
(educativos, académicos y científicos) 
que se produzcan en las IE de la región. 
 Depositar y preservar los OA genera-
dos por los diferentes actores de las IE. 
 Definir e implementar políticas de re-
copilación, distribución y manteni-
miento para el funcionamiento del RI. 
 Establecer principios y normas para 
que permitan la implementación de los 
Centros de Innovación Inclusiva [7, 8]. 
 Contar en la región con el primer RI 
con material educativo digital generado 
por IE de nivel primario y secundario. 
RESULTADOS 
OBTENIDOS/ESPERADOS 
 Relevamiento de los diferentes recursos 
educativos producidos y a producir por 
las IE, con especial énfasis en las es-
cuelas rurales de montaña, e incluyen-
do además, a todas las instituciones 
educativas de la ciudad de Chilecito y 
su zona de influencia, siguiendo los li-
neamientos del proyecto PDTS, ante-
riormente nombrando. 
 Curso a nivel de postgrado llamado 
“Gestión de la Información Académica 
y Científica”. 
 Desarrollo de un proyecto de asignatu-
ras sobre las Bibliotecas Digitales para 
presentarse en dos universidades [9, 
10] y otras que lo puedan requerir. 
 Implementación de un repositorio de 
prueba que está gestionando los recur-
sos educativos y objetos de aprendizaje 
generados dentro del proyecto PDTS. 
 Desarrollo, en las IE de nivel primario 
y secundario, de talleres sobre herra-
mientas de ofimática, de producción 
colaborativa de documentos, de bús-
queda y selección de información en la 
web. 
 Desarrollo, en las IE de nivel primario 
y secundario, de talleres para la forma-
ción de habilidades y conocimientos re-
lacionados con los RI y OA y produc-
ción de OA. 
 Certificación de los cursos realizados.  
FORMACIÓN DE RECURSOS 
HUMANOS 
El equipo de trabajo está formado por in-
vestigadores categorizados y otros en 
formación del CISTIC/FCE y de la Carre-
ra de Licenciatura en Sistemas de Infor-
mación de las Organizaciones Universidad 
de Buenos Aires por una parte; y por la 
otra, de investigadores doctorados y cate-
gorizados pertenecientes a de las carreras 
Ingeniería en Sistemas y Licenciatura en 
Sistemas de la UNdeC, especializados bi-
bliotecas digitales, repositorios institucio-
nales, objetos de aprendizaje, desarrollo 
de software, cómputo paralelo y tecnolo-
gía grid; participando también alumnos 
avanzados de grado de ambas Universida-
des. 
Por lo expresado, se cuenta con los recur-
sos humanos con las habilidades y la for-
mación académica en las diversas áreas de 
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la propuesta, asegurando la concreción de 
esta línea de trabajo.  
Los integrantes son docentes de las asig-
naturas las siguientes asignaturas: 
En la Universidad de Buenos Aires: Teo-
ría de los Lenguajes y Sistemas Operati-
vos, Construcción de Aplicaciones Infor-
máticas, y Sistemas de Datos. 
En la Universidad Nacional de Chilecito: 
Programación I, Sistemas I, Arquitecturas 
Paralelas, Teoría de la Computación y He-
rramientas de Ingeniería de Software.  
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En este trabajo se presenta una línea de 
Investigación que busca descubrir 
patrones asociados a la evolución de 
una base de conocimiento representada 
en una base de datos orientada a grafos, 
la misma contiene respuestas de 
exámenes en formato de texto de 
redacción libre relacionadas a un 
dominio específico, utilizada para 
realizar el análisis de texto en respuestas 
a preguntas de exámenes en la cátedra 
de Paradigmas de Programación, con el 
objetivo de detectar el grado de acierto 
de las respuestas de los alumnos. Dentro 
de los patrones que se pretenden 
descubrir se encuentran aquellos 
asociados a las respuestas de los 
alumnos, a la forma de representación 
de las preguntas de los docentes, entre 
otras. Es por ello que el presente 
proyecto busca avanzar en la línea de 
investigación relacionada a la detección 
de patrones a partir de grafos dirigidos, 
tanto en sus aspectos teóricos como 
prácticos y en sus aplicaciones. 
 
Palabras clave: grafos – patrones – 
rutas – comunidades. 
 
Contexto 
El presente trabajo forma parte del 
proyecto de investigación y desarrollo 
que ha sido homologado por la 
Secretaría de Investigación, Desarrollo 
y Posgrado de la Universidad 
Tecnológica Nacional, reconocido con 
el código PIDEIUTNCO0004812, el 
mismo forma parte del Centro de 
Investigaciones, Desarrollo y 
Transferencia de Sistemas de 
Información – CIDS. 
Para su desarrollo se utilizará como 
caso testigo a  la cátedra de Paradigmas 
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de Programación, perteneciente a la 
carrera Ingeniería en Sistemas de 
Información, dictada en la Facultad 
Regional Córdoba, de la Universidad 
Tecnológica Nacional. Se respetarán los 
contenidos mínimos fijados para esta 
asignatura tal cual figuran en la 
ordenanza 1150 de la carrera, los cuales 
pertenecen al bloque de tecnologías 
básicas dentro del área programación, 
que están principalmente referidos a los 
paradigmas lógicos, funcional y de 
orientación a objetos. Además se 
cumplirá con los descriptores y criterios 
de intensidad de formación práctica de 
la Resolución Ministerial 786/09, los 
que se encuentran definidos en el área 
de tecnologías básicas, sub-área 
programación que incluyen a los 
paradigmas y lenguajes de 
programación.  
El trabajo que aquí se presenta es la 
continuación de los trabajos realizados 
durante el desarrollo del PID 
EIUTNCO0003592 “Metodología para 
determinar la exactitud de una 
respuesta, escrita en forma textual, a un 
interrogatorio sobre un tema 
específico”. Durante el transcurso de 
dicho proyecto se generó una base de 
datos de grafo cuyo objetivo principal 
es la registración y almacenamiento de 
todos los conceptos contenidos en la 
curricula de la materia Paradigmas de 
Programación. En el presente proyecto 
se propone complementar la 
funcionalidad del proyecto anterior, 
mediante la búsqueda, el análisis y la 
propuesta de patrones topológicos 
frecuentes en un grafo conceptual 
construido para determinar la exactitud 
de las respuestas, escritas en forma 
textual sobre un tema específico. 
 
Introducción 
Un patrón es una entidad a la que se le 
puede  dar  un  nombre  y  que  está 
representada  por  un  conjunto  de 
propiedades  medidas  y  las relaciones 
entre ellas (vector de características) 
[1]. 
En el campo del Reconocimiento de 
Patrones un enfoque que está ganando 
popularidad es el de la aplicación de 
grafos como herramienta para la 
representación de entidades con 
estructuras complejas [2]. 
En una representación de este tipo los 
vértices y sus atributos representan 
objetos (o partes de ellos) mientras que 
los arcos representan relaciones entre 
estos objetos. Este enfoque explota la 
generalidad inherente de las 
representaciones basadas en grafos y 
gracias a las mejoras en la capacidad de 
procesamiento de las computadoras, 
estas representaciones estructurales y 
los algoritmos que sobre ellas se aplican 




A la hora de determinar patrones dentro 
de un grafo dirigido existen un conjunto 
de medidas que caracterizan el grafo y 
que determinan qué tipos de técnicas se 
pueden utilizar de manera más o menos 
eficiente para obtener información 
estructural del mismo [3]. Estas 
medidas se denominan “características” 
o “métricas” y son inherentes al grafo 
en su conjunto, son dinámicas y 
cambian a medida que nuevos nodos y 
arcos se van incorporando a la 
estructura. Algunas de las 
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características más importantes de los 
grafos son: 
Tamaño: El tamaño de un grafo se 
determina por la cantidad de nodos que 
lo componen. 
Grado de un vértice: Es la cantidad de 
arcos que convergen en el mismo. Esta 
característica es particular de cada 
vértice pero se utilizan algunas medidas 
generales, como el grado máximo, 
mínimo o promedio, para caracterizar el 
grafo de manera general. 
Densidad: La densidad es la relación 
existente entre la cantidad total de arcos 
del grafo con respecto a los nodos que 
lo conforman. Un grafo denso, en este 
contexto, es un grafo con una gran 
cantidad de interconexiones entre 
nodos. 
 
Isomorfismo en grafos 
Consideramos un grafo G definido 
como G = (V,E,L) siendo V un conjunto 
finito de vértices, E un conjunto finito 
de arcos entre los mismos y L un 
conjunto finito de etiquetas que se 
pueden aplicar tanto a vértices como a 
arcos. 
Un grafo G’ = (V’,E’,L’) es isomórfico 
de G si: Existe un mapeo biyectivo 
entre los vértices V y V’. Si existe un 
arco E entre dos vértices de G existe 
también un arco E’ entre los dos 
vértices correspondientes en G’. Las 
etiquetas utilizadas en G son 
preservadas al realizar el mapeo entre G 
y G’ [4]. 
 
Especificación de patrones 
Una forma simple de detección de 
patrones en grafos es el problema de 
encontrar un subgrafo (el “resultado”) 
de un grafo de entrada dado (el 
“objetivo”) tal que ese subgrafo sea 
isomórfico de otro grafo de entrada (el 
“patrón”) [5]. 
Un enfoque más general busca 
encontrar todos los subgrafos 
(“resultados”) dentro del grafo objetivo 
y no solamente uno de ellos. 
 
Análisis de patrones comunes 
Mientras que la minería de datos se 
enfoca principalmente en los valores de 
los datos que se están buscando, en los 
esquemas semi-estructurados y en los 
grafos, el enfoque se encuentra en 
etiquetas frecuentes y topologías 
comunes [6]. En estos la estructura de 
los datos es tan importante como su 
contenido. 
Originalmente se plantearon soluciones 
para el hallazgo de estructuras 
representadas por una ruta simple 
(single-path) y para estructuras de tipo 
árbol, pero actualmente muchas de las 
estructuras que se encuentran en la 
Web, así como en redes sociales o 
comunidades online tienen la forma de 
grafos más complejos, tanto cíclicos 
como acíclicos. 
Es por eso que ésta disciplina ha 
experimentado un resurgimiento debido 
a que el descubrimiento de los patrones 
subyacentes posibilita un mejor diseño 
de las bases de datos que gestionan 
estas estructuras y un mejor 
indexamiento en la aplicación de 
algoritmos que tienen en cuenta las 
preferencias de los usuarios 
(recomendaciones online, compras, 
sugerencias de grupos afines, etc.), en 
las predicciones de comportamiento, 
entre otras. 
Si bien surgen y se mejoran algoritmos 
de uso específico para detección de 
patrones conocidos, un problema 
inherente a éstas técnicas, radica en el 
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planteo de algoritmos de uso general 
(que presenten un rendimiento 
razonable) y en el descubrimiento de 
patrones, hasta el momento 




Líneas de Investigación, 
Desarrollo e Innovación 
 Estudio de los diferentes patrones 
topológicos de grafos que puedan 
ser relevantes en la búsqueda de 
información en el dominio elegido, 
analizando si dichos patrones tienen 
comportamientos recurrentes o 
subyacentes. 
 Estudio de algoritmos que permitan 
detectar patrones conocidos en la 
teoría de grafos como son las 
“comunidades”, “pares”, “rutas 
principales” y otros patrones 
comunes por medio del análisis de 
las métricas de la base de 
conocimientos. 
 Detección de patrones que, aún no 
siendo comunes en otras áreas de la 
teoría de grafos, si lo son 
recurrentes en el dominio bajo 
estudio.  
 Aplicación de los patrones 
encontrados sobre las respuestas 
elaboradas por los alumnos en un 
examen posibilitará descubrir 
algunas características importantes 
que se relacionan con el aprendizaje 
[7]. 
 Estudio de herramientas de 
visualización y análisis de grafos 
(como Gephi o GUESS, entre otras), 
para realizar los análisis 
preliminares y la determinación de 
los parámetros y métricas de la base 
de datos [8]. 
 Automatización de algunos de estos 
análisis para incluirlos en una 
herramienta ad-hoc. 
 
Resultados y Objetivos 
El objetivo del presente estudio es 
analizar, detectar y evaluar patrones 
topológicos frecuentes en un grafo 
conceptual construido para determinar 
la exactitud de las respuestas, escritas 
en forma textual sobre un tema 
específico, utilizando una base de 
conocimientos diseñada como un grafo 
dirigido. Para ello hemos identificado 
los siguientes objetivos particulares: 
1. Explorar patrones topológicos de 
grafos que contengan información 
relevante para la identificación de 
estructuras dentro de la base de 
conocimientos de la materia Paradigmas 
de Programación. 
2. Analizar la existencia de patrones 
recurrentes o subyacentes en los grafos 
generados a partir de las respuestas base 
de los docentes y los obtenidos de las 
respuestas dadas por los alumnos. 
3. Proponer algoritmos que permitan 
detectar patrones conocidos en la teoría 
de grafos como son las "comunidades", 
"pares", "rutas principales" y otros 
patrones comunes, por medios del 
análisis de las métricas sobre la base de 
conocimiento. 
4. Identificar características como 
exactitud, coherencia y consistencia, 
entre otras, de las respuestas escritas en 
forma textual, en la base de 
conocimiento diseñada como un grafo 
dirigido. 
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Formación de Recursos 
Humanos 
Dentro del desarrollo de este proyecto 
de investigación se está desarrollando el 
trabajo de Tesis de Maestría de dos 
integrantes docentes del presente 
proyecto. Se incorporan al equipo de 
trabajo docentes-investigadores de la 
carrera Ingeniería en Sistemas de 
Información como investigadores de 
apoyo con la finalidad de que inicie su 
formación en investigación científica y 
tecnológica, se incorpora un becario 
graduado BINID y becarios alumnos, 
quienes colaborarán en la recolección, 
manipulación y desarrollo de este marco 
metodológico. En el marco del proyecto 
los estudiantes tendrán la posibilidad de 
hacer la Práctica Supervisada de quinto 
año. Los avances, propuestas y 
herramientas construidas, estarán 
disponibles para su transferencia y 
aplicación en el Centro de 
Investigaciones, Desarrollo y 
Transferencia de Sistemas de 
Información - CIDS. Del mismo modo 
la detección de patrones sobre el 
dominio de conocimiento de la materia 
Paradigmas de Programación continuará 
beneficiando a los integrantes de la 
cátedra y a los estudiantes. 
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La deserción de los estudiantes universitarios 
en los primeros años de la carrera es una 
preocupación presente en todas las 
instituciones. Por este motivo, es importante 
analizar el problema en una etapa previa al 
cursado de la carrera, cuando el estudiante 
está transitando su ingreso a la institución 
seleccionada. Los resultados obtenidos 
pueden luego ser contrastados con el 
rendimiento de los estudiantes en los primeros 
años de la Universidad. 
El presente trabajo apunta a caracterizar el 
comportamiento de los aspirantes a ingresar 
en la Licenciatura en Ciencias de la 
Computación, mediante técnicas de minería 
de datos. Para ello, se dispone de datos 
censales y rendimiento durante el cursado del 
ingreso de las cohortes 2017 y 2018.  
Para explicar el problema se han propuesto 
diversas variables: situación socioeconómica, 
condición cultural, institución en la cual cursó 
estudios medios, rendimiento en los exámenes 
de ingreso, motivación personal, etc. Todas 
ellas comprendidas dentro de las 
características y comportamientos propios del 
aspirante universitario.  
En este trabajo se presentan los resultados 
obtenidos y se discuten los resultados 
esperados. 
 
Palabras clave: 1) Deserción estudiantil 2) 
Minería de Datos Educacional 3) 
Rendimiento de los estudiantes 
 
CONTEXTO 
En la Figura 1 se muestran las líneas de 
investigación que se llevan a cabo en el 
Instituto Universitario para las Tecnologías de 
la Información y las Comunicaciones (ITIC), 
y que se comparten con la Carrera de 
Licenciatura en Ciencias de la Computación, 
que se dicta en la Facultad de Ingeniería de la 




 Figura 1: líneas de investigación del ITIC y 
carrera de Licenciatura en Ciencias de la 
Computación 
 
En este trabajo se presentan los avances del 
proyecto “SIPREU: Un sistema inteligente 
para caracterizar y predecir el rendimiento de 
estudiantes universitarios” [7], cuyos 
lineamientos se comunicaron en el congreso 
WICC 2017 [9] y en la conferencia ADNTIIC  
[8]. En el proyecto PIN “La Minería de Datos 
como herramienta para estudiar el 
rendimiento de estudiantes de la Licenciatura 
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en Ciencias de la Computación” [2], también 




El problema planteado en el presente trabajo 
es relevante y de especial interés para la 
Facultad de Ingeniería de la Universidad 
Nacional de Cuyo. Es fundamental para la 
Facultad conocer al aspirante de la 
Licenciatura en Ciencias de la Computación, 
su problemática académica, trayectos 
educativos anteriores y otros componentes 
sociales que pueden afectar su rendimiento al 
momento del ingreso. 
La carrera es reciente, su primera cohorte 
comenzó en el 2017 y acaba de iniciarse el 
cursado de la segunda cohorte. Para las 
autoridades es muy importante analizar y 
conocer las características de sus ingresantes 
desde el inicio de la carrera. 
Por otra parte, el problema posee mucha 
relevancia local ya que se enmarca dentro del 
Objetivo 1 del Plan Estratégico 2021 de la 
UNCuyo [11].  
En un trabajo anterior [7] se discutieron con 
detalle trabajos relacionados con la presente 
propuesta. A manera de síntesis puede 
mencionarse el trabajo de Garbanzo Vargas 
[6] que propone agrupar a los diferentes 
factores que caracterizan el comportamiento 
de un estudiante en tres grupos: a) 
Determinantes personales; b) Determinantes 
sociales y c) Determinantes institucionales.  
Dado que muchos de los factores no se 
pueden medir con facilidad en el momento del 
acceso del estudiante a la Universidad, se 
tendrán en cuenta los factores propios de los 
determinantes sociales, ya que los mismos 
parecen, según estudios realizados, brindar un 
buen punto de partida.  
En cualquier caso, los factores (atributos) para 
caracterizar la población inicial surgirán de 
los estudios mencionados y de una discusión 
interdisciplinar entre los integrantes del 
equipo de trabajo, entre quienes se encuentran 
especialistas en informática, postgraduados en 
educación, profesores universitarios, etc. 
También se ha registrado el rendimiento de 
los aspirantes (cohortes 2017 y 2018) a 
ingresar a la carrera de Licenciatura en 
Ciencias de la Computación. La información 
recogida es una muestra reducida, pero 
suficiente para brindar algunos indicadores 
útiles para avanzar en el proyecto, como se 
discute en la sección 3 de este trabajo. 
 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO  
Además de la relevancia general y local del 
problema corresponde analizar la relevancia 
disciplinar del tema. La Minería de Datos 
Educacional es una línea que ha cobrado 
mucha relevancia mundial en los últimos 
años, como se observa en el portal dedicado al 
tema que lleva adelante la International 
Educational Data Minining Society [3]. En 
dicho sitio se expresa textualmente: “La 
Minería de Datos en educación es una 
disciplina emergente, orientada al desarrollo 
de métodos para explorar el creciente 
volumen de datos provenientes de los 
sistemas de educación, y utilizar esos métodos 
para comprender mejor a los estudiantes y sus 
entornos de aprendizaje”. 
La citada sociedad edita un journal específico: 
Journal of Educational Data Mining y lleva 
adelante las conferencias internacionales 
acerca del tema, cuya próxima edición tendrá 
lugar en Buffalo, Nueva Yok en 2018. 
 
3. RESULTADOS OBTENIDOS / 
ESPERADOS 
Datos censales y de rendimiento 
 
Se dispone de datos censales y de rendimiento 
de los aspirantes a ingresar en la carrera de 
Licenciatura en Ciencias de la Computación, 
correspondientes a las cohortes 2017 y 2018. 
Como se observa en la Figura 2, ingresaron 
32 alumnos a la cohorte 2017 de la carrera. 
La cohorte 2017 presentó la particularidad 
que 16 estudiantes (14%) ingresaron a través 
del otorgamiento de equivalencias, mientras 
que los otros 15 (13%) de los aspirantes 
aprobaron el curso de ingreso. El 73% 
restante se distribuye entre quienes 
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desaprobaron el ingreso (47%) y quienes no 
registraron actividad (26%).  
Los resultados obtenidos reflejan una 
tendencia habitual en las carreras nuevas que 
incorporan muchos estudiantes con 
experiencias universitarias previas. 
Para la cohorte 2018, como se muestra en la 
Figura 3, de un total de 110 aspirantes, 










Figura 2: Cohorte 2017. Rendimiento de los 
aspirantes a ingresar en la Carrera de 








Figura 3: Cohorte 2018. Rendimiento de los 
aspirantes a ingresar en la Carrera de 
Licenciatura en Ciencias de la Computación. 
 
 
Determinación de la muestra 
 
Para determinar la muestra se integraron los 
archivos de datos personales y de 
calificaciones obtenidas por los aspirantes a 
ingresar en 2018. A partir del archivo 
unificado se hizo un análisis exhaustivo de los 
datos para determinar los atributos que serán 
tenidos en cuenta para trabajar en el modelo 
descriptivo/predictivo.  
Del análisis que se llevó a cabo surge: 
1. Se descartan los casos que no registran 
actividad, es decir, aspirantes inscriptos 
que no se presentaron a ninguna instancia 
de evaluación. 
2. De las calificaciones obtenidas se observa 
que de los alumnos que aprobaron 
Matemática también aprobaron 
Resolución de Problemas, y no viceversa. 
Por este motivo se ha optado por tener en 
cuenta como atributo sólo el promedio de 
calificaciones obtenidas en Matemática. 
3. También se descartan atributos repetitivos 
como País y Provincia de procedencia y 
Domicilio por protección de datos 
personales. 
4. Existen instancias de las que no se 
disponen algunos atributos como 
Departamento y Localidad aunque en 
algunos casos pudieron completarse 
tomando en cuenta la característica del 
número telefónico. 
5. En conclusión, la vista minable se integra 
de 116 instancias con 7 atributos: Sexo, 
Colegio Secundario, Tipo de escuela 
secundaria (Gestión privada o gestión 
pública: UNCuyo, Cens, Técnicas, Otros 
estatales) Departamento, Localidad, 
Promedio, Ingresó (SI/NO). 
6. De las 116 instancias, en 47 se verifica “Si 
ingresó” y 69 “No ingresó”, por lo tanto 
es posible a partir de esta muestra 
conseguir un modelo apropiado. 
Resultados obtenidos  
 
A partir de la muestra previamente descripta 
se realizó un análisis tipo exploratorio de los 
datos. Para ello, se utilizaron algunas 
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herramientas visuales propias de la estadística 
como barplots y boxplots. Este análisis se 
llevó a cabo con el software R [12]. 
 
Figura 4: Distribución de la cantidad de 
aspirantes por tipo de colegio 
En la figura 4, a priori no se observa 
diferencia entre los aspirantes provenientes de 
escuelas privadas y públicas. Si se observa un 
alto índice de aprobación en los aspirantes 
que provienen de colegios secundarios de la 
Universidad Nacional de Cuyo, indicados en 
los gráficos como UNC. 
Posteriormente, se realizó el modelo de 
agrupación en clústeres de la muestra con la 
aplicación de Microsoft Clustering [10]. Este 
asistente divide los datos en un conjunto de 
entrenamiento (80%) y en un conjunto de 
pruebas (20%). Luego, se usa el conjunto de 
entrenamiento para entrenar los modelos y el 
conjunto de prueba para probar la precisión.  
 
 
Figura 5. Modelo de agrupación en clústeres  
Se puede observar en la Figura 5 que el 
cluster 1 posee la mayor cantidad de 
ingresantes, 95%, siendo el 54% de escuelas 
privadas, 20% estatales y 16% de la UNCuyo 
Resultados esperados 
 
Al final del proyecto se espera contar con 
mayor información acerca de los estudiantes 
de las cohortes 2017 y 2018. Para ello se 
espera enriquecer la información censal 
disponible mediante entrevistas personales a 
partir de un cuestionario actualmente en 
elaboración. 
Además, se contrastará el rendimiento de los 
ingresantes con el correspondiente desempeño 
en primer año, y se podrán comparar los 
resultados de este proyecto con otros 
obtenidos mediante técnicas estadísticas [3,4].  
Por otra parte, se ha comenzado a trabajar en 
la articulación horizontal entre dos  
asignaturas de primer año, concretamente 
entre Geometría Analítica e Introducción a la 
Programación y a contrastar el rendimiento de 
los estudiantes en dichas asignaturas. Algunos 
resultados preliminares [13] se comunicaron 
durante el congreso ENIDI. Finalmente se 
espera obtener información propia de los 
alumnos a partir de los trabajos de Brottier [1] 
que ha estudiado a las nuevas generaciones de 
estudiantes.  
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
La modalidad del proyecto SIPREU [5] 
financiado por la UNCuyo tiene, entre otros 
objetivos, la formación de Recursos 
Humanos. Una de las integrantes del proyecto 
está próxima a presentar su proyecto de tesis 
doctoral bajo la dirección de los 
investigadores formados del mismo. Otra 
integrante del equipo de trabajo actualmente 
lleva a cabo un proyecto de investigador 
novel PIN [2], financiado por la Facultad de 
Ingeniería de la Universidad Nacional de 
Cuyo, facilitando de esta forma su inicio en 
actividades de I+D.  
Además, distintos integrantes del equipo de 
trabajo del presente proyecto han trabajado en 
los últimos años en diversas áreas 
relacionadas con la caracterización de los 
alumnos en la Universidad Nacional de Cuyo. 
Se contará con su experiencia para alcanzar 
los objetivos propuestos en el proyecto 
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SIPREU, así como incrementar las 
publicaciones de sus integrantes.  
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Los Sistemas de Administración del 
Aprendizaje (LMS, por sus siglas en 
inglés) o EVEAs (Entornos Virtuales de 
Enseñanza y de Aprendizaje), utilizados 
en sus inicios para resolver los problemas 
que planteaba la Educación a Distancia, 
fueron rápidamente adoptados para 
complementar la Educación Presencial, 
dando origen a diferentes modalidades 
que extienden las posibilidades del aula 
presencial, incorporando opciones de 
enseñanza mediadas por las herramientas 
ofrecidas en estos entornos y modificando 
las modalidades educativas resultantes en 
el gradiente presencialidad-distancia. 
En esta evolución han ido surgiendo 
un número significativo de EVEAs, que 
han logrado distintos niveles de 
trascendencia. 
Las instituciones educativas de 
diferentes niveles se han ido apropiando 
de este tipo de herramientas, con grados 
cada vez mayores de convergencia áulica 
e institucional. Se han generado interfases 
entre EVEAs y sistemas de gestión 
institucional que permiten, además de 
gestionar los contenidos y la 
comunicación de cursos, gestionar planes 
curriculares completos y grandes 
cantidades de estudiantes. Dadas las 
características particulares de la UNTDF, 
el uso de estas tecnologías resulta 
imprescindible. La selección de un EVEA 
institucional constituye el primer paso 
para avanzar ordenadamente en ese 
sentido. 
El proyecto propone analizar un 
subconjunto de los EVEAs disponibles, 
en particular los de código abierto, 
considerando aspectos pedagógicos y 
tecnológicos, con el objetivo de 
recomendar el que mejor se adecue al 
modelo pedagógico planteado por la 
UNTDF [1]. Además, a partir de un 
relevamiento de los conocimientos del 
cuerpo docente sobre el tema, se 
contempla desarrollar un plan de 
capacitación y realizar un conjunto de 
experiencias piloto en distintas cátedras 
con asistencia del equipo de proyecto. 
 
Palabras clave: EVEAs, evaluación de 
EVEAs, criterios de selección de EVEAs, 
mediación de la enseñanza, Chamilo 
 
CONTEXTO 
El presente proyecto forma parte 
del “Área de Investigación 8 - Desarrollo 
Informático”, del Instituto de Desarrollo 
Económico e Innovación de la 
Universidad Nacional de Tierra del Fuego 
(UNTDF).  
El proyecto se presentó a la 
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convocatoria realizada por la UNTDF en 
septiembre de 2016 y resultó aprobado 
luego de haber sido sometido a 
evaluación externa. (Resolución Rectoral 
060/2017 del 10/04/2017). 
El proyecto se desarrolla 
formalmente hasta el 28/02/2019. 
 
INTRODUCCIÓN 
Un Entorno Virtual de Enseñanza y 
de Aprendizaje (EVEA) es una aplicación 
informática diseñada para facilitar la 
comunicación pedagógica entre los 
actores del proceso educativo [2]. 
Combina una variedad de herramientas 
con la finalidad de dar soporte a 
profesores y estudiantes y, al mismo 
tiempo, optimizar las distintas fases del 
proceso de enseñanza y de aprendizaje. 
Fueron diseñados con el propósito de 
facilitar la comunicación pedagógica 
entre los participantes de un proceso 
educativo, sea éste completamente a 
distancia, presencial, o de naturaleza 
mixta, es decir, un proceso que combina 
ambas modalidades en diversas 
proporciones (blended). Funcionan 
utilizando redes telemáticas como 
soporte, principalmente Internet. [3] 
Si bien en un primer momento los 
EVEAs se utilizaron casi con 
exclusividad en la educación a distancia, 
hace mucho tiempo que se han 
incorporado muy fuertemente a la 
educación presencial, generando así las 
modalidades conocidas como aula 
extendida, aula invertida y, con un mayor 
grado de mediación, propuestas de 
“blended learning”. El propósito de un 
EVEA es mediar una propuesta 
educativa, organizar los contenidos en 
diferentes materiales de estudio, facilitar 
la comunicación entre los participantes de 
un proceso educativo (fundamentalmente 
entre docentes y alumnos, alumnos entre 
sí y docentes entre sí), realizar un 
constante seguimiento de la realización de 
actividades intermedias y, si se decide, de 
la evaluación final.  
Con el tiempo, la primera 
generación de entornos, cuyo objetivo 
principal (y casi único) era permitir la 
distribución de materiales y la evaluación 
mediante pruebas automáticas, ha dado 
paso a una segunda generación, inspirada 
en los nuevos conocimientos sobre cómo 
se aprende usando recursos en línea. 
Por medio de estos entornos se ha 
logrado aprovechar las características de 
accesibilidad y cooperación entre los 
usuarios de la red, orientando 
fundamentalmente el proceso educativo 
hacia nuevas manera de aprender, 
apoyadas en el trabajo colaborativo, 
acompañadas de una serie de recursos, 
más allá de la mera presencia del docente. 
[4] 
En la actualidad existe un amplio 
abanico de entornos virtuales orientados a 
la educación superior. Los hay con 
características de software propietario, de 
software libre y en la nube (aunque en 
este último caso no siempre son 
considerados como plataformas LMS o 
EVEAs propiamente dichas, pues su 
mayor utilidad es la de permitir el apoyo 
a la clase presencial así como el 
desarrollo de MOOC (Cursos online 
abiertos y masivos). [5] 
Las universidades y los docentes 
pueden elegir sus EVEAs para impartir 
un modelo de enseñanza E-Learning. 
Desde la aparición de la llamada Web 2.0 
todos estos EVEAs han evolucionado, 
incluyendo nuevas herramientas 
colaborativas, como blogs, foros, wikis, 
etc. [6] 
Cada uno de ellos cuenta con sus 
propias herramientas y funcionalidades. 
No es posible encontrarlas a todas en una 
única plataforma y, por esta razón, es 
importante evaluar cuáles resultan 
prioritarias teniendo en cuenta el modelo 
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educativo que se quiere implementar. 
Si se consideran los desarrollos 
propios de distintas universidades, el 
número de EVEAs es numeroso. En 
algunos casos se habla de más de ciento 
treinta. Si nos limitamos a los que han 
logrado cierta preponderancia en el 
ámbito internacional encontramos al 
menos 40 de ellos. [7][8]  
Todos ofrecen un conjunto común 
de prestaciones y otras que los 
diferencian. También evolucionan de 
distinta manera. 
Teniendo en cuenta los distintos 
módulos, componentes, recursos o 
herramientas incorporadas, los entornos 
privilegian distintas funcionalidades. 
Actualmente es posible observar tres 
tendencias bien definidas en sus 
prestaciones: [9] citado en [3] 
● Entornos centrados en la creación, 
gestión y distribución de contenidos 
que además incorporan algunas 
herramientas de comunicación. 
● Entornos centrados en la 
comunicación y las actividades de 
enseñanza / aprendizaje que incluyen 
además herramientas para gestionar 
materiales. 
● Entornos de trabajo en grupo para 
comunidades académicas que 
agregan algunas funcionalidades 
utilizables en la enseñanza. 
Es evidente que detrás de estas 
características subyacen distintas 
concepciones del proceso pedagógico. 
Por lo tanto, entre las actividades a 
desarrollar se ha planteado indagar sobre 
las prácticas de enseñanza que realizan 
los docentes de la UNTDF, en especial 
las referidas a la inclusión de TICs. Esta 
indagación revelará el modelo de 
enseñanza en el que se basará la 
capacitación docente y la implementación 
del entorno seleccionado.  
Por lo tanto un buen entorno debe 
ser lo suficientemente flexible como para 
no imponer un modelo pedagógico 
particular, sino posibilitar la aplicación de 
la mayoría de ellos, a fin de que los 
docentes y los estudiantes lo 
experimenten como un aumento de 
posibilidades y no como una limitación, 
un elemento de distorsión o un freno a su 
creatividad y a su capacidad de 
innovación. [9] citado en [3]. 
Resulta claro entonces que no debe 
restringirse la selección solamente a los 
aspectos técnicos. Al respecto señala 
Clarenc: “Es necesario contemplar a los 
LMS desde la perspectiva del aprendizaje 
y no desde la tecnológica, ya que los 
aspectos técnicos deben ser considerados 
recursos a ser utilizados en el proceso de 
implementación.” [10] 
Teniendo en cuenta esta diversidad 
la decisión de elegir un EVEA para uso 
institucional no es sencilla. Además de las 
cuestiones pedagógicas deben 
considerarse las económicas, pues, más 
allá de la gratuidad inicial de los 
desarrollados bajo licencias de fuente 
abierta, la inversión es importante y, en 
consecuencia, debe estar precedida por un 
proceso de evaluación destinado a valorar 
la calidad del EVEA y a determinar 
objetivamente las potencialidades y la 
proyección futura de cada uno.  
A fin de formular un plan de 
implementación que permita el éxito del 
proyecto de introducción del EVEA 
elegido, debe tenerse en cuenta el estado 
actual de conocimientos del cuerpo 
académico. Esto permitirá desarrollar un 
plan de actualización de esos 
conocimientos así como los recursos 
necesarios para acompañar a las 
experiencias piloto. 
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Se mencionan aquí las principales 
líneas de investigación y desarrollo 
abordadas en el marco del proyecto: 
● Entornos virtuales de enseñanza y 
aprendizaje. Proyectos que los 
incorporan, metodologías, 
desarrollos, evaluación de su calidad 
y experiencias. 
● Formación de recursos humanos en el 
uso de TICs. 
● Trabajo colaborativo mediado por 
TICs. Conceptualización, análisis y 
desarrollo de software y 
metodologías. 
● Dispositivos móviles como soporte 
para el trabajo colaborativo y para 






El proyecto se inició el 1º de marzo 
de 2017. 
La 1ra. actividad del proyecto 
consistió en el relevamiento de las 
funcionalidades de los entornos a partir 
de la bibliografía existente y la 
experimentación con aquellos que estaban 
disponibles y que fueron considerados de 
interés para el proyecto. 
Considerando las características 
citadas anteriormente, se investigaron un 
conjunto de plataformas de uso gratuito y 
de código abierto, con el fin avanzar hacia 
el objetivo general del proyecto: 
seleccionar un entorno virtual de 
enseñanza y aprendizaje (EVEA) a fin de 
que sea utilizado como entorno 
institucional de la UNTDF y contribuir al 
proceso de implementación. 
Como resultado inicial se 
seleccionaron, en una primera etapa las 
Plataformas: Chamilo, Moodle, Ilias y 
Sakai.  
Previo a la evaluación, se 
establecieron y se aplicaron un conjunto 
de criterios basados en las 
funcionalidades provistas por cada 
EVEA. Se consideraron tanto aspectos 
pedagógicos como técnicos.  
Con el fin de ir profundizando el 
análisis, se instalaron en el servidor de la 
Universidad, en un entorno de prueba, las 
cuatro plataformas mencionadas, 
asignando en cada una roles de 
Administrador, Docente y Alumno a los 
distintos integrantes del proyecto.  
Finalmente, atendiendo a sus 
funcionalidades, y fundamentalmente a la 
simplicidad que presenta su uso para los 
docentes y los alumnos, hemos decidido 
seleccionar para las experiencias piloto 
previstas en el proyecto la plataforma 
Chamilo [11]. Durante este cuatrimestre 
se la utilizará en aquellas materias de 1º, 
2º y 3º año de la Licenciatura en Sistemas 
que están a cargo de los docentes que 
participan del proyecto. 
A partir de las experiencias 
obtenidas restará: 
● Recomendar un entorno, acompañado 
de una fundamentación relacionada 
con el modelo de enseñanza y sus 
prestaciones como herramienta de 
mediación educativa. 
● Indagar sobre las prácticas de 
enseñanza del cuerpo académico de 
la UNTDF, y en particular sobre sus 
conocimientos de TICs y el modo en 
que las aplican. 
● Sugerir un plan de actualización de 
conocimientos para su uso. 
● Implementar instancias de 
capacitación. 
● Brindar soporte a un conjunto de 
experiencias de aplicación. 
 
3. FORMACIÓN DE 
RECURSOS HUMANOS 
El grupo de trabajo está formado 
por docentes - investigadores, de los 
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cuales uno (1) es Magister en Política y 
Gestión de la Ciencia y la Tecnología, 
dos (2) son Especialistas en Docencia 
Universitaria, tres (3) son Licenciados en 
Informática, uno (1) es Analista 
Programador Universitario y uno (1) es 
alumno avanzado de la carrera 
Licenciatura en Sistemas. 
La Mg. Zangara ha entregado su 
tesis para acceder al Doctorado en 
Ciencias Informáticas en la Facultad de 
Informática de la UNLP. Se encuentra a 
la espera de la defensa.  
El Licenciado Romano se encuentra 
cursando la Maestría en Tecnología 
Informática Aplicada en Educación en la 
Facultad de Informática de la UNLP. 
El Licenciado Pendenti está 
desarrollando la tesis de la maestría en 
Ingeniería de Software en la Facultad de 
Informática de la UNLP.  
El alumno Rojas está desarrollando 
su tesis de grado, bajo la dirección de las 
docentes Depetris y Zangara, sobre temas 
afines al proyecto. 
Uno de los beneficios del proyecto 
es la consolidación de parte del grupo de 
I/D, que podrá asesorar y capacitar al 
personal docente en la implementación 
del EVEA seleccionado. 
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La enseñanza y el aprendizaje inicial 
de la programación presentan importantes 
desafíos para los docentes y los alumnos 
de las carreras que requieren 
incorporarlos. Lejos de disminuir, estos 
han ido aumentando, como consecuencia 
de la necesidad de incorporar, a los 
conceptos tradicionales de programación, 
los que requiere la programación 
concurrente y paralela. [1] 
La problemática no reside en la 
incapacidad para resolver problemas 
propiamente dicha sino en el escaso 
desarrollo del pensamiento computacional 
y de los procesos de abstracción que ellos 
requieren. [2]. 
El objetivo de esta investigación es 
mejorar algunas estrategias ya utilizadas y 
promover nuevas propuestas didácticas, 
que permitan afrontar dichos desafíos, 
buscando mejorar el desempeño 
académico de los alumnos ingresantes a 
las carreras de sistemas de la UNTDF. 
Se prevé que la investigación 
propuesta habilite a encontrar nuevas 
dimensiones de análisis acerca de las 
prácticas docentes que aporten 
conocimiento significativo al campo de la 
didáctica de la programación. Además, 
podrían encontrarse propuestas adecuadas 
para la introducción de estos temas en los 
últimos años de la currícula en el nivel 
secundario, no con el objetivo de que 
todos los alumnos se conviertan en 
futuros informáticos, sino que desarrollen 
su capacidad para resolver problemas. 
 
Palabras clave: 




El presente proyecto forma parte del 
“Área de Investigación 8 - Desarrollo 
Informático”, del Instituto de Desarrollo 
Económico e Innovación de la 
Universidad Nacional de Tierra del Fuego 
(UNTDF). 
El proyecto se presentó a la 
convocatoria realizada por la UNTDF en 
septiembre de 2016 y resultó aprobado 
luego de haber sido sometido a 
evaluación externa. (Resolución Rectoral 
060/2017 del 10/04/2017). 
El financiamiento requerido es 
suministrado por la UNTDF. 
El proyecto se desarrolla 
formalmente desde el 01/03/2017 hasta el 
28/02/2019. 
INTRODUCCIÓN 
La enseñanza y el aprendizaje de la 
programación de computadoras 
representa una de las principales 
dificultades que enfrentan los alumnos 
XX Workshop de Investigadores en Ciencias de la Computacio´n 1192
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
que deciden estudiar carreras de la 
disciplina informática [3]. Esto se 
evidencia, al menos en las universidades 
argentinas, en elevados índices de fracaso 
en las materias iniciales que tratan estos 
temas.  
Ahondando en las causas del fracaso, 
se ha concluido que las mismas no 
residen en la dificultad de los alumnos 
para traducir la solución de un problema a 
las sentencias propias de un lenguaje de 
programación, sino que, por el contrario, 
las mismas son mucho más profundas y 
tienen que ver con la falta de 
metodología, hábito y capacidad para 
resolver problemas. A su vez, se nota un 
marcado déficit de la capacidad de 
abstracción, la que, según Piaget, debería 
desarrollarse durante la adolescencia [4]. 
Por otra parte, es probable que, 
anticipándose a estas dificultades, muchos 
alumnos desistan de ingresar a este tipo 
de carreras luego de haber finalizado sus 
estudios secundarios. 
No obstante, en la sociedad del 
conocimiento en la que estamos inmersos, 
las habilidades para resolver problemas 
son imprescindibles para desempeñarse 
en forma adecuada en cualquier ámbito.  
Las motivaciones del proyecto son, 
entonces, reducir los índices de deserción 
de los primeros años de las carreras 
universitarias de sistemas y, en la medida 
que el proyecto pueda alcanzar alumnos 
del nivel medio, contribuir a aumentar la 
matrícula en las mismas e incrementar las 
capacidades de estos para resolver 
problemas. 
En el convencimiento de que las 
dificultades que se enfrentan tienen como 
causa el déficit en la capacidad de 
abstracción, se busca subsanarlo 
recurriendo a estrategias que permiten 
que los alumnos evolucionen hacia el 
pensamiento abstracto partiendo de 
experiencias concretas. [5] 
En ese camino, el equipo de trabajo 
ha desarrollado y viene utilizando con 
cierto éxito herramientas que permiten 
visualizar la ejecución de los algoritmos. 
A partir de desarrollos realizados en el 
Instituto de Investigación en Informática 
LIDI, de la Facultad de Informática de la 
UNLP, se evolucionaron los mismos, 
incorporando funcionalidades que 
permiten utilizarlos para la enseñanza 
inicial de la programación concurrente y 
paralela [4]. 
Por otra parte, en los últimos años 
muchas instituciones han recurrido al 
empleo de robots con fines educativos. El 
uso de robots como medio didáctico es 
una alternativa significativa como 
motivación para materias introductorias y 
avanzadas en carreras de Informática e 
Ingeniería Electrónica, y sirve como eje 
de integración horizontal y vertical de 
contenidos curriculares. [6] [7] 
La robótica educativa es uno de los 
campos de investigación que mayor auge 
está teniendo como investigación 
aplicada. 
En este proyecto se recurrirá al uso 
de robots didácticos de tecnología sencilla 
y al alcance de los presupuestos de una 
escuela, centro educativo o universidad de 
recursos limitados. 
El proyecto incluye la adaptación de 
un robot (hardware) y del soporte 
informático (software) que permita su 
manejo por usuarios sin experiencia o 
formación específica. Mediante técnicas 
de enseñanza experimental el alumno 
inicial aprende nociones formales de 
algorítmica. Para el alumno avanzado de 
ingeniería y de las carreras de informática 
el robot proporciona la posibilidad de 
experimentar en forma práctica con 
conceptos avanzados. El robot se 
telecomanda desde una computadora 
personal y puede incorporar un sistema de 
sensado de posición y de obstáculos 
basado en el uso de sensores de colores y 
de distancia. Adicionalmente se podría 
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añadir la captura de imágenes mediante 
una cámara digital de bajo costo (tipo 
webcam). El alumno proporciona 
instrucciones en un lenguaje de alto nivel 
específicamente creado para introducirlo 
en conceptos relacionado con la disciplina 
de programación. 
Por otra parte, un proyecto de estas 
características, dado el atractivo social 
que genera el uso de la tecnología y el 
muy bajo costo de la misma, es ideal para 
ser promocionado en colegios y otras 
instituciones educativas, buscando 
fomentar el interés en los estudios 
universitarios. Ello conseguirá atraer más 
y mejores alumnos a las carreras técnicas 
de la universidad. 
A su vez, el uso de esta tecnología 
como herramienta de estudio en las 
materias de las carreras de informática, 
motivará a los alumnos de las mismas 
para participar en las asignaturas y así 
disminuir el índice de deserción, 
minimizar el tiempo de finalizado de la 
carrera y extender las experiencias más 
allá de lo meramente formal. El desarrollo 
es lo suficientemente genérico como para 
que puedan participar alumnos de 
diferentes carreras y diferentes niveles 
dentro de las mismas, favoreciendo la 
aplicación de los contenidos de cada 
materia en la solución de problemas 
concretos. Esto permite abordar un tema 
de gran importancia para la formación 
profesional, como es la integración 
curricular horizontal y vertical de los 
contenidos de varias asignaturas, lo cual 
hace posible que los alumnos comprendan 
el alcance y utilidad de los diferentes 
bloques curriculares y mejoren 
conceptualmente su articulación. 
Varios han sido los grupos de 
investigación que han estudiado la 
utilización de la robótica desde la 
perspectiva docente, destacando los 
beneficios en los estudiantes en cuanto al 
desarrollo de habilidades tales como 
creatividad, trabajo en equipo, 
autoaprendizaje e investigación y como 
facilitador del aprendizaje de contenidos 
teóricos en la disciplina de programación.  
LÍNEAS DE INVESTIGACIÓN, 
DESARROLLO E 
INNOVACIÓN 
Se mencionan aquí las principales 
líneas de investigación y desarrollo 
abordadas en el marco del proyecto: 
a) La evolución de productos 
educativos ya desarrollados en 
proyectos anteriores, que integren 
la concurrencia y el paralelismo, 
poniendo énfasis en la 
visualización de la ejecución de 
los algoritmos. 
b) La inclusión de robótica educativa 
y su integración a los productos 
mencionados en a), tanto en 
materias iniciales de 
programación como en talleres de 
iniciación a la programación 
concurrente. 
RESULTADOS OBTENIDOS / 
ESPERADOS 
El proyecto se inició el 1º de marzo 
de 2017. 
Hasta la fecha de esta presentación, 
se han realizado las siguientes tareas: 
a) Selección de robots: En función 
de sus características de 
simplicidad y flexibilidad se 
seleccionaron los siguientes: 
● Basados en placas Arduino 
● Lego MindStorms 
b) Integración con la aplicación ya 
existente “Davinci Concurrente”. 
Para ello se desarrolló, para el 
Robot Lego MindStorms, un 
intérprete que reconoce un 
conjunto limitado de primitivas 
del lenguaje de programación 
permitiendo que el mismo se 
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desplace sobre una ciudad física.  
a) Desarrollar, para el robot Arduino,                                                                                                            
un intérprete que reconozca un 
conjunto limitado de primitivas 
del lenguaje de programación 
“Davinci Concurrente” que 
permitan que el robot se desplace 
sobre una ciudad física. 
b) Desarrollar, al menos para alguno 
de los robots que se están 
utilizando, un intérprete que 
permita que varios robots 
coordinen sus desplazamientos 
por la ciudad física. 
c) Organizar talleres  para alumnos 
del nivel medio, buscando 
despertar en los jóvenes la 
motivación necesaria para 
introducirse tempranamente en el 
mundo de la programación. 
d) Organizar talleres con alumnos de 
1er. y 2do. año de las carreras de 
sistemas, a fin de despertar en 
ellos el interés para trabajar e 
investigar en el tema, como una 
forma más de ayudar a  disminuir 
la deserción en los primeros años. 
Se parte de la idea de que la 
motivación es un elemento 
indiscutible para mejorar los  
rendimientos académicos. 
 
FORMACIÓN DE RECURSOS 
HUMANOS 
El grupo de trabajo está formado por 
docentes - investigadores, de los cuales 
dos (2) son Especialistas en Docencia 
Universitaria, cuatro (4) son Licenciados 
en Informática, uno (1) es Ingeniero en 
Sistemas de Computación y tres (3) 
son alumnos avanzados de la carrera 
Licenciatura en Sistemas. 
Los Licenciados Pendenti y Aguil 
Mallea están desarrollando su tesis de 
Maestría en Ingeniería de Software en la 
Facultad de Informática de la UNLP.  
El alumno Mamaní ha presentado 
para su defensa su tesis de grado, bajo la 
dirección de los docentes Depetris y 
Feierherd sobre temas afines al proyecto. 
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Resumen 
La línea de investigación y desarrollo que 
aquí se presenta tiene por objetivo brindar 
a docentes de educación primaria y 
secundaria, y a la comunidad educativa en 
general, recursos educativos y 
herramientas digitales para ser usadas 
como soporte del proceso de enseñanza y 
aprendizaje de ciencias físicas, 
matemáticas, medio ambiente, y aportar al 
desarrollo del pensamiento computacional. 
En particular, se estudian, desarrollan y 
evalúan aplicaciones de realidad virtual, 
realidad aumentada, simulaciones, juegos e 
interacción tangible, con el objeto de 
resolver procesos de enseñanza y 
aprendizaje. Además, se propone crear una 
comunidad virtual de docentes para la 
construcción colaborativa de propuestas de 
enseñanza. 
Palabras Clave: Realidad Virtual, Realidad  
Aumentada, Interacción Tangible, Enseñanza, 
Aprendizaje, Formación Docente, TIC 
Contexto 
En esta línea se lleva a cabo el proyecto 
“REFORTICCA Recursos para el 
Empoderamiento de FORmadores en TIC, 
Ciencias y Ambiente” aprobado como  
Proyecto de Innovación y Transferencia en 
Áreas Prioritarias de la Provincia de 
Buenos Aires de la CICPBA, el cual se 
lleva a cabo entre los grupos de 
investigación III-LIDI (UNLP), EcienTec 
y CIFICEN (UNICEN) de las diferentes 
áreas involucradas: TICs aplicadas a 
educación en ciencias físicas, matemática y 
medio ambiente. 
Introducción 
Los jóvenes y niños, nativos en la era 
digital, tienen un acercamiento natural a 
las Tecnologías de Información y 
Comunicación (TIC). Por otra parte es 
conocido que los docentes aún hacen uso 
escaso o insuficiente de la tecnología en la 
enseñanza, y en particular para la 
enseñanza de Matemática, Física o 
Ambiente (Cenich et al, 2017) (Arriassecq 
y Santos, 2017). Se asume que esto se debe 
a dos razones de peso: por un lado, 
desconocimiento de las nuevas tecnologías 
y, por otro, la falta de formación para el 
diseño de propuestas de enseñanza que 
integren las TIC. Se parte del supuesto que 
son los docentes quienes deben apropiarse 
de la tecnología y adquirir las 
competencias necesarias para enriquecer 
sus prácticas docentes con la tecnología 
para incidir en una mejora de la educación 
en ciencias en el ámbito de la Provincia de 
Buenos Aires. Es de central importancia el 
papel del docente responsable del diseño 
de las propuestas pedagógicas, para guiar 
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el proceso de enseñanza y aprendizaje, 
decidir qué herramienta será más 
apropiada, así como anticipar dificultades 
y obstáculos de aprendizaje. 
En los últimos años han surgido nuevas 
tecnologías y paradigmas como la 
Realidad Aumentada (RA), la Realidad 
Virtual (RV), la Interacción Tangible (IT), 
que se presentan como herramientas que 
pueden apoyar los procesos de enseñanza y 
aprendizaje tanto en los diferentes niveles 
educativos de la educación formal como en 
educación no formal, y educación especial 
(Hernández Ortega et al., 2012).  
El objetivo general de investigación es 
brindar recursos educativos y herramientas 
TIC -basadas en RA, RV, simulaciones, 
juegos e IT- para ser usadas como soporte 
del proceso de enseñanza y aprendizaje de 
ciencias físicas, matemáticas y medio 
ambiente. En particular se orienta a 
empoderar a los docentes mediante el 
desarrollo de competencias TIC, 
ofreciendo cursos de capacitación sobre el 
uso de las TIC en la enseñanza, poniendo a 
disposición recursos que integren los 
conocimientos disciplinares, didácticos y 
tecnológicos. Se propone crear una 
comunidad de docentes para la 
construcción colaborativa de Objetos de 
Enseñanza (OE) posibilitando el 
intercambio de experiencias de aula donde 
se realice integración curricular de TIC. 
Los OE son propuestas didácticas creadas 
de manera conjunta entre docentes que 
pueden ser adaptadas e implementadas en 
el aula. Los docentes pueden sugerir 
modificaciones que serán consideradas en 
un proceso de revisión de tales objetos a 
cargo de la comunidad virtual. Esta 
posibilidad permitirá incrementar la 
cantidad de recursos para el aula que 
contemplan diferentes puntos de vista 
sobre un mismo objeto de conocimiento.  
Realidad Aumentada (RA) 
La RA propone aumentar las capacidades 
de percepción humana, para visualizar la 
información digital - como texto, 
imágenes, vídeos o animaciones en 3D- 
directamente embebida en el mundo físico 
real (Manresa-Yee et al, 2011).  
Las primeras aplicaciones de RA exigían la 
utilización de dispositivos específicos 
como gafas de realidad aumentada con 
seguimiento (tracking) del usuario. El uso 
de RA comenzó a conocerse a partir de 
aplicaciones de escritorio y aplicaciones 
web que solo requerían una cámara web y 
monitor. Recientemente la RA se 
popularizó con el uso  de aplicaciones 
móviles que se ejecutan en tablets o 
celulares, las cuales utilizan diferentes 
formas aumentar la realidad: 
- Captación de códigos QRCode y 
códigos de barra, para mostrar 
información relacionada o visitar sitios 
web 
- Captación de imágenes conocidas, 
como los marcadores de RA o imágenes 
en general, para mostrar información y 
modelos 3D registrados espacialmente 
con los marcadores 
- Geolocalización del participante, es 
decir, la localización de su ubicación en 
el globo terráqueo, en base a 
dispositivos físicos como GPS, brújulas, 
acelerómetros y giroscopios 
incorporados a celulares de última 
generación. Se provee contenidos 
relevantes del entorno - indicadores de 
puntos de interés (POIs)- dependiendo 
de la ubicación del usuario en un cierto 
lugar en el mapa terrestre.  
Existe una variedad de aplicaciones de RA 
que pueden encontrarse en la web para 
apoyar el proceso de enseñanza y 
aprendizaje en áreas como biología, 
matemática, astronomía, anatomía, 
idiomas, ecología, etc. Existe una creciente 
cantidad de estudios publicados que 
reportan ventajas, limitaciones, desafíos, 
etc. de la RA en educación (Gavilanes et 
al, 2018). Sin embargo, dado que la RA es 
una tecnología emergente, es importante 
revisar los avances y el impacto real en 
escenarios educativos.  
Realidad Virtual (RV), Simulaciones y 
Juegos 
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RV es un término que se aplica a 
experiencias visuales donde el participante 
se ve inmerso e interactúa en un ambiente 
o escena virtual 3D con diferentes grados 
de inmersión (Manresa-Yee et al, 2011). Si 
bien existen diferentes dispositivos de 
visualización utilizados en RV, la 
tecnología  más popularizadas son las 
gafas de vídeo. El precio de estos 
dispositivos era una de las limitaciones 
para su uso en educación, hasta que 
recientemente comenzó a popularizarse el 
uso de celulares convertidos a gafas 
mediante el uso de soportes de cartón 
(Google Cardboard1). Entre las 
aplicaciones educativas se resalta la 
realización de visitas virtuales a lugares 
que, por su situación geográfica, no se 
pueden visitar de forma habitual. Como 
ejemplo puede citarse Google Expeditions2 
es una aplicación para Android, que 
permite explorar sitios de interés desde el 
salón de clase utilizando las gafas Google 
Cardboard.  
Por su parte, los videojuegos y 
simulaciones de procesos y fenómenos se 
presentan como entornos de aprendizaje 
interactivo participativo que cautiva a un 
jugador ofreciendo desafíos que requieren 
mayores niveles de dominio, que pueden 
conjugar la participación y diversión con el 
rigor y la resolución de nuevas situaciones 
(Aldrich, 2009) (Squire, 2008). Los 
videojuegos y simulaciones se emplean en 
la enseñanza de las ciencias. (Bouciguez et 
al, 2013) (Santos, 2016) (Paoletti et al, 
2017) describen algunos videojuegos 
educativos para enseñar Física. Puede 
citarse GeoGebra como uno de los 
software para el modelado y simulación en 
Matemática y en Física seleccionado para 
trabajar, dada su versatilidad y 
potencialidad (Martinovic, 2014) (Sezen 
Yüksel y Çıldır, 2015). Cabe destacar que 
es un software de uso y distribución 
gratuita y que su potencialidad educativa 
yace en que permite relacionar distintas 
                                                 
1 https://vr.google.com/cardboard/ 
2 https://edu.google.com/expeditions/ 
representaciones de un problema (Papini y 
Miranda, 2016). 
Interacción Tangible (IT) 
La IT permite, a través de la manipulación 
física de objetos superficies y espacios del 
entorno real, denominados 
representaciones tangibles, controlar sus 
contrapartes digitales. La IT ofrece 
oportunidades para el desarrollo de 
actividades educativas colaborativas, dado 
que permite que el grupo se concentre en el 
objetivo a cumplir y la tecnología no 
resulte un distractor (Artola, 2013). 
Líneas de investigación y 
desarrollo 
● RA aplicada en el salón de clases y en 
exposiciones de ciencia 
● RV aplicada en el salón de clases y en 
exposiciones de ciencia 
● Simulaciones y Videojuegos educativos 
para la enseñanza de Matemática y 
Física 
● IT aplicada a la educación 
● Acercamiento de los docentes a las 
tecnologías emergentes 
Resultados y Objetivos 
Durante el año 2017 se ha avanzado en los 
siguientes resultados y objetivos 
● Se realizó el taller “La integración de 
TICs en el aula”, por parte de docentes 
de ECienTec UNICEN, Tandil,  nov 
2017. Asistieron 15 docentes 
provenientes de diferentes localidades 
de la Provincia de Bs.As: Olavarría, 
Hinojo, Laprida, Ayacucho, Bolívar, 
Azul y Tandil. Se abordaron aspectos 
metodológicos y prácticos sobre la 
integración de TIC en escenarios 
educativos. Este año se continuará con 
esta dinámica de encuentros y se 
extenderá a otros docentes y escuelas de 
la provincia.  
● Se formó una comunidad virtual de 27 
docentes para intercambiar experiencias 
y abordar en colaboración la producción 
de OE. Como parte de una tesis de 
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grado se está desarrollando un espacio 
virtual que permite a los docentes 
integrantes de la comunidad virtual de 
aprendizaje la construcción colaborativa 
de propuestas de OE. 
● Se elaboró una encuesta para indagar 
sobre conocimiento disciplinar, 
pedagógico y tecnológico  de docentes 
de ciencia (matemática, física, 
tecnología, medio ambiente) del Centro 
de la provincia Buenos Aires. Se 
recolectaron datos recolectados de 
docentes en diferentes encuentros 
mediante el llenado del formulario 
diseñado en Google. Se planea 
continuar con la toma de datos y se 
espera recolectar información sobre 
aproximadamente 200 docentes. 
● Se crearon diferentes materiales 
educativos digitales e impresos. En 
particular, se difundió un folleto sobre 
el concepto de autorregulación 
orientado a fomentar estrategias de 
estudio en estudiantes cercanos a 
ingresar a la universidad (Sanz & 
Artola, 2017).  
● Se desarrolló un juego de IT para la 
enseñanza de fracciones que fue 
presentando en la Exposición de la 
UNLP para presentar las ofertas de 
carreras de esta institución. También se 
presentó en las jornadas de ciencia y 
tecnología de la Facultad de Informática 
(Nordio, Artola & Sanz, 2017). 
● Se diseñaron ejemplos de prácticas con 
RA y se presentaron en el marco de un 
curso de postgrado de la Facultad de 
Informática de la UNLP. En particular 
se diseñó una actividad para la relación 
entre pintores de diferentes corrientes y 
sus obras. 
● Se trabajó en la difusión de estrategias 
para el seguimiento de actividades 
colaborativas mediadas por TIC y se 
publicó un trabajo (Zangara & Sanz, 
2017). 
● Se incorporaron actividades utilizando 
RV con celulares y Google Cardboard 
en las exposiciones interactivas de 
ciencias realizadas durante la Semana 
Nacional de la Ciencia y la Tecnología 
(Campus Universitario UNICEN, 
septiembre 2017) y en el Parador 
Cultural en la Playa, actividad de 
verano organizada por la Secretaría de 
Cultura de UNICEN (Quequén, enero 
2018). 
● Se dictó el taller de ciencias 
“Animaciones en Geogebra: una 
herramienta para estudiar Matemática” 
17.° Foro de Enseñanza de Ciencias y 
Tecnologías, mayo de 2017, CABA. 
● Se está desarrollando el Objeto de 
Aprendizaje, siguiendo metodología 
CROA3, “Carros de Laboratorio del 
Plan Nacional Ciencias Naturales” del 
Ministerio de Educación, que tiene por 
objeto dar a conocer a los docentes los 
elementos que componen un kit de 
química distribuido en las escuelas 
primarias. Mediante la captación de un 
código QR pegado a cada elemento del 
kit se accederá a la información 
asociada.  
● Se está desarrollando como tesis de 
grado una aplicación móvil para el 
consumo responsable de productos 
alimenticios y de limpieza.  
Formación de recursos humanos 
La formación de recursos humanos es 
prioritaria en esta línea, y por esto se 
implementó la carrera de postgrado 
mencionada en la sección anterior. En el 
marco de los proyectos conjuntos 
mencionados se ha podido contar con la 
visita de profesores de otras universidades 
nacionales y extranjeras (UNLP, UNS, 
UNICEN y UIB), con experiencia y 
formación en los temas propuestos, los 
cuales impartieron cursos de posgrado.   
En la actualidad hay en curso diferentes 
tesis de postgrado, grado y becas de 
entrenamiento en el marco de esta línea de 
investigación: 
● Mario Vincenzi. “La Realidad 
Aumentada en la educación. Vigencia, 
                                                 
3 http://croa.info.unlp.edu.ar 
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proyecciones y límites” Director: 
Abásolo, M.J. (tesis de especialización 
en curso). 
● Natalia Encina. “Evaluación de 
browsers de realidad aumentada para 
apoyar procesos de enseñanza -
aprendizaje” Director: Abásolo, M.J. 
(tesis de especialización en curso). 
● Wilma Gavilanes “Metodología para la 
evaluación del impacto de experiencias 
con Realidad aumentada en educación 
superior” Director: Abásolo, M.J. (tesis 
de doctorado en curso). 
● María José Bouciguez “Ambientes 
virtuales altamente interactivos basados 
en videojuegos y simulaciones para la 
educación en ciencias” Directores: 
Santos, G. y Abásolo, M.J. (tesis de 
doctorado en curso) 
● Milagros Paoletti. “Estrategias y 
conocimientos durante un juego 
educativo”. Becaria EVC-CIN 2016 
Directores: Santos, G. y Miranda, A.  
● Marisa Salerno “Herramienta 
colaborativa para la creación de Objetos 
de Enseñanza” Directores: Miranda, A. 
y Jonás, I. (tesis de grado en curso). 
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Resumen 
Esta investigación estudia alternativas 
para diseñar prácticas de “Aprendizaje 
basado en dispositivos móviles” 
(m-learning) enriquecidas con el uso de 
Realidad Aumentada (RA) con objetos 
3D. 
Las principales temáticas relacionadas 
con la investigación son: desarrollo de 
aplicaciones móviles multiplataforma, 
bibliotecas de funciones para la 
manipulación de objetos 3D, 
herramientas para la creación de objetos 
3D, generación de repositorios de objetos 
3D y bibliotecas de funciones para 
manipular repositorios en aplicaciones 
móviles. 
A partir de necesidades pedagógicas 
observadas en la cátedra de Algebra 
Lineal de la Facultad de Ciencias Exactas 
y Tecnologías (FCEyT) de la 
Universidad Nacional de Santiago del 
Estero (UNSE), fue diseñada la 
aplicación AlgeRA, que constituye el 
principal resultado de esta investigación. 
Actualmente, se encuentra en desarrollo. 
 
Palabras clave: m-learning, realidad 
aumentada, aplicaciones móviles, objetos 
3D, repositorio de objetos 3D. 
 
1 Contexto 
Esta investigación se lleva a cabo en el 
marco del proyecto denominado 
“Computación Móvil: desarrollo de 
aplicaciones y análisis forense”, 
financiado por el Consejo de Ciencia y 
Técnica de la UNSE, durante el período 
enero 2017-diciembre 2018. 
La investigación cuenta con el 
asesoramiento del Laboratorio de 
Investigaciones en Informática LIDI, de 
la Facultad de Informática de la 
Universidad Nacional de La Plata; y de la 
Facultad de Ciencias Exactas de la 
Universidad Nacional de Salta. 
Asimismo, se trabaja en forma 
coordinada con el proyecto de 
investigación en Computación Móvil de 
la Universidad Católica de Santiago del 
Estero. Próximamente se firmará un 
convenio específico de colaboración en 
investigación entre UNSE y UCSE. 
 
2 Introducción 
El auge de los dispositivos móviles y la 
evolución de las redes móviles han 
impulsado el desarrollo del m-learning. 
Con el acelerado crecimiento del 
porcentaje de población mundial que lo 
utiliza ha surgido una nueva 
preocupación acerca de su uso: la calidad 
de los recursos que se elaboran y el 
impacto en la mejora del aprendizaje 
[11]. 
Entre las ventajas que se pueden 
encontrar al utilizar m-learning, se 
destacan: uso eficiente del tiempo, 
expansión de la alfabetización digital, 
accesibilidad, contacto social, 
mejoramiento de la productividad, 
aprendizaje colaborativo, incremento en 
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el estudio individual, información eficaz 
y los profesores pueden diseñar y poner a 
disposición de los alumnos materiales 
que contribuyan al aprendizaje de sus 
alumnos, pudiendo estos, disponer de 
dichos materiales de manera asíncrona 
[9]. 
En el marco de las investigaciones sobre 
computación móvil de UNSE, desde el 
año 2013, se desarrollaron dos 
aplicaciones móviles para aprendizaje: 
Educ-mobile [4] e Ima-Colab [8].  
Asimismo, se diseñó y validó un marco 
para el análisis, diseño y evaluación de 
experiencias de m-learning, denominado 
MADE-mlearn [5]. Usando dicho marco, 
se diseñaron e implementaron diversas 
prácticas de m-learning en escuelas 
primarias rurales, en escuelas 
secundarias, en carreras de grado y 
posgrado, abarcando el aprendizaje en 
Tecnologías, Programación y Matemática 
[4, 8]. 
Con el propósito de optimizar los 
resultados de aprendizaje y la motivación 
en m-learning, esta investigación estudia 
una de las tecnologías emergentes con 
posibilidad de inclusión en educación: la 
RA. Esta se caracteriza por: (a) la 
combinación de objetos virtuales y reales 
en un escenario real, (b) usuarios 
interactuando en tiempo real y (c) una 
alineación entre los objetos reales y 
virtuales. Respecto a su potencialidad en 
el plano educativo, la RA permite 
incorporar multimedia a los procesos de 
enseñar y aprender, innovar en la práctica 
docente y promover el diseño de 
materiales educativos atendiendo a los 
requerimientos didácticos [3].  
Integrar m-learning con RA para apoyar 
los procesos de aprendizaje y enseñanza, 
abre posibilidades para explorar nuevos 
enfoques y metodologías para la 
optimización y el fortalecimiento del 
aprendizaje.  
Como lo señala [2], son numerosos los 
trabajos realizados usando las tecnologías 
mencionadas, aplicados a la enseñanza en 
distintas disciplinas desde ingeniería, 
arquitectura, urbanismo, medicina, arte e 
historia, aprendizaje de idiomas, ciencias 
naturales, química, física y geografía.  
La RA puede adoptar diferentes formas, 
permitiendo diversas posibilidades en el 
aula. Sus aplicaciones van desde la 
visualización de modelos 3D, a la 
incorporación de información adicional 
en recursos y materiales didácticos 
impresos o la creación de rutas 
geolocalizadas que permiten asociar 
información a lugares del entorno [10]. 
Entonces, la RA es atractiva, dado que se 
alinea con el aprendizaje activo [7, 6] 
recalca la importancia de los objetos 3D 
en el aprendizaje, ya que proveen: 
sensación de tocar, sentido, orientación y 
posición en el espacio. Permiten ver y 
experimentar información que es 
dinámica e interactiva. 
Teniendo en cuenta lo planteado, esta  
investigación consiste en diseñar y 
desarrollar una práctica de m-learning 
para la enseñanza de Álgebra Lineal con 
RA basada en el uso de objetos 3D. 
Si bien es notoria la importancia del uso 
de objetos 3D y RA en el aprendizaje, no 
es fácil la gestión y reutilización de estos 
objetos, al menos en el ámbito educativo. 
Según [1], si bien existen algunos 
repositorios de objetos 3D, no son de 
calidad o no presentan los recursos que se 
necesitan. Al mismo tiempo, es deseable 
contar con repositorios de objetos 3D 
educativos, que estén descriptos a partir 
de metadatos estandarizados para facilitar 
su almacenamiento, búsqueda y 
recuperación. 
Si bien, existen repositorios en línea de 
objetos 3D que son accesibles y abiertos, 
por ejemplo: 
 Github: es principalmente conocido 
por servir como un repositorio de 
código en línea. 
 Youmagine: tiene una gran cantidad 
de modelos 3D, también brinda 
soporte a usuarios de impresoras 3D. 
 Yeggi: es un sitio web que tiene como 
objetivo ser un motor de 
búsqueda/índice de modelos 3D. 
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 3dwarehouse: contiene millones de 
modelos creados en SketchUp, la 
aplicación de diseño y modelado de 
3D más popular actualmente en el 
mundo. 
 
3 Líneas de investigación y desarrollo 
Esta investigación se organiza en torno a 
la siguiente línea: 
 M-learning: Diseño de experiencias 
con RA para diferentes niveles 
educativos, diseño de repositorio de 
experiencias de m-learning y de 
repositorio de objetos 3D para RA. 
Los objetivos son: 
 Diseñar e implementar actividades de 
m-learning que involucren el uso de 
aplicaciones móviles multiplataforma 
basadas en RA, usando 
MADE-mlearn [10], tanto en nivel 
secundario como universitario. 
 Diseñar un repositorio para las 
experiencias de m-learning basadas 
en MADE-mlearn. 
 Analizar y clasificar herramientas 
(bibliotecas de funciones, 
herramientas de autor) para 
implementar RA en móviles en 
diversos formatos (texto, imágenes, 
objetos 3D). 
 Caracterizar los objetos 3D que 
pueden ser usados en actividades 
educativas con RA en móviles.  
 Diseñar un repositorio para la gestión 




En el primer año de investigación se 
obtuvieron los siguientes resultados 
parciales: 
 Desarrollo del módulo de Gestión de 
Experiencias de la aplicación móvil 
ImaColab. Esto permite que la 
aplicación pueda ser usada de manera 
sencilla en diversas prácticas para 
diferentes niveles educativos. 
 Rediseño, usando MADE-mlearn, de 
práctica de m-learning con ImaColab, 
en nivel secundario, asignatura 
Programación. 
 Implementación de prácticas de 
m-learning en nivel secundario. 
 Diseño, usando MADE-mlearn, de 
práctica de m-learning para la 
enseñanza de Sistemas de Ecuaciones 
Lineales, para la asignatura Algebra 
Lineal, de las carreras de Ingeniería 
de la UNSE. La práctica consta de 
dos ejercicios. Uno de ellos consiste 
en mostrar, usando RA, un ejemplo 
de Sistemas de Ecuaciones Lineales 
de la vida cotidiana: Sistema de 
Riego por aspersión. El otro ejercicio 
se trata de un trabajo de campo que 
deben realizar los alumnos en forma 
grupal, recabando información 
usando el móvil, en puntos 
estratégicos de una red de tránsito 
urbano. El trabajo de campo consiste 
en medir, de manera simultánea, el 
caudal de vehículos. Luego, con 
dicha información, deben construir el 
sistema de ecuaciones lineales que 
modeliza la red de tránsito y las 
variaciones indicadas por el profesor 
en la consigna. 
 Diseño de la aplicación AlgeRA, a 
partir del ítem anterior. La aplicación 
consiste en una aplicación móvil que 
tiene diversas funcionalidades o 
ejercicios relacionados con Algebra 
Lineal. Sin embargo, el prototipo sólo 
contendrá los ejercicios mencionados 
en el punto anterior. El diseño se hizo 
definiendo historias de usuario, 
utilizando Mobile-D. 
 Análisis comparativos de 
herramientas para la construcción y 
manipulación de objetos 3D para RA. 
Se espera terminar la aplicación AlgeRA 
para fines del primer semestre 2018 e 
implementar la práctica de m-learning 
usando dicha aplicación en el segundo 
semestre de 2018. 
En relación a la aplicación ImaColab, 
será utilizada en asignaturas de Inglés (de 
la Facultad de Humanidades de UNSE) y 
en asignaturas de Tecnología del nivel 
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secundario en Cali, Colombia (en función 
de un acuerdo de colaboración con 
Unicatólica). 
Además, se pretende trabajar en métodos 
para la construcción de Objetos de 
Aprendizaje para contextos móviles. Así 
como también en prácticas de m-learning 
con RA para niños con discapacidad 
auditiva. 
 
5 Formación de recursos humanos 
Esta investigación contribuye al 
desarrollo de una tesis de Especialización 
en Enseñanza en Tecnologías (UNSE), 
una tesis de Maestría en Informática 
Educativa (UNSE), dos trabajos finales 
de grado de la Licenciatura en Sistemas 
de Información (UNSE), una tesis 
doctoral (UNLP) y un posdoc sobre “m-
learning con RA para niños con 
discapacidad auditiva” (UNSE-UNLP-
Universidad Islas Baleares).  
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En este trabajo se muestran los avances 
realizados en las líneas de investigación 
correspondientes al proyecto “Informática 
y Tecnologías Emergentes", de la 
Universidad Nacional del Noroeste de la 
provincia de Buenos Aires (UNNOBA). 
La tecnología aplicada a educación, tiene 
entre sus objetivos diseñar e implementar 
estrategias tecnológicas tendientes a 
minimizar la deserción en las carreras de 
la Universidad. En este contexto a partir 
de la utilización de la minería de datos se 
define un modelo de intervención áulica 
virtual que permite diseñar e implementar 
estrategias tecnológicas. Actualmente se 
trabaja en la utilización de avatares como 
tutores inteligentes en un entorno virtual 
3D (EV3D), el uso del robot educativo 
programable realizado por la UNNOBA 
(REP) y el desarrollo de píldoras 
educativas inclusivas. Estas experiencias 
se llevan a cabo en asignaturas de los 
primeros años de las carreras de 
informática. 
 
Palabras clave: Tecnologías emergentes, 
Avatares, EV3D, píldoras educativas, 
REP, programación imperativa. 
 
Contexto 
En este documento se describen tareas 
ejecutadas en el marco de diferentes 
líneas de investigación dentro del 
proyecto denominado “Informática y 
Tecnologías Emergentes". El mismo está 
acreditado y financiado por la UNNOBA 
en la convocatoria “Subsidios de 
Investigación Bianuales” 2017. En 
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 relación a lo anterior se desarrollan 
diferentes actividades que tienen lugar de 
trabajo en el Instituto de Tecnología y 
Transferencia (ITT) de la UNNOBA. 
1. Introducción 
Con el avance del tiempo se puede 
observar que la tecnología evoluciona a 
un ritmo que impacta directamente en la 
vida cotidiana de toda la sociedad. Lo 
hace abarcando diferentes ámbitos, 
impactando en la gran mayoría de las 
tareas y englobando todos los estratos 
sociales.  
A partir de allí cobra verdadero sentido 
plantearse el concepto de Tecnologías 
Emergentes. A continuación se cita una 
definición que más se adecua a este 
trabajo: “Tecnologías emergentes son 
innovaciones en desarrollo que como su 
nombre lo dice en un futuro cambiarán la 
forma de vivir del ser humano 
brindándole mayor facilidad a la hora de 
realizar sus actividades, conforme la 
tecnología vaya cambiando estas también 
irán evolucionando logrando 
complementarse con la tecnología más 
moderna para brindar servicios que harán 
la vida del hombre mucho más segura y 
sencilla.”1  
En este sentido, el hecho de reciclar 
tecnología existente con el fin de darle un 
nuevo uso, implica obtener tecnología 
emergente para obtener mayores y nuevos 
beneficios. 
Ante este contexto el impacto que este 
nuevo concepto acarrea en la sociedad es 
innegable. Pueden encontrarse muchas 
opiniones al respecto, dentro de un 
amplio abanico de fundamentaciones. Y 
también se advierten innegables 
consecuencias en el modelado de la 
sociedad, en las costumbres de los 
pueblos, en las diversas formas de 
relacionarse y comunicarse, la manera en 
                                                          
1
 Extraído del sitio “Reinventing Higher 
Education”, https://www.ie.edu/IE/site/php/es/ 
la que las empresas producen, las 
metodologías  de enseñanza y 
aprendizaje, entre otros aspectos. 
Por otra parte el hecho de encontrar 
demandas laborales que buscan perfiles 
con buenas habilidades tecnológicas no es 
disparatado. La tecnología está en todos 
lados, en los Smartwatches, Smartphones, 
Tablets, heladeras y lavarropas de tipo 
“Smart”,  TVs., etc. 
Sin embargo,  ante toda esta realidad, es 
necesario advertir que la forma de 
interactuar con la tecnología está inmersa 
en un cambio continuo. La manera en que 
se opera un ordenador va más allá de 
“sentarse en un escritorio frente a un 
monitor”, actualmente esa interacción 
implica un dinamismo en el que el 
usuario toma a la tecnología como una 
extensión de su cuerpo físico. Un ejemplo 
muy sencillo es pensar en qué grado se 
depende de las agendas electrónicas, de 
las notificaciones que le recuerdan al 
sujeto eventos, reuniones, cumpleaños, 
fechas que le permiten “descansar” en un 
sencillo artefacto electrónico su propia 
memoria.  
Se relatan, en el siguiente apartado, 
diferentes trabajos que se realizan en la 
UNNOBA y están incluidos en un 
proyecto de I+D+i (Investigación, 
Desarrollo e innovación). El mismo nace 
de los resultados obtenidos en el proyecto 
“Tecnologías Exponenciales en contextos 
de realidades mixtas e interfaces 
avanzadas” desarrollado durante la 
convocatoria SIB 2015-2016.  
Se proponen entonces objetivos que 
incluyen la identificación, 
contextualización, evaluación, desarrollo 
y aplicación de diversas herramientas 
informáticas en tecnologías emergentes. 
Estas tendrán un impacto directo en áreas 
tales como: telecomunicaciones, salud, 
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 seguridad, gobierno, educación, industria, 
entre otras. 
2. Líneas de Investigación, 
Desarrollo e Innovación 
El proyecto de investigación “Informática 
y Tecnologías Emergentes", abarca cuatro 
líneas principales de investigación, 
desarrollo e innovación. Estas son: 
Tecnologías exponenciales (IT), 
Tratamiento masivo de datos (Big Data), 
Tecnología en educación (e-Tecnología), 
Robótica e Interacción Hombre-Máquina 
(HCI). 
A continuación se enumeran las líneas 
que incluyen los trabajos aquí expuestos y 
se relata brevemente cada una de ellas: 
Tecnología en educación (e-Tecnología): 
incluirá la conceptualización, análisis y 
desarrollo de software y metodologías. 
Comprenderá diferentes aspectos de la 
gestión del conocimiento en sistemas de 
e-learning, evaluación de calidad, el 
diseño de contenidos, diseño de juegos 
interactivos (gamificación), sistemas 
colaborativos y objetos de aprendizaje, 
metodologías y estrategias didácticas de 
manera de favorecer nuevos escenarios 
educativos. 
Bajo esta línea se trabaja en el diseño de 
Avatares como tutores virtuales. 
Puntualmente se lo hace bajo el estudio 
de caso de la asignatura “Análisis y 
Diseño de Sistemas (ADS)” (materia de 
las carreras de informática en la 
UNNOBA). El objetivo de este trabajo es 
definir estrategias para la utilización de 
avatares en el desarrollo de actividades 
colaborativas dentro de un EV3D, y se 
hace bajo la indagación de la función 
pedagógica de los mismos en el contexto 
universitario y el rol tutorial que suponen. 
Además, se espera poder definir 
estrategias de incorporación de avatares 
en las carreras de Informática de la 
UNNOBA y diseñar actividades 
colaborativas a aplicar en el marco de 
ADS. Con la puesta en marcha de una 
experiencia real con alumnos en dicha 
asignatura, se espera determinar el rol 
tutorial del docente virtual y poder 
analizar los intereses y aplicaciones de 
actividades colaborativas del EV3D en 
ADS. 
Asimismo, bajo la misma línea de 
investigación se trabaja en el estudio de 
las píldoras educativas como contenido 
educativo digital potencialmente 
accesible. Se intentará responder si es 
posible definir una metodología para la 
generación de píldoras educativas 
inclusivas, es decir accesible para 
estudiantes con dificultades motrices, 
auditivas y/o visuales; y su aplicación en 
la asignatura Resolución de Problemas de 
Informática del Taller de Introducción y 
Articulación a los Estudios Superiores 
(TIAES) de la UNNOBA. 
Por otra parte, la línea “Robótica e 
Interacción Hombre-Máquina (HCI)” 
incluye la investigación, diseño, 
construcción y programación de robots 
como solución a problemas 
multidisciplinarios y transversales. 
Además, encierra la investigación de 
metodologías y herramientas que 
contribuyan a un cambio de paradigma 
hacia la interacción ubicua, entornos 
inteligentes y tecnologías interactivas de 
apoyo, prácticamente cualquier aspecto 
de la vida y las actividades humanas 
desde una perspectiva global y social. 
Bajo esta última línea de investigación y 
ampliando el uso de la robótica en 
educación se trabaja en busca de 
estrategias educativas con respecto al 
paradigma imperativo de la programación 
de computadoras. Se lo hace utilizando 
como herramienta al REP. 
Particularmente se estudiará el caso de la 
asignatura “Introducción a la 
Programación Imperativa”, perteneciente 
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 a las carreras de informática de la 
UNNOBA. 
Para ello se indaga acercar de ciertos 
temas que pueden enumerarse dentro de 
los siguientes puntos: 
● Uso de robots como herramienta 
educativa. 
● Tipos y niveles de interfaces, su uso 
en el plano educativo. 
● Conceptos y habilidades para el 
desarrollo de interfaces de robots. 
● Utilización de estrategias en 
propuestas educativas para promover 
habilidades en programación 
imperativa. 
● Estrategias para la motivación de los 
estudiantes. 
Puntualmente con este trabajo se 
espera que enriquezca las propuestas 
educativas para la enseñanza de la 
programación imperativa en la 
UNNOBA. Con tal fin se elaborarán 
estrategias educativas que utilicen al 
Robot Educativo Programable como 
herramienta y luego se las analizarán 
evaluando la posibilidad de su aplicación 
en las asignaturas “Introducción a la 
Programación Imperativa” y 
“Programación Imperativa” 
correspondiente al primer año de las 
carreras informáticas de la UNNOBA. 
Sin embargo, este trabajo del uso del REP 
en la enseñanza de la programación de 
computadoras también está inmerso en la 
línea “e-Tecnología”, dada la naturaleza 
del objetivo principal al que apunta el 
trabajo: “Establecer estrategias educativas 
con respecto al paradigma imperativo de 
la programación de computadoras 
utilizando como herramienta al REP”. 
3. Resultados 
obtenidos/esperados 
Hasta el momento se desarrolló la 
conceptualización y puesta en marcha de 
la experiencia en el EV3D para luego 
poder definir las estrategias pedagógicas 
del rol tutorial de los avatares. Con 
respecto al uso de píldoras educativas, se 
logró evaluar las metodologías existentes 
y formular una metodología para la 
generación de píldoras educativas 
inclusivas. En cuanto al REP, también se 
realizó la conceptualización de la 
implicancia del uso del REP en las 
asignaturas de programación y se está 
desarrollando la interfaz que permite la 
conexión del REP con el lenguaje de 
programación utilizado.  
4. Formación de Recursos 
Humanos 
El equipo de trabajo está compuesto por 
investigadores formados y en  formación, 
becario de posgrado y becarios de grado. 
En relación a las líneas de investigación 
presentadas se espera que en el transcurso 
de este año se concreten tres tesis de la 
“Maestría de Tecnología Aplicada a la 
Educación” de la Universidad Nacional 
de La Plata (UNLP), una tesis de la 
“Licenciatura en Sistemas” de la 
UNNOBA, se contribuya al inicio de una 
tesis de la “Maestría en Educación en 
Entornos Virtuales” de la Universidad 
Nacional de la Patagonia Austral y la 
culminación de una tesis doctoral 
perteneciente al Doctorado de ciencias 
informáticas de la UNLP. 
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RESUMEN 
La implementación de propuestas 
didácticas que incluyen tecnologías 
innovadoras requieren de un cuidadoso y 
adecuado diseño, seguimiento y 
evaluación del proceso. Desde un 
proyecto de investigación acreditado por 
la Universidad Nacional de Río Negro 
(UNRN) se propone hacer un aporte en 
este sentido. Este proyecto, a través de 
una metodología de investigación-acción, 
analiza y busca conocer el impacto de 
diferentes tecnologías digitales en 
contextos educativos específicos. Se pone 
el énfasis en tecnologías emergentes 
como la realidad aumentada, explorando 
metodologías de inclusión, diseño de 
propuestas y evaluación, analizando sus 
posibilidades y barreras en procesos 
educativos. En este trabajo se presentan 
avances del proyecto, resultados 
preliminares y líneas de trabajo futuro. 
 
Palabras clave: Tecnologías de la 
Información y la Comunicación, Realidad 
Aumentada, Educación, Metodologías 
 
CONTEXTO 
Esta investigación se desarrolla en el 
marco del proyecto bianual (2016-2018) 
“La mediación de las tecnologías de la 
información y la comunicación en 
procesos educativos. Innovaciones para 
mejorar los procesos de enseñanza y 
aprendizaje”, acreditado y financiado por 
la UNRN. 
1. INTRODUCCIÓN 
Las TIC han provocado un alto 
impacto en el sistema educativo. 
Actualmente nos encontramos con un 
perfil de alumno cuyo desarrollo 
personal, social y laboral ha estado –y 
estará- fuertemente mediado por las TIC, 
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lo que influye, sin lugar a dudas, en el 
modo en que entiende y analiza el mundo 
que le rodea. Y a diferencia de otros tipos 
de tecnologías, como sostiene Silva 
(2013), éstas se caracterizan por permear 
el comportamiento de todos sus actores 
(estudiantes y docentes) en su vida 
cotidiana. En este punto, desde la 
perspectiva docente, las TIC además de 
brindar la posibilidad de realizar ciertas 
actividades de manera más rápida, 
cómoda o fiable, nos permiten crear 
nuevas estrategias didácticas y, con ellas 
nuevos entornos de aprendizaje, y es aquí 
donde reside su verdadero potencial 
transformador (Cabero Almenara, 2010). 
Sin embargo no hay que caer en una 
visión tecnocrática, tal como destaca 
Sánchez (2002), la integración curricular 
de las TIC implica tener una filosofía 
subyacente, un proyecto educativo que 
implique un proceso de cambio e 
innovación educativa, un aprender de 
contenidos específicos, modelos de 
aprender para lograr “la invisibilidad de la 
tecnología para una visibilidad del 
aprender.". Y como sostiene Silva (2013), 
en relación a la inclusión de las TIC en 
educación el foco de estudio debe ponerse 
sobre las metodologías y los estudiantes. 
Una de las tecnologías emergentes con 
posibilidad de inclusión en Educación es 
la Realidad Aumentada. Según Azuma et 
al. (2001), la RA se caracteriza por: (a) 
una combinación de objetos virtuales y 
reales en un escenario real, (b) usuarios 
interactuando en tiempo real y  (c) una 
alineación entre los objetos reales y 
virtuales. Respecto a su potencialidad en 
el plano educativo, la RA permite 
incorporar multimedia a los procesos de 
enseñar y aprender, innovar en la práctica 
docente y promover el diseño de 
materiales educativos atendiendo a los 
requerimientos didácticos (Avendaño, 
2012). Cabero y Barroso (2015), señalan 
que para su incorporación en los procesos 
de enseñanza y aprendizaje es necesario 
tener en cuenta que el diseño de los 
entornos debe ser flexible de manera que 
su inclusión en el espacio de enseñanza y 
aprendizaje, no se convierta en un 
problema técnico. 
La RA puede proporcionar grandes 
oportunidades en distintas áreas como la 
ciencia o la ingeniería, puesto que estas 
disciplinas conllevan en su currículum un 
enfoque práctico en el aula (Andújar et 
al., 2011). Sin embargo, como señala 
Prendes Espinosa (2015), aun siendo la 
tecnología lo suficientemente madura 
para ser útil en los entornos educativos, 
los nuevos desarrollos de RA llevarán a 
una nueva generación de aplicaciones que 
desplegarán mucho más su potencial. 
 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
El objetivo principal del proyecto es 
investigar metodologías y estrategias 
innovadoras que favorezcan procesos 
educativos mediados por TIC. 
Los objetivos específicos son: 
● Explorar marcos teóricos que 
permitan interpretar contextos 
educativos mediados por TIC. 
● Evaluar la mediación de TIC en 
situaciones educativas concretas. 
● Proponer innovaciones tecnológicas 
y metodológicas para necesidades 
educativas específicas, en particular, 
relacionadas con realidad aumentada 
y uso de dispositivos móviles. 
● Promover el desarrollo de prácticas 
docentes innovadoras con apoyo de 
recursos informáticos. 
Se espera que las metodologías y 
estrategias investigadas permitan 
potenciar los procesos de enseñanza y 
aprendizaje y el desarrollo de habilidades 
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(pensamiento crítico, trabajo en equipo, 
comunicación, etc) necesarias para 




Durante el primer año del proyecto se 
llevó adelante una revisión bibliográfica 
sobre el tema por parte de los integrantes 
del proyecto. Los temas abordados en esta 
revisión fueron las tecnologías 
emergentes, en particular la realidad 
aumentada, y su uso en diferentes 
contextos educativos. La revisión también 
consideró las áreas de aplicación 
específicas acorde a la formación y 
espacios de desempeño de los docentes 
participantes en el proyecto, por esto se 
focalizó especialmente en las áreas de 
matemática y programación. 
Luego se exploraron aplicativos y  
herramientas que se pueden utilizar para 
el diseño de propuestas didácticas con 
realidad aumentada. En este sentido se 
llevaron adelante las siguientes 
actividades investigativas: 
1. Análisis comparativo entre dos 
herramientas que permiten el diseño 
de actividades con RA por 
geolocalización usando dispositivos 
móviles posibilitando el diseño de 
juegos y actividades en las que existe 
un recorrido y toma relevancia el 
posicionamiento del jugador. Los 
resultados del mismo han presentados 
en el Congreso Iberoamericano de 
Educación y Sociedad (CIEDUC 
2017). 
2. Exploración de herramientas de 
software disponibles para realizar 
modelos 3D que se insertarán en 
actividades de RA  teniendo en 
cuenta la necesidad de diseñar los 
propios modelos. Se exploraron 
herramientas de software con énfasis 
en aquellas que permiten el trabajo 
con funciones matemáticas en tres 
dimensiones, profundizando en dos 
de ellas: Blender y SketchUp. Los 
resultaron se presentaron en el XXIII 
Congreso Argentino de Ciencias de la 
Computación (Gibelli, Graziani, y 
Sanz, 2017). 
3. Revisión de materiales educativos 
digitales (MED) basados en RA que 
puedan utilizarse como apoyo al 
aprendizaje de conceptos básicos de 
programación en el contexto 
universitario. Los MED explorados 
se pusieron a prueba en dos 
experiencias de aprendizaje sobre 
estructuras de control y  manejo de 
estructuras de datos dinámicas 
(listas). Los resultados fueron 
aceptados para su presentación al 
Sexto Congreso Argentino de la 
Interacción Persona Computador@, 
telecomunicaciones, Informática e 
Información Científica (IPCTIIC 
2017) 
4. Revisión de instrumentos y variables 
para evaluar materiales educativos 
digitales que incorporan realidad 
aumentada (Lovos, Gibelli y  Sanz, 
2017). En base a esta revisión, 
actualmente se está en etapa de 
realización de diseño de un 
instrumento propio de recolección de 
datos para poder utilizar en la 
evaluación de las futuras 
implementaciones. 
Por otra parte, se comenzó con el diseño 
de propuestas y materiales educativos con 
uso de realidad aumentada. En este 
sentido podemos mencionar el diseño de 
dos propuestas con uso de RA. Una de 
ellas es una actividad para el aprendizaje 
de conceptos de geometría tridimensional 
como puntos, vectores, planos y rectas en 
el espacio. La actividad se basa en 
establecer asociaciones entre objetos 
cotidianos con conceptos de geometría 
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tridimensional. Para facilitar estas 
asociaciones se hizo uso del aplicativo 
Aurasma1 que permitió generar “Auras” a 
través de los cuales se agrega información 
virtual a los objetos físicos considerados. 
La otra propuesta consiste en un material 
digital para la enseñanza de temas de 
cálculo, específicamente, la resolución de 
problemas de optimización. Se trata de 
una guía de estudio, que incluye varios 
problemas resueltos y otros tantos 
propuestos, en orden de dificultad 
creciente. Cada problema resuelto 
contiene un código QR que enlaza con un 
sitio web de Geogebra donde se accede a 
una animación en la cual se puede 
apreciar claramente lo que plantea el 
problema, y encontrar el resultado con 
facilidad. Ambas actividades están 
destinadas a estudiantes universitarios y 
se realizaron experiencias pilotos durante 
el segundo cuatrimestre de 2017 con 
estudiantes de la Sede Atlántica de la 
UNRN, en particular de las carreras de  
Contador Público, Licenciatura en 
Sistemas e Ingeniería Agronómica. En 
base a dichas experiencias con 
adecuaciones al diseño, se prevé realizar 
nuevas implementaciones durante el 
primer cuatrimestre de 2018. 
Actualmente se están llevando 
adelante diversas implementaciones de 
los diseños realizados y recolectando 
datos de valoración por parte de los 
estudiantes y docentes involucrados para 
su posterior análisis. Como trabajo futuro 
se prevé la realización de informes 
técnicos y publicaciones que den cuenta 
de las metodologías diseñadas, sus 
fortalezas y debilidades. Consideramos 
que esto es un aporte en la temática y 
puede resultar de interés para 
investigadores y docentes que estén 
trabajando en temas de realidad 




aumentada aplicada en contextos 
educativos. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
El proyecto de investigación es 
dirigido por la Dra Cecilia Sanz, docente 
de la Facultad de Informática de la 
Universidad Nacional de la Plata. El 
equipo de investigadores está formado 
por: dos docentes con dedicación 
completa y tres docentes concurrentes de 
la UNRN, una docente externa a la 
institución y dos alumnos de la carrera 
Lic. en Sistemas de la UNRN. 
En cuanto a la formación profesional 
de los integrantes, la  dirección externa 
con experiencia y antecedentes relevantes 
en la temática del proyecto constituye un 
aporte importante a la formación del 
equipo local. En este sentido, durante el 
primer cuatrimestre de 2017 la directora 
dictó el curso el postgrado “Introducción 
a la Realidad Aumentada. Posibilidades 
para escenarios educativos” en la Sede 
Atlántica de la UNRN. El mismo contó 
con 12 inscriptos de los cuales 10  
completaron y aprobaron todas las 
actividades previstas. La experiencia del 
curso ha resultado satisfactoria y ha 
permitido la profundización de la 
investigación en estas temáticas para los 
participantes y en especial para los 
integrantes del proyecto. Asimismo se 
han realizado cursos de postgrado del 
Doctorado en Ciencias Informáticas 
(UNLP)  y otros vinculados a la temática 
del proyecto, sus intereses personales y 
formación específica. 
Además, se realizan aportes a la 
formación de nuevos investigadores. En 
particular se participa en la dirección y 
asesoramiento de diversas tesis de 
posgrado de la Maestría en Tecnología 
Informática Aplicada en Educación. 
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Asimismo se realiza asesoramiento a 
alumnos de grado a través de dos becas 
de inicio a la investigación UNRN y una 
beca CIN convocatoria 2017 aprobada. 
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RESUMEN  
El Proyecto 17F001/14, SGCyT (UNNE): 
“Innovación con TIC  para fortalecer la 
enseñanza y aprendizaje de las actividades 
prácticas de Química y de Física en los 
primeros años de FaCENA” surge como un 
nuevo desafío del grupo de investigacion para 
consolidar diferentes formas de acceso al 
conocimiento con el uso de  TIC; en esta 
ocasión, con propuestas que plantean distintas 
concepciones sobre la enseñanza y 
aprendizaje de los trabajos prácticos. El 
propósito general es el de indagar acerca de la 
apropiación de conceptos fundamentales de 
distintos temas a través de las clases prácticas 
de problemas y/o experimentales con uso de 
recursos TIC en asignaturas de Quimica y 
Física de los primeros años de carreras de 
grado de la FaCENA, y su posterior 
evaluación en relación con los rendimientos 
académicos. 
Entendemos que es una buena ocasión para 
introducir procesos de innovación con TIC en 
el caso de clases masivas de alumnos 
ingresantes. Pero la mera introducción de TIC 
no cambiará el aprendizaje de forma 
significativa si no posee un proyecto 
intencional y deliberado de cambio, si no 
modificamos nuestras prácticas pedagógicas. 
 
Palabras Clave: Recursos TIC; enseñanza; 
aprendizaje; ciencias experimentales; 
innovación.   
CONTEXTO 
Las investigaciones se realizan en el marco 
del Proyecto PI: 17F001/14, “Innovación con 
TIC  para fortalecer la enseñanza y 
aprendizaje de las actividades prácticas de 
Química y de Física en el Ciclo Básico de 
FaCENA”.  Fue aprobado por la Secretaria 
General de Ciencia y Técnica (SGCyT) de la 
Universidad Nacional del Nordeste (UNNE), 
Resolución Nº 358/15 C.S. Período 2015-
2018. 
Se indaga sobre la aplicación de Recursos  
TIC y su efecto en el aprendizaje de  las 
Asignaturas Quimica General, 
correspondiente a primer año de carreras de 
Ingenieria (Eléctrica, en Electrónica y en 
Agrimensura); Laboratorio de Calor y 
Termodinámica de alumnos que cursan las 
carreras de Profesorado y Licenciatura en 
Física y Física Atómica para alumnos de 
Ingenieria  en la Facultad de Ciencias Exactas 




Enseñar ciencias nunca ha sido una tarea facil, 
pero parece que los retos se multiplican en 
estos tiempos de cambios acelerados, tanto en 
lo referente a los conocimientos que hay que 
enseñar o en los mejores métodos para 
hacerlo como en lo que respecta al alumnado 
a quien se dirige la enseñanza, e incluso en las 
demandas que la sociedad plantea (Jiménez 
Aleixandre,2003). 
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En Argentina, con las dos reformas educativas 
-la Ley Federal de Educación y la actual Ley 
de Educación Nacional- se ha impuesto en la 
educación secundaria el concepto de 
alfabetización científica y el enfoque ciencia 
tecnología sociedad, para la enseñanza de las 
ciencias naturales. Esta cuestión ha 
disminuido “la importancia de los contenidos 
tradicionalmente considerados como 
estrictamente disciplinares, para dar espacio 
curricular a aspectos situados más en el 
campo de la comprensión pública de la 
ciencia” (Caamaño, 2005). Tal es así que el 
joven ingresante a la universidad no está 
acostumbrado al pensamiento abstracto, al 
manejo de simbología y ecuaciones 
algebraicas con significado conceptual tanto 
en el campo de la Química como de la Física. 
Como la tecnología forma parte de la 
cotidianeidad de los individuos,  debe ser  
tenida en cuenta en los procesos formativos; 
de lo contrario el estudiante se cuestionará si 
le sirve de algo lo que está aprendiendo o si lo 
que está viviendo en las aulas tiene relación 
con su quehacer, dejándole grandes vacíos 
que involucran desatención y desmotivación 
(Cruz y Espinosa, 2012). Los estudiantes 
pueden acceder a través de internet a una 
enorme cantidad de información pero esta 
información no equivale a conocimiento, ya 
que para que esta se convierta en 
conocimiento necesita de un profesor que 
guíe al estudiante en este proceso (Cebrían, 
2003). Según Alejandro Alfonso (2004, en 
Cruz y Espinosa, 2012) no se puede 
involucrar únicamente tecnología, pues por sí 
sola no logra los objetivos esperados; sin un 
enfoque pedagógico adecuado, estas mismas 
tecnologías podrían tener un efecto negativo.  
Las posibilidades que las TIC ofrecen para la 
enseñanza y la formación en el terreno de la 
química y la física son diversas, y van desde 
facilitar la comunicación profesor-estudiante, 
hasta presentar información o desarrollar 
entornos específicos como pueden ser los 
laboratorios virtuales (Cabero, 2007).  
La química y la física son disciplinas que 
forman parte del diseño curricular de un gran 
número de carreras universitarias. Con el uso 
de las computadoras han aparecido nuevas 
formas de aprendizaje para la enseñanza de 
ambas disciplinas que posibilitan el 
acercamiento y motivación de los estudiantes 
por una tarea autodidacta para el aprendizaje 
de las ciencias. Si bien el uso del laboratorio 
en la enseñanza de la química resulta 
indispensable, coincidimos con Cabero (2007) 
quien reconoce algunas dificultades, 
especialmente, en la enseñanza presencial de 
nivel universitario inicial debido -entre otras 
causas- a: a) El número de estudiantes por 
cada grupo con clases numerosas y recursos 
edilicios y humanos insuficientes, b) Los 
recursos económicos disponibles para la 
compra de reactivos necesarios, c) la 
heterogeneidad de los estudiantes en cuanto a 
perfiles de las carreras que comparten el 
cursado. Surge así un nuevo paradigma de 
trabajo virtual que se complementa con las 
clases y la tarea de aula. Esta nueva forma de 
interacción tiene tres componentes básicos 
para la herramienta software: los laboratorios 
virtuales, los programas de modelación y los 
simuladores que apoyan los procesos de 
enseñanza y facilitan la tarea al docente 
(Cataldi, 2009). El laboratorio virtual o el 
simulador son verdaderos ambientes 
protegidos que evitan los riesgos propios de 
exposición física debido a la manipulación de 
materiales y reactivos, permitiendo que los 
estudiantes ensayen, prueben y se arriesguen a 
equivocarse sin miedos. Respecto de la Física, 
el uso del experimento, se constituye en 
herramienta esencial para la enseñanza y 
comprensión de la Física ya que proporciona 
al estudiante un pensamiento más creativo y 
confianza por la investigación científica, lo 
que le permitirá descubrir y comprobar 
determinados fenómenos o principios 
científicos. En los experimentos presenciales -
los que se llevan a cabo en el laboratorio-  el 
estudiante tiene la posibilidad de interactuar 
con los elementos de medición y estudiar el 
fenómeno mediante la interacción práctica; 
los experimentos virtuales responden a un 
tipo de prácticas que actualmente está en auge 
gracias al desarrollo de las TIC; en general 
son programas de computadora que brindan 
alternativas al docente  para mostrar y enseñar 
un fenómeno natural mediante la 
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visualización de los diferentes estados que el 
mismo puede presentar (Ubaque Brito, 2009, 
en Cruz y Espinosa, 2012). Este tipo de 
herramientas de experimentación les permiten 
a los estudiantes cambiar  las condiciones de 
un problema determinado sin poner en riesgo 
su integridad ni la de los equipos técnicos que 
intervienen. 
Disponer de una computadora conectada a 
internet es expandir las paredes del aula, 
pudiendo producir y consumir contenidos 
dentro y fuera de ella. Aparecen así nuevas 
formas de presentar contenidos: textos 
digitales, hipertextos, infografías, videos.  
El video es un recurso didáctico que combina 
imágenes y sonidos permitiendo visualizar 
procesos o procedimientos. Según Marqués 
(1999), se denomina video educativo a los 
materiales videográficos que pueden tener una 
utilidad en educación, incluyendo en este 
concepto a los  videos didácticos y cualquier 
otro tipo, que pueda resultar útil a la 
enseñanza. Dentro de la clasificación de 
videos que presenta este autor, la lección 
monoconceptual y la lección temática son 
formas de video muy útiles, dado que no 
presentan larga duración y se refieren a un 
tema específico que es presentado en forma 
sistemática y con la profundidad adecuada a 
los destinatarios. Con esta filosofía “es 
posible elaborar videos propios con fines 
didácticos, donde el  profesor dé  
explicaciones detalladas de manera corta y 
simple  de un determinado tema, presentando 
por ejemplo, la forma de resolución de 
problemas específicos” (Vera et al, 2016).  
Un video didáctico debe estar pensado para 
usarse en conjunto con otros materiales 
didácticos (Cebrian, 1994) que manejen la 
misma información.  En la postura que aquí se 
asume, el video es complemento de los textos 
recomendados, de las guías de problemas, del 
discurso en las clases presenciales, buscando 
unificar y clarificar nomenclaturas y 
procedimientos de cálculo. 
Una forma de uso de videos educativos se da 
en la flipped classroom o aula invertida 
(Bergmann, J. y Sams, A., 2012). El aula 
invertida es “un modelo pedagógico que 
transforma ciertos procesos que de forma 
habitual estaban vinculados exclusivamente 
al aula, transfiriéndolos al contexto 
extraescolar. Es decir, invierte la forma 
tradicional de entender una clase: aquellas 
actividades ligadas principalmente a la 
exposición y explicación de contenidos pasan 
a ofrecerse fuera del aula, por medio de 
herramientas tecnológicas como puede ser el 
vídeo” (García Barrera, 2013) 
Según Velásquez Huerta (2010) la 
incorporación de las TIC, como cualquier otro 
material, debe ser necesariamente evaluada y 
considerada dentro de la programación 
curricular, teniendo en consideración que el 
desarrollo de los contenidos posibilite su 
empleo en las actividades de aprendizaje. 
La utilización  de una mayor diversidad de 
recursos materiales, tecnologías y métodos de 
enseñanza (páginas web interactivas con 
contenidos didácticos, tutorías, seguimiento 
del alumno, etc.), ha permitido mejorar la 
calidad de resolver problemas y tomar 
decisiones, de aprender y trabajar en equipo, 
de aplicar conceptos en la práctica, y en 
definitiva mejorar el proceso enseñanza-
aprendizaje (Guzman  Parra, 2009). 
El grupo de Investigación implementa desde 
el año 2012, el uso del Aula Virtual Ecaths en 
asignaturas de primer año, para favorecer la 
comunicación docente – alumno y el proceso 
de enseñanza –aprendizaje. Ecaths 
(http://www.ecaths.com/home.php) - servicio 
de uso libre y gratuito- es un sistema de 
gestión online de Asignaturas cuya función 
principal es complementar la cursada 
presencial con un espacio virtual de 
interacción y construcción de conocimiento 
colectivo.  
 
LINEAS DE INVESTIGACION 
 Enseñanza y aprendizaje de la Química y 
la Física  con recursos TIC en el ciclo 
básico universitario.  
 Diseño de recursos didácticos con TIC, 
uso en las clases y evaluación del impacto 
del uso para el aprendizaje de contenidos 
de Química General. 
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 Se centra en el uso de videos explicativos  
monotemáticos, el uso de simulaciones 
para laboratorios virtuales, planillas de 
cálculo colaborativas para el tratamiento 
de datos en los laboratorios de Física. 
Diseño, elaboración y uso de 
Presentaciones Digitales en la instancia 
evaluativa de alumnos. 
Nos planteamos llevar a cabo la investigación 
teniendo como base los siguientes principios 
generales: 
• El aprendizaje debe ser activo, el 
alumno construirá su conocimiento a través 
de la colaboración, la interacción, la búsqueda 
de información y el contraste de puntos de 
vista. 
• La tecnología siempre es un medio y 
no un fin en sí misma: lo importante no es el 
desarrollo de la técnica por la técnica, sino el 
uso que vamos a hacer de ella para mejorar 
los procesos de enseñanza aprendizaje. 
• El papel del docente es el de un 
facilitador del aprendizaje, en el sentido de 
crear las condiciones oportunas, dar 
orientaciones, solucionar dudas o problemas, 
colaborando en la construcción del 
conocimiento compartido. 
La evaluación del éxito de la innovación se 
basa en diferentes parámetros: la 
regularización y aprobación de las asignaturas 
involucradas, resultados académicos 
obtenidos con metodologías activas en 
comparación con la tradicional, entrevistas y 
encuestas de valoración que miden el grado 
de conformidad o satisfacción del alumnado 
con la innovación implementada. 
 
RESULTADOS 
Se analiza el impacto en el aprendizaje de los 
estudiantes del uso de videos educativos 
diseñados como recurso didáctico de apoyo a 
las clases presenciales. El análisis se hace en 
forma particularizada para cada uno de los 
temas que son evaluados en el primer parcial: 
a) Formulación y Nomenclatura química; b) 
Ecuaciones químicas y c) Estequiometria. 
Los resultados han sido presentados en forma 
de ponencias y/o papers en los siguientes 
eventos científicos: 
Año 2015: TE y ET 2015 (FaCENA, UNNE); 
Jornadas de intercambio de experiencias: las 
TIC en la educación universitaria (UNNE); 
XVII REQ (UnCAus); X Jornadas Nacionales 
y VII Jornadas Internacionales de Enseñanza 
de la Química Universitaria, Superior, 
Secundaria y Técnica (AQA, Buenos Aires). 
Año 2016: III Congreso Argentino de 
Ingeniería – IX Congreso de Enseñanza de la 
Ingeniería (CADI, Facultad de Ingeniería, 
UNNE); SIEC 2016 (Vigo, España); Virtual 
USATIC (Zaragoza, España) 
Año 2017: Primer Congreso Latinoamericano 
de Ingeniería (CONFEDI, UNER);  Primer 
Congreso de Educación y Tecnologías del 
Mercosur. De la digitalización a la 
virtualización (Programa UNNE Virtual); XI 
Jornadas Nacionales y VIII Jornadas 
Internacionales de Enseñanza de la Química 
Universitaria, Superior, Secundaria y Técnica 
(AQA, Buenos Aires);  6º Congreso 
Internacional sobre Buenas Prácticas con TIC 
(modalidad virtual) (Universidad de Málaga, 
España). 
En 2018 se tiene previsto participar en 
congresos nacionales e internacionales. 
En forma general en los trabajos presentados 
se comprobó que los resultados de las 
evaluaciones son mejores que los obtenidos 
en instancias previas a la implementación de 
cada una de las innovaciones. 
LINEAS FUTURAS: Se continuará con la 
elaboración de videos explicativos para temas 
que tradicionalmente son difíciles de 
comprender por parte del alumnado y se 
impulsará la aplicación de metodología 
flipped classroom en aquellos contenidos 
factibles de ser aplicada. 
    
FORMACION DE RECURSOS 
HUMANOS 
El equipo esta integrado por docentes 
investigadores de los Departamentos 
Pedagógicos de Química, Física e Informática 
perfiles que aportan fortaleza para las 
investigaciones complementándose. 
Se cuenta con alumnos adscriptos que son 
iniciados en tareas inherentes a la 
Investigación Educativa. Se ha dirigido 
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RESUMEN 
En el proceso de inscripción a las carreras de 
grado de la Facultad de Ciencias Exactas y 
Naturales de la Universidad Nacional de La 
Pampa, y a lo largo del recorrido académico 
que hacen los estudiantes por la institución, se 
recolectan múltiples datos a través de los 
sistemas de gestión. Éstos constituyen una 
importante fuente de información, en tanto se 
extraiga conocimiento útil para el análisis de 
la realidad de los estudiantes y los contextos 
en los que ellos aprenden, y para el diseño de 
eventuales planes de acción. En particular, 
interesa a la comunidad institucional la 
detección temprana de estudiantes en 
situación de riesgo en términos de deserción o 
retraso en el alcance del grado.  
La línea de investigación presentada, propone 
estudiar y aplicar distintos métodos que 
ofrece la Minería de Datos, el Análisis de 
Datos Multivariados, la Teoría de Respuesta 
al Ítem y el Análisis de Supervivencia, sobre 
los datos registrados en el sistema de gestión 
de información estudiantil de la Institución 
con el propósito de caracterizar la trayectoria 
académica de los estudiantes, y detectar 
patrones compatibles con situaciones de 
dificultades en el aprendizaje, que puedan 
derivar en abandono de los estudios. 
Palabras clave: minería de datos, análisis de 
datos multivariados, teoría de respuesta al 





Durante el periodo 2014 - 2017 se realizaron 
tareas de investigación, en el ámbito de la 
Facultad de Ciencias Exactas y Naturales 
(FCEyN) de la Universidad Nacional de La 
Pampa (UNLPam), vinculadas con el estudio 
y aplicación de métodos multivariados 
discriminantes y de clasiﬁcación (algunos que 
podrían entenderse como clásicos y de una 
esencia más estadística, y otros propios de la 
minería de datos) con el propósito de 
establecer similitudes y diferencias, y analizar 
las estimaciones que se obtienen con ellos al 
aplicarlos efectivamente en el Análisis de 
Datos Multivariados (ADM). 
De las investigaciones realizadas, surge el 
campo de la educación como un terreno 
propicio para las aplicaciones de Minería de 
Datos (MD), dada la  multiplicidad de fuentes 
de datos y los diversos grupos de interés 
implicados. Asimismo, el área educativa 
ofrece la posibilidad de aplicar elementos de 
la Teoría de Respuesta al Ítem (TRI) y el 
Análisis de Supervivencia (AS) para el 
análisis de las respuestas en cuestionarios, y 
del tiempo requerido para la aprobación de 
asignaturas o la graduación, respectivamente. 
En consecuencia, se inicia en 2018 un nuevo 
Proyecto, acreditado y financiado por la 
Institución mencionada, cuyo objetivo general 
es estudiar y aplicar distintos métodos que 
ofrece la MD, el ADM, la TRI y el AS, sobre 
los datos registrados en SIU Guarani de la 
FCEyN (UNLPam) con el propósito de 
caracterizar la trayectoria académica de los 
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estudiantes, y detectar patrones compatibles 
con situaciones de dificultades en el 
aprendizaje, que puedan derivar en abandono 
de los estudios universitarios. 
 
1. INTRODUCCIÓN 
En la actualidad, la mayoría de los procesos 
(industriales, académicos, negocios, servicios, 
entre otros) cuentan con información histórica 
almacenada. El avance de la tecnología ha 
permitido generar volúmenes de datos cada 
vez más grandes y difíciles de analizar y 
comprender. Distintas áreas han tratado de 
dar soluciones a este problema. La MD, en 
combinación con el ADM, reúnen un 
conjunto de técnicas capaces de modelizar y 
resumir la información, facilitando su 
comprensión y ayudando a la toma de 
decisiones en situaciones futuras (Cabena et 
al. 1998; Hernández Orallo et al., 2004). 
El área educativa no escapa a esta realidad. 
En general, los establecimientos educativos 
disponen de información sumamente 
detallada de cada alumno proveniente de 
múltiples fuentes (e.g. bases de datos, 
aplicaciones web, entornos virtuales de 
enseñanza y aprendizaje) pero carecen de 
modelos que les permitan describir de forma 
objetiva a sus estudiantes. Caracterizar a los 
estudiantes de una institución académica 
aporta información no trivial y de utilidad 
para la toma de decisiones. 
La comunidad universitaria en su conjunto se 
plantea y propone la mejora continua de la 
calidad de los procesos educativos que se 
desarrollan en sus instituciones y de los 
servicios que ofrecen. La FCEyN (UNLPam) 
no es ajena a esta realidad. El equipo de 
gestión, cuerpo docente y agrupaciones 
estudiantiles, a través de la Comisión ad hoc 
de Ingreso y Permanencia (CIP), han 
diagnosticado altos niveles de deserción y 
desgranamiento en los primeros años de 
estudio. No obstante, los diagnósticos 
realizados carecen de la sistematización 
necesaria que permita revelar a tiempo el 
abandono de estudiantes en diferentes tramos 
de las carreras elegidas. 
En el proceso de inscripción a las carreras de 
grado de la FCEyN (UNLPam), y en el 
desarrollo de las actividades del Programa de 
Ambientación a la Vida Universitaria 
(PAVU) de la Institución, se recolectan 
múltiples datos aportados por los aspirantes a 
través de los sistemas de gestión que luego 
son enriquecidos con datos relativos a la 
historicidad académica de los estudiantes. 
Éstos constituyen una importante fuente de 
información, en la medida que se extraiga 
conocimiento para el análisis de la realidad de 
los estudiantes y los contextos en los que ellos 
aprenden, y para el diseño de eventuales 
planes de acción.  
Este tipo de estudios en el campo de la 
educación corresponde a aplicaciones de una 
rama particular de la MD conocida como 
Minería de Datos Educativos (MDE). Este 
nuevo área de investigación interdisciplinaria 
se ocupa del desarrollo de métodos para 
explorar los datos que se dan en el ámbito 
educativo, así como de la utilización de estos 
métodos para entender mejor a los estudiantes 
y los contextos en que ellos aprenden 
(Romero & Ventura, 2010). Romero et al. 
(2010) definen la MDE como el desarrollo, 
investigación y aplicación de métodos 
computacionales para detectar patrones en 
grandes conjuntos de datos educativos que, de 
otro modo, serían difíciles o imposibles de 
analizar debido a su volumen.  
Revisiones de investigaciones realizadas en 
MDE dan cuenta de los objetivos perseguidos 
y las diversas aplicaciones posibles en el área 
(Romero & Ventura, 2007, 2010; Baker & 
Yacef, 2009). Romero & Ventura (2010), en 
base a estas revisiones, elaboran una 
taxonomía de las áreas de aplicación de MDE, 
entre las que se menciona la predicción del 
desempeño de estudiantes.  
Sin embargo, el estudio del rendimiento 
académico y del abandono escolar no es de 
interés reciente, y siempre ha estado 
relacionado con factores sociales, económicos 
y psicológicos. Varios estudios han abordado 
estos temas usando distintas metodologías: 
análisis discriminante, reglas de asociación, 
modelos de regresión logística y de 
imputación múltiple, ANOVA, árboles de 
decisión, redes neuronales, redes bayesianas, 
entre otros (Streeter & Franklin, 1991; Ma et 
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al., 2000; Wayman, 2001; Pursley, 2002; 
Minaei-Bidgoli et al., 2003; Kotsiantis et al., 
2004; Pardos et al., 2006; Cortez & Silva, 
2008; Márquez Vera et al., 2012). 
Asimismo, el área educativa ofrece la 
posibilidad de aplicar elementos de la TRI y 
el AS. En particular, la TRI ofrece 
estimaciones del rasgo latente de individuos 
medidos mediante un test o cuestionario. Su 
utilidad en el campo educativo radica en 
determinar si un estudiante consigue 
responder correctamente a cada una de las 
preguntas que componen el cuestionario y en 
atender al puntaje bruto obtenido en la prueba 
(Bartholomew & Knot, 1980; Bartholomew et 
al., 2008; Burga León, 2005; Debera & 
Nalbarte, 2006; Hidalgo Flores, 2007; Pardo 
Adames, 2001). El AS, por su parte, aporta 
técnicas que permiten extraer conclusiones 
del tiempo requerido para la aprobación de 
espacios curriculares o la graduación, así 
como su relación con predictores 
sociodemográficos y de aptitud académica, 
entre otros (Rojas Torres & Alfaro Rojas, 
2014; Gallardo Allen et al., 2016). 
En suma, la MDE mediante técnicas de MD, 
ADM, TRI, y AS es un área de investigación 
relativamente reciente y de crecimiento 
notable. La línea de investigación que aquí se 
describe pretende realizar un aporte desde el 
área sobre la realidad y contexto de la FCEyN 
(UNLPam), proporcionando modelos que 
permitan caracterizar la trayectoria académica 
de los estudiantes, y detectar patrones 
compatibles con situaciones de dificultades en 
el aprendizaje y abandono. Estos modelos 
podrían ser de utilidad para implementar 
políticas de retención adecuadas. 
 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
Como se mencionó anteriormente, la línea de 
investigación aquí presentada se desprende de 
un Proyecto anterior que permitió investigar 
técnicas de discriminación y clasificación 
multivariadas, con el propósito de establecer 
similitudes o diferencias, y analizar la 
eficiencia de las mismas al aplicarlas en el 
análisis de datos multivariados. 
Habiendo identificado el campo de la 
educación como un terreno propicio para las 
aplicaciones de muchas de las técnicas 
estudiadas, en esta nueva línea se pretende 
estudiar y aplicar distintos métodos que 
ofrecen la MD y el ADM, la TRI y el AS, 
sobre los datos registrados en el sistema de 
gestión de información estudiantil (SIU 
Guarani) de la FCEyN (UNLPam) con el 
propósito de caracterizar la trayectoria 
académica de los estudiantes, y detectar 
patrones compatibles con situaciones de 
dificultades en el aprendizaje, que puedan 
derivar en abandono de los estudios 
universitarios. Los resultados obtenidos serán 
evaluados y comparados de manera que los 
mejores modelos resultantes podrían ser de 
utilidad en la identificación temprana de 
estudiantes en riesgo, y el establecimiento de 
una política de apoyo académico adecuada 
para atender la situación y, eventualmente, 




Debido a que la presente línea de 
investigación recién se inicia, no se cuenta a 
la fecha con resultados propios. 
Hasta el momento se ha realizado una 
revisión sistemática de bibliografía referida a 
experiencias que utilicen la MDE para 
identificar modelos que describen la 
trayectoria académica de estudiantes y 
patrones de deserción o abandono, poniendo 
especial atención a las técnicas utilizadas 
vinculadas con el ADM, la MD, la TRI, y el 
AS. En particular, interesan aquellas 
experiencias en el ámbito de la Educación 
Superior de la República Argentina. 
Habiendo identificado las técnicas empleadas 
en los estudios empíricos revisados, y 
considerando otras que pudieran resultar de 
utilidad, se espera comenzar con su aplicación 
sobre los datos provenientes de SIU Guarani 
de la FCEyN (UNLPam), previo desarrollo de 
técnicas de preprocesamiento (limpieza, 
transformación, selección de variables, y la 
transformación o combinación de éstas) que 
permitan obtener una vista minable de los 
datos recopilados. 
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Aplicadas las técnicas seleccionadas, se 
evaluarán y compararán los patrones y 
modelos resultantes a partir de un análisis e 
interpretación del conocimiento obtenido. 
Esto permitirá seleccionar los modelos más 
expresivos, para finalmente elaborar 
conclusiones pertinentes y comunicar los 
resultados alcanzados. 
Se espera así, en un plazo no superior a los 
cinco años, contribuir a la identificación 
temprana de estudiantes en riesgo, y el 
establecimiento de estrategias académicas 
adecuadas para atender la situación y, 
eventualmente, disminuir los índices de 
fracaso y abandono. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
En la línea de investigación presentada, bajo 
la dirección de la Dra. Martín, y la co-
dirección de la Lic. Dieser, trabajan cuatro 
docentes/auxiliares investigadoras (tres 
perteneciente a la FCEyN (UNLPam) y una 
de la Universidad Nacional de Tierra del 
Fuego, Antártida e Islas del Atlántico Sur), 
todas con formación de base matemática. Una 
de ellas ha finalizado el cursado de la 
Maestría en Tecnología Informática Aplicada 
en Educación de la Facultad de Informática de 
la Universidad Nacional de La Plata y se 
encuentran en proceso de elaboración del 
proyecto de tesis. Las restantes han 
comenzado sus estudios de Doctorado en 
Estadística en la Universidad Nacional de 
Rosario, y una de ellas proyecta realizar su 
trabajo de Tesis Doctoral en AS, línea que, 
como ya se manifestara, se plantea aplicar 
para el estudio de la permanencia de los 
estudiantes universitarios.  
El equipo de trabajo cuenta también con la 
participación de una Becaria, auxiliar docente 
en la FCEyN (UNLPam) quien lleva adelante 
su proyecto de tesis, bajo la dirección de la 
Dra. Martín, “La Teoría de Respuesta al Ítem 
aplicada a prueba diagnóstico de ingreso 
universitario”, a fin de obtener el grado de 
master en la Maestría en Estadística Aplicada 
de la Universidad Nacional de Córdoba. 
Finalmente, como asistente de investigación, 
se incorpora una estudiante de Licenciatura en 
Matemática que ha orientado su formación 
específica en temas de estadística aplicada. Se 
espera que pueda aplicar aquí los aprendizajes 
apropiados, adquirir nuevos conocimientos, y 
eventualmente, iniciar estudios de postgrado 
en temas vinculados con los de este Proyecto.  
 
5. BIBLIOGRAFÍA 
Baker, R. S. J. D. & Yacef, K. (2009). The 
State of Educational Data Mining in 2009: A 
Review and Future Visions. Journal of 
Educational Data Mining, 1(1):3–16. 
Bartholomew, D.J. & Knott, M. (1980). 
Latent Variables Modelos and Factor 
Analysis. Kendall´s Library of Statistics, 1° 
Edition. 
Bartholomew D.J.; Steele, F., Moustaki, I. & 
Galbraith, J.I. (2008). Analysis of 
multivariate social science data. 2° Edition. 
Boca Ratón, EEUU: Taylor & Francis Group. 
Burga León A. (2005). Evaluación del 
rendimiento académico. Introducción a la 
Teoría de Respuesta al Ítem. Ministerio de 
Educación, Lima. Perú. 
Cabena, P., Hadjinian, P., Stadler, R., 
Verhees, J., & Zanasi, A. (1998). Discovering 
data mining: from concept to implementation. 
New Jersey: Prentice Hall. 
Cortez, P. & Silva, A. (2008). Using data 
mining to predict secondary school student 
performance. En Brito, A. and Teixeira, J. 
(Eds.), Proceedings of 5th Future Business 
Technology Conference, pp. 5–12, Porto, 
Portugal. EUROSIS. 
Debera, L. & Nalbarte, L. (2006). Pruebas 
diagnósticas: una aplicación a la teoría de 
respuesta al ítem, aproximación clásica y 
bayesiana. Instituto de Estadística. F.C.E. y 
Administración, Universidad de la República. 
Gallardo Allen, E, Molina Delgado, M. & 
Cordero Cantillo, R. (2016). Aplicación del 
Análisis de Sobrevivencia al Estudio del 
Tiempo Requerido para Graduarse en 
Educación Superior: El Caso de la 
XX Workshop de Investigadores en Ciencias de la Computacio´n 1225
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
Universidad de Costa Rica. Páginas de 
Educación, 9(1):61–87. 
Hernández Orallo, J., Ramírez Quintana, M. 
J., & Ferri Ramírez, C. (2004). Introducción a 
la Minería de Datos. Madrid: Pearson 
Prentice Hall. 
Hidalgo Flores, R. (2007). Teoría de 
respuesta al ítem: una aplicación educativa. 
Facultad de Ingeniería, Universidad 
Autónoma de Querétaro, México. 
Kotsiantis, S., Pierrakeas, C., & Pintelas, P. 
(2004). Predicting student’s performance in 
distance learning using machine learning 
techniques. Applied Artificial Intelligence, 
18(5):411–426. 
Ma, Y., Liu, B., Wong, C. K., Yu, P. S., & 
Lee, S. M. (2000). Targeting the right 
students using data mining. En Proceedings 
of 6th ACM SIGKDD International 
Conference on Knowledge Discovery and 
Data Mining, pp. 457–464, Boston, USA. 
Márquez Vera, C., Romero Morales, C., & 
Ventura Soto, S. (2012). Predicción del 
Fracaso Escolar Mediante Técnicas de 
Minería de Datos. IEEE-RITA, 7(3):109–117. 
Minaei-Bidgoli, B., Kashy, D. A., 
Kortemeyer, G., & Punch, W. F. (2003). 
Predicting student performance: an 
application of data mining methods with an 
educational web-based system. En 
Proceedings of 33rd Annual Frontiers in 
Education, FIE 2003, pp. 13–18, Colorado, 
USA. 
Pardo Adames, C. (2001). El modelo de 
Rasch: Una alternativa para la evaluación 
educativa en Colombia. Facultad de 
Psicología. Universidad Católica de 
Colombia. 
Pardos, Z. A., Heffernan, N. T., Anderson, B., 
and Heffernan, C. L. (2006). Using fine-
grained skill models to fit student 
performance with bayesian networks. En 
Proceedings of the Workshop in Educational 
Data Mining held at the 8th International 
Conference on Intelligent Tutoring Systems, 
Taiwan. 
Pursley, M. (2002). Changes in Personal 
Characteristics of Mexican-American High 
School Graduates and Dropouts During the 
Transition from Junior High to High School. 
Texas Tech University. 
Rojas Torres, L. & Alfaro Rojas, L. (2014). 
Análisis de sobrevivencia para la estimación 
del tiempo adicional como adecuación para la 
aplicación de una prueba estandarizada. PEL: 
Pensamiento Educativo. Revista de 
Investigación Educacional Latinoamericana. 
51(1), 135-155. 
Romero, C. & Ventura, S. (2007). 
Educational data mining: A survey from 1995 
to 2005. Expert Syst. Appl., 33(1):135–146. 
Romero, C. & Ventura, S. (2010). 
Educational data mining: A review of the 
state of the art. IEEE Transactions on 
Systems, Man, and Cybernetics, Part C: 
Applications and Reviews, 40(6):601–618. 
Romero, C., Ventura, S., Pechenizky, M., & 
Baker, R. (2010). Handbook of Educational 
Data Mining. Chapman and Hall CRC Press, 
Taylor & Francis Group, Boca Raton. 
Streeter, C. L. & Franklin, C. (1991). 
Psychological and family differences between 
middle class and low income dropouts: A 
discriminant analysis. The High School 
Journal, 74(4):211–219. 
Wayman, J. C. (2001). Factors influencing 
GED and diploma attainment of high school 
dropouts. Education Policy Analysis Archives, 
9(4):1–19. 
XX Workshop de Investigadores en Ciencias de la Computacio´n 1226
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
Desarrollo de una Plataforma de Capacitación a Distancia Utilizable y 
Abierta para Personas con Discapacidad Visual 
  
Guillermo Javier Lafuente1, Carlos Ballesteros2, José Luis Filippi3 
 
 
GIAU4 – Facultad de Ingeniería – UNLPam. 
Calle 110 esq. 9 nº 390 
{lafuente1, balleste2, filippij3}@ing.unlpam.edu.ar 




Este proyecto de “Inclusión en la web, 
como diseño Universal para personas con 
discapacidad visual” liderado por un 
equipo interdisciplinario de la Facultad de 
Ingeniería de la Universidad Nacional de 
La Pampa buscan implementar una 
plataforma de educación a distancia 
accesible y utilizable que permita brindar 
cursos de capacitación inclusiva a 
personas no videntes o con disminución 
visual y a todas aquellas personas que 
deseen utilizarla como herramienta de 
aprendizaje. Los mismos serán dictados 
por la Fundación BienEstar1, la  cual se 
especializa en el trabajo con personas con 
discapacidad. 
Para contribuir a la resolución del 
proyecto se implementará un EAD 
(Entorno de Educación a Distancia) que 
contemple las características de 
Accesibilidad explicitadas en el (Artíc. 9° 
de la Convención Internacional de los 
Derechos de las Personas con 
Discapacidad Ley (26.378) y que sirva 
como plataforma de capacitación en línea. 
Además, se elaborará un Recurso 
Educativo Abierto y Accesible (REAA), 
                                                            
1 Fundación BienEstar, Realicó, La Pampa 
http://www.fundacionparaelbienestar.org/ 
como elemento capacitador en alguna 
disciplina que sea de interés para la 
fundación BienEstar. 
 
Palabras clave: Inclusión Social, 
Accesibilidad, Educación a Distancia, 
Discapacidad Visual. 
Contexto 
Este proyecto se lleva a cabo en el marco 
de las líneas de I+D desarrolladas por el 
grupo GIAU (Grupo de Investigación de 
Ambientes Ubicuos) de la Facultad de 
Ingeniería de la UNLPam. 
Introducción 
Este proyecto trata el diseño e 
implementación de una plataforma de 
capacitación a distancia utilizable y 
abierta para personas con discapacidad 
visual. El concepto de diseño universal 
utilizado en varios campos y acuñado por 
Ronald Mace [1], [2], se refiere a la idea 
de diseñar productos que sean estéticos y 
usables para cualquier persona 
independientemente de su edad, habilidad 
y estado. Los términos más comunes 
utilizados para referirse a diseño universal 
son: simple, intuitivo, flexible, equitativo, 
perceptible y tolerable al error. El termino 
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diseño universal está muy relacionado a 
otros términos como accesibilidad o 
usabilidad [3].  
Con la aparición de las nuevas 
tecnologías, el termino accesibilidad se ha 
extendido a accesibilidad a las 
computadoras y la mayoría de los 
sistemas operativos incluyen innovadoras 
soluciones para personas con 
discapacidad. Además, con el crecimiento 
de internet, hay una sección específica 
dentro de la accesibilidad a computadoras 
que trata la accesibilidad en la Web. 
Algunos autores [4] [5] han escrito acerca 
de este tópico, describiendo tecnologías 
que asisten la navegación web: 
reconocimiento de voz, magnificación de 
pantalla y lectores de pantalla. En 1999 la 
Web Accessibility Initiative (WAI) 
publicó las guías para contenido web 
accesible WCAG [6], [7], para mejorar la 
accesibilidad de la web para personas con 
discapacidad [8]. 
Situación actual del problema 
Con la aparición de los dispositivos 
móviles, la interacción humano - 
computadora ha cambiado 
significativamente, apareciendo nuevas 
técnicas para evaluación de usabilidad 
[9], [10]. Ha ocurrido un cambio radical 
en el desarrollo de pantallas táctiles 
basadas en dispositivos móviles. En poco 
tiempo la interacción basada en gestos se 
ha convertido en estándar en muchos 
dispositivos móviles. Las pantallas 
táctiles proveen una gran flexibilidad y 
acceso directo a controles e información, 
aunque por otro lado lo hacen menos 
accesibles para usuarios ciegos o con 
impedimentos visuales. 
Dado que la mayoría de las aplicaciones 
están diseñadas para usuario con visión, 
las características de accesibilidad no 
siempre son adecuadas para obtener 
resultados aceptables. Una aplicación 
diseñada para usuarios videntes, con una 
capa extra que incluya características de 
accesibilidad no ha mostrado ser una 
opción utilizable. El usuario con 
discapacidad visual puede utilizar esta 
aplicación, pero la interfaz de usuario no 
ha sido concebida para ciegos, lo que 
concluye que una buena experiencia de 
usuario para el caso de ciegos, no está 
para nada asegurada. De acuerdo a esta 
premisa, se necesitan aplicaciones 
específicas para usuarios con baja visión 
y ciegos para obtener la mejor experiencia 
de usuario posible, un desarrollo centrado 
en el usuario (DCU) ciego o disminuido 
visual. 
Fundamentación 
Existen diversas barreras a las cuales se 
enfrentan las personas con discapacidad 
visual, no sólo físicas, sino también de 
acceso a la información, quedando 
muchas veces excluidas del sistema 
socioeducativo. Tal como plantea Piñeros 
[11], la desventaja radica, entonces, no en 
la discapacidad en sí, sino en el ámbito 
social, que no logra integrar a la persona 
discapacitada. 
 Los usuarios con discapacidad visual 
“tienen las mismas necesidades de 
información que el resto de los 
ciudadanos”. Estas personas deben recibir 
información accesible, que les permita 
tomar decisiones y realizar una vida 
independiente” [11]. 
La Facultad de Ingeniería de la UNLPam, 
busca dar respuesta a la necesidad que en 
la actualidad presenta la “Fundación para 
el BienEstar” brindando tecnologías 
como ámbitos de acceso, difusión de la 
información y servicios a la comunidad. 
Se intenta sentar las bases de inclusión 
digital en una sociedad, que desafíe las 
diferencias, que profundice los vínculos y 
que permita alcanzar mayor igualdad 
social y educativa para personas con 
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discapacidad a través de un diseño para 
todos con las configuraciones de apoyo 
tecnológico que deban adoptarse. 
Atento a esto, es que se diseña una 
plataforma de educación a distancia para 
capacitación a personas con disminución 
visual, no videntes y demás beneficiarios 
que quieran hacer uso de la misma, 
empleando para ello, diferentes 
mediadores didácticos que orienten a la 
utilización del mismo. 
En la primera conferencia de E-learning 
hacia la inclusión social se declararon los 
siguientes términos: “El e-learning no ha 
de limitarse a ser cursos en línea para 
universidades y grandes compañías. No 
ha de estar centrado exclusivamente en 
cómo aumentar los beneficios. Cuando se 
desarrollen módulos de e-learning, se 
deberá estar seguro de que todos los 
grupos sociales tienen acceso a las 
técnicas, y darle a todo el mundo los 
medios para usar las TIC en su 
desarrollo profesional y personal, y así 
poder aprender en la sociedad de la 
información” [12]. A través de esta línea 
de trabajo, los investigadores entienden 
que deben provocar un impacto social 
positivo, que tenga mayor conciencia 
social inclusiva; utilizando buenas 
prácticas que respeten la diversidad en un 
marco de igualdad. 
Metodología de Trabajo 
Desde el punto de vista del desarrollo, el 
proyecto será afrontado bajo el método 
OpenUP/Basic [13], un proceso unificado 
que incorpora técnicas ágiles ya probadas 
en la industria de software y constituye un 
proceso estructurado, robusto, eficiente y 
liviano que se adapta a los requerimientos 
de este proyecto. 
Desde el punto de vista de la 
accesibilidad sobre los artefactos a 
implementar, se utilizarán dos estrategias 
para realizar la validación y verificación 
de la accesibilidad teniendo en cuenta 
principalmente dos tipos de usuario, el no 
vidente y el disminuido visual. Se espera 
implementar dos estrategias de 
evaluación automatizada para verificar la 
accesibilidad como así también una 
estrategia de evaluación centrada en el 
usuario. 
 
a) Estrategia de evaluación 
automatizada de la accesibilidad 
Cada artefacto de software que se 
desarrolle será evaluado para la 
accesibilidad usando un conjunto de 
herramientas automatizadas [14], [15], 
[16]. La aplicación de las mismas, 
generará una completa información la 
cual brindará ayuda para lograr un mayor 
grado de accesibilidad sobre los 
productos analizados. Estas herramientas 
examinarán la accesibilidad bajo las 
directrices de accesibilidad web, como las 
WCAG, e informarán sobre las barreras 
conocidas y probables o potenciales (en 
forma de un informe independiente y / o 
anotaciones del producto evaluado).   
Para el caso de los Recursos Educativos 
Abiertos Accesibles (REAAs), y que 
dispongan de componentes como 
presentaciones en powerpoint, se utilizará 
la característica de evaluación de 
accesibilidad incorporada de PowerPoint 
para examinar las diapositivas de 
PowerPoint de cada REAA en busca de 
posibles barreras de accesibilidad. 
También se trabajará con lectores de 
pantalla para detectar problemas de 
interpretación de texto en la lectura de 
documentos de distinta fuente o formato. 
Los datos obtenidos de las herramientas 
[14], [15], [16] serán agrupados y 
tabulados para preparar una lista única de 
problemas de accesibilidad potenciales 
para cada sección de los artefactos de 
software. Los datos obtenidos de la 
herramienta de evaluación de 
accesibilidad de PowerPoint y los 
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resultados de los lectores de pantalla, 
serán agrupados y tabulados para preparar 
una lista única de posibles problemas de 
accesibilidad para cada unidad de 
información contenida en los REAAs. 
 
b) Estrategia de evaluación de 
accesibilidad centrada en el 
estudiante/usuario 
Se seleccionará un grupo definido de 
estudiantes. El conjunto de estudiantes 
deberá estar integrado, la mitad por 
estudiantes sin problemas y la otra mitad 
con estudiantes no videntes y disminuidos 
visuales. Los expertos de la Fundación 
para el Bienestar colaboraran en esta tarea 
de selección. Se dispondrá de laboratorio 
de pruebas y software para que los 
participantes completen algunas 
actividades de un REAA. El laboratorio 
consistirá de una estación de trabajo en un 
aula universitaria de acuerdo con un 
formato tradicional de laboratorio de 
pruebas de usabilidad como los 
propuestos por Nielsen  [17] y Rubin y 
Chisnell [18]. La estación de trabajo 
estará constituida por un escritorio con 
una PC, Internet por cable, Mouse y 
micrófono externo. Una cámara de video 
en un trípode estará disponible delante de 
la estación para capturar las expresiones 
faciales del estudiante y las interacciones 
con la PC, y el aula será visible desde una 
ventana vidriada para realizar una 
observación adyacente. Cada estudiante 
deberá completar la actividad en una 
sesión moderada (en presencia de un 
investigador y una cámara de video). 
Luego realizará una actividad en una 
sesión no modificada (trabajando solo en 
el aula con la cámara de video apagada). 
Durante las sesiones moderadas, el 
investigador deberá indicar al estudiante 
que piense en voz alta si es necesario 
siguiendo una forma de comunicación del 
habla del protocolo de pensar en voz alta 
y lo registrará [19].  
Para relevar estas pruebas de laboratorio 
se utilizarán herramientas para captura de 
escenas como OpenVULab o Screencast-
O-Matic2, las cuales permiten crear 
screencasts de las actividades en pantalla 
realizada por los estudiantes mientras 
completan las consignas propuestas. Los 
screencasts serán sincronizados con las 
verbalizaciones de pensamiento en voz 
alta realizada por los participantes con el 
fin de registrar todos los detalles de la 
interacción con los softwares y 
contenidos desarrollados. Toda la 
actividad de laboratorio será documentada 
por los investigadores participantes del 
proyecto junto con personal idóneo 
propuesto por la Fundación para el 
BienEstar.  
Líneas de Investigación, 
Desarrollo e Innovación 
A continuación, se detallan 
sintéticamente las líneas de investigación 
en las cuales se avanzará para llevar a 
cabo el objetivo del proyecto. 
 Entornos de Educación a 
Distancia, REAA. 
 Usabilidad, Diseño para 
usabilidad, DCU, UX.  
 Evaluación de usabilidad para 
ciegos con entornos existentes.  
 Métodos, técnicas y herramientas 
disponibles para cada etapa del 
proceso DCU.  
Resultados y Objetivos 
Desarrollar una plataforma de 
educación a distancia abierta, accesible y 
utilizable, y un REAA a través de un 
diseño centrado en usuarios con 
discapacidad visual, que esté diseñada y 
                                                            
2 OpenVULab (http://openvulab.org) Screencast-
O-Matic (https://screencast-o-matic.com/ ) 
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probada por usuarios con discapacidad 
visual, involucrados en el proceso de 
desarrollo. 
Formación de Recursos Humanos 
Actualmente, el proyecto cuenta con la 
siguiente conformación de grupo de 
trabajo: un Director de Proyecto, un co-
director y tres Investigadores, un 
estudiante becario Tesista y 4 estudiantes 
(3 de carreras relacionadas a informática 
en el ámbito de la Facultad de Ingeniería 
de la UNLPam., y una estudiante de la 
carrera Licenciatura en Ciencias de la 
Educación de la Facultad de Ciencias 
Humanas de la UNLpam). La 
conformación del grupo docentes 
afectado al proyecto ha sido seleccionado 
siguiendo un criterio interdisciplinar, 
teniendo en cuenta a docentes 
especialistas en Educación Virtual, 
Tecnología y Educación Especial entre 
otras, los cuales pertenecen a la Facultad 
de Ingeniería y a la Facultad de Ciencias 
Humanas de la UNLPam.  Se ha 
incorporado una estudiante de la Facultad 
de Ciencias Humanas de la UNLPam, 
quien es disminuida visual, y será uno de 
los actores de mayor relevancia para 
alcanzar los objetivos del proyecto. Un 
becario tesista de la Carrera Ingeniería en 
Sistemas, participa con el desarrollo de 
tesis denominado: “Investigación y 
Desarrollo de Framework para la 
generación de contenido Web Accesible”.  
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En este trabajo se introducen conceptos de los 
campos en los que incursiona esta 
investigación, como son: la problemática en la 
elaboración de Proyectos de tesis en 
posgrados de Ingeniería y los Sistemas 
Tutores Inteligentes (STI). Se describen los 
aspectos esenciales que se deben considerar 
en el modelado de un sistema tutor 
inteligente, más como una herramienta 
complementaria de la enseñanza y del 
aprendizaje para apoyo de los docentes 
tutores, modelando el conocimiento de 
Expertos y Tutores, con la finalidad de 
aumentar la calidad del aprendizaje.  
 
Palabras clave: sistemas tutores inteligentes, 
metodología de la investigación, Modelo del 




El proyecto “Modelado y Diseño de un 
Sistema Tutorial Inteligente, orientado a la 
Enseñanza de la Formulación de Proyectos de 
Investigación en Posgrados de Ingeniería” [1] 
se desarrolla para la finalización del 
Doctorado en Ingeniería de la FCEIA – UNR 
y el marco de la beca de Investigación de la 
SGCyT – UNNE y como integrante de los 
Proyecto de I+D: “Sistemas de Información y 
TIC: métodos y herramientas” [12] y “TI en 
los Sistemas de Información y TIC: modelos, 
métodos y herramientas” [13] acreditados por 
la Secretaria General de Ciencia y Técnica 
(Universidad Nacional del Nordeste). 
1. INTRODUCCIÓN 
En la literatura se localizan una variedad de 
estudios que alertan sobre el escaso desarrollo 
e interiorización de actitudes y habilidades 
para la investigación científica en la 
formación universitaria [2] [3] [4] [5]. 
Según Carlino [4] la formación en 
investigación es un proceso largo y continuo; 
investigar requiere de formación en la 
práctica. Elaborar una tesis de posgrado es 
usualmente el camino para iniciarse en la 
cultura de la investigación, cuyas prácticas y 
valores centrales suelen aguardar a los tesistas 
de forma implícita 
En Marchisio [7] se menciona que los 
resultados que emergen del análisis de la 
experiencia de dictado y de apoyo tutorial en 
asignaturas como Metodología de la 
Investigación en doctorados y maestrías, y de 
Talleres de Tesis en carreras de maestría en la 
Facultad de Ciencias Exactas, Ingeniería y 
Agrimensura de la Universidad Nacional de 
Rosario (FCEIA – UNR) revelan que, al 
momento de elaborar su proyecto, los 
estudiantes manifiestan diversas dificultades.  
La mediación tecnológica en esta instancia de 
formación facilita, además, del intercambio de 
experiencias, el sostenimiento de las cercanías 
del tesista con la institución y los directores, y 
el debate interdisciplinario sobre proyectos 
entre pares. 
XX Workshop de Investigadores en Ciencias de la Computacio´n 1232
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
En este contexto, el DOCENTE / TUTOR, 
es responsable de proporcionar el “contenido 
de aprendizaje”, actuando en calidad de 
experto en el dominio del campo de 
conocimiento metodológico, aportando 
conceptos, pero además acompaña y apoya 
promoviendo la emergencia y desarrollo de 
los procesos cognitivos complejos requeridos 
para alcanzar la resolución del problema con 
diversas estrategias. 
 
Por otro lado, según diversas definiciones, un 
Sistema Tutor Inteligente (STI) “es un 
sistema de software que utiliza técnicas de IA 
para representar el conocimiento e interactúa 
con los estudiantes para enseñárselo” [8], [9], 
[11], [10]. 
Estos STI han evolucionado desde sus inicios 
y son un ejemplo de sistemas educativos 
adaptables. La adaptabilidad es una 
importante característica de estos sistemas, 
pues en lugar de presentar información 
estática, el conocimiento es presentado de 
manera personalizada y dinámica al 
estudiante de acuerdo a su propio 
comportamiento. De esta forma, cada 
estudiante recibe retroalimentación de 
acuerdo a su interacción con el sistema. Estos 
sistemas pueden trabajar con reglas que 
permiten encontrar habilidades dominadas por 
los estudiantes y reforzar aquellas en donde se 
detectan carencias en su comprensión. 
 
Básicamente un STI consta de los siguientes 
componentes: un módulo del dominio del 
conocimiento: la base de conocimiento del 
tutor, esto es, todos los conceptos y relaciones  
necesarias en el proceso de enseñanza-
aprendizaje, un módulo del estudiante (que 
es capaz de definir el conocimiento del 
estudiante en cada punto durante la sesión de 
trabajo, un módulo del tutor: que genera las 
interacciones de aprendizaje basadas en las 
discrepancias entre el especialista y el 
estudiante y finalmente la interface con el 
usuario: que permite la interacción del 
estudiante con un STI de una manera eficiente 
(conocimiento sobre cómo presentar los 
contenidos).  
 
El proyecto de tesis para el “modelado y 
diseño de un sistema tutor inteligente, 
orientado a la enseñanza de la formulación de 
proyectos de investigación en posgrados de 
Ingeniería”, tiene como propósito elaborar un 
modelo conceptual y diseñar un Sistema 
Tutorial Inteligente adaptativo como 
arquitectura de apoyo a docentes y estudiantes 
de posgrado que cursando las asignaturas del 
área de fundamentos metodológicos de la 
investigación en posgrados de Ingeniería se 
enfrentan a la tarea o problema de formular un 
proyecto de investigación relevante. Esto a 
modo de brindar al estudiante material 
pedagógico sobre el tema a enseñar, para una 
mejor comprensión del saber investigar en el 
ámbito de la ingeniería, a partir del desarrollo 
de ese saber escribir, monitorizándolo, 
teniendo en cuenta el modelo del estudiante 
desde sus características personales que 
condicionarán el aprendizaje, así como las de 
su comportamiento y evolución. Además, 
deberá utilizar las estrategias pedagógicas 
más adecuadas para el logro de los objetivos 
propuestos. 
Para ello deberá reconocerse, la habilidad 
cognitiva y preferencias de aprendizaje del 
estudiante según sus estilos de aprendizaje, y 
se deberá personalizar el ambiente de 
aprendizaje y su correspondiente seguimiento, 
con lo que se favorecerá el desarrollo de la 
autonomía en el proceso de aprendizaje de la 
formulación de proyectos de investigación en 
ingeniería. 
 
En este trabajo, el diseño e implementación 
del STI modela el conocimiento de los 
profesores. Es decir, se centra en el 
DOCENTE TUTOR, en el análisis de cómo 
se ha adquirido y diseñado las capacidades y 
conocimiento pedagógico, las ideas que debe 
aportar cada profesor para capacitar al 
estudiante en su proceso de aprendizaje o de 
formación de conocimientos al momento de 
realizar proyectos de investigación, y como 
asegurar que sean asimilados de una manera 
eficaz, eficiente, fiable y adecuada 
Por lo expuesto, el STI que surge de esta 
propuesta, conjuntamente con los cursos de 
Metodología de Investigación y Talleres de 
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Tesis en la modalidad a distancia mediados 
por un entorno virtual y proporcionados por la 
Facultad deberán facilitar y apoyar al 
estudiante, es decir al tesista, para que en 
compañía de su director y apoyado por su 
tutor formule su proyecto. 
 
2. LÍNEAS DE INVESTIGACIÓN, 
DESARROLLO E INNOVACIÓN 
Los aspectos importantes en los que se enfoca 
este proyecto de tesis son:  
 Identificación, análisis y selección de 
modelos pedagógicos, considerando 
competencias y tipos de competencias 
tanto de docentes tutores como de 
alumnos de posgrado 
 Análisis de STI disponibles en la web o 
descritos en las publicaciones. 
 Identificación y selección de Tecnología 
Informática aplicada en Educación. 
 Identificación y selección de Tecnología 
de la Inteligencia Artificial aplicada en 
Educación. 
 Identificación, análisis y selección de 
modelos pedagógicos adaptables al 
entorno virtual.  
 Diseño y modelo de un STI para integrar 
los aspectos teóricos y metodológicos 
contemplados en el proyecto. 
 
3. RESULTADOS Y OBJETIVOS  
Los STI permiten la emulación de un tutor 
humano para determinar qué enseñar, cómo 
enseñar y a quién enseñar a través de un 
módulo del dominio. Como resultados 
preliminares del proyecto se mencionan: 
 Se relevan, clasifican y analizan 
diversos STI identificados en la web o 
en publicaciones. 
 Se determinan y analizan modelos 
pedagógicos implementables en 
entornos virtuales, algunos de ellos se 
orientan al tutor y otros a los alumnos 
 Se identifican y estudian los métodos 
de la Inteligencia Artificial que 
intentan simular a los especialistas  
 Se diseñan y aplican encuestas para 
clasificar la población de alumnos de 
posgrados en Ingeniería de acuerdo a 
un perfil en relación con la 
información recabada (conocimientos, 
habilidades, capacidades y actitudes) 
mediante encuestas a los cursantes de 
carreras de Maestría y Doctorado 
 Se diseñan y realizan entrevistas a 
docentes y tutores a modo de 
determinar aquellas competencias 
conceptuales, metodológicas y 
humanas, procedimientos y actitudes a 
considerar para tutorizar a un alumno 
de tesis de posgrado.   
 Se indaga en los principios del diseño, 
implementación y evaluación de 
sistemas computacionales interactivos 
para crear interfaces fáciles de 
comprender por los destinatarios y así 
asegurar su utilización. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
En el marco de este proyecto se desarrolla un 
Doctorado en Ingeniería, en la FCEIA – UNR 
El conocimiento adquirido y consolidado a 
través de la propuesta se podrá transferir a los 
ámbitos académicos como soporte a los 
procesos de seguimiento. Además, se espera 
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El objetivo de este proyecto es el       
desarrollo de una máquina virtual para      
Arduino que ejecute un set de      
instrucciones definido especialmente para    
facilitar la enseñanza de robótica en las       
escuelas. 
 
Palabras clave: Physical Etoys, 
Arduino, máquina virtual, lenguaje de 
programación, robótica educativa 
 
Contexto 
El presente proyecto será radicado en      
el Centro de Altos Estudios en      
Tecnología Informática (CAETI),   
dependiente de la Facultad de Tecnología      
Informática de la Universidad Abierta     
Interamericana. El mismo se encuentra     
inserto en la línea de investigación      
“Sociedad del conocimiento y    
Tecnologías aplicadas a la Educación”. El      
financiamiento está dado por la misma      
Universidad Abierta Interamericana 
Introducción 
En los últimos años, la aparición de       
kits de robótica orientados a usuarios no       
expertos fomentó el desarrollo de un      
conjunto significativo de proyectos    
educativos usando robots en diferentes     
niveles de educación, desde jardín de      
infantes hasta educación de grado. La      
plataforma de hardware Arduino, siendo     
abierta y de bajo costo, se ha       
popularizado muy rápidamente a nivel     
mundial para proyectos de este estilo. 
 
Arduino provee un entorno de     
desarrollo simplificado (basado en el     
lenguaje de programación C++) en el que       
muchos conceptos avanzados de    
programación de microcontroladores   
están “escondidos” al usuario. Sin     
embargo, este entorno es todavía     
demasiado complejo para algunos de los      
usuarios menos experimentados, sobre    
todo los niños más pequeños. Esto limita       
la complejidad de los problemas que estos       
usuarios pueden atacar. 
 
Por estas razones, y aprovechando el      
carácter abierto de Arduino, han surgido      
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múltiples intentos de proveer un entorno      
de programación más adecuado para     
principiantes. Uno de estos intentos es      
Physical Etoys, un ambiente de     
programación visual para chicos diseñado     
para proveer mecanismos de    
comunicación con distintas plataformas    
de hardware, incluyendo Arduino.    
Usando Physical Etoys, un alumno puede      
programar robots de manera    
completamente gráfica, simplemente   
arrastrando y soltando instrucciones en la      
pantalla. 
 
Sin embargo, Physical Etoys tiene un      
problema: dado que los programas se      
ejecutan en la computadora y las órdenes       
son transmitidas hacia el robot, Physical      
Etoys requiere que los robots estén      
continuamente conectados a la    
computadora para poder funcionar. Si     
bien la interactividad que este modelo de       
programación provee es muy importante     
(sobre todo para los alumnos que recién       
están comenzando), la falta de autonomía      
es un limitante muy importante. Por un       
lado, la comunicación constante con la      
computadora no está permitida en algunas      
competencias. Por otro lado, la cantidad      
de proyectos que pueden realizarse de      
esta forma es limitada (por ejemplo,      
quedan fuera algunas actividades de     
robótica situada que requieran la toma de       
decisiones en un entorno complejo y      
dinámico). Otros entornos de    
programación similares a Physical Etoys     
presentan el mismo problema (por     
ejemplo, Scratch 4 Arduino). 
 
Una posible solución sería compilar     
los programas generados visualmente a     
un código nativo que pueda ejecutar el       
robot sin necesidad de una conexión con       
la computadora. Esta opción es la que       
eligieron otros entornos de programación     
(por ejemplo, Minibloq). Sin embargo,     
esta solución tiene sus propios problemas.      
Separar el “tiempo de compilación” del      
“tiempo de ejecución” imposibilita la     
forma de trabajo interactiva que     




Líneas de Investigación, 
Desarrollo e Innovación 
No existe un entorno de programación      
visual para robótica que resuelva estos      
problemas, por lo tanto, creemos     
necesario un enfoque diferente. Los     
siguientes requerimientos deben   
cumplirse: 
 
1. La ejecución de los programas debe      
hacerse directamente en el Arduino     
sin necesidad de interacción con la      
computadora (a excepción de la     
transmisión del programa). 
 
2. En caso que el Arduino estuviera      
conectado con la computadora, todas     
las posibilidades de interacción que     
ofrece Physical Etoys deben    
mantenerse. 
 
3. Para el usuario final debe ser      
transparente si el arduino funciona en      
modo “autónomo” o “interactivo”. 
 
Otros requerimientos importantes   
(aunque no esenciales): 
 
4. El entorno de programación debe     
ofrecer mecanismos de abstracción    
que permitan ocultar los detalles de      
algunos conceptos avanzados de    
programación de microcontroladores   
(por ejemplo: timers, interrupciones,    
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modelos de concurrencia, etc.) Estos     
conceptos pueden luego ser    
introducidos a un ritmo compatible     
con las necesidades de los alumnos,      
pero desconocerlos no debería ser un      
limitante. 
 
5. El entorno de ejecución debe ofrecer      
mecanismos para encontrar y arreglar     
errores (debugging). Particularmente,   
debe ser posible detener en cualquier      
momento la ejecución, observar el     
estado interno del programa, y     
continuar ejecutando paso a paso de      
forma interactiva. 
 
Nuestra propuesta para cumplir con     
estos requisitos es la utilización de una       
máquina virtual que ejecute en el Arduino       
un set de instrucciones sencillo diseñado      
especialmente para robótica educativa.    
Esta máquina virtual será transmitida     
(compilada) al Arduino una sola vez, y a        
partir de ese momento las herramientas de       
desarrollo diseñadas especialmente para    
este propósito podrán comunicarse con la      
máquina virtual para transmitir    
instrucciones individuales o programas    
enteros a través del puerto serie. 
 
Esta máquina virtual, además de     
ejecutar los programas, será la encargada      
de abstraer todo mecanismo de     
comunicación y de detectar cuando el      
Arduino está conectado con la     
computadora, en cuyo caso podrá     
comunicarse con la misma en forma      
interactiva (ya sea enviando información     
de los sensores y estado interno del motor        
de ejecución, o recibiendo comandos que      
modifiquen el estado de los actuadores). 
 
Si bien no se conocen entornos que       
cumplan con los requisitos antes     
planteados, el desarrollo de máquinas     
virtuales y lenguajes de programación de      
alto nivel para microcontroladores como     
Arduino no es nuevo. La mayoría de los        
desarrollos relevados se basan en     
lenguajes de programación de propósito     
general como Java, Scheme, o Python. 
 
Resultados y Objetivos 
En esta primera etapa hemos avanzado      
en el diseño de un conjunto de       
instrucciones para robótica educativa así     
como el desarrollo de un prototipo de la        
máquina virtual encargada de ejecutar     
estas instrucciones. Tomando como base     
este desarrollo hemos definido un     
lenguaje de programación de alto nivel      
con una sintaxis inspirada en C para el        
cual hemos desarrollado un compilador     
que permite generar las instrucciones que      
puede entender la máquina virtual. Para      
facilitar el desarrollo hemos desarrollado     
además un editor de código simplificado. 
 
Los objetivos para la siguiente etapa      
serán:  
1. Validar el diseño del lenguaje y del       
conjunto de instrucciones usando la     
máquina virtual prototípica. 
2. Optimizar el uso de recursos tanto de       
la máquina virtual como del     
compilador. 
3. Avanzar en el desarrollo del editor      
para incluir herramientas de    
depuración de código. 
4. Integrar el desarrollo con Physical     
Etoys 
Formación de Recursos Humanos 
El equipo de trabajo está conformado      
por un investigador adjunto del Centro de       
Altos Estudios en Tecnología Informática     
(CAETI) quien ejerce el rol de director       
del proyecto, dos doctorandos, y un      
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ayudante alumno de la Facultad de      
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El presente artículo presenta las líneas 
de investigación que se vienen llevando a 
cabo en el Laboratorio de Investigación 
en Nuevas Tecnologías Informática de la 
Facultad de Informática de la UNLP, en 
relación a los ambientes de aprendizaje y 
al concepto de aprendizaje abierto. El 
aprendizaje abierto es una concepción de 
educación que tiene por objetivo eliminar 
todas las barreras del aprendizaje y 
proporcionar al estudiante un sistema de 
educación y entrenamiento centrado en 
sus necesidades específicas y localizado 
en múltiples áreas de conocimiento. 
Dentro de este ámbito se consideran 
conceptos vinculados a recursos 
educativos abiertos, OER (Open 
Educational Resources) y materiales de 
cursos abiertos, OCW (OpenCourseware). 
En relación a esto es que surgieron los 
MOOCs como consecuencia de las 
nuevas tendencias internacionales en el 
aprendizaje basado en la tecnología, como 
parte del movimiento educativo abierto. 
Continuando con lo planteado en 
WICC 2017, en esta etapa las líneas a 
seguir parten de la experiencia del caso de 
uso desarrollado sobre Accesibilidad 
Web. Comprenden comparativas de 
metodologías de diseño, evaluación de la 
plataforma utilizada y estudio de 
resultados de la experiencia llevada a 
cabo en la implementación de un curso 
MOOC de accesibilidad Web, con el 
objetivo de facilitar el proceso de 
creación de este tipo de cursos. 
 
Palabras clave: Recursos educativos 
abiertos, OER, MOOC, accesibilidad 
 
CONTEXTO 
El proyecto descripto en este artículo 
se desarrolla en el Laboratorio de 
Investigación  en Nuevas Tecnologías 
Informáticas, LINTI de la Facultad de 
Informática de la UNLP y está enmarcado 
en el proyecto 11-F020 “Internet del 
futuro: Ciudades digitales inclusivas, 
innovadoras y sustentables, IoT, 
ciberseguridad y espacios de aprendizaje 
del futuro”, acreditado en el marco del 
Programa de Incentivos, bajo la dirección 
del Lic. Javier Díaz. 
La Facultad de Informática tiene una 
amplia experiencia en el uso de la 
plataforma Moodle para la creación de 
cursos que se utilizan como complemento 
de las clases presenciales y en cursos 
completamente no presenciales y 
semipresenciales desde el año 2003. A 
partir de esto, y considerando la tendencia 
actual de brindar cursos masivos, es que 
se comenzó a desarrollar un MOOC sobre 
Accesibilidad Web.  
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El tema de accesibilidad se viene 
trabajando en la facultad desde el año 
2002, a lo largo de los cuales se incorporó 
la temática en el plan de estudios de la 
asignatura Diseño Centrado en el 
Usuario, se institucionalizó su abordaje 
mediante la creación de una Dirección de 
Accesibilidad, se desarrollaron tesinas, 
trabajos de cátedra al respecto y 
diferentes proyectos de extensión 
acreditados por la Universidad Nacional 
de La Plata. Los proyectos de los últimos 
dos años son “Trabajando por una Web 
Accesible” [1] y “Trabajando por una 
Web Inclusiva: un desafío que nos 
compromete a todos” [2]. 
 
1. INTRODUCCIÓN 
Los OER ayudan a proporcionar apoyo 
al aprendizaje abierto, que es en sí una 
concepción de educación que tiene por 
objetivo eliminar todas las barreras del 
aprendizaje y permitir que el proceso de 
aprendizaje se centre en el estudiante, y 
en sus necesidades específicas.  
Actualmente se está dando un proceso 
de cambio en la educación basado en los 
nuevos modelos de e-Learning y el 
desarrollo de la tecnología. En esta etapa 
el surgimiento de los MOOCs representa 
una manifestación muy evidente y de 
gran recorrido, convirtiéndose en 
protagonistas importantes en la educación 
en el año 2012 [3], aunque existieron 
algunas experiencias anteriores. Los 
MOOCs surgieron como consecuencia de 
las nuevas tendencias internacionales en 
el aprendizaje basado en la tecnología, 
como parte del movimiento educativo 
abierto [4]. La popularidad de los 
MOOCs se explica a partir del momento 
en el que un conjunto de universidades en 
el mundo adoptaron este concepto 
adhiriéndose a diferentes iniciativas, entre 
ellas edX, Coursera o Udacity [5]. 
Sin embargo, hay que mencionar que 
el diseño y construcción de un MOOC 
presenta algunas complejidades debido a 
características propias, que muestran 
divergencias en comparación a los cursos 
tradicionales. Al crear un curso on-line, 
no basta con digitalizar los contenidos, y 
volcarlos en una plataforma, ya que los 
potenciales alumnos tienen diferentes 
necesidades y motivaciones, que los 
conducen por distintas trayectorias en el 
proceso de aprendizaje [6]. Esto le exige a 
los docentes habilidades tecnológicas, 
didácticas y tutoriales que se deben poner 
en juego al momento de diseñar el curso 
en forma integral. Una de las principales 
diferencias respecto a los cursos 
tradicionales, ya sea presenciales o en 
línea, reside en el número masivo de 
estudiantes que puede cubrir un MOOC; 
por lo que se debe integrar variados 
recursos que promuevan mayores niveles 
de compromiso, motivación y aprendizaje 
en los estudiantes, evitando de este modo, 
la gran cantidad de alumnos que 
abandonan el curso una vez comenzado. 
Por otro lado, los MOOCs han 
contribuido al replanteo sobre la 
necesidad de una redefinición de los 
actuales roles docentes y ha situado al 
estudiante en un papel de mayor 
protagonismo en el proceso de selección 
y autoevaluación de sus aprendizajes, 
orientándose en estos nuevos modelos de 
gratuidad y masividad. Se requieren de  
cambios metodológicos, diseños 
colaborativos e interactivos, materiales 
ubicuos y atractivos que faciliten y 
promuevan la navegación y el 
descubrimiento, en entornos diseñados 
para tal fin. 
Al comenzar a trabajar con MOOCs es 
importante establecer una metodología 
que permita elaborar un marco conceptual 
que sirva de guía para el diseño del curso 
desde cero. Los puntos principales a tener 
en cuenta al momento de definir una 
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metodología están relacionados con el 
establecimiento de los objetivos, la 
planificación del contenido y la definición 
de las actividades y de las evaluaciones. 
Además, resulta importante definir la 
clase de MOOC a crear, en relación a los 
criterios pedagógicos y tecnológicos, 
teniendo en cuenta que se pueden 
clasificar según los modelos a seguir [7]. 
 
2. LÍNEAS DE INVESTIGACIÓN, 
DESARROLLO E INNOVACIÓN 
Las tareas de investigación, desarrollo 
e innovación que se vienen llevando a 
cabo comprenden distintas líneas de 
trabajo relacionadas a e-learning y 
cuestiones de interoperabilidad e 
integración de plataformas de código 
abierto utilizadas en este campo. En este 
sentido se compararon distintas 
herramientas open source para soporte de 
MOOCs como OpenEdx [8] y 
openMOOC [9] y se optó por el primero 
de ellos por las facilidades  de instalación 
y configuración, los módulos disponibles 
y  la amplia comunidad de usuarios que 
contribuyen al proyecto. La plataforma 
utilizada es OpenEdX, dado que es una  
de las más populares en el mercado, 
actualmente es el segundo proveedor en el 
mundo en cantidad de cursos ofrecidos. 
Edx provee toda la funcionalidad básica 
de las herramientas de MOOCs, en lo 
relativo a la creación de contenido, 
gestión de usuarios, confección de 
evaluaciones y utilización de foros y 
wikis. En 
https://actividades.linti.unlp.edu.ar se 
encuentran la plataforma en producción, 
con un curso implementado en modalidad 
MOOC, dictado de septiembre a 
diciembre del 2017. 
Asimismo, se aplican los trabajos de 
investigación que se vienen realizando 
sobre el tema de Accesibilidad Web, 
estudio de las normas de accesibilidad y 
su aplicación en el desarrollo de sistemas 
y sitios Web. OpenEdx cuenta con una 
línea de trabajo específica sobre la 
temática [10].  
Continuando con las líneas planteadas 
en WICC 2017 [11], en esta etapa el foco 
de estudio se relaciona con la evaluación 
del caso de uso desarrollado teniendo en 
cuenta diferentes criterios, con el 
objetivos de establecer un punto inicial en 
la tarea de diseñar y crear cursos masivos.  
Los criterios a tener en cuenta, incluyen 
desde la organización del contenido, la 
interfaz del usuario, herramientas sociales 
hasta analíticas de aprendizaje y 
estrategias de evaluación [12]. Se 
realizará un análisis global del curso y de 
la plataforma utilizada, en forma 
interrelacionada, en base a diferentes 
metodologías de diseño [6] [13].  
Respecto del curso se considerarán sus 
características propias de contenido y lo 
relacionado a la secuencia de aprendizaje. 
En este punto, se analizarán en detalle, 
tanto la organización del curso en las 
unidades planteadas, como el formato o 
tipo de contenido incluido en cada una de 
ellas. Cabe destacar que el curso 
implementado de accesibilidad Web viene 
dictándose en modalidad no presencial 
utilizando la plataforma Moodle, 
(disponible en cursos.linti.unlp.edu.ar), 
desde el año 2013. Inicialmente pensado 
para desarrolladores Web, luego se abrió 
a toda la comunidad interesada en la 
temática con un módulo especial para los 
desarrolladores. Cuenta con tutores 
formados y colaboradores que se suman 
año a año para participar de las nuevas 
ediciones. 
Se analizarán en detalle las actividades 
planteadas, teniendo en cuenta que deben 
estimular su capacidad de relacionar 
directamente el contenido con su contexto 
personal, social o laboral, creando casos 
concretos de aplicación. El uso de 
XX Workshop de Investigadores en Ciencias de la Computacio´n 1242
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
espacios de comunicación entre los 
alumnos representa una de las actividades 
más destacadas y es importante para 
fomentar la interacción y la generación de 
conocimiento compartido, logrando una 
forma de aprendizaje colaborativo. Esta 
comunicación puede ser centralizada, a 
través de foros de debate de la propia 
plataforma, o distribuida en diferentes 
herramientas de comunicación. Las 
actividades dentro del curso son 
necesarias para regular en forma continua 
el aprendizaje de los estudiantes. Las 
evaluaciones representan un proceso de 
regulación de la enseñanza y el 
aprendizaje y resulta esencial para saber 
si el alumno ha adquirido las habilidades 
esperadas. En este punto se analizarán las 
tareas incluidas en cada unidad, en cuanto 
a la comprensión de las consignas, el 
grado de cumplimiento en tiempo y forma 
por parte de los alumnos y los resultados 
obtenidos, tanto en las evaluaciones por 
pares como en las tradicionales corregidas 
por el profesor. 
El estudio realizado será en base a 
guías metodológicas utilizadas en la 
Universidad Autónoma y en la 
Universidad Carlos III, ambas de Madrid. 
La primera se unió al consorcio edX para 
difundir a través de esta plataforma sus 
MOOCs [14]. 
Respecto a las características de la 
plataforma, se evaluarán cuestiones de 
usabilidad y facilidad de uso en cuanto a 
la localización y  acceso a los contenidos; 
aspectos de instalación y configuración y 
cuestiones de accesibilidad. 
A partir de la experiencia llevada a 
cabo con la implementación del curso, y 
las evaluación de los distintos aspectos 
relacionados con la organización, el 
desarrollo y los resultados, se analizarán 
distintas metodologías y herramientas 
para transformar cursos en línea en 
MOOCs, analizando y evaluando también 
nuevas plataformas de base, nuevos 
medios de comunicación, contenidos y 
formatos. El trabajo interdisciplinario con 
diseñadores visuales, expertos en 
comunicación, contenidos y educadores 
permitirá generar una experiencia y un 
conocimiento enriquecedor, extensible a 
otras temáticas y líneas de investigación 
del LINTI. 
   
3. RESULTADOS Y OBJETIVOS 
Según las líneas de trabajo descriptas, 
se plantean los siguientes objetivos: 
 
● Analizar metodologías de 
planificación y diseño de MOOCs 
en distintas universidades del 
mundo. 
● Analizar modelos pedagógicos 
involucrados en la creación de 
cursos masivos, para evaluar su 
adecuación a los potenciales 
cursos. 
● Evaluar distintas metodologías y 
herramientas para transformar 
cursos existentes en MOOCs, 
analizando y evaluando también 
nuevas plataformas de base, 
nuevos medios de comunicación, 
contenidos, formatos y 
evaluaciones. 
● Evaluar el MOOC creado desde 
distintas perspectivas docente, 
institucional  y técnica, a partir del 
estudio de distintas experiencias. 
● Aplicar técnicas de diseño 
estudiadas a partir del caso de uso 
desarrollado. 
● Como base de la planificación 
estipulada, analizar los resultados 
obtenidos en cada etapa, 
corrigiendo posibles falencias en 
un ciclo de mejora continua. 
● Realizar estudios comparativos 
entre las dos experiencias que 
permitan aportar nuevos 
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conocimientos significativos a los 
nuevos entornos de aprendizaje y 
enseñanza que se generan con 
estas herramientas. 
● Medir el grado de aceptación del 
curso por parte de los 
participantes y realizar análisis de 
datos considerando distintas 
variables como formación, edad, 
género, procedencia, participación 
y rendimiento, entre otros. 
● Establecer pautas de diseño y 
construcción de MOOCs que se 
utilicen como punto de partida 
para la la creación de cursos 
masivos MOOCs sobre temas que 
se investigan y sobre los cuales se 
viene trabajando en el LINTI. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
El equipo de trabajo se encuentra 
formado por tres profesoras de amplia 
trayectoria en el campo de la 
investigación, que trabajan en el área de 
ambientes virtuales de aprendizaje y 
accesibilidad web. Además, dos alumnos 
de la carrera de Licenciatura en 
Informática de la Facultad de Informática.  
 
La participación en eventos de la 
especialidad, ha permitido seguir 
estableciendo canales de comunicación 
con otros investigadores que trabajan en 
las mismas áreas. 
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ANÁLISIS Y DESARROLLO DE UNA HERRAMIENTA PARA 
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El estudio de las bases de datos relacionales 
forma parte de la currícula de las carreras de 
Informática. Más precisamente, los lenguajes de 
consulta constituyen una parte importante de 
estos estudios. Actualmente, en el espacio 
curricular "Base de Datos" de la carrera de 
Ingeniería en Informática de la Facultad de 
Tecnología y Ciencias Aplicadas de la 
Universidad Nacional de Catamarca, se enfrenta 
el problema de no contar con una herramienta 
precisa y multiplataforma para realizar consultas 
aplicando los operadores del Álgebra 
Relacional. Por este motivo surgió la inquietud 
de desarrollar una nueva herramienta de 
software educativo que sea capaz de solucionar 
el problema mencionado. Se continúa con el 
trabajo "Análisis comparativo de herramientas 
para la enseñanza del Álgebra Relacional" 
presentado en el "Primer Congreso Internacional 
de Educación en Ciencia y Tecnología", 
realizado en la Facultad de Ciencias Exactas y 
Naturales (UNCa), actualizando los resultados 
obtenidos y realizando nuevos estudios 
comparativos. 
Palabras clave: base de datos relacional, álgebra 




Este trabajo presenta la línea de investigación 
y desarrollo que se lleva a cabo dentro del 
proyecto denominado "Análisis y desarrollo de 
una herramienta para el manejo de los 
operadores del Álgebra Relacional" (Código 
02/M736), aprobado y financiado por el Consejo 
de Investigación de la Secretaría de Ciencia y 
Tecnolgía de la Universidad Nacional de 




En la construcción de Sistemas de 
Información, el Modelo Relacional, que tiene 
sólidos fundamentos matemáticos y se basa en la 
Teoría de Conjuntos, se ha establecido como el 
principal modelo de datos. 
Esta base teórica contribuye al diseño de las 
Bases de Datos Relacionales (BDR) y, 
especialmente, al procesamiento eficiente de las 
consultas. El modelo define de forma precisa los 
diferentes lenguajes abstractos, siendo uno de 
estos lenguajes el Álgebra Relacional (en 
adelante AR). El AR permite a los interesados 
en el estudio de las BDR, tener un primer 
acercamiento a los datos y poder manipularlos 
mediante operaciones sencillas para obtener 
determinada información. 
El espacio curricular "Base de Datos" de la 
carrera Ingeniería en Informática (FTyCA, 
UNCa) incluye en su contenido el AR. Durante 
algún tiempo se buscaron diferentes opciones 
para que los alumnos puedan aplicar los 
conocimientos adquiridos en el tema. Esta 
búsqueda ha resultado inquietante debido, 
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justamente, a la diversidad de herramientas con 
las que se puede trabajar, aunque no todas 
cumplen con los requerimientos de los docentes. 
Si bien este tema no presenta ante los 
alumnos dificultad para entender de qué se trata, 
sí existe el problema al momento de querer 
aplicar los operadores mediante una 
herramienta. Los alumnos desarrollan sus 
trabajos prácticos y desean verificar los 
resultados de las operaciones del AR que 
plantean. Los años de experiencia docente en la 
enseñanza del AR han demostrado que es 
complicado para los estudiantes conocer o 
determinar si son correctas las consultas 
plasmadas en un papel, en términos del lenguaje 
relacional, pero las herramientas de software 
actuales presentan ciertas limitaciones 
Existen muchas de estas herramientas pero, 
en la mayoría de los casos, no permiten el 
control óptimo de la manipulación de los 
operadores del AR generando inconvenientes, 
no sólo para los alumnos, sino también para los 
docentes involucrados en el estudio de las BDR, 
impidiendo así un buen desarrollo del proceso 
de aprendizaje. 
En la actualidad, no existe un software 
multiplataforma con una interfaz intuitiva, fácil 
y sobre todo una herramienta libre, con un 
analizador sintáctico que tome como entrada las 
consultas mediante operadores, las analice, 
verifique si se trata de una consulta válida y 
genere nuevas relaciones. 
Existen diferentes trabajos comparativos de 
estas herramientas que mencionan las ventajas y 
desventajas entre ellas, sus características y sus 
funcionalidades. 
Los docentes de la asignatura "Base de 
Datos", integrantes de este proyecto, realizaron 
el trabajo titulado "Análisis comparativo de 
herramientas para la enseñanza del Álgebra 
Relacional" que se presentó en el "Primer 
Congreso Internacional de Educación en Ciencia 
y Tecnología - Facultad de Ciencias Exactas y 
Naturales – UNCa". Se pretendía conocer cuál 
es la herramienta existente más adecuada para 
trabajar con los operadores del AR. Luego de 
este análisis, se llegó a la conclusión que las 
herramientas estudiadas tenían más desventajas 
que ventajas. 
Con este panorama surgió la motivación para 
desarrollar una nueva herramienta de software 
multiplataforma, puesto que el equipo de trabajo 
cuenta con los conocimientos necesarios para 
ello. 
 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
El espacio curricular "Base de Datos" 
actualmente carece de una herramienta integral 
que contemple todos los operadores del AR y 
que se adapte a todos los sistemas operativos. A 
partir de este nuevo software, se pretende 
disponer de una herramienta que satisfaga todas 
las necesidades y requerimientos en cuanto a los 
operadores del AR. 
De esta manera alumnos y docentes se verán 
beneficiados. Por un lado, los docentes podrán 
demostrar que todos los operadores del AR se 
pueden aplicar y verificar, obteniendo resultados 
adecuados. Y, desde el punto de vista de los 
alumnos, podrán reforzar sus conocimientos al 
mismo tiempo que realicen sus aportes para 
mejorar el software. 
Con este proyecto también se pretende dar a 
conocer la herramienta en el ámbito educativo y 
a cualquier interesado en el estudio del AR, 
contribuyendo a la formación en el tema. 
 
3. RESULTADOS Y OBJETIVOS 
El objetivo general que se persigue es el 
siguiente: 
 Obtener una herramienta ágil y 
multiplataforma para los operadores del AR. 
Los objetivos específicos son: 
 Realizar un estudio comparativo de las 
herramientas existentes determinando sus 
ventajas y desventajas. 
 Analizar distintos aspectos, entre ellos los 
pedagógicos, necesarios para el desarrollo 
de una nueva herramienta. 
 Diseñar e implementar la nueva 
herramienta. 
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Actualmente ya se cuenta con un primer 
prototipo que se utilizó en la asignatura durante 
el año 2017. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
El equipo de trabajo de este proyecto está 
compuesto por un docente investigador 
formado, tres docentes investigadores en 
formación y un estudiante avanzado de la 
carrera de Ingeniería en Informática. Se proyecta 
que el estudiante desarrolle su trabajo final de 
grado dentro de este proyecto. 
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En la actualidad la enseñanza de la 
programación ha adquirido una especial 
importancia. El Consejo Federal de 
Educación declaró de importancia 
estratégica para el sistema educativo 
argentino la enseñanza y el aprendizaje 
de la programación durante la 
escolaridad obligatoria, para fortalecer el 
desarrollo económico-social de la 
Nación. La demanda insatisfecha de la 
industria del software promueve la 
formación de perfiles profesionales para 
el desarrollo de software. Por otra parte, 
se sostiene que la programación fomenta 
habilidades vinculadas con el 
pensamiento computacional, habilidades 
requeridas en el siglo XXI para entender 
el mundo y la tecnología que nos rodea. 
En este proyecto se plantea el desarrollo 
de un marco de referencia para evaluar 
las características de las herramientas 
visuales o lúdicas utilizadas en la 
enseñanza inicial de la programación, y 
permita orientar a los docentes hacia la 
selección de las herramientas más 
adecuadas para incorporar en sus 
propuestas docentes, en función de los 
objetivos específicos de aprendizaje, 
nivel educativo de los niños o jóvenes y 
expectativas del docente. 
Palabras clave: Enseñanza de la 
programación inicial.  Herramientas 
visuales o lúdicas. Evaluación de calidad 
de software.  
 
CONTEXTO 
Esta propuesta es parte del plan de 
Trabajo Final de la Maestría en 
Tecnologías de la Información (UNNE), 
que se desarrolla en el marco del 
proyecto 16F016 “Promoción del 
Pensamiento Computacional para 
favorecer la formación en STEM”, 
acreditado por la Secretaría de Ciencia y 
Técnica de la Universidad Nacional del 
Nordeste (UNNE). 
1. INTRODUCCIÓN 
El crecimiento de la industria del 
software en nuestro país no es una 
novedad. “El sector industrial de 
software es uno de los que más ha 
crecido en Argentina durante la última 
década, e incluso actualmente Argentina 
ya exporta más software que carne” [1] 
El último reporte de la Cámara 
Empresarial de Software y Servicios 
Informáticos (CESSI), en función de 
datos del 2016 y expectativas del 2017, 
señala que en 2016 la industria del 
software volvió a generar empleo, 
dejando una demanda insatisfecha de 
más de 5.000 puestos sin cubrir [2]. 
Necesidad de Recursos Humanos  
Por otra parte, un estudio reciente señala 
que es evidente la producción limitada 
de graduados en STEM respecto de las 
necesidades del campo productivo y, la 
falta de masa crítica en capacidades para 
trabajar en la innovación digital [3]. 
Consciente de esta situación, diversas 
políticas públicas en nuestro país 
promueven la industria del software. Sin 
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embargo, éstas no solo apuntan al 
desarrollo del software, sino que van 
más allá, porque en la actualidad el 
mundo que nos rodea depende cada vez 
más del uso de la tecnología, que alcanza 
a las actividades profesionales, de 
educación, la comunicación en el trabajo 
y con los  vínculos afectivos, el tiempo 
de esparcimiento, entre otras, 
atravesadas por el uso de dispositivos 
tecnológicos, de los cuales pocos saben 
cómo funcionan, y del trabajo que 
realizan las personas que se desarrollan 
en ese campo. Es así que aprender a 
programar se ha transformado en los 
últimos años en un componente clave de 
las “competencias del Siglo XXI” [4]. 
Permite desarrollar habilidades de 
pensamiento que sirven para cualquier 
tipo de actividad, como la capacidad de 
abstracción y de planificación, la 
descomposición de problemas, el trabajo 
en equipo, entre otras. 
Enseñanza de la programación  
En apoyo a esta iniciativa, el Consejo 
Federal de Educación ha declarado de 
importancia estratégica para el sistema 
educativo argentino la enseñanza de la 
programación durante la escolaridad 
obligatoria, para fortalecer el desarrollo 
económico-social de la Nación. 
Por lo tanto, la enseñanza de la 
programación es una problemática que 
atraviesa todos los niveles [5], [6], [7]. 
Sin embargo, no es una tarea trivial. La 
investigación existente plantea muchas 
discusiones e ideas sobre la mejor 
manera de enseñar la programación 
introductoria, y las dificultades que 
enfrentan los estudiantes. Entre estas, el 
hecho de que los estudiantes consideran 
a la programación como una actividad 
puramente técnica en lugar de un 
conjunto de habilidades combinadas de 
resolución de problemas. Tienden a 
desarrollar un conocimiento superficial y 
no crean estrategias de resolución de 
problemas a través de la programación 
[8]. Por este motivo se implementan 
diferentes estrategias, entre las que 
sobresale la de enseñar con herramientas 
lúdicas [9], [10].  
En este contexto, cobra relevancia la 
elección de la herramienta a utilizar. En 
esta línea de investigación se propone la 
elaboración de un marco de referencia 
que brinde una guía a la hora de 
planificar un curso de enseñanza de 
programación introductoria. 
Herramientas lúdicas 
Los NPEs (Novice Programming 
Environments - Entornos de 
programación para principiantes) han 
tenido amplio reconocimiento en los 
últimos años, ya que la investigación ha 
demostrado que desempeñan un papel 
importante en la motivación de los 
nuevos programadores. En lugar de 
codificar instrucciones, un NPE ofrece 
características visuales que ocultan la 
complejidad de la sintaxis del lenguaje 
de programación, facilitando a los 
principiantes el uso de las estructuras 
algorítmicas básicas [11]. 
En [12] los autores presentan un modelo 
para desarrollar el pensamiento 
computacional basado en la 
programación visual. Este concepto se 
basa en la idea What You See Is What 
You Get (WYSIWYG), que evita a los 
programadores la escritura de código, ya 
que pueden usar bloques visuales para 
construir funcionalidades.  
Mediante una revisión de la literatura, se 
identificaron cinco factores de éxito para 
enseñar programación con un enfoque 
lúdico: la motivación del estudiante, la 
integración y la participación en clase, el 
enfoque centrado en el alumno, la 
interacción y retroalimentación, y la 
fluida integración del contenido 
educativo en el juego [13].  
Sin embargo, en [14] los autores señalan 
que, si la herramienta utilizada y los 
objetivos de aprendizaje no están 
alineados, podría no lograrse un gran 
efecto en el aprendizaje deseado. 
Señalan también la falta de certeza en la 
elección de la mejor herramienta para el 
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logro de los objetivos de aprendizaje, 
basada en los atributos de la misma. 
Marcos de referencia (MR) 
La utilización de un MR [15]:  
 Evita tener que crear indicadores, ya 
que están definidos en el modelo.  
 Permite disponer de un marco 
conceptual completo.  
 Proporciona objetivos y estándares 
iguales para todos, en muchos casos 
ampliamente contrastados.  
 Posibilita medir con los mismos 
criterios a lo largo del tiempo, por lo 
que es fácil detectar si se está 
avanzado en la dirección adecuada. 
Algunos marcos teóricos tienden a darle 
mucho énfasis a los aspectos técnicos del 
software educativo. Sin embargo, un 
diseño técnico sólido no garantiza el 
valor educativo. No solo se debe medir 
el software educativo como producto, 
sino también los procesos de enseñanza-
aprendizaje que facilita o potencia [16]. 
En este trabajo se propone construir un 
MR que permita realizar una evaluación 
integral de herramientas lúdicas. Se 
considera evaluar la calidad del producto 
mediante un estándar internacional. 
Estos permiten la definición de criterios 
de evaluación, la especificación de 
requerimientos, la descripción de 
componentes en relación a ellos y la 
identificación de desajustes de manera 
sistemática facilitando el proceso de 
evaluación y selección del software [17]. 
Estándar ISO/IEC 25010 
Permite identificar las características de 
calidad relevantes para establecer 
criterios de satisfacción y las medidas 
correspondientes. Está compuesto por 
ocho características y subcaracterísticas 
de calidad. Para este trabajo se propone 
el análisis y selección de las 
características y subcaracterísticas que 
resulten relevantes para una evaluación 
sistemática y práctica de las 
herramientas lúdicas para la enseñanza 
de la programación.  
Existen numerosos trabajos sobre 
evaluación de calidad de dispositivos 
con fines educativos [16], [18], [19]. 
Todos los autores coinciden en que a la 
hora de evaluar estos artefactos es 
necesario considerar dos aspectos: 
 calidad desde el punto de vista 
técnico  
 calidad en cuanto al impacto en el 
aprendizaje. 
En [20] se realiza un análisis de varios 
modelos en los que surgen dos 
categorías importantes en la evaluación 
de software educativo: la dimensión 
pedagógica y la técnica. La parte 
pedagógica contempla las características 
de los destinatarios, los objetivos de 
enseñanza, los contenidos y el 
aprendizaje que promueve la aplicación. 
Desde el punto de vista técnico se 
resaltan la usabilidad y las características 
de la interface. 
Criterios para determinar el impacto 
en el aprendizaje 
En [21] se analizan trabajos relacionados 
al uso de los JS, y los autores concluyen 
que su uso incrementa 
significativamente el aprendizaje en el 
área de la Informática. Señalan también 
que en los artículos que se revisaron, el 
aspecto que más se evaluó además del 
aprendizaje fue la motivación. Esto se 
debe a que la motivación es considerada 
como un factor importante que describe 
lo que hace un buen juego 
independientemente de sus cualidades 
educativas [22]. En una experiencia 
basada en el desarrollo de actividades 
lúdicas presentada en [9] se concluyó 
que esta metodología permitió despertar 
el interés de los alumnos y consolidar 
conceptos básicos de programación. 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
En esta línea, se proponen las siguientes 
actividades: 
 Profundizar el conocimiento sobre 
marcos metodológicos que sustentan 
la evaluación de software, desde el 
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punto de vista de la ingeniería del 
software y desde los procesos de 
enseñanza-aprendizaje que potencia. 
 Relevar y evaluar herramientas 
utilizadas en la enseñanza inicial de la 
programación, y realizar una 
clasificación según sus características 
 Definir criterios de evaluación de las 
herramientas, en función de los 
distintos aspectos que surgirán de la 
etapa de relevamiento y evaluación. 
 Diseñar un marco de referencia que 
oficie de guía en la selección de la 
herramienta más apropiada para el 
logro de los objetivos de aprendizaje. 
 Validar el marco de referencia en una 
situación concreta, a definir de 
acuerdo a las posibilidades de acceso 
a los distintos ámbitos educativos. 
3. RESULTADOS ESPERADOS 
Se espera obtener un marco de referencia 
que oriente la selección de las 
herramientas visuales o lúdicas 
orientadas a la enseñanza inicial de la 
programación. 
Este aporte facilitará a los docentes de 
los niveles educativos no universitarios, 
contar con información que les orientará 
hacia la selección de las herramientas 
más adecuadas para incorporar en sus 
propuestas docentes, en función de los 
objetivos específicos de aprendizaje, 
nivel educativo de los niños o jóvenes y 
expectativas del docente. 
Este recurso contribuirá a facilitar el 
logro de los objetivos de las políticas 
públicas que fomentan la incorporación 
de la programación en la escuela, como 
una competencia necesaria para la 
formación del siglo XXI. 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
En esta línea participan dos 
investigadoras formadas y una tesista de 
posgrado que realiza su trabajo final para 
obtener el título de Magister en 
Tecnologías de la Información, oferta 
interinstitucional entre la UNNE y 
UNAM, dictado 2016-2017.  
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Las Tecnologías de la Información y la 
Comunicación (TICs)  están directamente 
vinculadas a la naturaleza del aprendizaje, dado 
que éste se basa en el manejo de información. El 
uso de las TICs puede enriquecer la interacción 
entre alumnos y docentes en el contexto de las 
actividades educativas. Consideramos entonces 
la necesidad de construir una herramienta 
tecnológica innovadora de software educativo, 
que involucre los hábitos de comunicación de los 
estudiantes y las relaciones entre compañeros 
para la realización de actividades, permitiendo 
obtener información tanto del nivel de 
integración de cada alumno, como del ambiente 
donde se desarrolla. La herramienta llamada 
Agent SocialMetric, desarrollada 
específicamente para esta investigación integra 
las líneas provenientes de los Agentes de Interfaz 
Conversacionales y del Análisis de Redes 
Sociales (ARS). Para comprender y abordar la 
tarea de investigación, la metodología que 
consideramos se fundamenta en tres grandes 
fases: la investigación y desarrollo inicial, la 
investigación aplicada, y la transferencia.  En 
base a las dos líneas tecnológicas mencionadas, 
integradas a la metodología de investigación, se 
provee un marco de trabajo innovador, 
desarrollado por etapas en un proceso de trabajo 
Ágil. En este marco se busca contribuir a las 
Ciencias de la Computación, con un recurso 
tecnológico educativo innovador que le permita 
al docente superar limitaciones existentes en la 
apropiación de las TICs. Como resultado, dicho 
recurso ofrece la asistencia al docente 
facilitándole el diagnóstico en el contexto del 
clima de aula, sobre la dinámica y el 
funcionamiento de la clase. También brinda al 
docente la posibilidad de conocer e interpretar 
los vínculos que se generan entre los alumnos, y 
de abordar una intervención más precisa y 
ajustada a las interacciones sociales. Además el 
proyecto incluye el análisis de varios casos de 
estudio como apoyo a la práctica docente,  y de 
usabilidad del software desarrollado. Finalmente 
se contrasta el software propuesto respecto a 
otras herramientas existentes en el mercado. 
 
1. MOTIVACIÓN 
En la actualidad, encontramos que los docentes 
deben asumir la responsabilidad de orientar las 
claves relacionales entre los estudiantes como 
una vía para prevenir, intervenir y favorecer las 
relaciones personales para que puedan ser 
saludables y equilibradas, y así, mejorar el clima 
de convivencia escolar. A raíz de ello, el docente 
es el gestor de lo que ocurre en el aula, y por 
consiguiente en clima que se genere, siendo su 
papel importante en las relaciones entre alumnos 
que se realicen dentro de la clase, y en el 
mejoramiento de las mismas, y  en la prevención 
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de posibles situaciones de conflicto.  
Por lo tanto, el profesor debe afrontar dos 
factores claves: por un lado, conocer las 
relaciones entre los alumnos, determinando sus 
posiciones ya sea que encarnen los roles de 
líderes o de rechazados; y por el otro, abrir un 
canal de comunicación con los alumnos 
rechazados y aislados a establecer dicha 
comunicación. Frente a estos factores es clave 
que los docentes cuenten con herramientas TICs, 
que sean confiables, de fácil acceso, que se 
encuentren disponibles cuando las necesite y que 
les permita intervenir en el grupo social 
oportunamente basado en el conocimiento de las 
relaciones sociales que  fluyen en él. El diseño de 
estrategias didácticas representa un eje 
integrador de los procedimientos que permiten al 
estudiante construir sus conocimientos a partir de 
la información que se suministra en el aula. 
Según el estudio elaborado por el PASEM [20] 
revela que “la integración de las TIC en la 
formación docente en la Argentina vinculada a 
un uso deseable de las TIC en el contexto de la 
enseñanza, dista de ser unívoca y clara”. Ellos 
consideran en su estudio que hay un camino por 
recorrer en la incorporación de las TICS a la 
formación docente, sin embargo tiene la 
pretensión de constituirse en prácticas 
pedagógicas más complejas y significativas.  
Asimismo a través de esta investigación 
observan que cuando los docentes son capaces de 
asociar las herramientas de software con sus 
objetivos de la enseñanza, en el marco del 
proceso de enseñanza-aprendizaje, advierten que 
el software logra ser un importante movilizador 
pedagógico que no debe perderse de vista.  
Además sostienen que “resulta bastante común 
la perspectiva de que el desarrollo profesional 
docente es una tarea y una responsabilidad de 
cada docente, sujeta a los valores, voluntades y 
disponibilidades de cada profesor en particular. 
La integración pedagógica de las TIC en el aula 
queda en las manos del docente, de cada 
docente, y del tiempo personal que quiera/pueda 
dedicar a la propia formación, a la exploración 
de recursos y/o a la planificación de nuevas 
secuencias didácticas”.  
A pesar del potencial de las TIC para transformar 
los entornos educativos, diversos factores 
influyen en su bajo nivel de adopción, siendo el 
ámbito educativo donde la adopción de las TIC 
ha sido menor o más lento que en otros sectores 
de desarrollo de la sociedad. Estos factores son 
conocidos como barreras para la integración de 
las TIC. Una barrera es definida como 
“cualquier condición que haga difícil realizar 
progresos o lograr un objetivo” [21]. El conocer 
y tomar conciencia de las barreras es un aspecto 
fundamental, para generar las condiciones para la 
integración de la tecnología. Podemos detallar y 
esbozar algunas de las barreras más conocidas: la 
falta de tiempo; problemas técnicos y actitudes 
de los profesores hacia la tecnología; el acceso a 
la tecnología;  el no contar con el conocimiento 
suficiente y habilidades con respecto a las TICs 
[11] [19] entre otras.  Según PASEM [20] en 
estudio que realizan se rescata que existe una 
barrera de carácter personal en el docente, 
referida al sentido de auto-eficacia en el uso de 
las TICs en su aula, a su percepción del esfuerzo 
que le implica preparar y realizar una clase con 
TICs y cuán útil estime que será hacer este 
esfuerzo en términos de mejorar el aprendizaje y 
una mayor motivación de sus estudiantes. 
Finalmente ellos concluyen que “es importante 
considerar la actitud de los docentes frente a las 
TIC y medir su percepción que tienen de ellas”. 
Además de estas barreras se soslaya la idea de 
que muchas veces las TICs y en particular el 
software no son del todo específicos y útiles para 
resolver los problemas cotidianos que se abordan 
en el aula, los docentes. 
La pregunta permanente de los docentes sobre 
cuál es la mejor manera de facilitar el clima del 
aula, ha guiado un numeroso cúmulo de 
investigaciones y se ha convertido en el eje 
central de muchas discusiones. Así, los intentos y 
propuestas metodológicas, son precisamente las 
que han dado origen a los modelos de enseñanza.  
El docente es la persona que desempeña el papel 
más importante en la tarea de ayudar a los 
estudiantes a adquirir diferentes capacidades, 
además de ser el responsable de diseñar tanto 
oportunidades de aprendizaje como el entorno 
propicio en el aula. Por esto, es fundamental que 
todos los docentes estén preparados para ofrecer 
esas oportunidades a sus estudiantes, a través de 
herramientas que lo posibiliten.  Como vemos 
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aún se carece de un profundo conocimiento 
acerca de cómo asistir a los profesores en el aula 
a través de la tecnología y en particular del 
software, teniendo en cuenta,  las  relaciones y 
las interacciones informales que mantienen los 
alumnos como medio y las barreras tecnológicas 
que se presentan.  
Además de las barreras mencionadas que 
generan reticencia, una de las fuertes 
preocupaciones de los docentes es la toma de 
decisiones en torno a la forma de la problemática 
del clima del aula. El  ambiente o clima del aula 
es una combinación de variables dentro de un 
salón de clases que trabajan juntas para 
promover el aprendizaje en un ambiente cómodo. 
La Lic. María Antonia Casanova afirma que “si 
se quiere actuar de manera social, con métodos 
sociales y con fines específicos de socialización, 
es imprescindible conocer a fondo, por parte del 
profesor, el curso que tiene entre manos, desde 
un punto de vista sociológico, y utilizar también 
métodos de este tipo para corregir los posibles 
desajustes de cualquiera de sus alumnos” [4].  
Teniendo en cuenta esta situación, nos 
planteamos la necesidad de realizar una 
investigación que explore mecanismos de 
obtención y de comunicación efectiva de las 
relaciones sociales y los hábitos de comunicación 
en entornos presenciales y virtuales de los 
estudiantes, evaluada desde la percepción 
docente. La principal  motivación fue trabajar 
sobre estas barreras que se presentan a través del 
uso de las TICs y del software educativo, en los 
docentes dadas por la resistencia por parte de los 
profesores al manejo de herramientas, y a su 
potencial didáctico, la escasa integración de las 
TIC y en particular el software educativo al 
proceso de enseñanza-aprendizaje, la desatención 
del clima del aula como factor de repercusión 
condicionante el proceso de enseñanza y la 
desestimación de la visión particular del docente.  
  
2. LA TESIS 
El objetivo principal es desarrollar una 
herramienta prototipo de soporte tecnológico 
web, denominada Agent SocialMetric, de 
desarrollo propio, para asistir al docente 
mediante un asistente virtual  en el ambiente 
áulico, soportado en la integración del ARS 
(Análisis de Redes Sociales) y Agentes 
Inteligentes de Interfaces Conversacionales.  Se 
establecerá un modelo abstracto que se 
concretará bajo un enfoque metodológico basado 
en una combinación de dos metodologías Thales 
[14] con Ágile [10], que incluye el desarrollo por 
etapas de un diseño funcional y arquitectónico, 
con el fin de crear un asistente virtual interactivo, 
llamado Albert embebido en la herramienta. 
Dicha entidad de interfaz gráfica hipermedia se 
presenta forma de amigable permitiendo que el 
docente, como pieza esencial en este modelo y 
en el proceso enseñanza-aprendizaje, obtenga de 
forma dinámica la estructura interna del aula, que 
podrá usar para diagnosticar el ambiente áulico e 
intervenir de acuerdo a los resultados obtenidos. 
Dentro del ambiente educativo, existen diversas 
problemáticas emergentes que requieren un 
abordaje rápido y efectivo como el bullying, el 
aislamiento, la repitencia, la falta de integración 
y adaptación, inclusividad, entre otras; que 
afectan las interacciones, el clima social y el 
ambiente de aprendizaje en el aula. A través de 
Agent SocialMetric será viable identificar y 
caracterizar los valores sociométricos de los 
alumnos tanto de forma individual como grupal, 
posibilitando la comprensión de la estructura del 
aula mediante la aplicación y cálculo de métricas 
e indicadores, como los tipos, valores e índices 
sociométricos.  
Este proyecto buscamos como meta, a través de 
un desarrollo tecnológico integrador e innovador, 
crear una  herramienta de software educativo de 
autoría propia la cual será capaz de entender y 
analizar los hábitos de comunicación de los 
estudiantes y las relaciones entre compañeros, 
para la realización de tareas, al compartir 
actividades, permitiendo obtener información 
tanto del nivel de integración de cada alumno/a 
como de los contextos en los que se desarrolla.   
De esta forma la herramienta ofrecerá asistencia 
al docente para la toma de decisiones respecto a 
la dinámica y el funcionamiento del clima del 
aula, contribuyendo así a mejorar la calidad del 
proceso de enseñanza/aprendizaje. 
Hemos plasmado en Agent SocialMetric una 
integración de dichos conceptos, mediante el 
desarrollo de un sistema integrador online que 
devela las percepciones de los estudiantes acerca 
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de las relaciones interpersonales en un aula de 
clases, permite el análisis de la interacción 
existente entre los estudiantes y el docente dentro 
del marco temático, posibilitándole al docente la 
toma de decisiones pedagógicas precisas. En la 
Figura 1, puede visualizarse el modelo de la 
herramienta integrando el ARS y los agentes 
inteligentes; con sus distintos niveles de 
abstracción.  
 
Figura 1. Modelo de la herramienta 
AgentSocialMetric 
El esquema general de nuestro Modelo de 
Solución puede verse en la Figura 2 que tendrá la 
versatilidad de permitirle al profesor además, 
intervenir intencionalmente y oportunamente 
para prevenir y/o modificar situaciones 
conflictivas que se puedan presentar en el aula 
[23] [24]. 
 
Figura 2. Pantalla principal de Agent 
SocialMetric 
 
Plasmado en Agent SocialMetric [13] un sistema 
integrador online que devela las percepciones de 
los estudiantes acerca de las relaciones 
interpersonales en un aula de clases, permite el 
análisis de la interacción existente entre los 
estudiantes y el docente dentro del marco 
temático, posibilitándole al docente la toma de 
decisiones pedagógicas precisas. En la Figura 1 
en el Modelo de Solución propuesto, pueden 
visualizarse los componentes del modelo de 
nuestra herramienta integradora, que serán 
esbozados brevemente a continuación, y que 
posteriormente serán profundizados a lo largo del 
desarrollo de la tesis.  Las fuentes de datos, es 
una de las partes más importantes del modelo de 
la herramienta son las fuentes de datos y  la 
recolección de información. Ahora bien, para 
crear una red social se debe incluir una lista de 
todos los actores; pero como los métodos de 
redes se centran en las relaciones entre los 
actores, éstos no pueden ser muestreados 
independientemente. 
Al incorporar un Agente conversacional, 
denominado Albert, el mismo toma un rol activo 
en la conversación, siendo parte de sus 
habilidades el reconocer y responder a entradas 
por parte del usuario así como generar  las 
salidas correspondientes y realizar funciones 
conversacionales. Es indispensable su aplicación 
en el aula, debido a que es allí donde los alumnos 
no sólo aprenden nuevos conocimientos sino que 
además incorporan y se familiarizan con normas 
de conducta y  diversas formas de desenvolverse 
ante el sinfín de situaciones que se les presentan. 
El desarrollo de un bot conversacional es una 
tarea de alta complejidad.  Particularmente, 
nuestro asistente virtual presenta dos módulos: el 
de Gestión del Diálogo dentro de la capa de web 
services y el de Generación de Locución (ver 
Figura 3).  
 
Figura 3. Gestor de Locución de Agent 
SocialMetric 
3. EXPERIMENTOS REALIZADOS 
Con el fin de abordar la tarea de investigación, la 
estrategia que consideraremos está basada en los 
modelos de Martin y McClure [15]. Consiste en 
tres grandes fases: la investigación y desarrollo 
inicial, la investigación aplicada, y la 
transferencia, que podemos ver en la Figura 4. 
El tipo de enfoque de investigación seleccionado 
en nuestro proyecto, es el denominado 
“desarrollo experimental” [3]. Este enfoque tiene 
como objetivo aprovechar los conocimientos 
adquiridos en la investigación y aplicarlos de 
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forma práctica, obteniendo un resultado que 
queda plasmado en un  prototipo. Encontramos 
como referencia los trabajos de Basili [3] y 
Zelkowitz [25] que se centran en el carácter 
experimental de los proyectos de investigación 
relacionados a la ingeniería de software. 
 
 
Figura  4. Esquema de la estrategia de 
investigación 
Centrados en el análisis de casos que 
presentaremos buscamos validar el conocimiento 
y la comprensión de los procesos de diagnóstico 
e intervención llevados a cabo a través de Agent 
SocialMetric y las técnicas empleadas obtenidas 
para la validación de los objetivos perseguidos 
en la creación de la herramienta expuesta. En los 
casos siguientes realizaremos el análisis del 
problema, continuando luego con el diagnóstico 
de las interacciones y las reflexiones acerca de la 
herramienta [7].   
En cada uno de estos casos, preliminarmente se 
ha explicado a los participantes el propósito y el 
alcance del sistema. A partir de ahí se pasa a la 
de experimentación y prueba, especificando el 
entorno y con qué  participantes se llevará a cabo 
la prueba (además la misma prueba es de carácter 
individual, a los participantes que favorezca la 
reflexión y la elaboración personal de los 
elementos descriptivos principales, para lograr 
los mejores resultados).   
Realizamos el contraste y evaluación, cuya 
finalidad es el análisis de la situación planteada 
en cada caso y la búsqueda del sentido que tienen 
los datos estudiados. También incorporamos 
pruebas de usabilidad,  encuadradas en la 
experiencia del usuario docente, en función de la 
actitud del docente ante el software educativo 
presentado como innovación educativa.  
Al llevar nuestra herramienta Agent SocialMetric 
a un contexto educativo, se requiere que el 
docente como actor involucrado maneje y 
considere a las TICS  como una metodología 
activa de cambio y una preocupación por una 
formación integral. Este tipo de condiciones 
permite que los casos se ajusten a los objetivos 
que busca la herramienta, ser un instrumento que 
proporcione información valiosa y relevante a 
toda la comunidad educativa, y que se extienda 
asimismo su campo de aplicación.   
En nuestra investigación hemos determinado tres 
escenarios áulicos, pertenecientes al nivel 
primario, secundario y universitario (ver Figura 
5) en cada uno de estos escenarios se evaluarán 
diferentes consignas describiendo las situaciones 
en función de las problemáticas a abordar. Nos 
enfocaremos en mostrar tres casos de estudio y 
su aplicación práctica trabajando tres 
poblaciones diferentes circunscriptas en las 
problemáticas dadas en los contextos educativos 
y escolares. 
 
Figura  5. Experimentación a través de Agent 
SocialMetric 
4. APORTES A LA DISCIPLINA 
Circunscriptos en las Ciencias de la 
Computación podemos decir que nuestro aporte 
principal está dirigido a la Tecnología Educativa, 
desde un enfoque multidisciplinar [17].  
Teniendo presente la definición de Moreira [18], 
el cual considera a la Tecnología Educativa 
como un espacio cuyo objeto de estudio son las 
TICs en cuanto a sus formas de desarrollo, 
representación, difusión, conocimiento y acceso 
aplicables en los distintos contextos educativos. 
En el trabajo de tesis se planteó la construcción 
de un software educativo [22] de autor como un 
material o recurso didáctico entendido como un 
tipo particular de tecnologías de información y 
comunicación. Este recurso es entonces un 
medio empleado por el docente para apoyar, 
complementar el proceso educativo que dirige u 
orienta. El mismo se basa en la sinergia de varios 
campos del saber, que convergen en la 
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generación de un producto computacional: el 
ARS y los agentes de software conversacionales 
encuadrados dentro de la ingeniería de software. 
Las mayores contribuciones de esta tesis son 
resultado de varios años de investigación sobre 
estas temáticas y en este camino hemos 
conseguido aportar a: 
 Al potencial didáctico del software educativo, 
a través de la integración de varios campos 
computacionales, encuadrando esta articulación a 
la ingeniería de software educativo [9]. 
 Ampliar el repertorio de propuestas de 
software didáctico destinado a los docentes. En 
esta obra brindamos una herramienta de apoyo 
como una  propuesta didáctica enriquecedora. 
 Innovar en la implementación práctica del 
agente conversacional a través del gestor de 
diálogos en AIML en idioma español, embebido 
en Agent SocialMetric donde el problema del 
diseño y construcción de este gestor va más allá 
de seguir las ideas y los métodos utilizados en 
otros procesadores de este tipo, debido a que los 
existentes cuentan con errores de compilación y 
no están diseñados para ser implementados en 
idioma español. 
 Integrar el ARS al campo computacional a 
través de la representación y extracción de 
información, mediante la implementación 
práctica y modelada en nuestro sistema 
computacional. 
 Combinar metodologías tradicionales con 
Kanban [16] para obtener una metodología 
extendida desde una visión integradora, 
justificando la combinación que mejor se vincule 
y adapte al proceso de desarrollo del software 
educativo.  
 Extraer de las pruebas datos de la interacción e 
impresiones subjetivas de los usuarios, lo que 
permite realizar un análisis de los datos 
obteniendo una serie de resultados y 
conclusiones acerca de la inﬂuencia de la 
tecnología proporcionda por la herramienta, 
adaptada a diferentes necesidades. 
Por lo tanto, la elección de este tema de tesis 
reúne desde una perspectiva multidisciplinar, tres 
tipos de interés: 
a. Pedagógico: dado por el aporte a la inclusión 
del docente en la utilización didáctica de las 
TICs. Actualmente las TICs tienen un papel 
fundamental en la creación de oportunidades de 
una manera práctica y útil. Permitiendo que el 
profesorado no permanezca ajeno a las 
posibilidades de aprendizaje que de ellas puedan 
derivarse. Agent SocialMetric brinda una nueva 
estrategia para el uso de las TICs en la práctica 
docente,  y en el proceso de enseñanza-
aprendizaje. Desde una perspectiva 
metodológica,  del estudio de casos derivados del 
uso de Agent SocialMetric,  encontramos por un 
lado, la detección de problemas de inadaptación 
social. Esta problemática se detecta en la 
existencia de elementos aislados en el grupo, no 
elegidos por nadie, ante lo cual el docente esta 
advertido de esta anomalía para procurar que los 
demás les presten atención. También incluye la 
detección de alumnos rechazados por la mayoría 
de los miembros y la detección de subgrupos y 
los líderes. Por otro lado, la determinación de 
estrategias metodológicas en el aula. Esto se da 
especialmente en los momentos previstos para el 
trabajo en grupos operativos a lo largo del 
desarrollo de una unidad didáctica. La 
herramienta brinda la estructura social o informal 
del grupo en su conjunto. Se procurará, en 
principio, que los grupos de trabajo se ajusten a 
los grupos formados espontáneamente, en 
función de las preferencias manifestadas por el 
alumnado (siempre que la clase esté bien 
integrada y sin problemas especiales). Cuando 
haya algún sujeto con dificultades de integración, 
permite el conocimiento estructural del grupo, lo 
que servirá para incorporarlo con los compañeros 
que más le puedan motivar y con los que él se 
encuentre más compenetrado; tanto para el 
estudio como para el juego o cualquier otro tipo 
de actividad, resultando más fácil romper el 
aislamiento. 
b. Profesional: Teniendo presente a Cataldi y 
otros [5] concordamos con su afirmación que, 
“debido al creciente desarrollo del software 
educativo durante los últimos años, gran parte 
del mismo ha sido realizado en forma 
desorganizada y poco documentada, y 
considerando el aumento exponencial que sufrirá 
en los próximos años, surge la necesidad de 
lograr una metodología disciplinada para su 
desarrollo, mediante los métodos, 
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procedimientos y herramientas, que provee la 
ingeniería de software para construir programas 
educativos de calidad, siguiendo las pautas de las 
teorías educativas y de la comunicación 
subyacentes”. Enmarcamos nuestra investigación 
dentro de los lineamentos actuales de la 
ingeniería del software [9], para obtener un 
software que sea de apoyo para funciones 
educativas,  dado que no todos los programas de 
computación son específicos para educación. 
c. Social: En esta tesis, se incorpora el ARS y el 
potencial que brinda para modelar los actores 
sociales, así como la diversidad y profundidad de 
las relaciones existentes entre alumnos. También 
se valoran una serie de estrategias y diversos 
instrumentos de medición para determinar las 
relaciones entre los alumnos,  dentro de una 
realidad socioeducativa.  La integración entre lo 
tecnológico y lo social, nos lleva a compartir el 
enfoque de la tecnología como sistema; 
considerando el concepto de red, como un buen 
descriptor de las relaciones, los actores inmersos 
en  relaciones sociales que afectan y modifican 
su comportamiento y demás el ARS como un 
conjunto de técnicas de análisis para el estudio 
formal de las relaciones y estructuras sociales. A 
partir de diferentes escenarios sociales, se 
pueden obtener diferentes resultados que pueden 
ser de mucha utilidad al momento de la toma de 
decisiones. 
5. TRABAJOS FUTUROS 
Durante el desarrollo de esta tesis y a partir del 
desarrollo del software educativo Agent 
SocialMetric se han identificado problemas 
abiertos que pueden derivar las siguientes líneas 
de trabajo: 
1. A través de los diferentes escenarios creemos 
que este trabajo puede orientar futuras 
investigaciones en las que el interés se centre en 
la interrelación entre los factores contextuales, ya 
que la complejidad de los mismos deja abierta la 
puerta a variables que no han sido incluidas en 
nuestro estudio. Por lo anterior, desde un 
enfoque cualitativo a futuro se pretende 
entrevistar y observar a los estudiantes en 
situaciones educativas mediadas con las TICs, 
con el objetivo de identificar nuevas estrategias 
en el uso de la herramienta [13].  
Aprovechando la motivación que tienen los 
alumnos por las TICs proponemos extender el 
trabajo de investigación a través de un módulo 
llamado Student Play [12] incorporando tres 
agentes conversacionales (llamados Max, 
Rodolfo y Javier) (ver Figura 7.1), que 
interactúen con los alumnos, sean compañeros de 
juegos para el aprendizaje y que brinden 
respuestas verbales y no verbales adecuadas. 
Además se buscará que a posteriori trabajen y se 
integren colaborativamente con el agente ya 
desarrollado Albert. El objetivo prioritario de 
este módulo será ofrecer diferentes recursos, 
estrategias y herramientas prácticas adaptadas a 
diferentes rangos etarios, aplicables a sesiones de 
clase programadas. Estará destinado a favorecer 
la promoción del aprendizaje de valores sociales 
y personales, a través de la comunicación e 
interacción [1] brindada por los agentes (ver 
Figura 6 el maquetado de algunas pantallas 
posibles de Student Play). 
 
Figura 6. Prototipo Student Play  con los agentes 
conversacionales Max Javier o Rodolfo 
2. Se puede dar lugar a más investigaciones y a 
la integración de otras técnicas de IA. A  lo largo 
del trabajo vimos que dos tipos de relaciones que 
afectan de sobremanera el clima en un aula de 
clases, son las relaciones de agresión y liderazgo 
entre pares de alumnos de un curso. Hoy 
sabemos que suelen estar presente en todas las 
escuelas y niveles y afecta no solo la calidad de 
las relaciones interpersonales y la convivencia 
escolar, sino también al propio desarrollo de los 
escolares directamente implicados. Es así como 
nace el bullying, éste es comúnmente definido 
como un maltrato entre pares donde se produce 
una persecución tanto física, como psicológica 
de parte de un estudiante contra otro, al que elige 
como víctima de ataques constantes. Esta acción 
negativa e intencionada, posiciona a las víctimas 
en situaciones de las que difícilmente pueden 
salir por sus propios medios. Es en este contexto 
donde este sistema puede tomar protagonismo, 
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en disminuir las oportunidades en las que se 
puede manifestar el acoso; a través de considerar 
la distribución espacial que tienen los alumnos 
dentro de la sala de clases, como un factor a 
considerar.  
Dado que nuestra herramienta es integradora de 
varias técnicas, lo que buscaremos es 
implementar algoritmos genéticos para la 
generación de la distribución óptima de 
estudiantes, considerando diversas 
configuraciones posibles de las aulas de clase 
(mapeadas en las matrices que están modeladas 
en el sistema) en caso de identificarse una 
problemática de bulling a través de Agent 
SocialMetric. Considerando por ejemplo las 
aulas, que no poseen pasillos, en donde los 
alumnos están sentados uno inmediatamente 
después de otro, en todos los sentidos (la cual 
puede representar a la configuración que se 
utiliza comúnmente en las aulas universitarias 
que poseen sillas individuales), aulas  que tengan 
un pasillo cada dos puestos y aquellas aulas que 
poseen un pasillo por cada puesto, es decir, se 
intercalan los pasillos con los puestos. El 
algoritmos genéticos (AG), son técnicas para 
búsquedas y optimización, basados en los 
principios de la genética y la selección natural. 
Estos algoritmos, hacen evolucionar una 
población de individuos (cromosomas), 
sometiéndola a acciones aleatorias, semejantes a 
las que actúan en la evolución biológica 
(operadores genéticos: mutaciones y 
recombinaciones genéticas), así como también, a 
una selección de acuerdo con algún criterio, en 
función del cual se decide cuáles son los 
individuos más adaptados, que sobreviven, y 
cuáles los menos aptos, que son descartados. Los 
alumnos de una sala de clases en particular, 
pueden ser representados por un identiﬁcador 
único, de tal forma, que dos alumnos no estén 
asignados a un mismo puesto. El identiﬁcador se 
puede corresponder a un número natural 
correlativo, que parte desde el primer alumno 
representado en la sociomatriz, hasta el último de 
éstos.  De tal manera que un cromosoma  quede 
compuesto por los alumnos de un curso y por los 
pasillos de la sala de clase, representados con un 
valor por ejemplo como “0”. Para definir la 
función objetivo ver la ecuación 1 (la cual puede 
permitir evaluar cada distribución generada) se 
podría considerar que la pregunta hecha a los 
estudiantes, representa una relación negativa 
entre los individuos, de tal forma, que se 
pretende tener un puntaje lo menos negativo 
posible. En este caso x corresponde a un 
individuo, influencia es la función de evaluación, 
corresponde a la percepción negativa que tiene el 
curso sobre un alumno en particular. La función 
vecindario, corresponde a la valoración que un 
puesto tiene en la sala de clases. Y penalización 
corresponde a la penalización que se aplica, al 
posicionar un alumno agresor (alumno), cerca de 
sus víctimas. 
  
3. Se buscará explorar técnicas de simulación de 
diálogos y lograr una ampliación del gestor de 
diálogo integrándolo al contexto social del 
agente Albert (y adicionalmente a los agentes del 
módulo Studnet Play [12], destinado a los 
alumnos). En este caso se evaluarán diferentes 
modelos, como el modelo propuesto por Augello 
y otros [2] en el cual se sostiene que el diálogo es 
una actividad conjunta de procesos individuales 
y sociales. Para eso se explorará agentes sociales 
capaces de elegir los planes de diálogo, que sean 
más adecuados al contexto social (lo que en la 
literatura sociológica que se llama una "práctica 
social")  donde se incorporen y analicen las 
habilidades comunicativas del agente. En esta 
línea se establecería una nueva la base de 
conocimientos, que incluya un conjunto de 
palabras que el agente reconozca modeladas 
mediante grafos gramaticales para establecer las 
relaciones entre las palabras claves; y un 
algoritmo de preprocesamiento que se pueda 
ajustar a cualquier frase ingresada y a un 
conjunto de palabras claves válidas.  
Otra de las líneas será la posibilidad de expresar 
en los diálogos del agente Albert rasgos de su 
personalidad, emociones o intensidad (por 
ejemplo algunas de las emociones podrían ser 
alegría, sorpresa, resignación, etc.). Para 
incorporar las emociones a futuro se podrá 
establecer un modelo comportamental o 
emocional. Este módulo comportamental podrá 
contener un módulo de percepción e 
interpretación del contexto (el cual evalúe las 
acciones y actitudes del interlocutor), un módulo 
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de interacción social y emocional (el cual actuará 
según los rasgos de personalidad del personaje) y 
un módulo de gestión de diálogo (que pueda 
actualizar el estado del diálogo y seleccionar los 
actos del lenguaje que expresen los objetivos e 
intenciones del personaje). 
Finalmente otra posible línea de experimentación 
podría partir de la base de explorar otros 
enfoques para la evaluación del diálogo hablado 
del agente Albert combinando diferentes 
apariencias (ej. humano en 3D, animado 2D, 
etc.) y distintas estrategias de comportamiento 
(ej. neutral, afectivo, etc.). De esta forma se 
podría analizar el compromiso entre las 
expectativas del agente y el funcionamiento del 
diálogo. 
4. Aprovechando que la ingeniería de software 
educativo se viene convirtiendo en un área de 
estudio en expansión y dado que en nuestra 
investigación hemos implementado una 
metodología basada en Kanban es importante 
como línea futura considerar otras metodologías 
Ágiles para nuevos desarrollos y en la extensión 
de Agent SocialMetric (como en el módulo 
Student Play). Integrando y combinando 
componentes pedagógicos y didácticos a otras 
metodologías ágiles (como Extreme Programing 
XP, Crystal etc.) para el desarrollo de software 
educativo [8]. Así mismo se buscará contemplar 
en las distintas etapas y actividades aspectos de 
naturaleza interdisciplinaria desde una visión 
integradora. 
5. En cuanto al ARS se propone como futura 
líneas incorporar redes dinámicas e implementar 
el “review estractor” de Agent SocialMetric . Por 
un lado, en cuanto a las redes dinámicas se prevé 
como futura línea incorporar un modelo que 
tenga en cuenta el paso del tiempo, en lugar de 
enfatizar la descripción de la totalidad de las 
relaciones, se buscará examinar el resultado de la 
decisión de los actores de establecer (mantener o 
romper) una relación teniendo en cuenta las 
relaciones preexistentes [6], su posible impacto 
en el comportamiento de los actores en el clima 
del aula y la posibilidad de explorar más métricas 
de redes.  Por otro lado, a través del Review 
Estractor se buscará como línea futura estudiar el 
análisis léxico enfocado en Moodle  y en Twitter. 
En cuanto a Moodle, el modulo Review Estractor 
queda representado en la arquitectura de la 
Figura 8.  
 
Figura 8. Arquitectura del módulo Review 
Estractor  
El Review Estractor también podría trabajar con 
los tweets de Twitter, su relación con las 
tendencias de usuarios alumnos y cómo afecta al 
clima que se manifiesta en el aula en diferentes 
momentos.  A través de la conexión con Twitter 
se buscará incluir el manejo de un clasiﬁcador de 
microtextos, para poder descubrir las 
características esenciales de los temas que se 
traten en los tweets seleccionados, ya sea de 
forma individual o masiva, ejecutándose en 
tiempo real o bien agregando el contenido a la 
base de datos que ofrece la aplicación Agent 
SocialMetric. Se podrían utilizar técnicas de 
tokenización para ayudar a procesar los tweets de 
forma más limpia y sin ruido, para la 
clasiﬁcación se podrían usar diccionarios que 
ayuden a identiﬁcar palabras (en formato XML) 
y el uso de algoritmos de clasificación como el 
de Naïve Bayes.  
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Resumen: Este artículo resume el trabajo de la tesis doctoral “Estudio de la influencia 
de un entorno de simulación en la enseñanza de redes de computadoras en el nivel 
universitario”, cuyo propósito fue determinar la influencia del uso de software de 
simulación en la enseñanza de conceptos y fundamentos sobre redes de computadoras, 
para un contexto específico. El estudio fue del tipo cuantitativo, con diseño 
experimental con grupo de control. Las pruebas paramétricas permitieron concluir que, 
existe diferencia estadísticamente significativa a favor de los estudiantes que emplearon 
una estrategia basada en simulación.  
 
Palabras-claves: Enseñanza de redes de computadoras, Simulación, Laboratorio 
virtual, Tecnología Educativa, Protocolo TCP-IP. 
 
1 INTRODUCCION 
Los altos costos de equipos específicos necesarios para montar un laboratorio de red, 
sumados a los escasos recursos con los que cuenta el Departamento de Informática de la 
Facultad de Ciencias Exactas de la Universidad Nacional de Salta (similares a los 
recursos con los que cuentan la mayoría de las universidades públicas en el interior del 
país), hacen considerar a las herramientas de simulación como una posible solución para 
que las prácticas sean mejor aprovechadas por los estudiantes, posibilitando además la 
utilización de estas herramientas fuera de los horarios de clases. 
De acuerdo a lo dicho anteriormente, se podría resumir la problemática de la siguiente 
manera: 
 El docente debe plantear los trabajos prácticos de laboratorio adecuándose a las 
características del equipamiento disponible, generalmente escaso (actualmente 
en el laboratorio del Departamento de Informática, existen 3 enrutadores marca 
Cisco, 5 enrutadores del tipo SOHO - Small Office Home Office y diversos 
conmutadores). 
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 La cantidad de estudiantes habitualmente es elevada (aproximadamente 15-20 
estudiantes cada año).  
 Los equipos de hardware (enrutadores, conmutadores, concentradores, cableado 
de red, conectores, etc.) son costosos, y su actualización y mantenimiento 
también significa costos elevados, por lo que usualmente se puede contar con a 
lo sumo uno o dos dispositivos por comisión o grupos de estudiantes. Lo que 
hace impracticable los laboratorios con equipo real. 
 La curva de aprendizaje para la administración de los dispositivos es alta, lo 
mismo ocurre con la conectorización física para definir una determinada 
topología, ya que se disponen diferentes tipos de interfaces de red tal como 
Ethernet, FastEthernet y puertos Seriales. Esto impide realizar demasiados 
grupos que accedan al hardware de red. 
1.1 Motivación 
En muchas universidades la computadora, las redes, los sistemas de videoconferencias, 
la Internet y las soluciones de software se usan a diario. Toda esta infraestructura 
tecnológica no solo contribuye a facilitar las tareas y actividades como la 
documentación y obtención de información, si no que sirven como punta de lanza para 
la investigación sobre los cambios que se experimentan, tanto en el uso de herramientas 
en la educación como en los posibles métodos de enseñanza que se requieren para 
incorporar estos recursos.  
Uno de los objetivos clave en la enseñanza de las redes de computadoras en la carrera 
de Licenciatura en Análisis de Sistemas es transmitir conceptos básicos y fundamentos 
a los estudiantes. Sin embargo, desde hace un tiempo se viene investigando como 
facilitar la relación entre la realidad y las teorías y modelos, es decir, entre lo concreto y 
lo abstracto. 
Así, las computadoras personales (PC), con la variedad de software que se ha 
desarrollado, tienen en sí mismas un gran potencial para mejorar el proceso de 
enseñanza y aprendizaje, a fines que: 
 El aprendizaje sea más interesante. 
 El aprendizaje sea activo, no pasivo en las aulas. 
 Los estudiantes estén más motivados. 
 El aprendizaje sea al ritmo del estudiante en forma personalizada. 
 La educación sea permanente. 
1.2 Objetivos y preguntas de investigación 
El objetivo general de esta tesis doctoral fue evaluar la influencia de la utilización de 
software de simulación en la enseñanza de contenidos de redes de computadoras en el 
ámbito de las asignaturas relacionadas con la temática en la carrera de Licenciatura en 
Análisis de Sistemas, cursos de extensión y postgrado organizados por el C.I.D.I.A. – 
Centro de Investigación y Desarrollo en Informática Aplicada que depende de la 
Facultad de Ciencias Exactas de la Universidad Nacional de Salta – y en la carrera 
Ingeniería en Telecomunicaciones en la Universidad Católica de Salta. Para ello se llevó 
a cabo un estudio aplicado, longitudinal y experimental que, asumiendo la complejidad 
del fenómeno educativo, considera aspectos cuantitativos y cualitativos.   
A partir de éste se plantearon los siguientes objetivos específicos:  
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 Establecer la relación entre la utilización de la simulación y la actitud de los 
estudiantes hacia el estudio de los protocolos IP;  
 Determinar si existe diferencia significativa en el nivel de comprensión de los 
principios de los protocolos de red analizados, entre estudiantes que reciben 
instrucción mediada por herramientas de simulación y estudiantes que reciben 
instrucción tradicional. 
 
Las preguntas que se plantearon en este sentido son: 
A. ¿Cómo influyen en la enseñanza y el aprendizaje los trabajos realizados con 
un software de simulación?, ¿Qué efectos causan los programas de simulación 
en lo que hace a la motivación del estudiante a aprender a resolver los problemas 
analizados en las clases teóricas? 
B. ¿Cuánto pueden contribuir los trabajos sobre el simulador a que se reafirmen 
los conceptos teóricos y la comprensión de los fundamentos y funcionamiento en 
general de las redes? 
C. ¿El trabajo con el simulador permite al estudiante sentir la seguridad de quien 
ha explorado un tema acabadamente, especialmente con la posibilidad de variar 
arbitrariamente los valores de los componentes y variables? 
D. Dado que el estudiante puede diseñar e inventar topologías y experimentar 
con ellas ¿hasta qué punto favorece la creatividad? 
E. ¿Hasta qué punto contribuyen a reemplazar un aprendizaje memorístico por 
aprendizaje significativo? 
F. ¿En qué momento conviene aplicar estos métodos, antes y/o después de los 
trabajos prácticos tradicionales? ¿Qué condiciones deben darse para la 
aplicación de estos métodos? 
G. ¿Es deseable estructurar otras actividades prácticas utilizando métodos de 
simulación?  
 
Este estudio aportará evidencia empírica sobre la incidencia del uso de herramientas de 
simulación en la enseñanza de conceptos de redes de computadoras en el nivel 
universitario. Esta investigación beneficiará a los diferentes actores del proceso 
educativo: docentes, investigadores y autoridades educativas. Los resultados de esta 
investigación permitirán tomar importantes decisiones sobre la inclusión de 
herramientas TIC como medios para favorecer el aprendizaje de conceptos y 
fundamentos no solo de redes de computadoras. 
 
2 ASPECTOS METODOLÓGICOS 
2.1 Formulación de Hipótesis 
De lo expuesto en el marco teórico, el resultado de la búsqueda realizada y la formación 
y experiencia adquiridas, surgieron las siguientes hipótesis causales de investigación, en 
relación a las correlaciones aprendizaje-métodos de simulación: 
 Hipótesis I: A igualdad de recursos utilizados y experiencias, el estudiante 
aprende mejor, más significativamente, cuando complementa esas experiencias 
con métodos de simulación. 
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 Hipótesis II: El uso de software de simulación como complemento a los 
prácticos tradicionales o de laboratorio, mejora el aprendizaje de conceptos y la 
comprensión. 
 Hipótesis complementaria: La realización de trabajos prácticos por simulación 
va a redundar en un aprendizaje significativo y creativo en los estudiantes. Esta 
hipótesis intenta responder a las preguntas C, D, y E del apartado: “objetivos y 
preguntas de investigación”. 
 
Las hipótesis I y II intentan responder a las preguntas A, B, F y G del apartado: 
“objetivos y preguntas de investigación”. 
2.2 Estrategia metodológica, diseño de la investigación y recolección de datos 
La investigación se dividió en tres etapas: la primera etapa consistió en la aplicación de 
un cuestionario (inicialmente exploratorio), que se prolongó en todas las demás etapas. 
Por lo analizado en el marco teórico, cuando no se registran muchos antecedentes en 
relación a un tema, lo indicado es comenzar con un estudio de este tipo que permita 
preparar el terreno para la investigación posterior. Esta circunstancia definió el carácter 
y la profundidad con que se diseñó la investigación. A los efectos de precisar el lenguaje 
utilizado para caracterizar los estudios, se aclara que la terminología utilizada responde 
a la clasificación de Dankhe (1989), adoptada por Sampieri, (1998), quien los divide en: 
exploratorios, explicativos, descriptivos o correlacionales. En la segunda etapa se 
realizó un estudio explicativo-correlacional (evaluaciones de conceptos), y 
paralelamente un estudio descriptivo (encuesta para medir actitudes), que se prolongó 
en la tercera etapa. 




Segunda Etapa Tercera Etapa 
Cuestionario Cuestionario Cuestionario 
Encuesta para medir actitudes Encuesta para medir actitudes Encuesta para medir actitudes 
Evaluación de conceptos Evaluación de conceptos 
  Encuesta a docentes 
 
 
Tabla 2-1: Actividades en las distintas etapas de investigación 
 
Para la segunda y tercera etapa, la investigación se diseñó de la siguiente forma: 
Se planificó realizar, por un lado, un estudio explicativo y correlacional a través de 
experimentos y por otro lado un estudio descriptivo a través de encuestas. En una 
primera instancia el estudio fue descriptivo, luego ambos estudios se realizaron en 
forma paralela, aunque temporalmente el estudio descriptivo fue realizado, cada año, al 
finalizar  las experiencias con los trabajos prácticos propuestos. 
2.2.1 Estudio explicativo-correlacional 
Consistió en la realización de experiencias en las que se investigó la relación entre 
aprendizaje y los métodos de simulación y las actividades prácticas tradicionales. Las 
variables independientes, en este caso fueron: 
 Trabajos prácticos tradicionales - TPT: en el aula. 
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 Actividades prácticas con simulación - TPS: con software de simulación. 
Y como variables dependientes de ellas, a evaluar, se consideraron varios conceptos o 
protocolos como son:  
 Protocolo ARP,  
 Protocolo DNS,  
 Direccionamiento IP,  
 Ruteo IP: Estático y Protocolo RIP, 
 Algoritmo CSMA/CD.  
Estos y otros conceptos, el estudiante los profundiza con las actividades, y son los 
mismos, tanto en los TPT, como en los TPS. 
Cabe aclarar también que el estudio y análisis de un protocolo o algoritmo de red no 
implica un solo concepto que puede se memorizado, sino por el contrario un conjunto 
de reglas que necesariamente se tienen que dar para el funcionamiento del mismo. 
En primer lugar, como parte de la experiencia, se impartieron los conceptos teóricos con 
la ayuda de presentaciones. 
En la primera actividad práctica se utilizaron los conceptos relacionados al protocolo en 
estudio. 
En la actividad práctica con software de simulación se trabajó con los mismos 
conceptos del trabajo práctico tradicional, solo que el estudiante necesitó familiarizarse 
antes en el uso del software específico para el tema en cuestión. 
Dado que la cantidad de estudiantes en cada cohorte en las asignaturas en cuestión es 
pequeña, se dividió en dos grupos, un grupo experimental que realizó la práctica con 
software de simulación, y un grupo de control que realizó la práctica tradicional en el 
aula. La cantidad de estudiantes en cada grupo fue así función de la cantidad de 



















Figura 2-1: Distribución de las actividades, prácticas tradicionales y prácticas con simulación. 
 
Este diseño cumple con todos los requisitos que debe reunir un experimento, a saber. 
Se considera por tanto que se han evitado todos los efectos que pueden quitarle validez 
interna a la experiencia. 
Clase Práctica para ambos grupos: TPT Grupo Experimental y Grupo de Control 
Grupo Experimental: TPS 
Evaluación de conceptos: Grupo Experimental y Grupo de Control 
Grupo de Control: TPS 
Clase Teórica para ambos grupos: Grupo Experimental y Grupo de Control 
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En relación a la recolección de información a través de las evaluaciones, y por la forma 
en que fueron planeadas, se las considera confiables ya que el hecho de tener que aplicar 
el concepto a evaluar conlleva a responder siempre lo mismo en función de la estructura 
conceptual que tenga el estudiante en ese momento. Por la misma razón también son 
válidas, ya que no hay posibilidad de estar evaluando algo distinto a lo que se quiere 
evaluar. Las preguntas en todas las evaluaciones cubrieron completamente el contenido 
(los conceptos en cuestión a evaluar, protocolos y algoritmos). Por ser conceptos no tan 
definidos, resulta más complicado determinar en cada caso lo acertado, o no, de las 
respuestas (validez de criterio). 
El momento de aplicación de las pruebas fue adecuado así como también la duración de 
las mismas. Se realizaron al comienzo de la clase ya que implicaba más concentración y 
actividad por parte del estudiante.  
Las respuestas de las evaluaciones realizadas se puntuaron con una escala de 0 a 100 
puntos. Las evaluaciones con repuestas correctas superiores a 50 puntos, se 
consideraron como una evaluación aprobada. En el caso de las evaluaciones de 
elección-múltiple que incluyeron una pregunta del tipo abierta, permitió conocer con 
mayor profundidad la claridad del concepto por parte del estudiante, y de esa manera 
poder detectar repuestas más elaboradas que otras. 
Cabe aclarar que la evaluación de un protocolo o algoritmo implica el conocimiento de 
varios conceptos, no solo de uno. 
La fiabilidad y validez de estos instrumentos fueron validadas a través de pruebas piloto 
donde se calcularon coeficientes de confiabilidad. Para el análisis de los datos se aplicó 
estadística descriptiva y pruebas paramétricas mediante el uso del Paquete Estadístico 
para las Ciencias Sociales (Statistical Package for the Social Sciences o SPSS® de 
IBM).  
Para la prueba de conceptos, el objetivo principal fue contrastar estadísticamente si 
ambos grupos de estudio presentaron una diferencia significativa en cuanto a alguna 
medida de tendencia central o de variabilidad, a los fines de poder tomar una decisión 
confiable sobre el beneficio o no de la aplicación de la nueva técnica de enseñanza. Es 
decir, se pretendía determinar si el uso de la herramienta de simulación como 
complemento a las prácticas tradicionales, favorece el aprendizaje. Dado que los grupos 
de trabajo fueron relativamente pequeños, esto es, con un tamaño muestral chico 
(N<=10), para realizar las pruebas de contraste antes mencionadas en los casos que 
correspondiere, se utilizaron aquellas asociadas a la distribución normal o de Gauss. En 
los casos en que ello no fue posible, se recurrió a las técnicas contempladas en la 
estadística no paramétrica (ya que prescinden de la distribución de los datos).  
La idea básica en el análisis estadístico de los datos fue utilizar teoría y el software 
mencionado para poder completar los resultados estadísticos descriptivos ya realizados, 
completándolos con estadísticas que permitan decidir por ejemplo: si existe diferencia 
significativa entre ambas metodologías de enseñanza.  
Para cada experiencia se realizaron los test con pruebas específicas como Kolmogorov-
Smirnov, coeficientes de correlación no paramétricos y gráficos específicos que 
permitieron ver características no siempre mostradas por los gráficos descriptivos. 
También se realizó la prueba de los rangos con signo de Wilcoxon que permitió 
contrastar la hipótesis nula de que ambos grupos puedan mantener algún tipo de 
relación, es decir, no fueren independientes los tratamientos de los métodos con y sin 
simulación. 
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2.2.2 Estudio descriptivo 
El estudio descriptivo se realizó en la primera parte de la investigación y se prolongó en 
la segunda y tercera etapa. Para el test actitudinal se optó por una escala de valoración 
de Likert de 5 puntos para cada una de las variables o preguntas lo que permite medir 
actitudes y conocer el grado de conformidad del encuestado con las afirmaciones 
propuestas. 
Para garantizar la fiabilidad del instrumento se utilizó el coeficiente Alfa de Cronbach, 
la cual asume que los ítems miden un mismo constructo y que están altamente 
correlacionados (Welch & Comer, 1988). Cuanto más cerca se encuentre el valor del 
alfa a 1, mayor es la consistencia interna de los ítems analizados. Como criterio general, 
George y Mallery (2003, p. 231) sugiere un valor de 7 como aceptable. 
Los tests actitudinales indagaron sobre los siguientes puntos: 
 Actitud de los estudiantes para realizar simulaciones con otra temática de la 
misma asignatura,  
 Actitud de los estudiantes para realizar simulaciones en otras asignaturas del 
plan de estudio, 
 Limitaciones de los simuladores, 
 Forma en que influyen los cambios de determinados parámetros, 
 Facilidad para experimentar con otras topologías, 
 Aspectos específicos del simulador (facilidad de uso, ayuda contextual, facilidad 
de instalación, etc.), 
 Claridad de las simulaciones, 
 Apoyo brindado por la herramienta a la educación no presencial, 
 Facilidad para realizar el seguimiento de los eventos,  
 Implementación de los protocolos en el simulador, 
 Tiempo asignado a los prácticos propuestos. 
 
3 LA MUESTRA 
Se realizaron 16 experiencias para el estudio descriptivo actitudinal. La Tabla 3-1, 
presenta para cada experiencia realizada la asignatura, la temática, el período y cantidad 
de estudiantes involucrados. 
 
Experiencia  en Asignatura Temática Período Cantidad de 
Estudiantes 
Conectividad y Teleinformática 
UNSa 
Redes IP 2012 5 
Conectividad y Teleinformática – 
UNSa  
Redes IP, ARP, 
Fragmentación 
2012 13 
Redes de Computadoras I – UNSa  Protocolos Capa de 
Aplicación 
2013 5 
Curso DNS – UNSa  
 
Protocolo DNS 2013 10 
Redes de Computadoras I – UNSa  Fundamentos 2014 15 
Redes de Computadoras I – UNSa  Protocolos Capa de 
Aplicación 
2014 12 
Redes de Computadoras I – UNSa  Protocolos Capa de 
Transporte 
2014 9 
Redes de Computadoras I – UNSa  Protocolos Capa de 
Red 
2014 9 
Curso Jornadas de Ingeniería  
 
Ruteo con GNS3 2015 6 
Curso de Extensión  Virtualización con 
GNS3 
2015 6 
Redes de Computadoras I - UNSa Capas de Aplicación, 2015 8 
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Trasporte y Red 
Redes de Computadoras I - UNSa Direccionamiento IP 
– Lab. real 
2016 10 
Redes de Computadoras I - UNSa Ruteo IP – Lab. real 2016 9 
Curso Mikrotik Ruteo IP – Lab. real 2016 10 
Encuesta UCASAL 
 
Redes IP 2016 10 
Encuesta docentes de redes 
 
Redes IP 2016 13 
Total e encuestados   140 
 
 
Tabla 3-1: Muestra del estudio descriptivo actitudinal 
 
Se trabajó con tamaños muestrales pequeños. Se diseñaron diferentes experiencias en 
diferentes asignaturas y diferente temática, muchas de las cuales se replicaron en años 
siguientes. La población de estudio estuvo conformada por la totalidad de los 
estudiantes cursantes en cada cohorte en cada una de las asignaturas bajo estudio. 
En todos los casos se intentó que el grupo experimental y el grupo de control tuvieran la 
misma cantidad de estudiantes, lo que no siempre fue posible. 
La Tabla 3-2, presenta las 12 experiencias que conforman la muestra para el estudio 
explicativo-correlacional de evaluación de conceptos, detallando la asignatura, la 
temática, el período y la cantidad de estudiantes que conformaron el grupo experimental 
y el grupo de control en cada caso.   
 






Conectividad y Teleinformática 
UNSa 
Redes IP 2013 13 43 56 
Redes de Computadoras II - UNSa Redes LAN 
CSMA/CD 
2014 4 5 9 




2014 4 5 9 
Redes de Computadoras II – UNSa  Protocolo ARP 2014 5 5 10 
Redes I – UCASAL  Redes LAN 
CSMA/CD 
2015 3 3 6 
Redes de Computadoras II - UNSa Redes LAN 
CSMA/CD 
2015 5 7 12 
Redes de Computadoras I - UNSa Protocolo DNS 2015 5 16 21 
Redes de Computadoras I - UNSa Direccionamiento 
IP 
2015 4 12 16 
Redes de Computadoras I - UNSa Ruteo IP 2015 5 11 16 
Redes de Computadoras I - UNSa Direccionamiento 
IP 
2016 6 6 12 
Redes de Computadoras I - UNSa Ruteo IP 2016 5 8 13 
Redes de Computadoras II - UNSa Redes LAN 
CSMA/CD 
2016 5 5 10 
Total de estudiantes   64 126 190 
 
 
Tabla 3-2: Muestra del estudio explicativo-correlacional 
 
La muestra total para los dos tipos de experimentos asciende a un total de 330 
estudiantes que participaron de la investigación. 
Cabe destacar que los grupos bajo estudio pueden considerarse homogéneos o en 
igualdad de condiciones al inicio de cada experiencia, ya que se analizaron los planes de 
estudio correspondientes y el contenido de los programas de las respectivas asignaturas 
correlativas previas, y los mismos no contienen los conceptos evaluados en esta 
experiencia. Además no se incluyeron los estudiantes recursantes en ninguno de los 
grupos ni tratamientos, como se mencionó anteriormente. 
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4 RESULTADOS Y CONCLUSIONES 
Los resultados alcanzados en esta investigación pretenden ser un aporte en la toma de 
decisiones de futuras propuestas curriculares y didácticas que tengan en cuenta los 
métodos de simulación, aplicados a contenidos concretos en el área de las redes de 
computadoras. 
4.1 Hallazgos 
Los resultados obtenidos en las Experiencias Nº 1, 2, 3, 4, 5, 6, 10, 14, 16, 19 y 20, 
donde se trataron temas correspondientes a las Capa de Aplicación, Capa de Transporte 
y Capa de Red del Modelo TCP/IP, evidencian que los estudiantes consideran por una 
parte que las herramientas utilizadas (Kiva-NS, Packet Tracer y GNS3) cuentan con 
toda la potencialidad para realizar simulaciones claras de los protocolos estudiados y 
por otro lado consideran apropiados los laboratorios propuestos. De manera que, en 
relación con el primer objetivo del estudio, se establece que, para el nivel universitario, 
la utilización del software de simulación tiene una incidencia significativamente alta en 
el desarrollo de una buena actitud hacia el estudio de las asignaturas Redes de 
Computadoras I y Redes de Computadoras II del plan de estudios de la Licenciatura en 
Análisis de Sistemas.  
 
En relación al segundo objetivo del estudio, y en función de los resultados obtenidos en 
las Experiencias Nº 2, 6, 7, 8, 9, 11, 12, 13, 15, 17, 18 y 21, donde se realizaron 
evaluaciones de los conceptos Algoritmo CSMA/CD, Protocolo ARP, Protocolo DNS, 
Direccionamiento IP y Ruteo IP, se evidencia que el uso de software de simulación 
influye positivamente en el mejoramiento del nivel de comprensión de los conceptos. Se 
concluye en este aspecto que existe diferencia estadísticamente significativa a favor de 
los estudiantes que emplearon una estrategia basada en simulación.  
Las Experiencias Nº 22 y 23 permitieron contrastar la práctica con simulación y la 
práctica con equipo real, donde se evidencia que los estudiantes consideran que la 
simulación simplifica el proceso de configuración de topologías y dispositivos y el 
seguimiento de los eventos. Asimismo, consideran que la práctica con simulación puede 
reemplazar a la práctica con equipo real, cuando se trata de aprender fundamentos y 
conceptos sobre redes de computadoras. 
Se considera que: 
 las experiencias realizadas tienen “validez externa”, en cuanto a que pueden 
extrapolarse los resultados a otras asignaturas, de la misma carrera, que 
compartan contenidos y metodologías, 
 los métodos de simulación tienen una influencia muy poderosa sobre la 
enseñanza, y un gran potencial a futuro. 
4.2 Recomendaciones 
El tema merece seguir siendo investigado por la importancia detectada en cuanto a su 
influencia en el aprendizaje. Se recomiendan estudios cualitativos que permitan conocer 
con mayor profundidad el nivel de conceptualización alcanzado por los estudiantes con 
el uso del software de simulación y ampliar la visión sobre el tema. También se sugiere 
la realización de otros experimentos que permitan contrastar el aprendizaje con 
simulación y el aprendizaje con equipo real considerando la enseñanza de conceptos y 
la formación de técnicos. 
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Resumen
Los procesadores multicore asime´tricos (AMPs) fueron propuestos como una alterna-
tiva de bajo consumo energe´tico a los procesadores multicore convencionales (CMPs)
formados por cores ide´nticos. Los AMPs integran cores ra´pidos y complejos de al-
to rendimiento, y cores ma´s simples de bajo consumo. Los AMPs plantean un gran
desaf´ıo: distribuir eficientemente los ciclos de los distintos tipos de core entre las
aplicaciones. Para evitar modificar el co´digo de las aplicaciones, la mayor´ıa de las
propuestas se realizan a nivel de sistema operativo incluyendo algoritmos de pla-
nificacio´n conscientes de la asimetr´ıa. Los algoritmos de planificacio´n para AMPs
propuestos hasta el momento intentan optimizar el rendimiento global pero degra-
dan aspectos como la justicia o la eficiencia energe´tica. Asimismo, la mayor´ıa fueron
evaluados mediante simuladores o plataformas asime´tricas emuladas. El principal
objetivo de esta tesis doctoral es superar estas limitaciones disen˜ando estrategias de
planificacio´n conscientes de la justicia y la eficiencia energe´tica alcanzando un rendi-
miento global aceptable. Implementamos nuestras estrategias en el kernel de un SO
real y las evaluamos sobre hardware multicore asime´trico real.
Palabras clave: multicore asime´trico, AMP, planificacio´n, sistema operativo,
rendimiento global, justicia, eficiencia energe´tica
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1. Introduccio´n
La mayor´ıa de los CMPs (Chip Multi-Processors) son sime´tricos, es decir, esta´n
compuestos por cores ide´nticos. Podemos encontrar CMPs formados por cores com-
plejos (Haswell de Intel o Power8 de IBM) y CMPs formados por cores ma´s simples
de consumo reducido (ARM Cortex A9 o Intel Xeon Phi). Los procesadores del pri-
mer grupo poseen caracter´ısticas microarquitecto´nicas sofisticadas (ejecucio´n fuera
de orden y superescalar) y son adecuados para aplicaciones secuenciales que los usan
eficientemente. Los procesadores del segundo grupo son ma´s simples en su microar-
quitectura y son adecuados para aplicaciones con un elevado paralelismo a nivel de
hilo (TLP).
Podemos encontrar CMPs en varias plataformas donde se ejecutan cargas de
trabajo muy diversas [13], que presentan distintas demandas y exigen al sistema
operativo que optimice objetivos como el rendimiento global, la justicia o la eficiencia
energe´tica. Los CMPs presentan una limitacio´n: un modelo particular de CMP puede
resultar ideal, en cuanto a rendimiento por watt, para un conjunto de aplicaciones
pero no para todas. Los AMPs fueron propuestos como alternativa a los CMPs para
superar esta limitacio´n [12, 2]. Un AMP esta´ compuesto por dos tipos de core: cores
ra´pidos de alto rendimiento (big o fast cores) y cores lentos de bajo consumo (small o
slow cores). Todos los cores de un AMP poseen el mismo repertorio de instrucciones
(ISA - Instruction-Set Architecture).1
En un AMP es posible utilizar te´cnicas de especializacio´n, es decir garantizar
que una aplicacio´n se ejecute en el tipo de core que ofrece la mejor relacio´n entre
rendimiento y consumo energe´tico. En general, en un AMP los cores simples son
adecuados para la ejecucio´n de aplicaciones paralelas escalables[8]. Por el contrario,
los cores complejos son adecuados para la ejecucio´n de aplicaciones secuenciales. En
el caso de aplicaciones paralelas que tienen fases secuenciales, es posible utilizar los
cores ra´pidos para acelerar estas fases [1].
1.1. Motivacio´n
A pesar de sus beneficios, los AMPs plantean importantes desaf´ıos [6, 3, 13].
Uno de ellos es distribuir eficientemente los ciclos de los cores ra´pidos y lentos entre
las distintas aplicaciones. Esta responsabilidad recae en el planificador del sistema
operativo, de esta forma no es necesario modificar el co´digo de las aplicaciones.
Al inicio de esta tesis doctoral, la mayor´ıa de los algoritmos de planificacio´n
propuestos para AMPs ten´ıan como objetivo optimizar el rendimiento global [12, 2,
10]. Para ello, el planificador debe ejecutar en los cores ra´pidos aquellas aplicaciones
que usan estos cores de forma eficiente. La optimizacio´n de otros aspectos como la
justicia o la eficiencia energe´tica no hab´ıan recibido suficiente atencio´n por parte
de los investigadores. En esta tesis doctoral demostramos que los planificadores que
intentan optimizar so´lo el rendimiento global degradan estos otros aspectos.
1Utilizar el mismo ISA permite ejecutar el mismo binario en los distintos cores sin tener que
recompilar el co´digo para cada uno de ellos.
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1.2. Objetivos y principales desaf´ıos
El principal objetivo de esta tesis es disen˜ar estrategias de planificacio´n a nivel
de sistema operativo para optimizar el rendimiento global, la justicia y la eficiencia
energe´tica. Para lograr este objetivo fue necesario superar tres grandes desaf´ıos:
Desarrollamos un framework de planificacio´n que facilita la implementacio´n y
evaluacio´n de las estrategias de planificacio´n en un entorno realista: un sistema
operativo real sobre hardware multicore asime´trico real. Por la complejidad que
esto representa muchos investigadores evaluaron sus estrategias de planificacio´n
utilizando simuladores [li10, 2, 10, 16]. En esta tesis implementamos dichas
estrategias sobre un SO real, esto nos permitio´ identificar ciertas limitaciones
de algunas propuestas que no se manifiestan en entornos emulados[4].
Equipamos al planificador del SO con un mecanismo para estimar en tiempo
de ejecucio´n el beneficio relativo (speedup) que una aplicacio´n obtiene al usar
los distintos tipos de cores en un AMP. Una aplicacio´n puede obtener diferente
speedup al ejecutarse en cores ra´pidos con respecto a hacerlo en los cores len-
tos [2]. Asignar aplicaciones a cores en base a esta diversidad de speedups es
clave para mejorar el rendimiento global, la justicia o la eficiencia energe´tica en
AMPs. En una aplicacio´n secuencial, el speedup se conoce como Speedup Factor
SF y es el ratio del nu´mero de instrucciones por segundo (IPS) que el u´nico




caciones paralelas, el speedup se obtiene a partir del SF de hilos individuales,
el nu´mero de hilos de la aplicacio´n y el nu´mero de cores ra´pidos. Medir direc-
tamente el SF da lugar a imprecisiones y genera overhead [15]. Por esta razo´n,
optamos por estimar el SF. Para esto, construimos modelos de estimacio´n de
SF basados en contadores hardware.
Seleccionamos me´tricas adecuadas para cuantificar el rendimiento global, la
justicia y la eficiencia energe´tica en un AMP. Las me´tricas que exist´ıan al
inicio de la tesis estaban definidas para sistemas sime´tricos y no eran aptas
para AMPs. Por este motivo, fue necesario construir nuevas me´tricas y adaptar
me´tricas definidas previamente para CMPs.
1.3. Contribuciones de la tesis
Las principales contribuciones de la tesis doctoral son las siguientes:
Construimos un modelo anal´ıtico para hallar los planificadores teo´ricos que
optimizan el rendimiento global, la justicia y la eficiencia energe´tica, respecti-
vamente. A partir de e´ste modelo analizamos la interrelacio´n entre estos tres
aspectos y mostramos que no es posible optimizarlos simultaneamente.
Proponemos los algoritmos de planificacio´n para AMPs: Prop-SP, ACFS, EEF-
Driven y ACFS-E. Prop-SP es la primera propuesta de planificacio´n orientada
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a justicia en AMPs que tiene en cuenta la diversidad de speedups entre aplica-
ciones. Aunque Prop-SP supera a otras estrategias de planificacio´n, no es capaz
de optimizar la justicia. Para superar esta limitacio´n creamos ACFS, que ma-
ximiza la justicia en AMPs y permite ajustar gradualmente el nivel relativo
de justicia y rendimiento global. EEF-Driven es el algoritmo que maximiza la
eficiencia energe´tica en AMPs en base al Energy-Efficiency Factor (EEF ). El
EEF de un hilo es una nueva me´trica propuesta en esta tesis que se define
como SFEPIfast
, donde EPIfast es la energ´ıa por instruccio´n consumida por el
hilo en el core ra´pido. ACFS-E es una variante de ACFS que maximiza la jus-
ticia, el rendimiento global y la eficiencia energe´tica en un u´nico algoritmo de
planificacio´n. Este planificador permite ajustar el nivel de eficiencia energe´tica
o rendimiento global a costa de degradar la justicia de forma gradual.
Proponemos una metodolog´ıa para construir modelos precisos de estimacio´n
de SF y EEF basados en el uso de contadores hardware.
A diferencia de otras propuestas nuestras estrategias ofrecen soporte para ace-
lerar distintos tipos de aplicaciones paralelas.
1.4. Publicaciones derivadas
J. C. Saez, M. Prieto-Mat´ıas, A. Pousa, and A. Fedorova, ”Explotacio´n de
te´cnicas de especializacio´n de cores para planificacio´n eficiente en procesadores
multicore asime´tricos”, Jornadas de paralelismo, 2011.
A. Pousa, J. C. Saez, A. D. Giusti, and M. Prieto-Mat´ıas, ”Evaluation of sche-
duling algorithms on an asymmetric multicore prototype system”, XX Congreso
Argentino de Ciencias de la Computacio´n, 2014.
J. C. Saez, A. Pousa, F. Castro, D. Chaver, and M. Prieto Mat´ıas, ”Exploring
the throughput-fairness trade-off on asymmetric multicore systems”, Proc. of
Euro-Par 2014: Parallel Processing Workshops - Euro-Par 2014 International
Workshops, Part II, 2014.
J. C. Saez, A. Pousa, F. Castro, D. Chaver, and M. Prieto-Mat´ıas, ”ACFS: A
completely fair scheduler for asymmetric single-ISA multicore systems”, Pro-
ceedings of ACM/SIGAPP Symposium On Applied Computing, 2015.
J. C. Saez, A. Pousa, R. Rodriguez-Rodriguez, F. Castro, and M. Prieto-Mat´ıas,
”PMCtrack: Delivering performance monitoring counter support to the OS
scheduler”, The Computer Journal, 2016.
A. Pousa, J. C. Saez, F. Castro, D. Chaver, and M. Prieto-Mat´ıas, ”Towards
completely fair scheduling on asymmetric single-ISA multicore processors”,
Journal of Parallel and Distributed Computing, 2017.
J. C. Saez, A. Pousa, A. D. Giusti, and M. Prieto-Mat´ıas, ”On the interplay
between throughput, fairness and energy efficiency on asymmetric multicore
processors”, The Computer Journal, 2017.
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2. Entorno experimental
El entorno experimental utilizado en esta tesis esta´ compuesto por el hardware
asime´trico y el framework de planificacio´n para AMPs.
Al inicio de esta tesis no exist´ıan plataformas asime´tricas. Por esta razo´n, emula´ba-
mos el hardware asime´trico reduciendo la frecuencia de un conjunto de cores en un
CMP para obtener los ”cores lentos”. Durante el desarrollo de la tesis surgieron
AMPs con los cuales pudimos experimentar (Intel QuickIA y ARM Juno). Estas pla-
taformas integran cores con diferencias en la frecuencia y en su microarquitectura.
Modelos de estimación
Módulos de acceso a 
contadores hardware
Algoritmos de planificación asimétrica
Runtime systemsHerramientas de contadores 













Figura 1: Framework de planificacio´n.
La Figura 1 muestra la estructura del framework de planificacio´n. Su componente
central es el planificador del sistema operativo que interactu´a con varios componentes
que ayudan a la toma de decisiones de los algoritmos de planificacio´n.
3. Me´tricas
La mayor´ıa de las me´tricas existentes para cuantificar los distintos objetivos del
planificador han sido definidas espec´ıficamente para CMPs y no resultan adecuadas
para AMPs. Por lo tanto, definimos nuevas me´tricas y adaptamos me´tricas existentes.
Para cuantificar el rendimiento global en un AMP utilizamos el Aggregate Speedup







donde n es el nu´mero de aplicaciones en la carga de trabajo, CTSmall,i es el tiempo
de ejecucio´n de la aplicacio´n i cuando corre sola en el sistema y utiliza solamente los
cores lentos, y CTSched,i es el tiempo de ejecucio´n de la aplicacio´n i ejecutada bajo
un planificador determinado junto al resto de aplicaciones de la carga de trabajo.
Para cuantificar la justicia adaptamos la me´trica de injusticia o unfairness2 pro-
puesta por [14, 5], que se define como:
2Un algoritmo de planificacio´n es justo si garantiza que las aplicaciones de una carga de trabajo
experimentan la misma degradacio´n del rendimiento (slowdown) al ejecutarse de forma simulta´nea
con otras aplicaciones.
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Unfairness =
max(Slowdown1, Slowdown2, · · · , Slowdownn)
min(Slowdown1, Slowdown2, · · · , Slowdownn) (2)
donde Slowdown para una aplicacio´n i se define como
CTSched,i
CTFast,i
. CTFast,i es el tiempo
de ejecucio´n de la aplicacio´n i cuando corre sola en el sistema.
Para cuantificar la eficiencia energe´tica en un AMP, utilizamos la me´trica Energy-
Delay Product (EDP)[9, 7], que se define como:
EDP =
Energia total consumida · CT
Instrucciones retiradas totales
(3)
donde CT es el tiempo de ejecucio´n de la carga de trabajo (tiempo de ejecucio´n de
la aplicacio´n ma´s lenta).
4. Algoritmo de planificacio´n Prop-SP
Al inicio de esta tesis, la mayor´ıa de los algoritmos de planificacio´n propuestos
para AMPs persegu´ıan maximizar el rendimiento global [12, 2, 10]. Sin embargo,
maximizar el rendimiento degradaba la justicia. El objetivo de Prop-SP es ofrecer
un buen equilibrio entre estos dos aspectos.
Prop-SP distribuye los ciclos de core ra´pido entre las aplicaciones utilizando una
estrategia basada en cre´ditos inspirada en el planificador Credit Scheduler de Xen
sobre CMPs. Cada hilo tiene asociado un contador de cre´ditos de core ra´pido. Aque-
llos hilos que poseen cre´ditos pueden ejecutarse en este tipo de cores. Cuando un hilo
se ejecuta en un core ra´pido, sus cre´ditos se van consumiendo. Cada cierto tiempo,
Prop-SP inicia un proceso que otorga cre´ditos de core ra´pido a las aplicaciones acti-
vas teniendo en cuenta sus speedups. Cuando un hilo que esta´ ejecutando en un core
ra´pido agota todos sus cre´ditos, el planificador intentara´ intercambiarlo con otro hilo
que este´ asignado a un core lento y posea cre´ditos de cores ra´pidos.
Prop-SP mejora las propuestas de otros autores pero no optimiza la justicia.
5. Relacio´n rendimiento, justicia y eficiencia energe´tica
Realizamos un estudio teo´rico donde evaluamos la efectividad de diferentes al-
goritmos de planificacio´n en cuanto al rendimiento global, la justicia y la eficiencia
energe´tica. A partir de este estudio analizamos la interrelacio´n entre estos aspectos.
Para esto, utilizamos varias cargas de trabajo (Cuadro 2) y las analizamos sobre un
AMP compuesto por dos cores ra´pidos y dos cores lentos.
Cada carga de trabajo esta´ formada por cuatro aplicaciones secuenciales de la
suite de benchmarks SPEC CPU (Cuadro 1). Para construir las cargas de trabajo
analizamos el comportamiento de varias aplicaciones cuando se ejecutan sobre la
placa ARM Juno. Para obtener los valores de IPS y EPI utilizamos los contadores
hardware y los registros de energ´ıa integrados en esta placa.
Analizamos los valores de las me´tricas ASP , unfairness y EDP al ejecutar las
cargas de trabajo bajo cuatro estrategias de planificacio´n para AMP:
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Cuadro 1: Aplicaciones sinte´ticas
App. Benchmark IPSfast IPSslow SF EPIfast EPIslow
A1 art 0.60 0.24 2.47 1.59 1.86
A2 astar 0.58 0.31 1.86 1.40 1.10
A3 bzip2 1.49 0.73 2.02 0.61 0.45
A4 equake 0.80 0.26 3.07 1.31 1.45
A5 galgel 1.30 0.41 3.16 0.82 0.91
A6 gamess 2.01 0.69 2.91 0.51 0.49
A7 gobmk 1.09 0.61 1.79 0.75 0.54
A8 gzip 1.07 0.63 1.70 0.78 0.56
A9 h264ref 1.83 0.93 1.96 0.51 0.37
A10 hmmer 2.80 1.04 2.69 0.42 0.36
A11 mcf 0.18 0.09 2.02 3.98 4.44
A12 mgrid 1.28 0.59 2.17 0.85 0.65
A13 perlbench 1.42 0.71 2.01 0.60 0.47
A14 perlbmk 1.77 0.78 2.27 0.54 0.41
A15 povray 1.15 0.53 2.19 0.85 0.66
A16 soplex 0.52 0.20 2.53 1.68 1.86
A17 swim 0.25 0.11 2.24 3.11 3.34
A18 vortex 1.73 0.72 2.41 0.56 0.45
A19 wupwise 1.63 0.64 2.56 0.66 0.54
Cuadro 2: Cargas de
trabajo











HSP: planificador que optimiza el rendimiento asignando a cores ra´pidos aque-
llas aplicaciones de la carga de trabajo con mayor speedup.
Opt-Unf : planificador teo´rico que optimiza la justicia ( asegura el o´ptimo un-
fairness - valor ma´s bajo - para el ma´ximo valor de ASP alcanzable).
Opt-EDP : planificador teo´rico que optimiza la eficiencia energe´tica (asegura el
o´ptimo EDP -valor ma´s bajo- para el ma´ximo valor de ASP alcanzable).
EEF-Driven: nuestro planificador que asigna a cores ra´pidos las aplicaciones
que alcanzan el valor ma´s alto de EEF (las restantes se asignan a cores lentos).
Las Figuras 2a y 2b muestran la relacio´n entre rendimiento global (ASP ) y efi-
ciencia energe´tica (EDP ), y justicia (unfairness) y eficiencia energe´tica, respectiva-
mente. HSP alcanza los valores ma´s altos de ASP a expensas de degradar la eficiencia
energe´tica. Opt-EDP alcanza el menor valor de EDP pero degrada significativamen-
te el rendimiento global. Asimismo, tanto HSP como Opt-EDP son inherentemente
injustos. Por otro lado, Opt-Unf alcanza los mejores valores de unfairness pero
degrada tanto el rendimiento global como la eficiencia energe´tica.
La principal conclusio´n que obtenemos de estos resultados es que la justicia,
el rendimiento global y la eficiencia energe´tica son objetivos contrapuestos, ya que
cualquier intento de optimizar una de las me´tricas lleva a degradar las otras.
Opt-Unf y Opt-EDP no pueden ser implementados en el kernel de un SO, debido
a que son algoritmos de orden exponencial. Observamos que EEF-Driven aproxima
a Opt-EDP, ya que ambas realizan la misma distribucio´n de ciclos de core ra´pido.
6. Algoritmo de planificacio´n ACFS
ACFS intenta aproximar el planificador o´ptimo de justicia (Opt-Unf ) mediante
el seguimiento del progreso realizado por los distintos hilos de la carga de trabajo du-
rante su ejecucio´n. Para seguir el progreso de las distintas aplicaciones, el planificador
7
XX Workshop de Investigadores en Ciencias de la Computacio´n 1281
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
























































































(b) EDP vs. Unfairness
Figura 2: ASP, EDP y Unfairness para las cargas de trabajo del Cuadro 2 bajo distin-
tos planificadores. Los mejores resultados en a) se encuentran pro´ximos a la esquina
superior izquierda y en b) se encuentran pro´ximos a la esquina inferior izquierda.
asocia a cada hilo un contador (amp vruntime). Cuando un hilo se ejecuta durante
un tick de reloj en un tipo de core determinado, ACFS incrementa el contador del




donde Wdef es el peso de las aplicaciones con la prioridad por defecto, Score es la
degradacio´n en rendimiento (slowdown) experimentada por la aplicacio´n y Wt es el
peso del hilo (prioridad especificada por el usuario).
Cuando un hilo se ejecuta en un core ra´pido, Score = 1 (no hay degradacio´n del
rendimiento). Si el hilo se ejecuta en un core lento Score = Speedup.
ACFS aproxima el Speedup en tiempo de ejecucio´n teniendo en cuenta el SF
del hilo y el nu´mero de hilos activos de la aplicacio´n. A su vez, el SF del hilo se
estima alimentando un modelo de estimacio´n con valores de me´tricas de rendimiento
obtenidos para el hilo mediante contadores hardware.
Para garantizar justicia, el planificador debe lograr que las aplicaciones realicen
el mismo progreso. Para esto, ACFS garantiza que el valor de los contadores de
progreso de los hilos sea lo ma´s cercano posible, realizando migraciones de hilos entre
los diferentes tipos de core cada cierto tiempo. ACFS efectu´a intercambios de hilos
cuando detecta que la diferencia entre los contadores de progreso (amp vruntime)
de estos supera un cierto umbral.
ACFS esta´ equipado con un para´metro de configuracio´n, Unfairness Factor o
UF, que permite incrementar gradualmente el rendimiento global del sistema en
escenarios donde los requisitos de justicia son menos estrictos.
8
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Figura 3: Resultados para las cargas de trabajo bajo la configuracio´n 2F-4S
7. Ana´lisis experimental
Comparamos EEF-Driven y ACFS con otros planificadores para AMP: HSP,
PRIM [16] (orientado a mejorar la eficiencia energe´tica) y RR (orientado a pro-
porcionar justicia). Utilizamos la placa de desarrollo ARM Juno que integra 2 cores
ra´pidos y 4 cores lentos (2F-4S). Evaluamos 10 cargas de trabajo (M1-M10), cada
una compuesta por 6 aplicaciones de la suite de benchmarks SPEC CPU.
La Figura 3 muestra los valores de EDP, ASP y Unfairness obtenidos. Los valores
de EDP y ASP esta´n normalizados con respecto a los resultados de HSP , y las
cargas de trabajo esta´n ordenadas por el EDP relativo dado por EEF-Driven.
Los resultados experimentales muestran tendencias similares al estudio teo´rico:
optimizar una me´trica puede llevar a degradar las otras. HSP alcanza los mejores
valores de ASP pero sufre de degradacio´n en EDP. EEF-Driven obtiene los mejores
valores de EDP pero sufre de degradacio´n rendimiento. Ambos planificadores sufren
de degradacio´n en la justicia.
ACFS obtiene mejoras en justicia pero degrada el EDP y el ASP. ACFS supera
a RR en rendimiento global y justicia. Esto se debe a que ACFS tiene en cuenta el
speedup de las aplicaciones al tomar decisiones de planificacio´n, a diferencia de RR.
EEF-Driven supera a PRIM en varios aspectos. En particular, PRIM hace in-
tercambio de hilos de forma aleatoria, lo que provoca asignaciones de hilos a cores
subo´ptimas y esto lo lleva a obtener valores de EDP peores a los esperados.
8. Algoritmo de planificacio´n ACFS-E
Las estrategias de planificacio´n evaluadas anteriormente ofrecen un compromiso
fijo entre justicia, rendimiento global y eficiencia energe´tica. Dado que estos aspectos
no se pueden optimizar simultaneamente disen˜amos ACFS-E. Este planificador, va-
riante de ACFS, esta´ equipado con dos para´metros de configuracio´n: EDP factor y
Unfairness factor (UF ). ACFS-E permite modificar la relacio´n eficiencia energe´tica-
justicia mediante EDP factor, o rendimiento global-justicia mediante UF. Cuando
estos para´metros se establecen a sus valores por defecto, el algoritmo se comporta
como la implementacio´n base del algoritmo ACFS, que maximiza la justicia.
Analizamos cuatro cargas de trabajo bajo ACFS-E. Los resultados se muestran
en las Figuras 4a y 4b. La Figura 4a muestra el impacto sobre la justicia y la efi-
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(a) Unfairness vs. EDP












































(b) Unfairness vs. ASP
Figura 4: a) EDP Factor y b) Unfairness Factor.
ciencia energe´tica al variar EDP factor. En general, observamos que valores altos
de EDP factor tienden a reducir el EDP degradando la justicia. As´ı, ACFS-E se
aproxima a EEF-Driven. La Figura 4b muestra el impacto sobre la justicia y el
rendimiento global al variar UF. En general, observamos que valores altos de UF
mejoran el rendimiento global degradando la justicia. As´ı, ACFS-E se aproxima a
HSP.
Conclusiones
El principal objetivo de esta tesis doctoral ha sido disen˜ar estrategias de planifi-
cacio´n para AMPs sobre un sistema operativo real, conscientes de la justicia y de la
eficiencia energe´tica, garantizando un rendimiento global aceptable. Con este obje-
tivo, analizamos la relacio´n entre estos tres aspectos y concluimos que son objetivos
contrapuestos y no pueden ser optimizados simulta´neamente en un AMP.
Este ana´lisis fue clave para el disen˜o de nuestras estrategias de planificacio´n:
Prop-SP, ACFS, EEF-Driven y ACFS-E. El objetivo de Prop-SP es ofrecer un buen
equilibrio entre justicia y rendimiento global. Sin embargo, este algoritmo no es capaz
de optimizar la justicia en un AMP. Para superar esta limitacio´n disen˜amos ACFS,
un algoritmo que aproxima el comportamiento del planificador teo´rico que optimiza
la justicia en un AMP. Adema´s, permite ajustar gradualmente el nivel relativo de jus-
ticia y rendimiento global. EEF-Driven aproxima el planificador teo´rico que optimiza
la eficiencia energe´tica en AMPs. ACFS-E es una variante de ACFS que constituye
la primera estrategia de planificacio´n para AMPs que puede configurarse para opti-
mizar el rendimiento global, la justicia y la eficiencia energe´tica individualmente, con
un u´nico algoritmo de planificacio´n. Asimismo, ACFS-E permite al usuario ajustar
el compromiso rendimiento-justicia o energ´ıa-justicia.
En el ana´lisis experimental, mostramos que nuestros algoritmos superan estrate-
gias propuestas por otros autores.
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Resumen
La selección de grupos de expertos generalmen-
te considera la evaluación de los criterios de selec-
ción que deben cumplir los candidatos y los grupos
en sí mismos. Los criterios de selección represen-
tan un aspecto clave de los procesos de selección
de expertos, ya que son estos criterios los que es-
tablecen qué candidato es un experto, o cómo se
debe conformar un grupo de expertos.
En esta tesis se propone un enfoque inteligente
e integral para el problema de la selección de gru-
pos de expertos compuesto por dos partes. Prime-
ro, se propone un método para la identificación y
evaluación de criterios de selección de candidatos
elegibiles a ocupar posiciones de expertos, utilizan-
do descripciones de los candidatos como fuente de
información. Segundo, se propone un método para
la selección óptima de conformaciones de grupos
de expertos, utilizando información relacional de
los candidatos.
Esta tesis introduce importantes contribuciones
en el área de selección de expertos, incluyendo la
aplicación de Aprendizaje Automático (ML) en la
identificación de evidencia de experiencia; la apli-
cación de técnicas de Procesamiento de Lengua-
je Natural (NLP) para determinar la similitud de
criterios de selección; una nueva métrica de Aná-
lisis de Redes Sociales (SNA) para determinar la
independencia de grupos; la aplicación de una es-
trategia multicriterio para la evaluación de grupos
en redes sociales; y la implementación de un algo-
ritmo evolutivo para la selección óptima de grupos
de expertos.
Las evaluaciones experimentales indican que la
elegibilidad de un conjunto de candidatos puede
ser determinada a partir del nivel de corresponden-
cia semántica entre las evaluaciones de los candi-
datos y los criterios de selección de referencia. Asi-
mismo, los resultados indican que es posible reco-
mendar grupos de expertos con mejor desempeño
al compararlos con los comités actuales, a partir
del uso de información relacional.
1. Introducción
Un grupo de expertos es un conjunto de perso-
nas con reconocido dominio de uno o varios temas.
Los grupos de expertos se constituyen por varios
motivos, como el tratamiento de asuntos específi-
cos, definición de políticas, asignación de recursos,
y asesoramiento, entre otros.
Por lo general, los grupos de expertos son se-
leccionados mediante algún proceso de selección
de grupos, en el cual se evalúan tanto los requi-
sitos que deben cumplir los candidatos, como así
también los requisitos de los grupos en sí mismos.
Estos requisitos se definen a partir de los crite-
rios de selección que, cuando están disponibles, se
pueden encontrar definidos en los lineamientos ge-
nerales de los mismos procesos de selección.
La falta de acceso a los criterios de selección, o
la subjetividad con la que éstos son definidos, limi-
tan la posibilidad de realizar análisis objetivos de
dichos procesos. Esto implica un desafío, principal-
mente en relación con las fuentes de información
disponibles para realizar cualquier análisis sobre
procesos de selección.
Por una parte, en varios procesos de selección
de expertos, la única fuente de información dispo-
nible se constituye a partir de las evaluaciones de
los candidatos. Estas evaluaciones son documentos
de texto en los que los evaluadores argumentan la
adecuación del candidato a los criterios de selec-
ción.
Por otra parte, la selección de grupos de exper-
tos difícilmente se acompañe de un documento que
describa la evaluación de los criterios de selección
del grupo. En estos casos, la primera fuente de
información disponible se constituye a partir del
listado de miembros del grupo seleccionado.
En esta tesis se propone un enfoque integral pa-
ra el problema de la selección de grupos de exper-
tos, el cual consiste de dos aspectos. Por una parte,
se propone determinar la elegibilidad de candida-
tos a ocupar posiciones de experto, mediante un
método para la identificación y evaluación de los
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criterios de selección utilizados. Por otra parte, se
propone un método para la selección óptima de
conformaciones de grupos de expertos, basada en
las relaciones sociales de candidatos elegibles.
La hipótesis general del trabajo sostiene que es
posible desarrollar un método objetivo de selec-
ción de grupos de expertos utilizando técnicas del
área de la inteligencia artificial aplicada sobre un
conjunto de candidatos para la conformación de
dichos grupos.
Esta tesis introduce importantes contribuciones
en el área de selección de expertos, incluyendo:
Un enfoque de aprendizaje supervisado para
la extracción de descripciones de candidatos,
como una nueva fuente de evidencia de expe-
riencia para procesos de selección de expertos.
Una nueva aplicación de técnicas de Procesa-
miento de Lenguaje Natural (NLP) para de-
terminar la similitud del contenido semántico
de criterios de selección de expertos.
Una nueva métrica de Análisis de Redes So-
ciales (SNA) para determinar la independen-
cia de miembros de grupos [17, 18, 19].
Un método de selección óptima de grupos a
partir de la integración de métricas de selec-
ción de grupos basadas en redes sociales y la
implementación de un algoritmo genético.
Este documento se organiza de la siguiente mane-
ra. En la sección 2 se presenta una visión general
del método propuesto para la selección inteligen-
te de grupos de expertos, separados en las etapas
de (1) identificación de candidatos elegibles para
la conformación de grupos de expertos, y (2) la
representación del problema de selección de gru-
pos mediante redes sociales, junto con el método
propuesto para la optimzación de conformaciones
posibles de grupos de expertos. En la sección 3
se presentan las evaluaciones experimentales. En
la sección 4 se presentan los antecedentes del tra-
bajo. Finalmente, en la sección 5 se presentan las
conclusiones.
2. Visión general de la pro-
puesta
El enfoque inteligente e integral propuesto pa-
ra el problema de la selección de expertos consiste
de dos partes. Por una parte, con objeto de deter-
minar la elegibilidad de candidatos a ocupar po-
siciones de experto, se propone un método para
la identificación y evaluación de criterios de selec-
ción aplicados en la evaluación de dichos candi-
datos. Por otra parte, con objeto de seleccionar
grupos de expertos, se propone un método para la
selección óptima de conformaciones, basada en las
relaciones sociales de sus miembros.
La figura 1 presenta el enfoque general de la
propuesta con sus procesos principales. El proce-
so de elegibilidad de candidatos toma información
de los candidatos a conformar los grupos de ex-
pertos, junto con información de los criterios de
selección. La salida de este proceso es un subcon-
junto de candidatos elegibles, los cuales cumplen
con los criterios del proceso de selección de ex-
pertos. Luego, el proceso de selección de grupos
de expertos toma la información del subconjunto
de candidatos elegibles, y de las relaciones socia-
les de éstos, con objeto de determinar las mejores
conformaciones posibles.
2.1. Elegibilidad de candidatos me-
diante criterios de selección de
expertos
Las evaluaciones de los candidatos, cuando son
expresadas en lenguaje natural, suelen contener
descripciones, las cuales se definen en este trabajo
como las características destacadas de los candi-
datos desde el punto de vista de la persona res-
ponsable de una evaluación. Una descripción en
un contexto de selección de expertos podría ser:
“The candidate have demonstrated skills for con-
flict resolution”.
Considerando que los candidatos de un proceso
de selección de expertos deben ser evaluados en ba-
se a un conjunto de criterios de selección, es posi-
ble asumir que los criterios de selección (explícitos
o no) se encuentran implícitos en las descripcio-
nes de los candidatos contenidas en sus evaluacio-
nes. En forma complementaria, puede ocurrir que
los criterios de selección se encuentren descriptos
explícitamente, por ejemplo, en guías, estatutos,
lineamientos, etc. Se establece entonces una dis-
tinción entre los criterios de selección explícitos e
implícitos.
Por lo tanto, resulta necesario un mecanismo
que permita determinar en qué medida se aseme-
jan dos conjuntos de criterios de selección, uno co-
rrespondiente a criterios de referencia (como los
explícitos) y otro correspondiente a los criterios
de correspondencia (como los implícitos).
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Figura 1: Enfoque general propuesto de selección de grupos de expertos.
Esta situación conduce a la siguiente hipótesis:
Los criterios de selección explícitos e
implícitos (de un mismo proceso de selec-
ción) presentan un contenido semántico
similar entre sí.
De esta manera, sería posible analizar la similitud
semántica entre criterios (explícitos e implícitos),
y así determinar en qué medida se aplican estos
criterios en la evaluación de candidatos. Así, la ele-
gibilidad de un candidato estaría dada cuando los
criterios implícitos en sus evaluaciones alcanzan
un nivel de similitud con el conjunto de criterios
de selección de referencia.
La figura 2 presenta un esquema general del en-
foque propuesto, cuyo proceso principal es el análi-
sis de similitud de criterios de selección. Este aná-
lisis de similitud tiene como datos de entrada al
conjunto de criterios explícitos, extraídos en forma
manual a partir de documentos, tales como guías,
estatutos, lineamientos, y otros documentos que
definan los requerimientos de las posiciones de ex-
pertos. El análisis de similitud también toma como
datos de entrada al conjunto de contenidos con cri-
terios implícitos (descripciones), extraídos en for-
ma automática a partir de las evaluaciones de los
candidatos. El análisis de similitud extrae un con-
junto de conceptos semánticos de cada conjunto de
criterios (explícitos e implícitos), y calcula la fre-
cuencia de los mismos. Finalmente, se determina
el nivel de correlación de frecuencias de los concep-
tos semánticos correspondientes a cada grupo de
criterios. El resultado final es un puntaje de simili-
tud, asociado al nivel de correlación entre criterios
explícitos e implícitos, o entre criterios implícitos.
2.1.1. Similitud semántica entre criterios
de selección
El enfoque de elegibilidad de candidatos implica
determinar la similitud entre conjuntos de criterios
Figura 2: Enfoque general propuesto para el aná-
lisis de criterios de selección.
de selección mediante un análisis de las propieda-
des semánticas de éstos. El proceso propuesto in-
cluye las siguientes etapas:
1. Extraer criterios de selección conteni-
dos en descripciones de candidatos
Mediante el entrenamiento de un modelo de
aprendizaje supervisado de clasificación bina-
ria, cuyo objetivo es etiquetar sentencias en
dos clases distintas: “descripciones” y “no des-
cripciones”.
2. Identificar las propiedades semánticas
de los criterios de selección
Mediante la aplicación de Etiquetado de Ro-
les Semánticos (SRL)[4] a un conjunto de des-
cripciones de candidatos, considerados conte-
nedores de criterios de selección.
3. Evaluar la relevancia de las propiedades
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semánticas de los criterios de selección
Mediante la determinación de relevancia de
cada una de propiedades semánticas expresa-
das como la frecuencia de ocurrencia de los
Roles Semánticos etiquetados en las descrip-
ciones.
4. Evaluar la similitud entre criterios de
selección
Mediante el uso de un coeficiente de correla-
ción de rankings sobre las frecuencias de las
propiedades semánticas de los criterios de se-
lección.
2.2. Selección de grupos de exper-
tos mediante redes sociales
A diferencia de la selección de candidatos in-
dividuales, la selección de grupos no suele estar
acompañada por evaluaciones de los grupos, que
permitan analizar la aplicación de los criterios de
selección. Sin embargo, una característica impor-
tante de la selección de grupos, es que los criterios
de selección suelen considerar las relaciones entre
los miembros del grupo. Por ejemplo, un grupo in-
terdisciplinario con miembros “representativos” re-
lacionaría los miembros con sus disciplinas, áreas
geográficas, etc. La versatilidad de la información
relacional representa una alternativa importante
ante la falta de fuentes de información para la
evaluación de criterios de selección de grupos de
expertos.
Adicionalmente al problema de representación,
la selección de grupos de expertos implica un ele-
vado costo de procesamiento por la naturaleza
combinatoria del problema, determinado por el co-
eficiente binomial nCr, con complejidad O(n!).
En esta segunda parte del enfoque propuesto,
se presenta un método para la selección de grupos
de expertos, a partir del análisis de las redes so-
ciales de un conjunto de candidatos elegibles. El
método propuesto, utiliza un conjunto de métricas
de SNA que permiten evaluar la conformidad de
grupos a algunos criterios de selección de grupos.
Asimismo, el método propone una estrategia de
optimización para la búsqueda de conformaciones
óptimas, mediante la implementación de un algo-
ritmo genético.
2.2.1. Criterios de selección de grupos
El enfoque de selección de grupos de expertos
presenta una estrategia para evaluar criterios de
selección de grupos en base a las relaciones socia-
les de sus miembros. Esta estrategia implica los
siguientes aspectos principales:
1. Representar información relacional de
los candidatos a conformar grupos de exper-
tos
Mediante una estrategia de unificación de ti-
pos de relaciones, para permitir la aplicación
de varias de las métricas actuales de SNA.
2. Determinar la independencia entre los
miembros de un grupo
A partir de una métrica de distancia social
de dentro del grupo, como uno de los criterios
más importantes para la selección de grupos
de expertos.
La función para la métrica de grupos con












donde d es la distancia geodésica entre dos
miembros i y j del grupo, para ∀i, j / i 6= j y
i, j ∈ N , dado un conjunto de nodosN , donde
k es el número de distancias entre miembros
del grupo, D es el diámetro de la red, y m es
la mínima distancia geodésica entre cada par
de miembros del grupo.
3. Integrar criterios de selección de grupos ba-
sados en redes sociales
Mediante un enfoque de Toma de Decisiones
con Múltiples Atributos (MADM).
El enfoque presenta la aplicación de una su-
ma ponderada, junto con la identificación de
pesos asignados a cada criterio mediante el
método de Entropía [16].
La figura 3 presenta un esquema general de la
propuesta de integración de criterios de selec-
ción de grupos.
4. Optimizar el proceso de búsqueda
Mediante la implementación de un Algoritmo
Genético (GA).
El GA propuesto tiene por objetivo la bús-
queda de conformaciones óptimas de grupos,
mediante la evaluación de una función basada
en la integración de métricas de SNA.
La representación de las soluciones utilizada
para procesar el algoritmo genético es un vec-
tor de enteros que contiene el índice de nodos
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Figura 3: Esquema general de integración de cri-
terios de selección con suma ponderada.
de la red social conformada por los candida-
tos, y un vector binario que contiene la infor-
mación de inclusión en el grupo por parte de
cada candidato.
3. Experimentos
Esta sección comienza con una descripción de
los datos utilizados para la evaluación experimen-
tal del enfoque de elegibilidad de candidatos. Lue-
go se presentan las actividades de clasificación de
descripciones, y la conformidad de las evaluacio-
nes respecto de los criterios de selección. Posterior-
mente, se presentan los datos utilizados para la
evaluación experimental del enfoque de selección
de grupos de expertos. Finalmente, se presentan
los resultados de selección de grupos de expertos a
partir de la métrica de independencia propuesta, y
de la integración de criterios de selección basados
en métricas de Análisis de Redes Sociales.
3.1. Datos para la evaluación de ele-
gibilidad
Se desarrolló un nuevo conjunto de datos a par-
tir de 65 documentos de texto correspondientes a
audiencias de nominación del Committee of Com-
merce, Science, and Transportation del Congre-
so de los Estados Unidos. Estas nominaciones tu-
vieron lugar desde marzo de 2000 hasta julio de
20131. El conjunto de datos se constituyó de 7738
sentencias extraídas de las declaraciones de sena-
dores, luego etiquetadas manualmente en clases
1http://www.gpo.gov/fdsysinfo/aboutfdsys.htm (en



























Figura 4: Matriz de confusión normalizada.
positivas (descripciones) y negativas (no descrip-
ciones).
Finalmente, el conjunto de datos presentó una
distribución de clases asimétrica (≈ 13% positi-
vas, ≈ 87% negativas).
3.2. Clasificación de descripciones
El proceso de clasificación implicó la extracción
de features (n-grams, n={2,3,4}) dando 415176 n-
gramas. y la selección de features mediante Chi
cuadrado χ2 (threshold=1000 features).
Se entrenó un modelo de aprendizaje supervi-
sado mediante Support Vector Machines (SVM-
RBF), y se optimizaron sus parámetros mediante
Grid Search Cross Validation (GS-CV).
El tiempo total requerido para el entrenamiento
del modelo demandó 270 segundos (4,5 minutos)
aproximadamente en una computadora de escrito-
rio estandar, compuesta por un procesador Intel
I3 530 de 2.93GHz.
La figura 4 presenta la matriz de confusión nor-
malizada.
El entrenamiento del modelo de clasificación
propuesto alcanzó un desempeño de f1 score =
0,92 y ROC AUC = 0,88 con los parámetros
C = 2 y gamma = 2e3.
La figura 5 presenta las curvas de aprendizaje
(learning curves), las cuales presentan una reduc-
ción en el error al incrementar el tamaño del con-
junto de datos de entrenamiento.
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Figura 5: Curvas de aprendizaje del modelo entre-
nado para la clasificación de descripciones.
3.3. Conformidad de evaluaciones a
los criterios de selección
Para determinar la conformidad de los criterios
de selección se utilizaron dos conjuntos de datos,
el de referencia asociado a los criterios explícitos,
y el de correspondencia asociado a los criterios im-
plícitos.
El conjunto de datos de criterios explícitos, se
generó a partir de la información relacionada con
las posiciones a cubrir por los candidatos. Mientras
que el conjunto de datos de criterios implícitos, se
generó a partir de las descripciones extraídas de
las audiencias de nominación (ver cuadro 1).
Se evaluó la similitud entre los criterios implí-
citos en referencia a los criterios explícitos de tres
segmentos: Comité, Departamento, y Directivo.
La figura 6 presenta los diagramas de caja de
los coeficientes similitud para los segmentos Co-
mité, Departamento, y Directivo. En la figura se
observa un mejor desempeño en la similitud de los
criterios de selección del segmento Departamento.
La desviación estándar de los segmentos Comité
(≈ 0,35) y Directivo (≈ 0,05) presentan una am-
plia diferencia. Sin embargo, debe considerarse la
diferencia en la cantidad de nominaciones corres-
pondientes a cada segmento (27 en Comité y 5 en
Directivo).
3.4. Datos para la selección de gru-
pos de expertos
Se implementó una red social de investigado-
res a partir de información pública extraída del
sitio web de CONICET. Se aplicaron estrategias
de unificación y desambiguación, ya que la mayor
parte de la información disponible en el sitio web
es ingresada por los mismos investigadores.
Figura 6: Diagramas de caja para los segmentos
Comité, Departamento, y Directivo.
La elegibilidad de los candidatos, para la eva-
luación del enfoque propuesto de selección de gru-
pos, se determinó a partir un listado de candidatos
elegibles que cumplían con los requisitos para con-
formar las comisiones. Sin embargo, se mantuvo la
información de las relaciones con otros investiga-
dores no elegibles, ya que todos ellos conforman la
estructura de la red social.
Finalmente, la red social para el caso de estudio
quedó conformada por un conjunto de 1293 no-
dos (investigadores) y 4322 enlaces (publicaciones
y lugares de trabajo en común), conformando 74
componentes. Para la evaluación, se tomó el com-
ponente de mayor tamaño incluyó 1058 (≈ 82%)
de los investigadores (75 de ellos calificados para
conformar comisiones), y 3878 (≈ 90%) de rela-
ciones.
3.5. Seleccción de grupos con miem-
bros independientes
La primera evaluación experimental se realizó
con la métrica de independencia de grupos como
función de fitness del GA. Con objeto de comparar
el fitness de las comisiones actuales con el fitness
de las comisiones generadas por el algoritmo ge-
nético, se generaron comisiones de 3, 4, y 5 miem-
bros.
La figura 7 presenta el fitness de las comisiones
generadas y las actuales de acuerdo a las 16 confi-
guraciones. En todas las ejecuciones se obtuvieron
comisiones generadas con fitness superior al de las
comisiones actuales.
La figura 8 muestra la red social utilizada en la
experimentación, en la cual se identifica que los
miembros de una comisión generada se encuen-
tran más alejados entre sí que los miembros de la
comisión actual. Esta representación muestra una
mejora en el balance de las distancias entre los
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Segmento Fuentes para criterios explícitos Fuentes para criterios implícitos
Comité definiciones de criterios de selección del Federal
Advisory Committee Act (FACA)2
nominaciones a posición en mesas directivas o
grupos consultivos
Departamento definiciones de visión y misión de las
dependencias correspondientes
nominaciones a dirección de sectores dentro de
la misma dependencia
Directivo definiciones de responsabilidades de cargos nominaciones a posiciones dentro de una junta
directiva
Cuadro 1: Orígenes de datos para la identificación de los criterios de selección explícitos (referencia) e
implícitos (correspondencia) utilizados en la evaluación de similitud de criterios de selección aplicados.
Figura 7: Fitness promedio para comisiones gene-
radas de 3, 4, y 5 miembros.
miembros de las comisiones generadas al compa-
rarlas con las comisiones actuales.
3.6. Seleccción de grupos con múl-
tiples criterios
La segunda evaluación experimental se realizó
mediante una suma ponderada de la métrica pro-
puesta de Independencia de grupos y KPP-Pos[3].
Para ello, se determinaron los pesos correspon-
dientes a cada métrica, mediante la aplicación del
método de Entropía a los fitness de las comisio-
nes actuales. Los pesos obtenidos para las métri-
cas evaluadas indican una mayor relevancia da-
da a la selección de grupos con miembros inde-
pendientes, dada por wIndependencia = 0,567966,
que la relevancia dada a la selección de grupos
que maximicen la difusión en la red, dada por
wKPP−Pos = 0,432034.
Al igual que en la primera evaluación, se com-
paró el fitness de las comisiones actuales con el
fitness de las comisiones generadas por el algorit-
mo genético, por lo que se generaron comisiones
de 3, 4, y 5 miembros.
Para la configuración del GA, se utilizó la con-
figuración que arrojó mejores resultados en la pri-
mera evaluación. Esta configuración utilizó los me-
Figure 8: Comisión de 5 miembros. Actual (círcu-
los grandes) y generada (estrellas).
canismos PMX, SWAP, SUS, y Generational.
Posteriormente se comparó el fitness de las co-
misiones generadas con 3, 4, y 5 miembros respecto
del fitness de las comisiones actuales de Ingresos,
Informes, y Becas del área de Informática y Co-
municaciones, respectivamente.
La figura 9 presenta los fitness promedio, ba-
sado en la integración de las métricas KPP-pos
e Independencia, de las comisiones generadas con
3, 4, y 5 miembros, junto con el fitness evaluado
en las comisiones actuales. En la figura se obser-
va que, al igual que en el caso de la evaluación de
la métrica de Independencia en forma individual,
al evaluar el fitness con las métricas integradas el
método propuesto generó comisiones con mejores
fitness que las comisiones actuales.
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Figura 9: Fitness multicriterio de comisiones ge-
neradas y comisiones actuales.
4. Trabajos relacionados
El área de Recuperación de Expertos (RE), una
subárea de Recuperación de Información (IR), de-
fine dos objetivos relacionados con el descubri-
miento de asociaciones entre expertos y áreas de
conocimiento [2]: el Perfilado de Expertos (Expert
Profiling) y Hallazgo de Expertos (Expert Fin-
ding). Sin embargo, el objetivo de los sistemas de
Hallazgo de Expertos es asociar expertos en un
tema dado, mientras que el objetivo del Perfila-
do de Expertos es descubrir temas asociados a un
experto.
Independientemente de su objetivo, los sistemas
de RE necesitan encontrar temas o áreas de co-
nocimiento mediante el análisis de evidencia que
demuestre la experiencia del experto. En RE, es-
ta evidencia de experiencia es generalmente repre-
sentada por distintas fuentes de información como
curriculum vitae, publicaciones científicas, y listas
de áreas de conocimiento, entre otras.
La importancia de la evidencia de experiencia,
así como el contexto, son requeridos para asistir a
los usuarios de los sistemas de RE. En [1] se intro-
duce la tarea de determinar los perfiles de expertos
y proponen dos modelos para su resolución. Am-
bos modelos se basan en la construcción de perfi-
les basados en evidencia de experiencia tales como
documentos y áreas de conocimiento.
La evidencia de experiencia es usualmente al-
macenada en documentos de texto en forma es-
tructurada o semi estructurada. Por lo tanto, la
extracción de evidencia de experiencia es uno de
los principales desafíos de la RE. En [9] se reconoce
la necesidad de transformar descripciones textua-
les de proyectos en un conjunto de habilidades que
los candidatos expertos deben cumplir para ser se-
leccionados. Los autores proponen el concepto de
noción implícita de experiencia en descripciones
de proyectos.
La mayoría de los enfoques para la extracción
de evidencia de experiencia están basados en pro-
piedades sintácticas de los documentos. En [10] se
usan los curriculum vitaes de un grupo de investi-
gadores, como evidencia de experiencia en un mo-
delo de recuperación de expertos basado en etique-
tas. Los autores comparan el algoritmo utilizado
con otros algoritmos para la recomendación de eti-
quetas que utilizan títulos, resúmenes, y palabras
claves de contribuciones científicas. Otros trabajos
se enfocan en la extracción de temas o tópicos, co-
mo representativos de áreas de conocimiento. En
este sentido, en [14] se propone la extracción de
temas de experiencia usando una adaptación de
otros enfoques basados en extracción de términos
y en extracción de frases clave. En [8] se argu-
menta que los enfoques actuales de RE, basados
en la extracción de temas a partir de documentos,
no consideran las relaciones ocultas entre los can-
didatos y las consultas. Con este fin, los autores
proponen un enfoque para el Hallazgo de Exper-
tos basado en Latent Dirichlet Allocation (LDA).
Otros trabajos en la extracción de experiencia
tienen en cuenta otras propiedades de los docu-
mentos, además de las sintácticas o las semánti-
cas. En [13] se aplica ML a la tarea de Perfilado
de Expertos mediante el etiquetado automático de
personas dentro de un contexto empresarial. Los
autores proponen un listado de etiquetas con un
orden de relevancia o ranking. Este enfoque utiliza
un vocabulario de etiquetas creado por un conjun-
to de usuarios para este problema en particular.
Además de la evidencia de experiencia, otro as-
pecto importante sobre la creación de perfiles de
expertos radica en la organización de los datos de
dichos perfiles, así como de su inherente cambio.
En [12] se introduce la tarea de identificar y carac-
terizar los cambios en la experiencia de los indivi-
duos en el tiempo. Los autores proponen el con-
cepto de perfil de experiencia jerárquica para or-
ganizar la taxonomía de la experiencia, represen-
tada mediante un árbol ponderado. En esta línea,
en [15] se considera la estructura jerárquica de las
áreas de conocimiento relacionadas a un experto
mediante un modelo de clasificación.
Algunos trabajos explotan particularidades del
dominio de aplicación para la RE. En este senti-
do, en [7] se utilizan aspectos específícos del domi-
nio de los sitios de pregunta-respuesta. Entre estos
aspectos se incluyen la relevancia del tema, repu-
tación del usuario, y la autoridad de una categoría.
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En [6, 5] se modelan múltiples aspectos de la ex-
periencia de personas en el marco del problema de
Asignación de Revisores en Comités (CRA). Los
autores proponen la extracción de temas a partir
de documentos asociados a los candidatos exper-
tos, como el caso de las contribuciones científicas.
En [11] se identifican un conjunto de criterios de
selección, tanto incluyentes como excluyentes, de
expertos para la conformación de paneles de ase-
sores. El trabajo propone pricipios como la trans-
parencia, disponibilidad, y público acceso de los
criterios de elegibilidad y selección. Una diferen-
cia fundamental con el trabajo propuesto es que la
identificación de criterios se realiza sobre los linea-
mientos de las organizaciones relevadas, sin consi-
derar la opinión de los responsables del proceso
de selección. Por otra parte, los autores reconocen
la importancia de la parcialidad (bias), y mencio-
na algunas alternativas para su tratamiento, entre
las que se encuentra el análisis de las declaracio-
nes públicas de los candidatos, aunque no de las
declaraciones de terceros.
5. Conclusiones
En este trabajo se propone un abordaje integral
al problema de la selección de grupos de expertos
basado en Aprendizaje Automático (ML) Proce-
samiento de Lenguaje Natural (NLP) y Análisis
de Redes Sociales (SNA).
Con este trabajo, se pretende disponer de una
estrategia para resolver la costosa tarea de anali-
zar procesos de selección de expertos, y a su vez,
sugerir conformaciones posibles de grupos de ex-
pertos en forma repetible y con pretensiones de
objetividad. De esta manera, el enfoque propues-
to es un aporte para dar claridad a los procesos de
selección de grupos de expertos.
Los resultados obtenidos en la evaluación expe-
rimental indican que la correspondencia entre eva-
luaciones de los candidatos y los criterios de selec-
ción puede ser evaluada a partir de herramientas
automatizadas de extracción y análisis de conteni-
do semántico. Asimismo, la evaluación del método
de selección de grupos de expertos basado en análi-
sis de redes sociales, indican que es posible generar
grupos con un mejor propiedades estructurales al
compararlos con los comités actuales.
Independientemente de las contribuciones del
trabajo, resulta pertinente indicar algunas consi-
deraciones, como el costo del enfoque de aprendi-
zaje supervisado, el costo y estado actual de desa-
rrollo de las alternativas de análisis semático auto-
mático de textos, la representatividad del modelo
de red social utilizado.
Actualmente, esta línea de investigación se con-
tinúa en el marco de una investigación posdocto-
ral, con especial interés en la construcción de per-
files de expertos en grandes conjuntos de datos,
particularmente en el ámbito científico.
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1. Introducción 
El reconocimiento automático de gestos humanos es un problema multidisciplinar complejo y 
no resuelto aún de forma completa. Desde la aparición de tecnologías de captura de video digital 
existen intentos de reconocer gestos dinámicos con diferentes fines. La incorporación de nuevas 
tecnologías como sensores de profundidad o cámaras de alta resolución, así como la mayor capacidad 
de procesamiento de los dispositivos actuales, permiten el desarrollo de nuevas tecnologías capaces 
de detectar diferentes movimientos y actuar en tiempo real. A diferencia del reconocimiento de la voz 
hablada, que lleva más de 40 años de investigación, esta temática es relativamente nueva en el 
ambiente científico, y evoluciona de forma acelerada a medida que aparecen nuevos dispositivos, así 
como nuevos algoritmos de visión por computador. 
La captura y reconocimiento de gestos dinámicos permite que sean utilizados en diversas áreas 
de aplicación como por ejemplo monitoreo de pacientes médicos, control en un entorno de 
videojuego, navegación y manipulación de entornos virtuales, traducción de léxicos de la lengua de 
señas, entre otras aplicaciones de interés. Particularmente la lengua de señas puede entenderse como 
un problema particular del reconocimiento de gestos dinámicos, el cual es sumamente apreciado en 
los últimos tiempos por distintas instituciones, ya que permite una ayuda directa a personas 
hipoacúsicas. 
A grandes rasgos, se pueden distinguir gestos corporales, que se realizan con movimientos de 
todo el cuerpo, gestos con las manos, como un saludo, gestos con los dedos y las manos, como la 
lengua de señas y gestos faciales, como los guiños y movimientos de los labios (ver [Mit07]). Otra 
distinción importante es entre gestos estáticos, comúnmente llamados poses, definidos por una 
configuración particular del cuerpo en el entorno, y gestos dinámicos compuestos por una serie de 
movimientos de ciertas partes del cuerpo. 
Actualmente, el uso de pantallas táctiles se ha convertido en un estándar para dispositivos 
móviles en ciertas aplicaciones; el reemplazo de los joysticks tradicionales por interfaces de voz y 
movimiento en las consolas de juegos se está consolidando. Sin embargo, el retiro del teclado-mouse 
en las PCs de propósito general por interfaces más naturales basadas en gestos, todavía se encuentra 
lejos de ser una realidad. En este panorama, las tecnologías más prometedoras para proveer una 
interfaz hombre-máquina eficiente son el reconocimiento de voz y de gestos en tiempo real [Kar06]. 
Para poder utilizar un sistema de reconocimiento automático de lengua de señas para traducir 
los gestos de un intérprete, es necesario afrontar una serie de diversas tareas. En primer lugar, existen 
diferentes enfoques dependiendo el dispositivo de sensado a utilizar. Si bien existen dispositivos 
invasivos como guantes de datos, en esta Tesis se analizan sólo dispositivos no invasivos de dos tipos: 
las cámaras RGB convencionales, y las cámaras de profundidad (con particular interés en los nuevos 
dispositivos RGB-d). Una vez capturado el gesto se requiere de diversas etapas de pre-procesamiento 
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para identificar regiones de interés como las manos y rostro del sujeto/intérprete, para luego 
identificar las diferentes trayectorias del gesto realizado. Además, particularmente para la lengua de 
señas existe una variabilidad enorme en las diferentes posturas o configuraciones que la mano puede 
tener, lo cual hace a esta disciplina una problemática particularmente compleja. Para afrontar esto es 
necesario una correcta generación de descriptores tanto estáticos como dinámicos. Este es uno de los 
ejes principales investigados en esta Tesis.  
Capturar, analizar y responder ante un evento es una tarea sumamente compleja que involucra 
diferentes áreas de la informática como: 
• Procesamiento de imágenes. En todo proceso de reconocimiento en video es necesario 
contar con un adecuado manejo y filtrado de imágenes. Esto puedo involucrar, entre 
otras cosas, eliminación de ruido, escalado/rotado de la imagen, filtros frecuenciales 
para detección de patrones, filtros de color, etc. 
• Procesamiento temporal. Ya que se entiende un gesto como una secuencia de 
movimiento de una o varias partes del cuerpo, es necesario realizar un adecuado 
procesamiento de la información temporal. 
• Sistemas Inteligentes. Para realizar la clasificación de un patrón de video y poder actuar 
en consecuencia, es necesario la utilización de técnicas inteligentes (machine learning). 
Las lenguas de señas pueden entenderse como un caso particular del reconocimiento de gestos 
dinámicos. Es un problema multidisciplinar sumamente complejo con muchas aristas a mejorar en la 
actualidad. Si bien recientemente ha habido algunos avances a través del reconocimiento de gestos, 
todavía hay un largo camino por recorrer antes de poder tener aplicaciones precisas y robustas que 
permiten traducir e interpretar los signos realizados por un intérprete [Coo11]. 
La tarea de reconocer una lengua de señas implica un proceso de múltiples pasos, que puede 
ser simplificado del siguiente modo: 
1. El seguimiento de las manos del intérprete 
2. La segmentación de las manos y la creación de un modelo de su forma 
3. Reconocimiento de las formas de las manos 
4. Reconocimiento del signo como una entidad sintáctica 
5. Asignación de semántica a una secuencia de signos 
6. Traducción de la semántica de los signos a la lengua escrita 
Estos pasos se detallan en el capítulo 2. Si bien estas tareas pueden proporcionar información 
entre ellas, de modo general pueden ser llevadas a cabo independientemente, y de diferentes maneras. 
Por ejemplo, hay varios enfoques para el seguimiento de movimientos de la mano: algunos utilizan 
sistemas 3D [Sou14, Pug11], tales como MS Kinect. Otros simplemente utilizan una imagen 2D a 
partir de una cámara [Coo11, Von08]. La mayoría de los sistemas más antiguos emplean sensores de 
movimiento tales como guantes especiales, acelerómetros, etc., aunque los enfoques más recientes se 
centran generalmente en el procesamiento de vídeo. Existen numerosas publicaciones sobre el 
reconocimiento automático de las lenguas de señas, un campo que comenzó hacia los años 90. Puede 
verse en [Kol15], [Von08] y [Coo11] algunas revisiones generales del estado del arte en esta temática. 
El reconocimiento del lenguaje de señas emplea diferentes tipos de características, 
generalmente clasificadas como manuales y no manuales. Las características no manuales, como 
pueden ser la postura, lectura de labios o la cara del intérprete se incluyen a veces para mejorar el 
proceso de reconocimiento, ya que algunas señales no pueden ser diferenciadas únicamente con 
información manual [Von08]. En este sentido, por ejemplo, el seguimiento de la cabeza es un 
problema mayormente resuelto [Vio04], pero su segmentación con respecto a un fondo arbitrario o 
XX Workshop de Investigadores en Ciencias de la Computacio´n 1297
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
en presencia de oclusiones mano-cabeza sigue siendo un problema sin resolver. No obstante, la 
información manual suele contener la mayor parte de la información en una seña. 
Para el seguimiento y la segmentación de las manos, hay mucho interés en la creación de 
modelos de color de la piel para detectar y realizar un seguimiento de las manos de un intérprete en 
un video [Rou10], y añadiendo la posibilidad de segmentar las manos [Coo12], incluso en presencia 
de oclusiones mano-mano [Zie05]. 
La información de la configuración de una mano de un signo está compuesta por una secuencia 
de poses de esa mano [Von08]. Luego de la segmentación, la mano debe ser representada en una 
forma conveniente para el reconocimiento de la configuración. Conseguir una representación 
adecuada fotograma a fotograma de la mano no es una tarea trivial, existiendo diferentes estrategias 
que aproximan a una solución óptima. Mientras que la mejor salida posible a partir de este paso sería 
un modelo completo en 3D de la mano, esto es generalmente difícil de hacer sin múltiples cámaras, 
sensores o marcadores especiales [Pug11]. En la mayoría de los casos, la configuración de la mano 
en su lugar se representa como una combinación de características más abstractas basada en 
propiedades geométricas o morfológicas de su forma o textura [Von08]. 
Algunos investigadores se centran en el reconocimiento dactilológico (fingerspelling) [Pug11], 
que es esencialmente una tarea de reconocimiento de configuración estática. Mientras que algunos 
signos de hecho presentan una configuración de la mano estática en una o ambas manos, y no hay 
movimiento, la mayoría implican muchas formas manuales y sus transiciones, o transformaciones de 
una sola forma de la mano (rotación y traslación, etc.), y un cierto movimiento de las manos. Para 
hacer frente a estas señales dinámicas, los sistemas de reconocimiento de gestos (SLR, Sign Language 
recognition) generalmente se basan en Modelos Ocultos de Markov (HMMs), Deformación Dinámica 
de Tiempo (DTW) o modelos similares, ya sea para reconocer las señales segmentadas o un stream 
continuo ([Von08, Coo11]). 
2. Objetivos 
El objetivo general de esta tesis es desarrollar un modelo de reconocimiento automático de la 
Lengua de Señas Argentina (LSA). Esto trae aparejados los siguientes objetivos específicos: 
• Analizar, describir y comparar las diferentes estrategias existentes en el estado del arte 
sobre reconocimiento y segmentación de manos. 
• Construir una base de datos con fotografías de configuraciones de manos de la LSA 
utilizando marcadores de color para simplificar la segmentación. 
• Realizar un método de clasificación de configuraciones de manos incluyendo la 
adecuada generación de descriptores. 
• Construir una base de datos de la LSA con gestos dinámicos que permitan tanto la 
implementación de traductores específicos para la región, así como también dar la 
posibilidad a otros investigadores de poder utilizar el repositorio como herramienta de 
pruebas para algoritmos de aprendizaje automático. 
• Realizar un método de clasificación modular de señas segmentadas que permita 
reconocer diferentes gestos, así como la posibilidad de intercambiar partes del 
clasificador para evaluar distintos métodos. 
3. Contribuciones 
Las principales contribuciones de esta tesis son las siguientes: 
XX Workshop de Investigadores en Ciencias de la Computacio´n 1298
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
• Una revisión bibliográfica actualizada sobre diferentes estrategias de clasificación de gestos 
estáticos y dinámicos, incluyendo descriptores de imágenes, video y algoritmos inteligentes 
de clasificación, así como una revisión de las bases de datos de gestos existentes en la 
literatura. 
• Dos bases de datos de la Lengua de Señas Argentina inexistentes hasta el momento. LSA16 
contiene fotografías de 10 individuos distintos para 16 configuraciones de manos de las más 
utilizadas en el léxico argentino, con un total de 800 imágenes correctamente etiquetadas para 
cualquier proceso de aprendizaje automático. LSA64 es una base de datos de señas capturadas 
con una cámara de video de alta resolución. Contiene 64 señas distintas del LSA interpretadas 
por 10 sujetos distintos con un total de 3200 videos, correctamente etiquetados y con una 
versión preprocesada donde se tiene información del seguimiento y segmentación de las 
manos. 
• Un método de clasificación de configuraciones del lenguaje de señas, junto con un conjunto 
de descriptores que posibilitan reconocer las diferentes formas que puede tener las manos de 
un intérprete. Este método puede utilizarse tanto para el lenguaje de señas como para cualquier 
aplicación donde se requiera identificar diferentes posturas de las manos. 
• Un método probabilístico para clasificar señas basado en tres componentes principales: la 
posición, la configuración, y el movimiento de cada mano. Este método, basado en 
componentes posibilita el análisis de cada módulo por separado, dando la posibilidad de 
intercambiar sub-clasificadores por otros. El modelo propone un análisis específico de la 
información, creando descriptores apropiados para cada módulo, junto con métodos de 
clasificación independientes. 
4. Base de datos de la Lengua de Señas Argentina (LSA) 
En el ámbito de la lengua de señas existen diversas bases de datos dependiendo del problema 
al cual se dirigen. Aquí se distinguen tres tipos principales: reconocimiento de configuraciones de 
manos, reconocimiento de una seña, y reconocimiento de una sentencia. Cada tipo de base de datos 
presenta un desafío mayor que el anterior y permite experimentar con mayores pasos en las etapas de 
reconocimiento [Von08, Coo11]. 
Las bases de datos aquí presentadas tienen dos 
objetivos específicos: por un lado, al estar grabadas con 
guantes de color en las manos de los intérpretes, 
permiten la rápida segmentación y seguimiento de las 
manos, utilizando únicamente un accesorio simple, 
barato y fácil de conseguir. Por otro lado, el conjunto de 
datos pretende ser un primer paso en la construcción de 
una base de datos completa para el léxico argentino, 
inexistente hasta el momento. 
Un aspecto esencial de las lenguas de señas es el 
tipo de configuración que la seña posee. En ocasiones, 
diversas señas sólo se diferencian por la configuración 
de la mano, siendo el movimiento que se realiza el 
mismo que en otras. Esto lleva a la necesidad de tener 
como parte de un reconocimiento de señas, una etapa de 
clasificación de configuraciones de manos. Incluso, es 
normal que una sea comienza con una configuración y 
termine con otra, o con variaciones de la misma. 
Figura 1. Las 16 configuraciones de manos en la base 
de datos LSA16 
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La primera base de datos creada, llamada LSA16, contiene 800 imágenes en donde 10 sujetos 
realizaron 5 repeticiones de 16 tipos distintos de configuraciones de manos utilizadas en distintas 
señas del léxico. La figura 1 muestra un ejemplo de cada una de las 16 clases dentro de la base de 
datos. Las imágenes son la segmentación de las fotografías reales. Cada configuración fue realizada 
repetidamente en diferentes posiciones y diferentes rotaciones en el plano perpendicular a la cámara, 
para generar mayor diversidad y realismo en la base de datos. Se utilizó una cámara web Logitech 
con 640x480 pixeles.  
Los sujetos vistieron ropa negra, sobre un fondo blanco con iluminación controlada. Para la 
simplificar el problema de segmentación de la mano dentro de una imagen, los sujetos utilizaron 
guantes de tela con colores fluorescentes en sus manos. Esto resuelve parcialmente pero de un modo 
muy eficaz el reconocimiento de la posición de la mano y carece de los problemas existentes en los 
modelos de piel. Por otro lado, propone un artefacto simple y económico al momento de realizar 
pruebas o desarrollar una aplicación real. Los detalles de esta base de datos pueden encontrarse 
publicados en [Ron16c]. 
Como se mencionó anteriormente, cada región en el mundo tiene su léxico particular en lengua 
de señas. Esto hace imposible utilizar una base de datos extranjera si se quiere desarrollar un traductor 
argentino. Por otro lado, se estableció también que debido a la complejidad que se requiere para 
segmentar las manos de los intérpretes, las bases de datos actuales resultan difíciles de abordar para 
evaluar la eficacia de un modelo de clasificación. 
En segundo lugar, se creó la base de datos LSA64, primer 
conjunto de videos específico para la Lengua de Señas 
Argentina. Este conjunto de datos contiene un total de 3200 
videos en formato FullHD con 60FPS de 10 sujetos distintos 
interpretando 64 señas del LSA. La base de datos está 
públicamente disponible junto con una versión pre-procesada de 
la misma, para facilitar a los investigadores algunos pasos de 
segmentación. Cada intérprete utilizó dos guantes de color 
diferente con el fin de realizar la tarea de segmentación de forma 
rápida y eficiente. Esta estrategia puede verse utilizada en 
trabajos anterior, como por ejemplo en [Wan09], donde se 
utilizaron guantes no sólo para segmentar la mano sino para 
facilitar la clasificación de la configuración. La figura 2 muestra 
dos ejemplos tomados de la base de datos. 
La base de datos fue construida en dos sets de grabación 
distintos. En el primero fueron grabadas 23 señas con una sola 
mano y se utilizó luz natural en un entorno abierto. En el segundo 
set, se agregaron 41 señas más (22 con dos manos, y 19 con una 
mano) y se utilizó luz artificial en un entorno semi-cerrado. Estas 
diferencias en iluminación permiten entrenar un modelo robusto 
que funcione en diferentes entornos.   
Si bien 64 señas no un número particularmente grande para los léxicos reales de lenguas de 
señas, es un paso inicial para construcción de una base de datos más robusta del léxico argentino, al 
mismo tiempo que permite un desafío para cualquier sistema de reconocimiento de gestos dinámicos. 
Las 64 señas elegidas poseen una gran diversidad, presentando superposición tanto de movimientos 
como en configuración de las manos, siendo necesario analizar todos los aspectos que la componen. 
Al mismo tiempo los 10 sujetos distintos existentes en la base posibilitan el estudio de un sistema no 
dependiente al sujeto. Los detalles de esta base de datos pueden encontrarse publicados en [Ron16b]. 
Figura 2. Dos fotogramas de ejemplos de la 
base de datos LSA64. 
XX Workshop de Investigadores en Ciencias de la Computacio´n 1300
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
5. Modelo de Clasificación propuesto 
El modelo desarrollado en 
esta tesis consta de diversas etapas 
para lograr la clasificación de gestos 
segmentados. La figura 3 muestra 
un esquema general del modelo 
donde pueden observarse los 
detalles de cada etapa. El esquema 
de clasificación se basa en un 
sistema probabilístico que tiene en 
cuenta la información de ambas 
manos. Si bien el foco del trabajo 
está puesto en la clasificación de 
lengua de señas, es posible adaptar 
el modelo a cualquier tipo de gesto 
corporal. De cada mano se utilizan 
tres componentes esenciales en una 
seña: la posición, la configuración, 
y el movimiento de la mano. Para 
obtener las probabilidades para cada 
uno de estos componentes se 
definieron diferentes clasificadores 
parciales, abordando las 
características que cada problema 
presenta. Los detalles del modelo 
aquí expuesto se encuentran 
publicados en [Ron16a] y [Ron15]. 
El proceso de clasificación 
de una seña desde el video segmentado puede simplificarse en los siguientes pasos:  
1. Segmentación y Seguimiento. Inicialmente es necesaria una etapa de segmentación donde 
cada mano es identificada a partir de un filtro de color. Aquí se obtiene no sólo la posición 
sino también una máscara con la forma de la mano, lo que facilita luego la clasificación de 
la configuración. El seguimiento de las manos se realiza fotograma a fotograma 
almacenando la posición de cada mano relativa a la posición de la cabeza del intérprete. 
2. Generación de descriptores. En segundo lugar, es necesario generar descriptores 
apropiados para reconocer los tres componentes principales de la seña. Para describir la 
posición de cada mano se utilizaron las coordenadas 2D del primer y último fotograma del 
video. Para describir el movimiento se utilizaron diferencias de percentiles de las posiciones 
de cada mano. Por último, para describir la configuración de cada mano se utilizó un modelo 
de clasificación basado en el ProbSOM [Est10]. 
3. Clasificación parcial. En tercer lugar, se realiza un proceso de clasificación parcial. Dado 
cada conjunto de descriptores, se clasifican de forma independiente, obteniendo una 
probabilidad parcial de pertenencia a cada clase. Para clasificar la posición de cada mano 
se utilizó un sistema de distribución de gaussianas, considerando el conjunto de las 
diferentes posiciones como una distribución normal. Tanto para la clasificación del 
movimiento como de la configuración de manos se utilizaron redes ProbSOM.  
4. Clasificación de una seña. Por último, los resultados de los clasificadores parciales son 
utilizados como entrada para el clasificador probabilístico total. La probabilidad de que una 
Figura 3. Descripción general del modelo de clasificación propuesto para 
señas segmentadas 
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seña pertenezca a una clase se computa como el producto de probabilidades de cada mano 
calculada de forma independiente. A su vez, la probabilidad de cada mano se calcula como 
el producto de probabilidades obtenidas de los clasificadores de posición, configuración y 
movimiento. 
6. Trabajos experimentales 
Con el fin de validar el modelo desarrollado, se realizaron diversas etapas de experimentación 
en las bases de datos desarrolladas, como así también en una base de datos de gestos dinámicos 
capturados con el dispositivo MS Kinect [Ron15]. Todos los resultados aquí mostraron son el 
promedio de realizar un proceso de validación cruzada aleatoria, con 30 pruebas independientes, 90% 
de datos para entrenamiento, y 10% para validación. 
La tabla 1 muestra los resultados 
obtenidos de los experimentos realizados en la 
base de datos LSA16. Se evaluaron los 
clasificadores ProbSOM, así como también 
métodos clásicos como Máquinas de Soporte 
Vectorial (SVM) y Redes Neuronales 
Feedforward. Dos tipos de descriptores fueron 
computados sobre las imágenes: vectores SIFT 
y la Transformada de Radón. Luego, utilizando 
la mejor configuración obtenida (descriptor Radon y ProbSOM) se llevó a cabo una validación 
cruzada inter-sujeto, dejando un sujeto para validación y entrenando con el resto. La media de los 10 
sujetos con n = 30 repeticiones independientes fue de 87,9%(±4;7%). Como es de esperar, al dejar un 
sujeto fuera, la tasa de acierto decae, ya que cada persona realiza las configuraciones de forma 
particular, con tamaños y apariencia de mano propia del individuo. No obstante, el sistema sigue 
mostrando buenos resultados, dando como posibilidad el reconocimiento correcto de una 
configuración realizada por un nuevo individuo desconocido por el sistema. 
Para validar el 
modelo de clasificación 
de señas segmentadas, se 
realizaron una serie de 
evaluaciones sobre la 
base de datos LSA64 
utilizando el modelo 
propuesto y comparando los resultados al quitar parte de los sub-clasificadores propuestos. Las 
diferentes pruebas llevadas a cabo muestran la importancia de cada componente, ya que al quitar 
alguno la tasa de acierto decae, mostrando que cada componente agrega información no redundante 
al sistema. Por otro lado, se realizaron evaluaciones de comparación tanto para los descriptores como 
para el clasificador. Por un lado, la columna Todos-HMM muestra los resultados al reemplazar los 
subclasificadores de trayectoria y configuración por Modelos Ocultos de Markov (HMM) con 
Modelos de Mixturas Gausianas (GMM). El resultado aquí fue de casi 96%. Esto muestra que si bien 
el ProbSOM obtuvo una mejora al reducir el error en un 60% comparado a los Modelos Ocultos de 
Markov, los descriptores propuestos son una parte esencial en el proceso de clasificación. Por otro 
lado, la última columna, titulada Todos-BF-SVM, muestra los resultados al cambiar la obtención de 
descriptores por los binary features propuestos por Kadir en [Kad04], clasificador con una Máquina 
de Soporte Vectorial. 
Tabla 1.Precisión del modelo para la base de datos LSA16 de 
configuraciones. 
Tabla 2. Resultados de los experimentos llevados a cabo sobre la base de datos LSA64 
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Otro aspecto importante a considerar en la evaluación de los resultados es si la seña se realizó 
con una o dos manos. Si bien el modelo se definió para evaluar ambas manos, la base de datos 
utilizada (LSA64) posee tanto señas con dos manos, como señas con una sola mano (la dominante). 
En el primer caso, al tener ambas manos, podría conllevar a una ventaja en la clasificación, ya que se 
está incorporando información al modelo. En este sentido, es importante evaluar cómo se comporta 
el modelo en ambos casos. Siguiendo esta idea, se dividió la base de datos en dos subconjuntos de 
datos, uno con las 22 clases de señas con dos manos, y otro con las 42 clases de señas con una mano. 
Se realizaron experimentos independientes para verificar la tasa de acierto del modelo. Mientras que 
la media entre ambos tipos de experimentos no difiere significativamente de los resultados de las 
pruebas generales, cabe rescatar el aumento de la tasa de acierto al tener sólo clases de dos manos, 
logrando un error de sólo 0,91%. Cabe rescatar que la tasa de acierto al tener señas de sólo una mano 
llega a casi 96%, mostrando excelentes resultados para las 42 señas con esta característica. 
Por último, y al 
igual que para LSA16, se 
llevaron a cabo una serie 
de experimentos sobre 
LSA64 para analizar 
cómo se comporta el sistema ante la presencia de un sujeto nuevo, con el que no se había entrenado 
previamente. Para esto se entrenó el sistema con 9 sujetos, dejando el restante para validación, 
haciendo una evaluación cruzada inter-sujeto con 30 ejecuciones independientes. La tabla 3 muestra 
los resultados obtenidos para cada uno de los 10 sujetos de la base de datos LSA64, junto con la 
media de todos los resultados. Como es de esperar, la tasa de acierto decae con respecto a los 
resultados generales. No obstante, la precisión media conseguida fue de 91,7%(±0,8), mostrando 
excelentes resultados al introducir un nuevo individuo al sistema.  
7. Conclusiones y líneas de trabajo futuras 
La Tesis aquí resumida cuenta con dos aportes principales: por un lado, un modelo de 
clasificación para gestos dinámicos específicamente diseñado para la lengua de señas. Por otro lado, 
una base de datos multimedia de la Lengua de Señas Argentina, inexistente hasta el momento. 
La base de datos desarrollada, llamada LSA64, posee 64 señas distintas del LSA. Los 
intérpretes utilizaron guantes de color para facilitar la segmentación de las manos. Este proceso 
resulta accesible para cualquiera ya que el guante es una herramienta económica y de fácil acceso. La 
base de datos propone tanto un diccionario específico para el léxico argentino como una herramienta 
de base de pruebas para cualquier trabajo de aprendizaje automático. La base de datos consta de 10 
sujetos interpretando cada seña 5 repeticiones distintas, dando un total de 3200 videos de alta 
resolución. Sumado a esto, la base de datos LSA16 contiene 800 imágenes de configuraciones de 
manos del léxico argentino. 
El método propuesto para clasificación de señas propone un esquema modular con 
subclasificadores parciales capaces de interpretar tres características principales en una seña: la 
posición, el movimiento y la configuración. Como sub-clasificador de configuración se utilizó 
también una red tipo PromSOM para clasificar las 16 configuraciones del LSA. Este trabajo fue 
primero evaluado por separado para general descriptores apropiados que permitieron luego adicionar 
la información temporal de las diferentes configuraciones que puede tener una seña. Por último, como 
sub-clasificadores de las posiciones de las señas, se utilizaron distribuciones estadísticas con modelos 
gaussianos de las posiciones iniciales y finales que cada mano posee en una seña. 
Tabla 3. Validación independiente al sujeto sobre LSA64. 
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Los resultados obtenidos sobre la clasificación de configuraciones mostraron ser relevantes y 
factibles de utilizar en un entorno real. Además, siendo un clasificador probabilístico, el sistema posee 
la capacidad de poder ser utilizado como descriptor para el clasificador parcial del modelo propuesto. 
Los experimentos realizados sobre la base de datos LSA64 fueron extensos y con resultados 
satisfactorios. Se realizaron diferentes pruebas sobre los clasificadores parciales para observar su 
comportamiento al igual que diferentes evaluaciones sobre el clasificador completo demostrando su 
robustez ante diferentes escenarios como por ejemplo la incorporación de un nuevo sujeto al sistema. 
Existen diversas líneas de investigación que quedan abiertas luego de la finalización de esta 
tesis, entre las que se cabe nombrar: 
• Focalizarse en la etapa de detección de manos para poder realizar una segmentación sin 
necesidad de marcadores de color. Esto permitiría realizar pruebas en otras bases de 
datos existentes donde no existe información de las posiciones de las manos ni tampoco 
se utilizan estos tipos de marcadores. Una de las estrategias más recientes aplicadas a 
esta temática son las redes convolucionales, relacionadas con el concepto de aprendizaje 
profundo (deep learning), que recién está emergiendo. 
• Si bien se utilizaron algunos descriptores y clasificadores propuestos por otros autores 
en el estado del arte, generalmente esta tarea resulta sumamente compleja debido a que 
el modo de obtener los descriptores de una seña está relacionado con el clasificador 
propuesto. 
• Para poder llevar a cabo un traductor más robusto sin duda es necesario aumentar el 
número de señas en la base de datos. Esto supone un desafío importante, no sólo por el 
tiempo y puesta en escena de las grabaciones requeridas sino también porque aumentar 
considerablemente el número de clases en una base de datos implica aumentar el error 
de clasificación en cualquier proceso de aprendizaje automático. 
• Incorporar información no manual, como pueden ser expresiones de la cara, lectura de 
labios, inclinación del torso, etc. Este es un trabajo que algunos investigadores ya están 
abordando. El lenguaje de señas no sólo se basa en los movimientos de las manos sino 
en realizar un diccionario completo involucra también evaluar información no-manual, 
principalmente del rostro. 
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Resumen
En los u´ltimos an˜os, la argumentacio´n rebatible ha realizado un importante aporte a la In-
teligencia Artificial, hecho que se refleja en el creciente nu´mero de aplicaciones del mundo real
que la incluyen como formalizacio´n del razonamiento del sentido comu´n. En este sentido, los
sistemas argumentativos proponen una formalizacio´n de este tipo de razonamiento justamente
utilizando como mecanismo de inferencia la argumentacio´n rebatible. Intuitivamente, la argu-
mentacio´n rebatible provee formas de confrontar declaraciones contradictorias para determinar
si alguna afirmacio´n puede ser aceptada o rechazada. Para obtener una respuesta, el proceso
de razonamiento argumentativo lleva a cabo una serie de etapas. Una etapa muy importante es
la comparacio´n de argumentos en conflicto para decidir que´ argumento prevalece; e´sto requiere
introducir un criterio de preferencia entre argumentos que haga frente a esta situacio´n.
Esta tesis aborda el estudio, disen˜o y formalizacio´n de herramientas computacionales con-
cretas para seleccionar y cambiar el criterio de preferencia entre argumentos que es utilizado
por el sistema de Programacio´n Lo´gica Rebatible (DeLP) requerido para decidir derrotas al
analizar ataques entre argumentos. Para lograr esto, se proponen varios servicios de razona-
miento basados en DeLP que disponen de distintos criterios y permiten llevar a cabo esta tarea
de diferentes maneras. Como parte de la contribucio´n, se propone un servicio que utiliza ex-
presiones condicionales para programar co´mo seleccionar el criterio que mejor se ajusta a las
preferencias del usuario o a una situacio´n en particular. Por otra parte, en la tesis se abor-
da tambie´n la definicio´n de un servicio con mecanismos que permiten no solo seleccionar sino
tambie´n combinar criterios. Estos mecanismos permiten que sea posible comparar argumentos
considerando de manera simulta´nea ma´s de un criterio.
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1. Introduccio´n y Motivacio´n
Los formalismos propuestos en esta tesis incorporan herramientas concretas para tratar el
manejo de mu´ltiples criterios de preferencia entre argumentos, lo cual no ha sido considerado
hasta el momento por otros trabajos. De esta manera, los resultados obtenidos brindan una
contribucio´n importante a los desarrollos en la comunidad de argumentacio´n, particularmente
en el campo de los sistemas basados en Programacio´n Lo´gica Rebatible, significando adema´s
un aporte dentro del a´rea de Inteligencia Artificial en las Ciencias de la Computacio´n. En lo
que resta de esta seccio´n se presenta brevemente el contexto que motivo el desarrollo de las
contribuciones de esta tesis.
1.1. Argumentacio´n Rebatible
Desde hace tiempo, la argumentacio´n ha evolucionado como una propuesta atractiva para
modelar el razonamiento basado en sentido comu´n [1, 2, 3], que usualmente sucede en el contexto
de informacio´n contradictoria, incompleta e incierta. Existen diferentes acercamientos para
modelar este proceso, tales como los sistemas argumentativos abstractos [4, 5] que se abstraen
de la estructura interna de los argumentos, o los sistemas argumentativos estructurados [6, 7],
que s´ı tienen en cuenta la estructura interna de los mismos. Aqu´ı nos limitamos a estos u´ltimos.
Los sistemas argumentativos estructurados son formalismos de argumentacio´n basados en
una lo´gica subyacente espec´ıfica, la cual se emplea para representar el conocimiento acerca del
dominio sobre el que se razona. Adema´s, esta lo´gica cuenta con un conjunto de reglas de inferen-
cia que permiten construir argumentos relacionados con una conclusio´n. Estos sistemas son de
gran intere´s para la comunidad de Inteligencia Artificial dado que las reglas de inferencia per-
miten representar conocimiento de sentido comu´n, posibilitando la construccio´n computacional
de argumentos. Los sistemas argumentativos estructurados poseen caracter´ısticas que los hacen
especialmente aptos para su implementacio´n; por otra parte, los sistemas argumentativos son
particularmente atractivos para la toma de decisiones y la negociacio´n [8, 9], a´reas de gran
intere´s en diversas aplicaciones.
1.2. Programacio´n Lo´gica Rebatible y la Comparacio´n entre Argu-
mentos
Como se ha mencionado, la importancia del uso de sistemas argumentativos como meca-
nismo de razonamiento en sistemas inteligentes es reconocida en diversos trabajos en la lite-
ratura [2, 10, 11]. Esta tesis se enfoca en un sistema argumentativo estructurado, denominado
Programacio´n Lo´gica Rebatible(DeLP por sus siglas en ingle´s de Defeasible Logic Program-
ming) [7]. Este formalismo combina resultados de programacio´n en lo´gica y argumentacio´n
rebatible, y ha sido aplicado exitosamente en diferentes dominios (ver e.g., [12, 13, 14]). DeLP
extiende a la Programacio´n en Lo´gica permitiendo representar conocimiento potencialmente
contradictorio, mediante el uso de la negacio´n fuerte y conocimiento tentativo.
El procedimiento de prueba de DeLP se basa en un proceso de ana´lisis diale´ctico donde
interactu´an argumentos a favor y en contra de un literal a fin de determinar si ese literal esta´
garantizado. Este proceso conducira´ a la construccio´n de una estructura arbo´rea de derrotado-
res. De este modo, un literal se hallara´ garantizado si existe un argumento para ese literal que
sobreviva a todas las derrotas que recibe en su a´rbol asociado. Para determinar si un argumento
es un derrotador de otro con el que esta´ en conflicto es necesario de un criterio de preferencia
que decida preferencia entre estos argumentos.
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Si bien al presentarse DeLP en [7] se asocio´ el criterio de Especificidad Generalizada como
criterio por defecto, en DeLP el criterio es un elemento modular. Sin embargo, en la comunidad
de argumentacio´n no existe un consenso establecido acerca de que´ criterio utilizar para evaluar
argumentos. En este sentido, en trabajos como [15, 16, 17] los autores declaran que el criterio
de especificidad no corresponde a un criterio general del razonamiento de sentido comu´n, sino
que simplemente es uno de muchos me´todos de comparacio´n que podr´ıan ser utilizados. Ma´s
au´n, propuestas como [18, 15] sugieren que la informacio´n acerca del dominio suele ser la
herramienta principal para evaluar los argumentos del sistema. De all´ı la importancia de contar
con un sistema como [7] que permita tratar la comparacio´n de argumentos de forma modular,
permitiendo que el usuario emplee el criterio que mejor se ajusta al dominio de aplicacio´n
reemplazando el provisto por defecto como parte del sistema.
Existen varios criterios concretos para comparar argumentos en DeLP (ver e.g., [7, 19]).
No obstante, los sistemas que utilizan DeLP como mecanismo de razonamiento y consideran
estos criterios en sus formalismos [20, 21, 22, 23, 24], por lo general adoptan un criterio o una
combinacio´n fija de criterios (establecida en la configuracio´n del sistema) de acuerdo al dominio
que se esta´ representando. Si bien en DeLP la comparacio´n de argumentos es modular, en la
literatura existente no se han propuesto mecanismos programables concretos que le permitan
al usuario seleccionar y cambiar dina´micamente el criterio de preferencia dependiendo de sus
preferencias o necesidades. Si un usuario conoce las razones por las cuales se prioriza cierta
informacio´n sobre otra, el mecanismo para comparar argumentos deja de ser una caja negra,
aumentando la confianza del usuario sobre las respuestas que puede recibir de estos sistemas
en particular. As´ı el sistema se vuelve ma´s confiable y transparente para el usuario ya que e´ste
puede interactuar directamente con el mecanismo de razonamiento de dicho sistema.
Otra caracter´ıstica de los sistemas basados en DeLP, respecto al manejo de los mecanismos
de comparacio´n sobre argumentos, es que usualmente tampoco disponen de varios criterios para
que el usuario pueda elegir el que ma´s se adecua a un contexto determinado. En este sentido, en
la vida real el proceso de razonamiento humano hace frente a una situacio´n particular teniendo
en cuenta diferentes criterios. Por ejemplo, supongamos una persona que se quiere hospedar
en un hotel y consulta un sitio web que le ofrece informacio´n respecto a varios hoteles. Para
elegir un hotel, esta persona podr´ıa considerar varios criterios que le permitan comparar la
informacio´n que le brinda el sitio. Un posible criterio podr´ıa preferir aquella informacio´n que
favorece al comfort de las habitaciones, mientras que otro criterio podr´ıa preferir la informacio´n
que favorece a la seguridad del lugar en donde se encuentra el hotel. Finalmente, un tercer
criterio podr´ıa ser uno que combine los dos anteriores, es decir un criterio que priorice la
informacio´n relacionada al comfort y la seguridad. Por lo tanto, disponer de diferentes criterios
de preferencias introduce un grado de flexibilidad adicional a los sistemas basados en DeLP. Sin
embargo, y como se puntualizo´ anteriormente, en estos sistemas el criterio es un componente fijo,
o si existe multiplicidad de criterios, no hay forma de cambiarlo una vez que uno es seleccionado
e integrado al inte´rprete. De esta manera, una de las motivaciones de esta tesis es mejorar las
capacidades del mecanismo de inferencia de un sistema basado en argumentacio´n para que se
pueda adaptar de una forma natural a varios criterios, a trave´s de un mecanismo programable
concreto.
A partir de lo mencionado anteriormente, las contribuciones de esta tesis conciernen a la
formalizacio´n de varios servicios de razonamiento basados en DeLP que abordan los temas
planteados en esta seccio´n. En esta direccio´n, ser´ıa posible lograr una satisfactoria integracio´n
de razonadores basados en DeLP en diferentes dominios de aplicacio´n, tales como agentes
auto´nomos, sistemas de soporte a las decisiones, bu´squeda inteligente en la web, sistemas de
recomendacio´n, y otros dominios de similar importancia.
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2. Aportes a la disciplina
Como aportes principales de esta tesis se proponen tres servicios de razonamiento basados
en DeLP: uno de ellos es el Servicio de Razonamiento Rebatible basado en Preferencias, y sus
dos extensiones el Servicio de Razonamiento Rebatible basado en Preferencias Condicionales y
el Servicio de Razonamiento Rebatible basado en Preferencias Combinadas. Los resultados de
las contribuciones de esta tesis han sido publicados, con referato nacional e internacional, en:
“Improving argumentation-based recommender systems through context-adaptable selec-
tion criteria” publicado en la revista Expert Systems with Applications vol. 42.
“An Approach to Argumentative Reasoning Servers with Multiple Preference Criteria”
publicado en la revista Inteligencia artificial: Revista Iberoamericana de Inteligencia Ar-
tificial vol. 53.
“Servicios de Razonamiento con Mu´ltiples Criterios de Preferencia” publicado en XVI
Workshop de Investigadores en Ciencias de la Computacio´n (WICC 2014).
“An Approach to Argumentative Reasoning Servers with Conditions based Preference Cri-
teria” publicado en XIX Congreso Argentino de Ciencias de la Computacio´n (CACIC
2013).
“Modelo de Servicio de Razonamiento con Preferencias” publicado en el XV Workshop
de Investigadores en Ciencias de la Computacio´n (WICC 2013).
3. Contribuciones de la tesis
El objetivo de esta l´ınea de investigacio´n es mejorar las capacidades de razonamiento efectivo
de sistemas basados en programacio´n lo´gica rebatible introduciendo diferentes herramientas
programables concretas que permitan tratar el manejo de multiplicidad de criterios. En te´rminos
generales, en este trabajo se presentan tres diferentes servicios de razonamiento. A continuacio´n
los presentaremos brevemente.
3.1. Servicio de Razonamiento Rebatible basado en Preferencias
El esta seccio´n se presenta la nocio´n de Servicio de Razonamiento Rebatible basados en Pre-
ferencias (SRPref ), el cual representa el primer aporte de esta tesis. Estos servicios proveen un
razonamiento lo´gico rebatible que cuenta con la capacidad de modificar las preferencias sobre la
informacio´n procesada cambiando, a partir de cada consulta recibida, el criterio de preferencia
utilizado. En particular, el mecanismo que se utiliza para consultar un Servicio de Razona-
miento Rebatible basado en Preferencias (SRPref ) es el de las Consulta basada en Preferencias.
Entonces, un servicio de razonamiento rebatible basado en preferencias esta´ conformado por:
• el inte´rprete DeLP que se encarga de procesar las consultas hechas al servicio; y
• un mo´dulo de comparacio´n de argumentos que, a trave´s de la funcio´n de co´mputo de
preferencias, obtiene las preferencias entre argumentos que el inte´rprete necesita resolver
utilizando para ello una de las implementaciones de criterios de preferencia almacenadas
en el servicio.
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Un SRPref corresponde a una entidad con la capacidad de responder consultas DeLP utili-
zando el criterio de preferencia entre argumentos que el usuario especifica junto a su consulta
y el programa consultado. Un SRPref cuenta con la implementacio´n de varios criterios dispo-
nibles para el usuario. Por otra parte, como herramienta de interaccio´n entre el usuario y un
SRPref se introdujo el concepto de Consulta basada en Preferencias (CPref ). Una CPref se
compone adema´s de la consulta propiamente dicha, del programa DeLP que sera´ procesado
y una especificacio´n declarativa del criterio de preferencia que el usuario desea utilizar. En la
especificacio´n de criterio tambie´n se puede incluir informacio´n adicional que el criterio elegido
podr´ıa llegar a necesitar para poder ejecutarse. Por lo tanto, todos estos elementos sera´n los
que un SRPref tendra´ en cuenta al momento de computar la respuesta a una consulta. Es
importante destacar que la especificacio´n de criterio constituye la herramienta de interaccio´n
que utilizara´n todos los servicios de razonamientos propuestos en esta tesis para seleccionar y
cambiar de criterio.
En la Figura 1, las flechas muestran co´mo son utilizados los datos por el SRPref . Entonces,
a partir de un programa DeLP y una consulta DeLP, el inte´rprete calcula la respuesta para la
consulta, y el mo´dulo de comparacio´n de argumentos computa las preferencias entre argumentos
en conflicto que recibe del inte´rprete. La funcio´n de co´mputo de preferencias se encargara´ de
ejecutar la implementacio´n del criterio indicado en la especificacio´n de criterio de la consulta.









Servicio de Razonamiento Rebatible 
basado en Preferencias 
Implementaciones de Criterios de 
Preferencia
Función de Cómputo 
de Preferencias






Figura 1: Respuesta a una Consulta basada en Preferencias.
3.2. Servicio de Razonamiento Rebatible basado en Preferencias
Condicionales
En primer lugar se presento´ el concepto de Consulta basada en Preferencias Condiciona-
les (CPCond) que ofrece una alternativa distinta respecto a la forma en la cua´l un usuario
puede expresar sus preferencias. Estas consultas esta´n constituidas por una expresio´n formal
que permite decidir cua´l es el criterio de preferencia que debe ser utilizado en cada situacio´n
espec´ıfica. Para resolver estas consultas se formalizo´ un nuevo tipo de servicio de razonamiento
que extiende las capacidades de los SRPrefs , denominado Servicio de Razonamiento Rebati-
ble basado en Preferencias Condicionales (SRPCond). Estos servicios tienen la capacidad de
responder consultas seleccionando un criterio de preferencia que es indicado utilizando una
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expresio´n condicional incluida en la propia consulta.
Entonces, un SRPCond esta´ conformado por:
el inte´rprete DeLP que resuelve las consultas DeLP,
una funcio´n de evaluacio´n que, a partir de una expresio´n de preferencia condicional,
obtiene la especificacio´n de criterio que declara la implementacio´n de criterio que se
utilizara´ en la comparacio´n de argumentos, y
un mo´dulo de comparacio´n de argumentos que computa las preferencias entre argumentos
considerando para ello la especificacio´n de criterio que se obtiene desde la funcio´n de
evaluacio´n.
Dada la importancia de las expresiones de preferencias condicionales como herramienta
computacional concreta para guiar la seleccio´n de un criterio se presento´ una representacio´n de
a´rbol con el fin de proporcionar una forma de analizar varias propiedades de estas expresiones.
Estas propiedades son u´tiles para identificar cuando una expresio´n puede ser optimizada y
de esta manera evitar la computacio´n de literales redundantes, y adema´s caracterizar cuando
ciertos caminos en la expresio´n no son transitables. Estas propiedades son de especial intere´s en
esta tesis por que permiten construir expresiones va´lidas; es decir, expresiones que mantienen
relaciones coherentes entre las guardas que justifican la eleccio´n de un criterio en particular.
Un SRPComb responde CPConds . Una CPCond se caracteriza por incluir junto a la consulta
y el programa a consultar, la especificacio´n de una expresio´n condicional que servira´ para
programar co´mo seleccionar el criterio que el SRPCond consultado utilizara´ a partir de los
criterios especificados. La seleccio´n de un criterio en particular depende de la existencia de
determinada informacio´n alojada en el programa consultado. La Figura 2 muestra de forma
esquema´tica los elementos involucrados en el calculo de la respuesta para una CPCond . La
interpretacio´n de las flechas en el gra´fico es la misma que se utilizo´ en la Figura 1. Por ejemplo,
la expresio´n de preferencia condicional y el programa DeLP son utilizados por la funcio´n de
evaluacio´n para seleccionar una especificacio´n de criterio. Luego, a partir de esta especificacio´n
y los argumentos enviados por el inte´rprete DeLP, el mo´dulo de comparacio´n de argumentos
devuelve una preferencia entre dichos argumentos. Finalmente, a partir del programa DeLP y
la consulta DeLP, el inte´rprete obtiene una respuesta para la consulta.
Consulta DeLP







Servicio de Razonamiento Rebatible basado en 
Preferencias Condicionales
Implementaciones de Criterios 
de Preferencia
Función de Cómputo 
de Preferencias








Figura 2: Principales componentes de una CPCond y un SRPCond .
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3.3. Servicio de Razonamiento Rebatible basado en Preferencias
Combinadas
Otro tipo de consultas propuesto en este trabajo son las Consultas basadas en Preferencias
Combinadas (CPComb), caracterizadas por incluir una expresio´n que permite combinar la es-
pecificaciones de varios criterios. Para resolver las CPCombs se definio´ un tipo de servicio de
razonamiento que extiende las capacidades de un SRPCond , denominado Servicio de Razona-
miento Rebatible basado en Preferencias Combinadas(SRPComb). Una caracter´ıstica distintiva
de estos servicios corresponde a la capacidad de poder usar varios criterios a la vez para evaluar
la preferencia entre argumentos. Es decir, estos servicios proveen operadores espec´ıficos que
permiten a las consultas considerar un uso combinado de varios criterios de preferencia.
Como se muestra de manera esquema´tica en la Figura 3 los pasos para responder una
CPComb coinciden en ciertos aspectos con los descriptos para los servicios de razonamien-
to presentados en secciones anteriores. Es decir, un SRPComb cuenta con un inte´rprete que
responde consultas DeLP, y adema´s se comunica con un mo´dulo encargado de resolver las
preferencias que e´ste necesita. Sin embargo, observe que la arquitectura de un SRPComb esta´
disen˜ada de manera tal que puede recibir expresiones que contienen operadores de combinacio´n
de preferencias utilizados para combinar criterios. Por lo tanto, una vez que la funcio´n de eva-
luacio´n obtiene desde estas expresiones los criterios que se utilizara´n, el modulo extendido de
comparacio´n de argumentos es capaz de llevar a cabo todas las comparaciones entre argumentos
que el inte´rprete le solicita. Para programar la seleccio´n de expresiones que incluyan operadores
para combinar criterios se formalizo´ la nocio´n de expresio´n de preferencias combinadas.
Consulta DeLP














Módulo Extendido de 







Operadores de Combinación 
de Preferencias
Figura 3: Principales componentes de una CPComb y un SRPComb.
Se presentaron varios resultados. En primer lugar se estudio´ un aspecto poco deseable en
sistemas argumentativos que es la indecisio´n por incomparabilidad. Dentro de los resultados
mostrados se establecieron algunas propiedades que sirven para establecer cua´ndo la relacio´n
que resulta de aplicar un criterio de preferencia o una operacio´n de combinacio´n de criterios es
apropiada a una consulta. Finalmente, se mostraron varios criterios y operadores que mantienen
dichas propiedades.
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4. Conclusio´n
A pesar de la importancia que tiene la comparacio´n de argumentos en el proceso de ar-
gumentacio´n, los formalismos desarrollados hasta el momento no han considerado mecanismos
computacionales que permitan cambiar dina´micamente el criterio de preferencia. Esto motivo´
el estudio de diferentes herramientas concretas que permitan tratar el manejo de mu´ltiples
criterios en aquellos formalismos cuyo mecanismo de inferencia sea DeLP, a fin de poder selec-
cionar y cambiar de criterio de una manera natural y acorde a las preferencias o necesidades
del usuario.
En esta tesis se presento´ un servicio de razonamiento basado en la programacio´n lo´gica re-
batible, denominado Servicio de Razonamiento Rebatible basado en Preferencias (SRPref ), que
puede cambiar de criterio de preferencia para cada consulta DeLP recibida. Como herramienta
de interaccio´n para consultar estos servicios se introdujo la Consulta basada en Preferencias
(CPref ). Esta herramienta permite especificar de forma declarativa el criterio que sera´ utilizado
por el SRPref que recibe la consulta.
Se presento´ el concepto de Servicio de Razonamiento Rebatible basado en Preferencias
Condicionales (SRPCond) y se introdujo un tipo especial de consulta para estos servicios,
denominada Consulta basada en Preferencias Condicionales (CPCond), que le permite a un
SRPCond seleccionar el criterio que debera´ utilizar dependiendo de ciertas condiciones. Para
esto la CPCond incorpora una expresio´n de preferencia condicional. Se presento´ tambie´n una
representacio´n de a´rbol para el estudio de las expresiones condicionales.
Una de las motivaciones importantes en esta tesis ha sido introducir la posibilidad de compa-
rar argumentos considerando varios criterios al mismo tiempo. Siguiendo esta idea se presento´ la
Consulta basada en Preferencias Combinadas (CPComb). Una CPComb permite que se pueda
especificar el uso de ma´s de un criterio a partir de una expresio´n especial construida mediante
operadores de combinacio´n de preferencias que el servicio consultado dispone.
5. L´ıneas de investigacio´n futura
Como trabajo futuro se implementara´n los desarrollos de esta tesis para poder ejercitar
los formalismos y desarrollar nuevas alternativas a partir de las aplicaciones. A partir de los
trabajos desarrollados en la tesis se abren varias l´ıneas de investigacio´n sobre las cuales se
planea seguir trabajando.
Se buscara´ tratar con la formalizacio´n de otras herramientas de interaccio´n. E´sto permitira´
definir nuevas consultas basadas en preferencias que cumplan con nuevos requisitos del
usuario con respecto a sus necesidades o preferencias. Por ejemplo, un usuario podr´ıa
querer realizar diferentes consultas DeLP simulta´neamente utilizando el mismo criterio y
el mismo programa DeLP. En este sentido tener un tipo de consulta que cumpla con estos
requisitos mejorar´ıa los tiempos de respuesta de los servicios de razonamiento propuestos
en esta tesis.
A partir de las tareas de investigacio´n se observo´ que la forma en la que es tratada la
comparacio´n de argumentos por los formalismos no siempre es la misma. Algunos siste-
mas utilizan un enfoque modular [7], otros argumentan sobre el criterio de preferencia [6],
mientras que otros utilizan un criterio fijo [25]. En este sentido, un to´pico interesante es
estudiar si es posible construir un marco general para sistemas argumentativos estructura-
dos que permita el manejo de multiplicidad de criterios. Un primer paso para lograr esto,
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es analizar la posibilidad de definir servicios de razonamiento en donde el mecanismo de
razonamiento sea el de otro sistema argumentativo estructurado, y no el de DeLP. Para
esto sera´ necesario disen˜ar un marco lo suficientemente general como para ser instanciado
por diferentes sistemas de este tipo en particular.
Finalmente, un tema interesante para analizar consiste en el disen˜o e implementacio´n de
una arquitectura de agentes basada en el esquema de alguno de los servicios de razona-
miento propuestos.
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