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ABSTRACT 
Modelling and monitoring tools appropriate for the resin transfer moulding composites 
manufacturing route were developed in this study. A simulation of the curing stage of 
the process based on a finite elements solution of the non-linear heat conduction 
equation was implemented. The simulation involved appropriate submodels for the 
incorporation of thermal properties and cure kinetics. A novel non-parametric procedure 
which utilises interpolation applied directly to experimental Winefics data proved 
adequate for the simulation of chemical and structural phenomena occurring during the 
cure. The application of the heat transfer model was successful, the magnitude of 
thermal gradients was shown*to be significant and the character of degree of cure 
gradients temporary. An inversion of the heat transfer simulation based on genetic 
algorithms enabled an optihisation of the cure process parameters to be performed. 
The heat transfer simulation was combined with thermal monitoring results in order to 
achieve an extension of the local temperature measurements to the whole component. 
This combined scheme reproduced successfully the' temperature and degree of cure 
distributions. The same approach was implemented with similar outcomes using artificial 
cure monitoring results. 
Impedance cure monitoring was used in order to follow in real time the reaction 
progress. An interpretation was found for the manifestation of vitrification in the 
impedance signals. A new equivalent circuit representing accurately the behaviour of the 
resin system investigated was developed. A methodology which correlates the progress 
of cure with the imaginary impedance spectrum evolution was established. 
Dielectric flow monitoring techniques appropriate for the filling stage of resin transfer 
moulding were devised. Lineal sensors enabled monitoring of the progress of filling to be 
made in both conductive and non-conductive reinforcements. 
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fractional conversion or degree of cure 
reaction rate constant 
reaction rate constant 
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Chapter One 
I Introduction 
1.1 Motivation and goals ,-C, 
Advanced composite materials comprising polymeric matrices and continuous 
reinforcements were introduced in the early 1960s. They offered a very attractive 
combination of material properties, in terms of structural design, namely high stiffness 
and strength with low specific weight. The demand for high performance and/or reduced 
weight led the military aircraft industry to take up composites as materials offering new 
design possibilities. As a result, the advanced composites I research and development 
focused on material performance improvements. 
In recent years, drastic cutbacks'in defence spending increased the criticality of cost in 
the military aircraft industry. Simultaneously the world demand for commercial'and civil 
aircraft increased as a result of the general economic growth and globalisabon and 
opportunities for advanced composites use in the commercial automotive sector begun 
to be recognised. These events have changed the focus of composites research and 
development from increased performance at lower weight to increased product quality 
at a lower cost. 
In this context the need for predictive modelling and for in-situ real time monitoring of 
the manufacturing process has arisen and been met by the development of a family of 
appropriate techniques. The modelling of composites manufacturing has been 
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investigated extensively (see chapter 2) and monitoring methods, such as dielectric and 
fibre optic cure monitoring, begun to be tested in an industrial environment (see chapter - 
3). At the same time composite manufacturing techniques, such as liquid composite 
moulding (LCM), having a greater potential for automation and control, begun to be 
considered advantageous in comparison with the conventional - labour intensive - 
production route of laying up-autoclaving. 
Currently, resin transfer moulding (RTM) is the most widely used liquid composite 
moulding method. The state-of-the-art in RTM modelling and monitoring can be 
summarlsed as follows: 
Flow phenomena occurring during resin transfer moulding have been studied and 
modelled extensively. In contrast, the curing stage of the process has not received 
analogous attention (see chapter 2). 
Cure monitoring techniques have been adapted for use in RTM. The Inherent 
drawbacks of local measurement character and inadequate* correlation between,, 
monitoring signals and progress of curing under non-isothermal conditions have not 
been resolved (see chapter 3). 
Flow monitoring techniques have begun to be developed, but an Industfially 
realisable method has yet to be established (see chapter 3). 
The present study aims to address these matters. A heat transfer simulation appropriate 
for RTM curing, with minimal assumptions as far as the material thermal properties, the 
cure kinetics and the problem dimensionality are concerned, will be developed and, 
applied. Impedance cure monitoring will be investigated and methods which connect 
monitoring signals with the progress of the curing reaction and with structural 
phenomena, will be devised. Flow monitoring techniques using dielectric sensors will be 
developed and tested. The problem of monitoring signal locality will be addressed and a 
monitori ng-model ling scheme, which enables the extension of local cure and thermal 
monitoring results to the whole curing component to be made, will be formed and 
validated. 
The focus of the work is on the RTM process, however, some of the tools can be applied 
to a range of composite manufacturing processes. The cure kinetics and the thermal 
properties models are of a generic nature and can be equally utilised within models of 
any other manufacturing route. Similarly, the work on cure monitoring concerns 
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thermosetting systems in general and as such can find use in any relevant application. 
The flow monitoring devices are approprilate for any liquid moulding process. The heat 
transfer simulation as well as the combined monitori ng-model ling scheme can be 
adapted for use in any other batch composite production method. - 
1.2 Road map 
The main body of this study is divided into four parts. 
,, The first part, which consists of chapters 2 and 3, reviews the state of the art of 
composites manufacturing modelling and monitoring. Chapter 2 summarises 
modelling efforts on heat transfer and flow phenomena occurring during liquid 
moulding, autoclaving, pultrusion and filament winding. Chapter 3 describes the up 
to date application of acoustic, spectroscopic and dielectric techniques to cure 
monitoring and reviews the relatively new field of flow monitoring. 
The second part (chapters 4-7) describes the development and application of a 
finite element heat transfer model appropriate for resin transfer moulding 
curing. In chapter 4 the background of the modelling method is discussed, its 
implementation In a computer code is outlined and validation of the computer code 
is performed. Chapter 5 describes and evaluates a novel cure kinetics modelling 
method, which has been used as a kinetics submodel in the general heat transfer 
model. Chapter 6 presents the thermal properties submodels used in the model. In 
chapter 7 experimental results of the temperature distribution during RTM curing of 
composites and its evolution during the cure are presented and compared with 
simulation results in order to validate the heat transfer model. The simulation is used 
to study the temperature, the degree-of-cure and the thermal gradient distributions 
during the cure of carbon/epoxy and glass/epoxy composites. 
The third part (chapters 8 and 9) concerns experimental and development work 
performed in the area of process monitoring. In chapter 8 results from the 
application of impedance monitoring to resin cure and advancements concerning the 
identification of vitrification and the measurement of the progress of reaction using 
this technique are presented. In chapter 9 the development and application of flow 
monitoring devices based on dielectric sensing are described. 
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* The fourth part (chapter 10) concerns the application of inverse heat transfer 
modelling to composite curing. In this chapter an Inversion procedure based on' 
genetic algorithms is described and results from its application to both process- 
design and process control are presented. 
In chapter 11 an overall discussion of the main results and outcomes of the study is 
presented and in chapters 12 and 13 the main conclusions together with some 
suggestions for further investigation arising from this research are summarised. 
Chapter Two 
2 Cure and flow modelling in the processing of thermosetting 
composi es 
2.1 Introduction 
The main phenomena governing composites production are flow through porous'media, 
conduction heat transfer and exothermic curing reaction. 
Flow through porous media occurs during impregnation in liquidmouldin andp 
and during consolidation in autoclaving and filament w1ndinq and it governs: 
* the duration of the impregnation or consolidation stage; 
" the formation of voids and 
" the creation of macroscopic dry spots. 
Heat conduction and the exothermic reaction take place during the curiing stage of all 
processes, usually after flow completion or in some cases alongside with flow and they 
control: 
* the duration of the curing stage; 
the uniformity of final degree'of cure; 
the existence of thermal gradients during the cure which subsequently governs the 
built up of residual stresses and 
o the extent of exothermic phenomena which can give rise to degradation. 
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Accordingly flow and heat transfer-cure models become important in the context of cost- 
effective manufacturing and quality control. Their role within the manufacturing process 
is dual: 
I. As purely predictive tools during the design of the process. In that case process 
parameters can be adjusted and optimised using simulation Instead 'of, 
experiments. 
II. Within a scheme which combines process monitoring and modelling In order to 
- achieve control of the process parameters. 
In this chapter the main modelli ng principles for impregnation/consolidation and heat 
transfer/cure modelling are reviewed, and implementation issues relevant to each of the 
four main composite manufacturing routes (liquid moulding, autoclaving, pultrusion and 
filament winding) are presented. The modelling of the cure reaction Is carried out with 
general methodologies which are not specific to the manufacturing route, therefore Is,, 
reviewed independently at the beginning of the chapter. In contrast, flow and heat 
transfer modelling, although based on similar basic principles, are adapted to each 
manufacturing route. Thus, the resulting different modelling methodologies are 
presented independently for each process. 
2.2 Modelling of the curing reaction 
The drive for cost-effectiveness in composite manufacturing has given a new impetus to,, 
the development of process models. An adequate model of cure kinetics is a primary 
component of thermosetting composites manufacturing simulations. In the case of heat 
transfer, cure kinetics provide information on the exothermic heat of reaction. That 
information is used directly in the formation of an appropriate heat balance. In general 
in models, including flow and consolidation, cure kinetics are used Indirectly In the 
calculation of material properties (e. g. viscosity, heat capacity, density) which present a 
dependence on the state of the material as manifested by the progress of the reaction. 
Two main approaches used for cure kinetics can be distinguished: (I) phenomenological; 
and (ii) mechanistic modelling. 
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(i) Phenomenological or empirical models tend to ignore the chemical detail of the 
reacting system and, to utilise approximate relabonships, which usually resemble 
chemical kinetics expressions but have limited validity in rigorous chemistry terms. 
The simplest empirical model used is the nth order rate equation: I 
da 
Tt = Kjl-aý (Eq. 2.1) 
where a is the fractional, conversion or degree of cure and K. is the rate constant 
which is an Arrhenius function of temperature. Recent examples of the use of. this type 
of model include resin kinetics behaviour during pultrusion (1-4) and kinetics of cure of 
maleic polyester resins (5)., The nth order Vinetics model predicts a maximum of the 
reaction rate at the beginning of the curing and cannot account for any autocatalytic 
effects. 
In cases where autocatalytic behaviour has been observed the following expression has 
been utilised: 
da K. a"(f-aý `(Eq. 2.2) dt 
Here the maximum reaction rate is shifted to intermediate conversions, and the, bell 
shape reaction rate versus time curve of an autocatalytic reaction at constant 
temperature can be reproduced. Such models have been applied to the cure of 
unsaturated polyester (6) and vinyl ester (7) resins. 
Both the nth order and the autocatalytic, model assume the existence of a single rate 
constant throughout the cure. Since these expressions are empirical. and the events 
occurring during the cure complicate the reaction. behaviour, the use of a single rate 
constant can lead to limited accuracy of models (8). Kamal's model involving two rate 
constants has been applied successfully to the modelling of a variety of resins (9,10) 
and has been used as a cure Winetics submodel of heat transfer models for autoclave 
(11) and resin transfer moulding (12): 
da 
dt = 
(K. + Kla'"XI - ay (Eq. 2.3) 
An extension of Kamal's model that allows increased accuracy at the later stages of 
dynamic cure has been developed by Karkanas et al (13,14): 
da 
K. (I - a)"' + K, a"(I - a)n2 (Eq. 2.4) 
(it 
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and applied successfully to the curing of Hexcel RTM6 resin. - -1 " 
(Y) Mechanistic modelling takes into account the balance of chemical species involved * 
in the reaction to form mathematical relations connecting the reaction rate path to cure, ý 
time and temperature. 
A reaction scheme representing the curing mechanism is selected according to 
theoretical and experimental evidence and the reaction rate equations system is formed. 
The aim is to either simplify this scheme sufficiently to derive a closed form expression 
representing the cure kinetics (15) or to produce a more complicated system comprising 
just one differential equation and algebraic equations which are impossible to transform 
into closed form expressions (16,17). An alternative approach is to integrate the entire 
system of differential rate equations directly, avoiding the adoption of simplifying 
assumptions (18). 
Mechanistic models offer some advantages, in that they can be' adapted easily for 
changes in the resin formulation and have a higher possibility of being valid outside the 
experimental -envelope. However, the need to apply a multiple parameter, estimation 
procedure for a non-analytical expression of resin kinetics makes mechanistic models 
unattractive. When the versatility of the model is compromised in order to obtain a 
simple kinetics expression, as is the case when mechanistic models are applied to 
composites manufacturing simulations (19,20), it becomes equivalent to a 
phenomenological model. Furthermore, the' most significant advantage of non-simplified 
mechanistic models, which is the ability to simulate systems in which the temperature' 
history plays a role (i. e. the rate of reaction is not a unique function of fractional 
conversion and temperature), has not been demonstrated to be important for the 
currently utilized industrial composite resin systems within the temperature ranges and 
heating rates applied. In these cases phenomenological expressions and simplified 
mechanistic expressions have simulated the experimental data with satisfactory 
accuracy. 
An additional characteristic of practical interest is the incorporation of diffusion limitation 
considerations in the kinetics modelling. The cure is a serial combination of species 
diffusion and molecular collisions. In the early stages of the reaction the diffusion is fast 
and the reaction is chemically controlled, but as the cure progresses and a rigid three- 
dimensional network is formed, mobility of the chemical species drops and diffusion 
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starts to influence the reaction kinetics. Near and above the glass transition diffusion 
becomes very slow and governs the curing reacdon. Therefore, in order to achieve 
greater accuracy at high conversions, some modifications have been introduced in both 
phenomenological and mechanistic kinefic models. Two main. approaches can be 
distinguished: 
The first method is based on a modification of the actual kinetic expression in a way that 
results in lower reaction rates as the material approaches Vitrification. That is achieved 
by including a term that does not allow fractional conversion to exceed the degree of 
cure associated with vitrification at the specific temperature. The resulting kinetic model 
is of the form: 
da K. (a.. - a)"g(a) (Eq. 2.5) dt 
where a.,, denotes the maximum fractional conversion at the specific temperature and 
g(a) is defined by the kinetic model type (21). 
An expression that operates in a similar way resu! ts from normalisation of conversion in 
the autocatalytic model (7): 
da a 2.6) 
dt a.,,, a 
Such models require the incorporation of a relation connecting the maximum degree of 
cure to the temperature. An example of such a relation is Di Benedetto's model, which 
has been used for that purpose by Gonzalez et al (21): 
Tg"Tg. T9. (Eq. 2.7) 
(Tg- - Tg- )T Vg- - Tg- 
Here T,. denotes the glass transition temperature of the unreacted material and T,,., the 
glass transition temperature when the reaction is complete. 
A second approach allowing for incorporation of diffusion in cure kinetics is based on the 
fact that the overall. reaction is a serial combination of chemical reaction and diffusion. 
Thus, rate constants contained in the models can be modified as follows (15): 
I=I+I, (Eq. 2.8) 
K.,,,,,, Kdiff Kchem 
where Kji 
. M, 
K,,,,,, are the rate constants of the overall reaction, the diffusion 
process and the chemically controlled reaction respectively. 
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This approach is supplemented by a model relating the diffusion rate constant to the 
instantaneous temperature and state of the curing matedal, as expressed by either the' 
degree of cure or the glass transition temperature. 
Finally, cure kinetics applied to 'composites manufacturing simulations must be 
appropriate to allow other phenomena related to the presence of the 'fibre 
reinforcement. The reinforcement can influence the reaction either physically, bý 
imposing mobility limitabons (22), or chemically by interactions of the chemical species 
resulting from the surface treatment of the fibre with the resin (23). 
Case studies carried out on specific reinforced thermosets have shown that the reaction 
mechanism is not altered by the presence of the reinforcement, although a difference in' 
reaction rate at low temperatures has been observed (22,24). In cases where this 
difference is significant, the kinetic model should be altered in order to include the 
interactions between resin and fibre. 
2.3 Modelling of liquid moulding 
The term liquid moulding represents a family of composites production techniques which 
have as their main features the use of dry reinforcement with an initial shape similar to 
that of the final product, and the injection of liquid resin into it. 
Currently the most significant liquid moulding technique is resin transfer moulding 
(RTM). RTM is a three step process: (i) initially the dry reinforcement is placed into a 
rigid cavity; then (ii) impregnation by liquid resin takes place, either by vacuum or 
simultaneous application of pressure and vacuum; and eventually (iii) curing of the fully 
impregnated green composite is performed by heating up the tool if required (Fig. 2.1). 
Other liquid moulding techniques include: 
Resin infusion under flexible tooling (RIFQ, SCRIMP (Seeman composites resin 
infusion moulding process) and vacuum infusion where one side of the tooling is 
flexible, and the impregnation takes place while the reinforcement is loose. Directly 
after impregnation further consolidation occurs by the application of vacuum; 
Compression-RTM where one side of the tooling can move vertically and operates 
similarly to the flexible bag in the infusion techniques; 
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Structural reaction injection moulding (SRIM) where highly reactive resins are mixed 
just before injection which takes place under high pressure in a very short time. 
Modelling of RTM, and liquid moulding in general, has been focused on the impregnation 
stage and numerous recent studies exist on this subject. Other aspects of the process 
like the draping of the dry reinforcement and the reaction and heat transfer connected 
phenomena have not been studied to the same extent. 
Fabric placement 
Resin inlet Resin outlet 
i 
Impregnation 
Pressurised resin Vacuum 
Curing 
Fig. 2.1 Schematic representation of resin transfer moulding 
2.3.1 Modelling of resin flow through the dry reinforcement 
Modelling studies of the impregnation stage of liquid moulding are based on application 
of Darcy's law, which describes fluid flow in porous media. Its general form is (25): 
qfl,, j, j = -SVp (Eq. 2.9) 
where q-fl,, il is the flux of fluid, 
9 the permeability of the porous medium and p the 
pressure. 
Darcy's law is the generalisation of a proportionality relation between pressure gradient 
and fluid flux that has been observed in one-dimensional ground-water flow when inertia 
effects are negligible compared to viscous flow. For some cases of simplified model 
porous media, Darcy's law has been derived from first principles, but in the case of 
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complicated systems like composite reinforcements its validity is subject to experimental 
verification. 
Darcy's law has been applied in different forms in combination with the continuity 
equation under various, usually numerical, solution schemes. The continuity or mass 
balance equation has the form (26): 
ap 
+V- (Pii) =o (Eq. 2.10) at 
In liquid moulding resin is considered incompressible (27-30) and the continuity 
equation becomes: 
v- (a) =0 (Eq. 2.11) 
where ii represents the resin velocity as a phase average, i. e. the average of velocity 
over the resin domain divided bythe total volume. 
A convenient form of Darcy's law: 
- K- 
U =--Vp 
p 
(Eq. 2.12) 
where E is an appropriately defined permeability and p the resin viscosity, combined 
with Eq. 2.11 results in (27): 
(.. 7P] =0 (Eq. 2.13) 
Note that various notions of permeability such as the ones presented in Eq. 2.9 and Eq. 
2.12, and different meanings of resin velocity as actual or apparent, ' have been 
incorporated in the formulation of the problem by different authors. In all cases the 
resulting formulae are equivalent, the definition of permeability is altered accordingly in 
order to include density, resin volume fraction or viscosity. 
Boundary conditions which complement Eq. 2.13 in order to form the boundary value 
problem are: 
zero relative pressure (27,31) at the flow front; 
prescribed pressure (27,32) or prescribed flow rate (31,33) at the inlet gate; 
zero flow rate across the mould walls (27,31-33); 
The solution procedure usually implemented is quasi-static. Finite elements are 
employed in order to obtain an approximate solution for the boundary value problem 
described by Eq. 2.13 and the corresponding boundary conditions in steady state. Then, 
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using Eq. 2.12, the position of the flow front is updated and the solution of the boundary 
value problem is repeated in the new domain (27,32). 
In basic studies the preform is seen as a two-dimensional surface, as the flow through 
the thickness is considered negligible, and the problem is solved in 2-D (30,34). 
Simplified 1-D models aiming at deriving analytical solutions have been developed (35) 
also, in order to provide an easy to analyse input to optimisation studies. In the case of 
axisymmetric mould geometries 2-D modelling has been implemented, but the angular 
direction has been ignored rather than the thickness, due to symmetry (33). This 2-D 
(axial and radial) model does not involve any assumptions relevant to the flow through 
the thickness, because of symmetry and thus represents the physical phenomena 
realistically. 
Three dimensional models have been developed successfully, based on the same 
principles. Their application has demonstrated that the assumption of negligible flow 
through the thickness used in 2-D models is justified when the mould thickness is very 
small compared to the other dimensions. When the thickness of the modelled part is 
comparable to the in-plane dimensions, the flow departs from the 2-D behaviour (32). In 
any case, when the filling is not performed und& isothermal conditions, significant 
differences may arise due to the presence of thermal gradients through the thickness. 
Refined 3-D finite element models which involve more than 101 nodes are impossible to 
execute in real time or reasonably close to it (27). Some alternative modelling strategies 
have been developed in order to overcome this problem. Hybdd models which combine 
2-D and 3-D elements in the same simulation have been used in complicated 
geometries, where part of the modelled domain can be simulated adequately by a 2-D 
surface and part of it requires the consideration of the third dimension (31). Thus the 3- 
D part of the domain is modelled accurately while no additional computer time is spent 
on the 2-D domain. 
Impregnation models, operating as described previously, constitute idealisations of the 
real process and tend to ignore some significant phenomena like the edge effect or race 
tracking and the existence of voids in the impregnated reinforcement. Some modelling 
approaches have been developed in order to include these effects in process models. 
Race tracking occurs when due to poor conformance between the dry fabric and the 
mould walls, a gap is produced at the boundaries. This phenomenon if uncontrolled can 
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lead to resin arrival at the mould outlet before full impregnation and cause the' 
production of large dry areas in the component. 
Two approaches have been implemented for the incorporation of the edge effect in 
models. One approach uses the concept of equivalent permeability, according to which 
the race tracking area is treated as a porous medium with a permeability value that- 
represents the average flow capacity in that area (36). Values for the effective, 
permeability can be obtained using analytical solutions for the flow in channels (37). - 
Thus the whole flow is modelled as a Darcian flow and the permeability is altered near-ý 
the boundary in order to represent the edge effect. The second approach models the, 
gap domain using forms of the Navier-Stokes equation for flow In the channel which 
then couple to the Darcy's law based model (38). 
In all RTM simulations mentioned, it is assumed that the pore volume of the portion of 
the preform behind the resin flow front is fully saturated with resin. This assumption 
allows the implementation of the quasi-static approach used to model the pressure field. 
It has been shown experimentally that situations may arise where micro-pores are 
created in a preform due to either different flow rates around and within fibre tows or 
imperfections of the reinforcements (39). 
In order to take into account these effects the flow through the reinforcement is 
considered as a multiscale phenomenon. Macroscopically the flow advances in the whole 
reinforcement, whereas in the micro-scale it is considered to occur within two different 
types of tows-(i) parallel to the flow and (ii) transverse to the flow, as illustrated in 
Fig. 2.2. Formation of voids occurs when the macro and microflow rates differ. 
The macroflow can be expressed by Darcy's law using an effective value of permeability 
(39,40). The microflow within tows is governed by two mechanisms: (I) pressure driven 
flow due to the higher pressure of the surrounding fluid and (ii) capillary flow (wicking). 
In the former case the macroflow progresses ahead of the microflow whereas in the 
latter case, which occurs at very low impregnation rates (39), capillary forces cause the 
opposite effect (40). 
In order to model this combination of effects the problem is treated as a flow through a 
porous medium with a very low permeability characteristic of the tow and the boundary 
condition of zero relative pressure at the flow front is replaced by the relation (41,42): 
P= 4yD, cos 0 (Eq. 2.14) 
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where y, denotes the surface tension, O the contact angle and D, a coefficient 
characteristic of the fibre bundle geometry. 
The models for macro- and micro-flow are coupled and solved simultaneously in order to 
simulate the void formation. 
Wetted area Fibre tows 
Fig. 2.2 Interaction of micro and macro-flows in RTM 
2.3.2 Modelling of heat transfer and curing 
Heat transfer modelling is performed by the application of an energy balance in an 
appropriate form. The general form of energy balance as it arises from the first law of 
thermodynamics for an incompressible medium is (43): 
, 4xp 
tIT 
-= x, PIT 
(Eq. 2.15) 
It 
L+ 
VT Si -v- (q,., t + q, (it 
( 
at 
The left side of Eq. 2.15 represents the time derivative of specific enthalpy (p is the 
density, cP the specific heat capacity, T the temperature and i-i the velocity). The right 
side is the sum of the powers per unit volume generated within the material (Si is the 
heat generated per unit volume per unit time) and crossing a surface element (q-, is 
the heat conduction through a surface per unit area per unit time and il, is the heat 
radiation through a surface per unit area per unit time). As shown in Eq. 2.15 the time 
derivative of temperature can be analysed further in the variation of temperature with 
Pores Dry area 
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aT 
timeý at a fixed position, represented by and the variation of temperature with tirne"' 
of a material element followed during its motion, represented by ii -VT. 
The conduction heat flux can be expressed by Fourier's law (43), as follows: 
q, 
d = -KVT (Eq. 2.16) 
where K denotes the thermal conductivity tensor. Consequently Eq. 2.15 becomes: 
PC p(aT +ii-VT 
Si+V-(KVT) 
at 
(Eq. 2.17) 
In the case of liquid composite moulding, heat transfer occurs during both impregnation 
and curing. When the impregnation takes place at a constant temperature which is 
lower than the onset of reaction, the filling can be considered isothermal and heat 
- transfer phenomena can be ignored. In contrast, when the filling takes place at a 
temperature where the resin is reactive or under non-isothermal conditions, i. e. when 
the temperature of the tool is different than that of the liquid thermoset or when there 
are significant temperature variations across the tool, heat transfer should be coupled 
with, the flow models. During the curing stage a heat transfer model coupled with a cure 
model operates independently, since forced convection does not take place. 
The implementation of heat transfer models varies according to the stage of the process 
(filling or curing) they simulate. In filling stage simulations which do not consider the 
reaction, assuming that although the filling stage is non-isothermal the reaction Is very 
slow, the form of the heat balance used is (44): 
pcp iDT + PrCpr" - VT = KV'T (Eq. 2.18) at 
where p, is the resin density and c., the resin specific heat capacity. 
In cases where the reaction plays a role in impregnation, Eq. 2.17 becomes (34): 
aT 
T+ (1 - Vf 
)PrHtot da (Eq. 2.19) 
#mp at 
+ PrCpr" - VT = 
KV2 
dt 
where HO, is the total heat of reaction. 
Here the conductivity tensor has been considered isotropic and independent of 
temperature. Typical boundary conditions complementing such models are: 
" temperature at the inlet is equal to resin temperature prior to injection (34,44); 
" temperature on the mould wall is equal to a prescribed value (34) or; 
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temperature on the flow front is equal to the preform temperature (44); 
heat gained due to the flow progress is equal to the heat flux on the flow front 
boundary (34). 
In order to solve this model coupled with a Darcy flow model, finite elements are used, 
and the analysis is decoupled in each time step. The temperature 'distribution is 
calculated using the Impregnated domain as resulted from the flow model. Then'the 
result of the heat transfer Is used for the calculation of viscosity in order to update the 
finite elements representation of Eq. 2.13 for the next time step of the flow model (44). , 
These representations of the heat transfer problem assume a local thermal equilibrium 
which enables the local averaging of temperature, in order to treat the filling composite 
as a uniform material. In microscopic terms that means that the heat exchange through 
the resin-reinforcement interface rapidly erases any difference between the resin and 
reinforcement temperatures (45). If the process is very fast, e. g. in structure reaction 
injection moulding, or when the heat exchange is very slow; there might be some 
differences between the temperatures of the two phases. In that case a separate energy 
balance should be formed for each of them. The resulting equations include some 
unexpected terms and some difficult to determine coefficients (46). In practice, the only 
term used in models is the one representing the heat exchange. The corresponding 
formulation is (34): 
0 For the liquid phase 
P, c 
ýLT, 
+IP, cpri-li - VT, = pr at - cl--- V-f ) 
da 
(Eq. 2.20) 
V-K,. VTr + p,. H,., dt + 
h, (Tf - Tr) 
0 For the solid phase 
Vf Pf Cpf a 
Tf 
=vfV. KfVTf +(I-vfý, 
(T, 
-Tf) (Eq. 2.21) at 
where T,, Tf are the resin and fibre temperatures, K,, Kf the resin and fibre thermal 
conductivities and h. the heat transfer exchange coefficient. 
Another phenomenon that may affect heat transfer during impregnation is dispersion. It 
occurs when microscopic velocities are different from their average values. This results 
in significant mechanical mixing which contributes to the transfer of heat by convection 
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and can override diffusion. Thus, a term which acts similarly to conductivity should be 
included in the energy balance (46,47) which is modified as follows: 
aT da 
'mP at 
+ P, Cpr" - VT =V- 
(K + KD)VT + (1 - Vf 
)PrH,, 
, 
dt 
(Eq. 2.22) 
where KDVT is the dispersion contribution to the heat flux. 
The heat transfer modelling of the curing stage of liquid moulding is based on the same., 
principles as the modelling of impregnation. The energy balance is simplified in that-, 
case, since no convective terms are included and there is no need to allow for two phase 
modelling or to account for dispersion effects. The appropriate expression of the energy 
balance becomes (48): 
aT da 
)xp at =V- 
[K]VT + (1 - Vf 
)PrH,,, 
dt 
(Eq. 2.23) 
The curing stage of liquid moulding has received much less attention than the 
impregnation stage up to now. Only one dimensional models aiming at modelling the 
whole curing cycle in the RTM have been developed using 1-D finite differences 
representations of Eq. 2.23. 
Some of the kinetic modelling methods described in -paragraph 2.2 have been used to 
incorporate resin cure kinetics in the models. For the incorporation of thermal properties 
in heat transfer models for both impregnation and curing, all the previously mentioned 
studies use constant values throughout the filling and cure cycle, which is an extreme 
simplification considering the changes, like gelation and vitrification, that the resin 
undergoes. Some models incorporate relations in order to obtain the composite material 
properties from its constituents values (34): 
P 
PrPf (Eq. 2.24) 
Wf P, + (I - Wf 
)Pf 
Cp WfCpf + 
(1 
- Wf 
ýpr (Eq. 2.25) 
K 
K, Kf 
(Eq. 2.26) 
wf Kr + (1 - Wf 
)Kf 
where wf is the fibre weight fraction. 
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2.4 Modelling of laying up /autoclaving 
The combination of laying-up and autoclaving is the most widely used technique for the 
production of high performance thermosetting matrix-continuous fibres composites. This 
processing route comprises two steps (i) manual or semiautomatic laying up of pre- 
impregnated fibre sheets (pre-pregs) and arrangement of the pre-preg stack within a 
set-up of tooling and (ii) consolidation and curing of the green composite by 
simultaneous application of pressure and heat in the autoclave. A typical configuration of 
the cure assembly which is loaded in the autoclave is shown in Fig. 2.3. 
Vacuum 
Vacuum bag, . 
Preconsolidato 
Laminatc 
Metal tool 
Fig. 2.3 Cure assembly for autocla ving 
lorous cloth 
Release film 
The prepregs are placed in the metal tool. A film of release material separates the 
preconsoliclated laminate from the rest of the cure assembly in order to ensure easy 
detachment of the cured part. A porous material (bleeder) is placed on top of the 
prepregs in order to absorb any excess resin during consolidation. Finally a vacuum bag 
encloses the whole assembly. 
The process usually takes place as follows (49): 
1. Vacuum is applied and temperature starts to increase. In that stage the viscosity of 
the resin starts to decrease while some of the voids are removed. 
2. Pressure is applied when a prescribed temperature is reached. Temperature is 
stabilised at that level. The viscosity has reached its minimum value and 
consolidation occurs. 
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3. Temperature increases and application of vacuum stops. Consolidation has been 
completed and the curing reaction is initiated. 
4. Temperature is stabilised. The curing is completed during this isothermal segment. 
At some point when the reaction has progressed and gelation has occurred the 
pressure is taken off. 
5. The assembly is cooled down to ambient temperature. 
The main phenomena governing the process and the quality of the final product are (i) 
resin flow during initial heating up and consolidation and (ii) transfer of heat during 
consolidation and curing. 
2.4.1 Consolidation modelling 
The objective of consolidation modelling is to simulate the squeeze out of resin when 
pressure is applied to the green composite. A variety of phenomena occurs, the resin 
flows through the fibre layers towards the bleeder and along the fibre towards the sides 
of the mould assembly, and the fibre layers are compressed. Two major modelling 
methods have been developed and used widely to represent those phenomena. 
In the first approach, which has been developed by Loos and Springer (50), 
consolidation is assumed to take place in a sequential manner and the resin is supposed 
to carry all the applied load. Consolidation occurs by resin flow normal to the tool plate 
and resin flow parallel to the tool as illustrated in Fig. 2.4. 
p 
P 
t t tt 4 4L 4 _ 
Fig. 2.4 Mechanisms of normal and parallel to the plate flows during consolidation 
Flow normal to the tool occurs as follows. As the pressure is applied, the top ply moves 
towards the second ply and resin is squeezed out from the space between these two 
plies, through the fibre tows of the first ply. When equilibrium between these two plies 
has been established, they move together towards the third ply. This procedure is 
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repeated for all the subsequent plies until the excess resin of the space between the last 
ply and the too] has been squeezed out. In contrast, flow parallel to the tooling plate 
does not occur sequentially. As long as there is excess resin between a pair of plies, 
resin is squeezed out continuously along the direction parallel to the fibre. The parallel 
to the tool flow normal to the fibre direction is negligible. 
According to these (50), the flow normal to the tool plate is expressed by the one 
dimensional form of Darcy's law (Eq. 2.12): 
uz-v= 
OP (Eq. 2.27) 
az 
where u. is the phase average of the normal to the plate velocity component and V is 
the speed of the fibre layer or the bleeder. 
Combination of Eq. 2.27 with mass conservation allows the calculation of the rate of 
resin mass change of the composite due to normal flow, as follows (51): 
dMI 
=-pAkh 
P*-Pi 
dt I 
normal Kphb dz +, 
fp 
Kb 
0 
(Eq. 2.28) 
where A denotes the cross sectional area perpendicular to the z axis, p. the external 
pressure, p, the pressure on the resin front in the bleeder, h the thickness of the 
compacted fibre layers, h. the thickness of permeated area of the bleeder and Kb the 
permeability of the bleeder. 
The flow parallel to the tool is simulated using a combination of the momentum balance 
for channel flow and mass conservation. The rate of resin mass change in the n -th 
prep reg is (50): 
3 ph -Pi 
= -2B221--p, W 
m LM 
dtjparalle, JU xi 
(Eq. 2.29) 
where B is an experimental constant, Wthe width of the channel b etween the fibre 
layers, x, half of the length of the channel, phthe pressure at the centre of the 
channel. 
The pressure distribution at a point at distance x from the centre of the channel is 
given by the relation (50): 
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P= 
ph -Pi X+Pi (Eq. 2.30) 
X, 
The total resin flow is estimated by superimposing the results of the two flOW - 
mechanisms as follows: 
dM dM N-n, dM R 
+ 
dt dt dt parallel 
while the composite thickness is: 
(Eq. 2.31) 
L= 
M (Eq. 2.32) 
2x, Wp 
where N is the total number of plies and n. the number of compacted plies. 
A second model. proposed by Gutowski et al (52,53) and Dave (54) considerý 
consolidation as the combination of two phenomena: (i) resin flow through porous 
media and (ii) fibre elastic deformation. The uncured composite isý'seen as a poroUS 
elastic material that is filled with a viscous liquid. The pressure applied to the laminate 
must be carried by both the resin and the fibre. Initially the fibre layers are not in 
contact, consequently pressure is carried by the resip only. As the resin flows out, the 
composite is compacted and the fibre network starts to support some of the pressure. If 
the resin is free to flow then the whole load is transferred to the fibre. Howeveri in,, -,, 
practice the resin flow is limited by a number of factors, and therefore both the resin 
and the fibre should be considered in the modelling. 
Consider an element of the uncured composite as shown in Fig. 2.5. The velocity-, 
components are phase averages, i. e. average of the liquid velocity over the whole (resin_ 
and fibre) volume. The variable ý expresses the sum of the initial z coordinate and the 
displacement. 
Application of momentum balance results in the relation: 
po = a+ T, (Eq. 2.33) 
where a is the pressure applied to the fibre network and j5, the pressure applied to 
the resin. 
Continuity in the fibre can be expressed as: 
V. ý Vf 
aý (Eq. 2.34) 
DZ 
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where v,, is the initial fibre volume fraction. 
aý 
dz 
Oz 
dy 
Fig. 2.5 Deforming element during consolidation 
Continuity of the resin (Eq. 2.10) results in: 
a it v 
aý +a It, aý + all z+avf 
ff 
0 (Eq. 2.3 5) 
av 
ý 
az- 
) 
ax 
ýI 
az ax at az 
I 
The flow through the fibre network can be expressed by Darcy's law in tensorial form: 
K,, 00 
0 K,,, 0 ap-,. (Eq. 2.36) 
-11- - -0 
0 
Assuming that the permeabilities depend only on the fibre volume fraction, Eqs. 2.34, 
2.35 and 2.36 result in (52): 
K, a2p, 
+ 
02fi, 
+a- ap-1. a I-V, 
1, 
OX 2 aZ 2- vf K, -p (Eq. 2.37) 
fvfV,, c9z ( az)= at vf 
Eq. 2.37 can be integrated in order to provide the pressure field, the thickness and the 
fibre volume fraction distribution evolution during consolidation provided that there are 
submodels expressing the permeability and the stiffness of the fibre network as a 
function of the fibre volume fraction. The Kozeny-Carman equation has served as a 
submodel for permeability (52) and a variety of empirical relations for the stiffness has 
been used in different implementations of the model (52,53,55). 
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The second modelling approach is considered as more rigorous (56) since-.; the. - 
contribution of the fibre network to the force balance has been validated experimentally 
(53). The importance of the load carried by the fibre is recognised also In studies which 
are, based on the first approach (51). 
Recently Blest et al (57) revisited the problem of consolidation in autoclave following a 
more rigorous and general methodology. According to this model, the uncured 
composite is considered as a stack of resin rich layers and saturated porous medium 
layers. Naturally the flow in the resin layers obeys the Navier-Stokes equation (26): 
dii 
P, dt = p, 
k - Vp + pV'ii (Eq. 2.38) 
where k represents the body forces. 
The accelerative term on the left side of Eq. 2.38 is omitted since the flow is very slow, 
and the body force is considered negligible. Consequently Eq. 2.38 becomes: 
V= V2ii PP (Eq. 2.39) 
The flow in the fibre layers is expressed by Darcy's law (Eq. 2.12). Both domains are 
provided with the continuity equation (Eq. 2.11). -Mis system of equations together with-' 
the boundary conditions of 
" no slip at the top and bottom of the composite; 
" no flow at the top and the bottom of the composite; 
" velocity continuity at the layers interfaces; 
" pressure continuity at the interfaces. 
can be integrated numerically in order to provide the pressure and velocity field_. 
evolution during consolidation. 
2.4.2 Modelling of heat transfer and curing 
Heat transfer phenomena occurring mainly during autoclave cure have been the subject-", 
of extensive study. The principles of modelling are the same as in liquid moulding, 1. e. ý" 
an energy balance either of the form of Eq. 2.19 when consolidation is taken into -. - 
account or of the form of Eq. 2.23 when the model excludes forced convection. Since 
consolidation is a slow process there is no requirement to form different energy balances 
for the resin and the reinforcement or to consider dispersion. 
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In the study by Loos and Springer (50) which has laid the foundations for composite 
manufacturing modelling, the heat transfer during the cure is treated as an one 
dimensional problem. The thickness of the part is considered as the only direction with 
significant thermal gradients. The shell geometries produced using autoclaving justify 
this assumption which has been adopted in most of the subsequent studies (19,55,58- 
61). The one-dimensional energy balance is: 
aT 
_a(, 
aT) da 
, mp =-K-+ vf 
)p, H,,,, (Eq. 2.40) 
at az ý az j dt 
where z is the thickness direction. 
Boundary conditions complementing Eq. 2.23 are: 
prescribed temperature at the external surfaces of the cure assembly (19,50,58); 
complete insulation at the boundary which is in contact with the bleeder-vacuum bag 
stack (59); 
E convective heat transfer at the external surface of the cure assembly (61). 
Extension of these models to two dimensions has been performed in order to provide 
suitable two-dimensional input for residual stress build up models (62), to include in the 
analysis the whole cure assembly (63), and to account for two-dimensional'convection 
due to consolidation (57). The governing equation is the two dimensional form of the 
energy balance (Eq. 2.19 or 2.23) complemented by appropriate boundary conditions. A 
three-dimensional model has been developed in order to enable the use of, non- 
dimensional parameters in process design (64). Usually the above equations are solved 
using finite differences. In some cases finite elements have been employed also (56). 
The kinetic modelling methods described in paragraph 2.2 have been used in order to 
incorporate resin cure kinetics in the models. In some cases the parameters of the 
kinetics are estimated directly for the pre-preg involved in the process (50,62) thus 
avoiding the distinction between different densities in the heat balance. 
A variety of expressions has been utilised for the estimation of thermal properties, which 
arise from the rule of mixtures for the density and specific heat capacity, and from 
geometrical considerations for thermal conductivity: 
p= (I - vf 
)p, + vf pf (55,58-60) - (Eq. 2.41) 
c. = 
P' 
vf + 
Pf 'f 
p, (11,5 51 58,60) (Eq. 2.42) 
pp 
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K=K, 
Kf 
(55,59) (Eq. 2.43) 
wf K, + (I - wf 
)Kf 
K= 
K, (I-BIB2vf 
(I-Blvf) 
B, = 
Kf -K, (58) 
Kf -B2Kr 
B2 ": 
1 
K=K, 1-2 + ir - 
ýf 
B 
B=2 
K, 
_1 
(Kf ) 
(Eq. 2.44) 
(Eq. 2.45) 
vf 
Ar tan 
l+B (19,60) 
2.5 Modelling of pultrusion 
Pultrusion is a potentially continuous process used for producing constant cross-section' 
parts. It comprises pulling of continuous reinforcement through impregnation, shaping 
and curing operations, as illustrated in Fig. 2.6. 
Any form of continuous reinforcement can be used. There are two variants of the 
impregnation stage of the process, (i) bath impregnation where the reinforcement is 
drawn through a liquid thermosetting material bath and subsequently through a 
preforming die and (ii) die impregnation where the infiltration and preforming occur 
simultaneously in a die. After impregnation, the wet reinforcement is pulled through aý 
heated die and curing takes place. 
The stages of the pultrusion of the greatest interest in terms of process duration and 
final product quality are the preforming and the curing in the heated die. Consequently 
modelling has been focused on flow, pressure rise, reaction and heat transfer 
phenomena which occur during these two stages. 
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Die Impregnation 
ent Resin Injection Heated Die Puller 
0U 
Shave Preformer Cut-off 
Resin TankW 
Shape Prefonner Heated Die 
Bath Impregnation 
Reinforcement 
Fig. 2.6 Schematic representation of die and bath impregnation pultrusion 
2.5.1 Pressure rise and pulling force 
The sequence of states of a pultrucled composite is shown in Fig. 2.7. Three zones can 
be distinguished (65): 
" Decreasing cross-sectional area zone: 0! ý z: 5 L, 
" Constant cross-section liquid resin zone: Lf :5z Lg 
" Constant cross-section gelled resin zone: Lg :ýz Lf 
Mi 
0 L, 
z 
Lg 
Fig-2.7 Forming and curing in a pultrusion die 
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In the first zone the excess resin is squeezed out until the green composite reaches the 
required fibre mass fraction at Lt. This is demonstrated as a backflow of resin relative 
to the fibre. In the second zone the material starts to heat up, and the thermal 
expansion causes some additional excess of resin. Consequently some additional 
backflow is generated. In these two zones a resin rich layer exists along the die wall. 
Some of the excess resin flows through this layer which has a thickness of a few 
hundred microns (66). This viscous layer is subject to a no-slip condition on the die wall 
surface, while the viscous layer-composite core interface moves at the pulling speed. 
Therefore a viscous drag force which opposes the pulling force exists. In the third zone, 
where the material has gelled, there is no backflow. Expansion continues but is partially 
compensated by chemical shrinkage. When expansion is greater than shrinkage, 
compression occurs. In this zone a frictional force is developed between the die wall and 
the gelled matrix resulting in another term opposing the pulling. The existence of this 
force is not limited only to the gelled resin zone, since the no-slip condition decelerates 
the resin in the wall proximity, which consequently gels at an earlier point. 
The modelling steps required for the entire simulation of the pulling through a pultrusion 
die are: 
Excess resin calculation in the taper and the straight area of the die; 
Estimation of the pressure distribution in the area where backflow occurs; 
Estimation of the pressure distribution in the area where compression takes place; 
Computation of the viscous drag; 
Computation of the friction force. 
This procedure is partially followed in the literature but it has not been implemented in a 
generic and holistic way. The models presented vary according to the type of modelling 
they focus on. There is general agreement on the type of procedures and assumptions 
utilised except the method used for the estimation of the pressure rise caused by excess 
resin backflow. There are models operating under the major assumption that the 
backflow of excess resin takes place through the thin viscous layer and consequently 
pressure rise is caused by flow within this layer. In contrast, other modelling works 
regard part of the backflow to take place through the reinforcement, resulting In a 
pressure rise due to flow through a porous medium. 
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The following sections present a detailed development of the above outlined models. 
2 5.1.1 Excess resin calculation 
The excess resin in the taper section of the die is calculated using the mass conservation 
law. 
The law can be applied as a microscopic continuity equation (Eq. 2.10) for an 
incompressible liquid for a two dimensional die (67,68) resulting in: 
az + ax 
=0 (Eq. 2.46) 
Here u. is the resin velocity in the pultrusion direction, u., the resin velocity in the 
direction normal to the pultrusion and v. the resin matrix volume fraction. The same 
law can be applied in cylindrical co-ordinates (3) when the pultrusion die geometry 
necessitates such a formulation: 
+ 
Vrur 
+ 
ar r 
(Eq. 2.47) 
Here r is the radial co-ordinate and u, is the resin velocity in the radial direction. 
The continuity equation is connected with the boundary condition of zero velocity normal 
to the die wall, applied at the die wall. It is not solved independently, but is incorporated 
in a system of equations which contains the momentum balance equations and the 
corresponding boundary conditions. 
In an alternative approach implemented in some modelling studies (66,69) the 
continuity equation is applied as a macroscopic mass conservation law. The excess resin 
backflow, which is caused by the decreasing cross-section area of the taper section, can 
be expressed as: 
lk (z) = p(z)Uv, (z)A(z) - p(L, )Uv, (L, )A(L, ) (Eq. 2.48) 
where ? hb 'Sthe mass backflow and A the cross-sectional area. 
The backflow can be calculated explicitly and then utilised as an input for the 
subsequent flow modelling based on the momentum balance equations. In that case the 
backflow should be considered as uniform and the problem is reduced to one dimension 
(69). If the dimension normal to the pultrusion direction is considered (66), then the 
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mass flow corresponds to the integral of the local resin mass flow contributions over the' - 
cross-section area: 
th(z) = (ffpv, udA (Eq. 2.49) 
A 
The excess resin and the corresponding backfloW in the straight sector of the die can be 
calculated in a similar way, taking into account the fact that the backflow in not a result 
of decreasing cross-sectional area but is caused only by the resin density changes along 
the pultrusion direction: 
lhb 
(Z) 
ý p(z)Uv, (z)A - p(Lf 
ýJv, (Lf )A (Eq. 2.50) 
The resin density is a function of temperature and degree of cure. If the effect of 
chemical conversion on the thermal expansion coefficient is ignored, the change in'- 
density is given by the expressibn (69): 
Ap 
= -a, AT (Eq. 2.51) p 
where a, is the volumetric expansion coefficient. 
A similar procedure could be implemented with the use of a continuity equatIon, 
allowing for varying resin density: 
a(PV, U. -) +=0 (Eq. 2.52) 
az ax 
Such a method has not been used up to now in the published models, which incorporate 
the continuity equation in the partial differential equations system. In these cases the 
density is considered constant and the excess resin in the straight part as well as the,., 
corresponding pressure rise are not taken into account (70). 
25.1.2 Pressure arising from backflow 
As mentioned previously calculations of the pressure rise due to excess resin have been 
based on the assumption either that the backflow takes place through the viscous layer 
or that the backflow takes place through the reinforcement. 
In the first case Navier-Stokes is the governing equation (Eq. 2.38). In the works using 
this approach (3,66), the excess resin has been calculated explicitly by the macroscopic 
mass conservation law and resin local speed has been calculated across the radial 
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direction igno(ing the axial component in the Navier-Stokes equation. The die has been 
considered to be in a steady state and the viscosity constant. Consequently the following 
equation is obtained: 
ap 
r i9r ar az 
(Eq. 2.53) 
For a cylindrical taper a semi-analytical solution has been obtained but the results were 
unclear (71). Therefore the assumption of backflow through the viscous layer has been 
abandoned in further studies by the same authors. 
The alternative approach uses Darcy's law as momentum balance equation. In simplified 
models (65,69) the one dimensional equation is used: 
I- dp 
u. =- K,, --+vU (Eq. 2.54). p. dz 
where u. is a phase average speed. 
The backflow can be related to the resin speed by the expression: 
1; lb 
" ", ": Ap(v, U-u. 
) (Eq. 2.55) 
Consequently: 
=. 
ApK., 
z 
dp 
Mb 
p dz 
(Eq. 2.56) 
From the geometry of the problem (Fig. 2.7) the resin volume fraction is: 
VJZ) =I -I- 
(v, (L))A(L) 
(Eq. 2.57) 
A(Z) 
Combination of Eq. 2.56 and the Cozeny-Carman equation for permeability estimation 
with the macroscopic backflow calculation Eq. 2.48 leads to an analytical expression of 
the pressure rise derivative (69): 
dp 16k (I - v, (z))' ýp v, 
(z) 
+ (z) I T UP v1+ý, -)r (Eq. 2.58) z Df' V, ' (Z) 
I 
(z)- 
(pI 
Substitution of Eqs. 2.51 and 2.57 in Eq. 2.58 and a numedcal integration lead to an 
estimation of the pressure rise in the taper region. 
The same procedure can be used for the straight part of the die, where Eq. 2.58 is 
simplified since the resin volume fraction can be considered as constant. 
Cure and flow modelling in the processing of thermosetting composites 32, 
Some more generic methods based on the same principles but implementing 
multidimensional numerical models have been developed. Work by Sharma et al (67,71 
and 72), Raper et al (68) and Voorakaranam et al (73) is based on the use of two---- 
dimensional Darcy's law combined with the continuity equation in the form of Eq. 2.46: , 
, az 
a VU_ K; - ýp-) 
a-K. 
az 
( 
(Ea. 2.59) 
az 
In most cases a Cozeny-Carman relation has been used for permeability estimation, but 
a comparative study of different permeability models application (68) showed that-, 
isotropic models like the Cozeny-Carman equation do not lead to adequate agreement 
between model values and experimental results. In contrast anisotropic models give 
much better performance. The effect of die geometry (71) and other process 
parameters like pull speed, fibre volume fraction and resin viscosity (67) on the pressure 
rise have been investigated using such a model. 
2.5.1.3 Compression of the solidified resin and pressure lise 
The specific volume change in part of the die where the resin has gelled is the combined 
result of two phenomena: - (i) the thermal expansion or contraction of the resin due to 
temperature variations along the pultrusion direction and (ii) the curing shrinkage. ThIS'i' 
can be expressed as: 
dv 
= a, 
dT 
-7 
da (Eq. 2.60) 
Vdz dz TZ 
where y is the volumetric shrinkage. 
This relation leads to the following expression (69): 
dp I dT da 
-=- a, --r- (Eq. 2.61) dz kb 
I 
dz dz 
] 
where kb is the compressibility of the resin. 
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2 5.1.4 Viscous drag and friction 
The presence of the viscous layer at the die wall, subject to no-slip condition at the die 
wall and pull-speed at the viscous layer-green composite interface, causes a shear stress 
and consequently generates a pressure rise in the pultrusion direction. 
The shear stress is: 
r, (Z)=, U(Z),. ax 
(Eq. 2.62) 
If the velocity profile along the x-axis in the viscous layer is considered as linear (65,69, 
74), the shear stress at any point is given by the relation: 
(Z) u (Eq. 2.63) 
ö (Z) 
where J(z) is the viscous layer thickness. 
If this assumption is not used, the velocity profile in the viscous layer has to be obtained 
as a result of the Navier-Stokes equation. Giordano and Nicolais (70) followed this 
method and obtained the following expression: 
U[2 - 3(: 
L(5 
2+ 
11 
(5(Z) 
(Eq. 2.64) 
where x is the distance from the centre of the die and h(z) the distance between the 
die wall and the centre of the die. 
Consequently the shear stress profile is: 
r, (z, x) = Up 21-6x- 
h(z)] (Eq. 2.65) 
1 
ý-(Z) - ý(-Z) i 
Its value at the die wall is: 
r, (z, h (z)) = -p (z, 5)U 
4 (Eq. 2.66) 
8 
Where gelation of the viscous layer has taken place, a friction force is developed 
between the die wall and the gelled resin. The interfacial shear stress corresponding to 
this effect is: 
rf (z, h(z)) = f,, p(z, h(z)) (Eq. 2.67) 
where f, is the friction coefficient. 
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2.5.1.5 Pulling force 
In order to estimate the necessary pulling force, the combined effects of all the 
previously mentioned phenomena have to be considered. The procedure followed in all 
the models is the equation of the pulling force with the opposing forces. Although a 
force balance is applied in order to obtain such a relation, it is not clear how this balance 
is formed. There are cases where only the viscous drag and the friction forces are 
considered as opposing to the pulling (65,70,74), while other studies include the taper 
wall force in the calculation (69). Experimental studies have demonstrated that the 
effect of backflow is dominant at high pulling speed (1 m/min) while Viscous drag and 
friction dominate when the process is slow (0.1 m/min) (75). 
In all these force balances the dynamic character of the pultrusion process is ignored. 
Although the process is in a steady state a change in speed along the - pultrusion 
direction occurs. Therefore a correct balance should include - momentum terms as 
expressed by the general momentum balance equation (26): 
fadV+ ff pil (ii - ii)dS - 
fffkpd V- fýtdS =. 0 (Eq. 2.68) f f2aLtH 
vsvs 
where k is the mass body force and i the stress on the surface. The first two integrals 
express the change in momentum with time, the third corresponds to the effect of a 
body force like gravity and the last to the effect of forces on the surface. However, the 
low speed of the process lessens the error caused by the adoption of a force balance in 
the place of a momentum balance. 
Application of Eq. 2.68 for steady state and no body force action in the control volume 
defined by the composite in Fig. 2.7 leads to: 
2 (L 
Fp = pU'A(Lf _PU2 ýLf A(O) 
( 
A(O)) 
Lf L9 
-p. A(O)+ 
ffp(z, h(z)PS+ f4- U 
LS 4 
5(z)p(zh(z))dS 
(Eq. 2.69) 
44 
+f4 
U 
p(z, h(z))cOSVdS+ fp(z, h(z))sinyIdS 
95(Z) 0 
The first two terms correspond to the momentum difference between the inlet and the 
outlet of the die, the third term expresses the force applied at the inlet, the fourth term 
Cure and flow modelling in the processing of thermosetting composites 35 
the fdcdon force between the die wall and the gelled material, the fifth and the sixth 
term the viscous drag and the last term the force exerted by the taper wall. 
2.5.2 Heat transfer and curing 
Modelling of cure in a pultrusion die involves the incorporation of an energy balance, of 
thermal properties and kinetic models in a general model, which gives the temperature 
and the degree of cure distribution within the curing component. Phenomena governing 
the process of heat transfer in a pultrusion die are: 
* heat conduction in the composite; 
" heat generation by the exothermic curing reaction; 
" heat transfer due to macroscopic movement of thý bulk composite. 
The material is considered as incompressible, the viscous friction is ignored and 
radiation heat transfer is considered negligible. According to Eq. 2.19, heat transfer can 
be described by the relation: 
dT da 
)xp dt ='ý-(KVT)+p, v, 
H,,,, 
dt 
(Eq. 2.70) 
The substantial time derivative of temperature can be expressed as (76): 
dT aT 
dt = at +ii-VT 
(Eq. 2.71) 
The partial time derivative In Eq. 2.71 vanishes when the process is in a steady state. 
Therefore Eq. 2.70 becomes: 
pcpii -eT =e - (KVT) + p, v, H 
da 
dt 
(Eq. 2.72) 
The first term corresponds to heat convection due to macroscopic movement, the 
second term to heat conduction and the third expresses the exothermic heat produced 
by the reaction. 
The various models developed can be classified according to the geometry and 
dimensionality of the problem they consider. 
The simplest class of models, appropriate for cylindrical geometry, assumes negligible 
heat conduction in the angular and axial directions and a flat velocity profile (65,74,77, 
78) resulting in the following problem: 
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6T Id (rK fj) da 
PCPU_ + vprH, ý, 
(Eq. 2.73) 
r& dt 
If the assumption of negligible axial conduction is omitted (3), the conduction heat flux 
partial derivative in respect to the axial direction should be added in the right hand sideý: 
of Eq. 2.73. 
Three-dimensional models have been developed in cartesian coordinates (1,2,79). The', 
form of the energy equation used is: 
P 
6T 
, PCP U 
6T 
= aa 
da 
(Eq. 2.74) 
'9(K. f: )+-! ý(K, E: )+2-(K,,, 07 +p, v, H,,,, a aa OY a dt 
Typical boundary conditions utilised are natural convection at the surface of the tooling, 
zero initial degree of cure and constant temperature and degree of cure at die exit. 
Urniting cases of such models, where the domain is considered as two dimensional,, 
have been presented (4,73,80). 
Similarly to Eq. 2.71 the degree of cure time derivative can be expressed as: 
da aa - 
dt = at + 
ii - Va (Eq. 2.75) 
which for models corresponding to Eq. 2.73 and Eq. 2.74 becomes: 
da aa 
-=u (Eq. 2.76) dt 19Z 
This expression can be incorporated directly to the general heat transfer model. 
The model solution is carried out using a finite elements or finite differences 
representation of the boundary value problems presented in Eq. 2.73 and Eq. 2.74. An 
initial guess of the temperature distribution, usually a uniform value, is given, then the 
model calculates the degree of cure and thermal properties values, which are fed back 
to the model. A new temperature distribution is calculated and the same procedure is, 
iterated until the residual error satisfies a predefined convergence criterion. Typical 
iteration number required for convergence is 4 to 8 (80). 
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2.6 Modelling of filament winding 
Filament winding is a process appropriate for the manufacturing of axisymmetric 
composite components. Continuous reinforcement, usually wetted (with the exception of 
the production of RTM pre-forms), is wrapped on a rotating mandrel. The process can 
include a wetting stage where the dry reinforcement is drawn through resin (wet 
filament winding), or can utilise pre-impregnated reinforcement as raw material (pre- 
preg winding), as shown in Fig. 2.8. 
The curing takes place on the mandrel, which is usually removed and placed in an oven. 
In some cases the curing and winding operations are performed simultaneously on the 
mandrel. This can be achieved by either placing the whole tooling assembly in an oven, 
or using electric or radiation heating. 
Rotating Mandrel 
- ----- ------- ---- --- 
Wet Filament Winding 
Reinforcemcnt Shaping I 
Prepreg Winding 
Reinforcement Shaping 
Resin Bath 
Dry Reinforcement 
Pre-Impregnated 
Reinforcement 
Fig. 2.8 Schematic representation of wet and prepreg filament winding 
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2.6.1 Modelling of fibre motion and consolidation during winding 
The problem of analysis and simulation of resin flow and fibre motion occurring as the 
fibre tows are being wound on the mandrel has been addressed in the literature. During 
winding a tensile force F is applied to the fibre (Fig-2.9. a). This force causes 
compaction of the already wound composite and results in consolidation, which takes 
place by a combination of squeezing resin out and reinforcement deformation. 
In general the composite is considered as a sequence of wet reinforcement layers and 
resin rich layers (Fig. 2.9. b). 
I IF 1' 
(a) 
Ppcin 
Layer 
p+dp 
Mandrel 
(b) (c) 
Fig. 2.9 Fibre motion and force balance in winding 
In all the models a force balance is applied to a single layer wound on the mandrel 
(Fig. 2.9. c). If an internal layer of the composite is considered (81,82) the balance 
results in: 
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dp 
dr r 
(Eq. 2.77) 
The same calculation for an external layer (81,83) results in: 
aoAh 
r 
(Eq. 2.78) 
In both cases the force balance has been applied in its equilibrium form, although the 
system is not equilibrated. A rigorous expression should be based on a momentum 
balance. However the fact that the process is very slow justifies the consideration of the 
inertia as negligible in all relevant published models. 
The hoop stress is related to the radial stress and to the actual tension on the fibre band 
according to the relation (81): 
co =a sin'O = 
F* 
sin' 0 (Eq. 2.79) f Af I 
where af is the stress on the fibre parallel to the applied tension. 
Combination of Eq. 2.77 and Eq. 2.79 with Darcy's law leads to (81,82,84): 
-up = V, uf =K 
af 
sin' (Eq. ' 2.80) 
pr 
where uf is the fibre speed relative to resin the and u, is the relative to the fibreresin 
velocity averaged over the whole cross section. 
The displacement of the fibre causes some strain change on the band, which affects the 
tensile stress applied to it. The strain change can be approximated (81) as: 
KAt 4 
--f sin (Eq. 2.81) Vrp r2 
which leads to (81): 
af (t +, dt) = af 
(t I_ 
Ef kAt 
sin4 (Eq. 2.82) 
v, r 
2p 
Here Ef denotes the fibre modulus. 
Integration of Eq. 2.80 over time leads to: 
, dw 
K Uf At sin 2 (p (Eq. 2.83) 
v,, u r 
where Aw is the fibre displacement induced by consolidation within time interval At - 
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Eqs. 2.82 and 2.83 combined with zero displacement and predefined stress initial 
conditions, can be integrated in order to calculate radial displacement and fibre stress 
time evolution. This modelling work is based on the assumption that stress relaxation is 
governed by the resin flow through the fibre which is considered as a porous medium, 
hence Darcy's law has been used. 
dr' 
7W 
Fig. 2.10 Behaviour of the element of composite layer during consolidation 
A different modelling procedure has been implemented'by Cal and Gutowski (83). This" 
approach takes into account the load carried by the fibre. The consolidation pressure is 
considered to be balanced by two components: (i) the compressive load carried by th(ýý- 
fibre and (ii) the resin pressure. 
The composite layer behaviour is illustrated in Fig. 2.10. In the general case the layer 
moves form radial position r to ý as a result of the consolidation pressure and the 
expansion of both the mandrel and the wound composite. 
Mass conservation for the fibre and the resin leads to: 
. lj 
Vf- 
=ý aý (Eq. 2.84) Vf r ar 
vf+0 (Eq. 2.85) 
at ar. ar 
where vf,, is the fibre volume fractlion at r. Combination of Eq. 2.85 with Darcy's law 
results in: 
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I avf a- ýap, 
l 
= Vf at - 0ý 
I 
aý j 
where p, is the resin pressure 
(Eq. 2.86) 
In the Cal-Gutowski model the permeability is approximated by the Cozeny-Karman 
model. The modelling is completed by incorporation of the phenomena related to the 
fibre. The general equilibrium condition for a cylindrical element is (85): 
La, 
+ a, -a. 0 (Eq. 2.87) dr r 
The stresses can be decomposed as follows: 
ar = af,. - P, (Eq. 2.88) 
ae = afo -P, (Eq. 2.89) 
where afr and a. are the radial and hoop stresses on the fibre correspondingly. 
Using a first order approximation to express' the strain and implementing the 
incremental form of the stress-strain constitubve relations the following equations are 
obtained (83): 
8, = 11ý -1 (Eq. 2.90) ar 
(Eq. 2.91) 
Ae, g = SvAafo + SaAcrfr + a, AT 
(Eq. 2.92) 
Ac, = S, Aafr + SjýAafo + a, AT (Eq. 2.93) 
where the S. terms are the fibre network compliance, which can be expressed as a 
function of fibre volume fraction, the maximum packing volume fraction and the fibre 
stiffness (86). 
Eqs. 2.84 and 2.86-2.93 with the boundary condition of zero resin pressure at the 
external surface can provide the solution for the stress, strain, fibre volume fraction and 
resin pressure dist0butions during winding (83). The solution of the model is repeated 
for each new layer wound on the mandrel. 
A third modelling procedure for the winding stage, which considers the static and 
dynamic effects as separate, has been developed. When a new layer is wound 
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consolidation takes place and the stress equilibrates on a value, which corresponds to 
the elastic response of the composite ring. This can be expressed by the relations (87): 
k+l k 
aa +coo + cr r=rr 
a 
k+l 
ak +a'+ ' 888 (Te 
(Eq. 2.94) ý',, *: -, 
(Eq. 2.95) -ý 
k+I k 
W =W +WcO+W, W (Eq. 2.96i 
I, Z 
C, 
k+I k+I 
C;. 
k 
where a, and ak are the total radial and hoop stresses after winding the r 
k+I and the k layer correspondingly, a" and a. ' are the steady state stress r 
components, CI(t) and ar(t) are the transient stress components which relax after' r0 
consolidation and wk+', wk, w-, wt(t) are the corresponding quantities for fibre 
displacement from the original position. 
The steady state components can be calculated by elastic response analysis. -An' 
analytical solution of the problem has been produced by Hahn (88). In order to perform: 
the analysis of the transient effects, a proportionality law is assumed in order to relate: 
. the transient strain radial time 
derivative with the total radial stress (87): 
Cak+l 
at r 
(Eq. 2.97) 
The proportionality coefficient C depends on the fibre volume fraction as follows: 
C,, e-'7("f-"f') 
where CO and a are coefficients. 
(Eq. 2.98) 
Eq. 2.97 is equivalent to Darcy's law (Eq. 2.80), and coefficient C behaves similarly to 
permeability, since it increases as the fibre volume fraction increases. Therefore the, 
model could incorporate Darcy's law with similar results and a more sensible justification, 
of its physical meaning. 
Combination of Eq. 2.97 with an equilibrium condition (Eq. 2.87), the strain-, 
displacement relations presented in Eq. 2.90 and Eq. 2.91 and the strain-stress relations, 
obtained by application of Hooke's law for cylindrical coordinates (85) leads to the, 
differential equation (87): 
ac" 
+ 
CE, k E, aw, VV g, =c a +a' + +V (Eq. 2.99) 
Irr 
ar re at I- vav'O 
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which can be solved, using a zero displacement on the mandrel and a zero radial stress 
on the outer surface boundary conditions. The application of Hooke's law limits the 
suitability of this model, since Hooke's law is an appropriate stress-strain relation only in 
the case of prepreg winding, where resin outward flow is slower then winding (83). 
2.6.2 Heat transfer and cure modelling , 
Heat transfer modelling applied to the curing of filament wound composites is performed 
by solving an energy balance equation which combines heat conduction phenomena and 
heat generation arising from the curing reaction. The general differential equation 
expressing the phenomenon is Eq. 2.18. Features of the process affecting the form of 
the*energy balance equation are: 
* curing and winding are usually decoupled, therefore the term corresponding to 
convection due to macroscopic movement is ignored; 
9 the process is used for the production of axisymmetric components, for that reason 
cylindrical co-ordinates are appropriate; 
* the heating during the cure is uniform along the. circumference of the component 
and the angular terms of the energy balance are negligible. 
Thus, Eq. 2.18 becomes (89): 
jxp 
07 
=1 '9 
[r(K, 07 + K,., 07)] + 
cl r&&a (Eq. 2.100) 
da [K. 
+ K,.., Vrp, H,,,, aa& dt 
Variations of the energy equation have been implemented according to the assumptions 
utilised in different models. Lee and Springer (81) have considered the axial and the 
radial directions as the principal directions, which is reasonable when a symmetric laying 
pattern is modelled. Consequently their model neglects the non-diagonal terms of the 
conductivity tensor and Eq. 2.102 becomes: 
'9 (K. +da 
1 '9 [r(K, vp, H,,,, 
cl r 6,0-2 dt 
(Eq. 2.101) 
Cure and flow modelling in the procesýing of thermosetting composites 44 
In other cases (90,91) the temperature gradient along the axial direction is assumed to 
be negligible and the one dimensional energy balance is regarded as adequate to model 
the curing: 
67) da 
jxp 
6T 
=1 'o 
[r(K, 
+-VP, H., (Eq. 2.102) 
ii r&&] dt 
Different variations of the energy balance equation have been used In cases M6ýe*the- 
required heating is not provided by an oven. If internal electric heating is utilised the' 
heat source term includes, apart from the curing exothermic heat, the heat generated 
by resistance heating (92). If the case of infrared curing is modelled the appropriate 
radiation term is included in the energy balance (93). 
Usually the model domain comprises the composite and the mandrel. The energy 
equation for the mandrel is identical to the one applied*to the composite without the', 
exothermic heat term. 
Typical boundary conditions are: 
"o air convection on the external surface, controlling the heating of the composite; 
specified temperature on the external surface. 
If the mandrel considered is hollow the same boundary conditions can be applied to the - 
internal surface. In case the mandrel is solid, a zero heat flux boundary conditions at the 
centre should be incorporated in the model. When the solution scheme does not satisfy 
automatically the temperature and heat flux density continuity conditions, continuity 
conditions at the mandrel-composite interface should be used. 
Solution is usually performed by application of finite element techniques. The problem is 
transient and non-linear, therefore a form of time discretisation and an iterative 
procedure for the calculation of the thermal properties and the rate of reaction are, ' 
required. 
2.7 Overview 
Modelling of flow processes involved in composites manufacturing is performed using a 
momentum balance combined with mass continuity. The composite Is usually assumed 
to have the behaviour of a porous medium, therefore Darcy's law is utilised as a 
momentum balance. Although there is a significant amount of research work completed 
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on the subject there are disagreements between different models. In some cases, 
despite the fact that the phenomena governing flow and consolidation have been proved 
to be complicated, simplified models are implemented. 
Formulation of heat transfer simulations is more coherent. Models are based on 
combinations of energy balance with Fourier's law of heat conduction. Cure kinetics are 
incorporated in the energy balance where applicable. Most of the implementations 
contain gross simplifications, which are not always justified, as far as the dimensionality 
of the problem and the treatment of thermal properties are concerned. 
Chapter Three 
3 Cure and flow monitoring in the processing of 
thermosetting composites 
3.1 Introduction 
Cure monitoring is the observation of the reaction occurring in a thermosetting polymer 
resin. It is performed by measuring the evolution of some physical quantity connected 
directly or indirectly t0l'tlie cure state. Any technique that measures a material property 
or a material-measuring system physical quantity related unequivocally to the cure state 
qualifies as a cure monitoring technique. In this context, methods such as calodmetry, 
infrared spectroscopy, rheometry, dilatometry, dielectric spectroscopy, thermo- 
mechanical analysis, Raman spectroscopy and fluorescence can be used in laboratory 
tests in order to characterise the thermoset and its curing behaviour. 
When application of a cure monitoring technique aims to monitor the cure during 
processing it should meet some additional criteria. The technique should not interfere 
with the process, the sensing devices should be non-intrusive and the measurement 
should be feasible in real time i. e. measurement and interpretation should be performed 
within a period during which the cure state does not alter substantially. Currently, 
techniques that meet the above criteria to an acceptable extent and are viable can be 
classified as follows: 
* Dielectric cure monitoring; 
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Fibre optic spectroscopy; 
Acoustic cure monitoring; 
* Thermal monitoring. 
At present, their application is focused mainly on research and development but they are 
the most likely techniques to be implemented on the production line In the future. 
Recent rise of interest in liquid moulding has generated an additional application area for 
monitoring. The criticality of the filling stage necessitates the development and 
implementation of flow monitoring methods. Although this area of study is relatively 
new, methods based on electric, dielectric and optical measurements have been 
developed already and applied to laboratory or pilot scale liquid moulding equipment. 
3.2 Acoustic cure monitoring 
Application of acoustic measurements as a cure monitoring tool is based on the 
sensitivity of wave propagation, in the sonic and ultrasonic frequency ranges, to the..,.. 
macroscopic polymer structure. The correlation between state of cure of thermosetting 
materials and features of the ultrasonic waves propagation was recognised as early as 
1974. Thus, ultrasonic resonance, reflection and transit time were utilised as an off-line 
characterisation tool of cured thermosets and thermoset based composites (94,95). 
The implementation of the technique as an in-situ monitoring tool requires an 
experimental configuration, which includes a transmitter and a receptor of the ultrasonic 
wave, which propagates through the material. A wide range of transmission and 
reception set-ups has been used. Some typical configurations are given in Fig. 3.1. 
The same probe can be used as a transmitter and a receptor (Fig. 3.1. c) (96) but in 
most cases two different probes perform these two tasks (97-99). The typical ultrasound 
monitoring set-up utilises, plezoelectfic transducers in contact with the mass (Fig. 3.1. a), 
which can be either the curing material or a part of the tool. In some cases rod shaped 
waveguides (Fig. 3.1. b) have been used in order to transfer the wave into the curing 
material (96,100), aiming to avoid problems due to the contact of the sensor with the 
curing material and to achieve remote monitoring. The use of optical fibres as 
transmission and reception probes has been attempted (101) also. In this case, a laser 
pulse generates the ultrasound and the signal is received using optical fibre 
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interferometry. This configuration is an alternative solution for remote monitoring, but 
the resulting noise to signal ratio appears to be very high in comparison with more 
conventional ultrasonic measurements. 
Transmitter 
Matt 
, oust] 
veguide 
a) Typical set-up b) Use of Waveguldes c) One probe set-up 
Fig. 3.1 Acoustic cure monitoring experimental configurations 
nected 
3tic wave 
Longitudinal waves are the most common form of acoustic signal used for cure 
monitoring (96,97,102,103). Shear waves have negligible propagation through liquid 
resin, and thus are not usually appropriate for monitoring the initial stages of cure (96, 
102); however, in some cases propagation of shear waves has been reported to be 
measurable even at the beginning of the cure (99). In the case of adhesives the curing 
has been followed using interfacial ultrasonic waves propagating along the adhesive 
film-bulk material interface (104). 
The signal type recorded and processed in order to follow the cure is specific to the 
particular experimental configuration and to the application. The velocity of the 
ultrasound in the curing material or the time transit of the propagating pulse wave (97- 
99,101-104), the attenuation or the absorption of the wave (98,102,103), the 
reflection coefficient at the probe-curing material interface (96) and the frequency of the 
Receiver 
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resonance peaks (105) have all been used by different researchers. Typical velocity and 
attenuation signals obtained during the cure of an epoxy resin are given in Fig. 3.2 
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Fig. 3.2 Ultrasound velocity and attenuation as a funcvon of culing time. Isothermal 
curing of Epon 828-HY 961 system at 48 OC Results obtained by Maftezzoli et al (98). 
The general behaviour of the ultrasonic signals during the cure can be surnmarised as 
follows: 
The ultrasound velocity increases as the curing reaction progresses in a step like 
fashion (98,101,102,104). This increase is explained by the building up of the 
modulus during the cure. 
The attenuation presents a peak during the cure (98,102,103). Some authors 
connect this peak with the vitrification (98,103) in analogy with dynamic mechanical 
analysis, but experimental data do not reinforce this view (98). Other researchers 
attribute the peak to the development of two competing phenomena during the cure 
(102); (i) the raise of the polymeric chain length which increases the absorption and 
(ii) the chain mobility drop which results in lower ultrasound absorption as the curing., --. 
progresses. 
The reflection coefficient at the probe-curing material interface undergoes a step 
drop during the cure (96). This is attributed to the change of mechanical impedance 
of the curing material toward a value closer to the mechanical impedance of the 
solid probe. 
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Temperature has a significant effect on the acoustic signals. Velocity changes with 
temperature through its dependence on modulus (97,98,104) i. e. it decreases as 
the temperature increases. The sensitivity of sound velocity to temperature changes 
is similar to that to the cure state changes. When the frequencies of the resonance 
peaks are utilised as a cure indicator it appears that the useful signals are more 
sensitive to temperature changes than to cure state changes (105). 
The measured quantifies can be used directly or after a transformation to meaningful 
material properties like stiffness. The two approaches are equivalent since the 
information provided by the monitoring signals is the same regardless whether they are 
translated to material properties or not. 
The relations used for the calculation of the mechanical moduli from velocity and 
attenuation data are the following (98,99,102): 
a2c2 
m PC 
2 
a2 22 
(Eq. 3.1) 
1+ c 2 
a. c 
M 2joc 2 co (Eq. 3.2) 
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2)2 
+ 
c 
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where M' and M" denote the real and the imaginary modulus corresponding to the 
wave mode used, p is the density of the medium, o) the frequency, c velocity of the 
ultrasound and a,, the attenuation of the ultrasonic wave. 
Similar calculations can be performed when the reflection coefficient is measured (96). 
In the case of resonant spectroscopy the calculation of the moduli has to be performed 
with due consideration of the geometry (105) and in complicated cases it should be the 
subject of an inverse solution of the equations of motion. 
Comparative studies of the moduli determined using acoustic techniques and dynamic 
mechanical analysis demonstrated qualitatively similar behaviour during the cure (99). 
The resulting moduli, however, present significant differences in absolute values and the 
sensitivity of the dynamic mechanical modulus to the cure state appears to be much 
greater than that of the acoustic modulus. This difference can be attributed to the 
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difference in the frequency range- of the techniques, which from the order of 0.01 to 100 - 
Hz in dynamic mechanical analysis becomes closer to kHz and MHz in acoustic 
monitoring. 
3.3 Optical techniques 
The use of optical techniques for cure monitoring is based on the sensitivity of theý 
spectroscopic response or optical properties to the chemical and structural states of the'* 
curing material. The following types of optical measurement have been applied 
successfully to the characterisation of the curing process: 
* Infrared spectroscopy; 
* Raman Spectroscopy; 
* Fluorescence. 
Other techniques based on measurement of an optical property e. g. refractive index or 
reflectance (106) have also been used, but their applicability is very limited in 
comparison with spectroscopic techniques. 
Adaptation of these techniques to serve as in-situ' cure monitoring tools assumes 
successful transmission of the optical signals to the manufacturing tool and back. This 
critical feature governs the ability to transform any technique from a laboratory scale 
characterisation tool to an in-situ real time monitoring tool appropriate for the 
manufacturing environment. 
3.3.1 Infrared Spectroscopy I 
Infrared techniques exploit the fact that the vibrational response spectrum of a,,, - 
polymeric material is characteristic of the configurations of different functional groups, 
contained in the polymer chain. Thus, observation of the spectra during the cure can 
provide direct chemical information on the curing system. Application of the technique 
has been performed in the mid-infrared (wavelength: 2.5-25 pm) and in the near,, 
infrared (wavelength: 0.7-2.5 jim) ranges. 
Most of the fundamental studies on epoxy cure kinetics have been performed in the 
mid-infrared range where most of the bands of the epoxy resin spectrum are located. 
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However, the need to perform the measurement remotely in the manufacturing 
enVironment introduces some practical difficulties, since transmission of the mid-infrared 
radiation is possible only through chalcogenide glass fibres (107) or gold coated 
waveguides (108). In contrast, radiation in the near infrared range can be transmitted 
through common silica type optical fibres (109,110), which are inexpensive and easy to 
use. Additionally, as found by Mijovic and Andjelic (111), peaks in the near-infrared 
range correlatý with chemical behaviour of epoxy/amine systems in a more satisfactory 
way than the standard epoxy absorption which appears in the mid-infrared spectrum. 
For these reasons, application of infrared fibre optic cure monitoring to composite 
manufacturing is performed preferably in the near-infrared region of the spectrum. 
In most cases the transmission (107-109,112) or reflection-evanescence (113-115) 
response of the material to the radiation is measured. A variation of the technique 
utilises the radiation emitted from the material at elevated temperatures (116). 
In transmission mode the experimental configuration involves the placement of two 
optical fibres in the curing material exactly opposite to each other. One of them 
transmits the excitation radiation and the other collects the radiation transmitted 
through the curing material. The absorbance or extinction of radiation can be calculated 
as follows (117): 
Ar = log(-ý; Y-, -) (Eq. 3.3) 
where JO is the incident radiation and J the transmitted radiation. 
The absorbance is proportional to the concentration of the absorbing species, according 
to Beer's law (118): 
A, = KCd (Eq. 3.4) 
where K is the molar e)ffinction coefficient, C the concentration and d the sample 
thickness. This relation is the basis of quantification of the method. 
Evolution of typical absorbance spectra during the cure is illustrated in Fig. 3.3. Different 
peaks can be assigned to different modes of vibration of functional groups. Some peaks 
are selected as reaction indicators and their change relative to an inert reference peak is 
calculated. Such normalisation is performed in order to allow for bulk changes of the 
spectrum caused by phenomena irrelevant to the chemistry of the system, such as 
dimensional changes. Results obtained using infrared transmission spectroscopy present 
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an excellent correlation with degree of cure changes and a low noise to signal ration' 
(107-109,112). 
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Fig. 3.3 Absorbance spectra in the near-Infrared. range. Isothennal curing of a 
DGEBF-MDA system at 84 OC Results obtained by Mýovic et al (109). 
In some studies the phenomenon of total internal reflection combined with the presence 
of an evanescent field has been used for infrared cure monitoring. If radiation passes 
from an optically more dense medium to one that is less dense, there is a critical angle" 
of incidence above which there is no refraction and the radiation is reflected totally. Th'e' 
interference of the incident and reflected beams results in a slight penetration of 'theý 
electromagnetic field into the second medium. The depth of penetration, Le. the 
distance over which the field decays to Ye, of the exponentially decaying evanescent 
field is given by the relation (119): 
dp =A- (Eq. 3.5) 
20 
_(12 2z 
Fsin, 
- 171 
where X is the wave length of the radiation, 0 the incidence angle, TI, the refractive 
Index of the transmitting medium and 112 the refractive index of the reflecting medium., 
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Since the radiation penetrates into the medium it interacts with it and absorption occurs. 
This phenomenon can be exploited to monitor the cure using the reflected infrared 
spectrum evolution during the cure. Measurements have been performed in both the 
mid-infrared (114) and the near infrared (113,115) ranges. The measurement is 
feasible using an appropriate prism (113,114) or optical fibres (115) as guiding media. 
The resulting spectra demonstrate behaviour similar to that observed using transmission 
techniques. 
In cases where the curing temperature is high, the emission of infrared radiation can be 
sufficient to allow the performance of a spectroscopic measurement without the use of 
excitation. The probability of emission at one wavelength is proportional to the 
absorbance at that wavelength. Thus, the vibrational spectral information is equivalent 
to the information gathered using transmission spectroscopy. Som6 complications'adse 
due to reabsorption and internal reflection, but, as has been shown by George et al 
(116), changes in emissivity can be related directly to changes in concentration of 
functional groups. 
3.3.2 Raman Spectroscopy 
Raman spectroscopy is based on the Raman scattering effect. This occurs when the 
radiation interacts with a molecule with an anisotropic polarizability tensor. Then internal 
vibrations or rotations result in scattering of the incident radiation at frequencies lower 
or higher than that of the incident radiation (120). Consequently, the excited sample 
emits some radiatilon at different frequencies which are characteristic of the molecule. 
The technique has not found such wide use as the rest of the spectroscopic techniques, 
mainly due to noise problems caused by fluorescence, but the use of near-infrared laser 
excitation radiation allowed the improvement of the measurement quality (121). An in- 
situ configuration comprising two optical fibres, one transmitting the excitation and the 
other receiving the scattered radiation, has been tested in the curing of DGEBA epoxy 
resin and the results were found to be in good agreement with results obtained using 
infrared absorbance spectroscopy (122). 
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3.3.3 Fluorescence 
A large family of optical techniques applied to cure monitoring make use of fluorescence, 
phenomena. Fluorescence occurs when absorption of radiation excites the molecular or 
atomic system, which then decays back in a short time by emitting radiation at -a 
frequency equal or lower than the frequency of the incident radiation (120). 
Various studies have used fluorescence connected phenomena In different ways In order 
to monitor the cure. One approach relies on the fluorescence enhancement that occurS 
in certain fluorophores when the viscosity of the medium Increases. These are functional, 
groups that, when excited, can undergo non-radiative decay by twisting or torsion 
motions. Increase of viscosity inhibits this type of decay, giving rise to fluorescence as 
an alternative mode of energy emission. The probing functional group can be extrinsic' 
(123,124) or intrinsic (125). As reported by Levy et al (125) implementation of this, 
approach in micro-autoclave curing, using optical fibres as optical signal waveguldes, ", 
gives satisfactory results. The implementation of the technique and the interpretation of 
the results vary according to the probing chemicals. For example in the case studied by 
Wang et al (123) illustrated in FIg. 3.4 there are two regions of the fluorescence', 
spectrum, one viscosity dependent and one independent. The fluorescence band at 480 
nm is connected with pyrene which is formed by a diffusion-controlled process and I 
depends on viscosity, whereas the band at 377 nm is due to the emission from isolated; 
pyrenyl groups and does not depend on viscosity. Thus, their relative intensity exhibits a 
direct dependence on viscosity. 
A second technique monitors fluorescence resulting from the association of an excited 
molecule with another molecule in its ground state (excimer fluorescence). The 
formation of the excimer probe is diffusion-controlled, therefore the fluorescence ý 
intensity decreases with increasing viscosity of the carrying medium. Implementation of 
the technique using an internal reference substance allows monitoring of the Initial and 
intermediate stages of the reaction, but photodegradation can cause problems at ithe-1 
final stages of the cure (123). 1 ý, I 
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Fig. 3.4 Evolution of fluorescence spectra with increasing viscosity from A to E. 
Results obtained by Wang et al (123). 
Another technique that monitors the diffusion coefficient changes during cure is based 
on the combination of fluorescence with photobleaching. Photobleaching occurs when a 
high energy radiation causes photochemical reactions such that the fluorescence ceases. 
Momentarily irradiation of the sample with a localised high energy beam causes a 
temporary gradient of the fluophores concentration. Thus, measurement of the 
fluorescence intensity rise after photobleaching on the same area monitors the diffusion 
of fluorophores from the surrounding material. Application of the technique by Wang et 
al demonstrated its ability to follow viscosity and monitor the vitrification of a DGEBA 
epoxy resin (126). 
Implementation of fluorescence monitoring can be performed using reactive extrinsic 
fluorophores, which mimic the chemical behaviour of some of the reactants of the curing 
reaction. These substances exhibit fluorescence intensity changes and fluorescence 
spectrum peak shifts as they react. Although the reproducibility of these phenomena is 
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low, the use of an internal reference substance makes quantification of the technique 
possible (127). Application of this technique to the liquid moulding of thermoset 
composites has been reported by Parnas et al in a series of papers (128-130)., 
Fluorescence arising due to the evanescent field around an optical fibre has been 
monitored and the wavelength of the fluorescence spectrum maximum has been shown, 
to correlate well with the progress of the reaction. 
3.4 Dielectric cure monitoring 
Dielectric techniques are based on the dependence of the electric and dielectric, 
measures (complex dielectric constant, conductivity and impedance) on structural 
proper-Vies of the curing system (degree of cure, glass transition temperature and 
viscosity). 
The behaviour of a thermoset, when an AC electric field is applied to it, is governed by 
three phenomena: (i) dipole polarisation, (ii) migrating charges conduction and (iii) 
electrode polarisation. 
3.4.1 Dipolar Relaxation - 
Dipoles are present in a material as permanent dipoles due to molecular asymmetry or, ', 
are induced by the electric field. In the absence of an electric field the orientation of the ---, 
permanent dipoles is random. The electric field disturbs the random arrangement of 
polar molecules and functional groups towards a configuration relatively more aligned to 
the electric field and induces some polarity in symmetrical molecules (131). Thus, 
_-,, ý 
macroscopic polarisation of the material, which affects the dielectric constant and 
consequently all the relevant electrical physical quantities, occurs. The part of the 
material response which is attributed to the induced dipoles is considered instantaneous 
and corresponds to optical polarisation. The permanent dipole contribution is time 
dependent and therefore also frequency dependent as well (132). 
In the case of dipole orientation the real part of the complex dielectric constant 
(permittivity) expresses the capability of the material to store part of the energy emitted. 
by the electric field. It has high values at low frequencies (relaxed permittivity) where 
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the dipoles can orientate and low values at high frequencies (unrelaxed permittivity) 
where the field alteration is too fast for the dipoles to follow. The imaginary part (loss) 
expresses the capability of the material to dissipate energy as a result of the interaction 
of the rotating dipoles with the surrounding environment. At very high frequencies, the 
movement performed by the dipoles is very limited. Consequently the corresponding 
dissipation is small and the loss is low. At very low frequencies, the dipoles can be 
aligned to the field but their movement is slow. Therefore the dissipation, which is 
dependent on time derivatives (e. g. viscous force is proportional to the velocity 
gradient), is also small, resulting in low loss values. At intermediate frequencies, where 
the rotation performed is large enough and the orientation process speed is high, the 
loss becomes significant. 
According to the previous consideritions, when a dipole orientation mechanism is 
operational in a material, the permittivity spectrum presents a step change, while the 
dielectric loss spectrum is a bell shaped curve. This general behaviour is illustrated in 
Fig. 3.5. 
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Fig. 3.5 Spectra of dielectric permitivity and loss when dielectric relaxatiOn Occurs 
The phenomenon of dipole orientation is modelled assuming an exponential decay of 
dipole orientation with time (131), Le. the polarisation is considered to be a first order 
process (133). Under a sinusoidal field the complex dielectric constant, where 
permittivity and loss are considered positive, becomes: 
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C C'O (Eq. 3.6) 
Er - Sm I+ j(O-r Ij, IýI 
where c,, is the permittivity at very high frequencies, which corresponds to induced 
dipoles, cr is the permittivity at low frequencies, which corresponds to the maximum 
attainable orientation and r is the macroscopic relaxation time of the orientation 
process Le. the timeto decaytol of the initial polarisation after an abrupt change, of, 
Ye 
the electric field. The macroscopic relaxation time is related to a molecular relaxation 
Tm according to the expression (132): 
T= 
Er +2 Tm 
c, 0 +2 
(Eq. 3.7) 
.: -: I ý 
Experimental results obtained from measurements on polymeric materials have shown 
that the frequency response behaviour deviates from the one predicted by Eq. 3.6 
(134). This is attributed to the existence of a distribution of relaxation times in a real 
polymer, which results in the modification of Eq. 3.6 to: 
c*-C, 0 + 00 F(In ýr) =f -dInT (Eq. 3.8) Er -cm -00 
1+ jo)T 
As the relaxation time distributions are very difficult to determine (134), empirical 
modifications have been introduced in the single relaxation time model. i 
3.4.2 Migrating charges conduction 
Another mechanism that contributes to the energy dissipation when an alternating 
voltage is applied to a thermosetting polymer is the transport of charge carriers. Most of 
the thermosetting systems have some measurable DC conductive behaviour of this type. 
The DC conductivity is attributed solely to the presence of free Ions, usually sodium and 
chloride originating from the production of raw materials, by some researchers (135, 
136). Other studies have indicated that other charge carriers, like protons transferred 
along H-bonds and ions provided by some of the active constituents of the material 
(137-140), are present in thermosets. 
The conductivity can be calculated as follows: 
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qiNju. j (Eq. 3.9) 
where the index represents the charge carriers species, q the charge, N the number of 
charge carriers and u. the mobility, which is the proportionality coefficient connecting 
the charge velocity to the applied electric field. 
If the assumption of completely ionic conductivity holds, the mobility of charge carriers 
can be approximated by the mobility of a sphere embedded in a viscous liquid (135): 
U. 1 =_ 
qj (Eq. 3.10) 
6; r, ur, 
where Tj is the medium viscosity and ri the radius of the ion. From Eq. 3.9 and Eq. 
3.10, the resistivity is directly proportional to the viscosity of the medium. Such a 
correlation is valid in the early stages of the curing but fails when the material 
approaches gelation (139,141). 
In terms of dielectric constants the effect of the existence of a conductive mechanism is 
expressed by the following relation (135): 
.--& +46 - 46 ýd 
(0.60 
(Eq., 3.11) 
where c" is the dielectric loss, ed the dipolar contribution to the dielectric loss and F.,, 
the permittiVity of free space. 
When the conductive term dominates the material response the following approximation 
is valid (142): 
c W=-- 
C. 
(Eq. 3.12) 
Eq. 3.12 allows the determination of the DC conductivity and simultaneously the 
verification of the conductivity dominance assumption to be made, when the 
measurement Is performed in a multi-frequency mode. 
3.4.3 Electrode polarisation 
The influence of electrode polarisation on dielectric cure monitoring has been recognised 
from the early 70s (143). The existence of a conductive mechanism in combination with 
some diffusion limitation of the charge discharging on the electrodes results in the 
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formation of a thin layer next to the electrode, which has low conductivity, and 
permittivity similar to that of the bulk material. The effect of this blocking layer on the 
measured complex dielectric constant can be approximated as (144): 
82 
L 
tan + 
2tb L 
(Eq. 3.13) 
2t 2 b 
tan 82+ 
L 
2tb 
L-2tb 
cop = cop 
L 2tb 
(Eq. 3.14) x 2tb 
tan 82 +( 
L )2 
2tb 
where cX and ex denote the measured components of the dielectric constant, L the 
interelectrode distance, tan 8 the dissipation factor and tb the blocking layer thickness""' 
It has been demonstrated by Adamec et al (145) that the polarisation prese 
, 
nt 
,s 
ziý' 
relaxation which can be distinguished from dipolar relaxation by the high values of 
dielectric permittivity (order of 100). 
3.4.4 Impedance representation of dielectrics 
A few research groups have chosen to present and process dielectric cure monitoring 
results in terms of the complex impedance. The essential meaning of the measurement 
is exactly the same as in the dielectric constants representation, since the phenomena 
taking place are the same, but in some cases the impedance representation appears to 
be a more direct way to describe them. The electric response of a thermosetting system 
can be represented by an equivalent circuit, as illustrated in Fig. 3.6 (146). :. I ý11. 
The presence of digolar relaxation is accounted for by Introducing a capadtance'csd, . in 
series with a resistance Rsd,, corresponding to the permanent dipoles and connected in 
parallel with another capacitance Cid, corresponding to the Induced dipoles. 
ting cha mechanism is represented by a resistor Ri connected in parallel with 
ýo. 
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the dipolar relaxation sub-circuit and the glectrode polarisation by two capacitors Ce, 
one for each electrode, connected in series with the overall circuit. 
Cid 
Induced Dipoles 
Ce 
-d 
Csd Rd 
Electrode Polarisationj Static Dipoles Static Dipoles 
Ri 
Migrating Charges 
C, 
-d Ele&xode Polarisation 
I 
Fig. 3.6 Equivalent circuit representation of the electrical response of therMOSetting 
materials 
The complex impedance of the circuit is (146): 
z= Z' -jZ" (Eq. 3.15) 
Where 
Z' =- 
Ri 
[w 2 Csd 2 Rsd(Rsd+Ri)+Ij (Eq. 3.16) 
co' 
(CdRi+ CdRd + CidRi) 
2+ (co 2 CsdRsdRiCid 
-ly 
z"=- 
Ri[o)3 Csd 2 Rsd 2 Ri Cid + coRi (Cid + Csd )I+ 
-2- (Eq. 3.1 
. 
7) 
(0 
2 (Csd Ri + Csd Rsd + Cid Ri )2+((02 Csd Rsd Ri Cid - ly 
c 
e(o 
The impedance spectrum of such a circuit is illustrated in Fig. 3.7. The response at low 
frequencies is dominated by the electrode polarisation effect, the conduction mechanism 
becomes dominant at intermediate frequencies and the dipolar relaxation at high 
frequencies. 
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Fig. 3.7 Impedance spectrum of the electrode polarisation-charge migration-dipolar 
relaxatlon circuit 
The equivalence between material response characterisation by the dielectric and the 
impedance representations is expressed by the relations (140): 
Cid -" Coo Co (Eq. 3.18) 
Csd ý (C o- Coo 
)co (Eq. 3.19) 
Rsd (Eq. 3.20) 
Csd 
R, (Eq. 3.21) 
C. 6 
where 
CO = 
Cos (Eq. 3.22) T. ' 
L 
denotes the free space capacitance of the measuriing system. SI and L expre, ss'itý' 
geometry and correspond to the area and the length in the case of a parallel plate 
capacitor. 
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3.4.5 Application to process cure monitoring 
Numerous investigations have been carried out into the implementation of dielectric and 
impedance cure monitoring to the curing of thermosetting polymeric materials. Here, 
only that part of this literature which focuses on the application of the technique to 
composites manufacturing is reviewed. 
In order to apply monitoring to practical manufacturing it is necessary to translate the 
dielectric/impedance results to information related to the chemical or the structural state 
of the curing material. Thus, relations connecting monitoring signals to the viscosity, the 
degree of cure or to the state of the material (i. e. glass, rubber or liquid) are required. 
The relation between viscosity and conductivity is evident from the combination of Eq. 
3.9 and Eq. 3.10. Thus, a linear relation between them should be expected. Experiments 
have confirmed that viscosity and conductivity follow the same trend "but the 
conductivity levels off at a slower rate (147). This difference in behaviour is attributed to 
the small size of the charge carriers in, comparlson with polymer chain segments. The 
charge carriers require much less free volume in order to move, consequently their 
mobility continues to change behaviour after the chai n mobility dependent viscosity has 
been stabilised. 
The degree of cure has been connected to dielectric data using the relaxation times and 
the electrical resistivity. The following model connecting relaxation times to the degree 
of cure has been developed by Nass and Seferis (148): 
II 
T= TO 
+ (Eq ý 3.23) 
where ro is the average relaxation time at the completion of the cure, 'ro the 
relaxation time at the beginning of the cure, a the degree of cure and ý is a constant of 
the, resin system. 
For the correlation of resistivity with the degree of cure the same researchers have 
proposed a logarithmic relation, which subsequently has been used and modified by 
other researchers. The normalised resistivity correlates in a satisfactory fashion with 
fractional conversion, in the case of isothermal curing, according to the relation (138, 
149,150): 
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log; ý - log ; 5. a=a ""Iog; o-. -100. 
(Eq. 3.2'4)- 
where (Xrnax is the maximum degree of cure at the curing temperature, ý; 'the 
resistivity, ; 5, the resistivity of the unreacted resin and ; 5. the resistivity of the fullý' 
reacted resin. 
An extension of that model involving an empirical parameter p, has, been proposed, by, 
-" ýIi 
Maffezzoli et (151): 
log; 5-10g; 5. (log; 5". ") a=a ý_T_g_T) (Eq. 3.25) 
0 log; O. " -log PO og 
Similarly, normalised dielectric constants 
-showed 
a good correlation with reaction- 
kinetics data obtained using differential scanning calorimetry (152)., 
The vitrification can be identified by the dielectric loss peak corresponding to dipolar, 
relaxation (135,153,154). Alternatively, when the impedance representation is used,, 
vitrification is manifested as a step change in the imaginary impedance (150,155). As 
shown in Fig. 3.8, the imaginary impedance presents two steps during the cureý of a 
thermosetting material. The first step corresponds to the curing reaction and the second 
to vitrification. 
The identification of the gel 'point' is a major point of -disagreement as far as the 
applicability of dielectric cure monitoring is concerned (150). As mentioned previously,, 
electric effects take place in the micro-scale, whereas gelation Is a macroscopic 
phenomenon. Therefore, there is no direct fundamental justification of a connection 
between dielectric and impedance measures and gelation. However, experimental 
evidence has demonstrated a good empirical correlation between the narrow gelation 
regime and the inflection point of conductivity curves in many epoxy resins (150,154). 
It should be noted that this experimental fact relates the point of maximum change in' 
conductivity to the macroscopic change in the structure of the polymer from liquid to 
rubber. 
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Fig. 3.8 Imaginary impedance evolution during the cure. Isothermal curing of 
TGEPAIMDA. Results obtained by Mýovic et al (150). 
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The implementation of dielectric/impedance cure monitoring requires the use of a 
sensing system, which can be inserted in the manufacturing tool. The majority of 
applications has been performed using intercligitated (comb) micro-electrodes (Fig. 3.9) 
(156-158). In some cases parallel plate configurations have been incorporated in the 
mould (159,160). 
Fig. 3.9 Interaigitated dielectric sensor 
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Successful application of dielectrics has been demonstrated in RTM (156,161), 
autoclave curing (158), pultrusion (162) and compression moulding (163). In Fig. 3.10 
results from an autoclave cure of Fibredux 924 carbon reinforced resin are illustrated. 
The applicability of dielectrics is demonstrated by the identification of the point of 
minimum Viscosity, which is the optimum instant for pressure consolidation, the 
identification of gelation and of the end of cure when the conductivity levels off. 
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reinforced Fibredux 924 resin. Results obtained by Maistros et al (157). 
3.5 Thermal monitoring 
The role of temperature monitoring in the composites manufacturing research is UP to 
now mainly auxiliary. Its uses can be classified as follows: 
As a tool for studying and gaining a better insight into the process (164) 
As a validation technique for the heat transfer models of composites curing (60, 
165,166) 
As the control signal for the implementation of expert system algorithms (167-169) 
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Thermal monitoring is the simplest monitoring technique to implement. Every mould 
control system makes use of thermocouples and in some cases the presence of an 
exotherm is considered empirically as an indication of the progress of the reaction. 
However, thermal monitoring has a lower level of sophistication In comparison with the 
rest of the cure monitoring techniques, since its results are not related with a cure 
progress dependent property. In order to derive - cure monitoring results, thermal 
monitoring should be combined with accurate chemical cure kinetics and chemorheology 
models. Methods for appropriate modelling of the curing reaction are available (8), but 
batch to batch variations of the raw materials and the extensive experimental effort 
required to produce a representative cure kinetlics model limit the range of uses of such 
an approach. Consequently the, mainstream current research on composites 
manufacturing does not consider the measurement of temperature as being within the 
context of cure monitoring. 
Monitoring based on heat flux signals, measured using a variety of combinations of 
temperature sensors has been presented in the research literature. In this approach the 
thermal properties of the system are considered to be constant during the cure and all 
changes in the measured signals are attributed to the exothermic character of the curing 
reaction. This way the heat flux signal produced presented a dependence on the 
progress of the reaction, - but significant signal processing and noise problems appeared 
to reduce the quality of the results (170,171). 
3.6 Flow monitoring in liquid moulding 
Liquid moulding processes have received increased attention in recent years as a 
potentially cost-efficient and easily automated alternative to the conventional laying up - 
autoclaving process. A variety of liquid moulding processes using either rigid, (e. g. resin 
transfer moulding (RTM)) or flexible (e. g. vacuum assisted resin infusion (VARI)) tooling 
has been developed. The central characteristic of all these processes is that the 
filling/consolidation stage is separated from the curiing stage and becomes the critical 
phase of the manufacturing process. Therefore, the resin filling and the phenomena 
connected to it have become a point of focus for the composites manufacturing 
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research. Models attempting to simulate the impregnation of liquid resin Into a dry fabri6 
have been developed. 
Since the parameter dictating the Impregnation phenomena is the permeability of, the 
reinforcement, a number of studies have addressed the problem of measuring, the' 
permeability using visual observation of the filling. A general feature of - these 
measurements is the use of transparent tooling, which allows the observation -ý and 
recording of the flow front position. In most cases the in plane permeability is measured 
and the experimental mould has either a flat elongated shape which is filled uniaxially 
from one end (39,172,173) or a flat symmetrical shape which is filled radially from the 
centre (174-176). The former configuration is suitable for the determination of the one- 
directional permeability whereas the latter allows the simultaneous determination of the 
components of the two dimensional permeability tensor In anisotropic fabrics. Other 
studies have used similar transparent tooling configurations in order to investigate the 
filling behaviour in complicated shape moulds. The aim of these studies was mainly the 
evaluation of the performance of flow models in real components (28,177). 
Although this area of research utilises flow monitoring, this approach cannot be adapted 
for in-situ process monitoring, since the presence 'of transparent tooling would be 
impractical in most of the industrial cases. 
In addition, it has been shown that using the current techniques the reproducibility and 
repeatability of permeability measurements is poor (178,179). Therefore ý-the 
performance of flow models, which use the permeability as core parameter, is limited. 
Methods for in-situ flow monitoring, adaptable to the industrial environment, started to 
be investigated as an alternative to the modelling approach. These methods can be 
divided into two main categories; (I) discrete methods where the instant of resin arrival 
at a specific location is recorded and (ii) continuous methods where the response of the 
monitoring system, which is related to the resin flow front position, is measured 
continuously. 
In discrete methods, a sensing system which reacts to the arrival of the resin is placed 
at specific locations in the mould. The first implementation of such a technique was 
performed by Kranbhuel and co-workers (156). Their system comprised a number, of 
interdigitated dielectric sensors placed on the bottom tool face of an RTM mould. The 
resin arrival was noted as a discrete jump in the dielectric properties when the resin 
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came in contact with the sensor. Similar systems, based on the abrupt change of DC 
conductivity when a liquid polymer shorts out the area between the ends of two 
conductive wires, have been developed by other workers (180). A grid of electric wires 
arranged in two sets, orthogonal and at some distance to each other, which allows with 
appropriate multiplexing to decide whether or not a specific node of the grid has been 
covered by resin, has also been used to monitor the in-plane filling progress in RTM 
(181). Other set-ups based on the same principle have been implemented to monitor 
the flow progress along the thickness of the fabric (182). Another approach aiming to 
measure the three dimensional permeability of reinforcements is based on the use of 
thermistors instead of electrical contacts and makes use of the drop in temperature 
when the resin touches a thermal sensor (183). 
The discrete character of all these measurement methods limits their applicability since, 
in order to acquire a global view of the flow patterns in a complicated component, a 
large number of point sensors would be required. This was the reason for investigations 
of continuous flow sensing techniques, resulting in the development of new methods. 
Two techniques have been implemented and investigated up to now. Use of the DC 
conductivity changes measured between two wires running along the mould has proved 
adequate for the location of the flow front (184). Similarly, fibre optic technique based 
on fluorescence of a dye dissolved the resin has been used in order to determine the 
percentage of a fibre covered by the resin during the filling. This technique uses the 
evanescence field created at the interface between the fibre and the surrounding 
medium due to the interference of the incoming and reflected rays (185). 
All these techniques are appropriate for the manufacturing of composites with non- 
conductive reinforcement and require the sensing set-up to be in direct contact with the 
composite. The presence of carbon fibres, which is the reinforcement used in most 
advanced composites, would disturb the electric field in dielectric sensing and the 
evanescence field in fibre optic sensing and would short the electric contacts in DC 
conductivity sensing. 
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3.7 Overview 
Monitoring of cure has been a subject of extensive study during the last fifteen years. 
The main techniques developed are optical, dielectric and acoustic cure monitoring. '- '- -1- ' 
Dielectric cure monitoring is at the moment the most widely used technique. It offers a 
combination of indirect chemical information and the ability to monitor the structural 
state of the material. Acoustic monitoring gives direct information on the mechaniýal 
properties of the material and can be implemented remotely, but the Interpretation of its 
results requires further attention. Infrared spectroscopy and near infrared spectroscopy 
provide direct chemical information which is not affected by temperature, but their 
implementation in industrial environment is currently not cost-efficient. Thermal 
monitoring has not recbived enough attention, although it Is inexpensive and is already 
incorporated in most manufacturing tools. 
Flow monitoring is a relatively new subject of study. Discrete and continuous methods 
based on DC measurements and dielectric measurements have been developed and 
implemented successfully. As yet none of them can operate in composites comprisingý 
conductive reinforcements or in a remote manner. 
Chapter Four 
4 Heat transfer model 
4.1 Introduction 
In this chapter the central heat transfer model developed and used in this study is 
described. The model simulates heat transfer phenomena occurring during the curing of 
composite parts produced by resin transfer moulding. The background of the 
implementation of finite elements in heat transfer problems is given. The specific 
routines for mesh generation, matrices formation and solution in 1-D, 2-D and 3-D are 
described and the interdependencies of the core model with submodels for cure kinebics 
and material properties, which will be presented in subsequent chapters, are outlined. 
4.2 Formulation of the model 
4.2.1 The boundary value problem 
The general differential equation expressing heat transfer during the cure in a resin 
transfer mould, as analysed in paragraph 2.3.2, is: 
OT 
=V- [K]VT + 
(I 
- vf 
)p, H 
da 
PCP 
at '*' dt 
(Eq. 4.1) 
By incorporating the heat generation in a source term Q Eq. 4.1 becomes 
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pcp at =V-[K]VT(P, 
t)+ý, Pr=fl (Eq. 4.2) 
where P denotes the spatial coordinates and f) the domain of the problem. 
This equation is accompanied by a set of boundary conditions. In the general case there 
are three kinds of possible boundary conditions (186,187): 
i. Prescribed temperature 
T(P, t)=T(P, tl PES, 
ii. Prescribed heat flux 
PES2 
iii. Convection 
h-[K]VT(P, t)=h(T(P, t)-T. j ir=S3 
where 
Sl US2 US3 ": -S 
(Eq. 4.3) 
(Eq. 4.4) 
(Eq. 4.5) 
(Eq. 4.6) 
, 
and h denotes the surface vector at the boundary S, h the heat transfer coefficient 
and T. the temperature of the fluid at the convective boundary. 
In transient problems an initial condition describing the initial temperature distribution is 
necessary: 
T(i, O) = T,, (P), PEQ (Eq. 4.7) 
When the heat transfer problem is multimaterial, 1. e. thermal properties and especially', 
thermal conductivity present a discontinuity at an interface, continuity requirements"do", 
not allow the representation over the whole domain of the problem by Eq. 4.2. Thus, the 
domain should be partitioned in subdomains representing the different materials. A 
separate boundary value problem, of the type expressed by Eqs. 4.2-4.7, is formed over 
each subdomain. An additional set of interfacial conditions which ensures temperature 
and heat flux continuity, should be defined as follows (186,187): 
Tý (P, t) = TJ 
(P, t), pE gu (Eq. 4.8) 
(Eq. 4.9) 
where i and j denote two different domains and 9. their interface. 
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4.2.2 Heat transfer mechanisms in RTM curing 
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The curing of a composite part in a mould, where the material in terms of heat transfer 
is considered as homogeneous and convection transfer is assumed negligible, is fully 
described Eqs. 4.2-4.7. The homogeneity assumption holds because curing is a slow 
process and does not involve forced convection, thus even if the heat transfer coefficient 
between the matrix and the fibre is low, local equilibrium can be established and the 
temperature is uniform on the micro scale. Convection occurs due to macroscopic mass 
transfer. The mass transfer can result from pressure gradients (forced convection) or 
temperature gradients (natural convection). Forced convection is acbve during the filling 
of an RTM mould but it stops when the filling is completed and curing starts. In contrast, 
natural convection may be active during the cure. This mechanism occurs when the 
density variation due to thermal gradients creates a considerable buoyancy flow, which 
contributes considerably to the transfer of heat. 
A dimensionless quantity, Rayleigh number, can be used in order to esdimate whether 
such a mechanism contributes significantly to the transfer of heat in a fluid. For a 
uniform fluid Rayleigh number is defined by the relation (43): 
Ra = 
avp 2 cgATO 
pK 
(Eq. 4.10) 
where a, is the volumetric thermal expansion, p the density, g the gravitational 
acceleration, cp the specific heat capacity, p the viscosity, K the thermal conductivity, 
L the length scale of the problem and AT the thermal gradient. 
A similar number, the Rayleigh-Darcy number, can be defined for a porous medium 
saturated by fluid (188): 
RaD = 
flp 2 C, kg, &TL 
pK 
(Eq. 4.11) 
where K denotes the permeability of the porous medium. This number has high values 
when natural convection is dominant and low values when conduction is dominant. It 
has been demonstrated that a value of 40 is the threshold for domination of the 
convective mechanism (188). 
In order to test whether natural convection participates in heat transfer during the cure, 
the Rayleigh-Darcy number values have been calculated for a typical curing profile of an 
Heat transfer model 75 
RTM6 resin based composite. Since the order of magnitude of the Rayleigh-Dar'c'y. ', '- 
number suffices for the characterlisation of the relative significance of natural 
convection, approximate values characteristic of a thermoset-glass fibre for the specific' 
heat capacity, the thermal conductivity and the permeability have been utilised (Table', 
4.1). The case of glass reinforcement has been considered, since due to their JOW 
thermal conductivity in comparison with carbon, glass composites are more likelyýt6-ý 
allow convection domination. The permeability value is among the highest referred to In 
the literature for a realistic composite. The length scale of the problem is similar to th6 _7 
thickness of a typical resin transfer moulded part, where the maximum thermal gradie 
and the maximum natural convection are expected. The thermal gradient has' been". 
assumed equal to the highest thermal gradient values reported in the literature (164)'., ', 
The density and the thermal expansion coefficient have- been assumed equal to the-, 
uncured RTM6 resin values (Table 4.1). 
a 
(-& ) 4 K(ý ) (cm, ) p (-Lr- L (cm) AT'(ýc) 
c . C cp r c) 
7r 
C C cm CM3 
(189) (62) (62) (179) (189) 
4.110-4 1.2 0.2 10-2 1.6 10'6 0.4 
Table 4.1 Properties values used for the calculation of the Rayleigh-Darcy number, 
The values for the viscosity, have been obtained using a model developed for RTM6 resin, 
by Karkanas (17): 
2.91+ 
291'8 (-145+1.239T-T, ) 
T+273) 
-5.485+ 
3562 
-145+1.239T-T iol2 e 
T+273 (Eq. 4.12) 
where the temperature is given in OC, and the viscosity in Pas. 
The glass transition temperature has been calculated as follows (17): 
T9 =-Il+ 
94.4a (Eq. 4.13) 
1-0.565a 
and the fractional conversion determined by integrating an implementation of Kamal's : 
Heat transfer model 76 
kinetic model (Eq. 2.3) for the specific resin system (17): 
da 
= 
(K. + Ka 
1.202 XI 
-ay 
. 299 (Eq. 4.14) 
dt 
In the integration time t is given in minutes. 
The rate constants incorporate diffusion limitations to cure kinetics (Eq. 2.8) as follows: 
K 
KchemoKdif 
* Kch,,,, 
o + 
Kdif 
K, =- 
Kchem, Kdif 
Kcheml+Kdlf 
where 
136 0.0019(T+273)-0.5367 
Kdif = 6.5 10'8 e 
0.0083(T+273) e 
0.00048(T-Tg)+0.025 
74.69 
Kchemo -2 4.5 
106 e 
0.0083(T+273) 
59.19 
Kchemo, ""21.6 
106 
e 
0.0083(T+273) 
(Eq. 4.15) 
(Eq. 4.16) 
(Eq. 4.17) 
(Eq. 4.18) 
(Eq. 4.19) 
It should be noted that equivalent results would be'obtained if the thermal properties 
and cure Winetics were calculated using some of the models described in the following 
chapters. The additional accuracy is not necessary since only the order of magnitude of 
the dimensionless Rayleigh-Darcy number is meaningful in this analysis. The results of 
the calculation of Rayleigh-Darcy number based on Eqs. 4.11-4.19 and the data given in 
Table 4.1 are illustrated in Figs. 4.1 and 4.2. The Rayleigh-Darcy number increases as 
the temperature increases during the heating ramp, then reaches a maximum at the 
beginning of the isothermal segment and decreases as the curing progresses. Its 
maximum value is approximately four orders of magnitude lower than the threshold of 
natural convection domination. This value has been, calculated using the most 
conservative values of the properties involved. Consequently the natural convection can 
be ignored securely and heat transfer modelling of RTM curing can be based on the pure 
heat conduction equation as expressed by Eq. 4.2. 
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Fig. 4.1 7hermalprofille and the corresponding fractional conversion evolution for a 
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4.2.3 Finite elements formulation of the problem 
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The finite elements formulation of a heat transfer problem can be obtained using two 
approaches: -(i) weighted residuals and (ii) variational principles, which result in 
equivalent approximations of the problem (190). Here the weighted residuals approach 
will be used for the description of the approximation formulation, since the variational 
approach requires the definition of a functional which has a complicated physical 
interpretation in heat transfer terms. 
In the weighted residual a solution to the boundary value problem is sought in the form 
of an approximation T(ý, t) , which satisfies the prescribed temperature boundary 
condition (Eq. 4.3) and results in residual errors: 
RL(P, t) =V- [K]VF(P, t)+ ý- pc, at 
(Eq. 4.20) 
RB (; 
It) = 
h-[K]VT(P, t)-4(P, tj PES2 (Eq. 4.21) - 
(h-[KjVT(P, 
t)-h(T(P, t)-T. j PES3 
The objective of the approximation is to minimise the residual errors. The minimisation 
is performed by selecting appropriate weighting functions W and W and requiring their 
scalar products with the residual errors to vanish (187): 
JWR, 
c 
(P, t)df) + JfFRg (P, t)dS =0 (Eq. 4.22) 
n SIUS3 
Consequently, by incorporation of Eqs. 4.20 and 4.21, Eq. 4.22 becomes: 
JW[V 
- [K]V T(P, t) + pcP dQ + at 
fW[h 
- [K]VF(P, t) - ý(P, t)PS + (Eq. 4.23) 
S2 
JW[h 
-[K]VT(P, t)-h(f(P, t)-T. 
)]dS 
=0 
S3 
This formulation requires the approximation function F(P, t) to have continuous first 
spatial derivatives (C'continuity) and the weighting functions WjF to have continuous 
integrals (C -'continuity). The continuity requirements can be relaxed by integrating Eq. 
4.23 by parts and applying the divergence theorem (186), which result in: 
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fV W- [K]VY7dQ - 
fW&I + fpcpw 
aT 
d! Q+ 
0n at 
f Wq-dS +fN (Y; - T. 
)dS 
=0 
S2 S3 
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(Eq. 4.24)ý 
Here the set of weighting functions is limited to the functions which vanish at - 
the 
prescribed temperature part of the boundary: 
W(P, t)=O, ýGsl 
(Eq. 4.25ý)'- 
0, Sl 
and 
t) -w(;, t) (Eq. 4.26) 
The problem of finding an approximation function T that satisfies Eq. 4.24 for any, 
weighting function W is equivalent to the boundary value problem. Now F and 
W must show CO continuity, 1. e. it is not necessary for the approximation function to 
have continuous spatial derivatives. An additional advantage of the formulation 
expressed by Eq. 4.24 is that the thermal conductivity continuity requirement is relaxed, 
also, since even if thermal conductivity is discontinuous Eq. 4.24 Is integratable. Th-us it! ' 
is possible to treat a multimaterial problem as a single domain case. The Interfacial 
boundary conditions (Eqs. 4.8 and 4.9) are satisfied automatically as the approximation 
function is continuous and the heat flux interfacial condition is eliminated by the use of 
the divergence theorem for the different domains (186). 
The next step in the formulation of the problem is to express the approximation function 
in the form of a linear combination of a set of functions N,, N2,.., N. which always 
satisfies the prescribed temperature boundary condition (191): 
+ Zaj(t)Nj(P) (Eq. 4.27) 
W 
where 
N, (P) = 0, PeS, (Eq. 4.28) 
A finite element model of the closed domain of the problem C1 Is a region El which is. 
the union of E closed subregions of Rn 
E 
K) =U K)e (Eq. 4.29) 
e=1 
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where 
fl, U afl, (Eq. 4.30) 
and the open elements f), are pairwise disjoint: 
f2c nnf =0e#f (Eq. 4.31) 
A finite number G of points r', r 2 ..., rg called nodes can be identified in the finite 
element model. The basis of the set of approximate functions N,, N2,.., N. is defined so 
that one basis function corresponds to each node. The basis function of a node vanishes 
at all other nodes and within all the elements to which the node does not belong and 
becomes unity at the specific node. Thus 
N, (rJ) = t5y (Eq. 4.32) 
Here 8. denotes Kronecker's function, and 
N, (P)=O, r' oU, and PE92 (Eq. 4.33) 
The term corresponding to the prescribed temperature boundary condition in Eq. 4.27 
can be similarly expressed as 
(Eq. 4.34) 
where in' the number of nodes on the prescribed temperature boundary and 
G= in + in' (Eq. 4.35) 
Then Eq. 4.27 becomes 
G 
I: ai(tK(; ), ai (1) = T(r', 1) if r' e S, (Eq. 4.36) 
W 
and the coefficients ai(t) represent nodal temperatures. 
Substitution of Eq. 4.36 in Eq. 4.24 results in: 
G [a, (t) JV W- [K]VNidfl] - 
JW&Q +G 
[aai(t) 
jpcpWNi 
-at dQ] 
G 
(Eq. 4.37) [a, 
(t) J"Ni dS + fff, 'q-dS - 
JH T. 
ý 
dS 0 
S3 
I 
S, S3 
Different varieties of the weighted residuals are produced using different weighting 
functions in Eq. 4.37. Here the Galerkin-Bubnov approach, which is most widely used in 
heat transfer problems (190), has been applied. In this approach the basis functions of 
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the approximation are utilised as the weighting functions. Consequently, Eq. '4.37ý'-' 
becomes 
GG r0ai(t) 
fpcPNJN, E[aj (t)fVNj - [K]VNidf2] - 
fNj&Q + I: F- dQ] 
nn i-1 at 
G 
(Eq. 4.38): 
a, (t) fNjhNidS + fNj; YdS - 
fNjhT. dS =0 
S3 S2 S3 
where Nj can be any of the basis function corresponding to nodes which do not belong, 
to the prescribed temperature boundary. 
It can be observed that Eq. 4.38 involves the time derivative of nodal temperatures., 
Consequently an approximation in the time dimension is required also. Here; theo- 
method (192) has been used according to which the time derivative is approximated y 
ýaj(t) aj""(t)-_aj'(t) 
ý 1- 
'" (Eq. 4.39) 
at At 
where At is the time step and the upper index denotes the time step. The. terms - 
involving ai(t) are evaluated at an intermediate time as follows: 
Wa 
Then Eq. 4.38 becomes 
G 
a" - 
fpcpNjNid. (2 +I ýýt 
G- 
[K ]VNi d. (2 + 
fNj hN, dS)] E 1; fvNj 
WW Si 
GG 
a'+l c,, NjNid. (2 + WAIJ: 
fVNj 
- [K]VNidi2 + 
fNjhNidS)] 
i( 
fp 
WnWD S) 
(Eq. 4.40); ', 
(Eq. 4.41) 
+ At[ 
fNjýdS 
- 
fNjhT. dS - 
fNj&D 0 
S, S J 
Eq. 4.41 can be formed for each basis function which does not belong to the prescribed 
temperature boundary. Thus a system of G- m' equations Involving G- m' unknowns 
is assembled 
ýM]+ UAt[L]ja"" ýMj- (I - 
UýI[L]ja']- At[F] 0 (Eq. 4.42) 
where 
Mjj fpcPNjNjdK2 (Eq. 4.43) 
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Lji = fVNj - 
[K]VNidQ + JNhNdS (Eq. 4.44) 
0 S3 
F jNjýdS + fNjhT. dS + fNjodfl (Eq. 4.45) i 
S, S3 
This system when formed can be solved for each time step starting from the initial 
condition of the problem, in order to obtain the temperature distribution evolution. 
4.3 Implementation of the heat transfer model 
A set of computer codes has been developed in order to perform the calculations 
outlined in paragraph 4.2.3. Three algorithms were developed using Visual Basic 5, 
implementing the following tasks: 
9 Mesh generation. 
Formation of the approximation function basis and calculation of the integrals 
involved in Eqs. 4.43-4.45. 
* Formation of the matrices involved in the linear system expressed by Eq. 4.42 and 
solution of the system for a sequence of time steps. 
The first two tasks are auxiliary and implement the discretisation of the domain, 
whereas the last task implements the actual heat transfer model. The communication 
between the different codes is ýerfbrmed using data files, which act as interfaces. The 
implementation of the spatial discretisation imposes limitations in the geometry of the 
modelled domain and the geometry of the elements used, but effort has been made so 
that the heat transfer solver is compatible with any type of finite element discretisation. 
Thus the code implementation of the heat transfer model can be used with the 
geometrical discretisation produced by any other code or software as long as the 
required data can be stored in a file with a known format. 
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4.3.1 Mesh generation 
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The mesh generation routine builds a finite element mesh by creating a set of internal 
nodal point coordinates using as an input the coordinates of the boundary nodes. The 
mesh produced is structured, 1. e. the connectivity between nodes and the total number 
of nodes are known in advance. The implementation differs according t6' "the 
dimensionality of the problem. 
In the one dimensional case the algorithm is very simple. The two boundary node 
coordinates and the desired number of nodes are input from a file'and the intermediate 
nodal coordinates are calculated by partitioning the linear segment which is defined by 
the two boundary nodes. Then the resulting coordinates are written in a file. 
In two dimensional problems the domain is considered as a four sided shape. The sides, 
consist of a number of linear segments, each of them defined by two nodes.,. -The' 
number of nodes of opposite sides should be equal and the total number of nodes of the 
produced mesh is equal to the product of the number of nodes of two intersecting sides 
of the domain. The procedure starts by reading four different files that contain the nodal' 
coordinates of each of the sides. The order the files are read is specific, and implies the 
sides which are opposite to each other. Then, four iterative procedures are executed.. 
each of them starting form one of the corners of the mesh. 
The general principle of these procedures is that using the nodal coordinates of three; 
nodes at the corners of a quadrilateral element and the slopes of the boundary_ 
segments, the coordinates of the fourth node are calculated. The three known nodes. 
define two sides of the element and the objective is to find the other two sides which, 
intersect at the unknown node. In order to produce a mesh which gradually relaxes-,, - 
irregularities of a boundary as the distance from it increases, but at the same tlrneý 
follows the irregularities close to the boundary, the slopes of the unknown sides, are., 
evaluated as weighted averages of the slopes of the corresponding boundary segments. 
Then the lines which have these slopes and pass from the known nodes of the element 
can be found. Their intersection defines the fourth node. 
An example of this procedure is illustrated in Fig. 4.3. The unknown node is N. - The 
slopes of the linear segments Ni-,, jN,, j and N,, j-, N,,, are calculated as follows: 
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slopeK-i, j 
Ni, j) =I 
SlopeK-,,,, Ni,,, ) + (n -I) SlopeK-,,, Ni,, ) (Eq. 4.46) 
n 
Slope(Ni, j-, Ni, j) =I 
Slope(N., j-, N., j) + 
(m 
-I) SlopeK,,, -, 
Nl, j) (E , q. 4.47) 
m 
where m is the number of nodes in the horizontal direction and n the number of nodes 
in the vertical direction. 
Substitution of the nodal coordinates (Xj, j-jsYjj-j), 
(X, 
-,, j, 
Y, 
-,, j) and 
the corresponding 
slopes SIopeK, j-jNj. j), SIopeK-j, jNj. j) in the general line equation, leads to the 
estimation of the linear segments Ni. j-, Ni, j and N, -,, jN,, j equations. 
Subsequently the 
system of tfie two equations is solved and the coordinates of N,,, are calculated. 
Ni-i, i Ni-i'l No 
1ý 
Nij- 
Nij 
Ni-i, n 
NO 
Nm, i 
fmj-i 
Imj 
Fig. 4.3 Generation of a node from the mesh generation algorithm 
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Thus, four sets of nodal coordinates are calculated starting from each, corner. The four 
1'' 
results are averaged and the final mesh is produced. An illustration of a mesh 
generation using this algorithm is given In Fig. 4.4. 
Fig. 4.4 Mesh resulted from the mesh generadon algofithm 
The mesh generation algorithm for the three dimensional case is based on the same 
principle. The mesh is built in layers the first of which is produced using the procedure 
described previously. Each of the next layers is generated using the coordinates'of 
base layer and a set of parameters which map the boundary of the second layer to the 
boundary of the first layer. Thus, operations of magnification, horizontal and vertical 
displacement and rotation allow the projection of the two dimensional mes h 
corresponding to the first layer to the rest of the domain. Apart from the nodal 
coordinates files the mesh generation algorithms in all dimensions give as an output two 
additional files, defining the nodal points which correspond to each element and the 
connectivity of nodes. 
The procedure applied is general and can be used for the discretisation of a wide variety 
of domains. However, the definition of the basis of approximation functions combined 
with the necessary continuity requirements forces us to limit the two dimensional 
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meshes to meshes comprising rectangular elements and the three dimensional meshes 
to meshes comprising Mck (rectangular block) elements. 
4.3.2 Integrals calculation 
This procedure is used for the calculation of the members of the matrices involved in 
Eqs. 4.43-4.45. The thermal properties and the heat source term are considered 
constant within each element of the finite element model, thus the integrals involving 
the approximation functions basis are estimated independently. The code receives as 
input the nodal coordinates and the connectivity information from the mesh generation 
procedure described In the previous paragraýh. Although the implementation differs 
according to the dimensionality of the heat transfer problem, the tasks involved are the 
same. Thus, a common description is given here and where necessary the specific 
features governed by the dimensionality of the problem are mentioned. An outline of the 
code developed is illustrated in Fig. 4.5. 
The first task is the input of the mesh generation al gorithm output. Then the basis of 
the approximation functions set is found. The basis functions were selected to have the 
simplest form that can fulfil the requirements of Eqs. 4.32 and 4.33 for the linear 
elements in 1-D, the quadrilateral elements in 2-D and the hexahedral element in 3-D. 
Thus, two linear functions of the form: 
N, i 
(x) = Ai + B, ix (Eq. 4.48) 
correspond to each 1-D element, four surfaces of the form: 
N, j 
(x, y) = A, j + 
BeiX + Ceiy + D,, xy (Eq. 4.49) 
correspond to each 2-D element and eight hypersurfaces which have the form: 
N,, (x, y, z) = Aj + Bix + Ciy + Dixy + E,, z + Fixz + G,, iyz + H,, xyz (Eq -4 . 50) 
correspond to each 3-D element. Here the indexes e and i denote the element and the 
node respectively. Note that these functions satisfy the interelemental continuity 
requirement for specific meshes which comprise rectangular elements in 2-D and 
rectangular block elements in 3-D. Condition 4.32 result in a2X2 system in 1-D, in a4 
X4 system in 2-D and in a8X8 system in 3-D. These systems are solved using Gauss 
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elimination for each element and the coefficients involved in Eqs. 4.48,4.49 or - 4.50 ý re f -, 
calculated. 
The integrals required for the formation of the matrices of Eqs. 4.43-4.45 are: 
fNjd£2, fNjNidrl, 11Vjd£2, INjNdn, fNjdn, 
n. n. S, 3 S. 3 , S. 2 
aN aN ON aN aN aN iII dQ, fI dQ, J-'j I dQ, 
n ax ax ,In ay ay n& az 
aN aN aN aN aN aN fII df), IId! Q, fI dfl, 
n ax 0-Y n ey ax n ax & 
aN aN aff, aN, aN aN iII dQ, fiIM, f 'I I dQ 
rl az ax 0 ay az a &Z 0-Y 
The boundary integrals are calculated over the sides of the element which coincide w' it'h- 
the boundary of the prescribed heat flux or the convection conditions respectivelY'-'ý Oýe 
of the partial derivatives that correspond to the dimensionality of the problern"is 
necessary. 
The integrals of the following elementary functions: 
in 1-1): 
1, X, x 
in 2-D: 
It xf y" X. VIX 21y2" xy 2, x2 yo x2y2 
in 3-1): 
lf xi Ylz xylxzj, Yze x21y2, Z2' xy 2, x2 yo x2Z, xz 21y2Z1 >Z 21 
XYZ ,X2Y2, X2z2, Y2z2, X2 YZ , XY 
2 
Z' Xyz 
21X2Y2 
Z' X2 )7 
2, 
XY 
2z2, 
X2Y2z2 
over the domain corresponding to each element are analytically calculated. Subsequently_ 
the integrals of the basis functions which can be expressed as functions of the 
coefficients involved in Eqs. 4.48-4.50 and the integrals of the elementary functions are 
estimated. 
The final step of the code is to output these results in a text file. All the necessary 
integrals for all pairs of connected nodes over each one of the elements which conn'ec'ts' 
the specific pair of nodes are written in a file which is then available to the heat transfe'r'' 
model solver. 
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Fig. 4.5 Algorithm for the calculation of basis fundlon integrals 
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4.3.3 Heat transfer solver 
89 
This code implements the finite element solution of the heat transfer model as 
expressed by Eqs. 4.42-4.45. The first step in this procedure is the insertion of the 
discretisation information and the corresponding Integrals of the basis functions as- 
produced by the previous procedures. Subsequently, the nodes where each of the three 
types of conditions applies are defined. This is performed by the activation of a variable 
which becomes unity when the specific boundary condition applies at the node and zero 
otherwise. In the next step the initial condition (i. e. the temperature at each node and 
the progress of the reaction in each element at time zero are prescribed), the duration 
of the time step and the number of time steps Nt are defined. 
Then the time solution of the heat transfer model starts in a loop which is repeated Nt 
times. This loop executes the following processes: 
1. Calculation of the prescribed temperatures at the nodal points the prescribed 
temperature boundary condition applies to. 
2. Calculation of the reaction rates for all elements. This is performed using the 
average temperature of the element calculated from the temperature values 
obtained by the solution of the model for the previous time step, or the initial 
condition for the first time step; and the degree of cure corresponding to the specific 
element for the previous time step. The temperature and fractional conversion are 
fed into the cure Vinetics submodel, which is described in chapter S. This submodel 
returns the reaction rate value to the main model. The reaction rate, the time step 
duration and the degree of cure of the previous time step are used for the 
calculation of the new fractional conversion value. 
3. Calculation of the thermal properties (thermal conductivity, specific heat capacity 
and density) for all elements. The average temperature of the previous time steD 
and the degree of cure are sent to the appropriiate thermal properties submodels,, 
which are described in chapter 6, and the submodels return the values of the 
thermal properties. 
4. Formation of Eq. 4.42 for each node which is not subjected to the prescribed 
temperature boundary condition. This procedure, which Is executed G- ml timest 
tests whether the node is subject to prescribed heat flux or convection boundary 
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condition. Subsequently, it performs a loop over all nodes and if one node is 
connected with the node Eq. 4.42 is built for, uses the integral input from the 
preVilous procedure and the thermal properties and rate of reaction to calculate the 
coefficients Mjj, Ljj and Fj given by Eqs. 4.43-4.45. 
5. Formation of Eq. 4.42 for the m' nodes of the prescribed temperature boundary so 
that it gives as a solution the prescribed temperature at the node. 
6. Solution of the gystem of G equations using Gauss elimination in order to obtain the 
temperature at the nodal points. 
After the completion of the time integration loop the results of the heat transfer model 
comprising the nodal temperature and the degree of cure of each element for all time 
steps are output in the form of a text file. This implementation of the heat transfer 
model solution, which is identical for problems of different dimensionality, is illustrated in 
Fig. 4.6. 
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P. I<m' 
Calculate coefficients that 
satisfy the prescribed 
temperature boundary 
condition 
Calculate coefficients 
J=J+ I 
I Gauss elimination for the system solution I 
L=L+l II Output 
Fig. 4.6 Algorithm for the code implementadon of the heat transfer model solver 
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4.4 Validation of the codes 
92 
In order to validate the code implementation of the heat transfer model simulation, runs 
forcases which accept closed form solutions were performed and their results compared 
with the corresponding analytical solutions. This validation aims to verify the quality of 
the finite element procedure used and to ensure the correctness of the numerical 
procedure implementation. 
Four test cases were selected. Three of them represent linear transient problems in 1-D, 
2-D and 3-D, and the fourth represents a non-linear (includes heat generation) transient 
problem in 1-D. All the types of boundary conditions have been included in these 
problems. Thus, the basic blocks of code which implement: (I) meshing, integrals 
calculation and model solution in 1-D, 2-D and 3-D; (ii) prescribed temperature, 
prescribed temperature and convection boundary conditions; (III) internal heating; (iv) 
incorporation of thermal properties; are tested. Note that this validation does not Include 
the evaluation of the cure kinetics and thermal properties submodels. The evaluation of 
submodels will follow their description in subsequent chapters (5 and 6). 
4.4.1 Test case 1: One dimensional transient problem 
The transient heat conduction problem in a slab, subject to a heat flux boundary 
condition at one end and a convection boundary condition at the other end, with a 
uniform initial condition and constant thermal properties, accepts the general solution 
(43): 
2 Kt 
T-T., 
= 
2 sin (k, 
Cos 
(k, x) 
e 
-k (Eq. 4.51) 
T. - T. k +sin(ki)co)s(ki)) 0( 1(L 
where T. is the initial uniform temperature, L the thickness of the slab and the 
coefficients ki are the solution of the relation: 
k, tan (k, ) = 
hL 
K 
(Eq. 4.52) 
The temperature distribution evolution of the above system du(ing 5 seconds, for 
thermal properties equal to unity, external temperature equal to zero and initial 
temperature 10 T, has been evaluated using the exact solution and the finite element 
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model. The slab was considered insulated at x=0 and subject to a convection 
boundary condition at x=1. For the calculation of the analytical solution the first 5oo 
terms of the series in Eq. 4.51 were taken into account. The finite element models 
consisted of 101 nodal points, and a number of different time discretisations was used. 
Results of the model for 2000 time steps are set against the exact solution in Fig. 4.7, 
where excelent agreement is observed. The average percentage error of the simulation, 
was calculated for 25,50,125,250,500,1000 and 2000 time steps and Is Illustrated in 
Fig. 4.8. It is observed that the algorithm results converge to the exact solution for more 
than 500 time steps. 
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Fig. 4.7 Comparison of analytical solution and finite element model results for the'ý 
cooling of an 1-D slab. 2000 time steps were used In the finite element model soludýn 
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Fig. 4.8 Average error of the Anke element simulation of the cooling of an 1-D slab 
versus the number of time steps 
4.4.2 Test case 2: One dimensional transient problem with a source term 
94 
The transient heat conduction problem in a slab of length unity, when all thermal 
properties are unity and the rate of heat generation is: 
0= 10 sin(3; zx) (Eq. 4.53) 
subject to the boundary conditions: 
T(O, t) = T(1, t) =0 (Eq. 4.54) 
and the Initial condition 
T(x, O) = sin(nx) (Eq. 4.55) 
has the solution: 
T(x, t) = sin(nxý-"' + 
10 
sin(3nxýl - e-9T") (Eq. 4.56) Tir F 
A finite element model comprising 21 nodes has been built to represent this case. A 
comparison of simulation results and the analytical solution is given in Fig. 4.9. The two 
sets of data points are very close. The average error in temperature calculation for 
0 500 1000 1500 2000 
Number of time steps 
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different time discretisations (10,20,40,80 and 160 time steps) Is illustrated in Fig., 
4.10. The convergence of the algorithm is evident for more than 40 time steps. 
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FIg. 4.9 Comparison of analytical soludon and Anite element model results for the 
cooling of an I -D slab with Intemal heating. 160 time steps were used in the rlnký 
element model solution. 
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Fig. 4.10 Average error of the finite element simulation of the cooling of an I-D slab 
with internal heating versus the number of t1me steps 
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4.4.3 Test case 3: Two dimensional transient problem 
The transient heat conduction problem in a rectangular domain subject to the boundary 
conditions: 
T(O, y, t) = T(Lx 9 yp t) = T(x, O, t) = T(x, Ly, t) =0 (Eq. 4.57) 
and the initial condition: 
T(x, y, O)=30, x#O, L.,, y:; --O, Ly (Eq. 4.58) 
where L. I LY are the dimensions of the domain, has the analytical solution (193): 
. rK_iY Kj Zr2 
co 00 
12 L2 
T=E k. sin sin IMly E Ly 
)e 
(Eq. 4.59) 
i-I J-1 
where the shear KY conductivity is zero and the product of specific heat capacity and 
density is unity. The coefficients k. are given by the relation: 
"0 
ll(- I)j - 1] ij; r 2 (Eq. 4.60) 
When the lengths of the domain and the thermal conductivities are unity the solution 
becomes: 
.0 Co 
T=EEk, sin(i=)sin 
ueý-(i2Z2 +1 2 ir 2 
w J. i 
(Eq. 4.61) 
The analytical solution has been calculated using the members of the series for which 
U 100000 (Eq. 4.62) 
The finite element model comprised 256 equally spaced nodes. Results of the simulation 
are compared with the analytical solution in Fig. 4.11. It can be observed that the model 
follows the exact solution very closely. The average error of the model as a function of 
the number of time steps is illustrated in Fig. 4.12. The algorithm converges for more 
than 50 time steps. The relatively high error (approximately 1%) after convergence is 
attributed to the coarse mesh (16x16) that has been utilised. Refinement of the mesh 
can lead to the same level of accuracy observed in the one dimensional test cases. 
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Fig. 4.11 Comparison of analýtlcalsoludon and finite element model results for the 
cooling of a 2-D domain. 200 time steps were used in the finite element model 
solution. 
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Fig. 4.12 A verage error of the finite element simuladon of the cooling of a 2-D domain 
versus the number of time steps 
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4.4.4 Test case 4: Three dimensional problem 
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The transient heat conduction problem in a rectangular block domain subject to the 
boundary conditions: 
T(O, y, z, t) = T(Lx t y. z, t) = T(x, O, z, t) = T(x, Ly, z, t) (Eq. 4.63) 
= T(x, y, O, t) = T(x, y, Lz Tb 
and the initial condition: 
T(x, y, z, 0) = 0, x#0, L, y#0, Ly, z#0, Lz (Eq. 4.64) 
where L,, Ly , L. are the dimensions of the domain, has the solution (194): 
T=T, 
64 ... I+i+j 
(2j + 1); r(x - 
L1x2 
73 b ;r 
TbEY'E(2l+lX2i+TX2-j+I)Cos 
L 1.0 i=o J-0 X 
ol 0, 
(Eq. 4.65) 
(2i + I)ir(y 
L/2 (21 + I). 
+ 
x 
Cos Cos e 
a4, t 
Ly 
where the material is isotropic and the product of specific heat capacity and density is 
unity. The coefficients a., are given by the relation: 
aui = K; r 2[(2j 
+ ly 
++ 
(21 +, Y-] (Eq. 4.66) L 
When the lengths of the domain and the thermal conductivities are equal to unity and 
the temperature at the boundary 10 "C, the solution becomes: 
64 '* '* , (- 1) I+i+j T=10-jIOZZZ cos[(2j + I)ir(x - 0.5)] 
I. o i. o j. o 
(21 + IX2i + lX2j + 1) (Eq. 4.67) 
cos[(21 + IýT(y - 0.5)]cos[(2i + I)g(z - 0. 
% a&, t 
and 
aui = ir2[(2j + ly- + (2i + ly + (21 + ly 
j (Eq. 4.68) 
The analytical solution has been calculated using the members of the series of Eq. 4.67 
for which 
Ul < 1000000 (Eq. 4.69) 
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Two finite element models comprising 1536 and 9161 nodes respectively were us6d A 
comparison of the finite element models results with the analytical solution Is illustrated 
in Fig. 4.13. Although 10 time steps were used, the temperature values calculated using 
the fine mesh are very close to the analytical solution (average error 0.7%). In the 
coarse mesh case the average error In temperature estimation Is significantly higher 
(9.2%). Thus, geometrical refinement results in convergence of the algorithm. 
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Fig. 4.13 Comparison of analýtical soluUon and finite element model results for the 
heating of a 3-D cube 
4.5 Overview 
It was demonstrated that heat conduction is the only significant heat transfer 
mechanism in composites curing. Accordingly a software code Implementing finite 
element heat transfer modelling appropriate for curing simulations has been developed. 
The core of the model has been described here; the description of submodels used for 
the incorporation of cure kinetics and thermal properties will follow In the next two 
chapters. The heat transfer solver was tested against analytical solutions of heat transfer 
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problems involving all the types of boundary conditions in 1-D, 2-D and 3-D. These tests 
confirmed the validity of the code implementation and demonstrated its convergence to 
the exact solution with mesh and time stepping refinement. 
Chapter Five 
5 Cure kinetics submodel 
5.1 Introduction 
The scope of this chapter is the description of the cure kinetics modelling method, which 
is used as a subroutine of the heat transfer model. The results on which the model is 
based are reported, the background of the modelling method selection is given and the 
method and its implementation procedure are described. The validity of the model is 
tested against experimental data and an evaluation of the modelling procedure used is 
presented. 
5.2 Differential scanning calorimetry 
Data for the cure kinetics modell were gathered using differential scanning calorimetry 
(DSC). DSC measures the rate of heat absorption or emission by a sample. There are 
two variations of the technique: , 
Power compensation DSC, which measures the difference between the power 
required to impose a thermal program to the sample and the pýwer required to 
Impose the same thermal program to a reference. This experimental configuration 
uses two identical furnaces and two different heating and temperature control 
systems. 
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Heat flux DSC, which measures indirectly the heat flow between the sample and the 
reference when they are subjected to the same thermal program. In this 
configuration one furnace, which contains both the sample and the reference is 
used. 
The instrument used in this study was a heat flux DSC (TA Instruments 1920). A 
schematic representation of a heat flux DSC cell is given in Fig. 5.1. 
It comprises an externally heated chamber, a constantan disc with two raised parts for 
the sample and the reference and two thermocouples fitted on the constantan disc 
under the sample and reference positions. The temperature difference between the 
sample and the reference is monitored using these thermocouples. The heat flow 
required to equilibrate the temperature is a linear function of this temperature difference 
over a wide range of experimental conditions (195). Consequently, using an appropriate 
calibration procedure, the difference in heat flux emitted or absorbed by the sample and 
the reference can be calculated. 
disc 
Hcý 
Fig. S. I Schematic representation of a heat flux DSC cell 
The operation of DSC and its use for characterisation of resin cure kinetics is based on 
three assumptions: 
the temperature gradient within the sample is negligible; 
the rate of the reaction is proportional to the heat flow and 
Reference Sample 
thermocouple thermocouple 
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in the'case of dynamic runs, the part of the response which is due to the heat 
capacity of the material can be subtracted using an appropriate baseline. 
The validity of the first assumption can be ensured by using very small samples. The 
second - assumption can be justified in cases where the same groups of the 
macromolecule are transformed throughout the whole reaction. Then, the, exothermic 
heat per molecule reacted is given by the same energy balance, and proportionality 
holds: 
da 
= 
dH I (Eq. 5.1) 
dt dt Hto, 
where H,,,, denotes the total heat of reaction. 
In the case of epoxy resin cure, although the reaction always involves the opening of 
the epoxy ring, different reaction mechanisms involving different functional groups can 
take place simultaneously (196). Thus the proportionality assumption cannot be 
expected to hold in all cases. However, DSC based kinetics models have been 
successfully applied to epoxy cure in numerous investigations. Furthermore the 
information required, when cure kinetics modelling. aims to provide Input in a heat 
transfer model, is the exothermic heat. A model based on DSC measurements gives this 
information accurately even if it does not correspond to the exact chemistry of the 
system. In this respect the meaning ofýfractlonal conversion can be modified from the 
proportion of reacted epoxy rings to a 'calorimetric' conversion. This "calorimetric' 
conversion may or may not coincide with the chemical conversion. As long as there is a 
one to one correspondence between the two, the results of a model for kinetics will be 
identical in terms of curing process characterisation. Since in DSC measurement the 
state of the material 'is represented by a single conversion, this one to, one 
correspondence is expected to hold in all resin systems for which reaction rate is a 
unique function of progress of reaction and temperature. For the specific resin system 
used (RTM6) in this study the* validity of such an approach is reinforced by the 
successful application of empirical cure kinetics model based on DSC (17). 
The third assumption refers to the contribution of the material heat capacity to the DSC 
signal in dynamic cure experiments. When the temperature changes, the sample 
absorbs or emits heat, at a rate defined by its heat capacity. When the heat capacity 
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changes during the experimental run, as it is the case in curing, a baseline which reflects - 
its behaVilour must be found and subtracted from the DSC signal before integration. ,,. 
Typically a dynamic DSC curve has a bell shape, which starts and ends at a plateauIr. - 
corresponding to zero reaction rate at low temperatures and at very high conversion. 
The baseline should connect the two plateaus which are not necessarily level-The 
general practice ' 
is to use a linear or a sigmoidal baseline. However, there is. no.,; 
theoretical justification for the use of such a baseline, since the heat capacity is, not 
expected to change in a linear or sigmoidal fashion during the cure. 
5.3 Experimental details 
Dynamic cure experiments of RTM6 resin were carried out at 0.25,0.5,1,2,4,6,8,10 
and 20 OC/min and isothermal experiments at 120,130,140,150,160,170,180,190-_ 
and 200 OC. Samples were encapsulated in aluminiurn pans. An empty pan was placed 
on the reference side of the instrument. After equilibrating the DSC cell at 80 OC (the 
resin is essentially inert at that temperature) the thermal program was imposed,, by 
following the required heating rate in the case of dynamic experiments or by jumping to 
the cure temperature using a heating rate of 20 *C/min In the case of Isothermal, 
experiments. In all experiments carried out in this study the weight of the sample 
ranged from 3 to 4 mg, in order to ensure that the thermal gradients were negligible. 
Three types of calibration of the instrument were carried out prior to the experiments: 
Temperature calibration: -performed by melting standard substances and measuring 
the difference of the melting points in respect to literature values. This Information is,,, 
used for temperature correction when the instrument translates raw thermocouple., 
signals to temperature. In this study indium was used as the standard. 
Cell calibratibIr -performed by melting a standard of Indiurn and calculating the,, 
1 11 latent heat melting. The ratio of this value to the literature value constitutes the cell,,, 
constant of the instrument and is used during the computation of heat flow from the, -, 
raw thermocouple signals. 
Empty cellcalibratiolz -accounts for cell assymmetry. It is carried out by Imposing to. -, 
the empty cell a thermal program identical to that of the actual experiment. The, 
-,, 
measured signal is subtracted from the subsequent experiment raw signal. 
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The raw experimental result has been obtained by averaging two curves of raw data 
obtained in each case. Although DSC experiments have demonstrated very high 
repeatability in preliminary testing, this procedure was adopted in order to ensure that 
no accidental variations would deteriorate results quality. In all runs the two curves were 
very close to each other, confirming the high repeatability of the method. 
In this study a method proposed by Bandara (197) has been implemented for. the 
baseline correction of dynamic runs. As mentioned in paragraph 5.2 the, initial and final 
plateaus correspond to the initial and the final heat capacity of the curing material. 
* 
The 
heat capacity is expected to change gradually from the initial to the final value. 
_ 
Its value 
at an intermediate point is considered to be a linear function of the progress of reaction 
which at zero conversion results in the initial heat capacity value and at 
-maximum 
conversion results in the final heat capacity value. 
For computational reasons the baseline is considered to be the sum of a fixed number 
(1000) of linear segments. For such short temperature intervals a linear function would 
interpolate satisfactorily the dependence of heat capacity on the temperature. Thus the 
baseline is described by the relations: 
Slope, = Slope,. Q- aj + Slope,,. a, (Eq. 5.2) 
Intercepti = Intercepti. U- ai) + Interceptf .. ai 
(Eq. 5.3) 
where Slopej, Slopej,, and Slopef,,, are the slopes of the ith, the initial and Final 
segment respectively. Similarly Intercepti, Intercepti,, and Interceptfin are the intercepts 
of the ith, the initial and final segment respectively. 
The degree of cure is calculated according to the relation: 
t 
J(S(t) 
- B(t))dt 
of 
f(S(t) 
- B(t))dt 
0 
(Eq. 5.4) 
here S(t) denotes the DSC signal, B(t) its baseline value and tf the final time, while 
the denominator is the total heat of reactilon. 
Combining Eqs. 5.2,5.3 and 5.4 results in: 
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t 
f(S(t) 
- B(t))dt 
f(S(t) 
- B(t))dt 
(Eq. 5.5) B(t) 1 To B 
(0) + T' B(tf If, 
f(S(t) 
- B(t))dt 
f(S(t) 
- B(t))dt 
00 
Since the baseline is required for the Integration, but it also depends on the result of tfj6 
integration, a recursive procedure Is adopted. 
A representation of the developed algorithm for baseline correction, integration and 
reaction rate calculation is given in Fig. 5.2. 
The algorithm begins with the input of raw data which are subsequently interpolated in' 
order to form 1000 experimental data points at regular intervals. Then the baseline 
calculation algorithm starts by selecting its initial and final segments. An iterative' 
solution of Eq 5.2,5.3 and 5.4 takes place, having as initial values zero conversion and 
baseline equal to that of the first segment. When a convergence criterion is met the' 
algorithm exits and the reaction rate is computed numerically. 
i 
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numerical differentiation 
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dai Fti 
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Fig. 5.2 Iterative algorithm for baseline subtraction and integration of DSC curves 
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5.4 Experimental results 
Results of dynamic experiments are summarised in Figs. 5.3 and 5.4. 
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Fig. 5.3 Nofmalised heat flux versus temperature In the dynamic cure of RTM6 
The normalised heat flux curves have the bell shape characteristic of a dynamic cure. At 
low temperatures the reaction is very slow. As the temperature Increases the reaction is 
activated until it reaches a peak value and then deceleration occurs towards a plateau 
value at near complete conversions. At very low heating rates (up to 1 OC, /mIn) a second 
peak is observed towards the end of the cure. In the case of rate-conversion curves this 
is manifested as a second, very small semicircle, which Is not visible In the non- 
normalised data of Fig. 5.4. The second peak is attributed to devitrification (198) which 
occurs when the cure temperature exceeds the ultimate glass transition of the material. 
At higher heating rates the temperature change is too fast for the material to reach a 
conversion sufficient to cause vitrification before the ultimate glass transition has been 
exceeded. Consequently vitrification and devitrification do not occur at these rates. , 
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Fig. 5.4 Reaction rate versus fractional conversion in the dynamic cure of RTM6 
Rate(*C/min) 0.25 0.5 12468 10 
. 
20 1 Average Standard Deviation 
Heat(3/9) 457 453 448 455 444 440 448 435 433 446 9 
TableS. 1 RTM6 epoxy resin heats of reaction at different heatIng rates 
The total heat of reaction obtained from these data is 446 ±9 J/g (Table 5.1). It does 
not vary systematically as a function of the heating rate, except in the case of the two 
faster experiments at 10 and 20 OC/min, where the total heat of reaction appears slightly 
lower. This effect can be explained by the presence of some spikes in the thermogram 
towards the end of cure. At heating rates up to 8 OC/min the spikes occur well after the 
end of the reactlion, whereas at higher heating rates they'interfere with it, forcing the 
integration for the total heating rate estimation to stop slightly earlier than it should. 
Consequently the total heat of reaction is underestimated. 
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Results obtained under isothermal measurements conditions are illustrated in Fig-5.5 
and Fig. 5.6. The bell shape of the isothermal heat flow curves in Fig. 5.5 is attributed to 
the existence of an autocatalytic mechanism in the reaction. The cure at all 
temperatures is completed with the vitrificatlion of the resin after which the reaction 
becomes very slow. Consequently the final conversion reached is less than one and it 
increases as the cure temperature increases, as illustrated in Fig. 5.6. 
It can be observed in Fig. 5.5 that the initial heat flow is non zero as a consequence of 
the commencement of the reaction during the heating ramp towards the isothermal 
temperature. This introduces an error which, as shown in Fig. 5.3 (curve for 20 "C/min) 
is insignificant up to 180 OC. For cures at higher temperatures the effect of the heating 
ramp had to be incorporated in the integration for the degree of cure and reaction rate 
calculation, by starting the integration at a conversion which corresponds to a 20 OC/min 
dynamic cure up to the temperature of the experiment. Therefore the reaction versus 
degree of cure starts at finite conversions for cure at 190 and 200 I'C (Fig-5-6). 
5.5 Modelling method 
The numerical procedure implemented here'to model the cure kinetics is based on the 
essential assumption that the reaction rate at any moment during the curing is a unique 
function of the fractional conversion and of the temperature. As analysed in paragraphs 
5.2 and 2.2 this assumption must hold in order to apply any kind of empirical or 
mechanistic cure kinetics model which results in an expression of the form, 
da 
= f(a, T) dt 
(Eq. 5.6) 
and in order to enable the DSC data to be used as a reaction monitoring technique. 
The validity of such an assumption can be verified by analysing the effects of different 
thermal histories, corresponding to different fractional conversion trajectories, on the 
reaction rate, in cases where the conversions and temperatures are identical despite 
different thermal histories. This can be achieved by comparing reaction -rates measured 
at the same points of the conversion temperature phase space, by isothermal and 
dynamic calorimetry. The superposition of data obtained by dynamic experiments onto 
the isothermal reaction rate-conversion curves is illustrated in Fig. 5.7. 
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Fig. 5.7 Superposition of dynamic and isothennalDSCreacVbn rate-conversion data 
for R TM6 
It can be observed that the reaction rate values obtained dynamically are very close, to,, 
the isothermal measurement curves. Regression analysis applied to the two sets of 
reaction rate values showed that they are related with a linear relationship, with slope of 
1.02 and regression constant 0.997. Thus, thermal and reaction histories do not play, a 
role in the cure kinetics of RTM6 epoxy resin. The basic assumption of reaction rate 
uniqueness within the conversion-temperature phase space is valid, and the reaction 
rate can be considered as a surface in the space defined by the reaction ratel the 
conversion and the temperature. 
The method used can be described as non-parametric kinetics modelling, and, 
constitutes direct application of interpolation on the experimental data. Before 
proceeding to the description of the model operation, it Is useful to reconsider... 
alternative approaches. 
The applicability of empirical modelling based on an analytical expression of the type'of, 
Eq. 5.6 has been investigated by Karkanas (17). It has been found that for the RTM6 
resin system the most appropriate model has the form: 
0 0.2 OA 0.6 0.8 
Fractional Conversion 
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da 
= k, (1-aý'+k2(l - ay'a' (Eq. 5.7) dt 
which is appropriate when the reaction is chemically controlled. As mentioned in 
paragraph 2.2, when diffusion becomes significant the rate- constants should be replaced 
by apparent rate constants, which are a combinatilon of the diffusion rate constant and 
of the above chemical reaction constants. This results in the derivation of a7 to 11 
parameter non-linear equation which has to fit the experimental data. Although the final 
model is well suited to the specific resin system, any alteration of the resin system will 
require the reiteration of the laborious model parameters estimation procedure. 
Therefore a non-parametric method based on direct interpolation of the experimental 
data, which requires only the collection of a new set of DSC curves for every new resin 
system, Is considered as advantiigeous. 
A non-parametric method applied to thermoanalytical kinetics has been developed by 
Serra et al. (199) and is based on the assumption that the kinetics are of the form: 
da 
-= f (a)g(T) (Eq. 5.8) dt 
This has been tested as a possible modelling method for the specific resin used in this 
study. If such an expression is valid the following relation should hold: 
da (a, T) 
dt 
= 
g(T) 
da (a, T. ) g(T) 
dt 
(Eq. 5.9) 
which means that the reaction rate at a specific temperature and conversion divided by 
the reaction rate at a reference temperature at the same fractional conversion depends 
only on temperature. That implies that the curves of the ratio of reactJon rate to the 
reaction rate at the same conversion at a reference temperature versus the temperature 
should coincide for any conversion. Figs. 5.8 and 5.9 show these curves using 180 `C 
and 140 OC as the reference temperatures. 
It can be observed that the ratios do not follow a master curve. A similar deviation from 
a master curve is observed at other reference temperatures. Consequently, the 
simplification implied by Eq. 5.8 cannot be made for RTM6 and the Winetics data should 
be treated as a general surface spanned in the temperature-conversion phase space. 
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In order to perform the two-dimensional interpolation of the experimental data a three 
stage algorithm was developed. Initially the experimental data curves and the point of 
temperature-conversion space for which the reaction rate is required are inserted. Then 
the reaction rate at the specific conversion for all curves is calculated using linear 
interpolation. Thus an 'isoconversional' curve of the reaction rate as a function of the 
temperature is built. The isoconversional curves of RTM6 for various fractional 
conversions are illustrated in Figs. 5.10 and 5.11. Finally, the isoconversional curve is 
interpolated, by a second degree polynomial, in the vicinity of the required output 
temperature and the reaction rate is calculated. A schematic representation of the 
algorithm developed for the above described task of modelling the cure kinetics is given 
in Fig. 5.12. 
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Fig. 5.12 NumedcalkIneticsmodelling aloorithm 
Cure kinetics submodel 
5.6 Model results., validation and applicability 
118 
Results of the numerical kinetics modelling algorithm are compared with experimental 
data obtained by isothermal and dynamic DSC measurements in Figs. 5.13 and 5.14. 
Prior to each test application of the model, the experimental curve corresponding to the 
thermal program simulated was removed from the data used in the interpolation routine. 
Thus the non-parametric kinetics algorithm operates in a predictive manner since no 
data exist for the simulated thermal program. 
It can be observed that the agreement is excellent. The algorithm closely follows the 
chemically controlled part of the curing and successfully reproduces structural 
phenomena like the vitrification and devitrificabon (see for example the knee 
corresponding to the vitrification-devitrification sequence in dynamic runs at very slow 
heating rates and the final degree of cure under isothermal conditions). The latter is 
impossible to achieve in a one step process and without the incorporation of structural 
models with any other modelling technique. 
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A statistical analysis of the results has been carried out in order to quantify the fit. The 
temperature to reach a specific conversion in dynamic runs and the time to reach a 
specific conversion in isothermal runs have been determined using both experimental 
and simulation data. This procedure has been iterated from zero conversion up to the 
maximum conversion for each thermal programme, using a step of 0.01. The percentage 
error has been calculated as an average over the whole thermal programme in each 
case. The results given in tables 5.2 and 5.3 show that the error of the fit is insignificant 
(below 1%) In all cases. 
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Fig. 5.14 Comparison of experiment and model isothermal degree of cure versus time 
curves 
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Temperature(OC) 130 140 150 160 170 180 190 200 
nt, 0.77 0.70 0.32 0.32 0.69 - 0.74 0.37 0.23 
Table 5.3 Percentage ernorin modellingisothermalalres 
Since the model is based on direct interpolation of the experimental data the quality of., 
the simulation depends. on the density of experimental data available. Thus, an 
investigation of the influence of the number of experimental points on the quality of the 
model results has been carried out. A characteristic thermal programme, illustrated in 
Fig. 5.15, corresponding to a cure and postcure cycle has been used in order to compare 
the conversion-time curves obtained by using different number of experimental DSC 
sets. 
Temperature 
12 experiments 
6 experiments 
190 - 
180 - 
170- 
160 - 
150- 
140 
CL 
r: 130 
120 
*a- r 110 - Or 
100-1 0 ý'do - 
18 expedments 
10 expedments 
4 expedments 
1 
0.8 
0.6 
0.4 
, 6- 
0.2 
0 
0 50 100 150 
Time (min) 
Fig. S. 15 Cure kinetics modelling variation as a tuncVon of the number of DSC 
experiments used Converslon versus time curves for a cure-postcure thermal cycle 
applied to R TM6 resin. 
+ 14 expedments 
A, 8 expedments 
Cure kinetics submodel 121 
The experimental curves used in each of the cases illustrated in Fig. 5.15 are given in 
table 5.4. 
18 14 12 10 864 
0.25 OC/min 
0.5 OC/min 
1 OC/mln 
2 OC/mln 
4 OC/min 
6 'C/min 
8 OC/min 
10 OC/min 
20 "C/min 
120 OC 
130 OC 
140 OC 
150 OC 
160 OC 
170 OC 
180 OC 
190 OC 
200 OC 
Ta ble 5.4 Experlments used in the different runs of the kinetics model in order to'establish 
the dependence of results on the number of input data sets 
The curve based on data from 18 experiments is considered as the correct result since 
the modelling procedure applied to the same density of data resulted in insignificant 
errors. The curves based on 14,12 and 10 DSC runs are very close to the actual 
conversion history. In the case of 8 experimental data sets the conversion curve start to 
deviate, especially, in the steep part of the degree of cure curve, while modelling based 
on 6 and 4 DSC measurements sets also deviates in the plateau regions. 
Average errors calculated as the average percentage deviation of conversion from the 
18 experiment based case are given in Fig. 5.16. 
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The error exhibits a high sensitivity to the number of experiments used, up to a point 
(12 experiments in this case). Any further increase in the number of experiments offers 
insignificant additional accuracy. Thus, when such a cure modelling approach is utilised 
the number of experiments should be in the plateau area of the sensitivity curve in order, 
to ensure optimum accuracy. 
Whenever the model has been used in this study, it was based on the maximum number 
(18) of experimental data sets, which is well in its converged regime. 
5.7 Investigation of the effect of reinforcements 
In order to ensure that the cure kinetics model described previously is appropriate for. 
the simulation of kinetics in -composites curing, the effect of the presence of the. p 
reinforcement had to be investligated. Thus, dynamic DSC expedments were performed 
in order to study the curing of RTM6 when reinforcements are present. 
These experiments were carried out at an intermediate heating rate (4 "C/min). Glass, 
and carbon fibres, taken from the reinforcements used in this study (E-glass and T300 
10 15 20 
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carbon), were enclosed in the DSC pan with the resin (50-70 %wt). The conversion 
versus temperature curves obtained are given in Fig. 5.17. 
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Fig. 5.17 Effect of reinforcements on the kinedcs of RTM6. Conversion versus 
temperature curves for dynamic cure at 41CImIn 
The average percentage difference between the curves, calculated as described for the 
data in 5.2 and 5.3 is 0.054 % for the carbon reinforcement and 0.066 % for the glass 
reinforcement, which is considered negligible. Consequently the kinetics model 
developed for the unreinforced resin is valid when these two specific reinforcements are 
present in the composite. 
5.8 Overview 
DSC experiments were used for the development of a numerical procedure that 
simulates RTM6 cure Winetics; by direct interpolation of the experimental data. It has 
been established that the cure kinetics of the specific resin system used do not depend 
on the temperature history. Thus exothermic heat flux measured by DSC corresponds to 
chemical conversion and reaction rate is a unique function of conversion and of 
temperature. 
160 180 200 220 240 260 
Temperature ("C) 
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The application of the numerical model demonstrated an excellent agreement between 
experimental data and simulation results. The algorithm closely follows chemical and, ' 
structural phenomena. The modelling error presents a dependence on the number of 
experiments the interpolation is applied to. There is a critical number of experiments 
above which numerical modelling converges to the correct output. 
The effect of reinforcement on the cure kinetics has been investigated. DSC experiments 
proved that the specific reinforcements do not influence the cure kinetics. 
Chapter Six 
6 Theriiial properties submodels 
6.1 Introduction 
This chapter presents the submodels which perform the incorporation of thermal 
properties in the heat transfer model described in chapter 4. Three submodels, which 
express the changes in density, heat capacity and thermal conductivity during the cure 
of the composite, have been developed. The experimental and theoretical bases of these 
submodels are given and their implementation in the form of subroutines is outlined. 
6.2 Density submodel 
The volumetric behaviour of thermosetting systems (fibre reinforced or unreinforced) is 
governed by two phenomena: -(i) thermal expansion or contraction and (ii) chemical 
shrinkage. The former is a result of temperature variations during the cure and is a 
reversible phenomenon, while the latter has irreversible character and is a consequence 
of the network formation during crosslinking. In epoxy cure, the resin expands during 
heating up, then shrinks as the reaction starts and eventually contracts during cooling 
down (200). The total volume change during cure is a result of the combination of the 
chemical shrinkage and of the volume change due to the accompanying difference in the 
thermal expansion coefficient of the uncured and of the fully cured material. 
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Taking into account the definitions of volumetric thermal expansion a, as the fractional 
rate of volume change as a function of temperature, and of shrinkage y as the 
fractional rate of volume change as a function of degree of cure, the instantaneous 
volume change can be expressed as follows: 
dV dT da 
= Va, -- VY dt dt dt 
The Oensity change as a function of time is: 
dp 
=_pdV dt V dt 
Substitubon of Eq. 6.1 in Eq. 6.2 yields: 
dp, 
= -p. 
(a 
vr 
dT 
_ r. 
da ) 
dt dt 
(Eq. 6.1) 
(Eq. 6.2) 
(Eq. 6.3) 
where a, denotes the coefficient of thermal expansion of the resin. 
In the case of a reinforcing fibre, chemical phenomena do not take place and Eq. 6.3 
becomes: 
dpf 
= -pf af 
dT (Eq. 6.4) 
dt dt 
where avf denotes the coefficient of thermal expansion of the fibre. 
Eqs. 6.3 and 6.4 can be integrated approximately in a stepwise fashion for each element. 
of the heat transfer model. Their incremental forms are: 
P, i = 
P'i-I (Eq. 6.5) 
1+a,,, AT - yAa 
Pf, -l (Eq. 6.6) pf' -1+ avf AT 
Here, pi is the density at the end of the ith time step, p, -, 
the density at the end of the 
ith-1 time step, AT the temperature change during the time step and Aa the fractional, 
conversion change during the time step. 
In order to calculate the density of a composite, the rule of mixtures has to be, 
considered. The form which uses the fibre weight fraction is preferred (Eq. 2.24), since 
in contrast to the fibre volume fraction, the weight fraction does not change during the 
cure. Thus 
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Pipfi (Eq. 6.7) 
Wf Pi + (I - Wf 
)pf, 
The volumetric behaviour of RTM6 epoxy resin has been studied "extensively by 
Holmberg (189). According'to his study the coefficient of thermal expansion of RTM6 
epoxy resin is: 
4.0810-4 "C-' T>Tg 
(Eq. 6.8) 
1.62 10-4 +0.4810-6T *C-1 T<Tg 
The density of uncured resin at ambient temperature is 1.117 g/CM3 and the total 
chemical shrinkage 4.9 %. The glass transition temperature required in Eq. 6.8 can be 
calculated using Eq. 4.13. These values, together with Eq. 6.4, can be used for the 
calculation of the matrix density in each time step, starting from the density of the 
unreacted material. 
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Fig. 6.1 Schematic representation of the density submodel algorithm 
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The calculation of the fibre density can be performed in a similar manner. The density of 
E-glass fibre is 2.54 g/cm' and of carbon fibre C17300 type) 1.8 g/CM3, at ambient 
temperature. The corresponding coefficients of volumetric thermal expansion are 15.1 x- 
10-6 OC' and 5.0 x 10-6 OCI (201,202). After calculation of the density of the 
constituents, Eq. 6.7 can be used for the estimation of the composite density. 
The density calculation procedure, as described previously, has been Implemented In a 
computer subroutine. The algorithmic structure of this subroutine Is illustrated in Fig. 6.1 
and the results obtained for 50 % weight fraction glass and carbon composites are 
shown in Fig. 6.2. 
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Fig. 6.2 Results of the density submodel for 50 KtVo carbon rlbrelRM6 and glass 
fibreIR77V6 composites 
6.3 Heat capacity submodel 
The submodel used for the incorporation of the specific heat capacity in the heat 
transfer operates similarly to the cure kinetics submodel presented In chapter S. The 
technique employed is a direct interpolation on expedmental data, which cover a region 
of the degree of cure and temperature phase space enclosing the processing window. 
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Modulated differential scanning calonmetry (MDSC) has been used to measure the heat 
capacity of RTM6 epoxy resin during the cure and that of the reinforcements used in this 
study. An algorithm has been developed and implemented. 
6.3.1 Experimental method and results 
MDSC is a recent variation of the differential scanning calorimetry technique (203,204)1 
which, by using complex thermal profiles, enables the separation of some of the 
phenomena taWing place simultaneously during a calorimetric experiment to be made. 
The novelty of the technique is the superposition of a sinusoidal perturbation on, the 
linear thermal programme used in standard DSC measurements. -The resulting DSC 
signal can then be analysed using a combination of an averaging and a Fourier 
transform in order to deconvolute the response of the sample to the underlying linear 
segment from its response to the modulation. This way, phenomena which follow the 
time scale of the modulation (reversing phenomena) can be separated from phenomena 
which do not follow it (non-reversing phenomena). 
The thermal programme imposed on the sample has the general form: 
T, = T. + bt +A. sin (cot) (Eq. 6.9). 
Here T, and b are the intercept and slope of the underlying linear segment and 'AT and 
co the amplitude and the frequency of the modulation respectively. 
The response of a differential heat flux calorimeter can be expressed as (205): 
C, 
dAT 
+ KAT _C)dT, dt " dt 
(Eq. 6.10) 
where AT denotes the measured temperature difference of the reference side form the 
sample side, C, the heat capacity of the sample, C, the heat capacity of the reference, 
f the heat flux arising from any events like reaction or transition and K the 
proportionality coefficient connecting temperature difference and the heat flux. 
In the case of an inert sample Eqs. 6.9 and 6.10 have the solution (205): 
_ 
AT + (c, _ C, 
) CAl-w (K cos ca + w(: ý sin cot) (Eq. 6.11) 2 +C02C2 KKR 
or 
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(C, - C, )AT!! AT + COS(Wt - (Eq. 6.12)_ K CqiC2 PK +cR 
where 
tan 0 COCI (Eq. 6.13). 
K 
In the case of an empty pan with heat capacity C on the reference position and an 
identical pan and the sample material with specific heat capacity c. on the sample side'-"ý 
Eq. 6.11 yields (206): 
A 
c. AT 
W) 
+C2 (Eq. 6.14) 
mA. W 
where m is the mass of the sample. 
In an ideal calorimeter Cco << K (205) and 
c. = 
KAAT 
(Eq. 6.15) 
in MT 
Eq. 6.15 is the basis of the calculation of specific heat capacity using MDSC (207,208). 
The phase difference 0 'provides a criterion for the calorimeter performance. If ý the; 
phase difference is very small the temperature difference and the measured heat flux 
are in phase with the time derivative of the sample temperature and Eq. 6.15 for the 
calculation of the specific heat capacity holds. 
In the case of a material undergoing a reaction or a transition, the previous analysis 
cannot be applied without ensuring that the contribution off in Eq. 6.10 is negligible. 
For the heat capacity measurements performed in this study a different approach has 
been adopted using the fact that a validated cure kinetics model is already available.. -, -, 
Assuming that the first term on the left side of Eq. 6.10 is negligible, Le. the calorimeter, -,,,, 
behaves in an ideal way, the following relation can be derived: 
f+ KAT = (C, - Cj 
dT, 
(Eq. 6.16) 
dt 
The term KAT corresponds to the endothermic heat flux measured by the DSC. '7 
Consequently 
ýQ- 
= (c, - C) 
". (Eq. 6.17) 
dt dt 
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Accordingly, the two sides of Eq. 6.17 are in phase and the sample heat capacity is: 
CP = 
Am 
(Eq. 6.18) 
m o)AT 
where A. is the amplitude of the calculated quantity f- 
dQ 
dt 
This procedure for the calculation of the heat capacity, which is illustrated in Fig. 6.3 for 
the isothermal cure of RTM6 resin at 180 "C, has been applied to MDSC results obtained 
under isothermal conditions at 130,140,150,160,170,180,190 and 200 CC, using a 
TA Instruments 1920 MDSC. Two experiments were performed in each case. The 
temperature of the isothermal expedment has been reached by heating the sample at a 
rate of 20 OC/min. The period and the amplitude. of modulation were 60 sec and 1T 
respectively. The cure Winetics model described in chapter 5 has been used, for the 
calculation of the term f in Eq. 6.18. 
- Measured heat flux -Calculated quantity -Reaction heat flux 
0.7 
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Fig. 6.3 Raw, kinetic and reversing heat flows as calculated using Eq. 6.18 
The specific heat capacity versus fime curves resulting from these experiments and the 
from calculation procedure described previously, are illustrated in Fig. 6.4. It can be 
observed that the heat capacity undergoes a step transition during isothermal cure. This 
step corresponds to vitrification. 
05 10 15 20 25 30 35 40 
Cure time (min) 
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FIg. 6.4 Specific heat capacity versus cure time duling isothermal cures of RTM6 
The specific heat capacity of the reinforcements used in this study (E-glass and T3oo 
carbon) has been measured using MDSC. Two dynamic cure experiments were 
performed at 2 'C/min for each reinforcement. The period and amplitude of modulation 
were the same as in the case of isothermal resin cure experiments. The heat capacity 
versus temperature curves, as calculated from the results of these experiments using 
Eq. 6.15, are given in Fig. 6.5. 
The dependence of the heat capacity on temperature can be expressed for modelling 
implementation purposes as a linear function. Linear regression applied to the data of 
Fig. 6.5 results in the following expressions for the specific heat capacity of E-glass fibre: 
CpG= 0.0014T+ 0.841 
and 
cpc = 0.0023 T+0.765 
(Eq. 6.19) 
(Eq. 6.20) 
for the case of T300 carbon fibre. In both cases the regression constant was very high 
(0.996 and 0.997 respectively). 
In Eqs. 6.19 and 6.20 temperature is expressed in "C and the speciffic heat capacity 1_n 
J/g/ *C. These relations can be used for the incorporation of the heat capacity of the 
reinforcements and its dependence on temperature into the models. 
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Fig. 6.5 Specific heat capacity versus temperature for E-glass fibre and 7300 fibre 
6.3.2 Submodel algorithm 
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The heat capacity of the composite can be found using the specific heat capacity of the 
constituents and an appropriate form of the rule of mixtures (Eq. 2.25). The heat 
capacity of the reinforcement is incorporated by using Eq. 6.19 or Eq. 6.20, according to 
its type. In order to calculate the specific heat capacity of the matrix, a model similar to 
the cure kinetics model presented in chapter 5 is employed. The heat capacity of the 
resin is considered as a unique function of the degree of cure and the temperature, i. e. 
a surface, in the heat capacity, temperature and degree of cure phase space. Two- 
dimensional interpolation is applied directly to the experimental data in order to obtain a 
heat capacity value at specific temperature and conversion. 
An algorithm, which operates in three stages, has been developed and implemented In 
order to perform this task. Initially the experimental data curves of Fig. 6.4 and the point 
of temperature-conversion space for which the specific heat capacity is required are 
inserted. Then the heat capacity at the specific conversion for all curves is calculated 
using linear interpolation and an isoconversional curve of the capacity as a function of 
the temperature is built. The isoconversional curves of RTM6 for various fractional 
conversions are illustrated in Fig. 6.6. Finally, the isoconversional curve is interpolated, 
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11, 
by a second degree polynomial, in the Vicinity of the required output temperature and 
the specific heat capacity is calculated. Subsequently, the appropriate model for the heat 
capacity of the reinforcement is used to calculate the fibre heat capacity and the rule of 
mixt ures is employed to obtain the value corresponding to the composite. 
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Fig. 6.6 Specific heat capacity versus temperature isoconverslonal curves of R7M6, 
epoxy resin 
A schematic representation of the algorithm is given in Fig. 6.7. The results of the 
submodel in the case of 50 % weight fraction glass fibre/RTM6 and 50% carbon 
fibre/RTM6 for a characteristic thermal programme of RTM curing are illustrated in Fig. ',. 
6.8. It can be observed that changes in the heat capacity of the resin during the cure 
dominate the variation of the composite heat capacity. 
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Fig. 6.7 Schematic representation of the specific heat capacity'submodel algorithm 
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6.4 Thermal conductivity submodel 
An analytical model for the calculation of the thermal conductivity tensor has been 
developed. The thermal conductivity of the resin has been measured using a new 
experimental method while published data were used for the incorporation of the 
conductivity of the reinforcements. 
i 
6.4.1 Apparatus for the measurement of matrix thermal conductivity during 
the cure 
The specially designed and built measurement cell is illustrated in Fig. 6.9 . It comprises 
a cylindrical copper block with a cylindrical opening in its centre and cooling fins on its 
outside, two insulating disks on the top and the bottom of the copper block, a 
disposable copper tube which is inserted into the block opening and a linear heating 
element which is wound onto the copper block in the spaces between fins. The, top 
insulating disk has two holes for the insertion of the measurement and the control 
thermocouples. The control thermocouple is inserted in the copper block, near the 
disposable tube and the measurement thermocouple is inserted in the centre of the tube 
containing the resin. The inner diameter of the disposable tube is 8 mm and its wall 
thickness 1mm. The height of the copper block is 40 mm. 
The geometry presented in Fig. 6.9 has been selected instead of the conventional hot 
wire and hot plate transient thermal conductivity techniques, due to the nature of the 
material tested which undergoes a liquid to solid transition accompanied by shrinkage 
during the measurement. Since the resin system used is appropriate for resin transfer 
moulding, it reaches very low viscosity when unreacted. Thus any arrangement involvin .9 
plates, is more likely to allow resin leakage than a closed cylinder. Dimensional changes' 
impede the use of hot wire methods, where a linear heating source and a thermocouple 
at a specific distance are used. Resin shrinkage would change the relative position of the 
two and consequently would cause a systematic error in the thermal conductivity 
determination. 
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Fig. 6.9 Schematic of the experimental configuration used for the measurement of 
the resin thermal conductivity during cure 
The control thermocouple and a power circuit, which controls the heating element, are 
connected to a Eurotherm temperature controller which is connected to the serial port of 
a personal computer. The measurement thermocouple is interfaced with the computer 
via a Keithley DAS/TC board. A Visual Basic computer code able to communicate with 
both the Eurotherm controller and the DAS/TC board was developed. This computer 
code can set the temperature profile measured by the control thermocouple and acquire 
data from both the Eurotherm controller and from the DAS/TC board. 
Prior to the measurement the disposable copper tube was filled with liquid resin and 
then the measurement thermocouple was placed in the centre of the resin. Then a 
temperature programme, which was a superposition of an isothermal profile and a 
modulation, was imposed on the cell. All thermocouples were calibrated prior to the 
measurement using the control thermocouple as the reference. Isothermal cure 
experiments of RTM6 epoxy resin were performed at 130,150 and 170 OC using a 
modulation with a period of 2 min and an amplitude of 3 OC. 
Control thermocouple 
position 
Measurement thermocouple 
Copper block 
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Fig. 6.10 General form of the temperature signals acquired duling the alre of R7N6 
resin 
The general form of signals acquired during the experiments is shown in Fig. 6.10 for the 
cure of RTM6 resin at 150 OC. It can be observed that the temperature In the middle bf 
the resin lags behind the temperature of the surrounding copper. This thermal lag is th'e 
basis for the determination of the thermal conductivilty of the curing material as will be' 
analysed in the following paragraph. (Note that the control thermocouple measurement, 
presented in Fig. 6.10 can only give integer values due to the accuracy of the specific, 
controller used in this study. The actual temperature followed by the copper tube. has 
the form of a smooth sinusoidal curve. ) 
6.4.2 Analysis of the thermal response 
I, -,!, -I The thermal conductivity of copper is sufficiently high to allow the assumption, 'of 
uniform temperature of the disposable copper cylinder at a short distance away from its, 
ends. The small value of the cylinder radius in comparison to the cylinder length'(ratio' 
1: 10) allows us to assume uniformity of the temperature within the resin along the axial 
direction, i. e. heat transfer can be considered as two dimensional along the radial 'a'nýd 
the angular directions. The cylinddcal symmetry of the measurement assembly results in 
uniformity of temperature along the angular direction also. Consequently, heat transfer 
22 23 24 25 26 27 28 
Time (mln) 
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can be considered one dimensional along the radial direction. Energy balance then 
becomes (43): 
o 'T OT I o-T da 
, mp =K 5ýT+K--+-H,,,, 
(Eq. 6.21) 
ar& dt 
subject to the boundary condition: 
T(a, t) = T. +A sin (cot) (Eq. 6.22) 
here a denotes the inner radius of the cylinder. This boundary condition expresses the 
fact that the external boundary of the resin is at the temperature imposed. by the 
controller and measured by the control thermocouple. 
The temperature within the resin can be considered as the superposition of an 
underlying temperature T and a cyclic component T, as follows: 
'k ,! T(r, t) = f(r, t)+ T(r, t) 
Substitution of Eq. 6.23 in Eq. 6.22 results in: ... 
07 O-T 
2T 
)xp - +, DCp K &2 
and 
T(a, t) = T. 
T(a, t) =A sin(cot) 
(Eq. 6.25) 
(Eq. 6.26) 
This relation expresses the superposition of the two temperature fields, which in the 
absence of the exothermic heat of reaction term would result in the separation of the 
heat balance into two equations: 
0 'T 02T lo7 
=K 5T+K-- (Eq. 6.27) r 
K 
'ý7 
+K 
IT (Eq. 6.28) 
t r2 rr 
The heat generation term cannot be separated similarly into two components, since the 
reaction rate is not a linear function of the temperature. However, the relative effect of 
the temperature modulation on the exothermic heat of reaction can be investigated. In 
Fig. 6.11 the exothermic heat of reaction, as calculated using the Vinetic model presented 
in chapter 5 for the isothermal cure at 130,150 and 170 11C, is compared with the results 
(Eq. 6.23) 
da -T 
+ +KýLT-+KLE+K10 H,, (Eq. 6.24) &2 r&r& dt 
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of the Winetic model for the cure at the same temperatures where a modulation of 2 PC; 
amplitude and 2 min pe(iod has been superimposed. 
0.25 
ýý 0.2 
0 0.15 
2 0.1 
E 
x 0.05 w 
0 
170 OC 
- Modulated Isothermal 
Fig. 6.11 Comparison of the heat generated from the exothermic cure reaction under'-, - 
isothermal and modulated thermal programmes 
It can be observed that the exothermic heat flow of the modulated cases is very close to_ 
that of the isothermal thermal programmes. The maximum absolute difference between 
the exothermic heat flows of the modulated and isothermal cases and their average 
absolute difference for the three cure temperatures are given in Table 6.1. 
Maximum absolute 
difference 
130 'C 9.2 x 10--3 
150 OC 11.1 x 10-1 
170'C 17.7 x 10-3 
Average absolute 
difference 
2.2 x 10-j 
3.1 x 10-3 
5.8 x 10-3 
Table 6.1 Differences of the exothermic heat under isothetmal and modulated 
thermal programmes 
50 100 150 200 250 
Cure time (min) 
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According to these results, if the exothermic heat is attributed exclusively to the 
underlying component of temperature T, the heat balance of Eq. 6.24 is separated as 
follows: 
'T 49 2TI O'T da 
, mp 
0 
=K- 5T+K--+pH,., - (Eq. 6.29) r dt 
P-P 
TK 2T 
KIT (Eq. 6.30) 
t r2 
+rr 
An error of the magnitude indicated in Table 6.1 is introduced in Eq. 6.30. This error is a 
part of the energy absorbed or emitted by the material and it should be compared with 
07 the term cP in Eq. 6.30. The cyclic temperature time derivative is of the order of 0.1 
CI 
"C/s, an approximate value of the resin heat capacity is 2 J/g/ "C. Thus the heat flow 
component due to the heat capacity of the matedal is approximately 0.2 3/g/s, a value 
at least one order of magnitude higher than the exothermic heat of reaction 
corresponding to the cyclic component. Consequently, the behaviour of the cyclic 
component of the temperature can be approximated by Eq. 6.30, subject to the 
boundary condition expressed by Eq. 6.26. 
This boundary value problem accepts the following steady periodic solution (209): 
, 10 (rV Ficq--pc) 
T(r, t) = ARM P 
IK 
e'(aw) (Eq. 6.31) 
iwpcplK) 
I 
where I,, (x) denotes the modified Bessel function. The modified Bessel function of an 
argument of the form z, \fi- can be analysed as follows (210): 
Ijzýi-)= ber(z)+ ibei(z) (Eq. 6.32) 
where the real and imaginary parts are: 
. 
(- 1)" 
1z2 )2n 
ber(z) 
(4 
(Eq. 6.33) )! 2 
n-0 
(2n 
I)n 
Iz2 )2n+l 
bei(z) 
(4 
(Eq. 6.34) 
+ 1)! 2 
R-0 
(2n 
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Accordingly the solution at the centre of the cylinder becomes: 
T(O, t) = ARM iber(aV_cop_c 
(Eq. 6.35) 
p 
IK bei(aýw_pc, IK 
or 
T(O, t) = Msin (ca - (Eq. 6.36) 
where 
MA2 (Eq. 6.37) 
V[ber(aV_cop_c 
,p 
IK + 
[bei(aV_wpc, _1K 
and 
bei (a Fcop -c 
,p 
1K) 
tan-' TberTa 4 -cop -c (Eq. 6.38) 
,p 
1K) 
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Fig. 6.12 Dependence of the phase angle on the tef 7n containing the thennal 
conductivity 
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By calculating the phase difference between the temperature at the centre and the 
temperature at the copper cylinder wall from the raw data, an estimation of the term 
(a jq--pc 
,, 
IK) can be carried out. The dependence of the angle ý defined in the interval 
2.5 5 7.5 10 
Argument 
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[0,21r] on the argument of thefunctions ber and bei has been performed using the first 
forty terms of Eqs. 6.33 and 6.34 and is illustrated in Fig. 6.12. 
6.4.3 Experimental results 
A computer code, which executes the tasks below, has been applied to the raw data of 
the isothermal cure experiments at 130,150 and 170 OC: 
* Estimation of the time difference between tlýe maxima of the temperature at the 
centre and the wall of the cylinder; 
" Calculation of the corresponding phase angle difference using the value of the time 
difference and the period of the modulation; 
" Inversion of Eq. 6.38 using the data of Fig. 6.12 in tabulated form in order to 
calculate the term Me = 
(a Fc-opcplK) from the phase difference; 
" Calculation of the density and the heat capacity using the submodels presented in 
6.2 and 6.3 for the case of unreinforced material and the kinetic model of chapter 5; 
" Estimation of the thermal conductivity using the relation: 
K= 1a2 copcp (Eq. 6.39) 
Me2 
The thermal conductivity evolution during the cure, as estimated using this procedure, is 
illustrated in Fig. 6.13. It can be observed that the thermal conductivity rises as the 
reaction progresses, due to the increase in the mean molecular chain. size which 
facilitates the propagation of vibrations caused by thermal motion. The thermal 
conductivity undergoes a step change at vitrification. This is attributed to the 
densification of the material occurring at the glass transition. Comparison of the different 
isothermal curves shows that the thermal conductivity of the liquid and rubbery 
materials decreases with increasing temperature at a given conversion. 
In general the data have significant scatter which can be attributed to the inability to 
determine with a high accuracy the maxima of the modulated temperature profiles as 
those shown in Fig. 6.13. Thus, for modelling purposes the data in the region below the 
glass transition are replaced by the lines illustrated in Fig. 6.13. These lines result from a 
linear regression in the corresponding area. 
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Fig. 6.13 7hermal conductivity of RTM6 epoxy resIn as a function of conversion during 
the cure 
6.4.4 Analytical model for the calculation of the thermal conductivity of the 
composite 
Multivarlable regression has been performed on the set of data illustrated in Fig. 6.13 
and the following model has been obtained for the thermal conductivity of RTM6 epoxy 
resin: 
K=0.0008 Ta' -0.001ITa-0.0002T-0.0937a 2+0.22 a+0.12 (Eq. 6.40) 
where temperature is given in T and thermal conductivity in W/m/C. The average' 
absolute error of the fit within the range in which the measurements have been- 
performed is 2.1%. 
The thermal conductivity of E-glass is 1.03 W/m/OC at ambient temperature (211), while"- 
the variation of conductivity of glass with temperature up to 300 OC is negligible (212). 
The longitudinal thermal conductivity of T300 carbon fibre can be expressed as follow's - 
(213): 
K=4.8 + 0.0074 T (Eq. 6.41) 
where temperature is given in OC and thermal conductivity in W/m/OC. 
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The radial thermal conductivity of T300 carbon fibre is 0.84 W/m/OC (211). In this case 
also the sensitivity of thermal conductivity to temperature changes is expected. to be 
very low; for other types of carbon fibre it has been measured to be 0.06 % per "C 
(214). 
To calculate the thermal conductivity of the composite during the cure a model which 
expresses it as a function of the thermal conductivities of the c onstituents is employed. 
All the fabrics used in this study comprised unidirectional layers. The thermal 
conductivity tensor of a single layer has the form (215): 
K,,.,, Kxy 0 
K Kxy Kyy 0 (Eq. 6.42) 
_O 
0 Kzz 
where xy is the fibre bed plane. 
The components of the tensor are connected with the principal conductivities according 
to the relations: 
K,,,, K, cos'(Lx) + K, COS2 
(tX) (Eq. 6.43) 
Kyy K, cos'(1y) + K, COS 
2 (ty) (Eq. 6.44) 
K'K Cos (1y) Cos Qx) + K, Cos (ty) Cos (tx) (Eq. 6.45) XY I 
K. 
z 
Kt (Eq. 6.46) 
Here K, and K, denote the thermal conductivity in the direction parallel (longitudinal 
conductivity) and normal (transverse conductivity) to the fibre respectively, and cos(y) 
is the directional cosine of the angle between the principal axis i and the cartesian 
system of coordinates axis j. 
A variety of models based on considerations of the geometrical arrangement of the 
constituents have been proposed for the estimation of the principal thermal 
conductivities of composite materials (216,217). Among the various models the 
following expressions, which have been validated experimentally in the case of 
continuous fibre thermosetting composites by Farmer and Covert (214), have been used 
in this study: 
K, = vf Kfl + 
(I 
- vf 
)K, (Eq. 6.47) 
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Combination of Eqs. 6.43-6.48 with the expression of the constituent thermal, 
conductivities presented previously can lead to a calculation of the components of the 
thermal conductivity tensor. The results of the model in the case of 50 % weight fraction 
unidirectional glass and carbon fibre for a characteristic thermal programme of RTM 
curing are illustrated in Figs. 6.14 and 6.15. It can be observed that anisotropy is higher 
in the case of carbon reinforcements than in the case of glass, while the effect of the 
variation of the resin thermal conductivity is higher in the transverse d! rection. 
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Fig. 6.14 Results of the thermal conductivity submodel in the case of the cure of a 50 
KtVo (37 vVq) T300 carbonlRM6 resin composite 
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Fig. 6.15 Results of the themal conductivity submodel in the case of the cure of a 50 
wt% (30 vVo) E-glassIRTM6 resin composite 
6.5 Overview 
Three submodels which incorporate the thermal properties of the composite in the heat 
transfer model have been developed and described here. The density submodel 
operates incrementally and takes into account the chemical shrinkage of the resin and 
the thermal expansion or contraction of the resin and of the fibre. The heat capacity 
submodel employs direct two-dimensional interpolation applied to experimental data, 
obtained using MDSC and a calculation procedure which removes the effect of the 
reaction, for the estimation of the epoxy resin specific heat capacity. The result is 
combined with the heat capacity of the reinforcement using the rule of mixtures. The 
thermal conductivity submodel has an analytical form. An experimental method has 
been developed for the estimation of the resin thermal conductivity as it cures and 
literature data were used for the thermal conductivity of the reinforcements. The two 
Tramerse conducthAty 
are combined using an appropriate model based on geometrical considerations. 
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Chapter Seven 
7 Heat transfer modelling of RTM curing 
7.1 Introduction 
In this chapter the heat transfer model described in chapters 4-6 is applied to composite 
curing in a resin transfer mould. The convergence of the numerical procedure is tested 
in the case of RTM curing of a carbon/RTM6 epoxy resin composite. The results of the 
three dimensional and the one dimensional versions of the simulation are set against 
experimentally obtained thermal profiles in order to validate the model performance. A 
series of simulation runs is carried out in order to study the temperature and degree of 
cure distributions during the cure of carbon or glass/RTM6 epoxy resin composites. 
7.2 Convergence of the simulation 
An investigation of the dependence of the simulation results upon the time step and the 
element size has been carried out. The aim of this investigation is to ensure that the 
algorithm converges and that the values of these parameters in subsequent model runs 
are within the convergence area. The case of carbon (T300)/RTM6 epoxy resin 
composite has been selected for the convergence studies as this particular composite is 
one of the two materials used in subsequent simulations and experiments. 
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Four layers of carbon fabric (CTLX 816, BTI Europe) have been considered, in a3 mm 
thick rectangular mould cavity. The top tooling was considered to be 'glass with 
thickness of 25 mm. The thermal properties of the top tooling are given in Table 7.1. 
CP 
(ilgl. C) K(Wlml*C) p(glcml) 
0.84 1 0.78 1 2.7 1 8.5 
Ta bIe7.1 7hermal properties of the glass top tooling 
The surface density of the specific fabric is 816 g/M2 thus, since the density of the fibre 
! S1.8 g/CM3 and the initial density of the resin is 1.117 g/CM3, the fibre weight fraction is - 
69 %. The initial temperature gradient has been considered linear (1 *C/mm). The 
boundary conditions were natural air convection on the glass top boundary (T. =25 OC),, 
and a predefined thermal profile (heating at 1.5 "C/min from 130 OC to 160 OC and then 
isothermal) on the lower side of the composite. When the model domain includes some 
of the in-plane dimensions, an additional boundary. condition accounting for perfect 
insulation (q=O J/s/rn 2) at the corresponding boundaries of the composite is 
incorporated, while the sides of the top tooling plate are considered to be under natural 
air convection. The perfect insulation boundary condition on the sides of the composite 
accounts for the existence of a rubber seal that surrounds the composite in the 
validation experiments performed in this study. 
All these properties and conditions are identical to those used in the validation 
experiments and the simulation runs for the carbon reinforcement case. Here only the 
absolute average temperature differences between runs are presented. The detailed' 
evolutions of the temperature and degree of cure distributions are presented in 
subsequent sections (7.3.2,7.3.5). 
7.2.1 Time discretisation convergence 
The one dimensional model using 21 nodes (10 elements with a thickness of 0.3 mm" 
within the curing composite and 10 elements with a thickness of 2.5 mm within the 
glass top tooling) was solved in 60,120,240,480,960 and 1920 time steps. The total 
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duration of the cudng was 12000 sec (200 min). The average and maximum percentage 
differences between the temperature calculated in each case and the temperature 
calculated in 1920 time steps are illustrated in Fig. 7.1. The average difference was 
calculated over all the nodes of the model, at all times which are common in the two 
time discretisations. 
The convergence of the model is evident. For discretisations finer than 240 time steps, 
i. e. for time step duration lower than 50 sec the average temperature error is lower than 
0.008 % and the maximum temperature error lower than 0.3 %. Thus, a time step 
duration of 45 sec is selected for all subsequent simulation runs. 
2.4 
1.8 
ZZ 
0 1.2 
w 
0.6 
0 
Number of time steps 
Fig. 7.1 Average and maximum temperature error of the simulation results using the 
1920 time steps case as a reference 
7.2.2 Transverse discretisation convergence 
The one dimensional model described previously was executed'using a number of 
different spatial discretisations (5,9,17,33 and 65 nodes). The time step duration was 
fixed at 45 sec. In all cases half of the elements represented the composite region and 
0 500 1000 1500 2000 
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the other half the glass top tooling. The average and ma)CImurn percentage differences, 
between the temperature in each case and the temperature calculated using the 65' 
node model are illustrated in Fig. 7.2. i ýý 
The finite element model converges towards the solution when more than 9 nodes are - 
used. In this area the average and maximum error in temperature estimation are lower' 
than 0.01 % and 0.5 % respectively. Consequently 13 nodes will be used to represent"' 
the thickness of the modelling domain in subsequent models. This number of nodes 
corresponds to 12 elements, 6 with a thickness of 0.05 mm within the composite and 6 
with a thickness of 4.167 mm within the top tooling plate. 
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Fig. 7.2 Average and maximum temperature error of the simulation results using the 
65 nodes case as a reference 
7.2.3 In-plane discretisation convergence 
The two dimensional version of the solver was used in order to calculate the 
temperature and degree of cure distributions during the cure of the previously described 
component, considering an in-plane width of 340 mm. The number of nodes in the, 
thickness direction was 13 and the duration of each time step 45 sec. A number of 
0 15 30 45 60 
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different discretisations in the in-plane direction (6,11,21,41) were tested in order to 
investigate the model convergence. The average and maximum differences between the 
temperature calculated in each case and the temperature calculated using the model 
comprising 41 nodes in the in-plane direction are illustrated in Fig. ý7.3. 
The convergence of the model is evident. When more than 17 nodes are used the 
average absolute temperature difference is lower than 0.05 % and the maximum 
absolute difference lower than 0.3 %. This discretisation corresponds to elements with a 
size of 20 mm, which will be the minimum element size in the in-plane directions utilised 
in subsequent model runs. 
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Fig. 7.3 Average and maximum degree of cure error of the shwulatlon results using the 
41 nodes case as a reference 
7.3 Model validation and application 
7.3.1 RTM curing experiments 
An Isojet RTM facility, which is shown in Fig. 7.4, has been utilised for the validation of 
the heat transfer model. The equipment comprises the resin tank, the control cabinet 
and the mould tool. The tool is shown schematically in Fig. 7.5. It is manufactured from 
0 15 30 45 60 
Number of nodes along the In-plane direction 
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an Alcoa aluminium cast machined plate. Clamping pressure is introduced to the top 
plate, which can be either glass or aluminium, through a clamping plate in which 
windows have been machined, in order to visualise the resin flow. A silicon rubber seal 
which surrounds the mould cavity is present between the top and the bottom plates. 
U. 
4 
". - 
I -t 
it 
Fig. 7.4 The resin transfer moulding facility utilised for the validation of the heat 
transfer model 
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The temperature profile of the mould cavity surface is mapped with K-type 
thermocouples. Each thermocouple can be positioned at different heights so that 
temperature in the thickness direction can also be measured. Temperature data can be 
downloaded into a PC through a DAS-TC thermocouple input board. 
Mould heating is provided by electrical resistance heating elements positioned at the 
bottom of the tool and can achieve a maximum operating temperature of 200 'C. The 
temperature is set via a Eurotherm 808 controller connected to one of the central 
thermocouples of the mould. The controller can be programmed and data are 
downloaded into a PC via a RS-422 interface. 
Glass plate stiffener 
Coupling gasket 
Stccl 1'ranic 
RLibber seal 
Tooling plate 
Heating Elements 
Clamping plate 
Insulating plate 
Fig. 7.5 Schematic representation of the tool of the RTM facility 
Two RTM curing experiments were performed using two different types of triaxial 
reinforcement, T300 carbon and E-glass. The specific fabrics used were CTLX 816 (BTI 
Europe) and E-BX1769 (BTI Europe). The carbon fabric has a surface density of 816 
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g/M2 and comprises three plies (+45/-45/0). Four layers of this material were used in 
the cavity which has a thickness of 3 mm in order to achieve a fibre weight fraction'of 
0.69. The total sequence of unidirectional tow plies was +45/-45/0/01-45/+45/+45/- 
45/0/0/-45/45. In the case of E-glass the surface density of the fabric is 1769 g/M2 and 
the sequence +45/-45/0. Two layers of this material (total sequence +45/-45/0/0/- - 
45/+45) were utilised in order to achieve a fibre weight fraction of 65 
The dimensions of the cavity were 800 mm x 340 mrn x3 mm. The filling was carried" 
out at 120 OC. After filling completion, heating up at 1.5 OC/min was performed up to"- 
160 OC, and then the temperature was kept constant. Two additional thermocouples 
which measure the temperature at the top of the composite and at the mid-thickness 
were placed in the centre of the curing component. The temperature on the top side of 
the glass plate was measured initially in order to establish a value for the initial thermal 
gradient through the thickness, to be used as an initial condition In the heat transfer 
model runs. 
7.3.2 Three dimensional modelling results for the carbon fabric case 
The three dimensional version of the model has been utilised in order to simulate the 
curing of the carbon composite described previously. The finite element model 
comprised 41 x 17 x 13 nodes and the duration of the time step was 45 sec. The total 
duration of the simulation was 9000 sec, thus 200 time steps were used. The cure 
kinetics and the thermal properties were Incorporated as described in chapters 5 and 6. 
Eqs. 6.43-6.46 were employed for the incorporation of the thermal conductivity within 
each element. The starting point of the algorithm was the moment the bottom too] was 
at 130 OC. The initial thermal difference through the thickness was 30 "C according to 
the gradient measured during the RTM experiments. 
The symmetry of the thermal properties and the boundary conditions allows only a 
quarter of the modelling domain to be considered. Two additional zero heat flux 
boundary conditions are required at mid-length and mid-width In order to implement this 
simplification. Thus, the final number of nodes Is 21 x9x 13. 
The three dimensional temperature and degree of cure distributions at different times- 
into the cure are illustrated in Figs. 7.6-7.11. In all contour charts five equal divisions 
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are used. White shading corresponds to the maximum temperature or degree of cure 
and black to the minimum. Some slight asymmetries observed in the fractional 
conversion distributions (Figs. 7.9 and 7.11) at the beginning and end of the curing, 
when the degree of cure is almost uniform, are attributed to the interpolation algorithm 
used to produce the contour charts, since the data were symmetrical. 
In all cases the temperature and degree of cure distributions are mainly one 
dimensional. The in-plane uniformity is disturbed near the sides of the mould (Figs. 7.6 
and 7.7). This is attributed to the lower temperature at the ends of the top tooling due 
to the application of the natural air convection boundary condition on its sides. The 
extent of the in-plane thermal gradient is lower than 10 % of the corresponding 
dimension. The magnitude of the overall in plane thermal difference is approximately 5 
I'C at the initial stages of the cure, increases to 8 *C at the beginning of the isothermal 
segment and then decreases towards a steady state value of about 7 "C at the end of 
the cure (Fig. 7.6). Similarly, the magnitude of the fractional conversion difference 
becomes high (0.3) at the beginning of the isothermal segment due to the temperature 
difference during heating up and then decreases as the curing reaction inside the 
component becomes slower while the outside part continuous to react at a high rate 
(Fig. 7.7). A very low difference (about 0.01) is established at the end of the curing. 
The transverse distributions along the width and length are qualitatively similar (Figs. 
7.8-7.11). The temperature near the sides of the component is lower and consequently 
the cure progresses at a lower rate. The thermal difference along the thickness is 
significantly higher than the in-plane difference and extends across the whole 
component. Initially its value is 10 OC. At the beginning of the isothermal segment it 
increases to 15 OC and then decreases towards a steady state value of 7 OC towards the 
end of the cure (Figs. 7.8 and 7.10). Consequently, the gradient of fractional conversion 
in the thickness direction remains high (0.3) for a longer period (from 40 to 90 min) in 
comparison with the in-plane gradient (Figs. 7.8 and 7.11). These observations lead to 
the conclusion that the thermal and degree of cure gradients developed during the cure 
in the thickness direction are more important than the corresponding in-plane gradients. 
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Fig. 7.6 In-plane temperature distribution at mid-thickness during the cure of a 
carbonIRTM6 composite 
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Fig. 7.7 In-plane degree of cure distribution at mid-thickness during the cure of a 
carbonIR TM6 composite 
700 
500 
E 
E 
300 
1ý8 
100 150 200 250 300 
mm 
. 11. -0,11 
M 
700 
500 
E 
E 
300 
. 1- 
Heat transfer modelling of RTM curing 
2.5 
2.0 
E 
E 1.5 
1.0 
0.5 
0.0 L 
0 
2,5 
2.0 
E 
E 1.5 
1.0 
0.5 
0.0 
0 
2.5 
2.0 
E 
E 
1.0 
0.5 
0.0 
L 
0 
15 
1.0 
0.5 
0.0 
2,5 
20 
1ý5 
1.0 
0.5 
0.0- 
0 
20 
E 
1.0 
0.5 
0.0 
0 100 200 300 
mm 
I, 
_ 
14" -(= 
T-, P, -, t 
121) -, n 
159 
Fig. 7.8 Transverse temperature distribution at mid-length during the cure of a 
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Fig. 7.9 Transverse degree of cure distribution at mid-length during the cure of a 
carbonIRTM6 composite 
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Fig. 7.11 Transverse degree of cure distribution atmid-width during the cure ofa 
carbonIRTM6 composite 
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7.3.3 Comparison of the 1-D and 3-D modelling results for the carbon fabric 
case 
The significance of the heat transfer in the component thickness direction has been 
demonstrated in the previous paragraph. The results of the 3-D and 1-D simulation are 
compared here in order to ensure that the heat transfer along the thickness is one 
dimensional. The thermal properties and the initial and boundary conditions utilised in 
the, one dimensional model run were identical to those used in the 3-D case. Twelve 
elements were used to represent the cure assembly. The duration of the time step was 
45 sec. The temperature evolution during the cure at mid-thickness and on the top of 
the centre of the composite component, as resulting from the two models is illustrated 
in Fig. 7.12. 
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Fig. 7.12 Temperature versus cure time at mid-thickness and on the bottom of the 
carbonIRTM6 curing component as calculated using the I-D and 3-D simulations 
It can be observed that the results of the two models are essentially Identical. The 
average percentage difference is 0.05 %. Consequently, one dimensional modelling can 
be considered representative of the heat transfer In the geometries considered. This 
conclusion is valid for the glass fibre case also, since the lower axial thermal conductivity 
0 40 80 120 160 
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of the glass In comparison with the carbon is expected to limit further the deviation from 
the 1-D situation in the sides of the curing component. 
7.3.4 Validation of the model 
Thermal monitoring results gathered during RTM cure experiments of carbon and of 
glass composites, as described in paragraph 7.3.1, are compared with the one 
dimensional modelling results for the corresponding cases in Figs. 7.13 and 7.14. The 
models comprised 12 elements and were run in 200 time steps with duration 45 sec. 
The boundary conditions were a predefined temperature at the lower side of the curing 
component and natural air convection on the top of the glass tooling plate. 'The initial 
temperature was 130 T at the lower side of the component and the initial thermal 
difference across the thickness was 30 T. The material details are those given in 
paragraph 7.3.1. 
It can be observed that the temperature on the middle plane of the component is 
predicted very accurately in both cases. The average absolute percentage difference 
between the simulation results and the measurement is 0.32% for the carbon composite 
and 0.30 % for the glass composite. In contrast, there is a greater difference between 
the temperature measured and that predicted by the simulation on the top of the 
composite component. Although the average percentage difference is low (0.69% and 
0.85% for the carbon and glass composites respectively), the temperature predicted by 
the model is systematically lower than that measured during the experiment. This result 
can be attributed to the finite size of the measuring thermocouple tip. When the 
measurement is performed in the middle of the component, the centre of the 
thermocouple tip remains constant at half thickness as it is enclosed between two layers 
of fabric. In contrast, the thermocouple placed on top of the curing component is in 
contact with the rigid top tooling. Consequently, the centre of its tip is displaced toward 
the lower side of the composite and the temperature it measures is higher than the one 
corresponding to the composite-tooling interface. Therefore, it can be concluded that 
the simulation predicts the temperature distribution with a satisfactory accuracy. 
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Fig. 7.13 Experimental and simulation temperature versus Ume curves corresponding 
to the cure of the carbonARTM6 composite 
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Fig. 7.14 Experimental and simulation temperature versus time curves corresponding 
to the cure of the glassIRTM6 composite 
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7.3.5 One dimensional application of the model 
The behaviour of a glass and of a carbon reinforced composite component during the 
cure using two types of top tooling (glass and aluminium) has been investigated. The 
details of the 1-D models were identical to those presented in section 7.3.4. The 
properties of the glass top tooling are given in Table 7.1, while the properties of the 
aluminium are presented in Table 7.2. 
(Jlgl* C) I K(Wlml*C) I P(g / cm 3) 
1 
h(WIM2 
0.90 1 160 1 2.7 1 2.5 
Ta bIe7.2 7hermal propettles of the aluminium top tooling 
The temperature at the nodes and the degree of cure in the elements as functions of 
cure time are given in Figs. 7.15 and 7.16 respectively, for the glass tooling moulding of 
the carbon composite. The corresponding curves for the aluminium top tooling case are 
illustrated in Figs 7.17 and 7.18. 
It can be observed that there is a significant thermal gradient in both cases throughout 
the cure (Figs. 7.15 and 7.17). The temperature in the component decreases as the 
distance from the bottom tool increases. When the bottom of the composite reaches the 
temperature of the isothermal segment, the rest of the component continues to heat up 
until a steady state is established. The time at which the steady state is reached 
increases with increasing distance from the bottom. The temperature distribution 
appears wider in the case of the glass top tool. This fact is attributed to the lower heat 
transfer coefficient corresponding to a metallic surface in comparison with a glass 
surface. As more heat is released to the environment when the glass top is used, the 
difference of the temperature on the top and of the temperature on the bottom is- 
higher. 
Similarly, the degree of cure shows a significant variation along the thickness during the 
cure (Figs. 7.16 and 7.18). Initially the fractional conversion gradient increases with time 
as a result of the cumulative effect of the temperatur6 difference. After a point the 
reaction deceleration at locations where a high conversion has been achieved causes a 
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decrease in the conversion gradient, since areas of the component which have a lower'- 
conversion continue to react at a high rate. Towards the end of the cure a very low 
overall gradient in conversion is established (about 1%). 
Features of the heat transfer behaviour, which have some special interest in practical- 
terms, are the thermal gradients and the spatial distribution of vitrification Umes; the ' 
former because it is connected to the development of residual stresses in the component' 
and the latter because it controls the duration of the curing stage. The thermal gradient 
at different location in the component as a function of time is illustrated in Figs. 7.19 
and 7.20 for the glass and aluminium top tooling cases respectively. In the glass tool 
case the thermal gradient increases during heating up due to the temperature lag of the 
higher areas of the component, whereas its distribution along the thickness is uniform. 
In the isothermal segment the thermal gradient decreases towards a steady state Value. 
Lower areas of the component have lower thermal gradient as a result of the exothermic 
character of the cure. As the reaction is faster near the bottom heating surface, the 
lower levels of the component tend to reach the isothermal temperature and the 
subsequent minimal gradient faster than the higher levels of the component. With 
completion of the reaction a steady state uniform value of about 2 'C/mm is established., 
The thermal gradient distribution in the aluminium top case shows similar behaviour; in 
this case the lower heat transfer coefficient causes a decrease in thermal gradient from 
the beginning of the cure. The thermal gradient established at the end of the curing is 
significantly lower (about I 'C/mm) 
The distributions of vitrification times in the component as estimated by the step in heat 
capacity, calculated by the appropriate submodel, for the glass and aluminiurn tooling 
cases are illustrated in Fig. 7.21. It can be observed that vitrification occurs 20 min later 
on the top side of the component in the case of glass tooling. The vitrification lag is 
lower (about 10 min) when the aluminiurn plate is used due to the existence of smaller 
thermal gradients. 
Heat transfer modelling of RTM curing 168 
160 
150 
140 
E 
1! 
130 
120 
Fig. 7.15 Temperature as a function of cure time at different levels in the carbonIRTM6 
, composite in the case of glass top tooling 
0.8 
(P 
0.4 
0 
LL 
0.2 
0 
Fig. 7.16 Degree of cure as a function of cure time at different levels In the 
carbonlRTM6 composite in the case of glass top tooling 
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Fig. 7.17 Temperature as a function of cure time at different levels in the carbonlRTM6 -4 
composite in the case of aluminium top tooling 
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Fig. 7.18 Degree of cure as a function of cure time at different levels in the 
carbonIRTM6 composite In the case of aluminium top tooling 
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Fig. 7.19 7hermal gradient as a function of cure time at different levels in the 
carbonIRTM6 composite In the case of glass top tooling 
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Fig. 7.21 Onset of the step In heat capacity at different levels in the carbonIRTM6 
composite 
The behaviour of the glass reinforced composites is presented in Figs. 7.22-7.28. The 
characteristics are qualitatively identical to those of the carbon-fabric case. Significant 
thermal (Figs. 7.22 and 7.24) and degree of cure (Figs. 7.23 and 7.25) gradients are 
developed in both tooling cases (glass and aluminium). The magnitude of gradients is 
higher in the glass composite (Figs. 7.26 and 7.27) in comparison with the carbon 
composite due to its lower fibre volume fraction (0.45 in contrast to 0.59), although the 
radial thermal conductivity of the glass fibre is higher. As a result of the greater thermal 
gradients the distribution of vitrification times is slightly wider as can be seen in Fig. 
7.28 (22 and 12 minutes for the glass and aluminium tool cases respecdvely). 
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7.4 Overview 
The heat transfer model was validated and applied to the case of RTM curing of carbon 
and glass fibre reinforced/RTM6 composites. The numerical convergence of the 
simulation was tested and an appropriate range of parameters (time step duration, 
transverse elements size and in-plane elements size), where convergence is ensured, 
was found. RTM carbon and glass reinforced composites cure experiments were 
performed. The comparison of monitoring results with simulation results showed that 
the model operates with a satisfactory accuracy. 
Three dimensional and one dimensional simulations were performed. In the geometries 
considered, heat transfer phenomena can be represented by the one dimensional model 
as the in-plane temperature and degree-of-cure distributions were found to be 
approximately uniform. 
As a case study the one dimensional version of the model was used in order to 
investigate the temperature and degree-of-cure through the thickness distributions 
during the cure of carbon and glass reinforced composites using different tooling. 
Significant gradients in both temperature and conversion were observed. These 
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gradients were higher in the glass composite case in comparison to the carbon and 
lower in the aluminlurn top tool plate in comparison' to glass. Further application of the 
model will be reported In chapter 10 where the inverse solution of the heat transfer 
problem will be described. 
Chapter Eight 
8 Impedance cure monitoring 
8.1 Introduction 
In this chapter results from the application of impedance cure monitoring are reported. 
The technique has been used to monitor both isothermal and dynamic cure of RTM6 
epoxy resin. The aim of cure monitoring is to give an accurate estimate of the progress 
of reaction preferably In-situ and in real time. Since both temperature and degree of 
cure affect the dielectric and impedance signals, a way to separate their effect is 
required for industrial composites production monitoring. A method that enables this 
separation to be made is presented here. The manifestation of structural phenomena 
like vitrification In the Impedance signal is also investigated. 
8.2 Experimental details 
Impedance measurements were performed using a Solartron SI 1260 frequency 
response analyser. The instrument communicated with a computer via an IEEE interface. 
A purpose built software code developed In 1997 by Dr P. I. Karkanas has been utilised 
to drive the frequency response analyser and collect the raw data. 
Commercial sensors (GIA) comprising an assembly of interdigitated electrodes printed 
on a polymeric film were used in this study. For an illustration of this type of sensors see 
Impedance cure monitoring 178 
Fig. 3.9. After soldering on the cables that connect the analyser to the sensor, the 
sensor was immersed in a glass tube containing liquid resin. Then the glass tube was'--. 
placed in a hollow copper cylinder surrounded by heating elements, which were 
controlled by a Eurotherm temperature controller. A control thermocouple was placed in 
a hole on the wall of the hollow cylinder. A second thermocouple was placed in the glass 
tube in order to record the actual thermal profile of the resin. 
In all measurements shielded cables were used. Where for flexibility purposes or due to 
size limitations the use of unshielded wirbs was necessary, shielding was provided by 
enclosing the wires in aluminium foil, which was subsequently connected to the earth of 
the analyser. In all cases the capacitance of the system before connecting the sensor 
was 50-100 fF, which is negligible in comparison with the air 
, 
capacitance measured by 
the sensor (usually in the order of 10 pF). It should be noted that using unshielded 
cables even with a length in the order of 10 cm results in an open circuit capacitance of 
some pFs. This capacitance is sensitive to the relative position of the cables and adds a. - 
significant and non reproducible error to the measurement. 
All experiments were duplicated in order to avoid accidental errors. The measurements 
were performed in the frequency range between* 1 Hz and 1 MHz. Twenty-five 
frequencies were swept on a logarithmic scale. 
8.3 Experimental results 
8.3.1 Isothermal experiments 
Isothermal cure experiments on RTM6 epoxy resin were performed at 130,140,150 and 
160 "C. The evolution of real and imaginary impedance spectra during the cure at 150 
and 130 'C is illustrated in Figs. 8.1 and 8.2 respectively. The results of Isothermal 
experiments at 140 and 160 "C show equivalent behaviour. 
It can be observed that the real impedance spectrum comprises a plateau at low, 
frequencies and a region where the impedance decreases as the frequency Increases. 
The latter region starts as a linear decrease, which becomes less Intense towards very - 
high frequencies, indicating the existence of another plateau at frequencies beyond 1 
MHz. The imaginary impedance spectrum comprises three linear regions separated by a 
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minimum and a maximum. At very low frequencies imaginary impedance decreases with 
frequency, reaches a minimum value and then increases up to a maximum. Further 
increase of the frequency results in a linear decrease of, the imaginary impedance 
logarithm. 
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Both spectra show a strong dependence upon material state as it changes during the 
cure. The real impedance plateau value increases as the curing progresses, whereas the' 
frequency where the plateau ends decreases. Both the minimum and maximum of ' 
imaginary impedance increase as curing progresses. The whole imaginary impedance 
spectrum is shifted to lower frequencies as the reaction progresses but, unlike in the 
case of the real impedance the final linear part remains constant. 
The behaviour of the spectra can be used in order to explain the impedance at a fixed 
frequency versus time curves illustrated in Fig. 8.3. Here only the results of the cure at 
150 'C are presented; the other isothermal experiments yield equivalent results. 
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Fig. 8.3 Evolution of impedance at fixed frequencies during isothetmal cure at 150 OC 
As far as the real impedance is concerned four types of behaviour can be distinguished: 
(i) At very low frequencies, which are within the plateau region of the spectrum 
throughout the cure, real impedance increases monotonously and stabilises 
towards the end of the cure. The curve corresponding to 10 Hz demonstrates 
this type of behaviour in Fig. 8.3. a. 
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At intermediate to low frequencies (1 kHz* in Fig. 8.3. a) as the reaction 
progresses the real impedance Increases up to the point where the transition 
from the plateau to the linear region is shifted to a frequency lower than the 
measurement frequency. Then the real impedance decreases, as a result of the 
shift of the decreasing part of the spectrum towards lower frequencies. 
Consequently a peak appears in the real impedance versus cure time curve. 
At intermediate to high frequencies (10 kHz in Fig. 8.3. a) the real impedance 
increases slightly for a short time interval at the beginning of the cure due to the 
increasing behaviour of the plateau value. Subsequently, the shift of the 
transition point to lower frequencies causes a real impedance decrease. Towards 
the end of the cure (at about 70 min) a slight peak occurs. This peak Is 
attributed to the existence of a point in the decreasing part of the spectrum at 
which the order of the spectra at different times reverses. For example the 74 
min cure time spectrum represented by the open triangles in Fig. 8.1. a has the 
lowest values between 100 Hz and 1 kHz, whereas it has higher values than the 
62 min curve at 10 kHz. 
(iv) At very high frequencies the value of the real impedance decreases from the 
beginning of the cure as a result of the fact that very high frequencies are 
outside the plateau region. The peak towards the end of the cure is more 
pronounced (see the 100 kHz curve in Fig. 8.3. a). A clear justification of the 
existence of this peak is illustrated in Fig. 8.4. a, where a detail of the spectra at 
the end of the Isothermal cure at 130 *C is shown. There it can be observed that 
different spectra intersect and reverse their relative order at a specific frequency. 
This frequency increases as the cure time of the spectrum corresponding to the 
lower impedance values at lower frequencies increases. Thus, at 100 kHz an 
intermediate spectrum, that corresponds to 151 min cure time, has the highest 
real impedance value. This is demonstrated as the peak observed in the real 
Impedance versus time curves at very high frequencies of Fig. 8.3. a. - 
The imaginary impedance has monotonous behaviour throughout the cure due the 
shifting behaviour of 'the spectrum. However, different types of curves can be 
disdnguished as follows: 
.i 
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At very low frequencies (10 Hz in Fig. 8.3. b) imaginary impedance increases,, 
slowly in the early stages of the reaction. Then a steep increase is observed 
towards a plateau value at the end of cure. This behaviour can be explained by 
the fact that initially very low frequencies are within the first decreasing segment 
of the imaginary impedance spectrum (Fig. 8.1. b) which shows a slow change in 
level. When the minimum of the spectrum approaches the frequency of the 
measurement the impedance increases rapidly. This is expressed as a stepý 
change, which ends when the maximum of the spectrum reaches the 
measurement frequency. 
At low to intermediate frequencies (1 kHz in Fig. 8.3. b) imaginary impedance 
shows a fast increase from the beginning of the cure and stabilises towards the 
end of the reaction. This behaviour occurs as from the beginning of the cure 
intermediate frequencies are outside the linear decrease region of the spectrum 
(Fig. 8.1. b). 
At intermediate to high frequencies (10 kHz in Fig. 8.3. b) there is an initial rapid 
rise of the imaginary impedance value which can be attributed to the initial 
position of the high frequencies outside the linear decrease regime of the 
spectrum. Then imaginary impedance stabilises and a second slight step appears 
(knee). Eventually the imaginary impedance stabilises at the fully cured material 
value. 
(iv) The same behaviour without the initial increase is observed at very high 
frequencies (100 kHz in Fig. 8.1b). The knee towards the end of the cure is 
more pronounced. As observed in Fig. 8.1. b the frequency-time window In which 
this knee occurs is within the final decrease region of the spectrum. In order to 
gain an insight in its existence, a detailed examination of this part of the 
spectrum is required. Fig. 8.4. b shows the imaginary impedance spectra at every 
10 minutes towards the end of the cure at 130 "C at frequencies between 10 kHz 
and 100 kHz. It can be observed that the whole linear part of the spectrum 
increases as the cure progresses. The rate at which the value of imaginary, 
impedance increases is low between 120 and 140 min, high between 140 and 
170 min and low again between 170 and 190 min. Analogous behaviour is 
observed In the rest of the isothermal experiments. In terms of imaginary 
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impedance at a fixed frequency this behaviour is translated to the knee observed 
in Fig. 8.3. b. 
In Fig. 8.5 the cure time where the knee of the imaginary impedance and the second 
peak of the real part of the impedance, as represented by the time of the inflection point 
and the maximum respectively, occur are plotted versus the frequency at all Isothermal 
cure temperatures (130,140,150 and 160 OC). It can be observed that within the 
accuracy of the measurement the two coincide. In addition, the cure time at which these 
events take place shows no dependence on frequency of measurement in the range 
from 10 kHz to 1 MHz. 
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8.3.2 Dynamic experiments 
Dynamic cure experiments of RTM6 resin were carried out at 0.25,0.5,0.75,1,1.25, 
1.5,1.75 and 2 'C/min. The evolution of the real and imaginary impedance spectra for 
the experiment at 0.25 OC/min is illustrated in Figs. 8.6 and 8.7 respectively. 
The behaviour illustrated in Figs. 8.6 and 8.7 is characteristic of all dynamic cure 
experiments of RTM6 epoxy resin. The form of both spectra is identical to the isothermal 
case, i. e. the real impedance spectrum comprises a plateau and a linear decrease 
region, and the imaginary impedance spectrum comprises a minimum, a maximum and 
three linear regions. However, the evolution of the spectra is more complicated in the 
dynamic case due to the combined influences of temperature and of state-of-material 
changes. 
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In the initial stages of the dynamic cure the real impedance plateau value decreases and 
the frequency where the plateau ends increases (curves at 50 and 100 OC in Fig. 8.6) as 
a result of the rise in temperature. At higher temperatures (curves at 135,140 and 150 
OC in Fig. 8.6) the spectrum shows the behaviour observed in isothermal cure, 1. e. the 
plateau value increases and the plateau end frequency decreases. This can be attributed 
to the domination of material state connected phenomena to the signal. When 
temperature increases further the situation reverses (curves at 170,180,190 and 210 OC 
in Fig. 8.6) and due to temperature changes domination in the signal, the plateau value 
decreases and the plateau end frequency increases. Analogous phenomena are 
observed in the evolution of the imaginary impedance spectrum. At low temperatures 
the spectrum is shifted to higher frequencies and the maAmurn and minimum values 
decrease (curves at 50 and 100 OC in Fig. 8.7). At intermediate temperatures (curves at 
135,140 and 150 OC in Fig. 8.7) the behaviour observed in isothermal cure is 
reproduced, i. e. the spectrum is shifted to lower frequencies and the maximum and 
minimum values increase, implying material state changes domination. Further Increase 
in temperature (curves at 170,180,190 and 210 OC in Fig. 8.7) leads to temperature 
changes domination, i. e. the whole spectrum is shifted to higher frequencies and the 
maximum and minimum values decrease. The way this complicated behaviour 
translates to impedance evolution at fixed frequencies is illustrated in Figs. 8.8,8.9 and 
8.10. 
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Three types of behaviour can be distinguished in the real impedance at fixed frequency 
versus time curves: 
At very low frequencies (Fig. 8.8. a) the real impedance curve reflects the 
changes of the plateau value of the spectrum (Fig. -8.6). Initially the plateau 
value decreases as a* result of heating up while the material state is stable. 
Further into the cure the plateau value stabilises, indicating the competing and 
mutually cancelling influence of temperature rise and reaction advancement. At 
higher temperatures (100 and 150 OC for the 0.25 T /min curve) the reaction 
advancement'dominates the changes in the plateau value. This phenomenon is 
combined with the approach of the plateau end region of the spectrum resulting 
in a steep increase of the real impedance value. When the spectrum reaches its 
highest level (at 150 T for the 0.25 OC/min curve), the situation is reversed and 
the spectrum starts shifting to higher frequencies while the plateau value 
decreases. This behaviour implies temperature change domination and results in 
the decrease of the real impedance value. For the slowest heating rate curve at, 
very high temperatures (approximately 220 OC) the negative slope of the real 
impedance value increases further. 
(ii) At intermediate frequencies (Fig. 8.9. a) the evolution of real impedance exhibits 
different behaviour. It increases initially, then decreases towards a minimum and 
eventually increases. This behaviour can be explained by the fact that the 
frequency corresponding to the curves illustrated in Fig. 8.9. a is within the linear 
decrease regime of the spectrum from the beginning of the cure. Consequently 
the shift of the spectrum towards higher frequencies during the initial heating up 
stage results in the rise of the real impedance value. When the reaction 
dominates, it shifts the spectrum to lower frequencies. This results in the 
decrease of the real impedance value at a fixed frequency. Towards the 
completion of the reaction the situation reverses again to the temperature 
dependence observed during the initial stages of the cure. At very high 
temperatures the real impedance value decreases as a result of a general 
translation of the spectrum to lower values. An interesting feature of this 
frequency range is the slight second peak in the real Impedance observed after, 
the decreasing part in the curve of the cure at 0.25 OC/min. This. phenomenon is 
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illustrated In detail in Fig. 8.11. In Fig. 8.11. a it can be observed that this peak 
occurs at the same time for all intermediate to high frequencies. The reason of 
its occurrence is the same as that for the real impedance peak observed towards 
the end of Isothermal cure, i. e. the intersection of the spectra at'different 
temperature at a specific frequency which reverses their order (as shown in Fig. 
8.11. b). 
At very high frequencies (Fig. 8.10. a) the behaviour is similar to that at 
intermediate frequencies apart from the initial part of the real impedance versus 
time curve which shows a constant behaviour. This is attributed to the presence 
of a second plateau at very high frequencies in the spectrum of the unreacted 
material, as illustrated in Fig. 8.6. Thus the shift of the spectrum to the right has 
initially no Influence since the spectrum moves along this plateau. 
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The imaginary impedance curves have the following types of behaviour according to the 
frequency region the measurement is performed: 
(i) At low frequencies (Fig. 8.8. b) imaginary impedance decreases initially, then 
stabilises, increases and eventually decreases towards the end of the cure. The 
initial decrease is attributed to the fact that at low temperatures, and when the 
material is unreacted, frequencies in the order of 1 Hz are very close to the 
minimum which decreases as a result of the temperature rise (Fig. 8.7). At 
higher temperatures the frequency is within the first linear part and similarly to 
the isothermal case, imaginary impedance shows constant behaviour as a result 
of the shift of the spectrum along this line. When the reaction dominates the 
signal, the spectrum is shifted to lower frequencies and the maximum and 
minimum values increase, resulting in the rise df the imaginary Impedance value. 
The final decrease is explained by the decrease of the maximum and minimum 
value and the shift of the spectrum towards higher frequencies when 
temperature changes dominate the behaviour of the material near the 
completion of the reaction. 
At intermediate to high frequencies (Fig. *8.9. b) the imaginary Impedance 
remains constant during the heating up of the unreacted resin. This is a result of 
the initial position of this frequency range in the final linear part along which the 
spectrum shifts. When the shift of the spectrum to higher frequencies causes the 
approach of the spectrum maximum (Fig. 8.7) to the measurement frequency, 
further shift lowers the value of imaginary impedance. Subsequently the general 
increase of the spectrum due to the domination of the reaction Increases the 
imaginary impedance. Towards the end of the reaction, when temperature 
changes dominate again, the behavilour is reversed and the imaginary impedance 
decreases. The existence of a knee can be observed in the increasing part of the 
imaginary impedance versus time curve corresponding to 0.25 'C/min of Fig. 
8.9. b. This knee is shown for different frequencies In the range of 3-20 kHz in 
Fig. 8.12. a. The corresponding spectrum window illustrated In Fig. 8.12. b shows 
that the explanation of the knee existence is identical to the isothermal case, i. e. 
the uniform shift of the final linear part of the spectrum in a step fashion. 
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At very high frequencies (Fig. 8.10. b) imaginary impedance reflects the changes 
in the final linear part of the spectrum. Since phenomena occurring in the rest of 
the spectrum do not influence this frequency range, the knee at the end of the 
cure is more pronounced. 
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The cure temperature at which the knee of the imaginary impedance and the second 
peak of the real impedance occur, as represented by the corresponding inflection point 
and maximum, are illustrated in Fig. 8.13. It can be observed that, similarly to the 
isothermal case, the temperatures of the inflection point of the imaginary part of 
impedance and of the maximum of the real part coincide and show no dependence on 
the frequency of the measurement. The peak of the real impedance at intermediate 
frequencies begins to be hindered by the rest-of the material response as the heading 
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rate 
- 
of the experiment increases. When the heating rate increases beyond 1.25 OC/min 
the two characteristic points disappear from the Impedance response. 
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Fig. 8.13 Temperature at which the second peak of real impedance and the knee of 
imaginary Impedance appear 
8.4 Equivalent circuit representation of the material response 
In order to obtain an equivalent electrical circuit representation of the material response, 
the general form of real and imaginary impedance spectra as illustrated in Figs. 8.2,8.6 
and 8.7 has to be compared with the response given by circuits that Imitate the physical 
phenomena occurring in the material. As mentioned in paragraph 3.4.4, the general 
equivalent circuit of thermosetting systems comprises two capacitors, representing 
electrode polarisation, connected in series with a subcircuit of a resistor, which 
represents migrating charges, and a relaxation circuit connected in parallel. The 
relaxation circuit comprises a resistor and a capacitor corresponding to permanent 
dipoles in parallel with another capacitor corresponding to induced dipoles. This circuit 
and its impedance response are shown in Figs. 3.6 and 3.7 respectively. The real 
impedance spectrum comprises a plateau at low frequencies, a step drop towards a 
second plateau at intermediate frequencies and a linear decrease region at high 
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frequencies. The imaginary impedance spectrum comprises a linear decrease segment at 
low frequencies, a minimum which is followed by a linear increase at intermediate 
frequencies, a maximum which is followed by a linear decrease and a shoulder which is 
followed by a linear decrease. According to Eqs. 3.16 and 3.17 the impedance of this 
circuit is: 
Z=- 
R, 
[W 2 Csd 2 Rid (Rsd+RI)+1] 
w2 
(CsdRi+ CdRid + CidR, 
)2 
+(w2 CsdRsdRiCid -ly 
[( .22 
(Eq. 8.1) 
R i)3C id 
Rsd Ri Cid + ct)Ri 
(Cid + Csd 2 
2 )2 (2 (Csd R, + CM Rsd + Cid Ri + 0) CdRsdRiCid -ly 
, Accordingly the behaviour of such a circuit at very high and very low frequencies 
becomes: 
log 
0 
d log 
Zw, 
(Eq. 8.2) 
w_+o 
d log Tj 
l 10- ,c og c ') (Eq. 8.3) 
dlogZ" 
d log co (Eq. 8.4) 
d log Z"I 
W-*00 
=-I (Eq. 8.5) 
The experimental spectra slopes at very high and very low frequencies are given in 
Table 8.1. For each experiment the values of the slopes when the corresponding linear 
segment Is well formed in the spectrum were averaged for the calculation. 
I 
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d log Z' dlogZ' 
d log co 
_. o 
Id 
log w 
Average St. dev. Average St. dev. Averag 
130 OC -0.05 0.01 -0.88 0.05 -0.43 
140 OC -0.05 0.01 -1.00 0.11 -0.47 
150 OC -0.06 0.01 -1.27 0.21 -0.46 
160 OC -0.03 0.01 -0.97 0.11 -0.51 
0.25 "C/min -0.02 0.02 -1.16 0.08 -0.55 
0.5 "C/min -0.01 0.01 -1.20 0.07 -0.56 
0.75 OC/mln -0.01 0.02 -1.20 0.08 -0.49 
1 OC/min -0.01 0.03 -1.25 0.08 -0.50 
1.25 OC/min -0.01 0.03 -1.28 0.08 -0.51 
1.5 OC/min -0.01 0.03 -1.22 0.15 -0.52 
1.75 OC/min -0.01 0.02 -1.24 0.12 -0.49 
2 OC/min -0.01 0.03 -1.27 0.13 -0.53 
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dlogZ" 
d log 0) )dw-1.0 
d log V' 
d log a) 
J. 
_.. 
! 
St. dev. Average St. dev. 
0.02 -0.99 0.01 
0.01 -0.99 0.01 
0.01 -0.99 0.01 
0.01 -1.00 0.01 
0.03 -0.99 0.01 
0.02 -0.99 0.01 
0.03 -0.98 0.01 
0.04 -0.98 0.01 
0.05 -0.98 0.01 
0.04 -0.98 0.02 
0.04 -0.98 0.01 
0.04 -0.99 0.02 
Table 8.1 Slopes of the real and imaginafy impedance spectra of RTM6 at high and low 
frequencies 
It can be observed that the experimental slope of imaginary impedance at very high 
frequencies and of real impedance at low frequencies follow the prediction of the 
equivalent circuit model. In contrast the slope of imaginary impedance at low 
frequencies is -0.50±0.03, a value which is half of the value predicted by the model, and 
the slope of real impedance at high frequencies ranges from -1.28 to -0.88 instead of -2 
which is the model value. Another general observation is that the real impedance 
spectrum does not have the double step form corresponding to the equivalent circuit 
model, and the imaginary impedance does not present the relaxation shoulder at high 
frequencies. Consequently discrepancies appear between the model and experimental 
spectra at very high and very low frequencies. 
By a careful examination of the real impedance spectra in Figs. 8.1. a, 8.2. a and 8.6 it 
can be observed that at high conversion and low temperature the beginning of a second 
plateau is apparent. By taking into account the fact that relaxation is shifted to lower 
frequencies as the curing reaction progresses or the temperature decreases, the 
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manifestation of relaxation is expected to occur towards the end of the frequency range 
of the measurement. In addition, there is the possibility that relaxation is hindered by 
phenomena connected to the migration of charges. In order to subtract the extrinsic and 
intrinsic conductivity effects, which appear as a linear drop of imaginary impedance after 
the peak, the spectrum of the following quantity has to be studied: 
log Z' "= log Z? F+ log CO (Eq. 8.6) 
The transformation expressed by Eq. 8.6 corresponds to a rotation of the spectrum by 
45' and produces a horizontal line in the region where the original spectrum is a line 
with slope -1. In Fig. 8.14 the spectrum of this quantity at high frequencies is illustrated 
at various instances for a dynamic cure at 0.25 OC /min and an isothermal cure at 150 
OC. 
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Fig. 8.14 7he product of rotatlon by 450 of the imaginaty impedance spectrum at high 
frequencies. (a) Dynamic cure of R7M6 at a25 OCImin. (b) isothermal cure of RTM6 at 
150 OC 
Relaxation is apparent at the beginning of the dynamic cure as the beginning of a step 
over 10 kHz. In later stages of the cure and at higher temperatures the transformed 
quantity increases with frequency as a consequence of the existence of the migrating 
3.25 4.25 5.25 
logf (Hz) 
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charges peak. Although this increase is very small in terms of the original spectrum it 
shows that migrating charges influence the impedance signal up to the end of the 
spectrum. It can be observed that a region exists where the spectrum has lower 
curvature. This effect is more evident in the curves of Fig. 8.14. a corresponding to 145 
OC and 155 OC and in all curves of Fig. 8.14. b. The existence of this linear part is 
attributed to the superposition of the shoulder caused by dipolar relaxation on the 
migrating charges governed curve. The frequency range this interference occurs (500 Hz 
to 100 kHz) as well as its evolution as the reaction progresses or the temperature 
changes (it shifts to lower frequencies as the reaction progresses and to higher 
frequencies as the temperature increases) are identical to those usually observed in 
thermosetting systems (218). Thus, the discrepancy in the final slope of the real 
impedance spectrum is attributed to the fact that relaxation is partially manifested within 
the frequency range of the measurement. When relaxation is manifested, it is hindered 
by the migrating charges contribution to the signal, since it causes changes of the order 
of magnitude 0.01 in the logarithm of imaginary impedance, whereas the global signal 
undergoes changes of around 1. 
The behaviour of the material at very low frequencies, where the second discrepancy 
occurs, is governed by electrode polarisation phenomena. The standard equivalent 
circuit described in paragraph 3.4.4 uses a single capacitor to represent electrode 
polarisation. It has been found that this representation does not suffice for the 
modelling of the electrode-electrolyte interface. This fact has been ignored in the 
thermosetting cure monitoring literature, largely as a result of the consideration of 
electrode polarisation as an undesirable phenomenon, which does not participate in the 
real material response. For a more realistic representation of the phenomena taking 
place in the interface, a constant phase element (CPE) with the following impedance: 
z (Eq. 8.7) cpE = (A 
where 
0: 5 n<I (Eq. 8.8) 
should be used (219,220). This behaviour arises from the non-uniform character of 
diffusion within the interface due to the roughness of a real electrode (219). Using this 
model for the electrode polarisation, Eq. 8.1 becomes: 
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212 CO. 
(nir) 
Z 
Rl[W2CsdRsd(R, 
d+Ri)+l 
2 
2 )2 + 
(C 
CO 
(Cid R, + Cld Rsd + Cid R, 02 C., dRsdRiCid -ly 
n; r (Eq. 8.9) 
R, [coCd'Rsd 
2 Ri Cid + rA)Ri(Cid + Csd 
2sin( 
2 
Co 
2 (CsdRl + CsdRsd + CidRi) 
2+ (C02 CdRsdRiCid 
-, Iy 
+ 
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where A. corresponds to the electrode polarisation CPE. Thus, the behaviour of the 
model circuit at extreme frequencies becomes: 
d log Tj 
-n (Eq. 8.10) 
dlogZ'j 
= 
0-+40 
dlogZ" 
d log co . _. O 
dlogZ" 
d log co 
(Eq. 8.11) 
(Eq. 8.12) 
(Eq. 8.13) 
For the case of RTM6 epoxy resin the slope of imaginary impedance spectrum at very 
low frequencies has been found to be 0.5. Consequently, 
n=- 2 (Eq. 8.14) 
. ýj 
and 
Ri jo) 2 Cid'Rsd(Rsd+Ri)+Il 2 
2-ýý, Co 
- 
(02 (C,,, R, + CdRsd + CidRi) + 
(W2 CdRsdRiCid-ly A, co 
"i 
- Ri[o)'Cd2Rsd2R, Cid+ coRi(Cid + Csd )] 
+2-( 
Eq. 8.15) 
, 4' -- 
(02 
(Cd Ri + Csd Rd + Cid Ri)2 + 
(W2 
Csd Rd Ri Cid-ly . VFAco -. 
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In order to evaluate the consistency of the model expressed by Eq. 8.15, the spectrum it 
generates when the constants of the circuit approximate the values corresponding to 
RTM6 has been calculated and is illustrated in Fig. 8.15. The value of the CPE 
constantA. has been evaluated using the intersection of the imaginary impedance 
spectrum with the log w=0 line, which occurs at about 105-5 ohms (see for example 
Fig. 8.7. ), for spectra in which electrode polarisation is dominant at low frequencies. The 
value of R, is equal to half of the imaginary impedance maximum (ranges between 105-5 
and 107.5) in the region of the charge migration domination. The value of Cid has been 
calculated from the final line of the imaginary impedance spectrum, which should 
intersect with the log Z"= 0 line at a angular frequency (21rlO in Fig. 8.7) equal to 
IlCid. The values of Cd and Rd, although relaxation is not apparent in the global 
spectrum and they could have been omitted, have been chosen to be consistent with 
RTM6 resin permittivity values (0, -=2.5) reported elsewhere (17) and with the 
relaxation time corresponding to the frequency range relaxation as manifested in 
Fig. 8.14. Accordingly the approximate values used are'those given in Table 8.2. 
A, (Mohm/so-5) I Ri (Mohm) I Cid (PF) I Cd (PF) I R, d(Mohm) 
3.1 1.0 1 15.0 1 22.5 1 0.7 
Ta bIeS. 2 Approximate values for the elements of the equivalent circuit of R TM6 
At very high and very low frequencies the CPE containing model presents linear regions 
with a slope of -0.5, corresponding to electrode polansation in both imaginary and real 
impedance spectra. A comparison of the position of the spectra as calculated using the 
approximate values of Table 8.2, within the frequency range in which the experiments 
were performed, shows that this equivalent circuit model is in good accordance with the 
experimental results. The real impedance spectrum as obtained experimentally does not 
show the first initial decrease due to the manifestation of electrode polarisation at lower 
frequencies in its spectrum. That explains the difference between the value given in 
Table 8.1 for the initial slope of the real impedance spectrum (0.01) and the value given 
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in Eq. 8.10. The manifestation of electrode polarisation in the imaginary impedance 
spectrum occurs at a higher frequency, thus is within the experimental window. 
Consequently, the expedmental spectrum has a slope of 0.5 at low frequencies, identical 
to the value given in Eq. 8.12. Similarly to the model presented in paragraph 3.4.4, 
charge migration is manifested by the first peak in the imaginary impedance spectrum 
and the first step in the real impedance, and relaxation is manifested by a shoulder and 
the second step In the corresponding spectra. Relaxation is located at the high end of 
the spectrum and is less pronounced, especially in the imaginary impedance spectrum. 
This explains the difficulties in distinguishing relaxations in the experimental spectra. 
The experimental slope at high frequencies is different to that predicted by Eqs. 8.11 
and 8.13. This occurs because the high end of the experimental window is well below 
the manifestation of electrode polar&tion at high frequencies. Thus charge migration, 
which governs imaginary impedance at about 1 MHz, results in the observed 
experimental slope of -1. Similarly, the slope of the real impedance spectrum in this 
frequency is located at the beginning of relaxation. Thus, the behaviour of the specific 
resin system can be described satisfactorily by the equivalent circuit model illustrated in 
Fig. 8.16. 
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N tm 0 
2 
0 
logf (Hz) 
Fig. 8.15 Real and Jmaglnaty impedance spectra of the equivalent circuit which 
represents polansation as a constant phase element based on the approximate 
elements values for R7M6 
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Impedance cure monitoring 200 
Cid 
Induced Dipoles 
Csd Rd 
Electrode Polansation, Static Dipoles 
Static Dipoles Electrode Polarisation 
Ri 
11111,1111 1 
FIII I 
Migrating Charges 
Fig. 8.16 Equivalent circuit representing polansation as a constantphase element 
8.5 Identification of vitrification 
As mentioned in paragraph 3.4.4, vitrification has previously been found to coincide with 
a knee in the imaginary impedance versus time curve and a peak In the real impedance 
versus time curve (150,155), but the underlying molecular mechanisms causing this 
correlation have never been elucidated. The results presented in paragraphs 8.3.1 and 
8.3.2 showed that a peak appears in the real impedance curve and a knee in the 
imaginary impedance curve at the instances illustrated in Figs. 8.5 and 8.13. In order to 
check whether these features are a manifestation of vitfification, these results are 
compared with calorimetric vitrification as measured by the step in heat capacity 
occuring in MDSC experiments. The heat capacity (as determined by MDSQ versus 
conversion (as calculated by the kinetic model described in chapter 5) for the isothermal 
experiments at 130,140,150 and 160 OC, and for the dynamic experiments at 0.25,0.5 
and 1 OC /min are illustrated in Fig. 8.17. This type of curves has been selected for the 
comparison of impedance and calorimetric data, rather than the heat capacity versus 
time or temperature curves, because a temperature overshoot of about 2-3 OC occurred 
in the dielectric experiments. This temperature difference does not allow a direct 
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comparison to be made of the cure times or temperatures at which the material 
undergoes a glass transition. 
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Fig-8.17 Heat capacity versus conversion curves. (a) Isothermal MDSC measurements. 
(b) Dynamic MDSC measurements; 
The conversion at which vitrification occurs (as determined by the conversion where the 
step drop of heat capacity occurs is gi ' ven 
in Table 8.3, together. with the average 
conversion where the knee and peak of the imaginary and real impedance appear in the 
dielectric experiments. The conversion profiles of the dielectric experiments were 
calculated using the kinetic model presented in chapter 5. 
It can be observed that the two sets of data have a high correlation (0.98). The 
dielectric vitrification appears to be occuring at slightly lower conversions than that 
determined by calorimetry. This is attributed to the different frequency range of the 
measurements. MDSC experiments correspond to an angular frequency of the order of 
0.01 Hz while the peak and knee of real and Imaginary impedance occur at frequencies 
in the order of 10 kHz. As the glass transition is a time scale dependent phenomenon, 
vitrifications defined and measured at different frequencies are'expected to differ. Since 
vitrification occurs when molecular relaxation times become significantly higher than the 
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experimental time scale (221), an increase in the time scale, Le. lower frequency, 
causes a rise in the apparent network density, or a decrease in the temperature at which 
vitrification is observed. Consequently, calorimetric vitrification Is expected to be 
detected at conversions higher than those of dielectric vitrification. 
Calorimetric vitrification Dielectric vitrification 
fractional conversion fractional conversion 
130 'C 0.69 0.63 
140 'C 0.73 0.71 
150 OC 0.81 0.79 
160 'C 0.83 0.80 
0.25 OC/min 0.74 0.72 
0.5 OC/min 0.83 0.80 
1 OC/min 0.89 0.85 
Table 8.3 Calorimetric and dielectric vitrification conversions in isotherwal and dynamic 
cure of R 7M6 resin 
The molecular mechanisms leading to the manifestation of glass transition in the 
impedance versus time curves can be uncovered by a careful examination of the spectra 
evolution during cure. In paragraphs 8.3.1 and 8.3.2 the occurrence of the peak in the 
real impedance and the knee in the imaginary versus time curves has been attributed to 
the behaviour of the spectra in the kHz to MHz frequency range. There, the real 
impedance spectra at different times intersect at some frequency resulting in the 
manifestation of the peak (Figs. 8Aa and 8.11. b) and the imaginary impedance spectra 
are shifted in a step fashion resulting in the manifestation of the knee (Figs. 8Ab and 
8.12. b). 
The frequency range in which these phenomena take place is the same as the frequency 
range where the hindered dipolar relaxation occurs. There, the real Impedance spectrum 
is a decreasing function of frequency and is shifted to lower frequencies and higher 
values as curing progresses or temperature decreases (Figs. 8.1. a, 8.2. a and 8.6). The 
imaginary impedance spectrum has the form of a linear drop which Is shifted towards 
lower frequencies and higher values. The combination of the two shifts is such that the 
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spectrum remains along the same line, as illustrated in Figs. 8.1. b, 8.2. b and 8.7. An 
imitation of this behaviour by the equivalent circuit model spectra presented in Fig. 8.15 
has been produced In the frequency range of relaxation and is illustrated in Fig. 8.18. 
There it can be observed that at a fixed frequency (line AAD the real impedance 
increases Initially with Increasing cure time and after a certain point decreases. Similarly 
the imaginary Impedance at a fixed frequency (line AAD is constant when the relaxation 
occurs at higher frequencies, Increases rapidly as the relaxation part of the spectrum 
passes through the fixed frequency and then stabilises again when the relaxation is 
moved to lower frequencies. Consequently, the experimental observation of the 
correlation of the peak of real impedance and the knee of imaginary impedance with the 
vitrification point Is attributed to the dipolar relaxation and its gradual shift through the 
frequ6cy range of the measurement. This means that impedance monitoring yields 
equivalent results, as far as the Vitrification is concerned, with conventional dielectric 
analysis, where the dielectric loss peak and the permittivity step indicating vitfification 
are attributed to the same mechanism of the shift of relaxation as the cure progresses. 
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8.6 Estimation of the progress of reaction 
204 
It has been shown that following the changes of the Imaginary Impedance spectrum 
maximum can give an accurate estimation of the fractional conversion under Isothermal' 
conditions (17,138,149,150). In Figs. 8.19,8.20 and 8.21 the evolution of 
imaginary impedance maximum together With the degree of cure evolution (as 
calculated using the Winetic model described in chapter 5) for the Isothermal experiments'-, 
at 130,140,150 and 160 OC and the dynamic experiments at 0.25,0.5,0.75,1,1.251f` 
1.5,1.75 and 1 OC/min are given. Unes indicating the cure time of maximum reaction 
rate in each experiment are superimposed on the curves, in order to facilitate the, ' 
comparison between impedance and progress of reaction data. In Fig. 8.19 it can be 
observed that the imaginary impedance maximum imitates the conversion curves very 
closely. The start, end and maximum rate points are very similar In the two curves. "-' 
Thus, normalisation of the impedance data can lead to a direct estimation of the .' 
reaction progress in isothermal experiments. In contrast, under dynamic conditions, - as 
illustrated in Figs 8.20 and 8.21, the combined influence of temperature and reaction 
complicates the imaginary impedance maximum behaviour. At the beginning of the 
curing temperature governs the maximum value, which drops as the viscosity of the 
resin decreases. When reaction becomes fast it starts to dominate the signal and the 
imaginary impedance maximum increases, as the formation of the network Impedes 
migration of the extrinsic charges. The situation is reversed back to temperature 
domination towards the end of the reaction. The reaction onset, maximum rate and end 
points do not coincide with the corresponding points of the impedance versus cure time 
curves. Consequently following the evolution of maximum impedance cannot provide the 
means for reaction monitoring under dynamic heating conditions. 
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Fig . 8-21 Imayinaty impedance maximum and conversion versus time in dynamic cure 
of R TM6 resin at high h ea ting ta tes 
Here a different procedure is proposed for the exploitation of impedance data for 
reaction monitoring. As presented in paragraphs 8.3.1 and 8.3.2 the imaginary 
impedance spectrum has two extremes; a maximum corresponding to charge migration 
and a minimum at the point where electrode polarisation stops to control the impedance 
and charge migration becomes the dominant mechanism. Both extremes are shifted 
during the cure, to lower frequencies as the reaction progresses and to higher 
frequencies as temperature increases. This behaviour is illustrated in Figs. 8.22,8.23 
and 8.24 for the isothermal and dynamic experiments performed in this study. The 
minimum of imaginary impedance is shifted outside the experimental spectrum at 
intermediate to high conversion combined with low and intermediate temperature, thus 
the available experimental data are limited in isothermal expedments. An observation 
significant for the monitoring of the reaction is that the two extremes show similar shifts 
when temperature changes, whereas the drop of the frequency of the minimum is more 
sensitive to the reaction progress. This behaviour is manifested clearly in the higher 
heating rate dynamic curves illustrated in Fig. 8.24. For example in the 2 'C/min 
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experiment the maximum shifts by 1.7 decades from 18 to 43 min, while the minimum 
shifts by 1.8 under the influence of the temperature Increase, which is not accompanied 
by progress of the reaction. In contrast betw. een 79 and 93 min, where the progress of 
reaction dominates the signal, the maximum shifts by 0.6 and the minimum by 1.4. At 
high heating rates (1.5,1.75 and 2 OC/mIn) where both'the minimum and maximum 
remain within the measurement frequency range, throughout the cure another 
observation can be made. The minima of the frequencies of the two extremes appearing 
towards the end of the reaction occur at different times. This is illustrated by the lines 
which coincide with the minimum of the lower curves (frequency of minimum) in Fig. 
8.24, whereas they intersect with the upper curves (frequency of maximum) at a time 
later than their minimum. 
* 160 *C-fmin A 160 *C-knax o 150 *C-fmin 150 'C-fmax 
* 140 *C-frnin a 140 *C-fmax - 130 OC-fmin 130 OC-fmax 
4.5 
A 00 
A Ms 
A 00 an 
A0 me 
A0 
A& 
00 
AAA 00 OmOo 
6k 
-'AAAAAAAA40 
A A- AA 
AAA 
AA OCIDON A&., AIMAAA VAAI 
ýhT 
0 
1.5 A, 
A. 
0 
12 % 
00- , 
own 
A 000 MEN a0 A0 museum onnoup 
mammon one, Now 
A0 
A 
am 
0a 
A 
01Mn 
0 50 100 150 200 
Cure time (min) 
Fig. 8.22 Frequencies of the impedance specttvm max1mum and minimum in 
Isothennal cure of R7M6 resin 
Impedance cure monitoring 
0.25 *Ctmin-fmin A 0.5 OCImin-min 
0.25 *Ctmin-frnax A 0.5 *Clmin-fmax 
4.5 
3 
N 
I 
0 
1.5 
200 
o 0.75 *Cfmin-fmin 
m 0.75 *Clmin-fmax 
208 
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The different sensitivities of the extremes shift to the progress of the reaction can be 
used in order to eliminate the problems arising from the combined influence of 
temperature and degree of cure on the monitoring signals. In Fig. 8.25 the difference 
between the frequency of maximum and the frequency of minimum of the imaginary 
Impedance spectrum is compared with the progress of reaction, for the high heating rate 
dynamic experiments. The frequency difference undergoes a step change. The times of 
onset, maximum rate and end of the step coincide with the corresponding times of the 
kinetics curves. When the material does not react the frequency difference remains 
constant. Thus, the frequency difference shows a strong dependence on the degree of 
cure, whereas its sensitivity to temperature variation appears low. 
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In Fig. 8.26 the dependence of the maximum-minimum frequencies difference on the 
conversion is illustrated. There, data corresponding to spectra with both extremes from 
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dynamic and isothermal experiments are shown. In order to quantify the correlation a 
third degree polynomial was fitted to the data. The equation of the fit is: 
a=0.15D log f3 -0.38D log f2 -0.23DIogf +0.81 (Eq. 8.16) 
and the regression constant is 0.94. This relation is purely empirical, but it provides the 
means for a direct estimation of the degree of cure at any temperature from the 
instantaneous imaginary impedance spectrum. Its validity is currently limited to the 
specific resin system and the type of sensor used in this study. 
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Fig. 8.26 Impedance spectra maximum and m1nimum frequencies difference versus 
degree of cure for a number of different isothermal and dynamic cure experiments 
For a possible explanation of this phenomenon an analysis based on the equivalent 
circuit of the material impedance response can be carried out. The minimum of the 
imaginary impedance spectrum occurs at frequencies where electrode polansation and 
charges migration dominate the signal. Thus the imaginary impedance becomes: 
coR2 
2 cos(n7r) 
+ C02 
I 
Cd 
2+2 Cd2Rj C (A, co)" 
( Eq. 8.17) 
0 0.2 0.4 0.6 0.8 
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Here f Cd denotes all dipolar contributions. By including all constants -involved in the 
electrode polarlisation in one coefficient A and considering that the part of the response 
due to'charges is in their low frequency range, Eq. 8.9 can' be approximated as follows: 
Z COR2 I Cd +- Eq. 8.18) A co" 
Eq. 8.18 has a minimum at 
I 
nll+l Eq. 8.19) 1-2 
A"+'Cn+'Rý+' 
Similarly the maximum occurs in the charge dominated part of the spectrum. There 
imaginary impedance can be approximated as follows: 
wR2 cd z=12C Eq. 8.20) 
I+W2 CdRi 
which has a maximum at 
Co Eq. 8.21) CR 
Consequently the frequency difference becomes: ' 
AR 109 f.. - 109 f. in = 109 109 Eq. 8.22) 0), 
-i. n+I ýc n 
In order to Investigate the temperature dependence of the quantities involved in Eq. 
8.22 a dynamic experiment at 1.25 *C/min has been performed in fully cured RTM6 resin 
at the same rate. The evolution of the imaginary impedance spectrum during heating is 
illustrated in Fig. 8.27. The value of R decreases with increasing temperature, as shown 
by the behaviour of the impedance peak. C is represented by the intersection of the 
imaginary impedance spectrum with the - log Z" =0 line. , The spectrum at high 
frequencies presents slight changes during the cure. 'Consequently its extrapolation to 
the co axis will remain constant relative to the other features of the spectrum. A Is 
represented by the intersection of the part of th Ie spectrum corresponding to electrode 
polarisation with the log f=0 line. This is expressed by the relation: 
log A= -n log 27r - log Zl,, g f. 0 
Eq. 8.23) 
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which shows that A is a decreasing function of the impedance at 1 Hz. It can be 
observed that the imaginary impedance value at 1 Hz drops with increasing 
temperature, consequently A is expected to increase. Thus, the ratio on the right side 
of Eq. 8.23 contains a term which decreases with temperature and a term which 
increases with temperature. A possible explanation of the low sensitivity of the 
frequency difference to the temperature lies in the mutually cancelling effect of these 
terms. 
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Fig. 8.27 Impedance spectrum evolution during heating up at 1.25'Clmin of fully 
cured R TM6 resin 
The above procedure for estimating the degree of cure from impedance data, although 
empirical and material specific, has the advantage of using the electrode polarisation 
contribution to the signal. Electrode polarisation has been overlooked up to now in the 
literature because it arises as an artefact of the measurement, however especially in 
microelectrodes, it cannot be ignored. The fact that it is sensor dependent can be used 
in order to manipulate the useful frequency range, thus providing flexibility in designing 
an appropriate measurement practice. 
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Results from the application of impedance spectroscopy to the monitoring of isothermal 
and dynamic cure of RTM6 epoxy resin have been presented. The evolution of the real 
and , imaginary impedance at fixed frequencies has been explained in terms of the 
general behaviour of the spectra. The equivalent circuit model of thermosetting systems 
currently used in the literature has been proved inadequate to describe the behaviour of 
the specific resin system and a new model, which represents electrode polarisation using 
a constant phase element, has been developed. 
The manifestation of vitrification as a peak in the real impedance versus time curves and 
as a knee in the real Impedance versus time curves has been confirmed and tested 
against MDSC data: This phenomenon has been attributed to the gradual shifting of the 
dipolar relaxations to lower frequencies as the curing reaction progresses. The possibility 
of. using impedance spectroscopy for the estimation of the degree of cure in both 
isothermal and dynamic conditions has been investigated. A purely experimental method 
based on the different sensitivity of the extremes of the imaginary impedance spectrum 
to temperature and conversion has been developed and validated for the specific resin 
system. A potential explanation of this method in terms of the equivalent circuit model 
has been given. 
Chapter Nine 
9 Flow monitoring 
9.1 Introduction 
The filling has been identified as the critical stage of liquid moulding composites 
production methods and has constituted the focus of relevant modelling studies. In 
contrast, flow monitoring has not received analogou s attention and an industrially 
realisable technique to perform this task has yet to be established. In this chapter, the 
possibility of using dielectrics as the means for flow monitoring is investigated. The 
practicalities involved in the measurement vary according to the electrical behaviour of 
the reinforcement. Thus, different methods are devised for flow monitoring when glass 
and carbon reinforcements are used. .I. 
9.2 Flow monitoring in non-conductive reinforcements filling 
9.2.1 Sensor description and principle of operation 
The geometry of the dielectdc sensor appropriate for flow sensing in glass composites 
production is illustrated in Fig. 9.1. It comprises two parallel flat copper electrodes 
embedded between two layers of a polymeric film. A very thin layer of adhesive ekists 
between the electrodes and the polymeric film and between the two layers of the 
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polymeric film. Some air is trapped in the area between the two electrodes. One side of 
the sensor is covered by metal foil in order to provide screening of the field. Thus, with 
application of voltage a semicylindrical field is formed that penetrates a portion of the 
space where the filling of the fabric by liquid resin takes place. 
1.5mm 
ýasurement Space 
ithin the pre-fo m"--., 
ectrode,,, ... 
lolymer 
Fi Im 
Metal Foil 
r 
Fig. 9.1 Geometry of the sensor setup for non-conductive reinforcements 
During operation the sensor is aligned parallel to the expected direction of the resin flow 
front as illustrated in Fig. 9.2. The sensing area is divided into two parts, the 
impregnated by resin 'wetted' area and the 'dry' part. As the impregnation progresses 
the 'wetted' area percentage increases and the 'dry' area percentage decreases. 
This process is illustrated by the photographs shown in Fig. 9.3. In Fig. 9.3-a the sensor, 
placed on the bottom of the mould, is completely hidden by the dry glass fabric. As resin 
impregnation progresses (Fig. 9.3. b) it becomes possible to see the sensor through the 
wetted part of the fabric. Fig. 9.3. c shows a completely impregnated pre-form, with the 
sensor visible across the entire length of the mould. Since the electrical properties of the 
liquid resin differ significantly from those of the air, monitoring the evolution of the 
sensor dielectric response can provide quantitative information about the mould filling 
process. 
3.5mm 
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Inlet Outlet 
Fig. 9.2 Schematic representation of the operation principle of the sensor 
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(a) (b) (C) 
Fig. 9.3 Filling of the RTM mould containing glass fabric with RTM6 resin. (a) Dry 
glass fabnc. (b) Partially wetted glass fabric. (c) Fully wetted glass fabric. The 
photographs are taken from the top, through the toughened glass top of the mould. 
Flow front Resin inlet 
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An analysis of the sensor electric response expected during mould filling can be 
performed using an electric circuit equivalent to the sensor. Each of the sensor 
components contributes with an impedance element to the equivalent circuit. In order to 
establish the component connecCions, the respective potential and current conditions 
that are imposed on them are taken into account. Thus, components under the same 
potential are considered as connected in parallel and components carrying the same 
current are considered as connected in series. 
The substrate of the sensor has three components: the polymeric film, the adhesive and 
the entrapped air. The film is connected in series to the adhesive and the resulting 
subcircuit is connected in parallel to the air entrapped between the electrodes, as shown 
in Fig. 9.4. a. Consequently, the total impedance of the substrate per unit length is given 
by the relation: 
Zf +Z 
(Eq. 9.1) 
where zf , zg and z. represent the impedance per unit length of the film, the adhesive 
and the entrapped air respectively. 
(a) (b) 
Fig. 9.4 Circuits representing the electrical response of the sensor. (a) Substrate 
circuit. (b) General circuit 
The sensor can be considered as a parallel circuit of the wetted and the dry regions. 
Each of these two regions can be analysed further into a serial circuit of the substrate 
and the corresponding measurement area. According to these, the circuit representing 
the electrical behaviour is the one shown in Figure 9.4. b. 
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In order to express the total impedance explicitly, it is required to find an expression of 
the dry and the wetted areas impedance as function of the impedance per unit length 
and of the length of each of them. For this reason a uniform part of the sensor with 
impedance per unit length z and length I is considered. If the sensor is conceptually 
divided Into 1 parts each of them will be connected in parallel to the rest. Therefore the 
total impedance will be: 
- 
. lý 
1 
Application of Eq. 9.1 to the circuit of Figure 9.4. b results in the relation: 
Z, 
ensor /W 
11- 
1w 
+ 
zs +Z. zs +Z; 
(Eq. 9.7) 
(Eq. 9.3) 
where I denotes the total length of the sensor, 1,, the length of the covered by resin 
(i. e. wetted) partz,, the impedance per unit length of the wetted part and zdthe 
impedance per unit length of the dry part. Algebraic manipulation of Eq. 9.3 leads to the 
expression: 
2 
Z3Zw + ZsZd + ZdZw 
zunsor = Z, + (Eq. 9.4) 
1Z3 + 'wZd + 'Zw - 
'wZw 
Consequently the admittance of the sensor is: i 
lz + Iz., Yensor z'- l,, 2 
Zd -Zw 
+2s (Eq. 9.5) 
5 
+ZsZd +ZsZw +ZwZd) 
(Zs 
+ZsZd +ZsZ., +Z-, Zd 
It can be observed that the admittance is a linear function of the wetted sensor length. 
The two terms in brackets of the linear Eq. 9.5 are constant, if the impedance of the 
materials involved does not change during the filling. The intercept corresponds to the 
admittance of the dry sensor Ydy. In order to calculate the slope, a measurement of the 
admittance at some point is required. Moreover, it is observed that the slope Is not 
dependent on the total length of the sensor, so its value is constant for sensors of 
different lengths in the same moulding. Thus Eq. 9.5 becomes: 
Y,. Ydry 
(Eq. 9.6) 
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where Y,,,, is the measured admittance when length 1, of the sensor is covered by the . 
resin at time t of the filling stage. 
9.2.2 Verification of the performance of the sensor I11. 
Individual sensors were fabricated by embedding two flat copper wires between two 
layers of a polymeric film. A single electrode width was 1.5 mrn and the interelectrocle 
distance was 0.5 mm. The sensor performance was validated during the filling of a glass 
cavity with silicone oil (Dow Corning 2000) and during the filling and curing of an 
RTM6/glass reinforced composite in a partially transparent RTM tool. 
In the first case the total sensor length was 27.8 cm and the cavity thickness was 8 mm. 
The filling was performed at ambient temperature. In the second case the sensor length 
was 73 cm and the mould thickness 3 mm. The filling temperature was 100 OC. 
Admittance data were gathered over a range of frequencies using a Solartron 1260 
impedance analyser. Visual determination of the flow front position was recorded 
against time in both cases. After completion of the filling step the mould temperature 
was increased to 160 OC to cure the resin. 
Eq. 9.6 has been used to calculate the flow front position from the admittance data. The 
admittance measured when the sensor is fully covered by resin has been used as Yco,. 
That means that knowledge of the final measurement was necessary in order to perform 
the covered length calculation. In a real application where on-line estimation of the flow 
front position is required, another characteristic length should be used. One possibility is 
a measurement from an additional short length sensor, which would be fully covered by, 
resin before the wetting of the actual sensor commences. Alternatively measurement 
from the actual sensor can be used, with the field interrupted by electrode screening 
over a short length at a specific point. 
It can be observed from Eq. 9.6 that the calculated length is a ratio of two complex 
numbers. In the ideal case the numerator and denominator of the ratio would be in 
phase and consequently, the resulting length would be a real number. However, 
measurement inaccuracies and occurrence of phenomena which alter the impedance of 
the materials involved (e. g. local temperature variations), can cause some phase 
difference resulting in the existence of an imaginary component of the calculated length. 
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The real and the imaginary parts of the wetted length, combined with the visual flow 
front position measurements, for the filling of the cavity with silicone oil and the filling of 
the RTM mould with epoxy resin are. illustrated in Figs. 9.5 and 9.6 respectively. The 
corresponding measurement statistics are given in Table 9.1. It can be observed that In 
both cases the calculated flow front location closely follows the visual observation. The 
statistical analysis shows that there is a correlation between the measured imaginary 
length and the error in the flow front location. Thus, high values of the imaginary length 
imply a significant error in the flow front location. In all measurements the Imaginary 
part never exceeded 0.6 cm which is low in comparison with the sensor length; 
therefore the final accuracy can be considered to be satisfactory. 
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Fig. 9.6 Comparison of visual measurement with dielectric flow measurement for 
filling during resin transfer moulding of an RTM61glass composite 
Silicone oil filling RTM filling 
100 Hz 10 kHz 1 MHz 1 100 Hz 100 kHz 
Average error in flow front location (cm) 
0.60 0.29 0.05 1 0.38 0.30 
0.47 0.24 0.17 0.69 0.99 
Table 9.1 Average error inflow front determInation and average Imaginafy length at 
different frequencies 
9.2.3 Cure monitoring performance of the flow sensor 
The performance of the flow sensor developed for monitoring in non-conductive 
reinforcement as a cure monitoring sensor has been investigated. Data of the imaginary 
impedance evolution after the filling gathered by the flow sensor are given in Fig. 9.7. 
Results of an impedance experiment using GIA microelectrodes (chapter 8) for a thermal 
program similar to the one performed in RTM curing are illustrated in Fig. 9.8. 
iuuu zuuv 
Time (sec) 
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In order to facilitate comparison the imaginary impedance data have been normalised 
against their minimum and maximum values during the cure as follows: 
NormalisedlogZll= 
1Og'O Z"- log'O Z"'n"' 
(Eq. 9.7) 
1091OZ11.. -1091OZ111. i11 
vvhere Z",,, i,,, Z"max are the minimum and maximum values of the imaginary 
impedance during the cure. 
The information derived from the two different experiments is similar. The time ranges 
where the first step appears at different frequencies are within 300 seconds of each 
other. The vitrification is indicated in both cases by the knee In Imaginary Impedance 
(see sections 3.4.5 and 8.5) approximately 4000 seconds after the beginning of the 
thermal program. In the microdielectrometry experiment 
_the 
vitrification occurs slightly 
earlier, therefore the knee is obscured by the reaction step at low frequencies. During 
the cure of the component, significant temperature gradients can, be expected to exist 
within the sensing region of the global sensor. The microdielectrometry experiment was 
performed at the temperature representing the bottom layer of the curing component, 
which is higher than the average temperature in the. RTM mould. Therefore vitrification 
in the microdielectrometry experiment occurs earlier than in the RTM experiment. 
Consequently cure monitoring results obtained using Ahe flow sensor are in fair 
agreement with impedance data obtained using the, comb microelectrodes. Thus the 
sensor developed for flow monitoring in non-conductiv e reinforcements can be used for 
cure monitoring after filling completion. 
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9.3 Flow monitoring in conductive reinforcements filling 
9.3.1 Sensor setup and principle of operation 
t 
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When carbon reinforcements are used, the conductive nature of the fibre produces 
so 
; 
me , complications in the application of, dielect1ric monitoring for flow or cure. The 
presence of a conductor between the electrodes interrupts the electric field and, if In 
contact with the electrodes, short-circuits the measuring device. In, the case of 
microelectrodes the use of porous PTFE film between the sensor and the composite 
offers a solution (158), since it isolates the'electrodes from the'conductive reinforcement 
and allows the resin to permeate and occupy some of the electric field space.. Obvious 
disadvantages of this approach are the addition of an'e)ara layer in the sensing setup 
and the dependence of the resin permeation to Viscosity, which varies during the cure. 
Such a solution cannot be adopted in the case of a macro-sensor, where an Impregnated 
by resin porous film with a thickness which would not disturb the composite component 
geometry, would not produce a detectable signal. Thus, a totally different sensing setup 
appropriate for conductive reinforcements is proposed here. 
The setup comprises an array of thin insulated wires which are in contact with the 
carbon preform and are connected to the impedance analyser. The reinforcement is 
connected to the analyser and the measurement is performed between the array of 
wires and the fibres of the pre-form. A schematic of the arrangement of fibre tows and 
wires is given In Fig. 9.9. In the case illustrated, the wires are in contact with the tool. 
As the fibre tows conform around the hard wire some pores are formed. With the 
application of a voltage an electric field is formed between the conductive core of the 
wire and the fibre. The field occupies the insulating coating of the wire and the pore 
regions. When the reinforcement is dry the pores are filled with air. As the Impregnation 
process progresses more and more of the pores are filled with the resin. Similarly to the 
glass reinforcement case, it is expected that the difference in electrical properties of air 
and of the liquid resin will result in gradual, change in the-electrical response as the 
filling progresses. 
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Fig. 9.9 Sen5ing configuration for flow monitoring in carbon reinforcements 
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The sensing configuration can be considered as the sum of a number of wire and fabric 
segments with length unity. Assuming that the carbon reinforcement is under uniform 
potential, all the segments corresponding to one wire are connected in parallel. Each of 
these segments contains two elements connected in series, one corresponding to the 
insulating coating and one to the pores. If the unit length is large compared with the 
size of the pores, the impedance of the element corresponding to pores will be equal to 
7 for all the n segments in the dry region of the mould, and equal to Z.,,,,, for all 
the in segments in the wetted region. This situation can be represented by the circuit of 
Fig. 9.10. a, which reduces to the circuit represented in Fig. 9.10. b. 
The circuit of Fig. 9.10 is equal to the circuit of Fig. 9.4. b which represents the behaviour 
of the sensor designed for the non-conductive reinforcement case. Consequently, Eq. 
9.5 is expected to hold as follows: 
Yý nj 
27d - Zvv 
-+ 
(ni + n)z .+ 
(m + n)z (Eq. 9.8) 
sensor 
ZI+ Zc- -2 Cd+ 
Zc 7, + ZwZd Zc + Z, 
-Zd 
+ Z, Zw + Zý Zd 
where z, denotes the impedance per unit length of the insulating layer of the sensing 
wire. Similarly to the case of the glass reinforcement, a linear expression of the sensor 
admittance as a function of the length of the wire in contact with liquid resin (Eq. 9.6) 
can be derived. 
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Fig. 9.10 Equivalent circuit representing the response of the sensing setup for 
conductive reinforcements' 
9.3.2 Flow and cure monitoring performance of the sensor 
The sensor performance was validated, during the filling and curing of an continuous 
carbon fibre/RTM6 composite in a partially transparent RTM tool. The sensor comprised 
an array of three Insulated (polyurethane coated) copper wires, with a diameter of 0.25 
mm, placed In the centre of the mould in contact with the glass top tooling. The 
distance between the wires was 2 mm. The sensor length was 28 cm and the mould 
thickness 3 mm. The filling was performed at 120 OC. Admittance data were gathered 
using a Solartron 1260 impedance analyser. Visual determination of the flow front 
position was recorded against time. After completion of the filling stage the mould 
temperature was increased to 160 OC to cure the composite. 
Eq. 9.6 'was used to calculate the flow front position from the admittance data. The 
admittance measured when the sensor is fully covered by resin has been used as Yc,,,. 
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Similarly to the glass reinforcement case, the calculated length is a complex number. 
The real and imaginary part of the length are illustrated together with the visual flow 
front position measurement in Fig. 9.11. The average of the error in flow front location 
and the average imaginary length are given in Table 9.2. It can be observed that data 
gathered at 1 MHz are very close to the visual flow front measurement. Data obtained at 
a lower frequency (10 kHz) present some deviation. The imaginary length shows higher 
value at the frequency where the error in the flow front location estimation is higher, 
indicatling deviation from linearity as described by Eq. 9.6. Thus, as in the sensing setup 
for non-conductive reinforcements, the imaginary length offers the means for self 
estimation of the measurement accuracy. 
Cure monitoring results obtained using the sensing configuration are illustrated in 
Fig. 9.12. There, the evolution*of normalised impedance at 10 kHz as calculated using 
Eq. 9.7 is shown. The results of an experiment using GIA comb microelectrodes to 
monitor the cure of RTM6 resin subject to a thermal programme similar to the one 
applied during RTM curing are given in Fig. 9.8. By comparison of the results, it can be 
observed that the sensing setup has a response equivalent to that of the 
microelectrodes. Normalised impedance undergoes a'step change during the cure and 
vitrification is manifested as a knee towards the end of the curing. In comparison with 
measurements carried during the cure of unreinforced RTM6 resin, vitrification is 
observed at a later cure time in the mould, since the sensing setup performs the 
measurement on the top side of the curing component which experiences a lower 
temperature than the side of the component adjacent to the bottom side of the mould. 
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Fig. 9.11 Comparison of visual measurement with dielecttic flow measurement for 
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Average absolute imaginary length (cm) 0.38 0.20 
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9.4 Overview 
Sensing configurations appropriate for flow monitoring during RTM filling of conductive 
and non-conductive reinforcements were proposed. Equivalent circuit analysis 
demonstrated the linear dependence of the admittance, measured by the presented 
sensors, upon the flow front position. Experiments confirmed that the flow front position 
can be located continuously with a satisfactory accuracy. In addition, the existence of an 
imaginary component of the measured flow front position can be utilized as self- 
assessment tool of the measurement performance. The sensors also presented the 
ability to monitor the cure of the resin after the end of the filling stage. 
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Chapter Ten 
10 Inverse heat transfer modelling of RTM curing 
10.1 Introduction 
In this chapter the development and the application of a heat transfer inversion 
procedure based on genetic algorithms is presented. The inversion procedure is then 
used to optimise cure process parameters and to integrate modelling and monitoring 
under a new scheme, which has the ability to extend the monitoring results spatially, 
using the heat transfer simulation. 
10.2 Genetic algorithm for parameters estimation 
The term genetic algorithms describes a family of evolutionary optlimisation methods 
which involve a population of points in the search space of solutions (generation) and 
employ a performance sensitive selection procedure and crossover and mutation 
operations in order to reproduce a new p opulation. The members of the population 
(individuals) are usually encoded in bit strings and the algorithm is iterated until some 
convergence criteria are met. 
A conventional 'genetic algorithm comprises the following steps (222): 
1. Production of a random population of individuals representing specific points of the 
solution space. 
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2. Calculation of the performance (fitness) of each individual using the direct model. 
3. Selection of a pair of individuals. The method of selection should ensure that the 
I 
probability to select an individual increases with increasing fitness. 
4. Application of crossover and mutation to the two selected individuals in order to 
create two new individuals. 
S. Iteration of steps 3 and 4 until a new generation has been created. 
6. Iteration of steps 2-5 until the fitness of the best individual is higher than a 
predefined limit. 
Such a procedure has been utilised to perform an inverse solution of the heat transfer 
model. An algorithm which performs these basic steps and uses as a direct model the 
one dimensional heat transfer simulation presented in chapters 4-7 has been 
implemented using Visual Basic S. A schematic representation of the code is given in Fig. 
10.1. 
The initial N values of each parameter corresponding to the first generation are created 
using a random number generator, which outputs a random number between 0 and 1 
each time it is called. The inverse of a normalisation transformation is used to translate 
this random number into a random parameter value, within its predefined range. Then 
the 1-D simulation is executed N times and the results corresponding to each individual 
are stored in a file. The fitness of the individuals is calculated subsequently by 
comparing the output of the direct model with a target, which drives the inversion. The 
form of the fitness function and the inversion target are specific to the application of the 
inversion procedure; details will be given separately in the following paragraphs. 
The next step of the algorithm is the encoding of the individuals. In this stage, each 
individual which comprises one or more parameters is translated into a unique binary 
string. The length of the string defines the accuracy of the algorithm. Subsequently, the 
individuals are sorted according to their fitness. A limited number of individuals (m) with 
the best fitness are passed directly into the new generation. The rest of the individuals 
of the new generation are produced With a combination of selection, crossover and 
mutation. The selection is performed using a standard procedure called "roulette wheel". 
In this procedure each individual is assigned a slice of a circular wheel, the size of the 
slice being proportional to the fitness of the individual. Then two random numbers 
between 0 and 360 are generated and the individuals corresponding to them are 
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selected. The application of a crossover operation to the two selected individuals follows. 
Generally in genetic algorithms a variety of crossover operations is used; here the 
uniform crossover procedure is utilised as it is believed to offer greater versatility in 
comparison with single or multiple point crossovers (222). In this operation a predefined 
probability (exchange probability) is compared with a random number between 0 and 1 
at each bit of the binary string. If the number is greater than the exchange probability 
the two selected individuals exchange their bit values, otherwise the values are 
preserved. At the end of this operabon two new individuals have been produced, each of 
them containing parts of the old individuals. Subsequently, a mutation operation is 
applied to the two new individuals. In this stage a very low probability (mutation 
probability) is compared with a random number for each bit of the two new strings. If 
the mutation probability is greater than the random number, the bit of the string 
switches from 1 to 0 or from 0 to 1, otherwise it remains unchanged. When N-m 
individuals have been produced, the selection-reproduction procedure stops. These N-m 
individuals together with the m best individuals of the previous generation form the new 
generation and the individuals are decoded back to decimal parameters. At that point 
the convergence of the algorithm is tested according to a criterion specific to the 
application which is applied to the best individual. If convergence has been reached, the 
algorithm outputs the appropriate data and exits. Otherwise the execution of the direct 
heat transfer model for the new individuals is performed and the whole procedure of 
fitness calculation, sorting, encoding, selection, reproduction and decoding is iterated 
until convergence is achieved. 
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I Production of a random generation comprising N individuals I 
Execution of the heat transfer I 
model for each individual 
Estimation of the fitness of each of 
each individual according to the 
results of the simulatic 
I Encoding of each individual into binary format I 
I Sorting of the generation according to fitness I 
Selection of m individuals with Selection of a pair of individuals 
the greater fitness to be passed 
directly to the new generation 
Application of crossover for the 
P roe roductign of two new individuals 
I Application of mutation I 
umber of new individuals <N-ýýy 
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I Decoding of each individual into decimal format I 
Check convergence 
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I Output I 
Fig. 10.1 Genetic algorithm utilised for the inversion of the heat transfer model 
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10.3 Process parameters optimisation 
A major application of heat transfer modelling Is the testing zind optimisation of cure 
process parameters during process design. The inversion procedure proposed here can 
be utilised in this context as an automatic optimisation tool. Two case studies will be 
presented here, one concerns the selection of an appropriate cure schedule so that the 
duration of the curing stage is minimised subject to constraints related to the thermal 
gradient and the other the selection of a proper top tool material so that the thermal 
gradients within the curing component are minimised for a fixed cure schedule. 
10.3.1 Thermal profile optimisation 
The thermal profile optimisation is performed for the case of the carbon/RTM6 
composite Investigated in chapter 7. Glass was selected as the top tooling material. The 
thermal properties, moulding parameters and finite element runs features are identical 
to those presented in paragraph 7.3.5. The thermal profile comprises a linear heating up 
and an isothermal segment, thus can be characterised by two parameters: - (i) the ramp 
up rate and (ii) the isothermal temperature. These two parameters are the subject of 
the optimisation. The fitness function was selected so that it rewards the parameter 
values which reduce the duration of the curing stage, i. e. it increases as the time t, -to 
reach a fractional conversion of 0.84 in all elements of the component decreases. This Is 
implemented by the function: 
Fitness = I/ te 
which is subject to the constraint 
(Eq. 10.1) 
ýT<2.5 
"Clmm, for a>0.6 (Eq. 10.2) 
LT 
dz 
.,. 
The meaning of the constraint is that for fractional conversions at which the material has 
reached the rubber state (17) and residual strain can build up, the maximum thermal 
gradient must be kept lower than the thermal gradients achieved during the 
conventional cure schedules described in chapter 7. The implementation of the 
constraint is performed by excluding from the selection and reproduction procedures all 
individuals which violate it. 
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The values of the optimisation parameters are selected within practically meaningful 
ranges, i. e. a heat up rate from 0 to 4 OC/min and an isothermal temperature from 15o 
to 190 *C. The algorithm is considered to have converged when the individuals of a- 
generation have limited variation, i. e. the average percentage difference between the 
members of the population and the average is lower than 0.5 %. The parameters of the', 
genetic algorithm run are given in Table 10.1. 
Total number Number of individuals passed Length of the Exchange Mutation 
of individuals directly to the next generatic bit strin probal probability 
III_ 
13 131 loo 1 0.4 1 0.02 
Ta bIe 10.1 Parameters of the genetic algorithm run In the thermal programme 
optimisation case 
The convergence of the optimisation is illustrated in Fig. 10.2. The problem involves only, 
two parameters, thus convergence occurs very fast within six generations. The optimal 
values found are a heating rate of 3 'C/min and an isothermal temperature of 169 OC. 
Global optimality cannot be ensured, the effectiveness of the optimisation can be 
evaluated by comparing the resulting cure completion time of 64.5 min with the cure 
completion time of the conventional thermal programme described in chapter 7 which 
was 87.5 min. A reduction in cure cycle time 26% is achieved, which could have a very, 
significant impact on the total cost of producdon. 
The temperature and degree of cure distributions and their evolutions with cure time 
obtained using the optimal values, are illustrated in Figs. 10.3 and 10.4. In comparison 
with Figs. 7.15 and 7.16, which correspond to the conventional cure schedule, higher 
thermal and fractional conversion gradients occur 
, 
(overa_11 thermal gradients 16 OC and 
12 IC respectively) in the initial stages of the isothermal segment, when residual strain' 
cannot build up. In later stages when high conversions have been achieved, the 
gradients are quite close (overall thermal difference 6.5 'C and 6 OC respectively), thus 
the relevant constraint is satisfied. 
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10.3.2 Tooling material optimisation 
A tooling optimisation was performed also for the carbon/RTM6 composite. The curing 
schedule was identical to the conventional schedule described in paragraph 7.3.5. The 
optimisation parameters were the top tool thermal conductivity, ranging from 0.1 to 100 
W/m/OC and the tool surface heat transfer coefficient, ranging from 2 to 14 W/M2 . The 
optimisation criterion was the minimisation of the maximum thermal gradient above 
gelatilon, implemented using the following fitness functilon: 
Fitness =I/ 
IdT 
for a>0.6 [ dzl., 
x 
I 
(Eq. 10.3) 
In that case the duration t. of the curing, i. e. the time to reach a minimum conversion 
of 0.84 within the whole cudng component, serves as a constraint as follows: 
tc < 90 min 
* 0.25 mm 
* 0.75 mm 
c2 1.25 mm 
x 1.75 mm 
A 2.25 mm 
o 2.75 mm 
(Eq. 10.4) 
implemented similarly to the constraint of the optimisation presented in paragraph 
10.3.1. The convergence of the algorithm is illustrated in Fig. 10.5. 
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(a) MaxImum thermal gradient versus generation number. (b) Heat transfer coefficient 
and thermal conductivity versus generation number. 
The algorithm converges after 15 generations, to a heat transfer coefficient of 2 W/M2 
and a thermal conductivity of 6.7 W/m/OC. The maximum thermal gradient above 
gelation for this set of parameters is 0.67 OC/mm. Thus the maximum thermal gradient 
decreases in comparison to the glass top tool case by 70%. The heat transfer coefficient 
has the minimum value, since the less heat is released on the top of the cure assembly 
the lower the thermal gradient is. The thermal conductivity has an intermediate value 
since for high values the maximum possible thermal gradient is established, whereas for 
very low values the transient state is extended to the later stages of the cure resulting In 
higher thermal gradients. Materials that could offer the optimal properties are metal 
matrix particulate composites comprising steel and ceramic or some very high Ni content 
steels. In the case of metal matrix composites the surface should be treated so that it 
has a very low emissivity. 
The temperature and degree of cure distributions corresponding to the optimal values 
are illustrated in Figs. 10.6 and 10.7. The curing is completed in about 80 min. The 
thermal gradient at the beginning of the isothermal segment is similar to the glass top 
tooling curing case (Fig. 7.15) and decreases as the curling progresses. 
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10.4 Monitoring-modelling integration 
Heat transfer modelling combined with the inversion procedure and thermal or cure 
monitoring can be used to provide informabon on the distributions of temperature and 
degree of cure. Monitoring alone provides local information, usually at locations of the 
component which are not structurally critical, whereas modelling is subject to the validity 
of the thermal properties and of the cure kinetics submodels. In this study heat transfer 
simulation results were of satisfactory accuracy as a result of the experimental and 
computational effort spent on the development and implementation of submodels. In 
industrial situations with material variability, the development of such submodels may 
not be cost-efficient. Thus, a methodology that could allow for some uncertainty in the 
thermal properties and/or in the cure kinetics may find extensive use. In this context the 
inversion procedure developed here is utilised in order to alter the thermal conductivity 
in the heat transfer model so that monitoring results coincide with simulation 
predictions. When this step is completed, the simulation can provide global information 
about the distributions of temperature and degree of cure. Thermal conductivity has 
been selected as the variable thermal property as it is the most difficult property of a 
cudng composite to determine. 
In paragraphs 10.4.1 and 10.4.2 the results from the application of this procedure to 
two cases are presented. In the first case temperature measurement results are used in 
order to determine the dependence of the composite thermal conductivity on the 
fractional conversion and temperature and, subsequently, to calculate the global 
temperature and degree of cure distributions. In the second case the same task is 
performed using artificial data from a hypothetical cure monitoring measurement that 
could give results identical to the results of heat transfer modelling. The artificial data 
were used, since, although a methodology to estimate conversion from impedance 
measurements independent of temperature, has been established (see paragraph 8.6), 
, 
it is impossible to perform the measurement over the entire frequency range required to 
follow the cure throughout. 
Inverse heat transfer modelling of RTM curing 241 
10.4.1 Integration using thermal monitoring signals 
Temperature measurements performed at the mid-depth of a curing carbon/RTM6 
composite (paragraph 7.3.1) are used as the target of the genetic algorithm. The details 
of the finite element model are identical to those of paragraphs 10.3.1 and 10.3.2. The 
variable parameters are the coefficients of a polynomial, which expresses the 
dependence of the composite thermal conductivity on fractional conversion and 
temperature as follows: 
K =(a 2 Parl + aPar2 + Par3)(TPar4 + Par5) (Eq. 10.5) 
The fitness of an individual is calculated as follows: 
Titness 
T T, mi 
ll'ie (Eq. 10.6) 
4 
1 where T is the temperature at node 4, which corresponds to the middle of the 
composite, calculated by the simulation at the i-th time step and Ti is the temperature 'W 
measurement at time 0.75i min. The range of the five parameters was from -1 to 1. 
The parameters of the genetic algorithm run are given in Table 10.2 and the 
convergence behaviour is illustrated in Fig. 10.8. 
Totalnumber Number of individuals passed Lengthofthe Exchange Mutation 
of individual! 
I 
directly to the next gen 
I 
bi 
III 
probability 
26 151 100 1 0.4 1 0.02 
Table 10.2 Parameters of the genetic algorithm in the modelling-monitoring Integration 
runs 
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t 
The algorithm converges after about 30 generations. Note that the problem in that case 
involved five parameters and about 900 iterations of the direct model were required for 
their estimation. A search method equivalent in terms of computational time would have 
resulted in a accuracy of about 0.5 in, the parameter estimation. The solution of the 
inverse problem can be expressed as: 
K= (-0.125a 2+0.117 a-0.094)(- 0.034 T+0.358) (Eq. 10.7) 
Using this model for the calculation of thermal conductivity, the distributions of 
temperature and degree of cure can be calculated. Their comparison with the results of 
the simulation presented in chapter 7, which was shown to be in agreement with the 
thermal monitoring results utilised here for the inversion, is illustrated in Figs. 10.9 and 
10.10. It can be observed that the monitoring-model ling scheme predicts the global 
distribution of temperature and degree of cure with satisfactory accuracy. The average 
error in temperature estimation is 0.29 OC and in fractional conversion determination 
0.0019. The error in temperature is lower than- the accuracy of the direct model (see 
paragraph 7.3.4), whereas the error in fractional conversion estimation is very low due 
to the fact that the higher differences in temperature between the inversion results and 
the direct model occur at low conversions when the reaction rate is very low. 
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10.4.2 Integration using cure monitoring signals 
The procedure described in the previous paragraph has been executed using artificial 
cure monitoring data as the target of the inversion. The fitness was calculated according 
to the relation: 
Fitness 
a4_ ami 
(Eq. 10.8) 
where a4 is the conversion at node 4, i. e. the average of conversion In the two i 
adjacent elements 3 and 4 and ami the artificial measurement which was considered 
equal to the results of the 1-D simulation for the carbon fabric case presented in chapter 
7., The parameters of the algorithm are those given in Table 10.2. The convergence of 
the algorithm is illustrated in Fig. 10.11. The use of artificial data which are produced by 
the model facilitates the algorithm which converges within 18 generations. The thermal 
conductivity is estimated to have the following functilonal form: 
K= (-0.163Ct 2+0.106a - 0.140)(- 0.021 T+0.326) (Eq. 10.9) 
which results in the temperature and degree of cure distributions illustrated in Figs. 
10.12 and 10.13. Both the temperature and the fractional conversion are very close to 
the original values of the direct model. The average errors are 0.23 OC and 0.0006 
respectively. Errors in the temperature are observed towards the end of the cure, due to 
the very low sensitivity of the reaction to the temperature once vitrification has 
occurred. The inversion and direct model fractional curves are essentially identical. 
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10.5 Overview 
An inversion procedure based on genetic algorithms was applied to the heat transfer 
simulation for optimisation and monito(ing-modelling integration. Optimal cure schedules 
with respect to total curing process duration and theoretically optimal top tooling 
materials with respect to thermal gradients occurring dudng the cure were found for a 
specific carbon/RTM6 composite component. The monitori ng-model ling combined 
scheme, which offers the possibility to infer temperature and degree of cure 
distributions from limited local thermal or cure monitoring signals, was tested and 
verified. Local monitorling results combined with the inversion procedure result in a very 
accurate estimation of the temperature and degree of cure evolutions during the cure. 
30 60 90 
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11 Overall discussion 
This investigation concerned the development and implementation of models and 
monitoring techniques appropriate for the resin transfer moulding manufacturing 
process. Modelling studies were focused on the curing stage of the process, whereas 
monitoring was applied to both the filling'and the curi ng stages of RTM. 
Up to now modelling efforts on RTM have focused on the filling stage of the process. 
Simplified models of the heat'transfer phenomena occurring during the cure stage, 
which involve gross assumptions as far as the cure kinetics and the thermal properties 
are concerned, have been developed. In this study, a heat transfer simulation of RTM 
cudng which accepts and uses accurate submodels for the cure kinetics and for the 
various thermal properties (specific heat capacity, thermal conductivity and density) was 
developed. The simulation is based on finite elements solution of the heat conduction 
equation. Other modes of heat transfer are not significant in the conditions of 
composites manufacturing. 
The cure kinetics were modelled using a non-parametric procedure. This technique uses 
interpolation, which is'applied directly to experimental data, and does not involve any 
closed form expression. Isothermal and dynamic DSC data are incorporated directly into 
the computer subroutine. Such a technique is appropriate for systems with reaction 
mechanisms independent of the temperature history. This assumption, which is Ignored 
in most cure kinetics models that express the reaction rate explicitly as a function of 
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temperature and fractional conversion, was experimentally verified for the specific epoxy 
system utilised in this study (RTM6). The cure kinetics submodel gives accurate results 
and successfully simulates the chemical phenomena as well as structural phenomena 
such as vitrification and clevitrification. Conventional modelling cannot Yield similar 
results, especially as far as the structural phenomena are concerned. The use of 
conventional models requires a modification of the cure kinetics model so that it can 
account for diffusion limitations effects. Thus, an additional model, which allows the 
estimation of the glass transition temperature, is required. In contrast, the algorithm 
developed here can simulate the cure in one step using the same range of experimental 
data required for the development of a conventional model. Thus, it becomes much 
more attractive especially if it aims to serve as a submodel of a heat transfer simulation, 
where it can be implemented directly as a subroutine. Prior to the application of the 
kinetics model, the effect of the specific reinforcements used in this study was 
investigated using DSC. Neither the carbon nor the glass reinforcement had any 
influence on the cure kinetics of RTM6 resin. 
The heat capacity submodel operates similarly to the kinetics submodel, with direct 
interpolation applied to data acquired during isothermal MDSC experiments. The rule of 
mixtures is used in order to calculate the composite material specific heat capacity from 
the constituent values. This method reproduces successfully the effect of the resin 
vitrification on the heat capacity. The calculation of density is performed using the rule 
of mixtures and an incremental formulation, which then allows the sequential 
computation of the resin and fibre densities from the thermal expansion coefficient and 
the chemical shrinkage. The calculation of the composite material thermal conductivity is 
performed by an explicit model, which incorporates expressions for the constituent 
thermal conductivities in a model appropriate to fibrous composites. An apparatus of 
cylindrical symmetry and an appropriate analysis procedure were developed in order to 
measure the thermal conductivity of the unreinforced resin during the cure. 
As a result of the high accuracy of the submodels the heat transfer simulation gives an 
accurate prediction of the thermal profiles during RTM curing of both carbon/RTM6 and 
glass/RTM6 composites. The heat transfer was demonstrated to be one-dimensional in 
the geometries considered. Significant thermal gradients were shown to be developed 
during the cure, resulting in significant Vitrification time differences between different 
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points of the curing component (of about 10 to 30 minutes depending on the tooling 
material). The existence of degree of cure gradients was identified also, however, their 
existence is temporary as they are minimised towards the end of the cure process. - 
The, ý, predictive capabilities of the heat transfer simulation can be used for the 
optimisation of the curing process during the design stage. A genetic algorithm was 
utilised to achieve the inversion of the heat transfer model required for the optimisation. 
Different criteria were tested and it was possible to find optimal cure schedules, or 
tooling materials, 'which result in minimum process duration or minimum thermal 
gradients respectively. Significant cost reductions- and quality improvements may be 
achieved using such a procedure. 
Although the heat transfer simulation can give very useful information as a predictive 
tool, ', -its validity is subject to the use of appropriate material submodels. The 
development of accurate submodels -requires -the allocation of significant resources, 
which may not be available in an industrial environment. Furthermore, batch to batch 
material variability can affect the validity of submodels. A scheme, which allows the 
adaptation of models according to in-situ monitoring results, was developed here, In 
order to overcome such problems. Its implementation requires an inversion of the heat 
transfer simulation, which, is performed similarly to the optimisation studies using a 
genetic algorithm. The combined scheme was applied to RTM curing of carbon/RTM6 
composites. Thermal monitoring results were utilised to drive the inversion and it was 
possible to reproduce - temperature and degree of cure distributions successfully 
by 
altering the thermal conductivity submodel. The same procedure could be applied using 
multiple thermal monitoring results and multiple target submodels; the choice of thermal 
conductivity' was made here since this was the most difficult thermal property to 
determine. Under this scheme, it is possible to integrate modelling and monitoring and 
to produce global estimations from local measurements, on which feedback loop control 
can be based. At the moment the algorithm cannot be implemented In real time as the 
inversion requires a'long time (in the order of tens of minutes) to be executed. 
However, improvements of the computer hardware and the algorithm implementation 
can lead to a real-time application. % 
In'cases where the inversion target is related to the cure kinetics model, it is expected 
that the thermal monitoring results will not'have high sensitivity to the cure kinetics 
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parameters. This statement can be justified by the absence of significant temperature 
overshoots in the curing experiments and in simulations performed in this study. Thus, 
in cases where an uncertainty of the simulation is caused by the cure kinetics, the 
inversion should be driven by cure monitoring results. In this respect, dielectric cure 
monitoring was investigated. Earlier works have established methods for correlating 
impedance cure monitoring signals with the progress of the reaction under isothermal 
conditions. In this study the evolution of the real and imaginary impedance spectra 
during the cure of RTM6 was investigated under both isothermal and dynamic heating 
conditions in order to establish a temperature independent correlation between the 
monitoring signals and the degree-of-cure. Such a correlation is necessary for process 
control based on the cure reaction progress. 
The, basic mechanisms of electrode polarisation; charge migration and dipolar relaxation 
were identified and a new form of electrical , equivalent circuit, which represents 
electrode polarisation using a constant phase element, was established. In addition, the 
manifestation of vitrification as a peak in the real impedance versus time curves, and as 
a knee in the imaginary impedance versus time curves, was observed and explained in 
terms of the part on the spectra which is affected by dipolar relaxation. The principal 
features of the imaginary impedance spectra were found to correlate with the progress 
of the reaction. More specifically, the difference between the frequencies of the 
minimum and maximum of the imaginary impedance was found to have a low sensitivity 
to temperature and a high sensitivity to fractional conversion. This correlation could not 
be utilised in the RTM curing experiments, as the minimum of the imaginary impedance., 
spectrum moves to frequencies outside the measurement range as the curing 
progresses at the curing temperature used. Thus, the inversion procedure was applied 
using artificial data, which were results of the heat transfer model. The ability to extend 
the monitoring signals to the whole component was demonstrated in that case also. The,, 
implementation of this scheme to composite production would enable cure sensing 
performed at a structurally non-critical region of the curing component to give an, 
estimation of the material state in other regions in which the placing of a sensing device 
would not be acceptable. 
An aspect of liquid moulding processes, which has not received adequate attention up to 
the moment, is the monitoring of the filling stage. Although flow models have been 
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developed and problems connected with permeability, which is the core parameter of 
these models, have been identified, no systematic efforts have been made in this 
direction. In this study dielectric sensors appropriate for flow monitoring during the 
impregnation of conductive and non-conductive reinforcements were designed and 
tested. In non-conductive reinforcements, lineal sensors producing a fringing field which 
permeates part of the filling composite gave an accurate estimation of the flow front 
position. In conductive reinforcement insulated wires form a field with the conductive 
fibres, enabling the location of the flow front to be performed. In both cases the 
measurements are continuous and are performed in real time. As such, they can be 
easily incorporated in a control system. In addition, the inversion procedure 
implemented here to integrate the heat transfer simulation with thermal and cure 
monitoring signals, could be used to integrate flow models with the dielectric flow 
monitoring results to obtain the flow front distribution by altering the value of 
permeability used in the flow model, in real time. 
Chapter Twelve 
12 Conclusions 
The main points resulting from this study are summarised in the following. 
Cure kinetics: 
" The kinetics of RTM6 and of any resin system with reaction mechanisms 
independent of temperature history can be modelled by non-parametric modelling. 
" Non-parametric modelling can simulate chemical and structural phenomena in a 
single procedure. 
" The reinforcements used in this study do not alter the cure kinetics of RTM6. 
Thermal properties: 
* The heat capacity of a thermosetting system can be modelled using an interpolation 
routine. 
-, The thermal conductivity of a thermosetting system has been measured during cure. 
Heat transfer modellinq: 
" Conduction is the only significant mode of heat transfer in RTM. 
" In the geometries considered the heat transfer was mainly one-dimensional. 
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Significant thermal gradients are developed during RTM curing. The thermal 
gradients decrease with decreasing surface heat transfer coefficient of the top 
tooling material. 
* The degree-of-cure gradients developed during RTM curing are temporary and 
vanish towards the end of the process. 
9 Significant differences between times at which vitrification occurs at different 
locations are observed during RTM curing. 
Imgedance cure monitoring: 
The impedance spectrum of RTM6 is governed by three phenomena, electrode 
polarisation, charge migration and dipolar relaxation. The dipolar relaxation 
contribution is hindered by charge migration. 
* An equivalent electrical circuit in which a constant phase element accounts for 
electrode polarisation represents accurately the behaviour of RTM6. 
* Vitrification is manifested as a peak in the real impedance and as a knee in the 
imaginary impedance. This behaviour is explained by the shift of the spectra in the 
frequency range in which dipolar relaxation occurs. 
e The imaginary impedance maximum value can provide the means for reaction 
monitoring in isothermal conditions. In contrast, in dynamic conditions the influence 
of temperature changes does not allow such a correlation to be made. 
The difference between the frequencies at which the imaginary impedance maximum 
and minimum occur correlates with the progress of reaction under both isothermal 
and dynamic conditions. This correlation is practically feasible only in the conversion- 
temperature window in which electrode polarisation is clearly manifested in the 
imaginary impedance spectrum. 
Flow monitgdM 
Lineal dielectric sensors provide the means for flow and macroscopic cure monitoring 
in non-conductive reinforcements. 
* Conflgurations comprising insulating wires can be used for dielectric flow and cure - 
monitoring in conductive reinforcements. 
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The imaginary part of the flow progress measurement using dielectric sensing 
provides the means for self-evaluation of the quality of the measurement. 
Process optimisation : 
The inverse solution of the heat transfer simulation can be performed by a genetic 
algorithm. 
Optimisation targets which could result in process cost-efficiency and/or increased 
process quality can be achieved using the inverse solution. 
Model ling-monitoring scheme: 
Modelling can be combined with monitoring results in an inverse algorithm which 
alters the heat transfer submodels in order to produce modelling solutions which are 
compatible with the monitoring results. 
The combined scheme can reproduce successfully the distributions of temperature 
and of degree of cure. 
Chapter Thirteen 
13 Suggestions for fufther investigation 
The non-parametric cure kinetics algorithm developed here is suitable for those 
thermosetting systems which do not show any dependence of their Idnetics on the 
temperature history. Most of the commercial thermosetting systems fall Into this 
category, at least within the accuracy required for pracdcal use. However, an algorithm 
which could operate in a non-parametric way and account for temperature history 
effects would be a generic and free of assumptions solution to the problem of kinetics, 
which could be extended outside the context of cure kinetics. The development of such 
a methodology should be based on data from a technique which can distinguish 
between different reactlions, e. g. infrared spectroscopy, but the final objective should be 
to implement a procedure that could operate using data from an expedmental technique 
that cannot distinguish between different reactions, e. g. calorimetry. 
The method for the measurement of thermal conductivity developed here provides a 
cost-effecdve solution to the problem of the measurement of this property in reacting 
thermosets. The thermal conductivity data available in the international literature are 
very limited as the alternative laser pulse method is very expensive to use. 
Consequently, most of the cure simulations operate under major assumptions as far as 
the value of this property is concerned. An optimised apparatus based on the principles 
set out here can enable the measurement of the thermal conductivity to be performed 
for a series of commercial thermosetting systems in order to develop an appropriate 
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database. Furthermore, as thermal conductivity is related to phonon transfer, its 
accurate measurement during the cure could offer an additional insight into the cross- 
linking network development. 
The heat transfer simulatIon developed here can be integrated with a residual 
stress/strain development model in order to extend the predictive capabilities of a model 
for the manufacture of composites and to relate its results to some of the critical 
properties of the final product. Although this extension is not very demanding in terms 
of numerical implementation, experimental methodologies capable of providing the 
values of the material properries involved in such a simulation (mechanical moduli, resin 
shrinkage) need to be developed, in order to achieve the required level of model 
accuracy. This is a very challenging task as currently there do not exist any experimental 
techniques capable to perform such measurements in a general way. Once an integratbd 
heat transfer/residual stress model is available the process optimisation methodology 
applied here can be extended to use as criteria or constraints measures of the 
stress/strain development. Similarly, the monitoring-model ling combined scheme could 
incorporate the general model and in-situ strain monitoring techniques. Thus, a 
complete curing simulation could operate in combination with thermal, curing and strain 
monitoring and provide the manufacturer with a global picture of the process progress 
on which control actilons can be based. 
Real time operation of the inversion algodthm is a prerequisite for application to the 
control problem. Currently the inversion is performed within time periods in the order of 
ten minutes. That duration should decrease to about one minute or less before any real 
time application is possible. This can be achieved with improvements in the model and 
inversion algorithm and the use of a faster programming language, e. g. C or C++. 
Furthermore, genetic algorithms lend themselves to very effective parallel processing. 
Taking into account that multiprocessing systems are becoming cheaper, parallel 
processing could be a solution to the real time application problem. 
The inversion procedure can be applied to the filling stage of liquid composite moulding. 
An appropriate flow model based on Darcy's law can be combined with the floW 
monitoHng signals provided by the devices developed in this study. An on line estimation 
of permeability can be performed and the flow problem can be solved using these 
realistic values. Similarly to the curing stage, control based on the global picture of the 
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filling progress can be performed. Such a procedure would be very attractive taking into 
account the practical difficulties in estimating fibre pre-form permeability a priori. 
The methodologies developed here for the interpretation of the cure monitoring signals 
should be investigated further as the conclusions drawn here are based on experimental 
results from one resin system. The new equivalent circuit and the procedure to estimate 
the degree of cure under dynamic cure conditions from the imaginary impedance 
spectrum should be tested in different resin systems in order to verify whether their 
validity is universal. Another aspect that should be investigated further is the relative 
magnitude of the temperature and degree of cure changes in the dielectric/impedance 
signals. This can be performed by imposing modulated thermal programs in a fashion 
similar to that used in modulated differential scanning calorimetry. Thus, reversible 
phenomena, i. e. viscosity and mobility changes due to temperature variation can be 
separated by non-reversible phenomena, i. e. viscosity and mobility changes due to 
network formation and dipole moments changes due to chemical changes. 
The flow monitoring sensing setup for conductive reinforcements can be extended to 
new sensor designs which will be capable of overcoming the most significant practical 
limitation of dielectric/impedance flow monitoring whi'Ch is the need to embed a sensing 
element in the composite. 
The insulated wire can be replaced by an hybrid fibre tow which comprises a carbon 
fibre core surrounded by glass fibres. The conductive core of such a tow can be used as 
the electrode of impedance sensing while the glass fibres can provide the required 
insulation. A range of possible setups can be used according to the monitoring 
objectives, e. g. a pair of tows of this type running along the mould can provide the 
means for flow sensing and macroscopic cure monitoring, or a comb configuration can 
provide the means for local cure monitoring. 
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