Edge computing in the Internet of Things brings applications and content closer to the users by introducing an additional computational layer at the network infrastructure, between cloud and the resource-constrained data producing devices and user equipment. This way, the opportunistic nature of the operational environment is addressed by introducing computational power in location with low latency and high bandwidth.
Introduction
Today, the predominant model of Internet of Things (IoT) systems is the cloud-centric architecture. Cloud platforms at the top provide virtually unlimited computational and data storage capacity for large-scale data analysis applications with global connectivity across the Internet. In the unforeseen scale of IoT system deployments, such centralized architecture introduced massive upstream data transmission load across the networks. In addition, monitoring and controlling the distributed system components and the necessary local adaptation in the IoT opportunistic system environment, in such a scale, has become difficult due to physical distances and user mobility. Moreover, variety of IoT system configurations and devices has led to parallel vendor-and application-specific deployments, largely without collaboration capabilities.
Edge computing has emerged as flexible and scalable solution to address these IoT architectural issues [1] . Edge computing, as a computational layer where the virtualized application resources are leveraged, is introduced at the network infrastructure between the cloud and close to the IoT devices. A number of edge solutions have already been presented [1, 2, 3] . The wellknown examples include Cloudlet [4] , a "datacenter in a box", providing a resourceful execution environment for offloaded mobile applications. Multiaccess Edge Computing (MEC) [5] reuses network infrastructure components, e.g. cellular network base stations and Wi-Fi access points, as local data storage and mobile application execution platforms. Fog computing [6] utilizes the local networked devices, e.g. access points and gateways but also laptops and set-top boxes, as a hierarchical virtualized computing platform. These computational components, i.e. edge servers, placed in close proximity, have the capabilities for addressing the dynamics of the environment and serving local computation-and data-intensive applications with low latency and high bandwidth. Data processing already at the edge server increases privacy and further reduces the load on core networks and cloud.
However, pragmatic complexities are faced in provisioning of resources to the edge. For network operators, the practical considerations include extensive options in the placement of edge system components that are constrained by deployment budgets, resulting in a limited number of servers and their hardware requirements. A practical option is to reuse the existing network infrastructure, e.g. to co-locate edge servers with access points. Moreover, managing user mobility, and the resulting runtime dynamic workload across the coverage of the edge deployment, is crucial for providing connectivity with low latency and high bandwidth. Further, the edge servers need to facilitate opportunistic multi-tenancy for 3rd party developer applications and services while maintaining the required Quality of Service (QoS) for the applications.
In this paper, we address the problem of edge server placement with an existing network infrastructure. Due to the edge application requirements, the close proximity of servers to the users is necessitated with co-located placement. The resulting deployment should handle the maximum workload in the system, while trying to achieve both proximity and load balancing to serve equal QoS. This leads to a distributed edge application workload, where the edge server capacity constraints are met, with minimal over-or unused capacity. To increase the flexibility of the deployment further, the workloads of access points are to be divided between servers. These considerations lead to an optimization problem, where the best compromise between proximity and balance is sought. The placement problem is considered as an instance of the location-allocation framework (see e.g. [7] ). The resulting placements balance and share the workload across servers while minimizing the distances between a server and its connected access points.
The presented novel algorithm aims for an optimal placement of edge servers in a geographically diverse deployment of access points, exemplified by the used data set. The heterogeneous data set [8] , consists simultaneously of densely deployed area, i.e. city center, and significantly sparse deployment areas, e.g. the suburbs. The methods presented in the previous work did not address the problems with this type of heterogeneity. Many of those methods perform well with a large number of access points, that are homogeneously distributed over the area close to each other, but as shown in this paper, their performance can suffer with such heterogeneous geographical distribution of access points. Furthermore, different edge deployment scenarios are studied, exemplified by MEC and Fog, with high and low capacity servers and enabling sharing of workloads between the servers. If sharing is not considered, problems may arise with low capacity servers, which may not be capable of handling the workload of connected access points at once.
In this respect, the main contributions of this article are:
• A block-coordinate descent algorithm to provide optimal edge server placement, based on the total system workload, aiming to minimize the distance between servers and their connected access points, while considering both capacity constraints and workload balancing.
• Studying different edge deployment scenarios with a set of system parameters, i.e. number of servers, server capacity and sharing of workload between servers.
• Proximity statistics for the thorough evaluation of both average and worst case QoS in the resulting deployment scenarios.
• Algorithm development with a real-world data set (∼260M data points collected in 2014 in a public Wi-Fi network), which covers both the city center and suburban areas, corresponding to dense and sparse access point deployments.
• A detailed survey of existing edge server placement methods.
• An open-source software package for implementing the presented placement algorithm developed with R (available in GitHub).
The paper is organized as follows: in Section 2 we introduce the state of the art in edge server placement and outline the proposed approach, in Section 3 we present our method in further detail, in Section 4 we apply the method for a real data set in different scenarios, in Section 5 we make the concluding remarks of our findings.
Related Work
Previous studies on edge server placement have focused on algorithms for clustering access points with the aim to find candidate locations for the servers as cluster heads. In these works, clustering was based on k-means [9] , k-means with mixed-integer quadratic programming [10] , graph theory as in minimum dominating set problem [11] , hierarchical tree-like structures [12, 13] , multi-objective constraint optimization [14] and mixed integer linear programming [15] , and DBScan-clustering combined with optimization based on a facility location problem [16] . A heuristic decision-support management system for server placement was presented in [17] . For clustering, different sets of parameters were considered, such as individual server capacity, the number of servers, geo-locations of servers, minimal latencies and maximized traffic inside the clusters. Typically, co-location is considered where the servers are placed next to access points in a geographical area.
Next, we give a detailed presentation of the related work on edge server placement, considering the different properties. The findings are summarized in Table 1 .
Workload and computing capacity The computing capacities of edge servers were assumed equal and fixed, except in works [9, 11] , that allowed scaling of the server capacity on-demand to distribute workload evenly, regardless of the resulting cluster size. In Mohan et al. [16] , no strict capacity limits were set for servers, but excessive workload can be offloaded to cloud. The studies mainly focused on average workload that can be utilized as a measure to maintain a constant QoS as all times. Yin et al. [17] focused on worst-case workload by utilizing the maximum number of users found in the historical data. Measures to simulate the workload in different granularity were also utilized, e.g. a number of connections to the access points, total session length or total connection time and length of phone calls.
In the proposed schemes, typically over-provisioning was prohibited using a hard upper constraint on server capacity. However, if only over-provisioning is controlled, some of the servers can still have unused capacity, neglecting the aim for balanced workload. On the contrary, in the placement scheme of Wang et al. [14] and Guo et al. [10] a balanced workload distribution was sought, but the server capacity was not ensured.
Network topology In many works, the core network topology and resulting hop count were used to measure the distances from access points to the servers [10, 11, 12, 13, 16] . However, as the topology may not be available, it was approximated by geospatial distances [9, 14, 15, 17, 18] as a lightweight approach to estimation. This requires that the coordinate space is consistent on distance ranking [17] . If the area is homogeneous, it is plausible to assume that the geospatial distances have distance consistency. However, the approximation was typically used without verifying the homogeneity.
Number of servers To maintain the sufficient QoS within the budget limitations, two main approaches were used for determining the required number of servers. First, a tolerated distance from server was decided and the number of servers was minimized given that the distance constraint is met for each access point [11, 15, 18] . Second, the number of servers was based on budget and servers were placed so that the best proximity is obtained [9, 10, 12, 13, 14] . A third approach was to minimize the distance while penalizing for the number of servers [17] .
Membership to a server. The workloads of connected access points were assigned to exactly one server, except in [13, 15] . In [15] , some of the access points could not be fitted into any of the clusters, due to the summarized workload exceeding server capacity. In Jiao et al. [13] , fixed number of servers were placed in a tree-structure, however some access points were not assigned to a server at all.
Scalability Scalability was considered from the algorithmic scalability and the resulting deployment capacity perspectives. First, the algorithmic scalability was exemplified by the number of access points and edge servers. Basic k-means algorithm was applied in [9] without capacity constraints and hierarchical clustering in [12] , both giving good scalability. In some works, scalability was guaranteed with a two-step approach. Data was partitioned into clusters without applying the capacity constraints, after which the servers were placed to each cluster separately [16, 17] . Similarly, first the servers were placed without considering the capacity constraints and then the access points were assigned to the servers [10] . Such approaches save computation time, but consume memory as the allocation step is carried for the whole data set at once. In the work of Bouet et al. [15] , a dense grid was set im a geographical area and the spatial extents of the servers were obtained by merging the grid cells based on user mobility. Here the computational time depends on the number of grid cells and not on the number of access points. Thus, the method scales well on the number of access points, but not with respect to the spatial size.
Second, deployment scalability can be measured as the number of servers and the computational capacity of the servers. If the workload exceeds the server capacity, the placement will not be able to guarantee sufficient QoS. Therefore, an algorithm is scalable if it obeys server capacity constraints, for both low and high capacity servers, and further facilitates sharing of workload between servers. In all the studies, the workloads of access points were not shared.
Measuring the QoS If the number of servers was fixed, the proximity, as a QoS measure, was typically the average distance between access points and servers [9, 10, 12, 14] , which enables to explore the effect of the number of servers. Workload balancing was typically measured using the standard deviation of the server-wise workloads [10, 14] . In Jiao et al. [13] , the effect of the number of servers for the reduction of distance as hops was explored. Mohan et al. [16] , measured the percentage of satisfied user requests and the total utilization of the server capacity.
If the aim was to minimize the number of servers, optimization was carried out, for example, with different thresholds of distance [11, 18] or capacity [11, 15] . The effects of capacity constraints on intra-cluster traffic and temporal changes on workload balance is investigated in [15] . In Li et al. [18] , also the effect of the number of access points to the energy consumption and average resource utilization was explored. In Yin et al. [17] , the cost of the deployment was evaluated as a function of the percentage of people within a given distance from the server.
Data sets Simulated data sets were utilized in [11, 13] , where the other studies utilized real-world data sets. The data set [19] consists of georeferenced phone call detail records over the city of Milan for three months' period, which was used in [9, 15, 16] . The Shanghai Telecom data set contains the data of mobile users accessing 3000 base stations with 4.6 million call records and 7.5 million movement traces of 10 thousand users in six successive months [20] . The data set was used in [10, 14, 18] . The data set utilized in Sinky et al. [12] consists of thousands of Wi-Fi access points in New York City. In [17] , the data set was obtained through the globallydistributed Planetlab nodes and the measurement nodes, deployed in China [17] .
Source code Only in [14] , the source code of the algorithm is openly available.
A related problem, after the edge server placement has been completed, is how the runtime online workload is handled. This virtual machine allocation problem was considered in a number of studies, e.g. [21, 22, 23, 24, 25] , but this online problem is outside of the focus on this paper. Article topol dist cap fix k wl frac src Liu et al. [9] no no no yes no no no Guo et al. [10] yes no bal yes tot no no Wang et al. [14] no no bal yes tot no yes Jiao et al. [13] yes no no yes synth no no Bouet at al. [15] no no up no mob no no Zeng et al. [11] yes yes up no synth no no Li et al. [18] no yes up no tot no no Yin et al. [17] no yes up no peak no no Sinky et al. [12] yes no no yes tot no no Mohan et al. [16] yes yes no no tot no no PACK no no up/low yes peak yes yes fix k= is the number of servers predetermined? wl= how workload is measured?: no= workload is not considered, tot= the total number of users/calls/etc in given time range, peak=the maximum number of users/calls/etc in given time range, synth= a simulated or synthetic data set, mob=mobility frac= enables workloads to be split to serveral servers src= are the source codes openly available
Our Contributions
We present an edge server placement algorithm for a fixed number of edge servers, that minimizes the distances between servers and access points, while balancing the system workload and obeying the server capacity constraints with both lower and upper limits. The algorithm is demonstrated to find an optimal placement with a heterogeneous data set with dense and sparse access point deployments. The algorithm is scalable with respect to the number of servers and their capacity, allowing workload sharing, as demonstrated in different edge deployment scenarios. We refer to the algorithm as PACK (PlAcement with Capacitated K-family 2 ). Data set The utilized real-world data set consists of a set of 1300 Wi-Fi access points, in total, and their connected users during the year 2014 (∼260M data points) across city-wide deployment including both densely deployed city center and sparsely deployed suburban areas, giving the data set unique characteristics. Hence, we call the access point density heterogeneous while the access points belong to the same Wi-Fi network infrastructure deployment. The data set is described in detail in Section 4.1.
Number of servers Due to the heterogeneous data set, minimizing the number of servers with a single distance constraint, e.g. hop count, is no longer feasible. The reason is that in sparse areas the distances vary significantly, but remain short in dense areas. Hence, such placement could lead to a large number of servers with a small number of access points. To comply with the budgeting constraint, we choose a fixed number of servers and optimize the proximity with the capacity constraints.
Network topology We approximate the network topology using the geospatial distances, where proximity is measured using squared Euclidean distances. This produces k-means type clustering with spherical-like clusters with centralized cluster heads [26] . This results in a star-like topology with spatially centralized edge servers in both dense and sparse areas, which contributes towards better proximity, i.e. QoS, particularly in the otherwise remote access points.
Workload and computing capacity For ensuring enough server capacity the in worst case scenarios, e.g. rush hours, the workloads of access points are determined by the maximum number of simultaneous connections within a time period. In addition, both upper and lower capacity limits can be set for the servers, providing strong control over the trade-off between proximity and workload balance. The trade-off follows from the fact that maximizing proximity for all users may lead to unbalanced workload, as they are assigned to the closest servers. Vice versa, when the workload is balanced, typically sub-optimal proximity is obtained. Thus, if proximity is sought, very loose, if any, capacity constraints can be used. If a sufficient server capacity is to be guaranteed, only an upper capacity limit is needed. If balanced workload is priority, very tight constraints surrounding the average workload can be used.
Membership to a server and scalability With limited server capacity, the access point workload resulting from clustering may exceed their capacity, as demonstrated in related work [15] . Therefore, assigning an access point to exactly one server may reduce the QoS. Thus, a sharing of workload between servers should be enabled. So forth, we refer to the sharing of workload as the fractional membership, contrary to hard membership.
Proximity statistics Typically, QoS is approximated as the proximity of the User Equipment (UE) to the server, through the network topology. Whereas workload balancing is measured using the standard deviation of server workloads. However, we explore the QoS more thoroughly with both average QoS and the worst-case QoS.
Source code The proposed algorithm source code is published as open source in GitHub [27] 3 . The implementation is done with R and the package contains all the functionality with an easy-to-use interface.
In Appendix A we provide a comparison of our method to other methods. Strengths of the proposed approach over related work can be summarized to be:
• While placing a fixed number of servers, optimal proximity is sought while obeying capacity constraints, whereas related work focused on either one.
• Workload balancing is controlled and sufficient capacity is ensured via setting both upper and lower capacity constraints to the server capacity. Again the related work focused on either one.
• Considers carefully the simultaneous placement with the both dense and sparse deployments of access points. In the related work the effects of the heterogeneity of the data set were not recognized.
• Enables the placement of a large number of low capacity servers by sharing workload between servers, which was not possible in the related work.
• Proximity statistics for a thorough evaluation of both average and worst case QoS in the resulting deployment scenarios, whereas in related work only the average QoS was evaluated.
Method
The placement of a fixed number of edge servers, aiming to minimize distances to access points and satisfying the capacity constraints, can be considered as a capacitated location allocation problem [7, 28, 29, 30] and more specifically as a capacitated p-median type problem [30] .
The distance metric typically used in a p-median problem is the Euclidean distance. However, as we apply the squared Euclidean distance, our approach can actually be considered as a capacitated k-means clustering, where the cluster centers are constrained to the data points. Such a discrete variant of k-means method is generally referred to as a k-medoid method [31] .
In the following, we first formulate the placement problem as a constrained optimization problem, and present the PACK-algorithm for the optimization. Also, we describe how we evaluate the QoS of the resulting placement.
Problem formulation
Given a data set of n access points, let x i be the coordinates for access point i. Correspondingly access point i has a workload w i , which in practice is determined by the amount of users in the access point and treated here as a known, fixed, quantity. Let us denote by c j , j = 1, 2, ..., k, the coordinates for the k edge servers, each of which is assumed to have similar capacity for computational load. y ij denotes the membership of the access point i to the edge server j.
Our aim is to minimize the sum of squared Euclidean distances between the edge servers and the access points they cater for, while taking into consideration the workload of each access point and the capacity constraints of each server. Hence, we minimize the loss function
with the following four constraints:
Each edge server location c j is assumed to be the same as one of the access point locations x i .
represents the fraction of workload of access point i assigned to cluster j [32] .
3.
k j=1 y ij = 1 ∀i. All the workload of an access point is assigned.
Capacity for each edge server is constrained between L and U .
The PACK-algorithm
For solving the optimization problem (1) for large n, we use a blockcoordinate descent algorithm (Algorithm 1) where we iterate two main steps: (1) the allocation of the access points to the given locations of servers (line 4) and (2) re-locating each server given the access points allocated (line 5). The iteration is continued until the locations of the edge servers do not change.
As the result of such an iteration is not guaranteed to be the global minimum, N initial values for the edge server locations are used in Algorithm 1. A set of reasonable initial values is obtained using the k-means++ algorithm [33] . The k-means++ algorithm spreads the initial server locations, which improves both the speed and the accuracy of the k-means method.
Allocation-step In the allocation-step, we minimize (1) with respect to y ij . Only constraints 2, 3 and 4 are used, since edge server locations c j are assumed to be fixed. For the hard membership constraint, this step is an NP-hard integer programming task [34] . The task is especially difficult if the number of access points and edge servers is large. However, in the case of the fractional membership, this is a linear programming task which can be solved in a polynomial time [35] .
Location-step Location-step relocates the edge servers based on the allocation of the access points. In other words, loss function (1) is minimized with respect to c j with only constraint 1, while keeping the allocations y ij fixed. This step is identical to calculating for each server the medoid of the access points assigned to it [31] .
We implemented the block-coordinate descent algorithm as an R package rpack [27] , available in github 4 . The allocation step is run on Gurobi, a fast optimizer package with R bindings, free for academic use [36] . However, in Initialize c j , j = 1, 2, ..., k using k-means++ 3: while c j changes do
4:
Allocation-step: minimize (1) with respect to y ij
5:
Location-step: minimize (1) with respect to c j
6:
S = the value of the loss function
end while
if S < S min or i = 1 then
9:
S min ← S end if 13: end for 14: return c * j , y * ij case Gurobi is not available for the user, the allocation is run with package lpSolve [37] .
Evaluation of the QoS
To measure the QoS of the resulting edge placement candidates, we utilize the distances between the access points and the servers they are connected to, as a proximity indicator. For the sake of interpretability, we apply the Euclidean distance as opposed to the squared Euclidean distance used in the placement scheme.
The average access point distance weighted by the workload is obtained as
where W = n i=1 w i is the total workload of the area. We also explore the distance distribution more thoroughly, by utilizing the sample quantiles q α that measure the distance within which α proportion of the workload is from the edge server it is assigned to. Hence, by selecting a proportion α close to 1, the worst case QoS can be evaluated, whereas selecting α = 0.5 corresponds to the median QoS.
The quantiles q α can be solved from the equation F (q α ) = α, where F is the empirical cumulative distribution function of the workload.
Edge server placement scenarios
For the evaluation of the PACK algorithm, we simulate edge server placement for two different edge computing infrastructures, i.e. MEC and Fog computing. In both setups, we study the effectiveness of PACK with clustering of access points with a varying number of servers, constraints on server capacity, and with and without the sharing of workload between servers. Then, we place the edge server, as a cluster head, co-located with an access point.
First, MEC is based on medium-scale data centers, that are co-located with mobile network base stations [2, 5] . Powerful edge servers, as a part of the standardized MEC infrastructure, control the computational and communication resources of the connected network infrastructure components, including base stations, access points, switches and routers, etc., each with connected UEs. The resulting edge computing infrastructure is therefore based on a small set of geographically scattered clusters, with edge servers as cluster heads, each with a large number of connected access points.
Second, Fog computing architecture is fundamentally different. Fog provides a virtualized hierarchically organized distributed computing platform, based on small-scale Fog nodes, such as common household appliances, smartphones, laptops, set-top boxes and network infrastructure components placed higher at the hierarchy [2] . The Fog nodes placed closer to UEs are expected to have smaller capacity, which increases towards the cloud in the infrastructure, forming a "cloud-thing continuum" [1] . Thus, Fog offers low latency for edge applications in isolated deployments, e.g. a business facility, based varying number of Fog nodes placed in a hierarchy. In this sense, the resulting edge platform infrastructure is based on a large number of small-sized clusters.
Data
The evaluation was conducted by simulations based on a real-world data set, collected from panOULU public network Wi-Fi access points in the city of Oulu between the years 2007-2015 [8] . In the evaluation, we concentrated on data collected during the full year 2014, as it was observed to have a maximum number of yearly Wi-Fi connections (in total 257,552,871) on 450 active access points. The access point deployment, as shown in Figure 2a , consists of both densely covered city center and sparsely covered suburban areas in the City of Oulu, Finland.
As each edge server can handle a limited computational load, we assume that each connected user brings a load of one. As an example, Figure 1 illustrates the number of simultaneously connected users in an access points of a local school as a time series in different scales, i.e. yearly, monthly, and weekly. As an example, on the weekly connections (the lowest panel) the difference between working days and weekend can be clearly seen. Similarly on the top panel, the concentration of the connections is clearly visible after the summer months. The highest number of simultaneous connections in 2014 for that particular access point reaches ca. 100.
In this paper, we define the workload of an access point as the highest number of simultaneous connections to that access point in 2014. This way we emphasize the maximum workload. As shown in Figure 2b the distribution of such workloads is heavily skewed, with large number access points with low workloads and small number of access points with exceedingly high workloads.
Edge server placement for MEC
For the whole MEC infrastructure, we assume a budget of 20 edge servers for simulation, based on domain expertise. We center the capacity limits around the even workload (426.5) with a relatively wide window width, resulting in a lower capacity limit 327 and upper limit 526.
With this setup, we compare four different MEC server placement scenarios:
(m1) Lower and upper capacity constraints are present.
(m2) No capacity constraints at all, which corresponds to the k-medoid method [31] and was applied also by Liu et al. [9] .
(m3) Only upper capacity constraint, which was the most typical way to balance the workload [10, 11, 15, 16, 17, 18] .
(m4) Lower and upper capacity constraints are present, with fractional membership for the access points.
In each scenario, the algorithm uses 100 initial candidates (random sets of server locations) that are selected using the k-means++ method. The server placement and allocation of access points into the servers are based on the clustering with the smallest value of the loss function (1). The resulting optimal server deployment candidates for each scenario are shown in Figure  3 . We also calculated the proximity and workload balance statistics to assist in further analysis of the results, as shown in Table 2 .
Server capacity constraints. Considering the different capacity constraints and the resulting clusters, as shown in Figure 3 , the following can be said. As shown in scenario (m1), lower and upper capacity constraints, the algorithm results in geo-spatially varying sizes for the clusters, due to the uneven distribution of workload and access point densities. This result shows that the algorithm does not under-or over-provision the server capacity, regardless of its resulting geo-spatial coverage. In scenario (m2), i.e. no capacity constraints, the algorithm produces equally sized clusters where the server workload varies significantly. The placement in scenario (m3), with only upper capacity constraint, is somewhat between the scenarios (m1) and (m2), with more balanced workload than in scenario (m2). The scenario (m4), with lower and upper constraints and fractional membership, shows that the placement found in scenario (m1) does not change significantly with fractional membership. Only a few access points are divided among MEC servers as shown in Figure 5 .
Proximity. Here, we utilize the QoS distance metric introduced in Section 3.3 to evaluate the scenarios. The results are summarized in Table 2 . In scenario (m1), with both upper and lower limits, we observe relatively low distances for 25% and 50% quantiles. This result shows that (m1) achieved considerably good minimum distances while producing a balanced workload for the servers. However, the larger quantile distances are clearly higher than in other scenarios, resulting in the highest mean distance. The scenario (m2), with no capacity constraints, has the lowest mean distance. The obvious reason is that all access points can be connected to the closest server. The scenario (m3), using only the upper limit, results lower distances than scenario (m1) for the large quantiles. This can be explained by the fact that, without lower capacity limit, clusters with small capacity can be produced and in our heterogeneous data set, those particularly appear at the suburbs with longer distances. The scenario (m4) produces similar results to scenario (m1) as expected, due to the low number of access points with divided workload.
Load balancing. The scenarios (m1) and (m4) produce the most balanced workload as they obey both the upper and the lower constraints. Observing the server workloads in Figure 3 and in Table 2 , it can be seen that in scenario (m3) four servers have workload under the lower limit of scenario (m1), which is 327. In scenario (m2), having no constraints for the server workload, results large variations with a very high standard deviation, leading to unbalanced workload. At the high end, very powerful servers would be needed to handle the resulting large workload. Yet again, fractional membership in scenario (m4), in comparison with scenario (m1), has little effect on load balancing.
Illustrating the whole edge platform workloads, Figure 4 shows the optimal edge server locations resulting from different scenarios and the individual workloads of servers, some of which may be overlapping in the map illustration. Clearly, it is observed that large workloads appear in densely populated areas, e.g. the city center and the university campus in the north. The sparsely populated areas have significantly less workload, as expected. For scenario (m2), the resulting powerful servers are clearly seen.
Overall, it can be said that the presented algorithm performs well with both upper and lower capacity constraints (scenario m1), resulting in balanced load across heterogeneous data set. In addition, for MEC, fractional membership, does not appear to have a strong effect on the resulting deployment. Obviously, regarding proximity as a measure for QoS, the placement without capacity constraints produces the best results in this respect as it ignores load balancing. Then, if only upper constraint is set, proximity becomes worse for the lower quantiles. For load balancing, clearly upper constraint has the biggest effect, and adding the lower constraint produces the most balanced workload. Lastly, to confirm the trade-off between proximity and load balancing, it was observed that when only proximity is considered, the workload becomes unbalanced.
Large-scale Fog deployment
Next, we consider the placement of a preset number of edge servers in a Fog computing infrastructure. As discussed, the resulting architecture has a large number of low capacity servers, each controlling a small cluster of access points. The initial setup was 150 edge servers with the following capacity constraints: a lower limit at 10 and an upper limit at 80. The values are determined from domain expertise, i.e. it can be expected that around 10 UEs are connected to an access point in a typical household. Scaling up, in a building or in an office about 80 UEs can be expected to be connected to a more powerful Fog node. Analysis of the original data set indicated that 17 access points had workloads larger than the upper limit, which justifies the use of fractional membership. The PACK algorithm was again run with 100 initial candidates, determined with k-means++ method.
With this setup, we compare three different Fog server placement scenarios:
(f1) Lower and upper capacity constraints are present.
(f2) No capacity constraints with hard membership.
(f3) Only upper capacity constraint. Figure 6 illustrates the resulting optimal edge server locations for these scenarios.
Server capacity constraints. Again, high workload can be observed in the city center and in the university campus. The scenario (f2), with no capacity limits, an access point is always assigned to the closest server and we are able to utilize the hard membership. A high variation is observed for server workloads, as seen in Table 2 . In total, 29 servers exceed the upper constraint of 80 set for other scenarios, which is 20% of the total deployment, the highest workload being 557.
The difference between scenarios (f1) and (f2) is obvious as seen in Figure 7 . In scenario (f2) the majority of servers have a workload less than 100, however there are servers with workload exceeding 400. In scenario (f1) about half of the servers (72) have their workloads at the maximum 80. Thus, no capacity limits scenario leads to skewed distribution, whereas capacity constraints lead to two peaks either close to the lower limit or to the upper limit. The reason for the peaks, as observed in the Figure 6 , is that the workloads tend to be high in the city center, i.e. servers with maximum capacity are needed, whereas in the suburban areas the workloads are close to the minimum of 10. The scenarios (f1) and (f3) have very similar results, which is due to the low value of the lower constraint.
Proximity In Fog, it is expected that servers are co-located with access points, leading to a minimal distance. Figure 6 shows, for scenarios (f1) and (f3), a diverse deployment across the area, showing how low capacity servers fulfill the proximity constraint for the sparse areas and dense deployment of high capacity servers are deployed in the city center. The best proximity is achieved in scenario (f2) by co-locating servers to access points in the sparse areas. Here, the trade-off between proximity and workload balancing is again seen, as the resulting clusters are unbalanced with exceedingly high workloads in the city center.
Load balancing. As illustrated in Figure 7 , two peaks of workload were observed close to the limits in scenarios (f1) and (f3). Further, fractional membership distributes the workload from the upper limit to the lower capacity servers. The panels for scenarios (f1) and (f3) in Figure 5 show that the need for fractional membership is significant. In scenario (f1), 77 access points share their workload and in scenario (f3) 68 servers are sharing, of 150 servers.
Overall, the results show that no capacity constraints produces unrealistically high workloads for low capacity servers, proving that capacity constraints are necessary for Fog. Furthermore, the results provide insights regarding the Fog infrastructure hierarchy. For dense areas, more levels with increasingly capable servers should be deployed, whereas it is sufficient to have a simple hierarchy, but more less capable servers, in the sparse areas. For the constrained scenarios, depending on the deployment budget, two levels of Fog node hierarchy would be sufficient that simplifies the deployment hardware configurations. Lastly, the results also give insights on the hardware configurations needed for the servers and assist in determining the required budget for the Fog deployment when the real capacities of the Fog (f1) Upper and lower capacity constraints.
(f3) Only upper capacity constraint. nodes are known.
Concluding remarks
In this paper, we presented the PACK algorithm, that provides the optimal placement for edge servers, under server capacity constraints for load balancing, while minimizing the distance between access points and servers. With PACK, we studied both MEC and Fog computing infrastructure deployments by simulation, where we placed a fixed number of servers into the panOULU network infrastructure and studied how the algorithm performs under different scenarios, with server capacity constraints and by sharing the access points' workload across servers for more flexibility. Furthermore, we provided numerical statistics for proximity and load balancing for each scenario, assisting in their comparison.
The performance of PACK was evaluated with a real world data set, consisting of UE connections to 450 Wi-Fi access points in the panOULU network over a period of one year. Distinctively, the data set contained both geographically dense and sparse city-wide deployment of access points, i.e. in a city center and in suburban areas, to which the PACK algorithm was applied simultaneously. In comparison with previous work, the used data set is significantly larger in size and, in this sense, increasingly diverse as typically only densely populated areas were considered in previous work.
One of the distinctive features of the data set analyzed was its heterogeneity that poses challenges that many of the previously proposed edge server placement methods may have difficulties managing, as was demonstrated in Appendix A. We further demonstrated that the utilization of both lower and upper capacity constraints is necessary for obtaining balanced deployment when analyzing a heterogeneous data set.
Geo-spatial distances can be used to estimate the network delays and the resulting QoS, if the network topology is not known. However, in a heterogeneous data set, the geographical distances between hops vary significantly in a network consisting of central and remote areas. This makes the geo-spatial distance a biased estimate to the hop distance. In such case, the placement algorithms may weight the center areas, with heavy workloads, over the areas with less workload, resulting in unequal QoS in different areas. Therefore, this problem was particularly addressed in PACK as the bias favors the suburban areas. Moreover, the PACK algorithm can be easily extended to use with other distance metrics, e.g. enabling to utilize the topology if available.
As was pointed out, the scenario with no server capacity constraints produces spatially compact server regions for sparse areas. However, such algorithm produces exceedingly high workloads for dense areas, which is impractical for deployment and leads to budget concerns. Obviously, with a larger budget, better proximity would be achieved also in the capacitated scenarios, especially if the lower capacity constraint would be lowered sufficiently. In this paper, we assumed that a fixed deployment budget or domain expertise dictates the number of servers. However, obviously increasing the number of servers or on-demand resource provisioning would affect the resulting QoS.
The possibility to share the workloads between the servers makes our approach feasible also for Fog computing scenarios, i.e. dense deployments of low capacity edge servers. The benefit of this relaxation is emphasized when the workload of an access point can be greater than the capacity limit of the edge server. For MEC, shared workload had no effect in the given data set, but of course the capacity limits can be insufficient in real-world scenarios. Therefore, the benefit of using the fractional membership might have been larger if tighter capacity limits would have been applied.
Finally, we argue that the flexibility of our approach combined with the easy-to-use openly available R-package, provides the domain experts with an efficient toolbox for analysing edge server placement candidates.
As the edge application workload, we utilized a common approximation based on the number of connected users. The drawback here is that such data does not provide estimates of the real workload. Such a data would additionally enhance understanding about the load on the core network for data traffic and workload sharing. As our future work, we aim to study PACK further with a real-world data of actual MEC and Fog applications in our real-world 5G test network [38] at the premises of the university of Oulu.
of the servers, some of them are located in the region of other servers far from the access points assigned to them. The spatially large orange cluster contains two servers highlighting this problem.
The reasons for such bad results with the aforementioned approaches are most likely due to the heterogeneity of our dataset. With a homogeneous data set, traditional k-means and its variants, such as our no constraints scenario (m2), do tend to produce balanced clusters [39] , but in a heterogeneous data set, as was seen in Figure 3 (m2), they may produce unbalanced clusters, leading to a poor QoS.
Figure A.8: Placement using a two step scheme where servers are first placed with the no limit scenario (m2) and the the access points are assigned to servers with capacity limits [327, 526] . Crosses denote the server locations. Wl: workloads of the servers. The color shades visualize the server regions.
