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Resumen
En este trabajo, se presenta el modelado de una columna de destilacio´n binaria no ideal para la
separacio´n de la mezcla etanol-agua.
La columna de destilacio´n considerada posee doce platos, una u´nica etapa de alimentacio´n, un
condensador total y un rehervidor. El modelo dina´mico de la columna de destilacio´n binaria,
posee algunas restricciones dadas principalmente por el equilibrio te´rmodina´mico y la presen-
cia de un azeo´tropo homoge´neo en la mezcla. El modelo matema´tico tiene en cuenta el balance
de masa global y por componente, el balance de energı´a, el balance hidrau´lico y el equilibrio
termodina´mico, definido por la formulacio´n γ − φ.
De acuerdo con el modelo dina´mico y a las suposiciones y consideraciones adoptadas, se de-
sarrollaron tres planteamientos con diferentes grados de complejidad. Las ecuaciones diferen-
ciales no lineales de cada uno de los modelos se resuelven empleando un Runge Kutta de cuarto
orden y se analiza el comportamiento de cada uno de ellos ante variaciones en los para´metros
con el fin de determinar el modelo ma´s apropiado para el desarrollo del algoritmo de control.
Se presenta el ana´lisis dina´mico del sistema de la columna de destilacio´n binaria mediante la
linealizacio´n alrededor de un punto de equilibrio y el estudio de bifurcaciones variando los
para´metros del sistema de forma independiente. El sistema posee un u´nico punto de equilibrio
estable segu´n la definicio´n de Lyapunov y no presenta bifurcaciones.
Se desarrolla una estrategia de control predictivo aplicado al modelo no lineal de la columna de
destilacio´n. La solucio´n del algoritmo de control corresponde a un problema de optimizacio´n
cuadra´tico con restricciones, el cual debe solucionarse en cada tiempo de muestreo para todo
el horizonte de prediccio´n.
La funcio´n de costo presenta para´metros de penalizacio´n para el error y las acciones de control,
los cuales son para´metros empı´ricos que deben ser optimizados con el fin de que el controlador
sea robusto y a su vez suave en la respuesta. Se presentan dos me´todos para la seleccio´n dichos
XIV
para´metros.
Se evalu´a el efecto del te´rmino cu´bico en la funcio´n de costo y el desempen˜o del control pre-
dictivo basado en el modelo no lineal. Finalmente, se analiza la estabilidad de la columna de
destilacio´n en lazo cerrado con diagramas de bifurcacio´n variando las variables de perturbacio´n
y empleando la teorı´a de conjuntos invariantes.
Abstract
This paper presents the modeling of a nonlinear binary distillation column for the separation
of ethanol-water mixture. The mathematical model involves the global and component mass
balance, the energy balance, the hydraulic balance and the equilibrium thermodynamic defined
by γ − φ formulation.
Presents the dynamic analysis system binary distillation column by the linearization around
an equilibrium point and presents the study of bifurcations by varying the system parameters
independently. The system has a single stable equilibrium point as defined by Lyapunov and
no present bifurcations points.
Develop a predictive control strategy applied to the nonlinear model of the distillation column.
The solution of the control algorithm corresponds to a quadratic optimization problem with
constraints and penalty parameters for error and control effort. This parameters are chosen by
trial and error and the random search method.
The effect of the cubic term in the cost function and performance of predictive control based
on nonlinear model (NMPC) with respect to predictive control in the linear model (MPC).
Finally, analyze the stability of the distillation column in closed-loop with bifurcation diagrams
and using invariant set theory.
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Nomenclatura
Aa A´rea activa, a´rea de la la´mina perforada, m2
Ad A´rea de la seccio´n transversal del vertedero, m2
An A´rea neta de la seccio´n transversal de la torre para el flujo del gas
para platos de flujo transversal, m2
Ao A´rea de las perforaciones, m2
At A´rea de la seccio´n transversal de la torre, m2
Cdry Coeficiente de peso
CF Constante de inundacio´n de los platos, empı´rica
Co Coeficiente del orificio, Adimensional
Cow Coeficiente de peso
do Dia´metro de las perforaciones, m
f Factor de friccio´n de Fanning, Adimensional
F Velocidad molar de alimentacio´n,kgmol/hr
G Velocidad molar superficial de masa del gas, gmol/m2sg
G′ Velocidad superficial de masa del gas, g/m2sg
h Coeficiente de transferencia de calor, kJ/m2Ksg
H Coeficiente de transferencia de calor, kJ/m2Ksg
hcl Altura del lı´quido claro, m
hD Caı´da de presio´n del gas en el plato seco como frente del lı´quido claro, m
hG Caı´da de presio´n del gas como frente del lı´quido claro, m
hL Caı´da de presio´n del gas debido a la retencio´n del lı´quido sobre el plato,
como frente del lı´quido claro, m
hD Caı´da de presio´n del gas en el plato seco como frente del lı´quido claro, m
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hR Caı´da de presio´n del gas residual como frente del lı´quido claro, m
how Cresta del derramadero, m
hw Altura del derramadero, m
h2 Pe´rdida del frente debido al flujo del lı´quido debajo del faldo´n del vertedero, m
h3 Retroceso del lı´quido en el vertedero, m
l Espesor del plato, m
L Velocidad molar superficial de masa del lı´quido, gmol/m2sg
LD Flujo molar del lı´quido en el destilado, kgmol/hr
L′ Velocidad superficial de masa del lı´quido, g/m2sg
MTn Masa total retenida en el plato n, kgmol
Mcl Masa de lı´quido retenida por el plato, kgmol
Mdc Masa retenida en el derramadero, kgmol
MV Masa de vapor retenida, kgmol
N Horizonte de control
N¯m Peso molecular promedio de la mezcla, kg/kgmol
Nm, L Peso molecular de la mezcla lı´quida, kg/kgmol
p Separacio´n entre las perforaciones
P Presio´n, bar
∆pR Caı´da de presio´n residual del gas, bar
q Flujo volume´trico del lı´quido, m3/sg
Q Flujo volume´trico, m3/sg
ReG Nu´mero de Reynolds para el gas, Adimensional
Reo Nu´mero de Reynolds del orifico, Adimensional
T Dia´metro de la torre, m
t Espaciamiento entre los platos, m
Tiempo, hr
V Velocidad superficial basada en An, m/sg
Va Velocidad del gas basada en Aa, m/sg
VF Velocidad de inundacio´n basada en An, m/sg
Vo Velocidad a trave´s del orificio, m/sg
Vow Velocidad mı´nima el gas a trave´s de los orificios debajo de la cual hay lloriqueo
excesivo, m/sg
VR Velocidad molar del lı´quido en fondos, kgmol/h
W Longitud del derramadero, m
x Concentracio´n en el lı´quido, fraccio´n molar
x¯ Concentracio´n en el lı´quido en estado estable, fraccio´n molar
y Concentracio´n en el gas, fraccio´n molar
z Espesor del flujo promedio para el lı´quido sobre el plato m
zF Concentracio´n en la alimentacio´n, fraccio´n molar
Z Longitud de trayectoria sobre un plato,Aa, m
Letras griegas
α Constante empı´rica (Ecuacio´n 3.13)
αij Volatilidad relativa del componente i con respecto al componente j
β Constante empı´rica para la velocidad de inundacio´n (Ecuacio´n 2.35)
δ Para´metro de penalizacio´n del error
ω Para´metro de penalizacio´n para el efecto cu´bico del error y del esfuerzo de control
ρ Densidad molar, kg/kgmol
σ Tensio´n superficial (Ecuacio´n 2.35)
ξ Para´metro de penalizacio´n del esfuerzo de control
Abreviaturas
CLF Funcio´n de Lyapunov de control
LQR Regulador lineal cuadra´tico
LMPC Control predictivo aplicado al modelo lineal(lineal model predictive control)
MIMO Mu´ltiples entradas, mu´ltiples salidas
(multi-input, multi-output).
MPC Control predictivo aplicado al modelo (model predictive control).
NMPC Control predictivo aplicado al modelo no lineal(nonlineal model predictive control)
PID Control proporcional-integral-derivativo.
SISO Una entrada y una salida (single input, single output).
Capı´tulo 1
Introduccio´n
La destilacio´n es una te´cnica comu´n para la separacio´n de corrientes lı´quidas con dos o ma´s
componentes y es una de las operaciones unitarias ma´s importantes en la industria quı´mica
(Luyben, 1996). El disen˜o y control de una columna de destilacio´n es de gran importancia, ya
que permite obtener corrientes de producto con la pureza requerida, ya sea para la venta o para
su utilizacio´n en otros procesos quı´micos (Bequette, 1998).
En la gran mayorı´a de las industrias las columnas de destilacio´n presentan esquemas de control
lineal y generalmente corresponden a controles lineales tipo cascada (Rovaglio et al., 1990),
los cuales deben de ser replanteados debido a la dina´mica no lineal presentada por este tipo de
sistemas.
El proceso de destilacio´n permite fraccionar los diferentes componentes de una mezcla en
funcio´n de las volatilidades relativas de los mismos, con el fin de obtener composiciones es-
pecificas en el proceso para los productos de destilado y de fondos(Bequette, 1998, Luyben,
1996, Seader and Henley, 2006). Por esta razo´n, un sistema de control adecuado es fundamen-
tal en el cumplimento de los requerimientos exigidos. El modelo dina´mico de una columna
de destilacio´n se caracteriza por ser multivariable no lineal con interacciones fuertes entre las
variables, y sujeto a perturbaciones. Por lo tanto, los sistemas de control lineales empleados en
la actualidad son inadecuados para la dina´mica del proceso.
Por este motivo, una columna de destilacio´n binaria representa un difı´cil e interesante proble-
ma en el disen˜o de control no lineal, como resultado de la dina´mica compleja que envuelve
el sistema, las interacciones termodina´micas presentes en cada plato, la interaccio´n entre las
corrientes internas y externas del sistema, la alta no linealidad y el cara´cter distributivo de una
columna de destilacio´n que son representados por los perfiles de composicio´n y temperatura.
Esto es debido a que solo una pequen˜a parte de la columna se utiliza para las separaciones
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grandes mientras que otras partes son responsables solo del perfeccionamiento de los produc-
tos (Gupta et al., 2009).
La eleccio´n de la te´cnica de control ma´s adecuada a partir del modelo dina´mico de la columna
de destilacio´n y su aplicacio´n tiene una implicacio´n econo´mica bastante relevante, ya que el
algoritmo de control afecta la calidad del producto, la velocidad de produccio´n y energı´a uti-
lizada, por lo tanto se deben de tener en cuenta aspectos como la inherente no linealidad, el
comportamiento no estacionario, el acoplamiento de las ecuaciones que modelan el sistema y
la severidad de las perturbaciones involucradas en el proceso.
En la actualidad son escasas las te´cnicas no lineales para el control del modelo dina´mico de
una columna de destilacio´n binaria (Bequette, 1991), por lo cual es de gran intere´s plantear,
disen˜ar y desarrollar un algoritmo de control predictivo basado en el modelo no lineal que se
adapte a las verdaderas necesidades de esta operacio´n unitaria.
Desde el punto de vista de aplicaciones industriales, el control predictivo aplicado al mode-
lo tiene algunas ventajas importantes sobre otras, ya que permite de forma sencilla manipular
sistemas multivariables con restricciones, e incorpora de forma natural la compensacio´n del
control predictivo, proporcionando una variacio´n mı´nima en las variables controladas, aumen-
tando la productividad, la estabilidad y la seguridad del proceso, proporcionando beneficios
econo´micos y sociales.
Ası´, el a´rea de control predictivo no lineal ha ido tomando una importancia creciente en los
u´ltimos an˜os, y como consecuencia, un nu´mero creciente de resultados y publicaciones han
aparecido en la literatura. Todo este desarrollo ha provocado un conocimiento cada vez ma´s
profundo de la estabilidad y robustez de esta te´cnica de control, resolvie´ndose problemas exis-
tentes y apareciendo nuevo retos.
Igualmente, debido al avance en los sistemas de computacio´n se ha facilitado el ana´lisis y la
simulacio´n de modelos matema´ticos complejos como el presentado por las columnas de desti-
lacio´n, y se ha impulsado el desarrollo de nuevas te´cnicas de control avanzado para procesos
multivariables.
1.1. Contribucio´n
La primera contribucio´n de esta´ tesis es el desarrollo de un modelo no lineal de una columna de
destilacio´n binaria para la separacio´n de la mezcla etanol-agua. El modelo matema´tico involu-
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cra el balance de masa global y por componente, el balance de energı´a, el balance hidrau´lico y
el equilibrio termodina´mico, definido por la formulacio´n γ − φ.
Se desarrollaron tres planteamientos diferentes del modelo matema´tico, con el fin de seleccio-
nar el modelo que se adaptara mejor al proceso real y que a su vez fuera aceptable para el
desarrollo del algoritmo de control. El primer planteamiento corresponde al modelo riguroso
de la columna de destilacio´n el cual involucra 28 ecuaciones diferenciales, 24 ecuaciones alge-
braicas y 14 relaciones termodina´micas. El segundo planteamiento posee 14 ecuaciones difer-
enciales, 26 ecuaciones algebraicas y 14 relaciones termodina´micas, y el tercero involucra 14
ecuaciones diferenciales, 4 ecuaciones algebraicas y 14 relaciones termodina´micas.
La solucio´n nume´rica se realizo´ empleando un Runge Kutta de cuarto orden y se observo´ que
el grado de complejidad de cada uno de estos planteamientos afectan el tiempo de calculo. Se
evaluo´ la respuesta en lazo abierto de cada uno de ellos al realizar variaciones en los para´metros:
flujo de alimentacio´n, flujo de recirculacio´n, flujo de rehervidor y composicio´n de alimentacio´n
y se realizo´ un ana´lisis de bifurcaciones.
La segunda contribucio´n de esta´ tesis es el planteamiento de un algoritmo de control predic-
tivo aplicado al modelo no lineal de una columna de destilacio´n binaria para la separacio´n
de la mezcla etanol-agua. El algoritmo de control corresponde un problema de optimizacio´n
cuadra´tico con restricciones, el cual debe solucionarse en cada tiempo de muestreo para todo
el horizonte de prediccio´n. En este trabajo se evalu´a el efecto del error en la funcio´n de costo,
agregando un te´rmino cu´bico, obtenie´ndose buenos resultados debido a que la accio´n de con-
trol se vuelve ma´s suave en la respuesta.
La tercera contribucio´n es el buen desempen˜o que presenta el algoritmo de control predictivo
basado en el modelo no lineal (NMPC) con respecto al control predictivo basado en el mode-
lo lineal(MPC) para el control de una columna de destilacio´n binaria para la separacio´n de la
mezcla etanol agua.
La cuarta contribucio´n de esta´ tesis se encuentra enfocada hacia el ana´lisis de la estabilidad del
sistema de control de la columna de destilacio´n binaria empleando diagramas de bifurcacio´n
y la teorı´a de conjuntos invariantes. Obtenie´ndose bajo los dos conceptos que el algoritmo de
control aplicado al modelo no lineal de la columna de destilacio´n garantiza la estabilidad del
sistema.
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1.2. Organizacio´n de la Tesis
La tesis esta´ compuesta por seis capı´tulos. El Capı´tulo 2 y 3, esta´ enfocado hacia el disen˜o
y modelado de la columna de destilacio´n binaria para la separacio´n de la mezcla no ideal
etanol−agua. El Capı´tulo 4 corresponde al ana´lisis dina´mico del sistema y en los capı´tulos 5 y
6 se presenta el disen˜o de una estrategia de control para el modelo no lineal de la columna de
destilacio´n y el ana´lisis de la estabilidad en lazo cerrado.
A continuacio´n se presenta una breve descripcio´n de cada capı´tulo.
Capı´tulo 2 Disen˜o y simulacio´n de una columna de destilacio´n en estado estacionario
En este capı´tulo se realiza una introduccio´n sobre generalidades de los procesos de separacio´n
de mezclas por destilacio´n y se presentan conceptos ba´sicos para el disen˜o de columnas de des-
tilacio´n de platos convencionales en estado estacionario. Posteriormente se plantea el disen˜o
de una columna de destilacio´n binaria para la separacio´n del sistema etanol− agua con su re-
spectiva simulacio´n. Las condiciones de estado estacionario de la columna corresponden a las
condiciones iniciales para la simulacio´n del modelo dina´mico.
Capı´tulo 3 Modelado y simulacio´n dina´mica de una columna de destilacio´n
En este capı´tulo se presenta el modelo dina´mico no lineal de una columna de destilacio´n para el
sistema etanol− agua, se desarrollaron tres modelos dina´micos con grados de complejidad de-
bido a las suposiciones y consideraciones realizadas. Se realiza un ana´lisis comparativo entre
los tres planteamientos, los cuales divergen en el nu´mero de ecuaciones diferenciales, alge-
braicas y relaciones de equilibrio que involucran, con el fin de evaluar el comportamiento del
sistema ante perturbaciones en las variables de entrada: flujo de alimentacio´n, flujo de recir-
culacio´n, flujo de rehervidor y composicio´n de alimentacio´n. Se observa que a pesar de las
diferencias en el grado de complejidad de cada uno de estos modelos el comportamiento de la
respuesta del sistema es aproximado.
A partir de los resultados obtenidos el modelo de menor orden fue seleccionado, por simplici-
dad, para utilizarse en la estrategia de control, con el fin de disminuir el tiempo de computo en
el desarrollo del controlador.
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Capı´tulo 4 Ana´lisis dina´mico del modelo de una columna de destilacio´n
En este capı´tulo se muestra un ana´lisis dina´mico del modelo no lineal de una columna de des-
tilacio´n binaria para el sistema etanol-agua. El ana´lisis se realiza aplicando el me´todo indirecto
de Lyapunov. El me´todo de Lyapunov se basa en la linealizacio´n alrededor del punto un equi-
librio alcanzado y caracteriza dicho punto evaluando los valores propios de la matriz dina´mica.
El comportamiento dina´mico del sistema con el modelo no lineal es comparado con el modelo
lineal obtenido a partir de la linealizacio´n alrededor del punto de equilibrio, dando como resul-
tado que el modelo lineal no es una buena aproximacio´n del modelo no lineal.
Para el ana´lisis del comportamiento del sistema ante perturbaciones en las variables de entrada
se realizan diagramas de bifurcacio´n, los cuales dan como resultado que todos los puntos de
equilibrio alcanzados en cada variacio´n de los para´metros corresponden a puntos de equilibrio
estables y el sistema no presenta bifurcaciones.
Capı´tulo 5 Control predictivo basado en el modelo
En este capı´tulo se plantea un algoritmo de control predictivo basado en el modelo no lineal
de una columna de destilacio´n binaria. La estrategia de control define una funcio´n objetivo que
genera un problema de optimizacio´n cuadra´tica con restricciones, y se resuelve para determi-
nar los movimientos que deben ser aplicados a las entradas manipuladas en los instantes de
muestreo siguientes en el horizonte de control.
La funcio´n de costo presenta unos para´metros de penalizacio´n que deben ser optimizados con
el fin de que el controlador sea robusto y a su vez suave en la respuesta. La optimizacio´n de los
para´metros se realiza por el me´todo de ensayo y error, y por optimizacio´n nume´rica empleando
el algoritmo de bu´squeda aleatoria.
Se evalu´a el efecto del error en la funcio´n de costo, agregando un te´rmino cu´bico a esta expre-
sio´n. Se observa que el te´rmino cu´bico da una respuesta ma´s suave del sistema, con respecto a
la respuesta dada utilizando la expresio´n de la funcio´n de costo original.
Se demuestra la ventaja de emplear el control predictivo propuesto en esta´ tesis evaluando el
desempen˜o del control predictivo basado en el modelo no lineal (NMPC) con respecto al con-
trol predictivo basado en el modelo lineal (MPC) de la columna de destilacio´n binaria para la
separacio´n de la mezcla etanol-agua ante cambios en la referencia y ante perturbaciones.
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Capı´tulo 6 Estabilidad del control predictivo
En este capı´tulo se utiliza la teorı´a de conjuntos invariantes para el ana´lisis de la estabilidad del
algoritmo de control predictivo basado en el modelo del sistema no lineal sujeto a restricciones
de la columna de destilacio´n binaria. La ley de control obtenida a partir de la solucio´n del pro-
blema de optimizacio´n, es una solucio´n o´ptima y se realiza un ana´lisis de estabilidad con el
fin de verificar si la ley de control garantiza o no la estabilidad del sistema en lazo cerrado. Se
obtiene como resultado que el sistema en lazo cerrado si es estable.
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Disen˜o y simulacio´n de una columna de
destilacio´n en estado estacionario
La destilacio´n es un proceso fı´sico que sirve para separar una mezcla lı´quida en sus compo-
nentes. Cuando una mezcla lı´quida es vaporizada, el vapor tiene una composicio´n diferente a
la del lı´quido residual. En la parte superior de la columna el vapor es condensado y el producto
lı´quido es llamado Destilado y el producto residual es llamado Fondos. En la Figura 2.1 se
presenta un esquema ba´sico del modelo de una columna de destilacio´n.
Las columnas de destilacio´n de platos convencionales, son las columnas ma´s utilizadas a nivel
industrial, en ellas el lı´quido y el vapor se ponen en contacto en forma de pasos sobre platos,
tal como se muestra en la Figura 2.2. El lı´quido entra por la parte superior de la columna y
fluye en forma descendente por gravedad, a trave´s de todas las etapas bajando por un conducto
a la etapa inmediatamente inferior. El vapor sube pasando por los orificios de los platos, bur-
bujeando en el lı´quido retenido para formar una espuma. Posteriormente el vapor se separa de
la espuma y pasa al plato superior. A lo largo de la columna se presenta un contacto mu´ltiple
a contracorriente entre el vapor y el lı´quido, y en cada etapa de contacto ocurre la difusio´n
interfacial y los fluidos se separan (King, 1988, Treybal, 1981, Wankatt, 1988).
El nu´mero de platos teo´ricos o etapas en el equilibrio de la columna depende de lo complicado
de la separacio´n que se va a llevar a cabo y solo esta´ determinado por el balance de materia
y las consideraciones acerca del equilibrio termodina´mico. Por otra parte, el dia´metro de la
torre depende de las cantidades de lı´quido y vapor que fluyen a trave´s de la torre por unidad de
tiempo (King, 1988,Wankatt, 1988). Una vez que se ha determinado el nu´mero de etapas en el
equilibrio o platos teo´ricos requeridos, el problema principal en el disen˜o de la torre es escoger
las dimensiones y arreglos o´ptimos. La columna debe ser disen˜ada de forma tal que no exista
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Figura 2.1: Modelo ba´sico columna de destilacio´n
arrastre de lı´quido por parte del vapor, evitando de esta forma la reduccio´n de la concentracio´n
que se realiza mediante la transferencia de masa, y que la caı´da de presio´n no sea alta ya que
esto conduce a inundaciones. Si la torre queda inundada, la eficiencia de los platos disminuye
a un valor muy bajo, el flujo del gas es erra´tico y el lı´quido puede forzarse hacia la tuberı´a de
salida en la parte superior de la torre (Kister, 1992, Treybal, 1981).
La elevada profundidad del lı´quido en los platos proporciona mayores eficiencias en los platos
por largos tiempos de contacto, pero a su vez esto causa una caı´da de presio´n alta en cada pla-
to (King, 1988, Wankatt, 1988). Dentro de los lı´mites razonables, las altas velocidades de gas
proporcionan un buen contacto lı´quido-vapor mediante dispersio´n excelente, pero ocasionan
excesiva entrada del lı´quido al gas y una caı´da alta de presio´n. A muy baja rapidez del lı´quido,
el gas ascendente a trave´s de los orificios del plato puede empujar al lı´quido hacia afuera, sin
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Figura 2.2: Seccio´n esquema´tica a trave´s de una torre de platos perforados
un buen contacto entre el gas y el lı´quido. Si el flujo del gas es muy bajo, parte del lı´quido
caera´ a trave´s de los orificios del plato (lloriqueo) y puede alcanzar las tuberı´as descendentes
(almacenamiento) (Holland and Liapis, 1981, Kister, 1992, Treybal, 1981).
2.1. Equilibrio de fases
La base fundamental de la destilacio´n es el equilibrio fı´sico existente entre las fases de vapor y
lı´quido del sistema. En un sistema multicomponente y multifase, la energı´a libre de Gibbs (G)
para cada fase viene dada por la funcio´n (Smith et al., 1996):
G = G (T, P, n1, n2, . . . , ni) (2.1)
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Donde T es la temperatura del sistema, P es la presio´n del sistema y ni son las moles de la
especie i del sistema. La diferencial total de la energı´a libre de Gibbs es:
dG =
(
∂G
∂T
)
P,ni
dT +
(
∂G
∂P
)
T,ni
dP +
i∑
i=1
(
∂G
∂ni
)
P,T,nj
dni (2.2)
De acuerdo a la termodina´mica cla´sica la ecuacio´n 2.2, se puede escribir como:
dG = −S dT + v dP +
i∑
i=1
µi dni (2.3)
Donde, S es la entropı´a, T la temperatura, v el volumen,P la presio´n, µi es el potencial quı´mico
de la especie i del sistema y ni las moles de la especie i del sistema.
La ecuacio´n 2.3 se cumple para un sistema cerrado que consiste en dos fases de equilibrio
a temperatura y presio´n uniformes, donde cada fase es un sistema abierto capaz de transferir
materia con la otra fase.
dGsistema =
m∑
k=1
[
i∑
i=1
µ
(k)
i dn
(k)
i
]
= 0 (2.4)
Donde el ı´ndice (k) se refiere a cada una de las fases m del sistema. La conservacio´n de los
moles de cada especie exige que:
dn
(1)
i = −
m∑
k=2
dn
(k)
i (2.5)
Sustituyendo esta relacio´n en (2.4) conduce a
summk=1
[
i∑
i=1
(
µ
(k)
i − µ(1)i
)
dn
(k)
i
]
= 0 (2.6)
Cada te´rmino dn(k)i puede variar independientemente de cualquier otro te´rmino dn
(k)
i , pero
esto sucede solo si cada coeficiente dn(k)i en (2.6) es cero. Por lo tanto,
µ
(1)
i = µ
(2)
i = µ
(3)
i = .. .µ
(m)
i (i = 1, 2, . . . , n) (2.7)
Donde, µ(im), es el potencial quı´mico del componente i en la fase m y, n es el nu´mero de
componentes de la mezcla.
El potencial quı´mico no se puede expresar como una magnitud absoluta y, tiende a un valor
infinito negativo cuando la presio´n se aproxima a cero (Seader and Henley, 2006). Por estas
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razones, el potencial quı´mico no resulta u´til de forma directa para los ca´lculos del equilibrio
de fase cuando se encuentran a la misma T y P , y se expresa en te´rminos de alguna funcio´n
termodina´mica relacionada con las magnitudes medibles, como lo es la fugacidad.
La fugacidad (Lewis, 1901) es una pseudo presio´n que para un componente en una mezcla.
Prausnitz demostro´ que para un equilibrio fı´sico la ecuacio´n 2.7 se puede substituir por la
ecuacio´n 2.8 admitiendo equilibrio te´rmico (Prausnitz et al., 1986).
f
(1)
i = f
(2)
i = f
(3)
i = .. .f
(m)
i (i = 1, 2, . . . , n) (2.8)
Donde f es la fugacidad del componente i en la fase m. Para que un sistema de m fases a la
misma T y P , se encuentre en equilibrio de fases, la fugacidad de cada componente debe ser
la misma en todas la fases. Para una fase lı´quida y otra de vapor, el estado de equilibrio se
encuentra expresado como:
f¯Vi = f¯
L
i (2.9)
Para sistemas no ideales, la igualdad de fugacidades puede escribirse de la forma
yiφ¯iP = γixif
o
i (T, P ) (2.10)
Siendo yi la fraccio´n molar del componente i en la fase vapor, φ¯i el coeficiente de fugacidad
del componente i en la fase vapor, P la presio´n del sistema, γi, el coeficiente de actividad del
componente i en la fase lı´quida, xi, la fraccio´n molar del componente i en la fase lı´quida y foi
la fugacidad del componentes i en el estado de referencia elegido para la fase lı´quida.
El coeficiente de fugacidad (φ¯i) del un componente i en la fase vapor puede determinarse a
partir de propiedades volume´tricas de la fase mediante la ecuacio´n (Prausnitz et al., 1986).
lnφ¯i =
1
RT
∫ P
0
(
vi − RT
P
)
dP (2.11)
Siendo T la temperatura del sistema, P la presio´n del sistema y R la constante universal de los
gases ideales y vi el volumen parcial del componente i, el cual puede ser calculado a partir de
una ecuacio´n de estado.
La desviacio´n con respecto a la idealidad de la fase lı´quida se caracteriza por el coeficiente de
actividad de una especie i en disolucio´n definido como:
γi =
fLi
xifoi
(2.12)
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Es decir la fugacidad de un componente en fase lı´quida esta´ relacionada con la fraccio´n molar
de este componente en dicha fase por medio del coeficiente de actividad y de la fugacidad de
referencia.
2.2. Equilibrio lı´quido - vapor formulacio´n γ − φ
En el equilibrio, la fase de vapor y la fase lı´quida poseen diferentes composiciones a no ser que
exista la presencia de un azeo´tropo. La relacio´n de las concentraciones de equilibrio para un
componente i entre las fases es descrita por una relacio´n de equilibrio definida como (Sandler
and Stanley, 1994):
Ki =
y∗i
xi
(2.13)
Donde, Ki es la relacio´n de equilibrio para el componente i, y∗i es la fraccio´n molar de i en el
vapor en equilibrio y xi es la fraccio´n molar de i en el lı´quido.
Las relaciones de equilibrio de dos componentes en el sistema pueden ser comparados a las
mismas condiciones por medio de la volatilidad relativa, definida como,
αij = Ki/Kj (2.14)
Donde, αij volatilidad relativa del componente i con respecto al componente j.
Generalmente la volatilidad relativa es expresada como la relacio´n de el componente ma´s
vola´til al menos vola´til, de modo que el valor nume´rico de αij sea mayor que la unidad.
Para un sistema binario, xj = 1− xi y y∗j = 1− y∗i ,
αij =
y∗i /xi
(1− y∗i )/(1− xi)
(2.15)
o
y∗ =
αx
1 + (α− 1)x (2.16)
Donde, x y y∗ son las concentraciones en el equilibrio del componente ma´s vola´til.
La volatilidad relativa es una herramienta usada para determinar la facilidad y viabilidad de
la separacio´n de una mezcla por destilacio´n. Entre mayor sea la volatilidad relativa entre los
dos componentes claves, es ma´s fa´cil y menos costosa la separacio´n de estos compuestos. Si
la volatilidad relativa entre los componentes claves es cercana a la unidad, la separacio´n por
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destilacio´n ordinaria es imposible.
Muchas de las mezclas son no ideales tanto en la fase lı´quida como en la fase vapor, por lo
tanto,
Ki
γLi P
sat
i
φ¯Vi P
(2.17)
Donde γLi es el coeficiente de actividad de la fase lı´quida para la especie i, y esta es funcio´n de
la temperatura y la presio´n, φ¯Vi es el coeficiente de fugacidad de la fase vapor para la especie i
y P sati es la presio´n de saturacio´n del componente i.
2.3. Modelo termodina´mico
2.3.1. Ecuacio´n de estado - Peng Robinson
Para calcular los coeficientes de fugacidad se puede emplear una ecuacio´n de estado. Los me´to-
dos basados en ecuaciones de estado proporcionan una de las te´cnicas ma´s u´tiles para presentar
los equilibrios de fases de sistemas multicomponentes.
La ecuacio´n de Peng - Robinson da muy buenos resultados en la prediccio´n de propiedades,
debido a que en el te´rmino que define las fuerzas de atraccio´n entre las mole´culas considera
una funcio´n que depende de la temperatura e introduce la correccio´n del volumen en el segundo
te´rmino de la expresio´n general
P =
RT
v − b −
ΘPR
v (v + b) + b(v − b) (2.18)
Donde P es la presio´n, T es la temperatura absoluta, R es la constante de los gases ideales y,
ΘPR = a
[
1 + (0,37464 + 1,54226 ω − 0,26992 ω2)
(
1−
√
T/Tc
)]2
(2.19)
Para un fluido puro, las constantes a y b vienen dadas por,
a = 0,45724
(RTc)
2
Pc
(2.20)
b = 0,07780
RTc
Pc
(2.21)
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La ecuacio´n puede expresarse en funcio´n del factor de compresibilidad, de la siguiente manera:
Z3 − (1−B)Z2 + (A− 3B2 − 2B)Z − (AB −B2 −B3) = 0 (2.22)
Donde,
A =
ΘPRP
R2T 2
(2.23)
B =
bP
RT
(2.24)
Estas ecuaciones se pueden resolver con un me´todo iterativo como el Me´todo de Newton Raph-
son.
La ecuacio´n de estado para una mezcla tiene exactamente la misma forma que para un compo-
nente puro, donde a y b para´metros de la mezcla.
2.3.2. Regla de mezclado
La mayorı´a de las reglas de mezclado para las ecuaciones cu´bicas de estado calculan los
para´metros a y b de acuerdo a las reglas de mezcla para fluidos y la u´nica diferencia entre
las reglas combinatorias es la forma en que se determinan los coeficientes cruzados aij y bij .
Las expresiones reales ma´s simples son una regla de mezclado lineal para el para´metro b
(Ecuacio´n 2.25) y una regla de mezclado cuadra´tica para el para´metro a (Ecuacio´n 2.26).
bm =
∑
xi · bi (2.25)
am =
[∑
xi · a0,5i
]2
(2.26)
Estas ecuaciones, conocidas como la regla de van der Waals, se proporcionan para la evaluacio´n
de los para´metros de la mezcla u´nicamente a partir de los para´metros de las especies puras
constituyentes (Smith et al., 1996).
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2.4. Calculo de etapas
2.4.1. Especificaciones de la separacio´n
En este trabajo se toma como caso de estudio una etapa del proceso de separacio´n y recu-
peracio´n de etanol anhidro. La concentracio´n de alcohol en los caldos de cultivo resultantes
de los procesos de fermentacio´n oscila entre 2, 5y10 % (p/p), por lo que es necesario concen-
trar el etanol hasta valores mayores a 99 % (p/p) y obtener ası´ alcohol anhidro (deshidrata-
do), que es el utilizado en calidad de aditivo para la gasolina, ya que la presencia de agua en
el etanol puede conllevar a fallas durante la combustio´n en el motor (Sanchez and Cardona,
2005, Wyman, 1994).
La primera etapa para la obtencio´n de alcohol anhidro es la destilacio´n convencional que eleva
la concentracio´n de etanol en el caldo hasta un 45 − 50 % (p/p), posteriormente, se obtiene
un destilado con una concentracio´n de 90− 92 %(p/p) mediante una columna de rectificacio´n
(Wooley et al., 1999). Debido a las propiedades fı´sico-quı´micas de las mezclas alcohol-agua,
es imposible retirar completamente el agua a presio´n atmosfe´rica como consecuencia de la
formacio´n de una mezcla azeotro´pica que implica la obtencio´n de mezclas con un ma´ximo de
95,6 % en peso de etanol, por lo que son necesarios procesos de separacio´n no convencionales
(Sanchez and Cardona, 2005).
La obtencio´n del producto final corresponde al proceso de separacio´n simple en la columna de
rectificacio´n, es decir que es una separacio´n de una alimentacio´n en dos productos, destilado
y fondos. Las especificaciones corresponden a una sola variable relacionada con la calidad del
destilado y una variable relacionada con el fondo. Con base en lo reportado por (Sanchez and
Cardona, 2005, Wooley et al., 1999), es considerada una alimentacio´n de 25 % mol de etanol
y 75 % mol de agua, siendo el etanol el componente ma´s vola´til. La composicio´n de etanol
deseada en el destilado de 82 % mol de etanol y en fondos de 1 % mol de etanol.
El modelo propuesto por McCabe y Thiele (McCabe and Thiele, 1925), fue empleado para el
ana´lisis del sistema binario no lineal (etanol-agua). En las Figuras 2.3 y 2.4 se puede observar
el comportamiento de equilibrio para la mezcla etanol-agua, la curva se traza con las fracciones
molares del vapor (y) y del lı´quido de etanol en equilibrio (x). El comportamiento de la curva
corresponde a un sistema con un azeo´tropo homoge´neo, el azeo´tropo indica que el etanol es
ma´s vola´til a bajas composiciones y es menos vola´til a altas concentraciones (por encima del
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azeo´tropo) como se observa.
Una vez que se tiene la curva de equilibrio se ubican las composiciones de alimentacio´n, des-
Figura 2.3: Diagrama T-xy para el sistema binario etanol-agua
Figura 2.4: Diagrama T-xy para el sistema binario etanol-agua (Azeo´tropo)
tilado y fondos en la diagonal. Como la alimentacio´n corresponde a lı´quido saturado (Tburb =
355,18K) la lı´nea q es vertical. La lı´nea de operacio´n de la seccio´n de rectificacio´n se traza
16
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desde la composicio´n del destilado con una pendiente determinada para una relacio´n de reflujo
de 1,6. La lı´nea de la seccio´n de agotamiento se gra´fica desde el punto de la composicio´n del
fondo hasta la interseccio´n de la lı´nea-q y la lı´nea de rectificacio´n.
Los balances empleados para el ca´lculo de las lı´neas de operacio´n se dividen en dos secciones:
Figura 2.5: Diagrama McCabe–Thiele para el sistema binario etanol-agua
1) Balance para la seccio´n de rectificacio´n
yi+1 =
R
R+ 1
xi +
xD
R+ 1
(2.27)
2) Balance para la seccio´n de agotamiento
yi+1 =
L¯
L¯+ B¯
xi +
B
L+B
xB (2.28)
Finalmente, las etapas de equilibrio se calculan como se indica en la figura 2.5, para este caso
en particular el nu´mero necesario de etapas de equilibrio son 14. La construccio´n y uso de
los diagramas de McCabe Thiele se encuentran con mayor detalle en (Seader and Henley,
2006, Stichlmair and Fair, 1998, Treybal, 1981).
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2.5. Balance de materia y energı´a en cada etapa de contacto
Cada etapa de la columna de destilacio´n recibe el lı´quido de la etapa inmediatamente anterior
y el vapor de la posterior, y pasa a la etapa superior como vapor y a la inferior como lı´quido.
Tambie´n puede recibir alimentacio´n desde el exterior y/o producir una salida lateral de producto
lı´quido, vapor o ambos. En las Figuras. 2.6 y 2.7 se presenta el diagrama ba´sico de una etapa
de contacto en el proceso de destilacio´n con respecto al balance de materia y al balance de
energı´a. Hipote´ticamente en las etapas teo´ricas se asume que el flujo de lı´quido y el de vapor
se encuentran en equilibrio termodina´mico.
De acuerdo con la Figura. 2.6 el balance de masa alrededor de la etapa de contacto n se puede
Figura 2.6: Diagrama del balance de materia en la etapa de contacto n
Figura 2.7: Diagrama del balance de energı´a en la etapa de contacto n
escribir de la siguiente manera:
Fnzi,n + Ln−1xi,n−1 + Vn+1yi,n+1 = (Vn + V ′n)yi,n + (Ln + L
′
n)xi,n (2.29)
Donde, F es el flujo molar de alimentacio´n, z la composicio´n molar del componente i en la
alimentacio´n, L el flujo molar de lı´quido, xi la composicio´n molar del componente i en el
18
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lı´quido, V el flujo molar de vapor y yi la composicio´n molar del componente i en el vapor.
De acuerdo con la Figura. 2.7, el balance de energı´a para la etapa de contacto n empleando las
entalpı´as de todas las corrientes de vapor y el lı´quido se puede expresar como:
FnHF,n + Ln−1hn−1 + Vn+1Hn+1 +Qn = (Vn + V ′n)Hn + (Ln + L
′
n)hn (2.30)
Donde HF es el cambio enta´lpico del flujo de alimentacio´n, H es el cambio enta´lpico del
flujo de vapor, h es el cambio enta´lpico del flujo de lı´quido y Qn representa el calor agregado,
retirado, o generado en la etapa, ya sea por un intercambio de calor o una reaccio´n exote´rmica
o endote´rmica. En estos balances, las etapas se numeran desde la parte superior de la columna
hacia abajo.
Los cambios enta´lpicos de los flujos de vapor(H) y lı´quido (h) son funcio´n de la temperatura,
presio´n y composicio´n.
H = f (T, P, y) (2.31)
h = f (T, P, x) (2.32)
En cada etapa el vapor y el lı´quido se encuentran en equilibrio te´rmico, sin embargo, no hay
equilibrio de fases. Para describir la desviacio´n del equilibrio es utilizada la eficiencia de Mur-
phree (Seader and Henley, 2006), definida como el cambio de la composicio´n de vapor a trave´s
de la etapa, dividida por el cambio en la composicio´n que se obtendrı´a si el sistema se encon-
trara´ realmente en equilibrio de fases.
Emv,i,n =
y∗i,n − yi,n+1
Ki,nxi,n − yi,n+1 (2.33)
La ecuacio´n 2.33 esta´ expresada en te´rminos de la composicio´n de vapor. La composicio´n de
vapor en equilibrio y∗i,n = Ki,nxi,n, esta´ basada en la composicio´n de lı´quido que abandona la
etapa, debido a que en una etapa real existe un gradiente de composicio´n en el lı´quido.
Etapas mu´ltiples
Una columna de destilacio´n simple resulta de la combinacio´n de etapas de contacto que forman
el proceso en cascada de mu´ltiples etapas como se muestra en la Figura. 2.6.
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La columna de destilacio´n es una unidad compuesta de un conjunto de etapas de equilibrio
con un solo alimento y dos productos, denominados destilado y fondo. Incluye, por lo tanto,
una etapa de equilibrio con alimentacio´n que separa dos secciones de etapas de equilibrio,
denominadas rectificacio´n y agotamiento.
Figura 2.8: Diagrama etapas en cascada columna de destilacio´n
2.6. Balance hidra´ulico de cada etapa de contacto
Para el disen˜o de la columna de rectificacio´n para la separacio´n de la mezcla etanol-agua, se
ha seleccionado una columna de platos perforados debido a su bajo costo y por ser una de las
columnas de platos ma´s empleadas industrialmente (Albrigth, 2009).
Un plato corresponde a una la´mina horizontal de metal perforado, transversal al cual fluye el
lı´quido; el gas pasa en forma ascendente a trave´s de las perforaciones. El gas, dispersado por
las perforaciones, expande al lı´quido en una espuma turbulenta, que se caracteriza por una su-
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perficie interfacial muy grande con respecto a la transferencia de masa. Los platos esta´n sujetos
a inundaciones, debido a la elevacio´n del lı´quido en los vertederos o a un excesivo arrastre del
lı´quido en el gas por espumado (Treybal, 1981).
El espaciamiento entre los platos se escoge con base en la facilidad para la construccio´n,
mantenimiento y costo; posteriormente se verifica que el disen˜o evite cualquier inundacio´n y
arrastre excesivo del lı´quido en el gas.
Para el disen˜o de la torre de destilacio´n hay ciertos criterios que deben ser considerados, con
el fin de que la regio´n de operacio´n de la columna corresponda a la regio´n de operacio´n sat-
isfactoria (Figura. 2.9) (Fair and Green, 1997). Los criterios considerados en el disen˜o de una
columna de destilacio´n de platos perforados son:
El dia´metro de la torre debe calcular con base en los flujos de lı´quido y de vapor.
Debe establecerse el arreglo de los platos
Calcularse la caı´da de presio´n del gas
Calcularse los limites para la inundacio´n
Se deben establecer las condiciones de seguridad con el fin de evitar el lloriqueo excesivo
Figura 2.9: Caracterı´sticas de operacio´n de los platos perforados (Fair and Green, 1997)
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y el arrastre exagerado de lı´quido en el gas.
La torre disen˜ada debe ser apta para manejar cantidades de flujo mayores o menores que
las previstas.
A continuacio´n son presentadas las caracterı´sticas especı´ficas que deben tenerse en cuenta en
el momento del disen˜o de la columna y los ca´lculos correspondientes, como se reporta en
(Treybal, 1981).
2.6.1. Dia´metro de la torre
El dia´metro de la torre y su a´rea transversal deben ser lo suficientemente grandes para manejar
el flujo de vapor y de lı´quido, de forma tal de que siempre se encuentre dentro de la regio´n de
operacio´n satisfactoria (Figura 2.9). La velocidad superficial del gas VF , (flujo volume´trico del
gas Q/seccio´n transversal neta para el flujo An) esta´ relacionada con las densidades del fluido
mediante,
VF = CF
(
ρL − ρG
ρG
)1/2
(2.34)
Donde, CF es una constante de inundacio´n, cuyo valor depende del disen˜o del plato y es cal-
culada con la ecuacio´n 2.35, ρL es la densidad del lı´quido y ρG es la densidad del gas.
CF =
[
α log
1
(L′/G′) (ρL/ρG)0,5
+ β
](
σ
0,02
)0,2
(2.35)
Donde, α es una constante empı´rica, L′ es la velocidad superficial de masa lı´quida, G′ es
la velocidad superficial de masa de vapor,β es una constante empı´rica para la velocidad de
inundacio´n y σ es la tensio´n superficial.
De forma simplificada el a´rea de la seccio´n transversal de la columna requerida esta´ dada por
la siguiente relacio´n (Albrigth, 2009),
At = Aa + 2Ad = An +Ad (2.36)
Donde el a´rea neta An es usualmente del 85 al 95 % de At, el total del a´rea seccional de la
torre. Esto implica que el a´rea del derramadero corresponde del 5 al 15 % del a´rea total de la
seccio´n transversal(Ver Figura. 2.10).
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Figura 2.10: Designaciones de a´rea para el cruce de flujos (Fair and Green, 1997)
Perforaciones y a´rea activa
Generalmente se utilizan dia´metros de los orificios de 3 a 12mm y con ma´s frecuencia de
4.5mm (Fair and Green, 1997). Los orificios se colocan en los ve´rtices de tria´ngulos equila´teros
a distancias entre los centros de 2,5 a 5 dia´metros de los orificios (Treybal, 1981). Para un
arreglo de este tipo,
Ao
Aa
= 0,907
(
do
p′
)2
(2.37)
Donde, Ao es el a´rea de los orificios, Aa es el a´rea activa, do es el dia´metro de los orificios y p′
es la separacio´n entre las perforaciones.
2.6.2. Profundidad del lı´quido
Generalmente, las profundidades del lı´quido no deben ser menores de 50mm, y comu´nmente se
emplea un ma´ximo de 100mm. Estos lı´mites se refieren a la suma de la altura del derramadero
hw, ma´s la parte que queda sobre el derramadero how, calculada como lı´quido claro (hcl),
aunque en el a´rea perforada la profundidad equivalente de lı´quido claro sera´ menor que e´sta.
En la Figura. 2.11 se encuentra el diagrama esquema´tico de un plato de perforado de flujo
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transversal, en el cual se encuentran especificadas las profundidades del lı´quido.
Figura 2.11: Diagrama esquema´tico de un plato perforado de flujo transversal
2.6.3. Vertederos y derramaderos
El lı´quido que desciende de un plato superior a uno inferior fluye a trave´s de un vertedero,
el cual debe encontrarse lo suficientemente cerca del plato inferior para que el lı´quido que
desciende se una con al lı´quido en ese plato y se evite que el gas ascienda por el vertedero y no
fluya a trave´s del plato superior.
La profundidad del lı´quido sobre el plato, requerida para el contacto con el gas, se mantiene
mediante un derramadero, que puede ser o no una continuacio´n del plato de descenso. Con el
fin de asegurar una distribucio´n razonablemente uniforme del flujo del lı´quido en un plato de
un paso, se utiliza un dia´metro de derramadero de 60 a 80 por ciento del dia´metro de la torre.
La cresta del lı´quido puede ser calculada aplicando la ecuacio´n de Francis,
q
Weff
= 1,839h3/2ow (2.38)
Donde, q es el flujo volume´trico del lı´quido y Weff es la longitud efectiva del derramadero.
Debido a que la accio´n del derramadero es estorbada por lados curvos de la torre circular, se
recomienda que Weff se represente como una cuerda del cı´rculo de dia´metro T , una distancia
how, ma´s alejada del centro que el derramadero real. Por lo tanto, la ecuacio´n 2.38 puede
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reordenarse ası´,
how = 0,666
( q
W
)2/3( W
Weff
)2/3
(2.39)
Siendo,
(
W
Weff
)2
=
(
T
W
)2
−

[(
T
W
)2
− 1
]0,5
+
2how
T
T
W

2
Donde, W es la longitud del derramadero.
2.6.4. Caı´da de presio´n para el gas
La caı´da de presio´n para el gas hG, se expresa en funcio´n del lı´quido claro de densidad ρL
sobre el plato. Se encuentra definida por la suma de los efectos para el flujo del gas a trave´s del
plato seco y de los efectos causados por la presencia del lı´quido:
hG = hD + hL + hR (2.40)
2.6.5. Caı´da de presio´n en seco
La caı´da de presio´n en seco hD, se da por la pe´rdida de presio´n a la entrada de las perforaciones,
la friccio´n dentro de las perforaciones debido al espesor del plato, y por la pe´rdida de presio´n
a la salida. La expresio´n para hD es de la forma:
2hDgρL
V 2o
= Co
[
0,40
(
1,25− Ao
An
)
+
4lf
do
+
(
1− Ao
An
)2]
(2.41)
Siendo,
Co = 1,09
(
do
l
)0,25
Con l/do en un rango de 0,2− 2,0. Donde, hD es la caı´da de presio´n en seco, g es la gravedad,
Vo es la velocidad a trave´s del orificio,Co es el coeficiente del orificio,Ao es el a´rea del orificio,
An es el a´rea neta de la seccio´n transversal de la torre para el flujo del gas, l es el espesor del
plato, f es el factor de Fanning (Perry and Green, 1997) y do es el a´rea de los orificios.
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2.6.6. Cabeza hidra´ulica
La profundidad equivalente al lı´quido claro, hL, es una estimacio´n del valor que se obtendrı´a
si la espuma formada por el lı´quido en la regio´n perforada del plato, coalesciera. Este valor es
generalmente menor que la altura del derramadero de salida, y decrece al aumentar el flujo del
gas (Treybal, 1981).
hL = 6,10x10
−3 + 0,725hW − 0,238hWVaρ0,5G + 1,225
q
z
(2.42)
Donde z es el ancho del flujo promedio, que puede tomarse como (T + W) /2. Siendo T , el
dia´metro de la torre y W , la longitud del derramadero.
2.6.7. Caı´da de presio´n del gas residual
La caı´da de presio´n del gas residual hR, esta´ dada por la expresio´n,
hR =
6σ
dogρL
(2.43)
Donde, σ es la tensio´n superficial, do es el dia´metro de los orificios y ρL es la densidad del
lı´quido.
2.6.8. Pe´rdida de presio´n en la entrada del lı´quido
El flujo del lı´quido debajo del vertedero cuando entra en el plato, provoca una pe´rdida de
presio´n h2, que puede calcularse como el equivalente a tres cabezas de velocidad (Fair and
Green, 1997):
h2 =
3
2g
(
q
Ado
)2
(2.44)
Donde, Ado es la menor de dos a´reas, la seccio´n transversal del vertedero o el a´rea libre entre
el vertedero y el plato. La friccio´n en el vertedero puede despreciarse.
2.6.9. Retroceso en el vertedero
La diferencia en el nivel del lı´quido dentro e inmediatamente afuera del vertedero h3, corres-
ponde a la suma de las pe´rdidas de presio´n que resultan del flujo del lı´quido y del gas en el
plato superior.
h3 = hG + h2 (2.45)
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Un disen˜o seguro requiere que el nivel del lı´quido claro equivalente en el vertedero no sea
mayor de un medio del espaciamiento de los platos.
hW + how + h3 <
t
2
Donde,teselespaciamientoentrelosplatos. (2.46)
2.6.10. Lloriqueo
Si la velocidad del gas a trave´s de los orificios es muy pequen˜a, el lı´quido goteara´ a trave´s
de ellos y se perdera´ el contacto sobre el plato para el lı´quido. Adema´s, con platos de flujo
transversal el lı´quido no fluye por toda la longitud del plato inferior. La velocidad mı´nima del
gas a trave´s de los orificios Vow, se calcula a partir de la ecuacio´n 2.47. Si la columna presenta
una velocidad menor, es probable un excesivo lloriqueo.
VowµG
σgc
= 0,0229
(
µ2G
σgcρGdo
ρL
ρG
)0,379(
1
do
)0,393(2Aodo√
3p′3
)2,8/(Z/do)0,734
(2.47)
2.7. Simulacio´n columna de destilacio´n binaria en estado estacionario
La columna de destilacio´n disen˜ada para la separacio´n del sistema etanol-agua se simula en
estado estacionario empleando el software Aspen Plus.
El modelo en estado estacionario sirve para determinar el comportamiento del proceso bajo
condiciones estacionarias, adema´s, es la base para desarrollar el modelo dina´mico ya que su
validez depende en gran medida de lo bueno que sea el modelo estacionario desarrollado pre-
viamente.
2.7.1. Especificaciones
La columna de destilacio´n a simular contiene 12 platos reales, un condensador total y un re-
hervidor, y una etapa de alimentacio´n. Para la simulacio´n, se asumen 14 etapas reales debido a
que Aspen Plus considera que el condensador y el rehervidor como etapas de equilibrio lı´quido-
vapor.
La numeracio´n de las etapas se realiza desde la parte superior de la columna como se presenta
en la Figura. 2.12 y corresponde a:
La Etapa 1 corresponde al condensador total.
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Figura 2.12: Diagrama esquema´tico de la columna de destilacio´n binaria por etapas
La Etapa 2 corresponde al primer plato de la zona de rectificacio´n.
El plato de alimentacio´n corresponde a la Etapa 12.
La etapa 13 corresponde al u´ltimo plato de la columna.
La Etapa 14 corresponde al rehervidor.
Para la simulacio´n del proceso se empleo el modelo de una RadFrac, este modelo permite
el disen˜o y modelizacio´n rigurosa de columnas de destilacio´n simples. Los datos de entrada
empleados para realizar la simulacio´n en Aspen Plus son:
Temperatura, presio´n, flujo y composicio´n de la corriente de alimentacio´n.
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Tipo de condensador, presio´n en el condensador, nu´mero total de etapas y etapa de ali-
mentacio´n a la columna.
La relacio´n de reflujo molar de 1,6 (cociente entre los flujos de reflujo y de destilado), y
el flujo total de destilado 160kgmol/hr.
Modelo termodina´mico
Tabla 2.1: Especificaciones columna de destilacio´n
Para´metro Valor
Flujo Molar de Alimentacio´n (kgmol/hr) 540.00
Fraccio´n Molar Etanol en la Corriente de Alimentacio´n 0.25
Temperatura (K) 355.18
Presio´n (bar) 1.01
Fraccio´n de Lı´quido 1
Flujo Molar de Destilado (kgmol/hr) 158
Fraccio´n Molar Etanol en el Destilado 0.82
Fraccio´n Molar Etanol en Fondos 0.01
Las especificaciones de entrada para la simulacio´n de la columna de destilacio´n se encuentran
reportadas en las Tabla. 2.1. En esta tabla se observa que la columna opera a presio´n atmosfe´ri-
ca, la temperatura de entrada a la columna corresponde a la temperatura de burbuja de la mezcla
y la composicio´n de entrada fue seleccionada a partir de lo reportado en (Wooley et al., 1999).
Las fracciones molares de etanol en los productos de destilado y fondos se calculan a partir
del balance de masa global de la columna de destilacio´n y las especificaciones de las composi-
ciones de los productos fueron las empleadas en la Seccio´n 2.4.1.
En la Tabla. 2.2, se encuentran reportados los resultados obtenidos en la simulacio´n empleando
el software Aspen Plus. Se reportan los valores correspondientes a los flujos molares y ma´sicos
por componente y totales de cada una de las corrientes, adema´s de la composicio´n ma´sica y
molar. La composicio´n molar de la corriente de alimentacio´n es de 0,25, la del producto de
destilado de 0,81 y la de fondos de 0,02. La fraccio´n de lı´quido es igual a 1 en todas las cor-
rientes, esto indica que se encuentran en fase lı´quida. Tambie´n se reportan datos de entalpı´a,
entropı´a, densidad molar y ma´sica de la mezcla y peso molecular promedio.
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Tabla 2.2: Resultados simulacio´n columna de destilacio´n binaria sistema etanol-agua en estado
estacionario
Alimentacio´n Destilado Fondos
Flujo Molar Etanol (kgmol/hr) 135.00 127.41 7.59
Flujo Molar Agua(kgmol/hr) 405.00 30.59 374.41
Composicio´n Molar Etanol 0.25 0.81 0.02
Composicio´n Molar Agua 0.75 0.19 0.98
Flujo Ma´sico Etanol (kg/hr) 6219.32 5869.49 349.84
Flujo Ma´sico Agua (kg/hr) 16085.34 1215.09 14870.26
Composicio´n Ma´sica Etanol 0.46 0.91 0.05
Composicio´n Ma´sica Agua 0.54 0.09 0.95
Flujo Molar (kgmol/hr) 540.00 158.00 382.00
Flujo Ma´sico (kg/hr) 13515.51 6420.64 7094.87
Flujo Volume´trico (m3/hr) 15.12 8.57 7.78
Temperatura (K) 355.18 351.31 367.36
Presio´n (bar) 1.01 1.01 1.01
Fraccio´n de Lı´quido 1 1 1
Entalpı´a Molar (kJ/kgmol) -283481.00 -272651.80 -280313.20
Entalpı´a Ma´sica (kJ/kg) -11326.23 -6709.45 -15092.55
Flujo de Entropı´a (kJ/kg) -153079738.78 -43079003.66 -107079659.14
Entropı´a Molar (kJ/kgmolK) -205.76 -288.60 -150.24
Entropı´a Ma´sica (kJ/kgK) -8.22 -7.10 -8.09
Densidad Molar (kgmol/m3) 35.73 18.43 49.10
Densidad Ma´sica (kg/m3) 894.17 748.83 911.89
Peso molecular promedio (kg/kgmol) 25.03 40.64 18.57
2.7.2. Perfiles de temperatura y flujos de la columna de destilacio´n en estado
estacionario
Los perfiles de temperatura, flujo de lı´quido y flujo vapor que se obtienen de la simulacio´n en
Aspen Plus, se reportan en la Tabla. 2.3. La columna de destilacio´n opera a presio´n atmosfe´rica
y es constante a lo largo de la columna.
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Tabla 2.3: Resultados de cada etapa simulacio´n columna de destilacio´n binaria sistema etanol-
agua en estado estacionario
Etapa Temperatura Q Flujo lı´quido Flujo Vapor yEtanol xEtanol
K kJ/hr kgmol/hr kgmol/hr
1 351.3126 -16469452 256.0000 0.0000 0.8267 0.8060
2 351.4011 0 255.4009 416.0000 0.8060 0.7758
3 351.5037 0 254.8535 415.4009 0.7875 0.7473
4 351.6212 0 254.3260 414.8535 0.7699 0.7192
5 351.7574 0 253.8067 414.3260 0.7527 0.6905
6 351.9183 0 253.2681 413.8067 0.7352 0.6600
7 352.1147 0 252.6905 413.2681 0.7165 0.6262
8 352.3651 0 252.0190 412.6905 0.6959 0.5871
9 352.7020 0 251.2213 412.0190 0.6721 0.5394
10 353.1893 0 250.1588 411.2213 0.6431 0.4771
11 353.9689 0 248.6010 410.1587 0.6054 0.3891
12 355.3891 0 851.5162 408.6010 0.5524 0.2574
13 358.8806 0 844.9066 471.5162 0.4520 0.1025
14 368.2881 19412373.6 380.0000 464.9066 0.1733 0.0159
Las Figuras. 2.13 y 2.14, presentan el comportamiento en estado estacionario del flujo de va-
por y de la temperatura a lo largo de la columna. En estas gra´ficas la etapa 1 corresponde al
condensador, la etapa 12 a la etapa de alimentacio´n y la etapa 14 al rehervidor, como se pre-
sento en la Figura. 2.12.
En la Figura. 2.13 se presenta el perfil correspondiente al flujo de vapor, el cual es constante
desde la etapa 2 hasta la etapa 12, en la etapa 13 y 14 cambia por efectos del flujo de ali-
mentacio´n y del balance en el rehervidor. La etapa 1 corresponde al condensador, por lo tanto
el flujo de vapor en esta etapa es cero.
En la Figura. 2.14, se presenta el perfil de temperatura de la columna simulado en estado esta-
cionario, el perfil es creciente desde la Etapa 1 a la 14, donde la Etapa 1 posee la temperatura
menor ya que en esta etapa el producto corresponde al componente ma´s vola´til y la etapa 14
el producto corresponde al componente pesado, por ende el valor de la temperatura es el mayor.
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Figura 2.13: Perfil de flujos de la columna de destilacio´n simulacio´n en estado estacionario
Figura 2.14: Perfil de temperatura de la columna de destilacio´n simulacio´n en estado esta-
cionario
2.8. Especificaciones hidra´ulicas
De acuerdo con la seccio´n 2.6 y los resultados obtenidos de la simulacio´n en estado esta-
cionario, las especificaciones hidra´ulicas de la columna de destilacio´n para el sistema etanol-
agua se resumen en la Tabla. 2.4.
La columna fue disen˜ada de forma tal que para cambios en los flujos de ±30 %, la regio´n
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Tabla 2.4: Especificaciones hidra´ulicas de la columna de destilacio´n para el sistema etanol-agua
Para´metro Valor
Nu´mero total de platos 12
Plato de alimentacio´n 11
Dia´metro de la Columna (m) 1.75
Longitud del derramadero (m) 1.225
Espaciamiento entre platos (m) 0.6
Dia´metro de los orificios (m) 0.0045
Distancia entre los centros de los orificios (m) 0.012
Espaciamiento entre platos (m) 0.6
Altura del derramadero (m) 0.06
A´rea Total del plato (m2) 2.4053
A´rea seccio´n transversal vertedero (m2) 0.21166
A´rea activa (m2) 1.76
de operacio´n siga siendo satisfactoria, evitando el lloriqueo excesivo y el arrastre extremo de
lı´quido en el gas.
La Tabla 2.4, indica el nu´mero de platos que presenta la columna los cuales fueron calculados
por el me´todo de McCabe–Thiele, el flujo de alimentacio´n ingresa a la columna en el plato
11. El dia´metro de la columna para el flujo especificado (Ver Tabla. 2.1) es de 1,75m, el es-
paciamiento entre platos es de 0,6m, el dia´metro de los orificios de 4,5mm y el a´rea activa
de 1,76m2. En la tabla se encuentran otros datos como la longitud del derramadero, distancia
entre centros de los orificios, altura del derramadero, a´rea total y a´rea secciones transversal del
vertedero.
2.9. Conclusiones
En este capı´tulo se realizo´ una introduccio´n al disen˜o de columnas de destilacio´n de platos
perforados en estado estacionario y se disen˜o una columna de destilacio´n binaria para la sepa-
racio´n del sistema etanol−agua.
A partir de los requerimientos de la separacio´n, de las condiciones de entrada y de las condi-
ciones de operacio´n de la columna de destilacio´n para la separacio´n del sistema etanol−agua,
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se simulo´ el proceso en estado estacionario utilizando el software Aspen Plus y se calcularon
las especificaciones hidra´ulicas de la columna.
Los resultados obtenidos en estado estacionario corresponden a las condiciones iniciales para
el modelado y simulacio´n de la columna en estado dina´mico.
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Capı´tulo 3
Modelado y simulacio´n dina´mica de una
columna de destilacio´n
En este capı´tulo se presenta el modelado de una columna de destilacio´n binaria de platos en
estado dina´mico y su respectiva simulacio´n para la separacio´n del sistema etanol-agua. El mo-
delo dina´mico de la columna de destilacio´n binaria, posee algunas restricciones dadas prin-
cipalmente por el equilibrio termodina´mico y la presencia de un azeo´tropo homoge´neo en la
mezcla, tal como se menciono´ en el Capı´tulo 2 en la seccio´n 2.4.1.
La columna de destilacio´n binaria considerada para el modelo dina´mico posee 12 platos, un
condensador total y un rehervidor. La columna de destilacio´n posee una sola etapa de ali-
mentacio´n (Plato 11), la cual divide la columna en dos secciones:
1) La seccio´n superior corresponde a la zona de rectificacio´n.
2) La seccio´n inferior a la zona de agotamiento.
Los productos de destilado D y de fondos B con fracciones molares de xD y xB , respectiva-
mente, son retirados continuamente de la columna. La fase de vapor es condensada totalmente
en el condensador y una fraccio´n de este flujo es recirculado a la columna en la primera etapa,
este flujo corresponde a LD. La corriente de fondos es introducida al rehervidor, en el cual una
parte es vaporizada e introducida nuevamente en la columna en la u´ltima etapa, flujo que es
denotado como VR.
El modelo matema´tico se encuentra especificado para cada zona de la columna: zona de rec-
tificacio´n, alimentacio´n, agotamiento, rehervidor y condensador total, teniendo en cuenta el
balance de masa global y por componente, el balance de energı´a y el balance hidrau´lico. Adi-
cional a estos balances, se tiene el equilibrio termodina´mico, el cual esta´ definido por medio de
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una formulacio´n γ − φ.
De acuerdo con el modelo dina´mico, se desarrollaron tres planteamientos distintos con dife-
rentes grados de complejidad. Cada modelo es simulado en MatLab y los resultados obtenidos
se presentan al final del capı´tulo.
3.1. Suposiciones y consideraciones
El modelo matema´tico planteado para la columna de destilacio´n binaria, debe representar el
comportamiento dina´mico del proceso real, sin embargo, debido a la complejidad del modelo,
se realizan las siguientes suposiciones y consideraciones:
Todos los flujos de entrada y de salida de la torre se encuentran en fase lı´quida.
Alimentacio´n en un u´nico plato.
No hay pe´rdidas de calor, es decir que la columna es adiaba´tica.
El condensador es total, por lo tanto, la composicio´n del vapor que abandona la columna
por cabeza sera´ la misma que la de la corriente de reflujo y destilado.
El lı´quido acumulado en cada plato es incompresible y se encuentra como una mezcla
perfecta (la composicio´n es la misma en todos los puntos).
Las fases lı´quida y vapor que abandonan el plato se encuentran en equilibrio te´rmico.
Se considera que la presio´n a lo largo de la columna es constante.
La acumulacio´n de materia en fase vapor es nula.
Cada plato es considerado con una eficiencia del 100 %.
La fase vapor y la fase lı´quida se consideran no ideales y se emplea la ecuacio´n de
Peng−Robinson para el calculo de los coeficientes de fugacidad y UNIFAC para el ca´lcu-
lo de los coeficientes de actividad.
Se desprecia el tiempo muerto en la corriente de vapor que va desde el u´ltimo plato de la
columna hasta el condensador, y tambie´n en la corriente de retorno del reflujo a la cabeza
de la torre.
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Las variaciones de masa con respecto al tiempo en el condensador y en el rehervidor son
iguales a cero.
No se considera acumulacio´n de vapor a lo largo del sistema.
A continuacio´n se presentan los balances para cada etapa y el me´todo de ca´lculo, los flujos se
encuentran en base molar.
El estudio esquema´tico de la columna se divide en cuatro zonas: rectificacio´n, alimentacio´n,
agotamiento, rehervidor y condensador.
3.2. Balances de materia
3.2.1. Balances zona de rectificacio´n y de agotamiento
Una etapa de la columna de destilacio´n posee dos partes, la primera corresponde al plato en el
cual se lleva a cabo el contacto entre el lı´quido y el vapor, y el derramadero por el cual fluye el
lı´quido de un plato superior a uno inmediatamente inferior.
En la Figura 3.1 se presenta el diagrama esquema´tico de una etapa de contacto n, para la cual
el balance de masa global y por componente corresponde a:
Balance de masa global,
dMTn
dt
= Ln−1 + Vn+1 − Ln − Vn (3.1)
Figura 3.1: Diagrama balance dina´mico de materia etapa de contacto n
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Donde, MTn es la masa molar retenida en el plato n, L es el flujo molar de lı´quido y V el flujo
molar de vapor.
Balance de masa por componente
d (MTnxn)
dt
= Ln−1xn−1 + Vn+1yn+1 − Lnxn − Vnyn (3.2)
Donde, MTn es la masa retenida en el plato n, V es el flujo molar de vapor, L es el flujo molar
de lı´quido, x es la composicio´n molar de lı´quido y y es la composicio´n molar de vapor. En
la Figura. 3.1 se presenta el diagrama del balance de masa dina´mico alrededor de la etapa de
contacto n.
3.2.2. Balance etapa de alimentacio´n
El balance de masa global y por componente para la etapa de Alimentacio´n (Figura. 3.2), son
de la forma:
Balance de masa global,
dMTn
dt
= Ln−1 + Vn+1 + F − Ln − Vn (3.3)
Donde, MTn es la masa retenida en el plato n, V es el flujo molar de vapor, L es el flujo molar
de lı´quido y F el flujo molar de alimentacio´n.
Balance de masa por componente
d (MTnxn)
dt
= Ln−1xn−1 + Vn+1yn+1 + FzF − Lnxn − Vnyn (3.4)
Figura 3.2: Diagrama balance dina´mico de materia etapa de alimentacio´n n
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Donde, MTn es la masa retenida en el plato n, V es el flujo molar de vapor, L es el flujo molar
de lı´quido, F el flujo molar de alimentacio´n, zF la composicio´n molar de alimentacio´n, x es
la composicio´n molar de lı´quido y y es la composicio´n molar de vapor. En la Figura. 3.2 se
presenta el diagrama del balance dina´mico de masa alrededor de la etapa de alimentacio´n n.
3.2.3. Balance condensador
Balance de masa global,
dMD
dt
= V2 − L1 −D (3.5)
Donde, MD es la masa molar retenida en el condensador, V2 es el flujo de vapor que entra al
condensador, L1 el flujo molar de lı´quido que recircula a la columna y D el flujo molar de
destilado. Balance de masa por componente
dMDxD
dt
= V2y2 − L1xD −DxD (3.6)
Donde, MD es la masa molar retenida en el condensador, V2 es el flujo de vapor que entra
al condensador, L1 el flujo molar de lı´quido que recircula a la columna, D el flujo molar de
destilado, xD la composicio´n molar de destilado y y es la composicio´n molar de vapor.
3.2.4. Balance rehervidor
Balance de masa global
dMB
dt
= Ln−1 −B − Vn (3.7)
Donde, MB es la masa molar retenida en el rehervidor, B el flujo molar de fondos, L el flujo
molar de lı´quido y V el flujo molar de vapor. Balance de masa por componente
dMBxB
dt
= Ln−1xn−1 −BxB − Vnyn (3.8)
Donde, MB es la masa molar retenida en el rehervidor, B el flujo molar de fondos, L el flujo
molar de lı´quido, V el flujo molar de vapor, xB la composicio´n molar de fondos y y es la
composicio´n molar de vapor.
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3.3. Balance hidra´ulico
La masa total retenida en un plato n (MTn), esta dada por la masa de lı´quido retenida por el
platoMcl, la del derramaderoMdc y la masa retenida del vaporMV (Roffel and Betlem, 1996).
La masa retenida del vapor es despreciada asumiendo que no hay acumulacio´n de vapor a lo
largo de la columna, por lo tanto,
MTn = Mcl +Mdc +MV ≈Mcl +Mdc (3.9)
La masa de lı´quido retenida por el plato Mcl es expresada por,
Mcl = hclAa
ρL
Nm,L
(3.10)
Donde, hcl es la altura del lı´quido claro, Aa es el a´rea activa, ρL es la densidad del lı´quido y
Nm,L es el peso molecular de la mezcla lı´quida.
Mdc = ((hD + hL + hR)Ad +Adhcl)
ρL
N¯m
(3.11)
Donde, hD es la caı´da de presio´n del gas, hL es la caı´da de presio´n del gas debido a la retencio´n
del lı´quido sobre el plato, hR es la caı´da de presio´n del gas residual, Ad es el a´rea de seccio´n
transversal del vertedero, Aa es el a´rea activa, ρL es la densidad del lı´quido y N¯m es el peso
molecular promedio de la mezcla.
La masa retenida en el plato esta´ relacionada directamente con el volumen del lı´quido, el cual
es el resultado del disen˜o del plato y de la configuracio´n de las variables manipuladas: flujo
de lı´quido y flujo de vapor, por lo cual, para efectos de disen˜o son consideradas las siguientes
suposiciones (Roffel and Betlem, 1996):
La caı´da de presio´n en la zona de estancamiento del derramadero es despreciable.
La densidad del lı´quido de la bandeja es igual a la del lı´quido del derramadero.
El derramadero no es aireado.
Por lo tanto, la masa total retenida en el plato corresponde a:
MTn = [hcl (Aa + 2Ad) + hDAd]
ρL
N¯m
(3.12)
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Realizando el desarrollo matema´tico presentado por (Roffel and Betlem, 1996), finalmente se
obtiene que:
MTn = α
(hw (Aa + 2Ad)) ρL
N¯m
+
Cow
N¯m
(
N¯mLn
)2/3
α
+ Cdry
Vn
2
ρm,V
(3.13)
A partir de 3.13 el flujo de lı´quido se puede calcular como:
Ln =
((
MTn − Cdry Vn2ρm,V − α
(hw(Aa+2Ad))ρL
N¯m
)
αN¯m
Cow
)3/2
N¯m
(3.14)
3.4. Balances de energı´a
El balance de energı´a para la etapa de contacto n empleando las entalpı´as de todas las corrientes
de vapor y el lı´quido se puede expresar como:
dhtot,n
dt
= Ln−1HL,n−1 + Vn+1HV,n+1 − LnHV,n − VnHL,n (3.15)
Sin embargo, la entalpı´a en cada etapa se asume como constante. El lado derecho de la ecuacio´n
3.15, es igual a cero, por lo tanto el balance de energı´a queda reducido a una ecuacio´n alge-
braica. El perfil de temperatura a lo largo de la columna corresponde a la temperatura de burbuja
calculada en el equilibrio termodina´mico (Mahdipoor, 2006).
Con la temperatura en cada plato, son evaluadas las entalpı´as y se calculan los flujos de vapor
a partir de la siguiente expresio´n,
Vn =
Ln−1HL,n−1 + Vn+1HV,n+1 − LnHV,n
HL,n
(3.16)
La simplificacio´n de hacer constante la entalpı´a con respecto al tiempo en cada etapa, se realiza
con el fin de disminuir la complejidad de la solucio´n del problema, disminuyendo el tiempo de
computo y evitando una divergencia en los ca´lculos.
3.5. Relacio´n de equilibrio
Asumiendo que el vapor y el lı´quido que abandonan cada etapa se encuentran en equilibrio, la
relacio´n de equilibrio que existe entre las concentraciones de la fase lı´quida y vapor se calcula
a partir de la expresio´n en funcio´n de la volatibilidad relativa:
y∗i =
αxi
1 + (α− 1)xi (3.17)
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Donde, αij es la volatilidad relativa del componente i con respecto al componente j, x y y∗
son las concentraciones en el equilibrio del componente ma´s vola´til.
La volatilidad relativa es una herramienta usada para determinar la facilidad y viabilidad de la
separacio´n de una mezcla por destilacio´n.
3.6. Modelo dina´mico de la columna de destilacio´n binaria
Para la simulacio´n del modelo dina´mico de la columna de destilacio´n binaria el flujo de recir-
culacio´n y el flujo del rehervidor son constantes, los flujos de destilado y fondos se calculan
a partir del balance de masa, y las composiciones de destilado y fondos son variantes con el
tiempo.
El nivel del lı´quido en el condensador y en el rehervidor se asumen constantes, es decir, que
las variaciones de masa con respecto al tiempo en el condensador y el rehervidor son iguales a
cero. Esta simplificacio´n es aceptable debido a que en las columnas industriales, estas unidades
poseen un sistema de control de nivel apropiado (Luyben, 1996, Mahdipoor, 2006).
Las condiciones de operacio´n de la columna y las especificaciones corresponden a las condi-
ciones obtenidas del disen˜o y simulacio´n de la columna en estado estacionario que se presen-
taron en el Capı´tulo 2 en la Seccio´n 2.7. Con las especificaciones de flujo de alimentacio´n,
fraccio´n molar, flujos de destilado y fondos, y nu´mero de etapas, el disen˜o de la columna se
puede realizar por me´todos tı´picos (Kister, 1992, Ludwig, 2001). Las eficiencias de los platos
se asumen iguales a la unidad.
3.6.1. Modelo I
Modelo riguroso de la columna de destilacio´n binaria. Tiene en cuenta los balances globales
y por componente, se asumen flujos de lı´quido y de vapor variables a lo largo de la columna
y se tiene en cuenta el equilibrio termodina´mico. La solucio´n de este modelo corresponde a la
solucio´n simulta´nea de:
1) Ecuaciones diferenciales: obtenidas a partir de los balances de masa globales y por compo-
nente en cada uno de los platos, en el condensador y en el rehervidor (ecuaciones 3.1 − 3.8).
2) Ecuaciones algebraicas: corresponden al balance para el calculo del flujo de vapor que
se asume no constante a lo largo de la columna, se calcula a partir del balance de energı´a
(ecuacio´n 3.16) y al balance para el calculo del flujo de lı´quido obtenido del balance hidra´ulico
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(ecuacio´n3.14).
3) Relaciones de equilibrio termodina´mico: expresio´n 3.17 bajo una formulacio´n γ − φ.
Estas ecuaciones describen un modelo complejo con 66 ecuaciones: 28 ecuaciones diferen-
ciales, 24 ecuaciones algebraicas y 14 relaciones de equilibrio termodina´mico (ecuacio´n 3.17).
Para la solucio´n de este modelo se tomaron como condiciones iniciales los valores de estado
estacionario obtenidos de la simulacio´n de la columna de destilacio´n para el sistema binario
(etanol-agua) empleando Aspen Plus (Ver Capı´tulo 2 Seccio´n 2.2). En la Tabla 3.1 se especifi-
can los valores iniciales de masa retenida y composicio´n molar de etanol en la fase lı´quida para
la solucio´n nume´rica del modelo.
Tabla 3.1: Condiciones iniciales para la simulacio´n dina´mica del modelo de la columna de
destilacio´n
Etapa Fraccio´n Molar Etanol Masa Retenida
xEtanol MT (kgmol)
1 0.8060 10.0000
2 0.7758 1.3219
3 0.7473 1.3383
4 0.7192 1.3552
5 0.6905 1.3732
6 0.6600 1.3936
7 0.6262 1.4176
8 0.5871 1.4480
9 0.5394 1.4895
10 0.4771 1.5535
11 0.3891 1.6730
12 0.2574 2.3508
13 0.1025 3.6787
14 0.0159 10.0000
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3.6.2. Modelo II
El modelo II corresponde a un modelo simplificado del modelo I, el cual involucra 14 ecua-
ciones diferenciales, 26 ecuaciones algebraicas y 14 relaciones de equilibrio termodina´mico
3.17, dando como resultado un modelo de complejidad con 54 ecuaciones. Las expresiones
que involucra el modelo son:
1) Ecuaciones diferenciales: obtenidas a partir de los balances por componente en cada uno de
los platos, en el condensador y en el rehervidor (ecuaciones 3.2, 3.6 y 3.8).
2) Ecuaciones algebraicas: corresponden al balance para el calculo del flujo de vapor que
se asume no constante a lo largo de la columna, se calcula a partir del balance de energı´a
(ecuacio´n 3.16) y al balance para el calculo del flujo de lı´quido obtenido del balance hidra´ulico
(ecuacio´n3.14). Se asume que las variaciones de masa con respecto al tiempo son iguales a
cero, por lo tanto, las expresiones algebraicas que definen la masa retenida son: 3.18, 3.19 y
3.20.
Balance Global por Etapa
dMTn
dt
= 0⇒ Ln−1 + Vn+1 − Ln − Vn = 0⇒ Ln = Ln−1 + Vn+1 − Vn (3.18)
Balance Global Condensador
dMD
dt
= 0⇒ V2 − L1 −D = 0⇒ D = V2 − L1 (3.19)
Balance Global Rehervidor
dMB
dt
= 0⇒ Ln−1 −B − Vn = 0⇒ B = Ln−1 − Vn (3.20)
Las condiciones iniciales de las variables de estado corresponden a las condiciones iniciales
para la fraccio´n molar de etanol presentadas en la Tabla. 3.1, valores obtenidos de la simulacio´n
de la columna en estado estacionario. 3) Relaciones de equilibrio termodina´mico: expresio´n
3.17 bajo una formulacio´n γ − φ.
3.6.3. Modelo III
El Modelo III corresponde a un modelo simplificado del Modelo II, el cual involucra 14 ecua-
ciones diferenciales, 4 ecuaciones algebraicas y 14 relaciones de equilibrio termodina´mico
3.17, dando como resultado un modelo de menor grado de complejidad con 32 ecuaciones.
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Las ecuaciones empleadas para la solucio´n de este modelo son: 1) Ecuaciones diferenciales:
balances por componente en cada uno de los platos, en el condensador y en el rehervidor (ecua-
ciones 3.2, 3.6 y 3.8).
2) Ecuaciones algebraicas: expresio´n para el calculo del flujo de vapor que se asume constante
a lo largo de la columna y expresio´n para el calculo del flujo de lı´quido (constante a lo largo de
la columna). Se asume que las variaciones de masa con respecto al tiempo son iguales a cero
(ecuaciones 3.18, 3.19 y 3.20).
3) Relaciones de equilibrio termodina´mico: expresio´n 3.17 bajo una formulacio´n γ − φ.
En este modelo los flujos molares se asumen constantes, el balance de energı´a no se tiene en
cuenta. Las ecuaciones diferenciales del modelo deben adaptarse a la notacio´n presentada en la
ecuacio´n 3.21. Se asume que el flujo de vapor es igual para todas las etapas desde 1 hasta n.
Vn = V ∀n = 1, 2, ..., 14
Ln =
 L ∀n = 1, 2, ..., 11L+ F ∀n = 12, ..., 14
(3.21)
Las condiciones iniciales de las variables de estado corresponden a las condiciones iniciales
para la fraccio´n molar de etanol presentadas en la Tabla. 3.1.
3.7. Ana´lisis comparativo de los modelos
Los modelos planteados en la seccio´n 3.6 poseen diferentes grados de complejidad, en la Tabla.
3.2 se presenta el resumen de la cantidad de ecuaciones diferenciales, ecuaciones algebraicas
y relaciones de equilibrio termodina´mico, necesarios para la solucio´n nume´rica de cada uno de
los modelos con el fin de dar una vista general del problema a solucionar.
Tabla 3.2: Visio´n general de la complejidad de los modelos
Modelo Orden y Tipo No. Ecuaciones No. Ecuaciones No. Relaciones
Diferenciales Algebraicas Termodina´micas
I 66 DAE 28 24 14
II 54 DAE 14 26 14
III 32 DAE 14 4 14
45
Capı´tulo 3. Modelado y simulacio´n dina´mica de una columna de destilacio´n
3.7.1. Comportamiento dina´mico de los modelos
El ana´lisis comparativo de los modelos se realiza observando el comportamiento del sistema en
lazo abierto. El sistema de ecuaciones de cada uno de los modelos se resuelve nume´ricamente
utilizando la rutina ode15s de MatLab, la cual es conveniente para problemas rı´gidos que re-
quieren de una precisio´n moderada (Shampine and Reichelt, 1997).
La Tabla. 3.3 reporta los resultados de los valores de estado estacionario alcanzados a partir de
la simulacio´n dina´mica del Modelo I. En la Figura 3.3 se presenta el comportamiento dina´mico
de la composicio´n molar de etanol en el destilado y en fondos con respecto al tiempo, obtenido
de la solucio´n nume´rica del Modelo I. La composicio´n molar de destilado es de 0,817 y la
composicio´n molar de fondos de 0,011 en el estado estacionario. En la Figura. 3.4 se presenta
el comportamiento dina´mico de la masa retenida en cada uno de los platos, se observa que el
Tabla 3.3: Estado estacionario alcanzado en la simulacio´n dina´mica de la columna de desti-
lacio´n empleando el Modelo I
Modelo I
Etapa L(kgmol/hr) V (kgmol/hr) xetanol MT (kgmol) T (K)
1 256.00 0.00 0.819 10.000 350.769
2 255.59 415.40 0.791 1.294 350.855
3 255.16 414.99 0.765 1.308 350.950
4 254.81 414.56 0.740 1.321 351.056
5 254.64 414.21 0.714 1.336 351.175
6 254.88 414.04 0.688 1.351 351.314
7 256.03 414.28 0.658 1.369 351.482
8 259.13 415.43 0.624 1.392 351.697
9 266.31 418.53 0.580 1.424 351.997
10 281.81 425.71 0.518 1.476 352.465
11 314.48 441.22 0.420 1.585 353.317
12 851.47 473.88 0.250 2.193 355.182
13 845.52 470.89 0.093 3.411 359.122
14 380.61 464.91 0.011 10.000 369.397
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Figura 3.3: Comportamiento dina´mico de la composicio´n molar de etanol - Modelo I
plato 12 correspondiente al u´ltimo plato de columna posee la mayor cantidad de masa retenida.
La Tabla. 3.4 presenta los resultados de los valores de estado estacionario alcanzados a par-
Figura 3.4: Comportamiento dina´mico de masa retenida en cada uno de los platos - Modelo I
tir de la simulacio´n dina´mica del Modelo II y en la Figura 3.5 se presenta el comportamiento
dina´mico de la composicio´n molar de etanol en el destilado y en fondos con respecto del tiempo
obtenido de la solucio´n nume´rica del Modelo II. En esta simulacio´n la composicio´n molar de
destilado alcanzada en el estado estacionario corresponde a un valor de 0,820 y la composicio´n
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Tabla 3.4: Estado estacionario alcanzado en la simulacio´n dina´mica de la columna de desti-
lacio´n empleando el Modelo II
Modelo II
Etapa L(kgmol/hr) V (kgmol/hr) xetanol T (K)
1 256.00 0.00 0.820 350.769
2 255.50 415.29 0.791 350.857
3 255.00 414.78 0.763 350.957
4 254.52 414.29 0.737 351.071
5 254.02 413.81 0.710 351.200
6 253.48 413.30 0.681 351.351
7 252.85 412.77 0.650 351.533
8 252.14 412.14 0.614 351.761
9 251.17 411.42 0.571 352.060
10 250.89 410.46 0.517 352.478
11 373.91 410.18 0.442 353.116
12 852.18 533.20 0.245 355.244
13 845.62 471.46 0.084 359.635
14 380.71 464.91 0.012 369.338
molar de fondos de 0,012.
La Tabla. 3.5 muestra los resultados de los valores de estado estacionario alcanzados a partir
de la simulacio´n dina´mica del Modelo III. La Figura 3.6 presenta el comportamiento dina´mico
de la composicio´n molar de etanol en el destilado y en fondos con respecto al tiempo, datos
obtenidos a partir de la solucio´n nume´rica del Modelo III. La composicio´n molar de destilado
es de 0,817 y la composicio´n molar de fondos de 0,011 en el estado estacionario.
Con el fin de observar gra´ficamente las diferencias entre los resultados del estado estacionario
(Tablas. 3.3,3.4 y 3.5) alcanzado en las simulaciones de los modelos dina´micos propuestos
(Modelo I, Modelo II y Modelo III), se presentan las Figuras. 3.7 y 3.8. En la Figura. 3.7, se
presenta el perfil de la composicio´n molar de etanol, el perfil de masa retenida en cada uno de
los platos y el perfil de temperatura y en la Figura. 3.8, se presentan los perfiles del flujo molar
de lı´quido y vapor a lo largo de la columna cuando es alcanzado el estado estable.
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Figura 3.5: Comportamiento dina´mico de la composicio´n molar de etanol - Modelo II
Figura 3.6: Comportamiento dina´mico composicio´n molar de etanol - Modelo III
En la Figura. 3.7 se observa que los perfiles de composicio´n de etanol y temperatura de los
Modelos I y II, son bastante similares en comparacio´n con el perfil presentado por el Mode-
lo III, sin embargo, los valores alcanzados en el estado estacionario en los tres modelos son
aproximados.
En el perfil de la Figura. 3.7 correspondiente a la masa retenida en cada una de los platos se
puede apreciar que cuando la masa retenida con respecto al tiempo es variable (Modelo I), se
presenta una variacio´n relativamente baja comparada con los modelos en los cuales se asume
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Tabla 3.5: Estado estacionario alcanzado en la simulacio´n dina´mica de la columna de desti-
lacio´n empleando el Modelo III
Modelo III
Etapa L(kgmol/hr) V (kgmol/hr) xetanol T (K)
1 256 0 0.817 350.775
2 256 416 0.787 350.869
3 256 416 0.759 350.976
4 256 416 0.730 351.099
5 256 416 0.702 351.241
6 256 416 0.671 351.410
7 256 416 0.636 351.618
8 256 416 0.595 351.888
9 256 416 0.545 352.260
10 256 416 0.477 352.810
11 256 416 0.378 353.728
12 796 416 0.226 355.514
13 796 416 0.077 360.047
14 380 416 0.011 369.480
constante con respecto al tiempo (Modelo II y III).
En la Figura. 3.8 se observa que los flujos alcanzados por cada modelo presentan una mayor
divergencia alrededor de la etapa de alimentacio´n afectando el flujo de las etapas pro´ximas a
e´sta. En las dema´s etapas el comportamiento de los flujos es muy similar.
3.7.2. Comportamiento dina´mico de los modelos en presencia de perturbaciones
Debido a que una columna de destilacio´n binaria se encuentra expuesta a variaciones en el flujo
de recirculacio´n de lı´quido (LD), el flujo de vapor del rehervidor (VR), el flujo de alimentacio´n
(F ) y la composicio´n de alimentacio´n (zF ). Se analizo´ el comportamiento dina´mico del sistema
evaluando el estado estacionario alcanzado con los modelos I, II y III, al realizar variaciones
en cada uno de los para´metros que afectan el sistema.
En las Figuras. 3.9 y 3.10, se muestran los perfiles de composicio´n de etanol, flujo de lı´quido
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Figura 3.7: Perfil de composicio´n y temperatura del estado estacionario alcanzado en la simu-
lacio´n dina´mica
Figura 3.8: Perfil de flujos del estado estacionario alcanzado en la simulacio´n dina´mica
y flujo de vapor en el punto de equilibrio alcanzado en la solucio´n nume´rica de los tres mode-
los con variacio´n en el flujo de alimentacio´n. El cambio en el flujo de alimentacio´n se realiza
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Figura 3.9: Perfil de composicio´n, flujo de lı´quido (L) y flujo de vapor (V ) con un escalo´n de
+20 % F
Figura 3.10: Perfil de composicio´n, flujo de lı´quido (L) y flujo de vapor (V ) con un escalo´n de
−20 % F
aumentando y disminuyendo el flujo de alimentacio´n en un 20 % con respecto al valor para el
cual esta´ disen˜ada la columna (540 kgmol/hr).
En las Figuras. 3.9 y 3.10, se observa que el comportamiento de los perfiles de la composicio´n
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Figura 3.11: Perfil de composicio´n, flujo de lı´quido (L) y flujo de vapor (V ) con un escalo´n de
+20 % zF
Figura 3.12: Perfil de composicio´n, flujo de lı´quido (L) y flujo de vapor (V ) con un escalo´n de
−20 % zF
molar de etanol son muy aproximados. Los perfiles de lı´quido y vapor divergen alrededor de la
etapa de alimentacio´n, especialmente en la etapa 12 empleando el Modelo II con variacio´n de
−20 % F .
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Figura 3.13: Perfil de composicio´n, flujo de lı´quido (L) y flujo de vapor (V ) con un escalo´n de
+20 % en LD
Las Figuras. 3.11 y 3.12, exhiben los perfiles del estado estacionario alcanzado variando la
composicio´n de alimentacio´n. El cambio para estas gra´ficas se realizo´ aumentando y dismin-
uyendo la composicio´n en un 20 % con respecto a la composicio´n de alimentacio´n para el cual
esta´ disen˜ada la columna (0,25). Se observa que el comportamiento de los perfiles de la com-
posicio´n molar de etanol son muy similares. Los perfiles de lı´quido y vapor al igual que en
los perfiles que describen la variacio´n de ±20 % F , presentan una divergencia alrededor de la
etapa de alimentacio´n, con una mayor incidencia en el flujo de vapor.
Los perfiles obtenidos al realizar variaciones en el flujo de recirculacio´n de lı´quido y el flujo
de vapor del rehervidor son presentados en las Figuras 3.13− 3.16. Las variaciones efectuadas
para estos para´metros se realiza aumentando y disminuyendo los flujos en un 20 % con respec-
to a los flujos para los cuales esta´ disen˜ada la columna.
En las Figuras. 3.13 y 3.14 se observa el comportamiento del estado estacionario alcanzado
simulando el sistema dina´mico con los modelos I,II y III, con variaciones en el flujo de recircu-
lacio´n. El comportamiento de los perfiles de composicio´n y flujo de lı´quido, obtenidos a partir
de la simulacio´n con los Modelos I y III, son muy similares en comparacio´n con el presentado
por el Modelo II. El comportamiento del perfil de flujo de vapor en los tres modelos diverge
alrededor de la etapa de alimentacio´n.
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Figura 3.14: Perfil de composicio´n, flujo de lı´quido (L) y flujo de vapor (V ) con un escalo´n de
−20 % en LD
Figura 3.15: Perfil de composicio´n, flujo de lı´quido (L) y flujo de vapor (V ) con un escalo´n de
+20 % en VR
En las Figuras. 3.15 y 3.16 se presenta el comportamiento de los perfiles de estado estacionario
al variar el flujo de vapor del rehervidor. Los perfiles presentan una variacio´n alrededor de la
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Figura 3.16: Perfil de composicio´n, flujo de lı´quido (L) y flujo de vapor (V ) con un escalo´n de
−20 % en VR
etapa de alimentacio´n, sin embargo, este comportamiento en comparacio´n con las variaciones
en otros para´metros no es tan significativo. Los perfiles de composicio´n y de flujo de vapor
del Modelo III, se alejan en cierto grado del comportamiento de los perfiles de los otros dos
modelos.
Los estados estacionarios alcanzados en la simulacio´n dina´mica de la columna de destilacio´n
binaria, empleando los modelos I, II y III, presentan un comportamiento aproximado teniendo
en cuenta que cada modelo presenta un nivel de complejidad diferente.
El estado estacionario alcanzado al realizar la solucio´n nume´rica de los modelos dina´micos
ante variaciones de flujo de alimentacio´n, composicio´n de alimentacio´n, flujo de recirculacio´n
y el flujo del rehervidor, presenta un comportamiento muy similar, por lo tanto, debido a la
simplicidad del modelo y con el fin de disminuir el tiempo computacional, el Modelo III es un
modelo no lineal aceptable para disen˜ar el algoritmo de control.
3.8. Conclusiones
En este capı´tulo se realizo´ el modelado dina´mico de la columna de destilacio´n binaria para la
mezcla etanol−agua. Para obtener dicho modelo se realizaron ciertas suposiciones y consid-
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eraciones con el fin de disminuir la complejidad del modelo, debido a la presencia de ciertas
restricciones dadas principalmente por el equilibrio te´rmodina´mico.
Se propusieron tres modelos dina´micos para representar el proceso de la columna de desti-
lacio´n, los cuales difieren entre sı´ por el grado de complejidad presentado debido a las suposi-
ciones y consideraciones adoptadas.
Se analizo´ el comportamiento dina´mico de los tres modelos ante perturbaciones en el flujo
de alimentacio´n, composicio´n de alimentacio´n, flujo de recirculacio´n y flujo de vapor y se
evaluo´ el punto de equilibrio alcanzado. En los resultados obtenidos a partir de este ana´lisis
muestran que la diferencia en la respuesta al emplear cada uno de los modelos es muy similar.
A partir de estos resultados se concluyo´ que el modelo de menor orden de complejidad da una
representacio´n aceptable de la planta y se selecciono´ para desarrollar el algoritmo de control
debido a su simplicidad, con el fin de disminuir en el tiempo de computo.
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Capı´tulo 4
Ana´lisis dina´mico del modelo de una columna
de destilacio´n
En este capı´tulo se analiza la estabilidad de los puntos de equilibrio del sistema dina´mico no
lineal de la columna de destilacio´n binaria, empleando el concepto de estabilidad en el sentido
de Lyapunov. El procedimiento corresponde al me´todo indirecto de Lyapunov, el cual se basa
en la expansio´n de la funcio´n no lineal en series de Taylor alrededor del punto de equilibrio y
la retencio´n solo del te´rmino lineal.
La estabilidad es una de las caracterı´sticas ma´s importantes de los sistemas dina´micos y su
ana´lisis permite obtener informacio´n acerca del comportamiento del sistema no lineal.
La dina´mica de los sistemas no lineales presenta ciertos feno´menos que no se evidencian al
estudiar los sistemas lineales (Khalil, 1996), tales como la existencia de mu´ltiples puntos de
equilibrio aislados. Un sistema lineal puede tener un solo punto de equilibrio aislado, y por
lo tanto un solo estado estacionario; si el punto de equilibrio es asinto´ticamente estable atrae
al estado del sistema independientemente del estado inicial. Por el contrario, los sistemas no
lineales pueden tener varios puntos de equilibrio, y la convergencia a uno estable depende del
estado inicial.
4.1. Teorema de Estabilidad de Lyapunov
Considerando el sistema no lineal, (Khalil, 1996, Vidyasagar, 1993)
x˙ = f(x) (4.1)
Donde f : D → Rn es un mapeo localmente Lipschitz desde un dominio D → Rn en Rn.
Supo´ngase que x¯ ∈ D es un punto de equilibrio de 4.1, es decir, f(x¯) = 0. Por conveniencia,
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se asume que x¯ = 0 (esto no hace perder generalidad porque, si no es ası´, se define y = x− x¯
y y˙ = g(y), donde g(y) ∆= f (y + x¯), tiene un equilibrio en el origen).
Suponiendo que el origen x = 0 esta´ en el interior deD y es un punto de equilibrio del sistema;
es decir f(0) = 0, por el teorema del valor medio
fi(x) = fi(0) +
∂fi
∂x
(zi)x (4.2)
Donde zi es un punto sobre el segmento de lı´nea que conecta x al origen. La igualdad 4.2 vale
para todo punto x ∈ D tal que el segmento de lı´nea que conecta x al origen este´ totalmente
contenido en D.
Por lo tanto,
f(x) = Ax+ g(x) (4.3)
donde,
A =
∂f
∂x
(0) (4.4)
gi (x) =
[
∂fi
∂x
(zi)− ∂fi
∂x
(0)
]
x (4.5)
4.1.1. Me´todo indirecto de Lyapunov
El me´todo indirecto de Lyapunov da condiciones para determinar la estabilidad del origen del
sistema no lineal, a trave´s del estudio de la estabilidad del sistema linealizado.
Teorema 4.1. Sea x = 0 un punto de equilibrio del sistema no lineal,
x˙ = f(x) (4.6)
donde f : D → Rn es una funcio´n continuamente diferenciable y D → Rn es un entorno del
origen. Sea
A =
∂f
∂x
(x)
∣∣∣∣
x=0
(4.7)
Entonces,
1. El origen es asinto´ticamente estable si todos los valores propios de A tienen parte real
negativa.
2. El origen es inestable si uno o ma´s valores propios de A tiene parte real positiva.
59
Capı´tulo 4. Ana´lisis dina´mico del modelo de una columna de destilacio´n
4.2. Ca´lculo de los puntos de equilibrio
El sistema dina´mico a considerar es un sistema auto´nomo que presenta un nu´mero finito de
ecuaciones diferenciales ordinarias acopladas.
x˙1 = f1 (x1, x2..., x14)
x˙2 = f2 (x1, x2..., x14)
...
x˙14 = f14 (x1, x2..., x14)
(4.8)
Donde, f1, f2, ...f14,son funciones continuas y con derivadas parciales continuas en todo el
plano (Khalil, 1996).
Este sistema se analiza determinando el punto de equilibrio, el cual es definido como un punto
donde los estados del sistema permanecen, siempre y cuando no haya una fuerza externa ac-
tuando sobre ellos, esto implica que x˙ = 0 (Slotine and Li, 1991). A partir de las ecuaciones
diferenciales presentadas en el Capı´tulo 3 seccio´n 2.7 y con las simplificaciones consideradas
en la subsecccio´n 3.6.3, e igualando a cero el lado derecho, son calculados los puntos de equi-
librio, teniendo:
f1 (x1, x2..., x14) = 0
f2 (x1, x2..., x14) = 0
...
f14 (x1, x2..., x14) = 0
(4.9)
Por lo tanto,
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
x˙1 = 0⇒ 1MD
(
VR
(
α2x2
1+(α2−1)x2 − x1
))
= 0
x˙2 = 0⇒ 1MT1
(
LD (x1 − x2) + VR
(
α3x3
1+(α3−1)x3 −
α2x2
1+(α2−1)x2
))
= 0
x˙3 = 0⇒ 1MT2
(
LD (x2 − x3) + VR
(
α4x4
1+(α4−1)x4 −
α3x3
1+(α3−1)x3
))
= 0
x˙4 = 0⇒ 1MT3
(
LD (x3 − x4) + VR
(
α5x5
1+(α5−1)x5 −
α4x4
1+(α4−1)x4
))
= 0
x˙5 = 0⇒ 1MT4
(
LD (x4 − x5) + VR
(
α6x6
1+(α6−1)x6 −
α5x5
1+(α5−1)x5
))
= 0
x˙6 = 0⇒ 1MT5
(
LD (x5 − x6) + VR
(
α7x7
1+(α7−1)x7 −
α6x6
1+(α6−1)x6
))
= 0
x˙7 = 0⇒ 1MT6
(
LD (x6 − x7) + VR
(
α8x8
1+(α8−1)x8 −
α7x7
1+(α7−1)x7
))
= 0
x˙8 = 0⇒ 1MT7
(
LD (x7 − x8) + VR
(
α9x9
1+(α9−1)x9 −
α8x8
1+(α8−1)x8
))
= 0
x˙9 = 0⇒ 1MT8
(
LD (x8 − x9) + VR
(
α10x10
1+(α10−1)x10 −
α9x9
1+(α9−1)x9
))
= 0
x˙10 = 0⇒ 1MT9
(
LD (x9 − x10) + VR
(
α11x11
1+(α11−1)x11 −
α10x10
1+(α10−1)x10
))
= 0
x˙11 = 0⇒ 1MT10
(
LD (x10 − x11) + VR
(
α12x12
1+(α12−1)x12 −
α11x11
1+(α11−1)x11
))
= 0
x˙12 = 0⇒ 1MT11
(
LDx11 − (LD + F )x12 + VR
(
α13x13
1+(α13−1)x13 −
α12x12
1+(α12−1)x12
)
+ FzF
)
= 0
x˙13 = 0⇒ 1MT12
(
(LD + F ) (x12 − x13) + VR
(
α14x14
1+(α14−1)x14 −
α13x13
1+(α13−1)x13
))
= 0
x˙14 = 0⇒ 1MB
(
(LD + F ) (x13 − x14) + VR
(
x14 − α14x141+(α14−1)x14
))
= 0
De las ecuaciones anteriores se tiene que el punto de equilibrio debe satisfacer las expresiones
4.10. Debido a que la solucio´n es no trivial, y las ecuaciones se encuentran acopladas, los val-
ores de los estados de equilibrio son resueltos nume´ricamente empleando el Me´todo de Newton
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Raphson.
x¯1 =
(
α2x¯2
1+(α2−1)x¯2
)
LDx¯2 + VR
(
α2x¯2
1+(α2−1)x¯2
)
= LDx¯1 + VR
(
α3x¯3
1+(α3−1)x¯3
)
LDx¯3 + VR
(
α3x¯3
1+(α3−1)x¯3
)
= LDx¯2 + VR
(
α4x¯4
1+(α4−1)x¯4
)
LDx¯4 + VR
(
α4x¯4
1+(α4−1)x¯4
)
= LDx¯3 + VR
(
α5x¯5
1+(α5−1)x¯5
)
LDx¯5 + VR
(
α5x¯5
1+(α5−1)x¯5
)
= LDx¯4 + VR
(
α6x¯6
1+(α6−1)x¯6
)
LDx¯6 + VR
(
α6x¯6
1+(α6−1)x¯6
)
= LDx¯5 + VR
(
α7x¯7
1+(α7−1)x¯7
)
LDx¯7 + VR
(
α7x¯7
1+(α7−1)x¯7
)
= LDx¯6 + VR
(
α8x¯8
1+(α8−1)x¯8
)
LDx¯8 + VR
(
α8x¯8
1+(α8−1)x¯8
)
= LDx¯7 + VR
(
α9x¯9
1+(α9−1)x¯9
)
LDx¯9 + VR
(
α9x¯9
1+(α9−1)x¯9
)
= LDx¯8 + VR
(
α10x¯10
1+(α10−1)x¯10
)
LDx¯10 + VR
(
α10x¯10
1+(α10−1)x¯10
)
= LDx¯9 + VR
(
α11x¯11
1+(α11−1)x¯11
)
LDx¯11 + VR
(
α11x¯11
1+(α11−1)x¯11
)
= LDx¯10 + VR
(
α12x¯12
1+(α12−1)x¯12
)
(LD + F ) x¯12 + VR
(
α12x¯12
1+(α12−1)x¯12
)
= LDx¯11 + VR
(
α13x¯13
1+(α13−1)x¯13
)
+ FzF
(LD + F ) x¯13 + VR
(
α13x¯13
1+(α13−1)x¯13
)
= (LD + F ) x¯12 + VR
(
α14x¯14
1+(α14−1)x¯14
)
(LD + F ) x¯14 + VR
(
x¯14 − α14x¯141+(α14−1)x¯14
)
= (LD + F ) x¯13

(4.10)
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4.3. Linealizacio´n alrededor de un punto de equilibrio
Un punto de equilibrio de un sistema no lineal, y suponiendo que las funciones f1, f2, ..., f14
son diferencialmente continuas, puede ser caracterizado expandiendo la expresio´n de cada fun-
cio´n no lineal en series de Taylor alrededor del punto de equilibrio y la retencio´n solo del
te´rmino lineal (Khalil, 1996, Vidyasagar, 1993).
La linealizacio´n es una aproximacio´n en la vecindad de un punto de operacio´n y por lo tanto
so´lo puede predecir el comportamiento local del sistema no lineal en la vecindad del punto de
operacio´n, no puede predecir el comportamiento no local y mucho menos el comportamiento
del sistema a trave´s de todo el espacio de estado (Angulo, 1999).
La expansio´n por series de Taylor de f(x), alrededor del valor del punto de equilibrio, esta´ dada
por,
f (x) = f (x¯)+
∂f (x)
∂x
∣∣∣∣
x=x¯
(x− x¯)+ 1
2!
∂f2 (x)
∂x2
∣∣∣∣
x=x¯
(x− x¯)2+ 1
3!
∂f3 (x)
∂x3
∣∣∣∣
x=x¯
(x− x¯)3+t.o.s.
(4.11)
Por lo tanto,
x˙ =
(
∂f (x)
∂x
∣∣∣∣
x=x¯
)
(x− x¯) + t.o.s. (4.12)
Los te´rminos de orden superior (t.o.s.) de la expansio´n en series de Taylor, no se tienen en
cuenta ya que se considera que son suficientemente pequen˜os; es decir, las variables so´lo se
desvı´an ligeramente de la condicio´n de operacio´n. (Ogata, 2002).
La linealizacio´n del sistema se realiza calculando el Jacobiano de f con respecto a x, en x = x¯
definido por 4.13, evaluado en el punto de equilibrio (Khalil, 1996).
A =
∂f (x)
∂x
∣∣∣∣
x=x¯
(4.13)
El sistema linealizado corresponde a un sistema de la forma,
x˙ = Ax (4.14)
4.4. Caracterizacio´n punto de equilibrio
La caracterizacio´n del punto de equilibrio se realiza calculando los valores propios del Jaco-
biano, para un valor dado de los para´metros. La estabilidad del sistema linealizado esta´ deter-
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minada por (Angulo, 1999, Khalil, 1996):
Si todos los valores propios de A se encuentran en el semiplano complejo izquierdo
abierto (excluyendo el eje imaginario), es decir, que tienen parte real negativa (Re (λi) <
0 ∀i),el punto de equilibrio del sistema no lineal es asinto´ticamente estable en la vecin-
dad del punto.
Si al menos un valor propio deA se encuentra en el semiplano complejo derecho abierto,
es decir, que tiene parte real positiva (Re (λi) > 0 para algu´n i), el punto de equilibrio
del sistema no lineal es inestable.
Si ninguno de los valores propios de A se encuentra en el semiplano complejo derecho
abierto, pero al menos tiene uno en el eje jω (Re (λi) ≤ 0∀i) y los dema´s parte real
negativa, no se puede concluir nada sobre la estabilidad del equilibrio del sistema, su
comportamiento esta´ determinado por los te´rminos de orden superior que fueron despre-
ciados en la linealizacio´n.
El sistema presenta un u´nico punto de equilibrio, para un valor dado de los para´metros corre-
spondientes a los valores empleados en el disen˜o de la columna (Ver Seccio´n 2.7), los valores
de las variables de estado (composicio´n molar de etanol en cada etapa de la columna) en el
punto de equilibrio se presentan en la Tabla. 4.1.
Los valores propios del punto de equilibrio son caracterizados calculando el Jacobiano definido
como 4.13 del sistema, ası´:
J =

∂f1
∂x1
∂f1
∂x2
· · · ∂f1∂x14
∂f2
∂x1
∂f2
∂x2
· · · ∂f2∂x14
...
...
. . .
...
∂f14
δx1
∂f14
δx2
· · · ∂f14δx14
 (4.15)
Los valores propios de la matriz A corresponden a todas las raı´ces del polinomio caracterı´stico
del Jacobiano, definidos por la ecuacio´n 4.16(Kuznetsov, 2004).
h (λ) = det (A− λI) (4.16)
El punto de equilibrio del sistema dina´mico es estable en el sentido de Lyapunov, es decir que
todas las soluciones que nacen en las cercanı´as del punto de equilibrio permanecen en dichas
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Tabla 4.1: Punto de equilibrio alcanzado en la simulacio´n del modelo de la columna de desti-
lacio´n en lazo abierto
Variable de estado Valor de estado
Composicio´n molar de etanol estacionario
Destilado x¯1 0,8172
Plato 1 x¯2 0,7870
Plato 2 x¯3 0,7585
Plato 3 x¯4 0,7304
Plato 4 x¯5 0,7015
Plato 5 x¯6 0,6706
Plato 6 x¯7 0,6359
Plato 7 x¯8 0,5952
Plato 8 x¯9 0,5446
Plato 9 x¯10 0,4770
Plato 10 x¯11 0,3778
Plato 11 x¯12 0,2263
Plato 12 x¯13 0,0772
Fondos x¯14 0,0112
cercanı´as, adema´s, es asinto´ticamente estable debido a que todas las soluciones tienden hacia
el punto de equilibrio a medida que transcurre el tiempo, debido a que los valores propios
presentan parte real negativa.
4.5. Ana´lisis dina´mico del modelo no lineal de la columna de des-
tilacio´n en lazo abierto
Para determinar la existencia de interacciones dina´micas entre las variables de entrada y de sa-
lida, es necesario examinar las respuestas de las salidas del proceso en lazo abierto, aplicando
cambios tipo escalo´n en las entradas. Se llevaron a cabo diferentes simulaciones para evaluar
el comportamiento dina´mico del sistema en lazo abierto. Las simulaciones fueron realizadas
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Tabla 4.2: Valores propios de la matriz jacobiana calculada en el punto de equilibrio alcanzado
en lazo abierto
Valor Propio
λ1 −5,4582
λ2 −13,1503
λ3 −28,7827
λ4 −65,8300
λ5 −65,8300
λ6 −65,8300
λ7 −194,4442
λ8 −276,7275
λ9 −362,9774
λ10 −433,8631
λ11 −477,2119
λ12 −548,5991
λ13 −627,9367
λ14 −713,4157
evaluando las salidas cuando se perturba una entrada a la vez.
En las Figuras. 4.1 y 4.2 se presenta el comportamiento de las variables de salida (com-
posicio´n molar de etanol en cada etapa de la columna) al realizar variaciones de aumento y
disminucio´n del flujo de entrada de la columna (F ) en ±20 %. Los cambios se realizan en las
entradas en un t = 0.5hr, tiempo en el cual el sistema ya ha alcanzado el equilibrio. Los per-
files de concentracio´n al perturbar el sistema con un escalo´n de aumento del 20 % en el flujo
de alimentacio´n (F ), dan como resultado un incremento significativo de las composiciones de
etanol en la zona de agotamiento (Figura. 4.1). Por el contrario, cuando el sistema es perturbado
con un escalo´n de −20 % en el flujo de alimentacio´n (F ) el perfil de composiciones disminuye
significativamente en la zona de rectificacio´n (Figura. 4.1).
Las Figuras. 4.3 y 4.4 presentan el comportamiento de las variables de salida aplicando varia-
ciones tipo escalo´n de magnitud ±20 % en la composicio´n de entrada (zF ). La respuesta del
sistema ante un cambio tipo escalo´n de +20 % en la composicio´n de alimentacio´n (zF ), genera
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Figura 4.1: Perfil de concentracio´n de la columna de destilacio´n al aumentar el flujo de ali-
mentacio´n en un 20 % a t = 0,5hr
Figura 4.2: Perfil de concentracio´n de la columna de destilacio´n al disminuir el flujo de ali-
mentacio´n en un 20 % a t = 0,5hr
un aumento significativo en las composiciones de etanol en la zona de agotamiento (Figura.
4.3), por el contrario, cuando el sistema es perturbado con un escalo´n de−20 % en la composi-
cio´n de alimentacio´n (zF ) el perfil de composiciones disminuye significativamente en la zona
de rectificacio´n (Figura. 4.4).
Las Figuras. 4.5 y 4.6 exhiben el comportamiento de las variables de salida aplicando un es-
67
Capı´tulo 4. Ana´lisis dina´mico del modelo de una columna de destilacio´n
Figura 4.3: Perfil de concentracio´n de la columna de destilacio´n al aumentar la composicio´n de
alimentacio´n en un 20 % a t = 0,5hr
Figura 4.4: Perfil de concentracio´n de la columna de destilacio´n al disminuir la composicio´n
de alimentacio´n en un 20 % a t = 0,5hr
calo´n de ±20 % en el flujo de recirculacio´n (LD). El sistema ante un cambio tipo escalo´n de
+20 % en el flujo de recirculacio´n (LD), genera un aumento significativo en las composiciones
de etanol en la zona de agotamiento (Figura. 4.5). Cuando el sistema es perturbado con un
escalo´n de −20 % en (LD) el perfil de composiciones disminuye significativamente en la zona
de rectificacio´n (Figura. 4.6).
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Figura 4.5: Perfil de concentracio´n de la columna de destilacio´n al aumentar el flujo de recir-
culacio´n en un 20 % a t = 0,5hr
Figura 4.6: Perfil de concentracio´n de la columna de destilacio´n al disminuir el flujo de recir-
culacio´n en un 20 % a t = 0,5hr
En las Figuras. 4.7 y 4.8 se muestra el comportamiento de las variables de salida con respecto
a cambios tipo escalo´n de ±20 % en el flujo del rehervidor (VR). El sistema ante un cambio
tipo escalo´n de −20 % en el flujo del rehervidor (VR), genera un aumento significativo en las
composiciones de etanol en la zona de agotamiento (Figura. 4.5). Por el contrario, cuando el
sistema es perturbado con un escalo´n de +20 % en (VR) el perfil de composiciones disminuye
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Figura 4.7: Perfil de concentracio´n de la columna de destilacio´n al aumentar el flujo de vapor
del rehervidor en un 20 % a t = 0,5hr
Figura 4.8: Perfil de concentracio´n de la columna de destilacio´n al disminuir el flujo de vapor
del rehervidor en un 20 % a t = 0,5hr
significativamente en la zona de rectificacio´n (Figura. 4.6).
Finalmente, en las Figuras. 4.9, 4.10,4.11 y 4.12, se presenta el comportamiento dina´mico de
la composicio´n en el destilado y en fondos. Se realizan variaciones tipo escalo´n de magnitud
de ±10 %, ±20 % y ±30 % en una entrada a la vez. Las entradas perturbadas corresponden al
flujo de recirculacio´n de lı´quido (LD), flujo de vapor del rehervidor (VR), flujo de alimentacio´n
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Figura 4.9: Variacio´n de la concentracio´n de destilado y fondos aumentando y disminuyendo
F en un 30 %,20 % y 10 % a t = 0,5hr
Figura 4.10: Variacio´n de la concentracio´n de destilado y fondos aumentando y disminuyendo
zF en un 30 %,20 % y 10 % a t = 0,5hr
(F ) y composicio´n de alimentacio´n (zF ).
La Figura. 4.9 se presenta el comportamiento dina´mico de las composiciones de etanol en el
destilado y en fondos, variando el flujo de alimentacio´n en±10 %,±20 % y±30 %, con respec-
to al flujo utilizado en el disen˜o de la columna. Se observa que cuando el flujo de alimentacio´n
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Figura 4.11: Variacio´n de la concentracio´n de destilado y fondos aumentando y disminuyendo
LD en un 30 %,20 % y 10 % a t = 0,5hr
Figura 4.12: Variacio´n de la concentracio´n de destilado y fondos aumentando y disminuyendo
VR en un 30 %,20 % y 10 % a t = 0,5hr
es menor las composiciones disminuyen y cuando el flujo aumenta las composiciones aumen-
tan, el comportamiento de la salida con respecto a las entradas es directamente proporcional.
La Figura. 4.10 se presenta el comportamiento dina´mico de las composiciones de etanol en el
destilado y en fondos, variando la composicio´n de alimentacio´n en ±10 %, ±20 % y ±30 %,
con respecto a la composicio´n de alimentacio´n utilizada en el disen˜o de la columna. Se observa
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el comportamiento de esta salida con respecto a las entradas es directamente proporcional, ya
que cuando se aumenta o disminuye la composicio´n de alimentacio´n las salidas tambie´n au-
mentan o disminuyen, respectivamente.
En la Figura. 4.11 se presenta el comportamiento dina´mico de las composiciones de etanol en
el destilado y en fondos, variando el flujo de recirculacio´n en ±10 %, ±20 % y ±30 %, con
respecto al flujo calculado para el disen˜o de la columna. Se observa que el comportamiento de
las salidas cuando aumenta el flujo de recirculacio´n es igualmente creciente y cuando dismin-
uye el flujo de recirculacio´n las variables de salidas tambie´n disminuyen.
El caso contrario se observa en la Figura. 4.12, en la cual se presenta el comportamiento dina´mi-
co de las composiciones de etanol en el destilado y en fondos, variando el flujo de vapor del
rehervidor en ±10 %, ±20 % y ±30 %, con respecto al flujo calculado para el disen˜o de la
columna. En esta gra´fica se observa que cuando el flujo de vapor aumenta las composiciones
de destilado y fondos disminuyen, y cuando el flujo de vapor disminuye las composiciones de
destilado y fondos aumentan.
En las gra´ficas anteriores se puede apreciar claramente que despue´s de realizar el incremento
y la disminucio´n de ±10 %, ±20 % y ±30 % en cada una de las variables de entrada, todas las
respuestas de las variables de salida llegaron a un nuevo punto de equilibrio en un tiempo de
estabilizacio´n entre 0,2− 0,6 horas.
A partir de los resultados presentados por el ana´lisis del comportamiento dina´mico de las va-
riables de salida con respecto a variaciones en las variables de entrada, se puede concluir que
cualquier perturbacio´n en una de las variables de entrada afectan todas las variables de salida
del sistema, debido a que es un sistema acoplado con fuertes interacciones entre sus variables.
4.6. Ana´lisis comparativo del comportamiento dina´mico del mode-
lo lineal y no lineal de la columna de destilacio´n en lazo abierto
El comportamiento dina´mico del modelo no lineal de la columna de destilacio´n para la sepa-
racio´n de la mezcla etanol-agua, con respecto al comportamiento dina´mico del modelo lineal
obtenido a partir de la linealizacio´n alrededor del punto de equilibrio, se analiza evaluando la
respuesta del sistema con cada uno de los modelos ante perturbaciones en las variables de en-
trada del sistema.
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Las Figuras. 4.13, 4.14, 4.15 y 4.16 presentan el comportamiento dina´mico de la composicio´n
molar de etanol en el destilado (xD) y la composicio´n de etanol en fondos (xB) en lazo abierto,
al realizar incrementos y disminuciones del 10 % en las variables de entrada del sistema. En
estas gra´ficas la lı´nea discontinua representa el comportamiento del sistema de la columna de
destilacio´n binaria cuando se emplea el modelo lineal. La lı´nea continua representa el com-
portamiento del sistema con el modelo no lineal, siendo el modelo no lineal el modelo que
representa la planta real del sistema.
En la Figura. 4.13 se presenta la respuesta dina´mica de la composicio´n molar de etanol en
el destilado (xD) y la composicio´n de etanol en fondos (xB) al realizar un incremento y una
disminucio´n del 10 % en el flujo molar de lı´quido (LD). Se observa que el modelo lineal no se
ajusta al comportamiento real de la planta al realizar variaciones en el flujo molar de lı´quido.
El sistema simulado en lazo abierto con el modelo lineal y el modelo no lineal presenta un
comportamiento similar cuando se aplica un incremento del 10 % en el flujo molar de lı´quido
(Figura. 4.13). Sin embargo, la respuesta del sistema con el modelo lineal ante la disminucio´n
de un 10 % en el flujo molar de lı´quido presenta una composicio´n de fondos negativa, siendo
este valor una violacio´n de las restricciones del sistema debido a que las composiciones mo-
lares deben encontrarse en el rango comprendido entre 0 y 1.
Figura 4.13: Respuesta dina´mica de xD y xB al realizar un cambio de ±10 % en el para´metro
flujo molar de lı´quido (LD), (−−) Modelo lineal; (−) Modelo no lineal
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Figura 4.14: Respuesta dina´mica de xD y xB al realizar un cambio de ±10 % en el para´metro
flujo molar de vapor (VR), (−−) Modelo lineal; (−) Modelo no lineal
Figura 4.15: Respuesta dina´mica de xD y xB al realizar un cambio de ±10 % en el para´metro
flujo molar de alimentacio´n (F ), (−−) Modelo lineal; (−) Modelo no lineal
En la Figura. 4.14 se presenta la respuesta dina´mica de la composicio´n molar de etanol en el
destilado (xD) y la composicio´n de etanol en fondos (xB) al realizar un aumento y una dismin-
ucio´n del 10 % en el flujo molar de vapor (VR).
El sistema simulado en lazo abierto con el modelo lineal y el modelo no lineal ante una dismin-
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Figura 4.16: Respuesta dina´mica de xD y xB al realizar un cambio de ±10 % en el para´metro
composicio´n molar de alimentacio´n (zF ), (−−) Modelo lineal; (−) Modelo no lineal
ucio´n del 10 % en el flujo molar de vapor tiene un comportamiento similar. Cuando se aplica
un incremento del 10 % en el flujo molar de lı´quido la respuesta del sistema con el modelo
lineal presenta una composicio´n de fondos negativa, violando las restricciones y divergiendo
del comportamiento de la planta real.
La Figura. 4.15 presenta la respuesta dina´mica de la composicio´n molar de etanol en el destila-
do (xD) y la composicio´n de etanol en fondos (xB) al realizar un incremento y una disminucio´n
del 10 % en el flujo molar de alimentacio´n a la columna (F ). En esta´ gra´fica se observa que el
modelo lineal no se ajusta al comportamiento real de la planta al realizar variaciones en el flujo
molar de alimentacio´n sobretodo cuando se aplica una disminucio´n del 10 % en el para´metro.
El sistema simulado en lazo abierto con el modelo lineal y el modelo no lineal presenta un
comportamiento similar cuando se aplica un incremento del 10 % en el flujo molar de lı´quido,
debido a que la composicio´n de fondos presenta valores negativos.
La Figura. 4.16 presenta la respuesta dina´mica de la composicio´n molar de etanol en el desti-
lado (xD) y la composicio´n de etanol en fondos (xB) al realizar un aumento y una disminu-
cio´n del 10 % en la composicio´n molar de alimentacio´n (zF ). La respuesta del sistema en lazo
abierto con el modelo lineal y el modelo no lineal ante un incremento del 10 % en composicio´n
molar de alimentacio´n tienen una buena aproximacio´n, contrario a lo que se observa cuando
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se disminuye en un 10 % la composicio´n molar de etanol ya que la composicio´n de fondos es
negativa.
A partir de los resultados obtenidos en estas gra´ficas, el modelo lineal no es una buena aprox-
imacio´n de la planta real, adema´s de que no tiene en cuenta la limitante termodina´mica del
sistema. La planta real del sistema se ve representada completamente por el modelo no lin-
eal y este debe ser el modelo a utilizar en el disen˜o de un algoritmo de control, debido a que
involucra toda la dina´mica del sistema, incluyendo las restricciones termodina´micas.
4.7. Ana´lisis de bifurcaciones del modelo no lineal de la columna
de destilacio´n
El me´todo de estudio por bifurcaciones es una herramienta u´til para el ana´lisis de los sistemas
dina´micos, con el fin de obtener informacio´n sobre los lı´mites de operacio´n del sistema. Este
ana´lisis se realiza variando cada uno de los para´metros del sistema, lo cual puede ocasionar un
cambio en el comportamiento cualitativo del sistema dina´mico no lineal, y por ende, los puntos
fijos del sistema pueden ser creados, destruidos o cambiar sus propiedades de estabilidad.
4.7.1. Variacio´n para´metro flujo molar del lı´quido
En la Figura 4.17 se observa el comportamiento de la composicio´n molar de etanol en cada
una de las etapas al variar el flujo molar de lı´quido (LD). En ella se ve que a medida que
aumenta el flujo de lı´quido tambie´n aumenta la composicio´n de etanol en las etapas de la zona
de rectificacio´n hasta llegar a la composicio´n azeotro´pica (limitante termodina´mica). Cuando
el valor del para´metro disminuye las composiciones de etanol tambie´n disminuyen.
El diagrama de bifurcaciones variando el para´metro flujo molar de lı´quido (LD), corresponde
a una continuacio´n de puntos de equilibrio que tienen valores propios con parte real negativa,
indicando que son puntos de equilibrio estables. El modelo dina´mico no presenta bifurcaciones
al variar el para´metro flujo molar de lı´quido.
La Figura 4.18 presenta el diagrama de bifurcacio´n de la composicio´n molar de etanol en el
destilado y en fondos, con el fin de observar en detalle el comportamiento de estas dos variables
con respecto a variaciones en el flujo molar de recirculacio´n.
El ana´lisis de bifurcaciones variando el para´metro flujo molar de lı´quido (LD) se realiza con
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Figura 4.17: Diagrama de bifurcacio´n variando el para´metro flujo molar de lı´quido (LD)
Figura 4.18: Diagrama de bifurcacio´n xD y xB variando el para´metro flujo molar de lı´quido
(LD)
MATCONT, para verificar los resultados obtenidos en las simulaciones en MatLab y corroborar
la ausencia de bifurcaciones en el sistema.
En la Figura 4.19 se presentan los resultados obtenidos con MATCONT para la composicio´n
de destilado y fondos variando el flujo molar de lı´quido.
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Figura 4.19: Diagrama de bifurcacio´n xD y xB variando el para´metro flujo molar de lı´quido
(LD) obtenido con MATCONT
Figura 4.20: Diagrama de bifurcacio´n variando el para´metro flujo molar de vapor (VR)
4.7.2. Variacio´n para´metro flujo molar de vapor
La Figura 4.20 presenta el comportamiento de la composicio´n molar de etanol en cada una de
la etapas al variar el flujo molar de lı´quido (VR). El aumento en el flujo de vapor en el sistema
genera disminucio´n en las composiciones de etanol. La disminucio´n del flujo de vapor genera
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Figura 4.21: Diagrama de bifurcacio´n xD y xB variando el para´metro flujo molar de vapor
(VR)
un aumento en las composiciones de etanol en cada una de las etapas. El ana´lisis de cada uno de
los puntos de equilibrio alcanzados al variar el flujo molar de vapor da como resultado valores
propios con parte real negativa, siendo puntos de equilibrio estables en el sentido de Lyapunov
y el sistema no presenta bifurcaciones al variar este para´metro.
La Figura 4.21 presenta el diagrama de bifurcaciones de la composicio´n molar de etanol en el
destilado y en fondos, con el fin de observar con mayor detalle el comportamiento de estas dos
variables al realizar variaciones el flujo molar de vapor.
El ana´lisis de bifurcaciones variando el para´metro flujo molar de vapor (VR) se realiza con
MATCONT, con el fin de verificar los resultados obtenidos en las simulaciones en MatLab y
verificar la no presencia de bifurcaciones en el sistema.
La Figura 4.22 presenta los resultados obtenidos para la composicio´n de destilado y fondos
variando el flujo molar de vapor con MATCONT.
4.7.3. Variacio´n para´metro flujo molar de alimentacio´n
En las Figuras 4.23 y4.24 se presenta el comportamiento de las variables de estado (composi-
cio´n molar de lı´quido, x) al variar el flujo de alimentacio´n de la columna de destilacio´n .(F ).
Para valores de flujo de alimentacio´n mayores a 600 kgmol/hr las composiciones de la zona
de rectificacio´n son constantes, mientras que para valores del flujo de alimentacio´n menores a
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Figura 4.22: Diagrama de bifurcacio´n xD y xB variando el para´metro flujo molar de vapor
(VR) obtenido con MATCONT
Figura 4.23: Diagrama de bifurcacio´n variando el para´metro flujo molar de alimentacio´n (F )
500 kgmol/hr las composiciones descienden hasta llegar a 0. Cada uno de los puntos de equi-
librio fue analizado y corresponden a nodos estables del sistema. El diagrama de bifurcacio´n
con respecto a la variacio´n del para´metro flujo de alimentacio´n no presenta bifurcaciones, es
una continuidad de puntos de equilibrio estables.
La Figura 4.24 presenta el diagrama de bifurcacio´n de la composicio´n molar de etanol en el
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Figura 4.24: Diagrama de bifurcacio´n xD y xB variando el para´metro flujo molar de ali-
mentacio´n (F )
Figura 4.25: Diagrama de bifurcacio´n xD y xB variando el para´metro flujo molar de ali-
mentacio´n (F ) obtenido con MATCONT
destilado y en fondos, en e´l se observa el comportamiento de las variables con respecto a varia-
ciones en el flujo molar de alimentacio´n. El ana´lisis de bifurcaciones variando el para´metro
flujo molar de alimentacio´n (F ) se realiza con MATCONT, con el fin de verificar los resul-
tados obtenidos en las simulaciones en MatLab y verificar la ausencia de bifurcaciones en el
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sistema. En la Figura 4.25 se presentan los resultados obtenidos para la composicio´n de desti-
lado y fondos variando el flujo molar de alimentacio´n con MATCONT.
4.7.4. Variacio´n para´metro composicio´n molar de alimentacio´n
En la Figura 4.26 se presenta el comportamiento de la composicio´n molar de etanol en cada
una de las etapas al variar la composicio´n de alimentacio´n (zF ). En la figura se observa que a
medida que la composicio´n molar de alimentacio´n aumenta tambie´n aumenta la composicio´n
de etanol en las etapas de la zona de rectificacio´n hasta llegar a la composicio´n azeotro´pica
y posteriormente a 1. En esta figura se puede identificar claramente el comportamiento de la
mezcla por la presencia del azeo´tropo (limitante termodina´mica).
Cuando se presenta la disminucio´n en el valor de la composicio´n molar de alimentacio´n de
etanol (Figura 4.26) las composiciones de etanol tambie´n disminuyen hasta llegar a cero. La
continuacio´n de puntos presentada en este diagrama corresponde a puntos de equilibrio estables
cuyos valores propios poseen parte real negativa.
El modelo dina´mico no presenta bifurcaciones al variar el para´metro composicio´n molar de
alimentacio´n.
La Figura 4.27 presenta el diagrama de bifurcacio´n de la composicio´n molar de etanol en el
destilado y en fondos, con variaciones en la composicio´n molar de alimentacio´n.
Figura 4.26: Diagrama de bifurcacio´n variando el para´metro composicio´n molar de ali-
mentacio´n (zF )
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Figura 4.27: Diagrama de bifurcacio´n xD y xB variando el para´metro composicio´n molar de
alimentacio´n (zF )
Figura 4.28: Diagrama de bifurcacio´n xD y xB variando el para´metro composicio´n molar de
alimentacio´n (zF ) obtenido con MATCONT
La Figura 4.27 presenta el diagrama de bifurcaciones de la composicio´n molar de etanol en el
destilado y en fondos, con el fin de observar en detalle el comportamiento de estas dos variables
al realizar variaciones en la composicio´n molar de alimentacio´n.
El ana´lisis de bifurcaciones variando el para´metro composicio´n molar de alimentacio´n (zF ) se
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realiza con MATCONT, con el fin de verificar los resultados obtenidos en las simulaciones en
MatLab y corroborar la ausencia de bifurcaciones en el sistema.
En la Figura 4.28 se presentan los resultados obtenidos con MATCONT para la composicio´n
de destilado y fondos variando la composicio´n molar de alimentacio´n.
4.8. Conclusiones
En este capı´tulo se presento´ el ana´lisis dina´mico del modelo no lineal de la columna de desti-
lacio´n binaria para la separacio´n de la mezcla etanol-agua. Se estudio´ la presencia de puntos de
equilibrio dando como resultado un u´nico punto de equilibrio caracterizado como nodo estable
por el me´todo indirecto de Lyapunov.
Se realizaron algunas simulaciones para determinar la capacidad del modelo dina´mico de la
columna de destilacio´n binaria al realizar perturbaciones en las variables de entrada del sis-
tema. Se observo´ que al realizar una variacio´n a la vez de las entradas del sistema se afectan
todas las variables de salida. El sistema corresponde a un sistema acoplado, con fuertes inter-
acciones entre las variables.
Se analizo´ el comportamiento dina´mico del sistema simulado con el modelo lineal y el modelo
no lineal, dando como resultado que el modelo lineal no es una buena aproximacio´n de la plan-
ta real debido a que el modelo no tiene en cuenta la limitante fı´sica dada por la termodina´mica
y se pierde parte de la dina´mica del sistema. Por lo tanto, para el algoritmo de control debe
emplearse el modelo no lineal.
Se realizo´ un ana´lisis de bifurcaciones en funcio´n de los para´metros: flujo de alimentacio´n,
composicio´n de alimentacio´n, flujo de recirculacio´n y flujo de vapor.
A partir de este ana´lisis se concluye que el sistema no presenta bifurcaciones y que al variar
cada uno de los para´metros el estado estacionario alcanzado por el sistema corresponde a pun-
tos de equilibrio estables en el sentido de Lyapunov.
De acuerdo a las simulaciones realizadas en MatLab el sistema no presenta bifurcaciones. Este
resultado se corroboro´ con MATCONT.
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Control predictivo basado en el modelo de una
columna de destilacio´n
En este capı´tulo se plantea un algoritmo de control predictivo basado en el modelo no lineal
de una columna de destilacio´n binaria. En el algoritmo de control se define una funcio´n obje-
tivo la cual debe ser minimizada en un horizonte de prediccio´n, con el fin de determinar los
movimientos que deben ser aplicados a las entradas manipuladas en los instantes de muestreo
siguientes en el horizonte de control. La funcio´n objetivo corresponde a la suma de los te´rminos
del cuadrado del error y del esfuerzo de control.
La funcio´n de costo presenta unos para´metros de penalizacio´n para el error y las acciones de
control, los cuales son para´metros empı´ricos que deben ser optimizados con el objetivo de que
el controlador sea robusto y a su vez suave en la respuesta. En este capı´tulo son presentados
dos me´todos para la seleccio´n de dichos para´metros. Adema´s, se evalu´a el efecto del error en
la funcio´n de costo agregando un te´rmino cu´bico a esta expresio´n y se compara el desempen˜o
del control predictivo basado en el modelo lineal (MPC) y en el modelo no lineal (NMPC).
5.1. Introduccio´n al control predictivo
El origen del concepto de control predictivo basado en el modelo (Model Predictive Control,
MPC) surgio´ desde hace cuatro de´cadas con (Zadeh and Whalen, 1962) y (Propoi, 1963),
quienes establecieron el enfoque del horizonte en movimiento (principal caracterı´stica del
MPC). El concepto fue denotado por primera vez con el nombre de Control O´ptimo en Lazo
Abierto. Este concepto del control predictivo fue ignorado hasta finales de la de´cada de 1970
cuando (Richalet et al., 1978) definio´ el control predictivo del modelo heurı´stico (MPHC),
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ma´s tarde conocido como control algorı´tmico del modelo (MAC). En los an˜os 80, crecio´ el
intere´s por el desarrollo investigativo del control o´ptimo aplicable, debido a unas jornadas or-
ganizadas por la empresa petroquı´mica Shell (Prett and Morari, 1987), dando como resultado
los primeros controles predictivos basados en el modelo. Posteriormente, (Cutler and Ramaker,
1979) y (Prett and Gillette, 1979), desarrollaron el Control de Matriz Dina´mica (DMC), y su
aplicacio´n en el control del procesos de craqueo de petro´leo.
El modelo dina´mico del proceso se utilizo´ expresamente en el algoritmo del MAC y del DMC
(en el primero respuesta al impulso y en el segundo respuesta al escalo´n) para predecir el efecto
de las acciones de control en la salida, los cuales son determinados por minimizacio´n del error
sujeto a las restricciones operacionales del proceso, esta´ optimizacio´n se repite en cada periodo
de muestreo (Findeisen et al., 2007).
El MPC se hizo ra´pidamente popular, sobre todo en las industrias de procesos quı´micos, debido
a la simplicidad del algoritmo y el uso del modelo de respuesta al impulso o al escalo´n. El DMC
se convirtio´ en una de las primeras estrategias de control aplicadas a nivel industrial, junto a la
estrategia de control IDCOM (Identification and Comand), a partir de estas estrategias se han
ido desarrollando otras alternativas.
El e´xito de las aplicaciones del MPC en la industria se debe en gran medida a su adaptabilidad
en casos multivariables con restricciones (Aufderheide and Bequette, 2003). Sin embargo, la
implementacio´n de esta estrategia de control en la industria inicialmente era un poco limitada
debido a que la utilizacio´n de modelos lineales crea ciertas incertidumbres en la aplicacio´n del
control. Por este motivo, durante la u´ltima de´cada, se ha realizado un gran esfuerzo por exten-
der los me´todos de prediccio´n basados en modelos de sistemas lineales a los no lineales.
El control predictivo MPC se basa en la representacio´n explı´cita del proceso a controlar, el mo-
delo del proceso se encuentra dentro del algoritmo de control de una manera directa. La esencia
del MPC no cambia con la forma particular de la descripcio´n del modelo, sino que da lugar a
diferentes formulaciones matema´ticas y a diferentes cargas de ca´lculo. Por lo tanto, el control
predictivo basado en el modelo lineal (LMPC) se pueden encontrar tanto en formulaciones
entrada-salida o en el espacio de estados, para sistemas SISO o MIMO, con comportamiento
estable o la integracio´n de la conducta, y con formulacio´n explı´cita o implı´cita de la ley de
control (Agachi et al., 2006).
La estrategia de control se basa en la utilizacio´n del modelo del proceso para predecir el val-
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or de las variables controladas a lo largo de un horizonte temporal, calculando el valor de las
variables manipuladas para hacer que en ese horizonte las variables controladas este´n en sus
valores de referencia, de esta forma, se preve´ el comportamiento dina´mico de las variables con-
troladas del proceso y se obtiene, a partir de la minimizacio´n de una funcio´n de costo sujeta a
las restricciones de las variables del proceso, una ley de control (Marlin, 2000).
5.1.1. Ventajas control predictivo
El control predictivo basado en el modelo (MPC), presenta una serie de ventajas en compara-
cio´n con otros me´todos, entre las que se pueden citar las siguientes (Bordons, 2000).
Los conceptos son muy intuitivos a la vez que la sintonizacio´n es relativamente fa´cil.
Puede ser usado para controlar una gran variedad de procesos, procesos con dina´micas
simples o complejas, incluyendo sistemas con grandes retardos, de fase no mı´nima o
inestables.
Permite tratar con facilidad el caso multivariable.
Posee intrı´nsecamente compensacio´n del retardo.
La ley de control es generalmente fa´cilmente implementable.
Resulta conceptualmente simple la extensio´n al tratamiento de restricciones, que pueden
ser incluidas de forma sistema´tica durante el proceso de disen˜o.
Es muy u´til cuando se conocen las futuras referencias, como en el caso de la robo´tica o
en procesos por lotes.
Es una metodologı´a completamente abierta basada en algunos principios ba´sicos que
permite futuras extensiones.
Tambie´n presenta algunos inconvenientes. Entre las desventajas se pueden citar:
Aunque su implementacio´n no es compleja, resulta ma´s difı´cil que la de los cla´sicos
controladores PID.
Requiere un algoritmo de optimizacio´n, por lo que solo se puede implementar por medio
de una computadora.
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La carga de ca´lculo necesaria para la resolucio´n de algunos algoritmos es mucho mayor.
Debe disponerse de un modelo dina´mico apropiado del proceso.
El algoritmo del disen˜o esta´ basado en el conocimiento previo del modelo y es indepen-
diente de e´ste, pero resulta evidente que las prestaciones obtenidas dependera´n de las
discrepancias existentes entre el proceso real y el modelo usado (Bordons, 2000).
Requiere un alto coste computacional, lo que hace difı´cil su aplicacio´n a sistemas ra´pi-
dos.
5.2. Control predictivo basado en el modelo no lineal (NMPC)
En la u´ltima de´cada, el estudio y desarrollo del control predictivo basado en el modelo no lineal
(NMPC) ha ido creciendo y posiciona´ndose como una de las te´cnicas de control ma´s impor-
tantes (Badgwell and Qin, 2001). Esta te´cnica se basa en el concepto de generacio´n de valores
para las entradas como resultado de la solucio´n de un problema de optimizacio´n utilizando el
modelo no lineal del proceso. El modelo dina´mico del proceso puede ser empleado de diferen-
tes maneras y en diferentes fases del algoritmo de control, dependiendo del enfoque que se le
quiera dar al disen˜o del control predictivo.
Las dina´micas no lineales esta´n presentes en casi todas las aplicaciones de ingenierı´a, y el desa-
rrollo de los modelos adecuados para definir estas dina´micas resulta ser en ocasiones difı´cil, ya
que no existe un modelo generalizado para representar dichos procesos. Los tres tipos princi-
pales de modelos que se utilizan para la construccio´n de las dina´micas no lineales son: modelos
empı´ricos, modelos fundamentales los cuales son obtenidos a partir de los balances, y modelos
de caja gris los cuales son una combinacio´n de los me´todos empı´ricos y fundamentales (Find-
eisen et al., 2007). En el disen˜o de modelos dina´micos no lineales se presenta la ausencia del
principio de superposicio´n y la determinacio´n experimental de los modelos se convierte en una
tarea muy complicada, requiriendo una gran cantidad de ensayos, debido a que la respuesta
debe ser analizada para todas las posibles sen˜ales de entrada (Bordons, 2007).
Los procesos quı´micos se caracterizan por tener un comportamiento dina´mico altamente no
lineal. En general son sistemas multivariables con fuertes interacciones entre las variables y
con perturbaciones frecuentes, en algunos casos no medibles; resultando bastante u´til la imple-
mentacio´n de un control predictivo basado en el modelo no lineal.
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Los procesos quı´micos han sido tradicionalmente controlados por medio de algoritmos basados
en un modelo lineal. Estos controladores funcionan correctamente al operar cerca al punto de
equilibrio, y convergen de forma fiable y en pocos segundos, resultando u´til para su aplicacio´n
a nivel industrial. Sin embargo, en algunos casos surge la necesidad de emplear modelos que
incluyan los efectos no lineales, como en el control de pH y de bioreactores, y procesos con
problemas de seguimiento de consigna, en los que el punto de operacio´n cambia con frecuencia
como en procesos por lotes y en la fabricacio´n de polı´meros (Agachi et al., 2006).
A continuacio´n se enumeran algunos problemas relacionados con el disen˜o e implementacio´n
del control predictivo basado en el modelo no lineal.
1) La obtencio´n del modelo no lineal a partir de los datos experimentales. Para esto se han
utilizado redes neuronales o series de Volterra, sin embargo no han logrado solucionar el
problema de forma general.
2) El problema de optimizacio´n es no convexo, por este motivo es complicada la obten-
cio´n del o´ptimo global, lo cual influye en la calidad del control y en problemas relaciona-
dos con la estabilidad.
3) La optimizacio´n implica un aumento considerable en el tiempo de ca´lculo. Esto puede
dar lugar a que la aplicacio´n de la te´cnica quede restringida a un conjunto de sistemas
con dina´mica lenta.
4) Lograr la estabilidad o robustez del sistema de control resulta complicado, siendo este
un campo de intere´s investigativo bastante amplio.
5.3. Terminologı´a ba´sica del control predictivo
A continuacio´n es presentada la terminologı´a ba´sica del control predictivo basado en el modelo
(MPC), la cual es comu´n tanto para el control que utiliza modelos lineales como para modelos
no lineales, simples o complejos.
Procesos multivariables (MIMO): Procesos con mu´ltiples entradas y salidas entre las
cuales existe una interaccio´n elevada, un movimiento o perturbacio´n en una o ma´s va-
riables independientes del proceso afecta simulta´neamente a muchas variables dependi-
entes. En estos procesos las variables de entrada y de salida interactu´an entre sı´.
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Acoplamiento: Es un feno´meno multivariable producido ba´sicamente en el control si-
multa´neo de las composiciones de los productos en una columna de destilacio´n, se pro-
duce por la competencia generada entre los lazos sencillos de sistema de control dando
como resultado un control no deseado.
El algoritmo de control de una columna de destilacio´n es simulta´neo y coordinado de
variables acopladas.
Tiempo de estabilizacio´n: Tiempo que tarda una variable dependiente en alcanzar el
estado estacionario.
Dina´mica: Es la evolucio´n transitoria hasta que la variable dependiente alcanza el estado
estacionario a lo largo del tiempo.
Variables controladas: Son las variables del proceso que deben mantenerse en un valor
de referencia o dentro de un rango determinado. Son las variables dependientes del mo-
delo matema´tico del controlador y constituyen la respuesta del proceso. Estas variables
tambie´n son llamadas variables de salida (Corripio and Smith, 1997, Ogata, 2002).
Variables manipuladas: Son las variables independientes del modelo matema´tico, el al-
goritmo de control debe ajustar estas variables para mantener las variables controladas en
los valores deseados. En el controlador multivariable el controlador considera el efecto
simulta´neo de todas las variables manipuladas en todas las variables controladas. Estas
variables tambie´n son denominadas variables de entrada (Corripio and Smith, 1997,Oga-
ta, 2002).
Variables de perturbacio´n: Son las variables independientes del modelo matema´tico,
provocan variaciones en las variables controladas pero no pueden ser manipuladas por el
controlador.
Procesos cuadrados: Son aquellos en los cuales no hay grados de libertad, el nu´mero
de variables manipuladas es igual al nu´mero de variables controladas, por lo tanto el
controlador no dispone de grados de libertad y existe un u´nico punto de operacio´n posible
(Abanades, 1999).
Procesos estrechos: Son aquellos en los cuales el nu´mero de variables controladas es
superior al nu´mero de variables manipuladas dando lugar a un nu´mero de grados de
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liberta negativo. El controlador no puede satisfacer los requerimiento de control y deben
definirse prioridades de modo que jerarquizan los objetivos de control de mayor a menor
importancia (Abanades, 1999).
Procesos amplios: Son aquellos en los que hay un mayor nu´mero de variables manipu-
ladas con respecto al nu´mero de variables controladas. El nu´mero de grados de libertad
disponibles es positivo, por lo tanto el controlador debe decidir en que´ punto debe operar
(Abanades, 1999). En este caso es favorable tener en cuenta el criterio econo´mico para
obtener un mayor beneficio.
5.4. Algoritmo general del control predictivo basado en el modelo
(MPC)
El objetivo del control predictivo (MPC), es determinar el cambio en la sen˜al de control (varia-
bles manipuladas), de tal forma que los cambios en la respuesta predicha se muevan al punto
de ajuste de forma o´ptima, y todas las variables de salida se mantengan en los rangos especifi-
cados.
La estrategia ba´sica de control MPC, se puede describir de la siguiente manera:
En cada instante t y haciendo uso del modelo del proceso se predicen las futuras salidas
para un determinado horizonte de prediccio´n, N . Las salidas predichas, yˆ (t+ j|t) para
j = 1...N dependen de los valores conocidos hasta el instante t (entradas y salidas
pasadas) y de las sen˜ales de control futuras u (t+ j|t), j = 0...N − 1 que se pretenden
enviar al sistema y que son las que se quieren calcular.
El conjunto de sen˜ales de control futuras se calcula optimizando un determinado criterio
en el que se pretende mantener el proceso lo ma´s pro´ximo posible a la trayectoria de
referencia r (t+ j), esta trayectoria puede ser directamente el punto de ajuste o una
suave aproximacio´n a este. Este criterio suele tomar la forma de una funcio´n cuadra´tica
de los errores entre la salida predicha y la trayectoria de referencia tambie´n predicha,
incluyendo en muchos casos el te´rmino referente al esfuerzo de control. Debe usarse un
me´todo iterativo de optimizacio´n con el fin de minimizar la funcio´n de costo.
El me´todo iterativo de optimizacio´n realiza postulados de la ley de control y trata de acer-
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carse a la ley de control o´ptima. Para casos en los cuales la funcio´n de costo es cuadra´tica,
el modelo utilizado es no lineal y existen restricciones para la sen˜al de control, no es posi-
ble determinar una solucio´n analı´tica, por lo tanto es estrictamente necesario emplear un
me´todo nume´rico de optimizacio´n.
La sen˜al de control u (t|t) es enviada al proceso mientras que las siguientes sen˜ales
de control calculadas, son desechas, puesto que al siguiente instante de muestreo ya se
conoce y (t+ 1) y se repite el primer paso con este nuevo valor y todas las secuencias
son actualizadas. Se calcula por tanto u (t+ 1|t+ 1), el cual en principio sera´ diferen-
te al u (t+ 1|t) ya que disponen de nueva informacio´n, haciendo uso del concepto de
horizonte deslizante.
Figura 5.1: Modelo Ba´sico Control Predictivo Basado en el Modelo
Para llevar a cabo esta estrategia se emplea la estructura presentada en la Figura.5.1. Se hace
uso del modelo para predecir las salidas futuras del proceso, basa´ndose en las sen˜ales futuras
de control propuestas. Estas sen˜ales con calculadas por el optimizador teniendo en cuenta la
funcio´n de costo. El modelo elegido debe ser capaz de capturar la dina´mica del proceso para
poder predecir las salidas futuras, al mismo tiempo que debe ser sencillo de usar y comprender
(Bordons, 2000).
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5.5. Planteamiento del problema de control predictivo basado en
el modelo no lineal de una columna de destilacio´n
La destilacio´n es el me´todo de separacio´n ma´s comu´n utilizado a nivel industrial. Los proce-
sos de destilacio´n poseen requerimientos te´rmicos enormes, por lo tanto, surge la necesidad
de implementar sistemas de control dirigidos a la mejora del proceso teniendo como principal
objetivo el ahorro energe´tico. Una de las formas para ahorrar energı´a es utilizar un sistema de
control avanzado que incorpore algoritmos de optimizacio´n con el fin de reducir el costo de
operacio´n de la columna (Agachi et al., 2006).
El disen˜o de un sistema de control para una columna de destilacio´n, es bastante complejo de-
bido a que las composiciones son difı´ciles de controlar por su comportamiento no lineal y a
la fuerte interaccio´n existente entre ellas. Por lo tanto, se hace necesario disen˜ar un sistema de
control estricto que controle las composiciones de los productos (composicio´n de destilado, xD
y composicio´n de fondos, xB) para garantizar el menor consumo de energı´a posible, ası´ como
una elevada y uniforme calidad de producto.
Para el desarrollo del algoritmo de control predictivo basado en el modelo no lineal de una
columna de destilacio´n binaria, se requiere un modelo de proceso a controlar, una referencia a
seguir y una funcio´n de costo cuya minimizacio´n proporciona las sen˜ales o´ptimas de control.
La solucio´n del problema de optimizacio´n del control corresponde a una estrategia de horizonte
deslizante. Segu´n esta te´cnica, en cada periodo de muestreo se resuelve el problema de opti-
mizacio´n y se aplica la actuacio´n obtenida para el siguiente tiempo de muestreo. En el siguiente
periodo de muestreo se toma un nuevo estado del sistema y se repite la operacio´n, lo cual im-
plica una realimentacio´n a la formulacio´n del problema de optimizacio´n en lazo abierto, dando
cierto grado de robustez. Esta solucio´n debe realizarse teniendo en cuenta las restricciones
dadas por la columna de destilacio´n.
5.5.1. Modelo de prediccio´n
El modelo dina´mico no lineal empleado para el desarrollo del algoritmo de control predic-
tivo corresponde al Modelo III, discutido en el Capı´tulo. 3 Subseccio´n. 3.6.3. Este modelo
matema´tico captura la dina´mica del proceso y permite el ca´lculo de las predicciones y el ana´li-
sis de las propiedades del sistema en un tiempo moderado de co´mputo. Es un modelo no lin-
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Figura 5.2: Diagrama de la columna de destilacio´n binaria para el algoritmo de control
eal en tiempo continuo y se utiliza para el ca´lculo de la salida predicha en instantes futuros
yˆ (t+ j|t).
En la Figura. 5.2 se observa el diagrama de la columna de destilacio´n empleada para el de-
sarrollo del algoritmo de control. En esta figura se encuentran especificadas las variables del
modelo no lineal que describen el sistema. En este modelo las variables manipuladas son el flu-
jo de vapor del rehervidor (VR) y el flujo de recirculacio´n (LD); las variables de perturbacio´n
son el flujo molar de alimentacio´n (F ) y la composicio´n de alimentacio´n (zF ); y las variables
controladas son la composicio´n molar de producto en el destilado (xD) y la composicio´n mo-
lar de producto en fondos (xB). En la Figura 5.3 se presenta el diagrama esquema´tico de las
variables para el algoritmo de control.
El comportamiento del modelo no lineal de la columna de destilacio´n ante cambios en las
variables manipuladas y las variables de perturbacio´n en lazo abierto se analizo´ en el Capı´tulo
4 en la Subseccio´n 4.5. Se observa que cualquier movimiento o perturbacio´n en el flujo de
alimentacio´n, composicio´n de alimentacio´n, flujo molar de recirculacio´n o flujo molar del re-
hervidor, afecta simulta´neamente la composicio´n molar de etanol en cada etapa (variables de
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Figura 5.3: Diagrama de las variables para el algoritmo de control de la columna de destilacio´n
estado), indicando que el sistema es interactuante. De igual forma el sistema esta´ caracterizado
por un fuerte acoplamiento entre las variables. Por esta razo´n el control debe ser capaz de ver
el proceso en conjunto y establecer una estrategia u´nica, un control simulta´neo y coordinado
de las variables acopladas.
La estrategia de control para el sistema de la columna de destilacio´n corresponde a un sistema
multivariable (MIMO) de dos entradas, dos salidas. La accio´n del controlador se realiza en
instantes de muestreo, t y el nu´mero de predicciones que se realizan en un instante de muestreo
depende del horizonte de prediccio´n N , que se este´ empleando.
El modelo no lineal de la columna de destilacio´n corresponde a un modelo en tiempo continuo
y se discretiza para ser empleado en el algoritmo de control, siendo,
xt+1 = f(xt, ut) (5.1)
5.5.2. Funcio´n objetivo
La funcio´n objetivo o funcio´n de costo indica el criterio a optimizar. Es una funcio´n definida
positiva que expresa el costo asociado a una determinada evolucio´n del sistema a lo largo del
horizonte de prediccio´n N .
Generalmente el objetivo del controlador corresponde a que la salida predicha en el horizonte
de prediccio´n siga una sen˜al de referencia penalizando al mismo tiempo el esfuerzo de control
ejercido.
En esta tesis se emplea el criterio de minimizacio´n de la suma del cuadrado de los errores predi-
chos y del cuadrado de los incrementos en la sen˜al de control futuros a lo largo del horizonte
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de prediccio´n, N . La funcio´n objetivo generalizada esta´ definida como:
JN (xt, uF (t)) =
N∑
j=1
δ[y(t+ j|t)− r(t+ j)]2 +
N∑
j=1
ξ[∆u(t+ j − 1)]2 (5.2)
Donde, y(t + j|t) es la salida predicha en el futuro basada en la informacio´n disponible en el
tiempo t; w(t + j) es la sen˜al de la trayectoria de referencia; ∆u(t) = u(t) − u(t − 1) es la
diferencia generada a partir de la secuencia de las sen˜ales del esfuerzo de control y δ y ξ corre-
sponden a los para´metros de penalizacio´n del error y del esfuerzo de control, respectivamente.
La funcio´n de costo especifica que emplea el algoritmo de control de la columna de destilacio´n
binaria (Ecuacio´n. 5.3), corresponde a una expresio´n en funcio´n de las dos variables contro-
ladas y las dos variables manipuladas.
JN =
N∑
j=1
(δ1[y1(t+ j|t)− r1(t+ j)]2 + δ2[y2(t+ j|t)− r2(t+ j)]2)+
N∑
j=1
(ξ1[∆u1(t+ j − 1)]2 + ξ2[∆u2(t+ j − 1)]2)
(5.3)
Donde, δ1 es el para´metro de penalizacio´n del error con respecto a la variable controlada 1
(composicio´n molar de etanol en el producto destilado, xD); δ2 es el para´metro de penalizacio´n
del error con respecto a la variable controlada 2 (composicio´n molar de etanol en el produc-
to de fondos, xB); y1(t + j|t) es la salida predicha de la composicio´n molar de etanol en el
destilado (xD) en el futuro basada en la informacio´n disponible en el tiempo t; y2(t + j|t) es
la salida predicha de la composicio´n molar de etanol en fondos (xB) en el futuro basada en
la informacio´n disponible en el tiempo t; w1(t + j) es la sen˜al de la trayectoria de referencia
para la composicio´n molar de etanol en el destilado (xD); w2(t + j) es la sen˜al de la trayec-
toria de referencia para la composicio´n molar de etanol en fondos (xB); ξ1 es el para´metro de
penalizacio´n del esfuerzo de control con respecto a la variable manipulada 1 (flujo molar de
recirculacio´n, LD); ξ2 es el para´metro de penalizacio´n del esfuerzo de control con respecto
a la variable manipulada 2 (flujo molar del rehervidor, VR); ∆u1(t) = u1(t) − u1(t − 1) es
la diferencia generada a partir de la secuencia de las sen˜ales del esfuerzo de control del flujo
de recirculacio´n (LD) y ∆u1(t) = u1(t) − u1(t − 1) es la diferencia generada a partir de la
secuencia de las sen˜ales del esfuerzo de control del flujo del rehervidor (VR).
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5.5.3. Restricciones de las variables de control
En el disen˜o del algoritmo de control es necesario considerar las restricciones acordes al sis-
tema con respecto a las variables de estado y a las variables de entrada. Esto se debe a que los
actuadores tienen ciertas limitaciones fı´sicas que impiden su funcionamiento fuera de dichos
lı´mites. De igual forma, se debe considerar el hecho de que la velocidad de cambio esta´ limita-
da por el actuador, por su velocidad de respuesta.
El sistema de control debe evitar que tanto las salidas como las entradas violen las restric-
ciones; debe prevenir el movimiento excesivo de las variables de entrada y controlar el mayor
nu´mero de variables del proceso como sea posible cuando un sensor o actuador no se encuentre
disponible (Qin and Badgwell, 2003).
Los lı´mites en la sen˜al de control y en las salidas, pueden ser descritos como:
umı´n ≤ u(t) ≤ uma´x ∀t
ymı´n ≤ y(t) ≤ yma´x ∀t
(5.4)
Donde, umı´n y uma´x son los valores de los lı´mites superior e inferior de cada una de las variables
manipuladas (flujo de recirculacio´n, LD y flujo de recirculacio´n, VR), yma´x y ymı´n son los
valores de los lı´mites superior e inferior de cada una de las variables de estado (composiciones
molares de etanol, xn).
Estas restricciones tambie´n pueden ser expresadas como conjuntos cerrados y acotados,X y U ,
en los cuales deben estar contenidos los estados del sistema y las actuaciones en cada instante
de muestreo, de forma que:
xt ∈ X ∀t
ut ∈ U ∀t
(5.5)
Donde, xt son los valores de las variables de estado en el tiempo de muestreo t; X el espacio
cerrado acotado en el cual debe estar contenido xt; ut son los valores de las variables manipu-
ladas en el tiempo de muestreo t, y U el espacio cerrado acotado en el cual debe estar contenido
ut.
Tambie´n se puede colocar una restriccio´n terminal, la cual viene expresada por un conjunto o
regio´n terminal Ω ⊆ X . Esta restriccio´n tiene la forma,
x(t+N |t) ∈ Ω (5.6)
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Restricciones en las variables manipuladas
Las restricciones con respecto a las variables de entrada o manipuladas (flujo de recir-
culacio´n, LD y flujo de recirculacio´n, VR), corresponden a limitaciones fı´sicas debidas
a la existencia de una va´lvula. Las restricciones esta´n expresadas por el valor ma´ximo y
mı´nimo permitido para cada uno de los flujos. Estas se establecen por las ecuaciones 5.7
y 5.8).
u1 mı´n ≤ u1(t+ j|t) ≤ u1 ma´x j = 1, ..., N
u2 mı´n ≤ u2(t+ j|t) ≤ u2 ma´x j = 1, ..., N
(5.7)
Los lı´mites sobre las variables manipuladas permiten tomar decisiones en el instante t
que eviten que las variables controladas en t(j + 1) excedan los lı´mites deseados. Estos
lı´mites, dados por las va´lvulas, son las encargadas de regular el proceso, manejando el
flujo de recirculacio´n (LD) y el flujo de rehervidor (VR).
Las va´lvulas de control debera´n ser dimensionadas y seleccionadas de modo tal que
brinden una operacio´n y control confiables bajo las condiciones de disen˜o y operacio´n
especificadas. Por lo general, el dimensionamiento de la va´lvula de control debe basarse
en la ISA S75.01.
A partir del dimensionamiento de la va´lvula, las restricciones con respecto a las variables
manipuladas se expresan como:
150kgmol/hr ≤ u1(t+ j|t) ≤ 490kgmol/hr j = 1, ..., N
750kgmol/hr ≤ u2(t+ j|t) ≤ 750kgmol/hr j = 1, ..., N
(5.8)
Donde, u1 es el flujo de recirculacio´n (LD) y u2 es el flujo de rehervidor (VR)
Restricciones en las variables de entrada
Las restricciones con respecto a las variables de salida esta´n dadas por la limitante ter-
modina´mica. Esta limitante fı´sica implica que la fraccio´n molar (xi) debe tomar u´nica-
mente valores entre 0 y 1. Las restricciones con respecto a las variables de salida esta´n
dadas por las ecuaciones 5.9 y 5.10.
y1 mı´n ≤ y1(t+ j|t) ≤ y1 ma´x j = 1, ..., N
y2 mı´n ≤ y2(t+ j|t) ≤ y2 ma´x j = 1, ..., N
(5.9)
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0 ≤ y1(t+ j|t) ≤ 1 j = 1, ..., N
0 ≤ y2(t+ j|t) ≤ 1 j = 1, ..., N
(5.10)
Donde, y1 es la composicio´n molar de etanol en el destilado (xD) y y2 es la composicio´n
molar de etanol en fondos (xB).
Teniendo en cuenta todos estos elementos, el problema de optimizacio´n asociado al controlador
predictivo que se debe resolver en cada instante corresponde a un problema de minimizacio´n
con restricciones de la siguiente forma:
min
ut(t)
JN (xt, uF (t))
u(t+ j|t) ∈ Uj = 0, · · · , N
x(t+ j|t) ∈ Xj = 0, · · · , N
x(t+N |t) ∈ Ω
(5.11)
Donde, JN corresponde a la funcio´n de costo (Ecuacio´n. 5.3), la cual es una funcio´n cuadra´tica,
u(t + j|t) ∈ U corresponde a las restricciones con respecto a las variables manipuladas
(Ecuacio´n 5.7), x(t + j|t) ∈ X corresponde las restricciones con respecto a las variables
de estado (Ecuacio´n 5.9) y Ω es el conjunto terminal.
El problema de optimizacio´n (Ecuacio´n. 5.11) tiene como variables de decisio´n las actuaciones
a lo largo del horizonte de prediccio´n y depende del estado del sistema. Una vez se encuentre la
solucio´n, la actuacio´n obtenida se aplica en el instante siguiente u∗(t|t) y se vuelve a resolver
el problema de optimizacio´n en el siguiente tiempo de muestreo. Por lo tanto, la ley de control
viene dada por:
ut = u
∗(t|t) (5.12)
El problema de optimizacio´n del controlador consiste en obtener la secuencia de valores pre-
sentes y futuros de las variables manipuladas (Flujo de recirculacio´n,LD y Flujo del rehervidor,
VR), que minimizan la funcio´n de costo. Las salidas corresponden a la composicio´n molar de
etanol en el destilado (xD) y la composicio´n molar de etanol en fondos (xB).
La solucio´n nume´rica del problema debe realizarse empleando un algoritmo especı´fico bastante
eficiente y robusto que permita trabajar con un nu´mero elevado de variables. En este caso en
particular se emplea la funcio´n fmincon del toolbox de optimizacio´n de Matlab, desarrollado
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por The MathWorks.
El objetivo de esta funcio´n es encontrar el mı´nimo del valor escalar que devuelve una funcio´n
de varias variables no lineales y sujeta a una serie de restricciones. Normalmente se conoce
este tipo de problemas como optimizacio´n no lineal con restricciones o programacio´n no lin-
eal. La funcio´n escalar de varias variables corresponde a la funcio´n objetivo (Ecuacio´n. 5.3) y
las restricciones se reescriben en forma de menor o igual que una constante.
5.6. Optimizacio´n para´metros de penalizacio´n del error y del es-
fuerzo de control de control
Los para´metros de penalizacio´n del error y del esfuerzo de control son para´metros empı´ricos
que deben ser optimizados con el fin de que el controlador sea robusto y a su vez suave en su
respuesta. Se presentan y aplican dos me´todos para la seleccio´n de dichos para´metros.
5.6.1. Me´todo gra´fico
La seleccio´n de los para´metros de penalizacio´n del error, δi y del esfuerzo de control, ξi, se
realizo´ empleando el me´todo de ensayo y error. Inicialmente se calculo´ el error final (E.F.) para
la composicio´n de destilado y de fondos, con respecto a la referencia, la integral del cuadrado
del error (ICE) y la integral del cuadrado del esfuerzo de control (ICU). Estos criterios se
evalu´an para ciertos valores en los para´metros de penalizacio´n del error y del esfuerzo de
control, con el fin de determinar la regio´n en la cual se encuentran los valores o´ptimos de
dichos para´metros. Se grafica como una superficie la regio´n en la cual el desempen˜o de los
para´metros es mejor para identificar las regiones en las que se encuentran los valores o´ptimos.
El objetivo del me´todo es seleccionar por ensayo y error a partir de las superficies, los valores
de para´metros de penalizacio´n del error y del esfuerzo de control, que minimicen la funcio´n
objetivo de forma tal que el error final de las variables controladas, el ICE y el esfuerzo de
control sean mı´nimos.
5.6.1.1. Para´metro de penalizacio´n del error
Para la determinacio´n del para´metro de penalizacio´n del error (δ), inicialmente se realiza al
ana´lisis del comportamiento del porcentaje de error final con respecto a cada una de las varia-
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bles controladas (composicio´n de etanol en el destilado, xD y composicio´n de etanol en fondos,
xB), la ICE y la ICU, al emplear diferentes valores en los para´metros que penalizan el error (δ1
y δ2).
Los valores que se emplean para los para´metros de penalizacio´n del error en la funcio´n de costo
δ1 y δ2, se encuentran entre 1 y 106. El valor superior de este ensayo se selecciona con base en
el criterio adoptado por el modelo planteado por Deshpande (Deshpande et al., 1995). El autor
en este artı´culo sugiere que el para´metro de penalizacio´n del error debe ser de una magnitud
elevada del orden de 106.
En la Tabla. 5.1 se encuentran registrados los resultados obtenidos con respecto al porcentaje de
error final alcanzado por la composicio´n molar de etanol en el destilado (xD). En la Tabla.5.2
se reportan los resultados obtenidos con respecto al porcentaje de error final alcanzado por la
composicio´n molar de etanol en fondos (xB), con respecto a la variacio´n de los para´metros de
penalizacio´n del error δ1 y δ2 entre 1 y 106.
En la Tabla. 5.1 se puede apreciar que los resultados de los valores del porcentaje de error
Tabla 5.1: Porcentaje de error final con respecto a la composicio´n molar de destilado (xD)
variando δ1 y δ2
δ1
δ2 1 10
1 102 103 104 105 106
1 0.80883 1.99808 1.16117 0.63655 0.03528 1.77149 0.00062
101 0.55669 0.55100 0.75414 1.96881 0.04533 0.00133 0.00098
102 0.49208 0.49143 0.48486 1.85524 0.10092 0.00107 0.00014
103 0.37753 0.37740 0.37616 2.53527 0.01681 0.00438 0.00092
104 0.63116 0.63117 0.63127 2.51129 0.10182 0.02201 0.00176
105 0.65999 0.65994 0.65945 2.57467 0.05805 0.00218 0.00006
106 1.11014 1.11010 1.10993 0.00108 0.00317 0.01083 0.00072
final de la composicio´n de etanol en el destilado (xD) con respecto a la referencia de 0,82,
muestran que para el valor del para´metro de penalizacio´n del error (δ1) de 106 el porcentaje de
error con respecto a xD es mucho menor en comparacio´n con los para´metros de magnitudes
menores como 1 y 101, esto verifica el criterio propuesto por (Deshpande et al., 1995). Sin em-
bargo, a partir de los resultados del error final en la composicio´n de destilado (xD) con respecto
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Figura 5.4: Superficie del absoluto del error final con respecto a xD al realizar variaciones en
los para´metros de penalizacio´n del error, δ1 y δ2
a la referencia se puede establecer un rango entre 104 y 106 para la seleccio´n de los valores
correspondientes a los para´metros de penalizacio´n del error (δ1 y δ2).
Con el fin de seleccionar los para´metros de error (δ1 y δ2) por el me´todo de ensayo y error se
realiza una gra´fica (Figura. 5.4), con los para´metros dentro del rango establecido a partir de la
Tabla. 5.1 entre 104 y 106. En esta figura se pueden identificar las regiones para las cuales el
porcentaje de error final con respecto a la composicio´n final de destilado (xD) es mı´nimo. La
superficie obtenida se encuentra en dos vistas la primera corresponde a una vista superior y la
segunda a una vista complemento en los tres ejes coordenados.
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Figura 5.5: Superficie del absoluto del error final con respecto xB al realizar variaciones en los
para´metros de penalizacio´n del error, δ1 y δ2
La Figura. 5.4 presenta regiones de porcentaje de error absoluto en el rango de [0 5× 10−3],
el lı´mite superior de esta gra´fica fue acotado con fines gra´ficos. Esto indica que las regiones de
color cafe´ corresponden a errores iguales o superior a 5× 10−3. Las regiones de color azul son
las regiones que presentan menor porcentaje de error, por lo tanto, estas regiones corresponden
a regiones en las cuales se encuentran los para´metros posibles para la penalizacio´n del error.
Estas regiones marcadas en la gra´fica (Figura. 5.4) son comparadas con los datos reportados
para porcentaje de error final de la composicio´n de fondos y el ICE.
La Tabla. 5.2 registra los valores correspondientes al valor absoluto del porcentaje de error
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Tabla 5.2: Absoluto del porcentaje de error final con respecto a xB variando los para´metros de
penalizacio´n del error δ1 y δ2
δ1
δ2 1 10
1 102 103 104 105 106
1 0.01615 0.02866 0.03292 0.01413 0.04273 0.93292 0.01770
101 0.00255 0.00007 0.00004 0.01232 0.00363 0.00087 0.00332
102 0.00004 0.00005 0.00003 0.00095 0.00042 0.00013 0.00034
103 0.00000 0.00000 0.00000 0.00014 0.00015 0.00003 0.00002
104 0.00000 0.00000 0.00000 0.00001 0.00000 0.00001 0.00072
105 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
106 0.00000 0.00000 0.00000 0.00103 0.00000 0.00000 0.00000
final de la composicio´n de etanol en fondos con respecto a la referencia de 0,01. Se observa
que para todos los valores del para´metro de penalizacio´n del error el porcentaje de error con
respecto a esta variable es mı´nimo. Para esta caso tambie´n fue realizada una superficie (Figura
5.5) teniendo en cuenta el criterio sugerido por los resultados con respecto al porcentaje de
error final de la composicio´n de etanol en el destilado.
En la Figura. 5.5 las regiones de porcentaje de error se encuentran en el rango de [0 5×10−3].
Las regiones de color cafe´ corresponden a errores iguales o superiores a 5× 10−3. El valor de
5 × 10−3 corresponde a una cota seleccionada con fines gra´ficos. Las regiones de color azul
son las regiones que presentan menor porcentaje de error, en esta gra´fica se puede observar que
la mayorı´a de las regiones corresponden a este color dando muchas posibles combinaciones de
para´metros para los cuales este porcentaje de error es mı´nimo.
Los resultados de las regiones o´ptimas para la seleccio´n de los para´metros de penalizacio´n del
error son corroboradas comparando las regiones de las Figuras 5.4 y 5.5, con las de las Figuras
5.6 y 5.7, debido a que el criterio para la seleccio´n de los para´metros es que el porcentaje de
error final sea cercano a cero y que las integrales del cuadrado del error y del cuadrado del
esfuerzo de control, tambie´n sean mı´nimas.
La Figura. 5.6, corresponde a la superficie de la integral del cuadrado del error y las regiones
sombreadas de color azul corresponden a las regiones en las cuales para ciertas combinaciones
de para´metros la integral del cuadrado del error es mı´nima con respecto a otras combinaciones.
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Figura 5.6: Superficie de la integral del cuadrado del error (ICE), variando los para´metros de
penalizacio´n del error δ1 y δ2
En la Figura. 5.7 se presentan los resultados correspondientes a la integral del cuadrado del
esfuerzo de control. En esta gra´fica se puede apreciar una pequen˜a regio´n en la cual la inte-
gral del cuadrado del esfuerzo de control es mı´nimo. Esta´ regio´n se encuentra para valores de
δ1 ∈ [2,5×105 5×105], y para valores de δ2 ∈ [1×104 5×104]. Comparando dicha regio´n
con las regiones presentadas en la gra´ficas anteriores, se puede concluir que la regio´n determi-
nada a partir de la Figura. 5.7 es o´ptima para la seleccio´n de los para´metros de penalizacio´n del
error δ1 y δ2.
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Figura 5.7: Superficie de la integral del cuadrado del esfuerzo de control (ICU), variando los
para´metros de penalizacio´n del error δ1 y δ2
5.6.1.2. Para´metro de penalizacio´n del esfuerzo de control
El ana´lisis correspondiente al para´metro de penalizacio´n del esfuerzo de control se realiza de la
misma forma que el ana´lisis para la seleccio´n del para´metro de penalizacio´n del error, evaluan-
do el porcentaje de error final con respecto a cada una de las variables controladas, el ICE y el
ICU. Los para´metros que penalizan el esfuerzo de control en la funcio´n del error corresponden
a ξ1 y ξ2, para el ana´lisis se toman valores entre 1 y 106, ya que este fue el rango empleado
para el ana´lisis de los para´metros δ1 y δ2.
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Tabla 5.3: Absoluto del porcentaje de error final con respecto a la composicio´n molar de fondos
(xD) variando los para´metros de penalizacio´n del esfuerzo de control, ξ1 y ξ2
ξ1
ξ2 1 101 102 103 104 105 106
1 0.00260 0.00128 0.00112 0.00763 0.01241 1.12103 4.62933
101 0.00298 0.00346 0.00042 0.00457 0.00998 1.12117 4.62928
102 0.00068 0.00232 0.00229 0.00124 0.00943 1.12067 4.62936
103 0.00276 0.00073 0.00462 0.00979 0.00715 1.12387 4.62935
104 0.00142 0.00045 0.00490 0.00027 0.01271 1.16024 4.62858
105 0.00148 0.00245 0.00159 0.00218 0.08767 1.40554 4.61419
106 0.56941 0.57041 0.57710 0.60805 0.90880 1.96412 4.30721
Tabla 5.4: Absoluto del porcentaje de error final con respecto a la composicio´n molar de fondos
(xB) variando los para´metros de penalizacio´n del esfuerzo de control, ξ1 y ξ2
ξ1
ξ2 1 101 102 103 104 105 106
1 0.00003 0.00000 0.00000 0.00011 0.00004 0.00056 0.00122
101 0.00116 0.00040 0.00000 0.00000 0.00003 0.00056 0.00122
102 0.00000 0.00000 0.00000 0.00000 0.00003 0.00056 0.00122
103 0.00024 0.00002 0.00000 0.00014 0.00001 0.00056 0.00122
104 0.00002 0.00000 0.00004 0.00000 0.00002 0.00058 0.00123
105 0.00000 0.00000 0.00000 0.00000 0.00008 0.00069 0.00123
106 0.00045 0.00045 0.00045 0.00046 0.00057 0.00087 0.00108
En las Tablas. 5.3 y 5.4 se observan los resultados obtenidos con respecto al absoluto del por-
centaje de error final alcanzado por las variables controladas (composicio´n molar de etanol en
el destilado, xD y composicio´n molar de etanol en fondos, xB), con respecto a la variacio´n de
los para´metros de penalizacio´n del error ξ1 y ξ2.
En la Tabla. 5.3 se reportan los valores del porcentaje de error final de la composicio´n de
etanol en el destilado con respecto a la referencia de 0,82. Se observa un comportamiento in-
verso al presentado por el para´metro de penalizacio´n del error, ya que a menores magnitudes
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Figura 5.8: Superficie del absoluto del error final con respecto a xD con variaciones en los
para´metros de penalizacio´n del esfuerzo de control, ξ1 y ξ2
de ξ1 y ξ2 se presenta un porcentaje de error menor con respecto a la composicio´n de etanol en
el destilado. El rango en el cual se pueden seleccionar valores o´ptimos para la penalizacio´n del
esfuerzo de control ∈ [1 103].
La Figura. 5.8 presenta las regiones del absoluto del porcentaje de error en el rango de [0 0,024]
Las regiones de color azul corresponden a la combinacio´n de para´metros de penalizacio´n del
esfuerzo de control, ante los cuales se presenta el menor porcentaje de error con respecto a la
composicio´n de destilado (xD). Se observa que para valores de ξ2 menores a 100, existe una
regio´n con diversas combinatorias de ξ1, en las cuales se obtendrı´a un porcentaje final con re-
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Figura 5.9: Superficie de error final con respecto a xB con variaciones en los para´metros de
penalizacio´n del esfuerzo de control, ξ1 y ξ2
specto a la composicio´n de destilado mı´nimo.
En la gra´fica tambie´n se puede observar que cuanto ma´s se acercan los valores de los para´met-
ros ξ1 y ξ2 a 1, menor es el porcentaje final de error. Este resultado es comparado con las
gra´ficas reportadas para porcentaje de error final de la composicio´n de fondos, el ICE y el ICU
(Figuras.5.9, 5.6 y 5.7). El criterio para la seleccio´n de los para´metros es que el porcentaje de
error final tienda a cero y que las integrales del cuadrado del error y del cuadrado del esfuerzo
de control, tambie´n sean mı´nimas.
En la Tabla. 5.4 se presentan los valores del porcentaje de error final de la composicio´n de
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Figura 5.10: Superficie de la integral del cuadrado del error (ICE), variando los para´metros de
penalizacio´n del esfuerzo de control, ξ1 y ξ2
etanol en fondos con respecto a la referencia de 0,01. En esta tabla se observa que el porcenta-
je de error con respecto a esta variable siempre es pequen˜o, sin embargo es menor cuando se
emplean magnitudes de ξ1 y ξ2 entre 1 y 104.
En la Figura. 5.9 se exhiben las regiones correspondientes al valor del porcentaje de error
con respecto a la composicio´n de fondos. Estas regiones se encuentran dentro de un rango de
[0 1,6 × 10−3]. Se observa que la mayor parte de la regiones corresponden a porcentajes
mı´nimos indicados por el color azul y se verifica la regio´n en la cual deben seleccionarse los
para´metros haciendo e´nfasis en que el porcentaje de error de la composicio´n de los productos
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Figura 5.11: Superficie de la integral del cuadrado del esfuerzo de control (ICU), variando los
para´metros de penalizacio´n del esfuerzo de control, ξ1 y ξ2
de destilado y fondos sea mı´nima.
La Figura. 5.10, corresponde a la superficie de la integral del cuadrado del error. Las regiones
sombreadas de color azul corresponden a las regiones en las cuales para ciertas combinaciones
de para´metros la integral del cuadrado del error es menor con respecto a las otras regiones. Se
observa que la integral del cuadrado del error es menor cuando los para´metros son cercanos a
cero.
En la Figura. 5.11 se presenta la superficie correspondiente a los resultados de la integral del
cuadrado del esfuerzo de control. En esta gra´fica se observa una pequen˜a regio´n en los valores
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minimos del para´metro en la cual la integral del cuadrado del esfuerzo de control es mı´nima.
Realizando un ana´lisis detallado sobre esta regio´n los valores para la seleccio´n de los para´met-
ros de penalizacio´n del error ξ1 y ξ2, tendra´n un lı´mite superior de 40 y un lı´mite inferior de
1.
5.6.1.3. Relacio´n entre los para´metros de penalizacio´n del error y del esfuerzo de control
Figura 5.12: Superficie del absoluto del error final con respecto a xD para la relacio´n de
para´metros de penalizacio´n del error y del esfuerzo de control, δ1/δ2 y ξ1/ξ2
El ana´lisis gra´fico de los para´metros de penalizacio´n del error y del esfuerzo de control se re-
alizaron con respecto a la relacio´n existente entre cada uno de ellos, es decir, δ1/δ2 y ξ1/ξ2.
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Figura 5.13: Superficie de error final con respecto a xB para la relacio´n de para´metros de
penalizacio´n del error y del esfuerzo de control, δ1/δ2 y ξ1/ξ2
En las Figuras 5.12 a 5.14, se presentan las superficies para el absoluto del porcentaje de error
final de la variable controlada xD, el error final de la variable controlada xB y la integral del
cuadrado del esfuerzo de control. Las figuras se encuentran en dos vistas con el fin de identi-
ficar las regiones o´ptimas de seleccio´n de para´metros con mayor facilidad.
En la Figura.5.12 se presenta la superficie del absoluto del porcentaje de error final para la
composicio´n de etanol en el destilado. Las regiones que se exhiben en la gra´fica se encuentran
en el rango de [0 8,5×10−3]. Las regiones correspondientes al color cafe´ poseen un porcenta-
je de error de 8,5 × 10−3 o mayores, debido a que para efectos gra´ficos los resultados fueron
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Figura 5.14: Superficie de la integral del cuadrado del esfuerzo de control (ICU), para la
relacio´n de para´metros de penalizacio´n del error y del esfuerzo de control, δ1/δ2 y ξ1/ξ2
acotados en 8,5 × 10−3. Las regiones de color azul corresponden a porcentajes de error final
tendientes a cero, indicando que cuando la relacio´n es mayor a 40 se minimiza el porcentaje de
error final con respecto a la composicio´n de etanol en el destilado.
La Figura. 5.13 presenta la superficie del porcentaje de error final para la composicio´n de etanol
en fondos. Las regiones presentadas en la gra´fica se encuentran acotadas entre [03× 10−4, las
regiones correspondientes al color cafe´ poseen un porcentaje de error de 3× 10−4 o mayores,
por efectos gra´ficos. En la Figura 5.13, se observa que la mayor parte de la gra´fica corresponde
a valores mı´nimos del absoluto del porcentaje de error con respecto a la composicio´n de fondos,
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contrario a lo observado en la Figura.5.12 del absoluto del porcentaje de error con respecto a la
composicio´n de destilado. Por lo tanto, para la seleccio´n de la mejor combinacio´n de para´met-
ros de penalizacio´n del error y del esfuerzo de control es ma´s relevante el valor del absoluto
del porcentaje de error final de la composicio´n de destilado que el absoluto del porcentaje de
error final de la composicio´n de fondos.
La Figura. 5.14 presenta la superficie de la integral del cuadrado del esfuerzo de control. En esta
gra´fica la regio´n sombreada de azul corresponde a los valores mı´nimos obtenidos con respecto
a la relacio´n de δ1/δ2 y ξ1/ξ2. Esta regio´n corresponde a una sola combinacio´n de para´metros
par alos cuales el error final con respecto a las variables de salida no corresponde al mı´nimo.
Sin embargo la gra´fica presenta una regio´n de color amarillo en la cual el ICU tiene valores
aceptables para la relacio´n de los para´metros ξ1 y ξ2 en el rango comprendido entre 1 − 40 y
para la relacio´n de los para´metros δ1 y δ2 entre 25− 80.
5.6.1.4. Resultados obtenidos a partir del me´todo de ensayo y error para la seleccio´n de
para´metros
De acuerdo con las superficies, se seleccionaron ciertas combinaciones de para´metros de penal-
izacio´n del error (δ1 y δ2) y del esfuerzo de control (ξ1 y ξ2), dentro de regiones establecidas.
En la Tabla. 5.5, se encuentran los valores mı´nimos y ma´ximos que acotan la regio´n en la cual
se seleccionan los para´metros de penalizacio´n del error.
La regio´n acotada de seleccio´n de los para´metros se establece a partir del ana´lisis gra´fico real-
izado en las secciones 5.6.1.1 y 5.6.1.2, teniendo en cuenta las regiones en las cuales el sistema
presenta valores mı´nimos con respecto a los criterios de seleccio´n: error final en la composi-
cio´n de etanol en el destilado y en fondos, integral del cuadrado del error (ICE) y integral del
esfuerzo de control (ICU).
Tabla 5.5: Valores mı´nimos y ma´ximos permitidos para la seleccio´n de los para´metros de pe-
nalizacio´n por el me´todo de bu´squeda aleatoria
Para´metro Valor Mı´nimo Valor Ma´ximo
δ1 2,5× 105 5× 105
δ2 1× 104 5× 104
ξ1 10 40
ξ2 1 10
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Figura 5.15: Comportamiento en lazo cerrado del sistema de la columna de destilacio´n binaria
utilizando los para´metros del ensayo 1 (Tabla. 5.6)
En la Tabla. 5.6 se presentan algunas de las combinaciones empleadas para la seleccio´n de los
para´metros de penalizacio´n del error y del esfuerzo de control.
Con el fin de evaluar el comportamiento del sistema en lazo cerrado empleando las combina-
ciones de para´metros registrados en la Tabla. 5.6 se realizan variaciones en el punto de ajuste
del sistema en espacios de tiempo de 1 hora. El resultado obtenido se presenta en las Figuras.
5.15,5.16 y 5.17.
La Figura 5.15, corresponde al comportamiento del sistema en lazo cerrado ante cambios
Tabla 5.6: Resultado de ensayos de para´metros de penalizacio´n del error y del esfuerzo de
control
Ensayo δ1 δ2 ξ1 ξ2 % Error % Error ICE ICU
xD xB
1 5,0× 105 2,5× 104 10 5 5,67× 10−4 2,21× 10−6 1,60× 10−5 268694,868
2 1,0× 105 1,0× 104 20 10 2,02× 10−2 1,31× 10−5 2,30× 10−5 267548,33
3 5,0× 105 1,0× 104 40 1 7,37× 10−4 2,58× 10−6 1,90× 10−5 268091,84
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Figura 5.16: Comportamiento en lazo cerrado del sistema de la columna de destilacio´n binaria
utilizando los para´metros del ensayo 2 (Tabla. 5.6)
en el punto de ajuste empleando los para´metros del ensayo 1. En la gra´fica se observa que la
sen˜al del esfuerzo de control se satura en el lı´mite superior de la variable cuando se presentan
cambios positivos en la referencia y se satura en el lı´mite inferior cuando se presentan cambios
negativos en el punto de ajuste. De igual forma se observa que la respuesta al cambio de refer-
encia es demasiado ra´pida con respecto al tiempo, tiempo ante el cual muy probablemente el
actuador no alcanza a desempen˜arse correctamente. Finalmente, se observa que el sistema en
lazo cerrado hace el seguimiento correcto de la referencia, sin embargo, esta combinacio´n de
para´metros no es la apropiada para el controlador.
En la Figura 5.16 se encuentra la simulacio´n del sistema en lazo cerrado al emplear los para´met-
ros del ensayo 2, en este caso la sen˜al de control presenta un comportamiento oscilatorio bas-
tante pronunciado en el esfuerzo de control. Este comportamiento oscilatorio presentado por
el sistema al realizar el seguimiento a la referencia genera un tiempo de estabilizacio´n mucho
mayor que en el caso anterior en especial para cambios de referencia decrecientes.
La Figura 5.17 presenta la simulacio´n del sistema en lazo cerrado al emplear la combinacio´n
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Figura 5.17: Comportamiento en lazo cerrado del sistema de la columna de destilacio´n binaria
utilizando los para´metros del ensayo 3 (Tabla. 5.6)
de para´metros del ensayo 3 (Ver Tabla. 5.6). En esta gra´fica se observa que el tiempo de esta-
bilizacio´n del sistema es moderado, las oscilaciones con respecto a la variable de entrada son
moderadas y el sistema rastrea perfectamente la referencia.
La combinacio´n de para´metros de penalizacio´n seleccionados, a partir del ana´lisis de las Fig-
uras. 5.15 a 5.17, corresponden al ensayo 3 (Ver Tabla. 5.6). Para evaluar la estabilidad de la
respuesta del sistema en lazo cerrado empleando esta combinacio´n de para´metros se realiza un
ana´lisis de la respuesta del mismo al realizar variaciones tipo escalo´n en las variables de pertur-
bacio´n: Flujo de Alimentacio´n F y Composicio´n de Alimento zF . La aplicacio´n de escalones
en las variables de perturbacio´n del sistema se efectuan a partir del tiempo de simulacio´n cor-
respondiente a 1 hr, tiempo en el cual el sistema ya ha alcanzado el estado estacionario.
Los escalones aplicados corresponden a aumentos y diminuciones con respecto a la variable
perturbada en espacios de tiempo de t = 1 hr de +20 %,+10 %,−20 % y 10 %, respectiva-
mente. Los resultados de las simulaciones se presentan en las Figuras. 5.18 y 5.19.
La estabilidad del sistema de control predictivo implementado con los para´metros obtenidos
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Figura 5.18: Comportamiento del sistema en lazo cerrado variando F escalones de ±20 % y
±10 % utilizando los para´metros del ensayo 3 (Tabla. 5.6)
en el ensayo 3, se analiza gra´ficamente evaluando el comportamiento del porcentaje de error
final con respecto a la composicio´n de destilado y al porcentaje de error final con respecto a
la composicio´n de fondos, perturbando el flujo de alimentacio´n (F ) y la composicio´n de ali-
mentacio´n zF .
El flujo de alimentacio´n fue perturbado en un rango de 380−700 kgmol/hr, el cual se selecciona
tomando como criterio que la variacio´n ma´xima existente en las variables de perturbacio´n se
encuentran acotadas en ±30 % del valor del flujo de alimentacio´n para el cual esta´ disen˜ada la
columna 540 kgmol/hr.
La variacio´n que se realiza con respecto a la composicio´n de alimentacio´n a la columna se hace
con base en el mismo criterio asumido para el flujo de alimentacio´n, es decir, que fue tomado
un rango de ±30 % del valor de la composicio´n para la cual fue disen˜ada la columna, valor
correspondiente a 0,25. El rango para la composicio´n molar de alimentacio´n se determina en-
tre 0,18− 0,32.
La Figura. 5.20, presenta el comportamiento del porcentaje de error de la composicio´n de des-
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Figura 5.19: Comportamiento del sistema en lazo cerrado variando de zF escalones de ±20 %
y ±10 % utilizando los para´metros del ensayo 3 (Tabla. 5.6)
Figura 5.20: Comportamiento del porcentaje de error final alcanzado por el sistema en lazo
cerrado variando F y zF con respecto a xD utilizando los para´metros del ensayo 3 (Tabla. 5.6)
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Figura 5.21: Comportamiento del porcentaje de error final alcanzado por el sistema en lazo
cerrado variando F y zF con respecto a xB utilizando los para´metros del ensayo 3 (Tabla. 5.6)
tilado con respecto a variaciones en las variables de perturbacio´n. Toda la regio´n se encuentra
en un porcentaje de error muy pequen˜o del orden de 10−4. Sin embargo existe un pico en el
punto en el cual las variables de perturbacio´n se encuentran en el lı´mite superior, esta´ regio´n se
presenta debido a que las condiciones ya son extremas y las restricciones de las variables ma-
nipuladas se encuentran en el lı´mite, sin embargo, el valor del porcentaje de error sigue siendo
mı´nimo.
En la Figura. 5.21,se presenta el comportamiento del porcentaje de error de la composicio´n
de fondos con respecto a variaciones en las variables de perturbacio´n. La gra´fica presenta el
mismo comportamiento de la Figura. 5.20. Se observa que el orden del absoluto del porcentaje
de error es de 10−6 y presenta un pico en el punto en el cual las variables de perturbacio´n se
encuentran en el lı´mite superior, correspondiendo a un porcentaje de error mı´nimo lo cual de-
muestra la estabilidad local del sistema en lazo cerrado, empleando los para´metros de ensayo
3 (Ver Tabla. 5.6).
5.6.2. Me´todo de bu´squeda aleatoria modificado basado en el algoritmo de Solı´s
En las superficies presentadas en la subseccio´n 5.6.1, se observan diversas regiones en la cuales
existen valores mı´nimos de penalizacio´n del error. Estos valores corresponden a mı´nimos lo-
cales, que se pueden calcular a partir de la utilizacio´n de un me´todo de bu´squeda aleatoria
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secuencial como el propuesto en el algoritmo de Solı´s (Solis and Wets, 1981).
Solı´s (Solis and Wets, 1981), presenta un algoritmo de bu´squeda aleatoria secuencial el cual
converge asinto´ticamente con probabilidad de uno al valor o´ptimo global o local segu´n el ca-
so. El me´todo es capaz de generar y aceptar los puntos candidatos en la regio´n del espacio de
disen˜o, por lo tanto, resulta u´til y conveniente emplear este me´todo para la solucio´n del proble-
ma de optimizacio´n de los para´metros de penalizacio´n del error.
El algoritmo de bu´squeda aleatoria secuencial presentado por Solı´s en su trabajo (Solis and
Wets, 1981), se puede resumir en los siguientes ı´tems.
Se elige un valor inicial (punto inicial) para los para´metros enteros del controlador, las
varianzas y los centros de las gaussianas (para la generacio´n de nu´meros aleatorios).
Se genera un vector aleatorio de enteros de distribucio´n gaussiana.
Se obtienen dos nuevos puntos sumando y restando esos vectores al punto actual.
La funcio´n de coste se evalu´a en el punto original y en los nuevos, y el algoritmo elige el
punto con el coste ma´s pequen˜o.
Si se satisface algu´n criterio de convergencia, el algoritmo se detiene, en caso contrario
debe generar un nuevo vector aleatorio.
Los autores K. Hamzacebi y F. Kutay, reportan dos trabajos en los cuales se publican apli-
caciones del empleo te´cnicas de bu´squeda aleatoria, los cuales son algoritmos heurı´sticos
muy simples para determinar mı´nimos locales o mı´nimos globales (Hamzacebi and Kutay,
2006, Hamzacebi and Kutay, 2007). Estos trabajos son basados en la te´cnica de Solı´s. El algo-
ritmo detallado de ca´lculo corresponde a (Hamzacebi and Kutay, 2006, Hamzacebi and Kutay,
2007):
Paso 1. Conjunto de valores iniciales
i. Criterio de parada: epoch(E)
ii. Intervalo dx para la seleccio´n de α
iii. Nu´mero ma´ximo de iteraciones (N general)
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Paso 2. Seleccio´n de un vector inicial aleatorio (x actual) y su correspondencia como
solucio´n de (f actual). La solucio´n actual coincide con la mejor solucio´n (f mejor=f
actual).
Paso 3. Contador de iteracio´n en cero (n=0).
Paso 4. Generacio´n del vector actual en un rango (−α, α)
Paso 5. f nuevo=f(x actual+dx)
Si f nuevo < f mejor, entonces, f mejor = f nuevo, x mejor = x actual + dx. Incrementar
la iteracio´n, n = n+ 1
Ir al paso 7
Si f nuevo< f actual, entonces, f actual = f nuevo y x actual = x actual + dx. Incrementar
la iteracio´n, n = n+ 1
Ir al paso 7
Paso 6. f nuevo= f(x actual−dx)
Si f nuevo < f mejor, entonces, f mejor = f nuevo, x mejor = x actual− dx. Incrementar
la iteracio´n, n = n+ 1
Ir al paso 7
Si f nuevo< f actual, entonces, f actual = f nuevo y x actual = x actual− dx. Incrementar
la iteracio´n, n = n+ 1
Ir al paso 7
Paso 7. Si el contador de iteracio´n es menor que el valor ma´ximo de iteraciones (n < N ),
ir al Paso 4.
Paso 8. α=(α/fnuevo) ∗ (fmejor/factual
Paso 9. Si el criterio de parada se cumple finalizar, de lo contrario, ir al Paso 3.
Este algoritmo posee dos ciclos iterativos con criterios de parada con nu´mero ma´ximo de it-
eraciones en algunos casos hasta del orden de 5 × 105. Estas magnitudes tan elevadas para
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el nu´mero de iteraciones resulta poco aceptable para ser aplicado en este problema de opti-
mizacio´n, debido a que el tiempo de ca´lculo que requiere la funcio´n de costo para su min-
imizacio´n en cada iteracio´n de la bu´squeda aleatoria de los para´metros de penalizacio´n del
error y del esfuerzo de control, generarı´a un tiempo de ca´lculo muy grande, por lo tanto, en
esta seccio´n se propone una modificacio´n del algoritmo reportado por (Hamzacebi and Ku-
tay, 2006, Hamzacebi and Kutay, 2007), donde se modifica el criterio de parada y la funcio´n
objetivo.
Paso 1. Conjunto de valores iniciales
i. Criterio de parada: Tolerancia de 1e− 15
ii. Intervalo dx para la seleccio´n de α
iii. Nu´mero ma´ximo de iteraciones (N general)
Paso 2. Seleccio´n de un vector inicial aleatorio (x actual) y su correspondencia como
solucio´n de (f actual). La solucio´n actual coincide con la mejor solucio´n (f mejor=f
actual).
Paso 3. Contador de iteracio´n en cero (n=0).
Paso 4. Generacio´n del vector actual en un rango (−α, α)
Paso 5. f nuevo=f(x actual+dx)
Si f nuevo < f mejor, entonces, f mejor = f nuevo, x mejor = x actual + dx. Incrementar
la iteracio´n, n = n+ 1
Si f nuevo< f actual, entonces, f actual = f nuevo y x actual = x actual + dx. Incrementar
la iteracio´n, n = n+ 1
Paso 6. f nuevo= f(x actual−dx)
Si f nuevo < f mejor, entonces, f mejor = f nuevo, x mejor = x actual− dx. Incrementar
la iteracio´n, n = n+ 1
Si f nuevo< f actual, entonces, f actual = f nuevo y x actual = x actual− dx. Incrementar
la iteracio´n, n = n+ 1
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Paso 7. α=(α/fnuevo) ∗ factual
Paso 8. Si el contador de la iteracio´n es menor que el valor ma´ximo (n<N general),
volver al Paso 4.
Paso 9. Si α es mayor que el criterio de parada, volver al paso 4.
Paso 10. Si el contador es mayor que el nu´mero ma´ximo de iteraciones o α es menor que
el criterio de parada, terminar el ciclo iterativo.
El nuevo criterio de parada corresponde al valor final de la regio´n α, la cual tiende a 0 cuando se
aproxima al valor mı´nimo local de esa regio´n. El algoritmo de ca´lculo propuesto fue probado
inicialmente con los ejemplos reportados por (Hamzacebi and Kutay, 2006, Hamzacebi and
Kutay, 2007), y se observa que el tiempo de ca´lculo disminuye razonablemente obteniendo los
mismos resultados que los obtenidos en el algoritmo inicial.
5.6.2.1. Resultados obtenidos a partir de me´todo de bu´squeda aleatoria
El comportamiento de la funcio´n objetivo del algoritmo de control en el intervalo de opti-
mizacio´n de los para´metros de penalizacio´n del error se analiza gra´ficamente. En la Figura
5.22 se presenta el comportamiento de la funcio´n objetivo con respecto a los para´metros de
penalizacio´n del erro, δ1 y δ2.
Esta gra´fica tiene como objetivo determinar si el problema presenta un mı´nimo global o mı´ni-
mos locales. En ella se observa que existen diversas regiones en las se presentan mı´nimos
locales, por lo tanto, el para´metro de optimizacio´n obtenido con el me´todo de bu´squeda aleato-
ria corresponde a un o´ptimo local.
El me´todo de bu´squeda aleatoria inicialmente se aplica para la seleccio´n de los para´metros de
penalizacio´n del error. Los para´metros de penalizacio´n del error son: el para´metro de penal-
izacio´n del error con respecto a la composicio´n molar de destilado (xD), δ1 y el para´metro de
penalizacio´n del error con respecto a la composicio´n molar de fondos (xB), δ2. Las condiciones
iniciales empleadas en el algoritmo de ca´lculo corresponden a x0 = [δ1 δ2]T = [5e5 1e4]T y
α = 1e6 con un criterio de parada dada por una tolerancia de 10−15. Finalmente, se emplea el
me´todo de bu´squeda aleatoria para la seleccio´n de los para´metros de penalizacio´n del esfuerzo
de control. Los para´metros de penalizacio´n del esfuerzo de control son: el para´metro de penal-
izacio´n del esfuerzo de control con respecto al flujo molar de lı´quido (LD), ξ1 y el para´metro
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Figura 5.22: Comportamiento de la funcio´n objetivo con respecto al para´metro δ1 y δ2
de penalizacio´n del esfuerzo de control con respecto al flujo molar de vapor (VR), ξ2. Las
condiciones iniciales empleadas en el algoritmo de ca´lculo corresponden a x0 = [ξ1 ξ2]T =
[40 20]T y α = 50 con un criterio de parada dada por una tolerancia de 10−15.
En la Tabla. 5.7, se presenta el valor o´ptimo local de los para´metros de penalizacio´n del error
(δ1 y δ2) y los para´metros de penalizacio´n del esfuerzo de control (ξ1 y ξ2), que se obtienen de
la solucio´n del algoritmo modificado de bu´squeda aleatoria.
El resultado que se presenta en la Tabla. 5.7 corresponde a una de los mı´nimos locales que
posee la solucio´n del la funcio´n objetivo por el me´todo de bu´squeda aleatoria. Este me´todo
como su nombre lo indica proporciona muchas combinaciones de para´metros debido a que su
convergencia es aleatoria y en este problema en particular se presentan mı´nimos locales para
diferentes combinaciones de para´metros. Su aplicacio´n en la parte de control resulta ser una
herramienta u´til para el ca´lculo de los para´metros de sintonizacio´n de los algoritmos de control.
Tabla 5.7: Para´metro de penalizacio´n obtenido aplicando el me´todo de bu´squeda aleatoria
Para´metro Valor
δ1 1,70× 105
δ2 6,5× 104
ξ1 28
ξ2 48
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En la Figura. 5.23 se observa el comportamiento del sistema en lazo cerrado ante cambios en
la referencia empleando la combinacio´n de para´metros de penalizacio´n del error (δ1 y δ2) y
de penalizacio´n del esfuerzo de control (ξ1 y ξ2), obtenidos a partir del me´todo de bu´squeda
aleatoria que se presentan en la Tabla. 5.7.
En esta gra´fica (Figura. 5.23) se observa que el tiempo de estabilizacio´n del sistema es mod-
erado, el esfuerzo de control presenta una respuesta suave ante cambios en el punto de ajuste
positivo y para cambios negativos presenta un sobre impulso elevado y oscilaciones de ampli-
tud muy corta. Sin embargo, se observa que el sistema de control empleando los para´metros
obtenidos con el me´todo de bu´squeda aleatoria (Ver Tabla. 5.7), hace un rastreo correcto de la
referencia la referencia.
La Figura 5.24 presenta el comportamiento del sistema en lazo cerrado con variaciones en el
flujo de alimentacio´n de la columna (F ), empleando la combinacio´n de para´metros de penal-
izacio´n del error (δ1 y δ2) y de penalizacio´n del esfuerzo de control (ξ1 y ξ2), obtenidos a partir
del me´todo de bu´squeda aleatoria que se presentan en la Tabla. 5.7. El flujo de alimentacio´n de
Figura 5.23: Comportamiento en Lazo Cerrado Variaciones en la Referencia empleando los
para´metros obtenidos por bu´squeda aleatoria
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la columna (F ) presenta variaciones tipo escalo´n de +20 %, +10 %, 20 % y 10 % con respec-
to al valor para el cual esta´ disen˜ada la columna (540/kgmol/hr), en periodos de tiempo de
t = 1hr.
En la Figura 5.24 se observa que el esfuerzo de control cuando se aplican variaciones tipo es-
calo´n de disminucio´n en el flujo molar de alimentacio´n de 20 % y 10 % con respecto al valor
para el cual esta´ disen˜ada la columna (540/kgmol/hr).
La Figura 5.25 presenta el comportamiento del sistema en lazo cerrado con variaciones en la
composicio´n molar de alimentacio´n en la columna (zF ) empleando la combinacio´n de para´met-
ros de penalizacio´n del error (δ1 y δ2) y de penalizacio´n del esfuerzo de control (ξ1 y ξ2),
obtenidos a partir del me´todo de bu´squeda aleatoria que se presenta en la Tabla. 5.7. La com-
posicio´n molar de alimentacio´n en la columna (zF ) presenta variaciones tipo escalo´n de +20 %,
+10 %, 20 % y 10 % con respecto al valor para el cual esta´ disen˜ada la columna (0,25) en pe-
riodos de tiempo de t = 1hr.
Figura 5.24: Comportamiento del sistema en lazo cerrado al realizar variaciones tipo escalo´n en
F con magnitudes de±20 % y±10 % con respecto al valor normal, empleando los para´metros
obtenidos por bu´squeda aleatoria
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En la Figura 5.25 se observa que el esfuerzo de control es mayor para variaciones tipo escalo´n
negativo del 20 % y 10 % con respecto al valor para el cual esta´ disen˜ada la columna (0,25).
5.7. Efecto del error en la funcio´n de costo
La funcio´n de costo a minimizar en el problema del control (Ecuacio´n 5.3), corresponde a una
funcio´n de costo de la forma,
JN =
N∑
j=1
δ[e]2 +
N∑
j=1
ξ[∆u]2 (5.13)
El objetivo de esta seccio´n es evaluar el efecto que tiene adicionar un te´rmino cu´bico en la
expresio´n de penalizacio´n del error, dando origen a una nueva funcio´n de costo.
JN =
N∑
j=1
δ[ω2e+ ω1e
3]2 +
N∑
j=1
ξ[ω4∆u+ ω3∆u
3]2 (5.14)
Figura 5.25: Comportamiento del sistema en lazo cerrado al realizar variaciones tipo escalo´n en
zF con magnitudes de±20 % y±10 % con respecto al valor normal, empleando los para´metros
obtenidos por bu´squeda aleatoria
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Figura 5.26: Superficie del absoluto del error final con respecto a xD para los para´metros de
penalizacio´n del error cu´bico ω1 y ω2
5.8. Seleccio´n de los para´metros de penalizacio´n, ω1 y ω2
La seleccio´n de los para´metros de penalizacio´n del error cu´bico, ω1 y ω2, se realiza determi-
nando gra´ficamente las regiones donde los criterios de seleccio´n son mı´nimos. Los criterios de
seleccio´n de las regiones para los para´metros de penalizacio´n del error cu´bico son: el absoluto
del porcentaje del error final con respecto a cada una de las variables controladas (xD y xB), la
integral del cuadrado del error (ICE) y la integral del cuadrado del esfuerzo de control (ICU).
Posteriormente se aplica la te´cnica de bu´squeda aleatoria para la seleccio´n de los para´metros
de penalizacio´n del error cu´bico en la regio´n seleccionada.
En la Figura 5.26 se observa el comportamiento del porcentaje de error con respecto a la com-
posicio´n de destilado (xD) cuando los valores de la penalizacio´n del error ω1 y ω2 (Ecuacio´n
5.14) se encuentran en un rango entre −1 y 1.
Cuando el valor del para´metro de penalizacio´n del error, ω2 se encuentra entre −0,1 y 0,1. El
absoluto del porcentaje de error posee valores superiores al 12 %. Por lo tanto, la regio´n en la
cual se debe establecer el para´metro ω2 debe omitir la regio´n comprendida entre −0,1 y 0,1.
Con respecto al para´metro de penalizacio´n del error ω1, omitiendo la regio´n comprendida entre
−0,1 y 0,1 para el para´metro ω2 en la Figura 5.26, se observa que el absoluto del porcentaje
del error se encuentra entre el 0 y el 4 %. Las regiones en las cuales el porcentaje del absoluto
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Figura 5.27: Superficie del absoluto del error final con respecto a xB para los para´metros de
penalizacio´n del error cu´bico ω1 y ω2
Figura 5.28: Superficie de la integral del cuadrado del error para los para´metros de penalizacio´n
del error cu´bico ω1 y ω2
del error es menor se presentan cuando las combinaciones de para´metros de ω1 y ω2 poseen
igual signo.
En la Figura 5.27 se observa el comportamiento del porcentaje de error con respecto a la com-
posicio´n de fondos, variando los para´metros de penalizacio´n del error ω1 y ω2 entre −1 y 1.
En la gra´fica se evidencia que la u´nica la combinacio´n de los para´metros de penalizacio´n con
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Figura 5.29: Superficie de la integral del cuadrado del esfuerzo de control para los para´metros
de penalizacio´n del error cu´bico ω1 y ω2
un absoluto del porcentaje de error mayor al 5 % es la correspondiente a el cero. Por lo tanto,
cualquier combinacio´n de para´metros exceptuando el cero hace que el absoluto del porcentaje
de error con respecto a la composicio´n molar de fondos (xB) sea mı´nimo.
La Figura 5.28 presenta el comportamiento de la integral del cuadrado del error con respecto
a la variacio´n de los para´metros de penalizacio´n del error ω1 y ω2 en el rango entre −1 y 1.
En la gra´fica es evidente que el valor del para´metro de penalizacio´n ω1 debe excluir la regio´n
establecida entre −0,1 y 0,1, ya que la integral del cuadrado del error (ICE) es muy grande en
este rango con respecto a las otras regiones. En la Figura 5.29 se presenta el comportamiento
de la integral del cuadrado del esfuerzo de control con respecto a la variacio´n de los para´metros
de penalizacio´n del error ω1 y ω2 entre −1 y 1. En la gra´fica se puede apreciar que las regiones
donde la integral del cuadrado del esfuerzo de control (ICU) es menor corresponden a las com-
binaciones de los para´metros del mismo signo, combinaciones con valores entre 0 y 1 o entre
0 y −1.
Como resultado se obtiene que el valor o´ptimo de los para´metros de penalizacio´n del error
cu´bico, ω1 y ω2, se encuentran en dos regiones especı´ficas. La primera regio´n corresponde a
la combinacio´n de para´metros de signo positivo en un rango entre 0,1 y 1, y la segunda regio´n
corresponde a la combinacio´n de para´metros de signo negativo en un rango entre −0,1 y −1.
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Figura 5.30: Comportamiento en lazo cerrado variaciones en la referencia incluyendo el
para´metro de penalizacio´n del error cu´bico en la funcio´n de costo
A partir de los resultados obtenidos y teniendo establecidas las regiones en las cuales se pueden
encontrar los valores mı´nimos locales de ω1 y ω2, se utiliza el me´todo de bu´squeda aleatoria
para el ca´lculo de los valores o´ptimos.
En la Figura. 5.30 se presenta el comportamiento del sistema en lazo cerrado para la combi-
nacio´n de para´metros de penalizacio´n del error δi, penalizacio´n del esfuerzo de control ξi, y la
combinacio´n de para´metros ω1 y ω2, que penalizan el error y el error cu´bico. En la Tabla. 5.8
se especifican los valores de los para´metros empleados.
Los valores correspondientes a los para´metros de penalizacio´n del error δ1 y δ2, y a los para´met-
ros penalizacio´n del esfuerzo de control ξ1 y ξ2, que se reportan en la Tabla. 5.8 corresponden al
ensayo 3 del me´todo de ensayo y error (Ver Tabla. 5.6). El valor del para´metro de penalizacio´n
del error ω1 y del para´metro de penalizacio´n del error cu´bico ω2, se calculan por el me´todo de
bu´squeda aleatoria.
En esta seccio´n solo se evalu´a el comportamiento del sistema de la columna de destilacio´n en
lazo cerrado analizando el efecto del error cu´bico en la funcio´n de costo. El para´metro de pe-
134
Capı´tulo 5. Control predictivo basado en el modelo de una columna de destilacio´n
Tabla 5.8: Resultado combinacio´n de para´metros con el efecto del error cu´bico en la funcio´n
de costo (Ver Figura 5.30
Para´metro Valor
δ1 5,0× 105
δ2 1,0× 104
ξ1 40
ξ2 1
ω1 −0,225
ω2 −0,603
ω3 0
ω4 1
nalizacio´n del esfuerzo de control cu´bico es igual a cero (ω3 = 0). Los para´metros empleados
en esta seccio´n se encuentran registrados en la Tabla. 5.8.
5.9. Seleccio´n de los para´metros de penalizacio´n, ω3 y ω4
La seleccio´n de los para´metros de penalizacio´n del esfuerzo de control cu´bico, ω3 y ω4, se real-
iza determinando gra´ficamente las regiones donde los criterios de seleccio´n son mı´nimos. Los
criterios de seleccio´n de las regiones para los para´metros de penalizacio´n del error cu´bico son:
el absoluto del porcentaje del error final con respecto a cada una de las variables controladas
(xD y xB), la integral del cuadrado del error (ICE) y la integral del cuadrado del esfuerzo de
control (ICU).
Posteriormente se aplica la te´cnica de bu´squeda aleatoria para la seleccio´n de los para´metros
de penalizacio´n del error cu´bico o´ptimos.
En la Figura 5.31 se observa el comportamiento del absoluto del porcentaje de error con re-
specto a la composicio´n de destilado (xD). En esta gra´fica se evidencia que para la mayorı´a
de combinatorias de los valores de la penalizacio´n del esfuerzo de control ω3 y ω4 (Ecuacio´n
5.14) con signos contrarios positivo−negativo o negativo−positivo, se presentan porcentajes
del absoluto del error hasta del 3,5 %. Deben emplearse combinaciones de para´metros ω3 y ω4,
de signos iguales positivo−positivo o negativo−negativo.
En la Figura 5.32 se observa el comportamiento del porcentaje de error con respecto a la com-
posicio´n de fondos (xB). En esta gra´fica se evidencia el mismo comportamiento que el presen-
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Figura 5.31: Superficie del absoluto del error final con respecto a xD utilizando los para´metros
de penalizacio´n del esfuerzo de control cu´bico ω3 y ω4
tado en la Figura. 5.32, ya que la mayorı´a de combinatorias de los valores de penalizacio´n
del esfuerzo de control ω3 y ω4 (Ecuacio´n 5.14) con signos contrarios positivo−negativo
o negativo−positivo, presentan porcentajes de error hasta del 1,4 %. Debido a este compor-
tamiento se deben seleccionar combinaciones de para´metros de penalizacio´n del esfuerzo de
control, ω3 y ω4, de signos iguales.
La Figura 5.33 presenta el comportamiento de la integral del cuadrado del error (ICE) con
respecto a la variacio´n de los para´metros de penalizacio´n del esfuerzo de control ω3 y ω4 en-
tre −1 y 1. En la gra´fica se observa que para combinaciones de para´metros de penalizacio´n
del esfuerzo de control de igual signo la integral del cuadrado del error es menor. La regio´n
comprendida en el rango [−0,20,2] para ω4, debe ser excluida de la regiones factibles para
la determinacio´n del para´metro o´ptimo de penalizacio´n del esfuerzo de control, debido a que
presenta valores de la integral del cuadrado del error (ICE) mayores con respecto a las zonas
donde se presentan los valores mı´nimos de este criterio.
En la Figura 5.34 se presenta el comportamiento de la integral del cuadrado del esfuerzo de
control (ICU) con respecto a la variacio´n de los para´metros de penalizacio´n del esfuerzo de
control ω3 y ω4 entre −1 y 1. Las regiones donde la integral del cuadrado del esfuerzo de con-
trol (ICU) es menor, corresponden a combinaciones de los para´metros con signos iguales, es
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Figura 5.32: Superficie del absoluto del error final con respecto a xB para los para´metros de
penalizacio´n del esfuerzo de control cu´bico ω3 y ω4
Figura 5.33: Superficie de la integral del cuadrado del error para los para´metros de penalizacio´n
del esfuerzo de control cu´bico ω3 y ω4
decir combinaciones de signo positivo−positivo entre 0,1 y 1, y negativo−negativo entre −0,1
y −1.
Como resultado se obtiene que el valor o´ptimo de los para´metros de penalizacio´n del esfuerzo
de control, ω3 y ω4, se encuentran en dos regiones especı´ficas. La primera regio´n corresponde
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Figura 5.34: Superficie de la integral del cuadrado del esfuerzo de control para los para´metros
de penalizacio´n del esfuerzo de control cu´bico ω3 y ω4
Tabla 5.9: Resultado combinacio´n de para´metros con el efecto del error y del esfuerzo de
control cu´bico en la funcio´n de costo (Ver Figura 5.35
Para´metro Valor
δ1 5,0× 105
δ2 1,0× 104
ξ1 40
ξ2 1
ω1 −0,225
ω2 −0,603
ω3 −0,932
ω4 −0,855
a la combinacio´n de para´metros de signo positivo en un rango de [0,1 1] para ω3 y en un rango
de [0,2 1] para ω4. y la segunda regio´n corresponde a la combinacio´n de para´metros de signo
negativo en un rango de [−1 − 0,1] para ω3 y en un rango de [−1 − 0,2] para ω4.
A partir de los resultados obtenidos y teniendo establecidas las regiones en las cuales se
pueden encontrar los valores o´ptimos locales de ω3 y ω4. Se procede con el me´todo de bu´sque-
da aleatoria.
En la Tabla. 5.9 se reportan los resultados de los para´metros de penalizacio´n o´ptimos obtenidos
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Figura 5.35: Comportamiento en lazo cerrado variaciones en la referencia incluyendo el error
y el esfuerzo cu´bico en la funcio´n de costo
a partir del me´todo de bu´squeda aleatoria.
En la Figura 5.35 se observa el comportamiento del sistema en lazo cerrado ante cambios en
el punto de ajuste, empleando los valores de los para´metros de penalizacio´n del error y del
esfuerzo de control reportados en la Tabla. 5.9.
La Figura 5.36 presenta el comportamiento del sistema en lazo cerrado con variaciones en el
flujo de alimentacio´n de la columna (F ), empleando la combinacio´n de para´metros de penal-
izacio´n del error (δ1 y δ2), de penalizacio´n del esfuerzo de control (ξ1 y ξ2), de penalizacio´n
del error cu´bico (ω1 y ω2) y de penalizacio´n del esfuerzo de control cu´bico (ω3 y ω4), que se
reportan en la Tabla. 5.9. El flujo de alimentacio´n de la columna (F ) presenta variaciones tipo
escalo´n de +20 %, +10 %, −20 % y −10 % con respecto al valor para el cual esta´ disen˜ada la
columna (540/kgmol/hr), en periodos de tiempo de t = 1hr.
En la Figura ?? se observa que el esfuerzo de control es mayor para cuando se disminuye el
flujo de alimentacio´n a la columna, es decir, cuando se aplican variaciones de −20 % y −10 %
con respecto al valor para el cual esta´ disen˜ada.
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Figura 5.36: Comportamiento del sistema en lazo cerrado al realizar variaciones tipo escalo´n
en F de ±20 % y ±10 % incluyendo el error y el esfuerzo cu´bico en la funcio´n de costo
La Figura 5.37 presenta el comportamiento del sistema en lazo cerrado con variaciones en la
composicio´n molar de alimentacio´n a la columna (zF ), empleando la combinacio´n de para´met-
ros de penalizacio´n del error (δ1 y δ2), de penalizacio´n del esfuerzo de control (ξ1 y ξ2), de
penalizacio´n del error cu´bico (ω1 y ω2) y de penalizacio´n del esfuerzo de control cu´bico (ω3 y
ω4). Los valores de los para´metros empleados para esta simulacio´n se reportan en la Tabla. 5.9.
La composicio´n molar de alimentacio´n a la columna (zF ) presenta variaciones tipo escalo´n de
+20 %, +10 %, −20 % y −10 % con respecto al valor para el cual esta´ disen˜ada la columna
(0,25), en periodos de tiempo de t = 1hr.
En la Figura 5.37 se observa que el esfuerzo de control es mayor para escalones tipo escalo´n
negativo. Cuando se aplican variaciones de −20 % y −10 % con respecto al valor para el cual
esta´ disen˜ada la columna (0,25).
La estabilidad del sistema de control predictivo implementado con los para´metros presenta-
dos la Tabla 5.9 se analiza realizando un diagrama de bifurcaciones. Se evalu´a gra´ficamente
el comportamiento del absoluto del porcentaje de error final con respecto a la composicio´n
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Figura 5.37: Comportamiento del sistema en lazo cerrado realizar variaciones tipo escalo´n en
zF de ±20 % y ±10 %
de destilado (xD) y el absoluto del porcentaje de error final con respecto a la composicio´n de
fondos (xB), perturbando el flujo de alimentacio´n (F ) y la composicio´n de alimentacio´n zF .
El flujo de alimentacio´n se perturba en un rango de 380− 700 kgmol/hr, el cual se selecciona
teniendo en cuenta que la variacio´n ma´xima existente en la variable de perturbacio´n se encuen-
tra acotada en ±30 % del valor del flujo de alimentacio´n para el cual se encuentra disen˜ada la
columna (540/kgmol/hr).
La composicio´n molar de alimentacio´n a la columna se perturba en un rango de 0,18 − 0,32
kgmol/hr, debido a que la variacio´n ma´xima existente en la variable de perturbacio´n se encuen-
tra acotada en ±30 % del valor de la composicio´n molar de etanol para la cual esta´ disen˜ada la
columna (0,25).
La Figura. 5.38 presenta el comportamiento del porcentaje de error de la composicio´n de des-
tilado con respecto a variaciones en las variables de perturbacio´n. El porcentaje de error con
respecto a la composicio´n de destilado en toda la superficie presenta valores del orden de
10−2, exceptuando un pico de 0,15 % cuando el flujo de alimentacio´n y la composicio´n de al-
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Figura 5.38: Comportamiento del porcentaje de error final alcanzado por el sistema en lazo
cerrado variando F y zF con respecto a xD
Figura 5.39: Comportamiento del porcentaje de error final alcanzado por el sistema en lazo
cerrado variando F y zF con respecto a xB
imentacio´n se encuentran en el lı´mite inferior. Sin embargo el valor del porcentaje de error es
aceptable y se presenta debido a que las condiciones y las restricciones de las variables manip-
uladas se encuentran en el lı´mite.
En la Figura. 5.39 se presenta el comportamiento del porcentaje de error de la composicio´n de
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fondos con respecto a variaciones en las variables de perturbacio´n. En la gra´fica se puede ob-
servar que el porcentaje de error con respecto a la composicio´n de fondos es del orden de 10−4,
lo cual demuestra la estabilidad local del sistema en lazo cerrado, empleando los para´metros
presentados en la Tabla 5.9.
5.10. Desempen˜o del control predictivo basado en el modelo lineal
y en el modelo no lineal de la columna de destilacio´n binaria
En la gran mayorı´a de las industrias las columnas de destilacio´n presentan esquemas de control
lineal, sin embargo, debido a la dina´mica no lineal presentada por este tipo de sistemas estos
esquemas de control deben ser replanteados. Por este motivo, en esta seccio´n se evalu´a el de-
sempen˜o del control predictivo basado en el modelo no lineal (NMPC) con respecto al control
predictivo basado en el modelo lineal (MPC).
El modelo no lineal corresponde a una representacio´n de la planta real del proceso de desti-
Figura 5.40: Comportamiento dina´mico del sistema en lazo cerrado empleando el modelo no
lineal (NMPC) y el modelo lineal (MPC) al realizar variaciones en la referencia
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lacio´n binaria de la mezcla etanol-agua y el modelo lineal corresponde a la linealizacio´n del
sistema alrededor de un punto de equilibrio.
En el Capı´tulo 4 en la Seccio´n 4.6 se observa que el comportamiento dina´mico del sistema
con el modelo lineal al realizar perturbaciones en las variables de entrada no representaba una
buena aproximacio´n de la planta real, debido a que es una linealizacio´n alrededor de un punto
de equilibrio y ciertos casos la respuesta infringia las restricciones fı´sicas del sistema. Por este
motivo para el desarrollo del algoritmo de control basado en el modelo lineal (MPC) se incluye
la restriccio´n dada por la limitante termodina´mica con respecto a las variables de estado.
En la Figura. 5.40 se presenta el comportamiento del sistema en lazo cerrado empleando el
modelo no lineal y el modelo lineal. Se observa que con los dos modelos el sistema hace
seguimiento de la referencia. Sin embargo, el esfuerzo de control difiere en magnitud signi-
ficativamente cuando la referencia (lı´nea de color amarillo) se aleja del punto de equilibrio
representado por la lı´nea verde. Esto indica que el sistema de control con el modelo lineal para
cambios en la referencia lejanos al punto de equilibrio no posee un buen desempen˜o ya que al
Figura 5.41: Comportamiento dina´mico del sistema con el NMPC y el MPC al realizar varia-
ciones de ±20 % y ±10 % en F con referencia cercana al punto de equilibrio
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Figura 5.42: Comportamiento dina´mico del sistema con el NMPC y el MPC al realizar varia-
ciones de ±20 % y ±10 % en F con referencia lejana al punto de equilibrio
aplicar los cambios en las variables manipuladas el sistema realmente no conduce a la referen-
cia deseada.
Las Figuras. 5.41 y 5.42 presentan el comportamiento del sistema en lazo cerrado empleando el
modelo no lineal (NMPC) y el modelo lineal (MPC) al realizar perturbaciones en la variable de
entrada, flujo molar de alimentacio´n F . El flujo de alimentacio´n fue perturbado en diferentes
tiempos realizando un aumento o una disminucio´n en su valor con respecto al valor para el cual
esta´ disen˜ada la columna (540kgmol/hr) en porcentajes de ±10 % y ±20 %.
En la Figura. 5.41 se observa que el comportamiento del sistema con el MPC y el NMPC posee
una buena aproximacio´n al realizar variaciones en el flujo molar de alimentacio´n F y teniendo
como referencia un punto cercano al punto de equilibrio. Esto indica que el modelo lineal real-
iza una representacio´n aceptable de la dina´mica del proceso alrededor del punto de equilibrio.
En la Figura. 5.42 se presenta el comportamiento del sistema con el MPC y el NMPC al reali-
zar variaciones en el flujo molar de alimentacio´n F teniendo como referencia un punto retirado
al punto de equilibrio. En esta´ gra´fica se observa que la aproximacio´n de los dos modelos con
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Figura 5.43: Comportamiento dina´mico del sistema con el NMPC y el MPC al realizar varia-
ciones de ±20 % y ±10 % en zF con referencia cercana al punto de equilibrio
respecto al esfuerzo de control ya no es aceptable especialmente en los casos donde el flujo de
alimentacio´n se incremento en un 10 % y 20 %.
En las Figuras. 5.43 y 5.44 se presenta el comportamiento del sistema en lazo cerrado em-
pleando el modelo no lineal (NMPC) y el modelo lineal (MPC) al realizar perturbaciones en
la variable de entrada, composicio´n molar de alimentacio´n zF . La composicio´n molar de ali-
mentacio´n fue perturbada en diferentes tiempos realizando un aumento o una disminucio´n en
su valor con respecto al valor para el cual esta´ disen˜ada la columna (0,25) en porcentajes de
±10 % y ±20 %.
La Figura. 5.43 presenta el comportamiento del sistema con el MPC y el NMPC al realizar
variaciones en la composicio´n molar de alimentacio´n zF y teniendo como referencia un punto
cercano al punto de equilibrio. El modelo lineal posee una buena aproximacio´n con respecto al
modelo no lineal (modelo de la planta), lo cual indica que posee un buen desempen˜o alrededor
del punto de equilibrio.
En la Figura. 5.44 se presenta el comportamiento del sistema con el MPC y el NMPC al realizar
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Figura 5.44: Comportamiento dina´mico del sistema con el NMPC y el MPC al realizar varia-
ciones de ±20 % y ±10 % en zF con referencia lejana al punto de equilibrio
variaciones en la composicio´n de alimentacio´n zF teniendo como referencia un punto retirado
al punto de equilibrio. En esta´ gra´fica se observa que la aproximacio´n de los dos modelos con
respecto al esfuerzo de control es poco aceptable para los casos en los cuales la composicio´n
molar de alimentacio´n se aumento en un 10 % y 20 %.
A partir de los resultados obtenidos se concluye que el desempen˜o del control predictivo basa-
do en el modelo no lineal (NMPC) es mucho mejor comparado con el desempen˜o del control
predictivo basado en el modelo lineal (MPC), debido a las limitaciones que representa el mo-
delo lineal, ya que este solo presenta un buen desempen˜o alrededor del punto de equilibrio. El
control predictivo basado en el modelo no lineal (NMPC) es un controlador mucho ma´s robus-
to, suave y flexible ante cambios en la referencia, responde correctamente ante perturbaciones
y en su algoritmo involucra las restricciones dadas para las variables manipulas y las variables
de estado. El resultado obtenido al aplicar el control predictivo basado en el modelo no lineal
(NMPC) a una columna de destilacio´n binaria para la separacio´n de la mezcla etanol-agua rep-
resenta una ventaja para la industria, debido a que el modelo no lineal es una representacio´n
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de la compleja dina´mica del sistema, involucra las interacciones termodina´micas presentes en
cada plato, la interaccio´n entre las corrientes internas y externas del sistema, y el cara´cter dis-
tributivo representado por los perfiles de composicio´n y temperatura.
5.11. Conclusiones
En este capı´tulo se presentaron las generalidades ba´sicas del control predictivo basado en el
modelo, haciendo e´nfasis en el desarrollo en los u´ltimos an˜os del control predictivo basado en
el modelo. Se plantea un algoritmo de control predictivo basado en el modelo no lineal de una
columna de destilacio´n binaria, este algoritmo tiene como problema de optimizacio´n minimizar
una funcio´n de costo con restricciones dadas por las variables manipuladas y controladas del
sistema.
La funcio´n de costo involucra para´metros de penalizacio´n del error y del esfuerzo de control,
los cuales fueron optimizados empleando el me´todo de ensayo y error, y el me´todo de bu´sque-
da aleatoria. Se observa que los para´metros obtenidos a partir de la aplicacio´n de estos dos
me´todos dan respuestas similares en el comportamiento de la columna de destilacio´n en lazo
cerrado cambiando el punto de ajuste para el cual se disen˜o el controlador.
Se evaluo´ el efecto del error en la funcio´n objetivo, adicionando un para´metro cu´bico. Se obser-
va que la adicio´n del error cu´bico en la expresio´n con su respectivo para´metro de penalizacio´n
aumenta la amplitud de las oscilaciones y suaviza la respuesta del sistema en lazo cerrado. Los
para´metros que penalizan el error y el error cu´bico fueron calculados por el me´todo de bu´sque-
da aleatoria.
Finalmente, el desempen˜o del control predictivo basado en el modelo no lineal (NMPC) es
mucho mejor comparado con el desempen˜o del control predictivo basado en el modelo lineal
(MPC), debido a la robustez, flexibilidad y suavidad de la respuesta dina´mica del sistema ante
cambios en la referencia y ante perturbaciones.
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En un controlador predictivo la ley de control se obtiene a partir de la solucio´n de un problema
de optimizacio´n, en el que se penaliza tanto el error con respecto al punto de equilibrio y el
esfuerzo de control necesario para alcanzar dicho punto. Aunque la solucio´n al problema sea
o´ptima no se garantiza la estabilidad del sistema en lazo cerrado. El problema de estabilidad
surge en el desarrollo de controladores predictivos por la necesidad de utilizar un horizonte de
prediccio´n finito e invariante en el tiempo (Scokaert and Mayne, 1998)y la estrategia de hori-
zonte deslizante.
La teorı´a de Lyapunov proporciona un marco adecuado para el ana´lisis de la estabilidad de sis-
temas no lineales auto´nomos y se extiende a sistemas no auto´nomos gracias a la denominada
funcio´n de Lyapunov de control (CLF) (Allgo¨wer and Zheng, 2000). Relacionada a esta teorı´a
se encuentra el concepto de invariancia positiva de un conjunto en relacio´n con un sistema
auto´nomo (en lazo cerrado, por ejemplo), puede extenderse a sistemas no auto´nomos incorpo-
rando el concepto de invariancia de control.
La teorı´a de conjuntos invariantes da soporte al ana´lisis de regiones estabilizables, dominios
de atraccio´n, entre otros y resulta bastante u´til para el ana´lisis de sistemas con restricciones. El
enfoque de la estabilidad y robustez del MPC introduciendo conceptos de la teorı´a de conjuntos
invariantes fue discutido por D.Q. Mayne en (Mayne, 2001).
En este capı´tulo se analiza la estabilidad del algoritmo de control predictivo basado en el mo-
delo del sistema no lineal sujeto a restricciones de la columna de destilacio´n binaria para la
mezcla etanol-agua.
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6.1. Estabilidad y control predictivo
La solucio´n eficiente del problema de control o´ptimo es importante para cualquier aplicacio´n
del control predictivo basado en el modelo no lineal (NMPC) en los procesos reales, sin em-
bargo la estabilidad en lazo cerrado es tambie´n de gran importancia.
El hecho de que el algoritmo de optimizacio´n encuentre una solucio´n, no garantiza la estabili-
dad en lazo cerrado (incluso con un modelo casi perfecto). El uso de restricciones terminales
y/o contractivas, funciones de Lyapunov o conjuntos invariantes ha dado lugar a una amplia
gama de te´cnicas para garantizar la estabilidad del sistema controlado. Este problema se ha
abordado desde diferentes puntos de vista, y varias contribuciones han aparecido en los u´lti-
mos an˜os, siempre analizando el problema en un marco de espacio de estado. Las principales
propuestas son las siguientes (Mayne et al., 2000, Findeisen et al., 2007):
Horizonte infinito: La restriccio´n terminal de igualdad fue propuesta para garantizar
la estabilidad del problema LQR (Regulador lineal cuadra´tico) con restricciones; este
concepto fue extendido por Keerthi y Gilbert (Keerthi and Gilbert, 1988) a sistemas no
lineales con modelo en espacio de estado, en tiempo discreto y sujetos a restricciones, y
consiste en aumentar el control y horizontes de prediccio´n hasta el infinito, P,M →∞.
En este caso, la funcio´n objetivo se puede considerar una funcio´n de Lyapunov, pro-
porcionando estabilidad nominal. Este es un concepto que debe ser calculado en cada
tiempo de muestreo y la estabilidad se garantiza imponiendo como restriccio´n terminal,
x(t+N |t) = 0 (6.1)
bajo ciertas condiciones de controlabilidad y observabilidad del sistema. En este caso la
funcio´n de coste o´ptimo es estrictamente decreciente en el tiempo, siendo una funcio´n
de Lyapunov del sistema.
En (Mayne and Michalska, 1990) se realiza la formulacio´n para sistemas en tiempo con-
tinuo y se relajan las condiciones para garantizar la estabilidad.
Restriccio´n terminal: Los mismos autores proponen otra solucio´n teniendo en cuenta
un horizonte finito y garantizan la estabilidad mediante la adicio´n de una restriccio´n del
estado terminal de la forma x(t + N |t) = xs. Con esta restriccio´n, el estado es cero
al final del horizonte finito y por lo tanto la accio´n de control tambie´n es cero y, en
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consecuencia (si no hay perturbaciones) el sistema permanece en el origen. Esta te´cnica
requiere un costo computacional adicional, lo cual hace muy complicada su aplicacio´n
en la pra´ctica.
Control dual: La dificultad que presenta la te´cnica de restriccio´n terminal de igualdad,
debido a los problemas computacionales que supone el cumplimiento de la restriccio´n,
fue tratada por Michalska y Mayne (Michalska and Mayne, 1993) en busca de relajar esta
condicio´n, extendiendo la restriccio´n terminal en una vecindad del estado final dentro
del cual el sistema podrı´a ser impulsado al estado final por medio de un controlador
realimentado. De esta forma se establece una restriccio´n terminal de la forma:
x(t+N |t) ∈ Ω (6.2)
siendo Ω el conjunto terminal.
El algoritmo de control predictivo no lineal se utiliza fuera de la regio´n de tal manera
que en el horizonte de prediccio´n es considerado como una variable de decisio´n y se
disminuye en cada tiempo de muestreo. Una vez que el estado entra en Ω, el controlador
cambia a una estrategia lineal calculada previamente.
El controlador ası´ formulado garantiza que el sistema sea conducido a la regio´n terminal,
donde el sistema pasa a regularse por el controlador local que lo estabiliza al origen. De
ahı´ que el controlador se denomine controlador dual.
Horizonte cuasi infinito: Esta es la estructura en la cual se basan las ma´s recientes for-
mulaciones del MPC, en estas formulaciones se garantiza la estabilidad con la adicio´n de
la funcio´n de coste terminal, lo cual implı´citamente hace que la prediccio´n alcance una
vecindad del origen, lo cual implica que son formulacio´n de costo y restriccio´n terminal.
En (Parisini and Zoppoli, 1995) se presenta un trabajo en el cual a partir del modelo no
lineal se plantea un controlador lineal basado en la linealizacio´n alrededor del punto de
equilibrio y toma a la funcio´n de Lyapunov asociada al sistema linealizado en torno al
origen en lazo cerrado V (x) = a·xT ·P ·x, como funcio´n de costo terminal. Se garantiza
la estabilidad demostrando que en estado terminal de la optimizacio´n la funcio´n de costo
o´ptima es estrictamente decreciente.
Chen y Allgo¨wer (Chen and Allgo¨wer, 1998) ampliaron el concepto de incluir explı´cita-
mente la restriccio´n terminal y la funcio´n de coste terminal. La accio´n de control se
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determina mediante la solucio´n de un problema de horizonte finito sin tener que cambiar
el controlador lineal incluso dentro de la regio´n terminal. El me´todo agrega el te´rmino
‖x(t+ Tp)‖2N a la funcio´n de costo. Este te´rmino es el lı´mite superior del costo necesario
para conducir el sistema no lineal al origen a partir de un estado en la regio´n terminal y
por lo tanto esta funcio´n de costo de horizonte finito se aproxima a la funcio´n de costo
de un horizonte infinito, de ahı´ la denominacio´n de horizonte cuasi-infinito.
La clave para determinar la estabilidad del MPC es tener un conjunto y un coste terminal. Los
estados terminales denotan el estado del sistema predicho en el horizonte de prediccio´n final.
Este estado terminal es obligado a llegar al conjunto terminal en el cual se encuentra el estado
estacionario. Dicho estado tiene un costo terminal asociado, el cual es agregado a la funcio´n de
costo.
La ley de control debe satisfacer las siguientes condiciones:
Hay una regio´n Ω tal que para todo x(t) ∈ Ω, entonces h(x(t)) ∈ U (conjunto de
acciones de control admisible) y el estado del sistema en lazo cerrado en el siguiente
tiempo x(t+ 1) ∈ Ω.
Para todo x(t) ∈ Ω, existe una funcio´n de Lyapunov V (x) tal que
V (x (t))−V (x (t + 1)) ≥ L(x, u)) (6.3)
Si estas condiciones se verifican, teniendo en cuenta que Ω es el conjunto terminal y V (x) el
coste terminal, el controlador predictivo (con valores de igualdad de prediccio´n y control de
horizontes) estabiliza asinto´ticamente todos los estados iniciales que son factibles. Por lo tanto,
si el estado inicial es tal que el problema de optimizacio´n tiene una solucio´n, entonces el sis-
tema es conducido al estado estacionario asinto´ticamente estable y satisface las restricciones.
La condicio´n impuesta sobre Ω garantiza el cumplimiento de restriccio´n. En efecto, consideran-
do que x(t) es un estado viable del sistema y u∗(t) la solucio´n o´ptima, entonces se puede obten-
er una solucio´n para x(t+1). En consecuencia, la evolucio´n predicha satisface las restricciones
y x(t+N |t+ 1) ∈ Ω, siendo N el horizonte de prediccio´n. Por lo tanto, ante la aplicacio´n de
h(x(t + N |t + 1)), el sistema permanece en el conjunto terminal Ω. En consecuencia, si x(t)
es factible, entonces x(t+ 1) es posible tambie´n. Dado que todos los estados pertenecen a X ,
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entonces el sistema cumple con las restricciones.
La segunda condicio´n asegura que el costo o´ptimo es una funcio´n de Lyapunov. Esto es nece-
sario para la convergencia asinto´tica del sistema en el estado estacionario. Adema´s, el costo de
terminal es una cota superior del costo o´ptimo del estado terminal, de una manera similar a la
formulacio´n horizonte casi infinito de MPC.
Las condiciones anteriormente presentadas se basan en una representacio´n del sistema en espa-
cio de estados y toda la informacio´n se encuentra disponible en cada tiempo de muestreo. Sin
embargo, la mayorı´a de las veces la u´nica informacio´n disponible es la medicio´n de la salida
del sistema. En este caso, el controlador puede ser reformulado utilizando las salidas y bajo
ciertas condiciones de observabilidad y controlabilidad (Keerthi and Gilbert, 1988), la estabi-
lidad a lazo cerrado puede ser probada.
Los resultados de estabilidad obtenidos a partir de las te´cnicas anteriormente mencionadas son
va´lidos so´lo en el caso de un modelo perfecto, que no es el caso en la pra´ctica. Esto puede
considerarse como un campo abierto con so´lo resultados preliminares (Findeisen et al., 2007).
6.1.1. Condiciones suficientes de estabilidad
Los para´metros generales de disen˜o del controlador predictivo basado en el modelo del sis-
tema, sobre los cuales se imponen condiciones para garantizar la estabilidad del sistema, son
los siguientes:
Horizonte de prediccio´n (N ): es el horizonte temporal en el que se considera la evolucio´n
futura de la planta para el ca´lculo de la actuacio´n.
Costo de etapa (L(x, u)): es la funcio´n que penaliza el estado y la actuacio´n sobre el sis-
tema en la funcio´n a optimizar. Esta funcio´n debe ser continua y definida positiva tal que
L(0, 0) = 0 y adema´s L(x, u) ≥ α (‖(x, u)‖) , siendo α (·) una funcio´n K. Generalmente,
L(x, u) ≥ l · ‖(x, u)‖σ para ciertas constantes l > 0 y σ > 0.
La funcio´n de costo pueden estar basadas en norma infinito, en norma 1, o en norma 2, esta
u´ltima es la ma´s utilizada y da lugar al coste cuadra´tico,
L(x, u) = xT ·Q · x+ uT ·R · u (6.4)
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Donde Q una matriz semidefinida positiva y R una matriz definida positiva.
Coste terminal (V (x)): es la funcio´n que penaliza el estado terminal (estado predicho al final
del horizonte de prediccio´n).
Regio´n terminal (Ω): es un conjunto cerrado, vecindad del origen, el cual el estado termi-
nal debe alcanzar. Para garantizar que el estado terminal alcance esta regio´n se coloca como
restriccio´n del problema de optimizacio´n, denominada restriccio´n terminal.
6.1.2. I´ndice de desempen˜o cuadra´tico
Uno de los algoritmos para determinar la estabilidad del sistema en lazo cerrado es el presenta-
do por (Chen and Allgo¨wer, 1998). En este trabajo el procedimiento sistema´tico corresponde a
determinar una regio´n terminal y una restriccio´n terminal, para probar la estabilidad asinto´tica
del esquema de control propuesto. Suponiendo que el sistema dina´mico en tiempo continuo del
proceso (Ecuacio´n 6.5) es linealizable.
x˙(t) = f (x(t), u(t)) , t ≥ 0, x(0) = x0 (6.5)
y las matrices de linealizacio´n se denotan como
A =
∂f
∂x
∣∣∣∣
x=0,u=0
(6.6)
B =
∂f
∂u
∣∣∣∣
x=0,u=0
(6.7)
Dando lugar a una linealizacio´n Jacobiana alrededor del origen,
x˙ = Ax+Bu; (6.8)
Si la ecuacio´n 6.8 es estabilizable, entonces un estado linear realimentado u = Kx puede ser
determinado de forma tal que AK = A+BK es asinto´ticamente estable.
Los autores (Chen and Allgo¨wer, 1998) reportan el siguiente lema con respecto a la solucio´n
del problema de estabilizacio´n, la demostracio´n del mismo se omite en este documento.
154
Capı´tulo 6. Estabilidad del control predictivo
Lema 6.1. Suponga que la linealizacio´n Jacobiana del sistema 6.5 en el origen es estabilizable
cuando,
a) La ecuacio´n de Lyapunov
(AK + κI)
T P + P (AK + κI) = −Q∗ (6.9)
admite una u´nica solucio´n definida positiva y sime´trica, P , donde, Q∗ = Q+KTRK ∈
Rn×n es definida positiva y sime´trica; κ ∈ [0,∞) satisface
κ < λ(Ak) (6.10)
b) Existe una constante α ∈ (0,∞) especı´ficamente en la vecindad Ωα del origen en la
forma de
Ωα =
{
x ∈ Rn|xTPx ≤ α} (6.11)
tal que
(i) Kx ∈ U , para todo x ∈ Ω, es decir, que el controlador lineal realimentado
respecto a la entrada esta´ limitado en Ωα
(ii) Ωα es invariante para el controlador del sistema no lineal 6.5 por la reali-
mentacio´n local lineal u = Kx.
(iii) para todo x1 ∈ Ω, la funcio´n de costo infinita esta´ definida como
J∞(x1, u) =
α∫
t1
(
‖x(t)‖2Q + ‖u(t)‖2R
)
dt (6.12)
sujeto al sistema no lineal 6.5, inicializando en x(t1) = x1 y controlado por el
estado lineal local realimentado u = Kx, es acotada superiormente de la siguiente
manera,
J∞(x1, u) ≤ xT1 Px1 (6.13)
6.2. Estabilidad del control predictivo aplicado al modelo de la
columna de destilacio´n
Para demostrar la estabilidad del sistema de control aplicado al modelo no lineal de la colum-
na de destilacio´n binaria para la separacio´n de la mezcla no ideal etanol-agua, se calcula un
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controlador regulador lineal cuadra´tico (LQR) para el sistema con las mismas matrices de pon-
deracio´n que el control predictivo aplicado al modelo no lineal (NMPC).
Dada la optimalidad del regulador lineal cuadra´tico (LQR) el desempen˜o terminal es una fun-
cio´n cuadra´tica Vf (x) = xT · P · x donde P es la solucio´n de la funcio´n de Lyapunov dada en
la ecuacio´n 6.9.
Se evalu´a la funcio´n de costo a partir de la ecuacio´n 6.4. Siendo las matrices de ponderacio´n:
Q = I (6.14)
Donde, Q es una matriz identidad de 14× 14.
R = 1 (6.15)
Posteriormente se calcula un invariante positivo del sistema, ası´ como la funcio´n de Lyapunov
del sistema linealizado, asumiendo que el sistema es tal que existe una vecindad del origen
Ω ⊆ X que es un conjunto invariante de control del sistema y adema´s tiene asociada una
funcio´n de Lyapunov.
El procedimiento de ca´lculo corresponde al que presenta la te´cnica LQR asumie´ndose que
uoptimo = Kxoptimo, siendo,
Koptimo=

0,0033 − 0,0028
0,0007 − 0,0006
0,0011 − 0,0009
0,0014 − 0,0012
0,0017 − 0,0014
0,0020 − 0,0017
0,0022 − 0,0019
0,0024 − 0,0021
0,0025 − 0,0023
0,0026 − 0,0024
0,0027 − 0,0026
0,0034 − 0,0035
0,0053 − 0,0055
0,0123 − 0,0127

(6.16)
Los valores propios calculados de la matriz jacobiana del sistema en el punto de equilibrio
alcanzado en lazo cerrado se presentan en la Tabla. 6.1. La estabilidad del punto de equilibrio
se determino´ por el me´todo indirecto de Lyapunov, como se presenta en el Capı´tulo 4 Seccio´n
4.4.
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El punto de equilibrio alcanzado por el sistema en lazo cerrado corresponde a un nodo estable
en el sentido de Lyapunov. La funcio´n de Lyapunov asumida para este controlador corresponde
a la funcio´n V (x) = xTPx. Donde, x es el vector de los 14 estados.
mı´n
u∈U
{V ((f(x, u))− V (x) + L(x, u), sujeto a f(x, u) ∈ Ω} (6.17)
Como resultado de la solucio´n del problema de estabilidad se obtiene que la matriz P de di-
mensio´n 14× 14, corresponde a una matriz sime´trica definida positiva. Por lo tanto, la funcio´n
de Lyapunov V (x) = xTPx y el sistema corresponde a un sistema globalmente estable.
Tambie´n se observa que el sistema independientemente de la condicio´n inicial de los estados
siempre converge a la regio´n terminal, Ω.
El sistema de la columna de destilacio´n binaria en lazo cerrado es un sistema auto´nomo sujeto
a restricciones que evoluciona de una forma admisible ya que cumple con las restricciones en
todo t.
Tabla 6.1: Valores propios de la matriz jacobiana calculada en el punto de equilibrio alcanzado
en lazo cerrado
Valor Propio
λ1 −856,9291
λ2 −829,0449
λ3 −743,4249
λ4 −644,1255
λ5 −556,1855
λ6 −500,9126
λ7 −421,4471
λ8 −322,5172
λ9 −226,3429
λ10 −142,1354
λ11 −76,4190
λ12 −32,8675
λ13 −14,3677
λ14 −6,0352
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6.3. Conclusiones
En este capı´tulo se analizo´ la estabilidad del algoritmo de control aplicado al modelo no lineal
de la columna de destilacio´n binaria. Se presento´ una descripcio´n de los conceptos de estabi-
lidad de sistemas no lineales en la lazo cerrado. la estabilidad se encuentra relacionada con la
teorı´a de conjuntos invariantes. Se aplico´ la te´cnica LQR (regulador lineal cuadra´tico) con el fin
de determinar la estabilidad local del algoritmo de control MPC implementado en la columna
de destilacio´n.
Se obtuvo como resultado que el sistema corresponde a un sistema auto´nomo sujeto a restric-
ciones que evoluciona forma admisible cumpliendo con las restricciones en todo t.
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Trabajo Futuro
El trabajo futuro puede enfocarse en tres aspectos: ana´lisis dina´mico, control e implementacio´n.
7.1. Ana´lisis dina´mico
En este trabajo se analizo´ el comportamiento dina´mico del modelo no lineal simplificado de
la columna de destilacio´n binaria, el cual involucra 14 ecuaciones diferenciales ordinarias. Los
resultados obtenidos muestran que el sistema no posee bifurcaciones.
En un trabajo futuro surge la necesidad de realizar un ana´lisis de bifurcaciones al modelo no
lineal de mayor complejidad que describe el comportamiento de la columna de destilacio´n
binaria, el cual involucra 28 ecuaciones diferenciales ordinarias.
7.2. Control
En la parte de control surgen dos posibilidades de trabajo futuro. La primera expectativa de
trabajo futuro es aplicar el algoritmo de control desarrollado en este trabajo al modelo no lineal
de mayor complejidad que describe el comportamiento de la columna de destilacio´n binaria, y
evaluar el resultado obtenido en este trabajo.
La segunda posibilidad de trabajo futuro es extender la estrategia de control predictivo a otros
modelos no lineales de otros procesos quı´micos como bioreactores y columnas de destilacio´n
reactiva. Este tipo de procesos presentan un alto grado de no linealidad y fuertes interacciones
entre las variables, por ende, un sistema de control que se adecue al modelo no lineal resulta
ser bastante conveniente.
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7.3. Implementacio´n y validacio´n
El siguiente paso de este trabajo, es la implementacio´n y validacio´n experimental de los resul-
tados obtenidos.
La implementacio´n experimental se puede realizar en una columna de destilacio´n a escala
laboratorio con el fin de verificar los resultados obtenidos en la simulacio´n. Inicialmente, se
realiza un ana´lisis econo´mico que determine el costo total de la inversio´n inicial y los benefi-
cios econo´micos que generarı´a la implementacio´n del algoritmo de control predictivo en una
columna de destilacio´n experimental para la mezcla etanol−agua.
Posteriormente, a partir de los resultados obtenidos y de los beneficios econo´micos de la im-
plementacio´n experimental, la implementacio´n y validacio´n de los resultados se extiende a una
columna de destilacio´n real para la separacio´n del sistema no ideal etanol−agua.
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