Abstract. The maxima and minima of Neumann eigenfunctions of thin tubular neighbourhoods of curves on surfaces are located in terms of the maxima and minima of Neumann eigenfunctions of the underlying curves. In particular, the hot spots conjecture for a new large class of domains (possibly non-convex and non-Euclidean) is proved.
where ν denotes the outward unit normal vector field on the boundary ∂Ω. Assuming that Ω is sufficiently regular, it is well known that the eigenvalues can be arranged in an increasing sequence {λ n } ∞ n=1 , where each eigenvalue is repeated according to its multiplicity, so that 0 = λ 1 < λ 2 ≤ λ 3 ≤ · · · → ∞ .
The corresponding eigenfunctions {u n } ∞ n=0 can be chosen in such a way that they are real-valued and form a complete orthonormal set in L 2 (Ω). Since the first eigenfunction u 1 is constant in Ω, all the other eigenfunctions must change sign. Therefore, their global maxima (respectively, minima) in Ω are always positive (respectively, negative). Note that the roles of maxima and minima are interchanged after multiplying an eigenfunction by minus one and that higher eigenvalues may be degenerate. One of the most challenging open problems in spectral geometry is about the location of the maxima and minima of the second eigenfunction. The celebrated conjecture of Rauch's from 1974 states that any eigenfunction corresponding to λ 2 attains its maximum and minimum at boundary points only: Conjecture 1.1 (Hot spots conjecture). ∀x ∈ Ω, min ∂Ω u 2 < u 2 (x) < max ∂Ω u 2 .
According to Bañuelos and Burdzy [2] , Conjecture 1.1 was indeed raised by Rauch during a conference in 1974 but "it has never appeared in print under his name". In fact, the conjecture is usually stated for Euclidean domains, i.e. Ω ⊂ R 2 , but the present extension to manifolds is obvious. It is certainly true that Conjecture 1.1 does not appear in Rauch's conference report [19] , where however a strong heuristic support for the validity of it can be deduced from: Since the first eigenvalue is zero, the large-time behaviour of the heat semigroup generated by the Neumann Laplacian is determined by the second eigenfunction and Neumann boundary conditions model an insulating interface, so it is expected that "hot spots" and "cold spots" of a medium living inside Ω will move towards the boundary ∂Ω for large times. Conjecture 1.1 has been proved for various classes of domains, typically requiring special forms [12, Sec. II.5], certain symmetry [2, 10, 17] or smallness of a parameter [1, 15, 16, 22] . The most general positive result obtained so far was given by Atar and Burdzy in 2004 [1] , who showed that the conjecture holds for all Euclidean Lipschitz domains delimited by graphs of two Lipschitz functions with Lipschitz constant equal to one.
On the negative side, there exist counterexamples for multiply connected Euclidean domains [5, 3, 4] and domains on manifolds [6] . The current state of the art is that the conjecture is expected to hold for convex or even simply connected Euclidean domains [4, Conj. 1.2] .
The primary objective of this paper is to provide a new large class of domains -non-convex and possibly on manifolds -for which the hot spots conjecture holds. These domains are strips, that is, tubular neighbourhoods of curves on an arbitrary two-dimensional Riemannian manifold. We prove the conjecture under the additional assumption that the radius of the tubular neighbourhood is small, so our domains are generally covered neither by the class considered in [1] nor the other works quoted above. Furthermore, the technique we use enables us to locate the maxima and minima of all the Neumann eigenfunctions in the thin strips.
1.2. Strips on surfaces: location of hot spots. To precisely state our results in the context of the hot spots conjecture, we need to begin with geometric preliminaries. Let A be a twodimensional oriented Riemannian manifold (not necessarily embedded in R 3 ) and denote by K its Gauss curvature. Since our results are established under regularity assumptions which are not expected to be optimal, let us assume from the beginning that A is smooth, i.e. C ∞ . Given a positive number L, let Γ : [0, L] → A be a smooth embedded curve, which is assumed to be parametrised by its arc-length. Denoting by T := Γ ′ the unit tangent vector field of Γ, we introduce a unit normal vector field N of Γ by the requirements that N is smooth, of norm 1, orthogonal to T and that the couple {T (s), N (s)} is positively oriented for all s ∈ [0, L]. The curvature κ of Γ is then defined by the Frenet formula T ′ = κN (it is the geodesic curvature of Γ if A is embedded in R 3 ). Given a positive number ε, we define a strip Ω ε of width 2ε to be the set of all the points x in A for which there exists a geodesic of length less than ε from x meeting Γ orthogonally. In other words,
where exp x is the exponential map of A at x ∈ A. Note that s → L ε (s, t) traces the curves parallel to Γ at a fixed distance ε|t|, while the curve t → L ε (s, t) is a geodesic orthogonal to Γ for any fixed s. We also note that in the Euclidean case, i.e. A = R 2 , we have K = 0 and
denote the increasing sequence of eigenvalues of the Neumann Laplacian in the strip Ω ε , where each eigenvalue is repeated according to its multiplicity, and let {u
denote the set of corresponding real-valued eigenfunctions. At the same time, let {λ 0 n } ∞ n=1 denote the increasing sequence of eigenvalues of the Neumann Laplacian on the interval (0, L), where each eigenvalue is repeated according to its multiplicity, and let {u 0 n } ∞ n=1 denote the set of corresponding real-valued eigenfunctions. Since the spectral problem for the latter can be solved explicitly in terms of sines and cosines, it is well known that all the eigenvalues λ 0 n are simple and that each eigenfunction u 0 n with n ≥ 2 admits n stationary points
which correspond to, say, ⌊n/2⌋ minima and ⌈n/2⌉ maxima. More specifically, the eigenfunctions can be chosen in such a way that s (n) m with m even (respectively, m odd) correspond to maxima (respectively, minima). The main result of this paper says that the extremal points of the eigenfunctions of the Neumann Laplacian in Ω ε are located near the extremal points of the eigenfunctions of the Neumann Laplacian on the curve Γ (which can be identified with the interval [0, L]). For a concise presentation of the result and also with future purposes in mind, we firstly introduce the following subsets of Π:
for all m ∈ {0, 1, . . . , n − 1} and
, where δ > 0. To make the notation more flexible, we will sometimes writeS n m instead ofS n m (δ) even in the case m ∈ {1, 2, . . . , n − 2}. Then our main result can be stated as follows: Theorem 1.2. For any N ∈ {2, 3, . . .} and δ > 0, there exists a positive constant ε 0 depending on δ, N , Γ and A such that, for all ε < ε 0 and any n ∈ {2, . . . , N }, the eigenvalue λ ε n is simple and the corresponding eigenfunction u ε n can be chosen in such a way that
Moreover, u ε n has no stationary points in Ω ε outside the sets on the right-hand sides of (4) and (5); and in L ε S (n) m (δ) , m ∈ {1, 2, . . . , n − 2}, u ε n will not attain local minima (respectively, maxima) if m is even (respectively, odd).
Noticing that the side images L ε S (n) 0 and L ε S (n) n−1 are subsets of the boundary ∂Ω ε for all n ≥ 2, the case N = 2 of the theorem particularly implies the hot spots conjecture for the thin strips: Corollary 1.3. There exists a positive constant ε 0 depending on Γ and A such that, for all ε < ε 0 and all x ∈ Ω ε , min
The dependence of the critical half-width ε 0 on the geometry on Γ and A is discussed in more detail in Remark 5.4 below. In particular, a certain uniformity of the result can be achieved.
1.3. Motivation II: quantum graphs. Another motivation of this paper is to provide precise estimates for the Neumann eigenvalues and eigenfunctions in the thin strips, which is of current interest in the context of approximation of quantum dynamics in a thin nanostructure by an effective model in a lower-dimensional manifold. We refer to a recent monograph by Post [18] for an account on the topic when the nanostructure is modelled by a graph and for many references.
For experts in the community it is known that the Neumann Laplacian in a tubular neighbourhood of a submanifold of a Riemannian manifold converges in a sense to the Laplace-Beltrami operator on the submanifold (see [21] for a classical reference on the convergence of spectra). Hence, it is expected that the Neumann eigenfunctions u ε n of Ω ε converges in a sense to Neumann eigenfunctions u 0 n of Γ. Since the hot spots conjecture is clearly satisfied for the latter, the main idea behind the proof of Theorem 1.2 is to establish the convergence in a sufficiently good topology.
In this paper, as the width of the strip tends to zero, we first establish the operator convergence between the Neumann Laplacians in Ω ε and Γ in a norm-resolvent sense (see [20] for a related result in the Euclidean case). Furthermore, using additional methods, we obtain the convergence of eigenfunctions together with their derivatives in the uniform topology of sort C 2,γ . This result seems to be new in the context of quantum graphs and Theorem 1.2 actually follows as a consequence of it.
1.4. Ideas of the proof. Let us now comment on the proof of Theorem 1.2 in more detail. Our proof consists roughly of four steps, combining various methods of differential geometry, spectral analysis, and theory of elliptic partial differential equations:
I. Fermi coordinates; (Section 2) II. Norm-resolvent convergence; (Section 3) III. Convergence of eigenfunctions; (Section 4) IV. Convergence of extremal points.
(Section 5)
Ad
Step I. First of all, using the natural parametrisation of Ω ε suggested by the very definition (2), we identify the curved and ε-dependent strip Ω ε with the Riemannian manifold (Π, G ε ), where
Here f ε is (up to a factor ε) the Jacobian of the scaled exponential map L ε and as such f ε solves the Jacobi equation, cf.
as a fixed parameter, where
is the Gauss curvature K expressed in the Fermi "coordinates" (s, t) ∈ Π. In this way, we may identify the Neumann Laplacian in L 2 (Ω ε ) with the Laplace-Beltrami operator
subject to Neumann boundary conditions. As usual, H ε is understood as the self-adjoint operator in the Hilbert space L 2 Π, f ε (s, t) ds dt associated with the closed quadratic form
Step II. Since f ε → 1 as ε → 0 uniformly in Π, it is expected that H ε will be approximated by the operator
subject to Neumann boundary conditions. Again, H 0 is understood as the self-adjoint operator in the Hilbert space L 2 (Π) associated with the closed quadratic form
Since H ε and H 0 act on different Hilbert spaces, it is convenient to introduce the unitary transform
ε ψ . Then we may justify the approximation of H ε by H 0 via the following resolvent convergence: Theorem 1.4. There exist positive constants C and ε 0 depending on Γ and A such that, for all ε < ε 0 ,
In the proof of Theorem 1.4, we use the idea of establishing the norm-resolvent convergence of operators with help of associated sesquilinear forms (see [11, Thm. 6.3.6] for the general criterion and [13, Sec. 3] for its implementation in a geometrically analogous setting).
Step III. As a consequence of Theorem 1.4, we get the convergence of eigenvalues of H ε to the eigenvalues of H 0 . This statement is not precise because H 0 is still ε-dependent, so its eigenvalues depend on ε. However, it is easy to see from the decoupled form of H 0 that, for any N ∈ N := {1, 2, . . .}, there exists a positive number ε N depending on L such that, for all ε ≤ ε N and any n ∈ {1, . . . , N }, the nth eigenvalue of H 0 is equal to the nth eigenvalue of the Neumann Laplacian in the interval (0, L). The latter was denoted by λ 0 n and the nth eigenvalue of H ε coincides with λ ε n (the nth eigenvalue of the Laplacian in Ω ε ). Hence, (12) |λ
where C is an ε-independent constant (possibly different from that of Theorem 1.4). In particular, the nth eigenvalue of H ε is simple for all sufficiently small ε and converges to the nth eigenvalue of H 0 .
At the same time, recalling the previously introduced notation u 0 n for the nth eigenfunction of the Neumann Laplacian in the interval (0, L), it is easy to see that, for all ε ≤ ε N and any n ∈ {1, . . . , N }, the tensor product ψ Unfortunately, the convergence (13) is too weak to get an information on pointwise properties of ψ ε n in terms of ψ 0 n (the latter eigenfunction is explicitly known). For this reason, we look at the partial differential equation that the difference ψ ε n − ψ 0 n satisfies and using the ideas of elliptic regularity theory in the spirit of [7, 14] and the Sobolev embedding theorem, we obtain an improved result (14) ψ ε n − ψ 0 n C 1,γ (Π) ≤ C γ ε with any γ ∈ (0, 1), where C γ is an ε-independent constant.
Step IV. Since the extremal points of ψ 0 n are explicitly known, convergence (14) is sufficient to conclude with a weaker version of (4) and (5), namely with just closures of S (n) 0 (δ) and S (n) n−1 (δ) instead of the more restricted setsS
n−1 on the right-hand side of the formulae. Here the main idea is to locate the stationary points with help of (14) . To exclude the possibility of existence of extremal points of ψ ε n in the boundary narrow regions S (n) 0 (δ) and S (n) n−1 (δ) as well (which is particularly crucial for the proof of the hot spots conjecture), we still try to continue with the ideas of elliptic regularity theory as above, but now we are only able to show the bound
, where C γ is an ε-independent constant (possibly different from that of (14)). Although the right-hand side does not vanish as ε → 0, the presence of the Hölder exponent γ in (15) enables one to eventually exclude the existence of extremal points in the undesired boundary narrow regions.
However, as was pointed out by an anonymous referee, one can actually proceed more straightforwardly. In fact, it is even possible to prove the convergence of eigenfunctions in the "ideal" space C 2 (Π). This can be done using Lemma 4.3 whose variant was proposed by her/him and that we decided to include in the manuscript. Furthermore, as was correctly remarked by the referee, (15) may be combined together with the C 2 (Π)-convergence result to obtain
where γ ∈ (0, 1), a < 1 2 , and C γ,a is an ε-independent constant, see Remark 4.5. We are grateful to the referee for these substantial improvements upon our convergence results.
Finally, the claims of Theorem 1.2 about the absence of local extrema of ψ ε n in S (n) m (δ) eventually employs the maximum principle, too. Remark 1.5. Since this paper is primarily motivated by the hot spots conjecture, we focus on the corresponding consequences of (14) and (15) (14) immediately enables one to locate the nodal lines of eigenfunctions ψ ε n in terms of the nodal lines of ψ 0 n . We refer to [7] for this original idea in the context of Dirichlet strips.
The rest of the paper consists of four sections following the individual steps of the proof as indicated above.
Fermi coordinates
The above identification of Ω ε with (Π, G ε ) is justified provided that the exponential map L ε : Π → Ω ε is a diffeomorphism. Since Γ is compact, there exists a positive number ε 0 depending on the geometry of Γ and A such that the required property holds for all ε < ε 0 . The smallness of ε 0 is determined by requiring that the function f ε from (6) is positive (to ensure that L ε : Π → Ω ε is a local diffeomorphism by the inverse function theorem) and that L ε is injective (to get a global diffeomorphism). The former leads us to look at the asymptotic behaviour of f ε as ε → 0.
Firstly, remark that, due to (7),
where the bound is independent of ε (but of course a bound in a fixed neighbourhood of Γ would be sufficient for our purposes). Also define κ ∞ := κ L ∞ ((0,L)) . With this notation in hand we have Proposition 2.1. For all ε ∈ 0, 2/ K ∞ (or any ε > 0 in the case K = 0),
Proof. The problem (6) is equivalent to the following integral equation
Since, due to our regularity assumptions, f ε is as smooth as we need on Π, we have
Putting the second inequality into (18) we arrive at (17).
Corollary 2.2. There existsε > 0 such that for all ε ≤ε, L ε : Π → Ω ε is a local diffeomorphism.
Note that one can takeε arbitrarily close to but strictly below the unique solution of the equation C ε = 1 with respect to all ε satisfying (20) . The uniqueness follows from the fact that ε → C ε is increasing on 0, 2/ K ∞ and it maps this interval onto (0, +∞).
The map L ε will become a global diffeomorphism provided that we further restrict the smallness of ε by requiring that L ε is injective (which is always possible because we assume that Γ is embedded in A).
Remark 2.3. Abandoning the geometrical interpretation of Ω ε as a tubular neighbourhood of Γ embedded in A, one may consider (Π, G ε ) as an abstract Riemannian manifold, in which case it is enough to assume that ε ≤ε. Then Ω ε is just immersed in A. At the same time, H ε is a well defined self-adjoint operator under the mere hypothesis ε ≤ε.
For all ε ≤ε and any non-negative integer k, we have
, where we introduced the notation Π ε := (0, L) × (−ε, ε), for any ε > 0. Remark that the norms on the right-hand sides are ε-independent quantities. With an abuse of notation, we keep the
Here and in the sequel, we denote by (s, u) a generic variable in Π ε (respectively, Πε).
We continue by estimating derivatives of f ε . Since
For the second derivative we get in a straightforward manner
The nth order derivatives (n ≥ 2) with respect to t obey
Therefore, by induction, one has
Now for any n ∈ N,
Again, by induction, one easily verifies that
. In a similar vein one derives that (m ∈ N)
Finally, for any a ∈ R and i ∈ {s, t},
and similarly for the higher derivatives. We summarise our findings in Proposition 2.4. For all a ∈ R,
for m = 0 and n ∈ N , O(ε m ) for m ∈ N and n ∈ N ∪ {0} ,
We will denote the product and norm of L 2 (Π, f ε ds dt) and L 2 (Π, ds dt) by ·, · ε and · ε and by ·, · and · , respectively. We will always assume that ε ≤ε. Then these norms are equivalent, because for all g ∈ L 2 (Π, ds dt),
where C ε → 0 as ε → 0. In particular, for any a ∈ R, g ε = O(ε a ) if and only if g = O(ε a ).
Norm-resolvent convergence
In this section we prove Theorem 1.4. Since H 0 and H ε are positive operators, (H 0 + 1) and (H ε + 1) are boundedly invertible. For any F, G ∈ L 2 (Π, ds dt), we can find φ ∈ Dom(H 0 ) and ψ ∈ Dom(H ε ) such that
where h ε and h 0 are quadratic forms of H ε and H 0 , respectively, see (9) and (10) . Hence to show (11) it is enough to prove that (22) . Multiplying the first equation of (22) by φ with respect to the dot product of L 2 (Π, ds dt), we obtain
Here and in the sequel, the comma denotes a partial derivative. This yields
Similarly from the second equation of (22) we get
Clearly, by (17) ,
Thus we have
We conclude that there exist C 1 , ε 1 > 0 such that, for all ε < ε 1 , we have
After a straightforward calculation one gets
Since, by Proposition 2.4,
uniformly on Π as ε → 0, we infer that there exist C 2 , ε 2 > 0 such that, for all ε < ε 2 ,
Here we used the Schwarz inequality together with (24) and (25).
Multiplying the first and the second equation of (22) by κtψ and κtφ with respect to the dot product of L 2 (Π, ds dt) and L 2 (Π, f ε ds dt), respectively, we obtain
Adding the complex-conjugate of the first equation to the second equation we arrive at
This means that for some C 3 , ε 3 > 0 we have
whenever ε < ε 3 . Putting this estimate together with (26) and the observation that
(see (21)), we arrive at (23). This concludes the proof of Theorem 1.4.
Remark 3.1. Inspecting the proof above and recalling Remark 2.3, the dependence of the constants C and ε 0 on the geometry of Γ and A in Theorem 1.4 is only through the supremum
Convergence of eigenfunctions
The eigenpairs of H 0 are of the form (λ
are eigenvalues of one-dimensional Neumann problems after a separation of variables and 
We also have (cf. (12))
. These results are trivial for n = 1, because the first Neumann eigenpair is always formed by a zero eigenvalue and a constant eigenfunction. Therefore, we will omit this case in our considerations below.
W
1,2 -convergence. For any n = 2, 3, . . . , N , put
as ε → 0. Subtracting the eigenvalue equations for ψ ε n and ψ 0 n and taking into account that ∂ t ψ 0 n = 0, we infer that
n . With the help of (28), (29), and Proposition 2.4 we deduce that
as ε → 0.
Multiplying the both sides of (30) by ψ with respect to the dot product of L 2 (Π, f ε ds dt) and employing the Schwarz inequality on the right-hand side of the result, we arrive at
This yields
4.3. W 2,2 -convergence. Multiplying the both sides of (30) by (−∂ 2 s ψ) with respect to the dot product of L 2 (Π, f ε ds dt), we obtain
On the left-hand side we have integrated twice by parts,
By the Schwarz and Young inequalities, we have
Now we may further estimate in (33),
Observe that, due to (32), (28), (29), and Proposition 2.4,
as ε → 0. Taking this together with the previous convergence results into the account, we infer that
from which we conclude that
as ε → 0. Finally, (30) yields
Taking the norm of the both sides we arrive at
4.4. W 3,2 -convergence. Due to (31), (34), and Proposition 2.4, we also have
as ε → 0. Multiplying (30) by f ε and taking the partial derivative of the result with respect to s, we obtain 
Next, multiply (36) by f −1 ε and take the dot product on L 2 (Π, ds dt) of the both sides of the result with (−∂ 3 s ψ). In this way, we arrive at
In the second term, we may integrate by parts as follows
s ψ . Therefore, we may estimate in (37) as follows
Hence, we have
We conclude that ∂
as ε → 0. Taking the norm of (36) multiplied by f
we immediately obtain
as ε → 0. Finally, multiplying (30) by f ε and taking the partial derivative of the result with respect to t, we obtain
t ψ from this equation, taking the norm of the both sides of the resulting formula, and using the triangle inequality together with the previous convergence results, we infer that
4.5. C 1,γ -convergence. By the general Sobolev inequality, we have Corollary 4.1. For any γ ∈ (0, 1), there exists a positive constant C γ depending on γ and L only such that
In particular,
4.6. W 4,2 -bound. Taking the partial derivative of (36) with respect to t and multiplying the result by f −1 ε we obtain
Using the previous convergence results we infer that
as ε → 0. Next, we multiply both sides of equation (39) by (−∂ 3 s ∂ t ψ) with respect to the dot product on L 2 (Π, ds dt),
Using the three relations
we arrive at
as ε → 0. If we express ∂ s ∂ 3 t ψ from (39) and use the first result together with (40), we obtain
Now, taking the partial derivative of (36) with respect to s, in a similar vein as above, we arrive at
as ε → 0. However, multiplying (41) by ∂ 4 s ψ does not make so much use, because there remains a boundary term after integration by parts,
which may be controlled using the trace theorem only by W 1,2 -norms of ∂ Finally, taking the L 2 -norms in the second derivative of (30) with respect to t, we get
(for flat strips, i.e. K = 0, we get a better result ∂
4.7. C 2,γ -convergence. By the general Sobolev inequality, we have Corollary 4.2. For any γ ∈ (0, 1), there exists a positive constantC γ depending on γ and L only such that
The following observation is essentially due to the referee. 
Proof. If this is not the case, then for any K, ε > 0 there exists δ ∈ (0, ε) and x δ ∈ Ω such that |φ δ (x δ )| > Kδ b . Since there exists δ-independent constant C > 0 such that for all x, y ∈ Ω, |φ δ (x) − φ δ (y)| ≤ C|x − y| γ , it is not difficult to see that for all
where the first inequality holds true with some fixedK > 0 and for all δ small enough. Now, we have
with some δ-independent L > 0 whose existence is guaranteed by the assumption that Ω is bounded and with Lipschitz boundary. Therefore, the both sides of (42) decay as δ 2 when δ → 0. But K might have been chosen arbitrarily large. Hence, for a sufficiently small ε, we arrive at a contradiction with (42).
Since by Corollary 4.2, the Hölder coefficients of all the second derivatives of ψ are bounded, and in Section 4.3 we proved that D 2 ψ = O(ε), we arrive at the following consequence of Lemma 4.3:
Proposition 4.4. For any a < 1 2 , there exists a positive ε-independent constant K a such that
Remark 4.5. Putting Proposition 4.4 and Corollary 4.2 together we obtain
with anyγ ∈ (0, 1) and a < 1 2 . This can be easily seen after applying the following estimate on the second derivatives of ψ,
where 0 <γ < γ ∈ (0, 1) and φ ∈ C 0,γ (Π).
Convergence of extremal points
In this section we particularly prove Theorem 1.2. Since, under the smallness assumption (27), we explicitly have Lemma 5.1. For any N ∈ {2, 3, . . .} and δ > 0, there exists a positive constant ε 1 depending on δ, N , Γ, and A such that, for all ε < ε 1 and any n ∈ {2, . . . , N },
.
(This is not restrictive at all, because for larger values of δ we may use ε 1 that corresponds to any δ from the interval.) Let m be even. Then, due to (38), there exists a positive constant M such that for all t ∈Ī and all ε sufficiently small,
On the other hand, for all ε small enough,
Therefore, (43) is valid, whenever
Inequality (44) may be verified in a similar manner.
Lemma 5.2. For any N ∈ {2, 3, . . .} and δ > 0, there exists a positive constant ε 2 depending on δ, N , Γ, and A such that, for all ε < ε 2 and any n ∈ {2, . . . , N }, there exists a positive constant ε 3 depending on N , Γ, and A such that, for all ε < ε 3 and any n ∈ {2, . . . , N }, ψ ε n has no stationary point in S Proof. We will prove the claim on S (n) 0 (δ), where we have
Pick a ∈ (0, Then there exists a positive constant ε 0 depending only onC,ε andL such that, for any ε ≤ ε 0 , the second Neumann eigenfunction ψ ε 2 of H ε achieves its global maximum (respectively, minimum) on the boundary pointsS 
