We compare several recently proposed filters for pattern recognition and show that they approximate more or less the optimal filter, which, however, is not so easy to implement.
Since the introduction of the holographic matched spatial filters 1 much research effort has been undertaken to improve the performance of optical correlators in pattern recognition. In pattern recognition the main problem is that the classical matched filter, which is optimal for the detection of objects in additive Gaussian noise, is not able to discriminate effectively between an object of one class and that belonging to other classes. So attempts were undertaken to introduce filters with better discrimination ability.
One of the most popular ideas is to use the so-called phase-only filter (POF) 2 and its numerous improved modifications (see, for example, Refs. [3] [4] [5] [6] [7] [8] . Although the POF was introduced mainly for practical reasons to avoid the synthesis of complex amplitude and phase, the POF appears to have much better discrimination ability than the classical matched filter. The POF yields much sharper correlation peaks with fewer and smaller sidelobes.
But some natural questions arise. Why does the POF possess better discrimination ability? Is the POF optimal or how close does the POF approximate the optimal filter? The most popular qualitative explanation of the better discrimination capability of the POF is that it acts as a high-pass filter and enhances higher spatial frequencies of the pictures. 9 But why are high spatial frequencies so important for discrimination of different patterns? And if they are, how much and in what concrete way should they be enhanced? To the best of our knowledge, these questions are not answered in the current literature.
The problem of filter optimality in terms of discrimination capability has been addressed by several researchers.
Mahalanobis et al. 10 recently introduced the so-called minimum average correlation energy filters (MACE filters) that produce sharp output correlation peaks and maximize the ratio of the squared peak value of the correlation function to the average correlation plane energy. They showed good performance in actual experiments. 11 What is remarkable is that they still need some preprocessing of the input images in the form of edge enhancement that modifies the correlation between the images under recognition. It is, of course, not surprising because the set of possible images is in no way involved in the design of the MACE filter.
Fleisher et al. 12 ' 13 proposed another criterion for the synthesis of the optimal filter. They require a strong and narrow peak for a match between the input and filter functions in contrast with uniform signal distribution for a pattern to be rejected. The signal distribution over the picture area for a pattern to be rejected is treated as a probability density distribution, so the requirement of uniform distribution is equivalent to the requirement of maximization of the entropy of this distribution. This is why filters, obtained according to this criterion, are referred to as entropy optimized filters (EOF's).
It has been shown by computer simulation 12 that the discrimination power of the EOF is much better than that of the POF and is comparable with that of MACE filters. It has also been noted that a dominant feature of the EOF, which was observed experimentally, is a substantial enhancement of the high frequency components of the images. Another important feature of the EOF is its adaptivity, since the entropy criterion also takes into account the patterns to be rejected.
But optimization by the entropy criterion practically never yields a purely constant signal outside the detection peak, and so the question remains whether it is still possible to reduce further the probability of wrong classification, which will take place, when the remaining outbursts of the filter output signal plus sensor noise (always present in real signals) exceed the detection peak.
Another approach to the synthesis of a filter with maximal discrimination capability was described in Refs. 14 and 15 (In Russian this was published earlier in Refs. [16] [17] [18] [19] . According to this approach the filter is optimized in terms of the ratio: peak response to standard deviation of the signals from the objects to be rejected. This ratio is to be averaged over the sensor noise realizations. We refer to this ratio as the signal-to-noise ratio (SNR). As a result the following frequency response, H(f), of the optimal filter can be obtained:
where S 0 *(f) is the complex conjugate spectrum of the given object, S rj (f) is the spectrum of patterns to be rejected, f is the vector of spatial frequencies, and AV sn represents spectrum averaging over realizations of sensor noise. Depending on the task, the power spectrum AV sn | S rj (f) | 2 of the patterns to be rejected (wrong patterns) may be found in a different way. If the given object and wrong patterns are observed simultaneously in the same picture (as, for example, in the task of a target localization), an estimate of the power spectrum of the observed picture is taken for AV sn | S rj (f) | 2 . When the given object and wrong patterns are presented for recognition separately (as in the tasks of pattern recognition), an estimate of the averaged power spectrum of all the individual wrong patterns is taken for AV sn 19 with small targets on a complicated background, has shown the superiority of the filter [Eq. (1)] compared with the conventional matched filter in terms of discrimination capability.
Being optimal, this filter is also superior to the POF. This can be confirmed by the simulation results presented in Fig.  1 where, from top to bottom, graphs of the initial random signal with an object signal and graphs of the output signals of the conventional correlator, of the phase-only and optimal filters are presented. In this one-dimensional simulation experiment the quantity of the signal samples was chosen as 128. Filtering was carried out by the fast Fourier transform technique, and as an estimate of the denominator in Eq. (1) the squared spectrum module of the total signal was chosen, smoothed by the convolution with a rectangle window of five samples for averaging over computer round-off noise.
The physical meaning of Eq. (1) for frequency response of the optimal filter and the relationship between the optimal and POF and its modifications can be better seen if we represent the formula in the following way 14, 15 :
In such a representation the optimal filter is regarded as consisting of two filters in cascade. The first, which is represented by the first factor in Eq. (2), may be referred to as a whitening filter because, for simultaneous observation of the object with some outside objects within the same picture, this filter makes the picture signal spectrum at its output almost uniform. The second filter [the second factor in Eq. (2)] is obviously nothing more than a matched filter for the object, predistorted by the same whitening operator. For separate observation of patterns in pattern recognition, this whitening acts as an orthogonalization procedure that was described by Caulfield and Maloney as early as 1969. 20 If the observed signal contains only the object signal without any wrong patterns, the second filter in Eq. (2) is, obviously, just the POF, 3 and the total filter [Eq. (2)] is just the amplitude-compensated (modulated) POF 4, 6 as well as the MACE filter for a single object. As the output of the filter we have a delta function. In many applications, especially optical pattern recognition, the spectra of the objects and patterns to be rejected are in general similar. When this is the case, the POF approximates the second filter in Eq. (2), and the other above-mentioned filters approximate the optimal filter itself. But dissimilarities in spectra are most important for the discrimination of patterns. The optimal filter does take advantage of these dissimilarities, while other filters do not. An important feature of the optimal filter [Eq. (1)] is its adaptivity in application for target detection, since its frequency response is determined by the power spectrum of the observed picture. And the whitening operation is also adaptive. Because the picture spectrum usually (but not always) decreases at higher spatial frequencies, whitening results in enhancement of high frequencies (visually it can be observed as edge enhancement), which is always recommended in optical pattern recognition since the work by Lowenthal and Belvaux. 21 As a distinction of these ad hoc recommendations Eqs. (1) and (2) explicitly state to what degree and in which specific way this enhancement must be done for each specific picture. Graphs of the initial signal, of the signal at the output of the whitening filter, and of the pulse response of the whitening filter, shown in Fig. 2 , illustrate this edge enhancement feature of the optimal filter for the same signal and object as in Fig. 1 . However, if the object to be detected would be masked by, for example, a high frequency grid, the whitening would obviously not enhance but attenuate high frequencies of the grid.
Thus, whitening automatically suppresses all the powerful or frequently occurring features of the wrong objects, such as low frequency components of most pictures. On the other hand, the second component of the optimal filter, the matched filter for signal predistortion, enhances all the dissimilarities in the spectra of the object and wrong patterns.
Equation (1) also gives a precise explanation of the importance of different frequency bands in the signal. It is straightforward to show that the SNR at the output of this filter is equal to i.e., equal to the energy of the whitened spectrum of the object. So the higher the energy of the whitened signal, the better the SNR. It is this relationship that measures the importance of the signal frequencies. A more comprehensive analysis of the optimal filter may be found in Refs. 14 and 15.
As has been mentioned, the optimal filter [Eq. (1)] can be implemented by both a digital computer and an optical correlator. In the latter the implementation requires put- ting in the Fourier plane of a conventional optical correlator a nonlinear medium whose transparency is inversely proportional to the intensity of the incidence light. 17 Unfortunately, such a medium ought to have a large dynamic range that is due to a usually high dynamic range of the Fourier spectra of pictures, and it is not trivial to find such a medium. In the experiment described in Ref. 19 , an astronomical photographic plate was used as the nonlinear medium. Another possibility for optical implementation of the optimal filter could be the proper use of nonlinearity when holograms are recorded, which was recognized as useful for improving correlator discrimination capability long ago, 22, 23 or by using the nonlinear joint transform correlator 24 that has already shown its superiority to the matched filter 25 and a performance similar to POF's. 26 The disadvantage of the optimal filter [Eq.
(1)] in optical implementation is its extremely low light efficiency. Evidently, a binary phase-only modification of this filter can be designed by quantization of the real and imaginary parts of the filter frequency response [Eq. (1)] onto three levels: 0 and ±1, and by appropriate optimization of the quantization similar to that described in Ref. 5 for the POF's. The dc-blocked phase-only and binary phase-only filters, proposed by Kallman, 27 can be regarded as the simplest version of such an optimized filter. Finally, one more possibility for an approximate implementation of the optimal filter within the constraints of current spatial light modulator technology opens the idea of operating a phase-with-coupledmagnitude spatial light modulator, proposed recently by Kaura and Rhodes. 28 The author gratefully acknowledges the support of the Deutsche Forschungsgemainschaft under contract ER16/ 94-1.
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