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Abstract
This article deals with derivatives for set-valued maps that take values in ordered vector spaces, in particular it concerns about
the relationship between the epiderivatives of a set-valued map and its associated map of infima. When the image space is a real
separable Hilbert space ordered by an orthonormal basis, by using a variational technique based on a decoupling of the ordering
cone into half-spaces, we show that both epiderivatives coincide under certain hypothesis of compactness and stability. Furthermore
we obtain some computation formulas for these derivatives in terms of associated scalar set-valued maps.
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1. Introduction
Let f : X →R be a given function and let x, u ∈ X, the limit
d−f (x;u) = lim inf
u′→u,h→0+
f (x + hu′) − f (x)
h
defines a notion of derivative of f at x in the direction u. This concept and several generalizations have been widely
studied with different names (Hadamard variation, lower Dini directional derivative, lower semiderivative, contingent
epiderivative, subderivative, . . . ) in real and vector analysis (see for example [5,9,15,21–24]). In this context, by
using his theory of contingent derivatives of set-valued maps, Aubin and Frankowska in [5] define the contingent
epiderivative D↑f (x) of f at x in the following manner
D↑f (x)(u) = minDc(f +R+)
(
x,f (x)
)
(u)
where Dc(f +R+)(x, f (x)) is the contingent derivative of the set-valued map f +R+ at (x, f (x)).
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map that takes values in a vector space ordered by a pointed cone. In the same manner, when the ordering cone is
nonpointed, a notion of family of contingent epiderivatives appears in [25].
If the image space is the real line with its natural ordering, Jahn and Khan gave an existence result and a computa-
tion formula for the contingent epiderivative of a convex set-valued map in terms of the map of infima of the closure
of its images (Proposition 2.1 of [17]). This result was extended for set-valued maps that take values in Rn, firstly
when the ordering cone C is Rn+ in Theorem 7.5 of [25], and posteriorly in Theorem 4.8 of [26] for any closed convex
pointed cone.
Loosely speaking, main idea behind these results relies on the fact that the closure of the images of this class of
set-valued maps attain their minima (ideal minimals), in this case the epidifferentiability of these maps is equivalent
to the epidifferentiability of their associated maps of infima. However, if the previous situation does not hold, i.e. if
there not exist ideal minimals of the images sets of the set-valued maps but their infima exist, it is necessary to study
the relationship between the contingent epiderivative of a set-valued map and its associated map of infima in order to
clarify the theory.
The aim of this article is to study these questions, especially if the image space is a real separable Hilbert space Y
ordered by an orthonormal basis. The contents of this paper are as follows. Section 2 is devoted to preliminaries and
notations to be used. Following the approach made in [25] for the minimum of a subset, in Section 3 we study the in-
fima of a subset from a variational perspective. In Theorem 3.2 we give a variational characterization for this element
of Y . In Section 4, we suppose a vector space ordered by an half-space and we characterize all epidifferentiable set-
valued maps (Theorem 4.2). As an application we show that, under general assumptions, any upper locally lipschitz
set-valued map is epidifferentiable with respect to any half-space (Proposition 4.3). By decoupling the ordering cone
into half-spaces, in Section 5 we study certain variational systems constructed by means of the families of epideriva-
tives with respect to these half-spaces. Finally in Section 6, under certain conditions of stability and compactness, in
Theorem 6.4 we show that if the set-valued is epidifferentiable in the same way its map of infima is epidifferentiable,
moreover both epiderivatives coincide. Computation formulas in terms of epiderivatives of scalar set-valued maps are
also given.
2. Notations and preliminaries
Throughout this paper X, Y are real normed spaces where Y is partially ordered by a closed convex cone C not
necessarily pointed. By y2  y1 (equivalently y1  y2) we denote y1 − y2 ∈ C. Let Y ′ be the topological dual of Y
and C+ the positive polar dual cone of C, i.e. C+ = {λ ∈ Y ′: λ(c) 0 for any c ∈ C}.
By F : X → 2Y we denote a set-valued map from X to Y and by (x, y) a point of its graph. We recall that the
effective domain, the graph and the epigraph of F are defined by:
dom(F ) = {x ∈ X: F(x) = ∅},
graph(F ) = {(x, y) ∈ X × Y : y ∈ F(x)},
epi(F ) = {(x, y) ∈ X × Y : x ∈ dom(F ), y ∈ F(x) + C}.
Let B = {y ∈ Y : ‖y‖ 1}. We use the two following calmness notions for set-valued maps.
Definition 2.1. F is said to be stable at (x, y) ∈ graph(F ) if there exists a neighborhood U of x and a real constant
M > 0 such that F(x) ⊂ {y} + M‖x − x‖B for any x ∈ U\{x}.
Definition 2.2. F is said to be upper locally lipschitz at x ∈ dom(F ) if there exists a neighborhood U of x and a real
constant M > 0 such that
F(x) ⊂ F(x) + M‖x − x‖B for any x ∈ U.
It is easily seen that if F is stable at (x, y), then it is upper locally lipschitz at x.
Let A be a nonempty subset of Y by IMin(A,C) (respectively IMax(A,C)) we denote the set of ideal mini-
mal (respectively ideal maximal) points with respect to C, i.e. IMin(A,C) = {a ∈ A: A ⊂ a + C} (respectively
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z ∈ Y such that A ⊂ z + Y . We denote Λ(A) the subset of C-lower bounds of A
Λ(A) = {y ∈ Y : A ⊂ y + C}.
If A is C-lower bounded, an element z′ ∈ Λ(A) is said to be an infimum of A with respect to C if z  z′ for every
z ∈ Λ(A). The set of all infima of A with respect to C is denoted by ϕC(A). We remark that if ϕC(A) = ∅, then
ϕC(A) = IMax{y ∈ Y : A ⊂ y + C}.
As a consequence, given F : X → 2Y such that F(x) is C-lower bounded for every x ∈ dom(F ), we associate it with
a set-valued map of infima ϕCF defined by
ϕCF (x) = ϕC
(
F(x)
)
if ϕC
(
F(x)
) = ∅, ϕCF (x) = ∅ elsewhere.
(See [25] for an application of these kind of maps in set-valued analysis.)
Natural setting for these concepts is when C is strongly minihedral.
Definition 2.3. C is said to be strongly minihedral, if ϕC(A) = ∅ for every C-lower bounded subset of Y .
Therefore if C is strongly minihedral and F(x) is C-lower bounded for every x ∈ dom(F ), then dom(F ) =
dom(ϕCF ).
Let λ ∈ C+ and Hλ its associated half-space, i.e. Hλ = {y ∈ Y : λ(y〉 0}. Hλ is a closed convex nonpointed cone,
hence it defines a partial ordering on Y . Given y2, y1 ∈ Y , then
y2 − y1 ∈ Hλ if and only if λ(y2) λ(y1). (2.1)
By inf, sup, min and max we denote the usual notions in real analysis of infimum, supremum, minimum and maximum.
We also denote λ(A) = {λ(a): a ∈ A}.
Lemma 2.4. Let A be a nonempty subset of Y and let λ ∈ C+.
(i) a ∈ IMin(A,Hλ) (respectively a ∈ IMax(A,Hλ)) if and only if λ(a) = minλ(A) (respectively λ(a) = maxλ(A)).
(ii) Hλ is strongly minihedral.
Proof. (i) If y ∈ IMin(A,Hλ) we have λ(a) λ(y) for every a ∈ A, and reciprocally given an element y ∈ A verifying
previous inequalities, then y ∈ IMin(A,Hλ).
(ii) From Hλ-lower boundedness of A, there exists z ∈ Y such that A ⊂ z + Hλ, hence λ(A) is lower bounded by
λ(z). Let y′ ∈ Y such that λ(y′) = inf{λ(y): y ∈ A} and
Λ = {y ∈ Y : A ⊂ y + H }.
By definition λ(a) λ(y′) for every a ∈ A therefore A ⊂ y′ + Hλ and consequently y′ ∈ Λ. Moreover λ(a) λ(y)
for every y ∈ Λ, therefore λ(y′) λ(y) for every y ∈ Λ, thus
λ(y′) = supλ(A) = maxλ(A) and by (i) y′ ∈ IMax(Λ,Hλ). 
It is well known that
C =
⋂
λ∈C+
Hλ.
This property motivates next definition.
Definition 2.5. Let {λi}i∈I ⊂ C+. {Hλi }i∈I is said to be a representation of C if C =
⋂
i∈I Hλi .
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lation and resolution of many problems arising in mathematics, for example in Optimization (see [1,11–13,27]) or
in Partial and Ordinary Differential Equations (see [2–4,6,8,10,14,19,20]). In this paper we focus in real separable
Hilbert spaces ordered by an orthonormal basis. In this situation, we consider a real separable Hilbert space Y or-
dered by an orthonormal basis {ei}i∈I⊆N, we denote 〈·,·〉 its inner product. These kind of ordered spaces have been
widely studied in the literature (see for example [18,28] and references therein). Each element ei is associated with a
half-space Hei = {y ∈ Y : 〈y, ei〉 0}, and therefore we have a natural representation of C given by {Hei }i∈I , i.e.
C =
⋂
i∈I
Hei . (2.2)
C is a closed convex pointed cone and strongly minihedral; furthermore when Y is finite-dimensional, these spaces
characterize all finite-dimensional spaces ordered by strongly minihedral cones with nonempty interior (Theorem 6.7
of [20]), in particular Y = Rn ordered by C = Rn+. In this context by Fi we denote the set-valued map from X to R
defined by
Fi(x) =
{〈y, ei〉: y ∈ F(x)} for any x ∈ X (with convention 〈∅, ei〉 = ∅).
If y ∈ A by T (A,y) we denote the contingent cone to A at y [5]. We recall that the contingent derivative DcF(x, y)
of F at (x, y) ∈ graph(F ) is the set-valued map from X to Y defined by graph(DcF (x, y)) = T (graph(F ), (x, y)).
Definition 2.6. Let (x, y) ∈ graph(F ) and L = dom(Dc(F + C)(x, y)). A single-valued map ϕ : L → Y whose epi-
graph coincides with the contingent cone to the epigraph of F at (x, y), i.e.
epi(ϕ) = T (epi(F ), (x, y)),
is called a contingent epiderivative of F at (x, y) with respect to C. The set of all these elements is called the family
of contingent epiderivatives of F at (x, y) with respect to C and it is denoted by Γ (F, (x, y),C).
When C is pointed by DF(x, y) we denote the unique element of Γ (F, (x, y),C). Furthermore if Y =R, C =R+,
following the notation given in [5], by D↑F(x, y) we denote the corresponding epiderivative.
In [25], the LBD property is defined. This condition is necessary for the existence of Γ (F, (x, y),C).
Definition 2.7. (See [25].) A set-valued map F is said to have the LBD (lower bounded derivative) property at
(x, y) ∈ graph(F ) with respect to C if Dc(F + C)(x, y)(u) is C-lower bounded for any u ∈ L.
Proposition 2.8. Let λ ∈ C+, Lλ = dom(Γ (F, (x, y),Hλ)). For every {ϕ1, ϕ2} ⊂ Γ (F, (x, y),Hλ), u ∈ Lλ we have
λ
(
ϕ1(u)
)= λ(ϕ2(u))= min{λ(v): v ∈ Dc(F + Hλ)(x, y)}.
Proof. Let u ∈ Lλ. By Theorem 3.1 of [25], it is verified {ϕ1(u),ϕ2(u)} ⊂ IMin(Dc(F + Hλ)(x, y)(u),Hλ). Hence
from Lemma 2.4 λ(ϕ1(u)) = λ(ϕ2(u)). 
3. Variational characterization of the infimum
Let C be a closed convex cone and let {Hλi }i∈I be any representation of C, furthermore let A be a nonempty
C-lower bounded subset of Y . Therefore for any λ ∈ C+ it is clear that inf{λ(a): a ∈ A} λ(y) for every y ∈ Λ(A).
Consequently, we can consider the following variational system
(P )
{
Find y ∈ Y such that
λi(y) = inf{λi(a): a ∈ A} for any i ∈ I.
In this section we show that solutions of (P ) are related to ϕC(A).
Theorem 3.1. If (P ) has solution, then ϕC(A) = ∅ and w ∈ ϕC(A) if and only if w solves (P ), i.e. λi(w) =
inf{λi(a): a ∈ A} for any i ∈ I .
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λi(w) = inf
{
λi(a): a ∈ A
}
for any i ∈ I. (3.1)
Firstly, let us see that w is a C-lower bound of A. Given a ∈ A, from (3.1) λi(a − w)  0 for every i ∈ I , hence
a − w ∈⋂i∈I Hλi = C.
Furthermore, if we take any C-lower bound y of A, i.e. A ⊂ y +C, then λi(a) λi(y) and consequently λi(w) =
inf{λi(a): a ∈ A} λi(y) for every i ∈ I . Therefore w − y ∈⋂i∈I Hλi = C and
w ∈ IMax({y ∈ Y : A ⊂ y + C},C)= ϕC(A).
On the other hand, given w′ ∈ ϕC(A), as w ∈ ϕC(A) it is verified that w′  w, w  w′ hence w − w′ ∈
C ∩ −C = {v: λi(v) = 0 for every i ∈ I } which implies λi(w′) = λi(w) for every i ∈ I . Therefore by (3.1) w′ also
solves (P ). 
In general, (P ) may have no solution although ϕC(A) = ∅. For example, this occurs if Y = R2, A = {y: ‖y‖ 1}
and C =R2+ with a representation given by H1 = {(x, y): x  0}, H2 = {(x, y): y  0}, H3 = {(x, y): x + y  0}.
But if we consider Y a real separable Hilbert space ordered by an orthonormal basis (ei)i∈I⊆N and {Hei }i∈I the
representation given in (2.2), the problem (P ) has a solution that characterizes ϕC(A). In this context (P ) takes the
form {
Find y ∈ Y such that
〈y, ei〉 = inf{〈a, ei〉: a ∈ A} for any i ∈ I.
Theorem 3.2. Let I ⊆ N. Assume Y is a real separable Hilbert space ordered by an orthonormal basis (ei)i∈I . Then
(P ) has an unique solution given by ϕC(A), i.e.〈
ϕC(A), ei
〉= inf{〈a, ei〉: a ∈ A} for any i ∈ I. (3.2)
Proof. Firstly, since C is strong minihedral and pointed, the subset ϕC(A) is nonvoid and a singleton. From Theo-
rem 3.1 it is enough to prove that ϕC(A) solves (P ).
Let i ∈ I . By definition of ϕC(A), A ⊂ ϕC(A) + C ⊂ ϕC(A) + Hei , hence 〈a, ei〉 〈ϕC(A), ei〉 for every a ∈ A
and therefore
inf
{〈a, ei〉: a ∈ A} 〈ϕC(A), ei 〉.
Indeed, the previous inequality is always an equality. Suppose, contrary to our claim, that
inf
{〈a, ei〉: a ∈ A}> 〈ϕC(A), ei 〉 (3.3)
and consider the sequence (α∗n)n∈N ⊂R given by
α∗j =
〈
ϕC(A), ej
〉
if j = i,
α∗i = inf
{〈a, ei〉: a ∈ A}.
We define w∗ :=∑n∈N α∗nen ∈ Y , it is obvious that A ⊂ w∗ + C, therefore by (3.3) we have w∗ ∈ ϕC(A) + C\{0}
what is a contradiction.
Finally, as ϕC(A) is a singleton, uniqueness follows from Theorem 3.1. 
4. Epiderivatives with respect to half-spaces
Given λ ∈ C+ in this section we study the epidifferentiabily of F at (x, y) ∈ graph(F ) with respect to the half-
space Hλ. We denote Lλ = dom(Dc(F + Hλ)(x, y)).
Proposition 4.1. Let A be a proper subset of Y . If A is closed and verifies A = A + Hλ, then IMin(A,Hλ) = ∅.
Moreover A is convex.
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that
z0 /∈ A = A + Hλ. (4.1)
Suppose, contrary to our claim, that A is not Hλ-lower bounded, i.e. A ⊂ z + Hλ for every z ∈ Y . In particular
A ⊂ z0 + Hλ, hence there exists a′ ∈ A such that
a′ /∈ z0 + Hλ. (4.2)
From (4.1) and (4.2) we deduce that z0 − a′ /∈ Hλ ∪ −Hλ = Y , a contradiction.
On the other hand, from Hλ-lower boundedness of A, there exists z ∈ Y such that A ⊂ z + Hλ. As λ(A) is lower
bounded there exists an element z∗ ∈ Y such that
λ
(
z∗
)= infλ(A). (4.3)
Let us prove that z∗ ∈ A. Taking d∗ ∈ Y such that λ(d∗) > 0 and considering the sequence (z∗ + 1
n
d∗)n, it is clearly
seen that (z∗ + 1
n
d∗)n → z∗ and λ(z∗ + 1nd∗) > λ(z∗). By (4.3) for any 0 <  < λ( 1nd∗) there exists an ∈ A such that
λ(an) λ
(
z∗
)+  < λ(z∗ + 1
n
d∗
)
,
hence
λ
(
an −
(
z∗ + 1
n
d∗
))
< 0.
If we consider h := −an + (z∗ + 1nd∗) ∈ Hλ, then
λ
(
an + h −
(
z∗ + 1
n
d∗
))
= 0
and
an + h −
(
z∗ + 1
n
d∗
)
∈ Hλ ∩ −Hλ,
which implies
z∗ + 1
n
d∗ ∈ an + h + Hλ ∩ −Hλ
and consequently
z∗ + 1
n
d∗ ∈ A + Hλ = A.
Therefore (z∗ + 1
n
d∗)n ⊂ A converges to z∗ and by closedness of A we finally get z∗ ∈ A. Then λ(z∗) = minλ(A)
and by applying Lemma 2.4 we get that z∗ ∈ IMin(A,Hλ).
Moreover, let us prove the convexity of A. For every α ∈ [0,1], a1, a2 ∈ A,
λ
(
αa1 + (1 − α)a2
)= αλ(a1) + (1 − α)λ(a2) αλ(z∗)+ (1 − α)λ(z∗)= λ(z∗).
Thus
λ
(
αa1 + (1 − α)a2 − z∗
)
 0
and consequently
αa1 + (1 − α)a2 ∈ z∗ + Hλ ⊂ A + Hλ = A. 
Here we state the main result of this section, if the ordering cone is given by a half-space, the class of epidifferen-
tiable set-valued maps coincide with the class of those set-valued maps verifying the LBD property.
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Proof. As LBD property at (x, y) is a necessary condition for existence of contingent epiderivatives with respect to
any cone, we only have to prove the converse implication.
Let u ∈ L. By hypothesis F verifies the LBD property at (x, y) with respect to Hλ, hence Dc(F +Hλ)(x, y)(u) is
a proper Hλ-lower bounded subset of Y . Furthermore it is well known that Dc(F + Hλ)(x, y)(u) is closed and
Dc(F + Hλ)(x, y)(u) = Dc(F + Hλ)(x, y)(u) + Hλ.
By Proposition 4.1, IMin(Dc(F + Hλ)(x, y)(u),Hλ) = ∅ and by Theorem 3.1 of [25] we get Γ (F, (x, y),
Hλ) = ∅. 
Under a natural condition on (x, y), see Proposition 3.7 of [25], if F is upper locally lipschitz then it is epidiffer-
entiable at (x, y) with respect to any half-space.
Proposition 4.3. If y ∈ IMin(F (x) + Hλ,Hλ) and F is upper locally lipschitz at x ∈ dom(F ), then
Γ (F, (x, y),Hλ) = ∅.
Proof. By Theorem 4.2 we only have to prove that F verifies the LBD property at (x, y) with respect to Hλ.
Let u ∈ L, v ∈ Dc(F + Hλ)(x, y)(u). There exist (tn) ⊂ R+, (xn) ⊂ dom(F ), (yn) ⊂ F(xn), (hn) ⊂ Hλ such that
(xn, yn + hn) → (x, y) and (u, v) = lim tn(xn − x, yn + hn − y).
From upper local lipschitz of F at x there exist M > 0 and a sequence (y∗n) ⊂ F(x) such that for n big enough
yn − y∗n ∈ M‖xn − x‖B. (4.4)
As int(Hλ) = ∅, then B is Hλ-lower bounded, hence there exists z∗ ∈ Y such that B ⊂ z∗ + Hλ, thus
tn
(
yn − y∗n
) ∈ tnM‖xn − x‖z∗ + Hλ.
Since
tn(yn + hn − y) = tn
(
yn − y∗n
)+ tn(y∗n + hn − y),
we have
tn(yn + hn − y) ∈ M
∥∥tn(xn − x)∥∥z∗ + tn(y∗n + hn − y)+ Hλ. (4.5)
From y ∈ IMin(F (x) + Hλ,Hλ), then tn(y∗n + hn − y) ∈ Hλ. By (4.5) we get
tn(yn + hn − y) ∈ M
∥∥tn(xn − x)∥∥z∗ + Hλ.
By taking limits
v ∈ M‖u‖z∗ + Hλ,
and therefore
Dc(F + Hλ)(x, y)(u) ⊂ M‖u‖z∗ + Hλ. 
Next corollary is immediate.
Corollary 4.4. If y ∈ IMin(F (x) + Hλ,Hλ) and F is stable at (x, y) ∈ graph(F ), then Γ (F, (x, y),Hλ) = ∅.
Given any subset A of Y and a ∈ IMin(A,Hλ) it is easily seen that
IMin(A,Hλ) = (a + Hλ ∩ −Hλ) ∩ A. (4.6)
From (4.6) and Theorem 3.1 of [25] the following characterization of Γ (F, (x, y),Hλ) is straightforward.
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Γ
(
F, (x, y),Hλ
)= {h :L → Y : h(u) ∈ r(u) + Hλ ∩ −Hλ for every u ∈ L}.
In the following example we calculate the epiderivatives of a set-valued map that takes values in an infinite-
dimensional space.
Example 1. Let Y = L2[−1,1] be the space of all square integrable functions on [−1,1] with its usual inner product
〈f,g〉 =
1∫
−1
f (x)g(x) dx.
Let F be the set-valued from R to L2[−1,1] given by F(t) = {ft , gt }, where by ft , gt we denote the elements of
L2[−1,1] defined by ft (x) = etx, gt (x) = x + x2t for every x ∈ [−1,1] respectively. Clearly f0(x) = g0(x) = x for
every x ∈ [−1,1].
Let us consider the half-space H of L2[−1,1] given by
H =
{
f ∈ L2[−1,1]:
1∫
−1
f (x)dx  0
}
.
F is upper locally lipschitz at 0, therefore from Corollary 4.3 Γ (F, (0, f0),H) = ∅. By a direct computation
Dc(F + H)(0, f0)(u) = {f̂u, ĝu} + H
where f̂u(x) = xu, ĝu(x) = x2u for every u ∈R. Since
1∫
−1
f̂u(x) dx 
1∫
−1
ĝu(x) dx if u 0,
1∫
−1
f̂u(x) dx 
1∫
−1
ĝu(x) dx if u 0,
we have
f̂u ∈ IMin
(
Dc(F + H)(0, f0)(u),H
)
if u 0,
ĝu ∈ IMin
(
Dc(F + H)(0, f0)(u),H
)
if u 0.
We consider r :R→ L2[−1,1] such that
r(u) =
{
f̂u if u 0,
ĝu if u 0.
It is clear therefore that r ∈ Γ (F, (0, f0),H). Moreover from Proposition 4.5 for another element ϕ ∈ Γ (F, (0, f0),H)
there exists pu ∈ L2[−1,1] with
∫ 1
−1 pu(x)dx = 0 such that
ϕ(u) = r(u) + pu for every u ∈R.
5. Variational characterization of ϕC
Dc(F+C)(x,y)
Throughout this section we assume that C is pointed, {Hλi }i∈I is any representation of C, y ∈ IMin(F (x),C),
and F is stable and verifies the LBD property at (x, y) with respect to C. By Corollary 4.4, as IMin(F (x),C) ⊂
IMin(F (x),Hλ) ⊂ IMin(F (x) + Hλ,Hλ), then Γ (F, (x, y),Hλ) = ∅ for every λ ∈ C+. Therefore we can take any
family of epiderivatives {ϕi}i∈I , where ϕi ∈ Γ (F, (x, y),Hλi ), and define the following variational problem
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{
Find y ∈ Y such that
λi(y) = (λi ◦ ϕi)(u) for any i ∈ I,
for any u ∈ L and consequently the family of variational problems (Mu)u∈L. We remark that, by Proposition 2.8,
this problem is independent of the chosen family {ϕi}i∈I . From its definition we observe that for any u ∈ L, (Mu)
has at most one solution. Indeed if y1 and y2 are solutions of (Mu), then λ(y1) = λ(y2) for every λ ∈ C+, whence
±(y1 − y2) ∈ C++ = C, and so y1 = y2. In this section we show that under certain hypotheses the solution of these
problems characterizes ϕC
Dc(F+C)(x,y). We denote L = domDc(F + C)(x, y).
Definition 5.1. (See [7].) F is called directionally compact at (x, y) in the direction u ∈ T (S, x) if for every sequence
of positive numbers hn → 0 and every sequence un → u, any sequence yn with y + hnyn ∈ F(x + hnun) for each n,
contains a convergent subsequence.
If F is directionally compact at (x, y) for every u ∈ L, then F is said to be directionally compact at (x, y).
Remark 5.2. When Y is finite-dimensional, every set-valued F stable at (x, y) with F(x) = {y} is also directionally
compact at (x, y).
We rewrite Proposition 5 of [7] in the following manner.
Proposition 5.3. Let K be a closed convex cone. If F is directionally compact at (x, y), then dom(Dc(F +K)(x, y)) =
dom(DcF (x, y)) and
Dc(F + K)(x, y)(u) = DcF(x, y)(u) + K for any u ∈ dom
(
DcF(x, y)
)
.
As a consequence we have the following corollary.
Corollary 5.4. If F is directionally compact at (x, y) and DF(x, y) exists, then
DF(x,y)(u) = IMin(DcF(x, y)(u),C) for any u ∈ L.
Following an analogous reasoning (with evident changes) as in Lemma 4.4 of [26] we get next lemma. For conve-
nience of the reader we give a detailed proof.
Lemma 5.5. Let λ ∈ Y ′. If F(x) = {y} and F is directionally compact at (x, y), then:
(i) L = dom(DcF (x, y)) = T (S, x).
(ii) dom(Dc(λ ◦ F)(x,λ(y))) = T (S, x).
(iii) For every u ∈ T (S, x), Dc(λ ◦ F)(x,λ(y))(u) is a compact subset of R, moreover
λ
(
DcF(x, y)(u)
)= Dc(λ ◦ F)(x,λ(y))(u) for any u ∈ T (S, x).
Proof. (i) L = dom(DcF (x, y)) by Proposition 5.3. As dom(DcF (x, y)) ⊂ T (S, x), it is sufficient to prove that
T (S, x) ⊂ dom(DcF (x, y)). Given u ∈ T (S, x), there exist (xn) ⊂ S, tn → ∞ such that xn → x, tn(xn − x) → u.
From the stability of F at (x, y) and F(x) = {y} there exists (yn), yn ∈ F(xn), such that yn → y and for n big
enough
tn(yn − y) ∈ B
(
0,Mtn‖xn − x‖
)
. (5.1)
As F is directionally compact at (x, y), there exists v ∈ Y such a subsequence of tn(yn − y) converges to v, thus
(u, v) ∈ T (graph(F ), (x, y)) and therefore v ∈ DcF(x, y)(u) and u ∈ dom(DcF (x, y)).
(ii) By Lemma 4.2 of [26], λ ◦ F is stable at (x,λ(y)), therefore from (i) we conclude.
(iii) Let us prove that for any u ∈ T (S, x), Dc(λ ◦ F)(x,λ(y))(u) ⊂ λ(DcF(x, y)(u)). Let w ∈
Dc(λ ◦ F)(x,λ(y))(u), there exist tn → ∞, (xn, yn) ⊂ graph(F ) such that (xn, λ(yn)) → (x,λ(y)), tn(λ(yn) −
λ(y)) → w. Since F is stable and directionally compact at (x, y) and F(x) = {y}, then yn → y and there exists
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from (5.1) w ∈ λ(B(0,M‖u‖)) and therefore Dc(λ ◦ F)(x,λ(y))(u) ⊂ λ(B(0,M‖u‖)) is a compact subset of R.
Reciprocally let v ∈ DcF(x, y)(u). By linearity and continuity of λ we prove λ(v) ∈ Dc(λ ◦ F)(x,λ(y))(u) in
a similar fashion. 
Proposition 5.6. Let λ ∈ C+. If F is directionally compact at (x, y), then for every u ∈ T (S, x)
min
{
λ(v): v ∈ Dc(F + C)(x, y)(u)
}= min{λ(v): v ∈ DcF(x, y)(u)}= D↑(λ ◦ F)(x,λ(y))(u).
Proof. Consider F̂ the set-valued map from X to Y defined by F̂ (x) = {y}, F̂ (x) = F(x) for any x = x. As F is
stable and directionally compact at (x, y), then F̂ is stable and directionally compact at (x, y). Let u ∈ T (S, x). Taking
in account Proposition 5.3 we have that
inf
{
λ(v): v ∈ Dc(F̂ + C)(x, y)(u)
}= inf{λ(v): v ∈ DcF̂ (x, y)(u) + C}
= inf{λ(v): v ∈ DcF̂ (x, y)(u)}. (5.2)
From point (iii) of Lemma 5.3, Dc(λ ◦ F̂ )(x,λ(y))(u) is a compact subset of R, therefore attains minimum, further-
more
min
{
μ: μ ∈ Dc(λ ◦ F̂ )
(
x,λ(y)
)
(u)
}= min{λ(v): v ∈ DcF̂ (x, y)(u)}.
By Lemma 4.2 of [26], λ ◦ F̂ is stable at (x,λ(y)) and by Theorem 4.5 of [25], D↑(λ ◦ F̂ )(x,λ(y)) exists and verifies
D↑(λ ◦ F̂ )
(
x,λ(y)
)
(·) = min{μ: μ ∈ Dc(λ ◦ F̂ )(x,λ(y))(·)}
= min{μ: μ ∈ Dc(λ ◦ F̂ +R+)(x,λ(y))(·)}. (5.3)
From y ∈ IMin(F (x),C), it is evident that λ ◦ F + R+ = λ ◦ F̂ + R+ and F + C = F̂ + C. Thus the following
equalities hold
min
{
μ: μ ∈ Dc(λ ◦ F +R+)
(
x,λ(y)
)
(u)
}= min{μ: μ ∈ Dc(λ ◦ F̂ +R+)(x,λ(y))(u)},
min
{
λ(v): v ∈ Dc(F + C)(x, y)(u)
}= min{λ(v): v ∈ Dc(F̂ + C)(x, y)(u)}.
Hence from the previous two equalities and by combining (5.2) and (5.3), we get that
min
{
λ(v): v ∈ Dc(F + C)(x, y)(u)
}= min{μ: μ ∈ Dc(λ ◦ F +R+)(x,λ(y))(u)},
and therefore
min
{
λ(v): v ∈ Dc(F + C)(x, y)(u)
}= min{λ(v): v ∈ DcF(x, y)(u)}= D↑(λ ◦ F)(x,λ(y))(u). 
Proposition 5.7. Let λ ∈ C+. If F is directionally compact at (x, y), then for every ϕ ∈ Γ (F, (x, y),Hλ), we have
(λ ◦ ϕ)(u) = D↑(λ ◦ F)
(
x,λ(y)
)
(u) for any u ∈ T (S, x).
Proof. Let u ∈ T (S, x). By Propositions 2.8 and 5.3 we have
(λ ◦ ϕ)(u) = min{λ(v): v ∈ Dc(F + Hλ)(x, y)(u)}= min{λ(v): v ∈ DcF(x, y)(u)}.
Finally from Proposition 5.6
(λ ◦ ϕ)(u) = D↑(λ ◦ F)
(
x,λ(y)
)
(u). 
In the following result we give a variational characterization of ϕCDc(F+C)(x,y) when Y is a Hilbert space ordered
by an orthonormal basis.
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and {Hλi }i∈I = {Hei }i∈I the representation of C given in (2.2). If F is directionally compact at (x, y), then
ϕCDc(F+C)(x,y)(u) is the unique solution of (Mu) for every u ∈ T (S, x), moreover〈
ϕCDc(F+C)(x,y)(u), ei
〉= D↑Fi(x, 〈y, ei〉)(u) for any i ∈ I.
Proof. Let u ∈ T (S, x), i ∈ I , g ∈ Γ (F, (x, y),Hei ).
As Dc(F + C)(x, y)(u) is C-lower bounded and C is strongly minihedral, ϕCDc(F+C)(x,y)(u) is a singleton. By
Theorem 3.2 (with A = Dc(F + C)(x, y)(u)),〈
ϕCDc(F+C)(x,y)(u), ei
〉= inf{〈v, ei〉: v ∈ Dc(F + C)(x, y)(u)}
and from Propositions 5.6 and 5.7 (with λ = 〈·, ei〉) we get
min
{〈v, ei〉: v ∈ Dc(F + C)(x, y)(u)}= D↑Fi(x, 〈y, ei〉)(u) = 〈g(u), ei 〉.
Therefore ϕCDc(F+C)(x,y)(u) solves (Mu) and〈
ϕCDc(F+C)(x,y)(u), ei
〉= D↑Fi(x, 〈y, ei〉)(u). 
As a consequence we obtain the following computation formula for DF(x, y).
Corollary 5.9. Assume the same hypotheses as in Theorem 5.8. If DF(x, y) exists, then for every u ∈ T (S, x), i ∈ I〈
DF(x,y)(u), ei
〉= D↑Fi(x, 〈y, ei〉)(u).
Proof. By Proposition 5.5 of [25], if DF(x, y) exists, then DF(x, y) = ϕCDc(F+C)(x,y). By applying Theorem 5.8 the
proof is complete. 
6. Relationship between DF and DϕCF in Hilbert spaces
In this section we study the relationship between DF(x,y), DϕCF (x, y) when Y is a Hilbert space ordered by an
orthonormal basis. As usual we consider {ei}i∈I⊆N an orthonormal basis of Y and {Hei }i∈I the representation given
in (2.2). We assume that F takes C-lower bounded values, hence dom(F ) = dom(ϕCF ), y ∈ IMin(F (x),C), and F
and ϕCF verify the LBD property at (x, y) with respect to C. Furthermore a notion of compactness on the images of F
is needed.
Definition 6.1. A set-valued map F is said to verify the WCLB (weakly compact lower bounded) property if for any
x ∈ dom(F ) there exists a weakly compact subset Bx ⊂ F(x) such that F(x) ⊂ Bx + C.
Let us see that the contingent epiderivatives with respect to a half-space of F and ϕCF coincide.
Theorem 6.2. If F verifies the WCLB property, then
Γ
(
F, (x, y),Hei
)= Γ (ϕCF , (x, y),Hei ) for every i ∈ I .
Proof. Let i ∈ I , x ∈ dom(F ), and Bx the subset given in Definition 6.1. From Theorem 3.2, ϕCF (x) verifies〈
ϕCF (x), ei
〉= inf{〈y, ei〉: y ∈ F(x)}. (6.1)
As Bx is weakly compact, there exists z ∈ Bx ⊂ F(x) such that 〈z, ei〉 = min{〈y, ei〉: y ∈ Bx}. Moreover as F(x) ⊂
Bx +C ⊂ Bx +Hei , then 〈z, ei〉 〈y, ei〉 for every y ∈ F(x), and therefore 〈·, ei〉 attains minimum on F(x) at z, i.e.
〈z, ei〉 = min
{〈y, ei〉: y ∈ F(x)}. (6.2)
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ϕCF (x), ei
〉= 〈z, ei〉 = min{〈y, ei〉: y ∈ F(x)},
therefore
ϕCF (x) + Hei = z + Hei = F(x) + Hei . (6.3)
As y ∈ IMin(F (x),C) ⊂ IMin(F (x),Hei ), then (x, y) ∈ graph(F +Hei )∩graph(ϕCF +Hei ). Consequently from (6.3)
Dc(F + Hei )(x, y) = Dc
(
ϕCF + Hei
)
(x, y)
and
IMin
(
Dc(F + Hei )(x, y),Hei
)= IMin(Dc(ϕCF + Hei )(x, y),Hei ).
Finally from Theorem 3.1 of [25], it is clearly seen that
Γ
(
F, (x, y),Hei
)= Γ (ϕCF , (x, y),Hei ). 
In general, the previous result does not hold if we consider epiderivative with respect to C, i.e. DF(x,y) and
DϕCF (x, y) are not equivalent. In the following we show an example where Dϕ
C
F (x, y) exists but DF(x,y) does not,
although X,Y are finite-dimensional and F,ϕCF are stable (and directionally compact) at (x, y).
Example 2. Let X = R, Y = R2, C = R2+ and let F the set-valued map defined by F(x) = {(y1, y2) ∈ R2:
y21 + y22  x2} for any x ∈ R. ϕCF is given by ϕCF (x) = (−|x|,−|x|) for any x ∈ R. DF(0, (0,0)) does not exist,
but DϕCF (0, (0,0)) exists and it is given by Dϕ
C
F (0, (0,0))(u) = (−|u|,−|u|) for any u ∈R.
In spite of this example, there is a strong connection between DF(x,y) and DϕCF (x, y) as we show in the following
two theorems. Firstly, the maps of infima associate with Dc(F +C)(x, y) and Dc(ϕCF +C)(x, y) coincide. Moreover
we obtain a computation formula for DϕCF (x, y) in terms of the family of scalar set-valued maps {Fi}i∈I associated
with the basis.
Theorem 6.3. Let F verifies the WCLB property. If F and ϕCF are directionally compact and stable at (x, y), then
(i) ϕCDc(F+C)(x,y))(u) = ϕCDc(ϕCF +C)(x,y)(u) for any u ∈ T (S, x).
(ii) If DϕCF (x, y) exists, then for every u ∈ T (S, x), i ∈ I〈
DϕCF (x, y)(u), ei
〉= D↑Fi(x, 〈y, ei〉)(u).
Proof. (i) By same reasoning as in the proof of Theorem 5.8 we remark that
dom
(
ϕC
Dc(ϕ
C
F +C)(x,y)
)= dom(ϕCDc(F+C)(x,y))= T (S, x).
Let u ∈ T (S, x). Given any family {ϕi}i∈I , where ϕi ∈ Γ (ϕCF , (x, y),Hei ), we define the variational problem
(Ru)
{
Find y ∈ Y such that
〈y, ei〉 = 〈ϕi, ei〉 for any i ∈ I. (6.4)
By applying Theorem 5.8 (with F = ϕCF , λ = 〈·, ei〉), ϕCDc(ϕCF +C)(x,y)(u) solves (Ru). Furthermore by Theorem 6.2,
this problem is equivalent to (Mu) and, in consequence, ϕC
Dc(ϕ
C
F +C)(x,y)
(u) also solves (Mu). From uniqueness of
solution of (Mu) we obtain
ϕC
Dc(ϕ
C
F +C)(x,y)
(u) = ϕCDc(F+C)(x,y)(u). (6.5)
(ii) Fixing i ∈ I , from (i) and Theorem 5.8, then〈
DϕCF (x, y)(u), ei
〉= 〈ϕC C (u), ei 〉= D↑Fi(x, 〈y, ei〉)(u). Dc(ϕF +C)(x,y)
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between them is even stronger, as we see in the next result, since the existence of DF(x,y) implies the existence of
DϕCF (x, y).
Theorem 6.4. Assume F verifies the WCLB property and let F and ϕCF be directionally compact and stable at (x, y).
If DF(x, y) exists, then DϕCF (x, y) exists, moreover they coincide, i.e.
DF(x,y) = DϕCF (x, y).
Proof. Let u ∈ T (S, x). Firstly let us prove
DcF(x, y)(u) ⊂ DcϕCF (x, y)(u) + C ⊂ Dc
(
ϕCF + C
)
(x, y)(u). (6.6)
We just prove DcF(x, y)(u) ⊂ DcϕCF (x, y)(u) + C, as the second content is straightforward. Let v ∈ DcF(x, y)(u),
there exist (tn) ⊂ R+, (xn, yn) ⊂ graph(F ), such that (xn, yn) → (x, y) and tn(xn − x, yn − y) → (u, v). It is clear
that yn  ϕCF (xn) for any n ∈ N, furthermore we have IMin(F (x),C) = {y} = ϕCF (x), and therefore
tn(yn − y) tn
(
ϕCF (xn) − ϕCF (x)
)
. (6.7)
As ϕCF is directionally compact at (x, y), there exists v′ ∈ Y such that a subsequence of tn(ϕCF (xn)−ϕCF (x)) converges
to v′. By (6.7) we get v  v′, consequently (6.6) holds true.
On the other hand, by hypothesis DF(x,y) exists and by Corollary 5.4, DF(x, y)(u) = IMin(DcF (x, y)(u),C).
Hence
DF(x,y)(u) + C = DcF(x, y)(u) + C. (6.8)
Moreover, as DF(x,y)(u) = ϕCDc(F+C)(x,y)(u), from (i) of Theorem 6.3, we have
ϕC
Dc(ϕ
C
F +C)(x,y)(u)
= DF(x, y). (6.9)
By (6.6), (6.8) and (6.9), we deduce that
DcF(x, y)(u) + C = Dc
(
ϕCF + C
)
(x, y)(u) = DF(x,y) + C.
Thus IMin(Dc(ϕCF + C)(x, y)(u),C) = {DF(x, y)(u)}. Therefore from Theorem 3.1 of [25] DϕCF (x, y) exists and
DϕCF (x, y)(u) = DF(x, y)(u). 
Finally let us see an example showing the usefulness of the previous results in order to study the existence and
computation of contingent epiderivatives.
Example 3. Let Y = L2[−1,1] be the space of all square integrable functions on [−1,1] with its usual inner product.
Let us consider the ordering cone C given by the Legendre polynomials, i.e. (ei)i=0,...,n,... ⊂ L2[−1,1] defined by
pi(t) = 1
(2nn!)
dn
dtn
(
t2 − 1)n, ei = pi‖pi‖ .
Thus e0(x) = 1√2 , e1(x) =
√
3
2x, e2(x) = 12
√
5
2 (3x
2 − 1), . . . , etc. Under these hypotheses it is well known that
Legendre polynomials form an orthonormal basis.
Let F be the set-valued from R+ to L2[−1,1] given by F(t) = {ft , gt }, where by ft , gt we denote the ele-
ments of L2[−1,1] defined by ft (x) = (x − t)2, gt (x) = x2 − t2 cos t for every x ∈ [−1,1], respectively. Clearly
f0(x) = g0(x) = x2 for every x ∈ [−1,1]. F is LBD, directionally compact and stable at (0, f0). Let us study the
epidifferentiability of F at (0, f0). Since
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1∫
−1
(x − t)2ei(x) dx =
1∫
−1
x2ei(x) dx +
1∫
−1
t2ei(x) dx − 2t
1∫
−1
xei(x) dx =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
2
3
√
2
+ 2t2√
2
if i = 0,
− 43
√
3
2 t if i = 1,
4
15
√
5
2 if i = 2,
0 if i > 2,
and
〈gt , ei〉 =
1∫
−1
(
x2 − t2 cos t)ei(x) dx = 1∫
−1
x2ei(x) dx − t2 cos t
1∫
−1
ei(x) dx =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
2
3
√
2
− 2t2 cos t√
2
if i = 0,
0 if i = 1,
4
15
√
5
2 if i = 2,
0 if i > 2,
the component maps Fi are given by
Fi(t) =
{〈ft , ei〉, 〈gt , ei〉}=
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
{ 2
3
√
2
+ 2t2√
2
, 2
3
√
2
− 2t2 cos t√
2
}
if i = 0,{− 43√ 32 t,0} if i = 1,{ 4
15
√
5
2
}
if i = 2,
{0} if i > 2.
From this dom(D↑Fi(0, 〈f0, ei〉)) =R+ for every i ∈ {0, . . . , n, . . .} and
D↑Fi
(
0, 〈f0, ei〉
)
(u) =
⎧⎨⎩
0 if i = 0,
− 43
√
3
2u if i = 1,
0 if i  2.
Following notation given in [25] we denote ϕCDc(F+C)(0,f0)(u) by Ψ . From Theorem 5.8, for every u ∈ R+, Ψ (u) =
− 4u3
√
3
2e1, i.e. the function defined by − 4u3
√
3
2e1(x) = −2ux for every x ∈ [−1,1]. Now let us prove that DF(0, f0)
exists. Since (ft − Ψ (t))(x) = x2 + t2, by a direct computation
0 ∈ Dc(F − Ψ )(0, f0)(u) ⊂ Dc(F − Ψ + C)(0, f0)(u).
Finally from Theorem 5.8 of [25], DF(0, f0) exists and it is given by
DF(0, f0)(u) = −4u3
√
3
2
e1 for every u ∈ R+.
Moreover, since F verifies trivially the WCLBD property at (0, f0), by Theorem 6.4 DϕCF (0, f0) exists and it is
equal to the contingent epiderivative, i.e. DϕCF (0, f0)(u) = − 4u3
√
3
2e1 for every u ∈ R+. This fact can be checked by
computing the epiderivative at (0, f0) of the map
ϕCF (t) =
(
2
3
√
2
− 2t
2 cos t√
2
)
e0 − 43
√
3
2
te1 + 415
√
5
2
e2.
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