Abstract
Introduction
The number of microcomputer programs designed to assist biochemists in describing the behaviour of their systems by plausible reaction schemes and mechanistic models is quite large and continuously increasing (Duggleby, 1981; Draper and Smith, 1981; Atkins, 1985; Cornish-Bowden and Endreny, 1986) .
We were unable, however, to find unified in a single package the full set of capabilities which we consider as most useful for any kind of modelistic study on the functional properties of biomolecules, i.e. (i) simulation of the dynamic behaviour of the system by kinetic schemes including both steady-state (algebraic) and time dependent (differential) equations; (ii) fitting the experimental data to models based upon algebraic and/or differential equations, by a nonlinear least squares algorithm; (iii) comparing the relative ability of models of different complexity to match a given experimental data set by means of objective statistical methods.
We incorporated all the features described above in a program called SIMFIT which demonstrated invaluable help in speeding up the solution of many problems encountered in the study of biochemical functional models. The structure and the actual performances of SIMFIT in handling a number of exemplary cases are described in the following sections.
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Systems and methods
The present versions of SIMFIT are written in Turbo-Pascal and run on MS-DOS (version 2.1 and later) based systems. Its overall architecture and the functional relations between its basic modules, the 'simulator', the 'minimizer' and the 'estimator', are shown in Figure 1 . Another important element of the program is a library of model functions, containing a number of functions of widespread use in biochemical studies under equilibrium and time dependent regimes. Each model is defined by a name and set of differential and/or algebraic equations. The procedure which codes the system of differential equations, f[i], related to the linearly-chained reactions g(l) < > . . . g(i) ... < > g(Nvar) is reported below:
It provides an example of how the various models are included in the 'models' library' of SIMFIT. The index T refers to the algebraic equations, and here k = 0. Nvar is the total number of dependent variables. For the meaning of the other symbols, see the text. The models can contain up to 30 parameters and to each parameter are associated an initial estimate, the lower and upper boundaries of the existence region, the calculated value and the associated standard deviation.
The 'Simulator' module
The 'simulator' module calculates the dependent variables of the model for given values of the independent variables. In general SIMFIT distinguishes between two types of analytical models: 'static' models, containing only algebraic equations and 'dynamic' models, also (or uniquely) containing differential equations. The algebraic equations models have the form g, = F,C*i, ...,*", P,, ..., P k )
Experimental and Simulated data Fig. 1 . Overall architecture of SIMFIT. The arrows indicate the transfer of information between the functional modules (double border), the data-storage modules (single border) containing the experimental data as well as the results of the simulation/fitting routines and the models' library. For the algorithms included in the 'simulator', 'minimizer' and 'estimator' modules, see text. The input to the program is provided by an editor able to generate, modify and merge data and parameter files. The output (simulated data) is inserted into a data matrix in order to be used as such or to be compared to an experimental dataset. The default size of the data-storage matrix is 100 x 30.
where the dependent variables g, (i = 1, . . . , m) are related to the independent variables JC, and to a set of parameters P,. The right sides of the differential equations are in general nonlinear functions of the dependent variables, parameters and of the only independent variable, time. One serious problem in the numerical integration of systems of differential equations may arise from the simultaneous occurrence of very large and small terms on the right side differing in several orders of magnitude. Such a problem is addressed as 'stiffness' and in mathematical terms can be quantified by
i.e. by the ratio between the highest and the lowest (non-zero) elements of the jacobian matrix which can be easily calculated from the differential system. As a matter of fact, in linear systems this reduces to the ratio between the highest and the lowest rate constant present in the system (see Table I ).
To cope with the possible presence of stiffness, SIMFIT provides two different integration routines: (i) a fifth order RUNGE-KUTTA-FEHLBERG routine with automatic step size control (Franco and Canela, 1984) for the integration of nonstiff systems, and (ii) an implicit integration procedure developed by Kubicek and Visnak (1974) for efficient integration of stiff systems. Both integration routines have a step-size control, i.e. the length of the integration step is limited according to a prescribed control level. We have implemented an additional option which allows the user to fix a desired accuracy in the integration procedure which is defined as the maximal relative change of the computed data when increasing the control level by one. If the automatic accuracy check for integration is chosen, the control level is automatically increased (thus decreasing the step-size) as long as the results of the calculation meet the desired accuracy.
The 'minimizer' module
This module minimizes the difference between the data and the model function defined in terms of the weighted sum of squares
where Y, denotes the value of the model function(s) depending on a set of adjustable parameters p, . . . p m and y, the corresponding ith observation. To minimize this equation a MARQUARDT-procedure (Marquardt, 1963) in a modified version (Reich et al., 1972) is used. The user may define lower and upper bounds as constraints for the search interval in the parameter space. The basic idea of this modification is to introduce into the main diagonal elements of the normal matrix an additional term, the so called Levenberg stabilizer, chosen so that the sum of the least-squared is monotonously decreasing and the parameter estimate does not exceed reasonable lower and upper boundaries defined by the user. As a result of the minimization procedure, one obtains the optimal estimate of the parameters, standard deviations and a correlation matrix. The elements of the latter matrix indicate the existence of a subset of model parameters which are redundant, i.e. have the same effect on the model. An option which we found very useful under many circumstances is the possibility to exclude from the sum in equation (3) some set of experimental points, by temporarily 'masking' them immediately before the minimization procedure.
The 'Model estimator' module
This module contains several statistical tests useful to check the goodness of fit, i.e. to evaluate the distribution of residuals (5, = Y, -_y, ) between the data and the model. Owing to the experimental errors in the data, a discrepancy between data and theoretical values is always to be expected, but for an adequate model the residuals should be random and normally distributed. This can be checked by the following tests:
-plot of the residuals to check visually their random distribution and to detect outliers -'signs-test' (Siegel, 1956) to count the number of positive 
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The time necessary to the simulator module of SIMFIT for the integration of the system of differential equations (3) using the Runge-Kutta (R.K.), Kubicek-Visnak (K.V.) algorithms has been measured on a Commodore IBM compatible microcomputer running a 8086 INTEL microprocessor. Numbers in brackets indicate the control level necessary to achieve, in all cases, an error <0.01 (see Systems and methods for explanation).
and negative signs of the residuals, for an adequate model the two values should be similar -'runs-test' (Draper and Smith, 1981) to count the number of runs being defined as a set of equal-signed subsequent residuals, for an adequate model the number of runs should not be too small -Wilcoxon-test (Huber, 1981) , the test quantity is calculated by ranking the residuals according to their absolute value and multiplying these ranks with the signs of the residuals -Chi-squared-test (Hirotsu, 1986) to check whether the residuals are distributed according to the Gaussian normal distribution expected for an adequate model. An automatic evaluation of the calculated test quantities is performed by SIMFIT for a standard level of confidence a = 0.05 (for other levels of confidence the user has to refer to statistical tables).
Implementation
The aim of this section is to illustrate the operational flexibility and the overall performances of SIMFIT through the discussion of a few typical cases. The first case, in spite of its relative simplicity, is particularly useful in our opinion, to grasp at a glance some of the relevant features of the program. The others, reflecting some of the present research interests of the authors, have been chosen since they provide a good example of the broad range of problems which can be tackled using SIMFIT. Scheme 1 shows the reaction mechanism which is described by the following set of differential equations Table I . Panels A and B refer to Schemes 1 and 2 respectively. In the latter case the equilibrium constant (K = fc 3 /£ 2 ) has the value of 5. The time required to integrate Scheme 1 was longer by a factor of 2.7.
Linearly-chained reactions with irreversible steps
On the basis of the above model, a comparison between the performance of the two integration routines present in SIMFIT and implementing the Runge-Kutta and the Kubicek -Visnak algorithm respectively, has been calculated for different levels of stiffness, and the results are presented in Table I . From these results it is immediately clear that the relative efficiency of the Kubicek-Visnak algorithm, as measured by the time required to carry out the integration of the equation system (4), is closely related to the stiffness of the problem. Thus, a choice between the two algorithms can only become problematic under intermediate stiffness conditions where the alternative strategy available in SIMFIT, namely the use of the rapid equilibrium approximation, may be extremely useful.
If k 2 , k 3 > > k u k A , a rapid equilibration occurs between X 2 and X 3 , governed by the equilibrium constant K = k^/k 2 , so that Scheme 1 is reduced to:
(Scheme 2)
where X 5 = X 2 + X 3 . Figure 2 shows the simulation of the time courses of the reactions depicted in the Schemes 1 and 2 for the stiff problem indicated as 'case 3' in Table I . In the present case the results obtained using either the KubicekVisnak algorithm (panel A) or the rapid-equilibrium approximation (panel B) are qualitatively comparable, although the time required for the calculation is quite different (see the legend to Figure 2 ). )t 4 = 1.00 (1.07) 1.00 (0.71); K, = 3.00 (3.00); 3.00 (3.00); K 2 = 1.00 (1.00); 1.00 (1.00). The kinetic constants are in s~'.
An example in enzyme kinetics
Flavocytochrome b^ (E.C. 1.1.2.3) is a water soluble component of the respiratory chain in many eukaryotic cells. Its functional unit contains one flavin and one haem of the b type, able to exchange 2 and 1 electron respectively; thus, in the redox cycle a number of intermediate redox states occur, including the semiquinone form of the flavin. A minimum reaction scheme based upon the assumption that a fast intramolecular electron equilibration occurs between haem and flavin has been recently worked out to rationalize the bulk of kinetic information gathered on the reactions between reduced flavocytochrome t>2 and various electron acceptors (M. Tegoni et al., in preparation) . Such a model, presented in Figure 3 , leads to the following expressions:
where K, and K 2 indicate the equilibrium constants for the two couples assumed in fast equilibrium, i.e. Kj = F S C R /F R CQ and K 2 = F O C R /F S C O . For the meaning of the other symbols see the legend to Figure 3 . The data sampled from two typical oscilloscopic traces recorded in a stopped-flow apparatus are reported in Figure 4 . The same figure shows the results of simulating the experimental trends and of fitting the data to the analytical model (5) by the 'simulator' and the 'minimizer' modules. It may be worth recalling that as a general rule fitting of experimental data to a given model should always be preceded by simulation. Once the essential features of the observed phenomena have been satisfactorily reproduced by means of a given model, the relative set of model parameters are used as the initial estimate to be further refined in the course of the fitting procedure.
Iugand binding measurements under equilibrium conditions
In Figure 5 some recently obtained data on CO binding to human hemoglobin A are reported (M.Perrella, personal communication). The need to interpret in molecular terms the nonhyperbolic behaviour of this type of data can be considered as a classical problem in physical biochemistry and has led over the last 40 years to the proposal of a number of mechanistic models able to account for it (see Antonini and Brunori, 1975 for review). The full curves shown in Figure 5 are the result of fitting the data by SIMFIT to two popular descriptions of ligand binding equilibria, namely a Hill equation and the twostates allosteric MWC model (Monod et al., 1965) . In spite of the good visual adequacy of both models to describe the data, a glance at Table n, where the quantitative account for the fitting procedures is provided and in particular to the correlation matrix of the parameters, reveals their substantial nonequivalence. Moreover, to the same conclusion point: (i) the quite different estimate of the MWC parameters resulting from different initial P, indicates the characteristic parameters of each model and SSD is the sum of the squared deviations obtained at the end of the fitting procedure. (A) and (B) refer to arbitrary initial guesses of the parameters, namely 0.1 in all cases, and to guesses obtained by trial and error using the 'simulator' module of SIMFIT respectively. Such guesses were: 40 and 1.5 for P, and P 2 in the Hill model, and 0.05, 2 and IE + 6 for P,, P 2 and P 3 in the MWC model. The correlation matrix refers to the parameters optimized by SYSTAT using the arbitrary initial guess. The results obtained in the other cases were very similar.
guesses, actually indicating the presence of local minima in the parameter space; (ii) the lack of convergence occurring in the case of SIMFIT after 50 iterations. Thus, increasing the model complexity by increasing the number of the parameters it contains does not imply a higher reliability of the 'best-fit' estimate of the parameters. Depending upon the amount and the quality of the available experimental information, such an estimate can be meaningless, even if it does allow an apparently good matching of the data. This actually occurs here if the three parameters of the MWC model were determined solely on the basis of the data reported in Figure 5 (see Conclusion).
In Table II are also listed the results obtained using, in parallel with SIMFIT and under identical conditions, the nonlinear regression module of a well-known commercial software package of widespread use in the statistical analysis of scientific data, the SYSTAT package (Wilkinson, 1986) . If a substantial identity in the overall performance of the two packages is clear as far as the analysis of relatively simple algebraic analytical models is concerned, it is worth stressing that SIMFIT has no valid competitors, to our knowledge, in the analysis of models including both equilibrium (steady-state) and time-dependent regimes.
Conclusion
A microcomputer program (SIMFIT) able to handle simulation and fitting problems formulated in terms of algebraic and/or differential equations has been described and some examples of its application illustrated.
A major difficulty in simulation on small computers is the dynamic behaviour of systems described by complicated reaction schemes arising when the time constants of the various reaction steps involved are largely different (more than two orders of magnitude). This introduces large errors in the numeric integration of the corresponding differential equation systems ('stiff equations) by the widespread methods based on the Runge-Kutta algorithm. To overcome the problem, SIMFIT allows two different strategies based upon: (i) an alternative to a variable-step, fifth order Runge-Kutta method, the recent and powerful algorithm of Kubicek-Visnak (1974) , specifically designed to handle stiff equations; (ii) the straightforward use of the rapid equilibrium approximation, since the model to be submitted to both the simulation and the fitting routines can include algebraic as well as differential equations. Using the latter approach, whenever possible, is highly recommended for much higher speed of calculation (see the legend to Figure 2 ).
Minimizing the squared residuals is the most popular method of accomplishing optimization of models' parameters, which lies at the heart of any fitting procedure (Magar, 1972 for review). In the (by far the most interesting) case of models nonlinear in parameters this requires an iterative procedure to search for an absolute minimum in a multidimensional space, which is very often complicated by the presence of local minima. In other words, a successful fitting cannot be guaranteed a priori by starting the search from an arbitrary point in the parameters' space. Even when using the most sophisticated minimization algorithms, a good initial guess of the parameters still remains a necessary prerequisite to solve the problem. This justifies the emphasis given in SIMFIT to the functional integration between the 'simulator' and 'minimizer' modules, whose benefit is especially evident in the study of time-dependent phenomena like those illustrated in Figure 4 . In this particular case, important features included (i) simulation-the possibility to modify easily the model in terms of relative number of algebraic and differential equations; (ii) fitting-the possibility to modify easily the minimization conditions e.g. excluding some of the parameters from the optimization (masking) or fixing their upper and/or lower limit of free fluctuation.
The central importance of testing objectively the performance of a given model in fitting a given set of data cannot be overemphasized. This, in fact, not only avoids any possible unconscious bias towards a specific model (or class of models) but is also invaluable in revealing systematic errors as well as in indicating the most useful direction for further experiments.
As an example, the objective comparison between the two models used to fit the data in Figure 5 carried out on the basis of the tools provided by SIMFIT (see Systems and methods) clearly demonstrated that in the present and in any other similar case there would be no objective basis to prefer the MWC over the simpler Hill model. However, in the study of allosteric systems, the finding of MWC parameters is a more attractive method when considering their straightforward physical interpretation (Colosimo etal., 1974; Perutz, 1979) . In view of this, the actual distribution of the experimental points in Figure 5 immediately suggests a further collection of data, preferably at the low and high fractional saturation ranges, for a reliable estimate of these parameters.
The SIMFIT program can be obtained by sending a selfaddressed pre-paid envelope containing a blank and formatted (360 Kbytes) 5'4 inch diskette to Dr H.G.Holzhutter.
