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1 Introduction
For any physical theory deﬁned in the continuum, there is a corresponding discretized
theory deﬁned on the memory chips of modern day computers. For quantum ﬁeld
theory this discretized version is known by the slightly paradoxical name of lattice
ﬁeld theory. The research in this area was started by Wilson and others in the 1970's
and has become ever more popular along the years. The need for a formulation of the
fundamental theories of particle physics suitable for numerical simulations is clear:
Not all problems can be analytically solved, and a theory which cannot be used to
calculate measurable results is not a scientiﬁc theory. However, due to limitations in
computational power, it has not been until quite recently that ab-initio calculations of
measurable quantities has become possible [1]. Furthermore, there are still problems
for which no solution is in sight. Perhaps the most famous of these is the fermion sign
problem, which makes it practically impossible to study fermionic theories at non-zero
matter density.
At ﬁrst sight, the sign problem associated with ﬁnite density also appears in simu-
lations of bosonic theories. However, this sign problem is of a fundamentally diﬀerent
type. In fact, for the models considered in this work the sign problem can be com-
pletely solved by using a so called dual representation, which is based on well known
high temperature expansion techniques. This allows the simulation of the theory at
arbitrary density, and makes it possible to study any part of the phase diagram. Al-
though such expansions have been known for a long time, their utility in numerical
work for many models is only beginning to be explored.
The main objective of this master's thesis was to study the dual representations
and their application to numerical simulations. The model that was chosen as the
main subject is called scalar electrodynamics. This model is essentially a version of
quantum electrodynamics where the fermionic electron ﬁeld has been replaced by a
bosonic scalar ﬁeld. The exact formulation of the model is introduced in chapter two.
It starts with a derivation of the continuum path integral form of the partition func-
tion starting from the quantization of the corresponding classical model. The model
is then discretized so that the naive continuum limit of the lattice model reduces to
the original continuum form. While the ﬁnal discretized form of the model appears
in the literature, the author has found it illuminating to actually derive it from ﬁrst
principles. This has helped to better understand the mathematical formulation of
ﬁnite temperature quantum ﬁeld theory, especially the role of symmetries and con-
served quantities. It has also given some insight to the physical meaning of the dual
formulation.
The next part of this thesis, chapter three, considers methods that can be used to
derive dual representations for spin models and quantum ﬁeld theories. This chapter
is an attempt to summarize the methods used in the literature in a practical manner
and to show that such methods can be applied to a wide variety of models of statistical
mechanics and quantum ﬁeld theory. It also includes a short literature review about
the numerical applications of dual models. The interested reader can use this as a
reference list to the numerical work. A detailed derivation of the dual formulation
of scalar electrodynamics and discussion of the meaning of the dual variables is also
given. This is an important part of this work, since it is the basis for the simulation
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algorithm described later.
A large part of this work was also the development and testing of a numerical
simulation algorithm for scalar electrodynamics in the dual representation. The algo-
rithm presented in chapter four is the result of this endeavour. The author believes
that the description is detailed enough so that the interested reader can implement
the algorithm and reproduce the presented results. The possibility to simulate this
and similar models at ﬁnite density opens up interesting topics to study. The author
hopes that this report will be useful for someone willing to continue research in this
direction.
2
2 Scalar electrodynamics in ﬁnite temperature and
chemical potential
2.1 The continuum Lagrangian and the Euclidean path inte-
gral
The simplest interacting ﬁeld theory with a conserved charge is the complex scalar
ﬁeld theory, whose Lagrangian density is given by
L = (∂µφ)†(∂µφ)− V (|φ|2), (2.1)
where the potential is given by
V (|φ|2) = m2|φ|2 + λ|φ|4. (2.2)
This Lagrangian is invariant under the global transformation
φ→ φ′ = exp(iα)φ, (2.3)
and the conserved Noether current associated with this transformation is
jµ = i
(
φ†∂µφ− φ(∂µφ)†) . (2.4)
By gauging the U(1) symmetry one can create a model of bosons, called scalar elec-
trons or selectrons, interacting with an electromagnetic ﬁeld Aµ. For reasons that
will become clear later we will consider Nf ﬂavours of the selectron ﬁeld, so that the
Lagrangian density becomes
L =
2∑
f=1
[
(Dfµφf )
†(Dµfφf )− V (|φf |2)
]− 1
4
FµνF
µν , (2.5)
where Dµf = ∂
µ + iefA
µ is the covariant derivative and F µν = ∂µAν − ∂νAµ is the
electromagnetic ﬁeld tensor.
The gauge transformation that leaves the Lagrangian invariant is given by
φ→ φ′f = e−ieα(x)φf ,
Aµ → A′µ = Aµ + ∂µα(x).
(2.6)
The conserved electric current density corresponding to the global version (α(x) ≡
constant) of the above transformation is then
jµ =
Nf∑
f
efj
µ
f , (2.7)
where the current densities corresponding to the individual selectron ﬂavours are
jµf = i
(
φ†fD
µ
fφ− φ(Dµfφf )†
)
. (2.8)
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The electric current is important because of it's role in the generator of gauge transfor-
mations in the quantized theory, but the ﬂavour currents are also conserved, since the
Lagrangian is invariant under the transformation 2.3 applied to any of the selectron
ﬁelds individually. Let us denote the ﬂavour numbers by
Qf =
∫
j0f (t, ~x)d~x, (2.9)
and the total electric charge by Q =
∑Nf
f=1 efQf .
The classical equations of motion can be derived using the principle of stationary
action applied to
S =
∫
dxL(x). (2.10)
For the electromagnetic ﬁeld this yields the equation
∂νF
νµ = jµ. (2.11)
By the usual identiﬁcation of the components of the ﬁeld strength tensor with the
electric and magnetic ﬁelds, the matrix of F is deﬁned as
F µν =

0 −E1 −E2 −E3
E1 0 −B3 B2
E2 B3 0 −B1
E3 −B2 B1 0
 (2.12)
The µ = 0 component of equation 2.11 is then equivalent to the Gauss law
∂iEi = ∇ · ~E = j0. (2.13)
To canonically quantize the theory, we follow the presentation in [2, pp. 55-59]
for the gauge ﬁeld, and generalize this treatment to include matter ﬁelds. The ﬁrst
step is to ﬁnd the Hamiltonian density corresponding to the Lagrangian density. The
problem is that the canonical momentum corresponding to the zeroeth component
of the vector potential, A0, vanishes. However, we can circumvent this problem by
partially ﬁxing the gauge by setting
A0 = 0. (2.14)
The remaining three components of the electromagnetic ﬁeld are treated as indepen-
dent canonical coordinates, and the corresponding canonical momenta turn out to be
the components of the electric ﬁeld,
∂L
∂(∂0Ai)
= ∂0Ai = Ei (2.15)
The complex selectron ﬁelds are decomposed into their real components as φf =
1√
2
(φ1f + iφ
2
f ). The canonical momenta corresponding to these are given by
pi1f =
∂L
∂(∂0φ1)
= ∂0φ
1
f ,
pi2f =
∂L
∂(∂0φ2)
= ∂0φ
2
f .
(2.16)
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The Hamiltonian density can now be written down:
H = Ei∂0Ai +
Nf∑
f=1
(
pi1f∂0φ
1
f + pi
2
f∂0φ
2
f
)− L
=
1
2
EiEi +
1
4
F ijF ij +
Nf∑
f=1
(
1
2
pi1fpi
1
f +
1
2
pi2fpi
2
f + (D
iφf )
†Diφf + V (|φf |2)
) (2.17)
Proceeding with the quantization, we promote the ﬁelds to operators and impose
the standard equal time bosonic commutation relations for the canonical coordinates
and momenta,
[Ai(t, ~x), Ej(t, ~y)] = iδijδ(~x− ~y),
[φ1f (t, ~x), pi
1
f ′(t, ~y)] = iδff ′δ(~x− ~y),
[φ2f (t, ~x), pi
2
f ′(t, ~y)] = iδff ′δ(~x− ~y),
(2.18)
with the understanding that all other commutators vanish. We deﬁne the Gauss law
operator
g = ∂iEi − j0 = ∇ · ~E − j0, (2.19)
so called because the equation g = 0 classically gives the Gauss law. We also deﬁne
the unitary operator
U = exp
(
−i
∫
d~xα(~x)g(~x)
)
. (2.20)
This operator implements the time-independent gauge transformations, which can be
seen by considering inﬁnitesimal transformations and expanding the operator to ﬁrst
order in α:
U = 1− i
∫
d~xα(~x)g(~x) +O(α2) (2.21)
By using the commutation relations 2.18 one can compute the transformation formulae
UAiU
† = Ai + ∂iα,
UEiU
† = Ei,
UφfU
† = (1− iefα)φf ,
Uφ†fU
† = (1 + iefα)φ
†
f ,
UpifU
† = (1 + iefα)pif ,
Upi†fU
† = (1− iefα)pi†f ,
(2.22)
which turn out to be just as the classical gauge transformation. It is then clear that the
Hamiltonian is invariant under the gauge transformation, or UHU † = H. However,
this is not enough to ensure the gauge invariance of the quantum theory. We must
also require that the states of the physical Hilbert space are gauge invariant, or, in
other words, invariant under the action of U . This can only be true for arbitrary α if
g(~x) |ψ〉 = 0 for all physical states |ψ〉. Thus when computing the partition function
we need to make sure that only such gauge invariant states are taken into account.
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Since the Hamiltonian commutes with the gauge transformations we may select a
basis {|ψn〉} of simultaneous eigenstates of H and g(~x), and write the grand canonical
partition function as
Z =
∑
n
〈ψn| exp (−βH ′) δ(g(~x)) |ψn〉 = Tr {exp (−βH ′)P} , (2.23)
where P = δ(g(~x)) can be seen as a projection operator projecting states to the gauge
invariant subspace. Here H ′ is an eﬀective Hamiltonian given by
H ′ = H −
∫
d~x
(∑
f
µνf (~x)jfν(~x) +
1
2
bµν(~x)Fµν(~x)
)
, (2.24)
where µν and bµν are local source ﬁelds, which are included so that the ﬁeld strength
and the currents are available as functional derivatives of the partition function. The
source ﬁeld bµν is taken to be totally antisymmetric. Setting µif ≡ F µν ≡ 0 and
µ0f ≡ µf ≡ constant gives a model with a chemical potential corresponding to every
conserved charge Qf . Note that F
µν involves the canonical momenta,
1
2
bµνF
µν = b0iEi +
1
2
bijF
ij, (2.25)
and so does j0 which is given by
j0f = φ
2
fpi
1
f − φ1fpi2f . (2.26)
To derive the path integral we ﬁrst write exp(−βH ′) = exp(−H ′)N , where  = β
N
.
Since the Hamiltonian commutes with P , and P 2 = P , we can insert a projection
operator between all factors exp(−H ′) so that the partition function becomes
Z = Tr {P exp (−H ′)P exp (−H ′)P · · · exp (−H ′)} , (2.27)
Disregarding some inﬁnite constant factor, the delta function can formally be written
as a functional integral
P = δ(g(~x)) =
∫
dc(~x) exp
(
i
∫
d~xc(~x)g(~x)
)
=
∫
dc exp (iG(c)) , (2.28)
where G(c) =
∫
d~xc(~x)g(~x). Acting on a state with P eﬀectively takes an average
over all states related by a gauge transformation.
Let us now introduce a convenient notation for the eigenstates of the canonical
momenta and the canonical coordinates:
|Π〉 = |E1〉 |E2〉 |E3〉
∏
f
|pi1f〉 |pi2f〉
|Φ〉 = |A1〉 |A2〉 |A3〉
∏
f
|φ1f〉 |φ2f〉
, (2.29)
where the labels Π and Φ are taken to be collections of (classical) ﬁelds, Π =
( ~E(~x), piif (~x)), Π = (
~A(~x), φif (~x)). The inner product that generalizes the relation
〈x|p〉 = exp(ipx) of single particle quantum mechanics is
〈Φ|Π〉 = exp
(
i
∫
d~x
(
φifpi
i
f + AiEi
))
(2.30)
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We then write the unit operator as I =
∫
dΠ |Π〉 〈Π| = ∫ dΦ |Φ〉 〈Φ| (up to some
irrelevant constant factors) and insert it between all factors in 2.27 to get
Z =
∫ (∏
k
dΠkdΦk
)
N∏
k=1
〈Φk|P |Πk〉 〈Πk| exp(−H ′) |Φk+1〉 ,
=
∫ (∏
k
dΠkdΦkdck
)
N∏
k=1
〈Φk| exp (iG(ck)) |Πk〉 〈Πk| exp(−H ′) |Φk+1〉
(2.31)
where ΦN+1 = Φ1. The blocks can now be evaluated to order epsilon, which amounts
to replacing the quantum ﬁelds by classical ﬁelds given by the corresponding Πk and
Φk, and using relation 2.30 to get
〈Φk|P |Πk〉 〈Πk| exp(−H ′) |Φk+1〉 =
exp
(
−
∫
d~x
(
ipiif (k)
φif (k)− φif (k + 1)

+ iEi(k)
Ai(k + 1)− Ai(k)

))
·
· exp (−(H ′(Πk,Φk+1)− iG(Πk,Φk, ck) +O()))
(2.32)
Here we have denoted the (classical) ﬁelds given by Φk and Πk by Ai(k) = Ai(k, ~x)
and so on. Formally taking the limit  → 0, N becomes inﬁnite and the ﬁelds can
be indexed by a continuous variable τ ∈ [0, β], Ai(k, ~x) → Ai(~x, τ) and so on. The
ﬁnite diﬀerences become derivatives,
φif (k)−φif (k+1)

→ ∂0φif (~x, τ), and Z becomes a
functional integral over ﬁelds of four variables,
Z =
∫
dΦ(~x, τ)dΠ(~x, τ)dc(~x, τ) exp(−SH(Π,Φ, c)), (2.33)
where the action SH is given by the lengthy expression
SH =
∫
d~xdτ
[ H︷ ︸︸ ︷
1
2
EiEi +
1
4
F ijF ij +
1
2
piifpi
i
f + (D
iφf )
†Diφf + V (|φf |2)
− ipiif∂0φif − iEi∂0Ai − ic (∂iEi − j0)︸ ︷︷ ︸
g
−µνfjνf −
1
2
bµνFµν
]
.
(2.34)
Note that in the continuum the condition ΦN+1 = Φ1 translates into Φ(~x, 0) = Φ(~x, β),
so the canonical coordinate ﬁelds must have periodic boundary conditions.
We ﬁnally want to integrate over the canonical momenta to get the Lagrangian
path integral. To do this we ﬁrst have to get rid of the derivatives of Ei appearing
in g. Thus we partially integrate the term to get
∫
d~x(−ic∂iEi) =
∫
d~x(i∂ic)Ei. The
terms that depend on Ei can now be regrouped to get
SE =
∫
d~xdτ
(
1
2
EiEi − iEi(∂0Ai − ∂ic− ib0i)
)
, (2.35)
and the Gaussian integral over the Ei is∫
d ~E exp(−SE) = C1 exp
(
−1
2
(∂0Ai − ∂ic− ib0i)2,
)
(2.36)
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where C1 is some (inﬁnite) constant. The terms depending on the pi
i
f are given by
Spi =
∫
d~xdτ
(
1
2
pi1fpi
1
f + pi
1
f
(−i∂0φ1f + (iefc− µ0f )φ2f)
+
1
2
pi2fpi
2
f + pi
2
f
(−i∂0φ2f − (iefc− µ0f )φ1f)
)
,
(2.37)
and the integral over the momenta gives∫
dpi1fdpi
2
f exp(−Spi)
= C2 exp
(
1
2
(−i∂0φ1f + (iefc− µ0f )φ2f)2 + 12 (−i∂0φ2f − (iefc− µ0f )φ1f)2
)
= C2 exp
(
−(∂0 − iefc+ µ0f )φ†f (∂0 + iefc− µ0f )φf
)
,
(2.38)
where C2 is again some constant.
Looking at expressions 2.36 and 2.38 we notice that the ﬁeld c appears exactly as
A0 in the ﬁeld strength tensor and the covariant derivative. We thus rename c to be
A0 and write Z in the form
Z =
∫
Φ(~x,0)=Φ(~x,β)
dAµdφfdφ
†
f exp
(
−
∫
d~x
∫ β
0
dτLE
)
, (2.39)
where
LE =
Nf∑
f=1
([(
D0f + µ
0
f
)
φf
]† [(
D0f − µ0f
)
φf
]
+ (Difφf )
†(Difφf ) + V (|φf |2) + µifjif
)
+
1
2
(
F 0i + ib0i
)2
+
1
4
F ijF ij − 1
2
bijF ij,
(2.40)
is called the Euclidean Lagrangian density, in contrast to the original Minkowskian
one. We have emphasized the limits for the time integral and the periodic boundary
conditions of the functional integral. Note that all the indices are up, so there are
no minus signs associated with the spatial components of the covariant derivatives.
Setting the source ﬁelds µνf and b
µν to zero gives an expression where the the Euclidean
time τ has no special role compared to the spatial dimensions.
Note that inserting P between all the factors in formula 2.27 is not a necessary step:
One projection operator would have been enough to ensure the gauge invariance of
the theory. This would have meant that we only had one c(~x) ﬁeld in formula 2.31 and
not one for each time slice. In that case the continuum ﬁeld c(τ, ~x) or A0(τ, ~x) would
be independent of τ , and we would have no time dependent gauge transformations in
the Euclidean theory. This is indeed what one would expect, since we ﬁxed the gauge
by setting A0 = 0 before the quantization. Thus formula 2.27 is just a trick to get
back the full gauge invariance.
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There is an important diﬀerence in the temporal and non-temporal source ﬁeld
terms in equation 2.43. The purely spatial components appear simply as in the eﬀec-
tive Hamiltonian 2.24, but the role of the temporal sources b0i and µ0f has nontrivially
changed. This is because they couple to the canonical momenta in 2.24, while the
spatial parts only couple to the canonical coordinates. It is convenient to write the
spatial source ﬁelds in a form that resembles the appearance of the temporal parts.
For the µif we ﬁnd that
µifj
i
f + (D
i
fφf )
†(Difφf ) =
[(
Dif − iµif
)
φf
]† [(
Dif − iµif
)
φf
]− (µif)2 |φf |2. (2.41)
A similar formula for the bij is
1
4
F ijF ij − 1
2
bijF ij =
1
4
(F ij − bij)2 − 1
4
bijbij, (2.42)
so that the total Lagrangian can be written
LE =
Nf∑
f=1
( [(
D0f + µ
0
f
)
φf
]† [(
D0f − µ0f
)
φf
]
+
[(
Dif − iµif
)
φf
]† [(
Dif − iµif
)
φf
]
+ Vµf (|φf |2)
)
+
1
2
(
F 0i + ib0i
)2
+
1
4
(F ij − bij)2 − 1
4
bijbij,
(2.43)
where V fµf (|φ|) = V (|φ|)− (µif )2|φ|2.
2.2 The lattice action
In this chapter we will formulate a lattice regulated version of scalar electrodynamics
whose Lagrangian density is given in formula 2.43. The theory is discretized on a
four-dimensional hypercubic lattice. The lattice spacings are denoted by aµ where
µ ∈ {0, 1, 2, 3} indexes the directions, and the 0-direction is the Euclidean time.
We also deﬁne vectors µˆ with length aµ pointing to the positive µ direction. For
deﬁnitness, we deﬁne the theory in a box with side lengths Nµ (in lattice units) and
periodic boundary conditions.
We will ﬁrst handle the single ﬂavour theory, and generalize to multiple scalar ﬁelds
later. The continuum Lagrangian density for the pure scalar theory with vanishing
sources can be written in the form
L = ∂µφ(x)†∂µφ(x) + V (|φ(x)|2). (2.44)
In the discretized version the ﬁeld φ(x) lives on the lattice sites. We will use subscripts
to denote the spatial variable of the discretized ﬁeld φ(x) = φx, as is customary.
Replacing the derivatives by a ﬁnite diﬀerence approximation gives a lattice version
of the kinetic term:
|∂µφ(x)|2 =
∣∣∣∣φx+µˆ − φxaµ
∣∣∣∣2 +O(aµ) = 1a2µ
(
|φx+µˆ|2 − φ†x+µˆφx − φ†xφx+µˆ + |φx|2
)
+O(aµ)
(2.45)
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The integral over the Euclidean spacetime is approximated by a ﬁnite sum so that
the Lagrangian becomes
L = v
∑
x
(|∂µφ(x)|2 + V (|φ(x)|2))
= v
∑
x
(∑
µ
1
a2µ
[
2|φx|2 − (φ†xφx+µˆ + φ†x+µˆφx)
]
+ V (|φx|2)
)
,
(2.46)
where v =
∏
µ aµ is the volume element, and the sum goes over all lattice points x.
The inclusion of gauge ﬁelds is a slightly more complicated matter, because we
want to maintain exact gauge invariance in the lattice formulation. The standard
formalism is based on Kenneth Wilson's work and treatments can be found in many
sources such as [3,4]. A central element in this formulation is the so called Schwinger
line integral, which is deﬁned as a contour integral in spacetime
U(x, y) = exp
(
ie
∫
C
dx · A
)
, (2.47)
where C is some contour starting at x and ending at y. Under a gauge transformation
Aµ(x)→ Aµ(x) + ∂µα(x) this object transforms as
U(x, y)→ exp
(
ie
∫
C
dxµ(Aµ + ∂µα(x))
)
= exp
(
ie
∫
C
dxµAµ + ieα(y)− ieα(x)
)
= exp(−ieα(x))U(x, y) exp(ieα(y))
(2.48)
The ﬁrst thing to notice is that if C is a closed loop, then U is gauge invariant. U
is then called a Wilson loop. Another way to build a gauge invariant object is to
multiply U with the matter ﬁeld as φ(x)†U(x, y)φ(y). (This is easy to see using the
transformation formula φ(x)→ exp(−ieα(x))φ(x).)
The central idea is that if we build a lattice action out of these objects, then it
is automatically gauge invariant. From another, more abstract point of view, U(x, y)
can be seen as the parallel transport between the points x and y. The covariant
derivative can then be written as
Dµφ(x) = lim
h→0
U(x, x+ hµˆ)φ(x+ hµˆ)− φ(x)
haµ
. (2.49)
By writing U(x, x + hµˆ) ≈ 1 + haµieAµ(x) one can see that this expression indeed
reduces to the familiar continuum form. But the above expression also immediately
gives the needed generalization of the ﬁnite diﬀerence approximation in formula 2.45.
In fact, the only change is that the products of the form φ(x)†φ(y) are made gauge
invariant by adding the factor U(x, y). Thus, deﬁning Uµx = U(x, x+ µˆ), we may write
the hopping terms (involving the ﬁeld φx at two diﬀerent sites) as
Lhopping = −v
∑
x,µ
1
a2µ
(φ†xU
µ
xφx+µˆ + φ
†
x+µˆU
µ
x
†φx). (2.50)
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At this point we may also add the source ﬁeld µν(~x) (or the chemical potential)
to the lattice theory. This is most easily done by noting that in the continuum
Lagrangian 2.43 µν appears in only two places. One is the term (µi)2|φ|2 which is
trivial to discretize, and the other is a modiﬁcation to the covariant derivatives. The
notation can be simpliﬁed by deﬁning the ﬁeld ην~x as
η0x = µ
0(~x),
ηix = iµ
i(~x),
(2.51)
where ~x is the spatial part of the four vector x. The eﬀective covariant derivative for
φ(x) then becomes (Dν + ηνx)φ(x), whose ﬁnite diﬀerence approximation we ﬁnd by
modifying formula 2.49 to
(Dν − ηνx)φ(x) = lim
h→0
exp(−haνηνx)U(x, x+ hνˆ)φ(x+ hνˆ)− φ(x)
aνh
. (2.52)
The corresponding derivative for φ† is
[(Dν)† + ηνx]φ(x)
† = lim
h→0
exp(haνη
ν
x)U(x, x+ hµˆ)
†φ(x+ hµˆ)† − φ(x)†
aνh
. (2.53)
Thus we ﬁnd that whenever Uνx appears in formula 2.50, it must be multiplied by
a factor exp(−aνηνx). Similarly Uνx † is modiﬁed by a factor exp(aνηνx). The hopping
terms are then given by
Lhopping = −v
∑
x,µ
1
a2µ
(exp(−aµηµx)φ†xUµxφx+µˆ + exp(aµηνx)φ†x+µˆUµx †φx). (2.54)
While we have now completely formulated the scalar sector of the Lagrangian,
the question remains, how to actually represent the gauge ﬁeld on the lattice. Since
it always appears in expressions of the form φ(x)†U(x, y)φ(y) where x and y are
neighbouring lattice sites, it is natural to associate a variable Aµx with every bond
connecting the neighbours. Assuming that the gauge ﬁeld is approximately constant
at the length scale of the lattice spacings, we may write the parallel transport across
this bond in the positive (µˆ) direction as Uµx = exp(ieaµA
µ
x). The parallel transport
in the opposite direction is then exp(−ieaµAµx) = Uµx †. In the lattice formulation
the gauge transformations have one free parameter αx for every lattice point and the
lattice ﬁelds transform as
φx → exp(−ieαx)φx,
Aµx → Aµx +
αx+µˆ − αx
aµ
.
(2.55)
One can see that the modiﬁed Lagrangian for the scalar ﬁeld is indeed invariant under
this transformation.
The ﬁnal part of the lattice action is the kinetic term for the gauge ﬁeld. In the
continuum it is constructed using the electromagnetic ﬁeld tensor
F µν = ∂µAν − ∂νAµ. (2.56)
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Using a ﬁnite diﬀerence approximation for the derivatives, F µν at lattice site x can
be approximated as
F µνx ≈
Aνx+µˆ − Aνx
aµ
− A
µ
x+νˆ − Aµx
aν
=
1
aµaν
[
aν(A
ν
x+µˆ − Aνx)− aµ(Aµx+νˆ − Aµx)
]
(2.57)
Using formula 2.55 one can readily see that Fxµν is gauge invariant. Thus the most
obvious way to proceed is to directly use expression 2.57 on the lattice. To simplify
the notation we again deﬁne a new parameter γµνx which is totally antisymmetric and
given by
γ0ix = −γi0x = ib0i(~x),
γijx = −bij(~x).
(2.58)
The complete Lagrangian is then given by
L = Lhopping + v
∑
x
(
2
∑
µ
1
a2µ
|φx|2 + V (|φx|2)
+
∑
µ,ν
1
4
(F µνx + γ
µν
x )
2 −
∑
ij
1
4
γijx γ
ij
x
)
,
(2.59)
and the partition function is
Z =
∫ (∏
x
dφxdφ
†
x
∏
x,µ
dAµx
)
exp(−L), (2.60)
where φ is integrated over the whole complex plane and Aµ over the real line.
However, this is not the only way to build a kinetic term for the gauge ﬁeld. The
only requirement is that the continuum Lagrangian is recovered in the limit aµ → 0.
It is possible to build such a term using only the parallel transports Uµx . Indeed, if we
deﬁne the so called plaquette1 variable Uµνx = U
µ
xU
ν
x+µˆU
µ
x+νˆ
†Uνx
†, and a source variable
Bµνx = exp(ieaµaνγ
µν
x ), we ﬁnd that
1
2
(
Uµνx B
µν
x + (U
µν
x B
µν
x )
−1) = cos (e (aµAµx + aνAνx+µˆ − aµAµx+νˆ − aνAνx + aµaνγµνx ))
= cos (eaµaν(F
µν
x + γ
µν
x )) = 1−
1
2
(eaµaν(F
µν
x + γ
µν
x ))
2 +O(aµaν)4.
(2.61)
Thus we may take the kinetic term to be∑
µ,ν,µ>ν
(
1− 1
2e2a2µa
2
ν
(
Uµνx B
µν
x + (U
µν
x B
µν
x )
−1))
=
∑
µ,ν,µ>ν
(
1
2
(F µνx + γ
µν
x )
2 +O(a2µa2ν)
)
=
∑
µ,ν
(
1
4
(F µνx + γ
µν
x )
2 +O(a2µa2ν)
)
.
(2.62)
1Plaquettes are the elementary squares of the lattice which have two bonds as their sides. The
variables Uµνx can be naturally associated with these squares.
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Since an additive constant in the Lagrangian is irrelevant, we may then write the
complete Lagrangian as
L = Lhopping + v
∑
x
(
2
∑
µ
1
a2µ
|φx|2 + V (|φx|2)+
∑
µ,ν,µ<ν
β
2a2µa
2
ν
(
Uµνx B
µν
x + (U
µν
x B
µν
x )
−1)− 1
4
∑
ij
bijx b
ij
x
)
,
(2.63)
where β = e−2 2. Note that if we set the source ﬁeld b to zero, the gauge ﬁeld term
simply becomes 1
2
(Uµνx B
µν
x + (U
µν
x B
µν
x )
−1) = Re {Uµνx }.
While the two forms 2.59 and 2.63 of the lattice action naively produce the same
continuum limit, there is a very important diﬀerence. Since the latter form is com-
pletely build from the parallel transports Uµx = exp(ieaµA
µ
x), it is a periodic function
of the link variables Aµx with period 2pi(eaµ)
−1. In order to avoid divergences, the
partition function should then be deﬁned so that the integration with respect to Aµx
is only taken over one period. (Note that the period approaches inﬁnity as the lattice
spacing is taken to zero.) Because the integration interval is compact, the latter form
is called a compact formulation of the lattice theory. In this work we will use this
formulation.
It is convenient to express the ﬁelds in terms of the lattice units so that the lattice
spacings will appear in as few places as possible. We rescale the ﬁelds and deﬁne
unitless parameters as follows:
φx → 4
√
vφx
γµνx → eaµaνγµνx
m→ 4√vm
ηνx → aνηνx
µνx → 4
√
vµνx
θµx = eaµA
µ
x
M2x = (
4
√
vm)2 + 2
∑
µ
√
v
a2µ
−
∑
i
( 4
√
vµix)
2
(2.64)
Here the left side is the new quantity that we will use from now on and the right side is
its deﬁnition in terms of the old quantities. In other words the arrows can be read as
changes it's meaning to. The unit volume v was deﬁned earlier as v = a0a1a2a3 and
4
√
v is the geometric average of the lattice spacings. It should also be noted that the
x-dependence of M is only through the source ﬁeld µix which in a physical situation
will be zero. It is also convenient to introduce the parameter rµ =
√
v/a2µ and a
plaquette variable θµνx = θ
µ
x + θ
ν
x+µˆ − θµx+νˆ − θνx. The Lagrangian may then be written
2Unfortunately this is the standard notation. β should not be confused with the inverse temper-
ature.
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as L =
∑
x L, where
L = Lhopping +M2x |φx|2 + λ|φx|4 − β
∑
µ,ν,µ<ν
rµrν cos(θ
µν
x + γ
µν
x )
− β
4
∑
ij
rirjγ
ij
x γ
ij
x ,
(2.65)
and the hopping terms take the form
Lhopping = −
∑
µ
rµ
(
exp(−ηµx)φ†x exp(iθµx)φx+µˆ + exp(ηµx)φ†x+µˆ exp(−iθµx)φx
)
(2.66)
This is the ﬁnal form of the Lagrangian density for the compact single ﬂavour lattice
scalar QED. The partition function takes the form
Z =
∫ (∏
x
dφxdφ
†
x
∏
x,µ
dθµx
2pi
)
exp(−L), (2.67)
where φx is again integrated over the complex plane, and θn,µ over the interval [0, 2pi].
For later convenience we scale the integration measure of the θ-variables by the period
2pi.
We ﬁnally want to generalize the lattice action to several ﬂavours of the scalar
ﬁeld. This is easily done by introducing a ﬂavour index f to the scalar ﬁeld and
corresponding parameters and summing the scalar sector over all ﬂavours. But in
the compact formulation there is a slight complication because the parallel transports
Uµx = exp(iefaµA
µ
x) appearing in the hopping terms depend on the charge ef of the
ﬁeld. This means that the action is not necessarily periodic in the gauge ﬁeld variables
Aµx. However, if we assume that all the charges are integer multiples of the charge e, or
ef = Nfe, then the period 2pi(eaµ)
−1 still holds. The parallel transport over the bonds
for ﬂavour f is then given by Uµfx = exp(iNfeaµA
µ
x) = exp(iNfθ
µ
x) = (U
µ
x )
Nf . The
compact formulation of the theory thus requires that the electric charge is quantized.
The ﬁnal multiﬂavour Lagrangian can now be written down:
L =
∑
f
(
Lfhopping +M fx
2|φfx|2 + λf |φfx|4
)
− β
∑
µ,ν,µ<ν
rµrν cos(θ
µν
x + γ
µν
x )
− β
4
∑
ij
rirjγ
ij
x γ
ij
x ,
(2.68)
where the hopping terms are given by
Lfhopping = −
∑
µ
rµ
(
exp(−ηfµx )
(
φfx
)†
exp(iNfθ
µ
x)φ
f
x+µˆ
+ exp(ηfµx )
(
φfx+µˆ
)†
exp(−iNfθµx)φfx
)
.
(2.69)
It is often convenient to use an abbreviated notation for the lattice sums. We use
 to index the elementary squares, or plaquettes, of the lattice. As an index summed
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over, it can be read as an abbreviation for  = (x, µ, ν), µ < ν. We may then denote
for example Uµνx = U and similarly for other quantities depending on the directions
µ and ν or the site x deﬁning the plaquette. Similarly, we denote the µ-directional
bond starting at site x by b = (x, µ), so that we can write U fb = U
µf
x . Under a sum
over bonds b = 〈xy〉 we refer to the ﬁrst lattice site of the bond (when it is traversed
in the positive µ direction) as x and the second as y = x + µˆ. The total Lagrangian
is then
L = −β
∑

r cos(θ + γ)−
∑
b=〈xy〉,f
rb
(
exp(−ηfb )φfx
†
U fb φ
f
y + exp(η
f
b )φ
f
y
†
U fb
†
φfx
)
+
∑
f,x
(
M fx
2|φfx|2 + λf |φfx|4
)
− β
2
∑
Spacelike 
rγ
2
.
(2.70)
The sum
∑
Spacelike  means summation over the plaquettes extending only to the
spacelike directions µ, ν 6= 0.
In the language of group theory the result can be seen in a rather simple way.
The symmetry group of this lattice gauge theory is the circle group U(1), which is
the group of complex numbers of unit modulus under multiplication, or the group of
two dimensional rotations. The irreducible unitary representations of U(1) are the
mappings ρN : U(1)→ C,
ρN
(
eiθ
)
= eiNθ. (2.71)
The basic variables of the theory are the link variables Umx u living on the bonds and
the matter ﬁelds φx living on the lattice sites. The link variables are elements of the
gauge group, Uµx ∈ U(1). The integration over the θµx-angles in formula 2.67 can be
seen as the Haar-integral over the group manifold.
A gauge transformation is speciﬁed by giving a group element gx ∈ U(1) for every
lattice point x. The link variables transform as Uµx → gxUµx g−1x+µˆ. The matter ﬁelds on
the other hand are complex valued ﬁelds that transform in a speciﬁc representation
of the group, φfx → ρNf (gx)φfx. Expressions of the form (φfx)†ρNf (Uµx )φfx+µˆ are gauge
invariant, which can be seen using basic properties of the representation ρNf .
This group theoretical picture generalizes to other symmetry groups. In the lattice
formulation the gauge ﬁeld is always represented by link variables that are elements
of the gauge group, and the Haar measure is used to deﬁne the integration over these
variables. The matter ﬁelds are complex, or in the fermionic case, Grassmann valued
vector ﬁelds which transform under some representation of the group. The lattice
action is formulated in terms of Wilson loops and lines, which are automatically
gauge invariant objects.
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3 Series expansion methods and dual models
The concept of duality dates back to a 1941 article [5] by Kramers and Wannier in
which where they found that the two dimensional Ising model at inverse temperature
β could be mapped to the same model with a diﬀerent β. This allowed them to ﬁnd
the famous exact formula for the critical temperature. The duality relation of the
square lattice Ising model is a very special one in that it relates the model with itself
at a diﬀerent temperature. The model is thus self-dual. Generally, this is not the case.
However, many other theories aﬀord a very similar kind of transformation where an
ordered, low temperature phase of some model is related to a diﬀerent model at a
disordered high temperature phase. One way of looking at these transformations is
that one sums over all diagrams of some kind of strong coupling expansion. These
diagrams usually consists of closed loops or surfaces , which leads to an intrinsically
geometrical picture of the phase space of the system.
In addition to providing new theoretical insights, these representations may also
be the basis of more eﬃcient numerical algorithms. One problem that plaques many
methods is the phenomenon of critical slowing down, which means that the eﬃciency
of the algorithm quickly deteriorates when approaching a critical point of the system.
Another problem that calls for new solutions is the infamous fermion sign problem
associated with ﬁnite chemical potential in lattice quantum ﬁeld theories. Both of
these problems can in some cases be alleviated or solved by using a dual representation.
In this chapter we present the basic ideas of high temperature expansions and
duality transformations. We then derive a dual formulation for scalar electrodynamics,
which is free of the sign problem for any value of the chemical potential. We conclude
with a short literature review about the applications of dual relations to numerical
simulations. Treatments of series expansion techniques can also be found in [6] and [7]
and the review article [8] is a good introduction to duality transformations.
3.1 The power series method
Suppose we have a statistical system whose action we can write in the form S =
S0 + vSp, where S0 is such that we can completely (analytically) solve the system
when v = 0. The partition function Z of the system is deﬁned as
Z =
∫
PS
exp(−S), (3.1)
where
∫
PS
denotes integration or summation over the phase space, that is, over all pos-
sible values for the degrees of freedom of the system. The basic idea of a perturbative
expansion is then to expand the partition function in powers of v,
Z
Z0
= 1 + v〈Hp〉0 + v
2
2!
〈H2p〉0 +
v3
3!
〈H3p〉0 + . . . , (3.2)
where the expectation value of operator O in the v = 0 ensemble is
〈O〉0 = 1
Z0
∫
PS
O exp(−βH0), (3.3)
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and Z0 is the partition function in the v = 0 ensemble.
For example, in quantum ﬁeld theory we can take S0 to be the free particle
action and Sp some coupling term. Because the free particle action is quadratic,
the expectation values can be expanded using Wick's theorem leading to the well
known weak coupling expansion in terms of Feynman graphs. Here, however, we
introduce a diﬀerent kind of expansion, which can be applied to many kinds of lattice
systems. These models typically consist of a large number of identical microsystems
coupled together by n-particle interactions. The canonical example is the Ising model,
where the microsystems are the individual spins coupled by nearest neighbour pair
interactions.
To formalize these considerations we will consider a model build out of microsys-
tems Mi whose internal states are described by a set of variables si. With each of
the microsystems we associate an internal action Si = Si(si). The total action of
the model is then taken to be S = SI + S0, where S0 =
∑
i Si and SI is a sum of
interaction terms.
−SI =
∑
b=〈ij〉
hbH2(si, sj) (3.4)
The hb are coupling constants and H2 is some function of the degrees of freedom.
For now we will only include pair interactions and discuss generalizations later. We
also assume that the interactions are symmetric, or H(si, sj) = H(sj, si), and the
summation is over unordered pairs 〈ij〉. The partition function of the model is given
by
Z = Z0 〈exp(−SI)〉0 . (3.5)
We will now expand the partition function as a power series in the coupling con-
stants hij. This can be done by simply expanding the exponential corresponding to
each interaction:
Z
Z0
=
〈 ∏
b=〈ij〉
∞∑
n=0
(hbH2(si, sj))
n
n!
〉
0
. (3.6)
Using the distributive law this can be written in the form
Z
Z0
=
∑
{n}
(∏
b
hnbb
nb!
)〈 ∏
b=〈ij〉
H2(si, sj)
nb
〉
0
, (3.7)
where we have introduced a new variable nb taking non-negative integer values corre-
sponding to each interaction term.
It is useful to introduce a graphical notation for the terms of this series.3 The
graphs corresponding to terms of the high temperature expansion 3.7 are multibonded
graphs whose vertices are labelled by the microsystems that appear in the term. Every
interaction term between the microsystems is denoted by an edge whose multiplicity
is given by the corresponding nb. For example, we denote
h12
1!
h23
1!
h245
2!
〈
H2(s1, s2)H2(s2, s3)H2(s4, s5)
2
〉
0
=
1
2
3 4
5
(3.8)
3For a very brief explanation of some graph theoretical concepts see appendix B.
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In the case of symmetric interactions, H2(si, sj) = H2(sj, si), the graph is an undi-
rected one. For asymmetric interactions we would have to draw an arrowhead on
the edges to indicate which of the microsystems is the ﬁrst argument for H2. Only
the connections between the indices matter: If one swaps, say, the indices 1 and 3 in
the above graph, the result corresponds to the same term as the original one. Thus
the terms of the expansion are uniquely represented by labelled, multibonded graphs,
where the labelling sets are subsets of the set of indices {1, 2, ...}.
In the classical theory of high temperature expansions the crucial observation
is that if we assume S0 to be invariant under permutations of the spins, then the
expectation values appearing in expansion 3.7 are independent of which microsystems
si appear in them. Only the form of the graph matters and not the speciﬁc labels
associated with each vertex. Thus, in the language of graph theory, isomorphic graphs
are essentially equal, and one needs to compute the value of the diagram only once for
each isomorphism class. To compute the total contribution of such a class of graphs
to the series expansion we need to sum over all possible ways of assigning indices to
the corresponding unlabelled graph. This can be done by attaching a symbolic index
to every vertex, and letting the indices run over all microsystems in such a way that
no two indices ever have the same value. For example, all of the terms having the
same topology as the one in equation 3.8, can be expressed in the form
1
1!
1
1!
1
2!
hi1i2hi2i3h
2
i4i5
〈
H2(si1 , si2)H2(si2 , si3)H2(si4 , si5)
2
〉
0
=
i1
i2
i3 i4
i5
.
(3.9)
However, there is a catch: As noted above, certain permutations of the indices
may lead to the same labelled graph. Since summing over the indices gives all possible
permutations, the number of equivalent permutations is the same as the symmetry
number of the graph. To avoid overcounting we thus need to divide by this number.
We can now formulate Feynman rules which can be used to expand the partition
function to any given order. The series is expressed as
Z = Z0
∑
Graphs G
W (G), (3.10)
where the sum is over all graphs, and the weight W (G) of the graph G is given by
the following rules:
1. To each vertex of the graph, attach an index.
2. For each edge joining vertices i and j write a factor hijH1(si, sj).
3. Take the expectation value in the hij = 0 ensemble.
4. Sum over all labellings such that no two indices overlap.
5. Multiply by the factor
∏
b
1
nb!
, where nb are the multiplicities of the edges.
6. Divide by the symmetry factor of the graph.
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The usual case is that the model is deﬁned on a ﬁnite lattice L with nearest
neighbour interactions. The lattice can be seen as a labelled graph whose vertices are
the lattice points and edges are the lines connecting nearest neighbours. The coupling
constants hij are taken to be equal to some h when i and j are nearest neighbours, and
zero otherwise. This means that in point (4) of the rules only those labellings where
every coupling present in the graph corresponds to some bond of the lattice gives a
non-zero contribution. The sum over the indices in point (4) can then be replaced by
a multiplication by the weak lattice constant (S;L), where S is the silhouette graph
of G. The point is that the evaluation of graphs has now been divided into two parts.
One is the evaluation of expectation values, which does not depend on the lattice, and
the other is the evaluation of lattice constants, which only depends on the lattice, and
not on the speciﬁc model. The lattice constants can then be evaluated using computer
programs. The art of series expansions is an old ﬁeld of study, and large amounts of
literature exist. Interested readers may ﬁnd [6] and [7] good starting points.
In numerical applications we take a diﬀerent approach to the high temperature
series. We discard the idea of exactly summing the series up to given order, and instead
use Monte Carlo methods to sample the most important terms. The seminal paper
in this direction was the work of Prokof'ev and Svistunov [9] in which they propose
a new method, the so called worm algorithm, to simulate classical spin models. The
idea here is that in many cases one can analytically compute the expectation values
associated with the diagrams, and then interpret the resulting sum as a partition
function of a new statistical model whose degrees of freedom are the bond variables
nb. Indeed, if we assume that the pair interactions can be written as a product of the
form
H2(si, sj) = f(si)f(sj), (3.11)
then we can reorganize expression 3.7 to get
Z = Z0
∑
{n}
∏
b=〈ij〉
hnbb
nb
∏
i
〈
f(si)
Mi
〉
0
, (3.12)
where Mi =
∑
j nij and the sum goes over those microsystems j that are coupled to
microsystem i. In other words Mi is the valence of the microsystem i in the graph
corresponding to a given term of the expansion. The weight of the whole graph is then
just a product of weights associated with each vertex. This means that interactions
between the bond variables are local: Every bond interacts only with those bonds
with whom it has common vertices.
For a concrete example we take the Ising model, whose action is given by
S = −β
∑
〈ij〉
sisj, (3.13)
where the summation is over some well deﬁned set of interacting pairs, and the phase
space is deﬁned by si = ±1. We thus have H2(si, sj) = sisj and S0 = 0. The coupling
constant hij = β if the spins si and sj interact and zero otherwise. Expression 3.12
then becomes
Z = Z0
∑
{n}
∏
b=〈ij〉
βnb
nb
∏
i
〈
sMii
〉
0
, (3.14)
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Figure 1: A possible dual conﬁguration for the power method expansion of the Ising
model deﬁned on a small square lattice. The values of the bond variables nb are given
by the number of thick lines drawn along the corresponding lattice bonds.
where Mi =
∑
j nij and the sum goes over those spins j that are coupled to spin i. In
other wordsMi is the valence of the spin i in the subgraph of the lattice corresponding
to a given term of the expansion. The index b goes over all interacting spin pairs, or
all bonds of the lattice. It is easy to compute the expectation values:〈
sMii
〉
0
=
1
2
∑
si=±1
sMii =
{
1 Mi even
0 Mi odd
. (3.15)
Further noting that Z0 = 2
V , where V is the number of spins, we have
Z = 2V
∑
{n}
∏
b
(
βnb
nb!
)
δ(All Mi even). (3.16)
In this case all conﬁgurations of the new variables have a non-negative weight, so that
the sum can be interpreted as a partition function of a dual model. The zero weight
conﬁgurations are considered to be forbidden or non-physical ones, and are just
excluded from the sum. Graphically this corresponds to summing over all subgraphs of
the lattice for which all vertices have an even valence.4 An example of a conﬁguration
of dual variables is shown in ﬁgure 1. For other models it may happen that some of
the weights are negative, in which case the transformation does not produce a proper
dual representation.
By generalizing the deﬁnitions above, one can use this method to ﬁnd a dual
representation for a large number of models. One generalization which was mentioned
above is to allow asymmetric interactions for which H2(si, sj) 6= H2(sj, si), which
leads to directed graphs. Another is to allow for diﬀerent types of pair interactions,
Hc2(si, sj). The graphs will then have diﬀerent kinds of edges often referred to by
diﬀerent colors c. Finally, one may allow the interactions to simultaneously couple
more than two microsystems, Hc3(si, sj, sk), H
c
4(si, sj, sk, sl), .... This corresponds to
hypergraphs which have edges that group together more than two vertices. The
basic structure is still the same: We always get one dual variable corresponding to
4Note that we must allow each bond of the lattice to be used multiple times, i.e. the graphs are
multibonded.
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every interaction term. If we assume that the interactions can be written as products
of functions of one microsystem only, we can always write the weights of the graphs
as products of weights which only depend on the valences of the vertices.
For a slightly less trivial example consider the O(N) spin model [10, 11] (or the
generalized classical Heisenberg model), whose basic variables are N dimensional unit
vectors ~si living on the vertices of an arbitrary lattice. The action for this model is
S = −β
∑
b=〈ij〉
~si · ~sj = −β
∑
b=〈ij〉,c
scis
c
j, (3.17)
where c enumerates the components of the vector. We now have N colors of symmetric
interactions Hc2(si, sj) = s
c
is
c
j. The vertex weights are of the form〈∏
c
(sci)
Mci
〉
0
=
1
4pi
∫
RN
(∏
c
(sc)M
c
i
)
δ(~s2 − 1)dN~s, (3.18)
where M ci is now the number of edges of colour c emanating from vertex i. One can
see that if any of the M ci is odd, then the integral vanishes by antisymmetry of the
integrand in the reﬂection about the sc = 0 -plane. Hence, as for the Ising model,
every vertex must have an even valence, but now for all colours separately. If all M ci
are even, then the integrand is never negative, and the weights are positive. Thus
there is no sign problem, and we have a proper dual model. Of course, to actually use
this expansion, one still has to compute the integrals. For N = 2 this is rather trivial
and the N = 3 case has been worked out in [6, pp. 280-281]. In principle one could
even compute such integrals numerically and tabulate them for any given valences.
Other models having similar dual formulations are the N -state Potts-model, the
Z(N) spin models, and the XY-model [9]. However, there are also models for which
this approach does not work. The problem is that for complicated interactions it
often turns out that some of the weights are negative. For some models there are also
other, arguably better ways of expanding the partition function. In the next chapter
we introduce such a method.
3.2 Character expansion methods
In many cases the degrees of freedom of the model are elements of some group. One
such example is the compact formulation of the U(1) lattice gauge theory seen earlier.
Others include the Z(N) spin models, such as the Ising model, and the corresponding
gauge theories. For these theories one can use group theoretical results to expand the
partition function in a useful way. Here we summarize these results in an informal
manner. For a formal treatment of fourier analysis on abelian groups see e.g. [12].
The central tool used is the character expansion, which is a generalized fourier
expansion of functions deﬁned on groups. Consider a group G equipped with a Haar
measure µ normalized so that the total volume of the group is 1. We ﬁrst deﬁne a
relation ∼ between two elements U and V of the group by
U ∼ V ↔ ∃A ∈ G : U = A−1V A. (3.19)
The relation ∼ is called the conjugacy relation, and if U ∼ V , then U and V are
conjugate. It is a very basic result in group theory that ∼ is an equivalence relation
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which divides the group into distinct sets called conjugacy classes. Any two group
elements belonging to the same conjugacy class are conjugate to each other and,
conversely, elements belonging to diﬀerent conjugacy classes are never conjugate.
A function f : G→ C is called a class function if it is constant on the conjugacy
classes of G. Class functions are important, because they can be decomposed (subject
to mild smoothness conditions) into a fourier series where the basis functions are the
irreducible characters of the group. Formally, if f is a class function, and χn are the
irreducible characters then
f(U) =
∑
n
anχn(U), (3.20)
where the an are constants given by
an =
∫
G
f(U)χn(U)
∗dµ(U). (3.21)
This follows from the orthogonality of characters,∫
G
χN(U)χM(U)
∗dµ(U) = δMN . (3.22)
Now suppose we have a model whose degrees of freedom si are elements of the
group G, and suppose the N-body interaction terms are of the form
hijk...HN(si, sj, sk, ...) = hijk...fN(U(si, sj, sk, ...)), (3.23)
where fN is a class function and UN : G
N → G is some function, usually a simple
product, of the si-variables. The action of the model is thus
S =
∑
N
∑
ijk...
hijk...fN(UN(si, sj, sk, ...)), (3.24)
and we deﬁne the partition function using the Haar-integral:
Z =
∫ (∏
i
dµ(si)
)
exp(−S) = 〈exp(−S)〉0 . (3.25)
We continue to use the convenient notation 〈·〉0 for integration over all of the degrees
of freedom appearing in the expression even though we take the free theory action to
be zero. Note that Z0 = 〈1〉0 = 1. In the following we again only retain the two-body
interactions, and discuss generalizations later.
Instead of expanding the Boltzmann weights using the power series of the expo-
nential as was done in formula 3.6 one can use the character expansion to write
exp(−hbf(Ub)) =
∑
n
an(hb)χn(Ub). (3.26)
The expansion analogous to 3.7 then becomes
Z =
∑
{n}
(∏
b
anb(hb)
)〈 ∏
b=〈ij〉
χnb(Ub(si, sj))
〉
0
, (3.27)
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Group Dual group Characters
G G∗ χh(g) ∈ U(1), g ∈ G, h ∈ G∗
Z(N) Z(N) χe2piin/N (e
2piim/N) = e2piinm/N
U(1) (Z,+) χn(eiθ) = einθ
(RN ,+) (RN ,+) χ~v(~w) = ei~v·~w
Table 1: The Pontryagin duals and characters of some abelian groups
where the bond variables now take values in some set labelling the irreducible repre-
sentations of the group. For non-abelian groups there is generally no easy way forward
from this formula. However, in the abelian case all unitary representations are one
dimensional. Thus the characters are homomorphisms from the group itself to the
circle group U(1), or
χn : G→ U(1), χn(gh) = χn(g)χn(h) (3.28)
Furthermore it can be shown that the characters form a group under pointwise multi-
plication. This group is denoted by G∗ and is called the Pontryagin dual of G. Thus
we can index the characters by elements of the dual group, and we have the equation
χg(U)χh(U) = χgh(U), g, h ∈ G∗, U ∈ G (3.29)
The dual of the dual, G∗∗, is again G itself. The dual groups and characters of some
groups are given in table 1.
If Ub is a simple product of the group elements, the homomorphism structure
of the characters enables us to write the characters appearing in the expansion as
products of characters evaluated on one degree of freedom only. In the two body case
a common form for Ub is Ub(si, sj) = s
−1
i sj, where s
−1 denotes the inverse element of
s ∈ G. Using this form we can again reorganize the expansion into the form
Z =
∑
{n}
(∏
b
anb
)∏
i
〈χmi(si)〉0 , (3.30)
where mi is the product of the representations
5
mi =
 ∏
j,hij 6=0
n−1ij
 ∏
j,hji 6=0
nji
 . (3.31)
Then, using the orthogonality relation 3.22 and equation 3.29, we can evaluate the
group integrals
〈χmi(si)〉0 = δmi,e. (3.32)
Thus we get the simple result that the representations mi associated with all variables
si must be trivial in order to give a non-zero term in the expansion.
5χn(s
−1
i sj) = χn(s
−1
i )χn(si) = χn(si)
−1χn(si) = χn−1(si)χn(sj)
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Let us, for example, consider the Z(N) spin model [8, p. 466], also known as the
vector Potts model or the clock model, where the spins si belong to the cyclic group
of order N , si = exp(i2pini/N), ni ∈ {0, 1, 2, ..., N −1}. The action for this model can
be written as
S = −β
2
∑
〈ij〉
(s†isj + s
†
jsi) = −β
∑
〈ij〉
Re{s†isj} = −β
∑
〈ij〉
cos(i2pi(nj − ni)/N), (3.33)
where the summation is over all interacting pairs of spins, which are usually taken to
be nearest neighbours on a lattice. The partition function is deﬁned as
Z =
1
NV
N−1∑
{ni=0}
exp(−S), (3.34)
where V is the number of spins, and the factor 1/NV is the normalization factor for
the Haar integral, which in this case is just a sum over the discrete group. Using
formula 3.21 and the information in table 1 we can express the character expansion
coeﬃcients of the Boltzmann weights as
as =
1
N
N−1∑
m=0
exp(−2piinm/N) exp(β cos(2pim/N)), s = exp(i2pin/N) ∈ Z(N).
(3.35)
In the general case this cannot be simpliﬁed much further. However, one can readily
see that for β > 0 the an are real and positive, and so give no sign problems. Thus
we get a dual model, where the variables are again elements of the group Z(N) living
on the bonds of the lattice. Note that although the interaction terms in the action
(equation 3.33) are symmetric under the exchange of the interacting spins, we must
select a positive direction on the bonds to be able to identify Ub in equation 3.26
as Ub(si, sj) = s
†
isj. This is because the individual terms in expansion 3.26 are not
invariant under the exchange i ↔ j. Thus we deﬁne that every bond b = 〈ij〉 has a
direction i→ j, and the spin si at the starting point appears in the interaction term
as s†i .
Let us now denote the bond variables by exp(i2pinb/N), where b = 〈ij〉 indexes the
bonds. It is convenient to think of the variable nb associated with a bond as a ﬂux [13]
to the positive direction of that bond. The condition 3.32 can then be formulated as
For all sites: (Flux entering site− Flux leaving site) mod N = 0, (3.36)
or, brieﬂy put, Flux is conserved mod N . This ﬂux picture is carried over to the
XY -model, or the planar rotator model, which in some sense is the N → ∞ limit
of the Z(N) spin model. The spins si = exp(iθi) of the XY -model are elements of
the U(1) group, and the action is of the same form as 3.33. The partition function is
deﬁned by
Z =
∫ 2pi
0
∏
i
(
dθi
2pi
)
exp(−S), (3.37)
where the factor 1/(2pi) is inserted to the measure to normalize the total volume of the
group to 1. Looking at table 1 we see that the dual variables are integers and the dual
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group operation is summation. We can again interpret these integers as ﬂuxes to the
positive directions of the bonds, and condition 3.32 is expressed as ﬂux conservation
at every site, but this time without the mod N (see ﬁgure 2b).
The character expansion coeﬃcients for the XY -model interactions are
an =
∫ 2pi
0
dθ
2pi
exp(−inθ) exp(β cos(θ)) = In(β), (3.38)
where In are modiﬁed Bessel functions of the ﬁrst kind [14, p. 181]. For β > 0
these functions are always positive, so there are no sign problems. How about the
antiferromagnetic case β < 0? The Bessel functions follow the identity In(−β) =
(−1)nIn(β), so for all odd bond variables we get a factor of −1. Let us consider a
(hyper)cubic lattice in any dimension with free boundary conditions. We may cut
the lattice in two pieces by a (hyper)plane that is orthogonal to one of the lattice
directions. Since ﬂux is conserved, and no ﬂux can get from one side of the lattice to
the other without passing through the plane, we can see that the total ﬂux through
that plane must be zero. Because zero is an even number, the number of odd-valued
bond variables passing through this plane must be even. Thus the product of the
weights (−1)nbInb(|β|) of these bonds must be positive. Since there is a collection of
such planes so that every bond passes through exactly one plane, we conclude that
the total weight for any conﬁguration is positive. In fact we have Z(β) = Z(−β).
The positivity depends on the geometry of the lattice. For a triangular lattice
for example, there exists a loop of length three. If one unit of ﬂux ﬂows around this
loop, and the lattice is otherwise empty, the weight of the conﬁguration is negative.
The above argument fails because it is not possible to ﬁnd a set of divisions such that
every bond is cut by exactly one division. Another situation where the argument fails
is a hypercubic lattice with periodic boundary conditions. If the lattice has an odd
length in any direction, then it is possible to have a ﬂux loop of odd length wrapping
around that direction. These properties are related to the fact that for some lattices
it is possible to ﬁnd a perfect antiferromagnetic ordering and for others it is not.
For truly interesting cases of frustrated antiferromagnetism the ﬂux representation
of the partition function has conﬁgurations with negative weights. For more general
considerations of positivity of the dual representations of similar models see [15].
It is quite easy to generalize the preceding developments to N -body interactions.
The action is assumed to be of the form 3.24 where UN is a simple product of the
degrees of freedom and their inverses,
UN(si1 , si2 , ..., siN ) = s
±1
i1
s±1i2 · · · s±1iN . (3.39)
The character expansion is done exactly as for the two-body case. We thus get a dual
variable for every interaction term just as before. As UN is supposed to be a simple
product, we can again reorganize the character expansion to the form 3.30. The only
diﬀerence is that mi must now be calculated as a product of all the representations
associated with interactions to which si takes part:
mi =
∏
i∈I={i1,i2,...,iN},hI 6=0
nsi , (3.40)
where s = −1 if si appears as it's inverse in UN(I) and s = 1 otherwise.
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3.3 Generalized duality relations and solution of the
constraints
On hypercubic lattices the constraint 3.32 can be solved by using a diﬀerent set of
variables [8,16]. With every plaquette of the lattice we associate a variable σ taking
values in the dual group. We also deﬁne a positive winding direction around the
plaquettes. Associated with every plaquette  and every bond b bordering  we
deﬁne a sign
(, b) =
{
1 :  winds to the positive direction of b
−1 :  winds to the negative direction of b . (3.41)
The correspondence between the bond variables nb and the dual (plaquette) variables
is such that
nb =
∏
,b∈∂
σ
(,b)
 , (3.42)
where the product is over the plaquettes who touch bond b. It can be seen that any
set of dual variables σ gives a set of bond variables nb satisfying constraint 3.32 (see
ﬁgure 2a). In the ﬂux picture of the XY -model the plaquette variables can be seen
as primitive loops of ﬂux. Larger loops can then be built by tiling a surface bounded
by the loop with these primitive loops (ﬁgure 2b).
Whether any conﬁguration of bond variables can be uniquely represented by a
choice of plaquette variables depends on the topology of the lattice. The bond vari-
ables nb can be seen as components of a discretized vector ﬁeld deﬁned on the sites
of the lattice. Equation 3.42 is then a lattice version of the assertion that nb is a curl
of a vector potential. σ is the component of this vector potential orthogonal to
the plaquette . The condition 3.32 is equal to saying that the ﬁeld nb is divergence
free, which by Helmholtz theorem ensures that 3.42 is a unique representation up to
a global constant.
For inﬁnite ﬂat lattices it is indeed true that the representation 3.42 exists and is
unique provided that one of the plaquettes is ﬁxed to a chosen value. However, on a
torus this does not hold. For example, think about the ﬂux picture of the XY -model
on a two dimensional torus. It is possible to have a unit of ﬂux wrapping around one
of the compact dimensions on an otherwise empty lattice. However, it is not possible
to represent this conﬁguration in terms of the plaquette variables since changing them
does not change the total amount of ﬂux in any direction. From another point of view
it is impossible to have a single valued vector potential for such a conﬁguration. All of
these ideas can be treated in a mathematically rigorous fashion using the language of
homology theory. However, this is outside the scope of this work, and the interested
reader is referred to [16] for details.
The interactions of the plaquette variables are given by the character expansion
coeﬃcients anb in formula 3.30. In two dimensions every nb only depends on two
plaquette variables which leads to pair interactions. We may construct a new lattice
whose lattice sites are in the middle of the plaquettes of the original lattice and whose
bonds connect the nearest neighbours. This is called the dual lattice. The plaquette
variables live on the dual lattice sites and their interactions correspond to the bonds
of the lattice. In some cases it may happen that this dual model is exactly the same
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(a) (b)
Figure 2: (a) Bond and plaquette variables of a square lattice. The positive winding
direction is taken to be counterclockwise for all plaquettes, and the positive direction
of the bonds is down and to the right. The bond variables nb are related to the
plaquette variables g by nAO = g
−1
1 g2, nOB = g2g
−1
3 , nOC = g3g
−1
4 and nDO = g
−1
4 g1.
The ﬂux condition 3.32 at site O is automatically satisﬁed since nAOnDOn
−1
OBn
−1
OC =
g−11 g2g
−1
4 g1g
−1
2 g3g
−1
3 g4 = e. (b) A possible ﬂux conﬁguration and the corresponding
plaquette tiling for the XY -model.
as the original model. The ﬁrst requirement is that the abelian group of the model is
self dual. This is true for the Z(N) models for example. However, the interactions of
the new model also have to be of the same form as for the original one. An example
where this happens is the Z(2) spin model, or the Ising model. Indeed, the character
expansion coeﬃcients in this case are given by
a1 = cosh(β)
a−1 = sinh(β)
(3.43)
and the interaction term associated with nearest neighbour dual variables σi and σj
is
log(aσb) =
1 + σb
2
log(cosh(β)) +
1− σb
2
log(sinh(β))
=
1
2
log(sinh(2β))− σb
2
log(tanh(β)),
(3.44)
where σb = σiσj. Thus the partition function is
Z =
∑
σi=±1
exp(Sd), (3.45)
where the dual action is
Sd = −1
2
log(tanh(β))
∑
b=〈ij〉
σiσj + (
1
2
log(sinh(2β)))Nb , (3.46)
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where Nb is the total number of bonds on the lattice.
6 Comparing with the original
action
S = β
∑
b=〈ij〉
sisj, (3.47)
we see that, disregarding the irrelevant constant term, these actions are essentially
the same. The only diﬀerence is that for the dual model the coupling constant is given
by
β∗(β) =
1
2
log(tanh(β)). (3.48)
Now, if we assume that the model has a single critical point where the partition
function or it's derivatives become nonanalytic in the thermodynamic limit, it must
be that this point is given by β∗(β) = β, which can be solved to give the famous
formula for the critical point of the Ising model,
βcritical =
1
2
log(1 +
√
2), (3.49)
ﬁrst derived by Kramers and Wannier [5]. In the case of the Ising model we now know
from Onsager's exact solution [17] that there indeed is only one critical point. Kramers
and Wannier also note that if there are more critical points, they must appear in pairs
(β1, β2) such that β
∗(β1) = β2.
The square lattice Ising model is not the only known model where duality can be
used as an analytical tool. For example a Z(2) gauge model is dual to the Ising model
in two dimensions and self dual in three and four dimensions [18]. The Z(3) and Z(4)
spin models as deﬁned in the previous section are also self dual, but this does not
generalize to arbitrary N . It is possible to generalize the action such that the Z(N)
models become self dual, although this leads to complicated interactions [8]. Z(N)
gauge theories for general N are studied in [19] and it is found that, analogously to
the spin model, the simple gauge theory in four dimensions is self dual for N ≤ 4.
Again, for a generalized action a self duality relation holds for all N . The implications
of the topology of the lattice on the duality transformations are studied in [16].
In fact the transformation 3.42 generalizes to a class of interactions on hypercubic
lattices. We will present this transformation here in a slightly more elaborate manner
than is standard in the literature [8,20], paying attention to the geometrical structure.
We again take the pedestrian perspective and make no reference to homology theory.
Let us begin with a d-dimensional hypercubic lattice. A simplex of dimension s
is deﬁned as an s-dimensional element of the lattice. The vertices of are simplices
of dimension 0, the bonds joining the nearest neighbour vertices are simplices of
dimension 1 and plaquettes are simplices of dimension 2. A simplex of dimension 3
is a cube bounded by six plaquettes. Similarly, a simplex of dimension s is always
bounded by 2s s − 1 dimensional simplices. We now deﬁne a model with N -body
interactions such that the dynamical variables live on simplices of dimension s − 1.
The interaction terms correspond to simplices of dimension s so that the spins taking
6This implies that we are working on a ﬁnite lattice. We may assume ﬁxed boundary conditions,
in which case representation 3.42 exists and is unique. On the other hand, if we eventually take the
limit of inﬁnite lattice, the boundary conditions have no eﬀect anyway. Thus we may equally well
assume periodic boundaries.
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part in such an interaction are those that live on the boundary of the simplex. s is
called the simplex number of the theory. The action is taken to be of the form
S =
∑
simplices p
hpf(Up), (3.50)
where f is some function f : G→ R, and hp are coupling constants. Up is a product
of the spins on the edges of p,
Up =
∏
b∈∂p
s
sgn(b,p)
b , (3.51)
b ∈ ∂pmeans that b is one of the simplices bounding p, and sgn(b, p) is a sign associated
with the edge, which we will now deﬁne.
We ﬁrst deﬁne a standard order of directions on the lattice, i.e. we index the
lattice coordinates with µ = 0, 1, 2, ..., d − 1. An edge b extends in s − 1 dimensions
deﬁned by a set of indices {µ1, µ2, ..., µs−1}. We assume these to be in standard order,
i.e. µ1 < µ2 < ... < µs. Denoting the unit vector in the positive direction of the
µ:th coordinate axis by µˆ, the vectors {µˆi} form an ordered basis B for a subspace of
the lattice. The surface of a simplex p consisting of the simplices b is an orientable
surface in the sense that there is a well deﬁned direction orthogonal to b that takes
us out of p through b. Let us now expand the basis B by the inward pointing normal
vector uˆ associated with b so that we have an ordered basis {uˆ, µˆ1, ..., µˆs} for a larger
subspace that spans the simplex p. We deﬁne sgn(b, p) as the handedness of this
coordinate system with respect to the standard ordered coordinates. In other words
sgn(b, p) = sgn(uˆ)(u, µ1, ..., µs−1), (3.52)
where u ∈ {0, 1, ..., d − 1} is the lattice direction deﬁned by uˆ, and sgn(uˆ) is −1
if uˆ points in the negative u direction and +1 otherwise.  is deﬁned to be totally
antisymmetric under the exchange of any pair of arguments and +1 if its arguments
are in the standard order. Note that the opposite edges of p always have opposite
signs because their normal vectors point in opposite directions.
When we pass to the dual theory we get a variable np associated with each s
dimensional simplex p. At each simplex b of dimension s we have the condition
mb = e = identity, where mb is given by 3.40. In this case it becomes
mb =
∏
p,b∈∂p
nsgn(b,p)p . (3.53)
We now deﬁne a variable σq associated with every s+ 1 dimensional simplex q. Note
that these simplices are bordered by the s dimensional simplices p. We then represent
the variables np in the form
np =
∏
q,p∈∂q
σsgn(p,q)q . (3.54)
Next we want to prove that the above representation automatically satisﬁes the con-
ditions mb = e. This condition becomes
mb =
∏
p,e∈∂p
( ∏
q,p∈∂q
σsgn(p,q)q
)sgn(e,p)
=
∏
p,e∈∂p
( ∏
q,p∈∂q
σsgn(p,q) sgn(e,p)q
)
= e. (3.55)
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We can specify any simplex p whose edge b is by giving a direction uˆ1 orthogonal to
b. Similarly, we can specify any s+ 1 dimensional simplex q touching e by giving two
directions uˆ1 and uˆ2 that are orthogonal to b. One can think of ﬁrst moving from b
to the middle of p by a step in the direction of uˆ1, and then moving to the middle
of q by a step in the direction of uˆ2. Note that we can swap the vectors uˆq and uˆp
and they will specify the same simplex q. We can then see that there are exactly two
simplices p1 and p2 which are edges of q and whose edge e is. Thus the contribution
of σq to mb is σ
power
q , where
power = sgn(b, p1) sgn(p1, q) + sgn(b, p2) sgn(p2, q). (3.56)
But we can see that
sgn(b, p1) sgn(p1, q) =
sgn(uˆ1)(u1, µ1, ..., µs−1) sgn(uˆ2)(u2,
Standard order︷ ︸︸ ︷
µ1, ..., u1, ..., µs−1) =
sgn(uˆ1) sgn(uˆ2)(u2, u1, µ1, ..., µs−1).
(3.57)
This changes sign when uˆ1 and uˆ2 are exchanged, so power = 0. Note that leaving
out sgn(uˆ) in formula 3.52 would not change this conclusion. However, it is included
so that the interaction reduces to the standard nearest neighbour and plaquette in-
teractions in the cases s = 1 and s = 2.
While we have now proven that representation 3.54 satisﬁes conditions 3.55, it
is again not clear if it is necessary or unique. As we saw in low dimensional cases
earlier, the necessary-part depends on the topology of the lattice. Uniqueness also
failed in the case of the two dimensional XY -model: multiplying all σq with some
group element g does not change the np. What is worse now is that there are local
transformations leaving the np invariant. However, this does not usually concern us
since it only produces a uniform overcounting of states (see [8, 20, 21] for discussions
of this in several models). If we are going to take the limit of inﬁnite lattice this
representation is usually acceptable.
To complete the transformation we can deﬁne a dual lattice which is equivalent
to the original lattice but shifted by half a lattice spacing in every direction. The
simplices of the dual lattice are in one-to-one correspondence with the simplices of
the original lattice. A general l-dimensional simplex of the dual lattice is penetrated
by exactly one orthogonal d − l-dimensional simplex of the original lattice. We can
thus associate the variables σq with d − (s + 1) dimensional simplices of the dual
lattice. Furthermore, the interaction terms for the dual variables are of the form
log(anp), where an are the character expansion coeﬃcients. They are associated with
s-dimensional simplices p of the original lattice, which correspond to d−s-dimensional
simplices of the dual lattice. For example, we can immediately see that the Z(2) theory
with simplex number s is self dual in d = 2s dimensions, since the corresponding
simplices in the dual theory are also d−s = s dimensional. Thus the Ising spin model
is self dual in two dimensions, the Ising gauge theory is self dual in four dimensions
and so on. Of course this only works when the symmetry group of the model is self
dual and the character expansion produces weights that can be related to the original
interaction terms. For example, a U(1) gauge theory in four dimensions is not self
dual, but dual to a (Z,+) gauge theory.
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We can also see that on a d-dimensional lattice a theory with simplex number
s = d is trivial. If we naively apply the above transformation we ﬁnd that the spins
of the dual theory live on −1 dimensional simplices, which is nonsense. Instead we
should return to the original lattice and notice that each simplex b of dimension d− 1
is touched by only two d-dimensional simplices, say p1 and p2. But condition 3.55 then
says that n−1p1 np2 = e, or np1 = np2 . Since this applies to all neighbours we ﬁnd that
all the variables np must be equal to each other. Thus the partition function reduces
to a sum over just one variable n ∈ G∗. This in fact works for non-abelian models
too: If any given variable si appears only in two interaction terms, then one can use
the orthogonality relation 3.22 together with the invariance of the Haar integral to
integrate over the characters in expressions analogous to 3.30. The most well known
example is the analytical solution of lattice gauge theories in two dimensions [22,23].
One can also exploit the dual representation to easily ﬁnd the partition function of
one dimensional spin models without the transfer matrix approach.
The above transformation can also be used in numerical simulations. It is not
necessary to formulate the model on the dual lattice with the σq variables. One can
rather update the constrained np variables in a way that corresponds to an update
of the unconstrained ones. This can be used regardless of whether the representation
3.54 is necessary or not, since these updates can be mixed with other kinds of updates.
We will see an example of this in the chapter explaining the dual simulation algorithm
of scalar electrodynamics.
3.4 Dual formulation of scalar electrodynamics
In this section we formulate a dual representation of scalar electrodynamics in ﬁnite
chemical potential. This representation is free of the complex action problem present
in the action 2.68 and thus suitable for numerical studies using the Monte Carlo
method. Using the dual representation to study related models is certainly not a new
idea [8,24,25], but the idea of using them for numerical work especially in connection
with the sign problem in ﬁnite density has only appeared rather recently [13, 2632].
We will return to the literature and the algorithmic developments later.
We start with the compact lattice formulation 2.70 of scalar electrodynamics, and
use the character expansion method to ﬁnd a dual representation for the partition
function. While this can be done almost by inspection using the results of the
previous sections, the transformation is presented here in a way that can mostly be
followed even if the reader has no time to go through other parts of this work. For
simplicity we will assume that the lattice spacings are the same in every direction so
that the ratios rb and r are equal to one.
We begin by writing the scalar ﬁelds using radial and phase degrees of freedom:
φfx = ψ
f
x exp(iα
f
x), ψ
f
x ∈ [0,∞), αfx ∈ [0, 2pi) (3.58)
We then notice that for any ﬁxed conﬁguration of the radial degrees of freedom the
model is of the form discussed in section 3.2. There are two kinds of variables taking
values in the group U(1): the gauge ﬁelds living on the links and the phase degrees
of freedom of the scalar ﬁelds living on the lattice sites. We also have two kinds of
interactions: the plaquette interaction which only involves the gauge ﬁelds and the
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link interaction which involves the gauge and scalar ﬁelds. We thus expect to have one
set of dual variables living on the bonds, and another set living on the plaquettes. We
will also have constraints associated with both sites and links. Note that the group
valued variables are not present in the mass term or the λ-term, and we can disregard
them for now.
We proceed by performing the character expansion on the Boltzmann weights of
both the link and plaquette interactions. For the plaquette this yields (see formula
A.7)
exp(βr cos(θ + γ)) =
∞∑
n=−∞
exp(inγ) exp(inθ)In(βr). (3.59)
The bond interaction terms can be written in the form
Sfb = −rb
(
e−η
f
b φfx
†
U fb φ
f
y + e
ηfb φfy
†
U fb
†
φfx
)
= −2rbψfxψfy cos(αb −Nfθb − iηfb ), (3.60)
where αb = αx−αy, and we use the convention that x is the starting point and y the
endpoint of bond b. By formula A.7 we then have
exp(−Sfb ) =
∞∑
kfb=−∞
exp
(
ηfb k
f
b
)
exp
(
ikfb (α
f
b −Nfθb)
)
Ikfb
(
2rbψ
f
xψ
f
y
)
. (3.61)
The next step is to write down the partition sum and to plug in the above expansions.
It is then possible to integrate over the angle variables, which produces constraints
on the dual variables kfb and n. Indeed, we have
Z =
∫ ∞
0
{ψdψ}
∫ 2pi
0
{
dα
2pi
}{
dθ
2pi
} ∞∑
{k}=−∞
∞∑
{n}=−∞
W ({ψ}, {α}, {θ}, {k}, {n}),
(3.62)
where we have abbreviated the integration measure in a quite obvious manner. The
summation over {k} and {n} likewise mean summation over all sets of possible values
for the bond and plaquette variables. The weight W is given by
W =
(∏
b,f
exp
(
ηfb k
f
b
)
Ikfb
(
2rbψ
f
xψ
f
y
))(∏

exp(inγ)In (rβ)
)
·
(∏
b,f
exp
(
ikfbα
f
b
))(∏
b,f
exp
(
−iNfkfb θb
))(∏

exp(inθ)
)
·
(∏
x,f
exp
(
M2fψ
f
x
2
+ λfψ
f
x
4
))( ∏
Spacelike 
exp
(
−β
2
rγ
2

))
.
(3.63)
The constraints that result from integration over the angle variables are easiest to
understand in terms of a ﬂux picture. The bond variable kfb is interpreted as a ﬂux
to the positive direction of the bond. The total ﬂux ﬂowing into lattice site x is then
F fx =
∑
bonds b ending at x
kfb −
∑
bonds b starting at x
kfb . (3.64)
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The part of the weight depending on the α-variables can then be written as∏
b,f
exp
(
ikfbα
f
b
)
=
∏
x,f
exp
(−iF fx αfx) , (3.65)
and the integral over the alphas is then easily calculated to give a Kronecker delta
function enforcing ﬂux conservation at every lattice site and for each ﬂavour of ﬂux:∫ 2pi
0
{
dα
2pi
}(∏
x
exp
(−iF fx αfx)
)
=
∏
x,f
δ
(
F fx
)
. (3.66)
The condition resulting from the integration over the gauge variables θb is a bit
harder to describe. We ﬁrst note that since θb couples to both the bond variables
kfb and plaquette variables n, the resulting constraint will also involve both sets of
variables. We want to write the weight for θb in the form exp(iTbθb). We recall that
the deﬁnition of the plaquette variable is
θ = θ
µν
x = θ
µ
x + θ
ν
x+µˆ − θµx+νˆ − θνx, µ < ν. (3.67)
To geometrically describe which bond variables in θ have a minus sign in front of
them we deﬁne a positive winding direction of the plaquette to be to the positive
direction of the bond (x, µ), where µ is the smaller of the two indices deﬁning the
directions spanning the plaquette. The rule is then that if the positive direction of
the bond opposes the winding direction of the plaquette then there is a minus sign
associated with it. We deﬁne sgn(b,) to be this sign so that
θ =
∑
b∈∂
sgn(b,)θb. (3.68)
Thus if we deﬁne Tb as
Tb =
∑
 such that b∈∂
sgn(b,)n −
∑
f
Nfk
f
b , (3.69)
we have that (∏
b,f
exp
(
−iNfkfb θb
))(∏

exp(inθ)
)
= exp(iTbθb). (3.70)
The integral over the gauge ﬁeld variables then simply becomes∫ 2pi
0
{
dθ
2pi
}(∏
b,f
exp
(
−iNfkfb θb
))(∏

exp(inθ)
)
=
∏
b
δ(Tb). (3.71)
This constraint can be visualized by saying that there are two kinds of ﬂuxes ﬂowing
on a bond. One is the combined ﬂux of the bond variables kfb multiplied by the charges
Nf , which is (minus) the second term in 3.69. The other is a ﬂux resulting from the
plaquette variables: There is a ﬂux of strength n ﬂowing to the positive winding
direction around the plaquette. The sum of these ﬂuxes is given by the ﬁrst term of
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equation 3.69. The constraint is then expressed by saying that the ﬂuxes are equal.
The ﬁnal form of the partition function is then
Z =
∑
PS
w({ψ}, {k}, {n}), (3.72)
where the weight w is
w =
(∏
b,f
exp
(
ηfb k
f
b
)
Ikfb
(
2rbψ
f
xψ
f
y
))(∏

exp(inγ)In (rβ)
)
·
·
(∏
x,f
ψfx exp
(
M2fψ
f
x
2
+ λfψ
f
x
4
))( ∏
Spacelike 
exp
(
−β
2
rγ
2

)) (3.73)
and
∑
PS denotes the sum over the phase space, or the allowed conﬁgurations of the
dual variables: ∑
PS
=
∫
{dψ}
∑
{k},{n}
∏
b
δ(Tb)
∏
x,f
δ(F fx ). (3.74)
Note that setting the purely spacelike source ﬁelds to zero makes the weight w real
and positive. Thus the complex action problem present in the original formulation
for ﬁnite chemical potential is solved.
Discussing a ﬂux picture in connection with a model with conserved four-currents
begs for interpretation. To build this interpretation on ﬁrm grounds we formally ﬁnd
the estimators for the four-current and the ﬁeld strength tensor in the dual picture.
Fortunately this is easily done thanks to the source ﬁelds included in the original
action. It is convenient here to use a more continuum-like notation for the quantities
living on the bonds and plaquettes of the lattice. For example, we will denote the
bond variable for the bond starting at lattice site (τ, ~x) and pointing to direction ν as
kfν(τ, ~x). The charge density can be found by diﬀerentiating the partition function
with respect to the source ﬁeld ηf0(~x) ≡ µf0(~x) at some point ~x in the volume. The
source ﬁeld µf0(~x) is independent of the euclidean time, so that the µfb on a temporal
slice (or loop) are taken to be the same variable. We can then express the expectation
value of the charge density at point ~x and with chemical potential µ as〈
j0f (~x)
〉
=
T
Z
∂Z
∂µf0~x
=
T
Z
∑
τ
∑
PS
(kf0(τ, ~x)w), (3.75)
where T = N−10 is the temperature in lattice units and N0 is the size of the lattice
in the temporal direction. Summing over the temporal direction and dividing by N0
corresponds to taking the average over quantum ﬂuctuations of the charge. We ﬁnd
that the ﬂux kf0(τ, ~x) is the estimator for the charge density. Note that this is not
the electric charge but the ﬂavour number density. Hence the charge is unitless and
independent of ef . The unit of the charge density is then (a1a2a3)
−1.
The spatial components of the four-current can be found in very much the same
way. However, the diﬀerence is that there is an imaginary unit in the deﬁnition
ηfi(~x) = iµfi(~x). Thus we can write
∂
∂ηfi(~x)
= −i ∂
∂µfi(~x)
↔ ∂
∂µfi(~x)
= i
∂
∂ηfi(~x)
. (3.76)
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There is also a term depending on the µfi in the scalar potential V . However, since
this term is of second order in µfi, and we are going to set the source ﬁeld to zero
after diﬀerentiation, we can ignore this term. The current density is then
〈jfi(~x)〉 = iT
Z
∂Z
∂ηfi(~x)
∣∣∣∣
µfi=0
=
T
Z
∑
τ
∑
PS
(ikfi(τ, ~x)w)
∣∣∣∣∣
µfi=0
. (3.77)
The estimator for jif is the imaginary ﬂux −ikfi(τ, ~x). This may seem a bit con-
tradictory at ﬁrst: How can it be that the estimator that corresponds to a hermitian
operator in the original quantum theory is imaginary? From a handwaving point of
view one could argue that since we are working in imaginary Euclidean time, and
the current is deﬁned as a change of charge per unit of this (imaginary) time, the
current should be imaginary. However, this is obviously not a satisfying explanation.
The real solution to this apparent paradox is that the weight w and the estimator are
complex conjugated under the reﬂection kfb → −kfb , n → −n of the purely spacelike
bonds b and plaquettes . Since this also conserves the constraints, we can see that
the expectation value 〈jfi〉 is real. In particular, for the usual case of vanishing spa-
tial source ﬁelds ηfib = 0 the reﬂection leaves w invariant, and the expectation value
vanishes. This is easy to understand since the system is completely isotropic with
respect to the spatial directions.
Now that we know how to interpret the ﬂux variables, we turn to the plaquette
variables n = nµν(τ, ~x), µ < ν. From deﬁnition 2.58 we see that in lattice units the
timelike source ﬁeld γ = γ0i(τ, ~x) = ib0i(~x). The relevant term in w where this ﬁeld
appears is then exp(iγn) = exp(−b0i(~x)n0i(τ, ~x)) = exp(b0i(~x)n0i(τ, ~x)). Taking the
derivative with respect to b0i(~x) we see that the estimator for F0i(~x) = Ei is n0i(τ, ~x).
For the purely spatial plaquettes we have γij(τ, ~x) = −bij(~x) and exp(iγnij(τ, ~x)) =
exp(−ibij(~x)nij(τ, ~x)) = exp(−ibij(~x)nij(τ, ~x)). Thus, in the case bij(~x) = 0, the
estimator for Fij(~x) is −inij(τ, ~x). In summary, the estimators for jµf and Fµν are
jˆµf = (k
f0,−ikf1,−ikf2,−ikf3), (3.78)
and
Fˆµν =

0 n01 n02 n03
−n01 0 −in12 −in13
−n02 in12 0 −in23
−n03 in13 in23 0
 =

0 n01 n02 n03
n10 0 −in12 −in13
n20 −in21 0 −in23
n30 −in31 −in32 0
 , (3.79)
where we have deﬁned nνµ for ν > µ by nνµ = −nµν and the dependence on the lattice
site is suppressed.
Finally, the constraints 3.66 and 3.71 can also be interpreted in terms of currents
and ﬁeld strengths. Condition 3.66 clearly corresponds to the conservation of the
ﬂavour currents. The interpretation of constraint 3.71 can be seen by noting that
Tb = Tx,µ can be written as
Tx,µ =
∑
ν
(
nxµν − nx−νˆµν
)−∑
f
Nfk
fµ
x =
∑
ν
∂νn
x
µν −
∑
f
Nfk
fµ
x , (3.80)
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where we have deﬁned a discrete derivative ∂ν . The condition Tb = 0 can then
equivalently be written as
∂νFˆ νµ = jˆµ, (3.81)
which is a Euclidean version of equation 2.11. It is interesting to note that while
equation 3.81 enforces the Gauss law on all states, it does not imply that only classical
ﬁeld conﬁgurations are allowed.
A dual representation for correlation functions can also be formulated in a very
similar manner. For example, consider the two point function〈
φfx
†
φfy
〉
=
1
Z
∫
PS
φfx
†
φfy exp(−L). (3.82)
The Boltzmann weight under the integral over the phase space can be expanded
in exactly the same way as was done above for the partition function. The only
diﬀerence is that we now have an extra factor of φfx
†
φfy = ψ
f
xψ
f
y exp(−iαfx) exp(iαfy).
By following the same steps as was done for the partition function above, one ﬁnds
that the correlation function is given by〈
φfx
†
φfy
〉
=
1
Z
∑
PS′
ψfxψ
f
yw({ψ}, {k}, {n}). (3.83)
The summation is now over conﬁgurations PS ′ where the point x is a source, and
point y is a sink of ﬂux of ﬂavour f , i.e.∑
PS′
=
∫
{dψ}
∑
{k},{n}
δ(F fx + 1)δ(F
f
y − 1)
∏
(x′,f ′)6=(x,f),(y,f)
δ(F f
′
x′ )
∏
b
δ(Tb). (3.84)
It is equally easy to ﬁnd representations for general n-point functions in the same
manner: Every instance of φfx
†
is represented by a source and every instance of φfx as
a sink at the corresponding site x, and the weight is multiplied by the corresponding
magnitudes ψfx .
Note that in the presence of the gauge ﬁeld the above two point function actually
vanishes, since it is not gauge invariant. This can also be seen in the dual represen-
tation: It is impossible to build a plaquette ﬁeld conﬁguration that would satisfy the
constraints in the presence of a sink and a source of electric ﬂux. The proper correla-
tion function to measure in the gauged case would be the Wilson line
〈
φfx
†
U(x, y)φfy
〉
where U is the parallel transport. On the lattice U is deﬁned by some path P (starting
at x and ending at y) consisting of directed links l of the lattice so that
U(x, y) =
∏
b∈P
exp(iNf sgn(b, P )θb), (3.85)
where sgn(b, P ) = +1 if the positive direction of bond b coincides with the positive
direction x→ y of the path and −1 otherwise.
A dual representation for the Wilson lines can also be derived rather easily and is
given by 〈
φfx
†
U(x, y)φfy
〉
=
1
Z
∑
PS′′
ψfxψ
f
yw({ψ}, {k}, {n}), (3.86)
36
where ∑
PS′′
=
∫
{dψ}
∑
{k},{n}
δ(F fx + 1)δ(F
f
y − 1)
∏
b∈P
δ(Tb + sgn(b, P ))
·
∏
(x′,f ′)6=(x,f),(y,f)
δ(F f
′
x′ )
∏
b/∈P
δ(Tb).
(3.87)
Note that one can form a conﬁguration that satisﬁes the constraints of PS ′′ by letting
the extra unit of ﬂux ﬂow from the source to the sink along the path P . All other
allowed conﬁgurations can be formed by adding a PS conﬁguration on top of this one.
Finally, it is possible to reweight the above correlation functions to the PS en-
semble. Namely, one can shift the summation variables along the path P so that we
have 〈
φfx
†
U(x, y)φfy
〉
=
1
Z
∑
PS
ψfxψ
f
yw
′({ψ}, {k}, {n}), (3.88)
where the {k}-dependent part of w′ is given by∏
b∈P
exp
(
ηfb (k
f
b + sgn(b, P ))
)
Ikfb+sgn(b,P )
(
2rbψ
f
xψ
f
y
)
·
∏
b/∈P or f ′ 6=f
exp
(
ηfb k
f
b
)
Ikfb
(
2rbψ
f
xψ
f
y
)
.
(3.89)
The summation can then be expressed using the original weight w as〈
φfx
†
U(x, y)φfy
〉
=
1
Z
∑
PS
E(P )w({ψ}, {k}, {n}), (3.90)
where the estimator E(P ) is
E(P ) = ψfxψ
f
y
∏
b∈P
exp
(
ηfb (k
f
b + sgn(b, P ))
)
Ikfb+sgn(b,P )
(
2rbψ
f
xψ
f
y
)
exp
(
ηfb k
f
b
)
Ikfb
(
2rbψ
f
xψ
f
y
) . (3.91)
This way it is possible to measure all the correlation functions in the PS ensem-
ble. In the next chapter we will also see how the worm algorithm can be used to
directly simulate the natural conﬁguration space of certain gauge invariant four point
functions.
3.5 Duality transformations applied to numerical work in the
literature
As mentioned earlier, using dual representations in numerical work is a rather recent
idea. The seminal paper [9] was published in 2001. In this paper Nikolay Prokof'ev
and Boris Svistunov present a new method called the worm algorithm for simulation
of classical statistical models. This method and it's generalizations can be used to
update conﬁgurations with local constraints, such as the loop models we have seen in
this chapter. The motivation for the development of the algorithm was to alleviate
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the problem of critical slowing down. Indeed it was found that for the six models
studied the autocorrelation times at criticality grow signiﬁcantly slower as a function
of the lattice size than for a local metropolis algorithm. For example, for the three
dimensional Ising model an upper bound for the critical exponent of the autocorre-
lation time was found to be z ≈ 0.18, while a local updating scheme usually gives
z ≈ 2.
After the ﬁrst paper there have been numerous publications where the worm-type
algorithms have been applied to diﬀerent models. It has been shown that the worm
algorithm is the most eﬃcient known algorithm for calculating two point correlation
functions of the three dimensional Ising model and is almost equally eﬀective as the
Swendsen-Wang algorithm in two dimensions [33]. Similar conclusions were reached
in [34]. In [35] a more complicated algorithm was used to update a loop representation
of the O(2) and O(3) spin models. It was found to be as eﬀective as cluster methods
for the studied observables. In [36] the so called CP (N − 1) model was studied.
This is a model where spins belonging to the complex projective space of dimension
N − 1 interact with a gauge ﬁeld. It was again found that critical slowing down
was practically absent for an algorithm based on the strong coupling expansion in
two dimensions. A worm algorithm for the real φ4-theory was presented in [37] and
found to be reasonably eﬀective for the whole range of the quartic coupling parameter,
although the algorithm performs best near the Ising model limit.
The idea of the worm algorithm can be generalized to sample the strong coupling
expansion of gauge models. Instead of closed loops the diagrams are now closed sur-
faces, which can be updated by allowing open surfaces as intermediate steps. An
algorithm based on this idea was studied for the Ising gauge theory in [38] in three
dimensions. The method was found to be reasonably eﬀective, but not free of crit-
ical slowing down. In [39] a similar method was studied for the three dimensional
U(1) gauge theory. The performance of the method was comparable to the stan-
dard metropolis algorithm in the original representation. No critical slowing down
was observed, but data from larger lattices would be needed for deﬁnite statements.
The closed surface conﬁgurations can also be updated by a simpler local algorithm.
In [32] such an algorithm was studied for the Ising gauge theory in three dimensions
and for the U(1) gauge model in three and four dimensions. It was found that, for
the U(1) model, the algorithm is similarly eﬀective as a heat bath algorithm but
avoids ergodicity problems caused by topologically stable defects in the conventional
representation.
Another interesting application of dual representations is the solution of sign prob-
lems associated with ﬁnite chemical potential in many models. In [27] a Z(3) spin
model is studied. This model is considered as a toy model for QCD because Z(3)
is the center of SU(3). The dual representation avoids any sign problems and can
be simulated using the worm algorithm, for example. Another eﬀective model for ﬁ-
nite density thermodynamics of QCD is the eﬀective Polyakov loop model considered
in [13,40]. In [40] this model has been reformulated in a dual picture, and Monte Carlo
simulations are reported in [13]. It should be noted that in this model the dynamical
variables belong to the nonabelian group SU(3). However, it is only the special form
of the interaction where only products of traces of the variables appear that allows a
dual representation free of sign problems.
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As we saw above, the dual representation allows the formulation of full abelian
gauge theories with ﬁnite density bosonic matter without sign problems. To the au-
thors knowledge this was ﬁrst observed in [26], where a dual representation of O(N)
gauge theories with matter ﬁelds is discussed. The paper also discusses update algo-
rithms and mentions the current and ﬁeld strength interpretations of the dual model.
Some results of Monte Carlo simulations are reported as well. Note that although this
model is O(N) symmetric, the gauge ﬁeld and the chemical potential are only taken
to couple to U(1) charges embedded in the full symmetry group. To perform the
dual transformation the model is then treated using the character expansion method
applicable to abelian groups.
Essentially the same dual representations are used to simulate diﬀerent variations
of complex scalar ﬁeld theories with or without gauge ﬁelds in references [28,30,41,42].
In [30] the ﬁnite density phase transition of the charged scalar ﬁeld with no electro-
magnetic ﬁeld is studied using the dual representation and a version of the worm
algorithm. This model exhibits the silver blaze phenomenon where chemical potential
has no eﬀect on the thermodynamics until it reaches a critical value, where a phase
transition occurs. It is found that the critical value corresponds to the lowest energy
excitations of the theory, i.e. to the eﬀective mass of the charged particles. The spec-
troscopy properties of this model are further explored in [42]. The article [41] presents
the gauged variation of the U(1) gauge-higgs model, or scalar electrodynamics, also
discussed in the present work, and some preliminary results from Monte Carlo simu-
lations. The dual conﬁgurations of this model can be updated using a surface worm
algorithm discussed in [28]. Dual representations have also been used to study models
with other abelian gauge groups [31,41].
Attempts to adapt similar methods to fermionic models have also been reported
in the literature. Indeed, it is possible to express a fermionic partition function in
a similar loop expansion as for the bosonic one (the hopping expansion). However,
in the fermionic case there is usually a sign problem. This is essentially because a
closed fermion loop gives a factor of −1 to the weight of the graph. In some (1+1)-
dimensional cases this sign problem disappears due to topological reasons or can be
solved by a resummation of the graphs [4347]. Unfortunately there has not been
much success for higher dimensional models. A related, perhaps more promising
new method is the fermion bag formulation, which has been applied to the massless
Thirring model and is not limited to two dimensions [4851].
Another direction of generalization is to consider non-abelian theories. Attempts
to ﬁnd generalizations of the duality transformations applicable to abelian theories
have not been very fruitful. Although some new viewpoints on the subject have been
discovered [52,53], there have been no applications to numerical work.
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4 Dual simulation of scalar electrodynamics
In this chapter we describe an algorithm for the Monte Carlo simulation of scalar
electrodynamics in the dual representation derived in section 3.4. The algorithm uses
local updates to update the ﬁeld strengths and the currents. It also employs a worm
algorithm to update the currents eﬃciently and to overcome ergodicity restrictions of
the local updates. For vanishing chemical potential the algorithm is compared with
a simulation in the original representation, and the results are found to be in good
agreement. We also study the µ-β phase diagram of the model. We ﬁnd that there is
a silver blaze region where the physics is essentially independent of µ, and that this
region ends with a phase transition whose position and order depend on the value of
β.
A dual simulation algorithm for the same model has also recently been described
in [28, 30]. This algorithm is based on a slightly diﬀerent version of the dual repre-
sentation and uses a more complicated version of the worm algorithm than the one
presented here.
4.1 Local updates
The simplest way to update the dual representation is to use updates that are as lo-
cal as possible without violating the gauss law and the current conservation. These
updates are related to the dual representation discussed in section 3.3. The simplest
update, the plaquette update, consists of adding a loop of current around one pla-
quette, and simultaneously changing the ﬁeld strength variable associated with that
plaquette in order to conserve the constraints. If we do not allow current loops wrap-
ping around the lattice, this update alone is ergodic in the sense that it reaches all
allowed conﬁgurations of the current and ﬁeld strength variables. Since a loop wrap-
ping around the temporal direction represents charge, this corresponds to simulating
the model in an ensemble where the particle numbers vanish. It is also equally easy
to simulate an ensemble with any ﬁxed particle number by choosing the initial state
appropriately.
The actual update is done as follows. By some method we ﬁrst select a plaquette
 and a current ﬂavour f for which the update is proposed. We randomly select to
either increase or decrease the ﬂux around this plaquette to the positive direction by
one unit, ∆n = ±1. In order to conserve the constraints, we also need to update the
corresponding plaquette variable n by the amountNf∆n. The Metropolis acceptance
probability for this update is then given by
Pplaquette =
I(n+Nf∆n)(β)
In(β)
∏
b=〈xy〉∈∂
I(kfb+sgn(b,)∆n)
(2ψfxψ
f
y )
Ikfb
(2ψfxψ
f
y )
. (4.1)
To make the algorithm eﬃcient across a wider range of parameters the plaquette
update is supplemented with a so called cube update. If the radial variables ψxf have
low values, ﬂuctuations of the current variables from zero are strongly suppressed.
This is because the weights Ik(ψxψy) approach one for k = 0 and zero for any other
value of k when ψxψy → 0. Thus for low values of ψx the acceptance probability for
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the plaquette updates becomes very small. The cube update overcomes this problem,
since it only updates the ﬁeld strength variables and so the acceptance probability is
independent of the radial variables. It updates the plaquette variables n that bound
a primitive cube C of the lattice. We again choose ∆n = ±1 with probability 0.5. We
then update the plaquette variables bordering C by the amount sgn(, C)∆n, where
sgn is the sign function discussed in section 3.3. The acceptance probability is
Pcube =
∏
∈∂C
I(n+sgn(,C)∆n)(β)
In(β)
. (4.2)
Finally, the radial degrees of freedom ψfx are updated using a local metropolis
update. We select a site x and ﬂavour f and propose to update ψfx by an amount
∆ψ, which is drawn from a uniform distribution in some interval ∆ψ ∈ [−a, a]. The
acceptance probability then has to be Pψ = 0 for ψ
f
x + ∆ψ < 0 and
Pψ =
∏
b=〈xy〉
Ikfb
(2(ψfx + ∆ψ)ψ
f
y )
Ikfb
(2ψfxψ
f
y )
, ψfx + ∆ψ > 0, (4.3)
where the product is over bonds that end or start at x.
Measuring observables is not necessarily as straightforward as in the conventional
representation. This is because one has to ﬁrst ﬁnd an estimator for the observable in
the dual representation. In section 3.4 we found estimators (equations 3.79 and 3.78)
for the electric ﬁeld and charge density. Another commonly measured observable is
the plaquette action 〈cos(θ)〉 = 1Z ∂Z∂β . An estimator for this observable is found by
computing the derivative of the partition function 3.72 and reweighting the resulting
observable to the original ensemble. This requires the use of formula A.8 for the
derivatives of the bessel functions. The ﬁnal result can be expressed in the form
〈cos(θ)〉 = 1
Z
∑
PS
In+1(β) + In−1(β)
2In(β)
w({n}, {k}, {ψ}). (4.4)
4.2 The worm algorithm
The local updates described above are unable to change the charge of the system.
Thus, in order to simulate the canonical ensemble, we need to add some kind of up-
date that is capable of doing this. Since adding or removing charge corresponds to
adding loops around the temporal direction, it is impossible to formulate a simple local
update to do this. The presence of the gauge ﬁeld adds one additional complication:
It is impossible to independently add a particle of one ﬂavour without simultane-
ously adding a particle of the other ﬂavour with opposite charge. This restriction is
equivalent to saying that the total charge of the universe must be zero. The condi-
tion ultimately originates from the silent assumption that the electromagnetic ﬁeld
vanishes at inﬁnity, which was used in the derivation of the path integral in section
2.1.
The most straightforward approach is to use a nonlocal update that changes the
ﬂux variables of two particle ﬂavours along a closed loop that winds around the tem-
poral direction. However, the nonlocality of this update causes low acceptance prob-
abilities making the update ineﬀective. The worm algorithm that we now describe
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overcomes this diﬃculty by expanding the conﬁguration space of the model. The
states fulﬁlling the conservation rules are updated via intermediate steps where a cer-
tain type of violation is allowed. We will explain the algorithm for the case of two
scalar ﬁeld ﬂavours which have opposite charges of magnitude 1. Generalization of the
algorithm to other cases would be quite straightforward, but it was not implemented
for the current work. A good introduction to worm type algorithms in general is given
in the original article [9].
The state space of the Markov chain without the worm algorithm is described by
a set of ﬂux and plaquette variables fulﬁlling the necessary constraints. The added
degrees of freedom are two lattice points, the head and the tail of the worm, where
a deviation from the conservation of ﬂux is allowed. The head can be thought of as
a sink for the ﬂuxes, where one unit of each ﬂavour of ﬂux is destroyed. The tail
respectively acts as a source of ﬂux. Thus we have an enlarged conﬁguration space
PSw that includes more states than the original space PS where no deviation from
the ﬂux conservation rules is allowed. The total weight in this ensemble is given by
Z =
∑
PSw
w({k}, {n}, {ψ}, xh, xt), (4.5)
where xh and xt are the positions of the head and the tail respectively. The weight
w is deﬁned so that for conﬁgurations in PS, i.e. for xt = xh, it is given by 3.73.
Observables (such as density) that are sampled in the PS conﬁgurations are given by
〈O〉 = 1
Z
∑
PS
E(O)w({k}, {n}, {ψ}) = 1Z
1
Z
∑
PSw
Ew(O)w({k}, {n}, {ψ}, xh, xt),
(4.6)
where E is the estimator of O in the PS ensemble and Ew(O) = δ(xh − xt)E(O).
The partition function Z is given by
Z =
1
Z
∑
PSw
δ(xh − xt)w({k}, {n}, {ψ}, xh, xt), (4.7)
so that the unknown constant Z cancels in expression 4.6.
The weights of the non-PS conﬁgurations can in principle be chosen arbitrarily
without aﬀecting the observables sampled in PS. For example it would be possible to
give less weight to conﬁgurations where the head is too far away from the tail in the
spatial directions. This could be useful if it turns out that the PS conﬁgurations are
created very rarely so that they are not sampled eﬃciently. However, for the present
work this has not been a problem. Moreover, the conﬁgurations in PSw can be given
a physical meaning. As discussed in section 3.4 one can represent certain four point
functions (which we will call G) in the form
G(x, y) = G(x− y) = 〈(φ1xφ2x)†φ1yφ2y〉 =
1
Z
∑
PSw
ψ1xψ
2
xψ
1
yψ
2
yδ(xh − y)δ(xt − x)w({k}, {n}, {ψ}, xh, xt), (4.8)
where w is now given by the same expression 3.73 as for the PS conﬁgurations (i.e.
its functional form is independent of xh and xt). Note that the normalization Z
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again cancels when one uses expression 4.7. We also have the slightly simpler phase
correlation function which we name to be g,
g(x, y) = g(x− y) = 〈exp(−iα1x) exp(−iα2x) exp(iα1y) exp(iα2y)〉 =
1
Z
∑
PSw
δ(xh − y)δ(xt − x)w({k}, {n}, {ψ}, xh, xt), (4.9)
Let us now describe the actual update procedure that is used to sample the space
PSw. The worm algorithm employs two kinds of updates. In the ﬁrst update type
(the step update) the worm moves its head over one link of the lattice to a random
direction. When it does this, it always adds one unit of ﬂux to the direction of the
step for both particle ﬂavours so that ﬂux conservation is only violated at xh and xt.
The second kind of update (the jump update) is only possible when xh = xt. This
update simply moves the head and the tail to a new randomly chosen position. We
deﬁne the proposal probability of this update to be pj so that the step update has
proposal probability ps = 1 − pj for the PS conﬁgurations. Since the jump update
does not change the weight w, and the proposal rates for jumping from A to B and
from B to A are equal, its acceptance probability is unity. On the other hand, the
acceptance probability for the step update depends on ps if either the current state or
the proposed state has xh = xt. This is because for xh 6= xt the only possible update
is the step update, whose proposal probability is thus 1, while for xh = xt it is ps. In
order to satisfy detailed balance the acceptance probability must be
Ps = Rs
Ik1b+∆k(2ψ
1
xψ
1
y)Ik2b+∆k(2ψ
2
xψ
2
y)
Ik1b (2ψ
1
xψ
1
y)Ik2b (2ψ
2
xψ
2
y)
, (4.10)
where b = 〈xy〉 is the bond over which the worm steps, ∆k is +1 if the step is taken
to the positive direction and −1 otherwise, and the factor Rs is given by
Rs =

1
ps
current head = tail
ps proposed head = tail
1 otherwise
. (4.11)
By modifying the factor Rs one may also easily give more weight for the PS conﬁg-
urations. If the weight of the PS conﬁgurations is modiﬁed to be WPSw, where w is
the weight 3.73, then Rs becomes
Rs =

1
WPSps
current head = tail
WPSps proposed head = tail
1 otherwise
. (4.12)
This aﬀects the sampling of the correlation functions, but not the sampling of observ-
ables in the PS ensemble.
4.3 Mixing the updates
In order to sample the whole conﬁguration space it is necessary to mix the worm
algorithm and the local updates. This can be done in many ways, but not all of them
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Symbol meaning typical value
a Range of the ψ update 1
ps Proposal probability of the step update for xh = xt 0.5
WPS Extra weighting factor for the PS states 1 or 2
Table 2: Typical parameters for the Monte Carlo algorithm.
are equally eﬀective. The standard way in the literature is to make one sweep of
each kind of the local updates and then a predeﬁned number of worms. The sweep
is usually deﬁned so that one proposal of the local update (e.g. the cube update) is
done for each of the corresponding primitives of the lattice (e.g. for every primitive
cube). One worm is deﬁned so that it starts and ends in a PS conﬁguration. However,
this was not found to be an eﬀective strategy in the current model. It was found that
for some areas of the parameter space the worm tends to get stuck at some point on
the lattice and it takes a very long time before the head meets the tail again. This is
understandable, since it is possible that when the radial ﬁelds are not updated during
the worm updates, there is some particularly good conﬁguration for the ﬂux variables.
The solution to the above problem is a ﬁner grained mixing of the updates. The
algorithm that was used to generate most of the data for this work works as follows.
For every iteration one ﬁrst does one step of the worm algorithm. If head and tail are
in the same position, the algorithm proposes either a jump or a step, as described in
the previous section, and if they are in diﬀerent positions, it always proposes a step
update. After the worm update, the algorithm chooses a random site on the lattice.
For this site and for both ﬂavours of the scalar ﬁelds, an update for the radial ﬁeld is
proposed. The next step is to propose a cube update for a random cube of the lattice.
Finally, a random plaquette is chosen and the plaquette update is proposed for both
ﬂux ﬂavours.
To measure observables in the PS ensemble, this update is iterated ﬁrst 2V times,
where V is the lattice volume. Then the iterations are continued until a PS conﬁgu-
ration is achieved, where the observables can be measured. This Monte Carlo sweep
is repeated until enough statistics has been gathered. A typical number of sweeps for
a single simulation run is 10000, of which 1000-5000 are used for thermalization. A
typical set of algorithmic parameters is given in table 2.
4.4 The µ = 0 ensemble and comparison with a conventional
algorithm
To conﬁrm that the dual algorithm is working properly, we compare the results to
those of a conventional simulation. The conventional algorithm updates the ψ,α and
θ -variables using a simple Metropolis update scheme. Because of the sign problem,
the comparison is only possible for vanishing density, i.e. µ = 0. Figure 3 shows a
comparison of the plaquette observables computed using the two algorithms at λ = 0.1
on a 104 lattice. There is in general a good agreement between the algorithms which
conﬁrms that the simulation programs are working as intended.
44
Figure 3: Comparison of the plaquette observable and the expectation value ψ of
the radial ﬁelds computed in the conventional representation (circles) and in the dual
representation (crosses). The simulations were done on a 104 lattice with µ = 0, λ =
0.1.
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Figure 4: The temporal correlation function g(τ) = g(τ, ~x = 0) as a function of the
temporal distance τ computed using the worm algorithm for diﬀerent values of κ at
µ = 0, β = 2.0, λ = 0.1. The simulation was 200000 sweeps long 100000 of which
were used for thermalization. The highest curve was computed with κ = 7.4 and κ
increases in steps of 0.05 from top to bottom. The curves with κ = 7.70, 7.75, 7.80
overlap at the bottom of the graph.
By comparing the values of the plaquette observable and the radial ﬁeld ψ in
ﬁgure 3 one can identify three distinct phases. The transition lines and their orders
have been studied in the recent article [54]. At β ≈ 1 the compact U(1) gauge
theory undergoes a transition from a conﬁned (β < 1.0) to a nonconﬁned (β > 1.0)
phase. This transition is carried over to the theory with matter ﬁelds as is clearly
indicated by the plaquette observable for κ & 7.5. Another transition happens at
values 7.0 . κ . 7.5 depending on the value of β, and is driven by the radial ﬁeld
to which the mass parameter κ couples. This transition corresponds to the limiting
case κ = 8 of the λ = 0 model below which it becomes unstable because the mass
parameter m2 = κ − 8 becomes negative. The quartic coupling λ regularizes the
theory producing the famous mexican hat potential for ψ.
In the limit 1/e2 = β →∞ the matter ﬁelds decouple from the gauge ﬁeld and we
regain the pure complex scalar ﬁeld theory. In this model the transition corresponds
to the spontaneous breaking of the global U(1) symmetry associated with particle
number conservation. It can be characterized by the correlation function
〈
φ†xφy
〉
, or
the related phase correlation function 〈exp(−iαx) exp(iαy)〉, which are invariant under
the global U(1) transformation. In the phase with global symmetry breaking these
correlation functions should not decay with distance.
When one adds the gauge ﬁeld to the single ﬂavour model, the correlation function
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〈
φ†xφy
〉
vanishes, since it is not gauge invariant.7 However, in the two ﬂavour version
there is the gauge invariant four point function G (deﬁned in equation 4.8), which
reduces to
〈
φ1x
†
φ1y
〉〈
φ2x
†
φ2y
〉
for e2 = 0. For long distances |x−y| → ∞ in phases with
no long range order this correlation function becomes
〈
φ1x
†
φ2x
†
〉 〈
φ2yφ
1
y
〉
. But
〈
φ2yφ
1
y
〉
is not invariant under the global U(1) symmetries corresponding to the conservation
of particle ﬂavours, so it must vanish. Thus G can be used to gauge if there is long
range order in the system.
The estimator of the pure phase version 4.9 of G in the state space of the worm
algorithm is simply δ(x − xh)δ(y − xt). Thus the algorithm is directly inﬂuenced by
long range order: If the correlation function decays quickly as a function of |x−y|, the
worm spends most of its time in conﬁgurations where |x − y| is small. On the other
hand, if there truly is long range order, then the head wanders freely all around the
lattice. On large lattices this may lead to problems if one wants to measure observables
in the PS ensemble. The number of worm steps between the PS conﬁgurations varies
widely, and may sometimes be very long. This causes ineﬃcient sampling because
the algorithm sometimes spends an unnecessarily long time between measurements.
However, this has not been a problem in the present model. Furthermore, the algo-
rithm is well suited to the sampling of the correlation function itself, since it can be
measured in all conﬁgurations.
An example of the behaviour of the correlation function for diﬀerent values of κ
near the transition line is shown in ﬁgure 4. The high value of the correlation indeed
indicates that there is symmetry breaking and long range order on the low κ-side of
the transition, at least to the extent possible on the small lattice.
There is some discrepancy between the results of the conventional simulation and
the dual simulation near the phase transitions. The diﬀerences near the transition
line of the U(1) gauge model at β ∼ 1 are caused by long autocorrelation times and
slow thermalization in both algorithms. The diﬀerence near the transition between
the broken and the symmetric phase on the other hand is most probably caused by
ergodicity problems in the dual algorithm. The basic problem is that the radial ﬁeld
ψ and the ﬂux variables strongly depend on each other. For a ﬁxed conﬁguration of
ψ where ψ has low values, large values of the ﬂux variables are strongly suppressed.
Conversely, when the ﬂux variables have low values, high values of ψ are also strongly
suppressed. Thus, if one starts from an empty lattice (i.e. no ﬂuxes) with the radial
ﬁelds initialized to small values, it may take a very long time before the system ther-
malizes even if it is deep in the broken phase, because the updates do not eﬀectively
produce states with stronger ﬂuxes or higher values of ψ. A demonstration of the
problem can be seen in ﬁgure 5.
Although some eﬀort was put into solving this ergodicity problem, the author has
been unable to ﬁnd a satisfying solution. Fortunately the problem seems to be serious
only for low values of β, i.e. at the phase boundary between the conﬁning phase
and the broken phase. Furthermore, it seems that the problem is only present in the
7A gauge invariant version would be the expectation value of the Wilson line,
〈
φ†xU(x, y)φy
〉
,
where U is the parallel transport. This correlation function is represented in the dual representation
as a special defect line (as opposed to just to point defects), where x and y are a sink and a source
of ﬂux and the gauss law is modiﬁed along the line so that it does not emit a gauge ﬁeld surface.
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broken phase. In the phases with low ψ the system is usually quickly thermalized
even if ψ is initially set to a large value, as is seen in ﬁgure 5. An apparent exception
to this can only be seen in the aforementioned region near the phase transition at low
β, where the discrepancies with the conventional simulation appear. For this reason
most of the runs were initialized with ψ = 3 for the whole lattice. Note that it is
not completely clear that the conventional algorithm is free of ergodicity problems in
the same parameter area, although some test runs with diﬀerent initial values did not
indicate problems.
Finally, there is a discrepancy at β = 0 in the plaquette observables. It is clear
that the estimator 4.4 is always zero for β = 0, since the Bessel functions In(0) vanish
for n 6= 0. However, equation 4.4 is in fact invalid for vanishing β: To derive the
estimator 4.4 one has to multiply and divide by In(β), which results in division by
zero for β = 0 and n 6= 0. Thus the results computed in the dual picture are invalid.
This serves as a reminder that one should be careful when deriving estimators in the
dual formulation.
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Figure 5: Demonstration of the ergodicity problem present in the algorithm. The
upper picture shows the average of the radial ﬁeld ψx as a function of the number
of Monte Carlo sweeps β = 2.0 and diﬀerent values of κ near the transition point.
The solid lines are simulation runs initialized with ψ = 3.0 and the dashed lines with
ψ = 0.01. When starting from the low value in the broken phase, it may take a long
time before the system is ﬁnally thermalized, as is seen especially for κ = 7.6. The
lower picture shows the expectation value of the square of the radial ﬁeld calculated at
β = 0.3 with 10000 Monte Carlo sweeps 9000 of which where used for thermalization.
At lower values of β the problem is much more severe. The quartic coupling was set
to λ = 0.1 and the lattice size was 104.
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4.5 Finite density and the silver blaze phenomenon
Unlike the conventional representation, the dual representation allows the simulation
of the model for ﬁnite chemical potential without a sign problem. A demonstration
of this was done with κ = 8.5 and λ = 0.1, and some results can be seen in ﬁgures
6 and 7. One can clearly see that for low values of µ there is a region inside which
the physics is essentially independent of µ. This can be rather puzzling: how is it
possible that the presence of the chemical potential causes a sign problem but still
does not aﬀect the observables? This has been termed the silver blaze problem in the
literature.8 In the dual representation this is not surprising however. The chemical
potential only aﬀects the weights of those representations which have current loops
that wrap around the temporal direction. Thus if we do not have such loops, then
the physics should indeed be unaﬀected. The transition to the ﬁnite density phase
corresponds to the point where these loops start to appear in the conﬁgurations.
Figure 6: The charge density at κ = 8.5 and λ = 0.1 on a 104 lattice computed
using the dual simulation with 10000 Monte Carlo sweeps, 4000 of which were used
for thermalization.
8The name refers to a Sherlock Holmes story. In the story Holmes mentions a curious incident
of the dog in the night time. When reminded that the dog did nothing in the night time, he replies
That was the curious incident..
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Figure 7: The plaquette and the radial component of the scalar ﬁeld for the same
parameters as in ﬁgure 6.
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Figure 8: The charge density and the plaquette observable as a function of µ for
diﬀerent values of λ and κ. The simulations were done on a 104 lattice for β = 2.0.
Errors, as estimated using the Jacknife procedure, are comparable to the symbol size
at worst.
In the noninteracting continuum theory the transition to ﬁnite density happens
at the point where the chemical potential equals the mass, µ2 = m2. At this point
the theory becomes unstable in a similar way as if m2 becomes negative. Again, the
quartic coupling λ regularizes the theory. For the values of λ and κ studied here, it
seems that for low values of β there is a ﬁrst order transition, which gradually weakens
and possibly turns into a second order transition when β is increased. The position
of the transition also shifts so that for larger β it happens at a lower value of µ.
It is also interesting to study how the parameter λ aﬀects the transition to the
ﬁnite density phase. In ﬁgure 8 one can see the value of the plaquette observable
and the charge density as a function of µ for weak (λ = 0.01) and strong (λ = 1.0)
quartic coupling. For κ = 8.5 and µ = 0 the system is in the symmetric (non-broken)
phase for all values of λ. When µ is increased, the system eventually reaches the
point where the phase transition to ﬁnite density occurs. For weak coupling there is
a sudden jump in the charge density and the plaquette observable, indicating a ﬁrst
order transition. This is intuitively quite clear since for λ → 0 the transition must
somehow approach the sudden instability limit of the free theory. For strong coupling
the charge density and plaquette curves seem to be continuous, but the sudden change
in the slopes indicates a second order transition. The critical value of µ also grows as
λ increases.
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For comparison we also show the same curves computed for λ = 0.01 and κ = 6.5.
In this case the value of κ is low enough so that the system is in the symmetry broken
phase for µ = 0 as indicated by the high value of the plaquette variable and also by the
measured correlation function (not shown). When µ is increased, the charge density
starts to smoothly increase and the plaquette stays nearly constant showing no sign of
phase transition. Thus the ﬁnite density phase and the broken symmetry zero density
phase cannot be distinguished by these order parameters. This conclusion was also
reached in [54].
It is tentative to paint the following picture of the phase diagram of the system:
For low values of µ and κ the system is in the symmetric phase. This phase is further
divided by the phase transition of the U(1) gauge theory to the low β conﬁned phase
and the high β coulombic phase. Starting from any of these two phases and increasing
µ or decreasing κ will eventually cause a phase transition where the spontaneous
symmetry breaking happens and the system moves into the higgs phase. The nature
of this phase transition depends on the values of β and λ.
Further investigations of the phase diagram are left as a subject for future research.
A potentially interesting behaviour is visible in the large µ area of the λ = 0.01-
curves in ﬁgure 8, where the charge density seems to approach a constant value. The
temperature dependence was also not studied in this work, and the extrapolation to
large systems requires a careful investigation.
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5 Summary and conclusions
In this work we have studied the dual representations of spin models and quantum
ﬁeld theory and their usage in numerical simulations. As a speciﬁc example we have
considered scalar electrodynamics, a model with bosonic scalar matter and an electro-
magnetic ﬁeld. In chapter two we formulated the model ﬁrst as a classical ﬁeld theory
and presented a derivation of the Euclidean path integral form of the partition func-
tion in the grand canonical ensemble starting from canonical quantization. We then
formulated a lattice discretized version of the model which is suitable for numerical
simulation.
The duality transformations that can be used as a basis for numerical algorithms
are usually based on well known series expansion methods that are applied to the
partition function of the system. In chapter three we reviewed two such methods, the
power series method and the character expansion method. The former is applicable
to many classical spin models such as the Heisenberg model or the Ising model. The
latter on the other hand can be used to expand models whose dynamical variables
belong to an abelian group. Using this method we have explicitly derived a dual
representation of scalar electrodynamics that is free of any sign problems even at
ﬁnite density and thus can be used as a basis for a numerical simulation algorithm.
We saw that the dual variables can naturally be interpreted as currents and ﬁeld
strengths, which gives a very intuitive picture of the dual model.
We also reviewed the literature where duality relations have been exploited to
simulate diﬀerent kinds of models. It has been shown that, in addition to the solution
of sign problems, a dual formulation often alleviates the problem of critical slowing
down. An important factor in this is the availability of eﬃcient algorithms to update
the dual conﬁgurations, which usually consist of closed loops and surfaces. These
methods are often based on the worm algorithm, which updates the loop conﬁgurations
by allowing open strings as intermediate steps.
In chapter four we formulated an algorithm that can be used to simulate scalar
electrodynamics in the dual formulation. The algorithm is a combination of simple
local updates and a version of the worm algorithm. At zero density we compared the
results of the dual simulation with a simulation in the conventional representation,
and found good agreement despite some ergodicity problems. We saw that the worm
algorithm can be used to sample correlation functions that gauge the presence of
long range order in the system. This implies that the algorithm itself behaves very
diﬀerently in diﬀerent phases. We also measured various observables and identiﬁed
phase transitions in the system.
At ﬁnite chemical potential a comparison with a conventional algorithm is not
possible because of the sign problem. The dual algorithm however performs equally
well in this case, and we presented an example of the silver phase phenomenon and a
transition to the ﬁnite density phase.
We conclude that the development of dual simulation algorithms has essentially
solved the sign problem in abelian gauge theories with bosonic matter at ﬁnite density.
This serves a twofold purpose: First, the solvable models itself present interesting
physics to study. The understanding of these relatively simple models can provide
insights to more complicated theories. The second point is that such models can
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provide a testbed for other methods that might also work for fermionic theories or for
more complicated gauge groups. In the feature, the author expects to see a growing
number of publications taking advantage of the ideas reviewed and used in this work.
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A Bessel functions
The Bessel functions appear in the character expansions of U(1) models. The Bessel
functions come in several ﬂavours, and a treatise to their theory can be found e.g.
in [14]. What we need are the Bessel functions of the ﬁrst kind Jn(z) or the modiﬁed
version
In(z) = i
−nJn(iz), (A.1)
which is called the modiﬁed Bessel function of the ﬁrst kind. They are functions of two
arguments, n and z, which in general may take complex values. However, we will only
need to consider the case of integer order n. In this case the functions may be deﬁned
by the laurent series of a generating function [55, formula 9.6.33] (see also [14, chapter
2.1])
exp
(z
2
(t+ 1/t)
)
=
∞∑
n=−∞
In(z)t
n, (A.2)
which is deﬁned for any complex t 6= 0. Since this is invariant under the transformation
t → 1/t, and the laurent series is unique, one can see that [55, formula 9.6.6] [14,
chapter 2.1]
In(z) = I−n(z). (A.3)
A useful integral identity is [14, p. 181]
Iν(z) =
1
pi
∫ pi
0
exp(z cos(θ)) cos(νθ)dθ − sin(νpi)
pi
∫ ∞
0
exp(−z cosh t− αt)dt, (A.4)
which, for an integer ν = n, becomes simply
In(z) =
1
pi
∫ pi
0
exp(z cos(θ)) cos(nθ)dθ
=
1
2pi
∫ pi
−pi
exp(z cos(θ)) cos(nθ)dθ
=
1
2pi
∫ pi
−pi
exp(z cos(θ)) exp(−inθ)dθ,
(A.5)
where the last two forms follow by symmetry arguments. By interpreting this formula
as a fourier expansion coeﬃcient one ﬁnds that [55, formula 9.6.34]
exp(z cos(θ)) =
∞∑
n=−∞
In(z) exp(inθ) =
∞∑
n=−∞
In(z) exp(−inθ). (A.6)
This is actually a special case of A.2. We will also need a generalization to complex
angles,
exp(z cos(θ + iµ)) =
∞∑
n=−∞
In(z) exp(−nµ) exp(inθ)
=
∞∑
n=−∞
In(z) exp(nµ) exp(−inθ),
(A.7)
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which is easily proven by noting that
cos(θ + iµ) =
1
2
(exp(i(θ + iµ)) + 1/ exp(i(θ + iµ)))
and using A.2.
The derivatives of the bessel functions can be expressed in terms of other bessel
functions [55, formula 9.6.26]
I ′ν(z) =
Iν−1(z) + Iν+1(z)
2
. (A.8)
This formula can be used to derive an estimator for the plaquette observable (equation
4.4).
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B Elements of graph theory
To facilitate the discussion of diagrammatic expansion methods, a brief introduction
to some concepts of graph theory is in order. This short introduction is based on the
treatment in [7, Chapter 1].
A labelled graph is a set P whose elements are called vertices together with a set
L whose elements are called edges. The edges are unordered pairs of elements of P .
A labelled graph can be drawn on a paper by uniquely identifying each vertex of the
graph with some arbitrarily chosen point on the plane, and representing the edges as
lines connecting two points. For example, let P be the set of integers {1, 2, 3, 4} and
let L be the set {{1, 2}, {2, 3}, {3, 4}, {4, 1}}. This graph is drawn in ﬁgure 9a. The
ﬁgure also indicates which point of the plane is associated with a given point of the
original graph (P,L).
A graph is singly bonded if there can be at most one edge between any two vertices.
Formultiply bonded graphs the set L is actually a multiset which can contain any given
edge multiple times. The silhouette graph of a multiply bonded graph is the graph
where all multiple edges have been replaced by single edges. A loop is an edge whose
both ends are attached to the same vertex. A graph is called simple if it is singly
bonded and has no loops. A connected graph is such that moving along the edges
one can get from any vertex to any other vertex. Graphs that are not connected are
disconnected.
Two labelled graphs are said to be isomorphic if their edges and vertices can be
put into a one-to-one correspondence so that any edge connecting two vertices in
one graph is matched by an edge connecting the corresponding vertices in the other
graph. For example, the graph in ﬁgure 9b is isomorphic to the graph in ﬁgure 9a,
whose set of vertices is {a, b, c, d}. One way to identify the corresponding points is
to take a ↔ 1, b ↔ 2, c ↔ 3, d ↔ 4. Intuitively two graphs drawn on a paper
are isomorphic if the corresponding diagrams can be morphed into each other by
continuously (i.e. without cutting and pasting) moving the points and lines. Also,
when our example graph (P,L) is drawn, we actually draw an isomorphic graph whose
vertices are replaced by a set of points in that plane.
Often we do not care what set is used to represent the vertices of the graph and
in which way, but consider all isomorphic graphs equivalent. From now on, when we
draw a graph without speciﬁcally identifying the vertices with some elements of a
speciﬁed set, that diagram is used to represent the whole class of isomorphic graphs.
Such a diagram is called an unlabelled graph or just a graph. It is sometimes diﬃcult
to see whether two unlabelled graphs are really the same graph. Fundamentally this
is because the vertices are always labelled by their positions on the paper, so it is
impossible to actually draw an unlabelled graph, but just one labelled representation
of that graph.
Now suppose we have a graph with N vertices and a set with N elements. We
can label the graph with elements of the set by hanging one element to each of the
vertices of the graph. This can be done in N ! ways. However, some ways of labelling
the graph are actually equivalent. For example, swapping the labels 1 and 2 in ﬁgure
9a leads to the same labelled graph. (This can be checked by actually writing out
the corresponding set of edges.) The permutations that leave the underlying labelled
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1 2
34
(a) Graph (P,L) drawn on
the plane (see text).
ab
cd
(b) A graph isomorphic to
the one in ﬁgure 9a.
(c) An unlabelled graph
representing all graphs iso-
morphic to (P,L).
Figure 9
graph invariant form a group, which is called the symmetry group of the graph. The
order (or number of elements) of this group is called the symmetry number g. The
number of inequivalent labellings is then N !/g.
A concept which is important in applications to lattice systems is the embedding
of graphs into other graphs. A labelled graph H is said to be a subgraph of a labelled
graph G if all its edges and vertices are edges and vertices of G. The subgraph H is
called a weak embedding of a graph h in G if it is in the isomorphism class h. The
number of such subgraphs is called the weak lattice constant of h on G, and is denoted
by (h;G). There is also a notion of strong embeddings. Let A be a subset of vertices
of G. The section graph K(A) includes all vertices in A and all edges that connect
points of A. K(A) is said to be a strong embedding of the graph h in G, if it is in the
isomorphism class h. The number of strong embeddings, denoted by [h;G], is called
the strong lattice constant of h on G.
The concept of a graph can be generalized in many ways. One such generalization
is the inclusion of edges that can connect more than two vertices. The corresponding
graphs are called hypergraphs. Formally, the edge set L of a hypergraph is any set of
subsets of of the vertex set P . Another generalization is to attach a direction arrow
to every edge. Such graphs are called directed graphs. The edge set L is then a set of
ordered pairs of vertices.
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