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ABSTRACT

DO EXCHANGE RATE CHANGES HAVE SYMMETRIC OR ASYMMETRIC EFFECTS ON
STOCK PRICES?

by
Sujata Saha

The University of Wisconsin-Milwaukee, 2017
Under the Supervision of Professor Mohsen Bahmani-Oskooee

This study employs the bounds testing approach to cointegration to examine the short run and long
run dynamics between stock prices and exchange rates, accounting for few other macroeconomic
variables such as Consumer Price Index, Industrial Production Index, nominal money supply (M2)
which are known to have effects on stock prices as well. The main contribution of this paper which
is absent in the literature is that the change in nominal effective exchange rate is decomposed into
partial sum of positive changes and negative changes to determine whether the changes in
exchange rates have symmetric or asymmetric effects on stock prices. The analysis is applied to
both developed and developing countries over the period of 1973-2015. The results show that the
effect of exchange rate changes is asymmetric on stock prices. Furthermore, I disaggregate data at
the sectoral level for the U.S. stock market to investigate the performance of different sectors due
to changes in macroeconomic variables and results show that different sectors react differently to
changes in macroeconomic variables and exchange rate changes have asymmetric effects on the
stock price indices of different sectors in the U.S.
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Chapter One: Introduction
The link between foreign exchange markets and stock markets has captured the interest of both
policy makers and investors as it plays an important role in the development of an economy
through investment decisions. The relationship between exchange rates and stock prices is bidirectional. There are two approaches to explain the relationship between stock prices and
exchange rates. According to the goods market approach (traditional approach/flow-orientated
approach) changes in exchange rates affect stock prices. A depreciation of the home currency
makes exports cheaper, leading to an increase in both competiveness and the earnings of the
export-oriented firm, hence the firm benefits from a depreciation of the home currency (exchange
rates affect stock prices- a positive relationship). However, according to the portfolio approach
(stock orientated approach), stock prices affect exchange rates via portfolio adjustments. A decline
in stock prices will lead to a reduction of the wealth of the domestic investors and thus, demand
for money will fall and interest rates will decline, causing capital outflows leading to depreciation
of the home currency (stock prices affect exchange rates- a negative relationship). There are a few
other macroeconomic variables such as money supply, inflation, economic activity, interest rates,
oil prices, etc. which might affect stock prices. Theoretically, the value of a firm’s stock should
equal the expected present value of the firm’s future cash flow, and the future cash flow is
dependent on the performance of the firm. Furthermore, the performance of the firm is dependent
on the changes in different macroeconomic variables of a country. Hence a change in any
macroeconomic variables could potentially affect stock prices.
Several studies have been carried out to explore the relationship between stock prices and exchange
rates. Perhaps the first to explore the relationship between stock prices and exchange rates was by
Aggarwal (1981). He considered monthly data from 1974 to 1978 for U.S.A. and by using an
1

aggregate index of stock prices and effective exchange rate of the U.S. dollar, he argued that a
change in exchange rates causes change in stock prices and both the variables have a positive
correlation such that the decrease in the value of U.S. dollar is associated with a decrease in stock
prices. Soenen and Hennigar (1988) found a strong negative relationship between the stock prices
and the changes in the U.S. dollar exchange rate, a conclusion opposite to the findings by Aggarwal
(1981). They selected seven sectors such as automobile, computer, machinery, paper, textile, steel
and chemical in the belief that each of these sectors are strongly affected by international trade.
Their finding implied that depreciation of U.S. dollar boosts the economy. Neither Aggarwal
(1981) nor Soenen and Hennigar (1988) considered the integrating properties of the variables, thus
their results might suffer from spurious regression. To account for the integrating properties of the
two variables and to check for cointegration between the two variables, Bahmani-Oskooee and
Sohrabian (1992) used monthly data for the period of 1973-1988 and applied the Granger causality
test and cointegration method. They found evidence of two way Granger causality between stock
prices measured by S&P 500 price index and the effective rate of the U.S. dollar in the short run
and no relationship between the variables in the long run. Application of Engle and Granger (1987)
cointegration method also revealed that there is no long-run relationship between these two
variables.
In the field of empirical research, many studies have focused on the two variable models using
exchange rates and stock prices. But there are other studies which have focused on analyzing the
effects of different macroeconomic variables such as money supply, inflation, interest rates,
industrial production index, GDP, oil prices, exchange rates, etc. on stock prices. Chen, Roll and
Ross (1986) examined the effects of different macroeconomic variables (industrial production,
inflation, risk premia, etc.) on the stock returns of the U.S. and found that macroeconomic variables
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have significant effects on expected stock returns. Fama (1981) found a positive correlation
between stock returns and different macroeconomic variables. Mukherjee and Naka (1995) found
that the Japanese stock market is cointegrated with six macroeconomic variables (exchange rate,
money supply, inflation, industrial production, long-term government bond rate and call money
rate). The relationship between stock prices and exchange rates is dependent on the data period
and also on the countries studied but most of the papers concluded that there is a short run
relationship between the two variables and no long run relationship between them. Most of the
studies also concluded that the relationship runs from exchange rates to stock prices and stock
prices are affected by few other macroeconomic variables such as GDP, Industrial Production
Index, money supply, CPI, interest rates, etc.
This dissertation is primarily motivated by two factors. First, the existing literature has focused on
the symmetric effect of exchange rate changes on stock prices, which assumes that both
depreciation and appreciation of the currency of a country will have a symmetric effect on stock
prices, which means, assuming a positive relationship, if appreciation of home currency hurts the
country’s stock prices, then depreciation of the home currency will improve stock prices (with the
magnitude of change remaining the same in both cases). But this might not be true always, as
appreciation and depreciation will not have similar effects in terms of magnitude and sign on stock
prices. This is because the amount of increase in stock prices due to depreciation of currency might
not match the amount of decrease in stock prices due to appreciation of the currency hence, the
effect of changes in exchange rates on stock prices can be asymmetric. Asymmetry in the exchange
rate - stock price relationship implies that exchange rate changes affect stock prices differently
depending on whether currencies appreciate or depreciate. The asymmetry can arise in two forms:
asymmetry in terms of the sign; which means that different countries or industries might respond
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to depreciations and appreciations differently and asymmetry in terms of magnitude; which means
that different countries or industries respond differently to the degree of changes (large or small)
in exchange rates. For example, for a firm, cost of imported inputs decline when home currency
appreciates which leads to increase in profit and thus stock prices increase. However, for the same
firm, when domestic currency depreciates, the cost of imported inputs increases. But in order to
maintain their market share, they can either keep the price of the goods the same and absorb the
increased cost by lowering their profit margin, or they can increase the price of the goods by a
fraction of the increase in the cost of the input goods, thereby transferring a little bit of the cost to
the consumer, without significantly decreasing their market share. In both of the cases, profits will
decline but the decline in magnitude will not be the same as that of the increase in magnitude as
was the case of currency appreciation.
The work contributes to the literature by filling this gap and by investigating the effect of
appreciation of currency and depreciation of currency separately, while correcting for industrial
production index (IPI), consumer price index (CPI) and money supply (M2) on aggregate stock
price indices (the multivariate model). Monthly data over the period of 1973 to 20141 is used for
Brazil, Canada, Chile, Indonesia, Japan, Korea, Malaysia, Mexico, U.K. and U.S.A. Due to data
unavailability, only ten countries are considered in the multivariate model. To extend the range of
this study, a model with exchange rate as the only determinant of stock prices (the bivariate model)
is considered so that more countries can be added to our study. Since exchange rate is exogenously
determined and not correlated with the other macroeconomic variables (IPI, CPI, M2) so it can be
assumed that the other determinants are contained in the error term. This helps to establish the fact
of dropping the other variables because of data unavailability. The countries considered now are
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A detailed description on the data period and data source is provided in Appendices B and C.1.
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Argentina, Australia, Austria, Belgium, Brazil, Canada, Chile, China, France, Germany, Greece,
Hong Kong, India, Indonesia, Japan, Korea, Malaysia, Mexico, Netherlands, New Zealand,
Singapore, Switzerland, United Kingdom and United States of America. Second, the effect of
exchange rate changes on different industries of a particular country, the U.S., is examined in order
to investigate asymmetry within a country’s different microeconomic units. The existing literature
has considered composite stock price indices which capture the aggregate effect on the
industries/sectors. As composite data might suffer from aggregation bias due to the fact that these
measures do not reflect how the stock price of each individual sectors in a particular country is
affected by changes in different macroeconomic variables. In a particular country, there are
different industrial sectors which will react differently to changes in macroeconomic variables, for
example, following a depreciation of home currency, an export oriented industry will benefit from
it, while any import orientated industry might be hurt. In order to capture the effect of changes in
macroeconomic variables on different industries, stock price index data at the sectoral level
(sectoral stock price indices) for the U.S. are considered. More recent tests for cointegration, Nonlinear Autoregressive Distributive Lag (NARDL) approach (Shin et al. 2014) and Autoregressive
Distributive Lag (ARDL) approach to cointegration (Pesaran et al. 2001) are employed to analyze
the relationship. Other tests for cointegration such as Engle-Granger (1987) and Johansen-Juselius
(1990) require that all the variables should be cointegrated of the same order. So if one of the
variables is I(1) and the other one is I(0), the methods will give inaccurate results. This implies
that both the methods need some pre-testing for unit roots for the variables. The autoregressive
distributed lag (ARDL) model by Pesaran et al. (2001) helps to analyze data that have variables
with different order of integration. Following Brown et al. (1975), the CUSUM and CUSUMQ
tests are employed to check the stability of the estimated coefficients.

5

What remains is organized as follows: chapter two reviews the literature, chapter three introduces
the model and explains the methodology, chapter four reports the empirical findings and chapter
five presents the sectoral analysis. Chapter six concludes the thesis.
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Chapter Two: Literature Review
The literature can be broadly categorized into two sub-groups: bivariate studies- the ones that
considered exchange rate as the only determinant of stock prices and multivariate studies- which
considered exchange rate and other macroeconomic variables such as GDP, money supply,
inflation, interest rates, industrial production index, oil prices, etc. as the explanatory variables for
changes in stock prices.
With the Asian financial crisis of 1997, there was a renewed interest in the study of this relationship
in developing countries. Granger et al. (2000) used daily data for the period 1986-1997 for nine
Asian countries; Hong Kong, Indonesia, Japan, South Korea, Malaysia, the Philippines, Singapore,
Thailand and Taiwan to study the relationship between stock prices and exchange rates. They
found that exchange rates affect stock prices in Japan and Thailand whereas for Taiwan, the
relationship was reversed. Bi-directional relationship existed between the variables in Indonesia,
South Korea, Malaysia and the Philippines. However, Singapore failed to show any relationship
between the two variables.
Nieh and Lee (2001) used daily data from the period 1993-1996 for the G-7 countries (Canada,
France, Germany, Italy, Japan, UK and USA) and concluded that in the long run, there was no
relationship between the two variables, a conclusion similar to the long run findings of BahmaniOskooee and Sohrabian (1992). Their results also suggest that the two variables do not have
predictive power for more than two consecutive days. Hence a short-run significant relationship
lasted only for one day for certain G-7 counties. Following the same path, Smyth and Nandha
(2003) considered daily data for Bangladesh, India, Pakistan and Sri Lanka for the period of 19952001. Using Engle-Granger and Johansen’s cointegration methodologies, they found no long-run
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equilibrium relationship between the two variables in any of the four countries. Granger causality
test concluded that exchange rates Granger cause stock prices in India and Sri Lanka but for
Bangladesh and Pakistan they found no evidence of causality running in either direction. Phylaktis
and Ravazzolo (2005) used monthly data from 1980 to 1998 for Hong Kong, Indonesia, Malaysia,
the Philippines, Singapore and Thailand. They analyzed the short run and the long run relationships
between exchange rates and stock prices and the avenues through which exogenous shocks affect
these two variables. They found channels through which exogenous shocks affect the two
variables, so there is an external factor that moves the two variables together. It might not be
reverse causality between the two variables. They found that exchange rates and stock prices are
positively related using the method of cointegration and Granger causality tests. U.S. stock price
is the causing variable which acts as a channel that links the exchange rates of the five countries
to their stock market indices. Lean et al. (2005) used weekly data from 1991 to 2002 for Hong
Kong, Indonesia, Singapore, Malaysia, South Korea, the Philippines and Thailand to study the preand post-crisis scenario and the effect of 9-11 terrorist attack. Japan was used as a control and they
applied both cointegration and bivariate causality technique. For all of the countries except for the
Philippines and Malaysia, they found no evidence of Granger causality between stock prices and
exchange rates in the period before the Asian financial crisis. During the crisis period, they found
evidence of causality between the two variables. Results show that there exists no cointegration
between the variables before or during the Asian crisis of 1997 but after the 9-11 terrorist attack,
weaker cointegration relationship between the variables was found.
Using a cointegrating VAR approach, Obben and Shakur (2006) analyzed the relationship between
the performance of the share market and the exchange rates in New Zealand using weekly data
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from 1999 to 2005. They concluded that both in the short run and in the long run there is bidirectional causality between the five exchange rates and a couple of share price indices.
For seven Asian countries (Hong Kong, Japan, Korea, Malaysia, Singapore, Taiwan and Thailand),
Pan et al. (2007) applied the methods of Granger causality and Johansen cointegration test using
daily data from 1988 to 1998. They concluded that during the Asian financial crisis period there is
no long-run equilibrium relationship between exchange rates and stock prices. For Hong Kong,
Japan, Malaysia and Thailand, they found a significant causal relationship from exchange rates to
stock prices before the financial crisis and during the financial crisis period there was causal
relationship from exchange rates to stock prices for all the countries except for Malaysia. However,
Yau and Nieh (2009) found evidence of a long-run equilibrium relationship between New Taiwan
Dollar and Japanese Yen and the stock prices of Japan and Taiwan using monthly data from 1991
to 2008 but found no short-run causal relationship between the two countries’ financial assets (but
earlier, Yau and Nieh (2006) found bi-directional causality between the stock prices of Taiwan
and Japan and no significant causal relationship between the NTD/Yen exchange rate and the stock
prices of Japan and Taiwan).
Ismail and Isa (2009) assumed a non-linear relationship between exchange rates and stock prices
in Malaysia using monthly data from 1990 to 2005. They found evidence of no cointegration
between the variables and their analysis showed that a non-linear model is more appropriate to
model the series than a linear model. Using monthly data for the period 2003-2008 for Bangladesh,
India and Pakistan, Rahman and Uddin (2009), found evidence of no long-run relationship between
stock prices and exchange rates, they also found no causal relationship in either direction between
the variables. The implication is that market participants cannot use information of one market to
forecast the other market. For Australia, Richards et al. (2009) used daily data from 2003 to 2006
9

and using Johansen cointegration test they showed that stock prices and exchange rates are
cointegrated in the long run. Granger causality test also supported that changes in stock prices
affect exchange rates. However, using weekly data from 1989 to 2006, Kutty (2010) was unable
to support cointegration in Mexico, though some evidence of short run Granger causality was
found. Using monthly data from 1991 to 2009 for China, Zhao (2010) applied the Johansen method
of cointegration and found no stable long-run equilibrium relationship between the real effective
exchange rate and the stock price. The source and the magnitude of the spillovers were identified
through vector auto-regression and multivariate generalized autoregressive conditional
heteroskedasticity models. From the foreign exchange market to the stock market there was no
mean spillover effect but there was bi-directional volatility spillover effects.
Among the recent studies, Alagidebe et al. (2011) used monthly data from 1992 to 2005 for
Australia, Canada, Japan, Switzerland and the U.K. Again, they found no long-run relationship
between the variables. Through Granger causality test it was found that in Canada, Switzerland
and U.K., there is a causal linkage from exchange rates to stock prices and in Japan the causality
runs from stock prices to exchange rates. Following the same line of research, Harjito and
McGowan (2011) used weekly data from 1993 to 2002 for Indonesia, the Philippines, Singapore
and Thailand and reported evidence of bi-directional causality in Thailand and Singapore. They
also found cointegration between exchange rates and stock prices and cointegration among the
stock markets of all the four countries. By using weekly data from 1999 to 2010 for the countries
of Australia, New Zealand, Japan, Switzerland, USA, UK and Euro Zone, Katechos (2011)
examined the relationship between stock markets and exchange rates in the light of the global
equity market returns. The method of maximum likelihood regression with GARCH was applied
and results showed that there is a link between the exchange rates and the global stock market
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returns but the characteristics of the currencies determine the sign of the relationship. The value of
currencies with higher rates of interest is positively related to global equity returns and the value
of currencies with lower rates of interest is negatively related to global equity returns. Larger is
the interest rate differential more is the explanatory power of the model. By allowing for structural
breaks, Lean et al. (2011) used weekly data for the period 1990-2005 for Hong Kong, Indonesia,
Japan, Korea, Malaysia, the Philippines, Singapore and Thailand and by applying the methods of
panel Lagrange Multiplier (LM) cointegration, Gregory-Hansen test for cointegration and Granger
causality test, found little evidence of long-run equilibrium relationship between exchange rates
and stock prices. Only in Korea, exchange rates and stock prices were cointegrated. The predictive
power of the two variables is limited only to short run, though not for all countries. Again, using
weekly data for the period of 2000-2008 for Indonesia, Korea, Malaysia, the Philippines, Taiwan
and Thailand, Lee et al. (2011) examined the relationship between the two variables and the effect
on their correlation due to stock market volatility. They used the method of Smooth Transition
Conditional Correlation GARCH model and found that in Indonesia, Korea, Malaysia, Thailand
and Taiwan there are significant prices spillovers from stock market to foreign exchange market.
Stock market volatility does affect the correlation between the stock and the foreign exchange
markets. For all the countries except for the Philippines, the correlation becomes higher when the
stock market becomes more volatile. Using rolling regression analysis, Kollias et al. (2012) studied
the link between the two variables. The advantage of using rolling regression is, with the sample
size remaining same, at a time, the sample period moves forward by one observation. Hence it
takes into account of the new information available. They used daily data from 2002 to 2008 for
European countries and showed that there is no long-run relationship between the two variables
and the direction of causality depends on the condition of the market.
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Using the method of quantile regression, Tsai (2012) found that exchange rates and stock prices
are negatively related when the exchange rates are extremely high or low for Singapore, Thailand,
Malaysia, the Philippines, South Korea and Taiwan for the period of 1992-2009. The method of
quantile regression helps to study the relationship under different market conditions (“different
quantiles of exchange rates”). Wickremasinghe (2012) examined the relationship between stock
prices and the Sri Lankan exchange rates against the Indian rupee, the Japanese yen, the British
pound and the U.S. dollar. The results showed no evidence of any long-run relationship between
any of the four exchange rates and stock prices in Sri Lanka. There was only evidence of
unidirectional causality running from stock prices to Sri Lankan exchange rate against U.S. dollar.
Through variance decomposition analysis it was inferred that most of the variance of the stock
price is explained by Indian rupee. Abidin (2013) employed Engle-Granger cointegration test and
used daily data from 2006 to 2008 for Australia, Hong Kong, Indonesia, Japan, New Zealand,
South Korea and Thailand to examine the relationship between the two variables. Results showed
no long run cointegration relationship between stock markets and exchange rates.
Most of the papers reviewed so far concentrated either on developed or on developing countries.
However, Buberkoku (2013) considered both developed and developing countries and used
monthly data from 1998 to 2008 for countries such as Australia, Canada, England, Germany,
Japan, Singapore, South Korea, Switzerland and Turkey. Results showed that except for Singapore
there is no relationship between the variables in the long run. In the short run, stock prices affect
exchange rates in Canada, Switzerland and Turkey.
Tsagkanos and Siriopoulos (2013) used both daily and monthly data (to test for sensitivity of the
results to data frequency) from 2008 to 2012 for the European Union and the U.S.A. to study the
relationship between the two variables during the financial crisis of 2008 to 2012. They applied
12

methods of structural non-parametric cointegrating regression, Johansen cointegration test and
Granger causality test and found that movements in stock prices affect movements in exchange
rates in the E.U. in the long run and in the U.S.A. in the short run. Caporale et al. (2014) used data
for the period 2003-2011 and found that in the short run, there is unidirectional Granger causality
from stock returns to exchange rate in the U.S. and the U.K.; in the opposite direction in Canada
and bidirectional causality in the Euro area and Switzerland. Causality-in-variance from stock
returns to exchange rate fluctuations is found in the U.S. and in the Euro area, while in Japan, it is
in opposite direction. There is also evidence of bidirectional feedback effect in Switzerland and
Canada and dependence between the two variables has increased during the recent financial crisis.
Using daily data from 1997 to 2010 for India, Indonesia, Japan, Korea, Malaysia, the Philippines,
Singapore, Taiwan and Thailand, Yang et al. (2014) applied Granger causality test in quantiles
and found that during the Asian financial crisis, all the countries except for Thailand there are
feedback relations between exchange rates and stock prices and in Thailand, stock returns affect
exchange rates.
There are other empirical studies which have focused on analyzing the effects of different
macroeconomic variables such as money supply, inflation, interest rates, industrial production
index, GDP, oil prices, exchange rates, etc. on stock prices. The analysis of the effects of different
macroeconomic variables are important because they can help policy makers to better formulate
policies and investors find it important to see how and which variables cause the stock prices to
fluctuate. Using an APM model, Chen et al. (1986) examined the effects of different
macroeconomic variables (industrial production, inflation, risk premia, etc.) on the stock returns
of the U.S. and found that macroeconomic variables have significant effects on expected stock
returns. Fama (1981) found a positive correlation between stock returns and different
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macroeconomic variables. Using data from Japan, Mukherjee and Naka (1995) found that the
Japanese stock market is cointegrated with six macroeconomic variables (exchange rate, money
supply, inflation, industrial production, long-term government bond rate and call money rate).
Under recent studies, Tian and Ma (2010) studied the relationship among stock prices and
exchange rates, money supply, industrial production and consumer price index using monthly data
from 1995 to 2009 for China. They employed the ARDL method of cointegration and found that
prior to financial liberalization of 2005, no cointegration exists between the major foreign
exchange rates and the Shanghai stock price index but after the liberalization, cointegration exists.
Money supply and exchange rates affect stock prices with positive correlation in China and also
previous month CPI Granger causes stock prices. Using Johansen method of cointegration,
Chortareas et al. (2011), for countries such as Egypt, Kuwait, Oman and Saudi Arabia examined
the role of oil prices on the link between the stock markets and exchange rates. They used monthly
data from 1994 to 2006 and results showed that when oil price is not considered, there is no long
run cointegration between exchange rates and stock prices. Inclusion of oil prices show no
cointegration between exchange rates and stock prices when full sample period is considered.
Before the oil price shock of 1999, no cointegration exists among the variables. After the shock,
exchange rates, stock prices and oil prices are cointegrated in Egypt, Oman and Saudi Arabia. But
for Kuwait, there is long run relationship only between stock prices and oil prices. Real exchange
rates are positively related to stock prices in Egypt and Oman and in Saudi Arabia they are
negatively related. Oil prices have long run positive effect on stock prices. Liu and Tu (2011) used
daily data from 2001 to 2007 for Taiwan to study the relationship among stock price index,
exchange rate and foreign capital and to analyze whether in these markets the properties of
asymmetric volatility switching and mean-reverting exists or not. They found that the movements
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of the exchange rate and the stock price index are affected by overbuy and oversell rates of foreign
capital affect. All of the three conditional means exhibit asymmetric mean-reverting behavior
(negative returns reverting quicker than positive returns). The volatility of the three markets
exhibits GARCH effects.
The model employed by Parsva and Lean (2011) included variables such as interest rates, inflation
rates and oil prices as the main determinants of stock prices in Egypt, Iran, Jordan, Kuwait, Oman
and Saudi Arabia. Using monthly data from 2004 to 2010 they estimated the model using Johansen
method of cointegration and Granger causality test. They found that in the long run, all variables
are cointegrated. Both in the short run and in the long run there is bi-directional causality between
stock prices and exchange rates for Egypt, Iran and Oman before the crisis. In Kuwait causality
runs from exchange rates to stock prices in the short run. Comparing the pre-crisis and post-crisis
periods, there was not much distinction in the behavior of exchange rates and stock returns. Basher
et al. (2012) used monthly global data from 1988 to 2008 to examine the relationship among stock
prices in emerging markets. Additionally, they included global real economic activity as one of
the variable which affects oil prices. Using a structural VAR model and through the analysis of
impulse response function they found that positive shock to oil prices decreases the emerging
markets’ stock prices and U.S. dollar exchange rates in the short run. Exchange rates respond to
changes in oil prices in the short run, a positive shock to oil prices leads to decrease in tradeweighted exchange rates. In the same light, Eita (2012) employed Johansen’s method of
cointegration and quarterly data from 1998 to 2009 for Namibia to examine the determinants of
stock prices. The results showed that stock prices are affected by economic activity, exchange
rates, inflation, interest rates and money supply. Stock prices increase with increase in economic
activity and money supply and stock prices decrease with increase in inflation and interest rates.
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Exchange rates, GDP, money supply and inflation move stock market away from equilibrium. By
applying Cochran-Orcutt Autoregressive Model, Inegbedion (2012) found that exchange rates and
stock prices are negatively related for Nigeria. The relationship of stock prices with interest rates
and inflation, respectively are not significant. But the joint effect of all the variables on stock prices
is significant. For emerging Asian countries such as India, Indonesia, Korea, Philippines, Taiwan
and Thailand, Lin (2012), used monthly data from 1986 to 2010 to study the co-movement of stock
prices and exchange rates in the light of market liberalization and financial crisis. To deal with
structural breaks, the ARDL method of cointegration was applied and interest rates and foreign
reserves were added as additional variables to explore the effect of portfolio adjustment. During
crises periods, in terms of long run cointegration and short run causality, the co-movement between
exchange rates and stock prices became stronger. Spillover effect is mostly from stock price shocks
to exchange rates. Analysis of industry causality showed that the co-movement is generally driven
by capital account balance than that of trade. Volatilities of changes in foreign reserves and interest
rates are more during the crisis and market liberalization period. Aslam and Ramzan (2013) studied
the effects of the real effective exchange rate index, CPI, per capita income and discount rate on
the stock prices using annual data from 1991 to 2012. By applying NLS and ARMA techniques,
they found that while discount rates and inflation negatively affected Karachi stock price index,
per capita income and real effective exchange rate index affected positively. Discount rate
impacted stock index the most.
A new variable, commodity prices were introduced by Groenewold and Paterson (2013) who
considered monthly data for the period 1979-2010 from Australia. Their results showed that when
commodity prices are not considered, there is no cointegration between exchange rates and stock
prices. With the inclusion of commodity prices, all the three variables are cointegrated in the long
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run. When only exchange rates and stock prices are considered, there is no causality between them
in either direction as well. In the short run, exchange rates affect commodity prices and commodity
prices in turn affect stock prices. Macroeconomic variables such as market returns, CPI, risk-free
rate of return, industrial production and M2 were considered by Khan et al. (2013). Using monthly
data from 1998 to 2008, they found that both stock prices and exchange rates affect each other in
the short run but there is no long run association between the variables. In the long run, market
return and risk-free return are not related to stock prices but there is some association of industrial
production and stock prices. There exists both short run and long-run relationship between stock
prices and inflation and money supply. Unlu (2013) studied the relationship among oil prices,
exchange rates and stock prices using monthly data from 2006 to 2012 for countries such as
Indonesia, Malaysia, the Philippines, Singapore and Thailand. Methods of panel cointegration and
Granger causality tests were employed. The study found evidence of long-run relationship among
stock prices, exchange rates and oil prices. In the long run, exchange rates and oil prices Granger
cause stock prices but oil prices and stock prices do not affect exchange rates. In the short run,
there is bi-directional causality between oil prices and stock prices.
Boonyanam (2014) explored the relationship between different monetary variables with stock
prices for Thailand. The monetary variables included were nominal bilateral exchange rate in terms
of Baht per U.S. dollar, CPI, narrow money and 14 days repurchase rate and the methodologies
adopted were multivariate cointegration, VECM and variance decomposition analysis. Monthly
data from 1999 to 2012 were used and the results show evidence of long-run relationship between
stock prices and monetary variables. In the short run, narrow money and interest rate affect stock
prices. There is also one way causality from exchange rates to stock prices and from interest rates
to stock prices. And a positive relationship exists between CPI and stock price.
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To explore the relationship between stock return differentials and real exchange rates, Moore and
Wang (2014) examines monthly data for Australia, Canada, Indonesia, Japan, the Philippines,
Malaysia, Singapore, South Korea, Thailand and the U.K. At the first stage, the dynamic
conditional correlation (DCC) is derived between the two variables and then the derived DCC is
used to regress on the interest rate differentials and the trade balance. With the help of bivariate
GARCH model with DCC they found that there is a negative relationship between the relative
stock prices and real exchange rates. There exists time-varying correlation between stock return
differentials and the real exchange rate changes. The U.S. stock market influences the foreign
exchange market and local stock market. Trade balance is the major determinant of the dynamic
correlation for the Asian market and the interest rate differential is the key factor for developed
countries. For the countries where capital mobility is low, economic integration acts as the cause
of the linkage and thus it supports the flow-orientated model. But where capital mobility is more,
financial integration acts as the cause of the linkage which in turn favors the stock-oriented model.
Tuncer and Turaboglu (2014) used quarterly data from 1990 to 2008 for Turkey to examine the
short run and long run relationships between stock prices and GDP, treasury bills rates and
exchange rates. They employed the method of Johansen test for cointegration to study the long run
relationship and found evidence of long run relationship between stock prices and the other
variables. In the short run, stock prices and real effective exchange rate affect GDP but there is no
causality relationship from treasury bills to GDP. There is causality from real effective exchange
rates to stock prices. All the variables do not affect exchange rates in the short run hence exchange
rate is comparatively an exogenous variable.
To summarize, it can be said that the relationship between stock prices and exchange rates is
dependent on the frequency of the data, the period chosen and the countries studied. But in general
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most of the papers concluded that in the short run, there exists some relationship between stock
prices and exchange rates but there is no relationship between them in the long run. Other
macroeconomic variables such as CPI (measure of inflation rate), interest rates, discount rates, oil
prices, money supply, industrial production, GDP and foreign capital also are found to affect stock
prices.
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Chapter Three: Model and Methodology
For each of the cases, two different models are presented; a linear model (following literature)
where the determinants of stock prices are nominal effective exchange rates, Industrial Production
Index, Consumer Price Index and nominal money supply and a non-linear model (modelled to
capture the asymmetric effect of exchange rate changes) which includes a variable representing
appreciation of home currency, a variable representing depreciation of home currency, Industrial
Production Index, Consumer Price Index and nominal money supply as the determinants of stock
prices.
3.1 The Multivariate Model
For the multivariate model, the explanatory variables considered are exchange rates, Industrial
Production Index, Consumer Price Index and nominal money supply. Using monthly data from
1973:M1 to 2014:M3, the multivariate model is estimated for ten countries such as Brazil, Canada,
Chile, Indonesia, Japan, Korea, Malaysia, Mexico, U.K. and U.S.A. (monthly data on all the
variables were available only for these countries).
3.1.1 The Linear Model: EX, IPI, CPI and M2 as independent variables
The linear model is used as a benchmark to compare the results with that of the non-linear model.
Let SP denote the stock price index for a country; EX, the Nominal Effective Exchange Rate for
the country; IPI, the Industrial Production Index (a measure of economic activity); CPI, the
Consumer Price Index (price level) and M2, the nominal supply of money. In log-linear form the
long-run specification of the model can be represented as:
ln SPt = c1 + c2 ln EXt + c3 ln IPIt + c4 ln CPIt + c5 ln M2t + εt
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(εt ~ n.i.i.d (0,𝜎 2 ))

(1)

Stock prices are affected by each of the right hand side variables of equation (1) in different ways.
The relationship between exchange rates and stock prices can be either positive or negative
depending on whether the firm is an export oriented or an import oriented. An export-orientated
firm will benefit from depreciation of the home currency as depreciation makes exports cheaper.
This will lead to an increase in competitiveness and increase in earnings of the firm, hence, stock
prices will increase (a positive relationship). Whereas an import-oriented firm is hurt by
depreciation of the home currency as the cost of imported inputs is increased as a result of
depreciation of home currency. This will lead to a decline in profitability thus stock prices will
decrease (a negative relationship). The relationship between stock prices and CPI (a measure of
inflation or price level) is expected to be negative (Fama (1981), Chen et al. (1986)). With increase
in inflation, for a firm the input prices to produce goods increase which leads to a reduction in
future profits of the firm and thus stock prices are expected to decline. Mukherjee and Naka (1995)
also found a negative relationship between stock returns and inflation. Anari and Kolari (2001)
reported that in the short run there is negative correlation between stock prices and inflation but in
the long run the correlation is positive. When stocks are held over a longer time horizons, stocks
are considered or expected to be a good inflation hedge and thus, a positive relationship between
inflation and stock prices can be established. Newer studies, such as, Eita (2012) found a negative
relationship between stock prices and inflation for Namibia however Boonyanam (2014) found a
positive relationship between stock prices and CPI for Thailand. The relationship between stock
prices and money supply (M1, M2) can be positive or negative. Increase in money supply leads to
a decrease in interest rates which leads to increase in the level of investment in the economy and
hence there is an increase in economic activity. Thus earnings and profitability of the firms increase
leading to an increase in stock prices. This establishes a positive relationship between stock prices
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and money supply (Mukherjee and Naka (1995), Tian and Ma (2010), Eita (2012), Boonyanam
(2014)). But according to Fama (1981), with an increase in money supply there is an increase in
inflation which in turn might decrease stock prices, so establishing a negative relationship between
stock prices and money supply. There is a general consensus about a positive relationship between
economic activity and stock prices. With an increase in economic activity, the expected corporate
earnings will increase which in turn increases stock prices. In this paper, Industrial Production
Index (IPI) is used as a proxy for measuring economic activity. The study by Chen, Roll and Ross
(1986) found positive relationship between stock returns and economic activity for the U.S. A
similar relationship was found by Mukherjee and Naka (1995) for Japan and by Eita (2012) for
Namibia.
Estimation of equation (1) will yield only the estimates of long-run coefficients. But all the
variables in the right hand side of equation (1), have both short run and long run effects. So to
incorporate the short-run dynamics, an error-correction model can be specified using Engle
Granger (1987) cointegration methodology:
𝑛1

𝑛2

𝑛3

∆ ln 𝑆𝑃𝑡 = 𝛼0 + ∑ 𝛼1,𝑘 ∆ ln 𝑆𝑃𝑡−𝑘 + ∑ 𝛼2,𝑘 ∆ ln 𝐸𝑋𝑡−𝑘 + ∑ 𝛼3,𝑘 ∆ ln 𝐼𝑃𝐼𝑡−𝑘
𝑘=1
𝑛4

𝑘=0

𝑘=0

(2)

𝑛5

+ ∑ 𝛼4,𝑘 ∆ ln 𝐶𝑃𝐼𝑡−𝑘 + ∑ 𝛼5,𝑘 ∆ ln 𝑀2𝑡−𝑘 + 𝜆𝜀𝑡−1 + 𝑈𝑡
𝑘=0

𝑘=0

In the above equation (2), 𝜆 measures the speed of adjustment and a negative and significant value
of 𝜆 implies cointegration among stock prices and its determinants (Banerjee et al. (1998)). But in
the above model, if one of the variables is integrated of order one, I(1), and the other is integrated
of order zero, I(0), the Engle-Granger cointegration methodology cannot be applied. To overcome
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this problem, Pesaran et al. (2001) proposed the ARDL (Autoregressive Distributive Lag) model
approach which can test for cointegration among the variables in levels irrespective of whether the
variables are purely I(1) or purely I(0) or combination of both. According to Pesaran et al. (2001),
the error correction model in equation (2) can be modified by replacing the lagged value of error
term (𝜀𝑡−1 ) with the linear combination of lagged level variables in the model 2, which results in
the following equation (the error-correction model):
𝑛1

𝑛2

𝑛3

∆ ln 𝑆𝑃𝑡 = 𝛼0 + ∑ 𝛼1,𝑘 ∆ ln 𝑆𝑃𝑡−𝑘 + ∑ 𝛼2,𝑘 ∆ ln 𝐸𝑋𝑡−𝑘 + ∑ 𝛼3,𝑘 ∆ ln 𝐼𝑃𝐼𝑡−𝑘
𝑘=1
𝑛4

𝑘=0

𝑘=0

𝑛5

+ ∑ 𝛼4,𝑘 ∆ ln 𝐶𝑃𝐼𝑡−𝑘 + ∑ 𝛼5,𝑘 ∆ ln 𝑀2𝑡−𝑘 + 𝛽1 ln 𝑆𝑃𝑡−1 + 𝛽2 ln 𝐸𝑋𝑡−1
𝑘=0

+ 𝛽3 ln 𝐼𝑃𝐼𝑡−1

(3)

𝑘=0

+ 𝛽4 ln 𝐶𝑃𝐼𝑡−1 + 𝛽5 ln 𝑀2𝑡−1 + 𝑈𝑡

Equation (3) provides a one-step approach to estimate both the short-run and the long-run effects.
The short run effects are captured by the estimates of the coefficients of the first differenced
variables (for example, the short run effect of money supply (M2) on stock prices are determined
by 𝛼5,𝑘 ’s) and the long run effects are captured by the estimates of 𝛽2 -𝛽5 , normalized on 𝛽1 . Tests
for cointegration are provided by the joint significance of 𝛽1 − 𝛽5 through F test. Pesaran et al.
(2001) provided two sets of critical values. The upper bound critical value is obtained by assuming
that all variables are I(1) and the lower bound critical value is obtained by assuming all variables
to be I(0). If the computed F statistic is greater than the upper bound critical value, then there is
existence of cointegration among the variables and no cointegration otherwise. Since most of the

2

The detailed steps of obtaining the equations are provided in Appendix D.
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macroeconomic variables are either I(1) or I(0), there is no need to carry out pre unit root testing 3
before applying this method.
3.1.2 The Non-Linear Model: POS, NEG, IPI, CPI and M2 as independent variables
The previous studies that estimated similar models, have assumed that the effect of exchange rates
on stock prices is symmetric. But this might not be true always, as appreciation and depreciation
might not have similar effects in terms of magnitude and sign on stock prices. Because, the amount
of increase in stock prices due to depreciation of currency might not match with the amount of
decrease in stock prices due to appreciation of the currency. Hence, the effect of changes in
exchange rates on stock prices can be asymmetric. So to test this hypothesis LnEXt (natural
logarithm of Nominal Effective Exchange Rate) is decomposed into partial sum of positive and
−
negative changes as4: ∆𝐿𝑛EX𝑡 = 𝐿𝑛EX0 + 𝐿𝑛EX+
𝑡 + 𝐿𝑛EX 𝑡 ; where, 𝐿𝑛EX 0 means no change in

𝐿𝑛EX𝑡 , 𝐿𝑛EX𝑡+ are the positive changes in 𝐿𝑛EX𝑡 and 𝐿𝑛EX 𝑡− are the negative changes in 𝐿𝑛EX 𝑡 .
From these equations, POS (positive changes reflecting appreciation of the home currency) and
NEG (negative changes reflecting depreciation of the home currency) are constructed as follows:
𝑡

𝑃𝑂𝑆 =

𝐿𝑛𝐸𝑋𝑡+

=

𝑡

∑ ∆𝐿𝑛𝐸𝑋𝑗+
𝑗=1

= ∑ max(∆𝐿𝑛𝐸𝑋𝑗 , 0)
𝑗=1

𝑡

𝑁𝐸𝐺 =

3

𝐿𝑛𝐸𝑋𝑡−

=

(4𝑎)

𝑡

∑ ∆𝐿𝑛𝐸𝑋𝑗−
𝑗=1

= ∑ min(∆𝐿𝑛𝐸𝑋𝑗 , 0)

(4𝑏)

𝑗=1

Akinlo (2006), Pesaran et al. (2001) suggested that there is no need for unit root testing to apply the ARDL method.

4

For more on the applications of this concept see Apergis and Miller (2006), Delatte and Lopez-Villavicencio (2012),
Verheyen (2013), Bahmani-Oskooee and Fariditavana (2014), Bahmani-Oskooee and Bahmani (2015), BahmaniOskooee and Ghodsi (2016) and Shin et al. (2014).
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The new model can be referred to as the non-linear model (non-linearity comes from the
construction of the two new variables POS and NEG). In accordance with the same intuition and
explanation for equations (1) and (3), the following equations for the non-linear model are
obtained. The logarithmic form of the long-run specification of the model can be represented as:
lnSPt = c1 + c21POSt + c22NEGt + c3ln IPIt + c4 ln CPIt +c5 ln M2t + εt

(5)

and the error-correction model is:
𝑛1

𝑛2

𝑛3

∆ ln 𝑆𝑃𝑡 = 𝛼0 + ∑ 𝛼1,𝑘 ∆ ln 𝑆𝑃𝑡−𝑘 + ∑ 𝛼21,𝑘 ∆𝑃𝑂𝑆𝑡−𝑘 + ∑ 𝛼22,𝑘 ∆𝑁𝐸𝐺𝑡−𝑘
𝑘=1
𝑛4

𝑘=0

𝑘=0

𝑛5

𝑛6

+ ∑ 𝛼3,𝑘 ∆ ln 𝐼𝑃𝐼𝑡−𝑘 + ∑ 𝛼4,𝑘 ∆ ln 𝐶𝑃𝐼𝑡−𝑘 + ∑ 𝛼5,𝑘 ∆ ln 𝑀2𝑡−𝑘
𝑘=0

𝑘=0

(6)

𝑘=0

+ 𝛽1 ln 𝑆𝑃𝑡−1 + 𝛽2 𝑃𝑂𝑆𝑡−1 + 𝛽3 𝑁𝐸𝐺𝑡−1 + 𝛽4 ln 𝐼𝑃𝐼𝑡−1 + 𝛽5 ln 𝐶𝑃𝐼𝑡−1
+ 𝛽6 ln 𝑀2𝑡−1 + 𝑈𝑡
Shin et al. (2014) proposed that the ARDL method of cointegration by Pesaran et al. (2001) can
be applied to the non-linear model in equation (6) hence the usual F test criteria of Pesaran et al.
(2001) can be applied too. From equation (6), the short run effects are captured by the estimates
of the coefficients of the first differenced variables. ∑𝑛2
𝑘=1 𝛼21,𝑘 measures the short run cumulative
effects of appreciation of the home currency on changes in stock prices while ∑𝑛3
𝑘=1 𝛼22,𝑘 measures
the short run cumulative effects of depreciation of the home currency on changes in stock prices.
If the estimated values of 𝛼21,𝑘 (the coefficient of ∆𝑃𝑂𝑆𝑡−𝑘 ) and 𝛼22,𝑘 (the coefficient of
∆𝑁𝐸𝐺𝑡−𝑘 ) have the same numerical value and the same sign (either both positive or both negative)
then it can be concluded that exchange rate changes have symmetric short run effects on stock
prices. The long run effects are interpreted from the estimates of the coefficients of the lagged
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level variables. The symmetric or the asymmetric long run effects of changes in exchange rates on
stock prices are given by 𝛽2 (the sign and the coefficient of 𝑃𝑂𝑆𝑡−1 ) and 𝛽3 (the sign and the
coefficient of 𝑁𝐸𝐺𝑡−1) normalized on 𝛽1 .
3.2 The Bivariate Model
Due to data unavailability, only ten countries are considered in the multivariate model. To extend
the range of this study, I consider a model with exchange rate as the only determinant of stock
prices so that more countries can be added to the study. Since exchange rate is exogenously
determined and not correlated with the other macroeconomic variables (IPI, CPI, M2) so it can
assumed that the other determinants are contained in the error term. This helps to establish the fact
of dropping the other variables because of data unavailability. The countries considered now are
Argentina, Australia, Austria, Belgium, Brazil, Canada, Chile, China, France, Germany, Greece,
Hong Kong, India, Indonesia, Japan, Korea, Malaysia, Mexico, Netherlands, New Zealand,
Singapore, Switzerland, United Kingdom and United States of America5. Following the same line
of thought from the previous section, for the bivariate model (where exchange rate is the only
determinant of stock price), the model takes the following forms:
3.2.1 Linear Model:
Long run specification:
ln SPt = c1 + c2 ln EXt + εt

(εt ~ n.i.i.d (0,𝜎 2 ))

(7)

Error-correction model (Pesaran et al. (2001)):
(8)
5

A detailed description on the data period and data source is provided in Appendices B and C.2.
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𝑛1

𝑛2

∆ ln 𝑆𝑃𝑡 = 𝛼0 + ∑ 𝛼1,𝑘 ∆ ln 𝑆𝑃𝑡−𝑘 + ∑ 𝛼2,𝑘 ∆ ln 𝐸𝑋𝑡−𝑘 + 𝛽1 ln 𝑆𝑃𝑡−1 + 𝛽2 ln 𝐸𝑋𝑡−1 + 𝑈𝑡
𝑘=1

𝑘=0

3.2.2 Non Linear Model:
Long run specification:
ln SPt = β1 + c21 POSt + c22 NEGt + εt

(εt ~ n.i.i.d (0,𝜎 2 ))

(9)

Error-correction model:
𝑛1

𝑛2

𝑛3

∆ ln 𝑆𝑃𝑡 = 𝛼0 + ∑ 𝛼1,𝑘 ∆ ln 𝑆𝑃𝑡−𝑘 + ∑ 𝛼21,𝑘 ∆𝑃𝑂𝑆𝑡−𝑘 + ∑ 𝛼22,𝑘 ∆𝑁𝐸𝐺𝑡−𝑘
𝑘=1

𝑘=0

𝑘=0

+ 𝛽1 ln 𝑆𝑃𝑡−1 + 𝛽2 𝑃𝑂𝑆𝑡−1 + 𝛽3 𝑁𝐸𝐺𝑡−1 + 𝑈𝑡

27

(10)

Chapter Four: Empirical Results
Both the linear and the non-linear models are estimated for the multivariate and bivariate models.
Initially a maximum of eight lags is imposed and using the Akaike’s Information Criterion (AIC),
the optimum number of lags is chosen. A table is provided for each of the estimated models and
each of the tables consist of three panels, the short run estimates are reported in Panel A, the long
run estimates are reported in Panel B and Panel C reports the diagnostic statistics.
4.1 Multivariate Model
One of the requirements of Pesaran et al.’s (2001) method is that the variables could be I(0) or I(1)
but not I(2), hence the ADF test is applied to the level as well as the first-differenced variables.
The results are reported in Tables 1 and 2 and they reveal that there are no I(2) variables. The top
sections (section I) of each of the Tables 3-12, report the results of the linear model; the linear
model is used as a benchmark to compare the results with the non-linear model and it is revealed
that the results corroborate the results in the literature with the linear model (the linear model
captures the symmetric effect of exchange rate changes on stock prices). Panel A reports the short
run estimates of the linear multivariate model. The stock price index of countries such as; Canada,
Japan, Korea, Malaysia, UK and USA have a positive relationship with the industrial production
index as hypothesized. Stock price index for all the countries except for Japan and U.K., are
negatively affected by Consumer Price Index (CPI). Japan, Malaysia and Mexico are positively
affected by nominal money supply (M2). However, Chile and Korea are negatively affected by an
increase in nominal money supply which implies that, the positive effect of increase in money
supply which leads to increase in investment level is being offset by the negative effect of increase
in money supply leading to increase in inflation. Focusing on the effects of exchange rate changes
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on stock prices, it is found that the stock prices of all the countries except for Brazil and U.K. are
affected by changes in exchange rates. The stock prices of Indonesia, Japan, Korea and U.S.A. are
negatively affected by appreciation of their respective domestic currencies. Nominal effective
exchange rates for countries such as Canada, Chile Malaysia and Mexico carry a positive and
significant coefficient which implies that these countries gain from domestic currency appreciation
unlike other countries. Appreciation of home currency can be beneficial for an import orientated
sector within each of the countries or for any import oriented country. Also for a country which
has both export and import components can gain from appreciation of home currency if the
negative effects of currency appreciation on exports is offset by the positive effect of increase in
imports due to currency appreciation.
From the estimation of the long-run coefficients (Panel B), Industrial Production Index (IPI)
carries a significant and expectedly positive coefficient only for Canada. CPI carries a significant
and expectedly negative coefficient only for Mexico. However CPI carries a significant and
positive coefficient for U.K., which could be due to the fact that when stocks are held over longer
time horizons, they are considered or expected to be a good inflation hedge and thus, a positive
relationship between inflation and stock prices can exist. Money supply (M2) carries significant
and expectedly positive coefficients in Korea and Mexico. In the long run, nominal effective
exchange rates (EX) affect stock prices in Korea only, which supports the existing literature that
stock prices are affected by exchange rates in the short run and there is no or very little relationship
between them in the long run. None of the variables affect stock prices in all the countries. So for
most of the cases, the short run relationship between the variables is not sustained in the long run.
The above long run relationship in different countries will be relevant only if cointegration can be
established among the variables. The F test results are reported under Panel C of the tables for the
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linear model. According to Pesaran et al. (2001), with four exogenous variables at 5% significance
level, the lower and the upper bound critical values are 2.86 and 4.016. For three of the countries
(Korea, Malaysia and Mexico), the F statistic is significant which establishes cointegration among
the variables. But according to Bahmani-Oskooee and Ardalani (2006) a significant and negative
coefficient of the lagged ECM term (ECMt-1) supports adjustment towards the long-run
equilibrium which is another indication of cointegration. Following Bahmani-Oskooee and Tanku
(2008), from the normalized long run coefficients from Panel B, the lagged error term (ECMt-1) is
generated. The linear combination of lagged level variables is then replaced by the ECM t-1 term
and the new equation is estimated at the optimum levels. All the countries have a significant and
negative coefficient of the ECMt-1 term, which supports cointegration among the variables and it
also implies that stock prices adjust to any long run disequilibrium.
Under Panel C, a few other diagnostic statistics are also reported. In time series data, it is important
to make sure that the error terms are not auto correlated. If error terms are auto correlated then the
estimators will not be efficient and will lead to incorrect conclusions. In order to check for
autocorrelation among the residuals, the Lagrange Multiplier (LM) test is conducted. The LM
statistic follows a chi-square (𝜒 2 ) distribution and the order of lag equals to the frequency of the
data. For example, for monthly data, the degree of freedom is 12. At the 5% significance level with
12 degrees of freedom, the critical value is 21.03 and for all the countries the LM statistic is
insignificant implying autocorrelation free residuals.

6

The upper bound critical value of the F statistic when there are four exogenous variables is 4.01 at the 5% significance
level and the lower bound is 2.86. These figures come from Pesaran et al. (2001, Table CI(iii) Case III on page 300).
Appendix E reports the critical values.
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Ramsey’s Regression Specification Error Test (RESET) is a test to check whether or not the
functional form used in the regression model is misspecified. The RESET statistic follows a chisquare (𝜒 2) distribution with one degree of freedom and the critical value is 3.84 at the 5%
significance level. The RESET statistic is insignificant in most of the models, which implies that
the models are correctly specified in most of the cases. To test for the structural stability in the
estimated short run and long run coefficients, the methods of the cumulative sum of recursive
residuals (CUSUM- in the tables it is denoted by CS) and the cumulative sum of recursive residuals
of square (CUSUMQ- in the tables it is denoted by CS2) tests proposed by Brown et al. (1975) are
adopted. From Panel C of the Tables 3-12 (top section: I), it can be concluded that most of the
models are stable, where, “S” stands for stability and “U” stands for instability 7. The adjusted R2
is also reported and for all the models. The adjusted R 2 is low, which could be due to the fact that
stock prices are volatile. So the variation in stock prices cannot be sufficiently explained by any
variables and thus, it is difficult to predict.
To check whether or not changes in exchange rates have asymmetric effects on stock prices, I
analyze the results of the non-linear models for all the countries. How does the result change if I
rely upon non-linear adjustment process? Tables 3-12 (the bottom part: section II) report the results
of the non-linear model. From the short run results (Panel A), it can be inferred that the coefficient
associated with ‘POS’ (appreciation of home currency) is negative 8 and significant in six of the
countries (Chile, Indonesia, Japan, Korea, Mexico, U.S.A.) which implies that with more
appreciation of the respective home currencies, the stock prices of the countries have declined.
Appreciation of home currency makes imports cheaper and exports expensive, which means any

7
8

The CUSUM and CUSUM Square plots are provided in Figure 1.
At least one of the coefficients associated with the lags is negative.
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export orientated firm will be hurt by appreciation of the home currency. However, Brazil gains
from appreciation of Brazilian Real as stock prices are seen to have increased. One of the reasons
for this could be that Brazil, being an import oriented country, with appreciation of the home
currency, the imported goods are now cheaper and hence it gains. The short run estimated
coefficients of ‘NEG’ are significant for seven countries (Canada, Chile, Indonesia, Korea,
Malaysia and Mexico). The countries which have significant export exponents; they gain from
currency depreciation. From the above results, it can be inferred that exchange rate changes have
asymmetric effects on stock price indices, as exchange rate changes have different effect in terms
of sign and magnitude on stock prices, i.e. countries are affected by currency appreciation and
currency depreciation differently. For the U.S., it is affected negatively by currency appreciation
which means that when the value of dollar appreciates, the balance sheet of the U.S. companies
deteriorate.
Concentrating on the long run coefficient estimates of POS and NEG (Panel B), for most of the
countries; they are insignificant which implies that the short run relationship does not transform
into long run relationship. For further validity of the short run and the long run asymmetric effects,
the test for equality of short-run and long-run coefficient estimates are carried out. Since there are
different lag orders in the short run, Shin et al. (2014) recommend applying the Wald test to
𝑛3
establish whether ∑𝑛2
𝑘=0 𝛼21,𝑘 = ∑𝑘=0 𝛼22,𝑘 . As for the long-run asymmetry it is tested whether

β2/β1 = β3/β1. Both the Wald tests have χ2 distributions with different degrees of freedom,
depending on the lag orders. The Wald statistic is reported in Panel C of the tables with its p-value
inside the bracket and a significant Wald statistic is indicated by by a *. From the results it can be
inferred that short run asymmetry is not supported by the Wald test except for the results of Canada.
Asymmetric significant long-run effects are found for Brazil, Canada, Chile, Malaysia, and
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Mexico by the Wald test. The implication of this is that in the linear model when the exchange rate
does not carry long-run significant coefficient, it should not be concluded that exchange rate has
no long-run effects. Clearly, in the cases of Malaysia and Mexico, once depreciations are separated
from appreciations, due to asymmetric effects currency appreciations have significant long-run
effects but depreciations do not.
For the other variables (IPI, CPI, M2) where the variables are significant, in most of the countries
the coefficients are of the expected signs both in the short run and in the long run. From Panel C,
cointegration is supported by the coefficient of the ECMt-1 term for all the countries. For the nonlinear model, for all the countries, the LM statistic is insignificant and the RESET statistic is
insignificant in most of the models. Also in most of the cases, most of the models are stable
according to the CUSUM and CUSUMQ tests.
4.2 The Bivariate Model:
The multivariate model is estimated for ten countries: Brazil, Canada, Chile, Indonesia, Japan,
Korea, Malaysia, Mexico, U.K. and U.S.A. These are the only countries for which monthly data
on all the related variables are available. In this section, I analyze the results of a bivariate
specification, which encompasses more countries as a robustness check to see whether the
asymmetric effects of exchange rate changes on stock prices is dependent on the countries
considered. To do so, I have considered only exchange rates (as monthly data on all the other
variables are available for only the ten countries which have been considered in the multivariate
model) as the determinant of stock prices so that the hypothesis can be tested on more number of
countries (since exchange rate is exogenously determined and it is not correlated with the other
macroeconomic variables (IPI, CPI, M2) so it can assumed that the other determinants are
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contained in the error term. This helps to establish the fact of dropping the other variables because
of data unavailability). A total of twenty four countries are now considered, the countries are
Argentina, Australia, Austria, Belgium, Brazil, Canada, Chile, China, France, Germany, Greece,
Hong Kong, India, Indonesia, Japan, Korea, Malaysia, Mexico, Netherlands, New Zealand,
Singapore, Switzerland, United Kingdom and United States of America.
In this case as well, both the linear and the nonlinear models are estimated. Tables 13.1-13.4 report
the results of the linear model and the Tables 14.1-14.4 report the estimates of the non-linear
models. In the multivariate model, the stock prices of the countries that were affected by exchange
rates are still affected by exchange rates even after dropping few variables and in addition to those,
more countries are added to the list that are affected by exchange rates. From Tables 13.1-13.4, for
the linear model, for eighteen out of twenty four countries, the short run coefficients associated
with exchange rates are significant at 10% or higher significance level. Most of the countries are
affected negatively by home currency appreciation. From Panel B, only in seven countries, the
short run relationship is translated into long run relationship between stock price indices and
exchange rates. From Panel C, cointegration among the variables is suggested by negative and
significant coefficients of the ECMt-1 term. The LM statistic is insignificant for all the countries
suggesting an autocorrelation free residuals and the RESET statistic suggests that the model is
correctly specified in most of the countries. The CUSUM and CUSUM square tests show that the
estimated parameters are stable for almost all the countries.
For the non-linear ARDL model, the results are reported in Tables 14.1-14.4. From the short-run
estimates it is first observed that there is ‘adjustment asymmetry’ in Argentina, Austria, Canada,
Chile, Indonesia, Japan, Korea, Malaysia, New Zealand, Singapore and the U.K., since ΔPOS and
ΔNEG variables carry different lag orders. Shin et al. (2014) recommend testing for short-run
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‘impact asymmetry’ by applying the Wald test to determine if sum of the short-run coefficients
attached to ΔPOS are different than the sum of the short-run coefficients attached to ΔNEG.
Denoting this test by Wald-S in Panel C of Tables 14.1-14.4, it can be concluded that there exists
significant short-run cumulative or impact asymmetry in the cases for Argentina, Canada, Chile,
Greece, India, and Malaysia since the Wald-S statistic is significant in these cases. Does these
short-run effects last into the long run? From the long-run results reported in Panel B it is clear
that in Argentina, Canada, and Malaysia, either POS or NEG carry a significant coefficient that is
supported by one of the significant tests for cointegration. Thus, with the introduction of nonlinear
adjustment of the exchange rate there is increase in the number of countries in which either
appreciation or depreciation or both have significant long-run impact on stock prices. According
the Wald test (Wald-L in Panel C of Tables 14.1-14.4), it is significant for Canada and Malaysia
but not for Argentina.
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Chapter Five: Sectoral Analysis
In the previous cases, composite stock price indices at the country level were considered which
aggregates information of the overall stock market. But composite data might suffer from
aggregation bias as composite data do not reflect how each of the different sectors in a particular
country is affected by changes in different macroeconomic variables. In a particular country, there
are different industrial sectors which will react differently to changes in macroeconomic variables.
So it is important to disaggregate data by considering the sectoral stock price indices for a specific
country, U.S.A. Monthly data over the period of 1973:M1 to 2015:M59 are considered. Following
the same line of thought from the multivariate model, for the sectoral analysis, the models take the
following form:
4.1 Linear Model:
Long run specification:
ln SPit = c1 + c2 ln EXt + c3 ln IPIt + c4 ln CPIt + c5 ln M2t + εt

(εt ~ n.i.i.d (0,𝜎 2 ))

Error-correction model (Pesaran et al. (2001)):
𝑛1

∆ ln 𝑆𝑃𝑡𝑖

= 𝛼0 +

𝑛2

𝑖
∑ 𝛼1,𝑘 ∆ ln 𝑆𝑃𝑡−𝑘
𝑘=1
𝑛4

𝑛3

+ ∑ 𝛼2,𝑘 ∆ ln 𝐸𝑋𝑡−𝑘 + ∑ 𝛼3,𝑘 ∆ ln 𝐼𝑃𝐼𝑡−𝑘
𝑘=0

𝑘=0

𝑛5

𝑖
+ ∑ 𝛼4,𝑘 ∆ ln 𝐶𝑃𝐼𝑡−𝑘 + ∑ 𝛼5,𝑘 ∆ ln 𝑀2𝑡−𝑘 + 𝛽1 ln 𝑆𝑃𝑡−1
+ 𝛽2 ln 𝐸𝑋𝑡−1
𝑘=0

+ 𝛽3 ln 𝐼𝑃𝐼𝑡−1

9

𝑘=0

+ 𝛽4 ln 𝐶𝑃𝐼𝑡−1 + 𝛽5 ln 𝑀2𝑡−1 + 𝑈𝑡

A detailed description on the data period and data source is provided in Appendices B and C.3.
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(1’)

(SPi denotes the stock price index for a particular sector of the U.S., interpretation of rest of the
variables remain the same10)
4.2 Non-Linear Model:
Long run specification:
ln𝑆𝑃𝑡𝑖 = c1+ c21 POSt + c22 NEGt + c3 ln IPIt + c4 ln CPIt + c5 ln M2t + εt

(5’)

Error-correction model:
𝑛1

𝑛2

𝑛3

𝑖
∆ ln 𝑆𝑃𝑡𝑖 = 𝛼0 + ∑ 𝛼1,𝑘 ∆ ln 𝑆𝑃𝑡−𝑘
+ ∑ 𝛼21,𝑘 ∆𝑃𝑂𝑆𝑡−𝑘 + ∑ 𝛼22,𝑘 ∆𝑁𝐸𝐺𝑡−𝑘
𝑘=1
𝑛4

𝑘=0

𝑘=0

𝑛5

𝑛6

+ ∑ 𝛼3,𝑘 ∆ ln 𝐼𝑃𝐼𝑡−𝑘 + ∑ 𝛼4,𝑘 ∆ ln 𝐶𝑃𝐼𝑡−𝑘 + ∑ 𝛼5,𝑘 ∆ ln 𝑀2𝑡−𝑘
𝑘=0

𝑘=0

𝑘=0

𝑖
+ 𝛽1 ln 𝑆𝑃𝑡−1
+ 𝛽2 𝑃𝑂𝑆𝑡−1 + 𝛽3 𝑁𝐸𝐺𝑡−1 + 𝛽4 ln 𝐼𝑃𝐼𝑡−1 + 𝛽5 ln 𝐶𝑃𝐼𝑡−1

+ 𝛽6 ln 𝑀2𝑡−1 + 𝑈𝑡
To explore whether exchange rate changes have symmetric or asymmetric effects on stock prices
of each of the sectors and to examine the relationship among the variables at the sectoral level both
the linear and the non-linear models are estimated. Tables 16.1-16.4 report the results of all the
eleven11 sectors.

10

A detailed description of the variables is provided in Appendix A.
The sectoral stock price indices are: Dow Jones Industrial Average Index, Dow Jones Transportation Average Index,
Dow Jones Utility Average Index, NASDAQ Bank Index, NASDAQ Biotechnology Index, NASDAQ Computer
Index, NASDAQ Industrial Index, NASDAQ Insurance Index, NASDAQ Telecommunications Index, NASDAQ
Transportation Index and PHLX Semiconductor Sector.
11
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4.3 Results
As a preliminary exercise, the ADF and Elliot-Rothenberg-Stock DF-GLS unit root tests are
conducted to the level and the first-differenced variables to make sure that the variables are either
I(0) or I(1).The results reported in Table 15 clearly reveal that none of the variables are I(2) (the
requirement of application of ARDL method is that the variables could be combination if I(0) and
I(1) but not I(2)). Panel A of Tables 16.1-16.4 reports the estimates of the short-run coefficients.
Out of the eleven sectors, seven sectors have expectedly positive significant coefficients for
industrial production index. For CPI, most of the sectors have negative significant coefficients and
nominal money supply (M2) affects nearly half of the studied sectors significantly in the short run.
Focusing on the effects of exchange rate changes on stock prices of different sectors, it is revealed
that for nine out of the eleven sectors in the U.S., stock prices are affected by changes in exchange
rates. For most of these nine sectors12, stock prices declined with appreciation of the U.S. dollar.
Few of the lags of nominal effective exchange rate carry a positive significant coefficient for
sectors such as Dow Jones Utility Average Index, NASDAQ Biotechnology Index and NASDAQ
Telecommunication Index. This result implies that these three sectors gain from U.S. dollar
appreciation unlike other sectors. Any import orientated sector will benefit from home currency
appreciation or may be these sectors offset the negative effect of appreciation of U.S. dollar on
exports by the positive effect of increase in imports due to appreciation of U.S. currency.
From the estimation of the long-run coefficients (Panel B), Industrial Production Index (IPI)
carries a significant and expectedly positive coefficient in seven sectors. CPI carries a significant
and an expectedly negative coefficient in two sectors. However, CPI carries a significant and

12

At least one of the coefficients associated with the lags is negative.
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positive coefficient in another two sectors, which could be due to the fact that when stocks are held
over longer time horizons, stocks are considered or expected to be a good inflation hedge and thus,
a positive relationship between inflation and stock prices can exist. Money supply (M2) carries
significant and expectedly positive coefficients in three sectors. In the long run, nominal effective
exchange rates (EX) affect stock prices only in the two sectors (Dow Jones Transportation and
NASDAQ Industrial), which supports the existing literature that stock prices are affected by
exchange rates in the short run and there is no or very little relationship between them in the long
run. None of the variables affect all the sectors in the short run with only the NASDAQ Industrial
Index being affected by all the variables in the long run. The above long run relationship in
different sectors will be relevant only if cointegration can be established among the variables. The
F test results are reported under Panel C. According to Pesaran et al. (2001), with four exogenous
variables, at 5% significance level the lower and the upper bound critical values are 2.86 and
4.0113. For four of the sectors, the F statistic is significant, which establishes cointegration among
the variables for these four sectors and all the eleven sectors have a significant and negative
coefficient of the ECMt-1 term which supports cointegration. Under Panel C, the LM statistic is
insignificant and the RESET statistic is insignificant in most of the models. From the tables, it can
also be concluded that most of the models are stable, where, “S” stands for stability and “U” stands
for instability.
Considering the results of the non-linear models for the sectoral analysis, earlier for the
multivariate model for the U.S., when the country as a whole was considered, I found that, the
aggregate stock price of the U.S., is negatively affected by currency appreciation only. It would be

13

The values are from Pesaran et al. (2001), Table CI(iii), case III, page 300 (k=4). A table is provided in Appendix

E.
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interesting to see how the results change when the sectoral level stock price indices are considered.
From the short run results (Panel A), it can be inferred that the coefficient associated with ‘POS’
(appreciation of U.S. dollar) is negative14 and significant in six of the sectors (Dow Jones
Transportation, Dow Jones Utility, NASDAQ Computer, NASDAQ Industrial, NASDAQ
Telecommunications, NASDAQ Transportation), which implies that with more appreciation of
U.S. dollar, stock prices of these sectors decline. Appreciation of home currency makes imports
cheaper and exports expensive, which mean any export orientated firm or sector will be hurt by
appreciation of home currency. For example, in the U.S., transportation sector (travel sector) is
mostly export-oriented15 as services or products are sold to the visitors (foreigners) more than the
residents, so appreciation will affect this sector negatively which will lead to a decline in stock
prices in this sector. This fact is supported by this study as both Dow Jones Transportation Average
Index and NASDAQ Transportation Index are affected negatively by appreciation of U.S. dollar.
However, the short run estimated coefficients of ‘NEG’ are significant for only four sectors, which
means that more sectors are affected as a result of appreciation of home currency than the
depreciation of home currency. Indices such as NASDAQ Telecommunications and NASDAQ
Biotechnology are affected positively as a result of currency depreciation. These sectors have
significant export exponents so they gain from currency depreciation. From the above results, it
can be inferred that exchange rate changes have asymmetric effects on changes in sectoral stock
price indices of ten sectors as exchange rate changes have different effects in terms of sign and
magnitude on stock prices. Concentrating on the long run coefficient estimates of POS and NEG
(Panel B), for most of the sectors they are insignificant which implies that the short run relationship

14

At least one of the coefficients associated with the lags is negative.
For example, the Dow Jones Transportation average Index comprises mostly of airlines, marine transportation,
delivery services, etc. which are associated with overseas services. So this sector can be considered as an export
orientated sector.
15
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does not persist into long run. The long run effects of exchange rate changes are asymmetric in six
sectors, i.e., DJ Industrial Average, NASDAQ Biotech, NASDAQ Computer, NASDAQ
Industrial, NASDAQ Insurance, and NASDAQ Telecom. For all the five sectors except for the DJ
Industrial Average sector, the NEG variable carries a negative and significant coefficient, whereas
the POS variable does not. These findings were absent in the results from the linear model except
for NADAQ Industrial sector since only this sector was affected by exchange rate changes in the
long run. And other diagnostic statistics for the non-linear models, such as the LM, the RESET,
CUSUM and CUSUMSQ indicate that most of the models enjoy autocorrelation free residuals,
they are correctly specified, and coefficient estimates are stable respectively.
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Chapter Six: Conclusion
In this dissertation, I analyze whether movements of exchange rates have symmetric or asymmetric
effects on stock prices and the dynamic relationship between stock prices and different
macroeconomic variables, focusing on the effect of exchange rate changes on stock prices. An
export-orientated firm will benefit from depreciation of the home currency as depreciation makes
exports cheaper. This will lead to an increase in competitiveness and increase in earnings of the
firm hence, stock prices will increase (a positive relationship). Whereas an import-oriented firm is
hurt by depreciation of home currency as the cost of imported inputs is increased as a result of
depreciation of home currency. This will lead to decline in profitability thus stock prices will
decrease (a negative relationship). Several studies have been done to examine how stock prices are
affected by exchange rates and other variables. The previous studies have assumed a linear
relationship among the variables, which implies that exchange rate changes will have symmetric
effects on stock prices. Furthermore, the previous studies considered data on composite
(aggregate) stock price index to carry out the analysis and so they might suffer from aggregation
bias.
Here, I consider data on developed and developing countries (Brazil, Canada, Chile, Indonesia,
Japan, Korea, Malaysia, Mexico, U.K. and the U.S.) for the period of 1973-2015 and by employing
the non-linear ARDL approach it is found that exchange rate changes have asymmetric effects on
stock prices. For the multivariate model, when the linear model is considered, where all the
variables are assumed to have symmetric effects it is found that almost all variables do have shortrun effects. The long-run effects are found only in few cases. Exchange rate had significant longrun effects on stock prices in Brazil and Korea. The long run effect of industrial production index
on stock prices is witnessed only for Canada and CPI (inflation rate) has significant long-run
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effects in Brazil, Mexico, and the U.K. Money supply has significant long-run effects on stock
prices in Korea, Malaysia, and Mexico. But, when the nonlinear ARDL approach of Shin et al.
(2014) is considered and currency depreciations are separated from appreciations, I found that
exchange rate changes have asymmetric effects on stock prices both in the short run and in the
long run.
For the bivariate case (where only exchange rate is the determinant of stock prices), monthly data
from 24 countries are used to test for the asymmetric effects of exchange rates on stock prices. The
findings could be summarized by saying that short-run ‘adjustment asymmetry’ and short-run
asymmetric effects are observed in many of the countries in the sample. The long-run asymmetric
effects were, however, country specific. Significant non-spurious asymmetric effects of exchange
rate changes on stock prices is established only in Canada and Malaysia.
Furthermore, at the sectoral level analysis of the U.S., it is also revealed that different
macroeconomic variables, differently affect different sectoral stock price indices and appreciation
of U.S. dollar and depreciation of U.S. dollar have asymmetric effect on stock price indices. In the
short run, most of the sectors are either affected by appreciation of the U.S. dollar or by
depreciation of the U.S. dollar. The nonlinear model supported asymmetric cointegration in 10 out
of the 11 sectors, implying that the macroeconomic variables do have long-run effects on the 10
sectoral stock price indices. In 6 out of the 11 sectors, exchange rate changes have asymmetric
effects in the long run. Furthermore, for NASDAQ Biotech, NASDAQ Computer, NASDAQ
Industrial, NASDAQ Insurance, and NASDAQ Telecom, dollar depreciation have positive impact
on stock prices whereas dollar appreciation does not. Such discovery is due to nonlinear adjustment
process which was absent in the linear model. The level of economic activity was found to be the
main long run determinant in almost all the sectors.
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So it can be concluded that exchange rate changes have asymmetric effects on stock prices of
different countries and different sectors. The results also have policy implications, based on the
sensitivity to either depreciation or appreciation of currency, the sectors can adopt policies to
safeguard or hedge them from exchange rate fluctuation risk. Investors should also be aware of
asymmetric effects of exchange rate changes on stock prices in specific sectors and form their
expectations accordingly. Moreover, there can be different policy implications for tradable and
non-tradable sectors, as tradable sectors will be affected by exchange rate fluctuations more than
a non-tradable sector. If a sector has both tradable and non-tradable components then during
exchange rate fluctuations, it can switch investment plans from tradable products to non-tradable
products in order to safe guard itself from exchange rate risk. It will be a key factor for policy
makers to understand whether the tradable sector is affected more by increase or decrease in
exchange rates. Both appreciation of currency and depreciation of currency will have different
policy implications. Depreciation of home currency is beneficial for an economy if the economy
is stuck in a recession or is uncompetitive. In such a scenario, depreciation of home currency will
lead to increase in exportable and increase in jobs. During boom, depreciation can lead to inflation
but during recession, inflation is unlikely to happen. However, appreciation of currency can target
import oriented sectors where cost of input prices decrease leading to decline in inflation. This
study on asymmetric effects helps to capture both the form of asymmetries: one arising from
depreciation or appreciation of currency (sign of the coefficient) and the other arising from the
amount of the change in exchange rates (magnitude of the coefficient) so that countries or different
sectors within a country can adopt policies accordingly.
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Table 1: The ADF Test Results for variables in level

Brazil
Canada
Chile
Indonesia
Japan
Korea
Malaysia
Mexico
U.K
U.S.A

Ln SP
-1.77 (0)
-0.85 (1)
-2.01 (4)
-0.60 (1)
-1.57 (0)
-2.55 (1)
-1.09 (11)
-1.76 (0)
-1.79 (0)
-0.37 (0)

Ln EX
-2.02 (3)
-1.60 (3)
-3.39 (1)*
-0.86 (2)
-2.96 (11)*
-2.16 (4)
-2.84 (10)
-1.98 (8)
-1.75 (1)
-1.89 (1)

Ln IPI
-1.54 (0)
-0.30 (12)
-2.13 (2)
-0.39 (12)
-3.47 (2)*
-2.34 (0)
-1.96 (12)
-4.47 (4)*
-1.03 (1)
-0.69 (3)

Ln CPI
-0.18 (12)
-2.21 (12)
-0.32 (12)
-0.58 (1)
-2.14 (12)
-0.31 (12)
0.21 (5)
-1.16 (12)
-1.00 (12)
-6.81 (2)*

Ln M2
0.81 (12)
-0.53 (9)
-1.25 (0)
1.51 (12)
-2.40 (6)
-0.12 (12)
-0.14 (12)
-3.93(12)*
-2.46 (1)
-2.08 (5)

Notes:



Numbers inside the parentheses are the optimum lag order in the ADF test selected by the AIC.



95% critical value for the ADF test statistic is -2.8842.



* indicates the null of unit root is rejected and the variable is stationary.
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Table 2: The ADF Test Results for first differenced variables

Brazil
Canada
Chile
Indonesia
Japan
Korea
Malaysia
Mexico
U.K
U.S.A

Ln SP

Ln EX

Ln IPI

Ln CPI

Ln M2

-15.76 (0)*
-17.13 (0)*
-4.74 (3)*
-10.61 (0)*
-17.14 (0)*
-12.29 (0)*
-4.74 (10)*
-15.83 (0)*
-16.57 (0)*

-9.68 (1)*
-15.53 (0)*
-8.46 (0)*
-11.05 (1)*
-4.55 (10)*
-5.67 (3)*
-4.67 (9)*
-6.05 (7)*
-13.65 (0)*

-16.11 (0)*
-5.66 (12)*
-11.31 (1)*
-6.30 (11)*
-11.00 (1)*
-13.31 (0)*
-3.60 (11)*
-5.87 (3)*
-4.47 (7)*

-3.96 (12)*
-3.55 (11)*
-5.00 (3)*
-10.20 (0)*
-4.77 (10)*
-3.57 (11)*
-7.20 (4)*
-4.90 (12)*
-3.98 (10)*

-4.23 (12)*
-3.62 (7)*
-3.46 (7)*
-4.30 (11)*
-2.97 (4)*
-3.80 (11)*
-3.60 (10)*
-3.06 (7)*
-11.62 (1)*

-20.92 (0)*

-15.84(0)*

-7.82 (2) *

-2.45 (11)

-6.15 (4)*

Notes:


Numbers inside the parentheses are the optimum lag order in the ADF test selected by the AIC.



95% critical value for the ADF test statistic is -2.8842.



* indicates the null of unit root is rejected and the variable is stationary.



LnCPI is stationary at the first difference level according to ERS DF-GLS Test (-6.01 [4]*)
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Table 3: Estimates of Linear and Non-linear Models for Brazil (multivariate model)
I: Estimates of Linear Model
Panel A: Short Run
Variables

Lags
0

1

Δ ln SPt
Δ ln EXt
0.16 (1.50)
Δ ln IPIt
-0.36 (1.07)
Δ ln CPIt
4.96 (1.29)
8.17 (1.87)
Δ ln M2t
-0.16 (1.31)
Panel B: Long Run
ln EX
ln IPI
2.12 (1.92)
-4.69 (0.92)
Panel C: Diagnostics
F
ECM t-1
LM
2.10
-0.07 (3.20)
9.06

2

3

-10.64 (2.44)

4.76 (1.40)

ln CPI
9.09 (1.82)
RESET
29.07

4

5

ln M2
2.17 (1.37)

Constant
40.66 (1.32)

R bar Squared
0.06

CS (CS 2)
S (U)

II: Estimates of Nonlinear Model
Panel A: Short Run
Variables

Lags
0

1

2

3
4
Δ ln SPt
Δ POSt
0.81 (4.22)
Δ NEGt
0.14 (1.33)
Δ ln IPIt
-0.72 (2.16)
Δ ln CPIt
3.32 (0.88)
7.50 (1.78)
-8.67 (2.51)
Δ ln M2t
-0.49 (3.35)
Panel B: Long Run
POS
NEG
ln IPI
ln CPI
ln M2
5.54 (5.72)
0.94 (1.51)
-4.89 (1.90)
-0.09 (0.03)
-3.35 (3.82)
Panel C: Diagnostics
F
ECM t-1
LM
RESET
R bar Squared
3.71
-0.14 (4.72)
10.63
55.22
0.11
WALD (Short Run)
WALD (Long Run)
0.58 [0.446]
13.66 [0.00]*

Note: a. Numbers inside parentheses are absolute value of the t-ratios.
b. Numbers inside the brackets are the p-values. * indicates a significant Wald statistic.
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5

Constant
119.13 (4.46)
CS (CS 2)
S (U)

Table 4: Estimates of Linear and Non-linear Models for Canada (multivariate model)
I: Estimates of Linear Model
Panel A: Short Run
Variables

Lags
0

1

Δ ln SPt
Δ ln EXt
0.84 (5.11)
0.28 (1.69)
Δ ln IPIt
0.67 (2.89)
Δ ln CPIt
0.24 (0.38)
0.43 (0.68)
Δ ln M2t
0.01 (0.26)
Panel B: Long Run
ln EX
ln IPI
0.16 (0.27)
1.54 (2.31)
Panel C: Diagnostics
F
ECM t-1
LM
2.75
-0.05 (3.67)
6.70

2

3

4

-0.53 (0.83)

-1.25 (1.97)

-1.78 (2.83)

ln CPI
-0.04 (0.03)
RESET
7.46

5

ln M2
0.18 (0.25)

Constant
-3.10 (0.29)

R bar Squared
0.12

CS (CS 2)
S (S)

II: Estimates of Nonlinear Model
Panel A: Short Run
Variables

Lags
0

1

2

3
4
5
Δ ln SPt
Δ POSt
0.56 (1.87)
Δ NEGt
1.10 (3.86)
0.61 (2.33)
Δ ln IPIt
0.60 (2.60)
Δ ln CPIt
0.25 (0.40)
0.37 (0.59)
-0.55 (0.87)
-1.22 (1.93)
-1.66 (2.67)
Δ ln M2t
-0.07 (1.42)
Panel B: Long Run
POS
NEG
ln IPI
ln CPI
ln M2
Constant
0.49 (0.94)
-0.65 (0.89)
0.45 (0.46)
1.67 (1.19)
-1.21 (1.42)
21.30 (1.59)
Panel C: Diagnostics
F
ECM t-1
LM
RESET
R bar Squared
CS (CS 2)
2.75
-0.05 (4.07)
5.66
6.50
0.14
S (S)
WALD (Short Run)
WALD (Long Run)
3.86 [0.049]*
3.31 [0.069]*

Note: a. Numbers inside parentheses are absolute value of the t-ratios.
b. Numbers inside the brackets are the p-values. * indicates a significant Wald statistic.
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Table 5: Estimates of Linear and Non-linear Models for Chile (multivariate model)
I: Full-Information Estimates of Linear Model
Panel A: Short Run
Variables

Lags
0

1
-0.03 (0.30)
0.41 (2.17)

Δ ln SPt
Δ ln EXt
-0.23 (1.19)
Δ ln IPIt
-0.08 (0.79)
Δ ln CPIt
-1.14 (3.51)
Δ ln M2t
-0.28 (1.02)
-0.43 (1.55)
Panel B: Long Run
ln EX
ln IPI
7.57 (0.95)
3.12 (0.56)
Panel C: Diagnostics
F
ECM t-1
LM
2.71
0.02 (3.60)
12.21

2
-0.01 (0.07)

3
-0.24 (2.71)

-0.68 (2.46)

-0.41 (1.52)

ln CPI
44.91 (0.86)
RESET
4.05

4

5

ln M2
-10.69 (0.79)

Constant
89.41 (0.66)

R bar Squared
0.13

CS (CS 2)
S (S)

II: Full-Information Estimates of Nonlinear Model
Panel A: Short Run
Variables

Lags
0

1
-0.06 (0.71)
0.58 (1.71)
0.22 (0.74)

2
0.00 (0.02)

3
4
Δ ln SPt
-0.24 (2.75)
Δ POSt
-0.89 (2.55)
Δ NEGt
0.04 (0.12)
0.05 (0.18)
-0.74 (2.64)
Δ ln IPIt
-0.04 (0.33)
Δ ln CPIt
-1.38 (3.76)
Δ ln M2t
-0.44 (1.65)
-0.45 (1.69)
-0.74 (2.69)
-0.49 (1.82)
Panel B: Long Run
POS
NEG
ln IPI
ln CPI
ln M2
4.20 (1.09)
7.81 (1.17)
1.09 (0.32)
42.97 (1.12)
-6.96 (0.99)
Panel C: Diagnostics
F
ECM t-1
LM
RESET
R bar Squared
3.06
0.03 (4.03)
10.02
0.12
0.19
WALD (Short Run)
WALD (Long Run)
0.001 [0.970]
5.62 [0.018]*

Note: a. Numbers inside parentheses are absolute value of the t-ratios.
b. Numbers inside the brackets are the p-values. * indicates a significant Wald statistic.
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5

Constant
27.06 (0.47)
CS (CS 2)
S (S)

Table 6: Estimates of Linear and Non-linear Models for Indonesia (multivariate model)
I: Full-Information Estimates of Linear Model
Panel A: Short Run
Variables

Lags
0

1
0.20 (2.66)
-0.32 (2.06)

Δ ln SPt
Δ ln EXt
0.41 (2.38)
Δ ln IPIt
-0.05 (0.43)
Δ ln CPIt
-0.51 (0.81)
-1.98 (3.11)
Δ ln M2t
-0.01 (0.15)
Panel B: Long Run
ln EX
ln IPI
-1.26 (0.65)
-0.93 (0.42)
Panel C: Diagnostics
F
ECM t-1
LM
1.61
-0.05 (2.78)
5.79

2

3

4

0.13 (0.81)

0.20 (1.45)

-0.29 (2.31)

ln CPI
2.55 (1.52)
RESET
1.62

5

ln M2
-0.18 (0.15)

Constant
13.00 (0.33)

R bar Squared
0.18

CS (CS 2)
S (S)

II: Full Information Estimates of Nonlinear Model
Panel A: Short Run
Variables

Lags
0

1
0.23 (2.93)
-0.42 (1.69)
-0.83 (3.02)

2

3
4
5
Δ ln SPt
Δ POSt
0.01 (0.03)
0.12 (0.51)
0.15 (0.59)
-0.57 (2.52)
0.73 (3.17)
Δ NEGt
0.93 (2.95)
0.43 (1.67)
-0.06 (0.23)
0.03 (0.10)
-0.64 (2.67)
Δ ln IPIt
0.03 (0.30)
Δ ln CPIt
-0.56 (0.88)
-1.70 (2.71)
Δ ln M2t
-0.03 (0.43)
Panel B: Long Run
POS
NEG
ln IPI
ln CPI
ln M2
Constant
-0.46 (0.24)
0.36 (0.18)
0.57 (0.31)
4.17 (2.10)
-0.41 (0.40)
3.38 (0.12)
Panel C: Diagnostics
F
ECM t-1
LM
RESET
R bar Squared
CS (CS 2)
1.72
-0.06 (3.20)
13.44
0.36
0.30
S (S)
WALD (Short Run)
WALD (Long Run)
0.08 [0.781]
0.90 [0.344]

Note: a. Numbers inside parentheses are absolute value of the t-ratios.
b. Numbers inside the brackets are the p-values. * indicates a significant Wald statistic.
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Table 7: Estimates of Linear and Non-linear Models for Japan (multivariate model)
I: Full-Information Estimates of Linear Model
Panel A: Short Run
Variables

Lags
0

1

Δ ln SPt
Δ ln EXt
-0.43 (3.02)
0.24 (1.10)
Δ ln IPIt
0.26 (1.51)
0.08 (0.49)
Δ ln CPIt
1.36 (1.51)
Δ ln M2t
3.06 (2.14)
-2.68 (1.86)
Panel B: Long Run
ln EX
ln IPI
0.37 (0.37)
-1.41 (0.54)
Panel C: Diagnostics
F
ECM t-1
LM
3.15
-0.03 (3.99)
8.82

2

3

4

5

-0.33 (2.25)
0.38 (2.25)

0.10 (0.68)

-0.13 (0.86)

0.35 (2.47)

ln CPI
-3.07 (0.67)
RESET
0.97

ln M2
-0.78 (0.99)

Constant
55.22 (2.29)

R bar Squared
0.12

CS (CS 2)
S (S)

II: Full-Information Estimates of Nonlinear Model
Panel A: Short Run
Variables

Lags
0

1

2

3
4
5
Δ ln SPt
Δ POSt
-0.63 (3.06)
0.43 (2.03)
-0.44 (2.06)
0.12 (0.56)
-0.06 (0.26)
0.58 (2.82)
Δ NEGt
0.02 (0.44)
Δ ln IPIt
0.27 (1.58)
0.09 (0.51)
0.41 (2.36)
Δ ln CPIt
1.36 (1.49)
Δ ln M2t
3.30 (2.29)
-2.44 (1.69)
Panel B: Long Run
POS
NEG
ln IPI
ln CPI
ln M2
Constant
-0.06 (0.07)
0.39 (0.45)
-1.42 (0.64)
-4.18 (0.96)
1.13 (0.50)
-2.51 (0.04)
Panel C: Diagnostics
F
ECM t-1
LM
RESET
R bar Squared
CS (CS 2)
2.65
-0.04 (4.01)
7.49
0.14
0.12
S (S)
WALD (Short Run)
WALD (Long Run)
0.37 [0.544]
0.68 [0.409]

Note: a. Numbers inside parentheses are absolute value of the t-ratios.
b. Numbers inside the brackets are the p-values. * indicates a significant Wald statistic.
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Table 8: Estimates of Linear and Non-linear Models for Korea (multivariate model)
I: Full-Information Estimates of Linear Model
Panel A: Short Run
Variables

Lags
0

1
0.07 (0.99)
-1.04 (3.86)
0.54 (2.31)
-3.42 (2.58)
-1.43 (2.06)

Δ ln SPt
Δ ln EXt
1.28 (5.10)
Δ ln IPIt
0.81 (3.38)
Δ ln CPIt
-0.83 (0.62)
Δ ln M2t
-1.23 (1.84)
Panel B: Long Run
ln EX
ln IPI
2.01 (3.50)
-1.02 (1.18)
Panel C: Diagnostics
F
ECM t-1
LM
4.79
-0.13 (4.83)
15.75

2
0.00 (0.00)
-0.55 (2.19)

3
0.18 (2.88)

ln CPI
-3.05 (1.17)
RESET
1.30

4

5

ln M2
3.41 (3.14)

Constant
-102.31 (3.49)

R bar Squared
0.36

CS (CS 2)
S (S)

II: Full-Information Estimates of Nonlinear Model
Panel A: Short Run
Variables

Lags
0

Δ ln SPt
Δ POSt
1.19 (2.49)
Δ NEGt
1.31 (3.57)
Δ ln IPIt
0.69 (2.84)
Δ ln CPIt
-0.74 (0.55)
Δ ln M2t
-1.36 (1.98)
Panel B: Long Run
POS
NEG
1.18 (1.31)
2.07 (3.46)
Panel C: Diagnostics
F
ECM t-1
4.51
-0.13 (5.18)
WALD (Short Run)
0.07 [0.797]

1
0.07 (1.06)
-1.25 (2.90)
-0.90 (2.31)
0.44 (1.92)
-3.61 (2.68)
-1.43 (1.98)

2
0.02 (0.27)
-1.03 (2.40)

ln IPI
-1.13 (1.09)

3
0.18 (2.92)

ln CPI
-1.86 (0.66)

LM
RESET
12.69
0.27
WALD (Long Run)
0.12 [0.724]

4

ln M2
3.95 (3.33)

R bar Squared
0.38

Note: a. Numbers inside parentheses are absolute value of the t-ratios.
b. Numbers inside the brackets are the p-values. * indicates a significant Wald statistic.
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5

Constant
-115.12 (3.41)
CS (CS 2)
S (S)

Table 9: Estimates of Linear and Non-linear Models for Malaysia (multivariate model)
I: Estimates of Linear
Panel A: Short Run
Variables

Model
Lags

0

1
0.22 (3.24)

Δ ln SPt
Δ ln EXt
1.34 (5.04)
Δ ln IPIt
0.10 (0.84)
0.25 (1.70)
Δ ln CPIt
0.34 (0.28)
1.49 (1.25)
Δ ln M2t
0.58 (1.50)
0.63 (1.59)
Panel B: Long Run
ln EX
ln IPI
0.67 (0.93)
-0.37 (1.24)
Panel C: Diagnostics
F
ECM t-1
LM
6.11
-0.18 (5.49)
16.78

2

3

4

0.45 (3.13)
-2.77 (2.28)
0.17 (0.41)

0.47 (3.26)
0.49 (0.40)
0.30 (0.76)

0.28 (2.41)
-3.35 (2.85)
1.09 (2.70)

ln CPI
-0.21 (0.09)
RESET
3.69

5

ln M2
0.82 (1.79)

Constant
-16.03 (3.58)

R bar Squared
0.28

CS (CS 2)
S (U)

II: Estimates of Nonlinear Model
Panel A: Short Run
Lags
0
1
2
3
4
5
Δ ln SPt
0.26 (3.65)
Δ POSt
2.72 (6.22)
-1.24 (2.83)
0.38 (0.98)
-0.22 (0.57)
-0.60 (1.54)
-1.35 (3.52)
Δ NEGt
-0.61 (1.33)
1.49 (3.58)
Δ ln IPIt
0.01 (0.13)
0.18 (1.40)
0.32 (2.40)
0.33 (2.45)
0.36 (3.21)
Δ ln CPIt
-0.01 (0.01)
3.01 (2.59)
-1.73 (1.48)
0.54 (0.46)
-2.46 (2.15)
1.67 (1.47)
Δ ln M2t
0.31 (2.95)
Panel B: Long Run
POS
NEG
ln IPI
ln CPI
ln M2
Constant
1.87 (1.87)
-0.48 (0.48)
-1.07 (2.07)
-9.15 (2.44)
1.89 (3.23)
-0.06 (0.01)
Panel C: Diagnostics
F
ECM t-1
LM
RESET
R bar Squared
CS (CS 2)
5.74
-0.16 (5.95)
12.41
0.54
0.40
S (U)
WALD (Short Run)
WALD (Long Run)
0.53 [0.467]
6.11 [0.013]*
Variables

Note: a. Numbers inside parentheses are absolute value of the t-ratios.
b. Numbers inside the brackets are the p-values. * indicates a significant Wald statistic.
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Table 10: Estimates of Linear and Non-linear Models for Mexico (multivariate model)
I: Estimates of Linear Model
Panel A: Short Run
Variables

Lags
0

1

Δ ln SPt
Δ ln EXt
1.01 (2.75)
Δ ln IPIt
-0.34 (0.89)
Δ ln CPIt
1.18 (0.42)
-0.45 (0.14)
Δ ln M2t
-0.04 (0.04)
1.17 (1.12)
Panel B: Long Run
ln EX
ln IPI
-1.15 (0.68)
-3.14 (0.87)
Panel C: Diagnostics
F
ECM t-1
LM
4.31
-0.12 (4.68)
7.30

2

3

4

3.77 (1.26)
0.92 (0.87)

-10.87 (3.65)
-2.06 (1.94)

6.75 (2.83)
2.23 (2.05)

ln CPI
-6.78 (3.23)
RESET
105.47

5

ln M2
4.17 (5.09)

Constant
-61.46 (2.74)

R bar Squared
0.17

CS (CS 2)
S (U)

II: Estimates of Nonlinear Model
Panel A: Short Run
Variables

Lags
0

1

2

3
4
5
Δ ln SPt
Δ POSt
-0.66 (2.55)
Δ NEGt
1.25 (2.96)
0.78 (1.77)
0.76 (1.68)
Δ ln IPIt
-0.73 (1.80)
Δ ln CPIt
2.89 (1.02)
1.39 (0.45)
3.02 (0.99)
-11.49 (3.72)
7.30 (3.00)
Δ ln M2t
0.56 (0.52)
0.73 (0.69)
0.68 (0.65)
-2.46 (2.33)
2.44 (2.30)
Panel B: Long Run
POS
NEG
ln IPI
ln CPI
ln M2
Constant
-4.90 (2.55)
-1.39 (1.01)
-5.39 (1.70)
-10.43 (5.09)
8.21 (4.54)
-155.99 (3.99)
Panel C: Diagnostics
F
ECM t-1
LM
RESET
R bar Squared
CS (CS 2)
5.21
-0.14 (5.63)
9.22
119.01
0.19
S (U)
WALD (Short Run)
WALD (Long Run)
1.98 [0.160]
7.23 [0.007]*

Note: a. Numbers inside parentheses are absolute value of the t-ratios.
b. Numbers inside the brackets are the p-values. * indicates a significant Wald statistic.
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Table 11: Estimates of Linear and Non-linear Models for U.K. (multivariate model)
I: Estimates of Linear Model
Panel A: Short Run
Variables

Lags
0

1

Δ ln SPt
Δ ln EXt
-0.26 (1.67)
Δ ln IPIt
0.67 (2.45)
0.53 (1.92)
Δ ln CPIt
0.20 (1.95)
Δ ln M2t
-0.03 (1.19)
Panel B: Long Run
ln EX
ln IPI
0.63 (0.97)
1.30 (1.20)
Panel C: Diagnostics
F
ECM t-1
LM
1.92
-0.06 (3.11)
7.60

2

3

0.39 (1.40)

0.49 (1.85)

ln CPI
3.38 (2.77)
RESET
1.46

4

ln M2
-0.48 (1.29)
R bar Squared
0.05

5

Constant
-2.56 (0.41)
CS (CS 2)
S (S)

II: Estimates of Nonlinear Model
Panel A: Short Run
Variables

Lags
0

1

2

3
4
Δ ln SPt
Δ POSt
-0.53 (1.76)
0.44 (1.47)
Δ NEGt
-0.02 (0.34)
Δ ln IPIt
0.57 (2.14)
Δ ln CPIt
0.12 (1.15)
Δ ln M2t
-0.07 (1.61)
Panel B: Long Run
POS
NEG
ln IPI
ln CPI
ln M2
0.79 (1.05)
-0.27 (0.33)
2.00 (1.96)
2.07 (1.39)
-1.14 (1.77)
Panel C: Diagnostics
F
ECM t-1
LM
RESET
R bar Squared
1.61
-0.06 (3.11)
10.18
0.43
0.04
WALD (Short Run)
WALD (Long Run)
0.24 [0.627]
1.46 [0.227]

Note: a. Numbers inside parentheses are absolute value of the t-ratios.
b. Numbers inside the brackets are the p-values. * indicates a significant Wald statistic.
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5

Constant
19.61 (1.08)
CS (CS 2)
S (S)

Table 12: Estimates of Linear and Non-linear Models for U.S. (multivariate model)
I: Estimates of Linear Model
Panel A: Short Run
Variables

Lags
0

1

Δ ln SPt
Δ ln EXt
-0.50 (3.80)
Δ ln IPIt
-0.26 (0.84)
0.65 (2.21)
Δ ln CPIt
-1.47 (2.29)
Δ ln M2t
-0.02 (1.15)
Panel B: Long Run
ln EX
ln IPI
-1.05 (0.99)
1.10 (0 .71)
Panel C: Diagnostics
F
ECM t-1
LM
2.24
-0.02 (3.36)
12.13

2

3

ln CPI
2.71 (1.67)
RESET
17.64

4

5

ln M2
-1.05 (1.08)

Constant
25.95 (0.98)

R bar Squared
0.06

CS (CS 2)
S (S)

II: Estimates of Nonlinear Model
Panel A: Short Run
Variables

Lags
0

1

2

3
4
Δ ln SPt
Δ POSt
-1.07 (4.71)
Δ NEGt
-0.02 (1.15)
Δ ln IPIt
-0.21 (0.69)
0.62 (2.12)
Δ ln CPIt
-1.43 (2.23)
Δ ln M2t
-0.09 (2.17)
Panel B: Long Run
POS
NEG
ln IPI
ln CPI
ln M2
0.64 (0.77)
-0.63 (1.08)
0.84 (0.82)
2.78 (2.77)
-2.39 (2.25)
Panel C: Diagnostics
F
ECM t-1
LM
RESET
R bar Squared
2.69
-0.04 (4.03)
11.49
10.58
0.08
WALD (Short Run)
WALD (Long Run)
7.29 [0.007]*
3.51 [0.061]*

Note: a. Numbers inside parentheses are absolute value of the t-ratios.
b. Numbers inside the brackets are the p-values. * indicates a significant Wald statistic.
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5

Constant
58.42 (2.03)
CS (CS 2)
S (S)

Table 13.1: Estimates of the Linear Model for the bivariate model
Panel A: Short Run Results
Variable
Argentina
Australia
Δ ln SPt-1
Δ ln SPt-2
Δ ln SPt-3
Δ ln SPt-4
Δ ln SPt-5
Δ ln SPt-6
Δ ln SPt-7
Δ ln EXt
-1.07 (5.42)** 0.55 (4.84)**
Δ ln EXt-1 0.66 (2.85)**
Δ ln EXt-2
-0.15 (0.64)
Δ ln EXt-3 0.64 (3.09)**
Δ ln EXt-4
Δ ln EXt-5
Δ ln EXt-6
Δ ln EXt-7
Δ ln EXt-8
Δ ln EXt-9

Austria
0.21 (3.18)**
0.11 (1.66)*
-0.03 (0.40)
0.12 (1.88)*
-0.13 (1.96)**
-0.09 (1.40)

Belgium
0.20 (3.24)**
-0.02 (0.35)
0.00 (0.04)
0.22 (3.54)**

Brazil

Canada

-0.03 (0.19)

0.00 (0.00)

0.47 (1.53)

0.87 (5.53)**

Panel B: Long Run Results
ln EX
-1.50 (8.63)**
Constant
14.91(16.4)**

-0.21 (0.10)
9.35 (0.99)

-3.59(0.18)
24.29 (0.27)

0.02 (0.00)
7.82 (0.33)

-2.18 (1.06)
20.24 (2.17)**

-3.15 (0.47)
24.03 (0.78)

Panel C: Other Diagnostics
F
9.33**
ECM t-1
-0.07 (4.33)**
LM
10.92
RESET
3.30
CS
S
CS2
S

3.55
-0.01 (2.63)
4.31
3.18
S
U

0.85
-0.01 (1.31)
9.82
3.94**
S
S

2.55
-0.02 (2.26)
8.73
9.42**
S
S

3.47
-0.03 (2.64)
7.79
1.23
S
U

1.03
-0.00 (1.41)
5.86
2.06
S
S

Notes:
a. Numbers inside the parentheses next to coefficient estimates are absolute value of t-ratios. *, ** indicate
significance at the 10% and 5% levels respectively.
b. The upper bound critical value of the F-test for cointegration when there is one exogenous variable (k=1) is 4.78
(5.73) at the 10% (5%) level of significance. These come from Pesaran et al. (2001, Table CI, Case III, p. 300).
c. The upper bound critical value of the t-test for significance of ECMt-1 is -2.91 (-3.22) at the 10% (5%) level when
k =1. The comparable figures when k = 2 are -3.21 and -3.53 respectively. These come from Pesaran et al. (2001,
Table CII, Case III, p. 303).
d. LM is the Lagrange Multiplier statistic to test for autocorrelation. It is distributed as χ2 with 12 degrees of
freedom. The critical value is 18.54 and 21.03 at the 10% and 5% levels respectively.
e. RESET is Ramsey’s test for misspecification. It is distributed as χ 2 with one degree of freedom. The critical value
is 2.70 at the 10% level and 3.84 at the 5% level.
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Table 13.2: Estimates of the Linear Model for the bivariate model
Panel A: Short Run Results
Variable
Chile
Δ ln SPt-1
0.13 (1.59)
Δ ln SPt-2
0.07 (0.83)
Δ ln SPt-3 -0.18 (2.07)**
Δ ln SPt-4
0.12 (1.45)
Δ ln SPt-5
Δ ln SPt-6
Δ ln SPt-7
Δ ln EXt
-0.06 (0.31)
Δ ln EXt-1 0.48 (2.64)**
Δ ln EXt-2
Δ ln EXt-3
Δ ln EXt-4
Δ ln EXt-5
Δ ln EXt-6
Δ ln EXt-7
Δ ln EXt-8
Δ ln EXt-9
Panel B: Long Run Results
ln EX
-6.65 (0.57)
Constant
39.06 (0.72)

China
0.05 (0.75)
0.17 (2.57)**
-0.03 (0.40)
0.18 (2.65)**
0.05 (0.74)
-0.13 (1.95)*
0.12 (1.80)*
-0.81 (1.83)*

France

Germany

Greece
0.13 (2.15)**
0.01 (0.23)
0.14 (2.28)**

Hong Kong

-0.70 (1.29)

0.11 (1.07)

-2.19 (2.84)**

-1.24 (4.03)**

1.55 (0.97)
0.53 (0.07)

3.87 (0.59)
-9.38 (0.31)

10.35 (0.78)
-38.44 (0.64)

-5.26 (1.92)*
31.77(2.51)**

-3.49 (1.17)
26.08 (1.87)*

1.63
-0.01 (1.72)
17.55
0.03
S
S

2.02
-0.01 (2.01)
10.41
0.59
S
S

2.51
-0.02 (2.24)
10.54
13.11**
S
S

1.53
-0.01 (1.72)
12.64
1.02
S
S

Panel C: Other Diagnostics
F
4.51
5.16*
ECM t-1
-0.01 (3.01)*
-0.05 (3.21)*
LM
3.95
13.09
RESET
0.67
10.92**
CS
S
S
CS2
S
S

Notes:
a. Numbers inside the parentheses next to coefficient estimates are absolute value of t-ratios. *, ** indicate
significance at the 10% and 5% levels respectively.
b. The upper bound critical value of the F-test for cointegration when there is one exogenous variable (k=1) is 4.78
(5.73) at the 10% (5%) level of significance. These come from Pesaran et al. (2001, Table CI, Case III, p. 300).
c. The upper bound critical value of the t-test for significance of ECMt-1 is -2.91 (-3.22) at the 10% (5%) level when
k =1. The comparable figures when k = 2 are -3.21 and -3.53 respectively. These come from Pesaran et al. (2001,
Table CII, Case III, p. 303).
d. LM is the Lagrange Multiplier statistic to test for autocorrelation. It is distributed as χ2 with 12 degrees of
freedom. The critical value is 18.54 and 21.03 at the 10% and 5% levels respectively.
e. RESET is Ramsey’s test for misspecification. It is distributed as χ 2 with one degree of freedom. The critical value
is 2.70 at the 10% level and 3.84 at the 5% level.
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Table 13.3: Estimates of the Linear Model for the bivariate model
Panel A: Short Run Results
Variable
India
Δ ln SPt-1
Δ ln SPt-2
Δ ln SPt-3
Δ ln SPt-4
Δ ln SPt-5
Δ ln SPt-6
Δ ln SPt-7
Δ ln EXt
1.02 (2.96)**
Δ ln EXt-1
Δ ln EXt-2
Δ ln EXt-3
Δ ln EXt-4
Δ ln EXt-5
Δ ln EXt-6
Δ ln EXt-7
Δ ln EXt-8
Δ ln EXt-9
ΔlnEXt-10

Indonesia
0.17 (2.21)**

Japan

Korea

Malaysia
0.21 (2.89)**

Mexico

0.44 (2.40)**
-0.27 (1.55)
0.19 (1.13)
0.12 (0.74)
-0.11 (0.65)
0.20 (1.32)
0.00 (0.00)
0.04 (0.26)
0.22 (1.74)*
0.06 (0.45)
-0.27 (3.02)**

-0.45 (3.12)**
0.24 (1.66)*
-0.29 (1.97)**
0.05 (0.33)
-0.11 (0.75)
0.38 (2.73)**

1.23 (4.67)**
-0.74 (2.82)**

0.60 (1.63)
0.01 (0.03)
0.19 (0.61)
0.44 (1.72)*
-0.25 (1.02)
0.13 (0.54)
-0.53 (2.32)**
1.52 (6.76)**
0.34 (1.41)
0.54 (2.34)**

1.18 (2.56)**

Panel B: Long Run Results
ln EX
-4.92 (1.89)* -6.42 (3.38)**
Constant
32.78(2.67)** 37.80(4.21)**

-1.47 (1.91)*
16.10(4.78)**

-1.40 (0.83)
13.98 (1.75)*

-8.71 (1.12)
47.16 (1.32)

-2.79 (2.46)**
23.88(4.34)**

Panel C: Other Diagnostics
F
1.04
1.93
ECM t-1
-0.01 (1.40)
-0.02 (1.98)
LM
5.20
9.89
RESET
3.82
1.35
CS
S
S
CS2
S
S

3.11
-0.02 (2.50)
9.84
0.52
S
S

1.04
-0.01 (1.01)
16.26
0.33
S
U

3.06
-0.02 (2.47)
10.27
1.94
S
S

1.68
-0.01 (1.04)
6.71
3.26
S
U

Notes:
a. Numbers inside the parentheses next to coefficient estimates are absolute value of t-ratios. *, ** indicate
significance at the 10% and 5% levels respectively.
b. The upper bound critical value of the F-test for cointegration when there is one exogenous variable (k=1) is 4.78
(5.73) at the 10% (5%) level of significance. These come from Pesaran et al. (2001, Table CI, Case III, p. 300).
c. The upper bound critical value of the t-test for significance of ECMt-1 is -2.91 (-3.22) at the 10% (5%) level when
k =1. The comparable figures when k = 2 are -3.21 and -3.53 respectively. These come from Pesaran et al. (2001,
Table CII, Case III, p. 303).
d. LM is the Lagrange Multiplier statistic to test for autocorrelation. It is distributed as χ 2 with 12 degrees of
freedom. The critical value is 18.54 and 21.03 at the 10% and 5% levels respectively.
e. RESET is Ramsey’s test for misspecification. It is distributed as χ2 with one degree of freedom. The critical value
is 2.70 at the 10% level and 3.84 at the 5% level.
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Table 13.4: Estimates of the Linear Model for the bivariate model
Panel A: Short Run Results
Variable
Netherlands
New Zealand
Δ ln SPt-1
Δ ln SPt-2
Δ ln SPt-3
Δ ln SPt-4
Δ ln SPt-5
Δ ln SPt-6
Δ ln SPt-7
Δ ln EXt
0.03 (0.25)
0.41 (2.78)**
Δ ln EXt-1
Δ ln EXt-2
Δ ln EXt-3
Δ ln EXt-4
Δ ln EXt-5
Δ ln EXt-6
Δ ln EXt-7
Δ ln EXt-8
Δ ln EXt-9

Singapore
0.10 (1.60)

Switzerland
0.13 (2.10)**
-0.05 (0.83)
0.11 (1.81)*
-0.06 (1.06)
0.15 (2.60)**

UK

USA

2.12 (5.11)**
-1.43 (3.35)**
0.34 (0.82)
-0.77 (1.86)*
-0.68 (1.63)
0.12 (0.29)
-0.78 (1.93)*
0.76 (1.90)*

-0.81 (3.90)**

-0.31 (2.03)**

-0.46 (3.62)**

Panel B: Long Run Results
ln EX
1.47 (0.23)
2.23 (2.44)**
Constant
-0.65 (0.02)
-2.12 (0.50)

-1.18 (0.30)
13.15 (0.72)

1.46 (1.13)
2.31 (0.40)

-2.11 (1.02)
18.70 (1.89)*

-7.47 (0.56)
46.23 (0.68)

Panel C: Other Diagnostics
F
2.03
3.49
ECM t-1
-0.03 (2.02)
-0.05 (2.65)
LM
14.61
13.49
RESET
2.07
6.13**
CS
S
S
CS2
U
S

2.24
-0.02 (2.12)
6.29
0.49
S
S

3.25
-0.02 (2.54)
8.81
5.06**
S
S

3.25
-0.01 (2.55)
6.86
1.54
S
S

0.19
-0.00 (0.60)
11.56
6.24**
S
S

Notes:
a. Numbers inside the parentheses next to coefficient estimates are absolute value of t-ratios. *, ** indicate
significance at the 10% and 5% levels respectively.
b. The upper bound critical value of the F-test for cointegration when there is one exogenous variable (k=1) is 4.78
(5.73) at the 10% (5%) level of significance. These come from Pesaran et al. (2001, Table CI, Case III, p. 300).
c. The upper bound critical value of the t-test for significance of ECMt-1 is -2.91 (-3.22) at the 10% (5%) level when
k =1. The comparable figures when k = 2 are -3.21 and -3.53 respectively. These come from Pesaran et al. (2001,
Table CII, Case III, p. 303).
d. LM is the Lagrange Multiplier statistic to test for autocorrelation. It is distributed as χ 2 with 12 degrees of
freedom. The critical value is 18.54 and 21.03 at the 10% and 5% levels respectively.
e. RESET is Ramsey’s test for misspecification. It is distributed as χ2 with one degree of freedom. The critical value
is 2.70 at the 10% level and 3.84 at the 5% level.

60

Table 14.1: Estimates of the Non Linear Model for the bivariate model

Panel A: Short Run Results
Variables
Argentina
Δ ln SPt-1
Δ ln SPt-2
Δ ln SPt-3
Δ ln SPt-4
Δ ln SPt-5
Δ ln SPt-6
Δ POSt
-3.28 (4.85)**
Δ POSt-1
Δ POSt-2
Δ POSt-3
Δ NEGt
-0.89 (4.16)**
Δ NEGt-1
0.78 (3.26)**
Δ NEGt-2
-0.16 (0.67)
Δ NEGt-3
0.77 (3.47)**
Δ NEGt-4
Δ NEGt-5
Δ NEGt-6
Δ NEGt-7
Panel B: Long Run Results
POS
-2.13 (2.35)**
NEG
-1.56 (4.87)**
Constant
6.81(21.74)**
Panel C: Other Diagnostics
F
9.93**
ECM t-1
-0.11 (5.49)**
LM
12.80
RESET
0.04
CS
S
CS2
S
WALD-S
24.11**
WALD-L
1.47

Australia

Austria
0.21 (3.29)**
0.08 (1.24)
-0.01 (0.23)
0.14 (2.09)**
-0.14 (2.16)**

Belgium
0.20 (3.31)**
-0.02 (0.24)
0.01 (0.14)
0.22(3.64)**

Brazil

Canada

-0.01 (0.23)

0.14 (0.68)

-0.02 (0.20)

1.11 (1.60)

0.50 (1.70)*

0.84 (5.20)**

0.95 (0.52)
1.56 (0.82)
1.36 (0.71)
0.77 (0.40)
3.60 (1.90)*
-4.78 (2.55)**
0.76 (0.40)
-4.08 (2.28)**

-0.04 (0.43)

0.02 (0.42)

1.10 (3.87)**
0.53 (2.02)**

-0.10 (0.23)
-0.57 (1.36)
7.17(29.41)**

5.70 (0.79)
2.46 (0.35)
6.79(13.77)**

-0.73 (0.20)
-1.68 (0.46)
7.57(26.12)**

1.09 (1.29)
0.35 (0.46)
10.05(5.55)**

-0.64 (1.37)
-1.68 (3.41)**
7.82(60.30)**

5.54*
-0.06 (4.07)**
7.16
3.36
S
U
2.09
73.23**

1.22
-0.03 (1.91)
11.84
4.07**
S
S
0.08
4.38**

2.12
-0.03 (2.53)
10.07
9.01**
S
S
0.08
1.82

3.04
-0.07 (3.02)
6.73
5.93**
S
U
0.30
10.33**

3.70
-0.04 (3.30)*
7.52
2.16
S
S
3.75*
147.07**

Notes:
a. Numbers inside the parentheses next to coefficient estimates are absolute value of t-ratios. *, ** indicate
significance at the 10% and 5% levels respectively.
b. The upper bound critical value of the F-test for cointegration when there is one exogenous variable (k=1) is 4.78
(5.73) at the 10% (5%) level of significance. These come from Pesaran et al. (2001, Table CI, Case III, p. 300).
c. The upper bound critical value of the t-test for significance of ECMt-1 is -2.91 (-3.22) at the 10% (5%) level when
k =1. The comparable figures when k = 2 are -3.21 and -3.53 respectively. These come from Pesaran et al. (2001,
Table CII, Case III, p. 303).
d. LM is the Lagrange Multiplier statistic to test for autocorrelation. It is distributed as χ2 with 12 degrees of
freedom. The critical value is 18.54 and 21.03 at the 10% and 5% levels respectively.
e. RESET is Ramsey’s test for misspecification. It is distributed as χ 2 with one degree of freedom. The critical value
is 2.70 at the 10% level and 3.84 at the 5% level.
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Table 14.2: Estimates of the Non Linear Model for the bivariate model
Panel A: Short Run Results
Variables
Chile
Δ ln SPt-1
Δ ln SPt-2
Δ ln SPt-3
Δ ln SPt-4
Δ ln SPt-5
Δ ln SPt-6
Δ ln SPt-7
Δ ln SPt-8
Δ ln SPt-9
Δ POSt
-0.64 (1.91)*
Δ POSt-1
Δ NEGt
0.51 (1.82)*
Δ NEGt-1
0.80 (2.91)**
Δ NEGt-2
Panel B: Long Run Results
POS
-2.73 (0.68)
NEG
-3.45 (0.87)
Constant
8.43 (8.29)**
Panel C: Other Diagnostics
F
3.43
ECM t-1
-0.03 (3.20)
LM
7.58
RESET
2.36
CS
S
CS2
S
WALD-S
11.20**
WALD-L
2.00

China
0.05 (0.70)
0.16 (2.48)**
-0.02 (0.33)
0.18 (2.65)**
0.05 (0.82)
-0.14 (2.02)**
0.12 (1.70)*

France
0.09 (1.41)

Germany

Greece
0.11 (1.94)*
0.02 (0.39)
0.12 (2.09)**

Hong Kong

-1.38 (1.96)**

0.03 (0.24)

-1.18 (1.48)

2.64 (1.49)

-1.52 (2.55)**

-0.01 (0.12)

0.02 (0.12)

0.05 (0.41)

-4.24 (4.08)**

-0.88 (1.53)

0.42 (0.26)
-0.28 (0.12)
7.29(19.63)**

1.45 (0.23)
0.83 (0.12)
7.96(17.29)**

3.31 (0.64)
1.94 (0.36)
8.07(16.13)**

-5.20 (1.00)
-5.11 (1.46)
3.43 (1.67)*

-0.73 (0.38)
-1.53 (0.88)
8.67(20.91)**

3.85
-0.06 (3.41)*
10.76
8.75**
S
S
0.55
2.06

1.27
-0.02 (1.90)
18.15
0.51
S
S
0.03
0.57

1.78
-0.03 (2.31)
11.84
0.32
S
S
0.60
3.21*

1.97
-0.02 (2.42)
8.80
5.04**
S
S
7.32**
0.09

1.73
-0.03 (2.19)
12.25
1.09
S
S
0.04
8.10**

Notes:
a. Numbers inside the parentheses next to coefficient estimates are absolute value of t-ratios. *, ** indicate
significance at the 10% and 5% levels respectively.
b. The upper bound critical value of the F-test for cointegration when there is one exogenous variable (k=1) is 4.78
(5.73) at the 10% (5%) level of significance. These come from Pesaran et al. (2001, Table CI, Case III, p. 300).
c. The upper bound critical value of the t-test for significance of ECMt-1 is -2.91 (-3.22) at the 10% (5%) level when
k =1. The comparable figures when k = 2 are -3.21 and -3.53 respectively. These come from Pesaran et al. (2001,
Table CII, Case III, p. 303).
d. LM is the Lagrange Multiplier statistic to test for autocorrelation. It is distributed as χ 2 with 12 degrees of
freedom. The critical value is 18.54 and 21.03 at the 10% and 5% levels respectively.
e. RESET is Ramsey’s test for misspecification. It is distributed as χ 2 with one degree of freedom. The critical value
is 2.70 at the 10% level and 3.84 at the 5% level.
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Table 14.3: Estimates of the Non Linear Model for the bivariate model

Panel A: Short Run Results
Variables
India
Δ ln SPt-1
Δ ln SPt-2
Δ ln SPt-3
Δ ln SPt-4
Δ ln SPt-5
Δ ln SPt-6
Δ ln SPt-7
Δ ln SPt-8
Δ ln SPt-9
Δ POSt
0.10 (0.57)
Δ POSt-1
Δ POSt-2
Δ POSt-3
Δ POSt-4
Δ POSt-5
Δ POSt-6
Δ POSt-7
Δ POSt-8
Δ POSt-9
Δ POSt-10
Δ POSt-11
Δ NEGt
1.71 (3.48)**
Δ NEGt-1
Δ NEGt-2
Δ NEGt-3
Δ NEGt-4
Δ NEGt-5
Δ NEGt-6
Δ NEGt-7
Δ NEGt-8
Δ NEGt-9
Δ NEGt-10
Panel B: Long Run Results
POS
2.74 (0.71)
NEG
-0.04 (0.02)
Constant
8.38 (19.9)**
Panel C: Other Diagnostics
F
1.78
ECM t-1
-0.04 (2.28)
LM
5.92
RESET
0.41
CS
S
CS2
S
WALD-S
4.44**
WALD-L
9.52**

Indonesia
0.18 (2.17)**
0.02 (0.22)
0.15 (1.97)**
0.04 (0.56)
0.01 (0.15)
0.94 (1.25)
0.03 (0.36)
0.01 (0.15)
-0.23 (3.21)**
-0.15 (0.51)
-0.41 (1.46)
0.04 (0.16)
0.30 (1.06)
-0.12 (0.45)
0.63 (2.42)**

Japan

Korea
0.13 (1.72)*

Malaysia
0.23 (3.29)**
0.11 (1.66)*
0.02 (0.27)
0.08 (1.17)
0.08 (1.18)
0.03 (0.43)
0.15 (2.32)**

Mexico

-0.65 (3.23)**
0.37 (1.73)*
-0.46 (2.15)**
-0.04 (0.20)
-0.09 (0.44)
0.54 (2.63)**

0.93 (1.60)
-0.96 (1.75)**
-0.45 (0.93)
0.56 (1.18)
-0.20 (0.43)
0.28 (0.63)
0.88 (2.05)**
-0.18 (0.41)
0.45 (1.02)
0.79 (1.76)*
-1.04 (2.36)**
1.15 (2.81)**
1.05 (2.81)**
-0.69 (1.74)*

1.19 (2.00)**
-0.73 (1.20)
0.62 (1.26)
1.15 (2.35)**
-0.46 (1.00)
-0.16 (0.35)
-0.66 (1.44)
1.00 (2.26)**
0.56 (1.34)
1.14 (2.88)**

-0.23 (0.98)

-0.43 (0.69)
1.05 (1.69)*
0.38 (0.63)
-0.02 (0.04)
0.78 (1.63)
0.21 (0.46)
-0.05 (0.11)
1.06 (2.46)**

1.39 (2.28)**

0.85 (2.67)**
-0.78 (2.23)**
0.40 (1.15)
-0.50 (1.51)
0.12 (0.38)
-0.52 (1.76)*
-0.16 (0.58)
-0.03 (0.09)
0.63 (2.50)**
0.26 (1.06)
-0.28 (1.87)*

0.01 (0.23)

-3.27 (0.64)
-4.16 (1.13)
0.30 (0.13)

-0.16 (0.24)
0.18 (0.23)
10.34(35.1)**

1.60 (1.97)**
0.42 (0.61)
5.77 (21.8)**

-0.18 (0.22)
-1.82 (2.16)**
5.43(21.33)**

-4.77 (0.86)
-4.13 (1.07)
6.35 (2.10)**

1.48
-0.03 (2.08)
12.55
7.08**
S
S
0.65
1.00

3.43
-0.04 (3.22)*
9.46
0.78
S
S
0.00
5.76**

2.86
-0.08 (2.95)
16.22
1.44
S
S
1.94
3.85*

7.05**
-0.13 (4.61)**
17.59
0.04
S
S
3.49*
126.66**

2.12
-0.01 (0.86)
6.37
1.52
S
U
2.09
3.73*
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Table 14.4: Estimates of the Non Linear Model for the bivariate model

Panel A: Short Run Results
Variables Netherlands New Zealand
Singapore
Switzerland
UK
USA
Δ ln SPt-1
0.09 (0.93)
0.09 (1.57)
0.13 (2.09)**
Δ ln SPt-2
-0.17 (1.90)*
0.08 (1.40)
-0.06 (0.94)
Δ ln SPt-3
0.10 (1.63)
Δ ln SPt-4
-0.06 (1.08)
Δ ln SPt-5
0.16 (2.67)**
Δ ln SPt-6
Δ ln SPt-7
Δ ln SPt-8
Δ POSt
-0.02 (0.13)
0.04 (0.38)
2.23 (3.11)** -1.25 (3.94)** -0.57 (1.94)* -0.99 (4.44)**
Δ POSt-1
-2.12 (3.04)**
0.41 (1.46)
Δ POSt-2
0.66 (0.93)
Δ POSt-3
-1.61 (2.39)**
Δ POSt-4
Δ NEGt
0.04 (0.29)
0.64 (2.66)**
2.50 (3.41)**
-0.00 (0.03)
-0.02 (0.66)
0.00 (0.27)
Δ NEGt-1
-0.14 (0.51)
Δ NEGt-2
0.33 (1.22)
Δ NEGt-3
0.31 (1.14)
Δ NEGt-4
0.02 (0.06)
Δ NEGt-5
0.43 (1.64)
Δ NEGt-6
0.10 (0.40)
Δ NEGt-7
0.14 (0.54)
Δ NEGt-8
-0.68 (2.74)**
Panel B: Long Run Results
POS
-0.45 (0.14)
0.86 (0.45)
0.37 (0.37)
0.46 (0.23)
-0.30 (0.19)
1.57 (1.20)
NEG
0.95 (0.28)
0.75 (0.40)
-0.21 (0.18)
-0.10 (0.04)
-0.77 (0.57)
0.32 (0.27)
Constant
6.65
8.37
7.48
8.60
7.84
5.04
(21.46)**
(15.37)**
(27.75)**
(15.66)**
(24.45)**
(12.82)**
Panel C: Other Diagnostics
F
2.60
0.91
4.28
2.46
2.50
1.81
ECM t-1
-0.04 (2.80)
-0.04 (1.66)
-0.06 (3.59)**
-0.02 (2.71)
-0.02 (2.74)
-0.02 (2.33)
LM
15.09
9.27
4.70
8.61
7.35
12.75
RESET
0.12
13.12**
1.72
2.60
2.73
0.69
CS
S
S
S
S
S
S
CS2
U
S
S
S
S
S
WALD-S
1.13
1.26
5.05**
0.73
0.16
7.03**
WALD-L
4.34**
0.32
5.82**
0.33
3.61*
47.29**
Notes:
a. Numbers inside the parentheses next to coefficient estimates are absolute value of t-ratios. *, ** indicate
significance at the 10% and 5% levels respectively.
b. The upper bound critical value of the F-test for cointegration when there is one exogenous variable (k=1) is 4.78
(5.73) at the 10% (5%) level of significance. These come from Pesaran et al. (2001, Table CI, Case III, p. 300).
c. The upper bound critical value of the t-test for significance of ECMt-1 is -2.91 (-3.22) at the 10% (5%) level when
k =1. The comparable figures when k = 2 are -3.21 and -3.53 respectively. These come from Pesaran et al. (2001,
Table CII, Case III, p. 303).
d. LM is the Lagrange Multiplier statistic to test for autocorrelation. It is distributed as χ2 with 12 degrees of
freedom. The critical value is 18.54 and 21.03 at the 10% and 5% levels respectively.
e. RESET is Ramsey’s test for misspecification. It is distributed as χ2 with one degree of freedom. The critical value
is 2.70 at the 10% level and 3.84 at the 5% level.
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Table 15: The ADF Test Results for the sectoral analysis

Variables
DJ Industrial Index
DJ Transport Index
DJ Utility Index
NASDAQ Bank Index
NASDAQ Biotech Index
NASDAQ Computer Index
NASDAQ Industrial Index
NASDAQ Insurance Index
NASDAQ Telecom Index
NASDAQ Transport Index
PHLX Semi-Conductor Index
Nominal Effective Exchange Rate
Industrial Production Index
Consumer Price Index
Nominal Money Supply

ADF Test
Level
First Difference
-1.83 [0]
-18.35 [0]***
-0.51 [0]
-20.59 [0]***
-0.33 [0]
-21.95 [0]***
-3.81 [0]***
-15.14 [0]***
-0.30 [0]
-15.33 [0]***
-1.77 [0]
-14.65 [0]***
-1.77 [0]
-15.12 [0]***
-2.13 [0]
-15.82 [0]***
-1.39 [0]
-12.94 [0]***
-1.38 [0]
-15.95 [0]***
-2.37 [0]
-15.56 [0]***
-1.89 [1]
-15.84[0]***
-0.69 [3]
-7.82 [2] ***
-6.81 [2]***
-2.45 [11]
-2.08 [5]
-6.15 [4]***

ERS DF-GLS Test
Level
First Difference
1.89 [0]
-17.74 [0]***
1.89 [0]
-2.85 [6]***
0.94 [0]
-5.01 [4]***
1.26 [0]
-13.82 [0]***
1.64 [0]
-15.35 [0]***
0.45 [0]
-14.49 [0]***
1.11 [0]
-13.15 [0]***
2.50 [0]
-3.56 [3]***
-1.36 [0]
-2.63 [3]***
1.47 [0]
-2.13 [6]**
-1.22 [0]
-15.14 [0]***
-1.33 [1]
-2.01[3]**
1.43 [3]
-2.83 [3]***
2.54 [4]
-2.17 [8]**
1.46 [9]
-6.01 [4]***

Notes:
a. All variables are in logarithmic scale.
b. Maximum number of lags imposed is 12.
c. Numbers inside the parentheses are the optimum lag order in the tests selected by the SBC.
d. The critical values for the ADF test statistic at 1%, 5% and 10% significance levels are -3.443123,
-2.867171 and -2.569831 respectively.
e. The critical values for the ERS DF-GLS test statistic at 1%, 5% and 10% significance levels are
-3.443123,-2.867171 and -2.569831 respectively.
f.

***,** and * indicate the relevant statistic is significant at 1%, 5% and 10% significance levels
respectively.
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Table 16.1: Estimates of Both Linear and Nonlinear ARDL Models (sectoral analysis)
DJ Industrial Average
Linear
Non Linear
ARDL
ARDL
Panel A: Short–Run Estimates
-0.22 (1.42)
ΔlnEXt
ΔPOSt
-0.77(2.6)**
ΔNEGt
0.07 (0.26)
-0.66 (1.59)
-0.65 (1.61)
ΔlnIPIt
1.26(3.1)**
ΔlnIPIt-1
0.88(2.1)**
ΔlnIPIt-2
-1.07
(1.46)
-1.31(1.8)*
ΔlnCPIt
-0.57 (0.80)
-1.55(2.3)**
ΔlnM2t
ΔlnM2t-1
Panel B: Long-Run Estimates
0.54 (1.28)
ln EX
POS
1.94(2.9)**
NEG
-1.00 (1.57)
1.78(2.9)**
2.59(4.8)**
ln IPI
2.07(2.3)**
-2.15 (1.33)
ln CPI
-0.35 (1.20)
-2.71(3.0)**
ln M2
Constant
-0.52 (0.08)
80.0(2.8)**
Panel C: Diagnostic Statistics
F
2.20
3.37*
ECMt-1
-.08(3.3)
-.09(4.8)**
LM
4.66
10.40
RESET
10.44**
3.72
AdjustedR2
0.08
0.09
2
CS (CS )
S (S)
S (S)

DJ Transport Average
Linear
Non Linear
ARDL
ARDL
-0.04 (1.56)

DJ Utility Average
Linear
Non Linear
ARDL
ARDL
-0.32(2.6)**

0.07 (1.61)

-0.82(2.7)**
-0.04 (1.42)
0.04 (0.98)

0.02 (0.88)

-0.65(3.0)**
0.01 (0.32)
0.02 (0.77)

-2.08(2.4)**
0.01 (0.22)

-2.1(2.4)**
-0.04 (0.88)

-0.002(.06)
0.03 (1.7)*

-0.003(0.1)
0.04 (1.13)

-0.58 (1.55)

0.06 (0.16)

0.92 (1.9)*
1.63(3.4)**
0.07 (0.22)
-2.65 (0.32)

-0.01 (0.01)
-0.50 (1.42)
0.58 (1.06)
1.91(3.8)**
-0.54 (0.89)
11.96(0.73)

0.42 (0.93)
-0.03 (0.06)
0.65 (1.9)*
-15.2(1.8)*

0.01 (0.02)
0.12 (0.32)
0.45 (0.82)
-0.05 (0.10)
0.79 (1.23)
-18.85(1.0)

5.04**
-.07(4.9)**
10.44
0.07
0.06
S (S)

4.74**
-.08(5.3)**
9.56
0.77
0.07
S (S)

3.30
-.05(4.0)*
31.89**
3.45
0.04
S (S)

2.84
-.05(4.0)*
29.68**
3.01
0.05
S (S)

Notes:
a. Numbers inside the parentheses next to coefficient estimates are absolute value of t-ratios. *, ** indicate
significance at the 10% and 5% levels respectively.
b. The upper bound critical value of the F-test for cointegration in the linear model where there are four exogenous
variables is 3.52 (4.01) at the 10% (5%) level of significance. Comparable figure for the nonlinear model where
there are five exogenous variables are 3.35 and 3.79 respectively. These come from Pesaran et al. (2001, Table CI,
Case III, p. 300).
c. The critical value for significance of ECMt-1 is -3.67 (-4.03) at the 10% (5%) level when k =4. The comparable
figures when k = 5 are -3.85 and -4.30 respectively. These come from Banerjee et al. (1998, Table 1).
d. LM is the Lagrange Multiplier statistic to test for autocorrelation. It is distributed as χ2 with 12 degrees of
freedom. The critical value is 21.03.
e. RESET is Ramsey’s test for misspecification. It is distributed as χ 2 with one degree of freedom. The critical value
is 3.84.
f. In this sector, in order to make sure the models are not misspecified, some additional lags of the dependent
variable were included.
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Table 16.2: Estimates of Both Linear and Nonlinear ARDL Models (sectoral analysis)
NASDAQ Bank
Linear
Non Linear
ARDL
ARDL
Panel A: Short–Run Estimates
ΔlnEXt
0.05 (1.07)
ΔPOSt
0.05 (0.74)
ΔNEGt
0.05 (0.78)
0.14 (1.58)
0.14 (1.58)
ΔlnIPIt
ΔlnIPIt-1
ΔlnIPIt-2
-0.04 (0.18)
-0.04 (0.14)
ΔlnCPIt
-0.54 (0.65)
-0.54 (0.65)
ΔlnM2t
-2.86(3.4)**
ΔlnM2t-1
Panel B: Long-Run Estimates
ln EX
1.21 (1.07)
POS
1.21 (0.70)
NEG
1.20 (0.82)
3.47(2.2)**
3.47(2.1)**
ln IPI
-0.86 (0.18)
-0.87 (0.14)
ln CPI
0.14 (0.09)
0.14 (0.06)
ln M2
Constant
-13.92(0.46)
-7.74 (0.12)
Panel C: Diagnostic Statistics
F
2.97
2.40
ECMt-1
-.04(3.76)*
-.04(3.72)
LM
10.63
10.53
RESET
2.67
1.79
AdjustedR2
0.05
0.05
2
CS (CS )
S (S)
S (S)

NASDAQ Biotech
Linear
Non Linear
ARDL
ARDL
-0.38 (1.18)

NASDAQ Computer
Linear
Non Linear
ARDL
ARDL
-0.38(3.9)**

-1.03 (1.32)

-0.01 (0.09)
-0.44(4.1)**
-1.50 (1.9)*

0.08 (0.53)

-1.36(1.9)*
-0.44 (0.67)
-1.07(1.16)

-1.95 (1.34)
0.25 (0.17)

-2.17(4.7)**
0.22 (0.93)

-1.94(4.0)**
0.65(3.9)**

-1.84(1.15)
-1.79(1.10)

-6.24 (1.35)

-11.85(1.53)

7.99(1.87)*
-41.6(1.71)*
14.85(1.86)*
-251 (2.1)**

-0.30 (0.09)
-10.0(1.75)*
11.0 (2.3)**
-49.5(2.0)**
4.98 (0.89)
6.37 (0.05)

2.37 (0.60)
-60.20(1.62)
20.21 (1.63)
-273.9(1.7)*

-2.96 (0.65)
-9.3(2.2)**
4.91(1.82)*
-41 (2.2)**
6.06 (0.83)
-24.27(0.2)

3.61*
-.04(4.27)**
7.07
1.53
0.10
S (U)

4.08**
-.04(4.71)**
18.26
1.59
0.08
S (U)

2.76
-.02(3.58)
7.89
10.67**
0.07
S (U)

3.07
-.05(4.5)**
6.71
3.66
0.09
S(U)

Notes:
a. Numbers inside the parentheses next to coefficient estimates are absolute value of t-ratios. *, ** indicate
significance at the 10% and 5% levels respectively.
b. The upper bound critical value of the F-test for cointegration in the linear model where there are four exogenous
variables is 3.52 (4.01) at the 10% (5%) level of significance. Comparable figure for the nonlinear model where
there are five exogenous variables are 3.35 and 3.79 respectively. These come from Pesaran et al. (2001, Table CI,
Case III, p. 300).
c. The critical value for significance of ECMt-1 is -3.67 (-4.03) at the 10% (5%) level when k =4. The comparable
figures when k = 5 are -3.85 and -4.30 respectively. These come from Banerjee et al. (1998, Table 1).
d. LM is the Lagrange Multiplier statistic to test for autocorrelation. It is distributed as χ 2 with 12 degrees of
freedom. The critical value is 21.03.
e. RESET is Ramsey’s test for misspecification. It is distributed as χ 2 with one degree of freedom. The critical value
is 3.84.
f. In this sector, in order to make sure the models are not misspecified, some additional lags of the dependent
variable were included.
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Table 16.3: Estimates of Both Linear and Nonlinear ARDL Models (sectoral analysis)
NASDAQ Industrial
Linear
Non Linear
ARDL
ARDL
Panel A: Short–Run Estimates
ΔlnEXt
-.77(3.1)**
ΔPOSt
-1.3(3.1)**
ΔNEGt
-0.4(4.3)**
0.28(2.3)**
0.49(3.9)**
ΔlnIPIt
ΔlnIPIt-1
ΔlnIPIt-2
-0.7(2.6)**
-1.54 (4.5)*
ΔlnCPIt
0.25(2.7)**
-0.05 (0.45)
ΔlnM2t
ΔlnM2t-1
Panel B: Long-Run Estimates
ln EX
-2.7(2.1)**
POS
0.83 (0.87)
NEG
-4.1(4.1)**
4.72(2.9)**
5.03(5.1)**
ln IPI
-12 (2.1)**
-16(3.9)**
ln CPI
4.27(2.2)**
-0.56
(0.45)
ln M2
Constant
-72 (2.1)**
59.82 (1.63)
Panel C: Diagnostic Statistics
F
3.15
5.81**
ECMt-1
-.06(4.0)*
-.11(6.0)**
LM
10.57
8.70
RESET
9.70**
5.97**
AdjustedR2
0.07
0.14
2
CS (CS )
S (S)
S (S)

NASDAQ Insurance
Linear
Non Linear
ARDL
ARDL
-0.04 (0.96)

NASDAQ Telecom
Linear
Non Linear
ARDL
ARDL
-1.34(3.9)**

0.19(2.4)**

0.03 (0.58)
-0.09 (1.81)*
0.23(2.8)**

-1.13 (1.33)

-2.32 (3.3)**
-0.45 (0.70)
-1.93 (2.2)**

-0.09 (0.53)
0.10 (1.8)*

-0.28 (1.34)
0.01 (0.11)

-2.26 (1.47)
-0.19 (0.12)

-3.14 (2.0)**
-0.82 (0.52)

-0.42 (0.93)

-28.16 (1.53)

2.17(3.4)**
-1.04 (0.50)
1.14 (1.64)*
-29.0(2.4)**

0.36 (0.57)
-1.01 (1.67)*
2.5(3.89)**
-2.96 (1.19)
0.10 (0.11)
3.81 (0.16)

4.13 (0.67)
-115.5(1.49)
34.96 (1.43)
-393.3(1.32)

-12.79 (0.97)
-22.2(1.73)*
7.14 (1.29)
-86.50 (1.59)
14.38 (0.78)
-90.45 (0.27)

2.94
-.07(3.76)*
21.59
0.04
0.05
S (S)

3.27
-.08(4.33)**
21.30
0.51
0.07
S (S)

5.28**
-.02 (5.00)**
15.50
11.97**
0.15
S (U)

4.68**
-.03 (5.29)**
16.70
6.57**
0.17
S (U)

Notes:
a. Numbers inside the parentheses next to coefficient estimates are absolute value of t-ratios. *, ** indicate
significance at the 10% and 5% levels respectively.
b. The upper bound critical value of the F-test for cointegration in the linear model where there are four exogenous
variables is 3.52 (4.01) at the 10% (5%) level of significance. Comparable figure for the nonlinear model where
there are five exogenous variables are 3.35 and 3.79 respectively. These come from Pesaran et al. (2001, Table CI,
Case III, p. 300).
c. The critical value for significance of ECMt-1 is -3.67 (-4.03) at the 10% (5%) level when k =4. The comparable
figures when k = 5 are -3.85 and -4.30 respectively. These come from Banerjee et al. (1998, Table 1).
d. LM is the Lagrange Multiplier statistic to test for autocorrelation. It is distributed as χ 2 with 12 degrees of
freedom. The critical value is 21.03.
e. RESET is Ramsey’s test for misspecification. It is distributed as χ 2 with one degree of freedom. The critical value
is 3.84.
f. In this sector, in order to make sure the models are not misspecified, some additional lags of the dependent
variable were included.
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Table 16.4: Estimates of Both Linear and Nonlinear ARDL Models (sectoral analysis)
NASDAQ Transport
Non Linear
Linear ARDL
ARDL
Panel A: Short–Run Estimates
ΔlnEXt
-0.08 (1.43)
ΔPOSt
-0.90 (2.50)**
ΔNEGt
-0.08 (1.16)
0.20 (2.21)**
0.19 (2.02)**
ΔlnIPIt
ΔlnIPIt-1
ΔlnIPIt-2
-0.40 (1.78)*
-0.44 (1.58)
ΔlnCPIt
0.18 (2.37)**
0.13 (1.15)
ΔlnM2t
ΔlnM2t-1
Panel B: Long-Run Estimates
ln EX
-1.18 (1.58)
POS
-0.42 (0.32)
NEG
-1.26 (1.12)
2.89 (2.60)**
2.85 (2.25)**
ln IPI
-5.73 (1.52)
-6.78 (1.25)
ln CPI
2.57
(1.99)**
2.00 (1.20)
ln M2
Constant
-50.38 (2.13)**
-36.20 (0.78)
Panel C: Diagnostic Statistics
F
3.46*
2.83
ECMt-1
-.07 (4.06)**
-.07 (4.05)*
LM
13.62
13.45
RESET
4.23**
2.08
AdjustedR2
0.07
0.08
2
CS (CS )
S (U)
S (S)

PHLX Semi-Conductor
Non Linear
Linear ARDL
ARDL
-0.11 (0.91)

0.54 (2.80)**

0.15 (0.76)
-0.24 (1.66)*
0.68 (3.21)**

-1.61 (2.67)**
0.53 (2.53)**

-1.86 (2.99)**
0.12 (0.35)

-1.05 (0.86)

5.40 (3.30)**
-16.05 (2.27)**
5.29 (2.14)**
-98.04 (2.36)**

1.42 (0.77)
-2.22 (1.53)
6.34 (3.73)**
-17.31 (2.54)**
1.09 (0.34)
13.50 (0.17)

3.55*
-.10 (4.18)**
5.44
1.69
0.07
S (U)

3.43*
-.10 (4.45)**
4.04
1.31
0.07
S (U)

Notes:
a. Numbers inside the parentheses next to coefficient estimates are absolute value of t-ratios. *, ** indicate
significance at the 10% and 5% levels respectively.
b. The upper bound critical value of the F-test for cointegration in the linear model where there are four exogenous
variables is 3.52 (4.01) at the 10% (5%) level of significance. Comparable figure for the nonlinear model where
there are five exogenous variables are 3.35 and 3.79 respectively. These come from Pesaran et al. (2001, Table CI,
Case III, p. 300).
c. The critical value for significance of ECMt-1 is -3.67 (-4.03) at the 10% (5%) level when k =4. The comparable
figures when k = 5 are -3.85 and -4.30 respectively. These come from Banerjee et al. (1998, Table 1).
d. LM is the Lagrange Multiplier statistic to test for autocorrelation. It is distributed as χ 2 with 12 degrees of
freedom. The critical value is 21.03.
e. RESET is Ramsey’s test for misspecification. It is distributed as χ 2 with one degree of freedom. The critical value
is 3.84.
f. In this sector, in order to make sure the models are not misspecified, some additional lags of the dependent
variable were included.
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Figure 1: CUSUSM and CUSUSM Square plots for the multivariate model
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Figure 1: CUSUSM and CUSUSM Square plots for the multivariate model (cont’d)
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Figure 1: CUSUSM and CUSUSM Square plots for the multivariate model (cont’d)
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Figure 1: CUSUSM and CUSUSM Square plots for the multivariate model (cont’d)
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Figure 1: CUSUSM and CUSUSM Square plots for the multivariate model (cont’d)
U.K.
Linear ARDL

Non-linear ARDL

U.S.A.
Linear ARDL

Non-linear ARDL

74

Figure 2: CUSUSM and CUSUSM Square plots for the sectoral analysis
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Figure 2: CUSUSM and CUSUSM Square plots for the sectoral analysis (cont’d)
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Figure 2: CUSUSM and CUSUSM Square plots for the sectoral analysis (cont’d)
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Figure 2: CUSUSM and CUSUSM Square plots for the sectoral analysis (cont’d)
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Figure 2: CUSUSM and CUSUSM Square plots for the sectoral analysis (cont’d)
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Figure 2: CUSUSM and CUSUSM Square plots for the sectoral analysis (cont’d)
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Appendix A: Definition of the Variables


SP = Stock Price Index of the country.



SPi = Stock Price Index of sectors of U.S.



EX = Nominal Effective Exchange Rate of the country.



POS = Appreciation of home currency.



NEG = Depreciation of home currency.



IPI = Industrial Production Index of the country (measure of economic activity), base year
= 2010.



CPI = Consumer Price Index of the country, base year = 2010.



M2 = Nominal Money Supply of the country, in national currency.
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Appendix B: Data Sources
1. Stock Price Indices: Yahoo Finance
(http://finance.yahoo.com/stock-center/)
2. Nominal Effective Exchange Rates: Bank for International Settlements
(http://www.bis.org/statistics/eer/index.htm)
3. Industrial Production Index, Consumer Price Index, Money Supply: IFS, OECD, FRED.


IFS – International Financial Statistics database of International Monetary Fund (IMF)



OECD – Organization for Economic Co-operation and Development Statistics database



FRED – Federal Reserve Economics Data, St. Louis Fed
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Appendix C.1: Data period for the Multivariate Model

Serial No

Countries

Data Period

1
2
3
4
5
6
7
8
9
10

Brazil
Canada
Chile
Indonesia
Japan
Korea
Malaysia
Mexico
U.K.
U.S.A.

1994M8 – 2014 M3
1980M1 – 2014 M3
2002M5 – 2014 M3
1998M1 – 2014 M3
1985M1 – 2014 M3
1997M9 – 2014 M3
1997M4 – 2014 M3
1994M5 – 2014 M3
1988M1 – 2014 M3
1971M4 – 2014 M3
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Appendix C.2: Data period for the Bivariate Model

Serial No
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24

Country
Argentina
Australia
Austria
Belgium
Brazil
Canada
Chile
China_Shanghai
France
Germany
Greece
Hong Kong
India
Indonesia
Japan
Korea
Malaysia
Mexico
Netherlands
New Zealand
Singapore
Switzerland
UK
USA

Data Period
1996M12 to 2014M3
1984M10 to 2014M3
1993M4 to 2014M3
1991M6 to 2014M3
1994M8 to 2014M3
1979M8 to 2014M3
2002M5 to 2014M3
1995M5 to 2014M3
1990M5 to 2014M3
1991M1 to 2014M3
1990M6 to 2014M3
1987M6 to 2014M3
1997M9 to 2014M3
1997M11 to 2014M3
1984M3 to 2014M3
1997M9 to 2014M3
1997M4 to 2014M3
1994M5 to 2014M3
1992M12 to 2014M3
2003M3 to 2014M3
1988M2 to 2014M3
1991M1 to 2014M3
1984M5 to 2014M3
1971M4 to 2014M3
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Index Name
MERVAL BUENOS AIRES
ALL ORDINARIES
ATX
EURONEXT BEL-20
IBOVESPA
S&P/TSX Compostite Index
IPSA SANTIAGO DE CHILE
SSE Composite Index
CAC 40
DAX
ATHEN INDEX COMPOS
HANG SENG INDEX
S&P BSE SENSEX
JKSE
Nikkei 225
KOSPI Composite Index
FTSE Bursa Malaysia KLCI
IPC
AEX
NZX 50 INDEX GROSS
STI Index
SMI
FTSE 100
S&P 500

Appendix C.3: Data period for the Sectoral Analysis for the U.S.

1
2
3

Indices
Dow Jones Industrial
Average
Dow Jones
Transportation Average
Dow Jones
Utility Average

4

NASDAQ Bank

5

NASDAQ
Biotechnology

6

NASDAQ Computer

7
8

NASDAQ Industrial
NASDAQ Insurance
NASDAQ
Telecommunications
NASDAQ
Transportation

9
10
11

PHLX Semiconductors

Description
Comprises of 30 large publicly owned
companies based in the U.S.
An average of the stock prices of twenty
transportation corporations.
Tracks the performance of 15 prominent
utility companies.
Includes banks providing financial
services such as retail banking, loans and
money transmissions.
Includes biotechnology and
pharmaceutical equities.
Includes companies involved in various
phases of the computer industry
Includes around 950 companies
Includes around 46 insurance companies

1990: M10 – 2015:M5

Includes around 118 telecom companies

1996: M5 – 2015:M5

Tracks performance of around 50
transportation companies
Tracks 30 companies which are mainly
involved in manufacture and sale of
semiconductors

1990: M10 – 2015:M5
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Data Period
1985: M1 – 2015:M5
1973: M1 – 2015:M5
1973: M1 – 215:M5

1993: M10 – 2015:M5
1995: M7 – 2015:M5
1990: M10 – 2015:M5
1990: M10 – 2015:M5

1994: M5 – 2015:M5

Appendix D: ARDL Model Equations
Derivation of the equations (Pesaran et al. (2001)):


ln SPt = c1 + c2 ln EXt + c3 ln IPIt + c4 ln CPIt + c5 ln M2t + εt



n2
n3
∆ ln SPt = α0 + ∑n1
k=1 α1,k ∆ ln SPt−k + ∑k=0 α2,k ∆ ln EX t−k + ∑k=0 α3,k ∆ ln IPIt−k +

(1)

n5
∑n4
k=0 α4,k ∆ ln CPIt−k + ∑k=0 α5,k ∆ ln M2t−k + λεt−1 + Ut



(2)

n2
n3
∆ ln SPt = α0 + ∑n1
k=1 α1,k ∆ ln SPt−k + ∑k=0 α2,k ∆ ln EX t−k + ∑k=0 α3,k ∆ ln IPIt−k +
n5
∑n4
k=0 α4,k ∆ ln CPIt−k + ∑k=0 α5,k ∆ ln M2t−k + β1 ln SPt−1 + β2 ln EX t−1 +

β3 ln IPIt−1

+ β4 ln CPIt−1 + β5 ln M2t−1 + Ut

(3)

LR effects are inferred by estimates of β2 − β5 normalized on estimate of β1 . So the linear
lagged combination is set to zero:



̂1 ln SPt−1 + β
̂2 ln EXt−1 + β
̂3 ln IPIt−1 + β
̂4 ln CPIt−1 + β
̂5 ln M2t−1= 0
β



ln SPt−1 = − 𝛽̂2 ln EX t−1 − 𝛽̂3 ln IPIt−1 − 𝛽̂4 ln CPIt−1 − 𝛽̂5 ln M2t−1



𝐸𝐶t−1 = ln SPt−1 + ̂2 ln EXt−1 + ̂3 ln IPIt−1 + ̂4 ln CPIt−1 + ̂5 ln M2t−1

̂
𝛽

̂
𝛽

1

̂
𝛽

1

̂
𝛽

1

1

̂
𝛽

̂
𝛽

̂
𝛽

̂
𝛽

𝛽1

𝛽1

𝛽1

𝛽1

(4)
(5)
(6)

Replace lagged level variables in (3) by 𝐸𝐶t−1 :


n2
n3
∆ ln SPt = α0 + ∑n1
k=1 α1,k ∆ ln SPt−k + ∑k=0 α2,k ∆ ln EX t−k + ∑k=0 α3,k ∆ ln IPIt−k +
n5
∑n4
k=0 α4,k ∆ ln CPIt−k + ∑k=0 α5,k ∆ ln M2t−k + 𝛾 𝐸𝐶𝑡−1 + 𝑈𝑡
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(7)

Appendix E: Critical Values
Critical Values for F test- from Pesaran et al. (2001): Table CI (iii), Case III, pp. 300

Significance Level
1%
2.5%
5%
10%

For FOUR Exogenous Variables
Lower Bound Critical Value
Upper Bound Critical Value
3.74
5.06
3.25
4.49
2.86
4.01
2.45
3.52
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Appendix F: Natural Log of LEX, POS, NEG, LIPI, LCPI, LM2 and LSP Graphs
Brazil
LEX

POS

NEG

LIPI

LCPI

LM2

LSP

Note:








LEX: Log (Nominal Effective Exchange Rate)
POS: Appreciation of home currency
NEG: Depreciation of home currency
LIPI: Log (Industrial Production Index)
LCPI: Log (Consumer Price Index)
LM2: Log (Nominal Money Supply)
LSP: Log (Stock Price Index)
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Appendix F: Natural Log of LEX, POS, NEG, LIPI, LCPI, LM2 and LSP Graphs (cont’d)
Canada
LEX

POS

NEG

LIPI

LCPI

LM2

LSP

Note:








LEX: Log (Nominal Effective Exchange Rate)
POS: Appreciation of home currency
NEG: Depreciation of home currency
LIPI: Log (Industrial Production Index)
LCPI: Log (Consumer Price Index)
LM2: Log (Nominal Money Supply)
LSP: Log (Stock Price Index)
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Appendix F: Natural Log of LEX, POS, NEG, LIPI, LCPI, LM2 and LSP Graphs (cont’d)
Chile
LEX

POS

NEG

LIPI

LCPI

LM2

LSP

Note:








LEX: Log (Nominal Effective Exchange Rate)
POS: Appreciation of home currency
NEG: Depreciation of home currency
LIPI: Log (Industrial Production Index)
LCPI: Log (Consumer Price Index)
LM2: Log (Nominal Money Supply)
LSP: Log (Stock Price Index)
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Appendix F: Natural Log of LEX, POS, NEG, LIPI, LCPI, LM2 and LSP Graphs (cont’d)
Indonesia
LEX

POS

NEG

LIPI

LCPI

LM2

LSP

Note:








LEX: Log (Nominal Effective Exchange Rate)
POS: Appreciation of home currency
NEG: Depreciation of home currency
LIPI: Log (Industrial Production Index)
LCPI: Log (Consumer Price Index)
LM2: Log (Nominal Money Supply)
LSP: Log (Stock Price Index)
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Appendix F: Natural Log of LEX, POS, NEG, LIPI, LCPI, LM2 and LSP Graphs (cont’d)
Japan
LEX

POS

NEG

LIPI

LCPI

LM2

LSP

Note:








LEX: Log (Nominal Effective Exchange Rate)
POS: Appreciation of home currency
NEG: Depreciation of home currency
LIPI: Log (Industrial Production Index)
LCPI: Log (Consumer Price Index)
LM2: Log (Nominal Money Supply)
LSP: Log (Stock Price Index)
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Appendix F: Natural Log of LEX, POS, NEG, LIPI, LCPI, LM2 and LSP Graphs (cont’d)
Korea
LEX

POS

NEG

LIPI

LCPI

LM2

LSP

Note:








LEX: Log (Nominal Effective Exchange Rate)
POS: Appreciation of home currency
NEG: Depreciation of home currency
LIPI: Log (Industrial Production Index)
LCPI: Log (Consumer Price Index)
LM2: Log (Nominal Money Supply)
LSP: Log (Stock Price Index)
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Appendix F: Natural Log of LEX, POS, NEG, LIPI, LCPI, LM2 and LSP Graphs (cont’d)
Malaysia
LEX

POS

NEG

LIPI

LCPI

LM2

LSP

Note:








LEX: Log (Nominal Effective Exchange Rate)
POS: Appreciation of home currency
NEG: Depreciation of home currency
LIPI: Log (Industrial Production Index)
LCPI: Log (Consumer Price Index)
LM2: Log (Nominal Money Supply)
LSP: Log (Stock Price Index)
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Appendix F: Natural Log of LEX, POS, NEG, LIPI, LCPI, LM2 and LSP Graphs (cont’d)
Mexico
LEX

POS

NEG

LIPI

LCPI

LM2

LSP

Note:








LEX: Log (Nominal Effective Exchange Rate)
POS: Appreciation of home currency
NEG: Depreciation of home currency
LIPI: Log (Industrial Production Index)
LCPI: Log (Consumer Price Index)
LM2: Log (Nominal Money Supply)
LSP: Log (Stock Price Index)
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Appendix F: Natural Log of LEX, POS, NEG, LIPI, LCPI, LM2 and LSP Graphs (cont’d)
U.K.
LEX

POS

NEG

LIPI

LCPI

LM2

LSP

Note:








LEX: Log (Nominal Effective Exchange Rate)
POS: Appreciation of home currency
NEG: Depreciation of home currency
LIPI: Log (Industrial Production Index)
LCPI: Log (Consumer Price Index)
LM2: Log (Nominal Money Supply)
LSP: Log (Stock Price Index)
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Appendix F: Natural Log of LEX, POS, NEG, LIPI, LCPI, LM2 and LSP Graphs (cont’d)
U.S.A.
LEX

POS

NEG

LIPI

LCPI

LM2

LSP

Note:








LEX: Log (Nominal Effective Exchange Rate)
POS: Appreciation of home currency
NEG: Depreciation of home currency
LIPI: Log (Industrial Production Index)
LCPI: Log (Consumer Price Index)
LM2: Log (Nominal Money Supply)
LSP: Log (Stock Price Index)
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