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Abstract
Over 15 million people worldwide suffer from localization-related drug-resistant epilepsy. These patients
are candidates for targeted surgical therapies such as surgical resection, laser thermal ablation, and
neurostimulation. While seizure localization is needed prior to surgical intervention, this process is
challenging, invasive, and often inconclusive. In this work, I aim to exploit the power of multimodal highresolution imaging and intracranial electroencephalography (iEEG) data to map seizure networks in drugresistant epilepsy patients, with a focus on minimizing invasiveness. Given compelling evidence that
epilepsy is a disease of distorted brain networks as opposed to well-defined focal lesions, I employ a
graph-theoretical approach to map structural and functional brain networks and identify putative targets
for removal. The first section focuses on mesial temporal lobe epilepsy (TLE), the most common type of
localization-related epilepsy. Using high-resolution structural and functional 7T MRI, I demonstrate that
noninvasive neuroimaging-based network properties within the medial temporal lobe can serve as useful
biomarkers for TLE cases in which conventional imaging and volumetric analysis are insufficient. The
second section expands to all forms of localization-related epilepsy. Using iEEG recordings, I provide a
framework for the utility of interictal network synchrony in identifying candidate resection zones, with the
goal of reducing the need for prolonged invasive implants. In the third section, I generate a pipeline for
integrated analysis of iEEG and MRI networks, paving the way for future large-scale studies that can
effectively harness synergy between different modalities. This multimodal approach has the potential to
provide fundamental insights into the pathology of an epileptic brain, robustly identify areas of seizure
onset and spread, and ultimately inform clinical decision making.
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ABSTRACT
QUANTITATIVE MULTIMODAL MAPPING OF SEIZURE
NETWORKS IN DRUG-RESISTANT EPILEPSY
Preya Shah
Brian Litt, M.D.

Over 15 million people worldwide suffer from localization-related drug-resistant
epilepsy. These patients are candidates for targeted surgical therapies such as surgical
resection, laser thermal ablation, and neurostimulation. While seizure localization is
needed prior to surgical intervention, this process is challenging, invasive, and often
inconclusive. In this work, I aim to exploit the power of multimodal high-resolution
imaging and intracranial electroencephalography (iEEG) data to map seizure networks in
drug-resistant epilepsy patients, with a focus on minimizing invasiveness. Given
compelling evidence that epilepsy is a disease of distorted brain networks as opposed to
well-defined focal lesions, I employ a graph-theoretical approach to map structural and
functional brain networks and identify putative targets for removal. The first section
focuses on mesial temporal lobe epilepsy (TLE), the most common type of localizationrelated epilepsy. Using high-resolution structural and functional 7T MRI, I demonstrate
that noninvasive neuroimaging-based network properties within the medial temporal lobe
can serve as useful biomarkers for TLE cases in which conventional imaging and
volumetric analysis are insufficient. The second section expands to all forms of
localization-related epilepsy. Using iEEG recordings, I provide a framework for the
utility of interictal network synchrony in identifying candidate resection zones, with the
goal of reducing the need for prolonged invasive implants. In the third section, I generate
a pipeline for integrated analysis of iEEG and MRI networks, paving the way for future
large-scale studies that can effectively harness synergy between different modalities. This
multimodal approach has the potential to provide fundamental insights into the pathology
of an epileptic brain, robustly identify areas of seizure onset and spread, and ultimately
inform clinical decision making.
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Chapter 1: Introduction
Epilepsy is a common neurological disorder affecting over 60 million people
worldwide. Over one-third of epilepsy patients experience uncontrolled seizures despite
medication; within this group, approximately 80% have localization-related epilepsy and
are candidates for surgical removal of the seizure-generating region in the brain. Accurate
seizure localization is needed to maximize chances of seizure freedom and minimize
memory deficits following surgery. With the recent development of more targeted
therapeutic options such as laser ablation [1] and neurostimulation [2], precise
localization is becoming increasingly valuable for guiding therapy.
Currently, seizure localization involves extensive analysis of neuroimaging,
electrophysiology, and clinical data. Seizure localization is challenging in patients with
no identifiable structural lesion on clinical MRI, which may preclude therapy or lead to
poor post-surgical outcomes. The gold standard for localization involves implanting and
recording from intracranial electroencephalography (iEEG) electrodes for up to several
weeks with the intent of capturing seizure activity; however, this procedure is highly
invasive, time consuming, expensive, and still not always conclusive. There is a clinical
need to establish robust biomarkers for seizure networks while minimizing invasiveness
and morbidity to the patient.
The primary goal of this thesis is to harness data derived from structural MRI,
resting-state functional MRI, and interictal iEEG to localize seizure networks in drug1
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resistant epilepsy patients, with a focus on minimizing invasiveness. Drawing from
previous literature in the field of network neuroscience, I employ a graph-theoretical
approach to map structural and functional brain networks and identify candidate targets
for removal. The overarching hypothesis is that multimodal local network connectivity
properties can serve as useful biomarkers for epilepsy and add to a growing repertoire of
tools used for seizure localization. This thesis is divided into the following three sections:

Section 1: Map epileptic networks using high-resolution MRI.
In this section, I focus on medial temporal lobe epilepsy (TLE), the most common
form of localization-related epilepsy [3, 4]. In Chapter 3, I employ high-resolution
structural and functional 7T MRI and automated imaging segmentation techniques to
map the medial temporal lobe (MTL) network architecture and asymmetry in a normative
population of healthy adults. In Chapter 4, I apply the knowledge and methods gained in
Chapter 3 to characterize MTL network abnormalities in TLE. I hypothesize that intraMTL network asymmetry metrics can serve as useful biomarkers for TLE, particularly in
nonlesional cases, in which current imaging-based techniques are unsuccessful.

Section 2: Map epileptic networks using interictal iEEG.
iEEG recordings can capture brain signals from epilepsy patients with high
spatial and temporal resolution. While the majority of iEEG quantitative analyses focus
on ictal data, interictal data can also be valuable in mapping epileptic activity and normal
2
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cognitive activities which may be impacted in epilepsy. To introduce the utility of iEEG
in mapping brain function, Chapter 5 describes the development of an iEEG-based
method for subject-specific spatiotemporal mapping of language networks in epilepsy
patients. In Chapter 6, I explore the utility of interictal iEEG recordings for localizing
epileptic networks, using data from patients who underwent surgical resection. By
integrating iEEG network analysis with clinical and neuroimaging data, I characterize
network connectivity inside and outside of the resected tissue in good and poor outcome
patients. I hypothesize that high interictal connectivity within the resection zone is
associated with good outcomes. Extracting valuable information from interictal iEEG can
ultimately reduce the need for prolonged implant times, thereby reducing patient
morbidity.

Section 3: Map epileptic networks by integrating MRI and iEEG data.
In Chapter 7 I develop a pipeline to facilitate combined analysis of MRI and
iEEG data to better understand the relationship between the structural and functional
epileptic networks. In order to probe brain connectivity as directly as possible at the
highest resolution, I focus on high angular resolution diffusion MRI (HARDI) for
structural connectivity and iEEG for functional connectivity. I characterize relationships
between these two modalities across time, frequency, and space. I hypothesize that
structure-function coupling increases during the progression from preictal to ictal states,
as seizures spread along structural pathways.
3
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This multi-pronged approach will pave the way for minimally invasive, patientspecific localization of seizure networks, which can facilitate surgical planning and lead to
improved outcomes in drug-resistant epilepsy patients.

4

Chapter 2: Background
Epilepsy is a neurological disease characterized by recurrent, unprovoked seizures.
While the majority of the 60 million people who suffer from this disorder are treated with
medications, over one-third are drug-resistant [5]. These patients experience uncontrolled
seizures that often lead to deterioration in quality of life, severe neurological and
psychiatric morbidity, and up to an eleven-fold increase in mortality rate [6].
Approximately 80% of drug-resistant epilepsies are localization-related, meaning that there
is a presumed focus in the brain from which seizures arise [7]. If this focus can be
identified, it can serve as the target for invasive therapeutic intervention. The most common
such therapy is surgical resection, characterized by removal of gross structural lesions of
the brain. New surgical techniques, such as laser thermal ablation and implanted closedloop neurostimulation, have recently gained popularity and aim to achieve similar seizurefreedom rates with reduced invasiveness.
Seizure localization involves attaining and analyzing data from multiple modalities,
including

MRI,

positron-emission

tomography,

scalp

and

intracranial

EEG,

neuropsychological testing, seizure semiology, and clinical evaluations. In patients with
lesions identified on clinical MRI scans, surgical resection can result in seizure freedom
rates of up to 80% [9, 10]. In contrast, nonlesional patients with normal MRI scans may
not be suitable candidates for surgery due to difficulties in localizing seizure-generating

5
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regions. In nonlesional patients who do undergo surgery, post-surgical outcomes are still
substantially worse than in patients with well-defined lesions on MRI [11, 12].
Intracranial EEG can be incredibly valuable for localizing seizures, particularly in
nonlesional patients. In this approach, implanted subdural and depth electrodes record brain
signals for up to several weeks, with the intent of capturing ictal events and identifying
seizure onset regions (Figure 2.1). While this process is the gold standard for recording
seizures with high spatial resolution, it is plagued with limitations. For example, seizures
are provoked during the recording period via medication reduction and sleep deprivation;
these provoked seizures may be fundamentally different than patients’ stereotypical
spontaneous seizures, and could misinform localization attempts. Additionally, prolonged
implantation and seizure provocation can lead to patient morbidity and complications such
as infection or hemorrhage [12]. Finally, poor spatial coverage, ambiguity in seizure onset
locations, and conflicting findings from other modalities can result in seizure onset patterns
that are poorly localized, leading to debate among clinicians about candidate resection
zones. The ultimate decision of whether to perform surgery, and what to remove, can be
largely subjective. Clearly, there is a need for reliable tools to map seizure networks more
accurately and objectively while minimizing invasiveness.

6
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(A)

(B)

Figure 2.1: Intracranial EEG (iEEG). (A) iEEG electrode placement following
craniotomy [13]. (B) Example seizure captured during in-hospital iEEG monitoring.

Recently, it has become evident that epilepsy is a disease of aberrant epileptic
networks as opposed to well-defined focal lesions [14, 15]. Therefore, in order to
accurately map seizure networks, it is important to identify brain network abnormalities in
epilepsy. One approach involves applying methods from graph theory to generate structural
and functional networks describing connectivity between pre-defined brain regions; this
“network neuroscience” approach has spawned an entire field of research devoted to
mapping network changes in various neurological and psychiatric diseases [16, 17].
Structural brain networks can be derived from correlation of MRI-derived morphometric
features such as cortical thickness or gray matter volume across subjects [18], or, more
directly, from diffusion MRI tractography [19]. Functional networks can be derived from
correlations between signal fluctuations recorded through modalities such as resting state
functional MRI (fMRI) [20] and intracranial EEG [21–24]. Studies have indicated that key
network patterns that manifest during seizures are recapitulated interictally [25, 26],
7
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suggesting that interictal iEEG and/or noninvasive neuroimaging could capture the
information needed to localize seizure networks. Yet, most of this work is still far from
clinical application, and there remain open questions which now have the potential to be
answered given recent advances in neuroimaging modalities and increasing dataset sizes.
This thesis employs novel quantitative methodologies on multimodal highresolution data to map seizure networks. This work has important implications for our
understanding of the structural and functional network topology of epileptic human brains.
The long-term goal is to translate this work to clinical practice, allowing for minimally
invasive, automated, and optimized seizure localization in drug-resistant epilepsy patients.

8

Chapter 3: Using high-resolution MRI to map the medial
temporal subregional network
In Chapters 3 and 4, I focus on medial temporal lobe epilepsy (TLE), the most
common form of localization-related epilepsy [3, 4]. Specifically, I use high-resolution
structural and functional MRI to map the subregional network of the medial temporal
lobe (MTL), a brain substructure implicated in TLE. In this chapter, I map the MTL
connectome in a normative population of healthy adults. These findings can be applied to
future studies examining disease-related changes in MTL networks.
Reference: Shah P, Bassett DS, Wisse LEM, Detre JA, Stein JM, Yushkevich PA,
Shinohara RT, Pluta JB, Valenciano E, Daffner M, Wolk DA, Elliott MA, Litt B, Davis
KA, Das SR. Mapping the structural and functional network architecture of the medial
temporal lobe using 7T MRI. Human Brain Mapping 39.2 (2018): 851-865.

9
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3.1 Abstract
Medial temporal lobe (MTL) subregions play integral roles in memory function
and are differentially affected in various neurological and psychiatric disorders. The
ability to structurally and functionally characterize these subregions may be important in
understanding MTL physiology and diagnosing diseases involving the MTL. In this
study, we characterized network architecture of the MTL in healthy subjects (n=31) using
both resting state functional MRI and MTL-focused T2-weighted structural MRI at 7
tesla. Ten MTL subregions per hemisphere, including hippocampal subfields and cortical
regions of the parahippocampal gyrus, were segmented for each subject using a multiatlas algorithm. Both structural covariance matrices from correlations of subregion
volumes across subjects, and functional connectivity matrices from correlations between
subregion BOLD time series were generated. We found a moderate structural and strong
functional inter-hemispheric symmetry. Several bilateral hippocampal subregions (CA1,
dentate gyrus, and subiculum) emerged as functional network hubs. We also observed
that the structural and functional networks naturally separated into two modules closely
corresponding to (1) bilateral hippocampal formations, and (2) bilateral extrahippocampal structures. Finally, we found a significant correlation in structural and
functional connectivity (r=0.25). Our findings represent a comprehensive analysis of
network topology of the MTL at the subregion level. We share our data, methods, and
findings as a reference for imaging methods and disease-based research.

10
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3.2 Introduction
The medial temporal lobe (MTL) comprises hippocampal subfields and
surrounding parahippocampal, perirhinal, and entorhinal cortices. In healthy humans, it
serves as the anatomical locus for declarative memory [27] and is a key component of the
default mode network [28]. The MTL is also affected in a number of neurological and
psychiatric disorders, including Alzheimer’s disease, temporal lobe epilepsy,
schizophrenia, and depression [29–33].
Prior studies in humans and animal models suggest functional specialization of
the various MTL subregions in memory processes, with left and right hemispheres
mediating verbal and nonverbal memory, respectively [34–37]. For example, the dentate
gyrus plays a role in pattern separation [38], CA3 in pattern completion [Neunuebel and
Knierim, 2014], CA1 in place memory and autobiographical memory retrieval [39,40],
and entorhinal cortex in hippocampal-neocortical communication [41]. Evidence from a
range of modalities indicates that there are spatially non-uniform structural and functional
changes in the MTL in neurological diseases. While many of these studies derive from
neuroanatomical and neurophysiological data, more recent work uses noninvasive in vivo
neuroimaging. For example, MRI and PET studies in Alzheimer’s disease show
hypometabolism of the entorhinal cortex [31,42,43], volumetric atrophy of entorhinal
cortex, subiculum, CA1, and the CA1-2 transition zones [29], and atrophy localized to
CA1 in early disease [44]. The cortical thickness of Brodmann area 35 (a component of
the perirhinal cortex) also discriminates between preclinical Alzheimer’s disease and
11
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normal aging [45]. Semantic dementia patients exhibit hippocampal subfield atrophy,
most prominently in the left hemisphere [La Joie et al., 2013]. Patients with unilateral
mesial temporal sclerosis and temporal lobe epilepsy demonstrate hippocampal subfield
atrophy [30] and decreased functional activation in several hippocampal subfields during
memory encoding, ipsilateral to seizure focus [46]. MTL subregions are also implicated
in psychiatric disorders where findings include volume loss in CA3/dentate gyrus
subfields in post-traumatic stress disorder [47], hippocampal atrophy and shape
deformations localized to the subiculum in depression [33,48,49], and selective CA1
hypermetabolism in schizophrenia [32].
Neuroanatomical studies elucidate intra-MTL circuitry as a complex network of
structural connections promoting information transfer [41]. A growing body of research
from the field of network neuroscience highlights the importance of characterizing brain
connectivity, though predominantly at the scale of a whole brain connectome. This
network neuroscience approach involves applying methods from graph theory to describe
functional and/or structural connectivity between pre-defined brain regions [16,17,50].
Application of this approach reveals that whole-brain network architecture is modulated
during cognitive effort [51–54], and disrupted in various neurological and psychiatric
diseases impacting cognition [55–59]. In addition to whole-brain networks, several
studies suggest that network features within particular subregions of the brain can serve
as useful biomarkers for neurological function and dysfunction [60–62], and may also
reflect changes in larger-scale brain patterns of functioning and behavior [63,64]. This
12
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prior work lends evidence to the notion that characterizing the intra-MTL network via
non-invasive neuroimaging can lead to a better understanding of MTL physiology and
provide a baseline for studies of neurological diseases involving the MTL.
Functional networks in neuroimaging data are typically derived from resting state
blood oxygenation level dependent (BOLD) functional MRI (fMRI) time series that show
spontaneous, low-frequency signal fluctuations [65]. Structural brain networks can be
derived from across-subject covariance of MRI-derived morphometric features such as
cortical thickness or grey matter volume [18,66]. These networks display some
correspondence with known anatomical networks, perhaps because brain regions that
strongly covary in size across subjects may experience common trophic influences [67–
70]. Whole-brain functional and structural networks are correlated but also provide
complementary information; for example, functional connectivity has been observed
between regions with minimal structural connectivity, suggesting that functional
connectivity can be mediated by indirect structural connections [19,71–74].
The primary goal of this study was to exploit recent developments in highresolution MRI and automated segmentation algorithms to investigate the network
architecture of the MTL. Specifically, we carried out a multi-atlas segmentation
approach to identify MTL subregions in healthy adults, using sub-millimeter 7 tesla (7T)
T2-weighted MRI data tailored for MTL subregion visualization, and used graph
theoretic methods to characterize both structural and functional MTL subregion
networks. We sought to address several key questions. Firstly, to what extent are the
13
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structure and function of the MTL symmetric across hemispheres? Elucidating MTL
symmetry in a normative population would be particularly useful to establish a baseline
for future studies, given the existence of hemispheric lateralization of memory function
and the possibility of unilateral MTL deficits in neurological diseases, most apparently
temporal lobe epilepsy and semantic dementia. Secondly, which MTL subregions serve
as network hubs that might facilitate information transfer within network? Thirdly, what
is the modular organization of the MTL subregion network? And finally, what is the
interplay between structure and function within the network? Our findings represent a
comprehensive in vivo analysis of intra-MTL network topology in healthy subjects at the
subregion level, and can serve as the basis for better understanding its physiological
function in both health and disease.

3.3 Methods
3.3.1 Subjects
We recruited 31 healthy adult subjects (mean age = 30.9, standard deviation 10.2, 16
female) with no history of neurological or psychiatric disorders. All studies were
conducted under an approved Institutional Review Board protocol of the University of
Pennsylvania. We additionally recruited 4 adults with temporal lobe epilepsy and 3
adults with mild cognitive impairment for our atlas set of manually segmented structural
MRI images to be used for the automated segmentation protocol (see section 3.3.3 for
details). The rationale for including subjects with neurological disease is to enhance
14
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usability of our atlas in future studies, with the hypothesis that such a representative atlas
will allow for more accurate automated segmentations in both healthy and diseased
brains.

3.3.2 Image Acquisition
Whole-brain images were acquired using a 7.0-T whole-body MRI scanner (Siemens
Medical Systems) with a 32-channel phased-array head coil (Nova Medical Inc.). For all
31 healthy subjects and additional atlas subjects, we obtained 0.4x0.4x1.0 mm3 MTLtailored 7T T2-weighted structural turbo spin-echo MRI (0.4 × 0.4 mm in plane
resolution, 1 mm slice thickness, 224 coronal slices, TR = 3000 ms, TE = 388 ms, 6.16
ms echo spacing) with oblique coronal slices oriented perpendicular to the long axis of
the hippocampus and 0.8x0.8x0.8 mm3 T1-weighted MPRAGE (176 axial slices, TR =
2800 ms, TE = 4.4 ms, TI = 1500 ms, flip angle =7°). We also obtained 2 mm3 isotropic
resting state fMRI in a subset of 24 healthy adult subjects (mean age = 31.7, standard
deviation 11.2, 14 female), using a gradient-echo echoplanar (EPI) sequence (64 axial
slices with 2mm thickness prescribed in the superior-inferior direction starting from the
apex of the brain; matrix size = 96x96; FOV = 192mm; TR = 1 s; TE = 23.6 ms;
multiband factor = 4; 420 volumes; 7 minutes) and a B0 field-map sequence (TR= 1 s,
TE1=3.24 ms, TE2=5.37 ms). This fMRI acquisition led to coverage of the entire
cerebrum in all subjects.
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3.3.3 MTL Segmentation
To generate MTL segmentations for our dataset, we used the multi-atlas automated
segmentation pipeline “Automated Segmentation of Hippocampal Subfields (ASHS)
algorithm” [75], which employs joint label fusion [76] and corrective learning [77] to
automatically segment a target image based on a set of manually labeled atlas images. To
allow for automated segmentation of our data, we first acquired our own atlas set of 19
subjects: 12 healthy adults (a subset of our 31 healthy adult dataset), 4 temporal lobe
epilepsy patients, and 3 subjects with mild cognitive impairment. Structural MRI was
acquired in these subjects using the protocol described in section 3.3.2.
Manual segmentation of the MTL in these 19 subjects was carried out in ITK-SNAP
[78] by a trained segmentation expert, using a protocol adapted from the ASHS 3T MRI
study [75]. The protocol defines MTL subregion boundaries based on a combination of
image intensity features and geometric rules using the oblique coronal slices of the T2weighted images. As illustrated in Figure 3.1, we segmented 10 subregions per
hemisphere as follows: hippocampal subfields (CA1, CA2, CA3, DG, subiculum, tail)
and cortical regions of the parahippocampal gyrus (entorhinal cortex, parahippocampal
cortex, and perirhinal cortex divided into BA35 and BA36). The hilus (also sometimes
called CA4 or included in CA3) was incorporated in the DG label, and the tail region was
composed of the posterior-most aspects of the hippocampus in which individual subfields
cannot be discriminated.
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Figure 3.1: Example MTL manual segmentation: (A) superior and (B) anterior 3D views,
(C) coronal T2 slice with (D) overlying segmentation. DG = dentate gyrus, SUB =
subiculum, ERC = entorhinal cortex, BA35+BA36 = Brodmann areas 35 & 36
(perirhinal cortex), PHC = parahippocampal cortex.

To evaluate the efficacy of the atlas, we used a leave-one-out approach to generate
automated segmentations for each subject in the atlas. We then assessed for the degree of
overlap between the automated and manual segmentations for each subject by computing
the Dice Similarity Coefficient (DSC). DSC ranges from 0 to 1 and is computed as
follows:
𝐷𝑆𝐶 𝐴, 𝐵 =

( |+∩-|
+ .|-|

,

(Eq.3.1)

where A and B are, in our case, binary image segmentations. We computed mean DSCs
between automated and manual segmentations in our atlas for each individual subregion.
The computed DSCs were good across all subregions (range 0.61-0.83) (Table 3.1).
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Table 3.1: Atlas validation: Dice Similarity coefficients (mean +/- SD) characterizing
overlap between automated and manual segmentation for each subregion in the MTL
atlas.
While all subregions had a mean DSC>0.6, smaller subregions had lower overlap
scores, likely because small, voxel-level shifts between automated and manual
segmentations can substantially penalize the DSC in smaller, thinner subregions [79,80].
Perirhinal cortical regions BA35 and BA36 also had slightly lower DSC values, likely
due to some ambiguity in the maximal coronal extents of these regions. Our overlaps
were comparable to those seen in the prior 3T ASHS MTL atlas (subregion-level DSCs
between 0.50 - 0.819) [75] and higher in smaller subregions, perhaps as a result of the
higher resolution images. The hippocampal subfield overlaps were also comparable with
another recently published hippocampal atlas (DSCs between 0.54 – 0.85) which also
used the ASHS protocol on 7T MRI but did not include all regions of the
parahippocampal gyrus [80]. For a visual representation of the efficacy of the automated
18
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approach, Figure 3.2 illustrates the comparison between the manual and automated
segmentation for a representative subject.

Figure 3.2: Coronal slices of left MTL in a representative subject with (A) manual
segmentation and (B) corresponding automated segmentation.
The study atlas was used to generate automated MTL segmentations of the 31 T2weighted images in our healthy adult dataset. We qualitatively assessed all resulting
automated segmentations via visual inspection (by authors P.S., L.W.). The resulting
segmented MTL subregions were used as regions of interest for all subsequent analysis,
though for the 12 healthy adult subjects which were also in the atlas set, we used the
manual rather than automated segmentations to maximize segmentation accuracy.

3.3.4. MTL Volumetry
We first computed MTL subregion volumes to compare findings to prior studies and
to relate our network findings to underlying volumetry. We calculated volumes and
volumetric asymmetry indices (Right – Left / Right + Left) for each of the 10 subregions,
as well as for the entire hippocampus and entire MTL.
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3.3.5 Functional and Structural Network Generation
We carried out several processing steps on the raw fMRI time series data. First,
B0 maps were used to correct EPI distortion. Next, six-parameter rigid body motion
correction was implemented to account for head motion-related artifacts [81]. All
included subjects experienced minimal head motion (< 1mm translation and < 0.5o
rotation in any direction) at all times during acquisition. Following motion correction, the
fMRI data were co-registered to the high-resolution structural MRI space (using rigidbody transformation and a mutual information cost function), as there is evidence that
analyzing functional MRI data in higher resolution anatomical space improves spatial
precision and reproducibility of measurements [82]. To reduce low-frequency drift and
high-frequency noise [65,83], the fMRI data were temporally band-pass filtered in the
range of 0.008 - 0.08 Hz. Physiological noise was eliminated via linear regression to
factor out the global signal and mean signals from white matter and cerebrospinal fluid
regions [83]. The Atropos method [84] was used for three-tissue segmentation. We also
regressed out the six parameters of head motion (obtained from motion correction) and
their six temporal derivatives to minimize motion-induced signal variation [85,86]. To
minimize mixing of BOLD signal between neighboring subregions, we did not apply any
spatial smoothing, as is common in high-resolution fMRI studies [46,87]. Linear Pearson
correlations between the average residual time-series signals for each MTL subregion
were used to generate functional connectivity matrices for each subject [88]. The
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matrices were Fisher r-z transformed for variance stabilization [89] and then averaged
across subjects to generate a group-level functional connectivity matrix.
We carried out several extra processing steps on the volumetric data. First,
consistent with the procedures in Yushkevich et al. (2015), we normalized the volumes of
the extrahippocampal cortical regions (ERC, BA35&36, and PHC) by their the anteriorposterior extents as follows:
normalized volume =

[<=>?@A]
ACDAED FE G>FHAG × G>FHA DJFHKEAGG

.

(Eq. 3.2)

Since the anterior-posterior slice boundaries of these regions were defined relative to the
hippocampal head, this normalization step ensures that the volumes are not confounded
by hippocampal head length. Additionally, we adjusted each subregion volume by total
intracranial volume via linear regression, motivated by a prior study demonstrating that
normalizing regional volumes by intracranial volume is necessary to accurately
characterize the extent of disease-driven regional atrophy [90], and consistent with other
studies [30,75]. We generated a group-level structural covariance matrix using the
Pearson correlations between these normalized MTL subregion volumes across subjects,
as Pearson correlation between regional grey matter volumes has been found to be a
useful measure of structural connectivity in prior studies [91,92]. Similar to the functional
networks, the matrix was then Fisher r-z transformed.
Matrices were kept fully weighted, as there is evidence that connection strength
carries important information about network architecture [93] and that weak connections
show potential as disease biomarkers [55]. In both the functional and structural networks,
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the matrices represent graphs in which subregions serve as nodes and the strength of
correlation between pairs of subregions serve as edge weights. The procedure for
generating both functional and structural networks from the MTL subregions is
summarized in Figure 3.3.

Figure 3.3: Network analysis approach: (A) MTL subregions were segmented. (B)
Elements of the structural covariance matrix were equivalent to Pearson correlations
between normalized MTL subregion grey matter volume pairs across subjects (each data
point in the displayed plot represents one subject). (C) Elements of the subject-specific
functional connectivity matrices were equivalent to Pearson correlations of residual time
series between MTL subregion pairs (these matrices were then averaged across subjects).
(D) Matrices were further processed via Fisher r-z transformation and analyzed using
various graph-theoretic measures.
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3.3.6 Functional and Structural Network Analysis
3.3.6.1 Network Symmetry and Hubness
As described in section 3.3.5, we characterized the MTL networks as graphs,
which contain nodes and edges. Such graphs can contain heterogeneous structure that is
important for the system’s function. While a number of graph statistics have been defined
to understand this heterogeneous structure, many of them are correlated with one another,
especially in brain networks [94,95]. It is useful to choose a set of graph statistics that
describe important dimensions of variation in brain networks but are not necessarily
redundant. Historically, measures that have proven particularly useful in characterizing
brain graphs include the connectivity strength, clustering coefficient, and efficiency [17],
largely due to their sensitivity to the markers of small-world architecture [93]. We
therefore computed local connectivity strength, clustering coefficient, and efficiency for
both group-level structural covariance and functional networks. Since the most widelyapplied definitions for these metrics require non-negative edge weights [96], and since
the meaning of negative correlations is debatable and not well understood [97–99], we set
negative edge weights to zero. The percentage of connections surviving this threshold
was 85.3% of edges in the group structural network and 96.8% in the group functional
network. We define the network metrics below.
Connectivity Strength: The local connectivity strength k(i) at node i for a
weighted network with a set of nodes, N, is the sum of the weights of all connections to
node i as follows:
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𝑘M =

N
O

Q ∈ O 𝑤MQ

,

(Eq. 3.3)

where wij is the edge weight between nodes i and j.
Clustering Coefficient: The local clustering coefficient c(i) at node i can be
conceptualized as the likelihood that the neighbors of i are interconnected. One way in
which to quantify this concept for weighted networks is:
𝑐M =

(
TU (TWN)

Q,Y ∈ O

𝑤MQ 𝑤MY 𝑤QY

N

Z

,

(Eq. 3.4)

where the weights are scaled by the largest weight in the network, i.e. 𝑤MQ =
𝑤M /𝑚𝑎𝑥 (𝑤MQ ) [100].

Efficiency: The local efficiency e(i) is often thought of as a measure of the
capacity of node i for information transfer throughout the network [101,102] (although
for caveats in this interpretation, see also Rubinov and Bassett, 2011). It can be defined as
follows [104]:
𝑒M =

N
OWN

N
M bQ ∈ O `

Ua

,

(Eq. 3.5)

where Lij is the shortest weighted path length between nodes i and j, where the length of
each edge is the reciprocal of the edge weight, 1/wij.
To characterize the network symmetry, we computed the Pearson correlation
coefficient between the network metrics for left and right hemispheres, as well as the
asymmetry indices (Right – Left / Right + Left) for each subregion for each of the three
network metrics. To summarize the degree of asymmetry in the network, we also defined
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a network asymmetry index 𝜈 as the mean of the absolute value of the asymmetry indices
across all subregions and across all three network metrics as follows:
𝜈 =

1
3∗𝑁

𝑁/2 𝑘𝑖+𝑁/2 − 𝑘𝑖
𝑖=1 𝑘
𝑖+𝑁/2 + 𝑘𝑖

+

𝑐𝑖+𝑁/2 − 𝑐𝑖
𝑐𝑖+𝑁/2 + 𝑐𝑖

+

𝑒𝑖+𝑁/2 − 𝑒𝑖
𝑒𝑖+𝑁/2 + 𝑒𝑖

,

(Eq. 3.6)

where the first N/2 nodes correspond to the left MTL subregions and the last N/2 nodes
correspond to the analogous right MTL subregions. Like a standard asymmetry index, 𝜈
can range from 0 to 1.
We also used the local network metrics to identify network hubs that might serve
as key facilitators of information transfer. Although there is no one agreed upon
definition of a network hub [105], it has been suggested that aggregating rankings across
multiple network metrics is a robust approach to defining a hub [106]. We wanted to
identify subregions with relatively high strength, clustering, and efficiency. Since the
distributions of metric values were non-Gaussian, we defined a network hub to be any
subregion that had a local network metric value at least 25% higher than the median
value across subregions, for all three computed metrics (strength, clustering, and
efficiency).

3.3.6.2 Modular Organization Assessed by Community Detection
While the previous analysis focused on node-level network analysis, additional
characterization of global network topology was needed to highlight the relationships
between the MTL subregions. Therefore, we characterized modular organization, which
is a network property that has previously been shown in whole-brain studies to vary
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across development and in neurological diseases [107–109]. Modules represent
"communities" within networks [110,111]: subsets of nodes that are more strongly
connected among themselves than they are to nodes in other modules. To quantify the
degree to which a network can be partitioned into modules, one can define a modularity
quality function as follows (Newman, 2004):
𝑄m =

M bQ ∈ O (𝐴MQ

− 𝛾𝑃MQ )𝛿(𝑔M , 𝑔Q ),

(Eq.3.7)

where 𝐴MQ is the weighted adjacency matrix, 𝛿(𝑔M , 𝑔Q ) = 1 if nodes i and j are in the same
module and 0 otherwise, and 𝛾 is a resolution parameter (chosen to be 1 as is standard).
The element 𝑃MQ is the expected weight of the edge connecting node i to node j under the
Newman-Girvan null model defined by:
𝑃MQ =

TU Ta
(r

,

(Eq. 3.8)

where m is the total weight of the edges in the matrix. The Louvain algorithm was used to
partition the MTL into modules, as this method is computationally efficient and leads to
higher modularity values compared with other approaches [114].

3.3.6.3 Structure-Function Correlation
Given prior work suggesting topological isomorphism between whole-brain
structural covariance networks and resting-state fMRI networks [66,115], we wanted to
determine to what degree this finding is upheld in intra-MTL networks. This information
could clarify the degree to which structural and functional connectivity provide
complementary vs. equivalent information. The normal structure-function correlation
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may also serve as an informative baseline for future studies, as prior whole-brain studies
have revealed changes in structure-function relationship during neurological disease
[115] and in various cognitive states [116,117]. To directly quantify the relationship
between structure and function in the MTL network, we computed the Pearson
correlation coefficient between the edges in the group level structural covariance matrix
and the group-level functional connectivity matrix. To minimize loss of information, we
included anti-correlations (edge weights less than zero) in this analysis. Furthermore, we
repeated the analysis using only the 24 subjects who had both structural and functional
scans (n=24) to ensure robustness of findings over a common group of subjects.

3.3.7 Statistical Analysis
3.3.7.1 MTL Volumetry
Regions with significant volumetric asymmetry were determined using a onesample, two-tailed t-test, Bonferroni-corrected for multiple comparisons over the 12
regions (10 MTL subregions + entire hippocampus + entire MTL).

3.3.7.2 Network Analysis
To assess the variability of our findings for both functional and structural
networks, we carried out a bootstrapping procedure by randomly sampling subjects with
replacement. We generated 1000 bootstrapped samples such that each sample had the
same number of subjects as the original dataset (n=31 for structural networks, n=24 for
functional networks). For each of 1000 bootstrapped samples, we generated a functional
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and structural network as described in section 3.3.5, leading to a set of 1000 functional
and 1000 structural bootstrapped matrices. Variability in local network metrics and the
network asymmetry measurements was assessed by repeating these computations across
the bootstrapped networks. We determined the significance of network symmetry by
comparing the computed 𝜈 -values to a null distribution of 𝜈 -values generated by
randomly permuting the network nodes (1000 permutations).
For modularity, we determined the significance of the partitions by comparing the
modularity of the partitioned networks with that of random networks generated via
random permutation of the network edges (10,000 permutations) [112]. To verify the
replicability of the discovered modules, we also assessed modular organization using
alternative approaches. First, for both functional and structural networks, we carried out
modularity analysis for each of the 1000 bootstrapped matrices. Specifically, we
computed the partitions for each of the 1000 bootstrapped matrices and identified a
consensus partition [112]. The consensus partition is defined as the partition that is most
similar to the rest [118], where similarity is defined as the z-score of the Rand similarity
coefficient [119]. Second, for the functional networks, we computed the partitions for
each of the subject-specific functional matrices (prior to averaging across subjects) and
identified a consensus partition.
Finally, we computed the significance of the structure-function Pearson
correlation by comparing the true correlation to a null distribution of correlations
generated via random permutation of the network edges (10,000 permutations).
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We considered the possibility that subregion size and temporal signal-to-noise
ratio (tSNR) could be confounding factors for our functional network findings. Therefore,
we assessed the correlation between mean subregion size and mean subregion tSNR with
functional node-level metrics to assess the effect of these variables. Significance in these
correlations was determined by permuting the nodes of the network (i.e. subregions) to
generate a null distribution of correlations (1000 iterations).

3.3.8 Reproducibility Analysis
We carried out additional analyses to evaluate robustness of our findings to
modifications in our analysis pipeline. Firstly, we replicated our functional network
analyses omitting global signal regression, as this pre-processing step has been a topic of
much debate [99]. Secondly, we replicated our entire analysis after replacing any manual
segmentations with their corresponding automated segmentations. Thirdly, since
investigations of brain connectivity often utilize binary graphs as input, we carried out
analogous analyses on binary networks derived using a range of thresholds (see
Supplementary Information for a detailed description), to enhance interpretability and
applicability to future studies. Finally, since the CA2 and CA3 regions are quite small
and may have unreliable signal on their own, we repeated analyses after combining them
with CA1 to generate a “CA” region, as well as removing them altogether.
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3.3.9 Software
Image processing and network analyses used a combination of SPM [120], FSL
[121], ANTS [122], the Brain Connectivity Toolbox [96] and custom python scripts.

3.4. Results
3.4.1 MTL Volumetric Analysis
Following atlas validation, we computed MTL subregion volumes (Table 3.2) and
asymmetry indices (Figure 3.4) across our healthy adult dataset. While normative MTL
subregion volumes are unknown due to variation in subregion definitions and protocols,
our volumes fall within the range of values from various prior neuroimaging and
histological studies (Supplementary Table 3.1). Our total hippocampal volumes are
consistent with those of previous studies, including a meta-analysis which incorporated
data from 3,564 subjects [123].

Table 3.2: Mean and standard deviations of computed volumes for each MTL subregion,
entire hippocampus (CA1-3, DG, Tail, Sub) and entire MTL over the healthy adult
dataset.
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As expected, most subregions exhibited hemispheric volumetric symmetry;
interestingly, we found significant asymmetries (p < 0.001) in the dentate gyrus (R > L),
CA3 (L > R), and hippocampus (R > L), using a one-sample, two-tailed t-test,
Bonferroni-corrected for multiple comparisons over the 12 regions.

Figure 3.4: Mean and standard deviations of volumetric asymmetry indices [(Right –
Left)/Right + Left)] for each MTL subregion, entire hippocampus (CA1-3, DG, Tail, Sub)
and entire MTL over the healthy adult dataset, *p < 0.001(one-sample, two-tailed t-test,
Bonferroni corrected for multiple comparisons over 12 regions).
3.4.2 MTL Network Findings
By relating the three subregion-level functional network metrics (connectivity
strength, clustering coefficient, and efficiency) between left and right hemispheres, we
found that there is a strong degree of functional MTL symmetry, greater than what would
be expected by chance (r = 0.97; 𝜈 = 0.026, p < 0.0001) (Figure 3.5a). There is also a
moderate degree of structural symmetry, greater than what would be expected by chance
(r = 0.45-0.67; 𝜈 = 0.08, p = 0.002), though certain subregions – most notably the dentate
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gyrus – exhibit strong structural network asymmetry (Figure 3.5b). Mean and standard
deviations of individual subregion-level network metric values and asymmetries, based
on the bootstrapped matrices, are presented in Supplementary Figure 3.1. As shown in
Figure 3.5a, the bilateral CA1, subiculum, and DG subregions exhibit substantially
higher functional connectivity as measured by all 3 metrics, and serve as clear functional
network hubs. Using our definition of hubness, no subregions emerge as structural hubs.

Figure 3.5: Functional (A) and structural (B) local strength, clustering coefficient (clust.),
and efficiency (eff.) plotted for each MTL subregion between left (L) and right (R)
hemispheres, along with correlation line (grey) and Pearson correlation values. Dotted
red y=x line shown for comparison. Functional hubs (bilateral CA1, DG, and subiculum)
are highlighted by dotted red circle. Overall network asymmetry (𝜈) metric is also
displayed for functional (A) and structural (B) networks in relation to to null
distributions (with associated median and 95% confidence intervals), which demonstrates
significantly lower network asymmetry compared with the null distribution (functional
permutation p < 0.001, structural permutation p = 0.002).
After analysis of subregion-level network properties, our next analysis focused on
the relationship between subregions via modularity detection. We found that both
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functional and structural networks organize into two modules, determined to be
significant via permutation testing (structural p = 0.0006, functional p = 0.0241) (Figure
3.6). The functional networks subdivide into one module consisting of bilateral
hippocampi and a second module consisting of bilateral parahippocampal regions. The
structural networks subdivide into one module consisting of bilateral CA1, DG,
subiculum, and tail, and a second module consisting of all remaining regions. Modularity
detection and consensus partitioning on the bootstrapped networks yielded the identical
functional and structural modules, as did modularity detection and consensus partitioning
on the subject-specific functional networks. These results highlight the reproducibility of
our findings across a range of approaches for characterizing network modularity.
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Figure 3.6: Detection of (A) functional and (B) structural modules within MTL
connectivity matrices, along with visualization of modules mapped onto MTL
segmentation. We find that both networks subdivide into two significant modules
(structural p=0.0241, functional p=0.0006, permutation-based testing), one consisting
primarily of hippocampal subfields (red) and the second including all extrahippocampal
subregions (blue).
Finally, we determined the relationship between function and structure by
correlating the edge weights of the structural and mean functional matrices. We found a
subtle but significant correlation (r=0.25, p <0.0005 via permutation testing) between the
structural and functional networks (Figure 3.7). Re-computing the structure-function
correlation with only the 24 subjects who had both structural and functional scans (n=24)
yielded nearly identical results (r=0.26, p<0.0005).
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Figure 3.7: Relationship between functional and structural connectivity networks,
measured by Pearson correlation of corresponding edge weights in group-level functional
and structural networks (Pearson r = 0.25, p < 0.0005, permutation-based testing).
Distribution of edge weights are also portrayed.

Overall findings of network symmetry, hubness, modular organization, and
structure-function correlation were consistent after replicating analysis with various
modifications (omitting global signal regression, utilizing all manual segmentations,
carrying out binary network analysis, and removing CA2/3 effects), with only minimal
changes in results (Supplementary Figures 3.2-3.8). We found no significant correlation
between mean subregion size and mean connectivity strength (r = 0.18, p = 0.60),
clustering coefficient (r = 0.17, p = 0.62), or local efficiency (r = 0.130, p = 0.702).
Similarly, we found no significant correlation between mean subregion tSNR and mean
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connectivity strength (r = 0.19, p = 0.59), clustering coefficient (r = 0.20, p = 0.57), or
local efficiency (r = 0.20, p = 0.59).

3.5. Discussion
The main goal of this study was to characterize the network architecture of the
MTL in healthy adults using high-resolution structural and functional MRI. Using local
network metrics, we demonstrated functional and structural inter-hemispheric symmetry,
and identified functional and structural network hubs. We also found significant
community structure in our networks which revealed inter-hemispheric connectivity and
a delineation between hippocampal and extra-hippocampal structures. Finally, we
observed a significant correlation in structural and functional network connectivity. Even
with a moderate sample size, our findings are robust to variations in processing and
analysis steps. Our findings provide an approach to characterizing MTL network
structure and function that can be applied to future studies examining disease-related
changes in MTL networks.

3.5.1 MTL volumetric and network findings
We found that while functional connectivity was largely symmetric across
hemispheres, there was considerably less symmetry in volume and structural
connectivity. Structural asymmetry was driven by dentate gyrus and, less substantially,
CA3. The volumetric asymmetry in dentate gyrus and CA3 also manifested as asymmetry
in structural connectivity, which is likely at least partially due to the fact that volumetric
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information was used for structural network construction. Several prior studies have
revealed that right hippocampi are subtly larger than left in healthy adults [123–125],
though subregion-level asymmetry has not been previously evaluated. Our findings
suggest that this asymmetry is primarily localized to the dentate gyrus, though further
studies should be carried out on larger datasets to support this finding. Though the
underlying mechanism for hippocampal asymmetry is unknown, it may relate to the
functional specialization of the hemispheres, as the left and right MTL are associated
with verbal and nonverbal memory, respectively [126,127]. While the functional
connectivity networks revealed a strong level of functional symmetry during the restingstate, our methodology can be applied to memory task-based data to assess the degree of
hemispheric asymmetry based on known functional lateralization.
Our analysis revealed that CA1, DG, and subiculum serve as functional network
hubs, suggesting that these subregions facilitate functional integration within the MTL
network. Indeed, CA1, DG, and subiculum are implicated in a number of hippocampal
pathways, including the mossy fiber pathway (DG à CA3), perforant path (entorhinal
cortex à subiculum, DG, CA) and Schaffer collaterals (CA3 à CA1) [31,41,128]. The
subiculum also forms a key transition zone between CA1 and the entorhinal cortex [129].
Therefore, our finding of high functional connectivity in these regions is in accordance
with existing knowledge of MTL physiology.
Community detection analyses revealed that the functional MTL network
subdivides into two modules – one consisting of bilateral hippocampal subfields and the
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other consisting of bilateral parahippocampal regions. Since modules exhibit high intramodular statistical dependence and high inter-modular statistical independence [130], the
modular organization suggests a functional segregation of neuronal processing within the
MTL. Our finding is supported by a prior fMRI study which found a functional
distinction between the hippocampus and adjacent MTL cortices [131]. The structural
MTL covariance network subdivided similarly, although surprisingly, bilateral CA2/CA3
fell in the structural module consisting of otherwise parahippocampal structures. Given
the relatively high variance and low DSCs of these smallest subregions, this analysis
should be confirmed in future studies with larger and/or higher-resolution datasets.
Interestingly, we found that the bilateral CA1, DG, and subiculum, which formed a
structural module, also were the functional network hubs. This highlights the
complementary, yet indirect, relationship between structure and function within the MTL.
Our demonstration of a significant structure-function correlation further suggests
that while MTL structure and function are clearly linked, there is also considerable
variance between these MTL attributes that warrants further exploration. Our dual
structural-functional approach is particularly relevant within the context of several recent
studies which reveal that the relationship between whole-brain structural and functional
connectivity is implicated in both normal cognition and in disease [58,72,115,117,132–
134]. Though a significant correlation in whole-brain structural and functional
connectivity is observed in these studies, differences in imaging techniques, parcellation
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schemes, and network methods prohibit direct quantitative comparisons in correlation
strength.
Previous research in network neuroscience [16] has focused on mapping structural
and functional “connectomes” in healthy adults by rigorously characterizing connectivity
between regions of the cerebral cortex based on multi-modal neuroimaging [105,135–
137]. Such work to establish valid normative data has spawned an entire field of research
mapping network changes across variables such as intelligence, gender, and age, as well
as in various neurological and psychiatric diseases [57,95,109,138,139]. In the present
study we extend this approach to map the MTL connectome, which should lead to new
insights into brain-behavior relationships, particularly given the integral role of the MTL
in cognition and the increasing availability of high resolution MRI datasets.

3.5.2 Methodological Considerations and Limitations
It is important to note that our measure of structural connectivity is not a measure
of direct white matter paths connecting various MTL subregions, but rather a proxy for
structural wirings based on covariance in grey matter volumes. While several studies
have found robust correlations between structural networks based on covariance of
morphometric features and structural networks based on anatomical connections, there is
no direct proof that correlations of gray matter volumes across subjects indicate axonal
connectivity [18,140]. Therefore, in our model, high structural connectivity between an
MTL subregion and its contralateral counterpart does not necessarily support the
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presence of a direct interhemispheric anatomical connection. In our case, such an
approach is necessary because diffusion tractrography, the primary alternative approach
to glean structural connectivity, does not have the resolution to isolate pathways within
the MTL. However, recent advances in ultra-high resolution diffusion-weighted imaging
[141,142] may allow researchers to employ our methods using diffusion tractography
data in future studies.
Another consideration relates to the fMRI data resolution. While most subregions
have a substantial average number of voxels in the fMRI space (e.g., CA1: 203, DG:170),
the smaller subregions have relatively few voxels (CA2: 7, CA3: 24). Since neighboring
voxels in fMRI data are known to be highly correlated, signal from neighboring
subregions – particularly the smallest subregions – may be collinear. Our processing
pipeline aimed to mitigate this effect by co-registering to the higher-resolution structural
MRI space, which has been shown to help maintain the effective resolution of the
measured functional activity [82] and is common in high-resolution studies of
hippocampal subfields [87,143,144]. We also omitted spatial smoothing to maintain
spatial specificity of the measured functional activity and minimize collinearity.
Moreover, we regressed out ventricular CSF and white matter to minimize partial volume
effects and ensure that the observed signals were not a result of neighboring non-grey
matter noise. Finally, we replicated our analysis after removal of CA2 and CA3, and after
merging CA2 and CA3 with CA1, to ensure that partial volume effects in these two
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regions were not driving our overall findings. Further studies should be carried out on
higher resolution fMRI data to confirm our findings related to the smallest subregions.
A related consideration is that functional connectivity networks were generated in
this study using a different number of voxels per subregion, since there is inherently a
large range of sizes across the 10 MTL subregions. This means that the measurements for
smaller subregions are inherently noisier than larger subregions. We decided to keep all
voxels rather than eroding the larger regions to more closely approximate the size of
smaller regions, in order to minimize effects of biasing results based on the chosen voxels
within each subregion. Also, while the small CA2 and CA3 hippocampal subfields had
low connectivity strength, so did the larger parahippocampal cortex (PHC) indicating that
the correlation strength is not merely a function of subregion size. It may also be possible
that central, rounded structures, such as dentate gyrus, may have more reliable signal-tonoise ratio than a more peripheral cortical ribbon-like structure such as PHC. However,
we are reassured that subregion size and tSNR are not significant confounds, as they are
not significantly correlated with the computed node-level metrics.
A limitation of our 7T atlas set is that we were unable to include intra-rater
reliability measurements for validation. However, since our atlas protocol was directly
derived from an existing extensively validated 3T protocol, and since MTL subregion
DSCs were comparable to those of prior protocols, we believe it is of high reliability.
While our atlas yielded high-quality automated segmentations, further studies should be
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carried out to optimize atlas composition - such as number and distribution of healthy vs.
diseased subjects - for maximal applicability to future investigations.
Several prior fMRI studies reveal differential connectivity patterns along the
gradient of the MTL’s anterior-posterior axis [145–147]. While our study focused on
network connectivity among MTL regions with clear anatomical delineations, further
exploration of the intra-MTL subregion connectivity along the anterior-posterior gradient
is warranted. Future higher-resolution studies may also allow for the subdivision of the
“tail” region into its component subfields to distinguish the detailed neuroanatomy in this
region.

3.5.3 Conclusion
We present a comprehensive in vivo neuroimaging study characterizing intraMTL network connectivity in healthy adults by applying graph-theoretical techniques to
high-resolution 7T MRI data. This study delineates a methodological approach and
provides normative data for a range of future work involving neurological and psychiatric
disorders involving the MTL, in which MTL network measures potentially provide
insights into disease pathogenesis or serve as biomarkers.
Our network analysis scripts, associated visualizations, and raw data are publicly
available at https://github.com/shahpreya/MTLnet.
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3.7 Supplementary Material
3.7.1 Binary Network Analysis
We chose to utilize weighted networks for our primary analysis, as there is evidence
that connection strength carries important information about network architecture [93]
and that weak connections show potential as disease biomarkers [55]. Though weighted
networks may provide richer information, a vast amount of prior and current literature
utilizes networks which are binarized using a fixed threshold and then analyzed using
various graph-theoretical metrics. With that in mind, we repeated our analysis using
binary graphs to facilitate interpretability and applicability of our findings to those of
other brain connectivity studies. All code for this analysis is also included in our publicly
available repository at https://github.com/shahpreya/MTLnet.
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We generated a series of binary networks by thresholding our group-level networks
across a range of densities, in 5% increments, in order to retain 1%–50% of all possible
edges in the network [104]. For each density, we computed network degree, clustering
coefficient, and local efficiency using the commonly accepted binary definitions of these
metrics [96]. We computed subregion-level asymmetry indices ([R-L)]/[R+L]) for these
metrics, as well as overall network asymmetry. Bootstrapping (sampling subjects with
replacement) was used to assess variability of these network metrics. We determined the
significance of network asymmetries by permuting the nodes (i.e subregions) of the
generated networks (1000 iterations) and generating a null distribution of network
asymmetries. Modular organization and modular significance was computed using the
same methods as those for the weighted networks. Finally, in order to evaluate the
relationship between structural and functional connectivity, we computed the Dice
Similarity Coefficient (DSC) to quantify the overlap between the structural and
functional adjacency matrices for each density value. The significance of these DSCs was
determined by generating a null distribution of DSCs by permuting the edges of the
network (1000 iterations).
We found that binary networks exhibited significantly strong symmetry (p<0.05)
across all density ranges for functional networks (Supplementary Figure 3.4), and for
densities less than 25% for the structural networks (Supplementary Figure 3.5).
Moreover, we determined that the modular organization at fixed density thresholds was
similar to that observed in the weighted networks, with a strong degree of
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interhemispheric connectivity and a segregation of hippocampal and extrahippocampal
structures. Finally, the level of overlap between structural and functional networks was
significant for most densities up to 30% (Supplementary Figure 3.6). While we believe
that binary networks are not as robust and representative of underlying physiology as
weighted networks, it is still reassuring that our broad conclusions hold up when carrying
out analysis on binary networks.

3.7.2 Supplementary Figures

Supplementary Table 3.1: Computed MTL volumes and correspondence with reference
volumes from prior histological and neuroimaging studies. *[80], 1. [148], 2. [149], 3.
[150], 4. [151], 5. [152]
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Supplementary Figure 3.1: Functional (A) and structural (B) local network metrics
(connectivity strength, clustering coefficient, and local efficiency) computed on
bootstrapped matrices for left and right hemispheres (mean +/- S.D.), as well as
corresponding asymmetry indices (mean +/- S.D.). For each plot, MTL subregions are
rank-ordered based on network metric value for left hemisphere, in order to emphasize
hubness of each subregion.
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Supplementary Figure 3.2: Functional network findings on images with no global signal
regression: (A) functional symmetry across node-level metrics, (B) modular organization,
and (C) structure-function correlation. We find significant functional symmetry (𝜈 =
0.029), significant modular organization identical to our original analysis, and significant
structure function correlation (r=0.20), revealing that our findings are robust to the choice
of global signal regression.
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Supplementary Figure 3.3: Structural and functional analyses replicated after replacing
manual segmentations with corresponding automated segmentations: (A) subregion
volumes, (B) subregional volumetric symmetry, (C) network symmetry, (D) modular
organization, and (E) structure-function correlation. Similar to our primary analysis, we
find significant volumetric asymmetry in DG, CA3, and hippocampus. Also, we find
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significant structure function correlation (r=0.36), revealing that our findings are robust
to the choice of segmentation approach.
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Supplementary Figure 3.4: Functional binary network findings: (A) Network
asymmetry across 1%-50% density range compared with null network asymmetry,
significant across entire density range (*p < 0.05). (B) subregion level asymmetry indices
for connectivity strength, clustering coefficient, and local efficiency. Envelopes represent
standard deviation. For two example densities of (C) 25% and (D) 45%, we report (i)
left-right correlation in connectivity strength and (ii) modular organization. We find a
strong degree of functional symmetry, as well as significant modular organization which
emphasizes strong interhemispheric connectivity and a hippocampal-parahippocampal
delineation.
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Supplementary Figure 3.5: Structural binary network findings: (A) Network asymmetry
across 1%-50% density range compared with null network asymmetry, significant across
densities less than 25% (*p < 0.05). (B) subregion level asymmetry indices for
connectivity strength, clustering coefficient, and local efficiency. Envelopes represent
standard deviation. For two example densities of (C) 25% and (D) 45%, we report (i) leftright correlation in connectivity strength and (ii) modular organization. We find a strong
degree of structural symmetry, as well as significant modular organization which
emphasizes strong interhemispheric connectivity and a hippocampal-parahippocampal
delineation.
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Supplementary Figure 3.6: Dice Similarity Coefficient (DSC) between functional and
structural networks, compared with the DSCs expected from a null distribution.
Envelopes represent standard deviations. DSC is significantly greater than chance (*p <
0.05) for most thresholds up to 30%.
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Supplementary Figure 3.7: Structural and functional analyses replicated after merging
CA2/3 subregions with CA1: (A) network symmetry, (B) modular organization, and (C)
structure-function correlation. We find significant functional symmetry (𝜈 = 0.025),
structural symmetry (𝜈 = 0.069), significant modular organization identical to our
original analysis, and significant structure function correlation (r=0.47), revealing that
our findings are robust to CA2/3 signal.
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Supplementary Figure 3.8: Structural and functional analyses replicated after removing
CA2/3 subregions: (A) network symmetry, (B) modular organization, and (C) structurefunction correlation. We find significant functional symmetry (𝜈 = 0.025), structural
symmetry (𝜈 = 0.071), significant modular organization identical to our original analysis,
and significant structure function correlation (r=0.46), revealing that our findings are
robust to CA2/3 signal.
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Chapter 4: Using MRI to uncover medial temporal
network asymmetry in temporal lobe epilepsy
Now that we have established an understanding of MTL network topology in
healthy adults, we can ask: how are these MTL networks disrupted in unilateral mesial
temporal lobe epilepsy (TLE)? In this chapter, I apply the knowledge and methods gained
in Chapter 3 to characterize MTL network abnormalities in TLE. I demonstrate how
MTL functional network-based properties can serve as biomarkers for TLE and
distinguish TLE subtypes. Given the asymmetric nature of this disease, I focus on
asymmetry-based analyses.

Reference: Shah P, Bassett DS, Wisse LEM, Detre JA, Stein JM, Yushkevich PA,
Shinohara RT, Elliott MA, Das SR, Davis KA. Structural and functional asymmetry of
medial temporal subregions in unilateral temporal lobe epilepsy: a 7T MRI study. Under
Review at Human Brain Mapping.
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4. 1 Abstract
Mesial temporal lobe epilepsy (TLE) is a common neurological disorder affecting
the hippocampus and surrounding medial temporal lobe (MTL). While prior studies have
analyzed whole-brain network distortions in TLE patients, the functional network
architecture of the MTL at the subregion level has not been examined. In this study, we
utilized high-resolution 7T T2-MRI and resting-state BOLD-fMRI to characterize
volumetric asymmetry and functional network asymmetry of MTL subregions in
unilateral medically-refractory TLE patients and healthy controls. We subdivided the
TLE group into mesial temporal sclerosis patients (TLE-MTS) and MRI-negative
nonlesional patients (TLE-NL). Using an automated multi-atlas segmentation pipeline,
we delineated ten MTL subregions per hemisphere for each subject. As expected, we
found significantly different patterns of volumetric asymmetry between the two groups,
with TLE-MTS exhibiting volumetric asymmetry corresponding to decreased volumes
ipsilaterally in all hippocampal subfields. We also found significantly different patterns
of functional network asymmetry in the CA1 subfield and whole hippocampus, with
TLE-NL patients exhibiting asymmetry corresponding to increased connectivity
ipsilaterally and TLE-MTS patients exhibiting asymmetry corresponding to decreased
connectivity ipsilaterally. Our findings provide initial evidence that functional
neuroimaging-based network properties within the MTL can distinguish between TLE
subtypes. High resolution MRI has potential to improve localization of underlying brain
network disruptions in TLE patients who are candidates for surgical resection.
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4.2 Introduction
Mesial temporal lobe epilepsy (TLE) is the most common type of localizationrelated epilepsy, affecting approximately one in 1000 people worldwide [4,153,154].
Approximately 30% of TLE patients do not respond to medical therapy and are
candidates for surgical removal of the seizure-generating area [155]. Accurate seizure
localization prior to surgery is crucial in order to maximize chances of seizure freedom
and minimize post-surgical cognitive deficits. While approximately two-thirds of TLE
patients have mesial temporal sclerosis (MTS) identified on structural MRI (TLE-MTS),
the remaining one-third have normal-appearing (“nonlesional”) clinical MRI scans (TLENL). Lateralization and localization of seizure onset zone in these patients can be
difficult, since other neuroimaging and electrophysiology-based tests are often
inconclusive, precluding surgical resection. In nonlesional patients who do undergo
surgery following invasive localization procedures such as intracranial EEG, postsurgical outcomes are still substantially worse than in patients with well-defined lesions
on MRI [10,11]. Thus, there remains a pressing clinical need to establish non-invasive
neuroimaging biomarkers for nonlesional TLE. Furthermore, with the recent emergence
of highly targeted therapeutic options such as laser ablation [1] and neurostimulation [2],
precise localization of the seizure onset zone will become increasingly valuable for
guiding therapy.
It has become widely accepted that the pathophysiology of localization-related
epilepsy extends beyond focal lesions to alter the properties of brain networks
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[14,15,139]. As a result, researchers have begun to employ graph theoretical methods to
characterize network aberrations in neuroimaging data from TLE patients [156,157].
Many of these studies focus only on TLE-MTS [158,159] or consider TLE as a single
entity without distinguishing between TLE-MTS and TLE-NL groups [160–166].
However, there is growing evidence that TLE-MTS and TLE-NL may be distinct
disorders with distinct underlying pathophysiology and with different network
manifestations [167–171]. These findings suggest that the TLE-MTS and TLE-NL
subtypes should be studied separately, to better understand their differences and to
promote the discovery of biomarkers specific to TLE-NL.
Most prior work using neuroimaging methods to examine changes in network
topology in TLE have focused on whole-brain networks. However, findings from a range
of investigative approaches provide initial evidence that network distortions within the
MTL itself play a fundamental role in TLE. For example, rodent models of TLE reveal
aberrant mossy fiber connections from the granule cell layer to the stratum moleculare of
the dentate gyrus (DG); according to the recurrent excitation hypothesis, the resulting DG
hyperexcitability may cause seizures [172]. Another example is that histopathology of
resected tissue in TLE-MTS patients reveals heterogeneous patterns of atrophy and
astrogliosis in the hippocampus and surrounding medial temporal regions [154,172].
From a clinical management standpoint, the extent of resection of various MTL
subregions is directly related to seizure control [173]. In fact, 20% of TLE patients with
hippocampal resection still experience seizures originating from remaining MTL
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structures [174]. These findings suggest that the entire MTL subregional network may be
implicated in seizure activity, and that understanding this network could improve
diagnosis and treatment.
In this study, we used 7 tesla (7T) MRI to probe fine-grained structure and
function within the MTL. Compared to standard clinical MRI, 7T MRI can produce
higher resolution images with higher signal-to-noise and contrast-to-noise ratios,
facilitating visualization and segmentation of small brain structures with exquisite
anatomical detail [175,176]. Moreover, since the first 7T MRI scanner was approved by
the U.S. Food and Drug Administration in late 2017, there is a need to develop tools
maximizing the clinical utility of 7T data as it becomes more readily available. Building
on our previous analyses of intra-MTL subregional connectivity in healthy adults [177],
we employed an automated multi-atlas pipeline on sub-millimeter 7T T2-weighted MRI
to segment MTL subregions in TLE patients and healthy controls. In addition to subjectspecific subregional volumetric analyses, we applied graph theoretical methods to 7T
resting-state BOLD-fMRI data to characterize subject-specific functional MTL
subregional networks. We focused on asymmetry-based metrics, as structural and
functional asymmetry indices have previously been used to aid in seizure lateralization
[159,178–183], and are robust to confounds such as age and gender [184,185]. We
hypothesized that asymmetry-based metrics would reveal distinct patterns of
abnormalities in the TLE-NL and TLE-MTS patients. Our preliminary findings provide
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insight into MTL functional connectivity in temporal lobe epilepsy, particularly in cases
in which standard clinical MRI is unremarkable.

4.3 Methods
4.3.1 Subjects
We recruited 29 medically-refractory patients with suspected temporal lobe
epilepsy undergoing pre-surgical evaluation. To minimize heterogeneity in this diverse
patient population, we excluded subjects with the following characteristics: neocortical
rather than mesial temporal onset, dual pathology, extra-temporal lesions, bilateral
disease or ambiguous laterality, neoplasms, and other neurological co-morbidities.
Seizure laterality, mesial temporal origin, and lesional status were determined via a
combination of MRI and PET imaging, scalp EEG, intracranial EEG, seizure semiology,
and epileptologists’ clinical notes, and confirmed by an epileptologist for this study
(author K.D.). Our final dataset consisted of 13 patients with unilateral drug-resistant
TLE, including 9 TLE-NL and 4 TLE-MTS (Table 4.1), along with 24 healthy control
subjects [186]. All studies were conducted under an approved Institutional Review Board
protocol of the University of Pennsylvania.
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Right

NL

M
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5

Left

NL

F

32

29

Left

NL

F

37

15

PB, CBZ, VPA, CZP,
LTG, LEV
LTG, TPX, ZNS, LEV,
OXC
GBP, TPX, LEV, LCM

Left

NL

F

45

24

LTG, ZNS

DRUG TRIALS
OXC, PB, PHT, TPX,
LTG
CBZ, GBP, LEV, TPX
GBP, LTG, LEV, PB,
PHT, PRE, ZNS
CBZ, LTG, LCM, LEV,
PB, PHT, PRM, TPM,
ZNS
CBZ, CLB, CNZ, LTG,
LCS, LEV, OXC, PHT,
PRE, TPX, ZNS
CLB, GBP, LCM, LEV,
OXC, PB, PHT, TIG
PB, OXC, LCM, LTG,
LEV, TPX, ZNS
LEV, OXC, LTG, TPX,
ZNS, LCM
LEV, LTG, LZP, ZNS

Table 4.1: Demographic and clinical information for TLE patients included in this study.
Legend: VPA: valproic acid; ZNS: zonisamide; OXC: oxcarbazepine; CBZ:
carbamazepine; CLZ: clonezapam; CZP: clorezepate; LTG: lamotrigine; TPX:
topiramate; LEV: leviteracetam; GBP: gabapentin; PB: phenobarbital; PHT: phenytoin;
LZP: lorazepam; LCM: lacosamide; PRE: pregabapentin.
4.3.2 Image Acquisition
Whole-brain images were acquired using a 7.0-T whole-body MRI scanner
(Siemens Medical Systems) with a 32-channel phased-array head coil (Nova Medical
Inc.). For all subjects, we obtained 0.4x0.4x1.0 mm3 MTL-tailored 7T T2-weighted
structural variable-flip angle turbo spin-echo MRI (0.4 × 0.4 mm in plane resolution, 1
mm slice thickness, 224 coronal slices, TR = 3000 ms, TE = 388 ms, 6.16 ms echo
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spacing) with oblique coronal slices oriented perpendicular to the long axis of the
hippocampus and 0.8x0.8x0.8 mm3 T1-weighted MPRAGE (176 axial slices, TR = 2800
ms, TE = 4.4 ms, TI = 1500 ms, flip angle = 7°). We also obtained 2 mm3 isotropic
resting state BOLD-fMRI using a multiband, gradient-echo echoplanar (EPI) sequence
(64 axial slices, TR = 1 s; TE = 23.6 ms, MB factor = 4, 420 volumes; 7 minutes) and a
B0 field-map sequence (TR1= 1 s, TR2 = 100 ms, TE1 = 3.24 ms, TE2 = 5.37 ms).

4.3.3 MTL Segmentation
To generate MTL segmentations for our dataset, we utilized a multi-atlas
automated segmentation pipeline derived from the Automated Segmentation of
Hippocampal Subfields (ASHS) algorithm [75] as described and validated in our
previous work [177]. The atlas dataset included structural MRI acquired with the protocol
described in Section 2.2, and manual expert segmentations of 10 subregions per
hemisphere as follows: hippocampal subfields (CA1, CA2, CA3, DG), hippocampal tail,
subiculum, and cortical regions of the parahippocampal gyrus (entorhinal cortex,
parahippocampal cortex, and perirhinal cortex divided into BA35 and BA36) (Figure
4.1). The hippocampal tail was defined as the most posterior aspect of the hippocampus
in which individual subfields could not be discriminated; given the heterogeneity of this
region across subjects in terms of size and composition, we excluded it from statistical
analyses. We assessed all subjects’ images and automated segmentations via rigorous
visual inspection to ensure segmentation quality (by authors P.S., L.W.).
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Figure 4.1: MTL segmentation from randomly chosen healthy adult rendered in 3D: (A)
superior and (B) anterior 3D views. DG = dentate gyrus, SUB = subiculum, ERC =
entorhinal cortex, BA35+BA36 = Brodmann areas 35 & 36 (perirhinal cortex), and PHC
= parahippocampal cortex.
Representative segmentations from three subjects – one healthy control, one TLENL patient, and one TLE-MTS patient – are shown in Figure 4.2. As illustrated, we
observed grossly normal MTL architecture in healthy controls and TLE-NL patients
including clearly visible hippocampal digitations [187,188], and distortion of
hippocampal architecture in TLE-MTS.
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Figure 4.2: T2-weighted MRI coronal slices and corresponding automated segmentations
overlaid onto left MTL in a representative (A) healthy control subject, (B) left-sided
TLE-NL subject, and (C) left-sided TLE-MTS subject. High-resolution 7T MRI reveals
grossly normal MTL architecture in controls and TLE-NL patients including clearly
visible hippocampal digitations, and distortion of hippocampal architecture in TLE-MTS.

4.3.4 MTL Volumetric Asymmetry from Structural MRI
For TLE-MTS and TLE-NL, we computed volumetric asymmetry indices for
each MTL subregion. We also computed an asymmetry index for the hippocampus
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proper (CA1 + CA2 + CA3 + DG) to facilitate comparison of our findings to prior
literature on whole hippocampal volumetry in TLE-MTS, and since this is the region of
interest in the ILAE classification scheme for TLE-MTS [189]. Volumetric asymmetry
indices were defined as [(Contralateral – Ipsilateral)/(Contralateral + Ipsilateral)]. To
account for the presence of inter-hemispheric asymmetries in healthy controls, these
indices were subsequently normalized via a z-score transformation with respect to the
corresponding distribution of asymmetries in healthy controls [190]

4.3.5 MTL Functional Network Asymmetry
We describe our preprocessing pipeline for the resting-state BOLD-fMRI data in
detail in our previous work [177]. Briefly, we applied EPI distortion correction using B0
maps, six-parameter rigid body motion correction [81], coregistration and resampling of
the fMRI data to the high-resolution structural MRI space [82], band-pass filtering to
0.008 - 0.08 Hz, linear regression to factor out effects of global, mean white matter and
mean cerebrospinal fluid signals [83], as well as 12-parameter motion regression [85,86].
To construct functional connectivity matrices for each subject, we calculated the Pearson
correlation coefficient between the average residual time-series signals for all pairs of
MTL subregions [88]. We subsequently thresholded these matrices to remove negative
weights [96] and applied a Fisher r-z transform for variance stabilization [89]. In these
networks, the MTL subregions served as network nodes, while the strength of correlation
between subregions served as network edges. Next, we computed three local network
metrics that have proven particularly useful in describing important dimensions of
63

Chapter 4: Using MRI to uncover medial temporal network asymmetry in temporal lobe epilepsy

variation in brain networks – connectivity strength (𝑘M ), clustering coefficient (𝑐M ), and
efficiency (𝑒M ) – largely due to their sensitivity to the markers of small-world architecture
[17,93,100,104,106,191] (See Supplementary Information for details). Modifying our
previously described global network asymmetry metric 𝒗 [177] to allow for subregionlevel analysis and to account for directionality in asymmetry, we defined a local
lateralized network asymmetry index, 𝒍(𝒊), as the mean of the asymmetry indices for each
subregion 𝒊 across the three network metrics. Formally,
𝑙(𝑖) =

N

TU}~/• W TU

Z

TU}~/• . TU

+

€U}~/• W €U
€U}~/• . €U

+

•U}~/• W •U
•U}~/• . •U

,

(Eq. 4.1)

where the first N/2 nodes correspond to the MTL subregions contralateral to seizure onset
and the last N/2 nodes correspond to the analogous MTL subregions ipsilateral to seizure
onset. Intuitively, the variable 𝑙(𝑖) served as a simple summary metric of local intra-MTL
functional network asymmetry. Like a standard asymmetry index, 𝑙(𝑖) can range from 0
to 1. We also computed the hippocampal network asymmetry as the weighted average of
𝑙(𝑖) over all regions in the hippocampus proper (CA1, CA2, CA3, DG), weighed by each
region’s bilateral volume. As in the volumetric asymmetry analysis, we normalized these
indices via a z-score transformation with respect to the corresponding distribution of
asymmetries in healthy controls.

4.3.6 Statistical Analysis
Statistical analyses were performed using nonparametric permutation-based tests
(10,000 iterations) to avoid assumptions about the underlying distributions of the data.
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Analyses were performed separately for each asymmetry modality (structural and
functional). To characterize the difference in MTL subregional asymmetry between TLEMTS and TLE-NL, we performed two-sample, two-tailed permutation tests for each
subregion, using difference in group means as the test statistic. Additionally, within the
regions for which there was a difference between TLE-MTS and TLE-NL, we performed
one-sample two-tailed permutation tests to determine if the subregional asymmetries
were significantly different from zero.

4.3.7 Software
Image processing, network analyses, and statistical analyses were implemented
using SPM [120], FSL [121], ANTs [122], the Brain Connectivity Toolbox [96], and
custom python scripts available publicly at https://github.com/shahpreya/MTLnet.

4.4. Results
4.4.1 MTL Volumetric Asymmetry
At the group level, we observed significant differences in volumetric asymmetries
between TLE-MTS and TLE-NL in CA1, CA2, CA3, DG, and subiculum, as well as the
whole hippocampus (p < 0.05, two-tailed two-sample permutation test) (Figure 4.3a,
Supplementary Table 4.1). Laterality analysis indicated that there was significant
positive asymmetry (contralateral volume > ipsilateral volume) within all of these regions
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in TLE-MTS and within the whole hippocampus in TLE-NL (two-tailed one-sample
permutation test) (Figure 4.3a).
At the individual patient level, we found that 4 of 4 TLE-MTS patients presented
with positive volumetric asymmetries (contralateral > ipsilateral) in all hippocampal
subfields (CA1, CA2, CA3, DG), subiculum, and BA35; 3 of those 4 patients also had
positive volumetric asymmetries in the entorhinal cortex. The patterns of subregional
asymmetry in individual TLE-NL patients were much more heterogeneous, with only 2
of 9 patients exhibiting positive asymmetries (contralateral > ipsilateral) across all
hippocampal subfields, though 7 of 9 patients exhibited whole-hippocampal positive
asymmetry. Subject-level volumetric asymmetry heat maps (Supplementary Figure
4.1a) and group-averaged volumetric asymmetries mapped onto MTL segmentations
(Figure 4.3b) illustrate these patterns.

(A)

(B)
*

TLE-MTS

*
*

*

*

TLE-NL

*
*

*
*

*

*

*
*

Volumetric Asymmetry Index

-6

+6

Figure 4.3: MTL volumetric asymmetry analyses. (A) Normalized volumetric
asymmetries in TLE-NL and TLE-MTS patients (*p < 0.05) in hippocampal ROIs. (B)
Visualization of mean volumetric asymmetries overlaid onto MTL segmentation for each
TLE group.
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4.4.2 MTL Functional Network Asymmetry
At the group level, we found significant differences in functional network
asymmetries between TLE-MTS and TLE-NL in CA1 and the whole hippocampus (p <
0.05, two-tailed two-sample permutation test) (Figure 4.4a, Supplementary Table 4.1).
Laterality analysis indicated that within the CA1 and the whole hippocampus, there was
significant positive asymmetry (contralateral > ipsilateral) in TLE-MTS and significant
negative asymmetry (ipsilateral > contralateral) in TLE-NL (two-tailed one-sample
permutation test) (Figure 4.4a).
At the individual patient level, we found that 4 of 4 TLE-MTS patients presented
with positive functional network asymmetry values (contralateral > ipsilateral) in the
CA1 and BA35 subregions, whereas patterns of functional network asymmetry in the
remaining MTL subregions were heterogeneous. In contrast, we found that 8 of 9 TLENL patients exhibited negative functional network asymmetry values (ipsilateral >
contralateral) in the whole hippocampus, with the majority of TLE-NL patients also
having negative functional network asymmetry in individual subfields CA1 (7/9), CA2
(8/9), CA3 (8/9), and DG (7/9). Subject-level functional asymmetry heat maps
(Supplementary Figure 4.1b) and group-averaged functional network asymmetries
mapped onto MTL segmentations (Figure 4.4b) illustrate these patterns.
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Figure 4.4: MTL functional asymmetry analyses. (A) Normalized functional
asymmetries in TLE-NL and TLE-MTS patients (*p < 0.05) in hippocampal ROIs. (B)
Visualization of mean functional asymmetries overlaid onto MTL segmentation for each
TLE group.

4.5 Discussion
The goal of this study was to develop an approach to explore MTL subregional
asymmetry-based metrics in TLE, and characterize differences between TLE-NL and
TLE-MTS. First, we performed automated segmentation of MTL subregions on 7T MRI
data from TLE-MTS and TLE-NL patients as well as healthy controls. Next, we
computed subregional volumetric asymmetries from T2-weighted MRI and functional
network asymmetries from resting-state BOLD fMRI. We found that patterns of
volumetric and functional asymmetry were different between the two TLE subtypes.
Notably, we found distinct patterns of functional asymmetry in the CA1 subfield and
whole hippocampus, with TLE-NL patients exhibiting negative (ipsilateral >
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contralateral) functional network asymmetry, and TLE-MTS patients exhibiting positive
(contralateral > ipsilateral) functional network asymmetry.

4.5.1 Asymmetry-based findings
We found that TLE-MTS patients exhibited positive volumetric asymmetry (i.e.
contralateral connectivity was greater than ipsilateral) in the whole hippocampus, and
multiple hippocampal subfields. These findings are consistent with our knowledge that
MTS is associated with histological patterns of neuronal loss and gliosis which can be
limited to Ammon’s horn (CA subfields of the hippocampus) or extend to the dentate
gyrus and extra-hippocampal MTL subregions [154,192]. Additionally, our findings
corroborate a hippocampal subfield neuroimaging study at 4T which revealed ipsilateral
atrophy in CA1, CA2, and combined CA3&DG subfields in TLE-MTS, but did not reveal
significant atrophy in TLE-NL [30]. Our findings are also consistent with another recent
study at 3T that revealed volume reduction in multiple hippocampal subfields in TLEMTS but not TLE-NL [193]. Consistency with prior studies validates our approach of
applying automated segmentation algorithms to 7T structural MRI to characterize
expected patterns of asymmetry in TLE-MTS.
We also observed that TLE-MTS patients exhibited statistically significant
positive functional network asymmetry in the CA1 subregion. This observation
corroborates prior resting state fMRI findings of reduced ipsilateral functional
connectivity within the MTL in TLE studies in which all [159] or most [194,195] patients
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had MTS. In contrast, TLE-NL patients exhibited significant negative functional network
asymmetry (i.e. ipsilateral connectivity was greater than contralateral) in the whole
hippocampus and in CA1, and this trend was present for all hippocampal subfields. While
further work is necessary to provide a mechanistic explanation for this observation,
studies using intracranial recordings indicate that epilepsy is characterized by increased
synchronization in the epileptic zone both ictally [153,196–198] and interictally
[199,200]. Therefore, an increase in ipsilateral functional network connectivity relative to
the contralateral side could indicate greater synchronization of the seizure onset region
with the remaining MTL network, even during the interictal state. The localization of
functional network asymmetry to CA1, along with our previous finding that CA1 is a
functional hub within the MTL network [177], support the hypothesis that CA1 is a key
player in the TLE-NL network and could be a target for ablation or stimulation.
The different patterns of asymmetry in TLE-MTS and TLE-NL indicate that these
two TLE subtypes have distinct phenotypes. Our findings add to a growing body of
literature suggesting that MRI-negative TLE may have a different pathophysiology than
TLE-MTS and is not simply an early variant [167–171]. These differences suggest that
future studies would do well to separate these subtypes in group-level analyses to further
characterize their differences and avoid confounding effects.
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4.5.2 Methodological Considerations and Limitations
Our findings in TLE-MTS patients should be interpreted with caveats. First, since
MTS is associated with loss of normal internal hippocampal architecture due to neuronal
cell loss and gliosis [201,202], as well as hyperintensity on T2-weighted images
[153,203], segmentation boundaries in TLE-MTS patients are inherently less reliable than
in subjects with normal MTLs. These observations suggest that the volumes computed
from these patients have an intrinsically higher degree of uncertainty. A related
consequence is that segmented subregions include gliotic and sclerotic tissue, which may
be functionally inactive. Such altered tissue functionality could explain decreased
ipsilateral functional hippocampal connectivity in MTS patients. Since the presence of
distorted MTL architecture is a fundamental property of MTS, it cannot be avoided.
However, we did visually inspect all subjects’ segmentations to confirm that they were
consistent with our knowledge of MTL architecture. Moreover, since our segmentations
are automated, they are free from human bias.
It is important to note that the differences in functional connectivity between TLE
groups and controls were subtle, and that our sample size was modest. Therefore, our
findings should be corroborated on larger datasets across multiple institutions, scanners,
and protocols. We also note that there is considerable heterogeneity inherent to epilepsy
patient data, including potential confounding factors such as duration of epilepsy, number
of drug trials, cause of epilepsy, laterality, etiology, and seizure frequency. While we
attempted to minimize confounds by limiting our dataset to subjects with clearly defined
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mesial temporal origin and no extra-mesial abnormalities, we emphasize that our study is
exploratory. Nonetheless, our approach paves the way for future studies in larger cohorts
and in combination with other modalities. Additionally, our methodology can be applied
to other disorders in which hippocampal asymmetry has been implicated, such as
schizophrenia [204], Alzheimer’s disease [205], and semantic dementia [206].

4.5.3 Conclusion
This study presents preliminary data characterizing intra-MTL structural and
functional asymmetry in TLE and has important implications for our understanding of
MTL topology in both normal and pathological human brains. We hope these results will
encourage further research on the utility of MTL subregional asymmetry features for
precise localization of abnormalities in TLE, allowing for more targeted therapies. While
further validation in larger datasets is needed along with comparison to other modalities,
our study highlights the promise of combining high-resolution imaging, automated
segmentation techniques, and network analytical approaches in order to uncover brain
network abnormalities that were previously invisible.

4.6 Supplementary Information
4.6.1 Mathematical definitions and intuitive descriptions of network metrics
As described in the main text, we characterized the MTL networks as graphs,
comprised of nodes and edges. Such graphs can display heterogeneous structure that is
important for the system’s function [207]. While a number of graph statistics have been
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defined to understand this heterogeneous structure, many of them are correlated with one
another, especially in brain networks [94,95]. It is useful to choose a set of graph
statistics that describe important dimensions of variation in brain networks but that are
not necessarily redundant. Historically, measures that have proven particularly useful in
characterizing brain graphs include the connectivity strength, clustering coefficient, and
network efficiency [17], largely due to their sensitivity to the markers of small-world
architecture [93]. We therefore computed local connectivity strength, clustering
coefficient, and network efficiency for the functional networks. Because the most widelyapplied definitions for these metrics require non-negative edge weights [96], and because
the meaning of negative correlations is not well understood [97–99], we set negative edge
weights to zero. We define the network metrics used in this study below.

Connectivity Strength: The local connectivity strength k(i) at node i for a
weighted network with a set of nodes, N, is the sum of the weights of all connections to
node i as follows:
𝑘M =

N
O

Q ∈ O 𝑤MQ

,

(Eq. S4.1)

where wij is the edge weight between node i and node j.
Clustering Coefficient: The local clustering coefficient c(i) at node i can be
conceptualized as the likelihood that the neighbors of i are interconnected. One way in
which to quantify this concept for weighted networks is:
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𝑐M =

(
TU (TWN)

Q,Y ∈ O

𝑤MQ 𝑤MY 𝑤QY

N

Z

,

(Eq. S4.2)

where the weights are scaled by the largest weight in the network, i.e. 𝑤MQ =
𝑤MQ /𝑚𝑎𝑥(𝑤MQ ) [100].
Network Efficiency: The local network efficiency e(i) is often thought of as a
measure of the capacity of node i to transfer information throughout the network
[101,102], although for caveats in this interpretation, see also Rubinov and Bassett, 2011.
It can be defined as follows [104]:
𝑒M =

N
OWN

N
M bQ ∈ O `

Ua

,

(Eq. S4.3)

where Lij is the shortest weighted path length between node i and node j, where the length
of each edge is given by the reciprocal of the edge weight, 1/wij.
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4.6.2 Supplementary Figures
(A)

TLE-MTS

TLE-NL

(B)

Volumetric Asymmetry Index
+13
-13

Functional Asymmetry Index
-3
+3

Supplementary Figure 4.1: Individual subject level heat maps of (A) volumetric and (B)
functional network asymmetries for the whole-hippocampus and for individual MTL
subregions in TLE-NL patients and TLE-MTS patients.
z-scored Volumetric Asymmetry

z-scored Functional Network Asymmetry

Subregion

TLE-MTS
(mean +/- SD)

TLE-NL
(mean +/- SD)

P

TLE-MTS
(mean +/- SD)

TLE-NL
(mean +/- SD)

p

HIPP

10 +/- 2.7

0.98 +/- 1.2

*

0.8 +/- 0.71

-0.66 +/- 0.58

*

CA1
CA2

5.3 +/- 1.5
2.9 +/- 0.8

0.45 +/- 0.89
0.36 +/- 0.89

*
*

0.9 +/- 0.53
0.02 +/- 1.27

-0.62 +/- 0.70
-0.54 +/- 0.98

*
n.s

DG

2.8 +/- 1.7

0.18 +/- 1.12

*

0.42 +/- 0.84

-0.4 +/- 0.52

n.s

CA3

2.8 +/- 1.2

0.28 +/- 1.19

*

0.11 +/- 0.72

-0.11 +/- 0.48

n.s

SUB

4.1 +/- 1.2

-0.06 +/- 1.06

*

0.19 +/- 0.29

-0.53 +/- 1.2

n.s

ERC

0.6 +/- 0.93

-0.10 +/- 1.78

n.s

0.78 +/- 1.13

-0.09 +/- 0.48

n.s

BA35
BA36
PHC

2.4 +/- 1.36
-0.01 +/- 1.6
-0.04 +/- 0.75

0.94 +/- 2.01
0.18 +/- 0.51
0.50 +/- 0.93

n.s
n.s
n.s

0.99 +/- 0.30
-0.29 +/- 1.0
0.18 +/- 0.45

0.34 +/- 1.15
-0.38 +/- 0.38
0.49 +/- 0.54

n.s
n.s
n.s

Supplementary Table 4.1: Table of volumetric and functional asymmetry values for
each subregion. *p <0.05; n.s: not significant (two sample, two-tailed permutation test).
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Recordings from iEEG can capture brain signals from epilepsy patients with high
spatial and temporal resolution. In Chapters 5 and 6, I demonstrate quantitative, subjectspecific approaches to mapping brain networks using iEEG. In this chapter, I introduce
the utility of iEEG in mapping brain function. Specifically, this chapter presents a
collaborative work in which we develop an iEEG-based method for individualized
spatiotemporal mapping of language networks in epilepsy patients.

Reference: Williams ST, Shah P, Piai V, Gatens H, Krieger AM, Lucas TH, Litt B.
Electrocorticography reveals spatiotemporal neuronal activation patterns of verbal
fluency in patients with epilepsy. Submitted to Brain and Language.
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5.1 Abstract
Verbal fluency tests are commonly used to evaluate cognitive dysfunction in a
variety of neurologic and psychiatric diseases, however the neuroanatomic substrates
underlying performance of these tasks are incompletely understood. Intracranial EEG
(iEEG) provides a unique opportunity to investigate temporal activation patterns during
cognitive and motor tasks with high spatial and temporal precision. We studied cortical
and subcortical high gamma activity patterns in seven patients undergoing pre-surgical
evaluation for intractable epilepsy as they completed a verbal fluency task. We
characterized spatiotemporal changes in high gamma activity associated with overtly
produced utterances in a standard letter- and category-motivated free recall format.
Recordings demonstrated robust changes in high gamma activity during pre-utterance,
peri-utterance and post-utterance timeframes associated with cognitive search and speech
production processes. The differences between letter and category fluency varied in
timing and location across subjects. We interpret the spatial and temporal findings in this
group of subjects during different components of language production, and propose a
model of verbal fluency based on these and prior observations. Given that activation
patterns beyond the primary language and motor cortices are heterogeneous across
subjects, we recommend that invasive strategies to improve language in patients with
neurological disorders will need to be individualized.
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5.2 Introduction
Verbal fluency testing is a commonly used tool to evaluate cognitive dysfunction
in a variety of neurologic and psychiatric diseases. Patients are typically given a criterion
and instructed to verbally produce as many fitting exemplars as they can within a 60
second timeframe. The most common criteria are categories (e.g. animals, supermarket
items) wherein exemplars should be members of the designated category, or letters (e.g.
F, A, S) wherein exemplars should begin with the designated letter. Inability to produce
an adequate number of exemplars in the category-motivated condition indicates a
semantic verbal fluency deficit and can be seen in frontal or temporal lobe lesions,
schizophrenia, dementias and left temporal lobe epilepsy [208–210]. Letter-motivated
(phonemic) fluency deficits are seen in frontal lobe lesions, left frontal lobe epilepsy,
dementias and attention deficit hyperactivity disorder [209–211].
Verbal fluency tasks differ from other word production tasks (e.g. picture naming,
verb generation or sentence completion) in that prior to lexical selection, there is a
prerequisite conceptual preparation step that depends on successful free (or internally
constrained) recall of the word to be generated. It is reported that subjects tend to produce
exemplars in clusters of semantically or phonemically related items. The underlying
cognitive search process is postulated to include two major components: identification of
clusters of exemplars fitting a given sub-criterion, and execution of an overarching
control function, possibly in left inferior frontal gyrus, that switches among sub-criteria
once a particular cluster has been exhausted [212–214].
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Despite the widespread use of this test in clinical practice, there is limited
understanding of the neurophysiologic processes underlying its performance. Positronemission tomography (PET) studies before and during letter-cued verbal fluency tasks
have demonstrated increased metabolism primarily in bitemporal regions [215,216].
Using functional magnetic resonance imaging (fMRI), activation has been demonstrated
in the bilateral superior and left inferior frontal gyrus, medial prefrontal cortex, left insula
and the right cerebellum [217–219]. Letter-motivated fluency may depend more heavily
on the left inferior frontal gyrus (in particular BA44) by comparison to category-driven
tasks, while left occipitotemporal cortex demonstrates the reverse affinity [220–222]. In
addition to neocortical regions, bilateral hippocampi show increased BOLD activity and
increased connectivity to semantic language networks in category- but not letter-cued
verbal fluency [223].
In contrast to fMRI findings, similar comparisons using near infrared
spectroscopy (NIRS) suggest greater activation in the prefrontal regions bilaterally during
letter-motivated fluency, and in the left (inferior) frontal regions during categorymotivated fluency tasks [224]. The reasons for this distinction are not clear, but may
relate to differences in methodology, task difficulty, age or sex of the subjects included,
all of which may influence the observed activation patterns [225,226]. These
neuroimaging modalities provide important insights to the neuroanatomical substrates
underlying verbal fluency tasks, but they lack the resolution necessary to probe the
temporal dynamics of cognitive subprocesses supporting verbal fluency tasks.
79

Chapter 5: Using intracranial EEG to map brain networks

One study did use magnetic source imaging (MSI) to investigate temporal
activation patterns of selected cortical regions in a paced version of the verbal fluency
test [227]. The authors noted earlier activation in precentral and supplementary motor
regions compared to inferior frontal or insular regions. Their results also suggested a peak
in inferior frontal gyrus/anterior insula activity at about 600 milliseconds after letter
stimuli, which was not present after categorical stimuli. To our knowledge, no study to
date has examined the spatial and temporal neuronal activation patterns associated with
generation of exemplars in the self-paced verbal fluency test commonly administered in
clinical practice. While this test is difficult to administer in an fMRI environment due to
confounders of movement artifact, it can be administered while patients are undergoing
intracranial electrocorticographic (ECoG) monitoring. High gamma power derived from
ECoG recordings is a useful metric for examining the physiological patterns underlying
cognitive processes with excellent spatial and exquisite temporal resolution. This
measure has previously been used to elucidate patterns in auditory processing [228],
word repetition [229], picture naming, verb generation [230] and other processes. The
technique allows investigators to probe neuronal functions with the same temporal
resolution within which related cognitive functions are postulated to occur. Gamma
oscillations have been investigated in a free recall memory paradigm, and shown to
predict successful memory formation during encoding and to distinguish true from false
memories at recall [231,232]. However, no study to date has investigated the
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spatiotemporal dynamics of the verbal fluency task, which combines a free recall format
with long-term memory and language production processes, in real time.
We used high gamma activity as measured on ECoG to investigate the functional
language network architecture during an overt, self-paced verbal fluency task in patients
with epilepsy. We postulated that individual responses would be associated with preutterance activation in the precentral and inferior frontal region, and post-utterance
activation in the superior temporal gyrus, as has been demonstrated in prior studies of
speech production. We further expected that distinctions between the category fluency
condition and the letter fluency condition would exist primarily during timeframes
attributable to cognitive search. Based on our observations, we propose a model for word
production during this frequently used but incompletely understood test of cognitive
function.

5.3 Methods
5.3.1 Patients
We studied seven patients undergoing pre-surgical intracranial EEG monitoring
for drug-resistant epilepsy. Subdural strip, grid, and in some cases depth electrodes were
implanted in locations based on clinical necessity. The study was approved by the
Institutional Review Board of the University of Pennsylvania, and all subjects provided
informed consent prior to participating.
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Electrodes for each subject were localized by co-registering post-operative CT
with post-operative MRI, and subsequent transformation into MNI152 space. The
Harvard-Oxford Atlas provided through the FMRIB Software Library [233] was used to
assign an anatomical cortical or subcortical label to each electrode contact. Electrode
localizations were confirmed by visual inspection by a trained neuroradiologist.
5.3.2 Task Procedures
Participants were presented with either a category or a single letter and instructed
to overtly produce as many words as possible fitting that category or starting with that
letter in a 60 second period. Stimuli were presented verbally to ensure comprehension.
Participants were instructed to avoid repeating words and to keep eyes closed during the
entire task. To reduce distraction and frustration, patients were allowed to ‘pass’ to end
blocks early in cases where they had exhausted all the words they could think of. Six
category stimuli and six letter stimuli were presented to each subject, interspersed with
resting blocks during which participants were requested to remain quiet with eyes closed
for 60 seconds (Figure 5.1). Stimuli were selected based on those commonly referenced
in the verbal fluency literature. The following category stimuli were chosen: animals,
fruits, tools, supermarket items, vehicles and body parts. The following letter stimuli
were chosen: F, A, S, C, P, L. The stimuli were presented in varying orders for each
subject, such that there were no two resting blocks in succession, and that there were no
more than two task blocks of the same condition (letter or category) in succession. The
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entire procedure, including rest blocks, instructions and clarifications, typically occurred
over 20-25 minutes for each subject.
“Animals”
2s

60s

Block 1

“Letter F”
5s 2s

60s

<Rest>
60s

5s 2s

Block 2

“Letter A”
5s 2s

Block 3

60s

5s

Block 4

Figure 5.1: Stimulus presentation paradigm. Subjects were instructed to lay quietly with
eyes closed. Six CATEGORY blocks (indicated in red), 6 LETTER blocks (blue), and 6
REST blocks (green). Stimuli were presented orally to ensure comprehension, and
delivered in varying order such that no two rest blocks were sequentially together, and
that there were no more than two task blocks of the same type. For each stimulus,
subjects were given 60 seconds to overtly produce as many exemplars as possible fitting
the stimulus criterion, avoiding proper names and repetitions. To minimize frustration
and distraction, subjects were allowed to ‘pass’ to end blocks early if they felt they had
exhausted their mental lexicon.
5.3.3 EEG Collection and Behavioral Recording
Electrocorticography (ECoG) data were sampled at 500 to 1000 samples/second
using a 128 channel Natus XLTek data acquisition machine. Data were subsequently
exported in EDF format, deidentified and uploaded to the International Epilepsy
Electrophysiology Portal (ieeg.org) for annotation, review and analysis. Overt verbal
responses were recorded digitally and audio files were manually synchronized to the EEG
recording. Audio files were transcribed manually using Audacity
(http://www.audacityteam.org/) and the resulting annotations marking the onset of each
utterance were merged with the EEG recording in the international electrophysiology
portal (ieeg.org) using proprietary MATLAB scripts.
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5.3.4 EEG Analysis
Intracranial EEG recordings were visually inspected and segments containing
artifact, seizures or epileptiform discharges were discarded. We utilized common average
referencing to reduce effects of correlated noise in the signal and spatial bias from the
reference electrode. Data in category-driven and letter-driven blocks were then organized
into 2-second epochs associated with each word utterance, ranging from 1.25 seconds
pre-utterance to 0.75 seconds post-utterance. To reduce overlap of signal from adjacent
words, we removed epochs containing words with onset less than 1 second following or
less than 0.5 seconds prior to another word. We also organized resting blocks into nonoverlapping 2s epochs to establish a baseline. Next, we utilized a Thomson multitaper
method to compute spectral power using a time-halfbandwidth power of 7 and 13 Slepian
tapers. For semantic and phonemic conditions, the time-varying power spectrum was
computed across each epoch, using 200ms overlapping windows with 10ms spacing. For
the rest condition, we computed the mean power spectrum across the entire epoch. The
resulting spectra were averaged across the gamma frequency range of 70-110 Hz, and
subsequently log-transformed. To allow for consistent scaling across channels, we then
normalized the time-varying gamma powers in the semantic and phonemic conditions by
the rest period power as follows:
𝑡=

ƒW „…†‡ˆ
‰…†‡ˆ
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where t is the normalized gamma power, x is the original gamma power, and 𝜇‹•Œ• and
𝜎‹•Œ• are the mean and standard deviation of the gamma power in the rest condition,
respectively.

5.3.5 Statistical Analyses
We performed our analyses individually within each subject to account for the
distinct sampling patterns dictated by each subject’s clinical requirements, the likelihood
that each subject would have unique network topologies subserving cognitive function,
and the spatial precision with which high gamma activity is often observed [230,234].
We sought to answer two key questions: (1) What are the key spatiotemporal patterns of
activity during self-paced verbal fluency utterances compared with rest? (2) What brain
regions exhibit a difference in activity between semantic and phonemic verbal fluency
tasks during key phases of word production? To answer question 1, we categorized each
channel’s high gamma activity plot by its earliest time of activation with respect to
utterance onset. We set a threshold at t = 1.96 for the log-normalized high gamma power
to be considered significantly different from rest. Although arbitrary, we chose this
threshold to correspond to the quantile of the normal distribution that has a two-sided
probability in the tail of 5%.
To investigate the timing of task-specific differences in neuronal activation
patterns, we computed differences in early (-850ms to -600ms), immediate pre-utterance
(-250ms to 0ms), immediate post-utterance (0-250ms) and late post-utterance (40085
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600ms) high gamma activity between conditions for each subject. These timeframes were
selected with a goal of capturing salient differences between phonemic and semantic
conditions at relevant timeframes based on prior models of word production (e.g.,
Indefrey et al. 2011). The early timeframe was postulated to reflect cognitive search, preutterance to reflect some components of word planning, immediate post-utterance to
reflect articulatory motor processing and late activity to reflect auditory feedback. Actual
mean differences between conditions in each time frame were compared to the
distribution of mean differences determined by random permutation of epochs across
conditions. We used 10,000 permutations and for each subject, identified channels that
had a significant difference in gamma activity during semantic vs. phonemic tasks in
early, pre, post and late periods, using the false discovery rate at 0.05 across channels to
adjust for multiple comparisons. A more detailed description of the EEG statistical
analysis can be found in Appendix 1 of the Supplementary Information.

5.4 Results
5.4.1 Subjects and behavioral task performance
We recruited seven (7) patients for this study. Figure 5.2 summarizes the subject
population and electrode coverage maps. There were 5 left hemisphere-predominant
implants and 2 right-predominant implants, with a median of 114 (range 80-122)
electrode contacts per participant. All participants were right handed by self-report and
left-hemisphere dominant for language. There were 5 men and 2 women, and the median
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age was 46 years (range 34-57 years). Five of the subjects had seizures recorded with
mesial temporal onset (2 right, 2 left, 1 bilateral).
1

2

3

4

5

6

7

Sex

M

M

M

F

F

M

M

Age in years
(Onset age)

57 (48)

47 (15)

34 (18)

43 (24)

57 (12)

46 (44)

37 (34)

SOZ

Left mesial temporal

Left temporal (MTL
+ lateral)

Left STG

Right temporal

Bitemporal

Right frontal lesion

Right mesial
temporal

Treatment

L LITT

L posterior inferior
temporal lesion

None

R LITT

RNS

None

R ATL +
lesionectomy

Outcome

ILAE 2
(15 mo)

ILAE 1
(21 mo)

N/A

ILAE 5
(8 mo)

ILAE 5
(18 mo)

N/A

ILAE 1
(10 mo)

Left grid, strips,
mesial depths

Left grid, strips
Left mesial temporal
depths

Left grid, strips
Right strips
Bilateral mesial
temporal depths

Left grid, strips
Right strips
Bilateral mesial
temporal depths

Right grid, strips,
depths, stereo

Right grid, strips,
depths

Left grid

Electrode
Placement

Figure 5.2: Clinical profiles and electrode placement. All participants were right handed
by report and had onset of seizures after primary language development. Seizure onset
zones are documented as identified during implant admission. Blue dots superimposed on
grey brains indicate electrode localizations. ATL: anterior temporal lobectomy; CT:
Computed Tomography; ILAE: International League Against Epilepsy (Wieser et al,
Epilepsia 2001); LITT: laser interstitial thermal therapy; MRI: magnetic resonance
imaging; MTL: mesial temporal lobe; RNS: responsive neurostimulation; SOZ: Seizure
onset zone; STG: superior temporal gyrus
Table 5.1 and Supplementary Figure 5.1 summarize behavioral task
performance. Because subjects were allowed to ‘pass’ to end blocks earlier than 60
seconds, we used production rate (number of correct exemplars per minute) as a surrogate
for task performance. Overall, there was a broad range of performance with lower scores
on phonemic (letter-cued) verbal fluency tasks (p = 0.012 by paired sample t-test).
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Patients with mesial temporal lobe involvement of their epilepsy tended to perform worse
than those without mesial temporal involvement in both category-driven and letter-driven
tasks. The two women in the study, the only subjects with bilateral mesial temporal lobe
epilepsy, also appeared to perform worse than the men. However, the sample sizes of
individual subgroups were too low to support formal statistical evaluation by sex,
epilepsy type or laterality.
Subject

Letter
Category
(exemplars/min) (exemplars/min)

1
2
3
4

12.3
7.7
15.6
5.3

10.8
13.1
20.5
10.2

5
6
7
Mean (SE)

7.1
15.5
7.8
10.2 (1.6)

11.8
26.6
12.9
15.1 (2.3)

Table 5.1: Behavioral task performance. Mean production rate of correct exemplars
uttered per 60 seconds under category-based (semantic) and letter-based (phonemic)
verbal fluency conditions. All subjects underwent 6 blocks each of semantic verbal
fluency, phonemic verbal fluency and rest (silent, cognitive function unconstrained) in
pseudorandomized order.
5.4.2 Spatiotemporal activation patterns associated with word utterances
Figure 5.3 and Figure 5.4 depict mean (with 95% confidence intervals) high
gamma activity patterns at selected electrodes in the letter-motivated and categorymotivated conditions for subjects 1 and 6, respectively. Activity exceeding the t =1.96
threshold relative to resting baseline is identified by colored bars across the top of each
88

Chapter 5: Using intracranial EEG to map brain networks

graph. Regions of elevated high gamma activity at selected time intervals are shown for
all subjects individually in Supplementary Figure 5.2. Dynamic videos of the pooled
activation maps are also provided in the online supplementary information.
Letter-Motivated
(n=72 exemplars)

A

B

C

D

E

F

G

H

I

J

K

L

Category-Motivated
(n=65 exemplars)
MNI: -44 39.4 18.1
MNI: -45.5 30.2 21.7

MNI: -46.6 29.3 -3.9
MNI: -64.8 -31.6 -21.8
MNI: 1.7 36.3 -32.7

MNI: -51.8 -10.4 30.5
MNI: -51.9 -19.8 35.5
MNI: -56.6 -23.4 26

MNI: -57.9 -5.9 0
MNI: -59.2 -13 8.1

Figure 5.3: Temporal activation patterns at selected electrodes with suprathreshold high
gamma activity at varying times with respect to speech utterance onset for subject 1.
High gamma power is log-normalized to resting power at each electrode contact. Activity
exceeding the t =1.96 threshold relative to resting baseline is identified by colored bars
across the top of each summary graph. Panels A-C illustrate patterns for electrodes active
more than 750ms prior to speech onset. Activity during this timeframe, which is earlier
than canonical speech production processes are expected to occur, may thus represent
cognitive search. Panels D-F show tracings with peak activity within 600ms prior to
speech onset, corresponding to a timeframe previously ascribed to word planning
(phonological and phonemic encoding). This occurs in distributed regions of prefrontal
and posterior temporal cortices, and was seen only in left hemispheric implants. Panels
G-I depict activity of peri-Rolandic electrodes, which begins rising 200-300ms prior to
speech onset and peaks 50-250ms after onset, likely representing articulatory motor
planning. Panels J-L show posterior temporal activity that peaks 400-500ms after
utterance onset, possibly representing auditory feedback processing.
89

Chapter 5: Using intracranial EEG to map brain networks

Letter-Motivated
(n=93 exemplars)

A

B

C

D

E

F

G

H

I

Category-Motivated
(n=125 exemplars)
MNI: 60 -19.4 -18.6
MNI: 66.2 -1.3 10.2
MNI: 49 48 14.4

MNI: 65.9 -16.5 37.5
MNI: 57 -14.6 54.3
MNI: 53.7 -20.8 57.8

MNI: 67.8 -19.8 -1.9
MNI: 67.9 -28.1 3.1
MNI: 66.3 -23.8 13.8

Figure 5.4: Temporal activation patterns at selected electrodes with suprathreshold high
gamma activity at varying times with respect to speech utterance onset for subject 6.
High gamma power is log-normalized to resting power at each electrode contact. Activity
exceeding the t =1.96 threshold relative to resting baseline is identified by colored bars
across the top of each summary graph. Panels A-C illustrate patterns for electrodes active
more than 750ms prior to speech onset. Activity during this timeframe, which is earlier
than canonical speech production processes are expected to occur, may thus represent
cognitive search. Panels D-F depict activity of peri-Rolandic electrodes, which begins
rising 200-300ms prior to speech onset and peaks 50-250ms after onset, likely
representing articulatory motor planning. Panels G-I show posterior temporal activity that
peaks 400-500ms after utterance onset, possibly representing auditory feedback
processing.
Many electrode contacts showed no significant difference in high gamma activity
from resting baseline. Among those that did show task-related fluctuations, we observed
four principal patterns of activation common across subjects. Early (more than 750ms
prior to speech onset) suprathreshold activity was present primarily in prefrontal regions,
but also in parietal and subtemporal areas. Activity in these contacts typically diminished
to subthreshold levels but remained qualitatively high with respect to resting activity (see
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Figure 5.3, panels A-C and Figure 5.4, panels A-C). Early prefrontal activity was seen in
both left and right hemispheric implants, although in right-sided implants it only reached
suprathreshold levels in category fluency.
In a subgroup of electrode contacts there was also high gamma activity that
peaked between 600ms prior to speech onset and 100ms after onset. This occurred in
distributed areas of inferior frontal, orbitofrontal and temporal cortex, in keeping with
prior models of word planning processes (lexical selection, phonological planning,
syllabification). Interestingly, the electrodes that demonstrated this activity for letter
fluency overlapped but were not exactly congruent with those demonstrating the same
activity patterns for category fluency.
Electrodes in peri-Rolandic sensorimotor cortex demonstrated high gamma
activity that reached suprathreshold levels less than 100ms prior to speech onset and
peaked within 300ms after onset. This pattern is consistent with oromotor activation at
the time of speech onset and is similar to observations in prior studies of overt reading,
picture naming and verb generation tasks [230,235]. It was observed in both right and left
hemispheric implants. Interestingly, in the right hemispheric implants a subset of periRolandic electrodes demonstrated suprathreshold activity even at the early pre-utterance
timepoints (i.e. 750ms or more prior to speech onset) for category fluency.
By contrast to prefrontal and peri-Rolandic electrodes, contacts over the posterior
temporal and inferior parietal regions typically showed no significant difference from
resting activity in the pre-utterance period. After speech onset, activity in these regions
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rose dramatically to peak at 300-400ms post utterance. This pattern has also been
observed in prior studies of speech production and may reflect auditory feedback
processing in response to the subjects’ own speech [230,234,235].

5.4.3 Comparison of patterns for category- and letter-motivated utterances
We used permutation testing to identify electrodes demonstrating significant
differences in high gamma activity between letter and category conditions at specified
epochs with respect to speech onset. See Supplementary Figure 5.3 for illustration of
electrodes meeting criteria for statistical significance at p<0.05, corrected for multiple
comparisons. We observed considerable variability across subjects in the regions that
appeared to activate differentially. In subjects 1-3, letter-motivated exemplars tended to
elicit a more robust response than category-motivated exemplars in the regions sampled
(mean 14.7% of electrodes with increased activity for letter fluency in the epochs
examined, compared with 3.8% of those with increased activity for category fluency, p =
0.075). This was most prominent in the immediate pre-utterance timeframe (0-250ms
prior to utterance onset), involving 66% of all differentially active electrodes for these
subjects. Subjects 4, 5 and 7 demonstrated sparse differences in the regions sampled.
Subject 6, who was the only subject without temporal lobe involvement of his epilepsy,
demonstrated robust increases for category fluency throughout the regions sampled in all
timeframes except immediately post-utterance (5.7% of electrodes with significant
difference during this epoch by comparison to mean 38.3% with significant differences
for other epochs; p < 10-10 across epochs by Cochran’s Q, corrected for multiple
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comparisons). Of note, subjects 3 and 6, whose epileptic networks were limited to
neocortical regions, demonstrated the largest percentage of cortical regions with
significant differences between letter-based and category-based fluency (mean 45.3% of
electrodes demonstrating differences for these two subjects, compared to 7% of subjects
with mesial temporal lobe epilepsy), however limited group size precludes formal
statistical comparison.

5.5 Discussion
This study demonstrates that overt, self-paced verbal fluency tasks can be
successfully performed and evaluated using intracranial electroencephalography.
Although several language paradigms have been implemented using iEEG, ours is the
first study to investigate the high-resolution spatiotemporal activation patterns associated
with spontaneous utterances in a free recall paradigm. Though the number of subjects in
this study is small, our findings provide an interesting complement to existing verbal
fluency literature, which averages neurophysiologic signals over several seconds at a
time. Our observations have implications for current models of language production, and
potentially for invasive strategies to improve language function. Below we interpret our
findings, breaking them down into specific elements of the speech production process,
and offer a possible explanatory model for how words are produced in the context of
verbal fluency paradigms.
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5.5.1 Spatial and temporal dynamics of spontaneous utterances
5.5.1.1 Conceptual and lexical retrieval processes
As previously discussed, verbal fluency tasks differ from other language
production tasks in that the prerequisite conceptual preparation step depends on a
memory search for acceptable exemplars. Studies of picture naming and verb generation
suggest that subsequent sub-processes involved in word production (e.g. lexical selection,
articulatory preparation) occur over the 600ms prior to articulation. We thus examined
the time period earlier than 600ms prior to speech onset, positing that during this
timeframe, subjects are actively engaged in cognitive search without significantly
involving canonical lemma selection or articulation processes.
During this ‘search’ timeframe, we observed gamma activation including the
superior and middle frontal regions across subjects on both category and letter fluency
tasks. This activity was seen more prominently in left hemispheric implants during letter
fluency, whereas category fluency did elicit ‘search’ timeframe activation in right frontal
regions as well. Our findings are consistent with fMRI studies of verbal fluency tasks
demonstrating increased blood oxygen level dependent (BOLD) activity in prefrontal
cortex during these paradigms compared to rest or rote recitation [218,219,222]. By
contrast, we did not see consistent involvement of the left inferior frontal gyrus, across
subjects, as is reported in fMRI and PET literature on phonemic verbal fluency. While
this may be partly due to incomplete electrode coverage in this region for some subjects,
varying functional network architecture across individuals may also contribute. This may
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be of particular significance in individuals with epilepsy, who are expected to have
variation in functional and anatomic localization due to aberrant plasticity as a result of
epileptiform activity, or the underlying cause of their seizures [236]. Of note, however,
none of our subjects had seizure onset zones in the left frontal region.
Many of the areas active during the cognitive search timeframe showed a subtle
decrease in high gamma activity 200-300ms prior to speech onset, but remained active
throughout the remaining peri-utterance timeframe. This may signify that networks
involved in conceptual search continue their function even while suitable exemplars are
identified and speech production processes are launched in parallel. An alternative
explanation is that the lexical search and speech production processes engage overlapping
anatomical regions. Although the latter explanation seems less likely given that tasks
involving only the latter processes (e.g. auditory word repetition or reciting well-known
lists) do not typically result in extensive prefrontal activation [237,238], it is supported by
the fact that in category fluency, a subset of the ‘search’-active electrodes in our study
demonstrated further increases in activity during later timeframes with respect to speech
onset. In summary, our findings suggest that conceptual search processes employ
prefrontal activation, and that these processes may continue in parallel with subsequent
word planning and speech production processes.

95

Chapter 5: Using intracranial EEG to map brain networks

5.5.1.2 Lexical selection and phonological encoding
Left hemispheric implants showed focal increases in high gamma activity that
peaked less than 600ms prior to speech onset with a decline before or during articulation.
These peaks occurred in distributed areas including left inferior frontal, middle frontal,
inferior parietal and posterior temporal regions. Prior studies of word generation suggest
that word planning (lexical selection, phonological and phonemic encoding) occurs
during this timeframe (i.e. 200-400ms post-stimulus, assuming an average response
latency of 600ms) [239]. Our observations are consistent with this model, and
additionally suggest involvement of the middle frontal gyrus (MFG). Assuming a
semantic network architecture is invoked during verbal fluency task execution [212,240],
one might ascribe the MFG activation to lexical selection processes occurring during this
timeframe. However, the MFG activity is notably more robust in the letter-motivated
condition, wherein selection among competing potential exemplars with similar or
overlapping meanings is unlikely to be a major component. A previous study found high
gamma perturbations in the left MFG during word production tasks with visual stimuli
and concluded that this region serves as a temporal perceptual information storage space
[241]. We thus propose that in this subject the MFG also participates in the lexical
selection subtask. Ideally a comparison to a task that isolates these sub-processes within
the same subject would shed light on this picture, however real-time signal analysis to
identify such needs was not available at the time of our recording.
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Interestingly, the regions active during presumed word planning timeframes for
letter fluency overlapped partly but not completely with those active for category fluency.
We learn from this that the implementation of the two tasks may differ not only in the
search mechanisms, but perhaps also in the cortical areas involved in word planning and
production. Further studies with larger subject numbers and dedicated task paradigms
would be useful to clarify this unintuitive implication.

5.5.1.3 Articulatory planning and execution
Starting at 200-300ms prior to utterance onset, we observed increases in high
gamma activity in spatially precise but distributed areas of peri-Rolandic cortices. This
activity was seen in both right and left implants and likely represents articulatory
planning and motor activation. These findings are remarkably consistent with those
observed in overt picture naming and verb-generation paradigms, as well as during
syllable production [230,242]. Interestingly, subject 8 demonstrated a parallel pattern of
activation in the temporo-parietal-occipital (TPO) junction, consistent with prior
observations suggesting a ‘subsystem’ within Wernicke’s area engaged in the motor act
of speech in some subjects [230,243,244].

5.5.1.4 Feedback processing
In the post-utterance timeframe, we consistently observed dramatic high gamma
activity increase in the posterior temporal and inferior parietal regions. This activity was
seen bilaterally. Edwards et al. observed similar patterns in a picture naming and verbal
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fluency tasks, and suggested it was a form of self-monitoring [230]. Using fMRI, Birn
and colleagues [222] saw decreased activity in the posterior superior temporal regions
during verbal fluency compared to an automatic speech task, suggesting that activity in
this region is not a primary auditory phenomenon. Our observations may represent a
correlate to the N400 event-related potential that typically occurs when subjects listen to
natural speech, words and sentences [245,246]. We propose that posterior temporal
activation in this context represents a combination of auditory feedback and semantic
processing, noting that in several electrodes there is a difference between levels of
activation induced by phonemic versus semantic stimuli. Such a hypothesis could be
further evaluated with a dedicated task evaluating post-utterance activation compared
with activation patterns during passive listening to words or hearing unexpected noises
within subjects.

5.5.2 Category-motivated versus letter-motivated verbal fluency
We expected the earliest time period (more than 600ms prior to utterance onset)
to demonstrate the most robust differences between semantic and phonemic verbal
fluency because these two conditions require slightly different search strategies but
presumably similar lexical selection and speech production processes [212]. Surprisingly,
we found statistically significant differences across the peri-utterance timeframe. The
epoch demonstrating the most widespread areas of differential activation across subjects
was immediately pre-utterance (less than 250ms prior to speech onset). This suggests that
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speech production processes specific to letter- or category-motivated verbal fluency occur
most robustly in the period immediately prior to speech onset, or they are more
differentially “jittered” with respect to speech onset. The latter explanation would be
expected given that letter and category fluency tasks differ in level of difficulty, as a
whole and as a function of the specific letter or category stimuli used. On the other hand,
examples of processes that may be condition-specific and occur in this timeframe include
pre-speech self-monitoring (e.g., internal self-monitoring, performing a last minute
‘check’ to validate that an exemplar to be uttered fits the stimulus criteria) or late parallel
conceptual activation (e.g. invoking a word meaning in response to an orthographically
or phonemically-driven lexical selection process). Further studies with larger datasets
may shed light on these processes by examining the semantic and linguistic properties of
exemplars associated with differential activation in the late pre-utterance timeframe.
Subject 6 was the only participant to demonstrate widespread increases in
semantic verbal fluency across nearly all regions sampled. These were present during
search, pre-utterance and late timeframes, but were less prominent during the immediate
post-utterance epoch. In the late post-utterance timeframe (more than 250ms after
utterance onset) the same subject also had widespread increases in response to categorymotivated stimuli. This pattern was very different from those observed in other subjects.
His relatively high performance in this task, as well as an epileptic network far removed
from more classically localized language-generating regions, argue that he may represent
a normal variant pattern. His network might also represent a different cognitive strategy
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for completing the verbal test, for example relying more heavily on visualization during
category-cued verbal fluency and/or self-monitoring of language output. Interestingly, the
two patients with the highest performance in both letter and category fluency
demonstrated the most widespread areas of difference between category and letter
fluency. These also were the two patients without evidence of mesial temporal
involvement in their seizures. Although the sample sizes are too small for formal
statistics, this does beg the question of whether specialization contributes to performance
and whether mesial temporal lobe epilepsy undermines this specialization, e.g., because
of epilepsy-related plasticity or because of impaired memory retrieval due to mesial
temporal dysfunction. The caveat is that electrodes were placed according to clinical
necessity, so we got for example only 2 right hemisphere implants – it is thus impossible
to assess the activity of the alternate hemisphere for these patients. Our lack of findings
for the patients with lower performance could have been because all of their significant
differences were in the contralateral hemisphere.

5.5.3 Potential contribution of the medial temporal region
The task employed in this study is fundamentally a free recall paradigm, and as
such one might expect prominent activation of the medial temporal lobe. We did not see
evidence of such activation in most subjects. We noted, however, that the two highest
performing subjects did not have mesial temporal involvement of their epilepsy, and of
these the one subject that had mesial temporal recordings did show significant activation
of the mesial temporal region on task compared to rest. An additional subject was
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recorded with a similar paradigm but fewer stimuli and demonstrated high performance
in semantic but not phonemic verbal fluency. This was associated with increased high
gamma activity in the left mesial temporal region (see supplemental data). Ad hoc
analysis showed that this activity did not appear to vary substantially in the peri-utterance
timeframe, but that the increase in high gamma activity was largely driven by speaking
(as opposed to silent) periods of the recording, and that the activity returned to resting
baseline levels between words. Other studies have also implicated hippocampal complex
in language production tasks [212,247–250]. Most of these studies point to a role of the
hippocampus in working memory necessary for maintaining contextual information for
communication. Our observations, as well as those by Gleissner and Elger [250], suggest
that in some people the hippocampus contributes to speech production independent of
language context, and that inability to mount a functional gamma activity may underlie
the impaired memory performance in epilepsy patients.

5.5.4 Toward a model of verbal fluency
Based on our findings, in combination with prior studies [222,226,239,251,252],
we suggest a framework for understanding neurophysiologic processes underlying
execution of the verbal fluency task (Figure 5.5). We propose that cognitive search
processes occur nearly consistently throughout the task and employ distributed regions,
most commonly prefrontal cortex. Phonemic (letter-motivated) and semantic (categorymotivated) search employ overlapping, but not entirely equivalent networks that vary
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across individuals. A periodic switch in search strategies is also dependent on frontal
regions, although the precise localization (if one exists across subjects) is yet to be
determined. When a suitable exemplar is identified, word planning processes occur by
way of (possibly coordinated) activation of prefrontal cortex and superior temporal
sulcus. This is followed by articulatory preparation, utilizing peri-Rolandic sensorimotor
cortices bilaterally. Subsequent speech onset triggers auditory feedback processes in the
posterior temporal and inferior parietal regions. We propose that lexical selection,
articulatory preparation and auditory feedback occur in parallel with ongoing search
activity in the prefrontal cortex, enabling identification and articulation of several
exemplars in rapid succession.
Cluster

Cluster

Cluster

Time

Switching

Conceptual Search
Word
Planning

Articulatory
Preparation
Auditory Feedback

Speech Onset

Figure 5.5: Proposed model for verbal fluency. Conceptual search processes occur on an
ongoing basis and employ distributed areas including prefrontal cortex. Specific (but as
yet undefined) frontal regions are likely involved in switching among subcategories for a
given criterion/stimulus. Word planning may involve coordinated activity of prefrontal,
inferior frontal, temporal and inferior parietal regions. Articulatory preparation occurs
primarily in peri-Rolandic sensorimotor cortex. After speech onset, auditory feedback
processing employs posterior superior temporal gyrus and inferior parietal regions. We
propose that cognitive search processes are ongoing in parallel with lexical selection and
speech production processes.
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This model has several limitations and will most certainly be subject to revision
as more is learned about the various sub-processes referenced above. For example, we
have limited our model to neocortical activation patterns, and the impact of deeper
structures (hippocampus, entorhinal cortex, insula etc.) is not addressed. Further, the
question of whether lemma selection from a variety of competing concepts applies in
both semantic and phonemic verbal fluency conditions has not been answered. However,
our hope is to provide a framework for further discussion and refinement. Understanding
the neurophysiologic processes contributing to verbal fluency will improve our
interpretation of performance deficits seen in a spectrum of neurocognitive disorders
affecting language and memory, and may offer new insights to potential therapeutic
strategies.

5.5.5 Implications for invasive strategies to improve language function
Although currently envisioned devices for speech prostheses focus on enhancing
function at the peripheral nerve and muscle coordination level, technology is being
developed to replace or enhance cognitive functions related to memory and language
production as well. These devices may address dysfunction in memory encoding and
retrieval, lexical retrieval as well as phonological encoding and syllabification. Our
findings suggest that successful implanted devices will require flexibility in their
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architecture, at both a hardware and software level, and will need to be take on a form
that allows for spatially distributed sampling.

5.5.6 Limitations
We studied spatiotemporal dynamics associated with verbal fluency in a small,
consecutive, non-selected sample of patients. The size of our cohort, variable sampling of
language networks (due to clinical necessity) and heterogeneity of brain pathology in our
subjects are all limitations of this study. Prior studies demonstrate heterogeneity in
functional language networks even among healthy normal subjects [225,227], and it
makes sense that at least the same variability would be expected among patients with
medically refractory epilepsy [236]. Additionally, spatial sampling in studies like ours is
limited to structures where electrodes are implanted out of clinical necessity, which
renders cross-subject comparisons difficult. Nonetheless, there are common themes that
provide useful insight to the temporal dynamics of verbal fluency, such as early
prefrontal activation, sensorimotor involvement in articulatory preparation and postresponse temporoparietal activation. Further analyses using larger groups of patients may
better explain our observations, place boundaries on the degree of individual variability
in network architecture, and may even elucidate the differential effects of various types of
epilepsy. Though electrocorticography experiments do not allow for a comparison to the
general population, studies across a variety of seizure onset zone locations and
underlying etiologies can improve signal to noise ratio and give insight to probable
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mechanistic inferences. Additionally, modalities such as magnetoencephalography
(MEG) may be of great utility here, provided that the brain regions to be sampled are
close to the cortical surface and thus to MEG sensors. In these cases, comparison of
patients with epilepsy and healthy normal controls, using similar language tasks, may be
feasible.
Another contributor to noise in the spatiotemporal maps of this study is variability
in timing across utterances. Changes in level of alertness or task engagement are known
to affect variability and latency of reaction times [253]. In this study, we interpret our
findings assuming the same overall timing of cognitive subprocesses related to word
production for each subject, using prior findings in healthy normal subjects as a guide.
However other studies utilizing high gamma activity have observed different reaction
times across individuals and explored timing of activation patterns as a function of each
subject’s average reaction time. The free recall format of our paradigm limits our ability
to formally assess a specific reaction time per se, although notably certain patterns of
activation (e.g. post-response temporoparietal activity) appear relatively invariant.
Nonetheless, it may be advantageous in future studies using similar formats to establish a
baseline ‘standard’ average reaction time and ‘normalize’ temporal patterns to that
standard for each individual subject.
The nature of our task paradigm did not allow systematic investigation of
differences across letters or categories. Wang and colleagues [254] showed different
electrocorticographic patterns in frequency and time domains for different categories in a
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picture naming task and it is reasonable to expect such differences in category-based
verbal fluency. This could be the subject of a further subanalysis, however it would likely
be more successful with a larger number of subjects and possibly with repeated stimuli.
Several prior studies evaluating neurophysiologic signatures of verbal fluency
utilize an automatic speech condition for comparison [217,222]. This technique could
have provided more insight into the distinction between prefrontal search activity and the
lexical selection subprocess. Further studies may be strengthened by including this third
condition, as well as passive listening words, non-words and unexpected sounds to
further dissect the auditory feedback processing activity in the posterior superior
temporal region. Including these tasks was, however, outside the scope of the current
study.
We make no assumptions regarding the contribution of clustering versus
switching to the early prefrontal activation we observed. Given that we discarded
utterances that were produced too closely together to be evaluated independently, our
observations could represent predominantly search within a cluster or switching between
clusters. To our knowledge there are currently no published studies investigating the
timing of switching activities with regard to word clusters. We propose that a paradigm
similar to the current study may provide an opportunity to clarify this.
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5.5.7 Conclusions
In this study, we used high gamma activity on intracranial EEG to characterize the
neuronal activation patterns associated with speech production in an overt, self-paced,
letter- and category-motivated verbal fluency paradigm. The use of high gamma activity
allows us to characterize human cognition with temporal resolution that exceeds
functional MRI or PET, with good spatial resolution. Our approach differs from other
iEEG studies in the nature of the language paradigm and in the self-paced nature of the
task.
We observed high gamma increases in distributed prefrontal regions during the
putative cognitive search timeframe, robust sensorimotor cortex increases during
articulatory preparation and post-utterance temporoparietal activation consistent with
auditory feedback processing. Our observations extend prior studies of stimulus-locked
word generation with investigation of neuronal activation patterns associated with
cognitive search. Variability in the differences between letter- and category-motivated
verbal fluency likely reflects inter-individual heterogeneity in search strategies and
conceptual representations. The underlying epileptic networks are almost certain to play a
role and should not be ignored. Based on this work and others, we propose a model for
the functional neuroanatomy of the verbal fluency task. We hope to thus contribute to the
general understanding of this widely used but as yet incompletely understood
neuropsychological evaluation tool.
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5.7 Supplementary Information
5.7.1 Detailed Description of Statistical Analyses
Analyses are done for each subject separately for each channel separately. For
each stimulus we take a 2-second period of the EEG recording from 1250ms prior to
750ms after each response to that stimulus. We compute the high gamma activity (lognormalized to resting high gamma) at overlapping 200ms windows with 10ms steps in
this period. We have multiple utterances for each stimulus and multiple stimuli (6
category stimuli and 6 letter stimuli). For the same stimulus type, category or letter, we
aggregate across all utterances and stimuli to determine an average gamma activity at
each of the 181 time points. Traces of this averaged activity over the 2-second period are
demonstrated in figure 4. We consider activity to be significantly elevated above rest
when the mean of the log-normalized activity is greater than 1.96 times the mean log of
high gamma activity at rest in the same electrode. Although arbitrary, this threshold was
used to correspond to the quantile of the normal distribution that has a two-sided
probability in the tail of 5%.
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To determine the times with respect to speech utterance onset at which individual
electrodes show significant differences between high gamma activity for letter stimuli
versus high gamma activity for category stimuli, we then selected four epochs within
these 2-second periods and average the gamma activity in each of these four epochs.
Epochs were selected based on prior literature to reflect timeframes relative to speech
onset wherein salient language production processes are postulated to occur, without
significant contribution of other processes:
-

600-850ms PRIOR TO speech onset for cognitive search

-

0-250ms PRIOR TO speech onset for word planning

-

0-250ms AFTER speech onset for articulatory motor activity, and

-

400-600ms AFTER speech onset for feedback processing
Now the unit of analysis is for each subject, for each electrode contact and for

each epoch. If we focus on an epoch and electrode for a given subject, we then have two
averages: one for the utterances corresponding to category and the other for the
utterances corresponding to letter. We get an overall (two-sided) difference by taking the
absolute value of the difference between these averages.
To get the reference distribution of the absolute difference we take all of the
utterances in response to letters and all of utterances in response to categories. We
randomly permute the labels of all of these utterances thereby keeping the number of
utterances of each stimulus type the same but changing which utterances correspond to
letters and which correspond to categories. We then, as with our original data, take the
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averages of those that are letters and those that are categories and take the absolute value
of this difference. This is done 10,000 times. Finally, we obtain a p-value (this is for each
of the four epochs, for each of the electrode contacts and for each of the seven subjects)
by identifying the fraction of the 10,000 permuted absolute values lie above the absolute
value that we computed from the actual data.
The result is thus for each subject to have a p-value for each epoch and for each
electrode contact. We focus on each epoch and hence have 6 P-values across the
channels. We used an FDR to identify which channels of the 64 are significant. The
resulting 28 FDR analyses (one for each of the seven individuals, one for each of the four
blocks) is shown in Figure 5. The dots correspond to the electrodes that were found
significant by this method. Even though the measure is two sided, we further distinguish
the significant ones into those where the higher gamma activity is for letters (blue) and
category (red).
We then wanted to see whether the extent to which electrodes met criteria for
significant difference between phonemic and semantic conditions varied across the four
epochs. Since the electrodes are the same across the 4 blocks, the data are paired and
hence we used the Cochran’s Q test. We labeled each electrode within each epoch as yes
or no. We then calculated Cochran’s Q for every subject to determine whether electrode
activation patterns were consistent over the 2-second period. Low p-values allow us to
reject the null hypothesis that letter/category differences are relatively stable at the
electrode level from epoch to epoch.
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5.7.2 Supplementary Figures
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Supplementary Figure 5.1: Behavioral Task Performance. Behavioral performance
metrics, as indicated by number of correct exemplars per 60 seconds. Phonemic
production rates indicated by blue dots, semantic production rates by red dots. A. Overall
production rates were lower in letter-motivated fluency (p = 0.012 by paired sample Ttest) B. The two women in the study had generally lower production rates than the 5 men
in both letter and category fluency. C. The two subjects without mesial temporal lobe
involvement of their epilepsy had higher production rates than those others. D. There was
no difference between performance of patients with epilepsy involving the left
hemisphere and those without left hemisphere involvement. MTLE: mesial temporal lobe
epilepsy.
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Supplementary Figure 5.2: Temporal progression of high gamma activity patterns (all
subjects). Log-normalized high gamma activity patterns at selected time points for all
subjects, averaged across exemplars for each condition. Light, medium and dark blue
[red] tones indicate contacts where letter [category] fluency resulted in 1.5, 2.0 and
greater than 2.5 times the high gamma recorded during rest. Speech onset was at 0ms
(indicated by dashed line). Early activity was seen in prefrontal regions (this was not seen
for phonemic verbal fluency in the two right hemispheric implants, nor was it seen for
semantic verbal fluency in two of the five left hemispheric implants), with subsequent
involvement of peri-Rolandic and temporal cortex. After speech onset, robust posterior
temporal/inferior parietal activations were present in almost all subjects independent of
laterality of recording.
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Letter

Category

T>8
T>5.5
T>3.5
T>2.5
T>1.96

Supplementary Figure 5.3: Pooled high gamma activity patterns. Regions of
significantly increased high gamma activity as a function of time for phonemic (lettercued) and semantic (category-cued) verbal fluency utterances compared to rest, with
electrode locations pooled across all subjects. Time 0ms indicates speech onset.
Electrodes projected on standard MNI brain. Gray dots indicate electrodes where no
significant increase in high gamma activity was observed. View videos online at
https://drive.google.com/open?id=1UPHxJ3ssZgF5lNWBdbo72Em5gxtOneCM (Letter)
and https://drive.google.com/open?id=1Qk9udgJU3MUC6f4OX7HgzM_gDgDjuPDp
(Category).
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Early
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Category > Letter
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Supplementary Figure 5.4: Differences between letter and category verbal fluency
across time. Electrodes with significant difference (p<0.05 by two-tailed permutation
testing across conditions, corrected by false discovery rate across electrodes) between
letter and category conditions for each subject during selected timeframes: Early (850ms
to 600ms prior to utterance onset), Pre-Utterance (250ms to 0ms prior to utterance onset),
Post-Utterance (0ms to 250ms after utterance onset) and Late (400ms to 600ms after
utterance onset). Timeframes selected to coincide with the following periods of language
processing: cognitive search, word planning, articulation and feedback. Blue dots indicate
contacts where high gamma activity for letter-motivated utterances exceeded that for
category-motivated utterances, red dots indicate the inverse. See supplementary text for
details of statistical analysis. We found a broad range of patterns among the subjects
studied, with evidence of semantic vs phonemic differences appearing in both
hemispheres and during search, word planning, articulatory execution as well as auditory
feedback timeframes. The two subjects without mesial temporal involvement (subject 3
and subject 6) demonstrated the largest disparity in letter-motivated and categorymotivated fluency.
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Chapter 6: Using intracranial EEG to localize epileptic
networks
In this chapter, I explore the utility of interictal iEEG recordings in localizing
epileptic networks, using data from drug-resistant patients who underwent surgical
resection. By integrating iEEG network analysis with data from structural MRI and
clinical reports, I characterize network connectivity inside and outside of the resected
tissue in good and poor outcome patients. Extracting valuable information from interictal
iEEG can ultimately reduce the need for prolonged implant times, thereby reducing
patient morbidity.

Reference: Shah P, Bernabei J, Kini L, Ashourvan A, Bassett DS, Davis KA, Litt B.
High interictal connectivity within resection zone is associated with
favorable post-surgical outcomes in focal epilepsy patients. Prepared for submission to
Annals of Neurology.
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6.1 Abstract
Drug-resistant focal epilepsy patients are often candidates for surgical resection of
epileptic brain regions. Accurate localization of these regions is necessary for postsurgical seizure freedom. While intracranial electroencephalography (iEEG) is the gold
standard for localizing seizure networks, there is a clinical need for quantitative tools to
maximize information gained from iEEG data while minimizing implant times and
patient morbidity. To help achieve this goal, we evaluate the utility of interictal iEEG
network analysis in identifying targets for surgical removal. We analyze interictal iEEG
recordings and neuroimaging from 27 focal epilepsy patients treated via surgical
resection. We generate interictal functional networks by calculating pairwise correlation
of iEEG signals across different frequency bands. Using image coregistration and
segmentation, we identify electrodes falling within the surgically resected tissue (i.e.
resection zone), and compute connectivity metrics in relation to the resection zone. We
further associate these metrics with post-surgical outcomes. Greater overlap between
resected electrodes and highly synchronous electrodes is associated with favorable postsurgical outcomes. Furthermore, good outcome patients have significantly higher
connectivity within the resection zone compared with poor outcome patients. This study
suggests that spatially-informed interictal network synchrony measures can distinguish
between good and poor outcomes. By capturing clinically relevant information during
interictal periods, our work can ultimately reduce the need for prolonged invasive
implants and provide fundamental insights into the pathology of an epileptic brain.
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6.2 Introduction
Epilepsy is a common neurological disorder which affects over 50 million people
worldwide [255]. Over one-third of epilepsy patients experience uncontrolled seizures
despite medication [5]. Within this group, approximately 80% have localization-related
epilepsy and are candidates for surgical removal of the seizure-generating region in the
brain [256]. Accurate seizure localization is needed in these patients to maximize chances
of seizure freedom and minimize memory deficits following surgery. With the recent
development of more targeted alternatives to surgery such as laser ablation [1] and
neurostimulation [2], precise localization is becoming increasingly valuable for guiding
therapy.
Intracranial EEG (iEEG) can be incredibly valuable for localizing seizures,
particularly in patients without clear lesions on clinical imaging [257]. In this approach,
implanted subdural and depth electrodes record brain signals for up to several weeks,
with the intent of capturing ictal events and identifying seizure onset regions. While
iEEG is the gold standard for recording seizures at high spatial and temporal resolution, it
has important limitations. For example, seizures are often provoked during the recording
period via medication withdrawal and sleep deprivation; these provoked seizures may be
fundamentally different than patients’ stereotypical spontaneous seizures and could
misinform localization attempts. Additionally, prolonged implantation and seizure
provocation can lead to complications such as infection or hemorrhage. In some cases,
seizures may not occur during the implant period, rendering the study inconclusive.
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Clearly, there is a clinical need for reliable tools to map seizure networks while
minimizing morbidity to the patient.
Recent evidence shows that seizures most commonly arise from abnormal brain
networks rather than isolated focal lesions [14,258]. Therefore, in order to accurately map
seizure networks, it is important to identify brain network abnormalities in epilepsy.
Functional networks derived from correlations between iEEG signals show promise in
highlighting seizure onset networks, distinguishing between focal and generalized
seizures, and predicting outcomes [139,259,260]. While most previous iEEG network
studies analyze ictal and preictal data, it is likely that interictal recordings are also
informative for localizing epileptic networks. This notion is supported by recent studies
demonstrating that ictal and interictal iEEG network subgraphs are topologically similar,
and that patterns of high frequency activity propagation during seizures are recapitulated
interictally [25,26]. Moreover, epileptic brain networks are fundamentally altered, as
reflected by cognitive deficits and imaging abnormalities in many patients. These
findings suggest that iEEG can provide valuable information without the need to capture
seizure events.
In this study, we evaluate the utility of interictal network analysis in mapping
seizure networks. While the ground truth identity of the seizure-generating network is
inherently unknown, information about the surgical resection zone combined with outcome
data can serve as a valuable proxy. Namely, if a patient has a good post-surgical outcome,
a reasonable assumption is that the seizure network is contained in the resection zone; in
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contrast, in poor outcome patients, the resection zone likely did not include the entirety or
the seizure network. Therefore, we characterize network connectivity inside and outside of
the resection zone in good and poor outcome patients. We hypothesize that patients with
highly synchronous nodes removed are more likely to have good outcomes. This work can
further our understanding of functional network topology in epileptic human brains, and
ultimately reduce the need for prolonged implant times, thereby reducing patient morbidity.

6.3 Methods
6.3.1 Subjects
We retrospectively studied 27 adult patients undergoing pre-surgical evaluation
for drug-resistant epilepsy at the Hospital of the University of Pennsylvania and the
Mayo Clinic. All patients presented with focal onset seizures and were subsequent treated
via surgical resection, with at least 1 year post-surgical outcomes as measured by Engel
classification score and/or ILAE criteria. Patients were divided into good outcome (Engel
I, or ILAE 1-2) and poor outcome (Engel II-IV or ILAE 3-6) groups. All patients gave
consent to have their anonymized iEEG data publicly available on the International
Epilepsy Electrophysiology Portal (www.ieeg.org) [261,262]. Clinical and demographic
information is available in Table 6.1.
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Subject

Age

Sex

Resected Region

Pathology

Outcome

1
2
3
4
5

21
37
28
33
40

M
M
F
M
M

LFL
RTL
RTL
LFPL
RFL

MCD
Dual Pathology
MTS
MCD
MCD

Engel 1D
Engel 1B
Engel 1A
Engel 1B
Engel 1C

6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27

25
57
54
41
56
29
25
24
35
48
39
45
36
40
N/A
N/A
N/A
N/A
N/A
N/A
N/A
N/A

F
F
M
F
F
M
F
M
F
F
M
F
M
F
M
F
M
M
M
F
M
F

LTL
LTL
LTL
LTL
RTL
LPL
LTL
LFL
LTL
RTL
RTL
LTL
RTL
RTL
RFL
RFTL
RTL
LTL
RFL
LTL
LFPL
RTL

Dual Pathology
MTS
MTS
Gliosis
MTS
Not Available
Gliosis
Tumor/Vascular/Infection
MTS
Gliosis
Tumor/Vascular/Infection
MTS
MTS
MTS
Gliosis
Gliosis
N/A
Gliosis
Gliosis
Gliosis
Gliosis
Gliosis

Engel 1A
Engel 2D
Engel 2A
Engel 2B
Engel 1A
Engel 2A
Engel 1C
Engel 1D
Engel 1D
Engel 1B
Engel 1A
Engel 1B
Engel 1A
Engel 1B
ILAE1
ILAE4
ILAE4
ILAE5
ILAE5
ILAE5
ILAE4
ILAE5

Table 6.1: Clinical and demographic patient information. Legend - L: Left; R: Right;
TL: Temporal Lobe; FL: frontal lobe, FPL: fronto-parietal lobe, MTS: mesial temporal
sclerosis; MCD: malformation of cortical development; N/A: not available
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6.3.2 Intracranial EEG acquisition
Cortical surface and depth electrodes were implanted in patients based on clinical
necessity. Electrode configurations (Ad Tech Medical Instruments, Racine, WI) consisted
of linear cortical strips and two-dimensional cortical grid arrays (2.3 mm diameter with
10 mm inter-contact spacing), and linear depths (1.1 mm diameter with 10 mm intercontact spacing). Continuous iEEG signals were obtained for the duration of each
patient’s stay in the epilepsy monitoring unit. For each subject, we obtained one clip of
interictal data consisting of the first 6 hours of artifact-free recording at least 4 hours
removed from any seizure event. Seizure events were determined by a board-certified
epileptologist and consistent with clinical documentation.

6.3.3 Electrode and resection zone localization
Structural MRI scans were obtained from each patient three time points: preimplant, post-implant, and post-resection. MRI data were collected on a 3T Siemens
Magnetom Trio scanner (Siemens, Erlangen, Germany) using a 32-channel phased-array
head coil. High-resolution anatomical images were acquired using a magnetization
prepared rapid gradient-echo (MPRAGE) T1-weighted sequence (TR = 1810 ms, TE =
3.51 ms, flip angle = 9º, field of view = 240 mm, resolution = 0.94 × 0.94 × 1.0 mm3).
Spiral CT images (Siemens, Erlangen, Germany) were obtained clinically for the
purposes of electrode localization. Both bone and tissue windows were obtained (120
KV, 300 mA, axial slice thickness = 1.0 mm).
Electrodes were identified via thresholding of the CT image and labeled using a
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semi-automated process. For all subjects, all images were registered to the pre-implant
MRI space using 3D rigid affine registration, with mutual information as the similarity
metric. Pre-implant MR images were diffeomorphically co-registered to post-resection
MR images to identify the resection zone. Resection zones were segmented semi–
automatically via the ITK-SNAP random forest classifier feature after hand-drawn
training samples were provided on co-registered imaging (Kini et al., 2018, unpublished).
The resection zone was dilated by 5% of the iEEG network in order to mimic effects of
gliosis and scarring adjacent to surgically removed tissue [263]. All resection estimates
were confirmed by a board-certified neuroradiologist. Using these resected regions along
with the electrode localizations, we determined the identities of the electrodes present in
the resection zone. Co-registration steps utilized Advanced Normalization Tools (ANTS)
software [122,264].

6.3.4 Functional network analysis
Following removal of artifact-ridden electrodes, interictal iEEG clips were
common-average referenced to reduce potential sources of correlated noise.[265] Next,
each clip was divided into 1 s non-overlapping time windows in accordance with
previous studies[139,26,266,267]. To generate a functional network representing
broadband functional interactions between iEEG signals for each 1 s time window, we
employed a method described in detail previously [26]. Namely, signals were notchfiltered at 60 Hz to remove power line noise, low-pass and high-pass filtered at 115 Hz
and 5 Hz to account for noise and drift, and pre-whitened using a first-order
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autoregressive model to account for slow dynamics. Functional networks were then
generated by applying a normalized cross-correlation function 𝜌 between the signals of
each pair of electrodes within each time window. Next, to gain an understanding of iEEG
networks across different frequencies, we generated functional networks across
physiologically relevant frequency bands as described in detail in a previous study [139].
Specifically, multitaper coherence estimation was used to compute functional coherence
networks for each 1 s window across four frequency bands: α/θ (5-15 Hz), β (15-25 Hz),
low-γ (30-40 Hz), and high-γ (95-105 Hz). Both broadband and frequency-specific
networks were represented as full-weighted adjacency matrices. In this model, each
electrode serves as a node of the network, and connectivity between pairs of electrodes
serve as edges. The networks were averaged across the full 6 hours to obtain one function
network for each patient for each frequency band. A schematic of this pipeline is
illustrated in Figure 6.1.
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(c) Network generation
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correlate

(d) Network analysis

electrodes
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time

Figure 6.1: Schematic of subject-level iEEG network analysis pipeline. (A) Using
structural imaging, we identify the location of electrodes on the brain surface and depths.
(B) We process interictal iEEG signals and divide them into 1 s windows. (C) For each 1
s window, we generate a broadband functional connectivity network by computing
correlation between iEEG signals across electrode pairs. We similarly compute
frequency-specific networks using coherence between iEEG signals across electrode
pairs. (D) We carry out node-level and edge-level network analysis on these resulting
networks, in relation to the resection zone.
To quantify the degree of synchrony of each node in the network, we computed
the nodal strength, which is defined for each node as the sum of the weights of all edges
connected to that node [17,96]. We identified “highly synchronous nodes” as nodes with
a strength at least 1 z-score above the mean. Next, we defined the strength selectivity of
the resection zone (RZ) as the spatial overlap between the nodes within the resection zone
and the highly synchronous nodes. Overlap was computed using the Dice Similarity
Coefficient (DSC) which ranges from 0 to 1 and is defined as 𝐷𝑆𝐶 𝐴, 𝐵 =

( |+∩-|
+ .|-|

, where

A and B are two binary sets. We compared the strength selectivity for good and poor
outcome patients across all frequency bands, and repeated the analysis for z thresholds
ranging from 0 to 2. Furthermore, to assess what types of connections were contributing
to the observed differences in strength selectivity in good vs. poor outcome patients, we
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delineated the following three edge types: (i) connections between nodes within the RZ
(RZ-RZ), (ii) connections between one node within the RZ and one node outside the RZ
(RZ-OUT), and (iii) connections between nodes outside the RZ (OUT-OUT). For each
subject, we computed the mean edge weights within each of these categories. We
compared the mean edge weights between these three categories within both good and
poor outcome patients. Furthermore, we computed differences in these categories
between the two patient groups.
Given that neighboring electrodes are more likely to be highly correlated due to
spatial proximity or due to common source measurements, we generated a spatiallyconstrained null model to ensure our findings were not a result of chance. To do this, for
each patient with N resected electrodes, we sampled clusters of N spatially contiguous
electrodes, using Euclidean distance to determine the closest electrodes. We repeated our
edge-weight analysis after normalizing the RZ-RZ, RZ-OUT and OUT-OUT edge
weights by the null distribution of edge weights for each category. Normalization was
carried out by subtracting the mean and dividing by the standard deviation of the null
values. Non-parametric Mann-Whitney U-tests were used for all pairwise comparisons in
this study.

6.4 Results
We constructed spatial maps of nodal strength, along with the overlaid resection
zone, for each individual patient (Figure 6.2). At the group level, we observed
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significantly higher broadband and beta strength selectivity in good outcome patients vs.
poor outcome patients, using a z threshold of 1 (p < 0.05, Mann-Whitney U test) (Figure
6.3A). Sweeping across a range of z thresholds from 0 to 2 revealed a trend of higher
strength selectivity in good vs. poor outcome patients in all frequency bands, with
significant differences for broadband (z = 1), beta band (z = 0.5 to z = 1.25) and lowgamma band (z = 1.75 to z = 2) (Figure 6.3B).
GOOD OUTCOME

(A)

= resected

high
Z

Relative strength (β band)

all
α-θ
β
lowɣ
highɣ

low
POOR OUTCOME
high
Relative strength (β band)

(B)

= resected
Z

all
α-θ
β
lowɣ
highɣ

low

Figure 6.2: Patient-level strength selectivity analysis. For an example good outcome
patient (A) and poor outcome patient (B), we illustrate spatial maps of nodal strength (in
the beta band), along with corresponding 2D heat maps of nodal strength in all frequency
bands. Resection zones are highlighted in green.
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(B)
*

*** *
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Figure 6.3: Group-level strength selectivity analysis. (A) Strength selectivity in all tested
frequency bands with a z threshold of 1 reveals significantly higher broadband and beta
strength selectivity in good outcome patients vs. poor outcome patients. (B) Sweep across
multiple z thresholds from 0 to 2 reveals significant outcome-dependent differences in
strength selectivity for broadband (z=1), beta band (z=0.5 to z=1.25) and low-gamma (z =
1.75 to z=2) networks (mean +/- standard error). Beta band strength selectivity
distinguishes between good and poor outcome across the widest range of z thresholds
(red box). *p < 0.05, Mann-Whitney U test.
Next, we sought to understand whether observed strength selectivity findings
were due to connectivity within the resection zone, or connectivity between the resection
zone and extra-resection regions. Since strength selectivity findings were most
prominent in the beta band, we focused our edge-level analysis on the beta band
networks, but repeated the analysis across all bands. We found that connections within
the resection zone (RZ-RZ) were significantly stronger than RZ-OUT and OUT-OUT
connections, and RZ-RZ connections were stronger in good outcome patients compared
with poor outcome patients (p < 0.05) (Figure 6.4). These findings persisted across all
frequency bands (p < 0.05). After normalization by a spatially-constrained null model,
RZ-RZ connections were still significantly stronger in good outcome patients than poor
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outcome patients (p < 0.05). While this trend was present in all frequency bands, it was
statistically significant for beta, low-gamma, and high-gamma bands. Additionally, in
both good and poor outcome patients, normalized RZ-RZ connections were stronger than
RZ-OUT connections and RZ-OUT connections were stronger than OUT-OUT
connections, with the additional finding of RZ-RZ > RZ-OUT in good outcome patients

*

*

Mean edge weight

(A)

(B)

*

Good outcome

*

Normalized edge weight

(p < 0.05). These findings also persisted across all frequency bands.

Poor outcome

*
*
*
*

Good outcome

*
*

Poor outcome

Figure 6.4: Edge-level analysis in relation to resection zone, shown for the beta band.
(A) Connections within the resection zone (RZ-RZ) are significantly stronger than RZOUT and OUT-OUT connections, and RZ-RZ connections are stronger in good outcome
patients compared with poor outcome patients. (B) After normalization by a spatiallyconstrained null model, RZ-RZ connections still significantly stronger in good outcome
patients than poor outcome patients. Additionally, in both good and poor outcome
patients, normalized RZ-RZ connections are stronger than RZ-OUT connections and RZOUT connections are stronger than OUT-OUT connections, with the additional finding of
RZ-RZ > RZ-OUT in good outcome patients. *p < 0.05, Mann-Whitney U test.
Given similar findings across different frequency bands, we sought to directly
probe the similarity of the frequency-specific function networks. Therefore, we correlated
the edges of the mean functional networks for each pair of frequency bands, across all
subjects. We found a high degree correlations across these networks (r=0.75-0.91), with
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the highest correlations between neighboring frequency bands (e.g., alpha-theta vs. beta:
r=0.91), and the lowest correlations between bands with larger frequency separation (e.g.,

edge weight (high-ɣ)

alpha-theta vs. beta: r=0.75) (Figure 6.5).

α-θ

r

edge weight (low-ɣ)

β
lowɣ
highɣ
all

α-θ

β

lowɣ

Figure 6.5: Matrix of similarity values between functional networks generated using
different frequency bands. Similarity values were obtained by measuring Pearson
correlation between edges in each pair of networks for each subject, and subsequently
averaging these correlations across subjects. We observe strong correlations across all
pairs of networks (r=0.75-0.91), with the highest correlations between neighboring
frequency bands and the lowest correlations between bands with larger frequency
separation. Inset shows an example scatter plot and correlation line of low-gamma edge
weights vs high-gamma edge weights in one subject.

6.5 Discussion
In this study, we evaluated the association of interictal network synchrony within
the resection zone on post-surgical outcomes in adult patients with drug-resistant focal
epilepsy. We determined that high interictal strength selectivity is associated with better
outcomes. This effect appeared to be driven by connectivity within the resection zone.
Our findings suggest that interictal recordings can provide valuable information to
identify putative seizure-generating regions. Employing quantitative tools on early
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interictal recordings can maximize information gained from iEEG recordings while
significantly reducing recording times.

6.5.1 High interictal connectivity within resection zone is associated with good
outcomes
We defined the strength selectivity of the resection zone as a simple measure of
overlap between electrodes in the resected region and highly synchronous electrodes as
measured by z-scored node strength. We found that strength selectivity was higher in
good outcome patients vs. poor outcome patients. The notion that removal of highly
synchronous nodes would lead to favorable outcomes is consistent with our
understanding that epilepsy is characterized by abnormal hypersynchronous neuronal
firing [268]. Our findings contribute to a growing body of recent work aiming to identify
epileptogenic networks and predicting outcomes based on node-level measures [259,269–
274]. While most of this prior work uses ictal or pre-ictal recordings, we focused on
deriving information from the earliest available interictal data. Moreover, unlike the
majority of previous studies, we applied quantitative imaging methods and semiautomated segmentation techniques to delineate the resection cavity, rather than utilizing
subjective clinical identification of electrodes that were resected or involved in seizure
onset. Finally, we demonstrated the utility of our method using the simple, parameter-free
metric of node strength, and explored our findings across a range of physiologically
relevant frequency bands.
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Although we observed a trend of increased strength selectivity in good outcome
patients across a range of z thresholds using both broadband and frequency specific
networks, the finding was mostly significant using beta band networks. While beta
frequency oscillations are thought to be associated with long-range communication
between brain regions [275], the role of oscillatory activity across different frequency
bands is still complex, with known interactions between different frequencies
[197,276,277]. Moreover, our direct analysis of network similarity across frequency
bands indicated that the frequency-specific networks were highly correlated with each
other. The high similarity may be due to our processing pipeline. Namely, we computed
average networks across 6 hour periods, since we were interested in extracting
information from stable functional networks. Kramer and coworkers have shown that
while functional iEEG networks are highly variable on the order of seconds, stable
network topology emerges after as little as 100 seconds, and persist across frequency
bands [278]. Additionally, our group has previously shown that long-term interictal
functional network connectivity, across all frequencies, can accurately predict structural
connectivity derived from white matter tractography (Ashourvan et al., 2018,
unpublished). Therefore, it is possible that long-term interictal functional networks are
highly similar across different frequency because these networks converge to a
representation of the underlying structural connectome.
Our edge-level analysis revealed that the majority of network synchrony is
attributable to intra-resection connections. This finding is similar to previous analyses
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illustrating that connectivity within the seizure onset zone is higher than both
connectivity outside of the seizure onset zone and connectivity bridging seizure onset and
non-seizure onset regions [267,279,280]. Our study examines connectivity within the
resection zone, rather than the clinically identified seizure onset zone, and provides
further validation using post-surgical outcomes. Of note, we found higher intra-resection
zone connectivity in good vs. poor outcome patients. These analyses suggest that seizuregenerating regions are functionally isolated from surrounding brain regions in focal
epilepsy patients, and that removal of these functionally isolated regions improves
patients’ chances of a successful outcome.
Our finding that good outcome patients had higher intra-resection zone
connectivity than poor outcome patients persisted following normalization by a spatiallyconstrained null model. Previous similar studies have generated null distributions by
sampling N random electrodes from the network, where N is the number of electrodes in
the region of interest (e.g. the resection zone) [269,272]. However, these models do not
consider two key facts: (1) that neighboring electrodes are more likely to have higher
functional connectivity due to structural connections or common source signals, and (2)
that surgical practice necessitates removal of spatially contiguous brain regions rather
than distant, randomly distributed electrodes. Our spatially constrained null model
therefore provides a more realistic set of random resections with which to normalize our
connectivity findings. Since this spatially-constrained null is more stringent than a
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random resection-based null, it is likely that our intra-resection connectivity findings are
truly significant and not simply due to spatial proximity.

6.5.2 Methodological Considerations and Limitations
One concern inherent to all iEEG data analysis is that the entire brain is not
sampled, as electrode locations are based on clinical necessity. While spatial coverage is
sparse to minimize patient morbidity, electrodes are placed with the intent of capturing
regions hypothesized to be part of the seizure network. Therefore, the seizure network
should still be captured, particularly in patients with good outcomes. However, it is
possible that the seizure network is not adequately covered, particularly in poor outcome
patients. Moreover, the spatial distribution and number of nodes in the network may
impact the topological properties derived from the network. Recent efforts to map wholebrain iEEG may help circumvent this issue [281–283]. Furthermore, scalp EEG or MEG
recordings, as well as data from functional and structural neuroimaging such as MRI and
PET, could complement our intracranial analysis and allow for spatial sampling of the
whole brain.
Another limitation of this study is that the resection cavity may include more than
what was necessary to resect. For example, patients with temporal lobe epilepsy often
have a stereotyped anterior temporal lobectomy procedure entailing removal of both
temporal neocortex and mesial temporal structures, even if only one of those areas is
involved in the epileptic network. Therefore, further validation of our approach will be
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carried out utilizing data from patients with laser ablations, which target a smaller region
of tissue.
We demonstrated a framework for mapping interictal functional networks using
simple measures of network synchrony on a moderately sized dataset. In order to bring
this framework to clinical practice, the next step is to generate a suite of multimodal
network-based features and assess the ability of these features to predict candidate targets
for surgical removal, using large multi-institutional datasets. By sharing our data, code,
and analysis approach, we hope to facilitate translation of quantitative seizure mapping
tools to clinical practice.

6.5.3 Conclusion
We determined that high interictal connectivity within the resection zone is
associated with favorable post-surgical outcomes in drug-resistant focal epilepsy patients.
Ultimately, our study can be translated to clinical practice, allowing for automated and
optimized seizure localization with reduced need for prolonged invasive implants.
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In this chapter, I develop a pipeline to facilitate combined analysis of MRI and
iEEG. Methods which merge data from neuroimaging and electrophysiology can help us
better understand the relationship between the structural and functional epileptic
networks. In order to probe brain connectivity as directly as possible at the highest
resolution, I utilize high angular resolution diffusion MRI (HARDI) to derive structural
connectivity networks, and iEEG to derive functional connectivity networks. I
characterize relationships between these two modalities across time, frequency, and
space. Specifically, I quantify structure-function coupling during seizure evolution and
identify structural connections contributing to this coupling.

Reference: Shah, P, Ashourvan A, Mikhail F, Pines A, Kini L, Shinohara RT, Bassett
DS, Litt B, and Davis KA. Local structural connectivity directs seizure spread in focal
epilepsy. bioRxiv (2018): 406793. Under Review at Brain

135

Chapter 7: Merging neuroimaging and electrophysiology

7.1 Abstract
How does the human brain’s structural scaffold give rise to its intricate functional
dynamics? This is a central challenge in translational neuroscience, particularly in
epilepsy, a disorder that affects over 50 million people worldwide. Treatment for
medication-resistant focal epilepsy is often structural – through surgery, devices or focal
laser ablation – but structural targets, particularly in patients without clear lesions, are
largely based on functional mapping via intracranial EEG (iEEG). Unfortunately, the
relationship between structural and functional connectivity in the seizing brain is poorly
understood. In this study, we quantify structure-function coupling across preictal and ictal
periods in 45 seizures from 9 patients with unilateral drug-resistant focal epilepsy. We
use High Angular Resolution Diffusion Imaging (HARDI) tractography to construct
structural connectivity networks and correlate these networks with time-varying
broadband and frequency-specific functional networks derived from coregistered iEEG.
Across all frequency bands, we find significant increases in structure-function coupling
from preictal to ictal periods. We demonstrate that short-range structural connections are
primarily responsible for this increase in coupling. Finally, we find that spatiotemporal
patterns of structure-function coupling are stereotyped, and a function of each patient’s
individual anatomy. These results suggest that seizures harness the underlying structural
connectome as they propagate. The relationship between structural and functional
connectivity in epilepsy may inform current and new therapies to map and alter seizure
spread, and pave the way for better-targeted, patient-specific interventions.
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7.2 Introduction
Epilepsy is a neurological disorder characterized by recurrent, unprovoked
seizures. It affects over 50 million people worldwide [255] and will afflict approximately
1 in 26 people during their lifetime [284]. The most common subtype is focal or
localization-related epilepsy, in which seizures arise from a specific region in the brain
[7]. Patients with localization-related epilepsy often experience uncontrolled seizures
despite medication, leading to neurological and psychiatric co-morbidities, deterioration
in quality of life, and up to an eleven-fold increase in mortality rate [4,6].
Recent evidence shows that seizures most commonly arise from abnormal brain
networks rather than isolated focal lesions [14,258]. As a result, researchers are applying
graph theoretical methods from the rapidly growing field of network neuroscience to
identify brain network abnormalities in epilepsy, in the hope of finding targets for
therapeutic interventions. In this approach, investigators map whole-brain structural and
functional networks, or “connectomes”, by characterizing connectivity between brain
regions based on multi-modal neuroimaging data [16,17,96]. Structural brain networks
are most commonly derived from diffusion tensor imaging (DTI) tractography [19].
Functional brain networks are most commonly derived from correlations in signal
fluctuations across multiple recording sites from modalities such as resting state
functional MRI (fMRI) [285,286], magnetoencephalography (MEG) [287], and
electroencephalography (EEG) [288]. These approaches reveal a wide variety of network
disruptions in epilepsy patients, both structurally [289–291] and functionally
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[20,162,292]. While still nascent, this work shows promise for clinical applications, as
network-based measures may serve as biomarkers for predicting seizure onset and spread
[139,270,293,294], cognitive impairments [291,295], and outcome following surgical
therapy [259,269,272].
Most studies of epileptic networks focus solely on either structural or functional
connectivity. However, it is commonly understood that the two are tightly linked. In fact,
there is great interest in the neuroscience community in elucidating the relationship
between brain structure and function. Recent evidence shows that structural and
functional brain networks are correlated at multiple temporal and spatial scales, that
structural connectivity constrains functional connectivity, and that functional connectivity
can modulate structural connectivity via mechanisms of plasticity [116,117,132,296–
303].
Given the robust coupling between structure and function in healthy brains,
disruptions in structure-function coupling can serve as biomarkers of neurological
disease, including in epilepsy. For example, Zhang et al. (2011) report that the degree of
coupling between resting state fMRI networks and DTI tractography networks is lower in
idiopathic generalized epilepsy patients compared with healthy controls, and is negatively
correlated with epilepsy duration. Using a similar approach, Chiang et al. (2015) report
decreased structure-function coupling in patients with left temporal lobe epilepsy
compared with healthy subjects. These two studies employ resting-state fMRI, which
characterizes the static, interictal functional epileptic network. However, little is known
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about the correlation between structural and functional connectivity during seizures. How
does structure-function coupling change over the course of seizure evolution? And which
particular connections drive these changes? Clinically, it is well understood that focal
seizures often quickly spread to distant brain regions, but the relationship of this spread to
underlying structure has not been quantified. Understanding where seizures are generated
and how they spread has been hampered by sparsely sampled intracranial EEG and
lesion-negative clinical brain images, and yet remains vital for planning surgical
treatments for epilepsy.
In order to address these questions, we study structure-function coupling in 45
seizures from 9 drug-resistant localization-related epilepsy patients undergoing routine
evaluation for epilepsy surgery. To construct time-varying functional connectivity (FC)
networks, we utilize clinical recordings from intracranial EEG (iEEG), an invasive
method that captures electrical activity from the brain in the form of aggregate local field
potentials, at high spatial and temporal resolution [257,306]. To construct structural
connectivity (SC) networks, we analyze High Angular Resolution Diffusion Imaging
(HARDI), an advanced diffusion imaging method that can produce robust tractography
results in regions of crossing white matter pathways [307]. Below we characterize
relationships between these two modalities across time, frequency, and space. We
hypothesize that there would be an increase in structure-function coupling during the
progression from preictal to ictal states, as seizures spread along structural pathways. Our
findings shed light on the pathophysiological processes involved in seizure dynamics,
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which can ultimately inform new approaches for clinical intervention. We detail these
investigations below.

7.3 Materials and Methods
7.3.1 Subjects
We studied nine patients undergoing pre-surgical evaluation for drug-resistant
epilepsy at the Hospital of the University of Pennsylvania. Seizure localization was
determined via comprehensive clinical evaluation, which included multimodal imaging,
scalp and intracranial video-EEG monitoring, and neuropsychological testing. This study
was approved by the Institutional Review Board of the University of Pennsylvania, and
all subjects provided written informed consent prior to participating.

7.3.2 Intracranial EEG acquisition
Cortical surface and depth electrodes were implanted in patients based on clinical
necessity. Electrode configurations (Ad Tech Medical Instruments, Racine, WI) consisted
of linear cortical strips and two-dimensional cortical grid arrays (2.3 mm diameter with
10 mm inter-contact spacing), and linear depths (1.1 mm diameter with 10 mm intercontact spacing). Continuous iEEG signals were obtained for the duration of each
patient’s stay in the epilepsy monitoring unit. Signals were recorded at 500 Hz. For each
clinically identified seizure event, a board-certified epileptologist precisely annotated the
onset time, termination time, seizure type, and electrodes recording artifact signals.
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Seizure onset times were defined by the earliest electrographic change (EEC) [308].
Seizure types were classified using ILAE 2017 criteria [309] as focal aware (previously
known as simple partial), focal impaired awareness (previously known as complex
partial), or focal to bilateral tonic-clonic (previously known as complex partial with
secondary generalization). Furthermore, the onset time of bilateral spread was noted for
focal to bilateral tonic-clonic seizures. All annotations were verified and consistent with
detailed clinical documentation. To ensure consistency and validity of the captured
seizures, we discarded seizures that contained substantial artifacts in all electrodes, events
that were very short (< 15 seconds), or those that occurred during sleep. De-identified
iEEG recordings are available online on the International Epilepsy Electrophysiology
Portal (www.ieeg.org, IEEG Portal) [261,262].

7.3.3 Image acquisition
Prior to electrode implantation, MRI data were collected on a 3T Siemens
Magnetom Trio scanner (Siemens, Erlangen, Germany) using a 32-channel phased-array
head coil. High-resolution anatomical images were acquired using a magnetization
prepared rapid gradient-echo (MPRAGE) T1- weighted sequence (TR = 1810 ms, TE =
3.51 ms, flip angle = 9º, field of view = 240 mm, resolution = 0.94 × 0.94 × 1.0 mm3).
High angular resolution diffusion imaging (HARDI) was acquired with a single-shot EPI
multishell diffusion-weighted imaging sequence (116 diffusion sampling directions, bvalues of 0, 300, 700 and 2000 s/mm2, resolution = 2.5 x 2.5 x 2.5 mm3 resolution, field
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of view = 240 mm). Following electrode implantation, spiral CT images (Siemens,
Erlangen, Germany) were obtained clinically for the purposes of electrode localization.
Both bone and tissue windows were obtained (120 KV, 300 mA, axial slice thickness =
1.0 mm).

7.3.4 Region of interest selection
A brain network consists of nodes representing regions of interest (ROIs) within
the brain, and edges representing the strength of connectivity between these ROIs. In
order to carry out direct quantitative comparisons of structural and functional networks, it
was necessary to establish a one-to-one correspondence between functional network
nodes and structural network nodes. We therefore determined the location of each
electrode in Montreal Neurological Institute (MNI) space and assigned each electrode to
its nearest structural region of interest (ROI). Structural ROIs were defined by an
upsampled version of the Automated Anatomical Labeling Atlas [310,311], which
consisted of 600 roughly equally sized (ROI sizes averaging 2.14 +/- 0.28 cm3)
anatomically constrained regions covering the entire brain with the exception of the
cerebellum. We chose this atlas (AAL-600) because it has ROIs of the same order of
resolution as iEEG, obeys gross anatomical boundaries, and has successfully been used in
prior studies to evaluate structural and functional connectivity patterns in the brain
[116,117].
To determine electrode MNI coordinates, electrodes were first identified via
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thresholding of the CT image and labeled using a semi-automated process. Each
patient’s CT and T1-weighted MRI images were aligned using 3D rigid affine
registration, with mutual information as the similarity metric. The T1-weighted MRI
images were then aligned to the standard MNI brain using diffeomorphic registration
with the symmetric normalization (SyN) method [312]. The resulting transformations
were used to warp the coordinates of the electrode centroids into MNI space. Coregistrations and transformations were carried out using Advanced Normalization Tools
(ANTS) software [122,264], and the accuracy of each step was confirmed via visual
inspection. In our final framework, electrodes served as nodes of the functional networks
and the associated structural ROIs served as nodes of the structural networks.

7.3.5 Structural network generation
Diffusion-weighted images were skull-stripped via the FSL brain extraction tool
and underwent eddy current and motion correction via the FSL eddy tool [313]. Next,
DWI susceptibility distortions were mitigated using the structural T1-weighted image as
follows: T1-weighted images were registered to the b0 image from the DWI scans using
FSL FLIRT boundary-based registration [314], T1-weighted images were contrast
inverted and intensity matched to the DWI image, and finally the DWI scans underwent
nonlinear transformation to the T1-weighted scan [315]. Following these preprocessing
steps, DSI-Studio (http://dsi-studio.labsolver.org) was used to reconstruct the orientation
density functions (ODFs) within each voxel using generalized q-sample imaging with a
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diffusion sampling length ratio of 1.25 [316]. Deterministic whole-brain fiber tracking
was performed using an angular threshold of 35 degrees, step size of 1 mm, and
quantitative anisotropy threshold based on Otsu’s threshold [317]. The fiber trajectories
were smoothed by averaging the propagation direction with 20% of the previous
direction. Tracks with length shorter than 10 mm or longer than 400 mm were discarded,
and a total of 1,000,000 tracts were generated per brain. Deterministic tractography was
chosen based upon prior work indicating that deterministic tractography generates fewer
false positive connections than probabilistic approaches, and that network-based
estimations are substantially less accurate when false positives are introduced into the
network compared with false negatives [50].
Subject-level AAL-600 atlases were generated in DWI space by applying the
previously generated registration transformations from MNI to T1-weighted space and
from T1-weighted space to DWI space. Finally, structural networks were generated by
computing the number of streamlines connecting each pair of structural ROIs identified
in Section 2.4. The distribution of mean streamline lengths between each pair of
structural ROIs for each patient is illustrated in Supp. Figure 7.1. Streamline counts were
subsequently log-transformed to improve normality of the distribution, as is common in
prior studies [134,318–320].
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7.3.6 Functional network generation
Each seizure event consisted of an ictal period spanning the time between seizure
onset (EEC) and termination, and an associated preictal period of equivalent duration
immediately prior to seizure onset. Following removal of artifact-ridden electrodes,
intracranial EEG signals for each seizure event were common-average referenced to
reduce potential sources of correlated noise [265]. Next, each event was divided into 1 s
non-overlapping time windows in accordance with previous studies [26,139,266,267].
To generate a functional network representing broadband functional interactions
between iEEG signals for each 1 s time window, we carried out a method described in
detail previously [26]. Namely, signals were notch-filtered at 60 Hz to remove power line
noise, low-pass and high-pass filtered at 115 Hz and 5 Hz to account for noise and drift,
and pre-whitened using a first-order autoregressive model to account for slow dynamics.
Functional networks were then generated by applying a normalized cross-correlation
function 𝜌 between the signals of each pair of electrodes within each time window, using
the formula:
𝜌ƒ• (𝑘) =

𝑎𝑟𝑔𝑚𝑎𝑥
𝜏

N
“

•
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‰–” ‰—”

,

(Eq. 7.1)

where 𝑥 and 𝑦 are signals from two electrodes, 𝑘 is the 1 s time window, 𝑡 is one of the 𝑇
samples during the time window, and 𝜏 is the time lag between signals, with a maximum
lag of 250 ms. Next, to gain an understanding of the frequency dependence of SC-FC
relationships, we generated functional networks across physiologically relevant
frequency bands as described in detail in a previous study [139]. Specifically, multitaper
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coherence estimation (time-bandwidth product of 5, 8 tapers) was used to compute
functional coherence networks for each 1 s window across four frequency bands: α/θ (515 Hz), β (15-25 Hz), low-γ (30-40 Hz), and high-γ (95-105 Hz). Both broadband and
frequency-specific networks were represented as full-weighted adjacency matrices for
each 1 s window in each seizure event.

7.3.7 Structure-function coupling analysis
To quantify the relationship between structure and function in the epileptic brain,
we computed the Pearson correlation coefficient between the edges of each SC network
and the edges of each broadband FC network, followed by Fisher r-z transformation for
variance stabilization [89]. This led to a time series of SC-FC correlations for each
seizure event in each subject. To better understand the frequency-dependence of SC-FC
coupling, we repeated the same analysis using the frequency-specific functional
networks.
Next, to understand the extent to which the resulting SC-FC time series evolve
similarly within each subject, we computed the Euclidean distances between these time
series for all pairs of seizure events. Importantly, we first time-normalized the time series
for each seizure event to span 200 evenly spaced time bins (100 preictal and 100 ictal).
Next, for each seizure event, we generated a single vector consisting of the SC-FC time
series for all six frequency bands: broadband, α/θ, β, low-γ, and high-γ. Euclidean

146

Chapter 7: Merging neuroimaging and electrophysiology

distances were then computed between all pairs of vectors, comprised of pairs belonging
to the same patient and pairs belonging to different patients.
Finally, we wished to assess which edges in the structural network were
responsible for the changes in SC-FC correlation between preictal and ictal periods. We
therefore first computed a mean ictal and mean preictal broadband functional network for
each subject by averaging across seizures events and across windows within each time
period. Next, we carried out a virtual edge resection approach, in which we removed an
edge from the network and computed the change in SC-FC correlation, ∆𝑧 𝑖 , as follows:
∆𝑧 𝑖 = 𝑁[𝑧 − 𝑧 M ],

(Eq. 7.2)

where 𝑧 is the SC-FC correlation, 𝑧 M is the SC-FC correlation following removal of edge
𝑖, and 𝑁 is the number of edges in the network. We performed this calculation for both
preictal and ictal time periods. Since we were specifically interested in edges that
statistically contribute to the increase in SC-FC correlation during seizures, we defined a
measure of contribution, 𝜎(𝑖), for each edge 𝑖 in which a structural connection exists on
the increase in SC-FC correlation during seizures as follows:
𝜎(𝑖) = ∆𝑧M€•œ• (𝑖) − ∆𝑧ž‹•M€•œ• (𝑖) ,

(Eq. 7.3)

where ∆𝑧M€•œ• (𝑖) and ∆𝑧ž‹•M€•œ• (𝑖) are the relative changes in SC-FC correlations
following removal of edge 𝑖 during the ictal and preictal periods, respectively.
We defined contributors of SC-FC correlation during seizures as structural edges
with ∆𝑧M€•œ• (𝑖) > 0 and 𝜎 𝑖 > 0. This is because we wanted to identify regions that
positively contributed to SC-FC correlation ictally, and more so ictally than preictally.
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To better understand the properties of contributor edges, we computed the lengths of both
the contributor edges and non-contributor edges, in terms of both streamline length and
physical Euclidean distance. The purpose of this analysis was to determine whether the
increased SC-FC correlation during seizures was due to long- or short-range connections.
A summary of our patient-level SC-FC analysis pipeline is illustrated in Figure 1.

Figure 7.1: Summary of patient-level SC-FC analysis pipeline. (A) HARDI preprocessing and whole-brain tractography was carried out. (B) iEEG data were preprocessed and seizures were annotated, with each seizure event consisting of an ictal
period and an associated preictal period of equivalent duration. (C) Regions of interest
(ROIs) were selected via a one-to-one spatial correspondence between electrode centroids
and atlas regions. (D) The structural connectivity (SC) network was generated using lognormalized streamline counts between atlas ROIs associated with each electrode location.
(E) Time-varying broadband functional connectivity (FC) networks were generated for
each 1s time window by computing correlation between iEEG signals across electrode
pairs. Frequency-specific FC networks were similarly computed using coherence between
iEEG signals across electrode pairs. (F) SC-FC relationships were quantified across time,
frequency, and space (see Methods for details).
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7.3.8 Statistical analyses
To determine whether the SC-FC correlations were significantly greater than
chance, for each 1 second window we generated a null distribution of correlations via
random permutation of the functional network edges (10,000 permutations). We then
compared the mean SC-FC correlations during ictal and preictal periods with the null
correlations. Next, to determine whether there was a significant increase in SC-FC
correlation between preictal and ictal periods, we computed the difference between the
mean ictal z and the mean preictal z for each seizure event. We modeled these paired
differences using a linear mixed effects model with subject assignment as the random
effect, and determined whether the difference was significantly greater than zero using
the parametric bootstrap method (1000 bootstrapped samples), which is robust to small
sample sizes [321,322]. To assess whether the findings were robust to our choice of nonictal period, we repeated the above analysis substituting the preictal periods with
interictal periods of equivalent duration that were at least 6 hours away from seizure
activity (Note: data from these interictal periods were verified via visual inspection to be
artifact-free and were processed as in 2.5). To further compare findings during preictal
and interictal periods, we also carried out the above statistical analysis to determine
significant differences between mean preictal z and mean interictal z. To assess the
degree of intra-subject similarity of SC-FC evolution, we compared the between-subject
Euclidean distances (described in 2.6) to the within-subject Euclidean distances and
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tested the significance of the difference using permutational multivariate analysis of
variance (PERMANOVA) (999 permutations) [323].
To characterize the properties of edges that contribute to the increase in SC-FC
correlation during seizures, we computed the mean length of all contributor edges and the
mean length of all non-contributor edges for each subject. Edge length was computed
using two metrics: mean streamline length, and Euclidean distance. We compared the
mean contributor and non-contributor edge lengths using a paired t-test. Furthermore, to
assess the relationship between edge contribution and edge length among the contributor
edges, we classified contributor edges into “low”, “medium”, and “high” contribution
levels for each subject using tertiles. The edge lengths in these three categories were
compared using paired t-tests. Finally, given prior knowledge that structural connection
weights decrease with Euclidean distance [324–327], we repeated all analyses after
removing the effect of Euclidean distance from the structural networks using linear
regression.

7.4 Results
7.4.1 Clinical data
A total of 45 clinical seizures (mean duration 71 s +/- 44 s), were recorded across
the 9 patients (mean age 40.2 +/- 11.8; 5 female). All seizures had focal onset, and were
characterized as focal aware, focal impaired awareness, or focal to bilateral tonic-clonic.
Patient demographic and clinical details are detailed in Table 7.1.
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Subject
#

Age

Gender

Outcome

Localization

Seizures recorded
(#)

Treatment

1

48

F

IA

RTL

FBTC (3)

ATL + hippocampectomy

2

39

M

IB

RTL/DNET

FBTC (2)

ATL + hippocampectomy

3

45

F

IA

LTL

FIAS (1), FBTC (3)

ATL + hippocampectomy

4

36

M

IB

RTL

FAS (1), FIAS (5)

ATL + hippocampectomy

5

40

F

IA

RTL

FIAS (5)

ATL + hippocampectomy

6

50

M

N/A

Bilateral PVH

FIAS (4)

N/A

7

24

M

1B

RTL

FIAS (6)

ATL + hippocampectomy

8

58

F

N/A

BTL

FIAS (5)

N/A

9

22

F

1A

LTL

FIAS (10)

Laser ablation

Table 7.1: Patient demographic and clinical information. Post-surgical outcome was
based on Engel classification score (scale: I–IV, seizure freedom to no improvement). M:
male, F: female, RTL: right temporal lobe, LTL: left temporal lobe, BTL: bilateral
temporal lobe, DNET: dysembryoplastic neuroepithelial tumor, PVH: Periventricular
heterotopia, FIAS: focal impaired awareness seizure, FAS: focal aware seizure, FBTC:
focal to bilateral tonic-clonic, ATL: anterior temporal lobectomy.
7.4.2 SC-FC coupling using broadband functional connectivity
To assess the overall temporal patterns of SC-FC coupling changes during
seizures, we first quantified SC-FC correlations using broadband functional connectivity
networks. For each individual seizure event, we determined the degree of SC-FC
coupling, as measured by z (Figure 7.2A). For all seizures in all subjects, SC-FC
coupling was significantly greater than chance during interictal, preictal and ictal periods
(p < 0.05, permutation-based testing; Figure 7.2B). While the temporal progression of
SC-FC changes was subject-specific (Figure 7.2C), there was a consistent increase
between preictal and ictal periods (Figure 7.2D). Per-seizure paired differences in mean z
values reveal significantly greater SC-FC correlation during ictal periods than preictal
periods (p = 0.023, linear mixed effects analysis with subject as random effect). This
151

Chapter 7: Merging neuroimaging and electrophysiology

effect was maintained when substituting preictal periods with randomly chosen interictal
clips of equivalent duration at least 6 hours away from seizure activity (p = 0.021). It was
also maintained after regressing out the effect of distance (p < 0.05, Supplementary
Figure 7.2). Moreover, there were no significant differences between preictal and
interictal period SC-FC correlation values (p = 0.70).

Figure 7.2: SC-FC analysis using broadband functional connectivity. (A) Temporal
dynamics of SC-FC correlation as measured by Fisher’s z for one example seizure in one
patient, along with permutation-based null distribution of z values (mean +/- standard
deviation). (B) Per-seizure z values during interictal, preictal, and ictal periods reveal SCFC correlations significantly greater than chance across all periods (p < 0.05). (C)
Temporal dynamics of SC-FC correlation across all subjects (mean +/- standard deviation
across seizures in each subject). For visualization purposes only, time courses were
normalized to span 200 evenly spaced time windows (100 preictal and 100 ictal) and
smoothed with a 5-window moving average filter. (D) Per-seizure paired differences in
mean z values reveal significantly greater SC-FC correlation during ictal periods than
preictal periods (p = 0.023). This effect holds when substituting preictal periods with
interictal periods (p = 0.021), with no significant difference between preictal and
interictal period SC-FC correlation values (p = 0.70).
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7.4.3 Frequency-specific SC-FC analysis
Next, to better understand the frequency dependence of the observed increase in
SC-FC coupling during seizures, we repeated the SC-FC coupling analysis across four
frequency bands (α/θ, β, low-γ, and high-γ). Similar to the previous analysis, we found
that the extent of SC-FC coupling was significantly greater than chance at all time points
during preictal and ictal periods (p < 0.05, permutation-based testing) for all frequency
bands (Figure 7.3A). Moreover, while the preictal SC-FC was lower in higher frequency
bands (Figure 7.3B), the increase in SC-FC coupling between preictal and ictal periods
was significant across all frequency bands (α/θ: p < 0.05; β: p < 0.05; low-γ: p < 0.05;
high-γ: p < 0.05) (Figure 7.3B, 7.3C). This finding was upheld after regressing out the
effect of distance (Supplementary Figure 7.2). Similar to the findings with broadband
functional connectivity, the findings were consistent when substituting preictal periods
with interictal periods (α/θ: p < 0.05; β: p < 0.05; low-γ: p < 0.05; high-γ: p < 0.05), and
there were no significant differences between preictal and interictal period SC-FC
correlation values (α/θ: p < 0.05; β: p < 0.05; low-γ: p < 0.05; high-γ: p < 0.05)
(Supplementary Figure 7.3).
We noted that while the increase was significant across all frequency bands, there
were subject-specific frequency-dependent changes in SC-FC correlation. For example,
subject 4 exhibited particularly salient increases in SC-FChigh-γ coupling, while subject 6
had only moderate increases in SC-FChigh-γ coupling but higher increases in SC-FCβ and
SC-FClow-γ (Figure 7.3C, Supplementary Figure 7.4). To quantify this subject-specific
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effect, we determined the most salient frequency band for each subject by identifying the
band with the maximum mean increase in SC-FC coupling across seizure events (Figure
7.3D).
Finally, we characterized the within-subject similarity of the SC-FC time courses
across all frequency bands. Using Euclidean distance as a measure of dissimilarity, we
determined that the SC-FC time courses were significantly more similar within-patient
than between-patient (p<0.001, R2=0.50, permutational MANOVA) (Figure 7.3E),
indicating that the temporal dynamics of SC-FC coupling is stereotyped in each patient
across seizure events.
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Figure 7.3: Frequency-specific SC-FC analysis. (A) Temporal dynamics of SC-FC
correlation as measured by Fisher’s z in alpha/theta, beta, low gamma, and high gamma
frequency bands (mean +/- standard deviation across seizures in each subject, following
interpolation to normalize ictal and preictal durations). (B) Per-seizure z values during
interictal, preictal, and ictal periods (mean +/- S.D.) are significantly greater than chance
(p < 0.05, permutation-based testing). (C) The increase in SC-FC correlation between
preictal and ictal periods is further illustrated using paired differences for each individual
seizure (p < 0.05, linear mixed effects analysis with subject as random effect). (D)
Heatmap illustration highlights that frequency-dependent changes in SC-FC correlation
are subject-specific. (E) Seizures within subjects evolve similarly, as evidenced by higher
between-patient Euclidean distances between SC-FC correlation time courses compared
to within-patient distances (p<0.001, R2=0.50, permutational MANOVA).
7.4.4 SC-FC sub-analysis in focal to bilateral tonic-clonic seizures
As previously noted, the temporal progression of SC-FC changes was subjectspecific (Figure 7.2C, Figure 7.3A). More specifically, we observed that in patients who
experienced focal to bilateral tonic-clonic (FBTC) seizures (subjects 1-3), there was a
drop in SC-FC coupling after the initial rise following seizure onset. Analysis of the
individual SC-FC time courses in these seizures revealed that the drop corresponded with
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onset of BTC activity (Figure 7.4A). Furthermore, quantitative analysis revealed
significantly greater SC-FC correlation during pre-BTC ictal periods than preictal periods
(p < 0.05), as well as significantly greater SC-FC correlation during pre-BTC ictal
periods than post-BTC ictal periods (p < 0.05) (Figure 7.4B). To focus on the
relationship between structure and function prior to the onset of generalized
hypersynchronous activity, we limited the ictal periods to the periods prior BTC onset for
the subsequent virtual edge resection analysis.

Figure 7.4: Assessment of SC-FC coupling in focal to bilateral tonic-clonic seizures. (A)
Illustration of SC-FC coupling in two focal to bilateral tonic-clonic seizures, one from
Subject 1 and one from Subject 3, reveals decrease in SC-FC coupling following bilateral
tonic-clonic (BTC) onset (BTC onset indicated by dotted red line). For comparison, SCFC coupling time course from a focal impaired awareness seizure in Subject 3 (without
BTC) does not illustrate the same decrease. (B) In all bilateral tonic-clonic seizures, perseizure paired differences in mean z values reveal significantly greater SC-FC correlation
during pre-BTC ictal periods than preictal periods (p < 0.05), as well as significantly
greater SC-FC correlation during pre-BTC ictal periods than post-BTC ictal periods (p <
0.05).
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7.4.5 Virtual edge resection analysis
Given our finding that SC-FC coupling was significantly higher during ictal
periods compared with preictal periods, we wanted to identify and characterize the
structural edges that statistically accounted for this increase. After quantifying the
contribution 𝜎(𝑖) of each edge on the SC-FC coupling, we mapped the contributor edges
onto each subject’s brain (Figure 7.5) to facilitate subject-specific characterization of
SC-FC relationships.

Figure 7.5: Subject-specific virtual edge resection approach to determine the
contribution, 𝜎 𝑖 , of each structural edge 𝑖 on the increase in SC-FC correlation during
seizures. Results are shown for an example seizure in a patient with left temporal lobe
epilepsy. Only “contributor” edges (𝜎 𝑖 > 0 and ∆𝑧M€•œ• 𝑖 > 0) are included to
highlight edges that are associated with the SC-FC increase, with edge thickness and
color used to representing magnitude of 𝜎 𝑖 .
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Furthermore, at the group level, we determined that contributor edges were
predominantly short-range, as quantified by significantly shorter edge lengths in
contributors compared with non-contributors, based on both geometric Euclidean
distance (p < 0.05, two-tailed paired t test) (Figure 7.6A) and streamline distance (p <
0.05, two-tailed paired t test) (Figure 7.6B). This finding held individually for each
subject. Furthermore, within the contributor edges, we found a trend within each subject
that higher contribution edges are shorter-range, both in terms of Euclidean distance
(Figure 7.6C) and streamline length (Figure 7.6D). These findings held following
distance regression (Supplementary Figure 7.2).

Figure 7.6: Relationship between edge contribution and edge length. Findings reveal that
contributor edges are shorter-range in terms of both (A) Euclidean distance and (B)
streamline length (p < 0.05, two-tailed paired t test). Furthermore, there is a trend that
edges with higher contribution are shorter-range, in terms of both (C) Euclidean distance
and (D) streamline length, with significant differences between low and medium
contribution edges (p < 0.05, two-tailed paired t test), and low and high contribution
edges (p < 0.05, two-tailed paired t test).
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7.5 Discussion
The main goal of this study is to characterize the relationship between structural
and functional connectivity during seizure onset and spread. Using network-based
analysis of HARDI and iEEG data, we observe significant structure-function coupling at
rest and a marked increase in this coupling during the progression from preictal to ictal
states. This finding persists across frequency bands, with subject-specific levels of
frequency-dependent increases. Furthermore, we present a technique for assessing the
impact of individual structural connections to the observed ictal increase in structurefunction correlation, and demonstrate that the effect is primarily due to short-range
connections. Consistency of findings across seizures within each patient suggest that the
spatiotemporal patterns of structure-function coupling are highly stereotyped. Our
findings shed light on the dynamics of focal epileptic seizures in relation to underlying
structure by demonstrating that seizure spread is tightly controlled by short-range
structural connections.

7.5.1 Structure-function coupling across time, frequency and space
We observe greater coupling between structural and broadband functional
networks during preictal and interictal periods than expected by chance. This finding is
consistent with studies relating DTI-based structural networks with resting-state fMRIbased functional networks in healthy adults [73,117,132,296,297,299]. It is important to
note that the functional signals recorded using iEEG are fundamentally different from
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those recorded using fMRI. While recent studies suggest that blood-oxygen level
dependent (BOLD) signal fluctuations correlate with slow fluctuations in EEG gamma
power, the exact relationship between fMRI (BOLD) signals and electrophysiology has
yet to be resolved [328–331] Nonetheless, our finding suggests that the tie between
structure and function at rest is robust across diverse measurements of functional
connectivity.
Interestingly, we observe that preictal FC networks in lower frequency bands have
higher correlation to SC networks than preictal FC networks in higher frequency bands.
This relationship decreases during the ictal period, with high SC-FC coupling in all
frequency bands. Since it is believed that lower frequencies facilitate long-distance
connections in the brain while higher frequencies facilitate shorter connections [275,332],
our finding may suggest a relative shift to short-range, high-frequency connectivity
during seizure generation. However, this observation could be influenced by the spatial
distribution of electrodes, which tend to be clustered around the putative seizure onset
zone, leading to a bias towards short-range connections within the seizure generating
network. Therefore, we plan to corroborate these findings in patients with
stereoelectroencephalography (stereo-EEG), an increasingly popular and less invasive
method that records from stereotactically placed intracranial depth electrodes and allows
for wider sampling of the brain network [333–335].
Despite individual variations inherent to our patient population, the finding of
increased SC-FC coupling during ictal periods compared with preictal periods is
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extremely robust, using both broadband and narrow-band functional connectivity. We
compare SC-FC time courses from ictal periods to those of immediately preictal periods
to allow for matched pairwise comparisons and to facilitate visualization along a
continuous temporal scale. To ensure that activity immediately prior to seizure onset is a
good representation of non-ictal activity, we repeat our analysis after substituting the
preictal periods with interictal periods far away from seizure activity, and attain
consistent results. The rise in SC-FC coupling during seizures indicates that seizures may
rely on the brain’s underlying architecture during initial seizure spread. We note that in
several of the patients, the rise in SC-FC correlation occurs prior to the clinically-marked
earliest electrographic change (EEC) representative of seizure onset, suggesting that SCFC coupling may also be a valuable biomarker for seizure prediction or its early
generation.
We discover that in focal to bilateral tonic-clonic seizures, there is a significant
decrease in SC-FC coupling before onset of bilateral tonic-clonic activity. This finding is
not surprising, given that bilateral tonic-clonic periods are associated with generalized
hypersynchronous neural activity that is not localized to particular brain regions or
pathways. This finding also supports that the observed SC-FC coupling increase during
seizures relates to seizure propagation, and is not simply a result of highly synchronous
activity.
Of note, the temporal dynamics of SC-FC coupling is highly consistent between
seizures within each patient. This indicates that seizures may be “hard-wired” in a sense,
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and is a macroscopic analog to the microscale finding of stereotyped ictal progression
[336]. However, since our dataset consists of a relatively small group of adult focal
epilepsy patients, with the majority having temporal lobe epilepsy, these conclusions may
be specific to our dataset and should be confirmed using larger, more diverse patient
populations.
To assess the role of each structural connection on the rise in SC-FC coupling
during seizures, we implement a virtual edge resection method. Such leave-one-out
simulation-based methods have been gaining popularity to probe the role of individual
nodes and edges on overall network topology [139,337–339]. In our case, we determine
the contribution of structural connections to SC-FC correlation and generate seizurespecific brain maps of these connections. Group-level analysis reveals that connections
with high contribution are predominantly short-range, in terms of both streamline length
and Euclidean distance. While the connections themselves are short, the locations of
these connections appear distributed across the brain, including connections that are
contralateral to seizure onset. This suggests that seizure dynamics rely on a distributed
network of locally clustered connections. While further analyses and validation are
needed, mapping connections in relation to seizure onset and spread could ultimately be
useful in pinpointing networks for therapeutic removal via targeted methods such as laser
ablation [1] or neurostimulation [2].

162

Chapter 7: Merging neuroimaging and electrophysiology

7.5.2 Methodological Considerations and Limitations
An important but inevitable limitation of this work relates to the incomplete
sampling of the network via iEEG. Electrode placement is limited by clinical necessity
and constrained by the boundaries of the craniotomy, in order to minimize invasiveness
and reduce patient morbidity. Therefore, it is not possible to sample functional
connectivity from the entire brain at high resolution time scales accessible through iEEG.
While clinicians aim to place electrodes around putative seizure onset zones, it is possible
that the entire seizure network may not be captured in certain cases. Recent efforts to map
whole-brain iEEG using recordings from multiple subjects [281] and to construct models
of whole-brain iEEG within individual subjects [282] may help circumvent this issue.
Furthermore, while limited by impedance from the skull and inability to localize
subcortical activity, ictal scalp EEG recordings, or ictal MEG recordings could
supplement our intracranial analysis as both allow for consistent, grid-like spatial
sampling with temporal resolution comparable to iEEG. The feasibility of such
approaches has already been demonstrated in a recent paper revealing significant overlap
between DTI networks and scalp EEG functional networks in the interictal state [303],
and in early work on ictal MEG.
Our structural network findings are also limited by the capacity of our imaging
methods. While HARDI has demonstrated superiority over conventional DTI in terms of
its ability to resolve crossing fibers in regions of high fiber heterogeneity [307], HARDI
tractography is still only a proxy for true white matter pathways. Similar to other
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neuroimaging modalities, it is subject to partial volume effects and artifacts such as eddy
current and susceptibility distortions [340,341]. Diffusion-based tractography is
documented to recapitulate known pathways types including the short and long
association fibers linking cortical gyri, the projection fiber connecting the cortex to lower
portions of the brain, and the commissural fibers linking the two hemispheres [342], but
may not reconstruct unmyelinated intracortical axons. Furthermore, streamline count may
not be a direct measure of the strength of anatomical connectivity.
Due to the strong relationship between spatial proximity and structural connection
strength, it is not possible to entirely disentangle the effects of Euclidean distance on our
findings. Given prior work that epileptiform activity propagates within layer V of the
neocortex [343], it is possible that local functional connections could partially be
attributed to local cortical spreading phenomena rather than white matter propagation
along short-range arcuate fibers. Local functional connectivity could also be due to
measurement of a common source of signal. Despite these concerns, our finding of higher
SC-FC coupling during seizures hold after regressing out Euclidean distance from our
structural networks. This suggests that SC-FC coupling goes beyond solely distancebased effects.
Finally, while this study considers only direct structural connections, functional
connectivity in the brain is also partially attributed to indirect structural connections
[71,73,296]. Future studies could employ the property of communicability [344] to
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incorporate path lengths of greater than one into the construction of structural networks
while also accounting for the effects of spatial proximity.

7.5.3 Conclusions
We present a comprehensive approach to understanding the relationship between
structure and function in the epileptic brain. Our work provides important insights into
the structural underpinnings of seizure dynamics. It is our hope that by openly sharing
our data and pipeline that we can accelerate translating this nascent field of network
analysis in clinical epilepsy to help patients.
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7.7 Supplementary Information
7.7.1 Supplementary Figures

Supplementary Figure 7.1: Distributions of streamline lengths for each subject, along
with max streamline length for each subject (dotted grey lines).

Supplementary Figure 7.2: Repetition of key SC-FC coupling analyses repeated
following distance regression. (A) SC-FC analysis using broadband functional
connectivity. (B) Frequency-specific SC-FC analysis. (C) Relationship between edge
contribution and edge length.
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Supplementary Figure 7.3: Per-seizure paired differences in mean z values reveal
significantly greater SC-FC correlation during ictal periods than preictal periods in all
frequency bands (p < 0.05, linear mixed effects analysis with subject as random effect).
This effect holds when substituting preictal periods with randomly chosen interictal clips
of equivalent duration at least 6 hours away from seizure activity (p < 0.05), with no
significant difference between preictal and interictal period SC-FC correlation values (p >
0.05). See Figures 7.2B and 7.3C for details.
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Supplementary Figure 7.4: Temporal dynamics of SC-FC correlation as measured by
Fisher’s z in alpha/theta, beta, low gamma, and high gamma frequency bands (mean +/standard deviation across seizures in each subject, following interpolation to normalize
ictal and preictal durations), delineated by subject (row/color) and band (column). See
Figure 7.3A for details.
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Using the framework of network neuroscience, this thesis incorporates data from
high resolution structural and functional neuroimaging, electrophysiology, and expert
clinicians to map epileptic networks in drug-resistant epilepsy patients. The key
innovations of this work are detailed below:

1) Multimodal approach: Most brain network studies focus solely on either function or
structure, but there is a growing understanding that the two are intertwined [27–29]. The
approaches outlined in this thesis help elucidate the interplay between function and
structure, and investigate how this relationship may be altered in epilepsy patients. I
employ data derived from different modalities, including high resolution structural and
resting-state functional MRI, high angular resolution diffusion imaging (HARDI), and
iEEG. A combined structural-functional approach to epilepsy can provide complementary
information to aid in localizing seizure onset, predicting pathways of seizure spread, and
informing clinical decision making.

2) Novel methods: To facilitate analyses, I developed new analytical methods and
applied existing methods in unique ways. For example, I defined intra-MTL network
asymmetry-based metrics in Chapters 3 and 4 as biomarkers for unilateral temporal lobe
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epilepsy. In Chapter 5 and 6, I explored quantitative tools to map subject-specific iEEG
networks. In Chapter 7, I developed a simple framework for merging structural and
function data, and for characterizing structure-function coupling across different temporal
states (interictal, pre-ictal, and ictal). I constructed robust permutation-based methods and
null models to evaluate the statistical significance of our findings in these unique
multivariate datasets.

3) Focus on clinical application: While a number of studies have analyzed group-level
differences of neuroimaging and EEG-based measures between epilepsy patients and
healthy subjects, or between different groups of epilepsy patients (e.g. partial vs. complex),
there is a lack of application of these findings to clinical practice. This is because grouplevel findings can be relatively unhelpful for characterization of individual patients. This
thesis aims to bring graph theoretical analyses of neurological data to clinical application
by carrying out subject-level analyses whenever possible.

4) Data sharing: The methods and analyses described in this thesis require validation on
larger clinical datasets. Therefore, to facilitate replicability of our findings across
multiple institutions, scanners, and protocols, I provide open-source code, data, and
pipelines on Github. My repositories are publicly available here:
https://github.com/shahpreya.

170

Chapter 8: Conclusions

Future work entails bringing these multimodal seizure network mapping methods
to clinical utility. The next step will be to use classification-based analysis to facilitate
subject-specific predictions of diagnosis and prognosis. For example, I have written a
simple classification algorithm to distinguish TLE patients and healthy controls based on
the structural and functional asymmetry features presented in Chapters 3 and 4, which I
hope to apply in future, larger-scale 7T MRI datasets. Spatiotemporal spectrographic
biomarkers (such as those described in Chapter 5), node-level and edge-level network
synchrony metrics (such as those described in Chapter 6) and measures of structurefunction relationships (such as those described in Chapter 7) could all be incorporated as
features in machine learning models for seizure localization or outcome prediction.
Epilepsy data can be messy, complex, and incredibly heterogeneous across the patient
population. While one metric or modality alone will likely not be the “magic bullet” for
seizure localization, multimodal biomarkers of structural and functional connectivity
show great promise in identifying abnormal epileptic networks that can be targeted for
removal.

.
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