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Abstract 
Users of digital self-tracking devices increasingly benefit from multiple services related to their self-
tracking data. Simultaneously, service providers are dependent from these data to offer such services. 
Thereby, the willingness of users to provide such personal data heavily depends on benefits and risks 
associated with the disclosure. In this regard, the aim of our research is to investigate the factors in-
fluencing the willingness to disclose personal self-tracking data to service providers. So far, IS re-
search has largely focused on private information disclosure in social media and little in the health 
and behavior context. To advance research in this area, we develop a conceptual model based on the 
privacy calculus by building on established information disclosure and privacy theories. With our re-
search, we aim at contributing to both a better theoretical understanding in the fields of privacy and 
information disclosure and giving practical implications for service provider. 
Keywords: Privacy calculus, self-tracking, personal data, service provider, user behavior. 
1 Introduction 
In the digital age, services become more and more dependent on data. They drive personalization of 
already established services or enable the creation of innovate new ones. Self-tracking data are a type 
of such data. They are used in contexts such as social networking services or fitness analytics and be-
come of increasing interest for services provided – for example by physicians or health insurances. 
The collection of such data is done by self-tracking devices. In general, self-tracking, (also known as 
life-logging, quantified-self, personal analytics, and personal informatics) is the current trend to collect 
data about specific features of life through mobile and wearable digital devices (Lupton, 2014a). Self-
tracking devices are placed in the category of wearable electronics and/or multi-sensor platforms in the 
field of the Internet of Things (Swan, 2012). These devices can take the shape of smartwatches, wrist-
band sensors, wearable sensor patches, artificial reality-augmented glasses, brain computer interfaces, 
or wearable body metric textiles (Swan, 2012). They enable the individual to capture data about daily 
activities, exercises, vital parameters, disease symptoms, or nutrition, among others (Gimpel et al., 
2013). Due to the development of new technologies and decreasing sensor sizes, self-tracking be-
comes not only increasingly convenient (Gimpel et al., 2013; Lupton, 2014b), but also enables users to 
capture more and more aspects of life. 
Buchwald et al. /Information disclosure to service providers 
Twenty-Fifth European Conference on Information Systems (ECIS), Guimarães, Portugal, 2017 3072 
Major players in the consumer electronic market, such as Apple, Google and Microsoft, as well as 
specialized producers, like fitbit or Jawbone, launched their own self-tracking devices (e.g., Apple 
Watch, Android Wear, Fitbit Charge, Jawbone UP and Microsoft Band) and start to build up software 
and hardware ecosystems around their devices with open APIs, enabling third parties to offer services 
based on the collected data (e.g. runtastic, nike+). Considering the expectation that the shipment of 
solely wearable self-tracking devices will grow from 102 million units in 2016 to more than 224 mil-
lion units in 2020 (IDC, 2016), we expect the service sector around such devices to grow as well. 
However, without the agreement of the service recipients to share their individual self-tracking data, 
the service providers cannot (fully) deliver their services. Thus, the willingness of the service recipient 
to share the personal data gathered through a self-tracking device is essential for the success of the 
service provider. In contrast to other types of private information, self-tracking devices record highly 
personal (and thus confidential) vital, body and fitness data. Hence, the privacy and security as well as 
the type and extent of the incentives by the service providers might be important factors for the service 
success. However, we currently do not know to what extent the different factors influence the willing-
ness to disclose information, to what extent the sensitivity and criticality of the data affect these rela-
tionships and which role the type of service provider plays. While we draw on the privacy research 
stream to inform our research, the phenomenon in this specific context – the conscious disclosure of 
highly personal vital, body and fitness data to third parties – has not been addressed by research so far. 
With our study, we want to close this research gap by answering the following research question: 
RQ: What are the factors that influence the willingness of an individual to disclose personal self-
tracking data to service providers? 
To do so, we develop a research model that is based on the comprehensive APCO Macro Model (An-
tecedents, Privacy Concerns, Outcomes) of Smith et al. (2011), but focusing solely on the link be-
tween the privacy calculus and the behavioral reactions. In addition, we contribute to the specific con-
text of self-tracking by adapting the characteristics of the privacy calculus accordingly and integrate 
two moderators which contribute to the criticality and sensitivity of the self-tracking data. 
We organize this article as follows: Section 2 outlines the theoretical foundations of our study by in-
troducing established and related theories in the field of privacy and information disclosure. In Section 
3, we describe the research context, the development of our constructs and propositions and finally 
synthesize them into a conceptual model. In Section 4, we conclude with the limitations, the future 
research process and point out our main contributions.  
2 Foundations 
With rising demand for personal services, such as healthcare, education, and entertainment (Barrett et 
al., 2015), providers create new and improve old services. Through innovative features, often custom-
ized to the individual, more and more private information about the person are required. For instance, 
in case of self-tracking data, insurance companies would be able to calculate risks associated with in-
surance takers more accurately by considering the health status of a policy group and thereby the cur-
rent monetary risk associated with this group. Physicians would be enabled to offer additional ser-
vices, such as continuous remote monitoring of the health status, reducing the need for personal con-
sultations. Companies within the e-commerce or social media industry could advertise products specif-
ically linked to the tracked fitness activity of a person. To realize such advantages, service providers 
need to understand a person’s behaviour regarding information privacy. Privacy of information com-
prises individuals’ means and capabilities for controlling to what extent their data and information are 
exchanged with and utilized by others (Culnan and Bies, 2003; Stone et al., 1983).  
With the establishment of laws to protect private data (Smith et al., 2011), privacy was considered to 
be a human right and people became able to decide to what extent information about themselves 
should be disclosed. Self-disclosure describes the action of uncovering personal information, such as 
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locations or activities (Posey et al., 2010). There, according to communication privacy management 
theory (CPM), people face a conflict between privacy and disclosure while determining whether to 
reveal private data and information or not (Petronio, 1991). Even though people report high concerns 
regarding their privacy, they voluntarily give in personal information in numerous events. This obser-
vation is known as the privacy paradox (Norberg et al., 2007). The reason for this lies in people view-
ing privacy less as a right but rather as commodity (Campbell and Carlson, 2002; Davies, 1997; Gar-
finkel, 2001; Smith et al., 2011). Within this view as a commodity, it is possible to assign privacy an 
economic value, which is the basis for cost-benefit analysis and trade-offs (Campbell and Carlson, 
2002; Davies, 1997; Smith et al., 2011). Consumers, which are asked for providing private infor-
mation to receive a product or service, perform cost-benefit analysis to evaluate the consequences they 
would encounter in return for the disclosed information, and respond accordingly. Such consequences 
are the perceived benefits as well as risks. Exemplary benefits are a better service through personaliza-
tion or financial rewards. However, any information exchange entails considerable uncertainty or is 
subject to opportunistic behaviors of the receiver. For instance, the receiver of the private data may 
utilize them for different purposes, then those declared. Therefore, the following consequences of the 
information disclosure may be too complex to anticipate beforehand and contain a personal risk. Re-
sults by Keith et al. (2013) suggest these perceived risks to be more important for explaining infor-
mation disclosure compared to perceived benefits. This process of comparing benefits and risks is un-
derstood as privacy calculus, with drivers and inhibitors effecting the decision process at the same 
time regarding whether to disclose information or not (Culnan and Bies, 2003; Dinev et al., 2009).  
Since concepts such as benefits and risks from information disclosure differ from situation to situation, 
it is vital to analyze information disclosure context specific in order to comprehend the person’s in-
formation sharing behavior (Culnan and Bies, 2003; Smith et al., 2011), especially how sensitive and 
critical the data to be shared are. In this respect, the disclosure of self-tracking associated data is of 
medical and behavioral nature, which can be considered one of the most private data possible. Based 
on those information, several stakeholders may gain an intention to change their relationship with a 
person, e.g. service personalization (Awad and Krishnan, 2006). For instance, a health insurance com-
pany may charge a different fee based on a person’s health and activity status or a physician may in-
crease the quality of his service through personalization of treatments due to more health information. 
Additionally, data can be shared via social networking services with the social environment to receive 
a social rewards (Le Wang et al., 2017).  
Because of the higher risks and implications involved in comparison to other private information such 
as shopping behavior or social media usage, it is likely, that peoples’ disclosing behavior differs from 
other private information contexts. This study aims at answering this questions in a highly personal 
data context by analyzing private information disclosure in the self-tracking domain. 
In addition, there is a difference regarding to what extent people are aware of giving away private da-
ta. Research regarding private information disclosure primarily analyses sharing information within 
the domain of social media or to some extent within the e-commerce and smart phone app area (Green 
et al., 2016; Huang, 2016; Contena et al., 2015; Chen, 2013; Forest and Wood, 2012). There is evi-
dence for users unconsciously accepting terms and conditions about their privacy disclosure (Buck et 
al., 2014; Kim, 2016). Thus, users are not aware of the extent of private information disclosure 
(Stutzman et al., 2013). To our knowledge, little research has been carried out in the area of full 
awareness about information disclosure, where people are completely informed about the type of data, 
anonymity level, purpose of information etc. This is particular of relevance to distinguish the influence 
of constructs on disclosing behavior between the different service provider to share self-tracking data 
with (physicians, insurance, etc,). 
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3 Conceptual Development 
After having outlined a brief summary of current research in the area of privacy, we will now proceed 
to explaining the research context, the different constructs, propositions, and the research model we 
will draw upon for explaining an individual’s willingness to disclose information. 
3.1 Research context 
As indicated earlier and described by Smith et al. (2011), it is “impossible to develop a one size-fits-all 
conceptualization of general privacy” (p. 1002). Hence, we subsequently describe the specific research 
context of private information disclosure we consider in our model. As underlying theory, we follow 
the privacy calculus concept (Culnan and Bies, 2003; Dinev et al., 2009), which is grounded on the 
calculus of behavior theory (Laufer and Wolfe, 1977; Culnan and Armstrong, 1999).  On this basis, we 
concentrate on the individual and private usage of self-tracking devices, which have a focus on the 
collection, processing and analysis of activity, vital and body data. These tasks are covered by devices 
such as smartwatches, wristbands, patches, clip-on devices, wireless weight scales or blood pressure 
monitors (Lupton, 2013; Swan, 2012). Further, depending on the service, self-tracking data can be 
shared in different ways referring to the aggregation level, e.g. the variety, the volume and the veloci-
ty. Within our study, we set the context that the data can be assigned to the user, is shared instantly 
without any aggregation and includes all collected data. Finally, concerning the third-party exchange 
partners (usually service providers), we expect significant different results for our research model de-
pending on which exchange partner is considered. Nowadays, users of self-tracking devices can share 
data with service providers which enable them to connect to their social group, e.g. family and friends, 
social media or special online platforms such as fitness-tracking platforms (e.g. runtastic, nike+). Pro-
spectively, it can be assumed that in the near future, it will be possible to share data with a larger 
group of exchange partners which offer common services such as physicians, health insurance compa-
nies, pharmacies, research institutes or sport and fitness clubs. We assume that users will evaluate the 
risks and benefits for each service provider separately and calculate the privacy calculus accordingly. 
Hence, within the validation of our model we will cluster the research participants beforehand in terms 
of the considered service provider. 
3.2 Constructs and propositions 
We investigate the relation between characteristics of the privacy calculus and the behavioral reactions 
of self-tracking users instead of intentions, because past research indicates that behaviors do not match 
actual intentions due to the interference of the privacy paradox (Smith et al., 2011; Norberg et al., 
2007). Behavioral reactions can become visible as one’s willingness to disclose information and/or the 
engagement in commerce (Smith et al., 2011). However, services in the self-tracking domain usually 
do not engage in typical commerce interactions. We therefore relate to the willingness to disclose in-
formation as the dependent variable. For our independent variables, we focus on the characteristics of 
the privacy calculus, which splits into privacy risks and privacy benefits. While privacy risks are treat-
ed as a single-dimensional construct, the privacy benefits further divide into the constructs – financial 
rewards (e.g. Hann et al., 2007; Hui et al., 2006; Xu et al., 2009), personalization benefits (Chellappa 
and Sin, 2005; White, 2004) and social adjustment benefits (Lu et al., 2004). Within our research, we 
rely on these three benefits constructs but adapt personalization benefits to service improvement bene-
fits to fit to the context of self-tracking. We further add two new moderating constructs in the context 
of self-tracking into our model – data criticality and data sensitivity. Both constructs are integrated on 
the assumption that users of self-tracking devices consider the fact that highly personal vital, body and 
fitness data are the subject of sharing, which could cause unfavorable implications for the user. 
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Privacy risks 
Privacy risks are defined as “the degree to which an individual believes that a high potential for loss is 
associated with the release of personal information to a firm” (Smith et al., 2011, p. 1001). The mani-
festation of the risk is the result of a calculation of the likelihood of negative consequences and the 
perceived severity of those consequences (Peter and Tarpey, 1975). Several studies verified the nega-
tive effect of perceived risk on intentions or willingness to disclose information (e.g. Zimmer et al., 
2010; Dinev and Hart, 2006; Pavlou and Gefen, 2002). Following them, we assume, that privacy risks 
are also a key negative influencer for the willingness to disclose information in the self-tracking con-
text, since users share highly personal activity, vital and body data. In the case of a loss of control over 
these personal data, the severity of consequences can be serious and influences one’s social and finan-
cial status sustainably. For example, health insurance companies could increase fees of a client or em-
ployers could disadvantage an employee if they get access to self-tracking data that is not in favor of 
its user. Hence, we posit: 
P1: Privacy risks have a negative effect on the willingness to disclose information. 
Social adjustment benefits 
Social adjustment benefits are named as one of three privacy benefits factors, which positively influ-
ence the willingness to disclose information. (Smith et al., 2011). It is defined as “the establishment of 
social identity by integrating into desired social groups” (Lu et al., 2004, p. 572). Lu et al. (2004) 
showed that not only financial rewards but also social adjustment benefits can be used by Internet 
businesses to induce customers to disclose their personal information. With social adjustment benefits, 
people can fulfil their need for affiliation, a key driver for human behavior. There are three major rea-
sons why people seek for affiliation – positive stimulation, attention and social comparison (Lu et al., 
2004). Positive stimulation can be achieved when people get gratification from harmonious relation-
ships and a sense of communion, while attention comes from an enhanced feeling of self-worth when 
others focus on them. Lastly, social comparison can be reached when people reduce the ambiguity 
about their social context when they can compare themselves with reference groups (Lu et al., 2004). 
We argue, that in the context of self-tracking all three reasons for affiliation can be fulfilled by disclos-
ing self-tracking data via service-providers. Positive stimulation is given by the possibility to connect 
to others who share the same interest in self-tacking, for example by sharing data via a fitness-tracking 
platform. Also, third-parties can react to the provided self-tracking data (e.g. with recommendations or 
appreciation), therefore attention as a social reward is given as well. Lastly social comparison in the 
context of self-tracking is also possible directly and indirectly. By comparing data via fitness-tracking 
platforms with friends, family and others who also use self-tracking devices, users can directly relate 
their data to them. Indirectly, users can compare their data to an unknown peer-group, e.g. when they 
share the data to physicians or health insurance companies to get feedback to their health condition or 
reduced insurance fees. Consequently, we see social adjustment benefits as a key driver to the willing-
ness to disclose information and posit: 
P2: Social adjustment benefits have a positive effect on the willingness to disclose information. 
Service improvement benefits 
Benefits from service improvements through service personalization are described as the second type 
of privacy benefits, to positively influence the willingness to disclose information (Smith et al., 2011). 
They refer to Chellappa and Sin (2005) who define personalization as “the ability to proactively tailor 
products and product purchasing experiences to tastes of individual consumers based upon their per-
sonal and preference information” (p. 181). White shows that personalization benefits support the cus-
tomer willingness to disclose their personal and preference information (White, 2004).  
While personalization is based in the context of commerce, we adapt it to the context of self-tracking 
by redefining it as “the ability to tailor common services to the needs of self-tracking users based upon 
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their self-tracking data” and rename the variable to service improvement benefits. We argue, when 
self-tracking data is shared with certain service providers, they are able to customize their services to 
the advantage of the user. For example, users could share their data with a personal fitness coach, who 
can therefore align the training schedule or with physicians, who can then derive abnormalities in the 
data and customize the treatment accordingly. Hence, we posit: 
P3: Service improvement benefits have a positive effect on the willingness to disclose information. 
Financial rewards 
Financial rewards are stated as the third type of privacy benefits to positively influence the willingness 
to disclose information (Smith et al., 2011). Financial rewards can have various forms, such as dis-
counts, vouchers or free gifts (Hui et al., 2006). Several studies confirmed that financial rewards have 
a positive impact on the motivation to disclose information (e.g. Hann et al., 2007; Hui et al., 2006; Xu 
et al., 2009). We assume that in the context of self-tracking, financial rewards are also a relevant bene-
fit. For example, financial rewards could be granted by health insurance companies to customers for 
providing their self-tracking data to demonstrate health-promoting behavior. We therefore also adopt 
the variable into our model and posit: 
P4: Financial rewards have a positive effect on the willingness to disclose information. 
Data criticality 
With data criticality, we integrate a moderating variable into our research model that is specific in the 
context of self-tracking. We define it as one’s concern that the disclosure of his or her health, well-
being and fitness data give rise to negative consequences. We argue, that self-tracking users who are in 
general healthy and have a decent fitness level, thus do have uncritical data, do not expect negative 
consequences when disclosing their data. In contrast, users who are less healthy and fit and therefore 
have critical data, have a higher tendency to expect negative consequences by third parties and there-
fore value this fact when they evaluate the risks and benefits of information disclosure. We posit: 
P5a: The data criticality positively moderates the effect between privacy risks and the willingness to 
disclose information. 
P5b: The data criticality negatively moderates the effect between social adjustment benefits and the 
willingness to disclose information. 
P5c: The data criticality negatively moderates the effect between service improvement benefits and the 
willingness to disclose information. 
P5d: The data criticality negatively moderates the effect between financial rewards and the willing-
ness to disclose information. 
Data sensitivity 
Data sensitivity is a second new moderating variable we integrated in the specific context of self-
tracking. While data criticality considers the collected data, data sensitivity refers to the data type. We 
define it as one’s consideration of the type of data within the privacy calculus. It addresses that self-
tracking users do not only share information such as contact information or usage patterns (e.g. web-
site usage) but highly personal data that is directly linked to their health, well-being and fitness. Yet, 
even though the data is highly personal, there are still increments of data types present. Basic self-
tracking devices measure mainly activity data such as walking distance, steps, calories burned or the 
sleep rhythm, while more sophisticated or specialized devices also measure vital and body data, such 
as heart rate, blood pressure, stress level, weight, body fat, muscle mass or the body mass index. While 
activity data allows to derive general assumptions about one’s well-being or fitness, vital and body 
data in contrast enable to draw conclusions about the health status or possible diseases and is thus 
more sensitive. We assume, that users of self-tracking devices take this fact into account when they 
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calculate the risks and benefits of information disclosure. Hence, we posit data sensitivity as a positive 
moderator for privacy risks and a negative moderator for the privacy benefits: 
P6a: The data sensitivity positively moderates the effect between privacy risks and the willingness to 
disclose information. 
P6b: The data sensitivity negatively moderates the effect between social adjustment benefits and the 
willingness to disclose information. 
P6c: The data sensitivity negatively moderates the effect between service improvement benefits and 
the willingness to disclose information. 
P6d: The data sensitivity negatively moderates the effect between financial rewards and the willing-
ness to disclose information. 
3.3 Research Model 
Summarizing, we primarily drew upon the comprehensive APCO Macro Model of Smith et al. (2011) 
but focusing on the link between the privacy calculus, characterized by privacy risks and privacy bene-
fits, and the behavioral reactions, described as the willingness to disclose information. The model is 
shown in Figure 1. 
Figure 1. Research model 
4 Conclusion and Outlook 
We set out to deductively build up a conceptual model with which we aim to explain an individual’s 
conscious willingness to disclose highly personal self-tracking data to service providers. While the 
privacy research is already established, we elaborate on the self-tracking context as a promising new 
aspect within this research area and suggests a concentrated model that will be put forward to an em-
pirical evaluation. We acknowledge two limitations. Firstly, our study, to this extent, only depicts a 
conceptual model for which we do not have any empirical evidence as to how far our propositions re-
flect the reality and as to how strong the proposed relationships between constructs are. Thus, while 
the model is deductively derived on theoretical accounts, the empirical validation remains for future 
research. Second, research identified several other possible influencing factors, especially negative in 
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nature such as privacy concerns. We summarized the negative variables under privacy risks to avoid a 
too broad model. Succeeding research may then narrow down the focus in this specific aspect. 
Regarding the specific next steps to test our conceptual model, we will derive the measurement model 
and develop a suitable survey instrument, before data will be collected and analyzed using structural 
equation modeling approach (Straub, 1989; Urbach and Ahlemann, 2010). Data for our four independ-
ent variables and the two moderators will be gathered drawing on 7-point Likert-scales; data for our 
dependent variable, the willingness to disclose information, will be gathered in a binary format at the 
very end of the survey. The willingness to disclose information is given for the purpose of our study if, 
for instance, the users uploads a self-tracking data export file, manually inputs data (e.g., steps per 
day/week/month, average heart beat per day/week/month), or agrees to the retrieval of information 
from a self-tracking data broker (e.g., Apple Health). Dropouts at this final stage in the survey would 
be interpreted as unwillingness to disclose information.  
With our research, we expect to give both a further theoretical understanding in the field of infor-
mation privacy and practical implications for practitioners in the field of self-tracking. As stated be-
fore, theoretical privacy research with a focus on private medical or behaviour information had little 
attention so far. By directing our research on the field of highly personal data of self-tracking, we 
transfer the current research into the probably most private consumer context. In this sense, we inte-
grate two new moderator variables (data sensitivity and data criticality) which refer specifically to this 
context and will help to gain a deeper understanding of the determinants of the willingness to disclose 
data to service providers. In addition, while past research has usually focused on users being unaware 
about the full extent of information disclosure, our research examines the behaviour when people are 
informed about purpose, anonymity etc. of their information disclosure. For developers of third-party 
applications and services in the context of self-tracking, our research will give a deeper understanding 
which factors concerning the disclosure of self-tracking data are important for users. Hence, they will 
be able to adapt their services accordingly.  
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