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Abstract
Basic concepts and definitions in differential geometry and topology
which are important in the theory of solitons and instantons are re-
viewed. Many examples from soliton theory are discussed briefly, in
order to highlight the application of various geometrical concepts and
techniques.
31. Introduction
Recent developments in soliton theory have been associated with fre-
quent application of geometrical and topological ideas which provide an
elegant interpretation of many soliton properties. The mathematical
methods of differential geometry and topology are very abstract and
rigorous which make them hard to grasp by a physics-oriented scientist.
In this writing, I have tried to provide an interdisciplinary and informal
introduction to those topics in differential geometry and topology which
have proven important in soliton theory. A background knowledge of
tensor calculus and field theory is assumed throughout this review.
2. Forms, fibers, and bundles
An n−dimensional manifold is a space which behaves locally like Rn.
In a similar manner, complex manifolds can be defined which are locally
similar to Cn. A circle is a simple example of a one-dimensional manifold
while a figure like + is not a manifold because of its behavior at the
junction point. Compact manifolds have a finite volume. An immediate
example is the n−dimensional sphere Sn ( So which contains only two
points can be included in this definition ). In contrast, Rn is an example
of a noncompact manifold.
Group manifolds are spaces constructed by the free parameters which
specify the elements of a group. For example, the group manifold of Z2
is So while that of U(1) is S1, that of SU(2) is S3, that of SO(3) is SU(2)/Z2
or P3(R), etc.
Consider a real vector E space on the n−dimensional manifoldM ( we
are mainly concerned with Rn and the Minkowski spacetime ). 1-forms
are linear mappings from E to R:
ω(αu+ βv) = αω(u) + βω(v) (1)
where ω is a 1-form , α, β ∈ R, and u, v ∈ E. A familiar 1-form in classical
mechanics is the work 1-form ~F .d~x. p−forms ω(u1, ..., up) are p-linear
antisymmetric mappings from p-vectors E × ...× E ( p-times ) to R:
ω(u1, ..., αu
′
j + βu
′′
j , ..., up) = αω(u1, ..., u
′
j, ..., up) + βω(u1, ..., u
′′
j , ..., up), (2)
with
ω(ui1 , ..., uip) = sgn(π)ω(u1, ..., up) (3)
where sgn(π) =+1(-1) if the permutation π : (1, ..., p) → (i1, ..., ip) is even
( odd ). Consider the p−form ω and the q−form η such that p+ q is less
than or equal to the dimension of the vector space E. The exterior or
wedge product ω ∧ η is a (p+ q)−form such that
η ∧ ω = (−1)pqω ∧ η (4)
4This product is distributive with respect to addition, and associative:
ω ∧ (η + ζ) = ω ∧ η + ω ∧ ζ,
and
ω ∧ (η ∧ ζ) = (ω ∧ η) ∧ ζ. (5)
The space of all tangent vectors to a manifold M at the point x is
called the tangent space and is denoted by TxM. This space has the same
dimension n as the manifold M. The union of all such tangent spaces
form the tangent bundle TM and is a manifold of dimension 2n.
While { ∂∂xi } forms a basis of the tangent space TxM, the dual basis
{dxi} forms a basis of the so-called cotangent space T ∗x (M). The inner
product of these two bases satisfy
(
∂
∂xi
|dxj) = δji (6)
Differential p−forms are p−forms on the tangent space TM. Consider,
for example, a real function F (x, y, z) on the three dimensional Euclidean
space R3. F is in fact a 0-form, while dF = ∂iFdx
i is a differential 1-form,
similar to the work form. The flux 2-form
Φ = Φxdy ∧ dz +Φydz ∧ dx+Φzdx ∧ dy (7)
is another example of a differential form. In Minkowski spacetime, the
electromagnetic potentials form a 1-form A with components Aµ ( µ =
0, 1, 2, 3 ). The components of a p−form coincide with those of an anti-
symmetric covariant tensor of rank p for p > 1. For p = 0, the 0-form
transforms like a scalar and p = 1 forms correspond to covariant vectors.
The tensor product ω ⊗ η of the p−form ω with the q−form η does
not make a (p + q)−form since ω ⊗ η is not antisymmetric with respect
to all of its components. The wedge product ω ∧ η is defined in such a
way to preserve the antisymmetry. For example, the wedge product of
two 1-forms η and ω satisfies ω ∧ η = ω ⊗ η − η ⊗ ω. 1-forms, therefore,
anticommute ( ω ∧ η = −η ∧ ω ).
The exterior derivative of a p−form ω is defined in such a way to lead
to a (p+ 1)-form. Consider, for example, the 1-form A on M :
A = Aodt+A1dx+A2dy +A3dz = Aµdx
µ. (8)
We have
dA = dAo ∧ dt+ dA1 ∧ dx+ dA2 ∧ dy + dA3 ∧ dz = dAµ ∧ dxµ
= (∂αAµdx
α) ∧ dxµ = ∂αAµdxα ∧ dxµ
= (∂yA3 − ∂zA2)dy ∧ dz + ... (9)
The Hodge operation * on a p−form ω produces an (n − p)-form ∗ω
according to
(∗ω)ij... = 1
p!
ǫlm...ij...ω
lm... (10)
5where ǫlm... ( n indices ) is the totally antisymmetric tensor of the
n−dimensional space. Note that * is defined in terms of components
( the components of p−forms have p indices ). The antisymmetry of
differential forms implies
ddω = 0 (11)
for any p−form ω. It can also be shown that
d(ω ∧ η) = dω ∧ η + (−1)pω ∧ dη (12)
for any p−form ω and q−form η. The p−form ω is called closed (globally)
if dω = 0 and exact if ω = dη where η is a (p − 1)-form. Note that all
exact forms are closed, but the converse is not always true. The reader
recalls that not all vector fields can be written as the gradients of scalar
functions.
The electromagnetic field 2-form F defined by
F = dA =
1
2
Fµνdx
µ ∧ dxν (13)
is an example of an exact form. The action for the free Maxwell field
can be written in the form
−
∫
1
2
∗dA ∧ dA. (14)
Note that if Fαβ are the components of a two-form F , (dF )αβγ = ∂αFβγ +
∂βFγα + ∂γFαβ, which is antisymmetric with respect to all indices. It can
also be shown that if ω is closed and η is exact, ω ∧ η will be exact. The
reader can verify these two statements as exercises.
The well-known identities ~∇×~∇φ = 0 and ~∇.~∇× ~F = 0 in vector analysis
follow from the generalized identity dd = 0. Consider, for example, the
1-form
ω = uidx
i (15)
in the three dimensional Euclidean space where ui ( i = 1, 2, 3 ) are
functions of xi ( x1 = x, x2 = y, x3 = z ). The exterior derivative of this
1-form yields ~∇× ~u:
dω = d(uidx
i) =
∂ui
∂xj
dxj ∧ dxi
=
1
2
(
∂ui
∂xj
− ∂uj
∂xi
)dxj ∧ dxi = 1
2
ǫkji(~∇× ~u)kdxj ∧ dxi (16)
and
ddω =
1
2
(
∂2ui
∂xk∂xj
− ∂
2uj
∂xk∂xi
)dxk ∧ dxj ∧ dxi = 0 (17)
The last identity follows from the symmetry of ∂
2
∂xk∂xj
and ∂
2
∂xk∂xi
and
antisymmetry of dxk ∧ dxj and dxk ∧ dxi.
6A p−form which can be expressed as ω = dφ1 ∧ ... ∧ dφp where φ1, ...φp
are scalar fields, is called simple. A simple form is both exact and closed.
Note that ω can be written as ω = d(φ1dφ2 ∧ ... ∧ dφp).
The co-differential of the p−form ω is defined as
δω = (−1)p(n−p+1) ∗d∗ω (18)
for Euclidean metrics. The definition for Minkowskian metrics differ
by a - sign. Note that if ω is a p−form, δω is a (p − 1)−form. Also δδ =
± ∗d2∗ = 0. The Laplacian operator is obtained by forming △ = −(δd+dδ),
which in a Minkowski spacetime becomes the d’Alembertian operator.
A differential form ω is called harmonic if △ω = 0. The inhomogeneous
Maxwell equations can also be written in the form δF = J and the
conservation of electric current as δJ = 0.
Integration of p−forms over the space of interest ( or part of it ) is
of great importance. In Rn, dx1 ∧ ...∧ dxn = dx1...dxn provides the volume
n−form. For a general metric, the volume form is given by
√
|g|dx1...dxn,
where g is the determinant of the metric tensor. Stokes’s theorem reads
∫
V
dω =
∫
∂V
ω (19)
where the LHS integration is over the submanifold V with the boundary
∂V . The manifold over which the integration is performed ( and hence its
boundary ) is assumed to be orientable. The existence of a volume form
on the manifold of interest guarantees its orientability. Klein bottle and
Mo¨bius strip are examples of nonorientable manifolds. Stokes’s theorem
leads to the more common Stokes and divergence theorems in vector
analysis.
Consider a 3-dimensional spacelike volume V with the boundary ∂V .
The magnetic flux through ∂V is given by
∫
∂V F , while the electric flux
is given by
∫
∂V
∗F which vanishes in ordinary electromagnetism. The
electric charge contained in V is given by − ∫V ∗J . The Gauss theorem
can therefore be written as∫
∂V
∗F = −
∫
V
∗J.
The following results are relevant to our discussion:
• Any k−dimensional regular domain X of a manifoldM ( see section
3 ) has a boundary ∂X which is a (k − 1)-dimensional compact
manifold. ∂X itself has no boundary, i.e. ∂∂X = 0. This is called
Cartan’s lemma .
• IfM is a simply connected manifold ( see section 9 ), then ∮C ω = 0
for an arbitrary closed 1-form ω. C is a closed curve in M.
• IfM is simply connected, then all closed 1-forms ω onM are exact.
7• Consider a compact, oriented, p−dimensional submanifold X of the
simply connected manifold M. Then, for any two cohomologous (
see section 8 ) p−forms ω and η on M, ∫
X
ω =
∫
X
η.
• A closed p−form ω on Sp is exact if and only if ∫
Sp
ω = 0.
Note that any singularities in the fields described by differential forms
must be treated as holes in the manifold on which the forms are defined.
For example, consider dθ on the xy-plane where θ = arctan(y/x):
dθ =
−y
x2 + y2
dx+
x
x2 + y2
dy (20)
This form is closed but not exact. While every closed p−form ( p > 0 )
on Rn is exact, (20) is not exact because of the singularity at x = y = 0
which introduces a hole in R2. In other words, the manifold on which
(20) is defined is R2−{0}. Any closed 1-form ω on R2−{0} integrates on
a smooth closed curve C according to
∮
C
ω = w(C, 0)
∫
S1
ω (21)
where w(C, 0) is the winding number of C with respect to the origin (
see section 3 ).
The Hilbert product of forms is defined as follows
< ω|η >=
∫
M
∗ω ∧ η =
∫
M
1
p!
ωi1...ipηi1...ip
√
|g|dx1...dxn (22)
where g is the determinant of the manifold’s metric. Note that ω and
η are both k-forms. For compact manifolds the Hilbert product is al-
ways well-defined. It can be easily shown that < ∗ω| ∗η >= ± < ω|η >
depending on the signature being Euclidean (+) or Minkowskian (-).
As an example, consider the action for a real Klein-Gordon field
S =
∫
(
1
2
∂µφ∂µφ− 1
2
m2φ2)
√
|g|d4x
which can be written as
S =
1
2
< dφ|dφ > −1
2
m2 < φ|φ >=
∫
(
1
2
∗dφ ∧ dφ − 1
2
m2 ∗φ ∧ φ). (23)
The tangent space TxM is the prototype of a fiber. In order to define
a fiber more generally, consider the triplet (T,B, π), where T is the bundle
space ( or total space ), B is the base space and π is a C∞ ( i.e. infinitely
differentiable ) mapping from T to B. Such a triplet is called a fibration.
An example is (M× V,M, π) where M× V is the product manifold of M
with an arbitrary m−dimensional vector space V . This is called a local
vector bundle of rank m . The projection map π is simply π(x, u) = x in this
case, where x ∈ M and u ∈ V . Part of the total space which sits on top
of the point x ∈ B is π−1(x) and is called a fiber. The manifold T can
8therefore be considered as a collection of fibers or a fiber bundle. A C∞
mapping f : B → T such that π ◦ f = Id is called a section of the fibration.
Here, IdB is the identity map on B ( IdB(x) = x ).
A fiber bundle is locally trivializable if it can be described by the
product manifold Ui×F where Ui is a neighborhood of the base manifold
and F is the fiber. Since local properties are not sufficient to describe
the global topology of the bundle, a set of transition functions φij are
defined which specify how the fibers are related to each other in the
overlapping region of the two neighborhoods Ui and Uj. The transition
function φij is therefore defined as the mapping of the fibers on Ui to
the fibers on Uj over the region Ui ∩ Uj. For a trivial fiber bundle, all
the transition functions can be the identity map. As we said before,
{ ∂∂xµ } is the standard basis for the local frames of the tangent bundle
TM while {dxµ} is the basis for the cotangent bundle T ∗M. Since ∂∂xµ =
∂x′α
∂xµ
∂
∂x′α and dx
′µ = ∂x
′µ
∂xα dx
α, they define transition functions between
two overlapping neighborhoods U and U ′ of the tangent and cotangent
bundles, respectively.
In gauge field theories, we encounter a special type of fibration which
is called a principal fibration. A principal fibration consists of a base man-
ifold M, the structure group G, and the manifold P on which the Lie
group G acts. Like in an ordinary fibration, π is a mapping from P to
M. The principal fibration, therefore, is denoted by (P,G,M, π). If G
is a gauge group, a section in the principal fibration corresponds to the
choice of a particular gauge. In the case that there exists a global C∞
section, the principal fibration is said to be trivializable . A trivializable
fibration is isomorphic to (M×G,G,M, pr1).
Any fiber bundle is trivial if the base space is contractible. Non-
trivial fiber bundles can therefore exist over topologically non-trivial
base manifolds ( like R3−0, S1, etc. ). Only for a trivial principal bundle
can one find a single gauge potential which is smooth over the entire
base manifold.
The fiber of a vector bundle is a linear vector space. The transition
functions of a vector bundle are elements of the general linear group of the
vector space. Similarly, the transition functions of a principal bundle
are elements of G acting by left multiplication. The associated vector
bundle PXρV is defined using the representation R(G) acting on the
finite-dimensional vector space V . The associated vector bundle is based on
the equivalence relation
(p, ρ(g) ◦ v) ≃ (p ◦ g, v) ∀ p ∈ P, v ∈ V, g ∈ G, and ρ ∈ R(G). (24)
The tangent space to the bundle space TpP can be decomposed into
vertical and horizontal parts:
TpP = Hp ⊕ Vp (25)
The vertical part which corresponds to the action of G maps into a single
9point of the base space. The horizontal part leads to the connection 1-form
which will be defined in the next section.
The space of spinors is also a vector space and spinor bundles can be
constructed in a similar way as the vector bundles. The corresponding
principal bundle has the spin group with the Clifford algebra as the tan-
gent space at the identity element.
3. Smooth maps and winding numbers
Consider a smooth map from the n−dimensional differentiable man-
ifold M to the m−dimensional differentiable manifold M′
f :M→M′ (26)
This mapping is called
• surjective, if f(M) = M′. In other words, for all y ∈ M′ there is at
least one element x ∈ M such that f(x) = y.
• injective, if for all x1, x2 ∈ M where x1 6= x2, we have f(x1) 6= f(x2).
In other words, distinct points in M have distinct images.
• bijective, if it is both surjective and injective. The existence of a
bijective mapping from M to M′ ensures that the points in these
two spaces are in one-to-one correspondence.
For details, the reader is referred to Long (1971).
Let xi ( i = 1, ..., n ) and yj ( j = 1, ...,m ) be coordinate systems in M
and M′, respectively. These coordinates are related by the map f . We
can expand yj(xi) around a point p in M with coordinates xio
yj(xio +∆x
i) = yj(xio) +
(
∂yj
∂xi
)
p
∆xi + ... (27)
Note that [∂y
j
∂xi ] is an m × n matrix called the Jacobi matrix. This ma-
trix defines the appropriate linear mapping from Tp(M) to Tf(p)(M′) (see
Felsager, 1983).
A well-defined transformation between the two tangent spaces re-
quires the mapping to be a diffeomorphism, which in simple terms means
that the map is bijective with an inverse f−1 which is smooth. For m = n,
the Jacobi matrix becomes a non-singular square matrix. If m < n and
f is everywhere regular, the map is called an immersion, and f(M) is a
submanifold of M′. An embedding is an immersion which is further re-
quired to be a homeomorphism. If m > n, and f is everywhere regular, it
is called a submersion. We now assume thatM andM′ are both compact
and orientable, and have the same dimension n. The Brouwer degree of
the map f is defined as
deg(f) =
∑
pi
sgn|∂y
j
∂xi
|pi (28)
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where f(pi) are the regular values in M′. A point x ∈ M is said to be
regular if f ′(x) 6= 0, otherwise, it is a critical point. A point ξ ∈M′ is either
the image of a regular point, the image of a critical point, or it is not
the image of any point. To see what a regular value means, consider a
map f : S1 → S1. In this example, the map ξ = θ is of degree +1, ξ = −θ
is of degree −1, and the map ξ = 1π (θ − π)2 has a vanishing degree. Note
also that ξ = nθ is of degree n.
The Brouwer degree of a map measures the net number of times M′
is covered when all the points inM are swept once. The integer deg(f) is
also called winding number. The Brouwer degree vanishes for maps which
are not surjective.
Brouwer’s theorem states that∫
M
f∗ω = deg(f)
∫
M′
ω (29)
where ω is a p−form onM′ and f∗ω is its pullback, which is a p−form on
M and will be defined in the next section.
4. Gauge Fields as connections on principal bundles
Consider a gauge group represented by m×m complex matrices acting
on a complex m−dimensional vector space V . A vector bundle can be
constructed with fibers isomorphic to V . A connection on this vector
bundle is a 1-form on the base space with values in C(m×m) (the space of
complex m×mmatrices). The connection 1-forms of SU(N), for example,
are anti-hermitian, traceless N×N matrices and at the same time 1-forms
on the base manifold ( e.g. the Minkowski space ). For a smooth section
S of the principal bundle, the covariant derivative is defined according
to
DS = ds+A ∧ S (30)
where A = Aµdx
µ is the connection 1-form. Note that each Aµ is a
complex N ×N matrix, expandable in terms of the bases of SU(N):
Aµ = A
a
µTa. (31)
In the case of SU(2), Ta = τa ( a=1,2,3 ) are the Pauli matrices
τ1 =
(
i 0
0 −i
)
, τ2 =
(
0 1
−1 0
)
, τ3 =
(
0 i
i 0
)
. (32)
The Lie algebra of a group G is the tangent space to the group man-
ifold at the identity element TeG. The basis {Ta} of this space obeys the
algebra
[Ta, Tb] = fabcTc (33)
where fabc are the structure constants of the group.
Unlike the exterior derivative of ordinary 1-forms for which we have
ddS = 0, DDS does not always vanish. This quantity which is a 2-form
11
leads in a natural way to the concept of curvature. Taking the covariant
derivative of (31),
DDS = D(A ∧ S) = dA ∧ S +A ∧DS = F ∧ S, (34)
where the curvature 2-form is
F = dA+A ∧ A. (35)
It can be shown that the covariant derivative of F vanishes
DF = dF +A ∧ F − F ∧ A = 0, (36)
which is the generalized form of the Bianchi identity. Like A, F is also in
the form of an m×m complex matrix. F is called curvature because it is
related to the Gaussian curvature when a curved manifold is concerned.
The Bianchi identity constitutes one of the basic equations governing
the gauge field A. An element g of the gauge group linearly transforms
a vector v ∈ V
v → gv. (37)
Such a transformation is associated with the following gauge transfor-
mations on the connection and curvature:
A→ Ad(g−1)A+ g−1dg, (38)
and
F → gFg−1, (39)
where Ad(g−1) is the adjoint representation of g−1. For a single point
as the base space, the bundle space reduces to the Lie group G and the
covariant derivative of the connection 1-form vanishes
dA+A ∧ A = 0. (40)
This equation is called the Maurer-Cartan structure equation. The Maurer-
Cartan form g−1dg belongs to the Lie algebra of the principal bundle. This
form is invariant under the left action of a constant group element go:
(g′)−1dg′ = (gog)−1d(gog) = g−1dg (41)
This form can be parametrized as g−1dg = φaTa where Ta satisfy the
algebra (34). Using the identity d(g−1dg) = −g−1dg ∧ g−1dg we obtain
dφa +
1
2
fabcφa ∧ φb = 0 (42)
As we move along a curve xµ(λ) in the base manifold, a corresponding
section S(λ) ( called a lift ) is traced in the principal bundle according
to
d
dλ
= x˙µ
∂
∂xµ
+ S˙
∂
∂S
(43)
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The section S is said to be parallel transported if
S˙ij +Aµ,ikx˙
µSkj = 0. (44)
From (44) and (45) we obtain
d
dλ
= x˙µ(
∂
∂xµ
−AaµT aijSjk
∂
∂Sik
). (45)
The expression inside the parentheses gives the covariant derivative de-
noted by Dµ:
Dµ = ∂µ −AaµTa (46)
where Ta = T
a
ijSjk
∂
∂Sik
. The basic motivation for defining the covariant
derivative is to modify ∂µ in such a way that the resulting quantity
transforms covariantly under the action of the group element g. The
components of the curvature 2-form ( F aµν ) are related to Dµ according
to
[Dµ, Dν ] = −F aµνTa, (47)
or
F aµν = ∂µA
a
ν − ∂νAaµ + fabcAbµAcν . (48)
In the language of differential forms,
Ω = dω + ω ∧ ω = g−1Fg (49)
where ω = g−1Ag + g−1dg is the connection 1-form. Equations (36) and
(49) can be combined to obtain
F = dA+A ∧ A = 1
2
F aµνT
adxµ ∧ dxν . (50)
The inhomogeneous equations governing the gauge field read
D∗F = ∗J (51)
where J is the current 1-form. Conservation of the current J results
from the underlying gauge symmetry ( Noether’s theorem )
D∗J = 0 (52)
Note that it is the dual of the current 1-form which is covariantly closed.
The source-free field equations can be obtained from the following action:
A =
∫
1
4
F ∧∗ F (53)
Note that F ∧ ∗F is a 4-form proportional to the volume 4-form in the
4-dimensional Minkowski space.
In the case of the abelian U(1) gauge symmetry, the group manifold
is a circle parametrized by the angle θ ( g = eiθ ). The group element g
acts on the vector space of complex functions φ. The principal bundle
13
is locally isomorphic to the product of an open set in the Minkowski
space and S1. The potential 1-form A = Aµdx
µ has real components Aµ
in this case. We also have F = dA = 12Fαβdx
α ∧ dxβ with components as a
covariant antisymmetric tensor
Fαβ = ∂αAβ − ∂βAα (54)
Note that A∧A = 0, since in this case the potential 1-form is not matrix
valued and AµAνdx
µ ∧ dxν vanishes due to the symmetry of AµAν and
antisymmetry of dxµ ∧ dxν . Also note that A ∧ F = 0 and the Bianchi
identity (37) translates into the following tensorial relation
∂αFβγ + ∂βFγα + ∂γFαβ = 0 (55)
while (52) becomes
∂βF
αβ = Jα (56)
Equations (56) and (57) constitute the complete Maxwell equations.
The U(1) gauge transformation φ→ eiθφ leads to
A→ A+ dθ, or Aµ → Aµ + ∂µθ (57)
while F remains gauge invariant. A section of the principal bundle cor-
responds to the selection of a particular gauge θ(xµ).
Maxwell’s equations imply the nonexistance of magnetic monopoles.
The possibility of having magnetic monopoles and its implications has
been extensively studied in the literature ( see Goddard and Olive, 1978
and also Horva’thy, 1988 for an introductory exposition of the subject).
In the presence of magnetic charges, the homogeneous Maxwell equa-
tion is modified as
dF = −∗K (58)
where K is the magnetic current 1-form. Expressed in tensor compo-
nents, this equation reads
1√
|g|∂µ(
√
|g| ∗Fµν) = Kν (59)
or
∂αFβγ + ∂γFαβ + ∂βFγα = −
√
|g|ǫαβγδKδ (60)
A point-like monopole located at the origin of spherical coordinates
generates the following field
F =
g
4π
sinθdθ ∧ dφ (61)
where g is the strength ( magnetic charge ) of the monopole. From
F = dA the potential 1-form can be chosen as
A = − g
4π
cosθdφ (62)
14
The total magnetic flux across a sphere centered at the origin is
ΦB =
∮
S2
F =
g
4π
∫ 2π
φ=0
∫ π
θ=0
sinθdθdφ = g (63)
Note that the gauge potential (63) is not smooth everywhere. By com-
puting the components of A in Cartesian coordinates, it is easily seen
that the potential diverges along the z-axis. Expressed in mathematical
terms, this means that the corresponding bundle is not trivializable and
a global section does not exist.
The total angular momentum of the electromagnetic field produced
by a static pair of a point charge q and a magnetic monopole g is given
by
~J =
∫
~x× (ǫo ~E × ~B)d3x = qg
4π
kˆ (64)
where kˆ is a unit vector from q to g. Using the quantum mechanical
quantization J = n h¯2 , we are led to an explanation for the quantization of
the electric charge q in the presence of a magnetic monopole. The Dirac
monopole will be considered again in section 8.
Transition functions on principal bundles play the role of gauge trans-
formations. Two fiber coordinates φ and φ′ in U ∩ U ′ transform to each
other by φ′ = gφ where g is the transition function. Under this transfor-
mation,
A′ = gAg−1 + gdg−1, ω′ = ω, F ′ = gFg−1, and Ω′ = Ω. (65)
In mathematical terms, A and F are called pullbacks of ω and Ω, respec-
tively.
The correspondence between the principal bundles and gauge fields
can be summarized as follows
Structure group ↔ Gauge group
Connection pullback (A) ↔ Gauge potential
Curvature pullback (F) ↔ Field strength
Associated vector bundles ψ ↔ Matter fields
Transition functions ↔ Gauge transformations
Sections ↔ Gauge fixing conditions
Maurer-Cartan 1-forms ↔ Pure gauges
The global topology of gauge fields become relevant in the path in-
tegral quantization approach. Path integral formalism works properly
only for (++++)-signature spaces. This is why the Euclidean signature
is of particular importance in the soliton and instanton methods.
For a detailed discussion of gauge theories and differential geometry,
the reader is referred to Eguchi et al. ( 1980 ).
5. Yang-Mills field
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SU(2) gauge theory was introduced in 1954 by Yang and Mills. The
gauge group of the Yang-Mills field is SU(2). Elements of this group are
unitary 2×2 matrices which operate on the two-component isospinors ψ.
The covariant derivative Dµ is defined in such a way that Dµψ transform
in the same way as ψ. According to equation (47)
Dµ = ∂µ −Aaµτa (66)
where τa are the Pauli matrices given in (33). Note that this is a matrix-
valued equation and ∂µ is implicitly assumed to be I.∂µ where I is the
2 × 2 unit matrix. The tangent space at the group identity e = I defines
the Lie algebra of the group. The algebra of group generators τa is
[τa, τb] = 2iǫabcτc (67)
where ǫabc is the totally antisymmetric tensor in three dimensions. Note
that according to (48) we have
[Dµ, Dν ]ψ = iFµνψ (68)
where
Fµν = ∂µAν − ∂νAµ + i[Aµ, Aν ] (69)
which is the tensor version of equation ....(35) Fµν = iF
a
µντa and Aµ = A
a
µτa,
we have
F aµν = ∂µA
a
ν − ∂νAaµ −
1
2
ǫabc(A
b
µA
c
ν −AbνAcµ)
= ∂µA
a
ν − ∂νAaµ + ǫabcAbµAcν . (70)
Under an infinitesimal gauge transformation, each of the components of
ψ change by δψA ( A = 1, 2 ).
δψA = ψ
′A − ψA = ǫa(τa)ABψB (71)
where ǫa ( a=1,2,3 ) are the infinitesimal parameters of the gauge trans-
formations. It can be easily shown that under these transformations Aaµ
and F aµν change by
δAaµ = ǫ
a
bcǫ
bAcµ + ∂µǫ
a, (72)
and
δF aµν = ǫ
a
bcǫ
bF cµν . (73)
Note that F aµν transforms as the adjoint representation of the group
SU(2).
A metric can be defined on the group manifold of SU(2) according to
gab = gba = ǫ
c
adǫ
d
bc (74)
which is an example of the Cartan-Killing metric. Note that the isospin
indices a, b, are raised and lowered by gab and gab in the same manner that
the spacetime indices µ, ν, ... are raised and lowered by the Minkowski
metric ηµν or η
µν .
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The free-field Lagrangian density of the Yang-Mills field is
Lfree = 1
4
F aµνF
µν
a (75)
6. Self-duality, instantons, and monopoles
Solutions of Yang-Mills equations which have the important property
F = ± ∗F (76)
are called self-dual (+) or anti-self-dual (-). In such a case, the equation
of motion D∗F = 0 reduces to the Bianchi identity DF = 0. (Anti)self-
dual fields are therefore solutions of the field equations. Among the
most interesting solutions of the Yang-Mills equations are instantons
and monopoles. The instanton solution of ’tHooft and Polyakov is given
by
Aµ = − 1
go
ηcµντ
cxν
r2 + r2o
(77)
where ro is a constant which prevents A to become singular at r = 0. Also
r2 =
∑4
µ=1(x
µ)2, ηabc = ǫabc for a, b, c = 1, 2, 3, ηa4b = −δab, ηab4 = δab , and
δa44 = 0. At large distances, the solution (80) approaches the asymptotic
form
Aµ → − i
go
g−1∂µg (78)
where g = (r2 + λ2)−1(x4 + iτaxa). This asymptotic form is a pure gauge
for which the curvature 2-form vanishes:
F = DA = dA+ A ∧ A = 0 (79)
In other words, the potential 1-form is asymptotically of the Maurer-
Cartan type. The corresponding gauge function g(xµ) is a mapping from
the base space ( R4 ) into the bundle space or the group space. The
group manifold of SU(2) is a 3-sphere. As we shall see later, this has
important topological implications.
The right action of a group element h ∈ G on the principal bundle is
given by
ph = (x, g)h = (x, gh) = p′ (80)
Note that π(p′) = π(p) = x. The vector field associated with the in-
finitesimal action of the Lie group on the principal bundle is called the
fundamental vector field
ηˆ(p) =
d
dt
(petη) (81)
or
ηˆ(x, g) = (x, gη) (82)
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Matter fields may couple to the Yang-Mills field. For example, the V-
valued field φ transforms as
φ′ = g−1φ (83)
where g ∈ G. In other words, φ is a mapping from the principal bundle
P to the vector space V :
φ : P → V, φ(pg) = g−1φ(p) (84)
V can be the adjoint representation of G. The covariant derivative of φ
is given by
Dφ = dφ+ e[A, φ] (85)
The covariant derivative satisfies the Jacobi relation
[Dµ, [Dν , Dλ]] + [Dν , [Dλ, Dµ]] + [Dλ, [Dµ, Dν ]] = 0 (86)
The minimal coupling of the φ-field to the Yang-Mills field is imple-
mented in the following Lagrangian density
L = −1
2
F ∧∗ F + 1
2
|Dφ|2 − U(φ) (87)
where U(φ) is the potential term for the φ-field. The field equation for φ
reads
∗D∗Dφ = −∂U
∂φ
, or DµD
µφa = − ∂U
∂φa
(88)
In terms of components, equation (75) reads
DµF
µν = Jν . (89)
The φ-field provides a current density ( source ) for the Yang-Mills equa-
tion
Jaµ = e[φ,Dµτ
aφ] (90)
Note that the underlying symmetry of the Lagrangian demands that Jµ
is covariantly conserved ( DµJ
µ = 0 ), and at the same time the ordinary
conservation law
∂µJ
µ = ∂µ [∂νF
νµ + e[Aν , F
νµ]) + e∂µ([Aν , F
µν ])]
= ∂µ∂νF
µν + e∂µ([Aν , F
µν − F νµ]) = 0 (91)
is also satisfied. The choice
U =
λ
4
(|φ|2 − φ2o)2 (92)
where λ and φo are positive constants leads to the spontaneous breaking of
the gauge symmetry ( Higgs mechanism ). This mechanism is responsible
for the formation of massive vector bosons ( m2A = e
2φ2o ) .
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For a static configuration of the Yang-Mills and Higgs fields, the total
energy functional becomes
E =
∫ [
1
4
Tr(FijF
ij) +
1
2
(Diφ,D
iφ) + U(φ)
]
d3x (93)
In 1974, ’tHooft and Polyakov introduced a static, non-singular solution
of the Yang-Mills-Higgs equations with remarkable properties. Consider
the following hedgehog ansatz:
φa = G(r)
xa
er2
, and Aai = [F (r) − 1]ǫaij
xj
er2
, (94)
where F (r) and G(r) are unknown functions to be determined by field
equations (96) and (97) and Aao = 0. These field equations lead to the
following coupled nonlinear differential equations
r2
d2F
dr2
= FG2 + F (F 2 − 1) (95)
r2
d2G
dr2
= 2F 2G+ λe−2G(G2 − µ2e2r2) (96)
These equations can also be obtained by applying the variational prin-
ciple to the energy functional (94).
In order to be single valued at r = 0, Aai and φ
a should vanish at the
origin. This demands
F (r)→ 1, and G(r)→ 0 as r → 0. (97)
For a localized, finite-energy solution, the gauge field must reduce to a
pure gauge ( i.e. Maurer-Cartan form ) at large r. The φ-field must
assume its vacuum ( i.e. |φ| → φo ) far from the origin. Therefore,
F (r)→ 0, and G(r)→ µer as r→∞ (98)
This behavior guarantees the vanishing of energy density in (94) as r →
∞, since in this limit, Fij → 0, Dφ → 0, and U → 0. In other words,
although each component of φ depends on xi, the φ-field is covariantly
”constant”.
Note that the vacuum of the φ-field corresponds to U(φ) = 0. This
defines a 2-sphere in the φa-space
φaφa = (φ1)
2 + (φ2)
2 + (φ3)
3 = φ2o, (99)
which is an example of the manifold of degenerate vacuua. The asymptotic
form of F aij at large r corresponds to a radial, inverse square magnetic
field
Bi = Tr(ǫijkFjkφ) = − x
i
3r3
(100)
The full solution to equations (96) and (97) can only be obtained nu-
merically. Note that the SU(2) gauge symmetry is spontaneously broken
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to U(1) at large distances from the monopole ( so is the corresponding
bundle ). The Higgs mechanism leads to the formation of two massive
vector fields from the original Aaµ’s. The remaining massless gauge field
is interpreted as the ordinary electromagnetic field which leads to the
identification of the magnetic field (101). According to ’t Hooft, the fol-
lowing gauge invariant quantity properly describes the electromagnetic
field
Fµν = φˆaFaµν = −1
g
ǫabcφˆaDµφˆbDν φˆc (101)
where φˆa = φa/|φ|. With this identification we have
∗Fµν =
1
2g
ǫµναβφˆa∂αφˆb∂βφˆc (102)
and
∂ν
∗Fµν =
4π
g
Kµ (103)
where Kµ is the magnetic current. The total magnetic charge is given
by
Qm =
1
g
∫
K0d3x =
n
g
(104)
where n is the topological charge or winding number.
There are exact solutions to the field equations in the λ → 0 limit
which is known as the Bogomol’nyi-Prasad-Sommerfield ( BPS ) limit (
Prasad and Sommerfield, 1975, and Bogomol’nyi, 1976 ). It can be shown
that a self-dual or anti-self-dual field satisfies the Yang-Mills equations.
The ( anti ) self-duality condition ( F = ± ∗F ) leads to the following
first-order equations
F = ±∗Dφ or Fij = ±ǫijkDkφ. (105)
These equations are known as the Bogomol’nyi equations . For the hedge-
hog ansatz (95), equations (106) become the following first order differ-
ential equations for F (r) and G(r)
r
dG
dr
= G− (F 2 − 1), (106)
r
dF
dr
= −FG. (107)
These equations can be solved exactly. The monopole solution satisfying
the appropriate boundary conditions reads
G(r) = µer coth(µer) − 1 and F (r) = µer
sinh(µer)
. (108)
The reader can easily verify that these solutions satisfy the equations
(105) and (106) by using the change of variables 1 + G = µerψ and F =
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µerχ. The Bogomol’nyi equations minimize the energy functional (94),
with the following total energy
Emin =
4πµ|g|
e
. (109)
The (anti)self-dual field configurations are particularly important,
since they provide the stationary configurations around which quantum
fluctuations can be computed. An important property of these models
is that the actions are minimized at values which are proportional to the
corresponding topological charges.
If instead of being zero, Aa0 =
1
gJ(r)
xa
r2 is assumed, we arrive at the
following differential equations
r2
d2K
dr2
= K(K2 − J2 +H2), (110)
r2
d2H
dr2
= 2HK2 + λH
[
1
g2
H2 − r2F 2
]
, (111)
and
r2
d2J
dr2
= 2JK2, (112)
in which the same ansatz for Aai and φa have been used as before. Solu-
tions to these equations are called dyons and they bear both electrical
and magnetic charges. The electric charge of a dyon is given by
Qe = −8π
g
∫
JK2
r
dr (113)
and is not necessarily quantized. It can be shown that in the BPS limit,
Qe =
4π
g sinh γ where γ is an arbitrary constant.
7. Topological currents
Perhaps the simplest example of a topological current is the one
associated with the sine-Gordon system. Consider the sine-Gordon La-
grangian density in 1+1 dimensions
LSG = 1
2
∂µφ∂µφ− (1 − cosφ) (114)
where φ is a real scalar field on a two dimensional spacetime xo = t and
x1 = x with the metric ηµν = diag(−1, 1). The self-interaction potential
V (φ) = 1− cosφ has an infinite number of degenerate vacuua at φn = 2nπ,
n ∈ Z. The Lagrangian density (115) leads to the famous sine-Gordon
equation
∂µ∂µφ = sinφ (115)
which is known to be an integrable equation with a hierarchy of multi-
soliton solutions ( Lamb, 1980, and Riazi and Gharaati, 1998 ). Lo-
calized, finite-energy solutions of (116) satisfy the following boundary
conditions
φ(+∞) = 2nπ, φ(−∞) = 2mπ, (116)
21
where m and n are integers. Topological current for the sine-Gordon
system is given by
Jµ =
1
2π
ǫµν∂νφ, (117)
where ǫµν is the totally antisymmetric tensor in two dimensions. The
current density (116) is conserved
∂µJ
µ =
1
2π
ǫµν∂µ∂νφ = 0 (118)
since ǫµν is antisymmetric while ∂µ∂ν is symmetric. The total charge of
a localized solution ( both static and dynamic ) is easily shown to be
quantized
QSG =
∫ +∞
−∞
Jodx =
1
2π
∫ +∞
−∞
ǫo1∂1φdx
=
1
2π
∫ +∞
−∞
∂φ
∂x
dx =
1
2π
[φ(+∞)− φ(−∞)] = n−m (119)
in which the boundary conditions (117) are used. Note that solutions
with different topological charges belong to distinct topological sectors.
They are separated from each other by infinite energy barriers. In other
words, they cannot be continuously deformed into each other.
The concept of topological charges can be extended to more com-
plicated fields in higher dimensions. Consider, for example, a time-
dependent complex scalar field φ = φ1+ iφ2 on the complex plane z. The
vacuum manifold of φ is assumed to reside at
|φ|2 = φ21 + φ22 = φ2o (120)
where φo is a real, positive constant. The topological current for this
field can be defined as
Jµ =
1
2πφ2o
ǫµναǫab∂νφa∂αφb (121)
where µ, ν, α = 0, 1, 2 and a, b = 1, 2. It can be easily shown that this
current is conserved ( ∂µJ
µ = 0 ). The total charge of a localized field
configuration on the complex plane ( z = x+ iy ) is
Q =
∫ ∫
Jodxdy =
1
2πφ2o
∫ ∫
ǫijǫab∂iφa∂jφbdxdy. (122)
This can be rewritten as
∫ ∫
~∇× ~H.d~S where d~S = dxdykˆ, and ~∇× ~H.kˆ =
ǫ3ij∂iHj with
Hj =
ǫabφa∂jφb
2πφ2o
(123)
Note that a z-axis is artificially introduced to facilitate the notations of
ordinary vector analysis. kˆ is the unit vector in the positive z-direction.
Stokes’s theorem can now be used
Q =
∮
C
~H.d~l (124)
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where d~l is a line element along the boundary curve C which is assumed
to be in the form of a circle on the complex plane with radius r → ∞.
Parametrizing dl and dφ along C according to
dl = rdθ, dφ = φodα, (125)
leads to
Q =
1
2πφ2o
∫ 2π
θ=0
1
2
(φ1
∂φ2
∂θ
− φ2 ∂φ1
∂θ
)rdθ
=
∫ 2π
θ=0
dα
dθ
dθ =
1
2π
∮ 2π
θ=0
dα(θ) = n (126)
where n is an integer corresponding to the number of times the φ field
circles its vacuum S1 as the path C is completed once on the complex
plane. We saw in section 3 that n was properly called the winding
number.
For an isovector field φa ( a = 1, 2, 3 ) with an S
2 vacuum
φaφa = φ
2
o (127)
the topological current can be defined as ( Vasheghani and Riazi, 1996 )
Jµ =
1
4πφ3o
ǫµναβǫabc∂νφa∂αφb∂βφc (128)
Note that the spacetime is now the ordinary Minkowski spacetime and
µ, ν, ... = 0, 1, 2, 3 with xo = t. Once again, the current is identically con-
served ( ∂µJ
µ = 0 ), and the total charge is quantized
Q =
∫
Jod3x =
1
4πφ3o
∮
dSφ
dSx
dSx = n (129)
where dSφ and dSx are area elements in the x-space and φ-space, respec-
tively. The current (129) can be written as the covariant divergence of
an anti-symmetric second-rank tensor
∂µF
µν = Jν (130)
where
Fµν =
1
4πφ3o
ǫµναβ [ǫabcφa∂αφb∂βφc + ∂βBα] (131)
in which Bα is an auxiliary vector field. It is interesting to note that the
dual field ∗F with the following tensorial components
∗Fµν =
1
2
ǫµναβFαβ = 2ǫabcφa∂
µφb∂
νφc + ∂
µBν − ∂νBµ (132)
satisfies the equation
∂µ
∗Fµν = 0 (133)
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provided that the vector field Bµ is a solution of the following wave
equation
✷Bµ − ∂µ(∂αBα) = 2ǫabc∂α(φa∂µφb∂αφc) (134)
The right hand side of this equation defines another conserved current
Kµ = 2ǫabc∂α(φa∂
µφb∂
αφc) (135)
which is consistent with the vanishing of the divergence of the left hand
side of equation (135). The resemblance of equations (131) and (134)
to Maxwell’s equations and the capability of this model to provide non-
singular models of charged particles is discussed in Vasheghani and Riazi
( 1996 ). Let us write (132) in the following form
G = F −H (136)
where
Gµν =
1
4πφ3o
ǫαβµνǫabcφa∂αφb∂βφc (137)
and
Hµν =
1
4πφ3o
ǫµναβ∂βBα (138)
We now have
dF = 0,
and
d∗H = 0. (139)
Any 2-form like G which can be written as the sum of two parts satisfying
(140) is said to admit Hodge decomposition . We shall see in the next
section that forms like G and H are cohomologous ( i.e. they belong to
the same cohomology class ), since they differ only by an exact form.
Topological currents of defects in various space dimensions can be
formulated in a unified way. Duan et al. ( 1999 ) considered the following
topological current for point defects in a medium represented by an
n−dimensional order parameter φa ( a = 1, ..., n ):
Jµ =
1
A(Sn−1)(n− 1)!ǫ
µµ1...µnǫφˆ1...φˆn∂µ1 φˆ
a1 ...∂µn φˆ
an (140)
where A(Sn−1) = 2π
n/2
Γ(n/2) is the area of the (n− 1)-dimensional unit sphere,
and
φˆa =
φa
|φ| . (141)
The number of space dimensions is also assumed to be n. The topological
charge density ρ = Jo which represents the defect density, is everywhere
zero except at the location of the defects where it diverges. It therefore
behaves like a delta function, and can be represented as
Jµ = δ(φ)Dµ(
φ
x
) (142)
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where δ(φ) is the Dirac delta function, and the n−dimensional Jacobian
determinant is defined by
ǫa1...anDµ(
φ
x
) = ǫµµ1...µn∂µ1φ
a1 ...∂µnφ
an . (143)
The defects are therefore located at points where the equations
φa = 0 (144)
are satisfied. The defect density is given by ( Liu and Mazenko, 1997 ):
ρ = Jo = δ(φ)Do(
φ
x
) (145)
where Do = | ∂(φ1...φn)∂(x1,...,xn) | is the ordinary Jacobian determinant. The total
topological charge is given by
Q =
∫
Jodnx =
l∑
i=1
βiηi (146)
where βi and ηi are the Hopf indices and Brouwer degrees of the φ map-
ping, respectively, and l is the number of point defects in the system.
8. Cohomology and electromagnetism
The theory of cohomology groups was developed by G. de Rham in
1930’s. In this section we present a brief introduction to the subject.
The relevance of cohomological methods to other gauge fields is discussed
in ( Henneaux, 1988 ).
Closed p−forms on a manifold M form a vector space denoted by
Cp(M). These forms are also called p-cocycles. The subspace of Cp(M)
which comprises exact p−forms is denoted by Bp(M). Exact and closed
p−forms are called p-coboundaries . The p-th cohomology group is defined
as the quotient group Cp(M)/Bp(M):
Hp(M) = Cp(M)/Bp(M) (147)
The elements of Hp(M) form equivalence classes which are called p-th
cohomology classes.
Two closed p−forms ω and η are cohomologous ( i.e. belong to the
same cohomology class ) if their difference is an exact form
ω − η = dρ (148)
where ρ is a (p−1)−form. The p-th de Rham cohomology group is the set
of these equivalence classes. Note that the 0-cohomology class is the class
of exact p−forms ( in other words, all exact p−forms are cohomologous
).
Let us list a few well-known results relevant to the cohomology groups
( Guillemin and Pollack, 1974 )
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• Exact 0-forms do not exist.
• Hp(R×M) is isomorphic to Hp(M).
• Hp(Rk) = 0 if k > 0 and p > 0. Every closed p−form ( p > 0 ) on Rk
( k > 0 ) is exact.
• The previous item can be generalized to Hp(M) = 0 for all p > 0 if
M is contractible.
• Hp(Sk) is one dimensional for p = 0 and p = k. For all other k > 0,
Hp(Sk) = 0.
• Ho(M) is the space of constant functions on M and its dimension
counts the number of connected pieces of the manifold. ( e.g.
dimHo(Rn) = 1 ). Manifolds which have globally trivial coordinates
( e.g. Rn ) have trivial de Rham cohomologies ( Hp(Rn) = 0 for
p > 0 ).
• The Euler-Poincare’ characteristic of the manifold M is defined by
χM =
n∑
p=0
(−1)pdp (149)
where dp = dimH
p(M) is the dimension of the p−th homology group
( called the Betti number ). For an n−dimensional sphere Sn,
Ho(Sn) = Hn(Sn) = R and Hp(Sn) = 0 for 0 < p < n. We therefore
have χ(Sn) = 0 for n = odd and χ(Sn) = 2 for n = even. For odd-
dimensional manifolds, the Euler characteristic vanishes as we saw
in the above example.
In the absence of magnetic monopoles dF = 0 where F is the electro-
magnetic field 2-form. F is therefore a closed 2-form. It is also exact
and can be written as F = dA where A is the electromagnetic poten-
tial 1-form. The phase factor exp(i
∮
c
A) which appears in the quantum
mechanical context ( e.g. the Aharonov-Bohm effect ) can be written as
exp(i
∮
C
A) = exp(i
∫
S
F ) (150)
using the Stokes’s theorem. Here, S is a surface area with the closed
boundary curve C. But
∫
S
F is the magnetic flux passing through S
. The phase factor (151) is known to be observable as shifts in in the
interference fringes of electrons in the Aharonov-Bohm experiment. This
shows that although A is ambiguous up to a U(1) gauge transformation,
it cannot be assumed redundant at a quantum level. In the presence of
magnetic monopoles, F is no longer closed, and cannot be derived from a
1-form. A single-valued gauge transformation in the region surrounding
a magnetic monopole ( over which F is closed ), leads to a Dirac relation
between the electric and magnetic charges ( Wu and Yang, 1975 )
g =
1
e
(151)
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In section 4 we saw that the field of a magnetic monopole can be
obtained from the potential 1-form
A = − g
4π
cosθdφ. (152)
Although this potential looks smooth over a 2-sphere, the coordinate
system itself is singular along the z-axis. This gauge potential, there-
fore, is not defined on the z-axis. When transformed into Cartesian
coordinates, this potential becomes
− g
4π
(
− zy
r(x2 + y2)
,+
zx
r(x2 + y2)
, 0
)
which clearly shows the singularity along the z-axis.
The gauge potential of a magnetic monopole can be chosen as
A± =
n
2r
xdy − ydx
z ± r (153)
where A± are the potentials over the northern (+) and southern (-)
hemispheres of an S2 centered on the monopole. Over an equatorial
strip, A± are related by A+ = A− + ndφ which shows that A+ and A−
do not merge smoothly unless n = 0. Note that
∮
S2
F = 2nπ and there-
fore n represents the quantized magnetic charge of the monopole. The
monopole singularity at r = 0 should be considered as a hole in the base
manifold. The magnetic charge arises from the non-trivial topology of
the principal bundle. Occurrence of such integers associated with non-
trivial bundles are properly described by the concept of characteristic
classes, to be discussed briefly in the next section.
Electric and magnetic charges act as holes in the base manifold (
Minkowski spacetime in this case ). Outside these holes, F and ∗F are
closed and their integral over a closed surface are integer multiples of
elementary electric and magnetic charges. In fact, even in the absence of
magnetic and electric charges, topologically non-trivial curved spaces can
lead to similar effects. Consider, for example, the source-free Maxwell’s
equations on the following so-called wormhole spacetime
dτ2 = dt2 − dr2 − (r2 + r2o)(dθ2 + sin2 θdφ2) (154)
in which ro > 0 is called the throat radius ( Morris and Thorne, 1988
). Note that r extends from −∞ to +∞, and the metric (155) describes
two asymptotically Minkowskian spacetimes joined by an S2. Covariant
Maxwell’s equations Fµν;µ = 0 and
∗Fµν;µ = 0 have the following non-
singular solutions
E(r) =
QE
r2 + r2o
; B(r) =
QM
r2 + r2o
(155)
where E and B are the radial electric and magnetic fields and QE and
QM are constants of integration. The Stokes’s theorem
∫
V
dF =
∫
∂V
F
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and a similar relation for ∗F , when applied to either side of the worm-
hole imply that the electric and magnetic fluxes through any 2-sphere
centered at the wormhole are independent of r. Here, V is a 3-volume
confined between two parallel 2-spheres.
9. Homotopy groups and cosmic strings
Let C1 and C2 be two loops in a manifold M, based at a point xo.
These two loops are homotopic (denoted by C1 ≃ C2) if they can be con-
tinuously deformed into each other. This corresponds to the existence
of a continuous set of curves C(λ) with λ ∈ [0, 1] such that C(0) = C1 and
C(1) = C2. Homotopy is an equivalence relation and the set of all closed
curves in M are divided into a set of homotopy classes. The composite
curve C3 = C2 ◦ C1 is defined according to
C3(λ) =
{
C2(2λ) if 0 ≤ λ ≤ 1/2,
C1(2λ− 1), if 1/2 ≤ λ ≤ 1. (156)
Homotopic deformations of any class C provide the identity (Id) of that
class. The inverse of a homotopy C−1 is defined according to the relation
C−1 ◦ C = C ◦ C−1 = Id . A loop is homotopic to zero if it can be
continuously deformed into a point. Such loops are also called null-
homotopic. Homotopy classes with the inverse and identity defined in
this way form a group called the first or fundamental group denoted by π1.
A manifold is called simply connected if all loops in it are null-homotopic.
Rn is an obvious example of a simply connected manifold ( π1(R
n) = 0
). The group manifold of U(1) is a circle ( S1 ). The fundamental
group of U(1) therefore corresponds to the number of times a loop circles
the group manifold in the clockwise or counter-clockwise direction. We
therefore have π1(S
1) = Z, and the same is for R2 − {0}. Other examples
of fundamental groups include π1(O(2)) = π1(SO(2)) = π1(U(N)) = Z, while
π1(SO(3)) = π1(SO(N)) = π1(O(N)) = Z2 ( N ≥ 3 ), where Z2 is the group
of integers modulo 2. Furthermore, SU(N) groups are simply connected
and their fundamental group vanishes.
Higher homotopy groups are defined in a similar manner using com-
pact hypersurfaces homotopic to Sn ( i.e. continuously deformable to
an n−dimensional sphere ). The n−th homotopy group πn therefore
comprises the homotopy classes of maps from Sn to the manifold under
consideration. In particular, we have πn(S
n) = Z, π3(S
2) = Z , and since
the group manifold of SU(2) is S3, π3(SU(2)) = Z.
A manifoldM is p-connected if all homotopy groups πi(M) vanish for
i ≤ p.
The wormhole space considered in the previous section is simply
connected but not 2-connected, since 2-spheres which contain the worm-
hole cannot be contracted to a point. Homotopy groups have important
implications for the existence and stability of topological defects and
solitons. Consider, for example, a complex scalar field φ with the self-
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interaction potential
V (φ) =
λ
4
(φ∗φ− φ2o)2 (157)
where λ and φo are constants. The vacuum manifold is a S
1 on the
complex φ plane. We can now re-interpret the contents of section 7
( equation 121 onwards ) in the framework of homotopy groups. For
a localized field on the xy-plane, the φ(x, y) field along a large circle
x2 + y2 = r2 ( r → ∞ ) belongs to a homotopy class mapping the circle
S1 : x2 + y2 = r2 into the circle S1 : φ21 + φ
2
2 = φ
2
o. This is nothing but
the fundamental group S1: π1(S
1) = Z. The topological charge ( 125 )
corresponds to the degree of this mapping and labels the corresponding
homotopy class. However, the Lagrangian density
L = ∂µφ∗∂µφ− λ
4
(φ∗φ− φ2o)2 (158)
does not lead to localized finite energy solutions. This problem can be
demonstrated by the Q = 1 sector with the asymptotic behavior φ =
φo exp(iθ) in which θ = arctan(y/x). The presence of the |∇φ|2 term in the
Hamiltonian density
H = 1
2
|∇φ|2 + V (φ) (159)
leads to an energy density
uφ ≃ |∇φ|2 = φ2o(∇θ)2 =
φ2o
r2
(160)
in plane polar coordinates. This, however, leads to a logarithmically
divergent energy integral
∫ ∞ φ2o
r2
2πrdr = φ2o ln r|∞ →∞ (161)
In order to cure this problem, the global U(1) symmetry of the La-
grangian (159) can be made local
L = Dµφ∗Dµφ− λ
4
(φ∗φ− φ2o)2 −
1
4
FµνFµν (162)
This leads to the so-called the Abelian Higgs model. We demand that the
φ field be covariantly constant at large r
Dφ = 0 → ~∇φ− ie ~A = 0 (163)
with the asymptotic value φ = φo exp(iθ). Equation (164) gives
~A = ~∇(− iφ
e
) as r →∞. (164)
The potential 1-form A is therefore a pure gauge and leads to a vanishing
curvature F at large distances. The energy density of the gauge field,
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therefore, also vanishes at large distances. Such a solution is non-trivial,
since it corresponds to a non-vanishing magnetic flux through the xy-
plane
ΦB =
∫
F =
∫
dA =
∮
A =
∮
~∇(− iφ
e
).~dl =
1
e
φo
∮
dθ =
2π
e
φo (165)
where the integration is performed over an infinitely large disk. So-
lutions belonging to other homotopy classes with topological charges
(127) have magnetic fluxes ΦB =
2πn
e φo. These solutions which are in
the form of bundles of magnetic lines of force in a three dimensional
space are called cosmic strings in cosmological terminology. They can
also represent magnetic flux tubes in the Landau-Ginzburg model of
superconductivity.
For a cosmic string, we have a smooth map from the circle S1 in
the configuration space to the U(1) manifold which was also S1. The
Brouwer degree or winding number of this map corresponds exactly to
the integers which label the first homotopy group π1(S
1). In this case,
the winding number is given by
n =
1
2πφ2o
<∗ dφ|idφ > . (166)
Note that ( Felsager, 1983 )
<∗ dφ|idφ >= −i
∫
R2
dφ¯ ∧ dφ = −i
∫
R2
d(φ¯dφ)
= lim
ro→∞
−i
∫
ρ=ρo
φ¯dφ = −iφ2o limρo→∞
∫
ρ=ρo
idφ = 2nπφ2o (167)
in which φ¯ is the complex conjugate of φ.
The model described above can also be applied to the magnetic flux
tubes which form in superconductors. Electrons in a superconductor
form pairs. These so-called Cooper pairs can be described by a complex
scalar field φ which is called the order parameter. |φ|2 represents the
density of the Cooper pairs. The energy density of a static configuration
is given by
H = 1
2
|~∇φ|2 + 1
2
α|φ|2 + 1
4
β|φ|4 + C (168)
where C is a constant and α is a parameter which depends on the tem-
perature via
α(T ) = a
T − Tc
Tc
(169)
in which a is a positive constant and Tc is the critical temperature. For
T > Tc, the state of minimum energy density happens at φ = 0 while for
T < Tc, the minimum converts into a S
1 in the (Re(φ), Im(φ)) plane
|φ|2 = −α
β
> 0 (170)
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The quantity ξ(T ) ≡ 1√−α has the dimensions of length and is called the
coherence length of the superconductor. In the presence of a magnetic
field, we have to implement the covariant derivative
D = d− i g
h¯
A (171)
where A is the magnetic vector potential, and include the EM energy
density in (169).
It can be shown that ~B satisfies
∇2 ~B + αq
2
βh¯2
~B = 0 (172)
showing that the magnetic field is exponentially damped inside a su-
perconductor. The quantity
√
−α/βq/h¯ is called the penetration length of
the superconductor. The reader notes that the Abelian Higgs model is
mathematically equivalent to the Ginzburg-Landau theory of supercon-
ductivity. The following correspondence can be stablished between the
parameters of the two models
e↔ g/h¯, λ↔ β, and µ2 ↔ −α. (173)
It can be visualized that a pair of magnetic monopoles with opposite
charges may reside at the end-points of a finite string. The quantization
of magnetic charge is consistent with the quantization of the magnetic
flux through the string ( ΦB = g =
2πn
e ). Since any increase in the
distance between the monopole pair is associated with an equal increase
in the length of the string, a linearly increasing potential between the
monopoles is implied ( Felsager, 1983 )
V (r) = Λr (174)
where Λ is the mass per unit length of the string. This model provides
a possible mechanism for the confinement of magnetic monopoles. A
similar mechanism was suggested for the quark confinement inside the
hadrons ( Nambu, 1985 ).
A rotating relativistic string has the interesting property that its
angular momentum J is proportional to its mass squared ( M2). This
property is observed in the Regge trajectories of the baryons with the same
isospin and strangeness. A simpler realization of confinement for solitons
with fractional topological charges was introduced by Riazi and Gharaati
( 1998 ).
10. Characteristic classes
In dealing with non-trivial fiber bundles, transition functions and
integrals of the curvature 2-form lead to integers which have a topo-
logical origin. Characteristic classes are an efficient and elegant way to
distinguish and classify inequivalent fiber bundles.
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Consider a k × k complex matrix m. A polynomial P (m) constructed
with the components of m is a characteristic polynomial if
P (m) = P (g−1mg) for all g ∈ GL(k, C) (175)
where g represents a complex matrix belonging to general linear trans-
formations. For example,
det(1 +m) = 1 + S1(λ) + ...+ Sk(λ) (176)
is an invariant polynomial constructed with the i−th symmetrical poly-
nomial
Sj(λ) =
∑
i1<...<ij
λi1 ...λij (177)
where λis are the eigenvalues of m. Curvature 2-forms Ω which are
matrix-valued have P (Ω) which are closed and have invariant integrals (
Chern, 1967 ). The total Chern form is defined as
C(Ω) = det(1 +
i
2π
Ω) = 1 + c1(Ω) + c2(Ω) + ... (178)
where ci(Ω) is a polynomial of degree i in the curvature 2-form Ω:
co = 1; c1 =
i
2π
TrΩ,
c2 =
1
8π2
{Tr(Ω ∧ Ω)− TrΩ ∧ TrΩ}, etc. (179)
Note that ci = 0 for 2i > n where n is the dimension of the base manifold.
Closedness causes the Chern forms ci(Ω) belong to distinct cohomology
classes. These classes have integer coefficients. Integrals like
∫
M
c2(Ω) and
∫
M
c1(Ω) ∧ c1(Ω) (180)
are invariant integers called Chern numbers .
The action for (anti)self-dual field configurations is proportional to
the second Chern number
S = −1
2
∫
TrF ∧∗ F = ∓1
2
∫
TrF ∧ F = 4π|C2| (181)
where C2 =
1
8π
∫
TrF ∧ F is the second Chern number. The |C2| = 1 case
corresponds to the ’t Hooft instanton.
The Chern form is a global form on the base manifold and does not
depend on the frame chosen. Chern classes are also closely related to
the homotopy theory, since the set of isomorphic classes of i−dimensional
vector bundles is isomorphic to the homotopy classes of maps from the
base manifold to Gr(m, i, C) where Gr(m, i, C) is the Grassmann manifold
of i-planes in Cm.
32
As a simple example, consider the U(1) bundle of the Dirac monopole
over a S2. We have
det(1 +
i
2π
Ω) = 1 +
i
2π
Ω (182)
and therefore c1 = iΩ/2π. Note that c1 is real since Ω is pure imaginary
( Ω = iF = idA ). Furthermore, using equation (154) we have
∫
S2
c1 = − 1
2π
∫
S2
+
dA+ − 1
2π
∫
S2
−
dA− = − 1
2π
∫ 2π
o
ndφ = −n (183)
which shows that the Chern number and the monopole charge are es-
sentially the same for this example. Note that the integration over S2 is
divided into two hemispheres S2+ and S
2
− and dA+ − dA− = ndφ is used.
The characteristic classes of real vector bundles are called Pontrjagin
classes. In similarity with the definition (179), the total Pontrjagin class of
a real O(k) bundle is defined as
P (Ω) = det(1− 1
2π
Ω) = 1 + p1 + p2 + ... (184)
where Ω is the bundle curvature. The orthogonality conditions lead to
the vanishing of odd-degree polynomials. The invariant polynomials are
closed here also and the resulting cohomology classes are independent
of the connection form.
One can also attribute Pontrjagin classes to the electromagnetic field
in the following way ( Eguchi et al., 1980 )
det(1− 1
2π
F ) = 1 + p1 + p2 (185)
where F is the electromagnetic field tensor in its matrix form, and p1 and
p2 are related to the EM energy density and Poynting vector according
to p1 =
1
(2π)2 (E
2 +B2) and p2 =
1
(2π)4 (
~E. ~B)2.
11. Differential geometry and Riemannian manifolds
We closely follow Eguchi et al. ( 1980 ) in this section. The metric
on a Riemannian manifold M can be written in the form
ds2 = gµνdx
µdxν = eaηabe
b (186)
where ea = eaµdx
µ is the vierbein basis of T ∗(M) and ηab is the flat metric
( ηab = δab for a Euclidean manifold ). The connection 1-form ω
a
b = ω
a
bµdx
µ
obeys the Cartan structure equations
T a = dea + ωab ∧ eb (187)
Rab = dω
a
b + ω
a
c ∧ ωcb (188)
where T a = 12T
a
bce
b ∧ ec is the torsion 2-form and Rab = 12Rabcdec ∧ ed is the
curvature 2-form. The Cartan identities read
dT a + ωab ∧ T b = Rab ∧ eb (189)
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and
dRab + ω
a
c ∧Rcb −Rac ∧ ωcb = 0 (190)
which is nothing but the Bianchi identity.
In tensor components,
T µαβ =
1
2
(Γµαβ − Γµβα) (191)
where
Γµαβ =
1
2
gµν(gνβ,α + gνα,β − gαβ,ν) (192)
are the Christoffel symbols, and
Rab =
1
2
Rabµνdx
µ ∧ dxν (193)
where
Rαβµν = ∂µΓ
α
νβ − ∂νΓαµβ + ΓαµγΓγνβ − ΓανγΓγµβ (194)
is the Riemann tensor. As a simple example, consider the 2-sphere
ds2 = r2o(dθ
2 + sin2 θdφ2) = (e1)2 + (e2)2 (195)
where ro is the radius of the sphere, and e
1 = rodθ and e
2 = rosinθdφ. The
structure equations reduce to
de1 = −ω12 ∧ e2 = 0 and de2 = −ω21 ∧ e1 = rocosdθ ∧ dφ (196)
where ω12 = −cosθdφ is the connection 1-form. Note that T a = 0 here.
The curvature 2-form becomes
R12 = R
1
212e
1 ∧ e2 (197)
Note also that
R12 = dω
1
2 =
1
r2
e1 ∧ e2. (198)
The volume form on S2 is Ω = r2o sin θdθ ∧ dφ with
∫
Ω = 4πr2o.
Metrics can also be defined on the group manifolds like those of
SU(N). A metric on G is defined by the inner product
(g′(0), h′(0)) = −Tr(g−1o g′(0)g−1o h′(0)) (199)
where g(t) and h(t) are two curves in G which have an intersection at
t = 0:
g(0) = h(0) = go (200)
This metric is positive definite and multiplication on right or left corre-
spond to isometries of the metric.
Betti numbers ( bm ) can also be ascribed to the Riemannian man-
ifolds. Compact orientable manifolds obey the Poincare’ duality which
states that Hp is dual to Hn−p. This implies bp = bn−p which for a four-
dimensional manifold becomes bo = b4 and b1 = b3. Note that b0 = b4
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counts the number of disjoint pieces of M, and b1 = b3 vanishes if the
manifold is simply connected. Recall that χ = bo − b1 + b2 − b3 + b4 is
the Euler characteristic of the manifold. The following is an important
theorem which relates the local curvature and the global characteristics
of hypersurfaces in Rn:
Gauss-Bonnet Theorem: For any compact, even-dimensional hypersurface
S in Rn+1, ∫
S
κ =
1
2
γnχ(S) (201)
where κ is the curvature of S ( see below ), χ(S) is the Euler characteristic
of S and γn is the volume of the unit n−sphere given by
Vn =
2(π)
n+1
2
Γ(n+12 )
(202)
where Γ is the gamma function ( Γ(1/2) =
√
π, Γ(1) = 1, and Γ(x+1) = xΓ(x)
).
In a curved manifold, the Hodge * operation involves the metric
determinant g and ǫµν... = gǫ
µν...:
∗(dxµ1 ∧ ... ∧ dxµp) =
√
|g|
(n− p)!ǫ
µ1...µp
µp+1...µndx
µp+1 ∧ ... ∧ dxµn (203)
For a scalar field φ on an n−dimensional Riemannian manifold, ∗φ =√
|g|φdx1 ∧ ...∧ dxn. We also have ǫ = ∗1, ∗∗T = (−1)k(n−k)T for Euclidean
signature and ∗∗T = −(−1)k(n−k)T for Minkowskian signature.
Torus T 2 = S1 × S1 is a compact 2-dimensional manifold which can
be covered by the coordinates 0 ≤ (θ1, θ2) ≤ 2π. A torus can not be
covered with coordinates which are globally smooth. For example, the
θ1 and θ2 coordinates are discontinuous at the identified circles θi = 0
and θi = 2π. The 1-forms dθ1 and dθ2 are therefore not exact. These
two 1-forms provide a basis for the first cohomology group of T 2, with
dimH1(T 2) = 2. Also H2(T 2) has the basis dθ1 ∧ dθ2 and dimH2(T 2) = 1.
We therefore have
2∑
p=0
(−1)pdimHp(T 2) = +1− 2 + 1 = 0 (204)
which is equal to the Euler characteristic of the torus.
Consider an oriented n−dimensional hyper-surface X in Rn+1. The
outward pointing normal nˆ(x) to this hyper-surface maps X into an n-
sphere Sn and is called the Gauss map:
g : X → Sn (205)
The Jacobian of this map Jg(x) is called the curvature of X at x and is
denoted by κ(x). For an n-sphere, κ = 1rn independent of the point x on
Sn.
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12. Two dimensional ferromagnet
Consider a three-component scalar field φa ( a=1,2,3 ) with the fol-
lowing O(3) Lagrangian density ( Belavin and Polyakov 1975, Rajaraman
1988 )
L = 1
2
∂µφa∂µφa. (206)
The three components of the scalar field are constrained to the surface
of a sphere :
φaφa = φ
2
1 + φ
2
2 + φ
2
3 = 1. (207)
Using the method of Lagrangian multipliers, the corresponding field
equation is found to be
✷φa − (φb✷φb)φa = 0. (208)
Static configurations on the xy-plane are described by the following equa-
tion
∇2φa − (φb∇2φb)φa = 0 (209)
Note that
φaφa = 1 → φa~∇φa = 0
→ ∇.(φa ~∇φa) = ~∇φa.~∇φa + φa∇2φa = 0
→ φa∇2φa = −~∇φa.~∇φa (210)
The total energy of the system is given by
E =
∫
1
2
~∇φa.~∇φad2x. (211)
We therefore have a S2 fiber sitting on every point of the xy-plane,
forming a bundle space which is locally S2 × R2. The classical vacuum
of the system is at φa = constant. E vanishes for the vacuum. The
O(3) symmetry is spontaneously broken by the vacuum, which can be
arbitrarily chosen to be at (0, 0, 1). A finite-energy, localized solution of
(210) is described by two functions φ1(x, y) and φ2(x, y) with φ1,2 → 0 as
r → ∞. The points on the xy-plane can therefore be transformed to a
sphere using a stereographich map, in which all points on a circle with
r → ∞ are mapped to the ”north pole”. This identification is allowed
so long as the single-valuedness of the φa-field is concerned, since all
points on this large circle reside at the same vacuum point (0, 0, 1). In
solid state theory, the φa-field may describe the order parameter of a
2D ferromagnet. The S2 → S2 mapping from the configuration S2 to
the field S2, therefore allows the following geometrical description of the
system:
• Spin waves are sections of the bundle space which is now compact-
ified to S2 × S2.
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• Spin waves belong to distinct homotopy classes. The appropriate
homotopy group is π2(S
2) = Z.
• Each mapping can be characterized by a winding number n which
counts the Brouwer degree of the map.
This winding number is obtained as
Q =
1
8π
∫
ǫijǫabcφa∂iφb∂jφcd
2x
=
1
8π
∫
ǫijǫabcφa
∂φb
∂θl
∂θl
∂xi
∂φc
∂θm
∂θm
∂xj
d2x =
1
8π
∫
ǫlmǫabcφa
∂φb
∂θl
∂φc
∂θm
d2θ (212)
But 12ǫlmǫabc
∂φb
∂θl
∂φc
∂θm
d2θ is the surface element of the internal S2. Therefore
Q =
1
4π
∫
d~Sint.~φ = n (213)
Note that d~Sint is parallel to the radius vector ~φ of the unit sphere in
the (φ1, φ2, φ3) space.
This interesting system can also be formulated on the complex plane,
using the stereographic projection
ω =
2φ1
1− φ3 + i
2φ2
1− φ3 ≡ ω1 + iω2 (214)
The north pole of the φ-sphere is projected to |φ| → ∞. Note that this
projection is conformal (i.e. preserves angles).
Consider the self-duality relation
∗dω = −idω (215)
which leads to the equations
∂ω1
∂x1
= ±∂ω2
∂x2
, (216)
and
∂ω1
∂x2
= ∓∂ω2
∂x1
. (217)
Since these are the familiar analyticity conditions, any analytic function
ω(z) or ω(z∗), is a solution of (216). It can be shown that such solutions
in fact minimize the energy functional
E =
∫
1
2
∂iφa∂iφad
2x =
∫ |dω/dz|
(1 + 14 |ω|2)2
(218)
The topological charge for these solutions is
Q = ± 1
4π
E. (219)
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A simple solution with
Q =
1
4π
E = n (220)
is given by
ω(z) =
(z − zo)n
λn
(221)
where zo and λ are constants. Note that Q and E do not depend on λ and
zo which shows that the solutions can be scaled up or down or displaced
on the z-plane.
It is seen that the nonlinear O(3) model is quite simple, yet rich in
structure. This simple model provides a good insight into the more com-
plicated systems like the Yang-Mills instantons.
13. Instantons in the CPN model
Real projective spaces PN (R) are lines in R
N+1 which pass through
the origin. For example, P3(R) = SO(3). CPN is the complex version of
PN .
Consider N + 1 complex scalar fields φa ( a = 1, 2, ..., N + 1 ), with the
following Lagrangian density (for more details, see Eichenherr 1978)
L = ∂µφ∗a∂µφa + φ∗a(∂µφa)φ∗b∂µφb (222)
in which summation over µ and a indices is implied. xµ ( µ = 1, 2 ) is
considered to be the ( xy ) Euclidean plane. The complex fields are
subject to the constraint
|φ1|2 + ...+ |φN+1|2 = 1 (223)
or φ∗aφa = 1. These complex fields form an N-dimensional complex pro-
jective ( CPN ) space. It is interesting to note that the Lagrangian
density (223) is invariant under the local gauge transformation
φ′a(x) = φa(x)e
iΛ(x) (224)
without a need to introduce any gauge potentials. A vector field Aµ(x),
however, can be defined according to
Aµ = iφ∗a∂
µφa (225)
which is real since φ∗a∂
µφa is pure imaginary. Using this definition, the
Lagrangian density (223) can be written as
L = (Dµφa)∗Dµφa (226)
where
Dµφa = (∂µ + iAµ)φa (227)
in resemblance to the covariant differentiation in electromagnetism. Note,
however, that Aµ is not a new degree of freedom, and it is determined
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solely in terms of the φa field. Localized solutions with finite energy
should satisfy the following asymptotic behavior
φa → Caeiψ(θ) (228)
where Ca are constants satisfying C
∗
aCa = 1, and ψ(θ) is the common
phase of the fields ( θ is the polar angle in the xy-plane ). This phase
implies the winding number
Q =
1
2π
∫
dψ =
1
2π
∮
dψ
dθ
dθ = n (229)
where n is an integer. Similar to what we had in the case of cosmic
strings, a π1(S
1) homotopy group is involved and solutions having differ-
ent winding numbers belong to distinct homotopy classes.
14. Skyrme model
T.H.R. Skyrme introduced a nonlinear model in 1960s, with soli-
ton solutions approximately describing baryons ( Skyrme, 1961 ). This
model is based on the nonlinear sigma model, augmented with a nonlin-
ear term in the Lagrangian which stabilizes the solitons. The Skyrme
Lagrangian is therefore given by
LSk = −f
2
π
4
Tr(U †∂µUU †∂µU) +
1
32α2
Tr([U †∂µU,U †∂νU ]2) (230)
where U is the field described by a unitary matrix, α is a dimensionless
coupling constant ( ≃ 5 ), and f2π is the pion decay constant ( 130-190
MeV ). The pion mass term can also be included in (231) by adding the
term − 12mπTr(U +U †). Soliton solutions of the Skyrme model are called
Skyrmions. They have interesting topological properties, in relevance to
the low energy properties of baryons. Witten (1983) showed that the
Skyrme model is the high-Nc limit of QCD, where Nc is the number of
colors. For a review of the mathematical developments in the Skyrme
model, the reader is referred to Gisiger and Paranjape ( 1998 ). The
geometrical aspects of the Skyrme model were first discussed by Manton
and Ruback ( 1986 ).
Since U becomes constant at spatial infinity, the points in R3 can
be mapped onto a S3. Soliton solutions, therefore, define a mapping
from this S3 to the group manifold of SU(2) which is also an S3. These
solutions can therefore be classified according to the third homotopy
group π3:
π3 : S
3 −→ S3 (231)
This homotopy group is isomorphic to the group of integers under ad-
dition, and the topological charges label the distinct sectors. The topo-
logical current of the Skyrme model is given by
Bµ =
1
24π2
ǫµναβTr(U †∂νUU †∂αUU †∂βU) (232)
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with the corresponding charge identified with the baryon number:
B =
1
24π2
∫
d3xǫijkTr(U †∂iUU †∂jUU †∂kU). (233)
The simplest Skyrmion is obtained using the ansatz
U = eirˆ.~τf(r) (234)
where ~τ = (τ1, τ2, τ3) are the Pauli matrices, rˆ is the unit vector in the
radial direction, and f(r) is a function to be determined by the field
equation. The boundary conditions which are required to have a well-
defined solution are
f(0) = π and f(∞) = 0. (235)
The simplest description of the Skyrme model is in terms of unitary
2× 2 matrices U which belong to SU(2).
Houghton et al. ( 1998 ) introduced a new ansatz for the Skyrme
model
U(r, z) = exp(if(r)nˆR.~σ) (236)
where
nˆR =
1
1 + |R|2 (2Re(R), 2Im(R), 1− |R|
2) (237)
Note that the complex coordinate z is related to the polar coordinates θ
and φ via z = tan(θ/2)exp(iφ) and R(z) is a rational map R(z) = p(z)/q(z),
where p and q are polynomials of maximum degree N . The boundary
conditions f(0) = kπ ( k ∈ Z ) and f(∞) = 0 are implied. The degree of the
rational map R(z) determines the baryon number ( B = Nk ). Therefore,
all baryon numbers can be obtained with k = 1, using the ansatz (237).
The N = 1 case is the Skyrme’s original hedgehog ansatz. The ansatz
(237) leads to the following expression for the total energy ( Houghton
et al. 1998 )
E =
∫ [
λ21 + λ
2
2 + λ
2
3 + (λ1λ2)
2 + (λ2λ3)
2 + (λ1λ3)
2
]
d3x (238)
where λ21, λ
2
2, and λ
2
3 are the eigenvalues of the symmetric strain tensor
Dij = −1
2
Tr((∂iUU
−1)(∂jUU−1)). (239)
The baryon number density is given by
b =
1
2π2
λ1λ2λ3. (240)
It can be shown that
λ1 = −f ′(r), and λ2 = λ3 = sin f
r
1 + |z|2
1 + |R|2 |
dR
dz
| (241)
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A Bogomol’nye-type lower limit to the energy functional exists:
E ≥ 4π2(2N +
√
I) (242)
where
I =
1
4π
∫ (
1 + |z|2
1 + |R|2 |
dR
dz
|
)4
2idzdz¯
(1 + |z|2)2 (243)
The energy limit can be written as E ≥ 12π2N , since I itself satisfies the
inequality I ≥ N2.
15. Solitons and noncommutative geometry
Noncommutative geometry provides a nice tentative framework for
the unified description of gauge fields and nonlinear scalar fields respon-
sible for the spontaneous breakdown of gauge symmetries (Connes 1985,
Coquereaux et al. 1991, Chamseddine et al., 1993a, Madore 1995, and
Okummura et al. 1995 ).
It has been shown that noncommutative geometry can also deal with
gravity and leads to generalized theories of gravity like scalar-tensor the-
ories ( Chamseddine et al. 1993b ). Here, we briefly describe the general
mathematical structure of the Z2-graded noncommutative geometry and
its relevance to the localized soliton-like solutions, closely following Teo
and Ting ( 1997 ). The reader is referred to this paper for further details.
The Yang-Mills-Higgs theory is formulated using differential forms
on M× Z2, where M is an n−dimensional Euclidean space and Z2 is the
cyclic group of order two
Z2 = {e, r|r2 = e} (244)
An explicit matrix representation of this group is
π(e) =
(
1 0
0 1
)
, and π(r) =
(
1 0
0 −1
)
(245)
The algebra of complex functions on Z2 is denoted by M+2 and is a
subalgebra of M2 which is the algebra generated by the Pauli matrices.
An element of M+2 ⊗ C is thus in the following form(
f1 0
0 f2
)
(246)
where f1 and f2 are complex functions.
A generalized p−form on M× Z2 looks like
η =
(
A+B C
C′ A′ +B′
)
(247)
where A and A′ are p−forms on M ( the horizontal p−forms ), B and B′
are (p−2)−forms onM, and C and C′ are (p−1)−forms onM. Note that
41
η is a composite p−form on M× Z2, since a generalized p−form can be
written as η = a × A where a is a q−form on Z2 ( vertical part ) and A
is a (p− q)−form on M ( horizontal part ). Even-degree forms on Z2 are
diagonal matrices while those of odd degree are off-diagonal. Operations
on differential forms like exterior differentiation and Hodge * operation
can be extended to the Z2 forms.
The generalized connection 1-form on M× Z2 has the form
ω = A+ θ + φ (248)
where A is the Yang-Mills connection ( horizontal part of ω ), and θ + φ
is the vertical part associated with the internal Z2. The corresponding
internal symmetry consists of two global U(1)’s for the two elements of
Z2, denoted by U(Z2). Under g ∈ U(Z2), θ is the gauge invariant Maurer-
Cartan 1-form. The curvature 2-form corresponding to the connection
(249) is
Ω = dω = iω ∧ ω = F +DHφ+m2 − φ2 (249)
where F = dHA+ iA∧A is the Yang-Mills curvature and
DHφ = dHφ+ iA ∧ φ. (250)
Writing A and φ explicitly in their matrix forms
A =
(
A 0
0 B
)
, φ =
(
0 φ
φ† 0
)
(251)
where A and B are ordinary 1-forms and φ is a complex scalar field, the
curvature 2-form becomes
Ω =
(
F +m2 − φφ† −DHφ
−DHφ† G+m2 − φ†φ
)
(252)
where F = dHA+ iA ∧ A, G = dHB + iB ∧B, and DHφ = dHφ + i(Aφ− φB).
The Euclidean action functional then becomes
S =
1
2
∫
dnxTr(Ω†ijΩ
ij)
=
∫
dnx
{
1
2
FαβF
αβ +
1
2
GαβG
αβ + 2Dαφ
†Dαφ+ 2(m2 − φ†φ)2
}
(253)
Note that DΩ = 0 ( Bianchi identity ) and extremization of (254) leads
to D∗Ω = 0 which can be expanded into the following equations
DβFαβ = i(Dαφ
†φ− φ†Dαφ),
DβGαβ = i(Dαφ
†φ− φ†Dαφ†),
and
DαDαφ = −2(m2 − φφ†)φ. (254)
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An element of the composite symmetry group has the form g = diag(g1, g2)
where g1 and g2 belong to the Yang-Mills gauge group. In the special
case g1 = g2 and A = B, the action functional reduces to
S =
∫
dnx
{
1
4
FαβF
αβ +
1
2
Dαφ
†Dαφ+
λ
2
(φ†φ)2 − µ2φ†φ
}
(255)
where µ = em, λ = e2 and the rescaling ω → eω has been implemented.
If the gauge group responsible for the connection A is SU(2), this action
will represent the ordinary Euclidean Yang-Mills theory coupled to a
Higgs field with Fαβ = ∂αAβ − ∂βAα + ie[Aα, Aβ ] and Dαφ = ∂αφ+ ie[Aα, φ].
The interesting aspect of the above formalism is that the Higgs field φ
responsible for the spontaneous symmetry breaking of the Yang-Mills
gauge field is now a gauge field associated with the internal Z2 group.
Moreover, the quadratic potential V (φ, φ†) results naturally from the
curvature of the connection ω = θ + φ ( i.e. Ω = dω + iω ∧ ω = m2 − φ2,
where only the vertical part has now been considered ).
If the manifoldM is one dimensional, the horizontal guage field A dis-
sappears since Aµ has only one component µ = 1 and the corresponding
curvature vanishes. The Lagrangian density then reduces to
L = 1
2
|dφ
dx
|2 + e
2
2
(|φ|2 −m2)2, (256)
which leads to the field equation
d2φ
dx2
= 2e2φ(|φ|2 −m2). (257)
The ansatz φ(x) = χ(x)exp(ikx) with real χ(x), leads to k = 0 and
φ(x) = χ(x) = ±m tanh(emx). (258)
This is the familiar kink ( anti-kink ) solution of the nonlinear Klein-
Gordon equation in the static case.
The topological current J = 12m
∂φ
∂x leads to the charge Q =
∫
Jdx = ±1
for the kink ( anti-kink ). The kink ( anti-kink ) solution satisfies the
generalized ( anti- ) self-duality relations
∗Ω ∧ θ = ±imΩ (259)
This self-duality condition also provides a lower limit for the soliton
energy. This lower limit ( E = 43em
3 ) is realized for the kink ( anti-kink
) solution.
In a 2-dimensional Euclidean space with U(1) as the underlying gauge
symmetry (256) reduces to the static abelian Higgs model ( see equation
163 ). The string solution of Nielsen and Olesen fulfills the ( anti- ) self-
duality relation
∗Ω = ±Ω (260)
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similar to that of the non-abelian magnetic monopole. Note that here,
Ω23 = − 1mD2(Reφ+ iImφτ3), and Ω34 = em2 (m2−φ∗φ)τ3 where B = F12 is the
magnetic field, τ3 is the third Pauli matrix, and Dα is the U(1) covariant
derivative.
In the n = 3 case with G = SU(2), the action (256) can be identified
with the static Yang-Mills-Higgs system which possesses the monopole
solutions of ’t Hooft and Polyakov. The (anti) self-duality conditions
(261) are now satisfied by the exact solutions of Prasad and Sommer-
field in the λ→ 0 limit.
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