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Abstract
Assume that (X, f) is a dynamical system and φ : X → [−∞,∞) is a potential such that
the f -invariant measure µφ equivalent to the φ-conformal measure is infinite, but that there
is an inducing scheme F = f τ with a finite measure µφ¯ and polynomial tails µφ¯(τ ≥ n) =
O(n−β), β ∈ (0, 1). We give conditions under which the pressure of f for a perturbed potential
φ+sψ relates to the pressure of the induced system as P (φ+sψ) = (CP (φ+ sψ))1/β(1+o(1)),
together with estimates for the o(1)-error term. This extends results from Sarig [S06] to
the setting of infinite equilibrium states. We give several examples of such systems, thus
improving on the results of Lopes [L93] for the Pomeau-Manneville map with potential φt =
−t log f ′, as well as on the results by Bruin & Todd [BTo09, BTo12] on countably piecewise
linear unimodal Fibonacci maps. In addition, limit properties of the family of measures
µφ+sψ as s → 0 are studied and statistical properties (correlation coefficients and arcsine
laws) under the limit measure are derived.
1 Introduction
The (variational) pressure of a dynamical system (X, f) and potential φ : X → [−∞,∞) is
P (φ) := sup
{
hµ(f) +
∫
X
φdµ : µ ∈ M and −
∫
φ dµ <∞
}
, (1.1)
where M is the class of f -invariant probability measures and hµ(f) is the Kolmogorov en-
tropy. If a measure µφ ∈ M achieves this supremum, then it is called an equilibrium mea-
sure. In “good” cases [B75], µφ can be obtained as dµφ = v dmφ, where v is the normalised
eigenfunction of the transfer operator Lφv(x) =
∑
f(y)=x e
φ(y)v(y) associated to its leading
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eigenvalue λ(φ), and mφ (the conformal measure) is the eigenmeasure of the dual operator
L∗φ associated to the same eigenvalue. Moreover, this eigenvalue satisfies λ(φ) = e
P (φ).
Frequently, one considers parametrised families of potentials φt = tφ, where T = 1/t is
(classically) called “temperature”. If the (continuous) function t 7→ P (φt) fails to be real
analytic at t0, we speak of a phase transition. The largest r ≥ 1 such that this function is
Cr−1, but not Cr at t0 is called the order of the phase transition. In the examples we know of,
an order > 1 indicates that as t→ t0, µφt does not converge to a finite equilibrium measure
that is absolutely continuous w.r.t. t0-conformal measure mt0φ. However, it is possible that
mt0 φ exists, and a measure µt0 φ such that dµt φ0 = vdmt0 φ exists as well, although the
density v /∈ L1(mt0 φ); this is the null recurrent case. It is these “infinite equilibrium states”
that are the topic of this paper.
A classical result of Fisher & Felderhof [FF70] presents physical systems with phase
transitions of arbitrary high order. The standard mathematical example of this phenomenon
is the Pomeau-Manneville map f : [0, 1] → [0, 1] (see (8.1)) with φt = −t log f ′, where the
order of tangency at the neutral fixed point is the order of the phase transition: P (φt) ∼
C(1 − t)α for t . 1, see Lopes [L93]. His proof is based on the full shift with a potential
mimicking φt, but the step from the symbolic to the (nonlinear) Manneville-Pomeau case is
not entirely clear to us. A new proof is provided in this paper; for details, we refer to the
statement and the proof of Proposition 8.5.
There are several reasons to be interested in the shape and smoothness of the pressure
function at phase transitions. For example, in multifractal analysis, the multifractal spectrum
can often be realised as the Legendre transform of a pressure function. In good cases,
this means that locally, it is the inverse of the derivative of the pressure function. So the
smoothness of the pressure dictates the smoothness of the spectrum. In particular, as above,
in our examples we focus on the potentials −t log |f ′|, so our results have consequences for
the Lyapunov spectrum.
The shape of the pressure function for the perturbed potential φ+ sψ (s ≈ 0) also relates
to limit laws of ergodic averages of ψ. This is classical when µφ is finite and
d
dsP (φ + sψ)
and d
2
ds2P (φ+ sψ) are both finite: they are the expectation and variance, respectively, in the
Central Limit Theorem that ψ satisfies, see [PP90, Propositions 4.10 and 4.11]. Sarig [S06,
Theorem 2] shows that in the particular case that the system is Markov and satisfies the
big image and preimage (BIP) property (see Section 2.1), then the following can be shown
(where we scale P (φ) = 0): ψ is in the domain of a α-stable law for some α ∈ (1, 2) if and
only if P (φ+ sψ) ∼ Cs+ sαℓ(1/s) for some slowly varying function ℓ. Further results [S06,
Theorems 3–5] deal with the cases α ∈ (0, 1] and (non-Gaussian) α = 2. However, for Markov
systems without BIP, the standard procedure to obtain a limit law is to pull this back from
an induced, well-behaved, system [MTo04, Z07, G10], and the same holds for the shape of
the pressure function, [S06, Theorem 8]. For Markov systems without BIP, the connection
between the asymptotic behaviour of pressure function and limit laws can be established once
each one of them is obtained via the pressure function/limit laws for the induced system as
in [S06, Section 5].
In this work we focus on the null recurrent potential case and the behaviour of the
pressure function can be related to the presence of limit laws by combining Theorem 4.1 with
the results in Section 7.
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1.1 Main results
Here we give a rough outline of our results. Suppose that (X, f) is a non-uniformly hyperbolic
system that allows a uniformly hyperbolic induced map (Y, F = f τ ), and suppose that µφ and
µφ¯ are the equilibrium measures for φ and the induced potential φ¯ =
∑τ−1
j=0 φ◦f j respectively.
Sarig [S06, Theorem 8], in the case that µφ is a probability measure and P (φ) = 0, gives a
general relation between the pressure P (φ + sψ) of the original system f : X → X and the
pressure P (φ+ sψ) of the induced system F : Y → Y : asymptotically (as s ց 0) the two
differ by a multiplicative constant µφ(Y ).
Our main result gives such a relation when µφ is infinite, and the induced potential φ¯
satisfies certain abstract conditions; in particular we require a refined form of µφ¯(τ > n) =
cn−β(1 + o(1)), for β ∈ (0, 1). Our abstract assumptions on F , φ¯ and ψ¯ are formulated in
Section 3. Under such assumptions, we show that there is C > 0 such that
P (φ+ sψ) = (CP (φ+ sψ))1/β · (1 + o(1)) as s→ 0. (1.2)
The present Theorem 4.1 provides a refined form of (1.2) with precise error terms. In
Section 8 we verify the set of abstract assumptions in Section 3 for several examples of
interest, as summarized below. In particular, in Section 8 we show that potentials ψ with
induced version ψ¯ satisfying the abstract assumptions in Section 3 include: a) potentials
ψ ∈ L1(µφ) (usually the geometric potential ψ = log |f ′| falls in this class: see Remark 3.2);
b) potentials that are bounded above, but have heavy (negative) tails.
More generally, given the potentials φ + sψ, one is led to questions about the limit
behaviour of the measures µφ+sψ as s → 0. Under a further abstract assumption on ψ
formulated in Section 6, we show that the induced measures µφ+sψ tend to µφ¯ in a sense
stronger than the weak∗ topology; this is the content of Lemma 6.2. Since µφ is infinite, the
expectations Eφ+sψ(τ) of the inducing time τ tend to infinity as s→ 0 and in Lemma 6.1 we
estimate the speed at which this happens. In the spirit of quasistatic dynamical systems (see
e.g. [DS15] and references therein), we show in Theorem 7.1 that the correlation coefficients
ρn,s(v,w) :=
∫
Y v w ◦ fn dµφ+sψ behave asymptotically the same as in the case of the null
recurrent φ, as n→∞, s→ 0 simultaneously, provided s = o(n(β−1)/β−ε).
We give various examples of applications of our theory in Section 8. The main task there
is to show that the abstract conditions formulated earlier in the paper hold. Some of these
examples are well-studied in infinite ergodic theory, so we can take much of the theory ‘off
the shelf’, but we also give some new classes of examples and develop the required theory
here.
An important class of maps with induced system with polynomial tails are so-called AFN-
maps, i.e., non-uniformly expanding interval maps with neutral fixed points. The standard
example here is the Pomeau-Manneville map (possibly non-Markov, see (8.1)), and we im-
prove the result of Lopes [L93] in this case: If the parameter α > 1 (infinite measure case),
then there exists C > 0 (made explicit in the proof of Proposition 8.5) such that
P (φt) = C(1 + o(1))(1 − t)α as tր 1.
We also show in Proposition 8.8 that Theorem 4.1 applies to a class of unimodal Misiurewicz
maps with flat critical points, i.e., the critical c is not recurrent and all the derivatives Dnf
vanish at c.
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Another interesting set of examples are Fibonacci unimodal maps with piecewise linear
branches, which have not been greatly studied in this context. These have ‘almost’ first
return maps without full branches (the first return maps themselves are studied in isolation
in Proposition 8.12) and a lacunary sequence of inducing times; hence there is no regular
variation of tails and Theorem 4.1 does not apply. Therefore we need to weaken the assump-
tion µφ¯(τ > n) = cn
−β(1 + o(1)), for β ∈ (0, 1) used in Theorem 4.1. Under an appropriate
assumption, we prove Theorem 4.2 which gives us a similar statement to (1.2), but with C
replaced by some C∗1 for an upper bound and C
∗
2 for a lower bound. Once the tail estimates
for these Fibonacci maps are proved in Theorem 8.15, we obtain the asymptotics of the pres-
sure function in Proposition 8.14.
Acknowledgements: The authors would like to thank the Erwin Schro¨dinger Institute
where this paper was initiated during a “Research in Teams” project. MT and DT would
like to thank the University of Exeter and the University of St Andrews, respectively, for
their hospitality during mutual short visits.
2 Preliminaries
Notation: We use notation an ∼ bn if an/bn → 1, and an ≍ bn if there is a constant C > 1
such that 1/C ≤ lim infn an/bn ≤ lim supn an/bn ≤ C. Also, we use “big O” and Vinogradov
≪ notation interchangeably, writing an = O(bn) or an ≪ bn as n→∞ if there is a constant
C > 0 such that an ≤ Cbn for all n ≥ 1. Finally we write an = o(bn) if limn an/bn = 0.
2.1 Thermodynamic formalism for Markov maps
Let F : Y → Y be a Markov map with countable Markov partition {Yi}i∈N. That is, Y = ∪iYi
and for each i, j ∈ N, either Xi ∩ F (Xj) = ∅ or Xi ⊂ F (Xj). Further, we assume that this
satisfies the big image and preimage property (BIP), i.e., there is N ∈ N such that for all
i ∈ N there are a, b ∈ {1, . . . , N} such that F (Ya) ∩ Yi 6= ∅ 6= F (Yi) ∩ Yb. In particular,
Markov systems with full branches (F (Yi) = Y for all i) have the BIP property.
Given φ : Y → R, let Vn(φ) = supCn supx,y∈Cn |φ(x) − φ(y)| be the nth variation, where
the first supremum is over all dynamically defined n-cylinders Cn, where this is of the form
Cn = [x0, . . . , xn−1] = {y ∈ Y : F i(y) ∈ Yxi for i = 0, . . . , n−1}. If
∑
n≥2 Vn(φ) <∞ then we
say that φ has summable variations and write φ ∈ SV . For such a potential, define partition
functions
Zn(φ, Yi) :=
∑
x∈Yi,Fnx=x
eSnφ(x) and Z∗n(φ, Yi) :=
∑
x∈Yi,F
nx=x,
F kx/∈Yi for 0<k<n
eSnφ(x), (2.1)
where Snφ(x) = φ(x) + · · ·+ φ ◦ Fn−1(x) is the nth ergodic sum. The Gurevich pressure
PG(φ) := lim
n→∞
1
n
logZn(φ, Yi) (2.2)
exists, is independent of the state Yi (so we will drop Yi in the notation), and is equal to
the variational pressure from (1.1) whenever |∑Fy=x eφ(y)|∞ < ∞ or BIP holds, see [S99,
Theorem 3].
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The potential φ is called recurrent if
∑
n e
−nPG(φ)Zn(φ) = ∞ and transient otherwise.
If recurrent, φ is called positive recurrent if
∑
n ne
−nPG(φ)Z∗n(φ) < ∞ and null recurrent
otherwise.
A measure m on Y is called φ-conformal if m(F (A)) =
∫
A e
−φdm whenever A is mea-
surable and F is injective on A. Moreover, a measure ν on Y is called conservative if any
measurable set W ⊂ Y such that the sets {F−n(W )}∞n=0 are disjoint has ν(W ) = 0.
Sarig [S01a, Theorem 2] generalises the Ruelle-Perron-Frobenius (RPF) Theorem to
countable Markov shifts, assuming that φ ∈ SV and P (φ) = log λ < ∞. Then, in
the BIP setting, φ is necessarily positive recurrent and for the Perron-Frobenius operator
(Lφv)(x) =
∑
Fy=x e
φ(y)v(y), there exists a conservative φ-conformal measure m and a con-
tinuous function h such that L∗φm = λm, Lφh = λh and h dm <∞. We will call the measure
hdm coming from the RPF theorem, the RPF measure µφ. Here µφ also has the Gibbs
property, i.e., µφ(Cn) ≍ eSnφ(x)−nP (φ) for all n ∈ N and all non-empty n-cylinders Cn and
any x ∈ Cn. Moreover, [S01a, Theorem 2] implies that whenever µφ has finite entropy, then
it is an equilibrium measure for φ.
If we start from a general dynamical system f : X → X and potential φ : X → [−∞,∞),
then this may not be Markov. We extend the notion of positive/null recurrent to this case,
assuming that our system ‘induces’ to a Markov system (see below). Then, as in [IT10],
(X, f, φ) is called recurrent if there is a conservative (φ−P (φ))-conformal measure m which
comes from the induced system. Moreover, if there exists a finite f -invariant measure µ≪ m,
then we say that φ is positive recurrent ; otherwise we say that φ is null recurrent.
3 Abstract set-up
The following subsection contains assumptions on our dynamics and our ‘base potential’ φ
which we will assume throughout the theoretical sections, i.e., Sections 3–7.
3.1 Basic assumptions on f and φ
Let f : X → X and assume that φ : X → [−∞,∞) is a null recurrent potential for f .
We assume that P (φ) = 0 (otherwise replace φ with φ − P (φ)). We assume that µφ is an
infinite equilibrium measure for (f, φ) in the sense of [S01a], so µφ(X) = ∞ . As recalled
below, ‘infinite equilibrium measures’ are known to be meaningful when f induces, with some
general (i.e., not necessarily first) return time, to a BIP Markov map.
Fix Y ⊂ X such that µφ(Y ) ∈ (0,∞). Let τ : Y → N be a general return time and define
the return map F = f τ : Y → Y . From here on we will assume that F satisfies the BIP
property and let A denote the corresponding Markov partition. Let φ¯ =∑τ−1j=0 φ ◦ f j be the
induced version of φ. We will assume that φ¯ ∈ SV . Since φ¯ is positive recurrent, µφ¯ is a finite
equilibrium measure for (F, φ¯) (see, for instance, [S01a]). It is common knowledge that if τ
is a first return time, a sigma-finite invariant measure µφ (finite or infinite) for the original
system can be obtained by pulling back µφ¯ (as in (3.2)). In order to ensure that the same
holds when τ is a general return with
∫
Y τ dµφ¯ = ∞, we further assume that there exists a
1-cylinder Y0 and a reinduced time ρ : Y0 → N, such that if σ : Y0 → N is a first return to
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Y0, then we have
f τ = (fσ)ρ with
∫
Y0
ρ dµφ <∞. (3.1)
When
∫
Y τ dµφ¯ =∞, assumption (3.1) ensures that an infinite, sigma-finite invariant measure
µφ for the original system can be obtained by pulling back µφ¯ (see [BNT09, Theorem 2.1]
and [Z05, Theorem 1.1]): for any measurable set A,
µφ(A) =
∑
k≥0
µφ¯(f
−k(A) ∩ {τ > k}). (3.2)
When τ is the first return time to Y , (3.2) gives that µφ(Y ) = µφ¯(Y ). As natural in an
infinite measure setting, when
∫
τ dµφ¯ =∞, we will not normalise µφ.
3.2 Liftability
Since we will be taking information from inducing schemes to learn about our original system,
we need to ensure that the given inducing scheme is compatible with the relevant potentials
and measures. This is ‘liftability’:
Definition 3.1 We call a measure for the original system liftable if it can be obtained from
an induced measure via (3.2).
For a potential χ : X → [−∞,∞), we say that (Y, F ) is χ-liftable if P (χ− P (χ)) = 0.
Note that if χ has an equilibrium measure µχ which lifts to (Y, F ) as in (3.2), then (Y, F )
is χ-liftable. This follows since h(µχ)+
∫
(χ−P (χ)) dµχ¯ = 0 and
∫
τ dµχ¯ <∞, so Abramov’s
formula, see [Z05, Section 5], gives that the induced measure µχ¯ has
h(µχ¯) +
∫
χ− P (χ) dµχ¯ =
(∫
τ dµχ¯
)(
h(µχ) +
∫
(χ− P (χ)) dµχ¯
)
= 0.
Since we always have P (χ− P (χ)) ≤ 0, see e.g. Lemma 8.1 below, this means that
P (χ− P (χ)) = 0, so (Y, F ) is χ-liftable.
3.3 Assumptions on tails of µφ¯ and on ψ: (H1) and (H2)
Estimates on the tails µφ¯(τ > n) are essential for our results. For several arguments in this
work, we require:
(H1)(a) C2n
−β ≤ µφ¯(τ > n) ≤ C1n−β with β ∈ (0, 1) and C1 ≥ C2 > 0.
In particular, (H1)(a) implies that
∫
Y τ dµφ¯ =∞.
We let Lµφ and Rµφ¯ the normalised transfer operators defined w.r.t. µφ and µφ¯, respec-
tively. Recall that the transfer operator Rµφ¯ : L
1(µφ¯)→ L1(µφ¯) is given by∫
Y
Rµφ¯v w dµ =
∫
Y
v w ◦ F dµ for w ∈ L∞(µφ¯).
A similar definition holds for Lµφ .
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We are interested in the asymptotic behaviour of the pressure function P (φ + sψ) as
s → 0 and a potential ψ : X → [−∞,∞) with induced version ψ¯ = ∑τ−1j=0 ψ ◦ f j satisfying
certain assumptions (see (H2) below). As we will see in Section 5, such assumptions together
with good functional analytic properties of the induced system (Y, F, µφ¯) (see (P1) and (P2)
below), will allow us to speak of the family of leading eigenvalues λ(u, s) associated with the
perturbed family of operators
R(u, s)v := Rµφ¯(e
−uτ esψ¯v), u ≥ 0, s ∈ (0, δ0), (3.3)
for some δ0 > 0 and identify P (φ+ sψ − u) with log λ(u, s) for u ∈ [0, δ0) and s ∈ (0, δ0).
The following stronger version of (H1)(a) allows for a good understanding of the asymp-
totics of P (φ+ sψ − u) as u, s→ 0 (see Corollary 5.5).
(H1)(b) µφ¯(τ(y) > n) = cn
−β + b(n) + H(n), for some β ∈ (0, 1), c > 0 and some function b
such that nb(n) has bounded variation and b(n) = O(n−2β), and H(n) = O(n−ξ) with
ξ > 2.
Throughout, we let R(u)v := Rµφ¯(e
−uτv) and for each n ≥ 1, we define Rn : L1(µφ¯) →
L1(µφ¯) by Rnv = Rµφ¯(1{τ=n}v). It is easily verified that R(u) =
∑∞
n=1Rne
−un.
With the above quantities defined we can recall some functional analytic properties of
the induced Markov BIP map (Y, F,A, µφ¯). Under the assumptions of Section 3.1 and
(H1)(a), there is a Banach space B of bounded piecewise Ho¨lder functions compactly em-
bedded in L∞(µφ¯) under which the properties (P1) and (P2) below hold; see [AD01]
for (P2) and [S02] for (P1). The norm on B is defined by ‖v‖B = |v|θ + |v|∞, where
|v|θ = supa∈A supx 6=y∈a |v(x)−v(y)|/dθ(x, y), where dθ(x, y) = θs(x,y) for some θ ∈ (0, 1), and
s(x, y) = min{n : Fn(x) and Fn(y) are in different elements of A} is the separation time.
(P1) For all n ≥ 1, Rn : B → B is a bounded linear operator with
∑
j>n ‖Rj‖ = O(n−β)
with β as in (H1)(a).
We notice that u 7→ R(u) is an analytic family of bounded linear operators on B for
u > 0. This implies that there exists δ0 > 0 such that the family of associated eigenvalues
λ(u), u ∈ Bδ0(0), is well defined and analytic.
Since R(0) = Rµφ¯ and B contains constant functions, 1 is an eigenvalue of R(0).
(P2) The eigenvalue 1 is simple and isolated in the spectrum of R(0).
Finally, we formulate our assumptions on the induced version ψ¯ : Y → R of the potential
ψ : X → [−∞,∞).
(H2) The induced potential ψ¯ ∈ SV and (Y, F ) is (φ + sψ)-liftable for s ∈ [0, δ) for some
δ ∈ (0, δ0) with δ0 from (3.3). Moreover, one of the following holds:
(i) |ψ¯| ∈ L1(µφ¯) and there exist ε > 0 such that for all s ∈ (0, δ),
‖Rn(esψ¯ − 1)‖ ≪ s ‖Rn‖nε;
(ii) ψ¯(x) = C ′ − ψ0, where 0 ≤ ψ0(x) ≤ Cτγ(x), for C ′, C > 0 and γ ∈ [β, 1]. Also ψ0
is piecewise Ho¨lder (with exponent θ as in the definition of the Banach space B).
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Remark 3.2 In our examples, we will make certain assumptions on ψ and show that they
imply (H2). In particular when ψ is the natural potential log |f ′|, then this will give |ψ¯| =
| log |F ′|| ≤ ξ log τ for some ξ > 0, and here (H2)(i) will apply. Indeed, for every s ∈ (0, ε/(2ξ)]
we have ξnuξ log n < nε for n sufficiently large and all 0 < u ≤ s. It follows that
esξ logn − 1 = nsξ − 1 =
∫ s
0
d
du
nuξ du =
∫ s
0
ξ nuξ log n du <
∫ s
0
nε du = snε,
as required.
It may be useful at this stage to note that conditions (H1)(a) (and thus (P1)) and (H2)
imply that φ+ sψ is recurrent, as shown below in Lemma 5.3.
4 Results on the asymptotics of the pressure func-
tion in the abstract set-up
In this section we obtain the asymptotics of the pressure function P (φ+ sψ) under (H1)(a)
or (H1)(b), in the setting of Section 3.1. Note that if supψ <∞ then P (φ+ sψ) <∞.
The first result below gives the higher order asymptotics under the strong assumption
(H1)(b).
Theorem 4.1 Assume P (φ) = 0, φ¯ ∈ SV and (3.1). Let ψ : X → [−∞,∞) be bounded
from above (we allow ψ to be unbounded from below) such that P (φ+ sψ) > 0 for s > 0 and
assume that the induced version ψ¯ (of ψ) satisfies (H2). Assume that1 there exists a > 0
such that s≪ (P (φ+ sψ))a, as s→ 0.
Assume (H1)(b) and recall that (P1) and (P2) hold. Set C = (cβΓ(1 − β))−1 with c > 0
as in (H1)(b). Then, there exists a constant C0 > 0 such that
2
P (φ+ sψ) =
(
CP (φ+ sψ)
)1/β
(1 +Q(s)) as s→ 0,
where Q(s) = −C0C1/βP (φ+ sψ)(1−β)/β +O(P (φ+ sψ)βa−ε), for arbitrarily small ε > 0.
The next result gives the higher order asymptotics under the mild assumption (H1)(a).
Theorem 4.2 Assume the setting of Theorem 4.1 with (H1)(a) instead of (H1)(b). Let
C1, C2 > 0 as in (H1)(a) and set C
∗
1 = (C1βΓ(1− β))−1, C∗2 = (C2βΓ(1− β))−1 Then(
C∗2P (φ+ sψ)
)1/β
(1 +Q(s)) ≤ P (φ+ sψ) ≤ (C∗1P (φ+ sψ))1/β (1 +Q(s)) as s→ 0,
where Q(s)→ 0, as s→ 0.
Note that under the two different forms of behaviour given in (H2), one can derive further
information on the asymptotics of s 7→ P (φ+ sψ), see Remark 5.8 below.
The proofs of Theorems 4.1 and 4.2 are given in Section 5.2, following the proofs of some
more technical results in Section 5.1.
1As in Lemma ??, in many natural settings it can be shown that P (φ+ sψ) = o(s), and thus this is a very mild
assumption.
2The precise form of this constant is given inside the proof.
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5 Family of eigenvalues associated with R(u, s) and
asymptotics of the induced pressure
In this section we first give results on the asymptotics of P (φ+ sψ − u), as u, s→ 0, via the
asymptotic behaviour of family of eigenvalues associated with R(u, s) (defined in (3.3)): see
Corollary 5.5. We first justify that this family of eigenvalues associated with R(u, s) is well
defined (and continuous) in a neighbourhood of (0, 0). We start with the following continuity
properties of R(u) and R(u, s).
The first result below for R(u) is standard (see, for instance, [G04, Lemma 3.1]). The
second is an analogous version for R(u, s) obtained under (H2).
Lemma 5.1 Assume (H1)(a) and recall that (P1) holds, and take δ0 as in (3.3). Then there
is a constant C > 0 such that for all u ∈ (0, δ0), ‖R(u)−R(0)‖ ≤ Cuβ. Moreover, the same
estimates are inherited by the families λ(u) and v(u), where defined.
Lemma 5.2 Assume (H1)(a) and recall that (P1) holds. Suppose that (H2) holds for some
δ ≤ δ0. Then there exists C > 0 such that for all u > 0, for all s ∈ (0, δ) and for any ε < β,
‖R(u, s)−R(u, 0)‖ ≤ C sβ−ε.
Proof Recall that the norm on B is ‖v‖B = |v|θ+|v|∞, where |v|θ = supa∈A supx 6=y∈a |v(x)−
v(y)|/dθ(x, y). If (H2)(i) holds,
‖R(u, s)−R(u, 0)‖ =
∥∥∥∥∥∥
∑
n≥1
Rn(e
sψ¯ − 1)e−un
∥∥∥∥∥∥ ≤ sC
∑
n≥1
‖Rn‖nβ′
for some C > 0 and any β′ < β. Next, let Sn =
∑
j≥n ‖Rj‖ and note that by (P1), Sn ≤ Cn−β
for some C > 0. Since
∑
j≥n ‖Rj‖ = C ′ <∞, we compute that∑
n≥1
‖Rn‖nβ′ =
∑
n≥1
(Sn − Sn−1)nβ′ =
∑
n≥1
Sn(n
β′ − (n− 1)β′) +
∑
j≥n
‖Rj‖
≤ C
∑
n≥1
n−βnβ
′−1 + C ′ <∞.
Hence in this case the conclusion follows with a better than stated estimate.
If (H2)(ii) holds, we recall that ψ0 is a non-negative piecewise Ho¨lder function with
ψ0 ≪ τγ , γ ∈ [β, 1]. Note that |sψ¯| is bounded on {τ = n} for n small and |esψ¯ − 1| ≪
sβ−εnγ(β−ε) for n large. Using that ψ0 is piecewise Ho¨lder, for all x, y ∈ {τ = n} with n large,
|esψ¯(x) − esψ¯(y)| ≪ sβ−εnγ(β−ε)dθ(x, y). Recall s ∈ (0, δ) for small enough δ > 0. Putting the
above together, for any ε < β and some C > 0,
‖Rn(esψ¯ − 1)‖ ≤ C(s+ sβ−εnγ(β−ε))‖Rn‖.
The above inequality and a repeat of the argument used in the case when (H2)(i) holds leads
to
‖R(u, s)−R(u, 0)‖ ≤ Csβ−ε
∑
n≥1
n−βnγ(β−ε)−1,
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and the conclusion follows since γ(β − ε) < β.
Recall that under (H2)(a), (P2) holds and so λ(0) = 1 is a simple isolated eigenvalue in
the spectrum of R(0), and that u 7→ R(u) is analytic in u for u ∈ (0, δ0). This together with
Lemma 5.2 implies that (u, s) 7→ R(u, s) is analytic in u, u > 0, and Cβ−ε in s, s ∈ (0, δ0).
Thus, there exists a family of simple eigenvalues λ(u, s), s ∈ [0, δ0), analytic in u ∈ (0, δ0) and
Cβ−ε in s with λ(0, 0) = λ(0) = 1. By the RPF Theorem, log λ(u, s) = P (φ+ sψ − u). In the
setting of the following lemma we obtain log λ(P (φ + sψ), s) = P (φ+ sψ − P (φ+ sψ)) = 0
for all small s.
Lemma 5.3 Assume (H1)(a) and recall that (P1) holds. Assume (H2) and suppose that
P (φ+ sψ) > 0 for s > 0. Then φ + sψ is recurrent for all s ∈ [0, δ0) and positive recurrent
for all s ∈ (0, δ0).
Proof By (H2), P (φ+ sψ − P (φ+ sψ)) = 0, so the recurrence of φ+ sψ follows if we can
project the (conservative) φ+ sψ − P (φ+ sψ)-conformal measure. If F is a first return map
then one can project this measure in the natural way (for work on projecting conformal
measures see for example the appendix of [IT13]).
If F is not a first return map, then it suffices to show that (3.1) holds for this conformal
measure, i.e., the reinducing time ρ is integrable. By the RPF Theorem, we have an RPF
measure for φ+ sψ − u, which we will denote by µu,s. Note that the density of µu,s is
uniformly bounded on Y0 (from the BIP property), so it suffices to show
∫
Y0
ρ dµu,s <∞.
Let {Yi}i≥1 be the Markov partition of the induced map. The Gibbs property, used for
µu,s and µ0,s respectively, gives∫
Y0
ρ dµu,s ≤
∫
Y0
τ dµu,s =
∑
n
nµu,s(τ = n) ≍
∑
n
n
∑
τ(Yi)=n
eSn(φ+sψ)−nu
=
∑
n
ne−nu
∑
τ(Yi)=n
eSn(φ+sψ) ≍
∑
n
ne−nuµ0,s(τ = n) <∞.
So setting u = P (φ + sψ), which is in (0, δ0) for s sufficiently small, we can indeed project
our φ+ sψ − P (φ+ sψ)-conformal measure to a conservative (φ+sψ−P (φ+sψ))-conformal
measure
The first result below gives the asymptotic behaviour of λ(u, s). To state it we need the
following
Notation: Let c, b(n) and H(n) be as given in (H1)(a). Let H1(x) = c([x]
−β − x−β) +
b([x]) + H([x]), where by [.] stands for the ceiling function. With the convention 0−β = 0,
the function H1(x) is well defined in [0, 1) and we set cH =
∫∞
0 H1(x) dx.
Proposition 5.4 Assume (H1)(b) and recall that (P1) and (P2) hold. Suppose that (H2)
holds. Set Π(s) =
∫
Y (e
sψ¯ − 1) dµφ¯. Then the following holds as u, s→ 0.
1− λ(u, s) = cΓ(1 − β)uβ + cHu+ E(u) + Π(s) +D(u, s),
where E(u) = O(u2β), D(u, s) = o(uβ +
∫
Y (e
sψ¯ − 1) dµφ¯) and for arbitrarily small ε > 0,
d
du
E(u) = O(u2β−1),
d
du
D(u, s)≪ sε u(β−ε−1)(uβ + sβ−ε).
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An immediate consequence of the above result is:
Corollary 5.5 Assume the setting of Proposition 5.4. Moreover, assume that there exists
a > 0 such that s = O(ua) as u→ 0. Then for arbitrarily small ε > 0,
d
du
P (φ+ sψ − u) = −cβΓ(1− β)uβ−1 − cH +O(u2β−1) +O(sε u2β−ε−1) +O(sβ−ε/auβ−1).
Proof By Proposition 5.4, λ(u, s) = 1 + g(u, s), where g(u, s) → 0 as u, s → 0 and for
arbitrarily small ε > 0,
d
du
λ(u, s) = −cβΓ(1 − β)uβ−1 + cH +O(u2β−1) +O(sε u2β−ε−1) +O(sβuβ−ε−1).
Clearly, O(sε u2β−ε−1) = o(uβ−1), so this gives an error term. For the term O(sβuβ−ε−1),
using that s = O(ua) for some a > 0 and choosing ε < aβ, we have sβuβ−ε−1 ≪ sβ−ε/auβ−1.
The conclusion follows since P (φ+ sψ − u) = log λ(u, s) by Lemma 5.3.
The next two results give the expansion and derivative in u of the eigenvalue λ(u, s) and
pressure P (φ+ sψ − u) under (H1)(a) (a much weaker assumption that (H1)(b)).
Proposition 5.6 Assume (H1)(a) and recall that (P1)and (P2) hold. Suppose that (H2)
holds. Set Π(s) =
∫
Y (e
sψ¯ − 1) dµφ¯. Then as u, s→ 0.
C2Γ(1− β)uβ(1 +B(u)) ≤ 1− λ(u, s)−Π(s) +D(u, s) ≤ C1Γ(1− β)uβ(1 +B(u)),
where C1, C2 are as in (H1)(a), B(u)→ 0 as u→ 0 and D(u, s) = o(uβ +
∫
Y (e
sψ¯ − 1) dµφ¯).
Moreover,
−C2βΓ(1− β)uβ−1(1 +E(u)) ≤ d
du
λ(u, s) +
d
du
D(u, s) ≤ −C1βΓ(1− β)uβ−1(1 + E(u)),
where E(u) → 0 as u → 0 and dduD(u, s) ≪ sε u(β−ε−1)(uβ + sβ−ε), for arbitrarily small
ε > 0.
Corollary 5.7 Assume the setting of Proposition 5.6. Moreover, assume that there exists
a > 0 such that s = O(ua) as u→ 0. Then for arbitrarily small ε > 0, as u→ 0,
−C2βΓ(1− β)uβ−1(1 + E(u)) ≤ d
du
P (φ+ sψ − u) + d
du
D(u, s)
≤ −C2βΓ(1− β)uβ−1(1 + E(u)),
where the functions E(u) and dduD(u, s) are as in the conclusion of Proposition 5.6.
Proof The conclusion follows by the argument used in Corollary 5.5 using Proposition 5.6
instead of Proposition 5.4.
11
5.1 Proof of Propositions 5.4 and 5.6
Proof of Proposition 5.4 The proof below is a version of the argument used in [Te15, Proof
of Proposition 2.6] simplified by the fact that we only need to deal with real perturbations
(e−uτ as opposed to e−(u+iθ)τ , θ ∈ [−π, π)). However, we need to spell out the argument due
to the second perturbation esψ¯.
For u ∈ (0, δ) writeR(u, s)v(u, s) = λ(u, s)v(u, s). Normalise such that ∫Y v(u, s) dµφ¯ = 1.
Integrating both sides and using the formalism in [G10] (a simplification of [AD01]), write
1− λ(u, s) = 1−
∫
Y
λ(u, s)v(u, s)dµφ¯ = 1−
∫
Y
R(u, s)(v(u, s))dµφ¯
=
∫
Y
(1− e−uτesψ¯) dµφ¯ − V (u, s), (5.1)
where V (u, s) =
∫
Y (R(u, s)−R(0))(v(u, s) − v(0)) dµφ¯. By Lemmas 5.1 and 5.2, ‖R(u, s)−
R(0, 0)‖ ≪ uβ+sβ−ε, for any ε < β. The same holds for ‖v(u, s)−v(0, 0)‖. Since B ⊂ L∞(µφ¯),
|V (u, s)| ≪ (uβ + sβ−ε)2. (5.2)
Next, we estimate | dduV (u, s)|. First, note that ‖ dduR(u, s)‖ = ‖
∑
n≥1 nRn(e
sψ¯−1)e−un‖.
If (H2(i) holds, then ‖Rn(esψ¯ − 1)‖ ≪ snε‖Rn‖ for any ε > 0 and thus,∥∥∥∥ dduR(u, s)
∥∥∥∥≪∑
n≥1
n1+ε‖Rn‖e−un.
Let Sn =
∑
j≥n ‖Rj‖ and note that by (P1), Sn ≪ n−β. Since
∑
j≥n ‖Rj‖ <∞,∑
n≥1
‖Rn‖n1+εe−un =
∑
n≥1
(Sn − Sn−1)n1+εe−un =
∑
n≥1
Sn(n
1+ε − (n− 1)1+ε)e−un
+
∑
n≥1
(
∑
j≥n
‖Rj‖)e−un ≪
∑
n≥1
n−(β−ε)e−un ≪
∫ ∞
0
x−(β−ε)e−ux dx≪ u(β−ε−1).
Altogether, if (H2)(i) holds then ‖ dduR(u, s)‖ ≪ s u(β−ε−1) and the same holds for ‖ dduv(u, s)‖.
We already know that ‖R(u, s)−R(0, 0)‖ ≪ uβ + sβ and that the same holds for ‖v(u, s)−
v(0, 0)‖. Thus, for arbitrarily small ε > 0, | dduV (u, s)| ≪ s u(β−ε−1)(uβ + sβ−ε).
If (H2)(ii) holds then for arbitrarily small ε > 0, ‖Rn(esψ¯ − 1)‖ ≪ s‖Rn‖ + sε/γnε‖Rn‖,
for γ ∈ [β, 1] and proceeding in the case of (H2)(i), we obtain that ‖ dduR(u, s)‖ ≪ sε u(β−ε−1).
Thus, taking the worst estimate in the (H2)(i) and (H2)(ii), for arbitrarily small ε > 0,∣∣∣∣ dduV (u, s)
∣∣∣∣≪ sε u(β−ε−1)(uβ + sβ−ε).
In the rest of the proof, we deal with the pure scalar part and write
Q(u, s) :=
∫
Y
(1− e−uτesψ¯) dµφ¯
=
∫
Y
(1− e−uτ ) dµφ¯ +
∫
Y
(1− esψ¯) dµφ¯ −
∫
Y
(1− e−uτ )(1− esψ¯) dµφ¯
= Ψ(u) + Π(s)−W (u, s).
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It is easy to see that using Ho¨lder inequality in either case of (H2), we have |W (u, s)| ≪
uβ/2sβ/2. This estimate together with (5.1) and (5.2) gives the estimate for D(u, s) in the
statement of the proposition. Next,
d
du
Q(u, s) =
d
du
Ψ(u)− d
du
W (u, s).
By the argument used in [Te15, Proof of Proposition 2.6] (setting θ = 0 there and replacing
d
dθ with
d
du),
Ψ(u) = cΓ(1− β)uβ + cHu+ E(u),
where | dduE(u)| ≪ u2β−1. To complete the proof we note that
∣∣∣ d
du
W (u, s)
∣∣∣≪ ∣∣∣ ∫
Y
τe−uτ (1− esψ¯) dµφ¯
∣∣∣≪ s ∫
Y
Rµφ¯(τe
−uτ (1− esψ¯)) dµφ¯
≪
∑
n
n‖Rn‖(1− esψ¯)e−un.
By the argument used in obtaining (5.2), we deduce that | dduW (u, s)| ≪ sε u(β−ε−1)(uβ +
sβ−ε). The claimed estimate on | dduW (u, s)| follows from this together with (5.2), concluding
the proof.
Using the same notation and some estimates obtained in the proof of Proposition 5.4, we
can complete the following.
Proof of Proposition 5.6 With the same notation used in the proof of Proposition 5.4,
write
1− λ(u, s) = Ψ(u) + Π(s)−W (u, s)− V (u, s),
For W (u, s) and V (u, s) we have the estimates from the proof of Proposition 5.4, namely
|W (u, s)| ≪ uβ/2sβ/2, |V (u, s)| ≪ (uβ + sβ−ε)2
and ∣∣∣∣ dduV (u, s)
∣∣∣∣ ,
∣∣∣∣ dduW (u, s)
∣∣∣∣≪ sε u(β−ε−1)(uβ + sβ−ε).
To estimate Ψ(u), dduΨ(u) under (H1)(a), we need to write down the complete argument.
Define the distribution function G(x) = µ(τ ≤ x) and note that under (H1)(a), C2x−β +
C2∆(x) ≤ 1−G(x) ≤ C1x−β + C1∆(x), where ∆(x) = [x]−β − x−β = O(x−(β+1)).
Integration by parts gives
Ψ(u) =
∫ ∞
0
(1− e−ux) dG(x) = −
∫ ∞
0
(1− e−ux) d(1 −G(x)) = u
∫ ∞
0
e−ux(1−G(x)) dx.
So,
C2(K(u) + L(u)) ≤ Ψ(u) ≤ C1(K(u) + L(u)),
where K(u) = u
∫∞
0 e
−uxx−β dx and L(u) = u
∫∞
0 e
−ux∆(x) dx. Here, we recall that K(u) =
Γ(1− β)uβ .
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First, let C∆ =
∫∞
0 ∆(x) dx and note that
L(u) = uC∆ + u
∫ ∞
0
(e−ux − 1)∆(x) dx.
But, | ∫∞0 (e−ux − 1)∆(x) dx| ≪ u ∫ 1/u0 x∆(x) dx + ∫∞1/u∆(x) dx ≪ uβ. Hence,∫∞
0 e
−ux∆(x) dx = A(u), where A(u) = C∆(1 + o(1)). Hence, L(u) = uC∆(1 + o(1)).
Altogether,
C2Γ(1− β)uβ(1 +B(u)) ≤ Ψ(u) ≤ C1Γ(1− β)uβ(1 +B(u)),
where B(u) → 0 as u → 0. Putting the above together, we obtain the asymptotics (within
bounds) of λ(u, s) as u, s→ 0.
Next, recall that A(u) =
∫∞
0 e
−ux∆(x) dx = C∆(1 + o(1)) and thus
d
du
L(u) = A(u) + u
∫ ∞
0
e−uxx∆(x) dx = A(u) +M(u),
where |M(u)| ≪ u ∫∞0 e−uxx−βdx≪ uβ. Moreover,
d
du
K(u) =
∫ ∞
0
e−uxx−β dx− u
∫ ∞
0
e−uxx1−β dx = β
∫ ∞
0
e−uxx−β dx
= βΓ(1− β)uβ−1.
Thus,
C2βΓ(1− β)uβ−1(1 + E(u)) ≤ d
du
Ψ(u) ≤ C1βΓ(1− β)uβ−1(1 + E(u)),
where E(u) → 0 as u→ 0. The conclusion follows by putting the above together and using
that − dduλ(u, s) = ddu
(
Ψ(u)−W (u, s)− V (u, s)
)
.
5.2 Proof of Theorems 4.1 and 4.2
Proof of Theorem 4.1 Set r(u, s) = dduP (φ+ sψ − u). By Corollary 5.5 (with cH as
defined there), the following holds as u→ 0 and s = O(ua) for some a > 0 and for arbitrarily
small ε > 0:
r(u, s) = −cβΓ(1− β)uβ−1 − cH +O(u2β−1) +O(sε u2β−ε−1) +O(sβ−ε/auβ−1).
For any small u0 > 0, integration gives
P (φ+ sψ − u0)− P (φ+ sψ) =
∫ u0
0
r(u, s) du
= − cΓ(1− β)uβ0 − cHu0 +O(u2β0 ) +O(sε u2β−ε0 ) +O(sβ−ε/auβ0 ).
By liftability, for u0 = u0(s) = P (φ + sψ), we obtain P (φ+ sψ − u0) = 0, so the left hand
side of the above expression becomes −P (φ+ sψ). By assumption, u0(s) > 0, for s > 0. The
continuity property of the pressure function gives u0(s)→ 0 as s→ 0. Thus,
P (φ+ sψ) = cβΓ(1− β)uβ0 + cHu0 +O(u2β0 ) +O(sε u2β−ε0 ) +O(sβ−ε/auβ0 ), (5.3)
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as s→ 0. Here c > 0 comes from (H1)(b) and cH is real non-zero constant (see Proposition 5.4
for the exact form). By assumption, there exists a > 0 such that s = O((u0(s))
a). Hence,
the above equation applies to r(u0, s). Recall that C = (cβΓ(1 − β))−1 and that u0(s) =
P (φ+ sψ). Hence,
P (φ+ sψ) =
(
CP (φ+ sψ)
)1/β (
1− cH
β
C1/βP (φ+ sψ)(1−β)/β
+ O(P (φ+ sψ) +O(sε P (φ+ sψ)(β−ε)/β) +O(sβ−ε/a)
)
,
as s→ 0. The conclusion follows since s = O((u0(s))a).
Proof of Theorem 4.2 With the same notation as in the proof of Theorem 4.1, under the
assumption s = O(ua) for some a > 0, Corollary 5.7 gives that
−C2βΓ(1− β)uβ−1(1 + E(u)) ≤ r(u, s) + d
du
D(u, s)
≤ −C2βΓ(1− β)uβ−1(1 + E(u)).
where E(u) → 0 as u → 0 and dduD(u, s) = O(sε u2β−ε−1) + O(sβ−ε/auβ−1) for arbitrarily
small ε > 0. The conclusion follows from this together with the argument in the proof of
Theorem 4.1.
Remark 5.8 From the statement of Proposition 5.4 we can see that the asymptotics of
s 7→ P (φ+ sψ) are the same as those for Π(s) = ∫Y (esψ¯ − 1) dµφ¯, which can give us even
more information on the form of s 7→ P (φ+ sψ) when considering the proofs above.
Clearly, under (H2), Π(s) → 0, as s → 0. Using standard arguments in probability
theory(see, for instance, [F66]), one has
(a) If (H2)(i) holds then Π(s) = s(1 + o(1)).
(b) Suppose that (H2)(ii) holds. Then
(i) if (H1)(b) holds then Π(s) ≤ cβΓ(1 − β)esCs−γβ. This follows from the proof of
Proposition 5.4 for estimating Ψ(u) there.
(ii) if (H1)(a) holds then
C2Γ(1− β)eCssγβ(1 +B(s)) ≤ Π(s) ≤ C1Γ(1− β)eCssγβ(1 +B(s)),
where B(s) → 0 as s → 0. The above inequality follows by the argument used at
the end of the proof of Proposition 5.6 for estimating Ψ(u) there .
6 Limit properties of µφ+sψ as s→ 0
We recall that in the set-up of Section 3 for fixed s > 0, the potential φ + sψ is positive
recurrent. As clarified below, by allowing s → 0, we move to the null recurrent scenario.
Throughout this section, we continue to assume the set-up of Section 3 and for simplicity,
we further assume the following restriction on f, F = f τ and ψ¯:
15
(H3) (i) τ : Y → N is the first return time of f to Y .
(ii) limn→∞
µφ+sψ |{τ=n}
esψnµφ¯|{τ=n} = C
′′ > 0 uniformly in s.
(iii) (H2)(ii) holds for some γ ∈ (0, 1].
Assumption (H3)(ii) (on F and ψ) is quite strong but it is satisfied by maps in the family
described in (8.1) below. In our examples in Section 8, we start with an assumption on ψ
and verify the assumption below on ψ¯. Throughout this section (also later on in Section 7)
we will use a less restrictive form of (H1)(b), namely
(H1)(b’) µφ¯(y ∈ Y : τ(y) > n) = cn−β(1 + o(1)) for some3 β ∈ (0, 1).
We recall from Section 3 that F is a Markov map satisfying BIP and as such (P1) and (P2)
hold in the Banach space of bounded piecewise Ho¨lder functions B ⊂ L∞(µφ¯) (see [AD01]).
Throughout we set Es(τ) := Eµφ+sψ(τ). The next result below shows how Es(τ) → ∞ as
s→ 0.
Lemma 6.1 Assume (H3) and (H1)(b’). Then the following holds as as s→ 0,
Es(τ) ≥ Cγ,cs(β−1)/γ(1 + o(1)),
where Cγ,c depends on γ and the constant c in (H1)(b’).
As an immediate consequence of the above result and formula (3.2) (with µφ+sψ instead of
µφ¯), we have that lims→0 µφ+sψ(X) = ∞. Since we also assume that τ is a first return, the
limit measure lims→0 µφ+sψ is infinite and sigma-finite.
It seems natural to expect that µφ+sψ converges in some sense to µφ, as s→ 0. Since we
are in an infinite measure setting with a nice first return inducing scheme, we approach this
question via the ‘induced’ measures. The next result gives estimates on how µφ+sψ converges
µφ¯ as s→ 0 in a sense that is stronger than the weak∗ topology.
Lemma 6.2 Assume (H3). There exists C > 0 such that for all continuous function v
supported on Y and for any ε < β,
|µφ+sψ(v)− µφ¯(v)| ≤ C sup
y∈Y
|v(y)|sβ−ε.
The above statement together with (3.2) (with µφ+sψ instead of µφ¯) implies that |µφ+sψ(v)−
µφ(v)| ≤ C supy∈Y |v(y)|sβ−ε for any continuous function v supported on ∪Ni=1(f−iY ) for
some fixed N . But it doesn’t give a result on the weak∗ convergence of µφ+sψ for the entire
space C0(X).
3Here we could allow that µφ¯(y ∈ Y : τ(y) > n) = ℓ(n)n−β, for a slowly varying function ℓ, but for simplicity
of notation we omit this.
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6.1 Proof of Lemmas 6.1 and 6.2
Proof of Lemma 6.1 Note that for n ≥ 1,
Es(τ) ≥
∞∑
k=n
µφ+sψ(τ > k) =
∞∑
k=n
∑
j≥k
µφ+sψ(τ = j)
Using the uniform convergence in (H3)(ii), we can take η ∈ (0, 1/γ) and n = [s−η],
∞∑
k=n
∑
j≥k
µφ+sψ(τ = j) = C
′′
∞∑
k=n
∑
j≥k
esψjµφ¯(τ = j)(1 + o(1)) as s→ 0.
By (H3)(iii) there exists C ′, C > 0 such that∑
j≥k
esψjµφ¯(τ = j) ≥
∑
j≥k
es(C
′−Cjγ) (µφ¯(τ ≥ j)− µφ¯(τ > j − 1))
= es(C
′−Ckγ)µφ¯(τ ≥ k)− esC
′
∑
j≥k+1
(
e−sC(j−1)
γ − e−sCjγ
)
µφ¯(τ ≥ j).
Recall γ ∈ (0, 1]. Then as k →∞ and s→ 0,∑
j≥k+1
(
e−sC(j−1)
γ − e−sCjγ)µφ¯(τ ≥ j) = ∑
j≥k+1
e−sCj
γ
µφ¯(τ ≥ j)
(
e−sC((j−1)
γ−jγ) − 1
)
≪ s
∑
j≥k+1
e−sCj
γ
µφ¯(τ ≥ j)j−(1−γ)
≪ sµφ¯(τ > k)k−(1−γ)
∑
j≥k+1
e−sCj
γ
≪ sµφ¯(τ > k)k−(1−γ)e−sCk
γ
= o
(
e−sCk
γ
µφ¯(τ ≥ k)
)
.
Hence, the following holds as s→ 0:
∞∑
k=n
∑
j≥k
µφ+sψ(τ = j) ∼ esC
′
∞∑
k=n
e−sCk
γ
µφ¯(τ ≥ k)(1 + o(1)).
For the right hand side, we compute that as s→ 0,
∞∑
k=n
e−sCk
γ
µφ¯(τ ≥ k) ∼
∑
j≥n
j−βe−sCj
γ ∼
∫ ∞
n
x−βe−sCx
γ
dx
= γ−1(sC)
β−1
γ
∫ ∞
sCnγ
u
1−β
γ
−1
e−u du
= γ−1(sC)
β−1
γ
(∫ ∞
0
−
∫ sCnγ
0
)
u
1−β
γ
−1e−u du
∼ γ−1(sC)β−1γ
(
Γ
(
1− β
γ
)
− γ
1− β (sCn
γ)
1−β
γ
)
= s
β−1
γ γ−1C
β−1)
γ Γ
(
1− β
γ
)
− n
1−β
1− β .
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The conclusion follows by putting all the above together and recalling that n = [s−δ] =
o(s−1/γ).
Before the proof of Lemma 6.2, we recall that the transfer operator R associated with F
is defined w.r.t. the F -equilibrium measure µφ¯. Note that in the present set-up, the density
h =
dµφ¯
dmφ¯
, where mφ¯ is the φ¯-conformal measure, is bounded and bounded away from zero.
Moreover, we have the following pointwise formula for R:
Rv(y) =
∑
y∈F−1x
eφ¯(y)v(y)
h(y)
h(x)
.
We recall that using the above formula one verifies that (P2) holds in the space B of bounded
piecewise Ho¨lder functions by showing that a) the Lasota-Yorke inequality holds (see [AD01]);
b) the space B is compactly embedded in L∞(µφ¯) (see [A97, Chapter 4]). Thus, given that
R∗ is the dual of R defined on B∗ (the topological dual of B), for any µ∗ ∈ B∗ we have
(R∗)nµ∗ → µφ¯.
Proof of Lemma 6.2 Let R(s)v = R(esψ¯v). Under (P1) and (H3)(iii), it follows from the
proof of Lemma 5.2 that there exists δ > 0 such that for all s ∈ (0, δ),
‖R(s)−R(0)‖ ≪ sβ−ε.
Thus, there exists some δ′ ∈ (0, δ) and a family of eigenvalues λ(s) well defined on (0, δ′).
Moreover, the family λ(s) is Cβ−ε with λ(0) = 1. Since λ(0) is isolated in the spectrum
of R, it follows that there exists r > 0 such that for all s ∈ (0, δ′), the r-neighbourhood
of λ(s) is disjoint from the rest of the spectrum of R(s). As a consequence, given that
R(s)∗ acting on B∗ is the dual operator of R(s), we have that R∗(s)µφ+sψ = λ(s)µφ+sψ and
λ(s)−n(R(s)∗µ∗)n → µφ+sψ, for any µ∗ ∈ B∗.
By an argument similar to the one used in the proof of Lemma 5.2, there exists δ > 0
such that for all s ∈ (0, δ),
‖R(s)∗ −R(0)∗‖ ≪ sβ−ε.
It follows from standard perturbation theory (see [Ka76]) that the same continuity property
holds for the family of eigenmeasures µφ+sψ. Hence, for any v ∈ B, |µφ+sψ(v) − µφ¯(v)| ≪
|v|∞sβ−ε. Because B is dense in C0(Y ), the conclusion follows.
7 Statistical properties under (H3)
Throughout this section, we assume the assumptions of Section 3.1 along with (H3) and
(H1)(b’) in Section 6. Sometimes we will need a few stronger assumptions as specified below.
We recall from Section 6 (see Lemma 6.1 and the explanation after the statement) that under
these assumptions lims→0 µφ+sψ(X) = ∞ and thus the limit of the sequence of potentials
φ+ sψ, as s→ 0 is null recurrent.
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7.1 Correlation coefficients as s→ 0
We are interested in the asymptotics of the correlation function
ρn,s(v,w) =
∫
X
vw ◦ fn dµφ+sψ,
as n→∞ and s→ 0. In what follows we show that the main results in [G11, MT12] apply
in this null recurrent potential setting.
For θ ∈ (−π, π] we define the complex version of R(u) by
R(θ)v := Rµφ¯(e
iθτv).
Let Rn = R(1{τ=n}) as in Section 3. To recall all important results (including [G11]), we
shall also need the following stronger version of (P1), which holds (in the Banach space B)
under the assumptions of Section 3.1 and (H1)(b’) formulated in Section 6.
(P1’) ‖Rn‖ ≪ µφ¯(τ = n)≪ n−(β+1) with β as in (H1)(b’).
For the verification of bf (P1’) we refer to [S02].
It is known that a certain aperiodicity assumption is required to obtain the exact asymp-
totics for the correlation function (see [S02, G04, G11, MT12]). In the present set-up we
shall need the following stronger version of (P2), which holds (in the Banach space B) under
the assumptions of Section 3.1.
(P2’) (i) The eigenvalue 1 is simple and isolated in the spectrum of R(0).
(ii) For eiθ 6= 1, the spectrum of R(θ) does not contain 1.
The main result of this section states that the correlation coefficients of µφ+sψ behave as in
the null recurrent case, not only when s = 0, but also as s→ 0 sufficiently quickly compared
to the rate at which n→∞.
Theorem 7.1 Assume (H1)(b’) and (H3) and recall that (P1′) and (P2’) hold. Let v,w be
functions supported on Y with v ∈ B and w bounded. Then
lim
s→0
n→∞
n1−β
∫
Y
vw ◦ fn dµφ+sψ =
∫
Y
v dµφ
∫
Y
w dµφ, (7.1)
where the simultaneous limit is taken such that s = o(n−(1−β)/(β−ε)), for ε > 0 arbitrarily
small.
Remark 7.2 Using arguments as in [BTe18], one can deal with larger classes of functions
and the case when τ is a general return time, but this goes beyond the scope of this paper.
We recall that the asymptotics of the correlation function for infinite measure preserving
systems can be obtained via the use of operator renewal theory as in [G11, MT12] (introduced
in the context of dynamical system in [S02] to be obtain lower bounds for the correlation decay
for finite measure preserving systems). Put Tnv = 1Y L
n
φ(1Y v) and recall that the relationship
Tn =
∑n
j=1 Tn−jRj generalises the notion of scalar renewal sequences (see [F66, BGT] and
references therein). Consider the following conditions:
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(a) β ∈ (1/2, 1) and (P1);
(b) β ∈ (0, 1) and (P1’).
Using (a), Theorem 7.1, [MT12, Theorem 1.1] establishes that for all v ∈ B,
lim
n→∞n
1−βTnv = Cβ
∫
Y
v dµφ¯, (7.2)
uniformly on Y , where Cβ is a constant that depends on β and the value of the density
h =
dµφ¯
dmφ¯
at some point y ∈ Y , where mφ¯ is the φ¯-conformal measure for the induced map F .
Equally importantly, [G11, Theorem 1.1] shows that (7.2) holds under (b).
In what follows we use (7.2) to obtain the asymptotics of
∫
Y vw ◦ fn dµφ+sψ. Since we
want to let s→ 0 we will also use Lemma 6.2.
Proof of Theorem 7.1 Since v,w are supported on Y , we write∫
Y
vw ◦ fn dµφ+sψ =
∫
Y
vw ◦ fn dµφ+sψ =
∫
Y
vw ◦ fn dµφ¯ +Kv,w(s),
where Kv,w(s) =
∫
Y vw ◦ fn (dµφ+sψ − dµφ¯). Recall v ∈ B and w is a bounded function
supported on Y . Using Lemma 6.2,
|Kv,w(s)| ≪ ‖v‖B sup
y∈Y
|w(y)|
∣∣∣ ∫
Y
(dµφ+sψ − dµφ¯)
∣∣∣≪ ‖v‖B sup
y∈Y
|w(y)|sβ−ε.
By (7.2),
lim
n→∞n
1−β
∫
Y
vw ◦ fn dµφ¯ → Cβ
∫
Y
v dµφ¯
∫
Y
w dµφ¯.
By assumption, s = o(n−(1−β)/(β−ε)), so sβ−ε = o(n−(1−β)) and the conclusion follows.
7.2 Arcsine law as s→ 0
In this section we briefly spell out some consequences of Lemma 6.2 for limit laws in this null
recurrent limiting potential setting.
We will be interested in an arcsine law (studied for dynamical systems with infinite
measure by Thaler, in for instance, [Tha00], see also references therein) w.r.t. the limit
measure lims→0 µφ+sψ.
For n ≥ 1 and x ∈ ⋃nj=0 f−jY , let
Zn(x) = max{0 ≤ j ≤ n : f jx ∈ Y }
denote the time of the last visit of the orbit of x to Y during the time interval [0, n].
Let ζβ denote a random variable distributed according to the B(1− β, β) distribution:
P(ζβ ≤ t) = 1
π
sin βπ
∫ t
0
1
u1−β
1
(1− u)β du, t ∈ [0, 1].
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Proposition 7.3 Assume the set-up of Theorem 7.1 with either (a) or (b). Let νs be an
absolutely continuous probability measure on Y with density gs ∈ B. Moreover, suppose that
there exists g ∈ B such that as s→ 0, ‖gs − g‖ ≪ sβ−ε, for any ε < β.
Then
lim
s→0
n→∞
νs
{
1
n
Zn ≤ t
}
= P(ζβ ≤ t),
where the simultaneous limit is taken such that s = o(n−(1−β)/(β−ε)), for ε > 0 arbitrarily
small.
Proof The proof goes word for word as [Tha00, Corollary 2] (see also [MT12, Corollary
9.10],[Te15, Corollary 3.5] for error rates) with the additional use of ‖gs − g‖ ≪ sβ−ε and
Lemma 6.2.
Versions of the Darling-Kac law, where the involved distributional convergence is with
respect to any limit measure lims→0 νs as in the statement of Proposition 7.3, can be obtained
using the classical results in [A97] and the present Lemma 6.2.
8 Examples
We first note that in all of our examples, (3.1) holds since either we are dealing with first
return maps, or our reinducing time is a first return map on a finite measure set.
8.1 Checking the liftability condition
When the induced system has the BIP property, many of the conditions we assume in the
abstract set-up hold automatically. Indeed, under the full branches condition, any sufficiently
smooth (SV ) induced potential has an RPF measure which satisfies the Gibbs property. The
next lemma, a version of [IT10, Lemma 4.1], goes a little way to ensuring the liftability
condition required in (H2). We write χ for the potential; this can be φ or φ + sψ as the
application requires.
Lemma 8.1 Suppose that (Y, F ) has the BIP property, and χ¯ ∈ SV . If P (χ) < ∞ then
P (χ− P (χ)) ≤ 0.
We next give a setting where we can prove also P (χ− P (χ)) ≥ 0 which will be relevant
for our examples, and gives us a criterion to check liftability. Note that if we know we have
an equilibrium state which lifts to (Y, F ) the following holds immediately.
Lemma 8.2 Suppose that (Y, F ) has the BIP property and P (χ) ∈ (0,∞), χ¯ ∈ SV and
P (χ¯) < ∞. Suppose further that for each ε > 0 there is an ergodic µ ∈ M which lifts to
(Y, F ) with hµ(f) +
∫
χ dµ > P (χ)− ε. Then P (χ− P (χ)) = 0.
Proof We aim to show that P (χ− P (χ)) = 0. Let µ¯ be the RPF measure for χ. First
we claim P (χ¯) > 0. Indeed, since P (χ) > 0, there is a measure ν with h(ν) +
∫
χ dν > 0,
which, by Abramov’s formula, induces to a measure ν¯ with h(ν¯) +
∫
χ¯ dµ¯ > 0. This proves
the claim.
21
Since τ ≥ 1, we must have P (χ− p) ≤ P (χ) − p < ∞ for all p > 0 and p 7→ P (χ− p) is
a continuous decreasing function tending to −∞ as p→∞. Hence, also using the claim and
Lemma 8.1, there exists p > 0 such that
P (χ− p) = 0.
So the lemma follows if we can show that p = P (χ). Let µ¯′ be the RPF measure for the
potential χ− p. Let {Yi}i≥1 be the Markov partition of the induced map. The Gibbs property
applied to µ¯′ and µ¯ respectively gives∫
τ dµ¯′ ≍
∑
n
nµ¯′(τ = n) ≍
∑
n
∑
τ(Yi)=n
eSnχ−np
=
∑
n
ne−np
∑
τ(Yi)=n
eSnχ ≍
∑
n
ne−npµ¯(τ = n) <∞.
This projects to a measure µ′ with
hµ′ +
∫
χ− p dµ = 1∫
τ dµ¯′
(
hµ¯′ +
∫
χ− p dµ¯′
)
= 0.
(Note that this also shows that µ′ is an equilibrium measure.) So p ≤ P (χ). If p < P (χ)
then there is a measure ν with hν +
∫
φ+ sψ− p dν > 0. So ν induces to a measure ν¯ which
by Abramov’s formula has hν¯ +
∫
χ− p dν¯ > 0, a contradiction. Hence p = P (χ), proving
the lemma.
8.2 Checking P (φ+ sψ) = o(s)
In Theorems 4.1 and 4.2 we require that s ≪ (P (φ + sψ))a for some a > 0. The following
lemma guarantees this in many settings.
Lemma 8.3 Suppose that f : X → X has a BIP induced map F = f τ : Y → Y , such that
for φ as in Section 3.3, µφ¯(τ = n) . n
−(1+β) with β ∈ (0, 1). Suppose that φ is a potential
with P (φ + sψ) > 0 for s > 0, ψ¯ ∈ SV with ∫ ψ¯ dµφ¯ > 0, and there is C > 0 and N ∈ N
such that ψ¯|{τ=n} ≤ C log n for n ≥ N . Then for any ε > 0, there is C0 > 0 such that for all
s ≥ 0, P (φ+ sψ) ≥ C0s1/(β−ε).
Proof We label the domains of F by Yi and for each i, let xi be some point in Yi. Write
p(s) = P (φ+ sψ). For δ ∈ [0, 1), let µδs be the RPF measure of φ+ sψ − δp(s). This yields∫
Y
τ dµδs ≍
∑
n≥1
n
∑
τ(Yi)=n
eφ+sψ−δp(s)(xi) .
∞∑
n=1
nµφ¯(τ = n)
∑
τ(Yi)=n
esψ−δp(s)(xi)
.
∞∑
n=1
n
n1+β
nsCe−nδp(s) ≍
∫ ∞
1
x−β+sCe−xδp(s) dx
= (δp(s))β−1−sC
∫ ∞
δp(s)
y−β+sCe−y dy ∼ δβ−1−sC Γ(1− β + sC) p(s)β−1−sC
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as s → 0. In particular, ∫ τ dµδs < ∞, so by [S01b, Theorem 2], µδs is an equilibrium
state. Moreover, µδs projects to an f -invariant measure ν
δ
s . By the definition of pressure and
Abramov’s formula,
(1− δ)p(s) ≥
(
h(νδs ) +
∫
φ+ sψ dνδs
)
− δp(s) = h(νδs ) +
∫
φ+ sψ − δp(s) dνδs
=
1∫
τ dµδs
(
h(µδs) +
∫
φ+ sψ − δp(s) dµδs
)
=
P (φ+ sψ − δp(s))∫
τ dµδs
.
We assumed that
∫
ψ¯ dµφ¯ = K > 0, so by smoothness and convexity of the pressure function,
P (φ+ sψ) = Ks+h.o.t.. By the analyticity of (s, z) 7→ P (φ+ sψ − z) on (0,∞)×(0,∞) (cf.
[S01b, Theorem 6.5]), we can take δ > 0 sufficiently small so that P (φ+ sψ − δp(s)) ≥ Ks/2
for all small s ≥ 0. Combining the above and making p(s) subject of the inequality, we get
p(s)≫ s1/(β−sC) ≥ s1/(β−ε) as s→ 0.
Remark 8.4 In order to apply this to the examples later in this section, we can verify the
assumption p(s) := P (φ + sψ) > 0 for s > 0 using a continuity argument. First assure
that K :=
∫
ψ¯ dµs > 0; in the case where ψ satisfies (H2)(ii), this boils down to taking C
′
sufficiently large. Then truncate the induced system to states with τ(Yi) ≤ N , then the
corresponding pressure PN (φ+ sψ) ≥ Ks/2 for a sufficiently large N . At the same time, for
the RPF measure µs,N , we have∫
Y
τ dµs,N ≤
∑
n≤N
∑
τ(Yi)=n
esψ−δp(s)(xi) .
∑
n≤N
nγ
n1+β
<∞,
whence by Abramov’s formula p(s) ≥ ps,N ≥ Ks/(2
∫
τ dµs,N) > 0.
8.3 AFN maps
The main class of maps where the previous results apply are AFN maps, i.e., non-uniformly
expanding interval maps with finitely many branches, finitely many neutral fixed points, and
satisfying Adler’s distortion property (f ′′/f ′2 bounded). The two-parameter family of such
maps is the (non-Markov) Pomeau-Manneville maps f : [0, 1]→ [0, 1] defined as
f(x) = fα,b(x) =
{
x(1 + 2αxα) if x ∈ [0, 12 ];
b(2x− 1) if x ∈ (0, 1], α > 1, b ∈ (0, 1]. (8.1)
The right branch of f is not expanding if b ∈ (0, 12 ], but the first return induced map F
to Y = (12 , 1] is uniformly expanding for all b ∈ (0, 1], so we can allow all b ∈ (0, 1]. Still
F need not be Markov, but as shown in [BTe18, Section 9], one can construct a reinduced
Gibbs-Markov map to Y that satisfies the hypotheses in the previous section as we will see.
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For the standard Pomeau-Manneville map (i.e., b = 1) with potential φt = −t log f ′, the
shape of the pressure was computed by Lopes [L93, Theorem 3]:
P (φt) ≍


hµ(1− t) +B(1− t)1/α + h.o.t. if t < 1 and α ∈ (12 , 1);
C(1− t)α + h.o.t. if t < 1 and α > 1;
0 if t ≥ 1,
where hµ is the entropy of the non-Dirac equilibrium measure (i.e., the acip) and B,C > 0
are constants. Note that the transition case α = 1 corresponds to the transition from a finite
acip (for α < 1) to an infinite acim (for α ≥ 1). The next proposition makes the case α > 1
more precise. Note that Lopes’ result in the α > 1 case follows from the proposition when
one notices that t 7→ P (φt) is of the form K(1− t) +O((1− t)2) where K =
∫
φ¯ dµφ¯.
Proposition 8.5 Let f = fα,b be as in (8.1) and take φ = − log f ′. Then φ¯ ∈ SV .
(a) Suppose that ψ(x) = −xη for x in a neighbourhood of 0 with η = (1 − γ)α and γ ∈
(0, α/(1 + α)). Moreover, assume that P (φ+ sψ) > 0 for s > 0. Then
P (φ+ sψ) = (CP (φ+ sψ))α(1 +Q(s))
as s→ 0 for C and Q as in Theorem 4.1 with α = 1/β.
(b) If φt = −t log f ′, then
P (φt) = (CP (φt))
α(1 +Q(1− t))
as tր 1 for C and Q as in Theorem 4.1 (i.e., for s = 1− t).
(c) For b = 1, the conclusions of Theorem 7.1 and Proposition 7.3 hold.
Remark 8.6 The assumption b = 1 in part (c) is used to ensure that a Gibbs-Markov
first return map F is available. Without it, extra arguments are needed which we omit for
simplicity, see Remark 7.2.
Proof The maps f with b = 1 fit in the class of studied in [LSV99] with φ = − log f ′ and
satisfies (H1)(b) (see [Te15, Proposition A3]). For general b ∈ (0, 1], [BTe18, Section 9] gives
µφ¯(τ > n) ∼ cn−β for β = 1/α and condition (H1)(b) holds. Here c = c∗h(12 ), where h is the
F -invariant density and c∗ is given in [Te15, Section B]. The induced map is Gibbs-Markov,
and together with (H1)(b) this assures that (P1) and (P2) hold.
The induced potential φ¯ = − log |F ′| and for each n-cylinder Cn, we have
sup
x,y∈Cn
|φ¯(x)− φ¯(y)| ≤
∫
Cn
|(− log |F ′(ξ)|)′| dξ =
∫
Cn
|F ′′(ξ)|
|F ′(ξ)|2 |F
′(ξ)| dξ ≤ A|F (Cn)|, (8.2)
where A := sup |F ′′(ξ)|/|F ′(ξ)|2 < ∞ by Adler’s condition, cf. [Z98, Lemma 10]. Since F is
uniformly expanding, sup{|Cn| : n-cylinders} decreases exponentially in n, so φ¯ ∈ SV .
To prove (a), the potential ψ(x) = −xη for η = (1 − γ)α (with γ ∈ (0, 1]) and x close to
0 produces an induced potential ψ¯(x) ∼ C − τ(x)γ as x→ 12 .
To check (H2), first note that the Ho¨lder regularity guarantees that ψ¯ ∈ SV (since F is
uniformly expanding, it suffices to bound the first variation: for x, y in the same 1-cylinder Yi
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we have |ψ¯(x) − ψ¯(y)| . ∑τ(x)−1k=0 |fk(Yi)|γ . ∑∞n=1 n−γ(1+ 1α ) < ∞). To conclude that (H2)
holds, we need to check liftability. First notice that there is only one measure in M, namely
δ0, which does not lift to (Y, F ), so for a given potential χ : [0, 1] → [−∞,∞), Lemma 8.2
follows if δ0 is “not isolated”: there is a sequence (µn)n of ergodic measures in M\{µ} such
that hµn +
∫
χ dµn → hµ +
∫
χ dµ. For this, one can take a sequence of Dirac masses on
periodic cycles with this property, so liftability follows by Lemma 8.2.
With these hypotheses checked, Theorem 4.1 gives the result.
For statement (b) on the potential φt, we take φ = − log |f ′|, ψ = log |f ′| and s = 1 − t,
so ψ¯ = s log |F ′| ∈ L1(µφ¯) and (H2)(i) holds by Remark 3.2. Properties (P1) and (P2) and
(H2) are shown as above. It is standard that P (−t log |f ′|) > 0 if t < 1. Hence Theorem 4.1
applies with C = (cβΓ(1 − β))−1.
For (c), the verification of (H1)(b’), (P1’) and (P2’) are similar to the verification of
(H1)(b), (P1) and (P2). To check (H3)(ii), take s ≥ 0 and let hs := dµφ+sψdmφ+sψ be the density
of the F -invariant equilibrium state w.r.t. the φ+ sψ-conformal measure on Y = [12 , 1]; they
are Ho¨lder because ψ is. Since F has full branches, we compute as n→∞:
µφ+sψ(τ = n) ∼ hs
(
1
2
)
mφ+sψ(τ = n) ∼ hs
(
1
2
)
eSn(φ+sψ)
= hs
(
1
2
)
es Snψmφ(τ = n) ∼
hs(
1
2 )
h0
(
1
2
)es Snψµφ(τ = n).
The continuity given in Lemma 5.2 carries over to the density, so that lims→0
hs(
1
2
)
h0(
1
2
)
= 1. This
verifies (H3)(ii). Therefore Theorem 7.1 and Proposition 7.3 apply.
8.4 Unimodal maps with flat critical points
Another source of infinite measure systems on the interval are C2 Misiurewicz maps with a
flat critical point. The study of these goes back to [BM89], with further contributions by e.g.
[Thu05, Z04, Ta17]. The map f : [−1, 1]→ [−1, 1] has a flat critical point 0 which means all
its derivatives vanish. For simplicity we let the Misiurewicz condition (non-recurrence of the
critical point) mean here that the critical orbit is 0 7→ 1 7→ −1 	. In addition, we assume
that f is smooth and symmetric (i.e., f(x) = f(−x)). In this case, we can look at the first
return map F = f τ : [−p, p]→ [−p, p] where p > 0 is the orientation reversing fixed point of
f . This is a Gibbs-Markov map, with invariant measure µ ≪ Leb and density h = dµdLeb is
smooth, bounded and bounded away from zero. Since all points except preimages of 0 enter
[−p, p] under iteration, the only potentials which are not liftable are those with equilibrium
measure δ0, so as in the Pomeau-Manneville case, we only need to check if δ0 is isolated for
our potential of interest. It is easy to see that for φ = log |f ′| = −ψ this holds.
In [Ta17], it is shown that for the potential φt = −t log |f ′|, there is a phase transition at
some t+ > 0 and P (φt) = 0 for t ≥ t+, but a proof that t+ = 1 (as one would conjecture) is
not given, and the order of the phase transition, and the shape of the pressure for t < 1 are
not computed.
Lemma 8.7 If t < 1 then P (−t log |f ′|) > 0, i.e., t+ = 1.
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Proof We first note that the potential − log |f ′| is recurrent. One way is to see this is that
every point in [−1, 1]\∪n≥0f−n(−1) returns to [−p, p] infinitely often. This is a full Lebesgue
measure set of points, so Lebesgue is conservative. Whence P (− log |F ′|) = 0. The RPF
measure µ¯ can be shown to have finite, strictly positive, Lyapunov exponent
∫
log |F ′| dµ¯.
This can be seen from the Gibbs property of µ¯ and the tail estimates of [Z04, Theorem
5]. Also by those tail estimates, there is ε > 0 such that P (−t log |F ′|) < ∞ for t ∈
(1−ε,∞). Combining these two facts, we see that t 7→ P (−t log |F ′|) is analytic on (1−ε,∞)
with derivative − ∫ log |F ′| dµ¯ < 0 at t = 1, so strictly decreasing. Since by Lemma 8.1,
P (−t log |F ′| − τP (−t log |f ′|) ≤ 0, this gives P (−t log |f ′|) > 0 for t < 1.
Combining [Z04, Formula (6)] with the computation of (8.2), we obtain that φ¯ ∈ SV .
The tail estimates in [Z04, Theorem 5] show regular variation, but since they are general and
don’t include the higher order terms4, we present a slightly different family, and sketch the
argument for the tails. Set
f(x) =
{
1− 2e−b(|x|−α−1) if x 6= 0,
1 if x = 0,
for b, α > 0, (8.3)
and let
V±(y) = ±
(
1− 1
b
log
1− y
2
)−β
for β = 1/α,
be the two inverse branches of f . Then the region {τ > n} = (−an, an) where ±an = V± ◦
V+◦V n−2− (p). Let pn = f(±an) = V+◦V n−2− (p) = 1−ζnrn, where r = |f ′(1)|−1 = |f ′(−1)|−1.
Then ζn+1 = 1− V+(ζnrn) = ζnrn+1(1 +O(rn−1ζ2n)), so (ζn)n≥1 converge exponentially fast
to some positive limit ζ. This gives that for some c > 0,
±an = V±(ζrn−1(1 +O(e−cn)))
= ±n−β
(
b
log |f ′(1)|
)β (
1− β
n
log ζ/2
log |f ′(1)| +O(n
−2)
)
.
Now to estimate µ(τ > n) we integrate over the density h(x) = h0 + h1x + h2x
2 + O(x3).
This shows that
µ(τ > n) =
∫ an
−an
h0 + h1x+ h2x
2 +O(x3) dx = 2h0an +
2
3
h2a
3
n +O(a
4
n)
satisfies condition (H1)(b) in Section 5 when β ∈ (23 , 1). (For smaller values of β, we just
introduce more terms in the expansion of the density h.) Therefore Theorem 4.1 applies to
the family (8.3) and potential φ = − log |f ′|, so we obtain:
Proposition 8.8 Assume ψ is as in Proposition 8.5 (here a neighbourhood around −1 takes
the role of the neighbourhood around 0) with α > 1. Then
P (φ+ sψ) = (CP (φ+ sψ))α(1 +Q(s))
4In [Ta17], there are tail estimates (Proposition 2.6 part 3), but they are a bit imprecise and due to the form of
map, there is an extra logarithmic term which is not present in the setting presented here.
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as s→ 0 for C and Q as in Theorem 4.1.
In particular if φt = −t log |f ′|, then there is C such that P (φt) = (CP (φt))α(1+Q(1−t))
as tր 1 for C and Q as in Theorem 4.1 (i.e., for s = 1− t).
Remark 8.9 If ψ(x) = η(− log(x + 1))γ−1 for some η > 0, γ ∈ (0, 1] and all x close to −1,
then ψ¯(y) ∼ C − ηγ (− log r)1−γτ(y)γ for y ∈ [p, p] (where we recall that r = |f ′(−1)|−1 ∈
(0, 1)), which falls under (H2)(ii). The proof that (H3) holds is similar to the argument for
AFN maps in Section 8.3.
8.5 Fibonacci unimodal maps
In [BTo15], a family of countably piecewise linear unimodal maps with Fibonacci combina-
torics is presented, and their thermodynamic properties are studied. The original motivation
to study Fibonacci unimodal maps is their unusual Lebesgue ergodic behaviour and (for suf-
ficiently large critical order) the existence of a Cantor set that is not Lyapunov stable (as
is the case with infinitely renormalisable unimodal maps) but attracts Lebesgue-a.e. point
[BKNS96]. The countably piecewise linear model is used to deal with the otherwise severe
problems of distortion control. It is comparable to the Gaspard-Wang [GW88] countably
piecewise linear map as model for the smooth Pomeau-Manneville map.
Let S0,S1,S2,S3,S4, . . . = 1, 2, 3, 5, 8, . . . be the Fibonacci numbers. A Fibonacci uni-
modal map f : [0, 1]→ [0, 1] with critical point c = 12 , has two sequences of precritical points
zk ր c and zˆk ց c such that fSk maps both [zk, c] and [c, zˆk] monotonically onto [c, fSkc]
whereas fSk(zk+1) = fSk(zˆk+1) = zk−1 or zˆk−1. Therefore we can construct a Markov in-
duced map
F = fσ where σ(x) = Sk if x ∈ Vˆk+1 := [zk, zk+1) ∪ (zˆk+1, zˆk], (8.4)
see Figure 1. The countably piecewise linear Fibonacci map is constructed to be linear on
each interval [zk, zk+1) and (zˆk+1, zˆk] and so that the induced map F also has linear branches,
see [BTo15, Section 2]. In fact, for any λ ∈ (0, 1) one can construct a countably piecewise
linear Fibonacci map fλ such that |zk − c| = |zˆk − c| = 12λk and the induced map Fλ = fσλ
has slopes F ′λ = λ
−1(1 − λ)−1 wherever defined on [z1, zˆ1]. Furthermore, Fλ is two-to-one
semiconjugate to the map
Tλ(x) :=


1−x
1−λ if x ∈ V1 := (λ, 1],
λn−1−x
λ(1−λ) if x ∈ Vn := (λn, λn−1], n ≥ 2,
(8.5)
and isomorphic to the map studied by Stratmann & Vogt [SV97] and later in [BTo12] (see
Figure 1). Note that logFλ has zero variations.
Lebesgue measure is dissipative if λ > 12 (see [BTo15, Theorem A]). The tail estimated in
(8.9) produces a conservative fλ-invariant measure that is finite if λ ∈ (0, 23+√5 ) and infinite
sigma-finite if λ ∈ ( 2
3+
√
5
, 12 ).
We summarise some of the main results of [BTo15] on the shape of the pressure of potential
φt = −t log f ′λ and induced potential φ¯t = −t logFλ:
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Figure 1: The maps Tλ : [0, 1]→ [0, 1] and Fλ : [z0, zˆ0]→ [z0, zˆ0].
Theorem 8.10 [BTo12, Theorem A] and [BTo15, Theorem D] For λt ≤ 12 ,
P (φ¯t) = log
(
(1− λ)t
1− λt
)
.
For λ ∈ ( 2
3+
√
5
, 12 ) and golden mean G =
1+
√
5
2 , there are constants C0, C1 such that
C0(1− t)
logG
logR ≤ P (φt) ≤ C1(1− t)
λ logG
2t(1−2λ) (8.6)
for t ≤ 1, and R =
(
1−
√
1−4λt(1−λ)t
)2
4λt(1−λ)t . Finally, P (φt) = 0 for t ≥ 0.
The induced system has no phase transition at t = 1; instead t 7→ P (φ¯t) is real analytic
near t = 1 with a strictly negative slope. We will first focus on the thermodynamics of Tλ
before moving on to the full Fibonacci case.
8.5.1 Stratmann-Vogt example in isolation
Here we consider the Stratmann-Vogt map T = Tλ forgetting that it came from a unimodal
map (so, for example, the Fibonacci numbers do not feature here). As shown in [BTo12], for
λ = 1/2 the equilibrium measure µt for φ = − log |T ′| is null recurrent. The idea here is to
induce to a first return map to V1.
As in [BTo12], from a topological point of view, the map T has a natural Markov coding
with transition matrix
A =


1 1 1 1 1 . . . . . .
1 1 1 1 1 . . . . . .
0 1 1 1 1 1 . . .
0 0 1 1 1 1 . . .
...
... 0 1 1 1 . . .
...
...
...
...
...
...
. . .


.
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Let ρ be the first return time of T to V1 and denote the domains of the first return map T
ρ
by {Yi}i. For Yi with ρ|Yi = n we have |Yi| = λ [λ(1− λ)]n−1 = 24n . Moreover, since the
branches are linear, the equilibrium measure µ¯ for the return map T ρ is precisely normalised
Lebesgue measure on V1. So to compute the measure of the tails, we only need to estimate
the number #{τ = n} of intervals Yi with ρ|Yi = n. But this can be computed explicitly.
The only way a point can return to V1 in one step is if either it started in V1 or it lies in
V2. Clearly there is only one domain with inducing time 1. For ρ = n ≥ 2, the problem boils
down to how many ways there are of entering V2 without hitting V1.
Lemma 8.11 The number #{ρ = n} is the nth Catalan number Cn = 1n+1
(
2n
n
)
.
Proof A Dyck word of length 2n, (x1, . . . , x2n) has n ups and n downs and at any truncation
(x1, . . . , xk) for k ≤ n, never has more downs than ups. There are Cn Dyck words of length
2n. We will show that this is in bijection with our paths (V2, Vi1 , . . . , Vin−1 , V2). We can
code each path from V2 back to V2 by a Dyck word. For a Dyck word (xj1 , . . . , xjn), we
call a maximal subword (u, u, . . . , u, d, d, . . . , d) a peak (namely, the letter preceding this is
either empty or d, and the letter succeeding it is either empty or u). For the first peak, if it
consists of k1 consecutive ups and then ℓ1 consecutive downs, write m1 = 2 + k1 − ℓ1. Then
we get the code (V2, V2+k1 , V2+k1−1, V2+k1−2, . . . , Vm1). For the next peak, consisting of k2
consecutive ups and then ℓ2 consecutive downs, write m2 = m1 + k2 − ℓ2 and we append
the code (Vm1+k2 , Vm1+k2−1, Vm1+k2−2, . . . , Vm2). Continuing in this way, and appending V2
at the very end, we obtain a code (V2, Vi1 , . . . , Vin , V2). In other words, the Dyck word is
obtained as the concatenation
u1+i1−2du1+i2−i1du1+i3−i2d . . . u1+2−in−1d. (8.7)
It is easy to see that this coding is a bijection.
We know that Cn ∼ 4nn−3/2√π . In fact, the precise asymptotics (see [FS09, Chapter V.2])
is:
Cn =
4n√
π
(
n−
3
2 − 9
8
n−
5
2 +
145
128
n−
7
2 − · · ·
)
.
Since for any domain of the first return map Yi with ρ|Yi = n we have |Yi| = |V1|1−λ [λ(1− λ)]n−1
and since the equilibrium measure µ¯ for the return map is precisely normalised φ¯-conformal
measure on V1 for φ¯ =
∑ρ−1
j=0 φ ◦ T j, this means that
µ¯(ρ > n) =
|V1|
|V1|(1− λ)
∑
k>n
Ck [λ(1− λ)]k−1
∼ 1√
π(1− λ)
∑
k>n
[4λ(1 − λ)]k k− 32 . (8.8)
Hence, for λ < 12 , it is has exponential tails.
In the interesting null recurrent case, λ = 12 , so |Yi| = 2|V1|4n , the tail is
µ¯(ρ > n) = c1n
− 1
2 + c2n
− 3
2 +O(n−
5
2 ),
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which fits in with (H1)(b). The induced map consists of countably many linear onto branches,
so it satisfies all the other conditions of Section 3 and Theorem 4.1 applies.
Proposition 8.12 Consider T1/2. Suppose that ψ : [0, 1] → R is piecewise κ-Ho¨lder for
some κ > 0, such that ψ(x) = C ′ > 0 for x ∈ V0 and ψ(x) ≤ −b < 0 for x ∈ [0, 1] \ V0 and
P (φ+ sψ) > 0. Then, provided C ′ is sufficiently large compared to b,
P (φ+ sψ) = (CP (φ+ sψ))2(1 +Q(s))
as s→ 0 for C and Q as in Theorem 4.1.
The proof goes as in Proposition 8.5, except that the assumption ψ¯ ∈ SV does not require
a particular Ho¨lder exponent on ψ as T1/2 is uniformly expanding.
Remark 8.13 By [BTo12, Theorem 2], P (φt) = (1− t) log 4 for φt = −t log |T ′| and t ≤ 1.
8.5.2 The Fibonacci case
We are interested in the infinite acim µ = µ1 which, as in Theorem 8.10, we see whenever
λ ∈ ( 2
3+
√
5
, 12). Since the pressure of the relevant potential φ = log |f ′| is zero, the form of
the induced measure for Tλ can be taken directly from [BTo15]. The inducing time σ is a
lacunary sequence (σ takes only Fibonacci numbers as values). From [BTo12, Proposition 1]
we have the small tail estimates for the equilibrium measure µφ¯ for φ¯ =
∑σ−1
j=0 φ ◦ f j:
µφ¯(σ = Sk) =
1− 2λ
1− λ
(
λ
1− λ
)k
. (8.9)
The big tail estimates
µφ¯(σ ≥ Sk) =
(
λ
1− λ
)k
∼ G0S(log
λ
1−λ
)/ logG
k = G0S−βk (8.10)
are not regularly varying, but at least polynomial with exponent β := (log 1−λλ )/ logG. Here
G0 =
λ
1−λ
3+
√
5
2+
√
5
β
based on Binet’s formula Sk = 1√5(Gk+2 − (−1/G)k+2), and note that
β ∈ (0, 1) for λ ∈ ( 2
3+
√
5
, 12).
Proposition 8.14 For the countably piecewise linear Fibonacci map fλ for λ ∈ ( 23+√5 ,
1
2 )
and potential φt = −t log |f ′λ| we have
P (φt) ≍ (1− t)1/β as tր 1.
The main challenge here is proving the following theorem, which is of independent interest:
the proof of the above proposition then follows similarly to the previous cases. In order to
state the theorem let µφ¯ denote the measure for F = f
σ and µφˆ denote the measure for
Fˆ = F ρ, Let ρ¯ :=
∫
Y ρ dµφ¯ <∞. Recall that β = log[(1− λ)/λ]/ logG.
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Theorem 8.15 Let µφˆ be the reinduced measure, associated to F
ρ = (fσ)ρ = f τ . There are
constants 0 < C2 < C1 such that
C2n
−β ≤ µφˆ(τ > n) ≤ C1n−β.
Proof From [BTe18, Lemma A.1] we have
µφˆ(τ > n)− ρ¯ µφ¯(σ > n)
=
∑
k≥0
(∫
{τ=σk+1}
1{n≥σ>n−σk} ◦ fσk dµφˆ −
∫
{τ>σk+1}
1{σ>n} ◦ fσk dµφˆ
)
.
Contrary to the statement of [BTe18, Lemma A.1], the domain [z0, zˆ0] of our map f
σ is a
proper superset of the domain V1 of (f
σ)ρ. However, the proof of Lemma A.1. relies only on
the representation π−1([z0, zˆ0]) of [z0, zˆ0] inside the tower over V1, and taking that point of
view, there is no difference in the proof.
Upper bound: Take N = ⌊ −βlog 4λ(1−λ) log n⌋. It suffices to estimate the sum
J1 =
N∑
k=0
∫
{τ=σk+1}
1{n≥σ>n−σk} ◦ fσk dµφˆ.
because the remaining sum
∑∞
k=N+1
∫
{τ=σk+1} 1{n≥σ>n−σk} ◦ fσk dµφˆ = O(N−β). Since
τ(y) = σk+1(y) implies that f
σk(y) ∈ Vˆ2 ∩ F−1(Vˆ1), so σ(fσk(y)) = 2 and therefore we
have additionally σk > n − 2. Hence the summand in the above formula consists of all
k-paths Vˆ2 to Vˆ2 avoiding Vˆ1, and for which τk > n − 2. As in the proof of Lemma 8.11,
such paths are in one-to-one correspondence with Dyck words of length 2k, or equivalently,
with random walks on N0 := N ∪ {0} of length 2k, starting and ending at 0. If the max-
imum of such a path is M < (log(n − 1) − log k)/ logG, then σk ≤ kSM ≤ n − 2 so the
condition σk > n − 2 implies that M ≥ (log(n − 1) − log k)/ logG. This also implies that
k ≥ N0 := ⌊(log n)/ logG⌋ since otherwise the path is too short to return from M to 0. The
theory of random walks on N0 (specifically, the reflection principle) says that the number of
2k-paths from 0 back to 0 with maximum ≥ M is equal to the number of 2k-paths from 0
to 2M . Indeed, such a path must have a last instance at which it takes the value M , and
then we reflect the remaining path, namely from M to 0, to a path from M to 2M . The
number of such paths is
(
2k
M+k
)
. Since each such path corresponds to one domain of Fˆ of
length [λ(1 − λ)]k, we obtain that the measure of the set of points with this property (for
fixed M) is bounded by
∆k :=
(
2k
M + k
)
[λ(1− λ)]k ∼ (2k)
2k [λ(1− λ)]k
(k +M)k+M (k −M)k−M
√
k
π(k2 −M2) , (8.11)
where we used Stirling’s formula. Taking the logarithm of this expression, and setting its
derivative ddk log(∆k) = 0, we find
0 = log
(
2k
k +M
2k
k −M
)
+ log λ(1− λ)− 1
2π
k2 +M2
k(k2 −M2) .
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For k = k0 :=
M
1−2λ , so
k+M
2k = 1 − λ and k−M2k = λ, the two logarithms in this expression
cancel, and the third term is small for large M , so we expect that ∆k is maximal for k
close to k0. Comparing the binomial coefficients directly, one can check that max{∆j : j 6=
k0, k0 − 1} < ∆k0 < ∆k0−1 = 2k02k0−1∆k0 , so the global maximum is ∆k0−1. For the value
k0 =M/(1− 2λ), we have M = N0 = (log n)/ logG, and
∆k0−1 =
2k0
2k0 − 1∆k0 =
2k0
2k0 − 1
√
1− 2λ
4λ(1 − λ)πM [λ/(1 − λ)]
M
=
2k0
2k0 − 1
√
(1− 2λ) logG
4λ(1− λ)π
n−β√
log n
. (8.12)
Therefore
1√
log n
n−β ≪ J1 ≍
N∑
k=N0
∆k ≪
√
log nn−β,
but we will improve this to J1 ≍ n−β.
Let M0 be the largest even integer ≤
√
M . We claim that there exist 0 < θ < θ′ and
K < K ′ such that
Keθ/2n−β ≤
k0+M0−1∑
j=k0
∆j
k0+(ℓ+1)M0−1∑
j=k0+ℓM0
∆j ≤ Ke−θℓ/2n−β,
Ke−θ
′/2n−β ≤
k0−1∑
j=k0−M0
∆j
k0−ℓM0−1∑
j=k0−(ℓ+1)M0
∆j ≤ K ′e−θℓ/2n−β,
for all ℓ ≥ 0 such that the index j ∈ [M,N ].
To prove this, first compute (recalling that 1− λ = k0+M2k0 and λ = k0−M2k0 )
∆k0+M0 = ∆k0 [λ(1− λ)]M0 ·
(2k0 + 2)(2k0 + 4) · · · (2k0 + 2M0)
(k0 +M + 1)(k0 +M + 2) · · · (k0 +M +M0)
· (2k0 + 2− 1)(2k0 + 4− 1) · · · (2k0 + 2M0 − 1)
(k0 −M + 1)(k0 −M + 2) · · · (k0 −M + (M0 − 1))
= ∆k0
M0∏
j=1
(
(1− λ) 2(k0 + j)
k0 +M + j
) M0∏
j=1
(
λ
2(k0 + j)− 1
k0 −M + j
)
= ∆k0
M0∏
j=1
1 + 2j2k0
1 + jk0+M
M0∏
j=1
1 + 2j−12k0
1 + jk0−M
∼ ∆k0
M0∏
j=1
(
1 + j
M
k0(k0 +M)
) M0∏
j=1
(
1− j M
k0(k0 −M)
)
∼ ∆k0
M0∏
j=1
(
1− j 2M
2
k0(k20 −M2)
)
.
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Recall that k0 =
M
1−2λ , so
2M2
k0(k20−M2)
= (1−2λ)
3
2Mλ(1−λ) =:
θ
M . Therefore
∆k0+M0 ∼ ∆k0 exp
M0∑
j=1
log
(
1− j
M
(1− 2λ)3
2λ(1 − λ)
)
∼ ∆k0 exp

− θ
M
M0∑
j=1
j

 = ∆k0 exp
(
− θ
M
(M0 + 1)M0
2
)
∼ ∆k0e−θ/2.
Since ∆k0+j is decreasing in j, we have
Ke−θ/2n−β =M0∆k0e
−θ/2 ≤
M0−1∑
j=0
∆k0+j ≤M0∆k0 = Kn−β,
for K =
√
1−2λ
4λ(1−λ)π as in (8.12). A similar argument gives a θ
′ such that
Ke−θ
′/2n−β =M0∆k0e
−θ′/2 ≤
M0∑
j=1
∆k0−j ≤M0∆k0 = Kn−β,
and also
(ℓ+1)M0−1∑
j=ℓM0
∆k0+j ≤ Keℓθ/2n−β and
ℓM0−1∑
j=(ℓ+1)M0
∆k0−j ≤ Keℓθ
′/2n−β,
as long as j ∈ [M,N ]. This proves the claim.
Finally, using geometric series, we can find 0 < K2 < K1 such that
K2n
−β ≤ J1 =
N∑
j=M
∆j ∼
(N−k0)/M0∑
ℓ=(k0−M)/M0
k0+(ℓ+1)M0−1∑
j=k0+ℓM0
∆j ≤ K1n−β.
Lower bound: We estimate
J2 :=
N∑
k=0
∫
{τ>σk+1}
1{σ>n} ◦ fσk dµφˆ.
If y is such that SM = σ ◦ fσk(y) for n ≥ 3, then automatically ρ > k + 1, and the domain
of fσk+1 = F k+1 containing y maps to an interval of length O(λM−1). This is because F k+1
maps the corresponding domain onto one of the two components of ∪m≥M−1Vˆm. The slope
of F k is λ[λ(1− λ)]k, so the domain itself has length O(λM [λ(1− λ)]k).
Using Dyck words, i.e., the codings from (8.7) (or equivalently paths of the standard
random walk on N0), the path from V2 to Vm, m ≥ M − 1, corresponds to a Dyck word
x1 . . . x2k+m with k +m “ups” and k “downs”. Since the number of “ups” always exceeds
the number of “downs“ in all subwords x1 . . . xj , the reflection principle gives that there are
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(
2k+m
k+m
)− ( 2k+mk+m+2) = (2k+mk+m )(1− k(k+1)(k+m+2)(k+m+1)) < (2k+mk+m ) such words. Since σ > n implies
m ≥ N0 := ⌊(log n)/ logG⌋, we get
J2 ≪
N∑
k=N0
∑
m≥N0
(
2k +m
k +m
)
λm[λ(1− λ)]k.
Now (
2k +m
k +m
)
=
(
2k +m
2k+m
2
)(2k+m
k+m
)
(2k+m
2k+m
2
)
≤
(
2k +m
2k+m
2
)
(k + 1)(k + 2) · · · (k + m2 )
(k + m2 + 1)(k +
m
2 + 2) · · · (k +m)
≤
√
2
π
22k+m√
2k +m
(k + 1)(k + 2) · · · (k +m/2)
(k + m2 + 1)(k +
m
2 + 2) · · · (k +m)
.
Therefore
J2 ≪
N∑
k=N0
[4λ(1− λ)]k
∑
m≥N0
(2λ)m√
2k +m
(k + 1)(k + 2) · · · (k + m2 )
(k + m2 + 1)(k +
m
2 + 2) · · · (k +m)
.
The largest value of the summand is achieved at k = N0, and is equal to
[4λ(1 − λ)]N0
∑
m≥N0
(2λ)m√
2N0 +m
(N0 + 1)(N0 + 2) · · · (N0 + m2 )
(N0 +
m
2 + 1)(N0 +
m
2 + 2) · · · (N0 +m)
= [4λ(1 − λ)]N0
∑
m≥N0
(2λ)m√
2N0 +m
N0/2∏
j=1
N0 + j
N0 +
m
2 + j
.
We estimate the product in this expression with m = N0, using a Riemann sum, as
N0/2∏
j=1
N0 + j
N0 +
N0
2 + j
≤
√
2/3
N0
exp
N0/2∑
j=1
log(1 +
j
3N0
)
∼
√
2/3
N0
exp
(
N0
2
∫ 1
0
log(1 +
x
6
) dx
)
≤
√
2/3
N0
e0.04N0 .
Therefore
J2 ≪ N −N0√
2N0
(
4λ2(1− λ)
√
2
3
e1/12
)N0
≤ 1√
log n
n
1
logG
log[8λ2(1−λ)
√
2
3
e0.04]
< n−β,
provided 8λ2(1 − λ)
√
2
3e
0.04 < log λ1−λ , or equivalently 8λ(1 − λ)2
√
2
3 + 0.04 < 1. The
maximum of λ2(1 − λ) on [ 2
3+
√
5
, 12 ] occurs at λ = λ0 :=
2
3+
√
5
, and then 8λ0(1 − λ0)2
√
2
3 +
0.04 ≈ 0.93. Hence, there exists β′ > β such that J2 ≪ n−β′ as n→∞.
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Combining the estimates for J1 and J2 with (8.10), we find µφˆ(τ > n) = ρ¯ µφ¯(σ >
n) + J1 − J2 = O(n−β), and this proves the theorem.
Proof of Proposition 8.14 The facts that the potential −t log |f ′| is recurrent for t ≤ 1
and P (−t log |f ′|) > 0 for t < 1 follow from [BTo09, BTo15]. The induced map F = fσ has
good liftability properties because every f -invariant measure is liftable, see [Kel89], except
the Dirac measure δ0, but this measure is supported outside the core [f
2(c), f(c)]. So all of
our potentials are liftable for F . Indeed, the induced potentials −t log |F ′| − σP (−t log |f ′|)
for F are also recurrent since as in [BTo15] these potentials all have equilibrium states for
t ≤ 1. Moreover, the variations of the induced potential are zero.
However, F doesn’t have the BIP property, and therefore we induce again, as a first return
to Vˆ1 := [z0, z1) ∪ (zˆ1, zˆ0]. For ρ(y) = min{n ≥ 1 : Fn(y) ∈ Vˆ1} the map Fˆ = F ρ : Vˆ1 → Vˆ1
is then a Markov map with linear branches that are onto a component of Vˆ1 (so the BIP
property holds) and reinduced potential φˆ =
∑ρ−1
j=0 φ¯ ◦ F j = − log |Fˆ ′|. If we take a first
return map for a Markov system with a recurrent potential with summable variations and
zero pressure, then the potential induces to one which also has zero pressure (see [S01b,
Theorem 2]), so all of our potentials are liftable for Fˆ as well.
It remains check (H1)(a), but this follows from Theorem 8.15.
Remark 8.16 In order to compare this with the results in [BTo15] (as recalled in Theo-
rem 8.10 we note that analogous result holds for φt-conformal measure (instead of Lebesgue),
when we replace λ with λt.
For λt ≤ 12 and hence
√
1− 4λt(1− λ)t ∈ [0, 1) we have 2√(1− λ)t(1− λt) ≥ 1 ≥
1 −√1− 4λt(1− λ)t for t ≤ 1. Squaring gives log 1−λtλt ≥ logR for R as in Theorem 8.10.
Another simple calculation gives 2λ(1 − 2λ) ≥ log 1−λ
t
λt . Therefore, the exponent 1/β(t) lies
indeed between the values given in (8.6). In fact, the lower bound from (8.6) is quite accurate,
because both limtր1 logR ∼ 2(1 − 2λ) and limtր1 log 1−λtλt ∼ 2(1 − 2λ) as λր 12 .
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