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DECAY OF CORRELATION RATE IN THE MEAN FIELD LIMIT
OF POINT VORTICES ENSEMBLES
FRANCESCO GROTTO AND MARCO ROMITO
It is a very special pleasure and honour for us to contribute to the volume collecting the
proceedings of the conference celebrating the 60th birthday of Franco Flandoli.
Abstract. We consider the Mean Field limit of Gibbsian ensembles of 2-
dimensional point vortices on the torus. It is a classical result that in such limit
correlations functions converge to 1, that is, point vortices decorrelate: we com-
pute the rate at which this convergence takes place by means of Gaussian inte-
gration techniques, inspired by the correspondence between the 2-dimensional
Coulomb gas and the Sine-Gordon Euclidean field theory.
1. Introduction
Mean Field scaling limits of 2-dimensional Euler point vortices, or the equivalent
2-dimensional Coulomb gas, are a classical topic in Statistical Mechanics, and a well
established literature is devoted to them. The present contribution to such theory
consists in determining the rate at which correlations of vortices, i.e. charges, decay
in the Mean Field limit.
We will consider the 2-dimensional torus T2 = (R/2πZ)2 as space domain; other
2-dimensional compact manifolds without boundary, or bounded domains of R2
with smooth boundaries can be covered by minor modifications of our arguments.
The Euler point vortices system on T2 consists in N point particles at positions xi ∈
T
2 and intensities ξi ∈ R, satisfying the system of ordinary differential equations
x˙i,t =
∑
j 6=i
ξj∇⊥G(xi,t, xj,t),
where the interacting potential is given in terms of the zero-averagedGreen function
of the Laplace operator, ∆G(x, y) = δx(y) − 1, and ∇⊥ = (−∂2, ∂1). The system
is defined so that the vorticity distribution ω =
∑
ξiδxi solves the 2-dimensional
Euler equations in weak sense, see [16, 19]. It is a Hamiltonian system with respect
to the conjugate coordinates (ξixi,1, xi,2), and Hamiltonian function
H(x1, . . . , xn) =
N∑
i<j
ξiξjG(xi, xj),
that is the interaction energy of the vortices. The time evolution, which is only
defined for a full Lebesgue-measure set of initial conditions, [8, 16, 10], preserves
the canonical Gibbs ensemble,
νβ,N (dx1, . . . , dxn) =
1
Zβ,N
exp (−βH(x1, . . . , xn)) dx1, . . . , dxn.
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This measure was first introduced by Onsager in this context, [17]. Equilibrium
ensembles at high kinetic energy, which exhibit the tendency to cluster vortices
of same sign intensities expected in a turbulent regime, were proposed by Onsager
allowing negative values of β, a parameter which does not correspond to the inverse
temperature of the fluid. Unfortunately, we will not be able to treat the case β < 0
with our arguments.
On the torus T2, in the Mean Field scaling limit, that is in the limit N → ∞,
β → 0, Nβ = 1, the k-particle correlation function of the Gibbsian enseble converge
to 1. In other words, in such limit the positions of vortices completely decorrelates.
To evaluate the rate at which this happens we will resort to Gaussian integration,
transforming functionals of the Gibbsian ensemble into Gaussian integrals, in fact
exploiting techniques dating back to classical works on statistical mechanics of the
Coulomb Gas, such as [9, 18, 2, 3, 13, 14].
1.1. Outline and Notation. The forthcoming section reviews the classical Mean
Field theory of point vortices and states our main result, Theorem 2.3, whereas
section 3 contains a mostly formal exposition of the equivalence between point
vortices or 2D Coulomb gas ensembles and the Sine-Gordon Euclidean field theory.
Such correspondence is in fact the origin of the ideas in the proof of Theorem 2.3,
which is the object of section 4.
Throughout the paper, the symbols ≃,. denote (in)equalities up to uniform
multiplicative factors. The symbol ∼ denotes equality in law of random variables.
The letter C denotes possibly different constants, depending only on its eventual
subscripts. Finally, χA is the indicator function of the set A.
2. Mean Field Theory and Previous Results
Our discussion begins with a brief review of the Mean Field theory for point
vortices on the torus T2. We consider a system of an even number N of vortices
with positions
(x1, . . . xN ) =
(
y1, . . . yN/2, z1, . . . zN/2
)
;
the first N/2 vortices have intensity +1, the others −1. For brevity, we will denote
x = (y, z) ∈ T2×N the array of all positions. We consider the Canonical Gibbs
measure at inverse temperature β associated to the Hamiltonian
(2.1) HN (x) =
1
2
N/2∑
i6=j
(G(yi, yj) +G(zi, zj))−
N/2∑
i=1
N/2∑
j=1
G(yi, zj).
In order to avoid redundant notation, we already introduce in the definition of
Gibbs’ measures the Mean Field Limit scaling, β 7→ βN .
Lemma 2.1 ([7, 9, 12]). For any 0 ≤ β < 4πN ,
Zβ,N =
∫
T2×N
e−
β
N
HN (x)dxN <∞, dµβ,N (x) = 1
Zβ,N
e−
β
N
HN (x)dxN ,
defines a probability measure on T2×N , symmetric in its first N/2 variables yi and
in the second N/2 variables zi.
The central object of our discussion is the k-point correlation function, the aim
being understanding its asymptotic behaviour in the limit N →∞. We fix a finite
number of vortices: by symmetry, there is no loss in considering (y1, . . . , yh, z1, . . . zℓ)
for N ≥ h+ ℓ. To ease notation, we will write
x = (xˆ, xˇ), xˆ = (yˆ, zˆ) = (y1, . . . , yh, z1, . . . zℓ),
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and analogously xˇ the array of vortices we are not fixing. We define
ρNh,ℓ(y1, . . . , yh, z1, . . . zℓ) = ρ
N
h,ℓ(xˆ) =
1
Zβ,N
∫
TN−h−ℓ
e−
β
N
HN (x)dxˇ.
Here and from now on dxˇ (respectively dxˆ) indicates integration with respect to
the N − h− ℓ 2-dimensional variables xˇ (resp. the h+ ℓ variables xˆ).
Theorem 2.2. Let β > 0; the free energy functional
F(ρ+, ρ−) = 1
β
∫
T2
(ρ+ log ρ+ + ρ− log ρ−) +
∫
T2
(ρ+ − ρ−)G ∗ (ρ+ − ρ−),(2.2)
ρ+, ρ− probability densities on T2 such that ρ± log ρ± ∈ L1(T2),
admits the unique minimiser ρ+ = ρ− ≡ 1. For any 1 ≤ h+ ℓ ≤ N and 1 ≤ p <∞,
the (h+ℓ)-point correlation function ρNh,ℓ converges to ρ
⊗h
+ ⊗ρ⊗ℓ− ≡ 1 in Lp topology,
(2.3) lim
N→∞
∥∥ρNh,ℓ − 1∥∥Lp(T2×N ) = 0.
The latter is a classical result, valid for more general geometries of the space
domain and for small negative temperatures regimes, although in such generality
the minimiser of the functional (maximiser for β < 0) might not be unique and
limit points of the sequence (ρNk,h)N∈N can thus be superpositions of minima (resp.
maxima) of F . We refer to [4, 5] and the monography [15] for a complete discussion.
Stationary points of the free energy can be characterised as solutions of the Mean
Field equation for the potential φ = G ∗ (ρ+ − ρ−),
−∆φ = e
−βφ
Z+
− e
βφ
Z−
, Z± =
∫
T2
e∓βφdx,
which, up to a suitable choice of the average ψ = φ + c, is equivalent to the sinh-
Poisson equation,
(2.4) ∆ψ =
1
α
sinh(βψ), 4α2 =
∫
T2
e−βψdx
∫
T2
eβψdx,
see [16, section 7.5]. Since on the torus there is a unique and trivial solution ρ ≡ 1,
such equivalence is trivial in our setting: it is nonetheless a more general fact.
The main result of the present paper is the following refinement of Theorem 2.2,
concerning the rate at which the convergence (2.3) takes place.
Theorem 2.3. For any β > 0, 1 ≤ k + h ≤ N and 1 ≤ p <∞,
‖ρNh,ℓ − 1‖Lp(T2×N ) ≤
Cβ,p,h,ℓ√
N
(logN)
3
2 .
The core idea behind our computations is the correspondence, provided by
Gaussian integration, between functionals of the vortex ensemble and certain Eu-
clidean field theoretic integrals. We are able to exploit such link, to be outlined in
the forthcoming section, only for positive temperatures, β > 0. This unfortunately
rules out a relevant regime, β < 0, in which the Mean Field equation on T2 admits
nontrivial solutions, see [15].
3. The Coulomb Gas and Sine-Gordon Field Theory
The 2-dimensional, Coulomb gas is a classical mechanics system consisting of
point charges: we will consider the case in which there are two species of charges
of opposite signs, but with same intensity. For a system of N charges, say half
positive and half negative, their dynamics is described by the Hamiltonian function
H = 1
2
N∑
i=1
p2i +
1
2
∑
i6=j
σiσjG(xi, xj),
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where G is the Green function of the Laplacian, as above, xi are the positions and
pi the momenta of the charges, σi = ±1 the signs of the charges. In Gibbsian
ensembles of the system, momenta have Maxwellian (Gaussian) independent distri-
butions; when dealing with correlation functions or analogous functionals –which
is ultimately the aim of the present work– we can always integrate them out: it
is thus convenient to only consider the configurational (interaction) part of the
Hamiltonian.
We consider the system of charges in a bounded domain D ⊆ R2, so boundary
conditions have to be supplemented to define G: for the sake of this discussion
there is no difference in considering free boundary conditions, Dirichlet boundary
conditions (physically interpreted as considering the system in a cavity inside a
conductor) or the periodic case T2. It is immediate to observe that the (configura-
tional) Canonical Gibbs ensemble for the 2D Coulomb gas actually coincides with
the vortices ensemble defined above, provided that the same boundary conditions
are taken into account, since the configurational part of the Hamiltonian H is in
fact the same as (2.1).
3.1. The Sine-Gordon representation. It is a classical and well-known fact that
Gaussian integration provides a correspondence between two-dimensional Coulomb
gas and the Sine-Gordon field theory, as described in [18]. This equivalence has
been instrumental in the study of both systems, see for instance [9, 2, 3], since
it allowed to employ techniques from both statistical mechanics and field theory.
The remainder of this section is dedicated to review such correspondence, which
we will exploit in the proof of Theorem 2.3. The following arguments are mostly
formal and not rigorous: indeed we only aim to provide a heuristic motivation of
the techniques we are going to use.
The equivalence with Sine-Gordon theory is exact only when the Coulomb gas
is considered in the Grand Canonical ensemble. Let us then consider the (configu-
rational part of the) Grand Canonical partition function,
Zz,β =
∞∑
n=0
zn
n!
∫
Dn
exp (−βHn(x1, σ1, . . . xn, σn)) dxndνn,(3.1)
where the activity z > 0 controls the arbitrary (Poisson distributed) number n of
charges and ν is the law of a 12 -Bernoulli variable on {±1}; the positions xi and
signs σi are thus independent variables with law, respectively, dx on T
2 and ν.
Notice that the neutrality condition has been replaced with an average neutrality,∫
σdν(σ) = 0; this is only for the sake of simplicity of exposition, different and
more general choices can be made.
The corresponding (Euclidean) Sine-Gordon field theory has Lagrangian
L(φ) = β |∇φ|2 − 2z cos (βφ) ,
so that the vacuum expectation value is
Vz,β =
∫
e−
∫ L(φ)dxDφ =
∫
exp
(
−β
∫
D
|∇φ|2dx+ 2z
∫
D
cos(βφ)dx
)
Dφ.
The equivalence with Grand Canonical Coulomb gas is most immediately seen by
observing that the partition function Zz,β actually coincides with the Sine-Gordon
vacuum expectation, up to a normalising factor given by the vacuum expectation
of the free field,
(3.2) Zz,β = Vz,β/V0,β.
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This can be shown with the following formal computation. If X,Y are two real
standard Gaussian variables, it holds
e
s2+t2
2 E
[
ei sXei tY
]
= e−stE[XY ].
By means of this Fourier transform, we can thus formally see any exponential
function e−G(xi,xj) as the field theoretic correlation function of the field operators
eiχ(xi), eiχ(xj) with respect to the free (Gaussian) theory with action
∫ |∇χ|2dx
(the 2-dimensional Gaussian free field). More explicitly, we write
∫
eiβ
∑n
i=1 σiχ(xi)e−β
∫
D
|∇φ|2dxDφ∫
e−β
∫
D
|∇φ|2dxDφ = exp

−β
2
n∑
i6=j
σiσjG(xi, xj)

 .
The computation is only formal since the random field χ has singular covariance:
its samples are not functions (χ can be realised as a random distribution), and
thus the above complex exponentials need renormalisation to be rigorously defined.
Proceeding with the formal computation (in which for a moment we omit the infinite
renormalisation term V0,β =
∫
e−β
∫ |∇φ|2Dφ),
∞∑
n=0
zn
n!
∫
dx1 · · · dxndν(σ1) · · · dν(σn)
∫
e−β
∫
D
|∇φ|2dxDφei β
∑n
i=1 σiχ(xi)
=
∞∑
n=0
zn
n!
∫
e−β
∫
D
|∇φ|2dxDφ
(∫
dxdν(σ)ei βσχ(x)
)n
=
∫
e−β
∫
D
|∇φ|2dxDφ
∞∑
n=0
zn
n!
(∫
dx2 cos(βχ(x))
)n
=
∫
e2z
∫
cos(βφ(x))dxe−β
∫
D
|∇φ|2dxDφ = Vz,β ,
from which (3.2).
3.2. Mean Field Scaling and Correlation Functions. The Mean Field scaling
of Coulomb charges in the Canonical ensemble is
β 7→ εβ, N 7→ N
ε
, ε→ 0,
and it corresponds in the Grand Canonical Ensemble to
β 7→ εβ, z 7→ z
ε
, ε→ 0
(ε sometimes referred to as the plasma parameter). Applying the Mean Field scaling
to the Sine-Gordon theory one recovers the Klein-Gordon field theory: looking at
vacuum expectations,
Vz/ε,εβ ε→0−−−→
∫
exp
(∫
D
|∇φ|2dx+ zβ
∫
D
φ2dx
)
Dφ,
the right-hand side being the vacuum expectation of the theory with Lagrangian
L(φ) = |∇φ|2 − zβφ2,
This is because in such a scaling every term in the power expansion of the inter-
action term cos(ξ
√
βφ) is negligible save for the quadratic one. A straightforward
computation –using for instance Fourier series on T2– reveals that the Mean Field
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scaling limit of Zz,β in fact coincides with the partition function of the Energy-
Enstrophy invariant measure of the 2-dimensional Euler equations,
Zz/ε,εβ = Vz/ε,εβ/V0,0 ε→0−−−→ Zβ =
∫
exp
(
−β
∫
D
ω∆−1ωdx
)
dµ(ω),
dµ(ω) =
1
Z
∫
e−
∫
D
ω2dxDω,
where µ –the Enstrophy measure– is actually the space white noise on T2. The
following result of [11] (to which we refer for a complete discussion of the involved
Gaussian measures), rigorously establishes such convergence for the Canonical en-
semble of charges on the torus T2.
Theorem 3.1. For any β ≥ 0,
lim
N→∞
Zβ,N = Zβ.
Let us now fix the first k charges, with positions x1, . . . xk ∈ D and intensities
ξi = σi, σi ∈ {±1}, i = 1, . . . k. Their Grand Canonical correlation function is
obtained considering the ensemble composed of those and other n charges with
random position and intensities, n being also randomly distributed as before,
ρ(x1, ξ1, . . . xk, ξk) =
1
Zz,β
∞∑
n=1
zn
n!
∫
Dn
e−βHn+k(xi,σi)
n+k∏
i=k+1
dxidν(σi)
In the Sine-Gordon correspondence, these statistical mechanics correlation func-
tions transform into the correlation (Green function) of the field operators ei ξiχ(xi),
(3.3) ρ(x1, ξ1, . . . xk, ξk) =
∫ ∏k
i=1 e
i
√
βσiφ(xi)e−
1
ε
∫
D
L(φ)dxDφ∫
e−
1
ε
∫
D
L(φ)dxDφ
The latter expression follows from the same formal computations of the previous
paragraph: we applied the Gaussian integration formula with respect to the free
field with Lagrangian 1ε
∫ |∇φ|2dx, so that the dependence on ε is factored out from
the action.
As ε goes to zero, the dominant contribution of the functional integrals in (3.3)
comes from the stationary points of the action S(φ) = ∫D L(φ)dx, which are given
by
δS
δφ
= ∆φ− 2z sin(
√
βφ) = 0,
which is equivalent, setting ψ = − iφ, to the Debye-Hu¨ckel Mean Field equation,
∆ψ = 2z sinh(
√
βψ),
which is a sinh-Poisson equation in agreement with the one in (2.4). In the par-
ticular case of the torus, D = T2, this equation only admits the trivial solution
ψ ≡ 0. The limit of correlation functions can thus be obtained by evaluating the
field operator
∏k
i=1 e
i
√
βσiφ(xi) at the stationary point,
ρ(x1, ξ1, . . . xk, ξk) ∼
k∏
i=1
e−
√
βξiψ(xi) = 1.
Formal computations involving power expansion of the cosine interaction term leads
to further orders behaviour of the correlation function in ε, see [13].
Our work actually finds an analogue in [13], with some important differences:
they consider Coulomb charges in dimension 3 (while we exclusively focus on the
2-dimensional case), and their charges are smeared, the cutoff parameter going to
zero in a suitable rate with respect to the Mean Field scaling, while we retain the
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whole singularity of the interaction. The latter difference is analogous to the one
between the two works [1] and [11].
4. Decay of Correlations
Let us now proceed to the proof of our main result, Theorem 2.3. The main
difficulty is due to the logarithmic singularity of the Green function G. To deal
with it we will decompose G in two parts, a smooth approximation Vm of G and
a remainder Wm retaining logarithmic singularity. Thanks to Vm being smooth,
we can apply the Sine-Gordon transformation to the associated part of the Gibbs
exponential, and then obtain the sought asymptotic behaviour by means of an
iterative expansion of Gaussian exponentials. The contribution of the singular
part Wm turns out to be negligible when we consider the limit in N → ∞ with
m = m(N)→∞ in a suitable rate.
4.1. Potential Splitting and Preliminary Results. First and foremost, let us
split the interaction potential G: for m > 0,
(4.1) G = −∆−1 = (−∆−1 − (m2 −∆)−1)+ (m2 −∆)−1 := Vm +Wm.
Physically, the singular part Wm corresponds to the singular short-range part of
the interaction: indeed the Green function ofm2−∆ with free boundary conditions
–the 2-dimensional Yukawa potential or screened Coulomb potential with mass m–
has logarithmic divergence in the origin but decays exponentially fast at infinity.
We will denote, according to (4.1),
H = HVm +HWm =
N∑
i<j
ξiξjVm(xi, xj) +
N∑
i<j
ξiξjWm(xi, xj).
We will regard the regular part of the Hamiltonian corresponding to Vm as the co-
variance of a Gaussian field as we formally did in section 3 for the full Hamiltonian.
We thus define Fm as the centred Gaussian field on T
2 with covariance kernel Vm,
that is
(4.2) ∀f, g ∈ L˙2(T2), E [〈Fm, f〉 〈Fm, g〉] =
〈
f,
(−∆−1 − (m2 −∆)−1) g〉 .
The remainder of this paragraph deals with properties of Fm. The reproducing
kernel Hilbert space is√
−∆−1 − (m2 −∆)−1L˙2(T2) ⊆ H˙2(T2),
so that Fm has a H˙
s(T2)-valued version for all s < 1, into which H˙2(T2) has
Hilbert-Schmidt embedding. As a consequence, by Sobolev embedding, Fm has a
version taking values in L˙p(T2) for all p ≥ 1.
The field Fm can also be evaluated at points x ∈ T2: the coupling Fm(x) :=
〈δx, Fm〉 is defined as the series, converging in L2(Fm) uniformly in x ∈ T2,
〈δx, Fm〉 =
∑
k∈Z2
0
e2π ix·kFˆm,k, Fˆm,k = 〈ek, Fm〉 ∼ NC
(
0,
m2
4π2|k|2 (m2 + 4π2|k|2)
)
.
In other terms, x 7→ Fm(x) is a measurable random field, and Fm(x) are centred
Gaussian variables of variance Vm(x, x) = Vm(0, 0). By Kolmogorov continuity
theorem, there also exists a version of Fm(x) which is α-Ho¨lder for all α < 1/2.
Lemma 4.1. For any α > 0, p ≥ 1 and m→∞,
E
[
‖Fm‖pp
]
≃p (logm)p/2,(4.3)
E
[
exp
(
−α ‖Fm‖22
)]
≃ m− α2π ,(4.4)
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and, moreover, for 0 < α ≤ α′,
(4.5) E
[
exp(−α‖Fm‖2L2)
]− E [exp(−α′‖Fm‖2L2)] . (α′ − α)m− α2π logm.
Proof. Let us begin with (4.3): by Fubini-Tonelli,
E
[
‖Fm‖pp
]
=
∫
T2
E [|Fm(x)|p] dx = cp
∫
T2
Vm(x, x)
p/2dx = cpVm(0, 0)
p/2,
where Vm(0, 0) =
1
2π logm + o(logm) can be checked by explicit computation in
Fourier series. As for (4.4), a standard Gaussian computation (see [6, Proposition
2.17]) gives
E
[
exp
(
−α ‖Fm‖22
)]
= exp
{
−1
2
Tr
(
log
(
1 + 2α
(−∆−1 − (m2 −∆)−1)))}
= exp

−1
2
∑
k∈Z2
0
log
(
1 +
2αm2
4π2|k|2(m2 + 4π2|k|2)
)
> exp

− ∑
k∈Z2
0
αm2
4π2|k|2(m2 + 4π2|k|2)


= exp (−αVm(0, 0)) ≃ m− α2π ,
the other inequality descending from analogous computations using log(1 + x) >
x − x22 , x > 0, instead of the inequality log(1 + x) < x we just applied. Finally,
(4.5) is obtained considering the first order Taylor expansion of the exponential
and controlling the remainder by means of Gaussian computations analogous to
the ones above. 
Let us now consider the Sine-Gordon transformation applied to HVm : since for
any s, t ∈ R it holds
E
[
ei sFm(x)ei tFm(y)
]
= e−
s2+t2
2
Vm(0,0)e−stVm(x,y),
(and analogous expressions for n-fold products) we can transform∫
T2N
e−βHVm dx1 · · · dxn(4.6)
=
∫
T2N
exp

− β
2N
N∑
i6=j
σiσjVm(xi, xj)

 dx1 · · · dxn
= e
β
2
Vm(0,0)E
[∫
T2N
exp
(
− i
√
β
N
N∑
i=1
σiFm(xi)
)
dx1 · · · dxn
]
.
In both expressions, E denotes expectation with respect to the law of the Gaussian
field Fm. It is worth recalling the following estimate on the regular Gibbs partition
function obtained in [11, Proposition 2.8] (see also Proposition 4.5 below).
Proposition 4.2. For any β > 0 and integer n ≥ 1, if m = m(N) grows at most
polynomially in N , then it holds∫
T2N
e−βHVmdx1 · · · dxn ≤ Cβ,n
(
1 +
m
β
4π (logm)
2n
Nn/2
)
uniformly in N .
As already remarked, we will also need some control on (the partition function
associated to) the singular part of the potential Wm. We refer to [11, Proposition
2.9] for the proof of the following:
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Proposition 4.3. Let N ≥ 1, β > −8π and m > 0. There exists a constant
Cβ > 0 such that∫
T2N
e−βHWmdx1 · · · dxn ≤
(
1 + Cβ
(logm)2
m2
)N
.
Finally, we will need some elementary properties of real and complex exponential
integrals, which we isolate here for the reader’s convenience.
Lemma 4.4. Let (X,µ) be a probability space and f ∈ L1(X,µ) with ∫ fdµ = 0
and
∫
e−αfdµ <∞ for α > 0. Then for all n ≥ 1,∫ (
e−f − 1)2n dµ ≤ 22n−2 ∫ (e−2nf − 1)dµ.
Moreover, if additionally f ∈ L4(X,µ) , then∣∣∣∣
∫
ei fdµ− e− 12‖f‖22
∣∣∣∣ ≤ ‖f‖
3
3
6
+
‖f‖42
8
.
Proof. Expanding the product,∫ (
e−f − 1)2n dµ = 2n∑
k=0
(
2n
k
)
(−1)k
∫
e−kfdµ,
and controlling positive and negative terms respectively with Young’s and Jensen’s
inequalities,
1 ≤ e−k
∫
fdµ ≤
∫
e−kfdµ ≤ k
2n
∫
e−2nfdµ+
2n− k
2n
,
we get ∫ (
e−f − 1)2n dµ ≤
(
n∑
k=0
k
n
(
2n
2k
))∫
e−2nfdµ
+
n∑
k=0
(
2n
2k
)
n− k
n
−
n−1∑
k=0
(
2n
2k + 1
)
= 22n−2
∫
(e−2nf − 1)dµ,
which proves the first statement. As for the second one, thanks to the zero average
condition, we can expand∫
T2
ei f(x)dx− e− 12‖f‖22
=
∫
T2
(
eif(x) − 1− i f(x) + f(x)
2
2
)
dx−
(
e−
1
2
‖f‖2
2 − 1 + ‖f‖
2
2
2
)
and then apply Taylor expansions∣∣∣∣eit − 1− it+ t22
∣∣∣∣ ≤ t36 ,
∣∣e−t − 1 + t∣∣ ≤ t2
2
. 
4.2. Proof of Theorem 2.3. To ease notation, in the following argument we will
denote
Ej =
∫
T2
ei ξj
√
βFm(xj) dxj , E = e
− β
2Nγ
‖Fm‖2L2 ,
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(notice that both depend on N,m = m(N)) and thus write (4.6) as
∫
T2N
e−βHVm dx1 · · · dxn = e
β
2γ
Vm(0,0)
E

 N∏
j=1
Ej


In sight of Lemma 4.4, we expect the 0-th order term (in 1/N) to be given by
e
β
2γ
Vm(0,0)
E
[
EN
]
, which is O(1) as shown above in Lemma 4.1. The forthcoming
proof applies the Taylor expansion of Lemma 4.4 to further and further orders.
Proposition 4.5. For any β ≥ 0 and integer k ≥ 0, let
Rk =
( N∏
j=k+1
Ej
)
− EN−k.
If m = m(N) grows at most polynomially in N , for every integer n ≥ 1
E[|Rk|] ≤ Cβ,k,n√
N
m−
β
4π (logm)
3
2 +
Cβ,k,n
N
n
2
(logm)3n/2.
Proof. For n = 1, we expand the product
∏N
j=k+1 Ej by means of the algebraic
identity
(4.7)
N∏
j=k+1
Ej = E
N−k +
N∑
ℓ=k+1
(Eℓ − E )EN−ℓ
(
ℓ−1∏
j=k+1
Ej
)
.
For n = 2, by iterating (4.7) we get the identity
Rk = E
N−k−1
N∑
ℓ=k+1
(Eℓ − E )
+
N∑
k+1≤ℓ1<ℓ2≤N
E
N−k−ℓ1+1(Eℓ1 − E )(Eℓ2 − E )
(
ℓ1−1∏
j=k+1
Ej
)
.
For general n, the iteration of (4.7) yields,
Rk =
n−1∑
ℓ=1
E
N−k−ℓ ∑
k+1≤k1<···<kℓ≤N
ℓ∏
j=1
(Ekj − E )
+
∑
k+1≤k1<···<kn≤N
E
N−n−k1+1
(
n∏
j=1
(Ekj − E )
)(
k1−1∏
j=k+1
Ej
)
.
To estimate the expectation of Rk, everything boils down to estimate expectations
of terms E a‖Fm‖3bL3 for a, b > 0. Indeed, we notice that |Ej | ≤ 1 and E ≤ 1, and
that by Taylor expansion, and since Fm has zero average on the torus, |Ej − E | ≤
N−3/2‖Fm‖3L3. By Lemma 4.1 and Cauchy-Schwarz,
E[E a‖Fm‖3bL3 ] ≤ E[E 2a]
1
2 ‖Fm‖6bL3]
1
2 ≤ m− a4πN β(logm)3b.
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Thus,
E[|Rk|] .
n−1∑
ℓ=1
N−ℓ/2E
[
E
N−k−ℓ‖Fm‖3ℓL3
]
+
1
N
N−n+1∑
k1=k+1
N−n/2E
[
E
N−n−k1+1‖Fm‖3nL3
]
.
n−1∑
ℓ=1
N−ℓ/2m−
N−k−ℓ
4πN
β(logm)3ℓ/2 +N−n/2(logm)3n/2
.
1√
N
m−
β
4π (logm)
3
2 +N−n/2(logm)3n/2,
since m is polynomial in N , therefore N−1/2(logm)3/2mβ/4πN is smaller than 1 for
N large enough. 
Remark 4.6. In fact, Proposition 4.5 reprises the argument used in [11] to prove
Proposition 4.2: indeed, the latter can be deduced from the former.
Proof of Theorem 2.3. Fix an even integer N ≥ 1 large enough, an exponent p ∈
[1,∞), and denote by q ∈ (1,∞] the Ho¨lder conjugate exponent, so that 1/p+1/q =
1. Let f ∈ Lq(T2×k) be a test function such that ‖f‖Lq ≤ 1. We use the potential
splitting (4.1), with m polynomial in N , to decompose the integral of f ,∫
T2k
f(xˆ)ρNh,ℓ(xˆ) dxˆ =
1
Zβ,N
∫
T2k
f(xˆ)(e−
β
N
HWm − 1)e− βNHVm dxˆ dxˇ
+
1
Zβ,N
∫
T2k
f(xˆ)e−
β
N
HVm dxˆ dxˇ
:= [S] + [R].
We first consider [S]. Let r, s ≥ 1 be such that 1/r+1/s = 1/p, then by the Ho¨lder
inequality,
[S] ≤ 1
Zβ,N
‖e− βNHWm − 1‖Lr‖e−
β
N
HVm ‖Ls .
By Jensen’s inequality, Zβ,N ≥ 1, moreover, by Proposition 4.2, ‖e− βNHVm ‖Ls is
uniformly bounded in N by our choice of m. If n is the smallest integer such that
2n ≥ r (thus 2n ≤ r + 2), by Proposition 4.3 and Lemma 4.4,
(4.8) ‖e− βNHWm − 1‖Lr ≤
(∫
T2N
e−
2nβ
N
HWm − 1
) 1
2n
.
( N
m2
(logm)2
) 1
r+2
,
since by our choice of m, N/m2 converges to 0 polynomially in 1/N .
We turn to the estimate of [R]. Set
δ(xˆ) =
(
h∏
j=1
ei
√
βFm(yj)
)(
ℓ∏
j=1
e− i
√
βFm(zj)
)
,
then as in (4.6),
[R] =
1
Zβ,N
e
1
2
βVm(0,0)E
[( N∏
j=k+1
Ej
) ∫
T2k
f(xˆ)δ(xˆ) dxˆ
]
.
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Consider the two terms that originate from the decomposition of the product in
EN−k + Rk. First, by Proposition 4.5,
(4.9)
e
1
2
βVm(0,0)
Zβ,N
E
[
Rk
∫
T2k
f(xˆ)δ(xˆ) dxˆ
]
≤ 1
Zβ,N
e
1
2
βVm(0,0)E[|Rk|]
≤ (logm)
3
2√
N
+
m
β
4π
Nn/2
(logm)3n/2.
By a Taylor expansion,
|δ(xˆ)− 1| . 1√
N
h∑
j=1
Fm(yj) +
1√
N
ℓ∑
j=1
Fm(zj),
therefore, by Lemma 4.1,
(4.10)
e
1
2
βVm(0,0)
Zβ,N
∣∣∣E[EN−k ∫
T2k
f(xˆ)(δ(xˆ) dxˆ − 1)
]∣∣∣ . 1√
N
(logm)1/2.
It remains to consider only the term,
1
Zβ,N
(
e
1
2
βVm(0,0)(E[EN−k]− Zβ,N
)∫
T2k
f(xˆ) dxˆ+
∫
T2k
f(xˆ) dxˆ
and we wish to estimate the contribution to the rate of convergence of the term in
brackets in the formula above. Applying the same estimates of above to f ≡ 1, we
see that the term in brackets is, up to error terms of the same order of those in
(4.8) and (4.9), controlled by
(4.11) e
1
2
βVm(0,0)(E[E N−k]− E[E N ]) . 1
N
logm
The last inequality follows from Lemma 4.1. We finally choose m = Na. With
a = 1 + r4 , (4.8) is controlled by N
−1/2(logN)3/2, as well as (4.10) and (4.11).
Likewise for (4.9) if we choose the integer n > 1 + β2πa. 
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