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GEOMETRIC MAXIMIZERS OF SCHATTEN NORMS OF SOME
CONVOLUTION TYPE INTEGRAL OPERATORS
MICHAEL RUZHANSKY AND DURVUDKHAN SURAGAN
Abstract. In this paper we prove that the ball is a maximizer of the Schatten
p-norm of some convolution type integral operators with non-increasing kernels
among all domains of a given measure in Rd. We also show that the equilateral
triangle has the largest Schatten p-norm among all triangles of a given area. Some
physical motivations for our results are also presented.
1. Introduction
Let Ω ⊂ Rd be an open bounded set. We consider the integral operator KΩ :
L2(Ω)→ L2(Ω) defined by
(1.1) KΩf(x) :=
∫
Ω
K(|x− y|)f(y)dy, f ∈ L2(Ω),
which we assume to be compact. Throughout this paper we assume that the kernel
K(|x|) is (a member of L1loc(R
d)) real, positive and non-increasing, i.e. that the
function K : [0,∞)→ R satisfies
(1.2) K(ρ) > 0 for any ρ ≥ 0,
and
(1.3) K(ρ1) ≥ K(ρ2) if ρ1 ≤ ρ2.
Since K is a real and symmetric function, KΩ is a self-adjoint operator. Therefore,
all of its eigenvalues and characteristic numbers are real. We recall that the character-
istic numbers are the inverses of the eigenvalues. Usually, examples of operators KΩ
often appear as solutions to differential equations. For example, the Peierls integral
operator (also discussed in (2.8)), namely the operator
PΩf(x) =
∫
Ω
1
4π
e−|x−y|
|x− y|2
f(y)dy, f ∈ L2(Ω), Ω ⊂ R3,
appears as the inverse to the one-speed neutron transport equation in Ω. In these
way, the eigenvalues of the differential operator correspond to characteristic numbers
of operators KΩ.
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The characteristic numbers of KΩ may be enumerated in ascending order of their
modulus,
(1.4) |µ1(Ω)| ≤ |µ2(Ω)| ≤ . . . ,
where µi(Ω) is repeated in this series according to its multiplicity. We denote the
corresponding eigenfunctions by u1, u2, ..., so that for each characteristic number µi
there is a unique corresponding (normalised) eigenfunction ui,
ui = µi(Ω)KΩui, i = 1, 2, . . . .
By using the Feynman-Kac formula and spherical rearrangement Luttinger [9]
proved that the ball B is a maximizer of the partition function of the Dirichlet
Laplacian among all domains of the same volume as B for all positive values of time,
i.e.
∞∑
i=1
exp(−tµDi (Ω)) ≤
∞∑
i=1
exp(−tµDi (B)), ∀t > 0, |Ω| = |B|,
where µDi , i = 1, 2, . . . , are the eigenvalues of the Dirichlet Laplacian. From this, by
using the Mellin transform one obtains
(1.5)
∞∑
i=1
1
[µDi (Ω)]
p
≤
∞∑
i=1
1
[µDi (B)]
p
, |Ω| = |B|,
when p > d/2, Ω ⊂ Rd. See also Luttinger [10]. We prove an analogue of this
Luttinger’s inequality for the integral operator KΩ.
In addition to this analysis we also look at the isoperimetric inequalities in the case
when Ω ranges over polygons, more specifically, over the triangles. In the Dirichlet
Laplacian case such problems have been treated by Po´lya [12], see also the exposition
by Po´lya and Szego¨ [13]. Summarising our main results for operators KΩ with an
additional condition on the kernel in both cases of arbitrary or polygonal domains,
we prove the following facts:
• the p-Schatten norm of (positive) KΩ is maximized on the ball among all
domains of a given measure;
• the p-Schatten norm of (positive) KΩ is maximized on the equilateral triangle
among all triangles of a given measure.
For the logarithmic potential operator, i.e. for the operator
LΩf(x) =
∫
Ω
1
2π
ln
1
|x− y|
f(y)dy, f ∈ L2(Ω),
for Ω ⊂ R2, some results analogous to those of the present paper have been obtained
in [17], for the Riesz potential operator in [16] as well as for more general convolution
type operators [18]. However, all previous papers on Schatten p-norms were only for
integer values of p, therefore, the setting of this paper is different, that is, in the
present paper in order to obtain geometric maximizer results for non-integer p we
define a special class of convolution type operators allowing for deeper analysis based
on specific properties of the kernel. We also note the related works [23] and [24] on
isoperimetric inequalities for the logarithmic and more general potential operators.
In Section 2 we present the main result of this paper. Its proof will be given in
Section 3. In Section 4 we discuss briefly isoperimetric inequalities for polygons.
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2. Main result and examples
Let H be a separable Hilbert space. We denote the class of compact operators
P : H → H by S∞(H). Recall that the singular values {sn} of P ∈ S
∞(H) are the
eigenvalues of the positive operator (P ∗P )1/2 (see e.g. Gohberg and Krein [6]). The
Schatten p-classes are defined as
Sp(H) := {P ∈ S∞(H) : {sn} ∈ ℓ
p}, 1 ≤ p <∞.
In Sp(H) the Schatten p-norm of the operator P is defined as
(2.1) ‖P‖p :=
(
∞∑
n=1
spn
) 1
p
, 1 ≤ p <∞.
For p =∞, we can set
‖P‖∞ := ‖P‖
to be the operator norm of P on H . It is well known that for the positive self-adjoint
operators the singular values are equal to the eigenvalues, and the corresponding
eigenfunctions form a complete orthogonal basis on H . As outlined in the intro-
duction, we assume that Ω ⊂ Rd is an open bounded set, and we consider compact
integral operators on L2(Ω) of the form
(2.2) KΩf(x) =
∫
Ω
K(|x− y|)f(y)dy, f ∈ L2(Ω),
where the kernel K is real, positive and non-increasing, that is, K satisfies (1.2) and
(1.3). This implies that it does not change its formula under the symmetric-decreasing
rearrangement, see e.g. Lieb and Loss [8].
By |Ω| we will denote the Lebesque measure of Ω.
The following analogue of the Rayleigh-Faber-Krahn inequality for the integral
operator KΩ was given in [18] (see also [16] and [19]).
Theorem 2.1. The ball B is a minimizer of the first characteristic number (by
modulus) of the convolution type compact operator KΩ among all domains of a given
measure, i.e.
(2.3) µ1(B) ≤ µ1(Ω)
for an arbitrary bounded open domain Ω ⊂ Rd with |Ω| = |B|.
Remark 2.2. In other words Theorem 2.1 says that the operator norm ‖KΩ‖ is
maximized in a ball among all Euclidean domains of a given volume. We also note
that since µ1 is the characteristic number with the smallest modulus according to
the ordering (1.4), actually µ1 is positive. Since the integral kernel of K is positive,
the statement, sometimes called Jentsch’s theorem, applies, see, e.g., [15]: the char-
acteristic number µ1 of the convolution type compact operator K with the smallest
modulus is positive and simple; the corresponding eigenfunction u1 can be chosen
positive. Therefore, (2.3) is the inequality between positive numbers.
4 MICHAEL RUZHANSKY AND DURVUDKHAN SURAGAN
We now define a ζ-kernel of the operator KΩ: we say that KΩ admits a ζ-kernel if
for all ζ ≥ 0 there exists a real, positive and non-increasing function Kζ(|x − y|), a
member of L1loc(R
d), such that
(2.4) ui(x) = (µi + ζ)
∫
Ω
Kζ(|x− y|)ui(y)dy, i = 1, 2, . . .
Here µi and ui are characteristic numbers and corresponding eigenfunctions of the
operator KΩ. Note that a real, positive and non-increasing function is called a
symmetric-decreasing function.
Theorem 2.3. Let B be a ball centered at the origin and let Ω be a bounded open
domain with |Ω| = |B|. Assume that the operators KΩ and KB are positive, admit
ζ-kernels, and KB ∈ S
q(L2(B)) for some q > 1. Let p0 be the smallest integer ≥ q.
Then
(2.5) ‖KΩ‖p ≤ ‖KB‖p
for all p0 ≤ p <∞.
Conditions for funding q for which an integral operator belongs to Sq in terms of
the regularity of its kernel were given, for example, in [4], see also [5].
2.1. An example. If the inverse to the operator KΩ is an elliptic operator, then
its ζ-kernel may be found as the Laplace transform of the corresponding heat kernel
(see [3]). The ζ-kernel assumption, of course, requires that the conditions for the
positivity of the heat kernel are satisfied, see, e.g., Reed-Simon [15], which, in par-
ticular, restricts this kind of examples to elliptic operators of order not higher than
2. However, many problems in mathematical physics are reducible to convolution
type positive integral operators. Here we consider the one-speed neutron transport
equation to illustrate an application of our results in mathematical physics.
We denote by ψ(x, s) the flux of particles at the point x in a steady state, moving
in the direction s = (s1, s2, s3), |s| = 1, with no sources. Then the function ψ(x, s)
satisfies the following integral-differential equation:
(2.6) 〈s,∇ψ〉+ bψ =
αh
4π
∫
S
ψ(x, ρ)dρ,
where S is a surface of the unit sphere centered at 0 in R3, 〈s,∇ψ〉 =
∑3
i=1 si
∂ψ
∂xi
,
b = 1/l, l is the mean free path at the point x and we assume that it is a constant
l > 0. This is the one-speed neutron transport equation for stationary processes with
isotropic scattering without sources.
For a complete description of the process of particle transport it is necessary to
prescribe the behaviour of the flux of particles ψ(x, s) on the boundary of this medium
(boundary conditions).
Here, for convenience, we assume that the domain Ω with boundary ∂Ω, where the
transport process is taking place, is convex. In this case a boundary condition of the
form
(2.7) ψ(x, s) = 0, 〈s, nx〉 < 0,
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expresses the absence of a flux of particles incident on the domain Ω from the outside.
In the boundary condition (2.7), nx is a unit outer normal at x and 〈s, nx〉 is a scalar
product.
Thus, we obtain the spectral problem
(2.8) 〈s,∇ψ〉+ bψ =
µ
4π
∫
S
ψ(x, ρ)dρ, x ∈ Ω ⊂ R3,
(2.9) ψ(x, s) = 0, 〈s, nx〉 < 0, x ∈ ∂Ω,
where µ = αh. It is known that the spectral problem (2.8)-(2.9) is equivalent to the
Peierls integral equation ([22], for more details see also [21])
(2.10) u(x) = µ
∫
Ω
P(|x− y|)u(y)dy,
where u(x) = 1
4π
∫
S
ψ(x, ρ)dρ and P(|x− y|) = 1
4π
e−b|x−y|
|x−y|2
is the Peierls kernel.
Theorem 2.1 is valid for this operator. Moreover, one concludes that Theorem 2.1
can be interpreted in theory of one speed neutrons that a ball is a maximizer of the
probability that the particles may be captured by the nucleus among all domains of
a given volume in R3 (see [20]). In addition, since we have the following ζ-kernel of
the Peierls integral operator:
(2.11) Pζ(|x− y|) =
1
4π
e−(ζ+b)|x−y|
|x− y|2
,
Theorem 2.3 applies in this case.
3. Proof of Theorem 2.3
For integer values of p we obtain:
Lemma 3.1. If the Schatten q-norm of KB is bounded in a ball B ⊂ R
d, then
(3.1)
∞∑
j=1
1
µpj(Ω)
≤
∞∑
j=1
1
µpj(B)
for any integer p ≥ q and an arbitrary bounded open domain Ω with |Ω| = |B|.
Proof of Lemma 3.1. By using bilinear expansion of the iterated kernels (see, for
example, [22]) we obtain
(3.2)
∞∑
j=1
1
µpj (Ω)
=
∫
Ω
...
∫
Ω
K(|y1 − y2|)...K(|yp − y1|)dy1...dyp, p ≥ q, p ∈ N.
Indeed this is the trace of the p-th power of the operator KΩ. It follows from the
Brascamp-Lieb-Luttinger inequality [1] (see also [11]) that∫
Ω
...
∫
Ω
K(|y1 − y2|)...K(|yp − y1|)dy1...dyp ≤
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(3.3)
∫
B
...
∫
B
K(|y1 − y2|)...K(|yp − y1|)dy1...dyp,
which proves
(3.4)
∞∑
j=1
1
µpj (Ω)
≤
∞∑
j=1
1
µpj (B)
, p ≥ q, p ∈ N,
for any bounded open domain Ω ⊂ Rd with |Ω| = |B|. Here we have used that the
kernel K is a symmetric-decreasing function. 
Since by the assumption KΩ is a positive operator, we have
(3.5) µi = |µi|, i = 1, 2, . . . .
As a consequence of Lemma 3.1 we obtain:
Lemma 3.2. If the Schatten q-norm of KB is bounded in a ball B ⊂ R
d, then we
have
(3.6)
∞∑
i=1
2|µi(Ω)|
|µi(Ω)|p−1(|µi(Ω)|2 − ζ2)
≤
∞∑
i=1
2|µi(B)|
|µi(B)|p−1(|µi(B)|2 − ζ2)
, |ζ | < µ1(B),
for any integer p ≥ q.
Proof of Lemma 3.2. By Theorem 2.1 we have that µ1(B) is the smallest of all |µi(B)|
and |µi(Ω)|, |Ω| = |B|, i = 1, 2, .... Therefore, for every ζ ∈ R such that |ζ | < µ1(B)
by using the geometric series we have
∞∑
i=1
|µi(Ω)|
|µi(Ω)|p−1(|µi(Ω)|2 − ζ2)
=
∞∑
i=1
1
|µi(Ω)|p(1−
ζ2
|µi(Ω)|2
)
=
∞∑
i=1
1
|µi(Ω)|p
∞∑
n=0
(
ζ2
|µi(Ω)|2
)n
=
∞∑
n=0
ζ2n
∞∑
i=1
1
|µi(Ω)|p+2n
, p ≥ q.
Here the condition integer p ≥ q ensures convergence of the sum. Now the claim
follows from Lemma 3.1, that is,
∞∑
n=0
ζ2n
∞∑
i=1
1
|µi(Ω)|p+2n
≤
∞∑
n=0
ζ2n
∞∑
i=1
1
|µi(B)|p+2n
,
completing the proof. 
As a consequence of Lemma 3.2 we have the following inequality:
Lemma 3.3. Under conditions of Lemma 3.2, we have
(3.7)
∞∑
i=1
e−|µi(Ω)|t
|µi(Ω)|p−1
≤
∞∑
i=1
e−|µi(B)|t
|µi(B)|p−1
, ∀t > 0,
for any bounded open domain Ω with |Ω| = |B| and any integer p ≥ q.
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Proof of Lemma 3.3. Let B be the bilateral Laplace transform
(3.8) B{f(t)}(ζ) =
∫ ∞
−∞
e−ζtf(t)dt.
Using the inverse bilateral Laplace transform (frequency shift of unit step) we have
B−1
{
2|µi|
|µi|2 − ζ2
}
(t) = e−|µi||t|, |ζ | < µ1(B).
Note that since µ1(B) is the least eigenvalue of all µi(B) and µi(Ω), i = 1, 2, ..., (see
Theorem 2.1) the above equality holds for all ζ such that |ζ | < µ1(B). By applying
B−1 to both sides of (3.6) we obtain (3.7) (see Lemma 3.6 for B−1 preserving inequality
(3.6)). 
One might have a question concerning the proof of Lemma 3.3, that is, why does
the inverse bilateral Laplace transform preserve the inequality (3.6)? In other words,
why is the inverse bilateral Laplace transform of a positive function positive? Of
course, this is not true in general. However, for the Laplace transform
L{f(t)}(ζ) =
∫ ∞
0
e−ζtf(t)dt,
the inverse Laplace transform of a positive function is positive for some classes of
functions, that is, the following theorem is valid (see [2, Theorem 2.3]).
Theorem 3.4 ([2]). Let f be a continuous function on the interval [0,∞) which is
of exponential order, that is, for some b ∈ R it satisfies
sup
t>0
|f(t)|
ebt
<∞,
and let F1 := Lf . Then f is non-negative if and only if
(3.9) (−1)kF
(k)
1 (s) ≥ 0 for all k ≥ 0 and all s > b.
In fact this positivity result follows directly from Post’s inversion formula (see [14])
(3.10) f(t) = lim
k→∞
(−1)k
k!
(
k
t
)k+1
F
(k)
1
(
k
t
)
for t > 0. If (3.9) is valid then the expression on the right hand side of (3.10) is
non-negative. Therefore, the limit f(t) is necessarily non-negative for all t.
In the proof of Lemma 3.3, we have the bilateral Laplace transform B in (3.8), which
can be also reduced to the Laplace transform L. Therefore, it can be checked that in
our special case the inequality is actually preserved (for this particular function). To
show it first we prove
Lemma 3.5. Let p be an integer ≥ q. Then
(3.11)
∞∑
j=1
1
|µj(Ω)|p−1(|µj(Ω)|+ ζ)n
≤
∞∑
j=1
1
|µj(B)|p−1(|µj(B)|+ ζ)n
,
for any n ∈ N and 0 < |µj(B)|+ ζ, that is, −|µ1(B)| < ζ.
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Proof of Lemma 3.5. Since by the assumption KΩ is a positive operator, we have
µi = |µi|, i = 1, 2, . . ., and let us rewrite (3.1) in the form
(3.12)
∞∑
j=1
1
|µj(Ω)|p
≤
∞∑
j=1
1
|µj(B)|p
, p ≥ q, p ∈ N.
Since we have added the same number ζ to denominators of both sides of (3.12) by
preserving the sign of each term we get the following analytic function in (−λ1,∞),
with λ1 = |µj(B)|:
(3.13) Fn(ζ) :=
∞∑
j=1
1
|µj(B)|p−1(|µj(B)|+ ζ)n
−
∞∑
j=1
1
|µj(Ω)|p−1(|µj(Ω)|+ ζ)n
.
First let us show that the positivity of (3.13) follows from (3.12) when ζ ∈ (−λ1, 0].
Notice that
(3.14) F ′n(ζ) = −nFn+1(ζ), n = 1, 2, ....
Therefore, we obtain
(3.15)
Fn(ζ) = Fn(0)− nFn+1(0)ζ +
n(n + 1)
2!
Fn+2(0)ζ
2 −
n(n+ 1)(n+ 2)
3!
Fn+3(0)ζ
3 + ....
By (3.12) we have Fn(0) ≥ 0 for all positive integers n, so it is clear from (3.15) that
(3.16) Fn(ζ) ≥ 0,
for ζ ∈ (−λ1, 0]. Now it is left to prove the inequality (3.11) for the case ζ > 0. By
using bilinear expansion of the iterated kernels, namely,
Kp(|x− y|) =
∫
Ω
...
∫
Ω
K(|x− y1|)K(|y1 − y2|)...K(|yp−1 − y|)dy1...dyp−1
and
Kζ,1(|x− y|) := Kζ(|x− y|),
Kζ,n(|x−y|) =
∫
Ω
...
∫
Ω
Kζ(|x−y1|)Kζ(|y1−y2|)...Kζ(|yn−1−y|)dy1...dyn−1, n = 2, 3, . . . ,
we obtain
(3.17)
∞∑
j=1
1
µp−1j (Ω)(µj(Ω) + ζ)
n
=
∫
Ω
∫
Ω
Kp−1(|x− y|)Kζ,n(|x− y|)dxdy,
for p = p0, p0 + 1, . . . , n = 1, 2, . . . , where p0 is the smallest integer ≥ q. It follows
from the Brascamp-Lieb-Luttinger inequality that
(3.18)
∫
Ω
∫
Ω
Kp−1(|x− y|)Kζ,n(|x− y|)dxdy ≤∫
B
∫
B
Kp−1(|x− y|)Kζ,n(|x− y|)dxdy,
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which proves
(3.19)
∞∑
j=1
1
|µj(Ω)|p−1(|µj(Ω)|+ ζ)n
≤
∞∑
j=1
1
|µj(B)|p−1(|µj(B)|+ ζ)n
for any bounded open domain Ω ⊂ Rd with |Ω| = |B| and an arbitrary ζ > 0. Here
we have used that by the assumption Kζ is a symmetric-decreasing function. 
Lemma 3.6. The inverse bilateral Laplace transform preserves the inequality (3.6).
Proof of Lemma 3.6. One has
(3.20) B{f(t)}(s) = L{f(t)}(s) + L{f(−t)}(−s),
where B is the bilateral Laplace transform and L is the Laplace transform. Let us
rewrite (3.20) in the form
(3.21) F (s) = F1(s) + E1(−s)
with
F (s) = B{f(t)}(s), F1(s) = L{f(t)}(s), E1(−s) = L{f(−t)}(−s).
In our case we have
F (ζ) =
∞∑
j=1
2|µj(B)|
|µj(B)|p−1(|µj(B)|2 − ζ2)
−
2|µj(Ω)|
|µj(Ω)|p−1(|µj(Ω)|2 − ζ2)
, |ζ | < |µ1(B)|,
F1(ζ) =
∞∑
j=1
1
|µj(B)|p−1(|µj(B)|+ ζ)
−
1
|µj(Ω)|p−1(|µj(Ω)|+ ζ)
, −|µ1(B)| < ζ,
E1(−ζ) =
∞∑
j=1
1
|µj(B)|p−1(|µj(B)| − ζ)
−
1
|µj(Ω)|p−1(|µj(Ω)| − ζ)
, ζ < |µ1(B)|.
To show the positivity of f(t) it is sufficient to check the conditions (3.9) for F1.
From Lemma 3.5 we have
(3.22) 0 ≤
∞∑
j=1
1
|µj(B)|p−1(|µj(B)|+ ζ)n
−
1
|µj(Ω)|p−1(|µj(Ω)|+ ζ)n
,
for any n ∈ N and −|µ1(B)| < ζ . It follows that
0 ≤ (−1)(k)F
(k)
1 (ζ), k = 0, 1, 2, ...,
for all ζ > −|µ1(B)|, which proves the positivity of f (by Theorem 3.4), that is,
f(t) ≥ 0 for all t > 0. Since in our case we have f(|t|) this shows
f(t) ≥ 0 for all t ∈ R.
This confirms that the inverse bilateral Laplace transform preserves the inequality
(3.6). 
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Proof of Theorem 2.3. The proof of Theorem 2.3 now follows directly from Lemma
3.3. Indeed, applying the Mellin transform
1
|µi|l
=
1
Γ(l)
∫ ∞
0
exp(−|µi|t)t
l−1dt, for any real l > 1,
to the inequality (3.7) leads to
(3.23)
∞∑
i=1
1
|µi(Ω)|p−1+l
≤
∞∑
i=1
1
|µi(B)|p−1+l
for any real l > 1 and any integer p ≥ q. As before let p0 be the smallest integer ≥ q.
Then since l is arbitrary real number > 1, from (3.23) we obtain
(3.24)
∞∑
i=1
1
|µi(Ω)|p
≤
∞∑
i=1
1
|µi(B)|p
for any real p > p0. In addition, by Lemma 3.1 we confirm that the inequality is also
true when p = p0. This completes the proof of Theorem 2.3. 
Remark 3.7. Our main techniques are the Brascamp-Lieb-Luttinger inequality for
multiple integrals, and positive integral representations of the trace of the p-th power
of the operator, that is, p0 being an integer is important. Therefore, the techniques do
not allow us to prove Theorem 2.3 for q ≤ p < p0. In view of the Dirichlet Laplacian
case, it seems reasonable to conjecture that the Schatten p-norm is still maximized
on the ball also for q ≤ p < p0. In addition, we also conjecture that Theorem 2.3 is
valid without the assumption on the existence of ζ-kernel.
4. The case of polygons
We can ask the same question of maximizing the Schatten p-norms in the class of
polygons with a given number n of sides. We denote by Pn the class of plane polygons
with n edges. We would like to identify the maximizer for Schatten p-norms of the
convolution type positive compact operator KΩ in Pn. According to Section 2, it is
natural to conjecture that it is the n-regular polygon. Currently, we can prove it only
for n = 3:
Theorem 4.1. Let ∆ be an equilateral triangle centered at the origin and assume
that K∆ ∈ S
q(L2(∆)) for some q > 1. Let Ω be any triangle with |Ω| = |∆|. Assume
that KΩ and K∆ are positive operators admitting ζ-kernels. Then
(4.1) ‖KΩ‖p ≤ ‖K∆‖p
for any p0 ≤ p <∞, where p0 is the smallest integer ≥ q.
Let u be a nonnegative, measurable function on Rd, and let V be a d−1 dimensional
plane through the origin of Rd. Choose an orthogonal coordinate system in Rd such
that the x1-axis is perpendicular to V ∋ z = (x2, . . . , xd).
Definition 4.2 ([1]). A nonnegative, measurable function u⋆(x|V ) on Rd is called a
Steiner symmetrization with respect to V of the function u(x), if u⋆(x1, x2, . . . , xd) is
a symmetric decreasing rearrangement with respect to x1 of u(x1, x2, . . . , xd) for each
fixed x2, . . . , xd.
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The Steiner symmetrization (with respect to the x1-axis) Ω⋆ of a measurable set
Ω is defined in the following way: if we write x = (x1, z) with z ∈ Rd−1, and let
Ωz = {x
1 : (x1, z) ∈ Ω}, then
Ω⋆ := {(x1, z) ∈ R× Rd−1 : x1 ∈ Ω∗z},
where Ω∗z is a symmetric rearrangement of Ωz (see the proof of Theorem 2.1).
Since the Steiner symmetrization has the same property as the symmetric-decreasing
rearrangement (see [1, Lemma 3.2]), that is, for a non-increasing positive function
K(|x− y|) and a positive function u we have
(4.2)
∫
Ω
∫
Ω
∫
Ω
u(y)K(|y − z|)K(|z − x|)u(x)dzdydx ≤∫
Ω⋆
∫
Ω⋆
∫
Ω⋆
u⋆(y)K(|y − z|)K(|z − x|)u⋆(x)dzdydx,
this will be useful for our analysis.
Indeed, first we obtain the following analogue of the Po´lya theorem ([12]) for the
integral operator KΩ for triangles Ω. See also the book by Po´lya and Szego¨ [13].
Theorem 4.3. The equilateral triangle ∆ centred at the origin is a minimizer of the
first characteristic number of the convolution type compact operator KΩ among all
triangles of a given area, i.e.
0 < µ1(∆) ≤ µ1(Ω)
for any triangle Ω ⊂ R2 with |Ω| = |∆|.
Remark 4.4. In other words Theorem 4.3 says that the operator norm of KΩ is
maximized in an equilateral triangle among all triangles of a given area.
Proof of Theorem 4.3. By Remark 2.2 the first characteristic number µ1 of the op-
erator K is positive and simple; the corresponding eigenfunction u1 can be chosen
positive in Ω. Using the fact that applying a sequence of Steiner symmetrizations
with respect to the mediator of each side, a given triangle transforms into an equi-
lateral one (see Figure 3.2. in [7]), and the fact that K(|x − y|) is a non-increasing
function, from (4.2) we obtain
(4.3)
∫
Ω
∫
Ω
∫
Ω
u1(y)K(|y − z|)K(|z − x|)u1(x)dzdydx ≤∫
∆
∫
∆
∫
∆
u⋆1(y)K(|y − z|)K(|z − x|)u
⋆
1(x)dzdydx.
Therefore, from (4.3) and the variational principle for the positive operator K2∆,
we get
µ21(Ω) =
∫
Ω
|u1(x)|
2dx∫
Ω
∫
Ω
∫
Ω
u1(y)K(|y − z|)K(|z − x|)u1(x)dzdydx
≥
∫
∆
|u⋆1(x)|
2dx∫
∆
∫
∆
∫
∆
u⋆1(y)K(|y − z|)K(|z − x|)u
⋆
1(x)dzdydx
≥
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inf
v∈L2(∆),v 6≡0
∫
∆
|v(x)|2dx∫
∆
∫
∆
∫
∆
v(y)K(|y − z|)K(|z − x|)v(x)dzdydx
= µ21(∆).
Since both µ1(Ω) and µ1(∆) are positive by Remark 2.2, we arrive at
µ1(Ω) ≥ µ1(∆) > 0
for any triangle Ω ⊂ R2 with |Ω| = |∆|. Here we have used the fact that the Steiner
symmetrization preserves the L2-norm. The proof is complete. 
Proof of Theorem 4.1. The proof of Theorem 4.1 relies on the same technique as
Theorem 2.3 with the difference that now we use the Steiner symmetrization. Since
the Steiner symmetrization has the same property (3.3) (see [1, Lemma 3.2]) as
the symmetric-decreasing rearrangement, it is clear that any Steiner symmetrization
increases (or at least does not decrease) the Schatten p-norms (cf. Lemma 3.1)
for integer p ≥ q. We only need to recall the fact that by a sequence of Steiner
symmetrizations with respect to the mediator of each side, a given triangle converges
to an equilateral one. The rest of the proof is exactly the same as the proof of
Theorem 2.3. 
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