In order to maximize the benefits of point forecast guidance from newer models within an environment of ongoing changes, it is helpful for both model users and developers to maintain an With this in mind, the AMU also performed a subjective verification of meso-eta model forecasts to help quantify the added value which cannot be inferred solely from an objective evaluation.
Results from the AMU's subjective verification of the meso-eta model over the Florida peninsula are discussed in a companion paper (Manobianco and Nutter 1998 Results for surface and upper-air forecasts are presented in sections 4 and 5, respectively, followed by a concluding discussion in section 6.
Eta model overview
The primary mesoscale modeling efforts at NCEP are focused on the development of the eta model (Rogers et al. 1995) . The original version of the eta model with a horizontal resolution of 80 km and 38 vertical layers replaced the Limited-Area Fine Mesh model in June 1993 (Black 1994) . In October 1995, NCEP increased the horizontal resolution of the operational "early" eta model from 80 km to 48 kin. At the same time, a cloud prediction seherne (Zhao et al. 1997 ) was implemented and initial analyses were produced using the Eta Data Assimilation System (Rogers et al. 1996) . In August 1995, NCEP also began running a mesoscale version of the eta (meso-eta) model with a horizontal resolution of 29 km and 50 vertical layers (Mesinger 1996) . Following model upgrades on 31 January 1996 (Chen et al. 1996; Janjic 1996a; Janjic 1996b; .Ianjic 1996e; Betts et al. 1997) , the "early" and meso-eta model configurations became identical except for resolution and data assimilation procedures. For quality control, gross errors in the data are screened manually and corrected, if possible.
Errors which are greater than three standard deviations from the mean error (bias) are excluded from the final statistics. This procedure is effective at flagging bad data points and removes less than one percent of the data.
Surface results
In the following section, meso-eta point forecast error characteristics for 2-m temperature and dew point temperature and 10-m wind speed are established for both the 1996 warm and cool seasons. Then an examination of errors for the 1997 warm and cool season periods highlights changes in forecast accuracy which may have occurred following the February and August 1997 model upgrades (Table 2) . Although statistics were calculated separately for the 0300 and 1500 UTC forecast cycles, only those from the 0300 UTC cycle are shown here.
Results from the 1500 UTC cycle provide little additional information since positive or negative biases occur with comparable magnitudes at approximately the same time of day in both forecast cycles. Moreover, averaging data from both the 0300 and 1500 UTC cycles as a function of forecast duration tends to cancel out the diurnally varying errors.
a. 1996 Warm Season
During the 1996 warm season, biases in 2-m temperature at XMR and TBW follow a diurnal cycle as the mean errors range from about -3 to 1 "C ( Fig. la) . (Fig. ld) . Biases at EDW are positive during the first 21 h of the forecast cycle (Fig. ld) .
When viewed in conjunction with the 2-m temperature bias in Fig. la , the net result is that forecasts are too cold and moist over this period. The studies by BE97 (their Fig. 10b ) and BL97
(their Fig. 4b ) indicate excessive amounts of 2-m specific humidity in the forecasts at time zero 
b) 1996 cool season
During the 1996 cool season, 2-m temperature biases are slightly positive at XMR. and slightly negative at TBW, with errors ranging from about 0 to 2 "C and 0 to -2 "C, respectively (Fig. 2a) . Forecast temperatures at EDW are about 0 to -4 "C colder than observed on average.
Over the first 12 h of the forecast cycle, large error standard deviations at EDW (Fig. 2e) ) reveal statistically significant changes in bias, efforts are made to determine whether the changes may be attributed to annual differences in either the mean forecasts or observations. that the model updates led to an improvement or degradation in forecast accuracy during 1997.
During the 1997 warm season, 2-m temperature biases at XMR and TBW range from about 1 to -3°C while at EDW, forecasts are on average 2 to 6°C colder than observed throughout much of the forecast cycle (Fig. 3a) . Forecast biases at XMR and TBW remain within about 1°C
of their 1996 values ( Fig. 3b) . At EDW, 2-m temperature biases increase in magnitude by about 3°C between 1500 and 0600 UTC. The standardized Z statistic indicates that these larger errors at EDW are statistically significant at the 99% confidence level (Fig 3c) (Fig. 3e) . At EDW however, absolute mean errors are diminished over the first part of the forecast cycle, but then are followed by a period where errors increase by nearly 6°C.
The Z statistics shown in Fig. 3f confirm that the annual changes in 2-m dew point temperatures are statistically significant during the middle of the forecast cycle at all three stations. The results shown in Fig. 4c indicate that these annual changes in bias are driven mostly by an increase (decrease) in the meanforecast values at EDW (XMR and TBW). By comparison, relatively minor shifts are noted in the average dew point temperature observations (Fig. 4d ).
The eta model updates implemented in February 1997 were designed to reduce PBL mixing and thereby improve the summer dry bias noted in specific humidity forecasts (BE97; BL97).
Although increased values for 2-m dew point temperature forecasts at EDW (Fig. 4c) are consistent with the intent of these model updates, the associated raise in the existing positive (moist) bias during 1996 ( Fig. 1<t ) leads to a further loss of forecast accuracy at that location in 1997 ( Fig. 3d, e) . Conversely, the lower dew point temperature forecasts at XMR and TBW ( February 1997 were not designed explicitly to alter the forecast wind fields.
d) ! 997 cool season
During the 1997 cool season, 2-m temperature forecasts at XMR are on average about 1°C wanner than observed (Fig. 5a) . At EDW, forecasts are again colder than observed throughout much of the forecast cycle, especially from about 1500 to 0300 UTC. Biases at TBW indicate that the diurnal range of 2-m temperatures is overforecast slightly with values ranging from about -1 to 2°C. The overall forecast accuracy atXMR and EDW is comparable during both 1996 and 1997 cool seasons as temperature biases remain within about +1°C (Fig. 5b) . At TBW however, the magnitude of the biases increase by about 2°C during the middle of the forecast period in
1997.
The statistical significance of these annual changes in bias at TBW is supported by the Z statistics shown in Fig. 5c . The increases in mean forecast temperatures at TBW during ! 997 are larger than those which occur in the observations (Figs. 6a, b) . But an increase in mean forecast temperatures during local daytime hours is not consistent with the intent of the February or August 1997 model updates and actually leads to a degradation of forecast accuracy at TBW.
Notably, temperature biases at EDW are nearly identical during both cool seasons whereas annual differences in warm season data suggest a strong response to the February 1997 model updates.
Biases in 2-m dew point forecasts at XMR and TBW are quite good on average during the 1997 cool season (Fig. 5d) .
However, results at EDW eominue to indicate a large positive (mois0 bias in the forecasts at time zero and also during the latter portions of the forecast cycle.
While dew point temperature biases at EDW are similar during both 1996 and 1997 cool seasons, the magnitudes of the errors at XMR and TBW decrease by about 3°C (Fig. 5e) . The Z statistic reveals that the improvements noted at XMR and TBW are statistically significant at the 99% confidence level (Fig. 5t") 
a) Temperature
Warm season temperature biases at EDW arc less than +-1 "C ( Fig. 7a) . At XMR and TBW, forecast biases below 700 mb are about 1 "C colder than observed whereas above 700 mb they are about 1 to 2 "C warmer than observed. The net effect for warm season forecasts at the Florida stations is a tendency towards a thermally stable model atmosphere. RMS errors range from about 1 to 2.5°C and are largest in the upper troposphere (Fig. 7b) . In comparison, typical RMS uncertainty in rawinsonde temperature observations is about 0.6 "C (Hoehne 1980; Ahnert 1991). This fact suggests that about half the nonsystematic error between the forecasts and observations may be due to measurement uncertainty.
During the cool season, temperature forecasts at EDW exhibit a negative (cold) bias below 700 mb that exceeds -4 "C near the surface (Fig. 7d) . At XMR and TBW, temperature errors am less than 1 "C except around the 700 mb level and above the tropopause. Examination of individual forecastand observed soundings at XMR throughoutthe cool season (not shown)
revealsthat the 700 mb cold bias appears primarilybecause model forecastsof the lower troposphericinversionheightare frequentlyat a higher levelthan where they are actually observed.
In the middle troposphere, RMS errors in cool season temperature forecasts at EDW are substantially larger those at XMR and TBW (Fig. 7e) . Since biases are small above 700 mb at EDW, the relatively large error standard deviations suggest that a greater portion of the total RMS error is caused by a large amount of day-to-day variability in the forecast errors (Fig. 7f) .
b) Mixing ratio
Warm season mixing ratio biases at XMR and TBW (Fig. 8a) indicate that meso-eta forecasts are on average about 1 g kg "l too dry below 700 mb. Conversely, mixing ratio biases at EDW are about 0.5 g kg "l greater than observed. Between 700 and 500 rob, forecasts at all three locations indicate a positive (dry) bias while above 500 mb they tend to retain excessive amounts of moisture.
In combination with the negative lower tropospheric temperature biases discussed previously, these results suggest that warm season model forecasts at XMR and TBW are typically more stable than observed. Cool season mixing ratio biases at all three locations reveal excessive moisture near the surface with a rapid vertical transition to a layer with less moisture than observed (Fig. 8d) .
RaMS errors for the warm season (Fig. 8b) drop from around 2.5 g kg "j at low-levels (1. ranging from nearly 2 g kg q at I000 mb to less than 0.1 g kg a at 250 mb (see their Fig. 7 ). Note that these calculations for mixing ratio errors are not normalized by magnitude and are therefore not representative of percent errors as the mixing ratio tends toward zero in the upper troposphere.
c)
Wind speed
Warm season wind speed biases aim generally less than +1 m s "1 (Fig. 9a) . The exception occurs at EDW where lower tropospheric wind speed forecasts are about 2 m s "1 slower than observed. This result is consistent with the negative (slow) bias in 10-m wind speed forecasts identified at EDW (Fig. l g) . Below 400 rob, warm mason RMS errors range from about 2 to 4 m s "l (Fig. 9b) (Fig. 10a) . The significance of the warm season error growth in forecast temperatures near the surface at EDW (Fig. 10a ) is questionable due to the possible influence of diurnal variability (e.g., Fig. la ). Most error growth in mixing ratio forecasts is not statistically significant except near the 200 mb level at TBW (Figs. 10b, e) . The only significant change in systematic error (bias) for wind speed forecasts is found near the tropopause during the warm season at XMR and TBW (Fig. 10c) .
Again, examination of statistics at each of the three 12-h verification intervals (not shown) reveals
that the positive (fasO bias in upper tropospheric wind speed forecasts at these locations (e.g. here, the results shown in Fig. 10 reveal that the mean 24-h error growth for temperature, mixing ratio, and wind speed is not statistically significant at the 99% confidence level.
6.

Summary and discussion
From May 1996 through January 1998, the AMU conducted warm-and cool-season evaluations of meso-eta surface and upper-air point forecast accuracy at XMR, TBW, and EDW.
These three locations were selected because they are important for 45WS, NWS MLB, and SMG During the 1996 warm season, forecast errors in 2-m temperature followed a diurnal cycle that was most pronounced at EDW. This excessive range of temperatures is consistent with results documented by BE97 and BL97 using regionally averaged data during the summer. In contrast, the strong positive (moist) bias in 2-m dew point temperature forecasts at EDW is not in agreement with the negative (dry) bias identified by BE97 and BL97. Finally, the ! 0-m wind speed forecasts at XMR and TBW tended to be slightly fast on average while those at EDW were generally too sIow. The model updates implemented in January and August 1997 ( Given these results, the data were pooled together to develop vertical profiles of forecast error characteristics during both warm and cool seasons. Warm season forecasts at XMR and TBW were generally drier and more stable than observed. The height of the lower tropospheric inversion at XMR and TBW was misrepresented during the cool season. The height of the tropopause was also misrepresented during both seasons at all three locations. Errors in wind speed forecasts were reasonably small, but could be explained largely by nonsystematic error such as rawinsonde measurement uncertainty.
Although reliable on average, the relatively larger degree of nonsystematic error in the forecasts for most upper-air variables considered here provides evidence of substantial day-to-day variability.
Given this variability, real-time assessment of forecast accuracy is necessary on any given day to help users determine if the model forecasts are consistent with current observations. On 9 February 1998, NCEP upgraded the horizontal resolution of the "early" eta model from 48 to 32 km with an increase in vertical resolution from 38 to 45 levels (Rogers et al. 1997).
In addition, a three-dimensional variational analysis scheme was implemented along with the use In equation(A.3),N isused ratherthan N-I so that a decomposition followingMurphy (1988,Eq. 9) could be appliedto theMSE:
Therefore, the total model error consists of contributions from model biases (_"2) and random variations in the forecast and/or observed data (_,2 
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The subscripts I and 2 denote variables from the ith forecast cycle verifying at 6-9 h and 30-33 h, 
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