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Moduli of metaplectic bundles on curves and Theta-sheaves
Sergey Lysenko
Abstract We give a geometric interpretation of the Weil representation of the metaplectic
group, placing it in the framework of the geometric Langlands program.
For a smooth projective curve X we introduce an algebraic stack B˜unG of metaplectic
bundles on X . It also has a local version G˜rG, which is a gerbe over the affine grassmanian
of G. We define a categorical version of the (nonramified) Hecke algebra of the metaplectic
group. This is a category Sph(G˜rG) of certain perverse sheaves on G˜rG, which act on B˜unG
by Hecke operators. A version of the Satake equivalence is proved describing Sph(G˜rG) as a
tensor category. Further, we construct a perverse sheaf on B˜unG corresponding to the Weil
representation and show that it is a Hecke eigen-sheaf with respect to Sph(G˜rG).
1. Introduction
1.1 Historically θ-series (such as, in one variable,
∑
qn
2
) have been one of the major methods of
constructing automorphic forms. A representation-theoretic appoach to the theory of θ-series, as
discoved by A. Weil [20] and extended by R. Howe [12], is based on the oscillator representation
of the metaplectic group (cf. [19] for a recent survey). In this paper we propose a geometric
interpretation of this representation (in the nonramified case) placing it in the framework of the
geometric Langlands program.
Let k = Fq be a finite field with q odd. Set K = k((t)) and O = k[[t]]. Let Ω denote
the completed module of relative differentials of O over k. Let M be a free O-module of rank
2n given with a nondegenerate symplectic form ∧2M → Ω. It is known that the continuous
H2(Sp(M)(K), {±1}) →˜Z/2Z ([16], 10.4). As Sp(M)(K) is a perfect group, the corresponding
metaplectic extension
1→ {±1} i→ Ŝp(M)(K)→ Sp(M)(K)→ 1 (1)
is unique up to unique isomorphism. It can be constructed in two essentially different ways.
Recall the classical construction of A. Weil ([20]). The Heisenberg group is H(M) =M ⊕Ω
with operation
(m1, ω1)(m2, ω2) = (m1 +m2, ω1 + ω2 +
1
2
〈m1,m2〉)
Fix a prime ℓ that does not divide q. Let ψ : k → Q¯∗ℓ be a nontrivial additive character. Let
χ : Ω(K)→ Q¯ℓ be given by χ(ω) = ψ(Resω). By the Stone and Von Neumann theorem ([18]),
there is a unique (up to isomorphism) smooth irreducible representation (ρ,Sψ) of H(M)(K)
1
over Q¯ℓ with central character χ. The group Sp(M) acts on H(M) by group automorphisms
(m,ω)
g→ (gm,ω) This gives rise to the group
S˜p(M)(K) = {(g,M [g]) | g ∈ Sp(M)(K),M [g] ∈ AutSψ
ρ(gm,ω) ◦M [g] =M [g] ◦ ρ(m,ω) for (m,ω) ∈ H(M)(K)}
The group S˜p(M)(K) is an extension of Sp(M)(K) by Q¯∗ℓ . Its commutator subgroup is an
extension of Sp(M)(K) by {±1} →֒ Q¯∗ℓ , uniquely isomorphic to (1).
Another way is via Kac-Moody groups. Namely, view Sp(M)(K) as an ind-scheme over k.
Let
1→ Gm → Sp(M)(K)→ Sp(M)(K)→ 1 (2)
denote the canonical extension, here Sp(M)(K) is an ind-scheme over k (cf. [10]). Passing to
k-points we get an extension of abstract groups 1→ k∗ → Sp(M)(K)→ Sp(M)(K)→ 1. Then
(1) is the push-forward of this extension under k∗ → k∗/(k∗)2.
The second construction underlies one of our main results, the tannakian description of the
Langlands dual to the metaplectic group. Namely, the canonical splitting of (2) over Sp(M)(O)
yields a splitting of (1) over Sp(M)(O). Consider the Hecke algebra
H = {f : Sp(M)(O)\Ŝp(M)(K)/Sp(M)(O)→ Q¯ℓ | f(i(−1)g) = −f(g), g ∈ Ŝp(M)(K);
f is of compact support}
The product is convolution, defined using the Haar measure on Ŝp(M)(K) for which the inverse
image of Sp(M)(O) has volume 1.
Set G = Sp(M). Let Gˇ denote Sp2n viewed as an algebraic group over Q¯ℓ. Let Rep(Gˇ) denote
the category of finite-dimensional representations of Gˇ. Write K(Rep(Gˇ)) for the Grothendieck
ring of Rep(Gˇ) over Q¯ℓ. There is a canonical isomorphism of Q¯ℓ-algebras
H→˜K(Rep(Gˇ))
Actually, a categorical version of this isomorphism is proved. Consider the affine grassmanian
GrG = G(K)/G(O), viewed as an ind-scheme over k. Let W denote the nontrivial ℓ-adic local
system of rank one on Gm corresponding to the covering Gm → Gm, x 7→ x2. Denote by
Sph(G˜rG) the category of G(O)-equivariant perverse sheaves on G(K)/G(O), which are also
(Gm,W )-equivariant. Here G˜rG denotes the stack quotient of G(K) by Gm with respect to the
action g
x→ x2g, x ∈ Gm, g ∈ G(K). Actually, Sph(G˜rG) is a full subcategory of the category of
perverse sheaves on G˜rG.
Assuming for simplicity k algebraically closed, we equip Sph(G˜rG) with the structure of a
rigid tensor category. We establish a canonical equivalence of tensor categories
Sph(G˜rG) →˜ Rep(Gˇ)
2
1.2 In the global setting let X be a smooth projective curve over k. Let G denote the sheaf of
automorphisms of OnX ⊕Ωn (now Ω is the canonical line bundle on X) preserving the symplectic
form ∧2(OnX ⊕ Ωn) → Ω. The stack BunG of G-bundles (=G-torsors) on X classifies vector
bundles M of rank 2n on X, given with a nondegenerate symplectic form ∧2M → Ω. We
introduce an algebraic stack B˜unG of metaplectic bundles on X. The stack G˜rG is a local
version of B˜unG. The category Sph(G˜rG) acts on D(B˜unG) by Hecke operators.
We construct a perverse sheaf Aut on B˜unG, a geometric analog of the Weil representation.
We calculate the fibres of Aut and its constant terms for maximal parabolic subgroups of G.
Finally, we argue that Aut is a Hecke eigensheaf on B˜unG with eigenvalue
St = RΓ(P2n−1, Q¯ℓ)⊗ Q¯ℓ[1](1
2
)⊗2n−1
viewed as a constant complex on X. Note that St is equipped with an action of SL2 of Arthur,
the corresponding representation of SL2 is irreducible of dimension 2n and admits a unique, up to
a multiple, symplectic form. One may imagine that Aut corresponds to a group homomorphism
π1(X) × SL2 → Gˇ trivial on π1(X). This agrees with Arthur’s conjectures.
2. Weil representation and motivations
2.1 Let X be a smooth projective absolutely irreducible curve over k = Fq, F = Fq(X), A be
the adeles rings of F , O ⊂ A be the entire adeles. Assume that q is odd. Fix a prime ℓ that
does not divide q. Let Ω denote the canonical line bundle on X.
Let M be a 2n-dimensional vector space over F with symplectic form ∧2M → ΩF , where
ΩF is the generic fibre of Ω. The Heisenberg group H(M) =M ⊕ ΩF with operation
(m1, ω1)(m2, ω2) = (m1 +m2, ω1 + ω2 +
1
2
〈m1,m2〉)
is algebraic over F . Fix a nontrivial additive character ψ : Fq → Q¯∗ℓ . Then H(M)(A) =
M(A)⊕ Ω(A) admits a canonical central character χ : Ω(A)/Ω(F )→ Q¯∗ℓ given by
χ(ω) = ψ(
∑
x∈X
trk(x)/k Resωx)
The Stone and Von Neumann theorem ([18]) says that there is a unique (up to isomorphism)
smooth irreducible representation (ρ,Sψ) of H(M)(A) over Q¯ℓ with central character χ. The
group Sp(M) acts on H(M) by group automorphisms (m,ω)
g→ (gm,ω). This defines the global
metaplectic group1
S˜p(M)(A) = {(g,M [g]) | g ∈ Sp(M)(A),M [g] ∈ AutSψ
ρ(gm,ω) ◦M [g] =M [g] ◦ ρ(m,ω) for (m,ω) ∈ H(M)(A)}
1the notation S˜p(M)(A) is ambiguous, these are not A-points of an algebraic group.
3
included into an exact sequence
1→ Q¯∗ℓ → S˜p(M)(A)→ Sp(M)(A)→ 1 (3)
The representation of S˜p(M)(A) on Sψ is called the Weil (or oscillator) representation ([20]).
For a subgroupK ⊂ Sp(M)(A) write K˜ for the preimage of K in S˜p(M)(A). Since χ is trivial
on ΩF , one may talk about H(M)-invariant functionals on Sψ, they are called theta-functionals.
The space of theta-functionals is 1-dimensional and preserved by S˜p(M)(F ), so the action of
S˜p(M)(F ) on this space defines a splitting of (3) over Sp(M)(F ).
View
Funct(Sp(M)(F )\S˜p(M)(A)) = {f : Sp(M)(F )\S˜p(M)(A))→ Q¯ℓ}
as a representation of S˜p(M)(A) by right translations. A theta-functional Θ : Sψ → Q¯ℓ defines
a morphism of S˜p(M)(A)-modules
Sψ → Funct(Sp(M)(F )\S˜p(M)(A)) (4)
sending φ to θφ given by θφ(g) = Θ(gφ) for g ∈ S˜p(M)(A).
Now assume that M is actually a rank 2n vector bundle on X with symplectic form ∧2M →
Ω. Then we get the subgroups Sp(M)(O) ⊂ Sp(M)(A) and M(O)⊕ Ω(O) ⊂ H(M)(A). More-
over, the space of M(O)⊕Ω(O)-invariants in Sψ is 1-dimensional and preserved by S˜p(M)(O).
The action of S˜p(M)(O) on this space yields a splitting of (3) over Sp(M)(O). If φ0 ∈ Sψ is a
nonzero M(O)⊕Ω(O)-invariant vector then its image under (4) is the classical theta-function
f0 : Sp(M)(F )\S˜p(M)(A))/Sp(M)(O)→ Q¯ℓ
that we are going to geometrize.
Let G denote the sheaf of automorphisms of M preserving the form ∧2M → Ω. This is a
sheaf of groups (in flat topology) on X locally in Zarisky topology isomorphic to Sp2n.
2.2 Assume M = V ⊕ (V ∗ ⊗ Ω) is a direct sum of lagrangian subbundles, the form being given
by the canonical pairing 〈., .〉 between V and V ∗. Let
χV : V (A)⊕ Ω(A)→ Q¯∗ℓ
denote the character χV (v, ω) = χ(ω).
We have the subgroup V (A) ⊂ H(M)(A). The space of V (A)-invariant functionals on Sψ
is 1-dimensional. A choice of such functional identifies Sψ with the induced representation of
(V (A) ⊕ Ω(A), χV ) to H(M)(A). The latter identifies with the Schwarz space S(V ∗ ⊗ Ω(A))
of locally constant compactly supported Q¯ℓ-valued functions on V ∗ ⊗ Ω(A), the corresponding
functional on S(V ∗ ⊗ Ω(A)) becomes the evaluation at zero ev : S(V ∗ ⊗ Ω(A)) → Q¯ℓ. This is
the Schro¨dinger model of Sψ.
Write g ∈ Sp(M)(A) as a matrix
g =
(
a b
c d
)
, (5)
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with a ∈ End(V )(A), b ∈ Hom(V ∗ ⊗ Ω, V )(A), d ∈ End(V ∗)(A), c ∈ Hom(V, V ∗ ⊗ Ω)(A). Write
a∗ for the transpose operator to a.
The defined up to a scalar automorphism M [g] of S(V ∗ ⊗Ω(A)) is described as follows.
• For a ∈ GL(V )(A) we have
(
a 0
0 a∗−1
)
∈ Sp(M)(A). Besides,
(
1 b
0 1
)
∈ Sp(M)(A) if
and only if b ∈ (V ⊗ V ⊗ Ω−1)(A) is symmetric. For g given by (5) with c = 0 we have
(M [g]f)(v∗) = χ(
1
2
〈a∗v∗, b∗v∗〉)f(a∗v∗), v∗ ∈ V ∗ ⊗ Ω(A) (6)
• if b : V ∗ ⊗ Ω(A) →˜V (A) then g =
(
0 b
−b∗−1 0
)
∈ Sp(M)(A) and
(M [g]f)(v∗) =
∫
V (A)
χ(〈v, v∗〉)f(b−1v)dv, v∗ ∈ V ∗ ⊗ Ω(A) (7)
for any Haar measure dv on V (A).
Let P ⊂ G denote the Siegel parabolic subgroup preserving V . The subgroup P˜ (A) preserves
ev up to a multiple, so defining a splitting of (3) over P (A). This splitting coincides with the
one given by (6).
Let φ0 ∈ S(V ∗ ⊗ Ω(A)) denote the characteristic function of V ∗ ⊗ Ω(O). Using (6) and (7)
one shows that φ0 generates the space of Sp(M)(O)-invariants in S(V ∗ ⊗ Ω(A)). In this model
of Sψ the theta functional Θ : S(V ∗ ⊗ Ω(A))→ Q¯ℓ is given by
Θ(φ) =
∑
v∗∈V ∗⊗Ω(F )
φ(v∗) for φ ∈ S(V ∗ ⊗ Ω(A))
Let f0 denote the image of φ0 under the corresponding map (4). Let us calculate the composition
P (F )\P (A)/P (O) → Sp(M)(F )\S˜p(M)(A)/Sp(M)(O) f0→ Q¯ℓ
denoted fP . We used the fact that the splittings of (3) over P (A) and Sp(M)(O) are compatible
over P (O).
Denote by Bunn the k-stack of rank n vector bundles on X. The set GL(V )(A)/GL(V )(O)
naturally identifies with the isomorphism classes of pairs (L,α), where L ∈ Bunn(k) and α :
L(F ) →˜ V (F ). Here L(F ) is the generic fibre of L.
Let a ∈ GL(V )(A) and (L,α) be the pair attached to aGL(V )(O). Then
{v∗ ∈ V ∗ ⊗ Ω(F ) | a∗v∗ ∈ V ∗ ⊗ Ω(O)} α∗→ Hom(L,Ω) (8)
is an isomorphism.
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The group P fits into an exact sequence 1 → (Sym2 V ) ⊗ Ω−1 → P → GL(V ) → 1 of
algebraic groups over X. For g ∈ P (A) we get
fP (g) = Θ(gφ0) =
∑
v∗∈V ∗⊗Ω(F )
(gφ0)(v
∗) =
∑
v∗∈V ∗⊗Ω(F )
χ(
1
2
〈a∗v∗, b∗v∗〉)φ0(a∗v∗) =
∑
s∈Hom(L,Ω)
χ(
1
2
〈s, ab∗s〉)
in view of (8).
Let BunP be the k-stack of P -bundles on X. Its Y -points for a scheme Y is the category of
(Y ×X)×X P -torsors over Y ×X. Then BunP classifies pairs L ∈ Bunn together with an exact
sequence on X
0→ Sym2 L→?→ Ω→ 0 (9)
(More generally, for a semidirect product of group schemes 1 → U → P → M → 1 providing
a P -torsor FP is equivalent to providing a M -torsor FM and a UFM -torsor of isomorphisms
Isom(FP ,FM ×M P ) inducing a given one on the corresponding M -torsors).
In view of the bijection P (F )\P (A)/P (O) →˜ BunP (k), the function fP on BunP (k) is de-
scribed as follows. Let a P -torsor FP ∈ BunP (k) be given by L ∈ Bunn(k) together with (9).
Consider the map qFP : Hom(L,Ω)→ k sending s ∈ Hom(L,Ω) to the pairing of
s⊗ s ∈ Hom(Sym2 L,Ω⊗2)
with the exact sequence (9). Then
fP (FP ) =
∑
s∈Hom(L,Ω)
ψ(qFP (s))
The function fP : BunP (k) → Q¯ℓ is the trace of Frobenius of the following ℓ-adic complex
SP,ψ on BunP .
Let p : X → BunP be the stack over BunP with fibre Hom(L,Ω). Let q : X → A1 be the
map sending s ∈ Hom(L,Ω) to the pairing of (9) with
s⊗ s ∈ Hom(Sym2 L,Ω⊗2)
The geometric analog of fP is the complex SP,ψ = p!q
∗Lψ⊗Q¯ℓ[1](12 )⊗ dimX on BunP , here dimX
denotes the dimension of the corresponding connected component of X .
3. Main results
3.1 Notation From now on k denotes an algebraically closed field of characteristic p > 2, all
the schemes (or stacks) we consider are defined over k.
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Let X be a smooth projective connected curve. Write Ω for the canonical line bundle on
X. Fix a prime ℓ 6= p. For a scheme (or stack) S write D(S) for the bounded derived category
of ℓ-adic e´tale sheaves on S, and P(S) ⊂ D(S) for the category of perverse sheaves (the middle
perversity function is always taken in absolut sense over Spec k).
Fix a nontrivial character ψ : Fp → Q¯∗ℓ and denote by Lψ the corresponding Artin-Shreier
sheaf on A1. Fix a square root Q¯ℓ(12 ) of the sheaf Q¯ℓ(1) on SpecFq. Isomorphism classes of such
correspond to square roots of q in Q¯ℓ. Fix an inclusion of fields Fq →֒ k.
If V → S and V ∗ → S are dual rank n vector bundles over a stack S, we normalize the
Fourier trasform Fourψ : D(V ) → D(V ∗) by Fourψ(K) = (pV ∗)!(ξ∗Lψ ⊗ p∗VK)[n](n2 ), where
pV , pV ∗ are the projections, and ξ : V ×S V ∗ → A1 is the pairing.
A G-torsor on a scheme S is also referred to as a G-bundle on S. Write Vectǫ for the tensor
category of Z/2Z-graded vector spaces, our conventions about this category are those of ([7]).
Write Vect ⊂ Vectǫ for its even component, i.e., the tensor category of vector spaces.
3.1.1 The sheaf (in flat topology) on the category of k-schemes represented by µ2 := Ker(x 7→
x2 : Gm → Gm) is the constant sheaf {±1}.
For a scheme S and a line bundle A on S denote by S˜ the following µ2-gerbe over S. For an
S-scheme S′, the category of S′-points of S˜ is the category of pairs (B, B2 →˜A |S′), where B is
a line bundle on S′. Note that S˜ → S is e´tale.
If S˜ → S admits a section given by invertible OS -module B0 together with B20 →˜A then the
gerbe is trivial, that is, S˜ →˜B(µ2/S) over S. In this case we get the S2-covering Cov(S˜) → S˜,
whose fibre consists of isomorphisms B →˜B0 whose square is the given one B2 →˜A. This covering
is locally trivial in e´tale topology, but not trivial even for S = Speck. Actually S = Cov(S˜).
3.1.2 If in addition A is a Z/2Z-graded line bundle on S purely of degree zero, then by definition
S˜ classifies a Z/2Z-graded line bundle B purely of degree zero, given with a Z/2Z-graded iso-
morphism B2 →˜A. If B is a Z/2Z-graded line bundle on S of pure degree (that is, placed in one
degree only over each connected component) then a Z/2Z-graded isomorphism B2 →˜A yields a
(uniquely defined) section of S˜.
3.2 Let Bunn be the stack of rank n vector bundles on X. Let G denote the sheaf of automor-
phisms of OnX⊕Ωn preserving the symplectic form ∧2(OnX⊕Ωn)→ Ω. So, G is a sheaf of groups
in flat topology on the category of X-schemes.
The stack BunG of G-bundles on X classifies M ∈ Bun2n together with a symplectic form
∧2M → Ω. This is a smooth algebraic stack locally of finite type over k. Since G is simply-
connected, BunG is irreducible ([6], 2.2.1). Let dG = dimBunG = (g − 1) dim sp2n. To express
the dependence on n we write Gn, BunGn , dGn and so on.
Denote by A the line bundle on BunG whose fibre at M is det RΓ(X,M) (cf. [7]). As
χ(M) = 0, we view A as a Z/2Z-graded line bundle placed in degree zero. It yields a µ2-gerbe
r : B˜unG → BunG (10)
So, S-points of B˜unG is the category: a line bundle B on S, a vector bundleM on S×X of rank 2n
with symplectic form ∧2M → ΩS×X/S, and an isomorphism of OS-modules B2 →˜ detRΓ(X,M).
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The idea of using the determinant of cohomology was communicated to me by G. Laumon
and goes back to P. Deligne [8].
Let iBunG →֒ BunG be the locally closed substack given by dimH0(X,M) = i. Let i B˜unG
denote the preimage of i BunG under r.
Lemma 1. Each stratum iBunG of BunG is nonempty.
Proof For n = 1 take M = A(D) ⊕ (A∗ ⊗ Ω(−D)), where D is an effective divisor of degree i
on X, and A is a line bundle on X of degree g − 1 such that H0(X,A) = H1(X,A) = 0. Such
A exist, because dimX(g−1) = g − 1, and the dimension of the Picard scheme of X is g. Then
dimH0(X,M) = i.
For any n construct M ∈ i BunG as M = M1 ⊕ . . . ⊕Mn with Mj ∈ ij BunG1 for some
i1 + . . .+ in = i. 
We have a line bundle iB on iBunG whose fibre at M ∈ BunG is detH0(X,M). View it as a
Z/2Z-graded placed in degree dimH0(X,M) modulo 2. Then for each i we get a Z/2Z-graded
isomorphism iB2 →˜A |i BunG . By 3.1.2, the gerbe i B˜unG → iBunG is trivial. So, we have the
two-sheeted covering
iρ : Cov(iB˜unG)→ i B˜unG
The line bundles iB (viewed as ungraded) do not glue into a line bundle over BunG (the gerbe
r is nontrivial, because A is a generator of the Picard group Pic(BunG) →˜Z by [10]).
Definition 1. For each i define a local system iAut on i B˜unG by
iAut = HomS2(sign, iρ!Q¯ℓ)
Let Autg ∈ P(B˜unG) (resp., Auts ∈ P(B˜unG)) denote the Goresky-MacPherson extension of
0Aut⊗ Q¯ℓ[dG](dG2 ) (resp., of 1Aut⊗ Q¯ℓ[dG − 1](dG−12 )) under i B˜unG →֒ B˜unG. 2 Set
Aut = Autg ⊕Auts
By construction, D(Aut) →˜ Aut canonically.
Here is our main result.
Theorem 1. For each i the ∗-restriction Aut |
i B˜unG
identifies with
Aut |
i B˜unG
→˜ iAut⊗ Q¯ℓ[1](1
2
)⊗dG−i,
(once
√−1 ∈ k is fixed, the corresponding isomorphism is well-defined up to a sign). The
∗-restriction of Autg (resp., of Auts) to i B˜unG vanishes for i odd (resp., even).
2Here ‘g’ stands for generic and ‘s’ for special. We postpone to Proposition 7 the proof of the fact that 1Aut
is a shifted perverse sheaf on 1 B˜unG
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Remark 1. Classicaly, for two symplectic spacesW,W ′ there is a natural map S˜p(W )×S˜p(W ′)→
S˜p(W ⊕W ′), and the restriction of the metaplectic representation under this map is the tensor
product of metaplectic representations of the factors ([19], Remark 2.7).
In geometric setting we have a map sn,m : BunGn ×BunGm → BunGn+m sending M,M ′ to
M ⊕M ′. It extends to a map
s˜n,m : B˜unGn × B˜unGm → B˜unGn+m
sending (M,B,B2 →˜ detRΓ(X,M)) and (M ′,B′,B′2 →˜ detRΓ(X,M ′)) to
(M ⊕M ′,B ⊗ B′,B2 ⊗ B′2 →˜ detRΓ(X,M) ⊗ detRΓ(X,M ′) →˜ detRΓ(X,M ⊕M ′))
The restriction yields a map sn,m : i BunGn × j BunGm → i+j BunGn+m and we get canonically
s∗n,m(i+jB) →˜ iB ⊠ jB. For any i, j this yields an isomorphism
s˜∗n,m(i+jAut) →˜ iAut⊠ j Aut
of local systems on i B˜unGn ×j B˜unGm . Thus,
s˜∗n,mAutg ⊗Q¯ℓ[1](
1
2
)⊗dGn+dGm−dGn+m →˜ (Autg ⊠Autg)⊕ (Auts⊠Auts)
and
s˜∗n,mAuts⊗Q¯ℓ[1](
1
2
)⊗dGn+dGm−dGn+m →˜ (Autg ⊠Auts)⊕ (Auts⊠Autg)
in the completed Grothendieck group K(B˜unGn × B˜unGm) (the completion is with respect to
the filtration given by the codimension of support).
3.3 For 1 ≤ k ≤ n denote by BunPk the stack classifying M ∈ BunG together with an isotropic
subbundle L1 ⊂ M of rank k. We write L−1 ⊂ M for the orthogonal complement of L1, so a
point of BunPk gives rise to a flag (L1 ⊂ L−1 ⊂M), and L−1/L1 ∈ BunGn−k naturally.
Write νk : BunPk → BunG for the projection. Define the map
ν˜k : B˜unGn−k ×BunGn−k BunPk → B˜unG
as follows. An S-point of the source is given by (L1 ⊂ L−1 ⊂ M) ∈ BunPk(S) together with a
(Z/2Z-graded of pure degree zero) invertible OS-module B and B2 →˜ detRΓ(X,L−1/L1). We
have a canonical isomorphism of Z/2Z-graded lines
detRΓ(X,L1)⊗ detRΓ(X,L−1/L1)⊗ detRΓ(X,L∗1 ⊗Ω) →˜ detRΓ(X,M) (11)
The map ν˜k sends this point to M ∈ BunG together with an invertible OS-module B′ = B ⊗
detRΓ(X,L1) and B′2 →˜ detRΓ(X,M) given by (11). Since B′ is of pure degree as Z/2Z-graded,
the map is well-defined by 3.1.2.
Let BunQk be the stack of collections: an exact sequence 0 → L1 → L−1 → L−1/L1 → 0
of vector bundles on X with L1 ∈ Bunk and L−1/L1 ∈ Bun2n−2k, and a symplectic form
∧2(L−1/L1)→ Ω (thus, L−1/L1 ∈ BunGn−k).
Let ηk : BunPk → BunQk denote the natural projection. Let 0 BunQk ⊂ BunQk be the open
substack given by H0(X,Sym2 L1) = 0.
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Theorem 2. For the diagram
B˜unGn−k ×BunGn−k BunQk
id×ηk← B˜unGn−k ×BunGn−k BunPk
ν˜k→ B˜unG
we have an isomorphism
(id×ηk)!ν˜∗k Aut →˜ Aut⊠ Q¯ℓ[b](
b
2
)
over B˜unGn−k ×BunGn−k 0 BunQk . (Once
√−1 ∈ k is fixed, the isomorphism is well-defined up to
a sign on generic and special parts). Here b(L1) = dG − dGn−k − χ(L1) + 2χ(Ω−1 ⊗ Sym2 L1) is
a function of a connected component of 0 BunQk . If χ(L1) is even then, over the corresponding
connected component, the above isomorphism preserves generic and special parts, othewise it
interchanges them.
3.4 In Sect. 8.1 we consider the affine Grassmanian GrG for G, it is equipped with a natural line
bundle L that generates the Picard group of GrG. Let G˜rG → GrG denote the µ2-gerbe of square
roots of L. This is a local version of the gerbe (10). We introduce the category Sph(G˜rG)♭ of
genuine spherical sheaves on G˜rG (cf. Definition 4 and 6).
As for usual spherical sheaves on the affine Grassmanian, we equip Sph(G˜rG)
♭ with a struc-
ture of a rigid tensor category. Main result of Sect. 8 is the following version of the Satake
equivalence.
Theorem 3. The category Sph(G˜rG)
♭ is canonically equivalent, as a tensor category, to the
category Rep(Sp2n) of finite-dimensional Q¯ℓ-representations of Sp2n.
In Sect. 9 we define for K ∈ Sph(G˜rG)♭ Hecke operators H(K, ·) : D(B˜unG)→ D(X× B˜unG)
compatible with the tensor structure on Sph(G˜rG)
♭. Finally, we prove Theorem 4 saying that
Aut is a Hecke eigen-sheaf with eigenvalue
St = RΓ(P2n−1, Q¯ℓ)⊗ Q¯ℓ[1](1
2
)⊗2n−1
viewed as a constant complex on X.
4. Finite-dimensional model
4.1 Let V be a k-vector space of dimension d. Write ST2(V ∗) for the space of symmetric tensors
in V ∗ ⊗ V ∗, this is the space of symmetric bilinear forms on V . Think of b ∈ ST2(V ∗) as a map
b : V → V ∗ such that b∗ = b. Let p : V × ST2(V ∗) → ST2(V ∗) denote the projection. Let
β : V × ST2(V ∗)→ A1 be the map that sends (v, b) to 〈v, bv〉. Set
Sψ = p!β
∗Lψ ⊗ Q¯ℓ[1](1
2
)⊗d+
1
2
d(d+1)
Let π : V → Sym2 V be the map v 7→ v ⊗ v. Then
Sψ = Fourψ(π!Q¯ℓ[d](
d
2
)) (12)
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The map π is finite, and π!Q¯ℓ = L0 + L1, where L0 is the constant sheaf on the image Imπ of
π, and L1 is a nontrivial local system of rank one on Imπ − {0} extended by zero to Imπ. So,
Sψ is a direct sum of two irreducible perverse sheaves.
Lemma 2. Sψ is GL(V )-equivariant.
Proof Clearly, π!Q¯ℓ is GL(V )-equivariant. The Fourier transform preserves GL(V )-equivariance
of a perverse sheaf. 
Stratify ST2(V ∗) by Qi(V ), where Qi(V ) is the locus of b : V → V ∗ such that dimKer b = i.
For b ∈ ST2(V ∗) denote by βb : V → A1 the map b 7→ 〈v, bv〉. We have a usual ambiguity in
identifying ST2(V ∗) with Sym2(V ∗): b goes to βb or
1
2βb. Since Sψ is GL(V )-equivariant, we
can view it as a perverse sheaf on Sym2(V ∗) unambiguously.
Lemma 3. For b ∈ Q0(V ) the complex RΓc(V, β∗bLψ) is a 1-dimensional vector space placed in
degree d.
Proof In some basis βb is given by (x1, . . . , xd) 7→ x21 + . . . + x2d. Thus we may assume d = 1.
Consider the map π : A1 → A1 given by π(x) = x2. As above π!Q¯ℓ →˜L0⊕L1 with L0 = Q¯ℓ. We
get RΓc(A1, π∗Lψ) →˜ RΓc(Gm,L⊗Lψ). The latter is a vector space of dimension one placed in
degree one (a gamma-function on Gm). 
Let Cov(Q0(V )) → Q0(V ) denote the two-sheeted covering of Q0(V ) whose fibre over b :
V →˜V ∗ is the set of trivializations detV →˜ k whose square is the one induced by b.
The group GL(V ) acts transitively on Q0(V ), so given b ∈ Q0(V ) one gets an identification
Q0(V ) →˜ GL(V )/O(V, b). Our covering becomes the map GL(V )/SO(V, b)→ GL(V )/O(V ).
More generally, GL(V ) acts transitively on Qi(V ). For b ∈ Qi(V ) with Ker b = V0, we can
consider b as an element of Sym2(V/V0)
∗. We get a parabolic P0 ⊂ GL(V ) of automorphisms
of V that preserve V0. Let StV0 be the preimage of O(V/V0, b) under P0 → GL(V/V0). Then
StV0 is the stabilizer of b ∈ Qi(V ) in GL(V ). Since SO(V, b) is connected, for i < d there is
exactly one (up to isomorphism) nonconstant GL(V )-equivariant local system of rank one on
Qi(V ). It corresponds to the S2-covering Cov(Qi(V )) → Qi(V ) whose fibre over b is the set of
trivializations det(V/V0) →˜k compatible with b.
Proposition 1. 1) The ∗-restriction of Sψ to Qi(V ) is a GL(V )-equivariant local system of
rank one placed in degree i − 12d(d + 1). For i < d this local system is nonconstant and comes
from the covering Cov(Qi(V ))→ Qi(V ).
2) Sψ = Sψ,g⊕Sψ,s is a direct sum of two irreducible perverse sheaves. Here Sψ,g is the Goresky-
MacPherson extension of Sψ |Q0(V ), and Sψ,s is the Goresky-MacPherson extension of Sψ |Q1(V )
under Q1(V ) →֒ Q≥1(V ).
3) We have DSψ,g →˜Sψ−1,g and DSψ,s →˜Sψ−1,s canonically.
4) If V = V1 ⊕ V2 is a direct sum of two vector spaces of dimensions d1 and d2 then the ∗-
restriction of Sψ ⊗ Q¯ℓ[1](12 )⊗−
1
2
d(d+1) to the subspace Sym2(V ∗1 )⊕ Sym2(V ∗2 ) is canonically
(Sψ ⊠ Sψ)⊗ Q¯ℓ[1](1
2
)⊗−
1
2
d1(d1+1)−
1
2
d2(d2+1)
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Proof 2) A point of Qi(V ) is given by a subspace V0 ⊂ V of dimension i together with nonde-
generate form b : V/V0 → (V/V0)∗ such that b∗ = b. It follows that
dimQi(V ) =
1
2
(d− i)(d + 1− i) + (d− i)i = 1
2
(d− i)(d+ 1 + i)
From Lemma 3 applied to V/V0 we deduce that Sψ |Qi(V ) is a local system of rank one placed
in degree i− 12d(d+ 1). From (12) we see that DSψ→˜Sψ−1 . For 0 ≤ i ≤ d we have
dimQi(V ) =
1
2
(d− i)(d + 1 + i) ≤ 1
2
d(d+ 1)− i,
the equality holds only for i = 0 and i = 1. So, Sψ is the Goresky-MacPherson extension from
the open subscheme Q≤1(V ).
Let Sψ,g be the intermediate extension of Sψ |Q0(V ) to Sym2 V ∗. The ∗-restriction Sψ,g |Q1(V )
vanishes. Indeed, it should be placed in strictly negative perverse degrees, but Sψ |Q1(V ) is a
perverse sheaf. Part 2) follows.
3) follows from (12)
4) The composition V1 ⊕ V2 →˜ V π→ Sym2 V a→ Sym2 V1 × Sym2 V2 equals π × π. So,
a!π!Q¯ℓ →˜ (π!Q¯ℓ ⊠ π!Q¯ℓ). Fourier transform interchanges a! and the ∗-restriction under the
transpose map a∗ : Sym2 V ∗1 × Sym2 V ∗2 → Sym2 V ∗.
1) Since Sψ |Qi(V ) is GL(V )-equivariant, it remains to show it is nonconstant for i < d.
Step 1. Start with d = 1 case, so Q0(V ) →˜Gm. To show that Sψ is nonconstant on Q0(V ) in
this case, it suffices to prove that RΓc(Gm, Sψ) = 0.
We will show that RΓc(A1 × Gm, β∗Lψ) = 0, where the map β : A1 × Gm → A1 sends
(v, b) to bv2. Let β˜ : A1 × Gm → A1 be the map that sends (v, b) to bv. For the projection
pr1 : A
1 ×Gm → A1 we have
pr1! β˜
∗Lψ →˜ j∗Q¯ℓ[−1],
where j : Gm → A1 is the open immersion ([13], Lemma 2.3). Let π : A1 → A1 send v to v2.
From the diagram
A1 ×Gm π×id→ A1 ×Gm β˜→ A1
↓ pr1 ↓ pr1
A1 π→ A1
we learn that
pr1! β
∗Lψ →˜ π∗ pr1! β˜∗Lψ
It suffices to show that RΓc(A1, π∗j∗Q¯ℓ) = 0. Recall that π!Q¯ℓ →˜ Q¯ℓ ⊕ L1, where L1 is
the local system on Gm extended by zero to A1, which corresponds to the Galois covering
π : Gm → Gm. We get
RΓc(A1, π∗j∗Q¯ℓ) →˜ RΓc(A1, π!Q¯ℓ ⊗ j∗Q¯ℓ) = 0,
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because RΓc(Gm,L1) = 0 and RΓc(A1, j∗Q¯ℓ) = 0.
Step 2. For any d and i < d choose a decomposition of V as a direct sum V =W⊕V1⊕. . .⊕Vd−i,
where dimVj = 1 and dimW = i. Then Q0(V1) × . . . × Q0(Vd−i) ⊂ Qi(V ). The restriction of
Sψ to Q0(V1)× . . . ×Q0(Vd−i) is nonconstant by Step 1 combined with 4). 
Proposition 2. A choice of a square root i =
√−1 ∈ k yields for any j an isomorphism
Sψ ⊗ Sψ |Qj(V ) →˜ Q¯ℓ[1](
1
2
)⊗−2j+d(d+1)
Proof Let β2 : V × V × Sym2 V ∗ → A1 be the map sending (v, u, b) to 〈v, bv〉 + 〈u, bu〉. Let
p3 : V × V × Sym2 V ∗ → Sym2 V ∗ be the projection. One checks that
Sψ ⊗ Sψ →˜ p3!β∗2Lψ ⊗ Q¯ℓ[1](
1
2
)⊗2d+d(d+1)
The change of variables {
x = v + iu
y = v − iu
makes β2 to be the map sending (x, y, b) to 〈x, by〉. Sommate first over x with y fixed, the
assertion follows. 
Proposition 3. The ∗-restriction Fourψ(Li) |Qj(V ) vanishes if and only if j 6= i + d mod 2.
In other words, if i = d mod 2 then Fourψ(Li) has nontrivial fibres at ∪j evenQj(V ). If i 6= d
mod 2 then Fourψ(Li) has nontrivial fibres at ∪j oddQj(V ).
In particular, Fourψ(Li)[d](d2 ) = Sψ,g for i = d mod 2 and Fourψ(Li)[d](d2 ) = Sψ,s for i 6= d
mod 2.
Proof For d = 1 it is clear. Assume it is true for d− 1.
The complex Fourψ(Lj) is GL(V )-equivariant, and GL(V ) acts transitively on Qi(V ). So,
for each i exactly one of two sheaves Fourψ(L0) |Qi(V ) or Fourψ(L1) |Qi(V ) vanishes, and the
other is a rank one (shifted) local system.
Write V = V1 ⊕ V2, where dimV1 = d − 1 and dimV2 = 1. Consider the natural map
s : Sym2 V → Sym2 V1 × Sym2 V2. We have
s!(L0) →˜ (L0 ⊠ L0)⊕ (L1 ⊠ L1)
and
s!(L1) →˜ (L0 ⊠ L1)⊕ (L1 ⊠ L0),
where on the right hand side Li are those for V1 and V2.
Clearly, Qi−1(V1)×Q1(V2) →֒ Qi(V ) and Qi(V1)×Q0(V2) →֒ Qi(V ). Consider
Fourψ(L0) |Qi(V1)×Q0(V2) →˜ h∗(Fourψ(L0)⊠ Fourψ(L0))⊕ h∗(Fourψ(L1)⊠ Fourψ(L1)), (13)
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where h : Qi(V1)×Q0(V2) →֒ Sym2 V ∗1 × Sym2 V ∗2 . This isomorphism holds up to a shift and a
twist.
If i = d mod 2 then h∗(Fourψ(L1)⊠Fourψ(L1)) is non zero by induction hypothesis, so the
LHS of (13) does not vanish, hence Fourψ(L0) |Qi(V ) does not vanish either.
If i 6= d mod 2 then the RHS of (13) vanishes by induction hypothesis, so the LHS also
vanishes. Thus, Fourψ(L0) |Qi(V ) vanishes. 
4.2 Assume d ≥ 1. Let Y (V ) be the moduli scheme of pairs: a one dimensional subspace V0 ⊂ V
and b ∈ Sym2(V/V0)∗. The projection Y (V ) → Gr(1, V ) is a vector bundle, where Gr(1, V )
denotes the Grassmanian of one-dimensional subspaces in V . Let α : Y (V ) → Sym2 V ∗ be the
map sending the above point to the composition
V → V/V0 b→ (V/V0)∗ →֒ V ∗
Clearly, α factors through Q≥1(V ) →֒ Sym2 V ∗. Note that Y (V ) is smooth.
Proposition 4. The map α : Y (V )→ Q≥1(V ) is proper surjective and semi-small.
Proof Stratify Q≥1(V ) by Qi(V ) for i ≥ 1. The fibre of α over a point b ∈ Qi(V ) is the
projective space of 1-subspaces in V ′, where V ′ is the kernel of b. So, dimα−1(b) = i − 1 and
dimQi(V ) =
1
2(d− i)(d+ 1 + i). We get
2 dimα−1(b) ≤ codimQ≥1(V )Qi(V ),
the equality holds only for i = 1, 2. 
4.3 Relative version Let now S be a smooth scheme, V → S be a vector bundle of rank d.
Define Sψ ∈ D(Sym2 V ∗) by (12), so Sψ is a shifted perverse sheaf.
As above, Sym2 V ∗ is stratified by locally closed subschemes Qi(V ), they are equipped with
morphisms Qi(V )→ Gr(i, V ) over S.
We also have the S2-coverings Cov(Qi(V )) → Qi(V ). For an S-scheme S′, the S′-points of
Cov(Qi(V )) are collections: a rank i subbundle V0 ⊂ V |S′ , an isomorphism b : V/V0 → (V/V0)∗
of OS′-modules with b∗ = b, and a compatible trivialization det(V/V0) →˜OS′ .
Propositions 1, 2 and 3 hold in relative situation (one only changes a shift and a twist in 3)
of Proposition 1).
4.4 Finite-dimensional theta-sheaf This subsection is not used in the proofs and may be
skipped.
Let M be a symplectic k-vector space of dimension 2d. Write L(M) for the scheme of
lagrangian subspaces of M . Set Y = L(M)×L(M). Consider the line bundle A on Y with fibre
(detL1)⊗ (detL2) over (L1, L2) ∈ Y . We view it as Z/2Z-graded purely of degree zero. Let Y˜
denote the stack of square roots of A. The µ2-gerbe Y˜ → Y is nontrivial. The group Sp(M)
acts naturally on Y , and A is Sp(M)-equivariant, so Sp(M) acts also on Y˜ .
We are going to construct a Sp(M)-equivariant perverse sheaf SM on Y˜ such that −1 ∈ µ2
acts on SM as −1.
The Sp(M)-orbits on Y are indexed by i = 0, . . . , d. The orbit Yi is given by dim(L1∩L2) = i.
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Lemma 4. The restriction of A to each Yi admits a canonical Sp(M)-equivariant square root.
Proof For L1, L2 ∈ L(M) let (L1∩L2)⊥ ⊂M denotes the orthogonal complement to L1∩L2. The
symplectic form on (L1∩L2)⊥/(L1∩L2) induces an isomorphism L2/(L1∩L2) →˜ (L1/L1∩L2)∗.
This yields a Z/2Z-graded isomorphism (detL1)⊗ (detL2) →˜ det(L1 ∩ L2)⊗2. By 3.1.2, we are
done. 
LetW denote the nontrivial local system of rank one on B(µ2) corresponding to the covering
Speck → B(µ2). Let Y˜i denote the restriction of the gerbe Y˜ → Y to Yi, so Y˜i →˜Yi × B(µ2)
canonically.
Definition 2. Let SM,g (resp., SM,s) denote the Goresky-MacPherson extension of
(Q¯ℓ ⊠W )[dimY ](
dim Y
2
)
from Y˜0 to Y˜ (resp., of (Q¯ℓ ⊠W )[dimY − 1](dimY−12 ) from Y˜1 to Y˜ ). Set SM = SM,g ⊕ SM,s.
Denote by Y the stack quotient Y/Sp(M). Write Y˜ → Y for the corresponding gerbe of
square roots of A. We may view SM as a perverse sheaf on Y˜.
Fix a lagrangian subspace V ⊂ M , let PV ⊂ Sp(M) be the Seigel parabolic subgroup
preserving V . We have canonical isomorphisms of stacks
Y →˜L(M)/PV →˜PV \Sp(M)/PV
One may view A as a line bundle on L(M)/PV with fibre (detV )⊗ (detL).
Fix a splitting V ∗ → M of 0 → V → M → V ∗ → 0. Denote by P−V ⊂ Sp(M) the Seigel
parabolic subgroup preserving V ∗ ⊂M . Let Z ⊂ L(M) be the open P−V -orbit, that is
Z = {L ∈ L(M) | L ∩ V ∗ = 0}
The map Sym2 V ∗ → Z sending b : V → V ∗ to L = {v + bv ∈ M | v ∈ V } is an isomorphism
commuting with the action of GL(V ). Denote by Z the stack quotient Z/GL(V ). View Sψ
introduced in Sect. 4.1 as a perverse sheaf on Z.
Denote by ν the composition (of an open immersion followed by a smooth map)
Z →֒ L(M)/GL(V )→ L(M)/PV = Y
The map ν : Z → Y is smooth, surjective and representable. It factors naturally as Z ν˜→ Y˜ → Y.
Proposition 5. There are isomorphisms of perverse sheaves on Z
ν˜∗SM,g ⊗ Q¯ℓ[1](1
2
)⊗ dimZ−dimY →˜ Sψ,g
and
ν˜∗SM,s ⊗ Q¯ℓ[1](1
2
)⊗ dimZ−dimY →˜ Sψ,s
(Once i =
√−1 ∈ k is fixed, such isomorphisms are well defined up to multiplication by ±1).
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Proof The stack Z is stratified by Zi = Qi(V )/GL(V ), the quotient being taken in stack sense.
Let Yi denote the stack quotient Yi/Sp(M). Note that Zi identifies with Z×YYi for i = 0, . . . , d.
Let Y˜i denote the restriction of the gerbe Y˜ to Yi, so Y˜i →˜Yi × B(µ2) canonically. Remind
the covering Cov(Qi(V ))→ Qi(V ) from Sect. 4.1. It is GL(V )-equivariant, so the stack quotient
Cov(Zi) = Cov(Qi(V ))/GL(V ) is a two-sheeted covering of Zi. For each i we have a cartesian
square
Cov(Zi) → Yi
↓ ↓
Zi ν˜→ Y˜i
Our assertion follows now from Proposition 1. 
Remark 2. Write MY (resp., M Y˜) to express the dependence onM . IfM,M ′ are two symplectic
spaces over k of dimensions d, d′, consider the map τM,M ′ : MY × M ′Y → M⊕M ′Y sending
(L1, L2), (L
′
1, L
′
2) to (L1 ⊕ L′1, L2 ⊕ L′2). It yields a map
τ˜M,M ′ : M Y˜ ×M ′Y˜ → M⊕M ′Y˜
From 4) of Proposition 1 it follows that τ˜∗M,M ′SM⊕M ′ →˜ SM ⊠ SM ′ [2dd′](dd′) canonically.
5. Fourier coefficients of Aut for Siegel parabolic
5.1 Write BunP = BunPn . So, BunP classifies L ∈ Bunn together with an exact sequence
0→ Sym2 L→?→ Ω→ 0 on X. It induces an exact sequence
0→ L→M → L∗ ⊗ Ω→ 0, (14)
The map νn : BunP → BunG is also denoted ν.
Lemma 5. The map ν : BunP → BunG factors as the composition BunP ν˜→ B˜unG r→ BunG.
Proof The sequence (14) yields a Z/2Z-graded isomorphism
detRΓ(X,M) →˜ detRΓ(X,L) ⊗ detRΓ(X,L∗ ⊗ Ω) →˜ detRΓ(X,L∗ ⊗ Ω)2 (15)
Define ν˜ by letting B = detRΓ(X,L∗ ⊗ Ω) together with B2 →˜ A given by (15). By 3.1.2, ν˜ is
well-defined. 
Let 0BunP ⊂ BunP be the open substack given by H0(X,Sym2 L) = 0. One checks that
both ν : 0 BunP → BunG and ν˜ : 0 BunP → B˜unG are smooth.
Lemma 6. The map ν : 0 BunP → BunG is surjective, so ν˜ : 0BunP → B˜unG is also surjective.
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Proof Let M be a k-point of BunG. It admits a line subbundle L1 with degL1 < 0. Let
L−1 ⊂ M be the orthogonal complement to L1, so L−1/L1 ∈ BunGn−1 naturally. Continuing
this procedure for L−1/L1 and so on, we get a flag of isotropic subbundles L1 ⊂ . . . ⊂ Ln ⊂M .
Then (Ln ⊂M) is a k-point of 0 BunP . 
5.2 the sheaf SP,ψ on BunP
Write Bundn (resp., Bun
d
P ) for the connected component of the corresponding stack given by
degL = d.
Write c Bunn ⊂ Bunn for the open substack given by H0(X,L) = 0. Let V → Bunn be the
stack whose fibre over L ∈ Bunn is Hom(L,Ω). Let cV → c Bunn be the preimage of c Bunn,
over c Bun
d
n this is a vector bundle of rank n(g − 1)− d.
Let X = V ×Bunn BunP and p : X → BunP be the projection. Let q : X → A1 be the map
sending s ∈ H0(X,L∗ ⊗ Ω) to the pairing of 0→ Sym2 L→?→ Ω→ 0 with
s⊗ s ∈ H0(X, (Sym2 L∗)⊗ Ω2)
Definition 3. Set SP,ψ = p!q
∗Lψ ⊗ Q¯ℓ[1](12 )⊗ dimX , where dimX is the dimension of the corre-
sponding connected component of X .
Let V2 → Bunn be the stack whose fibre over L ∈ Bunn is Hom(Sym2 L,Ω2). Let π2 : V → V2
be the map sending s ∈ Hom(L,Ω) to s⊗ s. Note that π2 is finite, a S2-covering over the image
Imπ2 with removed zero section. By definition,
SP,ψ →˜ Fourψ(π2!Q¯ℓ)⊗ Q¯ℓ[1](1
2
)⊗ dimV , (16)
where Fourψ : D(V2)→ D(BunP ) is the Fourier transform functor. Note that S2 acts on SP,ψ.
Let c BunP denote the preimage of cBunn in BunP . We see that over each connected compo-
nent of c BunP , SP,ψ is a direct sum of two irreducible perverse sheaves and D(SP,ψ) →˜SP,ψ−1 .
Let Sym2 cV → c Bunn denote the symmetric square of the vector bundle cV → c Bunn. Let
π : cV → Sym2 cV be the map sending s ∈ Hom(L,Ω) to s⊗ s. Then π2 decomposes as
cV π→ Sym2 cV f
∗
→ cV2
Given L ∈ Bunn, the transpose to the linear map Sym2H0(X,L∗ ⊗ Ω)→ Hom(Sym2 L,Ω2) is
H1(X, (Sym2 L)⊗ Ω−1)→ Sym2H1(X,L)
It defines a morphism of stacks f : c BunP → Sym2 cV∗ over cBunn.
We have the sheaf Sψ on Sym
2
cV∗ defined in Sect. 4.3. From (16) we conclude that
SP,ψ →˜ f∗Sψ ⊗ Q¯ℓ[1](1
2
)⊗ dimX−r−
1
2
r(r+1) (17)
canonically over c BunP , where r and dimX are functions of the corresponding connected com-
ponent with r(cBun
d
P ) = n(g − 1)− d.
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Denote by SP,ψ,g (resp., by SP,ψ,s) the direct summand of SP,ψ obtained by replacing Sψ by
Sψ,g (resp., by Sψ,s) in (17). Both SP,ψ,g and SP,ψ,s are irreducible perverse sheaves over each
connected component of c BunP .
Note that 0BunP ⊂ c BunP .
Remark 3. Consider χ(L) as a function of a connected component of cBunP . By Proposition 3,
over a given connected component of c BunP , the S2-invariants of SP,ψ are SP,ψ,g for χ(L) even
and SP,ψ,s for χ(L) odd.
5.3 Recall the stratification of Sym2 cV∗ by locally closed substacks Qi(cV) and the coverings
Cov(Qi(cV))→ Qi(cV) defined in Sect. 4.3.
Set iBunP = ν
−1(iBunG) and i,c BunP = cBunP ∩ iBunP . For a point of c BunP the exact
sequence (14) yields an exact sequence
0→ H0(X,M)→ H0(X,L∗ ⊗ Ω) b→ H1(X,L)→ H1(X,M)→ 0 (18)
Thus, we get a commutative diagram
i,c BunP →֒ c BunP
↓ f ↓ f
Qi(cV) →֒ Sym2 cV∗
Let iρP : Cov(i,cBunP )→ i,c BunP be the covering obtained from Cov(Qi(cV))→ Qi(cV) by
the base change f : i,cBunP → Qi(cV).
Proposition 6. For i ≥ 0 there is a cartesian square
Cov(i,cBunP ) → Cov(iB˜unG)
↓ iρP ↓ iρ
i,cBunP
ν˜→ i B˜unG
Proof Let S be a scheme. Assume given an S-point of i,c BunP . It yields locally free OS-
modules V0 = H
0(X,M) and V = H0(X,L∗⊗Ω) included into an exact sequence of OS-modules
(a relative version of (18))
0→ V0 → V b→ V ∗ → V ∗0 → 0
with b∗ = b. The OS×X -module L together with the morphism of OS-modules V b→ V ∗ defines
the corresponding S-point of Qi(cV).
We have an isomorphism ofOS -modules B = detRΓ(X,L∗⊗Ω) →˜ detV , because H0(X,L) =
0. We also have an isomorphism of OS-modules t : B2 →˜ detRΓ(X,M) →˜(detV0)2 given by (15).
A lifting of the corresponding S-point of i B˜unG to Cov(iB˜unG) is an isomorphism of OS-
modules B →˜ detV0 whose square is t. The corresponding category is the category of S-points
of Cov(i,cBunP ). 
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Proposition 7. There are isomorphisms of perverse sheaves on 0BunP
ν˜∗Autg ⊗Q¯ℓ[1](1
2
)⊗ dimBunP −dG →˜ SP,ψ,g
and
ν˜∗Auts⊗Q¯ℓ[1](1
2
)⊗ dimBunP −dG →˜ SP,ψ,s
Here dimBunP denotes the dimension of the corresponding connected component of BunP .
(Once
√−1 ∈ k is fixed, the above isomorphisms are well-defined up to a sign).
Proof Recall that SP,ψ,g and SP,ψ,s are irreducible perverse sheaves over each connected com-
ponent of cBunP . By relative version of Proposition 1, SP,ψ,g over 0,c BunP (resp., SP,ψ,s over
1,c BunP ) is a nonconstant local system of rank one corresponding to the covering Cov(0,cBunP )→
0,c BunP (resp., Cov(1,cBunP )→ 1,c BunP ). Moreover, for any i
(SP,ψ ⊗ SP,ψ) |i,c BunP →˜ Q¯ℓ[2](1)⊗ dimBunP −i
by Proposition 2 (this requires a choice of
√−1 ∈ k).
By Proposition 6, for each i we get isomorphisms
ν˜∗(iAut) |i,c BunP →˜ HomS2(sign, (iρP )!Q¯ℓ))
In particular,
ν˜∗(iAut⊗iAut) |i,c BunP →˜ Q¯ℓ
Set 0i BunP =
0BunP ∩ iBunP . By construction, SP,ψ,s is perverse over 1,c BunP , hence also
over 01BunP . Since
0
1BunP → 1 BunG is smooth and surjective, Propositions 1 and 6 imply that
1Aut⊗Q¯ℓ[1](12 )⊗dG−1 is perverse on 1 BunG. So, Defenition 1 makes sense.
For each connected component 0 BundP of
0BunP the stack
0 BundP ∩ iBunP is non empty for
i = 0, 1. Since ν˜ : 0 BunP → B˜unG is smooth, our assertion follows. 
Proof of Theorem 1 For each d the map ν˜ : 0 BundP → B˜unG is smooth with connected fibres,
and ν˜ : 0 BunP → B˜unG is surjective. So, by Proposition 7 it suffices to construct isomorphisms
SP,ψ |0
i BunP
→˜ ν˜∗(iAut)⊗ Q¯ℓ[1](1
2
)⊗ dimBunP −i
over 0i BunP . We have them by Proposition 6 combined with relative version of Proposition 1.
Proposition 3 implies the second part of the theorem. 
Remark 4. From Theorem 1 it follows that ν˜∗Aut⊗Q¯ℓ[1](12 )⊗ dimBunP −dG equals SP,ψ in the
Grothendieck group K(cBunP ) over c BunP , which is bigger than
0BunP . We expect that
actually the isomorphisms of Proposition 7 hold over c BunP .
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6. Constant terms of Aut for maximal parabolics
6.1 Recall the smooth map ηk : BunPk → BunQk (cf. Sect. 3.3). Under each of the two
projections BunPk ×BunQk BunPk → BunPk the stack BunPk ×BunQk BunPk identifies with the
one classifying (L1 ⊂ L−1 ⊂M) ∈ BunPk together with an exact sequence 0→ Sym2 L1 →?→
Ω→ 0, the projection being the forgetful map.
Let νk,n : BunPk,n → BunP be the stack classifying (0 → Sym2 L →? → Ω → 0) ∈ BunP
together with a subbundle L1 ⊂ L with L1 ∈ Bunk.
Lemma 7. The map ηk : BunPk → BunQk is surjective.
Proof Consider a k-point of BunQk given by a flag (L1 ⊂ L−1) of vector bundles on X with
L−1/L1 ∈ BunGn−k . Let show that the fibre of ηk over it is nonempty.
Pick a lagrangian subbundle B ⊂ L−1/L1 such that H1(X,B∗⊗L1) = 0, it always exists. Let
L ⊂ L−1 be the preimage of B under L−1 → L−1/L1. The exact sequence 0→ L1 → L→ B → 0
splits, we fix a splitting L →˜L1⊕B. Then our k-point of BunQk becomes the data of two exact
sequences
0→ Sym2 B →?→ Ω→ 0
and
0→ L1 →?→ B∗ ⊗ Ω→ 0,
Pick any exact sequence 0 → Sym2 L1 →? → Ω → 0 and summate it with the above two.
The result is an exact sequence 0→ Sym2 L→?→ Ω→ 0, the corresponding Pk,n-torsor induces
a Pk-torsor lying in the fibre under consideration. 
Set BunQk,n = BunP (Gn−k)×BunGn−k BunQk , where P (Gn−k) ⊂ Gn−k is the Siegel parabolic.
So, BunQk,n classifies a point 0→ L1 → L−1 → L−1/L1 → 0 of BunQk together with a lagrangian
subbundle L/L1 ⊂ L−1/L1. Consider the diagram
BunP
νk,n← BunPk,n
ηk,n→ BunQk,n
↓ rk
BunP (Gn−k),
where rk and ηk,n denote the projections.
Write SP (Gn),ψ to express the dependence of SP,ψ on n. Note that BunP (G0) = Speck,
SP (G0),ψ,g = Q¯ℓ and SP (G0),ψ,s = 0.
Proposition 8. We have a canonicall isomorphism commuting with S2-action
(ηk,n)!ν
∗
k,nSP,ψ →˜ r∗kSP (Gn−k),ψ[a](
a
2
),
where a ∈ Z is the function of a connected component of BunQk,n given by
a = dimBunn− dimBunn−k −χ(L1) + χ(Ω−1 ⊗ Sym2 L1)− χ(Ω−1 ⊗ L1 ⊗ (L/L1))
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Proof Consider the map
X ×BunP BunPk,n = V ×Bunn BunPk,n
id×ηk,n→ V ×Bunn BunQk,n
Write A1
qn← XGn pn→ BunP (Gn) to express the dependence on n of the diagram A1
q← X p→ BunP
introduced in Sect. 5.2.
Denote temporary by i : XGn−k×BunP (Gn−k)BunQk,n →֒ V×BunnBunQk,n the closed embedding
given by the condition that s ∈ Hom(L,Ω) lies in Hom(L/L1,Ω).
Set a0 = −χ(Ω−1 ⊗ Sym2 L1) viewed as a function of a connected component of BunQk,n .
Let us establish a canonical isomorphism
(id×ηk,n)!(q∗Lψ ⊠ Q¯ℓ) →˜ i!(q∗n−kLψ ⊠ Q¯ℓ)[−2a0](−a0) (19)
Consider a k-point of V ×Bunn BunPk,n given by (L1 ⊂ L ⊂ L−1 ⊂ M) and s ∈ Hom(L,Ω).
The fibre, say Y , of id×ηk,n over its image in V ×Bunn BunQk,n identifies with the stack of exact
sequences
0→ Sym2 L1 →?→ Ω→ 0 (20)
on X. The restriction of q∗Lψ ⊠ Q¯ℓ to Y is (up to a tensoring by a 1-dimensional vector space)
the restriction of Lψ under the map Y → A1 pairing Sym2 L1 →֒ Sym2 L s⊗s→ Ω2 with (20).
So, the fibre of the LHS of (19) vanishes unless s ∈ Hom(L/L1,Ω). The isomorphism (19)
follows, here a0 = dimY .
For the projection pr : V ×Bunn BunQk,n → BunQk,n we get
pr!(id×ηk,n)!(q∗Lψ ⊠ Q¯ℓ)⊗ Q¯ℓ[1](
1
2
)⊗ dimX →˜ (ηk,n)!ν∗k,nSP,ψ
Our assertion follows, because a = dimXGn − dimXGn−k − 2a0. 
Proof of Theorem 2 We have the diagram
BunP
ν˜→ B˜unG
↑ νk,n ↑ ν˜k
BunPk,n → B˜unGn−k ×BunGn−k BunPk
↓ ηk,n ↓ id×ηk
BunQk,n
ν˜×id→ B˜unGn−k ×BunGn−k BunQk
↓ rk ↓
BunP (Gn−k)
ν˜→ B˜unGn−k ,
where the middle square is cartesian. So,
(ν˜ × id)∗(id×ηk)!ν˜∗k Aut →˜ (ηk,n)!ν∗k,nν˜∗Aut
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Let 0BunQk,n ⊂ BunQk,n be the open substack given by three conditions: H0(X,Sym2 L1) =
0, H0(X,L1 ⊗ L/L1) = 0, and H0(X,Sym2(L/L1)) = 0. As in Lemma 6, one checks that
0 BunQk,n
ν˜×id→ B˜unGn−k ×BunGn−k
0 BunQk (21)
is smooth and surjective. Since η−1k,n(
0BunQk,n) ⊂ ν−1k,n(0BunP ), from Propositions 7 and 8 we
get
(ν˜ × id)∗(id×ηk)!ν˜∗k Aut →˜ r∗kSP (Gn−k),ψ ⊗ Q¯ℓ[1](
1
2
)⊗dG−dimBunP +a (22)
over 0BunQk,n . The restriction of rk to
0 BunQk,n factors as
0 BunQk,n
rk→ 0BunP (Gn−k) →֒ BunP (Gn−k)
So, by Proposition 7 applied to Gn−k, the RHS of (22) identifies with
(ν˜ × id)∗(Aut⊠Q¯ℓ)⊗ Q¯ℓ[1](1
2
)
⊗dG−dimBunP +a+dimBunP (Gn−k)−dGn−k
We have b(L1) = dG − dimBunP +a + dimBunP (Gn−k)−dGn−k . Since BunQk → BunGn−k is
smooth, Aut⊠ Q¯ℓ is a shifted perverse sheaf on B˜unGn−k ×BunGn−k BunQk .
Since the restriction of the map (21) to each connected component of 0 BunQk,n has connected
fibres, we get the desired isomorphism.
The second assertion follows from Remark 3 combined with Proposition 8. 
7. Towards geometric θ-lifting
This section is not used in the proofs and may be skipped. Let τn,m : BunGn ×BunSOm →
BunGnm be the following map. Given SOm-torsor FW , let W denote the vector bundle induced
from it via the standard representation of SOm. Given in addition M ∈ BunGn we get naturally
a symplectic form ∧2(M ⊗W )→ Ω. The map τn,m sends (M,W ) to M ⊗W .
Let ASOm denote the (naturally Z/2Z-graded) line bundle on BunSOm , whose fibre at FW
is det RΓ(X,W ). Write AGn to express the dependence on n of the determinant of cohomology
on BunGn .
Lemma 8. For m ≥ 3 we have a Z/2Z-graded canonical isomorphism over BunGn ×BunSOm
τ∗n,mAGnm →˜ (AmGn ⊠A2nSOm)⊗ detRΓ(X,O)⊗−2nm
Proof
Step 1. Let us show that for any M ∈ BunGn , V ∈ BunSL2 we have canonically
detRΓ(X,M ⊗ V ) →˜ detRΓ(X,M)2 ⊗ detRΓ(X,V )2n ⊗ detRΓ(X,O)−4n
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Indeed, for V = O2 we have detRΓ(X,M ⊗ V ) →˜ detRΓ(X,M)2. Further, for M = On ⊕Ωn
detRΓ(X,M ⊗ V ) →˜ detRΓ(X,V )n ⊗ detRΓ(X,V ⊗ Ω)n →˜ detRΓ(X,V )2n
Since H0(BunGn ,O) = H0(BunSL2 ,O) = k, the assertion follows.
Step 2. Let F0W be the trivial SOm-torsor on X. Restricting τ∗n,mAGnm under BunGn
id×F0
W→
BunGn ×BunSOm , we get AmGn canonically.
For a ∈ Z/2Z denote by BunaSOm the corresponding connected component of BunSOm .
Let F0Gn be the Gn-bundle On ⊕ Ωn on X. The restriction of τ∗n,mAGnm under F0Gn × id :
BunSOm → BunGn ×BunSOm is A2nSOm canonically. This yields the desired isomorphism over
BunGn ×Bun0SOm .
If E is a line bundle on X of odd degree then W = E ⊕ E∗ ⊕ Om−2 ∈ Bun1SOm . For this W
we get
detRΓ(X,M ⊗W ) →˜ detRΓ(M ⊗ (E ⊕ E∗))⊗ detRΓ(X,M)m−2
By Step 1,
detRΓ(M ⊗ (E ⊕ E∗)) →˜ detRΓ(X,M)2 ⊗ detRΓ(X, E ⊕ E∗)2n ⊗ detRΓ(X,O)−4n
The desired isomorphism over BunGn ×Bun1SOm follows. 
By the lemma combined with 3.1.2, for m even there is a canonical map
τ˜n,m : BunGn ×BunSOm → B˜unGnm
extending τn,m. For m odd there is a canonical map
τ˜n,m : B˜unGn ×BunSOm → B˜unGnm
extending τn,m.
The complex τ˜∗n,mAut viewed as a kernel of intergal operators gives rise to a pair of functors
between the categories D(B˜unGn) and D(BunSOm) (for m even one may replace B˜unGn by
BunGn). These functors are the geometric counterpart of the classical theta-lifting (in the
nonramified case) for the dual reductive pair Sp2n,SOm (cf., for example, [19], Sect. 8), we will
study them separately.
8. Genuine spherical sheaves on G˜rG
8.1 Let O = k[[t]] and K = k((t)). Let ΩO denote the completed module of relative differentials
of O over k. Pick a free O-module M0 of rank 2n with symplectic form ∧2M0 → ΩO.
In Sect. 8.1-8.2 G will denote the sheaf of automorphisms of M0 preserving the symplectic
form. One associates to G the affine grassmanian GrG (cf. [6], p. 172 or [10]), which is an ind-
scheme over k, the fpqc quotient GrG = G(K)/G(O). Here G(O) (resp., G(K)) is the functor
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associating to a k-algebra R the group of automorphisms of M0,R := M0 ⊗O R[[t]] (resp., of
M0 ⊗O R((t))) preserving all the structures.
Recall that the Picard group of GrG is Z (cf. [10]), let us introduce the notation for the
generator. We have the affine grassmanian GrSL(M0). Its R-points are projective R[[t]]-modules
of finite type M ⊂M0 ⊗O R((t)) with
• tmM0,R ⊂M ⊂ t−mM0,R for some m >> 0;
• detR[[t]]M = detR[[t]]M0,R as a subspace of (detR[[t]]M0,R)⊗R[[t]] R((t))
We postpone to Lemma 9 the proof of the fact that M/tmM0,R is a projective R-module for
m >> 0. This allows to introduce the line bundle L on GrSL(M0) whose fibre at M is
det(M0 :M) := detR(M0/t
mM0)⊗ detR(M/tmM0)−1,
independent of m such that tmM0 ⊂M . View it as Z/2Z-graded purely of degree zero.
The standard representation of G yields a map GrG → GrSL(M0), and we also write L for
the restriction of this line bundle to GrG. Then L generates the Picard group of GrG. Recall
that L is G(O)-equivariant on GrG. Let G˜rG → GrG denote the µ2-gerbe of square roots of L.
Then G(O) acts on G˜rG extending the action on GrG (cf. A.3).
Definition 4. Let Sph(G˜rG) be the category of G(O)-equivariant perverse sheaves on G˜rG on
which −1 ∈ µ2 acts as −1. We call it the category of genuine spherical sheaves on G˜rG.
A θ-characteristic is a free O-module N of rank 1 together with N ⊗O N →˜ΩO. A choice
of a θ-characteristic yields an isomorphism of group schemes G(O) →˜ Sp(M0 ⊗O N−1) over k.
A further choice of a symplectic base in M0 ⊗O N−1 over O identifies G(O) with Sp2n(O). So,
we may view the standard maximal torus and Borel T ⊂ B ⊂ Sp2n ⊂ Sp2n(O) as subgroups of
G(O). Write Λ+ for the set of dominant coweights of Sp2n.
We have a stratification of GrG by G(O)-orbits indexed by Λ+, write GrλG for the G(O)-orbit
passing by λ(t) ∈ T (K) ([6], p. 180). Let G˜rλG be the preimage of GrλG in G˜rG.
Proposition 9. For any λ ∈ Λ+ there is a G(O)-equivariant trivialization G˜rλG →˜ GrλG×B(µ2),
the G(O)-action on the RHS being the product of the action on GrλG and the trivial action on
B(µ2).
Proof
Step 1. For λ ∈ Λ+ denote by Stλ the stabilizor of λ(t) ∈ GrG in G(O). Let Mλ = λ(t)M0 and
M ′ =M0 +Mλ, M
′′ =M0 ∩Mλ.
The symplectic form ∧2(M0 ⊗O K) → Ω(K) = ΩO ⊗O K induces a map (M ′/M0) ⊗
(M ′/Mλ) →˜ (Mλ/M ′′) ⊗ (M0/M ′′) → Ω(K)/ΩO. Composing further with the residue map,
we get a pairing between k-vector spaces M ′/M0 and M
′/Mλ. We’ll check in Step 2 that the
pairing is perfect. So, the fibre of L at Mλ is
LMλ →˜ det(M0 :Mλ) →˜
det(M ′/Mλ)
det(M ′/M0)
→˜ det(M ′/Mλ)⊗2
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The group Stλ acts on det(M
′/Mλ) by some character χ : Stλ → Gm. So, Stλ acts on LMλ by
χ2. Let B be the G(O)-equivariant line bundle on GrλG corresponding to χ. Then we have a
G(O)-equivariant isomorphism B2→˜L |GrλG , and our assertion follows from Lemma 17.
Step 2. Realize Sp2n as the subgroup of SL2n preserving the form on k
2n given by the matrix(
0 En
−En 0
)
,
where En is the identity matrix in SLn. Let T ⊂ Sp2n be the maximal torus of diagonal
matrices. A coweight λ = (a1, . . . , an;−a1, . . . ,−an) of T is dominant iff a1 ≥ . . . ≥ an ≥ 0.
Pick a trivialization N →˜O and a symplectic base ei in M0. Then
Mλ = t
a1Oe1 ⊕ . . .⊕ tanOen ⊕ t−a1Oen+1 ⊕ . . .⊕ t−anOe2n
and M ′ = Oe1 ⊕ . . .⊕Oen ⊕ t−a1Oen+1 ⊕ . . .⊕ t−anOe2n. Since
M ′/M0 →˜ t−a1Oen+1 ⊕ . . .⊕ t−anOe2n/Oen+1 ⊕ . . .⊕Oe2n
M ′/Mλ →˜Oe1 ⊕ . . .⊕Oen/ta1Oe1 ⊕ . . .⊕ tanOen,
the pairing is perfect. 
LetW denote the nontrivial local system of rank one on B(µ2) corresponding to the covering
Speck → B(µ2). For λ ∈ Λ+ there is a unique irreducible G(O)-equivariant perverse sheaf on
G˜r
λ
G, on which −1 ∈ µ2 acts as −1, namely (Q¯ℓ ⊠W ) ⊗ Q¯ℓ[1](12 )⊗ dimGr
λ
G . Denote by Aλ its
Goresky-MacPherson extension to G˜rG. By Proposition 9, the irreducible objects of the category
Sph(G˜rG) are exactly Aλ, λ ∈ Λ+.
Note that Sph(G˜rG) is closed under extensions in P(G˜rG) (if −1 ∈ µ2 acts as −1 on perverse
sheaves K1,K2 then it acts as −1 on any extension of K1 by K2). Since D(Aλ)→˜Aλ canonically,
Sph(G˜rG) is preserved by Verdier duality.
Consider the action of the torus T ⊂ G(O) on GrG. The following will be used in Sect. 8.4.
Lemma 9. i) There is a covering of GrG by T -invariant open ind-schemes Ui and T -equivariant
trivializations L |Ui →˜OUi.
ii) For an R-point M ⊂ M0 ⊗O R((t)) of GrSL(M0) and m >> 0 the R-module M/tmM0,R is
projective.
Proof i) Pick a trivialization N →˜O, so that our base of M0 ⊗ N−1 gives rise to a base
{e1, . . . , e2n} of M0. Consider the corresponding maximal torus T ′ of SL(M0). Set M− = Ae1⊕
. . .⊕Ae2n with A = t−1k[t−1]. For a coweight λ : Gm → T ′ of SL(M0) denote by Uλ ⊂ GrSL(M0)
the open locus classifying lattices M ⊂ M0 ⊗O K such that M ⊕ λ(t)M− = M0 ⊗O K. Here
λ = (b1, . . . , b2n) with
∑
bi = 0 and λ(t)M
− = Atb1e1 ⊕ . . .⊕Atb2ne2n.
One checks that the union of Uλ is GrSL(M0). Clearly, Uλ is T
′-invariant. As shown by
Faltings ([10], Sect. 2), for each λ there is a trivialization L |Uλ →˜OUλ equivariant under
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the stabilizor of λ(t)M− in SL(M0)(K). This stabilizor contains T
′, so the trivializations are
T ′-equivariant.
Restricting everything under the map GrG → GrSL(M0) corresponding to the standard rep-
resentation, one concludes the proof.
ii) (argument due to the unknown referee) Localizing in Zarisky topology of R, pick a coweight
λ of SL(M0) such that M ⊕ λ(t)M−R = M0 ⊗O R((t)). Here M−R = ARe1 ⊕ . . . ⊕ ARe2n and
AR = t
−1R[t−1]. For m >> 0 we get t−mM0,R =M ⊕ U , where U = λ(t)M−R ∩ t−mM0,R, and
(M/tmM0,R)⊕ U →˜ t−mM0,R/tmM0,R

8.2 The convolution product. Following [17], consider the diagram
GrG×GrG pG×id← G(K)×GrG qG→ G(K) ×G(O) GrG m→ GrG,
Here pG : G(K) → GrG is the projection, G(K) ×G(O) GrG is the quotient of G(K) × GrG by
G(O), where the action is given by x(g, hG(O)) = (gx−1, xhG(O)) for x ∈ G(O), and m is the
product map.
The map pG ×m : G(K)×G(O) GrG → GrG×GrG sending (g, hG(O)) to (gG(O), ghG(O))
is an isomorphism.
We have a canonical isomorphism q∗Gm
∗L→˜ p∗GL⊠ L. Moreover, the above G(O)-action on
G(K) × GrG lifts to a G(O)-equivariant structure on p∗GL ⊠ L giving rise to the line bundle
p∗GL ⊠˜L on G(K)×G(O) GrG. Thus, m∗L→˜ p∗GL ⊠˜L canonically.
Set G˜(K) = G(K) ×GrG G˜rG. Both actions of G(O) on G(K) by left and right translations
extend naturally to actions on G˜(K). We’ll refer to them again as actions by left and right
translations, by abuse of terminology. Under the action on G˜(K) by right translations, the
projection p˜G : G˜(K)→ G˜rG is a G(O)-torsor (cf. A.2).
Taking the tensor product of square roots of p∗GL and of L, we get a map m˜ that fits into
the diagram
G˜(K)× G˜rG m˜→ G˜rG
↓ ↓
G(K)×GrG m◦qG→ GrG
One checks that
p˜G × m˜ : G˜(K)× G˜rG → G˜rG × G˜rG (23)
is a G(O)-torsor, where G(O) acts on G˜(K)× G˜rG as the product of the action by right trans-
lations on G˜(K) with the action on G˜rG.
Consider the diagram
G˜rG × G˜rG p˜G×id← G˜(K)× G˜rG p˜G×m˜→ G˜rG × G˜rG pr2→ G˜rG
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Definition 5. For K1,K2 ∈ Sph(G˜rG) define the convolution product K1 ∗K2 ∈ D(G˜rG) by
K1 ∗K2 = pr2!K,
where K is a perverse sheaf on G˜rG× G˜rG such that (p˜G× m˜)∗K →˜ p˜∗GK1⊠K2. Since (23) is a
G(O)-torsor and p˜∗GK1⊠K2 is equivariant under the corresponding G(O)-action on G˜(K)×G˜rG,
K is defined up to a unique isomorphism (cf. A.2).
For (a, b) ∈ µ2 × µ2 the image under p˜G × m˜ of the corresponding 2-automorphism of
G˜(K) × G˜rG is the 2-automorphism (a, ab) of G˜rG × G˜rG. So, by Lemma 16, K descends to
a perverse sheaf K ′ on GrG×G˜rG (such K ′ is defined up to a unique isomorphism). Since
RΓc(B(µ2), Q¯ℓ) = Q¯ℓ, we see that K1 ∗ K2 →˜ pr2!K ′, where pr2 : GrG×G˜rG → G˜rG is the
projection. Moreover, −1 ∈ µ2 acts on K1 ∗K2 as −1.
Proposition 10. For K1,K2 ∈ Sph(G˜rG) we have K1 ∗K2 ∈ Sph(G˜rG).
Proof Following [17], stratify GrG×G˜rG by locally closed substacks G˜r
λ,µ
G , λ, µ ∈ Λ+, where
G˜r
λ,µ
G is the preimage of (pG ×m)(p−1G (GrλG)×G(O) GrµG) under GrG×G˜rG → GrG×GrG.
Stratify also G˜rG by G˜r
λ
G, λ ∈ Λ+. By Lemma 4.3 of loc.cit., pr2 : GrG×G˜rG → G˜rG is
stratified semi-small map. Our assertion follows from Lemma 4.2 of loc.cit. 
In a similar way one defines a convolution productK1∗K2∗K3 of three sheaves K1,K2,K3 ∈
Sph(G˜rG). Moreover, (K1 ∗K2) ∗K3 →˜K1 ∗K2 ∗K3 →˜K1 ∗ (K2 ∗K3) canonically, and A0 is a
unit object. So, Sph(G˜rG) is an associative tensor category (a category with tensor functor and
an associativity constraint).
Observe that for each λ ∈ Λ+ the G(O)-orbit GrλG is even-dimensional.
Proposition 11. 1) For λ ∈ Λ+ the odd cohomology sheaves of Aλ (with respect to the usual
t-structure) vanish.
2) The category Sph(G˜rG) is semisimple.
Proof 1a) Given λ1, . . . , λr ∈ Λ+, consider the convolution diagram
m : Convλ1,...,λr → Grλ1+...+λrG ,
where we have set Convλ1,...,λr = Grλ1G ×˜ . . . ×˜GrλrG . Let C˜onv
λ1,...,λr
be the restriction of the
gerbe G˜rG under the above map m. The canonical section s : Gr
λ1+...+λr
G → G˜r
λ1+...+λr
G yields
a section m−1(s) of the gerbe C˜onv
λ1,...,λr
over m−1(Grλ1+...+λrG ). One checks that this section
extends to a section Convλ1,...,λr → C˜onvλ1,...,λr .
1b) We adopt Gaitsgory’s proof of a theorem of Lusztig to our situation ([11], A.7). Namely, let
F l denote the affine flag variety. This is the ind-scheme classifying a G-bundle FG on SpecO
with trivialization FG →˜F0G |SpecK and a reduction of FG |SpecO/(t) to the Borel subgroup B.
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Let F˜ l denote the restriction of the gerbe G˜rG under the (smooth) projection F l → GrG.
Let I ⊂ G(O) be the Iwahory subgroup. For an element w of the affine Weil group of G, let
F lw denote the corresponding I-orbit on F l. Set F˜ lw = F lw ×F l F˜ l.
Let µ ∈ Λ+ be such that the projection F lw → GrG factors through GrµG. The canonical
section GrµG → G˜r
µ
G yields a section s : F lw → F˜ l
w
of the gerbe F˜ lw → F lw. Let Aw denote
the irreducible perverse sheaf on the closure of F˜ lw on which −1 ∈ µ2 acts as −1 and whose
restriction under s is ICF lw . It suffices to show the parity vanishing for stalks of Aw.
Let w = s1 · . . . · sr be a reduced decomposition of w into a product of simple reflections.
Denote by p : Convs1,...,srF l → F l
w
the Bott-Samelson resolution (loc.cit. or [10], Sect. 3, where
it is referred to as Demazure resolution). Let C˜onv
s1,...,sr
F l be the restriction of our gerbe to
Convs1,...,srF l . By 1a), the section
p−1(F lw)→ p−1(F˜ lw)
induced by s extends to a global section Convs1,...,srF l → C˜onv
s1,...,sr
F l . The desired assertion
follows, because the fibres of p have cohomology with compact support in even degrees only
([11], A.7).
2) Follows from 1) as in ([6], 5.3.3). This uses the fact that each GrλG has cohomology only in
even degrees (5.3.2 of loc.cit.). 
Remark 5. The group of automorphisms of the k-algebra O is naturally the group of k-points
of a (reduced) affine group scheme Aut0O over k ([6], 2.6.5). Assume that M0 = On ⊕ ΩnO
with standard symplectic form. Then Aut0O acts on M0 and, hence, on GrG. Moreover, L is
naturally equivariant under this action. It follows that Aut0O acts on G˜rG. Proposition 9 then
can be strengthened saying that the gerbe G˜r
λ
G → GrλG admits a G(O) ⋊ Aut0O-equivariant
trivialization.
We also see that each Aλ is G(O)⋊Aut0O-equivariant (this property is true for the constant
sheaf over GrλG and is preserved under intermediate extension). By Proposition 11, each K ∈
Sph(G˜rG) is Aut
0O-equivariant. Moreover, such equivariant structure is unique (because the
stabilizer of a point is connected) and compatible with any morphism in Sph(G˜rG).
8.3 The fusion product Following [17], we will show that the convolution product defined
above can be interpreted as a ‘fusion’ product, thus leading to a commutativity constraint
on Sph(G˜rG). The original idea of this interpretation for spherical sheaves on GrG is due to
V. Drinfeld.
Let G denote the sheaf of groups on X introduced in Sect. 3.2. For x ∈ X(k) write Ox for
the completed local ring at x and Kx for its fraction field. Write GrG,x = G(Kx)/G(Ox) for the
corresponding version of the affine grassmanian.
Write F0G for the ‘trivial’ G-torsor on X given by M0 = OnX ⊕ Ωn with standard symplectic
form ∧2M0 → Ω.
For a k-algebra R write XR = X × SpecR and X∗R = (X − x)× SpecR. By [1, 2], GrG,x is
the functor on the category of k-algebras sending R to the set of isomorphism classes of {FG, ν},
where FG is a G-torsor on XR and ν : FG →˜F0G |X∗R is a trivialization outside x.
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Let M denote the vector bundle on X induced from FG via the standard representation of
G. Set Mx = M ⊗Ox and M0,x = M0 ⊗Ox. Then Mx ⊂ M0,x ⊗Ox Kx is a sublattice, and we
continue to denote by L the line bundle on GrG,x with fibre det(M0,x : Mx). Then G˜rG,x and
Sph(G˜rG,x) are defined as in Sect. 8.1.
Write GrG,Xd for the functor associating to a k-algebra R the set
{(x1, . . . , xd) ∈ Xd(R), a G−torsor FG on XR, FG →˜F0G |XR−∪xi}
Here xi ∈ X(R) are thought of as subschemes in XR by taking their graphs.
Let GXd denote the functor sending a k-algebra R to the set {(x1, . . . , xd) ∈ Xd(R), µ), where
µ is an automorphism of F0G restricted to the formal neighborhood X̂R,D of D = x1 ∪ . . . ∪ xd
in XR. So, GXd is a group scheme over X
d, whose fibre over (x1, . . . , xd) is
∏
iG(Oyi) with
{y1, . . . , ys} = {x1, . . . , xd} and yi pairwise distinct.
Let L be the line bundle on GrG,Xn whose fibre is detRΓ(X,M0)⊗ detRΓ(X,M)−1, where
M is the vector bundle on X induced from FG via the standard representation of G.
Lemma 10. For a k-point (x1, . . . , xd, FG) of GrG,Xd let {y1, . . . , ys} = {x1, . . . , xd} with yi
pairwise distinct. The fibre of L at this k-point is canonically isomorphic (as Z/2Z-graded) to
⊗si=1 det(M0,yi :Myi) 
One checks that the natural action of GXd on GrG,Xd lifts to a GXd-equivariant structure
on L. We have G˜rG,Xd and Sph(G˜rG,Xd) defined as above.
8.3.1 Consider the diagram of stacks over X2, where the left and right square is cartesian
G˜rG,X × G˜rG,X p˜G,X← C˜G,X q˜G,X→ C˜onvG,X m˜X→ G˜rG,X2
↓ ↓ ↓ ↓
GrG,X ×GrG,X pG,X← CG,X qG,X→ ConvG,X mX→ GrG,X2
Here the low row is the usual convolution diagram [17], (5.2). Namely, CG,X is the ind-scheme
classifying collections:{
x1, x2 ∈ X, G−torsors F1G,F2G on X with trivializations νi : F iG →˜F0G |X−xi ,
µ1 : F1G →˜F0G |X̂x2 ,
(24)
where X̂x2 is the formal neighborhood of x2 in X. The map pG,X forgets µ1.
The ind-scheme ConvG,X classifies collections:{
x1, x2 ∈ X, G−torsors F1G,FG on X,
isomorphisms ν1 : F1G →˜F0G |X−x1 , and η : F1G →˜FG |X−x2
(25)
The map mX sends this collection to (x1, x2,FG) together with the trivialization η ◦ ν−11 :
F0G →˜FG |X−x1−x2 .
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The map qG,X sends (24) to the collection (25), where FG is obtained by gluing F1G on X−x2
and F2G on X̂x2 using their identification over (X − x2) ∩ X̂x2 via ν−12 ◦ µ1.
The canonical isomorphism
q∗G,Xm
∗
XL→˜ p∗G,X(L⊠ L)
allows to define q˜G,X as follows. Write Mi (resp., M) for the vector bundle induced from F iG
(resp., FG) via the standard representation of G.
A point of C˜G,X is given by (24) together with 1-dimensional vector spaces B1,B2 and
B2i →˜LF iG . By Lemma 10, LF iG →˜ det(M0,xi : detMi,xi).
A point of C˜onvG,X is given by (25) together with 1-dimensional vector space B and B2 →˜LFG .
We have
LFG →˜
detRΓ(X,M0)
detRΓ(X,M1)
⊗ detRΓ(X,M1)
detRΓ(X,M)
→˜ det(M0,x1 : M1,x1)⊗det(M1,x2 :Mx2) →˜LF1
G
⊗LF2
G
,
the last isomorphism being given by µ1 : det(M1,x2) →˜ det(M0,x2) and Mx2 →˜M2,x2 . Define
q˜G,X by setting B = B1 ⊗ B2.
As in Sect. 8.2 one checks that for K1,K2 ∈ Sph(G˜rG,X) there is a (defined up to a unique
isomoprhism) perverse sheaf K12 on C˜onvG,X with q˜
∗
G,XK12 →˜ p˜∗G,X(K1 ⊠K2). Moreover, −1 ∈
µ2 acts on K12 as −1. We then let
K1 ∗X K2 = m˜X!K12
Let U ⊂ X2 be the complement to the diagonal. Let j : G˜rG,X2(U) →֒ G˜rG,X2 be the preimage
of U . Recall that mX is stratified small, an isomorphism over the preimage of U ([17]). So, the
same holds for the representable map m˜X . Thus, K1 ∗X K2 is a perverse sheaf, the Goresky-
MacPherson from G˜rG,X2(U). Besides, −1 ∈ µ2 acts on it as −1. Moreover, K1 ∗X K2 ∈
Sph(G˜rG,X2), because GX2-equivariance is clear over G˜rG,X2(U) and is preserved under the
intermediate extension.
Recall the group ind-scheme Aut0O (cf. Remark 5). Let Xˆ → X be the Aut0O-torsor
whose fibre is the set of all trivializations Ox →˜O. It is known that GrG,X →˜ Xˆ ×Aut0O GrG
([6], 5.3.11). The line bundle L on GrG,X identifies with the descent of the Aut0O-equivariant
line bundle O ⊠ L under Xˆ ×GrG → GrG,X . Since any K ∈ Sph(G˜rG) is Aut0O-equivariant,
we have a natural (fully faithful) functor
τ0 : Sph(G˜rG)→ Sph(G˜rG,X)[−1] (26)
Let glob : Sph(G˜rG)→ Sph(G˜rG,X) denote the functor glob = τ0[1].
Now define the commutativity constraint following [17]. Let i : G˜rG,X → G˜rG,X2 be the
preimage of the diagonal in X2. For F1, F2 ∈ Sph(G˜rG) letting Ki = τ0Fi define
K12 |U := K12 |G˜r
G,X2 (U)
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as above (but now it is placed in perverse degree 2). We get
K1 ∗X K2 →˜ j!∗(K12 |U ) (27)
τ0(F1 ∗ F2) →˜ i∗(K1 ∗X K2) (28)
So, the involution σ of G˜rG,X2 interchanging xi yields
τ0(F1 ∗ F2) →˜ i∗j!∗(K12 |U ) →˜ i∗j!∗(K21 |U ) →˜ τ0(F2 ∗ F1),
because σ∗(K12 |U ) →˜K21 |U . (We used the functor τ0 instead of glob to avoid the signs
ambiguity in the commutativity constraints).
To show that the associativity and commutativity constraints are compatible, argue as in
([6], 5.3.13-5.3.17). Namely, one defines for a non-empty finite set I a category ⊗I Sph(G˜rG) and
for any surjection h : I → I ′ a functor ∗h : ⊗I Sph(G˜rG)→ ⊗I′ Sph(G˜rG). They are compatible
in the sense of (loc.cit., (266)). Thus, Sph(G˜rG) is a tensor category.
Remark 6. Fix x ∈ X(k). Consider the Hecke stack xHG classifying two G-bundles FG,F ′G on X
together with an isomorphism FG →˜F ′G |X−x. Let p (resp., p′) be the projection xHG → BunG
sending the above collection to FG (resp., F ′G). Write BunxG for the stack classifying a G-torsor
FG on X together with a trivialization FG →˜F0G |Dx over the formal disk Dx around x.
Let γ (resp., γ′) be the isomorphism BunxG×G(Ox)GrG,x →˜ xHG such that the projection
to the first term corresponds to p (resp., to p′). Write M (resp., M ′) for the vector bundle
corresponding to FG (resp., to F ′G) via the standard representation of G. Write L for the
(Z/2Z-graded) line bundle on xHG with fibre detRΓ(X,M) ⊗ detRΓ(X,M ′)−1. Let xH˜G be
the gerbe of square roots of L. Both γ and γ′ extend to G(Ox)-torsors
γ˜, γ˜′ : BunxG×G˜rG,x → xH˜G
For S ∈ Sph(G˜rG,x) denote by Q¯ℓ ⊠˜S (resp., by Q¯ℓ ⊠˜ ′S) the twisted tensor product viewed
as a perverse sheaf on xH˜G via γ˜ (resp., γ˜′). Given S ∈ Sph(G˜rG,x) there is a (defined up to
a unique isomorphism) T ∈ Sph(G˜rG,x) equipped with an isomorphism Q¯ℓ ⊠˜S →˜ Q¯ℓ ⊠˜ ′T . This
defines a covariant involution functor ⋆ on the category Sph(G˜rG,x) By Remark 5, we may view
⋆ as an involution functor on Sph(G˜rG) independently of a choice of a trivialization Ox →˜O.
In the same way as for usual spherical sheaves on GrG, one checks that for K1,K2,K3 ∈
Sph(G˜rG) we have canonically RHom(K1∗K2,K3) →˜RHom(K1,K3∗D(⋆K2)). So, K3∗D(⋆K2)
represents the internal Hom(K2,K3) in the sense of the tensor structure on Sph(G˜rG). Besides,
⋆(K1 ∗K2) →˜ (⋆K2) ∗ (⋆K1) canonically. We also have D(⋆Aλ) →˜ ⋆Aλ →˜Aλ for each λ ∈ Λ+.
8.4 Functors F θ. Let P ⊂ G denote the Siegel parabolic preserving OnX ⊂ OnX ⊕ Ωn. Write
Q for the Levi quotient, so Q→˜GLn canonically. Let ΛˇG,P denote the lattice of characters of
P/[P,P ] = Q/[Q,Q] and ΛG,P the dual lattice. Let ωˇn ∈ ΛˇG,P denote the fundamental weight
of G corresponding to the unique simple coroot which is not a coroot of Q. So, ωˇn is the highest
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weight of an irreducible subrepresentation in ∧nM , where M is the standard representation of
G. Then ωˇn is a free generator of ΛˇG,P .
The connected components of GrQ,x are indexed by ΛG,P , the component Gr
θ
Q,x classifies
(L ∈ Bunn, ν : L →˜On |X−x) such that degL = −〈θ, ωˇn〉. The reduced part GrθQ,x,red →֒ GrθQ,x
is the ind-scheme classifying (L ∈ Bunn, ν : L →˜On |X−x) that induce an isomorphism
detL →˜O(−〈θ, ωˇn〉x) (29)
Following [4], for θ ∈ ΛG,P let SθP denote the ind-scheme classifying: (FP , ν), where FP is a
P -torsor on X and ν : FP →˜F0P |X−x is a trivialization such that (FP ×P Q, ν) lies in GrθQ,x. In
other words, SθP classifies a P -torsor given by an exact sequence 0 → Sym2 L →? → Ω → 0 on
X with L ∈ Bunn, a splitting of this sequence over X − x, and a trivialization ν : L →˜On |X−x
with degL = −〈θ, ωˇn〉. The reduced part (SθP )red is given by the addidtional condition that ν
induces an isomorphism (29).
We have a map sθP : S
θ
P → GrG,x sending (FP , ν) to (FP ×P G, ν), its restriction (SθP )red →֒
GrG,x is a locally closed immersion.
The map sθ
P¯
: Sθ
P¯
→ GrG,x is defined in a similar way using the lagrangian subbundle
Ωn ⊂ OnX ⊕ Ωn that defines the opposite parabolic subgroup P¯ ⊂ G.
Write tθP : S
θ
P → GrθQ,x for the projection sending (FP , ν) to (FP ×P Q, ν) and rθP : GrθQ,x →֒
SθP for the natural section, similarly for P¯ .
Fix an isomorphismGm →˜Z(Q), where Z(Q) is the center ofQ, in such a way thatGm →˜Z(Q)
acts adjointly on the unipotent radical U(P ) ⊂ P with strictly positive weights. The sub-
scheme of Z(Q)-fixed points in GrG is Q(K)G(O)/G(O), its connected components are GrθQ,red,
θ ∈ ΛG,P . One checks that
{x ∈ GrG,x | lim
t→0
tx ∈ GrθQ,x,red} = (SθP )red and
{x ∈ GrG,x | lim
t→∞
tx ∈ GrθQ,x,red} = (SθP¯ )red
Consider the diagram
S˜θP
s˜
θ
P→ G˜rG,x
↑ r˜θP ↑ s˜θP¯
G˜r
θ
Q,x
r˜
θ
P¯→ S˜θ
P¯
obtained by restricting the gerbe G˜rG,x → GrG,x with respect to the corresponding maps.
Lemma 11. There exists a canonical P (Ox)-equivariant section iθP : SθP → S˜θP of the gerbe
S˜θP → SθP .
Proof Remind the line bundle L on GrG,x introduced in 8.3. Consider the map GrG,x → BunG
sending (FG, ν : FG →˜F0G |X−x) to FG. The restriction of A under this map identifies canoni-
cally with L−1⊗detRΓ(X,M0), whereM0 = OnX⊕Ωn. Since detRΓ(X,M0) →˜ detRΓ(X,O)⊗2n,
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we get a cartesian square
G˜rG,x → B˜unG
↓ ↓
GrG,x → BunG
Remind the map ν˜ defined in Lemma 5. Now the diagram
SθP → BunP ν˜→ B˜unG
↓ ↓ ւ r
GrG,x → BunG
yields the section iθP .
To see that it is P (Ox)-equivariant, rewrite it in local terms as follows. On GrθQ,x we have
the Z/2Z-graded Q(Ox)-equivariant line bundle, say θL, whose fibre at (L,L →˜On |X−x) is
det(L0 ⊗Ox : L⊗Ox)
with L0 = OnX . Hence (tθP )∗θL is a P (Ox)-equivariant line bundle on SθP . The canonical Z/2Z-
graded P (Ox)-equivariant isomorphism (sθP )∗L→˜ (tθP )∗(θL)⊗2 defines the section iθP via 3.1.2.

Define the functors F θ, F ′θ : Sph(G˜rG,x)→ D(GrθQ,x) by
F ′θ(K) = (tθP )!(i
θ
P )
∗(s˜θP )
∗K and F θ(K) = F ′θ(K)⊗ Q¯ℓ[1](1
2
)⊗〈θ,2ρˇ−2ρˇQ〉
We have used the fact that 2(ρˇ− ρˇQ) ∈ ΛˇG,P .
Remark 7. We could replace in the definition of F θ and F ′θ the ind-schemes SθP and Gr
θ
Q,x
by their reduced parts, the corresponding functors would be canonically isomorphic to the old
ones. In some geometric questions we work rather with the corresponding reduced ind-schemes
(without indicating that explicitly, for example in Proposition 12 and 15, Corolary 1 and so on).
Proposition 12. The functor F θ(K) maps Sph(G˜rG,x) to the category Sph(Gr
θ
Q,x) of Q(Ox)-
equivariant perverse sheaves on GrθQ,x. In particular, it is exact.
Proof By Lemma 9 combined with Proposition 19, we get the hyperbolic localization functors
Sph(G˜rG,x)→ D(G˜r
θ
Q,x) given by
K 7→ (r˜θP¯ )∗(s˜θP¯ )!K →˜ (r˜θP )!(s˜θP )∗K = K !∗ (30)
By Lemma 11, we have moreover K !∗ →˜ (tθP × id)!(s˜θP )∗K, where
tθP × id : S˜θP = SθP ×B(µ2)→ GrθQ,x×B(µ2) = G˜r
θ
Q,x
The complex K !∗ is Q(Ox)-equivariant, because both s˜θP and r˜θP are Q(Ox)-equivariant. The
dimension estimates given in ([4], Proposition 4.3.3) show that F θ(K) is placed in non-positive
perverse degrees. Now (30) garantees that F θ(K) is placed in non-negative perverse degrees. 
Let w0 (resp., w
Q
0 ) denote the longest element of the Weil group W of G (resp., WQ of Q).
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Corollary 1. i) Let λ ∈ Λ+ and θ be the image of λ in ΛG,P . Then AQ,λ (resp., AQ,−wQ0 (λ))
appears with multiplicity one in F θ(Aλ) (resp., in F−θ(Aλ)).
ii) The functor F : Sph(G˜rG,x)→ Sph(GrQ,x) given by F = ⊕
θ∈ΛG,P
F θ is exact and faithful.
Proof i) Note that SθP ∩GrλG is open in GrλG. Moreover, GrθQ ∩GrλG = GrλQ. Since P/Q is affine,
GrQ →֒ SP is a closed immersion. So, GrθQ ∩GrλG →֒ SθP ∩ GrλG is a smooth closed subscheme.
It follows that (r˜θP )
!(s˜θP )
∗Aλ is a shifted constant sheaf over GrλQ. The first assertion follows.
For the second, note that Gr−θQ ∩GrλG = Gr
−wQ0 (λ)
Q , and the map
t−θP : S
−θ
P ∩GrλG → Gr−θQ
is an isomorphism over the Q(O)-orbit Gr−w
Q
0 (λ)
Q .
ii) Since F is exact, to show faithfulness, it suffices to prove that F does not annihilate a nonzero
object. To this end, it suffices to show that F (Aλ) 6= 0 for any dominant coweight λ, which
follows from i). 
8.5 Example: explicit calculation Let α ∈ Λ+ denote the coroot of Sp2n corresponding
to the maximal root αˇmax of Sp2n. So, α is the highest weight of the standard representation
of the Langlands dual group SO2n+1 of Sp2n. For this subsection take G to be that of 8.1 for
M0 = On ⊕ ΩnO. Following ([6], Sect. 4.5.12) the closure Gr
α
G of Gr
α
G in GrG is described as
follows.
The G(k)-orbit V in GrG passing through α(t)G(O) is identified with the projective space
V →˜P2n−1, and GrαG is the total space of the line bundle O(2) over V .
Let V = P2n−1 →֒ Pn(2n+1)−1 be the Veronese map. Write x1, . . . , x2n for the homogeneous
coordinates in P2n−1 and tij with 1 ≤ i ≤ j ≤ 2n for the homogeneous coordinates in Pn(2n+1)−1.
Then the inclusion is given by tij = xixj . Its image is the subscheme defined by homogeneous
equations
tijtkl = tiktjl (31)
for all i, j, k, l whenever this makes sense.
One may identify the Lie algebra of Sp2n with A
n(2n+1) in such a way that the set Z of ele-
ments Sp2n-conjugate to a multiple of the maximal root becomes the subscheme Z ⊂ An(2n+1) =
Speck[tij ] given by equations (31). Let A ∈ Z denote the origin of this cone. Let Z¯ ⊂ Pn(2n+1)
be the projective closure of Z. Then Gr
α
G = Z¯ and Gr
α
G = Z¯ −A.
The projection π : Z¯ − A → V is an affine fibration on which O(2) acts transitively and
freely (and the corresponding torsor is trivial). So, π∗ yields a diagram of isomorphisms
Cl(V ) →˜ Cl(Z¯ −A) →˜ Cl(Z¯)
↓ ↓
Pic(V ) →˜ Pic(Z¯ −A) →˜ Z,
where for a variety S we denote by Cl(S) the Weil divisors class group.
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Write (tij, w) for the homogeneous coordinates in Pn(2n+1). Let the subscheme V ⊂ Z¯ be
given by w = 0, it is a section of π. We have Z = Z¯ − V .
The image in Cl(V ) of the hyperplane section of Pn(2n+1)−1 is 2. It follows that the image
of V in Cl(Z¯) is 2 and Cl(Z) →˜Z/2Z.
Let L ⊂ Z denote the preimage under π of the subscheme of V given by x1 = 0. Denote
again by L the corresponding Weil divisor on Z¯. Then L is not locally principal in OZ,A. Indeed,
let p ⊂ OZ,A denote the ideal corresponding to L and mZ,A ⊂ OZ,A the maximal ideal. Then
tij (1 ≤ i ≤ j ≤ n) form a base in the cotangent space mZ,A/m2Z,A, and the elements t1j ∈ p
(1 ≤ j ≤ n) are linearly independent in mZ,A/m2Z,A. So, PicZ = 0, and OZ¯(V ) generates Pic(Z¯).
The image of OZ¯(V ) under the composition
Pic(Z¯) →֒ Cl(Z¯)→˜Cl(Z¯ −A) →˜ Pic(Z¯ −A) →˜Z
is 2. In other words, OZ¯−A(L) does not extend to a line bundle on Z¯.
The line bundle L |GrαG identifies with OPn(2n+1)(1) |Z¯ . Let Z˜ → Z¯ denote the µ2-gerbe of
square roots of this bundle. We see that this gerbe is nontrivial, though trivial over Z¯ −A.
Set Y = A2n = Spec k[xi]. Let τ : Y → Z be the map given by tij = xixj. Clearly,
Y − τ−1(A)→ Z −A is a S2-Galois covering.
For a coweight λ of Q denote by AQ,λ the intersection cohomology sheaf of the Q(O)-orbit
on GrQ passing through λ(t)Q(O).
Proposition 13. 1) The sheaf Aα is the extension by zero from Z¯ −A.
2) We have F 0(Aα) = 0. For θ ∈ ΛG,P such that 〈θ, ωˇn〉 = 1 we have F θ(Aα) →˜AQ,α and
F−θ(Aα) →˜AQ,−α.
Proof 1) Note that OZ−A(L) generates the group Pic(Z − A) →˜ Cl(Z − A) →˜ Cl(Z) →˜Z/2Z.
The gerbe Z˜ is obtained by gluing together trivial gerbes Z ×B(µ2) and (Z¯ −A)×B(µ2) over
Z−A. The gluing data is an automorphism of the gerbe (Z−A)×B(µ2) which can be described
as follows.
An S-point of (Z − A) × B(µ2) is a line bundle B on S together with B2→˜OS and a map
S → (Z −A). Our automorphism sends this point to the same map S → (Z −A) and replaces
B by B tensored with the restriction of OZ−A(L) to S.
We have the µ2-torsor over Z − A consisting of those sections of OZ−A(L) whose square is
1. This is exactly the Galois covering Y − τ−1(A)→ Z −A.
Let W denote the nontrivial rank one local system on B(µ2) corresponding to the covering
Speck → B(µ2). If we identify our gerbe over Z with Z×B(µ2) then over that locus Aα becomes
the exteriour product N ⊠W , where N is the nontrivial local system on Z−A extended by zero
to A and corresponding to the covering Y − τ−1(A)→ Z −A.
2) Considering Gr0Q as a subscheme of GrG, one checks that Gr
0
Q ∩GrαG is the point scheme
1 ∈ GrG. Consider the ∗-restriction N |Z∩L. Since the !-fibre at A of N |Z∩L vanishes, we get
F 0(Aα) = 0.
Let θ ∈ ΛG,P be such that 〈θ, ωˇn〉 = 1. Recall the map π : Z¯ −A→ V . We have
GrαG ∩SθP = π−1(V0),
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where V0 ⊂ V = P(M0(x)/M0) is the complement to P(L0(x)/L0). In other words, GrαG ∩SθP ⊂
GrαG is the open subscheme given by the condition that the line (M +M0)/M0 is not contained
in L0(x)/L0. Further, Gr
α
G ∩GrθQ = GrαQ. The isomorphism F θ(Aα) →˜AQ,α follows.
We have GrαG ∩S−θP = Gr−αQ . This yields the last isomorphism. 
Remark 8. Let λ ∈ Λ+ and θ ∈ ΛG,P . If F θ(Aλ) 6= 0 then
−〈λ, ωˇn〉 ≤ 〈θ, ωˇn〉 ≤ 〈λ, ωˇn〉 (32)
Indeed, if SθP ∩ Gr
λ
G 6= ∅ then (32) holds. More generally, for a reductive group G and its
parabolic subgroup P the condition SθP ∩ Gr
λ
G 6= ∅ implies 〈λ,w0(λˇ)〉 ≤ 〈θ, λˇ〉 ≤ 〈λ, λˇ〉 for any
λˇ ∈ ΛˇG,P which is dominant for G.
8.6 The functors F θ
Xd
Let GrQ,Xd denote the ind-scheme classifying (x1, . . . , xd) ∈ Xd and L ∈ Bunn with trivialization
L →˜On |X−x1∪...∪xd . Its connected components are indexed by ΛG,P , the component GrθQ,Xd is
given by degL = −〈θ, ωˇn〉. We have a natural map GrQ,Xd → GrG,Xd sending the above point
to L⊕ (L∗ ⊗ Ω) with the induced trivialization outside xi. The composition
(GrQ,Xd)red →֒ GrQ,Xd → GrG,Xd
is a closed immersion.
For θ ∈ ΛG,P denote by SθP,Xd the ind-scheme classifying collections: (x1, . . . , xd) ∈ Xd, a
P -torsor FP on X with trivialization ν : FP →˜F0P |X−x1∪...∪xd such that the induced Q-torsor
FP ×P Q lies in GrθQ,Xd . Here F0P is the G-torsor F0G = OnX⊕Ωn with P -structure corresponding
to the lagrangian subbundle OnX .
Considering F0
P¯
as F0G with P¯ -structure given by Ωn, one similarly defines the ind-scheme
Sθ
P¯ ,Xd
. As in 8.4, one defines a diagram
Sθ
P,Xd
s
θ
P,Xd→ GrG,Xd
↑ rθ
P,Xd
↑
GrθQ,Xd → SθP¯ ,Xd
(33)
Both (Sθ
P,Xd
)red and (S
θ
P¯ ,Xd
)red are locally closed in GrG,Xd , and their intersection is (Gr
θ
Q,Xd)red.
For a k-point (x1, . . . , xd) ∈ Xd with {x1, . . . , xd} = {y1, . . . , ys} and yi pairwise distinct,
the fibre of the diagram (33) over (x1, . . . , xd) ∈ Xd is
∪
θ1+...+θs=θ
(
∏
i S
θi
P ) →
s∏
i=1
GrG,yi
↑ ↑
∪
θ1+...+θs=θ
(
∏
iGr
θi
Q,yi
) → ∪
θ1+...+θs=θ
(
∏
i S
θi
P¯
)
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Similarly to GXd , one defines a group scheme QXd (resp., PXd) over X
d, it acts naturally
on GrθQ,Xd (resp., on S
θ
P,Xd
). Denote by Sph(GrθQ,Xd) the category of QXd-equivariant perverse
sheaves on GrθQ,Xd . Let us define the functors
F θXd , F
′θ
Xd : Sph(G˜rG,Xd)→ D(GrθQ,Xd)
Let s˜θ
P,Xd
: S˜θ
P,Xd
→ G˜rG,Xd be the map obtained by the base change G˜rG,Xd → GrG,Xd
from (33). As in Lemma 11, one defines a PXd-equivariant section i
θ
P,Xd
: Sθ
P,Xd
→ S˜θ
P,Xd
of the
gerbe S˜θ
P,Xd
→ Sθ
P,Xd
. We have a QXd-equivariant line bundle θLXd on GrθQ,Xd , whose fibre at
(L,L →˜On |X−x1∪...∪xd)
is detRΓ(X,OnX)⊗detRΓ(X,L)−1. As Z/2Z-graded, it is placed in degree ♭(θ) := 〈θ, ωˇn〉 mod 2.
The canonical PXd-equivariant Z/2Z-graded isomorphism
(sθP,Xd)
∗L→˜ θL⊗2Xd |Sθ
P,Xd
yields iθ
P,Xd
via 3.1.2. Set
F ′θXd(K) = (r
θ
P,Xd)
!(iθP,Xd)
∗(s˜θP,Xd)
∗K and F θXd(K) = F
′θ
Xd(K)⊗ Q¯ℓ[1](
1
2
)⊗〈θ,2ρˇ−2ρˇQ〉
Note that
F
′θ
Xd(K) →˜ (tθP,Xd)!(iθP,Xd)∗(s˜θP,Xd)∗K
where tθ
P,Xd
: Sθ
P,Xd
→ GrθQ,Xd is the corresponding contraction map.
Remind the definition of the tensor category Sph(GrQ,x)
♮. Equip Sph(GrQ,x) with the con-
volution product, associativity and commutativity constraints given by the fusion procedure,
then Sph(GrQ,x) is a tensor category ([6], 5.3.16). It has a canonical Z/2Z-grading compatible
with the tensor structure, namely AQ,λ is even (resp., odd) if dimGrλQ is even (resp., odd). The
latter condition depends only on the connected component of GrQ,x containing Gr
λ
Q,x.
Following ([6], 5.3.21), we define Sph(GrQ,x)
♮ as the full subcategory of even objects in
Sph(GrQ,x)⊗Vectǫ. We have an equivalence of monoidal categories Sph(GrQ,x)♮ → Sph(GrQ,x)
(i.e., it is compatible with tensor product and associativity constraints), and the commutativity
constraints A⊗B →˜B ⊗A in these two categories differ by (−1)degA degB .
Let hǫ : Sph(GrQ,x) → Vectǫ denote the global cohomology functor. Since hǫ is a tensor
functor compatible with Z/2Z-gradings, it gives rise to a tensor functor
h : Sph(GrQ,x)
♮ → Vect
By [17], h is a fibre functor, and there is an isomorphism Aut⊗ h →˜ Qˇ, where Qˇ is the Langlands
dual group to Q (in [6], 5.3.23 some properties of the action of Qˇ on h are listed, which determine
this isomorphism uniquely). Thus, Sph(GrQ,x)
♮ →˜Rep(Qˇ) canonically as tensor categories.
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Consider
Sph′(GrQ,x) := ⊕
θ∈ΛG,P
Sph(GrθQ,x)[〈θ, 2ρˇQ − 2ρˇ〉] ⊂ D(GrQ,x) (34)
equipped with the convolution product, commutativity and associativity constraints given by
the fusion procedure, so Sph′(GrQ,x) is a tensor category.
Lemma 12. There is a canonical equivalence of tensor categories Sph′(GrQ) →˜ Sph(GrQ)♮.
Proof Note that 2(ρˇ− ρˇQ) = (n+1)ωˇn ∈ ΛˇG,P . Consider the case of n odd. In this case ρˇQ ∈ Λˇ,
so all Q(O)-orbits on GrQ are even-dimensional and Sph(GrG) →˜ Sph(GrG)♮. In this case the
shifts in (34) are even, and we are done.
Consider the case of n even. The component GrθQ,x is even iff 〈θ, ωˇn〉 is even. So, in (34) the
even (resp, odd) objects of Sph(GrQ,x) are shifted by even (resp., odd) cohomological degree.
Our assertion follows. 
Equip Sph′(GrQ,x) with a new Z/2Z-grading such that K ∈ Sph′(GrθQ,x) is placed in degree
♭(θ). This Z/2Z-grading is compatible with the tensor structure. Denote by Sph′(GrQ,x)♭ the
category of even objects in Sph′(GrQ,x)⊗Vectǫ, it is equipped with the induced Z/2Z-grading.
The proof of part ii) of the following proposition is postponed to Sect. 8.7.
Proposition 14. i) The functor F ′ : Sph(G˜rG,x)→ Sph′(GrQ,x)♭ given by F ′ = ⊕
θ∈ΛG,P
F ′θ is a
tensor functor.
ii) There is a unique Z/2Z-grading on Sph(G˜rG,x) such that F ′ is compatible with Z/2Z-gradings.
Proof i) Pick F1, F2 ∈ Sph(G˜rG). Set Ki = τ0Fi,
K = F θX2(K1 ∗X K2) and K ′ = F ′θX2(K1 ∗X K2),
where τ0 is given by (26). By abuse of notation, write also τ0 : Sph(GrQ) → Sph(GrQ,X)[−1]
for the corresponding functor for Q.
Step 1. Recall that U ⊂ X2 denotes the complement to the diagonal. Write G˜rG,X2(U) for the
preimage of U in G˜rG,X2 . We have a µ2-gerbe q : (G˜rG,X × G˜rG,X) |U→ G˜rG,X2(U) (defined as
the map q˜G,X in 8.3.1). The complex q
∗(K1 ∗X K2) identifies canonically with (K1 ⊠ K2) |U .
Denote by iθ the composition
SθP,Xd
iθ
P,Xd→ S˜θP,Xd
s˜
θ
P,Xd→ G˜rG,Xd
For θ1 + θ2 = θ the following diagram is 2-commutative
(G˜rG,X × G˜rG,X) |U q→ G˜rG,X2(U)
↑ iθ1×iθ2 ↑ iθ
(Sθ1P,X × Sθ2P,X) |U →֒ SθP,X2(U),
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where the low horizontal arrow is the natural open immersion. However, the 2-morphism rending
this diagram 2-commutative is well-defined only up to a sign, we normalize it as follows.
Write θLXd for the line bundle θLXd viewed as ungraded. It suffices to pick an isomorphism
ǫθ1,θ2 : θ1LX ⊠ θ2LX →˜ (jθ1,θ2)∗θLX2 ,
where jθ1,θ2 : (Grθ1Q,X ×Grθ2Q,X) |U →֒ GrθQ,X2(U) is the natural open immersion. The order of
points in X2 yields such ǫθ1,θ2 , and the usual Leibnitz rule is satisfied.
Namely, remind that σ denotes the involution of X2 permuting the points. For the diagram
(Grθ1Q,X ×Grθ2Q,X) |U
jθ1,θ2→ GrθQ,X2(U)
↑ σ ↑ σ
(Grθ2Q,X ×Grθ1Q,X) |U
jθ2,θ1→ GrθQ,X2(U)
the following diagram commutes
σ∗(jθ1,θ2)∗θLX2 →˜ (jθ2,θ1)∗σ∗θLX2 →˜ (jθ2,θ1)∗θLX2
↑ ǫ ↓ sign
σ∗(θ1LX ⊠ θ2LX) →˜ θ2LX ⊠ θ1LX ǫ→ (jθ2,θ1)∗θLX2 ,
(35)
where sign = (−1)♭(θ1)♭(θ2), and the isomorphisms denoted by →˜ are the canonical ones.
Step 2. Note that GrθQ,X2(U) is the disjoint union of (Gr
θ1
Q,X ×Grθ2Q,X) |U for θ1 + θ2 = θ.
Let us show that K[2] is a perverse sheaf on GrθQ,X2 , the Goresky-MacPherson extension from
GrθQ,X2(U). More precisely, we show that ǫ as above yield an isomorphism
(τ0F ′(F1)) ∗X (τ0F ′(F2)) →˜F ′X2(K1 ∗X K2) (36)
Indeed, ǫθ1,θ2 yields an isomorphism between the restriction of K ′ to (Grθ1Q,X ×Grθ2Q,X) |U
and
τ0F ′θ1(F1)⊠ τ
0F ′θ2(F2)
So, K[2] is a perverse sheaf over GrθQ,X2(U). Using (28), we learn that the ∗-restriction of K
under the diagonal embedding GrQ,X →֒ GrQ,X2 identifies with τ0F θ(F1 ∗ F2), so it is placed
in perverse degree 1. Now argue as in Proposition 12, using the corresponding Gm-action on
G˜rG,X2 . By Proposition 19, the !-restriction of K under GrQ,X →֒ GrQ,X2 is placed in perverse
degree 3. We have constructed the isomorphism (36).
Restricting to the diagonal, it yields τ0(F ′(F1) ∗ F ′(F2)) →˜ τ0F ′(F1 ∗ F2).
Step 3. Let us check the compatibility with the commutativity constraints. Using (35) one
shows that the diagram commutes
σ∗(τ0F ′(F1) ∗X τ0F ′(F2)) σ
∗◦ ǫ→ σ∗F ′X2(K1 ∗X K2)
↑ ↑
τ0F ′(F2) ∗X τ0F ′(F1) sign ◦ ǫ→ F ′X2(K2 ∗X K1),
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where the vertical arrows are the canonical isomorphisms, and sign is that from Step 1. We are
done. 
8.7 The structure of Sph(G˜rG)
Recall that ΛG,P is canonically identified with the lattice of characters of the center Z(Qˇ) of the
Langlands dual group Qˇ of Q. For a representation V of SO2n+1 and θ ∈ ΛG,P write Vθ for the
direct summand of V on which Z(Qˇ) acts by θ.
For λ ∈ Λ+ write V λ for the irreducible representation of SO2n+1 of highest weight λ. Write
ωi ∈ Λ+ for the fundamental coweight of G corresponding to the representation ∧iV α of SO2n+1,
i = 1, . . . , n. Let Loc : Rep(Qˇ)→ Sph(GrQ)♮ denote the Satake equivalence, normalized to send
an irreducible representation of Qˇ with highest weight µ to AQ,µ.
Proposition 15. Let λ ∈ Λ+ and θ be the image of λ in ΛG,P . Then F θ(Aλ) →˜ Loc(V λθ )
canonically. In particular, F θ(Aωi) →˜AQ,ωi for 〈θ, ωˇn〉 = i.
Proof We could similarly define the functor F θ : Sph(GrG) → Sph(GrθQ). Write Aλ,old for
the corresponding object of Sph(GrG). We claim that F
θ(Aλ) →˜F θ(Aλ,old) canonically for our
particular θ.
Indeed, SθP ∩ Gr
λ
G →֒ GrλG is an open immersion, and the gerbe S˜θP → SθP is trivial. So, the
∗-restriction of Aλ under SθP ∩Gr
λ
G → G˜rG is the Goresky-MacPherson extension from SθP ∩GrλG.
The assertion follows now from (Proposition 4.3.3 and Theorem 4.3.4,[4]). 
Proposition 16. i) If 1 ≤ i ≤ n then Aωi appears in A⊗iα .
ii) For λ, µ ∈ Λ the multiplicity of Aλ+µ in Aλ ⊗Aµ is one.
Proof i) Let θ ∈ ΛG,P be given by 〈θ, ωˇn〉 = i. By Proposition 14, F (A⊗iα ) →˜ (AQ,α⊕AQ,−α)⊗i.
So, F θ(A⊗iα ) →˜A⊗iQ,α. Applying an appropriate symmetrazation functor (either invariants or
anti-invariants), one gets a direct summand V ⊂ A⊗iα such that F θ(V) →˜AQ,ωi.
If Aλ appears in V then F θ(Aλ) ⊂ F θ(V), because F θ is exact. Besides, λ ≤ iα in the sense
that GrλG ⊂ GriαG , so 〈λ, ωˇn〉 ≤ i. If 〈λ, ωˇn〉 < i then F θ(Aλ) = 0 by Remark 8. If 〈λ, ωˇn〉 = i
then, by Corollary 1, AQ,λ appears in F θ(V) →˜AQ,ωi, so λ = ωi. The assertion follows.
ii) Consider the convolution map m : Gr
λ
G×˜GrµG → Grλ+µG as in Sect. 8.2. Its restriction to the
open subscheme GrλG ×˜GrµG → Grλ+µG is an isomorphism, as follows from ([17], Lemma 4.3 and
formula 3.6). We are done. 
Proof of Proposition 14 ii)
Call an object K ∈ Sph(G˜rG) even (resp., odd) if F θ(K) = 0 unless ♭(θ) = 0 (resp., ♭(θ) = 1).
Proposition 11 combined with Proposition 16 shows that Aα is a tensor generator of Sph(G˜rG).
Since Aα is odd, we get a Z/2Z-grading on Sph(G˜rG) compatible with the tensor structure.
Moreover, F ′ is compatible with the gradings. The uniqueness of the Z/2Z-grading is clear,
because Aα is irreducible. 
Definition 6. Let Sph(G˜rG,x)
♭ be the category of even objects in Sph(G˜rG,x)⊗Vectǫ.
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By Proposition 14, we get a tensor functor F ′ : Sph(G˜rG,x)
♭ → Sph′(GrQ,x). Denote by F ♮
the composition
Sph(G˜rG)
♭ F
′→ Sph′(GrQ) →˜ Sph(GrQ)♮
Let h˜ : Sph(G˜rG)
♭ → Vect denote the tensor functor h˜ = h ◦ F ♮.
Corollary 2. There is an affine group scheme Gˇ over Q¯ℓ such that Sph(G˜rG)♭ and the category
Rep(Gˇ) of Q¯ℓ-representations of Gˇ are canonically equivalent as tensor categories.
Proof By Corollary 1, for each nonzero λ ∈ Λ+ the rank of h˜(Aλ) is at least 2. By (Propo-
sition 1.20, [9]), Sph(G˜rG)
♭ is a rigid abelian tensor category (cf. Definition 1.7, loc.cit) and
h˜ : Sph(G˜rG)
♭ → Vect is a fibre functor. Our assertion follows now from (Theorem 2.11,
loc.cit.). 
Write W λ for the representation of Gˇ corresponding to Aλ, λ ∈ Λ+. The functor F ♮ :
Sph(G˜rG)
♭ → Sph(GrQ)♮ yields a morphism Qˇ → Gˇ. By Proposition 13, Wα = Uα ⊕ Uα∗,
where Uα is the irreducible representation of Qˇ of highest weight α. Since Wα is a faithful
representation of Qˇ, it follows that Qˇ→ Gˇ is an injection.
Since Wα is a tensor generator of Sph(G˜rG)
♭, Gˇ is of finite type. We also get that Gˇ ⊂
SL(Wα). Indeed, the only object of rank one in Sph(G˜rG)
♭ is A0, so Gˇ acts trivially on detWα.
Let S ∈ Rep(Gˇ) be such that the strictly full subcategory of Rep(Gˇ), whose objects are
isomorphic to subobjects of ⊕mi=1S, is stable under the tensor structure. Then Qˇ acts trivially on
F ♮(S), because Qˇ is connected. If Qˇ acts trivially on some F ♮(Aλ) then λ = 0 by Proposition 15.
So, S is a multiple of A0. By ([9], 2.22), this implies that Gˇ is connected. Now by (loc.cit.,
2.23), Gˇ is reductive.
The above Z/2Z-grading on Sph(G˜rG)♭ gives rise to a group homomorphism µ2 → Gˇ.
Lemma 13. For i = 1, . . . , n the multiplicity of W ωi in ∧iWα is one. If W λ appears in ∧iWα
and λ 6= ωi then 〈λ, ωˇn〉 < i.
Proof Let θ ∈ ΛG,P be given by 〈θ, ωˇn〉 = i. The direct summand of ∧iWα = ∧i(Uα ⊕Uα∗), on
which Z(Qˇ) acts by θ is ∧iUα. It follows that F θ(∧iAα) = AQ,ωi, where we denoted by ∧iAα
the object of Sph(G˜rG)
♭ corresponding to ∧iWα.
If W λ appears in ∧iWα then F θ(Aλ) ⊂ F θ(∧iAα), because F θ is exact. Besides, λ ≤ iα in
the sense that GrλG ⊂ GriαG , so 〈λ, ωˇn〉 ≤ i. If 〈λ, ωˇn〉 < i then F θ(Aλ) = 0 by Remark 8. If
〈λ, ωˇn〉 = i then, by Corollary 1, AQ,λ appears in F θ(∧iAα) = AQ,ωi, so λ = ωi. The assertion
follows. 
Proof of Theorem 3
Step 1. Let us show that Aα ∗ Aα →˜A2α ⊕Aω2 ⊕A0 for n ≥ 2 and Aα ∗ Aα →˜A2α ⊕A0 for
n = 1. Indeed, by Proposition 16, A2α ⊕ Aω2 appears in Aα ∗ Aα. Let θ ∈ ΛG,P be given by
〈θ, ωˇn〉 = 2. By Proposition 15, F θ(A2α) →˜AQ,2α and F θ(Aω2) →˜AQ,ω2. We have
F θ(Aα ∗ Aα) →˜ Loc((Wα ⊗Wα)θ) →˜ Loc(Uα ⊗ Uα) →˜AQ,2α ⊕AQ,ω2
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So, Aα ∗Aα →˜A2α⊕Aω2⊕K for some K ∈ Sph(G˜rG) such that F θ
′
(K) = 0 unless 〈θ′, ωˇn〉 < 2.
Since Aα is odd, Aα ∗Aα is even, so K is multiple of A0. The disired assertion follows now from
Hom(A0,Aα ∗ Aα) →˜ Hom(Aα,Aα) →˜ Q¯ℓ.
Step 2. Let us show that A0 appears in ∧2Aα. Assume the contrary, that is, A0 appears in
Sym2Aα. Then n ≥ 2 and Gˇ ⊂ SO(Wα) for the symmetric form Sym2Wα → Uα ⊗ Uα∗ → Q¯ℓ.
Let Uˇ (resp., Uˇ−) denote the unipotent radical of the Siegel parabolic Pˇ ⊂ SO(Wα) (resp.,
Pˇ− ⊂ SO(Wα)) preserving the isotropic subspace Uα ⊂ Wα (resp., Uα∗ ⊂ Wα). The Lie
algebra Lie Gˇ is a Qˇ-subrepresentation of
so(Wα) = gl(Uα)⊕ Lie(Uˇ)⊕ Lie(Uˇ−)
Since Lie Uˇ and Lie Uˇ− are irreducible Qˇ-modules, Gˇ coincides with one of the groups
Qˇ, Pˇ , Pˇ−,SO(Wα). Since Gˇ is reductive, it is either Qˇ or SO(Wα). Since Wα is not irreducible
as a representation of Qˇ, Gˇ 6= Qˇ, hence Gˇ = SO(Wα).
Now Lemma 13 shows that ∧nWα →˜W ωn ⊕W λ for some λ ∈ Λ+ with 〈λ, ωˇn〉 < n. Let
U˜ denote the kernel of the contraction map ∧n−1Uα ⊗ Uα∗ → ∧n−2Uα, this is an irreducible
Qˇ-module. By the representation theory for SO2n, we have
• U˜ ⊂W λ ⊂ ∧n(Uα ⊕ Uα∗) as Qˇ-modules;
• if a weight θ of Z(Qˇ) appears in W λ then 〈θ, ωˇn〉 ≤ n− 2;
• for 〈θ, ωˇn〉 = n− 2 the direct summand of W λ on which Z(Qˇ) acts by θ is U˜ .
Let θ be the image of λ in ΛG,P , we get F
θ(Aλ) →˜ U˜ . By Corollary 1, AQ,λ →˜ U˜ . However,
the highest weight of U˜ does not lie in Λ+. This contradiction yields our statement.
Step 3. We know already that Gˇ ⊂ Sp(Wα) for the form ∧2Wα → Uα ⊗ Uα∗ → Q¯ℓ. Let
Pˇ ⊂ Sp(Wα) (resp., Pˇ− ⊂ Sp(Wα)) denote the Siegel parabolic preserving the lagrangian
subspace Uα ⊂Wα (resp., Uα∗ ⊂Wα). As in Step 2, one shows that Gˇ coincides with one of the
groups Qˇ, Pˇ , Pˇ−,Sp(Wα). Since Gˇ is reductive, it is either Qˇ or Sp(Wα). The Qˇ-representation
Wα is not irreducible, so Gˇ = Sp(Wα). 
9. Hecke operators
9.1 According to A.3, inside of D(B˜unG) we have the full triangulated subcategories D±(B˜unG).
Let us define for each K ∈ Sph(G˜rG) a Hecke operator H(K, .) : D(B˜unG) → D(X × B˜unG)
sending D±(B˜unG) to D±(X × B˜unG).
Denote by HG the Hecke stack classifying (FG,F ′G, x ∈ X,β), where FG,F ′G are G-torsors
on X, and β : FG →˜F ′G |X−x is an isomorphism. We have the diagram
BunG
p←HG p
′
→ BunG,
42
where p (resp., p′) sends the above point to FG (resp., to F ′G). Let H˜G be the stack obtained
from B˜unG× B˜unG by the base change HG p,p
′
→ BunG×BunG. Denote by p˜, p˜′ the projections
that fit into the diagram
B˜unG
p˜← H˜G p˜
′
→ B˜unG
↓ ↓ ↓
BunG
p← HG p
′
→ BunG
Recall that the ’trivial’ G-torsor F0G on X is given by M0 = OnX ⊕ Ωn. Write BunG,X for
the stack classifying triples (FG, x ∈ X, ν), where FG ∈ BunG and ν : FG →˜F0G |Dx is a
trivialization over the formal disk Dx at x ∈ X. Then BunG,X is a GX -torsor over X × BunG.
Set B˜unG,X = B˜unG×BunG BunG,X .
Denote by γ (resp., γ′) the isomorphism BunG,X ×GX GrG,X →˜HG such that the projection
to the first term corresponds to p (resp., to p′). Recall the line bundle A on BunG (cf. 3.2). We
have canonically
γ′∗p∗A→˜A ⊠˜L−1
This yields a GX -torsor B˜unG,X ×G˜rG,X → H˜G extending the GX -torsor
BunG,X ×GrG,X → BunG,X ×GX GrG,X
γ′→HG
So, for S ∈ Sph(G˜rG,X) and T ∈ D(B˜unG) we can form their twisted tensor product T ⊠˜S ∈
D(H˜G). Set
H(S,T ) = (supp×p˜)!(T ⊠˜S),
where supp : H˜G → X is the projection. In a similar way, for any S ∈ Sph(G˜rG,Xd) one defines
the functor H(S, .) : D(B˜unG)→ D(Xd × B˜unG).
Recall the functor glob : Sph(G˜rG) → Sph(G˜rG,X) (cf. 8.3.1). For K ∈ Sph(G˜rG) set
H(K,T ) = H(glob(K),T ).
The Hecke functors commute with Verdier duality DH(K,T ) →˜H(DK,DT ), because GrG is
ind-proper. Besides, they are compatible with the convolution product on Sph(G˜rG), namely,
for S1,S2 ∈ Sph(G˜rG,X) we have canonically H(S2,H(S1,T )) →˜H(S1 ∗X S2,T ).
The geometric Langlands program for the metaplectic group would be a trial to understand the
action of Sph(G˜rG)
♭ on D−(B˜unG), that is, to look for automorphic sheaves or, more generally,
for a ‘spectral decomposition’ of D−(B˜unG) under this action.
Recall that the metaplectic representation is automorphic. In the geometric setting this is
reflected in the following Hecke property of Aut. Set
St = Q¯ℓ[2n− 1](2n − 1
2
)⊕ Q¯ℓ[2n− 3](2n − 3
3
)⊕ . . .⊕ Q¯ℓ[1− 2n](1− 2n
2
),
so St has cohomologies in odd degrees only and D(St) →˜ St as a complex over Spec k.
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Theorem 4. Over X × B˜unG we have
H(Aα,Autg) →˜ St[1](1
2
)⊠Auts
H(Aα,Auts) →˜ St[1](1
2
)⊠Autg
9.2 Proof of Theorem 4.
Let HαG ⊂ HG be the locally closed substack given by the condition that FG is in the position
α with respect to F ′G (or, equivalently, F ′G is in the position α with respect to FG). Set
H˜αG = HαG ×HG H˜G.
Lemma 14. There exist isomorphisms
κ, κ′ : H˜αG →˜ (B˜unG×BunGHαG)×B(µ2),
where we used p : HαG → BunG (resp., p′ : HαG → BunG) in the fibred product, and the projection
to the first term corresponds to p˜ : H˜αG → B˜unG (resp., to p˜′ : H˜αG → B˜unG).
Proof A point of H˜αG is given by (FG,F ′G, x ∈ X,β) ∈ HαG, two 1-dimensional vector spaces B,B′
with B2 →˜ detRΓ(X,M), B′2 →˜ detRΓ(X,M ′). Here M,M ′ are vector bundles on X obtained
from FG,F ′G via the standard representation of G.
The symplectic form on M induces a perfect pairing (M + M ′)/M ⊗ (M + M ′)/M ′ →
Ω(x)/Ω →˜ k between these 1-dimensional spaces. Further,
detRΓ(X,M)
detRΓ(X,M ′)
→˜ (M +M
′)/M ′
(M +M ′)/M
→˜ ((M +M ′)/M ′)⊗2
Instead of providing B,B′ we may provide B,B0, where dimB0 = 1, with an isomorphism B20 →˜ k,
letting B′ = B ⊗ ((M +M ′)/M ′)∗ ⊗ B0. This defines κ. The datum of B′,B0 defines κ′. 
As above, let W denote the nontrivial local system of rank one on B(µ2) corresponding to
the covering Speck → B(µ2). For the diagram
X × B˜unG supp×p˜← H˜αG
p˜′→ B˜unG
the Hecke operator writes H(Aα,K) →˜ (supp×p˜)!(p˜′∗K ⊗ κ∗W )[2n + 1](2n+12 ).
9.2.1 Stratifications
Let (x,M) be a k-point of X × i BunG. Denote by Y the fibre of supp×p : HαG → X × BunG
over (x,M). So, Y can be identified with the variety Z¯ − A of Sect. 8.5. Let Yk denote the
preimage of k BunG under Y →֒ HαG
p′→ BunG. We are going to describe the stratification of Y
by the subschemes Yk.
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Recall that M ∈ Bun2n with symplectic form ∧2M → Ω and dimH0(M) = i (for brevity, in
this subsection we omit the argument X in the cohomology groups). For a k-point M ′ of Y we
get
M ⊂ M +M ′ ⊂M(x)
∪ ∪
M(−x) ⊂ M ∩M ′ ⊂ M ′
and dim(M +M ′)/M = 1, dim(M ∩M ′)/M(−x)) = 2n− 1. Actually, (M ∩M ′)/M(−x) is the
orthogonal complement to (M +M ′)/M for the perfect pairing
M(x)/M ⊗M/M(−x)→ Ω(x)/Ω →˜ k
induced by the form on M . Let π : Y → V = P(M(x)/M) be the map sending M ′ to the line
M +M ′/M . Let N be the image of H0(M)→M/M(−x). Set j = dimN , so dimH0(M(−x)) =
i− j. Since M →˜M∗ ⊗ Ω,
H0(M(−x)) →˜H1(M(x))∗ and H1(M(−x)) →˜H0(M(x))∗
The long exact sequence
0→ H0(M)→ H0(M(x))→M(x)/M → H1(M)→ H1(M(x))→ 0
shows that dimH0(M(x)) = i+ 2n − j, because dimH1(M(x)) = i− j. We have
H0(M ∩M ′) →˜H1(M +M ′)∗ and H1(M ∩M ′) →˜H0(M +M ′)∗,
because (M +M ′)∗ ⊗ Ω →˜M ∩M ′. Note that χ(M ∩M ′) = −1 and χ(M +M ′) = 1.
We distinguish three cases
0) j = 0. So, H0(M(−x)) = H0(M) is i-dimensional and dimH0(M(x)) = 2n. Then
H0(M(−x)) →˜H0(M ∩M ′) is of dimension i, and dimH0(M +M ′) = i + 1. Clearly, for
M+M ′ ∈ P(M(x)/M) fixed we get a 1-dimensional subspace in (M+M ′)/(M∩M ′) gener-
ated by H0(M+M ′). So, forM+M ′ ∈ V fixed there is a uniqueM ′ with dimH0(M ′) = i+1
and for the other M ′ we have dimH0(M ′) = i.
Thus, π : Y → V has a section V → Y , which is the closed stratum Yi+1. Its complement
is the open stratum Yi.
1) 0 < j < 2n. View V as the space of hyperplanes in M/M(−x). We get a nontrivial
subspace V ′ ⊂ V of hyperplanes that contain N . Distinguish two cases:
CASE 1a) N ⊂ (M ∩ M ′)/M(−x) then H0(M ∩ M ′) = H0(M) is of dimension i, so
dimH0(M+M ′) = i+1. In the fibre of π : Y → V over M+M ′/M we get a distinguished
point corresponding to the subspace of (M +M ′)/(M ∩M ′) generated by H0(M +M ′).
This point lies in i+1 BunG, and the complement lies in iBunG.
CASE 1b) N * (M ∩ M ′)/M(−x). Then N ∩ (M ∩ M ′) is of dimension j − 1. So,
dimH0(M ∩M ′) = i− 1 and dimH0(M +M ′) = i. Since M ′ 6=M , we get M ′ ∈ i−1 BunG.
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So, Y has three nonempty strata in case 1). The map π : π−1(V ′) → V ′ has a section,
which is the closed stratum Yi+1 →˜V ′. The complement to this section is the middle
stratum Yi = π
−1(V ′)− V ′, and the open stratum is Yi−1 = π−1(V − V ′).
2) j = 2n. Then H0(M) = H0(M(x)) is i-dimensional, so dimH0(M + M ′) = i and
dimH0(M ∩M ′) = i − 1. The image of H0(M) → (M +M ′)/(M ∩M ′) is 1-dimensional
and equals M/(M ∩M ′). So, dimH0(M ′) = i− 1, because M ′ 6=M .
In this case Y = Yi−1.
Fix in addition a vector space B together with B2 →˜ detRΓ(X,M).
Proposition 17. Let K denote the fibre of H(Aα,Autg) (resp., of H(Aα,Auts)) at (x,M,B) ∈
X × i B˜unG. Then K = 0 unless i is odd (resp., even). If i is odd (resp., even) then we have
noncanonically K →˜ St[1 + dG − i].
Proof g) Consider the case where K is the fibre of H(Aα,Autg). Assume i even, so only the
stratum Yi of Y contributes to K.
If j = 0 then Yi is a Gm-torsor over V , and the restriction of Autg to a fibre of π : Yi → V
is a nontrivial local system of order two, so K = 0 in this case. If j = 2n then K = 0 because
Y = Yi−1. If 0 < j < 2n then Yi is a Gm-torsor over V ′, and the restriction of Autg to a fibre
of π : Yi → V ′ is a nontrivial local system of order two, so K = 0.
Now let i be odd, so only the strata Yi−1 and Yi+1 contribute to K.
If j = 0 then the restriction of Autg to Yi+1 is isomorphic to Q¯ℓ[dG − i − 1] by Theorem 1,
because Yi+1 →˜P2n−1 is simply-connected. Our assertion follows then from
St →˜ RΓ(P2n−1, Q¯ℓ)[2n − 1](2n − 1
2
)
If j = 2n then the restriction of Autg to Yi−1 is isomorphic to Q¯ℓ[dG − i + 1], because Yi−1 is
simply-connected. So, K →˜ St[1 + dG − i]. If 0 < j < 2n then the restriction of Autg to Yi+1
identifies with Q¯ℓ[dG − i− 1], because Yi+1 →˜V ′ is simply-connected. The contribution of Yi+1
to K is
RΓ(V ′, Q¯ℓ)[dG − i+ 2n]
The restriction of Autg to Yi−1 is Q¯ℓ[dG− i+1], because any rank one local system of order two
on π−1(V − V ′) is trivial. So, the contribution of Yi−1 to K is RΓc(V − V ′, Q¯ℓ)[dG − i + 2n].
The distinguished triangle
RΓc(V − V ′, Q¯ℓ)[dG − i+ 2n]→ K → RΓ(V ′, Q¯ℓ)[dG − i+ 2n]
yields the desired isomorphism.
s) In the case where K is the fibre of H(Aα,Auts), the argument is similar. 
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9.2.2 For k, r ≥ 0 denote by k,rHαG the preimage of k BunG×r BunG under p × p′ : HαG →
BunG×BunG. Similarly, define the stack k,rH˜αG by the cartesian square
k,rH˜αG →֒ H˜αG
↓ ↓ p˜×p˜′
k B˜unG×r B˜unG →֒ B˜unG× B˜unG
The two S2-coverings over k,rH˜αG obtained from kρ : Cov(kB˜unG) → k B˜unG and from rρ :
Cov(rB˜unG)→ r B˜unG are canonically isomorphic, namely Lemma 14 implies the following.
Lemma 15. There is a canonical commutative diagram, where both squares are cartesian
k BunG ← k,rHαG ×B(µ2) → r BunG
↓ kρ ↓ ↓ rρ
k B˜unG
p˜← k,rH˜αG
p˜′→ r B˜unG

Let U ⊂ X × 1BunG be the open substack given by H0(X,M(−x)) = 0. As in Lemma 1,
one shows that U is non empty. In general, U 6= X × 1 BunG. Let U˜ be the preimage of U in
X × 1 B˜unG.
Proposition 18. The first isomorphism of Theorem 4 holds over U˜ , the second holds over
X × 0 B˜unG.
Proof g) Let Y (U) be the preimage of U under supp×p : HαG → X × BunG. Write Yk(U) for
the preimage of k BunG under Y (U) →֒ HαG
p′→ BunG. Then Y0(U)→ U (resp., Y2(U)→ U) is a
fibration with fibre isomorphic to P2n−2 (resp., to A2n).
Let Yk(U˜) be the preimage of Yk(U) in H˜αG. For k = 0, 2 the restriction of the local system
p˜′∗(kAut) ⊗ κ∗W descends under Yk(U˜) → U˜ to a local system, which is canonically identified,
by Lemma 15, with Q¯ℓ ⊠ 1Aut.
By Proposition 17, H(Aα,Autg) vanishes overX×0 B˜unG, and we denote byK the restriction
of this complex to U˜ . By decomposition theorem, K is a direct sum of (shifted) irreducible
perverse sheaves. We get an isomorphism
K →˜ 1Aut[dG − 2n+ 1](dG − 2n+ 1
2
)⊕ 1Aut[dG + 2n − 1](dG + 2n− 1
2
)⊗ RΓ(P2n−2, Q¯ℓ)
The first assertion follows.
s) Set V = X × 0BunG. Let K be the restriction of H(Aα,Auts) to V˜ = X × 0 B˜unG. Let Y (V)
be the preimage of V under supp×p : HαG → X×BunG. Write Yk(V) for the preimage of k BunG
under Y (V) →֒ HαG
p′→ BunG. Then Y1(V)→ V is a fibration with fibre isomorphic to P2n−1.
Let Y1(V˜) be the preimage of Y1(V) in H˜αG. By Lemma 15, the ∗-restriction of p˜′∗(1Aut) ⊗
κ∗W descends under Y1(V˜) → V˜ to a local system canonically identified with Q¯ℓ ⊠ 0Aut. By
decomposition theorem, one gets an isomorphism
K →˜ 0Aut⊗ RΓ(P2n−1, Q¯ℓ)[dG + 2n](dG + 2n
2
)
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We are done. 
By decomposition theorem, H(Aα,Aut) is a direct sum of (shifted) irreducible perverse
sheaves. Proposition 18 implies that St[1](12 ) ⊠ Aut appears in it as a direct summand. But
according to Proposition 17, all the fibres of H(Aα,Aut) and of St[1](12 )⊠ Aut are isomorphic.
This concludes the proof of Theorem 4.
Appendix A.
A.1 For the convenience of the reader we collect here some generalities on group actions.
Let f : Y → Z be a morphism of stacks, G→ Z be a group scheme over Z. Write mG for the
product in G and 1G : Z → G for the unit section. Following [5], an action of G on Y over Z is
the data of a 1-morphismm : G×ZY → Y over Z, a 2-morphism µ : m◦(mG×id)⇒ m◦(id×m)
making the following diagram 2-commutative
G×Z G×Z Y mG×id→ G×Z Y
↓ id×m ↓ m
G×Z Y m→ Y,
and a 2-morphism ǫ : m ◦ (1G × idY) → idY . They should satify two axioms: an associativity
condition with respect to any 3 objects in G (cf. diagram (6.1.3) in loc.cit.); ǫ is compatible with
µ (cf. diagrams (6.1.4) in loc.cit.). The fact that m is a Z-morphism means that the diagram
G×Z Y m→ Y
↓ pr2 ↓ f
Y f→ Z
is 2-commutative.
For a line bundle L on Y we have a notion of G-equivariant structure on L (cf. [14], Defini-
tion 2.8). A version of this notion for an ℓ-adic complex is as follows.
Definition 7. A G-equivariant structure on K ∈ D(Y) is an isomorphism λ : m∗K →˜ pr∗2K
such that two diagrams commute
(mG × idY)∗m∗K λ→ (mG × idY)∗ pr∗2K
↓ µ ↓ λ
(idG×m)∗m∗K λ→ (idG×m)∗ pr∗2K = pr∗23m∗K
and
(1G × idY)∗m∗K
↓ λ ց ǫ
(1G × idY)∗ pr∗2K = K,
where pr2 : G×Z Y → Y and pr23 : G×Z G×Z Y → G×Z Y are the projections.
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A.2 Let f : Y → Z be a representable morphism of algebraic stacks, G→ Z be a group scheme
over Z acting on Y over Z. By definition, Y is a G-torsor over Z if, locally in flat topology of
Z, Y is isomorphic to G over Z as a G-scheme.
Assume that Z is locally of finite type. The notion of a perverse sheaf localizes in the smooth
topology, so we have a notion of a perverse sheaf on Z. For the same reason, if G → Z is of
finite type and smooth of relative dimension d then the functor K 7→ f∗K[d] is an equivalence of
the category of perverse sheaves P (Z) on Z with the category of G-equivariant perverse sheaves
PG(Y) on Y.
A.3 Let A be a line bundle on a scheme S. Let S˜ → S denote the µ2-gerbe of square roots of A
(cf. 3.3.1). Since µ2 acts on S˜ by 2-automorphisms of the identity id : S˜ → S˜, µ2 acts on any
K ∈ D(S˜). Write π : S˜ → S for the structural morphism.
Lemma 16. 1) The functor π∗ is an equivalence of the category of perverse sheaves on S with
the category of those perverse sheaves on S˜ on which µ2 acts trivially.
2) The functor π∗ : D(S) → D(S˜) is fully faithful, its image D+(S) is a full triangulated
subcategory of D(S˜).
3) For K ∈ D(S˜) the following are equivalent
i) −1 ∈ µ2 acts as −1 on each cohomology sheaf of K
ii) π!K = 0
iii) π∗K = 0.
Let D−(S˜) ⊂ D(S˜) be the full triangulated subcategory of objects satisfying these conditions.
4) For any K± ∈ D±(S˜) we have HomD(S˜)(K+,K−) = 0 and HomD(S˜)(K−,K+) = 0. For
K ∈ D(S˜) there exist K± ∈ D±(S˜) such that K →˜K+ ⊕K−.
Proof 1a) In the case A = OS consider the presentation i : S → B(S/µ2). The functor i∗
identifies the category of perverse sheaves on B(S/µ2) with the category of perverse sheaves on
S equipped with an action of the group µ2(S).
1b) In general we have a carthesian square
S˜
π→ S
↑ h ↑ π
S˜ ×B(µ2) pr→ S˜,
where h sends a T -point (B,B0, B2→˜A |T B20→˜OT ) to B ⊗ B0 for any S-scheme T .
If F is a perverse sheaf on S˜ on which µ2 acts trivially, then µ2×µ2 acts trivially on h∗F . By
1a) we then get an isomorphism h∗F →˜pr∗ F satisfying the usual cocycle condition. So, there
is an isomorphism F →˜ π∗H for some perverse sheaf H on S.
2) The map π is smooth of relative dimension zero, and π!Q¯ℓ→˜Q¯ℓ. It follows formally that π∗
is fully faithful.
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3) The functors π! and π∗ are exact with respect to the usual t-structure. So, π!K = 0 iff
π!(H
i(K)) = 0 for each i. The latter is equivalent to requiring that −1 acts nontrivially on
H i(K) for each i. Similarly for π∗.
4) Given K− ∈ D−(S˜) and K+ →˜π∗L ∈ D+(S˜) we have
Hom(K−,K+) →˜ Hom(K−, π!L) →˜ Hom(π!K−, L) = 0
and
Hom(K+,K−) →˜ Hom(π∗L;K−) →˜ Hom(L, π∗K−) = 0
We claim that for each K ∈ D(S˜) the adjointness map π∗π∗π∗K → π∗K is an isomorphism.
Since our derived categories are bounded, by devissage we may assume that K is placed in
cohomological dimension zero. Then K→˜K0 ⊕ K1, where −1 acts on K0 (resp., on K1) as 1
(resp., as -1). Clearly, π∗π∗K0 →˜K0 and π∗K1 = 0, so π∗π∗π∗K →˜ π∗K.
For K ∈ D(S˜) let K− be a cone of the adjointness map π∗π∗K → K then π∗K− = 0. The
triangle π∗π∗K → K → K− splits, because Hom(K−, π∗π∗K[1]) = 0. 
Let G be an algebraic group acting on S, assume that A is equipped with a G-equivariant
structure. Then G acts on S˜, and the projection S˜ → S is G-equivariant.
The stack S˜ is equipped with the universal line bundle Bu together with B2u →˜A |S˜ . One
checks that Bu is G-equivariant.
Let G act on the trivial gerbe S × B(µ2) as the product of the action of G on S with the
trivial action on B(µ2). The following lemma is straightforward.
Lemma 17. Let B be a G-equivariant line bundle on S equipped with a G-equivariant isomor-
phism B2 →˜A. Then B yields a G-equivariant trivialization S˜ →˜ S ×B(µ2). 
A.4 Let S be a normal variety with a Gm-action, A be a Gm-equivariant line bundle on S. Write
S˜ → S for the gerbe of square roots of A. Let S0 ⊂ S be the variety of fixed points. For a
connected component C of S0 set
S+(C) = {s ∈ S | lim
t→0
ts ∈ C} and
S− = {s ∈ S | lim
t→∞
ts ∈ C}
Let S+ (resp., S−) denote the disjoint union of S+(C) (resp., of S−(C)) indexed by the con-
nected components of S0. Write S˜
+ (resp., S˜−, S˜0) for the restriction of the gerbe S˜ → S to
the corresponding scheme. Let f± : S˜0 → S˜± and g± : S˜± → S˜ denote the corresponding
(representable) maps. Following [3], define hyperbolic localization functors D(S˜)→ D(S˜0) by
K !∗ = (f+)!(g+)∗K, K∗! = (f−)∗(g−)!K
The following generalization of Theorem 1 from loc.cit. is straightforward.
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Proposition 19. There is a natural map iS : K
∗! → K !∗ functorial in K ∈ D(S˜). Assume that
there is a covering of S by open Gm-invariant subschemes Ui and Gm-invariant trivializations
ξi : A |Ui →˜O |Ui. Then for Gm-equivariant K ∈ D(S˜) the map iS is an isomorphism.
Proof The map is constructed as in (loc.cit., Sect. 2). Let U˜i denote the restriction of S˜ to Ui. It
suffices to show the desired map is an isomorphism over U˜i for any perverse sheafK ∈ P (S˜). The
trivialization ξi induces Gm-equivariant section Ui → U˜i of the gerbe U˜i → Ui. One concludes
applying Theorem 1 from loc.cit. for K |Ui . 
Assume in addition that there is a Gm-equivariant section S+ → S˜+ of the gerbe S˜+ → S+.
Let h+ : S+ → S0 be the map sending s to limt→0 ts. Then for any Gm-equivariant object
K ∈ D(S˜) we have K !∗ →˜ (h+ × id)!(g+)∗K canonically. Here h+ × id : S˜+→˜S+ × B(µ2) →
S0 ×B(µ2) = S˜0.
Appendix B. Weil representation and the sheaf SM
B.1 Let k = Fq be a finite field with q odd. Let M be a symplectic space over k of dimension
2d. The sheaf SM introduced in Sect. 4.4 has its origin in the Weil representation, this is what
we are going to explain.
Consider the Heisenberg group H(M) =M ⊕ k with operation
(m,a)(m′, a′) = (m+m′, a+ a′ +
1
2
〈m,m′〉)
Fix an additive character ψ : k → Q¯∗ℓ . There exists a unique up to isomorphism irreducible
representation of H(M) over Q¯ℓ with central character ψ. Let (ρ, Sψ) be such representation.
It yields an exact sequence
1→ Q¯∗ℓ → G˜→ G→ 1 (37)
with G = Sp(M). Here
G˜ = {g,M [g]) | g ∈ G,M [g] ∈ AutSψ, ρ(gm, a) ◦M [g] =M [g] ◦ ρ(m,a)}
Let L(M) denote the variety of Lagrangian subspaces of M . For L ∈ L(M) let χL : L⊕ k →
Q¯∗ℓ send (l, a) to ψ(a). Set
SL,ψ = Ind
H(M)
L⊕k χL = {f : H(M)→ Q¯ℓ | f(xh) = χL(x)f(h) for x ∈ L⊕ k}
For each L ∈ L(M) there is a pair (vL ∈ Sψ, fL ∈ S∗ψ) which is (L⊕k, χL)-inivariant. Normalize
it by fL(vL) = 1, so any such pair is (avL, a
−1fL) with a ∈ Q¯∗ℓ . Specifying such pair is equivalent
to specifying an isomorphism of H(M)-modules Sψ →˜SL,ψ such that the image of fL becomes
the evaluation at zero fL,st ∈ S∗L,ψ (resp., vL becomes the function vL,st : H(M)→ Q¯ℓ supported
at L⊕ k with vL,st(0) = 1).
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Let PL ⊂ G be the Seigel parabolic subgroup preserving L. Restricting (37) we get an exact
sequence
1→ Q¯∗ℓ → P˜L → PL → 1
The action of P˜L on Q¯ℓfL yields a character P˜L → Q¯∗ℓ that splits this sequence (the group P˜L
acts on Q¯ℓvL by the opposite character).
The finite-dimensional theta-function is θL : PL\G˜/PL → Q¯ℓ given by θL(g) = fL(gvL), it
does not depend on the choice of the pair (vL, fL).
B.2 Let L1, L2 ∈ L(M). For f ∈ SL1,ψ and z ∈ L2 ⊕ k the function f(zh)χ−1L2 (z) depends only
on the image of z in L2, so we may set
(FL1,L2(f))(h) =
∫
L2
f(zh)χ−1L2 (z)dz,
where dz is the Haar measure on L2 such that the volume of a point is one. Then FL1,L2 :
SL1,ψ →˜SL2,ψ is an isomorphism of H(M)-modules.
One checks that FL2,L1 ◦ FL1,L2 ∈ Aut(SL1,ψ) is the multiplication by qd+dim(L1∩L2).
Definition 8. For L1, L2, V ∈ L(M) with V ∩ Li = 0 define θ(L1, L2, V ) ∈ Q¯∗ℓ by
FL2,L1 ◦ FV,L2 ◦ FL1,V = θ(L1, L2, V )
We have L1 = {(bu+ u) | u ∈ L2} for uniquely defined b : L2 → V . The symplectic form on
M yields L2 →˜V ∗, so b becomes an element of Sym2 V . From definitions it follows that
θ(L1, L2, V ) = q
d
∫
V ∗
ψ(
1
2
〈bv∗, v∗〉)dv∗, (38)
where dv∗ is the Haar measure on V ∗ such that the volume of a point is one.
Denote by Y˜(k) the set of isomorphism classes of collections L1, L2 ∈ L(M), a one-dimensinal
space B together with B⊗2 →˜ (detL1) ⊗ (detL2). So, Y˜(k) is a two-sheeted covering of the set
Y(k) of G-orbits on L(M)× L(M). Remind that Y(k) contains d+ 1 element.
Given a triple L1, L2, V ∈ L(M) with Li ∩ V = 0, the form on M yields isomorphisms
L1 →˜ V ∗ →˜L2. So, (L1, L2,B = detV ∗) is a point of Y˜(k). Now Proposition 5 implies that
θ(L1, L2, V ) depends only on the image of (L1, L2, V ) in Y˜(k), so defining a function
θ : Y˜(k)→ Q¯ℓ
which is (up to a constant) the trace of Frobenius of the sheaf SM . It is well-known that for
(L1, L2,B) ∈ Y˜(k) with i = dim(L1 ∩ L2) one gets
θ(L1, L2,B)2 =
(−1
q
)d−i
q3d+i,
where
(
−1
q
)
=
{
1, if − 1 ∈ k2
−1, otherwise
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B.3 Remind that we fixed a square root q
1
2 of q in Q¯ℓ (cf. 3.1). For L1, L2 ∈ L(M) set
FL1,L2 = q
1
2
(−d−dim(L1∩L2))FL1,L2
The following is a version of the Maslov index (cf. [15], appendix to chapter 1).
Definition 9. For L1, L2, L3 ∈ L(M) define γ(L1, L2, L3) ∈ Q¯∗ℓ by
FL2,L1 ◦ FL3,L2 ◦ FL1,L3 = γ(L1, L2, L3)
Here are its immediate properties (cf. also loc.cit.).
Proposition 20. 1) γ(L1, L2, L3) = γ(L1, L3, L2)
−1 = γ(L2, L1, L3)
−1.
2) γ(gL1, gL2, gL3) = γ(L1, L2, L3) for g ∈ G.
3) If L1, L2, L3, L4 ∈ L(M) then
γ(L1, L2, L3)γ(L1, L4, L2) = γ(L3, L4, L2)γ(L1, L4, L3) 
This implies that the function (g1, g2) 7→ γ(L, g1L, g1g2L) is a 2-cocycle of G. This is the
cocycle defining the extension (37). In our case of finite field k this extension splits ([18], chapter
2, II.1).
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