We present a new quantum algorithm that either finds a triangle (a copy of K 3 ) in an undirected graph G on n nodes, or it outputs "reject" if G is triangle free. The algorithm uses O(n 1.3 ) queries, and it is based on a new design concept of Ambainis [Amb03] that incorporates the benefits of quantum walks into Grover search [Gro96] . The algorithm both improves on, and is simpler than a recent algorithm of Szegedy [Sze03] which hasÕ(n 10/7 ) query complexity. The Triangle Problem was first treated in [BDH + 01], where an algorithm with O( n|E|) query complexity was presented (here |E| is the number of edges of G).
Introduction
In a graph G = (V, E) a complete subgraph on three vertices is called a triangle. In this write-up we study the following oracle problem:
Triangle Oracle Input: The adjacency matrix f of a graph G = (V, E) on n nodes.
Output:
a triangle, if there is any;
reject, otherwise.
The computational model of our interest is the quantum query model. It was implicitly introduced by Deutsch, Jozsa, Simon and Grover [Deu85, DJ92, Sim97, Gro96] , and explicitly by Beals, Buhrman, Cleve, Mosca and de Wolf [BBC + 01]. In this model, like in its classical counterpart, we pay only for accessing the oracle, but unlike in the classical case, the machine can use the power of quantum parallelism by making queries to the oracle in superpositions. For a precise explanation of the model we refer the reader to [BBC + 01, Amb02].
Triangle has been studied in various contexts, partly because of its relation to matrix multiplication. The question of its quantum query complexity was first raised in [BDH + 01] , where it was shown that if the graph is sparse one can gain over the trivial O(n 1.5 ) bound. Recently Szegedy [Sze03] unconditionally showed that the complexity of the problem is bounded from above byÕ(n 10/7 ) using combinatorial arguments and Grover search.
In this paper we show that a new elegant method of Ambainis can provide a simple design with query complexityÕ(n 1.3 ). For quantum walks on graphs we usually define two operators: coin flip and shift. The state of the walk is held in a pair of registers, the node and the coin. The coin flip operator acts only on the coin register, and the shift operation only changes the node register, but it is controlled by the content of the coin register (see [Wat01, AAKV01, ABN + 01]).
The Quantum Walk of Ambainis
In [Amb03] a new walk is described that plays a central role in our result. Let S be a finite set of size n. The node register holds a subset A of S of size either k or k + 1 for some fixed 0 < k < n, and the coin register holds an element x ∈ S. Thus the basis states are of the form |A |x , where we also require that if |A| = k then x ∈ A, and if |A| = k + 1 then x ∈ A. We also call the node register the set register.
Quantum Walk
1. Diffuse the coin register over S − A 2. Add x to A 3. Diffuse the coin register over A
Remove x from A
Ambainis [Amb03] showed that, inside some specific stable subspaces, Θ( √ k) iterations of Quantum Walk can play the role of the diffusion over {(A, x) : A ⊂ S, |A| = k, x ∈ S}. This nice observation leads to a more efficient Grover search for some problems like Element Distinctness [Amb03] . We describe this next in a general setting.
Dynamic Quantum Query Algorithms
The algorithm of Ambainis in [Amb03] is somewhat similar to the brand of classical algorithms, where a data base is used (like in heapsort) to quickly retrieve the value of those items needed for the run of the algorithm. Of course, this whole paradigm is placed into the context of query algorithms. We shall define a class of problems that can be tackled very well with the new type of algorithm. Let S be a finite set of size n and let 0 < k < n.
Collision
Oracle Input: A function f which defines a relation C ⊆ S 2 . Output: A pair (a, b) ∈ C if it is non-empty, otherwise reject.
For example if f is the adjacency matrix of a graph G, and the relation C is defined as 'being an edge of a triangle of G' then the output of Collision yields a solution for Triangle with O( √ n) additional queries (Grover search for the third vertex).
Unique Collision
The same as Collision with the promise that |C| = 1 or |C| = 0.
The type of algorithms we study will use a data base D associating some data D(A) to every set A ⊆ S. From D(A) we would like to determine if (A × A) ∩ C = ∅. We expedite this using a quantum query procedure Φ with the property that Φ(D(A)) rejects if (A × A) ∩ C = ∅ and, otherwise, both accepts and outputs an element of (A × A) ∩ C. When operating with D three types of costs incur, all measured in the number of queries to the oracle f . 
Checking cost c(k):
The query complexity of Φ(D(A)) for a set of size k.
Next we describe the algorithm of Ambainis [Amb03] in general terms. The algorithm has 3 registers |A |D(A) |x . The first one is called the set register, the second one the data register, and the last one the coin register. 
Theorem 1 ([Amb03]). Generic Algorithm solves Unique Collision and has query complexity O(s(k)
One can make a random reduction from Collision to Unique Collision if the condition on Φ is slightly generalized. We need to request that for every relation R ⊆ S × S, which is given to Φ for free, the procedure Φ works, when we replace C with C ∩ R, with same parameters. The reduction goes in the standard way using a logarithmic number of randomly chosen Rs.
Corollary 1. Collision can be solved in quantum query complexitỹ
The figures below summarize the use of the above formula for various problems.
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Figure 2: Data base operation costs
Graph Collision Problem
Here we deal with an interesting variant of Collision which will be also useful for finding a triangle. The problem is parametrized by some graph G = (V, E) on n vertices which is given explicitly.
Graph Collision(G)
Oracle Input: A boolean function f on V which defines the relation C ⊆ V 2 such that
Output: A pair (u, u ′ ) ∈ C if it is non-empty, otherwise reject.
Observe that an equivalent formulation of the problem is to decide if the set of vertices of value 1 form an independent set in G.
Theorem 2. Graph Collision(G) can be solved in quantum query complexityÕ(n 2/3 ).
Proof. We use Corollary 1 with S = V and k = n 2/3 . For every U ⊆ V we define D(U ) = {(v, f (v)) : v ∈ U }, and let Φ(D(U )) = 1 if there are u, u ′ ∈ U that satisfy the required property.
Observe that s(k) = k, u(k) = 1 and c(k) = 0. Therefore we can solve the problem in quantum query complexityÕ(k + n k ( √ k)) which isÕ(n 2/3 ) when k = n 2/3 .
Triangle Problem
Theorem 3. Triangle can be solved in quantum query complexityÕ(n 13/10 ).
Proof. We again use Corollary 1 where S = V , k = n 2/3 , and C is the set of edges of triangles in G. We define D for every U ⊆ V by D(U ) = G| U , and Φ by Φ(G| U ) = 1 if some triangle has an edge in G| U . Observe that s(k) = O(k 2 ) and u(k) = k. We claim that c(k) =Õ( √ n × k 2/3 ). To see this, let U be a set of k vertices such that G| U is explicitly known, and let v be a vertex in V . We define an input oracle for Graph Collision(G| U ) by f (u) = 1 if (u, v) ∈ E. The edges of G| U which together with v form a triangle in G are the solutions of Graph Collision(G| U ), and therefore finding such an edge, if there exists any, can be done in quantum query complexityÕ(k 2/3 ) by Theorem 2. Using quantum amplification [BHMT02] , we can find a vertex v, if it exists, which forms a triangle with some edge of G| U , using onlyÕ( √ n) iterations of the previous procedure. Therefore, we can solve the problem in quantum query complexityÕ(k 2 + n k ( √ n × k 2/3 + √ k × k)) which isÕ(n 13/10 ) when k = n 3/5 .
