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We formulate a model for the dynamic growth of a membrane developing in a flow as the result of
a precipitation reaction, a situation inspired by recent microfluidic experiments. The precipitating
solid introduces additional forces on the fluid and eventually forms a membrane that is fixed in
the flow due to adhesion with a substrate. A key challenge is that the location of the immobile
membrane is unknown a priori. To model this situation, we use a multiphase framework with
fluid and membrane phases; the aqueous chemicals exist as scalar fields that react within the fluid
to induce phase change. To verify that the model exhibits desired fluid-structure behaviors, we
make a few simplifying assumptions to obtain a reduced form of the equations that is amenable to
exact solution. This analysis demonstrates no-slip behavior on the developing membrane without a
priori assumptions on its location. The model has applications towards precipitate reactions where
the precipitate greatly affects the surrounding flow, a situation appearing in many laboratory and
geophysical contexts including the hydrothermal vent theory for the origin of life. More generally,
this model can be used to address fluid-structure interaction problems that feature the dynamic
generation of structures.
I. INTRODUCTION
One hypothesis for the “origin of life” is that the first biomolecules were formed in undersea hydrothermal vents.
In this theory, passive, anisotropic diffusion across a membrane supports the transmembrane gradients necessary for
the first biochemical molecules [30]. An experimental approach to study this theory examines simpler systems in
microfluidic reactors which allow for the controlled study of the prebiotic chemistry in hydrothermal vent chimneys
[3].
Microfluidic devices have become an important tool in modern chemistry and biomedical analytics [34]. One
application is the possibility of a “lab on a chip”, i.e. the miniaturization of chemical separation and analysis procedures
onto a disposable device as small as a few square centimeters. The devices are typically made from etched glass or
lithographically-processed elastomers and the fluid flow is usually controlled mechanically by external pumps or
electrically via electro-osmotic flows [29].
Recent studies have used microfluidic methods to form inorganic membranes within Y-shaped devices [4, 50]. The
membranes result from chemical reactions between two different solutions that are injected separately but later merge
in a long reaction channel that brings the reactants into direct contact. This merging is usually performed under low
Reynolds number (Re) conditions and for miscible liquids, such as aqueous solutions of NaOH, and a dissolved metal
salt, such as NiCl2. At the reactive interface between these liquids, a precipitate, such as Ni(OH)2, swiftly forms
a thin porous membrane (Figure 1). This precipitate reaction typically involves the formation of microscopically
small colloid particles and their aggregation or addition to the membrane. This phenomenon is related to so-called
“chemical gardens” which consist of thin cylindrical precipitate membranes separating a metal salt solution from
silicate or hydroxide solutions [28, 41].
Ding et al. [16] showed experimentally that membrane thickness increases with the square root of time, indicat-
ing diffusion-controlled growth. The membrane thickening occurs only in the direction of the metal salt solution
(e.g. NiCl2) and not in the direction of the anionic precipitation partner (e.g. OH
−), indicating that the membrane is
more permeable to anions than cations. This phenomenon has been qualitatively explained by the charged nature of
the membrane that suppresses the transmembrane transport of the positive metal ion [4, 50].
The modeling challenges presented by this experiment involve a confluence of topics that have been studied before,
namely ionic reactions [43, 51], precipitation [1, 52], passive diffusion through a membrane [12, 16, 33], and fluid-
structure interaction [11, 32, 38, 40, 46, 47, 49]. The particular combination of these aspects provides the opportunity
for a new model that captures them all. One key challenge is that the structure in this problem is generated
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2FIG. 1. Inorganic precipitate membrane formed in a microfluidic channel. (a) The photograph of the resulting membrane after
2 h with 0.5 M NaOH and 0.5 M NiCl2 solutions being injected simultaneously into the microfluidic device. The mixing part
of the channel is 50 mm long, 2 mm wide, and approximately 130 µm high. (b) A magnified view of a selected area from (a).
(c-g) A sequence of micrographs showing the unidirectional thickening process after (c) 1 min, (d) 15 min, (e) 30 min, (f) 60
min, and (g) 120 min. Scale bars correspond to (a) 1 cm, (b) 5 mm, and (c) 200 µm.
dynamically according to equations governing the chemistry. We choose to model the fluid-structure combination as
a single multiphase material: one component fluid or solvent and one component structure or precipitate membrane.
Such multiphase models have proven useful in a variety of complex-fluid applications, such as bacterial biofilms [13, 14],
tumor-growth [9, 21, 37, 44], and biological membranes [27]; their formulation is based on averaging momentum and
stresses in separated, multi-component fluids [17, 18].
The multiphase framework developed here builds on previous ones [13, 25, 52], but with some keys differences that
are guided by a combination of physical principles, model simplicity, and the micro-fluidic experiments mentioned
above. First, our formulation conserves the total mass of the components solvent, dissolved species, and precipitate
membrane throughout evolution. In particular, the model accounts for changes in solute concentrations that result
from the formation of new membrane and the associated exclusion of solvent volume. This effect is neglected in
previous models that treat reaction chemicals as scalar fields distinct from the multiphase material, but is essential
for overall mass conservation. The treatment of reaction chemicals as additional components of a multiphase material
has been successfully modeled by many [35, 51, see] but greatly complicates the analysis, interpretation, and simulation
of the governing equations. Second, by making certain choices in the averaging procedure for the multicomponent
stress, our formulation becomes equivalent to an incompressible Brinkman system with variable permeability. This
equivalence is important for a few reasons. First, it guarantees that the model reduces to the Stokes equations in
the fluid limit and to Darcys equation in the porous-medium limit [8, 20, 23]. In particular, it guarantees that when
membrane is fully developed, the interface behaves as an impermeable surface with a no-slip condition on fluid velocity.
As demonstrated in section III B, many existing multiphase models fail to exhibit this behavior [7, 13, 15, 44], as they
were developed primarily for highly permeable systems. Second, the equivalence to Brinkman significantly simplifies
the overall structure of the partial differential equation (PDE) system by eliminating certain cross-terms in the stress
divergence that arise in other models. This simplification is one key that will allow reduction to a non-trivial case
where chemical and phase dynamics can be solved exactly.
To demonstrate that the new framework possesses the desired properties listed above, we consider a simplified
system in which the incoming reactant concentrations are held fixed via chemostat [42]. By assuming parallel flow
and neglecting solute diffusion, the governing equations reduce to a planar system of ordinary differential equations
(ODEs). This nonlinear system can be linearized around the fixed points, and eigenvalue analysis provides an estimate
for the rate at which new membrane forms. Moreover, we find that the equation for the aqueous product is a second-
order nonlinear ODE known as the Ricatti equation [39, 48]. Exact solutions to the Ricatti equation give explicit
formulas for the time dependence of the chemical product and, consequently, the formation of new membrane. Once
the membrane dynamics are known exactly, the flow profile can be obtained through the numerical solution of a simple
boundary value problem (BVP). Access to the resulting flow profile allows a careful comparison between variants of
the multiphase framework. In particular, we demonstrate that the framework developed here properly captures the
transition from one-channel to two-channel flow as membrane develops.
The paper proceeds as follows: in section II we develop the governing equations for both the reacting chemicals
and multiphase material such that the total mass is conserved. Section III contains analysis and results based on
3simplifying assumptions. These assumptions generate a reduced form for an idealized scenario which can be solved
with a combination of analytic and simple numerical methods. Finally in section IV the predictive power of the model
and further applications are discussed.
II. MATHEMATICAL MODEL
The model requires the accurate description of several aspects of the experiment, including the flow transport of the
two ionic species and their reaction to form a product, the precipitation of the product out of solution, and finally the
response of the bulk fluid motion to the dynamically-generated precipitate membrane. Advection-Diffusion-Reaction
(ADR) equations are derived for the aqueous chemical concentrations, while the fluid and membrane dynamics are
described by multiphase mass and momentum balance equations. In many multiphase models, either constituent
can be viscous, viscoelastic, poroelastic, or otherwise. Here, since the membrane adheres to the substrate, it can be
treated as an immobile solid, leading to considerable simplifications.
We assume that aqueous reactants and product contribute mass, but not volume, to the fluid phase. The solvent
and membrane each have their own distinct mass densities, and any arbitrary control volume can be divided into
solvent and membrane volume fractions. The formation of new membrane involves the precipitation of product out of
solution and the sequestration of solvent. A key modeling assumption is that the volume of fluid sequestered equals
the volume of the resulting membrane. As shown in section II B, this assumption ensures incompressibility of the
phase-averaged velocity field, i.e. the so-called Darcy velocity.
We now detail the model equations. First we derive evolution equations for the reaction of aqueous ionic species,
then we list mass balances for all chemical species as well as solvent and membrane phases, and finally we describe
the momentum equation for the fluid. In the end we obtain a closed, coupled PDE system governing the chemistry
and physics of the system, where total mass is conserved throughout aqueous reactions and phase transitions.
A. Model for Chemical Reactions
In this section we derive equations for the chemical reactions. We follow the “nucleation and growth” model of
precipitation [31] and separate the reaction into two sequential parts: in the first, two reactants come together to
form an aqueous product, and the second describes the aggregation of the aqueous product into a solid precipitate.
While many aqueous chemical reactions do not alter the solution volume significantly, the formation of a membrane
excludes fluid volume and therefore can alter the local concentration of the dissolved species. Accordingly, our model
neglects the volume occupied by the aqueous species but does account for changes in species concentration that are
due to the precipitated solid excluding fluid volume. This effect introduces additional terms in the aqueous reaction
equations that are required for mass conservation. To our knowledge these additional terms are not accounted for in
the multiphase precipitation literature that treats aqueous chemicals as scalar fields distinct from of the multiphase
material.
The aqueous reaction is written as a generic net ionic equation
aA(aq) + bB(aq)→ cC(aq) (1)
where A(aq), B(aq), and C(aq) are chemicals in the aqueous phase and a, b, and c are their respective stoichiometric
coefficients; the precipitation reaction is written simply as
C(aq)→ C(s) . (2)
As a concrete example consider the reaction described in the introduction,
Ni2+(aq) + 2(OH)
−
(aq)→ Ni(OH)2(aq) (3)
Ni(OH)2(aq)→ Ni(OH)2(s) . (4)
Then A = Ni2+, B = (OH)
−
and C = Ni(OH)2 and a = c = 1, b = 2.
The aqueous chemicals will be measured with a variable for the number of chemicals per unit solvent volume,
i.e. molarity, which we will call ψi for chemical species i ∈ {A,B,C}. Reaction rates depend on a reactants’ molarity,
and molarity can change due to two independent factors: either the number of molecules changes due to the aqueous
reaction, or the solvent volume changes due to precipitation. Because either one can occur in a precipitation reaction,
these two competing effects must be carefully considered when formulating the reaction equations.
4We begin by deriving equations for how the aqueous reaction proceeds in a spatially homogeneous environment;
later in section II B the effects of advective and diffusive spatial fluxes will be added. Suppose the chemicals exist
in some aqueous solution of fixed control volume V0. The chemicals undergo both the aqueous and precipitation
reactions which results in fluid mass and solvent volume being converted to membrane mass and volume (see figure
2). The fluid component has mass
Mf = ρfθsV0 =
(
ρs +
∑
Miψi
)
θsV0 (5)
where ρs is the constant solvent mass density (without any reactants or products present), θs is the solvent volume
fraction, and Mi is the molar mass of chemical species i ∈ {A,B,C}. The summation represents the contribution of
the chemical species to fluid mass, so that the fluid mass density ρf is not constant. The membrane component has
mass Mm = ρmθmV0 where ρm is the constant membrane mass density and θm is the membrane volume fraction.
Physically, membrane mass is composed of both precipitated chemical C and sequestered solvent mass.
The change in ψi purely due to aqueous reaction, i.e. no precipitation, can be modeled as a second-order kinetics
reaction
ψ˙
(aq)
A = −arψAψB , ψ˙(aq)B = −brψAψB , ψ˙(aq)C = crψAψB . (6)
where the dot indicates a derivative with respect to time, and r is the rate of aqueous reaction per chemical concen-
tration. More general power laws are sometimes used to model chemical kinetics, but here we use purely second-order
kinetics for simplicity [see 10, pp. 573 - 575]. None of the analysis, however, depends specifically on this choice and
the results could be carried forward for other kinetics.
To derive equations for the change in ψi purely due to precipitation we appeal to ideas from continuum mechanics.
The concentration of ions A in the control volume is written as ψA = nA/(θsV0) where nA is the number of A ions
in V0. Note that this formulation makes explicit the dependence of ψA on both nA and θs. Consider the change in a
small increment of time ∆t. Then the time-dependent variables are updated so that
ψA + ∆ψA =
nA
(θs + ∆θs)V0
. (7)
Recall that nA is constant during precipitation as only C(aq) precipitates. Approximating for small ∆θs and neglecting
higher-order terms gives
ψA + ∆ψA =
nA
θsV0
(
1− ∆θs
θs
)
= ψA
(
1− ∆θs
θs
)
. (8)
Then, cancelling the ψA, dividing both sides by ∆t, and letting ∆t→ 0 gives the change in ψA purely due to precipitate
reaction as ψ˙
(p)
A = −ψAθ˙s/θs. By symmetry, a similar formula holds for ψ˙(p)B . Note that both of these are essentially
applications of the product rule for ∂t(ψiθs) = 0, which physically means that the total number of ions of i ∈ {A,B}
in the control volume does not change in time due to precipitation.
A similar procedure can be followed for ψC , except now the number of aqueous chemicals nC changes as C(aq)
precipitates into membrane,
ψC + ∆ψC =
nC + ∆nC
(θs + ∆θs)V0
. (9)
Above, both nC and θs change in time. Expanding both expressions while linearizing for small ∆θs, dividing by ∆t,
and taking the limit as ∆t→ 0 one obtains ψ˙(p)C = −ψC θ˙s/θs + n˙C/θs. The first term in this expression is analogous
to those obtained for reactants A and B, and simply describes the effect on concentration when solvent volume is
changing. The second term, however, is new and describes the effect on ψC as aqueous C molecules are converted
into membrane. We write n˙C = αθ˙s where the specific value of α will be found shortly to guarantee conservation of
mass throughout the entire reaction. The expressions for the rate of change of aqueous chemical concentrations due
to precipitation are thus:
ψ˙
(p)
A = −ψAθ˙s/θs, ψ˙(p)B = −ψB θ˙s/θs, ψ˙(p)C = −ψC θ˙s/θs + αθ˙s/θs . (10)
Assuming that the aqueous and precipitate reactions act independently, ψ˙i = ψ˙
(aq)
i + ψ˙
(p)
i , gives
ψ˙A = −arψAψB − ψAθ˙s/θs (11a)
ψ˙B = −brψAψB − ψB θ˙s/θs (11b)
ψ˙C = crψAψB − ψC θ˙s/θs + αθ˙s/θs (11c)
5FIG. 2. Schematic of precipitate reaction in control volume. Precipitation causes solution (white) to transform into membrane
(shaded) after a certain concentration threshold is reached of aqueous product C. Aqueous chemicals A, B and C are volumeless
scalar fields while the solvent and membrane is treated as a multiphase material. The volume of membrane gained is exactly
equal to the volume of solvent lost.
These equations describe the dynamics of aqueous species concentrations in the absence of spatial fluxes.
To obtain the value of α that guarantees conservation of mass, we again apply a continuum mechanics argument.
The change in membrane mass after a small time step is ∆Mm = ρm∆θmV0. To simplify the expression for change
in fluid mass, we expand ∆Mf while neglecting second order terms to get
∆Mf = V0ρs∆θs + V0θs
∑
i
Mi∆ψi + V0∆θs
∑
i
Miψi . (12)
Replacing the ∆ψi with their respective differential terms in equations (11) and performing some algebraic manipu-
lation produces
∆Mf = V0ρs∆θs + V0θsψAψB(cMc − aMA − bMB) + V0MC∆nC . (13)
Conservation of mass during the aqueous reaction (1) implies
aMA + bMB = cMC . (14)
Thus, the term in parenthesis in (13) vanishes. Meanwhile, conservation of mass of the entire system implies ∆Mm =
−∆Mf , i.e. the mass lost by the fluid equals the mass gained by membrane. Additionally, the assumption that fluid
volume is converted perfectly to membrane volume implies ∆θm = −∆θs. Using the respective definitions ofMi and
solving for ∆nC gives
∆nC =
(
ρm − ρs
MC
)
∆θs . (15)
Diving by ∆t and taking the limit ∆t → 0 gives n˙C = αθ˙s where α = (ρm − ρs)/MC . Physically, this value of α
corresponds to the concentration of C(aq) that must leave the fluid phase during precipitation in order for mass to
be conserved.
The reaction equations derived in this section, along with the specific α term, will be used to provide reaction terms
for the chemistry mass balance equations, as described in the next section.
B. Mass Balance Equations
In the experiments, the aqueous reaction occurs within the flow of a microfluidic device and therefore spatial fluxes
must be considered. To describe these fluxes, consider the general conservation law for the chemical mass per unit
6control volume φ = Miψiθs,
∂φ
∂t
+∇ · J = Γ (16)
where J is the flux of φ and Γ is a transfer term for the rate that φ enters the system.
We choose J to account for advection and diffusion of the chemical concentrations,
∂(MAψAθs)
∂t
+∇ · (MAψAθsvs − κA∇(MAψA)) = ΓA (17)
∂(MBψBθs)
∂t
+∇ · (MBψBθsvs − κB∇(MBψB)) = ΓB (18)
∂(MCψCθs)
∂t
+∇ · (MCψCθsvs − κC∇(MCψC)) = ΓC (19)
where vs is the (tracer) velocity of the solvent and κi are diffusion coefficients which possibly depend on the solvent
volume fraction. Note that the diffusive flux used above transports mass according to gradients in molarity ψi,
not gradients in φi. This choice produces the physically realistic steady state of uniform molarity in a quiescent,
non-reacting fluid that has inhomogeneous volume fraction.
Assuming that the reactions and spatial fluxes act independently, the Γi correspond to the rates given in equations
(11). Rearranging and multiplying each equation by its respective molar mass Mi gives
ΓA = −arMAθsψAψB (20a)
ΓB = −brMBθsψAψB (20b)
ΓC = crMCθsψAψB + αMC θ˙s (20c)
where α = (ρm−ρs)/MC . Now that mass balance equations for the chemistry are established, mass balance equations
for the multiphase solvent-membrane system are needed.
A simple but necessary assumption is that our volume is occupied by only solvent and membrane, i.e. there are no
“voids”. This no-void assumption implies
θs + θm = 1 (21)
everywhere. Mass balances for the solvent and membrane phases provide
∂(ρsθs)
∂t
+∇ · (ρsθsvs) = Rs (22)
∂(ρmθm)
∂t
= Rm (23)
where Ri denotes the rate of mass added to phase i. Equation (23) has no advective term since the membrane is
assumed to be immobile.
To ensure conservation of total mass, the rates Rm and Rs must be related. To derive this relationship, let V0 be
an arbitrary control volume. The total mass (of all components) in V0 is
M(V0) =
∫
V0
ρsθs + ρmθm +
∑
Miψiθs dV (24)
Summing the five mass balance equations, (17)–(19) and (22)–(23), integrating over V0, and applying the divergence
theorem gives
d
dt
M(V0) +
∫
∂V0
(
ρsθsvs +
∑
Ji
)
· nˆ︸ ︷︷ ︸
boundary flux
dS =
∫
V0
Rs +Rm +
∑
Γi︸ ︷︷ ︸
transfer & reaction
dV . (25)
where nˆ is the outward unit normal vector. Summing equations (20) and applying (14) gives
∑
Γi = αMC θ˙s. For
the sake of obtaining a relationship between Rs and Rm, briefly consider the case of zero boundary flux. Then to
conserve total mass within any control volume, we must have Rs+Rm+αMC θ˙s = 0 holding point-wise. Substituting
the value of α, using the no-void assumption (21) and the definition of Rm in (23) gives
Rs = − ρs
ρm
Rm (26)
7This relationship is required for overall mass conservation.
Now consider the so-called Darcy velocity field qs = θsvs. Substituting the value of Rs from equation (26) into
equation (22), using a consequence of the no-void assumption (θ˙s = −θ˙m) and substituting Rm by its value in equation
(22) implies that the Darcy velocity field is in fact incompressible
∇ · qs = 0 . (27)
Now return to (25) and consider the entire domain Ω with total massM =M(Ω). From the above argument, the right-
hand-side of this equation vanishes as a necessary condition on mass conservation. Then applying incompressibility
(27), gives the total mass balance
dM
dt
= −
∫
∂Ω
∑
Mi
(
qsψi − κi∇ψi
) · nˆ dS . (28)
As expressed in this equation, the total mass of the system is conserved as long as the chemical flux at the boundary
vanishes. More generally, the total mass of the system can change according to how much chemical mass is being
injected or removed via the boundary flux terms.
We now specify our choice for the form for the precipitation term Rm. Although complicated models of precipitation
exist [31, 36], we employ a simple model in which the rate of membrane mass growth is proportional to the amount
of product, provided that the product concentration exceeds some precipitation threshold, i.e.
Rm = βψCθsH(ψC − ψ∗C) (29)
where H is the standard Heaviside function and ψ∗C is the concentration threshold for precipitation to occur.
C. Momentum Balance Equations
Since inertial effects are assumed negligible (Re 1), the solvent momentum balance can be written as
∇ ·T− θs∇P − ξvs = 0 (30)
where T is the multiphase stress tensor, P is a so-called common pressure that is shared by the fluid and membrane
phases [13], and ξ is a friction coefficient. Deviating slightly from the predominant multiphase literature, we chose
the form of the stress tensor as
T = η
(∇qs +∇q>s ) (31)
where η is the fluid viscosity. In particular, since qs = θsvs, we have placed the fluid volume fraction θs inside the
gradient, whereas most multiphase models place the θs outside of the gradient but inside the divergence [9, 13, 15].
Such a choice must be made for model closure, and neither is fully justified by first principles. We make the above
choice to obtain equivalence to the Brinkman system, which offers considerable gains in model tractability.
The incompressibility of the Darcy velocity, while being notable in itself, allows the momentum equation to be
transformed into something more familiar. Applying the divergence-free property to equation (30) reduces it to a
Brinkman equation with variable coefficients
η∇2qs − ξ
θs
qs = θs∇P . (32)
We can now see that equation (30), equivalently equation (32), does not have any cross-derivative terms that appear
in Cogan and Guy [13], Keener et al. [24]. Because the membrane is assumed immobile (vm ≡ 0), no momentum
equation is needed for it.
The friction coefficient ξ should be chosen in such a way that, at high membrane volume fraction, friction becomes
the dominant effect in equation (32). The choice made here, and mentioned briefly in Leiderman and Fogelson [26],
is to use the Kozeny-Carman (KC) formula for permeability as it depends on porosity [19]. In the present notation,
the KC relationship gives the friction coefficient as
ξKC(θs) = h
(1− θs)2
θs
(33)
where h is an arbitrary constant. This friction coefficient will provide the desired no-slip behavior in the membrane
limit θm → 1. Angot [2] discusses the implications of a similar singular friction term in a Brinkman system, although
8their model does not include the solvent volume fraction term in front of the pressure gradient and only applies to
domains with spatially discontinuous volume fractions; the current fluid-membrane model generalizes this notion by
being able to account for smooth spatial and temporal gradients of the volume fraction.
As an alternative to the singular ξKC , the friction coefficient can be chosen to be a (non-singular) Hill function, as
used in Leiderman and Fogelson [25, 26],
ξH(θs) = h
(1− θs)n
Kn + (1− θs)n . (34)
The use of Hill functions is largely empirical, although it has significant advantages in that it is finite in the membrane
limit and therefore more numerically stable. Additionally, K determines the half-saturation point and n indicates the
qualitative manner at which this saturation is achieved. These parameters allow for fine-tuning to specific experimental
observations.
Finally, a friction term employed in many biofilm multiphase models is
ξB(θs) = hθs(1− θs) . (35)
This choice has become popular in the literature [9, 13, 14, 15, 44], and is often justified by the idea that friction
should vanish if either phase, θs or θm, is absent. While it is an intuitive notion, we will show in section III B that
this friction coefficient does not produce the physically realistic behavior of no-slip velocity on fully developed solid
surfaces. To produce this behavior, it is necessary that friction dominates, not vanishes, in the limit θm → 1.
A visual comparison of these three friction coefficients is shown in figure 3. For the sake of comparison, we have
chosen the constant h so that the three curves intersect at a reference porosity θ∗s , i.e. ξ(θ
∗
s) = ξ
∗ in each case. For
ξKC and ξH , the value θ
∗
s can be interpreted as the percolation threshold, i.e. the critical porosity below which the
medium essentially behaves as impermeable to flow [22].
FIG. 3. Comparison of friction terms ξ. ξKC (solid) is singular in the limit θs → 0, ξH (dash) is non-singular in the porous
limit (K = 0.5, n = 2) and ξB (dot) yields maximum friction when both phases are present in equal amounts. All terms have
been normalized by choosing h such that ξ(θ∗S) = ξ
∗.
D. Model Summary
The governing equations are now summarized for the reader. Rearranging equations (17)–(19) and applying incom-
pressibility of qs = θsvs gives the following ADR evolution equations for aqueous chemical concentration:
∂ψA
∂t
=
diffusion︷ ︸︸ ︷
1
θs
∇ · (κA∇ψA)− advection︷ ︸︸ ︷∇ψA · vs−
aqueous
reaction︷ ︸︸ ︷
arψAψB −
precipitate
reaction︷ ︸︸ ︷
ψAθ˙s/θs (36)
∂ψB
∂t
=
1
θs
∇ · (κB∇ψB)−∇ψB · vs − brψAψB − ψB θ˙s/θs (37)
∂ψC
∂t
=
1
θs
∇ · (κC∇ψC)−∇ψC · vs + crψAψB − (ψC − α)θ˙s/θs (38)
9where α = (ρm − ρs)/MC . Meanwhile, the evolution equations for the fluid and solid phases can be summarized as
θs + θm = 1 , (39)
ρm
∂θm
∂t
= Rm = βψCθsH(ψC − ψ∗C) . (40)
The momentum equation is a Brinkman equation with variable permeability
η∇2qs − hθ
2
m
θ2s
qs = θs∇P (41)
∇ · qs = 0 (42)
where we have employed the ξKC friction term. We will now consider these coupled PDEs in a simplified setting that
will permit exact solutions.
III. ANALYSIS OF REDUCED MODEL
Analysis of any complicated system is aided by reduction into a form that is analytically tractable. Inspired by
microfluidic experiments, we assume that some chemostat controls the influx of reactants’ molarity far upstream. All
variables are kept constant along the longitudinal axis by neglecting diffusion and assuming parallel flow. This require-
ment on parallel flow also means that the reaction takes place everywhere along the longitudinal axis simultaneously.
Finally, we assume that the precipitation threshold is negligible.
Applying these assumptions to the governing equations reduces the system considerably so that it becomes a
Poiseuille analysis; these assumptions generate the following reduced system
ψ˙C = crψAψB − (ψC − α)θ˙s/θs (43a)
θs + θm = 1 (43b)
θ˙s = −βψCθs/ρm (43c)
η
∂2qy
∂x2
− hθ
2
m
θ2s
qy = θsG . (43d)
where only ψC , θs, θm and qy are unknown. Note that the longitudinal axis is chosen to be y such that only this
component of the Darcy velocity qs = qxxˆ + qyyˆ remains. In section III A we obtain an analytic estimate on the
rate of membrane formation by treating ψC and θm as a planar dynamical system. Then in section III B we solve
equations (43) with a combination of analytic and numerical methods to visualize how the membrane affects the flow
profile in time.
A. Fixed Point Analysis
Our approach is to linearize the reduced model system, then perform an eigenvalue analysis about a steady state
fixed point. The benefit of this is the eigenvalue will correspond to the rate that membrane develops, a quantity that
is possible to measure experimentally.
Before doing a fixed point analysis, it is helpful to understand the conditions on which the existence and stability
of fixed points depends. To do so, eliminate the explicit dependence of ψ˙C on volume fraction and replace all θ˙s in
equation (43a) with equation (43c) to obtain a quadratic ODE of the form
ψ˙C =
β
ρm
ψ2C −
αβ
ρm
ψC + crψAψB . (44)
which is an ODE in time alone, as the x-dependence of ψA and ψB are determined by the initial conditions. Examining
the qualitative behavior of this ODE by considering ψ˙C = ψ˙C(ψC), it is quadratic in ψC , intercepts the ψ˙C axis at
crψAψB ≥ 0, is concave up, and has equilibria at
ψ±C =
1
2
(
α± 1
β
√
α2β2 − 4crρmβψAψB
)
(45)
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whose existence depends on the sign of
χ = α2β2 − 4crρmβψAψB . (46)
If χ > 0, equation (44) will have two fixed points, for χ = 0 these fixed points coalesce, and for χ < 0 there are no
fixed points and ψ˙C will grow without bound; see figure 4(a).
We now ask the question of whether fixed points exist in the reduced system, i.e. χ ≥ 0 or α2β ≥ 4crρmψAψB?
We interpret this condition based on the physical meaning of the parameters: α = (ρm − ρs)/MC has dimension of
molarity and is O(10 M) where M refers to molar units, 1 M = 1 mol/liter; for example, using the reaction system in
the introduction gives α ≈ 30 M. We note that a similar analysis also justifies neglecting the precipitation threshold
ψ∗C , as ψ
∗
C ≈ 0.001 M. Although both r and β scale the rates of the aqueous and precipitate reactions, respectively,
they have different units. r has units of volume per time while β has units of mass per time. Because experimental
values of r and β are expensive to acquire, for the sake of this simplified analysis we will assume that β ≈ rρm such
that their effects don’t impact the sign χ. The stoichiometric coefficient c for C(aq) can be assumed O(1). Finally,
examine the reactants ψA and ψB . Most experiments in microfluidic chambers use molar concentrations with an upper
bound of O(1 M); for example, in Ding et al. [16] the maximum concentration of reactants was 0.5 M. Therefore, using
parameter values taken from experiments, χ > 0 and fixed points exist for the reduced system.
FIG. 4. Dynamical system for ψC and θm. (a) Qualitative stability of ψ˙C(ψC) ODE. The left equilibrium ψ
−
C is stable and
exists for χ ≥ 0. (b) Visualization of planar dynamical system. The thicker line corresponds to homogeneous initial conditions
for ψC and θm. Shaded region is outside of the domain of (ψC , θm) ∈ [0,∞)× [0, 1].
We now consider the planar dynamical system in phase space (ψC , θm) ∈ [0,∞)×[0, 1] with fixed points (ΨC ,Θm) =
(ψ−C , 1). The dynamical system is
ψ˙C = f(ψC , θm) =
β
ρm
ψ2C −
αβ
ρm
ψC + crψAψB (47a)
θ˙m = g(ψC , θm) = βψC(1− θm)/ρm (47b)
where r, c, ρm, α, β, ψA, and ψB are assumed to be known and constant. The eigenvalues of the Jacobian generated
by equations (47) evaluated at the fixed points provides information about the rate of growth of ψC and θm. This
particular eigen-system is simple to interpret because the eigenvectors align with the coordinate axes and therefore
the eigenvalues correspond to the rates that the physical variables (ψC , θm) approach their equilibria. These rates are
given by:
λψC = −
1
ρm
√
χ, λθm = −
1
2
(
αβ
ρm
+ λψC
)
. (48)
Both eigenvalues are negative, and therefore the fixed point is stable, because αβ/ρm + λψC = αβ/ρm −
√
χ/ρm > 0
always. For this same reason, it is true that |λθm | < |λψC |, meaning the membrane volume fraction approaches its
fixed point at a slower rate than the aqueous product. This agrees with our intuition, as the conversion of C(aq) to
C(s) means we would expect θm production to lag behind ψC .
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B. Poiseuille Analysis
We now solve the equations to see how the solvent velocity transitions from one-channel to two-channel flow. An
exact solution for ψC(x, t) can be found by solving a Ricatti equation with constant coefficients. This solution ψC can
be integrated using elementary functions, so θs(x, t) can be found exactly because equation 43c is separable; θm(x, t)
can then be found using the no-void assumption. Finally, we solve the variable-coefficient BVP for qy numerically
using finite differences.
For initial conditions, let ψC(x, t) = 0 and θs(x, t) = 1. Fix ψ
0
A(x) and ψ
0
B(x) to be piecewise-constant values in
x such that there is only a middle region in x ∈ (0, L) in which the reactants A and B are simultaneously present.
Given ψ0A(x) and ψ
0
B(x), the Ricatti equation (43a) can be solved exactly for ψC(x, t) (see appendix A):
ψC(x, t) = γ1γ2
ρm
β
(
eγ2t − eγ1t
γ2eγ1t − γ1eγ2t
)
(49)
where
γ1,2(x) =
1
2
(
−αβ ±
√
χ
ρm
)
. (50)
Because both the antiderivative of ψC can be given in terms of elementary functions (see appendix A) and equation
43c is separable, we can also solve for solvent volume fraction θs(x, t) exactly:
θs(x, t) =
γ1e
γ2t − γ2eγ1t
γ1 − γ2 (51)
where have implemented the initial condition θs(x, 0) = 1. Then, the membrane volume fraction θm(x, t) can be
computed easily using the no-void assumption.
Until this point, all solutions in space have been treated independently. The effect of variations in space is taken into
account when solving for the longitudinal component of the Darcy velocity, qy. We numerically solve the momentum
equation (43d) for qy using a finite difference method. The x domain is discretized into N intervals of equal width
∆x = 1/N such that xj = j∆x, j = 1, . . . , N − 1, and use centered-difference approximations to the derivatives. Note
that qy(x0) = qy(xN ) = 0 due to the no-slip boundary conditions. This discretization results in a tridiagonal linear
system which can be solved in O(N) complexity by using the Thomas algorithm [see 45, pp. 78-79]. The velocity is
constrained to satisfy constant flux in accordance with experiments, which mathematically is represented by∫ L
0
qy dx = constant . (52)
This constant-flux condition allows the computation of G(tn) at each time step. The authors use the Julia program-
ming language to solve the BVP [5].
The developing membrane for the 1D reduced model geometry is shown in figure 5(a). Membrane develops within
the shaded region, which in this example is 10% of the domain. Because the membrane has finite width, the constant-
flux condition causes the pressure gradient G(t) to increase with the developing membrane, causing the maximum
speed for the two-channel flow to be slightly higher than the maximum speed for the one-channel flow. In this sense,
the developing membrane splits the domain into two symmetric one-channel flows.
Figure 5(b) shows the three main variables of the reduced model as functions of time, evaluated in the middle of the
reaction region (x = L/2). The ψC variable increases immediately due to the presence of ψA and ψB . The membrane
initially has zero growth rate due to the absence of ψC , and grows at a slower rate than ψC . This ordering on the
growth rates matches our expectations from the eigenvalue analysis of section III A. The qy curve demonstrates the
transition from one-channel to two-channel pipe flow by measuring the normalized value in the middle of the pipe
as a function of time. By comparing qy with θm, one can see the effect of the percolation threshold θ
∗
s = 0.3. After
the solvent volume fraction declines past this value, the fluid velocity begins to react more strongly to precipitating
membrane.
Figure 6 demonstrates the effect of using different friction coefficients. Both figures 6(a,b) demonstrate the desired
no-slip behavior in the membrane limit by using ξKC and ξH , respectively. In figure 6(c) the effect of the friction
coefficient ξB is shown. While there is some effect on the flow profile, ξB does not demonstrate the no-slip condition
on the membrane. While the ξB term was developed primarily for high permeability applications, our framework
was developed to capture the transition from purely fluid behavior, to partially permeable, to a fully-developed
impermeable solid. As demonstrated, this full transition requires either the ξKC or ξH friction coefficient.
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FIG. 5. Developing membrane affects fluid flow. (a) Flow profile in a 1D channel transitions from one-channel to two-channel
flow. The reaction region is shaded. (b) Relevant variables evaluated in the reaction region at x = L/2, normalized for
legibility; ψC develops first, followed by θm, which when large enough triggers the transition from one- to two-channel flow.
The percolation threshold θ∗s is set to θ
∗
s = 0.3, which is why negligible change in fluid velocity is seen until θm ≈ 0.7.
Figure 7 shows three flows with reaction regions of various sizes, and therefore different width of membranes. The
initial flow profiles of all are equivalent, as the reaction has not yet occurred and no membrane is present. However,
as membrane develops, the constant-flux condition requires that for regions with thicker membranes, the flow velocity
must increase in the non-reacting regions to compensate for the loss of flux in the membrane region. These results
demonstrate that, once the membrane is fully developed, the flow domain treats the membrane portion as a no-slip
boundary and the prescribed constant-flux conditions lead to the expected results from single-phase fluids.
IV. CONCLUSION
Typically, no-slip conditions on boundaries must be prescribed a priori when modeling fluid flows. However,
motivated by microfluidic experiments of a precipitate reaction, there exist situations where solid materials develop
dynamically and so the exact location of such a boundary is not known a priori. This situation exposes a deficiency
in modeling techniques that rely on knowledge of where no-slip boundaries exist.
To formulate the model, we assumed conservation of mass for the entire chemistry-fluid-membrane system. The
reacting chemical species were assumed to exist in the fluid phase as volumeless scalar fields subject to mass flux
determined by a combination of advection with the fluid flow and diffusion down gradients in molarity. The careful
consideration of changing solvent volume inside the domain led to extra terms being included in the reaction equations,
and in particular conservation of mass for the entire system was used to determine the closure for the aqueous product’s
reaction equation. A momentum equation for the fluid velocity followed the usual Cauchy stress formulation with the
slight modification that all tensor quantities depend on the Darcy velocity qs = θsvs, not simply the tracer velocity
vs as is usual in the single- multi-phase fluids literature. This choice, paired with incompressibility of the fluid Darcy
velocity, led to a simplification of the momentum balance to a variable-coefficient Brinkman equation.
In order to demonstrate that the model reflects the expected behaviors, we first sought growth rate estimates from
a linearized form of reduced equations. Then, to show that the dynamically-generated no-slip boundary corresponded
to development of the membrane, we performed what was essentially a Poisseuille analysis on the reduced model to
show that the no-slip behavior agreed qualitatively with expected behaviors, specifically the recovery of one-to-two
channel transitions and the effect of membrane width paired with a constant-flux condition.
We examined three potential terms to be used in the variable-coefficient Brinkman friction term, both by a direct
comparison as functions of fluid volume fraction and by examining their effect on fluid flow from the perspective of how
well they demonstrated no-slip behavior. These results demonstrated that, qualitatively, the friction terms derived
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FIG. 6. Effect of singular friction term. (a) Kozeny-Carman friction term, (b) Hill friction term and (c) generic friction term
ξB = hθsθm common in biofilm models. The coefficients h are scaled so as to make the three coefficients comparable in strength.
The first two friction terms produce the desired no-slip on the membrane interface and the third, while affecting the fluid flow,
does not generate the desired no-slip boundary condition.
from Karman-Cozeny relationship and using Hill functions gave no-slip flow behavior on the developed membrane.
Additionally, the percolation threshold θ∗s can be chosen to reflect specific permeability properties of the structure
under investigation. Both of these friction coefficients were preferable to the term commonly employed in biofilm
models because ξB does not recover the no-slip behavior in low-permeability regions.
To our knowledge, this is the first model that qualitatively captures the fluid-structure dynamics of a precipitate
reaction in a low-Re environment where the dynamically-developing precipitate significantly affects the surrounding
fluid flow. Future work will focus on numerical simulation of the full model in various geometries to be used as a
predictive tool for experimentalists. In particular, exploring sufficient modeling conditions to generate the asymmetric
growth in membrane in a 2D setting analogous to the experimental microfluidic domains was something that we were
not able to explore in this paper, as diffusion was ignored to reduce the model equations. A model capable of accurately
capturing microfluidic experiments would be valuable to researchers using these devices to study precipitate reactions
at the microscale and ultimately useful in examining origin of life theories.
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Appendix A: Solving Ricatti’s Differential Equation
The solution technique to Ricatti’s differential equation [see 48, p. 97] is not very well known, so the derivation is
stated here for the interested reader. A homogeneous 1st order ODE is called a Ricatti equation if it is quadratic in
the unknown, i.e.
y′(x) = q0(x) + q1(x)y(x) + q2(x)y2(x) . (A1)
14
0 L/2 L
-1.5
-1.2
-0.9
-0.6
-0.3
0
0 L/2 L 0 L/2 L
FIG. 7. Effect of increasing membrane thickness. As a percentage of the domain length, membrane width is (a) 5%, (b) 15%,
and (c) 33%. The increasing maximum flow speed is due to the constant-flux constraint, and is analogous to that what would
occur if the membrane boundaries were prescribed a priori in a single-phase flow.
If q0(x) ≡ 0, this reduces to Bernoulli’s equation [see 48, pp. 95-96]. In general, one can transform Ricatti’s equation
to an equivalent 2nd order linear differential equation. In this appendix, we detail this transformation and explicitly
solve for the case of constant coefficients q0, q1 and q2.
First, define a new variable v by
v = q2y (A2)
so that equation (A1) becomes
v′ = v2 +Rv + S (A3)
where R = q1 + q
′
2/q2 and S = q0q2. Then, introduce another variable, u, related to v via a Cole-Hopf transform:
v = −u
′
u
(A4)
and now the original equation, in terms of u, becomes
u′′ −Ru′ + Su = 0 . (A5)
For constant coefficients R and S, equation (A5) can be solved exactly. Using terminology from the present paper,
the constant coefficient Ricatti equation is
ψ˙C = crψAψB − αβ
ρm
ψC +
β
ρm
ψ2C (A6)
where ψC = ψC(t) is the unknown variable and r, c, ρm, α, β, ψA, and ψB are fixed parameters. Relating this
to equation (A1), let y = ψC , q0 = crψAψB , q1 = −αβ/ρm, and q2 = β/ρm. Therefore, in the final equation,
R = q1 + q
′
2/q2 = −αβ/ρm and S = q0q2 = crβψAψB/ρm.
The solution to equation (A5) when R and S are constant depends on the eigenvalues of its corresponding charac-
teristic equation. More specifically, it depends on the sign of the determinant of the root of the characteristic equation
R2 − 4S = χ/ρ2m, where χ, defined in section III A, was determined to be positive for physically realistic parameter
values.
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The solution to this case – where the characteristic equation to equation (A5) has two real, distinct roots – can be
found in any introductory book on ODEs [see 6, pp. 137 - 143], but for completeness the solution is detailed here
with homogeneous initial conditions y(0) = 0:
y(t) =
γ1γ2
q2
[
eγ2t − eγ1t
γ2eγ1t − γ1eγ2t
]
. (A7)
where
γ1 =
R+
√
R2 − 4S
2
, γ2 =
R−√R2 − 4S
2
(A8)
R = q1, S = q0q2. (A9)
and the antiderivative of this solution is given by∫
y(t) dt = − 1
q2
log(γ1e
γ2t − γ2eγ1t) + C (A10)
where C is an arbitrary constant of integration.
[1] Vishal Agarwal and Baron Peters. Solute precipitate nucleation: A review of theory and simulation advances. Advances
in Chemical Physics: Volume 155, pages 97–160, 2014.
[2] Philippe Angot. Analysis of singular perturbations on the brinkman problem for fictitious domain models of viscous flows.
Mathematical methods in the applied sciences, 22(16):1395–1412, 1999.
[3] Laura M Barge and Lauren M White. Experimentally testing hydrothermal vent origin of life on enceladus and other
icy/ocean worlds. Astrobiology, 17(9):820–833, 2017.
[4] Bruno C Batista and Oliver Steinbock. Growing inorganic membranes in microfluidic devices: Chemical gardens reduced
to linear walls. The Journal of Physical Chemistry C, 119(48):27045–27052, 2015.
[5] Jeff Bezanson, Alan Edelman, Stefan Karpinski, and Viral B Shah. Julia: A fresh approach to numerical computing. SIAM
review, 59(1):65–98, 2017.
[6] Boyce and Richard C DiPrima. Elementary Differential Equations. Wiley, 2008.
[7] Christopher JW Breward, Helen M Byrne, and Claire E Lewis. A multiphase model describing vascular tumour growth.
Bulletin of mathematical biology, 65(4):609–640, 2003.
[8] HC Brinkman. A calculation of the viscous force exerted by a flowing fluid on a dense swarm of particles. Flow, Turbulence
and Combustion, 1(1):27, 1949.
[9] Helen Byrne and Luigi Preziosi. Modelling solid tumour growth using the theory of mixtures. Mathematical medicine and
biology: a journal of the IMA, 20(4):341–366, 2003.
[10] Raymond Chang and Ken Goldsby. Chemistry. McGraw-Hill, 11th edition, 2013.
[11] Stephen Childress, Michael Shelley, and Jun Zhang. Fluid-structure interactions: Research in the courant institute’s
applied mathematics laboratory. Communications on Pure and Applied Mathematics, 65(12):1697–1721, 2012.
[12] NG Cogan and Shankar Chellam. Incorporating pore blocking, cake filtration, and eps production in a model for constant
pressure bacterial fouling during dead-end microfiltration. Journal of Membrane Science, 345(1-2):81–89, 2009.
[13] NG Cogan and Robert D Guy. Multiphase flow models of biogels from crawling cells to bacterial biofilms. HFSP journal,
4(1):11–25, 2010.
[14] NG Cogan and James P Keener. The role of the biofilm matrix in structural development. Mathematical medicine and
biology: a journal of the IMA, 21(2):147–166, 2004.
[15] NG Cogan and James P Keener. Channel formation in gels. SIAM Journal on Applied Mathematics, 65(6):1839–1854,
2005.
[16] Yang Ding, Bruno Batista, Oliver Steinbock, Julyan HE Cartwright, and Silvana SS Cardoso. Wavy membranes and the
growth rate of a planar chemical garden: Enhanced diffusion and bioenergetics. Proceedings of the National Academy of
Sciences, 113(33):9182–9186, 2016.
[17] Donald A Drew and Stephen L Passman. Theory of multicomponent fluids, volume 135. Springer Science & Business
Media, 2006.
[18] Donald Allen Drew. Mathematical modeling of two-phase flow. Annual review of fluid mechanics, 15(1):261–291, 1983.
[19] Francis AL Dullien. Porous media: fluid transport and pore structure. Academic press, 2012.
[20] L Durlofsky and JF Brady. Analysis of the Brinkman equation as a model for flow in porous media. The Physics of Fluids,
30(11):3329–3341, 1987.
[21] Hermann B Frieboes, John Lowengrub, and Vittorio Cristini. Diffusional instability as a mechanism of tumor invasion. In
Multiscale Cancer Modeling, pages 218–237. CRC Press, 2010.
[22] Kenneth M. Golden. Percolation Models for Porous Media, pages 27–43. Springer New York, New York, NY, 1997. ISBN
978-1-4612-1920-0. doi:10.1007/978-1-4612-1920-0˙2. URL https://doi.org/10.1007/978-1-4612-1920-0_2.
16
[23] Reghan J Hill, Donald L Koch, and Anthony JC Ladd. The first effects of fluid inertia on flows in ordered and random
arrays of spheres. Journal of Fluid Mechanics, 448:213–241, 2001.
[24] James P Keener, Sarthok Sircar, and Aaron L Fogelson. Kinetics of swelling gels. SIAM Journal on Applied Mathematics,
71(3):854–875, 2011.
[25] Karin Leiderman and Aaron L Fogelson. Grow with the flow: a spatial–temporal model of platelet deposition and blood
coagulation under flow. Mathematical medicine and biology: a journal of the IMA, 28(1):47–84, 2011.
[26] Karin Leiderman and Aaron L Fogelson. The influence of hindered transport on the development of platelet thrombi under
flow. Bulletin of mathematical biology, 75(8):1255–1283, 2013.
[27] RE Magi and James P Keener. Modelling a biological membrane as a two phase viscous fluid with curvature elasticity.
SIAM Journal on Applied Mathematics, 77(1):128–153, 2017.
[28] Rabih Makki, Mohammed Al-Humiari, Sumana Dutta, and Oliver Steinbock. Hollow microtubes and shells from reactant-
loaded polymer beads. Angewandte Chemie International Edition, 48(46):8752–8756, 2009.
[29] Daniel Mark, Stefan Haeberle, Gu¨nter Roth, Felix Von Stetten, and Roland Zengerle. Microfluidic lab-on-a-chip platforms:
requirements, characteristics and applications. In Microfluidics Based Microsystems, pages 305–376. Springer, 2010.
[30] William Martin, John Baross, Deborah Kelley, and Michael J Russell. Hydrothermal vents and the origin of life. Nature
Reviews Microbiology, 6(11):805, 2008.
[31] Masayo Matsue, Masaki Itatani, Qing Fang, Yushiro Shimizu, Kei Unoura, and Hideki Nabika. Role of electrolyte in
liesegang pattern formation. Langmuir, 34(37):11188–11194, 2018.
[32] MNJ Moore. Riemann-Hilbert problems for the shapes formed by bodies dissolving, melting, and eroding in fluid flows.
Communications on Pure and Applied Mathematics, 70(9):1810–1831, 2017.
[33] Ole G Mouritsen. Life-as a matter of fat. Springer, 2005.
[34] Pamela N Nge, Chad I Rogers, and Adam T Woolley. Advances in microfluidic materials, functions, integration, and
applications. Chemical reviews, 113(4):2550–2583, 2013.
[35] Jace W. Nunziato and Edward K. Walsh. On ideal multiphase mixtures with chemical reactions and diffusion. Archive for
Rational Mechanics and Analysis, 73(4):285–311, Dec 1980. ISSN 1432-0673.
[36] Borys I Ostapienko, Domenico Lopez, and Svetlana V Komarova. Mathematical modeling of calcium phosphate pre-
cipitation in biologically relevant systems: scoping review. Biomechanics and modeling in mechanobiology, pages 1–13,
2018.
[37] Luigi Preziosi and Andrea Tosin. Multiphase modelling of tumour growth and extracellular matrix interaction: mathe-
matical tools and applications. Journal of mathematical biology, 58(4-5):625, 2009.
[38] Bryan D Quaife and MNJ Moore. A boundary-integral framework to simulate viscous erosion of a porous medium. Journal
of Computational Physics, 375:1–21, 2018.
[39] Jacopo Riccati. Animadversiones in aequationes differentiales secundi gradus, volume 8. 1724.
[40] Leif Ristroph, Matthew NJ Moore, Stephen Childress, Michael J Shelley, and Jun Zhang. Sculpting of an erodible body
by flowing water. Proceedings of the National Academy of Sciences, 109(48):19606–19609, 2012.
[41] Laszlo Roszol and Oliver Steinbock. Controlling the wall thickness and composition of hollow precipitation tubes. Physical
Chemistry Chemical Physics, 13(45):20100–20103, 2011.
[42] S.I. Rubinow. Introduction to Mathematical Biology. John Wiley & Sons, Inc, 1975.
[43] Sarthok Sircar, James P Keener, and Aaron L Fogelson. The effect of divalent vs. monovalent ions on the swelling of
mucin-like polyelectrolyte gels: Governing equations and equilibrium analysis. The Journal of chemical physics, 138(1):
014901, 2013.
[44] IC Sorribes, MNJ Moore, HM Byrne, and Harsh Vardhan Jain. A biomechanical model of tumor-induced intracranial
pressure and edema in brain tissue. Biophysical Journal, 2019.
[45] John C Strikwerda. Finite difference schemes and partial differential equations, volume 88. Siam, 2004.
[46] Wanda Strychalski and Robert D Guy. Intracellular pressure dynamics in blebbing cells. Biophysical journal, 110(5):
1168–1179, 2016.
[47] Wanda Strychalski, Calina A Copos, Owen L Lewis, and Robert D Guy. A poroelastic immersed boundary method with
applications to cell biology. Journal of Computational Physics, 282:77–97, 2015.
[48] Morris Tenenbaum and Harry Pollard. Ordinary Differential Equations. Dover, 1985.
[49] Steven Vogel. Life in moving fluids: the physical biology of flow. Princeton University Press, 1996.
[50] Qingpu Wang, Megan R Bentley, and Oliver Steinbock. Self-organization of layered inorganic membranes in microfluidic
devices. The Journal of Physical Chemistry C, 121(26):14120–14127, 2017.
[51] Xiaogang Yang, Yuezheng Gong, Jun Li, Robert S Eisenberg, and Qi Wang. Quasi-incompressible multi-species ionic fluid
models. Journal of Molecular Liquids, 273:677–691, 2019.
[52] Tianyu Zhang and Isaac Klapper. Mathematical model of biofilm induced calcite precipitation. Water Science and
Technology, 61(11):2957–2964, 2010.
