We study the linearized Vlasov equations and the linearized Vlasov-Fokker-Planck equations in the weakly collisional limit in a uniform magnetic field. In both cases, we consider periodic confinement and Maxwellian (or close to Maxwellian) backgrounds. In the collisionless case, for modes transverse to the magnetic field, we provide a precise decomposition into a countably infinite family of standing waves for each spatial mode. These are known as Bernstein modes in the physics literature, though the decomposition is not an obvious consequence of any existing arguments that we are aware of. We show that other modes undergo Landau damping. In the presence of collisions with collision frequency ν 1, we show that these modes undergo uniform-in-ν Landau damping and enhanced collisional relaxation at the time-scale O(ν −1/3 ). The modes transverse to the field are uniformly stable and exponentially thermalize on the timescale O(ν −1 ). Most of the results are proved using Laplace transform analysis of the associated Volterra equations, whereas a simple case of Yan Guo's energy method for hypocoercivity of collision operators is applied for stability in the collisional case.
Introduction
In this paper we consider the linearized Vlasov and Vlasov-Fokker-Planck equations with a constant background magnetic field in a periodic box. We consider only the single-species case, though the analysis should extend (to some degree) to cover multi-species problems in the collisionless case. We are specifically interested in characterizing the Landau damping, the non-damping modes (known as Bernstein modes in the physics literature), and the enhanced collisional relaxation in the limit ν → 0. The unknown perturbation h : R + × T 3 × R 3 → R + is taken to be charge zero where
q > 0 is the charge (chosen positive for the sake of simplicity), m > 0 is the mass, and ν ≥ 0 is the collision frequency. We will assume that the magnetic field is given by B 0 = (0, 0, b) for a fixed number b > 0. We are only interested in the case when ν = 0 (collisionless) or ν → 0 (weak collision limit). For future reference, define v ⊥ = (v 1 , v 2 , 0) the projection to the directions transverse to the magnetic field (similarly k ⊥ ). In what follows define the cyclotron frequency
which is the rate at which charged particles in a magnetic field gyrate around field lines; see §2.1.1.
Frequencies of the form nω c with n ∈ Z * are called cyclotron harmonics.
In 1946, Landau [30] observed in the case that ν = 0 and b = 0, the linearized Vlasov equation predict a rapid decay of the electric field (if x ∈ T d ) despite the lack of any dissipative mechanism. In particular, for a large class of smooth equilibria f 0 (identified by Penrose [40] ) one can prove the following velocity-averaging-type estimates for all σ ≥ 0 and m > (d − 1)/2 (for (x, v) ∈ T d × R d )
The latter estimate requires analyticity of f 0 and only holds for λ sufficiently small. This rapid decay of the density fluctuation is known as Landau damping. It was observed experimentally in [34, 35] and is now considered one of the most fundamental properties of collisionless plasmas (see e.g. [42, 22, 44, 46] ). See [17, 20, 21, 36] for more modern mathematical treatments of linearized Landau damping. If viewed in (x, v) ∈ T d x × R d v , the evolution of the distribution function during Landau damping resembles a passive scalar being stirred by a shear flow. This causes the homogenization in x and drives the associated decay of velocity averages such as the density. This, and similar effects, are often referred to as phase mixing. For the free transport equation ∂ t h + v · ∇ x h = 0, (1.2) follows from the Fourier transform and the Sobolev trace lemma (see e.g. Lemma 2.1). To see this for the linearized Vlasov equations with b = 0 and ν = 0 one takes advantage of the special structure that allows to reduce the problem to a scalar Volterra equation forρ(t, k). The Volterra equation is then analyzed via the Laplace transform. In the case b = 0 and ν = 0, a variety of nonlinear results have also been obtained [14, 27, 36, 7, 2] to investigate in which cases the estimates (1.2) hold also for nonlinear solutions.
Nearly all plasmas of physical interest are subject to significant external magnetic fields and it has profound effects on the dynamics [22, 44, 46] . Hence, physicists immediately recognized the need to extend the work of Landau to the case b = 0; this was done by Bernstein in [13] . Bernstein found that spatial Fourier modes of the density that did not depend on z, e.g. k = k ⊥ , were not subject to Landau damping. Instead, he found an infinite family of standing waves for each mode k, one for each harmonic of the cyclotron frequency. These are now known as Bernstein modes. On the other hand, he also predicted that modes k with k 3 = 0 are still damped.
Exactly how weak collisions interact with phase mixing was studied already in the 1950's and had been the subject of some debate in the physics community (see e.g. [32, 45, 39, 28, 37, 38, 43, 15] for discussions). However, a mathematically rigorous study of the case 1 ν > 0 and b = 0 was completed only recently in [47, 3] . The work of [3] confirmed that the phase mixing enhances the effect of collisions, as predicted formally by some physicists [45] , in both the linearized and nonlinear problems. Specifically, the time-scale for collisional relaxtion of x-dependent modes in this case is O(ν −1/3 ). The phase mixing creates oscillations in the velocity variable which then in turn enhances the effect of the second order ∆ v in the collision operator; see Remark 5. In this work, we provide a detailed study of the linearized dynamics in the case b = 0 for both collisionless and weak collision limits 1 ν ≥ 0. The linearized problem is significantly more difficult than the b = 0 case studied previously, as the dynamics are significantly more complicated. We will first state the results and then provide a discussion. In the collisionless case ν = 0, we will study the following class of equilibria:
for T || − 1 sufficiently small andf 3 in H s m for suitable s, m (see below for definitions). For simplicity we have normalized the transverse temperature to one. This particular class of equilibria is quite natural from a physics perspective, as plasmas are often observed to have different temperatures transverse and parallel to the magnetic field; see e.g. [44, 46] .
We prove the following theorem in the case ν = 0, b = 0. Aside from providing the Landau damping estimate (1.3), Theorem 1 provides the decomposition 1.4, a countably infinite number of standing waves for each spatial mode. This decomposition does not immediately follow from Bernstein's work [13] , not even formally 1 . The decomposition is possible due to the singularities in the Laplace transform known as resonances; see Remark 10 below for more details. Deriving the formula requires understanding interplay between the Laplace transform description of the linearized Vlasov and the passive transport equation (the linearized Vlasov equation for the case f 0 ≡ 0).
Theorem 1 (Collisionless dynamics).
Let v m h in ∈ H σ for σ ≥ 0 and m > 2. Suppose that f 3 H σ m ≤ δ 0 with σ > σ +5/2 and T || − 1 +δ 0 sufficiently small depending on universal constants and b. Then the following holds:
• the Landau damping of z-dependent modes:
The quantity in equation (22) of [13] is never an entire function. Regardless of the regularity or velocity localization of the initial condition, there are generically poles at every cyclotron harmonic. See §2.1.1 for more details.
• if k 3 = 0 and we additionally have σ > 5/2, then for all k ⊥ and n ∈ N, ∃! b n,k = b n,k (ω c ) ∈ (n, n + 1) and coefficients r ±n,k depending on h in such that (with the convention that r −0,k is distinct from r 0,k ),ρ
and further there holds:
for all α, β, γ such that α + β − 1 2 ≤ σ, α + 1 < m, and γ = min(1, β − 1). Remark 1. It is easy to extend the above theorem to analytic regularity and obtain exponential Landau damping in (1.3) (provided one takes stronger conditions onf 3 ).
Remark 2. At least for σ sufficiently large (e.g. σ > 7/2) it is straightforward to use (1.3) prove "scattering" to the passive transport equation. That is, there exists a solution h ∞ to (2.1) such that lim t→∞ h(t) − h ∞ (t) L 2 = 0 (the proper analogue of scattering in higher Sobolev norms is also straightforward, but is more complicated to state). 
(see (1.6) below for definition), however, it is not clear how to justify the Bernstein mode expansion (1.4) without some regularity. At least, more subtle harmonic analysis would be required.
Remark 4.
There is not an explicit formula for b n,k in terms of n, k, and ω c , except in certain asymptotic limits (see §2.2 and [13, 44, 46] In the collisional case, the only equilibrium is the Maxwellian (we have taken the temperature one for simplicity without loss of generality)
Define the natural Gaussian weighted space that is the quadratic variation of the Boltzmann entropy and hence the natural energy for the collision operator
In the collisional case, we prove Theorem 2. The proof of (1.7) follows from an energy argument that is a relatively simple variant of Yan Guo's energy methods found in [23, 24, 25, 26] . In the linear context, these methods essentially reduce to a type of hypocoercivity argument; see [48, 18] and the references therein for more standard hypocoercivity methods. The proof of (1.8) follows from first reducing the problem again to a Volterra equation (note that it is not clear this is even possible in the case ν > 0, especially when b = 0) and making a detailed study of this Volterra equation in the ν → 0 limit.
Theorem 2 (Collisional dynamics).
Then for all σ ≥ 0, ∃ν 0 = ν 0 (σ) sufficiently small such that ∀ν ∈ (0, ν 0 (σ)) (as usual, the implicit constants below are independent of ν):
• there exists a universal δ > 0 such that for all σ ≥ 1, such that
• there exists a universal δ > 0 such that for all m ≥ 2 integers,
Remark 5. To see the origin of the ν −1/3 time-scale, consider the Kolmogorov equation
Write g(t, x, v) = f (t, x + tv, v) and this becomes
Applying the Fourier transform in both x and v gives
From here we derive that for some universal δ > 0, there holds
Notice that the rate is strongly dependent on the order of the smoothing operator in v. Indeed, the phase mixing is enhancing the collisions by producing large gradients in velocity, which are in turn dissipated faster than low frequencies. Hence, for plasma physics in the weak collisional regime, only second order collision operators are suitable for making accurate predictions of time-scales. This effect was first discovered in the context of fluid mechanics by Kelvin [29] , where it is usually referred to as 'relaxation enhancement' or 'enhanced dissipation' (see e.g. [16, 11] and the references therein). In fluid mechanics, it has been well-studied in both linear (see e.g. [41, 31, 12, 16, 1, 49, 11, 33] and the references therein) and some nonlinear problems (see e.g. [10, 9, 4, 5, 6, 50] and the references therein).
Remark 6. Enhanced dissipation and hypoellipticity are closely related in the context of kinetic theory. However, they are not equivalent. Indeed, the passive transport equation
is an example which is hypoelliptic (solutions will be instantly smooth in both x and v), however, spatial modes k for which k z = 0 still decay only at the O(ν −1 ) time-scale. The reason is that the cyclotron motion of the collisionless dynamics,
is periodic with period 2πω −1 c , however, higher modes in k produce transient gradients in v which, while bounded for each individual k, are unbounded for k → ∞. Hence, for any fixed k, there is no change in the time-scale with respect to ν, however, one nevertheless gets hypoellipticity due to the dependence of this time-scale on k. See §2.1.1 and §3.2.1 for more details.
Remark 7.
The collision operator we consider in (1.1) and Theorem 2 is not the linearization of the natural nonlinear Fokker-Planck operator that satisfies conservation of energy and momentum (see e.g. [3] and references therein). Nevertheless, the work of [3] treats the remaining non-local terms perturbatively using a combination of hypoellipticity and uniform-in-ν Landau damping. Due to the presence of non-Landau damping modes here, it is less clear that the linearized collision operator we consider will be sufficient for nonlinear studies, however, it is most likely the case for k z = 0.
Remark 8. Naturally, one is interested in extending the above results to the Landau collision operator. From [23, 26] it is clear that the energy method will apply to this general situation and one can likely deduce (1.7). However, the reduction to a Volterra equation used for the uniform-in-ν Landau damping and mixing-enhanced collisional relaxation does not seem to apply in this case.
Notation
Throughout this paper, we use the Japanese bracket notation for a vector v ∈ R 3 or T 3
We also write
where v ⊥ is the horizontal component of v. We use both v z and v 3 interchangeably depending on which is more convenient. The H m n norm of a function f is defined as follows, with the usual convention L 2 m := H 0 m :
where ∇ x,v is the differential operator in both x and v. If g is independent of v, g = (t, x), then ∇g reduces to only the derivatives in x. For r ∈ R, we use r ± to denote a real number close to r, i.e., r ± = r ± δ where δ > 0 is any small number. We denote the Fourier transform of a function f in both x and v variable byf
for which the inverse Fourier transform is given by
A Fourier multiplier operator m(∇) is defined via
and analogously for functions of x only. We write the Laplace transform of a function f (t) as
which is defined and holomorphic for Re z ≥ µ for µ > 0 such that
ω , then the inverse transform is defined via the integration along the Bromwich contour
As in the case of the Fourier transform, this formula extends also to the case L[f ](γ ± iω) ∈ L 2 ω (and the analogue of Plancherel's identity still holds). We also recall that for Re z ≥ µ for µ sufficiently large, the Laplace transform of the Volterra equation
Analytic continuation and contour deformation play important roles for making the Laplace transform useful for analyzing Volterra equations.
Collisionless case
The key structure in these kinetic problems is that we can reduce the full linearized dynamics to a Volterra equation.
Trajectories and Volterra equation reduction

Passive transport behavior
The passive transport equation reads
We define the density associated with this equation as
The particle trajectories of (2.1) solve the ODE (we have assumed for simplicity q > 0, the only difference in what follows is the direction of rotation)
It is classical that the trajectories of charged particles in a uniform magnetic field trace out helices [22] . Denote the backwards characteristics ending at a point (x, v) at time t by X(τ ; t, x, v), V (τ ; t, x, v), then
The position characteristics are given by
It follows that the solution to (2.1) is given by
Taking the Fourier transform (in both variables) gives,
Denote also the orthogonal matrix
Hence,
It follows that the associated density is given by:
Next, we characterize the dynamics of this "passive transport" density.
Lemma 2.1. Let h solve the passive transport equation (2.1) with initial data h in (x, v). Then the following holds:
1. the Landau damping of k z = 0 modes: for all σ ≥ 0, m > 2,
2. the decomposition into countably infinite oscillations at the cyclotron harmonics for k z = 0: for all k with k z = 0, there exist coefficients g n,k depending on h in such that
4)
which satisfy the following for all α, β such that α + β − 1/2 ≤ σ and α + 1 < m,
and
Remark 9. Note that (2.4) implies ρ 0 is periodic with period 2πω −1 c .
Proof. The velocity averaging estimate (2.3) follows via the Sobolev trace lemma on the Fourier side (in particular, that the L 2 norm of the trace along a line is bounded by the
The inclusion of the Fourier multiplier ∇, ∂ z t is immediate, which concludes the proof of (2.3). Turn next to the expansion of ρ 0 in the case that k z = 0. Recall
Hence, we see that OÕ T (t)k traces out a circle of radius |k ⊥ | ω −1 c centered at ω −1 c (−k y , k x ) over a period of 2π/ω c . In particular, we can find φ = φ(k) such that
Write in polar coordinates:
and hence by definition and (2.2),ρ
Then, (2.4) is obtained by expanding g k (θ) in an angular Fourier series:
By Plancherel, we have for α ∈ R
Hence, (2.6) for j = 0 follows. We denote
Due to the Sobolev-trace lemma, we have for all α ≥ 0 and m > α + 1
.
Note the powers of k come from the Jacobian and the chain rule. Hence by Plancherel again, we get
concluding the proof.
Non-local response
Next, we will study the full linearized Vlasov equations,
Using the trajectories introduced above for the passive transport equation (2.1), the method of characteristics gives
and hence
Taking the Fourier transform both in x and v as in Section 2.1.1 gives
Therefore, the Volterra equation for ρ reads (recall ρ 0 is the density associated with the passive transport (2.1)):ρ
where
To further expand K, first note
where recall we denote |k
Hence, the K(t, k) defined in (2.7) is written by
Given that (2.7) together with (2.8) defines a Volterra equation for each k, it is very natural to apply Laplace transform methods (see §1.1 for the conventions used). It is not hard to verify that the Laplace transform of ρ and ρ 0 are holomorphic for Rez > C for some sufficiently large C ≥ 0 and that L[K](z, k) is holomorphic over Rez > 0. Hence, over the half-plane Rez > C, there holds
Below we also use the notation
The points z ∈ C where 1 = L(z, k) are called solutions of the dispersion relation. Points z 0 ∈ C where lim z→z 0 |L(z, k)| = ∞ are known as resonances. Through the inverse Laplace transform, these two sets will determine most of the important properties ofρ(t, k).
Bernstein modes: the k z = 0 case
First, we consider modes with k z = 0, i.e. completely transverse to the magnetic field. Set
and let I n (x) be the generalized Bessel functions defined by
We begin with some preliminary lemmas, the first two are due to Bernstein [13] (and the third essentially is as well), but we include the proofs for readers' convenience. The first lemma characterizes L(z, k).
is holomorphic for all z = ±inω c and is given by the following (absolutely convergent for z = ±inω c )
(2.12)
Proof. In the case k z = 0, the K(t, k) simplifies to
I n (a) cos(nω c t)
I n (a) sin(ω c t) cos(nω c t)
where we also used the identity (A.2) in the last equality. Note that by (A.4), the sum is absolutely convergent for all t. Then, for Re z > 0, the Laplace transform is explicitly computed as
(2.13)
By (A.4), the sum is absolutely convergent and defines a holomorphic function for all z = ±inω c .
From (2.12), we see that there is a resonance at each cyclotron harmonic z = ±inω c (recall we refer to a 'resonance' as z 0 ∈ C such that lim z→z 0 |L(z, k)| = ∞. The location of solutions of the dispersion relation -that is, points z 0 ∈ C such that 1 = L(z 0 , k) -is less clear. The next lemma shows that such points can only exist on the imaginary axis.
Proof. We first claim that a solution to the dispersion relation can only appear on the imaginary axis or on the real axis. In fact, if z ∈ C is not in the two axes, then Imz 2 = 0. According to (2.12), L is given by
and it has the opposite sign as Imz 2 . Therefore, we deduce ImL = 0, hence L = 1. Since L < 0 on the real axis (recall (2.9)), no solutions to the dispersion relation can occur on the real axis. Hence, the lemma follows.
The next lemma characterizes solutions to the dispersion relation as simple poles of (1 − L) −1 on the imaginary axis between each cyclotron harmonic.
Lemma 2.4 (Bernstein modes).
For each k ⊥ ∈ Z 2 * and n ∈ N, there exists a unique b n = b n (ω c , k) ∈ (n, n + 1) such that L(±iω c b n , k) = 1. More specifically, (1 − L) −1 has a simple pole at each ±iω c b n .
Proof. On the imaginary axis, we have by (2.13)
Since L(iy, k) is even in y, we just need to consider y ≥ 0. Taking the derivative with respect to y we arrive at 
Given the poles in Proof. For Re z > C, we have the formula (provided the g n,k are summable)
We claim that L[ρ] is holomorphic for all z = ±iω c b . Away from the Bernstein modes and the cyclotron harmonics, (2.14) is the product of two holomorphic functions, and hence by analytic continuation we can extend this formula for L[ρ](z, k) to all z = inω c and z = ib n ω c . Next, we show that L[ρ](z, k) is actually holomorphic at the cyclotron harmonics. Indeed, suppose that z → iω c for some ∈ Z. We see that L[ρ](z, k) is continuous (i.e. the singularity is removable):
Something analogous holds for the derivatives as well, and hence L[ρ] is holomorphic also at the cyclotron harmonics. Finally, it is evident from (2.14) that L[ρ] has a simple pole whenever z = ±iω c b for one of the Bernstein modes b .
In order to make rigorous the decomposition of ρ(t, k) suggested by Lemma 2.5, we begin by analyzing the residues at the Bernstein modes and deducing decay estimates in terms of both spatial mode k and in cyclotron harmonic number. Note, 15) which are well-defined (if σ > 5/2 and m > 2) and satisfy the following estimate for all α and β with α + β − 1/2 ≤ σ and α + 1 < m:
Lemma 2.6 (Residue estimates
Assuming (2.15) is true, we prove the estimate of r ,k in (2.16) in the following two lemmas where we deal with the cases a relatively small and relatively large separately (recall the definition of a in (2.10)).
Lemma 2.7 (Low frequency). Let a 0 > 0 be any fixed number, then the estimate (2.16) holds for a ≤ a 0 (with implicit constant depending on a 0 ).
Proof. Let a 0 ∈ R + . Without loss of generality, we assume that there exists at least one k ⊥ such that 0 < a = 2|k ⊥ | 2 /ω 2 c < a 0 since otherwise the result is automatically true. Note that for any a > 0 and n ≥ a, one has
Recalling definition (2.11), summing up over m, and appealing to Stirling's formula, we arrive at Recall (2.12) and that on the imaginary axis z = iy (y ∈ R), L(iy, k) is an even function of y. Therefore, it is sufficient to consider the case y > 0. Setting y = ω c b, we obtain
Let b ∈ ( −1/2, +1/2) be a Bernstein mode (note that this is not necessarily the same enumeration that we used above). We want to show that there exists n 0 ∈ N sufficiently large such that for ≥ n 0 , the -th term in (2.19) is 1. We decompose the sum of all other terms in three pieces:
where N (a) > a is a sufficiently large number to be determined below. From (A.3), it follows that
exp (a).
In light of (2.9), we further obtain
Using (2.17), we bound the second term in (2.20) as
For S 3 , we employ (2.18) to obtain
We first choose N (a) ∈ N large enough such that |S 3 | ≤ 1/4. Then we choose n 0 ≥ N (a) sufficiently large to ensure |S 1 |, |S 2 | ≤ 1/4 for ≥ n 0 . It follows that (using that L(iω c b , k) = 1)
which implies
As we will see below, this will imply a large lower bound on the ∂ y L(iy, k), which is the key to prove that the sequence of residues is summable. By (2.15), we obtain
We first deal with R 1 . Note that by (2.5) we have (using σ > 5/2, m > 2)
A direct calculation gives a lower bound of the derivative of L:
for any ∈ N. Using (2.24), we arrive at
for ≥ n 0 . Hence by (2.25) and (2.27) we deduce that
for ≥ n 0 . Similarly we have
for ≥ n 0 . Again by (2.25) and (2.27), R 3 is bounded as
The lemma is proved by inserting the above estimate into (2.26).
Lemma 2.8 (High frequency).
There exists an a 0 > 0 sufficiently large such that the bound (2.16) is true for a > a 0 .
Proof. In light of Lemma A.1, we may choose a 0 sufficiently large such that
for all a ≥ a 0 . According to the definition of Bernstein modes b , we know that
for each ∈ N. By the choice of the constant a 0 , (A.4), and the fact |b − n| ≥ 1 2 for = n, using (2.28), it follows that
for a ≥ a 0 , i.e., k 2 ≥ a 0 ω 2 c /2. By choosing a 0 large we ensure (using L(iω c b , k) = 1)
for k 2 ≥ a 0 ω 2 c /2 and ∈ N, which implies
Note that the bound (2.26) is still valid in this case, hence define R j as therein. By (2.27) and (2.5), direct calculation gives (with α as in the statement of Lemma (2.16))
Note that A k a I (a) 1. The above estimate implies
Next we estimate R 2 as
Note that for R 2 to be summable in , we only need β > 1. As in the a < a 0 case, we bound R 3 as
This implies the residue at b is bounded by
where γ = min (1, β − 1), completing the proof.
Proof for Lemma 2.6. Lemma 2.6 follows immediately from Lemmas 2.7 and 2.8 by choosing a 0 sufficiently large. Note in particular that the constants do not depend on k or .
Next, we compute the inverse Laplace transform of L[ρ]
and complete the proof of (1.4). The last step is to verify that the only contributions come from the poles at the Bernstein modes. This comes down to verifying certain decay conditions together with summability of the residues. Lemma 2.9. For all t > 0, if σ > 5/2 and m > 2, the following formula holds and the sum is absolutely convergentρ
and the coefficients r ,k satisfy the estimates (1.5).
Proof. Recall that L[ρ](z, k) is given by the formula (2.14). Note that L[ρ](λ
for fixed λ > 0, however, we can make sense of the inverse transform via the Bromwich contour formula (1.9) by extension to L 2 ω . Next, we will deform the contour past the infinite number of poles representing the Bernstein modes via the contour represented in Figure 1 . Specifically, we will Figure 1 for a graphical depiction of the contour. The goal is then to pass to the limit M → ∞ and deduce that the only contribution is given by the residues at the poles. This is accomplished provided we prove suitable decay estimates on the contributions of the contour at Im z = ±([M ] + 1/2)ω c , Re z = −M , as well as using summability of the residues at the poles.
We now begin by giving the necessary estimates. First, observe
which implies that there exists an M > 0 sufficiently large such that
when |Rez| ≥ M . On the other hand, from (2.5) we have
Therefore, from (2.14) we arrive at
for |Re z| ≥ M . Therefore, we obtain for any t > 0 (denoting [M ] the integer part of M ), 1 2πi 
Therefore, Lρ(z, k) converges to 0 as n 0 → ∞ if β > 1, which implies 1 2πi
Finally, we observe that the r ,k 's are absolutely summable from 2.16. Hence, we send M → ∞ and obtain the decomposition 1.4.
Landau damping modes
Next, we study L[K] in the case k z = 0 and deduce the Landau damping estimate (1.3). First, we apply (A.1) to rewrite K(t, k) as
Therefore, the Laplace transform satisfies
Lemma 2.10. There holds the following (with constant independent of k) for j ≤ σ.
Proof. Recalling (2.8) and definition (2.10), we see that the lemma follows from the corresponding estimates on L[ f 0 3 ] and L[t f 0 3 ]. These are proved as in e.g. [8] .
The more non-trivial lemma is the following.
Lemma 2.11. There exists a λ ≥ 0 and a κ > 0 such that
See [8] for a proof that Lemmas 2.10 and 2.11 imply the Landau damping estimate (1.3). We will break the proof of Lemma 2.11 into several steps. First, we only need to consider the case k ⊥ = 0, as the other case is covered by previous works.
Lemma 2.12. Lemma 2.11 holds for k ⊥ = 0.
Proof. If k ⊥ = 0, then K reduces to the one-dimensional unmagnetized problem, studied in e.g. [40, 36, 7] . Using techniques found therein, it is straightforward to verify that for δ 0 sufficiently small, condition (2.30) holds.
The next lemmas show that we can restrict ourselves to a compact set in k 3 and ω.
Lemma 2.13. There holds the estimate
Proof. By integration by parts and k 3 = 0 (to obtain decay for as t → ∞), the following holds for all λ > −k 3 :
First, observe that
This is estimated via (using W (k) |k| 
Hence, the integral in (2.31) is absolutely integrable uniformly in k.
Proof of Lemma 2.11. The proof is based on combining (2.29) with arguments similar to those appearing in the Penrose criterion [40] (see also [36, 7] ). First, by arguments contained therein, it is straightforward to deduce the decay estimate
This ensures that we only need to be concerned with a compact set in k 3 . Analogous to the proof of the Penrose criterion, taking the Laplace transform of f 0 3 gives
hence, by sending λ → 0, we obtain
Similarly, we have
Combining this calculation with (2.29), we find that L(iω, k) for ω ∈ R is given by the formula
Next, recall that
Therefore, the imaginary part of L satisfies
Observe that for all > 0, there exists a δ > 0 such that
Then note that
First, let us argue in the casef 0 3 = 0 and T || = 1. In this case, Q Im = Q Re = 0. The calculations on Re L together with (2.34) show that Re L(0, k) < 0. Further, it is clear that Re L(iω, k) is a smooth function in ω and hence there is an > 0 such that for |ω| < , there holds Re L(iω, k) ≤ 0 and so in this region, |1 − L(iω, k)| ≥ 1. For ω away from zero, the imaginary part is bounded strictly away from zero by (2.33), and hence, the lower bound follows. The general case follows by observing (recall (2.10) and properties of I n from Appendix A) that the following estimate holds,
We have now verified that (recall (2.32) deals with large k 3 and Lemma 2.13 with large ω)
By the holomorphy of L(z, k) for Re z ≥ 0 the decay of L(λ + iω, k) at large ω from Lemma 2.13, it follows that there exists λ , κ > 0 such that
As in [40] (see also [7] ), we now extend to all Re z ≥ λ using the argument principle. Indeed, as K(z, k) is holomorphic for Re z ≥ 0 and the value 1 is not taken on iR, L can only take the value one in the right half-plane if the curve ω → L(iω, k) has a positive winding number around one. However, this is impossible as L is vanishingly small at large ω by Lemma 2.13 and large k 3 by (2.32), the imaginary part of L(iω, k) is non-vanishing for ω away from a small neighborhood of zero by (2.33), and L(iω, k) ≤ 0 for ω sufficiently small by (2.34) (we have also used that T || = 1 and f 0 1). Hence, Lemma 2.11 follows.
3 Collisional case
Collisional relaxation via energy methods
In this section we use the energy method of Yan Guo [23, 24, 25, 26] to prove (1.7). First, we recall the basic energy structure of the equation. It is convenient to denote the collision operator
Denote the natural Gaussian weighted space and inner product
As it simplifies the energy structure a little, for the remainder section let us consider the case q = m = 1; the general case is an easy variant. Recall the two relevant hydrodynamic quantities (the density and momentum) and the orthogonal complement:
and note that the momentum depends only on g
and that g is average zero at each x g(t, x, v)dv = 0. (3.4)
Next, define the following natural energy (the quadratic variation of the Boltzmann entropy + electric field energy), which is a Lyapunov functional for the dynamics 2 ,
Specifically, we have the following H-theorem. Note that since L has a non-trivial kernel, this does not immediately imply relaxation to global equilibrium.
Proposition 3.1 (H-theorem).
There holds the following energy balance for strong solutions of
Moreover, there exists a λ > 0 such that
Remark 11. One can be more general in the case ν = 0. Indeed, if ν = 0 and f 0 (v) = m(|v| 2 ) for m strictly monotone decreasing, then the following energy is conserved
Proof. To see the energy/entropy dissipation balance (3.5), consider the following (denoting φ = ∆ −1 ρ),
Then, (3.5) follows from the following (using µ = e −v 2 /2 /(2π) 3/2 ),
To see (3.6), first note that, because Lµ = 0, there holds
Then, (3.6) follows from the classical spectral gap of the Fokker-Planck operator in the Maxwellian weighted space (see e.g. [19] and the references therein) together with the orthogonality condition (3.4).
The important point here is that the H-theorem (3.5) does not yield a coercive estimate in L 2 µ due to the non-trivial null-space of the collision operator L. It is natural to apply hypocoercivity, however, due to the presence of the non-local term and the magnetic field, it is not clear that the standardized hypocoercivity algorithm, described in e.g. [48] and the references therein, can be applied. However, the energy method of Yan Guo, devised for dealing with non-local and nonlinear collision operators in [23, 24, 25, 26] , can be adapted here. The method is based on using the hydrodynamic equations to provide coercivity up to oscillatory factors, which essentially allows one to conclude that the dynamics stay away from the kernel of the collision operator on average. For linear problems, we remark that the method indeed reduces to a variant of hypocoercivity. Denote
The hydrodynamic equations are (recall we have set q = m = 1 for simplicity of presentation in this section),
We will need the following important estimates on the momentum (recall (
In Guo's energy method, the main step is an approximate positivity up to a (potentially) time oscillating term. The proof makes key use of (3.7a), (3.7b).
Lemma 3.2 (Positivity up to oscillation). Let
Then, there exists a constant C > 0 such that
Finally, note that by (3.8a),(3.8b), there holds
Proof. First, notice that (denoting the Kronecker delta as δ ij )
Therefore, taking the divergence of (3.7b), multiplying by ρ, integrating, and using that ∇ x · E = ρ, we have
Using (3.7a) in the time derivative term, we have (note that for general q, the electric field term comes with the correct sign regardless of the sign of q),
Note that
Therefore, using (3.8a), (3.8b) we have from (3.9), for some C > 0,
The lemma then follows (up to re-defining C).
Using Lemma 3.2, we now complete the proof of the decay estimate (1.7). Define the following additional ensergy
From Proposition (3.1) (and that ∇ x commutes with the (1.1)), we have
Note that the presence of ∇ x does not affect the orthogonality:
Let δ > 0 be a parameter to be chosen small later. Then, by the positivity from Lemma 3.2 and the spectral gap (3.6), we have for some constant C,
Hence, for δ small enough (depending only on C, λ, δ),
Next, we observe from (3.8a), (3.8b) 10) and hence for ν ∈ (0, 1), that there exists some universal C 0 > 0 such that (recall T 3 ρdx = 0),
2 ) and
which implies the exponential decay
Using again (3.10) gives the following for δν sufficiently small
This completes the proof of the exponential decay estimate (1.7) in the case σ = 1. Using that ∇ x derivatives commute with the equation, it is straightforward to extend this estimate to all σ ≥ 1.
Landau damping modes
In this section, we prove the uniform Landau damping and enhanced collisional relaxation described by (1.8) for modes with k 3 = 0.
Volterra equation reduction
In this section, we derive a Volterra equation for the density. This is analogous to calculations done in [47, 3] , however, the magnetized case is more technical due to the more complicated characteristics. As in these previous works, this uses crucially that the linear Fokker-Planck collision operator is relatively simple under the Fourier transform. Taking the Fourier transform of (1.1) with respect to both x and v gives the following first order equation
As in the collisionless case, we solve this via the method of characteristics. The characteristic emanating from (k, η) is given byη
We define the profile f asĥ
The method of characteristics gives the following evolution equation forf (t, k, η) as
Next, define the propagator:
Integrating (3.11) giveŝ
Define the Orr-critical frequency as (here CT stands for 'critical time'):
the relevance of this frequency is due to the relation
Hence, evaluating (3.12) at η CT giveŝ 
It is absolutely crucial that we express S(t, τ ; η CT (t, k) as a function of t−τ in order to ultimately reduce (3.13) to a Volterra equation for ρ. This is the content of the next lemma.
Then, for all s ≤ t, there holds
As a result, S(t, τ ; k, η CT (t, k)) can be written as a function of only t − τ and k, which we define as follows:
Proof. First, note the following identities 
Uniform Landau damping and enhanced collisions
In this section we analyze (3.20) and complete the proof of (1.8) (and hence Theorem 2). The basic approach is similar to the unmagnetized case [3] (shift the Laplace transform by the expected exponential decay rate and use an approximation argument from the collisionless case to deduce that the dispersion relation is uniformly bounded away from zero near the imaginary axis) however it is significantly more complicated here. We will need the following Lemma.
Lemma 3.5 (Properties of S). If k 3 = 0, then the following holds for all t ≥ 0 and ν sufficiently small (depending only on universal constants): S(t, k) is strictly decreasing and there exists a number δ 0 > such that 0 < S(t, k) < exp −δ 0 min(νk Proof. The factor involving k 3 was estimated previously in [3] . To see the estimate on the k ⊥ factor, Notice that |I G,δ | δ,ωc t, It follows that Q(t) δ |I G,δ | δ,ωc t.
The lemma hence follows. 
First, we observe that the collisions add an additional deacy to the uniform-in-ν Landau damping of the passive transport evolution.
Lemma 3.6. The following holds uniformly in ν for σ ≥ 0, m > 2:
Proof. Follows as (2.3) in the collisionless case after applying Lemma 3.5.
The next lemma is straightforward, and provides the regularity in ω necessary to obtain Landau damping in Sobolev regularity. The proof is omitted for brevity. Hence, using Lemma 3.5 as above for t > ν −1/2 , we have The last term, K 4 is similar but easier and is hence omitted for brevity.
Proof of Theorem 2 (ii). Inequality (1.8) will follow from Lemmas 3.7 and 3.6 provided we prove that there exists ν 0 > 0 such that the following holds (where κ is given in Lemma 2. Next, we will obtain (3.21) on |Im z| ≤ M and |k| ≤ M by approximation from the collisionless case. Ultimately, we will apply the dominated convergence theorem. By Lemma 3.5 and calculations analogous to those in Lemma 3.8, 
