deviations. Means are compared using the student's t-test. We performed similar analysis on national data and ABMS board pass rates.
Study Objectives: Advanced cardiac life support (ACLS) is one of the most time sensitive and complex interventions in health care. The ACLS Clinical Decision Display System (CDDS) is a novel, Web-based application designed to optimize team organization and facilitate decisionmaking during ACLS resuscitations. Unlike other applications intended for individual providers, the CDDS application is displayed on a large wall-mounted screen, targeting the entire resuscitation team. By improving team dynamics and decision support, we aimed to increase the accuracy and precision of ACLS interventions. We hypothesized that resuscitation teams would more consistently adhere to ACLS guideline time intervals in simulated resuscitation scenarios with the CDDS compared to simulations without the CDDS.
Methods: We conducted an observational, crossover design study at the University of Florida Center for Experiential Learning and Simulation (Gainesville, FL) from March 2017-May 2018. Emergency medicine attendings, residents, registered nurses, and critical care technicians were enrolled and assigned to resuscitations teams. Each team performed 4 cardiac arrest scenarios in randomized sequences. Teams completed 2 scenarios with the CDDS and 2 without. Each simulation was video-recorded for data review. We analyzed the videos and recorded the times of interventions that have defined intervals by ACLS: pulse checks, epinephrine administration, and shock delivery. We compared intervention times with and without the CDDS. In addition, we surveyed each resuscitation team regarding their experience using the CDDS.
Results: We recruited 8 teams, comprised of 56 participants who performed simulations over 14 months. After analysis of each video-recorded simulation, we found improved timing accuracy in regards to epinephrine administration (p ¼ 0.0379) and pulse checks (p ¼ 0.0304) using the ACLS CDDS compared to without the CDDS. In addition, teams were more precise in their administration of epinephrine (p ¼ 0.0002) and shocks (p ¼ 0.0004) with the ACLS CDDS compared to without the CDDS. Qualitative survey results were highlighted by 98% of participants stating they would use the ACLS CDDS for resuscitations, if available in the clinical setting. 87% said that it improved team communication, and 91% reported that the CDDS improved team dynamics and organization. 91% felt that it has the potential to improve patient care.
Conclusions: This study demonstrates that the CDDS improves the accuracy and precision of timed ACLS interventions in a simulated setting. Resuscitation teams felt it improved team dynamics, and were strongly in favor of utilizing the CDDS in clinical practice. The results support the need for a clinical trial to demonstrate efficacy and outcomes in the clinical setting.
accompanied by a ventilation rate of 10 breaths per minute, to optimize perfusion during cardiac arrest and increase the likelihood of survival. We reviewed video of emergency department (ED) patients in cardiac arrest to evaluate the ability of the resuscitation team to adhere to these CPR targets.
Methods: We conducted a retrospective observational video review of consecutive adults in cardiac arrest who received CPR in the ED of an urban, academic medical center from January 1, 2016, to July 31, 2017. All CPR was directed by senior resident and faculty emergency physicians in a dedicated resuscitation room with ceiling-mounted, motion-activated audiovisual recording. Patients were excluded from analysis if the video recording was incomplete or unavailable. We determined the delivered rate of manual ventilations as well as the chest compression fraction (CCF), defined as the fraction of time the patient received chest compressions while in cardiac arrest until return of spontaneous circulation, termination of resuscitative efforts, or 15 minutes of continuous CPR had passed. We evaluated the length of, and reason for, all pauses in chest compressions. Mechanical CPR was routinely used precluding evaluation of chest compression rate and depth during CPR.
Results: Complete video was available for 91 of 139 patients (65%) in cardiac arrest who received CPR. The study patients had a median age of 57 years (IQR 47-65), 73% were male, 19% had a shockable rhythm initially, and 91% received only mechanical CPR in the ED. The median total CPR time was 14 minutes (IQR 8.4-15, range 0.4-15.3). The median CCF was 0.93 (IQR 0.89-0.96). We observed 298 discrete pauses in chest compressions; the median pause duration was 13 seconds ) and the median number of pauses per patient was 2 (IQR 2-4, range 0-15). There was variability in the duration of CPR pauses, on average, by the task(s) accomplished during the pause [Table] . For the 85 patients receiving manual ventilation during CPR (primarily delivered by respiratory therapists), the mean ventilation rate was 10 breaths/minute, which was similar with the use (10 +/-2 breaths/min, n¼68) or non-use (11 +/-3 breaths/min, n¼17) of an electronic respiratory metronome with a light that blinked every 6 seconds.
Conclusions: CPR performance in this ED largely met and surpassed guidelinerecommended best practices regarding chest compression fraction with adherence to ventilation rate. CPR was paused most frequently to assess for return of spontaneous circulation using palpation of pulses and point-of-care ultrasound concurrently, for a median duration of 15 seconds. Study Objectives: We will develop and validate a machine learning (ML) algorithm that predicts poor prognosis in initially stable nonvariceal upper gastrointestinal bleeding patients at the emergency department (ED). Acute upper gastrointestinal bleeding (UGIB) is a common presentation to the emergency department (ED). Despite remarkable advancements in endoscopic interventions, the mortality from acute UGIB remains high at up to 14%. According to the guidelines of the American College of Gastroenterology, risk assessment of patients is clinically useful for determining which patients are at higher risk of further bleeding, hypotension, or death and may inform management decisions, such as the timing of endoscopy, time of discharge, and level of care (ward versus intensive care). The Glasgow-Blatchford score (GBS) and Rockall score have been suggested to predict mortality and the need for clinical and endoscopic intervention. The GBS was shown to be superior to the Rockall score in previous studies. Although the GBS can accurately identify low-risk patients suitable for early discharge, it is unable to identify individual patients who require intensive monitoring or intervention. The prognosis is poor especially if an unexpected condition occurs in an initially stable patient. We will develop and validate an algorithm that predicts poor prognosis in initially stable nonvariceal upper gastrointestinal bleeding patients at ED using various machine learning (ML) algorithms including Logistic Regression, XGBoost, and Random Forest.
Methods: This study was conducted using a retrospective observational cohort design and is based on visits data of urban tertiary university-affiliated hospital. We collected patients data from Jan 1, 2013, to Apr 30, 2017. Clinical data were extracted from EHR. Variables were sex, age, pre-existing disease, past medication, vital signs for initial 24 hours, chief complaint, laboratory results, endoscopic finding, rebleeding in hospital, amount of transfusion, length-of-stay, and mortality. For accurate evaluation, 5-fold crossvalidation was performed 10 times and mean of the area under a receiver operating characteristic (ROC) curves (AUCs), and standard deviation of AUCs was calculated. We compared the performance of the 3 ML algorithms (Logistic Regression, XGBoost, and Random Forest) with the GBS and Rockall criteria. Total of 1,796 patients was included. We set up 4 outcomes (shock, mortality, rebleeding within 7 days, transfusion). Paired t-tests were used to determine whether the differences area under the curve (AUC) for the ML algorithms and conventional methods.
Results: The Random Forest-based results showed the highest accuracies among ML algorithms and significant improved AUC over conventional methods (Figure 1) .
Conclusions: A new approach using ML algorithms showed the higher ability for detection of poor prognosis in initially stable UGIB patients in ED. These methods may help to reduce the poor outcome of UGIB patients. 
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