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in the context of wafer  testing  industry. Machine learning plays an important role  in the 
development of system and control application in manufacturing field with uncertain and 
changing  environments.  Dealing  with  uncertainties  at  today  status  on Markov  decision 
processes (MDP) that  lead to the desired task can be difficult and time­consuming for a 
programmer. Therefore, it is highly desirable for the systems to be able to learn to control 





investigate  stochastic  RAPs  with  scarce,  reusable  resources,  non­preventive  and 
interrelated tasks having temporal extensions. A standard resource management problem 
is  illustrated  as  reformulated  MDP  example  in  the  behaviour  with  reactive  solutions, 




which  enables  systems  to  learn  in  changing  environment,  is  selected.  Under  this 
reinforcement  learning  method,  Q­learning  algorithm  is  selected  for  implementing 
learning on the problem. It is a technique for solving learning problems when the model 
of the environment is unknown. However, current Q­learning algorithm is not suitable for 











Allocation  of  the  resources  of  a manufacturing  system  has  played  an  important  role  in 
improving productivity  in  factory automation of capacity planning. Tasks performed by 
system  in  factory  environment  are  often  in  sequential  order  to  achieve  certain  basic 
production  goals.  The  system  can  either  pre­programmed  or  plan  its  own  sequence  of 
actions  to  perform  these  tasks.  Facing  with  today’s  rapid  market  changes,  a  company 
must  execute  manufacturing  resource  planning  through  negotiating  with  customers  for 
prompt delivery date arrangement. It is very challenging to solve such a complex capacity 
allocation problem, particularly in a supply chain system with a seller–buyer relationship. 
This is where we mostly have only  incomplete and uncertain  information on the  system 
and  the  environment  that  we must work with  is  often  not  possible  to  anticipate  all  the 
situations that we may be in. Deliberative planning or pre­programming to achieve tasks 
will  not  be  always  possible  under  such  situations.  Hence,  there  is  a  growing  research 
interest in imbuing manufacturing system not only with the capability of decision making, 
planning but also of learning. The goal of learning is to enhance the capability to deal and 
adapt with unforeseen situations and circumstances in  its environment.  It  is always very 
difficult for a programmer to put himself  in  the shoes of  the system as he must  imagine 
the  views  autonomously  and  also  need  to  understand  the  interactions  with  the  real 
environment. In addition, the hand­coded system will not continue to function as desired 






Despite  the  progress  in  recent  years,  autonomous  manufacturing  systems  have  not  yet 
gained  the  expected wide­spread  use. This  is mainly  due  to  two  problems:  the  lack  of 
knowledge which would  enable  the  deployment  of  systems  in  real­world  environments 
and  the  lack  of  adaptive  techniques  for  action  planning  and  error  recovery.  The 




Learning  is  often  viewed  as  an  essential  part  of  an  intelligent  system;  of which  robot 
learning  field  can  be  applied  to manufacturing  production  control  in  a  holistic manner. 
Learning  is  inspired  by  the  field  of  machine  learning  (a  sub  field  of AI),  that  designs 
systems  which  can  adapt  their  behavior  to  the  current  state  of  the  environment, 
extrapolate  their knowledge to the unknown cases and learn how to optimize the system. 
These  approaches  often  use  statistical  methods  and  are  satisfied  with  approximate, 
suboptimal  but  tractable  solutions  concerning  both  computational  demands  and  storage 
space. 
The  importance  of  learning was  also  recognized  by  the  founders  of  computer  science. 






work  efficiently  by  themselves.  Today,  it  still  remains  to be  shown whether  a  learning 
system  is  better  than  a  non­learning  system.  Furthermore,  it  is  still  debatable  as  to 




(Baldwin, 1989).  It gains  the possibility  that  system  learns  from human or vice versa  in 
problem  solving.  For  example,  human  can  learn  from  the  system  by  observing  its 
performed actions through interface. As this experience  is gained, human learns to react 
the  right  way  to  the  similar  arising  events  or  problems.  If  both  human  and  system’s 
capabilities  are  fully  optimized  in  semi­autonomous  or  teleoperated  systems,  the  work 




that  trigger  the  learning  process  in  a  particular  environment.  For  example,  supervised 
learning approach is not appropriate to be implemented in situations, which learning takes 
place  through  the  system’s  interaction  with  the  environment.  This  is  because  it  is 
impractical to obtain sufficiently correct and state representative examples of desired goal 




have  difficulty  sensing  the  actual  and  true  state  of  the  environment  due  to  fast  and 
dynamic  changes  in  seconds.  Hence  there  is  a  growing  interest  in  combining  both 
supervised and unsupervised learning to achieve full learning to manufacturing systems. 
1.2  Problem Domain: Resource Management 
In  this  thesis,  we  consider  resource  management  as  an  important  problem  with  many 
practical  applications,  which  has  all  the  difficulties  mentioned  in  the  previous  parts. 
Resource allocation problems (RAPs) are of high practical importance, since they arise in 
many  diverse  fields,  such  as manufacturing  production  control  (e.g.,  capacity  planning, 
production  scheduling),  warehousing  (e.g.,  storage  allocation),  fleet  management  (e.g., 
freight  transportation),  personnel  management  (e.g.,  in  an  office),  managing  a 
construction  project  or  controlling  a  cellular mobile  network.  RAPs  are  also  related  to 
management science (Powell and Van Roy, 2004). Optimization problems are considered 
that  include  the  assignment  of  a  finite  set  of  reusable  resources  to  non­preemptive, 
interconnected tasks that have stochastic durations and effects. Our main objective in the 
thesis  is  to  investigate  efficient  decision­making  processes  which  can  deal  with  the 
allocation for any changes due to dynamic demands of the forecast with scarce resources 
over  time  with  a  goal  of  optimizing  the  objectives.  For  real  world  applications,  it  is 
important  that  the  solution  should  be  able  to  deal  with  both  large­scale  problems  and 
environmental changes. 
1.3  Motivations of Thesis 
One  of  the  main  motivations  for  investigating  RAPs  is  to  enhance  manufacturing 
production  control  in  semiconductor  manufacturing.  Regarding  contemporary
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manufacturing  systems,  difficulties  arise  from  unexpected  tasks  and  events,  non­ 
linearities, and a multitude of interactions while attempting to control various activities in 
dynamic  shop  floors.  Complexity  and  uncertainty  seriously  limit  the  effectiveness  of 
conventional production control approaches (e.g., deterministic scheduling). 
This  research  problem  was  identified  in  a  semiconductor  manufacturing  company. 
Semiconductors  are  key  components  of  many  electronic  products.  The  worldwide 
revenues  for  semiconductor  industry were  about US$274  billion  in  2007. Year 2008  is 
predicting  a  trend  of 2.4%  increase  in  the worldwide market  (Pindeo, 1995; S.E. Ante, 
2003). Because highly volatile demands and short product life cycles are commonplace in 
today’s business environment, capacity  investments are  important strategic decisions  for 
manufacturers. Figure 1 shows the installed capacity and demand as wafer starts in global 




























































Manufacturers  may  spend  more  than  a  billion  dollars  for  a  wafer  fabrication  plant 
(Baldwin,  1989;  Bertsekas  and  Tsitsiklis,  1996)  and  the  cost  has  been  on  the  rise 
(Benavides,  Duley  and  Johnson,  1999).  More  than  60%  of  the  total  cost  is  solely 
attributed  to  the  cost  of  tools.  In  addition,  in most  existing  fabs millions  of dollars  are 
spent on tool procurement each year to accommodate changes in technology. Fordyce and 
Sullivan (2003) regard the purchase and allocation of tools based on a demand forecast as 
one  of  the  most  important  issues  for  managers  of  wafer  fabs.  Underestimation  or 
overestimation of capacity will  lead  to  low utilization of equipment or  the  loss of  sales. 
Therefore,  capacity  planning,  making  efficient  usage  of  current  tools  and  carefully 
planning  the  purchase  of  new  tools  based  on  the  current  information  of  demand  and 
capacity, are very important for corporate performance. This phenomenon of high cost of 
investment is needed for the corporate to close the gap between demand and capacity,  is 





This  problem  is  sophisticated  owing  to  task  resource  relations  and  tight  tardiness 
requirements.  Within  the  industry’s  overall  revenue­oriented  process,  the  wafers  from 
semiconductor manufacturing fabs are raw materials, most of which are urgent orders that 
customers  make  and  compete  with  one  another  for  limited  resources.  This  scenario 
creates  a  complex  resource  allocation  problem.  In  the  semiconductor  wafer  testing 
industry,  a wafer  test  requires both  a  functional  test  and  a package  test. Testers  are  the
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most  important  resource  in  performing  chip­testing  operations.  Probers,  test  programs, 
loadboards,  and  toolings  are  auxiliary  resources  that  facilitate  testers’  completion  of  a 
testing task. All the auxiliary resources are connected to testers so that they can conduct a 
wafer  test.  Probers  upload  and  download wafers  from  testers  and  do  so  with  an  index 
device  and  at  a  predefined  temperature.  Loadboards  feature  interfaces  and  testing 
programs  that  facilitate  the  diagnosis  of  wafers’  required  functions.  Customers  place 
orders for their product families that require specific quantities, tester types, and testing­ 
temperature settings. These simultaneous resources (i.e., testers, probers, and loadboards) 
conflict  with  the  capacity  planning  and  the  allocation  of  the  wafer  testing  because 
products may create incompatible relations between testers and probers. 
Conventional resource management model is not fully applicable to the resolution of such 
sophisticated  capacity  allocation  problems.  Nevertheless,  these  problems  continue  to 






Some  main  reasons  to  the  challenging  and  difficult  capacity  planning  decisions  are 
addressed below: 
·  Highly uncertain demand: In  the electronics business, product design cycles and life 







and  the  state­of­art  equipments  should be  introduced  to  the  fab  all  the  time  (Judith, 





recent  years  the  semiconductor  industry has  seen  in  joint  venture  by  companies  in 
order  to maximize  the  capacity.  Fabs dedicated  to 300 millimeter wafers  have  been 
recently announced by most large semiconductor foundries. 
·  High  cost of  tools and  long procurement  lead  time: The  new  tools must be ordered 
several months ahead of  time, usually  ranging from 3 months  to a  year. As a  result, 
plans for capacity increment must be made based on 2 years of demand forecasts. An 
existing  fab  may  take  9  months  to  expand  capacity  and  at  least  a  year  to  equip  a 
cleanroom. In the rapidly changing environment,  forecasts are subject  to a very high 
degree  of uncertainty.  As  the  cost  of  semiconductor manufacturing  tools  is  high,  it 
generally occupies 60% of capacity expenses. Thus, a small  improvement in the tool 
purchase plan could lead to a huge decrease in depreciation factor. 






·  Semiconductor  test  process  may  incur  a  substantial  part  of  semiconductor 
manufacturing cost (Michael, 1996); 








applied  to  achieve  the  suboptimal  control  of  a  generalized  class  of  stochastic  RAPs, 
which can  be  vital  to an  intelligent manufacturing  system  (IMS)  for  strengthening  their 
productivity and competitiveness. IMSs (Hatvany and Nemes, 1978) were outlined as the 
next generation of manufacturing systems that utilize  the results of artificial  intelligence 
research  and were  expected  to  solve,  within  certain  limits,  unforeseen  problems  on  the 






approach. This will  discuss on  the  selection of  a suitable  learning method based on  the
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advantages  of  the  learning  method  related  to  dealing  with  uncertainties  concerning 
resource  allocation  strategy  with  a  given  an  MDP  based  reformulation;  i.e.  real­time, 
flexibility  and  model­free.  The  selected  learning  method  is  reinforcement  learning.  It 
describes a number of reinforcement learning algorithms. It focuses on the difficulties in 
applying  reinforcement  learning  to  continuous  state  and  action  problems.  Hence  it 
proposes  an  approach  to  the  continual  learning  in  this  work.  The  shortcomings  of 
reinforcement learning and in resolving the above problems are also discussed. 
Chapter  3  concerns with  the  development  of  the  system  for  learning.  This  learning  is 
illustrated with an example of resource management task where a machine capacity learns 
to be fully saturated with early delivery reactively. The problems in real  implementation 
are  addressed,  and  these  include  complex  computation  and  real­time  issues.  Suitable 
methods are proposed including segmentation and multithreading. To control  the system 
in  a  semi­structured  environment,  fuzzy  logic  is  employed  to  react  to  real­time 
information  of  producing  varying  actions.  A  hybrid  approach  is  adopted  for  the 
behaviours coordination that will introduce subsumption and motor­schema models. 
Chapter 4 presents the experiments conducted by using the system. The purpose of  the 











Generally  speaking,  resource  allocation  learning  is  the  application  of machine  learning 




2.4. Section 2.5 provides background  information on  learning and Section 2.6  identifies 
and  discusses  different  feasible  learning  strategies.  This  ends  with  a  discussion  in 
selecting  the  appropriate  usable  learning  strategy  for  this  research  by  considering 
necessary  criteria.  Section  2.7  introduces  reinforcement  learning.  Since  the  difficulty  in 
simulating  or  modeling  an  agent’s  interaction  with  its  environment  is  present,  it  is 
appropriate  to  consider  a  model­free  approach  to  learning.  Section  2.8  discusses  the 
reinforcement  learning methods:  dynamic  programming, Monte  Carlo methods  and  the 
Temporal­Difference  learning.  Section  2.9  classifies  off­policy  and  on­policy  learning 
algorithms of Temporal­Difference  learning method.   As  in  real world,  the  system must 
deal with real large­scale problems, and learning systems that only cope with discrete data 





In current  research,  there are exact  and approximate methods (Pinedo, 2002) which can 
solve  many  different  kinds  of  RAPs.  However,  these  methods  primarily  deal  with  the 
static  and  strictly  deterministic  variants  of  the  various  problems.  They  are  unable  to 
handle uncertainties and changes. Special deterministic RAPs which appear in the field of 
combinatorial  optimization,  e.g.,  the  traveling  salesman  problem  (TSP)  (Papadimitriou, 
1994) or the job­shop scheduling problem (JSP) (Pinedo, 2002), are strongly NP­hard and 
they do not have any good polynomial­time approximation algorithms (Lawler, Lenstra, 
Kan and Shmoys, 1993; Lovász and Gács, 1999). In the stochastic case, RAPs are often 
formulated  as  Markov  decision  processes  (MDPs)  solved  and  by  applying  dynamic 
programming (DP) methods. However,  these methods  suffered  from a phenomenon  that 





In  the  DP’s  context,  ‘the  curse  of  dimensionality’  (Bellman,  1961)  is  resolved  by 
identifying the working regions of the state space through simulations and approximating 
the  value  function  in  these  regions  through  function  approximation.  Although  it  is  a 
powerful method  in  discrete  systems,  the  function  approximation  can mislead decisions 
by  extrapolating  to  regions  of  the  state  space  with  limited  simulation  data.  To  avoid 
excessive extrapolation of  the state space,  the simulation and the Bellman iteration must 
be  carried out  in  a  careful manner  to extract  all  necessary  features  of  the  original  state 








careful defining of  the core elements  (e.g.  states, actions,  state  transition  rules,  and cost 
functions). 
Unfortunately,  it  is not  trivial  to extend classical  approaches,  such as branch­and­cut or 
constraint  satisfaction  algorithms,  to  handle  stochastic  RAPs.  Simply  replacing  the 
random variables with  their  expected  values  and,  then,  applying  standard  deterministic 
algorithms,  usually,  does  not  lead  to  efficient  solutions.  The  issue  of  additional 
uncertainties  in  RAPs  makes  them  even  more  challenging  and  calls  for  advanced 
techniques. 
The ADP approach (Powell and Van Roy, 2004) presented a formal framework for RAP 
to  give  general  solutions. Later,  a parallelized  solution was  demonstrated by Topaloglu 
and  Powell  (2005).  The  approach  concerns  with  satisfying  many  demands  arriving 
stochastically over  time having unit durations  but  not precedence  constraints. Recently, 
support  vector  machines  (SVMs)  were  applied  (Gersmann  and  Hammer,  2005)  to 
improve  local  search  strategies  for  resource  constrained  project  scheduling  problems 
(RCPSPs).  A  proactive  solution  (Beck  and  Wilson,  2007)  for  job­shop  scheduling 




The  proposed  approach  builds  on  some  ideas  in AI  robot  learning  field,  especially the 
Approximate Dynamic  Programming  (ADP) method which was  originally  developed  in 
the  context  of  robot  planning  (Dracopoulos,  1999; Nikos,  Geoff  and  Joelle,  2006)  and 





In  constituting  a  fundamental  tool  for  computational  learning  theory,  stochastic  control 
problems  are  often  modeled  by MDPs.  Over  the  past,  the  theory  of MDPs  has  grown 
extensively  by  numerous  researchers  since  Bellman  introduced  the  discrete  stochastic 
variant  of  the  optimal  control  problem  in  1957.  These  kinds  of  stochastic  optimization 
problems have  demonstrated great  importance  in  diverse  fields,  such  as manufacturing, 
engineering,  medicine,  finance  or  social  sciences.  This  section  contains  the  basic 
definitions,  the  applied  notations  and  some  preliminaries.  MDPs  (Figure  2.1)  are  of 
special interest for us, since they constitute the fundamental theory of our approach. In a 
later  section,  the  MDP  reformulation  of  generalized  RAPs  will  be  presentedso  that 
machine  learning  technique  can  be  applied  to  solve  them.  In  addition,  environmental 
changes are investigated within the concept of MDPs. 
MDPs can be defined on a discrete or continuous state space, with a discrete action space, 
and  in discrete  time. The goal  is  to optimize  the  sum of discounted rewards. Here, by a 








p  :  X ´  A ® r(X)  is  the  transition­probability  function  where r(X)  is  the  space  of 
probability distributions over X.  p(y  |  x, a) denotes  the probability of arrival at  state  y 
after executing action a Î A(x) in state x. 
g : X × A ® R denotes the reward, or cost, function which is the cost of taking action a in 
state x. 
g Î  [0,  1]  denotes  the  discount  rate.  If g  =  1  then  the  MDP  is  called  undiscounted 
otherwise it is discounted. 
Once  the  problem  has  all  these  information  available,  this  is  known  as  a  planning 
problem, and dynamic programming methods are the distinguished way to solve it. MDP 
is  interpreted  in  learning  viewpoint  where  we  consider  an  agent  acts  in  an  uncertain 
environment. When the agent receives information about the state of the environment, x, 
the  agent  is  allowed  to  choose  an  action  a Î  A(x)  at  each  state.  After  the  action  is 
selected, the environment moves to the next state according to the probability distribution 
p(x, a) and the decision­maker collects its one­step cost, g(x, a). The aim of the agent is to 
find  an  optimal  behavior  that  minimizes  the  expected  costs  over  a  finite  or  infinite 
horizon.  It  is  possible  to  extend  the  theory  to  more  general  states  (Aberdeen,  2003; 
Åström, 1965) and action spaces, but mathematical complexity will increase. Finite state 
and  action  sets  are  mostly  sufficient  for  implemented  action  controls.  For  example,  a 
stochastic shortest path (SSP) problem is a special MDP (Girgin, Loth, Munos, Preux, and 
Ryabko,  2008)  in which  the  aim  is  to  find  a  control  policy  such  that  it  reaches  a  pre­
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defined  terminal  state  starting  from a given  initial  state. Moreover,  it plans  to minimize 
the  expected  total  costs  of  the  path.  A  proper  policy  is  obtained  when  it  reaches  the 
terminal state with probability of one. MDPs have an extensively studied theory and there 
exist  a  lot  of  exact  and  approximate  solution  methods,  e.g.,  value  iteration,  policy 
iteration, the Gauss­Seidel method, approximate dynamic programming methods. 




A  stochastic  problem  is  characterized  by  an  8­tuple  (R,S,O,T,C,D,E,I).  In  details  the 


























d : S ´ O ® r(N)  is  the durations of  the  tasks depending on the state of the executing 
resource,  where  N  is  the  set  of  the  executing  resource  with  space  of  probability 
distribution. 
e : S ´ O ® r(S) is the uncertain effect which the state of the executing resource affect 
every task. 
i : R ® r(S) is the initial states of the resources that can be stochastic. 
Since the ranges of randomizing functions d, e and i contain probability distributions, the 
corresponding  random  variables  can  be  denoted  as D,  E  and  I,  respectively.  Thus,  the 





















state  of  a  resource must  be modified  in  order  to  be  able  to  execute  a  certain  task  (for 
example, a transporter may need to travel to its source point first). In these cases non­task 
operations may be applied. They can modify the  states of  the resources without directly 
executing  a  task.  It  is  possible  to apply  the  non­task  operation  several  times  during  the 







the  basic  types  of  resource  allocation  techniques  classification,  the  concepts  of  “open­ 
loop” and “closed­loop” controllers are addressed and illustrated in Figure 2.3. An open­ 
loop controller, also called a non­feedback controller, computes its input into a system by 

























with  the  uncertainties  of  the  environment  is  called  proactive.  A  proactive  solution 
allocates the operations to resources and defines the orders of the operations, but, because 
the  durations  are  uncertain,  it  does  not  determine  precise  starting  times.  This  kind  of 
technique can be applied only when the durations of the operations are stochastic, but, the 
states  of  the  resources  are  known  perfectly.  Finally,  in  the  stochastic  case  closed­loop 
solutions are called reactive. A reactive solution is allowed to make the decisions on­line, 
as the process actually evolves providing more information. Naturally, a reactive solution 
is  not  a  simple  sequence,  but  rather  a  resource  allocation  policy  (to  be  defined  later) 
which controls the process. The thesis mainly focuses on reactive solutions only. We will 




and  changing  environments  with  the  help  of  learning  approach.  The  computer,  a mere 








computational  tool,  has  developed  into  today's  super  complex  micro­electronic  device 
with  extensive  changes  in  processing,  storage  and  communication  of  information.  The 
main  objectives  of  system  theory  in  the  early  stages  of  development  concerned  the 
identification  and  control  of well  defined  deterministic  and  stochastic  systems.  Interest 
was  then  gradually  shifted  to  systems  which  contained  a  substantial  amount  of 
uncertainty.  Having  intelligence  in  systems  is  not  sufficient;  A  growing  interest  in 
unstructured environments has encouraged learning design methodologies recently so that 
these  industrial  systems  must  be  able  to  interact  responsively  with  human  and  other 




Hence  researchers  looked  into  how  learning  can  take  place  in  industrial  systems.  In 
general,  learning  derives  its  origin  from  three  fundamental  fields:  machine  learning, 
human  psychological  (Rita,  Richard  and  Edward,  1996)  and  biological  learning.  Here, 
machine  learning  is  the  solving  of  computational  problems  using  algorithms 
automatically,  while  biological  learning  is  carried  out  using  animal  training  techniques 
obtained  from  operant  conditioning  (Touretzky  and  Saksida,  1997)  that  amounts  to 









There  are  many  learning  definitions  as  posited  by  research;  such  as  “any  change  in  a 
system that allows it  to perform better the second time on repetition of the same task or 
another task drawn from the same population” by Simon (1983), or “An improvement in 
information  processing  ability  that  results  from  information  processing  activity” 




Therefore,  it  is  important  to  perform  online  learning  using  real­time  data.  This  is  the 
desirable  characteristic  for  any  learning method operating  in  changing  and unstructured 
environments where  the  system  explores  its  environment  to collect  sufficient  feedback. 
Furthermore,  learning process can be classified into different  types (Sim, Ong and Seet, 
2003)  as  shown  in  Table  2.1:  unsupervised/supervised,  continuous/batch, 
numeric/symbolic,  and  inductive/deductive.    The  field  of  machine  learning  has 
contributed to the knowledge of many different learning methods (Mitchell, 1997) which 
own  its  unique  combination  from  a  set  of  disciplines  including  AI,  statistics, 
computational complexity,  information  theory, psychology  and philosophy. This will be 
identified in a later section. 
The  roles  and  responsibilities  of  the  industrial  system  can  be  translated  into  a  set  of 









Unsupervised  No  clear  learning  goal,  learning  based  on  correlations  of 














complex  operations  for  decision­making,  data  sourcing,  and  high­level  control.  To 
manage  the  controller's  complexity,  we  need  to  constrain  the  way  the  system  sources, 
reasons,  and  decides.  This  is  done  by  choosing  control  architecture.  There  are  a  wide
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variety  of  control  approaches  in  the  field  of  behaviour­based  learning.  Here,  two 
fundamental control architecture approaches are described in the next subsections. 
2.5.1  Subsumption Architecture 
The methodology  of  the  Subsumption  approach  (Brooks, 1986)  is  to  reduce  the  control 
architecture  into  a  set  of  behaviours.  Each  behaviour  is  represented  as  separate  layers 





one proceeding from the higher  layer. When the output of  the higher  layer  is not active, 


















the  instantaneous  executions  to  the  environment  are  produced,  allowing  a  simple  and 
rapid  computation.  All  the  relative  strengths  of  each  behaviour  determine  the  agent’s 
overall response. Coordination is achieved through cooperative means by vector addition. 




Several  solution  methods  are  known  and  have  succeeded  in  solving  many  different 
problems (Bertsekas and Tsitsiklis, 1996; Feinberg and Shwartz, 2003; Sutton and Barto, 
1998) such as robotic control (Kalmár, Szepesvári and Lorincz, 1998), channel allocation 
(Singh  and  Bertsekas,  1997),  transportation  and  inventory  control  (Van  Roy,  1996), 
logical  games  and  problems  from  financial  mathematics,  e.g.,  from  the  field  of  neuro­ 












will  be  described  with  examples:  artificial  neural  network,  decision­tree  learning, 
reinforcement  learning  and  evolutionary  learning.  All  of  them  have  their  strengths  and 
weaknesses.  The  four  different  learning  methods  and  their  basic  characteristics  can  be 
summarized  in  Table  2.2.  Reinforcement  learning  approach  is  selected  to  give  an 
effective  solution  to  large­scale  RAPs  in  uncertain  and  dynamic  environments. 
Reinforcement learning allows a system to build and improve behaviour through trial and 





sets  of  representative  patterns  to  characterize  the  environment  during  training.  It  is 
difficult to obtain the training patterns which contain no contradictory input output pairs. 
In  this  approach  it  is  believed  that  intelligence  arises  in  systems  of  simple,  interacting 
components (biological or artificial neurons) through a process of learning and adaptation 
by which the connections between components are adjusted. Problem solving  is parallel 
as  all  the  neurons  within  the  collection  process  their  inputs  simultaneously  and 
independently (Luger, 2002). 
ANN  (Neumann,  1987)  is  compounded  of  a  set  of  neurons  which  become  activated 
depending  on  some  inputs  values.  Each  input,  x,  of  the  neuron  is  associated  with  a 
numeric  weight,  w.  The  activation  level  of  a  neuron  generates  an  output,  o.  Neuron 
outputs can be used as  the  inputs of other neurons. By combining a  set of neurons,  and
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using non­linear functions. Basically,  there are  three  layers  in an ANN (in Figure 2.6) – 
input  layer, hidden  layer and output  layer. The  inputs are connected  to  the  first  layer of 
neurons  and  the outputs of  the  second  layer  of  neurons with  nonlinearity  correspond  to 























good  learning  results,  the  number  of  units  needs  to  be  chosen  carefully.  Too  many 
neurons in the layers may cause the network to overestimate the  training data, while  too 
few may reduce its ability to generalize. These selections are done through the experience 
of  the  human  designer  (Luger,  2002).  Since  an  agent  in  a  changing  unstructured 
environment will  encounter new data at  all  time, complex off­line  retraining procedures 
would  need  to  work  out  and  considerable  data  amount  would  need  to  be  stored  for
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and  outputs  a  yes  or  no  decision.  Therefore  decision  trees  also  represent  Boolean 
functions including functions with a larger range of outputs (Russel and Norvig, 1995). A 
number of different decision trees can be produced with a given set of training examples. 








unsupervised  learning  method  that  learns  behaviour  through  trial­and­error  interactions 









Within  the  area  of  RL,  there  are  wide  ranges  of  learning  techniques.  These  learning 
techniques can be classified into model­free (learn a controller without learning a model) 
or model­based  (learn a model and use  it  to derive a controller) methods. Among  these 







field  learning  using  RL  for  different  RAPs  (Csáji,  Monostori  and  Kádár,  2003,  2004, 
2006). Schneider (1998) proposed a reactive closed­loop solution using ADP algorithms 
to scheduling problems. Multilayer perceptron (MLP) based neural RL approach to learn 
local  heuristics was briefly described by Riedmiller  (1999). Aydin  and Öztemel  (2000) 
applied  a  modified  version  of  Q­learning  to  learn  dispatching  rules  for  production 
scheduling.  RL  technique  was  used  for  solving  dynamic  scheduling  problems  in 
multiagent­based environment (Csáji and Monostori, 2005a, 2005b, 2006a, 2006b). 
2.6.4  Evolutionary Learning 
This  method  includes  genetic  algorithms  (Gen  and  Cheng,  2000)  and  genetic 
programming  (Koza  and  Bennett,  1999;  Langdon,  1998).  A  key  weakness  of  the 
evolutionary  learning  is  that  it  does  not  easily  allow  for  online  learning. Most  of  the 
training  must  be  done  on  a  simulator,  and  then  tested  on  a  real­time  data.  However, 
designing  a  good  simulator  for  a  real­time  problem  operating  in  unstructured 
environments is an enormously difficult task. 
Genetic  algorithms  (GA)  are  generally  considered  biologically  inspired  methods. They 
are inspired by Darwinian evolutionary mechanisms. The basic concept is that individuals 
within  a  population which  are  better  adapted  to  their  environment  can  reproduce more 
than  individuals  which  are  maladapted.  A  population  of  agents  can  thus  adapt  to  its 
environment  in  order  to  survive  and  reproduce. The  fitness  rule  (i.e.,  the  reinforcement
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function),  measuring  the  adaptation  of  the  agent  to  its  environment  (i.e.,  the  desired 
behavior), is carefully written by the experimenter. 
Learning  classifier  system  principle:  (Figure  2.9)  an  exploration  function  creates  new 
classifiers  according  to  a  genetic  algorithm’s  recombination  of  the  most  useful.  The 
synthesis of the desired behaviour involves a population of agents and not a single agent. 
The  evaluation  function  implements  a  behavior  as  a  set  of  condition­action  rules,  or 
classifiers.  Symbols  in  the  condition  string  belong  to  {0,  1,  #},  symbols  in  the  action 
string  belong  to  {0,  1}.  #  is  the  ‘don't  care’  identifier,  of  tremendous  importance  for 
generalization.  It  allows  the  agent  to  generalize  a  certain  action  policy  over  a  class  of 
environmental situations with an  important gain  in  learning speed by data compression. 
The update  function  is  responsible  for  the redistribution of  the  incoming  reinforcements 

































































































any  learning  tasks, RL  (Kaelbling,  Littman  and Moore,  1996;  Sutton  and Barto, 1998) 
system  must  find  out  by  trial­and­error  which  actions  are  most  valuable  in  particular 
states.  In  reinforcement  learning system,  the  state  represents  the current  situation of  the
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environment.  The  action  is  an  output  from  the  learning  system  that  can  influence  its 
environment.  The  learning  system’s  selection  of  executable  actions  in  response  to 
perceived states is called its policy. 
In  fact,  RL  lies  between  supervised  learning,  where  teaching  is  from  a  supervisor,  and 




Figure 2.10 shows  the  interaction between  the environment and  the  learning agent. The 
interaction between states and actions is usually regarded as occurring in a discrete  time 
Markov environment: the probability distribution of the next­state is affected only by the 











calculation  of  reward  for  a  particular  combination  of  state,  action,  and  next­state.  The 
designer must design the reward function to suit the task initially. The reward signal can 
be  made  more  positive  to  encourage  a  behaviour  or  more  negative  to  discourage  the 
behaviour.  The  RL  system’s  purpose  is  to  find  a  policy  that maximizes  the  discounted 
sum of expected future rewards. 
2.8  Classes of Reinforcement Learning Methods 
The  reinforcement  learning  methods  are  classified  into  three  classes:  dynamic 
programming,  Monte  Carlo  methods  and  temporal­difference  learning.  Dynamic 
programming methods  are  well  developed  mathematically,  but  require  a  complete  and 




Dynamic  programming  (DP)  is  a  model­based  approach  to  solving  RL  problems. One 
form of DP stores the expected value of each action in each state. The action­value, Q (or 
Q­value),  in a  state  is  the  sum of  the  reward  for  taking  that  action  in  that  state plus  the 





















from any  initial policy and  improving  it  iteratively; and Value  iteration which  looks  for 
action of optimal value  for every  state.   However, due  to  the “curse of dimensionality”, 
computing an exact optimal solution by these methods is practically infeasible. In order to 
handle  the  “curse”,  we  should  apply  approximate  dynamic  programming  (ADP) 
techniques to achieve a good approximation of an optimal policy. 
Approximate  dynamic  programming  (ADP)  (Powell,  2007)  is  a  well­known  dynamic 
programming approach to deal with large, discrete, continuous, states. All approaches are 
either learning or computing on a value function or directly a policy. To face continuous 
or  large  discrete  states,  these  approaches  rely  on  a  function  approximator  to  represent 





stationary. A deterministic  policy  is  a  function  from  states  to  control  actions whereas  a 
randomized policy is a function from states to probability distributions over actions. 
Value Functions 
Value  functions  (cost­to­go  functions)  are  state­action  pair  functions  that  estimate  how 



























where p t t  A S  ,  are random variables and g  function is the cost of taking variable action A 
in  state  S. p t A  is  chosen  according  to  the  control policy p  and  the distribution of  1 + t S  is 
) (  , 
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where  all  the  notations  are  the  same  as  in  equation  (2.3).  Action­value  functions  are 






π2  if and only if "x Î S : Vπ1  (st) £ Vπ2(st). A policy is uniformly optimal if it is better than 
or  equal  to  all  other  control  policies.  There  always  exists  at  least  one  optimal  policy 
(Sutton and Barto, 1998). Although there may be many optimal policies, they all share the 
same  unique  optimized  value  function,  V*.  This  function  must  satisfy  the  Hamilton­
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Monte Carlo (MC) methods are different  in  that  they base the state value exclusively on 
experience,  not on other  state value estimates. Although a model  is required,  the model 












where n  is  the  terminal  state, before updating the  state value. This only makes  sense  in 











TD  algorithms  make  updates  of  the  estimated  values  based  on  each  observed  state 
transition and on the immediate reward received from the environment on this transition. 
The simplest algorithm, One­step TD, performs the following update on every time step: 
)) 1 ( ( ) ( ) 1 ( ) (  1 + + + - = +  t s V r t s V t s V  t 
















value  functions  are  updated  using  results  from  executing  actions  determined  by  some 






the  behaviour  policy  is  usually  "soft"  so  there  is  sufficient  exploration  going  on.  Off­ 
policy  algorithms  can  update  the  estimated  value  functions  using  hypothetical  actions, 
those which have not actually been tried. This is in contrast to on­policy methods which 
update value functions based strictly on experience; i.e. off­policy algorithms can separate 




first variation  is whether  the policy  is known or unknown. Methods capable of  learning 
when  the  policy  is  unknown  also  can  learn  when  the  policy  is  known.  The  second 
variation  is  whether  the  learning  system  learns  from  a  sequence  of  states,  actions  and 
rewards through time, or  if  it  learns from non­sequential examples of state, action, next­ 
state,  and  reward.  By  following  the  non­sequential  definition  of  off­policy  learning,  to 
some researchers ‘off­policy’ implies ‘without following any policy’, or any sequence of 
actions. 
Figure 2.11 classifies  various model­free  reinforcement  learning methods or algorithms. 






One­step  Q­learning  is  a  non­sequential  learning  method.  Since  each  update  passes 
rewards  only  one  step  backwards  through  time,  one­step Q­learning  cannot  exploit  the 
information  present  in  sequences  of  experiences.  Rather  than  learn  directly  from  the 
sequence  of  rewards, one­step Q­learning  depends on  bootstrapping,  relying  heavily on 
the  accuracy  of  its  internally  represented  estimates  of  value.  Use  of  bootstrapping 
increases  learning  performance;  however,  over­reliance  on  bootstrapping  causes 
instability (Sutton and Barto, 1998). Sequential learning methods that rely less heavily on 







































of  off­policy  learning  capabilities  of  the Q(l)  algorithms  has  been  adjusted.  Peng  and 
William’s  (1996) method  assumes  that  the  number  of  non­estimation  policy actions  is 
small. Watkins’s  (1989) Q(l) method  requires  that l  be  set  to  zero  for  non­estimation 
policy actions (Sutton and Barto, 1998). Watkins’s Q(l) algorithm becomes one­step Q­ 
learning if all actions are non­estimation policy actions. Accordingly, it is just as capable 
of  off­policy  learning  as  one­step  Q­learning,  and  has  additional  sequential  learning 
capabilities when  following  the  estimation  policy. However,  the  algorithm  requires  the 
detection of non­estimation policy actions. When actions are continuously variable, rather 
than discrete,  it  is questionable which actions  follow  the estimation policy. Therefore,  a 




Sutton  and  Singh,  2000).  The  tree  backup  algorithm  multiplies l  by  a  factor  that 
represents  the probability  that  the estimation policy would have chosen  that  action. The 





Q­learning  is  a  variant  of  RL  which  is  based  on  model­free  method  of  learning  from 












Most of  the practical  applications  in RAPs  are  difficult  to  solve,  even  for deterministic 
cases.  It is known, for example, that both JSP and TSP are strongly NP­hard. Moreover, 
they  do  not  have  any  good  polynomial  time  approximation  algorithm.  In  “real  world” 
problems we  often  have  to  face  uncertainties,  for  example  the  processing  times  of  the 
tasks or  the durations of  the trips are unknown exactly  in advance,  and only estimations 
are available to work with. Unfortunately, it is not trivial to explore classical approaches, 
such as branch and cut or constraint  satisfaction  algorithms,  to handle  stochastic RAPs. 
This does  not  lead  to  efficient  solutions  by  simply  replacing  the  random variables with 





{s1,  .  .  .  ,  sn}.  If  the  state  is  si,  it  indicates  that  the  salesman  is  in  city  i.  The  allowed 
operations are the same as the allowed tasks, O = T = {t1, . . . , tn}, where the execution of 
task  ti  indicates  that  the  salesman  travels  to  city  i  from  his  current  location.  The 
constraints C =  {át2,  t1ñ  , át3,  t1ñ  .  .  .  , átn,  t1ñ} are used for forcing the  system to end the 
whole traveling in city 1, which is also the starting city. The performance measure is the 
latest arrival time. 
On  the  basis  of discussion  on efficiently  solving RAPs  in  the  presence  of  uncertainties 
and the interest of using an unsupervised learning method to manage changes in dynamic 
environment,  the  decision  was  to  go  with  the  reinforcement  learning  method.    In  the 
context  of  resource  allocation,  reinforcement  learning  can  be  performed  online  in  real­ 
time and model­free environment as compared to the other learning methods. The method 
is  automatic  when  the  initial  setup  is  done.  It  is  different  from  evolutionary  learning 
method  as  evolutionary  learning  first  performs offline  learning  under  simulation  before 
testing  on  real­time  data,  which  can  result  in  ineffective  learning.  This  fact  makes 
reinforcement  learning  a  better  candidate  for  performing  tasks  in  realistic  changing 







Resource  allocation  problems  have  many  practical  applications  that  are  difficult  to 
solve, even in deterministic cases. It is known, for example, that both JSP and TSP are 
strongly  NP­hard,  moreover,  they  do  not  have  any  good  polynomial  time 
approximation  algorithm.  Additionally,  uncertainties  are  faced  in  “real  world” 
problems, e.g., the processing times of the tasks or tardiness of the order are not known 
exactly  in  advance.  Stochastic  RAP  is  a  challenging  area  for  reinforcement  learning 
algorithms that only cope with discrete data are inappropriate. In this chapter, Section 
3.1  provides  the  information  about  the  manufacturing  system  used  in  this  thesis. 
Section  3.2 provides  the  overall  software  architecture  to make  learning work on  real 
manufacturing system. Section 3.3 states the problems faced when  incomplete data  is 
not  reliable  and  difficult  to  compute  in  large­scale  problem.  Hence  Section  3.4 
discusses  the  reformulation  framework  for  RAP  to  generalized  MDP.  Section  3.5 
develops  the  basic  behaviour  of  capacity  allocation  in  the  context  of manufacturing 
application.  Section  3.6 describes  the  fuzzy  logic  approach  to Q­learning  algorithm. 
Section  3.7  presents  the  development  of  fuzzy  logic  on  a  behaviour.  Section  3.8 
illustrates  the  integration  of  fuzzy  logic  into  Q­learning  algorithm.  Lastly,  the 





Semiconductor Testing Accelerated  Processing  (STAP)  is  the manufacturing  system 
software used in a semiconductor wafer testing plant that connects to real­time inputs 
and  outputs.  This  software  models  the  plant  to  make  manufacturing  decisions  and 
allows the below activities to be performed: 
·  Capacity analysis – determining the  impact  that system changes (such as adding 
people,  changing processes,  and  so on)  have  on  the  plant. The model  determines 








on  a  UNIX  operating  system  platform  provides  computing  power.  It  employs  the 















STAP advocates the  separate development of  the conceptually different  views of  the 
simulated  system.  This  approach  facilitates  the  modular  program  development, 
program  readability  and  maintainability  and  the  evaluation  of  different  strategies 
(system­level control policy, dispatching control, etc) on the same system. 
3.2  The Software Architecture 
Owing  to  the  complexity  of  the addressed problem,  it  is  hard  for optimization­based 
tools such as ILOG OPL to find the optimal solution in finite  time. Figure 3.1 shows 
the overall architecture in the implementation of a single site testing plant. Each block 
represents  a  set  of  programming  codes  in  order  to  accomplish  its  goal.  Source  data 
from  factory  and  customer  environments  are  captured  from  STAP  which  several 
universe  databases  are  integrated  in  the  practical wafer  testing  plant.  The  problem  is 
reformulated to generate reactive solutions (states)  that are applied in the behaviours. 
This proposed architecture also has the advantage to incorporate human interference in 





































has  appeared  in  the  theory  of  dealing  with  large­scale  MDPs.  Hence  partitioning  a 
problem  into  several  smaller  sub  problems  is  also  often  applied  to  decrease 
computational  complexity  in  combinatorial  optimization  problems,  for  example,  in 
scheduling  theory.  A  simple  and  efficient  partitioning  method  is  proposed.  In  real 
world  industry,  the  orders  have  release  dates  and  due  dates,  and  the  performance 
measure,  which  involves  total  lateness  and  number  of  tardy  orders. Assuming  these 
measures are regular, the randomized functions defining the release and due dates are 
denoted as A : O ® N and B : O ® N  respectively. In order to cluster the orders, we 
need the definition of weighted expected slack time which is given as follows: 
[ ] å - - =  ) , ( ) ( ) ( ) ( ) (  v s D v A v B s w v S w  (3.1) 









By  clustering  the  orders,  it  will  make  too  small  clusters  seriously  decrease  the 








be  processed  in  real­time  to  acquire  the  suitable  system’s  actions.  Therefore 
multithreaded  programming  is  required  to  process  input  data  so  as  to  avoid  the 
severely degraded overall performance if  the sequential program performs a blocking 
call.  In a  sequential program,  the code  is executed one  instruction after  the next  in a 
monolithic  fashion,  with  no  regard  to  the  many  possible  resources  available  to  the 
program. For example, ‘while loops’ or ‘for loops’ and ‘if­else’ statements are used in 
the  main  (  )  function  program  extensively.  Here,  all  input  data will  be  threaded  by 































Before  learning  is  incorporated  into  a  typical  RAP  to  compute  an  efficient  control 
policy,  it  is  required  to  reformulate  reactive  RAPs  as  special  MDPs.  In  order  to 






x Î X is defined as a 4­tuple (t,m,x,j), where: 
t Î N is the current time. 
m : R ® S determines the current states of the resources. 
x : R ´ Nt­1  a  O stores the resources and the start times in which a task was begun. 
j  : R ´ Nt­1  a  Nt  (where { } t t  ,..., 0 N =  ) describes  the  stop  times  of  the  completed 
tasks. 
The resource allocation process starts from an initial state (0,m,0,0) which corresponds 
to  the  situation  at  time  zero  and  no  task  has  been  started.  The  initial  probability 
distribution of the problem, x0, is calculated as follows: 
[ ] ) ( ) ( ),..., ( ) ( ) , 0 (  1 1 0  n n  r I r r I r P x = = = m m m  (3.2) 
where  r  is  the  initial  state  of  resource  and  n  is  the  number  of  resources.  Hence,  x0 
provides initial states to resources according to probability distribution, I. 
A state x is considered as a terminal state if and only if TF(x) = T and it can be reached 






real  initial  states.  Then,  the  problem  becomes  a  stochastic  to  find  a  routing  having 
minimal expected cost from the new initial state to the goal state. 
3.4.2  Action Space and Constraint Function 
When  the  system  is  informed  on  the  finished  tasks  every  time,  it  can  decide  on  the 
tasks  to  apply  by  which  resources.  The  action  space  contains  operation­resource 
assignments avr Î A, where v Î O and r Î R, and a special await action when the system 
does not start a new task at the current time. Action await  is available in every state with 
an incomplete operation. An action available  in states where resource  is idle,  it needs 
to process  operation which  is  not  executed earlier  and  its  precedence  constraints  are 
satisfied. The effect of await action is an incomplete operation will start at t on resource 




From  the  reformulation,  these  MDPs  have  finite  actions  as  |A|  ≤  |R||O|  +  1  always 
holds. It was observed that the MDPs are aperiodic by means of none of the states can 
appear more  than one  time. This  is because during  the  resource allocation process t, 
the quantity t  increases each  time as  the  state changes.  Therefore,  the  system cannot 
reach  the  same  state  twice. The  state  space  of  the  reformulated RAP becomes  finite 
when the allowed number of non­task operations is confined and the random variables 
of  the  duration  are  finite.  In  order  to  achieve  the  effective  computation  of  a  good 









The  identified  manufacturing  production  control  task  in  this  research  is  simple 
resource  allocation.  A  few  basic  aspects  are  considered  in  production  planning 
decisions. The first aspect is to allocate the machine capacity efficiently that results in 
high  manufacturing  performance,  especially  in  complicated  operations  of  the 
semiconductor  wafer  test  industry.  The  second  aspect  is  to  handle  and  develop 
products  in  the  shortest  time  to  win  the  market  share  and  compete  with  the 
competitors. The last aspect is to allocate and manage the headcount to machines in a 
single factory site and outputs  to  the quantity and quality  from customers. Hence,  the 
behaviours  were:  the  “capacity­planning”  behaviour,  the  “product  development” 
behaviour and the “headcount assignment” behaviour. It is much simpler to design and 
program each  behaviour  independently.  This  style  of programming  is  the  essence of 
coordinating task­achieving behaviours in behaviour­based learning. The main feature 
of  the  “capacity­planning”  behaviour  and  the  development  were  described  in  the 
thesis. 
“Capacity­Planning” Behaviour 
As  all  the  implementations  are done  in  a multi­resource, multi­period,  and  soft­due­ 




make­to­order manufacturing  firm  has  customer  orders.  For  each  order,  there  is  an 
order value (revenue) and the customer’s desired due date. There are m manufacturing 
resources  in  the  system.  A  horizon  of  periods  is  used  for  planning  and  usage  of 
machines and independent of manpower without overtime. Here, the lead time for each 
testing is fixed and known and independent of the saturation. Thus, given a completion 
time for each order,  the requirement of resource for  the order  in a  time period can be 
calculated  from  the bill of materials (BOM) and  the production  standards. Moreover, 
given  the customer­order due dates,  the vector of manufacturer’s preferred due dates 




the  expected  values  of  actions  in  states  are  updated  as  actions  are  executed  and  the 














state  s  and  the  second  term  is  the  future discounted rewards. The  transition  function 
T(s,a,s’) denotes the probability of making the transition from s to s’ by action a. The g 

















- + + = g a 
(3.5) 
In  equation  (3.5), a  is  the  learning  rate  (or  step  size)  between  0  and  1  that  controls 
convergence; and r is the reward value. High values of a will result in drastic updates 
of Q­values on each step whereas low values mean more conservative changes. It has 
been  shown  (Watkins,  1989)  that  if  each  action  is  executed  in  each  state  an  infinite 
number of  times and a  is decreased appropriately,  the Q­values will  converge  to Q* 
with probability 1, and the optimal policy now follows from equation (3.4). 
True  convergence  to  optimal  action­values  is  rarely  achievable.  In  practical  use  the 
goal is that the action­values will describe an acceptable controller in reasonable time. 
Q­Learning  represents  the  values  of  all  actions  in  all  states,  rather  than  only 


























This  section  discusses  some  of  the  difficulties  that  must  be  overcome  in  order  to 
implement  a  useful  learning  system  on  a  real  problem.  Proposed  approaches  or 
techniques will be introduced and implemented in a later section. 
3.7.1  Continuous States and Actions 
In  the  implementation  of  Q­learning,  the  Q­values  are  stored  in  a  look­up  table; 
continuous variables are discretised to become an index into the table. Discretising the 
state of  the world  is a  common approach  in artificial  intelligence research. However, 




state  is  coarsely  discretised,  there  is  a  risk  of  having  total  states  that  do  not  belong 
together.  If  the state  is finely discretised, an unmanageable huge state or action space 
will result. The problem with large numbers of states occurs when we are dealing with 
several  continuous  sensors.  For  example,  consider  a  product  that  results  in  24  final 
yields, each returning a value in the range of 70% to 90%. If we discretize each yield 








to  inability  to  generalise.  Continuous  actions  give  more  accurate  and  predictable 
movement, reduce wear, and improve energy consumption. 
The  learning method  should be  able  to  cope with continuous  state  and  action  spaces 
without needing to discretize them. Therefore there is a need for an approach to extend 
the  Q­learning  framework  to  continuous  state  and  action  spaces. We  will  discuss  a 
Fuzzy approach in the Section 3.8. 
3.7.2  Slow to Propagate Values 
We are  interested in learning on­line, while  the system is operating  in the real world. 






the  computing power  of  the  system must  be  sufficient  for  the  learning  algorithm  to 
speed  up  the  optimization  process  in  large­scale  problems.  Distributed  optimization 
techniques  to  speed  up  the  computation  that  result  in  more  robust  and  flexible 
solutions will be discussed in the next chapter. 
3.7.3  Lack of Initial Knowledge 





not  a  real  problem  in  simulation, where  the  arbitrary  restarts are  possible,  and many 
simulated  experiences  can  be  gathered  cheaply.  However,  when  controlling  a  “life” 
system it can prove to be false. Since each action is taken in decision, a wrong choice 
can cause it to incur losses at a huge expense. This can speed up the low productivity 







Fuzzy  controllers  map  continuous  state  into  membership  of  discrete  classes 
(fuzzification), then pass the membership through rules producing actions, and finally 
combine the actions based on the strength of their membership (defuzzification). Fuzzy 












·  Fuzzy  rule  base: This module  contains  a  collection  of  IF­THEN  rules, providing 
the necessary connection between input and output fuzzy sets. 
·  Fuzzy  inference  engine:  This module  generates  a  fuzzy  output by  evaluating  the 






In  the  real­world,  the  derivation  of  rule  base  is  a  step  of  major  significance  to  the 
performance of fuzzy logic control. By learning rules, fuzzy logic will not be rigid as 












Finally,  learning  in  fuzzy  logic  control  system  is  implemented  such  that  it  has  the 
capability of rule creation, adaptation (parameter modification of THEN part of rule), 
and generalization (modification of IF part). 
Fuzzy  behaviour  coordination  is  a  way  to  select  behaviours  and  decide  what  the 
motion  actuators  shall  receive.  The  combination  of  the  control  actions  of  the 
behaviours allows  smooth  transitions  between  behaviours by  taking  into  account  the 
effector  and  the  relative  importance  of  each  behaviour.  As  there  is  no  information 
about the outcome of each action, some internal state of the agent is also considered in 
the decision process. 
















































and  actions  on  “capacity­planning”  behaviour,  with  respect  to  STAP.  This  fuzzy 
module is to resolve the capacity conflicts that arise when two or more orders require 
the  same  kind  of  machine  in  the  same  time  period.  In  addition,  the  Q­learning 
algorithm  as discussed  in Section  3.7 only  handles  discrete  variables. However,  it  is 





















Once  the  priority  sequence  of  orders  is  known,  the  next  step  is  to  assign  their 
completion dates according  to the priority  sequence and subject  to  the availability of 
capacity. Assume the known priority sequence are X = [x1,x2, . . . ,xn]. Here, the higher 
priority  orders  is  arranged  to  be  completed  by  their  due  dates.  Due  to  the  limited 
capacity availability, the lower priority orders have to be arranged for completion later 
or earlier than their due dates. According to the input of fuzzy factors, one can decide 
capacity  allocation by computing  1 fF  ,  2 fF  ,  3 fF  ,  4 fF  ,  5 fF  ,  6 fF  of all unallocated orders 
as illustrated below. 
1 fF  : The resource availability just in­time to due date. 




























x j j 
j 
j  (3.8) 
where  x  is  the  factor of  availability  of machine  for order  to  the machine capacity in 
completing the required order’s production cycle  time just in time. j  is the relaxation 








respectively,  which  is  the  same  membership  function  as  1 fF  but  the 
replacement  of  machine  availability  amount  either  later  or  earlier  than  due  date 
respectively. 
4 fF  : The relative resource availability earlier than to later than due date 
Fuzzy  factor 4  is  the  ratio  of Fuzzy factors 3  and 2 with membership  function  n F f  4 
that defined as: 
j 



















































































































This  study  develops  three  decisions,  D1,  D2  and  D3.  D1  refers  to  the  decision  of 
arranging an  order  to be completed  exactly  at  its  customer due date. The  capacity  it 
requires  is allocated backward  (from  the due date)  first and  forward  if necessary. D2 
arranges  an  order  to  be  completed  one  day  earlier  than  the  due  date.  The  way  to 
allocate  the  required capacity  is  the  same  as  that  for D1. D3  arranges  an  order  to be 
completed one day later than the due date. The way to allocate the required capacity is 
the  same  as  that  for D1  as well. Here we  define  six  fuzzy  degrees of decisions,  1 fD  , 
2 fD  ,  3 fD  . 
Although the above six input factors can be evaluated exactly with heavy computation, 
the factors with fuzzy numbers can be approximated to choose among decisions. The 
traditional  rule­based  decision method  is widely  used  for problems with  only  a  few 
fuzzy factors. However, for this problem, six fuzzy input factors are introduced. Even 
if  each fuzzy  factor assumes only  three  fuzzy values, e.g.,  small, medium, and  large, 
the  total  number of possible  combinations will  be 3 6  = 729. Thus,  a  traditional  rule­
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where  f f  c - =1  and  “Ä”  denotes  the  product of  1 f  and  2 f  . The  best decision  n  is 
selected if n =  ] , , max[ arg  3 2 1  fD fD fD  with the given  3 2 1  , ,  fD fD fD  . The above fuzzy 
logic  operations  can  be  interpreted  as  follows.  The  choice  of  D1  is  made  only 



















The  estimated  total  cumulative  lateness  and  number  of  orders  (O)  in  the  buffer  are 
adopted as the state determination criterion in the policy table (Table 3.2). This value 
was chosen over order  tardiness penalty  since  it  is able  to distinguish between orders 
that are completed earlier.  . For a given number of states,  the  range  for each state  is 
defined  as  a  ratio  5 fF  of  the  expected  mean  processing  time  (EMPtime). 
As  5 fF  decreases, the system is able to distinguish the differences between orders at the 
lower  end of  the  lateness  spectrum with  orders  that  are  very  late  and  being  grouped 





2  O>1 and 0 =< cumulative lateness <  5 fF Ä EMPtime 
3  O>1 and EMPtime =< cumulative lateness < Ä ´  5 8 . 1  fF  EMPtime 
4  O>1 and Ä ´  5 8 . 1  fF  EMPtime =< cumulative lateness 
5  O = = 1 
6  O = = 0 









Q­Learning  values are built on a  reward  scheme. There  is a  need  to design a  reward 
function that will motivate the system to perform the specific behavior in which higher 
rewards  should  correspond  to  better  allocating  of  resources  to  orders.  The  reward 
assignment for “capacity­planning” behaviour is stated in the following Table 3.3. The 
reward  function  was  developed  based  on  the  principle  that  the  later  an  order  is 
completed,  the  larger  its  negative  reward;  likewise  the  earlier  a  job  is  completed  the 
larger its positive reward. As an example, when an order is finished, the lateness of this 
order (L) is compared to the maximum lateness (ML) of previously completed orders 
in  terms of days.  If  the  lateness of  the order completed  is greater  than  the maximum 









In  order  to  implement  this Q­learning  algorithm,  all  allocations  must  be  segregated 
into  steps  in  each  episode.  Each  step  consists  of  reading  the  percepts,  choosing  an 
action, and evaluating how well the action performs. All Q­values will presumably be 
equal  to  zero  for  the  first  step,  but  during  the  next  step  (when  the  algorithm  is 
invoked), it will set a Q­value for Q(s,a) that will be a product of the reward it received 
























· a,  learning  rate, set between 0 and 1. Setting  it  to 0 means  that  the Q­values are 







This  is  an  additional  work  done  for  this  research.  In  order  to  facilitate  semi­ 
autonomous control of the system, the human user is given as much control as possible 
within  a  safety  stock  limit.    The command  from  the  user  is  considered  as  any  other 
behaviour  in  the  system  and  is  incorporated with  the  overall  behaviour  as  shown  in 
Figure 3.5. 
With the incorporation of different behaviours, a key issue is to efficiently coordinate 
among  these  behaviours  to  achieve  a  good  allocation  performance  as  well  as  semi­ 
autonomous  control.    For  behaviours’  coordination,  this  work  adopted  a  hybrid 
approach based on subsumption and motor­schema. In addition, fuzzy logic is used in 
conjunction  with  this  hybrid  approach  to  tune  the  coordination  process.    In  this 
approach,  individual  behaviour  is  weighted  appropriately  based  on  inputs.    Then, 
according  to  the  response  of  environmental  stimuli,  fuzzy  rules  are  applied 
appropriately  to  decide  which  behaviours  to  trigger.    Finally,  the  defuzzification 





















In  equation  (3.12),  bw  is  the  behaviour weight  and  n  represents  the  behaviours  (see 























Reinforcement  learning  involves  finding  a  policy  that  will  maximize  rewards  over 
time. Q­Learning algorithm  is a model­free approach  to  solve  reinforcement  learning 
problems that  is capable of  learning off­policy. Since Q­learning algorithm is applied 
in real  environment and  is a discrete formulation,  fuzzy  logic  is proposed to provide 
continuous states and actions  to Q­learning algorithm. This chapter has  identified Q­ 




in  the  next  chapter.  Q­learning  algorithm  requires  strict  timing  for  real  world 
operation. Therefore,  synchronization with  real­time  information must be maintained 
and  that  is  done  by  multithreaded  programming.  The  architecture  proposed  was 
developed incrementally; initially familiarization of each input’s working principles is 






This  chapter  presents  the  experiments  conducted  to  test  the  learning  of  “capacity­ 
planning”  behaviour.  Section  4.1  describes  the  overall  experimental  setup  and  the 
experiments  required  to  be  carried  out  for  the  evaluation  of  learning.  Sections  4.2 
compares  the  different  parameter  settings  in  Q­learning  algorithm  and  the  optimal 
parameters were found. Section 4.3 shows the final results of learning behaviour and test 








All  experiments  were  conducted  in  a  semiconductor  wafer  testing  factory.  A 
semiconductor wafer  testing plant commonly has a variety of  testers (example  in Figure 


























system  all  the  time  and  it  can  be  very  subjective.  This  will  be  discussed  in  the  later 
section. We can also make full use of the data logged when the experiments are running 
to  perform  a  quantitative  measurement,  which  is  more  practical.  In  reinforcement 
learning,  the  reward  is  a  best  tangible  measure  especially  in  comparing  the  effect  of 
different parameters or learning techniques. It can be used to tell if the learning converged 
to  a  high  reward­giving  behaviour  and  show  the  speed  of  convergence  in  time  or  step 
domain. In this context, we will use reward parameter for comparison. 
4.2  Experiment A – Comparing Q­learning Parameters 
The  “capacity­planning”  behaviour was  learnt  using  Q­learning  algorithm,  maintaining 
the  goal  of  minimizing  the  number  of  late  jobs  and  total  cumulative  lateness;  i.e. 
minimizing the processing resources in testers of product­type dependent setup times. The 























After  the  some  trials,  it was observed  that  the STAP indeed avoided  lateness by 



































Figure 4.2  shows  the  activation  of  the order when order  exists  or  not. Y1  is  the 
presence of order. Y2 and Y3 represent the activation of state criteria. Since some 
of  the  orders  of  presence  and  non­existence  were  not  experienced  in  this 




The  objective  of  this  experiment  is  to  determine  the  discount  factor.  The  effect  of 




than  1  was  required.  Mathematically  in  the  case  of g=1.0,  the  algorithm  may  have
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difficulties  in  converging.  In Experiment  1,  the discount  factor was  set  to 0.95,  a value 










b)  Set  the  step  number  to  4000  as  the  learning  behaviour  was  observed  to  be 
stabilized. 
c)  Set the discount factor to be 0.95. 





The  experimental  data  is  shown  in  Figure  4.3.  As  seen  from  the  graph,  the 




























up  the  convergence.  The  learning was  performed with  an e­greedy  policy. Most  of  the 
time,  the action with  the highest  estimated  reward  is chosen;  this  is  called  the greediest 
action. An action is selected at random with a small probability (e). This method ensures 








·  Discount factor: final discount factor in Experiment A3 
·  Exploration probability: 0.8, 0.5, 0.3, 0.1 
·  Actions: start products, do nothing 
·  Reward Function: final reward function in Experiment A1 
·  States: final states in Experiment A2 
b)  Set  the  step  number  to  4000  as  the  learning  behaviour  was  observed  to  be 
stabilized. 
c)  Set the exploration probability to be 0.8. 
d)  Ensure  that  the  job  is  at  the  original  starting  time.  Compile  and  run  the 
program 
e)  Repeat step (d) for 10 times. 
f)  Repeat steps (a) to (d) for the rest of the exploration probability. 
Results 
Figure  4.4  shows  the  various  settings  experimentally  of  the  exploration 
probability.  As  can  be  seen  from  the  figure,  smaller  exploration  probability 
increased  the  number  of  steps  required  to  converge  (i.e.  time  increased),  and  a 
higher  probability  caused  the  manufacturing  system  to  act  too  randomly.  From 






































·  Actions: start products, do nothing 
·  Reward Function: final reward function in Experiment A1 
·  States: final states in Experiment A2 
b)  Set  the  step  number  to  4000  as  the  learning  behaviour  was  observed  to  be 
stabilized. 
c)  Set the learning rate to be 0.1. 






smaller  as  learning  progresses  to  assure  convergence  of  Q(s,  a)  values. With  a 
constant  step­size  parameter,  the  Q(s,  a)  values  never  completely  converge  but 
continue to vary in response to the most recently received rewards. 
The  results  of  the  comparison  of  the  different  learning  rates  can  be  seen  in  the 
graphs in Figure 4.5. Each curve shows an average of the 3 runs and the rewards 
depicted  are  the  average  value  of  100  consecutive  steps.  A  general  observation 
from  these  graphs  is  that  gained  reward  increases  throughout  the  4000  learning 
steps indicating improvements in the behaviour.  As can be seen from the curves, 
no  clear  conclusion  for  the  best  value  of  the  learning  rate  can  be  drawn.  It  is 


































Learning rate  0 ­ 1  0.2 
Discount rate  0 ­ 1  0.95 






policy. Figure 4.6 shows the  three  learning runs of the behaviour and the average of  the 














































































































































































































































Figure  4.9:  Resource  allocation  of  initial  and  resultant  states.  (a)  Initial  resource 
allocation  of  tester  1.  (b)  Resultant  resource  allocation  of  tester  1.  (c)  Initial  resource 
















































consists  of  three  behaviours:  “Capacity­planning”  behaviour  (learning  behaviour), 






is  the  average  reward  in  100  steps. The  adaptive  features  of  the  system were  tested by 
confronting  it  with  unexpected  events,  such  as:  resource  breakdowns,  new  resource 
availability, new job arrivals or  job cancellations.  In each case  there was an unexpected 
event at 4000 steps. Two scenarios were considered: (a) restart  the learning process,  (b) 
continue  the  learning  process.  Figure  4.11  shows  that  approach  (b)  is  much  more 
efficient. Hence,  the rest of  the experiments were applying the approach (b). It was also 
noticed that even  if  the problem became “easier” after  the change  in the environment at 
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the  total  cumulative  lateness.  Save and  compile  the program. These  data  are 
for later analysis. 
c)  Repeat step (b) for 3 times. 




was  shown  in  Figure  4.12.  The  experiment  shows  that  the  learning  tends  to 
converge quicker in the environment with 3 events than the one with 1 event. This 
can  be  explained  since  if  there  are  more  unexpected  events,  there  are  fewer 
























“Capacity­planning”  behaviour  was  learnt  and  results  from  the  experiments  can  be 
discussed. The state of the world and reward function can never be measured or modeled 
exactly. Hence, intuition, experience and experiments are required from the programmer. 
Besides  the  definition  of  the  state  variables  and  reward  function,  it  is  also necessary  to 
find  out  the  optimal  values  for  the  Q­learning  parameters.  Poor  settings  of  parameters 
lead to poor learning that does not converge or  is slow in converging. The managing of 
uncertainties was tested in varying environments. This did not  influence the outcome of 









better  than without  learning.  This  is  done by  applying Analysis  of Variance  (ANOVA) 
technique, which is a hypothesis testing. Section 5.2 discusses the problems of the overall 




can  be  used  for  testing  of  significance.  A  common  question  will  arise  after  all  these 
experiments: with respect to task performance, how significant is the influence of learning 
on  a  robot  compared  to  one  without  learning.  To  provide  the  answer,  two  one­way 
ANOVAs are performed  in  two factors variation  of one  replicate. Table 5.1  first  shows 
the two factors of variation, namely: Agent type (A) and varying environment (B) where 









Table  5.2  shows  the  effects  of  learning  and  non­learning  agents  under  two  different 
environments,  namely  an  environment with  1  event  and  an  environment with 3  events. 
The  total  number  of  late  orders  and  the  total  number  of  steps  taken  are  the  data  for 











3 events  2743  2 
1 event  4972  3 Non­Learning 
3 events  5729  7 
Two questions arise in this case. Firstly, whether the number of late orders influences the 
learning  and  secondly,  whether  the  learning  agent  is  behaving  similarly  to  the  non­ 
learning  one. The ANOVA  table  is  analyzed using SPSS  statistic  software  as  shown  in 
Table  5.3.  The  sources  of  variation  are  also  known  as  factors  in  the  experiment.  The 
“Sum of Squares” column represents the measurement of variation due to the parameters. 





source  of  variation.  The  hypothesis  is  tested  at  5%  significant  level.  The  last  column 
(Sig.)  in Table  5.3  represents  the  significant  ratio  found  in  the  F­distribution  table. For 
example, the significant ratio of agent  type, F0.05,1,3  is 10.13 in the table where u1=1 and 
u2=12. 
The analysis indicates that agent type differs significantly in number of late orders as the 
calculated F  values  are  higher  than  the  Sig.  values. Based on  the data  characteristics  in 
Table 5.3, the learning agent produces lesser late orders than the non­learning one in any 






Sources of Variation  Sum of Squares  df  Mean Square  F  Sig. 
Agent Type (A)  16  1  16  16  10.13 
Varying Environment (B)  9  1  9  9  10.13 
Error  1  1  1 
Total  26  3 

















Sources of Variation  Sum of Squares  df  Mean Square  F  Sig. 
Agent Type (A)  4251844  1  4251844  10.3159  10.13 
Varying Environment (B)  1024  1  1024  0.002484 
Error  412164  1  412164 
Total  4665032  3 
In conclusion, the learning agent performs better than the non­learning one as it produces 










Fuzzy  logic appears  to be an  ideal  tool  for creating a continuous state  and action  in Q­ 
learning.  The  advantage  of  using  fuzzy  logic  is  that  it  models  different  types  of 
uncertainty, imprecision and provides continuous actions to learning. Consequently, there 
were an enormous number of actions to be looked up and increasing the exploration time 





In all  the experiments,  all  the value  settings have  to be changed  in the program. This  is 
very  troublesome  and  time­consuming  as  saving,  debugging  and  compiling  of  the 
program have to be done for every changes made. This can be resolved by developing a 






It  is  an  important  design  issue  to  map  the  inputs  into  a  set  of  states  to  Q­learning 
algorithm. This is designed based on programmer intuition and experience. However, the 
main  focus  is  trying  to  minimize  the  number  of  states.  From  experiment  A2,  it  was 
observed  that  some  states will  never  be  experienced  by  the  system. Hence  the  reduced 











experience  and  observation  on  the manufacturing  system  in  real­time. A  poorly  chosen 
reward function can cause converging difficulties in learning. Some trials had been tested 
in  experiment  A1  to  choose  the  optimal  reward  function  for  the  “capacity­planning” 
behaviour. 




The Q­learning  algorithm  cannot  function with  inaccurate or  incomplete  state data  as  it 
cannot differentiate the false backlog from the true backlog insertions, and will be misled. 
This  deficiency  is  solved  by  improving  the  sensing  and  processing  as  discussed  in 
Chapter  3,  where  order  grouping  management  and  multithreading  concept  were 
introduced.   Despite  the  above problem,  the Q­learning  algorithm  is  able  to  resolve  the 
behaviour workout principles by itself –  it simplifies the programming of behaviour. As 






In  the  real world domain,  it  is  important  to  allocate  scarce  and  reusable  resources over 
time  to  interconnected  tasks  efficiently.  In  the  past  decades,  programmers  spent  much 
effort on designing resource allocation algorithms especially  for deterministic and static 
problems. However,  in practice  there  is  a  significant  amount  of uncertainty  concerning 
resource allocation, for example, the execution times of the tasks are usually incomplete. 
Moreover,  there  could  be  disturbances  and  changes  in  the  environment,  as well.  These 
issues seriously  limit  the applicability of classical solution methods. Unfortunately,  it  is 
not  trivial  in  extending  these  algorithms  to  handle  stochastic  problems.  Instead  of  this 
direction, an investigation of the learning concept in this thesis was carried out in resource 
allocation  to  deal  with  stochastic  problems.  This  chapter  concludes  the work  presented 















It  was  demonstrated  that  the  Q­learning  algorithm  simplifies  the  program  design.  The 
programmer only  needs  to  specify  the environment  states and outputs with definition of 
reinforcement  function;  a  deep  understanding  of  the  system’s  behaviour  and 
environmental interactions is not required. However, it was illustrated in experiments that 
defining of the required parameters is crucial as it influences overall learning greatly. 
The  Q­learning  algorithm  is  based  on  discrete  representations  of  state  and  action. 
However,  large­scale  stochastic  problems  usually  include  continuous  state  and  action 
variables;  the  discretization  of  the  variables  causes  an  enormous  number  of  states  and 
long learning time. Fuzzy logic was attempted to solve this problem in facilitating the Q­ 
learning  algorithm  as  shown  in  the experiments. However,  it does  not  imply  that  fuzzy 
logic is the ideal tool for creating continuous states and actions in learning. 
A  framework  of  RAP  is  defined  with  a  generalization  of  some  standard  resource 
allocation problems. This general RAP  is  then  reformulated as a  stochastic MDP.  It has 
been  shown  that  this  reformulated  problem  has  favorable  properties,  such  as,  it  is 










was  proposed.  However,  too  many  threads  performing  in  the  program  could  cause 
ineffective performance. The orders were grouped  into  five different  groupings  to  solve 
this problem. A threshold limit function from the real factory’s world­wide standard was 
proposed  to  let STAP know when the maximum lateness can be considered  in  terms of 
times cycle time according based on the different situations faced in the environment. 
Apart  from  developing  a  learning  agent,  additional  work  in  developing  coordination 
architecture was done by fuzzy logic technique. It was simple and reduced the confusion 
of behaviour switching as there was no specific tuning parameter involved. Besides pure 
reactive  behaviours being  incorporated  into  the architecture,  human user  command was 
also  involved.  Importantly,  one  should  analyze  the  coordination  strategy  among 
behaviours  first  and  their  priorities  must  be  designed.  It  was  observed  from  the 
experiment  that  using  off­policy  Q­learning,  in  which  the  agent  was  able  to  learn 
behaviour  and  interact with  other non­learning  behaviours while  performing  learning is 
beneficial. 
This resource allocation learning research with the presented RAP framework can be used 








as  other  new  interesting  areas.  Different  aspects  are  considered  to  be  worthy  of 
investigation and were discussed as follows. 
·  Further  Q­learning  testing  on  other  industries  or  multiple  factories:  Building 
communication channels between each factory’s situations which are characterized by 
supply chain networks allows us to investigate how multiple factories affect learning. 
·  Improving  continuous  states  and  actions:  Q­Learning  is  conventionally  applied  to 
discrete  state  and  action  problems.  However,  large­scale  RAPs  usually  include 
continuous state and action variables. There are a number of possible approaches for 
extending  the Q­learning  framework  directly  to  continuous  state  and  action  spaces. 
For  example,  ANN  can  also  be  used  in  Q­learning  to  produce  continuity  and 
smoothness in actions. 
·  Speeding up of optimization process: The suggested improvements, such as clustering 
and  distributed  sampling,  should  be  further  investigated,  both  theoretically  and 
experimentally, since they resulted in considerable speedup. 
·  Investigating  of  proactive  (open­loop)  solutions: Explore  the ways  in  extending  the 
reactive  approach  to  proactive  solutions  to  handle  partially  observable  DP.  The 








·  Learning of parameters  in Q­learning algorithm: There are  several machine  learning 
algorithms  as  discussed  in  Chapter  2,  such  as  ANN.  A  system  involving  various 
learning algorithms can  be designed,  implemented  and  tested to  investigate  the  best 
learning  algorithm.  Instead  of  using  expert  knowledge  in  finetuning  the Q­learning 
algorithm,  it  can be explored to apply the  learning module  to search  for  the optimal 
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Appendix A : Sample data (system input) 
Item  Start  Wafer Size Production Area WC  Min. Qty  Additional Qty Chosen Qty Plan Qty  Demand Type D mand Status Wk 17 09  Wk 18 09  Wk 19 09  Wk 20 09  Wk 21 09  Wk 22 09  Wk 23 09 
F883OSR6  X883OSR6  8APEE  AGHP93K0  0  5  0  0 BKL1  PKE  0  0  3  0  0  0  0 
F883OSR6  X883OSR6  8APEE  AGHP93K0  0  0  0  0 BKL1  LATE  0  0  2  0  2  0  0 
F883OSR6  X883OSR6  8APEE  AGHP93K0  0  0  0  0 BKL2  JIT  0  0  0  0  0  3  4 
F883OUK6  X883OUK6  8APEE  AGHP93K0  0  0  0  0 BKL1  JIT  0  0  0  0  0  4  4 
F883OUK6  X883OUK6  8APEE  AGHP93K0  0  0  0  0 BKL1  LATE  0  0  0  0  4  0  0 
F883OUK6  X883OUK6  8APEE  AGHP93K0  0  0  0  0 BKL1  SAT  0  0  0  0  0  3  0 
F883OUK6  X883OUK6  8APEE  AGHP93K0  0  0  0  0 BKL2  JIT  0  0  0  0  0  4  4 
F883OUKA  X883OUKA  8APEE  AGHP93K0  0  4  0  0 BKL1  PKE  0  0  1  0  0  0  0 
F883OUKA  X883OUKA  8APEE  AGHP93K0  0  0  0  0 BKL2  JIT  0  0  0  0  0  0  0 
F883OUKA  X883OUKA  8APEE  AGHP93K0  0  0  0  0 BKL2  PKE  0  0  3  0  0  0  0 
F883OXB6  X883OXB6  8APEE  AGHP93K0  0  16  0  0 BKL1  JIT  0  0  1  0  10  0  0 
F883OXB6  X883OXB6  8APEE  AGHP93K0  0  0  0  0 BKL1  PKE  0  0  12  0  0  0  0 
F883OXB6  X883OXB6  8APEE  AGHP93K0  0  0  0  0 BKL1  LATE  0  0  3  0  6  0  0 
F883OXI6  X883OXI6  8APEE  AGHP93K0  0  0  0  0 BKL1  DEL  0  0  0  0  1  0  0 
F95641P5  X95641P5  8APEE  AGJ75_E0  0  24  0  0 BKL1  PKE  0  0  24  0  0  0  0 
F95641P6  X95641P6  8APEE  AGJ75_E0  0  25  0  0 BKL1  PKE  0  0  0  25  0  0  0 
F95641PM  X95641PM  8APEE  AGGII_E0  0  98  0  0 BKL1  PKE  98  0  0  0  0  0  48 
F95641PM  X95641PM  8APEE  AGGII_E0  0  0  0  0 BKL2  PKE  0  0  0  0  0  0  1 
F95641PU  X95641PU  8APEE  AGGII_E0  0  50  0  0 BKL1  PKE  50  0  0  0  0  0  0 
F962KBJZ  X962KBJZ  8APEE  AGITSCV0  0  24  0  0 BKL2  PKE  0  0  24  0  0  0  0 
C96VA3PP  X96VA1SC  6APEE  AGJ750A1  0  20  0  0 DES STK  DEL  10  0  10  0  0  0  0 
C96VA3PP  X96VA1TC  6APEE  AGJ750A1  0  28  0  0 BKL1  PKE  14  0  0  0  0  0  0 
C96VA3PP  X96VA1TC  6APEE  AGJ750A1  0  0  0  0 DES STK  JIT  0  0  12  0  0  0  0 
C96VA3PP  X96VA1TC  6APEE  AGJ750A1  0  0  0  0 DES STK  LATE  0  0  2  0  0  0  8 
C96VA5OD  X96VA6MD  6APEE  AGJ750A1  0  22  0  0 BKL1  PKE  0  2  0  0  0  0  0 
C96VA5OD  X96VA6MD  6APEE  AGJ750A1  0  0  0  0 DES STK  DEL  0  20  0  0  0  1  0 
C96VA5OD  X96VA6MD  6APEE  AGJ750A1  0  0  0  0 DES STK  JIT  0  0  0  0  0  0  0 
C96VA3OD  X96VA6RD  6APEE  AGJ750A1  8  50  0  8 BKL1  PKE  4  0  0  0  0  0  0 
C96VA3OD  X96VA6RD  6APEE  AGJ750A1  0  0  0  0 BKL2  JIT  8  0  0  0  0  0  0 
C96VA3OD  X96VA6RD  6APEE  AGJ750A1  0  0  0  0 BKL2  PKE  12  22  0  0  0  0  0 
C96VA3OD  X96VA6RD  6APEE  AGJ750A1  0  0  0  0 DES STK  DEL  0  0  12  26  0  10  0 
E984SABQ  X984SABQ  12APEE  AGSAP__B  0  48  0  0 BKL1  PKE  0  0  48  0  0  215  214 
C9HVA3PP  X9HVA1TC  6APEE  AGJ750A1  0  2  0  0 BKL1  PKE  2  0  0  0  0  0  0 
C9HVA5PP  X9HVA3MC  6APEE  AGJ750A1  0  2  0  0 BKL1  PKE  2  0  0  0  0  0  0 
F9L281PB  X9L281PB  8APEE  AGE2ROM0  0  22  0  0 BKL1  JIT  0  0  0  0  0  0  0 
F9L281PB  X9L281PB  8APEE  AGE2ROM0  0  0  0  0 BKL1  PKE  22  0  0  0  0  0  0 
F9L281PB  X9L281PB  8APEE  AGE2ROM0  0  0  0  0 BKL1  LATE  0  0  0  0  0  0  0 
F9L281PB  X9L281PB  8APEE  AGE2ROM0  0  0  0  0 BKL1  SAT  0  0  0  0  0  0  0 
F9L281PB  X9L281PB  8APEE  AGE2ROM0  0  0  0  0 BKL2  PKE  0  0  0  0  0  0  0 
F9L281PM  X9L281PM  8APEE  AGE2ROM0  0  49  0  0 BKL1  JIT  0  0  0  0  0  0  0 
F9L281PM  X9L281PM  8APEE  AGE2ROM0  0  0  0  0 BKL1  PKE  47  0  0  0  0  0  0 
F9L281PM  X9L281PM  8APEE  AGE2ROM0  0  0  0  0 BKL2  PKE  2  0  0  0  0  0  0 
F9L281PN  X9L281PN  8APEE  AGE2ROM0  0  0  0  0 BKL1  JIT  0  0  0  0  0  0  0 
F9L281PU  X9L281PU  8APEE  AGE2ROM0  0  24  0  0 BKL1  PKE  20  0  0  0  0  0  0 
F9L281PU  X9L281PU  8APEE  AGE2ROM0  0  0  0  0 BKL2  PKE  4  0  0  0  0  0  0 
F9L321PB  X9L321PB  8APEE  AGE2ROM0  0  24  0  0 BKL1  JIT  0  0  0  0  0  0  0 
F9L321PB  X9L321PB  8APEE  AGE2ROM0  0  0  0  0 BKL1  PKE  7  0  0  0  10  0  0 
F9L321PB  X9L321PB  8APEE  AGE2ROM0  0  0  0  0 BKL1  SAT  0  0  0  0  0  0  0 
F9L321PB  X9L321PB  8APEE  AGE2ROM0  0  0  0  0 BKL2  PKE  17  0  0  0  11  0  0 
F9L321PB  X9L321PB  8APEE  AGE2ROM0  0  0  0  0 BKL2  SAT  0  0  0  0  0  0  0 
F9L641PB  X9L641PB  8APEE  AGE2ROM0  0  0  0  0 BKL1  JIT  0  0  0  0  0  0  0 
F9L641PB  X9L641PB  8APEE  AGE2ROM0  0  0  0  0 BKL1  PKE  0  0  0  0  0  0  46 
F9L641PB  X9L641PB  8APEE  AGE2ROM0  0  0  0  0 BKL2  JIT  0  0  0  0  0  0  0 
F9L641PB  X9L641PB  8APEE  AGE2ROM0  0  0  0  0 BKL2  PKE  0  0  0  0  0  0  3 
CA081DA6  XA081DA6  6APEE  AGA530_3  0  0  0  0 SFTY STKDEL  0  0  0  0  0  0  0 
CA124BB6  XA124BB6  6APEE  AGUFLEX3  0  0  0  0 SFTY STKDEL  0  0  0  0  0  0  0 
CA124BC6  XA124BC6  6APEE  AGUFLEX3  0  0  0  0 SFTY STKDEL  0  0  0  0  0  0  0 
CA130AFH  XA130AFH  6APEE  AGA565_3  1  47  0  1 BKL1  DEL  1  0  0  0  0  0  0 
CA130AFH  XA130AFH  6APEE  AGA565_3  0  0  0  0 BKL1  PKE  47  0  0  0  0  0  0 
FA148ABP  XA148ABP  8APEE  AGCATAL4  0  31  0  0 BKL1  PKE  0  0  24  7  0  0  0 
CA184AB6  XA184AB6  6APEE  AGCATAL3  0  0  0  0 SFTY STKDEL  0  0  0  0  0  0  0 
CA185BB6  XA185BB6  6APEE  AGCATAL3  0  0  0  0 SFTY STKDEL  0  0  0  0  0  0  0 
CA190ACH  XA190ACH  6APEE  AGA530_3  0  220  0  0 BKL2  PKE  220  0  0  0  0  0  0 
CA205ADH  XA205ADH  6APEE  AGA565_3  0  402  0  0 BKL1  PKE  402  0  0  0  0  0  0 
CA211EA6  XA211EA6  6APEE  AGA565_3  0  27  0  0 SFTY STKDEL  0  27  0  0  0  0  0 
CA212BB6  XA212BB6  6APEE  AGA565_3  0  0  0  0 SFTY STKDEL  0  0  0  0  0  0  0 
CA224CD6  XA224CD6  6APEE  AGUFLEX3  0  1  0  0 SFTY STKDEL  0  1  0  0  0  0  0 
CA344ED6  XA344ED6  6APEE  AGA565_3  0  0  0  0 SFTY STKDEL  0  0  0  0  0  0  0 
CA517AA6  XA517AA6  6APEE  AGNOTEST  0  223  0  0 BKL1  PKE  1  0  0  0  1  0  1 
CA517AA6  XA517AA6  6APEE  AGNOTEST  0  0  0  0 BKL2  PKE  199  0  0  23  323  322  183 
CA635AAH  XA635AAH  6APEE  AGA530_3  0  21  0  0 BKL1  PKE  5  0  0  0  0  0  0 
CA635AAH  XA635AAH  6APEE  AGA530_3  0  0  0  0 DES STK  DEL  16  0  0  0  0  0  0 
CA6AAC80  XA6AAC80  6APEE  AGJ750A1  0  74  0  0 BKL1  PKE  26  0  0  0  0  0  0 
CA6AAC80  XA6AAC80  6APEE  AGJ750A1  0  0  0  0 BKL2  PKE  48  0  0  0  0  0  0
