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Abstract
This report serves as a record of the progress made since October 1995 as a postgraduate 
research student smdying in the field of computational aerodynamics. The area of interest 
is the application of the multiblock method to examine real problems in aerodynamics. The 
experience gained in using various multiblock grid generation packages is discussed, along 
with an examination of the load balancing problem for parallel execution of aerodynamic flow 
solvers. Some initial results from the development of a static load balancer based on the 
method of simulated annealing are presented.
1 Introduction
The structured grid approach in CFD affords 
the advantage of easier calculation manage­
ment than the unstructured approach, but the 
disadvantage that grid generation is consid­
erably more difficult for complex configura­
tions. An unstructured grid can generally be 
created around any complex shape, whereas 
single-block structured grids can only be 
used on domains which can be mapped 
onto rectangular parametric space. A useful 
compromise between the two approaches is 
provided by the multiblock technique [1][2]. 
The multiblock grid consists of an unstru- 
tured arrangement of structured grids. This 
preserves in essence the advantages of each 
method, and at the same time generates a 
host of other considerations. Grid gener­
ation is a fundamental one. In this sub­
discipline of CFD single-block structured 
grid generation, especially around single 
aerofoils in two dimensions, is a solved 
problem. However, the generation of multi­
block structured grids, although quite ob­
viously based on single-block algorithms, 
is stiU a restrictively time-consuming task 
even in two dimensions. The problem lies 
in the need for detailed user input and judge­
ment at nearly every stage in the process, 
i.e. the lack of automation. Progress in this 
area seems to have centred on facilitating 
user evaluation and input via graphical user 
interfaces rather than trying to automate the 
task. Reference [3] provides a very good 
review of this area.
The management of the interfaces be­
tween blocks in the flow solver can be han­
dled in a variety of ways, making a com­
promise between flow solver simplicity, ef­
ficiency and grid generation issues. For ex­
ample, some flow solvers require that grid 
lines are continuous across block interfaces. 
This makes the task of managing the calcu­
lation across the interface easiest but has an 
efficiency penalty; grid point clustering in
one block, for example to resolve a bound­
ary layer, must be carried through to the ad­
jacent blocks where such a node density is 
not required. Allowing only one boundary 
condition per block face certainly keeps the 
interface management simple but means that 
a large number of small blocks may be nec­
essary, which could have a detrimental ef­
fect e.g. on preconditioning [4]. Examples 
in the literature of succesful applications of 
the multiblock method for complex configu­
rations are numerous ([5]-[12]), and in each 
case a suitable block management scheme 
is employed. However, a general scheme 
which is efficient and does not require spe­
cial treatments for each case is difficult to 
obtain.
The solution of large CFD problems re­
quires considerable computational effort. 
Parallel computing is one increasingly at­
tractive route to obtaining the computer 
power needed for such simulations, both 
in terms of memory and processing speed. 
The domain decomposition inherent in the 
multiblock method provides an obvious di­
vision of work for parallelization. To use 
a parallel resource efficiently for any given 
problem, the issue of load balancing must 
be addressed. In CFD, this is largely con­
cerned with mesh partitioning i.e. allocat­
ing sub-domains to processors. Communi­
cation time between processors must also be 
taken into account. Successful applications 
of CFD on parallel platforms are varied and 
numerous, see for example [13], but the im­
petus to develop improved techniques to en­
able consideration of larger, more complex 
problems stiU exists.
Considerable effort is being made by the 
CFD group at Glasgow to develop a gen­
erally applicable parallel multiblock flow 
solver [4]. The code employs a cell- 
centered finite volume method using a high- 
order upwind discretisation which is solved 
using an implicit scheme. The author’s par-
ticular contribution to the group effort takes 
the form of examining available grid gen­
eration tools for complex configurations, 
developing a method for efficient parallel 
implementation, and ^plying the code to 
complex configurations of interest to DRA 
Bedford. At present there is a working two- 
dimensional imsteady Euler code, with work 
on the viscous, turbulent code nearly com­
plete. Message passing is impemented us­
ing PVM [14]. The present Euler code has 
been verified and validated.
To provide a comparison with the results 
of the parallel multiblock code (PMB), re­
sults are also presented for the EAGLE in- 
viscid flow solver. The run times given 
throughout are for a Silicon Graphics Indy 
R4400. To demonstrate that EAGLE does 
produce reasonable results (making timing 
comparisons valid), results are presented for 
transonic flow around the NACA0012 aero­
foil with a freestream Mach number of 0.8 at 
zero incidence. Figure 1. Both the PMB and 
EAGLE results show good agreement with 
results from two established inviscid solvers 
[15],[16]. The oscillation in tile EAGLE re­
sults downstream of the shock is the only 
real difference. For this case, PMB took 
190s CPU for the residual to reduce 12 or­
ders, and the EAGLE run took 4400s for the 
residual to reduce 4 orders.
In the remainder of this report, the 
progress made towards developing a multi­
block grid generation capability wiU be 
reveiwed and the relative merits of the pack­
ages used wiU be discussed. Also presented 
are the initial steps taken in creating a mesh 
partitioning and load balancing tool for the 
parallel multiblock flow solver. Finally the 
future directions to be taken are discussed.
2 Grid generation
2.1 EAGLE
EAGLE (Eglin Arbitrary Geometry Im­
plicit Euler) [17] is a multiblock grid 
generation and flow solution code devel­
oped at Mississippi State University for 
the U.S.A.F. The grid generation part, of­
ten referred to itself as "EAGLE", uses el­
liptic smoothing on initial algebraic grids. 
EAGLE has its own command language, 
the user producing a "script" of commands 
which is executed by the code. The multi­
block grid is constructed in a step-by-step 
manner starting with points in space and 
progressing through curve definitions to the 
final grid. The user has a large degree of 
control over geometries, node spacings and 
how the grid is to be generated. From the 
point of view of numerical grid generation 
techniques, EAGLE is a very complete soft­
ware module and has become something of 
a benchmark for structured grid generation. 
However the need to learn a complicated 
command language and the lack of a graph­
ical user interface (GUI) means that EAGLE 
is in general difficult and time-consuming to 
use.
As a first attempt at creating a multiblock 
grid, EAGLE was used to create an eight 
block grid around a tandem aerofoils config­
uration, Figure 2. There are some obvious 
imperfections in this grid, notably cell skew­
ness in several regions. This is not the fault 
of the grid generation algorithm but rather 
the result of poor shaping of the block edges. 
Fme manipulation of the curves forming the 
block edges is difficult in EAGLE. A point 
in favour of EAGLE is the relatively good 
grid line slope continuity achieved here in a 
somewhat sub-standard topology.
"PMB" < 
"EAGLE" - 
"CANTARirr - 
"WOODGATE" -
Figure 1: Pressure coefficient, NACA0012 aerofoil (M=0.8, a=0.0)
Figure 2: EAGLE grid for tandem aerofoils case
2.2 Geo mesh
Geomesh is the grid generation module for 
the RAMPANT commercial CFD package. 
Geomesh can be used to generate 2-D or 
3-D, structured or unstructured meshes and 
includes an impressive modem GUI. Com­
plex geometry modelling is possible using 
a CAD preprocessor. The package is aimed 
at novice CFD users so strong emphasis 
is placed on user-fiiendliness making Ge­
omesh a very easy tool to use for designing 
multiblock grids.
To define the initial geometry, the user 
can choose to use the associated CAD pack­
age, read in a list of coordinates, or im­
port IGES formatted geometries from other 
CAD packages. Each block is constmcted 
using a ‘rubber- banding’ technique where 
the user shapes a given block template as 
desired. Fme control over the shape of 
the block edges and the stretch functions 
which define node spacings are features of 
Geomesh.
Despite the superior GUI and associated 
short design cycle. Geomesh has some se­
rious drawbacks. Firstly, the grid genera­
tion algorithms themselves are fairly basic 
compared to, say, those in EAGLE. Despite 
the array of adjustable factors at the user’s 
disposal to control the grid generation, it 
is not in general possible to achieve better 
than a basic algebraic grid. The smoothing 
and orthogonality capabilities of Geomesh 
are very poor. Another problem is that in 
the RAMPANT package, the Geomesh grids 
are designed to be passed to the RAMPANT 
flow solver (in the form of imstractured bi­
nary dumps) and not to an external flow 
solver. This means that obtaining a grid 
created in Geomesh in an external format is 
difficult, and requires the use of data filters 
to interpret the native format. Writing these 
filters is a non-trivial task. In addition, un­
wanted merging of grid points can occur in 
Geomesh when dimensions are small, turn­
ing a quadrilateral ceU into a triangular ceU. 
Geomesh does not produce an error mes­
sage when this occurs so it is difficult to 
detect To circumvent this problem it is 
necessary to scale up the model by a large 
factor (say 1000) before generating the grid, 
and to scale back down before using the grid 
in the flow solver. Geomesh is also unable 
to produce grids with singular lines, as often 
required in missile-type configurations.
Geomesh was used to create a grid around 
the tandem aerofoils configuration (Figure 
3) for comparison with the grid produced in 
EAGLE (Rgure 2). This grid has a differ­
ent, improved topology from its EAGLE- 
generated counterpart. This can be put 
down partly to the author’s improved ex- 
perience when this grid was generated and 
partly to the ease with which new topologies 
can be visualised and created in Geomesh. 
The Geomesh grid has far less cell skewness 
but poorer orthogonality at the solid surfaces 
and some slope discontinuity problems at 
block boundaries. An inviscid version of the 
flow solver was run for a transonic case on 
this mesh. The pressure contours obtained 
are shown in Figure 4, and the pressure con­
tours in Figure 5. The parallel multiblock 
code (PMB) took 1866s CPU for the resid­
ual to reduce 8 orders, and the EAGLE run 
took 15861s for the residual to reduce 4.5 
orders.
As another exercise in multiblock grid 
generation. Geomesh was used to create a 
grid around a staggered biplane configura­
tion consisting of two NACA0012 aerofoils. 
Figure 6. Two five-point singularities are 
present in this mesh. There are some areas 
of the mesh which could be worked on to 
improve orthogonality and smoothness, but 
an important point to take from this example 
is that the grid took less than one morning to 
generate from scratch and a reasonable flow 
solution was obtained. Figure 7. Again the 
EAGLE flow solver was also used for com-
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Rgure 3: Geomesh grid for tandem aerofoils case
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Figure 4: Tandem aerofoils case pressure countours (M=0.8, a=0.0)
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Figure 5: Tandem aerofoils case pressure coefficient (M= 0.8, a=0.0)
parison, Figure 8. For this case, PMB took 
2084s to reduce the residual by 8 orders, and 
EAGLE took 16852s to reduce the residual 
by 4 orders.
Geomesh was used to construct a multi­
block grid for the Williams aerofoils, con­
figuration B [18], Figure 9. One five point 
singularity was used in the slot region. Fig­
ure 10 shows the pressure contours obtained 
for transonic conditions with a fireestream 
Mach no. of 0.58 and zero incidence. Com­
parison is possible with a fuU potential so­
lution [19], Figure 11. Again a timing com­
parison can be made with the results from 
the EAGLE flow solver: for this case PMB 
took 1905s to reduce the residual by 8 or­
ders and EAGLE took 23558s to reduce the 
residual by 5 orders. The present results are 
very similar to other inviscid solutions to 
this case which appear in the hteramre [20], 
[21].
2.3 EAGLEView
EAGLEView is a grid generation package 
which is based on EAGLE but incorporat­
ing a GUI. The aim of EAGLEView is to 
add ease of use to the attractive features that 
EAGLE already has. Put simply, EAGLE- 
View’s GUI enables EAGLE commands to 
be executed by pointing and clicking. The 
GUI is not as advanced as that of Geomesh 
but is generally sufficient. The user also has 
the option to edit a script as in EAGLE if 
desired. Several options are available for 
input and output formats. By taking advan­
tage of this, the entire multiblock grids gen­
erated in Geomesh for the tandem aerofoils 
and Williams configuration B cases were 
read in to EAGLEView with the intention 
of improving them using EAGLE’S supe­
rior elliptic smoothing technology. Figure 
12 shows the tandem aerofoils grid obtained 
using EAGLEView. This grid has improved 
smoothness and orthogonality compared to 
the original Geomesh grid. Figure 3. The
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Figure 6: Geomesh grid for biplane configuration
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Figure 7: Biplane configuration pressure countours (M=0.8, a=0.0)
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Figure 8: Biplane configuration, pressure coefficient (M=0.8, a=0.0)
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Figure 9: Geomesh grid for Willaims aerofoil, configuration B
Figure 10: Pressure contours for Willaims aerofoil, configuration B (M=0.58, a=0.0)
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Figure 11: Pressure coefficient for Willaims aerofoil, configuration B(M=0.58, a=0.0)
flow solver gives identical results on each 
grid (the node distributions at block edges 
are identical), but the solution converges 
more quickly on the EAGLEView grid. Fig­
ure 13. The area of difficulty in the Ge­
omesh grid for the Williams B case was in 
the slot region where it is difficult to main­
tain smoothness around the five-point sin­
gularity, Figure 14. The EAGLEView grid 
for the same case is noticably better. Fig­
ure 15, particularly regarding continuity of 
slope across the block boundaries emanat­
ing from the five-point singularity and or­
thogonality at the surface of the flap. Again 
the flowfield solutions obtained are identi­
cal for each grid, but the EAGLEView grid 
converges more quickly. Figure 16. The 
relative speed-up would probably be great®- 
if a more appropriate, slightly coarser grid 
were used.
2.4 Discussion
There is no advantage to using EAGLE over 
EAGLEView. The real question is whether 
the superior GUI of Geomesh gives suffi­
cient compensation for the poorer grids it 
produces compared to EAGLEView, and the 
other problems associated with Geomesh 
mentioned above. If a user has no ex­
perience of either package and does not 
have access to the data filters needed to ex­
tract Geomesh grids, EAGLEView should 
be the chosen tool because the time and 
effort needed to create the filters is pro­
hibitive. Unfortunately a new user may not 
realise immediately that this problem ex­
ists because there is no mention of it in the 
manuals. If access to data filters for Ge­
omesh is available, Geomesh would be the 
preferred tool where speed of construction 
of a new grid is at a premium. It is the au­
thor’s opinion that Geomesh is a very good 
tool for generating reasonable grids quickly, 
particularly in 2-D, and is superior to EA­
GLEView in this respect. However the high
quality of grids produced in EAGLEView is 
the overriding factor in making it the best 
tool in general. Finally, there is no choice if 
it is desired to create a grid with a singular 
line. It cannot be done in Geomesh, but is 
straightforward in EAGLEView.
3 Load balancing and mesh 
partitioning
To use most effectively a parallel platform 
an intelligent mapping of subsets of the 
total computational work onto processors 
must be performed. There is more than one 
possible objective: to minimise execution 
time for a given run, to maximise through­
put (minimise execution time for aU runs, 
weighted by job priorities) and also to min­
imise network traffic. The chosen objective 
(or mixture of objectives) may vary with 
circumstances eg. time of day for a given 
task. Ideally, an automatic mapping would 
be performed which partitions the compu­
tational domain taking account of the het­
erogeneous nature of the set of processing 
nodes and the communication network be­
fore run-time. This would be a ‘static’ par­
tition. During run-time it is generally true 
that the number of calculations performed 
is not exactly predictable so a utility to cre­
ate anew mapping ‘dynamically’ should be 
available.
In CFD, the problem is usually decoupled 
into two parts, mesh partitioning and alloca­
tion of the partition segments onto the paral­
lel machine. Mesh partitioning is at its sim­
plest for single-block structured grids, but 
is far more complex for unstructured grids 
due to the large number of possible permu­
tations. As well as attempting to obtain 
equally sized segments, unstructured grid 
partitioning algorithms try to minimise the 
interface length i.e. the amount of commu­
nication between processors. Multiblock 
grid partitioning is easier in that there are
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Figure 13: Comparison of solution convergence rates using the EAGLEView and Geomesh 
grids, tandem aerofoils case
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Figure 14: Geomesh grid in slot region for Williams aerofoil, configuration B
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Figure 15: EAGLEView grid in slot region for Williams aerofoil, configuration B
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Figure 16: Comparison of solution convergence rates using the EAGLEView and Geomesh 
grids, Williams aerofoil case
less possible boundary path permutations 
but harder in that geometrical constraints 
must be considered in the partitioning algo­
rithm. A complete model for mapping the 
partition onto the parallel machine should 
take into account variations in processor 
speeds, memory sizes and communication 
and create a mapping appropriate to the ob­
jective. The task of gathering this infor­
mation especially in a dynamic multi-user 
environment is difficult, and simplifying as­
sumptions are often made to make network 
modelling easier.
For unstructured grids, there are many 
examples of successful applications of re­
cursive bisection heuristics to obtain load- 
balanced partitions, usually with some ef­
fort made to minimise communication in 
the process. Reference [22] provides a good 
overview of this approach, where [23] adds 
a simulated annealing procedure to min­
imise a computational cost function as a
second step. Simulated annealing is one 
example of a non-deterministic method of 
finding a minimum to an objective func­
tion. The methods of stochastic evolution 
and tabu searching have also been used for 
unstructured partitioning [23] and genetic 
algorithms [24] for structured grids. In­
terestingly the relative importance of load 
balancing versus communication costs ap­
pears in all these examples as an artificial 
balance parameter in the cost function. Far 
more complex communication models are 
used for the problem of mapping existing 
partitions onto processors [25] [26].
3.1 Simulated Annealing
The method of simulated annealing 
[27],[28],[29] is a relatively new method for 
the minimization of objective functions. It 
is particularly suited to discrete, very large 
configuration spaces i.e. for combinatorial 
minimization problems. The title of the
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method is due to an analogy with the slow 
cooling of metals.
The annealing algorithm is straightfor­
ward to program. Some initial configura­
tion of the state (random wiU do) is required, 
along with a cost function definition. In an 
iterative manner, a small change based on a 
random selection is made to the system and 
this ‘basic move’ is either accepted or re­
jected. If the acceptance criterion is that the 
cost associated with the system decreases, 
and the rejection criterion is that the cost in­
creases, then the algorithm is of the ‘greedy’ 
or ‘hill-climbing’ variety. This type of al­
gorithm cannot avoid local minima. This is 
the kernel of the annealing algorithm, ex­
cept that the acceptance/rejection criteria 
are different. If a proposed ‘basic move’ 
reduces the cost, then the move is accepted 
as before. If the cost is increased, then the 
move is only rejected with a certain proba­
bility, called the Metropolis criterion [30]. 
Included in this criterion is an artificial sys­
tem ‘temperature’ such that at high temper­
atures almost any basic move however bad 
is accepted, and at low temperatures effec­
tively zero bad moves are accepted i.e. the 
algorithm becomes of the ‘greedy’ type. A 
high starting temperature is used, and the 
temperature is periodically forced down by 
some factor after a large number of basic 
moves have been proposed. The intention 
is to explore the entire state-space with the 
Metropolis criterion providing a means of 
escape from local minima.
The attraction of simulated annealing is 
its simplicity, and that it is very easy to pro­
gram the algorithm to provide reasonable 
solutions. The drawback is that it is dif­
ficult to determine other than through trial 
and error what values to use for the vari­
ous parameters that appear in the algorithm 
(initial temperature, cooling schedule, how 
many basic moves to attempt at each tem­
perature level) to optimise convergence to
the global minimum.
A good introduction to the ^plication of 
simulating annealing to a model load bal­
ancing problem is provided by Williams 
[22]. An attempt was made to replicate 
his results. The system represents a 1-D 
simplification of a general mesh partition­
ing problem. Two himdred equally sized 
data blocks with a simple communication 
interdependency have to be mapped onto 
four processors such that a cost function is 
minimised. The cost function contains a 
load balancing and a communication over­
head term;
1 ^p(e),p(J)
e<->/
The first term is a minimum if the N data 
blocks are divided equally amongst the P 
processors. The second term is small if 
the number of communication boundaries 
is small, i.e. if the number of neighboiuing 
data blocks on different processors is small. 
A value of 0.9 was chosen for the artificial 
balance coefficient fi. For this simple model 
problem, the cost H is minimised if groups 
of fifty data blocks are assigned to each pro­
cessor.
The heuristic used for the ‘basic move’ is 
very important in simulated annealing. A 
good choice of basic move based on an un­
derstanding of the system being modelled 
can make a huge difference to the execution 
time, but care must be made not to intro­
duce too complicated an expression which 
degrades the exploration of the state-space. 
The evolution of the cost of the present state 
as the temperature is reduced is shown for 
four different heuristics. Figure 17. The 
first heuristic (move a) is simply to allocate 
a random block onto a random processor. 
The best state foimd was very near the min­
imum but not the optimum. Some more in­
sight was used for the second heuristic. It is 
known that the optimum state will consist
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largely of groups of neighbouring blocks 
on each processor, so the second heuristic 
(move b) allocates a random block onto the 
processor of a randomly selected neighbour­
ing block. This method found a local mini­
mum very quickly. However the initial state 
did not include any blocks allocated to one 
of the four processors so attaining the op­
timum state was not possible. In this case 
the optimum distribution onto three proces­
sors is found. To avoid this problem, the 
third heuristic (move c) combines the first 
and second methods; the basic move at each 
step is the second heuristic with a large prob­
ability, but the first heuristic with a small 
probability to "seed" the allocation of blocks 
onto an empty processor. This attempt suc­
cessfully finds the optimum state. The last 
heuristic (move d) is to use the third heiuis- 
tic on a cluster of neighbouring blocks rather 
than on a single block. This attempt also 
finds the optimum state, and in a marginally 
quicker time. The results of the experiments 
agree well with those of Williams.
As a first step to developing a practical 
load balancing tool for the parallel multi­
block flow solver, the method of simulated 
annealing was used to produce a load bal­
anced allocation of blocks onto processors. 
The cost function used was that above with­
out the second communication term for sim­
plicity. No mesh partitioning was included 
in the algorithm, the blocks being those 
occuring from the grid generation process. 
The heuristic used was fairly complex. With 
low probability a random block is moved 
onto a random processor. With high prob­
ability a cluster of blocks on one proces­
sor was swapped with a cluster on another 
processor, the clusters being formed in a 
probability-based manner. The evolution of 
the cost as the temperature reduces is shown 
in Figure 18 for the Williams aerofoil grid. 
There are 15 blocks of widely varying size, 
the largest having 4408 points and the small­
est having 150, which are to be mapped onto 
3 processors. The best state found has a cost 
of fractionally above 3 units so it can be con­
cluded that the annealing algorithm was ap­
plied successfully (a perfect mapping onto 
3 processors would have a cost of 3.0, if the 
mapping were possible). The progress of 
the run appears somewhat haphazard com­
pared to Figure 17. This is because the state- 
space for this problem is far more uneven, 
having a large number of steep-sided local 
minima, and as such poses a very difficult 
minimisation problem.
4 Future directions
At present the 2-D multiblock flow solver 
imposes the restriction on the block topol­
ogy that each block can have only one 
boundary condition per face. This has two 
disadvantages. In 3-D this restriction would 
impose severe limitations on load balancing 
potential. Also, it is preferable to have a 
smaller number of larger blocks when con­
sidering the performance of the precondi­
tioner in the flow solver. Multiple boimdary 
conditions per face should for these reasons 
be included in the 3-D solver. For the 2-D 
solver this is less important, but inclusion 
of this feature would be useful to gain ex­
perience in the implications for calculation 
management and load balancing/mesh par­
titioning on less computationally demand­
ing problems. The possibility of using the 
solver on grids including blocks with one 
face collapsed to a singular line must also 
be catered for if the goal of obtaining a flow 
solver for truly arbitrary 3-D configurations 
is to be achieved.
The next steps in the static load bal­
ancing problem are to add a mesh parti- 
tioner to the simulated annealing heuris­
tics and to develop a communication cost 
model for inclusion in the cost function. 
It should be possible to base this on real-
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Figure 18: Cost function evolution from simulated annealing for 2-D multiblock grid case
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ity (through network timing experiments or 
similar) rather than the artificial balance co­
efficient favoured in the literature. A static 
load balancer developed to this level of com­
plexity would already be a very useful tool, 
but for optimal static partitioning the final 
step is to take into account network loading 
at the time of calculation. This is of particu­
lar interest for parallel machines consisting 
of a network of workstations, such as that 
at Glasgow, where there is a dynamic multi­
user environment.
An interesting sideways step would be to 
decide for the user how many processors 
should be used, referring to the objective 
discussed at the beginning of Section 3. The 
smdies of optimal partitioning appearing so 
far assume that the number of processors 
has been decided prior to the partition cal­
culation. For this to work well, for every run 
the user must consider what the objective is, 
monitor the load on the network, and decide 
accordingly. It is unrealistic to expect the 
user to be capable of making the best choice 
on a large network, and preferable if the task 
is automated.
Solving the dynamic problem can be 
based on the method developed for the static 
problem, with the addition of a system for 
monitoring the development of load imbal­
ance during run-time. During the parallel 
execution several copies of the flow solver 
are running at once. In some areas of the do­
main the solution will be converging more 
quickly than others. This is a load imbal­
ance due to the flow solver, which can be 
monitored in the flow solver. However, the 
dynamic load imbalance caused by other 
users must be monitored using system soft­
ware. A challenge is that the dynamic moni­
toring and re-aUocating must be fast, which 
almost precludes the use of simulated an­
nealing. It may be necessary to introduce 
some simplifications eg. assume all re­
allocations win be small in magnitude or to
adopt a more advanced stochastic approach 
for cost function minimisation eg. genetic 
algorithms.
There is also the possibility of using dif­
ferent types of flow solver in different sub- 
domains, eg. an inviscid solution may be ad­
equate in an upstream far-field block. This 
would of course add complexity to the flow 
solver let alone the dynamic partitioner but 
the savings in computation time could be 
significant
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