Abstract. We show that the canonical decomposition (comprising both the Meyer-Yoeurp and the Yoeurp decompositions) of a general X-valued local martingale is possible if and only if X has the UMD property. More precisely, X is a UMD Banach space if and only if for any X-valued local martingale M there exist a continuous local martingale M c , a purely discontinuous quasi-left continuous local martingale M q , and a purely discontinuous local martingale M a with accessible jumps such that M = M c + M q + M a . The corresponding weak L 1 -estimates are provided. Important tools used in the proof are a new version of Gundy's decomposition of continuous-time martingales and weak L 1 -bounds for a certain class of vector-valued continuous-time martingale transforms.
Introduction
It is well-known thanks to the scalar-valued stochastic integration theory that a stochastic integral Φ dN of a general bounded predictable real-valued process Φ with respect to a general real-valued local martingale N exists and is well defined (see e.g. Chapter 26 in [26] ). Moreover, Φ dN is a local martingale, so by the Burkholder-Davis-Gundy inequalities one can show the corresponding L p -estimates for p ∈ (1, ∞): The inequality (1.1) together with a Banach fixed point argument play an important rôle in providing solutions to SPDE's with a general martingale noise (see e.g. [12, 20, 21, 26, 37, 49] and references therein). For this reason (1.1)-type inequalities for a broader class of N and Φ are of interest. In particular, one can consider H-valued N and L(H, X)-valued Φ for some Hilbert space H and Banach space X. Building on ideas of Garling [16] and McConnell [34] , van Neerven, Veraar, and Weis have shown in [37] that for a special choice of N (namely, N being a Brownian motion) and a general process Φ it is necessary and sufficient that X is in the class of so-called UMD Banach spaces (see Subsection 2.1 for the definition) in order to obtain estimates of the form (1.1) with the right-hand side replaces by a generalized square function. Later in the paper [48] by Veraar and in the paper [49] by Veraar and the author, inequalities of the form (1.1) have been extended to a general continuous martingale N , again given that X has the UMD property. Extending (1.1) to a general martingale N is an open problem, which was solved only for X = L q (S) with q ∈ (1, ∞) in the recent work [15] by Dirksen and the author. One of the key tools applied therein was the so-called canonical decomposition of martingales. The canonical decomposition first appeared in the work [54] by Yoeurp, and partly in the paper [36] by Meyer, and has the following form: an X-valued local martingale M is said to admit the canonical decomposition if there exists a continuous local martingale M c , a purely discontinuous quasi-left continuous local martingale M q (a "Poisson-like" martingale which does not jump at predictable stopping times), and a purely discontinuous local martingale M a with accessible jumps (a "discrete-like" martingale which jumps only at a certain countable set of predictable stopping times) such that M 
The canonical decomposition (if it exists) is unique due to the uniqueness in the case X = R (see Remark 4.2 and 4.4). Moreover, when X is UMD one has by [51] that for all p ∈ (1, ∞), which together with Doob's maximal inequality reduces the problem of extending (1.1) to the separate cases of N c , N q and N a . Possible approaches of how to work with Φ dN c , Φ dN q , and Φ dN a have been provided by [15] : sharp estimates for the first were already obtained in [48, 49] and follow from the similar estimates for a Brownian motion from [37] ; the second can be treated by using random measure theory (see Subsection 2.4), which is an extension of Poisson random measure integration theory (see [13] and [14] ); finally, the latter one can be transformed to a discrete martingale by an approximation argument, so the desired L p -estimates are nothing more but the Burkholder-Rosenthal inequalities (see [5, 15, 46] for details).
The canonical decomposition also plays a significant rôle in obtaining L p -estimates for weakly differentially subordinated martingales. The weak differential subordination property as a vector-valued generalization of Burkholder's differential subordination property (see [7, 23, 30, 40] ) was introduced by the author in [53] , and can be described in the following way: an X-valued local martingale M is weakly differentially subordinated to an X-valued local martingale M if for each x * ∈ X discontinuous (see [53] ) and continuous (see [51] ) weakly differentially subordinated martingales yields
where the best known constant c p,X equals β 2 p,X (β p,X + 1) (here β p,X is the UMD p constant of X, see Subsection 2.1 for the definition). Sharp estimates for c p,X in (1.3) remain unknown. Moreover, it is an open problem whether one can prove weak L 1 -estimates of the form
Here this question is partly solved: we show that (1.4) holds for M being one of the terms of the canonical decomposition of M (see (1.5) and (4.2)). The discussion above demonstrates that the canonical decomposition is useful for vector-valued stochastic integration and weak differential subordination, so the following natural question arises: for which Banach spaces X does every X-valued local martingale have the canonical decomposition? The paper [51] together with the estimates (1.2) provides the answer for L p -martingales given p ∈ (1, ∞). Then X being a UMD Banach space guarantees such a decomposition.
The present paper is devoted to providing the definitive answer to this question (see Section 4): Theorem 1.1. Let X be a Banach space. Then the following are equivalent:
(i) X is a UMD Banach space; (ii) every local martingale M : R + × Ω → X admits the canonical decomposition
Moreover, if this is the case, then for all t ≥ 0 and λ > 0
(1.5)
Notice that the inequalities (1.5) are new even in the real-valued case, even though in that case they are direct consequences of the sharp weak (1, 1)-estimates for differentially subordinated martingales proven by Burkholder in [8, 9] (see also [39, 40] for details), from which one can show the following estimates
and where g * ∞ := sup n≥0 g n . Using this characterization for a given non-UMD Banach space X we construct a martingale M : R + × Ω → X which does not have the canonical decomposition (see Subsection 4.4) .
In order to obtain weak L 1 -estimates of the form (1.5) together with (i) ⇒ (ii) in Theorem 1.1 one needs to use two techniques. The first is the so-called Gundy decomposition of martingales. This decomposition was first obtained by Gundy in [19] for discrete real-valued martingales. Later in [11, 23, 33, 42] a more general version of this decomposition for vector-valued discrete martingales was obtained. In Section 3 we will present a continuous-time analogue of Gundy's decomposition, which has the following form: an X-valued martingale M can be decomposed into a sum of three martingales M 1 , M 2 , and M 3 , depending on λ > 0, such that for each t ≥ 0
where Var M is a variation of the path of M .
The second important tool is weak differential subordination martingale transforms. Discrete martingale transforms were pioneered by Burkholder in [4] , where he considered a transform (f n ) n≥0 → (g n ) n≥0 of a real-valued martingale (f n ) n≥0 such that
for some {0, 1}-valued deterministic sequence (a n ) n≥0 . Later in [6, 11, 17, 22, 23, 33] several approaches and generalizations to the vector-valued setting and operatorvalued predictable sequence (a n ) n≥0 have been discovered, while the martingale (f n ) n≥0 remained discrete. In particular for a very broad class of discrete martingale transforms it was shown that L p -boundedness of the transform implies weak L 1 -bounds. In Subsection 4.2 (see Theorem 4.9) we prove the same assertion for a weak differential subordination martingale transform, i.e. for an operator T acting on continuous-time X-valued local martingales such that T M is weakly differentially subordinated to M and {M * ∞ = 0} ⊂ {(T M ) * ∞ = 0} for any X-valued local martingale M . A particular example of such a martingale transform T is M → T M = M c , where M c is the continuous part of M in the canonical decomposition. Due to (1.2) this operator is bounded as an operator acting on L p -martingales if X is UMD, so by Theorem 4.9 the first inequality of (1.5) follows. Even though in the case of a discrete filtration such an operator has a classical Burkholder's form (1.6) from [6] (with (a n ) n≥0 being predictable instead of deterministic, see Proposition 4.13 and the remark thereafter), such transforms are of interest since they act on continuous-time martingales, which was not considered before.
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Preliminaries
In the sequel the scalar field is assumed to be R, unless stated otherwise.
UMD Banach spaces.
A Banach space X is called a UMD space if for some (or equivalently, for all) p ∈ (1, ∞) there exists a constant β > 0 such that for every N ≥ 1, every martingale difference sequence (d 
, and every scalar-valued sequence (ε n ) N n=1 such that |ε n | = 1 for each n = 1, . . . , N we have
The least admissible constant β is denoted by β p,X and is called the UMD p constant or, if the value of p is understood, the UMD constant, of X. It is well-known that UMD spaces obtain a large number of useful properties, such as being reflexive. Examples of UMD spaces include all finite dimensional spaces and the reflexive range of L q -spaces, Besov spaces, Sobolev spaces, Schatten class spaces, and Orlicz spaces. Example of spaces without the UMD property include all nonreflexive Banach spaces, e.g. L 1 (0, 1) and C([0, 1]). We refer the reader to [10, 23, 43 , 47] for details.
2.2.
Martingales and càdlàg processes. Let X be a Banach space, F = (F t ) t≥0 be a filtration that satisfies the usual conditions (e.g. right-continuity). For each
In the sequel we will omit F from the notations M p X (F), M p,loc X (F), and M
1,∞
X (F). Remark 2.1. Let X be a Banach space, M : R + × Ω → X be a martingale. Then (N t ) t≥0 := ( M t ) t≥0 is a submartingale by [26, Lemma 7.11] and the fact that x → x is a convex function on X. Moreover, by [28, Theorem 1.3.8(i)] we have that for each t ≥ 0, p ≥ 1 and λ > 0 (2.1)
A function f : R + → X is called càdlàg (a French abbreviation of the phrase "continuous from right, limits from left") if it is right-continuous and if it has lefthand limits. A process V : R + × Ω → X is called càdlàg if it has càdlàg paths. For instance, any martingale M : R + × Ω → X has a càdlàg version given F satisfies the usual assumptions (see [53] for details in the vector-valued setting).
Let τ be a stopping time. If V : R + × Ω → X is càdlàg, then we can define ∆V τ : Ω → X in the following way:
where lim ε→0 V 0∨(τ −ε) exists since V has paths with left-hand limits. One can define the so-called ucp topology (uniform convergence on compact sets in probability) on the linear space of all càdlàg adapted X-valued processes; convergence in this topology can be characterized in the following way: a sequence (V n ) n≥1 of càdlàg adapted X-valued processes converges to V : R + × Ω → X in the ucp topology if for any t ≥ 0 and K > 0 we have that
Then the following proposition holds. We state without proof the following elementary but useful statement.
is continuous.
2.3.
Purely discontinuous martingales. Let M : R + × Ω → R be a local martingale. Then M is called purely discontinuous if [M ] is a pure jump process (i.e.
[M ] has a version that is a constant a.s. in time). Let X be a Banach space, M : R + × Ω → X be a local martingale. Then M is called purely discontinuous if for each x * ∈ X * a local martingale M, x * is purely discontinuous. The following proposition can be found in [15, 51] . In the sequel we will use the following lemma, which proof can be found in [15, 51] .
Lemma 2.5. Let X be a Banach space, M : R + × Ω → X be a martingale which is both continuous and purely discontinuous. Then M = M 0 a.s.
The reader can find more on purely discontinuous martingales in [15, 24, 25, 26, 51, 53] .
2.4. Random measures. Let (J, J ) be a measurable space. Then a family µ = {µ(ω; dt, dx), ω ∈ Ω} of nonnegative measures on (R + × J; B(R + ) ⊗ J ) is called a random measure. A random measure µ is called integer-valued if it takes values in N ∪ {∞}, i.e. for each A ∈ B(R + ) ⊗ F ⊗ J one has that µ(A) ∈ N ∪ {∞} a.s., and if µ({t} × J) ∈ {0, 1} a.s. for all t ≥ 0.
Recall that P and O denote the predictable and optional σ-algebras on R + × Ω and P = P ⊗ J and O := O ⊗ J are the induced σ-algebras on Ω :
as a function from R + × Ω to R + is optional (resp. predictable).
Let X be a Banach space. Then we can extend stochastic integration to X-valued processes in the following way. Let F : R + × Ω × J → X, µ be a random measure. The integral
is well-defined and optional (resp. predictable) if µ is optional (resp. predictable), F is O-strongly-measurable (resp. P-strongly-measurable), and R+×J F dµ is a.s. bounded.
A random measure µ is called P-σ-finite if there exists an increasing sequence of sets (A n ) n≥1 ⊂ P such that R+×J 1 An (s, ω, x)µ(ω; ds, dx) is finite a.s. and
According to [25, Theorem II.1.8] every P-σ-finite optional random measure µ has a compensator: a unique P-σ-finite predictable random measure ν such that E R+×J W dµ = E R+×J W dν for each P-measurable realvalued nonnegative W . We refer the reader to [25, Chapter II.1] for more details on random measures. For any optional P-σ-finite measure µ we define the associated compensated random measure byμ = µ − ν.
For each P-strongly-measurable F : Lemma 2.6. Let X be a Banach space, µ be a P-σ-finite optional random measure,
Proof. It is sufficient to show that
is a purely discontinuous martingale for each x * ∈ X * , which can be shown similarly the discussion right below [25, Definition 1.27].
The reader can find more information on random measures in [15, 25, 26, 31, 32, 38] .
2.5. Predictable and totally inaccessible stopping times. A stopping time τ is called predictable if there exists a sequence of stopping times (τ n ) n≥0 such that τ n < τ a.s. on {τ > 0} and τ n ր τ a.s. as n → ∞. A stopping time τ is called totally inaccessible if P(τ = σ) = 0 for any predictable stopping time σ. Later we will need the following lemma. Lemma 2.7. Let X be a Banach space, V : R + × Ω → X be a predictable càdlàg process. Let τ be a totally inaccessible stopping time. Then ∆V τ = 0 a.s.
Proof. It is sufficient to show that ∆V τ , x * = 0 a.s. for any x * ∈ X * . Then the statement follows from [25, Proposition I.2.24].
Let X be a Banach space, M : R + × Ω → X be a local martingale. Then M has a càdlàg version (see e.g. [53] ), and therefore we can define adapted càdlàg process
where we set M t = 0 for t < 0. Notice that M τ − is not necessarily a local martingale. For instance if X = R and M is a compensated Poisson process,
s. for each t ≥ 0, so it is a supermartingale which is not even a local martingale. Nevertheless, if τ is a predictable stopping time, then the following lemma holds. Recall that for any stopping time τ we define σ-field F τ − in the following way
(see [26, p. 491] 
for details).
Lemma 2.8. Let X be a Banach space, M : R + × Ω → X be a local martingale, τ be a predictable stopping time.
Proof. Without loss of generality we can let
be an announcing to τ sequence of stopping times, i.e. τ n < τ a.s. on {τ > 0} and τ n ր τ a.s. 
where all the limits are taken in
Now we treat the general case. Without loss of generality using a stopping time
is a Cauchy sequence in L 1 (Ω; X). Therefore by [23, Corol-
where all the limits are again taken in
2.6. Compensator and variation. Let X be a Banach space, M : R + × Ω → X be an adapted càdlàg process. Then a predictable process V : R + × Ω is called a predictable compensator of M (or just a compensator of M ) if V 0 = 0 a.s. and if M − V is a local martingale.
The variation Var M : R + × Ω → R + of a càdlàg process M : R + × Ω → X is defined in the following way:
where the limit superior is taken over all the partitions 0 = t 0 < . . . < t N = t. Let V : R + × Ω → X be a càdlàg adapted process. Analogously to the scalarvalued situation we can define a càdlàg adapted process
Gundy's decomposition of continuous-time martingales
For the proof of our main results, Theorem 4.8 and Theorem 4.9, we will need Gundy's decomposition of continuous-time martingales, which is a generalization of Gundy's decomposition of discrete martingales (see [19] and [23, Theorem 3.4.1] for the details).
Theorem 3.1 (Gundy's decomposition). Let X be a Banach space, M : R + × Ω → X be a martingale. Then for each λ > 0 there exist martingales For the proof we will need the following intermediate steps.
Lemma 3.3. Let X be a Banach space, M : R + × Ω → X be a càdlàg adapted process such that E(Var M ) t < ∞ for each t ≥ 0 and a.s.
Then M has a càdlàg predictable compensator V :
In particular, if M has a.s. at most one jump, then
Proof. Let µ M be a random measure defined on R + × X pointwise in ω ∈ Ω in the following way:
Notice that (Var M ) t = 0≤s≤t ∆M s a.s. for each t ≥ 0, so in particular a.s.
Also note that µ M is P-σ-finite: for each 0 ≤ u ≤ v and t ≥ 0 one has that
Since µ M is an integer-valued optional P-σ-finite random measure, it has a predictable compensator ν M (see Subsection 2.4 and [25, Theorem II.1.8]), and therefore since by (3.4)
we have that
is integrable and càdlàg in time due to the fact that it is an integral with respect to the measure ν M a.s. Moreover, by the definition of variation (2.5) we have that V t ≤ (Var V ) t a.s. for each t ≥ 0, and hence
where ( * ) holds due to the definition of a compensator, and ( * * ) follows from (3.4). To show (3.2) it is sufficient to notice that if M has at most one jump then
The following lemma is folklore, but the author could not find an appropriate reference, so we present it with the proof here.
Lemma 3.4. Let X be a Banach space, V : R + × Ω → X be a right-continuous predictable process, V 0 = 0 a.s. Then V is locally bounded.
Proof. For each n ≥ 0 define a stopping time τ n := inf{t ≥ 0 : V t ≥ n}. Then a sequence (τ n ) n≥1 of stopping times is increasing a.s. and tends to infinity as n → ∞. Moreover, (τ n ) n≥1 are predictable by [26, Theorem 25.14] and the fact that for each n ≥ 1
Therefore for each n ≥ 1 there exists an announcing sequence (τ m,n ) m≥1 of stopping times. Choose m n so that P(τ n − τ mn,n > 1 2 n ) < 1 2 n . Then (τ mn,n ) n≥1 is such that τ mn,n → ∞ a.s. as n → ∞, and for each n ≥ 0 we have that a.s. sup 0≤s≤τm n,n V s ≤ sup 0≤s<τn V s ≤ n.
Let τ and σ be stopping times. Then we can set
Proof of Theorem 3.1. By a stopping time argument we can assume that M is an L 1 -martingale. Define a stopping time τ is the following way:
where by (2.3) we can conclude that a.s. 
Therefore by Lemma 3.3, N has a compensator V . Let σ := inf{t ≥ 0 : V t ≥ λ} be a stopping time. Then by (3.5) σ is a predictable stopping time. Define now
. Now let us describe why this is the right choice.
Step 1: 9) and the last expression is a martingale due to the fact that M τ is a martingale by [26, Theorem 7.12] , the fact that N − V is a martingale by the definition of a compensator, Lemma 2.8, and the fact that by (3.8) Further, to prove the second part of (i) we will use the representation of M 1 from the last line of (3.9) . Notice that by [26 
Moreover, 
and [23, Corollary 2.6.30]. Consequently, the second part of (i) holds by the estimates above and by the triangle inequality.
Step 2:
is a martingale as well due to [26, Theorem 7.12] and the fact that V is a compensator of N . Finally, (M τ − + V ) σ− is a martingale by Lemma 2.8. Let us now prove (ii). Notice that by (3.12)
where the latter inequality holds by (2.1). Using the same machinery we get
where (i) follows from the Chebyshev inequality, and (ii) follows from (3.11) . This terminates the proof of (ii).
Step 3: M 3 . Recall that
Therefore by the triangle inequality a.s. for each t ≥ 0
where the latter inequality holds by (3.11) , while the rest follows from (3.1) and the fact that E M
The canonical decomposition of local martingales
The current section is devoted to the proof of the fact that the canonical decomposition (as well
q and a local martingale M a with accessible jumps. First we give all the basic definitions properly, and thereafter we provide the reader with the proof of the main statement, Theorem 4.8.
Basic definitions and decompositions of L
p -martingales. Let X be a Banach space. Recall that a purely discontinuous local martingale have been defined in Subsection 2.3. 
* is purely discontinuous for any x * ∈ X * ; therefore this decomposition is unique by the uniqueness of the MeyerYoeurp decomposition of a real-valued local martingale (see [26, Theorem 26.14] and [51] for details). The reader can find further details on the martingale decomposition discussed above in [15, 25, 26, 36, 51, 54] .
Due to [51] the UMD property guarantees the canonical decomposition of any X-valued L p -martingale with p ∈ (1, ∞) and the following proposition holds:
where β p,X is the UMD p constant of X.
It is a natural question whether the canonical decomposition is possible and whether one can extend (4.1) in the case p = 1. It turns out that the UMD property is necessary and sufficient for the canonical decomposition of a general local martingale, while instead of (4.1) one gets weak-type estimates: Theorem 4.8 (Canonical decomposition of local martingales). Let X be a Banach space. Then X has the UMD property if and only if any local martingale M :
If this is the case, then for any λ > 0 and t ≥ 0
For the proof of the main theorem we will need a considerable amount of machinery, which will be provided in Subsection 4.2-4.4.
4.2.
Weak differential subordination martingale transforms. The current subsection is devoted to the proof of the fact that boundedness of a continuoustime martingale transform from a certain specific class acting on L p -martingales implies the corresponding weak L 1 -estimates. Such type of assertions for special discrete martingale transforms was first obtained by Burkholder in [4] . Later the Burkholder's original statement was widely generalized in different directions (see [6, 11, 17, 22, 23, 33] ), even though the martingale transforms were remaining acting on discrete martingales. The propose of the current section is to provide new results for martingale transforms of the same spirit by considering continuoustime martingales. This will allow us to consider linear operators that map a local martingale to the continuous part of the canonical decomposition, or the part of the canonical decomposition which is purely discontinuous with accessible jumps, so weak L 1 -estimates (4.2) will follow from L p -estimates (4.1) and Theorem 4.9.
Before proving the main statement (Theorem 4.9) we need to provide the reader with basic definitions. Let M : R + × Ω → R be a local martingale. We define a quadratic variation of M in the following way:
where the limit in probability is taken over partitions 0 = t 0 < . . . < t N = t. The reader can find more about a quadratic variation in [25, 26, 35, 45] . Let M, N : R + ×Ω → R be local martingales. Then N is called to be differentially For the proof we will need several lemmas.
Lemma 4.11. Let X be a Banach space, M : R + ×Ω → X be a purely discontinuous martingale with M 0 = 0 a.s. Let µ M be the corresponding random measure defined as in (3.3). Assume that
Proof. By (4.6) there exists N : R + × Ω → X such that N t = 0≤s≤t ∆M s for each t ≥ 0. Let V = N − M . Then both t → N t − V t = M t , t ≥ 0, and
are martingales. Therefore
is a predictable martingale, which is purely discontinuous as a difference of two purely discontinuous martingales (see Lemma 2.6). On the other hand it is continuous by the predictability (see e.g. [ 
Lemma 4.12. Let X be a Banach space, M, N : R + × Ω → X be purely discontinuous martingales such that [53] ). Therefore a.s. for each t ≥ 0
Proof. Without loss of generality E(Var
So by Lemma 4.11
where ( * ) holds by (4.7).
Proof of Theorem 4.9. The proof has the same structure as the proof of [23, Proposition 3.
be Gundy's decomposition of M from Theorem 3.1 at the level αλ for some α > 0 which we will fix later. Notice that all M 1 , M 2 and M 3 are local L p -martingales by Remark 3.5. Then
). Let us estimate each of these three terms separately. First,
where (i) follows from (2.1), ( * ) follows from Doob's maximal inequality [28, Theorem 1.3.8(iv)], (ii) holds by the definition of K, and (iii) follows from Gundy's decomposition. Now turn to M 2 . By (4.4)
Finally, by Lemma 4.12 and the fact that T M 3 w ≪ M 3 we have that
where (i) follows from (2.1), (ii) holds by (4.9), and ( * ) holds by Theorem 3.1(iii). Therefore by (4.8)
and by choosing α = p−1 4Kp we get
which is exactly (4.5).
The following proposition shows that the operator T from Theorem 4.9 has a special structure given the filtration F = (F t ) t≥0 is generated by (F n ) n≥0 : such martingale transforms are the same as those considered in [23, Proposition 3.5.4] and [6] . Proposition 4.13. Let X be a separable Banach space. Let the filtration F = (F t ) t≥0 be of the following form: F t = F ⌊t⌋ for each t ≥ 0, T be as in Theorem 4.9. Then there exists an (F n ) n≥0 -predictable sequence (a n ) n≥0 with values in [−1, 1] such that ∆(T M ) n = a n ∆M n a.s. for each n ≥ 0 for any M ∈ M p X .
Proof. Let G = (G n ) n≥0 := (F n ) n≥0 be a discrete filtration. Due to the construction of F and the fact that G is discrete we have that any F-martingale M is in fact discrete (i.e. M t = M ⌊t⌋ a.s. for each t ≥ 0), hence any martingale has accessible jumps, so by Lemma 4.20 it is sufficient to use the fact that T M w ≪ M for any M ∈ M p X in order to apply Theorem 4.9. Let us show that there exists a G-adapted [−1, 1]-valued sequence (a n ) n≥1 such that ∆(T M ) n = a n ∆M n a.s. for each n ≥ 0. Since X is separable, L p (Ω; X) is separable by [23 
by the weak differential subordination. Therefore we can redefine A m1,m2 n up to a negligible set in the following way:
Let us now fix any ω ∈ A m1,m2 n and ε > 0. Let x * ∈ X * be such that ∆M m1 n (ω), x * = 0 and ∆M m2 n (ω), x * = 0 (such x * exists by the Hahn-Banach theorem and the definition of A m1,m2 n ). Then we can find k ≥ 1 such that
. But on the other hand (we will omit ω for the convenience of the reader)
where ( * ) holds by the triangle inequality, (4.11), and the fact that |a 
and define a n in the following way: converges to ∆M n in L p (Ω; X) as k → ∞, so by boundedness of a n we have that a n ∆M 
where the limit is taken in L p (Ω; X). Hence ∆(T M ) n = a n ∆M n a.s. It follows from (4.13) and [53] that (a n ) n≥0 is G-adapted and bounded by 1. Now let us show that (a n ) n≥0 is G-predictable. Assume the opposite. Then there exists N ≥ 0 such that a N is F N -measurable, but not F N −1 -measurable (here we set F −1 to be the σ-algebra generated by all negligible sets). Fix x ∈ X \ {0}. Then we can construct the following L p -martingale M : 
Then we have that ∆(T M ) N = a N (a N − E(a N |F N −1 ))x, and since T M is a martingale,
so since x = 0 and the fact that a N − E(a N |F N −1 ) 2 is nonnegative we get that
Remark 4.14. One can extend Proposition 4.13 to the case of a Banach space X being over the scalar field C. The point is that because of the structure of the filtration F any F-martingale is purely discontinuous, so one can extend the definition of weak differential subordination in the way presented in [52] ; namely,
s. for all t ≥ 0 and x * ∈ X * . Then by applying the same proof one can show that the sequence (a n ) n≥0 from Proposition 4.13 exists and is still (F n ) n≥0 -predictable, but it takes values in the unit disk D := {λ ∈ C : |λ| ≤ 1}.
4.3. Sufficiency of the UMD property. Now we will consider two examples of an operator T from Theorem 4.9, which will provide us with the Meyer-Yoeurp and the Yoeurp decompositions of any UMD space-valued local martingale. 
(4.14)
For the proof we will need the following lemma. 
. Therefore by the boundedness of a conditional expectation operator (see [23, Corollary 2.6.30] 
Hence, M N is a martingale. Since N was arbitrary, M is a purely discontinuous martingale.
Proof of Theorem 4.15. By a stopping time argument we can assume that M is an
(such an operator exists and bounded by Proposition 4.7). For each n ≥ 1 we denote T M n by M n,c . Then we know that by Theorem 4.9 for each m ≥ n ≥ 1 and any K > 0
hence (M n,c ) n≥1 is a Cauchy sequence in the ucp topology by (2.2). Notice that all the M n,c 's are continuous local martingales, which are complete in the ucp topology (see [49, pp. 7-8] and Lemma 2.3). Hence there exists a local martingale M c : R + × Ω → X which is the limit of (M n,c ) n≥1 in the ucp topology. Now it is sufficient to prove that M 
c , x * in the ucp topology for each fixed x * ∈ X * . Without loss of generality set that E M ∞ , E M n ∞ ≤ 1 for each n ≥ 1. Also by choosing a subsequence we can assume that M c,n → M c a.s. uniformly on compacts. Therefore by Lemma 2.3 the process t → sup 0≤s≤t sup n M c,n exists and continuous, and for each m ≥ 1 we can define a stopping time τ m in the following way
Notice that a.s.
* is purely discontinuous. Notice that by letting m to infinity we get that M − M c , x * is a purely discontinuous local martingale for any x * ∈ X * , hence M − M c is a purely discontinuous local martingale.
The uniqueness of the decomposition follows from Remark 4.2, while (4.14) holds due to the limiting argument, (4.15) , and the completeness of L 1,∞ -spaces provided by (1.1.11) and Theorem 1.4.11 in [18] .
Let us turn to the Yoeurp decomposition. 
Moreover, for any λ > 0 and t ≥ 0
For the proof we will need the following lemmas. 
On the other hand a.s.
where (i) holds by (4.17), (ii) follows from the fact that M c = M −M a , (iii) follows from the first half of the proof, and finally (iv) follows from (4.18).
be the canonical decomposition. Then up to a negligible set 
(4.20)
Let τ := inf{t ≥ 0 : ∆M t = 0} be a stopping time. Then a.s. 
Moreover, by Lemma 4.18
, and hence since N ≪ M ,
Proof of Theorem 4.17. Without loss of generality assume that M d is an L 1 -martingale and M d 0 = 0 a.s. We will divide the proof into two steps.
Step 1. Define a stopping time τ = {t ≥ 0 :
e. the martingale stops moving after reaching 1 2 , in particular after the first jump of absolute value bigger than 1). Let µ M be the random measure defined by (3.3), ν M be the corresponding compensator (see Subsection 2.4). For each n ≥ 1 define a stopping time (4.22) τ n = inf t ≥ 0 :
and a process M d,n : R + × Ω → X in the following way (4.23)
where we define M σ− for a stopping time σ in the same way as in (2.3). First of all show that τ n → ∞ a.s. as n → ∞. Notice that by due to Subsection 2.4
where ( * ) follows from the fact that M τ = M ∞ and the fact that M τ − ≤ 1 2 a.s., and ( * * ) holds due to the fact that M is an L 1 -martingale. Therefore
so by the monotone convergence theorem a.s.
and hence τ n → ∞ as n → ∞.
is adapted and càdlàg. It is also a local martingale since it can be rewritten in the following form:
where the first term is a martingale by Lemma 2.8, and the second term is a local martingale by Lemma 2.6 and the fact that the process s → 1 s<τn is predictable by [26, Theorem 25.14] and the predictability of τ n (the latter follows from (4.22) and the predictability of ν M d , see Subsection 2.4). Moreover, for each fixed t ≥ 0 we have that a.s.
(Recall that τ − ∧τ n − := (τ ∧ τ n )−, see (3.6)). Therefore (M d,n ) n≥1 are bounded martingales. Now let us now show that M
τn− a.s., so by the triangle inequality
Notice that the first term vanishes as n → ∞ by the fact that
s., the fact that τ n → ∞ a.s., and the dominated convergence theorem. Let us consider the second term:
and the last expression vanishes as n → ∞ by the monotone convergence theorem.
(Notice that ( * ) follows from the definition of a compensator and from (4.24), while ( * * ) follows from the fact that ∆M t ≥ 1 only if t = τ by the assumptions on M .) 
is a Cauchy sequence in the ucp topology. By Proposition 2.2 it has a càdlàg adapted limit. Denote this limit by M q . Let us show that M q is a purely discontinuous quasi-left continuous local martingale. Let σ be a predictable time. Then ∆M q,n σ = 0 a.s., and for any t ≥ 0 a.s. 25) where ( * ) follows from the triangle inequality. Since
we have that for each t ≥ 0 27) where ( * ) follows from Remark 4.6, and ( * * ) follows from the definition (4.23) of M d,m and Lemma 2.7. Therefore by (4.25) applied for our σ a.s. for each n ≥ 1
By letting n → ∞ we get (4.26). Let us show that M q is locally integrable. For each l ≥ 1 set ρ l := inf{t ≥ 0 :
The uniqueness of the decomposition follows from Remark 4.4, while (4.16) follows analogously (4.14).
Proof of Theorem 4.8 (sufficiency of UMD and (4.2)). Sufficiency of the UMD property follows from Theorem 4.15 and Theorem 4.17, while (4.2) follows in the same way as (4.14) and (4.16).
4.4.
Necessity of the UMD property. In the current subsection we show that the UMD property is necessary in Theorem 4.15 and Theorem 4.17, and hence it is necessary for the canonical decomposition of a local martingale. For the proof we will need the following lemma which is a modification of the statements from p. 1001 and p. 1004 of [6] . Recall that if (f n ) n≥0 is an X-valued martingale, the we define df n := f n − f n−1 for n ≥ 1 and df 0 := f 0 .
Lemma 4.22. Let X be a Banach space. Then X is a UMD Banach space if and only if there exists a constant C > 0 such that for any X-valued discrete martingale (f n ) n≥0 , for any {0, 1}-valued sequence (a n ) n≥0 one has that
is an X-valued discrete martingale such that dg n = a n df n for each n ≥ 0, g * ∞ := sup n≥0 g n . Proof. One needs to modify [6, Theorem 2.1] in such a way that dg n = a n df n for some a n ∈ {0, 1} for each n ≥ 0. Then the proof is the same, and the desired statement follows from the equivalence of [6, (2. 3)] and [6, (2.4) ].
For the next corollary we will need to define a Rademacher random variable and a Paley-Walsh martingale. Definition 4.23 (Rademacher random variable). Let ξ : Ω → R be a random variable. Then ξ has the Rademacher distribution (or simply ξ is Rademacher) if P(ξ = 1) = P(ξ = −1) = 1 2 . Definition 4.24 (Paley-Walsh martingale). Let X be a Banach space. A discrete X-valued martingale (f n ) n≥0 is called a Paley-Walsh martingale if there exist a sequence of independent Rademacher random variables (r n ) n≥1 , a function φ n : {−1, 1} n−1 → X for each n ≥ 2 and φ 1 ∈ X such that df n = r n φ n (r 1 , . . . , r n−1 ) for each n ≥ 2, df 1 = r 1 φ 1 , and f 0 is a constant a.s. Corollary 4.25. Let X be a Banach space that does not have the UMD property. Then there exists an X-valued Paley-Walsh L 1 -martingale (f n ) n≥0 and a {0, 1}-valued sequence (a n ) n≥0 such that P(g * ∞ = ∞) = 1, where (g n ) n≥0 is an X-valued martingale such that dg n = a n df n for each n ≥ 0.
Proof. Without loss of generality all the martingales used below are Paley-Walsh (see [23, Theorem 3.6 .1]), so the resulting martingale will be Paley-Walsh as well. By Lemma 4.22 we can find N 1 > 0, an X-valued martingale f 1 = (f > C k ) < 1 2 k . Without loss of generality assume that f k 0 = 0 a.s. for each k ≥ 1. Now construct a martingale (f n ) n≥0 and a {0, 1}-valued sequence (a n ) n≥0 in the following way: f 0 = a 0 = 0 a.s., df n = df k m and a n = a k m if n = N 1 + · · · + N k−1 + m for some k ≥ 1 and 1 ≤ m ≤ N k . Then (f n ) n≥0 is well-defined,
by the triangle inequality, and for an X-valued martingale (g n ) n≥0 with dg n = a n df n for each n ≥ 0, for each k ≥ 2
Proof of Theorem 4.21. By Corollary 4.25 we can construct a discrete filtration G = (G n ) n≥0 and an X-valued L 1 -integrable Paley-Walsh G-martingale (f n ) n≥0 such that (4.29) E f ∞ = lim n→∞ E f n ≤ 1, and such that there exists {0, 1}-valued sequence (a n ) n≥0 so that P(g * ∞ = ∞) = 1, where (g n ) n≥0 is an X-valued martingale with dg n = a n df n for each n ≥ 0.
Since (f n ) n≥0 is Paley-Walsh, there exist a sequence (r n ) n≥0 of independent Rademacher variables, a sequence of functions (φ n ) n≥1 with φ 1 ∈ X and φ n : {−1, 1} n−1 → X for each n ≥ 2, so that df n = r n φ n (r 1 , . . . , r n−1 ) a.s. for each n ≥ 1. Now our goal is to construct a continuous-time X-valued martingale M which does not have the Meyer-Yoeurp decomposition (and hence the canonical decomposition) using (f n ) n≥0 . Let us first construct a filtration F = (F t ) t≥0 on R + in the following way. By [51, Subsection 3.2] for each n ≥ 0 we can find a continuous martingale M n : [0, .
Let (r n ) n≥0 be a sequence of independent Rademacher random variables. Without loss of generality assume that all (r n ) n≥0 and (M n ) n≥0 are independent. Then set F 0 to be the σ-algebra generated by all negligible sets, and set 
