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We study the dc conductivity of a weakly disordered 2d Dirac electron gas with two bands
and two spectral nodes, employing a field theoretical version of the Kubo–Greenwood conductivity
formula. In this paper we are concerned with the question how the internode scattering affects the
conductivity. We use and compare two established techniques for treating the disorder scattering:
The perturbation theory, there ladder and maximally crossed diagrams are summed up, and the
functional integral approach. Both turn out to be entirely equivalent. For a large number of random
potential configurations we have found only two different conductivity scenarios. Both scenarios
appear independently of whether the disorder does or does not create the internode scattering.
In particular we do not confirm the conjecture that the internode scattering tends to Anderson
localization.
PACS numbers: 05.60.Gg, 66.30.Fq, 05.40.-a
I. INTRODUCTION
Transport in two-dimensional (2d) electronic systems has been a subject of intense research for several
decades. One of the reasons for the attractiveness of this field is that quantum interference is strong in
2d and interesting phenomena emerge, such as the quantum Hall effect. Despite of its long history, some
aspects of electronic transport are still puzzling. For some time there was a consensus about the role
disorder plays in transport processes, dominated by Anderson localization of electronic wave functions
for conventional 2d systems [1–4]. A first hint, though, for an unconventional behavior was the transition
between Hall plateaux in quantum Hall systems, which indicated the existence of a metallic state in a
2d electronic system under special conditions [5]. Even more important was the discovery of metallic
states in graphene [6–8] and in a number of chemical compounds, which are commonly referred to as
topological insulators [9–12], where the band structure has nodes and the electronic dispersion is linear
in the vicinity of these nodes. Although these compounds represent pristine 2d systems, they reveal a
finite dc conductivity which is very robust against thermal fluctuations and disorder. In the course of
subsequent years these systems underwent careful studies from both the experimental and the theoretical
point of view which clearly indicate that the finite dc value is a robust property.
The theoretical approach to the dc conductivity of disordered electron gases represents a notoriously
difficult problem. The presence of disorder breaks explicitly the translational invariance, which obscures
most of the tools of pristine microscopic analysis. An alternative way follows via the restoration of the
translational invariance by averaging the observable quantity of interest over all disorder configuration. In
practice though, the averaging of that sort can only be performed under assumption of a weak disorder,
which guarantees for a well formed saddle-like shape of the free energy functional. Consequently, the
calculations can be performed either in the Hamiltonian framework, which implies a partial summation
of perturbative series in powers of random potential [2–4,13–22], or in Lagrangian framework, where
the structure of elementary excitations around the saddle point in a functional integral and the related
field theoretical non–linear sigma models become the main object of studies [23–32]. In the course of
several years both approaches developed themselves into independent branches of physics and are seldom
compared directly with each other. Besides a detailed analysis of the transport properties of systems with
a nodal spectrum, the comparison of different approximative approaches is a central goal in this paper.
This paper aims at the understanding of the effects of different scattering types in systems with a nodal
electronic spectrum at chemical neutrality. Previous studies are inconclusive on the role intra- and
internode scattering processes may play in electronic transport, ranging from essentially no difference [13]
to strong statements about a localization–antilocalization transition [14–16], while general symmetry
arguments indicate that massless modes should survive in the presence of random internode scattering [33,
34].
2We pursue a two–stage program, starting with the discussion of the averaging procedure based on the
combination of functional integrals for quasiparticles with different statistics. This leads us to an effective
field theory in terms of graded matrix fields. The nontrivial vacuum of this theory turns out to be identical
with the self–consistent Born approximation which is employed in the later parts of the paper. The inverse
propagator of the effective action, obtained as Gaussian fluctuations around this vacuum, turns out to be
identical, up to a unitary transformation, with the solutions of the Bethe–Salpeter equation. In the second
part of the programwe develop further the weak scattering formalism, formulated in our recent papers [33–
39]. Besides the already mentioned comparison of two approaches, we calculate the conductivity for 16
different disorder types. We detect two apparently different conductivity scenarios, which we call Type
I and II scenario. The conductivity in first scenario arises solely from the channel of ladder diagrams
(LC–channel), which includes all diagrams without intersecting impurity lines, while the contribution
from the channel of maximally crossed diagrams (MC–channel) is zero. In the second case, the MC-
channel gives rise to the conductivity, while the contribution from the LC-channel is zero. Nonetheless,
the evaluation of the Bethe–Salpeter equation with the self–consistent evaluation of the scattering rate
reveals the presence of massless modes in both channels for nearly all disorder types but with different
degeneracy. This indicates that not all massless modes contribute to the Kubo–Greenwood formula. Our
analysis does not confirm the widespread perception that the discrete symmetries of the Hamiltonian
determines uniquely the transport properties. In particular we do not observe any unique correlations
between the Cartan class of a particular random Hamiltonian with its dc conductivity calculated from
the Kubo–Greenwood formula. This is in line with previous observations [48,49].
The scope of this paper is as follows: In Section II we introduce the effective model which is studied
subsequently. Apart from the tight–binding approximation for non–interacting electrons on a 2d bipar-
tite lattice, which yields a degenerated linear Dirac spectrum in the low–energy domain, we discuss the
phenomenology of different types of scattering in a random potential landscape. Furthermore we intro-
duce and explain the conductivity Kubo–Greenwood formula based on the density–density correlation
function [28,35–41], which is evaluated in the course of this work. The link between this version of the
Kubo–Greenwood formula and diffusion is briefly discussed in Appendix A. In Section III we study the
Gaussian fluctuations of the model within a functional integral approach, based on the notion of an
intrinsic graded symmetry of the two–particle Green’s function. Some technical details are moved into
Appendices B and C. We continue in Section IV and in Appendix D, where we approach the conductiv-
ity of the model by employing the perturbative averaging technique. We obtain generic expressions for
the conductivity regardless of the disorder type and evaluate it for 16 different types in Section V. In
Section VI we discuss the obtained results in comparison to some alternative approaches.
II. MODEL
The dynamics of free electrons on bipartite lattices is governed by the family of tight–binding Hamil-
tonians
H0 = −t
∑
〈rr′〉
(c†rdr′ + d
†
r′cr) , (1)
where c and d (c† and d†) are the fermionic annihilation (creation) operators with respect to each sublattice
of a bipartite lattice, respectively. The neighboring lattice sites r and r′ are connected with the hopping
amplitude t, and the summation is performed over nearest neighbor pairs only. Although we ultimately
consider the case of the honeycomb lattice with the Fermi energy laying at the nodal points, the analysis
is valid for other types of bipartite lattices as well. The Hamiltonian is readily diagonalized by Fourier
transformation and yields on a honeycomb lattice a well–known spectrum with two nodes. As a striking
feature, close to these nodes the fermion dispersion is linear and therefore describes massless Dirac
particles [42,43]. In order for the Hamiltonian to remain invariant under the time–reversal transformation
both Dirac cones must be linked to each other by a parity transformation, i.e. they have different
chiralities. Sometimes, the gas of such electrons at chemical neutrality is called the Weyl semimetal [44].
The effective low–energy Hamiltonian accounts for both Dirac species and reads [42,43]
H0 ≃ vF

p1σ1 + p2σ2 0
0 p1σ1 − p2σ2

 ≡ vF
(
h 0
0 σ3h
Tσ3
)
= vF (p1Σ01 + p2Σ32) , (2)
3where matrices Σij = σi⊗σj , σi,j are the unity (i, j = 0) and 3 Pauli (i, j = 1, 2, 3) matrices in the usual
representation, the momentum operators are pi = −i~∇i, vF denoting the Fermi velocity. Below we use
dimensionless energy units, i.e. ~vF = 1 in units of inverse length.
Disorder appears in the model in form of one–particle random potentials V which are matrices in the
Dirac space. Due to the mentioned nodal degeneracy in the electronic spectrum, all possible disorder
scattering processes can be roughly subdivided into those with and without mixing of electrons with
different chiralities. The former processes are referred to as the intranode scattering. Corresponding
random low–energy Hamiltonians have the diagonal block structure
H =
(
h+ V+ 0
0 σ3h
Tσ3 + V−
)
, (3)
where V± denotes the random part, i.e. each block can be diagonalized independently. On the other
hand, electrons whose scattering involves a change of the chirality are referred to as internode scattering
processes. Corresponding Hamiltonians have the following generic form
H =
(
h+ V
V ∗ σ3h
T
+σ3
)
. (4)
The Hamiltonian can also be written as H = H0 + V with the 4× 4 random matrix
V = vijΣij , (5)
where vij is the random coordinate-dependent part and the summation convention is used. Then, the
decomposition coefficients with i = 0, 3 are those responsible for the intra-node scattering, while i = 1, 2
is for inter-node scattering. In this paper we concentrate on a somewhat simpler model, where each
disorder type has a decomposition with one term only; i.e.,
V = vΣij , i, j fixed. (6)
In a usual fashion we assume for the random part of the disorder potential a Gaussian distribution
independently for each site with
〈v(r)〉g = 0, 〈v(r)v(r
′)〉g = gδ(r − r
′), (7)
where g is referred to as the disorder strength and 〈· · · 〉g denotes the ensemble averaging. Then the
disorder strength is measured in units of (~vF )
2 and the quantity s = (~vF )
2 represents an appropriate
reference scale.
Special cases: The case V+ = −V− = µσ0 (i.e., for Σ30 disorder) is equivalent (up to an orthogonal
transformation) to a single Dirac with random scalar potential [40]. Moreover, the case of Σ03 is related
to the random gap model [31]. The latter has only one massless mode, corresponding to a massless
fermion mode in the functional integral [27] or to a maximally crossed diagram in the weak perturbation
series [33].
A. The Kubo–Greenwood conductivity formula
Motivated by the phenomenon of diffusion at large times [25,32,45] (cf. Appendix A), we consider the
field theoretical version of the Kubo–Greenwood conductivity formula
σ¯µµ =
e2
h
lim
ǫ→0
∫
dE Γµ(E, ǫ)
f(E)− f(E + iǫ)
iǫ
, (8)
where f(E) is the Fermi function, ǫ is the zero–temperature Matsubara frequency, and the disorder
averaged core function reads
Γµ(E, ǫ) = ǫ
2Trd
∑
r
r2µ 〈G
+(r, 0)G−(0, r)〉g, (9)
4where G+(r, r′) (G−(r, r′)) denotes the microscopic advanced (retarded) single–particle Green’s function
at energy E analytically continued into the upper (lower) halfplane
G±(r, r′) = 〈r|[E ± iǫ+H0 + V ]
−1|r′〉. (10)
The operator Trd denotes the trace operator on the space of d–dimensional Green’s functions. At frequen-
cies small as compared to the typical band width of the clean system and well below room temperature
we can employ the usual approximation f(E + iǫ) ∼ f(E) + iǫδ(E), which trivializes the energy integral
in Eq. (8). Then the conductivity formula becomes
σ¯µµ = lim
ǫ→0
ǫ2
(
−
∂2
∂q2µ
)∣∣∣∣
q=0
∑
r
eiq·r〈G+ij(r, 0)G
−
ji(0, r)〉g , (11)
where we have used the Fourier representation of the position operator and the summation convention
for matrix elements with respect to the spinor index. Due to the randomness each realization of the
system lacks translational invariance and the Green’s function depends on both sites r and r′. The estab-
lishing of the translational invariance is achieved by the averaging procedure. In Sections III and IV we
demonstrate how the averaging is performed within a functional–integral formalism and a diagrammatic
weak–scattering formalism, respectively.
III. FUNCTIONAL INTEGRAL APPROACH
The functional integral approach to disorder averaged quantities and eventually to the conductivity
can be based on a functional integral with a fermionic and a bosonic field. Usually the propagators for
both fields are identical, and the functional integral is called supersymmetric [21]. An alternative to this
supersymmetric functional integral is based on the identity between the determinants of two different
Green’s functions [27,31,32]
detG = detG′ . (12)
Then we can use the Green’s function G for the fermionic field and G′ for the bosonic field (or vice versa)
and calculate the average product 〈GG′〉 within this functional-integral representation. In our specific
case we have the determinant identity (cf. Appendix B)
det[iǫ+H0 + V ] = det[iǫ+H
T
0 −OVO] , (13)
where HT0 describes the Hamiltonian transposed on all spaces and the operator O satisfies the condition
H0 = −OH
T
0 O. (14)
For the Dirac Hamiltonian it is important to notice the transposition rule of the momentum operator:
pTi = −pi, due to the property of the differential operator ∂
T
xi
= ∂−x
i
= −∂xi . Therefore with H0 =
p1Σ01 + p2Σ32 follows H
T
0 = −p1Σ01 + p2Σ32 and either O = Σ01 or O = Σ31. The identity (13) is
valid for the Dirac Hamiltonian in Eq. (2) and for any random potential V = vΣij obeying TrdV = 0.
The latter condition rules out the totally degenerated random potential V = vΣ00, which is discussed
separately in Appendix C.
The identity (13) allows us to write the disorder averaged of two–particle Green’s function in Eq. (27)
Krr′ = Trd〈[iǫ+H0 + V ]
−1
rr′ [−iǫ+H0 + V ]
−1
r′r〉g
= −Trd〈[iǫ+H0 + V ]
−1
rr′O[iǫ +H
T
0 −OVO]
−1
r′rO〉g
= OjkOli〈χr,kjχ¯r′,il〉Qˆ . (15)
For the last equation we have used a functional integral with respect to the matrix field
Qˆ =
(
Q χ
χ¯ iP
)
. (16)
5The 4× 4 matrices Q,P with commuting elements, and χ¯, χ with anticommuting elements are hermitian,
and thus can be expanded in a basis which includes a four–dimensional unity matrix and 15 traceless
matrices, which are fifteen Γ–matrices. The functional integral is defined as
〈· · · 〉
Qˆ
=
∫
· · · e−SG
∏
r
dχ¯rdχrdQrdPr (17)
with the action SG
SG[Qˆ] =
1
2
Trg
∫
d2rd2r′
{
1
g
δrr′QˆrQˆr′ − Gˆ(r, r
′)Qˆr′ΣˆGˆ(r
′, r)QˆrΣˆ
}
(18)
and with frequency– and position–dependent Green’s functions
Gˆ(r, r′) = 〈r|[iz + Hˆ0]
−1|r′〉, (19)
where Hˆ0 = diag[H0, H
T
0 ], H0 = p1Σ01+p2Σ32, and z = ǫ+η. The operator Trg denotes the graded trace
with TrgQˆ = TrQ − iTrP . Eq. (18) is the result of the saddle-point approximation of a more complex
functional integral, taking only fluctuations up to quadratic (Gaussian) order into account. The saddle
point equation reads
iη
g
= −
∫
d2q
(2π)2
[
iz + Hˆ0
]−1
=
∫
d2q
(2π)2
iz
z2 + q2
. (20)
The action in Eq. (18) can be decomposed into bosonic and fermionic sectors: SG = S[Q]+S[P ]+S[χ¯, χ].
Expanding the kernel of the bilinear expression in powers of the momentum of the field (equivalent to a
gradient expansion in real space), we obtain at zeroth order
S[Q] =
1
2g
∫
d2q
(2π)2
Qab(q)M
Q
aα,bβQαβ(−q), (21)
S[P ] =
1
2g
∫
d2q
(2π)2
Pab(q)M
P
aα,bβPαβ(−q), (22)
S[χ¯, χ] =
1
g
∫
d2q
(2π)2
χ¯ab(q)M
χ
aα,bβχαβ(−q) (23)
with
MQaα,bβ = δαbδaβ − g
∫
d2p
(2π)2
[ΣBG
−(p)]βa[ΣBG
−(p)]bα, (24)
MPaα,bβ = δαbδaβ − g
∫
d2p
(2π)2
[OΣBG
+(p)O]βa[OΣBG
+(p)O]bα, (25)
Mχaα,bβ = δαbδaβ − g
∫
d2p
(2π)2
[ΣBG
−(p)]βa[OΣBG
+(p)O]bα (26)
with G±(p) = [±iη +H0]
−1. Note the missing combinatorial factor 1/2 in S[χ¯, χ], since it counts both
permutations χ¯χ and χχ¯. Once the fluctuations in Eq. (21) – (23) are expressed as quadratic forms in
terms of real valued expansion coefficients of fields Q,P, χ¯,and χ,the eigenvalues of the corresponding
inverse propagator matrices become nonnegative.
The expansion of Eq. (18) to second order in the momenta yields the inverse (diffusion) propagators. This
enables us to compare the functional-integral approach with a weak-scattering expansion of Section IV.
In particular, the expression for zero momentum, which represents the mass matrices, has non-zero
eigenvalues. Zero eigenvalues are most important, since they correspond to diffusion modes.
IV. PERTURBATIVE AVERAGING APPROACH TO THE CONDUCTIVITY
In the second part of our program we approach the dc conductivity within a weak scattering approach,
in which the disorder average is performed perturbatively. This is the standard method in the weak–
localization approach, in which the Green’s functions are expanded in terms of the random scattering
6elements and averaged afterwards [2–4,13–22]. As an extension of the analysis in our recent papers [33,34],
where we were concerned with the conductivity behavior in the single–cone approximation, here we take
both cones into account. The averaged two-particle Green’s function
Krr′ = 〈G
+
nj(r, 0)G
−
jn(0, r)〉g (27)
is treated within a perturbative expansion in powers of weak scattering rate η, which plays the role of
the order parameter in diffusive regime. It is determined self–consistently from
± iη = −
1
d
∑
r′
Trd 〈V (r)G
±(r, r′)V (r′)〉g = −
g
d
Trd
[
ΣG¯±(r, r)Σ
]
, (28)
where Σ are disorder matrices in Dirac space. The averaged one–particle Green’s functions become
translationally invariant and read
G¯±(r, r′) = 〈r|[±iz +H0]
−1|r′〉 =
∫
d2p
(2π)2
eip(r−r
′) H˜0 ∓ iz
p2 + z2
, (29)
with z = ǫ + η and H˜0 denoting the Fourier–transformed Hamiltonian. H˜0 is not rotational invariant
and does not contribute to the integral. We recognize then in Eq. (28) the saddle point of the functional
integral defined in Eq. (20). For ǫ ∼ 0 we get
1−
∫
d2p
(2π)2
g
p2 + z2
∼
ǫ
η
. (30)
Partial summations of all ladder (LC) and maximally crossed (MC) diagrams (see Appendix D) lead to
σ¯µµ = lim
ǫ→0
ǫ2
(
−
∂2
∂q2µ
)∣∣∣∣
q=0
∑
rr′
eiq·r G¯+ij(r
′, 0)G¯−kn(0, r
′)
×
[(
1− g[G¯+Σ][G¯−Σ]
)−1
rr′|nj;ik
+
(
1− g[G¯+Σ][G¯−Σ]T
)−1
rr′|nk;ij
]
, (31)
where the full transposition operator T applies to all degrees of freedom. We shall call the terms in the
second line of Eq. (31)
a) t = g[G¯+Σ][G¯−Σ] , b) τ = g[G¯+Σ][G¯−Σ]T (32)
the LC (Eq. (32a)) and the MC (Eq. (32b)) channel matrices, respectively [33]. These matrices read in
Fourier representation
tr′r|ab;cd = g
∫
d2q
(2π)2
e−iq·(r−r
′)
∫
d2p
(2π)2
[G¯+(p)Σ]ac[G¯
−(q + p)Σ]bd, (33)
τr′r|ab;cd = g
∫
d2q
(2π)2
e−iq·(r
′−r)
∫
d2p
(2π)2
[G¯+(p)Σ]ac[G¯
−(q − p)Σ]db. (34)
The different signs in the argument of t and τ are a consequence of the transposition on the position
space in the MC–channel. Fourier transformed matrices 1− t˜q and 1− τ˜q for ǫ = 0 and q = 0 read
MLCab;cd = δacδbd − g
∫
d2p
(2π)2
[G¯+(p)Σ]ac[G¯
−(p)Σ]bd
∣∣∣∣
ǫ=0
, (35)
MMCab;cd = δacδbd − g
∫
d2p
(2π)2
[G¯+(p)Σ]ac[G¯
−(−p)Σ]db
∣∣∣∣
ǫ=0
. (36)
Matrices M in Eqs. (35) and (36) are diagonalized by the momentum independent orthogonal transfor-
mations O. The eigenvalues of the matrices M provide a decay length for the matrices in Eq. (32). In
particular, a vanishing (e.g. gapless) eigenvalue gives a long-range diffusion-like behavior. Depending
7on the type of disorder there may or may not be gapless modes. If gapless modes exist, then for small
momenta and frequencies we get in the LC channel (in the channel of MC diagrams analogously)
tr′r ∼ OLC diag[t]r′r O
T
LC ∼
∫
d2q
(2π)2
eiq·(r−r
′) OLC


(
ǫ
η
+ gD0q
2
)
1N 0
T
0 ΛˆD−N

OTLC , (37)
where N is the dimension of the subspace populated by gapless modes. ΛˆD−N represents the diagonal
matrix with non–zero eigenvalues of MLC as matrix elements. D is the dimension of the full space on
which the product G+ ⊗G− dwells, and D0 is the expansion coefficient, which fortunately turns out to
be the same for all studied cases:
D0 =
1
2
∫
d2p
(2π)2
1
[p2 + η2]2
∼
1
8πη2
. (38)
Finally, 0 is an (D − N) × N matrix whose elements are zero. Using the convolution formula for the
tensor product of two Green’s functions
G¯+ij(r, 0)G¯
−
kn(0, r) =
∫
d2p
(2π)2
e−ip·r
∫
d2k
(2π)2
G¯+ij(k)G¯
−
kn(k + p), (39)
we can bring Eq. (31) to the form where the derivatives with respect to the external momentum q can
be easily evaluated. After performing the dc limit we arrive at
σ¯µµ = 2gη
2D0
∫
d2p
(2π)2
G¯+ij(p)G¯
−
kn(p)×

[
OLC
(
1N
LC
0T
0 0ˆD−N
LC
)
OTLC
]
nj;ik
+
[
OMC
(
1N
MC
0T
0 0ˆD−N
MC
)
OTMC
]
nk;ij

 , (40)
where 0ˆD−N denotes a (D −N)× (D −N) zero matrix. This result indicates that the conductivity σ¯µµ
is finite for a positive scattering rate η. In particular, it does not have a logarithmic divergence in the
limit of zero temperature, as predicted in some weak localization calculations. For correct evaluation of
the conductivity, the disorder strength parameter g in front of the integral must be compensated with
the help of the saddle point condition (30):∫
d2p
(2π)2
G¯+ij(p)G¯
−
kn(p)Γikjn =
1
g
+ remaining terms, (41)
where the quantity Γ denotes the full tensor in the curly brakets. For ultimate values of the conductivity
we must determine the orthogonal matrices OLC and OMC . This requires the explicit knowledge of the
type of disorder, i.e. matrices Σ. In Section V we discuss solutions of Eq. (40) for a number of disorder
types.
V. CONDUCTIVITY FOR DIFFERENT RANDOM POTENTIALS
Now we can evaluate the conductivity of a binodal Dirac electron gas in a random potential from
Eq. (31). In order to investigate the role of the disorder mediated intermixing of Dirac electrons with
different chiralities we use the full renormalized Dirac propagators G¯±(p) which read in Fourier represen-
tation
G¯±(p) =
1
p2 + η2


∓iη p1 − ip2 0 0
p1 + ip2 ∓iη 0 0
0 0 ∓iη p1 + ip2
0 0 p1 − ip2 ∓iη


. (42)
8Matrix Σab 0 a 2a 2b 2(a+b) a+2b
Σ00 4 8 4 0 0 0
Σ01 4 4 0 4 0 4
Σ02 2 4 2 2 2 4
Σ30 2 4 2 2 2 4
Σ31 2 4 2 2 2 4
Σ32 4 4 0 4 0 4
Σ10 2 4 2 2 2 4
Σ11 2 4 2 2 2 4
Σ13 2 4 2 2 2 4
Σ20 2 4 2 2 2 4
Σ21 2 4 2 2 2 4
Σ23 2 4 2 2 2 4
TABLE I: Eigenvalues and their number of the mass matrices in LC channel for the random potentials vΣab
giving Type I conductivity.
Matrix Σab 0 a 2a 2b 2(a+b) a+2b
Σ03 2 4 2 2 2 4
Σ33 0 8 0 4 4 0
Σ12 2 4 2 2 2 4
Σ22 2 4 2 2 2 4
TABLE II: Eigenvalues and their number of the mass matrices in LC channel for the random potentials vΣab
giving Type II conductivity.
Different disorder types were studied by inserting respective disorder matrices Σij directly into Eqs. (31)
and then unfolding them up to the form of Eq. (40). In all we have evaluated the conductivity for 16
different disorder configurations. Technically, the evaluation of the conductivity contributions for each
disorder type does not differ much from the single–cone model evaluation presented in our recent papers
Ref. [33,34]. The number of massless modes is obtained by counting zero eigenvalues of the corresponding
mass matrices given in Eqs. (35) and (36). Despite high dimensionality of the matrices (16×16 or even
64×64), the order of the characteristic polynomial is small, since the matrices are sparsely occupied.
In the case of 16×16–matrices, of 256 matrix elements only 24 to 32, depending on the disorder type,
are non–zero. Moreover the mass matrices are symmetric. Consequently, they can be diagonalized
analytically using a computer algebra package. Then, the calculation of the conductivity from Eq. (40)
can be carried out exactly. Surprisingly, for all 16 types of random matrices we have discovered only two
distinct conductivity types. Both types occur for disorder potentials with and without chirality mixing
and have their own features:
Type 1: Reveals a total suppression of the contribution from the MC–channel:
σMCµµ ∼ 0. (43)
The conductivity is entirely controlled by the LC–channel, which yields
σLCµµ ∼ 4η
2D0 ∼
1
2π
. (44)
This conductivity type was found for Σ00,Σ01,Σ02,Σ30,Σ31,Σ32,Σ10,Σ11,Σ13,Σ20,Σ21,Σ23.
Type 2: Demonstrates a picture somewhat reciprocal to the Type 1: The conductivity contribution
from the LC–channel is fully suppressed
σLCµµ ∼ 0, (45)
9Matrix Σab 0 a 2a 2b 2(a+b) a+2b
Σ00 4 8 4 0 0 0
Σ01 0 4 4 0 4 4
Σ02 2 4 2 2 2 4
Σ30 2 4 2 2 2 4
Σ31 2 4 2 2 2 4
Σ32 0 4 4 0 4 4
Σ10 2 4 2 2 2 4
Σ11 2 4 2 2 2 4
Σ13 2 4 2 2 2 4
Σ20 2 4 2 2 2 4
Σ21 2 4 2 2 2 4
Σ23 2 4 2 2 2 4
TABLE III: Eigenvalues and their number of the mass matrices in MC channel for the random potentials vΣab
giving Type I conductivity.
Matrix Σab 0 a 2a 2b 2(a+b) a+2b
Σ03 2 4 2 2 2 4
Σ33 4 0 4 0 0 8
Σ12 2 4 2 2 2 4
Σ22 2 4 2 2 2 4
TABLE IV: Eigenvalues and their number of the mass matrices in MC channel for the random potentials vΣab
giving Type II conductivity.
while the MC–channel gives
σMCµµ ∼ 8η
2D0(1 − a), (46)
where the parameter a is defined below in Eq. (50). The Type 2 conductivity exhibits a logarithmically
suppressed conductivity and was found for Σ03,Σ33,Σ12,Σ22.
Having found only two conductivity types, it is natural to expect that the corresponding disorder ma-
trices share some common features. We would expect that the microscopic random Hamiltonians, which
lead to the same conductivity type, belong to the same Cartan classes. This property of the random
Hamiltonians is usually brought into connection with the expected Anderson localization transition in the
system [46–49]. According to the Altland–Zirnbauer classification of N ×N random matrices, the behav-
ior of a random Hamiltonian under the time–reversal, particle–hole, and chiral symmetry transformations
determines to which Cartan class this Hamiltonian belongs:
TH∗T † = H, Time− reversal symmetry (47)
CHTC† = −H, Particle− hole symmetry (48)
PHP † = −H, Chiral symmetry . (49)
Here H∗ denotes the complex conjugate of the Hamiltonian H and HT its transposition on all spaces.
If we extend the N ×N random matrix ensembles by including a spatial Dirac operator, the number of
classes increases at least to 17 for the single–node Dirac–like Hamiltonians [48,49] and may increase even
further when two nodes and inter–node scattering is included. Therefore, the classification of random
Hamiltonians given by Eq. (3) remains a great challenge. In the present work we focus only on the
characterization of the transport properties. We notice that the mass matrices in both LC and MC
channels are unique to each disorder matrix Σij . The composition of the sets of eigenvalues for each
disorder matrix Σij (in particular the number of zero eigenvalues) may differ from each other, even if the
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microscopic Hamiltonians formally belong to the same Cartan class. The sets of eigenvalues of the mass
matrices are shown in Tables I-IV for both channels with the notation
a =
∫
d2p
(2π)2
gp2
[p2 + η2]2
, b =
∫
d2p
(2π)2
gη2
[p2 + η2]2
. (50)
A systematic property of the eigenvalue sets consists in the total number of zero eigenvalues per LC and
MC channels together. There are always 4 with the only important exclusion of the totally degenerated
disorder which couples to the unity matrix on the extended space Σ00. In the latter case the number of zero
eigenvalues is doubled; i.e., 8 instead of 4. This observation is linked back to the continuous symmetry on
the configuration space which spontaneously breaks down in order to give rise to the gapless excitations
is the same for all disorder types [32,33,40]. In the case of Σ00–case the symmetry lives in a space which is
twice as large, cf. Appendix C. This explains the higher number of massless modes. The order parameter
in all cases is the scattering rate η.
Within the functional–integral approach we obtain the same sets of eigenvalues for the various disorder
types, as summarized in Tables I-IV. A direct correspondence between the modes of LC– and MC–channel
on the one hand, and the fermionic and the bosonic field on the other can be obtained for the random
matrices with Σ01 and Σ32. These cases are related to the Type 1 conductivity (cf. Tables I and II). For
Σ33, which is Type 2 conductivity (Tables III and IV), the full set of eigenvalues in LC–channel (with no
zero eigenvalues) is reproduced in both bosonic (Q and P ) channels, while the full set of eigenvalues of
MC–channel arises from the fermionic channel. Thus, the full equivalency of both averaging procedures
is established.
Since both conductivity types occur due to the spontaneous breaking of the same continuous symmetry,
the origin of the different transport properties must be in the discrete transformations of the effective
Hamiltonian on the configuration space. These symmetries are difficult to realize within the pertur-
bative approach of Section IV but can be recognized using functional integral representation which we
discussed in Section III. The generator T with T T = 1 can be considered as an effective time–reversal
transformation, when it distinguishes Hamiltonian H0 and the random part V through the following
properties:
a) H0 = T H
T
0 T , b) V = −T OVOT . (51)
Eq. (51a) is solved either for T = Σ02 or T = Σ32. Combining this with the chiral symmetry condition of
Eq. (14) for the full Hamiltonian we make the following general observation: If a matrix Σij obeys both
equalities
a) Σij = T OΣijOT , and b) Σij = −OΣijO, (52)
for O = Σ01, T = Σ32, we have
T (HT0 +OVO)T = (H0 + V ) . (53)
This is valid for all matrices in V which lead to the Type 2 conductivity, (i.e., for Σ03,Σ33,Σ12,Σ22), which
therefore all disobey Eq. (51b) while satisfying Eq. (52b). On the other hand, none of the corresponding
matrices in V for the Type 1 scenario (i.e., for Σ00,Σ01,Σ02,Σ30,Σ31,Σ32,Σ10,Σ11,Σ13,Σ20,Σ21,Σ23)
fulfill Eqs. (52) simultaneously. Thus, the relations (52) characterize Type 2 conductivity, the absence of
them characterizes Type 1 conductivity.
VI. DISCUSSION
The vast body of literature which exists on the subject of the disordered Dirac electron gas raises a nat-
ural question of how results presented in this paper are related to previous theoretical and experimental
findings. Particularly the weak-localization approach [2,3,13,15,18] deserves special attention. It is com-
monly believed to represent the fastest and most natural way to describe the transport in conventional
disordered metals. In its essence it allows to compute so-called perturbative quantum corrections to the
classical Drude-Boltzmann conductivity and appears in the form of infinite series of Feynman diagrams.
Clearly, such an expansion is possible only in the parametric region close to the classical regime; i.e.,
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for weak quantum fluctuations. A contribution to the Kubo formula comes from the velocity–velocity
correlation function
σµµ ∼ tr vµG+vµG−, (54)
where G+(G−) represents the advanced (retarded) Green’s function. It is dominant in Kubo formula
of a one-band system [22] and accounts for the most important corrections to the conductivity. In
particular, the corrections arising by summing up the so–called maximally crossed diagrams, shown
schematically in appendix in Fig. 1. The absence of an extended Fermi surface in the half-filled nodal
systems has led to the incorrect perception that the ’ladder’-approximation would break down for the
nodal systems. Consequently, in the overwhelming majority of investigations which employ the weak-
localization approach, the Dirac electron gas is considered to be doped; i.e., a chemical potential is
introduced to create a Fermi circle instead of the Fermi node, which makes it similar to conventional
metals. Precisely at the node the reduced Kubo formula in Eq. (54) has its limitations, cf. Appendix E.
However, a closer inspection of the Dirac node reveals that in the Dyson-Schwinger (or self-consistent
Born) approximation disorder generates an exponentially small momentum scale ∼ a−1 exp(−2π/g) for
the leading term of the perturbation series [23–26]. This solves the problem of the spurious and unphysical
logarithmic singularities found in the expansion around the trivial vacuum with a vanishing density of
states of Ref. [53], which was also discussed previously for the band edges in a one-band model some time
ago [54,55]. In other words, the self-consistent approximation provides a non-trivial vacuum state with
non-zero density of states around which a perturbative expansions appears with finite non-singular terms.
The onset of that scale in the density of states for weak disorder is clearly seen numerically [50–52] but
also, which is even more important, experimentally [7].
In summary, our approach, based on the expansion around a non-trivial vacuum, reproduces correctly
the experimental transport results, whereas the expansion around the vacuum with a vanishing density
of states [53] clearly contradicts the latter with a divergent conductivity. This divergency needs to be
cut off by an additional artificially introduced scattering time. This step is rather confusing, since even
in the classical Boltzmann approach the elastic random scattering creates a finite conductivity.
Fortunately, through the discovery of graphene it became possible to test the various theoretical pre-
dictions with experimental measurements. In the past our approach [27] has been compared with ex-
perimental work, including the seminal article on graphene by Novoselov et al. on graphene [6] and
showed good agreement. More recently we also compared our theoretical results for finite-size scaling
with experimental results [34], and found excellent agreement. Moreover, we have used two different ap-
proaches in this article, namely a functional integral approach based on symmetry considerations (Sect.
III) and a perturbative approach based on the Bethe-Salpeter equation (Sect. IV), and the results of
both approaches agree.
VII. CONCLUSIONS
Despite decades of intense research several aspects of the disorder physics are still challenging. Novel
low–dimensional materials defy traditional views and reveal a new and hitherto unexpected physics. The
dc conductivity of 2d disordered nodal electron gases represents a striking example of that kind. Following
the traditional theories it must necessarily disappear in infinite systems no matter how weak the disorder
is. Yet the experimental evidence clearly speaks against this perception. Numerous attempts to reconcile
those facts ultimately made the internode scattering processes responsible for localization. According to
this hypothesis, once such processes are realized in the physical systems, it must inevitably become an
insulator.
In this work we performed an extensive studies of the dc conductivity of chemically neutral disordered 2d
binodal Dirac or Weyl electron gas aiming at the question, how the internodal scattering affects the trans-
port in such systems. Using the version of the Kubo–Greenwood formula based on the density–density
correlation function, we compared two technically very different approaches to the disorder averaging:
the perturbative weak scattering technique and the non–perturbative functional integral approaches. For
a large number of disorder potentials we obtained from both approaches the same diffusion propagators,
which eventually give rise to the conductivity. Our findings reveal a very simple picture of what hap-
pens in those systems. There are only two distinct conductivity types, the one which yields a universal
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conductivity value in infinite systems and the second which reveals a logarithmically suppressed conduc-
tivity. However, in contrast for instance to the weak–localization theory, even in the latter case Anderson
localization never occurs and the system remains a conductor. The internode scattering can be definitely
ruled out as the primary cause of the localization in nodal systems, since both conductivity types are
observed for both inter- and intranode scattering potentials. A similar statement can also be made for the
wide spread perception on the role of discrete symmetries of the microscopic Hamiltonians. While they
definitely are important as we demonstrate in the present work, there is no direct connection between
the Cartan classification of the microscopic random Hamiltonian and the localization properties. At this
stage, the true reason why the transport follows different types for different random potentials remains
inconclusive.
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Appendix A: Diffusion and conductivity
Starting from the transition probability
Prr′(t) =
∑
j,j′
〈|〈r, j|e−iHt|r′, j′〉|2〉g, (A1)
with 〈· · · 〉g denoting the disorder averaging we can calculate the diffusion coefficient as
D = lim
ǫ→0
ǫ2
∑
r
(rk − r
′
k)
2
∫ ∞
0
dt Prr′(t)e
−ǫt . (A2)
With the Green’s function G(z) = (H − z)−1, we can write for the integral∫ ∞
0
dt Prr′(t)e
−ǫt =
∫
dE Trd {Grr′(E + iǫ) [Gr′r(E − iǫ)−Gr′r(E + iǫ)]} , (A3)
where Trd is the trace with respect to the spinor index. Only the contribution with poles on both sides
of the real axis is relevant. Then we can write
D = lim
ǫ→0
ǫ2
∑
r
(rk − r
′
k)
2
∫
dE Trd [Grr′(E + iǫ)Gr′r(E − iǫ)] . (A4)
Appendix B: Proof of Eq. (13)
Our aim is to give a proof for Eq. (13)
det[iǫ1 +H0 + V ] = det[iǫ1 +H
T
0 −OVO], (B1)
for HT0 = −OH0O, OO = 1 and Trd[H0 + V ] = 0, that is
HT0 −OVO = −O[H0 + V ]O (B2)
Be λi and µi eigenvalues of matrices iǫ1 +H0 + V and iǫ1 +H
T
0 −OVO, respectively, then Eq. (B1) is
equivalent to
2N∏
i=1
λi =
2N∏
i=1
µi. (B3)
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The eigenvalues in turn follow from the solutions of the corresponding secular equations
det[(λ− iǫ)1−H0 − V ] = 0 = det[(µ− iǫ)1−H
T
0 +OVO], (B4)
such that λ′ = λ − iǫ and µ′ = µ − iǫ represent the eigenvalues of random Hamiltonians H0 + V and
HT0 −OVO, respectively, and therefore real numbers. Then with Eq. (B2) follows
det[λ′1−H0 − V ] = 0 = det[µ
′1−HT0 +OVO] = det[O(µ
′1 +H0 + V )O], (B5)
i.e.
det[λ′1−H0 − V ] = 0 = det[µ
′1 +H0 + V ], (B6)
which obviosly implyes λ′i = −µ
′
i. Because random Hamiltonians are traceless, the eigenvalues of d
dimensional matrices always appear in bundles, each of which sums up to zero separately, e.g. in d=2
there are only two with opposite sing; in our case d=4 there are two pair with opposite sing λ′i → ±|λ
′
i|,
i.e. µ′i → ∓|λ
′
i|. Then Eq. (B3) becomes
N∏
i=1
(iǫ+ |λi|)(iǫ− |λi|) =
N∏
i=1
(iǫ− |λi|)(iǫ + |λi|),
which obviously proofs Eq. (13).
Appendix C: Embedding of the totally degenerated random potential
In order to imbed the totally degenerated disorder which couples to the matrix Σ00 into the functional
integral formalism of Section III we use the fact that 〈V 2n+1〉g = 0 for any integer n, i.e. the sign of
the random potential in the Hamiltonian does not affect the ultimate results. Then we can write the
two–particles Green’s function as
Krr′ =
1
2
Tr4〈[iǫ+H0 + V ]
−1
rr′[−iǫ+H0 + V ]
−1
r′r〉g +
1
2
Tr4〈[iǫ+H0 − V ]
−1
rr′ [−iǫ+H0 − V ]
−1
r′r〉g
=
1
2
Tr8〈

 iǫ+H0 + V 0
0 iǫ+H0 − V


−1
rr′

 −iǫ+H0 + V 0
0 −iǫ+H0 − V


−1
r′r
〉g, (C1)
and carry out calculations in this extended representation.
Appendix D: Dyson and Bethe–Salpeter equations in weak scattering regime
We briefly recapitulate the derivation of the disorder averaged Green’s function for the case of weak
scattering. To keep the notation simpler, here we use the symbol 〈· · · 〉 to denote the ensemble average.
We start with the expansion of the microscopic Green’s function into the geometric series:
G = [G−10 + V ]
−1 ∼ G0 −G0V G0 +G0V G0V G0 −G0V G0V G0V G0 · · · (D1)
Applying the averaging procedure in accord with Eq. (7) we may drop all terms containing odd powers
of V . Then rearranging we get:
〈G〉 = 〈G0 +G0V G0V G0 +G0V G0V G0V G0V G0 · · · 〉
= 〈G0 +G0V G0V (G0 +G0V G0V G0 +G0V G0V G0V G0V G0 · · · )〉
∼ G0 +G0〈V G0V 〉〈G〉 = G0(1 + 〈V G0V 〉〈G〉), (D2)
where we made use of the weak scattering conjecture. This yields the renormalization of G:
〈G〉 ∼
(
G−10 − 〈V G0V 〉
)−1
∼ G¯. (D3)
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In an analogous fashion we consider the two–particle Green’s function:
〈G+G−〉 = 〈
(
[G+0 ]
−1 + V
)−1 (
[G−0 ]
−1 + V
)−1
〉. (D4)
We expand the Green’s function into the geometric series:
〈G+G−〉 = 〈
(
G+0 −G
+
0 V G
+
0 +G
+
0 V G
+
0 V G
+
0 · · ·
) (
G−0 −G
−
0 V G
−
0 +G
−
0 V G
−
0 V G
−
0 · · ·
)
〉
= G+0 G
−
0 + 〈(G
+
0 V G
+)(G−0 V G
−)〉 −G+0 G
−
0 〈V G
−〉 − 〈G+V 〉G+0 G
−
0 . (D5)
For assumed weak scattering the last two terms are of the order zero and we may retain only first two
terms which allow for self–consistency
〈G+G−〉 ∼ G+0 G
−
0 + 〈(G
+
0 V G
+)(G−0 V G
−)〉. (D6)
Expanding it in a matrix basis and exploiting the weak scattering conjecture we furthermore have
〈G+ijG
−
kl〉 ∼ G
+
0,ijG
−
0,kl + 〈G
+
0,iaVabG
+
bjG
−
0,kαVαβG
−
βl〉
∼ G+0,ijG
−
0,kl + 〈G
+
0,iaVabG
−
0,kαVαβ〉〈G
+
bjG
−
βl〉, (D7)
which then reversibly rewritten reads
G+0,ijG
−
0,kl ∼
[
δibδkβ − 〈G
+
0,iaVabG
−
0,kαVαβ〉
]
〈G+bjG
−
βl〉 = 〈[1− (G
+
0 V )(G
−
0 V )]〉ik;bβ〈G
+
bjG
−
βl〉. (D8)
The expression on the left hand side is invariant under the averaging procedure, i.e. we can rewrite the
last equation as follows:
〈
[
1− (G+0 V )(G
−
0 V )
]
ik;bβ
(
[1− (G+0 V )(G
−
0 V )]
−1
bβ;nmG
+
0,njG
−
0,ml − 〈G
+
bjG
−
βl〉
)
〉 = 0. (D9)
Making again use of the weak scattering conjecture we obtain the Bethe–Salpeter equation
〈G+njG
−
ml〉 ∼ 〈[1 − (G
+
0 V )(G
−
0 V )]
−1〉nm;ikG
+
0,ijG
−
0,kl (D10)
which is the equation we have to evaluate. Expanding the disorder matrix in (D10) into the geometric
series we get
〈[1− (G+0 V )(G
−
0 V )]
−1〉nm;ik = δniδmk + 〈(G
+
0 V )ni(G
−
0 V )mk〉
+ 〈(G+0 V )nα(G
−
0 V )mβ(G
+
0 V )αi(G
−
0 V )βk〉+ · · · . (D11)
Then performing the average in accord with Eq. (7) by means of the Wick theorem we get
〈[1 − (G+0 V )(G
−
0 V )]
−1〉nm;ik ∼ δniδmk + g(G
+
0 Σ)ni(G
−
0 Σ)mk +
+ g2[(G+0 Σ)nα(G
+
0 Σ)αi][(G
−
0 Σ)mβ(G
−
0 Σ)βk] (D12)
+ g2[(G+0 Σ)nα(G
−
0 Σ)mβ ][(G
+
0 Σ)αi(G
−
0 Σ)βk] (D13)
+ g2[(G+0 Σ)nα(G
−
0 Σ)βk][(G
+
0 Σ)αi(G
−
0 Σ)mβ ] (D14)
+ higher orders.
Line (D12) represents a self–energy contribution. The total effect arising from summing all diagrams
in this class can be accounted by the replacement of naked propagators by the renormalized ones, i.e.
G±0 → G¯
± via ǫ→ ǫ + η. The diagram class given by the complete geometric series
(1− t)−1
rr′|nm;ik = δrr′δniδmk + g
[
(G+0 Σ)ni(G
−
0 Σ)mk
]
rr′
+ g2
[
[(G+0 Σ)nα(G
−
0 Σ)mβ ][(G
+
0 Σ)αi(G
−
0 Σ)βk]
]
rr′
+ · · ·
=
[
1− g(G¯+Σ)(G¯−Σ)
]−1
rr′|nm;ik
, (D15)
is called the ladder class. The corresponding diagrammatic representation is shown in Fig. 1 on the left.
For manipulations in Line (D14) we note that (G¯−Σ)ab = (G¯
−Σ)Tba, where, the transposition operator
15
✗ ✗ ✗ ✗
✗ ✗ ✗ ✗
✗ ✗ ✗ ✗
✗ ✗ ✗ ✗
FIG. 1: A generic diagram from the ladder (left) and from the maximally crossed (right) class.
T applies to all degrees of freedom, i.e. to the spatial ones as well. This class of diagrams is called the
maximally crossed class and is shown in Fig. 1 on the right. This series is incomplete with missing zero
and first order terms. Introducing them we can perform the summation of this diagram class, obtaining
(1 − τ)−1
rr′|nk;im = δrr′δniδkm + g
[
(G¯+Σ)ni(G¯
−Σ)Tkm
]
rr′
+ g2
[
[(G¯+Σ)nα(G¯
−Σ)Tkβ ][(G¯
+Σ)αi(G¯
−Σ)Tβm]
]
rr′
+ · · ·
=
[
1− g(G¯+Σ)(G¯−Σ)T
]−1
rr′|nk;im
. (D16)
Neglecting higher order diagrams we then obtain
〈G+njG
−
ml〉 ∼
([
1− g(G¯+Σ)(G¯−Σ)
]−1
nm;ik
+
[
1− g(G¯+Σ)(G¯−Σ)T
]−1
nk;im
−
[
1 + g(G¯+Σ)(G¯−Σ)T
]
nk;im
)
G¯+ijG¯
−
kl, (D17)
where first term in the parenthesis denote the ladder channel matrix, second term the maximally crossed
channel matrix and the remaining terms are introduced in order to avoid the double counting. Addressing
Eq. (31) it is clear, that none of the elements from the second line can develop a ǫ−2 singularity and thus
disappear from the conductivity in the dc limit. Therefore we ignore them in further analysis.
Appendix E: A pecularity of the reduced Kubo formula Eq. (54)
The reduced Kubo formula given in Eq. (54) provides for a numer of wrong predictions for nodal
electrons. For instance, it yields a finite dc conductivity for the clean system with a gap in the spectrum.
Indeed, at zero energy and in dc limit the Green’s functions are simply
G± = [−i∇ · σ +mσ3]
−1 (E1)
and hence Eq. (54) yields
σµµ =
e2
~
Tr
∫
d2q
(2π)2
[q · σ +mσ3]σµ[q · σ +mσ3]σµ
[q2 +m2]2
∼
e2
2π~
. (E2)
This strange result is solely because of the neglected contributions of the type G±σµG±σµ, which anni-
hilate it in the full Kubo formula:
σµµ ∼ Tr
∫
d2q
(2π)2
[
G+(q)−G−(q)
]
vµ
[
G−(q)−G+(q)
]
vµ, (E3)
if Eq. (E1) is used. The equivalence of Eq. (E3) and Eq. (9) for translationally invariant systems is
easily shown using the matrix identities G±(q)−G∓(q) ∼ 2iǫG±(q)G∓(q), the definition of the velocity
operator v ∼ ∇qH , and an integration by parts. Therefore while studying transport in nodal systems,
the full Kubo formula has to be used.
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