In a previous paper, the author introduced a class of multivariate rational interpolants, which are called optimal Padé-type approximants (OPTA). The main goal of this paper is to extend classical results on convergence both in measure and in capacity of sequences of Padé approximants to the multivariate case using OPTA. To this end, we obtain some estimations of the size of multivariate polynomial lemniscates in terms of the Hausdorff content, which we also think are of some interest.
Introduction
Our interest in measuring polynomial lemniscates in several variables mainly comes from our research on multivariate rational approximation (see the previous papers [12, 13] ). In those contributions we gave convergence results of Montessus de Ballore type for a new class of multivariate rational approximants (which we call optimal Padé-type approximants, on the sequel OPTA), which in the univariate case extend the classical Padé approximants. Other extensions of the Padé approximants to the multivariate case can be found in recent surveys [8, 16] and references therein.
As in the univariate case, to obtain more general results on convergence of Padé approximants we should not consider the usual uniform convergence but instead weaker notions of convergence, such as convergence in Hausdorff contents or in (logarithmic) capacity, among others. To obtain these convergence results on multivariate Padé approximants, we need to obtain nice estimations of the size (in terms of Hausdorff contents, logarithmic capacity or other estimators) of the lemniscate E (P , r, ε) = (z 1 . This is the approach followed in the univariate case; see the first contributions in this sense ( [29, 21, 23] , among others). Now, following [15] which is more suitable for our purposes, let us state some results of the theory of univariate Padé approximants which we shall try to extend to our OPTA. First, let us introduce some notations and definitions. On the sequel h will denote the Hausdorff content of order . Recall that if is a domain in C, and a function defined in (with values in C), we say that a sequence of functions n , meromorphic in , converges to with respect to the h -measure inside if for any compact set K ⊂ and ε > 0 we have h z ∈ K : − n (z) ε → 0 as n → ∞.
Analogously, it is defined the convergence in capacity inside . By an inequality of H. Cartan, we know that h (E) 18 (2cap (E) ) (see for example [20, p. 203] ), and thus, it easily follows that if a sequence n converges to in capacity inside , then for any > 0 this sequence also converges to in h -measure inside . Finally, we say that the sequence n converges to h -almost uniformly inside if for any compact set K ⊂ and any ε > 0 there exists a set K ε ⊂ K such that h (K\K ε ) < ε and the sequence n converges uniformly to on K ε .
Next, we recall the definition of (univariate) Padé approximants. Given a (possibly formal) power series We now show the results that we shall extend to the multivariate case. The paper is organized as follows. Section 2 is devoted to obtain nice estimations of the size of the polynomial lemniscate (1.1). In Section 3, we use these estimations to obtain extensions of convergence results for "pseudo-rows" (Theorems 1.1 and 1.2) and Nuttall-Pommerenke type theorem for a broad class of sequences (Theorem 1.3). In Section 4, some illustrative numerical examples are displayed. Finally, proofs of the results are found in the last section.
Theorem 1.1 (From Theorem 1 in [15]). Let f be holomorphic in a neighborhood of the origin and meromorphic in a disc D with center the origin, and let (f, D) be the number of poles of f in D ( (f, D) ∞). Let {m n } be an arbitrary sequence of natural numbers satisfying

On the size of polynomial lemniscates
, and r, ε > 0. Given a polynomial P of degree n at most in each variable, the problem consists in finding a suitable estimation for the size of the lemniscate
where the polynomial is normalized such that
We only consider the case 0 < ε < 1, because for ε 1 the lemniscate trivially agrees with the whole polydisc z : z j r, 1 j d . Our purpose is getting different estimations of the size of these lemniscates. Hereafter, m 2d will denote the usual Lebesgue measure in C d ≈ R 2d , and for any > 0, h will denote the -dimensional Hausdorff content, that is, for a subset
where d ( ) is the diameter of the set . We now recall two extensions to several variables of the logarithmic capacity, the so-called product capacity and the Favarov's capacity used by Cuyt et al. in [10] . Though there exists a variety of extensions of capacity to sets in C d , we prefer to use those, following Cuyt et al. in [10] , because they are useful to obtain our estimations.
The logarithmic capacity of a compact E ⊂ C may be defined as
If we now have a compact E ⊂ C d , we define by induction,
As shown in [10] , this definition provides a product capacity in the sense that if
On the other hand, the Favarov's capacity of a set E ⊂ C d is given by 
where C 1 is a constant not depending on r, P , ε, n.
The above result can be used to provide results on the convergence of rational approximants in several variables following the approach used by Cuyt et al. in [9] . They also provide estimations for the Hausdorff content of the lemniscate (2.1) for the univariate case in [10] , but do not consider the multivariate one. An estimation for the multivariate case will be presented in this paper, and this fact will enable us to extend classical results (Theorems 1.1, 1.2 and 1.3) of convergence of rational interpolants in Hausdorff content to the multivariate case.
First, we consider an auxiliary Sobolev type capacity, following [17] .
Let denote an open subset of R N . For a function ∈ C ∞ ( ), we consider the norm
where ∇ = * 1 , . . . , * N is the gradient of , and 1 < p < ∞. The Sobolev space H 1,p ( ; dx) is defined to be the completion of
with respect to the norm · 1,p , and the space H
3)
The number cap p (K, ) is called the p-capacity of the condenser (K, ).
Remark 2.3. The set W (K, )
in the definition can be replaced by a larger set 
We use Proposition 2.4 to obtain an estimation of the Hausdorff content of the lemniscate (2.1). 
The above estimations are not sharp, but they are suitable for our purpose. Nevertheless, the approach to obtain sharp estimates will be treated in a forthcoming paper. Now, the following result allows us to restrict our attention only to h , For the sake of completeness, to end this section we get an estimation of the size of the lemniscate (2.1) in terms of the following capacity:
For each fixed non-pluripolar compact subset B ⊂ C d , we introduce (following [1, 25] ) the Chebyshev constant associated to a compact subset
where deg P is the total degree of the polynomial P. This constant can be extended to Borel subsets of C d using methods from Pluripotential theory. Then, it is a generalized Choquet capacity on any bounded domain in C d , which is outer regular (see [25] ). When K ⊂ B, this capacity is called the relative logarithmic capacity of K with respect to B in C d . Moreover, this capacity is comparable to another invariant capacity called the relative Monge-Ampère capacity (see [3] for the definition and [1] for the comparison).
Thus, for r > 0 and 0 < ε < 1, let B = z : z j r, 1 j d and let P a polynomial of total degree n normalized by (2.2). Then we have that
Therefore, given a polynomial P of degree n at most in each variable normalized by (2.2), since deg P dn, we have the following estimation of the polynomial lemniscate (2.1)
Using this capacity, estimates for the Hausdorff content of the polynomial lemniscate [28] and for the Lebesgue measure of the polynomial lemniscate [27, 4] have been recently obtained. Those results are similar to Corollary 2.6 and Theorem 2.1 but taking the total degree of a polynomial, in place of the degree in each variable separately. Thus, for the polynomial P (z) = (z 1 · · · z d ) n the estimates given by Corollary 2.6 and Theorem 2.1 are better, while for the polynomial P (z) = z n 1 the estimates given in [28, 4] are more appropriate. Nevertheless, the estimates obtained in this section are good enough for our purposes.
Convergence of rational approximants
Definitions and auxiliary results
Hereafter we make use of standard multi-index notation, that is, for
, and 0, we denote:
In the same way, for two given sets A, B ⊂ N d , the "sum" of these sets (related to the set of exponents corresponding to the product of two polynomials) is defined by
Analogously, the "difference" set is given by
We now recall the definition and main properties of a class of multivariate Padé-type approximants, which we call OPTA introduced in [12] .
Let d ∈ N\ {0}, and consider a (possibly formal) power series f (
we define f = 0 for consistency).
1, we say that the rational function r is a strong (weak, respectively) OPTA of f for N, M, R, if the following holds, The following definition is useful to provide results of geometrical convergence of OPTA sequences. 
A sequence of rational functions (r k ) k∈N is said to be a -geometrically strong (weak
On the other hand, since from the definition of OPTA the computational viability of these approximants does not seem clear, we must point out that the definition above does not essentially depend on the norm, which enables us to replace the 1 -norm by any p -norm (for instance, p = 2). Thus, these OPTA can be computed in practice by a straightforward procedure (see the numerical examples displayed in [12, 13] ), since their denominators arise as least-squares solutions of overdetermined systems of linear equations. Now, let us introduce some notation. For a non empty finite set N in N d and v ∈ R d with v > 0, we denote
where for simplicity we write
where for simplicity we write 1 [19, pp. 32-33] , for the definition), a vector v ∈ R d with v > 0, and a polyradius R > 0, we shall denote
where P (z, r) denotes the polydisc centered in z ∈ C d and polyradius r > 0 (observe that if
Convergence results
In what follows, we suppose that f is an holomorphic function in a neighborhood of the origin and "strongly" meromorphic (respectively, "weakly") in a complete Reinhardt domain D in C d . These notions of strongly and weakly meromorphic functions are given in the following sense. We say that f is strongly meromorphic in D if for each polyradius R > 0 such that P (0, R) ⊂ D, there exists a polynomial Q, with Q (0) = 0, such that fQ is holomorphic in the polydisc P (0, R). For the weakly meromorphic, replace the condition Q (0) = 0 by the weaker Q = 0.
We also suppose throughout this paper that the sequence (M k ) ∞ k=1 (related to the denominators of the rational approximants) satisfies the following condition: for each polyradius R > 0 such that P (0, R) ⊂ D, there exists a polynomial Q ∈ M , with Q (0) = 0 (Q = 0, for the weak version) such that fQ is holomorphic in the polydisc P (0, R) and there exists k 0 such that M ⊂ M k for k k 0 .
We are now in a position to state our main convergence results.
Extensions of Theorem
The same result holds if h is replaced by 
We improve this result in the next theorem by imposing that the sequences satisfy a certain natural condition. Thus, we obtain convergence in h / 
The same result holds if we replace h by (T u 
where r = R v .
Remark 3.10. As above, in Theorem 3.9 we have the freedom to select the sequences (N k )
and (M k ) ∞ k=1 , but we need to choose a suitable polyradius R such that P (0, R) ⊂ D, in order to ensure almost-uniform convergence in P (0, R). As above, we improve this result in the next theorem, with relative independence on the choice of R, by imposing that the sequences of lattices satisfy a certain natural condition. 
where r = R u v . Remark 3.13. Observe that in Theorem 3.9 (Theorem 3.11), the set where
Extension of Theorem 1.3.
All the results above are related to "pseudo-rows" type sequences of rational approximants. We now establish convergence results for a wide class of sequences. For this purpose, we show some partial extensions of the so-called Nuttall-Pommerenke type theorem (Theorem 1.3). 
1 (k) < ∞, then for each polyradius r > 0 and > 0, we have that for any with 2d − 2 < 2d,
The same results hold if we replace h by Remark 3.15. As above, in Theorem 3.14 part (ii) we can improve the result obtained in Theorem 3.14 part (i) by imposing a natural condition to be satisfied for the sequences of lattices. Therefore, in Theorem 3.14 part (ii) the convergence in h / 
with u > 0, the conditions in Theorem 3.14 part (ii) hold provided that lim
Numerical example
In order to illustrate the convergence results analyzed in the previous section we show some numerical examples. The results displayed in the tables below are related to the function f (x, y) = exp(x+y) 1−2(x+y)+x 2 +y 2 , with fQ being holomorphic in C 2 when we take Q (x, y) = 1 − 2 (x + y) + x 2 + y 2 . Numerical results of rational interpolation for this function have been previously shown in [6] and in our previous contributions [12, 13] . In fact, in those contributions several examples showing our extension of the Montessus de Ballore theorem to several variables were displayed. Moreover, the results were compared with those obtained by Cuyt in [6] , using the multivariate Padé approximants introduced in [11] . For each n ∈ N consider the sets N n = ∈ N 2 : 1 + 2 n , and for n, m ∈ N and s ∈ (0, ∞) denote by r n,m;s the unique (in this case) rational function for which the conditions of Definition 3.1 hold, with N = N n , M = N m and R = (s, s), so that in this case the denominator vector is taken as a minimal of the right-hand side in Definition 3.1(b) with respect to the least squares norm 2 [12] . It is easy to check that for u = (1, 1) and the sequence r n,[n 2/3 ];s n∈N (respectively, r n,n−1;s n∈N ) the hypotheses in Theorems 3.6 and 3.11 (respectively, Theorem 3.14 part (ii)) are fulfilled. These symmetrical choices for the sets N, M and R are natural if we take into account the symmetry properties of f. Under these conditions, in the tables below the error f − r n,m;s attained in a Results displayed in Tables 1 and 2 correspond to the point z 1 = (1, 1) which not belongs to the domain of convergence of the Taylor series of f. In Table 1 , we show the sequence of errors E n,[n 2/3 ];s (z 1 ) for s = 4 and 1 to show that the results are rather independent of the choice of the polyradius. It is easy to see that the speed of convergence is similar for the OPTA sequences corresponding to s = 1 and 4, although we might expect, in principle, better results for the first one. In addition, the speed of convergence of these two sequences is similar than the corresponding for the sequence R [n/[n 2/3 ]] f z 1 n∈N , which is displayed in the fourth column.
In Table 2 , we show the sequence of errors E n,n−1;s (z 1 ) for s = 1 and 4. It is easy to see that the speed of convergence is similar for those sequences, although the first one seems to be, in principle, the most suitable. In addition, the speed of convergence of these two sequences is similar than the corresponding for the sequence R [n/n−1] f z 1 n∈N , which is displayed in the fourth column.
In Table 3 , the results displayed are similar to those shown in Table 1 , but now the errors are evaluated at the point z 2 = (1.64, 1.64) which is close to the singularities of f .
Proofs
Proofs of Section 2
A number of auxiliary results are needed before proving the main results in Section 2. 
Proposition 5.1 (Proposition 2 in [5, p. 6]). Let f be holomorphic in a domain
and for ε > 0 let
Then, if we denote by
Proof. It is clear that is empty for ε a. If 0 < ε < a, choose u d and u j , 1 j d − 1, such that |u d | 2r, u j r and P u , u d = a n . With this choice, Q (z d ) = P u , z d /a n is a polynomial of degree n in z d , such that 
Proof. If P does not depend on the variable z j , the proof is trivial. Hence, suppose, without loss of generality, that j = 1 and P depends on the variable z 1 , and apply induction on d.
For d = 1, we have, by Hölder's inequality:
where
An upper bound of A 1 can be obtained by applying Theorem 1.1 in [10] . Thus, we have that
In order to get an upper bound of A 2 , let us consider for w, z ∈ C, the polynomial Q (w, z) = P (z) − w. Since P (z) is not a constant, we have that for every fixed w ∈ C, all the roots of 
If we now perform the change of variable z = i (w) , P (z) = w, which implies that
where D ε,r,i = w ∈ D : ε n < |w| (2ε) n and | i (w)| 2r . Thus, by a change to polar coordinates, 
Thus, by applying the induction hypothesis to the polynomial
Thus, if for each integer j 0 we take
1/n and l = log 2 (a/ε) (where, as usual, [x] denotes the integer part of a number x), by applying Lemma 5.2 and taking into account that a 1, we have
which completes the proof.
The following auxiliary results given in [17] are also needed. 
Lemma 5.5 (Lemma 1.26 in [17, p. 23]). If is bounded and u
Proof of Theorem 2.5. Again, if the polynomial P is a constant, the proof is trivial because E (P , r, ε) = ∅. Suppose that P is not a constant polynomial with n 1. Given the real numbers s, , R, such that 0 < < R, consider the function 
Therefore, it is sufficient to prove that
With respect to the first term, we have
and, by Theorem 2.1, we obtain
As for the second term, if we denote by E = E (P , 2r, 2ε) \E (P , 2r, ε), we can write , and also for z ∈ E and 1 j d,
it yields
Thus,
Therefore, applying Lemma 5.3, we have 
Proofs of Section 3
We first need the following lemma.
Lemma 5.6. Let p 1 and p 2 be two polynomials in the variables z 1 , . . . , z d of total degree n 1 and n 2 at most, and let R > 0 a polyradius. Then we have
Proof. Let us first suppose that d = 1 and R = 1. Thus P (0, R) = D. Consider the function
, t ∈ (0, 1) and, for each A ∈ (0, 1) take the sets
Then, we know that (see [18, p. 289 
.
and therefore
and therefore, we conclude that
Finally, in the general case, let a i ∈ *P (0, R) such that |p i (a i )| = p i ∞,P (0,R) for i = 1, 2. Now, consider the polynomials
Thus, taking into account (5.7) and since q i ∞,D = p i ∞,P (0,R) , with q i a polynomial of degree n i at most, for i = 1, 2, the proof is completed. , whereq k andp k denotes the normalization of the polynomials q k and p k in order to satisfy that 1 = max
Now, for a fixed x ∈ P (0, r), we have
In order to get a bound for the first term, we have
The second term may be written as follows:
Now, from (5.8), (5.9), and since * v N k v (k), it follows:
On the other hand, since 1 = max 
Proof of Theorem 3.6. From Proposition 5.7, we know that for any > 0, (r k ) ∞ k=1 is a 1 -geometrically strong (respectively, weak) OPTA of f for (N k )
applying Theorem 3.4 with > 0 such that P 0, R u ⊂ D, we conclude the proof.
We now proceed to prove the results on almost uniform convergence. , whereq k andp k denotes the normalization of the polynomials q k and p k in order to satisfy that 1 = max
Now, take a real number p ∈ (max {1, 2d − } , 2) and set, for each k,
where On the other hand, proceeding as in the proof of Theorem 3.4, we have
where u k = |q k (0)| = max Proof of Theorem 3.14 part (ii). It is essentially the same proof as in Theorem 3.14 part (i), but now we take a different value of and try to get a bound for B (x) following a different approach. Indeed, there exists > 1 such that P (0, r) ⊂ P (0, R). Proceeding as in the previous proof, but now taking = R, we have that, for a fixed x ∈ P (0, On the other hand, as in the proof of Theorem 3.4, we have
where u k = |q k (0)| = max and hereafter the proof follows the same steps as the proof of Theorem 3.14 part (i), after (5.15).
