Finally it will be shown how this theory extends to switched dynamical systems and an algorithmic overview of how to do supervisory control will be shown towards the end.
I. INTRODUCTION
Recently a number of initial steps have been taken towards truly automatic control of switched dynamical systems [5] , [6] and the references therein. Giving a system the ability to automatically reconfigure itself has received enormous attention during the past decade, particularly in the fields of fault tolerant control (FTC) and navigation of autonomous robots. In the first case, the system dynamics can exhibit rapid changes, in the latter it is the environment's dynamics that changes. Common for both applications however are, that whenever a change occurs, the system will start to either recalculate a new control law, or select it from a set of preanalyzed and -programmed controllers. Albeit doable, such reconfigurations requires great computational resources; recourses, which are often not available on smaller autonomous platforms, thus a more efficient method is desired.
In the autonomous robot case the guidance problem has previously been handled by two different methods, one being model predictive control, [7] , [8] , where the constraints describe the safe area and the system trajectory is being simulated within a finite horizon through which the system is verified not to hit an unsafe area. Another approach has been to use energy shaping, in which obstacles are modeled as maxima of potential fields, and the control goal as the minimum, thus following the negative gradient vector field will lead to the goal [9] , [10] . Finally, and more recently, the problem has been addressed by [5] , where the system is modelled as an automaton. The control design is then reduced to a finite discrete state supervisor that satisfies system requirements. An application example of such a system in multi-robot planning can be found in [11] and in [12] it is applied to a switched system.
In the FTC case each fault scenario has a dedicated controller that has been developed for each of them. The switching between these controllers have then been left to a supervisory controller, which relies on reliable fault detection and isolation (FDI) methods to decide when to switch [13] .
This paper deals with combinatorial formulation for piecewise-affine control systems. It is thought as a carryover of [14] and [15] , which address the control problem for piecewise-affine systems on an arbitrary polytope that forces the solution trajectories of the closed loop system to either leave it or stay in it for ever. This paper merely considers the underlying discrete system. Interest of the control community in systems defined on simplicial objects has been initiated by [1] , [2] . Reachability and controllability on such systems have been studied before in [16] , [6] . Whereas previous methods have been based on the concept of a transition system, this paper focuses on its higher dimensional generalization, a simplicial complex.
In this paper a complete design flow for control on combinatorial hybrid systems will be given. Firstly the concepts of embedding a control system on a simplicial complex is introduced in section II and III. The main contribution of this paper is a formulation of a combinatorial dynamical system in section III. Section IV gives a practical relation between the combinatorial system and the original continuous system, which will be illustrated through an example. Finally control synthesis is addressed in section V, where the concept of a combinatorial dynamical system is expanded to include the hybrid nature of a class of hybrid systems. The section gives an overview and a conceptual example.
We use the following notation: Z is the set of integers, N is the set of natural numbers, Z + = {n ∈ Z| n ≥ 0}. A facet is a maximum dimensional face of a simplex. Throughout the paper it is assumed, that the system is given as a simplicial complex with associated affine systems defined on each simplex. It is outside the scope of this paper to go into the details of simplicial objects. For a more mathematical background on the usage of simplicial complexes the reader is referred to [17] , and more generally [18] and [19] .
Paraphrasing the definition of the hybrid automata in [20] and a hybrid system in [21] the hybrid systems definition employed in this paper is a pair of sets.
• A finite set of dynamic systems defined on manifolds.
• A finite set of transfer maps, which maps a subset of one manifold to another. 
II. COMBINATORIAL VECTOR FIELDS
In this section we introduce the central notion of this paper -a combinatorial vector field. The notion has been developed by R. Forman in [4] for studying topological invariants of CW complexes. Here it is extended to deal with nondeterminacy encountered in hybrid systems. The attention in this paper is restricted to geometrical properties of a combinatorial vector field. It is treated as a generator of flow. The notion of combinatorial flow lines is used in Section V for synthesis of supervisory control. For a more elaborate treatment of combinatorial vector fields see [17] .
where K n is the set of n-simplices in K.
Alternatively a combinatorial vector field is a setV of pairs of simplices (α, σ), where α is a maximal face of σ, and for which no simplex is in more than one pair. It is helpful to picture a combinatorial vector field on K by arrows, where the tail is at α and the arrow at σ, see Fig. 1 Intuitively condition 1 of Definition 1 means that the system is of the first order; geometrically it implies that the future simplices do not increase the dimension, see the definition of the flow map below. Condition 2 excludes merging the future cells. It is illustrated in Fig. 2 that splitting of flow is allowed whereas merging is excluded. In Definition 3 of a nondeterministic combinatorial vector field we shall allow both situations.
Since no simplex is in more than one pair inV , every cell σ of the simplicial complex K satisfies precisely one of the following conditions: 1) σ is the tail of exactly one arrow; 2) σ is the head of exactly one arrow; 3) σ is neither the tail nor the head of any arrow. A simplex that satisfies condition 3. is called a rest point. 2) σ / ∈ Im(V n ).
Definition 2 (Definition 1.3 of [4])
Section III indicates that the discrete behavior of a piecewise affine control system involves nondeterminacy induced by blocking more than one facet of a simplex. It seems therefore natural to omit condition 2 of Definition 1.
In the remainder of this section we shall develop a notion of flow of a nondeterministic combinatorial vector field, that is a map C n (K) → C n (K) which takes an n-simplex to its future n-chain (a linear combination of the simplices in the very next future, for more details on chain groups see [22] ).
Remark 1
The linear combination of simplices indicates nondeterminism in the future evolution. Thus for example τ → σ + γ means that the future of τ is σ or γ. In fact, the semantics adopted in this paper is such that any flow τ → aσ + bγ for a, b ∈ Z \ {0} indicates that the future of τ is σ or γ.
For simplicial complexes we may introduce the following definition of a combinatorial scalar product ·, · :
We extend it to the bilinear product ·, · : where d n i is the ith n-dimensional face. The map θ takes σ ∈ K n to a linear combination of the simplices in V −1 n (σ), as shown in Fig. 3 .
Discrete dynamics of a combinatorial control systems is encapsulated in the following definition of the flow.
Definition 4 A flow (of a nondeterministic combinatorial vector field) is the map
with ∂ n being the boundary map given by
Example 1 Consider the nondeterministic combinatorial vector field defined in Fig. 4 . Firstly, the flow at e 0 is computed:
The result is the 1-simplex e 4 , which corresponds to our expectation, as seen from Fig. 4 . Another flow of interest could be the flow from the 2-simplex A 4 :
Again the flow from A 4 to A 3 is found as expected.
The flow, Φ n , generates an n-flow line. An n-simplex, σ ∈ K n , belongs to the n-flow line with the initial n-simplex τ if there is k ∈ Z + such that σ, Φ k n (τ ) = 0. It is worth noticing that a flow line born in an n-simplex σ -a source -does not die in a sink, since it is a vertex (0-simplex). It dies in fact in an n-simplex belonging to the star of a sink.
With combinatorial vector fields defined, it possible to define the combinatorial counterpart of flow lines, which in the combinatorial setting will be called a V -path.
Definition 5
such that for all i ∈ {0, 1, ..., r − 1}
If σ 0 = σ r the V -path is called closed. Two closed Vpaths, γ,γ, are equivalent ifγ can be produced by selecting another starting point of γ.
A V -path is calculated by taking an initial simplex, σ 0 , and propagating its flow, i.e.:
Moreover, since non-determinism is allowed in this definition of flow the V -path is allowed to split into more paths, thus resulting in a tree of reachable locations compared to just a single track in the deterministic case. Chain recurrent sets are sets in which the flow of an element of the set will be cyclic within the set. Thus intuitively this is the case for rest points and non-stationary closed V -paths. More formally this means that:
there is a non stationary closed V -path γ with σ ∈ γ
As for dynamical systems, the notion of a Lyapunov function for a simplicial complex is desirable, and as shown in [4] and [23] it is possible to find a similar Lyapunov function, which has the property, that it is constant on the chain recurrent set, and outside the set it is the negative gradient of the function towards the set.
Definition 7 (Theorem 2.4 in [4]) Let R be a chain recurrent set. There is a function
where τ ∼ σ means that that they belong to the same path. This is to be understood in the following way: From the first definition, then a given V -path, not being a chain recurrent set, γ : σ
1 . . . will have the following relation:
which, as with continuous dynamical systems, means that the Lyapunov function is decreasing along the flow. The second condition in the definition above is saying, that for the chain recurrent set
the following relation:
Having drawn the parallels between continuous dynamical systems and combinatorial dynamical systems it is now possible to change the view to how a control system can be imposed on such combinatorial systems.
III. PIECEWISE-AFFINE CONTROL SYSTEM ON COMBINATORIAL MANIFOLDS
In this section we recall the notion of a combinatorial manifold M , as described in [24] -a simplicial complex of particularly regular structure. We associate to each simplex of maximal dimension in M a piecewise affine control system.
Let σ be an n-simplex. We say that a control vector field ξ : Im(σ) × R m → R n is piecewise-affine n-control system if ξ is defined by the piecewise-affine map
where x is an n vector, A is an n by n matrix, B is an n by m matrix, u is an m vector and a is an n-vector. (M, ξ) , where M = {M 0 , ..., M n } is a combinatorial nmanifold, and ξ = {ξ σ | σ ∈ M n } is a family of piecewise affine n-control systems.
Definition 8 A combinatorial n-control system is a pair
With a combinatorial n-manifold defined as in [25] . Let (M, ξ) be a combinatorial n-control system. A control objective for (M, ξ) is decomposed in [15] and [14] into two control problems posed for each n-simplex σ (in fact in [14] the authors treat more general problem of control synthesis on a polytope):
where F σ is an m by n matrix and g σ is an n-vector, such that it guarantees that all flow lines of the closed-loop systeṁ
starting at p ∈ Im(σ) leave the simplex, σ, in finite time by crossing one of the facets in S.
Problem 2
For a given σ ∈ M n find a control law (3) such that for any p ∈ Im(σ) the flow line φ p (t) of the closed-loop system (4) satisfies φ p (t) ∈ Im(σ) for any t ≥ 0.
We say that the control law (3) blocks a facet γ of a simplex σ if the vector field ξ c σ of the closed loop systemdefined by the right hand side of equation (4) 
for any x ∈ Im(γ), where n γ is the outward normal vector to γ and ·, · is the standard scalar product on R n . Problems 1 and 2 are solved in [15] by blocking facets that are complementary to the set S. We observe that if S ′ ⊂ S and the control law k σ blocks all the faces in S then it also blocks the faces in S ′ ; thus the more blocking faces the more restrictive control it is.
IV. CONTROLLABILITY ON SIMPLICES
In this section the controllability of a given simplex is studied. Firstly some general results on when it is possible to control the system to a given facet is shown. This is followed by a number of actual design procedures to form the desired control. This leads to a set of controllers, which can be selected in the combinatorial design procedure described in the next section.
The resulting control options after this section is a set of combinatorial control systems given by the map
from which the final controller will be selected later on.
It is desirable to look for the controllers which guarantees a single exit facet first, since this results in a deterministic flow later on. Such a test for control to a specific facet, F 1 , can be done by regarding the normal vector to the facet n 1 , and requires that the systems flow at the vertices of the facet will be in the same direction as the normal vector, i.e. out of the simplex. Furthermore it is required, that the flow from the opposite vertex of the face, v 1 , is flowing towards the convex hull of the simplex, which is formalized in the following.
Proposition 1
Given a n-simplex, σ n , by the vertex set V = v 1 , . . . , v n+1 ∈ R n then there exists an input sequence u belonging to the convex input set U ⊂ R n , s.t. the linear affine system,ẋ = Ax + Bu + a defined on the simplex can be controlled to the facet, given by the normal vector n 1 if, for i ∈ {2, . . . , n + 1}
This proposition is a reformulation of the results in [3] , where it is shown for convex polytopes, but is reproduced here in the language of this contribution. Having found the feasible input set it is straight forward to calculate an affine control law, as shown in [14] and [15] .
V. SYNTHESIS
Having the definition of simplicial complexes, combinatorial vector fields, combinatorial control systems and combinatorial flow is now possible to combine them in a supervisory control algorithm, which forces the trajectory of the closed-loop system to a reach simplex. However, before treating this algorithm the hybrid aspect of the method will be addressed.
From the definition of hybrid systems, it consists of a family of dynamical systems defined on manifolds, which in the previous sections have been transformed into discrete simplicial complexes. These are glued together by transition maps, which can be described by three properties which needs to be covered before we have a complete discrete hybrid system. These are the transition relations, E, which describe from which manifolds it is possible to jump to other manifolds, the guards, G, which describe when it is possible to leave a given manifold and the reset maps, R, which describe, where the state ends in the destination manifold.
Thus these three elements together describes a relation between how the underlying manifold of a dynamical system is connected to another underlying manifold of a dynamic system. By making this relation into an tube, and identifying the one end of it with the guard condition, and the other end with the reset condition a binding manifold is created, as depicted in fig. 5(a) joining i.e. M 1 and M 2 .
Iteratively the entire system can now be bound together into one manifold by, for each transition relation, attaching the two continuous dynamics manifolds with a binding manifold.
Definition 9 A continuous realization of a hybrid systems is a topological space iteratively defined by: for each e(q, q
′ ) ∈ E glue the two manifolds X q , X q ′ ∈ X by
On the binding manifolds given by G(x q ) × {1}/R(x q ) the system dynamics obviously has to be given, which quite naturally is selected to be an integrator, thus giving a constant flow across the surface.
Remark 2 Definition 9 does not give rise to a topological manifold, however if the guard functions, G, are restricted to the boundaries of the manifolds the resulting combined manifold is a PL-manifold, thus preserving the structure of the combinatorial dynamical system.

Remark 3 The integrator action corresponds to the time it takes to traverse the transition. In this setting however it is not further considered, since the approach taken here is time abstract.
In the following a combined algorithm will be presented, which takes the original hybrid system, transforms it into a combinatorial hybrid system and finds a trajectory of the system satisfying the given requirements.
Algorithm 1 Algorithm for going from a continuous hybrid system to control on a combinatorial hybrid system. 1) Construct connecting manifolds. One joined manifold is build for the entire hybrid system using Definition 9.
2) Triangulate manifold. The joined manifold is now triangulated. This can be done in a number of ways and with larger or smaller discretisation [26] . 3) Barycentric linearization. In order to obtain a piecewise affine system in each simplex the dynamics in each simplex is linearized around its barycenter. 4) Calculate controllability. Calculate all possible exit faces of the given simplex. This results in a combinatorial control system. 5) Find shortest path. Once the combinatorial vector field is in place it is possible to calculate all possible Vpaths and thereby finding the shortest. 6) Ensure path is followed. Finally the controllers needed to ensure that the desired path is followed are selected.
This algorithm is obviously not optimal, since it calculates all possible ways to traverse the simplicial complex before returning the shortest one. Thus practically the first two points in the algorithm will be performed first. Following this the next 3 points will be performed iteratively. This is done by taking the initial n-simplex, linearize it around its barycenter and calculate all the possible n-simplices reachable from this simplex. This is then repeated for the resulting simplices of the previous operation until the target simplex is reached. In order to avoid loops, any simplices, which previously have been visited are omitted from the new set of simplices to be checked. This operation can be seen as a tree search algorithm, and in order to find the shortest path a breath-first search algorithm will be preferable compared to a depth-first algorithm.
Once the traversing reaches the target simplex the algorithm is terminated, and the shortest possible V -path from the initial to the target simplex, γ op , is found.
The supervisory control task now is to make sure that γ op is followed, which is ensured by blocking undesired exit facets of simplices with more than one exit facet. This is practically achieved by altering the flow lines in the continuous system through control, as described in Section III.
Remark 4
It is often desirable to address the problem of avoiding forbidden or unsafe sets. The advantage of the formalism developed in this paper is that there is no combinatorial vector field thus no flow defined on the forbidden simplices. Therefore branches of the search tree hitting such simplices will automatically be abandoned.
To show how the algorithm is used an example will be given in the following.
Example 2
The original continuous hybrid system under consideration in this example can be seen in fig. 5(a) . It consists of 3 different squares, along with one transition relation from M 1 to M 2 and again from M 2 to M 3 , which are indicated here as joining manifolds.
The first step according to Algorithm 1 is to build one joined manifold, as seen in fig. 5(a) . Secondly the joined manifold needs to be triangulated. In this example a coarse triangulation is used to show the principle. This can be seen in fig. 5(b) . Now, for each triangle the system dynamics is linearized around its barycenter forming an affine system. On each of these affine systems the controllability of the system is calculated, thus given all possible directions to exit a given simplex. All these possibilities are shown in fig. 5(c) .
The final two steps in the algorithm are now first to find a suitable route of the combinatorial dynamical system. One possible objective could be to minimize the number of traversed simplices. Finally, when the desired route has been found the necessary controllers to ensure that the route is followed are selected. 
