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In this paper, the authors initiate the study of oscillation theory for integro-dynamic
equations on time-scales. They present some new sufficient conditions guaranteeing that
the oscillatory character of the forcing term is inherited by the solutions.
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1. Introduction
In this paper, we investigate the effect of the oscillatory character of the forcing term e(t) on the solutions of the integro-
dynamic equation on a time scale T
x∆(t) = e(t)−
 t
0
a(t, s)F(s, x(s))∆s (1)
and some of its generalizations. We take T ⊂ R to be an arbitrary time-scale with 0 ∈ T and supT = ∞. Whenever we
write t ≥ t1 we mean t ∈ [t1,∞) ∩ T. The following assumptions will be used in our main results:
(i) e:T→ R and a:T× T→ R are rd-continuous functions with a(t, s) ≥ 0 for t > s.
(ii) F :T × R → R is rd-continuous and there exist rd-continuous functions f1, f2:T × R → R such that xfi(t, x) > 0 for
x ≠ 0, t ≥ 0, and i = 1, 2, and F(t, x) = f1(t, x)− f2(t, x);
(iii) there exist constants β and γ , that are the ratios of odd positive integers, and rd-continuous functions p1, p2:T → R
such that f1(t, x) ≥ p1(t)xβ and f2(t, x) ≤ p2(t)xγ for x ≠ 0 and t ≥ 0.
By a solution of (1) we mean a ∆-differentiable function defined on T that is nontrivial in every neighborhood of ∞.
A solution x of Eq. (1) is said to be oscillatory if there exists {tn} ⊂ T such that x(tn) = 0 or x(tn)x(σ (tn)) < 0, and it is
nonoscillatory otherwise.
For basic concepts and notation for the time scale calculus, we refer the reader to themonograph [1]. There are relatively
few results on the oscillation of solutions of summation or integral equations of Volterra type, for example see [2–7]. To the
best of our knowledge, there appear to be no such results on the oscillation of solutions of integro-dynamic equations on
time-scales of the form (1). Our aim here is to initiate such a study by establishing some new oscillation criteria for Eq. (1)
and some related equations.
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2. Main results
We will make use of the following lemma from [8].
Lemma 2.1. If X and Y are nonnegative, then
Xλ + (λ− 1)Y λ − λXY λ−1 ≥ 0, λ > 1, (2)
and
Xλ − (1− λ)Y λ − λXY λ−1 ≤ 0, λ < 1, (3)
with equality holding if and only if X = Y .
Here is our first oscillation result.
Theorem 2.1. Let conditions (i) and (ii) hold with f2 = 0. If
lim sup
t→∞
 t
0
e(s)∆s = ∞ (4)
and
lim inf
t→∞
 t
0
e(s)∆s = −∞, (5)
then every solution of Eq. (1) is oscillatory.
Proof. Let x(t) be a nonoscillatory solution of Eq. (1) with f2 = 0. Without loss of generality, we may assume that x(t) > 0
for t ≥ t1 for some t1 ≥ t0. From Eq. (1), we have
x∆(t) = e(t)−
 t
0
a(t, s)f1(s, x(s))∆s ≤ e(t).
Integrating this inequality from t1 to t gives
x(t) ≤ x(t1)+
 t
t1
e(s)∆s.
Taking the lim inf of both sides as t →∞, we obtain a contradiction to the fact that x(t) is eventually positive. This completes
the proof of the theorem. 
Next, we give the following oscillation results.
Theorem 2.2. Let conditions (i)–(iii) hold with γ = 1 and β > 1. If, in addition to conditions (4) and (5), we have ∞
0
 u
0
a(t, s)p
1
1−β
1 (s)p
β
β−1
2 (s)∆s∆u <∞, (6)
then every solution of Eq. (1) is oscillatory.
Proof. Let x(t) be a nonoscillatory solution of Eq. (1), say x(t) > 0 for t ≥ t1 ≥ t0. From conditions (ii) to (iii) with β > 1
and γ = 1, Eq. (1) yields
x∆(t) ≤ e(t)+
 t
0
a(t, s)

p2(s)x(s)− p1(s)xβ(s)

∆s. (7)
If we apply (2) with λ = β , X = p1/β1 x, and Y =

1
β
p2p
−1/β
1
 1
β−1
, we obtain
p2(t)x(t)− p1(t)xβ(t) ≤ (β − 1)β
β
1−β p
1
1−β
1 (t)p
β
β−1
2 (t). (8)
Substituting (8) into (7) gives
x∆(t) ≤ e(t)+ (β − 1)β β1−β
 t
0
a(t, s)p
1
1−β
1 (s)p
β
β−1
2 (s)∆s.
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Integrating this inequality for t ≥ t1, we have
x(t) ≤ x(t1)+
 t
t1
e(s)∆s+ (β − 1)β β1−β
 t
t1
 u
0
a(t, s)p
1
1−β
1 (s)p
β
β−1
2 (s)∆s∆u.
Taking the lim inf of both sides of this inequality as t → ∞ we obtain a contradiction to the fact that x(t) > 0 for t ≥ t1.
This completes the proof of the theorem. 
Theorem 2.3. Let conditions (i)–(iii) hold with γ < 1 and β = 1. If, in addition to conditions (4) and (5), we have ∞
0
 u
0
a(t, s)p
γ
γ−1
1 (s)p
1
1−γ
2 (s)∆s∆u <∞, (9)
then every solution of Eq. (1) is oscillatory.
Proof. Let x(t) be a nonoscillatory solution of Eq. (1), say x(t) > 0 for t ≥ t1 ≥ t0. From conditions (ii) to (iii) with β = 1
and γ < 1, Eq. (1) becomes
x∆(t) ≤ e(t)+
 t
0
a(t, s) [p2(s)xγ (s)− p1(s)x(s)]∆s. (10)
Letting λ = γ , X = p1/γ2 x, and Y = ( 1γ p1p−1/γ2 )
1
γ−1 , in (3) gives
p2(t)xγ (t)− p1(t)x(t) ≤ (1− γ )γ
γ
1−γ p
γ
γ−1
1 (t)p
1
1−γ
2 (t). (11)
With this, (10) becomes
x∆(t) ≤ e(t)+ (1− γ )γ γ1−γ
 t
0
a(t, s)p
γ
γ−1
1 (s)p
1
1−γ
2 (s)∆s.
The remainder of the proof is similar to that of Theorem 2.2 and will be omitted. 
Next we present a results where Eq. (1) has two different nonlinearities, one superlinear and one sublinear, i.e., β > 1
and γ < 1.
Theorem 2.4. Let conditions (i)–(iii) hold with γ < 1 and β > 1. In addition to conditions (4) and (5), assume there exists a
positive rd-continuous function ξ :T→ T such that ∞
0
 s
0
a(t, s)

c1ξ
β
β−1 (u)p
1
1−β
1 (u)+ c2ξ
γ
γ−1 (u)p
1
1−γ
2 (u)

∆u∆s < ∞, (12)
where c1 = (β − 1)β
β
1−β and c2 = (1− γ )γ
γ
1−γ , then every solution of Eq. (1) is oscillatory.
Proof. Let x(t) be a nonoscillatory solution of Eq. (1) with x(t) > 0 for t ≥ t1 ≥ t0. From (ii), we have
x∆(t) ≤ e(t)+
 t
0
a(t, s)

ξ(s)x(s)− p1(s)xβ(s)

∆s+
 t
0
a(t, s) [p2(s)xγ (s)− ξx(s)]∆s.
As in the proofs of Theorems 2.2 and 2.3, we can obtain the inequality
x∆(t) ≤ e(t)+
 t
0
a(t, s)

(β − 1)β β1−β ξ ββ−1 (s)p
1
1−β
1 (s)+ (1− γ )γ
γ
1−γ ξ
γ
γ−1 (s)p
1
1−γ
2 (s)

∆s.
The remainder of the proof is similar to that of Theorem 2.2 and hence is omitted. 
The technique we used above can be applied to Volterra integral equations on time-scales of the form
x(t) = e(t)−
 t
0
a(t, s)F(s, x(s))∆s (13)
and to more general integro-dynamic equations of the type
(r(t)x∆(t))∆ = e(t)−
 t
0
a(t, s)F(s, x(s))∆s (14)
where r:T→ (0,∞) is an rd-continuous function. As examples, we reformulate Theorem 2.2 to give the following results.
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Theorem 2.5. Let conditions (i)–(iii) hold with γ = 1 and β > 1. If
lim sup
t→∞
e(t) = ∞, lim inf
t→∞ e(t) = −∞, (15)
and  ∞
0
a(t, s)p
1
1−β
1 (s)p
β
β−1
2 (s)∆s <∞, (16)
then every solution of Eq. (13) is oscillatory.
Theorem 2.6. Let conditions (i)–(iii) hold with γ = 1 and β > 1. If t
0
1
r(s)
∆s <∞,
lim sup
t→∞
 t
0
1
r(s)
 s
0
e(u)∆u∆s = ∞,
lim inf
t→∞
 t
0
1
r(s)
 s
0
e(u)∆u∆s = −∞,
and  ∞
0
1
r(s)
 u
0
 v
0
a(t, v)p
1
1−β
1 (v)p
β
β−1
2 (v)∆v∆u∆s <∞,
then every solution of Eq. (14) is oscillatory.
Clearly, we could formulate results analogous to Theorems 2.3 and 2.4 for these equations.
We conclude this paper with the following observations. Our results here can also be easily extended to delay integro-
dynamic equations of the form
x∆(t) = e(t)−
 t
0
a(t, s)F(s, x(g(s)))∆s
where g:T→ T is an rd-continuous function, g(t) ≤ t , g∆(t) ≥ 0 for t ≥ 0, and limt→∞ g(t) = ∞. The formulation of the
results are left to the reader. Finally, we should point out that the results here hold for general time scales, for example, we
could have T = R, T = N, T = qN0 = {t: t = qk, k ∈ N0}with q > 1, T = N20 = {t2: t ∈ N0}, T = {
√
n: n ∈ N0}, etc.
References
[1] M. Bohner, A. Peterson, Dynamic Equations on Time-Scales: An Introduction with Applications, Birkhäuser, Boston, 2001.
[2] J.R. Graef, E. Thandapani, Oscillatory behavior of solutions of Volterra summation equations, Appl. Math. Lett. 12 (1999) 79–84.
[3] G. Karakostas, I.P. Stavroulakis, Y. Wu, Oscillation of Volterra integral equations, Tohoku Math. J. 45 (1993) 583–605.
[4] H. Onose, On oscillation of Volterra integral equations and first order functional differential equations, Hiroshima Math. J. 20 (1990) 223–229.
[5] N. Parhi, N. Misra, On oscillatory and nonoscillatory behavior of solutions of Volterra integral equations, J. Math. Anal. Appl. 94 (1983) 137–149.
[6] B. Singh, On the oscillation of Volterra integral equation, Czechoslovak Math. J. 45 (1995) 699–707.
[7] E. Thandapani, B.S. Lalli, Asymptotic behavior and oscillation of difference equations of Volterra type, Appl. Math. Lett. 7 (1994) 89–93.
[8] G.H. Hardy, J.E. Littlewood, G. Polya, Inequalities, Cambridge Univ. Press, Cambridge, 1952.
RE
TR
AC
TE
D
