Some interesting nonlinear generalizations have been proposed recently for the linear Schroedinger, Klein-Gordon, and Dirac equations of quantum and relativistic physics. These novel equations involve a real parameter q and reduce to the corresponding standard linear equations in the limit q → 1. Their main virtue is that they possess plane-wave solutions expressed in terms of a q-exponential function that can vanish at infinity, while preserving the Einstein energy-momentum relation for all q. In this paper, we first present new travelling wave and separated variable solutions for the main field variable Ψ( x,t), of the nonlinear Schroedinger equation (NLSE), within the q-exponential framework, and examine their behavior at infinity for different values of q. We also solve the associated equation for the second field variable Φ( x,t), derived recently within the context of a classical field theory, which corresponds to Ψ * ( x,t) for the linear Schroedinger equation in the limit q → 1. For x ∈ ℜ, we show that certain perturbations of these q-exponential solutions Ψ(x,t) and Φ(x,t) are unbounded and hence would lead to divergent probability densities over the full domain −∞ < x < ∞. However, we also identify ranges of q values for which these solutions vanish at infinity, and may therefore be physically important. Published by AIP Publishing. [http://dx
I. INTRODUCTION
The birth of quantum mechanics in the beginning of the 20th century revolutionized the understanding of physics at small length scales. Nowadays, it is considered as one of the most successful theories in physics, leading to an appropriate description of an incredibly wide range of physical phenomena, although many of its fundamental concepts are quite remote from our daily experience, such as the single plane-wave solution, used for representing a free particle. 1 This solution presents a nonzero amplitude over all space, leading to a divergence of its norm, so that it is not appropriate for describing wave pulses or wave trains. However, due to its linearity, the Schroedinger equation can exhibit meaningful localized solutions constructed by defining a superposition of plane waves in the form of Fourier series, leading to the so-called wave-packet concept.
Motivated by the need for understanding a number of physical phenomena related to complex systems, alternative proposals for localized solutions have been proposed in the last years, based on modifications of the linear Schroedinger equation, one of which is to turn it to a nonlinear equation. In this context, two schemes have been pursued mostly in the literature: (i) introduction of an extra cubic term in the wave equation that makes it responsible for the modulation of some particular solutions in problems of nonlinear optics (e.g., Refs. 2 and 3); (ii) modification of the exponents of the linear terms, as considered in Refs. 4-8, a procedure that is currently employed within the framework of non-extensive statistical mechanics. In fact, in Ref. 4 three basic equations of quantum mechanics were modified following this procedure, resulting in a nonlinear Schroedinger equation (NLSE), as well as nonlinear versions of the Klein-Gordon and Dirac equations. As an immediate consequence, simple properties of the linear case, like conservation of probability by means of a continuity equation, become rather nontrivial objectives (see, e.g., Refs. 5, 6, and 8) . Consequently, the use of latest advances in computer technology has stimulated the study of generalized equations, leading to considerable progress. Moreover, due to the aspect of nonlinearity, several distinct solutions are possible for a single equation, whose stability under small perturbations is no longer guaranteed, opening the possibility of a wide range of physical applications. 8 As is well-known, many areas of physics have already benefited from such nonlinear generalizations, like nonlinear optics, superconductivity, plasma physics, and non-equilibrium statistical mechanics.
The NLSE introduced in Ref. 4 is given by
while, later on, using a classical field theory, it was verified that one must introduce in the Lagrangian an additional field Φ( x,t), which obeys the associated equation,
Note that, in the limit q → 1, Eq. (1) reduces to the standard linear Schroedinger equation, whereas the equation above represents the complex conjugate of Eq.
(1), if we identify Φ( x,t) = Ψ * ( x,t). Hence, for q 1, one has to deal with both Equations (1) and (2) , for reasons of consistency. 17 These equations present two important features: (i) Their solutions are expressed in terms of a q-plane wave, [4] [5] [6] [7] which generalizes the well-known plane wave, given in terms of the q-exponential function exp q (u), which, for a purely imaginary iu, is defined as the principal value of Ref. 10,
(ii) Considering the q-plane wave solution, the new equations preserve fundamental relations of quantum physics, like the Planck and de Broglie relations, for all q, with x ∈ ℜ 3 and t ∈ ℜ. Viewing (1) and (2) as evolution equations, the probability density for finding a particle at time t in a given position x can be defined as
for any q and arbitrary finite volume Ω, where A(Ω) is introduced for normalization, i.e.,
It is important to note that what is physically relevant about the solutions of Equations (1) and (2) is their product, as given in Eq. (4), which should be finite inside the volume Ω to fulfill the above normalization condition. Recently, the NLSE of Eq. (1) has been the object of attention of many studies, including its derivation from a hypergeometric differential equation, 11 its behavior under Galilean transformations, 7 its form in the presence of a potential, 8, 12 a q-Gaussian wave-packet solution, 13 its solution by the method of separation of variables, 11 and its connection with the Bohmian approach to quantum mechanics.
14 Although some of these investigations lead to solutions that do not fulfill the continuity equation, those carried in Ref. 8 , considering both Equations (1) and (2), do satisfy continuity.
In the present paper we restrict ourselves to a one-dimensional space, described by the variable x ∈ ℜ. We first derive new travelling-wave solutions of the NLSE, as perturbations of the simple q-plane wave, by considering separately series expansions in two parameters a > 0 and b > 0, and examining their boundedness properties as |u| = |k x−ωt| → ∞. We also obtain, by a similar procedure, a class of separated variable solutions of the NLSE. In both cases we solve the principal equation for the field variable Ψ(x,t) and the equation for the associated function Φ(x,t). As mentioned above, the product of these functions (plus its complex-conjugate) gives the probability density of Eq. (4), which must be finite inside the volume Ω, to be physically relevant.
In the case of travelling waves, we find that the above perturbations are unstable in the q > 1 regime, as they yield solutions Ψ(x,t) and Φ(x,t) that are unbounded as x and/or t tend to infinity. However, we also find ranges of the q value for which the travelling waves have vanishing amplitude as |u| → ∞ and hence can possess finite probability density over all space. Following an entirely similar approach, we discover in addition a novel class of separated variable solutions of the NLSE.
In Section II we describe how the field variables Ψ(x,t) and Φ(x,t) of the NLSE are obtained as perturbations of the q-plane-wave solution. Their product is shown to vanish as |k x − ωt| → ∞, for specific ranges of q values, and lead to finite probability densities. In some cases, however, these densities are normalizable and therefore have physical meaning only over a finite domain. Analogous results are obtained in Section III for separated variable solutions of the NLSE, where densities may be integrable over the full domain (−∞, ∞). In Section IV we discuss the solutions found within the context of a continuity equation. Finally, in Section V we present our main conclusions.
II. TRAVELLING-WAVE SOLUTIONS

A. Wave solutions of the NLSE
From now on, for simplicity, we restrict ourselves to the one-dimensional case and seek travelling-wave solutions of Eqs. (1) and (2), expressed as
so that v = iu = i(k x − ωt), x ∈ ℜ, and t ∈ ℜ. Substituting these solutions in Eqs. (1) and (2) we get two second order ordinary differential equations, respectively,
where
Integrating Eq. (8), one obtains the first order ordinary differential equation,
where the integration quantity b is given by
It is important to recall that the dimensionless positive quantity a is given as the ratio of two important energies of the problem, namely, the energy of a quantum of radiation ω (or, equivalently, the energy quantum of a one-dimensional harmonic oscillator) and the kinetic energy of the particle under investigation, ( 2 k 2 )/(2m). Moreover, the dimensionless quantity b depends on a, as well as the function f (v) and its derivative at v = 0. Now, in Eq. (11) one notices that the contribution b f q−1 is irrelevant in the limit q = 1, leading to the well-known plane-wave solution.
1 However, for q 1 this term comes out naturally from the integration of the NLSE, written in the form of Eq. (8) . The solution of Eq. (11), considered in Refs. 4 and 5, represents the q-plane wave,
corresponding to the particular case b = 0 in Eq. (11) . This is easily verified, 
The analysis of the additional contribution b f q−1 in the solution of the NLSE represents one of the main motivations of the present work, in view of the changes it incurs to the solutions considered in Refs. 4 and 5. Alternative solutions resulting from other choices of f (0) and (d f (v)/dv) v=0 are now possible and will be analyzed herein. Hence, different limits need to be considered for the quantity b of Eq. (12), namely, a ≫ |b| (representing a physical situation of low kinetic energies) and a ≪ |b| (representing a physical situation of high kinetic energies).
Formally, the solution of Eq. (11) can be implicitly expressed in terms of hypergeometric functions, as shown in Ref. 15 ,
, − f β γ) and F being the hypergeometric function. However, this is hardly a useful approach if we want to gain a deeper understanding of these solutions.
For non-zero a and b, we may also try to solve Equation (11) analytically by writing it as an integral, 
through which f (v) is given implicitly as a function of v, provided the above series converges. For example, if we assume |a f | < |b|, the series converges absolutely and we may rewrite Eq. (17) after some simple algebra as
with A an arbitrary constant. We now write the above expression as
Observe that we could expand the quantity in the brackets in Eq. (19) as a Taylor series and solve for f (v) recursively, starting with the lowest-order expression
, which is reminiscent of the q-exponential function with q replaced by q − 1. Thus, if we wished to obtain bounded solutions for all v which vanish at infinity, we should also impose q > 2. Indeed, expanding the left hand side of Eq. (19) to second order in (a/b), we obtain
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This result demonstrates that, as a power series in U, f (v) → 0 as |v | → ∞ for q > 2, provided the above series converges. The solution of Eq. (20) is different from the q-plane wave, since besides b 0, one also has f (0) 1 and
Case 2: |b/a| < 1 in the integral of Eq. (16) Alternatively, one could have expanded the integral in Eq. (16) in powers of b/(a f ) to arrive at an equation similar to Eq. (19) (with a q-exponential on the right side), which could also be solved iteratively for f . This time, however, for convergence we would have to assume | f | > |b/a|, which would not allow f to vanish at infinity. For example, the first correction to f would yield
implying that f (v) → constant as |v | → ∞ for q > 1, with B an arbitrary constant. Similar conclusions are reached when we calculate higher-order corrections.
Case 3: |b/a| < 1 with q-plane wave as leading term in Eq. (11) On the other hand, one might have attempted to solve Eq. (11) perturbatively as a series in powers of (b/a), starting with the q-exponential exp q (av) at leading order, to find that q (av) have to be included, which leads to divergent solutions as |v | → ∞, for q > 1. Indeed, the above analysis seems to imply that the q-plane waves of the NLSE of Eq. (1) possess some unstable directions in the space of all solutions. On the other hand, if we limit ourselves to q < 1, the first and second terms in f 2 (as well as f 1 ) would require q < 0 for convergence. Even in that case, however, the zeroth-order term f 0 would be unbounded as |v | → ∞.
Case 4: |a/b| < 1 and (q − 1)-plane wave as leading term in Eq. (11) Let us now consider b f q−1 as the leading term in Eq. (11) and expand f (v) in powers of (a/b) as follows:
under the condition q > 2 to ensure that f (v) → 0 as |v | → ∞. The only difference with the previous analysis that led to Eq. (20) [Case 1] is that here we can impose f (0) = 1, while in Eq. (20) there is an arbitrary constant A that determines the value of f (0). Indeed, substituting (27) in (11) and equating terms of first order in (a/b) yields
with f 1 (0) = 0. This equation is easily solved to provide
Reuse of AIP Publishing content is subject to the terms: https://publishing.aip.org/authors/rights-and-permissions. If we now proceed to second and higher orders, we find that new q-exponential terms enter with powers that preserve the boundedness of the solution, provided q > 2. For example, the second-order contribution f 2 (v), besides the exp q−1 q−1 (bv) term of the homogeneous equation, also contains the terms exp 2q−3 q−1 (bv), exp−1 (bv), exp 3 q−1 (bv), all of which are clearly finite for q > 2 and vanish as |v | → ∞. Since the above treatment is equivalent to the one that led to Eq. (20), we expect that here also the property f (v) → 0 as |v | → ∞ holds at all orders.
It is important to mention that some of the cases considered above [Cases 1 and 4, as well as Cases 2 and 3] correspond to physically equivalent situations and so, their corresponding solutions are expected to coincide. Indeed, these solutions differ by arbitrary multiplicative and/or additive constants. Hence, if they lead to a normalizable probability density in Eq. (4), these constants can redefined by imposing the normalization condition, yielding equivalent solutions. Next we will evaluate the possible solutions for the second field g(v), defined in Eq. (7) corresponding to the above expansions. Thus, we will be able to check whether the product f (v)g(v) is finite and integrable over the full domain −∞ < v < ∞, so as to ensure a normalizable probability density in Eq. (4). Of course, in the case of divergences, one can still limit the applicability of these solutions to a finite domain. This is taken up in Sec. II B, both for the case of series expansions in powers of (a/b) and power series in (b/a).
B. Travelling wave solutions of the associated NLSE equation
Let us now turn to the associated equation (2) to see what type of solutions for the second field Φ(x,t) corresponds to the travelling wave solutions of Eq. (1), discussed in Subsection II A. Let us first consider the following ansatz:
where C 1 , C 2 , and α are real quantities and substitute in Eq. (9) to obtain,
which, after multiplying both sides by f q−1 , and integrating, yields
where C is an integration constant. Now, multiplying the whole equation by f 1−α , one gets that
This equation is not compatible with Eq. (11), since by comparing these two equations, one readily sees that it is not possible to match both terms on their right-hand-sides. This means that the ansatz of Eq. (30) is not valid in general, except in some particular cases, more specifically for (a = 0, b 0), or (a 0, b = 0). In these situations, one can make convenient choices for C and α to match each one of these terms separately. These choices will correspond to the leading-order contributions of the expansions of both functions f (v) and g(v), to be discussed next. (i) a = 0, α = 2 − q, and b = C: the leading terms are of the type
(ii) b = C = 0 and α = −q: the leading terms in this case are f (v) = exp q (av) and g(v) = C 1 [exp q (av)] −q + C 2 . Choosing C 1 = 1 and C 2 = 0, these latter solutions correspond precisely to those found in Ref. 5 . One should notice that the types of solutions (i) and (ii) correspond, respectively, to the leading terms found for f (v) in the cases |a/b| < 1 and |b/a| < 1 of the previous analysis. Hence, below we will analyze Eq. (9) considering the solutions for f (v) discussed in Cases 1 and 3 of the Subsection II A, and verify for each one of them the ansatz of Eq. (30) for the leading contribution of g(v). Case |a/b| < 1: In this case we write Eq. (20) in the form where the coefficients λ 1 (q), λ 2 (q), . . . are obtained from Eq. (20), e.g., λ 1 (q) = 1/(3 − q). Then, we set dg/dv = h(v), substitute in Eq. (9), and expand again in powers of (a/b) to obtain a differential equation for h(v),
where the coefficients µ 1 (q), µ 2 (q), . . . are obtained from the expansion of
, e.g., µ 1 (q) = (q − 1)λ 1 (q) = (q − 1)/(3 − q).
To solve the equation above, we insert
(35), perform simple integrations, and obtain one by one the terms in this expansion by equating like powers of (a/b), so that
where we have set h 0 (v) = 1 with no loss of generality. Finally, there is one more set of integrations to perform, in order to evaluate g(v) as a power series in (a/b), using the fact that
with g(v) to first order in (a/b) given by
provided q 1 + n, n = 2, 3, . . .. Then, using Eq. (20), one has
It is important to recall that the wavefunctions Φ(x,t) and Ψ(x,t) given in Eqs. (6) and (7) should yield a finite result when they multiply each other to yield the probability density of Eq. (4). Hence, a divergent solution for one of the fields as |v | → ∞ can still satisfy Eq. (4) provided the other field converges fast enough to compensate for this divergence. Otherwise, one should consider these solutions in a finite volume Ω for normalization, as in the case, e.g., with q = 1. 1 Recall that we set q > 2 to have solutions vanishing at infinity. Requiring now that the product f (v)g(v) also be finite as v → ±∞ necessitates that the first term in this product, i.e., vU ∝ |v | (3−q)/(2−q) , also vanishes in that limit. This happens only if 2 < q < 3. Moreover, it is easy to see that, under this condition, f (v)g(v) remains finite even when higher-order terms are included in the expansion of Eq. (39). It would not be possible, however, for this quantity to be integrable over the domain −∞ < v < ∞, unless its first integrated term ∝ |v | (5−2q)/(2−q) also vanishes at infinity. This implies that we must further restrict the range of q to 2 < q < 2.5, if we wish to have physically meaningful results for all x ∈ ℜ. Of course, in cases where the integral diverges calculations can always be limited to a finite interval Ω to satisfy the normalization condition of Eq. (5). Case |b/a| < 1: Let us now turn to the solution of the associated equation corresponding to the field variable f (v) expanded in powers of (b/a). Note that this should perhaps be the most natural perturbation approach to follow, since it develops the solution about the q-plane wave of Eq. (3), discussed in Refs. 4-8. To this end, we need to solve the associated equation (9) for
given by Eqs. (23)-(26). We start by introducing the auxiliary function h(v) = dg/dv = g ′ (v) and writing its expansion in the form
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We now expand the expression inside the brackets in powers of (b/a) and obtain a sequence of linear equations for the functions h n (v), n = 0, 1, 2, . . .. Solving these equations, substituting in Eq. (40), and integrating once more, we obtain the g n (v) functions as follows:
where P = [1 + (1 − q)av] and the coefficients c i and d i are constants depending on q. Note that the above terms above can also be written in terms of the q-exponential of Eq. (3) as follows:
As we observe from these expressions, all terms composing g(v) to second order in (b/a) are bounded as |v | → ∞ for 0 < q < 1. Hence, considering f (v) given by Eqs. (23)- (26) together with the above results for g(v) we have one has
from which one identifies the solution found in Ref. 5 as the leading-order contribution,
In this case, one has a constant probability density in Eq. (4), ρ(x,t) = 1/Ω ∀(x,t), so that the continuity equation is satisfied trivially, i.e., (∂ ρ)/(∂t) = 0. From Eq. (48) one sees that some higher order terms [of order (b/a)] also lead to constant values for ρ(x,t), whereas other contributions yield terms that may approach zero as |v | → ∞ (e.g., [exp q (av)] −q , which converges as |v | → ∞, for 0 < q < 1); similar behavior may be found for terms of O[(b/a) 2 ], as well as in higher-order contributions. However, due to the constant contributions for ρ(x,t), we encounter again the same difficulty found in the standard plane wave (case q = 1), of non-integrability of the probability density in the whole domain −∞ < x < ∞, so that one has to restrict calculations to a finite interval Ω, in order to satisfy the normalization condition of Eq. (5).
In Sec. III, we will explore other type of solutions for Equations (1) and (2), namely, those characterized by the property of separation of variables. We will consider more general solutions than those achieved in Refs. 8 and 11, which recover the previous ones as particular limits.
III. SEPARATED VARIABLE SOLUTIONS OF THE NLSE
A. Solutions of the principal NLSE
Let us now attempt to solve the nonlinear Schroedinger equation (1) by separating variables, looking for solutions of the form
where, as usual, x and t (t > 0) are real variables, representing respectively, position and time. Inserting this expression in Eq. (1) variable to −ε (ε > 0), we obtain
where F ′ = dF /dx. Solving the time-dependent equation in (50), one immediately gets
with G(0) = 1. Interestingly enough, this solution is bounded as t → ∞ if and only if q < 1! Its real and imaginary parts are oscillatory functions with magnitude ρ q (t) = 1
. On the other hand, the x-equation in Eq. (50),
possesses the following solution:
8,11
(53)
B. Separated variable solutions of the associated equation
Let us now turn to the associated equation (2) 
Seeking again separated variable solutions of the form Φ(x,t) = F(x)G(t), the probability density of Eq. (4) may be written as
where now the normalization factor A(L) depends on a typical length of the system L. In terms of these types of solutions, Eq. (54) becomes
where ε ′ is an arbitrary quantity with dimensions of energy. Solving the t-dependent equation yields
The equation for the F(x) part,
may be solved through the ansatz F (x) = [F(x)] 2/γ , see Eq. (53), where γ is a real number. The above solution holds provided the following condition is satisfied:
relating the energies ε and ε ′ . It is important to notice that the solution above differs from the one of Ref. 8 through the parameters ε ′ and γ; this previous solution is recovered by choosing γ = −2, so that ε ′ = ε and
leading to a constant probability density in Eq. (55), i.e., ρ(x,t) = 1/A(L).
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so that the probability density of Eq. (55) becomes time-independent, One should notice that Eq. (59) may also be considered in more general situations where ε ′ = f (q)ε, conditioned to f (q = 1) = 1, in such a way to recover the expected results in the limit q = 1. In Subsection III C, we explore one of these cases, which presents interesting results, to be discussed next.
C. Probability density for a particular solution
Let us now explore the above solutions by considering a choice for γ different from that of Ref. 8 , namely, γ = q − 3, which yields ε ′ = (2 − q)ε in Eq. (59). This particular choice has two important properties: (i) It recovers the case ε ′ = ε for q = 1; (ii) It relates the two energies ε and ε ′ through the factor (2 − q), which is very common in nonextensive statistical mechanics, usually considered as a duality q ↔ (2 − q), under which several physical properties remain invariant. With this choice, one obtains
as well as,
see Eq. (53). The probability density of Eq. (55) becomes
which recovers ρ(x,t) = 1/A(L) for q = 1, whereas ρ(0, 0) = 1/A(L) for any q. Let us now restrict ourselves to 1 < q < 3. Due to its odd part in x, the probability density in Eq. (65) exhibits the important property of integrability over a symmetric interval for all t, since
using the normalization condition
In the limit L → ∞, the above normalization factor becomes
which is finite for any 1 < q < 3, but diverges as q → 1. One should recall the analogy between the above result and the integrability of q-plane wave solution found in Ref. 4 ; although the probability density of Eq. (4) is not integrable over all space, the q-plane wave of Ref. 4 is square integrable over all space for 1 < q < 3, since the integral of |Ψ(x,t)| 2 is finite. 5, 16 In Fig. 1 we exhibit three-dimensional plots of the probability density in Eq. (65) for x ≥ 0 and some typical values of q, namely, q = 5/4 [ Fig. 1(a) ], q = 3/2 [ Fig. 1(b) ], q = 2 [ Fig. 1(c) ], (65) is represented in three-dimensional plots for increasing values of q in the range 1 < q < 3. For convenience, we have considered m = = ε = 1, so that all quantities represented, namely, x, t, and ρ(x, t), become dimensionless.
and q = 5/2 [ Fig. 1(d) ]. In all cases, the initial distribution ρ(x, 0) is a Lorentzian and it evolves in time, becoming steeper near the origin for larger times. This behavior becomes more pronounced for larger values of q, so that the probability for finding the particle near x = 0 approaches a delta function. The normalization property of Eq. (66) ensures the preservation of the norm for any symmetric interval, −L/2 ≤ x ≤ L/2, and all times,
so that by imposing normalization for ρ(x, 0), we have normalized ρ(x,t) for all later times. Moreover, for finite values of L, one can calculate the average position of the particle,
which leads to
showing a linear increase with time. Finally, we may consider L large (but still finite), so that tan
ξ q (ε) L/2 can be expanded in powers of 1/L. Thus, one gets
which in units of the length L leads to
Thus, for sufficiently large sizes L, one finds to leading order,
showing that, for any 1 < q < 3, the average position (in units of the length L) increases linearly with εt.
One should notice that Eqs. (71)- (74) may be rewritten in the form x = v p t, from which one identifies a particle "velocity," presenting the following properties: (i) v p > 0 for q > 1, whereas v p = 0 in the limit q = 1; (ii) v p increases linearly with both ε and L. The increase of the velocity with ε is expected, whereas its enlargement with L appears as an intriguing property. This may be interpreted as if the particle recognizes the finite size of the system; one should call the attention to the fact that in order to obtain a finite integral in Eq. (70) the size L has to remain finite, and so the velocity v p cannot grow indefinitely.
In Sec. IV we discuss the solutions we have obtained thus far in the context of a continuity equation.
IV. CONTINUITY EQUATION
In general, the probability density of Eq. (4), constructed from the solutions of Equations (1) and (2), satisfies the balance equation,
and
One should notice that, considering the q-plane wave as a solution of Eq. (1), i.e., Ψ( x,t) = exp q (iu), the field Φ( x,t) = [Ψ( x,t)] −q is a solution of Eq. (2), leading to the probability density ρ( x,t) = 1/A(Ω) for all values of q, and consequently, satisfying the continuity equation. 5 This represents a peculiar property of the q-plane-wave solution, since for general solutions one has R 0, for q 1. The fact that R 0 implies the breakdown of the continuity equation, so that the probability density ρ( x,t) is not conserved in time; in this case, the solutions for the fields Ψ( x,t) and Φ( x,t) cannot be used within the standard probabilistic context of quantum mechanics. 1 However, even in such cases, one can still consider Equations (1) and (2) as describing physical phenomena, which do not require the conservation of ρ( x,t).
Indeed, most of the solutions we have presented here do not satisfy the continuity equation in general. However, in some special cases it is possible to verify R = 0:
(i) The leading order terms of Eq. (39), corresponding to the expansion in the case |a/b| < 1, remarkably vanish to second order in (a/b),
where, as usual, the primes denote differentiations with respect to v. It would be interesting to study further this result to show whether continuity is indeed obeyed to all orders. (ii) Also in the expansion for |b/a| < 1 [cf. Eq. (48)] one has that the leading-order contribu- which yields ε ′ = ε in Eq. (59), leads to a constant probability density in Eq. (55), i.e., ρ(x,t) = 1/A(L). However, the interesting choice corresponding to ε ′ = (2 − q)ε yields the preservation of the norm for all times [cf. Eq. (69)].
V. CONCLUSIONS
Recently, it has been shown that it is possible to generalize the Schroedinger, Klein-Gordon, and Dirac equations of relativistic and quantum physics, by introducing a real parameter q in such a way that the new equations (a) become nonlinear and reduce to their classical linear version in the limit q → 1, (b) conserve the Planck, de Broglie, and Einstein energy-momentum relations for all q, and, most importantly, (c) possess plane wave solutions expressed in terms of an oscillating q-exponential function whose amplitude vanishes at infinity by a power law.
In this paper, we have sought to obtain new solutions of the q-generalized Schroedinger equation for the main field variable Ψ( x,t) in the form of travelling waves and separated variables, using the formalism of q-exponential functions and restricting our study to one spatial dimension x and time t. We also found, in every case, corresponding solutions of the associated equations for a second field variable Φ( x,t), required by the Euler-Lagrange equations of classical field theory.
We were able to construct two types of travelling wave solutions of the nonlinear Schroedinger equation which vanish at infinity. Considering the main field in the form Ψ(x,t) = f (v) = f (i(k x − ωt)), we have shown that these types of solutions obey the equation
where b is an integration constant, whereas a = ( ω)/[( 2 k 2 )/(2m)] appears as a dimensionless ratio between two typical energies, namely, the quantum of radiation and the kinetic energy of the particle. These types of solutions are more general than the previous q-plane wave of Refs. 4 and 5 [recovered from Eq. (79) as the particular case b = 0].
Although the general solutions of Eq. (79) can be expressed in terms of hypergeometric functions, we have explored these solutions perturbatively, in both cases |a/b| < 1 and |b/a| < 1, the latter representing perturbations around the q-plane wave solution. Our first discovery was that, when we attempted to develop these solutions as perturbations of the corresponding q-plane waves, we found terms of the expansion that, as x and/or t go to infinity, either become unbounded or tend to a non-zero constant, implying that there are directions in solution space where these q-plane waves are unstable. It is important to emphasize, however, that these results were obtained for expansions with terms up to second order and, therefore, it would be very interesting to study them at higher orders to prove the convergence of the corresponding series. Even, in the case of non-convergence, the solutions may still be considered on a finite x-interval, as is usually done for the particular case q = 1.
Finally, a new class of separated variable solutions was obtained, which vanish at infinity and may thus yield integrable probability densities. These solutions were achieved by considering an energy ε, associated with the Schroedinger equation for the main field variable Ψ( x,t), and an energy ε ′ , associated with the equation for the second field variable Φ( x,t), where in principle, ε ′ ε; the choice ε ′ = (2 − q)ε was analyzed in detail. Considering ε ′ ε seems to be a natural alternative, since these energies come from two non-symmetric equations and may possibly be associated with two strongly correlated particles. One should recall that the previous separated variable solutions were restricted to the simpler case ε ′ = ε. 8 We, therefore, conclude that it would be very interesting to explore these new solutions in terms of their physical relevance. One way to do this would be to examine their stability properties under time evolution, by solving either perturbatively or numerically the full nonlinear q-generalized
