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Abstract
Adaptive rational interpolation has been designed in the context of image processing as a new nonlinear technique that avoids
the Gibbs phenomenon when we approximate a discontinuous function. In this work, we present a generalization to the method
giving explicit expressions for all the weights for any order of the algorithm. It has a similar behavior to weighted essentially
non oscillatory (WENO) technique, however because of the design of the weights in this case is more simple, we propose a new
way to construct them obtaining the maximum order near the discontinuities. Some experiments are performed to demonstrate
our results and to compare them with standard methods.
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1. Introduction
A classical problem in approximation theory is to reconstruct a continuous function from a set of discrete points. These data
can be interpreted as a discretization of a function. Depending on the context where the problem appears different settings can
be considered. In the literature, the most common discretizations used and developed are point-value, if the data are the values
of the function at a finite set of points (see, e.g. [1, 2, 3, 4, 5, 6]) and cell-average; in that case the values are the averages of
an integrable function (see, e.g. [5, 7, 6, 8]). Others frameworks as hat-average, see [9] are employed in vortex methods for the
numerical solution of partial differential equations. Fixed the discretization more suitable for the type of problem posed, the
data are interpolated, i.e., a continuous function, is designed with the same values, cell-averages or hat-averages at the given
set of points, cells or hat-values respectively.
Polynomial interpolatory technique is a well-known procedure that has been satisfactory used in some applications as digital
signals or image processing or curves and surfaces generation through subdivision schemes. Lagrange piecewise interpolation
consists on constructing a polynomial with a subset of the values on the given set of points (stencil). However, its accuracy is
limited, if the stencil used crosses a discontinuity, Gibbs phenomenon appears and the order of approximation is lost around
this point. Thus, if the number of points of the stencil is large to obtain a high order of approximation then the number of
regions where a poor approximation is produced increases as it is mentioned in [3].
In order to avoid discontinuities between the points of the stencil a nonlinear procedure is necessary. In [10], Harten et al.
developed Essentially Non Oscillatory (ENO) technique working on a numerical solution of nonlinear hyperbolic conservation
laws. Assuming that the discontinuities are sufficiently separated, ENO method avoids Gibbs phenomenon picking out the
stencil less contaminated by a discontinuity (for more details, see, e.g. [5, 6] and the references therein).
However, the stability of ENO method is not ensured and some complementary results are necessary in order to use it
in some applications. Liu et al. in [7] presented an alternative algorithm based on a nonlinear convex combination of the
polynomial constructed with the different possible stencils used in each interpolation of the ENO method. This new procedure,
called weighted ENO (WENO), is an improvement stable of the method ENO. There exist several references on the construction
of the nonlinear weights (see, e.g. [11, 3, 12]). In order to obtain the maximum order at the smooth zones, the nonlinear weights
have to satisfy among others conditions: to reduce the contribution of the polynomials corresponding to the stencils which cross
a discontinuity. One of the problems that this procedure presents is whereas the accuracy in smooth zones is optimal due to the
design of the weights, in the zones close to the discontinuities it is reduced because of the usage of the same optimal weights.
In [11] a new algorithm is designed to improve the order of the approximation close to discontinuities.
In [13, 14, 15, 16] Ramponi et al. proposed a new nonlinear algorithm of order two. Ara`ndiga in [2], using the principal
ideas of WENO interpolation, improves this method in order 2 and extends it to order 4. However, the method, as WENO,
reproduces the same problem in the accuracy of the interpolant close to discontinuities. In this paper, we generalize this method
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to any even order. Also, we construct a family of general weights which satisfy the necessary properties to obtain maximum
order in all the intervals close to discontinuities if they are sufficiently separated. We offer explicit formulas for the weights
based on new optimal weights depending on the number of intervals not contaminated by the jump discontinuity. This method
is easily replicable in cell-average (see [17]) or hat-average settings.
This paper is organized in 6 sections: We review point-value WENO interpolation and explain the different conditions that
the weights have to satisfy in order to obtain maximum order interpolants in smooth zones. In Section 3 we sketch the work
developed by Ara`ndiga in [5] on adaptive rational interpolation for order 2 and 4. Section 4 is devoted to explain how generalize
these results obtaining maximum order close to discontinuities. Also we prove the principal properties and introduce an explicit
formula for any order 2r. In Section 5, we perform some tests where the improves are reflected in comparison with the mentioned
above methods and some conclusions are presented. Finally, some conclusions and future work are showed in Section 6.
2. Point-value linear interpolation versus WENO method
Adaptive rational interpolation designed by Ramponi et al. in [13, 15, 14, 16] can be seen as a comparable method to
WENO. The construction of the weights in rational interpolation is similar. Also, for the adaptation to order 4 presented by
Ara`ndiga in [5], most of the concepts involved in WENO interpolation are used. In order to link general rational interpolation
with point-value WENO interpolation, in this section we review WENO using the ideas and the notation presented in [4]. We
explain it in comparison with the well-known linear interpolation method.
Let be i the level of the resolution and Xi = {xij}Nij=0 a uniform discretization of the interval [0,1], with xij = jhi, hi = 1/Ni
and let be {f ij}Nij=0 the point values of a function f(x), being f ij = f(xij). The objective is to obtain an approximation of the
values of the function f in a finer grid Xi+1 = {xi+1j }Ni+1j=0 , with hi+1 = 1/Ni+1,Ni+1 = 2Ni. Firstly, we replicate the values of the
function in the even points, then:
fˆ i+12j ∶= f ij , j = 0, . . . ,Ni, (1)
and for the even points we will use an interpolatory approach.
Lagrange piecewise linear interpolation consists on approximating the value of the function at the point xi+12j−1, (we denote
it as xi
j− 1
2
) constructing a polynomial with 2r nodes around this point. Hence, we denote the stencil S2r−1r−1 = {xij−r, . . . , xij+r−1},
and construct the polynomial p2r−1r−1 (x) which interpolates on this stencil to define the approximation as:
fˆ i+12j−1 = fˆ ij− 1
2
∶= p2r−1r−1 (xij− 1
2
) = r−1∑
ξ=−r β
2r−1
ξ f
i
j+ξ, (2)
with
β2r−1ξ = (−1)2r−1
22r−1
r−1∏
j=−r,j≠ξ (2j + 1i − j ) .
Then, it is easy to check that β2r−1−ξ = β2r−1ξ−1 , ξ = 1, . . . , r.
If we suppose that f is smooth on the region determined by the stencil S2r−1r−1 , then
f i+12j−1 = fˆ i+12j−1 +O(h2ri ). (3)
However, if a discontinuity crosses the stencil S2r−1r−1 then the accuracy is lost if we use a data-independent polynomial. In order
to solve this problem, Liu et al. in [7] propose a convex combination of the polynomials {prk(x)}r−1k=0 which interpolate on the
points of the sub-stencils Srk = {xij+k−r, . . . , xij+k}, k = 0, . . . , r − 1. Thus, we denote as:
q(x) = r−1∑
k=0ω
j
kp
r
k(x), with ωjk ≥ 0, k = 0, . . . , r − 1, and r−1∑
k=0ω
j
k = 1, (4)
and the approximation in the point xi
j− 1
2
would be:
fˆ ij− 1
2
∶= q(xij− 1
2
) = r−1∑
k=0ω
j
kp
r
k(xij− 1
2
).
Note that {Srk}r−1k=0 are all the possible stencils that contain the points xij−1 and xij .
Since the level of resolution i and the point j are fixed, in the rest of the paper we denote as h, xj , xj− 1
2
, fj , fˆj− 1
2
, ωk instead
of hi, x
i
j , x
i
j− 1
2
, f ij , fˆ
i
j− 1
2
, ωjk.
The construction of the nonlinear weights is crucial to obtain the maximum order of accuracy, 2r, in the smooth zones, Eq.
(3). Henceforth, we can define the optimal weights (see [4]) as the constants C2r−1r−1,k > 0, k = 0, . . . , r − 1, such that:
p2r−1r−1 (xj− 1
2
) = r−1∑
k=0C
2r−1
r−1,kprk(xj− 1
2
), and r−1∑
k=0C
2r−1
r−1,k = 1. (5)
Also, in [4], an explicit formula is provided proving the following proposition.
2
Proposition 2.1. (Ara`ndiga et al. [4]) The optimal weights are given by
C2r−1r−1,k = 1
22r−1 ( 2r2k + 1), k = 0, . . . , r − 1. (6)
Hence, if f is smooth in the interval [xj−r, xj+r−1] and the nonlinear weights satisfy the following condition:
ωjk = C2r−1r−1,k +O(hm), k = 0, . . . , r − 1, (7)
with m ≤ r − 1 then, it can be proved (see [4, 7]) that
f(xj− 1
2
) − q(xj− 1
2
) = O(hr+m+1), (8)
then if m = r − 1 the maximum order is obtained.
Typically, see [7, 4], the nonlinear weights are defined as:
ωjk = αjk∑r−1ξ=0 αjξ , k = 0, . . . , r − 1, with αjk = C
2r−1
r−1,k(εh + Ijk)t
being t an integer that ensures maximum order of accuracy near the discontinuities and where εh is defined in [7] as ε = 10−6.
This is a constant introduced to avoid the null denominators. However, in [4], it is proved that the choice of this constant is
crucial to obtain the maximum order when h is small. The authors analyze different examples and determine that it depends
on h being ε = h2 the suitable value to gain an accuracy approximation. The values Ijk are the indicators of the smoothness of
the function f in the stencil Srk. Thus, if f is smooth in S
r
k then I
j
k = O(h2) and if there exists a discontinuity in this stencil
Ijk = O(1). There are different ways to design these indicators. In Jiang and Shu, [7], an indicator of smoothness is defined in
cell-average context as:
Ljk = r∑
l=1∫ xj+ 12xj− 1
2
h2l−1((prk)(l)(x))2dx.
In [1] Amat et al. change this expression in order to detect corner discontinuities. In this paper, we will use one of the three
families of smoothness indicators constructed in [4] defined as:
Ir,jk = r∑
l=1∫ xjxj−1 h2l−1((prk)(l)(x))2dx. (9)
In order to make the paper self-contained we show the explicit expressions for r = 3:
I3,jk = (δk1 )2 − 2δk1 δk2 + 2δk1 δk3 + 163 (δk2 )2 − 15δk2 δk3 + 2495 (δk3 )2, k = 0,1,2,
being the coefficients for p30:
δ01 = −1
3
fj−3 + 3
2
fj−2 − 3fj−1 + 11
6
fj ,
δ02 = −1
2
fj−3 + 2fj−2 − 5
2
fj−1 + fj ,
δ03 = −1
6
fj−3 + 1
2
fj−2 − 1
2
fj−1 + 1
6
fj ,
for p31:
δ11 = 1
6
fj−2 − fj−1 + 1
2
fj + 1
3
fj+1,
δ12 = 1
2
fj−1 − fj + 1
2
fj+1,
δ13 = −1
6
fj−2 + 1
2
fj−1 − 1
2
fj + 1
6
fj+1,
and for p32:
δ21 = −1
3
fj−1 − 1
2
fj + fj+1 − 1
6
fj+2,
δ22 = 1
2
fj−1 − fj + 1
2
fj+1,
δ23 = −1
6
fj−1 + 1
2
fj − 1
2
fj+1 + 1
6
fj+2,
3
An for r = 4,
I4,jk =174835 (δk1 )2 + 8315(δk2 )2 + 43(δk3 )2 + (δk4 )2 − 463 δk1 δk2+ 12
5
δk1 δ
k
3 − 1
2
δk1 δ
k
4 − 5
2
δk2 δ
k
3 + 2
3
δk2 δ
k
4 − δk3 δk4 , k = 0,1,2,3,
being the coefficients for p40:
δ01 = 1
6
(fj − 4fj−1 + 6fj−2 − 4fj−3 + fj−4),
δ02 = 1
4
(5fj − 18fj−1 + 24fj−2 − 14fj−3 + 3fj−4),
δ03 = 1
12
(35fj − 104fj−1 + 114fj−2 − 56fj−3 + 11fj−4),
δ04 = 1
12
(25fj − 48fj−1 + 36fj−2 − 16fj−3 + 3fj−4),
for p41:
δ11 = 1
6
(fj+1 − 4fj + 6fj−1 − 4fj−2 + fj−3),
δ12 = 1
4
(3fj+1 − 10fj + 12fj−1 − 6fj−2 + fj−3),
δ13 = 1
12
(11fj+1 − 20fj + 6fj−1 + 4fj−2 − fj−3),
δ14 = 1
12
(3fj+1 + 10fj − 18fj−1 + 6fj−2 − fj−3),
for p42:
δ21 = 1
6
(fj+2 − 4fj+1 + 6fj − 4fj−1 + fj−2),
δ22 = 1
4
(fj+2 − 2fj+1 + 2fj−1 − fj−2),
δ23 = 1
12
(−fj+2 + 16fj+1 − 30fj + 16fj−1 − fj−2),
δ24 = 1
12
(−fj+2 + 8fj+1 − 8fj−1 + fj−2),
and for p43:
δ31 = 1
6
(fj+3 − 4fj+2 + 6fj+1 − 4fj + fj−1),
δ32 = 1
4
(−fj+3 + 6fj+2 − 12fj+1 + 10fj − 3fj−1),
δ33 = 1
12
(−fj+3 + 4fj+2 + 6fj+1 − 20fj + 11fj−1),
δ34 = 1
12
(fj+3 − 6fj+2 + 18fj+1 − 10fj − 3fj−1).
3. Point-value adaptive rational interpolation
In this section we introduce the rational interpolation proposed by S. Carrato and G. Ramponi [13] in the point-value
setting. This is a second order nonlinear interpolatory technique, [2]. It consists on obtaining an approximation of the value
fj− 1
2
by a weighted average between fj−1 and fj , i.e.
fˆj− 1
2
= ω0fj−1 + ω1fj , with ω0 + ω1 = 1.
In this case, the polynomials chosen are of degree 0 since fj = p0j(xj) and fj−1 = p0j−1(xj−1). This is not exactly a WENO
interpolation because of the sub-stencils do not contain the points xj−1 and xj but the construction is similar. In [13], two
4
xj−4 xj−3 xj−2 xj xj+1 xj+3 xj+4xj−1 xj+2
S32
S31
S30
S41
S42
. . . . . .
Figure 1: Stencils and possible sub-stencils used when r = 3 and any discontinuity does not cross the stencil S52 the optimal weights are
the values C5k plus values of order 2 or higher, with k = 0,1,2.
families of weights are proposed. We denote them as:
ω1,0 = 1 + α(fj−1 − fj+1)2
2 + α((fj−2 − fj)2 + (fj−1 − fj+1)2) ,
ω1,1 = 1 + α(fj−2 − fj)2
2 + α((fj−2 − fj)2 + (fj−1 − fj+1)2) ,
(10)
and
ω2,0 = 1 + α((fj−1 − fj+1)2 + (fi − fj+1)2)
2 + α(∑1s=0((fj−1 − fj+1−3s)2 + (fj − fj+1−3s)2)) ,
ω2,1 = 1 + α((fj−1 − fj−2)2 + (fj − fj−2)2)
2 + α(∑1s=0((fj−1 − fj+1−3s)2 + (fj − fj+1−3s)2)) ,
(11)
where α is a parameter. If f is smooth in [xj−2, xj+1] then the following property is true (see [2]):
fˆj− 1
2
= ωs,0fj−1 + ωs,1fj = f(xj− 1
2
) +O(h2), s = 1,2. (12)
Furthermore, Ara`ndiga presents in [2], rational interpolation of order four (r = 2) as a modification in the design of the
weights of WENO method. Thus, he calculates an approximation:
fˆj− 1
2
= ω3,0p20(xj− 1
2
) + ω3,1p21(xj− 1
2
), (13)
with the weights defined as:
ω3,k = α3,k
α3,0 + α3,1 , α3,k = 1/2( + I2,jk )t , k = 0,1,
where I2,jk are the smoothness indicator defined in Eq. (9). Based in these weights, in [2], the following nonlinear weights are
proposed:
ω4,k = α4,k
α4,0 + α4,1 , α4,k = 1 + h−2t(I2,jk )t, k = 0,1.
Using these ideas we construct a general way to obtain rational interpolation for any order 2r. In this generalization, we
design the new weights in order to satisfy the condition showed in Eq. (7). Also, we adapt them to the different optimal weights
depending on the situation of the discontinuity. To explain the procedure with more clarity, let us start with the example r = 3
and in Section 4, we perform the general case.
3.1. Design of new nonlinear weights: The case r = 3
In this section, we construct a family of weights that tend to the different optimal weights depending on the interval which
contains the discontinuity. We explain the design of the weights for the case r = 3, i.e. using 6 points.
Let’s start with the stencil S52 = {xj−3, xj−2, xj−1, xj , xj+1, xj+2}, and sub-stencils S30 = {xj−3, xj−2, xj−1, xj}, S31 = {xj−2, xj−1, xj , xj+1},
S32 = {xj−1, xj , xj+1, xj+2}, S41 = {xj−3, xj−2, xj−1, xj , xj+1}, S42 = {xj−2, xj−1, xj , xj+1, xj+2} to construct the interpolatory polyno-
mials p52(x), p30(x), p31(x), p32(x), p41(x), p42(x) respectively.
Then, we can express all the approximations using the above polynomials as a linear convex combination of the approximation
obtained using polynomials of degree 3. For this, we define the following concept that we use throughout all the paper.
5
Definition 3.1. With the notation used during all the paper. Let be r ≤ a ≤ 2r − 1 and a − r ≤ b ≤ r − 1 then the (a, b)-optimal
weights are the values Cab,k, k = 0, . . . , a − r, that satisfy:
pab (xj− 1
2
) = a−r∑
k=0C
a
b,kp
r
k(xj− 1
2
), with a−r∑
k=0C
a
b,k = 1.
Note that (2r − 1, r − 1)-optimal weights are the classical optimal weights defined in Prop. 2.1. In the particular case of
r = 3, we get:
p52(xj− 1
2
) = C52,0p30(xj− 1
2
) +C52,1p31(xj− 1
2
) +C52,2p32(xj− 1
2
),
with C52,0 = C52,2 = 316 and C52,1 = 58 by Prop. 2.1. Again, it is easy to calculate that
p41(xj− 1
2
) = C41,0p30(xj− 1
2
) +C41,1p31(xj− 1
2
)
p42(xj− 1
2
) = C42,1p31(xj− 1
2
) +C42,2p32(xj− 1
2
)
being C41,0 = C42,2 = 38 and C41,1 = C42,1 = 58 , and obviously C3k,k = 1, k = 0,1,2. In Fig. 1 we sketch these sub-stencils for r = 3.
Depending on the position of the discontinuity the nonlinear weights will have a negligible influence or will be the (a, b)-optimal
weights plus elements of order O(h2) or higher. Thus, we define:
ωk = αk
α0 + α1 + α2 , k = 0,1,2,
with
α0 = C53,0 + h−t(C41,0J2 +C30,0J1) = 3
16
+ h−t (3
8
J2 + J1) ,
α1 = C53,1 + h−t(C41,1J2 +C42,1J−2) = 5
8
+ h−t (5
8
J2 + 5
8
J−2) ,
α2 = C53,2 + h−t(C42,2J−2 +C32,2J−1) = 3
16
+ h−t (3
8
J−2 + J−1) ,
(14)
being
Jξ = ∣fj+ξ − fj+ξ−1∣2t, ξ = −2, . . . ,2. (15)
In order to ensure the maximum order of accuracy we will take t = 2r−1, in this case t = 5. We can rewrite the above expressions
as: ⎛⎜⎝
α0
α1
α2
⎞⎟⎠ =
⎛⎜⎝
3/16
5/8
3/16
⎞⎟⎠ + h−t
⎛⎜⎝
3/8 1 0 0
5/8 0 0 5/8
0 0 1 3/8
⎞⎟⎠
⎛⎜⎜⎜⎝
J2
J1
J−1
J−2
⎞⎟⎟⎟⎠ . (16)
With these definitions we analyze the following different situations respect to the discontinuity:
1. If f is smooth in the interval [xj−3, xj+2] then the nonlinear weights are the optimal weights defined in Eq. (7) plus
elements of order h5, i.e.,
ωk = C53,k +O(ht), k = 0,1,2, (17)
this is easy to prove from Jξ = O(h2t), ξ = −2, . . . ,2, (see Prop. 4.2 below).
2. If f has a discontinuity at the interval [xj−3, xj−2] and it is smooth in the rest of the intervals then the stencil S42 does
not contain any discontinuity. Hence, the nonlinear weights will be (4,2)-optimal weights plus elements of order 5. In
particular, in Section 4 we prove that
ωk = { C42,k +O(ht), k = 1,2;O(ht), k = 0. (18)
3. If f has a discontinuity at the interval [xj+1, xj+2] and it is smooth at the stencil S41 , the situation is similar to the case
2. Thus, we prove that the nonlinear weights are (4,1)-optimal weights plus elements of order 5.
4. Finally, if f has a discontinuity at the interval [xj , xj+1] or [xj−2, xj−1] then the maximum order obtained is r + 1 = 4, we
get
ωk = { C32,k +O(ht) = 1 +O(ht), k = 2;O(ht), k = 0,1. (19)
With these results we can prove the following theorem.
6
Theorem 3.1. If f is smooth in [xj−1, xj], then
fˆj− 1
2
− fj− 1
2
= ⎧⎪⎪⎪⎨⎪⎪⎪⎩
O(h6), if f is smooth in [xj−3, xj+2];
O(h5), if f has a discontinuity at [xj−3, xj−2] or [xj+1, xj+2];
O(h4), if f has a discontinuity at [xj−2, xj−1] or [xj , xj+1]. (20)
Proof. We suppose that f is smooth in [xj−3, xj+2], then
p53(xj− 1
2
) = fj− 1
2
+O(h6), p3k(xj− 1
2
) = fj− 1
2
+O(h4), k = 0,1,2,
and using Eq. (17) we can obtain the order of accuracy:
2∑
k=0ωkp
3
k(xj− 1
2
) − p53(xj− 1
2
) = 2∑
k=0ωkp
3
k(xj− 1
2
) − 2∑
k=0C
j+3,5
k p
3
k(xj− 1
2
)
= 2∑
k=0(ωk −C53,k)p3k(xj− 12 ) =
2∑
k=0(ωk −C53,k)(p3k(xj− 12 ) − fi− 12 )= O(ht) ⋅O(h4) = O(ht+4).
Secondly we suppose that f has a discontinuity at [xj+1, xj+2] (analogously for [xj−3, xj−2]). Since:
p41(xj− 1
2
) = fj− 1
2
+O(h5),
and, by Eq. (18), we get
2∑
k=0ωkp
3
k(xj− 1
2
) − fj− 1
2
= 2∑
k=0ωkp
3
k(xj− 1
2
) − p41(xj− 1
2
) + (fj− 1
2
− p41(xj− 1
2
))
= 2∑
k=0ωkp
3
k(xj− 1
2
) − 1∑
k=0C
4
1,kp
3
k(xj− 1
2
) + (fj− 1
2
− p41(xj− 1
2
))
= 1∑
k=0(ωk −C41,k)p3k(xj− 12 ) + ω2p32(xj− 12 ) + (fj− 12 − p41(xj− 12 ))
= 1∑
k=0(ωk −C41,k)(p3k(xj− 12 ) − fj− 12 ) + ω2(p32(xj− 12 ) − fj− 12 )+ (fj− 1
2
− p41(xj− 1
2
))=O(ht)O(h4) +O(ht)O(1) +O(h5) = O(h5).
Finally, if f has a discontinuity at [xj , xj+1] (analogously for [xj−2, xj−1]), by Eq. (19), we obtain
2∑
k=0ωkp
3
k(xj− 1
2
) − fj− 1
2
= ω0(p3k(xj− 1
2
) − fj− 1
2
) + 2∑
k=1ωk(p3k(xj− 12 ) − fj− 12 )= O(1)O(h4) +O(ht)O(1) = O(h4).
Following the scheme presented for the case r = 3, we generalize for any order 2r.
4. Design of new nonlinear weights: The case 2r
For the case 2r, we consider the stencil S2r−1r−1 and {Sl+r−1b , l−1 ≤ b ≤ r−1}r−1l=1 to perform the interpolatory polynomials p2r−1r−1
and pr+l−1b respectively. We give an explicit form for determined (a, b)-optimal weights proving the following theorem.
Theorem 4.1. With the notation used in this section, let be 1 ≤ l ≤ r, then the (r + l − 1, b)-optimal weights, defined in Def.
3.1, with b = l − 1, l are given by:
Cr+l−1l−1,k = 1
22l
(r + l
l
)( l − k
r − k )( lk)(rk)−1(2ll )(l + rr )−1( 2r2k + 1), 0 ≤ k ≤ l,
Cr+l−1l,k = 1
22l
( 2l + 1
2r − 1)(r + ll )( kr − k )( lk)(rk)−1(2ll )(l + rr )−1( 2r2k + 1), 0 ≤ k ≤ l.
(21)
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Proof. We use an induction process on l. For l = 1, it is evident. We start l = 2, if we substitute it in Eq. (21) we obtain that
Cr+11,0 = 32(r+1) , Cr+11,1 = 2r−12(r+1) , Cr+11,2 = 0,
Cr+12,0 = 0, Cr+12,1 = 52(r+1) , Cr+12,2 = 2r−32(r+1) ,
and by Aitken interpolation we get, let be ξ = 1,2, then
pr+1ξ (xj− 1
2
) =( xj+ξ − xj− 12
xj+ξ − xj−r+ξ−1 )prξ−1(xj− 12 ) + ( xj− 12 − xj−rxj+ξ − xj−r+ξ−1 )prξ(xj− 12 )
=( (j + ξ + 1)h − (j − 12)h(j + ξ)h − (j − r + ξ − 1)h)prξ−1(xj− 12 )
+ ((j − 12)h − (j − r + ξ − 1)h(j + ξ)h − (j − r + ξ − 1)h )prξ(xj− 12 )
=( 2ξ + 1
2(r + 1))prξ−1(xj− 12 ) + (2(r − ξ) + 12(r + 1) )prξ(xj− 12 )=Cr+1ξ,ξ−1prξ−1(xj− 1
2
) +Cr+1ξ,ξ prξ(xj− 1
2
).
(22)
We suppose that Eq. (21) is true with 2 ≤ l ≤ r − 1, then by induction hypothesis and by Prop. 2.1 we have that if l = r − 1,
and 0 ≤ k ≤ r then
C2r−2r−2,k = 1
22(r−1) (2r − 1r − 1 )(r − 1 − kr − k )(r − 1k )(rk)−1(2r − 2r − 1 )(2r − 1r )−1( 2r2k + 1)
= 2(r − 1 − k)
22r−1(r − 1)( 2r2k + 1) = 2(r − 1 − k)r − 1 C2r−1r−1,k,
C2r−2r−1,k = 1
22(r−1) (2r − 1r − 1 )( kr − k )(r − 1k )(rk)−1(2r − 2r − 1 )(2r − 1r )−1( 2r2k + 1)
= 2k
22r−1(r − 1)( 2r2k + 1) = 2kr − 1C2r−1r−1,k.
(23)
Using again Aitken interpolation we get
p2r−1r−1 (xj− 1
2
) = (xj+r−1 − xj− 12
xj+r−1 − xj−r )p2r−2r−2 (xj− 12 ) + ( xj− 12 − xj−rxj+r−1 − xj−r )p2r−2r−1 (xj− 12 )= 1
2
p2r−2r−2 (xj− 1
2
) + 1
2
p2r−2r−1 (xj− 1
2
), (24)
thus by Def. 3.1, if we substitute the values C2r−2r−2,k and C2r−2r−1,k obtained in Eq. (23), we have
p2r−1r−1 (xj− 1
2
) = 1
2
r−1∑
k=0C
2r−2
r−2,kprk(xj− 1
2
) + 1
2
r−1∑
k=0C
2r−2
r−1,kprk(xj− 1
2
)
= r−1∑
k=0C
2r−1
r−1,kprk(xj− 1
2
). (25)
In order to construct the nonlinear weights with a more accesible notation, we can check the following result.
Proposition 4.2. With the notation used in this section,
Cr+l−1l−1,k = Cr+l−1r−1,r−1−k, 1 ≤ l ≤ r − 1, 0 ≤ k ≤ l − 1. (26)
Then, we define the new nonlinear weights as:
ωk = αk∑r−1ξ=0 αξ , 0 ≤ k ≤ r − 1, (27)
with
αk = C2r−1r−1,k + h−t r−1∑
l=k+1C
r+l−1
l−1,k Jl + h−t k−1∑
l=0 C
2r−l−2
r−1,k J−r+1+l, (28)
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being
Jk = ∣fj+k − fj+k−1∣2t, k = −r + 1, . . . , r − 1.
As we have mentioned in Section 3.1, we take t = 2r − 1. In matricial form, if we denote as ∣∣ ⋅ ∣∣`1 the `1-vector norm and
Ar = (α0, α1 . . . , αr−2, αr−1)T ,
Or = (C2r−1r−1,0,C2r−1r−1,1 . . . ,C2r−1r−1,r−2,C2r−1r−1,r−1)T ,
Jr = (Jr−1, Jr−2, . . . , J1, J−1, . . . , J−r+2, J−r+1)T ,
Wr = (ω0, ω1 . . . , ωr−2, ωr−1)T ,
we get
Wr = Ar∣∣Ar ∣∣`1 , with
Ar = Or + h−t(Ar ∣A˜r)Jr, (29)
being (Ar ∣A˜r) the (2r) × (r − 1) matrix formed by the r × (r − 1) matrices following:
Ar =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
C2r−2r−2,0 C2r−3r−3,0 C2r−4r−4,0 ⋯ Cr+22,0 Cr+11,0 Cr0,0
C2r−2r−2,1 C2r−3r−3,1 C2r−4r−4,1 ⋯ Cr+22,1 Cr+11,1 0
C2r−2r−2,2 C2r−3r−3,2 C2r−4r−4,2 ⋯ Cr+22,2 0 0⋮ ⋮ ⋮ ⋰ ⋰ ⋮ ⋮
C2r−2r−2,r−4 C2r−3r−3,r−4 C2r−4r−4,r−4 ⋯ 0 0 0
C2r−2r−2,r−3 C2r−3r−3,r−3 0 ⋯ 0 0 0
C2r−2r−2,r−2 0 0 ⋯ 0 0 0
0 0 0 ⋯ 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
and
A˜r =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 ⋯ 0 0 0
0 0 0 ⋯ 0 0 C2r−2r−1,1
0 0 0 ⋯ 0 C2r−3r−1,2 C2r−2r−1,2⋮ ⋮ ⋮ ⋰ ⋰ ⋮ ⋮
0 0 0 ⋯ C2r−4r−1,r−4 C2r−3r−1,r−4 C2r−2r−1,r−4
0 0 Cr+2r−1,r−3 ⋯ Cj+2r−4r−1,r−3 C2r−3r−1,r−3 C2r−2r−1,r−3
0 Cr+1r−1,r−2 Cr+2r−1,r−2 ⋯ C2r−4r−1,r−2 C2r−3r−1,r−2 C2r−2r−1,r−2
Crr−1,r−1 Cr+1r−1,r−1 Cr+2r−1,r−1 ⋯ C2r−4r−1,r−1 C2r−3r−1,r−1 C2r−2r−1,r−1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
By Prop. 4.2 we can rewrite it as:
A˜r =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 ⋯ 0 0 0
0 0 0 ⋯ 0 0 C2r−2r−2,r−2
0 0 0 ⋯ 0 C2r−3r−3,r−3 C2r−2r−2,r−3⋮ ⋮ ⋮ ⋰ ⋰ ⋮ ⋮
0 0 0 ⋯ C2r−4r−4,3 C2r−3r−3,3 C2r−2r−2,3
0 0 Cr+22,2 ⋯ C2r−4r−4,2 C2r−3r−3,2 C2r−2r−2,2
0 Cr+11,1 Cr+22,1 ⋯ C2r−4r−4,1 C2r−3r−3,1 C2r−2r−2,1
Cr0,0 C
r+1
1,0 C
r+2
2,0 ⋯ C2r−4r−4,0 C2r−3r−3,0 C2r−2r−2,0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
We introduce the following propositions as auxiliary results to prove that the obtained order of accuracy is maximum near
the discontinuities.
Proposition 4.3. If f is smooth in the interval [xj−r, xj+r−1] then
ωk = C2r−1r−1,k +O(ht), 0 ≤ k ≤ r − 1,
with t = 2r − 1.
Proof. By hypothesis, if f is smooth in the interval [xj−r, xj+r−1] then Jξ = O(h2t), ξ = −r + 1, . . . , r − 1. Since Eq. (28), we
obtain:
r−1∑
k=0αk = 1 + h−t
r−1∑
l=k+1Jl + h−t
k−1∑
l=0 J−r+1+l = 1 + h−t
r−1∑
l=−r+1,l≠kJl = 1 +O(ht) (30)
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then let be 0 ≤ k ≤ r − 1
αk = C2r−1r−1,k + h−t r−1∑
l=k+1C
r+l−1
l−1,k Jl−1 + h−t k−1∑
l=0 C
2r−l−2
r−1,k J−r+1+l = C2r−1r−1,k +O(ht).
Thus, by Eq. (27)
ωk = αk∑r−1ξ=0 αξ = C
2r−1
r−1,k +O(ht)
1 +O(ht) = C2r−1r−1,k +O(ht).
Proposition 4.4. Let be 1 ≤ l0 ≤ r − 1, if f has a discontinuity at the interval [xj+l0−1, xj+l0] and it is smooth in rest of the
intervals then
ωk = { Cr+l0−1l0−1,k +O(ht), 0 ≤ k ≤ l0 − 1;
O(ht), l0 ≤ k ≤ r.
with t = 2r − 1.
Proof. Let be a fixed value 1 ≤ l0 ≤ r − 1, then we denote as [Jl0] the value of the jump because, by hypothesis, there exists a
discontinuity at the interval [xj+l0−1, xj+l0] and let be 0 ≤ k ≤ l0 − 1, then
αk =C2r−1r−1,k + h−t r−1∑
l=k+1C
r+l−1
l−1,k Jl + h−t k−1∑
l=0 C
2r−l−2
r−1,k J−r+1+l
=C2r−1r−1,k + h−tCr+l0−1l0−1,k [Jl0] +O(ht),
and
r−1∑
k=0αk =1 + h−t
l0−1∑
k=0 C
r+l0−1
l0−1,k [Jl0] +O(ht) = 1 + h−t[Jl0] +O(ht),
then
ωk −Cr+l0−1l0−1,k = αk∑r−1ξ=0 αξ −Cr+l0−1l0−1,k = C
2r−1
r−1,k + h−tCr+l0−1l0−1,k [Jl0] +O(ht)
1 + h−t[Jl0] +O(ht) −Cr+l0−1l0−1,k
= Cr+l0−1l0−1,k [Jl0] + htC2r−1r−1,k +O(h2t)[Jl0] + ht +O(h2t) −Cr+l0−1l0−1,k = h
tC2r−1r−1,k +O(h2t)[Jl0] + ht +O(h2t)= O(ht).
Finally, we suppose that l0 ≤ k ≤ r−1 so, if l0 < k+1 ≤ l1 ≤ r−1 then Jl1 = O(h2t) and if 0 ≤ l2 ≤ k−1 < r−1 then −r+1+ l2 < 0,
hence Jl2 = O(h2t).
The following proposition is a result similar to Prop. 4.4. Both propositions (Props. 4.4 and 4.5) allow us to prove the next
theorem that it is the central result of the paper.
Proposition 4.5. Let be 1 ≤ l0 ≤ r − 1, if f has a discontinuity at the interval [xj−l0−1, xj−l0] and it is smooth in rest of the
intervals then
ωk = { O(ht), 0 ≤ k ≤ r − l0 − 1;Cr−l0−1r−1,k +O(ht), r − l0 ≤ k ≤ r − 1,
with t = 2r − 1.
Theorem 4.6. Let be 1 ≤ l0 ≤ r − 1, if f is smooth in [xj−r, xj+r−1] ∖Ω and f has a discontinuity at Ω then
fˆj− 1
2
− fj− 1
2
= { O(h2r), if Ω = ∅;
O(hr+l0), if Ω = [xj−l0−1, xj−l0] or Ω = [xj+l0−1, xj+l0]; (31)
Proof. Firstly, if f is smooth in [xj−r, xj+r−1], then
p2r−1r−1 (xj− 1
2
) = fj− 1
2
+O(h2r), prk(xj− 1
2
) = fj− 1
2
+O(hr+1), 0 ≤ k ≤ r − 1,
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and using Proposition 4.3 we can obtain the order of accuracy:
r−1∑
k=0ωkp
r
k(xj− 1
2
) − p2r−1r−1 (xj− 1
2
) = r−1∑
k=0ωkp
r
k(xj− 1
2
) − r−1∑
k=0C
2r−1
r−1,kprk(xj− 1
2
)
= r−1∑
k=0(ωk −C2r−1r−1,k)prk(xj− 12 )
= r−1∑
k=0(ωk −C2r−1r−1,k)(prk(xj− 12 ) − fi− 12 )= O(ht) ⋅O(hr+1) = O(ht+r+1).
Then,
fˆj− 1
2
− fj− 1
2
= r−1∑
k=0ωkp
r
k(xj− 1
2
) − p2r−1r−1 (xj− 1
2
) + (p2r−1r−1 (xj− 1
2
) − fj− 1
2
)
= O(ht+r+1) +O(h2r) = O(h2r).
Secondly, we suppose that it exists a value 1 ≤ l0 ≤ r − 1 such that f has a discontinuity at [xj+l0−1, xj+l0] (analogously for[xj−l0−1, xj−l0]). Since:
pr+l0−1l0−1 (xj− 12 ) = fj− 12 +O(hr+l0),
and, by Prop. 4.4, we get
r−1∑
k=0ωkp
r
k(xj− 1
2
) − fj− 1
2
= r−1∑
k=0ωkp
r
k(xj− 1
2
) − pr+l0−1l0−1 (xj− 12 ) + (fj− 12 − pr+l0−1l0−1 (xj− 12 ))
= r−1∑
k=0ωkp
r
k(xj− 1
2
) − l0−1∑
k=0 C
r+l0−1
l0−1,k prk(xj− 12 )+ (fj− 1
2
− pr+l0−1l0−1 (xj− 12 ))
= l0−1∑
k=0 (ωk −Cr+l0−1l0−1,k )prk(xj− 12 ) +
r−1∑
k=l0 ωkp
r
k(xj− 1
2
)
+ (fj− 1
2
− pr+l0−1l0−1 (xj− 12 ))
= l0−1∑
k=0 (ωk −Cr+l0−1l0−1,k )(prk(xj− 12 ) − fj− 12 ) +
r−1∑
k=l0 ωk(prk(xj− 12 ) − fj− 12 )+ (fj− 1
2
− pr+l0−1l0−1 (xj− 12 ))=O(ht)O(hr+1) +O(ht)O(1) +O(hr+l0) = O(hr+l0).
4.1. Design of new nonlinear weights: The case r = 4
In order to clarify the construction for 2r, we introduce the case r = 4 (r = 3 has been showed in Section 3.1). We calculate
the matrix (A4∣A˜4) using Theorem 4.1, thus
(A4∣A˜4) = ⎛⎜⎜⎜⎝
3/24 3/10 1 0 0 0
14/24 7/10 0 0 0 7/24
7/24 0 0 0 7/10 14/24
0 0 0 1 3/10 3/24
⎞⎟⎟⎟⎠ ,
and using Prop. 2.1, the vector
O4 = (C73,0,C73,1,C73,2,C73,4)T = 1
16
(1,7,7,1).
The following results are a direct consequence of Prop. 4.5 and Theo. 4.6
Corollary 4.7. If f is smooth in [xj−4, xj+3] ∖Ω and f has a discontinuity at Ω then the following results are satisfied:
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Figure 2: Functions: a) f1(x), x ∈ [−0.5,0.5], b) f2(x), x ∈ [−0.5,0.5]
Ω ω0 ω1 ω2 ω3∅ C73,0 +O(ht) C73,1 +O(ht) C73,2 +O(ht) C73,3 +O(ht)[xj+2, xj+3] C62,0 +O(ht) C62,1 +O(ht) C62,2 +O(ht) O(ht)[xj+1, xj+2] C51,0 +O(ht) C51,1 +O(ht) O(ht) O(ht)[xj , xj+1] C40,0 +O(ht) O(ht) O(ht) O(ht)[xj−2, xj−1] O(ht) O(ht) O(ht) C43,3 +O(ht)[xj−3, xj−2] O(ht) O(ht) C53,2 +O(ht) C53,3 +O(ht)[xj−4, xj−3] O(ht) C63,1 +O(ht) C63,2 +O(ht) C63,3 +O(ht)
Finally, we show the following corollary to summarize our example. The proof is a direct consequence of Theorem 4.6.
Corollary 4.8. If f is smooth in [xj−4, xj+3] ∖Ω and it has a discontinuity at Ω then
fˆj− 1
2
− fj− 1
2
=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
O(h8), if Ω = ∅;
O(h7), if Ω = [xj−4, xj−3] or Ω = [xj+1, xj+2];
O(h6), if Ω = [xj−3, xj−2] or Ω = [xj+2, xj+3].
O(h5), if Ω = [xj−2, xj−1] or Ω = [xj , xj+1]. (32)
5. Numerical experiments
In this section we present a comparison between the classical linear method, Eq. (2), WENO interpolation (see [7, 4])
presented in Section 2 and the new method designed with r = 3 and r = 4. In particular, we calculate an approximation to the
order at the points close to the discontinuities using the following formula:
o(xij) ∶= oij = log2 ( eijei+1j ) , (33)
where eij = ∣f(xij) − fˆ ij ∣ is the absolute error at point xij . We use the functions plotted in Figure 2. Both functions present an
isolated jump discontinuity. We perform these experiments because the piecewise exponential function f1 is used by Ara`ndiga
in [2] and the function f2 is one of the examples proposed in [1, 18].
Example 1. Let’s start with the function f1,
f1(x) = { ex x ≤ 0;1 + ex, 0 < x,
we consider the values of the function discretized in the interval [−0.5,0.5] for r = 3 and [−2,2] for r = 4, being {f1(xij)}Nij=0, with
Ni = 2i, i = 4, . . . ,8. We show the errors and the values o(xij), Eq. (33), at the points around of the interval which contains the
discontinuity, we denote it as [xij0−1, xij0]. We only show the error and the approximation order at the points {xi+1(2j0−1)+2ξ}4ξ=0 in
Tables 1 and 3. The results in the symmetric points are similar. When r = 3, if we use the linear method, the order is degraded
at the points xi+1(2j0−1)+2, xi+1(2j0−1)+4 because the stencil crosses the discontinuity. We can check that at the points xi+1(2j0−1)+2, the
order obtained using WENO and rational techniques is similar as well r = 3 as r = 4. However, at adjacent points, xi+1(2j0−1)+4
when r = 3 and also xi+1(2j0−1)+6, xi+1(2j0−1)+8 when r = 4, the order obtained using rational interpolant is higher than using WENO
method. WENO is designed to avoid oscillations in non-smooth zones but the accuracy of the interpolant decreases to order r+1
12
around the central interval. The order obtained in rational method is increasing using all the free discontinuities information
as we prove in Sections 4 and 4.1.
Example 2. We take the function
f2(x) = { −x9 + x8 − 4x7 + x4 + 5x2 + 3x, x < 0;−x9 + x8 − 4x7 + x4 + 5x2 + 3x + 1, 0 ≤ x,
which is discretized as f1. In this case, the differences between rational and WENO methods can be noted at the point x
i+1(2j0−1)+4
when r = 3 (Table 2) but there are no differences when r = 4 (Table 4), because the function is piecewise polynomial of degree 9.
6. Conclusions and future work
In this paper, we present a generalization of the adaptive rational method designed by [16, 13, 14, 15] and modified in [2].
We construct this new method in the same way that the WENO method (see [7, 4]) introducing a new concept of optimal
weights depending on the location of the jump discontinuity. This new method only detects discontinuities in the original
function nor in first derivative (corner discontinuities). It is a crucial property in image processing context. For this reason,
it will be an interesting future work to analyze adaptations of the new weights to discontinuities in the first derivative. The
principal property of the new adaptive rational method is that, if it is possible, it uses all the information which does not contain
discontinuities to interpolate, increasing the order of accuracy in the points close to discontinuity. On the other hand, we can
reproduce the same construction with others settings as cell-average or hat-average. The numerical examples presented confirm
the theoretical results proved.
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Linear interpolation, 6-points
ei+12j0+1 oi+12j0+1 ei+12j0+3 oi+12j0+3 ei+12j0+5 oi+12j0+5 ei+12j0+7 oi+12j0+7
0.5 8.59e − 02 1.17e − 02 3.76e − 10 3.85e − 10
0.5 8.59e − 02 5.2e − 09 1.17e − 02 −4.1e − 08 5.08e − 12 6.15 5.23e − 12 6.20
0.5 8.59e − 02 7.8e − 11 1.17e − 02 −5.9e − 10 7.54e − 14 6.07 7.64e − 14 6.09
0.5 8.59e − 02 1.2e − 12 1.17e − 02 −9.0e − 12 1.14e − 15 6.04 1.27e − 15 5.90
Rational interpolation, r = 3
ei+12j0+1 oi+12j0+1 ei+12j0+3 oi+12j0+3 ei+12j0+5 oi+12j0+5 ei+12j0+7 oi+12j0+7
0.5 7.32e − 07 7.43e − 09 3.76e − 10 4.14e − 10
0.5 4.19e − 08 4.12 1.27e − 10 5.87 5.08e − 12 6.21 5.24e − 12 6.30
0.5 2.48e − 09 4.07 2.08e − 12 5.92 7.54e − 14 6.07 7.64e − 14 6.09
0.5 1.50e − 10 4.04 3.29e − 14 5.98 1.14e − 15 6.04 1.27e − 15 5.90
WENO, r = 3.
ei+12j0+1 oi+12j0+1 ei+12j0+3 oi+12j0+3 ei+12j0+5 oi+12j0+5 ei+12j0+7 oi+12j0+7
0.49 9.34e − 06 8.12e − 07 3.67e − 10 3.91e − 10
0.49 5.29e − 07 4.13 4.41e − 08 4.20 5.09e − 12 6.17 5.25e − 12 6.22
0.49 3.15e − 08 4.06 2.57e − 09 4.09 7.54e − 14 6.07 7.65e − 14 6.10
0.49 1.92e − 09 4.03 1.55e − 10 4.04 1.14e − 15 6.04 1.27e − 15 5.90
Table 1: Errors, ei+1(2j0−1)+ξ, and orders of approximation, oi+1(2j0−1)+ξ, with ξ = 2,4,5,8 for the different methods, with f1(x), x ∈ [−0.5,0.5]
Linear interpolation, 6-points
ei+12j0+1 oi+12j0+1 ei+12j0+3 oi+12j0+3 ei+12j0+5 oi+12j0+5 ei+12j0+7 oi+12j0+7
0.5 8.59e − 02 1.17e − 02 8.43e − 07 1.19e − 06
0.5 8.59e − 02 −2.8e − 06 1.17e − 02 6.2e − 05 6.72e − 09 6.97 9.28e − 09 7.00
0.5 8.59e − 02 −2.3e − 08 1.17e − 02 5.0e − 07 5.39e − 11 6.96 7.47e − 11 6.95
0.5 8.59e − 02 −1.8e − 10 1.17e − 02 4.0e − 09 4.28e − 13 6.97 5.96e − 13 6.96
Rational interpolation, r = 3
ei+12j0+1 oi+12j0+1 ei+12j0+3 oi+12j0+3 ei+12j0+5 oi+12j0+5 ei+12j0+7 oi+12j0+7
0.45 1.30e − 05 1.73e − 06 3.95e − 06 3.51e − 06
0.49 8.84e − 07 3.88 1.31e − 08 7.04 3.08e − 08 7.00 5.87e − 08 5.90
0.49 5.58e − 08 3.98 1.10e − 10 6.89 3.11e − 11 9.95 3.94e − 11 10.54
0.50 3.49e − 09 3.99 1.08e − 12 6.66 4.05e − 13 6.26 5.66e − 13 6.12
WENO, r = 3.
ei+12j0+1 oi+12j0+1 ei+12j0+3 oi+12j0+3 ei+12j0+5 oi+12j0+5 ei+12j0+7 oi+12j0+7
0.5 2.83e − 04 3.33e − 05 8.43e − 07 1.19e − 06
0.5 1.45e − 05 4.28 1.45e − 06 4.51 6.71e − 09 6.97 9.28e − 09 7.00
0.5 8.22e − 07 4.14 7.41e − 08 4.29 5.39e − 11 6.96 7.46e − 11 6.95
0.5 4.91e − 08 4.06 4.16e − 09 4.15 4.28e − 13 6.97 5.96e − 13 6.96
Table 2: Errors, ei+1(2j0−1)+ξ, and orders of approximation, oi+1(2j0−1)+ξ, with ξ = 2,4,5,8 for the different methods, with f2(x), x ∈ [−0.5,0.5]
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Linear interpolation, 8-points
ei+12j0+1 oi+12j0+1 ei+12j0+3 oi+12j0+3 ei+12j0+5 oi+12j0+5 ei+12j0+7 oi+12j0+7
0.5 9.8e − 02 2.1e − 02 2.4e − 03 5.0e − 08
0.5 9.8e − 02 −3.5e − 07 2.1e − 02 2.0e − 06 2.4e − 03 −2.3e − 05 1.1e − 10 8.8
0.5 9.8e − 02 −1.1e − 09 2.1e − 02 5.8e − 09 2.4e − 03 −5.8e − 08 3.3e − 13 8.4
0.5 9.8e − 02 −3.9e − 12 2.1e − 02 1.9e − 11 2.4e − 03 −1.8e − 10 1.3e − 15 7.9
Rational interpolation, r = 4
ei+12j0+1 oi+12j0+1 ei+12j0+3 oi+12j0+3 ei+12j0+5 oi+12j0+5 ei+12j0+7 oi+12j0+7
0.5 6.0e − 05 1.0e − 03 2.4e − 03 3.3e − 07
0.5 1.1e − 06 5.6 4.1e − 08 1.4 1.6e − 09 20.4 5.7e − 09 5.8
0.5 3.0e − 08 5.2 5.3e − 10 6.2 7.8e − 12 7.7 3.1e − 13 14.1
0.5 8.8e − 10 5.1 7.4e − 12 6.1 3.4e − 14 7.8 1.3e − 15 7.9
WENO, r = 4.
ei+12j0+1 oi+12j0+1 ei+12j0+3 oi+12j0+3 ei+12j0+5 oi+12j0+5 ei+12j0+7 oi+12j0+7
0.49 1.0e − 04 1.6e − 04 1.1e − 05 2.6e − 08
0.49 1.3e − 07 9.6 9.1e − 07 7.5 4.1e − 08 8.0 9.9e − 11 8.0
0.49 1.6e − 08 3.0 3.8e − 09 7.9 1.7e − 09 4.5 3.2e − 13 8.2
0.49 6.8e − 10 4.5 8.0e − 11 5.5 5.6e − 11 4.9 1.3e − 15 7.9
Table 3: Errors, ei+1(2j0−1)+ξ, and orders of approximation, oi+1(2j0−1)+ξ, with ξ = 2,4,5,8 for the different methods, with f1(x), x ∈ [−2,2]
Linear interpolation, 8-points
ei+12j0+1 oi+12j0+1 ei+12j0+3 oi+12j0+3 ei+12j0+5 oi+12j0+5 ei+12j0+7 oi+12j0+7
0.49 9.8e − 2 1.9e − 2 5.4e − 3 4.5e − 3
0.5 9.8e − 2 1.2e − 3 2.1e − 2 −1.0e − 1 2.4e − 3 1.1e + 00 7.5e − 6 9.2
0.5 9.8e − 2 −1.6e − 5 2.1e − 2 −1.1e − 4 2.4e − 3 2.7e − 03 9.7e − 9 9.6
0.5 9.8e − 2 −1.0e − 7 2.1e − 2 1.0e − 7 2.4e − 3 2.4e − 06 6.1e − 13 13.9
Rational interpolation, r = 4
ei+12j0+1 oi+12j0+1 ei+12j0+3 oi+12j0+3 ei+12j0+5 oi+12j0+5 ei+12j0+7 oi+12j0+7
0.55 1.9e − 1 4.0e − 2 2.8e − 3 1.4915e − 2
0.44 2.0e − 3 6.6 2.6e − 3 3.9 1.2e − 3 1.2 2.8851e − 4 5.6
0.44 3.2e − 6 9.2 1.1e − 6 11.2 1.7e − 7 12.7 8.2337e − 8 11.7
0.49 2.5e − 8 6.9 8.8e − 9 6.9 1.2e − 9 7.1 7.2834e − 11 10.1
WENO, r = 4.
ei+12j0+1 oi+12j0+1 ei+12j0+3 oi+12j0+3 ei+12j0+5 oi+12j0+5 ei+12j0+7 oi+12j0+7
0.5 3.5e − 2 1.7e − 2 2.5e − 2 9.4e − 2
0.5 7.0e − 4 5.6 4.2e − 4 5.3 5.0e − 5 8.9 4.0e − 6 14.5
0.5 5.8e − 6 6.9 3.9e − 6 6.7 2.6e − 7 7.6 1.0e − 8 8.55
0.5 5.5e − 8 6.7 3.3e − 8 6.8 1.6e − 9 7.2 5.0e − 13 14.3
Table 4: Errors, ei+1(2j0−1)+ξ, and orders of approximation, oi+1(2j0−1)+ξ, with ξ = 2,4,5,8 for the different methods, with f2(x), x ∈ [−2,2]
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