On Path Integral Localization and the Laplacian by Kärki, Topi
ar
X
iv
:h
ep
-th
/9
71
21
69
v3
  2
7 
M
ay
 1
99
9
ON PATH INTEGRAL LOCALIZATION AND THE LAPLACIAN
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We introduce a new localization principle which is a generalized canonical transforma-
tion. It unifies BRST localization, the non-abelian localization principle and a special
case of the conformal Duistermaat-Heckman integration formula of Paniak, Semenoff
and Szabo. The heat kernel on compact Lie groups is localized in two ways. First using
a non-abelian generalization of the derivative expansion localization of Palo and Niemi
and secondly using the BRST localization principle and a configuration space path in-
tegral. In addition we present some new formulas on homogeneous spaces which might
be useful in a possible localization of Selberg’s trace formula on locally homogeneous
spaces.
31.15.K, 02.40.H, 02.20.T
∗ E-mail: karki@ml.kva.se
1
I Introduction
Integral localization is a method to calculate path integrals. It conventionally involves
a BRST symmetry and a one-parameter localization deformation of the action which in
the limit that the localization parameter is put to infinity evaluates the integral[1][2][3].
The result is usually a sum over the critical points of the action or an integral over
a finite dimensional subspace of the original infinite dimensional integration domain.
The method has been effective in topological field theories[4].
A special case of it is the Duistermaat-Heckman integration formula[5] and its loop
space version[6] where the BRST symmetry is another way of writing the definition of
the Hamiltonian vector field. A more technical introduction to the Hamiltonian BRST
symmetry is given in Sec. II.
Recently there has emerged localizations that cannot be understood from the con-
ventional BRST point of view: non-abelian localization principle[7] and the conformal
Duistermaat-Heckman formula of Paniak, Semenoff and Szabo[8]. In Secs. III, IV and
V they are unified in a new localization principle.
The two main questions behind this article are “Why the heat kernel of the Lapla-
cian on compact Lie groups is semiclassically exact[9][10]?” and “Why there are Sel-
berg’s trace formulae[11][12][13][14]?”. The new localization principle was also discov-
ered in studying these questions. We review shortly the facts that motivated them.
The heat kernel on Lie groups has been proved to be semiclassically exact[9][10] by di-
rect comparison. On the other hand the loop space Duistermaat-Heckman theorem[6]
explains semiclassical exactness, in the case that the Hamiltonian vector field is also
a Killing vector field, using a path integral localization proof. It is not however the
case (in the obvious way) on Lie groups. In addition there is Selberg’s trace formula
on constant negative curvature Riemann surfaces
tr e−β△0 = F + (4πβ)−
1
2 e−β/4
∞∑
n=1
∑
p
l(p)/2
sin l(pn)/2
e−l
2(pn)/4β (1)
where F is the fixed point contribution[13]. p means a primitive geodesic and l(p)
the length of it. The formula is similar to the semiclassical approximation because
it holds that S = 1
4
∫ β
0 gµν x˙
µx˙ν = l2(pn)/4β at the critical points of the action S.
The negative constant curvature Riemann surfaces can be obtained as quotient spaces
Γ\(SU(1, 1)/U(1)) where Γ is a discrete subgroup[12]. This together with the semi-
classical exactness on Lie groups and the fact that there are also generalizations of
Selberg’s trace formula on some symmetric spaces[14] leads to the speculation of a
localization of the Laplacian on locally homogeneous manifolds Γ\(G/H).
The answers that we provide to the questions above are organized as follows.
A localization deformation of the Laplacian on homogeneous spaces is given in Sec.
VI. The formulas and notations are presented in Appendix A and B because most of
them are not needed in the rest of the discussion. They involve some new formulas:
the use of a degenerate basis for vector fields is new as well as the Maurer-Cartan
connection on the tangent bundle and the phase space metric. In Appendix D the
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scalar curvature is calculated. In addition a formula is presented which might appear
in the hypothetical localization on locally homogeneous manifolds.
The question about the heat kernel on Lie groups is answered partially in Sec. VII
using a non-abelian derivative expansion localization. The localization principle is even
more interesting because it formally seems to apply to homogeneous manifolds as well,
and because it may even apply to integrable models (Sec. IX). The final answer to
the question is given in Sec. VIII using a configuration space path integral and the
symplectic form pointed out by R. Picken in Ref. [10].
The question about Selberg’s trace formulae is left open despite the negative result,
that it is not the deformation in Sec. VI, and the speculations in Sec. IX.
In addition a new bound for the geodesic action is presented in Appendix C.
II BRST localization principle
We review the (Hamiltonian) BRST localization principle introducing some notations.
We assume that Γ is a 2D-dimensional phase space, ω a symplectic form and H a
Hamiltonian. The classical partition function of the Hamiltonian system is
Z =
∫
Γ
ωDe−βH , (2)
and it is calculated using the BRST localization principle. The definition of the Hamil-
tonian vector field χ can be written as
(d+ iχ)(H + ω) = 0 (3)
where d is the exterior derivative and iχ is a contraction operator. The equivariant
derivative
d+ iχ = dχ = Q
is a BRST symmetry with the exception that it is closed only in the invariant subspace
Q2α = Lχα = 0
where Lχ is the Lie derivative and α is a differential form on the phase space. The
BRST localization principle can be formulated as follows: Analogously to the Fradkin-
Vilkovisky theorem, the partition function (see the explanation of notations below)
Zλ =
∫
dφµ dψµe−β(H+ω)+λdχψ (4)
is independent of λ provided that the arbitrary one-form ψ satisfies the Lie derivative
condition
Lχψ = 0. (5)
In (4) φµ are the coordinates on the phase space Γ and the Grassmann variables ψµ are
associated with the one-forms dφµ on the phase space. In particular the symplectic form
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has been replaced by a bilinear in the fermionic variables ωµνdφ
µ ∧ dφν → ωµνψµψν .
When λ vanishes the integral reduces to the partition function (2) modulo an irrele-
vant factor1 of (−β)D. If one makes a clever choice of the one-form ψ and takes the
localization parameter λ to infinity one is able to evaluate the integral.
One can also give a loop space version of the localization principle. The path
integral2 describing the quantum partition function is
Zλ(β) =
∫
[dφµ dψµ] exp
∫ β
0
θµφ˙
µ −H + ω + λdSψ (6)
where ω is the loop space symplectic form, θ is the symplectic potential and dS is the
loop space equivariant derivative
dS = d+ iφ˙−χ = d+ iχS . (7)
In addition χS is called the loop space Hamiltonian vector field and φ˙ = φ˙
µ ∂
∂φµ
≡∫ β
0 dt φ˙
µ(t) δ
δφµ(t)
is a vector field on the loop space. We use the notation that the integral
sign is not written and the functional derivatives are written as ordinary derivatives[6].
The loop space one-form ψ must also satisfy the Lie derivative condition
LχSψ = 0.
Various applications of the principle can be found in Refs. [6], [15], [16] and [17] which,
however, is not an exhaustive list.
III New localization principle
We discuss the new localization principle and give the first example of a localization
deformation that is obtained using it.
We define that
(S(λ), χ(λ), ψ) (8)
is a triple of the new localization principle (or triple) if
1. S(λ) = H(λ) + ω(λ) is a one-parameter family of Hamiltonian structures with
the exception that the symplectic form can be degenerate except when λ is zero,
2. χ(λ) is a one-parameter family of vector fields satisfying
dχ(λ)S(λ) = 0 (9)
and
1We use throughout the paper the convention that such normalization factors are neglected which
is usual with path integrals.
2 We use the convention that the imaginary unit i is missing.
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3. ψ is such a one-form that
dS
dλ
= dχ(λ)ψ. (10)
Theorem 1 If (S(λ), χ(λ), ψ) is a triple then the partition function
Zλ =
∫
dφµ dψµeS(λ) (11)
is independent of λ.
Proof: If one makes an infinitesimal change of variables in the direction of the super-
vector field V = ψdχ(λ), the integrand is invariant and the Jacobian is 1 + ǫ Sdiv V =
1 + ǫ dχ(λ)ψ which proves that Z(λ+ ǫ) = Z(λ).✷
We make few remarks on the theorem that is the new localization principle.
Remark 1: The definition of the principle is complicated due to the fact that one
cannot assume that ω(λ) is nondegenerate for all λ. If one could neglect the complica-
tion, taking any point H+ω in the space of Hamiltonian structures and any one-form ψ
on the phase space would give a one-parameter flow of Hamiltonian structures, because
then χ(λ) is uniquely determined as
χ(λ) = ω(λ)−1dH(λ). (12)
Remark 2: There are some interesting special cases of the localization principle. If
the one-form is exact ψ = dF it reduces to a canonical transformation generated by the
function F . On the other hand if Lχψ = 0 and χ(λ) = χ it is the BRST localization
principle.
Remark 3: The one-form ψ is in many examples of the principle associated with a
phase space metric g that is contracted with some vector field, for example ψ = iχ(0)g.
Remark 4: The loop space version of the principle is obtained by thinking that the
phase space is the infinite dimensional loop space.
Remark 5: If ω(λ) = ω(0)+λdψ is nondegenerate for all λ the localization principle
further simplifies. We define another vector field
u(λ) = ω(λ)−1ψ (13)
and write the flow equation (10) in the alternative form
dS
dλ
= −Lu(λ)S, (14)
which is a diffeomorphism of the phase space. It is then possible to transport any
tensor T along the flow (14) according to the equation
dT
dλ
= −Lu(λ)T. (15)
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One should not think that the invertibility of ω(λ) is generic, for example the Duistermaat-
Heckman theorem on a compact phase space[5] gives a counterexample, which can be
deduced3 as follows: On a compact phase space the Hamiltonian function has a maxi-
mum and minimum which cannot change under any diffeomorphism flow. But in the
Duistermaat-Heckman case the maximum of the Hamiltonian function goes to infinity
under the localization flow because H(λ) = H(0) + λg(χ(0), χ(0)), where g is a phase
space metric. Thus the flow cannot be a diffeomorphism and therefore ω(λ) must be
degenerate for some λ.
Finally, we give the first example of the localization principle. Suppose that the
phase space admits a metric g such that
∇χχ = 0. (16)
Then (1
2
g((1+λ)χ, (1+λ)χ)+d(i(1+λ)χg), (1+λ)χ, iχg) is a triple of the new localization
principle provided that the two-form d(iχg) is nondegenerate. For example the geodesic
motion on homogeneous manifolds has this structure, there is actually a one-parameter
family of metrics (B13) satisfying the condition (16). As a triple it is a very special
case because λ can be actually any function that satisfies Lχλ = 0 and the partition
function is still independent of λ. The conditions of a triple can be proved using the
identity[5]
∇χχ = 0⇔ dχ(1
2
g(χ, χ) + d(iχg)) = 0.
IV Non-abelian localization principle
We review the non-abelian localization principle making some additions to the orig-
inal discussion in Ref. [7]. In the end of the section it is interpreted using the new
localization principle.
The partition function for two dimensional gauge theories is
Z =
∫
[dABµ ]e
− 1
e
∫
tr FµνFµν . (17)
The configuration space A of gauge potentials that is integrated over has a symplectic
form
ω =
∫
dxµ ∧ dxνδABµ ∧ δABν =
1
2
∫ √
gd2x
√
gǫµνδABµ ∧ δABν , (18)
a metric
g =
∫ √
gd2x gµνδABµ ⊗ δABν (19)
and an almost complex structure
J = ω−1g, J2 = −1. (20)
3We thank A. Losev for this observation.
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The partition function (17) is actually an integration over the Liouville measure of the
symplectic form (18). In addition the “Hamiltonian” in the partition function (17) is
the quadratic Casimir of the group of gauge transformations: The gauge transforma-
tions act symplectically and the momentum map is µ : A → g∗ (g is the Lie algebra of
gauge transformations)
µ(A) = F = dA+ A ∧A. (21)
In other words
µǫ =
∫
FBµνǫ
Bdxµ ∧ dxν =
∫ √
gd2x (
√
gǫµνFBµν)ǫ
B (22)
generates the gauge transformation
{µǫ, ABµ } = DµǫB. (23)
The associated Hamiltonian vector fields are
vǫ = ω
−1dµǫ =
∫ √
gd2x DBµ ǫ
δ
δABµ
(24)
which generate isometries of the metric
Lvǫg = 0. (25)
Using the Hamiltonian generators of the Lie algebra of gauge transformations
µBx = µǫ=δBCδ(x−y) =
√
gǫµνFBµν (26)
one can write the Hamiltonian in (17) as the quadratic Casimir
S =
∫ √
gd2x µBxµBx =
∫ √
gd2x FBµνF
µν
B . (27)
The discussion above is analogous to the following finite dimensional situation: We
assume that C =
∑
i µ
2
i is the quadratic Casimir of a group that acts symplectically on
the phase space and that there is a metric g which is invariant. The partition function4
is
Z =
∫
ωn e−
∑
µ2
i =
∫
dxµdcµe−
∑
µ2
i
+ω (28)
=
∫
dφi e
1
4
∑
φ2
i
∫
dxµdcµe
∑
φiµi+ω, (29)
where
∑
φiµi + ω is closed by the equivariant derivative
d+ iφivi (30)
4See Ref. [7] for the correct reinsertion of the imaginary unit.
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and vi is the Hamiltonian vector field of µi. We choose a one-form ψ on the phase
space that is invariant under the action of the group,
Lviψ = 0 (31)
for all vi. One can use the BRST localization principle to prove that
Z =
∫
dφi e
1
4
∑
φ2
i
∫
dxµdcµe
∑
φiµi+ω+λ(d+iφivi
)ψ
(32)
=
∫
dxµdcµ e−
∑
i
(µi+λiviψ)
2+ω+λdψ (33)
is independent of λ. The limit λ→∞ yields a localization on
iviψ = 0. (34)
We choose more specifically ψ = iχg (χ = {∑µ2i , } = 2∑µivi), which is equivalent to
the one-form in Ref. [7], and get a localization on the critical points of
∑
µ2i , which is
the non-abelian localization principle.
The equation (33) can be interpreted as a consequence of the new localization
principle because (−∑i(µi+ λiviψ)2 +ω+ λdψ, 2∑(µi+ λiviψ)vi, iχg) is a triple. The
conditions of a triple can be proved using the identity (d + ivi)(µi + ω + λdviψ) = 0.
We remind that, neglecting possible complications due to the degeneracy of ω(λ), one
deforms the action S = −∑i µ2i +ω using the flow (10) where the one-form is ψ = iχg.
V Conformal Duistermaat-Heckman formula
We derive the conformal Duistermaat-Heckman formula using the new localization
principle. We have to impose, however, a restriction that is not present in the original
approach in Ref. [8].
In the following it is assumed that the phase space admits a metric g such that the
Hamiltonian vector field χ is a conformal Killing vector
Lχg = Λg. (35)
Λ is a function on the phase space. In addition it is assumed that
1. there is a one-parameter family of vector fields χ(λ) such that
dχ(λ)(H + ω + λdχ(iχg)) = 0 (36)
and
2.
g(χ(λ), χ) = g(χ, χ) at the points p where Λ vanishes, (37)
which follows if χ(λ) = χ at the points p or if ω(λ) = ω+λd(iχg) is nondegenerate
for all λ.
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Lemma 1 (H + ω + λdχ(iχg), χ(λ), iχg) is a triple of the new localization principle.
Proof: We prove only the condition (10) of a triple because the other two conditions
are evident. If λ is zero (10) is trivially true and we can assume that it is non-zero.
Conformal Killing vector satisfies the equation
dg(χ, χ) = Λiχg − iχd(iχg)
and using the condition (36) we get the identity
iχ(λ)ω(λ) = −d(H + λg(χ, χ)) = iχω(λ)− λΛiχg.
If Λ 6= 0 we get that
iχ(λ)iχg =
1
λΛ
iχ(λ)iχω(λ) =
1
λΛ
iχdH(λ) = g(χ, χ),
which is enough to prove (10). If Λ vanishes then (10) follows directly from the restric-
tion (37).✷
Because of the new localization principle the partition function
Zλ =
∫
dφµdψµeS(λ) (38)
is independent of λ, and in the limit λ→ −∞ the action produces a delta function δ(χ)
which localizes the integral to the critical points of the Hamiltonian H. Calculation of
the integral gives the Duistermaat-Heckman formula
Z =
∑
dH=0
√
detωµν√
det ∂
2H
∂φµ∂φν
e−βH . (39)
We have used the fact that Λ = 0 at the critical points which follows from the formula
[8]
Λ =
1
2D
∇λχλ = 1
2D
(∇λωλρ)∂ρH.
The details of the calculation can be found in Ref. [5].
VI Localization deformation of the Laplacian on
homogeneous spaces
We derive a localization deformation (51) of the Laplacian (40), (43) on homogeneous
spaces using the new localization principle. It is demonstrated that the deformation
does not give the desired localization to the geodesics. However, it is worth presenting
as a non-trivial solvable example of the triple, or more accurately combination of two
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of them. We mention also another flow that might localize, but it seems to be non-
solvable in closed form and it is not clear if the conditions of a triple are satisfied (we
conjecture that they are satisfied). See Appendix A and B for notations.
We consider the partition function
Z = tr e−β(
1
2
△0−Jivi) (40)
where β, J i are constants and △0 is the 0-form part of the Laplacian △ = dd∗ +
d∗d on homogeneous manifolds. eβJ
ivi is the translation operator in the direction of
the isometry J ivi. The partition function (40) coincides with the heat kernel that is
integrated over the manifold:
Z =
∫ √
gdx < x|e−β( 12△0−Jivi)|x >=
∫ √
gdx < x|e− 12β△0|eβJivix > (41)
=
∫ √
gdx kβ(x, e
βJivix). (42)
The path integral presentation of (40) is
Z =
∫
[dxµ dpµ dψ
µ dψ¯µ] exp
∫ β
0
Iiω
i(x˙)− 1
2
KijIiIj + J
iIi + d(Iiω
i) (43)
where 1
2
KijIiIj =
1
2
gµνpµpν is the Hamiltonian of the geodesic motion and the Grass-
mann variables are associated with the one-forms, ψµ ∼ dxµ, ψ¯µ ∼ dpµ. In addition
there is DeWitt’s term[18], we assume that it is proportional to the scalar curvature5.
We have neglected it because homogeneous manifolds are of constant scalar curvature
and it yields only a shift in the energy levels.
The straightforward way to derive a localization deformation of the action in equa-
tion (43) would be to choose the loop space one-form
ψ = iχSg
where g is the phase space metric (B13) (lifted[6] on the loop space) and χS is the loop
space Hamiltonian vector field[6],
χS = φ˙− χ+ J ivHi , χ =
1
2
KijIiv
H
j ,
and apply the flow equation (10) neglecting the degeneracy problem. One can think
(hopefully) that the inverse of the symplectic form becomes singular at some points
of the phase space but χS(λ) = ω(λ)
−1dH(λ) stays finite, we conjecture that this is
the case. However, we have not been able to solve the flow equation. A power series
solution experiment seems to give an infinity of different terms which probably indicates
that the flow is not solvable in closed form. However, this flow might localize to the
geodesics if one could extract its asymptotic behaviour somehow.
5There has been some controversy about this term, see Ref. [18] for a recent discussion and the
speculation in the end of Sec. VIII.
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The following refined approach gives a localization deformation that is solvable
and does not suffer from the degeneracy problem of the symplectic form, the latter is
argued afterwards for reasons of pedagogy. We use two one-forms (g1 and g2 are the
two components of the metric (B13))
ψi = iχSgi, i = 1, 2
both of which give a flow that is exactly solvable and localizes half of the degrees of
freedom. In addition ψ2 satisfies
LχSψ2 = 0 (44)
so that the flow in the direction of it is just a BRST flow
S −→ S + αdχSψ2.
We combine the flows as follows:
λ
ψ1 ψ2(λ)
ψ2
S
S(λ)
ψ2(λ) α
S(α, λ)
Figure 1: Localization principle
First, the action and the one-form ψ2 are evolved by the flow of the one-form ψ1,
the localization parameter of the flow is λ. Secondly, the resulting action is evolved
by the flow of the transported one-form ψ2(λ) and the localization parameter is α.
The principle is described graphically in Fig. 1, by the arrows there is the localization
parameter and the one-form which generates the flow. It is important to note that the
first flow turns out to be such that ω(λ) is nondegenerate for all λ. It can be seen using
the formulas in Appendix A and B. Thus, one can transport the one-form ψ2 along
it according to the equation (15). In addition the flow preserves the Lie derivative
condition (44) in the form
LχS(λ)ψ2(λ) = 0.
Consequently, the flow along the transported one-form ψ2(λ) is again a BRST flow.
The conditions of a triple are trivially satisfied because both the flows are familiar
special cases: a diffeomorphism and a BRST flow. In the former the vector field χS(λ)
is obtained from χS(0) by letting the diffeomorphism flow it according to the equation
(15). In the latter χS(α, λ) = χS(λ).
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We get the total two-parameter localization deformation
S(α, λ) = S − SB(α, λ)− SF (α, λ) (45)
SB = (λ+
1
2
λ2)Kijχ˜
i
xχ˜
j
x + αK
ij∂Jt Ii(λ)∂
J
t Ij(λ) (46)
SF = λd(Kijχ˜
i
xω
j) + αKijd(∂Jt Ii(λ)dIj(λ)), (47)
where
χ˜ix = ω
i(x˙)−KijIj + gijJ j (48)
Ii(λ) = Ii − λKijχ˜jx (49)
∂Jt = δ
j
i ∂t + J
kCjki. (50)
The partition function
Z(α, λ) =
∫
[dx dp dψ dψ¯]eS(α,λ) (51)
is independent of the parameters α and λ and coincides with (43) when they vanish.
The limit that the localization parameters are put to infinity localizes only half of the
degrees of freedom, namely
χ˜ix = 0, (52)
leaving an infinite dimensional integral. The full localization on the equations of motion
(the geodesics) would be
∂Jt Ii = 0, χ˜
i
x = 0.
The fact that the localization deformation localizes only half of the degrees of
freedom can be proved as follows: As λ and α are large there is exponential damping
in the path integral due to the bosonic part (46), unless
χ˜ix ∼
1
λ
f i, ∂Jt Ii ∼ ∂Jt Kijf j +
1√
α
gi (53)
where f i and gi are finite. The fermionic part does not change the situation because
the zeta function scaling of the fermionic determinant shows that it can only give a
polynomial dependence. We see from the equations (53) that we get localization only
on (52). However, it might be that taking first λ to infinity and then α would localize,
or although there is no exponential damping, there might be a rational delta function
δ(x) ∼ α
1+(αx)2
. Neither happens, as can be proved in the case J = 0 by integrating the
fermions and expanding the bosonic action around χ˜ix = 0 using the coordinate system
xµ, φµS = v
µ
i χ˜
i
x. One sees that the residual α and λ dependence cannot localize further.
In addition, if there would be localization in the case that J 6= 0, there would also be
localization in the limit that J vanishes.
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VII Non-abelian derivative expansion localization
We localize the heat kernel on compact Lie groups using a derivative expansion local-
ization. In the end of the section it is commented how it might be possible to obtain
new localization formulas using the principle. Many of the equations in this section
are formal, they involve distributions or possess singularities that cancel. We do not
address the difficult mathematical problem of how to treat them rigorously.
We begin by studying the shifted heat kernel
< x|e−β( 12Kijvivj−Jivi)|y > (54)
on homogeneous manifolds M = G/H. If one puts the points x, y ∈ M equal and
integrates over x one gets the partition function (40).
Theorem 2 Provided that the series (57) converges in the sense of distribution theory[19]
the following formal identity holds:
< x|e−β( 12Kijvivj−Jivi)|y >= e− 12βKijuiuj < x|eϕivi |y >
∣∣∣
ϕ=βJ
(55)
where6
ui =
( −ϕkCk
e−ϕkCk − 1
)j
i
∂
∂ϕj
. (56)
Proof: We expand the exponential function on the left hand side as
< x|e−β( 12Kijvivj−Jivi)|y >=
∞∑
n=0
< x|eϕivi(−1
2
βKijvivj)
n|y > /n! (57)
and by definition the right hand side is
e−
1
2
βKijuiuj < x|eϕivi |y >=
∞∑
n=0
(−1
2
βKijuiuj)
n/n! < x|eϕivi |y > . (58)
The terms in the series on the right hand side are actually distributions: n = 0 term is
< x|eϕivi |y >= δ(x− eϕiviy), (59)
and higher terms are obtained by differentiating it (it may happen that the terms di-
verge because of the singularities of ui but then the series does not converge). Moreover,
the terms on both sides are equal in each order (which suffices to prove the theorem
because the series converge) because of the formal identity
ui e
ϕkvk = eϕ
kvkvi (60)
6(Ci)
j
k = C
j
ik are the structure constants, see Appendix A.
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that can be proved as follows: Using Duhamel’s formula[20]
∂
∂ϕi
eϕ
kvk = eϕ
kvkω(ϕ)jivj (61)
where
ω(ϕ)jidϕ
i =
(
e−ϕ
kCk − 1
−ϕkCk
)j
i
dϕi (62)
can be understood as the left-invariant one-form of the Lie group G in exponential
coordinates. It is, however, continued on the whole Lie algebra including the points
where the coordinate system is singular. The equation (60) follows inverting it, which
is possible except at the singular points of the exponential coordinate system. How-
ever, formally the equation (60) holds also at these points, then ui is singular but the
singularity cancels in the whole expression (60).✷
One can turn the derivative expansion in Theorem 2 formally into an integral using
the kernel
Kβ(ϕ
′, ϕ) =< ϕ′|e− 12βKijuiuj |ϕ > (63)
as follows:
e−
1
2
βKijuiuj < x|eϕivi |y >=
∫ √
g′(ϕ′) dϕ′Kβ(ϕ, ϕ
′) < x|eϕ′ivi |y > (64)
where g′ is the degenerate metric
g′(ϕ)kl = Kijω(ϕ)
i
kω(ϕ)
j
l (65)
on the Lie algebra.
In addition one can formally calculate the kernel as follows:
Kβ(ϕ
′, ϕ) =< 0|e− 12βKijuiuj |ξ(ϕ′, ϕ) >= Kβ(0, ξ)
where ξ is defined as
e−ϕ
′kvkeϕ
kvk = eξ(ϕ
′,ϕ)kvk . (66)
An explicit expression for ξ can be obtained using the Campbell-Baker-Hausdorff
theorem[21] in a neighbourhood that ϕ′ and ϕ are close to zero. The kernel Kβ(0, ξ)
has been calculated in Ref. [9],
Kβ(0, ϕ) =
M
(2πβ)
D
2
Aˆ(ϕiCi)e
− 1
2β
Kijϕ
iϕj+ D
48
β (67)
where Aˆ(X) =
∏
xk>0
xk/2
sinxk/2
(ixk are the eigenvalues of the antisymmetric real matrix
X) and M is a normalization constant[9][10].
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We localize the Laplacian on Lie groups assuming that the condition of Theorem
2 holds and one can transform the derivative operator into an integral as in equation
(64), which is plausible because the singularities cancel. We calculate
kβ(1, g) = < 1|e− 12β△0 |g > (68)
=
∫ √
g′ dϕKβ(0, ϕ)δ(1− geϕiTi) =
∑
ϕ∈L
Kβ(ϕ), (69)
where 1, g ∈ G and we use the notation of matrix groups. Ti are the generators of the
Lie algebra. One should notice that the delta function is normalized with respect to
the volume on the Lie group whereas the integral is over ϕ, however, because one can
associate ϕ as the exponential coordinate we get agreement. The lattice7 L is
L = {ϕ|g = eϕiTi}. (70)
It is in one to one correspondence with the geodesics starting at 1 and ending at g
because one can associate with ϕ ∈ L a geodesic e tβϕiTi , t ∈ [0, β]. The expression (69)
coincides with the semiclassical approximation and it is studied in more detail in the
next section.
Finally, we comment how it might be possible to obtain new localization formulas
using Theorem 2. Putting y = x in Theorem 2 and integrating over x gives
tr e−β(
1
2
Kijvivj−Jivi) = e−
1
2
βKijuiuj tr eϕ
ivi
∣∣∣
ϕ=βJ
. (71)
There is, however, a minor subtlety: the condition of Theorem 2 does not necessary
hold. In the Lie group case the terms in the series (57) are not in the space of distri-
butions because the delta functions restrict the vector field ui to its singular points,
hence, the series does not converge in the sense of distributions. The problem can be
circumvented by replacing y instead by eϕ
i
0
vix and continuating analytically ϕ0 to zero
(or modifying the formulas by ϕ0).
The linear partition function
Z = tr eϕ
kvk (72)
is in the path integral form(ϕ = βJ)
Z =
∫
[dx dp dψ dψ¯] exp
∫ β
0
Iiω
i(x˙) + J iIi + d(Iiω
i). (73)
It can be localized using the BRST localization principle because the Hamiltonian
vector field of the Hamiltonian J iIi generates an isometry of the phase space metric
(B13). Consequently, we should get a localization for the partition function (71) that is
a derivative expansion of ordinary localization formulas. (This principle appeared first
in the abelian form in Ref. [16]. There is also a path integral derivation of it which
lacks for the non-abelian case, see also Ref. [22].) However, one has to be careful
7We have used the symmetry Kβ(ϕ) = Kβ(−ϕ) to fix the sign convention for the lattice L.
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because the linear partition function (72) is a distribution, therefore the path integral
(73) must diverge (for example the divergent integral
∫∞
−∞ e
ipxdx can be associated with
the delta function).
One can formally add a BRST exact term to the action in the path integral (73)
with any of the following gauge fermions or their linear combinations, multiplied by
the localization parameter λ,
ψ1 = iJivH
i
g (74)
ψ2 = iφ˙g (75)
ψ3 = iφ˙−KijIivHj
g (76)
where g is the phase space metric (B13).
For example the gauge fermion (75) should give a localization formula that is an
integral over the phase space[15] of an equivariant characteristic class8. The integral
must be divergent, but if one would be able to differentiate the derivative expansion in
the full formula (71) one would perhaps get a convergent integral over the phase space
and a novel localization formula.
Moreover the gauge fermion ψ2 − ψ1 should give the loop space Duistermaat-
Heckman formula[6] or its degenerate version, but it turns out to be singular because
there are no critical points except at fixed values of β. The localization by the gauge
fermion (75) seems to be even more singular, it should localize to the non-existing
critical points of the Hamiltonian[22] . The gauge fermion (76) can possibly give a
localization only if one first sums the derivative expansion and then takes the limit,
which we have not been able to do.
VIII Configuration space localization
We localize the Laplacian on a Lie group using a configuration space path integral.
On the space ΩG of based loops (loops that start and end at the unit element 1 of
the Lie group) there is a natural symplectic form that is right-invariant9
ω =
1
2
Kijω
i
R ∧ ∂tωjR, dω = 0. (77)
The notation is that vi, v
R
i are the left- and right-invariant vector fields and the dual
one-forms are
ωi = Kijg(vj), ω
i
R = K
ijg(vRj )
where g is the bi-invariant metric and the vector fields coincide at 1, vi|1 = vRi
∣∣∣
1
.
The configuration space path integral is
Z =
∫
[dxµ dψµ]vbc exp
∫ β
0
1
2
Kij(ω
i(x˙) + J i)(ωj(x˙) + J j) +
1
2
Kijω
i
R ∧ ∂tωjR (78)
8The Dirac genus should possibly be replaced by the Todd class[33] in Ref. [15].
9The left- and right-invariant forms have changed places compared to Ref. [23].
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where vbc means vanishing boundary conditions for both bosons and fermions, xµ(β) =
xµ(0) = 0, ψµ(β) = ψµ(0) = 0, and the coordinates xµ are chosen so that xµ = 0
corresponds to the unit element 1 of the Lie group.
Integration of the fermionic part of the integral gives a Pfaffian
√
det(ωiRµKij∂tω
j
Rν) =
√
det gµν
√
det(δij∂t)vbc (79)
where we have used the product rule for the determinant and the determinants obey
vanishing boundary conditions. The equation (79) can be justified using the change of
variables
ψµ = vµi M
−1
ij θ
j , Kij = (M
TM)ij , (80)
writing the measure as [dθj]vbc = [dθ
j ]pbcδ(θ
j(0)) and expanding θj in Fourier modes
(pbc means periodic boundary conditions). The procedure also evaluates the determi-
nant
det(δij∂t)vbc = det
′(β∂t)
D = 1
in terms of the standard determinant10
det′(∂t + µ)pbc =
∏
n 6=0
(
µ+
2πni
β
)
= β
sinh βµ/2
βµ/2
. (81)
The result, after the integration of fermions, is
∫
[
√
gdxµ]vbc exp
∫
1
2
Kij(ω
i(x˙) + J i)(ωj(x˙) + J j)
which using the change of variables
xµ −→ e−tJivixµ (82)
gives the equivalent path integral
∫
[
√
g dx]bc exp
1
2
∫ β
0
Kijω
i(x˙)ωj(x˙)
with the boundary conditions (bc)
xµ(β) = (eβJ
ivixµ)
∣∣∣
x=0
∼ eβJiTi = g, xµ(0) = 0 ∼ 1.
Thus, the configuration space path integral (78) coincides with the heat kernel kβ(1, g).
We proceed to localize the integral (78) using the Hamiltonian BRST localization
principle. The Hamiltonian vector field for the action[23]
S =
∫ β
0
1
2
Kij(ω
i(x˙) + J i)(ωj(x˙) + J j) (83)
10We have chosen a regularization that preserves the “charge conjugation” symmetry[32][33] µ ↔
−µ.
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is
χS = χ+ J
iui (84)
where
χ = x˙− ωi(x˙)
∣∣∣
t=0
vRi (85)
ui = vi − vRi (86)
and one can use the Hamiltonian BRST symmetry with the equivariant derivative dχS .
We construct the gauge fermion ψ starting with an invariant tensor
g′ =
∫ β
0
Kijdω
i(x˙)⊗ dωj(x˙), LχSg′ = 0 (87)
and contracting it with the loop space Hamiltonian vector field
ψ = iχSg
′. (88)
This is analogous to the localization in Ref. [6]. Adding the gauge fermion gives the
action
S(λ) = S + ω + λdχS(iχSg
′) (89)
= S + ω + λKij∂
J
t ω
i(x˙)∂Jt ω
j(x˙) + λKijd(∂
J
t ω
i(x˙)dωj(x˙)) (90)
where ∂Jt = δ
i
j∂t − JkC ikj.
The path integral
Z =
∫
[dxµdψµ]vbce
S(λ) (91)
coincides with (78) when λ vanishes and localizes in the limit λ→ −∞ on ∂Jt ωi(x˙) = 0
which are the classical geodesics ∂tω
i(x˙) = 0 before the change of variables in equation
(82).
One can write the geodesics starting at 1 and ending at g = eβJ
iTi (in matrix group
notation) as[9][10]
γν(t) = e
t
β
(ϕi+2πνi)Ti , νi ∈ L
where ϕi = βJ i and
L = {νi|[νiTi, ϕjTj ] = 0, e2πνiTi = 1}
and we assume that ϕiTi is in the generic position that its annihilator is a conjugated
Cartan subalgebra. One can also write the lattice L in terms of the roots of the algebra,
see Refs. [9] and [10]. The solutions of the equation ∂Jt ω
i(x˙) = 0 are obtained from
these by inverting the change of variables in equation (82) (which is translated into
matrix group notation as xµ(t) ∼ g(t)→ e−tJivixµ ∼ g(t)e−tJiTi) giving
γ˜(t) = e
t
β
2πνiTi . (92)
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Then we calculate the limit λ→ −∞ in the path integral (91).
First we make the change of variables
[dxµ dψµ]vbc −→ [dX idηi]
where X i = ωi(x˙) and ηi = dX i = δω
i(x˙)
δxµ
ψµ. It changes the vanishing boundary
conditions into something more complicated. Fortunately it is enough to study what
happens near the critical points because of the localization and the fact that the first
variation of the bosonic part in S(λ) vanishes. In first order the bosonic coordinates
are related by the identity
xµ = xµcr + δx
µ, δωi(x˙) =
δωi(x˙)
δxµ
∣∣∣∣∣
xcr
δxµ = (D˜M−Ct )
i
j(ω
j
µδx
µ)
where we have the Maurer-Cartan differential operator (A20). The critical points are
given in the equation (92) so that the Maurer-Cartan operator is
D˜M−Ct = e
− t
β
2πνiCi∂te
t
β
2πνiCi.
We get that the vanishing boundary condition results in the condition
∫ β
0
e
t
β
2πνiCiδX i = 0 (93)
for the coordinate X i = X icr + δX
i near the critical point. The fermionic coordinates
ηi obey also the same condition (93).
Integrating the fermions and putting the localization parameter to infinity yields
Z =
∑
ν
1
Pf(∂Jt )
e−
1
2β
Kij(ϕ
i+2πνi)(ϕj+2πνj)
where the Pfaffian obeys the boundary condition (93). It is calculated conjugating
the Hilbert space by the operator e−
t
β
2πνivi which turns the boundary condition (93)
into
∫ β
0 δX
i = 0 and the operator ∂Jt into ∂
J+2πν
t . Furthermore, the diagonalization of
(ϕi + 2πνi)Ci gives the eigenvalues µj
µj =
{
0; j = 1, . . . , r
i < ϕ+ 2πν, αj >; j = r + 1, . . .D
(94)
where r is the rank of the group, αi are the roots (they are in the annihilator of ϕ
iTi
which is isomorphic to the Cartan subalgebra) and < , > is the contraction by the
Killing tensor Kij. The Pfaffian reduces into a product of usual determinants (81) and
the final result is
kβ(1, e
ϕiTi) =
M
(2πβ)
D
2
∑
ν
∏
α>0
< ϕ+ 2πν, α > /2
sin < ϕ+ 2πν, α > /2
e−
1
2β
<ϕ+2πν, ϕ+2πν> (95)
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which however has to be corrected with DeWitt’s term which gives the extra factor
exp
(
−β D
48
)
. It is consistent with DeWitt’s original[24] proportionality constant 1
12
in
front of the scalar curvature D
4
. The result coincides with the expression (69) and
has been calculated using different methods in Refs. [9] and [10]. This is, however,
disturbing because the natural value[18] of DeWitt’s constant should be 1
8
. We hope
that further research solves this puzzle. We speculate that both values may be correct,
they just correspond to different path integral measures, and that this trivial looking
problem may reveal deep insights in how to make the path integral rigorous and what
the quantization is all about.
IX Conclusions, speculations and future prospects
We have developed two new localization methods: the new localization principle and
the non-abelian derivative expansion localization. We emphasize that both the princi-
ples are universal and probably have many other applications which are not yet known.
For example the non-abelian derivative expansion localization may apply to integrable
models: Many integrable models can be embedded in Poisson-Lie algebras[25]. The
integrable hierarchy is the sequence of Casimirs with respect to the r-deformed Pois-
son bracket. The linear generators generate the coadjoint action and are therefore
isometries of the Killing metric on the algebra. However, the algebra in many cases
is non-compact and the metric that is pulled back on the phase space may be indefi-
nite. There may also be anomalous problems associated with the quantization and the
derivative expansion in Theorem 2 may be singular, so that before concrete examples
are worked out we cannot say if the principle eventually works or not.
Another direction of research is to generalize the configuration space localization
on Lie groups in section VIII to homogeneous or locally homogeneous manifolds and
try to understand Selberg’s trace formulae. However, it may be that the existence
of Selberg’s trace formulae is a separate phenomenon, see the remarks below. Yet
another direction of research would be to study if there would be an analogue of the
configuration space localization for two dimensional sigma models, for example the
Laplacian on loop groups might be such. In addition it and the derivative expansion
localization in section VII may have supersymmetric versions, the starting point would
be the grand canonical partition function that was introduced in Ref. [18].
Finally, we collect few remarks on Selberg’s trace formula on constant negative cur-
vature Riemann surfaces which might be helpful in a possible path integral localization.
Remark 6: Selberg’s trace formula is exact Gutzwiller’s trace formula[26] which
suggests that the path integral should perhaps be enlarged by one degree of freedom
Z(β) = tr e−β△0 →
∫ ∞
0
e−βEZ(β). (96)
Remark 7: The Riemannian surfaces have a natural symplectic form, the volume
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form
√
gǫµνdx
µ ∧ dxν , which makes it possible to write the path integral as follows:
Z(β) =
∫
[
√
gdx] exp
∫
gµν x˙
µx˙ν =
∫
[dxµ dψµ] exp
∫
gµν x˙
µx˙ν +
√
gǫµνψ
µψν . (97)
Perhaps it should be taken to be the starting point for localization.
Remark 8: We have assumed in Remark 7 that the path integral takes implicitly
care of the fact that the Riemann surfaces are not simply connected. It can be made
explicit (it may even be that it is necessary) by integrating on the Poincare´ upper half-
plane and splitting the integral into a sum of path integrals with different boundary
conditions. It is possible to transform the boundary conditions into periodic using an
analogous change of variables that was used in Sec. VIII in equation (82), which allows
one to use localization deformations. Furthermore, in order to replace the sum as an
integral, one can perhaps make an analogous trick[27] as in the case of the material
particle on U(1):
tr eβ∂
2
x =
∞∑
n=−∞
∫ L
0
dx(0)
∫
[dx]x(β)=x(0)+nLe
∫
x˙2
=
∫
[dx]pbc exp
∫ (
x˙+
[
x(0)
L
]
L
)2
,
where x(t) ∈ R1 and [x] is the greatest integer smaller than x. U(1) is associated with
R1 mod L.
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Appendix A
Formulas on homogeneous spaces
We introduce formulas on homogeneous spaces that use a degenerate basis for vector
fields. In addition we define a Maurer-Cartan connection on the tangent bundle.
A homogeneous space is, in this article, the quotient space M = G/H (G and H
are Lie groups) with the metric that is inherited from the unique bi-invariant metric
on the Lie group G. Technically, one inverts the metric on G and pushes it on M using
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the canonical projection[28]. We require in addition that G is compact, although the
formulas are valid also in the non-compact case with the exception that the metric
tensors are not necessarily positive-definite.
As the quotient is taken by the right-action we get the standard left-action of G on
M which is generated by the vector fields
vi, i = 1, . . . , N (A1)
on the D dimensional manifold M . They are isometries of the metric and satisfy the
Lie algebra of G
[vi, vj] = C
k
ijvk. (A2)
We define the Killing tensor
Kij = −tr CiCj = −CkilC ljk (A3)
that is positive definite because G is compact. The inverse of K is Kij and it is used
to raise indices i, j, k . . . ∈ {1, . . . , N} as Greek indices α, β . . . ∈ {1, . . . , D} are raised
and lowered by the metric gµν . For example the tensor
Cijk = KimC
m
jk
is antisymmetric in all the three indices when the upper index is lowered.
We define the 1-forms
ωi = Kijg(vj) (A4)
that are dual to the vector fields (A1). If xµ are coordinates on M one can write the
vector fields and their dual 1-forms in the coordinate basis as vi = v
µ
i ∂µ and ω
i = ωiµdx
µ
which satisfy the relation
ωiµv
ν
i = δ
ν
µ. (A5)
The metric can be written as
g = Kijω
i ⊗ ωj, g−1 = Kijvi ⊗ vj. (A6)
We define a tensor gij
gij = ω
i · vj (A7)
that has the properties
gij = gji, g
i
jg
j
k = g
i
k, g
i
jω
j = ωi, gijvi = vj. (A8)
Using it we can associate the Lie algebra of the local isotropy group
Hp = {g ∈ G|gp = p}, p ∈M
with
hp = {X ivi|X i ∈ R, gij(p)Xj = 0},
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and the orthogonal complement of it, that is isomorphic to the tangent space at p, with
mp = {X ivi|X i ∈ R, (δij − gij(p))Xj = 0}.
The key observation is that X ivi vanishes at p if and only if g
i
j(p)X
j = 0. Using the
association the standard commutation relations on homogeneous spaces[28]
[hp, mp] ⊂ mp
[hp, hp] ⊂ hp
give the identity
(δmn − gmn )C inkgkj = (δmn − gmn )gikCkmj. (A9)
The dual of the algebra (A2) is
dωi = −1
2
(2δim − gim)Cmklωk ∧ ωl (A10)
and we obtain the formulas for the connection
∇vivj = Γkijvk (A11)
Γkij =
1
2
Kkl(Cnijgln − Cnligjn + Cnjlgil) (A12)
and the curvature
R(vi, vj)vk = R
l
kijvl (A13)
Rlkij = C
m
ij Γ
l
mk + C
m
ikΓ
l
jm − CmjkΓlim + ΓmjkΓlmi − ΓmikΓlmj . (A14)
The formula for the connection can be checked using the formula[20]
2(∇XY · Z) = X(Y · Z)− Z(X · Y ) + Y (Z ·X) + [X, Y ] · Z − [Y, Z] ·X − [Z,X ] · Y
where · means contraction with respect to the metric g. The Laplacian on zero-forms
is actually the Casimir
△0 = Kijvivj . (A15)
One can also check that these manifolds are of constant scalar curvature by calculating
R = Rijklg
j
i g
kl
and checking that
LviR = 0
(Appendix D).
We make few comments on the connection and the curvature. First we have on
TM the usual Levi-Civita connection (A12) which is denoted as
D = DL−C = δ
α
βd+ dx
γΓαγβ. (A16)
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Since
Γγαβ = (∂αω
j
β)v
γ
j + ω
i
αω
j
βΓ
k
ijv
γ
k
= (∂αω
j
β)v
γ
j +
1
2
ωiαω
j
βC
k
ijv
γ
k ,
we can write
Dµν = v
µ
i (δ
i
jd+
1
2
ωkC ikj)ω
j
ν (A17)
= vµi D˜
i
jω
j
ν , (A18)
where D˜ is a differential operator. There is also another interesting connection on TM ,
which we call the Maurer-Cartan connection:
(DM−C)
µ
ν = v
µ
i (D˜M−C)
i
jω
j
ν (A19)
where
(D˜M−C)
i
j = δ
i
jd+ ω
kC ikj. (A20)
The differential operator associated with it has the property
(D˜M−C)
i
jg
j
k = g
i
j(D˜M−C)
j
k. (A21)
The fact that it really is a connection is checked by calculating the difference of it and
the Levi-Civita connection which yields the tensor
Cκµν = ω
i
µω
j
νC
k
ijKklω
l
κ. (A22)
Then one can check easily that the axioms of a connection are satisfied except the
torsion free axiom[29]. The definition of the tensor (A22) is invariant under rotations
that take vi into their linear combinations but may depend on the particular way that
M is quotiented M = G/H . In addition it is antisymmetric in all the three indices.
Consequently, on any two dimensional homogeneous manifold D and DM−C coincide.
Then we calculate the curvature of the Maurer-Cartan tensor, but first the Levi-
Civita curvature:
D2 =
1
2
Rαβγδdx
γ ∧ dxδ
where the curvature tensor is easily expressed in terms of the tensor (A14) as Rαβγδ =
vαi R
i
jklω
j
βω
k
γω
l
δ. One can calculate the Maurer-Cartan curvature
F αβγδ = v
α
i F
i
jklω
j
βω
k
γω
l
δ (A23)
similarly:
D2M−C = v
µ
i D˜M−Cg
i
jD˜M−Cω
j
ν
= vµi D˜
2
M−Cω
j
ν
=
1
2
F ijklv
µ
i ω
j
νω
k
κω
l
λdx
κ ∧ dxλ
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where
F ijkl = C
i
jn(δ
n
m − gnm)Cmkl . (A24)
In the Lie group case gnm = δ
n
m and F = 0 which is very natural because on a Lie group
DM−C = g
−1dg = d+ Ω
where Ω = g−1dg is the Maurer-Cartan form (g is now exceptionally a group element
g ∈ G, g = eθiTi where θ are the exponential coordinates on the Lie group and Ti
are the generators of the Lie algebra) and the connection is zero-curvature by the
Maurer-Cartan equation[21]
D2M−C = dΩ+ Ω ∧ Ω = g−1d2g = 0.
Appendix B
Formulas on the cotangent bundle
We introduce some formulas and a one-parameter family of invariant metrics on
the cotangent bundle of homogeneous manifolds.
The phase space of the geodesic motion on a manifold is the cotangent bundle. If
xµ, pµ are the standard coordinates on it
pµdx
µ|p ∈ T ∗M, p ∈ M
the standard symplectic potential is
θ = pµdx
µ
and the Hamiltonian of the geodesic motion is
H =
1
2
gµνpµpν .
The G action on M has a Hamiltonian lift[7], the Hamiltonians that generate it are
Ii = v
µ
i pµ (B1)
and they satisfy the Poisson brackets
{Ii, Ij} = CkijIk. (B2)
The associated Hamiltonian vector fields are
vHi = {Ii, } = vi −
∂Ii
∂xµ
∂
∂pµ
. (B3)
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The symplectic form[7] can be written as
ω = dθ = d(Iiω
i) = dIi ∧ ωi − 1
2
IiC
i
jkω
j ∧ ωk (B4)
where ωi is actually the pull-back of the familiar form on M onto the cotangent bundle
by the canonical projection.
The dual vector fields to the forms ωi, dIi are
ui = v
H
i − CkijIkwj
wi = ωiµ
∂
∂pµ
,
and the word “dual” means that the identity tensor in the fiber of the tangent bundle
can be written as
12D = ui ⊗ ωi + wi ⊗ dIi = vHi ⊗ ωi + wi ⊗ (dIi + CkijIkωj). (B5)
However, we prefer the vector fields vHi , w
i whose contractions are
vHi · dIj = CkijIk (B6)
vHi · ωj = gji (B7)
wi · dIj = gij (B8)
wi · ωj = 0 (B9)
and commutators
[wi, wj] = 0
[wi, vHi ] = C
i
jkw
k
[vHi , v
H
j ] = C
i
jkv
H
i .
The inverse of the symplectic form can be written using these vector fields as
ω−1 = vHi ∧ wi +
1
2
IiC
i
jkw
j ∧ wk. (B10)
Finally, we describe a natural invariant metric on the cotangent bundle. Observing
that
LvH
i
ωj = C
k
ijωk
LvH
i
dIj = C
k
ijdIk
the following tensors are invariant under the action of the group G because of the
Casimir structure
g1 = Kijω
i ⊗ ωj (B11)
g2 = K
ijdIi ⊗ dIj. (B12)
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From these two one can combine a metric
g = αg1 + βg2 (B13)
provided that α and β are positive.
Proof: The combination is positive-semidefinite because Kij is positive-definite. One
needs to check that it is nondegenerate which can be done by calculating the determi-
nant of it
det g = β det gµν1 det(αg
1
µν + β(K
ij − gij)∂µIi∂νIj)
using the block matrix formula and proving that it is non-zero, which is not difficult
because the last term in the latter determinant is positive-semidefinite.✷
The invariance property of the metric can be written explicitly as
LvH
i
g = 0,
see also Ref. [7] for a different metric.
Appendix C
Bound for the geodesic action
We derive a bound for the geodesic action
S =
∫ β
0
gµν x˙
µx˙ν (C1)
starting from the expression[30]
S(t) =
∫
gµν(x˙
µ + tgµκθκ)(x˙
ν + tgνλθλ) ≥ 0 (C2)
where θ is an arbitrary one-form. The inequality holds for all t, especially at the
minimum
t = −
∫
θµx˙
µ∫
gµνθµθν
(C3)
where it gives the bound ∫
gµν x˙
µx˙ν ≥ (
∫
θµx˙
µ)2∫
gµνθµθν
. (C4)
For BRST quantization of the winding number action that appears in the bound
see Ref. [31].
Appendix D
Calculation of the scalar curvature and a formula
We calculate the scalar curvature on homogeneous manifolds, but first we calculate
gang
k
b g
i
cg
j
dR
n
kij (D1)
using
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1. the missing identity
Γkijg
l
kg
i
a = Γ
k
ajg
l
k, (D2)
2. the torsion
Γkij − Γkji = gkl C lij (D3)
3. and the following property of the connection coefficient
giag
j
bΓ
k
ijg
c
k =
1
2
giag
j
bC
k
ijg
c
k. (D4)
The point is to use (D2) to eliminate the Γ:s using (D4) when one substitutes the
expression (A14) in (D1). Another way is just hard work but it requires perhaps the
introduction of Feynman rules for the terms. The result is
= gang
k
b g
i
cg
j
d(−Cmij Cnmk +
1
2
Cmij g
p
mC
n
pk (D5)
+
1
4
(Cmikg
p
mC
n
pj − CmjkgpmCnpi)) (D6)
which is also useful in calculating the equation (D14). The scalar curvature is
R = Rijklg
i
jg
kl (D7)
= KijCmikg
k
l C
l
jm −
3
4
KijCmikg
k
l C
l
jng
n
m (D8)
= Kijtr(CigCj)− 3
4
Kijtr(CigCjg). (D9)
Using the equation
Lvag
k
l = [g, Ca]
k
l = g
k
pC
p
al − Ckapgpl (D10)
it is easy to see that LvaR = 0. If one puts g
i
j = δ
i
j one recovers the Lie group formula
=
1
4
Kijtr CiCj =
D
4
, (D11)
where D is the dimension of the Lie group.
Finally we mention a formula. We define first
D− = Dt − 1
2
ωi(x˙)C likv
λ
l ω
k
κ = v
λ
i ∂tω
i
κ (D12)
D+ = Dt +
1
2
ωi(x˙)C likv
λ
l ω
k
κ = D
M−C
t (D13)
where the operators are considered on classical trajectories of the geodesic motion
which means that ωi(x˙) is constant. The formula reads
D+D− = D−D+ = D
2
t +R
α
βγδx˙
β x˙γ + F αβγδx˙
β x˙γ (D14)
28
where F is the curvature of the Maurer-Cartan connection. In Lie group case it reduces
to the factorization of the geodesic deviation operator
gµκ
δS
δxκδxν
∣∣∣∣∣
δS=0
= D+D− = D−D+ = D
2
t +R
α
βγδx˙
β x˙γ
where S = 1
2
∫
gµν x˙
µx˙ν .
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