This paper introduces a Markov-switching model in which transition probabilities depend on higher frequency indicators and their lags through polynomial weighting schemes. The MSV-MIDAS model is estimated via maximum likelihood (ML) methods. The estimation relies on a slightly modified version of Hamilton's recursive filter. We use Monte Carlo simulations to assess the robustness of the estimation procedure and related test statistics. The results show that ML provides accurate estimates, but they suggest some caution in interpreting the tests of the parameters involved in the transition probabilities. We apply this new model to the detection and forecasting of business cycle turning points in the United States. We properly detect recessions by exploiting the link between GDP growth and higher frequency variables from financial and energy markets. The spread term is a particularly useful indicator to predict recessions in the United States. The empirical evidence also supports the use of functional polynomial weights in the MIDAS specification of the transition probabilities.
Introduction
The failure to detect downturns in economic activity is a major source of error in macroe- 1 This paper introduces a new specification that could be useful for monitoring and predicting business cycles. We consider a Markov-switching model in which transition probabilities depend on higher frequency indicators (MSV-MIDAS model). As done in Diebold, Lee and Weinbach [1994] and Filardo [1994] , the parameters of the model depend on an unobserved state variable following a first-order Markov chain with time-varying transition probabilities.
2 The innovation of this paper lies in specifying the transition probabilities such that they depend on a set of exogenous indicators sampled at a higher frequency. To address the discrepancy in the frequencies, we apply the MIDAS (mixeddata sampling) approach developed by Ghysels, Santa-Clara and Valkanov [2004] and Ghysels, Sinko and Valkanov [2007] . Instead of converting the indicator involved in the probabilities to the low frequency with an arbitrary weighting scheme, the optimal weights are estimated from the data. A parsimonious parameterization of the lagged coefficients of the high-frequency variable is obtained through the use of functional polynomial weights.
The MSV-MIDAS specification can incorporate the signals produced by a wide range of indicators of the current and future state of the economy into the transition mechanism of the system. In particular, there is extensive literature showing that financial indicators can be used to predict business cycle turning points. The yield curve holds a prominent place among these variables (see Estrella and Mishkin [1998] , Kauppi and Saikkonen [2008] , Rudebusch and Williams [2009] and Croushore and Marsten [2015] among many others), but practitioners also follow other indicators such as stock and commodity prices to predict business cycle troughs and peaks (see Hamilton [2003] , Hamilton [2011] and Kilian and Vigfusson [2013] on the specific role of oil prices). In this context, the MIDAS structure is useful, as these indicators are available at a higher frequency than are macroeconomic variables. In this specification, it is not necessary to aggregate the financial indicators at a lower frequency in the transition probabilities, which could lead to a loss of a potential useful information and, therefore, to inefficient and/or biased estimates (Andreou, Ghysels and Kourtellos [2010] ).
This paper is related to the literature using MIDAS regressions to show that financial variables are useful predictors of GDP growth. Andreou, Ghysels and Kourtellos [2013] , Galvão [2013] and Ferrara, Marsilli and Ortega [2014] find a statistically significant improvement in GDP forecast accuracy in the euro area, UK and US when using models incorporating the forward-looking information contained in high-frequency financial data. Moreover, Guérin and Marcellino [2013] , Bessec and Bouabdallah [2015] and Barsoum and Stankiewicz [2015] use a MIDAS approach to show that financial variables help to predict turning points in the United Kingdom and in the United States. From a methodological perspective, the present paper also contributes to the recent literature introducing time variation into MIDAS models. In the class of regime-switching models, Galvão [2013] includes a smooth transition model with high-frequency variables among the regressors and the threshold variable, while Guérin and Marcellino [2013] incorporate high-frequency regressors in a Markov-switching model with invariant transition probabilities. More recently, Schumacher [2014] considers MIDAS regressions with time-varying parameters, estimated with a particle filter.
The MSV-MIDAS model introduced in this paper is estimated via maximum likelihood methods. The estimation relies on a slightly modified version of the filter in Hamilton [1989] . Because the MSV-MIDAS model has never been considered in the literature, we use Monte Carlo simulations to investigate the small sample properties of the maximum likelihood estimators of the parameters as well as related test statistics. The simulations are conducted for various parameterizations and sample sizes. The Monte Carlo evidence shows that maximum likelihood provides accurate estimates. The average bias of the estimates and their volatilities are small and decrease with the size of the sample. However, as shown by Psaradakis, Sola, Spagnolo and Spagnolo [2010] in Markov-switching models with variables sampled at the same frequency, the t-statistics of the parameters involved in the transition probabilities may not be reliable. The significance tests of these parameters may lack power in small samples, especially in the shorter regime.
We apply the MSV-MIDAS model to US data. As leading indicators for the inference of the future state, we consider monthly indicators from financial and energy markets:
the interest rate, term spread, stock returns and oil prices. These variables, widely recognized as business cycle predictors, are available without any publication lags and are not subject to revisions. The evaluation of the model is based both on an in-sample and an out-of-sample analysis. We compare the detection of the business cycle turning points by the new specification and various benchmarks: several models with fixed transition probabilities, as well as MSV-MIDAS models with unrestricted lag polynomials. The new specification appears to provide better signals of economic downturn and recovery than the usual models with constant probabilities. The results are also supportive of the use of distributed lag functions in the MIDAS specification. Among the economic indicators used to improve the transition mechanism, the slope of the yield curve is a good candidate for the United States, which is in line with the previous literature. These results hold both in sample and out of sample.
The remainder of this paper proceeds as follows. In section 2, we present the MSV-MIDAS specification and describe the estimation techniques. In section 3, we use Monte Carlo simulations to assess the robustness of the estimation procedure and related test statistics to make inferences. Section 4 is devoted to the empirical application to US data.
The final section offers some concluding remarks.
The MSV-MIDAS model
Let y t be a variable with dynamics that differ according to the state of the economy. The unobserved state follows a first-order Markov chain, the transition probabilities of which depend on a higher frequency indicator z (m) t . In the following, the time index t denotes the time unit of the low-frequency variable y t (a quarter in our application). The high-
is sampled m times between two time units of y, e.g., t and t − 1 (m = 3 for monthly indicators, as in our application). The lag operator L 1/m operates at the higher frequency, e.g.,
t−s/m is variable z observed s months before quarter t.
The low-frequency variable y t follows an AR(p) process with a switching mean, as motivated by Hamilton [1989] . The dynamics of an MSM(M)-AR(p) model are described by the following equation:
where µ st and σ represent the mean and standard deviation of y t , φ i with i = {1, . . . , p} are unknown autoregressive parameters and ε t → N ID(0, 1). The variable s t = {1, 2, . . . , M } denotes the unobserved state of the process at time t. The mean value µ st varies according to the realized value of the state variable.
Following Diebold et al. [1994] and Filardo [1994] , the variable s t is assumed to follow a first-order Markov chain defined with time-varying transition probabilities. In the case of two regimes (M = 2), the four transition probabilities are expressed as follows:
where Γ is the logistic function Γ(x) = 1/(1 + exp(−x)), α i and β i are unknown parameters for regime s t = i and z
(m)
t−1 is an exogenous variable. In this model, the transition probabilities are not time invariant. Instead, they depend on an exogenous variable and its lags. When β st is positive (negative), an increase in z (m) t−1 increases (decreases) the probability of staying in regime s t . If β 1 = β 2 = 0, the specification simplifies to the usual model with constant transition probabilities.
The exogenous variable z 
with s t = {1, 2} in the case of two states. The weights defined by b(j, Θ) are positive and sum to one. The coefficient Θ = {θ 1 , θ 2 } defines the lag structure in the two regimes, and the coefficient β st in equation (2) gives the overall impact of the weighted past values of z on the probability of staying in regime s t . If θ 2 < 0, the weight decreases with lag j. In the particular case in which Θ = {0, 0}, we obtain the standard equal weighting aggregation scheme (the high-frequency variable is simply aggregated to the low frequency with an arithmetic average). As suggested by Andreou et al. [2010] , the null hypothesis for equal weights can be tested with a standard LR test.
The lag function B(L 1/m , Θ) allows a parsimonious specification because only two coefficients are needed for the K lags. This is particularly interesting in regime-switching models, in which the number of coefficients is large. 4 As indicated by Ghysels et al. [2007] , can be captured according to the shape of the function. This feature is attractive in our model because the inference on the transition parameters is fragile, as shown by Psaradakis et al. [2010] in the case of data sampled at the same frequency. The next section of this study will confirm this fragility for models involving data sampled at different frequencies.
The model is estimated by maximum likelihood.
5 The likelihood is derived in a modified version of Hamilton's filter to account for the variation in the transition probabilities.
In the first step of the filter, the fixed transition probabilities are replaced with timevarying probabilities related to the high-frequency variable z (m) t , as specified in equations (2) and (3). The rest of the estimation procedure is similar. 6 Newton's search method is applied to find the vector of parameters maximizing the function. The estimation algorithm is initialized with several sets of parameters to avoid local optima. A smoothing algorithm is then applied to obtain a better estimation of the states, as described in Kim [1994] . The standard errors of the parameters are obtained from the inverse of the information matrix at the optimum. In the estimation procedure, the parameter θ 2 of the Almon function is constrained to be negative, which guarantees, in both regimes, a declining weight of z (m) t as the lag length increases.
Monte Carlo simulations
In this section, we describe several Monte Carlo experiments to assess the robustness of the estimation procedure and explore the reliability of the usual test statistics for conducting inference on the model parameters. A similar exercise is conducted by Psaradakis and Sola [1998] in MSM models with constant probabilities and by Psaradakis et al. [2010] in MSM models with time-varying probabilities. We extend their analysis to the case of mixed-frequency data.
tional distributed lags to MIDAS models with unconstrained weights estimated by least squares. The unconstrained specification performs well for small differences in sampling frequencies. In our model, this alternative consists to replace β st B(L 1/m , Θ) in the transition probabilities (2) with
As seen in the empirical section, this option is less attractive given the high number of parameters already involved in regime-switching models. The transition probabilities of the two-state model contains 2 + 2K parameters instead of 6, e.g. 26 parameters instead of 6 for K = 12 as studied later. 5 We use Matlab for all simulations and estimations. 6 See the Appendix for a presentation of the filter and the derivation of the log likelihood in the MSV-MIDAS model.
Design of the Monte Carlo study
We use Monte Carlo experiments to investigate the small-sample properties of the maximum likelihood (ML) estimators and related test statistics.
In the Monte Carlo study, we generate many realizations of the MSV-MIDAS process. The experiment involves the following steps. First, we simulate the high-frequency variable z (m) τ according to an autoregressive process:
As a second step, we generate a first-order Markov chain s t , t = 1 . . . , T with time-varying transition probabilities as defined in equations (2) and (3). We consider K = 12 lags in the polynomial B(L 1/m , Θ). Finally, we simulate the low-frequency variable y t , t = 1 . . . , T as a first-order autoregressive process subject to Markov shifts in mean as described in equation (1). The residuals u t and ε t are i.i.d. standard normal and independent. They are generated via a pseudo-random number generator. The first 100 simulated observations of s t and y t and the first 100 × m observations of z (m) τ are discarded to reduce the effect of the initial conditions. We assume that m = 3, which corresponds to a model mixing quarterly and monthly data. We consider various sample sizes T = {200, 400, 800}, and we use 1,000 Monte Carlo replications for each experiment.
[ INSERT TABLE 1 HERE] The values of the parameters in equations (1)-(4) are given in Table 1 . The benchmark configuration (DGP1) is close to the empirical setting obtained for US data in section 4. The low-frequency variable follows an AR(1) process with a switching mean. The mean parameter is negative in the least persistent regime. The high-frequency indicator positively affects the transition probability of the favorable state and is negatively related to the probability of staying in the recession state. In DGP1, the dynamics of the highfrequency indicator is state-independent. Alternatively, in DGP2, we allow a switch in the intercept and in the variance of equation (4). 7 Allowing a change in the dynamics of the high-frequency indicator is relevant since the leading indicators used to perform business cycle inferences typically depend on the business cycle. In DGP3, the high-frequency indicator z t is less persistent. In DGP4, the impact of the high-frequency variable on 7 The intercept and the variance parameters vary according to the value taken by a two-state firstorder Markov chain. The probability of staying in the high-growth state is equal to 0.9 and the probability of staying in the low-growth state is equal to 0.8. the transition probabilities is weaker (lower β 1 and β 2 ). In DGP5, the difference between the mean parameters is smaller across the two regimes, which may adversely affect the classification of the observations in the two regimes. Finally, DGP6 is used to investigate the sensitivity of the results to the shape of the weighting function. In this last DGP, the profile is flatter, with lower values of θ 1 and θ 2 , i.e., more uniform weights are assigned to the K past values of z.
Robustness of the ML estimates
In a first step, we explore the finite sample performance of the ML estimator for the data generating processes considered in Table 1 .
The parameters of the models are estimated via a numerical optimization of the loglikelihood of the model. As starting values, we use the true vector of the considered parameters to generate the data, plus random values drawn from a normal distribution with a standard deviation equal to 0.1.
8 To gauge the robustness of ML estimates, we examine the average bias of the estimated coefficients of the model and the standard deviations of the estimates in the 1,000 replications. To measure the quality of the estimated parameters involved in the transition probabilities, we report additional criteria.
For parameters Θ = {θ 1 , θ 2 }, we provide an average measure of the error in the weights given by:
Second, we compare the simulated transition probabilities with the estimated ones using mean absolute error statistics:
This last criterion measures the effect of the estimation error in parameters α, β and θ on the time-varying transition probabilities. It gives the overall impact of errors in the set of parameters in the transition probabilities on the identification of the state. We report the average values of these criteria in the 1,000 Monte Carlo simulations.
[
INSERT TABLE 2 HERE]
The results in Table 2 show that the estimation procedure provides accurate estimates of the parameters present in the equation for y t . The average bias is generally very close to zero, and the dispersion is low. The bias is slightly larger for φ in small samples. The estimated parameters of the transition probabilities α i and β i , i = {1, 2}, are less accurate, especially for small values of T , and the estimates of these four parameters show a higher dispersion. The error in the weights is also larger for small samples, although it is rather limited, as shown by the relatively low values of err b j . However, the mean absolute error in the probabilities remains moderate, even for small values of T (less than 5 points for p 11,t and 11 points for p 22,t when T = 200 and less than 3 and 6 points, respectively, in the largest sample). Hence, the error in parameters α, β and θ has a limited impact on the classification of the observations in the two regimes.
Comparing results across DGPs, the quality of parameter estimates in the transition probabilities increases with less persistent dynamics of z t (DGP3) or with more uniformly distributed weights (DGP6). The average bias and the standard deviation of the estimated α i and β i , i = {1, 2} is more limited. In DGP6, the average error in the weights is smaller too for small samples. By contrast, considering a high-frequency indicator also subject to changes in regime (DGP2) or decreasing the difference between the parameters of the two states (DGP5) has an adverse effect on estimation accuracy. In particular, the parameters entering the probabilities show a higher bias for T = 200 (e.g. in DGP2 and DGP5, the bias in β 1 is twice that in the reference model) and are more volatile. The error in the weights is also larger for smaller coefficients β (DGP4). However, in all cases, the mean absolute errors in the probabilities are close to those in DGP1. Hence, the impact on the identification of the regimes is rather limited relative to the benchmark.
Robustness of the tests
We now turn to the reliability of the t-statistics related to the parameters of the model.
The t-statistics associated with the estimated parameters of the model are expected
to be approximately distributed as N (0, 1). Francq and Roussignol [1998] and Douc, Moulines and Ryden [2004] provide results concerning the consistency and asymptotic normality of the ML estimator in Markov-switching autoregressive models with fixed probabilities. As indicated in Psaradakis et al. [2010] , no equivalent results are available on the distribution for the parameters in Markov-switching models with time-varying probabilities. However, practitioners generally rely on the normal distribution when they conduct significance tests in these models. To assess this property, Table 3 reports some characteristics of the sampling distribution of the t-statistics of the parameters obtained in the Monte Carlo simulations: the mean, the standard deviation, the skewness, the excess kurtosis, and the p-value of the Jarque-Bera test for normality for the 1,000 simulated t-statistics. The t-statistics are computed as the ratio of the estimation error to the estimated standard error. The estimated standard errors are based on the Hessian matrix of the estimated log-likelihood function.
The results indicate some departure from normality in the distribution of the tstatistics. The standard deviations of the 1,000 simulated t-statistics are generally close to one. However, the average t-statistics associated withφ in the equation for y t and witĥ α i andβ i for i = {1, 2} in the transition probabilities depart from zero 10 . Moreover, the skewness coefficient shows some asymmetry in the distributions of the t-statistics forα i andβ i , i = {1, 2}. The distributions ofβ 1 andβ 2 are also highly leptokurtic for small values of T . As a consequence, the null of normality is strongly rejected by the JarqueBera test forα i andβ i , even in large samples. The comparison across DGPs shows that the deviation from normality is lower with less persistent dynamics of z t (DGP3) or with more uniformly distributed weights (DGP6). By contrast, the normality is more rejected when the high-frequency indicator is subject to changes in regime, for smaller β 1 and β 2 and closer µ 1 and µ 2 (DGP2, 4 and 5).
[ INSERT TABLE 3 HERE] To assess the potential effect of non-normality on the inference, we investigate the performance of the t-statistics over the 1,000 Monte Carlo simulations when we use standard normal critical values. Figure 1 provides the empirical size of the two-sided tests of the equality of each parameter to its true value, as well as the empirical power of the significance tests for each parameter at the 5% significance level. 11 The empirical sizes are found close to the nominal level (5%). 12 However, as in Psaradakis et al. [2010] , we observe that the parameters entering the transition probabilities are more likely to be insignificant in small samples. Indeed, the frequency of rejecting the nullity of α 2 and β 2 in the shorter state is lower for T = 200 and T = 400. For instance in DGP3, the nullity of α 2 is rejected in 35% of the cases and that of β 2 in 53% of the cases for T = 200.
Considering lower values for β coefficients in DGP4 leads to even smaller rejection rates for α 2 and β 2 (28% and 47%), while the frequency of rejection is approximately 100%
for the other parameters. In sum, the t-statistics of the parameters α i and β i should be interpreted with caution, especially in the shorter regime.
Application to US GDP
We now illustrate the empirical relevance of the MSV-MIDAS model through a business cycle analysis of the United States.
Data and specifications
The database consists of the quarterly growth rate of real GDP and a set of monthly financial indicators for the United States. The dataset was collected in July 2014.
The data on GDP cover the period from 1959Q1 to 2013Q4 (220 quarters). This sample includes 8 recessions. The business cycle chronology is taken from the NBER. To account for data revisions in the out-of-sample evaluation, we use vintages of output growth from the real-time datasets constructed by Croushore and Stark [2001] and available on the website of the Federal Reserve Bank of Philadelphia. 13 Our real time data-set for US GDP growth consists of 291 vintages, released from January 1990 to March 2014. It might be more challenging to identify a recession using the GDP data available at the time due the revision of GDP data, especially during recessionary periods. Over the period 1990-2010, the quarterly growth rate of US GDP was revised by an average of 0.26 points three years after its first publication. This revision reaches up to 0.37 points for the recessionary quarters, as opposed to 0.21 points during expansionary quarters.
We will assess whether monthly financial indicators can help to detect, in real time, the recessions for this country when they are incorporated into the transition probabilities of the MSV-MIDAS model. The set of monthly indicators includes a short-term interest rate, the term spread, and stock and oil prices. Interest rates are considered in differences and the term spread in levels. Stock and oil prices are in log differences. US interest rates We consider two-state MSV-MIDAS models for GDP growth in which the transition probabilities depend on one of the four monthly financial variables. To ensure exogeneity with respect to the dependent variable, we lag the financial indicators by one quarter in the transition probabilities. We retain K = 12 lags in the Almon function, and hence the probabilities may depend on the monthly indicators over the entire past year. To select the number of autoregressive terms, we use the AIC in the linear specification. Tests for omitted autocorrelation are implemented to determine whether these autoregressive orders are sufficient. We apply Ljung-Box tests either to the standardized generalized residuals (Gourieroux, Monfort, Renault and Trognon [1987] ) or to standard-normal residuals constructed with the Rosenblatt transformation (Smith [2008] ). 15 To check the gain due to the use of mixed frequency data, we also conduct a test for the flat aggregation scheme, as suggested by Andreou et al. [2010] in the linear case. When Θ = {0, 0}, the high-frequency indicator is converted to low-frequency data with a simple average. The relevance of these restrictions is tested with a standard LR test.
We compare the performance of the MSV-MIDAS specification with those of several models. First, to assess the gain due to the inclusion of time-variation in the transition probabilities, the MSV-MIDAS model is compared with several benchmarks with fixed transition probabilities (FTP). At this level, we consider the two-state autoregressive specification with a switching mean as in Hamilton [1989] (MSM2) and a two-state model with a switching mean and a switching variance (MSMH2). The shift in the variance might be useful to capture the reduction in the volatility of business cycle fluctuations starting in the mid-1980s. These specifications are constrained versions of the model presented in section 2 when β 1 and β 2 are set to zero. We also consider three-state models 14 http://www.research.stlouisfed.org/fred2/ 15 In a MSM(M)-AR(p) model with p = 1 lag, the standardized generalized residuals are obtained as:
, while the Rosenblatt residuals are defined as: Φ
denoting the cumulative distribution function of the standard normal distribution and I t−1 the observed information on y and z available at time t − 1. Using Monte Carlo experiments, Smith [2008] shows that the test applied to the Rosenblatt transformation of standardized residuals performs well in detecting autocorrelation in Markov-switching models. polynomial. This specification offers more flexibility and may be easier to estimate. Nevertheless, it is also far less parsimonious when the impact of high-frequency indicator on the transitions is persistent. This may be problematic in regime-switching models where the number of parameters is already high. To specify the lag order, we use the AIC criterion with a maximal number equal to 12. We retain 6 lags for stock returns and term spread, 7 lags for federal fund rate and 1 lag for oil prices.
Estimation results
In a first step, we investigate the in-sample performance of the MSV-MIDAS models in tracking US GDP dynamics and identify the business cycle turning points in the entire sample.
We estimate the MSV-MIDAS models using the full sample, from 1959 to 2013. The estimation of the models is performed for a large set of initial conditions. shows that, at the 5% or 10% significance level, the likelihood of the model is significantly improved relative to a model estimated with Θ = {0, 0}. Hence, the usual weighting scheme relying on equal weights is empirically rejected which is a first evidence in favour of our approach. GDP exhibits a positive mean growth rate in the first regime and declines in the second state. The coefficients β 1 and β 2 generally have opposite signs, showing that a variation in z t leads to movements of p 11,t and p 22,t in the opposite direction. Even when the two coefficients have the same sign, the size of the coefficients is clearly different. In the shorter regime, the coefficient β 2 is is often non-significant. However, the t-statistics must be interpreted with caution given the possible lack of power in the significance tests, as shown in the previous section. This caveat is particularly notable for the shorter regime.
The estimated parameters in the transition probabilities have the expected signs.
Lower stock returns increase the risk of recession (β 1 > 0) while making a recovery less likely (β 2 < 0). A similar pattern holds for term spread. The positive coefficient in the expansion probability is consistent with the sharp decline in the slope of the yield curve and, in some instances, the inversion of the yield curve observed before economic downturns. The coefficients for the central bank rates are negative in the expansion probability and positive in the recession probability. In particular, policy tightening increases the probability of switching to a recessionary state (β 1 < 0). Finally, the impact of oil price is ambiguous. A rise in oil price increases the probability of entering a recession (β 1 < 0). As noted in Hamilton [2013] , a majority of US recessions have been preceded by a sharp rise in the price of crude petroleum. 16 However, the impact on the probability of remaining in recession is also negative (β 2 < 0). two models allowing for regime-dependent heteroscedasticity (MSMH2 and MSMH3) but we will see below that allowing a change in the variance has a detrimental effect on the detection of turning points. Relative to MSM2 and MSM3, the improvement of the log-likelihood is particularly strong when the probabilities are related to stock returns and federal funds rate. When taking into account the number of parameters, the two MSV-MIDAS models still provide substantially smaller AIC and HQC values than in MSM2 and MSM3. This is also the case of the model including term spread, even though the AIC value is closer to that in MSM3. On the other side, the MSV-MIDAS model incorporating oil prices is outperformed by all specifications. Turning to the comparison of MSV-MIDAS and MSV-UMIDAS models, the models with unrestricted lags generally show much higher information criteria than their constrained counterpart. This result is particularly strong with the Hannan-Quinn criterion imposing a stronger penalty on the number of parameters (the MSV-UMIDAS models including the first three financial indicators contain nearly twice as many parameters than the specifications with restricted lags).
[INSERT Table 5 also reports criteria assessing the quality of the inference on the state: the quadratic probability score (QPS) and the area under the roc curve (AUC). The quadratic probability score is defined as 
Real time business cycle forecasting
Incorporating monthly indicators into the transition probabilities might help to improve signals of future recessions. In this last section, we assess the ability of the MSV-MIDAS model to infer, in real-time, the current and future state of the economy.
We conduct an out-of-sample study with a recursive window scheme. The last observations of the sample are discarded for the forecasting exercise. The forecasting window spans from 1990Q1 to 2013Q4 and includes three recessions. The forecasted chain is sampled at a quarterly frequency, but the forecast can be updated every month after the release of the monthly indicator included in the transition probabilities. By contrast, the update of the forecasts in the models with constant probabilities only reflects the monthly revisions of GDP data. 20 In this study, we focus on the forecast of each quarter made from 6 months to a few days before the GDP release, approximately one month after the end of the reference quarter. We recursively expand the estimation period. The parameters of the models are estimated using the only information available at the time of the forecast.
The evaluation is conducted in real-time conditions. The models are estimated from the observations available at the time of the forecast. At this level, we use the vintages of output growth provided by the Federal Reserve Bank for the US (the financial variables are assumed not to be subject to data revisions). Table 6 shows the QPS and AUC criteria for the forecast states. Again, the results are reported for the MSV-MIDAS models, as well as the models with constant probabilities and the unrestricted MSV-UMIDAS models.
[ On the other side, the worst performance is shown by the unconstrained model estimated with the federal rate (QPS at 0.192 and AUC at 0.715 for the forecasts made a few and the first estimates of corporate profits is available at the end of the second month and a 'third' estimate based on more complete source data is disclosed at the end of the third month. 21 The two MSV-MIDAS models perform better than other benchmarks. A naive model forecasting expansion regime at all quarters provides a QPS equal to 0.229, whereas the two MSV-MIDAS models yield lower QPS values at all horizons. The performance at horizon 2/3 is also better than that of the anxious index (the probability of a decline in real GDP, as reported in the Survey of Professional Forecasters in the second month of each quarter). On this basis, the QPS computed for this indicator over 1990Q1-2013Q4 is equal to 0.152. days before the GDP publication against 0.143 and 0.952 respectively in the constrained model). The model is even outperformed by the two-state model with fixed transition probabilities MSM2.
Overall it appears both in the in-sample and out-of-sample evaluation that the curse of dimensionality due to the use of unrestricted lags is detrimental to the performance of the MSV-MIDAS specification. Unconstrained MIDAS models require the estimation of many parameters (twice as much in the model including the federal rate), which introduces some uncertainty in the model analysis and leads to less accurate forecasts. This result might be due to the fragility of the inference on the parameters involved in the transition probabilities, as shown in the Monte Carlo simulations. This contrasts with the more favorable findings of Foroni et al. (2015) to the unconstrained MIDAS model in a linear context, where the increase in the number of parameters is more limited and where the weights can be estimated with ordinary least squares.
Concluding remarks
In this paper, we introduce the MSV-MIDAS model. This specification incorporates higher frequency information in the transition mechanism of Markov-switching models.
The MSV-MIDAS model is estimated via ML methods. Monte Carlo evidence suggests that our estimation procedure provides robust estimates of the parameters of the model. The Monte Carlo experiments also show that the t-statistics associated with the coefficients in the time-varying probabilities should be used with caution. In the empirical application, the new specification is applied to the detection and forecasting of business cycle turning points. We find that the MSV-MIDAS model detects recessions more successfully than the specification with invariant transition probabilities in the United States.
The slope of the yield curve provides particularly useful signals for the identification and forecasting of economic downturns and recoveries. The empirical results also support the use of parsimonious lag functions in the time-varying transition probabilities of the models. These findings hold both in sample and out of sample.
There are a number of potential extensions to this paper. We could incorporate several leading indicators in the transition probabilities. This could help for signaling oncoming recessions, given the different sources and characteristics of recessions. It would also be interesting to include high-frequency regressors in the equation for GDP. Exploiting the information provided by weekly or daily data is also on our research agenda. Finally, this model could be applied to other areas of macroeconomics and finance.
APPENDIX Filter and derivation of the log-likelihood in the MSV-MIDAS model
Let {y t } T t=1 be a time series following an MSM(M)-AR(p) process with transition probabilities depending on a high-frequency indicator z (m) t , as described in section 2. The conditional loglikelihood function of the observed data is given by:
, the past of y t and z The conditional log-likelihood function is derived from the following computations iterated for t = p + 1, . . . , T . In a first step, we derive the joint probability:
with i, j, k = {1, 2, . . . , M } and where the time-varying transition probabilities are expressed as follows in the case of two regimes (M = 2):
with the function B(L 1/m , Θ) specified as:
In a second step, the joint density is derived as follows:
where the conditional density of y t given the past and current states s t , s t−1 , . . . , s t−p and the past observations of y and z (m) is given by:
In a third step, the conditional density f (y t |y t−1 , z
t−1 ; λ) is derived by summing over all possible state sequences:
Finally, we derive the joint probability of the p states conditional upon y t and z (m) t−1 from:
The initialization of the filter relies on the ergodic probabilities of the state in the FTP model. Note: This table provides the average bias and, in brackets, the standard deviation of the parameter estimates of the MSV-MIDAS models for sample sizes T = {200, 400, 800} over 1,000 replications. The last three columns show the error measures for the weights (err bj) and the transition probabilities (err p11 and err p22). We report the average values of these three criteria in the 1,000 Monte Carlo simulations. Carlo simulations. The t-statistics are computed as the ratio of the estimation error to the estimated standard error. We report the mean of the 1,000 simulated t-statistics (line mean), the standard deviation (line std), the skewness (line skew ), the excess kurtosis (line kurt) and the p-value of the Jarque-Bera test for normality (line JB ). 
