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Functional Ito¯ calculus in Hilbert spaces and
application to path-dependent Kolmogorov
equations
Mauro Rosestolato*
Abstract
Recently, in [4, 5, 13], functional Ito¯ calculus has been introduced and developed
in finite dimension for functionals of continuous semimartingales. With different
techniques, we develop a functional Ito¯ calculus for functionals of Hilbert space-
valued diffusions. In this context, we first prove a path-dependent Ito¯’s formula, then
we show applications to classical solutions of path-dependent Kolmogorov equations
in Hilbert spaces and derive a Clark-Ocone type formula. Finally, we explicitly verify
that all the theory developed can be applied to a class of diffusions driven by SDEs
with a path-dependent drift (suitably regular) and constant diffusion coefficient.
Keywords: functional Ito¯ calculus, Ito¯’s formula, path-dependent Kolmogorov equation,
path-dependent stochastic differential equations, Clark-Ocone formula.
AMS 2010 subject classification: 60H30, 34K50, 35K10, 35R10, 35R15.
1 Introduction
The present paper extends to infinite dimensional spaces the so called functional Ito¯
calculus, so far developed in finite-dimensional spaces, and some of its applications.
In [13] the first ideas for a functional Ito¯ calculus were presented for one-dimensional
continuous semimartingales, by introducing suitable notions of time/space derivatives
which reveal to be adequate for dealing with non-anticipative functionals. In that paper,
a functional Ito¯’s formula is provided and then employed to represent solutions of a back-
ward Kolmogorov equation with path-dependent terminal value. This allows to obtain
an explicit representation of the stochastic integrand in the martingale representation
theorem, when the martingale is closed by a functional of the process solving the SDE
associated to the Kolmogorov equation. In [3, 4, 5] these ideas are furtherly developed
and generalized. In [3] the functional Ito¯’s formula is proved for a large class of finite-
dimensional càdlàg processes, including semimartingales and Dirichlet processes, and
*CMAP, École Polytechnique, Paris, France, e-mail: mauro.rosestolato@polytechnique.edu. This
research has been partially supported by the ERC 321111 Rofirm. The author is sincerely grateful to
Salvatore Federico for valuable discussions.
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for functionals which can depend on the quadratic variation. In [5] the notion of vertical
derivative is extended to square integrable continuous martingales and it is proved that
it coincides with the stochastic integrand in the martingale representation theorem.
Functional Ito¯ calculus in finite dimension can be also viewed as an application
to the spaces of continuous/càdlàg functions of stochastic calculus in Banach spaces
([9, 10, 11, 12, 16]). In [12] the notion of χ-quadratic variation is introduced for Ba-
nach space-valued processes (not necessarily semimartingales) and the related Ito¯’s for-
mula is discussed. This general framework finds application to “window” processes in
C([−T,0],Rn), whose values, at each time t ∈ [0,T], is essentially the path up to time t of
an Rn-valued continuous process. When applied to window processes, such Ito¯’s formula
allows to derive a Clark-Ocone type representation formula by recurring to solutions of
a path-dependent Kolmogorov equation. In [16] finite dimensional Ito¯ processes X with
constant diffusion coefficient and path-dependent drift are considered. By embedding
the dynamics of X into a Banach space of functions [−T,0]→ Rn, it is proved that the
Feynman-Kac formula provides a solution to the path-dependent backward Kolmogorov
equation associated to X , with a non-path-dependent terminal value.
Another approach to path-dependent functionals and path dependent stochastic sys-
tems is represented by the embedding in infinite dimensional Hilbert spaces. Indeed,
when the dependence on the history is sufficiently regular — precisely regular with re-
spect to a L2 norm — a representation in the Hilbert space of the form R×L2 is possible.
This approach goes back to [2] and was further developed in other papers ([14, 15, 19]).
With this approach, the very well-developed theory of stochastic calculus in Hilbert space
([8]) can be applied. On the other hand, it leaves out some important classes of problems,
in particular all those where the dependence on the history involves pointwise evalua-
tions at past times.
Up to our knowledge, so far the functional Ito¯ calculus has been developed only in
finite dimensional spaces. We generalize it to infinite dimension as follows. Consider
two real separable Hilbert spaces U ,H and a U-valued cylindrical Wiener process W .
Given T > 0, denote byW the space C([0,T],H) of continuous functions [0,T]→H. Given
t ∈ [0,T] and x ∈W, consider the process
X
t,x
s = xt∧·+
∫t∨s
t
brdr+
∫t∨s
t
ΦrdWr s ∈ [0,T],
where
xt∧·(s) :=
{
x(s) s ∈ [0, t]
x(t) s ∈ (t,T],
b is a square-integrable H-valued process, and Φ is a square-integrable process valued
in the space of Hilbert-Schmidt operators L2(U ,H). We develop a functional Ito¯ calculus
for processes of the form
u(·,X t,x) :=
{
u(s,X t,xs )
}
s∈[0,T]
where u : [0,T]×W→ R is a non-anticipative functional, meaning that u(s,y) = u(s,y′)
whenever y= y′ on [0, s] for a given s ∈ [0,T]. Under suitable regularity assumptions on
u, we prove an Ito¯ formula for u(·,X t,x). Then, assuming that X t,x is driven by an SDE
of the form {
dXs = b(s,X )ds+Φ(s,X )dWs ∀s ∈ [t,T]
X t∧· = xt∧·,
(1.1)
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where b : [0,T]×W→H, Φ : [0,T]×W→ L2(U ,H) are non-anticipative coefficients satis-
fying usual Lipschitz conditions, and letting f : W→R be a function, we show that, if the
non-anticipative function ϕ defined by
ϕ(t,x) := E
[
f (X t,x)
]
(t,x)∈ [0,T]×W
is suitably regular, then ϕ solves the path-dependent backward Kolmogorov equation
associated to (1.1) with terminal value f at time T. As a corollary, we obtain a Clark-
Ocone type formula for the process ϕ(·,X t,x). Finally, we accomplish a complete study of
the regularity of the solution X t,x to SDE (1.1) with respect to t,x, when Φ is constant
and b contains a convolution of the path of X with a Radon measure. In particular,
the case of pointwise delay in the coefficient b will be covered. For the latter class of
dynamics, by a pathwise analysis, we show in detail that the assumptions required by
the general results previously obtained (Ito¯’s formula, representation of solution to the
path-dependent Kolmogorov equation, Clark-Ocone type formula) are satisfied, hence
the theory can be applied.
Our methods deviate from the ones used in the aforementioned liteature. In [3, 4, 5,
13] non-anticipative functionals are considered on the metric space Λ of couples “(time
t,càdlàg path on [0, t])”. Due to the lack of a linear structure for Λ, this choice leads
to introduce non-standard notions of derivatives (vertical/horizontal) and to deal with
ad-hoc continuity assumptions. On the contrary, we do not use the space Λ and, in a
more standard perspective, we look at the set of continuous non-anticipative functionals
as a subvector space of the space of continuous functions on [0,T]×W. Our choice is
equivalent to take the restriction of Λ to couples with continuous path in the second
component as working space, but shows the advantage to allow to deal with classical
Gâteaux derivatives in space. The choice of Gâteaux derivatives in space reveals to
be particularly adequate when proving regularity of solutions to path-dependent SDEs
with respect to the intial value by using contraction methods in Banach spaces, as in
Section 5: if one wishes to apply the theoretical results in practice, this is a key step
in order to show that the assumptions of the theory are satisfied. Nevertheless, also in
our setting, the introduction of an ad-hoc time derivative for non-anticipative functionals
cannot be avoided. It is remarkable that it is convenient for us to use a left-sided time
derivative, instead of the right-sided derivative introduced in [13] and then adopted also
in [3, 4, 5]. Our choice turns out to be very natural when studying the link between
the path-dependent SDE and the associated Kolmogorov equation. Moreover, unlike
[9, 10, 11, 12, 16], we do not rephrase our path-dependent problem in a Banach space.
This allows to avoid to work with stochastic calculus in Banach spaces.
The paper is organized as follows. In Section 2, after introducing some notation, we
define the locally convex space with respect to which the regularity of non-anticipative
functionals will be considered. In Section 3 we prove the path-dependent Ito¯’s formula
(Theorem 3.8). In Section 4 we show that the Feynman-Kac formula for the strong so-
lution of a path-dependent SDE in Hilbert spaces, if it is enough regular, provides a
solution to the associated Kolmogorov equation (Theorem 4.2). We then use this fact
to derive a Clark-Ocone type formula (Corollary 4.3). Finally, in Section 5, we explic-
itly show that the previously developed theory can be applied to a class of SDEs with
path-dependent drift and constant diffusion coefficient (Theorem 5.9).
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2 Preliminaries
2.1 Notation
Let T > 0, let (Ω,F := {Ft}t∈[0,T],F ,P) be a complete filtered probability space, and let
(E, | · |E) be a Banach space. Unless otherwise specified, every Banach space E is consid-
ered endowed with its Borel σ-algebra BE . Bb([0,T],E) denotes the space of bounded
Borel measurable functions x : [0,T]→E. If x ∈Bb([0,T],E), then xt and x(t) denote the
evaluation at time t ∈ [0,T] of the function x, whereas xt∧· denotes the function defined
by (xt∧·)s := xt∧s for s ∈ [0,T]. We denote by Bb,0([0,T],E) the subspace of Bb([0,T],E)
of bounded Borel functions x : [0,T]→ E with separable range. Unless otherwise spec-
ified, Bb,0([0,T],E) is considered with the topology of the uniform convergence. Then
Bb,0([0,T],E) is a Banach space and C([0,T],E) ⊂ Bb,0([0,T],E). L 0PT (C([0,T],E)) de-
notes the space of E-valued F-adapted continuous processes. Notice that this implies the
measurability of the continuous process
Ω→C([0,T],E), ω 7→ X (ω)
for all ω ∈Ω (1), hence the measurability of
(ΩT ,PT )→C([0,T],E), (ω, t) 7→ X t∧·(ω).
If X ,X ′ ∈ L 0
PT
(C([0,T],E)), we write X = X ′ if and only if P(|X −X ′|∞ = 0)= 1. For p ∈
[1,∞), L p
PT
(C([0,T],E)) denotes the space of functions X ∈ L 0
PT
(C([0,T],E)) such that
Ω→C([0,T],E), ω 7→ X (ω) has separable range and
|X |
L
p
PT
(C([0,T],E)) :=
(
E
[
|X |
p
∞
])1/p
<∞.
By M([0,T]) we denote the space of Radon measures on the interval [0,T]. For ν ∈
M([0,T]), |ν|1 denotes the total variation of ν.
Let F be another Banach space. G n(E,F) denotes the space of continuous functions
f : E→ F which are Gâteaux differentiable up to order n and such that, for j = 1, . . . ,n,
E i+1→F, (x, y1, . . . , yi) 7→ ∂
i
y1...yi f (x)
is continuous. If f ∈ [0,T]×E→ F is such that f (t, ·) ∈ G n(E,F) for all t ∈ [0,T], then we
denote by ∂ j
E
f , j = 1, . . .,n, the Gâteaux differentials of f with respect E. Similarly, if
f (t, ·)∈Cn(E,F), i.e. f (t, ·) is continuously Fréchet differentiable up to order n, we denote
by D j
E
f , j = 1, . . . ,n, the Fréchet differentials of f with respect to E.
NA([0,T]×C([0,T],E),F) denotes the subspace of F [0,T]×C([0,T],E) whose members are
non-anticipative functions, that is
NA([0,T]×C([0,T],E),F) :=
{
f ∈ F [0,T]×C([0,T],E) :
f (t,x)= f (t,xt∧·) ∀(t,x)∈ [0,T]×C([0,T],E)
}
.
1E is not assumed to be separable.
4
By CNA([0,T]×C([0,T],E),F) we denote the subspace of C([0,T]×C([0,T],E),F) whose
members are non-anticipative functions, that is
CNA([0,T]×C([0,T],E),F) :=C([0,T]×C([0,T],E),F)∩NA([0,T]×C([0,T],E),F).
(H, | · |H) and (U , | · |U ) denote two real separable Hilbert spaces, with scalar product
denoted by 〈·, ·〉H and 〈·, ·〉U , respectively. Let e := {en}n∈N be an orthonormal basis of H,
where N = {1, . . . ,N} if H has dimension N ∈N\{0}, or N =N if H has infinite dimension.
Similarly, e′ := {e′m}m∈M denotes an orthonormal basis ofU , where M = {1, . . . ,M} ifU has
dimension M ∈N\ {0}, or M =N if U has infinite dimension. We use the short notation
W for the space C([0,T],H) of continuous functions [0,T]→H.
2.2 The space B1σs(E)
In this section we introduce a topology with respect to which we will often consider
the regularity of the differentials of path-dependent functions in the remaining of the
manuscript.
Let E denote a Banach space. We begin by introducing on Bb,0([0,T],E) the family of
seminorms ps := {psν}ν∈M([0,T]) defined by
psν(x) :=
∣∣∣∣
∫
[0,T]
x(s)ν(ds)
∣∣∣∣
E
∀x ∈Bb,0([0,T],E), ∀ν ∈M([0,T]).
Since we are considering only bounded Borel functions x with separable range, the inte-
gral
∫
[0,T]xdµ is well defined.
We denote by σs the locally convex vector topology induced on Bb,0([0,T],E) by ps. If
τ∞ denotes the topology of the uniform convergence Bb,0([0,T],E), it is easily seen that
σs( τ∞. (2.1)
The inclusion σs ⊂ τ∞ is immediate, whereas the strict inclusion is due to the fact that
σs is contained in the weak topology of (Bb,0([0,T],E), | · |∞), and, unless E is trivial,
the weak topology is strictly weaker than the topology induced by the norm, because
Bb,0([0,T],E) is infinite dimensional. The same holds for the restrictions to C([0,T],E),
i.e. σs
|C([0,T],E) ( τ∞|C([0,T],E).
Proposition 2.1. Convergent and Cauchy sequences in σs are characterized as follows.
(i) A sequence {xn}n∈N converges to x in (Bb,0([0,T],E),σs) if and only if

(a) sup
n∈N
|xn|∞ <∞
(b) lim
n→∞
xn(s)= x(s) ∀s ∈ [0,T].
(2.2)
(ii) A sequence {xn}n∈N is Cauchy in (Bb,0([0,T],E),σs) if and only if (2.2)(a) holds and
the sequence {xn(s)}n∈N is Cauchy for every s ∈ [0,T].
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Proof. We prove only (i). The proof of (ii) is similar. Suppose that {xn}n∈N converges to x
in (Bb,0([0,T],E),σs). For s ∈ [0,T], if δs is the Dirac measure in s, we have
lim
n→∞
|xn(s)−x(s)|H = lim
n→∞
pδs(xn−x)= 0 ,
which shows (2.2)(b).
To show (2.2)(a), consider the family of continuous linear operators
Φn : M([0,T])→E, ν 7→
∫
[0,T]
xn(s)ν(ds),
for n ∈N. Since {xn}n∈N is convergent, the orbit {Φn(ν)}n∈N is bounded, for all ν ∈M([0,T]),
then, by Banach-Steinhaus theorem, we have
sup
n∈N
|xn|∞ = sup
n∈N
sup
ν∈M([0,T])
|ν|1≤1
∣∣∣∣
∫
[0,T]
xn(s)ν(ds)
∣∣∣∣
E
= sup
n∈N
|Φn|L(M([0,T]),E) <∞,
where |Φn|L(M([0,T]),E) denotes the operator norm ofΦn. This shows (2.2)(a) and concludes
the proof for one direction of the claim.
Conversely, if (2.2) holds, then pν(xn−x)→ 0 by Lebesgue’s dominated convergence
theorem, for all ν ∈M([0,T]), hence xn→x in σs. 
By (2.1), it follows that bounded sets in τ∞ are bounded in σs. By using Banach-
Steinhaus theorem similarly as done in the proof of Proposition 2.1, one can see that
bounded sets in σs are bounded in τ∞. Then the bounded sets in σs and τ∞ are the
same.
Definition 2.2. We define B1(E) as the vector space of all functions x : [0,T]→ E which
are pointwise limit of a uniformly bounded sequence {xn}n∈N ⊂C([0,T],E), i.e.
B
1(E) :=

x ∈E[0,T] : ∃ {xn}n∈N ⊂C([0,T],E) s.t.


lim
n→∞
xn(s)= x(s) ∀s ∈ [0,T]
sup
n∈N
|xn|∞ <∞

 .
We denote by B1σs(E) the space B
1(E) endowed with the locally convex topology induced
by σs. Then a net {xι}ι∈I converges to 0 in B1σs(E) if and only if limι pν(xι) = 0 for all
ν ∈M([0,T]).
Remark 2.3. By Proposition 2.1(i), it follows that B1(E) is the sequential closure of
C([0,T],E) in (Bb,0([0,T],E),σs). In particular, for any T2-space T and any function
C([0,T],E)→T , there exists at most one sequentially continuous extension (B1(E),σs)→
T .
Remark 2.4. In Definition 2.2, by multiplying xn by |x|∞/|xn|∞ if necessary, we can
assume without loss of generality that supn∈N |xn|∞ ≤ |x|∞. By Proposition 2.1(i), we
then see that the unit ball of (C([0,T],E), | · |∞) is σs-sequentially dense in the unit ball
of (B1(E), | · |∞).
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Since we have the inclusion B1(R) ( Bb([0,T],R) (see [21, Theorem 11.4]), through
the identification Bb([0,T],R) = Bb([0,T],Re) in Bb,0([0,T],E), for some e ∈ E, |e|E = 1
(E 6= {0}), we also have the strict inclusion B1(E)(Bb,0([0,T],E).
The space B1(E) is closed in Bb,0([0,T],E) (hence in Bb([0,T],E)) with respect to the
uniform norm. The proof of [21, Theorem 11.7], that is made for the case E = R and for
a space of Borel functions larger than our B1(R), can be adapted to cover our case. Since
the completeness of B1(E) is essential to us, we prove it.
Proposition 2.5. (B1(E), | · |∞) is a Banach space.
Proof. We show that every absolutely convergent sum is convergent in B1(E). To this
end, let {xn}n∈N ⊂ B1(E) be sequence such that
∑
n∈N |xn|∞ < ∞. By completeness of
Bb([0,T],E),
∑
n∈Nxn is convergent in Bb([0,T],E), say to z. We are done if we show
that z ∈ B1(E). By definition of B1(E), for each n ∈N, there exists a sequence {y(k)n }k∈N ⊂
C([0,T],E) such that
Mn := sup
k∈N
|y(k)n |∞ <∞ and lim
k→∞
y(k)n (s)= xn(s) ∀s ∈ [0,T].
Bymultiplying y(k)n by |xn|∞/|y
(k)
n |∞ if necessary, without loss of generality we can assume
that Mn ≤ |xn|∞. Define zk :=
∑k
n=1y
(k)
n , k ∈N. Then zk ∈C([0,T],E) and
sup
k∈N
|zk|∞ ≤ sup
k∈N
∞∑
n=1
|y(k)n |∞ ≤
∞∑
n=1
|xn|∞ <∞. (2.3)
Moreover, for s ∈ [0,T], 0≤ k¯≤ k,
|z(s)−zk(s)|E = |
∞∑
n=1
xn(s)−
k∑
n=1
y(k)n (s)|E ≤
∞∑
n=k¯
(|xn|∞+|y
(k)
n |∞)+
k¯∑
n=1
|xn(s)−y
(k)
n (s)|E
≤ 2
∞∑
n=k¯
|xn|∞+
k¯∑
n=1
|xn(s)−y
(k)
n (s)|E .
By taking first the limsup
k→∞
, recalling the pointwise convergence y(k)n (s)→ xn(s) as k→∞,
and then taking the lim
k¯→∞
, we obtain zk(s)→ z(s) as k→∞. Since s ∈ [0,T] was arbitrary,
this, together with (2.3), proves that z ∈B1(E). 
2.3 Vσs(E)-sequentially continuous derivatives
We introduce the following subspace of B1(E):
V(E) :=Span
{
x+v1[t,T] : x ∈C([0,T],E), v ∈E, t ∈ [0,T]
}
. (2.4)
A member of V(E) is the sum of a continuous function and a right-continuous step func-
tion (with finite number of jumps). We denote by Vσs(E) the space V(E) endowed with
the locally convex topology induced by B1σs(E) and byV∞(E) the space V(E) endowed with
the topology induced by the supremum norm | · |∞.
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Definition 2.6. We say that a function f ∈G 2(C([0,T],E),F) has derivatives withVσs(E)-
sequentially continuous extensions if
∂ f : C([0,T],E)×C([0,T],E)→ F, (x,v) 7→ ∂v f (x)
and
∂2 f : C([0,T],E)×C([0,T],E)×C([0,T],E)→ F, (x,v,w) 7→ ∂2vw f (x)
admit sequentially continuous extensions, respectively,
∂ f : C([0,T],E)×Vσs(E)→ F, (x,v) 7→ ∂ f (x).v
and
∂2 f : C([0,T],E)×Vσs(E)×Vσs(E)→F, (x,v,w) 7→ ∂2 f (x).(v,w).
We denote by G 2σs(C([0,T],E),F) the subspace of G
2(C([0,T],E),F) containing the func-
tions having derivatives with Vσs(E)-sequentially continuous extensions.
If u ∈ NA([0,T]×C([0,T],E),F), t ∈ [0,T], and u(t, ·) ∈ G 2σs(C([0,T],E),F), then the
notation ∂Eu(t,x).v, for x ∈ C([0,T],E) and v ∈V(E), stands for ∂Eu(t, ·)(x),v. Similarly,
∂Eu(t, ·) stands for ∂Eu(t, ·).
Remark 2.7. If u ∈ NA([0,T]×C([0,T],E),F) is such that, for some t ∈ [0,T], u(t, ·) ∈
G
2(E,F), then, by non-anticipativity,
∂Eu(t,x).v= ∂Eu(t,x).v
′
∀x,v,v′ ∈C([0,T],E) s.t. v(s)= v′(s) for s ∈ [0, t].
If u(t, ·)∈G 2σs(C([0,T],E),F), then it also holds
∂Eu(t,x).v= ∂Eu(t,x).v
′
∀x ∈C([0,T],E), ∀v,v′ ∈V(E) s.t. v(s)= v′(s) for s ∈ [0, t].
In particular,
∂Eu(t,x).(1[t,T]v)= ∂Eu(t,x).(1[t,T ′)v) ∀x ∈C([0,T],E), ∀v ∈E, ∀T
′
∈ (t,T).
A similar remark holds for the second-order differential. Because of that, the directional
derivatives ∂Eu(t,x).(1[t,T]v),∂2Eu(t,x).(1[t,T]v,1[t,T]w), x ∈ C([0,T],E), v,w ∈ E, express
in our framework the so-called vertical derivatives of [3, 4, 5].
Example 2.8. Let µ ∈M([0,T]) and g ∈C([0,T]×E,F) such that g(t, ·) ∈G 2(E,F) for all
t ∈ [0,T], and let us assume that ∂E g and ∂2E g are bounded on bounded sets of [0,T]×E.
Define
f (x) :=
∫
[0,T]
g(s,x(s))µ(ds) ∀x ∈C([0,T],E).
Then f ∈G 2(C([0,T],E),F), with
∂ f (x).v=
∫
[0,T]
∂E g(s,x(s)).v(s)µ(ds) ∀x,v ∈C([0,T],H)
∂2 f (x).(v,w)=
∫
[0,T]
∂2E g(s,x(s)).(v(s),w(s))µ(ds) ∀x,v,w∈C([0,T],H).
It is clear that ∂ f (x).v and ∂2 f (x).(v,w) can be computed with the same expressions
when v,w∈V(E). Moreover, by Proposition 2.1(i), by Lebesgue’s dominated convergence
theorem, and by strong continuity of the Gâteaux differentials of g, we have that ∂ f (x).v
and ∂ f (x).(v,w) are sequentially continuous with respect to (x,v) ∈ C([0,T],E)×Vσs(E)
and (x,v,w)∈C([0,T],E)×Vσs(E)×Vσs(E), respectively. Then f ∈G 2σs(C([0,T],E),F).
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3 A path-dependent Ito¯’s formula
In this section we prove an Ito¯’s formula for processes of the form {u(t,X )}t∈[0,T], where
X is a diffusion with values in H and u is a non-anticipative function with regular time-
space derivatives, in a sense specified below by Assumption 3.3.
For a non-anticipative function u, we introduce the following left-sided time deriva-
tive.
Definition 3.1. For u ∈NA([0,T]×C([0,T],E),F) and (t,x)∈ (0,T)×C([0,T],E), we define
the following left-sided derivative, if it exists:
D
−
t u(t,x) := lim
h→0+
u(t,x(t−h)∧·)−u(t−h,x)
h
. (3.1)
Remark 3.2. Notice that, by the very definition, for t, t′ ∈ (0,T), t< t′, and x ∈C([0,T],E),
the derivative D−t u(t
′,xt∧·) concides with the left-sided derivative of the map
(t,T)→F, s 7→ u(s,xt∧·)
computed in t′.
We will prove the path-dependent Ito¯’s formula under the following assumption.
Assumption 3.3. The function u belongs to CNA([0,T]×W,R) and has the following
properties.
(i) For all t ∈ (0,T), D−t u(t,x) exists for all x ∈W. For a.e. t ∈ (0,T), the map
W→R, x 7→D−t u(t,x)
is continuous. For all compact set K ⊂W there exists MK > 0 such that
sup
x∈K
|D
−
t u(t,x)| ≤MK for a.e. t ∈ (0,T). (3.2)
(ii) For all t ∈ [0,T], u(t, ·)∈G 2σs(W,R) and the differentials ∂Wu and ∂
2
W
u are bounded:
sup
t∈[0,T]
sup
x,v∈W
|v|∞≤1
|∂Wu(t,x).v| <∞ (3.3)
sup
t∈[0,T]
sup
x,v,w∈W
|w|∨|v|∞≤1
∣∣∂2
W
u(t,x).(v,w)
∣∣<∞. (3.4)
(iii) For a.e. t ∈ (0,T),
lim
h→0+
∂Wu(t+h,xt∧·).(1[t,T](·)v)= ∂Wu(t,xt∧·).(1[t,T](·)v), (3.5)
lim
h→0+
∂2
W
u(t+h,xt∧·).(1[t,T](·)v,1[t,T](·)v)= ∂2Wu(t,xt∧·).(1[t,T](·)v,1[t,T](·)v), (3.6)
for all x ∈W and all v ∈H.
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We give some simple examples for which Assumption 3.3 is verified.
Example 3.4. Let uˆ ∈C1,2
b
([0,T]×H,R) and u(t,x) := uˆ(t,x(t)), (t,x)∈ [0,T]×W. Then As-
sumption 3.3 is verified, with D−t u(t,x)= ∂tuˆ(t,x(t)), for t ∈ (0,T) and x ∈W, ∂Wu(t,x).v=
DH uˆ(t,x(t)).v(t), ∂2Wu(t,x).(v.w)=DH uˆ(t,x(t)).(v(t),w(t)), for t ∈ [0,T], x ∈W, v,w∈V(H).
Example 3.5. Let γ ∈C1([0,T],R), h ∈C0,2
b
([0,T]×H,R). For (t,x)∈ [0,T]×W, define
u(t,x) :=
∫t
0
h(s,x(s))γ(t− s)ds.
A direct computation gives, for (t,x)∈ [0,T]×W,
D
−
t u(t,x)= h(t,x(t))γ(0)+
∫t
0
h(s,x(s))γ′(t− s)ds
∂Wu(t,x).v=
∫t
0
DHh(s,x(s)).v(s)γ(t− s)ds
∂2
W
u(t,x).(v,w)=
∫t
0
D2Hh(s,x(s)).(v(s),w(s))γ(t− s)ds
and one can easiliy see that Assumption 3.3 is verified by u.
Example 3.6. Let u be a function verifying Assumption 3.3 and let h ∈C1,2
b
([0,T]×R,R).
For (t,x)∈ [0,T]×W, define uˆ(t,x) := h(t,u(t,x)). We have
D
−
t uˆ(t,x)= ∂th(t,u(t,x))+DHu(t,u(t,x)).D
−
t u(t,x)
and ∂Wuˆ,∂2Wuˆ are given by the chain rule. Assumption 3.3 are verified.
Let B : V∞(H)×V∞(H)→ R be a continuous bilinear functional and let C > 0 such
that |B(x,y)| ≤ C|x|∞|y|∞, for all x,y ∈V∞(H). Let a ∈ V(R), |a|∞ ≤ 1, and T ∈ L2(U ,H).
Then aTu ∈V(H), for all u ∈U , and av ∈V(H), for all v ∈H. Clearly
U ×H→R, (u,v) 7→B(aTu,av)
is bilinear and continuous. Let Q ∈ L(U ,H) be the unique linear and continuous operator
such that
〈Qu,v〉H =B(aTu,av) ∀u ∈U , ∀v ∈H. (3.7)
We claim that Q ∈ L2(U ,H). Indeed,∑
m∈M
|Qe′m|
2
H =
∑
m∈M
sup
v∈H
|v|H≤1
(
B(aTe′m,av)
)2
≤
∑
m∈M
C2|aTe′m|
2
∞ ≤C
2
|T|2L2(U ,H) <∞.
Then Q∗ ∈ L2(H,U) and, by [8, Proposition C.4], Q∗T ∈ L(U) is a nuclear operator. In
particular, the number∑
m∈M
B(aTe′m,aTe
′
m)=
∑
m∈M
〈Qe′m,Te
′
m〉H =
∑
m∈M
〈e′m,Q
∗Te′m〉U =Tr(Q
∗T)
is well-defined, finite, and does not depend on the chosen orthonormal basis {e′m}m∈M .
This observation leads to introduce the following well-defined notion.
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Definition 3.7. Let B : V∞(H)×V∞(H)→R be a continuous bilinear functional, a ∈V(R),
T ∈ L2(U ,H). We define
T[B,aT] :=
∑
m∈M
B(aTe′m,aTe
′
m). (3.8)
Let b ∈ L 1
PT
(W), Φ ∈ L 2
PT
(C([0,T],L2(U ,H))), and let W be a U-valued cylindrical
Wiener process. For (tˆ, Yˆ ) ∈ [0,T]×L 1
PT
(W), let X tˆ,Yˆ ∈L 1
PT
(W) be the process defined by
X t = Yˆtˆ∧t+
∫tˆ∨t
tˆ
bsds+
∫tˆ∨t
tˆ
ΦsdWs ∀t ∈ [0,T]. (3.9)
The first main result of the paper is the following path-dependent Ito¯’s formula.
Theorem 3.8. Suppose that u satisfies Assumption 3.3. For Yˆ ∈L 1
PT
(W) and tˆ ∈ [0,T],
let X tˆ,Yˆ be the process defined by (3.9). Then
(i) for all ω ∈Ω, D−t u(·,X
tˆ,Yˆ (ω)) ∈ L1((0,T),R);
(ii)
{
∂Wu(t,X tˆ,Yˆ ).(1[t,T]bt)
}
t∈[0,T]
∈ L1
PT
(R);
(iii)
{
∂Wu(t,X tˆ,Yˆ ).(1[t,T]Φt)
}
t∈[0,T]
∈ L2
PT
(U∗);
(iv)
{
T
[
∂2
W
u(t,X tˆ,Yˆ ),1[t,T]Φt
]}
t∈[0,T]
∈ L1
PT
(R).
For t ∈ [tˆ,T],
u(t,X tˆ,Yˆ )= u(tˆ, Yˆ )+
∫t
tˆ
(
D
−
t u(s,X
tˆ,Yˆ )ds+∂Wu(s,X
tˆ,Yˆ ).(1[s,T]bs)
)
ds
+
1
2
∫t
tˆ
T
[
∂2
W
u(s,X tˆ,Yˆ ),1[s,T]Φs
]
ds+
∫t
tˆ
∂Wu(s,X
tˆ,Yˆ ).(1[s,T]Φs)dWs, P-a.e..
(3.10)
Remark 3.9. Notice that, by Example 3.4, (3.10) is a generalization of the standard Ito¯’s
formula in the non-path-dependent case.
The proof of Theorem 3.8 is obtained through several partial results. We begin
by preparing a setting useful to approximate path-dependent functionals by non-path-
dependent ones, for which we can use the standard (non-path-dependent) stochastic
analysis on Hilbert spaces, as presented e.g. in [8].
For n≥ 1, we consider the product Hilbert space Hn endowed with the scalar product
〈·, ·〉Hn defined by
〈x, x′〉Hn :=
n∑
k=1
〈xk, x
′
k〉H ∀x= (x1, . . . , xn), x
′
= (x′1, . . . , x
′
n) ∈H
n.
Let π := {0= t1 < t2 < . . .< tn =T} be a partition of the interval [0,T] and let
δ(π) := sup
i=1,...,n−1
|t i+1− t i|.
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Define the operator
ℓπ : H
n
→W
as the linear interpolation on the partition π, i.e.
ℓπ(x1, . . . , xn)(t) := x1+
n−1∑
i=1
t∧ tk+1− t∧ tk
tk+1− tk
(xk+1− xk) ∀t ∈ [0,T]. (3.11)
The operator ℓπ is linear and continuous, with operator norm 1. If x ∈ W and if wx
denotes a modulus of continuity for x, then
|ℓπ
(
xt2∧·(t),xt3∧·(t), . . .xtn−1∧·(t),xtn∧·(t),xtn∧·(t)
)
−xt∧·|∞ ≤ 2wx (δ(π)) . (3.12)
Let X be given by (3.9). We introduce the following H-valued processes, obtained
by stopping X at certain fixed times. For i = 1, . . . ,n−1 and t ∈ [0,T], let X (π,i)t be the
continuous process defined by
X
(π,i)
t
:= X tˆ,Yˆti+1∧t = Yˆtˆ∧t∧ti+1 +
∫tˆ∨t
tˆ
1[0,ti+1)(s)bsds+
∫tˆ∨t
tˆ
1[0,ti+1)(s)ΦsdWs (3.13)
and let X (π,n)t := X
tˆ,Yˆ
t , t ∈ [0,T]. We define the H
n-valued process X (π) by
X
(π)
t
:= (X (π,1)t , . . . ,X
(π,n)
t ) ∀t ∈ [0,T].
Notice that X (π) ∈L 1
PT
(C([0,T],Hn)). The dynamics of X (π) is given by
X
(π)
t = X
(π)
tˆ
+
∫t
tˆ
b(π)s ds+
∫t
tˆ
Φ
(π)
s dWs ∀t ∈ [tˆ,T],
where
X
(π)
tˆ
= (Yˆtˆ∧t2 , Yˆtˆ∧t3 , . . . , Yˆtˆ, Yˆtˆ) ∈H
n
and where the coefficients b(π) and Φ(π) are the following

b(π)s := (1[0,t2)(s)bs,1[0,t3)(s)bs, . . . ,
. . . ,1[0,tn−1)(s)bs,1[0,tn)(s)bs,1[0,tn](s)bs) ∀s ∈ [0,T]
Φ
(π)
s u := (1[0,t2)(s)Φsu,1[0,t3)(s)Φsu, . . . ,
. . . ,1[0,tn−1)(s)Φsu,1[0,tn)(s)Φsu,1[0,tn](s)Φsu) ∀s ∈ [0,T], ∀u ∈U .
(3.14)
We can verify that b(π) ∈ L1
PT
(Hn) by
E
[∫T
0
|b(π)s |Hn
]
= E

∫T
0
|bs|H
(
1+
n∑
j=2
1[0,ti )(s)
)1/2
ds

≤ n1/2E[∫T
0
|bs|H
]
and that Φ(π) ∈ L2
PT
(L2(U ,Hn)) by
E
[∫T
0
|Φ
(π)
s |
2
L2(U ,Hn)
]
= E
[∫T
0
|Φs|
2
L2(U ,H)
(
1+
n∑
j=2
1[0,ti )(s)
)
ds
]
≤ nE
[∫T
0
|Φs|
2
L2(U ,H)
]
.
We notice that, by (3.12) and (3.13),
lim
δ→0+
sup
π : δ(π)≤δ
sup
t∈[0,T]
∣∣∣ℓπ(X (π)t (ω))−X tˆ,Yˆt∧· (ω)∣∣∣
∞
= 0 ∀ω∈Ω. (3.15)
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Remark 3.10. The importance of the choice of b(π) as in (3.14) can be understood when
we consider the composition ℓπ(b
(π)
s (ω)). If δ(π)→ 0, then ℓπ(b
(π)
s (ω)) converges pointwise
to 1[s,T](·)bs(ω) everywhere on [0,T]. On the contrary, if we consider
b˜(π)s := (1[0,t1)(s)bs,1[0,t2)(s)bs, . . . ,1[0,tn−1)(s)bs,1[0,tn](s)bs)
then the pointwise limit as δ(π)→ 0 of ℓπ(b˜
(π)
s (ω)) is 0 on [0, s) and bs on (s,T], but it is
not guaranteed that the limit in s exists. In our approximation framework, we deal with
sequential continuity with respect to the topology σs in V(H), wich implies pointwise
convergence, as clarified by Proposition 2.1(i). Because of that, the choice of b(π) as in
(3.14) will be relevant. The same comment holds for Φ(π).
We will need the following measurability lemma.
Lemma 3.11. Let V ,Y ,Z beH-valued continuous F-adapted processes. Let E be a Banach
space and let
f¯ : W×Vσs(H)×Vσs(H)→E
be a sequentially continuous function. Then the process
Ψ :=
{
f¯ (Vt∧·,1[t,T]Yt,1[t,T]Zt)
}
t∈[0,T]
is F-adapted and left-continuous.
Proof. For all x ∈W, the map
[0,T]→W, t 7→ xt∧·
is continuous. Then {Vt∧·}t∈[0,T] is a W-valued continuous process. We now show that
{Vt∧·}t∈[0,T] is F-adapted. Let t ∈ [0,T]. Let π= {0= t1 < . . .< tn =T} be a partition of
[0,T]. It is clear that (Vt1∧t, . . . ,Vtn∧t) is an H
n-valued Ft-measurable random variable.
Then ℓπ(Vt1∧t, . . . ,Vtn∧t) is aW-valued Ft-adapted random variable. For all x ∈W,
|ℓπ
(
xt1∧t, . . . ,xtn∧t)
)
−xt∧·|∞ ≤wx (δ(π)) ,
where wx is a modulus of continuity for x, hence, for all ω ∈Ω,
lim
δ(π)→0
ℓπ(Vt1∧t(ω), . . . ,Vtn∧t(ω))=Vt∧·(ω) in W, uniformly for t ∈ [0,T].
This shows that {Vt∧·}t∈[0,T] is a W-valued F-adapted process. The same considerations
hold for {Yt∧·}t∈[0,T] and for {Zt∧·}t∈[0,T].
Now let t ∈ [0,T] and let {ϕn}n∈N ⊂C([0,T],R) be a sequence such that{
0≤ϕn ≤ 1 ∀n ∈N
lim
n→∞
ϕn(s)= 1[t,T](s) ∀s ∈ [0,T].
(3.16)
Since, for every n ∈ N, the map H → W, h 7→ ϕnh is linear and continuous, we have
that ϕnYt and ϕnZt are W-valued, Ft-measurable random variables. It follows that
(Vt∧·,ϕnYt,ϕnZt) is a W×W×W-valued Ft-measurable random variable. The sequen-
tial continuity of f¯ implies the continuity of the restriction of f¯ to W×W×W, then
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f¯ (Vt∧·,ϕnYt,ϕnZt) is an E-valued Ft-measurable random variable. Now, by (3.16) and
Proposition 2.1(i), we have

lim
n→∞
ϕnYt(ω)= 1[t,T]Yt(ω) in Vσs(H), ∀ω∈Ω,
lim
n→∞
ϕnZt(ω)= 1[t,T]Zt(ω) in Vσs(H), ∀ω∈Ω.
By sequential continuity of f¯ , we conclude
lim
n→∞
f¯ (Vt∧·,ϕnYt,ϕnZt)= f¯ (Vt∧·,1[t,T]Yt,1[t,T]Zt) pointwise.
This shows thatΨt is an E-valuedFt-measurable random variable, henceΨ is F-adapted.
Let {tn}n∈N ⊂ [0,T] be a sequence converging to t in (0,T] from the left. Then the
sequence {Vtn∧·(ω)}n∈N converges to Vt∧·(ω) in W, for all ω ∈Ω. Moreover, by Proposition
2.1(i) and continuity of Y ,Z,
∀ω ∈Ω,


lim
n→∞
1[tn,T](·)Ytn (ω)= 1[t,T](·)Yt in Vσs(H)
lim
n→∞
1[tn,T](·)Ztn = 1[t,T](·)Zt in Vσs(H).
Then, by sequential continuity of f¯ , we conclude Ψtn(ω)→Ψt(ω). This proves the left
continuity of Ψ. 
The following proposition provides a version of Ito¯’s formula for Gâteaux differen-
tiable functions that will be used later.
Proposition 3.12. Let b˜ ∈ L 1
PT
(W), Φ˜ ∈ L 2
PT
(C([0,T],L2(U ,H))), and let W be a U-
valued cylindrical Wiener process. Let t0 ∈ [0,T] and Y ∈ L 1PT (W). Let X˜ ∈ L
1
PT
(W) be
the Ito¯ process defined by
X˜ t =Yt∧t0 +
∫t0∨t
t0
b˜sds+
∫t0∨t
t0
Φ˜sdWs ∀t ∈ [0,T]. (3.17)
Let f : [0,T]×H→ R be such that the derivatives ∂t f (t, x), ∂v f (t, x), ∂2vw f (t, x) exist for all
t ∈ [0,T], x,v,w ∈H, and are jointly continuous with respect to t, x,v,w. Suppose that


sup
(t,x)∈[0,T]×H
|∂t f (t, x)|
1+|x|H
<∞
sup
(t,x)∈[0,T]×H
v∈H, |v|H≤1
|∂v f (t, x)| <∞
sup
(t,x)∈[0,T]×H
v,w∈H, |v|H∨|w|H≤1
|∂2vw f (t, x)| <∞.
(3.18)
Then
(i) {∂t f (t, X˜ t)}t∈[0,T] ∈L 1PT (C([0,T],R));
(ii) {∂H f (t, X˜ t).b˜t}t∈[0,T] ∈ L1PT (R);
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(iii) {∂H f (t, X˜ t).Φ˜t}t∈[0,T] ∈ L2PT (U
∗);
(iv) {Tr[Φ˜∗t ∂
2
H
(t, X˜ t)Φ˜t]}t∈[0,T] ∈ L1PT (R);
and, for t ∈ [t0,T],
f (t, X˜ t)= f (t0,Yt0)+
∫t
t0
(
∂t f (s, X˜s)+∂H f (s, X˜s).b˜s+
1
2
Tr[Φ˜∗s ∂
2
H(s, X˜s)Φ˜s]
)
ds
+
∫t
t0
∂H f (s, X˜s).Φ˜sdWs P-a.e..
(3.19)
Proof. (i), (ii), (iii), and (iv) are easily obtained by the assumptions on continuity and
boundedness of the differentials of f .
We show how to obtain (3.19). Let {Hn}n∈N be an increasing sequence of finite di-
mensional subspaces of H such that
⋃
n∈NHn is dense in H. Let Pn : H → Hn be the
orthogonal projection of H onto Hn. Define fn(t, x) := f (t,Pnx) for (t, x) ∈ [0,T]×H, n ∈N.
Due to the continuity assumptions on ∂t f , ∂H f , ∂2H f , the restriction f|[0,T]×Hn of f to
[0,T]×Hn belongs to C1,2([0,T]×Hn,R), hence fn ∈ C1,2([0,T]×H,R). Moreover, (3.18)
holds also for fn, with bounds uniform in n. Then, by [18, p. 69, Theorem 2.10]), formula
(3.19) holds for all fn. To conclude the proof it is enough to prove the following limits
fn(t, X˜ t)→ f (t, X˜ t) P-a.s., ∀t ∈ [0,T] (3.20)
∂t fn(·, X˜ ·)→ ∂t f (·, X˜ ·) in L
1
PT
(R) (3.21)
∂H fn(·, X˜ ·).b˜·→ ∂H f (·, X˜ ·).b˜· in L
1
PT
(R) (3.22)
Tr[Φ˜∗· ∂
2
H fn(·, X˜ ·)Φ˜·]→Tr[Φ˜
∗
· ∂
2
H f (·, X˜ ·)Φ˜·] in L
1
PT
(R) (3.23)
∂H fn(·, X˜ ·).Φ˜·→ ∂H f (·, X˜ ·).Φ˜· in L
2
PT
(U∗). (3.24)
Convergence (3.20) is clear. Since (3.18) holds with fn in place of f , with bounds uniform
in n, in order to prove (3.21), (3.22), (3.23), (3.24), it is sufficient to show that those
convergences hold pointwise. Let ϕ ∈ L2(U ,H) and (t, x) ∈ [0,T]×H. Let {un}n∈N ⊂U be
a sequence such that |un|U ≤ 1 for all n and un* u. Since ϕ is compact, ϕun→ϕu in H,
hence Pnϕun→ϕu. By continuity of ∂v f (t, x) in t, x,v, we then have
∂H fn(t, x).(ϕun)= ∂H f (t,Pnx).(Pnϕun)→ ∂H f (t, x).(ϕu).
Since we also have ∂H f (t, x).(ϕun)→ ∂H f (t, x).(ϕu), we conclude ∂H fn(t, x).ϕ→ ∂H f (t, x).ϕ
inU∗. This provides (3.24). The other pointwise convergences can be proved with similar
arguments. 
Under the following assumption, we prove in Proposition 3.14 a less general version
of Theorem 3.8, in which the functional u is of the form u(t,x)= f (xt∧·).
Assumption 3.13. The function f belongs to G 2σs(W,R) and its differentials ∂ f and ∂
2 f
are bounded, that is
M1 := sup
x,v∈W
|v|∞≤1
|∂ f (x).v| <∞ (3.25)
M2 := sup
x,v,w∈W
|w|∨|v|∞≤1
∣∣∂2 f (x).(v,w)∣∣<∞. (3.26)
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By Remark 2.4, due to the sequential continuity of the differentials, (3.25) and (3.26)
are equivalent to
M1 = sup
x∈W
v∈V(H), |v|∞≤1
∣∣∣∂ f (x).v∣∣∣<∞, (3.27)
M2 = sup
x∈W
v,w∈V(H), |w|∨|v|∞≤1
∣∣∣∂2 f (x).(v,w)∣∣∣<∞. (3.28)
Proposition 3.14. Suppose that f satisfies Assumption 3.13. For Yˆ ∈ L 1
PT
(W) and tˆ ∈
[0,T], let X tˆ,Yˆ be the process defined by (3.9). Then
(i)
{
∂ f (X tˆ,Yˆt∧· ).(1[t,T]bt)
}
t∈[0,T]
∈ L1
PT
(R);
(ii)
{
∂ f (X tˆ,Yˆt∧· ).(1[t,T]Φt)
}
t∈[0,T]
∈ L2
PT
(U∗);
(iii)
{
T
[
∂2 f (X tˆ,Yˆt∧· ),1[t,T]Φt
]}
t∈[0,T]
∈ L1
PT
(R).
Moreover, for t ∈ [tˆ,T],
f (X tˆ,Yˆt∧· )= f (Yˆtˆ∧·)+
∫t
tˆ
(
∂ f (X tˆ,Yˆs∧· ).(1[s,T]bs)+
1
2
T
[
∂2 f (X tˆ,Yˆs∧· ),1[s,T]Φs
])
ds
+
∫t
tˆ
∂ f (X tˆ,Yˆs∧· ).(1[s,T]Φs)dWs, P-a.e..
(3.29)
Proof. By Lemma 3.11, the process{
∂ f (X tˆ,Yˆt∧· ).(1[t,T]bt)
}
t∈[0,T]
is left-continuous and adapted, hence predictable. Similarly, the process{
∂ f (X tˆ,Yˆt∧· ).(1[t,T]Φtu)
}
t∈[0,T]
(3.30)
is left-continuous and adapted, hence predictable, for all u ∈U .
If (ω, t)∈ΩT and {un}n∈N is a sequence converging to 0 in U , then
{1[t,T]Φt(ω)un}n∈N (3.31)
is a uniformly bounded sequence in V(H), converging pointwise to 0. Then, by Proposi-
tion 2.1(i), the sequence (3.31) converges to 0 in Vσs(H). By Vσs(H)-sequential continuity
of ∂ f (X tˆ,Yˆt∧· (ω)), we conclude
lim
n→∞
∂ f (X tˆ,Yˆt∧· (ω)).(1[t,T]Φt(ω)un)= 0.
This shows that, for all (ω, t)∈ΩT , ∂ f (X
tˆ,Yˆ
t∧· (ω)).(1[t,TΦt(ω))∈U
∗. Then, by separability of
U and by Pettis’s measurability theorem, we have that{
∂ f (X tˆ,Yˆt∧· ).(1[t,T]Φt)
}
t∈[0,T]
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is aU∗-valued predictable process.
We now show the integrability properties in (i) and (ii). By (3.27), we have
E
[∫T
0
∣∣∣∂ f (X tˆ,Yˆs∧· ).(1[s,T]bs)∣∣∣ds
]
≤M1T|b|L 1
PT
(C([0,T],H)),
which concludes the proof of (i). Similarly, by (3.28),
E

∫T
0
sup
u∈U
|u|U≤1
∣∣∣∂ f (X tˆ,Yˆs∧· ).(1[s,T]Φsu)∣∣∣2ds

≤M21E
[∫T
0
|Φs|
2
L(U ,H) ds
]
≤M21T|Φ|
2
L
2
PT
(C([0,T],L2(U ,H)))
.
This concludes the proof of (ii).
To show (iii), we first prove that the sum defining T
[
∂2 f (X tˆ,Yˆt∧· ),1[t,T]Φt
]
is convergent.
By (3.28), we have,
∑
m∈M
∣∣∣∂2 f (X tˆ,Yˆt∧· ).(1[t,T]Φte′m,1[t,T]Φte′m)
∣∣∣≤M2 ∑
m∈M
|1[t,T]Φte
′
m|
2
∞
=M2
∑
m∈M
|Φte
′
m|
2
H
=M2|Φt|
2
L2(U ,H)
.
(3.32)
Then T
[
∂2 f (X tˆ,Yˆt∧· ),1[t,T]Φt
]
is well defined, for all t ∈ [0,T]. By Lemma 3.11, for every
m ∈M , the process {
∂2 f (t,X tˆ,Yˆt∧· ).(1[t,T]Φte
′
m,1[t,T]Φte
′
m)
}
t∈[0,T]
(3.33)
is adapted and left-continuous, hence predictable. Then
{
T
[
∂2 f (X tˆ,Yˆt∧· ),1[t,T]Φt
]}
t∈[0,T]
is
predictable. It is also integrable, by (3.32).
We finally address formula (3.29). We will derive it from the standard Ito¯’s formula
in Hilbert spaces, by using the approximation framework introduced at pp. 11–12.
Since, by Assumption 3.13, f ∈G 2(W,R), by linearity of ℓπ we have that
fπ : H
n
→R, x 7→ f (ℓπ(x))
fπ is strongly continuously Gâteaux differentiable up to order 2 on Hn, with
∂ fπ(x).v= ∂ f (ℓπ(x)).ℓπ(v), (3.34)
for all (x,v)∈Hn×Hn,
∂2 fπ(x).(v,w)= ∂
2 f (ℓπ(x)).(ℓπ(v),ℓπ(w)), (3.35)
for all (x,v,w) ∈ Hn ×Hn ×Hn. Then we can apply the standard Ito¯’s formula, in the
version provided by Proposition 3.12, to the predictable pathwise continuous process{
fπ(X
(π)
t )
}
t∈[0,T]
=
{
f (ℓπ(X
(π)
t ))
}
t∈[0,T]
.
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For t ∈ [tˆ,T], we have
fπ(X
(π)
t )= fπ(X
(π)
tˆ
)+
∫t
tˆ
(
∂ fπ(X
(π)
s ).b
(π)
s
1
2
Tr
(
(Φ(π)s )
∗∂2 fπ(X
(π)
s )Φ
(π)
s
))
ds
+
∫t
tˆ
∂ fπ(X
(π)
s ).Φ
(π)
s dWs P-a.e..
(3.36)
Through several steps, we are going to prove that the terms appearing in (3.36) con-
verge to the corresponding terms in (3.29), as δ(π)→ 0.
Let {πn}n∈N be a sequence of partition of [0,T] such that limn→∞δ(πn)= 0.
Step 1. By (3.15) and by continuity of f , we immediately have that, for t ∈ [0,T],
fπ(X
(πn)
t )→ f (X
tˆ,Yˆ
t∧· ) P-a.e..
Step 2.We show that
lim
n→∞
∂ fπn(X
(πn)
# ).(b
(πn)
# )= ∂ f (X
tˆ,Yˆ
#∧·).(1[#,T]b#) in L
1
PT
(R). (3.37)
We notice that, by the very definition of b(πn)s in (3.14) and of ℓπ (see also Remark 3.10),
we have, for all ω ∈Ω and s ∈ [0,T],
ℓπn(b
(πn)
s (ω))=
{
bs(ω) on [s,T]
0 on [0, s−2δ(πn)]
and supn∈N |ℓπn(b
(πn)
s (ω))|∞ ≤ |bs(ω)|H . By Proposition 2.1(i), it follows
lim
n→∞
ℓπn(b
(πn)
s (ω))= 1[s,T]bs(ω) in Vσs(H), ∀(ω, s)∈ΩT . (3.38)
By (3.27) and (3.34),
sup
s∈[0,T]
|∂ fπn (X
(πn)
s ).b
(πn)
s |+ sup
s∈[0,T]
|∂ f (X tˆ,Yˆs∧· ).(1[s,T]bs)|
≤M1
(
sup
s∈[0,T]
|ℓπn (b
(πn)
s )|∞+ sup
s∈[0,T]
|1[s,T]bs|∞
)
= 2M1|b|∞.
(3.39)
By (3.15), (3.38), (3.39), sequential continuity of ∂ f , and Lebesgue’s dominated conver-
gence theorem, we obtain
lim
n→∞
E
[∫T
0
∣∣∣∂ fπn(X (πn)s ).b(πn)s −∂ f (X tˆ,Yˆs∧· ).(1[s,T]bs)∣∣∣ds
]
= 0,
which provides (3.37).
Step 3.We show that
lim
n→∞
∂ fπn(X
(πn)
# ).Φ
(πn)
# = ∂ f (X
tˆ,Yˆ
#∧·).(1[#,T]Φ#) in L
2
PT
(U∗). (3.40)
Let {un}n∈N be a sequence weakly convergent to u in the unit ball of U . Since Φs(ω) is
compact, Φs(ω)un→Φs(ω)u strongly in H for all (ω, s) ∈ΩT . We also have, for n ∈N,
ℓπn(Φ
(πn)
s (ω)un)=
{
Φs(ω)un on [s,T]
0 on [0, s−2δ(πn)).
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and
sup
n∈N
∣∣∣ℓπn(Φ(πn)s (ω)un)∣∣∣
∞
≤ sup
n∈N
|Φs(ω)un|H ≤ |Φs(ω)|L(U ,H).
Then, by Proposition 2.1(i),
lim
n→∞
ℓπn(Φ
(πn)
s (ω)un)= 1[s,T]Φs(ω)u in Vσs(H), ∀(ω, s) ∈ΩT . (3.41)
By (3.15), (3.34), (3.41), we obtain
lim
n→∞
∣∣∣∂ fπn(X (πn)s ).(Φ(πn)s un)−∂ f (X tˆ,Yˆs∧· ).(1[s,T]Φsu)∣∣∣= 0 ∀(ω, s)∈ΩT .
By (3.41) and sequential continuity of ∂ f , we have
lim
n→∞
∣∣∣∂ f (X tˆ,Yˆs∧· ).(1[s,T]Φs(un−u))∣∣∣= 0 ∀(ω, s)∈ΩT .
Since the weakly convergent sequence {un}n∈N is arbitrary, the two limits above let us to
conclude
lim
n→∞
∣∣∣∂ fπn(X (πn)s ).Φ(πn)s −∂ f (X tˆ,Yˆs∧· ).(1[s,T]Φs)∣∣∣
U∗
= 0 ∀(ω, s)∈ΩT . (3.42)
Moreover, by (3.27) and (3.34), for u ∈U , |u|U = 1,
sup
s∈[0,T]
|∂ fπn(X
(πn)
s ).Φ
(πn)
s u|+ sup
s∈[0,T]
|∂ f (X tˆ,Yˆs∧· ).(1[s,T]Φsu)|
≤M1
(
sup
s∈[0,T]
∣∣∣ℓπn(Φ(πn)s u)∣∣∣
∞
+ sup
s∈[0,T]
∣∣1[s,T]Φsu∣∣∞
)
≤ 2M1 sup
s∈[0,T]
|Φs|L(U ,H) ≤ 2M1 sup
s∈[0,T]
|Φs|L2(U ,H).
(3.43)
By (3.42), (3.43), and by Lebesgue’s dominated convergence theorem, we obtain
lim
n→∞
E
[∫T
0
∣∣∣∂ fπn(X (πn)s )(Φ(πn)s u)−∂ f (X tˆ,Yˆs∧· )(1[s,T](Φsu)∣∣∣2
U∗
ds
]
= 0.
This provides (3.40).
Step 4.We show that
lim
n→∞
Tr
(
(Φ(πn)# )
∗∂2 fπn(X
(πn)
# )Φ
(πn)
#
)
=T
[
∂2 f (X tˆ,Yˆ#∧·),1[#,T]Φ#
]
in L1
PT
(R). (3.44)
By
∣∣∣∂2 fπn(X (πn)s ).(Φ(πn)s e′m,Φ(πn)s e′m)∣∣∣+ ∣∣∣∂2 f (X tˆ,Yˆs∧· ).(1[s,T]Φse′m,1[s,T]Φse′m)∣∣∣
≤M2
(
|ℓπn (Φ
(πn)
s e
′
m)|
2
∞+|1[s,T]Φse
′
m|
2
∞
)
= 2M2|Φse
′
m|
2
H ,
and ∑
m∈M
E
[∫T
0
|Φse
′
m|
2
Hds
]
= E
[∫T
0
|Φs|
2
L2(U ,H)
ds
]
<∞,
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we can apply Lebesgue’s dominated convergence theorem and obtain
lim
n→∞
E
[∫T
0
∣∣∣Tr((Φ(πn)s )∗∂2 fπn(X (πn)s )Φ(πn)s )−T[∂2 f (Xs∧·),1[s,T]Φs]∣∣∣ds
]
≤ lim
n→∞
∑
m∈M
E
[∫T
0
∣∣∣∂2 fπn(X (πn)s ).(Φ(πn)s e′m,Φ(πn)s e′m)
−∂2 f (X tˆ,Yˆs∧· ).(1[s,T]Φse
′
m,1[s,T]Φse
′
m)
∣∣∣ds]
=
∑
m∈M
E
[∫T
0
lim
n→∞
∣∣∣∂2 fπn(X (πn)s ).(Φ(πn)s e′m,Φ(πn)s e′m)
−∂2 f (X tˆ,Yˆs∧· ).(1[s,T]Φse
′
m,1[s,T]Φse
′
m)
∣∣∣ds]
= 0
where the pointwise convergence of the latter integrand comes from the sequential con-
tinuity of ∂2 f , from (3.15), and from
lim
n→∞
ℓπn(Φ
(πn)
s (ω)e
′
m)= 1[s,T]Φs(ω)e
′
m in Vσs(H), ∀(ω, s)∈ΩT , ∀m ∈M
(that comes from (3.41) with un = u= e′m for all n).
Step 5. We can now conclude the proof of the theorem, because (3.29) is obtained by
passing to the limit n→∞ in (3.36) (with π replaced by πn), and by considering the
partial results of Step 1, Step 2, Step 3, Step 4. 
We can now prove Theorem 3.8.
Proof of Theorem 3.8. (i) By continuity of u, for h ∈ (0,T), both {u(t,X tˆ,Yˆ(t−h)∧·)}t∈[h,T] and
{u(t− h,X tˆ,Yˆ(t−h)∧·)}t∈[h,T] are pathwise continuous and F-adapted, hence predictable. In
particular, D−t u(·,X
tˆ,Yˆ ) is predictable on (0,T) and then D−t u(·,X
tˆ,Yˆ (ω)) is measurable
for all ω ∈Ω. Moreover, for ω ∈Ω, the map [0,T]→W, t 7→ X tˆ,Yˆt∧· (ω) is continuous, hence
{X tˆ,Yˆt∧· (ω)}t∈[0,T] is compact inW and (3.2) implies D
−
t u(·,X
tˆ,Yˆ (ω))∈ L1((0,T),R).
(ii)+ (iii)+ (iv) For n ≥ 1, let tn
k
:= kT/n, for k = 0, . . . ,n. By applying Lemma 3.11 to
∂Wu(tnk, ·), for k= 1, . . . ,n, we obtain the predictability of the process{
∂Wu(t
n
k,X
tˆ,Yˆ
t∧· ).(1[t,T]bt)
}
t∈[0,T]
∈ L1
PT
(R) ∀k= 1, . . . ,n.
By Assumption 3.3(iii), for all t ∈ (0,T] and all ω ∈Ω,
∂Wu(t,X
tˆ,Yˆ (ω)).(1[t,T]bt(ω))= lim
n→∞
n∑
k=1
1(tn
k−1 ,t
n
k
](t)∂Wu(t
n
k,X
tˆ,Yˆ
t∧· (ω)).(1[t,T]bt(ω)),
which shows that
{
∂Wu(t,X tˆ,Yˆ ).(1[t,T]bt)
}
t∈[0,T]
is predictable.
In the same way, by applying Lemma 3.11 and Pettis’s measurability theorem, we see
that the U∗-valued process
{
∂Wu(t,X tˆ,Yˆ ).(1[t,T]Φt)
}
t∈[0,T]
is predictable.
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We now address
{
T
[
∂2
W
u(t,X tˆ,Yˆ ),1[t,T]Φt
]}
t∈[0,T]
. Again by Lemma 3.11, the process
{
∂2
W
u(tnk,X
tˆ,Yˆ
t∧· ).(1[t,T]Φte
′
m,1[t,T]Φte
′
m)
}
t∈[0,T]
is predictable, for all m ∈M . Thanks to Assumption 3.3(iii), we have, for all t ∈ (0,T] and
ω ∈Ω,
∂2
W
u(t,X tˆ,Yˆt∧· ).(1[t,T]Φte
′
m,1[t,T]Φte
′
m)
= lim
n→∞
n∑
k=1
1(tn
k−1,t
n
k
](t)∂2Wu(t
n
k,X
tˆ,Yˆ
t∧· ).(1[t,T]Φte
′
m,1[t,T]Φte
′
m).
Then
{
∂2
W
u(t,X tˆ,Yˆ ).(1[t,T]Φte′m,1[t,T]Φte
′
m)
}
t∈[0,T]
is predictable, hence
{
T
[
∂2
W
u(t,X tˆ,Yˆ ),1[t,T]Φt
]}
t∈[0,T]
is predictable too.
Finally, the integrability properties claimed in (ii),(iii),(iv) are proved exactly as for
Proposition 3.14(i),(ii),(iii) by using Assumption 3.3(ii).
We now prove formula (3.10). Considering Remark 2.7, without loss of generality we
can assume t = T. Let n ≥ 1 and let tˆ = tn0 < . . . < t
n
n = T be a partition of [tˆ,T], with
tn
k
− tn
k−1 = (T− tˆ)/n, for k= 1, . . .,n. We first write
u(T,X tˆ,Yˆ )−u(tˆ, Yˆ )=
n∑
k=1
(
u(tnk,X
tˆ,Yˆ )−u(tnk−1,X
tˆ,Yˆ )
)
=
n∑
k=1
(
u(tnk,X
tˆ,Yˆ )−u(tnk,X
tˆ,Yˆ
tn
k−1∧·
)
)
+
n∑
k=1
(
u(tnk,X
tˆ,Yˆ
tn
k−1∧·
)−u(tnk−1,X
tˆ,Yˆ )
)
=: In+IIn.
(3.45)
For k = 1, . . . ,n, due to our assumptions on u, we can apply Proposition 3.14 to u(tn
k
, ·),
then (3.29) gives
u(tnk,X
tˆ,Yˆ )=u(tnk, Yˆtˆ∧·)+
∫tn
k
tˆ
(
∂Wu(t
n
k,X
tˆ,Yˆ
s∧· ).(1[s,T]bs)+
1
2
T
[
∂2
W
u(tnk,X
tˆ,Yˆ
s∧· ),1[s,T]Φs
])
ds
+
∫tn
k
tˆ
∂Wu(t
n
k,X
tˆ,Yˆ
s∧· ).(1[s,T]Φs)dWs
=u(tnk,X
tˆ,Yˆ
tn
k−1∧·
)+
∫tn
k
tn
k−1
(
∂Wu(t
n
k,X
tˆ,Yˆ
s∧· ).(1[s,T]bs)+
1
2
T
[
∂2
W
u(tnk,X
tˆ,Yˆ
s∧· ),1[s,T]Φs
])
ds
+
∫tn
k
tn
k−1
∂Wu(t
n
k,X
tˆ,Yˆ
s∧· ).(1[s,T]Φs)dWs, P-a.e..
Then
In =
∫T
tˆ
n∑
k=1
1(tn
k−1 ,t
n
k
](s)
(
∂Wu(t
n
k,X
tˆ,Yˆ
s∧· ).(1[s,T]bs)+
1
2
T
[
∂2
W
u(tnk,X
tˆ,Yˆ
s∧· ),1[s,T]Φs
])
ds
+
∫T
tˆ
n∑
k=1
1(tn
k−1 ,t
n
k
](s)∂Wu(t
n
k,X
tˆ,Yˆ
s∧· ).(1[s,T]Φs)dWs, P-a.e..
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By Assumption 3.3(ii),(iii), we can apply Lebesgue’s dominated convergence theorem (the
integrands are estimated similarly as done in Steps 2–4 of the proof of Proposition 3.14)
and obtain
lim
n→∞
n∑
k=1
1(tn
k−1 ,t
n
k
](#)
(
∂Wu(t
n
k,X
tˆ,Yˆ
#∧·).(1[#,T]b#)+
1
2
T
[
∂2
W
u(tnk,X
tˆ,Yˆ
#∧·),1[#,T]Φ#
])
= ∂Wu(#,X
tˆ,Yˆ
#∧·).(1[#,T]b#)+
1
2
T
[
∂2
W
u(#,X tˆ,Yˆ#∧·),1[#,T]Φ#
]
in L1
PT
(R)
and
lim
n→∞
n∑
k=1
1(tn
k−1,t
n
k
](#)∂Wu(t
n
k,X
tˆ,Yˆ
#∧·).(1[#,T]Φ#)= ∂Wu(#,X
tˆ,Yˆ
#∧·).(1[#,T]Φ#) in L
2
PT
(U∗).
The two limits above permit to obtain the following limit in L1(Ω,R):
lim
n→∞
In =
∫T
tˆ
(
∂Wu(s,X
tˆ,Yˆ
s∧· ).(1[s,T]bs)+
1
2
T
[
∂2
W
u(s,X tˆ,Yˆs∧· ),1[s,T]Φs
])
ds
+
∫T
tˆ
∂Wu(s,X
tˆ,Yˆ
s∧· ).(1[s,T]Φs)dWs.
(3.46)
We now address the term IIn. By Assumption 3.3(i), continuity of u, and recalling
Remark 3.2, we can apply [17, (1.4.4), p. 23] and conclude that (t,T)→R, t 7→ u(s,xt∧·) is
Lipschitz. We can then write
IIn =
n∑
k=1
∫tn
k
tn
k−1
d
ds
u(s,X tˆ,Yˆ
tn
k−1∧·
)ds=
n∑
k=1
∫tn
k
tn
k−1
D
−
t u(s,X
tˆ,Yˆ
tn
k−1∧·
)ds
=
∫T
tˆ
(
n∑
k=1
1(tn
k−1 ,t
n
k
](s)D
−
t u(s,X
tˆ,Yˆ
tn
k−1∧·
)
)
ds.
(3.47)
Fix ω ∈Ω. As noticed at the beginning of the proof, the set K := {X tˆ,Yˆt∧· (ω)}t∈[0,T] is compact
inW. Then, by Assumption 3.3(i), there existsMK > 0 (depending onω, since our compact
set K depends on ω too) such that
∣∣∣ n∑
k=1
1(tn
k−1 ,t
n
k
](s)D
−
t u(s,X
tˆ,Yˆ
tn
k−1∧·
(ω))
∣∣∣
H
≤MK for a.e. s ∈ (0,T). (3.48)
For fixed s ∈ (0,T), let {kn}n∈N be the sequence such that s ∈ (tnkn−1, t
n
kn
] for all n ∈N, n≥ 1.
Then X tˆ,Yˆ
tn
kn−1
∧·
(ω)→ X tˆ,Yˆs∧· (ω) in W as n→∞. Since this holds for all s ∈ (0,T) and since
W→ R, x 7→ D−t u(s,x), is continuous for a.e. s ∈ (0,T) because of Assumption 3.3(i), we
have
lim
n→∞
n∑
k=1
1(tn
k−1,t
n
k
](s)D
−
t u(s,X
tˆ,Yˆ
tn
k−1∧·
(ω))=D−t u(s,X
tˆ,Yˆ
s∧· (ω)) for a.e. s ∈ (0,T). (3.49)
By (3.48) and (3.49), we can apply Lebesgue’s dominated convergence theorem to (3.47)
evaluated in ω and obtain
lim
n→∞
IIn(ω)=
∫T
tˆ
D
−
t u(s,X
tˆ,Yˆ
s∧· (ω))ds.
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Since ω ∈Ω was arbitrary, we have
lim
n→∞
IIn =
∫T
tˆ
D
−
t u(s,X
tˆ,Yˆ
s∧· )ds pointwise on Ω. (3.50)
This concludes the proof, because, by passing to the limit n→∞ in (3.45) and considering
(3.46) and (3.50), we obtain (3.10) with t=T. 
4 Application to path-dependent PDEs
In this section we use the path-dependent Ito¯’s formula to relate the solution of an H-
valued path-dependent SDE with a path-dependent Kolmogorov equation, similarly as
in the classical non-path-dependent case (see e.g. [7, Ch. 7]). As a corollary, we will derive
a Clark-Ocone type formula.
The following assumption on b,Φ will be standing for the remaining of the present
section.
Assumption 4.1. b ∈CNA([0,T]×W,H), Φ ∈CNA([0,T]×W,L2(U ,H)), and there exists
M > 0 such that{
|b(t,x)−b(t,x′)|H ≤M|x−x
′
|∞
|b(t,x)|H ≤M(1+|x|∞)
{
|Φ(t,x)−Φ(t,x′)|L2(U ,H) ≤M|x−x
′
|∞
|Φ(t,x)|L2(U ,H) ≤M(1+|x|∞)
for all t ∈ [0,T], x,x′ ∈W.
For p> 2, Yˆ ∈L p
PT
(W), tˆ ∈ [0,T], we consider the following path-dependent SDE
{
dXs = b(s,X )ds+Φ(s,X )dWs ∀s ∈ [tˆ,T]
X tˆ∧· = Yˆtˆ∧·.
(4.1)
By a standard contraction argument (see e.g. [18, Ch. 3] and [6, Theorem 3.6]), there
exists a unique strong solution X tˆ,Yˆ to (4.1) in L p
PT
(W), i.e. a unique process X tˆ,Yˆ ∈
L
p
PT
(W) such that, for all t ∈ [0,T],
X
tˆ,Yˆ
t = Yˆtˆ∧t+
∫tˆ∨t
tˆ
b(r,X tˆ,Yˆ )dr+
∫tˆ∨t
tˆ
Φ(r,X tˆ,Yˆ )dWr P-a.e..
Moreover, the map
[0,T]×L p
PT
(W)→L p
PT
(W), (t,Y ) 7→ X t,Y (4.2)
is Lipschitz continuous with respect to Y , uniformly for t ∈ [0,T], and jointly continuous
in (t,Y ). Uniqueness of solution yields the flow property
X t,x = X s,X
t,x
in L p
PT
(W), ∀(t,x)∈ [0,T]×W, ∀s ∈ [t,T]. (4.3)
Let f : W→ R be a Lipschitz function. Hereafter in this section, we denote by ϕ the
function
ϕ : [0,T]×W→R
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defined by
ϕ(t,x) := E
[
f (X t,x)
]
∀(t,x)∈ [0,T]×W. (4.4)
Due to the continuity properties of the map (4.2), ϕ(t,x) is Lipschitz continuous with
respect to x, uniformly for t ∈ [0,T], and jointly continuous in (t,x). It is clear that
ϕ(t,x)= ϕ(t,xt∧·). Then ϕ ∈ CNA([0,T]×W,R). Since X t,x is independent of Ft, we can
write, by (4.3) and [1, Lemma 3.9, p. 55],
ϕ(t′,x)=E
[
f (X t
′,x)
]
= E
[
f (X t,X
t′,x
t∧· )
]
=E
[
E
[
f (X t,X
t′ ,x
t∧· )|Ft
]]
= E
[
ϕ(t,X t
′,x
t∧· )
]
= E
[
ϕ(t,X t
′,x)
]
∀t ∈ [t′,T].
(4.5)
In what follows, we will show that, in case ϕ(t,x) is sufficiently regular with respect to
the variable x, then Proposition 3.14 can be used to conclude that D−t ϕ exists everywhere
and that ϕ solves a path-dependent backward Kolmogorov equation associated to SDE
(4.1). We argue similarly as in [7, Ch. 7], where, differently than in our case, the setting
is non-path-dependent. The two main tools of the argument are (4.5) and formula (3.29).
In order to use formula (3.29), we need to make some assumptions regarding ex-
istence and regularity of the spatial derivatives of ϕ. In this section, we make such
assumptions without any further investigation under which conditions they can be ob-
tained. We only guess that, at least in the Markovian case, i.e. when b and Φ are not
path-dependent, and the only path-dependence is due to f , the regularity assumptions
on ϕ(t, ·) should come from continuity assumption on ∂ f and ∂2 f with respect to σs, and
from regularity assumptions on the coeffiecients b and Φ, thanks to the results in [7, Ch.
7]. In the following section, we will prove that the regularity assumptions on the spatial
derivatives of ϕ are satisfied for a particular class of dynamics X .
For a function v(t,x), defined for (t,x)∈ [0,T]×B1(H), the more concise notation ∂
B1v
stands for ∂B1(H)v, and ∂
2
B1
v stands for ∂2
B1(H)
v. For a function v such that, for all t ∈ (0,T),
v(t, ·) satisfies Assumption 3.13, we define L v by
L v(t,x) := ∂Wv(t,x).(1[t,T]b(t,x))+
1
2
T
[
∂2
W
v(t,x),1[t,T]Φ(t,x)
]
∀(t,x)∈ (0,T)×W.
Theorem 4.2. Let ϕ be defined by (4.4). If ϕ satisfies Assumption 3.3(ii), then ϕ satisfies
also Assumption 3.3(i) and
D
−
t ϕ(t,x)+Lϕ(t,x)= 0 ∀(t,x)∈ (0,T)×W. (4.6)
Proof. Let t′, t ∈ (0,T), t′ < t, x ∈W. By assumption on the spatial derivatives of ϕ(t, ·), we
can apply Proposition 3.14 to ϕ(t,X t
′,x
t∧· ), and obtain
E
[
ϕ(t,X t
′,x
t∧· )
]
=ϕ(t,xt′∧·)+
∫t
t′
E
[
∂Wϕ(t,X
t′,x
s∧· ).(1[s,T]b(s,X
t′,x))
]
ds
+
1
2
∫t
t′
E
[
T
[
∂2
W
ϕ(t,X t
′,x
s∧· ),1[s,T]Φ(s,X
t′,x)
]]
ds.
(4.7)
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By non-anticipativity, ϕ(t,X t
′,x)=ϕ(t,X t
′,x
t∧· ). Then, by (4.5) and (4.7), we have
ϕ(t,xt′∧·)−ϕ(t
′,x)=−
∫t
t′
E
[
∂Wϕ(t,X
t′,x
s∧· ).(1[s,T]b(s,X
t′,x))
]
ds
−
1
2
∫t
t′
E
[
T
[
∂2
W
ϕ(t,X t
′,x
s∧· ),1[s,T]Φ(s,X
t′,x)
]]
ds.
By continuity of (4.2),
lim
t′→t−
sup
s∈[t′,t]
|X
t′,x
s∧· −xt∧·|H = 0 on Ω. (4.8)
By non-anticipativity and continuity of b and Φ, we then obtain, on Ω,
lim
t′→t−
sup
s∈[t′,t]
|b(s,X t
′,x)−b(t,x)|H = 0
lim
t′→t−
sup
s∈[t′,t]
|Φ(s,X t
′,x)−Φ(t,x)|L2(U ,H) = 0.
Then, by Proposition 2.1(i), for any sequence {(t′n, sn)}n∈N with t
′
n ≤ sn ≤ t and t
′
n→ t, we
have 

lim
n→∞
1[sn,T]b(sn,X
t′n,x)= 1[t,T]b(t,x) in Vσs(H)
lim
n→∞
1[sn,T]Φ(sn,X
t′n,x)= 1[t,T]Φ(t,x) in Vσs(L2(U ,H)).
(4.9)
By assumption, ∂Wϕ(t,x).v and ∂2Wϕ(t,x).(v,v) are uniformly bounded for x ∈W and v ∈
V(H), |v|∞ ≤ 1, and sequentially continuous in (x,v) ∈W×Vσs(H). Then, by (4.8), (4.9),
and Lebesgue’s dominated convergence theorem, we have
lim
t′→t−
sup
s∈[t′,t]
E
[∣∣∣∂Wϕ(t,X t′,xs∧· ).(1[s,T]b(s,X t′,x))−∂Wϕ(t,x).(1[t,T]b(t,x))∣∣∣]= 0 (4.10)
and
lim
t′→t−
sup
s∈[t′,t]
E
[∣∣∣T[∂2
W
ϕ(t,X t
′,x
s∧· ),1[s,T]Φ(s,X
t′,x)
]
−T
[
∂2
W
ϕ(t,x),1[t,T]Φ(t,x)
]∣∣∣]= 0 (4.11)
Thanks to (4.10) and (4.11), we can finally write
lim
t′→t−
1
t− t′
∫t
t′
E
[
∂Wϕ(t,X
t′,x
s∧· ).(1[s,T]b(s,X
t′,x))
]
ds= ∂Wϕ(t,x).(1[t,T]b(t,x))
and
lim
t′→t−
1
t− t′
∫t
t′
E
[
T
[
∂2
W
ϕ(t,X t
′,x
s∧· ),1[s,T]Φ(s,X
t′,x)
]]
ds=T
[
∂2
W
ϕ(t,x),1[t,T]Φ(t,x)
]
This proves that D−t ϕ(t,x) exists and that (4.6) holds true.
We now show that D−t ϕ(t,x) is continuous in x and that
sup
t∈(0,T)
x∈K
|D
−
t ϕ(t,x)| <∞,
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for all compact sets K ⊂W. By (4.6), it is sufficient to show that
W→R, x 7→Lϕ(t,x)
is continuous, for all t ∈ (0,T), and that
sup
t∈(0,T)
x∈K
|Lϕ(t,x)| <∞.
But this is straightforward from the sublinear growth and continuity assumptions in x
of b,Φ and from the boundedness and continuity assumption on ∂Wϕ,∂2Wϕ. 
Corollary 4.3. If ϕ satisfies Assumption 3.3(ii),(iii), then, for all t ∈ [tˆ,T], we have the
following representation:
ϕ(t,X tˆ,Yˆ )=ϕ(tˆ, Yˆ )+
∫t
tˆ
∂Wϕ(s,X
tˆ,Yˆ ).(1[s,T]Φs)dWs P-a.e.. (4.12)
Proof. By Theorem 4.2, the assumptions of Theorem 3.8 are satisfied for ϕ. By applying
formula (3.10) to ϕ(t,X tˆ,Yˆ ) and recalling (4.6), we obtain (4.12). 
5 The case b(t,x)=b(t,
∫
[0,T] x˜(t−s)µ(ds)) and additive noise
In this section, in a case of interest, we show that Theorem 4.2 and Corollary 4.3 can be
applied.
The following assumption will be standing for the remaining of this section.
Assumption 5.1.
(i) µ ∈M([0,T]);
(ii) b : [0,T]×H→H is continuous and there exists N > 0 such that
sup
t∈[0,T]
|b(t, y)|H ≤N(1+|y|H ) ∀y ∈H, (5.1)
sup
t∈[0,T]
|b(t, y)−b(t, y′)|H ≤N|y− y
′
|H ∀y, y
′
∈H. (5.2)
(iii) for all t ∈ [0,T], b(t, ·)∈G 2(H,H),
N1 := sup
(t,y)∈[0,T]×H
v∈H, |v|H≤1
|∂Hb(t, y).v|H <∞, (5.3)
N2 := sup
(t,y)∈[0,T]×H
v,w∈H, |v|H∨|w|H≤1
|∂2Hb(t, y).(v,w)|H <∞, (5.4)
and ∂Hb(t, y).v, ∂2Hb(t, y).(v,w) are jointly continuous in t, y,v,w.
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We define
bˆ(t,y) := b
(
t,
∫
[0,T]
y˜(t− s)µ(ds)
)
∀(t,y)∈ [0,T]×B1(H).
where
y˜(r) := 1[−T,0)(r)y(0)+1[0,T](r)y(r) ∀r ∈ [−T,T]. (5.5)
Then bˆ(t,y) is a function of t and the convolution between µ and y computed taking
into account the past history of y on the time window [t−T, t].
Remark 5.2. The fact that b(t, ·) ∈ G 2(H,H), with differentials uniformly bounded, im-
plies that b(t, ·)∈C1
b
(H,H), i.e. b(t, ·) is Fréchet differentiable and the Fréchet differential
Db(t, ·) is continuous and bounded (with bound uniform in t, due to our assumptions on
b). For the proof, see [7, Proposition 7.4.1].
Let againW denote aU-valued cylindrical Wiener process and let B ∈ L2(U ,H). Con-
sider the following SDE:{
dXs = bˆ(s,X )ds+BdWs ∀s ∈ [tˆ,T]
X tˆ∧· = Yˆtˆ∧·,
(5.6)
for Yˆ ∈ L p
PT
(W), p > 2. Notice that Assumption 4.1 is verified with the present coeffi-
cients b and Φ≡B. Our aim is to prove a certain regularity of the solution X tˆ,Yˆ of (5.6)
with respect to the initial datum Yˆ ∈L p
PT
(W), p > 2, suitable to apply Theorem 4.2 and
Corollary 4.3.
Remark 5.3. The choice µ= δ0, Dirac measure in 0, corresponds to the Markovian case
bˆ(s,y) = b(t,y(t)). By choosing µ = δa, Dirac measure centered in a ∈ (0,T], we obtain a
drift bˆ(t,y)= b(t,y(t−a)) with a pointwise delay.
By Assumption 5.1, we have that bˆ(·,y) is continuous for all y ∈C([0,T],H). Moreover,
∣∣bˆ(t,y1)− bˆ(t,y2)∣∣H ≤N
∫
[0,T]
|y˜1(t− r)− y˜2(t− r)|H µ(dr) ∀y1,y2 ∈B
1(H).
Then, if {yn}n∈N ⊂ W and yn → y in B1σs(H), we have bˆ(t,yn)→ bˆ(t,y) for all t ∈ [0,T].
Hence bˆ(·,y) ∈ B1(H), for all y ∈ B1(H). In particular, for all y ∈ B1(H), the indefinite
integral
[0,T]→H, ξ 7→
∫t∨ξ
t
bˆ(s,y)ds
is continuous.
These considerations entails the well-posedness, for any fixed ω ∈Ω, of the map
ψ : [0,T]×B1(H)×B1(H)→B1(H) (5.7)
defined by
ψ(t,x,y) := xt∧·+
∫t∨·
t
bˆ(s,y)ds+ (WBt∨·(ω)−W
B
t (ω)) ∀(t,x,y)∈ [0,T]×B
1(H)×B1(H),
27
whereWB is a short notation for a fixed representant of
∫·
0BdWs.
In the following propositions, we prove existence and uniqueness of a fixed point for
ψ(t,x, ·) and study how the fixed point depends on t,x. We use standard arguments based
on contractions in Banach spaces. What is important is that the SDE is here considered
pathwise, in order to have better insight about the regularity of the paths X t,x(ω) with
respect to x.
Remark 5.4. In the notation ψ, the dependence on ω is not explicit. Nevertheless, we
stress the very important fact that all the bounds for the Lipschitz constants and the
differentials, which appear in the following propositions, are independent of ω. More
precisely, the terms λ,α appearing in Proposition 5.5(i), the bounds for (5.9) and (5.10),
the bounds for ∂
B1Λ
t,· and ∂2
B1
Λ
t,· in Proposition 5.6, can be — and we assume that they
are — chosen independently of ω.
For λ> 0, we introduce on B1(H) the norm
|x|λ := sup
t∈[0,T]
e−λt|x(t)|H , ∀x ∈B
1(H).
Then | · |λ is equivalent to | · |∞.
Hereafter, we denote by B1∞(H) the Banach space (B
1(H), |·|∞) and by B1λ(H) the equiv-
alent Banach space (B1(H), | · |λ).
Proposition 5.5.
(i) There exists λ> 0 and α∈ (0,1) such that
sup
(t,x)∈[0,T]×B1(H)
|ψ(t,x,y)−ψ(t,x,y′)|λ ≤α|y−y
′
|λ ∀y,y ∈B
1(H). (5.8)
(ii) The restriction of ψ to [0,T]×W×B1∞(H) is W-valued and continuous.
(iii) For all t ∈ [0,T], the section
ψ(t, ·, ·) : B1∞(H)×B
1
∞(H)→B
1
∞(H), (x,y) 7→ψ(t,x,y)
is strongly continuously Gâteaux differentiable up to order 2, i.e.
ψ(t, ·, ·)∈G 2(B1∞(H)×B
1
∞(H),B
1
∞(H)).
Moreover,
sup
t∈[0,T], x,y∈B1∞(H)
v∈B1∞(H), |v|∞≤1
|∂2ψ(t,x,y).v|∞+ sup
t∈[0,T], x,y∈B1∞(H)
v∈B1∞(H), |v|∞≤1
|∂3ψ(t,x,y).v|∞<∞ (5.9)
sup
t∈[0,T], x,y∈B1∞(H)
v,w∈B1∞(H), |v|∞∨|w|∞≤1
|∂23ψ(t,x,y).(v,w)|∞<∞, (5.10)
where ∂iψ and ∂
2
i
ψ denote the first- and second-order Gâteaux differential of ψ with
respect to the i-th variable.
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(iv) If tn→ t in [0,T], xn→ x in B1∞(H), yn→ y in B
1
σs(H), vn→ v in B
1
σs(H), wn→w in
B
1
σs(H), then
∂3ψ(tn,xn,yn).vn→ ∂3ψ(t,x,y).v in B
1
∞(H) (5.11)
∂23ψ(tn,xn,yn).(vn,wn)→ ∂
2
3ψ(t,x,y).(v,w) in B
1
∞(H). (5.12)
Proof. (i) For t ∈ [0,T] and x ∈B1(H), by standard computations, we have
e−λs|ψ(t,x,y)(s)−ψ(t,x,y′)(s)|H ≤ e
−λs
∫s
0
|bˆ(r,y)− bˆ(r,y′)|Hdr
≤
∫s
0
e−λ(s−r)e−λr|bˆ(r,y)− bˆ(r,y′)|Hdr
≤
1− e−λT
λ
|bˆ(·,y)− bˆ(·,y′)|λ
≤
1− e−λT
λ
N|µ|1|y−y
′
|λ,
for all y,y′ ∈B1(H) and all s ∈ [0,T]. Then, for all t,x,y,y,
|ψ(t,x,y)−ψ(t,x,y′)|λ ≤
1− e−λT
λ
N|µ|1|y−y
′
|λ. (5.13)
By defining α := 1−e
−λT
λ
N|µ|1, for λ sufficiently large we obtain (i).
(ii) Due to (i), it is sufficient to prove that ψ(·, ·,y) is W-valued and continuous on
[0,T]×W, for all y ∈B1(H). But this comes from the continuity of the maps
[0,T]×W→W, (t,x) 7→ xt∧· [0,T]→H, s 7→
∫s
0
bˆ(r,y)dr+WBs (ω).
(iii)+(iv)We begin by showing that, for all t ∈ [0,T],
Ψt : B
1
∞(H)→B
1
∞(H), y 7→
∫t∨·
t
bˆ(r,y)dr (5.14)
is strongly continuously Gâteaux differentiable up to order 2, with bounded differentials
(bound uniform in t). By standard computations, due to Assumption 5.1(iii), we have
h−1(Ψt(y+hv)−Ψt(y))
=
∫t∨·
t
(∫1
0
〈∇Hb
(
r,
∫
[0,T]
y˜(r− s)µ(ds)+θh
∫
[0,T]
v˜(r− s)µ(ds)
)
,
∫
[0,T]
v˜(r− s)µ(ds)〉Hdθ
)
dr,
where ∇Hb represents ∂Hb in H. Due to the assumptions on ∂Hb, we can pass to the
limit h−1(Ψt(y+hv)−Ψt(y)) in B1∞(H) as h→ 0 and obtain
∂Ψt(y).v=
∫t∨·
t
〈∇Hb
(
r,
∫
[0,T]
y˜(r− s)µ(ds)
)
,
∫
[0,T]
v˜(r− s)µ(ds)〉Hdr. (5.15)
Notice that, if yn→ y and vn→ v in B1σs(H), then , by Proposition 2.1(i),∫
[0,T]
y˜n(r− s)µ(ds)→
∫
[0,T]
y˜(r−u)µ(du) ∀r ∈ [0,T]
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and the family {∫
[0,T]
y˜n(r−u)µ(du)
}
r∈[0,T]
n∈N
is bounded in H. The same holds with respect to v˜n and v˜. If tn→ t in [0,T], by strong
continuity of ∂Hb and using (5.15), we conclude that
|∂Ψt(y).v−∂Ψtn(yn).vn|∞→ 0. (5.16)
This proves (5.11), because ∂3ψ(t,x,y)= ∂Ψt(y) for all (t,x,y)∈ [0,T]×B1(H)×B1(H). In
particular, the limit (5.16) holds when tn = t, for all n ∈N, and the convergences yn→ y
and vn → v take place in B1∞(H). This shows that Ψt ∈ G
1(B1∞(H),B
1
∞(H)), and, by (5.3)
and (5.15), that the first order differentials are bounded, with bound uniform in t. By
observing that ∂2ψ(t,x,y).v= vt∧· for all t ∈ [0,T], x,y,v ∈ B1(H), we have then proved
that ψ(t, ·, ·)∈G 1(B1∞(H)×B
1
∞(H),B
1
∞(H)) and that (5.9) holds true.
Regarding the second order derivative, by using similar arguments as above, we ob-
tain
∂2Ψt(x).(v,w)=
=
∫t∨·
t
∂2Hb
(
r,
∫
[0,T]
y˜(r− s)µ(ds)
)
.
(∫
[0,T]
v˜(r− s)µ(ds),
∫
[0,T]
w˜(r− s)µ(ds)
)
dr
(5.17)
and the continuity of
[0,T]×B1σs(H)×B
1
σs(H)×B
1
σs(H)→B
1
∞(H), (t,y,v,w) 7→ ∂
2
Ψt(y).(v,w).
Then, since ∂22ψ(t,x,y)= 0 and ∂
2
3ψ(t,x,y)= ∂
2
Ψt(y),ψ(t, ·, ·) ∈G 2(B1∞(H)×B
1
∞(H),B
1
∞(H)).
By (5.4), also the second order differentials ∂22ψ,∂
2
3ψ are bounded, with bound uniform in
t. 
In the following proposition we see how the regularity properties of ψ are inherited
by the associated fixed-point map.
Proposition 5.6.
(i) For all (t,x)∈ [0,T]×B1(H), there exists a unique Λt,x ∈B1(H) such that
Λ
t,x
=ψ(t,x,Λt,x).
(ii) The map
Λ : [0,T]×B1∞(H)→B
1
∞(H), (t,x) 7→Λ
t,x
is Lipschitz in x, with a bound for the Lipschitz constant independent of t.
(iii) The restriction of Λ to [0,T]×W is continuous andW-valued.
(iv) For all t ∈ [0,T], Λt,· ∈G 2(B1∞(H),B
1
∞(H)) and ∂B1Λ
t,·, ∂2
B1
Λ
t,· are uniformly bounded,
uniformly in t.
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(v) For all t ∈ [0,T] and x ∈B1(H), I−∂3ψ(t,x,Λt,x) ∈ L(B1∞(H)) is invertible and
B
1
∞(H)→ L(B
1
∞(H)), x 7→ (I−∂3ψ(t,x,Λ
t,x))−1 (5.18)
is strongly continuous.
(vi) For all t ∈ [0,T], x,v,w∈B1(H), we have
∂
B1Λ
t,x.v=
(
I−∂3ψ(t,x,Λ
t,x)
)−1 (
∂2ψ(t,x,Λ
t,x).v
)
∂2
B1
Λ
t,x.(v,w)=
(
I−∂3ψ(t,x,Λ
t,x)
)−1 (
∂23ψ(t,x,Λ
t,x).
(
(∂B1Λ
t,x.v), (∂B1Λ
t,x.w)
))
Proof. By Proposition 5.5(i), we can choose λ > 0 such that ψ(t,x, ·) is an α-contraction
on B1
λ
(H), with α ∈ (0,1), uniformly in (t,x)∈ [0,T]×B1(H).
(i) Apply Banach’s contraction principle to ψ(t,x, ·) on B1
λ
(H).
(ii) For every t ∈ [0,T], we have
|ψ(t,x,y)−ψ(t,x′,y)|λ ≤ |x−x
′
|λ ∀x,x
′
∈B
1(H).
The conclusion follows by [20, p. 13, inequality (∗∗∗)].
(iii) Since ψ maps [0,T]×W×W into W by Proposition 5.5(ii), we also have that Λ
maps [0,T]×W into W. Let us denote by ΛW the map
ΛW : [0,T]×W→W, (t,x) 7→Λ
t,x.
By (ii), to prove the continuity of ΛW, it is sufficient to show the continuity of Λ·,x, for
fixed x ∈W. Let tn→ t in [0,T]. We have
ψ(tn,x,y)→ψ(t,x,y) in W, ∀x,y ∈W.
Then the conclusion follows by [7, Theorem 7.1.5].
(iv)+(v)+(vi) Thanks to Proposition 5.5(iii), we can apply [7, Theorems 7.1.2 and 7.1.3]
to all maps ψ(t, ·, ·), for all t ∈ [0,T]. This shows (iv) and (vi).
It remains only to comment the strong continuity of (5.18) (which is indeed contained
in the proof of [7, Theorems 7.1.2 and 7.1.3]). This comes from the fact that, for all
t ∈ [0,T], by (ii) and Proposition 5.5(iii), the map
B
1
λ(H)→ L(B
1
λ(H)), x 7→ ∂3ψ(t,x,Λ
t,x)
is strongly continuous and |∂3ψ(t,x,Λt,x)|L(B1
λ
(H)) ≤α for all x ∈B
1(H). By writing
(I−∂3ψ(t,x,Λ
t,x))−1v=
∑
n∈N
(∂3ψ(t,x,Λ
t,x))nv ∀v ∈B1(H) (5.19)
and by Lebesgue’s dominated convergence theorem (for sums), we see the strong conti-
nuity of
B
1
λ(H)→ L(B
1
λ(H)), x 7→ (I−∂3ψ(t,x,Λ
t,x))−1. 
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The following proposition provides the good continuity of the differentials of Λ with
respect to x, that we will later need in order to apply Theorem 4.2 and Corollary 4.3
when the process X has the dynamics (5.6).
Proposition 5.7. Let t ∈ [0,T].
(i) If xn→ x in B
1
∞(H), vn→ v in B
1
σs(H), and wn→w in B
1
σs(H), then
∂B1Λ
t,xn .vn→ ∂B1Λ
t,x.v in B1σs(H) (5.20)
∂2
B1
Λ
t,xn .(vn,wn)→ ∂
2
B1
Λ
t,x.(v,w) in B1∞(H). (5.21)
(ii) If tn→ t
+ in [0,T], x ∈W, v,w∈B1(H), then
∂B1Λ
tn,x.v→ ∂B1Λ
t,x.v in B1σs(H) (5.22)
∂2
B1
Λ
tn,x.(v,w)→ ∂2
B1
Λ
t,x.(v,w) inW. (5.23)
Proof. (i) Let t ∈ [0,T], xn→ x in B1∞(H), vn→ v in B
1
σs(H). By Proposition 2.1(i), {vn}n∈N
is bounded in B1∞(H). By Proposition 5.6(iv),
{
∂
B1Λ
t,xn .vn
}
n∈N,t∈[0,T] is bounded in B
1
∞(H).
In particular,
{
∂
B1Λ
t,xn .vn
}
n∈N
is bounded in the Hilbert space L2([0,T],H), which is
separable. Then we can find subsequences {xnk }k∈N and {vnk}k∈N such that
lim
k→∞
∂
B1Λ
t,xnk .vnk = Z weakly in L
2([0,T],H),
for some Z ∈ L2([0,T],H). We recall that ∂3ψ(t,x′,y′)= ∂Ψt(y′) for all x′,y′ ∈B1(H), where
Ψt was defined in the proof of Proposition 5.5 by (5.14). By (5.15), for y′,v′ ∈ B1(H), we
have
(∂Ψt(y
′).v′)(ξ)=
∫t∨ξ
t
〈
∇yb
(
r,
∫
[0,T]
y˜′(r−u)µ(du)
)
,
∫
[0,T]
v˜′(r−u)µ(du)
〉
H
dr
=
∫t∨ξ
t
(∫
[0,T]
〈
∇yb
(
r,
∫
[0,T]
y˜′(r−u)µ(du)
)
, v˜′(r− s)
〉
H
µ(ds)
)
dr
=
∫
[0,T]
(∫t∨ξ
t
〈
∇yb
(
r,
∫
[0,T]
y˜′(r−u)µ(du)
)
, v˜′(r− s)
〉
H
dr
)
µ(ds).
By replacing x′ by xnk , y
′ by Λt,xnk , and v′ by ∂B1Λ
t,xnk .vnk , we obtain (
2)(
∂3ψ(t,xnk ,Λ
t,xnk ).
(
∂B1Λ
t,xnk .vnk
))
(ξ) (5.24)
=
∫
[0,T]
(∫t∨ξ
t
〈
∇yb
(
r,
∫
[0,T]
(Λt,xnk )∼(r−u)µ(du)
)
, (∂
B1Λ
t,xnk .vnk )
∼(r− s)
〉
H
dr
)
µ(ds).
Due to the fact that {∂
B1Λ
t,xnk .vnk}k∈N is uniformly bounded in B
1
∞(H), passing to another
subsequence if necessary, we can assume that (∂B1Λ
t,xnk .vnk)(0) is weakly convergent in
H to some z0 ∈H. Then
lim
k→∞
(∂
B1Λ
t,xnk .vnk )
∼
= 1[−T,0)(·)z0+1[0,T]Z weakly in L
2([−T,T],H). (5.25)
2If the argument y of the notation y˜ is long, we write (y)∼.
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By Proposition 5.6(ii), we have
Λ
t,xnk →Λ
t,x in B1∞(H),
then, since b(r, ·)∈C1
b
(H,H) (see Remark 5.2),
lim
k→∞
∣∣∣∣∇yb
(
r,
∫
[0,T]
(Λt,xnk )∼(r−u)µ(du)
)
−∇yb
(
r,
∫
[0,T]
(Λt,x)∼(r−u)µ(du)
)∣∣∣∣
H
= 0,
for all r ∈ [0,T]. In particular, by Lebesgue’s dominated convergence theorem,
∇yb
(
·,
∫
[0,T]
(Λt,xnk )∼(·−u)µ(du)
)
→∇yb
(
·,
∫
[0,T]
(Λt,x)∼(·−u)µ(du)
)
(5.26)
strongly in L2([0,T],H). By (5.25) and (5.26), we have, for all s,ξ ∈ [0,T],
lim
k→∞
∫t∨ξ
t
〈
∇yb
(
r,
∫
[0,T]
(Λt,xnk )∼(r−u)µ(du)
)
, (∂
B1Λ(t,xnk).vnk )
∼(r− s)
〉
H
dr =
=
∫t∨ξ
t
〈
∇yb
(
r,
∫
[0,T]
(Λt,x)∼(r−u)µ(du)
)
,1[−T,0)(r− s)z0+1[0,T](r− s)Z
〉
H
dr.
Since the latter limit holds for all ξ and s, by (5.24) we have that the limit
lim
k→∞
(
∂3ψ(t,xnk ,Λ
t,xnk ).
(
∂
B1Λ
t,xnk .vnk
))
(ξ)
exists for all ξ ∈ [0,T]. By Proposition 2.1(i), since the sequence is uniformly bounded,
we can finally conclude that
{
∂3ψ(t,xnk ,Λ
t,xnk ).
(
∂
B1Λ
t,xnk .vnk
)}
k∈N
converges in B1σs(H). Now we are almost done. By Proposition 5.6(vi), we have
∂B1Λ
t,xnk .vnk = ∂3ψ(t,xnk ,Λ
t,xnk ).
(
∂B1Λ
t,xnk .vnk
)
+∂2ψ(t,xnk ,Λ
t,xnk ).vnk
= ∂3ψ(t,xnk ,Λ
t,xnk ).
(
∂
B1Λ
t,xnk .vnk
)
+ (vnk )t∧·.
(5.27)
By considering what proved above and the assumptions on {vn}n∈N, there exists γ ∈B1(H)
such that
∂3ψ(t,xnk ,Λ
t,xnk ).
(
∂B1Λ
t,xnk .vnk
)
+ (vnk )t∧·→ γ in B
1
σs(H). (5.28)
Then, (5.27), (5.28), and Proposition 5.5(iv), we have
∂3ψ(t,xnk ,Λ
t,xnk ).
(
∂
B1Λ
t,xnk .vnk
)
→ ∂3ψ(t,x,Λ
t,x).γ in B1∞(H), hence in B
1
σs(H).
By taking the limit in B1σs(H) in (5.27), we have
γ= ∂3ψ(t,x,Λ
t,x).γ+vt∧·,
which entails γ= ∂
B1Λ
t,x.v, by Proposition 5.6(vi). This shows that
∂B1Λ
t,xnk .vnk → ∂B1Λ
t,x.v in B1σs(H).
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Since the original sequences {x}n∈N, {vn}n∈N were arbitrary, (5.20) is proved.
To prove (5.21), we use Proposition 5.6(vi). But now most of the work is done. By
(5.20), we have
∂
B1Λ
t,xn .vn→ ∂B1Λ
t,x.v in B1σs(H)
∂
B1Λ
t,xn .wn→ ∂B1Λ
t,x.w in B1σs(H).
By Proposition 5.5(iv), we have
lim
k→∞
∂23ψ(t,xn,Λ
t,xn).
(
(∂
B1Λ
t,xn .vn), (∂B1Λ
t,xn .wn)
)
=
= ∂23ψ(t,x,Λ
t,x).
(
(∂
B1Λ
t,x.v), (∂
B1Λ
t,x.w)
)
where the limit is taken in B1∞(H). We can now conclude by using the strong continuity
claimed in Proposition 5.6(v) and the formula for the second order derivative provided by
Proposition 5.6(vi).
(ii) Let tn → t+ in [0,T], x ∈W, v ∈ B1(H). By Proposition 5.6(vi) and by taking into
account formula (5.19), we can write
∂B1Λ
tn,x.v= (I−∂3ψ(t,x,Λ
t,x))−1
(
∂2ψ(tn,x,Λ
tn,x).v
)
=
∑
k∈N
(∂3ψ(tn,x,Λ
tn,x))kvtn∧· = vtn∧·+
∑
k≥1
(∂3ψ(tn,x,Λ
tn,x))kvtn∧·.
The fact that tn → t from the right assures that vtn∧· → vt∧· in B
1
σs(H). Moreover, by
Proposition 5.6(iii), Λtn,x →Λt,x in W. Then, by Proposition 5.5(iii),(iv), and Lebesgue’s
dominated convergence theorem for sums, we have∑
k≥1
(∂3ψ(tn,x,Λ
tn,x))kvtn∧·→
∑
k≥1
(∂3ψ(t,x,Λ
t,x))kvt∧· in B
1
∞(H).
Then ∂
B1Λ
tn,x.v→ ∂
B1Λ
t,x.v in B1σs(H) and (5.22) is proved.
Regarding (5.23), the argument is similar, by using the expression for ∂2
B1
Λ
tn,x.(v,w)
provided by Proposition 5.6(vi), the convergence (5.22) just proved, and (5.12) in Propo-
sition 5.5(iv) 
We defined ψ for a given, fixed, ω ∈Ω (p. 27). For every such ψ, Propositions 5.5, 5.6,
5.7 apply. We can then define the map
Ω× [0,T]×B1(H)→B1(H), (ω, t,x) 7→ X t,x(ω) (5.29)
where X t,x(ω) is the function Λt,x provided by Proposition 5.6, when ψ is associated to ω.
It should be clear that X t,x is the unique strong solution to SDE (5.6) in L 0
PT
(W).
Let f : B1(H)→ R be a function. Hereafter, we assume that f satisfies the following
assumption.
Assumption 5.8.
(i) f ∈G 2(B1∞(H),R);
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(ii) the differentials ∂ f and ∂2 f are bounded;
(iii) B1∞(H)×B
1
σs(H)→R, (x,v) 7→ ∂ f (x).v is sequentially continuous;
(iv) B1∞(H)×B
1
σs(H)×B
1
σs(H)→R, (x,v,w) 7→ ∂
2 f (x).(v,w) is sequentially continuous.
The following theorem shows that the main results of Section 4 can be applied in the
present framework.
Theorem 5.9. Let X be the unique strong solution of (5.6) and let
ϕ : [0,T]×W→R, (t,x) 7→ E
[
f (X t,x)
]
.
Then ϕ verifies Assumption 3.3. Moreover, for all t ∈ (0,T) and all x ∈W,
D
−
t ϕ(t,xt∧·)+∂Wϕ(t,x).(1[t,T]b(t,x))+
1
2
T
[
∂2
W
ϕ(t,x),B
]
= 0 (5.30)
and for all t ∈ [0,T], t′ ∈ [t,T], Y ∈L p
PT
(W), p> 2,
ϕ(t′,X t,Y )=ϕ(t,Y )+
∫t′
t
∂Wϕ(s,X
t,Y ).(1[s,T]b(s,X
t,Y ))dWs P-a.e.. (5.31)
Proof. It is sufficient to show that ϕ verifies Assumption 3.3(ii),(iii), since the remaining
part of the theorem comes from Theorem 4.2 and Corollary 4.3.
We begin by verifying Assumption 3.3(ii). By Propositin 5.6(iv), for all (ω, t) ∈ Ω×
[0,T], the map x 7→ X t,x(ω) belongs to G 2(B1∞(H),B
1
∞(H)) and has differentials ∂B1X
t,·(ω)
and ∂2
B1
X t,·(ω) bounded, with bound uniform in ω, t (recall Remark 5.4). Then, since
f ∈G 2(B1∞(H),R) and ∂ f and ∂
2 f are uniformly bounded, the composition x 7→ f (X t,x(ω))
belongs to G 2(B1∞(H),R) and has differentials ∂B1 f (X
t,·(ω)) and ∂2
B1
f (X t,·(ω)) bounded,
with bound uniform in ω, t. We have
∂
B1 f (X
t,x(ω)).v= ∂ f (X t,x(ω)).(∂
B1X
t,x(ω).v) (5.32)
for all t ∈ [0,T], ω ∈Ω, x,v ∈B1(H), and
∂2
B1
f (X t,x(ω)).(v,w)= (5.33)
= ∂2 f (X t,x(ω)).((∂
B1X
t,x(ω).v).(∂
B1X
t,x(ω).w))+∂ f (X t,x(ω)).(∂2
B1
X t,x(ω).(v,w))
for all t ∈ [0,T], ω∈Ω, x,v,w∈B1(H). Since ∂B1 f (X
t,x(ω)) and ∂2
B1
f (X t,x(ω)) are bounded,
with bound uniform in ω, t,x, we can easily see that
∂
B1ϕ(t,x).v= E
[
∂
B1 f (X
t,x).v
]
(5.34)
∂2
B1
ϕ(t,x).(v,w)= E
[
∂2
B1
f (X t,x).(v,w)
]
, (5.35)
for all t ∈ [0,T], x,v,w∈B1(H). Finally, by (5.34), (5.35), boundedness of ∂
B1 f (X
t,·)(ω) and
∂2
B1
f (X t,·(ω)), strong continuity of ∂B1 f (X
t,·)(ω) and ∂2
B1
f (X t,·(ω)), we obtain that ϕ(t, ·)
belongs to G 2(B1∞(H),R) and has bounded first and second order differentials. To conclude
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the verification of Assumption 3.3(ii), it is sufficient to show that, for all t ∈ [0,T], the
maps
W×B
1
σs(H)→R, (x,v) 7→ ∂B1ϕ(t,x).v
W×B
1
σs(H)×B
1
σs(H)→R, (x,v,w) 7→ ∂
2
B1
ϕ(t,x).(v,w)
are sequentially continuous. This comes immediately by combining (5.32), (5.33), (5.34),
(5.35), Proposition 5.6(ii), Proposition 5.7(i), Assumption 5.8(iii),(iv), the uniform bound-
edness of the differentials involved (we recall again Remark 5.4) and of the convergent
sequences in B1σs(H).
Similarly, we can see that Assumption 3.3(iii) is verified by taking into account (5.32),
(5.33), (5.34), (5.35), Proposition 5.6(iii), Proposition 5.7(ii), Assumption 5.8(iii),(iv), the
uniform boundedness of the differentials involved and of the convergent sequences in
B
1
σs(H). 
Remark 5.10. Let g : [0,T]×H → H be a continuous function, with g(t, ·) ∈ C2
b
(H,H)
and with differentials DH g,D2H g uniformly continuous. Let us introduce the function bˆ
g
defined by
bˆg(t,y) := b
(
t,
∫
[0,T]
g˜(t− s, y˜(t− s))µ(ds)
)
∀(t,y)∈ [0,T]×B1(H),
where g˜(r, x) := g(0, x) if r < 0. Consider the function
G : B1(H)→B1(H), y 7→ {g(t,y(t))}t∈[0,T].
ThenG is well-defined, G belongs to C2
b
(B1∞(H),B
1
∞(H)), and bˆ
g(t,y)= bˆ(t,G(y)). By using
these observations and the explicit expressions of DG,D2G in terms of DH g, D2H g, it is
not difficult to show that the results proved in this section can be extended to the case in
which the drift bˆ in SDE (5.6) is replaced by the more general drift bˆg.
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