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WEIGHT MULTIPLICITIES FOR so5(C)
THOMAS BLIEM
Abstract. We explicitly determine quasi-polynomials describing the weight
multiplicities of the Lie algebra so5(C). This information entails immediate
complete knowledge of the character of any simple representation as well as
the asymptotic behavior of characters.
1. Introduction
There have been investigations into the characters of simple Lie algebras initiated
in the beginning of the discipline and going on to present days. From the early
days it was possible to write down formulas explicitly describing the characters, as
notably done by H. Weyl [14] and B. Kostant [8]. P. Littelmann’s path model [9, 10]
does not formally furnish a formula but rather an algorithm allowing to calculate
the character performing finitely many combinatorial operations, so fits into the
very same context.
Still, all these approaches, while allowing to calculate characters or individual
weight multiplicities, at least in principle and for small instances, do not fully exhibit
the rich structure underlying the characters. For example, from G. Heckman’s
thesis [5] it is known that considering a sequence of simple representations for a
given simple Lie algebra such that the highest weights of the elements are the
integral multiples of a given weight, the corresponding characters show a particular
behavior of convergence.
As pointed out by S. Billey, V. Guillemin and E. Rassart [2], for the case of slk(C)
Gelfand-Tsetin patterns [4] can be used as a key ingredient to develop descriptions of
characters better reflecting their structure. In the following I will demonstrate that
it is possible, substituting Gelfand-Tsetlin patterns by P. Littelmann’s patterns [11],
using B. Sturmfels’ structure theorem [12] on vector partition functions and Laplace
transformation methods developed by L. Jeffrey, F. Kirwan [6], A. Szenes and
M. Vergne [13] as well as work by C. De Concini and C. Procesi on the combinatorics
of residues [3], to obtain indeed complete knowledge, structural and computational,
of the characters of so5(C). In fact, I do not use any special properties of the Lie
algebra so5(C). This is just a random example picked to demonstrate the power of
the combination of the above-mentioned ideas, which, in principle, are applicable
to any semisimple complex Lie algebra.
2. Preliminaries
Consider the Lie algebra so5(C) of complex (5×5)-matrices A such that A
tM =
−MA for a fixed nondegenerate complex (5 × 5)-matrix M . Choose a Cartan
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subalgebra h and simple roots α1, α2 ∈ h
∗ such that α2 is the long root. The
Dynkin diagram associated to this enumeration of the simple roots is
1⇐= 2.
Let ω1, ω2 ∈ h
∗ be the corresponding fundamental weights, Λ ⊆ Q ⊆ h∗ the
weight lattice respectively the root lattice. The irreducible so5(C)-module of high-
est weight λ is denoted by V (λ). For a weight µ denote by V (λ)µ the space of
vectors of weight µ in V (λ). If λ − µ is not an element of the root lattice, then
V (λ)µ = 0. For λ a dominant weight and β an element of the root lattice, define
Kλβ := dimV (λ)λ−β .
If the weight λ is not dominant we define all Kλβ to be 0. The character of V (λ) is
by definition the element ∑
β∈Q
Kλβ · [λ− β]
of the group ring Z[Λ]. Hence knowledge of all the characters of so5(C) is equivalent
to knowledge of the function K : Λ×Q→ Z≥0.
For any dominant weight λ, let B(λ) be the crystal associated to V (λ) by
M. Kashiwara [7] and B(∞) := lim
−→λ
B(λ)⊗T−λ the direct limit of the crystals B(λ),
shifted to have highest weight 0. Consider the reduced decomposition w0 = s1s2s1s2
of the longest element of the Weyl group. To this decomposition, P. Littelmann
[11] associates a convex polyhedral cone C ⊆ R4, a family of polytopes Cλ ⊆ C
for dominant weights λ and a Z-linear map ψ : Z4 → Q such that: (i) There is
a canonical bijection σ : B(∞) → S := C ∩ Z4. (ii) For each dominant weight λ,
the bijection σ restricts to a bijection between B(λ) and Sλ := Cλ ∩ Z4. (iii) The
weight of any element b ∈ B(λ) is wt(b) = λ− ψ(σ(b)).
Specifically, denote the standard coordinates by a22, a11, a12, a13. Then the
cone C is given by the inequalities
2a11 ≥ a12 ≥ 2a13 ≥ 0, a22 ≥ 0. (1)
For a dominant weight λ = λ1ω1 + λ2ω2, the polytope C
λ is given inside C by the
additional inequalities
a13 ≤ λ2,
a12 ≤ λ1 + 2a13,
a11 ≤ λ2 + a12 − 2a13,
a22 ≤ λ1 + 2a11 − 2a12 + 2a13.
(2)
The Z-linear map is ψ = (a22+a12)α1+(a11+a13)α2. For a given dominant weight
λ and any element β = β1α1 + β2α2 of the root lattice, define
C
λ
β := {a ∈ C
λ : a22 + a12 = β1, a11 + a13 = β2} (3)
and Sλβ := C
λ
β ∩Z
4. Then by [11] we have Kλβ = |S
λ
β |, that is: Determination of the
weight multiplicities is reduced to counting the number of points in polytopes.
3. Reformulation using vector partition functions
For any positive integers n and N and any (n×N)-matrix A with integral coeffi-
cients such that kerA∩Rn≥0 = 0 define the vector partition function ΦA : Z
n → Z≥0
by ΦA(v) := |{a ∈ Z
N
≥0 : Aa = v}|. We will now reformulate Littelmann’s result
and explicitly determine matrices A and B such that Kλβ = ΦA(B ·(λ1, λ2, β1, β2)
t).
Indeed, the inequalities (1) and (2) can be turned into equations using slack vari-
ables s1, s2 respectively t1, t2, t3, t4. Hence, the number of integral solutions |S
λ
β | of
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the system (1, 2, 3) is equal to the number of nonnegative integral solutions to the
system
2a11 − a12 − s1 = 0,
a12 − 2a13 − s2 = 0,
a13 + t1= λ2,
a12 − 2a13 + t2= λ1,
a11 − a12 + 2a13 + t3= λ2,
a22 − 2a11 + 2a12 − 2a13 + t4= λ1,
a22 + a12 = β1,
a11 + a13 = β2.
In other words, |Sλβ | = ΦA(B · (λ1, λ2, β1, β2)
t) for matrices
A =


0 2 −1 0 −1 0 0 0 0 0
0 0 1 −2 0 −1 0 0 0 0
0 0 0 1 0 0 1 0 0 0
0 0 1 −2 0 0 0 1 0 0
0 1 −1 2 0 0 0 0 1 0
1 −2 2 −2 0 0 0 0 0 1
1 0 1 0 0 0 0 0 0 0
0 1 0 1 0 0 0 0 0 0


(4)
and
B =


0 0 0 0
0 0 0 0
0 1 0 0
1 0 0 0
0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 1


. (5)
4. Structure and calculation of vector partition functions
The presentation of Kλβ in terms of a vector partition function gains its strength
from the following structure theorem of B. Sturmfels [12]:
Theorem 1. Let A ∈ Z(n,N) such that the vector partition function ΦA : Z
n → Z≥0
is defined. Then there is a homogeneous fan F = fan(A) in Rn and a family of
quasi-polynomials (fC) on Z
n, indexed by the maximal cones in F , such that ΦA
coincides with fC on C ∩ Z
n and vanishes outside the support of F .
Here, a fan is a finite set of convex polyhedral cones, closed under taking faces,
and such that the intersection of any two cones is a face of both. The fan being
homogeneous means that all maximal cones have the same dimension, which is in
this case the rank of A. A function f : Zn → C is called a quasi-polynomial if
there is a lattice L ⊆ Zn and a family (fh¯)h¯∈Zn/L of polynomials on Z
n such that
f(h) = fh¯(h) for all h ∈ Z
n.
While the naive algorithm for computing individual values ΦA(v) of a given
vector partition functions has exponential execution time with respect to the com-
ponents of v, this theorem allows the following strategy: Determine the maximal
cones of F and for each maximal cone C determine the quasi-polynomial fC . This
task being accomplished, individual values ΦA(v) of the vector partition function
can be calculated by evaluating the corresponding quasi-polynomial at v, the exe-
cution time of which is of order of the logarithm of the components of v. In this
sense, determination of the maximal cones and quasi-polynomials yields instant
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complete knowledge of the values of the given vector partition function. We will
indeed perform these steps for the vector partition function given by (4). In this
way we will determine all the characters of so5(C) at once.
Generally, the maximal cones and quasi-polynomials of a vector partition func-
tion can be determined as outlined in the sequel. For a more extensive treatment,
refer to the study of the Kostant partition function for classical root systems [1] by
W. Baldoni, M. Beck, Ch. Cochet and M. Vergne, which also served as a model for
the following calculations.
Suppose that A has rank n. For a lattice L ⊆ Rn denote by L⊥ ⊆ (Rn)∗ the
corresponding dual lattice. If L ⊆ Zn then L⊥ ⊇ (Zn)⊥. Let T := (Rn)∗/(Zn)⊥,
an n-dimensional torus. Denote the column vectors of A by a1, . . . , aN . A subset
σ ⊆ {1, . . . , N} is called a basic subset for A if (ai)i∈σ is a basis of R
n. For any
basic subset σ = {i1, . . . , in} let T (σ) := (Zai1 + · · ·+Zain)
⊥ mod (Zn)⊥ ⊆ T . The
set T (σ) contains vol(σ) := |det(ai : i ∈ σ)| elements. Let Γ ⊆ T be the union of
all T (σ) for basic subsets σ for A.
The fan F = fan(A) associated to A can be described as follows: For any basic
subset σ denote by cone(σ) the convex polyhedral cone generated by {ai : i ∈ σ}.
Cones of the form cone(σ) are called basic cones. Then the maximal cones of F are
the minimal n-dimensional cones which can be written as an intersection of basic
cones.
For h ∈ Zn and g ∈ T define the Kostant function as the meromorphic function
on (Rn)∗ ⊗R C = (C
n)∗ given by
Fg,h(u) :=
e〈u+2πig,h〉∏N
k=0
(
1− e−〈u+2πig,ak〉
) .
Note that 〈g, h〉 and 〈g, ak〉 are determined modulo Z, so the values of the expo-
nential functions are unambiguous.
A basic subset {i1, . . . , in} with i1 < · · · < in is called without broken cir-
cuits if there are no j ∈ {1, . . . , n} and k ∈ {ij + 1, . . . , N} such that the fam-
ily (ai1 , . . . , aij , ak) is linearily dependent.
1 For a maximal cone C of the fan F ,
let Bnb(C) denote the set of basic subsets σ without broken circuits such that
cone(σ) ⊇ C.
For a meromorphic function f(u) on (Rn)∗ ⊗R C = (C
n)∗ with poles along
a⊥i (i = 1, . . . , N) and a basic subset σ, define the iterated residue of f with respect
to σ to be
iresσ f(u) := resain=0 · · · resai1=0 f(u),
where aij are interpreted as coordinates on (C
n)∗.
The following theorem is a combination of A. Szenes and M. Vergne’s expression
[13, th. 3.1] of a vector partition function as a Jeffrey-Kirwan residue and C. De
Concini and C. Procesi’s work [3] on the Jeffrey-Kirwan residue:
Theorem 2. On any maximal cone C of fan(A), the vector partition function
associated to A is given by
ΦA(h) =
∑
σ∈Bnb(C)
1
vol(σ)
∑
g∈Γ
iresσ Fg,h(u).
5. Computing the weight multiplicity function for so5(C)
Recall that Kλβ = ΦA(B · (λ1, λ2, β1, β2)
t) for λ = λ1ω1+λ2ω2, β = β1α1+β2α2
and A, B matrices as given in equations (4) respectively (5). We are now ready to
1Note that De Concini and Procesi [3] use the inverse ordering.
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perform explicit computations. All computations were performed using Maple 11
by Maplesoft2 and the package Convex 1.1.2 by M. Franz3.
First we have to determine F = fan(A). This is done as follows: Any maximal
cone in F is the intersection of all the basic cones containing it. We can hence find
the neighbors of a given maximal cone C as follows: For each facet f of C, the
neighboring maximal cone of C in direction f is the intersection of all basic cones
cone(σ) such that f ⊆ cone(σ) and (C ⊆ cone(σ) =⇒ f 6⊆ ∂(cone(σ))). So we
start with an arbitrary maximal cone and find the others by a standard algorithm
for graph traversal using this description of the neighbor relation. There are 320
maximal cones alltogether.
In order to determine Γ we proceed as follows: For any basic subset σ, let Aσ
be the submatrix of A consisting of the columns with indices in σ. The subgroup
T (σ) of T is generated by the classes of the row vectors of A−1σ . So we start with
the set of these classes and determine its closure under the operation of adding the
class of any row vector of A−1σ by a standard algorithm of graph traversal.
The set of basic subsets without broken circuits is determined straightforwardly
using the definition. In order to speed up the calculation, basic subsets are built
up recursively, checking the additional prerequisites at every step of the recursion.
In fact we are only interested in maximal cones whose intersection with the image
of B has dimension 4. There are 43 such intersections. For the calculation of the
quasi-polynomials we now pick for each such intersection c a maximal cone C of
fan(A) such that c = C ∩ im(B). Then we compute the quasi-polynomials for each
of these maximal cones as described in section 4. The quasi-polynomials coincide
for some of the neighboring c, so we glue together the corresponding cones. The
preimage under B of the resulting fan is given by the following maximal cones in
R4 = (Λ⊗Z R)× (Q⊗Z R):
c1 = {λ2 − β2 ≥ 0, λ1 − β1 ≥ 0, β1 − β2 ≥ 0, −β1 + 2β2 ≥ 0},
c2 = {β1 − 2β2 ≥ 0, λ2 − β2 ≥ 0, −λ1 + β1 ≥ 0, λ1 − β1 + β2 ≥ 0},
c3 = {λ2 − β2 ≥ 0, −λ1 + β1 ≥ 0, −β1 + 2β2 ≥ 0, β1 − β2 ≥ 0, λ1 −
β1 + β2 ≥ 0},
c4 = {β1 ≥ 0, λ2 − β2 ≥ 0, −β1 + β2 ≥ 0, λ1 − β1 ≥ 0},
c5 = {β2 ≥ 0, β1 − 2β2 ≥ 0, λ1 − β1 ≥ 0, λ2 − β2 ≥ 0},
c6 = {β1 − β2 ≥ 0, 2λ2 + β1 − 2β2 ≥ 0, −β1 + 2β2 ≥ 0, −λ2 + β2 ≥
0, λ1 − β1 ≥ 0},
c7 = {λ1−β1+2β2 ≥ 0, −λ1+β1−β2 ≥ 0, β1−2β2 ≥ 0, λ2−β2 ≥ 0},
c8 = {−λ1 + β1 ≥ 0, λ1 ≥ 0, λ2 − β2 ≥ 0, −β1 + β2 ≥ 0},
c9 = {−λ1 + β1 ≥ 0, λ1 − β1 + β2 ≥ 0, λ1 + 2λ2 − β1 ≥ 0, −λ2 + β2 ≥
0, β1 − 2β2 ≥ 0},
c10 = {λ1 + λ2 − β2 ≥ 0, λ1 + 2λ2 − β1 ≥ 0, 2λ2 + β1 − 2β2 ≥ 0, λ1 −
β1 + β2 ≥ 0, −λ1 + β1 ≥ 0},
c11 = {2λ2 + β1 − 2β2 ≥ 0, −λ2 + β2 ≥ 0, −β1 + β2 ≥ 0, λ1 − β1 ≥ 0},
c12 = {−λ2 + β2 ≥ 0, λ2 ≥ 0, β1 − 2β2 ≥ 0, λ1 − β1 ≥ 0},
c13 = {−β1 + 2β2 ≥ 0, −λ1 + β1 − β2 ≥ 0, λ1 ≥ 0, λ2 − β2 ≥ 0},
c14 = {−λ1+β1−β2 ≥ 0, λ1+2λ2−β1 ≥ 0, −λ2+β2 ≥ 0, β1−2β2 ≥ 0},
c15 = {−β1+ β2 ≥ 0, −λ2+ β2 ≥ 0, 2λ2+ β1− 2β2 ≥ 0, λ1+λ2− β2 ≥
0, −λ1 + β1 ≥ 0},
2http://www.maplesoft.com/
3http://www-fourier.ujf-grenoble.fr/∼franz/
6 THOMAS BLIEM
c16 = {−λ1 − λ2 + β2 ≥ 0, λ1 +2λ2 − β1 ≥ 0, 2λ2 + β1 − 2β2 ≥ 0, λ1 −
β1 + β1 ≥ 0, β1 − β2 ≥ 0},
c17 = {λ2+β1−β2 ≥ 0, −2λ2−β1+2β2 ≥ 0, −β1+β2 ≥ 0, λ1−β1 ≥ 0},
c18 = {β1 − β2 ≥ 0, λ2 ≥ 0, −2λ2 − β1 + 2β2 ≥ 0, λ1 − β1 ≥ 0},
c19 = {−λ1+β1−β2 ≥ 0, −λ2+β2 ≥ 0, −β1+2β2 ≥ 0, λ1+2λ2−β1 ≥
0, λ1 + λ2 − β2 ≥ 0},
c20 = {λ1 + λ2 − β1 + β2 ≥ 0, −λ1 − 2λ2 + β1 ≥ 0, −λ1 + β1 − β2 ≥
0, β1 − 2β2 ≥ 0},
c21 = {λ1+λ2−β2 ≥ 0, −λ1+β1 ≥ 0, −2λ2−β1+2β2 ≥ 0, −β1+β2 ≥
0},
c22 = {−λ1 − λ2 + β2 ≥ 0, λ1 ≥ 0, 2λ2 + β1 − 2β2 ≥ 0, −β1 + β2 ≥ 0},
c23 = {λ2 ≥ 0, −λ1 − 2λ2 + β1 ≥ 0, λ1 − β1 + β2 ≥ 0, β1 − 2β2 ≥ 0},
c24 = {−2λ2− β1+2β2 ≥ 0, β1−β2 ≥ 0, λ1+λ2− β2 ≥ 0, −λ1+ β1 ≥
0, λ1 + 2λ2 − β1 ≥ 0},
c25 = {−λ1 − 2λ2 + β1 ≥ 0, −λ1 + β1 − β2 ≥ 0, −β1 + 2β2 ≥ 0, λ1 +
λ2 − β2 ≥ 0},
c26 = {λ1 ≥ 0, −λ1−λ2+β2 ≥ 0, −λ1+β1−β2 ≥ 0, λ1+2λ2−β1 ≥ 0},
c27 = {λ1 + 2λ2 + β1 − 2β2 ≥ 0, −λ1 − λ2 + β2 ≥ 0, −2λ2 − β1 + 2β2 ≥
0, −β1 + β2 ≥ 0},
c28 = {−λ1 − 2λ2 + β1 ≥ 0, −β1 + 2β2 ≥ 0, 2λ2 + β1 − 2β2 ≥ 0, λ1 −
β1 + β2 ≥ 0, λ1 + λ2 − β2 ≥ 0},
c29 = {λ2 ≥ 0, −λ1−2λ2+β1 ≥ 0, −2λ2−β1+2β2 ≥ 0, λ1+λ2−β2 ≥ 0},
c30 = {−λ1−λ2 + β2 ≥ 0, β1− β2 ≥ 0, λ1 +2λ2− β1 ≥ 0, −2λ2− β1+
2β2 ≥ 0},
c31 = {−λ1 − 2λ2 + β1 ≥ 0, −λ1 + β1 − β2 ≥ 0, 2λ1 + 2λ2 − β1 ≥
0, −λ1 − λ2 + β2 ≥ 0},
c32 = {2λ2 + β1 − 2β2 ≥ 0, −λ1 − λ2 + β2 ≥ 0, −λ1 − 2λ2 + β1 ≥
0, λ1 − β1 + β2 ≥ 0},
c33 = {−λ1 − λ2 + β2 ≥ 0, λ1 + 2λ2 − β2 ≥ 0, −λ1 − 2λ2 + β1 ≥
0, −2λ2 − β1 + 2β2 ≥ 0}.
In order to get a feeling for this decomposition of (Λ⊗ZR)× (Q⊗ZR), consider
the intersection of the fan with the affine plane given by λ = (1, 2) as indicated in
figure 1. In figure 2, you find a visualization of the induced decomposition of Q⊗ZR
in Cartesian coordinates with respect to the Killing form. The highest weight
ω1+2ω2 corresponds to the upper right corner. Note that this figure describes the
structure of the weight multiplicity function of any module of highest weight kλ for
k ∈ Z>0.
The quasi-polynomials describing the weight multiplicity function on the above
cones are
f1 =
1
2β1 +
1
2β2 + β2β1 −
1
2β
2
2 +
7
8 −
1
4β
2
1 +
1
8 (−1)
β1,
f2 =
1
2λ1 −
1
2β1 +
3
2β2 −
1
4λ
2
1 +
1
2β
2
2 +
7
8 −
1
4β
2
1 +
1
8 (−1)
β1+λ1 + 12λ1β1,
f3 =
1
8 (−1)
β1+ 12λ1+
1
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1
4λ
2
1+
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2
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1
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2
1+
1
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1
8 (−1)
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β2β1,
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1
8 (−1)
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1
4β
2
1 +
7
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3
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2
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f6 =
1
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1
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2
2 −
1
4β
2
1 + λ2β2 −
1
2λ2
2 + 18 (−1)
β1 + 78 ,
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Figure 2. Induced decomposition of the Weyl polytope for the
highest weight λ = ω1 + 2ω2.
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1
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1
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2
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1
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1
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2
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2
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f19 =
1
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3
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2
2 + λ2λ1 + λ2β2 +
3
2λ2 − λ2β1,
f24 =
3
2λ2+
1
2λ1+
1
2β1− β2−
1
4λ
2
1−
1
4β
2
1 −λ2β2+
1
2λ
2
2+
1
2λ1β1+λ2β1+
7
8 +
1
8 (−1)
β1+λ1 ,
f25 =
3
2λ2 +
3
2λ1 − β1 +
1
2β2 +
1
2λ
2
1 −
1
2β
2
2 + λ1β2 +
1
4β
2
1 + λ2λ1 + λ2β2 +
1
2λ
2
2 − λ1β1 +
7
8 +
1
8 (−1)
β1 − λ2β1,
f26 =
3
4 +
3
4λ
2
1+λ2λ1+λ2+
3
2λ1−
1
2λ1β1+
1
8 (−1)
β1 − 12β1+
1
8 (−1)
β1+λ1 ,
f27 = 2λ2 + λ1 + β1 − 2β2 +
1
4λ
2
1 + β
2
2 − λ1β2 +
1
4β
2
1 + λ2λ1 − 2λ2β2 +
λ22 +
1
2λ1β1 +
1
8 (−1)
β1+λ1 − β2β1 + λ2β1 +
7
8 ,
f28 =
3
2λ2 + λ1 −
1
2β1 − β
2
2 −
1
4β
2
1 + λ2λ1 + λ2β2 +
1
2λ
2
2 + β2β1 − λ2β1 +
7
8 +
1
8 (−1)
β1 ,
f29 = 1 +
5
2λ2 + λ1 − β2 + λ2λ1 − λ2β2 +
3
2λ
2
2,
f30 = 2λ2+λ1 +
1
2β1−
3
2β2+
1
4λ
2
1+
1
2β
2
2 − λ1β2 −
1
4β
2
1 +λ2λ1− 2λ2β2+
λ22 +
1
2λ1β1 +
7
8 +
1
8 (−1)
β1+λ1 + λ2β1,
f31 =
7
8+λ
2
2+λ
2
1+2λ2λ1+2λ2+2λ1−β1+
1
4β
2
1−λ2β1−λ1β1+
1
8 (−1)
β1 ,
f32 = 2λ2 +
3
2λ1 −
1
2β1 −
1
2β2 +
1
2λ
2
1 −
1
2β
2
2 − λ1β2 −
1
4β
2
1 + 2λ2λ1 + λ
2
2 +
1
8 (−1)
β1 + β2β1 +
7
8 − λ2β1,
f33 = 1 + 3λ2 +
3
2λ1 −
3
2β2 +
1
2λ
2
1 +
1
2β
2
2 − λ1β2 + 2λ2λ1 − 2λ2β2 + 2λ
2
2.
An example on how to use these tables: In order to determine the character of
V (λ) for λ = 4ω1 + 8ω2) we can observe that the tuples (λ, β) belong to c1 for
β ∈ {0, α1 + α2, 2α1 + α2, 2α1 + 2α2, 3α1 + 2α2, 4α1 + 2α2, 3α1 + 3α2, 4α1 +
3α2, 4α1 + 4α2}. So by evaluating the quasi-polynomial f1, we immediately get
the following weight multiplicities:
K
(4,8)
(0,0) = 1, K
(4,8)
(1,1) = 2, K
(4,8)
(2,1) = 3,
K
(4,8)
(2,2) = 4, K
(4,8)
(3,2) = 5, K
(4,8)
(4,2) = 6,
K
(4,8)
(3,3) = 6, K
(4,8)
(4,3) = 8, K
(4,8)
(4,4) = 9.
Note that if you want to compare the values e. g. using the LiE online calcula-
tor by A. Cohen et al.4 you have to take into account that LiE uses the inverse
parametrization of the simple roots, and that LiE denotes weights absolutely, not
with respect to the highest weight of the module under consideration. The necessary
reparametrization is
λ˜1 = λ2, µ˜1 = λ2 + β1 − 2β2,
λ˜2 = λ1, µ˜2 = λ1 − 2β1 + 2β2.
4http://www-math.univ-poitiers.fr/∼maavl/LiE/form.html
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Figure 3. Around the highest weight.
6. Some conclusions
Corollary 3. The weight 0 does not occur in V (λ) unless λ = iα1 + jα2 for
nonnegative integers i, j such that i2 ≤ j ≤ i. In this case
dimV (λ)0 =
i
2
− i2 + 3ij − 2j2 +
3 + (−1)i
4
.
Proof. The weight 0 does not occur in V (λ) unless λ ∈ Q, so suppose λ = iα1 +
jα2 = (2i− 2j)ω1+ (−i+2j)ω2. The inequalities imposed on i, j are equivalent to
λ being dominant. We calculate K
(2i−2j,−i+2j)
(i,j) using the above results: The vector
(2i− 2j,−i+ 2j, i, j) is contained in c10, so we get dimV (λ)0 by evaluating f10 at
this vector. This yields the asserted formula. 
It is well known that dimV (λ)λ = 1 for all dominant weights λ. But what is
dimV (λ)λ−ǫ for some fixed ǫ ∈ Q? See figure 3 for the picture of the Weyl polytope
around the highest weight.
Corollary 4. Let λ = λ1ω1 + λ2ω2 be a dominant weight. Then the weight multi-
plicities in V (λ) of weights close to λ are given by
dimV (λ)λ−α1 = 1 if λ1 ≥ 1,
dimV (λ)λ−2α1−α2 = 3 if λ1 ≥ 2, λ2 ≥ 1,
dimV (λ)λ−α1−α2 = 2 if λ1, λ2 ≥ 1,
dimV (λ)λ−α2 = 1 if λ2 ≥ 1.
Proof. The first equation can be seen as follows: dimV (λ)λ−α1 = K
(λ1,λ2)
(1,0) . For
λ1 ≥ 1, the vector (λ1, λ2, 1, 0) is in c5. The value of f5 at this vector is 1.
The remaining equations can be shown similarly. Note that in order to show
the second and third equation, one can use either f5 or f1 respectively either f1 or
f4. 
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