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Resumen
Una investigacio´n que inicie´ a mediados del an˜o 2004, para tratar de encontrar co´mo pudieron hacer los matema´ticos
de fines del siglo XVII, para encontrar la suma de algunas series de potencias infinitas, como por ejemplo la serie∑∞
k=1 k
3
(
1
2
)k , la pude concluir exitosamente.
A ese tipo de series yo las llamo geome´trico-polinomiales, ya que son series geome´tricas, con coeficientes dados por
una funcio´n polinomial Pn(k) , de grado n.
Usando te´cnicas similares a las que usaban los matema´ticos de aquellos tiempos, encontre´ un procedimiento que nos
permite reagrupar los te´rminos de la serie y expresarla con relacio´n a las diferencias entre sus coeficientes.
Este procedimiento lo demostre´ formalmente con el Teorema 1 que, por medio de la fo´rmula
∞∑
k=0
akr
k = a0S +
∞∑
k=1
(ak − ak−1) rkS
nos muestra como expresar una serie geome´trica infinita con relacio´n a las diferencias finitas de sus coeficientes.
Aplica´ndole n veces la fo´rmula anterior a la serie infinita, obtuve una serie finita equivalente a ella. Esto lo demostre´
formalmente con el Teorema 2 y el Teorema 3 que, con la fo´rmula
∞∑
k=m
∆k0r
k =
n∑
k=0
∆mk r
k+mSk+1
donde ∆ki representa las i-e´simas diferencias finitas de la funcio´n polinomial. Esta fo´rmula nos da´ la serie finita que
converge exactamente al mismo valor que la serie infinita original.
Palabras claves: Series, Series de Potencias, Series Infinitas, Series Geome´tricas, Funciones Polinomiales, Diferencias
Finitas, Ca´lculo de Diferencias Finitas, Bernoulli.
“As´ı como lo finito infinita serie encierra
Y en lo ilimitado limites aparecen,
As´ı el alma de la inmensidad en minucias reside
Y los l´ımites no existen en los ma´s estrechos l´ımites.
¡Que gozo el discernir en el infinito lo pequen˜o!
¡De dioses es percibir en lo minu´sculo lo inmenso!”
Jacob Bernoulli 2
1Fecha de recepcio´n del art´ıculo: Febrero, 2005. Fecha de aceptacio´n: Junio, 2005.
2Dunham, William. “VIAJE A TRAVE´S DE LOS GENIOS. Biograf´ıas y teoremas de los grandes matema´ticos”. Ediciones Pira´mide,
S.A., 1993. Madrid, Espan˜a.
21 Introduccio´n
En el siglo diecisiete las series infinitas no eran muy conocidas, pero a fines de ese siglo algunos matema´ticos ya
conoc´ıan algunos teoremas generales sobre las mismas y la suma de una gran cantidad de ellas.
Por ejemplo, la suma de la “serie telesco´pica”
∞∑
k=1
2
k(k + 1)
, la obtuvieron as´ı:
∞∑
k=1
2
k(k + 1)
= 2
[
1
2
+
1
6
+
1
12
+
1
20
+
1
30
+ ......
]
= 2
[(
1− 1
2
)
+
(
1
2
− 1
3
)
+
(
1
3
− 1
4
)
+
(
1
4
− 1
5
)
+ ......
]
= 2
[
1 +
(
−1
2
+
1
2
)
+
(
−1
3
+
1
3
)
+
(
−1
4
+
1
4
)
+ ......
]
= 2 [1] = 2
Dunham menciona que el matema´tico Jacob Bernoulli “no solo probo´ la divergencia de la serie armo´nica, sino que
tambie´n conoc´ıa la suma exacta de un nu´mero de [series] convergentes”3.
Por ejemplo, Jacob Bernoulli encontro´ la suma de la serie N =
∞∑
k=0
(a+ ck)
b
(
1
d
)k
de la siguiente manera4:
N =
a
b
+
a+ c
bd
+
a+ 2c
bd2
+
a+ 3c
bd3
+
a+ 4c
bd4
+ ...
Esto lo podemos escribir as´ı:
N =
(a
b
+
a
bd
+
a
bd2
+
a
bd3
+ ...
)
+
( c
bd
+
c
bd2
+
c
bd3
+ ...
)
+
( c
bd2
+
c
bd3
+ ...
)
+
( c
bd3
+ ...
)
+ ...
Como cada serie entre pare´ntesis es una serie geome´trica, si suponemos que
S =
(
1 +
1
d
+
1
d2
+
1
d3
+ ...
)
=
(
1
1− 1d
)
=
(
d
d− 1
)
3 Dunham, William. EULER The Master of Us All . The Mathematical Association of America, 1999. United States of America,
pp.39-41.
4 Ibid, p. 41
3Entonces
N =
a
b
S +
c
bd
S +
c
bd2
S +
c
bd3
S + ...
Es decir que
N =
a
b
S +
[ c
bd
S
](
1 +
1
d
+
1
d2
+
1
d3
...
)
=
a
b
S +
c
bd
S2
N =
a
b
(
d
d− 1
)
+
c
bd
(
d2
(d− 1)2
)
=
1
b
(
ad2 − ad+ cd
(d− 1)2
)
Dunham menciona tambie´n que Bernoulli encontro´ que:
∞∑
k=1
k2
(
1
2
)k
= 6
y que
∞∑
k=1
k3
(
1
2
)k
= 26
¿Co´mo encontro´ Bernoulli esas sumas?. Esta pregunta me motivo´ a investigar si hab´ıa algu´n procedimiento, parecido a
los que usaban los matema´ticos de aquella e´poca, que me permitiera encontrar fa´cilmente la suma de ese tipo de series
de potencias infinitas, a las que yo llamo “geome´trico-polinomiales”, ya que son series geome´tricas cuyos coeficientes
esta´n dados por una funcio´n polinomial de grado n con coeficientes reales.
Encontre´ un procedimiento cuya aplicacio´n repetida n veces (igual al grado de la funcio´n polinomial), me permitio´
convertir la serie infinita en una serie finita. El resultado de esto lo pude expresar por medio de unas fo´rmulas muy
expl´ıcitas, que nos dan la serie finita que converge exactamente al mismo valor que la serie infinita original.
A continuacio´n explico, de una manera muy visual y muy t´ıpica de la e´poca de Bernoulli, como es este procedimiento
de reagrupamiento de los te´rminos de la serie infinita, que es la clave para poder simplificarla y convertirla en una
serie finita.
2 Series geome´trico-polinomiales
Llamaremos S a la serie geome´trica dada por
S = 1 + r1 + r2 + r3 + r4 + r5 + r6 + . . . con r ∈ ]− 1, 1[ (1)
Supongamos ahora que tenemos una serie N dada por:
4N = a+ br1 + cr2 + dr3 + er4 + fr5 + . . . (2)
Los te´rminos de esta serie los podemos reagrupar as´ı:
N = 1 + r1 + r2 + r3 + r4 + r5 + r6 + . . .
+ 1 + r1 + r2 + r3 + r4 + r5 + r6 + . . .
...
+ 1 + r1 + r2 + r3 + r4 + r5 + r6 + . . . −→ a veces S = aS
+ r1 + r2 + r3 + r4 + r5 + r6 + . . .
+ r1 + r2 + r3 + r4 + r5 + r6 + . . .
...
+ r1 + r2 + r3 + r4 + r5 + r6 + . . . −→ +(b− a) veces r1 S = (b− a)r1 S
+ r2 + r3 + r4 + r5 + r6 + . . .
+ r2 + r3 + r4 + r5 + r6 + . . .
...
+ r2 + r3 + r4 + r5 + r6 + . . . −→ +(c− b) veces r2 S = (c− b)r2 S
+ r3 + r4 + r5 + r6 + . . .
+ r3 + r4 + r5 + r6 + . . .
...
+ r3 + r4 + r5 + r6 + . . . −→ +(d− c)r3 S
+ r4 + r5 + r6 + . . .
+ r4 + r5 + r6 + . . .
...
+ r4 + r5 + r6 + . . . −→ +(e− d)r4 S
· · · · · · · · ·
Por lo tanto la ecuacio´n (2) puede ser escrita as´ı:
N = aS + (b− a)r1S + (c− b)r2S + (d− c)r3S + (e− d)r4S + . . .
Esta manera tan visual de reagrupar los te´rminos de una serie para luego obtener su suma, era muy usada en aquellos
tiempos iniciales de la teor´ıa de las series infinitas. Con me´todos como ese los matema´ticos de fines del siglo XVII
empezaron a obtener el valor de muchas sumas infinitas.
El resultado anterior lo formalizaremos ahora por medio del siguiente teorema
Teorema 1
Si r ∈ ] − 1, 1[ , si los coeficientes ak esta´n en R y S es la serie geome´trica dada por S = 1 + r + r2 + r3 + ...,
entonces se cumple que
5∞∑
k=0
akr
k = a0S +
∞∑
k=0
(ak − ak−1)rkS
Demostracio´n: Sabemos que la serie S converge al valor
1
1− r por ser S la serie geome´trica, por lo tanto 1 = S−rS
Multiplicando ambos lados por ak obtenemos que
ak = akS − akrS
entonces
∞∑
k=0
akr
k =
∞∑
k=0
(akS − akrS) rk
de donde
∞∑
k=0
akr
k = (a0S − a0rS) +
(
a1rS − a1r2S
)
+
(
a2r
2S − a2r3S
)
+ ...
reagrupando los te´rminos obtenemos:
∞∑
k=0
akr
k = a0S + (−a0rS + a1rS)+
(−a1r2S + a2r2S)+ (−a2r3S + a3r3S)+ ...
∞∑
k=0
akr
k = a0S + (a1rS − a0rS)+
(
a2r
2S−a1r2S
)
+
(
a3r
3S−a2r3S
)
+ ...
que podemos escribir as´ı
∞∑
k=0
akr
k = a0S +
∞∑
k=1
(ak − ak−1) rkS
Ahora veremos un caso particular de una serie infinita geome´trico-polinomial, formada por un factor polinomial de
grado 3 y un factor geome´trico r ∈ ] − 1, 1[ . Demostraremos que esta serie se puede reducir a una serie finita de
solo cuatro te´rminos. Despue´s generalizaremos este resultado para cualquier funcio´n polinomial Pn(k) de grado n.
Sea M la serie definida por M =
∞∑
k=0
(
k3+2
)
rk
entonces M = 2 + 3r1 + 10r2 + 29r3 + 66r4 + 127r5 + · · · (3)
Por el Teorema 1, esta serie la podemos escribir as´ı:
M = 2S + (3− 2)r1S + (10− 3)r2S + (29− 10)r3S + (66− 29)r4S + (127− 66)r5S + · · ·
M = 2S + 1r1S + 7r2S + 19r3S + 37r4S + 61r5S + · · ·
M = 2S + r1S[1 + 7r1 + 19r2 + 37r3 + 61r4 + · · ·] (4)
Ahora a la suma que esta´ entre corchetes le aplicamos nuevamente el Teorema 1:
M = 2S + r1S[S + (7− 1)r1S + (19− 7)r2S + (37− 19)r3S + (61− 37)r4S + · · ·]
M = 2S + r1S[S + 6r1S + 12r2S + 18r3S + 24r4S + · · ·]
6M = 2S + 1r1S2 + r2S2[6 + 12r1 + 18r2 + 24r3 + · · ·] (5)
Nuevamente a la suma que esta´ entre corchetes le aplicamos el Teorema 1:
M = 2S + 1r1S2 + r2S2[6S + (12− 6)r1S + (18− 12)r2S + (24− 18)r3S + · · ·]
M = 2S + 1r1S2 + r2S2[6S + 6r1S + 6r2S + 6r3S + · · ·]
M = 2S + 1r1S2 + 6r2S3 + r3S3[6 + 6r1 + 6r2 + 6r3 + · · ·] (6)
M = 2S + 1r1S2 + 6r2S3 + 6r3S3[1 + r1 + r2 + r3 + · · ·]
Ahora como la suma que esta´ entre corchetes es la serie geome´trica S, obtenemos finalmente:
M = 2S + 1r1S2 + 6r2S3 + 6r3S4. (7)
Vemos pues que la serie infinita (3) se redujo a la serie finita (7) de solo 4 te´rminos, luego que le aplicamos 3 veces
seguidas el Teorema 1.
Este resultado lo podemos expresar as´ı:
∞∑
k=0
(
k3 + 2
)
rk =
3∑
k=0
∆0kr
kSk+1
Donde ∆0k representa los coeficientes de la fila k y la columna 0 de la “Matriz de Diferencias Finitas” que a
continuacio´n explicaremos como se obtiene.
La serie
∑∞
k=0
(
k3+2
)
rk es de la forma
∑∞
k=0 P3(k)r
k con P3(k) = k3 + 2 .
Para esa funcio´n polinomial podemos crear la siguiente Matriz de Diferencias Finitas:
i k → 0 1 2 3 4 5 6 7 . . .
0 P3(k) ∆k0 2 3 10 29 66 127 218 345 . . .
1 Primeras
Diferencias
∆k1 1 7 19 37 61 91 127 . . . . . .
2 Segundas
Diferencias
∆k2 6 12 18 24 30 36 . . . . . . . . .
3 Terceras
Diferencias
(constantes)
∆k3 6 6 6 6 6 . . . . . . . . . . . .
4 Cuartas
Diferencias
∆k4 0 0 0 0 . . . . . . . . . . . . . . .
TABLA 1. Matriz de Diferencias Finitas para la funcio´n P3(k) = k3 + 2
Observe que ∆ki se refiere al coeficiente correspondiente a la fila i y la columna k de la matriz de diferencias. Los
coeficientes ∆k0 corresponden a los valores de la funcio´n P3(k).
Los coeficientes ∆ki para i ≥ 1 se obtienen por medio de la siguiente relacio´n de recurrencia: ∆ki = ∆k+1i−1 −∆ki−1.
7Note que los coeficientes de la serie original (3) son los coeficientes ∆k0 de la fila 0 de la matriz de diferencias.
Los coeficientes de la ecuacio´n equivalente (4) esta´n dados por el coeficiente ∆00 de la fila 0 y todos los coeficientes ∆
k
1
de la fila 1 de la matriz de diferencias.
Los coeficientes de la ecuacio´n equivalente (5) esta´n dados por el coeficiente∆00 de la fila 0, el coeficiente ∆
0
1 de la fila
1 y todos los coeficientes ∆k2 de la fila 2 de la matriz de diferencias.
Los coeficientes de la ecuacio´n equivalente (6) esta´n dados por el coeficiente ∆00 de la fila 0, el coeficiente ∆
0
1 de la fila
1, el coeficiente ∆02 de la fila 2 y todos los coeficientes ∆
k
3 de la fila 3 de la matriz de diferencias.
Finalmente los coeficientes de la ecuacio´n (7) esta´n dados por los coeficientes ∆00, ∆
0
1, ∆
0
2 y ∆
0
3 todos correspondientes
a la columna 0 de la matriz de diferencias. La suma finita resultante tiene ahora solo 4 te´rminos, ya que los coeficientes
de la fila 4 en adelante son todos iguales a cero.
Ahora demostraremos que en general, si la funcio´n Pn(k) es una funcio´n polinomial de grado n y r ∈ ] − 1, 1[ ,
entonces la serie infinita
∑∞
k=0 Pn(k)r
k se puede reducir a una suma finita de solo n+ 1 te´rminos.
En la segunda mitad del siglo XIX el conocido matema´tico George Boole demostro´ que si Pn(k) es una funcio´n poli-
nomial de grado n , entonces sus navas diferencias sera´n constantes 5:
La prueba es sencilla. Si Pn(k) = akn + bkn−1 + ckn−2 + · · ·
Entonces las primeras diferencias sera´n:
∆k1 = Pn(k + 1)− Pn(k)
∆k1 = a (k + 1)
n + b (k + 1)n−1 + ......− akn − bkn−1 − · · ·
∆k1 = ak
n + ankn−1+...+ bkn−1+b (n− 1) kn−2 + ...− akn − bkn−1 − · · ·
O sea de la forma ∆k1 = ank
n−1+B1kn−2+C1kn−3+· · · , que es una funcio´n polinomial de grado n−1 con coeficientes
B1 y C1 constantes.
Similarmente obtenemos que las segundas diferencias sera´n de la forma:
∆k2 = an(n− 1)kn−2 +B2kn−3 + C2kn−4 + . . .
que es una funcio´n polinomial de grado n− 2 con coeficientes B2 y B2 constantes.
Y as´ı sucesivamente hasta que finalmente las navas diferencias sera´n constantes:
∆kn = an(n− 1)(n− 2)......1
5Boole, George. A Treatise On The Calculus of Finite Differences. Dover Publications, Inc., 1960. New York, United States
of America. (Republicacio´n del trabajo original publicado por Macmillan and Company en 1872). pp. 3-5.
8∆kn = an!
donde a corresponde al coeficiente del te´rmino de mayor grado del polinomio.
Para la demostracio´n del caso general usaremos la siguiente matriz de diferencias finitas:
i k −→ 0 1 2 3 4 5 . . .
0 Pn(k) = ∆k0 ∆
0
0 ∆
1
0 ∆
2
0 ∆
3
0 ∆
4
0 ∆
5
0 . . .
1 Primeras
Diferencias
∆01 ∆
1
1 ∆
2
1 ∆
3
1 ∆
4
1 ∆
5
1 . . .
2 Segundas
Diferencias
∆02 ∆
1
2 ∆
2
2 ∆
3
2 ∆
4
2 ∆
5
2 . . .
3 Terceras
Diferencias
∆03 ∆
1
3 ∆
2
3 ∆
3
3 ∆
4
3 ∆
5
3 . . .
. . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . .
n n avas
Diferencias= cnn!
(constantes)
∆0n ∆
1
n ∆
2
n ∆
3
n ∆
4
n ∆
5
n . . .
TABLA 2. Matriz de Diferencias Finitas para una funcio´n Pn(k) de grado n
Sea M =
∑∞
k=0 Pn(k)r
k con Pn(k) = cnkn + cn−1kn−1 + · · ·+ c0 (8)
Entonces M =
∑∞
k=0∆
k
0r
k = ∆00 +∆
1
0r +∆
2
0r
2 +∆30r
3 +∆40r
4 + . . .
Por el Teorema 1 y siguiendo los mismos pasos que en el ejemplo nume´rico anterior, esta serie la podemos escribir as´ı:
M = ∆00S + (∆
1
0 −∆00)r1S + (∆20 −∆10)r2S + (∆30 −∆20)r3S + (∆40 −∆30)r4S + ...
M = ∆00S + r
1S { (∆10 −∆00) + (∆20 −∆10)r1 + (∆30 −∆20)r2 + (∆40 −∆30)r3 + ... }
Aplicando nuevamente el Teorema 1 a la parte que esta´ entre llaves obtenemos:
M = ∆00S + r
1S { (∆10 −∆00)S + [(∆20 −∆10)− (∆10 −∆00)]r1S + [(∆30 −∆20)− (∆20 −∆10)]r2S ...}
M = ∆00S + (∆
1
0 −∆00)r1S2 + r2S2 { [(∆20 −∆10)− (∆10 −∆00)] + [(∆30 −∆20)− (∆20 −∆10)]r1 ...}
...............
M = ∆00S + (∆
1
0 −∆00)r1S2 + [(∆20 −∆10)− (∆10 −∆00)]r2S3 + · · ·+ rnSn[∆0n +∆1nr1 +∆2nr2 +∆3nr3 + · · ·]
9Y como todos los coeficientes de la fila nava son todos constantes e iguales a ∆0n = cn n! :
M = ∆00S + (∆
1
0 −∆00)r1S2 + [(∆20 −∆10)− (∆10 −∆00)]r2S3 + · · ·+ rnSn[∆0n +∆0nr1 +∆0nr2 +∆0nr3 + · · ·]
M = ∆00r
0S1+∆01r
1S2+∆02r
2S3+. . .. . .. . .+∆0nrnSn+1 (9)
Vemos pues que la serie infinita (8) se redujo a la serie finita (9) que tiene solo n+ 1 te´rminos.
El resultado anterior lo podemos formalizar por medio del siguiente teorema:
Teorema 2
Si Pn(k) es una funcio´n polinomial de grado n con coeficientes reales y ∆ki representa sus i-e´simas diferencias finitas,
si r ∈ ]− 1, 1[ y S es la serie geome´trica dada por S = 1 + r + r2 + r3 + · · · entonces se cumple que:
∞∑
k=0
Pn(k)rk =
n∑
k=0
∆0kr
kSk+1
Demostracio´n: Al aplicar el Teorema 1 por primera vez obtenemos que:
∞∑
k=0
∆k0r
k = ∆00S +
∞∑
k=1
(
∆k0 −∆k−10
)
rkS
de donde obtenemos que
∞∑
k=0
∆k0r
k = ∆00S + rS
∞∑
k=1
∆k−11 r
k−1
que podemos escribir as´ı:
∞∑
k=0
∆k0r
k = ∆00S + rS
∞∑
k=0
∆k1r
k
Similarmente, despue´s de aplicar n veces el Teorema 1 tendremos que:
∞∑
k=0
∆k0r
k =
n−1∑
k=0
∆0kr
kSk+1 + rnSn
∞∑
k=0
∆knr
k (*)
Si n resulta ser el grado de la funcio´n polinomial Pn(k) entonces sus navas diferencias ∆kn sera´n constantes, razo´n
por la cual la serie infinita de la derecha se simplifica as´ı:
∞∑
k=0
∆knr
k = ∆0n
∞∑
k=0
rk = ∆0nS
Sustituyendo este valor en la fo´rmula (*) obtenemos que:
10
∞∑
k=0
∆k0r
k =
n−1∑
k=0
∆0kr
kSk+1 + rnSn
(
∆0nS
)
∞∑
k=0
∆k0r
k =
n−1∑
k=0
∆0kr
kSk+1 +∆0nr
nSn+1
que podemos escribir as´ı:
∞∑
k=0
∆k0r
k =
n∑
k=0
∆0kr
kSk+1
Con el Teorema 2 demostramos que si n es el grado del polinomio Pn(k) entonces:
∞∑
k=0
Pn(k)rk =
n∑
i=0
∆0i r
iSi+1 (10)
Como S =
1
1− r la fo´rmula anterior puede escribirse as´ı:
∞∑
k=0
Pn(k)rk =
n∑
i=0
∆0i
ri
(1− r)i+1 (11)
Ahora sea r =
1
p
con p ∈ R y |p| > 1 entonces S = 1
1− 1p
=
p
p− 1
y tenemos que riSi+1 =
1
pi
pi+1
(p− 1)i+1 =
p
(p− 1)i+1
Por lo tanto, tambie´n podemos escribir la fo´rmula (10) as´ı:
∞∑
k=0
Pn(k)rk = p
n∑
i=0
∆0i
(p− 1)i+1 (12)
Asimismo teniendo en cuenta que S =
1
1− r y por lo tanto r =
S − 1
S
Entonces riSi+1 =
(S − 1)iSi+1
Si
= (S − 1)iS
Por lo tanto, tambie´n podemos escribir la fo´rmula (10) as´ı:
∞∑
k=0
Pn(k)rk = S
n∑
i=0
∆0i (S − 1)i (13)
Supongamos ahora que queremos calcular la suma de la serie mostrada en (3) pero a partir del tercer te´rmino, es decir
a partir del ı´ndice i = 2 :
F =
∞∑
k=2
(
k3 + 2
)
rk = 10r2 + 29r3 + 66r4 + 127r5 + . . .
11
Esto podemos escribirlo as´ı:
F =
∞∑
k=0
[
(k + 2)3 + 2
]
rk+2 = r2
∞∑
k=0
[
(k + 2)3 + 2
]
rk
Para la funcio´n P3(k) = (k + 2)3 + 2 podemos crear una matriz de diferencias finitas que ser´ıa similar a la mostrada
en la Tabla 1, pero sin incluir las 2 primeras columnas. Es decir la columna 0 de esta nueva matriz ser´ıa igual a la
columna 2 de aquella, la columna 1 de esta nueva matriz seria igual a la columna 3 de aquella y as´ı sucesivamente.
El resultado final al aplicar la fo´rmula (10) resultara´ ser la serie finita:
F = r2(10S + 19r1S2 + 18r2S3 + 6r3S4)
O sea que F = 10r2S + 19r3S2 + 18r4S3 + 6r5S4 (14)
Pero desde luego, es ma´s fa´cil usar directamente la columna 2 de la misma matriz que ya ten´ıamos construida en la
Tabla 1 y resolverlo de la siguiente manera:
F =
∞∑
k=2
(
k3+2
)
rk =
3∑
k=0
∆2kr
k+2Sk+1
donde ∆2k representa los coeficientes de la columna 2 de la matriz de diferencias.
Con esta fo´rmula obtenemos para F el mismo resultado que obtuvimos en (14).
Veamos:
F =
3∑
k=0
∆2kr
k+2Sk+1 = 10r2S + 19r3S2 + 18r4S3 + 6r5S4
Este resultado lo generalizaremos formalmente por medio del siguiente teorema:
Teorema 3
Si Pn(k) es una funcio´n polinomial de grado n con coeficientes reales y ∆ki representa sus i-e´simas diferencias finitas,
si r ∈ ]− 1, 1[ y S es la serie geome´trica dada por S = 1 + r + r2 + r3 + · · · entonces se cumple que:
∞∑
k=m
Pn(k)rk =
n∑
k=0
∆mk r
k+mSk+1
Demostracio´n:
∞∑
k=m
Pn(k)rk =
∞∑
k=0
Pn(k +m)rk+m = rm
∞∑
k=0
Pn(k +m)rk
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Por el Teorema 2 y denotando por ∇ la matriz de diferencias de la funcio´n Pn(k +m)
tenemos que:
∞∑
k=m
Pn(k)rk = rm
∞∑
k=0
∇0krkSk+1 (*)
Ahora, si ∆ denota la matriz de diferencias de la funcio´n Pn(k)
entonces: ∇0k = ∆mk
ya que la columna 0 de la matriz ∇es igual a la columnamde la matriz ∆, la columna 1 de la matriz ∇ es igual a la
columna m+ 1de la matriz ∆, etc.
Por lo tanto podemos escribir la fo´rmula (*) as´ı:
∞∑
k=m
Pn(k)rk = rm
∞∑
k=0
∆mk r
kSk+1
es decir que:
∞∑
k=m
Pn(k)rk =
n∑
k=0
∆mk r
k+mSk+1
Con el Teorema 3 demostramos que si n es el grado del polinomio Pn(k)entonces:
∞∑
k=m
Pn(k)rk =
n∑
i=0
∆mi r
i+mSi+1 (15)
Como S =
1
1− r la fo´rmula anterior puede escribirse as´ı:
∞∑
k=m
Pn(k)rk =
n∑
i=0
∆mi
ri+m
(1− r)i+1 (16)
Ahora, teniendo en cuenta que r =
1
p
y que S =
p
p− 1 resulta que r
i+mSi+1 =
1
pi+m
pi+1
(p− 1)i+1 =
p1−m
(p− 1)i+1
Por lo tanto, a la fo´rmula (15) la podemos escribir tambie´n as´ı:
∞∑
k=m
Pn(k)rk = p1−m
n∑
i=0
∆mi
(p− 1)i+1 (17)
Similarmente, teniendo en cuenta que r = S−1S resulta que
ri+mSi+1 =
(S − 1)i+m Si+1
Si+m
= (S − 1)i+m S1−m
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Por lo tanto, a la fo´rmula (15) la podemos escribir tambie´n as´ı:
∞∑
k=m
Pn(k)rk = S1−m
n∑
i=0
∆mi (S − 1)i+m (18)
Estas u´ltimas cuatro fo´rmulas contienen el resultado final de mi investigacio´n.
Veamos ahora algunos ejemplos del uso de estas fo´rmulas:
Ejemplo 1
Jacob Bernoulli encontro´ la suma de la serie
N =
1
b
∞∑
k=0
(a+ ck)
(
1
d
)k
por un camino mucho ma´s largo y complicado, como vimos al comienzo de este art´ıculo, por lo cual es muy probable
que no conociera el procedimiento que empleamos para deducir las fo´rmulas anteriores.
Usando nuestra fo´rmula podemos encontrar ra´pidamente la suma de esa serie:
La matriz de diferencias finitas para la funcio´n P1(k) = (a+ ck) es la siguiente:
i k −→ 0 1 2 3 4 5 . . .
0 P1(k) a a+ c a+ 2c a+ 3c a+ 4c a+ 5c . . .
1 Primeras = c× 1!
Diferencias
c c c c c c . . .
TABLA E1. Matriz de Diferencias Finitas para la funcio´n P1(k) = (a+ ck)
Tenemos que el factor geome´trico es r =
1
d
y por lo tanto p = d .
Por la fo´rmula (12) tenemos que:
N =
1
b
∞∑
k=0
(a+ ck)
(
1
d
)k
=
d
b
1∑
i=0
∆0i
(d− 1)i+1
Por lo tanto:
N =
d
b
[(
a
d− 1
)
+
(
c
(d− 1)2
)]
=
d
b
[
a (d− 1) + c
(d− 1)2
]
N =
1
b
(
ad2 − ad+ cd
(d− 1)2
)
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Ejemplo 2
Calcule la suma de la serie
∞∑
k=0
(2k + 7)3
(−4)3k+5
Esta serie la podemos escribir as´ı M =
1
−45
∞∑
k=0
(2k + 7)3
(
1
−64
)k
La matriz de diferencias finitas para la funcio´n polinomial P3(k) = (2k + 7)3 es la siguiente:
i k −→ 0 1 2 3 4 . . .
0 P3(k) 343 729 1331 2197 3375 . . .
1 Primeras
Diferencias
386 602 866 1178 . . . . . .
2 Segundas
Diferencias
216 264 312 . . . . . . . . .
3 Terceras 23 × 3!
diferencias
48 48 . . . . . . . . . . . .
TABLA E2. Matriz de Diferencias Finitas para la funcio´n P3(k) = (2k + 7)3
Tenemos que el factor geome´trico es r =
1
−64 y por lo tanto p = −64 .
Por la fo´rmula (12):
M =
1
(−4)5
∞∑
k=0
(2k + 7)3
(
1
−64
)k
=
−64
(−4)5
3∑
i=0
∆0i
1
(−65)i+1
Es decir que:
M =
−64
−1024
[(
343
(−65)1
)
+
(
386
(−65)2
)
+
(
216
(−65)3
)
+
(
48
(−65)4
)]
M =
1
16
[
−
(
343
651
)
+
(
386
652
)
−
(
216
653
)
+
(
48
654
)]
= −0.324146623
Ejemplo 3
Calcule la suma de la serie M =
∞∑
k=0
pik2 − e
2k
Esta serie la podemos escribir as´ı: M =
∞∑
k=0
(
pik2−e)(1
2
)k
La matriz de diferencias finitas para la funcio´n polinomial con coeficientes reales P2(k) =
(
pik2 − e) es la siguiente:
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i k −→ 0 1 2 3 . . .
0 P2(k) −e pi − e 4pi − e 9pi − e . . .
1 Primeras Diferencias pi 3 pi 5 pi 7 pi . . .
2 Segundas pi × 2! diferencias 2 pi 2 pi 2 pi 2 pi . . .
TABLA E3. Matriz de Diferencias Finitas para la funcio´n P2(k) = pik2 − e
Tenemos que el factor geome´trico es r =
1
2
y por lo tanto p = 2 .
Por la fo´rmula (12):
M =
∞∑
k=0
pik2
(
1
2
)k
= 2
2∑
i=0
∆0i
1
1i+1
= 2
2∑
i=0
∆0i
Es decir que:
M = 2 [−e+ pi + 2pi]
M = 6pi − 2e ≈ 13.41299226
Ejemplo 4
Calcule la suma de la serie M =
∞∑
k=0
(
3k2 + k + 3
)3
3k
La funcio´n P6(k) =
(
3k2 + k + 3
)3 es una funcio´n polinomial de grado 6 cuyas sextas diferencias son constantes e
iguales a 336! = 19440 .
La matriz de diferencias finitas para la funcio´n P6(k) = (3k2 + k + 3)3 es la siguiente:
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i k −→ 0 1 2 3 4 5
0 P6(k) 27 343 4913 35937 166375 571787
1 Primeras
Diferencias
316 4570 31024 130438 405412 1029826
2 Segundas
Diferencias
4254 26454 99414 274974 624414 1238454
3 Terceras
Diferencias
22200 72960 175560 349440 614040 . . .
4 Cuartas
Diferencias
50760 102600 173880 264600 . . . . . .
5 Quintas
Diferencias
51840 71280 90720 . . . . . . . . .
6 Sextas 33 × 6!
diferencias
19440 19440 . . . . . . . . . . . .
TABLA E4. Matriz de Diferencias Finitas para la funcio´n P6(k) =
(
3k2 + k + 3
)3
Tenemos que p = 3 .
Por la fo´rmula (12): M =
∞∑
k=0
(
3k2 + k + 3
)3(1
3
)k
= 3
6∑
i=0
∆0i
(
1
2i+1
)
Es decir que:
M = 3
[
27
(
1
21
)
+ 316
(
1
22
)
+ 4254
(
1
23
)
+ 22200
(
1
24
)
+ 50760
(
1
25
)
+ 51840
(
1
26
)
+ 19440
(
1
27
)]
M = 3
[(
27
21
)
+
(
316
22
)
+
(
4254
23
)
+
(
22200
24
)
+
(
50760
25
)
+
(
51840
26
)
+
(
19440
27
)]
M = 13679.625
Ejemplo 5
Calcule la suma de la serie M =
∞∑
k=0
1
3k
4 + 34
7k
La funcio´n P4(k) = 13k
4+ 34 es una funcio´n polinomial de grado 4, con coeficientes racionales, cuyas cuartas diferencias
son constantes e iguales a (1/3)4! = 8 .
La matriz de diferencias finitas para la funcio´n P4(k) = 13k
4 + 34 es la siguiente:
i k −→ 0 1 2 3 4 5 6
0 P4(k) 3/4 13/12 73/12 111/4 1033/12 2509/12 1731/4
1 Primeras Diferencias 1/3 5 65/3 175/3 123 671/3 1105/3
2 Segundas Diferencias 14/3 50/3 110/3 194/3 302/3 434/3 590/3
3 Terceras Diferencias 12 20 28 36 44 52 60
4 Cuartas (1/3)× 4! diferencias 8 8 8 8 8 8 8
TABLA E5. Matriz de Diferencias Finitas para la funcio´n P4(k) = (1/3)k4 + 3/4
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Como S =
1
1− r =
7
6
y por lo tanto S − 1 = 1
6
Por la fo´rmula (13) tenemos que:
M =
∞∑
k=0
(
1
3
)
k4 +
(
3
4
)
7k
=
(
7
6
) 4∑
i=0
∆0i
(
1
6
)i
M =
(
7
6
)[(
3
4
)
+
(
1
3
)(
1
6
)
+
(
14
3
)(
1
62
)
+ 12
(
1
63
)
+ 8
(
1
64
)]
M = 1.163065844
Ejemplo 6
Calcule la suma del ejercicio anterior pero sin incluir los primeros 5 te´rminos de la serie:
M =
∞∑
k=5
1
3k
4 + 34
7k
Usaremos la misma matriz de diferencias finitas del ejemplo anterior.
Por la fo´rmula (18) tenemos que:
M =
∞∑
k=5
(
1
3
)
k4 +
(
3
4
)
7k
=
1
(7/6)4
4∑
i=0
∆5i
(
1
6
)i+5
Por tanto, usaremos los coeficientes de la columna 5 de la Matriz de Diferencias Finitas de la Tabla E5:
M =
(
64
74
)[(
2509
12
)(
1
65
)
+
(
671
3
)(
1
66
)
+
(
434
3
)(
1
67
)
+ 52
(
1
68
)
+ 8
(
1
69
)]
M = 0.017397372
3 Conclusio´n
En este art´ıculo llamamos “series geome´trico-polinomiales” a aquellas series geome´tricas cuyos coeficientes esta´n dados
por una funcio´n polinomial de grado n con coeficientes reales.
Toda serie de potencias infinita geome´trico-polinomial, puede convertirse en una serie de potencias finita de solo n+1
te´rminos. Esto lo demostramos formalmente por medio del Teorema 1 que nos muestra como expresar una serie
geome´trica con relacio´n a las diferencias finitas de sus coeficientes y por medio del Teorema 2 que nos muestra co´mo,
despue´s de aplicar n veces el Teorema 1, llegamos a obtener una serie finita con solo n + 1 te´rminos, equivalente a
la serie infinita original. El Teorema 3 nos permite encontrar cua´l es la serie finita equivalente a una serie infinita,
cuyo valor inicial para el ı´ndice es m en vez de 0.
En la revista Science del 24 de Junio de 2005 mencionan que el profesor William Dunham, en su nuevo libro “The
Calculus Gallery, Masterpieces from Newton to Lebesgue” proporciona la demostracio´n de Jacob Bernoulli
de la suma
∑∞
k=1 k
3
(
1
p
)k
. Originalmente la demostracio´n aparecio´ en la obra de Bernoulli “Tractatus de seriebus
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infinitis earumque summa finita” (Tratado sobre las series infinitas y sus sumas finitas).
Despue´s de consultar el libro de Dunham encontramos que Bernoulli dedujo que
∞∑
k=1
k3
(
1
d
)k
=
d
(
d2 + 4d+ 1
)
(d− 1)4
usando un me´todo muy similar al que vimos para la serie N al inicio de este art´ıculo.
Evidentemente Jacob Bernoulli encontro´ la suma de algunas series infinitas geome´trico-polinomiales, por me´todos
va´lidos para algunos polinomios particulares, pero no por medio de un me´todo general, va´lido para cualquier poli-
nomio, como si hicimos nosotros y lo documentamos en este art´ıculo.
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