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ABSTRACT
Polymers have potential for a wide range of applications. The effectiveness of
polymers can be further enhanced through the addition of nanofillers that improve
thermal, mechanical, and electrical properties of the polymer. Carbon based nanofillers
such as carbon nanotube (CNT), graphene, and carbon nanofibre (CNF) are of particular
interest due to their high properties and high aspect ratios. However, limited
understanding of the governing interactions of these nanofillers with polymers limits the
effectiveness of the final nanocomposite.
The first facet of this dissertation focuses on determining the dominating
interactions between pristine CNT and graphene with nylon 6 monomer and the roles
defects play in that interaction. Chapter III focuses on the effects of functionalization of
CNT and graphene on their material properties and the dominating interactions. Chapter
IV analyzes the relationship between the strength of interaction with nylon 6 and the
nanofillers with the resulting effect on the nanocomposite’s Young’s modulus.
Chapter II effectively shows that van der Waals interactions dominate the
complex formation of graphene with CNT and with nylon 6. CNT is found to interact
more strongly with graphene than with itself, indicating the potential for graphene as a
CNT dispersant. It is also shown that the presence of a defect in CNT reduces possible
interactions with graphene and nylon 6 but the presence of a defect on graphene has no
effect on interactions. Chapter III reveals that functionalization of CNT and graphene
improves interaction strength of the CNT-graphene complex and highlights the reduction
in Young’s modulus as a result of the functionalization. Chapter IV shows that stronger
interactions with nylon 6 results in better improvement of Young’s modulus of nylon 6
ii

nanocomposite where the CNT-graphene complex had the best improvement of the
original polymer.

iii

ACKNOWLEDGMENTS
I would like to gratefully acknowledge several individuals without whom this
dissertation would not have been possible.
My advisor, Dr. Gopinath Subramanian, for training me and for providing me
with the guidance necessary to be a better researcher and mentor. Thank you for
supporting me throughout this whole process.
My second advisor, Dr. Sergei Nazarenko, who willfully supported me without
hesitation in my final year of my PhD.
My committee member and advisor, Dr. Manoj Shukla, for providing insight into
the working force and for providing opportunities for my growth through my internship
at ERDC.
My other committee members, Dr. Derek Patton, Dr. Jeffrey Wiggins, and Dr.
Ras Pandey for their support and willingness to help me in my pursuit for education and
career.
Dr. Guido Todde and Dr. Sanjiv Jha, who patiently trained me and provided me
opportunities to grow through applications to their research.
My friend and coworker, Dr. Brian Olson, who never failed to provide aid when I
experienced technical issues or wished to discuss MD topics
My first year class, especially Joshua Tropp, Jacob Schekman, Jeremy Weigand,
and Tamuka Chidanguro, along with Jessica Davison who provided support and
friendship during my time here.
My family who provided unwavering support leading up to and during my time
here.
iv

And finally, the funding that made my research possible including the National
Research Trainee Internship (Award #1449999) through the National Science Foundation
and collaboration with ERDC through Dr. Manoj Shukla.

v

TABLE OF CONTENTS
ABSTRACT........................................................................................................................ ii
ACKNOWLEDGMENTS ................................................................................................. iv
LIST OF TABLES ............................................................................................................. ix
LIST OF SCHEMES.......................................................................................................... xi
CHAPTER I – Background and Simulation Methods ........................................................ 1
1.1 Background ............................................................................................................... 1
1.2 Simulation Methods .................................................................................................. 5
1.2.1 Density Functional Theory and Molecular Dynamics ....................................... 5
1.2.2 DFT Functionals ................................................................................................ 7
1.2.3 Psuedopotentials ................................................................................................ 7
1.2.4 Kohn-Sham Wave Functions ............................................................................. 8
1.2.5 BFGS Algorithm ................................................................................................ 8
1.2.6 MD Force Field .................................................................................................. 9
1.2.7 MD Potentials .................................................................................................... 9
1.2.8 MD Thermostat ................................................................................................ 10
1.2.9 MD Equilibrations ........................................................................................... 10
1.2.10 Interaction Energy .......................................................................................... 11
1.2.11 Electron Density Difference Calculations ..................................................... 11
1.2.12 Young’s Modulus........................................................................................... 12
vi

1.3 References ............................................................................................................... 13
CHAPTER II - Role of Stone-Wales Defects on the Interfacial Interactions among
Graphene, Carbon Nanotube, and Nylon 6: A First-Principles Study .............................. 16
2.1 Abstract ................................................................................................................... 16
2.2 Background ............................................................................................................. 16
2.3 Computational Methods ......................................................................................... 18
2.4 Results and Discussion ........................................................................................... 21
2.4.1 Interactions Between Carbon Nanotubes and Graphene ................................. 21
2.4.2 Interactions between Nylon 6 and Carbon Nanomaterials .............................. 29
2.5 Conclusion .............................................................................................................. 35
2.6 References ............................................................................................................... 36
CHAPTER III First-Principles Study of the Interactions between Graphene Oxide and
Amine-Functionalized Carbon Nanotube* ........................................................................ 38
3.1 Abstract ................................................................................................................... 38
3.2 Introduction ............................................................................................................. 39
3.3 Computational Methods ........................................................................................ 41
3.4 Results and Discussion.......................................................................................... 45
3.4.1 Interactions Between Graphene-Oxide and Carbon Nanotube ........................ 45
3.4.2 Elastic Properties ............................................................................................. 59
3.5 Conclusions ........................................................................................................... 60
vii

3.6 References ............................................................................................................... 62
CHAPTER IV – Large Atomic Analysis of Effects of CNT and Graphene, both
Functionalized and Pristine, Addition to Nylon 6 Polymer on the Mechanical Properties
of the Resulting Melt. ....................................................................................................... 67
4.1 Introduction ............................................................................................................. 67
4.2 Simulation Methods ................................................................................................ 68
4.2.1 Functionalized Graphene/CNT ........................................................................ 68
4.2.1.1 MD Validation .......................................................................................... 68
4.2.1.2 Optimizing CNT-Graphene Functionalization. ........................................ 69
4.2.2 CNF Building and Interaction Calculations ..................................................... 70
4.2.3 Nylon 6 Nanocomposites ................................................................................. 71
4.3 Results and Discussion ........................................................................................... 72
4.3.1 MD Validation of Functionalized CNT-GO Complexes ................................. 72
4.3.2 GO-CNT-NH2 Optimization ............................................................................ 74
4.3.3 CNF Interactions .............................................................................................. 80
4.3.4 Nylon 6 Nanocomposites ................................................................................. 81
4.4 Conclusions ............................................................................................................. 83
4.5 References ............................................................................................................... 84
CHAPTER V – Summary and Future Outlooks ............................................................... 87
APPENDIX A ................................................................................................................... 91
viii

LIST OF TABLES
Table 2.1 Computed Interaction Energies between CNTs and Graphenea ....................... 21
Table 2.2 Simulated Young’s Moduli of Individual Carbon Nanomaterials .................... 27
Table 2.3 Computed Interaction Energies between Nylon 6 and Carbon Nanomaterials 29
Table 2.4 Computed Interaction Energies between Nylon 6 and Carbon Nanomaterials 30
Table 2.5 Simulated Young's Moduli of Complexes of Nylon 6 and Carbon
Nanomaterials. .................................................................................................................. 33
Table 3.1 Computed Interaction Energies and Equilibrium Separations between GO
(Models I-III) and CNT.................................................................................................... 49
Table 3.2 Computed Interaction Energies and Equilibrium Separations between GO (Models
IV-VI) and CNT ................................................................................................................ 54
Table 3.3 Computed Interaction Energies and Equilibrium Separations between Heavily
Functionalized Models of GO (Models VII-X) and CNT.................................................. 57
........................................................................................................................................... 57
Table 3.4 Simulated Young’s Moduli of Functionalized Carbon Nanomaterials ................. 60
Table 4.1 Comparison of Interaction Energies of GO-CNT Complexes .......................... 72
Table 4.2 Young’s Moduli Values for GO and CNT-NH2 with Different Amounts of
Functionalization............................................................................................................... 76
Table 4.3 Interaction Energies for GO-CNT-NH2 Complexes as a function of
Functionalization............................................................................................................... 78
Table 4.4 Interaction Energies for CNF with itself and with Nylon 6 .............................. 80
Table 4.5 Young’s Moduli for Nylon 6 Nanocomposites with 0-4% by Weight Nanofiller
........................................................................................................................................... 82
ix

Table A.1 Comparison of Computed Interaction Energies between GO (Model I) and
CNT using vdW-DF2 and Grimme’s-D2 Methods .......................................................... 91
Table A.2 Computed Interaction Energies between Selected Models of GO (Models I and
II) and CNT as a Function of n × n × 1 k-point Mesh with n = 1−3 ................................ 91
Table A.3 Interaction Energies between Selected Models of GO and CNT Obtained from
the Energies of Constituents within the Complex Geometry, and within their Own
Optimized Geometry. Deformation Energy (Edef ) is Calculated as a difference
between Two Interaction Energies.................................................................................... 94

x

LIST OF SCHEMES
Scheme 4.1 ........................................................................................................................ 70

xi

CHAPTER I – Background and Simulation Methods
1.1 Background
The enhancement of polymers through the addition of nanofillers was initially
investigated in 1950 with the addition of exfoliated layered silicate fillers.1 However,
academic and industrial interest in polymer nanocomposites did not grow until the Toyota
research group demonstrated a large enhancement in the mechanical properties of nylon 6
using montmorillonite as a filler.2 The large range of potential applications in automotive,
aerospace, construction, and electronic industries resulting from the enhancement of
polymers garnered significant interest in the field.3-7 Initially, most research involving
polymer nanocomposites revolved around the use of natural materials such as
montmorillonite and synthetic clay as nanofillers.8, 9 However, the electrical and thermal
conductivity of clay minerals are poor and alternative nanofillers needed to be
determined.10, 11 These limitations led to the introduction of carbon-based nanofillers such
as carbon nanotubes (CNT), graphene, and carbon nanofibres (CNF) for enhancement of
polymer matrices.
The discovery of carbon nanotubes (CNT) can be traced back to 1985 during the
discovery of fullerene structures, i.e. buckyballs.12 Through extending the length of the
buckyball, a narrow and long tube is created which is the basic form of a CNT.13 CNT
have incredible material properties such as a Young’s modulus of 1 TPa and high
electrical capacitance.14 CNT also had a high aspect ratio, making it ideal as a nanofiller.
However, CNT tended to aggregate within polymer matrices due to weak vdW
interactions and favorable π-π stacking (Figure 1.1).15 CNT is also difficult to process due
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to its relative insolubility16 in most solvents and it can be relatively expensive to produce.
These difficulties led to focusing on other carbon nanomaterials such as graphene.

Figure 1.1
Simulation of multiple CNT within a polymer matrix. CNTs can be seen in the bottom right of the simulation cell where they have
aggregated together.17

Graphene has garnered interest as a nanofiller due to its relatively low cost
compared to other carbon nanofillers while still maintaining significant material
properties. Graphene is a two-dimensional sp2-hybridized carbon layer with outstanding
mechanical, electrical, and thermal properties.18, 19 Graphene has a tensile strength of 130
GPa, a Young’s modulus of 1000 GPa and a massive surface area limit of 2630 m2/g.20
Graphene possesses a high aspect ratio, meaning only a small amount of graphene is
needed in a polymer matrix to affect the properties of the polymer, but there are still
difficulties with the use of graphene as a nanofiller.
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Pure graphene will usually experience van der Waals interactions and π-π
stacking within a polymer matrix. These interactions usually favor the aggregation of
graphene sheets to form graphite.21 The aggregation reduces the potential surface area for
interactions with a polymer and increases the amount of graphene required to produce the
desired effects within a polymer. High graphene loadings can result in environmental and
technical problems through the sloughing of graphene particles.22 Further, graphene is
insoluble in most solvents, making processing difficult.
Attempts at improving the dispersion of CNT and graphene have resulted in the
functionalization of these carbon nanomaterials with hydrogen23, oxygen-containing
groups24, amines25, and others.26 Functionalization improves the solubility of the carbon
nanomaterials and can even prevent aggregation through hindrance of π-π stacking.27 The
covalent functionalization of CNT with amine and oxidation of graphene has particular
interest in this project where hydrogen bonding could be encouraged between the
nanomaterials and the polymer matrix.28 However, the effects of functionalization on the
material properties of CNT and graphene remain poorly understood.
Another discovery during the study of CNT and graphene was the formation of
CNT-graphene complexes.29 These complexes have enhanced capacitance, stability,
electrical conductivity, and mechanical properties compared to the individual
nanomaterials.30, 31 Wang et al. showed that complex formation was dominated by weak
vdW interactions.32 This complex interaction could be improved with the
functionalization of CNT and graphene but the extent of improvement remains unknown.
Further, CNT was vulnerable to defects such as the Stone-Wales defect (SW-CNT) which
results in the breakage of aromaticity at the site of the defect.33 This defect, among other,
3

could affect the ability of the CNT to form complexes with graphene but there is
currently little understanding on the roles defects play in CNT interactions.
Understanding the nature of the CNT-graphene interactions is a key concept for the
synthesis of polymer nanocomposites.
The other carbon nanomaterial of interest are carbon nanofibres. CNFs are
defined as cylindrical nanostructures with graphene layers constructed in the shape of
cups, cones, or plates.34 CNFs are much smaller than conventional carbon fibres but are
much larger than CNTs.35 CNFs are still similar in structure to CNTs and often fall in the
class of multi-walled CNTs.36 CNFs are also more prone to defects compared to CNTs.37
These factors have resulted in less research being conducted on CNF potential as
nanofillers. CNFs still maintain excellent material properties such as a Young’s modulus
of ~600 GPa, high electrical conductivity and high thermal stability.38 Further, CNFs are
significantly less expensive than CNT and the knowledge gained from studying CNFs
could be used to efficiently predict CNT properties due to their similarities in structure.
However, there is little understanding of how CNFs interact with polymer matrices due to
other nanofiller popularity.
This dissertation sought to use simulation methods to analyze the potential of
CNT, graphene, and CNF as nanofillers inside nylon 6. This project determined the roles
functionalization and defects had on interactions with carbon nanofillers. It also
determined the extent at which functionalization aided interactions with CNT and
graphene and with the polymer matrix. Finally, a comparison of the different nanofillers
inside nylon 6 was conducted.

4

1.2 Simulation Methods
This section of the dissertation will describe the methods used to complete the
project described in the following chapters.
1.2.1 Density Functional Theory and Molecular Dynamics

Figure 1.2
Schematic of different simulation methods and the sizescale and timescale at which these methods can be used. The parentheses
within the boxes represent the material analyzed by each method.

Density Functional Theory (DFT) and Molecular Dynamics are two general
methods for simulating molecules. DFT calculates the ground state energy of the systems
using correlation functions based from Schrodinger’s wave equation which accounts for
N-electrons where N represents any possible number. DFT performs calculations on the
electrons in the system. It accounts for the degrees of freedom for each electron in the
simulation applying predetermined functionals to the simulation that define the electron
density. By analyzing the electrons, DFT provides the most accurate methods for
extracting interaction dependencies of different molecules. Because DFT accounts for
5

every electron, it is extremely computationally expensive, and is typically limited to
~1000 atoms, making DFT unsuitable for most polymer studies. Figure 1.2 shows the
timescale and sizescale at which DFT can usually operate. For this project, Quantum
ESPRESSO is used for all DFT calculations.39
MD considers atoms as classical particles. It treats the electrons as part of the
atom and thus calculates on a per atom basis, reducing the total degrees of freedom in the
system compared to DFT. Further, by treating the atoms as classical (i.e. as following
Newton’s Second Law of Motion : F=ma) rather than as wave functions, the
computations themselves are greatly reduced in cost. The reduction in computational cost
allows MD to model systems up to ~1,000,000 atoms which is more in the size-scale for
polymer systems.
MD requires the use of a starting force field that provides parameters for how the
atoms will interact with other atoms in the system. These parameters are key for ensuring
proper interactions occur within the simulation and are usually derived from quantum
calculations. Not every force field includes parameters for the atoms being studied or for
potential interaction occurring, (i.e. van der Waals, H-bonding, etc). To ensure that the
force field used in this project does account for the interactions occurring, small systems
will be created and studied using both DFT and MD. These results will be compared to
validate the force field in used before extending the project to larger systems containing
polymer chains. Advantageously, DFT can provide further insight into the interactions by
calculating the movement of electrons, giving a better understanding of the interactions
occurring.

6

1.2.2 DFT Functionals
As mentioned above, DFT relies on solving Schrodinger’s wave equation to
predict the movement of the electrons and atoms in a system. However, Schrodinger’s
equation can not be solved for a N-body system. To solve the equation, approximations
must be made. What is approximated and the extent to which the equation is estimated
results in different solved versions of Schrodinger’s equation. These different
approximations result in different functionals developed for DFT where a functional
represents the function for electron density. This functional determines the ground-state
properties of the system. The functionals used are a factor of the cost of the computation
work completed and can significantly affect the time at which a calculation will finish.
For this project, we used the vdW-DF2 functional40, 41 for all DFT interaction
calculations. This functional is a relatively low-cost functional that defines the function
for electron density of the atoms. Since we expect mostly vdW interactions and Hbonding in this project, we expected that this functional would be accurate enough for our
calculations. To validate the low-cost functional, we ran some calculations with a second
functional, the Grimme’s D2 functional.42 The D2 functional is a well-documented high
accuracy functional but to use it solely in this project would have resulted in a significant
increase in computing cost. Through using it to validate the vdW-DF2 functional,
computing efficiency was increased in the project without sacrificing resulting
accuracies.
1.2.3 Psuedopotentials
Due to the high computing cost of DFT simulations, it is necessary to reduce cost
where ever possible. One method of optimizing computing cost is through the use of
7

psuedopotentials. Similar to how physical chemists do not often concern themselves with
electrons other than valence electrons, quantum chemists do not usually require the
movement of the core electrons to be calculated each iteration. Psuedopotentials replace
the electron density functional for these core electrons with a fixed core that describes the
physical and mathematical properties of the ion core.
Psuedopotentials require a defined minimum energy cutoff to be used for all
atoms associated with the pseudopotential. The higher the energy cutoff, the more
computationally intensive the simulation will be where high cutoff energies are labeled as
“hard” psuedopotentials and low energies are considered “soft”. The most commonly
used method for defining psuedopotentials, including in this project, is based on work by
Vanderbilt, which results in ultrasoft psuedopotentials. Similar to what their name
suggests, these psuedopotentials have lower energy cutoffs than alternative approaches
and are therefore more computationally efficient.
1.2.4 Kohn-Sham Wave Functions
A wave function in DFT describes the potential of the electrons and their
movement in a system. These functions collectively define the functional for the electron
density of the system. For this project, we chose to apply the Kohn-Sham wave functions
to our materials. The Kohn-Sham wave functions approximate the N-body Schrodinger
equation to a 3-dimensional single-electron wave function for each electron. This splits
the functional into a collection of functions that can be solved analytically.
1.2.5 BFGS Algorithm
The Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm is a geometry
optimization algorithm that allows us to create starting structures in an optimized state.
8

An optimized state is the state at which the molecule is at its lowest energy. There are
many different methods to reach the optimized state, however BFGS is used due to its
efficiency and due to the relative simplicity of the starting materials in this project. BFGS
does not compute second derivates of the Hessian matrix, but instead approximates it
based on certain evaluations. This approximation can speed up the optimization process
compared to other methods. Since the systems being studied in this project are relatively
simple in structure, this approximation proved accurate for the results we sought.
1.2.6 MD Force Field
Similar to how DFT uses functionals and psuedopotentials, MD requires a force
field and potential for the systems being simulated. A force field provides the parameters
that the potential will use to predict the movement of atoms and the interactions between
the atoms. It is paramount that a force field in a simulation includes all the atoms in the
simulation and accounts for all possible interaction types, otherwise the simulation will
be inaccurate.
For this project, we employed the Class II force field43, which is an open source
force field available in the LAMMPS repository.44 It provides parameters for all the
atoms in this project and further accounts for the potential interactions we might observe
such as vdW interactions and H-bonding.
1.2.7 MD Potentials
The potential in MD describes how the atoms move within the simulation cell
based on the parameters by the force field. For this project, we employ the Lennard-Jones
potential, which is available in the LAMMPS repository.44 This potential controls atom
movement by determining an optimized distance between each atom and moving the
9

atoms based on repulsions and attractions until the simulation has settled into its
equilibrated state.
1.2.8 MD Thermostat
Thermostats are used in MD to aid the equilibration process of a simulation cell.
There are many thermostats such as Langevin and Nose-Hoover, all of which affect the
simulation differently. For example, the Langevin thermostat adds friction and random
force to the equations for momentum, affecting the movement of the atoms within the
cell while the Nose-Hoover thermostat adds an extra term to the equation of motion. The
factors added by the thermostats allow the simulation to more efficiently equilibrate,
however, the rate at which the equilibration occurs depend on the thermostat used. For
example, the Nose-Hoover thermostat is usually more computationally expensive
compared to the Langevin, but in return, it is better at predicting multiple conformations
of a molecule. For this project, since conformation is not a concern for our polymer
melts, the Langevin thermostat is used extensively for equilibrations.
1.2.9 MD Equilibrations
Similar to how DFT calculations require a process to reach an equilibrated state
from the starting structure, the same must be done for MD simulations. Equilibration is
the process at which atoms move within the simulation cell until the molecules within
have reached their lowest energy state. For this project, equilibration includes the
entangling of the polymer melt and the complex formations of our nanomaterials using
the Langevin Thermostat.
Equilibrations were completed in LAMMPS using the force field and potential
described above. Simulations were run using NPT dynamics which means being run with
10

constant atoms, at constant pressure, at constant temperature until an energy minimum
was reached. A thermostat was applied to assign a starting temperature to the simulation
cell.
1.2.10 Interaction Energy
The interaction energy, Eint between two species A and B was computed as:
𝐸𝑖𝑛𝑡 = 𝐸𝐴𝐵 − 𝐸𝐴 − 𝐸𝐵
where EAB represents the total energy of the complex AB; EA is the total energy of
species A within the geometry of the complex, and EB is the total energy of species B
within the geometry of the complex. With this definition, negative values of interaction
energies correspond to the stable configurations. All the computed interaction energies
were normalized by the length of the CNT (cell dimension along the x-direction).32, 45 We
reiterate that all the interaction energies reported in this project were obtained using both
DFT and empirical force-field methods.

1.2.11 Electron Density Difference Calculations
To understand the nature of interactions in the complexes of species A and B, the
electron density difference maps were examined. For a fully optimized configuration, the
electron density difference was calculated as:
∆𝜌 = 𝜌𝐴𝐵 − 𝜌𝐴 − 𝜌𝐵
Where ρAB represents the electron density of the complex27 AB; ρA is the electron density
of species A within the geometry of the complex; and ρB is the electron density of species
B within the geometry of the complex. The electron density difference maps were
generated using the VESTA package.46
11

1.2.12 Young’s Modulus
Young's modulus was calculated using the second derivative of total energy with
respect to strain as:
𝑌=

1 𝜕 2𝐸
𝑉0 𝜕𝜀 2

where V0 is the equilibrium volume (volume of the unstrained system), E is the total
energy, and ε is the engineering strain applied to the system. The volume of graphene
sheet was obtained using V0 = abt, where a, b, and t represent length, width, and
thickness, respectively. Similarly, the volume of CNT was obtained using V0 = 2πrl0t,
where r, 𝑙0 , and t represent radius, equilibrium (relaxed) length, and thickness,
respectively. In our calculation, the radius r of the CNT was evaluated to be 5.49 Å. To
avoid the confusion on the definition of thickness, all previous studies have considered
the interlayer separation of graphite as a thickness for graphene and CNT.47, 48 In all our
calculations, we therefore used t = 3.33 Å, the equilibrium separation between graphene
and CNT, as the thickness for graphene and CNT. To obtain the Young's modulus, we
performed a series of total energy calculations for unstrained and strained structures. The
energies of unstrained structures were obtained by the variable-cell relaxations. The
energies of strained structures were obtained by applying a small strain in the interval,
ε ϵ [-0.02, 0.02], and re-scaling the new coordinates of the atoms to fit within the new cell
dimensions. After each increment of the strain, only atomic positions of the systems were
re-optimized keeping the cell dimensions fixed. The values of curvature (i.e.,

𝑑2 𝐸
𝑑𝜀 2

) at the

energy minima (ϵ = 0) were obtained using the second-order polynomial fitting of the
energy-strain data.
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CHAPTER II - Role of Stone-Wales Defects on the Interfacial Interactions among
Graphene, Carbon Nanotube, and Nylon 6: A First-Principles Study
Reprinted (adapted) with permission from Jha, S. K.; Roth, M.; Todde, G.; Buchanan, J. P.; Moser, R. D.; Shukla, M. K.;
Subramanian, G., First Principles Study of the Interactions between Graphene Oxide and Amine-Functionalized Carbon Nanotube, J.
Phys. Chem. C 122, 1288−1298 (2018). Copyright (2018) American Chemical Society

2.1 Abstract
We present results of our computational investigation on effect of Stone-Wales
(SW) defect on interfacial interactions among graphene, carbon nanotubes (CNTs), and
nylon 6. Our calculations were carried out using both first-principles density functional
pseudopotential method, and empirical force-field. Both pristine and SW-defected carbon
nanomaterials were examined in our investigation. The computed results show that the
presence of SW-defects in CNTs weakens the CNT-graphene interactions. Our results
indicate that CNT-graphene interaction is much stronger than CNT-CNT interaction which
indicates that graphene would be able to promote the dispersion of CNTs in the polymer
matrix. Our results demonstrate that carbon nanomaterials form stable complexes with
nylon 6, and that the van der Waals interactions, as revealed by the electron density
difference maps, play a key stabilizing role in the interactions between CNTs and
graphene, and also between carbon nanomaterials and nylon 6. Using density of states
calculations, we observed that the band gaps of CNT and graphene were not significantly
modified due to their interactions with nylon 6.
2.2 Background
Graphene 1 is a two-dimensional single layer carbon sheet where sp2-hybridized
carbon atoms are arranged in a honeycomb structure. It has an extremely high surface
area with a theoretical limit of 2630 m2/g, a tensile strength of 130 GPa and a Young’s
modulus of 1000 ± 100 GPa2, and is one of the strongest materials in existence. Carbon
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nanotubes are rolled up graphene sheets with a Young’s modulus of ∼1000 GPa3, and are
approximately 100 times stronger than stainless steel. The remarkable properties of
graphene and CNTs make them promising candidates for a wide range of applications,
including chemical sensors, nanoelectronics4, and composite materials.5
Complexes made of CNT and graphene possess several superior properties when
compared with the individual carbon nanomaterials, such as enhanced capacitance,
stability, and mechanical properties.6-8 Previous studies have shown that the electrical
conductivity of a graphene sheet is enhanced by the addition of CNT,7,9 and that the π - π
intermolecular interactions between CNT and graphene are responsible for the formation of
a stable CNT-graphene complex.7,10,11 Wang et al.11 investigated the intermolecular
interactions between varieties of CNTs (armchair and zigzag conformations) and graphene
sheets using density functional theory (DFT) with the generalized gradient approximationPBE (GGA-PBE) functional and Grimme’s correction,12 as implemented in the Vienna Ab
initio Simulation (VASP) simulation package. The calculations of Wang et al.11 showed
that the interaction energies between these carbon nanomaterials mainly depend on the
diameters of the nanotubes. Their computational model,however, did not take into account
the influence of stable structural defects on the properties of CNT-graphene complexes.
Out of the various known defects in carbon nanomaterials (e.g. vacancies of different size,
grain boundaries, Stone-Wales defects), the Stone-Wales (SW) defects13 are energetically
the most stable defects, and have the lowest formation energies (~5 eV).14,15 Therefore, we
examine the influence of SW-defects on the properties of CNT-graphene complexes.
The properties of polymers can be significantly modified by the addition of carbon
nanomaterials5, and the resulting nanocomposites display a significant enhancement in the
mechanical16-19, thermal20, and electrical properties.21 To achieve the exceptional properties
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of nanocomposites, it is desirable to optimize the non-covalent interfacial binding of
polymer on the surface of carbon nanomaterials.22 Thus, understanding the nature and
mechanism of interactions between carbon nanomaterials and polymer is essential for the
development of desirable polymer nanocomposites.
Nylon 6 is a polymer used in several applications, such as Nylon based
nanocomposites, bio- material, and nanomedicine.23,24 Previous studies on the
interactions between nylon 6 and carbon nanomaterials25-30 have indicated a significant
enhancement in the mechanical properties of the nanocomposites; however, to the best of
our knowledge, the nature and mechanism of interactions between nylon 6 and carbon
nanomaterials have not yet been explored in detail. In this paper, we present a
comprehensive computational report on the mechanism of interfacial interactions of
graphene with CNTs, and carbon nanomaterials with nylon 6, and the role of SW- defects
on carbon nanomaterials on interfacial interactions.
2.3 Computational Methods
Our computational study used both first-principles DFT, and empirical force-field
methods. Plane-wave DFT calculations were carried out using Quantum ESPRESSO
electronic structure code31 with the highly accurate van der Waals functional (vdWDF2).32,33 The electron-ion interactions were treated with ultrasoft pseudopotentials taken
from publicly available repository of the Quantum ESPRESSO distribution. The ultrasoft
pseudopotentials available in the repository for the PBE (Perdew-Burke-Ernzerhof)
functional were used for the vdW-DF2 functional. The accuracy of computed result was
further tested using semiempirical Grimme’s-D2 method.12 The electronic states (KohnSham wave functions) were expanded using the plane-wave basis sets with kinetic-energy
cutoffs of 30 and 240 Ry for the wave functions and charge densities, respectively. All
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geometry optimizations were performed using the BFGS algorithm with a force
convergence threshold of 10-3 Ry/Bohr, and the energies converged to within 10-4 Ry in
the self- consistent step. The relaxed supercells were used in calculations of electron
density difference, and electronic density of states (DOS). Because of the relatively large
system size (containing up to 240 atoms), only Γ-point (k = 0) of the Brillouin zone was
sampled.34,35 In addition, denser k-point grids were used for the calculations of electronic
DOS. The empirical calculations were performed using the class 2 force-field36 as
implemented in the LAMMPS package.37
The geometries of graphene and armchair (8,8) CNT were modeled by periodic
orthorhombic supercells with dimensions of 9.88 × 29.92 × 46.00 Å3 containing 112 and
128 carbon atoms, respectively. These dimensions were identified by the variable-cell
optimization (vc-relax) of lattice parameters of graphene. The armchair metallic CNT was
specifically chosen in our present study because according to reported data38,39, these CNTs
are more reactive than the semiconducting ones, and form stronger complexes. The SWdefects in carbon nanomaterials were obtained by a local rotation of a C-C bond by 90o
about its center, and such rotation resulted in the transformation of hexagonal rings into
pentagonal and heptagonal rings40 as shown in Figure 2.1. Nylon 6 was modeled as a single
monomer. The monomer was in one case slightly stretched, and in another case slightly
compressed, in order to match the dimension of the simulation cell containing CNT (or
graphene).
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Figure 2.1
Top view of (a) CNT + graphene, (b) CNT + SW-defected graphene, (c) SW-defected CNT + graphene, and (d) SW-defected CNT +
SW-defected graphene complexes. The SW-defected sites of graphene are highlighted in red, while those of CNTs are in blue.

The interactions between CNTs and graphene, and carbon nanomaterials and nylon
6 were studied by placing them in orthorhombic supercells with periodic boundary
conditions in the graphene plane. To eliminate the effects of artificial periodicity on the
studied systems, we maintained a sufficiently large vacuum spacing in the direction
orthogonal to the graphene plane (z- axis). Prior to the geometry optimizations of the
complexes, the geometries of individual CNT, graphene, and nylon 6 were optimized.
While combining CNT and graphene, the center of the benzene ring of CNT was
positioned directly over a carbon atom of the graphene (see Figure 2.1) be- cause of the
higher stability (stronger interaction) of such configurations.41,42 The interactions between
CNTs and graphene sheets were examined in four specific cases: (a) CNT + graphene,
CNT + SW-defected graphene, (c) SW-defected CNT + graphene, and (d) SW-defected
CNT + SW-defected graphene, as shown in Figure 2.1.
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2.4 Results and Discussion
2.4.1 Interactions Between Carbon Nanotubes and Graphene
For pristine CNT and graphene, our plane-wave DFT calculations predicted an
average C-C bond length of 1.42 Å, which is in good agreement with the available
results.46,47 For SW-defected carbon nanomaterials, the interatomic C-C distances were
obtained in the range of 1.32-1.48 Å.
Optimized geometries for various CNT-graphene complexes are shown in Figure
2.1, where four possible combinations between CNT and graphene are considered. Our
calculations showed the equilibrium interlayer spacing between CNT and graphene to be
3.33 Å, which is in good agreement with the experimentally measured value of 3.34 Å.48
At this separation, the CNT-graphene interactions are governed by long range van der
Waals forces.
Table 2.1 Computed Interaction Energies between CNTs and Graphenea
Configuration
(a) CNT + Graphene
(b) CNT + SW-Graphene
(c) SW-CNT + Graphene
(d) SW-CNT + SW-Graphene
a

Eint (Ev/nm)
DFT
-1.61
-1.64
-1.52
-1.50

Force-field
-1.67
-1.68
-1.38
-1.38

Results were obtained at DFT and force-field levels of theory

The computed interaction energies (per unit length of CNT) between CNTs and
graphene sheets in various CNT-graphene complexes are summarized in Table 2.1, which
includes values obtained from both DFT and empirical force-field methods. All computed
interaction energies are negative, indicating that all CNT-graphene complexes are
thermodynamically stable and their formations are energetically plausible. For the complex
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of pristine CNT and pristine graphene (Figure 2.1) our DFT calculations with vdW-DF2
functional predicted the interaction energy to be -1.61 eV/nm with almost no deformation
present in the geometries of CNT and graphene due to the complex formation. Because the
van der Waals forces are very important in the CNT-graphene interaction, we further tested
the accuracy of our computed result using semiempirical Grimme's-D2 method. The
Grimme's method yielded the interaction energy between CNT and graphene to be -1.57
eV/nm, that agreed exceptionally well with the vdW-DF2 result. Furthermore, the
empirical force-field calculations resulted the interaction energy to be -1.67 eV/nm, in an
excellent agreement with our DFT results. Wang et al.11 reported the interaction energies
between graphene sheets with (8,8) and (10,10) CNTs to be ~3.50 eV/nm and ~3.80
eV/nm, respectively. We reiterate that the calculations of Wang et al.11 were performed
with GGA-PBE exchange correlation functional and Grimme's correction using VASP
package. For comparison purpose, we further computed the interaction energy between
graphene and (10,10) CNT (using the exact same conditions as used by Wang et al., such
as, cell dimension: 2.48 x 43.02 x 50.00 Å3, k-points: 11 x 1 x 1, and exchange correlation
functional: GGA-PBE with Grimme's correction) to be 1.81 eV/nm. These observations
suggest that the values of interaction energies obtained in our study are approximately half
of those obtained by Wang et al.11 Our computed results followed the trend predicted by
Wang et al.11; that the interaction energies increase with the increasing diameter of the
tubes; however, the absolute values of interaction energies obtained by Wang et al.11
appear to be consistently overestimated compared to our results.
The presence of SW-defects in the CNT pushed the rings belonging to the defected
carbon atoms into the tube (Figure 2.1), producing deformation. This resulted in an
increase in the CNT-graphene separation from 3.33 Å (in the vicinity of defected rings),
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thereby decreasing the interfacial interaction energies. We did not observe any significant
deformations in the geometries of graphene or CNTs due to the complex formations.
Furthermore, the interaction energies obtained using the force-field method showed a good
agreement with the values obtained from the electronic structure method (converged to
within ~0.14 eV/nm), and indicated that the class 2 force-field is suitable to study the
properties of carbon-based materials.
We further tested our model by computing the interaction energy between two
infinitely long CNTs. Our DFT calculations predicted the interaction energy to be -1.08
eV/nm, which indicates that the interactions between two long CNTs is weaker than that
between CNT and graphene by 0.53 eV/nm. In the absence of graphene, the interaction
between two long CNTs in the sample is large (strong) enough to agglomerate due to van
der Waals forces. This result predicts that graphene should be able to promote the
dispersion of CNTs in the polymer matrix, resulting in an enhancement in mechanical
properties of nanocomposites containing CNT-graphene nanocarbon.

Figure 2.2
Isosurface depicting change in electron density for (a) CNT + graphene, (b) CNT + SW-defected graphene, (c) SW-defected CNT +
graphene, and (d) SW-defected CNT + SW-defected graphene. The yellow region shows isosurface for gain, and the cyan region shows
the isosurface for the loss of electron density. Isosurface corresponds to 1.7e-4 e/bohr3. Atom color scheme: C in brown.
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The electron density difference maps for the interactions of CNTs with graphene
are shown in Figure 2.2. In these plots, a yellow isosurface denotes the region of electron
gain, while cyan denotes the region of electron loss due to the interactions. The existence
of cyan regions between CNTs and graphene indicate that the charge rearrangements are
not accompanied by electron density enhancement in the middle region. This observation
suggests that the interaction that exists between CNT and graphene is due to dispersion
forces. Furthermore, the electron density difference maps for all four interactions shown in
Figure 2.2 appear fundamentally similar, and indicate that the weak π-stacking interactions
are mainly responsible for the complex formation. The maps shown in Figures 2.2c and
2.2d clearly indicate that the interactions of SW-defected CNTs with graphene are weaker.
This observation is also supported by the data presented in Table 2.1, where the presence
of SW-defects in CNT lower the interaction energies between CNT and graphene. Our
observation suggests that the CNT-graphene interaction is weak, and mostly due to the
dispersion force. We reiterate that the concentrations of SW-defects in our study were low,
i.e., 1 defect per 128 atoms of CNT (or 1 defect per 112 atoms of graphene); a higher
concentration of such defects could have a more significant impact on the interfacial
interactions.
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Figure 2.3
DOS of (8,8) CNT (in black color), graphene (in blue color), and CNT + graphene complexes (in dotted red color) for the interactions of
(a) CNT + graphene, (b) CNT + SW-defected graphene, (c) SW-defected CNT + graphene, and (d) SW-defected CNT + SW-defected
graphene. The zero energy corresponds to the Fermi level.

In order to obtain a clearer picture of the CNT-graphene interactions, the electronic
DOS were analyzed. The computed DOS for the CNT-graphene complexes are shown in
Figure 2.3 where the DOS of individual CNT and graphene are also included for the
reference. The zero energy in Figure 2.3 is set at the Fermi level. For the SW-defected
graphene, the computed DOS showed clear signatures of additional impurity bands near
the Fermi level. The DOS of CNT-graphene complexes are nearly a sum of the DOS values
of their individual constituents. When comparing the DOS between the complexes and the
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CNT only, we do not observe a significant shift in the van Hove singularities of the CNTs49
which is consistent with the results of Wang et al.11

Figure 2.4
Variations of total energy as a function of strain for (a) pristine CNT, (b) SW-defected CNT, (c) pristine graphene, and (d) SW-defected
graphene. The dotted lines represent the quadratic polynomial fits. E’’ is the curvature of energy-strain data.

In order to investigate the effect of interactions on the mechanical properties of
carbon nanomaterials, the Young's moduli were computed. For comparison, we first
computed the moduli of individual graphene and CNTs. The variations of total energies of
carbon nanomaterials as a function of strains are shown in Figure 2.4. By using the second
order polynomial fitting of energy-strain data, the values of curvature 𝐸 ′′ =

𝑑2 𝐸
𝑑𝜀 2

were

obtained. The computed Young's moduli of carbon nanomaterials are summarized in Table
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2.2. For pristine graphene and CNT, we obtained the values of Young's moduli to be 1068
and 1032 GPa, respectively, which are in a good agreement with the experimental values of
1000 +/- 100 GPa for graphene3, and ~1000 GPa for the CNT.4 We also observed that the
presence of SW-defects in carbon nanomaterials lowers their Young's moduli; this
behavior is in qualitative agreement with the results of Hao et al.50, where the Young's
modulus of graphene was found to decrease with the increasing concentration of SWdefects.
Table 2.2 Simulated Young’s Moduli of Individual Carbon Nanomaterials
Configuration
(a) Pristine Graphene
(b) SW-Graphene
(c) Pristine CNT
(d) SW-CNT

Y (GPa)
This work
1068
1056
1032
919
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Experiment
1000 +/- 1002
~10003
-

Figure 2.5
Variations of total energy as a function of strain for (a) CNT + graphene, (b) CNT + SW-defected graphene, (c) SW-defected CNT +
graphene, and (d) SW-defected CNT + SW-defected graphene. The dotted lines represent the quadratic polynomial fits. E’’ is the
curvature of energy-strain data.

To investigate the influence of interactions between CNT and graphene on their
mechanical properties, we next computed the Young's moduli of various CNT-graphene
complexes. The variations of total energies of CNT-graphene complexes as a function of
strains are shown in Figure 2.5, and the computed Young's moduli are summarized in
Table 2.3. Our computed result showed the modulus of CNT-graphene complex to be 1048
GPa. When comparing the Young's moduli of various CNT-graphene complexes with their
constituents (See Table 2.2), we find that the moduli of complexes are the averages of the
moduli of their individual constituents.
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Table 2.3 Computed Interaction Energies between Nylon 6 and Carbon Nanomaterials
Configuration
(a) CNT + Graphene
(b) CNT + SW-Graphene
(c) SW-CNT + Graphene
(d) SW-CNT + SW-Graphene

Y (GPA)
1048
1046
982
974

2.4.2 Interactions between Nylon 6 and Carbon Nanomaterials

Figure 2.6
Optimized geometries for the interactions of a monomer of Nylon 6 with carbon nanomaterials, where both the stretched (panels a and
b), and the compressed (panels c and d) forms of nylon 6 are considered. Atom color scheme: C in yellow, O in red, N in blue, and H in
cyan.

After studying the interfacial interactions between CNTs and graphene, we extend
our model to investigate the interaction of these carbon nanomaterials with nylon 6. We
study the simplest model by considering the interactions (adsorption) of a monomer of
nylon 6 with carbon nanomaterials. As mentioned in Computational Methods, the
monomer of nylon 6 is slightly stretched (or compressed) due to the length mismatch
between the polymer and the CNT/or graphene, which induces a little bit of tension (or
slack) in the polymer.
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Table 2.4 Computed Interaction Energies between Nylon 6 and Carbon Nanomaterials
Configuration

(a) CNT + Nylon 6
(b) SW-CNT + Nylon 6
(c) Graphene + Nylon 6
(d) SW-Graphene + Nylon 6

Eint (Ev/nm)
Stretched Nylon 6
Compressed Nylon 6
DFT
Force-field
DFT
Force- field
-0.42
-0.35
-0.50
-0.41
-0.42
-0.34
-0.52
-0.44
-0.66
-0.55
-0.53
-0.45
-

Optimized geometries for the complexes of a monomer of nylon 6 and carbon
nanomaterials are shown in Figure 2.6, where both the stretched (panels a and b) and the
compressed (panels c and d) forms of nylon 6 are considered. The computed interaction
energies are summarized in Table 2.4. For the interaction of stretched monomer of nylon 6
with pristine CNT (see Figure 2.6a), the interaction energy at the DFT level of theory was
computed to be -0.42 eV/nm, and the shortest equilibrium distance between the CNT and
the non-hydrogen atoms of the monomer was found to be ~3.4 Å. This indicates that the
interaction is mediated by long-range van der Waals forces. The results presented in Table
2.4 also suggest that nylon 6 interacts more strongly with the flat surface of graphene than
with the curved surface of CNT due to the larger surface area of graphene46,51. On the other
hand, the interaction energies of compressed monomer of nylon 6 with CNT, and with
graphene were computed to be -0.50 eV/nm and -0.66 eV/nm, respectively. Thus, the
monomer chain interacts only weakly with CNT and graphene, as the interaction energies
obtained for stretched and compressed forms of nylon 6 are low, and within 0.14 eV/nm of
each other. The presence of SW-defects in carbon nanomaterials did not make any
significant effect on the computed interaction energies. This result is qualitatively
consistent with the previous theoretical result of Hassan et al.52, which predicted that the
dispersion binding of a benzene molecule on defected graphene is similar to the pristine
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one. Furthermore, we observed that the results obtained from the force-field method
followed the trend predicted by the electronic structure method, and these two methods
agreed to within 0.11 eV/nm.

Figure 2.7
Isosurface depicting change in electron density for the interactions of a monomer of nylon 6 (stretched) with (a) pristine CNT, (b) SWdefected CNT, (c) pristine graphene, and (d) SW-defected graphene. The yellow region shows isosurface for gain, and the cyan region
shows the isosurface for loss of electron densities. The isosurface corresponds to 1.7e-4 e/bohr3. Atom color scheme: C in brown, O in
red, N in blue, and H in pink.
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The electron density difference maps for the interactions of a stretched monomer of
nylon 6 with carbon nanomaterials are shown in Figure 2.7. These maps indicate a net loss
of electronic charge in regions between CNTs (or graphene) and nylon 6, which is thought
to be characteristic of van der Waals interactions. Furthermore, these electron density maps
are similar to those of the CNT-graphene interactions discussed in the previous section.
The electron density difference maps for the interactions of compressed monomer of nylon
6 with carbon nanomaterials were found to be similar to those shown in the Figure 2.7.

Figure 2.8
DOS for the interactions of a monomer of nylon 6 (stretched) with (a) pristine CNT, (b) SW-defected CNT, (c) pristine graphene, and (d)
SW-defected graphene. The DOS of CNT (or graphene) is shown in black color, nylon 6 in blue, and the complex in dotted red. The zero
energy corresponds to the Fermi level.
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The electronic DOS for the interactions of stretched monomer of nylon 6 with
carbon nanomaterials are shown in Figure 2.8, where the DOS of individual CNT,
graphene, and nylon 6 are also included for comparison. The computed DOS indicates that
nylon 6 has the highest occupied molecular orbital-lowest unoccupied molecular orbital
(HOMO-LUMO) energy gap of ~4.4 eV. The DOS of complexes exhibit additional peaks,
indicating the interactions between the orbitals of the monomer and carbon nanomaterials.
Analyzing the DOS of complexes and their constituents, we observed that the
DOS of carbon nanomaterials are not significantly affected due to their interaction with
nylon 6. Our results suggest that the interactions between nylon 6 and carbon
nanomaterials are weak, and therefore, we do not observe a significant modification in the
band gaps of carbon nanomaterials.

Table 2.5 Simulated Young's Moduli of Complexes of Nylon 6 and Carbon Nanomaterials.
Configuration
(a) CNT + Nylon 6
(b) SW-CNT + Nylon 6
(c) Graphene + Nylon 6
(d) SW-Graphene + Nylon 6

Y (GPA)
1016 (1032)
895 (919)
1048 (1068)
1025 (1056)

The Values in Parentheses Indicate Moduli of Individual Carbon Nanomaterials (Without Nylon 6).
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Figure 2.9
Variations of total energy as a function of strain for the interactions of a monomer of nylon 6 (stretched) with (a) pristine CNT, (b) SWdefected CNT, (c) pristine graphene, and (d) SW-defected graphene. The dotted lines represent the quadratic polynomial fits. E’’ is the
curvature of energy-strain data.

The Young's moduli of complexes of nylon 6 and carbon nanomaterials were
obtained using the energy-strain curve shown in Figure 2.9. The computed elastic moduli
of the complexes are summarized in Table 2.5. For comparison, the computed Young's
moduli of individual CNTs (or graphene) are also included in parentheses. We find that the
Young's modulus of pristine CNT is decreased from 1032 to 1016 GPa, while that of the
graphene is decreased from 1068 to 1048 GPa because of their interactions with nylon 6.
Similar results were obtained for the complexes of nylon 6 and SW-defected carbon
nanomaterials. We also note that the presence of SW-defects in carbon nanomaterials
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diminished their Young's moduli. Overall, the interactions of nylon 6 decreased the
Young's moduli of carbon nanomaterials in a range of ~ .5-3.0\%. We reiterate that these
results were obtained for the interactions of a single monomer of nylon 6 with CNT (or
graphene).
2.5 Conclusion
We have investigated the mechanism of interfacial interactions among graphene,
CNTs, and nylon 6 using computational methods based on first-principles DFT and
empirical force-field. Plane-wave DFT calculations were performed using Quantum
ESPERESSO electronic structure code with vdW-DF2 functional, whereas the empirical
calculations were performed using class 2 force-field. Our calculations showed that the
presence of SW-defects in CNTs weakens the CNT-graphene interactions. The computed
interaction energies also suggested that graphene is able to promote the dispersion of CNTs
in the polymer matrix. We observed that carbon nanomaterials form stable complexes with
nylon 6, and the electron density difference maps revealed that the van der Waals
interactions play a key stabilizing role in the interactions between CNTs and graphene, and
also between carbon nanomaterials and nylon 6. The computed electronic DOS showed
that the electronic structures of CNTs and graphene were not significantly modified,
particularly around the Fermi level, due to their interactions with the nylon 6. Our
simulations indicated that the Young's moduli of CNT and graphene are lowered by their
interactions with nylon 6. Furthermore, the presence of SW-defects in carbon
nanomaterials also diminished their Young's moduli. The interaction energies between
CNTs and graphene, and carbon nanomaterials and nylon 6 obtained from the class 2
force-field showed a good match with the DFT results and indicated the suitability of the
class 2 force-field to study the properties of carbon-based materials. Thus, our first35

principles results serve as a benchmark for the class 2 force-field used in the current
atomistic simulation.
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CHAPTER III First-Principles Study of the Interactions between Graphene Oxide and
Amine-Functionalized Carbon Nanotube*
3.1 Abstract
We applied plane-wave density functional theory to study the effects of
chemical functionalizations of graphene and carbon nanotube (CNT) on the properties
of graphene + CNT complexes. The functionalizations of graphene and CNT were
modeled by covalently attaching oxygen-containing groups and amines (NH2) respectively,
to the surfaces of these carbon nanomaterials. Our results show that both dispersion
energy and hydrogen bonding play crucial roles in the formation of complexes between
graphene oxide (GO) and CNT-NH2. At a lesser degree of functionalization, the
interaction energies between functionalized graphene and CNT were, either unchanged or
decreased, with respect to those without functionalization. Our study indicated that the
gain or loss of interaction energy between graphene and CNT is a competition be- tween
two contributions: dispersion energy and hydrogen bonds. It was found that the heavy
functionalization of graphene and CNT could be a promising route for enhancing the
interaction energy between them. Specifically, the carboxyl functionalized GO produced
the greatest increase in the hydrogen bond strength relative to the dispersion energy loss.
The influence of Stone-Wales defects in CNT on the computed interaction energies were
also examined. The computed electron density difference maps revealed that the
enhancement in the interaction energy is due to the formation of several hydrogen bonds
between oxygen-containing groups of GO and NH2-groups of CNT. Our results show that
Young’s moduli of carbon nanomaterials decrease with the increasing concentration of
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functional groups. The moduli of GO + CNT-NH2 complexes were found to be the
averages of the moduli of their constituents.
3.2 Introduction
In the world of nanotechnology, sp2-hybridized carbon nanomaterials, such
as graphene,1,2 and carbon nanotubes (CNTs)3 , have attracted considerable
attention. The remarkable electronic,2 thermal,4 and mechanical5,6 properties of
graphene and CNTs make them promising materials for a wide spectrum of
applications, ranging from electronics to composites.2,7–15 However, the low
chemical reactivity and insolubility of pristine carbon nanomaterials limit the range
of their potential applications, and emphasize the need for chemical
modifications. Therefore, covalent functionalizations of carbon nanomaterials with
various functional groups, such as hydrogen,16 oxygen-containing groups,17–20
amines,21–26 and others,27,28 have been studied, both experimentally and theoretically,
as a route to improve the properties and expand the spectrum of their possible
applications.29–31 The functionalization of CNT not only improves its solubility in
water and organic solvents, but also prevents the formation of CNT bundles.
Graphene oxide (GO) consists of sp2-hybridized carbon surface modified
by oxygen- containing functional groups. 11,18,20,21,32–37 While, the oxygen content
of GO could vary greatly, depending on the experimental conditions, 38 it is
generally accepted that GO contains epoxy (>O), hydroxyl (–OH), and carboxyl (–
COOH) functional groups. 11,21,32,34,37,39–41 The availability of the oxygen-containing
functional groups makes GO readily soluble in aqueous media,11 and expands the
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spectrum of its potential applications, in batteries, sensors, solar cells,
supercapacitors, 36,42 and drug delivery.43
Previous investigations on the interactions between graphene and CNT44–48
have shown that graphene + CNT complexes possess superior properties over
the individual carbon nanomaterials, such as enhanced stability, capacitance,
electrical conductivity, and mechanical properties.44–46 The computational study of
Wang et al.47 indicates that the interaction between graphene and CNT is mediated
by weak van der Waals forces. Our recent density functional theory (DFT)
investigation 48 on the interaction between graphene and CNT yielded the interaction
energy of -1.61 eV/nm. Furthermore, graphene was able to promote the dispersion of
CNTs in the polymer matrix, resulting in the highest values of mechanical properties
for nanocomposites containing graphene + CNT nanocarbon.48 Therefore, understanding the nature and mechanism of graphene-CNT interactions provides a route
for the synthesis of high-performance nanocomposites.
To achieve better performance of graphene + CNT complexes, it is desirable
to optimize the interfacial interaction (binding) between graphene and CNT. One of
the simplest routes to modify the interfacial interactions is thought to be the covalent
functionalizations of these carbon nanomaterials with suitable chemical agents. Out
of a limited number of available chemical agents, the oxygen-containing groups,17–20
and amines,21–26 have been extensively used for the functionalizations of graphene
and CNT respectively. Therefore, in the present study, we model functionalized
graphene and CNT by attaching oxygen-containing groups and amines (NH2)
respectively, to the surfaces of carbon nanomaterials. We hypothesize that such
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functionalizations would enhance the interaction energies between graphene and
CNTs by forming hydrogen bonds.21,49 Our goal is to explore the effects of
chemical functionalizations of graphene and CNT on the properties of graphene +
CNT complexes using DFT method.
3.3 Computational Methods

Figure 3.1
Schematic of six different models of GO employed in our study. GOs were modeled by attaching (a) two epoxy groups
(model I), (b) two hydroxyl + two carboxyl groups (model II), and (c) two epoxy + two hydroxyl + two carboxyl
groups (model III), to the surface of graphene. GOs shown in (d)-(f) (models IV-VI) represented graphene sheets
functionalized by four epoxy groups only, four hydroxyl groups only, and four carboxyl groups only, respectively. Atom colors
scheme: C in gray, O in red, and H in white.
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Plane-wave DFT calculations were performed using Quantum ESPRESSO (version 6.0)
package50 with the van der Waals functional (vdW-DF2).51,52 The vdW-DF2 functional
has been successfully used in describing the van der Waals forces in several previous
studies.53,54 Since the vdW interactions are very important in the current study, some test
calculations using semi-empirical Grimme’s-D2 method55 were also performed. The
electron-ion interactions were treated with ultrasoft pseudopotentials56 taken from the
publicly available repository of the Quantum ESPRESSO distribution. The ultrasoft
pseudopotentials available in the repository for the PBE (Perdew–Burke–Ernzerhof)
functional were used in our calculations.

Figure 3.2
Geometries of NH2–functionalized (a) pristine CNT, and (b) SW-defected CNT. Atom colors scheme: C in gray, N in blue,
and H in white.

The electronic states (Kohn-Sham wave functions) were expanded using the
plane-wave basis sets with kinetic-energy cutoffs of 30 Ry and 240 Ry for the wave
functions and charge densities, respectively. All atomic positions and lattice
parameters were fully optimized using BFGS algorithm, until the components of
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Hellmann–Feynman forces acting on each atom were less than 10-3 Ry/Bohr, and the
energies were converged to within 10-4 Ry in the self-consistent step. Due to the
large system size (containing up to 298 atoms), only the Γ-point (k = 0) of the
Brillouin zone was sampled. 57 The computed results were further verified using 2 x
2 x 1, and 3 x 3 x 1 k-points.58
The graphene sheet containing 112 carbon atoms was modeled using an
orthorhombic supercell with dimensions of 9.88 × 29.92 × 46.00 Å3 . GOs were
modeled by covalently attaching oxygen-containing functional groups, epoxy
(>O), hydroxyl (-OH), and carboxyl (-COOH), to the surface of graphene.37 These
functional groups were randomly distributed on the surface of graphene to represent
a realistic model.59 Different models of GO employed in our study are shown in
Figure 3.1, where models I, II, and III rep- resent graphene sheets functionalized
with two epoxy groups, two hydroxyl + two carboxyl groups, and two epoxy + two
hydroxyl + two carboxyl groups, respectively.
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Figure 3.3 :
(a)-(d) Geometries of heavily functionalized models of GO (models VII-X), and
(e) NH2–functionalized CNT. Heavily functionalized GO and CNT were were modeled using ten oxygen-containing groups and
six NH2-groups, respectively.

To investigate which if any of the three oxygen groups produces the greatest
effect in the interaction energies, we further considered three more models of GO
(models IV, V, and VI) with similar amounts of coverage, as shown in Figure
3 . 1d-f. These three models of GO (represented by IV, V, and VI in Figure 3.1)
were obtained by functionalizing graphene sheets with four epoxy groups only, four
hydroxyl groups only, and four carboxyl groups only, respectively. The armchair
(8,8) CNT was modeled by a periodic supercell containing 128 carbon atoms. The
Stone-Wales (SW) defects60 in CNT were obtained by rotating a C–C bond by
90◦ about its center. The functionalizations of CNTs were modeled by covalently
attaching two NH2-groups to the sidewalls of pristine and SW–defected CNTs, as
shown in Figure 3.2.
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The interactions between GO and CNT were studied by placing them in the
same orthorhombic supercell. The equilibrium separation between GO and CNT
was determined by minimizing the total energies and forces acting on all atoms. To
investigate the effect of concentration of functional groups on the properties of
complexes, the interactions between GO and CNT were examined using heavily
functionalized models, as shown in Figure 3 . 3. The heavily functionalized models
of GO were obtained using ten oxygen-containing groups, while that of the CNT was
obtained using six amine groups. Four different models of GO displayed in Figure 3.3
a-d (models VII-X) represented graphene sheets functionalized (heavily) with
different combinations of oxygen-containing groups. Specifically, model VII
represented graphene sheet functionalized with two epoxy + four hydroxyl + four
carboxyl groups, model VIII represented the graphene functionalized with ten
epoxy groups only, model IX represents the graphene functionalized with ten
hydroxyl groups only, and model X represented the graphene functionalized with
ten carboxyl groups only.
3.4 Results and Discussion
3.4.1 Interactions Between Graphene-Oxide and Carbon Nanotube
Optimized geometries for various GO + CNT complexes are shown in Figures
3.4-3.6, where three models of GO (models I-III) have been employed.
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Figure 3.4
Optimized geometries of complexes of model I of GO with (a) pristine CNT, (b) CNT-NH2, (c) SW-defected CNT, and (d)
SW-defected CNT-NH2. GO was modeled by attaching two epoxy groups to the surface of graphene.
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Figure 3.5
Optimized geometries of complexes of model II of GO with (a) pristine CNT, (b) CNT-NH2, (c) SW-defected CNT, and (d)
SW-defected CNT-NH2. GO was modeled by attaching two hydroxyl + two carboxyl groups to the surface of graphene.
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Figure 3.6
Optimized geometries of complexes of model III of GO with (a) pristine CNT, (b) CNT-NH2, (c) SW-defected CNT, and (d)
SW-defected CNT-NH2. GO was modeled by attaching two epoxy + two hydroxyl + two carboxyl groups to the surface of
graphene.

These three models of GO were obtained by the functionalizations of
graphene sheets with two epoxy groups, two hydroxyl + two carboxyl groups, and
two epoxy + two hydroxyl + two carboxyl groups, respectively. The computed
geometries of the complexes indicate that the covalent functionalizations of
graphene and CNTs induce a significant deformation in their structures due to the
local sp2 → sp3 transition of carbon atoms directly bonded to functional groups, that
is consistent with the previous observations. 18,25,27
The computed interaction energies (per unit length of CNT) between the fir st
three models of GO and CNTs are summarized in Table 3.1. All computed
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interaction energies are negative, indicating that all the complexes are
thermodynamically stable, and their formations are energetically favorable.
Table 3.1 Computed Interaction Energies and Equilibrium Separations between GO
(Models I-III) and CNT
Eint (eV/nm)

dmin (Å)

a) GO + CNT (Pristine)

-1.66

3.38

b) GO + CNT-NH2

-1.08

4.56

c) GO + CNT (SW)

-1.56

3.22

-1.03

5.07

a) GO + CNT (Pristine)

-1.06

4.39

b) GO + CNT-NH2

-1.12

5.20

c) GO + CNT (SW)

-0.99

4.12

-1.27

5.47

a) GO + CNT (Pristine)

-1.15

4.21

b) GO + CNT-NH2

-1.47

5.05

c) GO + CNT (SW)

-1.09

4.06

-1.54

5.31

Configurations
Model I

d) GO + CNT (SW)-NH2
Model II

d) GO + CNT (SW)-NH2
Model III

d) GO + CNT (SW)-NH2

Table 3.1 shows that the interaction energy between model I of GO and
pristine CNT (see Figure 3.4a) is -1.66 eV/nm, with the equilibrium separation
(between C atoms of graphene and CNT) of 3.38 A. At this separation, the
interaction between GO and CNT is governed by long range van der Waals (vdW)
forces. Comparing this result with the one obtained previously48 for graphene-CNT
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interaction (i.e., Eint = -1.61 eV/nm, dmin = 3.33 A), we find that there is no significant
change in the interaction energy or in the equilibrium separation between graphene
and CNT due to the epoxy–functionalization of graphene. The presence of SWdefects in CNT produced a local deformation in it, however the interaction energy
between GO and CNT was not significantly affected due to the defects (-1.66 eV/nm
vs -1.56 eV/nm). This observation is qualitatively consistent with the previous
theoretical result of Hassan et al.,64 where it was shown that the dispersion binding of
a benzene on defected graphene is similar to the pristine one. Upon the
functionalization of CNT with NH2-groups (see Figure 3.4b), the interaction
energy between GO and CNT was decreased to -1.08 eV/nm. Since the vdW
interactions are very important in these systems, we further tested the suitability
of the chosen vdW-DF2 correction method by recalculating the interaction
energies between GO and CNT for a few selected configuration (Table 3 . 1,
model I, systems a and b) using semi-empirical Grimme’s–D2 method. The
interaction energies obtained from Grimme’s-D2 method agreed within 0.05 eV/nm
to the value obtained from the vdW-DF2 method. A detailed comparison of the
computed interaction energies using these two forms of the vdW corrections are
provided in Table A.1of the Appendix. On examining the geometries of the
complexes, the equilibrium separation between GO and CNT was observed to
increase from 3.38 A to 4.56 A due to the NH2-functionalization of CNT, which in
turn lowered the interaction energy significantly. The interaction energy between
GO and CNT-NH2 is mainly due to the two contributions: dispersion energy and
hydrogen bonding. By functionalizing the CNT with NH2-groups, there is an

50

energy gain due to the formation of hydrogen bonds between O of GO and NH2 of
CNT; on the other hand, there is a loss of dispersion energy due to the increased
separation between GO and CNT-NH2. It appears that the dispersion energy played
a more dominant role than the hydrogen bonding in the present case, resulting in a
decrease in the interaction energy due to the functionalization of CNT. In the
present situation, there is one hydrogen bond formed between GO and CNT-NH2
(O· · ·NH, 2.15 Å), while the other hydrogen bond is weak (O· · ·NH, 3.62 Å). Thus,
the NH2 -functionalization of CNT decreased the interaction energy between GO
(model I) and CNT. Furthermore, the presence of SW-defects in CNT did not make
a significant effect on the computed interaction energies.

Figure 3.7
Computed electron density difference maps for the interactions of model I of GO with (a) pristine CNT, (b) CNTNH2, (c) SW-defected CNT, and (d) SW-defected CNT-NH2. Yellow and cyan colors indicate gain and loss of electron
3
density, respectively. Isosurface corresponds to 0.0008 e/bohr .

The electron density diff

maps for the interactions of GO (model I) with

CNT are shown in Figure 3.7. In these plots, the isosurface in yellow (cyan) color
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indicates the region of electron gain (loss) due to the interaction. Since oxygen
has a higher electronegativity than hydrogen, it pulls electron towards it. As seen
in Figure 3 . 7b, the presence of a cyan region (electron loss) around the H atom,
and a yellow region (electron gain) around the O atom indicates that the electron
cloud migrates from the hydrogen towards the oxygen establishing the hydrogen
bond.
We next considered the interactions of model II of GO with CNT, which
are shown in Figure 3. 5. The interaction energy between GO and CNT is
computed to be -1.06 eV/nm, with a separation of 4.39 A between them. Upon the
NH2-functionalization of CNT, the interaction energy increased slightly from -1.06
eV/nm to -1.12 eV/nm. At the same time, the equilibrium separation between GO
and CNT also increased from 4.39 A to 5.20 A. This indicated that the energy
gained due to the formation of hydrogen bond is slightly higher than the dispersion
energy loss due to the increased GO-CNT separation. Since the energy difference
between the two systems (Table 3.1, model II, systems a and b) that are being
compared is very small (only 0.06 eV/nm), we re-computed the interaction energies
using 2 x 2 x1, and 3 x 3 x 1 k-points. Our results indicated that the interaction
energies between GO and CNT obtained using denser k-points were converged
within 0.01 eV/nm to that of the Γ-point. Our result confirmed that the observed
small difference in interaction energy is not due to the lack of k-points. For the
interested readers, the convergence of computed interaction energies between
selected models of GO (models I and II) and CNT as a function of number of kpoints is summarized in Table A.2. The interaction energy of GO with SW-defected
CNT was computed to be -0.99 eV/nm, which was approximately t h e same as that
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of GO with the pristine CNT. Furthermore, the interaction energy of GO with NH2functionalized SW-defected CNT was -1.27 eV/nm, which is somewhat higher than
those of the remaining configurations shown in Figure 3.5 due to the shorter
hydrogen bond distances (O···HN, OH···N). The NH2-functionalization of CNT
increased the number of hydrogen bonds, and consequently increased the interaction
energy.

Figure 3.8
Computed electron density difference maps for the interactions of model III of GO with (a) pristine CNT, (b) CNTNH2, (c) SW-defected CNT, and (d) SW-defected CNT-NH2. Yellow and cyan colors indicate gain and loss of electron
3
density, respectively. Isosurface corresponds to 0.0008 e/bohr .

Optimized geometries for the complexes of model III of GO and CNT are
shown in Figure 3.6. For the complex between GO and CNT (see Figure 3.6a),
the interaction energy was computed to be -1.15 eV/nm, with a separation of 4.21
A between them. Upon the functionalization of CNT by NH2–groups, the
interaction energy between GO and CNT increased from -1.15 eV/nm to -1.47
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eV/nm, and the equilibrium separation increased from 4.21 A to 5.05 A, which
lowers the dispersion energy between them. The enhancement in the interaction
energy between GO and CNT due to the NH2–functionalization originated from the
establishment of hydrogen bonds. Furthermore, we observe that the NH2functionalized SW-defected CNT interacts somewhat more strongly with GO (Eint
= -1.54 eV/nm) due to the stronger hydrogen bond. However, the interaction
energies between GO and CNT (or CNT-NH2) were always smaller (weaker) than
that of the graphene-CNT interaction (Eint = -1.61 eV/nm). The computed electron
density difference maps shown in Figure 3.8 clearly indicate the interactions between GO
and CNT.
Table 3.2 Computed Interaction Energies and Equilibrium Separations between GO
(Models IV-VI) and CNT
Eint (eV/nm)

dmin (Å)

a) GO + CNT (Pristine)

-1.57

3.59

b) GO + CNT–NH2

-1.00

5.04

a) GO + CNT (Pristine)

-1.03

4.37

b) GO + CNT–NH2

-1.18

5.11

a) GO + CNT (Pristine)

-0.93

4.71

b) GO + CNT–NH2

-1.11

5.26

Configurations
Model IV (>O)

Model V (-OH)

Model VI (-COOH)

GOs were Modeled by Functionalizing Graphene Sheets with Four Epoxy Groups Only (Model IV), Four Hydroxyl Groups Only
(Model V), and Four Carboxyl Groups Only (Model VI).
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In order to know which if any of the three oxygen groups produces the
greatest effect in the interaction energies, we further investigated the interaction of
models IV-VI of GO with CNT. Optimized geometries for these interactions are
provided in Figure A.1 of the Appendix. We reiterate that these models of GO
were obtained by functionalizing graphene sheets with only four epoxy groups,
only four hydroxyl groups, and only four carboxyl groups, respectively. The
computed interaction energies and equilibrium separations between GO and CNT are
summarized in Table 3.2. The interaction energies between GO and CNT followed a
similar trend as observed previously (for the interactions of models
I-III of GO with CNT); that is the interaction energies between GO and CNT are,
either unchanged (>O groups) or decreased (-OH, -COOH groups), with respect to
that without functionalizations (i.e., Eint = -1.61 eV/nm). Furthermore, NH2functionalization of CNT lowered the interaction energy in all the cases. This
observation again suggested that the gain of interaction energy due to the hydrogen
bonding was not sufficient to overcome the energy loss due to the dispersion. In
summary, all the computed interaction energies between GO and CNT (and CNT–
NH2) are, either approximately equal to or less than that of the graphene-CNT
interaction (i.e., Eint = -1.61 eV/nm).48 This suggests that the interaction energy
between graphene and CNT can not be enhanced due to their gentle (light)
functionalizations, which emphasizes the need for heavy functionalization, as a
potential route for enhancing the interaction energy.
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Figure 3.9
Optimized geometries of complexes of model VII of GO with (a) pristine CNT, and (b) CNT-NH2, where both graphene
and CNT were heavily functionalized. GO was modeled by functionalizing graphene sheet with ten oxygen-containing groups
(i.e., two epoxy+ four hydroxyl + four carboxyl), while the functionalized CNT was modeled by using six NH2-groups.

Finally, we have investigated the influence of heavy functionalizations of
graphene and CNT on their interaction energies. The heavily functionalized
graphene and CNT are modeled using ten oxygen-containing functional groups and
six NH2-groups, respectively, as shown in Figure 3.3. As mentioned in the
computational section 2, four different models of heavily functionalized graphene
(see models VII-X, Figure 3.3) have been considered, and their interactions with
CNT (and CNT–NH2) have been explored. As the presence of SW- defects in
CNT did not make any significant change in the computed interaction energies
between GO and CNT (as observed in Table 3 . 1, models I-III), therefore only the
pristine model of CNT has been considered for the further study.
Optimized geometries for the complexes of model VII of GO and CNT
are shown in Figure 3 . 9, while those of models VIII-X of GO and CNT are
provided in Figure A.2 of the Appendix. The computed interaction energies
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between GO and CNT are summarized in Table 3.3. For model VII, we observe
that the interaction energy between GO and CNT is -1.14 eV/nm, with a separation
of 4.97 A. Upon the NH2-functionalization of CNT, the interaction energy is
increased to -2.11 eV/nm, that is almost double of the value obtained without the
NH2-functionalization.
Table 3.3 Computed Interaction Energies and Equilibrium Separations between Heavily
Functionalized Models of GO (Models VII-X) and CNT
Configurations

Eint (eV/nm)

dmin (Å)

a) GO + CNT (Pristine)

-1.14

4.97

b) GO + CNT-NH2

-2.11

5.87

a) GO + CNT (Pristine)

-1.70

4.02

b) GO + CNT–NH2

-1.42

5.28

a) GO + CNT (Pristine)

- 1.23

4.40

b) GO + CNT–NH2

-1.90

5.22

a) GO + CNT (Pristine)

-1.25

5.51

b) GO + CNT–NH2

-2.69

6.29

Model VII (>O, -OH, -COOH)

Model VIII (>O)

Model IX (-OH)

Model X (-COOH)

.

The functionalization of CNT also increased the separation between CNT
and graphene from 4.97 A to 5.87 A. As discussed earlier, the increase in the
GO–CNT separation due to the NH2-functionalization resulted in lowering the
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dispersion energy. For models IX and X of GO, the computed interaction energies
between GO and CNT followed a similar trend (as observed for model VII), where the
NH2-functionalization of CNT enhances the interaction energy between them. On the
other hand, for model VIII, the NH2-functionalization of CNT lowered the
interaction energies. Thus, except for the epoxy functionalized model, the interaction
energies between heavily functionalized graphene and CNT were enhanced due to the
NH2-functionalization of CNT, which is essential for the development of high
performance nanocomposites. Comparing the results of heavily functionalized
models, we found that carboxyl functional groups produce the greatest increase in
hydrogen bond strength relative to the dispersion energy loss.
The computed electron density difference maps for the interactions between
GO (model VII) and CNTs are shown in Figure 3.10. The NH2–functionalization of
CNT allowed the formation of a large number of hydrogen bonds between GO and
CNT–NH2, as revealed by the charge density difference map shown in Figure 3.10b.
Since several hydrogen bonds are established, the energy gain due to the hydrogen
bonds is much larger that the dispersion energy loss due to increased separation
between GO and CNT. Thus, the heavy functionalizations of graphene and CNTs
resulted in a significant enhancement in the interfacial interaction energy, which is
essential for the development of high-performance nanocomposites.
We reiterate that the interaction energies between GO and CNT reported in
this manuscript were obtained using the total energies of constituents in the
optimized geometries of their complexes. To investigate the effect of deformation
on the computed interaction energies, we further evaluated the interaction energies
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for a few selected configurations using the total energies of the constituents in their
own optimized position. A detailed comparison of the computed interaction
energies using these two methods are provided in Table A.3 of the Appendix. We
observed that deformation corrected interaction energy is always higher than the
other (obtained using constituents in their own optimized positions), and their
difference represented the deformation energy, Edef . We further observed that the
deformation energy is higher for the complexes forming hydrogen bonds.

Figure 3.10
Computed electron density difference maps for the interactions of model VII of GO (heavily functionalized graphene) with (a) pristine
CNT, (b) CNT–NH2. Yellow and cyan colors indicate gain and loss of electron density, respectively. Isosurface corresponds to
0.0008 e/bohr3.

3.4.2 Elastic Properties

We consider here the effect of functionalizations on the Young’s moduli of
graphene + CNT complexes. The computed Young’s moduli of various
functionalized carbon nanomaterials are summarized in Table 3.4.
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Table 3.4 Simulated Young’s Moduli of Functionalized Carbon Nanomaterials
Configurations
CNT
CNT-NH2
SW-CNT
SW-CNT-NH2
CNT-6NH2
Graphene
Model I GO
Model II GO
Model III GO
Model IV GO
Model I GO + CNT-NH2
Model II GO + CNT-NH2
Model III GO + CNT-NH2
Model IV GO + CNT-NH2

Y (GPa)
1032
967
919
865
834
1068
1000
881
845
645
986
927
887
749

The addition of chemical functionalizations of CNT and graphene lower their
mechanical strength. Due to the covalent functionalizations, the hybridization of C
atoms of CNTs (or graphene) changes from sp2 to sp3; which make the
functionalized structures softer than the pristine ones. The number of sp3 C atoms
in CNT (or graphene) is directly associated with the number of functional groups,
and therefore the modulus of CNT functionalized with six NH2-groups is much
lower than that with two NH2-groups.23 Similarly, the modulus of graphene is
found to decrease with the increasing concentration of oxygen-containing
functional groups, as shown in Table 3.4. The Young’s moduli of GO + CNT-NH2
complexes are found to be the averages of the moduli of their constituents.
3.5 Conclusions
We applied plane-wave density functional theory to investigate the effects of
functionalizations of graphene and CNT on the properties of graphene + CNT
complexes. The covalent functionalizations of graphene and CNT were carried
out using oxygen-containing functional groups and amines, respectively. Our
calculations showed that both dispersion energy and hydrogen bonding play crucial
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roles in the formation of complexes between GO and NH2-functionalized CNT.
The presence of SW-defects in CNT did not make any significant effect on the
computed interaction energies. For a relatively lesser degree of functionalization of
carbon nanomaterials, the computed interaction energies between functionalized
graphene and CNT were, either unchanged or decreased, with respect to those
without functionalization. It was observed that the gain or loss of interaction
energy is a competition between two contributions: dispersion energy and hydrogen
bonds. When the interaction energy gain from the hydrogen bonds is much larger
than the interaction energy loss from the dispersion, there is a net gain in the
interaction energy due to the functionalizations. Except for the epoxy
functionalized model, the interaction energies between heavily functionalized graphene
and CNT were enhanced due to the NH2-functionalization of CNT. We observed
that carboxyl groups of GO produced the greatest increase in hydrogen bond
strength relative to the dispersion energy loss. Our simulations indicated that the
functionalizations of graphene and CNT result in a loss of their mechanical strengths
due to formation of weaker sp3 bonds. Young’s moduli of complexes of GO and
CNT-NH2 were approximately the averages of the moduli of their individual
constituents.
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CHAPTER IV – Large Atomic Analysis of Effects of CNT and Graphene, both
Functionalized and Pristine, Addition to Nylon 6 Polymer on the Mechanical Properties
of the Resulting Melt.
4.1 Introduction
Addition of nanofillers to polymer matrices is a popular method for enhancing the
mechanical1-4, thermal5, and electrical6 properties of a polymer matrix. The key to
efficiently enhancing polymers is optimizing the interactions between the polymer matrix
and the nanofillers.7 Previous research has shown the strength of interactions of carbon
nanotube (CNT) and graphene with nylon 6.8, 9 It was also determined that graphene
could act as a potential dispersant for CNT inside polymer matrices where aggregation is
common.8 The interaction strength could be further enhanced with amination10-13 of the
CNT and oxidation14-17 of graphene. However, the functionalization of CNT and
graphene results in a reduction in the material properties that make them ideal as
nanofillers.18 It is not clear how significant the loss of properties is after
functionalization. For optimization of the enhancement of polymers, it is necessary to
understand the effects functionalization has on the interactions and properties of CNT and
graphene.
. Nylon 6 is a polymer used in several applications, such as nylon based
nanocomposites, bio-material, and nanomedicine.19, 20 Studies have shown nylon 6
mechanical properties being enhanced through the addition of carbon nanofillers21-24
where nylon 6 has only van der waal (vdW) interactions with graphene and CNT but has
a stronger vdW interaction with the CNT graphene complex.8 The effects of the
interaction strength on the resulting properties of the polymer nanocomposite remain
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undetermined. Further, carbon nanofiber (CNF) is a popular nanofiller for polymer
matrices and is similar in structure to CNT and graphene.25
Carbon nanofibers are cylindrical nanostructures created from graphene sheets
and are arranged as stacked cones.26 Compared to CNTs, CNFs are larger in diameter and
density, resulting in CNFs being studied less as potential nanofillers.27 However, CNFs
are excellent alternatives for CNTs as nanofillers due to their availability and low cost but
the interactions between polymer and CNFs remain poorly understood.26, 28 This chapter
seeks to elucidate the balance between functionalization of CNT/graphene and the
respective material properties and determine the effects of interaction strength with nylon
6 on the Young’s modulus of the nanocomposite containing carbon nanofillers.
4.2 Simulation Methods
All calculations in this chapter were completed using LAMMPS29 and the Class II
force field.30 CNT, graphene, CNF, and nylon 6 polymer were all built in XenoView31
and manually added to form nanocomposites. Chapter II and III previously verified this
force field for the materials above except for CNF. CNF is included in this chapter
because its overall size (i.e. atom count) prevents it from being efficiently modeled using
DFT.
4.2.1 Functionalized Graphene/CNT
4.2.1.1 MD Validation
CNT and graphene were functionalized similarly to the methods in Chapter III.
CNT was functionalized with various amounts of amine (-NH2) groups and graphene was
functionalized with hydroxyl (-OH), carboxyl (-COOH), and epoxy groups (-OCH2CH2).
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For validation purposes, interaction energies were calculated for the same samples
presented in Chapter III and compared to DFT results.

4.2.1.2 Optimizing CNT-Graphene Functionalization.
CNT and graphene were functionalized with up to four sets of functional groups
with each set representing two amine groups on CNT and one carboxyl, hydroxyl, and
epoxy group on graphene (Tab 4.3). CNT-NH2 and graphene oxide (GO) were placed in a
simulation cell with boundaries large enough to place two complete molecules within a
vacuum. The molecules complexed in LAMMPS using constant atom, constant pressure,
and constant temperature (NPT) dynamics and the Langevin thermostat was set at 300 K.
Unlike in Chapter III, the distribution of amine groups on the carbon were placed evenly
around the CNT (Figure 4.3) to help encourage interactions with a polymer matrix in
future steps. Interaction energies were calculated for each CNT-GO complex and are
listed in Table 4.2.
Young’s moduli were also calculated according to the method outlined in Chapter
I for each sample. The optimal functional set consisting of the highest interaction energy
and relatively small drop-off in Young’s moduli was used to create polymer
nanocomposites. The complex that has the highest interaction energy (i.e. least likelihood
of aggregation inside polymer matrix) and that the complex has not severely decreased in
Young’s modulus (i.e. degradation of material properties) will be chosen for the more
computationally intensive polymer nanocomposite system building.
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4.2.2 CNF Building and Interaction Calculations

Scheme 4.1
Process of building a carbon nanofiber for a simulation. 1) A 60 0 wedge is removed from a graphene circle. 2)The edges of the
modified graphene sheet are reconnected, forming a cone. 3) The cones are stacked on top of each other at a distance of 3.4 Å apart.

Carbon nanofibres were built from graphene sheets and is described as follows:
(Scheme 4.1) A 60o wedge was removed from the graphene sheet and the ends were
reattached, creating a cone with an apex angle of 112o. Cones were stacked with an apexapex distance of 3.42 Å which is the distance at which the cones interact according to
literature. 27 cones were stacked, resulting in a final length of ~81 Å.
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Figure 4.1
Side and top view of setup for CNF-CNF interactions. The black CNF represents molecule B of the interaction calculations with the
six remaining fibres representing molecule A. Both black and green represent carbon in this scheme.

Interaction energy was calculated according to the methods described in Chapter
I. To measure CNF interaction with itself, a single CNF was surrounded with six other
CNFs as depicted in Figure 4.1 where the black CNF is the molecular being investigated
and the green CNFs are the possible materials for interaction. This treated the individual
CNF as a cylinder with a surface area of 2𝜋rh which could then be normalized for
comparison to interactions with nylon 6. For nylon 6, equilibrated polymer cells were
used to determine the interaction energy with CNF. We once again treated the CNF as a
cylinder, allowing for comparison between CNF-nylon 6 interactions and CNF-CNF
interactions.
4.2.3 Nylon 6 Nanocomposites
Polymer melts ranging from 50,000-250,000 atoms were created using Xenoview.
Pristine CNT, pristine graphene, pristine CNT-graphene complexes, and functionalized
CNT-graphene complexes were added to the melt to create nanocomposites ranging from
0-4% by weight of carbon nanofillers, resulting in 5 samples. The simulation cells were
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shrunk to match the experimental density of nylon 6 (1.14 g/mol) using NVE (constant
atom, constant volume, constant energy) dynamics. NPT dynamics at 300 K with a
Langevin thermostat were used to equilibrate the polymer nanocomposites until constant
energy was achieved.
The interactions between CNFs and nylon 6 were studied by placing them in
orthorhombic cells with periodic boundary conditions in all dimensions with the
nanofibre oriented in the z direction. The cells were designed to be wide enough to
prevent any cross-boundary CNF-CNF interactions from occurring (>10 nm). The cells
contained polymer nanocomposites consisting of 0-4% by weight CNF (100,000-400,000
nylon 6 atoms), also resulting in 5 more samples. Prior to optimization of the CNF-nylon
6 nanocomposites, the nylon 6 and CNFs were optimized individually. Following
addition of the CNF to nylon 6, the resulting complexes were equilibrated using NPT
dynamics at 300 K until constant energy was achieved. Young’s modulus calculations
were then performed on the polymer nanocomposites according to Chapter I and the
results are presented below.

4.3 Results and Discussion
4.3.1 MD Validation of Functionalized CNT-GO Complexes
Table 4.1 Comparison of Interaction Energies of GO-CNT Complexes

Epoxy
Complexes
GO-CNT
GO-CNT-NH2
GO-CNT (SW)
GO-CNT(SW)-NH2

DFT
-1.66
-1.08
-1.56
-1.03

MD
-1.54
-0.99
-1.46
-0.94
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Eint (eV/nm)
Hydroxyl
DFT
MD
-1.06
-0.92
-1.12
-1.06
-0.99
-0.83
-1.27
-1.12

Carboxyl
DFT
MD
-1.15
-0.99
-1.47
-1.23
-1.09
-0.89
-1.54
-1.36

The first concern of this chapter was ensuring that the Class II force field would
correctly determine interactions between functionalized CNT and GO and between CNTGO complexes and nylon 6. Using the same structures from chapter III (Figures 3.4-3.6),
interaction energies were calculated for the following complexes describe above (Table
4.1). Table 4.1 shows interaction energies calculated using DFT from Chapter III and
using the Class II force field in LAMMPS for GO-CNT-NH2 complexes where graphene
is functionalized with each functional group studied (-OH, -COOH, -OCH2CH2). The
same complexes were created in Xenoview and the interaction energies were determined
in LAMMPS. For epoxy functionalization of graphene, where van der Waals (vdW)
interactions dominated in Chapter III, the MD measurements are within ~0.1 eV/nm of
the DFT measurements. These interactions also decrease with the presence of the StoneWales (SW) defect present in the complex. This error slightly increases to about ~0.150.2 eV/nm when H-bonding is accounted for in the carboxyl and hydroxyl
functionalizations of graphene. However, the trend, when compared to DFT remain very
similar where functionalization of CNT results in increased interaction energy and the
presence of a SW defect results in a reduction of interaction energy. Since the trends were
similar and the calculated results were close between DFT and MD, we could show that
the class II force field is accounting for the proper interactions between the carbon
nanostructures. Chapter II had previously confirmed that this force field accounted for
nylon 6 interactions. It should be reiterated that negative values indicate the formation of
a complex which indicates a stronger complex as the interaction energy becomes more
negative.
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4.3.2 GO-CNT-NH2 Optimization
Since it was shown that the force field was accounting for the possible
interactions between the carbon nanomaterials and nylon 6, the study was extended to
include a more complex GO. Chapter III showed that GO with epoxy, carboxyl, and
hydroxyl groups mixed together produced one of the best interaction strengths during
complex formation with CNT-NH2. However, Chapter III also showed that increased
functionalization resulted in degradation of the Young’s modulus of the carbon
nanomaterials. Before GO-CNT-NH2 complexes could be added to nylon 6 polymer, it
was necessary to optimize the functionalization of the individual carbon nanomaterials to
reduce computational cost. This was accomplished in two steps:
1. Measuring effects of different amounts of functionalization on formation of the
GO-CNT-NH2 complex to determine the strongest complex formation.
2. Determining the effects functionalization has on the Young’s moduli of the
carbon nanomaterials to determine the extent of degradation resulting from
increased functionalization.
The Young’s modulus of the samples is shown below.
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Figure 4.2
Graph of Young’s moduli of individual carbon nanomaterials as a function of the number of functionalization sets present on the
material. CNT is functionalized with NH2 and graphene is functionalized with epoxy, hydroxyl, and carboxyl groups.

Figure 4.2 shows the calculated Young’s moduli for the individual carbon
nanomaterials. CNT was functionalized with two amine groups per functionalization set,
and graphene was functionalized with one epoxy, hydroxyl, and carboxyl group per
functionalization set. Figure 4.2 shows that increasing functionalization in the carbon
nanomaterials results in a decrease in the Young’s moduli. Interestingly, the CNT and
SW-CNT show little difference in Young’s moduli after functionalization has occurred.
These values can be seen in Table 4.2 where the values of CNT-NH2 and SW-CNT-NH2
differ by less than 5 GPa which can be attributed to computational noise.
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Table 4.2 Young’s Moduli Values for GO and CNT-NH2 with Different Amounts of
Functionalization

Functionalization Sets
0
1
2
3
4
5

CNT-NH2
1498.36
1454.95
1449.53
1436.29
1428.98
-

Young’s Modulus (GPa)
SW-CNT-NH2
1451.22
1456.84
1443.52
1435.74
1428.27
-

GO
1410.12
1384.70
1346.93
1321.97
1247.54
1190.25

The similar values are due to functionalization method of the CNT where the
functionalization occurs in the same location as the defect. Normally, functionalization
would be considered a second defect but due to the location of the first amination, no
additional defects are present after functionalization, hence, there is no drop off is
observed between the pristine and defective samples. Also, the calculated Young’s
moduli are larger than experimentally produced results (~1000 GPa for pristine samples).
This was an expected result, however, as it has been well documented in literature that
MD using this force field consistently overestimates the Young’s moduli of the samples
using the method described in Chapter I.
Figure 4.2 also shows that the Young’s modulus of graphene steadily decreasing
as functionalization occurs at a rate of ~-3% per additional set of oxidation groups.
However, after three sets, that degradation becomes steeper and nearly doubles in rate
with a ~-6% decrease in modulus using the values from Table 4.2. An extra GO was
studied containing 5 sets of oxidation groups to confirm the change in slope for
degradation. It is likely at this point that too much functionalization has occurred on the
graphene and the breakage of aromaticity is beginning to ruin the ideal properties that
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graphene possesses as a nanofiller. No such change in slope is observed for CNT with the
samples studied in this project.

Figure 4.3
Equilibrated GO-CNT-NH2 complexes. Extent of functionalization increases from top to bottom with two additional amine groups per
row and one additional epoxy, carboxyl, and hydroxyl group per row. The left column represents pristine CNT complexes and the
right represents SW-defective CNTs. Color scheme: Grey is carbon, red is oxygen, blue is nitrogen, and white is hydrogen.
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The second part of optimizing the CNT-GO functionalization is determining how
much functionalization improves the complexation of the carbon nanostructures. Figure
4.3 shows the final complexes of GO-CNT-NH2 after optimization. Unlike in previous
chapters, the CNT and graphene were not immobile across the periodic boundary but
instead were placed inside a vacuum and allowed to move freely. This mobility allows
the CNT and GO to find the optimal binding sites in anticipation of being added to a
polymer matrix. Additionally, the use of the vacuum allows for analysis of the
functionalization effects on the structure of the carbon nanostructures. Figure 4.3 shows
both pristine (left) and SW-defective (right) GO-CNT-NH2 complexes as a function of
number of functionalization sets (0-4). It should be reiterated that GO is functionalized
with a mixture of epoxy, carboxyl, and hydroxyl groups as this is what would be seen
experimentally, and that each functionalization set of CNT contains two amines. Figure
4.3 also shows the steady deformation of CNT as more functionalization is added as the
cylindrical shape of CNT becomes oval-like and squished. This change in shape visually
represents the effects functionalization is having on the material properties of CNT
through the breakage of its aromaticity.
Table 4.3 Interaction Energies for GO-CNT-NH2 Complexes as a function of
Functionalization

Functionalization Sets
0
1
2
3
4

Interaction Energy (eV/nm)
Pristine
Defective
1.38
1.36
1.52
1.51
1.84
1.75
2.21
1.94
1.64
1.58
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Table 4.3 outlines the calculated interaction energies for the complexes as
functionalization increases (shown in Figure 4.3). As mentioned above, the CNT and
graphene moved freely within the simulation cell, allowing for the determination of the
best binding locations. This results in a combination of vdW interactions and H-bonding
occurring between GO and CNT-NH2 which can be monitored by measuring the C-C
bond distance of GO and CNT-NH2 whereas Chapter III showed, ~3-4 Å was vdW
interactions and 5-6 Å was H-bonding. Pristine CNT-graphene and SW-CNT-graphene
both had very similar normalized interaction energies to what was found in Chapter II
even though graphene may wrap around the CNT in this method. This confirms the vdW
interactions dominating the complex formation and validates the freely moving complex
formation method when used above compared to the stationary complex formation
method described in the previous chapters.
With up to three sets of functional groups, the interaction strength between the
two molecules increases as the extent of functionalization increases. Figure 4.3
highlighted the interactions occurring where it appears vdW and H-bonding interactions
are competing to form complexes. With one and two sets of amine groups on the CNT,
there is H-bonding observed, but the CNT is rotated, and the GO is folded upwards to
also partake in vdW bonding. Figure 4.3 shows that CNT is farther from the GO where
the CNT is functionalized; this is where the H-bonding is occurring. However, where the
GO is folded, the C-C distance between CNT-NH2 and GO is closer in that area and vdW
interactions are occurring. As the extent of functionalization increases, the amount of
vdW interactions decrease which agrees with the conclusion in Chapter III that there is a
competition between vdW and H-bonding interactions during complex formation of these
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functionalized carbon nanomaterials. Highlighted in the fourth row of Figure 4.3, the
CNT is no longer within any vdW interaction distance with an average C-C bond distance
of 4.84 Å. At three sets of functional groups, H-bonding begins to dominate the complex
formation. Interestingly, four sets of amine groups and oxygenated groups on the CNT
and graphene, respectively, result in a reduction in the interaction energy even though Hbonding is still dominating the complex formation. Due to the location of the amine
groups on the CNT, it is impossible for the fourth group to even interact with the
graphene, thus the number of potential H-bonding sites remains the same between this
CNT and the tri-functionalized CNT. However, the fourth group could still bond with the
polymer matrix. Further, the extent of the functionalization on the graphene is likely
preventing extensive interactions between the CNT and GO through some steric
hindrance. Due to this reduction in interaction energy and the corresponding steep
decrease in Young’s modulus (Figure 4.2), it was concluded that tri-functionalized GOCNT-NH2 complexes would be used as nanofillers inside nylon 6 along with the
individual carbon nanomaterials and a pristine complex.
4.3.3 CNF Interactions
Table 4.4 Interaction Energies for CNF with itself and with Nylon 6
Eint (eV/nm2)
-1.72
-1.35

Configuration
CNF+6CNF
CNT+Nylon 6

The other nanomaterial of interest in this project is CNF. Before addition to a
nylon 6 matrix, it was necessary to determine the interaction strength of the CNF with
nylon 6 and with itself. The interaction strength will provide insight to the extent at which
the CNF will affect nylon 6 properties. Table 4.4 shows the calculated interaction
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energies for CNF with itself and with nylon 6. The energies were normalized using the
surface area of CNF by treating it as a cylinder with a surface area of 2πrh as outlined in
the methods. Figure 4.1 shows the optimized complex for the interactions between CNF
with itself and Figure 4.4 shows the cell used to measure the interactions with nylon 6
polymer. The key result from this calculation is that the interaction CNF has with itself is
significantly stronger than the interaction with nylon 6 polymer. This indicates that
aggregation is expected within polymer matrices such as nylon 6 which corresponds with
experimental results.
4.3.4 Nylon 6 Nanocomposites

Figure 4.4
Simulation cells of nylon 6 nanocomposites containing pure graphene (Top left), pure CNT (Top right), Graphene-CNT complex
(Bottom Left), and CNF (Bottom Right).
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Figure 4.4 shows the equilibrated nylon 6 nanocomposites containing CNT,
graphene, CNT-graphene complexes, and CNF. Pristine CNT and graphene were also
added to nylon 6 for comparison to CNF and CNT-graphene complexes in nylon 6. For
each sample above, weight percentages of 0-4% carbon nanomaterial were constructed,
and the Young’s modulus was calculated, resulting in five different samples per carbon
nanomaterial.
The addition of any carbon nanomaterial to nylon 6 results in an increase in the
Young’s modulus of the nylon 6 polymer (Table 4.5). The estimated Young’s modulus
(161-225 GPa) is significantly larger than what is observed in literature (~7 GPa)32. This
was an expected artefact of the simulations as it is well known that MD simulations with
this force field tend to overestimate the Young’s modulus of the sample being studied.
The error is compounded with each additional monomer in the system and explains why
there are two different estimates for pure nylon 6 polymer in this project. The samples
containing only CNT and graphene required significantly less nylon 6 atoms compared to
the complex and nanofibre and therefore do not have a as significant overestimate in the
Young’s modulus. Since this result was expected, the values of the calculation are not
concerning but the trends can be used to draw conclusions.
Table 4.5 Young’s Moduli for Nylon 6 Nanocomposites with 0-4% by Weight Nanofiller

Nanofiller %
0
1
2
3
4

CNT
161.0
167.4
173.7
180.3
178.4

Young’s Modulus (GPa)
Graphene
CNT-Graphene
161.0
215.5
166.3
228.4
169.8
239.1
172.4
248.0
180.2
262.7
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CNF
230.2
228.7
235.6
249.7
272.5

These simulations predict that the addition of graphene and CNT individually to
nylon 6 does not have as significant effect on the Young’s modulus as with the addition
of CNF of the CNT-graphene complex. The addition of CNT results in only an 11%
increase in Young’s modulus with 4% by weight CNT and the addition of graphene
results in a slightly lower 10% increase. CNF addition resulted in an 18% increase and
the addition of the CNT-graphene complex resulted in the greatest improvement in
Young’s moduli with an increase of 22% which showed that the CNT-graphene complex
is having a stronger interaction with the nylon 6 polymer than the isolated carbon
nanomaterials.

4.4 Conclusions
This chapter showed that the Class II force field in LAMMPS could accurately
predict interactions between nylon 6, CNT-NH2, and GO. This force field was used to
measure the optimal functionalization of graphene and CNT for infusion within a
polymer matrix. It was shown that more than three functionalization sets of epoxy,
hydroxyl, and carboxyl groups on the graphene sheet resulted in an increased rate of
degradation of the Young’s modulus. Results also showed that further functionalization
of the graphene sheet resulted in steric hindrance and reduced interaction strength with
the functionalized CNT. This chapter also showed that CNF interacts more strongly with
itself than with nylon 6 polymer and aggregation would likely be expected if added to
polymer experimentally.
Young’s modulus calculations showed that the addition of CNT-graphene
complexes to nylon 6 resulted in the most improved Young’s modulus from a pure
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sample with CNF closely behind. The addition of pure CNT and graphene had moderate
increases comparatively. It should be noted that the samples presented in this chapter
only contain one of each nanomaterial which prevents it from accounting for possible
aggregation within a polymer matrix. Further, orientation dependencies of the Young’s
modulus are not accounted for but remain a point of interest for this project but important
relationships between interaction strength and effects on polymer properties have been
determined.
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CHAPTER V – Summary and Future Outlooks
In conclusion, this dissertation presents the potential for modifications to carbon
nanofillers to improve interactions with polymeric matrices while also revealing potential
limitations of the carbon nanofillers.
In Chapter II, we reported that graphene formed a complex with CNT via vdW
interactions using DFT. We determined that CNT-graphene complexation was more
favourable than CNT-CNT aggregation, indicating graphene as a potential dispersant for
CNTs in polymer matrices. Chapter II also reports that vdW interactions dominate
interactions between CNT and graphene with nylon 6 monomer with this interaction also
being weaker than CNT-CNT interactions. We confirmed our DFT theory and MD force
fields through comparison to literature and with the use of higher levels of theory.
Finally, we determined that the Young’s modulus of the complexes was the average of
the independent moduli of the starting materials. Ultimately, Chapter II demonstrated that
graphene could act as a potential CNT dispersant and our levels of theory were accurate
for the interactions being studied and could be extended to more complex materials.
Chapter III extended the research of Chapter II through the analysis of
functionalized CNT and graphene where CNT was functionalized with amine groups and
graphene was oxidized with carboxyl, hydroxyl, and epoxy groups to encourage
hydrogen bonding. For graphene functionalized with epoxy, vdW interactions dominated
complexation with CNT-NH2 and binding energy was not improved. Functionalization of
graphene with carboxyl or hydroxyl groups did result in hydrogen bonding, but the
interaction strength was not stronger than the original vdW complexation formed by the
unfunctionalized materials. We showed that this was a result of the concentration of

87

hydrogen bonding sites where our initial samples did not have enough binding locations
to form a stronger complex than the unfunctionalized materials. Through increased
functionalization of both the graphene and CNT, we showed the hydrogen bonding would
result in stronger complex formation compared to the original CNT-graphene complex.
However, Chapter III also reveals that functionalization of graphene and CNT ultimately
degrades the properties of the polymer where increased functionalization resulted in
decreased Young’s moduli for both CNT and graphene. In summary, Chapter III
highlighted that CNT-graphene complexation could be improved through
functionalization, but that functionalization could result in the loss of properties that
make these carbon nanofillers so enticing.
Finally, Chapter IV reported the effects of adding carbon nanofillers, including
carbon nanofibre, to nylon 6 polymer. We first showed, in conjunction with Chapter II,
that the force field used properly accounted for both vdW and H-bonding interactions by
comparison to CNT-graphene complexes from Chapter II and Chapter III. We further
confirmed that aggregation of CNF inside polymer matrices is likely as the interaction
with itself was significantly stronger than any interaction with the polymer. We also
elucidated a potential optimal functionalization of CNT-graphene complexes for
improved interaction strength without significant loss of material properties such as
Young’s modulus. We concluded that tri-functionalized CNT-graphene was at least the
probable limit for functionalization of a graphene sheet of that size. Carbon nanofillers,
including CNT and graphene independently, were then added to nylon 6 melts to form 04% by weight carbon nanomaterial nanocomposites. This showed that the CNT-graphene
complexes generated better improvements in nylon 6 modulus than any other nanofiller,
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including CNF. Ultimately, we showed that the CNT-graphene complex appeared to have
stronger interactions with the polymer than the independent nanomaterials and
highlighted the potential for these nanofillers if aggregation could be prevented.
The results presented above point to the potential of carbon nanofillers if
aggregation can be circumvented. This project points to a possible route of circumvention
through addition of graphene to CNT and functionalization of the carbon nanofillers.
Additional studies should delve deeper into how the interactions of these carbon
nanofillers result in improved moduli of the nanocomposites. The effects of
functionalized CNT-graphene complexes remains uninvestigated and these materials
could potentially have stronger interactions with nylon 6 polymer. Moreover, the
materials studied above represent ideally dispersed samples. Only one carbon nanofiller,
CNT, CNF, CNT-graphene, etc. is present in each simulation cell, preventing any
possible agglomeration. An investigation of the effects of additional carbon nanofillers in
the same cell is recommended to better understand the potential for graphene and
functionalization as dispersants within a polymer matrix. This investigation would likely
require some type of coarse-graining method as the atom count would quickly become
too large for MD simulations. Only one type of CNF was investigated with an apex angle
of 112o but there are many different CNFs found in literature. The steepness of the CNF
could result in different interactions between itself and with polymer and should be
thoroughly investigated. Finally, orientation is not accounted for in this project, though
orientation surely plays a role in the modulus of the samples studied above. We
considered CNFs oriented only in the z direction and measured moduli in the x direction.
No such orientation control was used for CNT, graphene, and CNT-graphene
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nanocomposites. To obtain a more accurate measurement of the Young’s moduli of these
samples, orientation dependencies should be determined, especially in the case of CNF.
The most accurate Young’s moduli of these samples will likely be the average of all
possible orientations of the carbon nanofillers within the polymer nanocomposite.
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APPENDIX A
Table A.1 Comparison of Computed Interaction Energies between GO (Model I)
and CNT using vdW-DF2 and Grimme’s-D2 Methods
Configuration
Model I
GO-CNT (pristine)
GO-CNT-NH2

Eint (eV/nm)
Grimme’s-D2
-1.68
-1.13

vdW-DF2
-1.66
-1.08

Table A.2 Computed Interaction Energies between Selected Models of GO
(Models I and II) and CNT as a Function of n × n × 1 k-point Mesh with n = 1−3
Configuration
Model I
GO-CNT (pristine)
GO-CNT-NH2
Model II
GO-CNT (pristine)
GO-CNT-NH2

k → 1 x 1 x 1 (Γ)

Eint (eV/nm)
2x2x1

3x31

-1.66
-1.08

-1.66
-1.07

-1.66
-1.08

-1.06
-1.12

-1.05
-1.12

-1.05
-1.12
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Figure A.1
Optimized geometries of complexes of models IV−VI of GO with (a) pristine CNT and (b) CNT−NH2. GOs were modeled by
functionalizing graphene sheets with 4 epoxy groups only (model IV), 4 hydroxyl groups only (model V), and 4 carboxyl groups only
(model VI).
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Figure A.2
Optimized geometries of complexes of models VIII−X of GO with (a) pristine CNT and (b) CNT−NH2, where both graphene and
CNT were heavily functionalized. GOs were modeled by functionalizing graphene sheets with 10 epoxy groups only (model VIII),
10 hydroxyl groups only (model IX), and 10 carboxyl groups only (model X).
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Table A.3 Interaction Energies between Selected Models of GO and CNT
Obtained from the Energies of Constituents within the Complex Geometry, and
within their Own Optimized Geometry. Deformation Energy (Edef ) is
Calculated as a difference between Two Interaction Energies
Configuration

Eint (eV/nm)
Within Complex
Without
Complex

Edef
(eV/nm)

Model I
(a) GO−CNT (pristine)

−1.66

−1.62

0.04

(b) GO−CNT−NH2

−1.08

−0.84

0.24

(c) GO−CNT (SW)

−1.56

−1.47

0.09

(d) GO−CNT (SW)−NH2

−1.03

−0.88

0.15

(a) GO−CNT (pristine)

−1.06

−0.86

0.20

(b) GO−CNT−NH2

−1.12

−0.90

0.22

(c) GO−CNT (SW)

−0.99

−0.82

0.17

(d) GO−CNT (SW)−NH2

−1.27

−0.94

0.33

(a) GO−CNT (pristine)

−1.15

−0.94

0.21

(b) GO−CNT−NH2

−1.47

−1.10

0.37

(c) GO−CNT (SW)

−1.09

−0.81

0.28

(d) GO−CNT (SW)−NH2

−1.54

−0.81

0.73

(a) GO−CNT (pristine)

−1.14

−0.70

0.44

(b) GO−CNT−NH2

−2.11

−1.18

0.93

Model II

Model III

Model VII
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