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A fundamental question relative to time coding is how
action potentials, which arrive from different synapses at
different times, are integrated at the soma. In order to
achieve interesting generalization capabilities, it has long
been proposed that neural networks should use distrib-
uted representations, where the activities of different neu-
rons can be combined in a meaningful way. In the context
of time coding, this means that spikes arriving from differ-
ent synapses at different times need to be integrated in a
meaningful way.
Classically, computational models of spiking neural net-
works have achieved this combinatorial capability by
exploiting the shape of post-synaptic currents [1,2]. In this
approach, post-synaptic potentials (PSPs) arriving from
different synapses at different times are combined linearly
at the soma; a neuron's spike time depends on when this
linear combination of PSPs crosses the firing threshold.
This approach, however, has serious limitations. For
example, the effective coding interval is limited by the
lengths of the rising segments of PSPs, which are very
small in practice [2].
We have developed a different method for combining
spike times based on the fact that a neuron's response to
synaptic currents depends on its internal state [1]. In gen-
eral, this dependency is expressed by the Phase Response
Curve (PRC) of the neuron. In PSP-based models, this
dependency has either been neglected, or has only been
considered as a possible refinement of the PSP-based
approach. However, we have shown that it is possible to
perform rich computations by considering only the
response properties of the neurons (PRC) and by com-
pletely neglecting the shape of PSPs (synaptic currents are
modeled as Dirac pulses).
We have derived a learning rule for theta neurons that is
adapted to their PRC. The result is a network with learning
and generalization capabilities similar to that of a non-
linear perceptron. In addition, our approach does not suf-
fer the limitations of PSP-based models. The coding inter-
val is much larger than the length of PSPs; it is as long as
the monotonic segments of the PRC. Our results suggest
that the response properties of neurons are more relevant
to neural computation than the exact shape of synaptic
currents.
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