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The principal result of this chapter is a uniqueness theorem which 
states, in terms of limiting behaviour as x tends to infinity, conditions 
under which two solutions of a differential system (2.2.1) are identical 
vectors. 
The lemmas of Section 2, pertinent as well to the chapter on existence, 
develop a Lipschitz condition for linear combinations of products of 
functions as a consequence of postulating similar conditions for the 
functions themselves. 
3.2 On a Lipschitz condition 
This section is devoted to two lemmas. 
3.2.1 Lemma: If D~O, Mh>O, Kh~O, Ph and Ph*, (h= 1, ... , N), 
denote complex numbers with 
(3.2.2) /Ph/ ;;;;Mh and /ph*/ ;;;;Mh, (h= 1, ... , N) 
and 
(3.2.3) /ph-Ph*/ ;;;;KhD, (h= 1, ... , N) 
then 
(3.2.4) 
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Proof: For N=l the inequality (4) follows from (3). Suppose N>l 
and assume as an induction hypothesis that (4) holds with N replaced 
by N-l. 
The left side of ( 4) can be expanded to read 
This expression according to the induction hypothesis is less than or 
equal to 
(3.2.5) 
An application of (2) and (3) yields that (5) is less than or equal to 
{ N N-1 K· N-1 } g Mh 1~ JJ!_1 +KN g M" D 
which in turn equals the right side of (4). This completes the proof of 
the lemma. 
The following lemma refers to the factor functions of a given differential 
system. Let d denote the associated indexing set and A denote a corre-
sponding recurrence set. 
3.2.6 Lemma: Denote by x0 a positive number and by S a set of 
real k-dimensional vector functions y defined on (xo, oo). Suppose for 
each y and y* E S each factor function g"'"(x, y) satisfies on (xo, oo) the 
Lipschitz condition 
(3.2.7) lg"'"(x, y) -g"'"(x, y*)l ~K(x)ly-y*l 
where K(x) ~ 0 denotes a function independent of ex, y and y*. Moreover 
suppose each factor function considered as a function of x satisfies 
ig"'"(x, y(x))i ~M for x~x0 where M~O denotes a number independent of 
ex Ed andy ES. 
It follows that for each y and y* E S each linear combination W(x, y) 
with complex coefficients of products g"'"(x, y) with a E A satisfies on 
(xo, oo) the Lipschitz condition 
(3.2.8) IW(x, y)- W(x, y*)l ~cK(x)ly-y*l 
where c~O denotes a number dependent on the choice of Wand A. 
Proof: As an application of Lemma 3.2.1 we establish for each 
a= (ex~, ... , <XN) E A and for each choice of y and y* E S the inequality 
(3.2.9) iga"(x, y)(ga"(x, y*)l ~O(a)K(x)ly-y*l 
where O(a) ~ 0 denotes a number independent of y andy* E S but dependent 
on a. 
556 
If we consider the lemma with 
replaced by 
jy~y*j, M, K(x), gah(x, y), g"'h(X, y*) 
respectively (h= I, ... , N) we conclude that 
jga"(x, y)~ga"(x, y*)j -;;;_NMN-1 K(x)jy~y*J. 
This establishes (9) with O(a) = N MN-1. 
The required Lipschitz condition (8) now follows immediately from 
(9) due to the finiteness of recurrence sets. This completes the proof. 
3.3 A uniqueness theorem 
We employ the notation 
W(x, y, y*)= W(x, y)- W(x, y*) 
and similarly for the vectors P', Q' and R' and the functions g"'" and ga". 
3.3.1 Uniqueness Theorem: Let y and y* denote two solutions 
of a differential system (2.2.1) in the interval (x0 , oo) which satisfy 
(3.3.2) y(x)~y*(x)--+0 as x--+oo. 
Suppose with respect to these two solutions that both the conditions 
of total variation and absolute integrability hold with upper bound 
z(x), for which z(x)--+ 0 as x--+ oo, and that each factor function g"'"(x, y) 
satisfies the Lipschitz condition 
(3.3.3) g"'"(x, y, y*) =0 K(x) (y~y*) 
where K(x) ~ 0 denotes a function integrable to infinity. Under these 
conditions the two solutions are identical. 
Proof: vVe may define as a consequence of (2) 
n(x) = sup jy(t) ~y*(t)j 
t;?;x 
First the vector order relations 
00 
(3.3.4) S P'(t, y, y*) dt=on(x) 
and similarly for Q' and R' are established. 
In the several applications of Lemma 3.2.6 to follow we takeS= {y, y*}. 
Consider the integrand P'(t, y, y*) each of whose components is a 
linear combination of differences of the form ga"(t, y, y*), a EA. It follows 
from (3) using Lemma 3.2.6 that 
jP'(t, y, y*)i -;;;_0 K(t)jy~y*j 
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for suitably chosen constant C. Hence 
00 00 
IS P'(t, y, y*) dtl -;£ C n(x) S K(t) dt=on(x), 
X X 
as required. 
Consider next the integrand Q'(t, y, y*) each component of which is a 
linear combination of differences of the form 
(3.3.5) ga"(t, y) eia'f(i.Y) _ ga"(t, y*) eia'f(t.u*) 
where a satisfies 
k 
(3.3.6) a E oA and ia'ui + 2 ia'v,.iioO. 
x=l 
Consider the two observations that for each a E A and for suitably 
chosen constant C2 
la'f(x, y) -a'f(x, y*)l ~C2!y-y*l 
hence 
(3.3. 7) 
and that the condition of absolute integrability implies for each a E A 
with ind a= x that 
00 
(3.3.8) J iga"(t, y(t)) idt= Oz,.(x). 
"' 
Returning to the difference (5) we expand it to read 
(3.3.9) 
The hypothesis (3) and Lemma 3.2.6 yields for each a E A that 
(3.3.10) lga"(t, y, y*)l ~c K(t)ly-y*l ~c K(t)17(t) 
for a suitably chosen constant C. 
Employing (7) and (10), we see that (9) and hence the difference (5) is 
0(/ga"(t, y)/ +K(t))YJ(f) 
Finally employing (8) and the hypothesis on K(t) (plus the fact that 
17(t) is a monotonically non-decreasing function) we conclude that the 
integral from x to oo of (5) and hence of Q'(t, y, y*) exists and satisfies 
00 
s Q'(t, y, y*)dt=o n(x) 
X 
as required. 
Lastly consider the integrand R'(t, y, y*) each of whose components is 
a linear combination of terms of the form 
(3.3.11) ga" (t, y) :t eia'f(t.y)- ga" (t, y*) :t eia'f(t.u*) 
where a E Ao. 
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Consider the two observations. 
The condition of total variation with upper bound z(x) means that 
the total variation of ga"(t, y(t)) in (x, oo) is 0 z"(x) where a E AO and 
ind a="· We may apply Lemma 2.7.1 with 
G(t) = ga"(t, y); F(t) = :t (eia'!Ct.v> _ eia'!Ct.v*>): 
V(x)=Oz,.(x); and 
This yields 
M(x) = sup 1 eia'tct.v> -eia'tCt.v•>J. 
t;;;;a: 
(3.3.12) r ga"(t, y) :t (eia'f(t,l/) -eia'f(!,!l*>) dt = Oz(x)M(x) = Oz(X)fJ(X) =01J(X) 
"' 
Since the derivative of each solution tends to zero as x tends to infinity 
we have for each a E A that 
(3.3.13) 
We now return to the difference ( 11) which may be expanded to read 
(3.3.14) 
The integral over (x, oo) of the first term in (14) is o 1J(X) according 
to (12). 
The second term in (14) according to (10) and (13) is 0 K(t) 1](t) from 
which it follows that its integral over (x, oo) is o 1J(x). 
We conclude that (14) and hence the difference (ll) has an integral 
over (x, oo) which is o 1J(x). It follows in turn that 
00 S R'(t, y, y*)dt=o 1J(x). 
"' 
This establishes the order relations ( 4). 
The proof of the theorem concludes according to the following argument. 
The tangent field decomposition (2.6.1) corresponding to the recurrence 
set A yields for each solution y of the differential system (2.2.1) that 
y' =P'(x, y)+Q'(x, y)+R'(x, y), 
hence 
y'-y*' =P'(x, y, y*)+Q'(x, y, y*)+R'(x, y, y*). 
Integration of both sides of the above vector equation over (xo, x) 
yields according to (3) that 
y-y* =F+o 1J(X) 
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where r is a suitably chosen constant. In reality T=O since both y-y* 
and 1J(x) tend to zero as x tends to infinity. Hence we have 
y-y* =0 1J(X). 
For sufficiently large x therefore 
ly-y*l ~!1J(X). 
Moreover since 'IJ(x) is monotonically non-decreasing the above inequality 
remains valid if we replace 
ly-y*l by sup ly(t)-y*(t)l 
tO;:; a: 
and so 1J(x) ~ l7J(x), namely 'I]( X)= 0, for sufficiently large x. 
We conclude, according to the definition of 'I](X), that the two solutions 
y and y* are identical for sufficiently large x. It follows from the Lipschitz 
condition (3.3.3) that they are identical over the interval (xo, oo) on 
which they were postulated to be solutions. 
This completes the proof of the theorem. 
CHAPTER 4 
EXISTENCE THEOREM 
4.1 Statement of existence theorem 
This chapter considers an arbitrary differential system in the form 
(2.2.1) with indexing set d. We suppose an associated recurrence set 
A to be given. The corresponding tangent field decomposition 
( 4.1.1) A(x, y)=P'(x, y)+Q'(x, y)+R'(x, y)+T'(x, y) 
valid for each differentiable k-vector y is therefore also given. 
4.1.2 Existence Theorem: Let T denote a constant real k-di-
mensional vector and z(x) a function ;;?: 0 defined on (xo, oo) with the 
property that 
(4.1.3) z(x) ~ 0 as x ~ oo 
Let Q denote a point set in the (k+ I)-dimensional (x, y1, ... , Yk) = (x, y) 
real space with convex x intersections. 
Assume the differential system (2.2.1) satisfies the following four con-
ditions. 
4.1.4 Condition (Existence of Approximations 'l]o(x) and 'T}I(x)). 
For each ex Ed the factor function rfn(x, y) is defined and continuous 
in D. Moreover Q contains two continuously differentiable k-curves 
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(x, 1')o(x)) and (x, 1]1(x)) defined on (x0 , oo) with the properties 
"' (4.1.5) 1')o(x)=T+ f P'(t, 1')o(t))dt+0 z(x); 1J0 '(x}=0 z(x}, 
"'• 
and 
"' ~ ~ 
(4.1.6) 1')I(x)=T+ f P'(t, 1')o(t)) dt- f Q'(t, 1')o(t)) dt- f R'(t, 1')o(t)) dt, 
:Co a: ~ 
where (6) implies the existence (finite) of the two infinite integrals. Finally 
assume that there exists a number x1 ;;:;; x0 such that D contains each point 
(x, y) with x;;:;;x1 and 
(4.1.7) Jy(x}-1')o(x)l ~2 sup Jm(t)-1')o(t)J. 
t;;,;"' 
4.1.8 Condition (Lipschitz condition on Factor Functions). Each 
factor function rl'"(x, y) satisfies for any two points (x, y) and (x, y*) in 
D the Lipschitz condition 
(4.1.9} 
uniformly in y and y*. Here K(x) denotes a function ;;:;; 0 defined on 
(xo, oo) which is integrable to infinity and satisfies the order relations 
~ 
(4.1.10) K(x) =0 z(x) and f K(t)dt=O z(x). 
"' 
Definition (Class Cfl!;of k-vectors). LetZ(x) denote a positive function 
defined on (xo, oo) with the property that 
(4.l.ll} Z(x) --+ oo as x--+ oo. 
For each number ; 6 xo· let Cfl/~ denote the class of continuously dif-
ferentiable real k-vectors y defined on (;, oo) such that 
(4.1.12) (x, y) ED for x;;:;;;; y=1')o+0 z(x); y' =0 z(x) 
and 
(4.1.13) Jy'J ~Z(x) z(x). 
4.1.14 Condition (Finite Variation of Factor Functions). For suf-
ficiently large values of; each factor function g"'"(x, y(x)) has the property 
that its total variation is at most 0 z(x) in (x, oo), x;;:;;;, uniformly in 
y E Cfl/~. Moreover for each vector y E Cfl/~ 
(4.1.15) g"'"(x, y(x))--+ 0 as x--+ oo. 
4.1.16 Condition (Absolute Integrability of Q'(x, y(x))}. For suf-
ficiently large values of ; the condition of absolute integrability holds 
on each interval (x, oo), x;;:;;;, with upper bound z(x) uniformly with 
respect to the vectors y E CfY ~· 
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Conclusion: For sufficiently large values of ~~x1~Xo the set Q 
contains a real k-curve (x, y) defined on x ~ ~ which is a solution of the 
differential system (2.2.1) and possesses the properties. 
(4.1.17) y='1]o+0 z(x) and y' =0 z(x). 
A number of remarks on the above theorem follow. 
4.1.18 Remark: As a consequence of the Uniqueness Theorem 3.3.1 
there exists one and only one solution (17) of the differential system 
in question. In other words there exists a one to one correspondence 
between the k-vectors r and the solutions (17). 
4.1.19 Remark: The solution (17) can be "extended" in one and 
only one way backwards from the point x = ~ ~ x0 towards the point xo 
only so long as (x, y(x)) remains in the set Q wherein the factor functions 
are continuous and satisfy the Lipschitz condition. We are therefore 
not assured that it is always possible to extend the domain of definition 
of a given solution all the way back to the point x0 • If Q denotes the 
half space corresponding to x ~ xo, for example, then such an extension 
is always possible. 
4.1.20 Remark: The last of the order relations (12) implies that y' 
satisfies for sufficiently large x an inequality which is not required to 
hold uniformly in y E f!!/~. In comparison the inequality (13) represents 
on the one hand a weaker condition since Z(x)-+ oo as x-+ oo while on 
the other hand a stronger condition since it must hold uniformly in 
y E f!!l ~· From a practical point of view the smaller the sets f!!l ~ with which 
one can formulate the existence theorem the easier it is to verify the 
uniformity requirements in conditions (14) and (16). 
4.1.21 Remark: The construction of a k-curve, say (x, ,u(x)), lying 
in Q and satisfying the condition (5) for a suitable number Xo is of itself 
perhaps the critical step in verifying, for a given system, the hypothesis 
of the Existence Theorem. 
The purpose of this remark is to give a construction under general 
conditions (specifically under the two assumptions formulated below) of 
such a curve (x, ,u(x)). 
We first observe that the Lipschitz condition (9) and Lemma 3.2.6 
yield 
P'(x, y)-P'(x, y*)=O K(x) (y-y*) 
uniformly in (x, y) and (x, y*) E Q. Consequently there exist positive 
numbers x* and 0 such that for x~x* 
00 
(4.1.22) lP'(x, y)-P'(x, y*)l ;;£;0 K(x)ly-y*l; 0 J K(t) dt;;£;! 
z 
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4.1.23 Assumption: The set Q contains two continuously differentiable 
curves (x, .uo(x)) and (x, .Ul(x)) defined on (x*, oo) and satisfying 
"' ( 4.1.24) .Ul(x)= f P'(t, ,uo(t))dt+F; .uo'(x)=O z(x), 
"* 
and moreover Q contains each point (x, y) for which 
(4.1.25) IY-.uol:;;;2 sup I.Ul(t)-.uo(t)l, .c;::;x*_ 
t;;;;x 
4.1.26 Assumption: Each factor function g"'"(x, y) satisfies for 
each point (x, y) with (25) the order relation 
( 4.1.27) g!X"(x, y(x)) =0 z(x). 
Conclusion: Under Assumptions (23) and (26) it is possible to 
construct a k-vector, denoted by ,u(x), defined on (x*, oo) and such that 
(x, ,u(x)) is contained in Q and satisfies 
"' (4.1.28) ,u(x)=F+ S P'(t, ,u(t)) dt and .u'(x)=O z(x). 
"'* 
Hence ,u(x) satisfies ( 5) with xo replaced by x*. 
Proof: For x~x* and h~O let a sequence of k-vectors be defined by 
"' ( 4.1.29) .Uh+l = .UMl(x) = f P' (t, flh(t)) dt + r. 
"'* 
The inequalities 
and 
(4.1.31) 
are valid for h = 0 according to (22) since (x, .uo) and (x, ,u1) are in Q, and 
for h ~ I by induction. 
The inequality (31) in conjuction with (25) implies that Q contains each 
k-curve (x, .Uh(x)). 
Moreover (31) implies that .Uh(x) tends uniformly ash-+ oo in (x*, oo) 
to a limit, denoted by ,u(x), which has the property that (x, ,u(x)) E Q. 
We may therefore pass to the limit as h -+ oo in the recurrence relation 
(29) thus obtaining the first of the required relations (28). 
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Finally, differentiations of this first relation in (28) yields, as a con-
sequence of (27), the second relation, namely, 
t-t' (x) = P' (x, t-t(x)) =0 z(x). 
This establishes the remark (21). 
The proof of the Existence Theorem is divided for convenience into 
three steps comprising the subsequent sections respectively. 
4.2 Order 1·elations and inequalities 
Let a number ;;;:;:x1 ;;:;:x0 be chosen so large that the conditions 4.1.14 
and 4.1.16 hold. 
All order relations used or established in this section which involve 
y or y* hold uniformly in y or y* E !(if~· In view of this statement the 
fact of uniformity will usually not be repeated in context below. 
\Ve use again the notation, introduced in Chapter 3, that 
P'(x, y, y*) =P'(x, y) -P'(x, y*), 
and similarly with P' replaced by the vectors Q', R' or T' and the functions 
g"'" or ga". 
As a first step in proving the Existence Theorem we establish the follow-
ing order relations valid uniformly in y and y* E !(if~. 
(4.2.1) ga"(x, y), P'(x, y) and Q'(x, y) are each 0 z(x), 
(4.2.2) R'(x, y) =0 z(x)(l + ly'l) and T'(x, y) =0 z(x)fy- A(x, y)f, 
(4.2.3) ga"(x, y, y*) and P'(x, y, y*) are each 0 K(x)fy-y*f, 
(4.2.4) Q'(x, y, y*) =0 z(x)fy-y*f, 
(4.2.5) R'(x, y, y*)=O z(x){fy-y*f(1 + ly'l)+ fy' -y*'l}, 
00 00 
(4.2.6) f P'(t, y, y*)dt and f Q'(t, y, y*)dt are each 0 z(x) sup fy-y*f, 
"' "' t;:::;"' 
and 
00 
(4.2.7) f R'(t,y,y*)dt=Oz(x) sup {ly-y*l(l+ly'f)}. 
"' t;:::;"' 
Note that according to (4.1.12) the suprema occurring in (6) and (7) 
exist (finite). 
Proof of (1) and (2): Condition 4.1.14 states that for x~; the 
total variation in (x, oo) of each factor function g"'"(x, y(x)) for y E l(ife is 
0 z(x). It follows from Theorem 2.7.10 that the corresponding total 
variation of ga"(x, y(x)) is 0 z(x) for each a EA. Finally, since ga"(x, y) 
is a product offunctions satisfying (4.1.15) we may conclude that ga"(x, y(x)) 
itself is 0 z(x) which establishes the first relation of (4.2.1). 
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Moreover the order relation ga"(x, y(x))=O z(x) implies both the re-
maining relations of (1) as well as those of (2). This follows immediately 
since according to (2.6.1) each component of the vectors P'(x, y), Q'(x, y), 
R'(x, y) and T'(x, y) are linear combinations respectively of the terms 
of the form 
ga"(x, y); ga"(x, y) eia'/(z.v); 
ga"(x, y) :X eia't<z.v> =iga"(x, y) eia'/(z.v> ( a'u + .. t a'v,y~); 
and 
k 
ga"(x, y) eia'/(z.v> ! (a'v,.) (y~-A,.(x, y)) 
"=1 
where a EA. 
Proof of (3) and (4): The differences ga"(x, y, y*) and P'(x, y, y*) 
are each 0 K(x)Jy-y*l as a consequence of (4.1.9) and Lemma (3.2,6). 
This establishes (3). 
Consider next Q'(x, y, y*) each component of which is a linear combi-
nation of differences of the form 
which may be written as 
(4.2.8) 
The first of the two terms above is 0 z(x)Jy-y*l according to (3) and 
( 4.1.1 0); the second term is according to ( 1) and 
(4.2.9) eia't<z. v> _ eia't<z. v*> = O(y _ y*) 
also 0 z(x)Jy-y*J. This completes the proof. 
Proof of (5): Each component of R'(x, y, y*) is a linear combi-
nation of differences of the form 
ga" (X y) .!!:.... eia'f(z. v> _ ga" (X y*) .!!:.... eia'/(z. v*> 
' dx ' dx 
which may be written as 
(4.2.10) ga"(x, y, y*) :x eia't<z.v> + ga"(x, y) :x (eia'l<z.v> -eia'f<z."*>). 
We need the observations that 
(4.2.11) 
and 
!!:...eia'f<z.v>=ieia'f<z.v>(a'u+ i a'v,.y~) =0(1+iy'/) 
dx · .. -1 
· ) .!!:.... (eia'/(z,v> -eia'/(z.v*>) =i(eia'/(z.v> -eia't<z.v*>) (a'u + i a'v,y~) + 
(4.2.12) dx k "=1 
+ e•a•t<z.v*> ! (a'v,) (y~-y!') . 
.. -1 
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It follows from (3), (4.1.10) and (11) that the first of the two terms in 
(10) is 0 z(x)(!y-y*i(1 + ly'J)); the second term in (10) is 
0 z(x) (iy-y*l(l + ly'l)+ ly' -y*'i) 
according to (1), (12) and (9). This completes the proof. 
Proof of (6): From (3) and (4.1.10) the first integral in (6) is seen 
to be 
00 00 
0 S K(t)iy(t) -y*(t)Jdt=O sup !y(t) -y*(t)! J K(t)dt=O z(x) sup iy(t) -y*(t)i 
X t <;;X X t <;;X 
as required. 
According to (8) each component of the second integral in (6) can be 
written as a linear combination of integrals of the form 
00 00 
( 4.2.13) s ga" (t, y, y*) eia'/(l.!l) dt and s ga"(x, y*) (eia'/(l,jJ)- eia'f(t.v*l) dt. 
X X 
The first of the two integrals in (13) is according to (3) at most 
0 z(x) sup !y(t)- y* (t) I; 
t;;;;"' 
the second integral in view of (9) and Condition 4.1.16 is 
00 
0 sup ly(t)-y*(t)l J ga"(t, y*(t))dt=O z(x) sup !y(t)-y*(t)! 
t<;;x X <;;X 
This completes the proof. 
Proof of (7): We noted earlier that each component of the integrand 
in (7) is a linear combination of terms of the forms in (10). 
The first of the two terms in (10) is in view of (3) and (11) at most 
0 K(x)!y-y*!(1 + ly'l) and is therefore after integration from x to oo at 
most of the order of magnitude indicated in (7). 
Consider finally the second term in (10). Condition 4.1.14 implies that 
the total variation in (x, oo) of ga"(t, y(t)) is 0 z(x). We apply Lemma 
2.7.1 with 
G(t)=ga"(t, y); F(t) = :t(eia'f<t.vl -eia'f<t.v*l); 
V(x)=Oz(x); M(x)= sup J eia't<t.vl_eia'tlt.Y*I!=O sup Jy(t)-y*(t)i 
t <;;X t <;;X 
Consequently, concluding with the Lemma, we obtain that 
r ga"(t, y) !!_ (eia'f(t,y)- eia'f(l,v*l) dt = 0 z(x) sup Jy(t)- y*(t)J. 
x dt t<;;x 
Thus the second term in (10) has an integral which is also at most 
of the required order of magnitude. This completes the proof. 
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The order relations (1) through (7), which hold uniformly in y and 
y* E qyr;, are now employed to prove the following inequalities. 
There exist positive numbers .; ~ x1 and fJ such that for x ~.; and y 
and y* E qyr; 
(4.2.14) 
( 4.2.15) 
(4.2.16) 
(4.2.17) 
1 
z(x) ~ 2{J and Z(x) ~ 2{J, 
11Jo'(x)l ~{Jz(x), 
IP'(x, y) +Q'(x, y) +R'(x, y)l ~{Jz(x) (1 + ly'l), 
IT'(x, y)! ~ily' -A(x, y)!, 
(4.2.18) IP'(x,y,y*)+Q'(x,y,y*) +R'(x, y, y*)l ~i(ly-y* !(1 + IY'I)+ ly' -y*'l) 
and ll J (P'(t,y,y*)+Q'(t,y,y*)+R'(t,y,y*)) dtl ~ (4.2.19) "' 
~!sup iy(t)-y*(t)i(1+ly'(t)i). 
t;;;;"' 
Proof: Inequality (14) follows from the facts that z(x)--+ 0 and 
Z(x)--+ =as x--+ =; (15) from definition (4.1.5); (16) from (1) and (2); 
(17) from (2); (18) from (3), (4) and (5); and (I9) from (6) and (7). 
This completes the proof of the inequalities. 
4.3 Construction of an approximating sequence 
Let a sequence of k-vectors 1Jn(x) (h ~ 2) be defined on x ~.;recursively by 
(4.3.I) 
~ "' 00 00 1Jn(x)=F+ J P'(t,1Jo) dt- J P'(t,1Jn-1,1Jo) dt- J Q'(t,1}n-1) dt-
""' "' "' 
? -I R'(t, 1]1!-1) dt. 
Notice that for h =I formula (I) is identical with the definition ( 4.1.3) 
of 171(x). 
We prove the following statement. 
(4.3.2) 
(In the process of the proof it will be clear that ( 1) is a proper definition, 
namely that the infinite integrals exist). 
Pro of: To show that a k-vector belongs to qyr; it is sufficient to 
demonstrate that it satisfies (4.l.I2) and (4.l.I3). 
Consider the case h=O. Notice that the inequalities (4.2.14) and (4.2.I5) 
imply that 1]o satisfies (4.l.I3). On the other hand it is clear from (4.1.5) 
and (4.1.7) that 1]o satisfies (4.l.I2). Thus 1]o E qyr;· 
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Consider the case that h;;;;. 1. Assume as an induction hypothesis that 
'fJJ (j = 1, ... , h- 1) are properly defined by ( 1) and belong to qy ~· We 
prove as a consequence that 'fJn is so defined by (1) and belongs to qy~· 
According to the order relation ( 4.2.3) and 
00 J K(t)dt = 0 z(x) 
"' 
the first infinite integral on the right side of ( 1) is 
0 z(x) sup lrJn-l(t)- 'f]o(t) I 
t;;;;"' 
which in turn is 0 z(x). The norm of the difference of two vectors in qyt; 
is bounded in virtue of (4.1.12). Hence this integral exists. 
The second infinite integral in (1) exists and is 0 z(x) as a consequence 
of Condition 4.1.16 and Theorem 2.8.3. 
Finally, the third infinite integral exists and is 0 z(x) as a consequence 
of Condition 4.1 14 and Theorems 2 7.10 and 2.7.2. 
In this manner we have shown not only that (1) defines 'f}n(x) but 
moreover that 
"" (4.3.3) 'f}n(x)=F+ J P'(t, 'f}o(t)) dt+O z(x). 
Xo 
Finally we prove that 'fJn(x) E qyt; for sufficiently large ~. As a first step 
we show for h;;;;.O and x;;;;.~ that 
(4.3.4) 
Note that for h=O (4) follows from the inequality (4.2.15). Suppose 
that h;;;;. 1 and as an induction hypothesis suppose (4) holds with h replaced 
by h-1. We prove as a consequence that (4) is valid. 
Since we have already shown that 'fJn is well defined we have 
'f]n'(x)=P'(x, 'f}n-l)+Q'(x, 'f}n-l)+R'(x, 'f}n-1)· 
Therefore, according to the inequality ( 4.2.16), 
lnn'(x)l :;;,~z(x) (1 + lnn-l(x)J). 
An application of the induction hypothesis to the above inequality 
completes the proof of (4). 
Observe for future use that (4) plus the inequality (4.2.14) yields that 
(4.3.5) 
We next prove for h;;;;. 2 and x;;;;. ~ that 
(4.3.6) sup lnn(t):--'fJn-l(t)J :;;,tsup lnn-l(t)-nn-2(t)J. 
t;;;;'" t;;;;"' 
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To show this we observe that definition (1) yields 
!1111(x) -1'}11-1(x)l =I! {P'(t, 1']11-1, 1']11-2) +Q~(t, 1']11-1, 1111-2) +R'(t, 1'/11-1> 1']11-2)}dt I· 
Therefore, according to inequality (4.2.19), we have 
!1111(x) -1711-1(x) I ~ l sup !1111-1(x) -1711-2(x) I (1 + !17~- 1 (x) !). 
t<;;o: 
This last result combined with (5) establishes (6). 
For h~2 the inequality (6) applied recursively to itself yields 
(4.3.7) 
Consequently 
(4.3.8) 
sup !1111(t) -1711-1(t)! ~ 21-A sup l171(t) -rJo(t)J. 
t<;;o: tO;;o: 
sup !1111(t) -r]o(t)! ~ 2 sup !111(t) -rJo(t) I· 
t<;;o: t<;;o: 
With these preliminary results we now argue the final conclusion that 
1'/ll(x) satisfies (4.1.12) and (4.1.13) and hence belongs to OJ!.~<· 
The inequality (8) implies that (x, 1711(x)) E Q for x~e; the first statement 
of (4.1.5) plus (3) yields 1'/ll(x)=rJo(x)+Oz(x); the inequality (5) implies 
that 1'/ll'(x)=Oz(x). Hence 1'/ll(x) satisfies (4.1.12). 
The inequality (5) in conjuction with inequality (4.2.14) gives 
l1711'(x)l ~Z(x)z(x) 
hence 1711(x) satisfies (4.1.13). 
This completes the proof of (2). 
4.4. The limit vector as a solution 
We first prove: that the sequence of vectors {1711(x)} converges uniformly 
in (~, oo) ash--+ oo to a limit vector which we denote by 17(x); that the 
sequence of derivatives {1711'(x)} converges uniformly in (~, oo) as h--+ oo 
to 17'(x). 
Proof: Let 0=2 sup lrJ1(t)-rJo(t)l. It follows from the inequality 
(4.3.8) that the series 
1711(x) -rJo(x) = (171(x) -rJo(x)) + .•. + (1711(x) -1711-1(x)) + 0 + 0+ ..• 
has as a convergent majorant 
00 ! 02-h. 
11=1 
Hence the series itself converges uniformly in (~, oo) as h--+ oo. Thus 
{1711(x)} tends to a limit which we denote by 17(x) and whic)l is given by 
00 
(4.4.1) 17(x) =rJo(x) + ! (1711(x) -1711-1(x)). 
11-1 . 
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We next establish the corresponding result for the sequence of derivatives. 
The difference 
I'IJn'(x) -'I}' n-1(x)l = IP'(x, 'l}n-b 'l}n-2) + Q'(x, 'l}n-1, 'Y)n-2) + R'(x, 'l}n-1, 'l}h-2)1 
according to the inequality (4.2.18) is 
~ !( 1'1Jn-1(x)- 'l}n-2(x)l ( 1 + I'IJ' n-1(x) I)+ I'IJ' n-1(x)- r;' n-2(x)l). 
This yields in conjunction with (4.3.5) and (4.3.7) that 
( 4.4.2) 
where the constant 0 has been defined above. 
Recursive application of (2) to itself yields 
l1Jn'(x) -r;' n-1(x)l ~ (h-1)021-h+ 21-hi'IJ1'(x) -'l}o'(x)l 
Since I'IJ1'(x)-'l}o'(x)l~2 according to (4.3.5) the series 
'l}n'(x) -'l}o'(x) = ('1]1'(x) -'l}o'(x)) + ... + (1Jn'(x) -'I}' n-1(x)) + 0 + 0 + ... 
has as a convergent majorant 
00 I [(h-1)0+2J 21-h. 
h-1 
Hence the series itself converges uniformly in (~, oo) as h -:>-, oo. Thus 
{1Jn'(x)} tends uniformly to a limit which is the sum of the uniformly 
convergent series 
00 
'l}~(x) + I ('IJ~(x) -'1}~_ 1(x)). 
h-1 
It follows that this sum is the derivative of the vector r;(x) defined by 
(1) above. This completes the proof. 
We next show that r;(x) E C!!l~;. 
Since 'l}n(x) satisfies 
r;n(x)='l}o(x)+O z(x) and r;n'(x)=O z(x) 
the uniformity of the convergence in (~, oo) as h-+ oo yields 
'l}(x) =r;o(x) +0 z(x) and 'IJ'(x) =0 z(x). 
Similarly the inequalities 
I'IJn(x) -'l}o(x)l ~ 2 sup I1J1(t)- 'l}o(t)l and I'IJn'(x)l ~Z(x)z(x) 
t;:;;"' 
valid for each h ;;;;_ 0 and x ;;;;_ ~ yield that 
I'IJ(x) -r;o(x)l ~ 2 sup lr;1(t) -r;o(t)l and I'IJ'(x)l ~Z(x)z(x). 
t;:;;"' 
Thus r;(x) satisfies (4.1.12) and (4.1.13) and hence belongs to C!!le as 
required. 
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Finally we prove that the limit vector n(x) is a solution in (;, =) of 
the differential system y'(x) = A(x, y) under consideration. 
Since (4.1.1) is valid for each differentiable vector we have that 
A(x, n(x))=P'(x, n(x))+Q'(x, n(x))+R'(x, n(x))+T'(x, n(x)). 
On the other hand we may pass to the limit as h --+ = in the expression 
for the derivative obtained from definition (4.3.1) thus obtaining 
n'(x)=P'(x, n(x))+Q'(x, n(x))+R'(x, n(x)). 
By subtraction, these two last relations yield 
n'(x)-A(x, n(x))= -T'(x, n(x)). 
Hence, according to inequality (4.2.17), 
ln'(x)- A(x, n(x))l;;:; tln'(x)- A(x, n(x))l 
for x~;. 
We conclude that 
n' (x) = A(x, n(x)) 
in (;, =) and hence n(x) is a solution of the differential system. 
This completes the proof of the Existence Theorem since n(x) E OJ/~ 
implies ( 4.1.17). 
(To be continued) 
