Abstract-The variation of the instantaneous power versus distance for a narrowband channel is an important parameter in modern digital systems, relevant for variations during a burst and for power control algorithms. This paper gives the statistical distribution for the power gradient, both in decibels and in natural units for a Rayleigh fading channel. The former has been known for some time to be Student's distributed, and the latter has a Laplacian distribution, a new result. Both results are proven here. They are in variance with an approximation given in a recent publication.
I. POWER GRADIENTS
A. Logarithmic Power Gradient R eference [11] introduces "… a new dynamic measure, the fractional power change rate …." It can be identified from [11, eq. (28) ] that the fractional power change rate (or gradient) is Student's distributed with two degrees of freedom. However this measure and its distribution have already been introduced to the scientific community, albeit in a logarithmic form, in [1] . Consider the power [W] where [V] (assuming a unit load of 1[ ]) is the complex envelope response of a Rayleigh fading narrowband channel due to the spatial displacement [m] . The logarithmic power is [dB] . Using an analogy to the random-FM parameter, [1] argued that the logarithmic power gradient [dB/m] also should be Student's distributed. Reference [1, eq. (9) ] represents the cumulative distribution function. The corresponding probability density distribution (pdf) can be written as The logarithmic power gradient is fractional by nature and thus represents the same functionality as the linear fractional power change rate of the paper in [11] . The distribution in [11, eq. (28) ] requires symmetric Doppler spectra with [W rad/m]. This is due to the straight adaption of the random-FM expression of [2] (see Section II of this paper). The distribution form in [1, eq. (9) is the average power.
The derivation of the Student's distribution of the logarithmic power gradient is provided through a development of the linear fractional power gradient and is presented in Section I-C.
B. Linear Power Gradient
The author of [11] arrives at the distribution of the power gradient [W/m] being given as a modified Bessel function [11, eq. (24) ] by using some approximations. We suspect a normalization with is missing in [11, eq. (24) ], as in [4, eq. (11.4.4) ]. In the following, we present the exact solution, which is even simpler than the approximate solution. Furthermore, the solution of the linear power gradient leads to an alternative derivation of the solution for the logarithmic power gradient.
From [5, eqs. (40) and (41)] it follows that is given by (2) and is distributed with two degrees of freedom [6, p. 117]) (note that the notation in [5, eq. (40) ] corresponds to the notation of the average power used in this paper).
From 
This Laplacian (double exponential) distribution is bounded at and is seen to be different from the expression [11, eq. (24) ]. This is visualized in Fig. 1 , showing both (8) and [11, eq. (24) ] against the linear power gradient distribution of a simulated Gaussian channel. It is seen how (8) fits the data well, whereas [11, eq. (24) ] differs significantly around even though the aforementioned normalization with is applied. This deviation is, however, dependent on the resolution in the histograms of the data and may thus not appear very pronounced, as is the case in [11, Fig. 7] .
Furthermore, to link the linear power gradient (8) 
Assuming and inserting (9) into (5), we have
where is the normalizing spread as previously mentioned. Again, the unconditional distribution of follows by integrating over the Rayleigh distribution pdf
The solution to (11) is given in [4, eq. (7.4.4)], which results in the Student's distribution in (1) . Thus, there is full agreement between the Student's -distributed logarithmic power gradient (1) and the Laplacian-distributed linear power gradient (8) .
C. Derivation of Logarithmic Power Gradient
In the following, we present a derivation of the solution for the logarithmic power gradient. This is based on an alternative development of the linear fractional power gradient
to the one presented in Barger's Appendix A.
From (4) and (5), it follows that
conditional on is Gaussian zero-mean distributed with variance , i.e., pdf . Thus, is also Gaussian zero-mean distributed with variance and is furthermore independent on given by (2) . This results in 
II. RANDOM FM
The author of [11] quotes [2] for the distribution of random-FM [rad/m] for a Rayleigh fading channel. While Rice [8] developed the fundamental distributions for a sine wave plus noise, the simpler case of Rayleigh fading produces much more compact and closed-form solutions. The random-FM distribution given in [2] is, however, a further simplification-it is only valid for symmetric Doppler spectra, i.e., the odd-order moment of the Doppler power spectrum is [W·rad/m]. The fact that the model [11, eq. (27)] seems to fit well with [11, Fig. 6] indicates the presence of a symmetric Doppler spectrum for the example chosen by the author of [11] . It would thus have been valuable to have a plot of the corresponding Doppler spectrum or other indications of its symmetry.
It is, however, simple to extend the random-FM expression of [2] to the general case of nonsymmetric Doppler spectra, following an integration of the general joint probability pdf valid for any [9] , as pdf [m/rad].
Reference [10] presents measurements of random-FM compared to this noncentral Student's distribution. Substituting the previously mentioned relations for Doppler mean and variance into (15) and rearranging yields the more informative representation of the Student's distribution as given in [5] .
III. LOGARITHMIC GRADIENT OF COMPLEX ENVELOPE
It is not completely surprising that both the fractional power gradient and the phase derivative follow Student's distributions. Consider the complex logarithm of the complex envelope . The gradient of is then . Thus, it appears natural that both and could follow the same distributions, as is proportional to .
