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Abstract
In this paper we consider the coalescence dynamics of a tagged particle moving in
a random distribution of particles with volumes independently distributed according to
a probability distribution (CTP model). We provide a rigorous derivation of a kinetic
equation for the probability density for the size and position of the tagged particle in the
kinetic limit where the volume fraction φ filled by the background of particles tends to
zero. Moreover, we prove that the particle system, i.e. CTP model, is well posed for a
small but positive volume fraction with probability one as long as the the distribution of
the particle sizes is compactly supported.
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1 Introduction
This paper is concerned with the growth of a tagged particle which moves in three dimensions
in a background of particles randomly distributed. It will be assumed that the moving
particle coalesces with the particles colliding with it and increases its size correspondingly. In
particular we will derive a kinetic equation which gives the probability density for the size and
position of the tagged particle if the volume fraction φ filled by the background of particles
tends to zero.
The motivation to study this problem is the analysis of coagulation processes in shear flows.
This problem was already considered by Smoluchowski in his seminal analysis of coagulation
of particles moving in fluids, see [29]. The result of this analysis is the derivation of a kinetic
equation for the particle sizes having the form:
∂tf (v, t) =
1
2
∫ v
0
K (v − w,w) f (v − w, t) f (w, t) dw −
∫ ∞
0
K (v, w) f (v, t) f (w, t) dw (1.1)
where f is the particle distribution in the space of volumes, and where the coagulation kernel
is given by K (v, w) = 43 S˜(v
1
3 + w
1
3 )3. Cf. [29], [11]. Actually the equation derived in those
papers corresponds to the case in which the particle sizes are discrete and equation (1.1) is
the standard generalization to the continuum case.
The derivation of (1.1) is based on the following assumptions. It is assumed that a set of
spherical particles move in the three-dimensional space with a horizontal velocity along the
direction of the coordinate axis which is proportional to the vertical component x3, i.e. the
speed v = v (x) of a given particle at the point x = (x1, x2, x3) is
v (x) = (v1 (x) , v2 (x) , v3 (x)) =
(
S˜x3, 0, 0
)
(1.2)
where S˜ = ∂v1∂x3 is the coefficient associated to the laminar shear.
In the derivation of (1.1) it is assumed that the particles do not affect the motion of
the fluid flow. If the particles are initially randomly distributed there would be particle
collisions between pairs of particles with different values of x3 given that they approach to
each other since their relative velocity is nonzero in the velocity field (1.2). It is assumed
that no correlations develop between the particles, something that might be expected in the
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kinetic regime in which the volume fraction of the particles φ tends to zero. In order to obtain
a non trivial dynamics for the particle sizes in times of order one we rescale the value of the
shear S˜ and the particle density and the volume fraction φ in such a way that in average
there is one collision for unit of time, namely S˜φ ∼ 1. This rescaling is the analogous of the
Boltzmann-Grad limit in gas dynamics. The kinetic equation (1.1) will then be obtained in
the limit φ→ 0.
In this paper we will consider a simpler setting, namely a tagged particle with volume
V˜ moving among a random distribution of particles at positions {xj}j∈N and with volumes
{v˜j}j∈N , where N is a countable set of indexes. Every time that the tagged particle collides
with any of the obstacles they merge. The resulting new particle has a volume which is the sum
of V˜ with the volumes of the colliding particles, and the position of the new particle becomes
the center of mass of the group of particles involved in the merging. Between collisions the
tagged particle moves freely with a speed U˜ along the direction of the vector e1 = (1, 0, 0) .
This is similar to the assumption made in the analysis of coagulation in shear flows (cf. [29]).
We will assume that the average number of particles for unit of volume is 1 and that the
volume fraction filled by the background particles is order φ > 0. Concerning the tagged
particle, we will assume that its volume is also of order φ. This does not suppose a large loss
of generality because smaller particles would become of order φ after the first collision. If the
tagged particle has a volume much larger than φ we should describe its evolution by means of
a limit case of the equation derived in this paper. It is then natural to introduce the rescaled
variables V = V˜φ and vj =
v˜j
φ . Notice that in the collisions the position of the tagged particle
is shifted. Assume that the tagged particle is initially at the origin of coordinates x = 0. We
will denote its position at a given time t as x = X (t) = U˜ te1 + φ
1
3Y, where Y = Y (t) . The
scaling factor φ
1
3 is of the order of the characteristic radius of the particles. From now on we
will denote this system as the coalescing tagged particle model or by shortness CTP model.
The relation between the Smoluchowski coagulation dynamics in shear flows described above
and the reduced model for a single tagged particle we are considering here, is the same relation
as the one between a system of interacting particles used to derive the non linear Boltzmann
equation and the random Lorentz Gas (see [21]). The Lorentz Gas is a Newtonian dynamical
system in which a tagged particle interacts with a fixed background of particles through a
suitable pair interaction potential. Note that the only randomness in this system is in the
distribution of the scatterers.
The main result that we will obtain in this paper is the following. Suppose that the proba-
bility of finding the tagged particle at the position (Y, Y + dY ) and with volume (V, V + dV )
at time t is fφ (Y, V, t) dY dV. We will assume also that the speed of the tagged particle be-
tween collisions scales as U˜ = Uφ−
2
3 where U is of order one and that the volumes vj of
the particles in the background are independently distributed according to the probability
distribution G (v) . Then, if we assume that∫ ∞
0
G (v) vγdv <∞ with γ > 2 (1.3)
3
we obtain that with probability one fφ → f where f solves
∂tf(Y, V, t) =
(
3
4pi
) 2
3
U
∫ pi
2
0
dθ
∫ 2pi
0
dϕ sin θ cos θ[ ∫ V
0
dv G(v)((V − v) 13 + v 13 )2f(Y − v
V − vRn(θ, ϕ), V − v, t)
−
∫ ∞
0
dv G(v)(V
1
3 + v
1
3 )2f(Y, V, t)
]
≡ Q[f ](Y, V, t)
(1.4)
where R =
(
3V
4pi
) 1
3 and n (θ, ϕ) = (cos θ, sin θ cosϕ, sin θ sinϕ) .
The scaling U˜ = Uφ−
2
3 ensures that a tagged particle with volume of order φ has an
average number of collisions for unit of time of order one. It is interesting to compare this
scaling with the scaling for the shear velocity discussed for the Smoluchowski coagulation
model. Given that the particle sizes are of order φ
1
3 it follows that the relative velocity for
colliding particles, placed at different heights, is of order φ−
2
3 that is of the same order of
magnitude we are considering for this reduced picture.
We remark that in spite of the fact that the problem is linear, it captures some rele-
vant information taking place in the nonlinear situation as for instance the scaling of the
coagulation kernel with the size of the particle. Indeed, largest particles are more effective
capturing surrounding particles. The difference between the linear and non linear model is
that they provide a different scaling for the particle sizes. This is because the growth is due
to attachment with particles with a given fixed size in the case considered in this paper, and
with particles having a comparable size in the nonlinear coagulation case.
Condition (1.3) guarantees that the number of big particles in the background is not too
large. The point where this assumption is used suggest that the condition γ > 2 might
probably be relaxed to γ > 1, but to obtain the result under this assumption seemingly needs
to use cumbersome technical arguments which we have preferred to avoid.
It is relevant to mention that the convergence or divergence of the integrals with the
form
∫∞
0 G (v) v
γdv plays a crucial role in the theory of Continuum Percolation (cf. [12],
[25]). For instance, it was proved in [15] (cf. also [25]) that the assumption
∫∞
0 G (v) v
5
3dv
implies the existence of a critical volume fraction φ∗ > 0 such that for 0 < φ < φ∗ all the
clusters of particles distributed according to the Poisson distribution described above and
with distribution of sizes G (v) are finite with probability one.
Actually, the results obtained in this paper can be thought as some kind of dynamic
percolation theory. Indeed, one of the main difficulties that we need to address proving the
results of this paper is the fact that coalescing particles could trigger sequences of coagulation
events, because after one merging, the tagged particle becomes bigger and its position is
shifted and it could coalesce with additional particles, eventually creating an infinite cluster.
A similar difficulty that arises studying the dynamics of coalescing particles is that the free
flights between coagulation events become shorter due to the increase of the volume of the
tagged particle and this could yield eventually to a runaway growth of the tagged particle in
finite time. We will prove in this paper that such finite time blow-up of particle sizes does
not take place with probability one under suitable assumptions on the distribution G (v) .
Actually the main source of technical difficulties in this paper is precisely this change of size
of the tagged particle in time. A rather important feature of the CTP model is that after
coalescence the new center of the tagged particle changes to the center of mass of the particles
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involved in the merging. This implies that the displacement of the position of the center of
the tagged particle is not too large as the size of the tagged particle increases. The method
used in this paper works also for coalescing models different from CTP for which the distance
of the new centre of the particle from the previous one is not very large (cf. Remark 5.3) if
the size of the tagged particle is large. Analogously, under this assumption, it seems possible
to provide a rigorous derivation of a kinetic equation of the form (1.4) where the collision
operator must be modified according to the dynamics we are considering. On the contrary
if the jumps of the centers are comparable with the size of the tagged particle, blow up in
finite or zero time, with probability one, can be expected because the tagged particle in its
new position will meet obstacles from the background with probability close to one.
To the best of our knowledge the rigorous derivation of Smoluchowski equations taking
as starting point mechanical particle systems has been only considered in the papers [16,
17], [19], [26], [33]. In all these papers they consider the case of Brownian coagulation (i.e.
the coalescing particles are moving according to Brownian motion with a suitable diffusion
coefficient), and the size of the particles does not increase in the coagulation events, although
in the problem considered in [16, 17] the particles might have different masses which aggregate
in the coagulation events and influence the diffusion coefficients of the particles. As we
indicated above, the increasing of the sizes of the particles is the source of many of the
technical difficulties that we have to address in this paper due to the fact that we have to
rule out possible finite time blow ups in the particle sizes.
On the contrary, there are several results in which the Smoluchowski equation has been
derived starting from a stochastic process for a system of many particles in the same spirit
of Kac-models for the derivation of Boltzmann equation. See [6, 9, 10]. The main difference
with the approach followed in this paper is that the stochasticity is not only in the initial
distribution of particles. Here the evolution of the system is purely deterministic while, on
the contrary, in the case of the derivation starting from a stochastic process the evolution
is probabilistic. This stochastic process for coagulating particles is usually referred to as
Markov-Lushnikov process, see [22, 23, 24].
We remark that there are many analogies between the derivation of the Smoluchowski
coagulation equation for Brownian particles in [19] and the derivation of the classical Boltz-
mann equation for hard spheres (cf. [18]) and short range potentials (cf. [13, 28]). In both
cases we consider the derivation of a kinetic equation starting from a mechanical evolution
for a many particle system. Note, however that the dynamics of the particle system is time-
reversible in the case of hard spheres evolving by means of Hamilton’s equations of motion
and is an irreversible evolution in the case of coalescing particles described above. In both
cases, in a low density regime, a kinetic equation for the one-particle distribution function
(first marginal) is derived. As indicated above, in the description of the particle system, the
linear Smoluchowski coagulation equation (1.4) has the same relation with the Smoluchowski
coagulation equation in a linear shear flow (1.1) as the linear Boltzmann equation, which
gives the mesoscopic description of the Lorenz model in the kinetic regime, with the classical
nonlinear Boltzmann equation.
The derivation of suitable kinetic equations and diffusive equations starting from the
Lorentz model has been extensively studied. We refer to [2, 3, 5, 7, 8, 12, 27, 30]. We stress
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that in the derivation of the kinetic equation (1.4) we resort to the key idea introduced by
Gallavotti, in [12], in order to study the kinetic limit of the Lorentz Gas. However, some
modifications are required mostly to avoid the explosive growth of the particle sizes.
The plan of the paper is the following. In Section 2 we define precisely the particle model
under consideration and we describe the main results obtained in this paper. In Section 3 we
provide the rigorous derivation of the equation (1.4) in the limit when the volume fraction
φ tends to zero. In order to do this we define the set of good configurations for the particle
system which are those for which the only relevant collisions are the binary collisions. Indeed,
we prove that the probability of this set of good configuration tends to one when φ tends
to zero. In Section 4 we analyze the limit kinetic equation (1.4). In particular, we prove
well-posedness and look at the long time asymptotics of the solution when G (v) decreases
fast enough. This allows to show that the volume of the tagged particle increases like t3 as
t goes to infinity. In Section 5, which is the most technical section of the paper, we prove
that the CTP model is well posed for a small but positive volume fraction with probability
one as long as the distribution of the particle sizes G(v) is compactly supported. Note that
the kinetic equation (1.4) has been obtained for arbitrary large times in the limit as φ tends
to zero. This does not rule out the possibility of blow up in finite time for small but positive
volume fraction. Actually is not difficult to construct examples of obstacles configurations
exhibiting blow up in finite time, cf. Example 5.5. At the end of the paper we collected in
the Appendixes some technical estimates which in particular control the displacement of the
center of mass for the coalescing particle as well as a probability lemma using the proof of
global well-posedness for positive volume fraction φ in the particular case in which all the
obstacles are identical (i.e. G(v) = δ(v − 1)). In this case many of the technicalities used in
Section 5 can be avoided and the main ideas can be more easily grasped.
2 The particle model and main results
2.1 The CTP model
We consider the configuration space Ω which is defined as follows
Ω := {ω = {xk, vk}k∈I , I ⊂ N s.t. {xk}k∈I is locally finite and vk > 0, xk ∈ R3} (2.1)
and we identify two elements in Ω if one is obtained from the other by means of a permutation
of the indexes. We can endow the space Ω with a structure of measure space in a suitable
sigma algebra Σ and define a probability µφ such that the centers {xk} and the volumes {vk}
are independently distributed variables, with the positions given by the Poisson distribution
in R3 of intensity one and the volumes distributed according to 1φG(
v
φ). Here G is a probability
distribution in [0,∞) and φ > 0 is the volume fraction occupied by the particles. Note that we
drop the dependence of the measure µφ on G. This probability measure is the one associated
to the Boolean model in the theory of continuum percolation, the detailed construction can
be found in [25], Section 1.4.
In what follows we construct the stochastic process for the tagged particle with unscaled
variables Y˜ , V˜ . From now on we will use capital letters to denote the dynamical variables
for the tagged particle while small letters will be used for the obstacles. Our purpose is to
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show that the particle system obtained is well defined. We consider the initial configura-
tion for the tagged particle (Y˜0, V˜0) and we are interested in defining the dynamical system
for the volume and the displacement of the position of the tagged particle with respect to
the constant speed motion, namely Y˜ (t) = X˜(t) − U˜ te1. Note that this allows to con-
sider a Galilean reference frame in which the background of obstacles moves against the
original position of the tagged particle. Thus we define the evolution flow T˜ t(Y˜0, V˜0; ω˜0) =
(Y˜ (t; Y˜0, V˜0, ω˜0), V˜ (t; Y˜0, V˜0, ω˜0); ω˜(t; Y˜0, V˜0, ω˜0)) t ≥ 0 where ω˜0 and ω˜(t) denote the initial
configuration and the evolved configuration of obstacles respectively. Note that from now
on we will skip the Y˜0, V˜0, ω˜0 dependence and consider T˜
t(Y˜0, V˜0; ω˜0) = (Y˜ (t), V˜ (t); ω˜(t)) for
notational simplicity. Moreover, we rescale variables according to the following scaling limit
of Boltzmann-Grad type
R˜ = φ
1
3R, r˜ = φ
1
3 r, Y˜ = φ
1
3Y, (2.2)
V˜ = φV, v˜ = φv,
U˜ = φ−
2
3U.
Note that the rescaling for the velocity of the tagged particle gives a mean free flight time of
order one, while the mean free path is order φ−
2
3 .
The rescaled evolution is given by
T tφ(Y0, V0;ω0) =
( 1
φ
1
3
Y˜ t(φ
1
3 Y˜0, φV˜0; ω˜0),
1
φ
V˜ t(φ
1
3 Y˜0, φV˜0; ω˜0);ω(t)
)
= (Y (t), V (t);ω(t)) (2.3)
where ω is the configuration of obstacles obtained by ω˜ rescaling the volumes. Moreover, we
define the projector operator Π[T tφ(Y0, V0;ω0)] = (Y (t), V (t)).
Let be t∗ ≥ 0, we introduce the set F (Y, V, t∗) ∈ Σ which consists of obstacles configura-
tions moving according to the free flow during the time interval [0, t∗], i.e.
F (Y, V, t∗) := {ω ∈ Ω : inf
k:{(xk,rk)}=ω
|Y − (xk − Ut∗e1)| > σ(V
1
3 + v
1
3
k )} (2.4)
where σ =
(
3
4pi
) 1
3 and C (Y, V, t∗) ∈ Σ is the set of obstacles configurations suffering collisions
at time t∗, i.e.
C (Y, V, t∗) = {ω ∈ Ω : inf
k:{(xk,rk)}=ω
|Y − (xk − Ut∗e1)| ≤ σ(V
1
3 + v
1
3
k )}. (2.5)
If ω ∈ C (Y, V, t∗) we define the merging operator
A (Y, V ;ω) =
(
V Y +
∑
k∈J xkvk
V
+
∑
k∈J
vk, V +
∑
k∈J
vk;ω \ J
)
(2.6)
where J = J(Y, V, t∗;ω) is the set of indexes of obstacles in Ω satisfying |Y − (xk −Ut∗e1)| <
σ(V
1
3 + v
1
3
k ). Note that (2.6) is well defined since the configuration is locally finite. We will
denote as ω \ J the set of obstacles in Ω removing those with indexes in J .
If ω /∈ C (Y, V, t∗) there exists a δ = δ(ω) > 0 such that ω ∈ F (Y, V, t∗ + δ).
We can now define the flow in the following way.
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1) If ω(t¯) ∈ F (Y (t¯), V (t¯), t∗) for some t∗ > t¯ we define
(Y (t), V (t);ω(t)) = (Y (t¯), V (t¯);ω(t¯)) ∀t ∈ [t¯, t∗]. (2.7)
2) We define a sequence inductively as follows. We set (Y 0, V 0;ω0) = (Y (t−), V (t−);ω(t−)),
and define (Y 1, V 1, ω1) = A (Y 0, V 0;ω0). Then we have two possible situations:
i) if ω1 ∈ F (Y1, V1, t) we are in case 1) and we have free flow.
ii) if ω1 ∈ C (Y1, V1, t) then we can define inductively (Y n, V n, ωn) = A (Y n−1, V n−1;ωn−1)
until reach a value of n such that ω1 ∈ F (Y n, V n; t). Then we return to step 1).
Note that if the case 2.ii) holds for arbitrary large values of n the dynamics stops at time t
with an infinite sequence of coalescences. Therefore, the previous dynamics is not necessarly
defined for arbitrary long times. We will provide later an example of configuration ω ∈ Ω
for which this happens (see Example 5.5). Nevertheless, we will prove that the coalescence
dynamics stops after a finite number of steps which are then followed by a free motion of the
tagged particle with probability one and the dynamics can be defined globally in time if G(v)
is compactly supported and φ positive but sufficiently small (cf. Proposition 5.1). We observe
that the fact that global well posedness can be proved only with probability one is typical in
systems with infinitely many particles (see [18]). On the other hand the dynamics above can
be defined with probability close to one if φ is sufficiently small and if G(v) satisfies (1.3).
We note that the evolution operator T tφ described by points 1) and 2) will be called from now
on the CTP model, as we already anticipated in the Introduction. Furthermore, we remark
that there is a family of CTP models depending on the choice of (Y0, V0) ∈ R3 × [0,∞) and
φ > 0 but from now on we will skip this dependence.
2.2 Kinematic of binary collisions
In the kinetic limit we are considering the only relevant coalescing processes are those involving
the tagged particle with just a single particle in the background. Here we describe in detail
the geometry of this type of coalescence events.
We denote by V = 43piR
3 the volume of the tagged particle and by v = 43pir
3 the volume
of one generic obstacle. We are interested in describing how the volume of the tagged particle
changes after one collision. Indeed, once the tagged particle merges with one single obstacle,
we have that (V, v) → V + v. We denote by R′ = (r3 + R3) 13 the radius of the tagged
particle after the coalescence. To have an exhaustive description of this dynamics we need
informations on the position of the center of mass of the new particle after the coalescence.
We introduce the variable θ ∈ [0, pi2 ] which is the angle between the vector e1 = (1, 0, 0)
and the vector connecting the center of the tagged particle with the center of the coalescing
obstacle. Moreover we introduce the vector ν = ν(ϕ) = (0, cosϕ, sinϕ) with ϕ ∈ [0, 2pi] in
such a way that the position of the centre of the obstacle is given by
x = X + (cos θ e1 + sin θ ν) (R+ r).
Then the new position and volume of the tagged particle defined by the operator A in (2.6)
are given by
X ′ = X +
v
V + v
(cos θe1 + sin θ ν)(R+ r) (2.8)
V ′ = V + v.
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This operator plays the role of the scattering map for the Newtonian dynamics.
We observe that from now on we describe the motion of the tagged particle in terms of
(Y, V ) where Y := X − Ute1, namely we are considering a coordinate system in which the
original position of the tagged particle moves with constant speed Ue1. As a consequence,
the new position of the tagged particle according to (2.8) becomes Y ′ = Y + vV+v (cos θe1 +
sin θ ν)(R+ r).
2.3 Main results
We denote by P(R3 × [0,+∞)) the set of probability measures on R3 × [0,+∞) and by
M+(R3 × [0,+∞)) the set of Radon measure on R3 × [0,+∞) and define the solution of the
microscopic coalescence process as follows.
Definition 2.1 Let be f0 ∈P(R3× [0,+∞)), for any Borel set A of R3× [0,+∞) we define
fφ ∈ L∞([0, T );M+(R3 × [0,+∞))) as∫
A
fφ(Y, V, t)dY dV =
∫
R3×[0,∞]
µφ({ω : Π[T tφ(Y0, V0;ω)] ∈ A})f0(Y0, V0)dY0 dV0. (2.9)
Our goal is to prove that fφ(Y, V, t) → f(Y, V, t) as φ → 0 in a suitable sense, where f is a
solution of the kinetic equation (1.4) with initial datum f0. We now introduce the meaning
of solutions for the equation (1.4) in the sense of measures.
Definition 2.2 Let be T > 0 and f ∈ C([0, T ];M+(R3 × [0,∞)). We say that f is a weak
solution of (1.4) if f0 ∈P(R3 × [0,∞)) and for any Ψ ∈ C1c ([0, T )× R3 × [0,∞)) we have
−
∫ T
0
∫
R3
∫
[0,∞)
f(Y, V, t){∂tΨ(Y, V, t) + C [Ψ](Y, V, t)}dY dV dt
=
∫
R3
∫
[0,∞)
f0(Y, V )Ψ0(Y, V )dY dV
(2.10)
where the collision operator C is defined by
(C [Ψ])(Y, V, t) =U
∫ ∞
0
dv
∫ pi
2
0
dθ
∫ 2pi
0
dϕG(v)(R+ r)2 sin θ cos θ
×
[
Ψ(Y +
v
V + v
(cos θe1 + sin θ ν)(R+ r), V + v, t)−Ψ(Y, V, t)
]
.
(2.11)
Remark 2.3 We observe that to define solutions of equation (1.4) it is enough to assume
that ∫ ∞
0
dv G(v)(1 + v
2
3 ) < +∞.
Under this conditions the operator C transforms continuous functions in continuous functions.
We now state the first result of this paper.
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Theorem 2.4 Let G(v) ∈M+([0,∞)) be such that∫ ∞
0
vγG(v) dv <∞, γ > 2. (2.12)
Let be f0 ∈P(R3× [0,+∞)), fφ ∈ L∞([0, T );M+(R3× [0,+∞))) defined by (2.9) and T > 0.
Then, for any Borel set A ∈ R3 × [0,∞),∫
A
fφ(t)→
∫
A
f(t) as φ→ 0,
where f is the unique solution of equation (1.4) in the sense of Definition 2.2. The convergence
is uniform in [0, T ].
Remark 2.5 The fact that there exists a unique solution of equation (1.4) in the sense of
Definition 2.2 will be proved in Section 4.1.
The second main result of the paper concerns the global well posedness for the CTP model
introduced in Section 2.1.
Theorem 2.6 Let G(v) ∈M+([0,∞)) be compactly supported with suppG(v) ∈ [0, v∗]. Then
there exists a φ∗ = φ∗(v∗) > 0 such that for any φ ≤ φ∗ and any (Y0, V0) ∈ R3 × [0,∞) there
exists Ω˜ ⊂ Ω, Ω˜ ∈ Σ where Σ is the σ−algebra defined in Section 2.1, such that P(Ω˜) = 1
and the dynamics of the CTP model is well defined for any ω ∈ Ω˜, for arbitrary long times.
(2.13)
3 Proof of the kinetic limit (Theorem 2.4)
3.1 Definition of the set of good configurations Ω1
We consider a decomposition of the configuration space Ω defined in Section 2.1 as follows
Ω = Ω1 ∪ Ω2
where Ω1 denotes the set of good configurations, while Ω2 is the set of bad configurations.
More precisely Ω1 denotes the set of well separated configurations of obstacles so that we can
deal with a dilute regime which is necessary to obtain a kinetic picture. We recall that in all
this section G(v) satisfies Assumption 2.12.
Let (Yt(ω), Vt(ω)) the evolved configuration of the tagged particle at time t. Given T > 0,
ε0 > 0 and φ > 0 we need to define the following quantities. We define
λ = ε−δ10 and V∗ = ε
− 2
3(γ−1)−
δ2
γ−1
0 (3.1)
with δ2 > δ1 > 0. We will assume that ε0 ≤ 1 so that λ ≥ 1 and V∗ ≥ 1. Note that this
implies
V γ−1∗ ε
2
3
0
λ
= εδ1−δ20 →∞ as ε0 → 0. (3.2)
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We introduce the maximal radius Rmax which is defined by
Rmax := λV
1
3∗ (3.3)
and we consider the domain of length Tφ−
2
3 and size Rmax defined by
D∗ = (B2
φ
1
3Rmax
(0)× [0, T φ− 23 )) ∪ (SCt ∪ SCb), (3.4)
where SCt and SCb denote the spherical caps at the top and the bottom of the cylinder, B
2
r (0)
is the 2-dimensional ball of centre 0 and radius r and D∗ = D∗(ε0, φ, T ) but from now on we
will drop this dependence. See Figure 1.
Figure 1: The maximal collision tube D∗.
We first introduce an auxiliary set which will be used in the construction of the set of the
good configurations Ω1, namely
G :=
{
ω ∈ Ω : n(D∗) ≤ λpiR2max(T + 1), n(SCb ∪ SCt) = 0 and ∀xj(ω)
s.t. B
φ
1
3Rj(ω)
(xj(ω)) ∩D∗ 6= ∅ we have Rj(ω) ≤ 3
4pi
(V∗)
1
3
} (3.5)
where n(D∗) = #{xk(ω) s.t. B
φ
1
3Rk(ω)
(xk(ω))∩D∗ 6= ∅}. Observe that G = G (ε0, φ, T, 0, V0).
Notice that we can define the auxiliary set G for a different initial center of the tagged particle
by means of a suitable translation of the set D∗.
In order to define Ω1 we construct inductively a sequence of domains {Uk} with Uk ⊂ G
in the following way. We start from U0. We set ρ0 := R0 +
3
4piV
1
3∗ which is the unrescaled
enlarged radius at the first step and
D0 := B
2
ρ0φ
1
3
(0)× [0, ε0φ− 23 ), (3.6)
the cylinder of size ρ0, so that we define
U0 := {ω ∈ G : #({xk(ω)} ∩D0) ≤ 1 and if vk(ω) ∈ D0, vk(ω) ≤ 1} (3.7)
then the complementary set of U0 in G is given by
U¯0 := {ω ∈ G : #({xk(ω)}∩D0) > 1 or [#({xk(ω)}∩D0) = 1 and vk(ω) ∈ D0, vk(ω) > 1]}.
(3.8)
To construct U1 we note that, given ω ∈ U0, we have two possibilities:
(1) #({xk(ω)} ∩D0) = 0,
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(2) #({xk(ω)} ∩D0) = 1.
If (1) holds it means that the tagged particle suffered no collisions in D0. It is then natural
to define ρ1 = ρ0, X1 = X0, V1 = V0 and
D1 = D1(ω|D0 ) := B
2
ρ1φ
1
3
(X1)× [ε0φ− 23 , 2ε0φ− 23 ), (3.9)
where we used the notation D1(ω|D0 ) to indicate the dependence on the particles of the
configuration ω restricted to the domain D0.
In the case (2) instead, we suppose that (x1, v1) ∈ ω is the obstacle belonging to the
intersection, i.e. x1 ∈ {xk(ω)}∩D0. Since a collision occurred it is then natural to define ρ1 =
3
4pi (V
1
3
1 +V
1
3∗ ), X1 = v1V0+v1x1, V1 = V0+v1 andD1 = D1(ω|D0 ) := B
2
ρ1φ
1
3
(X1)×[ε0φ− 23 , 2ε0φ− 23 ).
Therefore we define
U1 :={ω ∈ U0 : [#({xj(ω)} ∩D1(ω|D0 )) = 0] or
[#({xj(ω)} ∩D1(ω|D0 )) = #{xj} = 1 and #({xj(ω)} ∩D0) = 0
and vj(ω) ≤ (1 + θ(1, ω))
1
γ
(1+δ3)]}.
(3.10)
Here we introduced the function
θ(k, ω) :=
k∑
j=1
{#{xl(ω)} ∩Dj(ω)} (3.11)
for the level k = 1, i.e. θ(1, ω) = 1. Note that, being θ(k, ω) a function of the configuration
ω, it depends on all the previous history, i.e. the particles of the configuration ω contained
in
⋃k−1
l=0 Dl. We remark that the complement of U1 in U0 is
U¯1 :={ω ∈ U0 : #({xj(ω)} ∩D1(ω|D0 )) > 1
or [#({xj(ω)} ∩D1(ω|D0 )) = 1 and #({xj(ω)} ∩D0) = 1]
or [#({xj(ω)} ∩D1(ω|D0 )) = 1 and #({xj(ω)} ∩D0) = 0
and vj(ω) > (1 + θ(1, ω))
1
γ
(1+δ3)]}.
(3.12)
We now define Uk+1 iteratively. Given ω ∈ Uk we consider the two different cases:
(1) #({xj(ω)} ∩Dk(ω)) = 0,
(2) #({xj(ω)} ∩Dk(ω)) = 1.
As we observed before, if (1) holds it means that the tagged particle suffered no collisions in
Dk(ω). We define ρk+1 = ρk, Xk+1 = Xk, Vk+1 = Vk and
Dk+1 = Dk+1(ω|⋃k
l=0
Dl
) := B2
ρk+1φ
1
3
(Xk+1)× [kε0φ−
2
3 , (k + 1)ε0φ
− 2
3 ). (3.13)
If (2) is satisfied we assume that (xk+1, vk+1) is the obstacle such that xk+1 ∈ {xj(ω)}∩Dk(ω).
Thus, we set ρk+1 =
3
4pi (V
1
3
k+1 + V
1
3∗ ), Xk+1 = Xk +
vk+1
Vk+vk+1
(xk+1 − Xk), Vk+1 = Vk + vk+1
12
and Dk+1 = Dk+1(ω|⋃k
l=0
Dl
) := B2
ρk+1φ
1
3
(Xk+1)× [kε0φ− 23 , (k + 1)ε0φ− 23 ). Hence, we define
Uk+1 :={ω ∈ Uk : [#({xj(ω)} ∩Dk+1(ω|⋃k
l=0
Dl
)) = 0] or
[#({xj(ω)} ∩Dk+1(ω|⋃k
l=0
Dl
)) = #{xj} = 1 and #({xj(ω)} ∩Dk(ω|⋃k−1
l=0
Dl
)) = 0
and vj(ω) ≤ (1 + θ(k, ω))
1
γ
(1+δ3)]},
(3.14)
where δ3 > 0 is sufficiently small. Then, the complementary set of Uk+1 in Uk is
U¯k+1 :={ω ∈ Uk : #({xj(ω)} ∩Dk+1(ω|⋃k
l=0
Dl
)) > 1
or [#({xj(ω)} ∩Dk+1(ω|⋃k
l=0
Dl
)) = 1 and #({xj(ω)} ∩Dk(ω|⋃k−1
l=0
Dl
)) = 1]
or [#({xj(ω)} ∩Dk+1(ω|⋃k
l=0
Dl
)) = 1 and #({xj(ω)} ∩Dk(ω|⋃k−1
l=0
Dl
)) = 0
and vj(ω) > (1 + θ(k, ω))
1
γ
(1+δ3)]}.
(3.15)
Note that, by construction, the sets {U¯k} are mutually disjoint, namely U¯j ∩ U¯m = ∅ for
j 6= m. Moreover, we observe that U¯k+1is the union of disjoint sets
U¯
(1)
k+1 := {ω ∈ Uk : #({xj(ω)} ∩Dk+1(ω|⋃k
l=0
Dl
)) > 1},
U¯
(2)
k+1 := {ω ∈ Uk : #({xj(ω)} ∩Dk+1(ω|⋃k
l=0
Dl
)) = 1 and #({xj(ω)} ∩Dk(ω|⋃k−1
l=0
Dl
)) = 1},
U¯
(3)
k+1 := {ω ∈ Uk : #({xj(ω)} ∩Dk+1(ω|⋃k
l=0
Dl
)) = 1 and #({xj(ω)} ∩Dk(ω|⋃k−1
l=0
Dl
)) = 0
and vj(ω) > (1 + θ(k, ω))
1
γ
(1+δ3)}.
(3.16)
We then define the set of good configurations Ω1 = Ω1(ε0, φ, T, 0, V0) = U[ T
ε0
]. We observe
that U[ T
ε0
] =
⋂[ Tε0 ]
k=0Uk since Uk+1 ⊂ Uk ∀k. We can define Ω1 = Ω1(ε0, φ, T, Y0, V0) for
different initial center Y0 of the tagged particle by means of a suitable translation of the sets
D∗ and Dk. The main result we prove in this section is the following
Theorem 3.1 Given M > 1, let T > 0. For any δ > 0 there exists ε∗ = ε∗(δ, T ) > 0 such
that if 0 < ε0 < ε∗ and φ < ε
β
0 with β =
2
3(γ−1) + 4δ1 +
δ2
(γ−1) , then
P(Ω1) ≥ 1− δ,
for any V0 ∈ [0,M ].
In order to prove Theorem 3.1 we will use some auxiliary results listed below.
Proposition 3.2 Let G = G (ε0, φ, T, 0, V0) be the set defined by (3.5). Let T > 0. For
any δ > 0 there exists ε∗ = ε∗(δ, T,M) > 0 such that if 0 < ε0 < ε∗ and φ < ε
β
0 , with
β = 23(γ−1) + 4δ1 +
δ2
(γ−1) , then
P(G ) ≥ 1− δ
2
.
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Proposition 3.3 Let {Uk}, {U¯k} be the sequence of domains defined by (3.14) and by (3.15).
Given M > 1, let T > 0 and assume δ3 > 0 such that
2
9
(1
γ
(1 + δ3) + 1
)
<
1
3
(3.17)
with δ2 > 0 sufficiently small (depending on δ3 and γ). For any δ > 0 there exist ε∗ =
ε∗(M,T ) > 0 and φ∗ > 0 such that if ε0 < ε∗ and φ < φ∗
P
( [ Tε0 ]⋃
k=0
U¯k
) ≤ δ
2
,
for any V0 ∈ [0,M ].
Remark 3.4 Observe that it is possible to find δ3 such that Assumption 3.17 holds since we
assumed γ > 2.
3.1.1 Proof of Proposition 3.2
We will prove Proposition 3.2 with the help of the following Lemmata.
Lemma 3.5 Let T > 0. For any δ > 0 there exists ε∗ = ε∗(δ, T ) > 0 sufficiently small such
that if ε0 < ε∗ and φ < 1 then
P(W ) ≤ δ
10
(3.18)
where W := {ω ∈ Ω : ∃(xj(ω), vj(ω)) s.t. vj(ω) > V∗ and B
φ
1
3Rj(ω)
(xj(ω)) ∩D∗ 6= ∅}.
Proof: We consider the collision cylinder D∗ defined by (3.4). We want to show that the
probability of having an intersection between the cylinder D∗ and a particle with volume
v ≥ V∗ is small. To this end we partition the line [V∗,+∞) into intervals [2lV∗, 2l+1V∗), with
l ≥ 0, and define the sets
Wl :={ω ∈ Ω : there exists at least one obstacle (xj(ω), vj(ω)) s.t. vj(ω) ∈ [2lV∗, 2l+1V∗)
and B 3
4pi
(φ vj(ω))
1
3
(xj(ω)) ∩D∗ 6= ∅}.
(3.19)
We recall that the probability of finding an obstacle with volume which varies in the interval
[2lV∗, 2l+1V∗) is given by∫ 2l+1V∗
2l+V∗
G(v) dv ≤ 1
(2lV∗)γ
∫ 2l+1V∗
2lV∗
vγG(v) dv ≤ Mγ
(2lV∗)γ
where Mγ :=
∫∞
0 v
γG(v) dv. Moreover we define
W˜l :={ω ∈ Ω : there exists at least one obstacle (xj(ω), vj(ω)) s.t. xj(ω) ∈ C (l, ε0, Rmax)
vj(ω) ∈ [2lV∗, 2l+1V∗)}
(3.20)
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where
C (l, ε0, φ, T ) := B
2
φ
1
3 ρ
(0)× [−φ 13 ρ, T φ− 23 + φ 13 ρ] with ρ = ρ(l, ε0) = Rmax + 3
4pi
(2l+1V∗)
1
3 .
Note that C is the enlargement of D∗ by an amount of size 34pi (2
l+1V∗)
1
3 . It is straightforward
to see that P
(
Wl
) ≤ P(W˜l). Therefore, we look at
P
(
W˜l
)
=
∞∑
n=1
1
n!
exp
(
−|C |
∫ 2l+1V∗
2lV∗
G(v) dv
) (
|C |
∫ 2l+1V∗
2lV∗
G(v) dv
)n
= 1− exp
(
−|C |
∫ 2l+1V∗
2lV∗
G(v) dv
)
≤ |C |
∫ 2l+1V∗
2lV∗
G(v) dv ≤ |C | Mγ
(2lV∗)γ
,
(3.21)
where we used that 1− e−x ≤ x for x ≥ 0. Moreover, using the definition of ρ and (3.3), we
have
|C | ≤ piφ 23 ρ2(Tφ− 23 + 2φ 13 ρ))
≤ 2pi(λ2V
2
3∗ +
9
16pi2
(2l+1V∗)
2
3 )(T + 2φ(λV
1
3∗ +
3
4pi
(2l+1V∗)
1
3 ))
≤ C (T + 1)V∗λ32l,
where C > 0 is a numerical constant. Thus, from (3.21) we get
P(W ) = P
( ∞⋃
l=0
Wl
) ≤ ∞∑
l=0
P
(
Wl
) ≤ C (T + 1)Mγλ3V 1−γ∗ ∞∑
l=0
2−(γ−1)l ≤ δ
10
,
where we used that γ > 2, Assumption 3.1, and we chose ε0 > 0 sufficiently small. This
concludes the proof. 
Lemma 3.6 Let T > 0. For any δ > 0 there exist ε∗ = ε∗(δ, T ) > 0 such that if ε0 < ε∗ and
φ < εβ0 , β =
2
9(γ−1) + 4δ1 +
δ2
3(γ−1) then
P
({ω : n(D∗) > λpiR2max(T + 1)}) ≤ δ10 .
We remark that in the statement above we considered (T + 1) instead of T to overcome
problems connected to the smallness of T .
Proof: We recall that D∗ := (B2
φ
1
3Rmax
(0)× [0, T φ− 23 ))∪ (SCt ∪SCb). Using the assumption
φ < εβ0 as well as (3.1) and (3.3) we can estimate the diameter of the regions SCt , SCb by
φ−
2
3 and thus we obtain D∗ ⊂ B2
φ
1
3Rmax
(0)× [−(T + 1)φ− 23 , 2(T + 1)φ− 23 )). Thus, it follows
that |D∗| ≤ 3piR2max(T + 1). We consider
P
({ω : n(D∗) > λpiR2max(T + 1)}) = ∞∑
n=dλpiR2max(T+1)e
|D∗|n
n!
e−|D∗|
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and apply Lemma A.1 with N = N(ε0, T ) =
⌈
λpiR2max(T + 1)
⌉
and ζ = |D∗|. Note that,
choosing ε0 sufficiently small, N ≥ 34λpiR2max(T + 1). Then, choosing ξ∗ = 4λ the condition
ζ ≤ ξ∗N in (A.1) is satisfied and we get
∞∑
n=dλpiR2max(T+1)e
|D∗|n
n!
e−|D∗| ≤ e−| log(ξ∗)|dλpiR2max(T+1)e ≤ e−C| log(ξ∗)|ε−(β+2δ1)/30
with β as in the statement of the Lemma and C = 34pi(T + 1). Therefore, if ε0 ≤ ε∗(δ, T ), we
have that e−| log(ξ∗)|ε
−(β+2δ1)/3
0 ≤ δ10 which proves Lemma 3.6. 
Proof of Proposition 3.2. To complete the proof we need to prove that
P({ω : n(SCb ∪SCt) ≥ 1}) ≤
δ
10
. (3.22)
It would then follow from Lemma 3.5, Lemma 3.6 and (3.22), since G = W c ∩ {ω : n(D∗) ≤
λpi2R2max(T + 1)} ∩ {ω : n(SCb ∪SCt) = 0} where W c is the complement of W introduced
in Lemma 3.5, that
P
(
G
) ≥ 1− δ
10
− δ
10
− δ
10
= 1− 3δ
10
.
We observe that to prove (3.22) we have
P({ω : n(SCb ∪SCt) ≥ 1}) =
∞∑
n=1
|SCb ∪SCt |n
n!
e−|SCb∪SCt | = (1− e−|SCb∪SCt |)
≤ |SCb ∪SCt | ≤
4
3
piR3maxφ =
4
3
piλ3V∗φ.
Due to the assumption φ < εβ0 , using (3.1), we obtain
P({ω : n(SCb ∪SCt) ≥ 1}) ≤ Cεδ10 ≤
δ
10
if ε0 is sufficiently small.

3.1.2 Proof of Proposition 3.3
Before proving Proposition 3.3 we need a preliminary result.
Lemma 3.7 Suppose that M ≥ 1 and δ3, δ2 as in Proposition 3.3. There exists ε∗ =
ε∗(M,T ) > 0 sufficiently small such that for any ω ∈ Ω1(ε0, T, φ) if φ < εβ0 and if ε0 ≤ ε∗
then
k⋃
j=0
Dj(ω|⋃j−1
l=0
Dl
)) ⊂ D∗ ∀ 0 ≤ k ≤
[
T
ε0
]
, (3.23)
for any V0 ∈ [0,M ]. Here the {Dk(ω|⋃k−1
l=0
Dl
))} are the domains defined by (3.13). Moreover
we have
ρk ≤ λ
2
V
1
3∗ . (3.24)
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Proof: We prove (3.23) arguing by induction for k = 0, . . . ,
[
T
ε0
]
. For k = 0 it is straight-
forward using the definition of D0 and D∗, see (3.4) and (3.6), if ε0 < ε∗(M,T ). Then, we
assume that (3.23) holds for k and we want to show that it holds for k+ 1. From Lemma A.2
in Appendix A we have the following bound for the displacement of the center of mass of the
tagged particle at level k, namely
|Xk| ≤ 9
2pi
φ
1
3 (V
1
3
k − V
1
3
0 ) (3.25)
while the volume satisfies
Vk = V0 +
k∑
j=0
vj . (3.26)
Using that ω ∈ Uk with Uk defined by (3.14)
k∑
j=0
vj ≤
k∑
j=0
{j : θ(j,ω)−θ(j−1,ω)=1}
(1 + θ(j, ω))
1
γ
(1+δ3) ≤
Ncoll∑
j=0
(1 + j)
1
γ
(1+δ3) ≤ (Ncoll + 2)
1
γ
(1+δ3)+1
(3.27)
where Ncoll = n(D∗). Since Uk ⊂ G and thanks to (3.5), using also (3.3), then we have
Ncoll ≤ piλR2max(T + 1) ≤ piλ3V
2
3∗ (T + 1).
Therefore, from (3.26) using (3.27), we get
Vk ≤ V0 + (Ncoll + 2)
1
γ
(1+δ3)+1 ≤ V0 + (piλ3V
2
3∗ (T + 1) + 2)
1
γ
(1+δ3)+1. (3.28)
We observe that (V0 +
∑k
j=0 vj)
1
3 − V
1
3
0 ≤ (
∑k
j=0 vj)
1
3 . Thus, from (3.25), using (3.26) and
(3.28), we obtain
|Xk| ≤ 9
2pi
φ
1
3 ((piλ3V
2
3∗ (T + 1))
1
γ
(1+δ3)+1 + 2)
1
3
≤ 9
pi
φ
1
3 (λ
1
γ
(1+δ3)+1V
2
9
( 1
γ
(1+δ3)+1)
∗ (T + 1)
1
3
( 1
γ
(1+δ3)+1) ≤ λ
2
V
1
3∗ .
(3.29)
This inequality holds for ε0 sufficiently small thanks to Assumption 3.17 with δ2 sufficiently
small.
We recall that ρk =
3
4pi (V
1
3
k + V
1
3∗ ). Hence, thanks to (3.28)
ρk ≤ C¯(V
1
3
0 + (λ
1
γ
(1+δ3)+1V
2
9
( 1
γ
(1+δ3)+1)
∗ (T + 1)
1
3
( 1
γ
(1+δ3)+1) + V
1
3∗ )
where C¯ is a numerical constant. Then (3.24) holds for ε0 (depending on M) sufficiently
small thanks to Assumption 3.17 with δ2 sufficiently small. Therefore, we have that
Dk(ω|⋃k−1
l=0
Dl
)) ⊂ B|Xk|+ρkφ 13 (0)× [kε0φ
− 2
3 , (k+1)ε0φ
− 2
3 ) ⊂ B
Zkφ
1
3
(0)× [kε0φ− 23 , (k+1)ε0φ− 23 )
with Zk ≤ λV
1
3∗ = Rmax. 
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We can now conclude the proof of Proposition 3.3.
Proof of Proposition 3.3. We consider at first P(U¯0) where U¯0 is defined by (3.8). We
observe that the volume of D0 is |D0| = pi(ρ0φ 13 )2ε0φ− 23 = piρ20ε0 and we obtain
P(U¯0) = P({ω ∈ Ω : #({xk(ω)} ∩D0) > 1 or [#({xk(ω)} ∩D0) = 1 and vk(ω) ∈ D0, vk(ω) > 1]})
≤
∞∑
n=2
|D0|n
n!
e−|D0| + e−|D0|
∫∞
1 G(v)dv|D0|
∫ ∞
1
G(v)dv
= e−|D0|(e|D0| − 1− |D0|) + e−|D0|
∫∞
1 G(v)dv|D0|
∫ ∞
1
G(v)dv
≤ |D0|
2
2
+ |D0|Mγe−|D0|
∫∞
1 G(v)dv
≤ pi
2
2
ρ40ε
2
0 + piρ
2
0ε0Mγ .
(3.30)
We now consider P(U¯k) with U¯k defined by (3.15). Since U¯k results to be the union of
disjoint sets we have
P(U¯k) = P(U¯
(1)
k ) + P(U¯
(2)
k ) + P(U¯
(3)
k ). (3.31)
With the same strategy used in (3.30) we get
P(U¯ (1)k ) ≤
pi2
2
ρ4kε
2
0, (3.32)
where we used that |Dk| = piρ2kε0. We look at P(U¯ (2)k ). We set (xk, vk) = ηk so that dηk =
G(vk) dxk dvk and use the convention
∫ nk
Dk×R+ dηk = 1 if nk = 0 and
∫ nk
Dk×R+ dηk =
∫
Dk×R+ dηk
if nk = 1 so that
P(U¯ (2)k ) =
∑
n0∈{0,1}
· · ·
∑
nk−2∈{0,1}
e−|D0|
∫ n0
D0×[0,∞)
dη0 . . .
∫ nk−2
Dk−2(ξ(k−3))×[0,∞)
dηk−2e−|Dk−2(ξ
(k−3))|
∫ nk−1=1
Dk−1(ξ(k−2))×[0,∞)
dηk−1e−|Dk−1(ξ
(k−2))|
∫ nk=1
Dk(ξ(k−1))×[0,∞)
dηke
−|Dk(ξ(k−1))|χ({ω : ω ∈ Uk−1})
≤
∑
n0∈{0,1}
· · ·
∑
nk−2∈{0,1}
e−|D0|
∫ n0
D0×[0,∞)
dη0 . . .
∫ nk−2
Dk−2(ξ(k−3))×[0,∞)
dηk−2e−|Dk−2(ξ
(k−3))|
|Dk−1(ξ(k−2))||Dk(ξ(k−1))|
≤ pi2ρ2kρ2k−1ε20 ≤
pi2
2
(ρ4k + ρ
4
k−1)ε
2
0.
(3.33)
Writing these formulas we are using standard properties of the Poisson measure. The domains
Dk are defined by (3.13). Thus, combining (3.32) and (3.33), we get
P(U¯ (1)k ) + P(U¯
(2)
k ) ≤
5pi2
2
ρ4kε
2
0. (3.34)
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By using (3.24) we have that ρ4k ≤ λ4V
4
3∗ . Then
P(U¯ (1)k ) + P(U¯
(2)
k ) ≤
5pi2
2
λ4V
4
3∗ ε20. (3.35)
Therefore, using (3.31) and (3.35), we have
P
( [ Tε0 ]⋃
k=0
U¯k
) ≤ [
T
ε0
]∑
k=0
(P(U¯ (1)k ) + P(U¯
(2)
k ) + P(U¯
(3)
k ))
≤
[ T
ε0
]∑
k=0
(P(U¯ (1)k ) + P(U¯
(2)
k )) +
[ T
ε0
]∑
k=0
P(U¯ (3)k )
≤ 5
2
pi2λ4 T V
4
3∗ ε0 +
[ T
ε0
]∑
k=0
P(U¯ (3)k ).
(3.36)
The first term on the right hand side tends to zero as ε0 → 0 using the explicit expression for
V∗ given by (3.1) if δ2 is sufficiently small.
We now look at the second term on the right hand side of (3.36). We have
P(U¯ (3)k ) = P({ω ∈ Uk−1 : #({xj(ω)} ∩Dk(ω|⋃k−1
l=0
Dl
))=1 and #({xj(ω)} ∩Dk−1(ω|⋃k−2
l=0
Dl
))=0
and vj(ω) > (1 + θ(k, ω))
1
γ
(1+δ3)})
=
∑
n0∈{0,1}
. . .
∑
nk−2∈{0,1}
e−|D0|
∫ n0
D0×[0,∞)
dη0 . . .
∫ nk−2
Dk−2(ξ(k−3))×[0,∞)
dηk−2 e−|Dk−2(ξ
(k−3))|
e−|Dk−1(ξ
(k−2))|
∫ nk=1
Dk(ξ(k−1))×[0,∞)
dηk e
−|Dk(ξ(k−1))|χ({ω : ω ∈ Uk−1})×
× χ({vj(ω) > (1 + θ(k, ω))
1
γ
(1+δ3)})
=
∑
n0∈{0,1}
. . .
∑
nk−2∈{0,1}
e−|D0|
∫ n0
D0×[0,∞)
dη0 . . .
∫ nk−2
Dk−2(ξ(k−3))×[0,∞)
dηk−2 e−|Dk−2(ξ
(k−3))|−|Dk−1(ξ(k−2))|
∫ nk=1
(Dk(ξ(k−1))∩{vk(ω)>(1+θ(k,ω))
1
γ (1+δ3)})×[0,∞)
dηk e
−|Dk(ξ(k−1))|χ({ω : ω ∈ Uk−1}).
(3.37)
Note that the characteristic function χ({ω : ω ∈ Uk−1}) = χ({ω : ω ∈
⋂k−1
j=0 Uj}) since the
sequence {Uj} is decreasing in j. We observe that∫ nk=1
(Dk(ξ(k−1))∩{vk(ω)>(1+θ(k,ω))
1
γ (1+δ3)})×[0,∞)
dηke
−|Dk(ξ(k−1)|χ(nk = 1)
≤ χ(nk = 1) Mγ
(1 + θ(k, ξ(k−1)))1+δ3
|Dk(ξ(k−1)|
= χ(nk = 1)
Mγ
(1 + θ(k, ξ(k−1)))1+δ3
piε0ρ
2
k
≤ χ(nk = 1) Mγ
(1 + θ(k, ξ(k−1)))1+δ3
piε0
λ2
4
V
2
3∗ ,
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where in the last inequality we used (3.24) and θ is defined as in (3.11). Therefore (3.37)
becomes
P(U¯ (3)k ) ≤
piε0λ
2
4
V
2
3∗
∑
n0∈{0,1}
. . .
∑
nk−2∈{0,1}
e−|D0|
∫ n0
D0×[0,∞)
dη0 . . .
∫ nk−2
Dk−2(ξ(k−3))×[0,∞)
dηk−2 e−|Dk−2(ξ
(k−3))|
∫ nk−1=0
Dk−1(ξ(k−2))×[0,∞)
dηk−1 e−|Dk−1(ξ
(k−2))| Mγχ(nk = 1)
(1 + θ(k, ξ(k−1)))1+δ3
χ({ω : ω ∈ Uk−1})
≤ piε0λ
2
4
V
2
3∗
∞∑
n0=0
· · ·
∞∑
nk−2=0
e−|D0|
n0! . . . nk−1!
∫ n0
D0×[0,∞)
dη0 . . .
∫ nk−2
Dk−2(ξ(k−3))×[0,∞)
dηk−2
e−|Dk−2(ξ
(k−3))|
∫ nk−1=0
Dk−1(ξ(k−2))×[0,∞)
dηk−1e−|Dk−1(ξ
(k−2))| Mγ χ(nk = 1)
(1 +
∑k−1
l=0 nl)
1+δ3
(3.38)
where we used that θ(k, ξ(k−1)) =
∑k−1
l=0 nl. We observe that, in order to take into account
more than one collision, i.e. nk ≥ 1 for any k, in the previous formula we generalized
the definition of the domains Dk(ξ
(k−1)) given by (3.13), according to the following rules
for multiple collision events: ρk+1 =
3
4pi (V
1
3
k+1 + V
1
3∗ ), Xk+1 = Xk +
∑nk
j=1 v
(k+1)
j (x
(k+1)
j −Xk)
Vk+
∑nk
j=1 v
(k+1)
j
,
Vk+1 = Vk +
∑nk
j=1 v
(k+1)
j . Moreover, since
1 =
∞∑
nk=0
. . .
∞∑
nL=0
e−|Dk(ξ(k−1))|
nk!
∫ nk
Dk(ξ(k−1))×[0,∞)
dηk . . .
e−|DL(ξ(L−1))|
nL!
∫ nL
DL(ξ(L−1))×[0,∞)
dηL
(3.39)
for any k = 0, . . . , L and L ≥ 0, using (3.39) in (3.38) we get
P(U¯ (3)k ) ≤
piε0λ
2
4
V
2
3∗
∞∑
n0=0
· · ·
∞∑
nk−1=0
e−|D0|
n0! . . . nk−1!
∫ n0
D0×[0,∞)
dη0 . . .
∫ nk−2
Dk−2(ξ(k−3))×[0,∞)
dηk−2
e−|Dk−2(ξ
(k−3))|
∫ nk−1
Dk−1(ξ(k−2))×[0,∞)
dηk−1e−|Dk−1(ξ
(k−2))| Mγ χ(nk = 1)
(1 +
∑k−1
l=0 nl)
1+δ3
∞∑
nk=0
e−|Dk(ξ(k−1))|
nk!
∫ nk
Dk(ξ(k−1))×[0,∞)
dηk · · ·
∞∑
nL=0
e−|DL(ξ(L−1))|
nL!
∫ nL
DL(ξ(L−1))×[0,∞)
dηL.
(3.40)
We look at
∑L
k=0 P(U¯
(3)
k ) when L = [
T
ε0
]. More precisely
L∑
k=0
P(U¯ (3)k ) ≤
piε0λ
2
4
V
2
3∗ Mγ
∞∑
n0=0
· · ·
∞∑
nL=0
∫ nk
Dk(ξ(k−1))×[0,∞)
dηk . . .
∫ nL
DL(ξ(k−1))×[0,∞)
dηL
e−|Dk(ξ
(k−1))|−|DL(ξ(L−1))| 1
nk! . . . nL!
L∑
k=1
χ(nk = 1)
(1 +
∑k−1
l=0 nl)
1+δ3
.
(3.41)
Using that
L∑
m=1
χ(nk = 1)
(1 +
∑m−1
l=0 nl)
1+δ3
≤
∞∑
m=1
χ(nk = 1)
(1 +
∑m−1
l=0 nl)
1+δ3
≤
∞∑
m=1
1
(1 +m)1+δ3
≤ Cδ3 ,
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we obtain
[ T
ε0
]∑
k=0
P(U¯ (3)k ) ≤ pi ε0
λ2
4
V
2
3∗ MγCδ3 , (3.42)
which tends to zero as ε0 → 0 due to Assumption 3.1 since γ > 2. To conclude the proof we
plug (3.42) in (3.36). 
3.2 Adjoint equation of (1.4) and its Duhamel representation formula
At this level we define a suitable adjoint equation of (1.4) and we write the Duhamel repre-
sentation formula for its solution which will be a useful tool for the proof of the kinetic limit
in Section 3.3. We consider a function Ψ(Y, V, t) on the state space and we write the evolu-
tion equation for this function. The resulting equation is the so called backward Kolmogorov
equation which reads as
∂tΨ(Y, V, t) = (C [Ψ])(Y, V, t) (3.43)
with
(C [Ψ])(Y, V, t) =U
∫ ∞
0
dv
∫ pi
2
0
dθ
∫ 2pi
0
dϕG(v)(R+ r)2 sin θ cos θ
×
[
Ψ(Y +
v
V + v
n(θ, ϕ)(R+ r), V + v, t)−Ψ(Y, V, t)
]
.
(3.44)
Here n(θ, ϕ) := (cos θe1 + sin θ ν).
We remark that the operator C defined in (3.44) is the generator of the Markov process
for the tagged particle where a given particle described by the coordinates (Y, V ), with Y :=
X − Ute1, is transformed in a particle with new coordinates (Y ′, V ′) according to (2.8).
Moreover, the operator C defined in (3.44) transforms continuous functions in continuous
functions. The connection between equations (1.4) and (3.43) is the following. If f and Ψ are
sufficiently smooth functions we have∫
R3×[0,∞)
f(Y, V, t)ψ(Y, V, 0)dY dV =
∫
R3×[0,∞)
f(Y, V, 0)ψ(Y, V, t)dY dV. (3.45)
Indeed, if f and Ψ are sufficiently smooth to justify the computations, this follows from
∂t
(∫
f(Y, V, T − t)Ψ(Y, V, t) dY dV
)
= −
∫
∂tf(Y, V, T − t)Ψ(Y, V, t) dY dV +
∫
f(Y, V, T − t)∂tΨ(Y, V, t) dY dV
= −〈Q[f ],Ψ〉+ 〈C [Ψ], f〉 = 0,
(3.46)
where Q[f ] is defined by (1.4). The last identity follows using that
〈C [Ψ], f〉 =
∫
CΨ(Y, V, t)f(Y, V, t) dV dY
= U
∫
R3
dY
∫ ∞
0
dV
∫ ∞
0
dv
∫ pi
2
0
dθ
∫ 2pi
0
dϕG(v)(R+ r)2 sin θ cos θ
×
[
f(Y, V, t)Ψ(Y +
v
V + v
(R+ r)n(θ, ϕ), V + v, t)− f(Y, V, t)Ψ(Y, V, t)
]
,
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as well as the change of variables Y ′ = Y + vV+v (R + r)n(θ, ϕ), V
′ = V + v, R′ = R + r =(
3
4pi
) 1
3 (V
1
3 +v
1
3 ) and Fubini Theorem. We now write the solution of (3.43) by using Duhamel’s
formula. We set
l(V, v, θ, ϕ) :=
v
V + v
(R+ r)n(θ, ϕ) (3.47)
with R = R(V ), r = r(v), the transition kernel
k(V, v, θ) := G(v)(R+ r)2 sin θ cos θ (3.48)
and I := [0,+∞]× [0, pi/2]× [0, 2pi]. We define the operator
K[Ψ](Y, V, t) =
∫
I
dv dθ dϕ k(V, v, θ)Ψ(Y + l(V, v, θ, ϕ), V + v, t) (3.49)
and
λ(V ) =
∫
I
dv dθ dϕ k(V, v, θ). (3.50)
Then, equation (3.43) can be rewritten as
∂tΨ(Y, V, t) = U (K[Ψ]) (Y, V, t)− Uλ(V )Ψ(Y, V, t). (3.51)
Using Duhamel’s formula we get
Ψ(Y, V, t) = Ψ0(Y, V ) e
−Uλ(V )t + U
∫ t
0
e−Uλ(V )(t−t1)K[Ψ](Y, V, t1) dt1. (3.52)
By iterating the equation above, we obtain the series expansion solution
Ψ(Y, V, t) = Ψ0(Y, V ) e
−Uλ(V )t +
∑
n>0
Un
∫ t
0
dtn
∫ tn
0
dtn−1 . . .
∫ t2
0
dt1
×
[
e−Uλ(·)(t−tn)K e−Uλ(·)(tn−tn−1)K . . .K e−Uλ(·)(t1)Ψ0(·)
]
(Y, V ). (3.53)
In order to formulate the previous results we define the following space
XM := Cb(R
3 × R+) ∩ {supp Ψ0(Y, V ) ⊂ R3 × [0,M ]} (3.54)
for some 0 < M <∞.
Proposition 3.8 Let be G ∈P([0,+∞)) such that∫ ∞
0
dv G(v)v
2
3 <∞. (3.55)
Then
i) K : XM → XM defines a bounded operator and satisfies
‖K[Ψ]‖L∞(R3×R+) ≤ C(1 +M
2
3 )‖Ψ‖L∞(R3×R+) (3.56)
for any Ψ ∈ XM and C > 0 is a numerical constant depending on the integral in (3.55).
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ii) λ ∈ C([0,∞)) and 0 ≤ λ(V ) ≤ C(1 + V 23 ), with C > 0 a numerical constant depending
on the integral in (3.55).
iii) Equation (3.53) gives the representation formula for the unique solution Ψ of (3.43) in
C1([0,∞);XM ).
Proof: To prove item i) we first notice that the operator K maps XM to the set of functions
supported in {V ≤ M} since for any Ψ ∈ XM if V ≥ M then Ψ(Y + l, V + v, t) = 0 for any
v ≥ 0. We now collect some continuity properties of the function k defined by (3.48) and the
function l defined by (3.47) and observe that V → k(V, v, θ) is a continuous function for any
v and any θ. In order to check the continuity of V → K[Ψ](Y, V, t) at V = 0 we fix η > 0 but
sufficiently small and consider two cases: when v ≤ η and v ≥ η. When v ≤ η we use the fact
that |l|, with l defined by (3.47) is bounded by |l(V, v, θ, ϕ)| ≤ (V 13 + η 13 ) with η sufficiently
small. In the other case |l| is uniformly continuous and |l(V1, v, θ, ϕ)− l(V2, v, θ, ϕ)| results to
be small if the difference |V1 − V2| is small. Then the continuity of K[Ψ] follows.
Item ii) follows from the definition of λ in (3.50) using the Assumption (3.55). To prove
iii) we notice that the series (3.53) converges for any Ψ0 ∈ XM thanks to item i) and satisfies
(3.52). Therefore it satisfies (3.43). Moreover, uniqueness follows by means of a standard
contractivity argument for short times. 
3.3 Rigorous derivation: from particle system to kinetic equation
3.3.1 Convergence to the solution of the adjoint equation (3.43)
We are interested in the time evolution of
Ψφ(Y, V, t) := Sφ(t)Ψ0(Y, V ) = Eµφ [Ψ0(Π
[
T t(Y, V ;ω)
]
)], (3.57)
where the initial datum Ψ0 is a sufficiently smooth function and we recall that Π is the
projector operator, defined in Section 2.1, such that Π[T tφ(Y0, V0;ω0)] = (Y (t), V (t)). Note
that Ψφ is well defined thanks to Proposition 5.1. Indeed, we observe that, differently to the
classical Lorentz Gas, the particle dynamics introduced in Section 2.1 is not time reversible.
Due to this, instead of using the forward Kolmogorov equation for the probability density
f(Y, V, t) it is more convenient to consider the backward Kolmogorov equation satisfied by a
test function Ψ(Y, V, t).
In this section we will prove the following Theorem.
Theorem 3.9 Assume that Ψ0 ∈ XM with XM defined by 3.54. Let T > 0 and Ψφ(Y, V, t)
be defined in (3.57). Then
lim
φ→0
Ψφ(Y, V, t) = Ψ(Y, V, t) in C([0, T ];Cb(R
3 × [0,∞))) (3.58)
where Ψ(Y, V, t) solves (3.43).
Proof:
We introduce
χgood(ω) := χ({ω = {(yk,wk)}k∈N ∈ Ω1})
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where χ({·}) denotes the characteristic function of the set {·} and Ω1 = Ω1(ε0, φ, T, Y, V ) is
the set of good configurations defined in Section 3.1. Hence
Ψφ(Y, V, t) = Eµφ [χgood(ω)Ψ0(Π
[
T t(Y, V ;ω)
]
)] + Eµφ [χbad(ω)Ψ0(Π
[
T t(Y, V ;ω)
]
)]
with
Eµφ [χbad(ω)Ψ0(Π
[
T t(Y, V ;ω)
]
)] =
∫
Ω
χbad(ω)Ψ0(Π
[
T t(Y, V ;ω)
]
)dµ(ω)
≤ ‖Ψ0‖∞
∫
Ω2
dµ(ω)
≤ ‖Ψ0‖∞δ,
(3.59)
where Ω2 = Ω2(ε0, φ, T, Y, V ) is defined in Section 3.1 and δ > 0 can be chosen arbi-
trary small if ε0 and φ are small as in Theorem 3.1. Consequently, we can restrict to
Eµφ [χgood(ω)Ψ0(Π
[
T t(Y, V ;ω)
]
)].
We note that χgood = 1 if the particle belongs to the set of good configurations. In
particular if ω is in the set of the good configurations Ω1 it follows from Lemma 3.7 that a
scatterer outside any ball B containing D∗, defined by (3.4), does not influence the dynamics
of the tagged particle. Then we can write explicitly the expectation value in the equation
above as
Eµφ [χgood(ω)Ψ0(Π
[
T t(Y, V ;ω)
]
)] = e−|B|
∑
N≥0
1
N !
∫
BN
dyN
∫
IN
dwNG(wN )χgood(ω)
× χ({ω ∈ Ω : #ω|B = n}) Ψ0(Π
[
T t(Y, V ;ω)
]
),
(3.60)
where B := B(0, R) for R > 0, I := [0,∞) and ω|B = {(yN ,wN )} with yN = y1, . . . , yN ,
wN = w1, . . . , wN is the set of configurations of obstacles in B. Moreover, in (3.60), due
to the characteristic function χ({ω ∈ Ω : #ω|B = n}) which allows to consider exactly n
obstacles, we have
T t(Y, V ;ω) = T t(Y, V ;ω|B) ∀ω ∈ Dn(B) := {ω ∈ Ω : #ω|B = n} ⊂ Ω
and χgood(ω) = χgood({(yN ,wN )}), ∀ω ∈ Dn(B) . Therefore (3.60) reads as
Eµφ [χgood(ω)Ψ0(Π
[
T t(Y, V ;ω)
]
)]
= e−|B|
∑
N≥0
1
N !
∫
BN
dyN
∫
IN
dwNG(wN )χgood(ω|B)Ψ0(Π
[
T t(Y, V ;ω|B)
]
)
= e−|B|
∑
N≥0
1
N !
∫
BN
dyN
∫
IN
dwNG(wN )(χgood(ω|B)− 1)Ψ0(Π
[
T t(Y, V ;ω|B)
]
)
+ e−|B|
∑
N≥0
1
N !
∫
BN
dyN
∫
IN
dwNG(wN )Ψ0(Π
[
T t(Y, V ;ω|B)
]
).
(3.61)
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We look at the first sum in the r.h.s. of (3.61) and we get
e−|B|
∑
N≥0
1
N !
∫
BN
dyN
∫
IN
dwNG(wN )(χgood(ω|B)− 1)Ψ0(Π
[
T t(Y, V ;ω|B)
]
)
≤ ‖Ψ0‖∞ e−|B|
∑
N≥0
|B|N
N !
1
|B|N
∫
BN
dyN
∫
IN
dwNG(wN )(χgood(ω|B)− 1)
≤ ‖Ψ0‖∞
∑
N≥0
P(ω ∈ Ω2 |ω ∈ Dn(B))P(ω ∈ Dn(B))
≤ ‖Ψ0‖∞P(ω ∈ Ω2) ≤ ‖Ψ0‖∞δ,
(3.62)
where, in the third step, we used the law of total probability. It follows that for δ > 0
arbitrary small as in Theorem 3.1 the right hand side of (3.62) tends to zero in the limit
ε0 → 0. Therefore ∣∣Eµφ [Ψ0(Π[T t(Y, V ;ω)])]− Ψ¯φ(Y, V, t)∣∣ ≤ 2‖Ψ0‖∞δ (3.63)
where
Ψ¯φ(Y, V, t) := e
−|B|∑
N≥0
1
N !
∫
BN
dyN
∫
IN
dwNG(wN )Ψ0(Π
[
T t(Y, V ;ω|B)
]
).
Therefore we just need to show that Ψ¯φ converges, in the limit φ → 0, to the solution of
(3.43).
We now distinguish the obstacles of the configuration {(yN ,vN )} which influence the
motion of the tagged particle, called internal obstacles, and the external ones. More precisely
yk is internal if
inf
0≤s≤t
{
|Π1
[
T s(Y, V ;ω|B)
]− (yk − Us)| ≤ V (s;ω|B) 13 + w 13k} (3.64)
while yk is external if
inf
0≤s≤t
{
|Π1
[
T s(Y, V ;ω|B)
]− (yk − Us)| > V (s;ω|B) 13 + w 13k} . (3.65)
Here Π
[
T t(Y, V ;ω|B)
]
= (Y t(Y0, V0;ω|B), V
t(Y0, V0;ω|B)) is the projector of the flow defined
in Section 2.1 and Π1
[
T t(Y, V ;ω|B)
]
denotes the first component. A given configuration
{(yN ,wN )} of BN × IN can be decomposed as {(yN ,wN )} = {(xn,vn)}∪{(zm,um)} where
{(zm,um)} is the set of all external obstacles and {(xn,vn)} is the set of all internal ones.
The integration over the external obstacles can be performed explicitly. In fact, we have
Ψ¯φ(Y, V, t) = e
−|B|∑
n≥0
1
n!
∫
Bn
dyn
∫
In
dvnG(vn)
∑
m≥0
1
m!
∫
Bm
dym
∫
Im
dumG(um)
× χ({the {(xn,vn)} are internal and the {(zm,um)} are external})
×Ψ0(Π
[
T t(Y, V ;ω|B)
]
).
(3.66)
We characterize the evolution of the tagged particle by means of the following sequence
(Y0, V0), (Y
−
1 , V0), (Y
+
1 , V1), (Y
−
2 , V1), (Y
+
2 , V2), . . . , (Y
−
k , Vk−1), (Y
+
k , Vk), . . . (3.67)
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where we denote by Y −k ∈ R3 the position of the tagged particle after the free flight before
the coalescence and by Y +k ∈ R3 the position of the tagged particle immediately after the
coalescence. Notice that the values of (Y −k , Y
+
k , Vk) are computed according to the evolution
for the CTP model given in Section 2.1. We will denote the cylinder of radius R and height
l by
C(R, l) := {x ∈ R3 : 0 ≤ x1 ≤ l, 0 ≤ (x22 + x23)
1
2 ≤ R}. (3.68)
We then define the tube Tt({(xn,vn)}) = Tt({(xn,vn)}; (Y ;V )) ⊆ R3 up to time t, of varying
width around the trajectory of the tagged particle (in the space of positions). This is obtained
moving the tagged particle with speed U in the horizontal component and coalescing it with
any colliding obstacle as in (2.8) up to time t. More precisely
Tt({(xn,vn)}) =
n−1⋃
j=0
[
Y +j + C((
3
4pi
Vj)
1
3 , (Y −j+1 − Y +j ) · e1)
]
∪
[
Y +n + C((
3
4pi
Vn)
1
3 , (Y (t)− Y +n ) · e1)
]
.
(3.69)
Here we used the convention that Y +0 = Y0. We recall that n is the number of collisions up
to the time t. Notice that
{(zm,um)} are external iff dist(zm,Tt({(xn,vn)})) >
(
3um
4pi
) 1
3
. (3.70)
Thus, from (3.66) we obtain that
e−|B|
∑
n≥0
1
n!
∫
Bn
dxn
∫
In
dvnG(vn)χ({{(xn,vn)} int.}) Ψ0(Π
[
T t(Y, V ;ω|B)
]
)
×
∑
m≥0
1
m!
∫
Im
dumG(um)
∫
Bm
dzmχ({zm s.t. dist(zm,Tt({(xn,vn)})) >
(
3um
4pi
) 1
3
})
(3.71)
and for any m the characteristic function factorizes as
χ({zm s.t. dist(zm,Tt({(xn,vn)})) > u1/3m }) =
m∏
k=1
χ({zk s.t. dist(zk,Tt({(xn,vn)})) >
(
3uk
4pi
) 1
3
})
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so that (3.71) becomes
e−|B|
∑
n≥0
1
n!
∫
Bn
dxn
∫
In
dvnG(vn)χ({{(xn,vn)} int.}) Ψ0(Π
[
T t(Y, V ;ω|B)
]
)
×
∑
m≥0
1
m!
∫
Im
dumG(um)
∫
Bm
dzm
m∏
k=1
χ({zk s.t. dist(zk,Tt({(xn,vn)})) >
(
3uk
4pi
) 1
3
})
= e−|B|
∑
n≥0
1
n!
∫
Bn
dxn
∫
In
dvnG(vn)χ({{(xn,vn)} int.}) Ψ0(Π
[
T t(Y, V ;ω|B)
]
)
×
∑
m≥0
1
m!
∫
Im
dumG(um)
m∏
k=1
|{zk s.t. dist(zk,Tt({(xn,vn)})) >
(
3uk
4pi
) 1
3
}|
= e−|B|
∑
n≥0
1
n!
∫
Bn
dxn
∫
In
dvnG(vn)χ({{(xn,vn)} int.}) Ψ0(Π
[
T t(Y, V ;ω|B)
]
)
×
∑
m≥0
1
m!
(∫ ∞
0
duG(u)|{z s.t. dist(z,Tt({(xn,vn)})) >
(
3u
4pi
) 1
3
}|
)m
=
∑
n≥0
1
n!
∫
Bn
dxn
∫
In
dvnG(vn) e
− ∫∞0 duG(u)|{z s.t. dist(z,Tt({(xn,vn)}))≤( 3u4pi ) 13 }|
× χ({{(xn,vn)} int.}) Ψ0(Π
[
T t(Y, V ;ω|B)
]
).
(3.72)
Note that in the last step we used that
∫∞
0 duG(u) = 1. We order the obstacles according
to the collision sequence, i.e. xi is collided before xj if i < j. Therefore we can rewrite the
decomposition for the tube (3.69) as
Tt({(xn,vn}) =
n⋃
i=0
T[ti,ti+1]({(xn,vn)})
where T[ti,ti+1]({(xn,vn)}) is the tube in the time interval [ti, ti+1] for all i = 1, . . . , n, namely
T[ti,ti+1]({(xn,vn)}) =
[
Y +i + C((
3
4pi
Vi)
1
3 , (Y −i+1 − Y +i ) · e1)
]
(3.73)
with the convention that t0 = 0 and tn+1 = t. We consider
E := |{z s.t. dist(z,Tt({(xn,vn)})) ≤
(
3u
4pi
)1/3
}| −
n∑
i=0
|T (u)[ti,ti+1]({(xn,vn)})| (3.74)
where
T
(u)
[ti,ti+1]
({(xn,vn)}) =
[
Y +i + C(
( 3
4pi
)1/3
(u
1
3 + V
1
3
i ), (Y
−
i+1 − Y +i ) · e1)
]
.
We then have that
|E | ≤ Cnφ((V (t)) 23u 13 + u). (3.75)
Moreover
e−
∫∞
0 duG(u)|{z s.t. dist(z,T ({(xn,vn)}))≤( 3u4pi )
1/3}| = e
−∑ni=0 ∫∞0 duG(u)|T (u)[ti,ti+1]({(xn,vn})|e− ∫∞0 duG(u)E (u).
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Then we get
Ψ¯φ(Y, V, t) =
∑
n≥0
1
n!
∫
Bn
dxn
∫
In
dvnG(vn) e
−∑ni=0 ∫∞0 duG(u)|T (u)[ti,ti+1]({(xn,vn})|e− ∫∞0 duG(u)E (u)
× χ({{(xn,vn)} int.}) Ψ0(Π
[
T t(Y, V ;ω|B)
]
).
(3.76)
Following the original idea of Gallavotti (see [12]) we perform the following change of
variables
0 ≤ t1 < t2 < · · · < tn ≤ t (3.77)
x1, . . . , xn −→ t1, β1, . . . , tn, βn
where βi = βi(θi, ϕI) and ti are the “collision parameters” and the entrance time of the tagged
particle in the protection disk around xi. Therefore we can construct a trajectory S (for the
tagged particle) in each time interval [ti, ti+1] for i = 0, 1, . . . , n as we did in Section 2.1 (see
items 1) and 2) ). More precisely we notice that the trajectory can be obtained as follows.
For s ∈ (t+i , t−i+1) we have the free motion
Π
[
Ss(Y0, V0; {tj , βj , vj})
]
=
(
Y0, V0
)
if inf
k∈N
{|xk − Us− Y0| − (V
1
3 + v
1
3
k )} > 0
with the “jump condition”, at time ti+1,
Π
[
St
+
i+1(Y0, V0; {tj , βj , vj})
]
=
Y t−i+1(Y0, V0) + vi(V 13i + v 13i )n(θ, ϕ)
V t
−
i+1(Y0, V0) + vi
, V t
−
i+1(Y0, V0) + vi

if inf
k∈N
{|xk − Ut−i+1 − Y0| − (V
1
3 + v
1
3
k )} = |xi − Ut−i+1 − Y0| − (V
1
3 + v
1
3
i ) = 0
and inf
k∈N\{i}
{|xk − Ut−i+1 − Y0| − (V
1
3 + v
1
3
k )} > 0.
(3.78)
Note that here we used the reference frame in which the obstacles are moving and the tagged
particle is fixed as we already discussed in Section 2.1.
We remark that, since we restricted our analysis to the set of good configurations of
obstacles, we do not need the definition of the flow with multiple collisions because we are
not considering them and St(Y0, V0; {tj , βj , vj}) ≡ T t(Y0, V0;ω|B) for ω ∈ Ω1. Moreover, due
to the fact that we are outside the set of bad configurations of obstacles we observe that the
map (3.77) is one-to-one and
dx1 . . . dxn
n!
= Unχ
(
0 ≤ t1 < t2 < · · · < tn ≤ t
)
dt1dβ1 k¯(V1, v1, θ1) . . . dtndβn k¯(Vn, vn, θn)
where k¯(Vi, vi, θi) = (V
1
3
i + v
1
3
i )
2 sin θi cos θi and dβi = dθidϕi.
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By performing the change of variables described above, equation (3.76) can be written as
Ψ¯φ(Y, V, t) =
∑
n≥0
Un
∫ t
0
dtn
∫
dβndvne
− ∫∞0 duG(u)(|T (u)[tn,t]({(xn,vn)})|)k(Vn, vn, θn) . . .
×
∫ t2
0
dt1
∫
dβ1dv1e
− ∫∞0 duG(u)(|T (u)[0,t1]({(xn,vn)})|)e− ∫∞0 duG(u)E (u)k(V1, v1, θ1)
×Ψ0(Y1, V1),
(3.79)
where k(Vi, vi, θi) is the transition kernel defined by (3.48), namely k(Vi, vi, θi) = G(vi)(V
1
3
i +
v
1
3
i )
2 sin θi cos θi. Moreover, for i = 0, 1, . . . , n, we have∫ ∞
0
duG(u)(|T (u)[ti,ti+1]({(xn,vn)})|) =
∫ ∞
0
duG(u)[pi(V
1
3
i + u
1
3 )2U(ti+1 − ti)]
= Uλ(Vi)(ti+1 − ti).
Then
Ψ¯φ(Y, V, t) =
∑
n≥0
Un
∫ t
0
dtn
∫
dβndvne
−Uλ(Vn)(t−tn)k(Vn, vn, θn) . . .∫ t2
0
dt1
∫
dβ1dv1e
−Uλ(V1)t1e−
∫∞
0 duG(u)E (u)k(V1, v1, θ1)Ψ0(Y1, V1).
(3.80)
Using equation (3.75) and the fact that the initial datum Ψ0 is compactly supported, Lebesgue’s
convergence Theorem implies that the r.h.s. of (3.80) converges in the limit φ → 0 to the
r.h.s. of (3.53). Therefore limφ→0 Ψ¯φ(Y, V, t) solves (3.51) and the result follows. 
3.3.2 Conclusion of the Proof of Theorem 2.4
In the previous section we showed that Ψφ(Y, V, t) = Eµφ [Ψ0(Π
[
T t(Y, V ;ω)
]
)] converges to
Ψ(Y, V, t), the unique solution of (3.43), as Φ → 0. To prove Theorem 2.4 we first define a
measure f by means of∫
A
f(Y, V, t)dY dV =
∫
R3×R+
f0(Y, V )Ψ(Y, V, t)dY dV (3.81)
where Ψ solves (3.43) with Ψ0 = χA with A compact subset of R3 × [0,M ], 0 < M <∞.
Now we observe that thanks to Definition 2.1 we have that∫
A
fφ(Y, V, t)dY dV =
∫
R3×[0,∞)
f0(Y, V )Eµφ [χA(Π
[
T t(Y, V ;ω)
]
)]dY dV
=
∫
R3×[0,∞)
f0(Y, V )Ψφ(Y, V, t)dY dV,
(3.82)
where we used that Eµφ [χA(Π
[
T t(Y, V ;ω)
]
)] = µφ({ω : Π[T tφ(Y0, V0;ω)] ∈ A}). Moreover,
Proposition 3.9 guarantees that∫
R3×[0,∞)
f0(Y, V )Ψφ(Y, V, t)dY dV −→
φ→0
∫
R3×[0,∞)
f0(Y, V )Ψ(Y, V, t)dY dV (3.83)
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and, using the definition of f in (3.81), the right hand side of (3.83) reads as∫
R3×[0,∞)
f0(Y, V )Ψ(Y, V, t)dY dV =
∫
R3×[0,∞)
f(Y, V, t)Ψ0(Y, V )dY dV =
∫
A
f(Y, V, t)dY dV.
(3.84)
Therefore, from (3.82) and (3.84) we get∫
A
fφ(Y, V, t)dY dV −→
φ→0
∫
A
f(Y, V, t)dY dV.
In order to conclude the proof of Theorem 2.4 we need to show that the measure f defined
by (3.81) solves equation (1.4) in the sense of Definition 2.2. Indeed we note that if Ψ˜ ∈
C([0, t∗];L∞(R3 × R+)) is the solution of
∂tΨ˜(Y, V, t) + C [Ψ˜](Y, V, t) = 0 0 ≤ t ≤ t∗, (3.85)
then we have∫
R3×[0,∞)
f(Y, V, t∗)Ψ˜(Y, V, t∗)dY dV =
∫
R3×[0,∞)
f0(Y, V )Ψ˜(Y, V, 0)dY dV. (3.86)
This follows from (3.81) with Ψ(·, t) = Ψ˜(·, t∗ − t). We want to check that the measure f
defined by (3.81) satisfies (2.10). To do this, given a test function Ψ as in Definition 2.2 we
define ξ(·, t) as
∂tΨ˜(Y, V, t) + C [Ψ˜](Y, V, t) = ξ(Y, V, t). (3.87)
Note that we have the following representation formula for Ψ˜, i.e. Ψ˜(·, t) = − ∫ Tt φ(·, t, s)ds
where φ(·, t, s) solves {
∂tφ(·, t, s) + C [φ](·, t, s) = 0, 0 ≤ t ≤ s
φ(·, s, s) = ξ(·, s).
This representation formula follows from straightforward computations as well as from the
uniqueness of solutions for the problem (3.87) in [0, t∗] with initial data Ψ˜(·, t∗) = 0. We then
compute∫ T
0
∫
R3×[0,∞)
f(Y, V, t){∂tΨ˜(Y, V, t) + C [Ψ˜](Y, V, t)}dY dV dt
=
∫ T
0
dt
∫
R3×[0,∞)
f(Y, V, t)ξ(Y, V, t)dY dV dt =
∫ T
0
∫
R3×[0,∞)
f(Y, V, t)φ(·, t, t)dY dV dt
=
∫ T
0
∫
R3×[0,∞)
f0(Y, V )φ(·, 0, t)dY dV dt = −
∫
R3×[0,∞)
f0(Y, V )Ψ˜(Y, V, 0)dY dV,
where we used (3.86) and the representation formula for Ψ˜. Then (2.10) follows.
4 Analysis of the limit kinetic equation
4.1 Well-posedness of the kinetic equation
Theorem 4.1 For any f0 ∈ P(R3 × [0,∞)) there exists a unique solution of (1.4) in the
sense of Definition 2.2
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Proof: The existence of one solution of the form (3.81) has been proved in Section 3.3.2.
In order to prove the uniqueness we consider test functions as in Definition 2.2 doing the
particular choice Ψ(Y, V, t)χε(t;T ) with χε ∈ C1c ([0,∞)) for any Ψ ∈ C1c (R3 × R+ × [0,∞))
and χε(t;T )→ χ[0,T ](t) as ε→ 0. Thus∫
R3
∫
[0,∞)
f(Y, V, T )Ψ(Y, V, T )dY dV −
∫ T
0
∫
R3
∫
[0,∞)
f(Y, V, t){∂tΨ(Y, V, t) + C [Ψ](Y, V, t)}dY dV dt
=
∫
R3
∫
[0,∞)
f0(Y, V )Ψ0(Y, V )dY dV.
(4.1)
Now we solve (3.85) with Ψ˜(Y, V, t∗) = Ψ˜n(Y, V ) for t∗ = T and Ψn → χA with A compact
subset of R3× [0,M ] and we obtain the representation formula (3.81) which gives uniqueness
for the measure f . 
4.2 Long time behaviour for the distribution of volumes
Assumption 4.2 We assume that G(v) is such that∫ ∞
0
G(v)v
5
3
+θdv <∞, θ > 0.
We are interested in the asymptotic behaviour of (1.4). More precisely, we consider the
solution f of (1.4) and set F (V, t) :=
∫
R3 dY f(Y, V, t). Notice that F is the average of f with
respect to the position variable Y and satisfies
∂tF (V, t) = λ
(∫ V
0
dv G(v)((V − v) 13 + v 13 )2F (V − v, t)−
∫ ∞
0
dv G(v)(V
1
3 + v
1
3 )2F (V, t)
)
(4.2)
since
∫ pi
2
0 dθ
∫ 2pi
0 dϕ sin θ cos θ = pi. Here λ = Upi
(
3
4pi
) 2
3 . We notice that existence and unique-
ness of solutions in the same sense of Definition 2.2 can be obtained by similar arguments
that we skip at this level.
Our goal is to prove the following Theorem.
Theorem 4.3 Let F ∈P(R+) solution of (4.2). We have
F (Wt3, t)t3
∗
⇀ δ(W − a) as t→∞ in M (R+) (4.3)
where a = λ27
( ∫∞
0 v G(v) dv
)3
.
To prove this Theorem we will use the adjoint equation of (4.2) which can be obtained from
(3.43) considering test functions independent of the variable Y . Thus Ψ(V, t) satisfies
∂tΨ(V, t) = −λ
∫ ∞
0
dv G(v)(V
1
3 + v
1
3 )2 [Ψ(V + v, t)−Ψ(V, t)] . (4.4)
Then the following duality formula holds:∫
[0,∞)
ψ(V, T )F (V, T ) dV =
∫
[0,∞)
ψ(V, 0)F (V, 0) dV. (4.5)
We will use the following Proposition.
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Proposition 4.4 Let be T > 0. Let ϕ0 ∈ Cc([0,∞)). Let ΨT (V, t) be the solution in 0 ≤
t ≤ T of (4.4) in C1([0,∞);L∞(R+)) with final value ΨT (V, T ) = ϕ0
(
V
T 3
)
. We then have
that ΨT (V, 0)→ ϕ0(a) as T → +∞ uniformly on the compact sets of [0,+∞) and a is as in
Theorem 4.3. Moreover |ΨT (V, 0)| ≤ ‖ϕ0‖∞.
Proof of Proposition 4.4. We first prove the result for ϕ0 ∈ C2c ([0,∞)). We perform the
following change of variables ξ = V
T 3
and τ = tT and set φ(ξ, τ) := Ψ(T
3ξ, T τ). Thus, φ(ξ, τ)
satisfies {
∂τφ(ξ, τ) = −λT
∫∞
0 dvG(v)(Tξ
1
3 + v
1
3 )2[φ(ξ + v
T 3
, τ)− φ(ξ, τ)]
φ(ξ, 1) = ϕ0(ξ). .
(4.6)
We now set s = 1− τ in order to obtain the forward equation of (4.6) which reads as{
∂sφ(ξ, s) = λT
∫∞
0 dvG(v)(Tξ
1
3 + v
1
3 )2[φ(ξ + v
T 3
, s)− φ(ξ, s)] = ATφ(ξ, s)
φT (ξ, 0) = ϕ0(ξ), .
(4.7)
while the limiting problem, when T →∞, is given by{
∂sφ(ξ, s) = λξ
2
3
∂φ(ξ,s)
∂ξ = A∞φ(ξ, s)
φT (ξ, 0) = ϕ0(ξ). .
(4.8)
We consider X˜M := {f ∈ Cb(R+) : supp f ⊂ [0,M ]} which is the analogous of the set XM
defined by (3.54) when we skip the position variable dependence. We observe that (X˜M , ‖·‖∞)
is a Banach space and X˜M is a closed subset of C([0,∞]) in the uniform topology. Here we
denote by [0,∞] the compactification of the real line R and we assume constant boundary
conditions, i.e. ϕ ∈ X˜M if ϕ(ξ) = ϕ(M), ∀ξ ≥M . Then the operators AT , A∞ : X˜M → X˜M
have the following domains
D(AT ) = X˜M (4.9)
D(A∞) = {f ∈ X˜M : ξ 23∂ξf(ξ) ∈ X˜M}, D¯(A∞) = X˜M . (4.10)
Moreover, we notice that the space D = C([0,∞]) ∩ X˜M is a core for A∞. Indeed, solving
(A∞−µI)φ(ξ) = h(ξ) for h ∈ C([0,∞]) and assuming without loss of generality µ = 1, we get
φ(ξ) = e3ξ
1
3
∫∞
ξ dη e
−3η 13 h(η)
η
2
3
. We note that the operator AT is the generator of a semigroup
of contractions UT (t) in (X˜M , ‖ · ‖∞).
Our goal is to show that, as T →∞, AT f converges to the limiting operator A∞f for any
function f ∈ D. This guarantees, by applying Trotter-Kurtz Theorem (see Theorem 2.12 in
[20]), the uniform convergence of the corresponding semigroups. 
Proof of Theorem 4.3. Using the duality formula (4.5) we get∫ ∞
0
ϕ0(W )F (WT
3, T )T 3 dW =
∫ ∞
0
ϕ0
( V
T 3
)
F (V, T )dV
=
∫ ∞
0
F (V, 0)UT (1)ϕ0
( V
T 3
)
dV =
∫ ∞
0
F (V, 0)φT
( V
T 3
, 1
)
dV.
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We look at∣∣∣∣φT( VT 3 , 1)− φ∞(0, 1)
∣∣∣∣ ≤ ∣∣∣∣φT( VT 3 , 1)− φ∞( VT 3 , 1)
∣∣∣∣+ ∣∣∣∣φ∞( VT 3 , 1)− φ∞(0, 1)
∣∣∣∣
≤ sup
V
T3
∈[0,∞]
∣∣∣∣φT( VT 3 , 1)− φ∞( VT 3 , 1)
∣∣∣∣
+
∣∣∣∣ϕ0(( VT 3 3 + 13) 13)− ϕ0((13) 13)
∣∣∣∣ .
In the last inequality we used the explicit form of φ∞, solution of (4.8) by characteristics. Us-
ing Proposition 4.4 and the fact that ϕ0 ∈ Cc(R+) ⊂ X˜M we have that
∣∣∣φT( VT 3 , 1)− φ∞(0, 1)∣∣∣→
0 as T →∞. 
5 Global well posedness for the CTP model
The main purpose of this section is to prove well posedness for the CTP model which is the
content of Theorem 2.6. This proof will require two ingredients: first we will prove that the
coalescence events have a finite number of steps with probability one, and second we prove
that the total length of the free flights of the tagged particle is infinite with probability one.
As a preliminary step we introduce a suitable notation in the next section.
5.1 Probability of a sequence of coagulation events and free flights
We define for every configuration ω ∈ Ω and an initial condition for the tagged particle
(X0, V0) a sequence of the form
(x
¯
1,1, v
¯
1,1; x
¯
1,2, v
¯
1,2; . . . ; x
¯
1,m1 , v
¯
1,m1 ; l1, β1, w1; x
¯
2,1, v
¯
2,1; x
¯
2,2, v
¯
2,2; . . . ; x
¯
2,m2 , v
¯
2,m2 ; l2, β2, w2; . . . ),
(5.1)
where x
¯
j,l = {xj,l1 , . . . , xj,lnj,l} with xj,lk ∈ R and v¯
j,l = {vj,l1 , . . . , vj,lnj,l} with vj,lk ∈ R+, lk > 0,
βk ∈ S2, wk ≥ 0. These sequences are defined according to the construction of the flow given
in Section 2 in (2.4), (2.5), (2.6). The pairs (x
¯
j,l, v
¯
j,l) describe the set of particles coalescing
at any single step as given by (2.5). We remark that we call step any group in this sequence
separated from the rest by semicolon. Notice that each step could be of coagulation type, i.e.
[x
¯
j,l, v
¯
j,l], or of flight type, i.e. [lk, βk, wk]. Here lk is the length of a free flight between two
sequences of coagulation events, βk is the vector βk = cos θe1 + sin θ ν defined by (2.8) and
wk is the volume of the obstacle colliding with the tagged particle after the free flight. Notice
that the collisions at the end of a free flight are only binary collisions with probability one.
This allows to ignore multiple collisions at the end of a free flight. We remark however that
the probability of having multiple collisions during a coalescence step is strictly positive. This
is the reason why, in general, the number of elements in the set (x
¯
j,l, v
¯
j,l) is larger or equal
than one. We call coalescence events a sequence of coalescence steps between free flights. It
might happen with positive probability that a sequence of coalescence events in between two
free flights x
¯
j,1, v
¯
j,1; x
¯
j,2, v
¯
j,2; . . . ; x
¯
j,mj , v
¯
j,mj is empty.
In some cases we do not need the full information contained in the sequence (5.1) and it
could be enough to deal with the number of obstacles involved in the coagulation at each step
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and the length of the free flights. This allow to consider the sequence of the form
(n1,1 . . . n1,m1 , l1, n2,1 . . . n2,m2 , l2, . . . , nk,1 . . . nk,mk , lk, . . . )
which can be written, in a more compact way, as
(M1, l1,M2, l2, . . . ,Mk, lk, . . . )
where Mj denotes the j−th level of coalescence, i.e. Mj = nj,1 . . . nj,mj and we allow the case
Mj = ∅. We could, eventually, include informations on the vectors βk if needed.
We are interested in computing probabilities of the form P(M1, l1,M2, l2, . . . ,Mk, lk). We
need to keep track of the dependence of the integration domains on the previous history, in or-
der to reduce the computations of the probabilities to products of probabilities of independent
events.
For a given ω ∈ Ω we define for any level (?) a family of domains W(?)(v, ω, ξ(?−1))
parametrized by the volume v. The level (?) indicates at which step in the sequence (5.1) we
are. As we observed before, the step (?) could be of coagulation type or of flight type. The
domains W(?)(v, ω, ξ
(?−1)) depend on the previous history and they have the property that
any obstacle with volume larger than v contained in these domains would have collided with
the tagged particle. Here we use the shorthand notation ξ(?−1) to denote the portion of the
sequence (5.1) which consists of all the steps which are previous to the step (?), note that
ξ(0) = (X0, V0). We define the domain at level (?) = 1 by W1(v, ω, ξ
(0)) = B
3
4pi
(v
1
3 +V
1
3
0 )
(X0).
We then construct the positions and volumes X?, V? inductively as follows. More precisely, if
the step (?) is of coagulation type we define
W(?)(v, ω, ξ
(?−1)) := B
4
3pi
(V
1
3
?−1+v
1
3 )
(X?−1), (5.2)
and X?, V? by (X?, V?) = A (X?−1, V?−1; {x
¯
?, v
¯
?}) where A is the merging operator defined
by (2.6). We also define, for (?) ≥ 1, the following auxiliary domains which we denote as
forbidden regions
F?(v, ξ
(?−1)) = F?−1(v, ξ(?−2)) ∪W(?)(v, ω, ξ(?−1)), (5.3)
where by definition F0 = ∅. If the step (?) is of flight type in order to define the domains
W(?)(v, ω, ξ
(?−1)) we need to introduce some auxiliary regions. For any measurable A ⊂ S2+ :=
{n ∈ S2 : n · e ≥ 0} we define the geometrical region
SA(X?−1, V?−1, v) := {x ∈ R3 : x = X?−1 + b e1 + (V
1
3
?−1 + v
1
3 )β, β ∈ A, b ∈ R}.
Notice that if A1 ∩ A2 = ∅ then SA1(X?, V?, v) ∩ SA2(X?, V?, v) = ∅. Moreover, for any
measurable A ⊂ S2+ we define
Q(X?−1, V?−1; v, l, A, ξ(?−1)) :=
⋃
s∈[0,l]
[
B
4
3pi
(V
1
3
?−1+v
1
3 )
(X?−1+s e1)\F?−1(v, ξ(?−2))
]∩SA(X?−1, V?−1, v).
(5.4)
We now define W(?)(v, ω, ξ
(?−1)) as
W(?)(v, ω, ξ
(?−1)) := Q(X?−1, V?−1; v, l¯, S2+, ξ
(?−1)) (5.5)
34
where l¯ is the free flight length of the tagged particle in between the collision dynamics which
is given by
l¯(ω) := sup{l > 0 : {(xj(ω), vj(ω)), vj(ω) ≥ v} ∩Q(X?−1, V?−1; v, l, A, ξ(?−1)) = ∅, ∀v ≥ 0}.
We define the forbidden region F?(v, ξ
(?−1)) by means of (5.3) and the following sets for (?)
of coalescence type
B?(v, ξ
(?−1)) := W(?)(v, ω, ξ(?−1)) \ F?−1(v, ξ(?−2)) ⊂ R3, (5.6)
and
B?(v
¯
(?), ξ(?−1);ω) := B?(v
(?)
1 , ξ
(?−1))× · · · ×B?(v(?)m? , ξ(?−1)) (5.7)
where v(?) := {v(?)1 , . . . , v(?)m?}.
We now describe the probability of finding the variables appearing in the sequence (5.1)
in suitable measurable sets. More precisely we can compute the probability of finding
x
¯
k,j ∈ Uk,j ⊂ (R3)nk,j , v
¯
k,j ∈ Zk,j ⊂ (R)nk,j , lk ∈ Ik ⊂ R+, βk ∈ Jk ⊂ S2+ and wk ∈
Lk ⊂ R+ where Uk,j , Zk,j , Ik, Jk, Lk are measurable sets. We will denote this probability as
P({Uk,j}, {Zk,j}; {Ik}, {Jk}, {Lk}).
To have a compact writing for these probabilities we now introduce a class of suitable
operators. We set
Ak,j(nk,j , Uk,j , Zk,j) =
φnk,j
nk,j !
[∫
Zk,j
dv
¯
k,jG(v
¯
k,j)
∫
Bk,j(v
¯
k,j ,ξ((k,j)−1);ω)∩Uk,j
dx
¯
k,j
]
e−φ
∫∞
0 G(v)|Bk,j(v,ξ((k,j)−1))|dv,
(5.8)
where Bk,j(v, ξ
((k,j)−1)) and Bk,j(v
¯
k,j , ξ((k,j)−1);ω) are defined by (5.6) and (5.7) for (?) =
(k, j). Now we define
Ak,j(nk,j) = Ak,j(nk,j , (R
3)nk,j , (R)nk,j ),
Ak,j :=
∞∑
n=0
Ak,j(n), Ck :=
∞∑
m=0
Ak,1 . . . Ak,m. (5.9)
We introduce also the operator
F?(I?, J?, L?) =φ
∫
I?
dl
∫
J?
dβ
∫
L?
dv G(v) det(J)χ(l, β, ξ(?−2)) e−φ
∫∞
0 G(v)|Q(X?−1,V?−1;v,l,S2+,ξ(?−2))|
(5.10)
where ? = k. Here, we recall that β = β(θ, ϕ) and χ(l, β, ξ(?−2)) = χ(v, l, θ, ϕ;X?−1, V?−1, ξ(?−2))) =
1{x∈R3\F?−1(v,ξ(?−2))}. The relation between the position x and the angular variables θ, ϕ and
the length of the flights l is given by means of a suitable change of variables that has been
used before in Section 3.3, see (3.77). More precisely
x→ (l, β)
β = β(θ, ϕ), θ ∈ [0, pi
2
]
, ϕ ∈ [0, 2pi]. (5.11)
Since
x = X?−1 + l e1 + (V
1
3
?−1 + v
1
3 )(cos θ, sin θ cosϕ, sin θ sinϕ),
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with e1 = (1, 0, 0), we have that the Jacobian of the change of variable is given by dx =
det(J) dl dθ dϕ with
J =
∂(x1, x2, x3)
∂d, θ, ϕ
=
 1 −(V
1
3
?−1 + v
1
3 ) sin θ 0
0 (V
1
3
?−1 + v
1
3 ) cos θ cosϕ −(V
1
3
?−1 + v
1
3 ) sin θ sinϕ
0 (V
1
3
?−1 + v
1
3 ) cos θ sinϕ (V
1
3
?−1 + v
1
3 ) sin θ cosϕ
 (5.12)
so that dx = det(J) dl dθ dϕ = (V
1
3
?−1 + v
1
3 )2 sin θ cos θ dl dθ dϕ. We note that
|Q(X?−1, V?−1; v, l, A, ξ(?−2))| = (V
1
3
?−1 + v
1
3 )2
∫ l
0
dη
∫
A
dθdϕ cos θ sin θ χ(η, θ, ϕ, ξ(?−2)).
(5.13)
Moreover, we set
Fk(Ik) = Fk(Ik, S
2
+,R+) and Fk := Fk(R+). (5.14)
This allows to write the probability P({Uk,j}, {Zk,j}; {Ik}, {Jk}, {Lk}) as
A1,1(n1,1, U1,1, Z1,1)A1,2(n1,2, U1,2, Z1,2) . . . A1,m1(n1,m1 , U1,m1 , Z1,m1)F1(I1, J1, L1)
A2,1(n2,1, U2,1, Z2,1)A2,2(n2,2, U2,2, Z2,2) . . . A2,m2(n2,m2 , U2,m2 , Z2,m2)F2(I2, J2, L2) . . .
Ak,1(nk,1, Uk,1, Zk,1)Ak,2(nk,2, Uk,2, Zk,2) . . . Ak,mk(nk,mk , Uk,mk , Zk,mk)Fk(Ik, Jk, Lk) . . .
(5.15)
This formula follows from the fact that the particles are distributed homogeneously and
the numbers of particles in disjoint domains are given by Poisson distributions which are
independent in disjoint domains.
Therefore we can compute the probabilities of sequences of coagulation events and flight
as in (5.1) summing expressions of this form. Notice that this formula has to be thought
as a sequence of integral operators acting in a non commutative way on the variables of the
operators which are the subsequent ones in the formula, due to the depence on the previous
variables of the variables ξ(?).
We observe that if we are interested in computing the probability of events in which we
are integrating over all the possible particle positions and volumes or all the possible numbers
of particles or all the possible impact parameters and volumes in the case of the free flights
we can the use the reduced operators Ak,j(nk,j), Ak,j , Fk(Ik) and Fk given by (5.9) and (5.14)
respectively.
We will denote an arbitrary coalescence event by Ck, given by (5.9). Thus, if we consider
sequences which contain at least in part of it a subsequence of arbitrary coalescence and flight
events we will obtain, in the expression for the operators giving the probabilities, portions of
the form
. . . CmFmCm+1Fm+1 . . . CLFL . . . L > m. (5.16)
5.2 Coalescence events stop after a finite number of steps with probability
one
We now show that coalescence events of the form [x
¯
k,1, v
¯
k,1; x
¯
k,2, v
¯
k,2; . . . ; x
¯
k,mk , v
¯
k,mk ] stop
after a finite number of steps with probability one since in principle mk might be infinite.
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Proposition 5.1 Let G(v) ∈ M+([0,∞)) be compactly supported with suppG(v) ∈ [0, v∗].
Then there exists a φ∗ = φ∗(v∗) > 0 such that for any φ ≤ φ∗ and any (Y0, V0) ∈ R3 × [0,∞)
there exists Ω∗ ⊂ Ω, Ω∗ ∈ Σ where Σ is the σ−algebra defined in Section 2.1 such that
P(Ω∗) = 1 and such that for any ω ∈ Ω∗ the sequence (5.1) has the property that mj <∞ for
any j ∈ N.
We argue by induction. We consider any coalescence event [x
¯
k,1, v
¯
k,1; x
¯
k,2, v
¯
k,2; . . . ; x
¯
k,mk , v
¯
k,mk ]
at level k, assuming that we have proved that all the previous ones have a finite number of
steps with probability one. Notice that k might be one. For the sake of simplicity in this
section we will drop the index k. We will denote as B1(v, ξ
(?−1)) the domain B?(v, ξ(?−1))
defined by (5.6) with (?) = (k, 1) and we write (Y0, V0) = (Y?−1, V?−1). We define then
B2(v, ξ
(1)) = B?+1(v, ξ
(?)) and Bk(v, ξ
(k−1)) = B?+k(v, ξ(?+k−1)) for any k. We also define
inductively the evolution of the tagged particle (Yk, Vk) = A (Yk−1, Vk−1; {x
¯
k−1, v
¯
k−1}) where
A is the merging operator defined by (2.6).
We introduce now the following sequence of events {Ωk} defined by
Ω1 := {ω : ∃(xk, vk) ∈ ω s.t. xk ∈ B1(vk, ξ(?−1))}, (5.17)
Ω2 := {ω ∈ Ω1 : ∃(xk, vk) ∈ ω s.t. xk ∈ B2(vk, ξ(1))}. (5.18)
Moreover, by iterating, we get
Ωk := {ω ∈ Ωk−1 : ∃(xj , vj) ∈ ω s.t. xj ∈ Bk(vj , ξ(k−1))}. (5.19)
We observe that the sequence above is such that Ωk+1 ⊂ Ωk ∀k. Our strategy to prove
Proposition 5.1 will be to show that
∑∞
n=1 P(Ωn) < ∞ and to apply then Borel-Cantelli
Lemma. To do this we need the following result which will play a crucial role in the rest of
the paper.
Lemma 5.2 Let V0 ≥ 0 be a given initial volume. Then there exists a constant K > 0 such
that
I(ξ(k)) :=
∫ ∞
0
G(v)|Bk+1(v, ξ(k))|dv ≤ K[(Vk − Vk−1) + 1] k = 1, 2, . . . (5.20)
where Bk+1(v, ξ
(k)) is as in (5.6) and K = K(M1), with M1 =
∫∞
0 v G(v)dv, is independent
of the initial volume V0.
We remark that the volume V0 is finite since the number of coagulation steps before the level
(k, 1) is finite with probability one. The meaning of this Lemma is that φI(ξ(k−1)), i.e. the
rate of the Poisson process at the level k, cannot be large unless there is a large difference
of volumes in two successive steps, otherwise the average number of particles incorporated at
the step k will be small.
Remark 5.3 We observe that this is the only place where we use the explicit formula for the
change of the position of the particle, see (2.6). Any other choice of coalescence operators for
which the inequality (5.21) is satisfied will imply Lemma 5.2 and the corresponding dynamics
can be defined globally in time with probability one.
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Proof: We observe that |Bk+1(ξ(k), v)| ≤ |B
V
1
3
k +v
1
3
(Yk) \B
V
1
3
k−1+v
1
3
(Yk−1)|. Therefore, since
Yk = Yk−1 +
∑nk
l=1(x
(k)
l − Yk−1)v(k)l
Vk−1 +
∑nk
l=1 v
(k)
l
and
Vk = Vk−1 +
nk∑
l=1
v
(k)
l ,
we look at |Yk − Yk−1| and it follows that
|Yk − Yk−1| ≤ (V
1
3
k−1 + v
1
3 )
∑nk
l=1 v
(k)
l
Vk−1 +
∑nk
l=1 v
(k)
l
=
(V
1
3
k−1 + v
1
3 )
Vk
(Vk − Vk−1). (5.21)
Setting ξ :=
(Vk−Vk−1)
Vk
, θ :=
(
v
Vk−1
) 1
3 and Z := Yk−Yk−1 we get |Z| ≤ V
1
3
k−1(1+θ)ξ. Moreover,
since V
1
3
k + v
1
3 = V
1
3
k−1
(
1
(1−ξ) 13
+ θ
)
, we have that
|Bk+1(ξ(k), v)| ≤ |B
V
1
3
k−1
(
1
(1−ξ)1/3 +θ
)(Z) \B
V
1
3
k−1(1+θ)
(0)|
≤ |B
(1+θ)
[
1+ 1
(1+θ)
(
1
(1−ξ)1/3−1
)](Z) \B
V
1
3
k−1(1+θ)
(0)|.
By performing the change of variables Y = Z
V
1
3
k−1(1+θ)
, the equation above reads as
|Bk+1(ξ(k), v)| ≤ Vk−1(1 + θ)3|B(1+ λ(ξ)
(1+θ)
)(Y ) \B1(0)|, λ(ξ) := 1
(1− ξ) 13
− 1.
It results that |Y | ≤ ξ, ξ ∈ [0, 1). We consider two possible cases.
i) If 0 ≤ ξ ≤ 12 then λ(ξ) ≤ C0ξ where C0 is a numerical constant and the change
of the radius is
(
1 + λ(ξ)(1+θ)
)
− 1 ≤ C0ξ. Thus, the volume of the forbidden region
∆(ξ, θ) := B(
1+
λ(ξ)
(1+θ)
)(Y ) \ B1(0) is such that |∆(ξ, θ)| ≤ C0ξ. Moreover, since ξ ≤ 12
implies Vk ≤ 2Vk−1, we have
|Bk+1(ξ(k), v)| ≤ C0Vk−1(1 + θ)3ξ ≤ 4C0(1 + θ3)Vk−1Vk − Vk−1
Vk
≤ 4C0(Vk−1 + v)Vk − Vk−1
Vk
.
(5.22)
ii) If ξ ≥ 12 the volume of the admissible region is bounded by |∆(ξ, θ)| ≤ C¯1
(
1 + λ(ξ)θ+1
)3 ≤
C1
(
θ+λ(ξ)
θ+1
)3
where C1, C¯1 are numerical constants. Here we used that λ(ξ) ≥ 2 13 − 1
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when ξ ≥ 12 . Moreover, since ξ ≥ 12 implies Vk ≥ 2Vk−1, we have
|Bk+1(ξ(k), v)| ≤ C1Vk−1(1 + θ)3
(
θ + λ(ξ)
θ + 1
)3
≤ 4C1Vk−1(θ3 + λ(ξ)3)
≤ 4C1Vk−1
(
v
Vk−1
+
1
(1− ξ)
)
= 4C1Vk−1
(
v
Vk−1
+
Vk
Vk−1
)
= 4C1(v + Vk).
(5.23)
We can now estimate I(ξ(k)) =
∫ ∞
0
G(v)|Bk+1(v, ξ(k))|dv. In the case i) when Vk ≤ 2Vk−1
we have
I(ξ(k)) ≤ 4C0Vk−1Vk − Vk−1
Vk
∫ ∞
0
G(v)dv + 4C0
Vk − Vk−1
Vk
∫ ∞
0
v G(v)dv
≤ 4C0
(
(Vk − Vk−1) +M1Vk − Vk−1
Vk
)
≤ K((Vk − Vk−1) + 1),
(5.24)
where M1 is the first order momentum. Here we used that
∫∞
0 G(v)dv = 1 and that Vk ≥
V0 ≥ 0.
In the case ii), when Vk ≥ 2Vk−1, we obtain
I(ξ(k)) ≤ 4C1Vk
∫ ∞
0
G(v)dv + 4C1
∫ ∞
0
v G(v)dv
≤ 4C1(Vk +M1)
≤ 4C1((Vk − Vk−1) + 1).
(5.25)
Note that in the last inequality we used that Vk − Vk−1 ≥ 12Vk. This concludes the proof. 
We will also use the following calculus Lemma.
Lemma 5.4 Suppose that {Zk}∞k=1 is a sequence of non negative numbers, satisfying Zk ≤ 1
for any k, such that
Zk ≤ εk +
k−1∑
m=1
εk−mZm k ≥ k∗ + 1 (5.26)
for some ε ∈ [0, 14 ] and some integer k∗ ≥ 1. Then
Zk ≤ (4ε)k−k∗ ∀k ≥ k∗. (5.27)
Proof of Lemma 5.4. We first consider the case k∗ = 1. We claim that in this case
Zk ≤ (2ε)k−k∗ ∀k ≥ 1. (5.28)
We argue by induction. The inequality (5.27) holds for k = 1 by assumption. Now we suppose
that the estimate (5.27) holds for any k ≤ L and we show that it holds also for L + 1. By
using (5.26) it is straightforward to show that
ZL+1 ≤ εL+1 +
L∑
m=1
εL+1−m(2ε)m−1
= εL+1
(
1 +
1
ε
(2L − 1)
)
≤ (2ε)L,
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and (5.28) follows.
Suppose now that k∗ > 1. We have
Zk ≤ εk +
k∗−1∑
m=1
εk−mZm +
k∑
m=k∗
εk−mZm
for k ≥ k∗ + 1. We perform the following change of variables: k = k∗ − 1 + l and Zk = ζl so
that the formula above reads as
ζl ≤ εk∗−1+l +
k∗−1∑
m=1
εk−m +
k∑
m=k∗
εk−mZm
≤ εl
(
εk∗−1 +
1
1− ε
)
+
k∑
m=k∗
εk−mZm
where, in the second term, we used that Zm ≤ 1. Moreover, we change the index of the last
sum and set m = k∗ − 1 + j. We get
ζl ≤ εl
(
εk∗−1 +
1
1− ε
)
+
l−1∑
j=1
εl−jζj
for any l ≥ 2. Therefore, since ε < 14 , we obtain
ζl ≤ (2ε)l +
l−1∑
j=1
(2ε)l−jζj
for any l ≥ 2. Applying (5.28) with ε → 2ε and Zk → ζk we obtain (5.27) and the result
follows. 
Proof of Proposition 5.1. Our goal is to prove that
∑∞
n=1 P(Ωn) <∞. This allows to apply
Borel-Cantelli Lemma which tell us that the probability that infinitely many of them occur
is 0, that is P(lim sup
n→∞
Ωn) = 0, or equivalently P(
⋂∞
n=1
⋃∞
k≥n Ωk) = 0. With this purpose we
need to compute P(Ωn). We start from
P(Ω1) =
∞∑
n=1
e−φ
∫∞
0 |B1(v,ξ(0))|G(v)dv φ
n
n!
(∫ ∞
0
|B1(v, ξ(0))|G(v)dv
)n
where B1(v, ξ
(0)) is as in (5.6) and
P(Ω2) =
∞∑
n1=1
e−φ
∫∞
0 |B1(v,ξ(0))|G(v)dv φ
n1
n1!
∫ ∞
0
G(v)dv1 . . .
∫ ∞
0
G(v)dvn1∫
B1(v1,ξ(0))
dx1 . . .
∫
B1(vn1 ,ξ
(0))
dxn1 p(Ω2 |{(x¯
(1), v
¯
(1))})
=
∞∑
n1=1
e−φ
∫∞
0 |B1(v,ξ(0))|G(v)dv φ
n1
n1!
∫ ∞
0
G(v)dv1 . . .
∫ ∞
0
G(v)dvn1
∫
B1(v1,ξ(0))
dx1 . . .
∫
B1(vn1 ,ξ
(0))
dxn1
∞∑
n2=1
e−φ
∫∞
0 |B2(v,ξ(1)))|G(v)dv φ
n2
n2!
(∫ ∞
0
|B2(v, ξ(1)))|G(v)dv
)n2
.
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In a compact form we can rewrite the equation above as
P(Ω2) =
∞∑
n1=1
∞∑
n2=1
e−φ
∫∞
0 |B1(v,ξ(0))|G(v)dv φ
n1+n2
n1!n2!
∫
[0,∞)n1
G(v
¯
(1))dv
¯
(1)
∫
B1(v
¯
(1),ξ(0))
dx
¯
(1)
e−φ
∫∞
0 |B2(v,ξ(1)))|G(v)dv
(∫ ∞
0
|B2(v, ξ(1)))|G(v)dv
)n2
,
with B1(v
¯
(1), ξ(0)) as in (5.7). Therefore, by iterating, we can express P(Ωk) as
P(Ωk) =
∞∑
n1=1
∞∑
n2=1
· · ·
∞∑
nk=1
φn1+n2+···+nk
n1!n2! . . . nk!
∫
[0,∞)n1
G(v
¯
(1))dv
¯
(1) . . .
∫
[0,∞)nk−1
G(v
¯
(k−1))dv
¯
(k−1)
∫
B1(v
¯
(1),ξ(0))
x
¯
(1)
∫
B2(v
¯
(2),ξ(1))
dx
¯
(2) . . .
∫
Bk−1(v
¯
(k−1),ξ(k−2))
dx
¯
(k−1) e−φ
∫∞
0 |B1(v,ξ(0))|G(v)dv
e−φ
∫∞
0 |B2(v,ξ(1)))|G(v)dv−···−φ
∫∞
0 |Bk(v,ξ(k−1))|G(v)dv
(∫ ∞
0
|Bk(v, ξ(k−1)))|G(v)dv
)nk
.
(5.29)
In order to estimate P(Ωk) we consider separately the two contributions due to I(ξk−1) ≤ 1√φ
and I(ξk−1) ≥ 1√
φ
. We have
P(Ωk) =
∞∑
n1=1
∞∑
n2=1
· · ·
∞∑
nk=1
φn1+n2+···+nk
n1!n2! . . . nk!
∫
[0,∞)n1
G(v
¯
(1))dv
¯
(1) . . .
∫
[0,∞)nk−1
G(v
¯
(k−1))dv
¯
(k−1)
∫
B1(v
¯
(1),ξ(0))
dx
¯
(1)
∫
B2(v
¯
(2),ξ(1))
dx
¯
(2) . . .
∫
Bk−1(v
¯
(k−1),ξ(k−2))
dx
¯
(k−1) e−φ
∫∞
0 |B1(v,ξ(0))|G(v)dv
e−φ
∫∞
0 |B2(v,ξ(1)))|G(v)dv−···−φ
∫∞
0 |Bk(v,ξ(k−1))|G(v)dv
(∫ ∞
0
|Bk(v, ξ(k−1)))|G(v)dv
)nk
χ({ξ : I(ξk−1) ≤ 1√
φ
}) + χ({ξ : I(ξk−1) ≥ 1√
φ
})
=: P(Ωk)(1) + P(Ωk)(2).
(5.30)
From the nk-th contribution in P(Ωk)(1) we get
∞∑
nk=1
φnk
nk!
e−φI(ξ
k−1)I(ξk−1)nk ≤ (1− e−φ|Bk(v,ξ(k−1)|) ≤
√
φ.
Therefore we obtain
P(Ωk)(1) ≤
√
φP(Ωk−1). (5.31)
For what concerns P(Ωk)(2) we remark that I(ξ
k−1) ≥ 1√
φ
implies that (Vk−1−Vk−2) ≥ 12K√φ
(see Lemma 5.2). Since (Vk−1 − Vk−2) = (Vk−1(ξk−2, v
¯
k−1, x
¯
k−1)− Vk−2(ξk−3, v
¯
k−2, x
¯
k−2)) =∑nk−1
l=1 v
(k−1)
l we can rewrite the condition before as
∑nk−1
l=1 v
(k−1)
l ≥ 12K√φ . Moreover, due
to the fact that we are considering G(v) with compact support,
∑nk−1
l=1 v
(k−1)
l ≤ v∗nk−1.
41
Therefore we obtain nk−1 ≥ 12Kv∗√φ . Thus, from the nk−1 and nk contributions in P(Ωk)(2)
can be estimated by
∞∑
nk−1=1
∞∑
nk=1
φnk−1+nk
nk−1!nk!
∫
[0,∞)nk−1
G(v
¯
(k−1))dv
¯
(k−1)
∫
Bk−1(v
¯
(k−1),ξ(k−2))
dx
¯
(k−1)e−φ
∫∞
0 |Bk−1(v,ξ(k−2)))|G(v)dv
e−φ
∫∞
0 |Bk(v,ξ(k−1))|G(v)dv
(∫ ∞
0
|Bk(v, ξ(k−1)))|G(v)dv
)nk
χ({ξ : (Vk−1 − Vk−2) ≥ 1
2K
√
φ
})
≤
∞∑
nk−1=1
φnk−1
nk−1!
∫
[0,∞)nk−1
G(v
¯
(k−1))dv
¯
(k−1)
∫
Bk−1(v
¯
(k−1),ξ(k−2))
dx
¯
(k−1)e−φ
∫∞
0 |Bk−1(v,ξ(k−2)))|G(v)dv
χ({ξ : nk−1 ≥ 1
2Kv∗
√
φ
})
(5.32)
and we end up with
P(Ωk)(2) ≤
∞∑
n1=1
∞∑
n2=1
· · ·
∞∑
nk−2=1
φn1+n2+···+nk−2
n1!n2! . . . nk−2!
∫
[0,∞)n1
G(v
¯
(1))dv
¯
(1) . . .
∫
[0,∞)nk−2
G(v
¯
(k−2))dv
¯
(k−2)
∫
B1(v
¯
(1),ξ(0))
dx
¯
(1) . . .
∫
Bk−2(v
¯
(k−2),ξ(k−3))
dx
¯
(k−2) e−φ
∫∞
0 |B1(v,ξ(0))|G(v)dv−...
e−φ
∫∞
0 |Bk−2(v,ξ(k−3))|G(v)dv
∞∑
nk−1= 12Kv∗
√
φ
φnk−1
nk−1!
(∫ ∞
0
|Bk−1(v, ξ(k−2))|G(v)dv
)nk−1
e−φ
∫∞
0 |Bk−1(v,ξ(k−2)))|G(v)dv.
(5.33)
We make a further decomposition distinguishing the case I(ξk−2) ≤ ξ∗
2Kv∗φ3/2
from the case
I(ξk−2) > ξ∗
2Kv∗φ
3/2
∗
where ξ∗ is as in Lemma A.1. We assume that 0 < φ ≤ φ∗ so that
ξ∗
2Kv∗φ3/2
> 2K. We insert the corresponding characteristic functions in (5.33) and we obtain
P(Ωk)(2) ≤
∞∑
n1=1
∞∑
n2=1
· · ·
∞∑
nk−2=1
φn1+n2+···+nk−2
n1!n2! . . . nk−2!
∫
[0,∞)n1
G(v
¯
(1))dv
¯
(1) . . .
∫
[0,∞)nk−2
G(v
¯
(k−2))dv
¯
(k−2)
∫
B1(v
¯
(1),ξ(0))
dx
¯
(1) . . .
∫
Bk−2(v
¯
(k−2),ξ(k−3))
dx
¯
(k−2) e−φ
∫∞
0 |B1(v,ξ(0))|G(v)dv−...
e−φ
∫∞
0 |Bk−2(ξ(k−3),v)|G(v)dv
∑
nk−1≥ 12Kv∗√φ
φnk−1
nk−1!
(∫ ∞
0
|Bk−1(ξ(k−2), v)|G(v)dv
)nk−1
e−φ
∫∞
0 |Bk−1(ξ(k−2),v))|G(v)dvχ({ξ : I(ξk−2) ≤ ξ∗
2Kv∗φ3/2
}) + χ({ξ : I(ξk−2) ≥ ξ∗
2Kv∗φ3/2
})
=: I1 + I2.
(5.34)
To control I1 we estimate the last sum in the right hand side using Lemma A.1 in Appendix
A with ζ = φI(ξk−2), a = | log(ξ∗)|2 and N = Nk :=
1
2Kv∗
√
φ
. It follows that
I1 ≤ C e−
a
2Kv∗φ3/2 P(Ωk−2), C =
e
e− 1 . (5.35)
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We now consider I2. By applying Lemma 5.2 to I(ξ
k−2) we obtain (Vk−2−Vk−3) ≥ ξ∗(2K)2v∗φ3/2 .
Since Vk−2−Vk−3 =
∑nk−2
l=1 v
(k−2)
l , with the same strategy used in the previous step, it follows
that nk−2 ≥ ξ∗(2Kv∗)2φ3/2 . Therefore
I2 ≤
∞∑
n1=1
∞∑
n2=1
· · ·
∞∑
nk−3=1
φn1+n2+···+nk−3
n1!n2! . . . nk−3!
∫
[0,∞)n1
G(v
¯
(1))dv
¯
(1) . . .
∫
[0,∞)nk−2
G(v
¯
(k−3))dv
¯
(k−3)
∫
B1(v
¯
(1),ξ(0))
dx
¯
(1) . . .
∫
Bk−3(v
¯
(k−3),ξ(k−4))
dx
¯
(k−3)e−φ
∫∞
0 |B1(v,ξ(0))|G(v)dv−···−φ
∫∞
0 |Bk−3(v,ξ(k−4))|G(v)dv
∑
nk−2≥ ξ∗
(2Kv∗)2φ3/2
φnk−2
nk−2!
(∫ ∞
0
|Bk−2(v, ξ(k−3))|G(v)dv
)nk−2
e−φ
∫∞
0 |Bk−2(v,ξ(k−3)))|G(v)dv.
(5.36)
We now set iteratively Nl−1 = ξ∗Nl2Kv∗φ for l ≤ k − 1 and Nk−1 = 12Kv∗√φ . Notice that the
numbers Nl depend on k although we do not write this dependence explicitly. By iterating
the formula which defines the sequence Nl we obtain
Nl =
(
ξ∗
2Kv∗φ
)k−1−l 1
2Kv∗
√
φ
. (5.37)
On the other hand, by iterating the argument yielding (5.31), (5.34), (5.35) and (5.36) we get
P(Ωk) ≤
√
φP(Ωk−1) + Ce−aNk−1P(Ωk−2) + Ce−aNk−1P(Ωk−3) + · · ·+ Ce−aN2P(Ω1) + JN1
≤
√
φP(Ωk−1) + Ce−aNk−1P(Ωk−2) + Ce−aNk−2P(Ωk−3) + · · ·+ Ce−aN2P(Ω1) + JN1
(5.38)
where
JN1 =
∑
n1≥N1
φn1
n1!
∫
[0,∞)n1
G(v
¯
(1))dv
¯
(1)
∫
B1(v
¯
(1),ξ(0))
dx
¯
(1)e−φ
∫∞
0 |B1(v,ξ(0))|G(v)dv. (5.39)
We now claim that for any ε ∈ (0, 1] there exists a φ∗ = φ∗(ε) > 0 sufficiently small, such
that for φ < φ∗ the following inequality holds:
C e
−a
(
ξ∗
2Kv∗φ
)k−1−l
1
2Kv∗
√
φ ≤ εk−l (5.40)
where C = ee−1 and a is as in Lemma A.1. Indeed, taking the logarithm on both sides of
(5.40) we obtain that this inequality is equivalent to
a
(k − l)| log ε|+ logC ≥
√
φ
(
2Kv∗φ
ξ∗
)k−l−1
.
We set m = k − l − 1 ≥ 0 so that√
φ
(
2Kv∗φ
ξ∗
)m
≤ a
(m+ 2)| log ε|+ logC ∀m ≥ 0.
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Choosing φ∗ sufficiently small such that 2Kv∗φ∗ξ∗ < 1 and
√
φ∗ < a(m+2)| log ε|+logC we have that
(5.40) follows.
Finally we remark that for any V0 and 0 < φ < φ∗ there exists k∗ = k∗(V0) such that∫∞
0 |B1(v, ξ(0))|G(v)dv ≤ C(V0 + v∗) ≤ ξ∗N1 for k ≥ k∗, where N1 is determined by means of
(5.37). This allows us to use Lemma A.1 to obtain that JN1 ≤ Ce−aN1 with C = ee−1 . Thus,
from (5.38) we get
P(Ωk) ≤ εk +
k−1∑
m=1
εk−mP(Ωm) ∀ k ≥ k∗(V0) (5.41)
with ε < 14 . Using Lemma 5.4 above we have that P(Ωk) ≤ (4ε)k−k∗ for any k ≥ k∗. This
guarantees that
∑∞
k=1 P(Ωk) <∞ and, by using Borel-Cantelli Lemma, concludes the proof.

We will present in Appendix B the proof of the Proposition above when G(v) = δ(v − 1)
because the geometric ideas behind the proof are easier to grasp.
5.3 The total length of the free flights is infinite with probability one
The result in the previous section shows that in the sequence (5.1) all the coagulation events
have a finite number of steps with probability one (see Proposition 5.1). This does not ensure
yet that the CTP model is globally well defined, with probability one, for a small but finite
volume fraction φ. Indeed, note that blow up might take place in finite time if the sequences
of free flight times {τj} between coalescence events, satisfy
∑
j≥1 τj <∞. Indeed the following
example provides a configuration of obstacles such that blow up in finite time takes place.
Example 5.5 We consider any sequence of positive numbers such that
∑
j≥1 lj < ∞. We
will assume that the tagged particle starts its motion at X0 = 0 with volume V0 = 1. We
place obstacles at positions xk~e where ~e is a unit vector in the direction of the motion of the
tagged particle. Assume that the speed of the motion of the tagged particle is one and the
values of xk are given by the sequences
xk+1 = xk −
( 3
4pi
) 1
3 (1 + k
1
3 )k
k + 1
+
( 3
4pi
) 1
3
(k + 1)
1
3 + lk+1 +
( 3
4pi
) 1
3
k = 0, 1, . . . (5.42)
x0 = 0. (5.43)
We are assuming also that all the obstacles are identical and have volume one. Then at the
collision times between the tagged particle and the obstacles τj =
∑j
k=1 lk the volume of
the tagged particle becomes Vj = j + 1, it radius is given by Rj =
(
3
4pi (j + 1)
) 1
3
and the
position of its center becomes Xj = xj − Vj−1Vj
((
3
4pi (j + 1)
) 1
3
+ Rj
)
. It follows that at the
time T =
∑∞
j=1 lj <∞ the volume of the tagged particle becomes infinity.
The main result of this section is the following.
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Proposition 5.6 Let G(v) ∈ M+([0,∞)) be compactly supported with suppG(v) ∈ [0, v∗].
Then there exists a φ∗ = φ∗(v∗) > 0 such that for any φ ≤ φ∗ and any (Y0, V0) ∈ R3 × [0,∞)
there exists Ω˜∗ ⊂ Ω, Ω˜∗ ∈ Σ where Σ is the σ−algebra defined in Section 2.1 such that
P(Ω˜∗) = 1 and such that for any ω ∈ Ω˜∗ the sequence (5.1) has the property that mj <∞ for
any j ∈ N and ∑∞j=1 lj =∞.
In order to prove this Proposition we first prove that the probability of having coalescence
events which incorporate a large number of particles decreases exponentially.
Lemma 5.7 Given a sequence with the form (5.1) we define Nk as
Nk :=
mk∑
l=1
nk,l (5.44)
(i.e. the number of obstacles involved in the k−th coalescence event). Let Θ > 0. Then
P(Nk ≥ Θ) ≤ C(v∗, V0)φ e−aΘ a > 0.
Proof: Using the notation introduced in Section 5.1 we obtain
P(Nk ≥ Θ) ≤ C1F1C2F2 . . . Fk−1
∑
m≥Θ
∑
n1+n2+···+nm≥Θ
Ak,1(n1) . . . Ak,m(nm)Ak,m+1(0)
 .
(5.45)
We set
fm(N) =
∑
n1+n2+···+nm=N
n1≥1,...,nm≥1
Ak,1(n1) . . . Ak,m(nm)Ak,m+1(0) (5.46)
and introduce the generating function
Fm(λ) =
∞∑
N=m
λNfm(N) =
∞∑
n1=1
∞∑
n2=1
· · ·
∞∑
nm=1
λn1+n2+···+nmAk,1(n1) . . . Ak,m(nm)Ak,m+1(0),
(5.47)
for λ ≤ 3. We use now the explicit formula for the operators Ak,j(nj) given by (5.8), (5.9)
and the fact that Lemma 5.2 implies∫ ∞
0
G(v)|Bk(v, ξ(k−1))|dv ≤ 2K nk−1v∗ k ≥ 2, (5.48)
for nk−1 ≥ 1 and ∫ ∞
0
G(v)|B1(v, ξ(0))|dv ≤ K (δk,1V0 + 1 + v∗) (5.49)
where δk,1V0 is due to the fact that in the first coagulation event (namely when k = 1) we
must include the effect of the initial volume V0. While for later coagulation events, when
k > 1, we use the fact that the difference of volumes appearing in (5.20) is due to the change
of volumes after the flights, therefore is bounded by v∗ with probability one. Then
Fm(λ) ≤
∞∑
n1=1
∞∑
n2=1
· · ·
∞∑
nm=1
(λφ)n1
n1!
(λφ)n2
n2!
. . .
(λφ)nm
nm!
(K (δk,1V0 + 1 + v∗))n1 . . . (2K nm−1v∗)nm .
(5.50)
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We set γ = 2Kλφv∗, then the equation above becomes
Fm(λ) ≤
∞∑
n1=1
∞∑
n2=1
· · ·
∞∑
nm=1
(γ(δk,1V0 + 1 + v∗))n1
n1!
(γn1)
n2
n2!
. . .
(γnm−1)nm
nm!
≤
∞∑
n1=1
∞∑
n2=0
· · ·
∞∑
nm−1=0
(γ(δk,1V0 + 1 + v∗))n1
n1!
(γn1)
n2
n2!
. . .
(γnm−2)nm−1
nm−1!
eγnm−1 .
(5.51)
We observe that there exists δ > 0 such that if 0 ≤ x ≤ δ then ex ≤ 1 + 2x. Thus, if γ is such
that γ1−2γ ≤ δ then γeγ ≤ γ(1 + 2γ). Then, summing the series in nm−1 we get eγ(1+2γ)nm−2 .
Using that γ + 2γ2 ≤ γ1−2γ we can iterate this procedure and we get
Fm(λ) ≤
∞∑
n1=1
( γ1−2γ (δk,1V0 + 1 + v∗))
n1
n1!
≤ (e γ1−2γ (δk,1V0+1+v∗) − 1) ≤ C¯(V0, v∗)φ. (5.52)
Now, using the definition of the generating function we have
λm
∞∑
N=m
fm(N) ≤
∞∑
N=m
λNfm(N) ≤ C¯(V0, v∗)φ (5.53)
which implies, choosing λ ∈ [2, 3], ∑∞N=m fm(N) ≤ C¯(V0, v∗)φe−bm for some b > 0. Thus we
can estimate the sum in the right hand side of (5.45) as∑
m≥Θ
∞∑
N=m
fm(N) ≤ C¯(V0, v∗)
∑
m≥Θ
φ e−bm ≤ C(V0, v∗)φ e−bΘ. (5.54)

From now on we will denote by Rk = Rk(ξ) the radius of the tagged particle before the
k−th flight which depends on the previous history. We recall that lk is the length of the free
flight between two successive coalescing events. Our next Lemma shows that the probability
of having too many small free flights is small.
Lemma 5.8 Let (Y0, V0) ∈ R3 × [0,∞). Suppose that the dynamics of the tagged particle is
described by a sequence of the form (5.1) with a total number of free flights (up to a given
time) given by the even number M ≥ 2. There exists δ > 0 and b > 0 depending on G but
independent on M such that
P
({
ω : #
{
lk ≤ δ
(R2k + 1)
}
≥ M
2
})
≤ e−bM . (5.55)
Proof: We notice that using the notation in Section 5.1 we can compute the following prob-
ability as
P
({
k1 ≤ k2 ≤ · · · ≤ kL, M
2
≤ L ≤M : lj ≤ δ
(R2kj + 1)
, j = 1, . . . , L
})
=
= C1 F1 . . . Ck1
(∫
{0≤l1≤δ/(R2k1+1)}
Fk1(l1)dl1
)
Ck1+1 . . .
. . . Ck2
(∫
{0≤l2≤δ/(R2k2+1)}
Fk2(l2)dl2
)
Ck2+1 . . .
(∫
{0≤lj≤δ/(R2kj+1)}
Fkj (lj)dlj
)
. . .
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Thus
P
({
ω : #
{
lk ≤ δ
(R2k + 1)
}
≥ M
2
})
≤
∑
{k1≤k2≤···≤kL, M2 ≤L≤M}
C1 F1 . . . Ck1
(∫
{0≤l1≤δ/(R2k1+1)}
Fk1(l1)dl1
)
Ck1+1 . . . Ck2
(∫
{0≤l2≤δ/(R2k2+1)}
Fk2(l2)dl2
)
Ck2+1 . . .
. . .
(∫
{0≤lj≤δ/(R2kj+1)}
Fkj (lj)dlj
)
. . .
(5.56)
Thanks to (5.13) it follows that |Q(X?, V?; v, l, A, ξ(?−1))| ≤ C (R2k+1) l, for some C = C(v∗) >
0. Furthermore, using (5.10) and (5.14) we obtain
Fk
([
0,
δ
(R2k + 1)
])
≤ B δ, B = B(v∗) > 0.
By substituting this bound in (5.56) we get
P
({
ω : #
{
lk ≤ δ
(R2k + 1)
}
≥ M
2
})
≤
∑
{k1≤k2≤···≤kL, M2 ≤L≤M}
C1 F1 . . . Ck1(B δ) . . . Ck2+1 . . . (B δ)
≤
∑
{k1≤k2≤···≤kL, M2 ≤L≤M}
(B δ)L =
M∑
L=M
2
(
M
L
)
(B δ)L
≤ C
√
M
M∑
L=M
2
MM
LL(M − L)M−L (B δ)
L,
(5.57)
where we used Stirling’s formula in the last inequality and C > 0 is a numerical constant.
Moreover, the last formula can be written as
M∑
L=M
2
eM logM−L logL−(M−L) logM−L+L log (B δ)+log (C
√
M).
(5.58)
Using the change of variables L = Mx where 12 ≤ x ≤ 1 we can write the exponential factor
in the equation above as
M(−x log x− (1− x) log (1− x) + x log (B δ)) + log (C
√
M)
and this term can be estimated for 12 ≤ x ≤ 1 and M ≥ 2 from above as −bM − log
(
M
2 + 1
)
choosing δ > 0 small (depending on B and C). Using the fact that in (5.58) there are M2 + 1
terms we can estimate the whole sum by e−bM . This concludes the proof. 
Proof of Proposition 5.6. We can assume without loss of generality that the initial position
is Y0 = 0. Given V0 ≥ 0 we now construct a family of domains as follows. For any A > 0 we
define Θk = Θk(A) =
2
a log k +A. We then define the domains
UA := {ω ∈ Ω∗ : Nk ≤ Θk(A) ∀k} (5.59)
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where Ω∗ is as in Proposition 5.1. For any M even we define
EM :=
{
ω ∈ Ω∗ : k ∈ {1, . . . ,M} #
{
lk >
δ
(R2k + 1)
}
≥ M
2
}
(5.60)
where we compute the length in the first M flights. Moreover we set
E∞ :=
∞⋃
n=1
⋂
j≥n
E2j (5.61)
and then we define
Ω˜∗ :=
∞⋃
A=1
UA ∩ E∞. (5.62)
We now claim that the set Ω˜∗ has all the properties stated in Proposition 5.6. The fact that
mj <∞ follows from the fact that Ω˜∗ ⊂ Ω∗ and Proposition 5.1. We now have to prove that
∀ω ∈ Ω˜∗ the following two properties hold: ∑j lj =∞ and P(Ω˜∗) = 1. We begin proving the
first. Notice that for any ω ∈ Ω˜∗ there exists an integer A = A(ω) > 0 such that
Nk ≤ Θk(A) ∀ k ≥ 1.
On the other hand, the volume of the tagged particle at the end of the k−th flight is bounded
by Vk ≤ Vk−1 + (Nk + 1)v∗. Then Vk ≤ Vk−1 + (Θk(A) + 1)v∗. Iterating we get
Vk ≤ V0 + v∗k + v∗
k∑
l=1
Θl(A) ≤ V0 + v∗k +Av∗k + 2
a
(k + 1) log(k + 1) (5.63)
which implies that the radius of the tagged particle after the k−th flight can be estimated by
Rk ≤ C(V0, v∗)[A+ (k + 1) log(k + 1)]
1
3 . (5.64)
On the other hand, ∀ω ∈ Ω˜∗, since ω ∈ E∞, there exists n∗ = n∗(ω) such that ω ∈
⋂
j≥n∗ E2j .
Then ∀j ≥ n∗, for the first 2j flights k = 1, . . . , 2j, #
{
lk >
δ
(R2k+1)
}
≥ 2j2 = j. Using (5.64)
it follows that, ∀j ≥ n∗ among the first 2j flights, there are at least j for which
lk >
δ¯(V0, v∗)
[A+ (k + 1) log(k + 1)]
2
3
for some δ¯ = δ¯(V0, v∗) > 0. We will denote for each j ≥ n∗ the set of indices k for which the
inequality above holds as Ij . Therefore,
∞∑
k=1
lk ≥
2j∑
k=1
lk ≥
∑
k∈Ij
lk ≥ δ¯
∑
k∈Ij
1
[A+ (k + 1) log(k + 1)]
2
3
≥ δ¯
2j∑
k=j+1
1
[A+ (k + 1) log(k + 1)]
2
3
≥ CAδ¯ (2j)
1
3
(log(2j))
2
3
(5.65)
for some CA > 0. Taking the limit j →∞ we obtain
∑∞
k=1 lk =∞.
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We now prove that P(Ω˜∗) = 1. In order to do this we notice that
(Ω˜∗)c := (
∞⋂
A=1
U cA) ∪ Ec∞ (5.66)
and
P((Ω˜∗)c) ≤ P((
∞⋂
A=1
U cA)) + P(E
c
∞). (5.67)
We first prove that P((
⋂∞
A=1U
c
A)) = P(E
c∞) = 0. For any A > 0 we have U cA = {ω ∈ Ω˜∗ :
∃ k s.t. Nk > Θk(A)} then
P(U cA) ≤
∞∑
k=1
P(Nk > Θk(A)) ≤ C(v∗, V0)φ
∞∑
k=1
φ e−aΘk(A)
≤ C(v∗, V0)φ
∞∑
k=1
e−aA
k2
≤ C¯(v∗, V0)φ e−aA
where we used Lemma 5.7 in the second inequality. Then P((
⋂∞
A=1U
c
A)) ≤ C¯(v∗, V0)φ e−aA¯
for any A¯ > 0 and taking the limit A¯→∞ we get
P((
∞⋂
A=1
U cA)) = 0. (5.68)
Using the definition of E∞ in (5.61) we have
Ec∞ :=
∞⋂
n=1
⋃
j≥n
Ec2j . (5.69)
Borel-Cantelli Lemma will imply that P(Ec∞) = 0 if
∑∞
j=1 P(E
c
2j) < ∞. Definition (5.60)
implies
EcM :=
{
ω ∈ Ω∗ : k ∈ {1, . . . ,M} #
{
lk ≤ δ
(R2k + 1)
}
≥ M
2
}
. (5.70)
Now we use (5.55) to obtain
∑∞
j=1 P(E
c
2j) ≤
∑∞
j=1 e
−2bj <∞. Then P(Ec∞) = 0. Combining
this with (5.67) and (5.68) we obtain P((Ω˜∗)c) = 0. Hence P(Ω˜∗) = 1 and the result follows.

5.4 End of the Proof of Theorem 2.6
Proof of Theorem 2.6. It follows from Proposition 5.1 and Proposition 5.6. Taking into
account that the tagged particle moves at constant velocity the divergence of the series
∑
j lj
implies that the motion is defined for arbitrary long times. 
A Technical results
In this Appendix we collect some technical results which are used in the proof of the main
results of the paper. The first one is a simple analysis result which allows us to control
probability of tail events.
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Lemma A.1 Let be ΨN (ζ) :=
∑∞
n=N
ζn
n! e
−ζ . For any 0 < ξ∗ < e−2 we have
ΨN (ζ) ≤ e
e− 1 e
−aN for ζ ≤ ξ∗N and N ≥ 1 (A.1)
where a = | log(ξ∗)|2 .
Proof: We consider the sequence an :=
ζn
n! e
−ζ which results to be increasing in ζ and, for
n ≥ N and ζ ≤ N2 , decreasing in n since
an+1
an
=
ζ
(n+ 1)
≤ N
2(N + 1)
≤ 1
2
< 1.
We choose 0 < ξ∗ < 12 and consider ζ ≤ ξ∗N . Since the function ζ → ζne−ζ is increasing in ζ
for n ≥ ζ, it follows that
ΨN (ζ) ≤ ΨN (ξ∗N) =
∞∑
n=N
(ξ∗N)n
n!
e−ξ∗N = (ξ∗N)Ne−ξ∗N
∞∑
m=0
(ξ∗N)m
(m+N)!
≤ (ξ∗N)Ne−ξ∗N
∞∑
m=0
(ξ∗N)m
e(m+N)
(m+N)m+N
=
∞∑
m=0
eΘ(M,N),
where in the first inequality we used that k! ≥ kke−k for k ≥ 1 (see equation 6.1.38 in [1])
and Θ(M,N) = Θ1(M,N) + Θ2(M,N) with
Θ1(M,N) = N log ξ∗ + (1− ξ∗)N (A.2)
Θ2(M,N) = N logN − (m+N) log(m+N) +m+m log ξ∗ +m logN. (A.3)
Moreover, Θ1(M,N) ≤ −aN with a = | log ξ∗|2 if ξ∗ < e−2. This implies that from this
contribution we obtain the right decay. We control the second contribution.
Θ2(M,N) = N logN − (m+N) logN − (m+N) log(1 + m
N
) +m log ξ∗ +m logN +m
= −(m+N) log(1 + m
N
) +m(log ξ∗ + 1)
≤ −m log(1 + m
N
)−m | log ξ∗|
2
≤ −m,
if 0 < ξ∗ < e−2. Therefore we get ΨN (ξ∗N) ≤ e−aN
∑∞
m=0 e
−m and we have
ΨN (ζ) ≤ ΨN (ξ∗N) ≤ e
e− 1 e
−aN .

The following Lemma allows us to control the size of the displacement of the position of
the tagged particle after a coalescence event.
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Lemma A.2 Suppose that X0 = 0 and let us consider the CTP dynamics in the reference
frame in which the obstacles move towards the tagged particle. Assume that the tagged particle
evolves only by means of binary collisions between the tagged particle (Xk, Vk) and the obstacle
(xk+1, vk+1). Let dk+1 be the maximal distance between particles colliding by means of binary
collisions, i.e. dk+1 ≤
(
3
4pi
) 1
3 (V
1
3
k + v
1
3
k+1). Then the particle position and volume are given
by Xk+1 = Xk +
vk+1
Vk+vk+1
(xk+1 −Xk), Vk+1 = Vk + vk+1 and the following estimate holds
|Xk| ≤ 9
2pi
φ
1
3 (V
1
3
k − V
1
3
0 ).
Proof: The iterative formula giving (Xk+1, Vk+1) is just a reformulation of the CTP dynamics
in this particular setting (see (2.6)). We note that |Xk+1| ≤ |Xk|+ vk+1Vk+vk+1φ
1
3dk and we rescale
Xk as Xk =
3
4pi
1
3φ
1
3 ξk. Then we have
|ξk+1| ≤ |ξk|+ vk+1Vk+vk+1 (V
1
3
k + v
1
3
k+1)
|ξ0| = 0,
Vk+1 = Vk + vk+1.
Iterating we then obtain
|ξk| ≤
∑k
j=1
vj
Vj
(V
1
3
j−1 + v
1
3
j ) =
∑k
j=1
vj
Vj
V
1
3
j−1 +
∑k
j=1
v
4
3
j
Vj
Vk =
∑k
j=1 vj with v0 = V0.
(A.4)
We estimate the first contribution in the right hand side of (A.4) as
k∑
j=1
vj
Vj
V
1
3
j−1 ≤
k∑
j=1
vj
V
2
3
j
=: Jk
since Vj−1 ≤ Vj . Moreover, we note that vj = Vj − Vj−1 thus
Jk =
k∑
j=1
(Vj − Vj−1)
V
2
3
j
=
k∑
j=1
(V
1
3
j − V
1
3
j−1) +
k∑
j=1
V
1
3
j−1
(
1− V
2
3
j−1
V
2
3
j
)
≤ (V
1
3
k − V
1
3
0 ) +
k∑
j=1
Vj−1
(V 23j − V 23j−1
V
2
3
j
)
.
To control the second contribution in the sum above we use that (1 + x)n ≤ 1 + nx for x ≥ 0
and 0 ≤ n ≤ 1. Hence
k∑
j=1
Vj−1
(V 23j − V 23j−1
V
2
3
j
) ≤ k∑
j=1
Vj−1
(
(
Vj−1 + vj)
2
3 − V
2
3
j−1
V
2
3
j
) ≤ 2
3
k∑
j=1
Vj−1
vj
V
2
3
j
=
2
3
Jk.
It follows that
Jk ≤ (V
1
3
k − V
1
3
0 ) +
2
3
Jk (A.5)
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and
Jk ≤ 3(V
1
3
k − V
1
3
0 ). (A.6)
We now consider the second term in the right hand side of (A.4) and we obtain
Ik :=
k∑
j=1
v
4
3
j
Vj
=
k∑
j=1
V
1
3
j
( vj
Vj
) 4
3 =
k∑
j=1
V
1
3
j
((Vj − Vj−1)
Vj
) 4
3
≤
k∑
j=1
V
1
3
j
(Vj − Vj−1)
Vj
=
k∑
j=1
(Vj − Vj−1)
V
2
3
j
= Jk.
(A.7)
Therefore, using (A.6), we get
|ξk| ≤ Ik + Jk ≤ 2Jk ≤ 6(V
1
3
k − V
1
3
0 ) (A.8)
and, in terms of Xk,
|Xk| ≤ 3
4pi
φ
1
3 (Ik + Jk) ≤ 9
2pi
φ
1
3 (V
1
3
k − V
1
3
0 ). (A.9)
This concludes the proof. 
B Proof of Proposition 5.1 when the obstacles have the same
size
In order to clarify the argument used to prove Proposition 5.1 we present in this appendix a
simpler case. More precisely here we assume that the volumes distribution function is given
by G(v) = δ(v−1). This means that all the obstacles have the same volume and for simplicity
we assumed that v = 1.
Proposition B.1 Let G(v) ∈ M+([0,∞)) be such that G(v) = δ(v − 1). Then there exists
a φ∗ = φ∗(v∗) > 0 such that for any φ ≤ φ∗ and any (Y0, V0) ∈ R3 × [0,∞) there exists
Ω∗ ⊂ Ω, Ω∗ ∈ Σ where Σ is the σ−algebra defined in Section 2.1 such that P(Ω∗) = 1 and
such that for any ω ∈ Ω∗ the sequence (5.1) has the property that mj <∞ for any j ∈ N.
The main simplification in the proof is due to the fact that the dependence on v of the
domains W(?), F(?) and B(?) can be removed. This makes easier to understand the geometry
behind the argument. Indeed in this case (5.2), (5.3), (5.6) and (5.7) become
W(?)(ω, ξ
(?−1)) := B
4
3pi
(V
1
3
?−1+1
1
3 )
(X?−1), (B.1)
F?(ξ
(?−1)) = F?−1(ξ(?−2)) ∪W(?)(ω, ξ(?−1)), (B.2)
B?(ξ
(?−1)) := W(?)(ω, ξ(?−1)) \ F?−1(ξ(?−2)) ⊂ R3. (B.3)
We now introduce the following sequence of events {Ωk}, the analogous of (5.17), (5.18),
(5.19) in this setting. More precisely
Ω1 := {ω : ∃xk ∈ ω s.t. xk ∈ B1(ξ(?−1))}, (B.4)
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Ω2 := {ω ∈ Ω1 : ∃xk ∈ ω s.t. xk ∈ B2(ξ(1))}. (B.5)
and by iterating
Ωk := {ω ∈ Ωk−1 : ∃xj ∈ ω s.t. xj ∈ Bk(ξ(k−1))}. (B.6)
We observe that the sequence above is such that Ωk+1 ⊂ Ωk ∀k. Our strategy to prove
Proposition 5.1 will be to show that
∑∞
n=1 P(Ωn) < ∞ and to apply then Borel-Cantelli
Lemma.
We now compute P(Ωn). We start from
P(Ω1) =
∞∑
n=1
e−φ|B1(ξ
(0))|φn
n!
(|B1(ξ(k−1))|)n.
By iterating, at level k ≥ 1 we have
P(Ωk) =
∞∑
n1=1
∞∑
n2=1
· · ·
∞∑
nk=1
φn1+n2+···+nk
n1!n2! . . . nk!
∫
B1(ξ(0)))n1
dx
¯
(1)
∫
B2(ξ(1)))n2
. . .
∫
Bk(ξ(k−1)))nk
dx
¯
(k)
e−φ|B1(ξ
(0))|−φ|B2(ξ(1))|−···−φ|Bk(ξ(k−1))|.
(B.7)
In order to estimate P(Ωk) we control |Bk(ξ(k−1))|. We consider the displacement of the
position and the volume of the tagged particle in the coalescence step. More precisely we
have
|Yl+1 − Yl| ≤ nl+1(Rl + 1)
Vl + nl+1
, Rl =
3
4pi
V
1
3
l , (B.8)
Vl+1 = Vl + nl+1. (B.9)
Moreover, since Bl+2(ξ
(l+1)) ⊂Wl+2(ω, ξ(l+1)) \Wl+1(ω, ξ(l)) it follows that
|Bl+2(ξ(l+1))| ≤ |Wl+2(ω, ξ(l+1)) \Wl+1(ω, ξ(l))|. (B.10)
We now claim that
|Bl+2(ξ(l+1))| ≤ Knl+1 ∀ l ≥ 0 (B.11)
with K > 0 a geometrical constant. We remark that (B.11) is the analogous of Lemma
5.2. We set ∆ := Wl+2(ω, ξ
(l+1)) \Wl+1(ω, ξ(l)). The proof of (B.11) follows from a simple
geometrical argument. See Figure 2.
We consider separately two different cases.
i) If nl+1 ≥ 2Vl it is straightforward to see that |∆| ≤ Knl+1, where K > 0 is a geometrical
constant.
ii) If nl+1 ≤ 2Vl then (B.8) implies |Yl+1 − Yl| ≤ C nl+1R2l and using Taylor approximation
formula we have (Vl + nl+1)
1
3 − V
1
3
l ≤ C nl+1R2l . Simple geometry then shows that also in
this case |∆| ≤ Knl+1, where K > 0 is a geometrical constant.
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Figure 2: The domain ∆.
We have then proved (B.11). We now come back to the estimate of P(Ωk). We firstly consider
the main contribution for φ small in (B.7), which is given by the terms with n1 = · · · = nk = 1.
We have
φ|B1(ξ(0))|e−φ|B1(ξ(0))|φ|B2(ξ(1))|e−φ|B2(ξ(1))| . . . φ|Bk(ξ(k−1))|e−φ|Bk(ξ(k−1))| ≤ C(V0 + 1)(Kφ)k
where we used (B.11) in the last inequality. We consider now the k-th contribution in P(Ωk).
We distinguish between the cases |Bk(ξ(k−1))| ≤ 1√φ and |Bk(ξ(k−1))| > 1√φ . We obtain
P(Ωk) =
∞∑
n1=1
∞∑
n2=1
· · ·
∞∑
nk=1
φn1+n2+···+nk
n1!n2! . . . nk!
∫
B1(ξ(0))n1
dx
¯
(1)
∫
B2(ξ(1)))n2
. . .
∫
Bk(ξ(k−1)))nk
dx
¯
(k)
e−φ|B1(ξ
(0))|−φ|B2(ξ(1))|−···−φ|Bk(ξ(k−1))|
χ({ξ : |Bk(ξ(k−1))| ≤ 1√
φ
}) + χ({ξ : |Bk(ξ(k−1))| > 1√
φ
})
=: P(Ωk)(1) + P(Ωk)(2).
(B.12)
From the nk-th contribution in P(Ωk)(1) we get
∞∑
nk=1
φnk
nk!
e−φ|Bk(ξ
(k−1))||Bk(ξ(k−1))|nk ≤ (1− e−φ|Bk(ξ(k−1)|) ≤
√
φ.
Therefore we obtain
P(Ωk)(1) ≤
√
φP(Ωk−1).
For what concerns P(Ωk)(2) we note that since
1√
φ
< |Bk(ξ(k−1))| ≤ Knk−1 it follows that
nk−1 ≥ 1K√φ . Hence
P(Ωk)(2) ≤
∞∑
n1=1
∞∑
n2=1
· · ·
∑
nk−1≥ 1K√φ
φn1+n2+···+nk−1
n1!n2! . . . nk−1!
∫
B1(ξ(0))n1
dx
¯
(1)
∫
B2(ξ(1)))n2
. . .
∫
Bk−2(ξ(k−3)))
nk−2
dx
¯
(k−2)
|Bk−1(ξ(k−2)|e−φ|B1(ξ(0))|−φ|B2(ξ(1))|−···−φ|Bk−1(ξ(k−2))|.
(B.13)
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We now distinguish between the cases |Bk−1(ξ(k−2)| ≤ ξ∗
2Kφ
3
2
and |Bk−1(ξ(k−2)| > ξ∗
2Kφ
3
2
where
K is as in (B.11) and ξ∗ is as in Lemma A.1 and iterate. We then obtain, as in the proof
of Proposition 5.1, the inequality (5.38) where now JN1 =
∑
n1≥N1
φn1 |B1(ξ(0))n1 |
n1!
e−φ|B1(ξ(0))|.
Therefore as in the proof of Proposition 5.1 we get (5.41) with ε < 14 .
Using Lemma 5.4 we conclude that P(Ωk) ≤ (4ε)k−k∗ for any k ≥ k∗. Then
∑∞
k=1 P(Ωk) <
∞ and, using Borel-Cantelli Lemma, the proof follows.
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