Let S m,n be the graph on the vertex set Z m ×Z n in which there is an edge between (a, b) and (c, d) if and only if either (a,
Introduction
An independent set in a simple and loopless graph G is a subset of the vertex set of G with the property that no two vertices in the subset are adjacent. The family of independent sets in G forms a simplicial complex, the independence complex Σ(G) of G.
The purpose of this paper is to analyze the independence complex of square grids with periodic boundary conditions. Specifically, define S m,n to be the graph with vertex set Z m ×Z n and with an edge between (a, b) and (c, d) if and only if either (a, b) = (c, d±1) or (a, b) = (c ± 1, d) (computations carried out modulo (m, n)). Defining L m,n := mZ × nZ, we may identify the vertex set of S m,n with the quotient group Z 2 /L m,n . In particular, we may refer to vertices of S m,n as cosets of L m,n in Z 2 . To avoid misconceptions, we state already at this point that we label elements in Z 2 according to the matrix convention; (i, j) is the element in the ith row below row 0 and the jth column to the right of column 0. Properties of Σ m,n := Σ(S m,n ) were discussed by Fendley, Schoutens, and van Eerten [4] in the context of the "hard square model" in statistical mechanics. This model deals with configurations of non-overlapping ("hard") squares in R 2 such that the four corners of any square in the configuration coincide with the four neighbors (x, y ± 1) and (x ± 1, y) of a lattice point (x, y) ∈ Z 2 . Identifying each such square with its center (x, y), one obtains a bijection between members of the complex Σ m,n and hard square configurations that are invariant under the translation maps (x, y) → (x + m, y) and (x, y) → (x, y + n). See Figure 1 for an example. It is a straightforward exercise to prove that Tr ((T m (z)) n ) = Z(Σ m,n ; z).
In particular, Tr((T m (−1)) n ) = Z(Σ m,n ). Let P m (t) be the characteristic polynomial of T m (−1); hence P m (t) := det(tI − T m (−1)).
Conjecture 2 (Fendley et al. [4]). For every m ≥ 1, all roots of P m (t) are roots of unity. Specifically, P m (t) is a product consisting of the linear polynomial t − 1 and a number of factors of the form t
s ± 1 such that gcd(m, s) = 1.
Another of the main results of this paper is a proof of Conjecture 2; see Theorem 3.4 below.
Balanced rhombus tilings
Our proofs of Conjectures 1 and 2 are based on a concrete formula for Z(Σ m,n ) in terms of certain rhombus tilings of the plane; see Theorem 1.1 below. The kind of rhombus tiling that we are interested in has the following properties:
• The entire plane is tiled.
• The intersection of two rhombi is either empty, a common corner, or a common side.
• The four corners of each rhombus belong to Z 2 .
• Each rhombus has side length √ 5, meaning that each side is parallel to and has the same length as (1, 2), (−1, 2), (2, 1), or (−2, 1).
Most rhombus tilings in the literature are built from rhombi with completely different measures; the acute angle in the rhombi is typically 60 degrees (in the case of hexagon tilings) or 36 or 72 degrees (in the case of Penrose tilings). For more information and further references, see Fulmek and Krattenthaler [6, 7] in the former case and Penrose [10] and de Bruijn [2] in the latter case. As far as we know, our tilings have very little, if anything, in common with these tilings.
One easily checks that a rhombus tiling with properties as above is uniquely determined by the set of rhombus corners in the tiling. From now on, we always identify a rhombus tiling with this set. We refer to a rhombus of area k as a k-rhombus. There are six kinds of rhombi in which all corners are integer points and all sides have length √ 5: two 3-rhombi, two 4-rhombi, and two 5-rhombi; see Figure 2 . Note that the 5-rhombi are squares. We will restrict our attention to tilings of the plane with 4-and 5-rhombi (i.e., the four rightmost rhombi in Figure 2 ); see Figure 3 for an example. Such rhombi have the property that if we divide them into four pieces via a horizontal and a vertical cut through the center, then the four resulting pieces all have the same size and shape (up to rotation and reflection). For this reason, we refer to tilings with only 4-and 5-rhombi as balanced. Further rationale for this terminology is given in Proposition 2.1.
Relating Σ m,n to balanced rhombus tilings
A rhombus tiling ρ is (m, n)-invariant if ρ is invariant under translation with the vectors (m, 0) and (0, n). Let R m,n be the family of balanced (m, n)-invariant rhombus tilings. Each (m, n)-invariant rhombus tiling is a union of cosets of L m,n ; recall that we identify a given tiling with its set of corners. We define R 
The following theorem provides a concrete formula for Z(Σ m,n ) in terms of balanced rhombus tilings. See Section 5 for a proof of Theorem 1.1. In Section 3, we settle Conjecture 1 by proving that R m,n is empty whenever gcd(m, n) = 1; see Theorem 2.7. Analyzing R + m,n and R − m,n in greater detail, showing that they satisfy certain nice enumerative properties, we also settle Conjecture 2; see Theorem 3.4. What we obtain is a formula for the characteristic polynomial P m (t) in terms of rhombus tilings.
A generalization
When proving Theorem 1.1, we will consider a slightly more general situation. Let S be the infinite two-dimensional square grid; S is the infinite graph on the vertex set Z 2 in which there is an edge between (a 1 , a 2 ) and (b 1 , b 2 ) if and only if |a 1 
Throughout this paper, u := (u 1 , u 2 ) and v := (v 1 , v 2 ) are two linearly independent vectors in Z 2 . The canonical special case is u = (m, 0) and v = (0, n). Let u, v be the subgroup of Z 2 generated by u and v. We consider the finite graph S u,v on the vertex set We refer to a rhombus tiling as u, v -invariant if the tiling is invariant under the translation x → x + w for every w ∈ u, v . Of course, this is equivalent to the tiling being invariant under the two translations x → x + u and x → x + v. Define R u,v to be the family of balanced u, v -invariant rhombus tilings. Let R + u,v be the subfamily of R u,v consisting of those rhombus tilings with an even number of cosets of u, v and write
. Our generalization of Theorem 1.1 reads as follows:
where θ d is defined as in (1) in Section 1.3. [8] that one may exploit the nice structure of balanced rhombus tilings to detect nonvanishing free homology in dimension k − 1 whenever there are balanced u, v -invariant rhombus tilings with exactly k cosets of u, v .
Organization of the paper
We deal with periodic and balanced rhombus tilings in Section 2, proving that such tilings satisfy certain nice properties. Section 3 is devoted to settling Conjectures 1 and 2, assuming that Theorem 1.2 is true; we postpone the difficult proof of Theorem 1.2 until Section 5. Translation permutations form an important part of this proof; we discuss such permutations in Section 4. Finally, we make some concluding remarks in Section 6.
Periodic and balanced rhombus tilings
For any element x ∈ Z 2 , define s(x) := x + (1, 0) (south), e(x) := x + (0, 1) (east), n(x) := x + (−1, 0) (north), and w(x) := x + (0, −1) (west); recall our matrix convention for indexing elements in Z 2 . Given a set σ, we refer to an element x as blocked in σ if at least one of its neighbors s(x), e(x), n(x), and w(x) belongs to σ. Such a neighbor is said to block x. Proof. (=⇒) Suppose that ρ is a balanced rhombus tiling. By symmetry, it suffices to consider the case t = u = 1. If both y := se 2 (x) and z := s 2 e(x) belong to ρ, then the rhombus defined by the three corners x, y, z has area three and is hence not allowed. If neither y nor z belongs to ρ, then we have another contradiction, as the region just to the south-east of p cannot be a 4-or 5-rhombus; consider Figure 2 .
(⇐=) Suppose that ρ satisfies the latter condition in the lemma. Partition Z 2 into regions by drawing a line segment between any two elements in ρ on distance √ 5. By symmetry, it suffices to prove that the region just to the east of any element x in ρ is a 4-or 5-rhombus. We have four cases:
• y := se 2 (x) and z := ne 2 (x) belong to σ. Since n 2 e(y) = e(z) is blocked by z, we have that ne 2 (y) = e 4 (x) belongs to σ, which yields a 4-rhombus.
• y := se 2 (x) and z := n 2 e(x) belong to σ. Since s 2 e(z) = n(y) is blocked by y, we have that se 2 (z) = ne 3 (x) belongs to σ, which yields a 5-rhombus.
• s 2 e(x) and ne 2 (x) belong to σ. By symmetry, this case is analogous to the second case.
• y := s 2 e(x) and z := n 2 e(x) belong to σ. If e 2 (x) / ∈ σ, then y := se 2 (z) ∈ σ. However, sw 2 (y ) = e(x) is blocked by x and hence not in σ. Moreover, s 2 w(y ) = se 2 (x) is not in σ either, because s 2 e(x) ∈ σ. This is a contradiction; hence e 2 (x) belongs to σ, which yields a 4-rhombus. Figure 5 : Illustration of the functions α and β. As predicted by Lemma 2.2, we have that
Let ρ be a balanced rhombus tiling. For a given element p ∈ ρ, let α(p) be the one element among s 2 e(p) and se 2 (p) that belongs to ρ; by Proposition 2.1, α(p) is welldefined. Furthermore, let β(p) be the one element among n 2 e(p) and ne 2 (p) that belongs to ρ. See Figure 5 for an illustration. By symmetry, α and β have well-defined inverses; hence α r (p) and β r (p) are well-defined for all r ∈ Z.
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for all p ∈ ρ and r, s ∈ Z.
Proof. The lemma is trivially true for r = 0 or s = 0. By symmetry, it suffices to consider the case r, s ≥ 1. Use induction on r, s. For r = s = 1, we have that p, α(p), β(p) constitute three of the corners in a rhombus contained in the tiling. The fourth corner is clearly α(p) + β(p) − p, which is equal to β(α(p)) and α(β(p)) as desired. This also yields that α and β commmute. Now, suppose that either r or s, say s, is at least two. Assuming inductively that the lemma holds for smaller values of s, we obtain that
The following lemma is straightforward to prove.
Lemma 2.3. Let ρ be a balanced rhombus tiling and let p, q ∈ ρ. Then there are unique integers r and s such that
; by symmetry, this is well-defined for i ≤ 0.
Corollary 2.4. Let ρ be a balanced rhombus tiling, let p ∈ ρ, and let
Proof. By Lemma 2.2, we have that
The proof for i (q) is analogous.
Recall that u and v are linearly independent integer vectors. Let ρ be a balanced u, v -invariant rhombus tiling. By finiteness of Z 2 / u, v and Lemma 2.2, the sequences x(p) and y(p) are the axes of ρ. See Figure 6 for an illustration. We claim that the axes do not depend on the choice of origin p. Namely, if q := α r • β s (p), then Corollary 2.4 yields that
By symmetry, the same property holds for y(p). We summarize: To prove that {p r,s : r, s ∈ Z} is a rhombus tiling, it suffices by Proposition 2.1 to show that p r,s is not equal or adjacent to p r ,s unless (r, s) = (r , s ). This is a straightforward exercise.
Since
follows that x and y are integer multiples of the axes of the tiling. This settles the other direction in the first part of the proof.
To compute the number of rhombus tilings with desired properties, note that the previous results of this section imply that these tilings have properties as described in this proof, except that we do not necessarily have that (0, 0) is a corner.
First, let us compute the number of tilings having (0, 0) as a corner such that the rhombus P in which (0, 0) is the western corner has a given fixed area. The number of sequences {δ i } such that δ 1 = (1, 2) is tilings such that the area of P is four. Now, let us compute the total number of tilings. Fixing as starting point p 0,0 the western corner of the rhombus in which (0, 0) is either the western corner or an interior point, we obtain that the total number of tilings that we want to compute equals 
. This is easily seen to equal the expression in the theorem; hence we are done. 
However, we also have that the determinant x 1 y 2 + x 2 y 1 divides mn. Define m 0 and n 0 such that x 1 y 2 + x 2 y 1 = m 0 n 0 , where m 0 |m and n 0 |n. Since
it follows that m 0 divides x 1 and y 1 and that n 0 divides x 2 and y 2 . As a consequence,
is an integer matrix with unit determinant, which is impossible.
Establishing Conjectures 1 and 2
For continuity, we show how to deduce Conjectures 1 and 2 from Theorem 1.2 before actually proving the theorem, which we do in Section 5. Nothing in the present section is used in Sections 4 and 5. Proof. This is an immediate consequence of Theorems 1.2 and 2.7. For m ≥ 1, let R m be the family of balanced rhombus tilings that are (m, n)-invariant for some n ≥ 1.
1 For two vectors x and y to satisfy the conditions in Theorem 2.6, we must have that x 1 + y 1 ≤ m. In particular, there are only finitely many vectors x and y with desired properties, which implies that R m is a finite family.
Equivalently,
where θ m is defined as in (1) in Section 1.3. Let α and β be defined as in Section 2 (recall Figure 5 ). Lemma 2.3 yields unique elements r and s such that α r β −s (p 0 ) = p m . It is clear that r and s are both positive. Figure 7 for an illustration.
We claim that p m − p and p 0 − p are multiples of the two axes of the tiling ρ. Namely, let t be an integer. By Lemma 2.2, we have that
As a consequence,
which implies that the period of (δ i (p) : i ∈ Z) divides r. Analogously, we obtain that the period of
The claim follows. To summarize, there is one rhombus tiling to count for each point p and each pair of paths (P 0 , P m ) from p 0 and p m , respectively, to p with allowed steps being (1, −2) and (2, −1) for P 0 and (−1, −2) and (−2, −1) for P m . See Figure 7 for an illustration.
Going The remaining case is that the second coordinates of the first steps in P 0 and P m do not coincide. By symmetry, we may assume that the steps are (1, −2) and (−2, −1), which yields the identity p m = p 0 + (m − 3, 1). Let c m−3 be the number of such paths. We obtain the recursion
Now, proceed with the last case and go another step on the path P m . First, suppose that the second step is (−1 
, we obtain that b 4 = 2 and hence that
It remains to compute the total number of tilings, not only those containing the origin. Let p 0 be the point in a given tiling ρ with the property that the origin equals p 0 or is an the electronic journal of combinatorics 13 (2006), #R67
inner point in the rhombus with eastern corner p 0 . Using exactly the same approach as above, taking one step on each of the paths P 0 and P m , we obtain that
use (2) for the second equality. To understand the first equality, note that the first term corresponds to the case that the first steps in P 0 and P m are (1, −2) and (−1, −2), respectively. This yields a 4-rhombus just to the west of p 0 , which explains the factor four. The other three terms are explained in the same manner.
Applying (3) and observing that |R 1 | = |R 3 | = 0 and |R 2 | = 4, we conclude that
A straightforward computation yields the identities in the theorem. 
where θ m is defined as in (1) ∈ σ and such that at most one of m − 2 and 0 belongs to σ. We obtain a bijection from Σ 1 to Σ(C m−1 ) by removing the vertex m − 1. The remaining family Σ 2 consists of all σ such that either of the following holds:
• m − 2, 0 / ∈ σ and m − 1 ∈ σ.
We obtain a bijection from 
where
Remark. Note that all but finitely many factors in the right-hand side of (4) are equal to one. Note that
the second equality is true for any matrix. Writing θ m,n := θ gcd(m,n) and applying Theorem 1.2, we conclude that it suffices to prove that
Now, by construction, we have that
Thus it remains to prove that
This is a straightforward exercise in all four cases; hence (4) follows.
Proof of Conjecture 2. Let ρ and ρ be the rhombus tilings in Figure 8 . One easily checks that ρ ∈ R + 2k and ρ ∈ R + 6k for each integer k and also that ν(ρ) = 4 and ν(ρ ) = 6. In particular, for m such that gcd(m, 6) = 2, the right-hand side of (4) contains a factor t 4 − 1. Multiplying with g m (t) = (t + 1) −1 , we obtain (t 2 − 1)(t − 1). For m such that gcd(m, 6) = 6, the right-hand side of (4) contains a factor (t 4 − 1)(t 6 − 1). This time, multiplication with g m (t) = (t + 1)
. To see that every factor t s ±1 in P m (t) (except the one linear term t−1) satisfies gcd(s, m) = 1, simply note that we cannot have ν(ρ) = n if ρ ∈ R m and gcd(m, n) = 1; apply Theorem 2.7.
Properties of translation permutations
Recall that s(x) = x + (1, 0), e(x) = x + (0, 1), and V u,v = Z 2 / u, v . We present basic facts about translation permutations of the form s a e b : V u,v → V u,v . We do this in preparation for our proof of Theorem 1.2 in Section 5. Before proceeding, let us introduce some conventions for figures, which will be used throughout the remainder of the paper. We identify each point in Z 2 with a unit square; two vertices being joined by an edge means that the corresponding squares share a common side. In any picture illustrating a subset σ of V u,v restricted to a given piece of S u,v , the following conventions apply for a given vertex x:
• x ∈ σ: the square representing x is black.
• x / ∈ σ: the square is white.
• The status of x is unknown or unimportant: the square is gray.
See Figure 9 for an example. Figure 10: For π = se, the elements x 0 , x 1 , x 2 , and y 3 are (π, σ)-free, because they are all unblocked, x 0 , y 3 ∈ σ, and π −2 (x 2 ) = π −1 (x 1 ) = x 0 . However, x 3 , y 0 , y 1 , and y 2 are not (π, σ)-free; x 3 and y 0 are blocked by y 3 and x 0 , respectively, whereas
note the minus sign. If no such ξ exists, we define ξ π,σ (y) := ∞. We say that y is (π, σ)-free if ξ π,σ (y) < ∞ and all elements in the set {y, π −1 (y), . . . , π −ξπ,σ(y) (y)} are unblocked in σ; hence σ + z ∈ Σ u,v whenever z belongs to this set. See Figure 10 for an example. Proof. This is immediate from the definition. 
Proof. Clearly, σ + y ∈ Σ u,v . Moreover, y is (π, σ − y)-free, because y is unblocked and y = π(x), which belongs to σ. Now, let z be some element outside σ + y. First, suppose that z is (π, σ + y)-free but not (π, σ − y)-free. This implies that ξ σ+y (z) = ξ σ−y (z). The only possibility is that
However, since y is unblocked, this means that z is (π, σ − y)-free, which is a contradiction.
Next, suppose that z is (π, σ − y)-free but not (π, σ + y)-free. This means that y is blocking some element 
Then the exponent of the translation permutation s
Proof. We have that (s a e b ) k is the identity if and only if there are integers λ, µ such that
This implies that
As a consequence, the given λ and µ yield a solution to (5) if and only if c is an integer
Remark. One easily checks that gcd(
Proof of Theorem 1.2
The goal of this section is to prove Theorem 1.2, which we restate for convenience:
The proof approach is to define a matching on Σ u,v \ {∅} such that every matched pair {σ, τ } cancels out, meaning that |σ| ≡ |τ | (mod 2). Counting the unmatched sets, taking into account the parity of the sets, we will obtain the desired formula. We stress that our matching is purely combinatorial in nature and does not admit a topological interpretation in the language of discrete Morse theory [5] .
By symmetry,
). This will be of some help in Step 12 at the end of the proof.
We divide the proof of Theorem 1.2 into several steps. Since the vectors u and v will be the same throughout the proof, we suppress u and v from notation and write Σ instead of Σ u,v .
Figure 11: x 1 and x 2 belong to (se) * (σ); they are both unblocked and (se)
However, x 3 , y 0 , y 1 , and y 2 do not belong to (se) * (σ); x 3 and y 0 are blocked, whereas (se) −2 (y 2 ) = (se) −1 (y 1 ) = y 0 .
Step 1: Partitioning Σ into subfamilies Σ 0 and ∆ For a permutation π and a set σ ∈ Σ, let π * (σ) be the set of (π, σ)-free elements. In this first step, we consider the set (se) * (σ); see Figure 11 for an illustration. Note that (se) −1 = nw. We partition Σ into two sets:
• Σ 0 is the subfamily of Σ consisting of all σ with the property that (se) * (σ) contains an element x such that nw(x) ∈ (se) * (σ) and (nw) 2 (x) / ∈ (se) * (σ).
• ∆ = Σ \ Σ 0 .
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Step 2: Getting rid of Σ 0 For any set X, let Σ 0 (X) be the subfamily of Σ 0 consisting of all sets σ such that (se) * (σ) = X. We want to define a perfect matching on Σ 0 (X). Assume that this family is nonempty. In particular, there is an element x in X such that nw(x) ∈ X and (nw)
2 (x) / ∈ X. To obtain the matching, note that nw(x) ∈ σ whenever σ ∈ Σ 0 (X), because x is (se, σ)-free, whereas (nw)
2 (x) is not. By Lemma 4.3, we have that (se)
As a consequence, we obtain a perfect matching on Σ 0 (X) by pairing σ − x and σ + x. We summarize:
Step 3: Proceeding with the remaining family ∆ It remains to consider the family ∆ consisting of all sets σ in Σ with the property that (se) * (σ) does not contain any element x such that nw(x) ∈ (se) * (σ) and (nw)
For a set σ ∈ Σ and a permutation π, we say that an element
i ∈ Z} is a subset of π * (σ); we refer to this subset as a π-cycle. Note that any π-cycle is also a π −1 -cycle, and vice versa. Let π ∞ (σ) be the set of π-cyclic elements in π * (σ).
* (σ). Indeed, these two properties characterize ∆ within Σ.
Proof. For the first part of the lemma, it suffices to prove that y := se(x) is blocked in σ. Namely, since x blocks n(y) = e(x) and w(y) = s(x), the element blocking y must be either s(y) = s 2 e(x) or e(y) = se 2 (x). Let k ≥ 0 be minimal such that (nw)
The only possibility is that k = 0, which settles the claim. The other statements in the lemma are obvious.
x * * * * Figure 12 : The situation around an element x in (n 3 w 3 ) * (σ), where σ ∈ ∆ and x ∈ (se) ∞ (σ). The elements marked with stars being absent is a consequence of Lemma 5.3.
For σ ∈ ∆, we will consider the set (n 3 w 3 ) * (σ) of (n 3 w 3 , σ)-free elements. Hence instead of going one step in the south-east direction, we go three steps in the opposite direction. 
We use induction on ξ(x) := ξ (n 3 w 3 ) * ,σ (x) to prove the lemma. If ξ(x) = 0, meaning that 
Lemma 5.4. Suppose that σ ∈ ∆ and s
Proof. Write y := s 2 e(x), z := se 2 (x), and x := s 3 e 3 (x). Clearly, these elements do not belong to se
In particular, x is free unless x is blocked in σ. However, applying Lemma 5.3 to y, we obtain that s(x) and w(x) do not belong to σ, whereas the same lemma applied to z yields that e(x) and n(x) do not belong to σ. Hence x is not blocked in σ, and we are done. See Figure 13 for an illustration.
, then the following hold:
• Either s 2 e(x) or se 2 (x) belongs to (n 3 w 3 ) * (σ). 
Note that x i is not necessarily equal to x i for 1 ≤ i ≤ 2k; we defined the elements x i just to be able to deduce that there is some infinite sequence. . By the proof, y 12 , y 13 ∈ (n 3 w 3 ) * (σ). We obtain a path from x 11 = x r to x 4 = x j−1 and hence a cycle through x j−1 , which contradicts the minimality of j. One may proceed to prove that the elements marked with stars also belong to (n 3 w 3 ) * (σ).
We illustrate the following construction in Figure 14 . Let j ≥ 0 be minimal such that x j = x k for some k > j. We assume that we have chosen the sequence {x i : i ≥ 0} such that j is as small as possible.
To prove the lemma, it suffices to show that j = 0. Namely, x k−1 will then be an element contradicting the assumption about n 2 w(x) and nw 2 (x) not belonging to (n 3 w 3 ) * (σ). Assume to the contrary that j > 0. We have that x j−1 and x k−1 are distinct by the minimality of j. There are two possibilities:
x i+2 , and s 2 e(y i ) = nw 2 (x i+2 ) = y i+1 , Lemma 5.4 implies that y i ∈ (n 3 w 3 ) * (σ), which settles the claim. Now, we may form a new sequence by replacing x i with y i for i = r + 1, . . . , k − 1. Since y k−1 = x j−1 , this contradicts the minimality of j. Hence we must have that j = 0.
• x j−1 = n 2 w(x k ) and x k−1 = nw 2 (x k ). By symmetry, this case is proved in exactly the same manner as the previous case.
Corollary 5.6. If σ belongs to ∆, then so does
Proof. By Lemma 4.2, (n 3 w 3 ) * (σ) belongs to Σ whenever σ belongs to Σ. It remains to prove that (n 3 w 3 ) * (σ) belongs to ∆ whenever σ belongs to ∆. By Lemma 5.2, this is equivalent to saying the following: Whenever x ∈ (n 3 w 3 ) * (σ)\(se) ∞ (σ), at least one of the elements s 2 e(x) and se 2 (x) belongs to (n 3 w 3 ) * (σ). This is a consequence of Lemma 5.5. and z i blocking each other is a consequence of the fact that the "y-path" and the "z-path" intersect.
Lemma 5.7. Suppose that σ ∈ ∆ and x, s 2 e(x), se
Proof. Assume the opposite. We illustrate the following construction in Figure 15 . Let k be minimal such that x k := (s 3 e 3 ) k (x) is blocked in σ. Such a k exists, because x r = x for sufficiently large r, and x 1 , . . . , x r−1 cannot be all unblocked, as x 1 / ∈ (n 3 w 3 ) * (σ). For the same reason, x 2 , . . . , x k / ∈ (n 3 w 3 ) * (σ). Let y ∈ σ be an element blocking where π ∈ {n, w, e, s}. By symmetry, we may assume that π is either s or w, meaning that y is "below" the line through 
Such an i exists, because (0, 2a 1 −3, 2a 2 −6, . . . , 2a 2k −6k) and (0, 2b 1 −3, 2b 2 −6, . . . , b 2k − 6k) both form sequences such that adjacent entries differ by exactly one and such that all entries are nonnegative. Now,
Hence y 2k−i and z i block each other, which is a contradiction.
Step 4: Partitioning ∆ into subfamilies Γ 0 , Γ R , and Λ We consider n 3 w 3 -cycles, i.e., sets of the form {(n 3 w 3 ) i (x) : i ≥ 0}. We partition ∆ into two subfamilies:
• Γ consists of all σ such that (n 3 w 3 ) * (σ) is not a union of n 3 w 3 -cycles.
• Λ consists of all σ such that (n 3 w 3 ) * (σ) is a union of n 3 w 3 -cycles.
In this and the following steps, we consider Γ; we postpone the treatment of Λ until
Step 7. We partition Γ further into two subfamilies:
• Γ 0 is the family of all σ ∈ Γ with the property that there is an element x in D := (n 3 w 3 ) * (σ) such that s 3 e 3 (x) / ∈ D and such that either of the following holds:
(1) se 2 (x) ∈ D and n 2 e(x), ne
• Γ R = Γ \ Γ 0 .
See Figure 16 for an illustration. 
Lemma 5.8. For each D, we have that Z(Γ
Proof. Assume that Γ 0 (D) is nonempty and let σ ∈ Γ 0 (D). Let x be an element in D such that s 3 e 3 (x) / ∈ D and such that (1) or (2) holds. By symmetry, we may assume that (1) holds. Lemma 5.7 yields that we cannot have that s 2 e(x) and se 2 (x) are both in D, as this would imply that s 3 e 3 (x) ∈ D. In particular, (1) and (2) are mutually exclusive. We obviously have that x ∈ σ. Moreover, Lemma 5.2 yields that z −1 := se 2 (x) and z −2 := s 2 e 4 (x) are both in σ. We illustrate the following construction in Figure 17 let y 2i+1 = s 2 e(x 2i+2 ) and y 2i = se 2 (x 2i+1 ) for i ≥ 0. We also define y −1 := s 2 e(x 0 ); this element is not present in D. Finally, let z 2i = ne(x 2i ) and z 2i+1 = sw(x 2i+1 ). Note that the definitions of z −1 and z −2 align well with the definition of z i for i ≥ 0; see Figure 17 .
Let k := k σ ≥ 1 be minimal such that either of the following holds:
• y k−1 ∈ σ.
Such a k exists, because x j = s 3 e 3 (x 0 ) for some j. Note that Lemma 5.2 applied to x i+1 implies that z i ∈ σ for 0 ≤ i ≤ k − 2; this is because y i / ∈ σ. Since before, we know that z −1 and z −2 belong to σ.
We want to prove the following:
(i) σ − z kσ−1 and σ + z kσ−1 both belong to Γ 0 (D).
(ii) k σ remains unchanged when z kσ−1 is added to or deleted from σ.
This will yield the lemma, because we may then form a perfect matching on Γ 0 (D) by pairing σ − z kσ−1 with σ + z kσ−1 .
To prove (i), we first show that the two sets belong to ∆. Write k := k σ . First, assume that z k−1 / ∈ σ and σ ∈ Γ 0 (D). We have that z k−1 is not blocked in σ. For k = 1, this is by assumption. For k ≥ 2, two of the neighbors of z k−1 are also neighbors of x k−1 and hence blocked, whereas the other two neighbors are nw(x k−2 ) and n 2 w 2 (x k−2 ). By Lemma 5.3, these two elements are not present in σ. Moreover, thanks to x k−2 , Lemma 5.2 is true for z k−1 in σ + z k−1 . Next, assume that z k−1 ∈ σ and σ ∈ Γ 0 (D). If σ − z k−1 is not in ∆, then either we have that z k ∈ σ and x k−1 / ∈ σ or we have that x k ∈ σ and y k−1 / ∈ σ. By construction, neither of these conditions can hold.
To conclude the proof of (i), note that z k−3 is in D; this is true also for k ≤ 2. In particular, to prove that (n 3 w 3 )
, it suffices to show that z k−1 is unblocked in σ, which we did above.
It remains to prove (ii). Since k := k σ is defined in terms of {x j , y j−1 , j ≥ 1}, things may go wrong only if First, suppose that z k−1 is equal to x j for some j < k. For j = 0 and k = 1, we have that z 0 = x 0 if and only if z −1 = y −1 , which is a contradiction, as z −1 ∈ σ and y −1 / ∈ σ. For k ≥ 2, we have that {s 2 e(z k−1 ), se
2 (x j ) equals y j−1 , which is not in σ, a contradiction. Next, suppose that z k−1 is equal to y j−1 for some j < k. If j ≥ 2, then s 3 e 3 (y j−1 ) = y j−3 , which is not in σ, contradicting the fact that
However, s 4 e 2 (y 0 ) = z −2 ∈ σ, another contradiction. This concludes the proof of (ii), and we are done. 
See Figure 18 . By Lemma 5.7, se 2 (x) and s 2 e(x) cannot both belong to (n 3 w 3 ) * (σ). In particular, (1') and (2') cannot hold simultaneously.
Given a u, v -invariant set ρ, we refer to the set of cosets of u, v contained in ρ as ρ modulo u, v .
Lemma 5.9. Γ R is the family of balanced u, v -invariant rhombus tilings modulo u, v such that the first axis is not equal to (3, 3).
Proof. First, suppose that σ coincides with a balanced rhombus tiling modulo u, v in which the first axis is not equal to (3, 3) . One easily checks that σ = (n 3 w 3 ) * (σ), because all elements outside σ are blocked; consider Figure 2 . Since (3, 3) is not the first axis of the tiling, there is an element x ∈ σ such that π(x), π 2 (x) ∈ σ, where π is either s 2 e or se 2 . Since there are no anti-diagonals {q, sw(q)} in a rhombus tiling, it follows that s 3 e 3 (x) / ∈ σ. As a consequence, σ belongs to Γ. To see that σ belongs to Γ R , apply Proposition 2.1 to deduce that (1') or (2') holds for any x ∈ σ.
Next, let σ be a set in Γ R . We want to prove that σ forms a rhombus tiling as described in the lemma. Before proceeding, we observe that if σ forms a balanced rhombus tiling modulo u, v in which the first axis is equal to (3, 3) , then σ is a union of n 3 w 3 -cycles and hence in Λ rather than in Γ.
Let x 0 be an element in (n 3 w 3 ) * (σ) such that s 3 e 3 (x 0 ) / ∈ (n 3 w 3 ) * (σ). Hence (1') or (2') holds and x 0 ∈ σ. By symmetry, we may assume that (1') holds. As in the previous section, Lemma 5 2 (x 1 ) ∈ σ. Since σ belongs to Γ R , as opposed to Γ 0 , it follows that x 1 satisfies (1').
Proceeding inductively, we obtain a sequence (x j : j ≥ 0) such that each x j satisfies (1') and belongs to σ and such that x j+1 ∈ {ne 2 (x j ), n 2 e(x j )}. Since x j = x l clearly implies that x j−1 = x l−1 , we obtain that there is a k such that x 0 = x k . In particular, the sequence is periodic and can be extended to all j ∈ Z by defining x j := x j+k for negative j.
Now, let (y j : j ∈ Z) be any periodic sequence of elements in σ \ (se) ∞ (σ) such that y j+1 ∈ {ne 2 (y j ), n 2 e(y j )} for all j ∈ Z. By Lemma 5.2, for each j, either s 2 e(y j ) or se 2 (y j ) belongs to σ. Suppose that there are distinct indices i and j such that se 2 (y i ), s 2 e(y j ) ∈ σ. By periodicity, we may assume that j = i + 1. However,
which means that s 2 e(y i+1 ) and se 2 (y i ) block each other. Hence there is a fixed δ ∈ {se 2 , s 2 e} such that δ(y j ) ∈ σ for all j ∈ Z. Moreover, with y j = δ(y j ), we obtain a new periodic sequence (y j : j ∈ Z) of elements in σ \ (se) ∞ (σ) such that y j+1 ∈ {ne 2 (y j ), n 2 e(y j )} for all j ∈ Z. Write x 0,j := x j . For each j, let j ∈ {ne 2 , n 2 e} be such that j (x 0,j−1 ) = x 0,j . Induction and the above discussion yield a set {x i,j : i ≥ 0, j ∈ Z} of elements in σ and functions δ i ∈ {se 2 , s 2 e} for i ≥ 1 such that
is periodic for each j, which yields that we may extend our set to all i and hence obtain a set {x i,j : i, j ∈ Z}. Viewing this set as a subset ρ of Z 2 in the natural manner, identifying the coset x 0,0 with any of its members, we may apply Proposition 2.1 to deduce that ρ is a balanced rhombus tiling. Since each element in Z 2 \ ρ is adjacent to some element in ρ, we conclude that σ must coincide with ρ modulo u, v .
Step 7: Proceeding with the family Λ The remaining family is Λ, which consists of all independent sets σ such that ( We deal with the two cases in Step 8 and Steps 9-12, respectively, the former case being by far the easier.
Step 8: Relating the case 3 |
First, suppose that the exponent of se is not divisible by three, meaning that |V u,v |/d is not a multiple of three. In this case, γ 0 , . . . , γ d−1 are the n 3 w 3 -cycles in V u,v . As a consequence, a set σ belongs to Λ if and only if (se) * (σ) is a union of se-cycles. Moreover, we also have that there are no balanced u, v -invariant rhombus tilings with one axis equal to (3, 3) ;
* (σ) for some σ ∈ Λ if and only if τ ∈ Σ(C d ), i.e., τ is an independent set in the cycle graph C d . Let Λ(τ ) be the family of all σ ∈ Λ such that (se)
It is clear that σ stays in Σ(X τ ) and that r σ remains the same if (0, r σ ) is added to or deleted from σ. In particular, we obtain a perfect matching on Λ(τ ) \ {0 × τ } by pairing σ − (0, r σ ) with σ + (0, r σ ).
Taking the union of all these matchings, we obtain a matching on Λ such that a set σ is unmatched if and only σ = 0 × τ for some τ ∈ Σ(C d ). By a result due to Kozlov [9, Prop. 5.2], we have the following consequence:
we have that d * is not divisible by three. As a consequence, θ d * = −1, which yields that
As a consequence, combining Lemma 5.10 with Lemmas 5.1, 5.8, and 5.9, we obtain Theorem 1.2 in this particular case.
Step 9: Proceeding with the case 3 |
From now on, assume that the exponent of se is a multiple of three, meaning that three
be the set of (ne, (n 3 w 3 ) * (σ))-free elements. Hence we first remove all se-cycles and then apply, in order, (n 3 w 3 ) * and (ne) * to the resulting set. See Figure 19 for an example.
Lemma 5.11. If σ belongs to Λ, then so does K(σ). Moreover, (se)
Proof. K(σ) is obviously a union of n 3 w 3 -cycles, being defined as (ne) * applied to such a union. To settle the first statement in the lemma, it remains to prove that K(σ) belongs to ∆. By Lemma 5.2, it suffices to prove that either s 2 e(x) or se 2 (x) belongs to K(σ) the electronic journal of combinatorics 13 (2006), #R67 Figure 19 : On the left a set σ ∈ Λ 12,12 and the subsetσ obtained by removing the element marked with a star; this element belongs to (se) ∞ (σ). In the middle and on the right, we apply (n 3 w 3 ) * toσ and then (ne) * to the result; added elements are marked with stars. se-cycles fully outside the sets are marked with "-". K(σ) . Given the situation illustrated on the left, we deduce that z 1 , z 2 ∈ (n 3 w 3 ) * (σ), which yields the situation illustrated on the right. In particular, x ∈ K(σ).
for each x ∈ K(σ); note that this will imply also the second statement in the lemma. By Lemma 5.5, we are done if x ∈ (n 3 w 3 ) * (σ); thus assume that
By an induction argument on the number of sw-steps needed to get to an element in (n 3 w 3 ) * (σ), we may conclude that y := s 2 e(y) or x := se 2 (y) belongs to K(σ); apply Lemma 5.5 in the base case. We want to prove that x belongs to K(σ); this will yield the desired result, as x = s 2 e(x). If y / ∈ K(σ), then we are done; thus assume that y ∈ K(σ). This means that the situation is as in the picture on the left in Figure 20 . Since y = sw(x ), we have that x belongs to K(σ) unless it is blocked; apply Lemma 4.2 first to σ := (n 3 w 3 ) * (σ) and then to (ne) * (σ ). Now, the neighbors of x are se(y), s 2 e 2 (y), se(x), and s 2 e 2 (x). The first two neighbors are blocked by s 2 e(y); hence the remaining neighbors z 1 := se(x) and z 2 := s 2 e 2 (x) have the property that sw(z i ) / ∈ K(σ). As a consequence, z i belongs to K(σ) if and only if z i belongs to (n 3 w 3 ) * (σ). Yet, applying Lemma 5.5 to z i , we then obtain that s 2 e(z i ) or se 2 (z i ) belongs to (n 3 w 3 ) * (σ) and hence to K(σ). By Lemma 4.2, this is a contradiction, because both these elements are blocked by s 3 e 3 (x), which belongs to K(σ). It follows that x is not blocked in K(σ) and hence belongs to K(σ) as desired. Step 10: Partitioning Λ into subfamilies Λ(K)
For each possible K, define Λ(K) as the family of sets σ in Λ(K) such that K(σ) = K. First, note that σ belongs to Λ(∅) if and only if (se) * (σ) is a union of se-cycles. In particular, we may deduce the following, using the same approach as in Step 8:
Next, consider a nonempty K. Let τ K be the set of indices i such that K ∩ γ i is nonempty. We have two cases:
• τ K is nonempty and not equal to the full set Z d .
• τ K is equal to Z d .
The remaining case τ K = ∅ (i.e., K = ∅) was handled in Lemma 5.12.
Step 11: Relating the case τ K ∈ {∅, Z d } to a family of rhombus tilings We claim that for any two consecutive elements i and i + 1, at least one of them belongs to τ K . Namely, suppose that i + 1 / ∈ τ K and i − 1 ∈ τ K . Let x ∈ K (i−1) . Then there is no element blocking x := se 2 (x) in K; two neighbors of x are in γ i+1 , whereas the other two neighbors are se(x) and s 2 e 2 (x), which are not in K by Lemma 5.3 (and Lemma 5.11). Now, suppose that x is not in K. Then Lemma 5.2 implies that s 2 e(x) is in K. However, applying ne to this element yields x , which is a contradiction to x not being (ne, K)-free.
We may write τ K as a disjoint union of "blocks" of the form {i
. . , a r be the elements outside τ K in increasing order and let B k be the block between a k and a k+1 . Hence B k = {a k + 1, . . . , a k+1 − 1} for 1 ≤ k < r and B r = {a r + 1, a r + 2, . . . , d + a 1 − 1} (computed modulo d). For an example, see Figure 19 . Assuming that the upper left corner is (0, 0), we obtain r = 2, a 1 = 1, and a 2 = 7; hence b 1 = {2, 3, 4, 5, 6} and b 2 = {8, 9, 10, 11, 0}.
Let σ ∈ Λ(K). Some element from γ a i +1 belongs toσ for each i, because there are elements x in γ a i +1 that are (ne, (n 3 w 3 ) * (σ))-free, which is not true for sw(x). (3, 3) . Proof. Consider a set K as in the lemma. Clearly, d is a multiple of three and r = d/3. Moreover, there is a constant a ∈ {0, 1, 2} such that B k = {3k − a, 3k − a + 1} and
. By symmetry, we may assume that a = 2; hence
Let x 0 ∈σ (3k−2) . By Lemma 5.2, either s 2 e(x 0 ) or se 2 (x 0 ) belongs toσ. Since s 2 e(x 0 ) ∈ γ 3k−3 , we must have that x 1 := se 2 (x 0 ) belongs toσ. Using the same argument and the fact that 3k / ∈ τ K , we obtain that x 2 := s 2 e(x 1 ) = s 3 e 3 (x 0 ) belongs toσ. Proceeding inductively, we may deduce that the entire n 3 w 3 -cycles containing x 0 and x 1 are included inσ. This is true for every choice of k. Moreover, there are no other elements inσ (3k−2) orσ (3k−1) , as these are all blocked by the n 3 w 3 -cycles containing x 0 and x 1 . In particular, σ =σ = K(σ). γ1 γ2 γ4 γ5 γ1 γ2 γ4 γ5 γ1 γ2 γ4 γ5 * * Figure 21 : The three possible ways the two sets σ (1) ∪ σ (2) and σ (4) ∪ σ (5) can be related.
In the third case, the elements marked with stars are not blocked and hence belong to K(σ).
It remains to prove that the condition in Proposition 2.1 is satisfied for every element in σ. The condition holding for the south-east and the north-west directions is an immediate consequence of the above discussion. For the other two directions, note that the two sets σ (3k−2) ∪ σ (3k−1) and σ (3k+1) ∪ σ (3k+2) may relate to each other in three different ways; see Figure 21 (this is the case k = 1). However, in the rightmost case in the figure, we have that the elements marked with stars belong to K(σ), as they are not blocked. This is a contradiction to the fact that K (3k) is empty. It follows that only the two leftmost cases are possible. Inspecting these cases, one easily checks that the condition in the proposition holds for the south-west and the north-east directions.
Conversely, one easily checks that a rhombus tiling modulo u, v as in the lemma belongs to Λ R .
Lemma 5.14. If some block B i has size at least three, then Z(Λ(K)) = 0.
Proof. Let B i be a block of size at least three; we may assume that k = 1 and B 1 = {1, . . . , t} for some t ≥ 3. We divide the proof into steps:
Step I
First, let us get rid of all σ in Λ(K) such that σ (1) is not a full n 3 w 3 -cycle; the procedure is illustrated in Figure 22 . Let Λ 1 (K) be the family of such σ. For σ ∈ Λ 1 (K), let x 1 := x 1 (σ) ∈ σ (1) be minimal (with respect to some total order) such that x 3 := n 3 w 3 (x 1 ) / ∈ σ (1) . Figure 22: The situation in Step I of the proof of Lemma 5.14. As illustrated in the picture on the left, we can match with the element y 2 whenever z 3 ∈ σ or p 2 ∈ σ. For the remaining case illustrated on the right, we can match with the element z 1 .
Since σ (0) is empty, Lemma 5.2 yields that y 0 := se 2 (x 1 ) belongs to σ (2) . Define a matching on Λ 1 (K) by pairing with the element y 2 := n 3 w 3 (y 0 ) whenever possible; matched pairs have the form {σ − y 2 , σ + y 2 }. Note that y 2 ∈ γ 2 . In particular, the definition of x 1 (σ) does not depend on whether y 2 is present or not.
We may always add y 2 to σ without ending up outside Λ 1 (K), because x 1 assures that y 2 satisfies Lemma 5.2. Moreover, y 2 is unblocked in σ, as it belongs to the same n 3 w 3 -cycle in K (2) as y 0 . Hence problems may occur only if we remove y 2 from σ. Indeed, we end up outside Λ 1 (K) if and only if z 3 := n 2 w(y 2 ) ∈ σ (3) and p 2 := ne(y 2 ) / ∈ σ (4) . Namely, this is the one situation in which z 3 does not satisfy Lemma 5.2 for σ − y 2 . Now, letΛ 1 (K) be the family of unmatched sets in Λ 1 (K). With notation as above for a given set σ ∈Λ 1 (K), consider the element z 1 := s 3 e 3 (z 3 ); z 1 belongs to the same n 3 w 3 -cycle in K (3) as z 3 and is hence unblocked in σ. We may add or delete z 1 and still have a set inΛ 1 (K). Namely, z 1 satisfies Lemma 5.2, thanks to y 0 . Moreover, the removal of z 1 may alter the status with respect to Lemma 5.2 of no other elements but y 2 and p 2 , and y 2 already satisfies this lemma thanks to x 1 , whereas p 2 is not even present in σ.
Hence we obtain a perfect matching onΛ 1 (K) by pairing σ − z 1 with σ + z 1 .
Step II Let Λ 2 (K) be the remaining family; thus
is an n 3 w 3 -cycle whenever σ ∈ Λ 2 (K). Applying Lemma 5.2 to each element in σ (1) , we may deduce that σ (2) also has this property. There are now two cases for σ ∈ Λ 2 (K):
• γ 4 is contained in (se) ∞ (σ); hence γ 4 forms a full se-cycle in (se) * (σ). Let Λ 2,1 (K) be the family of such sets σ.
• γ 4 is not contained in (se) ∞ (σ). Let Λ 2,2 (K) be the family of such sets σ.
Step II.a Define a matching on Λ 2,1 (K) by pairing with the element (0, 4) whenever possible. A set σ remains unmatched if and only if σ (4) = {(0, 4)}. We will get rid of the family Λ 4 (K) of such sets in Step III below.
Figure 23: The situation in Step II.b of the proof of Lemma 5.14. We can match with the element z 1 whenever p 2 ∈ σ or q 1 ∈ σ. Compare to the situation in Step I; see Figure 22 .
Step II.b
For σ ∈ Λ 2,2 (K), suppose that there is an element y 2 in σ (2) such that either p 2 := ne(y 2 ) does not belong to σ (4) or q 1 := e 3 (y 2 ) does belong to σ (5) . We assume that we have chosen y 2 := y 2 (σ) to be minimal with this property (with respect to some total order of σ (2) ).
We claim that we may add or delete z 1 := se 2 (y 2 ) without ending up outside Λ 2,2 (K) and without altering the value of y 2 (σ). For the first part of the claim, Lemma 5.2 is satisfied for z 1 thanks to y 0 and for p 2 -if present -thanks to q 1 . Moreover, z 1 is unblocked in σ by assumption and belongs to K(σ − z 1 ) thanks to x 1 := s 2 e(y 2 ) = sw(z 1 ). For the second part of the claim, just note that z 1 belongs to γ 3 and that no elements from this set are used in the definition of y 2 (σ). See Figure 23 for an illustration.
As a consequence, we obtain a matching on Λ 2,2 (K) by pairing with the element y 2 (σ).
Step III
The family Λ 3 (K) of unmatched elements in Λ 2,2 (K) consists of all σ such that, for every y 2 in σ (2) , p 2 := ne(y 2 ) belongs to σ (4) and q 1 := e 3 (y 2 ) does not belong to σ (5) . It follows by Lemma 5.2 applied to p 1 that z 1 := se 2 (y 2 ) belongs to σ (3) . As a consequence, σ (i) forms a full n 3 w 3 -cycle for i = 1, 2, 3, 4, whereas σ (5) is empty. Moreover, σ (i) is uniquely determined by σ (1) for i = 2, 3, 4.
To conclude the proof, it suffices to prove that Z(Λ 3 (K)) + Z(Λ 4 (K)) = 0, where Λ 4 (K) is the family of unmatched sets from Step II.b. Now, we obtain a bijection ϕ from
Figure 24: The function ϕ applied to a set σ in Λ 3 (K) in
Step III of the proof of Lemma 5.14; the elements marked with stars in the left-hand picture are replaced with the single star-marked element in the right-hand picture. Figure 24 for an illustration. Since the parity of the size of each set alters under ϕ, we obtain that Z(
. As a consequence, we are done.
for q ∈ {0, 1, 2}. As a consequence, Proof. The latter statement in the lemma follows from the former. To see this, apply Lemmas 5.12, 5.13, and 5.14 and use the fact that there are three choices for q. The contribution of the rhombus tilings in Lemma 5.13 being positive is because a rhombus tiling with one axis equal to (3, 3) contains an even number of cosets of u, v .
We want to prove that the partition function of the union Ω := Λ(Î
3 ) ∪ Λ(∅) vanishes. By symmetry, we may assume that q = 0.
Let Ω be the subfamily of Ω consisting of all σ with the property that there is an index i such that σ (i) ∩ (se) ∞ (σ) contains an element x different from (0, i). We obtain a perfect matching on Ω by pairing with (0, i) for the smallest index i with the given property.
Write c (i) :=Î 3 ∩ γ i ; it is clear that c (i) is an n 3 w 3 -cycle. We divide the remaining family Ω 1 := Ω \ Ω into subfamilies in the following manner:
) be the sequence defined as follows:
For a vector a ∈ {−1, 0, 1, ∞} d/3 , let Ω 1 (a) be the subfamily of Ω 1 consisting of all σ such that a = a(σ). Our goal is to prove that
Summing over all a, we will obtain the desired result. We divide into a number of cases:
(A) a i = −1 for some i. Let i be maximal with this property. Let σ ∈ Ω 1 (a). By construction, there exists an element x in σ (3i) \ (se) ∞ (σ) such that n 3 w 3 (x) / ∈ σ. Let x := x(σ) be maximal with this property (with respect to some total order). Let Ω 1,x (a) be the subfamily of Ω 1 (a) consisting of all σ satisfying x(σ) = x.
Consider a set σ in Ω 1,x (a). By Lemma 5.2, at least one of the two elements se 2 (x) and s 2 e(x) belongs to σ. Let Ω 1,x,e (a) be the subfamily consisting of those σ that satisfy se 2 (x) ∈ σ and write Ω 1,x,s (a) := Ω 1,x (a) \ Ω 1,x,e (a).
Writing y 0 := se 2 (x) and x 1 := x, the situation for a set σ in Ω 1,x,e (a) is almost identical to that in Step I of the proof of Lemma 5.14; see Figure 22 . The one the electronic journal of combinatorics 13 (2006), #R67 difference is that σ (3i−1) is not necessarily empty, whereas the corresponding set σ (0) in the proof of Lemma 5.14 is empty. However, σ (0) being empty is used in that proof only to conclude that y 0 ∈ σ, which we already know in the present case.
Applying the procedure in Step I of the proof of Lemma 5.14, we obtain a perfect matching on Ω 1,x,e (a). Namely, the elements y 2 and z 1 used in the matching belong to γ 3i+1 and γ 3i+2 , respectively, and hence do not have any impact on x(σ) or a(σ). Moreover, y 2 is different from y 0 , as otherwise x = n 3 w 3 (x), which is impossible. Hence y 2 and z 1 have no impact on whether σ belongs to Ω 1,x,e (a) or Ω 1,x,s (a). For the family Ω 1,x,s (a), redefine y 0 as s 2 e(x). Since se 2 (x) / ∈ σ, we must have that y 0 ∈ σ. Now, taking the reflection of the given configuration about the line through x 1 := x with slope in direction se, we again obtain the situation in Step I of the proof of Lemma 5.14; see Figure 25 . Proceeding as in that proof, we obtain a perfect matching on Ω 1,x,s (a). Here, one should note that z 1 := sw(x) does have an impact on whether σ belongs to Ω 1,x,s (a) or Ω 1,x,e (a) if z 1 = se 2 (x), but if this is true, then p 2 = x ∈ σ, where p 2 is defined as in Figure 25 . In particular, the situation in the picture on the right in the figure never occurs, meaning that we never match with z 1 .
(B) a j = −1 for each j and a i = 0 for some i. Let i be maximal with this property. We identify three different subcases:
In this case, all σ in Ω 1 (a) have the property that σ (3i−2) and σ (3i) are empty. As a consequence, the only possibilities for σ (3i−1) are ∅ and {(0, 3i − 1)}. In terms of partition functions, these two possibilities cancel out; thus Z(Ω 1 (a)) = 0.
• a i−1 = 0. Then the possibilities for σ (3i−2) ∪ σ (3i−1) are ∅, c (3i−2) ∪ c (3i−1) , {(0, 3i − 2)}, and {(0, 3i − 1)}. Since |σ (3i−2) ∪ σ (3i−1) | is even in two cases and odd in two cases, it follows that Z(Ω 1 (a)) = 0.
• a i−1 = 1. First, we note that there exists a perfect matching on the subfamily of Ω 1 (a) consisting of those σ with the property that σ (3i−2) is nonempty. Namely, if y ∈ σ (3i−2) , then we may add or delete z := n 2 w(y) ∈ γ 3i−1 without ending up outside Ω 1 (a). To see this, note that n 2 w(z) belongs to γ 3i and is hence not in σ, whereas y := nw 2 (z) already satisfies Lemma 5.2 thanks to the fact that s 2 e(y ) ∈ c (3i−3) = σ (3i−3) . See Figure 26 for an illustration.
What remains is the subfamily consisting of all σ such that σ (3i−2) is empty.
The situation then coincides with that for the case a i−1 = ∞ above, meaning that ∅ and {(0, 3i − 1)} are the two possibilities for σ (3i−1) . Again, the partition function vanishes. Let z be maximal in σ (3k−1) with respect to some total order. We claim that we may add or delete y := ne(z ) ∈ σ (3k+1) without ending up outside Ω 1,k (a) or affecting the maximality of z ; see Figure 27 . The latter is obvious. To prove the former, note that s 2 e(y) ∈ σ (3k) and that z := n 2 w(y) cannot belong to σ (3k+2) unless a k+1 = 1 and hence p := se 2 (z) ∈ σ (3k+3) ; thus Lemma 5.2 is satisfied both in σ − y and in σ + y. As a consequence, matching with y yields a perfect matching on Ω 1,k (a).
The remaining family Ω 2 (a) consists of all σ in Ω 1 (a) such that σ (3k−1) is empty for all k. This implies that σ (3k+1) = c (3k+1) if σ (3k) = c (3k) (equivalently, a k = 1) and (c (3k) ∪ c (3k+1) ).
Since c (3k) and c (3k+1) have the same number of elements, we may conclude that Z(Ω 1 (a)) = Z(Ω 2 (a)) = (−1)
|{k:a k =∞}| .
Concluding remarks
Our main discovery is an enumerative connection between the simplicial complex Σ u,v and the family R u,v of balanced u, v -invariant rhombus tilings. Unfortunately, our proof is quite technical in nature, ranging over several steps, and does not reveal much of the inner structure of Σ u,v . In particular, the following question remains unanswered:
• Is there a way to "understand" the connection between Σ u,v and R u,v ?
We would be particularly interested in hearing about interpretations of this connection in the language of statistical mechanics. One may also consider other graphs with a grid structure. Fendley and Schoutens [3] examined several such graphs and obtained exact results for octagon-square and enneagontriangle grids. In fact, they managed to compute the (co-)homology of the relevant independence complexes.
Another important example, closely related to the square grid S m,n , is the "cylinder" C m,n = I m × C n , where I m is the graph obtained from C m by removing the edge between 0 and m − 1. Hence we obtain C m,n from S m,n by removing the edge between (0, j) and (m − 1, j) for every j ∈ Z n . As Fendley et al. observed [4] , the independence complex of C m,n appears to have nice enumerative properties. Specifically, for m ≤ 11, all roots of the transfer matrix associated to {C m,n : n ≥ 1} are roots of unity; see Table 1 . It seems reasonable to conjecture that this is true in general. Moreover, the situation for m ≤ 11 suggests that Z(C m,n ) = 1 for odd n unless gcd(m − 1, n) is a multiple of three, in which case Z(C m,n ) = −2; see Table 2 . For even n, the situation appears to be far more complicated; see Table 3 for the value of Z(C m,n ) for small m and small even n. So far, we have been unsuccessful in our attempts to adapt our methods to C m,n .
For the triangular grid, numerical computations [4] suggest that the partition function (evaluated at z = −1) grows approximately as 1.14 N , where N is the number of vertices modulo the given periodicity. Hence the behavior of the triangular grid appears to be completely different from that of the square grid. In this context, it is worth mentioning that the case z = +1 is well-understood for the triangular grid, thanks to a beautiful result due to Baxter [1] .
the electronic journal of combinatorics 13 (2006), #R67 Table 2 : Z(C m,n ) for m ≤ 11 and odd n. Further computational results appear in the work of van Eerten [11] . The grids under consideration are square, hexagonal, and triangular grids along with their dimer counterparts, and for all but the first family, the growth at z = −1 appears to be exponential.
A The characteristic polynomial of T m for small m
Fendley et al. [4] computed the characteristic polynomial P m (t) of the transfer matrix T m for m ≤ 15. Since the size of T m grows exponentially, it is hard to compute P m (t) directly from T m for large m. Yet, by Theorem 3.4, we may instead compute P m (t) by counting rhombus tilings, which is a substantially easier task (indeed polynomial in m) thanks to Theorem 2.6.
DefineP m (t) = P m (t)/g m (t), where g m (t) is defined as in Theorem 3.4. Using computer, we have calculatedP m (t) for m ≤ 50: 
