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LAGRANGIAN NON-OSCILLATORY AND FEM 
SCHEMES FOR THE POROUS MEDIA  EQUATION 
E. A. SOCOLOVSKY 
Department ofMathematics, University of Connecticut, Storrs, CT 06268, U.S.A. 
Al~traet--Interface tracking schemes derived from a Lagrangian formulation of the equation are 
considered. Existence and equivalence results valid even for the non-smooth interface case are given, and 
non-oscillatory schemes needed inthis case are discussed. Mixed Euler-Lagrange FEM discretizations for
mixed problems and numerical experiments are presented. 
I. INTRODUCTION 
A number of degenerate parabolic problems have finite speed of propagation and present interfaces 
~(t) that, in some sense, satisfy ~'(t) = v[t, ~(t)]. Here v is the velocity when the equations are put 
in conservation form as u,+(vu)x=O.  One example is the generalized heat equation 
u,=(luxlm-~uxL, m > 1, for which v = - lux lm-%/u .  In this paper we consider a Lagrangian 
approach to the numerical solution of the porous media problem 
ut=(um)~,  t>0,  xeR,  re>l ,  
u(O, x)  = Uo(X), x ~ R, (a) 
with non-negative initial data supported on a finite interval, i.e. 
Uo(X) > O, a < x < b, uo(x) = 0, otherwise 
It is well-known [1-5], that problem (P) has a unique weak solution which for each t > 0 is 
supported in a finite interval [G_(t), ~+(t)]. In f~ the interior of its support, u is a classical solution 
of problem (P)t but u~ is generally discontinuous across the interfaces ~±(t). Each of the interfaces 
is a C ~ curve satisfying 
d 
dt ~(t) = - vx[t, ¢(t)] - v[t, ~(/)1, (1) 
for all t > 0, except perhaps at one isolated point t*; if t* > 0, q(t) = ¢(0) for 0 ~< t ~< t* and 
'(t* + 0) > 0, i.e. the interface is stationary up to t = t* and starts to move abruptly [5-10]. Here 
v( t, x )  = (m /m - 1)[u(t, x)] m-I satisfies 
vt = (m -- 1)v Vxx + (vx) 2, v(0, x) = Vo(X) = (m/m -- 1)[u0(x)] m-I 
and Vx[t, ~(t)] is interpreted to be the limit of vx(z, x) when (z, x) ~ [t, ~(t)]. A complete survey of 
results on problem (P) and its multi-dimensional form, is given by Aronson in Ref. [11]. 
Numerical algorithms that approximate u and track the interface may be found in Refs [12-20]. 
In Section 2 we briefly discuss them, and we introduce simple second order non-oscillatory schemes 
needed for the case in which u0 is such that there are steep fronts and the interface is not smooth. 
We also present a mixed Euler-Lagrange finite element algorithm for problem (P) with a boundary 
condition. 
In Ref. [12] a new approach to problem (P) was introduced that transforms it into a fixed domain 
problem and makes possible the derivation of efficient front tracking algorithms. Its main feature 
is the coordinate transformation x = X(t, p),  where the curves X(t, p ) satisfy an equation formally 
identical to equation (1). 
Xt ( t ,p )= -Vx[ t ,X ( t ,p ) ] ,  t >O, a<p<b,  
X(O,p)  =p,  a <p < b. (2) 
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Define f*(t, p) =f[t, X(t, p)] for any function f(t,  x) and 
U(t,p) = u[t, X(t,p)], V(t,p) = v[t, X(t,p)]. (3) 
Proceeding formally, from equations (2), (3) and (P)l we have 
0 
Tt (x .  u )  = u,* X.  + U*x X, + u* = - v*  - Vx*x u*)  = 0, 
this and equation (2)2 yields 
U(t, p )Xp(t, p) = uo(p). (4) 
Since v* = Vp(t, p)/Xp(t, p) we may rewrite equation (2) as 
x, = - v/x , x (o ,p )=p.  (5) 
Further using equation (4) from (5) we obtain 
X, = (m - 1) (voX/m)p_ lv6x ,., X(O,p) =p. (6) 
m m 
Next we state results, proven in the Appendix, on the questions of existence and uniqueness for 
equation (6) and the equivalence of equations (6)-(4) and problem (P). Let R = (0, oo) x (a, b) in 
the (t,p) plane, we say that X(t,p) is a regular solution of equation (6) in R if X(t,p)~ C(1~), 
Xp(t,p)+C([O, oo)x (a,b)] and Xp>O, with X,, Xp,, Xpp and X..p continuous in R. By the 
arguments in Ref. [1] we can take u0 + CZ(a, b). 
Theorem 1 
Let X(t, p) be a regular solution of equation (6) in R and U(t,p) defined by equation (4). Set 
G_(t) = X(t, a), G+(t) = X(t, b) and fl = {(t, x): G_(t) < x < G+(t), t > 0}. Also let P(t, x) be the 
inverse of X(t,p), and define u(t, x) by 
fU[t, P(t, x)], (t, x) ~ t'l, 
u(t, x) = < [0, otherwise. 
Assume uo > 0 on (a, b), uo = 0 otherwise. Then 
and 
(i) u > 0 on ~, u = 0 otherwise, 
(ii) u(O, x) = uo(x) for x ~ R, 
(iii) ut = (u")~ in {(0, or) x a}\{(t, x): x = G_(t) 
(iv) G +(t) are the interfaces of problem (P). 
or x=G+(t) ,t>O}, 
Theorem 2 
Let Vo(X) be Lipschitz on [a, b]. Then there is a unique X(t,p) which is a regular solution of 
equations (5) or (6) in R. 
Theorem 1 was first proved in Ref. [12] for a slightly different regular solution. The existence 
of a unique solution of equation (6) was previously shown for concave initial pressure v0 in Ref. 
[14]. Here we prove it under assumptions that allow cases when v0 is such that the interface is not 
smooth and there is front formation [8-10]. Our proofs are based on regularity results for problem 
(P). The Lagrangian formulation for the multi-dimensional problem was given in Ref. [12]. In 
recent work, L. A. Caffarelli, N. I. Wolansld and J. L. Vazquez have given optimal regularity results 
and shown that an equation like equation (1) holds in the normal direction after some finite time 
To. Some of our arguments can be adapted for the multi-dimensional case and we hope to extend 
our results to the case To = O. 
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2. NUMERICAL ALGORITHMS 
First consider problem (P) with m = 2 and initial data u, given by 
(1 - e) co.& + 8 cos4x, -If<,<? 
2&)(x) = 2’ 2’ (7) 
0, otherwise. 
For 0 < 0 < 0.25 there is a waiting time c * = l/6(1 - 0) but the interface is C’, when 0.25 < 0 < 1 
only upper and lower bounds are known for t *, and for 0.88 < 8 < 1 the interfaces are not C’ 
[8-l 11. When the interface is not smooth, there is front formation [lo] which results in a layer of 
concentration of curves X(Q) and a weaker front for U. The finite difference and finite element 
discretizations of equations (5) and (6) of Refs [12, 131, as well as some standard modifications 
presented numerical oscillations in this case. Oscillations are inadmissible since it implies X, < 0 
and intersecting curves X( *, p). 
Recently, there has been interest in non-oscillatory schemes uch as monotone and TVD schemes 
for hyperbolic conservation laws, see for instance Refs [21,22]. The simplest explanation for 
numerical oscillation is that discrete differentiation of order r is obtained from the same order 
polynomial interpolation through the stencil of points used. As is well-known, even for r = 2 
monotonicity is not generally preserved, and oscillations are accentuated as r increases. In Ref. [23] 
Harten controls oscillations by selecting the stencil of points so that the total variation of the 
polynomial differs from that of the data by an error or order r. Our approach was to instead 
compute the derivatives from shape preserving spline interpolants. We obtained our expressions 
for the derivatives from Ref. [24]. With these formulas we can construct TVD schemes and 
invariant region preserving schemes for parabolic systems. These results will be discussed elsewhere. 
OnauniformgridwithAp=(b-u)/Nandgridpointsxj=a+(j-l)Ap, l<j<N+l,we 
approximate equations (5) and (4) by 
Xii’ = X; - AtLjV”ILjX (84 
and 
ujn+’ = uQJLjP’. W) 
Here the supraindex indicates the time level, the subindex j the value at xi and Lj is given by 
c U;.+‘-J)G-A-‘)/U;.+‘-A_‘), l<j<N-1 ,Y 
Ljf=6 ( ti+l-f~)2/CXI+I-f~_l), j=N+l 
I ti -h)2/U -.hL j = 1. 
The first formula in equation (9) is a harmonic mean of divided differences and the second and 
third are geometric means. All have second order truncation error for a non-zero derivative. 
The Barenblatt-Pattle exact solutions of problem (P) are given by 
I[ (m - 1)x2 11 
I/m-I 24(x, t;a,t)=(t +r)-“m+’ 
a2-2m(m + l)(t +7)2/m+’ + ’ (10) 
where the parameters a > 0 and z > 0 are arbitrary. The interfaces are l*(t) = 
f a [2m(m + l)/(m - l)]‘lZ(t + r)“m+’ and it provides the only type of separable solution of 
equation (6), X(t,p) = (t/z + l)“m+lp, for r_(O) Qp < t+(O). 
To study the rate of convergence of the scheme (9x10) we took equation (10) at t = 0 as initial 
data with m = 2, a = 3’i6/2 and T = 1. We computed with At = Ap2 and Ap = 9’13/N. Table 1 
contains the results with the error in the solution measured in the usual discrete L’ norm. 
The results obtained when the initial data is given by equation (7) were in close agreement with 
those in Ref. [18]. In Fig. 1 we show the interface computed for 8 = 1 with Ap = 7r/80 and variable 
time step to obtain better definition at the comer point [t *, r(t l )]. Since X, approaches zero at 
Table 1 
Solution Numerical Interface Numerical 
N error rate error rate 
20 1.419756 ( -3 )  7.990048 ( -4 )  
2.012271 2.031245 
40 3.519327(-4) 1.954716(-4) 
2.006947 2.015223 
80 8.756053 ( - 5) 4.835498 ( - 5) 
2.004712 2.007558 
160 2.181876 ( -  5) 1.202558(-5) 
2.003164 2.003900 
320 5.442741 (--6) 2.998280 ( -6 )  
t = 0.2163374, ~(t) = 2.220405. 
ability in mixed problems like 
[t*,~(t*)] we took At("+~)=(Ap)3(maxLjX"), which gave the same results as taking 
At("+t) = (Ap):(max LjX") 2 obtained from local stability. 
Lagrangian forms are naturally suited tbr initial value problems. To use their interface tracking 
or  
0.540 
u,=(U=)xx, t>O, x>a,  ( l l a )  
u(0, x)  = Uo(X), x > a, (1 lb) 
u(a, t) = f ( t ) ,  t > 0 (1 lc) 
[u(a, t)] m- lux(a, t) = f(t), t > 0 (1 ld) 
with u0(x ) > 0 for a < x < b and Uo(X) = 0 for x > b, we match finite element discretization of 
problem (P)t and (6). Let 0 < # < ¢(0), formally multiplying problem (1 la) by a piecewise smooth 
w(x), integrating up to X(t, ff) and using Xt(t,p)= -m(u m- l)*u* we obtain 
d x(t'P-)u(t,x)w(x)dx + mum-luxw'dx --f(t)w(a) (12) 
dt L i /a  Ja  
where w(a) = 0 if problem (1 lc) is imposed. Similarly from equations (6) and (4) we obtain 
~ [X,w Xp'(u'~ u'~ u6 w)] dp = [U(t,/~)]m W(15)/Uo(ff). (13) l l w'  ~ 2 1 
O. 539 
O. 538  
0.537 J 
f 
0.536 
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Table 2 
Solution Numerical Interface Numerical 
N error rate error rate 
20 9.358584 ( -4 )  0.0103341 
1.087448 1.014635 
40 4.404083 ( -4 )  5.1149(-3) 
1.046748 1.007721 
80 2.131833 ( -4 )  2.5438 ( -3 )  
1.024814 1.003862 
160 1.047739(-4) 1.2685(-3) 
t = 1.0400419, ¢(t) = 2.6381159. 
The usual discretizations can now be applied, on the fixed interval [if, b] for equation (13), and 
on an adaptive grid from a to X(t,p) for equation (12). This method was tested for m = 2 with 
implicit piecewise linear discretizations of equations (12) and (13), adding at time step n one node 
at X~' the approximate of X(nAt,~). If xi are the gridpoints in O<<,x<~XT, h~=xi-x i_~,  
i = 1 . . . . .  M + n with Xm+n = X7 and u~+n = UT, the equations corresponding to equation (12) at 
time step n are 
2h2(u7 - u7- l) + h2(u,  J __ u' J -  l) + 6Ath21[ (uT)2  _ (u ' J -  i)2] = 6At f ( t  ~) 
n n- -1)  n __ U~+l) + 6At[(h-1 + hT1)(uT)2 xh i (u i_ l -un~l l )+ 2(hi-.I-hi+l)(un-ui +hi+l(u~+t 
h- l tu ~. )2-hi-+ll(UT+l)2]=O, i=2 ,  M+n-1 ,  
x h~uT_ ~ + 2hiu7 + 6AthF~[(uT) 2 - (uL ~)2] = 0, i = M + n. 
Similar to Ref. [13] the equations corresponding to equation (13) for a uniform grid of size h on 
[p, b], are 
2h (X7 - XI~- ~ ) + h(X:~ - X2n- ~ ) + 6Ath2u°(X] - XT) -2 - 6At (UT) 2 = 0 
n X n -  i~ _ n xh(X i_ l -  i _ l j+4h(XT-X~- l )+h(XT+l  XT~-l l)-6Ath2(u°-i(XT--Xi- j)  2 
-u°+l (XT+l -XT) -2)=O,  i=2  . . . . .  N - l ,  
x h(XT_ , -XT_ -~)+2h(XT-XT- I ) -6Ath2u°_ , (XT-XT_ I ) -2=O,  i =N.  
Table 2 contains the results for the same exact solution of Table 2. Here ux(O, t)=O, 
/~ = 1.0400419, At = h and h = 91/3/N. 
Partial convergence r sults for semidiscrete Galerkin schemes for equation (6) were given in Ref. 
[20]. It is shown there that ifXp/> 0t > 0, X h >/~t and Xpt, Xppe L*(O, T; L2(a, b)) then for 0 < t < T 
fo_ f~uolXp(z ,p) -X~(z ,p)12dpdz~O as h -*0 .  (14) 
Here Xh(t, .) is the approximation in a finite-dimensional space S h. Moreover, if w h is the 
interpolant of X(t, .) in S h and 
fo;a foj ' blu(~llX~--whl2dpdz<~c uolXhp--whldpdz , • a 
for some constant c then an O(h) rate is obtained in equation (14) and 
f lX(t,p) - Xh(t,p)l 2 dp= O(h). 
These hypothesis are not satisfied in the case of positive waiting times, but for initial data (2.1) 
with 0 = 0, 0.25, 0.5, 0.75 the numerical interface agrees with that of Ref. [18]. 
Other interface tracking schemes for problem (P) may be found in Refs [12-20]. In Refs [16, 19] 
difference approximations of problem (P)~ and equation (1) are combined. The computed interface 
is not as accurate as in Refs [12-14, 17, 18] but convergence to the exact interface is proved. In 
Refs [17, 18] success is reported for the non-smooth interface case but the algorithm is complex. 
There, problem (P)t is split into parabolic and hyperbolic parts, the schemes are explicit and every 
time step consists of several substeps in the fashion of Ref. [25]. In Ref. [17] the first substep solves 
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the hyperbol ic  part  as a R iemann prob lem for Burger 's  equat ion ,  and  in Ref. [18] this part  is solved 
using the ideas o f  Ref. [16] which al lows to prove convergence.  The schemes in Ref. [15] are derived 
f rom a semigroup approach.  The interface approx imat ion  is not  as precise, but  convergence to the 
so lut ion in L ~ is establ ished for a fami ly o f  mu l t id imens iona l  p rob lems that include prob lem (P). 
REFERENCES 
1. O. A. Oleinik, A. S. Kalashnikov and Y. L. Chzou, The Cauchy problem and boundary value problems for equations 
of the type of non-stationary filtration. Izv. Akad. Nauk. SSR Ser. Mat. 22, 667-704 0958). 
2. A. S. Kalishnikov, On the occurrence ofsingularities in the solutions of the equation ofnonstationary filtration. V~chisl. 
Mat. Mat. Fis. 7, 440-444 (1967). 
3. D. G. Aronson, Regularity properties of flows through porous media. SIAM dl Appl. Math. 17, 461-468 0969). 
4. D. G. Aronson, Regularity properties of flows through porous media: the interface. Archs rational Mech. Analysis 37, 
1-10 (1970). 
5. B. F. Knerr, The porous medium equation in one-dimension. Trans. Am. math. Soc. 234, 381-415 (1977). 
6. D. G. Aronson, Regularity properties of flows through porous media: A counterexample. SIAM JI Appl. Math. 19, 
299-307 (1970), 
7. L. A. Caffarelli and A. Friedman, Regularity of the free boundary for the one-dimensional flow of gas in a porous 
medium. Am. J. Math. 101, 1193-1218 0979). 
8. D. (3. Aronson, L. A. Caffarelli and S. Kamin, How an initially stationary interface begins to move in porous medium 
flow. SIAM Jl Math. Analysis 14, 639-658 (1983). 
9. J. L. Vazquez, The interfaces of one-dimensional flows in porous media. Trans. Am. math. Soc. 285, 717-737 (1984). 
10. D. G. Aronson, L. A. Caffarelli and J. L. Vazquez, Interfaces with a corner point in one-dimensional porous medium 
flow. Communs pure appl. Math. 38, 375-404 (1985). 
11. D. G. Aronson, The porous medium equation, In Some Problems in Nonlinear Diffusion (Eds A. Fasano and M. 
Primicerio). Lecture Notes in Mathematics, No. 1224 (CIME Foundation Series). Springer, Berlin (1986). 
12. M. E. (3urtin, R. C. MacCamy and E. Socolovsky, A coordinate transformation for the porous media equation that 
renders the free-boundary stationary. Q. appL Math. 42, 345-357 (1984). 
13. R. C. McCamy and E. Socolovsky, A numerical prtx:,dure for the porous media equation. Comput. Math. Applic. 11, 
315-319 (1985). 
14. E. A. Socolovsky, A finite element procedure for the porous media problem, In Advances in Computer Methods for 
Partial Differential Equations--V (Eds R. Vichnevtsky and R. Stepleman), IMACS, pp. 130-133 (1984). 
15. E. A. Socolovsky, Difference schemes for degenerate parabolic equations. Math. Comput. 47, 411-420 (1986). 
16. E. Di Benedetto and D. C. Hoff, An interface tracking algorithm for the porous medium equation. Trans. Am. math. 
Soc. 284, 463-500 (1984). 
17. M. Mimura and K. Tomoeda, Numerical approximations for interface curves to a porous media equation. Hiroshima 
Math. J. 13, 273--294 (1983). 
18. M. Mimura, T. Nakaki and K. Tomoeda, A numerical approach to interface curves for some nonlinear diffusion 
equations. Jap. J. Appl. Math. 1, 93-139 (1984). 
19. D. Hoff, A linearly implicit finite difference scheme for the one dimensional porous media equation. Math. Comput. 
45, 23-33 (1985). 
20. E. A. Socolovsky, On numerical methods for degenerate parabolic problems. Thesis, Carnegie-Mellon Univ. (Aug. 
1984). 
21. F. Angrand et al. (Eds) Numerical methods for the Euler equations of fluid dynamics. SIAM (1985). 
22. B. Engquist et al. (Eds) Large-scale computations in fluid mechanics. Lect. Appl. Math. 22, AMS (1986). 
23. A. Harten, On high-order accurate interpolation for non-oscillatory shock capturing schemes, MRC Technical 
Summary. Report 2829, Univ. of Wisconsin (1985). 
24. D. F. McAllister and J. A. Roulier, An algorithm for computing a shape-preserving osculatory quadratic spline. ACM 
Trans. Math. Softw. 7, 331-347 (1981). 
25. J. L. Graveleau and P. Jamet, A finite difference approach to some degenerate nonlinear parabolic equations. SIAM 
Jl Appl. Math. 20, 199-223 (1971). 
26. D. G. Aronson and P. Benilan, Regularit6 des Solutions de l'6quations des milieux poreux dans R ~, C.r. hebd. S~anc. 
Acad. Sci., Paris, Serie A 288, 103-105 (1979). 
APPENDIX  
Proof of Theorem 1 
Assertion (i) follows from equation (4), the above definitions of u and fl, and the identifies X[t, P(t, x)] =x, 
P[t, X(t,p)]--p. Statement (ii) follows from equation (4) and the identities P(0, x )= x and Xp(O,p)= 1. 
Since X is a regular solution, uo is C 2 and Xlt, P(t, x)] = x, it follows from equation (4) and the definition of u(t, x) that 
U~, Up and Upp are continuous inR and u,, Ux and u,~ in fl. Identity (3) follows from the definitions of u and P, and equation 
(5) is a consequence of equations (6) and (4). From equation (4) we have 
0 
o = ~ (vx , )  = v ,x ,  + vx~, 
and from equations (3) and (5) we obtain 
V, = u,(t, X) + ux(t, X)X, 
x ,  = - vat ,  x )  x , ,  = - v=( t ,  x )x , ,  
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substituting above we have 
0 = Xp[ut  - mu m-  2(ux)2 - m(m - 2)u"- 2(ux)2 - mu m-  lux~] = Xo[u  , - (um)x~] 
Since u ~ 0 in {(0, oo) x R}\~ and Xp > 0 in f/we obtain statement (iii). Consequently u(t, x) is a weak solution of problem 
(P) and statement (iv) follows from the uniqueness for problem (P). 
We shall need the following O.D.E. result, which follows from Nagumo's inequality and standard arguments. 
Theorem A 
Let f(t, y) be continuous on R: 0 < t ~< a, l Y - Y01 ~< b and M be a bound for If(t, y)[ on R. Set a = rain (a, b /M)  and 
assumefy(t,y)<~kt -I in 0<t  ~<a, then 
dy =f ( t ,y ) t  >0, y(O)=Yo, 
dt 
has a unique solution y(t) on [0, a], which is a continuous function of Y0. 
In Theorem 2, g~ is the interior of the support of u(t, x), the solution of problem (P). 
Proof of Theorem 2 
Aronson [4] shows that ]vxl is bounded in gl and Aronson and Benilan [26] show that vxx >t -  1/(m + 1)t in [~. 
Consequently from Theorem A, forp e (a, b) the O.D.E. (2) has a unique solution in an interval [0, Tp), with (t, X(t, p)) E fL 
Since 
d 
dt v[t, X(t,p)] = v* + v'X,  = (m - l)v*v~[t; X(t,p)], 
for 0 < s < Tp/2 we obtain that 
.1~ - Vxx[Z' X(z,p)] dz = (1/m - 1) ln{v(O,p)/v[s, X(s,p)]} C 
is finite. Consequently from equation (2) we have that for r E [0, Tp], 
X,(t ,p)=exp{f]-vxx[z,x(z,p)]dz}<~ Cexp{~'[(m + 1)z]-~dz}=C,(~) 1/(m+~). 
If Tp is finite as t ~ Tp, X(t.p) converges to the boundary of[~, hence U(t,p) -, 0 but from equation (4) we have that 
this requires that Xp(t,p)-~ oo which contradicts the fact that Xp is bounded. Consequently Tp= oo and since 
Xpp=Xp[u'o-u*X~]/u o we obtain that Xpp and Xppp are continuous in R. Since X(t, pl)>X(t,  p2) for Pl >P2 and 
G_(t) < X(t,p) < ~+(t) for a <p < b, we define 
X(t ,a)=l imX(t ,p)  and X(t ,b)=l imX(t ,p)  
p~a p~b 
so that X(t,p) E C(~). Hence X(t,p) is a regular solution and in the proof of Theorem 1 we showed that any such solution 
satisfies equations (5) or (2), whence uniqueness. 
