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Recently, an efficient quantum algorithm for linear systems of equations introduced by Harrow,
Hassidim, and Lloyd, has received great concern from the academic community. However, the error
and complexity analysis for this algorithm seems so complicated that it may not be applicable to
other filter functions for other tasks. In this note, a concise proof is proposed. We hope that it may
inspire some novel HHL-based algorithms that can compute F (A)|b〉 for any computable F .
Solving linear systems of equations has been a central
problem in virtually all field of science and engineering.
Recently, an efficient quantum algorithm for the problem
was proposed by Harrow, Hassidim, and Lloyd [1] (called
HHL algorithm for short), which shows an exponential
speed-up over the best known classical algorithm under
certain conditions. This algorithm has been considered to
a new template showing how quantum computers might
be used to exponentially speed up certain problems, and
may bring a series of applications, especially in the field
of machine learning and big data [2–4]. Actually, based
on this seminal work [1], some novel quantum algorithms
were proposed, including Least-squares fitting [5], Quan-
tum support vector machine [6], Quantum PCA [7], solv-
ing linear differential equations [8], and so on. It seems
that how to find more nontrivial applications and further
generalizations of the work [1] has attracted much atten-
tion from the academic community. In addition, some
other quantum algorithms using different ideas have also
been presented for the linear systems problem [9–13].
Note that a full version of the paper [1] is Ref. [14]. For
consistency, we use the same symbols from Ref. [14]. It is
readily seen that the second inequality (A5) of Theorem
1 in Ref. [14] is a core result for the error and complexity
analysis of the HHL algorithm. In the process of proving
this result, Lemma 3 in Ref. [14] plays a crucial role.
However, both the proof for Lemma 3 and the proof for
(A5) based on Lemma 3 seem too complicated, and they
may not be applicable to other filter functions for other
tasks. By the way, the proof of Lemma 3 was incomplete
since g˜ > 0 was not considered when λ ≥ 1/κ. A com-
plete proof is given in the appendix which comfirms the
correctness of Lemma 3. In this note, we propose a con-
cise proof for (A5) based on Lemma 2 given by us. This
new proof can alleviate the difficulties caused by the fil-
ter functions f and g in error analysis [14]. We hope that
it may inspire some novel HHL-based algorithms which
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can compute F (A)|x〉 for any computable F .
We start with two lemmas to be needed later.
Lemma 1. The functions f and g are O(κ)-Lipschitz,
meaning that for any λ1 6= λ2,
|f (λ1)− f(λ2)| ≤ c1κ |λ1 − λ2| , (1)
and
|g(λ1)− g(λ2)| ≤ c1κ |λ1 − λ2| , (2)
for some c1 = O(1).
Proof. The two functions f and g are continuous and dif-
ferentiable except at 1
κ
and 12κ , so we need only prove that
the absolute value of the two derivatives are bounded.
For all cases, the upper bounds of
∣∣ d
dx
f(x)
∣∣ and ∣∣ d
dx
g(x)
∣∣
are piκ2 . Thus, c1 ≥ pi2 . This completes the proof.
Lemma 2.
|f(λ1)− f(λ2)|2 + |g(λ1)− g(λ2)|2 ≤
c2κ
2(λ1 − λ2)2|f2(λ1) + f2(λ2) + g2(λ1) + g2(λ2)|, (3)
for some c2 = O(1).
Proof. We need to consider nine cases since f and g are
piecewise functions. However, since this inequality (3)
has symmetry about λ1 and λ2, we only need to consider
the following six cases when λ1 > λ2,


case 1: λ1 ≥ 1/κ, λ2 ≥ 1/κ,
case 2: λ1 ≥ 1/κ, 1/2κ ≤ λ2 < 1/κ,
case 3: λ1 ≥ 1/κ, λ2 < 1/2κ,
case 4: 1/2κ ≤ λ1 < 1/κ, 1/2κ ≤ λ2 < 1/κ,
case 5: 1/2κ ≤ λ1 < 1/κ, λ2 < 1/2κ,
case 6: λ1 < 1/2κ, λ2 < 1/2κ.
2Case 1: we have
|f(λ1)− f(λ2)|2 + |g(λ1)− g(λ2)|2
=
1
4k2
(
1
λ1
− 1
λ2
)
=
1
4k2
(λ1 − λ2)2
λ21λ
2
2
≤ 1
4
(λ1 − λ2)2
λ1λ2
(4)
≤ 1
8
(λ1 − λ2)2
(
1
λ21
+
1
λ22
)
(5)
=
k2
2
(λ1 − λ2)2
∣∣f2(λ1) + f2(λ2) + g2(λ1) + g2(λ2)∣∣ ,
where Ineq. (4) follows from 1
κ2
≤ λ1λ2 and Ineq. (5)
follows from 1
λ1λ2
≤ 12
(
1
λ2
1
+ 1
λ2
2
)
.
Cases 2-6: In these cases, by Lemma 1, we have
|f(λ1)− f(λ2)|2 + |g(λ1)− g(λ2)|2
≤ 2c21κ2(λ1 − λ2)2. (6)
In addition, the lower bound of
c2κ
2 (λ1 − λ2)2
∣∣f2(λ1) + f2(λ2) + g2(λ1) + g2(λ2)∣∣
in these cases is 14c2κ
2(λ1−λ2)2. To prove the inequality
(3), we only need c2 ≥ 8c21.
In summary, c2 ≥ 8c21. This completes the proof.
Now we give the proof for (A5) based on Lemma 2.
Proof. Recall that λ˜k := 2πk/t0, and δjk = t0(λj − λ˜k).
We also abbreviate f := f(λj), f˜ := f(λ˜k), g := g(λj)
and g˜ = g(λ˜k). We define p := E[f
2 + g2] and p˜ :=
E[f˜2 + g˜2].
In order to obtain an upper bound for ‖|x〉 − |x˜〉‖, it
suffices to give a lower bound for 〈x|x˜〉, since it holds that
‖|x〉 − |x˜〉‖ =
√
2(1− Re〈x|x˜〉). First, we have
〈x|x˜〉 = E[f f˜ + gg˜]√
pp˜
≥ 2E[f f˜ + gg˜]
p+ p˜
, (7)
where the inequality follows from
√
pp˜ ≤ p+p˜2 . Note
that the inequality used here is different from one in
[14], which together with Lemma 2 actually simplifies
the proof of (A5).
Now we have
(p+ p˜)− 2E
[
f f˜ + gg˜
]
=E
[
|f − f˜ |2 + |g − g˜|2
]
(8)
≤c2κ
2
t20
E
[
δ2jk
(
f2 + f˜2 + g2 + g˜2
)]
(9)
≤c2c3κ
2
t20
E
[(
f2 + f˜2 + g2 + g˜2
)]
(10)
=
c2c3κ
2
t20
(p+ p˜), (11)
where Eq. (8) follows from direct calculation, Ineq. (9)
follows from Lemma 2, and Ineq. (10) holds because the
fact that each δ2jk is upper bounded by c3 with c3 = O(1).
Therefore, we have
2E
[
f f˜ + gg˜
]
≥
(
1− c2c3κ
2
t20
)
(p+ p˜). (12)
Substituting (12) into (7), we get Re〈x|x˜〉 ≥ 1 −
O(κ2/t20). Hence, ‖|x˜〉 − |x〉‖ ≤ ǫ. This completes the
proof.
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APPENDIX
In this appendix, a detail proof for the Lemma 3 of
Ref. [14] is given. The Jordan’s inequality to be used
reads that 2
pi
≤ sin x
x
< 1 for 0 < |x| < pi2 .
Proof. We prove the Lemma 3 by considering nine cases
as follows. Case 1: λ ≥ 1/κ and λ˜ ≥ 1/κ.
|f − f˜ |2 + |g − g˜|2
=
1
4κ2λ2λ˜2
(
δ
t0
)2
≤ 1
4κ2λ2
κ2
(
δ
t0
)2
(13)
=
κ2
t20
δ2
∣∣f2 + g2∣∣ , (14)
where Ineq. (13) follows from 1
λ˜2
≤ κ2.
3Case 2: λ ≥ 1/κ and 1/2κ ≤ λ˜ < 1/κ. Let β =
pi
2 (2κλ˜− 1) and θ = κπ( 1k − λ˜), that is β = pi2 − θ. Thus,
sinβ = cos θ and cosβ = sin θ. We have
|f − f˜ |2 + |g − g˜|2
=
1
4
(
1
κ2λ2
− 2
κλ
sinβ + 1
)
=
1
4
((
1
κλ
sinβ − 1
)2
+
1
κ2λ2
cos2 β
)
=
1
4κ2λ2
(
(κλ− cos θ)2 + sin2 θ)
=
1
4κ2λ2
(
(κλ− 1 + 1− cos θ)2 + sin2 θ)
≤ 1
4κ2λ2
(
2(κλ− 1)2 + 2(1− cos θ)2 + sin2 θ)
≤ 1
4κ2λ2
(
2(κλ− 1)2 + 8(sin2 θ
2
)2 + sin2 θ
)
≤ 1
4κ2λ2
(
2(κλ− 1)2 + θ
4
2
+ θ2
)
=
1
4κ2λ2
(
2(κλ− 1)2 + π
4
2
(1− κλ˜)4 + π2(1− κλ˜)2
)
≤ 1
4κ2λ2
(
2(κλ− 1)2 + π
4
2
(1− κλ˜)2 + π2(1− κλ˜)2
)
≤ 1
4κ2λ2
(
π4
2
+ π2
)(
(κλ− 1)2 + (1− κλ˜)2
)
≤ 1
4κ2λ2
(
π4
2
+ π2
)(
(κλ− κλ˜)2
)
=
(
π4
2
+ π2
)
κ2
t20
δ2
∣∣f2 + g2∣∣ , (15)
where the second inequality follows from the half-angle
formula for cosine functions , the third inequality follows
from Jordan’s inequality and others follow from direct
calculation.
Case 3: λ ≥ 1/κ and λ˜ < 1/2κ. We have
κ2λ2 + 1
κ2(λ− λ˜)2 ≤
2κ2λ2
κ2(λ− λ˜)2 = 2(
1
1− λ˜
λ
)2 ≤ 8, (16)
where the first inequality follows from 1 ≤ κ2λ2 and the
second inequality follows from λ˜
λ
< 12 . Thus, we have
1
4 (1 +
1
κ2λ2
) ≤ 8κ2(λ−λ˜)24κ2λ2 . That is,
|f − f˜ |2 + |g − g˜|2 < 8κ
2
t20
δ2
∣∣f2 + g2∣∣ . (17)
Case 4: 1/2κ ≤ λ < 1/κ and λ˜ ≥ 1/κ. Similar to case
2, we have the same result.
Case 5: 1/2κ ≤ λ < 1/κ and 1/2κ ≤ λ˜ < 1/κ.
|f − f˜ |2 + |g − g˜|2 =1
2
(
1− cos
(
πκ(λ− λ˜)
))
=sin2
(
πκ(λ− λ˜)
2
)
(18)
<
π2
4
κ2
(
λ− λ˜
)2
(19)
=π2
κ2
t20
δ2
∣∣f2 + g2∣∣ , (20)
where Eq. (18) is based on the half-angle formula for
cosine functions and Ineq. (19) follows from Jordan’s
inequality.
Case 6: 1/2κ ≤ λ < 1/κ and λ˜ < 1/2κ.
|f − f˜ |2 + |g − g˜|2 = 1
2
(
1− cos
(π
2
(2κλ− 1)
))
= sin2
(π
4
(2κλ− 1)
)
(21)
≤
(π
4
(2κλ− 1)
)2
(22)
=
(π
2
(κλ− 1/2)
)2
≤
(π
2
(κλ− κλ˜)
)2
(23)
=
π2
4
κ2
(
λ− λ˜
)2
= π2
κ2
t20
δ2
∣∣f2 + g2∣∣ , (24)
where Eq. (21) holds on account of the half-angle formula
for cosine functions, Ineq. (22) follows from Jordan’s
inequality and Eq. (23) follows from κλ˜ < 1/2.
Case 7: λ < 1/2κ and λ˜ ≥ 1/κ. Similar to case 3, we
have the same result.
Case 8: λ < 1/2κ and 1/2κ ≤ λ˜ < 1/κ. Similar to
case 6, we have the same result.
Case 9: λ < 1/2κ and λ˜ < 1/2κ. The Lemma 3 holds
for c ≥ 0.
In summary, c ≥ pi42 + π2. This completes the proof.
