Abstract. We consider the blow up problem in H 1 for the L 2 critical (gKdV) equation in the continuation of [38] , [39] . We know from [38] that the unique and stable blow up rate for H 1 solutions close to the solitons with strong decay on the right is
1 for the L 2 critical (gKdV) equation in the continuation of [38] , [39] . We know from [38] that the unique and stable blow up rate for H 1 solutions close to the solitons with strong decay on the right is ux(t) L 2 ∼ 1 T − t as t ↑ T < +∞.
In this paper, we construct non-generic blow up regimes in H 1 by considering initial data with explicit slow decay on the right in space. We obtain finite time blow up solutions with speed ux(t) L 2 ∼ 1 (T − t) ν as t ↑ T < +∞, ν > These solutions can be taken with initial data arbitrarily close in H 1 to the ground state solitary wave.
1. Introduction 1.1. Setting of the problem. We consider the L 2 -critical generalized Kortewegde Vries equation (gKdV) (gKdV) u t + (u xx + u 5 ) x = 0, (t, x) ∈ [0, T ) × R, u(0, x) = u 0 (x),
x ∈ R.
(1.1)
The Cauchy problem is locally well-posed in the energy space H 1 from Kenig, Ponce and Vega [20, 21] . Given u 0 ∈ H 1 , there exists a unique 1 maximal solution u(t) of (1.1) in C([0, T ), H 1 ) with either T = +∞, or T < +∞ and then lim t→T u x (t) L 2 = +∞. For H 1 solution, the mass and the energy are conserved by the flow: ∀t ∈ [0, T ), M (u(t)) = u 2 (t) = M (u 0 ), E(u(t)) = 1 2 u 2 x (t) − 1 6 u 6 (t) = E(u 0 ). Equation (1.1) has the following invariances: if u(t, x) is solution of (1.1) then −u(t, x), u(−t, −x) and It is well-known that the function Q is related to the following sharp GagliardoNirenberg inequality ( [65] )
Moreover, from (1.3), mass and energy conservations, for initial data in H 1 such that u 0 L 2 < Q L 2 , the corresponding solution u(t) of (1.1) is bounded in H 1 and thus globally defined in time.
1.2.
On the classification of the flow near Q. For
the blow up problem has been first studied in a series of works by Martel and Merle [31, 32, 44, 33, 34] . In particular, from a rigidity theorem around solitons ( [31] ), the first proof of blow up in finite or infinite time was obtained ( [44] ) for initial data u 0 ∈ H 1 such that (1.4) and E(u 0 ) < 0.
(1.5)
Recently, in [38, 39] , the authors of the present paper have revisited the blow up analysis for data near the ground state. First, in the so-called minimal mass case u 0 L 2 = Q L 2 , the following existence and uniqueness results complement results in [35] .
Minimal mass blow up solution ( [39] , [35] ). (i) Existence. There exists a solution S(t) ∈ C((0, +∞), H 1 ) to (1.1) with minimal mass S(t) L 2 = Q L 2 such that
(ii) Uniqueness. Let u be an H 1 blow up solution to (1.1) with minimal mass u(t) L 2 = Q L 2 . Then u = S up to the invariances of the (gKdV) equation.
Second, [38, 39] yield a classification of the flow for initial data close to Q with decay on the right in space. More precisely, let A = u 0 = Q + ε 0 with ε 0 H 1 < α 0 and y>0 y 10 ε 2 0 < 1 ,
Then the following classification result holds:
Classification in A ( [38, 39] ). Let 0 < α 0 ≪ α * ≪ 1. Let u 0 ∈ A and u ∈ C([0, T ), H 1 ) be the corresponding solution of (1.1). Then, one of the following three scenarios occurs:
(Blow up) For all t ∈ [0, T ), u(t) ∈ T α * and the solution blows up in finite time T < +∞ with
ℓ 0 (T − t) as t ↑ T for some ℓ 0 > 0.
(1.7)
(Soliton) The solution is global and u(t, · + x(t)) → Q λ∞ in H 1 loc as t → +∞ for |λ ∞ − 1| + |x ′ (t) − 1| δ(α 0 ), (1.8) where δ(α 0 ) → 0 as α 0 → 0. (Exit and S dynamics) The solution u exits the tube T α * at some time t u ∈ (0, T ), and there exist λ u > 0, x u ∈ R, such that λ 1 2 u u(t u , λ u x + x u ) − S(t * , x) L 2 ≤ δ(α 0 ), where δ(α 0 ) → 0 as α 0 → 0 and where t * > 0 depends only on α * . Moreover, assume that S scatters at +∞, then u is global and scatters at +∞.
In particular, this indicates that for initial data in A, only one type of blow up is possible. In this paper, we prove that for initial data in H 1 , but with slow decay, different blow up behaviors are possible close to solitons. It means that the decay assumption in the definition of A is not a technical one.
Exotic blow up regimes.
We now consider initial data u 0 ∈ A in the sense that they display an explicit slow decay on the right. Our main result in this paper says that the blow up rate 1 (T −t) , which is universal in A, is not valid anymore for such initial data. Indeed, we produce a wide range of different blow up rates, including grow up in infinite time. (ii) Grow up in infinite time: there exists u ∈ C([T 0 , +∞), H 1 ) solution of (1.1) growing up at +∞ with u x (t) L 2 ∼ e t as t → +∞.
(1.10)
For any ν > 0, there exists u ∈ C([0, +∞), H 1 ) solution of (1.1) growing up at +∞ with u x (t) L 2 ∼ t ν as t → +∞.
(1.11) Moreover, such solutions can be taken arbitrarily close in H 1 to the family of solitons.
Comments on Theorem 1.1. [38, 39] . Theorem 1.1 above shows the optimality of the results in [38, 39] since it proves that some decay assumption (such as u 0 ∈ A) is required to obtain a unique stable blow up rate 1/(T − t). This is in contrast with the nonlinear Schrödinger equation, for which the stable blow up rate is obtained in H 1 , without additional decay assumption (see [49] and references therein). Note from the proof that the solutions obtained in Theorem 1.1 are expected to be unstable (except may be for ν < 1 in (1.9)). Indeed, they are constructed using a topogical argument involving two possible directions of instability.
Sharpness of the results in

2.
It is proved in [44, 33] that initial data u 0 such that (1.5) generate solutions that blow up in finite or infinite time. The proof is by obstruction and Liouville classification and does not provide any estimate on the blow up speed. This H 1 result is also sharp in the sense that from Theorem 1.1, both finite or infinite time blow up may occur in H 1 . All these results thus complement each other.
3.
On the role of tails. As one can see from the proof of Theorem 1.1, the blow up rate is directly related to the precise behavior of the initial data on the right. In particular, other type of blow up speeds can be produced by similar arguments by adjusting the tail of the initial data. A similar phenomenon was observed for global in time growing up solutions to the parabolic energy critical harmonic heat flow by Gustafson, Nakanishi and Tsai [16] . There an explicit formula on the growth of the solution at infinity is given directly in terms of the initial data which is conceptually very similar to what we observe for (gKdV).
Recall that continua of blow up rates were observed in pioneering works by Krieger, Schlag and Tataru [27] , [28] for energy critical wave problems (see also Donninger and Krieger [6] ). We also refer to Fila et al. [13] for a formal approach in the case of the energy critical heat equation. All these results point out that the sole critical topology is not enough to classify the flow near the ground state.
On the decay assumption.
In [38] (see the definition of A), the assumption y 10 ε 2 < 1 is not sharp. In Theorem 1.1, the solution contains a tail of the form x −θ for x ≫ 1, where θ ∈ (1, 29 18 ). By now, it is not clear what is the sharp decay assumption on the initial data required to get the stable blow up rate in [38] .
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, we note the scalar product:
We introduce the generator of the L 2 scaling symmetry
We let the linearized operator close to the ground state be:
For a given small constant 0 < α * ≪ 1, δ(α * ) denotes a small constant with
We denote by 1 I the characteristic function of the interval I.
Strategy of the proof. (i)
Definition and role of the slow decaying tail. Given c 0 ∈ R, x 0 ≫ 1, θ > 1, we fix a smooth function f 0 which corresponds to a slowly decaying tail: 13) and q 0 the solution of
(1.14)
We then consider the solution to (1.1) with initial data Q + f 0 and claim that it admits a decomposition of the form
and where Y 0 is a fixed function (see Lemma 2.1 for the definition of Y 0 and Proposition 2.4 for the justification of this correction term). An essential feature of the nonlinear (gKdV) flow is that q 0 (t, x) conserves for x t the slow decay of f 0 (x) (see Lemma 2.3) . This tail then acts like an external force on the coupled system of modulation equations driving (b(t), λ(t), x(t)) and modify its behavior.
(ii) Dynamical system perturbed by a tail on the right. Let us consider the global renormalized time
Then, explicit computations similar to the ones in [38] yield to leading order (neglecting ε and higher order terms in (b, λ, x)) the set of coupled modulation equations in the setting of the decomposition (1.15):
This system is to be compared to the unperturbed one obtained in [38] , for u 0 ∈ A (without tail): 18) which leads to the universal blow up regime b λ 2 = ℓ 0 , λ(t) = ℓ 0 (T − t) for some ℓ 0 > 0. We now integrate explicitly (1.17) and fit the parameters of the tail (c 0 , θ) to obtain the blow up regimes described in Theorem 1.1. Integrating in s, we find
where ℓ 0 is a constant. We focus on the threshold regime ℓ 0 = 0 leading to: 19) which can now be integrated as follows:
or equivalently after integration:
Of course, one can check directly that (1.20) are solutions of the system (1.17) but the above computation reveals the two instability directions 21) and justifies the use of a topological argument to construct the solution.
(iii) Control of the remainder term. We now aim at constructing an exact solution which corresponds to control the remainder term ε(t, x). Note that we may now choose ε 0 (x) to be well localized on the right, and we therefore adapt the machinery developed in [38] to construct a mixed energy/Virial functional
for well chosen cut off functions (ψ, ϕ) which are exponentially decaying to the left, and polynomially growing to the right. Roughly speaking, in the above regime (1.20) , this functional enjoys two fundamental properties: -Coercivity :
-Lyapounov monotonicity :
Time integration of the monotonicity formula (1.22) in the regime dictated by (1.20) yields sufficient uniform estimates on ε. Therefore, it only remains to adjust the initial parameters (b(s 0 ), λ(s 0 )) in order to asymptotically satisfy the unstable conditions (1.21). This is achieved using a simple topological argument, as in [4] but in a blow up setting (see also [17] , [62] , [51] , [5] ).
(iv) Conclusion of the proof returning to the original time variable. The above strategy is implemented for all 0 < β < 
This means grow up in infinite time for u(t) with exponential growth. Scaling and time translation lead to any exponential rate e −ct , c > 0. Finally, for 0 < β < 1 3 , we also obtain a global solution u(t) since
which means grow up rates t ν at +∞, for any ν = β 1−3β > 0.
Decomposition of the solution
This section is devoted to the study of the geometrical decomposition (1.15), and in particular the derivation of the modulation equations.
2.1. Inversion of L and Q b profiles. Let the functional space Y be the set of functions f ∈ C ∞ (R, R) such that
and L be the linearized operator close to Q given by (1.12). We claim:
(ii) There exists a unique function P such that P ′ ∈ Y and
3)
Proof. Note that the existence and uniqueness of Y 0 follows readily from standard properties of the operator L (see e.g. [38] ). Moreover,
Part (ii) is taken from [38] , Proposition 2.2.
A simple consequence of Lemma 2.1 (ii) is the existence of a one parameter family of approximate self similar profiles b → Q b , |b| ≪ 1, which provide the leading order deformation of the ground state profile Q = Q b=0 in the blow up regimes. More precisely, let χ ∈ C ∞ (R) be such that 0
, and define
The following Lemma is proved in [38] :
Then:
then, for all y ∈ R,
(iii) Mass and energy properties of Q b :
12)
2.2. Definition of the tail on the right. We now introduce the slowly decaying tail on the right. Let c 0 < 0, x 0 ≫ 1, θ > 1 and let f 0 be a smooth function such that
and
Let q 0 be the solution of 
17)
See proof of Lemma 2.3 in Appendix A.
2.3.
Decomposition of the solution. Let c 0 ∈ R, λ 0 ≪ 1 and x 0 ≫ 1. Consider u(t, x) a solution of (1.1) and set
We assume that w is close to Q in the following sense : there exist (λ 1 (t), x 1 (t)) ∈ R * + × R and ε 1 (t) such that
for some small enough universal constant α * > 0. We collect in the following Proposition the standard preliminary estimates on this decomposition, and derive in particular the set of modulation equations as a consequence of a suitable choice of orthogonality conditions for the remainder term. 
where Y 0 is given by (2.2), 24) and ε(t, y) satisfies
(ii) Estimates induced by the conservation laws:
Let s 0 > 1 and consider the rescaled time
or equivalently
Remark 2.5. The bounds (2.31)-(2.33) will justify the dynamical system (1.17).
Proof. step 1 Proof of (i). This is a standard modulation claim. As usual, the decomposition is first performed for a fixed time t. For t ∈ [0, t 0 ] fixed, define the map
so that differentiating the map Θ with respect to the variables (b, λ, x) at the point (0, 1, 0, Q, 0) we find the Jacobian matrix 
which is not degenerate since (P, Q) > 0. It follows from these observations that we can apply the implicit function theorem to Θ: for w 1 small and x 0 large, there exists a unique
The regularity of (b(t), λ(t), x(t)) now follow from standard arguments. It follows that we have the following decomposition of u(t, x):
step 2 Equation of ε and a priori bounds. To write the equation of ε, we first derive the equation of w from the equations of u(t) and q 0 (t):
where
By standard computations, we obtain for ε Y :
Finally, we replace ε(s, y) = ε Y (s, y) − p(s)Y 0 (y) and use LY 0 = 5Q 4 , to obtain
We now claim the following bounds which we will be used along the proof:
(c) Estimates for the remainder term W : Let
Then,
Proof of Claim 1. Proof of (a). Since q 0 (t) is solution of (1.1), for all t,
and (2.40) follows. 
Next, by (2.29) and (2.17),
where we have split the integrals above into |y| > .43) is proved. Now, we prove (2.44). By explicit differentiation and Lemma 2.3,
Proof of (c). For (2.46), we first note
Thus, 
Estimate (2.27) follows. By energy conservation, Q ′′ + Q 5 = Q and εQ = 0,
Q. Using in addition (2.4), (2.42), (2.41), we obtain
step 4 Modulation equations. We argue as in [38] , proof of Lemma 2.7, differentiating with respect to s the orthogonality conditions εΛQ = 0, εQ ′ = 0 and εQ = 0 and using (2.39) to obtain (2.31) and (2.32). Here, we will treat only the terms coming from q and pY 0 in (2.39) and we refer the reader to [38] for more details on the other terms.
Proof of (2.31) and (2.32). It follows from computations in [38] proof of Lemma 2.7 and Claim 1 that
We proceed similarly for xs λ − 1, taking into account different cancellations due to parity properties
Then, taking the scalar product of (2.39) by Q and arguing similarly, we have the following rough estimate for b s :
Combining these estimates with (from (2.44))
from (2.45), we obtain (2.31) and (2.32).
Proof of (2.33). First, we derive a refined equation for b s , taking the scalar product of equation (2.39) by Q and proceeding as in [38] , proof of Lemma 2.7.
Recall from [38] ,
Note also that from direct computations and parity properties
(See [38] for details on the nonlinear terms in ε.) Using (2.43) and the above estimates we find
We claim the following cancellation
Thus,
Q (see (2.2)), using (2.41) and (2.44) we note that
Now, we prove (2.33). By direct computation,
and (2.33) follows from (2.54) and (2.31).
Proof of Theorem 1.1
This section is devoted to the proof of Theorem 1.1 which follows from the modulation equations of Proposition 2.4 coupled with the control of the well localized error ε as in [38] . We present the new dynamical arguments and report the proofs of two technical Lemmas adapted from [38] 
and define
we define:
Let (ϕ i ) i=1,2 , ψ be smooth functions such that:
ψ(y) = e 2y for y < −1,
Let B > 100 and
and define the following norms on ε
We now claim the following bootstrap Proposition which is the heart of the analysis:
Proposition 3.1 (Bootstrap). Let s 0 = s 0 (β) > 1 large enough and set
Let ε 0 ∈ H 1 be such that
Then, there exists
such that the solution of (1.1) with initial data 
Moreover,
Let us observe that (3.10) now gives the leading order behavior of the scaling parameter λ(s) = (1)), and the conclusion of Theorem 1.1 now immediately follow from the change of variables (2.30) depending on the value of β as in step (iv) of section 1.4.
The rest of this section is therefore devoted to the proof of Proposition 3.1. First observe by uniqueness of the decomposition that
We now argue by contradiction, assuming that for all (λ 0 , b 0 ) ∈ D, we have
We will derive a contradiction by first closing the bootstrap bounds (BS1)-(BS2)-(BS3), and then finding a couple (λ 0 , b 0 ) using a topological argument.
3.2.
First consequences of the bootstrap bounds. Let us start with some quantitative bounds which follow from the bootstrap bounds and Proposition 2.4.
Claim 2 (Consequences of the bootstrap estimates). (i)
For s 0 = s 0 (β) large enough, there holds:
12) 
Proof. Let 
Thus, x 0 , we obtain x(t) > t 1+β + 2 3 x 0 . The estimate (3.12) is a consequence of (2.41) and 
Let ϕ 10 be a smooth function such that ϕ 10 (y) = 0 for y ≤ 0, y 10 for y ≥ 1 , 0 ≤ ϕ 10 ϕ ′ 10 for 0 < y < 1.
The control of the tail of ε on the right is a direct consequence of the following brute force monotoncity formula: The control of N i (ε) norm, which is fundamental for the proof, now follows by adapting the mixed Energy/Morawetz monotonicity formula first derived in [38] . Recall the definitions (3.2), (3.3), we claim: Lemma 3.3 (Monotonicity formula). There exist µ > 0 such that the following holds for B > 100 large enough. Let the energy-virial Lyapounov functionals for i = 1, 2,
Then the following estimates hold on
(iii) Coercivity of F i and pointwise bounds: for i = 1, 2, j ≥ 0,
See the proof of Lemma 3.3 in Appendix B.
Proof of (BS3'). From Lemma 3.2, (BS2) and (BS3), 
By the properties of ϕ 10 and (3.7), we obtain
Now, we apply Lemma 3.3 with j = 
for some δ = δ(β) > 0. Using (3.22), we conclude:
for s 0 large enough, which together with (3.23) and the control of the full H 1 norm through the conservation laws (2.27), (2.28) concludes the proof of (BS3').
3.4.
Closing the estimates on (b, λ, x). We now use the obtained bounds on ε and the modulation equations on the geometrical parameters of Proposition 2.4 to close the bounds on (b, λ, x). We claim: for all s ∈ [s 0 , s * ],
Proof of (BS2'). First, note that from (2.33), (2.31), and using (BS2)-(BS3), +2β , (3.25)
26)
By (BS1) and (BS2), we have using (1 − β)(θ − 1) = β 2 the estimate:
Using (3.27), we find 
Since from (3.6):
(1 − β)
the time integration of (3.29) on [s 0 , s] yields 3.5. Choice of λ 0 and b 0 by a topological argument. We now claim from a standard topological argument based on the ougoing behavior of the ODE's for (f, g) that we can find (b 0 , λ 0 ) ∈ D such that the remaining condition (BS1) is closed. Indeed, let
, and
From (BS2') and (BS3'), since s * = s * (x 0 , b 0 ) < +∞, it follows from a standard continuity argument that at s = s * ≥ s 0 ,
We first claim the strict outgoing behavior:
Proof of (3.34). Since
we have using (3.34):
Similarly,
We now estimate f ′ (s). By direct computations and then (3.26), (3.27) and (BS1)-(BS2),
Thus, so that
Now, consider the continous map
where B R 2 and S R 2 are, respectively, the ball and the sphere of R 2 of radius 1. This concludes the proof of Proposition 3.1 and therefore also of Theorem 1.1.
Appendix A. Proof of Lemma 2.3
Recall that c 0 ∈ R and θ > 1 are fixed, x 0 ≫ 1 is to be taken large enough and q 0 is the solution of
where the function f 0 is smooth and satisfies
for all x ∈ R, for all k ≥ 0,
First, for x 0 large enough, f 0 L 2 is small and it follows from the L 2 and H s Cauchy theory (Corollary 2.9 in [20] ) that q 0 is global and bounded in H s for all s ≥ 0, with sup
). For any θ ≥ 0, define a smooth function ϕ θ such that
We differentiate M θ 1 (t) (omitting the variable x − 4 for the function ϕ θ 1 ):
Thus, for x 0 large enough, we have obtained
For x 0 large enough,
Therefore, using also M θ 1 (0) = 0, we find by integration:
By integration, and using (A.7),
We look for an estimate on ∂ x q 1 (t) from the above estimate on E θ 1 (t). Note first that
Also,
and so
Note also that for any x, .12) and, with θ 1 = 2θ + 15 4 , using the properties of ϕ θ 1 +1 , for x > 1 2 (t + x 0 ),
Finally, we briefly treat the case of higher order derivatives. We use an induction argument, assuming at the rank k that for all 1 ≤ k ′ < k, for all x, t
we prove the same estimates for k ′ = k using F θ 1 ,k .
Indeed, by simple computation:
We claim, arguing as (A.6),
Next, we claim
Indeed, looking for example at the purely nonlinear term in q 1 , we have
where the L ∞ norms above are estimated using (A.14). The other terms, all containing f 0 , are similar and easier. By integration of F ′ k using (A.15) and (A.14), we obtain
Arguing as in the proof of (A.12), we prove (A.14) for k ′ = k. The induction argument being complete, we finish the proof as in (A.13).
Appendix B. Proof of monotonicity results on ε B.1. Proof of Lemma 3.2. We compute from (2.39):
We integrate by parts the linear term and use yϕ ′ 10 = 10ϕ 10 for y ≥ 1 and ϕ ′′′ 10 ≪ ϕ ′
10
for y large enough to derive the bound
By integration by parts in the nonlinear term, we can remove all derivatives on ε to obtain (using
Thus, by standard Sobolev estimates,
Next, by the bootstrap estimates,
By (3.15) and Y 0 ∈ Y,
By (2.42) and (3.12),
The terms involving the geometrical parameters are controlled from the exponential localization of Q b on the right and (3.13)-(3.14):
i,loc
We control similarily the interaction with the error from (2.10):
Finally, we claim
We only treat the first term in W , the other terms are similar and easier. First, integrating by parts, we remove the derivative from ε to obtain derivative on q, ϕ 10 . Indeed,
From the above expression, we obtain for s large enough (using
To control the last term above, we use q y (t, y) = λ 3 2 ∂ x q 0 (t, λy + x(t)) so that |q y (t, y)| λ x θ y>0 ε 2 (y + 1)
The collection of above estimates yields the bound:
and (3.19) is proved.
B.2. Proof of Lemma 3.3. step 1 Weighted L 2 controls at the right. We first recall from [38] , proof of Proposition 3.1, the following controls for all
step 2 Algebraic computations on F i . First, note that the equation of ε (2.39) can be rewritten as follows:
We compute
which we rewrite
We claim the following estimates on the above terms: for some µ 0 > 0,
Inserting (B.7) and (B.8) into (B.6) yields (3.21) for all j. In steps 3 -step 5, we prove (B.7) and (B.8).
Observe that the definitions of ϕ i and ψ imply the following estimates:
In particular,
1 . Proof of (B.7). We compute f (i) 1 using (B.5)
We first integrate by parts
We compute the various terms :
Next after integration by parts:
We collect the above computations and obtain the following
We recall
• For the region y < −B/2, we rely on monotonicity type arguments and estimate using (B.9):
by choosing B large enough. By (B.13) (for B large and α * small)
y<−B/2
where we have used from the definition of q and (3.12)
Similarily for α * small depending on B,
The next term in (f
To estimate it, we note the following
Now, using
we obtain proceeding as before
We further estimate using (B.13) and
B + δ(s
The remaining nonlinear term is estimated using the local H 2 control provided by localization (see more details in [38] 
• In the region y > B 2 , we have ψ B (y) = 1, so that several terms cancel in f (i) 1,1 . For the remainding terms, we argue as before. We rely on (B.9) to estimate:
and we use the exponential localization of Q b to the right and (B.13), to control:
Since Y 0 ∈ Y, we argue similarly to obtain
Next, we have from (B.14),
• In the region |y| < B/2, ϕ i,B (s, y) = 1 + y/B and ψ B (y) = 1. In particular, ϕ ′′′ i,B = ψ ′ B = 0 in this region, and we obtain:
As before, we estimate
We now recall from [38] the following coercivity result.
Lemma B.1 (Localized viriel estimate). There exists B 0 > 100 and
Thus for α * small enough:
for some universal µ 4 > 0 independent of B.
Term f (i) 1,2 : We decompose f 1,2 in a suitable way:
Observe from (2.25):
We now use the orthogonality conditions (ε, yΛQ) = 0 and the definition of ϕ i,B to estimate:
so that for B large enough:
For the next term in f
1,2 , we first integrate by parts to remove all derivatives on ε. Then, by the properties of ϕ i,B , ψ B , P and χ b (2.6), we obtain for α * small,
Next, integrating by parts, using the exponential decay of Q and since
and finally
. The collection of above estimates yields the bound:
Integrating by parts, we claim the identity
Therefore, Then, as before, integrating by parts, and using Cauchy-Schwarz inequality, i,loc .
The estimate of the nonlinear term follows from (B.13) and ψ ≤ (ϕ ′ i ) 2 for y < − Together with (3.14), these estimates yield the bound: are easily estimated similarly as before. We focus on the following two delicate terms (because of weight at +∞): The function ψ B being bounded, the other terms are easier. step 6 Proof of (3.22) .
We proceed as in [38] . Recall that for B large enough, µ > 0, This concludes the proof of Lemma 3.3.
