Summary: Microarray classification can be useful to support clinical management decisions for individual patients in for example oncology. However, comparing classifiers and selecting the best for each microarray dataset can be a tedious and nonstraightforward task. The M@CBETH (a MicroArray Classification BEnchmarking Tool on a Host server) web service offers the microarray community a simple tool for making optimal two-class predictions. M@CBETH aims at finding the best prediction among different classification methods by using randomizations of the benchmarking dataset. The M@CBETH web service intends to introduce an optimal use of clinical microarray data classification. Availability: Web service at
Introduction
Using microarray data allows making predictions on for example therapy response, prognosis and metastatic phenotype of an individual patient. Microarray technology has shown to be useful in supporting clinical management decisions for individual patients (for example breast cancer (van 't Veer et al., 2002) , acute myeloid leukemia (Valk et al., 2004) , and ovarian cancer ) in combination with classification methods (Furey et al., 2000) . Finding the best classifier for each dataset can be a tedious and nonstraightforward task for users not familiar with these classification techniques. In this note, a web service is presented that compares, for each microarray dataset introduced to this service, different classifiers and selects the best in terms of randomized independent test set performances.
Systematic benchmarking of microarray data classification revealed that either regularization or dimensionality reduction is required to obtain good independent test set performances . Regularization -as is performed in Support Vector Machines (SVM) (Cristianini and Shawe-Taylor, 2000) -already led to the Gist * To whom correspondence should be addressed web service, which offers SVM classification on the web (Pavlidis et al., 2004) . This note allows comparing different classification methods. By exploring different combinations of nonlinearity and dimensionality reduction, our benchmarking study showed that the optimal classifier can differ for each dataset. Also important, but often underestimated in the model building process, is the finetuning of all hyperparameters (e.g. regularization parameter, kernel parameter, number of principal components). Exploring all combinations to find the optimal classifier for each dataset can be complicated.
Website
The M@CBETH website offers two services: benchmarking and prediction. After registration and logging on to the web service, users can request benchmarking or prediction analyses. Users are notified by email about the status of their analyses running on the host server. They can also check this on the analysis results page, which gives an overview of all analyses and contains links to corresponding results pages.
Benchmarking, the main service on the M@CBETH website, involves selection and training of an optimal model based on the submitted benchmarking dataset and corresponding class labels. This model is then stored for immediate or later use on prospective data. Benchmarking results in a table showing summary statistics (leaveone-out cross-validation (LOO-CV), training set accuracy (ACC) and area under the Receiver Operating Characteristic curve performance (AUC), test set ACC and AUC) for all selected classification methods, highlighting the best method. Prospective data can be submitted and evaluated immediately during the same benchmarking analysis. Via the prediction service, the M@CBETH website offers a way for later evaluation of prospective data by reusing an existing optimal prediction model (built in a previous benchmarking analysis by the same user). For both services, if the corresponding prospective labels are submitted, the prospective accuracy is calculated. Otherwise, labels are predicted for all prospective samples. This latter application is useful for classifying new unseen patients in clinical practice.
The M@CBETH web service is intended for classifica-tion of patient samples, supposing microarray data is represented by an expression matrix characterized by high dimensionality in the sense of a small number of patients and a large number of gene expression levels for each patient. Two kinds of data formats are accepted: spreadsheet-like tab-delimited text files and matrix-like matlab files. Datasets are not allowed to contain missing values. Class labels are restricted to '+1' or '-1'. Several publicly available microarray datasets are present on the website in correct data format as an example. Users can select the classification methods that will be compared (default selection set to the best overall and most efficient methods from the benchmarking study), change the number of randomizations (default 20, while keeping in mind that results are more reliable when the number of randomizations is large) and switch off normalization (although performing normalization is better from a statistical viewpoint).
Figure 1: Overview of the algorithm. The benchmarking dataset is reshuffled until the number of requested randomizations is reached. All randomizations are split (2/3 of the samples for training, the rest as test set) in a stratified way (class labels are equally distributed over the training-test split). Iteratively, all selected classification methods (1) are applied to all randomizations. In each iteration, selection of the hyperparameters is first performed by means of LOO-CV, then the model is trained based on the training set and finally this model is then applied onto the test set resulting in a test set ACC. The mean randomized test set ACC is calculated for each classification method. The best generalizing method (2) -with best test set ACC -is then used for building the optimal classifier onto the complete benchmarking dataset, which is stored for application onto prospective datasets.
Algorithm
An overview of the algorithm behind this web sevice is presented in Figure 1 . Different classification methodsbased on Least Squares SVM (LS-SVM) (Suykens et al., 2002 ) (based on linear and Radial Basis Function (RBF) kernels), Fisher Discriminant Analysis (FDA), Principal Component Analysis (PCA) and kernel PCA (Schölkopf et al., 1998; Suykens et al., 2002 ) (based on linear and RBF kernels) -are considered. More detailed information on these methods can be found in .
