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Abstract
Wave functions and energy eigenvalues of the path integral Hamil-
tonian are studied in Lorentz frame moving with velocity v. The
instantaneous interaction produced by the Wilson loop is shown to
be reduced by an overall factor
√
1− (vc )2. As a result one obtains
the boosted energy eigenvalues in the Lorentz covariant form E =√
P
2 +M20 , where M0 is the c.m. energy, and this form is tested for
two free particles and for the Coulomb and linear interaction.
Using Lorentz contracted wave functions of the bound states one
obtains the scaled parton wave functions and valence quark distribu-
tions for large P . Matrix elements containing wave functions moving
with different velocities strongly decrease with growing relative mo-
mentum, e.g. for the time-like formfactors one obtains Fh(Q0) ∼(
Mh
Q0
)2nh
with nh = 1 and 2 for mesons and baryons, as in the “quark
counting rule”.
1 Introduction
Bound states in quantum field theories are usually considered in the c.m.
system, however many practical applications need the corresponding wave
functions in the arbitrarily moving system, e.g. in formfactors, reaction etc.
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On the theoretical side the rules of the special relativity can predict the
frame dependence for the global characteristics, such as the total energy.
However, for the internal characteristics e.g. wave functions, the general
theory is still unable to give answers, since the frame dependence of the full
dynamics includes the interaction term [1].
A part of this difficulty is connected to the standard formalism of relativis-
tic bound state equations, based on the Bethe-Salpeter integral equations,
which is a complicated and not always a rigorous instrument (problems of the
relative time, spurious solutions and difficulty to implement nonperturbative
effects).
The study of boost effects in this framework was done in [2, 3, 4, 5], and
recently an analysis of boosted bound state equation for the ep system was
presented in [6], while the 1 + 1 e+e− case was considered in [7, 8].
Another approach (the N -quantum approach) was used in [9], while the
WKB method (expansion in powers of h¯) in [10].
A more convenient tool to study the effects of boosting would be a Hamil-
tonian with e.g. instantaneous interaction, derived from the quantum field
action. However this line of reasoning has several complications. First of all,
the usual methods of introducing interaction via particle exchange - exclude
the nonperturbative mechanisms, which produce confinement in QCD [11].
Secondly, the Minkowskian particle exchange automatically brings in the ap-
pearance of the new Fock sectors with a new created particle in addition to
the basic two-particle content. A way to handle this problem was suggested
recently in [7]. In a general case one obtains the matrix Hamiltonian for the
Fock column wavefunction, and one needs a systematic way to cut off the
higher states to concentrate on the lowest ones.
Moreover, one should have a simple way to disregard the spin degrees of
freedom in the first approximation to make clear the dynamical mechanism
of boosting.
All these problems are economically treated in the path integral (world
line) formalism [12] based on the Fock-Feynman-Schwinger representation
[13]. Recently this formalism was presented in an especially useful form
[14], where higher Fock state can be systematically eliminated, and the spin-
dependent interaction treated separately [15]. The accuracy of the first sim-
ple approximation in QCD and QED was checked in [16].
As we show below, this formalism provides one with the Hamiltonian of
an arbitrarily moving system with internal interaction, given by the Lorentz
invariant construction – the Wilson loop. The latter includes both nonper-
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turbavive and perturbative (particle exchange) interactions written first in
the Euclidean space-time via field correlators and therefore does not produce
higher Fock states, the latter appear due to perturbative quantum creation.
Below we are using the path-integral formalism of [14], which provides
the Hamiltonian of a two-particle state in a moving coordinate system, where
the total momentum P of the state is defined. Our formalism yields the
Hamiltonian with additional parameters ω1, ω2, which play the role of the
virtual particle energies, and the stationary point analysis of the state in
terms of ω1, ω2, exact at large time interval of the system T , yields the energy
E of the moving state.
It is essential, that the interaction in the system is obtained in QCD
and QED from the Wilson loop, which is gauge and Lorentz invariant, and
where the resulting instantaneous (or light-cone) interaction is obtained via
field correlators [14], see [17] for the corresponding light-cone work. In this
way one can in principle define interaction in any moving system, however
practically this task can be difficult. We are using general properties of the
Wilson loop and make an ansatz for wave function. As a result one can
find the approximate wave function and energy of a given state in a moving
coordinate system.
One should stress, that the study of the boosted dynamics by itself has not
much practical meaning, since all inertial systems are equivalent. However
in practice there are many processes, which include interactions of slow and
fast particles, and, hence, possible overlap integrals of their wave functions,
and here the knowledge of boosted dynamics is necessary, and as we show,
it leads to remarkable effects.
In the present paper we are addressing these problems for the QCD and
QED bound states. We construct the Hamiltonian H(P) of the two-body
system and find its eigenvalues. We show that the eigenvalue in the moving
system E0(P) can be found in the form
E0(P) =
√
P2 + M˜20 , (1)
where M˜0 is defined by the boosted interaction VP and should coincide with
the c.m. energy M0 provided VP is found correctly.
Using the Wilson loop form, we find that the boost LP acts on the original
c.m. interaction at least in two ways: reorganizing its magnitude V → CV ,
and changing its coordinate dependence
VP = LPV = CV (L{r}) (2)
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From the general Lorentz invariance of the Wilson loop one finds that at
the stationary points
C = C0 =
√
1−
(
v
c
)2
=
M0
E0(P)
. (3)
Note, that we shall put c = 1 in what follows. Neglecting at first the second
modification (V (r)→ V (L(r))), we check that the mass M˜0 in (1) obtained in
the moving system approximately coincides with the original mass eigenvalue
calculated the c.m. system. We consider several examples of V (r): 1) linear
confinement, 2) gluon or photon exchange and in both cases we find that M˜0
agrees with M0 within 10% or better.
To check the full Lorentz covariance of our procedure with ω1, ω2 we con-
sider the relativistic two-body system of noninteracting particles of different
masses m1, m2 and apply our procedure.
We find that indeed the eigenvalues E0(p) have the form (1), where M˜0
is the c.m. of two particles with the particle momenta p1 = p,p2 = −p
in the c.m. system, M˜0 = M0(p,−p). Having checked this (global) in-
variance, one must consider the case of the shape boosting – the so-called
Lorentz–FitzGerald contraction [18], which is the result of the second step
in the boosting transformation V (r) → V (L(r)). This step cannot be ob-
tained directly and kinematically since the instantaneous interaction in one
system is not Lorentz (kinematically) connected to the instantaneous inter-
action in another moving system, and there occurs a serious restructuring of
the interaction.
Therefore we impose the condition of the Lorentz contraction on the wave
function and interaction, and in this way we find the explicit form of L(r)
in (2). This condition, which plays the role of an ansatz, defines the wave
function in any system, provided it is known in the c.m. frame. As a result
one can connect the Lorentz contracted wave function to the parton wave
function at large P and find, that it has usual scaling properties, but inter-
connected transverse and longitudinal dynamics. One also finds immediate
consequences of Lorentz contraction for physical processes, e.g. for decay
amplitudes, quark decay constants, form factors etc., part of which was dis-
cussed before (see e.g. [2] and [19]), while other should be investigated in
future.
The paper is organized as follows. In the next section the general form of
the path integral for two-body Green’s function is written and the relativistic
Hamiltonian is defined in terms of ω1, ω2 and Wilson loop interaction.
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In section 3 the case of the two noninteracting particles is considered and
the general structure of Lorentz covariant eigenvalues En =
√
P2 +M2n is
confirmed.
In section 4 the global property of the boosted interaction V → CV, C =
Mn
En
is derived from the Wilson loop interaction and checked in the cases of
Coulomb and confining interaction.
The section 5 is devoted to the Lorentz contraction ansatz and the ensuing
properties of the wave function and interaction with possible consequences
for physical effects. An appendix is devoted to the comparison of Lorentz
contracted and scaled parton wave functions.
In the last section the main results and approximations are reiterated and
some prospectives are given.
2 The QCD and QED path-integral Hamilto-
nian in the moving systems.
The two-body (q1, q¯2) Green’s function generated by the currents ji = (ψΓiψ)
in the relativistic path formalism [14] can be written in the Euclidean space-
time
G12(x, y) =
T
2pi
∫ ∞
0
dω1
ω
3/2
1
∫ ∞
0
dω2
ω
3/2
2
(D3z(1)D3z(2))xy〈TˆWσ(A)〉 (4)
where T is the Euclidean time interval, and
〈TˆW 〉 = 4trY 〈W 〉 exp(−K(ω1)−K(ω2)), (5)
Y =
1
4
Γ1(m1 − ipˆ1)Γ2(m2 − ipˆ2) (6)
and
K(ω) =
∫ T
0
dtE

ω
2
+
m2
2ω
+
ω
2
(
dz
dtE
)2 , (7)
while 〈W 〉 is the Wilson loop, which can be expressed via field correlators
〈W (C)〉 = 〈Tr exp ig
∫
dpiµν(z)Fµν(z)〉 = exp
∞∑
n=1
(ig)n
n!
∫
dpi(1)...dpi(n)〈〈F (1)...F (n)〉〉
(8)
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dpi(i) = dsµν(zi) + iσµν
dti
2ωi
. (9)
As was shown in [11] the leading quadratic in F term in the cumulant
expansion (8) in the c.m. frame yields instantaneous confinement and gluon
exchange interaction in the 3+ 1 QCD case, and the Coulomb interaction in
3 + 1 QED
〈W (C)〉 = exp
{
−
∫
V (r(tE))dtE + spin dep. terms
}
(10)
VQCD(r) = σr − 4
3
αs
r
, VQED(r) = −α
r
. (11)
It is clear that the vacuum averaging of W (C), implied by the angular
brackets, yields higher order corrections to αs, e
2 and σ.
We now turn to the case of the Hamiltonian in a moving Lorentz system.
To this end we define the q1q¯2 Green’s function and Hamiltonian in the system
with the total momentum P [14]
GP (x, y) =
T
2pi
∫ ∞
0
dω1
ω
3/2
1
∫ ∞
0
dω2
ω
3/2
2
Y d3(x− y)eiP(x−y)×
× 〈x|e−H(ω1,ω2,p1,p2)T |y〉 (12)
with
H(ω1, ω2,p1,p2) =
∑
i
p2i +m
2
i + ω
2
i
2ωi
+Vˆ =
∑
i=1,2
m2i + ω
2
i
2ωi
+
pi
2
2ω˜
+
P2
2(ω1 + ω2)
+Vˆ .
(13)
Here we have replaced the instantaneous c.m. coordinates x1 and x2, by the
relative and total c.m. coordinates
ρ = x1 − x2, R = ω1x1 + ω2x2
ω1 + ω2
, (14)
pi =
∂
i∂ρ
, P =
∂
i∂R
.
Note, that pi is not the c.m. momentum, the latter we denote for two
particles as (p,−p).
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To have the lowest eigenvalue of H(ω1, ω2,p1,p2) one should calculate the
minimal value of its eigenvalue E(ω1, ω2,P) in the stationary value analysis
with respect to ω1, ω2
∂E(ω1, ω2,P)
∂ωi
∣∣∣∣∣
ωi=ω
(0)
i
= 0, i = 1, 2; E0(P) ≡ E(ω(0)1 , ω(0)2 ,P) (15)
It is clear, that the instantaneous c.m. interaction Vcm in (13) will be
changed by the Poincare boost operator Lˆ(P) in the general system, hence
one can write for Vˆ in (13)
Vˆ = Lˆ(P)Vcm. (16)
We expect that the eigenvalues of the operator (13) after minimization
should have the form
E0(P) =
√
P2 +M20 (17)
where M0 is the c.m. energy of the q1q¯2 system.
Note, that we have neglected for simplicity spin-dependent forces origi-
nating from σµν
dt
2ω
in (9), see [15] for details and references. As a result our
Hamiltonian is a 4 × 4 unit matrix in Dirac indices. We shall check (17) in
the following chapters in the examples of free particles and QCD and QED
systems.
3 The case of two noninteracting particles
In this case we define:
Ω ≡ ω1 + ω2; ω1 = Ωx, ω2 = Ω(1− x) (18)
H =
P2 + Ω2
2Ω
+
1
2Ω
M20 , M
2
0 ≡
pi
2 +m21
x
+
pi
2 +m22
1− x . (19)
Minimizing M20 in the c.m. system, where pi = p in the interval x ∈[0,1]
one obtains the stationary point x0 =
ε1
ε1+ε2
, where εi =
√
p2 +m2i , and
finallyM20 = (ε1 + ε2)
2, so that minimizing finally in Ω, one has
E0(P) =
√
P2 + (ε1 + ε2)2. (20)
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Hence ε1+ ε2 is the c.m.energy of two free particles with masses (m1, m2)
and momenta (p,−p), and the Lorentz covariance of our expression is proved,
if one assumes, that M20 should be calculated in the c.m. system, where
pi = p.Now one has to find the same operatorM20 (19) in the moving system.
We consider again the Hamiltonian for the free particle motion, but now
use Lorentz transformations for momenta to support the result (20)
H0 =
P2
2(ω1 + ω2)
+
ω1 + ω2
2
+
pi
2
2ω˜
+
m21
2ω1
+
m22
2ω2
, (21)
and all coordinates refer to the same moment of time, ω˜ = ω1ω2
ω1+ω2
.
In terms of individual momenta in the moving system pi =
1
i
∂
∂zi
, one can
write
p1 =
ω1
ω1 + ω2
P+ pi, p2 =
ω2
ω1 + ω2
P− pi (22)
hence
P = p1 + p2, pi =
p1ω2 − p2ω1
ω1 + ω2
. (23)
Our next goal is to express pi in terms of the relative c.m. momentum
p(c.m.) ≡ p
Note, that the Hamiltonian (21) can be written as
H0 =
p21 +m
2
1 + ω
2
1
2ω1
+
p22 +m
2
2 + ω
2
2
2ω2
(24)
and the on-shell condition for ωi is obtained from the stationary point analysis
of (24) in terms of ω1 and ω2. One has
ω
(0)
i =
√
p2i +m
2
i , i = 1, 2. (25)
Hence ω
(0)
i plays the role of the particle energy and we shall below always
replace ωi by ω
(0)
i , implying that both particles are on the mass shell. We
shall show that the eigenvalues of the Hamiltonian (21) satisfy Eq. (1) and
M˜0 is exactly equal to the c.m. energy of two particles.
Introducing the velocity v of the c.m. system, one can write
ω1 =
ω¯1 + vp√
1− v2 , ω2 =
ω¯2 − vp√
1− v2 , (26)
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where ω¯1 are particle energies in the c.m. system. For parallel and perpen-
dicular components of pi w.r.t. v in terms of the c.m. momenta p‖ , p⊥ one
has
p1(‖) = p‖ + vω¯1√
1− v2 , p2(‖) =
−p‖ + vω¯2√
1− v2 , (27)
p1(⊥) = p⊥, p2(⊥) = −p⊥. (28)
From (23) one obtains
pi⊥ = p⊥, pi‖ =
p‖√
1− v2 +
v√
1− v2
(
ω2ω¯1 − ω1ω¯2
ω1 + ω2
)
. (29)
Inserting (26) in (29), one obtains
pi‖ = p‖
√
1− v2 (30)
also ω1 + ω2 =
ω¯1+ω¯2√
1−v2 .
As a result H0 assumes the form
H0 =
P2
√
1− v2
2(ω¯1 + ω¯2)
+
ω¯1 + ω¯2
2
√
1− v2+
√
1− v2
2
{
p2‖(1− v2) + p2⊥ +m21
ω¯1 + vp
+
p2‖(1− v2) + p2⊥ +m22
ω¯2 − vp
}
.
(31)
Using ω¯2i = p
2
‖ + p
2
⊥ +m
2
i , i = 1, 2 one finally obtains
H0 =
P2
√
1− v2
2(ω¯1 + ω¯2)
+
ω¯1 + ω¯2
2
√
1− v2 +
ω¯1 + ω¯2
2
√
1− v2. (32)
One can express v as follows, M0 ≡ ω¯1 + ω¯2,
v =
P√
P 2 +M20
,
√
1− v2 = M0√
P 2 +M20
(33)
and as a result one has
H0 =
√
P2 +M20 (34)
implying the Lorentz covariance of our approach.
It is now easy to compare our results for the free relativistic particles with
that of the Newton-Wigner approach [20]. there the c.m. relative momentum
p and the total momentum P, defined as above in (22), (23), are connected
with the momentum pi = 1
i
∂
∂ρ
as follows:
p = pi +
(piP)P
E0(
√
P2 + E20 + E0)
. (35)
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Here p and P are canonically conjugated to the relative and c.m. coor-
dinates x and X, defined as follows:
x = ρ+
(ρP)P
E0(
√
P2 + E20 + E0)
+
(ρP)p
E0ω¯1ω¯2

ω¯1 − ω¯2 − pP√
P2 + E20

 , (36)
Xi = Ri − SikPk
E0(
√
P2 + E20 + E0)
(37)
where
Sik = ρipik − ρkpii. (38)
One can use (33) to reduce (35) to the simple result
p‖ = pi‖
1√
1− v2 , p⊥ = pi⊥, (39)
which coincides with (29), (30). One can in principle express the total Hamil-
tonian in terms of canonically conjugated coordinates x,X and momenta p,P
and proceed to solve with the interaction taken into account, which is a diffi-
cult road. Instead we shall investigate a simpler, however approximate way,
where the boosted interaction is easier to implement.
4 Boosting QCD and QED interaction
We return to the general form (13) and discuss the Lorentz boost of the
interaction. Note, that our result (13) is obtained in the moving Lorentz
system. In particular, one can check, that
∫
C Aµdzµ as well as
∫
S dsµνFµν is
not only gauge, but also Lorentz invariant structures.
Rewriting (10) as
〈W 〉 = exp(−iV¯ (r)TM) (40)
one can exploit the Einsteinian time dilatation to predict, that any averaged
interaction obtained from the Wilson loop average, transforms under Lorentz
transformation from systemK ′ to systemK ′′, moving with respect toK ′ with
velocity v as follows
V¯ ′T ′ = V¯ ′′T ′′, T ′′ =
T ′√
1− v2 , V
′′ = V¯ ′
√
1− v2. (41)
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This gives us the factor C0 =
√
1− v2 announced in (3). However in the
off-shell form of the Hamiltonian (13), before the stationary analysis in Ω is
done, we shall use the off shell form for C,C = M0
Ω
, which reduces to C0 at
the stationary point Ω = E0. Note, that this is not the only effect of the
system motion, and we shall discuss the effect of the Lorentz contraction in
section 5.
Let us now use the property (41) to calculate the mass M20 for different
interactions. We shall write the Hamiltonian (13) as
H =
P2
2Ω
+
Ω
2
+
Mˆ20
2Ω
,
Mˆ20
2Ω
=
pi
2
2ω˜
+ CV (x) +
m1
2ω1
+
m22
2ω2
. (42)
We consider the cases of the Coulomb and linear interactions.
1) The case of opposite charges in 3 + 1 QED
We now study eigenvalues of (13), where Vˆ (P) is given by (16) and
we assume for simplicity, that Lˆ(P) may be represented by a simple
factor, Lˆ(P)→ C(P).
The eigenvalues of the equation
(
pi
2
2ω˜
− αC
r
)
ϕn = εnϕn (43)
are given by εn = − ω˜(αC)22n2 and the total energy is (notations are as in
(18)),
E(ω1, ω2,P) =
P2 + Ω2
2Ω
+
∑
i=1,2
m2i
2ωi
− ω˜(αC)
2
2n2
. (44)
Writing E(ω1, ω2,P) = E(Ω, x,P), one obtains from the minimization
in x,
− m
2
1
x2
+
m22
(1− x)2 −
(ΩαC)2
n2
(1− 2x) = 0. (45)
For m1 = m2 one obtains x0 = 1/2, ω
(0)
1 = ω
(0)
2 ≡ ω0
E
(
Ω,
1
2
,P
)
=
P2 + Ω2
2Ω
+
2m2
Ω
− Ω(αC)
2
8n2
≡ P
2 + Ω2 +M20
2Ω
. (46)
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Putting C = M¯
Ω
, one finds the minimum of (46) varying in Ω, which
yields
E0(P) =
√
P2 +M20, Ω0 =
√
P 2 +M20, (47)
M20 = 4m2 −
α2M¯2
4n2
. (48)
Inserting M¯ =M0 in (48) one obtains
M0 = 2m√
1 + α
2
4n2
. (49)
This is exactly the spectrum found for the relativistic two-body Coulomb
problem neglecting spin dependent and annihilation terms [16].
2) The case of the linear confining potential in 3 + 1 QCD.
We are writing the Hamiltonian (13) in the form
H =
P2
2Ω
+
Ω
2
+
1
2Ω
(
m21
x
+
m22
1− x +
pi
2
x(1− x) + 2M¯V (r)
)
≡ P
2 +M20
2Ω
+
Ω
2
(50)
where we have denoted
L(P)Vcm(r) = CVcm(r), C =
M¯
Ω
, (51)
and M¯ can in principle depend on P and pi, but we start with a simple
ansatz with M¯ = const.
For m1 = m2 the minimization in x yields x0 =
1
2
and
M20 = 4m2 + ε¯2, ε2ϕ = (4pi2 + 2M¯V (r))ϕ. (52)
For V (r) = σr the eigenvalues of (52) are known [21].
ε¯2 = (4M¯σ)2/3an, a0 = 2.338, M0 =
√
4m2 + (4M¯σ)2/3an. (53)
Eqs. (52), (53) yield solution for M0 in the boosted system.
Let us now consider the massless case m1 = m2 = 0 in (50) and take
M¯ = M0(c.m.), which we shall calculate below separately. One has
from (52), (53)
M20 = (4M0(c.m.)σ)2/3an, (54)
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while M0(c.m.) is found from (50) with P = 0 and M¯ = Ω
H(c.m) =
Ω
2
+
2pi2
Ω
+ σr →M0(c.m.) = Ω
2
+
(
2
Ω
)1/3
σ2/3an. (55)
Minimizing M0(c.m.) in Ω one obtains the standard expression, com-
monly used in hadron spectra [21]
M0(c.m.) = 4
√
σ
(
an
3
)3/4
. (56)
Insertion of (56) in (54) immediately yields
M0 = 31/2(16)1/3
√
σ
(
an
3
)3/4
≈ 4.33√σ
(
an
3
)3/4
. (57)
One can see, that (56) and (57) coincide within the accuracy of 8%,
hence one can use approximately the following boosting factor of the
linear potential
L(P)Vc.m.(r) =
M0(c.m.)
Ω(P)
Vc.m.(r). (58)
5 Lorentz contraction and the boosted shape
of a bound state in QCD and QED
The full (infinite) set of all paths for the two-body Green’s function (4) can be
studied by making intersection with the 3d hyperplane at some fixed time t0.
In this way one obtains the density of the state, given by the wave function
Ψn
ρn(x, t) =
1
2i
(
ψ
∂
∂t
ψ+ − ψ+ ∂
∂t
ψ
)
= En|Ψn(x, t)|2. (59)
For a boosted coordinate system one can define the longitudinal and
perpendicular sizes of the system l‖ and l⊥
l‖ =
∫
|x‖|ρn(x, t)dV (60)
l⊥ =
∫
|x⊥|ρn(x, t)dV. (61)
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Since densities obey the invariance law [18] under Lorentz transformations
ρ(x, t)dV = inv (62)
and x‖ is Lorentz contracted in a moving system, one expects the following
dependence of l‖, l⊥
l‖(v) =
√
1− v2l‖(0), l⊥(v) = l⊥(0). (63)
The basic question is how (63) is maintained and supported by the dy-
namics of the given system, i.e. what is the transformation law L{r} in
LV (r) = CV (L{r}). (64)
Instead of solving this point for V (r), we turn to the wave function Ψn(x, t) =
e−iEntϕn(r) and try to ensure the property (63).
One possible solution for ϕn(r) to satisfy (60), (61) is
LPϕn(r) = ϕn
(
x⊥,
x‖√
1− v2
)
(65)
On the other hand
dVv = (dx‖d
2x⊥)v =
√
1− v2(dx‖d2x⊥)0 (66)
so that Eq.(62) is satisfied. Hence
(l‖)v =
∫
|x‖|En|ϕn
(
x⊥,
x‖√
1− v2
)
|2(dx‖d2x⊥)v =
=
√
1− v2
∫
x˜‖|M0|ϕn(x⊥, x˜‖)|2dx˜‖d2x⊥ =
√
1− v2(l‖)0, (67)
where we have used x˜‖ =
x‖√
1−v2 = x
(0)
‖ , i.e. the c.m. parallel coordinate.
The next question is what kind of dynamics can ensure the transformation
(65).
We now turn to our Hamiltonian
H =
P2
2Ω
+
Ω
2
+
(h0)v
2Ω
, (68)
where
(h0)v = (4pi
2
v + 4m
2 + 2M¯Vv), Vv = LVv, pi
2
v = Lpi
2 (69)
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Note, that pi is not canonical momentum and in general the transforma-
tion from the c.m. system with the instantaneous c.m. Hamiltonian (h0)cm
to another instantaneous system with the total momentum P is not provided
by Lorentz transformation. Therefore we start as before in section with the
assumption that (h0)v should be first solved in the c.m. system, and this
result (h0)cmϕcm =M
2
0ϕcm should be inserted as an eigenvalue for (h0)v, i.e.
(h0)v → (h0)cm =M20 .
This assumption was proved to be true for the noninteracting pair in
section 3 and approximately correct (within 10%) for the typical interactions
in section 4. We now generalize this assumption to specify pi2v and Vv, and
to this end we define
(h0)vϕv =M
2
0ϕv, ϕv = ϕ(x
v
‖, x
v
⊥) (70)
where
xv‖ =
x‖√
1− v2 , x
v
⊥ = x⊥; pi
v
‖ =
1
i
∂
∂xv‖
, (71)
pi2⊥ =
1
i
∂
∂xv⊥
, Vv = V (x
v
‖, x
v
⊥). (72)
As a result the equation (h0)vϕv = m
2
0ϕv reduces to the c.m. equation
h0ϕ =M
2
0ϕ by a simple change of variable x‖ with the same eigenvalue M
2
0 .
We now can write the boost transformations for V and ϕn as follows
V (r) = LV (X)→ CV
(
x⊥,
x‖√
1− v2
)
, C =
M0
Ω
→
√
1− v2,
ϕn(x)→ ϕ(v)n (x) = ϕn
(
x⊥,
x‖√
1− v2
)
(73)
with the normalization∫
En|ϕ(v)n (x)|2dVv = 1 =
∫
M
(n)
0 |ϕ(0)n (x)|2dV0. (74)
As a result the shape of the object will be transformed according to the
Lorentz contraction rule
l‖(v) = l⊥(v)
√
1− v2. (75)
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One of the immediate consequences of the form (74) is the high momen-
tum asymptotics of the wave function
ϕ˜(v)n (q) =
∫
ϕ(v)n (r)e
iqrd3r = C0ϕ˜0(q⊥, q‖
√
1− v2), (76)
where ϕ˜0(q⊥, q‖) is the Fourier transformed c.m. wave function. One can see
in (76), that in the case, when one of the constituents gets a large momentum
Q(Q‖, 0, 0), the boosted wave function has a saturating limit up to the factor
C0 namely
ϕ˜(v)n (q +Q) = C0ϕ˜
(
q⊥, (q‖ +Q‖)
√
1− v2q
)
=
−→
Q→∞
M0
Q
ϕ˜

q⊥, Q M0√
Q2 +M20

→ M0
Q
ϕ˜(q⊥,M0) (77)
As a second example we consider the process of the strong decay of a
meson M1 in the state n into a pair of hadrons M2,M3, which can be both
mesons or both baryons B2, B3. The corresponding amplitude can be written
for the BB¯ decay as [22] ((p′,p′′) are two relative momenta in the 3q system)
JnBB¯(p) =
∫
yBB¯red
d3p′
(2pi)3
d3p′′
(2pi)3
Ψ+n (p−p′−p′′)ΨB(p′,p′′)ΨB¯(−p′,−p′′) (78)
and for the M2M3 decay as [23, 24].
Jnn2n3(p) =
∫
yMM¯red
d3q
(2pi)3
Ψ+n (p+ q)Ψn2(q)Ψn3(q), (79)
where yred contains the explicit decay parameters, which belong to the system
at rest of the initial meson, see [22, 23, 24] for details.
It is important, that the boosted wave functions in both cases belong to
the decay products, moving with momenta (P,−P), (whereM1 =
√
M22 +P
2+√
M23 +P
2,) which grows as M1, when M1 lends to infinity.
As we have found in (76), the momentum dependent wave function ac-
quires the factor Ci =
√
1− v2i for each momentum, so that in (79) ψni(q) =
Ciϕni(q⊥, q‖
√
1− v2i ), i = 2, 3 while in (78)
ΨB(p
′,p′′) = (1− v2B)ϕB(p′⊥,p′′⊥, p′‖
√
1− v2B, p′′‖
√
1− v2B)
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B¯
Q
Q¯
γ
e+
e−
X
Figure 1: The amplitude of the process e+e− → BB¯ with an intermediate
state QQ¯(Q = u, d, s, ...). The step X in the process is a nonperturbative
double pair creation during a small time interval ∆t ∼ λ ∼ 0.1 fm.
.
As a result Jn behaves as
JnBB¯ ∼ (1− v2B)2 ∼
(
M2B
M2B +P
2
)2
(80)
Jnn3n3 ∼
√
(1− v22)(1− v23) ∼
(
M22
M22 + p
2
M23
M23 +P
2
)1/2
. (81)
We can now turn to the processes e+e− → M2M3, e+e− → BB¯ and the
corresponding time-like formfactors, see Fig.1, and [22] for details.
To this end we define the cross section
σ(e+e− → hh¯) = 12piα
2p
E3
∣∣∣∣∣∣
∑
Q
eQ
∑
n
Ψn(0)ηhQJnhh(p)
En −E + iΓn2
∣∣∣∣∣∣
2
, (82)
where h = M,B and ηhQ is the spin-recoupling coefficient and the time-like
formfactor is proportional to (82), F (Q0) ∼ σE3pα24pi where Q0 = E
Note, that the sum over n with the energy denominator has the same
structure as in the total hadronic ratio R, and brings in a constant up to
possible logarithmic terms, see e.g. [25] for a discussion.
Therefore one obtains the following asymptotics of the formfactor, for
mesons and baryons
Fh(Q0) ∼
(
M2h
M2h + p
2
)nh
, h =M,B, nM = 1, nB = 2. (83)
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Here Q20 = 4(M
2
h +p
2). One can see, that the law (83) coincides with the
famous “quark counting rule” for formfactors, found in [26].
Finally, one can connect our boosted wave function with the partonic
function of the hadron, [27], which in the limit of high momentum P can be
written in the scaled form
ΨN(p1, ...pN)→ ψ({p(N)⊥ }, x1, ...xN) (84)
where xi =
p
(i)
‖
P
, and Ψ is normalized in the Lorentz invariant way. We show
below in the appendix, that for two equal mass partons both functions are
connected as (see Appendix for details)
ψ2(p⊥, x1, x2) =M0
√
x1x2(2pi)
−3/2ϕ˜0
(
p⊥,M0
(
x1 − 1
2
))
(85)
which implies, that ϕ˜0 has a correct scaling limit and that transverse and
longitudinal degrees of freedom are combined, e.g. for the S wave one has
ϕ˜0 = ϕ
(√
p2⊥ +
(
x1 − 12
)2
M20
)
and M0 is the c.m. mass of the hadron.
From(85) one can define the valence quark distribution function in the
hadron Dqh(x, k⊥), e.g. for a meson
Dqh(x, k⊥) =
E2h
ε1ε2
|ψ2(p⊥, x)|2 = M
2
0
(2pi)3
∣∣∣∣ϕ˜0
(
p⊥,M0
(
x− 1
2
))∣∣∣∣
2
. (86)
Note, that (86) does not show any singularities, as ϕ˜0 is a monotonic
Fourier transform of the static hadron wave function, and the corresponding
quark distribution function Dqh(x) =
∫
d2k⊥D
q
h(x, k⊥) is decreasing for large∣∣∣x1 − 12
∣∣∣ and has a maximum at x = 1
2
, and no peak around x = 0. At this
point one should remember, that we are treating the isolated valence Fock
component without the multigluon Regge ladder Fock components, which
bring in the expected singularity of Dqh(x) at x small. Nevertheless ϕ˜0(k⊥, k‖)
can be a good starting approximation for the perturbative process evolution.
One should stress again, that we have imposed the Lorentz contraction
mechanism on the valence component only, while higher components ( wee
partons) may create a more complicated picture.
Therefore our valence component could be called the “pure valence”
component, which is different from the standard valence component , e.g.
uv(x) = u(x) − u¯(x), containing Regge ladder contribution, and it has no
singularities at small x.
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6 Conclusion and prospectives
We have used path integral technic to calculate Hamiltonian and wave func-
tions of the boosted system of two particles interacting via Wilson loop aver-
age. In doing so we have neglected all Fock components of the wave function
except for the chosen (qq¯) or (e1e2).
This may be called a quenched approximation, but inclusion of higher
Fock components is technically possible, see e.g. [28], [29]. We have pro-
ceeded in in the following steps:
1) We have used the Wilson loop interaction to prove, that it acquires
due to the boost an overall reduction factor C = M0
Ω
→ √1− v2.
2) We have considered a free system of two relativistic particles with
different masses m1, m2 and proved, that our Hamiltonian correctly describes
the spectrum of the boosted systems, when the relative motion part (h0) is
computed in the c.m. system.
3) Combining 1) and 2) we have checked that our boosted Hamiltonian
H = P
2
+Ω2+h0
2Ω
, h0 = h
rel
kin + 2M0V approximately (within 10%) reproduces
the boosted spectrum
E(P ) =
√
P2 +M20
after the minimization in Ω is imposed on H . This check was done for the
Coulomb and confining interaction.
4) We have used the Lorentz contraction phenomenon to formulate the
“Lorentz contraction rule”, by which the two-body wave function in its de-
pendence on the relative instantaneous coordinate r in the moving system,
behaves as ϕ(r⊥,
r‖√
1−v2 ), where v is the velocity of the system.
Correspondingly the Fourier transform of the wave function
Cϕ˜(p⊥,
√
1− v2(p‖+Q)) appears to be sensitive to large momentum transfer
Q, only through the factor C0 =
√
1− v2.
As a result we have shown, that the amplitude of the two-meson decay
process with large decay energy is proportional to the product [(1− v21)(1−
v22)]
1/2. Moreover, as a consequence, the time-like form factors of mesons and
baryons behave as 1
Q2
and 1
Q4
respectively, i.e. the same way, as in the “quark
counting rule”.
5) We have connected our Lorentz contracted wave function with the
scaled partonic function and found a smooth limit between them. In this way
one can insist, that our nonperturbative wave function can be used in hard
processes, which opens a wide field of applications. Note at this point, that
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the effect of Lorentz contracted wave functions was discussed before in the
literature in different forms, see e.g. the first reference in [2] for a discussion
and additional references, and application to the reaction pp¯ → pipi in [19].
Within the framework of the “Lorenz contraction rule” the initial and final
wave functions entering in the hard processes can be directly taken from
the c.m. bound state wave function ψcm. We also proved that the properly
defined through ψcm parton wave functions have correct scaling limits not
depending on the boost momentum P.
The approach presented above, calls for further study and applications
in numerous processes, where boosted wave functions appear in initial and
final states, e.g. in form factors, decay processes, etc.
The author is grateful to B.L.Ioffe and O.V.Kancheli for useful discus-
sions. This research was supported by the RFBR grant 1402-00395.
Appendix 1
Normalization of boosted many particle states
We start with the normalization of the multiparton wave function [27]
E(P )
∫ N∏
i=1
d3pi
εi
δ
(
P −
n∑
k=1
pk
)
|ψ(p1, ...pN)|2 = 1, εi =
√
p2i +m
2
i (A. 1)
which in the limit of large P for xk =
p
(k)
‖
P
can be written as (fast moving
partons)
∫ ∏
d2p
(i)
⊥
dxi
xi
δ(2)(
N∑
i=1
pi⊥)δ(1−
N∑
i=1
xi)|ψ(p(i)⊥ , xi)|2 = 1. (A. 2)
For two partons our wave function (74) is normalized as
M0
∫
|ϕ˜0(p⊥, p‖)| d
3p
(2pi)3
= E(P )(1− v2)
∫
|ϕ˜0(k⊥, k‖
√
1− v2|2 d
3k
(2pi)3
= 1,
(A. 3)
and the parton wave function ψ(p1, p2) in terms of our ϕ(k) is
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ψ(p1, p2) =
√√√√ ε1ε2M20
E(P )(2pi)3
ϕ˜0,
√
1− v2 = M0√
P 2 +M20
. (A. 4)
To express k⊥, k‖ via parton momenta pi one can use (27); hence
p
(1)
‖ = k‖ +
P
M0
ω¯1 = Px1 (A. 5)
where M0 = ω¯1 + ω¯2, (which is approximately true also for interacting par-
tons), and for equal mass partons one has
x1 =
k‖
P
+
ω¯1
M0
→ k‖
√
1− v2
M0
+
1
2
. (A. 6)
At large P ≫M0, one has the scaling limit
ψ(p
(i)
⊥ , xi) =
M0
(2pi)3/2
√
x1x2ϕ˜0
(
p⊥, x1 − 1
2
)
. (A. 7)
In a similar way the multiparton wave function is connected to our wave
function ϕ(pi1, ...piN−1) as
ψN(p1, ...pN) =
1
(2pi)
3
2
(N−1)
N∏
i=1
√
M0xiϕN(p
(i)
⊥ ,M0(xi − νi)). (A. 8)
One should stress again, that ϕ˜0 has no on-shell singularities and there is no
factorization in p
(i)
⊥ , xi, since at lowest angular momentum
ϕ˜0 ∼ ϕ˜
(√
(p⊥)2 +M20
(
x− 1
2
)2)
.
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