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En este trabajo se presenta una propuesta para la identificación de matrículas de automóviles 
mexicanos en las etapas de segmentación e identificación. Las técnicas existentes en el estado del 
arte para la identificación de matrículas de automóviles son efectivas para matrículas cuyo color de 
fondo es uniforme y no contienen patrones de textura; además, estas matrículas tienen un alto 
contraste entre los colores de fondo y el de los caracteres. Las técnicas utilizadas funcionan 
considerando estos supuestos, pero para el caso de las matrículas mexicanas no siempre reconocen 
exitosamente las matriculas debido a que estas tienen características diferentes a las de la mayoría 
de los países. 
Para abordar este problema se emplea información sobre la norma de fabricación de placas 
mexicanas, establecida por el gobierno federal. Una de las características que deben cubrir las 
placas es respecto a las dimensiones de los caracteres, en donde sumando las áreas que ocupan 
todos los caracteres, la proporción de área que ocupa el conjunto de letras respecto al área de la 
placa es del 20%. En consecuencia, en una imagen digital, el 20% de los pixeles son ocupados por 
las letras de la matrícula. Por otra parte, la intensidad de los colores de los caracteres es menor al de 
los colores del fondo de la placa con el fin de crear alto contraste y así facilitar el reconocimiento de 
la matrícula. 
En la etapa de segmentación se utiliza un enfoque similar al propuesto por (Zhang & Zhang, 2003), 
en el cual para segmentar los caracteres se acentúa la intensidad del 20% de los pixeles con las 
intensidades más bajas, ya que se asume que estos pixeles corresponden a los caracteres. Los pasos 
propuestos para el reconocimiento de matrículas son: 1) segmentación de caracteres, 2) 
reconocimiento de los caracteres. Una vez segmentados los caracteres estos se modelan con 
descriptores de Fourier y Momentos de Hu. Finalmente en la etapa de identificación se realizaron 
dos tipos de pruebas con un clasificador bayesiano. La primera tomando todas las características 
extraídas y la segunda reduciendo la dimensionalidad de los vectores de características usando 
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Los sistemas de reconocimiento automático de matrículas vehiculares pertenecen a una de las 
líneas de investigación del transporte inteligente. Estos han tenido varias aplicaciones; por ejemplo, 
sistemas de verificación de acceso en puentes y túneles, control de tráfico, monitoreo de límites de 
velocidad y sistemas de control fronterizo, entre otros. 
Existen varias propuestas para la identificación automatizada de placas de automóviles; por 
ejemplo, identificación por radio frecuencia, redes de sensores inalámbricos y reconocimiento de 
matrículas vehiculares por visión artificial (Sedighi & Vafadust, 2011; Du et al., 2013). Esta última 
es la más utilizada y la que se aborda en este trabajo. 
Dado que las características de tamaño, color de fondo, textura, número y tipo de caracteres 
de las placas vehiculares varían de un país a otro, los sistemas de identificación actuales están 
limitados a reconocer las placas de un determinado país o región de acuerdo a sus características 
muy particulares. La mayoría de los sistemas de visión artificial para el reconocimiento de placas 
están diseñados para identificar placas con las características de las placas que se muestran en la 
Figura 1.1 (a) y (b), en donde se tienen caracteres que contrastan con el fondo pero como principal 
característica, el fondo de la placa no tienen ningún patrón de textura. Pero no hay trabajos que 
aborden el problema de las placas mexicanas, en donde la apariencia de estas es muy diferente; en 
la Figura 1.1 (c) se muestra un ejemplo de una placa mexicana en donde el fondo tiene un complejo 
patrón de textura. 
 
Figura 1.1. Ejemplos de placas vehiculares. (a) placa de  la Unión Europea, (b) placa china y (c) placa mexicana con 
patrones de textura en el fondo. 
Los algoritmos que están diseñados para reconocer placas con la apariencia de las placas 
mostradas en la Figura 1.1 (a) y (b) no siempre son exitosos para reconocer las matriculas, ya que 
asumen que la placa no tiene patrones de textura en el fondo; siendo que en el caso de las placas 
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mexicanas es muy común que las placas tengan diferentes patrones de textura. En la Figura 1.2 se 
muestran las imágenes binarizadas que se obtienen al emplear el método de Otsu (1979) en tres 
placas mexicanas, siendo este método de binarización uno de los más empleados para el 
reconocimiento de placas. 
 
Figura 1.2. Resultados de matrículas mexicanas procesadas con el método de Otsu (1979). Imágenes originales (a), (c) y 
(e); (b), (d) y (f) imágenes binarias obtenidas. 
Como se puede ver en la Figura 1.2 (b), (d) y (f), la segmentación de los caracteres no es 
exitosa porque no se logra separarlos de los patrones de textura del fondo. 
Por lo tanto, en este trabajo se presenta la propuesta de un algoritmo para el reconocimiento 
de las matrículas de vehículos mexicanos. A diferencia de las placas de otros países, el fondo de las 
placas mexicanas presentan patrones de textura en el fondo de la placa lo que dificulta la extracción 
de los caracteres al emplear las técnicas más comunes, lo que da como consecuencia que el 
reconocimiento no sea preciso. De aquí que el algoritmo propuesto procesa la imagen de tal forma 
que los patrones de textura del fondo de la matricula son inhibidos y así facilitar la extracción de los 
caracteres para su posterior reconocimiento. 
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1.1 Planteamiento del problema 
El proceso de reconocimiento automático se vuelve difícil debido a varios factores tales como 
ruido en la imagen, variaciones en el espacio entre caracteres, el marco de la placa y las variaciones 
de rotación e iluminación (Zhang & Zhang, 2003). 
El caso de identificación de placas vehiculares mexicanas presenta dificultades adicionales 
debido a que cada estado de la república crea su propio diseño, esto implica que las placas entre los 
distintos estados tengan diferente fondo, color y textura.  
Por otra parte, el diseño de las placas también puede cambiar dependiendo de la 
administración en turno de cada estado de la república. Debe considerarse también que existe una 
variante en el número de caracteres de las placas del Distrito Federal y el resto de los estados, cinco 
y seis caracteres respectivamente. 
Es importante remarcar que en este trabajo solo se aborda el caso de las placas de vehículos 
adscritos fuera del Distrito Federal, ya que es complicado poder determinar la cantidad exacta de 
caracteres que tiene una placa. Al acotarlo a solo reconocer placas de vehículos que no sean del 
Distrito Federal, se conoce de antemano la cantidad exacta de caracteres que se deben extraer, en 
este caso es de siete caracteres. 
El problema con las placas de automóviles mexicanos es que estas tienen patrones de textura 
en el fondo, si se aplican los métodos convencionales de reconocimiento de placas la extracción de 
los caracteres no es exitosa porque los patrones de textura distorsionan la apariencia de los 
caracteres. En los trabajos relacionados se asume que las placas no tienen patrones de textura en su 
fondo y que las letras ocupan casi toda la altura de las placas (Du, et al., 2013; Zheng, et al., 2013). 
1.2 Objetivo general 
Desarrollar un algoritmo de visión artificial que identifique automáticamente la matrícula de 




1.3 Objetivos específicos 
 Desarrollar un algoritmo que extraiga los caracteres de las placas de vehículos mexicanos. 
 Desarrollar un algoritmo para reconocer los caracteres extraídos. 
1.4 Justificación 
Anteriormente se ha mencionado que existe un gran campo de aplicación para los sistemas de 
reconocimiento de placas vehiculares; por esta razón se ha trabajado por varios años desarrollando y 
mejorando los procesos y algoritmos que contribuyan a efectuar esta tarea de una manera más 
eficiente.   
El resultado de la investigación aportará una propuesta con la cual se solucione el problema 
de las diferentes características de placas vehiculares en México o en algún otro país donde tengan 
un problema similar, pero además servirá como punto de partida para aplicarlo en diversos sistemas 




2 Antecedentes y trabajos previos 
La mayor parte de los autores en la bibliografia consultada definen el proceso de 
reconocimiento de matriculas vehiculares en tres etapas: detección de la placa, segmentación de 
caracteres y reconocimiento de caracteres. En este trabajo solo se aborda los problemas de 
segmentación y reconocimiento de caracteres. 
2.1 Pre-procesamiento de la imagen 
Por lo general las imágenes de las placas son adquiridas con variaciones de iluminación, 
suciedad, deterioro, entre otros, lo cual reduce notablemente el rendimiento de los algoritmos en las 
etapas de segmentación y reconocimiento. Para mejorar los resultados en estas etapas, muchos 
autores realizan un pre-procesamiento de la imagen antes de la etapa de segmentación aplicando 
diversas técnicas y algoritmos los cuales permiten mejorar la calidad de la imagen antes de ser 
segmentada. 
En el trabajo de Zhang & Zhang (2003) el procesamiento consiste en tres pasos: 
normalización de tamaño de la imagen de la placa, determinación del tipo de placa y realce de 
objetos. En la etapa de normalización se definen las dimensiones de los caracteres a 160×40 pixeles. 
El tipo de placa se determina por medio del análisis del histograma de la imagen en escala de grises, 
una vez determinado se estandarizan las imágenes a caracteres blancos con fondo negro. Finalmente 
en la etapa de realce de objetos se considera la proporción entre caracteres y el resto de la placa. Se 
considera que el 20% de los pixeles de la imagen binaria corresponden a los caracteres los cuales 
deben ser resaltados y el resto de pixeles deben ser inhibidos. 
El algoritmo de realce consiste en dos pasos:  
1. El nivel de grises de todos los pixeles es escalado en un rango de 0 a 100 y comparado con 
el rango original de 0 a 255. Como resultado, todos los pixel son disminuidos. 
2. Ordenar todos los pixeles por niveles de gris en orden descendente y multiplicar el 20% de 
los pixel del nivel superior de gris por 2.55. 
Sedighi & Vafadust (2011) adquieren la imagen una distancia de entre 1.5 y 2.5 metros en la 
cual se le aplica un filtro Gaussiano a sus componentes RGB con la finalidad de disminuir los 
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efectos de la iluminación no uniforme y el ruido. Este filtro hace que los colores en la imagen sean 
más uniformes aun si la imagen está deteriorada. Posteriormente se aplica una transformación 
laplaciana que aclara los bordes de la imagen con el fin de uniformizar y separar el fondo de los 
caracteres. Por último la imagen obtenida es procesada a su equivalente en escala de grises. El 
siguiente paso es efectuar un proceso de binarización de la imagen usando umbralización por medio 
del método Otsu (1979). 
Gazcón, Chesnevar, & Castro (2012) obtienen la imagen en RGB y se ajusta la resolución de 
la imagen a 300×200 pixels, finalmente la imagen es transformada a escala de grises. Giannoukos et 
al. (2010) redimensionan la imagen a 200×50 pixeles usando interpolación bicubica. Posteriormente 
es binarizada usando una técnica de umbral adaptativo en la cual se calcula la media y varianza para 
cada pixel considerando sus k×k pixeles vecinos. 
Kocer & Cevik (2011) realizan una ecualización del histograma a la imagen en escala de 
grises para aumentar el contraste, posteriormente es usado el filtro de la mediana para eliminar las 
regiones con ruido en la imagen. En este método de filtrado, una matriz de 3×3 es aplicado a la 
imagen. Los pasos son los siguientes: 
1. Un pixel es elegido como el centro de la matriz 
2. Los pixeles del contorno son asignados como pixeles vecinos 
3. Se emplea un proceso de ordenamiento de entre los 9 pixeles de menor a mayor. 
4. El quinto elemento es considerado como elemento medio. 
5. Este procedimiento es implementado para todos los pixeles de la imagen. 
Zhang & Wang (2012) convierten la imagen de color en escala de grises usando la siguiente 
transformación: 𝑔(𝑖, 𝑗) = 0.11 × 𝑅(𝑖, 𝑗) + 0.59 × 𝐺(𝑖, 𝑗) + 0.3 × 𝐵(𝑖, 𝑗). Para el realce de los 
caracteres se usa el método de histograma balanceado. 
Zhu et al. (2011) reconocen diversos estilos de placas chinas; se obtiene primero la 
información de color en modelo HSV y posteriormente se invierten las imágenes cuyo fondo es 
amarrillo o blanco con el objetivo de obtener resultados uniformes en el proceso de binarización. 
Para la binarización se usa el método de binarización basada en el valor local extremo, el cual es un 
método de binarización local. 
Zheng et al. (2013) definen un método para uniformizar los diferentes estilos de placas, 
obteniendo al final un fondo negro con caracteres blancos. El cambio de color se hace trazando 
líneas simétricas horizontales con el fin de obtener los puntos de cruce (donde el valor de los 
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pixeles cambian de negro a blanco) a lo largo de cada línea horizontal. El número de puntos de 
cruce se incrementa en uno si es un punto del primer plano (perteneciente a un carácter de la placa). 
Si el valor del índice de color está por encima de un umbral estadístico seleccionado, la imagen es 
etiquetada como candidata a ser convertida; de lo contrario se mantiene igual. Por lo tanto se asume 
que todas las placas candidatas son negro sobre blanco, con esto se mantiene la consistencia del 
área de interés. 
Considerando también que las imágenes contienen bordes que no pertenecen a la placa, se 
realiza un proceso de alargado. El siguiente paso es detectar los bordes verticales de la placa 
mediante un gradiente horizontal. Para cada pixel se usa la [-3 0 3; -10 0 10; -3 0 3] para procesar el 
valor del gradiente horizontal. Posteriormente se usa el método Otsu (1979) para binarización y 
obtener los mapas verticales. Los bordes de los pixeles son representados usando pixeles blancos y 
los restantes como pixeles negros. 
2.2 Segmentación de caracteres 
El proceso de segmentación consiste en extraer los caracteres de la placa para su posterior 
reconocimiento.  
En el método propuesto por Sedighi & Vafadust (2011) primero se obtiene el negativo de la 
imagen binaria la cual contiene regiones negras con conectividad 8 sobre un fondo blanco. 
Posteriormente realiza una búsqueda e identificación de los ocho caracteres. Con este fin utiliza 
algunas características primitivas de la placa como: altura, anchura, área, promedio de altura y 
anchura, y desviación estándar de las proporciones de la placa. Posteriormente obtiene otro tipo de 
características llamadas características relativas las cuales se obtienen calculando los promedios de 
las características primitivas. Una vez obtenidas las imágenes para cada carácter individual se aplica 
un filtro Gaussiano que reducirá los efectos de la iluminación no uniforme. 
Zhang & Zhang (2003) realizan primero una segmentación horizontal encontrando los valles 
de la proyección vertical dividiendo la imagen en varios bloques. Después se obtiene la línea de 
segmentación horizontal de cada bloque analizando la proyección horizontal. Por último se utiliza la 
transformación de Hough en los puntos intermedios de cada subsección para eliminar las líneas de 
subsección incorrectas y combinando las correctas en una sola. La transformación de Hough se usa 
para reducir los problemas de rotación de la placa. Posteriormente se realiza un proceso de 
segmentación vertical basado en el análisis de proyección apoyado por el conocimiento previo de la 
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imagen (dimensiones de la placa, dimensiones de los caracteres y espaciado) para que sea más 
preciso. Primero se buscan las líneas de segmentación vertical candidatas considerando los valles de 
la proyección vertical, después se estima el tamaño de la placa y de cada carácter usando la posición 
de las líneas de segmentación horizontal candidatas, después se estiman las posiciones de los bordes 
izquierdo y derecho del intervalo usando conocimiento previo de las dimensiones. 
Finalmente se buscan las mejores líneas de segmentación eligiendo aquellas en las cuales las 
variaciones de los niveles de gris de los pixeles que atraviesan la línea de segmentación sea menor, 
si fuera el caso contrario; es decir; la variación fuera mayor sería un indicador de que la línea 
atraviesa más de un carácter y seria eliminada. 
En el trabajo de Jiao, Ye, & Huang (2009), el proceso de segmentación se ejecuta un 
algoritmo de ecualización de nivel de grises y análisis morfológico para obtener los candidatos a 
caracteres. En este proceso una imagen de 256 niveles de gris se ajusta a 𝑄 niveles de gris, 
posteriormente se aplica una operación morfolófica de cierre en la imagen para obtener regiones 
conectadas. Para obtener tantos candidatos como sea posible se ajusta el parámetro 𝑄. Para mejorar 
la segmentación y evitar perdida de caracteres se puede combinar el método con un método de 
binarización local. 
Zheng et al. (2013) utilizan la proyección horizontal para encontrar los bordes superior e 
inferior de los caracteres de la placa. El valor promedio del histograma es usado como umbral para 
determinar los bordes superior e inferior. El área media en la cual el segmento del histograma es 
mayor que el umbral es tomado como el área delimitada por los bordes superior e inferior. 
Finalmente la distancia entre los bordes superior e inferior es registrada como la altura de los 
caracteres. Después de localizar los bordes superior e inferior, se eliminan las áreas que se 
encuentran por encima del borde superior y por debajo del borde inferior y el área restante es 
considerada para la segmentación. El siguiente paso es la binarización de la imagen para la cual se 
selecciona un umbral determinado por el método Otsu. Se obtiene el histograma con la proyección 
vertical con el objetivo de encontrar la anchura de los caracteres. Para estimar la anchura después 
del proceso de segmentación, se toman en cuenta las anchuras de todos los bloques excepto los dos 
de mayor y los dos de menor anchura. Finalmente se obtiene el promedio de las anchuras de los 
bloques y el resultado es considerado como la anchura de los caracteres estándar de los caracteres. 
Con el procedimiento anterior se obtienen segmentos de los cuales aproximadamente el 70% 
de los bloques contienen caracteres y el resto deben ser eliminados. Para esto se usa un algoritmo de 
extracción de detección y eliminación de manchas. 
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En el trabajo de Deb et al. (2012), las regiones que no son de interés como el borde y las 
regiones que producen ruido son eliminadas a partir del histograma de la proyección vertical. Una 
vez eliminados, el histograma resultante contendrá los picos correspondientes a los caracteres. 
Finalmente se normaliza el tamaño de los caracteres extraídos.  
Zhu et al. (2011) proponen un algoritmo que usa proyección vertical con conocimiento previo 
para ajustar la segmentación. Durante este proceso la anchura esperada del carácter puede ser 
ajustada dinámicamente, lo cual hace que la proyección sea más flexible. 
Kocer & Cevik (2011) utilizan un algoritmo de coloreado llamado gran objeto binario (blob). 
Este algoritmo tiene una arquitectura robusta para determinar regiones cerradas y sin contacto de 
una imagen binaria. El algoritmo usa una plantilla especial 𝐿 para escanear la imagen de izquierda a 
derecha y de arriba hacia abajo. Este procedimiento de escaneo determina las regiones 
independientes para obtener las conexiones en cuatro direcciones diferentes desde un fondo cuyos 
valores son ceros. Se aplican cuatro algoritmos blob a la imagen binaria dando como resultado los 
caracteres segmentados. 
Posteriormente los caracteres segmentados son clasificados como letras y números. La 
imagen de la placa es dividida en tres regiones, la primera formada por dos dígitos numéricos, la 
segunda por un grupo de una a tres letras y la tercera por un grupo de dos a cuatro dígitos. La 
imagen es escaneada de izquierda a derecha encontrando los espacios entre caracteres. Si el valor 
del espacio es mayor a un umbral entonces la región es marcada. Finalmente los números son 
normalizados a dimensiones de  28×35 pixeles y las letras a dimensiones de 30×40 pixeles.  
En el trabajo de Giannoukos et al. (2010) un subsistema de segmentación procesa la imagen 
identificando los bordes de la placa actual compactando o expandiendo los bordes en la región de la 
placa. Esto se logra calculando la desviación estándar de los pixeles alrededor de los bordes, 
entonces los bordes son detectados usando un mínimo local. La imagen de la placa es 
redimensionada a una resolución de 200×50 pixeles usando una interpolación bicubica. 
Posteriormente la imagen procesada es binarizada usando una técnica de umbral adaptativo, donde 
para cada pixel se calcula la media y varianza de los k×k vecinos.  Las regiones continuas blancas 
de la imagen binaria son extraídas y comparadas con regiones de caracteres ideales. Las regiones 
extraídas con características medidas que excedan los límites deseados son eliminadas de los 
siguientes pasos del algoritmo. Por ejemplo, las aéreas con una proporción cercana a 1 pero de 
menor altura son eliminadas. Cada región que pasa este filtro es considerada un carácter. 
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Todas las regiones eliminadas incluyendo aquellas que superan los límites son marcadas en 
una imagen temporal llamada mascara de filtrado. La máscara de filtrado es aplicada a la imagen de 
entrada para eliminar cualquier región que no sea parte de los caracteres. La imagen resultante se 
escanea por segunda vez para localizar con mayor exactitud el centro de cada carácter. Finalmente 
se buscan espacios entre caracteres consecutivos para identificar por separado letras y números de 
acuerdo al formato de la placa haciendo más precisa la identificación. 
Du et al. (2013) realiza un resumen de los diversos métodos de segmentación de las placas de 
la siguiente forma: 
 Segmentación usando conectividad de pixeles: Estos métodos etiquetan los pixeles 
conectados en la imagen binaria de la imagen. Estos pixeles son alisados y aquellos que 
tienen el mismo tamaño y proporción de caracteres son considerados caracteres de la placa. 
Estos métodos fallan al extraer todos los caracteres cuando están juntos o rotos.  
 Segmentación usando proyección de perfiles: Estos métodos son los comunes, usan el 
contraste en los colores de fondo y los caracteres de la imagen, algunos utilizan la imagen 
binaria y otros la información de color. Algunos métodos proyectan la imagen de manera 
vertical para determinar las posiciones iniciales y finales de los caracteres, para 
posteriormente proyectarlos de manera horizontal para extraer carácter por carácter. 
También utilizan otras técnicas de eliminación de ruido análisis de la secuencia de 
caracteres. 
 Segmentación usando conocimiento previo de caracteres: Con estos métodos se escanea 
la imagen en una línea horizontal para encontrar las posiciones de inicio y fin de los 
caracteres. Además en algunos métodos se redimensiona la imagen al tamaño de una 
plantilla definida. Después de redimensionarla, las mismas posiciones son extraídas para los 
caracteres. Su desventaja es que si existen variaciones en la placa, el resultado es la 
extracción de parte del fondo en lugar de los caracteres. 
 Segmentación usando contornos de caracteres: Estos métodos utilizan dos procesos; el 
primero es obtener una ubicación aproximada de cada carácter por medio de una técnica de 
búsqueda rápida y posteriormente obtiene los bordes exactos por medio de un método 
especial de búsqueda rápida.  
 Segmentación usando combinación de características: A pesar de estas diferencias, 
pueden seleccionarse los algoritmos y técnicas empleadas en estos sistemas con el objetivo 
de identificar las matrículas de automóviles mexicanos. 
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 Pre-procesamiento: En esta etapa se realiza un pre procesamiento de la imagen con el 
objetivo de normalizar el tamaño y orientación de la placa, se determina la clasificación de 
los tipos de placa de acuerdo a los colores de fondo y caracteres, se determinan las 
proporciones de variación entre pixeles blancos y negros en una imagen en escala de grises 
y finalmente se realiza un proceso para resaltar los objetos mediante la ecualización del 
histograma de la imagen. 
 Segmentación horizontal: Para la segmentación horizontal se utiliza la transformada de 
Hough para detectar las líneas en la imagen. Para una imagen con rotación, propone un 
algoritmo que consiste en tres pasos: 
1. Encontrar los valles de la proyección vertical y dividir verticalmente la imagen en 
varios bloques. 
2. Encontrar la línea de segmentación horizontal para cada bloque analizando la 
proyección horizontal del bloque (línea de sub sección). 
3. Usar la transformada de Hough en los puntos intermedios de las sub secciones para 
eliminar las líneas de las sub secciones incorrectas y combinar las correctas en una 
sola línea. 
 Segmentación Vertical: La segmentación de la placa está basada en el conocimiento 
previo de la misma, por ejemplo, el tamaño y el intervalo entre caracteres. El algoritmo es 
el siguiente: 
1. Encuentra candidatos para las líneas de segmentación vertical (un valle en la 
proyección vertical es un candidato). 
2. Estimar el tamaño de la placa y de cada carácter usando la información de posición 
de las líneas de segmentación horizontal y los candidatos. 
3. Estimar la posición del borde izquierdo y derecho de un intervalo grande usando el 
conocimiento previo del tamaño de los caracteres. 
2.3 Reconocimiento de caracteres 
Sedighi & Vafadust (2011) usan dos redes neuronales feed-forward con una capa oculta para 
el reconocimiento de caracteres. El entrenamiento consiste en un conjunto de 20 imágenes de 40×40 
pixeles de cada número o carácter. Para reducir el número de neuronas de entrada y en 
consecuencia reducir la complejidad computacional se utiliza el principio de transformación de 
componentes procesando cada carácter al espacio de componentes principales utilizando 
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únicamente los primeros 100 coeficientes. Las redes neuronales tienen una capa oculta con 50 
neuronas. El número de neuronas de la capa oculta se determina experimentalmente. 
Jiao, Ye, & Huang (2009) usan redes neuronales para el reconocimiento. Primero cada 
carácter segmentado es ajustado si no cumple con una proporción anchura/altura constante. Se 
extienden los bordes de la imagen para que cumpla con esta proporción. Posteriormente el carácter 
es normalizado en bloques de 16×16 pixeles empleando un algoritmo de interpolación lineal. Para 
enfatizar las características de cada carácter se definen 11 tipos de sub bloques. Para cada sub 
bloque los valores de los niveles de gris son normalizados de 0 a 1, y son extraídos como nodos de 
entrada de una red neuronal artificial de tres capas. Los nodos de entrada del mismo sub bloque se 
conectan con los mismos nodos de la capa oculta. Esta estructura asegura que para cada carácter los 
mismos sub bloques puedan ser acentuados obteniendo grandes pesos en el proceso de 
entrenamiento. En la red, hay un total de 448 nodos de entrada construidos por los valores de gris  
de los pixeles. El número de nodos de salida es igual al número de clases; es decir; para el modelo 
de reconocimiento de dígitos son 10 nodos; para los alfabéticos 26 y para símbolos se define por el 
usuario. Para entrenar la red neuronal se utilizaron 3000 muestras alfanuméricas y el algoritmo 
backpropagation con función sigmoidal como función de activación entre las capas de la red 
neuronal. 
Después de la segmentación Zhu et al. (2011) obtienen las características de la imagen 
normalizada de 25×50 pixeles. Las características que se obtienen son llamadas características de 
malla debido a que contienen la información espacial de la imagen la cual se considera es suficiente 
para distinguir  los caracteres y además es uno de los métodos más fáciles de implementar y el más 
comúnmente usado en OCR. Primero se determinan las dimensiones de la malla que divide la 
imagen en n×n rejillas, en este caso 𝑛 = 5. Posteriormente se calcula la probabilidad de densidad de 
cada rejilla. Si el valor del pixel es 255 se considera como 1 y como 0 en caso contrario. Por lo 
tanto la densidad P de rejilla es calculada dividiendo el número de pixeles blancos 𝑛𝑤 y el número 
total de pixeles 𝑛𝑡 . Adicionalmente se calculan las proyecciones vertical y horizontal de dimensión 
n. Finalmente se obtienen los vectores característicos. Para el reconocimiento se utiliza una red 
neuronal backpropagation con 35 neuronas de entrada y 36 de salida usando una función sigmoidal 
como función de salida. Para clasificación del carácter se obtiene una secuencia de salidas que 
identificara una clase eligiendo una que tenga la salida máxima durante una última etapa de análisis 
estadístico. Esta etapa de análisis reduce el error en el proceso de clasificación causado por la 
similitud entre imágenes y el ruido en la imagen. 
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Deb et al. (2012) utilizan una red neuronal en la etapa de reconocimiento. La capa de entrada 
tiene 144 neuronas, 12×12 pixeles, y la capa de salida tiene 50 neuronas. Para la capa de entrada se 
consideran los unos de la imagen como valores 0.5 y los ceros como -0.5. Para un carácter 
específico cada valor de la neurona de entrada es elevado al cuadrado y al final son sumados. 
Posteriormente se obtiene la inversa de la raíz cuadrada de dicha suma, la cual es llamada factor de 
normalización. Para una salida específica, cada valor de las neuronas de entrada es multiplicado por 
el peso aleatorio que conecta a la salida y los valores multiplicados son sumados. Esta suma es 
multiplicada por el factor de normalización. La neurona que tenga el valor mayor es seleccionada. 
Los pesos de las neuronas de entrada que conectan con la neurona seleccionada son 
actualizados. El valor de la neurona de entrada es restado de la suma de los pesos aleatorios. El 
valor resultante es llamado ajuste de pesos. Entonces el factor de normalización es multiplicado por 
el ajuste de pesos y el valor resultante es sumado al peso aleatorio. Este proceso se repite para todos 
los caracteres. Finalmente se realiza un proceso de pre cálculo para buscar una neurona de salida 
diferente la cual tenga el máximo valor para cada carácter de entrada; es decir; se obtiene el registro 
de la neurona con el máximo valor para cada carácter. 
En el trabajo de Zhang & Wang (2012) los caracteres son normalizados a una proporción de  
4×4 transformando cada línea de elementos a un vector de dimensión 16 el cual es la entrada a una 
red neuronal backpropagation. El número de elementos de salida será de 51 caracteres 
correspondientes a caracteres chinos, 25 letras mayúsculas y 10 dígitos.  
Kocer & Cevik (2011) obtienen el vector característico usando el algoritmo de desviación del 
promedio absoluto, el cual se define como 𝑉 =  
1
𝑁
(∑ |𝑓(𝑥, 𝑦) − 𝑚|𝑁 ). Donde 𝑁 es el número de 
pixels en la imagen, m es la media de la imagen y 𝑓(𝑥, 𝑦) es el valor en el punto (𝑥, 𝑦). En este 
trabajo las imágenes son divididas en sub imágenes de 4×5 pixeles para números y 5×5 para letras.  
Para el reconocimiento se utilizaron dos redes neuronales artificiales de tres capas. 
Giannoukos et al. (2010) proponen un módulo de reconocimiento que consiste en dos redes 
neuronales artificiales, una para reconocimiento de números y otra para caracteres. La capa de 
entrada contiene 192 nodos los cuales corresponden al vector de entrada de 192 pixeles derivado de 
las dimensiones de los caracteres, 16×12 pixeles. Se usaron 367 plantillas de caracteres como 
conjunto de entrenamiento. La capa de entrada tiene 183 nodos para dígitos y 184 para caracteres. 







3 Propuesta para el reconocimiento de 
matrículas empleando imágenes 
digitales 
En esta sección se presenta la propuesta para extracción y reconocimiento de los caracteres de 
matrículas mexicanas. Como se menciona previamente, no todos los caracteres de las matrículas 
mexicanas pueden ser segmentadas empleando las técnicas comúnmente empleadas para este 
propósito debido a los patrones de textura del fondo. La extracción de caracteres que proponemos es 
semejante al propuesto por Zhang & Zhang (2003), pero con menor costo computacional. Para el 
reconocimiento, los caracteres son modelados empleando los momentos de Hu (1962), los cuales 
han sido empleados exitosamente para clasificación de caracteres (Wong, Siu & Lam, 1995); 
En la Figura 3.1 se muestra el diagrama de flujo del proceso del reconocimiento de placas. Se 
recibe una imagen de la placa; después se segmentan los caracteres y se extraen; a los caracteres 
extraídos son modelados empleando algún método; los caracteres son clasificados y finalmente se 
tienen los caracteres en ASCII. 
 
Figura 3.1.  Diagrama de flujo del proceso de reconocimiento de placas. 
De acuerdo a la Norma Oficial Mexicana NOM-001-SCT-2-2000 las placas de los vehículos 
mexicanos tienen un área de 30×15 cm
2
, la ubicación y dimensiones de los caracteres y otros 
componentes de las placas se establecen como se muestra en la Figura 3.2. Para mantener una 
escala proporcional a las dimensiones oficiales de la placa las imágenes adquiridas se normalizan a 
un tamaño de 300×150 pixeles. Es importante mencionar que en esta propuesta las imágenes de las 





Figura 3.2. Dimensiones en milímetros de las matriculas de automóviles particulares mexicanos según la Norma Oficial 
Mexicana NOM-001-SCT-2-2000 
Siguiendo el método propuesto por Zhang & Zhang (2003), la imagen normalizada es 
procesada a escala de grises de 255 niveles y posteriormente ajustada a un intervalo de 0 a 100. El 
siguiente paso es ordenar los pixeles en orden ascendente. Pero debido el alto costo computacional 
que involucra ordenar los pixeles, se ha modificado este paso, en la sección 3.1 se aborda este 
aspecto y tomando las características que deben cumplir las placas de acuerdo a la Norma Oficial 
Mexicana NOM-001-SCT-2-2000. 
3.1 Segmentación 
Como se menciona anteriormente, el tamaño de los caracteres de las matrículas mexicanas 
deben cumplir la norma oficial mexicana, donde cada carácter tiene intensidad baja en su color y 
debe tener un área de 24×60 mm
2
. Al sumar todas las áreas de los caracteres, el porcentaje de área 
que ocupan todos los caracteres dentro de la matrícula es de casi 20%. Por lo tanto, la imagen es 
binarizada al asignar 1 a los pixeles cuya intensidad es menor que el 20% de las intensidades más 
bajas. Es importante remarcar que el costo computacional para ordenar los pixeles de acuerdo a sus 
intensidades puede ser alto, dependiendo del tamaño de la imagen; con nuestra propuesta el costo 
computacional se reduce considerablemente porque calculamos el histograma acumulativo de 
intensidades, lo que implica que solo se cuentan las frecuencias de cada nivel de gris. 
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De los trabajos revisados que abordan el reconocimiento de matriculas de vehiculos, varios 
de ellos extraen los caracteres de la matricula empleando metodos basados en detección de bordes; 
luego las imágenes son binarizadas y finalmente los caracteres son extraidos empleando las 
proyecciones horizontal y vertical de perfiles. Por ejemplo, la Figura 3.3 muestra las imágenes 
binarizadas obtenidas al emplear dos tipos de procesamiento; (a), (d) imágenes de entrada, 
matriculas de los estados de Sinaloa y Durango, respectivamente; (b), (e) y (c), (f) son las imágenes 
obtenidas empleando las propuestas de Sedighi & Vafadust (2011) y Zheng et al. (2013), 
respectivamente. 
 
Figura 3.3. Ejemplo de imágenes obtenidas con diferentes enfoques de procesamiento: (a) y (b) imágenes de entrada; (b) 
y (e) imágenes obtenidas con el algoritmo propuesto por Sedighi and Vafadust (2011); (c) y (f) imágenes obtenidas 
usando la propuesta de Zheng et al. (2013). 
Sedighi and Vafadust (2011) obtienen el laplaciano de los tres canales de color de la imagen, 
la imagen resultante es convertida a escala de grises y despues binarizada; los pixeles de los 
caracteres y de los objetos no deseados son 8-conectados en regiones de negro sobre fondo blanco, 
despues los caracteres candidatos son segmentados empleando caracteristicas particulares. 
Zheng et al. (2013) calculan los border verticales, la imagen que se obtiene es binarizada, las 
proyecciones vertical y horizontal se obtienen para establecer la altura y anchura de los caracteres, 
respectivamente. Los caracteres son extraidos por detección blob, el cual es un método extendido de 
etiquetado de pixeles que se basa en el analisis de componentes conectados. En ambos trabajos las 
imágenes son binarizadas con el método de Otsu (1979). 
Notese que en la Figura 3.3 (b) y (e) los bordes de la textura del fondo también son 
detectados, lo que dificulta el cálculo de la altura y anchura de los caracteres; pero también no todos 
los caracteres pueden extraerse empleando conectividad de pixeles porque los caracteres pueden 
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extraerse incompletos. En la Figura 3.3 (c) y (f) los caracteres son extraídos incompletos porque la 
altura de los caracteres no es calculada con precisión de la respectiva proyección de perfil vertical. 
Por lo tanto, los enfoques basados en detección de bordes no son adecuados para las matriculas 
mexicanas debido a los patrones de textura del fondo. 
Sin embargo, como se menciona antes, aunque cada entidad federativa puede diseñar el fondo 
de sus matrículas, el tamaño y fuente de los caracteres deben cumplir las características que dicta la 
norma oficial Mexicana. De acuerdo a esta norma el porcentaje de área que ocupan los caracteres 
dentro de la matrícula es de hasta 20%. Las matriculas tienen seis caracteres para vehículos 
registrados en la Ciudad de México y siete caracteres para vehículos registrados fuera de la Ciudad 
de México; de aquí que la proporción de área que los caracteres ocupan dentro de la matrícula es 
ligeramente diferente, pero no significativa. La segmentación propuesta es la siguiente. 
Sea 𝐼 la imagen entrada, la imagen es convertida a escala de grisis 𝐼𝑔. Para reducir los efectos 
de la iluminación no uniforme, a la imagen se le aplica un filtro Gaussiano 𝐻𝑔 normalizado, el 
tamaño de la máscara es de 5×5, esto es 𝐼𝑔
′ = 𝐼𝑔 ∗ 𝐻𝑔. Después, la imagen es procesada con el filtro 




Se obtiene el histograma acumulativo 𝐻𝑐𝑢(𝑘) de la imagen 𝐼𝑔
′′; el histograma es normalizado 





, 𝑘 = 0,1, … ,255 (3.1) 
Donde 𝑁 es el total de pixeles y 𝑘 es el índice de la casilla del histograma. Buscamos el 
índice de la casilla para establecer el umbral para la binarización de la siguiente forma: 
𝛿 = min 𝑘 tal que 𝐻𝑐𝑢
∗ (𝑘) ≥ 0.20, donde  (3.2) 
La imagen 𝐼𝑔
′′ es binarizada con: 
𝐼𝑏(𝑖, 𝑗) = {
1, 𝐼𝑔
′′(𝑖, 𝑗) ≤ 𝛿
0, 𝐼𝑔
′′(𝑖, 𝑗) > 𝛿
 (3.3) 
 
Figura 3.4. (a) y (b) imágenes obtenidas al asignar 1’s al 20% de los pixeles con las intensidades más bajas y poniendo en 
0 a los demás pixeles de las imágenes Figura 3.3 (a) y (d). 
19 
 
La imagen binaria 𝐼𝑏 aun puede contener pixels que son parte del fondo, para eliminarlos sin 
alterar los caracteres, la imagen binaria es erosionada. Esto es: 
𝐼𝑒 = 𝐼𝑏 ⊖ 𝐻𝑒 (3.4) 
Donde 𝐼𝑒  es la imagen erosionada y ⊖ denota el operador de erosión empleando la mascara 
𝐻𝑒 . La imagen 𝐼𝑒  es dilatada para restaurar posibles caracteres rotos o incompletos: 
𝐼𝑑 = 𝐼𝑒 ⊕ 𝐻𝑑  (3.5) 
Donde 𝐼𝑑  es la imagen dilatada y ⊕ denota el operador de dilatación utilizando la mascara 
𝐻𝑑 . La mascara 𝐻𝑒  y 𝐻𝑑  tienen la forma de la Figura 3.5. 
 
Figura 3.5. Mascaras (a) y (b) empleadas para las operaciones de erosión y dilatación, respectivamente. 
Usualmente los caracteres se encuentran localizados, horizontalmente, en la mitad de la 
imagen; pero pueden existir objetos no deseados cerca de los bordes de la imagen. Con el fin de 
eliminar estos objetos no deseados o la mayoría de ellos la imagen es dividida en dos partes, una 
imagen superior y otra inferior. Se obtienen las proyecciones horizontales de ambas sub-imágenes; 
de la proyección de la sub-imagen superior se obtiene el índice más pequeño del valor más pequeño 
de la proyección, después todos los pixeles cuyo número de renglón sea menor a dicho índice se les 
asigna el valor de cero. 
Análogamente, de la proyección horizontal de la sub-imagen inferior se obtiene el índice más 
pequeño del valor más pequeño de la proyección; después todos los pixeles cuyo número de renglón 
sea mayor a dicho índice se les asignan el valor de cero. Las imágenes resultantes y se juntan para 
formar la imagen 𝐼𝑑
′ , posteriormente los caracteres son extraídos y clasificados. En la Figura 3.6 (a) 
y (c) se muestran las imágenes obtenidas después del proceso de erosión y dilatación de las 
imágenes de la Figura 3.4; en la Figura 3.6 (b) y (d) se muestran las imágenes obtenidas después de 
eliminar los objetos no deseados. 
A pesar de que varios objetos no deseados son eliminados, aún quedan algunos objetos que 
pueden ser extraídos juntos con los caracteres. Para identificar si un objeto es un carácter o no, se 
calcula su proporción de área respecto al tamaño de la placa, considerando que los caracteres tienen 
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un tamaño especifico con respecto a la placa. El rango de valores aceptables se obtiene de forma 
experimental. 
 
Figura 3.6. (a) y (c) imágenes obtenidas después de la erosión y dilatación de las imágenes de la Figura 3.4, (b) y (d) 
imágenes obtenidas después de eliminar objetos no deseados. 
3.2 Modelado de los caracteres 
Dentro de los métodos que comúnmente se emplean para modelar caracteres están los 
momentos de Hu (Hu, 1962). Para robustecer la caracterización de las letras, en este trabajo, se 
utilizan los descriptores de Fourier y algunas características geométricas básicas. Para extraer estas 
características, se construyen los conjuntos: 
𝑂𝑘 = {(𝑥1
𝑘 , 𝑦1
𝑘), … , (𝑥𝑛
𝑘 , 𝑦𝑛
𝑘)} (3.6) 
Donde 𝑂𝑘 es el conjunto cuyos elementos son las coordenadas de los pixeles que conforman 
el k-esimo objeto segmentado. Con estos conjuntos se obtienen las características que se han 
mencionado. 
3.2.1 Momentos de Hu 
Los momentos de Hu son un conjunto de siete descriptores que permiten modelar un objeto, 
considerando la forma como una distribución de puntos 2D (Gonzalez & Woods, 2002). Se basa en 
los momentos centrales normalizados de la distribución de coordenadas, los cuales expresan 
parámetros característicos respecto al punto centroide. Sea 𝑂 = {(𝑥1, 𝑦1), … , (𝑥𝑛, 𝑦𝑛)} el conjunto 
de coordenadas de los pixeles de un objeto segmentado, los momentos de Hu se obtienen con: 
21 
 
𝐻1 = 𝜂20 + 𝜂02 
(3.7) 
𝐻2 = (𝜂20 − 𝜂02)
2 + 4𝜂11
2  
𝐻3 = (𝜂30 − 3𝜂12)
2 + (3𝜂21 − 𝜂03)
2 
𝐻4 = (𝜂30 + 𝜂12)
2 + (𝜂21 + 𝜂03)
2 
𝐻5 = (𝜂30 − 3𝜂12)(𝜂30 + 𝜂12)[(𝜂30 + 𝜂12)
2 − 3(𝜂21 + 𝜂03)
2] 
 + (3𝜂21 − 𝜂03)(𝜂21 + 𝜂03)[3(𝜂30 + 𝜂12)
2 − (𝜂21 + 𝜂03)
2] 
𝐻6 = (𝜂20 − 𝜂02)[(𝜂30 + 𝜂12)
2 − (𝜂21 + 𝜂03)
2] 
 + 4𝜂11(𝜂30 + 𝜂12)(𝜂21 + 𝜂03) 
𝐻7 = (3𝜂21 − 𝜂03)(𝜂30 + 𝜂12)[(𝜂30 + 𝜂12)
2 − 3(𝜂21 + 𝜂03)
2] 
 − (𝜂30 − 3𝜂12)(𝜂21 + 𝜂03)[3(𝜂30 + 𝜂12)
2 − (𝜂21 + 𝜂03)
2] 





Donde 𝑐 = (𝑝 + 𝑞)/2. Los momentos centralizados se calculan con: 

















3.2.2 Descriptores de Fourier 
Los descriptores de Fourier consideran al conjunto de puntos que conforman el contorno de 
un objeto como una secuencia de números complejos, con los cuales se construye una función 
periódica unidimensional 𝑓 que modela el contorno del objeto; los coeficientes de la transformada 
de Fourier de la función 𝑓 caracterizan el contorno de un objeto en el dominio de la frecuencia 
(Cuevas, Zaldívar & Pérez, 2010). 
Sea 𝐶 ⊂ 𝑂 el conjunto de las coordenadas de los pixeles del contorno de un objeto 
segmentado. Las coordenadas en 
𝑂 = {(𝑥0, 𝑦0), … , (𝑥𝑀−1, 𝑦𝑀−1)} (3.12) 
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están indexadas de acuerdo a la secuencia en la que se encuentran ubicadas en el contorno en una 
dirección específica y que comienza en un punto arbitrario. Sea 𝑓: 𝐶 → ℂ la función que transforma 
una coordenada en un número complejo como sigue: 
𝑓((𝑥𝑘 , 𝑦𝑘)) = 𝑥𝑘 + 𝑖𝑦𝑘 (3.13) 
Donde 𝑖 = √−1 y ℂ es el conjunto de números complejos. La transformada de Fourier de la 











A los coeficientes complejos 𝐹(𝑢) se les conoce como descriptores de Fourier del contorno. 
En este trabajo se obtienen 110 coeficientes, esto es, 𝐹(𝑢) es calculada para 𝑢 = 0,1, … ,109. Es 
importante señalar que tanto los descriptores de Fourier como los momentos de Hu son invariantes 
a los cambios de escala, posición y rotación de los objetos. 
3.3 Clasificador Bayesiano 
Para el reconocimiento de caracteres se implementa un clasificador Bayesiano; este 
clasificador estadístico se basa en el teorema de Bayes donde se asume que el vector de 
características tiene una distribución Gaussiana multivariable. 
Sea {𝑐1, … , 𝑐𝑘} el conjunto de 𝑘 clases de caracteres, la probabilidad de que un carácter 𝐱 sea 










De esta forma al carácter observado 𝐱 se le asigna la clase 𝑐𝑖. Asumimos que la distribución 
de probabilidad del vector de características del carácter observado 𝐱, sea de clase 𝑐𝑗 , es Gaussiana 










−1(𝐱 − 𝝁𝑗)] (3.17) 
Donde Δ = (2𝜋)𝑚/2(det 𝛀𝑗)
1/2 y 𝑚 es la dimensión de los vectores de características. 
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3.4 Análisis de Componentes Principales 
Es una técnica que consiste en reducir la dimensionalidad del conjunto de datos. Los datos 
son proyectados a un subespacio de menor dimensión. Al considerar solo aquellas características de 
mayor valor se obtiene una reducción de dimensión sin perder precisión considerable. El subespacio 
se construye empleando como vectores base las componentes principales del conjunto de datos. Las 
componentes principales se obtienen como se describe a continuación: 
1. Sea {𝜙1, … , 𝜙𝑚} ⊂ ℝ
𝑛 un conjunto de vectores a los cuales se busca reducir su dimensión. 






3. Se construye la matriz de covarianza 𝛀 =
1
𝑚
𝚽𝚽𝑇 , donde 𝚽 = [𝜙1 − 𝝁, … , 𝜙𝑚 − 𝝁]. 
4. Se obtienen los vectores propios de la matriz de covarianza 𝜆1, … , 𝜆𝑚, los cuales son 
ordenados de forma descendente de acuerdo a su valor propio asociado y se colocan como 
vectores columna para formar la matriz 𝚿. 
Los vectores propios que forman la matriz 𝚿 se les da el nombre de componentes principales, 
y forman el espacio propio. Una vez calculadas las componentes principales, se proyectan los 
vectores iníciales al espacio que forman las componentes principales de la siguiente forma: 
𝜑𝑖 = 𝚿
𝑇(𝜙𝑖 − 𝜇), 𝑖 = 1, … , 𝑚 (3.18) 
Se obtiene el conjunto de vectores {𝜑1, … , 𝜑𝑚} que son la proyección al espacio propio de los 
vectores iniciales del conjunto {𝜙1, … , 𝜙𝑚}, que puede considerarse como el conjunto de 
entrenamiento.El efecto de emplear la ecuación x es establecer un nuevo sistema de coordenadas 
cuyo origen quede en el centroide de la población y cuyos ejes estén en las direcciones de los 
vectores propios. Este sistema de coordenadas es una transformación de rotación que alinea los 
datos con los vectores propios. Este alineamiento es el mecanismo que descorrelaciona los datos. 
Normalmente se escoge un subconjunto de vectores propios dependiendo de su respectivo 
valor propio, en donde los valores propios representan las varianzas de cada variable, de esta 
manera la cantidad de vectores propios que se seleccionan corresponde a la cantidad de valores 
propios cuya suma aporte una porcentaje significativo de la varianza total de los datos. 
Para reconocer un nuevo valor observado 𝜃, este se proyecta al espacio con: 
𝜑𝜃 = 𝚿
𝑇(𝜃 − 𝜇) (3.19) 
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La proyección obtenida 𝜑𝜃 se compara con los vectores del conjunto de entrenamiento para 





4 Experimentos y resultados 
En esta sección se presentan los experimentos realizados y resultados obtenidos empleando 
193 imágenes de placas de los 31 estados de la República Mexicana. Las imágenes fueron 
capturadas tal que la distancia entre la cámara y la placa fuera de entre 1.5 a 3 metros; además se 
procuró que la iluminación fuera uniforme. Las imágenes adquiridas son normalizadas a 300×150 
pixeles. El 70% de las imágenes se emplearon para el entrenamiento y el resto se emplearon para 
realizar pruebas. 
Es importante mencionar que no se hicieron pruebas con placas de vehículos del Distrito 
Federal ya que estas tienen seis caracteres mientras que las placas de los automóviles de los Estados 
tienen siete caracteres. Esta característica, si bien no afecta en la segmentación de los caracteres, si 
repercute en la fase de extracción de los caracteres ya que es necesario establecer o fijar la cantidad 
de objetos que se obtienen de la placa una vez binarizada. 
A continuación se presentan las pruebas en dos partes: 
1. Se muestran los resultados obtenidos en el reconocimiento de caracteres; aquí se 
presenta cuáles son los caracteres que son mejor clasificados así como los que son 
más difíciles de reconocer. 
2. Se presentan la tasa de porcentaje de reconocimiento de las placas de los diferentes 
Estados; esto es, que se hayan reconocido exitosamente todos los caracteres de cada 
placa. 
4.1 Pruebas de reconocimiento de caracteres 
Para las pruebas de reconocimiento de caracteres se utilizó un total de 1467 caracteres. En la 
Tabla 4.1 se muestra la cantidad de elementos que conforman cada conjunto de cada clase de 
caracteres. 
Como se menciona anteriormente, los caracteres son modelados con los siete momentos de 
Hu y con 110 descriptores de Fourier. De aquí que la dimensión del vector de características es de 
117. La cantidad de descriptores se determinó de manera experimental. El 70% de las muestras se 
emplean para el entrenamiento, el resto se utiliza para realizar pruebas. 
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Tabla 4.1. Total de muestras por clase de carácter para las pruebas de reconocimiento 






































La Tabla 4.2 muestra las tasas de reconocimiento obtenidos de cada clase de carácter y el 
promedio de reconocimiento. 







0 15 15 100.00 
1 23 23 100.00 
2 19 19 100.00 
3 16 16 100.00 
4 18 18 100.00 
5 22 22 100.00 
6 23 11 47.83 
7 27 27 100.00 
8 21 20 95.24 
9 25 13 52.00 
A 9 8 88.89 
B 3 2 66.67 
C 4 4 100.00 
D 8 7 87.50 
E 7 6 85.71 
F 9 9 100.00 
G 9 9 100.00 
H 8 8 100.00 
J 8 8 100.00 
K 3 3 100.00 
L 4 2 50.00 
M 4 3 75.00 
N 2 1 50.00 
P 7 6 85.71 
R 6 6 100.00 
S 3 3 100.00 
T 5 5 100.00 
U 9 9 100.00 
V 10 10 100.00 
W 6 5 83.33 
X 7 7 100.00 
Y 7 7 100.00 
Z 8 8 100.00 





Como se puede observar en la Tabla 4.2, los porcentajes más bajos de reconocimiento se dan 
en los caracteres 6 y 9 los cuales se confunden entre sí, ya que estrictamente hablando el 6 es un 9 
rotado 180° y viceversa. Debido a que tanto los descriptores de Fourier como los momentos de Hu 
son invariantes a la rotación, ambos caracteres son modelados como si fueran los mismos. 
Por otra parte el carácter L se confunde con el 7, se puede ver fácilmente que estos caracteres 
tienen una apariencia similar si son rotados 180°; en algunos los casos el carácter N se confunde 
con el carácter K. El carácter B con se confunde con el número 8. El porcentaje promedio de 
reconocimiento es del 89.94%. 
Con el objetivo de reducir el costo computacional a causa de la dimensión de los vectores de 
características, se utiliza análisis de componentes principales para reducir la dimensionalidad. La 
cantidad de componentes se selecciona en la cantidad de valores propios cuya suma acumule el 
95% del total de la suma de los valores propios, es decir, el 95% de la varianza que contienen los 
valores propios y en consecuencia sus respectivos vectores propios. De aquí que se seleccionan 
cinco componentes principales y en consecuencia la dimensión de los vectores de características se 
reduce de dimensión 117 a 5. 
En la Tabla 4.3 se muestran los resultados obtenidos del reconocimiento de caracteres al 
reducir la dimensionalidad de los vectores de características utilizando componentes principales. Se 
puede ver claramente que el reconocimiento se redujo demasiado, obteniendo un promedio de 
28.23% de reconocimiento, lo que implica que la reducción de componentes no sea un 
procedimiento adecuado para este propósito. 
Es importante mencionar que los caracteres I, O y Q no se emplean en las placas vehiculares 











0 15 2 13.33 
1 23 17 73.91 
2 19 4 21.05 
3 16 8 50.00 
4 18 0 0.00 
5 22 17 77.27 
6 23 0 0.00 
7 27 13 48.15 
8 21 10 47.62 
9 25 11 44.00 
A 9 5 55.56 
B 3 0 0.00 
C 4 0 0.00 
D 8 3 37.50 
E 7 1 14.29 
F 9 5 55.56 
G 9 5 55.56 
H 8 0 0.00 
J 8 3 37.50 
K 3 0 0.00 
L 4 1 25.00 
M 4 1 25.00 
N 2 0 0.00 
P 7 0 0.00 
R 6 0 0.00 
S 3 0 0.00 
T 5 3 60.00 
U 9 8 88.89 
V 10 1 10.00 
W 6 4 66.67 
X 7 0 0.00 
Y 7 0 0.00 
Z 8 2 25.00 





4.2 Pruebas de reconocimiento de matrículas 
De la sección 4.1 se ha observado que es posible obtener un reconocimiento relativamente 
alto de los caracteres extraídos. 







Aguascalientes 3 3 100.00 
Baja California 11 7 63.64 
Baja California Sur 4 0 0.00 
Campeche 3 2 66.67 
Chihuahua 7 5 71.43 
Colima 3 1 33.33 
Coahuila 10 3 30.00 
Chiapas 3 1 33.33 
Durango 9 5 55.56 
Estado de México 5 2 40.00 
Guerrero 5 3 60.00 
Guanajuato 6 3 50.00 
Hidalgo 6 3 50.00 
Jalisco 12 7 58.33 
Michoacán 5 4 80.00 
Morelos 5 4 80.00 
Nuevo León 8 7 87.50 
Nayarit 8 0 0.00 
Oaxaca 5 1 20.00 
Puebla 7 6 85.71 
Quintana Roo 5 3 60.00 
Querétaro 7 4 57.14 
Sinaloa 5 3 60.00 
Sonora 8 2 25.00 
San Luis Potosí 8 2 25.00 
Tabasco 2 0 0.00 
Tamaulipas 10 5 50.00 
Tlaxcala 6 1 16.67 
Veracruz 5 3 60.00 
Yucatán 3 1 33.33 
Zacatecas 9 6 66.67 




Pero el reconocimiento de matrículas conlleva reconocer los seis caracteres que conforman la 
matricula. En estas pruebas, una matrícula se dice que es reconocida si los seis caracteres son 
clasificados exitosamente. Si un carácter o mas no son bien clasificados entonces se considera que 
la matricula no es reconocida exitosamente. En la Tabla 4.4 se muestran los resultados obtenidos de 
las placas por cada estado. Prácticamente, en promedio, se reconocieron la mitad de las placas con 
el 49.01%, aunque es importante mencionar que varias de las placas no se reconocieron 
exitosamente debido a que falto reconocer solo un carácter. 
Algunos de los factores que influyen negativamente en el reconocimiento de las placas son 
que los caracteres no son obscuros, la intensidad de los tonos de los patrones de textura del fondo 
son bajos y/o caracteres con marca de agua, ver Figura 4.1. En la sección 0 se analizan estos 
factores. 
Aunque el porcentaje de clasificación de caracteres es muy bajo empleando componentes 
principales, se decidió emplear la reducción de dimensionalidad para el reconocimiento de placas. 
Los resultados obtenidos se presentan en la Tabla 4.5. El porcentaje de reconocimiento es muy bajo, 
obteniendo solo el 0.46%, esto debido a que como previamente se vio en la sección 4.1, al reducir la 









Figura 4.1 (c) Casos especiales que dificultaron la segmentación de los caracteres. a) Placa con caracteres claros. b) Placa 










Aguascalientes 3 0 0.00 
Baja California 11 0 0.00 
Baja California Sur 4 0 0.00 
Campeche 3 0 0.00 
Chihuahua 7 0 0.00 
Colima 3 0 0.00 
Coahuila 10 0 0.00 
Chiapas 3 0 0.00 
Durango 9 0 0.00 
Estado de México 5 0 0.00 
Guerrero 5 0 0.00 
Guanajuato 6 0 0.00 
Hidalgo 6 0 0.00 
Jalisco 12 0 0.00 
Michoacán 5 0 0.00 
Morelos 5 0 0.00 
Nuevo León 8 0 0.00 
Nayarit 8 0 0.00 
Oaxaca 5 0 0.00 
Puebla 7 0 0.00 
Quintana Roo 5 0 0.00 
Querétaro 7 1 14.29 
Sinaloa 5 0 0.00 
Sonora 8 0 0.00 
San Luis Potosí 8 0 0.00 
Tabasco 2 0 0.00 
Tamaulipas 10 0 0.00 
Tlaxcala 6 0 0.00 
Veracruz 5 0 0.00 
Yucatán 3 0 0.00 
Zacatecas 9 0 0.00 
Total: 193 1  
Promedio: 0.46 







5 Discusión de resultados 
De los resultados obtenidos se observa que si bien el porcentaje de clasificación de los 
caracteres se puede considerar como aceptable, hasta cierto punto, el porcentaje reconocimiento de 
las placas es bajo. Es importante mencionar que el reconocimiento de una placa se considera como 
exitoso si todos los caracteres de la placa son clasificados correctamente; es decir, si un carácter de 
los siete es clasificado erróneamente, a pesar de que los otros seis se clasifiquen exitosamente, 
implica que la placa no es reconocida. 
Esto no necesariamente significa que nuestra propuesta sea deficiente; sin embargo, es 
necesario analizar cuáles son factores que afectan negativamente en el reconocimiento de las placas. 
Dentro de los factores que se han observado que influyen en la clasificación de los caracteres son: 
1. Patrones de textura complejos y marcas de agua en los caracteres. 
2. Cambios en la iluminación. 
A continuación se analizan de qué forma afectaron estos factores en los experimentos 
realizados. 
5.1 Patrones de textura complejos y marcas de 
agua en los caracteres 
Como se menciona previamente, la principal dificultad de las placas de vehículos mexicanos 
es que tienen patrones de textura en el fondo. Por lo que las técnicas y algoritmos que se encuentran 
en los trabajos previos no siempre funcionan porque en estas técnicas y algoritmos se asume que las 
placas no tienen patrones de textura en el fondo. La mayoría están diseñados asumiendo que las 
placas son de fondo blanco, sin ningún patrón de textura, y con caracteres de color negro. 
El patrón de textura del fondo de las placas mexicanas es diferente dependiendo del Estado. 
Es decir, cada Estado puede diseñar su propio patrón de textura de fondo, lo que implica que 
puedan existir hasta 31 diseños. Por otra parte, cada Estado por lo general en determinados 
intervalos de tiempo, ordena el re-emplacamiento de los vehículos registrados en su entidad. Pero 
no siempre todos los vehículos les son actualizadas sus placas, debido a diferentes factores; por 
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ejemplo: cambio de residencia o simplemente incumplimiento por parte de los dueños de los 
automóviles. 
Esto conlleva a que de un Estado existan vehículos portando placas con más de un tipo de 
patrón de textura en el fondo. Por ejemplo, en la Figura 5.1 (a) y (b) se muestran dos placas del 
Estado de Jalisco, pero en ambas se tienen diferentes patrones de textura en el fondo. En la Figura 
5.1 (c) y (d) también se presentan dos placas del Estado de Sinaloa, en donde ambas tienen 
diferentes patrones de textura en el fondo. 
 
Figura 5.1. Placas de vehículos mexicanos pertenecientes al mismo Estado pero con diferentes diseños. (a) y (b) placas 
del Estado de Jalisco; (c) y (d) placas del Estado de Sinaloa. 
La segmentación de los caracteres, hasta cierto punto, no es tan difícil ya que como se ha 
mencionado, la segmentación es posible gracias a que se emplean las características de las 
dimensiones que deben cumplir los caracteres de acuerdo a la NOM-001-SCT-2-2000. Por lo que 
los diferentes fondos de las placas influyen poco, aunque si los patrones de textura del fondo tienen 
colores obscuros, estos pueden influir negativamente en la segmentación. 
Por ejemplo, en la Figura 5.2 se muestra una placa vehicular del Estado de Tlaxcala. Esta 
placa es una de las más difíciles de reconocer debido a que en los extremos se encuentran dos 
figuras con colores obscuros. Al momento de segmentar, los caracteres de las orillas no se extraen 
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correctamente. El porcentaje de reconocimiento de placas del Estado de Tlaxcala es uno de los más 
bajos, como se ve en la Tabla 4.4. 
 
Figura 5.2. Placa vehicular del Estado de Tlaxcala 
Otro de los factores que dificultan la extracción de los caracteres son las marcas de agua que 
en ocasiones tienen las letras. Por ejemplo, en la Figura 5.3 se muestran placas de algunos Estados 
en donde los caracteres tienen impresos marcas de agua. 
 
Figura 5.3. Placas con marcas de agua en los caracteres 
Estas marcas de agua ocasiona que los caracteres sean extraídos incompletos o rotos, también 
muchas veces los caracteres se extraen con hoyos aunque estos no afectan tanto como el hecho de 
que los caracteres sean segmentados incompletos. Dado que los descriptores de Fourier modelan la 
forma de los caracteres, al estar incompleto una letra, su caracterización se vuelve imprecisa; pero 
los hoyos al estar dentro del carácter no repercuten significativamente. 
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La caracterización con los momentos de Hu también se vuelve imprecisa si las letras son 
extraídas incompletas o con hoyos. Con esta caracterización también se modela la forma de las 
letras por lo que al tener estos detalles los caracteres el modelado no es suficiente para lograr una 
clasificación exitosa. 
5.2 Iluminación no uniforme 
Otro factor que influye en el reconocimiento de la placa es la intensidad de la iluminación de 
la placa. Dado que para segmentar los caracteres, las imágenes de las placas se binarizan al tomar 
los pixeles con las intensidades más bajas, las cuales corresponden a los caracteres. Pero si la placa 
no es iluminada uniformemente o si la iluminación es muy intensa, tal que hasta produzca destellos, 
entonces la segmentación falla. En la Figura 5.4 se muestran imágenes de placas con iluminación no 
uniforme. 
 
Figura 5.4. Imágenes de placas de vehículos con iluminación no uniforme 
Como se puede ver en la Figura 5.4, estas placas tienen destellos, algunas partes más 
obscuras que otras. Esto provoca que las letras no tengan la misma intensidad y en consecuencia la 




Tanto la iluminación no uniforme como las marcas de agua son temas que deben abordarse 








6 Conclusiones y trabajo futuro 
Se ha presentado una propuesta para el reconocimiento de placas de vehículos mexicanos 
empleando visión artificial. El método propuesto aborda dos fases: 1) segmentación de caracteres y 
2) clasificación de caracteres. La segmentación de caracteres consiste en obtener el 20% de los 
pixeles con las intensidades más bajas, ya que estos son los pixeles que corresponden a los 
caracteres. Por otra parte, este porcentaje se establece siguiendo los criterios de fabricación de las 
placas de la norma NOM-001-SCT-2-2000. De acuerdo a las dimensiones establecidas para la placa 
y de sus letras, el porcentaje de la suma de las áreas de los caracteres con respecto al de toda la 
placa es del 20%. 
La clasificación de caracteres, primero estos son modelados empleando los momentos de Hu 
y los descriptores de Fourier, en donde se emplearon 110 descriptores. Se utilizó un clasificador 
Bayesiano para el reconocimiento de los caracteres. En los experimentos realizados se observa que 
el porcentaje de clasificación de los caracteres es relativamente alto, con el 89.94% de un conjunto 
de 355 caracteres. El reconocimiento de las placas tiene un porcentaje bajo de reconocimiento del 
49.01% de un conjunto de 193 placas de diferentes Estados. Es importante mencionar que el 
reconocimiento de la placa involucra reconocer todas las letras de la placa; por lo que con tan solo 
clasificar erróneamente un solo carácter implica que la placa no sea reconocida correctamente, y 
consecuencia se calcule la baja eficiencia del reconocimiento. 
Se observa que la clasificación de caracteres disminuye significativamente si se reduce la 
dimensionalidad a los vectores de características empleando componentes principales. De aquí que 
se recomienda no reducir la dimensionalidad con esta técnica. 
La segmentación de los caracteres es la parte más importante en el proceso del 
reconocimiento de las placas, ya que si los caracteres no son extraídos correctamente, el modelado 
es impreciso y se producen los errores de clasificación. Dentro de los problemas que ocasionan que 
los caracteres no sean segmentados adecuadamente, y que deben abordarse como trabajo futuro, 
son: 
 Iluminación no uniforme: se observó que los caracteres no se extraen adecuadamente 
cuando la placa tiene una iluminación muy intensa o si en esta tiene partes con 
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diferentes intensidades. Es necesario diseñar una técnica que reduzca los efectos 
negativos de la iluminación no uniforme. 
 Marcas de agua en los caracteres: como se había mencionado anteriormente, en 
algunas placas, sus caracteres tienen marcas de agua lo que dificulta la segmentación 
de la letra. Estas suelen ser extraídas con hoyos o incompletas, lo que conlleva a que 
el modelado de los caracteres sea impreciso y en consecuencia un error de 
clasificación. 
 El color de los caracteres de las placas es usualmente negro, pero existen placas en 
donde sus caracteres tienen colores diferentes al negro. Esto dificulta la segmentación 
ya que pueden tener intensidades altas. Es necesario abordar en el futuro los casos de 
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Tabla A.1 Imágenes de las placas actuales de los 32 Estados mexicanos 
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