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1. INTRODUCTION 
Consider the short exact sequence 
l-+R+F-+A+l, (1-l) 
where A is a direct sum of ?I cyclic groups of order m with generators 
X, , . . . . Xn, F= F, is a free group with a free basis ,‘E[, . . . .x,,, the morphism 
F--+ A sends each x, to X,, and R is the corresponding kernel. 
It is easy to see that R = F”F’, where F’ is the commutator subgroup of 
F and E”’ is the subgroup of F generated by mth powers X” for x E F. 
Note that R is a characteristic subgroup of F and consequently the 
authomorphism group O= @,,=Aut(F) acts on R/R’. Our main objective 
is to describe the structure of the complex O-module 
M’ := C 0, R/R’. 
The study of these modules when nz = 2 was begun by E. Grossman [2]. 
Using extensive calculations, she has shown that in the case m = 2, n = 3 
the submodule 
M”:=@@,FJR’ 
of M’ is irreducible. 
Our main result is that M’ is always a direct sum of pairwise non- 
isomorphic irreducible O-modules. The number of direct summands in this 
decomposition is equal to I, the number of positive divisors of m. In 
particular if YM is a prime number then M’ is a direct sum of two non- 
isomorhic simple O-modules. The above result of Grossman is a special 
case of this result when HZ = 2 and H = 3. Furthermore we obtain an explicit 
description f all simple submodules of M’. 
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Let f (resp. r, a) be the augmentation ideal of the group algebra ZF 
(resp. ZR, ZA). Then we have a short exact sequence of left O-modules 
o---+iT--7 ,d >a-bo, (1.2) 
where T = f/rf and r = (r + rf)/rf. For this fact we refer to [3, Lemma 2.1, 
p, 621, where this sequence is considered as a sequence of ZF-modules, or 
ZA-modules. It is also known (lot. cit.) that f is a free ZA-module with 
basis 
t,:= x, - 1 + rf, 1 <id& (1.3) 
and that R/R’ s r as ZA-modules via the map 
xR’ ---f x - 1 + rf, XER. (1.4) 
Clearly this map is also a O-isomorphism. 
Thus M’ is a submodule of the O-module M:= C @C. Originally the 
module M was constructed in a more complicated manner; we are indebted 
to the referee for this simple construction. As a result of his or her 
suggestions several proofs have been simplified ormade trivial. 
The sequence of O-modules 
0-W-M 4~ ,@@a-+0 (1.5) 
obtained by complexilication of (1.2) is not split; infact we show that M’ is 
the socle of M. We obtain direct decompositions 
M=@M,, M’ = @ hid, 
where d runs through all positive divisors of m and Ml,= M’ n M,. Each of 
the modules M; is simple and in fact it is the unique simple submodule of 
M,. These decompositions are derived from an analogous decomposition 
of the group algebra CA = @ (CA),. The subalgebra (CA)’ of O-invariants 
plays an important role in the proofs. We have dim(GA)‘=z(m) and 
moreover dim(@.4), n (CA)’ = 1 for each positive divisor d of m. 
2. PRELIMINARIES 
We fix two itegers m, n > 2. 
For any group G, G’ denotes its commutator subgroup, G” denotes the 
subgroup generated by all mth powers Y’, x E G, and we set G+, := G”G’. 
By LG resp. CG we denote the group algebra of G over Z resp. C. 
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Let F= F,, be a free group on n generators -‘cl, . . ..x,, and 
0 = 0, = Aut(F,,). We set 
R := f-t,,,, A := F/R, CD := F/R’. 
The group @ is a relatively free group on n generators in the variety of 
all groups G for which the subgroup G,,,, is abelian. The canonical image 
of s,, 1~ id n, in @ (resp. A) will be denoted by Z, (resp. X,). 
Proof Consider the diagram 
where a, ,8, and 7 are the canonical maps. Since R’ < F, there exists a uni- 
que morphism 6 such that 1~ = 6 0 G(. Since F/F’ is abelian, we have 
@’ d Ker 6 and consequently there exists a unique morphism E such that 
E 1 p = 6. Since c is surjective and F/F is a free abelian group of rank n. it 
follows that E is an isomorphism. 
The elements /I(?r!), 1 < i d n, form a free basis of the free abelian group 
Q/Q’, and consequently the elements p(-Uy), 1d id n, form a free basis of 
the free abelian group @‘W’/@‘= @(m,/@‘. Since @,m, is abelian. it follows 
that 
Note that A is a direct product of n copies of a cyclic group of order m, 
explicitly 
where Z,, = Z/nzZ. 
Let f, r, a, f, ?, M, M’ be defined as in the Introduction. An arbitrary 
element y E f can be uniquely expressed as 
y=alt,+ ... +a,t,, a, E ZA, 
in terms of the basis (1.3) of f. The map 4: f + a in (1.2) is the canonical 
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map which sends each t, to X,- 1. From the exactness of (1.2) it follows 
that J’ E ? if and only if 
c (X1- l)a;=O. V-2) 
l<tCn 
The next lemma is a consequence of a lemma of Magnus [4]. 
LEMMA (2.3). There is an injective morphism ti from Q, into the group of 
matrices of the form 
(2.4) 
such that 
We set !P= Im 3. Since $ is not surjective w need a characterization of 
matrices (2.4) which belong to Y. 
THEOREM (2.5). The matrk (2.4) Gth y= a, t, + ... + a,, t,, a,E ZA, 
belongs to Y if and only if 
a-l= C (X,-l)a,. 
IGiG/ 
(2.6) 
ProoJ It is easy to see that the set G of all matrices (2.4) satisfying (2.6) 
is a group. Since I&X,) E G, 1 d id n, we have Y c G. 
Now assume that the matrix (2.4) satisfies the condition (2.6). We have 
to show that this matrix belongs to Y. Choose x E F such that its image in 
A is a-‘. Then 
i.e., z Er. It clearly suffices toshow that II E !P. This is indeed so by a result 
of Remeslennikov and Sokolov [6, Theorem 21. 1 
An analogous theorem for the free metabelian group F/F”‘, instead of @, 
was proved by Bachmuth [ 11. 
COROLLARY (2.7). We have 
(2.8) 
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Proof. Let T denote the right-hand side of (2.8). Let a: Y--f A be the 
canonical epimorphism 
a I 
( 1 0 1 -+a. 
The theorem implies that T = Ker M. Since Im CI = A is an abelian group of 
exponent m, we have !P(,,,, c T. Since ‘P/YC,,,, r A we have Y(,,?, = T. # 
3. ACTION OF 0 ON M 
We shall need an explicit description f the action of 0 on M. For that 
purpose we need a generating set of 0. Nielsen has shown (see [5, p. 1641) 
that 0 is a generated by the four elements 
(3.1 j
The action of 0 on the group algebra C-4 is given by the same formulas 
(3.1) where all lowercase x’s should be replaced with uppercase Xs. 
The action of the generators P, Q, CJ, lJ on the basis elements t,, 1 d i < n, 
of M is given by 
P: tl --+ t2, t, + t,, t, + t,, i# 1, 2, 
Q: t1 + t, +1, i # n, t,, -+ t , , 
~7: tl + --Xc’ t,, t,-+ t,, i# 1, 
U:tl--,t,+X,t,,t,-+ti,i#l. 
For instance, since 0(x,) = XL’, we have 
o(t,) = d(xl - 1 + rf) = x1’ - 1 + rf 
--‘C;‘(X,-l)+rf=-X;‘t,. 
Similarly, U(x I ) = x, X, gives 
(3.2) 
U(t1)= U(x,- 1+rf)=x,x,- I +rf 
= (x1(x2 - 1) + rf) + (xr - 1 -!- rf) 
=X,t:!+t,. 
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Since CJ(~,) = U(t,) = t,, i> 1, is obvious we have established the last two 
formulas in (3.2). 
It is important to observe that on M the generator x, of F does not act 
as multiplication by X,. Indeed we have the following result. 
LEMMA (3.3). The generator I,, 1 < i < n, of F acts on M as the 
CA-linear transformation 
,Y,:t,~t,,t,--tX,t,+(l--,)t,, j# i. (3.4) 
Proof The CA-linearity follows from the fact that F acts trivially on
CA. One has to verify that for i # j the element 
x,x,.u,-‘-1~x,(.u,-l)+(1-x,)(.u,-l) mod rf, 
i.e., that 
xp,x; ’ - x,x, + x,xi - x, E rf. 
Indeed the latter element is equal to 
(1 - .x,s,s;‘.v,‘) X,(X, - 1) 
and since x,x,x;‘x~~’ ER, we are done. 
The case i = j is trivial. 1
On the other hand, on M’ the generator s, of F does act as mul- 
tiplication by X,. 
LEMMA (3.5.). For y E M’ bi!e have x,(y) = X, ~1, 1d id Iz. 
ProoJ: Let 1,: M -+ M be the map y +X, y. This is a ZA-linear map 
whose matrix with respect o the basis t,, 1 < i< n, is diagonal and ail 
diagonal entries are X,. By using (3.4) it is easy to see that the matrix of 
xi - I, has all rows zero except the ith row, which is 
(l-X,, I-X, )...) l--X,,). 
In view of (2.2) we conclude that the restriction of X, -I, to M’ is the zero 
map. I 
Note that 
dim @A = HP, dim M = n . m”, dima=m”- 1 (3.6) 
and consequently 
dim M’ = (n - 1) mn + 1. (3.7) 
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4. @-INVARIANTS 0F C.4 
Let [ be a fixed primitive rnth root of unity, say, [ = exp(2k/m). We 
introduce polynomials 
p&c) = (P - 1)(X-ik)-l E @[Xl, (4.1) 
where X is an indeterminate and k E Z, = Z,lnzZ. 
For (k,, . . . . k,,)EZ:, we define 
p(k,, . . k,) = n pk,(Xi)~ @A. (4.2) 
l<L<tl 
When k, = . . . = k,, = 0 we shall write p(0) instead of ~(0, . . . . 0). Thus 
Since (Xi - ik) pJX[) = X; - 1= 0, we have 
X, p(k 1, . ..> k,z) = ik’p(k,, . . .. k,,), l<i<n. (4.3) 
Since deg pk = 172 - 1 for all k E if,,, it follows that the elements (4.2) are 
nonzero. Hence (4.3) implies that the elements (4.2) form a basis of @A and 
that each one-dimensional subspace Cp(k,, . . . . k,) is an ideal of @A. 
We have 
pk(ik)= n ((‘k-jij=i(tn-l)k n (l-ii)=m~-k. 
Oir<m ICI<f?l 
lfk 
Using this and (4.3) we find that 
p(k,, . . . . kn)2=m”[-k’ ~. -knp(k,, . . . . k,). 
Hence the elements 
e(k,, . . . . k,,)=m-“[kl+ fknp(kl, . . . . k,j 
are the minimal idempotents of CA and 
(4.4) 
We shall denote by A the basis of @A consisting of all vectors (4.4). Tn 
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terms of this basis the action of the generators P, Q, 0, U of 0 on CA is 
given by 
PeW,, k,, . . k,) = &, k,, k,, . . k,), 
Qe(k,, k2, ---, k )=eik,, k,, k,, ..-, k -,), 
W, , k,, . . . . k,)=e(-k,, k,, k,, . . . k,,), 
LJe(k,, k,, . . . . k,) = e(k, - k2, k2, k3, . . . . k,). 
(4.6) 
LEMMA (4.7). TWO elements e(i,, .. . . i,) and e(j,, . . . . j,) belong to the 
same O-orbit in d if and only if the ideals of if,,, generated b}l i, , . . . . i, and bJ> 
II 5 ..-, j coincide. 
ProoJ: Note that d is O-invariant. For z = e(i, . . . . i,,) let I(Z) denote the 
ideal of Z, generated by i,, . . . . i,. It is immediate from (4.6) that 
1((z) = Z(n(z)) for z Ed and for a = P, Q, 0, or U. Since P, Q, G, and U 
generate 0, it follows that 1(r) = ~(Ix(z)) for all z E d and all c( E0. Thus our 
condition is necessary. 
In order to prove the sufficiency, it suffices toshow that every O-orbit 0
in d contains one of the elements e(0, .. . . 0, d), where d is a positive divisor 
of m. Let us start by choosing e(i,, .. . . i,) E 8 with 0 < ik < nz, 1 <k <n, and 
such that i, + ... + i, is minimal. 
Assume first hat at least two i,‘s are non-zero. Without any loss of 
generality we may assume that 0 < i, d i, cm. By (4.6) we have 
Ue(i,, i,, . . . . i,,) = e(i, - i,, i,, . . . . i,) E 0, 
with 0 < i, - i, < i,. This contradicts he minimality of i, + . .. + i,. Hence 
at most one of the i,‘s is nonzero. 
Without any loss of generality we may assume that i, = i, = . . = i,, = 0. 
Writing d = i,, we have e(i,, .. . . i,,)=e(d,O .. . . . 0), O<d<m. If d=O we 
have e(d, 0, . . . . 0) = e(0, .. . . 0. m) and we are done in this case. 
Now let 0 < d< m. We claim that dim. Otherwise there exist integers j, r 
such that jd=m-r, j>O, 1 <r<d, and we have 
lJ’Pe(d, 0, . . . . 0) = e( -jd, d, 0, . . . . 0) = e(r, d, 0, . . . . 0) E 0. 
By applying successively U or PUP to e(r, d, 0, . ..O) we conclude that G 
contains one of the elements e(s, 0, . . . . 0) or e(0, s, 0, . . . . 0), where 
s = gcd(r, d) < d. This contradicts he minimality of i, + .’ . + i,, = d. Hence 
our claim that dim is established. 
Since e(d, 0: . . . . 0) E 0, we also have ~(0, . . . . 0, d) E 0 and the proof is 
complete. 1 
We shall denote by (CA)’ the subalgebra of @A consisting of all 
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O-invariant elements. Clearly the dimension of (@A)” is equal to the num- 
ber of O-orbits in A. Hence by Lemma (4.7) we have 
dim(@,4)’ = I, 
where s(m) denotes the number of positive divisors of m. 
If d is a positive divisor of M we define an element e;E CA by 
(4.8) 
(4.9) 
or equivalently 
(4,101 
In particular: for d= 1 we have e’, =p(O)=p(O, . . . . 0) and for d= m, 
T,~~ = 1. We claim that e;E (@A)‘. It is obvious that e; is fixed by the 
generators P, Q, and G. For the remaining generator, U: we have 
U(e; j = 
Since P’ = 1 i e. I 1 . 9
(X:‘- 1) c X;d= 1, (4.11) 
O<J<W’d 
it follows that U(e;) = e;, i.e., e;E (CA)“. Let A,, for d 1 m, d> 1, be the 
subset of d consisting of all vectors e(k,, .. . . k,) such that m / k,d for all i. 
LEMMA (4.12j. We have 
e;.e(k,, . . . . k,,)= 
(m/d)” e(k, 1 . . . k,,) fe(k,, -.., k ,) E A,, 
0 otherwise 
and 
e;‘= (m/dj” e;. (4.13) 
Prooj: By (4.3) we have 
e;e(k,, . . . . k,,)= n c jkfJd e(k,, . . . . k,,). 
I<i<n OCJ<mld > 
The first assertion of the lemma follows from this formula. 
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From (4.11) we obtain that 
and consequently (4.13 jholds. 1 
It follows from (4.13) that the elements es= (d/m)” e&, d/m, d> 1. are 
idempotents of (CA)‘. These are not minimal idempotents of (CA)’ 
because ell, = 1. The minimal idempotents of (CA)e will be determined in 
Theorem (4.23). 
Since e;E (CA)‘, the @A-linear map L,: CA + CA defined by 
Ld(z) = r;. z is a O-morphism. Consequently, Ker Ld and Im Ln are not 
only ideals of @A but also O-submodules of CA. Note that ek = 1 and so 
L,,, is the identity operator. 
LEMMA (4.14). A, is a basis of Im L, and A -A, is a basis of Ker L,. 
ProoJ: It follows from Lemma (4.12) that A,c Im L, and 
A - A, c Ker L,. Since A is a basis of CA and dim Im L, + dim Ker L, = 
dim @A, both assertions are proved. 1 
If d is a positive divisor of m we set 
(CA),=ImL,n 
Clearly (CA), is an ideal and a O-submodule of C=,4. 
THEOREM (4.16). We have 
The set 
@A = @ (CA),, C@a= @ (CA),. 
dim d/m 
d>I d>l 
A;=d,-- u 4, (4.18) 
kid 
1 Ck<d 
(4.15) 
(4.17) 
is a O-orbit in 4 and is a basis of (C,4),. 
Proof: For each positive divisor d of nz let od denote the O-orbit in 4 
containing the element u = e(0, .. . . 0, m/d). From the definition fsubsets A, 
it follows that L’ E AL. It is immediate from (4.6) that each A, is O-invariant. 
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Consequently A> is O-invariant and so Cd c A&. By Lemma (4.7) we have 
A= (J Od. 
dim 
da I 
This and the inclusions ode A& imply that [CL= A;. The fact that A; is a 
basis of (CA), follows from Lemma (4.14) and the definition (4.15) of 
(C‘4 Id. 
The first equality of (4.17) is now obvious. For the second it suffices to
show that d;cC@a for dlnz, d> 1. Indeed if ejk,, .. . . k,,)~d;, d\m, d> 1, 
then at least one of the k,‘s is non-zero. Consequently, it follows from (4.1) 
and (4.2) that p(k,,...,k,,)=(X,-1)~ for some ZETA and so 
e(k ,,..., k ,)EC@a. 1 
COROLLARY (4.19). Let d be a positive dvisor qf nz and let pI, p?, . . . be 
the distirzct prime divisors of d. Then 
(4.20) 
!<I 
Proof: If 1 < I’< s d 171, I.~s, and s(I?~ then A, c A,. This implies that 
&=A,- (j Ad,,,. 
Now formula (4.30) follows from the fact that A,, has cardinality d” and 
from the inclusion-exclusion principle. 1
COROLLARY 4.2 1). Using the ilotation from the previous corollary. lt’e have 
Proof. This follows from (4.17) and (4.20). 1 
This corollary can also be proved by a direct combinatorial argument. 
LEMMA (4.22). [f d, and d, are positive divisors qf m and d = gcd(d, 7dz) 
then ez, ei, = ez, 
ProoJ If e and e’ are idempotents of C.4 then e@A = e’@A implies 
e= e’. Hence we have to show that ei, ezZ @A = e:GA. In view of 
Lemma (4.14) it suffices to prove that A,, n Ad2 = A,. Since did,, we have 
d,,c A,, i= 1, 2. Now let e(k,. . . . . k,,)E A,, n A,. Then rnlkid, and mlk,d, 
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for all i, and consequently m)k,d for all i. This means that e(k,, .. . . k,) E A,. 
Hence we also have A,, n A, c A,, which completes the proof. 1 
For each positive divisor d of m we define an element edE (CA)’ by 
e =,‘I- d d c 4,Pc + 1 4,p,p, - .. , I (hi) 
I</ 
where p, , p2, . . . are the distinct prime divisors of d 
THEOREM (4.23). The elements ed, djm, dg 1, are the minimal idem- 
potents of (CA)‘. ConsequentI-v we have 
1= 1 ed, 
dim 
da1 
and 
(lZA)‘n (CA),= G ‘ed. (4.24) 
ProoJ From the definition fed and Lemma (4.22) we have eied = ed. 
Hence edE (GA)” n (@A),. Since ed is non-zero, (4.24) follows from (4.8) 
and (4.17). since Ced iS an ideal Of CA it fOllOWS that e:= Aed for some 
non-zero AEC. On the other hand ez can be written as a linear com- 
bination of the idempotents 
e:,P;/p’lPrz -Pi!+’ l<i,<iz< ..’ ci,, 
where pl,pz, . . . are the distinct prime divisors of d, and the coefficient of ei 
is 1. Consequently A = 1, i.e., edis an idempotent. 1 
5. FINVARIANTS OF f 
We shall denote by f” the subgroup of f consisting of all F-invariant 
elements, i.e., 
LEMMA (5.1). f”=p(O) f is a free abelian group of rank n with a basis 
p(0) t,, 1 < i< n. 
ProoJ Let y = a, t, + . . . + a,, t, be an arbitrary F-invariant in f, 
a, = a,( X1 ,..., Xn) E ZA. By Lemma (3.3) we have 
xi(y)=a,t,+ C aj(X,tj+(l-xj)t,). 
J#i 
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Since xj( ,v) = y, we conclude that 
(xi- 1) u,=o, j# i, 
and 
1 (X,-l)u,=(X,-l)a,. 
I<j<n 
It follows from (5.2) that 
(5.2) 
(5.3) 
where c, E Z( X,). Now (5.3) implies that the element 
is independent of i, 1 < i 6 n. Since pO( 1) # 0 we must have 
(X, - 1) c,(X,) = 0, i.e., c (XJ = 1&X,), &E Z. Thus a, = I, p(O), 1 < id iz, 
and so y is a Z-linear combination of the elements p(O) t,, 1~ i < n. Since 
each of the elements p(O) ti, 1 ,< i< II, is an F-invariant of f, the proof is 
completed. 1 
COROLLARY (5.4). MF=p(0)M. 8 
THEOREM (5.5). The so&e of the Q-module M is contained in M’. 
Proof? We have to show that every simple O-submodule S of M is 
contained in M’. Assume that S G! M’. By (LS), S is isomorphic to a 
@submodule of c @ a, the augmentation ideal of @A. Since F acts trivially 
on G4, we conclude that F also acts trivially on S, i.e, that SC MF. By 
Corollary (5.4) we have S cp(0) MC AI’, which is a contradiction. Hence 
we must have SC M’. 1 
Let Z denote the centre of IF/. 
THEOREM (5.6). Z is a free abelian group of rank n with free generators 
Proof: Since X,p(O) =p(O), 1 ,<j< n, the elements (5.7) belong to Z. 
Let u = (; -;:) be an arbitrary element of Z. For arbitrary zE T we have 
v = (A f) E Y. The equation uu = 1x4 implies that (1 - a) z = 0. In particular 
for z=(l-X,)t,-(1-X,)t, we obtain that (1-a)(l-X1)=0, i.e., 
370 DRACOMIR fi. DOKOVIk 
1 + aX, = a + Xi. Since a, X, E A and X, # 1, this equation implies that 
a= 1. 
Thus u=(; :‘) and, by Theorem (2.5), J E F. Now the equation 
$(.Y,) u = u$(.%,) implies that xi(v) =y, 1 < i < n. This means that y is an F- 
invariant of f and by Lemma (5.1) we have 
I’= C niP(o) t,3 a, E z. 
I<i<n 
Consequently u belongs to the subgroup of Y generated by the 
elements (5.7). 1 
Next we shall describe Iv’. We shall denote by r* the ZA-submodule of r 
which is generated by all elements 
(1 -X,, ti-(l -X;) t,, 1 di<j<n. (5.8 1
Since 
we have 
Yf={((: ;):yEr*}. (5.9) 
Hence our problem is reduced to that of describing the submodule c*. For 
that purpose let us introduce the elements 
THEOREM (5.10). An element y=a,t,+ ... +a,,t,,Ef, a,EZA. belongs 
to r* ifand only ifa,q,=O, 1 <i<n. 
ProoJ: Let L be the set of all elements y = a, t, + .. + a,2 t, E i!, U,E ZA 
such that a,q, = 0, 1 G i < n. It is obvious that all elements (5.8) belong to L 
and that L is an ZA-submodule of r. Consequently we have r* c L. 
We claim that L np(0) f = 0. Indeed, let JJ =p(O) z E L, where 
z=c,l,+ ‘.. +C,lt,, C,E Z-4, p(O) c,q, = 0, 1 did n. It follows that 
(p(O) c,)’ = 0 and, since the algebra GA is commutative and semisimple, we 
conclude that p(O) c, = 0, i.e.. J’= 0. Thus our claim is proven. 
Since p(O) T c r, r* c L, and L np(0) f = 0, it follows that r/r* contains a
subgroup isomorphic to p(O) f @ L/r*. By (5.9), (2.8), and Lemma (2.1) we 
have f/r* g Z” and consequently L = r*. 1 
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COROLLARY (5.11). We have 
ZnV=l (5.12) 
and 
Y/(Z x ‘v’) 2 a;,. (5.13) 
Proof: The equality (5.12) follows from the equality r* np(0) i = 0 
which was obtained in the proof of the theorem. 
Since the elements (5.8) belong to r*, and (1 - X,) pJX,) = 0, we have 
X,Po(XJ fr -Po(xi) t, (mod r*).j# i. 
Consequently 
PO(x,)PO(xi) tr E w7PlJ(x,) rt (mod r*), j # i, 
and 
p(0) t,~fd-’ po(X,j t, (mod r*). (5.i4) 
Since 
it follows that 
see (5.9). Hence by Theorem (5.6), we have 
Y/(Zx Y’)z (b,: 1 <i<n)/<bT”: 1 <i<,n), 
where b, = $(+V,) !P’, 1 < id 12, is a free basis of the free abelian group 
YJ;a. 1 
By h,P we denote the complexification of P*. 
COROLLARY (5.15). We have dim M”= (n - l)(m”- 1) and M’= 
p(O)M@ M”. 
ProoJ From (5.13) we obtain the short exact sequence of abehan 
groups 
J81.110<?-7 
372 DRAGOMIRi.DOKOVIt 
In view of (2.8), (5.6), and (5.9), this gives rise to another short exact 
sequence 
0 -p(O) for* + f --+ Z&l + 0. (5.16) 
Since 5, r*, and p(O) T are free abelian groups and rank p(0) f = n, it follows 
that 
rankr*=rankf-n. 
Using (3.7) we conclude that 
dim M” = dim M’ - n = (n - 1 )(m” - 1). 
By tensoring (5.16) with @ we obtain an exact sequence 
p(0) M@M” --f M’ -+ 0 + 0. 
Since p(O) MOM” and M’ have the same dimension, the first map in this 
sequence is also injective. 1 
COROLLARY (5.17). The O-modules p(0) f and F/F are isomorphic. 
ProoJ: The canonical map F -+ @ induces an isomorphism of O- 
modules F!F’-+ @/@I. Hence it suffices toshow that the O-modules Y/Y 
and p(0) f are isomorphic. From (5.13) we infer that the O-modules Y/Y 
and (2 x !P’)/!P’z 2 are isomorphic. Since Zzp(0) f, as O-modules, the 
proof is complete. 1 
6. SIMPLE SUBMODULES OF M 
By Theorem (5.5) every simple O-submodule of M is contained in M’. In 
this section we show that every simple O-submodule of M’ contains an 
element of a simple form. 
LEMMA (6.1). Ever}, simple O-submodule S of M’ contains non-zero 
element of the -form 
P(O, . . . . 0, k) 1 At*, 0 < k < m, 
l<!CPl 
where Ai E C. 
Proof Recall that a generator x, of F acts on M’ as the multiplication 
operator by X,. Thus every O-submodule of M’ is also an CA-submodule 
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of M’. Since CA is a direct sum of idempotent ideals Q(k,, . . . . k,,), it 
follows that S contains a non-zero element z of the form 
z=p(k,, ..) k,,) 1 i.,t,, a, E@. (6.2) 
I<r<n 
By applying the generator U to -7 we obtain (see Section 3) 
Since X, yk,(X?) = <k2pX-Z(XZ), we obtain that 
From here and (4.3) we obtain 
The essential point in the above argument is that k, in (6.2) has been 
replaced with k, -k, in (6.3). which is also a non-zero element of S. If 
instead of U we were applying PUP, the effect would be that k2 gets 
replaced with k, - k,. Hence by applying U or PUP a finite number of 
times, in a suitable order, we can eventually replace k, or k2 with zero. 
Then by applying P, if necessary, we may assume that k, = 0. 
The above procedure which was applied to the indices (k,, k2) can also 
be applied to the pairs (k,, k3), (k3, k4), . . . . (k,,+ ,, k,) in order to obtain 
that kZ=O, k3=0 ,..., k -,=O. 1 
The following proposition is crucial; init we further simplify the form of 
the element of S obtained in Lemma (6.1): 
PROPOSITION (6.4). Every simple @-submodule S of M’ contains one of 
the elements 
P(O, .. 0, k) t, 2 O<k<m. 
Proof. By Lemma (6.1), S contains a non-zero element i: of the form 
z=e(O ,..., 0 k) 1 A,t,, i,E@. 
tar<,z 
Assume first hat some A,, i< n, is non-zero. Without any loss of 
generality we may assume that A, # 0. If n > 2 then by (3.2) and (4.6) we 
have 
U(z) -z = A,e(O, . . . . 0, k) t2 E S. 
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Since R, #O, by applying P to this element we conclude that 
~(0, . . . . 0, k) t, ES. If n = 2 then z = ~$0, k)(l, t, + JztZ) and we have 
o(z)=e(O, k)(-/l,X; It, +&tZ)=e(O, k)(-A,t,+&t2). 
Thus z - U(Z) = 21, e(0, k) t, E S. Since 1, # 0, we have ~(0, k) r, E S. 
It remains to consider the case when ;1, = 0, 1 < i < II. Since z E S c M 
and (X,, - I ) e(0, .. . . 0, k) # 0 for 0 < k < m, we conclude that k = 0. Then 
Q(Z) = l,Le(O, . . ..0) t, ES and since II, # 0, we are done. 1 
COROLLARY (6.5). If S, and S2 are simple O-submodules of M and 
S, # S2 then S, and S2 are not isomorphic. 
ProoJ: By Theorem (5.5) we have S, c M’ and Sz c M’. Assume that S, 
and S, are isomorphic. Then M’ contains infinitely many submodules 
isomorphic to S,. At least wo of these submodules, say S’, and S;, would 
contain the same element z =p(O. . . . . 0, k) tl. Since S; and S; are simple 
O-modules it follows that S; = S; = CO .z. This is a contradiction since S; 
and S; are different submodules. 1 
7. DIRECT DECOMPOSITIONS OF M AND M 
We shall now obtain direct decompositions of the O-modules M and M’. 
The main tool is the direct decomposition (4.17) of C=A. For a positive 
divisor d of m let us define M, and M; by 
Md = (CA )d M. M; = M, n M’. 
Since (CA), is an ideal of @A we have 
M,= 0 (C-4), ti, (7.1) 
lCl<,l 
and consequently 
M= Q M,. (7.2) 
dl m
da1 
In particular for d= 1 we have (CA), = e; @,4 = Cp(O), and consequently 
MI=p(0)M=MFcM’, M;=M,. (7.3) 
Since the ideal (C)A), is also O-invariant, itfollows that Md is a O-sub- 
module of M. Thus (7.2) gives a direct decomposition of the O-module M. 
We want to show that an analogous direct decomposition is valid for M’. 
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PROPOSITION (7.4). We have 
d(hfd) = (CA)d> dim, d> 1, (7.6) 
dim M; = (n - 1) dim( @A )d, d 1 wl, d> 1. (7.7) 
Proof: Since (CA), is an ideal of CA, by applying the canonical map 
IJ~: M + Cc @ Q we obtain 
(7.8) 
Since $ is surjective, by using (7.3) and the second equality of (4.17) we 
obtain that 
0 (@A)d=@Oa=4(M)=d 
dim 
d> I d>l da1 
Clearly this equality and (7.8) imply (7.6). Equality (7.7) is an immediate 
consequence of (7.6) and (7.1). 
The inclusions (7.8) imply that 
Ker 4 = @ Ker(dIM,). 
d( m
d2 I 
Since M’ = Ker d and M; = hl’ n Md, this direct decomposition is identical 
with (7.5). 1 
Our main objective is to prove that the O-modules M& are simple. This 
will be accomplished in the next section. Here we shall deal only with the 
case YE =Z and d> 1. 
LEMMA (7.9). Let d, d > 1, be a divisor of nz and let n = 2. Then Md is a 
simple 0, -module. 
ProofI Recall that the @,-orbit A& containing e(0, m/d) is a basis of 
(CA),; see Theorem (4.16). We claim that the elements 
u(i,j)=e(i,j)((l -i’) t, - (1-i’) t2), 463 E 4, (7.10) 
form a basis of A&. 
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Since il:/c (C.4),, each of these elements belongs to M,. Since 
(X,- l)e(i,j)(l-[‘)-(X2- l)e(i,j)(l-[I) 
= e(i,j)([‘-- l)(l -cl)-e(i,j)(i’- l)(l -ii) =O, 
the elements (7.10) belong to M;. 
We have to show that the elements (7.10) are linearly independent. Let 
A,, E @ be such that 
(7.11) 
where the summation is over all pairs (i, j) such that e(i, j) E A&. 
Equation (7.11) is equivalent to the system of two equations 
C A,,( 1 - i’) e(i,j) = 0, 
1 A,,( 1- i’) e(i,j) = 0. 
Since [‘# 1 or <‘# 1 whenever e(i,j)Ed:,, there exists p EC such that 
( 1 - i’) p + ( 1 - i’) # 0 for all (i, j). From the above system we obtain 
CA,,[(l -i’),~+(l -[‘)I e(i,j)=O. 
Since A; is a linearly independent set and all (1 -[‘) p + (1 - [I) # 0, it 
follows that all A.,,=O. Thus we have shown that the elements (7.10) are 
linearly independent. 
Since IZ = 2 it follows from (7.7) that dim M:, = dim(@A),. Consequently 
the vectors (7.10) form a basis of iI&. 
Next we claim that O2 permutes transitively the one-dimensional sub- 
spaces spanned by the vectors (7.10). Using (4.3) we find that 
Pu( i,j) = - u(j, i), m( i, j) = - i’ u( - i, j), 
Uu(i,j) = o(i-j,j) 
and so O2 permutes these one-dimensional subspaces. The transitivity 
follows from Lemma (4.7). 
Now let S be a simple O,-submodule of A&. By Proposition (6.4) S 
contains an element e(0, k) t,. Since this element belongs to Md, we have 
e(0, k)~ (C-4),. By Lemma (4.7) this implies that e(0, k)~ AL and con- 
sequently ~(0, k) E S. Since O2 permutes transitively the one-dimensional 
subspaces spanned by the u(i,j)‘s, itfollows that S-M;. 1 
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8. SIMPLICITY OF Md 
We first deal with the case d= 1. Then M’, =p(O) M; see (7.3). 
LEMMA (8.1). ii& is a simple 0, module. 
Prooj Let S be a simple O,z-submodule of ‘$1;. By Proposition (6.4 j. S 
contains an element ~(0, . . . . 0, k) t,. Since S c M; = M, = (C-4), M, we 
must have ~(0, . . . 0, k) E (CA), = Cp(0). This implies that k = 0 and so 
p(O) t, ES. By applying powers of Q to p(0) t, we conclude that p(O) t,~ S, 
1 < i < n. Hence S = M’, , i.e., M’, is a simple O,,-module. 1 
For 2 d k < II we denote by Fk the subgroup of F,, generated by x,, . . . x~. 
Thus Fk is a free group of rank k. We set 0, = Aut Fk and we agree to con- 
sider 0, as a subgroup of O,, by extending each element of Ok to F,? so that 
X, + s,, i> k. In particular 0, is the subgroup of O,, generated by the 
elements P, G, and 11. 
THEOREM (8.2). The O,-module n/r;, dim, d 2 I, are simple arzd painvise 
non-isomorphic. Furthermore for M” := @ @? F//R’ \\‘e have 
Proof We proceed by induction on II. If II = 2 then the simplicity ofM:, 
was established inLemma (7.9) for d > 1 and in Lemma (8.1) for d = 1. The 
modules M:, are pairwise non-isomorphic by Corollary (6.5). This implies 
that M’, = M, has a unique complementary O,,-submodule in M’. Con- 
sequently (8.3) holds. 
Now let n > 2. It suffices toprove that the O,,-modules I& are simple 
since other assertions follow in the same way as in the case IZ = 2. 
For each positive divisor d of nr let us choose a simple O,,-submodule Sri 
of ML and let S be their sum. Since S, = M’, by Lemma (8.1) and 
M’ = M’, @ M”, it suffices toshow that M” c S. 
For d / m, d 3 1, let us define 
N,,=P,(X,)...P,(;l;‘,,).(i@.4),r,0(@A)i,tZ), 
N:, = Nd n M’, 
and 
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By Lemma (7.9), W; is a simple @,-module when d> 1. By Lemma (8.1), 
N; is also a simple 02-module. By Proposition (6.4) there exists kdE Z, 
such that ~$0, . . . . 0, kd) t, ES,. This implies that also ~(0, k,, 0, . . . . 0) t, E 
S,n Nd. Since N; is a simple @,-module, this implies that each W&C S and 
consequently N’ c S. 
In particular we have 
Po(X,)-.-Po(X,)((l-X*)t,-(l--X,jt,)EN’cS. 
Hence also 
PO(X2)...Po(X,-I)((l-X,)tl-(l-X,)t,)ES. (8.4) 
By applying U to this element we obtain 
p,(X,)...p,(X,-,)((l-X,)(t,+X,t,)-(l-X,X?)t,)ES, 
i.e., 
Po(X,)...Po(X,-I)((l--X,)(tl+X,t2)-(1-X,)tn)ES. 
By subtracting from this element the element (8.4) we obtain that 
x,Po(X,)...Po(X,-1)(1-X,)t,ES, 
and consequently also 
Po(X,)...po(X,-zj(l-X,-,)t,ES. 
This clearly implies that 
Po(X,).-.Po(X,,-z)pk(X,-,)tlES, O<k<nz. 03.5) 
Let B be the subgroup of A generated by X1, . . . X, _ r and let 
CB= @ (@B), 
dim 
da1 
be the direct decomposition of @B analogous to the decomposition (4.17) 
of CA. By induction hypothesis each of the subspaces 
((a=B)dtl@ ... @(a=B)dt,z-,)nM (8.6) 
is a simple O,- ,-module. It follows from (8.5) that S meets each of the 
subspaces (8.6) when d> 1. Hence S contains the sum of all subspaces (8.6) 
for d/m, d> 1. By induction hypothesis (see (8.3)) this sum is equal to 
(a=&,@ ... @@Bt,-,)nM”. 
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Since S contains this space, we have 
It follows now that all elements (5.8) are in S and consequently M” c S. i 
COROLLARY (8.7). Each @,-module, M,, d(m, d> 1, has a unique 
simple submodule, namely Mh. In particular M, is indecomposable. 
Proof. By Theorem (5.5) the socle of Md is contained in Mb= M,n M’. 
By Theorem (8.2), M; is simple and consequently M, has a unique simple 
submodule, namely ML. m 
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