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e've reached a point in our discussion of lines in 3D projective space where I want to stand back and explicitly state something that has only been implicit so far. The whole idea of algebraic representations of geometric shapes is to be able to answer geometric questions in terms of algebraic formulas. These algebraic formulas are built out of the components of the vectors and matrices that represent the basic shapes. For example, we represent points with components typically named x, y, z, and w, planes by components a, b, c, and d, and lines by components p, q, r, s, t, and u. The idea is that we can represent relations between various points, planes, and lines as formulas in terms of the x … w, a … d, p … u values. Additionally, we want to be able to construct new points, planes, and lines that satisfy certain geometric conditions, and write the components of these new objects in terms of the components of the input shapes. The sorts of questions we've been able to answer so far are I Is a given point on a given line? I What is the intersection of a given line and a given plane? I Do two lines in space intersect? Similar questions that we'll answer shortly are I 
If two lines intersect, what is the point of intersection?
And what is the plane containing them both? I What is the set of all lines that intersect three given lines? Four lines?
In addition, there's one algebraic derivation that I promised you from last time:
I The determinant of an arbitrary antisymmetric matrix is the square of a quantity called the Klein quadric.
Furthermore, as part of our rewarding journey, we'll gain some insight into the internal structure of matrices. The main algebraic tool that I've used to answer these questions is the tensor. In the first four installments of this series of articles I included a brief review of tensor algebra (and its visualization by diagram notation) that I use to express various algebraic quantities. The hope was that even if you hadn't seen an earlier installment, the review could give you enough of an idea of what was going on that you could understand the article in front of you. Also, since the notation was new, I wanted to give lots of examples of the conventional and new notation side by side. In this installment I'm going to take off the training wheels and use only tensor diagram notation. I'll assume you have access to the earlier articles [1] [2] [3] [4] and just dive in and do new stuff.
Why tensor expressions are interesting
Here's the 64 billion dollar question. Why are tensor expressions good candidates for representing geometric properties? The answer is transformational invariance.
Suppose we have some weird diagram made with the tensors for various points, lines, planes, and with the special Levi-Civita epsilon tensor: (1) This just stands for some complicated algebraic function of the xyzw components of p, the pqrstu components of K and L, and the abcd components of e. Now what happens if we subject all the geometric objects to some transformation? The components of p, e, K, and L will change of course, but what will happen to the value of the function represented by Equation 1? In other words, putting little hats over the transformed versions of the tensors, what is the value of
We just apply the rules for transforming tensors that I described last time:
The transformation of the Levi-Civita epsilon tensor is a bit special though. A geometric transformation leaves it unchanged, except for a homogeneous scale factor. And the factor is equal to the determinant of the transformation. I've previously shown this fact for lower dimensions. 5 The generalization to four dimensions looks like
So the transformed diagram of Equation 2 becomes
Now remember that the product of a transformation and its adjoint just gives an identity matrix scaled by the determinant of T:
So you can see why the transformation rules of Equation 3 are the way they are: it guarantees that each arc of a transformed diagram has a T T* pair, which cancel out into a scalar factor of detT. What this means is that any function generated by a tensor diagram like Equation 1 is invariant (up to a homogeneous scale factor) when the input shapes undergo a linear transformation T. In particular, if the quantity is zero in one coordinate system, it's zero in any other coordinate system. Out of all the zillions of functions we can manufacture out of xyzw, abcd, and pqrst, the ones generated by tensor diagrams are exactly those that are invariant. They therefore stand a good chance of representing something geometrically meaningful that remains unchanged under translations, rotation, perspective, and so on.
It's now our job to investigate the various ways the tensors can be plugged together and see what geometric meanings they have.
Lines and antisymmetric matrices
A line in projective 3-space has two antisymmetric 4 × 4 matrix representations: a pure covariant one and a pure contravariant one. These are related by a double contraction with epsilon:
We can distinguish between the covariant and contravariant forms by observing the arrows' directions. However, when referring to them in conversation, I'll call the contravariant (arrows in) one L and the covariant (arrows out) oneL. I'll sometimes refer toL as the dual of L.
Not all antisymmetric matrices represent lines however, only those that satisfy the Klein relation:
Last time I handed you the fact that the determinant of a general antisymmetric matrix happens to be the
square of this quantity. I originally worked this out by explicit calculation, but let's see how our diagram machinery gives it to us directly. To do this, I first need to point out what some algebraic properties of matrices look like when expressed in tensor diagram notation.
Properties of a matrix
Before seeing how antisymmetry affects things, let's look at general matrices. We'll play around with a mixed tensor, the matrix T. The first thing you generally want to know about a matrix is whether it's singular. You find that out by evaluating its determinant and seeing if it's zero.
The determinant
In an earlier article 5 I showed what the determinant looks like for 2 × 2 matrices and for 3 × 3 matrices. For 4 × 4 matrices there's a slight change in the pattern. Let's look at the sequence.
The 2 × 2 determinant in Einstein index notation (EIN)-using the 2 × 2 version of epsilon-is Writing this as a diagram, I chose to flip over the leftmost epsilon to make the diagram less convoluted. This introduces a minus sign and we get The 3 × 3 determinant in EIN-using the 3 × 3 × 3 version of epsilon-is Again, I flipped over the first epsilon giving a minus sign but a prettier diagram:
The 4 × 4 determinant uses the 4 × 4 × 4 × 4 epsilon and continues the pattern just fine in EIN (note that the constant scale is the factorial of the dimension):
The slight change in the pattern is that we don't need to introduce a minus into the diagram:
This is because to draw the diagrams in this symmetrical way, we needed to reverse the order of indices on one of the epsilons. For two and three dimensions, this takes an odd number of neighboring-arc exchanges, giving a sign flip. For four dimensions it takes an even number of exchanges (six), needing no sign flip. In general, to calculate the number of exchanges, you sum the integers from one to (dimension − 1). If this sum is odd you need to introduce a minus sign in the diagram. The pattern for dimensions 2, 3, 4, 5, 6, 7… goes (−, −, +, +, −, −, …).
The adjoint
The next most interesting thing about a matrix is its adjoint. To form the adjoint, we simply snip one of the T's out of the determinant (with an appropriate adjustment of the constant factor.) The adjoints of 2 × 2, 3 × 3, and 4 × 4 matrices are (8)
The rank
A further useful tidbit about a matrix is its rank. We need to be careful, though, because the word rank is used for two entirely different properties in mathematics. The rank of a tensor is simply the number of indices it has (a matrix is a rank 2 tensor). The rank of a matrix, on the other hand, is the number of linearly independent rows (or linearly independent columns) it has. For our 4 × 4 matrix T, the matrix rank could be 4, 3, 2, 1, or 0. This is also equal to the number of nonzero eigenvalues it has.
If a 4 × 4 matrix is nonsingular, it is rank 4. Interpreted as a transformation matrix, it takes solid shapes into other solid shapes. If the matrix is rank 3, it squashes all input 4-vectors into a 3D subspace. Interpreted as a homogeneous transformation, it maps projective
3-space onto a plane. Such a matrix is singular. If the matrix is rank 2, it squashes all input 4-vectors into a 2D subspace. Interpreted as a homogeneous transformation, it maps projective 3-space onto a line. If the matrix is rank 1, it squashes all input 4-vectors into a 1D subspace. Geometrically, it maps all of projective 3-space to a single homogeneous point. If the matrix is of rank 0, all of its elements are zero. You can detect a rank 4 matrix by its determinant being nonzero. If the determinant is zero the matrix is of rank 3 or less:
You can detect if a matrix is rank 2 (or less) by its adjoint being zero. That is, the whole adjoint matrix, all 16 elements of it, is zero:
This is of course a special case of Equation 9 since, if the adjoint is zero, the determinant has to be zero too.
You can detect if a matrix is rank 1 (or less) by following the pattern and checking for the zeroness of the diagram formed by removing yet one more T:
This 4 × 4 × 4 × 4 thingy is a sort of antisymmetric matrix of antisymmetric matrices. It has 36 unique values that are the determinants of all possible 2 × 2 submatrices of T. The number 36 comes from your choice of two out of the four columns (six combinations) and two out of the four rows (six combinations). I'll call this expression the subadjoint of T. If all 36 of its unique elements are zero, the matrix is rank 1 or less.
Finally, for a matrix to be rank 0 means that the whole matrix is zero. You could extrapolate the previous diagram (Equation 11 ) and say that you had to test the 4 
Properties of an antisymmetric matrix
Now let's see what happens when we apply the previous analysis to antisymmetric matrices. It's important to separate properties of general antisymmetric matrices from those of the special category of lines (those that satisfy Equation 6). To help keep them straight I'll use the letters A and B as names for general antisymmetric matrices, and the letters K and L as the names of matrices that represent lines.
The subadjoint
Let's first look at the subadjoint of the general antisymmetric matrix A:
What can we do with this? Here's a basic principle. Almost all interesting manipulation of tensor diagrams is based on the epsilon-delta identity, reproduced in Figure 1 Now we have two choices of epsilon-epsilon contraction to use for the epsilon-delta identity. We'll use the rightmost pair of epsilons. But first we need to align the epsilons to match Figure 1 . We rotate the rightmost epsilon counterclockwise, causing it to cross over an arc and thereby introducing a sign flip. We can now apply the epsilon delta rule to the dotted region:
We substitute, straighten out the kinks in the resulting terms, and then merge terms that are equal. The "Simplifying the Subadjoint" sidebar shows the whole process. The net result is This diagram, while correct, offends our sense of symmetry. Why is it that only the right-pointing arcs have an AÃ product attached? Why not the left pointing arcs? Can we do anything about the AÃ products? Yes we can. Again this involves the epsilon-delta identity and Equations 4 and 5. The derivation appears in the "Derivation of a Basic Identity for Antisymmetric Matrices" sidebar (see page 90). I actually did this with a bit more generality than we need here, involving the product of two possibly different matrices A and B. The result encapsulates the interesting part of the epsilon-delta identity when applied to antisymmetric matrices, and gives us a basic identity we'll use for years to come. Once we have this result we just plug in B = A to get (13) This simplifies our subadjoint down to something more nicely symmetrical:
The adjoint 
Simplifying the Subadjoint
Apply the epsilon-delta identity from Figure 1 to the diagram:
The diagrams in each of the three columns of this expression are equal to each other. Why? Each diagramlet is equal to the one above/below it except for an A that has its arcs crossed. Uncrossing the arcs is the same as a mirror of the A tensor, and thus gives a sign flip. So merge these together to get 
Equation 16 is interesting. It says that the adjoint of A is some homogeneous scalar times the dual of A. This makes sense given that Equation 13 basically says that A times its dual,Ã, is some number times the identity. And since the dual is just a rearrangement of the elements of A (no arithmetic necessary), Equation 16 lets us calculate the adjoint quickly (or at least a scalar factor times the adjoint). 
The determinant

Properties of a line
Now lets see how these equations look if our general matrix A is a line L. Remember that all matrices that represent lines satisfy the Klein relation (Equation 6). So if L represents a line, Equation 13 tells us that its product with its dual is identically zero:
This is actually a more stringent condition than the Klein relation. The Klein expression is basically the trace of the matrix product LL: 
IEEE Computer Graphics and Applications
Equation 18 then tells us that, not only is the trace of this matrix product zero, but the whole matrix product is zero.
Plugging the Klein relation into Equations 14, 16, and 17 for the subadjoint, adjoint, and determinant gives us (19) This means that the matrix L is rank 2 (unless it is completely zero, in which case it is rank 0). This is a reiteration of the fact, previously noted, that L has two zero eigenvalues.
This also points out some other interesting global properties of arbitrary antisymmetric matrices. Equations 15 and 17 show that if the determinant is zero, then the adjoint must be zero. This means that there's no such thing as a rank 3 antisymmetric matrix. Equation 19 shows that if the subadjoint is zero, then the whole matrix must be zero. So there is no such thing as a rank 1 antisymmetric matrix. 
Properties of two lines
Coincident lines
If two lines K and L coincide it means that their representations as antisymmetric matrices differ only by a homogeneous scale factor In either case we have 16 values that have to be zero to satisfy this condition.
But there's a bit of a mystery here if we compare this with the more conventional Plucker coordinate representation. An antisymmetric matrix has six unique values, and the Plucker interpretation just looks at these six values as a six-element vector (with some slightly different sign conventions that won't concern us here): In fact, after some fooling around you can see that So simple linear combinations of the diagonal elements of T can give us our other three 2 × 2 determinants. So where does the 16th condition come from?
All is made clear by broadening our original question and asking, What makes two general antisymmetric matrices homogeneously equivalent? Two general antisymmetric matrices A and B will be homogeneously equivalent if 
As before, the covariant/contravariant product of A and B is
Combining this with Equation 13 for AÃ we get
In other words, the product AB is some scalar times the identity matrix. This gives 15 conditions (12 for the offdiagonal elements being zero, and three for the ondiagonal elements being equal). In the case where A and B are the lines K and L, the 16th condition required by KL=0 is simply that the diagonal elements are not only equal, but that they are equal to zero. This is just the Klein condition (Equation 6 ) that L is a line. So the KL product test has built into it that, not only are two matrices homogeneous scales of each other, but that they are lines. And that is the 16th condition.
Intersecting lines
We already found last time that the condition that two lines in space intersect is (23) Note that this is simply the trace of the matrix KL from Equation 21. This dovetails nicely with the condition of coincidence: If the whole matrix KL is zero, the lines are coincident; if just the trace of KL is zero, the lines intersect at one point. And applying the basic identity derived in the sidebar about antisymmetric matrices, we have for intersecting lines:
So it doesn't matter in what order we multiply K and L.
So, given that K and L intersect, what is the point of intersection p, and what is the common plane e, that they share? In particular, we want the elements of p and e in terms of the elements of K and L. We can derive this in two ways-a geometrical argument and an algebraic one. I'll present them both since our goal here is insight and not just answers.
Geometrical derivation
Let's look at the geometry of our problem. Given intersecting lines K and L, find expressions for the intersection point p and the common plane e:
One of the results from previous columns 2 is that, given the contravariant matrix for K, any point a multiplied by that matrix gives the plane containing a and K:
Now we intersect the plane aK with the line L and we get p. Algebraically that's just the multiplication of the plane vector (aK) with the covariant matrix for the line L. So we have, for any arbitrary point a: 
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2 Components of the product KL.
This works as long as the point a doesn't lie in the plane e. In that case aK would just give the plane e, and eL is zero since L lies totally in e. Let's shelve the problem of avoiding this situation for a bit and look at the reverse problem, finding e. Given an arbitrary plane f, we know how to find the point of intersection of L and f. It's the product L f:
Now take this point and find the plane common to line K. Again this just requires multiplying the point by K. So we have, for all f (25) Again there's a catch. If f happens to pass through p we'll get zero.
Algebraic derivation
For our algebraic derivation, let's look at the algebraic properties of the matrix KL. We'll find its rank by evaluating the determinant, adjoint, and subadjoint.
Rank of KL
The subadjoint of KL looks like
To simplify this we can use machinery similar to what we used to get Equation 14. To get the key identity we start by taking at the left half of the diagram and replacing the top K with its dual Now apply the epsilon-delta identity of Figure 1 . In a manner similar to the "Simplifying the Subadjoint" sidebar we arrive at Similarly, we can show Just plug these together and we get the subadjoint:
We get the adjoint by plugging another copy of KL across two of the previous inputs, yielding
Recall that for lines K and L any product KK or LL is zero, so the whole adjoint is zero:
If the adjoint is zero, the determinant is zero, too:
The determinant and adjoint being identically zero means that the rank of KL is at most 2. If the subadjoint
is zero as well, the rank is 1 (or zero). And Equation 26 shows that the subadjoint is indeed zero if the lines intersect (Equation 23). The net result is that the rank of the product KL for intersecting lines is 1. Because the product KL has one arrow in and one arrow out it is a mixed tensor, and you can think of it as a transformation matrix:
Recall I said that a rank 1 transformation matrix maps all input points into a single point. As you can see with Equation 24, that point is p.
The internal structure of a matrix
One of my favorite ways to visualize a matrix is to consider it as the sum of outer products of vectors. Given the 4 × 4 transformation matrix T we can write it as the sum of the outer product of four points and four planes: T and so on, and then the four points p0 … p3 would be the four rows of T. Or you could pick various linear combinations of the rows for p0 … p3 and the appropriate compensating linear combinations of the columns for e0 … e3 to still get the same T. (One particularly interesting choice is to try to arrange it so that p0 is at the intersection of planes e1e2e3, and p1 is the intersection of planes e0e2e3, and so on. Then p0 … p3 would then be eigenvectors of T.)
Given The indices i, j, k, and l each range over the values 0 … 3 for a total of 4 × 4 × 4 × 4 = 256 terms. Fortunately, most of these are zero. For example, any term that has i = j will be plugging the same ei = ej into the epsilon tensor, which is identically zero. The only nonzero terms, then, will come if i, j, k, and l are all different. There are 24 permutations of these. But, if you swap arcs plugging into the epsilons appropriately to get the p's and e's into the same order, you see that all 24 are equal. This nicely cancels out the factor 1/24 in Equation 7 (or, perhaps more accurately, it explains the factor of 1/24) and the net result is Now as long as e0 … e3 are linearly independent, and p0 … p3 are linearly independent, this determinant will be nonzero and the rank of T will be 4. But suppose that e3 was a linear combination of e0, e1, and e2:
Then it would be possible to write T as the outer product of only three ep pairs: Again, as long as e0 … e2 and q0 … q2 are linearly independent (or, geometrically, as long as they're not collinear) our matrix T rests solidly at rank 3. But if either the e's or the q's give zero in Equation 30 it means that it's possible to write T as the sum of only two outer products. For example, if the q's were linearly dependent we could find planes f to make (31)
The adjoint of such a matrix will always be zero (plug it into Equation 8) so it is rank 2 (or less).
I believe you can see the pattern here. Plug Equation 31 into Equation 11 to get the subadjoint. You get If this is nonzero (f0 and f1 are not the same plane, and q0 and q1 are not the same point), then T rests securely at rank 2. Otherwise it's possible to write T as the outer product of just one plane-point pair. I'll recycle our names back to e and p (without subscripts) for this one:
(32) So, in summary, Equations 32, 31, 29, and 27 represent possible decompositions of matrices of rank 1, 2, 3, and 4, respectively. These mesh nicely with the conditions in Equations 9 through 11 to show how zeroes of these test quantities occur. Well this is great. To find p we must pick an a that doesn't pass through e, but we don't know what e is unless we pick a plane f that doesn't pass through p. What kind of a useless algorithm is that?
The punchline
Here's how to make this work. Recall that any row (or column) of the contravariant matrix K is a plane containing line K. (The product aK is just a linear combo of these planes, giving yet another plane through K. Intersect any plane containing K with the line L and you get the point p.) The simplest choice of a would be something like [1, 0, 0, 0], [0, 1, 0, 0], and so on. This would select some row of KL as p. But a particular row might be all zeroes, so our ideal choice for p would be the row of KL that is largest in magnitude. Similarly, the ideal choice for e would be the column of KL that is largest in magnitude. But you really don't have to calculate the magnitudes of whole rows or columns. You just need to decide which one is largest. For that you just need to find the maximum single element of KL. So here's the final algorithm:
1. Calculate KL. 2. Find the single element of KL that is largest in magnitude. 3. Use the row containing that element as p. 4. Use the column containing that element as e.
Questions for next time
So, now do we know all there is to know about lines? Not hardly. Here are some questions we'll address next time: We'll find out the answers, and more, in our next thrilling installment: "Our Friend the Hyperbolic Parabaloid." I
