In this article, estimation of stress-strength reliability δ = P (Y < X) based on progressively first failure censored data from two independent inverse Weibull distributions with different shape and scale parameters is studied. Maximum likelihood estimator and asymptotic confidence interval of δ are obtained. Bayes estimator of δ under generalized entropy loss function using non-informative and gamma informative priors is derived. Also, highest posterior density credible interval of δ is constructed. Markov Chain Monte Carlo (MCMC) technique is used for Bayes computation. The performance of various estimation methods are compared by a Monte Carlo simulation study. Finally, a pair of real life data is analyzed to illustrate the proposed methods of estimation.
Introduction
The cumulative distribution function (cdf) of the inverse Weibull distribution (IWD) is given by F (x; α, λ) = e −λx −α , x > 0, α, λ > 0,
where α and λ are shape and scale parameters, respectively.
The corresponding probability density function (pdf) and failure rate function, respectively, are given by f (x; α, λ) = αλx −α−1 e −λx −α , x > 0, α, λ > 0,
h (x; α, λ) = αλx −α−1 e λx −α − 1 , x > 0, α, λ > 0.
The plot of failure rate function of IWD for different values of shape parameter α and fixed scale parameter λ = 1 is shown in Figure 1 . The IWD is a useful lifetime probability distribution in reliability engineering. The IWD can be used to model a variety of failure characteristics such as infant mortality, utilisation time and wear-out periods. The IWD can also be used to determine the cost effectiveness and maintenance periods of reliability centered maintenance activities. From Figure 1 we observe that IWD has upside-down bathtub (UBT) shaped failure rate. There are various real life examples where data show the UBT failure rate, see, Sharma, Singh, and Singh (2014) . If the empirical studies indicate that the failure rate function might be UBT, IWD may be an appropriate model. Several researches have been carried out for inferences on the IWD using classical and Bayesian approaches, for example, Khan, Pasha, and Pasha (2008) considered theoretical analysis of IWD. Kundu and Howlader (2010) studied Bayesian inferences and prediction of the IWD for type II censored data. Singh, Singh, and Kumar (2013) studied Bayesian estimation of parameters of IWD. Sultan, Alsadat, and Kundu (2014) discussed Bayesian and maximum likelihood estimation methods of the IWD parameters under progressive type II censoring. Singh and Tripathi (2018) studied estimation of the parameters of IWD under progressive type I interval censoring. Xiuyun and Zaizai (2016) discussed Bayesian estimation and prediction for the IWD under general progressive censoring. Kubota and Kurosawa (2017) studied Bayesian prediction of unobserved values for type II censored data in case of IWD.
The term stress-strength reliability in statistical literature typically refers to the quantity δ = P (Y < X). This term represent the reliability of a system with strength X subject to a stress Y . The system fails if the applied stress exceeds its strength. The stress-strength reliability of system is the probability that the system is strong enough to overcome the stress imposed on it. The model P (Y < X) was first considered by Birnbaum and McCarty (1958) . Since then several researcher have considered different choices for stress and strength
The progressive first failure censoring scheme was introduced in literature by Wu and Kus (2009) . They studied the estimation methods based on progressively first failure censored Weibull distribution. Soliman, Abd-Ellah, Abou-Elheggag, and Modhesh (2012) discussed estimation of the parameters of life for Gompertz distribution using progressive first failure censored data. Soliman, Abd-Ellah, Abou-Elheggag, and Modhesh (2013) studied estimation in Burr type XII distribution using progressive first failure censored data. Dube, Garg, and Krishna (2016a) and Dube, Krishna, and Garg (2016b) described classical and Bayesian estimation in Lindley and generalized inverted exponential distributions, respectively under progressive first failure censoring. Also, Ahmed (2017) discussed estimation and prediction for the generalized inverted exponential distribution based on progressively first failure censored data with application.
Recently, some authors have also investigated the estimation of δ for some lifetime distributions based on progressively first failure censored data, see for example, Lio and Tsai (2012) . They discussed the estimation of stress-strength reliability for Burr XII distribution based on progressively first failure censored sample. Kumar, Krishna, and Garg (2015) studied estimation of stress-strength reliability for Lindley distribution based on progressively first failure censored sample. The progressive first failure censoring is briefly described as follows:
Suppose that initially, n independent groups with k items within each group are put on a life testing experiment with pre-fixed progressive censoring schemeR = (R 1 , R 2 , . . . , R m ) such that after observing first failure, the group in which the first failure is observed and R 1 other live groups are randomly removed from the experiment. At the time of second failure, the group in which second failure is observed and R 2 others groups are randomly removed from the experiment and so on. This procedure continues until the group in which m th failure has occurred and all remaining R m groups are removed at the time of m th failure. It is clear that
. . = R m = 0, progressive first failure censoring scheme is reduced to first failure censoring scheme and if R 1 = R 2 = . . . = R m−1 = 0 and R m = n − m, this scheme reduces to first failure type II censoring. With k = 1 in each group, progressive first failure censoring scheme becomes the progressive censoring scheme. Let x 1 , x 2 , . . . , x m be a progressively first failure censored sample with pre-fixed progressive censoring schemeR = (R 1 , R 2 , . . . , R m ) from a population with pdf f X (.) and cdf F X (.), the likelihood function is given by (see, Wu and Kus (2009) 
The main objective of this article is the classical and Bayesian estimation of stress-strength reliability δ = P (Y < X), where, X and Y both are independent random variables having inverse Weibull distributions and samples obtained from both the distribution are progressively first failure censored samples. Let X ∼ IW D (α, λ) and Y ∼ IW D (β, θ) be independent random variables, then
The rest of the article is organized as follows: In section 2, we obtain maximum likelihood estimator (MLE) and asymptotic confidence interval of stress-strength reliability δ. Bayes estimator of δ under generalized entropy loss function (GELF) using non-informative and informative gamma priors is discussed in section 3. For Bayesian computation, Markov Chain Monte Carlo (MCMC) techniques are used. Also, highest posterior density (HPD) credible interval of δ is derived using MCMC methods. In section 4, a Monte Carlo simulation study is performed to compare different estimation methods. Section 5 deals with real data analysis for illustration purposes. Finally, discussion and concluding remarks on the article are given in section 6.
Maximum likelihood estimation
In this section, we obtain the MLEs of the unknown parameters and stress-strength reliability δ. Also, asymptotic confidence interval of δ is constructed. Let x 1 , x 2 , . . . , x m 1 be the progressively first failure censored sample from IW D (α, λ) with pre-fixed progressive censoring schemeR x = (R x,1 , R x,2 , . . . , R x,m 1 ) and y 1 , y 2 , . . . , y m 2 be the independent progressively first failure censored sample from IW D (β, θ) with progressive censoring schemẽ R y = (R y,1 , R y,2 , . . . , R y,m 2 ), the likelihood function of α, β, λ and θ is given by
where
Thus, the corresponding log-likelihood function becomes
Differentiating log-likelihood function l (α, β, λ, θ) partially with respect to the parameters α, β, λ and θ, respectively, and then equating to zero,we get
The MLEsα,β,λ andθ of the parameters α, β, λ and θ, respectively, are solutions of the equations (8), (9), (10), and (11), which cannot be solved analytically. To solve these non-linear equations we use a suitable numerical iterative procedure. In statistical software R, we may use functions such as nlm, optim, maxLik etc. to obtain MLEs. Once we obtain MLEsα,β,λ andθ using the invariance property of MLEs, the MLE of δ can be obtained asδ = H α,β,λ,θ
Asymptotic confidence interval
We obtain MLEδ in (12) using invariance property of MLEs, but it is very difficult to obtain the exact distribution of δ. Thus, the construction of exact confidence interval of δ becomes quite difficult and it is not pursued here. Here, we suggest the use of delta method to obtain the asymptotic variance ofδ, when m 1 and m 2 become large enough but m 1 m 2 remains constant, see Sharma (2018) . Letω = α,β,λ,θ be the MLEs of the unknown parameters
The asymptotic variance ofδ using delta method, see Krishnamoorthy and Lin (2010) . Under mild conditions the observed Fisher information is used as a consistent estimator of the Fisher information. Thus, the observed variance ofδ is given by
For second derivatives in I(ω) and elements of b c , see, Appendix I.
∼ N (0, 1). This result yields the asymptotic 100×(1 − γ) % confidence interval for δ asδ
where z γ/2 is the upper (γ/2) th quantile of standard normal distribution.
Bayesian estimation
In this section, we derive Bayes estimator of stress-strength reliability δ under generalized entropy loss function (GELF) using MCMC technique. In order to select the best decision in decision theory, an appropriate loss function must be specified. A symmetric loss function such as the popular squared error loss function (SELF) is well justified when over estimation and under estimation of equal magnitude has the same consequences. When the true loss is not symmetric with respect to over estimation and under estimation, asymmetric loss functions are used to represent the consequences of different errors. A general purpose loss function is GELF. The GELF is proposed by Calabria and Pulcini (1996) . This loss function is a generalization of the entropy loss function and is given by
whereθ is the decision rule which estimates θ. For q > 0, a positive error has a more serious effect than a negative error and for q < 0 , a negative error has a more serious effect than a positive error. Under GELF the Bayes estimator is given bŷ
It should be mentioned that for q = 1, −1, −2, the Bayes estimator given in (13) simplifies to the Bayes estimator under entropy loss function, SELF and precautionary loss function, respectively. Here, we assume that the unknown parameters α, β, λ and θ are a-priori independent and distributed as gamma distributions with their respective, pdfs
where hyper-parameters a 1 , b 1 , a 2 , b 2 , a 3 , b 3 , a 4 , b 4 are chosen to reflect prior knowledge about the parameters α, β, λ and θ, respectively. Many authors have used independent gamma priors in case of IWD, for example, Kundu and Howlader (2010) , Singh et al. (2013) , Sultan et al. (2014) , Singh and Tripathi (2018) . Thus, the joint prior distribution of α, β, λ and θ can be written as
The class of gamma prior distributions is quite flexible, as it can model a variety of prior information. It also includes non-informative prior distribution taking hyper-parameters a i = b i = 0; i = 1, 2, 3, 4 . Thus, using the likelihood function in (6) and the joint prior distribution in (14), joint posterior distribution of α, β, λ and θ is given by
The joint posterior distribution of the unknown parameters given in (15) is complicated and no closed form estimates appear to be possible. We, therefore, consider MCMC techniques namely, Gibbs sampler, (see Smith and Roberts (1993) ) and Metropolis-Hastings (M-H) algorithm (Hastings (1970) ) to obtain the sample based Bayes estimator of the stress-strength reliability δ and to construct the corresponding HPD credible interval. The full posterior conditional distributions for α, β, λ and θ respectively, are given by
We use following hybrid algorithm to generate samples from the full conditional posterior densities:
Step 1 Start with an initial guess of λ and θ say λ (0) and θ (0) .
Step 2 Set j = 1.
Step 3 Generate α (j) from π 1 (α|λ (j−1) , data) in (16) using M-H algorithm with normal proposal distribution.
Step 4 Generate β (j) from π 2 (β|θ (j−1) , data) in (17) using M-H algorithm with normal proposal distribution.
Step 5 Generate λ (j) from π 3 (λ|α (j) , data) in (18) using M-H algorithm with normal proposal distribution.
Step 6 Generate θ (j) from π 4 (θ|β (j) , data) in (19) using M-H algorithm with normal proposal distribution.
Step 7 Compute δ (j) = H(α (j) , β (j) , λ (j) , θ (j) ) using (5).
Step 8 Set j = j + 1 .
Step 9 Repeat steps 3-8, (M − 1) times. Now, the Bayes estimator of δ under GELF using MCMC technique is obtained aŝ
where M 0 is the burn-in i.e. we discard the first δ (1) , δ (2) , . . . , δ (M 0 ) observations and work with the remaining M 1 = (M − M 0 ) observations, which are viewed as being an independent sample from the stationary distribution of the Markov chain which is typically the posterior distribution.
HPD credible interval
Once we have desired posterior MCMC sample, the HPD credible interval for δ can be constructed by using the algorithm proposed by Chen and Shao (1999) . Let
, the 100 × (1 − γ)%, 0 < γ < 1, HPD credible interval for δ is given by
where j is chosen such that
is the integral part of x .
Monte Carlo simulation study
In this section, we present a Monte Carlo simulation study to compare the performance of the different methods of estimation for different censoring schemes, and for different parameter values. We compare the performances of the ML and Bayes estimates under GELF using noninformative and informative gamma priors in terms of average absolute biases (AB), and mean squared errors (MSE). We also compare asymptotic confidence and HPD credible intervals in terms of average length (AL) and coverage probability (CP). For the ease of simulation, we consider same group sizes k = k 1 = k 2 , same number of groups n = n 1 = n 2 , and same number of failures m = m 1 = m 2 with same pre-fixed censoring schemesR =R x =R y . A large number N = 1, 000 of progressively first failure censored samples of varying group sizes k = 3, 5, number of groups in a sample n = 30, 50 and m = 40%, 50% and 80% of n and different combinations of progressive censoring schemesR are generated using algorithm proposed by Balakrishnan and Sandhu (1995) with distribution function 1 − (1 − F (x)) k from IWD. Note that different censoring schemes used in this article have been represented by short notations such as (0 * 2) denotes (0, 0) and ((2, 0, 0) * 2) denotes (2, 0, 0, 2, 0, 0) .
The non-informative and informative gamma priors are denoted by P rior0 and P rior1, respectively. Hyper-parameters are taken so that the means of prior distributions are exactly equal to the true values of the parameters, in case of proper gamma priors. We take a i = b i = 0; i = 1, 2, 3, 4 for non-informative priors. We consider two sets of true values of the parameters α = 3, β = 2, λ = 1, θ = 2 so that δ = 0.2762 with corresponding informative hyper-parameters a 1 = 6, b 1 = 2, a 2 = 4, b 2 = 2, a 3 = 2, b 3 = 2, a 4 = 4, b 4 = 2, and α = 2, β = 3, λ = 2, θ = 1 so that δ = 0.7238 with corresponding informative hyperparameters a 1 = 4, b 1 = 2, a 2 = 6, b 2 = 2, a 3 = 4, b 3 = 2, a 4 = 2, b 4 = 2. For GELF we take three different choices of q = 1, −1, −2. The MCMC technique is used for Bayesian computational procedure. We obtain average length of 95% HPD credible interval for stress-strength reliability δ. Here, we generate M = 10, 000 MCMC samples and take M 0 = 2, 000 burn-inperiod. All calculations are performed on the statistical software R. The main results of the Monte Carlo simulation study are listed in Tables 3-8 , see, Appendix II.
From Tables 3, 4 , 6 and 7 we observe that for both ML and Bayes estimation methods, as the number of groups n and the effective sample size m increase, AB and MSEs decrease. It verifies the consistency properties of both of estimation methods. The AB and MSE increase with an increase in group size k. Also, as the true value of stress-strength reliability δ increases AB increases while MSE decreases for all combinations of k, n and m. Similar pattern is observed for Bayes estimator of δ. Bayes estimate is better than MLE even for non-informative priors and the best for informative priors in terms of AB and MSE in all cases.
According to Tables 5 and 8 average lengths of asymptotic confidence and HPD credible intervals narrow down as failure proportion m/n increases for fixed k. HPD credible intervals with informative gamma prior has smaller average length and higher coverage probability than asymptotic confidence interval or HPD credible interval with non-informative prior. Also, as the group size k increases average lengths of confidence interval as well as HPD credible intervals also increase. The coverage probability for ML and Bayes estimates of δ obtained here, rarely attain their prescribed confidence coefficient.
Data analysis
This section deals with real life applications of the methodology developed in this article. Xia, Yu, Cheng, Liu, and Wang (2009) studied breaking strength of jute fiber at four different gauge lengths i.e. 5 mm, 10 mm, 15 mm and 20 mm. Saraçoglu, Kinaci, and Kundu (2012) considered two data sets of gauge lengths 10 mm and 20 mm out of these four data sets for estimation of stress-strength reliability in exponential distribution under progressive type II censoring. Here, we are considering data of breaking strength of jute fiber of gauge lengths 10 mm and 20 mm. For the convenience of readers the data are presented in Tables 1 and 2 , respectively.
The following notations have been used: X is the breaking strength of jute fiber with 10 mm, and Y is the breaking strength of jute fiber with 20 mm. Now, we check that whether the IWD can be used or not to analyse these data sets. We obtain the ML estimates of the shape and scale parameters, Kolmogorov-Smirnov (K-S) distances (D) between the empirical and the fitted distribution functions with associated p-values. The ML estimates of α, β, λ and θ are 1. For illustrative purposes, we consider number of rows and number of columns of Tables 1  and 2 as group sizes and number of groups, respectively. Note that the bold observation in each column represents the smallest breaking strength (first failure) in a group. Thus, two first failure censored samples from Tables 1 and 2 , respectively with k 1 = k 2 = 3 and n 1 = n 2 = 10 are given below: Next, we generate two different progressively first failure censored samples of sizes m 1 = m 2 = 7, respectively, from the above first failure censored data. The progressive censoring schemes and the corresponding generated data are obtained as follows: , 0, 0, 1, 0, 0, 1),x = (43.93, 101.15, 108.94, 123.06, 183.16, 257.44, 262.90 ) , 0, 0, 1, 0, 0, 1),ỹ = (36.75, 48.01, 71.46, 99.72, 145.96, 166.49, 187.85) .
The MLE and the 95% asymptotic confidence interval of δ result in 0.5797 and (0.3706, 0.7888) , respectively.
To compute the Bayes estimates, since we do not have any prior information, we use noninformative priors taking hyper-parameters a i = b i = 0; i = 1, 2, 3, 4. We run the Gibbs sampler within M-H algorithm to generate a Markov chains with 1, 00, 000 observations from the conditional posterior distributions in (16), (17), (18) and (19). We check the convergence of the generated MCMC samples using diagnostic plots, such as trace plots, posterior density plots with histogram and autocorrelation function plots, see, Appendix III. We plot the Markov chains, posterior densities with Gaussian kernel and autocorrelation functions for all parameters without thinning and burn-in-period in Figures 2, 3 and 4, respectively. For reducing autocorrelation among the generated chains of the parameters, we take every 10 th observation as iid observation and discarded first 2, 000 observations as burn-in and again plots trace plots, histograms with Gaussian kernel and ACF plots in Figures 5, 6 and 7, respectively. Initially, a strong autocorrelation is observed among the generated chains. However, after thining and taking burn-in-period, the chains show fine mixing, histograms become more symmetric and autocorrelation is minimized.
The Bayes estimates of δ with q = −1, 1, 2 become 0.4985, 0.5356 and 0.5513, respectively. Also, the 95% HPD credible interval of δ results in (0.2887, 0.7848). 
Discussion and concluding remarks
In this article, we address the problem of estimation of stress-strength reliability δ = P (Y < X) for the inverse Weibull distributions using progressively first failure censored samples. We consider the case when scale as well as shape parameters of IWD are different and unknown. We first derive the MLE and asymptotic confidence intervals of δ and then, Bayes estimators of δ under GELF using non-informative and informative gamma priors. Because the Bayes estimators are not in explicit form, the MCMC technique is used to compute the Bayes estimate and associated HPD credible interval. The performance of the point and interval estimates of δ is examined by a Monte Carlo simulation study. Simulation results suggest that the Bayes estimation is more precise than the ML estimation and these can be used for all practical purposes. A real data example is also discussed for illustration purposes.
Appendix I
The partial derivatives in I (ω) are given by
and the elements of b c are given by
Appendix II
Results of the the simulation study are given in following Tables: Table 3 : AB of the ML and Bayes estimates of δ under GELF when δ = 0.2762. 3, 50, 40) ( Table 6 : AB of the ML and Bayes estimates of δ under GELF when δ = 0.7238. Table 7 : MSE of the ML and Bayes estimates of δ under GELF when δ = 0.7238. 
