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Abstract 
The eigenenergies 2 of a radial Schr6dinger equation associated with the problem of a rotating harmonic oscillator 
are studied, these being values which admit eigensolutions which vanish at both the origin (a regular singularity of 
the equation) and at infinity. Asymptotic expansions, for the case where a coupling parameter ~ is small, are derived 
for 2. The approximation for 2 consists of two components, an asymptotic expansion in powers of ~, and a single term 
which is exponentially small (which can be associated with tunneling effects). The method of proof is rigorous, and 
utilizes three separate asymptotic approximations for the eigenfunction i the complex radial plane, involving elemen- 
tary functions (WKB or Liouville-Green approximations), a modified Bessel function and a parabolic ylinder function. 
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1. Introduction 
The purpose of this paper is to rigorously investigate the asymptotic theory of the radial 
Schr6dinger equation 
_ ~ l ( l  + 1)'~ d2w ( ( l - - r )  2 2 +  + _ _  w, (1.1) 
d r2 k 4~ 2 ~x r 2 ) 
which is associated with the rotating harmonic oscillator. This equation is characterized by having 
a regular singularity at r = 0, and an irregular singularity at infinity. In physical applications, the 
parameters ~, 2 and l are real and nonnegative, with l an integer, and 0~ very small: see [2-4, 6]. 
For the case 0~ small the equation has two turning points which lie on the real axis, on either side 
of r = 1 and which coalesce as 0~ ~ 0. To observe this, we first define a large parameter u by 
u = 1/~. (1.2) 
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Separating the dominant part of (1.1), we re-express the equation in the form 
d2w 
dr 2 = (u2F(u, r) + h(r))w, 
where 
l(l + 1) 
h(r) - r2 
and 
(1.3) 
(1.4) 
F(u,r) = 1(1 - r) 2 - Z/u, (1.5) 
in which we have introduced, for convenience, the notation 
1 (1 .6 )  
Note that uZF(u,r) is large compared to h(r) when u ~ oo, except near r = 0 and the zeros of 
F(u,r). We also note that F(u,r)=O(r 2) as r~c~,  and as such a sufficient condition for the 
resulting Liouville-Green (L-G) approximations to be valid in unbounded omains is h(r)= O(r-~) 
for some fixed 13>0 (see [7, Ch. 6, Eq. (4.06)]); from (1.4) we see that this condition is clearly 
met (see also (2.11), (3.2), (3.1) and (3.14) below). 
We consider the case where l and N are fixed, and although 2 will depend on u we can at this 
1 stage assume that ~.< ~u. Later it will be demonstrated that if u is sufficiently large this condition 
follows automatically from the boundedness of l and N. 
As we shall see, an important role is played by the two zeros of F(u,r), the so-called turning 
points of Eq. (1.3), which are given by 
rl,2 = 1 q: 2V/~U. (1.7) 
Their coalescence at r = 1 when 0~ ~ 0 (u ~ c~) is also clearly demonstrated. 
Assuming that u and l are prescribed, it is well known that for each nonnegative integer N there 
exists a solution to (1.1), TN(U, r) say, and an associated eigenvalue 2 = 2N, such that TN(U,r) has 
N zeros, all lying on the positive real r-axis, and the dual recessive property 
TN(U, r ) - -~O (r---*0 and r---,cx~). (1.8) 
The solution Ty(u,r) is commonly known as the wavefunction, eigenfunction or eigensolution to 
(1.3). 
The problem of considerable interest is to obtain an approximation for the eigenvalues 2N as 
u ~ cx~, and that is the ultimate goal of this paper. Although this problem has been extensively 
studied in the literature, almost all authors employ heuristic arguments and do not attempt to justify 
their approximations with rigorous proofs. A early exception to this is Langer [4], who is 1949 used 
uniform approximations on the positive real r-axis, one of which is valid at the regular singularity 
r = 0, and the other at a turning point near r = 1, to obtain the leading approximation 
~'N =N + O(u -1 In(u)). (1.9) 
Since Langer only considered real variables, it does not seem feasible to employ his method to 
obtain further terms in an expansion. As subsequent authors show, extensions to complex r seem to 
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be required to obtain more refined estimates for 2N, and the most successful technique is the use of 
the so-called quantization condition 
1 ~ d ln{TN(u,r)}dr=N. (1.10) 
2~i drr 
Here the path of integration 7 is a loop which surrounds the simple zeros of TN(u,r), and so for 
our problem lies in the right half-plane and surrounds the positive real axis (see [3]). 
By an elegant method due to Wentzel, the integrand of (1.10) in certain special circumstances is 
approximated by use of a WKB-type expansion for TN(u,r), from which residue theory yields an 
asymptotic expansion for N in inverse powers of the large parameter u, whose coefficients depend 
on 2 and l. Assuming N is fixed, inversion then in principle yields the desired expansion for 4. If 
denotes the Liouville-Green (L-G) variable, with q~(~) and {es(~)}~l being certain functions of 
which are determined from the equation in question, then Wentzel's method requires that there 
exists an L-G asymptotic expansion for 7sN(U,r) of the form 
TN(U, r) ~ q~(~) exp u~ + 
s=l  
(1.11) 
which is asymptotically valid throughout the path 7. 
In [2] Frrman and FrSman show that such a uniform expansion is valid on the whole path 
for a certain problem in which there are two fixed turning points on the real axis, and where the 
wavefunction is required to vanish at r = + c~ (as opposed to the present boundary condition (1.8)). 
In [3] the same authors consider the present problem and use Wentzel's technique to formally obtain 
expansions for the eignevalues 2N. However, it should be remarked that the eigenvalue problem for 
the present equation (1.1) is more complicated than that investigated in [2], principally on account of 
the different boundary condition (1.8) involving a singularity where standard L-G approximations fail 
to be valid (see Section 6). In particular, [3] does not really contain a rigorous proof that an expansion 
of the form (1.11) exists uniformly on the path 7. Nevertheless, Frrman and FrSman's work is 
important as it demonstrates, at least formally, that if such an expansion exists, then Wentzel's 
technique appears applicable to the present problem. 
Returning to [4], in a footnote in this paper, Langer criticized the earlier work of Rosenthal and 
Motz [8], who had also tackled the present problem. With regard to [8], Langer states in a footnote 
"... only formal manipulations are described and no consideration is given to the rather essential 
matter of validity". It is unfortunate that more than 40 years later subsequent a tempts to solve this 
problem can similarly be described. Recently, for example, Lay et al. [5] use formal expansions 
to replicate FrSman and Frrman's [3] expansion. They then obtain an approximation (involving a 
Whittaker function) which is intended to be valid at the singularity at origin, and in addition assume 
that the eigensolution has a certain parabolic cylinder function representation, and then compare 
the two representations on the interval 6 ~<r ~< 1 - 6 (3 > 0) to extract an exponentially small term. 
This term is then used to formally derive an expression for the exponentially small term associated 
with tunneling effects. The analysis is heuristic, since all their approximations involve only formal 
manipulations, and contain no precise statements of regions of validity in the complex r plane. 
Furthermore, rror terms associated with their approximations are necessarily of a larger order of 
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magnitude than the exponentially small term that they seek. Further comments on the problem with 
their approach are given in our summary in Section 9 below. 
The plan of this paper is to rigorously prove our main result 
AN r~ (--1)----~lo~-N-1/2 e -1/(2~) +N + I(l + 1)~ + 3l(l + 1)(2N + 1)~ 2 +- . . ,  (1.12) 
x /~N!  
as ~---, 0 (further terms in the expansion being readily computable). This result is proved as follows. 
In Section 2 we describe the Liouville transformation, involving complex variables, which is required 
to obtain Liouville-Green (WKB) approximations for solutions of (1.3). In Section 3 three such L -G 
asymptotic solutions are derived, complete with explicit error bounds, and in particular their regions 
of asymptotic validity in the complex r plane are explicitly described. The three L -G solutions 
are numerically satisfactory (in the sense of Olver [7, Ch. 5, Section 7]), and in particular are 
characterized by being recessive at r = + c~, r = ooe ~i/2, and r = c~e ~i, respectively. We remark that 
these L -G expansions are not valid in either a neighborhood of the singularity r = 0, nor at the two 
turning points (i.e. in a neighborhood of r = 1 ). 
In Section 4 we express ~'N(U, r) in terms of the three L -G solutions via two connection formulas, 
one of which comes directly from a shared recessive property at r = +c~, the proof of the other being 
deferred until Section 7. From these L -G expansions it is shown that an expansion of the form (1.11 ) 
is indeed asymptotically valid on the entire path 7, and therefore can be inserted into the quantization 
condition (1.10). By neglecting (explicit) exponentially small terms the asymptotic expansion (1.12) 
(excluding the exponentially small term) is then obtained. The neglected exponentially small term 
is studied in Section 5, and is determined by comparing the ratio of two of the L -G  solutions in 
certain regions of the r plane. 
In Section 7 we prove certain connection formulas which were used in the prior analysis, using 
an asymptotic approximation for tPN(U, r) which is valid at r = 0: this involves the modified Bessel 
function Iv(z), and the theory is given in Section 6. Finally, in Section 8 we use a theory of almost 
coalescent turning points [ 1 ] to derive an approximation, which is valid in a neighborhood of r = 1, 
for a solution of (1.1) which is originally defined by one of the L -G expansions. The purpose of 
this is to determine its behavior in a region where its original expansion is not valid, this being 
required in the analysis of Section 5 which utilizes its ratio with another L -G solution to find the 
exponentially small tunneling term in (1.12). 
2. The Liouville transformation 
In Section 3 we shall derive L -G expansions for certain solutions of (1.1), and the purpose of the 
present section is to describe the 4-r transformation i detail, in particular for complex values of r 
and 4, the new (Liouville) independent variable. Before proceeding, we note that in general solutions 
of (1.1) are multi-valued ue to the regular singularity at r=0 (although ~N(U,r) itself is single- 
valued), and so for definiteness we shall restrict r to be lying in the principal plane -n  <arg(r)~< n:
extensions to other values of arg(r) are not required in what follows. 
The standard Liouville transformation i volves the introduction of two new variables 
4 = Fl/2(u,t)dt (2.1) 
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and 
W = Fl/4w, 
which takes (1.3) into the form 
d2W = (u 2 + ~k(u, ~))W. 
2 
In this equation the so-called Schwarzian is given by 
h(r) 4F(u, r)F"(u, r) - 5F'2(u, r) 
4)  = - -  + 
F(u, r) 16FS(u, r) ' 
or equivalently, using (1.4) 
e(u ,O= 
l ( l+ 1) 3 11). 
r2F(u,r) (1 - r) 4 
13~ 2
u2(1 -- r)4F2(u, r) 
u(1 - r)4F(u, r) 
5,: 3 
u3(1 - r)4Fa(u, r)" 
Next, upon integration of (2.1), the r-~ transformation can be expressed explicitly as follows: 
=~(r -1 )  ( l - r )  2 
: { 
~V- ,u+u in 
42u )~u In { 1-r-,/,,-r,:'-":}--u 
(2.2) 
(2.3) 
(2.4) 
(2.5) 
r( 
-,, ~ 1 (r ~ 0); (2.7) u 
(recall that we have temporarily assumed that 2 < ¼u). With our choice of branches it is also readily 
verifiable that as r ~ cxD 
1 2 1 '~ {u l r l (  1~-~)}  ! ,~ 1 : ;  4,~ ~-~r  +~r+-u ln  -~- 1 -  + i  a rg( - r )+~u-4  + l - - -u ,  (2.8) 
where here arg( - r )= 0 on the negative real axis and is defined by continuity elsewhere for r # 0. 
The ~ map of the r plane is depicted in Figs. 1-4, with corresponding points labeled by capital 
letters. In Fig. 1 the cut AB along the negative real axis is the one associated with a general solution 
Note that in (2.1) we have chosen, merely for convenience, the lower limit of integration so that 
r = 0 corresponds to ~ = 0. The branches of the square roots in (2.1) and (2.6) are chosen so that 
is a regular function in the r plane having a cut along the positive axis from r = rt to r = c~, such 
that when r is real and close to 0, ~ is also real with the same sign. Thus, from (2.6), it can be 
seen that 
(2.6) 
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Fig. 3. (a) r plane. (b) ~ plane. 
of (1.1), indicating our range -n<arg(r)<<.n, and the cut from r = r l  to  r = c~ along the positive 
real axis is associated with the r -~ transformation itself. We also depict the path of integration 
associated with the quantization condition (1.10), which consists of the two halves 70 and ~0 (as 
described in Section 4 below). 
In Fig. 2 domains Dl, /)1, D2 and D2 are depicted. These are the ones where the L-G approx- 
imations are recessive. The boundaries CH, EG, CH',E'G' and EG" emanate from either r = rl or 
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Fig. 4. (a) ~ plane. (b) ( plane. 
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r = r2 (either above or below the cut), and are given by 
Re Fl/Z(u, t) dt = 0. (2.9) 
The boundary EG" also satisfies (2.9) and is a continuation, in a negative direction, across the cut 
EF from r = r2 to r = oo. In addition, the boundary BI' of D~ is a curve in the third quadrant 
satisfying 
Re Fl/2(u,t)dt = 0. (2.10) 
In terms of asymptotic validity, the region D1 could be extended across the cut AB, but in our 
application we are not interested in this continuation. The boundaries defined by (2.9) and (2.10) 
are lines parallel to the imaginary axis in the 4 plane (see (2.1)), and the 4 regions which correspond 
to the r domains depicted in Fig. 2 are denoted with a A: thus for example, d l corresponds to DI, 
and so on; see Figs. 3(a) and (b). Note that although /)1 and /)2 appear to be adjacent regions 
in the r plane, in the context of the r-4 mapping they lie on different Riemann sheets, and as 
such the corresponding 4 domains zJl and A2 do not share a common boundary. In Fig. 4(a) this 
continuation across the cut EF is shown in more detail, and we denote the L-G domain adjacent to 
/~t on this sheet by/)2, with the corresponding 4 domain denoted by 42: see Fig. 4(b). Again, we 
use capital etters to label corresponding points, with double primes denoting points on the Riemann 
sheet containing /)1 and Dz in the lower half r plane, and the equivalent points in the 4 domains 
zil and zi2. 
From (1.5), (2.5) and (2.8) we see that 
2l 2 + 2l + 1 
~b(u, 4) ~ (4 --+ c~), (2.11 )
842 
which confirms that the L-G approximations will be valid for 4 lying in certain unbounded omains. 
However, we see from (1.5), (2.5) and (2.7) that 
~P(u, 4) = l(l +1) (~)  
+0 0), (2.12) 
and as such the L-G error bounds (see (3.11) and (3.14) below) diverge at 4=0 (r=0),  confirming 
that the L-G expansions are not valid at this singularity. 
We shall denote by 4 = 41 the point corresponding to the turning point r = rl. Thus, from (2.1), 
it is given by 
41 =fo r' Fl/2(u,t)dt. (2.13) 
It is not difficult to show from (1.5), (1.7) and (2.13) that as u---~ c~ 
41 =1~1 4)~ + )~ in (v~-  ~u - 42 ) 1 2{ln()~/u) - 1} O(1)  
- u -  u 2 -~ = ~ + 2u + ~5 " (2.14) 
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Next we denote ~ = ¢2 ~ as the points corresponding to r = r2 -4 - i0 ,  respectively, where -4-i0 represents 
a point above or below the cut along the positive real axis from r = rl to r = c~. It then can be 
shown from (1.7), (2.1), and (2.13) that 
~ = ~l q: - -  (2.15) 
U 
We remark here that in asymptotic problems involving comparison equations, many authors forego 
the Liouville transformation and define a new independent variable directly as a formal expansion 
in the asymptotic parameter, whose variable coefficients are then determined by substitution into the 
comparison equation; see [5, Eq. (8)]. Not only does this reluctance to use the Liouville transforma- 
tion usually give an inadequate representation for the new independent variable (with undetermined 
regions of asymptotic validity in the complex plane), it can also lead to a number of other prob- 
lems, such as a lack of rigorous verification that the resulting asymptotic approximations are valid at 
certain singularities (such as finite regular singularities, or irregular singularities at infinity). Indeed, 
the approximations may fail to be valid at one or more of these points, resulting in an unnecessary 
loss of uniformity. 
On the other hand, once an appropriate Liouville transformation has been determined, a re- 
expansion of the new independent variable in terms of the asymptotic parameter can usually be 
achieved, if so desired. For example, if we apply the binomial expansion to (1.5) to expand in 
inverse powers of u, and then integrate via (2.1), we find that ~ can be expressed in the form 
= r (2 -  r) + 21n(1 + _ 4(k 1) 
U k=2 
(2.16) 
which converges for l1 - r I > 2~/2/u. 
3. Expansions valid in unbounded omains: the Liouville-Green (WKB) approximation 
The more common form of asymptotic (L-G) solutions to (1.3) is of the form of an exponential 
term multiplied by an asymptotic series in the large parameter u (see [7, Ch. 10]). For quantum 
mechanics problems uch as the present investigation, the preferred asymptotic solution is generally 
of the form where the slowly varying series instead appears within the exponent, viz., 
)sEs(u, } W(u,~)~exp ±u~+~--](-4-1 _4)  ; 
s=l  uS 
(3.1) 
see, for example, [7, Ch. 10, Exercise 2.1]. We too find expansions of the form (3.1) to be more 
useful, mainly because we shall be taking the logarithm of the eigensolution (see (1.10)). By formal 
substitution into (2.3) the coefficients in this expansion are seen to be determined recursively by the 
relations 
E l (u ,~)= ~ d/(u,t)dt, E2(u,~) = - ~,(u,~), (3.2) 
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and for s = 2, 3, 4, . . . ,  
1 , 1 
E~+l(u,¢) =- -~E '~(u ,~) -  ~j~l E~(u,t)E~_j(u,t)dt. (3.3) 
We wish for the coefficients to vanish in the upper half r plane, and so we take the lower limit of 
integration to be at infinity in A2j it actually suffices to choose any point at infinity in the region 
depicted by Fig. 3(a), but not in A2 or the portion of A1 with Im(~)< 0 (see Fig. 3(b)). From (2.11) 
it can be shown by induction that each integral in (3.2) and (3.3) does indeed converge at infinity, 
thereby justifying this choice of integration limit. 
Note that in this problem the coefficients are functions of u, but are slowly varying in the sense 
that they can be re-expanded in the form 
E~(u,~)-...~ ui " (3.4) 
j=0 
However, we prefer not to re-expand the coefficients this way as it would complicate the error 
analysis. 
The first solution of the form (3.1) will be recessive in A1, and we define this as 
{ ~E~(u'~)}{l+qn.l(u,~)}. (3.5) W,,t(u, ~) =exp u¢+ u ~ 
s=l  
We shall prove that qn, l(U,~)= O(u -~) uniformly in some unbounded ¢ domain which contains A1, 
with the property that it vanishes as ¢ ~ ~ in/1~ (Re(~)~-cx~).  To justify the existence of such 
a solution, as well as determining its region of validity, we obtain explicit error bounds. This is 
done very similarly to the corresponding expansion of [7, Ch. 10, Theorem 3.1]. For simplicity, we 
restrict our attention to the case where u is positive, since that is the case in the present application. 
An extension to complex values of u would be straightforward, however. 
Instead of deriving a bound for the relative error q~,l(u, ~), it is more simple to find one for the 
absolute error en, t(u,~), defined by 
e. , l (u,~)=exp u~ + ~_. u s Vln, l(u,~). (3.6) 
s=l 
From this definition one obtains, via (2.3), (3.3) and (3.5), the inhomogeneous differential equation 
{ ~-' E,(u,~) } X,(u,~) (3.7) d28~,t(u'~) u28~,l(U,~)=~k(u,~)8n, l(u,~)+exp u¢ + Z u s u~_-i----F , 
d~2 s=1 
in which 
n--1 1 n--1 
Z.,,(u, ¢) = 2E'.(u, ¢) - ~ ~7 Y~E'k(u' ~)Etn+j-k-l(U' ~)" (3.8) 
j= l  k=j 
. ,-l~x--,,-I Ettu ;~u-~2 with all The double series in (3.8) is equivalent o the expanded series u te_~=l .~, ,-,, , 
nonnegative powers of u removed. 
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The homogeneous part of (3.7) has solutions e,, ~(u, ~)= e ±~¢, and from these two complementary 
solutions we can apply the method of variation of parameters. Consequently, we derive the following 
Volterra integral equation: 
where 
1 u~--ut eUt-U~). t )  = - 
"-l E~(u't) } Z"'l(u't) + ~(u't)e"'l(U't) ) dt, (3.9) 
u s u-----Z-- + s=l U 
(3.10) 
By taking the path of integration in (3.9) so that Re(t) is nondecreasing as t passes along the 
path from oo to ~, one can employ the same bounds as Olver on K(~, t) and its first two partial 
derivatives (see [7, p. 367]). This in turn leads to the following bounds: 
s=l us Xn.l(u,t) dt, (3.11) 
from which a bound for qn.l(u,~) immediately follows. The domain of validity Z1, say, consists 
of all points which are accessible by the path described above (a so-called progressive path). The 
progressive paths must not pass through, or near, the singularity ¢= 0 or the turning points ~ = ~ 
and ~ = ~,  for at these points the integrals in (3.11) diverge (although these points are accessible 
by a progressive path). Thus, ~1 consists of the union of A~, A2, and A2, excluding points on or near 
the boundaries CDEG, CD'E'G' and BI': see Figs. 3(a) and (b), and refer to Fig. 2 for the related r 
domain of asymptotic validity. We remark that ~m (as well as the domain Z2 defined below) extends 
beyond the cut AB, but since we are only considering -rt<arg(r)~<tt we need not pursue this. 
We emphasize that neighborhoods of ~ = 0, ~ = ~l and ~ = ~± 2 are excluded from this, and all 
subsequent, L-G domains of validity. It turns out that more complicated approximations, involving 
modified Bessel functions and parabolic ylinder functions, are required in the vicinity of ~ = 0 and 
= ¼, respectively; see Sections 6 and 8. 
A second solution, which will be recessive in A2 (in which Re(~)>0), is given by 
{ n--I )sEs(u,,)}{l+q~.z(U,~)}, (3.12) W~,z(U, ~) =exp -u~ + ~--~(-1 u s 
s~l 
where r/,.z(U,~) is O(u-") and vanishes as ~oo in A2. By a similar analysis to above it may 
readily be verified that a bound for the absolute rror 
+ Z( -1 )sEs  uS s=l jfln.2(u,~) (3.13) f F.n,2(U , ~) =exp~ ~ U~ 
is given by 
I~n,2( u, ~)l' ] ~n'2(u'  
I un s=l 
(3.14) 
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where 
n--I n--1 
g,,z(u, 3) = 2E',(u, 3) - ~ (-1)J: ~ E,k(u ' ¢)E,+j_k_~(u, 3). (3.15) 
U J j=l k=j 
This time the path of integration in (3.14) is such that Re(t) is nonincreasing as t passes along the 
path from c~ to 3, and the domain of validity ~2 is the one in which all points are accessible by 
such a path, again avoiding neighborhoods of ~ = 0, ~ = ~ and ~ = 3 +. Thus, E: consists of the 
union of A~, A2, and Zil, excluding both a neighborhood of ~ =0 and points on or near the boundary 
H'CDEG": see Figs. 3(a), (b) and 4(b). In addition, E2 extends into the left half ¢ plane across 
the boundary BI', so that the shadow region depicted in Fig. 2 is included in the corresponding r 
domain of asymptotic validity. 
In addition to the above two solutions, we require one which is recessive in zi~, i.e., as r--+ +oo. 
The solution in question takes the form 
} E~(u,~) /~',,~(u,~)=exp u~+~-'~ u ~ {1 +~,,~(u,¢)}, (3.16) 
s=l 
which is seemingly identical to W,,I(u,Q but for a different error term ~,,l(U,¢). In fact, l~,,l(U,~) 
and W,,l(U, 3) are linearly independent, and their regions of asymptotic validity are quite different. 
The error term ~,,l(u,~) is chosen to vanish as ~---~cx~ in A1, and satisfies the bound (3.11), with 
the exception that the path of integration starts from a point at infinity in A~ rather than A~; again, 
Re(t) must be nondecreasing as t passes along the path from c~ to 3, and the path must avoid 
neighborhoods of ~ = 3 + and ~ -- 3 +2 - 2ni/u, (the latter being the point in z]2 which corresponds to 
the turning point r = rl: see Figs. 4(a) and (b)). From this requirement we perceive that the domain 
of asymptotic validity, ~l say, consists of the union of A~, Az, and A2, with points on or near the 
boundary HCDED"C"H" excluded: see Figs. 3(a) and 4(b). It is worth remarking that the common 
region of validity of the L--G expansions t~',,l(U,¢) and W,,l(U,~) is the interior of A2 and zi:. 
Having defined these three fundamental L--G solutions, complete with error bounds in well-defined 
unbounded omains, we now record the relationship between them and the eigensolution ~u(U,r). 
Firstly, taking into account (1.8), (2.2), (2.8) and (3.1), let us normalize the eigensolution so that 
F1/a(u,r)~N(u,r)~eU¢ (~--+oo, ~Edl). (3.17) 
It then immediately follows from (3.16) that 
l~rn' 1(U' ~) (3.18) 
r )  ' 
since on both sides of this identity the functions are solutions of (1.3) having the same recessive 
behavior at ~ = vc in Al (r = +e~). 
Later, on employing a certain Bessel function approximation (in Section 6) which is valid at 
= 0 (r = 0), we will prove (in Section 7) that the relationship between the eigensolution and the 
other two asymptotic solutions is given by 
1 
~N(U,r) -- F1/4(u,r) [Wn, l(u, 3) + (--1)1+1{ 1+ ~(u))Wn,2(u, ~)], (3.19) 
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where #(u) is an unknown constant, but which can be explicitly bounded (see (6.20), (6.27), (7.7), 
(7.9), and (7.14) below). In particular, it can be shown from these bounds that 
#(u) = O(u-l+6), (3.20) 
as u ~ o~, for arbitrarily small fixed 6 > 0. 
4. Asymptotic expansions for the eigenvalues 
We now turn to our main objective, obtaining an asymptotic expansion for 2 in terms of the large 
parameter u, this being achieved by employing the expansions (3.18) and (3.19) in the quantization 
condition (1.10). Let r0 be an arbitrary finite point in D2, and ?0 be an arbitrary finite point in/~z 
(with r0 denoting the corresponding point on the sheet containing /)2), both of which lie on the 
curve ~. Then we partition the path of integration in the form 7 = ~0 tO 90, where ~0 is the part of 
the curve 7 from r = ro to r = Po which lies in D1 tO D2 tO D2, and 9o is the part of the curve ~ in 
/)~ tO D2 to/)2 from r = ro to r = ro; see Fig. 1. In this figure the dashed curve represents the part of 
9o on the Riemann sheet which is a continuation across the cut EF (into the domains/~1 and/)2). 
We denote ~o as the point in the 4 plane corresponding to ro. With regard to the point ?o we 
must take into account o which sheet in the 4 plane we are referring: the point in A2 corresponding 
to ro in/)2 will be denoted by (o, and as one crosses the cut EF into the lower half-plane (see 
Figs. 4(a) and (b)) the point in A 2 corresponding to ro will be denoted by ~o. Thus, if we denote 
/~o and/~o as the paths in the ~ plane which correspond to ~o and 9o, respectively, then/~o runs from 
4 = ~o to ~ = ~o, and/~o runs from ~ = ~o to ~ = to. 
The method hinges on the fact that 
uniformly for rE  7 (compare (1.11)): that this is true can be seen by expressing the eigensolution 
in the form 
{ 4/+ (-11'+I{1 + (4 E 
Fl/4(u,r)~N(u,r)= ~rn, l(U, 4) (4 E/~0 ) (4.2) 
and observing that (-1)t+l{1 + #(u)}W,,2(u, 4) is exponentially small compared to W,,l(u, 4) for 
E/~0. Note that our error bounds for both of the L-G representations in (4.2) are valid on the 
segment of the path in question. 
Now (4.2) leads to the following exact representation: 
1 ln{F(u,r)} ln{~u(u,r)} = -~ 
n--1 Es(u ' 4) 
+u4+r, u" 
s=l 
- -  + ln{1 + r/*l(u, 4)} 
+ cr(¢)ln {1 + (-1)t+l{l+#(u)}W~'2(u'~)} 
W.,l(U, ~) 
(4.3) 
T.M. Dunster l Journal of Computational and Applied Mathematics 93 (1998) 45-73 59 
where we have written 
and 
,.*.,(u, ¢) = 
.(¢)= {1 ° 
Po). 
(¢ Po), 
Substitution into (1.10) then yields the identity 
N = Nl(u) + N2(u) + N3(u), 
where 
and 
(4.4) 
(4.5) 
(4.6) 
Nl(U) = -- 2x----i 2(-(r -- 1) + ~ i  u + ~ u-------7~ 
s=l  
(4.7) 
~o 1 ~o d ln{1 +~,,l(U,~)}dr (4.8) 1 d In{1 + q.,t(u,~)}dr + ~ drr Nz(u) = ~xi drr 
1 fo d f (-1)t+'(1 +#(u)}W~,2(u,~)~dr. N3(u) = ~ ~rrln ( 1 + W~,l(u, ~) j (4.9) 
1 Now, focusing firstly on (4.7), the path of integration 7 is bounded away from ~ = 0 and ~ = g. 
Hence, it is permissible to expand the second integrand in a convergent expansion in inverse powers 
of u, which we express as 
u + ~ u s F'/2(u'r)=zU(r-1)+~PJ(r)+----=- --uJ ' (4.10) 
s= 1 j=0  HJ j=n 
where each term in the first (finite) series is independent of n. The first three are given by 
i 
po(r) = r -  1' (4.11) 
4). 2 + 3 l(l + 1 ) 
pl(r) = (4.12) 4(r - 1 )3 rZ(r - 1 ) 
and 
423 + 19,~+ 6 21(l-1-1)(2r-}-~,r--l) 
pz(r) = - (4.13) 2(r - 1 )5 r3(r - 1)3 
r n - I  Note that {pj( )},=0 are determined from the derivatives E~(u, ?,) and not the coefficients Es(u, 4) 
themselves. Thus, with the aid of a symbolic algebraic program such as MAPLE, further coefficients 
can be readily computed from (3.3), since there is no integration involved in the recursive process. 
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Returning to the second term on the right-hand side of (4.6), explicit evaluation of (4.8) yields 
1 {(l+q,,,(U,~o))(l+~,,,(U, 4o))) (4.14) 
N2(u)= ~i ln  (1 + q,,,(u,~-~(1 +O,,,(U, 4o)) ' 
and from the error bounds of Section 3 we see that N2(u) = O(u -n) for our choices of endpoints, 
40, ~0 and ~0. Thus, on insertion of (4.10) into (4.7) we can assert hat 
1 ~-, Rest=, {pj(r)} Nl(u) + N2(u)~--~ + ~ u~ ' (4.15) 
j=0  
which, in conjunction with (4.6), enables us to claim that 
1 ~ Resr=l{pj(r)} 
N - N3(u) ~ -~ + ~ uJ (4.16) 
j=0  
Provided that we can neglect N3(u), and this will be confirmed next, we can invert this expansion 
to yield our desired result 
l(l + 1) 31(l + 1)(2N + 1) 
2~N + - -  + +. . .  (4.17) 
U U 2 " 
5. The exponentially small term, and the main result 
Let us now turn our attention to the term N3(u) which was neglected in deriving our previous 
result. Upon integration of (4..9) it takes the form 
1 { (-1)'+l{l+~(u)}W,,2(U,~o)} 
N3(u)=~i ln  1 + W,,,(U,~o) 
1 ln{ l+ ( -1) t+i{ l+#(u)}W"2(u '4°)} (5.1) 
2~i /41,, ~(u, 40) " 
We shall show that this is exponentially small compared to the leading terms in the expansion (4.17), 
which justifies its exclusion in the prior analysis. However, it is of larger order of magnitude than the 
error in (4.17) if that asymptotic expansion is truncated at its least term, and therefore its inclusion 
in the final result has numerical significance, as well as the physical importance (tunneling) which 
was discussed in the introduction. 
We shall replace each of the L-G solutions in (5.1) with their leading order approximations, 
bearing in mind that the real parts of 4o and ~0 are positive. For three of the four solutions this 
replacement is readily accomplished, and from their definitions (3.5), (3.12) and (3.16) we have as 
u ---~ oo  
W,, l(U, 40) ~ exp{u40}, (5.2) 
W,;z(u, G0) ~ exp{-u~0} (5.3) 
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and 
Wn, 1 (U, ~0) t~a exp{u~0}. (5.4) 
The behavior of W~,2(u, ~0) as u---~ c~ is more complicated, since the expansion given by (3.12) 
is not valid in zJ2 (in which the point t0 lies). Instead, the appropriate asymptotic approximation for 
W,,z(u, ~) is one which is valid in a domain containing both A2 and A2, including a full neighborhood 
of the close tuming points ~ = 41 and 4 = ~2. The details are deferred until Section 8, in which we 
prove that 
W~,z(U, ~0) = H(u) u~e-u/z exp{u~0}{ 1 + O(u-' ln(u))}, (5.5) 
as u ~ c~, where H(u) is a coefficient which is bounded for large u, given by 
2~ 
v/~e2~i ( 22 )exP(½U_½;u2_4~u_~).  (5.6) 
H(u) = - i F ( -~-~ u_V/uZ_4~,u 
Returning to (5.1), on employing (3.20), (5.2), and (5.3), we see that 
1 In [ 1 + ( -  1)'+1{ ! + #(u)} W,,2(u, 40) ~ = O(exp{-2u~0}), (5.7) 
2hi [ W,,l(u, 40) J 
from which it follows that 
1 { (--1)'+l{l+#(u)}Wn,2(U,~o)}+O(exp{_2U~o}). (5.8) 
N3(u)= ~i ln  1 + W,,l(U,~o) 
Therefore, on choosing the arbitrary point ~0 so that Re(~0)> ¼, we use (3.20), (5.4), (5.5) and 
(5.8) to arrive at 
N3(u) = ~ i  In{1 + (-1)'+lH(u)u~e-U/2[1 + O(u-'+6)]} + O(exp{-2u¢0}) 
( -1)  l+l _ H(u)u~e-U/2[1 + O(u-1+6)]. (5.9) 
2rti 
1 Thus, exploiting the fact that 2=N + 5 + O(u-~), we deduce that as u---, oo 
(--1)1+1 uN+I/Ze -u/2. (5.10) 
N3(u) ~ v r(N + 1) 
Finally, we combine (5.10) with (4.17), and return to 2 via (1.6), to arrive at our main result 
_ _  l ( l+  1) 3 l ( I+  1)(2N + 1) ~ (-1)t uN+V2e-U/2 +N+ - -  + u2 +.. . .  (5.11) 
v N! u 
Note that when l = 0 this agrees with the degenerate case in which the solution of (1.1) has an 
exact representation in terms of a parabolic cylinder function (see [6, Eq. (11)]). 
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6. Approximation valid at r = 0: the modified Bessel function 
In this section we obtain an approximation for TN(U, r) which is valid at both r = O and at r = c~ 
in some well-defined omain, utilizing the property that TN(u,r) is recessive at the origin. This in 
turn will enable us to prove the connection formula (3.19). To this end, we take into account (2.12) 
to rewrite (2.3) in the form 
dEW ( l(l + 1) ~b0(~ ))  
d~ 2 = u 2 + ~ + ' W, 
where 
/(t+ 1) 
 o(u, = ¢ 
(6.1) 
(6.2) 
In (6.1) we have separated the dominant part of the equation at ~=0,  namely l(l + l)~ -2. In 
particular it is evident from (2.12) that ¢0(u, ~) is bounded at ~=0,  and more specifically 
tfio(U,~)=2l(l+ 1) 1 - +O(~)  (6.3) 
as ~-o0. From (2.11) and (6.2) we note also that as ¢-~c~ 
1 - 6l - 6l 2 
~0(U, ~) -- -~- O(~--3/2), (6.4) 
which will ensure convergence of subsequent error bounds at infinity. 
At this stage we could attempt o arbitrarily partition the coefficient of W in (6.1) in the form 
l(l + 1 ) ff0(u, ~) 
u 2 + - -  + - -  - f (u ,~)  + O(u,~), (6.5) 
thereby seeking an L-G approximation i  the form 
W(u, ~) ,~, Af (u ,  ~)-l/4eZ(U'¢) + Bf(u, ~)-l/4e-Z(u'°, (6.6) 
where 
Z(u, ~) = f f (u,  
01/2 (6.7) 
It turns out, with the following choices 
f (u,  ~) = u 2 "]- (2l + 1 )2, (6.8) 
4~ 2 
1 O0(u, ~) 
O(u, ~)=-4~--  ~ + - - - -~ ,  (6.9) 
the error term associated with (6.6) would indeed be bounded at both ~ = 0 and ~ = e~ (see [7, 
Ch. 6, Sections 4.2 and 4.3] with the role of x being played by ~). The problem with this approach 
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is that f (u ,  ~) has zeros very close to the origin, namely at 
~ = 4_i(2l + 1) 
2u ' (6.10) 
and as such the error term associated with (6.6) would be prohibitively large in the neighborhood 
of ¢ = 0 when u ~ c~. 
Instead, we must use a more complicated approximant than the simple exponential function. This 
is achieved by first neglecting the term ¢0(u, ¢)/~ in (6.1), leaving the comparison equation 
d2W ( I ( l+1) )  
d~ 2 - u 2+ ~ W, (6.11) 
which has solutions W(u,~)= ~1/258l+1/2(u~), where 58=1 or K, the modified Bessel functions. 
Since It+l/z(U¢) is recessive at the origin we seek a solution in the form 
W(u, ~) = ~1/211+1/2(u~) + g,(u, ~). (6.12) 
In order to prove that e(u, ~)= o{~t/2Ii+~/2(u¢)} as u ~ co, we shall obtain explicit error bounds in 
some well-defined unbounded omain which includes a full neighborhood of ¢ = 0. To this end we 
insert (6.12) into (6.1) to obtain the following inhomogeneous equation for e(u, ~): 
d2e(u,¢) ( d ~  2 u2 + l(l+1))~T /~(U, ~) : T~/0(U'~){~I/2II+I/2(U~)+I~(U'~)}" (6.13) 
Then, using variation of parameters, together with the Wronskian relation 
~/'{ ~l/2Kl+l/2(u~) , ~1/211+1/2(u~) } = 1, (6.14) 
we obtain the Volterra integral equation 
B(U, ~)= f0 ~ Ko(~, 1))~[vl /2I i+l /2(uu ) + g,(u,/3)] d/), (6.15) 
where 
K0(~, v) = ~l/2vl/2-'~{Ii+l/z(u¢)Kl+l/2(uv) - Kl+l/2(u~)II+l/2(uv)), (6.16) 
in which 6 is a small positive constant which can be arbitrary assigned. The smaller the choice 
of 6, the stronger the error bound, since our bound will imply that e(u, ~)= O(u -~+~) as u ~ oo. 
However, a choice 6 = 0 is not possible as it would lead to divergence of the bound at ¢ = 0; see 
(6.20) below. 
We wish to apply Theorem 10.2 of [7, Ch. 6] and in order to do this we need a bound for K0(¢, v) 
in the form of condition (v) of [7, Ch. 6, Section 10.2]. This is achieved with the aid of so-called 
auxiliary functions for modified Bessel functions of complex argument, given by Olver [7, Ch. 12, 
Section 8]. Thus, with gv(z) and ~/v(z) defined by (8.08) and (8.19) of that reference, we have for 
the representations larg(~)l ~< yn 
II,+v2(u~)l --- ~,+v2(u¢)Jg,+~/2(u~) cos{0(u~)} (6.17) 
64 
and 
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IKt+,/2(u4)l ~- 8t+l/2(u4)-t J/[t+a/z(U4) sin{0(u4)). (6.18) 
where 
x= sup {S,+l/2(z)-ld,[,+~/2(z)lz~-al,+~/2(z)[} (6.21) 
l arg( z)l ~< 7t/2 
and 
and 
Xo= sup (6.22) 
l arg(z)l ~< n/2 
1 Now suppose that ~n-~<arg(4)-~< 3n. We wish to obtain a bound for e(u, ~) which is valid in this 
range. To do this we write 4 = zeni,  where larg(z)l ~< 1 in, and then recast (6.15) in the form 
e(u, ze~i)= fo~e"l Ko(ze~i,v)~[vl/Zll+l/2(uv) q- e(u,v)]dv 
[~Ko(ze~i, verti)~l°(~lv_e~i)[ivl/211+l/2(uve~i ) = e a~i ' + e(u, ve~i)] dr, (6.23) 
dO 
where the second equality resulted from a simple change of integration variable v--~ ve hi. Next, on 
invoking Eqs. (8.06) and (8.07) of [7, Ch. 12], we find the relations 
il)l/2Ii+l/2(uveni ) = (--  1 )t+lvl/Zlt+l/2(uv) 
Ko('re hi, ve ~i ) --- -e -a~i  K0('~, v). 
This enables us to claim that 
8(U, "ce hi) = -- [ r  Ko(T, D)i]/o(U, ~_._eni ) [(--1 )t+lvl/Zlt+l/2(uv) -k e(u, ve~i)] dr. 1)1-~ J0 
(6.24) 
(6.25) 
(6.26) 
Using these to replace the corresponding terms in (6.16) enables us to claim that 
I K0(4, v)l -< 1411/2 Iol I/2-6~I+l/2(U4)~I+I/2(Ul))-l~Ac/[I+I/2(U4)U['[l+I/2(UI3), (6.19) 
provided that gt+l/E(u4)1> •+l/2(uv). On referring to the definition of the weight function [7, Ch. 12, 
Eq. (8.08)] we see that this monotonicity condition is met if the path of integration in (6.15) is 
chosen so that as v passes from 0 to 4, both Re(v) and Ivl are nondecreasing; cf. [7, Ch. 12, 
Section 9]. The domain which consists of all such points is the union of A2, zi2 (excluding points on 
or near the boundaries CDEG and CD'E'G', respectively), and all points in d~ in the right half-plane 
Re(4)>~0: see Figs. 3(a) and (b). 
With (6.19) established, an application of Theorem 10.2 [7, Ch. 6] on (6.15) then yields with 
desired bound 
le(u,4)l~ x---1~l~/2et+l/2(u4)Jgt+l/2(u¢) _ Iv-l+aq~o(U,v)dv[ - 1 , (6.20) 
K0 
T.M. Dunsterl Journal of Computational and Applied Mathematics 93(1998) 45-73 65 
Now, since arg(z) lies in the range of definition of the auxiliary functions, we can proceed as before, 
thereby obtaining our desired bound 
[e(u, ze'~i)l~ olZ[l/2gl+l/2(uz)Jg,+l/2(uz) [eXP{u~_6 f~lv-l+~o(u, ve~i)dv[} -- l] , (6.27) 
1 which holds uniformly for [arg(z)l ~< 5ft. 
In summary, Eqs. (6.20) and (6.27) together provide explicit error bounds for the asymptotic 
solution defined by (6.12) in ~ domains as described. The corresponding r domain of validity is 
the union of D~, D2, and/)2, with points on or near the boundaries CDEG and CD'E'G' excluded: 
see Fig. 2. The region of validity is actually larger than this, extending beyond the cuts AB and BI' 
(and in particular the shadow region in Fig. 2(a) can be included), but as in the case of the L-G 
expansions, we shall not make use of this larger domain. 
7. Proof of the connection formula (3.19) 
and thus 
Our first observation is that there exist constants Cn, l(U) and C.,2(u) such that 
C..~(u)~.,(u, ~) + Co,2(u)~,2(u, ~) 
~N(U, r) = F1/4(u, r) ' (7.1) 
since ~gN(U, r), F-l/4(u, r)W~,l(U, ~) and F-l/4(u, r)W~,2(u, ~) satisfy the same linear second-order 
differential equation (1.1), the latter two solutions clearly being linearly independent. Our objective 
is to determine the constants C,,l(U) and C,,2(u), thereby proving the connection relation (3.19). 
The first is easily found by letting ~-~e~ in A2 (Re(~)~ee)  and invoking (3.5), (3.12), (3.18) 
and (7.1). As a result it follows that 
lira Fl/4(u'r)~N(u'r) Cn, l(u)W~,l(u,~) + C,,2(u)~,2(u,~) = lim = Cn, l(u), (7.2) 
Re(~)~oo ~,~rn, 1 (U, ~) Re( ~)----~ oo ~Tn, I(U, ~: )
Wn, l(U, ~) -~- Cn,2(u)Wn,2(u , ~) 
~N(U, r) = F1/4(u, r) (7.3) 
Next, by uniqueness of recessive solutions of (1.1) at r = 0 (~ = 0) we can assert the existence 
of another constant C(u) such that 
F~r)  [¢l/2It+l/2(U¢) + e(U, ~)]. (7.4) ~'N (U, r) 
Now, as ¢ ~ c~ with 1 3 6, it is well known that -Sn  + & ~< arg(~) ~< in -  
~1/2Ii+l/2(u~)=(2~u)-l/2[eU~{1 ~- O(~-1) )  -[- (-1)l+'e-"¢{1 + O(~-*)}]. (7.5) 
Thus, from (7.4) and (7.5), we deduce that 
Fl/4(u,r)~u(u,r) ~C(u) 1 + #0(U)eu¢ 2~ (Re(~) ~ oo, ~ E A2), (7.6) 
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where 
~0(u) = lim e( u, ~ ) Re(O--*oo 41/211+1/2(U4)" 
~EA2 
Similarly, again from (7.4) and (7.5), 
F1/4(u,r)~N(U,r) ~ C(u)(_l)t+ 1 1 + #l(U)e_U¢ 
where 
~21(U ) = 
(7.7) 
(Re(4)---~ o~, 4 ~ Z~l), (7.8) 
lim e(u, 4) (7.9) 
~cAI 
We remark that there is no reason to suppose that #0(u)= pl(u). However, the error bounds (6.20) 
and (6.27) of the previous section are valid in domains, respectively, containing the points at infinity 
used in (7.6) and (7.8). Therefore, the unknown constants defined by (7.7) and (7.9) can be explicitly 
bounded, and in particular these bounds demonstrate hat 
~0(U), ~I(U) = O(U -1+6) (U ~ C~), (7.10) 
where we recall that 6 denotes an arbitrary small positive constant. 
We now compare (7.6) and (7.8) with the asymptotic behavior 
Fl/4(u,r)~u(u,r)"~eU¢ (Re(4)~c~,  4EA2), (7.11) 
and 
Fl/4(u,r)TtN(u,r) ~ Cn,2(u)e -u¢ (Re(i) ~ -c~, 4 C A1), (7.12) 
which come from the relation (7.3). We thus conclude that C,,2(u)= (-1)t+l{1 +#l(u)}/{1 +po(U)}, 
and incorporating this into (7.3) we arrive at the desired result 
1 
~tN(U,r) -- F1/a(u,r)[Wn, l( u, 4) q- (-1)t+l{1 + #(u)}W,,z(U, ¢)], (7.13) 
where 
#(u) = #l(U) - #0(u) = O(u_l+~). (7.14) 
1 +/~o(U) 
Note that it has been tacitly assumed that u is sufficiently large so that I 0(u)l < 1. 
8. An asymptotic solution valid in the vicinity of r = 1: the asymptotic behavior of W.,2(u, ¢) 
in 32 
Our final task is to prove the stated asymptotic behavior (5.5) of Wn,2(U , ¢) in z12. To do this 
we shall apply the theory of [1] to obtain an approximation for W~,2(u, ~), involving the parabolic 
(r = 1). The purpose of cylinder function U(a,z), which will be valid in a neighborhood of 4 = 
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this is to have a uniform approximation for Wn,2(/d , ~) which holds in a domain which contains points 
at infinity of both A2 and z12. This in turn will allow us to determine its behavior as ~ ~ oo in z12, 
which then gives the result (5.5) which we seek. In essence, we shall employ a central connection 
method to determine the analytic continuation of W,,2(u, ~) from A2 to A2. 
Following Eq. (1.8) of [1], we start by applying a certain Liouville transformation to (1.3), 
involving a new dependent variable ( and independent variable V, say, given by 
- -  z ' (8 .1 )  
\d~]  u F(u,r) 
(dry'12 (8.2) 
V= kd~/  w. 
This yields the new equation 
dZV 
d~ 2 = (u2~ 2+ flu + •l(u, ~)}V, (8.3) 
where 
~//1 (U, ~)= r2h(r) + t:'/2 d~2 (t:-1/2). (8.4) 
in which dots represent differentiation with respect o ~. If we assume for the moment hat ~,l(u, ~)= 
0(1) as u---+oo, then the differential equation (8.3) has the same feature as the original equation 
(1.3) near r = 1, namely two turning points (located at { =±iv /~)  which are at a distance O(u -1/2) 
from one another; recall that the turning points of the original equation (1.3) are located at r= rl,2, 
where 
rl,2 = 1TV/-~ -. (8.5) 
r . . . . . . . _  
In order that ~l (u ,~)=O(1)  as u~,  and indeed be analytic at r=r  m, we require that the 
numerator and denominator f (8.1) vanish simultaneously at these zeros of F(u, r). Thus, we impose 
the requirement that ~ = ix/fl/u when r = rl, and ~ = - i  flV ~ when r = r2, where fl is to be real and 
positive. To ensure that the former of these requirements hold, we integrate (8.1) with the following 
choices of lower limits: 
fiv/_: {22  r 
f u z + ~u}l/2dz=uj, ,  F1/:(u,t)dt. (8.6) 
The branches in (8.6) are chosen so that ~ is positive purely imaginary when r is real with r <r l ,  
and a continuous function of r elsewhere. 
With regard to the second requirement, we see from (8.6) that ~=- iv / -~  will correspond to 
r = r2 provided that/~ is chosen so that 
u fr :  F1/z( u, t) dt = f - iV~{u2z2  + ~U} 1/2 dz. (8.7) 
J,, J iv /~ 
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Explicit integration of both sides of (8.7), and then solving for/3, yields 
f l=22=22+ 1. (8.8) 
Having determined/3 we find from (2.1) and (8.6) that 
f (  {U2T 2 + 2,~U} 1/2 dz = u~ - u¢l, (8.9) 
where 41 is given by (2.13) and (2.14). Upon explicit integration, (8.9) yields the desired Liouville 
transformation for this problem 
{ i 2 .~} ((U2( 2 -I- 2,~U) 1/2 + )~ In -~(u(  + 2)~) 1/2 - 1 ~ = u~ - U~l. (8.10) 
Note that with our choice of branches we readily verify that 
( - "  2~2~ i 
1 ~ x~(r -  rl) (8.11) 
where 
I//l (U, ~) = 
(;~ exp{ 1 u(2 } ~ e(l/2);~ni ( v~,~ )exp{_¼V/uZ_4~u_l~}e<, 
u - V/U 2 - 4~,u 
and we shall use this later. 
Having determined the Liouville transformation precisely, we see that the new equation is given by 
d2V 
d~ 2 -- {u2~ 2 ~ 2),u + ~/I(U, ()}V, (8.13) 
u(3u~ 2 - -  4,~) U~ 2 "~- ~ 
4(u~ 2+ 2i) 2 + u 22~k(u' ~)" (8.14) 
As we remarked above, this function is analytic at both ~= + iv /~.  Moreover, its behavior at 
(=  c~ ensures validity of the subsequent asymptotic solution at infinity (see [1, Theorem 2.1]). 
If we neglect ~bl(U, ~) in (8.13), the resulting comparison equation 
d2v 
d( 2 = {u2~ 2 + 22u}v (8.15) 
has the solutions v(u,~)=vj(22, x/~) ( j=  1,2,3,4), where vj(fl, z) are certain parabolic cylinder 
functions, as defined in the appendix, which have the important property of being recessive at 
(8.12) 
as  r - - *  r l .  
Let the ( domains Z2 and Z2 correspond to the ~ domains A2 and 42, respectively. We spec- 
ify that larg(()l<~ for (=Z2, and by continuity elsewhere. Thus Re(() -~-c~ when ~--~c~ in 
A2 (r--~-ic~), with arg(() close to the value -~ in this limit. 
On exponentiating (8.10) we find, ~--~ c~, 
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infinity in certain sectors. Theorem 2.1 of [1] shows that as u ~ c~ equations of the form (8.13) 
have solutions which are approximated by vj(22, x/-u~) in certain domains. We are interested in the 
solution having the asymptotic representation v1(22, v/-U~), since this is the one which is recessive as 
(~ oo in Z2 (4 ~ c~ in Az), and as such, can be matched with W,,2(u, 4). The solution in question 
is given by the expression 
VI(U, ~) = v1(2~, v/U~) + e,(u, ~) ----- 2(2)~+1)/4 U(~, v /~)  + el(U ,~), (8.16) 
and an explicit bound for el(U,O is furnished by Theorem 2.1 of [1]. For our purposes it suffices 
to observe from the bound that the relative error is O(u -l In(u)) as u ~ oo (except near the zeros 
of U(2, x/~()) ,  and that the domain of validity is unbounded, and contains both Z2 and 22. We 
remark that as u~c~ the Schwarzian ¢~(u,~) is O(1) uniforml), in this domain. 
Let ( = ~0 denote the point corresponding to ¢ = 40. Then ~0 E Z2, and since U(2, x /~)  is bounded 
away from zero we deduce from the above observations that 
e~(u, ~0) = U(2, v /~0)O(u  -1 In(u)) (8.17) 
as u ~ c~. Furthermore, the bound of Theorem 2.1 of [1] demonstrates that 
e l (u , ( )=U(~. ,x /~)O(~ -1) (~---~c~, ~EZ2). (8.18) 
Now, from (8.16), (8.18) and (A.3), we see that 
Vl(u,() ~ (x/uO-~-l/2exp{-½u( 2} ((---~cxD, (EZ2), (8.19) 
which incidentally confirms that Vl(u,() is indeed recessive in Z2. Next, since ~,2(u,~) is also 
recessive at infinity in A2 (which corresponds to Z2), we can claim the existence of a constant 
Dn,2(U) such that 
(dr l l /2  . . . . .  W~,2(u, ~) 
. g l (u ,~)=l - Jn , z [U)~r  ) • (8.20) 
We determine this constant by comparing both sides of (8.20) as ~-~ oo in A2 (~-~ oo in Z2). 
Thus, with the aid of (3.12), (8.12) and (8.19) we find that 
Dn,2(u)= lira (~2 + 2~/u)l/4Vl(U,O 
~--~oo inA2 Wn,2(u, ~) 
= e-('/2)2~i~-~(V/~ - ~/½u - 2)~)]u-~/4exp(¼ V/-~u 2 - 4~u + ½,~). (8.21) 
From (8.16) and (8.17) we know that Vl(u,~0)= v~(22, x/-ff(0){1 + O(u -1 In(u))}, and recalling that 
(0 ~ Z2 with arg(~0)<0, we deduce from (A.4), (A.7) and (A.9) that 
V~(u, (0) = -iv/~22e2~/(v/-ff~°)2-V2exP{½U~g} {1 + O(u -~ In(u))} (u ~ c<>). (8.22) 
+ ½) 
Now, since 
  J2zl(U' 
Dn,2(u) 
(8.23) 
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as u---~c~, we use (8.12), (8.21) and (8.22) to arrive at the desired result, 
W.,z(u, ~o) =H(u)u~e-"/2exp{u~o}{ 1 + O( u-I ln(u))}, (8.24) 
where 
21 
. _  
9. Summary and discussion 
In this paper we provided a rigorous proof that the eigenenergies ~'N of (1.1), leading to the 
existence of corresponding eigensolutions 7iN which are recessive at both r = 0 and r = +0% have 
the asymptotic behavior given by (1.12) as ~0.  The problem was complicated by one of these 
vanishing conditions on the eigensolutions being at a regular singularity (r = 0), and also by the fact 
that the term in Eq. (1.1) which is dominant away from r = 0, namely 1( 1--r)2/0t 2, has a double zero 
in the region of interest. The presence of the term of O(~ -1 ) in (1.1) further complicates the problem, 
for not only does it lead to two asymptotically close turning points near the above-mentioned double 
zero at r= 1 (see (1.2) and (1.7)), but also to the Liouville transformation (2.1), the Schwarzian 
derivative (2.5), and the coefficients in subsequent Liouville--Green (WKB) expansions, given by 
(3.2) and (3.3), all being dependent on the asymptotic parameter ~. 
A major key to our approach was to rigorously prove the validity of the compound L-G expan- 
sion (3.19) for ~N in a certain region of the complex r plane which includes the path ~0. This was 
achieved by using the recessiveness of ~Uu at r = 0 (implying the modified Bessel function approxi- 
mation (7.4)) and by its recessiveness at r = +c~ (which in turn resulted in the single L-G expansion 
(3.18) valid along 90). We remark that proving the validity of (7.4) (via error analysis) not only 
at r = 0, but also at infinity in both D1 and D2 (see Fig. 2), was crucial in rigorously establishing 
(3.19). In turn, the importance of (3.19) was its implication that N ~Nl(u) as u ~ c~ (0~ ~ 0), where 
Nl(U) is defined by (4.7). The integrals in NL(u) yielded, via an expansion of the integrands in in- 
verse powers of u, followed by Cauchy's residue theorem and then an asymptotic N - 2 inversion, 
the non-exponential asymptotic expansion in (1.12). 
The exponentially small term in (1.12) came as a direct result from the integral N3(u), given by 
(4.9). Since this is not a loop integral we were able to easily evaluate it explicitly, yielding the 
expression (5.1) involving the values of two L-G solutions, W,,l(U,~) and Wn, Z(U, 4), at arbitrary 
points lying in A2 and A2 (40 and t0). The leading order approximations (5.2)-(5.4) followed 
immediately from the definitions of the respective L-G solutions, since they were evaluated at points 
within their domains of asymptotic validity. The final approximation (5.5) could not be deduced 
directly from the definition of W.,2(u, 4), as 40 (corresponding to ~0) is not in its domain of asymptotic 
validity, but was instead etermined by a central connection method across the neighborhood r = 1 of 
the coalescing turning points. This was achieved by approximating W.,2(u, ~) by a parabolic ylinder 
function in a domain containing both A2 and z12, (the applicable asymptotic theory being given 
in [1]). 
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Whilst explicit error bounds were not sought for the final result (1.12), bounds were constructed 
for all the asymptotic approximations used, namely L-G, modified Bessel function and parabolic 
cylinder function approximations. The primary reason was to rigorously prove the validity of these 
approximations, in particular demonstrating their asymptotic validity in well-defined unbounded o- 
mains. The use of the Liouville transformations (2.1) and (8.9) was essential in this, as opposed to 
the popular method of obtaining formal expansions by substitution (without regard to validity), and 
forgoing any Liouville transformations. 
As we mentioned in the introduction, Lay et al. [5] matched in the interval 8~<r~< 1 -8  (8>0)  a 
parabolic cylinder function representation for the eigensolution, presumably due to the two turning 
points near r = 1 (although this is not stated), with a Whittaker function representation due to the 
singularity at r = 0. From this matching they deduced the value of a certain exponentially small 
term, which then appears in their expansion for the eigenvalues. Their exponentially small term is 
very similar to that obtained in the present paper. However, all their approximations are formal 
manipulations with no consideration given to validity, and in addition they use, without justification, 
compound representations in which one term is exponentially small compared to the other (see [5, 
Eqs. (20) and (42)]). The difficulty with putting their approach on a sound mathematical foundation 
is that when comparing compound asymptotic representations they only consider real variables, 
and as such it is very hard to legitimize the matching of coefficients of certain terms which are 
(exponentially) smaller than the error terms associated with approximations of dominant erms. 
To illustrate this further, suppose that r is fixed and not equal to 1: then from (2.16) and (4.17) 
we see that 
= r (2 -  r) + - -  ln(1 - r) + (9.1) u ~ ' 
as u~c~.  Hence for r lying properly in the interior o f / )1U/ )2  we can use this with (1.5), (3.5), 
(3.12), (3.19) and (3.20) to claim that 
~UN(U, r )= X/2(1 -- r)SexP{¼ur(2 -- r)}{1 + O(u-1)} 
+(-1)t+~x/2(1 - r)-N-lexp{--¼ur(2 -- r)}{1 + O(u-1)} (9.2) 
as u ~ c~. In particular, if we now restrict r to be lying in the interval 8<.~r<<, 1 -8  (8>0)  (which 
lies in/)1 U/)2), (9.2) is proven to be valid, even though the second term is exponentially small in 
this interval and as such is absorbable in the O(u -1 ) term associated with the first term. 
The validity of (9.2) as a compound asymptotic representation stems from the use of asymptotic 
results in the complex plane, from which it was possible to match asymptotic solutions along two 
different rays where one solution is dominant compared to the other (see (7.6) and (7.8)). 
On the other hand, suppose that an approximation such as (7.4) could be proven to be valid 
only for 0 ~< r ~< 1 - 8 (as opposed to the unbounded complex domain of validity which we actually 
determined): then in this case the most one could infer from (7.5) and (9.1) is 
~N(U, r) = C(u)(~u)-l/2( 1 - r)Uexp{ lur(2 -- r)}{ 1 + O(u -1 )} (9.3) 
as u --~ oc when 8 ~< r ~< 1 - 6, because when ~ is real and positive the second exponential term 
in (7.5) must necessarily be absorbed into the error term e(u, 3) associated with the approxima- 
tion (7.4). 
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Finally, with regard to further studies, the general techniques in this paper could be applicable in a 
study of asymptotic expansions for the later eigenenergies, i.e., as both e --~ 0 and N ~ e~. Note that 
the partition (1.3) leading to our Liouville transformation (2.1) would still probably be appropriate 
since 2 would now be large. However, asymptotically this would lead to a different class of problem 
since the turning points would no longer be close to r = 1, and indeed one of them may coalesce 
with the singularity at r = 0. 
Another potential further study would be to investigate the error term (4.14) in the quantization 
approximation, and in particular determine for what truncation integer n yields its minimal value, 
and in turn compare this to the exponentially small term (5.10). Preliminary studies indicate that 
this could be a very challenging problem. 
Appendix. Approximants used in the theory of almost coalescing turning points 
Here we make a slight change in the definitions of two of the approximants used in [1], since 
as they stand, there is an ambiguity as noted below. The first two parabolic cylinder function 
approximants remain as defined by Eqs. (2.5), (2.7) and (2.8) of [1], namely 
/)1 (j~, z )  _ (/~+ 1 )/4 1 - -2 U(sfl, x/2z ), (A.1) 
U2(fl, Z) : e(l-/~)rti/4Vl ( - -  fl, ze  ~i/2 ). (A.2) 
These have the asymptotic behavior 
3 _ 6), (A.3) Vl(fl, z) ~z-(P+l)/2e-Z2/2 (Z ~ e~, larg(z)l ~ z~ 
5 6). (A.4) /32(fl, 2) ,'wz(fl-l)/2eZ2/2 (Z ~ ~,  --~Tt + 6 ~<arg(z)~< 1 ~Tz- 
Since each vj(fl, z) is single-valued, Eqs. (2.12a) and (2.12b) of [1] are ambiguous if fl is not an odd 
integer. Therefore, we give here a precise definition for the third and fourth approximants, namely 
V3(fl, Z)  : e (1 +fl)~ti/2 Ul (~, zeni) (A .5 )  
and 
v4(fl, z) = e (/~-1)~i/2 v (fl, ze -~i ). 
Then, from (A.3) and (A.4), we record the following asymptotic behavior: 
v3(/3,z) ~z-(~+')/Ze-z2/2 (z ~ oe, _7~ + 6~<arg(z)~<-¼rc + 6), 
1 5 -6 ) .  v4([3,z),~z(¢-°/2eZ2/2 (z ~ec ,  --~rc + 6~<arg(z)~<~n 
Note that the range specified in (A.7) is more precise than that of Eq. (2.13) of [1]. 
(A.6) 
(A.7) 
(A.8) 
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Finally, on account of  our definitions (A.5) and (A.6), the connection formulas (2.15) and (2.16) 
of  [1] should be replaced by 
x/~ie~i/221~/2 v (fl, z ), (A.9) 
V3(fl'Z) ~---/)l(fl'Z) "q- F( l  fl _}_ 1) 
,F- 1 v4(fl, z) = - i  2-~/2cos(½rc~)F(l fl + 5)Vl(fl, z) + v2(fl, z). (A.lO) 
vrc 
The rest of  [1] is unaffected by these changes. 
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