Study on Text Categorization Method Based on Sequential Pattern by 何永高
  
学校编码：10384                                          分类号     密级     
学号：15420141151977                                                 UDC     
 
 
 
 
 
 
 
 
 
硕  士  学  位  论  文 
   
 
基于序列模式的文本分类方法研究 
Study on Text Categorization Method Based on Sequential Pattern 
何永高 
 
指导教师姓名：方匡南 教授 
校外导师姓名：孙  宁 
专  业 名 称：应用统计 
论文提交日期：2017年 7月 
论文答辩时间：2017年 7月 
学位授予日期：2017年  月 
  
答辩委员会主席：        
评阅人：        
 
2017年 7月 
 
 
 
厦
门
大
学
博
硕
士
论
文
摘
要
库
厦
门
大
学
博
硕
士
论
文
摘
要
库
  
 
厦门大学学位论文原创性声明 
 
本人呈交的学位论文是本人在导师指导下,独立完成的研究成果。本人在
论文写作中参考其他个人或集体已经发表的研究成果，均在文中以适当方式
明确标明，并符合法律规范和《厦门大学研究生学术活动规范（试行）》。 
另外，该学位论文为（                            ）课题（组）的
研究成果，获得（               ）课题（组）经费或实验室的资助，在
（               ）实验室完成。（请在以上括号内填写课题或课题组负责
人或实验室名称，未有此项声明内容的，可以不作特别声明。） 
本人声明该学位论文不存在剽窃、抄袭等学术不端行为，并愿意承担因
学术不端行为所带来的一切后果和法律责任。 
 
声明人  （签名）： 
指导教师（签名）： 
 
          年   月   日 
 厦
门
大
学
博
硕
士
论
文
摘
要
库
厦
门
大
学
博
硕
士
论
文
摘
要
库
  
 
厦门大学学位论文著作权使用声明 
 
本人同意厦门大学根据《中华人民共和国学位条例暂行实施办法》等规
定保留和使用此学位论文，并向主管部门或其指定机构送交学位论文（包括
纸质版和电子版），允许学位论文进入厦门大学图书馆及其数据库被查阅、借
阅。本人同意厦门大学将学位论文加入全国博士、硕士学位论文共建单位数
据库进行检索，将学位论文的标题和摘要汇编出版，采用影印、缩印或者其
它方式合理复制学位论文。 
本学位论文属于： 
（     ）1.经厦门大学保密委员会审查核定的保密学位论文，于   年  
月  日解密，解密后适用上述授权。 
（     ）2.不保密，适用上述授权。 
（请在以上相应括号内打“√”或填上相应内容。保密学位论文应是已
经厦门大学保密委员会审定过的学位论文，未经厦门大学保密委员会审定的
学位论文均为公开学位论文。此声明栏不填写的，默认为公开学位论文，均
适用上述授权。） 
 
                             声明人（签名）： 
年   月   日 
 
 
厦
门
大
学
博
硕
士
论
文
摘
要
库
厦
门
大
学
博
硕
士
论
文
摘
要
库
摘 要 
I 
 
摘 要 
互联网技术的迅速发展和日益普及，造成电子文本信息的急速累积，且这些
海量原始文本信息甚为冗杂。而文本自动分类作为处理和组织大规模电子文本数
据的关键技术，可以在一定程度上降低信息冗杂程度，帮助我们高效管理巨量电
子文本信息。因此，文本自动分类是一项极具应用前景和实用价值的关键技术，
关于它的研究一直为人们所广泛关注，且已经取得了长足的进展。 
本文在对国内外学者关于文本分类研究的分析比较后发现，目前绝大多数分
类方法都只是关注不同领域的文章的用词、措辞特点，考虑了词与类别之间的关
联性，却忽略了文章中词顺序、词搭配等特征信息，而这些信息往往更能帮助提
升文本分类效率。因此，针对现有文本分类方法存在的局限，本文将序列模式挖
掘算法引入文本分类领域，构建了基于序列模式的文本分类方法 CBSP。该方法
能够在考虑不同应用领域作文用词、措辞特点的基础上，再充分挖掘句法顺序等
特征，发掘更多有效信息，从而强化文本分类效果。 
通过实验比较，发现这个新方法对于教育、信息技术、军事、招聘和体育等
五个类别文本的分类效果要明显好于朴素贝叶斯、k-近邻、支持向量机等传统分
类方法的分类效果；并且在不同数量训练样本条件下，新方法均能保持良好的综
合分类性能。 
关键字：文本分类；序列模式；模式匹配
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ABSTRACT 
With the rapid development and growing popularity of the Internet technology, 
there has been a rapidly and massive accumulation of electronic text information. As a 
result, the classification of text information has become the key to efficient 
management of massive text information. And as the key technology of processing 
and organizing a large amount of text data, the automatic text classification system 
can solve the problem of information disorder to a great extent. Therefore, the 
research of automatic text categorization has been widely concerned and has made 
great progress.  
Based on the analysis of domestic and foreign scholars on the study of text 
categorization, we found that at present most of the classification methods are only 
focus on words and language characteristics of articles in different fields, considering 
the correlation between words and categories, but ignore the word order and word 
collocation feature information, and such information is often more helpful to 
improve the efficiency of text classification. Therefore, in order to overcome the 
limitations of the existing classification methods, this paper introduces the sequential 
pattern mining algorithm into the field of text classification, and constructs the new 
text categorization method CBSP based on the sequence pattern. This method can 
reinforce the effect of text classification by considering the characteristics of the 
wording and phrasing of different application fields. 
Through the experimental comparison, it is found that the text classification 
effect of the new method is better than that of traditional classification methods such 
as Naive Bayesian, k-Nearest Neighbor, Support Vector Machine; and under the 
condition of different quantity of training samples, the new method can also maintain 
good comprehensive classification performance. 
Keywords: Text Categorization; Sequential Pattern; Pattern Matching 
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1 绪论 
本章首先阐述了本篇论文的研究背景和意义，然后分析了国内外文本分类的
研究历史与现状，最后简要概括了本文的研究内容及贡献，并给出了本文的组织
结构。 
1.1 研究背景和意义 
揭幕于二十世纪四十年代末期的第三次科技革命，昭示着农业时代和工业时
代的衰落，人类文明开始逐步进入信息时代。社会的信息化发展一直汹涌向前，
并且在进入新千年后，电子信息技术和数据存储技术发展得更加迅猛，互联网技
术日益普及，人们生成和搜集数据的能力也与日俱增。中国互联网发展起步较晚，
但发展迅速且潜力巨大。根据最新第三十九次《中国互联网络发展状况统计报告》
内容[1]：截至 2016 年 12 月，中国网民的规模已经高达 7.31 亿，已经相当于欧洲
人口总量，全国域名总数达 4228 万个，网站总数为 482 万个，网页数量为 2360
亿个。如此庞大的网民及网络规模带来的最直接的后果就是全国成百上千万个为
各行各业服务的数据库积淀产生的数据量每一秒都以几何指数的方式在增长。激
增的数据背后隐藏着大量对促进社会进步有意义的信息，但是这些海量数据如果
不能够被有效地利用起来，那么它们最终就只能成为“数据垃圾”。另外，这些
数据中绝大部分是以电子文本的形式存在。 
快速累积的电子文本信息中蕴含的信息浩如烟海，但却是纷繁复杂甚至杂乱
无章的，如此，文本分类便成为了高效管理海量文本信息的关键。文本分类（Text 
Categorization）是根据给定文本的内容，将其判别为预先确定的若干个文本类别
中的某一类或某几类的过程[2]。作为处理巨量文本数据的关键步骤之一，文本分
类一般被视为对文本集进行有序组织，即将相似、相关的文本归集在一起，如此
便可以在较大程度上解决信息杂乱现象的问题，有效提高用户发现、过滤、分析
文本信息资源的效率。 
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显然，面对信息时代下浩瀚的电子文本信息汪洋，利用传统人工进行分类只
可能是天方夜谭，采用自动分类技术构建一个自动文本分类系统才是正确且最优
的选择。并且相较于传统的人工分类，自动文本分类系统拥有三点优势[3]：1）
一般自动文本分类系统的分类效率能够达到普通人工分类的千、万倍，快速高效，
从而节约大量的人、财、物；2）自动文本分类系统可以减少或者消除人为主观
错误产生的可能，具有更高的准确度；3）可以快速适应文本更新及其类别变化，
在不同环境或要求下均能良好表现。 
另外，作为信息过滤和数字图书馆等专业应用系统的基础，自动文本分类技
术拥有非常广阔的实用前景，从而使得对自动文本分类技术的分析研究能够产生
巨大的经济收益和社会效益。因此，作为一项具有较大实用价值的关键技术，从
二十世纪五十年代末期开始至今，人们对自动文本分类技术的关注与研究从未间
断，且取得了很大的成果。 
1.2 研究历史与现状 
文本分类是数据挖掘中分类分析的一个重要的研究方向，国内外学者对文本
分类的研究一直十分热衷。早期的文本分类全部都是依靠人工来完成，工作粗糙
笨拙且耗时费力效率低，直至二十世纪五十年代末期，美国 IBM 公司的 H.P. 
Luhn
[4]首创性在文本分类过程中应用词频统计思想，且卓有成效，从而使得文本
分类研究进入到新的阶段。从那之后，先后又有许多国内外专家学者对文本分类
方法进行了更加广泛而深入的研究，提出或改进了诸多分类方法，并且经实验证
明其表现良好。 
国外学者很早便开始对文本分类进行研究。1960 年，M.E. Maron 在他的第
一篇关于自动文本分类的论文《On Relevance, Probabilistic Indexing and 
Information Retrieval》中创造性地提出在进行文本分类时使用一组特征词来代表
一篇待分类文档，由此标志着自动文本分类技术的正式诞生；翌年，Maron 在期
刊 ACM 上发表了第二篇关于自动文本分类的论文：《Automatic Indexing: An 
Experimental Inquiry》，在特征独立及类别互斥两个重要假设条件下，首次在文本
分类领域使用贝叶斯方法。再后来，又有 K. Spark、G. Salton、Neegham、M.E. Lesk
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以及 K.S. Jones 等学者从基于文本的词频统计、句法和语义等三个方面对自动文
本分类技术开展了研究，而这其中，以基于词频统计的文本自动分类技术研究最
为有效[3]。 
就文本分类的应用方法来看，目前凡是能够应用于分类的算法基本上都已经
被引入到了文本分类领域，且大多取得了比较理想的效果。这些分类方法大致可
以被分为三大类[7]：1）基于统计的方法，包括回归模型[8]，支持向量机（SVM）
[9]，朴素贝叶斯（NB）[10]，类中心向量[11]，k-近邻（k-NN）法[12]，最大熵值（ME）
法[13]等。这些分类方法全都属于有监督学习方法，即它们的全部分类知识都是在
学习大规模语料库之后才获得的，这使得它们在分析不同对象时都能够保持很好
的一致性。2）基于连接的方法，例如人工神经网络[14]。这类方法能够像人类大
脑一样运作和学习，它们的并行运算、处理的非线性以及高容错性等特点使得其
能够很好地解决一般分类方法无法解决的复杂的非线性分类问题。3）基于规则
的方法，比如决策树[15]和关联分类[16]等。这类方法本质上依靠的是确定性演绎
推理，当被应用于某一具体领域时，需要该领域有现成的研究成果作为技术支撑
或者专家的参与，总的来说，它们属于一种唯理主义方法。 
国内对文本分类的研究一般认为是开始于二十世纪八十年代，并先后经历了
可行性分析、辅助分类系统和自动分类系统三个阶段[1]。最早在八十年代初期，
北京大学的侯汉清在各类著名期刊上发表了多篇论文，对计算机在文献分类工作
中的应用做了大量的探讨[17~18]。截至现在，国内设有专业从事文本分类研究部
门或团队的机构与单位包括清华大学、中山大学、中科院等，且已陆续研制出了
一批计算机辅助分类系统和自动分类系统，其中综合性能较好的是由中科院计算
所自然语言处理研究组①开发的智多星中文文本分类器。 
国内在该领域的研究中使用的方法也比较多。2004 年，针对 k-NN 方法会因
为训练样本分布不均而造成分类准确率下降以及在分类时计算量特别大等不足
之处，复旦大学的李荣陆和胡运发通过引入样本ε-邻域、区域密度、类内区域
和边界区域等概念，提出了一种基于密度的 k-NN 分类器训练样本裁剪方法，并
且通过实验证明了该方法既能够有效减少计算量，加快分类器分类速度；又能够
                                                 
① http://nlp.ict.ac.cn/ 
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使训练样本的分布密度变得更加均匀，大大降低了边界点处测试样本被误判的可
能性，提高了分类准确率[20]。2005 年，李荣陆和王建会等将最大熵模型应用于
中文文本分类，经实验比较发现在同等条件下最大熵模型的分类性能要优于
Bayes 方法，与 k-NN 和 SVM 方法相当，但是稳定性要逊于 k-NN 方法。2006
年，陈晓云等针对传统关联分类方法忽视文本特征词出现频度以及因修剪冗余规
则而造成分类准确性显著降低等问题，提出了基于分类规则树的带词频的频繁模
式文本分类方法。实验结果证明新方法可以提高关联分类的准确率，并且大幅度
降低了分类耗时。2008 年，中科院的李文波等将文本类别信息融入到传统 LDA
模型中，进而提出了 Labeled-LDA 模型，新模型克服了传统 LDA 模型用于分类
时强制分配隐含主题的缺陷，可以有效提升文本分类的性能[24]。2014 年，邸鹏
和段利国对经典 Naïve Bayes 方法进行了一种先抑后扬式的改进，即在进行文本
分类时放弃计算对分类效果影响不大的先验概率，而后在计算后验概率时加入了
一个扩大系数以降低误差传播的影响。由此大幅度降低了整个分类过程的时间耗
用，大大提高了分类的速度，并且显著提高了分类精度。2015 年，李琼和陈利
利用 Mercer 核函数把输入样本向量空间中呈非线性可分分布的样本向量映射到
一个高维的特征向量空间，然后采用二叉树来创建高维特征空间中的 SVM 多类
分类器以实现分类识别，由此较好地解决了多类文本分类中实际输入文本向量呈
非线性可分的问题，降低了训练和测试耗时[26]。 
综上所述，目前国内外关于文本分类的理论及应用研究已经有很多，取得的
成果也十分丰硕。另外，通过分析可以发现，目前流行的诸多分类算法各有优势
与不足之处，即使对其做了大量的改进与优化，但是因为影响文本分类的因素着
实太多，并且彼此之间相关性较高，故而难以确定孰优孰劣。 
1.3 研究内容及贡献 
序列模式挖掘，是二十世纪九十年代中期紧随着关联规则挖掘出现的一种规
则挖掘方法，现在已经发展成为数据挖掘领域一个非常重要的挖掘方法。但是与
一般的关联规则挖掘方法不考虑研究对象发生的时空顺序不同，序列模式挖掘对
象及其结果均是时序（时间或空间）数据。 
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