I. Generation of highly stabilized pulsed magnetic field
In pulsed magnetic fields, the field strength rapidly changes as a function of time. The change of the external magnetic field causes not only electromagnetic noise but also unwanted temperature change in a magnetic material due to the magnetocaloric effect (MCE). Especially, volborthite shows a large MCE of ~1 K/T above 28 T (see the Around the top of the field pulse, the PID feedback controller regulates the pulsed field profile and produces a constant field region over long time scales. The duration of the flat region depends on the maximum field strength and is 65 to 230 ms with the field strength of 43.5 to 26.3 T. The flatness of the stabilized pulsed field can be seen in the inset of Fig. S2 . For the 30.2 T pulse (maximum field for the present research), the magnetic field is stabilized within ± 0.01 T for 140 ms. The field stability is more than one order of magnitude higher than that obtained with an AC flywheel generator (± 0.25 T) [2, 3] and certainly helps improving the quality of the heat capacity data. Figure S3 shows how the heat capacity measurement was performed under the stabilized pulsed magnetic field of 26.3 T, where black, red and blue curves are time variations of the sample temperature, applied power and magnetic fields, respectively.
II. Heat capacity measurements under stabilized pulsed magnetic fields
The orange arrow indicates the timing at which the PID control starts. After the magnetic field is stabilized with the PID control, we applied several heat pulses to the sample and estimated the heat capacity with a quasi-adiabatic method.
The quasi-adiabatic method is the most common way to measure heat capacity under pulsed magnetic field [4] [5] [6] [7] , because this method can measure heat capacity for a short time-scale. In this method, the size of temperature jump (T) caused by the heat application was estimated as indicated by the green dotted lines in Fig. S3 . The amount of applied heat (Q) was calculated by integrating the applied power (P) to the sample heater, ∆ = ∫ , and the heat capacity was estimated by C = Q / T. In this way, a single datum of heat capacity can be estimated from the single heat pulse, and therefore, by applying many heat pulses as seen in Fig. S3 , we could obtain many data where the temperature change due to MCE can be roughly estimated by ∆ = ∆ × ( ) , confirming the origin of the temperature oscillation. We would point out the eddy current heating due to the field fluctuation is negligibly small in our set-up, because a temperature oscillation with a twice larger frequency than the field oscillation was not detected [8] .
As seen in Fig. S4 , the size of TMCE is compatible with the temperature change (T)
induced by heat application. Therefore, TMCE obviously prevent the precise estimations of T so that the sensitivity of heat capacity (C = Q / T ) is also affected by TMCE.
However, both H and TMCE can be eliminated by our PID controller, so that a precise heat capacity measurement can be performed in this research. Even if we assume twice larger MCE (( )~1 K/T) than that of the magnetic coolant material, CuP (~0.5 K/T), the TMCE in our stabilized pulsed field should be only ±0.01 K at maximum due to the small value of H ~ ±0.01 T. On the other hand, the field stability obtained by a traditional method with an AC flywheel generator is H ± 0.25 T [2, 3] that prevents precise measurements of heat capacity especially for samples with large MCE such as volborthite. Therefore, in the present research, the stabilization of magnetic field contributes significantly in suppressing the T and in improving the quality of heat capacity data.
III. Resolution of Heat Capacity Data up to 43.5 T
In order to confirm the performance of our calorimeter, we have measured the heat capacity of 22.6 mg Ge polycrystalline sample, which does not have any field dependence of C(T). Figure S5 shows the heat capacity data of germanium after subtracting the background contribution, where the black dots (0 T) and red squares including the measurement on a magnetic metal sample will be reported elsewhere [10] .
IV. Heat Capacity Singularity for the N2 phase
The temperature dependence of heat capacity is often used for the determination of the data does not clearly distinguish these two cases, although the log-T or nearly log-T divergence behavior is apparent from the liner behavior in a semi-log plot ( Figure S6 ).
It should be noted that the critical exponent for a spin-nematic order is in fact expected to be 2D-Ising or 3D-XY with the presence or absence of Dzyaloshinskii-Moriya
Interaction [11] .
V. Order of Phase Transitions
In the present I-MCE data [ Fig. 3 
(b) of the main text], we observe open loops in

T(H) curves at all three phase boundaries (HS1, HS2 and HP). Such an open loop behavior
in an I-MCE curve does not mean irreversibility, characteristic of a first-order transition, but is commonly observed in a second-order phase transition [12, 13] . If irreversibility exists, the T(H) curve shows heating behavior in both rising and falling magnetic field sweeps, resulting in asymmetry in T(H) curves [14, 15] . In contrast, the T(H) curve at a second-order transition changes the heating (or cooling) behavior to cooling (or heating)
behavior between rising and falling magnetic field sweeps and shows symmetric open loop, as observed in the present I-MCE data. However, a weakly first-order transition causes only small asymmetry in the I-MCE curve and is difficult to distinguish from a second-order one.
Instead of I-MCE, we observed a small irreversible behavior in the low-temperature A-MCE curve below ~HP, as shown in Fig. S7 and Fig3(b): the temperature differences of ~ 0.08 K is observed below 27 T. Since the irreversibility in the A-MCE is attributed to a first-order phase transition with a latent heat or irreversible heat release [15] , the phase boundary between P and N2 can be of the first-order; it can be a weak first-order transition as a clear asymmetry isn't detected in the I-MCE data.
It has been theoretically claimed that the ferromagnetic state in the frustrated J1-J2
square lattice ferromagnet undergoes a first-order transition into a gapless spin-liquid state with bond spin-nematic order [16] , which becomes a second-order transition under magnetic field. This theoretical prediction seems not consistent with the present observation. Possibly, a more realistic model is required for volborthite; e.g., a highly distorted frustrated square lattice model in the presence of a Dzyaloshinskii-Moriya interaction.
VI. Power Law Behavior in C(T)
Power-law behavior in low-temperature heat capacity directly relates to continuous low-lying density of states which depends on the type of spin (or spin quadrupole)
ordering. Figure S8 shows CT -2 plots at selected magnetic fields where the temperature dependence below ~1 K changes substantially across HS1 ~22.5 T (also see Fig.4c-d in the main text). The CT -2 below HS1 decreases gradually, while above HS1 it asymptotically approaches a constant value toward T = 0, strongly indicating that C is proportional to T 2 above HS1.
The exponent of the power law is estimated by fitting the C(T) data to C = AT B at each magnetic field (Fig. S9a-c) , and the field dependences of A and B are plotted in where quantum critical fluctuations may modify the power law behavior [18] . In phases N1 and N2, in contrast, the exponents are apparently decreased and become close to 2.
The observed exponents should correspond to the spatial dimension of the thermal excitations of the antiferromagnetic magnon, phason [19] , and spin quadrupole fluctuation [20, 21] ; C  T d with d the dimensionality. Therefore, a dimensional reduction takes place when entering the N1 and N2 phases, which may be caused by gap-opening in the transverse spin excitation spectrum predicted for the spin-nematic phase. The further C(T) experiment at lower temperature will improve the accuracy of the fit and can strongly support the existence of the spin nematic phase in volborthite, although the Cp measurement with dilution refrigerator is difficult to conduct at high field region.
VII. Determination of the critical field and its influence on the g-factor
As seen in Fig.2c , the analysis on the magnetization curve yields the estimate of the critical field of HP = 27.5 T. Adding to this, we estimated the critical field from the field dependence of the phase boundary, HP PB , since the critical field is defined as the zerotemperature limit of the phase boundary between phases N2 and P. Figure S10 Heat capacity divided by temperature CT -1 against T 2 of germanium up to 43.5 T. The blue line is the data from the literature [9] and the black dots and red squares are measured in this work. Inset: Relative deviation from reference germanium heat capacity data to that for our homemade calorimeter. Low-temperature heat capacity of volborthite at selected magnetic fields. Phase boundary between phases N2 and P, and the HP dependence of g-factor. The phase boundary determined by A-MCE and I-MCE were plotted as black squares and triangles. The blue curve represents the calculated g-factor as a function of HP. The black curve highlights the calculated g-factor within the estimated region of HP. The gray dashed curves correspond to the g-factor for single-magnon, two-magnon and three-magnon bound states.
