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Abstract
We consider Engel subgroups of the group T (n,R) of upper triangular matrices over a local ring R
which satisfies a weak commutativity condition. If, in addition, R is artinian then we give a complete
description of the maximal Engel subgroups of T (n,R) up to conjugacy. These subgroups turn out
to be nilpotent and we study their nilpotency class.
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1. Introduction
The group UT(n,K) of the upper-unitriangular n× n-matrices over a field K is a clas-
sical example of a nilpotent group which appears naturally in various situations in algebra
and geometry. Its direct product with the group of scalar matrices {αI : 0 = α ∈ K}, which
we shall denote by N(n,K), gives a maximal nilpotent subgroup of the group T (n,K)
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easily seen that the group of invertible diagonal matrices, which is obviously abelian, is
also maximal Engel. What are the other maximal Engel subgroups in T (n,K)? Observe
that the group of diagonal matrices is the direct product of n copies of N(1,K) ∼= K∗.
The main result in this paper (Theorem 3.1) implies that an arbitrary maximal Engel
subgroup of T (n,K), up to conjugacy in the general linear group GL(n,K), is a direct
product of the form N(n1,K)×N(n2,K)×· · ·×N(ns,K) where n = n1 +· · ·+ns . As a
consequence, it follows that it is actually nilpotent. Many interesting results about nilpotent
linear groups appear in [1,3,4].
We shall use the following notation: given a ring R we write eij (r), r ∈ R, for the
elementary matrix, whose (i, j)th entry is r and all other entries are 0; T (n,R) denotes the
group of invertible upper-triangular n × n-matrices over R, while UT(n,R) stands for the
group of upper unitriangular n× n-matrices, that is the subgroup of T (n,R), generated by
the upper-triangular transvections I + eij (r), i < j , r ∈ R. We shall also write
g = (gij )ij =


g11 g12 . . . g1n
0 g22 . . . g2n
. . . . . . . . . . . .
0 0 . . . gnn

 .
In Section 2 some preliminary results are given. In Section 3 we prove that an Engel
subgroup of upper-triangular matrices over a commutative local ring R is conjugate, in
UT(n,R), to a group G with the following property:
If for a pair of indices i < j there is an element g′ = (g′ij )ij
in G such that g′ii − g′jj ∈ U(R), then gij = 0 for all g ∈ G. (1)
Furthermore, with the additional assumption that R is artinian, we describe, up to conju-
gacy, the maximal Engel subgroups of T (n,R). Moreover, in the latter result we are able
to substitute the commutativity condition on a local ring R with maximal ideal M by the
weaker assumption:
R/M is commutative and M/M2 ⊆ Z(R/M2), (2)
where Z(R/M2) denotes the centre of R/M2.
Notice that, for arbitrary r ∈ R and m1,m2 ∈M we have that
[r,m1m2]Lie = rm1m2 −m1m2r = rm1m2 −m1
(
rm2 + [m2, r]Lie
)
= (rm1 − m1r)m2 −m1[m2, r]Lie ∈M3.
ThusM2/M3 ⊆ Z(R/M3) and an inductive argument readily shows that condition (2) is
actually equivalent to the following: ( )Mk/Mk+1 ⊆ Z R/Mk+1 , ∀k  0. (3)
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algebra of a finite p-group G over a field K of characteristic p. In fact, it is well known that
this is a local ring whose radical is ∆(G), the augmentation ideal of KG (see [2, p. 27]).
Moreover, in any group ring KG we have that
∆(G)k/∆(G)k+1 ⊆ Z(KG/∆(G)k+1).
2. Preliminary results
Lemma 2.1. Suppose that R is either commutative or an artinian local ring satisfying
condition (2). Given an upper-triangular n × n-matrix a = (aij )ij over R, there is an
element t ∈ UT(n,R) such that for each 1 i < j  n with aii − ajj ∈ U(R) the (i, j)th
entry of t−1at is 0.
Proof. For a transvection t = I + eij (r), i < j , r ∈ R, we see that t−1at can be obtained
from a by adding to the j th column the ith multiplied by r from the right and substructing
from the ith row the j th one multiplied by r from the left. Thus the (i, j)th entry of t−1at
is aij + aiir − rajj and the diagonal entries do not change.
Suppose first that R is commutative. Then taking r = −aij (aii −ajj )−1, we see that the
(i, j)th entry of t−1at becomes 0. We want to do this for each (i, j) with aii − ajj ∈ U(R)
preserving the zeros obtained in previous steps. It is easily seen that this happens if we
work parallel to the main diagonal as follows:
(1,2) → (2,3) → ·· · → (n − 1, n) → (1,3) → (2,4) → ·· · → (n− 2, n)
→ ·· · → (1, n),
omitting, of course, those places (i, j) for which aii − ajj /∈ U(R). Thus we obtain an
element t ∈ UT(n,R) such that t−1at possesses the desired property.
Suppose now that R is an artinian local ring with maximal ideal M satisfying (2).
Then R/M is a field and it follows, by the commutative case, that there is t1 ∈ UT(n,R)
such that the desired property holds for t−11 at1 modulo M. Assume by induction that
we found already an element tk ∈ UT(n,R) such that each (i, j)th entry a(k)ij of a(k) =
t−1k atk lies in Mk for every 1  i  j  n with aii − ajj ∈ U(R). Because the element
r = −a(k)ij (aii − ajj )−1 ∈Mk is central modulo Mk+1, we see that r satisfies a(k)ij +
aiir − rajj ≡ 0 mod Mk+1. Hence the (i, j)th entry of (I + eij (r))−1a(k)(I + eij (r)) is
contained in Mk+1. Working parallel to the main diagonal as we did in the commutative
case, we come to an element tk+1 ∈ UT(n,R) such that the (i, j)th entry of t−1k+1atk+1
belongs toMk+1 for all 1 i  j  n with aii − ajj ∈ U(R). Since R is artinian,Ms = 0
for some s  0 and consequently t−1s ats satisfies the required property. 
Remark 2.2. Observe that conjugation by a transvection t as above does not change the
diagonal entries of a.
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that
⋂∞
l=0Ml = 0. Suppose further that an Engel group G of upper-triangular matrices
over R contains an element g = ( a 00 b ) in which
a =


a1 ∗
. . .
0 ak

 , b =


b1 ∗
. . .
0 bm

 , and ai − bj ∈ U(R)
for each 1 i  k, 1 j m. Then any x ∈ G is of the form
x =
(
α 0
0 β
)
with α =


α1 ∗
. . .
0 αk

 and β =


β1 ∗
. . .
0 βm

 .
Proof. Write x = ( α γ0 β ) in which α and β are as above and γ = (γij ) is a k × m-matrix.
We need to show that γ = 0.
We have that
x−1 =
(
α−1 −α−1γβ−1
0 β−1
)
and
x′ = [x,g] =
(
α−1a−1αa α−1a−1γ b − α−1γβ−1b−1βb
0 β−1b−1βb
)
.
Compute first α−1a−1γ b. It equals

α−11 a
−1
1 ∗
α−12 a
−1
2
. . .
0 α−1k a
−1
k




γ11 γ12 . . . γ1m
γ21 γ22 . . . γ2m
. . . . . . . . . . . .
γk1 γk2 . . . γkm




b1 ∗
b2
. . .
0 bm

 ,
which belongs to

α−11 a
−1
1 γ11 +
∑
i2 Rγi1 α
−1
1 a
−1
1 γ12 +
∑
i2 Rγi2 . . . α
−1
1 a
−1
1 γ1m +
∑
i2 Rγim
α−12 a
−1
2 γ21 +
∑
i3 Rγi1 α
−1
2 a
−1
2 γ22 +
∑
i3 Rγi2 . . . α
−1
2 a
−1
2 γ2m +
∑
i3 Rγim
. . . . . . . . . . . .
α−1k a
−1
k γk1 α
−1
k a
−1
k γk2 . . . α
−1
k a
−1
k γkm


×


b1 ∗
b2
. . .

 .0 bm
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

α−11 γ11 +
∑
i2 Rγi1 α
−1
1 γ12 +
∑
i2 Rγi2 . . . α
−1
1 γ1m +
∑
i2 Rγim
α−12 γ21 +
∑
i3 Rγi1 α
−1
2 γ22 +
∑
i3 Rγi2 . . . α
−1
2 γ2m +
∑
i3 Rγim
. . . . . . . . . . . .
α−1k γk1 α
−1
k γk2 . . . α
−1
k γkm


× β−1b−1βb.
Suppose now that R is commutative. Then
β−1b−1βb =


1 ∗
1
. . .
0 1

 .
We see that the (k,1)th entry of γ (1) = α−1a−1γ b − α−1γβ−1b−1βb is α−1k γk1 ×
(a−1k b1 − 1).
Write
x(l) = [x,g, . . . , g︸ ︷︷ ︸
l
] =
(
α(l) γ (l)
0 β(l)
)
, γ (l) =

γ
(l)
11 γ
(l)
12 . . . γ
(l)
1m
. . . . . . . . . . . .
γ
(l)
k1 γ
(l)
k2 . . . γ
(l)
km

 .
Since R is commutative,
α(l) =


1 ∗
1
. . .
0 1

 and β(l) =


1 ∗
1
. . .
0 1

 .
The above calculations with x = x(l−1) tell us that γ (l)k1 = α−1k γk1(a−1k b1 − 1)l for each
l  1. Since α−1k and a
−1
k b1 − 1 are units in R and G is Engel, it follows that γk1 must
be 0. Hence γ (l)k1 = 0 for all l  1. Then
γ
(1)
k−1,1 = α−1k−1γk−1,1
(
a−1k−1b1 − 1
)
and, more generally,
γ
(l)
k−1,1 = α−1k−1γk−1,1
(
a−1k−1b1 − 1
)l
, l  1.
We derive again from the Engel property of G that γk−1,1 = 0 and, consequently,
γ
(l)
k−1,1 = 0 for all l  1. Going up this way by the first column we conclude that γ (l)11 =
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21 = · · · = γ (l)k1 = 0 for each l  1. Suppose by induction that the first s columns of γ (l)
are all zero for each l  1. Then γ (l)k,s+1 = α−1k γk,s+1(a−1k bs+1 − 1)l . As above, this yields
γ
(l)
k,s+1 = 0 for every l  1. It is easily seen that we can go up by the (s + 1)st column of γ
as we did for the first one and conclude that it is also zero. Hence the (s + 1)st column of
γ (l) is zero for each l  1. It follows by induction that γ is the zero k ×m-matrix.
Next we adjust our proof for the case when R is a local ring with ⋂∞r=0Mr = 0 and
which satisfies (2). We keep the above notation. Because R/M is a field, it follows by
the commutative case that all entries of γ are in M. Suppose by induction that we know
already that each entry of γ is in Mr . Thus every γij is central modulo Mr+1. Since
working moduloM we have
β−1b−1βb ≡


1 ∗
1
. . .
0 1

 ,
it follows that γ (1)k1 ≡ α−1k γk1(a−1k b1 − 1) modMr+1. Furthermore,
α(l) ≡


1 ∗
1
. . .
0 1

 modM, β(l) ≡


1 ∗
1
. . .
0 1

 modM
and hence γ (l)k1 ≡ α−1k γk1(a−1k b1 − 1)l modMr+1 for each l  1. The Engel property of G
implies that γ (l)k1 ∈Mr+1 for all l  1. The rest of the argument goes as in the commutative
case and shows that all entries of γ are inMr+1. Hence, by induction, they are contained
in all powers ofM and we conclude from ⋂∞r=0Mr = 0 that γ is the zero matrix. 
Corollary 2.4. Let R be as in Lemma 2.3. Suppose further that an Engel group G of upper-
triangular matrices over R contains an element g = (gij )ij such that, for some index i,
we have gi,i − gi+1,i+1 ∈ U(R) and gi,i+1 = 0. Then xi,i+1 = 0 for all x = (xij )ij ∈ G.
Proof. Notice that the set
{(
xi,i xi,i+1
0 xi+1,i+1
)
: x ∈ G
}
is an Engel group of upper-triangular matrices over R. By the previous lemma, we readily
obtain that xi,i+1 = 0 for all x ∈ G. 
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We recall that, for a group G of upper-triangular matrices over R, property (1) is as
follows:
If for a pair of indices i < j there is an element g′ = (g′ij )ij
in G such that g′ii − g′jj ∈ U(R), then gij = 0 for all g ∈ G.
Theorem 3.1. Let G be an Engel subgroup of upper triangular n×n-matrices over a local
ring R. Suppose further that R is either commutative or artinian with condition (2). Then
G is conjugate in UT(n,R) to a subgroup with property (1).
Proof. For simplicity we shall say that an upper-triangular matrix g = (gij )ij with en-
tries in R satisfies property (x) if
gii − gjj ∈ U(R) ⇒ gij = 0.
Let M be the (unique) maximal ideal of R and g = (gij )ij be an arbitrary fixed
element of G. By Lemma 2.1 we may assume, up to conjugacy in UT(n,R), that g satisfies
property (x). Suppose that, for some index i, the diagonal entries gii and gi+1,i+1 of g are
not congruent modulo M. By property (x) we have that gi,i+1 = 0. Let h be the matrix
obtained from the identity n× n-matrix by interchanging its ith and (i + 1)st rows:
h =


I
0 1
1 0
I

 . (4)
It is readily seen that conjugation by h transposes the ith and (i + 1)st rows and also the
ith and (i + 1)st columns. Since gi,i − gi+1,i+1 ∈ U(R), gi,i+1 = 0 and G is Engel, we
know from Corollary 2.4, that xi,i+1 = 0 for all x ∈ G. Hence, all elements of G remain
triangular under conjugation by h. Moreover, h−1gh still has property (x) and its (i, i)th
and (i+1, i+1)st diagonal entries are permuted. Applying this type of conjugation several
times if necessary, we see that G is conjugate by an element h˜ ∈ GL(n,R) to a group G˜
where g becomes
g˜ = diag(a, b) =
(
a 0
0 b
)
, (5)
in which a and b are upper-triangular matrices, the diagonal entries of a are pairwise con-
gruent moduloM and no diagonal entry of a is congruent moduloM to a diagonal entry
of b. The element h˜ is a product of permutation matrices of the form (4). By Lemma 2.3,
any x of G˜ is of the form x = diag(αx,βx) where αx and βx have the same sizes as a
and b, respectively. Let G˜1 = 〈αx : x ∈ G˜〉, G˜2 = 〈βx : x ∈ G˜〉. Since G˜1 and G˜2 are En-
gel groups of upper-triangular matrices of smaller sizes, induction on n implies that there
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spectively, such that both t−11 G˜1t1 and t
−1
2 G˜1t2 satisfy (1). Then, taking t = diag(t1, t2),
the group t−1G˜t obviously verifies (1). Now, let
G˜ = h˜t−1G˜th˜−1 = (h˜t h˜−1)−1G(h˜t h˜−1).
Because conjugation by h˜ preserves property (1) we see that G˜ is upper-triangular and
satisfies (1). Hence we will be done if we show that h˜t h˜−1 ∈ UT(n,R).
Without loss of generality we may suppose that t1 and t2 are transvections. Write
tˆ1 = diag(t1, I ), tˆ2 = diag(I, t2) ∈ UT(n,R) where the I ’s are identity matrices of appro-
priate sizes. Then evidently t = tˆ1 tˆ2. Write also h˜ = hτ1hτ2 · · ·hτm , where hτ1 , hτ2 , . . . are
permutation matrices of the form (4) and τ1, τ2, . . . denote the corresponding permuta-
tions (in fact, transpositions) of indices. Observe, in particular, that τm is the transposition
(n1, n1 +1), since the indices which are involved in a are 1, . . . , n1. Now, notice that when
we conjugate an upper-triangular transvection t ′, say, by one of the permutation matrices
hτ involved in h˜, we obtain again an upper-triangular transvection unless τ interchanges
the two indices which determine t ′. However, we can avoid this in our case, as shown
below.
We remark that conjugation by hτm induces a permutation of indices after which we
can distinguish two sets which form a partition of the set of all indices: the set am of those
indices coming from {1, . . . , n1}, the set of indices of a, and the set b of those coming
from the set of indices of b. Moreover hτm tˆ1h−1τm is an upper-triangular transvection whose
indices are both in am. In a similar way, hτm tˆ2h−1τm is an upper-triangular transvection whose
indices are both in bm.
Next, since conjugation by hτm−1 permutes one index from am with one from bm,
we again obtain two disjoint sets of indices am−1 and bm−1, as above, and such that
hτm−1hτm tˆ1h
−1
τm
h−1τm−1 and hτm−1hτm tˆ1h
−1
τm
h−1τm−1 are upper-triangular transvections whose in-
dices are in am−1 and bm−1, respectively. Inductively, we obtain that htˆ1h−1 and htˆ2h−1
are both upper triangular transvections and the result follows. 
Denote by N(n,R) the group of all invertible upper-triangular n × n-matrices g =
(gij )ij with entries in a local ring R such that gii ≡ gjj modM for all 1 i, j  n.
Theorem 3.2. Let R be a local artinian ring with (unique) maximal idealM which satisfies
condition (2). For any fixed decomposition n = n1 + · · · + ns the group
Gn1,...,ns =


N(n1,R) 0
N(n2,R)
. . .
0 N(ns,R)


is nilpotent and is a maximal Engel subgroup of T (n,R). Moreover, every maximal Engel
subgroup of T (n,R) is conjugate in GL(n,R) to one of the groups Gn1,...,ns .
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a group satisfying property (1). Conjugating by permutation matrices of the form (4), we
can determine a decomposition n = n1 + · · · + ns such that G is conjugate in GL(n,R) to
a subgroup of Gn1,...,ns . Thus, it remains to show that Gn1,...,ns is nilpotent.
Evidently, Gn1,...,ns  N(n1,R) × N(n2,R) × · · · × N(ns,R) and hence it suffices to
show that G = N(n,R) is nilpotent (n 1).
Let m be the nilpotency index ofM, that isMm = 0 andMm−1 = 0. Observe that (2)
implies that the (k+1)st term Γk+1(U(R)) of the lower central series of U(R) is contained
in 1 +Mk , k  1, and thus U(R) is nilpotent of class at most m. Write
N (1) =


0 R R R . . .
0 0 R R . . .
0 0 0 R . . .
0 0 0 0 . . .
. . . . . . . . . . . . . . .

 , N (2) =


0 M R R . . .
0 0 M R . . .
0 0 0 M . . .
0 0 0 0 . . .
. . . . . . . . . . . . . . .

 ,
N (3) =


0 M2 M R . . .
0 0 M2 M . . .
0 0 0 M2 . . .
0 0 0 0 . . .
. . . . . . . . . . . . . . .

 , N (4) =


0 M3 M2 M . . .
0 0 M3 M2 . . .
0 0 0 M3 . . .
0 0 0 0 . . .
. . . . . . . . . . . . . . .

 ,
etc. AsM is a nilpotent ideal of index m, the last non-zero ideal will be
N (n+m−2) =


0 0 . . . 0 Mm−1
0 0 . . . 0 0
0 0 . . . 0 0
0 0 . . . 0 0
. . . . . . . . . . . . . . .

 .
Denote by D the subgroup of diagonal elements of G. We claim that
G ⊃ Γ2(D)+N (1) ⊃ Γ3(D) +N (2) ⊃ · · · ⊃ Γm(D) +N (m−1)
⊃ I +N (m) ⊃ · · · ⊃ I +N (n+m−2) ⊃ I (6)
is a central series of G. Indeed, given a diagonal matrix d = diag(g11, . . . , gnn) ∈ G and a
transvection t = I + eij (x) with x ∈Ml we have that
[d, t] = I + eij
(
g−1ii (giix − xgjj )
) ∈ I + eij (Ml+1), (7)
as gii − gjj ∈M. Moreover, for any two transvections with i = j ′, one has[ ]I + eij (x), I + ei′j ′(y) = I + δj,i′eij ′(xy), (8)
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equal to I .
Since G is generated by UT(n,R) and D, it follows in view of (7) and (8) that [G,
I +N (k)] ⊆ I +N (k+1) for all k  1. Moreover, for any h = diag(h11, . . . , hnn) ∈ Γk+1(D)
one has hii ∈ Γk+1(U(R)) ⊆ 1 +Mk , i = 1, . . . , n. Hence taking t = I + eij (x) with
x ∈ R, we see by (7) that [t, d] ∈ I + eij (Mk) and, consequently, [UT(n,R),Γk+1(D)] ⊆
I +N (k+1). This yields that (6) is a central series and G = N(n,R) is nilpotent. 
Let R be as in Theorem 3.2 and let τ be a partition {1, . . . , n} = τ1 ∪· · ·∪τs of {1, . . . , n}
into a disjoint union of subsets. Denote by Gτ the group of all matrices (gij )ij ∈ T (n,R)
such that
(i) if i, j ∈ τk for some k ∈ {1, . . . , s} then gii ≡ gjj modM;
(ii) gij = 0 for all i ∈ τk and j ∈ τk′ with k = k′.
Corollary 3.3. The groups Gτ , with τ running over all partitions of {1, . . . , n} into disjoint
union of subsets, are nilpotent, pairwise non-conjugate in T (n,R) and every maximal
Engel subgroup of T (n,R) is conjugate to one of them. Moreover, all the elements in the
conjugacy class of Gτ are obtained conjugating Gτ by the elements of UT(n,R).
Proof. By Theorem 3.1 every Engel subgroup of T (n,R) satisfies property (1) and hence,
up to conjugacy in UT(n,R), is a subgroup of Gτ for some partition τ . It follows from
the proof of Theorem 3.1 that Gτ is conjugate in GL(n,R) to Gn1,...,ns where ni is the
number of elements in τi (i = 1, . . . , s). Hence Gτ is maximal Engel and nilpotent in view
of Theorem 3.2. 
From Theorem 3.2 we readily obtain the following.
Corollary 3.4. The groups Gn1,n2,... with n = n1+n2+· · · running over all decompositions
such that n1  n2  · · · , form a full set of representatives of the isomorphism classes of the
maximal Engel subgroups of T (n,R).
The length of the central series (6) of the group G = N(n,R) is n + m − 1, so we
wonder whether or not it is the nilpotency class of G. We examine this by analyzing the
lower central series of N(n,R). It was seen above that [G,I +N (k)] ⊆ I +N (k+1). We
have that [
D,I + eij
(Ml)]= I + eij (M(l+1)) (9)
for each l  0. In fact, take I + eij (z) with z ∈Ml+1. Write z =∑xy where x ∈Ml ,
y ∈M. Then d = diag(1, . . . ,1,1−y,1, . . . ,1) ∈ D with 1−y placed in the j th position.
By (7) we have that [d, I + eij (x)] = I + eij (xy) and thus I + eij (z) =∏ I + eij (xy) ∈
[D,I + eij (Ml )] which means that [D,I + eij (Ml )] ⊇ I + eij (Ml+1), proving (9).
Using formulas (8) and (9), it follows that the commutator subgroup of N(n,R) is[ ( ) ( )] ( )
D I +N (1) ,D I +N (1) = Γ2(D) I +N (2) .
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Indeed, it will suffice to prove our claim in the case when g is a generator of Γ2(D) and
thus gii = [hii, fii] and gjj = [hjj , fjj ] for some hii, fii , hjj , fjj ∈ U(R). We know that
hjj = hii(1 + x) and fjj = fii(1 + y) with x, y ∈M. Then
gjj =
[
hii(1 + x), fii(1 + y)
]
= ([hii,1 + y][hii, fii](1+y))(1+x)[1 + x,1 + y][1 + x,fii](1+y).
SinceM is central moduloM2, it follows that gjj ∈ [hii, fii](1 +M2) and consequently
gii − gjj ∈M2 as desired.
We see now that if g = diag(g11, . . . , gnn) ∈ Γ2(D), then for any I + eij (z) ∈ I +N (1)
we have by (7) that
[
I + eij (z), g
]⊆ I + eij (M2)⊆ I +N (3),
so that
[
I +N (1),Γ2(D)
]⊆ I +N (3)
and thus, in view of formula (9), the third term of the lower central series of N(n,R) is
[
D
(
I +N (1)),Γ2(D)(I +N (2))]= Γ3(D)(I +N (3)).
Is it true in general that gii −gjj ∈Mk for any 1 i, j  n if g = diag(g11, . . . , gnn) ∈
Γk(D) and k  1? If we assume this for k − 1, we may write gii = [hii, fii], gjj =
[hjj , fjj ], hjj = hii(1 + x), fjj = fii(1 + y) with hii ∈ Γk−1(U(R)), fii ∈ U(R),
x ∈Mk−1 and y ∈M. Then, since clearly
[1 + x,1 + y][1 + x,fii](1+y) ∈ 1 +Mk,
the above commutator calculation shows that gjj ∈ gii(1 + Mk) if and only if [hii,
1 + y][hii, fii](1+y) ∈ gii(1 +Mk). Since [hii, fii] = gii ∈ 1 +Mk−1, we have [gii ,
1 + y] ∈ 1 +Mk and thus
gii − gjj ∈Mk ⇐⇒ [hii,1 + y] ∈ 1 +Mk.
We conclude from the above argument that if [Γl−1(U(R)),1 +M] ⊆ 1 +Ml for all
2 l  k then for each such l and any g = diag(g11, . . . , gnn) ∈ Γl(D) one has gii − gjj ∈
Ml for all 1 i, j  n. Applying (7), again we see that [I +N (1),Γl(D)] ⊆ I +N (l+1)
which yields that the (l + 1)st term of the lower central series of N(n,R) is
[
D
(
I +N (1)),Γl(D)(I +N (l))]= Γl+1(D)(I +N (l+1)), (10)2 l  k.
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all terms of the lower central series of N(n,R) are determined by (10) and the nilpotency
class of N(n,R) is n + m − 2. This obviously happens if Γ2(U(R)) ⊆ 1 +M2 as, by
induction, [Γk−1(U(R)),1 +M] ⊆ [1 +Mk−1,1 +M] ⊆ 1 +Mk for all k.
On the other hand, this is true also if [M,M]Lie ⊆M3. Indeed, induction shows
that [Mk−2,M]Lie ⊆ Mk . Since Γk−1(U(R)) ⊆ 1 + Mk−2, it follows again that
[1 +Mk−1,1 +M] ⊆ 1 +Mk for all k.
Suppose that [Γk−1(U(R)),1 +M] ⊆ 1 +Mk does not hold for all k and let k0 be the
least integer with [Γk0(U(R)),1+M] 1+Mk0+1. Evidently 2 k0 m−1. It follows
from the above consideration that if h ∈ Γk0(U(R)) and y ∈M are such that [h,1 + y] /∈
1 +Mk0+1, then taking h′ = diag(h, . . . , h) and f = diag(1,1 + y,1, . . .), we see that
g = [h′, f ] = diag(1, [h,1 + y],1, . . . ,1) ∈ Γk0+1(D) and by (7),[
g, I + e12(1)
]= I + e12(v), with v = 1 − [h,1 + y] ∈Mk0\Mk0+1.
Thus Z˜ = [I +N (1),Γk0+1(D)] I +N (k0+2). Since Γk0+1(U(R)) ⊆ 1 +Mk0 , one has
that Z˜ ⊆ I +N (k0+1). Then the (k0 + 2)nd term of the lower central series of N(n,R) is
[
D
(
I +N (1)),Γk0+1(D)(I +N (k0+1))]= Γk0+2(D)Z˜(I +N (k0+2))
 Γk0+2(D)
(
I +N (k0+2)).
Suppose that k0 = m− 1. If n = 2, then k0 + 2 = m− 1 + 2 = n+m− 1 and the above
calculated term Γk0+2(N(n,R)) is the last non-identity term of the lower central series of
N(n,R). If n > 2, taking an element from Z˜ which is not contained in I +N (k0+2), we
see using (8) that [I +N (1), Z˜] has a nonidentity element from I + e13(Mm−1). Since
this element is not contained in I + N (k0+3), the (k0 + 3)rd term of the lower central
series of N(n,R) strictly contains Γk0+3(D)(I +N (k0+3)). We see by induction that the
(n + m − 1)st term of the lower central series of N(n,R) contains a non-identity element
from I + e1n(Mm−1). We have shown thus that if k0 = m− 1, then the nilpotency class of
N(n,R) is n+m − 1.
If k0 < m − 1, the nilpotenthy class of N(n,R) still depends on the properties of R.
However, for all l  2 the lth term of the lower central series of N(n,R) contains
Γl(D)(I +N (l)) and is contained in Γl(D)(I +N (l−1)) so that the nilpotenthy class is
either n+m− 2 or n+m− 1. Assuming a rather natural condition on R we can guarantee
that it will be n +m − 1. The condition is
v ∈M, vM⊆Ms ⇒ v ∈Ms−1, for all s  2. (11)
Assuming (11) and taking the above considered element v = 1 − [h,1 + y], we see that
there exists z ∈M with vz /∈Mk0+2. Then by (7) one has [diag(1,1 − z,1, . . . ,1), I +
e12(v)] = I +e12(vz) and the (k0 +3)rd term of the lower central series of N(n,R) strictly
contains Γk0+3(D)(I + N (k0+3)). Using (11) in this way, we produce by induction an
element I + e12(w) of the (m + 1)st term of the lower central series of N(n,R) which
is not contained in I +N (m+1). Then applying (8) several times, as in case k0 = m − 1,
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element from I + e1n(Mm−1). This means that the nilpotenthy class is in fact n+ m − 1.
We have obtained the following result.
Proposition 3.5. Let R be as in Theorem 3.2 and n 2.
(i) If [Γk−1(U(R)),1 +M] ⊆ 1 +Mk for all k, then the lower central series of N(n,R)
is
G ⊃ Γ2(D) +N (2) ⊃ Γ3(D) +N (3) ⊃ · · · ⊃ Γm(D)+N (m)
⊃ I +N (m+1) ⊃ · · · ⊃ I +N (n+m−2) ⊃ I,
and the nilpotency class of N(n,R) is n + m − 2. This happens if either Γ2(U(R)) ⊆
1 +M2 or if [M,M]Lie ⊆M3.
(ii) If k0 is the least integer with [Γk0(U(R)),1 +M] 1 +Mk0+1, then 2 k0 m− 1,
the first k0 + 1 terms of the lower central series of N(n,R) are as in item (i) and for
each k0 + 2  l  n + m − 1 the lth term Γl(N(n,R)) of the lower central series of
N(n,R) satisfies
Γl(D)
(
I +N (l))⊆ Γl(N(n,R))⊆ Γl(D)(I +N (l−1)).
In particular, the nilpotency class of N(n,R) is either n + m − 2 or n + m − 1. The
latter occurs whenever R satisfies (11) or k0 = m − 1.
The next corollary immediately follows from item (i) of Proposition 3.5.
Corollary 3.6. If R is a commutative local artinian ring and n 2, then N(n,R) is nilpo-
tent of class n+ m − 2.
On the other hand, since 2 k0 m − 1, item (ii) of Proposition 3.5 does not occur if
m = 2. Thus we immediately have:
Corollary 3.7. Let R be as in Theorem 3.2 and n 2. IfM = 0 andM2 = 0, then N(n,R)
is nilpotent of class n+m − 2 = n.
If R is a K-algebra satisfying the conditions of Theorem 3.2 and R = K ⊕M as vector
spaces, then Γ2(U(R)) = Γ2(1 +M) ⊆ 1 +M2, so that R verifies item (i) of Proposi-
tion 3.5. An example of such a ring is given by the group algebra KG of a finite p-group
G over a field K of characteristic p. Indeed, it was observed already in the Introduction that
KG is local with M= ∆(G) which satisfies (2). Moreover, evidently KG = K ⊕ ∆(G).
Hence we obtain the following corollary.
Corollary 3.8. Let R be as in Theorem 3.2 and n 2. If R is a K-algebra and R = K ⊕M
as vector spaces, then N(n,R) is nilpotent of class n+m− 2. In particular, this occurs if
R = KG, the group algebra of a finite p-group G over a field K of characteristic p.
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