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Abstract
We derive the Konishi anomaly equations for N = 1 supersymmetric gauge theories
based on the classical gauge groups with matter in two-index tensor and fundamental
representations, thus extending the existing results for U(N). A general formula is
obtained which expresses solutions to the Konishi anomaly equation in terms of solutions
to the loop equations of the corresponding matrix model. This provides an alternative to
the diagrammatic proof that the perturbative part of the glueball superpotentialWeff for
these matter representations can be computed from matrix model integrals, and further
shows that the two approaches always give the same result. The anomaly approach is
found to be computationally more efficient in the cases we studied. Also, we show in the
anomaly approach how theories with a traceless two-index tensor can be solved using an
associated theory with a traceful tensor and appropriately chosen coupling constants.
1
1 Introduction
The recently established connection [1, 2, 3] between matrix models and the effective su-
perpotentials of certain N = 1 gauge theories provides us with a new tool for studying
supersymmetric field theories. The connection, originally formulated in the context of U(N)
gauge theories with adjoint matter, has been established following two distinct approaches,
one based on superspace diagrammatics [4], and the other on generalized Konishi anomalies
[5]. These derivations were subsequently generalized to a few more gauge groups and matter
representations, but the list of examples is actually quite short at present. In particular,
the diagrammatic approach has been applied to the classical gauge groups with matter in
arbitrary two-index representations [7, 8, 9, 10, 11], while the anomaly approach has so far
been used for U(N) with matter in the adjoint and fundamental representations [5, 16], in
(anti)symmetric tensor representations [11], and to quiver theories [11, 12]. 1 So basic ques-
tions remain regarding the general applicability of these ideas, and also whether matrix models
can in fact successfully reproduce the known physics of supersymmetric gauge theories.
In [10], theories based on the classical gauge groups with two-index tensor matter were
considered using the diagrammatic approach. In the case2 of Sp(N) with anti-symmetric
matter, a comparison was made against an independently derived dynamical superpotential
[13] governing these theories. The comparison revealed agreement up to h − 1 loops in per-
turbation theory (h is the dual Coxeter number), and a disagreement at h loops and beyond.
Although it seemed most likely that the disagreement was due to nonperturbative effects, even
at the perturbative level there were a number of subtleties deserving of further scrutiny. These
subtleties mainly concern the class of diagrams which should be kept in the evaluation of the
superpotential, and whether one is allowed to use Lie algebra identities to express objects of
the form Tr(Wα)2h in terms of lower traces including the glueball superfield S ∼ Tr(Wα)2.
Since these subtleties arise at the same order in perturbation theory as the observed discrep-
ancies, it seems important to gain a better understanding of them. One motivation for the
present work was to rederive the results of [10] in the anomaly approach to see if this gives
the same result, and if so, to see which diagrams are effectively being computed. We will see
that the anomaly approach corresponds to keeping at most two Wα’s per index loop and not
using Lie algebra identities. So using these rules, whether one computes using diagrams or
anomalies, one finds the same agreements/discrepancies between the gauge theory and the
1The Konishi anomalies have also been applied without direct reference to a matrix model in [14].
2Our convention is such that Sp(2) ≈ SU(2).
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matrix model.
Another motivation for this work was to apply the anomaly approach to a wider class of
theories. For the classical gauge groups with certain two-index tensors plus fundamentals, we
will show how solutions to the Konishi anomaly equations can be obtained from solutions to
the loop equations of the corresponding matrix model. This leads to the following general
formula for the perturbative contribution to the effective glueball superpotential
Weff = N
∂
∂S
FS2 + wαw
α
2
∂2
∂S2
FS2 + 4FRP 2 + FD2 (1)
where the F ’s are matrix model contributions of a given topology to the free energy. This
formula generalizes the U(N) results of [5, 16, 11], as well as results [7, 8, 9, 10, 11] found
using the diagrammatic approach.
In fact, the above formula is only directly applicable to cases in which no tracelessness
condition is imposed on the two-index tensors. In [10] it was shown that imposing a traceless-
ness condition requires one to include additional disconnected matrix model diagrams, and
there was no simple formula relating the superpotential to the free energy of the traceless
matrix model. On the other hand, one expects that the traceful theory should contain all
the information about the traceless case provided one includes a Lagrange multiplier field
to set the trace to zero. We will show how this works in detail, and find that indeed, the
superpotential of the traceless theory can be extracted from the free energy of the traceful
matrix model. We use this to rederive and extend some results from [10] in a much more
convenient fashion.
The remainder of this paper is organized as follows. In sections 2 and 3 we derive the
gauge theory Konishi anomaly equations and the matrix model loop equations for the theories
of interest. The theories can all be treated in a uniform way by using appropriate projection
operators. In section 4 we discuss some of the subtleties alluded to above, and then go on to
show that solutions to the gauge theory anomaly equations follow from those of the matrix
model loop equations. Section 5 concerns the effects of tracelessness. Details of some of our
calculations are given in appendices A and B.
Note: As we were preparing the manuscript, [24] appeared which overlaps with some of
our discussion.
3
2 Loop equations on the gauge theory side
In this section we derive the gauge theory loop equations for various gauge groups and matter
representations, extending the U(N) result of [5, 16].
2.1 Setup
We consider an N = 1 supersymmetric gauge theory with tree level superpotential
Wtree = Tr[W (Φ)] + Q˜f˜mf˜f (Φ)Qf , (2)
where the two-index tensor Φij is in one of the following representations:
• U(N) adjoint.
• SU(N) adjoint.
• SO(N) antisymmetric tensor.
• SO(N) symmetric tensor, traceful or traceless.
• Sp(N) symmetric tensor.
• Sp(N) antisymmetric tensor, traceful or traceless.
For other U(N) representations, see [17, 11]. In the Sp cases, the object with the denoted
symmetry is related to Φ by
Φ =

SJ Sij: symmetric tensor,AJ Aij: antisymmetric tensor. (3)
Here J is the invariant antisymmetric tensor of Sp(N), namely
Jij =
(
0 1N/2
−1N/2 0
)
. (4)
The tracelessness of the Sp antisymmetric tensor is defined with respect to this J , i.e., by
Tr[AJ ] = 0.
Also, Qf and Q˜f are fundamental matter fields, with f and f˜ being flavor indices. In the
U(N) case we have Nf fundamentals Qf and Nf anti-fundamentals Q˜f˜ , while in the SO/Sp
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case we have Nf fundamentals Qf . In the SO/Sp case, Q˜f˜ is not an independent field but
related to Qf by
(Q˜f˜)i =

(Qf˜ )i SO(N),(Qf˜ )jJji Sp(N). (5)
In the Sp case, Nf should be taken to be even to avoid the Witten anomaly [6].
W and m are taken to be polynomials
W (z) =
n∑
p=1
gp
p
zp, mf˜f (z) =
n′∑
p=1
(mp)f˜f
p
zp, (6)
where in the traceless cases the p = 1 term is absent fromW (z). Further, due to the symmetry
properties of the matrix Φ, some gp vanish for certain representations:
g2p+1 = 0 (p = 0, 1, 2, · · · ) for SO antisymmetric / Sp symmetric. (7)
The symmetry properties of Φ also imply that the matrices (mp)f˜f have the following sym-
metry properties:
(mp)f ′f =


(−1)p(mp)ff ′ SO antisymmetric,
(mp)ff ′ SO symmetric,
(−1)p+1(mp)ff ′ Sp symmetric,
−(mp)ff ′ Sp antisymmetric.
(8)
In this and the next few sections, we discuss traceful cases only, postponing the traceless
cases to section 5 (we regard the SU(N) case as the traceless U(N) case).
2.2 The loop equations
We will be interested in expectation values of chiral operators. As in [5, 16],
{Wα,Wβ} = [Φ,Wα] =WαQ = Q˜Wα = 0 (9)
in the chiral ring. Therefore, the complete list of independent single-trace chiral operators
are Tr[Φp], Tr[WαΦp], Tr[W2Φp], and Q˜f˜ΦpQf . As is standard, we define
S = − 1
32pi
Tr[WαWα], wα = 1
4pi
Tr[Wα]. (10)
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The chiral operators can be packaged concisely in terms of the resolvents
R(z) ≡ − 1
32pi2
〈
Tr
[ W2
z − Φ
]〉
, wα(z) ≡ 1
4pi
〈
Tr
[ Wα
z − Φ
]〉
, T (z) ≡
〈
Tr
[
1
z − Φ
]〉
,
Mff˜ (z) ≡
〈
Q˜f˜
1
z − ΦQf
〉
. (11)
Note that the indices of Mff˜ are reversed relative to Q˜f˜ , Qf . The resolvent wα(z) is nonva-
nishing only for U(N); in all other cases wα(z) ≡ 0. This can be understood as follows. In
these semi-simple cases the Lie algebra generators are traceless, so we cannot have a nonzero
background field wα. There being no preferred spinor direction specified by the background
wα, the spinor wα(z) can be nothing but zero. Alternatively, if we integrate out Φ, then
wα(z) should be of the form 〈Tr[Wα](Tr[W2])n〉 by the chiral ring relations (9). If we use
the factorization property of chiral operator expectation values, this is proportional to wαS
n,
which vanishes.
The resolvents defined in equation (11) provide sufficient data to determine the effective
superpotential up to a coupling independent part, because of the relation
〈Tr[Φp]〉 = p ∂
∂gp
Weff ,
〈
Q˜f˜Φ
pQf
〉
= p
∂
∂(mp)f˜f
Weff . (12)
The generalized Konishi [21] anomaly equation [5, 16, 14] is obtained by considering the
divergence of the current associated with the variation of a particular field Ψa:
δΨa = fa, (13)
where a is a gauge index. Then the anomaly equation reads〈
∂Wtree
∂Ψa
fa
〉
+
1
32pi2
〈
[WαWα]ba
∂fb
∂Ψa
〉
= 0, (14)
whereWα is in the representation furnished by Ψ. The first term in (14) represents the classical
change of the action under the variation (13), while the second term in (14) corresponds to
the quantum variation due to the change in the functional measure.
In the U(N) case considered in [5, 16], there is no additional symmetry imposed on the
field Φ, so δΦij = fij can be any function of Wα and Φ. In general, the tensor Φ will have
some symmetry properties (symmetric or antisymmetric tensor in the present SO/Sp study),
and fij should be chosen to reflect those. Similarly, the derivative ∂/∂Ψa = ∂/∂Φij should
be defined in accord with the symmetry property of Φij . To this end, we define a projector
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P appropriate to each case:
Pij,kl =
1
2
(δikδjl + σtiltjk), (15)
where 

tij = δij , σ = −1 SO antisymmetric,
tij = δij , σ = +1 SO symmetric,
tij = Jij, σ = −1 Sp symmetric,
tij = Jij, σ = +1 Sp antisymmetric .
(16)
The tensor Φij satisfies Pij,klΦkl = Φij . Then, the symmetry property of δΦ discussed above
is implemented by the replacements
fa = fij → Pij,klfkl, ∂
∂Ψa
=
∂
∂Φij
→ Pij,kl ∂
∂Φkl
. (17)
With this replacement, fij can be any function of Wα and Φ as in the U(N) case. The
derivative can be treated as in the U(N) case also.
There is no such issue for the Q and Q˜ fields, although we have to remember that they
are not independent for SO/Sp.
With the projectors in hand, there is no difficulty in deriving the loop equations for SO/Sp.
Here we just present the resulting loop equations, leaving the details to Appendix A:
[W ′R]− =
1
2
R2,
[W ′T + tr(m′M)]− =


(
T − 2
z
)
R SO antisymmetric,(
T − 2 d
dz
)
R SO symmetric ,(
T + 2
z
)
R Sp symmetric ,(
T + 2 d
dz
)
R Sp antisymmetric,
2[(Mm)ff ′ ]− = Rδff ′ ,
2[(mM)f˜ f˜ ′ ]− = Rδf˜ f˜ ′,
(18)
where [F (z)]− means to drop non-negative powers in a Laurent expansion in z. The last two
equations are really the same equation due to the symmetry properties of m (see equation
(8)), and Φ. Note that there is no wα(z) in these cases as explained below Eq. (11). For the
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sake of comparison, the U(N) loop equations are [5, 16]
[W ′R]− = R
2,
[W ′wα]− = 2wαR,
[W ′T + tr(m′M)]− = 2TR+ wαw
α
[(Mm)ff ′ ]− = Rδff ′ ,
[(mM)f˜ f˜ ′ ]− = Rδf˜ f˜ ′ .
(19)
One observes some extra numerical factors in the SO/Sp case as compared to the U(N) case.
The 1
2
in the first equation is from the 1
2
in the definition of Pij,kl, while the factor 2 in the
last two equations is because in the SO/Sp case Q and Q˜ are really the same field, so the
variation of Q˜mQ under δQ for SO/Sp is twice as large as that for U(N). Finally, the 1
z
R(z)
and d
dz
R(z) terms in the second equation of (18) come from the second term of Pij,kl.
The solution to the loop equations (18) or (19) is determined uniquely [5] given the con-
dition
S =
∮
C
dz
2pii
R(z), wα =
∮
C
dz
2pii
wα(z), N =
∮
C
dz
2pii
T (z), (20)
where the second equation is only for the U(N) case. The contour C goes around the critical
point of W (z). Therefore, if we recall the relation (12), we can say that the loop equations
are all we need to determine the superpotential Weff .
3 Loop equations on the matrix model side
Let us consider the matrix model which corresponds to the gauge theory in the previous
section. Its partition function is
Z = e
− 1
g2
F(S)
=
∫
dΦdQdQ˜ e−
1
g
Wtree(Φ,Q,Q˜). (21)
We denote matrix model quantities by boldface letters. Here, Φ is an N×N matrix with the
same symmetry property as the corresponding matter field in the gauge theory. Qf and Q˜f˜
are defined in a similar way to their gauge theory counterparts (therefore dQ˜ in (21) is not
included for SO/Sp). The function (or the “action”) Wtree is the one defined in (2). We will
take the N→∞, g→ 0 limit with the ’t Hooft coupling S = gN kept fixed. The dependence
of the free energy F(S) on N is eliminated using the relation N = S/g, and we expand F(S)
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as
F(S) =
∑
M
g2−χ(M)FM(S) = FS2 + gFRP 2 + gFD2 + · · · , (22)
where the sum is over all compact topologiesM of the matrix model diagrams written in the
’t Hooft double-line notation, and χ(M) is the Euler number ofM. The cases which will be
of interest to us are the sphere S2, projective plane RP 2, and disk D2, with χ = 2, 1, and 1,
respectively. All other contributions have χ ≤ 0.
We define matrix model resolvents as follows:
R(z) ≡ g
〈
Tr
[
1
z −Φ
]〉
, Mff˜ (z) ≡ g
〈
Q˜f˜
1
z −ΦQf
〉
. (23)
These resolvents provide sufficient data to determine the free energy F up to a coupling
independent part since
g〈Tr[Φp]〉 = p ∂
∂gp
F, g
〈
Q˜f˜Φ
pQf
〉
= p
∂
∂(mp)f˜f
F. (24)
We expand the resolvents in topologies just as we did for F:
R(z) =
∑
M
g2−χ(M)RM(z), M(z) =
∑
M
g2−χ(M)MM(z). (25)
Although RRP 2 and RD2 are of the same order in g, they can be distinguished unambiguously
because all terms in RD2 contains coupling constants mf˜f , while RRP 2 does not depend on
them at all. This is easily seen in the diagrammatic expansion of F. Also, because FS2 and
FRP 2 do not contain m, the expansion of M starts from the disk contribution, MD2 .
Now we can derive the matrix model loop equations. Consider changing the integration
variables as
δΨa = fa. (26)
Since the partition function is invariant under this variation, we obtain
0 = −1
g
∂Wtree
∂Ψa
fa +
∂fa
∂Ψa
. (27)
The first term came from the change in the “action” and corresponds to the first term (the
classical variation) of the generalized Konishi anomaly equation (14). On the other hand,
the second term came from the Jacobian and corresponds to the second term (the anomalous
variation) of Eq. (14).
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The derivation of the loop equations now can be done exactly in parallel to the derivation of
the gauge theory loop equations. In the SO/Sp case, we again have to consider the projector
Pij,kl. Here we leave details of the derivation to Appendix B and present the results. For
SO/Sp, they are
g
〈
Tr
W ′(Φ)
z −Φ
〉
+ g
〈
Q˜
m′(Φ)
z −ΦQ
〉
=
1
2
〈(
gTr
1
z −Φ
)2〉
± σ
2
g2
〈
Tr
1
(z −Φ)(z − σΦ)
〉
,
2
〈
Q˜f˜
mf˜ f(Φ)
z −Φ Qf ′
〉
= g
〈
Tr
1
z −Φ
〉
δff ′ , 2
〈
Q˜f˜
mf˜ ′f(Φ)
z −Φ Qf
〉
= g
〈
Tr
1
z −Φ
〉
δf˜ f˜ ′ , (28)
in the SO and Sp cases, respectively. The last two equations are really the same because of
the symmetry properties of Φ and mf˜ f .
Equations (28) include terms of all orders in g. Expanding the matrix model expectation
values in powers of g, plugging in the expansion (25) and comparing the O(1) and O(g1)
terms, we obtain the SO/Sp loop equations3. This is done in Appendix B, and the results
are:
[W ′RS2]− =
1
2
(RS2)
2
[W ′RRP 2]− =


(
RRP 2 − 12z
)
RS2 SO antisymmetric(
RRP 2 − 12 ddz
)
RS2 SO symmetric(
RRP 2 +
1
2z
)
RS2 Sp symmetric(
RRP 2 +
1
2
d
dz
)
RS2 Sp antisymmetric
[W ′RD2 + tr(m
′MD2)]− = RD2RS2
2[(MD2m)ff ′ ]− = RS2δff ′
2[(mMD2)f˜ f˜ ′ ]− = RS2δf˜ f˜ ′ ,
(30)
We separated the RRP 2 and RD2 contributions using the difference in their dependence on
mf˜ f (see the argument below Eq. (25)). Again, the last two equations are really the same
3In the SO antisymmetric and Sp symmetric cases, RRP 2 can be expressed [9, 8] in terms of RS2 , which
leads to the expression
FS2(S) = ∓1
2
∂
∂S
FRP 2 (29)
in the SO and Sp cases, respectively.
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equation. For comparison, the U(N) loop equations are
[W ′RS2]− = (RS2)
2
[W ′RD2 + tr(m
′MD2)]− = 2RD2RS2
[(MD2m)ff ′ ]− = RS2δff ′
[(mMD2)f˜ f˜ ′ ]− = RS2δf˜ f˜ ′,
(31)
Note that there is no RP 2 contribution for U(N).
The solutions to equations (30) or (31) are determined uniquely given the condition
S =
∮
C
dz
2pii
RS2(z), 0 =
∮
C
dz
2pii
RRP 2(z), 0 =
∮
C
dz
2pii
RD2(z). (32)
In this sense, the loop equations are all we need to determine the free energy F.
4 Connection between gauge theory and matrix model
resolvents
On the gauge theory side we have arrived at the loop equations (18). If we can solve these
equations for the resolvents, in particular for T (z), we will have sufficient data to determine
the glueball superpotential Weff(S) up to a coupling independent part. In [5], it was shown
for U(N) with adjoint matter that the solution can be obtained with the help of an auxiliary
matrix model. On the other hand, in [4, 7, 10, 11] it was proved by perturbative diagram
expansion that, for U(N) and SO/Sp with two-index tensor matter, if one only inserts up to
two field strength superfield Wα’s per index loop then the calculation of Weff(S) reduces to
matrix integrals.
However, there are a number of reasons to study further the relation between the gauge
theory and matrix model loop equations. First, as pointed out in [10] (see also p.11 of [5],
and [22]), there are subtleties in using chiral ring relations at order Sh and higher, where h is
the dual Coxeter number of the gauge group, and these could be related to the discrepancies
observed in [10]. Since traces of schematic form Tr[(W2α)n] (n ≥ h) can be rewritten in terms
of lower power traces at these orders, imposing chiral ring relations before using the equation
of motion of S is not necessarily justified. So, it is important to clarify how this subtlety
is treated in the Konishi anomaly approach. Second, as a practical matter, the anomaly
approach is more efficient than the diagrammatic approach in the cases we studied.
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So, let us adopt the following point of view (some related ideas were explored in [14]). Let
us not assume the reduction to a matrix model a priori. Then the gauge theory resolvents
R, T , and M are just unknown functions that enable us to determine the coupling dependent
part of the glueball effective action. We do know that we can evaluate the perturbative
contribution to them by Feynman diagrams, but we do not know whether they are affected
by nonperturbative effects or whether they can be calculated using a matrix model. These
resolvents satisfy the loop equations (18), and given the conditions (20), they are determined
uniquely. Similarly, the matrix model resolvents RS2, RRP 2, RD2 , and MD2 are now just
functions satisfying matrix model loop equations (30). If we impose the condition (32), these
resolvents are also determined uniquely, and by definition can be evaluated in matrix model
perturbation theory.
Now, let us ask what the relation between the two sets of resolvents is. Actually it is
simple: if we know the matrix model resolvents, we can construct the gauge theory resolvents
as follows. In the SO/Sp case,
R(z) = RS2(z),
T (z) = N
∂
∂S
RS2(z) + 4RRP 2(z) +RD2(z),
M(z) =MD2(z)
(33)
with S and S identified; in the U(N) case, we get
R(z) = RS2(z), wα(z) = wα
∂
∂S
RS2(z),
T (z) = N
∂
∂S
RS2(z) +
wαw
α
2
∂2
∂S2
RS2(z) +RD2(z),
M(z) =MD2(z)
(34)
with the same S = S identification.4 One can easily check that if the matrix model resolvents
satisfy the matrix model loop equations (30) or (31), then the gauge theory resolvents satisfy
the gauge theory loop equations (18) or (19). The requirement (20) is also satisfied provided
that the matrix model resolvents satisfy the requirement (32). Further, these relations lead
to
〈Tr[Φp]〉gauge theory = p
∂
∂gp
Weff = p
∂
∂gp
[
N
∂
∂S
FS2 + wαw
α
2
∂2
∂S2
FS2 + 4FRP 2 + FD2
]
, (35)
4Some of these relations have been written down in [18, 19, 20].
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which implies a relation between the effective superpotential and the matrix model quantities:
Weff = N
∂
∂S
FS2 + wαw
α
2
∂2
∂S2
FS2 + 4FRP 2 + FD2 (36)
up to a coupling independent additive part. This proves that the gauge theory diagrams
considered in the Konishi anomaly approach reduce to matrix model integrals for all matter
representations considered. Further, we do not have to take into account nonperturbative
effects, since we can assume a perturbative expansion in the matrix model (although, strictly
speaking, one should also verify that the Konishi anomalies receive no nonperturbative cor-
rections [14]).
The relations (33) and (34) are consistent with inserting at most twoWα’s per index loop,
but not with inserting more than two and then using Lie algebra relations. For instance, this
can be seen from the diagrammatic expansion of RS2(z). So this shows us explicitly which
diagrams are being computed in the Konishi anomaly approach.
In the U(N) case [5], it was convenient to collect all the gauge theory resolvents into a
“superfield” R, because of the “supersymmetry” under a shift ofWα by a Grassmann number,
and one could relate R to the matrix model resolvent RS2. This fact enabled one to extract
all the gauge theory resolvents solely from RS2. However, in more general cases this trick
does not work, and we have to relate the two sets of resolvents directly as in (33).
5 Traceless cases
So far, we considered two-index traceful matter Φij , and discussed the relation between the
gauge theory and the corresponding matrix model. In this section, we consider traceless5
tensors Φ˜ij . These traceless tensors were studied in [10], and a method of evaluating the
glueball effective superpotential W˜eff(S) from the combinatorics of the matrix model diagrams
was given. However, the precise connection between the gauge theory and the matrix model
quantities was not transparent, since one had to keep some of the matrix model diagrams
and drop others in a way that seemed rather arbitrary from the matrix model point of view.
Instead, here we show that the calculation of W˜eff(S) in gauge theory with traceless matter
reduces to a traceful matrix model.
5In this section, we denote traceless quantities by tildes to distinguish them from their traceful counterparts.
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5.1 Traceless gauge theory vs. traceful matrix model
To derive the generalized Konishi anomaly equation for a traceless tensor we have to use the
appropriate projector
P˜ij,kl ≡ Pij,kl − 1
N
δijPmm,kl = Pij,kl − 1
N
δijδkl, (37)
where P is the projector of the corresponding traceful theory; the second equality holds for
any projector defined in (15). The anomaly term (the second term of Eq. (14)) is the same
as in the traceful case, since the trace part is a singlet and does not couple to the gauge field.
Therefore, the only difference in the anomaly equation between traceful and traceless cases is
in the classical variation (the first term of Eq. (14)), namely
Tr[(Pf)W˜ ′(Φ)]→ Tr[(P˜ f)W˜ ′(Φ)] = Tr[(Pf)W˜ ′(Φ)]− 1
N
Tr[f ]Tr[W˜ ′(Φ)]. (38)
For definiteness, let us focus on SU(N) adjoint matter, which can be thought of as traceless
U(N) adjoint matter, without fundamentals added; we will generalize the discussion to other
groups and matter representations afterward. In this case, the last term of Eq. (38) changes
the U(N) loop equation (the first and the third lines of (19)) to
[W˜ ′(z)R˜(z)]− + g1R˜(z) = R˜(z)
2, [W˜ ′(z)T˜ (z)]− + g1T˜ (z) = 2R˜(z)T˜ (z). (39)
Note that wα(z) = 0 for SU(N). The constant g1 is
g1 ≡ − 1
N
〈
Tr[W˜ ′(Φ˜)]
〉
. (40)
If we define
W (z) ≡ W˜ (z) + g1z, (41)
the above equations are
[W ′(z)R˜(z)]− = R˜(z)
2, [W ′(z)T˜ (z)]− = 2R˜(z)T˜ (z). (42)
These are of the same form as the loop equations with traceful matter and the tree level
superpotential W . Therefore, in order to obtain the effective glueball superpotential W˜eff(S)
for traceless matter, we can instead solve the traceful theory with the shifted tree level super-
potential W , choosing the value of g1 appropriately. The solution to these loop equations is
determined uniquely given the condition
S =
∮
C
dz
2pii
R˜(z), N =
∮
C
dz
2pii
T˜ (z). (43)
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In the case of traceful matter, the contour is around a critical point of the tree level super-
potential. However, for traceless matter, the loop equations above tell us that the contour
should be taken around the critical point of the shifted superpotential (41), rather than the
original W˜ . This is because we cannot change all the eigenvalues of Φ˜ independently due to
the tracelessness condition Tr[Φ˜] = 0.
Let the resolvents of the traceful theory with tree level superpotential W (Φ) be R and T ,
with g1 treated as an independent variable. R and T are functions of z, gp≥1 as well as S,
N : R = R(z; gp≥1, S), T = T (z; gp≥1, S,N). We will often omit S and N in the arguments
henceforth to avoid clutter. Since R and T satisfy the same loop equations as R˜ and T˜
provided g1 is chosen appropriately, i.e. g1 = g1(gp≥2, S,N) ≡ g˜1, it should be that
R˜(z; gp≥2) = R(z; gp≥1)
∣∣
g1=g˜1
, T˜ (z; gp≥2) = T (z; gp≥1)
∣∣
g1=g˜1
. (44)
These satisfy the conditions (43) given that R and T satisfy the conditions (43) without tildes.
Expanding these in z, we find
〈Tr[W2Φ˜p]〉tracelessgp≥2 = 〈Tr[W2Φp]〉tracefulgp≥1
∣∣
g1=g˜1
, 〈Tr[Φ˜p]〉tracelessgp≥2 = 〈Tr[Φp]〉tracefulgp≥1
∣∣
g1=g˜1
. (45)
In particular, setting p = 1 in the second equation,
〈Tr[Φ]〉tracefulgp≥1
∣∣
g1=g˜1
=
[
∂
∂g1
T (z; gp≥1)
]∣∣∣∣
g1=g˜1
= 0, (46)
which can be used for determining g1 in terms of all other parameters.
6 We infer from Eq.
(44) equality between the traceless and traceful effective superpotentials:
W˜eff(gp≥2, S,N) =Weff(gp≥1, S,N)|g1=g˜1(gp≥2,S,N). (47)
As long as we impose the tracelessness condition (46), this correctly reproduces the relation
(45). Note that g˜1 depends on N ; this is the origin of the complicated N dependence of W˜eff
found in [10].
Because we know that the traceful theory can be solved by the associated traceful matrix
model, we can calculate the effective superpotential using that matrix model. Specifically, in
the present case, it is given in terms of the free energy of the traceful matrix model by
W˜eff(gp≥2, S,N) =
[
N
∂
∂S
FS2
]∣∣∣∣
g1=g˜1
. (48)
6One might have expected that g1 can be determined by Eq. (40). However, it is easy to show using
the relation (45) that the equation is just the equation of motion of the traceful theory, which is identically
satisfied for any g1: 0 ≡ 〈Tr[W ′(Φ)]〉 = 〈Tr[W˜ ′(Φ˜)]〉+Ng1.
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The function g˜1(g2, g3, · · · , S,N) is determined by
〈Tr[Φ˜]〉 =
[
N
∂
∂S
∂
∂g1
FS2
]∣∣∣∣
g1=g˜1
= 0. (49)
If we add fundamental fields, the shift constant g1 is changed to
g1 ≡ − 1
N
〈
Tr[W˜ ′(Φ˜)]
〉
− 1
N
〈
Q˜f˜mf˜fQf
〉
, (50)
but everything else remains the same; we just have to work with the traceful theory and the
shifted tree level superpotential. g1 is determined by the tracelessness condition.
We only discussed the SU(N) case in the above, but the generalization to other tensors,
i.e., SO traceless symmetric tensor and Sp traceless antisymmetric tensor, is straightforward.
We just shift the tree level superpotential as (41), and work with the traceful theory instead.
5.2 Examples
Here we explicitly demonstrate how the method outlined above works in the case of a cubic
tree level superpotential,
W˜ (Φ˜) =
m
2
Φ˜2 +
g
3
Φ˜3. (51)
The associated traceful tree level superpotential is
W (Φ) = λΦ+
m
2
Φ2 +
g
3
Φ3 (52)
(g1 = λ, g2 = m, g3 = g).
5.2.1 SU(N) adjoint
We first consider SU(N) with adjoint matter and no fundamentals. In [10] it was found by
perturbative computation to order g6 that the corresponding Weff vanishes due to a cancella-
tion among diagrams. We will now prove that Weff = 0 to all orders in g.
The planar contributions to the free energy of the traceful matrix model can be computed
exactly by the standard method [23]:
FS2 =SW0 + 1
2
S2 ln
(
m˜√
1 + ym
)
− 2
3
S2
y
[
1 +
3
2
y +
1
8
y2 − (1 + y)3/2
]
(53)
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with
m˜ =
√
m2 − 4λg
W0 =
1
2g
(m˜−m)
(
λ+
1
12g
(m˜−m)(m˜+ 2m)
)
y
(1 + y)3/2
=
8g2S
m3
. (54)
We discarded some g independent contributions. The W0 term arises from shifting Φ to
eliminate the linear term in W (Φ). The superpotential is therefore
Weff = N
∂FS2
∂S
= NW0 +
NS
6y
[
−4− 6y + 6y ln
(
m˜
m
√
1 + y
)
+ 4(1 + y)3/2
]
. (55)
Imposing ∂Weff/∂λ = 0 leads to, after some algebra,
λ = −2gS
m
, y =
8g2S
m3
. (56)
Substituting back into (55) and doing some more algebra, we find
Weff = 0. (57)
This vanishing of the perturbative contribution to the effective superpotential is consistent
with the gauge theory analysis of [15]. In fact, it is shown there that Weff = 0 for any tree
level superpotential with only odd power interactions.
5.2.2 Sp(N) antisymmetric tensor
Now consider Sp(N) with an antisymmetric tensor and no fundamentals. By diagram calcu-
lations or by computer, the planar and RP 2 contributions to the free energy of the traceful
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matrix model are
FS2 =− λ
2S
2m
−
(
λS2
2m2
+
λ3S
3m3
)
g −
(
S3
6m3
+
λ2S2
m4
+
λ4S
2m3
)
g2
−
(
λS3
m5
+
8λ3S2
3m6
+
λ5S
m7
)
g3 −
(
S4
3m6
+
5λ2S3
m7
+
8λ4S2
m8
+
7λ6S
3m9
)
g4
−
(
4λS4
m8
+
70λ3S3
3m9
+
128λ5S2
5m10
+
6λ7S
m11
)
g5
−
(
7S5
6m9
+
32λ2S4
m10
+
105λ4S3
m11
+
256λ6S2
3m12
+
33λ8S
2m13
)
g6
−
(
21λS5
m11
+
640λ3S4
3m12
+
462λ5S3
m13
+
2048λ7S2
7m14
+
143λ9S
3m15
)
g7
−
(
16S6
3m12
+
231λ2S5
m13
+
1280λ4S4
m14
+
2002λ6S3
m15
+
1024λ8S2
m16
+
143λ10S1
m17
)
g8 +O(g9),
(58)
FRP 2 = λS
2m2
g +
(
3λS2
8m3
+
λ2S
m4
)
g2 +
(
9λS2
4m5
+
8λ3S
3m6
)
g3
+
(
59S3
48m6
+
45λ2S2
4m7
+
8λ4S
m8
)
g4 +
(
59λS3
4m8
+
105λ3S2
2m9
+
128λ5S
5m10
)
g5
+
(
197S4
32m9
+
118λ2S3
m10
+
945λ4S2
4m11
+
256λ6S
3m12
)
g6
+
(
1773λS4
16m11
+
2360λ3S3
3m12
+
2079λ5S2
2m13
+
2048λ7S
7m14
)
g7
+
(
4775S5
128m12
+
19503λ2S4
16m13
+
4720λ4S3
m14
+
9009λ6S2
2m15
+
1024λ8S
m16
)
g8 +O(g9), (59)
up to a λ and g independent part. From the tracelessness (46), we find
λ =
(
−1 + 2
N
)
S
m
g +
(
− 3
N
+
12
N2
)
S2
m4
g3 +
(
− 1
N
− 24
N2
+
160
N3
)
S3
m7
g5
+
(
− 3
4N
− 27
N2
− 192
N3
+
2688
N4
)
S4
m10
g7 +O(g9) ≡ λ˜. (60)
Therefore, the effective superpotential is, up to an α independent additive part,
W˜eff =Weff |λ=λ˜ =
[
N
∂
∂S
FS2 + 4FRP 2
]∣∣∣∣
λ=λ˜
=
(
−1 + 4
N
)
S2α +
(
−1
3
− 8
N
+
160
3N2
)
S3α2 +
(
−1
3
− 12
N
− 256
3N2
+
3584
3N3
)
S4α3
+
(
−1
2
− 24
N
− 352
N2
+
33792
N4
)
S5α4 + · · · , (61)
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where α ≡ g2
2m3
. This reproduces the result of [10] up to O(α3) and extends it further to
O(α4).
From these examples, the advantage of the present approach over the traceless diagram
approach of [10] should be clear. In that approach, one has to evaluate contributing diagrams
order by order and evaluating the combinatorics gets very cumbersome. On the other hand,
in this traceful approach, there is no issue of keeping and dropping diagrams, and calculations
can be done more systematically. Therefore, being able to reduce the traceless problem to a
traceful problem is a great advantage.
5.3 Traceless matrix model
We saw that the traceless gauge theory can be solved by the traceful matrix model, not the
traceless matrix model. In the following, we argue that the traceless matrix model is not useful
in determining the effective superpotential of the traceless gauge theory, W˜eff . The relation
among traceless and traceful theories, as far as the effective superpotential is concerned, is
shown in Fig. 1.
traceful gauge theory ↔ traceful matrix model
↓ ↓
traceless gauge theory 6↔ traceless matrix model
(62)
Figure 1: Relation among traceful and traceless theories.
The matrix model loop equation for traceless matter can be derived almost in parallel
to the traceless gauge theory loop equation derived in the previous subsection. Again, we
replace the projector P with the appropriate traceless version P˜ . For example, in the case of
SU(N) adjoint without fundamentals, which was considered in the previous section on the
gauge theory side, the loop equation is
[W ′R˜S2]− = (R˜S2)
2. (63)
Here W is the shifted superpotential defined in (41), with g1 defined in (40) and the gauge
theory expectation values replaced by the matrix model expectation values.
Eq. (63) is of the same form as the traceful matrix model loop equation, and the first
equation of the traceless gauge theory loop equations (42). Finally, using the equivalence of
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the traceful gauge theory and matrix model, we conclude that
R˜(z; gp≥2) = R(z; gp≥1)
∣∣
g1=g˜1
= R(z; gp≥1)
∣∣
g1=g˜1
= R˜(z; gp≥2). (64)
However, what we need to determine W˜eff is T˜ , which we saw in the last subsection to be
obtainable from the traceful theory as
T˜ (z; gp≥2, S,N) = T (z; gp≥2, S,N)
∣∣
g1=g˜1(g2,g3,··· ,S,N)
=
[
N
∂
∂S
R(z; gp≥2)
]∣∣∣∣
g1=g˜1(g2,g3,··· ,S,N)
.
(65)
From the standpoint of the traceless matrix model, the only thing we know is R˜ = R˜ =
R|g1=g˜1 , and we have no information about the g1 dependence of R. In the framework of
the traceless matrix model, there is no way of performing the derivative ∂/∂S in (65) before
making the replacement g1 = g˜1, because g˜1 depends on S also.
Therefore, it is impossible to obtain the effective superpotential for the traceless gauge
theory directly, just by using the data from the corresponding traceless matrix model. We
really need to invoke the traceful matrix model.
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Appendix
A Loop equations on the gauge theory side
In this appendix, we are going to calculate the gauge theory loop equations using the approach
of [5] [16]. We start with generalized Konishi currents and corresponding transformations of
the fields
Jf ≡ TrΦ†eVadjf(Wα,Φ) ⇒ δΦ = f(Wα,Φ)
Jg ≡ Q†feVfundgff ′(Φ)Qf ′ ⇒ δQf = gff ′(Φ)Qf ′
(66)
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The explicitly written indices on the Qf ’s and gff ′ are flavor indices, and gauge indices are
suppressed. We find the generalized anomaly equations
D¯2Jf = Trf(Wα,Φ)W ′(Φ) + Q˜f(Wα,Φ)m′(Φ)Q +
∑
jklm
Ajk,lm
∂fkj
∂Φlm
D¯2Jg = 2Q˜m(Φ)g(Φ)Q+ TrA
fundg(Φ) (67)
and D¯2Jf and D¯
2Jg vanish in the chiral ring.
The field Φ being considered transforms by commutation under gauge transformations, so
the elementary anomaly coefficient is the same as the one appearing in [5],
Ajk,lm =
1
32pi2
[(WαWα)jmδlk + (WαWα)lkδjm − 2(Wα)jm(Wα)lk]
≡ 1
32pi2
{Wα, [Wα, eml]}jk (68)
where eml is the basis matrix with the single non-zero entry (eml)jk = δmjδlk. For fields
transforming in the fundamental representation we should use
Afundjk =
1
32pi2
(WαWα)jk (69)
There is one modification in the treatment of fundamental fields, as compared to the U(N)
case studied in [16]. Since the fundamental representation is real for SO and pseudo-real for
Sp, the fields Q and Q˜ are not independent; instead, they are related by (5). This results
in the factor of 2 in the second equation in (67), but otherwise the discussion proceeds as in
[16]. In the rest of the Appendix we omit reference to fundamentals.
Next we consider the symmetries of Φ. In equation (66), f = δΦ must have the same sym-
metry properties as Φ itself. The tensor field will be taken either symmetric or antisymmetric.
We can discuss all four cases in a uniform fashion by using the notation
ΦT =
{
σΦ for groups SO(N),
σJΦJ−1 for groups Sp(N),
(70)
and σ = ±1. The gauge field satisfies WαT = −Wα for SO groups, and WαT = −JWαJ−1
for Sp groups. As discussed in Subsection 2.2, Φ has the property
Φ = PΦ, or explicitly Φab = Pab,ijΦij (71)
with the projectors defined in (15). To ensure that f has the same symmetry as Φ, we should
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replace f → Pf in (67). Specifically, we will take δΦ of the form
fSO = P SO
B
z − Φ =
(
B
z − Φ
)
+ σ
(
B
z − Φ
)T
=
(
B
z − Φ
)
+ σ
(
BT
z − σΦ
)
, (72)
fSp = P Sp
B
z − Φ =
(
B
z − Φ
)
+ σJ
(
B
z − Φ
)T
J =
(
B
z − Φ
)
+ σ
(
JBTJ
z − σΦ
)
, (73)
with B = 1 or B =W2 ≡ WβWβ. Using the symmetry of the gauge field and the chiral ring
relations, both (72) and (73) reduce to
f =
B
z − Φ + σ
B
z − σΦ . (74)
Also, to take derivatives with respect to matrix elements7 correctly we should set
∂lmΦab = Plm,ab (75)
Then the tensor field anomaly term becomes
Ajk,lm ∂lmfkj =
1
32pi2
[
(W2)jmδlk + δjm(W2)lk − 2(Wα)jm(Wα)lk
]
×
[(
B
z − Φ
)
ra
(
1
z − Φ
)
bs
Pkj,rsPlm,ab
]
. (76)
After using the projectors (15), the identity TrWαΦk = 0, the symmetry properties of Φ and
Wα, and the chiral ring relations, we find
Ajk,lm ∂lmfkj =
1
32pi2
[(
Tr
W2
z − Φ
)(
Tr
B
z − Φ
)
+
(
Tr
1
z − Φ
)(
Tr
W2B
z − Φ
)
+4kσ Tr
W2B
(z − Φ)(z − σΦ)
]
(77)
The only difference in (77) between the two types of gauge groups is that the sign in front of
the single trace term is k = +1 for SO, and k = −1 for Sp. Taking B = 1 and B = W2 in
(77) we find
0 = Tr
W ′(Φ)
z − Φ + σTr
W ′(Φ)
z − σΦ
+
2
32pi2
[(
Tr
W2
z − Φ
)(
Tr
1
z − Φ
)
+ 2kσ
(
Tr
W2
(z − Φ)(z − σΦ)
)]
(78)
0 = Tr
W2W ′(Φ)
z − Φ + σTr
W2W ′(Φ)
z + Φ
+
1
32pi2
[(
Tr
W2
z − Φ
)(
Tr
W2
z − Φ
)]
(79)
7In the case of U(N) of [5], one had Plm,ab = (elm)ab which satisfies (elm)abBab = Blm, for any matrix B.
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Now recall that W (Φ)T = W (Φ) for SO(N), and W (Φ)T = JW (Φ)J−1 for Sp(N) since it
only appears inside a trace; so
Tr
W ′(Φ)
z − σΦ = σTr
W ′(Φ)
z − Φ , Tr
W2W ′(Φ)
z − σΦ = σTr
W2W ′(Φ)
z − Φ . (80)
The single trace terms have to be treated separately: when σ = −1,
Tr
W2
z2 − Φ2 =
1
2z
Tr
[
W2
(
1
z − Φ +
1
z + Φ
)]
=
1
z
Tr
W2
z − Φ (81)
while for σ = +1, we should use
Tr
W2
(z − Φ)2 = −
d
dz
Tr
W2
z − Φ . (82)
Putting everything together, we find the loop equations written in equation (18).
B Loop equations on the matrix model side
Here we derive the matrix model loop equations for SO/Sp following Seiberg [16], who dis-
cussed the U(N) case. Start with the matrix model partition function
Z =
∫
dΦdQ exp
{
−1
g
[
Tr[W (Φ)] + Q˜f˜mf˜ f(Φ)Qf
]}
. (83)
Because the fundamental matter is real for SO(N) and pseudo-real for Sp(N), there is no
integration over Q˜. It is not an independent variable, but related to Q by Eq. (5). We will
write the symmetry properties of the the tensor field Φ as
ΦT =

σΦ SO(N),σJΦJ−1 Sp(N). (84)
where σ = ±1. The matrix m(Φ) has symmetry properties as given in Eq. (8).
Now we perform two independent transformations
δΦ = BP
1
z −Φ , δQf = λff ′
1
z −ΦQf ′ (85)
where B (number) and λ (matrix) are independent and infinitesimal. To make sure that δΦ
has the same symmetry properties as Φ itself, we have introduced the appropriate projector
P in (85), see Eq. (15). The measure in (83) changes as
dΦ → dΦ JΦ = dΦ (1 + ∆Φ),
dQ → dQ JQ = dQ (1 + ∆Q) (86)
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to first order in B and λ, where the corresponding changes in the Jacobians are
∆Φ = BPij,ab
(
1
z −Φ
)
ia
(
1
z −Φ
)
bj
∆Q =
(
Tr
1
z −Φ
)
(trλ) , (87)
where tr is a trace over the flavor indices. The classical pieces change by
δTr[W (Φ)] = B Tr
[
W ′(Φ)P
1
z −Φ
]
= B Tr
W ′(Φ)
z −Φ . (88)
One can show the second equality using symmetry properties of W : since it only enters Z in
the form of the trace, we should take W (ΦT ) = W (Φ) for SO and W (ΦT ) = JW (Φ)J−1 for
Sp. Similarly,
δ(Q˜mQ) = Q˜
(
λTm
z − σΦ +
mλ
z −Φ
)
Q +BQ˜m′
(
P
1
z −Φ
)
Q
= 2Q˜
mλ
z −ΦQ+BQ˜
m′
z −ΦQ, (89)
where we used a similar symmetry property of the matrix m. Finally, with the explicit form of
the projectors (15) we find that in all four cases the statement δZ = 0 gives two independent
loop equations (one for B, and one for λ):
1
2
〈(
gTr
1
z −Φ
)2〉
± σ
2
g
〈
gTr
1
(z −Φ)(z − σΦ)
〉
=
〈
gTr
W ′(Φ)
z −Φ
〉
+ g
〈
Q˜
m′(Φ)
z −ΦQ
〉
,
〈
gTr
1
z −Φ
〉
δff ′ = 2
〈
Q˜f˜
mf˜f (Φ)
z −Φ Qf ′
〉
, (90)
for SO and Sp, respectively. This is Eq. (28) quoted in Section 3.
As it is written, equation (90) includes all orders in g. The anomaly term in the first
equation (90) factorizes as〈(
gTr
1
z −Φ
)2〉
=
〈
gTr
1
z −Φ
〉2
× [1 +O(g2)] (91)
as can be seen from a diagram expansion. With this and the definition of matrix model
resolvents (23) and (25), we obtain the loop equations (30).
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