It is shown that there exists a sequence of 3-regular graphs {Gn} ∞ n=1 and a Hadamard space X such that {Gn} ∞ n=1 forms an expander sequence with respect to X, yet random regular graphs are not expanders with respect to X. This answers a question of [31] . {Gn} ∞ n=1 are also shown to be expanders with respect to random regular graphs, yielding a deterministic sublinear time constant factor approximation algorithm for computing the average squared distance in subsets of a random graph. The proof uses the Euclidean cone over a random graph, an auxiliary continuous geometric object that allows for the implementation of martingale methods.
INTRODUCTION
Throughout this paper all graphs are unweighted, nonoriented, and finite, and they are allowed to have parallel edges and self-loops, unless stated otherwise. Given a graph G, we denote its vertices by VG and its edges by EG. If G is connected then we denote the shortest-path metric that it induces on VG by dG. * A full version is available at arXiv:1306.5434.
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The asymptotic identity (1) says that whenever one assigns a vector to each vertex of Gn, the average squared distance between these vectors can be estimated up to universal constant factors by averaging those squared distances that correspond to edges of Gn, an average of only d|VG n | numbers rather than the full |VG n | 2 pairwise distances. This geometric characterization of expanders as "universal average Euclidean distance approximators" (following terminology of [2] ) is easy to prove (its proof will also be explained in the ensuing discussion).
It is natural to investigate the possible validity of (1) when the Hilbertian metric is replaced with other metrics.
(1) comprises of two asymptotic inequalities, one of which holds true in any metric space: if G is a d-regular graph and (X, dX ) is a metric space then for every f : VG → X we have
Indeed, by the triangle inequality and the convexity of the function t → t 2 ,
for every u, v, w ∈ VG. Since G is d-regular, the bound (2) follows by averaging (3) over the set {(u, v, w) ∈ VG × VG × VG : {u, v} ∈ EG}.
The nontrivial content of (1) is therefore the fact that the left hand side of (1) can be bounded by a multiple (independent of n and f ) of the right hand side of (1). Thus, given a regular graph G and a metric space (X, dX ), let γ(G, d 2 X ) be the infimum over those γ ∈ (0, ∞] such that for every f : VG → X,
= |s − t| then by expanding the squares in (4) one checks that
where λ2(G) denotes the second largest eigenvalue of the normalized adjacency matrix of the graph G. Despite the fact that there is no actual spectrum present in this geometric context, we think of γ(G, d
2 X ) as the reciprocal of the spectral gap of G with respect to (X, dX). The value of γ(G, d 2 X ) is sensitive to the choice of metric space (X, dX ) and it can be very different from the reciprocal of the spectral gap of G. We refer to [30] for more information on nonlinear spectral gaps.
Given
is said to be an expander sequence with respect to a metric space (X, dX) if limn→∞ |VG n | = ∞ and sup n∈N γ(Gn, d 2 X ) < ∞. Note that by Cheeger's inequality [7, 1] for every graph G we have
Hence, unless X is a singleton, if {Gn} ∞ n=1 is an expander sequence with respect to (X, dX ) then sup n∈N λ2(Gn) < 1. This means that for every nontrivial metric space (X, dX ), being an expander sequence with respect to (X, dX) is a stronger requirement than being an expander sequence in the classical sense.
Nonlinear spectral gaps first arose in the context of biLipschitz embeddings; notable examples include the works of Enflo [8] , Gromov [9] , Bourgain, Milman and Wolfson [5] , Pisier [35] , Linial, London and Rabinovich [23] , and Matoušek [27] (examples of more recent applications of nonlinear spectral gaps to bi-Lipschitz embeddings appear in [3, 18] ). Gromov [11] studied nonlinear spectral gaps in the context of coarse embeddings and the Novikov conjecture, a direction that has been pursued in the works of Ozawa [32] , Kasparov and Yu [17] , V. Lafforgue [20, 21, 22] , Pisier [36] , and ourselves [28, 30] . Nonlinear spectral gaps also arise in fixed point theory for group actions; see the works of Wang [39, 40] , Gromov [11] , Izeki and Nayatani [15] , Pansu [33] , Naor and Silberman [31] , and Izeki, Kondo and Nayatani [14] . We refer to the works of Gromov [10] and Pichot [34] for additional geometric applications of nonlinear spectral gaps. In Section 2 we discuss the relevance of nonlinear spectral gaps to approximation algorithms, based on ideas of Indyk [13] and Barhum, Goldreich and Shraibman [2] .
Answering a question of Kasparov and Yu [17] , V. Lafforgue proved [20] that there exists a sequence of bounded degree graphs that are expanders with respect to every uniformly convex normed space; such graph sequences are called super-expanders. In [30] we found a different construction of super-expanders; here we show that our method can be applied to situations in which it seems difficult to use Lafforgue's (algebraic) approach.
It is a challenging question to characterize those metric spaces with respect to which there exist expander sequences. Random regular graphs are with high probability expanders in the classical sense (i.e., with respect to R), but we are far from understanding those metric spaces with respect to which random regular graphs are expanders. One of the consequences of the results obtained here is that there exists a metric space (X, dX) with respect to which there exists an expander sequence, yet almost surely random regular graphs are not expanders with respect to (X, dX ). No such example was previously known.
Let Gn be the set of all graphs on the vertex set {1, . . . , n}. The subset of Gn consisting of all the connected graphs is denoted G con n . Given an integer d 3, let G n,d be the probability measure on Gn which is uniform over all those graphs in Gn that are d-regular and have no self-loops and no parallel edges. By [41] 
A Hadamard space (also known as a complete CAT (0) space) is a complete metric space (X, dX ) with the property that for every x, y ∈ X there exists a point w ∈ X such that for every z ∈ X we have
See the books [16, 6] and the survey [38] for an extensive account of Hadamard spaces. One of the main questions left open in [31] (specifically, see page 1547 of [31] ) is whether or not it is true that if (X, dX ) is a Hadamard space that admits at least one expander sequence then every classical expander sequence is also an expander sequence with respect to (X, dX ). Theorem 1.1 below, which is the first of our two main theorems, answers this question.
Theorem 1.1. There exist a Hadamard space (X, dX) and a sequence of 3-regular graphs {Gn}
yet there exists c ∈ (0, ∞) such that for every d ∈ N,
Theorem 1.1 answers the above mentioned question from [31] . Indeed, by (6) the Hadamard space (X, dX) admits some expander sequence. Random regular graphs are asymptotically almost surely classical expanders [4] , i.e., there exists C ∈ (0, ∞) such that for every integer d 3,
Consequently, it follows from (7) and (8) that not all classical expander sequences are expanders with respect to (X, dX). Theorem 1.1 yields the first known example of a metric space (X, dX ) with respect to which random regular graphs are asymptotically almost surely not expanders, yet there does exist a special graph sequence {Gn} ∞ n=1 that is an expander sequence with respect to (X, dX ). Observe that {Gn} ∞ n=1 is a fortiori a classical expander sequence. The graphs {Gn} ∞ n=1 of Theorem 1.1 have desirable properties which no other expander sequence is known to satisfy. Specifically, {Gn} ∞ n=1 are expanders with respect to random regular graphs. This is made precise in the following theorem. Theorem 1.2. There exists a universal constant Γ ∈ (0, ∞) and a sequence of 3-regular graphs {Gn}
such that for every integer d 3 we have
In (10) we restrict to H ∈ G con m because the metric dH is defined only when H is connected. Explicit bounds on the rates of convergence in (7) and (10) are given in the full version.
Take G ∈ {Gn} ∞ n=1 and write VG = {1, . . . , k} for some k ∈ N. Theorem 1.2 asserts that almost surely as m → ∞, if H is a uniformly random m-vertex d-regular graph then for every v1, . . . , v k ∈ VH the average of dH (vi, vj )
2 over all i, j ∈ {1, . . . , k} is at most a constant multiple of the average of dH (vi, vj) 2 over those i, j ∈ {1, . . . , k} that are joined by an edge of G. Note that the latter average is over 3k/2 ≍ k numbers while the former average is over k 2 ≍ k 2 numbers. Thus G is an especially constructed fixed graph that serves as a "sparse template" for computing the average squared distance between any k vertices in a random regular graph. This yields sublinear (deterministic) time approximate computation of average distances in random graphs: our input size is Ω(k 2 ), namely all the pairwise distances, while using G we estimate
2 by making only O(k) distance queries. See Section 2 for more on this topic.
Once the graph G is given to us, the above statement about the average squared shortest-path distance of any k vertices of the random graph H involves elementary combinatorics and probability. Nevertheless, our proof of this statement uses methods from analysis and geometry that are interesting in their own right.
Specifically, in [30] we introduced an iterative approach to the construction of super-expanders, building on the zigzag iteration of Reingold, Vadhan and Wigderson [37] . This approach uses estimates on martingales in uniformly convex Banach spaces. In [29] we extended the estimates that were needed for the construction of super-expanders (namely nonlinear spectral calculus inequalities) to Hadamard spaces using an appropriate notion of nonlinear martingale. In order to apply these methods in the present setting, we consider the one-dimensional simplicial complex obtained by including all the edges of H as unit intervals. We then work with the Euclidean cone over this one-dimensional simplicial complex, which is an auxiliary two-dimensional (random) continuous object on which martingale methods can be applied. The definition of the Euclidean cone over a metric space is recalled in the full version. We prove that if H is sampled from G n,d then with high probability its Euclidean cone is a (non-disjoint) union of two sets A1, A2 such that A1 admits a bi-Lipschitz embedding into L1 and A2 admits a bi-Lipschitz embedding into a Hadamard space. We then treat A1 directly using Matoušek's extrapolation lemma for Poincaré inequalities [27] , and we treat A2 using the methods of [30, 29] .
The implementation of the above strategy is not straightforward, relying on a variety of geometric and analytic tools; a more detailed overview of our proof of Theorem 1.2 appears in the full version. Here we only wish to stress that our proof of Theorem 1.2 introduces a way to reason about random graphs that is potentially useful in other contexts: we consider such a graph as being embedded in a larger auxiliary continuous geometric object that allows for the use of analytic methods, even though the statement being proved involves only the vertices of the original graph.
Previous work. Nonlinear spectral gaps have been studied in the literature from several points of view, leading to some notational inconsistencies. Here we use the notation that arises naturally from bi-Lipschitz embedding theory. Pichot [34] denotes the reciprocal of γ(G, d 2 X ) by λ1(G, X). In reference to Gromov's original definition [10, 11] , Pansu [33] and Kondo [19] denote the same quantity by λ Gro (G, X) and λ Gro 1 (G, X), respectively. When X is a Hadamard space, a closely related quantity, known today as Wang's invariant, was introduced by Wang [39, 40] ; Wang's invariant is always within a factor of 2 of the reciprocal of γ(G, d 2 X ). For Hadamard spaces, Izeki and Nayatani [15] introduced an invariant that can be used to control the ratio between Wang's invariant for a graph G and the classical spectral gap of G.
We were motivated to revisit the question of [31] that Theorem 1.1 answers by the recent work of Kondo [19] . Kondo's goal in [19] was to construct a Hadamard space for which the Izeki-Nayatani invariant is trivial. He succeeded to do so by using the Euclidean cone over certain expander graphs. In particular he obtained a Hadamard space that contains bi-Lipschitzly copies of some (classical) expanders. Gromov considered the same construction in [10, 11] for a different but related purpose. The main point of Theorem 1.1 is to prove that the space X admits a sequence of expanders; we achieve this by modifying the Gromov-Kondo construction so that it will be compatible with the method to construct nonlinear expanders of [30] . The fact that our graphs are expanders with respect to random graphs requires additional work, relying on a structural result for Euclidean cones over random graphs.
SUBLINEAR AVERAGE DISTANCE AP-PROXIMATION ALGORITHMS
Suppose that (X, dX ) is a metric space and we have oracle access to pairwise distances in X. Given x1, . . . , xn ∈ X write
One can compute A exactly with k 2 distance queries. But, we wish to estimate A in sublinear time, i.e., with only o(k 2 ) distance queries.
Indyk [13] proved that it is possible to approximate A up to a factor of 1 + ε by querying the distances between O(n/ε 7/2 ) pairs of points chosen uniformly at random. Barhum, Goldreich and Shraibman [2] improved the required number of uniformly random pairs of points to O(n/ε 2 ), which is asymptotically tight [2] .
The above simple randomized sampling algorithm shows that for every x1, . . . , xn ∈ X one can find O(n) pairs of points from {x1, . . . , xn} whose average distance is within O(1) of A, but these pairs depend on the initial point set {x1, . . . , xn} ⊆ X. Following [2] , for D ∈ [1, ∞) we say that a graph G = ({1, . . . , n}, E) is a D-universal approximator with respect to (X, d 2 X ) if there exists (a scaling factor) s ∈ (0, ∞) such that for every x1, . . . , xn ∈ X we have
In [2] it is shown that there exists c ∈ (0, ∞) such that if G = ({1, . . . , n}, E) is a D-universal approximator with respect to (X, d 2 X ) for every metric space (X, dX ) then
It was also shown in [2] that there exists C ∈ (0, ∞) such that for every D ∈ [1, ∞) and n ∈ N there exists a graph G = ({1, . . . , n}, E) that is a D-universal approximator with respect to (X, d
2 X ) for every metric space (X, dX), and such that
We note that [2] deals with the analogous question for universal approximators when the quantity A in (11) is defined with the distances raised to power 1 rather than being squared. However, the arguments of [2] easily extend mutatis mutandis to yield the above stated results (and, in fact, to analogous statements when A is defined in terms of distances raised to power p for any p 1). We thus have a satisfactory understanding of the size of universal approximators with respect to all metric spaces. But, for special metric spaces it is possible to obtain better tradeoffs. Indeed, in [2] it is observed that an expander graph is a linear size O(1)-universal approximator with respect to Hilbert space; this is nothing more than an interpretation of (1), though by being more careful, and using Ramanujan graphs [24, 26] of appropriate degree, it is shown in [2] how to obtain a 1+ε approximation for every ε ∈ (0, 1).
Due to (2) and (4), for every graph G and every metric space (X, dX ), if we set
. Hence, the super-expanders of [21] and [30] are OX (1)-universal approximators with respect to (X, · 2 X ) for every uniformly convex Banach space (X, · X ) (by OX (1) we mean that the approximation factor depends only on X, in fact, it depends only on the modulus of uniform convexity of X). Theorem 1.2 yields the only known construction of bounded degree O(1)-universal approximators with respect to random regular graphs; this is the content of Theorem 2.1 below. Graphs sampled from G n,d occur in various application areas, e.g. in networking, where they serve as models for peer-to-peer networks [25] . Therefore, a data structure that can compute quickly the average squared distance of a given subset of a random regular graph is of theoretical interest. However, the potential practicality of our data structure is questionable because the approximation guarantee is a large universal constant; we made no attempt to improve this aspect of the construction. Proof. Let {G k } ∞ k=1 be the graphs from Theorem 1.2. Fixing n ∈ N, it follows from (9) that there exists k ∈ N such that n |VG k | M n, where M ∈ N is a universal constant. Partition VG k into n disjoint sets A1, . . . , An ⊆ VG k satisfying
(12) Define the edge multi-set En of Un by letting the number of edges joining i ∈ {1, . . . , n} and j ∈ {1, . . . , n} be equal to the total number of edges joining Ai and Aj in G k . Then
Suppose that H ∈ Gm is connected and
where Γ is the constant from Theorem 1.2. It follows from (10) that if H ∈ Gm is sampled from G m,d then the above asumptions hold true with probability that tends to 1 as m → ∞. Fix x1, . . . , xn ∈ VH and define f : VG k → VH by setting f (u) = xi for u ∈ Ai. By the definition of γ(G k , d
2 H ) combined with (13) and (2),
it follows from (12) that
Also, by the definition of En and f we have
By substituting (15) and (16) into (14) we conclude that
This means that Un is a D-universal approximator with respect to (VH, d Remark 2.2. A straightforward inspection of our proof of Theorem 1.2 reveals that for every n ∈ N the universal approximator Un of Theorem 2.1 can be constructed in deterministic O(n) time.
Remark 2.3. Let (X, dX ) be a metric space and p ∈ [1, ∞). As noted above, one can study universal approximators with respect to (X, d p X ), i.e., given x1, . . . , xn ∈ X the goal is approximate computation of the quantity
The references [13, 2] deal with p = 1, but as we mentioned earlier, they extend painlessly to general p 1. Here we have only dealt with the case p = 2, but we speculate that our argument can be modified to yield bounded degree universal approximators with respect to (H, d p H ) for any p ∈ (1, ∞), where H is a random dregular graph. We did not, however, attempt to carry out our proof when p = 2. We also speculate that the case p = 1 requires more substantial new ideas, as the type of martingale arguments that we use typically fail at the endpoint p = 1.
A question of J. Kleinberg
In connection with Theorem 1.2 and the algorithmic context described in Section 2, Jon Kleinberg asked us whether or not two stochastically independent random 3-regular graphs are asymptotically almost surely expanders with respect to each other. Formally, we have the following open question. While a positive solution of Question 2.4 does not formally imply that there exist graphs {Gn} ∞ n=1 as in Theorem 2, such a statement would be a step towards a probabilistic construction of such graphs. At present we do not have methods to argue about the nonlinear spectral gap of random graphs. In particular, it is a major open question whether or not random 3-regular graphs are super-expanders with positive probability. Thus, all the known constructions in the context of nonlinear spectral gaps are deterministic, with the only two methods that are currently available being Lafforgue's algebraic approach [20] and our iterative approach [30] . It seems, however, that the problem of obtaining a probabilistic proof of the existence of expanders with respect to random graphs is more tractable, and for this reason we believe that Question 2.4 is a promising research direction. The following proposition is a partial result towards a positive solution of Question 2.4 that we obtained through discussions with Uriel Feige; we thank him for allowing us to include his insights here.
Proposition 2.5. For n ∈ N even let G, H be two i.i.d. random graphs sampled from Gn,3. Then with probability that tends to 1 as n → ∞, for every permutation π ∈ Sn we have
A positive answer to Question 2.4 would require proving (17) when G, H are independent random 3-regular graphs of possibly different cardinalities, say G sampled from Gn,3 and H sampled from Gm,3, and with the permutation π of Proposition 2.5 replaced with a general mapping f : {1, . . . , n} → {1, . . . , m}.
