ABSTRACT In practical massive multiple-input-multiple-output (MIMO) system, limited transmitted antennas installed at the base station (BS) cannot guarantee the ideal orthogonality and the theoretical channel rate cannot thus be achieved. In this paper, we consider the approximation of channel rate for the configuration of large but finite number of antennas at BS in a massive MIMO system. A perturbation matrix is introduced to model the non-ideal orthogonality. And then, Taylor expansion of determinant is utilized to derive the closed form of the achievable channel rate. The convergence of the Taylor expansion is theoretically proved and simulated. Numerical results show that our calculation of channel rate can get a better approximation compared with the practical rate, especially in the case of high expansion order and large number of antennas.
I. INTRODUCTION
Massive MIMO is a promising technology for 5G wireless networks that has recently received significant attention to potentially provide significant improvement in spectrum and energy efficiency in [1] - [3] . Compared with conventional MIMO systems, massive MIMO systems enjoy larger gain in capacity and power efficiency [4] .
Currently a large number of works on massive MIMO assume that massive MIMO systems are equipped with infinite antennas at base station (BS). In this case, the channel vectors for different users will be asymptotically orthogonal [4] , [5] . Therefore we can simplify the calculation of channel rate. However, the number of the antennas is always finite in practice, and thus the channel rate cannot reach the ideal one. For this reason, to get a more precise channel rate for massive MIMO system with large but finite number of antennas attracts some attention and is also a challenging issue for practical evaluation. Among them, higher-order Taylor expansion has been recently used as a powerful tool to calculate ergodic channel rate. The method was firstly used in [5] and [6] for the analysis of ergodic capacities in MIMO system, and then was extended to that in massive MIMO system [7] - [9] . Considering the difficulty to get a closed form of ergodic channel rate, Liu et al. [9] only derived the approximated channel rate with the second-order Taylor expansion. The simulation results of achievable ergodic channel rate in [9] is very close to the numerical results. However, when system parameters are changed, especially with large number of users, the channel rate with the second-order expansion have no longer good approximation performance compared to the numerical one. In this case, the second-order expansion cannot meet the practical engineering applications.
To get a better approximation for a massive MIMO system with large but finite number of antennas at BS, in this paper, we carefully derive a closed-form of ergodic channel rate using the third-order Taylor expansion. Actually, this derivation is with a bigger mathematical calculation and more complexity; however, it can improve the approximation for different configuration of the number of BS' antennas and users. Besides, we study the convergence of Taylor expansion by theoretical analysis and simulation.
The rest of the paper is organized as follows. A massive MIMO system model and the corresponding mathematical model are given in Section II. Then, in Section III, the closedform approximation of ergodic channel rate using thirdorder Taylor expansion is derived and the convergence is further studied. In Section IV, numerical results are presented to validate the improvement of our approximation with higher expansion order. Finally, concluding remarks are given in Section V.
Notations: Uppercase and lowercase boldface letters denote matrices and column vectors. X T , X H , Tr(X) and det(X) represent transpose, conjugate transpose, trace and determinant of matrix X, respectively. X (i,j) represents the (i, j)-th entry of matrix X. I M represents an M -dimensional identity matrix. And E[·] denotes the expectation operator.
II. SYSTEM MODEL
In this paper, we consider a single-cell multi-user uplink massive MIMO system, where a BS installed with M antennas receives signals from K single-antenna users. The schematic illustration of the massive MIMO system considered in this paper is given in Fig. 1 . On the uplink transmission, it is assumed that full channel state information (CSI) is available at the BS, which can help the system to achieve high rate. The received signal at BS can be expressed as [10] ,
In (1), x = (x 1 , x 2 , · · · , x K ) T denotes the transmitted signal with E[x H x] = I K , in which x k for k = 1, 2, · · · , K represents the transmitted signal from the k-th user. y = (y 1 , y 2 , · · · , y M ) T denotes the received signal, in which y m for m = 1, 2, · · · , M is the received signal at the m-th antenna of BS. H ∈ C M ×K represents the channel matrix from all users to the BS, which can be expressed as
where h k = (h 1k , h 2k , · · · , h Mk ) T represents the channel vector from the k-th user to the BS. Assume that the channel gain from the k-th user to the m-th antenna at BS, h mk , is an independent and identically distributed complex Gaussian random variable with zero-mean and unit variance. n = (n 1 , n 2 , · · · , n M ) T is the received additive white Gaussian noise (AWGN) vector and has CN (0, N 0 I M ) distribution, where N 0 is the power spectrum density of the noise. Considering the noise and the transmitted power, the transmitted signal-to-noise ratio (SNR) for each user can be defined as ρ = 1/N 0 . And thus the achievable rate for the uplink is given by [11] ,
As the number of received antennas at BS, M , goes to infinity, the channels from each user to the BS become orthogonal with each other, that is,
where δ(·) denotes the Kronecker delta function. Based on random matrix theory, the condition in (4) can be rewritten in a non-trivial matrix as [4] -
Substituting (5) into (3), we can get a simple closed form for the rate as [7] ,
The channel rate in (6) is with deterministic and simple expression. However, once the number of received antennas at the BS is large but finite, the result in (6) cannot accurately evaluate the practical channel rate. Therefore, in this paper, we present a simplified but precise analytical approximation for the channel rate in the scenario of large but finite number of antennas installed at the BS.
III. ANALYTICAL APPROXIMATION
Due to finite antennas installed at the BS, the channels from each user to the BS are not completely orthogonal any more. Therefore, the condition in (5) should be modified as 1
where ∈ C K ×K denotes a perturbation matrix for non-ideal orthogonality, and from (4), the (i, j)-th entry of is defined as
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From (4), (7) and (8), we can easily conclude that = 0 only if M → ∞. Substituting (7) into (3), we can calculate the achievable rate for finite antenna configuration as
From (9), we can see the computation of achievable channel rate is divided into two terms. In (9), the first term denotes the channel rate with the configuration of infinite number of antennas, while the second term represents the difference due to the mismatch of orthogonality as in (7). Clearly, it is difficult to get an analytical solution for the second term in (9) . In this paper, we utilize Taylor expansion of determinant [12] , [13] , to get the analytical approximation for the second term in (9) . With Taylor expansion of determinant, the second term is rewritten as
where Q represents the truncated order of Taylor expansion. As Q approaches to infinity, the above Taylor expansion equals to the ergodic achievable rate. However, once Q is limited, the truncated error will be emerged.
Here we present a lemma to prove the convergence of the Taylor expansion in (10) , that is, the convergence of E H (Tr ( q )). Lemma 1: As q → +∞ where q is an positive integer,
From Lemma 1, better approximation can be achieved using higher order Taylor expansion (i.e., larger Q). However, as seen in the following derivation, it is too complicated to get a closed-form expression for (10) with large Q. Thus, trading off the precision and the complexity, we here present the analytical approximation of the channel rate with Q = 3. In this case, the approximation in (10) can be formulated as
Consequently, with (11), the achievable rate in (9) for Q = 3, R 3 , can be approximated as
In the following part, we will derive the closed-form expression of E H (Tr ( )), E H Tr 2 and E H Tr 3 in (12).
A. DERIVATION OF E H Tr ( )
From (4) and (8), we apparently have E H (i,j) = 0, and thus
With (8), the expected value of the (i, j)-th entry of 2 can be calculated as
For simplicity, we present the detailed derivation of each terms in (14) in appendix. Substituting (B.2) and (C.9) into (14), we can calculate E H
From (15), we thus have the closed-form expression for E H Tr 2 as
Similar to (14) , the expected value of the (i, j)-th entry of 3 can be calculated as
Due to rather complicated computation, the detailed derivation process still puts in the Appendix. In the summation of the third equation of (17), the first term (i.e., the sixthorder moment) can be calculated with (D.3), the second, third and fifth terms (i.e., the fourth-order moments) can be done from (C.8) and (C.9), while the fourth, sixth and seventh terms (i.e., the second-order moment) can be done with (B.2). With (17), we thus compute E H Tr 3 as
D. ANALYTICAL APPROXIMATION OF ACHIEVABLE RATE
Substituting (13), (16) and (18) into (12), we can get the approximated achievable rate for Q = 3 as
From (19), the analytical approximation of achievable rate is a deterministic value which is independent on the instantaneous channels. However, considering finite antennas installed at the BS, the result in (19) is more accurate than that in (6). We will validate the improvement in the following section.
To get a more intuitive comparison, we here also present the analytical approximation of achievable rate for Q = 2. With (13) and (16), the analytical approximation of achievable rate for Q = 2, R 2 , can be calculated as
Our derivation in (20) is similar to the result in [9] . Considering (19) and (20), the extra term,
makes more accurate the approximation of achievable rate with limited BS' antennas.
IV. NUMERICAL RESULTS AND ANALYSIS
In this section, numerical results are presented to validate the improvement of the approximated ergodic channel rate using the third-order Taylor expansion. For better understanding and comparison, the theoretical channel rate in (19), the ergodic ones with the third-and second-order approximation in (19) and (20), and the numerical one are all included. It is assumed the channels for different antennas are independent.
The achievable channel rates with different configuration of the number of BS' antennas and users are illustrated in Fig. 2, Fig. 3 and Fig. 4 . From the figures, we can find that, when the number of antennas installed at BS is large but finite, there is a rate loss compared to the ideal channel rate due to non-orthogonality of the channels for different user; even compared to the numerical one, the approximation error will be emerged for both the second-and third-order approximation. Considering Fig. 2 and Fig. 3 , with a fixed number of BS' antenna, M = 100, the approximation error will be enlarged with larger number of users. By contrast, with a fixed number of user, K = 40, the error will be decreased by increasing the number of BS' antennas. At whatever configurations, the ergodic channel rate with the second-order expansion has larger approximation error compared with that with the third-order expansion, especially in the case of larger number of users.
To get a more intuitive comparisons between the secondorder expansion and the third-order expansion, we present further comparison in Fig. 5 and Fig. 6 . Fig. 5 , with the increasing number of the antennas at BS, the achievable ergodic channel rate using the thirdorder expansion gets a better approximation while the rate using the second-order expansion has a larger approximation error. Especially, with larger number of BS' antennas, our approximation almost coincides with the numerical results in the practical non-orthogonal situation. Fig. 6 illustrates the achievable channel rate per user for different number of users, K , and a fixed number of BS' antennas, M = 200. From Fig. 6 , we can discover that an approximation error exists for both the second-and thirdorder expansion; furthermore, the gap between the numerical and approximate rates is enlarged with the increasing number of users, because the orthogonality is further degraded and more degrees of freedom are used to combat severe multi-user interference with larger K and a fixed M . Even so, the one with the third-order expansion always shows the superior performance in terms of approximation error, compared to that with the second-order expansion.
From the above comparison in Fig. 2-6 , we can validate the improvement of our approximation with higher Taylor expansion order.
Finally, we present the validation for Lemma 1 in Fig. 7 . Fig. 7 illustrates the value of Tr ( q ) in Taylor expansion with the increase of q, where q represents the index of the item in the Taylor Series. We can observe that the value of Tr ( q ) is converged to 0 although there are some fluctuations. Therefore, we can also conclude that, using higher-order Taylor expansion (i.e. larger Q) can apparently achieve a better approximation for the ergodic channel rate. Larger expansion will surely bring out more complicated computation. Considering precision and complexity, Q = 3, in our opinion, is a best choice.
V. CONCLUSION
In practical massive MIMO system, the number of transmitted antennas installed at the BS is large but finite. In this case, the ideal orthogonality is destroyed and the theoretical channel rate cannot thus be achieved. In this paper, we consider the calculation of the approximated channel rate for the configuration of large but finite number of antennas at the BS. First we introduce a perturbation matrix to model the non-ideal orthogonality. Then, we adopt the Taylor expansion of determinant to derive the closed form of the achievable channel rate. Numerical results show that our approximation of channel rate is very close to the numerical result, especially in the case of high expansion order and large number of antennas. Considering both complexity and accuracy, the expansion order can be selected to be 3, that is, Q = 3.
APPENDIX A THE PROOF OF CONVERGENCE OF TAYLOR EXPANSION SERIES
We firstly take eigenvalue decomposition (EVD) on
where U ∈ C K ×K is a unitary matrix, and ∈ C K ×K denotes the diagonal eigenvalue matrix of
2) with ξ 1 ≥ ξ 2 ≥ · · · ≥ a K > 0 being the K eigenvalues. In massive MIMO system, when the number of the antennas installed at the BS, M , gets larger, the columns of 1 √ M H approach to be orthogonal; and thus, all ξ k s approach to 1 for k = 1, · · · , K . Then, with (7) and (A.1), we have the EVD of as
Here we introduce another diagonal matrix, ∈ C K ×K as
where λ k = ξ k − 1 and λ 1 > λ 2 > · · · > λ K . In the scenario of Massive MIMO application and considering the range of ξ k in (A.2), we have λ k s approaching to 0, that is, λ k → 0.
Further from (A.3) and(A.4), we have
Similarly, we can calculate the trace of with high exponentiation as Tr
For simple derivation, we just consider the convergence of the absolute values of the Taylor series. In this case, from (A.5) and considering the close-to-zero characteristics of λ k s, we easily get the following conclusion as
Without loss of generality, we here neglect the operation of absolute value, that is,
Note that, when −1 < Tr ( ) ≤ 0, we can achieve the same conclusion.
Since all λ k s are small value approaching to 0, from (A.8), we get further result as
In the following part, we focus on the proof of convergence. For easy proof, the convergence of the even and odd subsequences are considered respectively.
A. EVEN SUBSEQUENCE
From (A.6) and (A.9), when q is even and q ≥ 4, we have
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As λ 2 k −1 < 0 and λ 2 k are all non-negative values, the result in (A.10) is less than 0. So we have λ
(A.11) From (A.11), we come to the conclusion that the even subsequence is converged to 0 as q increases to infinity.
B. ODD SUBSEQUENCE
When q is odd and q ≥ 3, we consider the following equation as λ
(A.12)
Since λ k − 1 < 0 and λ q−1 k ≥ 0, the following inequality is satisfied λ
As the convergence of even subsequence stated in I, from (A.13), we can conclude that the odd subsequence is also converged to 0.
From the limit theorem of sequences and subsequences in [14] - [16] , the sequence {x n } converges to a given value a if all subsequence x n k converges to a. Therefore, from the derivations and conclusions in Subsections I and II, we achieve the final conclusion of the convergence of Taylor Expansion Series as Tr
(A.14) In Lemma 1, E H (Tr ( q )) means the average of Tr ( q ) over all possible implementation of H. Since Tr ( q ) is converged for a given H, E H (Tr ( q )) is also converged.
APPENDIX B DERIVATION OF E H h H
From the assumption in Section II, both h * ij and h mn are independent identically CN (0, 1)-distributed random variables. Thus we have
From (2) and (B.1), we can rewrite E H h H i h p as 
In (C.2), the first and third terms can be calculated from (B.2); however, the second term cannot be computed directly. We will focus on the derivation of E H h ij h mn in the following part.
From the assumption of independent identically distributed (i.i.d.) random variables of h ij , h mn ∼ CN (0, 1), when i = m or j = n, we have
To simplify representation, let h ij = a + bj, and thus i.i.d random variables a, b ∈ CN (0, 1 2 ). In the case of i = m and j = n, we further have
From (C.3) and (C.4), we conclude that
Similarly, we also have
With (B.1), (C.5) and (C.6), we can compute 
