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Abstract
Se presenta el desarrollo y resultados que se obtuvieron en la realizacio´n del TFG.
Este trabajo se centra en la construccio´n de la parte f´ısica del personaje virtual. El
desarrollo muestra te´cnicas de modelado 3D, cinema´tica y animacio´n usadas para la
creacio´n de personajes virtuales. Se incluye adema´s una implementacio´n que esta´ dividida
en: modelado del personaje virtual, creacio´n de un sistema de cinema´tica inversa y la
creacio´n de animaciones utilizando el sistema de cinema´tica. Primero, crear un modelo
3D exacto al disen˜o original, segundo, el desarrollo de un sistema de cinema´tica inversa que
resuelva con exactitud las posiciones de las partes articuladas que forman el personaje
virtual, y tercero, la creacio´n de animaciones haciendo uso del sistema de cinema´tica
para conseguir animaciones fluidas y depuradas. Como consecuencia, se ha obtenido un
componente 3D animado, reutilizable, ampliable, y exportable a otros entornos virtuales.
The obtained development and results are presented in this TFG. This article is
pointed in the making of the physical part of the virtual character. Development shows
modeling 3D, kinematic and animation techniques used for create the virtual character. In
addition, an implementation is included, and it is divided in: to model the 3D character, to
create an inverse kinematics system, and to create animations using a kinematic system.
First, creating an exact 3D model from the original design, second, developing an inverse
kinematics system that resolves the positions of the articulated pieces that compose the
virtual character, and third, creating animation using the inverse kinematics system to
get fluid and refined animations in realtime. As consequence, a 3D animated, reusable,
extendable and to other virtual environments exportable component has been obtained.
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Cap´ıtulo 1
Introduccio´n
1.1. Motivacio´n
En el presente trabajo, Creacio´n de personajes auto´nomos animados en la herramienta
de desarrollo de entornos virtuales Unity 3D, se busca la implementacio´n de un personaje
virtual a trave´s de un componente 3D con animaciones propias que puedan ser utilizadas
por un mo´dulo agente que implementa la mente del personaje. La necesidad de crear un
componente animado surge al usar entornos virtuales donde los elementos 3D realizan
una interaccio´n con los usuarios que visitan el entorno virtual. Adema´s, y debido a la
forma de integracio´n de las animaciones, este trabajo permite realizar un estudio de los
diversos me´todos existentes en el sector de la animacio´n. La animacio´n por cinema´tica
inversa, en concreto, es un concepto estudiado mayoritariamente por la robo´tica y se
busca aplicarlo en entornos virtuales.
1.2. Necesidades
Mientras se proced´ıa a la realizacio´n del pra´cticum en el laboratorio Decoroso Crespo
de la Facultad de Informa´tica de la Universidad Polite´cnica de Madrid, surgio´ la necesidad
de animar elementos insertados dentro de entornos virtuales, concretamente, en el entorno
virtual creado para el proyecto Miles.
Existen diversas te´cnicas de animacio´n, pero este proyecto se centrara´ en la animacio´n
de componentes articulados mediante cinema´tica. La cinema´tica se divide en dos grupos:
[5]
Cinema´tica inversa: Se basa en solucionar la posicio´n final de los a´ngulos de las
uniones sin manipulacio´n directa de las mismas .
Cinema´tica directa: Se basa en solucionar la posicio´n final a partir de manipulacio´n
directa de las articulaciones.
En lo referente a este TFG se centrara´ en la animacio´n mediante cinema´tica inversa,
la cua´l sera´ expuesta ma´s adelante.
El trabajo a realizar debera´ integrarse en la plataforma de desarrollo Unity3D. Esta
plataforma en su cuarta versio´n proporciona un nuevo sistema de desarrollo de animacio-
nes proporcionando una tecnolog´ıa que ha sido usada para la consecucio´n de los objetivos.
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Adema´s, la herramienta software Unity3D proporciona un sistema de cinema´tica inversa,
pero solo para modelos antropomo´rficos basados en tecnolog´ıa de biped o bones1.
El problema de este sistema de cinema´tica inversa es va´lido para modelos antro-
pomo´rficos y por tanto es inu´til para otros modelos, como es el caso del avatar generado
(Ver figuras 1.1 y 1.2).
Como solucio´n a este problema se propuso la creacio´n de un sistema de cinema´tica
inversa para el avatar modelado en particular y una interfaz reutilizable para otros tipos
de modelos.
Referente a los comportamientos o animaciones se establecio´ que para dar uso al siste-
ma de cinema´tica inversa se implementar´ıan ciertos comportamientos accesibles mediante
una interfaz. La activacio´n de la ejecucio´n de las animaciones sera´ responsabilidad de un
mo´dulo agente desarrollado por un tercero.
1.3. Objetivos
El proyecto tiene diversos objetivos que fueron propuestas inicialmente. Se inten-
tara´ demostrar su consecucio´n a lo largo de este documento. Los objetivos son:
1. Construir un modelo 3D apropiado para el personaje y sus posibilidades de anima-
cio´n previstas.
2. Explorar los mecanismos de animacio´n ofrecidos por la herramienta Unity3D.
3. Disen˜ar una serie de comportamientos ba´sicos para el personaje, con posibilidades
de parametrizacio´n y adaptacio´n dina´mica, incluyendo al menos la capacidad de
desplazarse por el entorno 3D y de interactuar con los usuarios.
4. Especificar una interfaz de control para el personaje que pueda ser utilizada desde
un agente software inteligente construido en Jade.
5. Realizar pruebas de funcionamiento.
6. Documentar el proceso de desarrollo.
7. Documentar los mecanismos para la creacio´n de nuevos comportamientos sobre la
base de lo desarrollado.
Tambie´n y debido al proceso de realizacio´n del TFG se pueden extraer objetivos
inherentes al proyecto. Estos son:
Formacio´n en entornos virtuales.
Aprendizaje de te´cnicas de modelado.
Comprensio´n de me´todos existentes en la actualidad para creacio´n de sistemas
mediante cinema´tica inversa.
Implementacio´n de un me´todo de cinema´tica inversa.
1http://docs.unity3d.com/Documentation/Manual/MecanimAnimationSystem.html
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Figura 1.1: Muestra el avatar creado en la realizacio´n del TFG.
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Revisio´n, aprendizaje y uso de elementos matema´ticos.
Por tanto, el objeto del trabajo es la solucio´n al problema espec´ıfico de creacio´n de
un componente 3D animado, y por otro lado, aportar una gu´ıa para futuras personas con
necesidades similares.
1.4. Nomenclatura
A lo largo del TFG se utilizara´n diferentes formas de reconocimiento para las partes del
componente 3D. Por tanto, las distintas partes con sus correspondientes identificadores
son:
Robot Ayuda: Referencia al avatar en su completud, es decir, es la agrupacio´n de
todas las partes que forman el modelo 3D (Ver figura 1.2).
Seccion Esfera: Referencia a la esfera del Robot Ayuda (Ver figura 1.3).
Proyector: Referencia al modelo 3D del proyector que pertenece al Robot Ayuda
(Ver figura 1.4).
Union Y: Referencia a la unio´n de las secciones, Seccion-1 Y y Seccion-2 Y, que
se conectan a la Seccion Esfera del Robot Ayuda (Ver figura 1.5). Por otro lado,
el valor de Y identifica cada una de las cuatro extremidades que forman el Ro-
bot Ayuda.
Seccion-X Y: Referencia a cada una de las secciones que forman las extremidades
mo´viles del Robot Ayuda, siendo X ∈ [1, 2] y Y ∈ [1, 4]. Es decir, el valor de X
identifica a cada una de las partes de la extremidad. En caso de X = 1 identificara´ a
la primera seccio´n (Ver figura 1.6) y X = 2 identificara´ a la segunda seccio´n (Ver fi-
gura 1.7). Por otro lado, el valor de Y identifica cada una de las cuatro extremidades
que forman el Robot Ayuda.
PR Y: Referencia al extremo no conectado a la Seccion Esfera de la Union Y (Ver
figuras 1.2,1.3 y 1.5). Adema´s, Y en este caso puede tomar el valor P para referenciar
el extremo del Proyector.
TG Y: Referencia a los objetivos a alcanzar por las distintas Union Y. Adema´s, Y
en este caso puede tomar el valor P para referenciar el objetivo a alcanzar por el
Proyector.
Tambie´n se usara el acro´nimo IK para referirse a cinema´tica inversa (proviene del
nombre anglosajo´n Inverse Kinematic y por el cual se identifica acade´micamente dicho
me´todo).
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Figura 1.2: Plano del Robot Ayuda. Incluye archivo multimedia visible con Acrobat ver-
sio´n 7 o superior.
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Figura 1.3: Seccion Esfera. Incluye archivo multimedia visible con Acrobat versio´n 7 o
superior.
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Figura 1.4: Proyector. Incluye archivo multimedia visible con Acrobat versio´n 7 o superior.
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Figura 1.5: Union Y. Incluye archivo multimedia visible con Acrobat versio´n 7 o superior.
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Figura 1.6: Seccion-1 Y. Incluye archivo multimedia visible con Acrobat versio´n 7 o su-
perior.
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Figura 1.7: Seccion-2 Y. Incluye archivo multimedia visible con Acrobat versio´n 7 o su-
perior.
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1.5. Contenido del documento
El documento esta´ dividido en los siguientes cap´ıtulos:
Antecedentes y estado del arte: Se mostrara´ la situacio´n actual en lo concerniente
al TFG y conceptos necesarios para llevar a cabo el mismo.
Desarrollo: Se expondra´n los pasos seguidos para conseguir cumplir los objetivos
iniciales del TFG. En este cap´ıtulo, se tratara´ el desarrollo del modelado 3D, la
cinema´tica inversa, los comportamientos, la interfaz de acceso y pruebas.
Resultados y conclusiones : Se tratara´ los resultados obtenidos, conclusiones alcan-
zadas y conocimientos adquiridos en la realizacio´n de este TFG.
Anexo: Se an˜adira´ informacio´n relevante relacionada con este TFG.
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Cap´ıtulo 2
Antecedentes y estado del arte
2.1. Introduccio´n
En este cap´ıtulo se mostrara´ la situacio´n actual de los distintos apartados te´cnicos
relacionados con el TFG. Se empezara´ exponiendo conceptos matema´ticos utilizados.
A continuacio´n se tratara´ el tema del modelado 3D y se continuara´ con las te´cnicas
de animacio´n, sin entrar en detalles espec´ıficos debido a que esto se explicara´ con ma´s
concrecio´n en el tercer cap´ıtulo, Desarrollo.
2.2. Conceptos matema´ticos
2.2.1. Vector que une dos puntos
Dado dos puntos P y P ′, podemos trazar el vector v con inicio en P y final en P ′,
donde escribimos ~PP ′ en lugar de v (Ver figura 2.1). [7]
Si P = (x, y, z) y P ′ = (x′, y′, z′), entonces los vectores que van del origen a P y P ′
son a = xi+ yj + zk y a′ = x′i+ y′j + z′k, respectivamente, de modo que el vector ~PP ′
es la diferencia entre a y a′ siendo:
a′ − a = (x′ − x)i+ (y′ − y)j + (z′ − z)k (2.1)
2.2.2. Longitud del vector
Se deduce del teorema de Pita´goras que la longitud del vector a = a1i+ a2j + a3k es√
a21 + a
2
2 + a
2
3 (Ver figura 2.2). La longitud del vector a se denota por ||a||. Esta cantidad
se llama frecuentemente la norma de a. Como a · a = a21 + a22 + a23, se sigue que [7]
||a|| = (a · a) 12 (2.2)
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P’
P
PP’
Figura 2.1: Muestra como se crea un vector a partir de dos puntos.
a3
a
a2
a1
2 + a2
2 + a3
2
1
a
||a|| =
a1
2 + a2
2
Figura 2.2: Muestra un vector descompuesto por variables en el eje de coordenadas XY Z.
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||b-a||
b
a
Q
θ
Figura 2.3: Muestra un par de vectores en el espacio que forman un a´ngulo θ y esta´n a
una distancia de ||b− a||.
2.2.3. Vectores unitarios
Los vectores que tienen norma 1 se llaman vectores unitarios. No´tese que para cual-
quier vector a, a/||a|| es un vector unitario; cuando dividimos a entre ||a||, decimos que
hemos normalizado a. [7]
2.2.4. Distancia entre vectores
Si a y b son vectores, la distancia entre ambos extremos es precisamente ||b− a|| (Ver
figura 2.3). [7]
2.2.5. A´ngulo entre vectores
Se deduce de la entidad a ·b = ||a||||b|| cos θ que si a y b son distintos de cero, podemos
expresar el a´ngulo que forman como (Ver figura 2.3): [7]
θ = arc cos
a · b
||a||||b|| (2.3)
2.2.6. Producto escalar
Sean a = a1i + a2j + a3k y b = b1i + b2j + b3k. Definimos el producto escalar de a y
b, y los escribimos a · b. como el nu´mero real [7]
a · b = a1b1 + a2b2 + a3b3 (2.4)
Algunas propiedades se obtienen directamente de la definicio´n. Si a y b son vectores
en R3, y α y β nu´meros reales, entonces:
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1. a · a > 0; a · a = 0 si y solo si a = 0.
2. αa · b = α(a · b) y a · βb = β(a · b).
3. a · b = b · a.
2.2.7. Producto vectorial
Dados dos vectores cualesquiera A y B, el producto vectorial A×B se define como un
tercer vector C, cuya magnitud es AB sin θ, donde θ es el a´ngulo entre A y B, es decir,
si C esta´ dado por [6]
C = A×B (2.5)
entonces su magnitud es
C = |C| = |AB sin θ| (2.6)
La direccio´n de A × B es perpendicular al plano formado por A y B y su sentido
queda determinado por el avance de un tornillo de cuerda derecha, al hacerlo girar de A
hacia B describiendo el a´ngulo menor de θ. Una regla ma´s conveniente para ser utilizada
respecto a la direccio´n A×B es la de la mano derecha o sacacorchos (Ver apartado 2.2.8).
Algunas de las propiedades del producto vectorial que se deducen a partir de su
definicio´n son las siguientes:
1. A diferencia del producto escalar el orden en que se multipliquen los dos vectores
en un producto vectorial tiene importancia, es decir,
A×B = −B × A (2.7)
Por tanto,si se cambia el orden del producto vectorial debe cambiarse el signo.
2. Si A es paralelo a B, entonces A×B = 0;por lo tanto, se concluye que A×A = 0.
3. Si A es perpendicular a B, |A×B| = AB.
2.2.8. Regla del sacacorchos o mano derecha
La regla de la mano derecha o sacacorchos se utiliza para determinar el sentido del
vector resultante del producto vectorial C = A × B. Se hace que los cuatro dedos de
la mano derecha apunten a lo largo de A y, a continuacio´n, se curvan hacia B, a trave´s
del a´ngulo menor formado, θ. La direccio´n en la que sen˜ale el pulgar derecho es la de
C. La regla del sacacorchos tiene la misma fundamentacio´n pero utilizando el giro del
sacacorchos para determinar la direccio´n (Ver figura 2.4). [6]
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CA
B
A
B
C
C =  A x B C = B x A
Figura 2.4: Muestra el funcionamiento de la regla de la mano derecha o sacacorchos.
v
p
q
a l
Figura 2.5: Muestra una proyeccio´n ortogonal donde p es la proyeccio´n ortogonal de v
sobre a.
2.2.9. Proyeccio´n ortogonal
Si v es un vector, y l es la recta que pasa por el origen y tiene la direccio´n del vector
a, la proyeccio´n ortogonal de v sobre a es el vector p cuyo extremo se obtiene al trazar
una recta perpendicular a l desde el extremo de v. Mirando la figura 2.5, vemos que p es
un mu´ltiplo de a, y que v es la suma de p y un vector q perpendicular a a. Por tanto,
v = ca+ q (2.8)
, donde p = ca y a · q = 0. Si multiplicamos por a escalarmente en ambos lados de la
igualdad v = ca+ q, tenemos que a · v = ca ·a, de modo que c = (a · v)/(a ·a), y entonces
p =
a · v
||a||2a (2.9)
17
ßα γ
A
B
C
ac
b
Figura 2.6: Muestra el tria´ngulo a solucionar en el plano XY.
2.2.10. Teorema del coseno
Dado un tria´ngulo ABC, siendo α, β, γ, los a´ngulos, y a, b, c, los lados respectivamente
opuestos a estos a´ngulos, entonces (Ver figura 2.6):
c2 = a2 + b2 − 2ab · cosα (2.10)
2.2.11. Resolucio´n de tria´ngulos
Para resolver un tria´ngulo ABC, siendo α, β, γ, los a´ngulos, y a, b, c, los lados respec-
tivamente opuestos, entonces (Ver figura 2.6 ):
En primer lugar, y para el problema planteado, se tienen los siguientes datos:
Distancia del segmento AB, la cual es fija.
Distancia del segmento BC, la cual es fija.
Distancia del segmento AC, la cual es variable.
Al conocer el valor de los lados del tria´ngulo se puede obtener el valor de los a´ngulos
aplicando el teorema del coseno (Ver apartado 2.2.10). Por consiguiente obtendremos los
valores de α y β aplicando las siguientes ecuaciones.
α = arc cos ((a2 + b2 − c2)/2ab) (2.11)
β = arc cos ((b2 + c2 − a2)/2bc) (2.12)
2.3. Modelado 3D
Actualmente existen diferentes herramientas para crear elementos 3D y distintas for-
mas de creacio´n. Entre ellos se diferencian dos tipos de te´cnicas de modelado, modelado
procedural y mediante pol´ıgonos.
La dificultad de la creacio´n de elementos 3D depende de la correcta eleccio´n de herra-
mientas software que faciliten su creacio´n. Para el avatar propuesto se han utilizado varios
programas con interaccio´n entre ellos. Estos programas han sido 3Ds Max y Solidworks
permitiendo 3Ds Max disen˜o mediante pol´ıgonos y Solidworks parame´trico, permitiendo
el uso de planos para crear objetos 3D.
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Adema´s se utilizan te´cnicas de animacio´n accesibles gracias a estas aplicaciones, como
es por ejemplo el uso de bones, modificacio´n de mallas y jerarqu´ıas de objetos. [1]
2.4. Cinema´tica
Como se expuso en el apartado Necesidades, existen dos grandes grupos relacionados
con la cinema´tica que a su vez se dividen en diversas te´cnicas (Ver apartado 1.2): [2] [3]
Cinema´tica inversa
• Me´todos algebraicos: Solo pueden ser utilizados en casos concretos donde es
posible expresar el valor de los a´ngulos de las articulaciones mediante ecuacio-
nes.
• Me´todos iterativos: La solucio´n del problema de la cinema´tica inversa se solu-
ciona mediante pasos que incrementalmente mejoran la solucio´n de los a´ngulos
de las articulaciones.
Cinema´tica directa.
En este caso y debido al objetivo del TFG, el proyecto se centrara´ en la cinema´tica
inversa. Adema´s, dentro de los subgrupos de cinema´tica existen multitud de me´todos
pero este TFG se centrara´ en un me´todo algebraico explicado en el cap´ıtulo Desarrollo
(Ver apartado 3).
2.4.1. Problema´tica de la cinema´tica inversa
En primer lugar debe ser definido el que se conoce como “el problema de la cinema´tica
inversa”. La definicio´n de la problema´tica segu´n algunos autores es ba´sicamente, deter-
minar los valores de las juntas, las cuales se calculan su posicio´n a partir de un objetivo.
[2][9]
Aunque se piensa que todo en el campo de la cinema´tica esta´ estudiado, en realidad
es un campo en constante evolucio´n y con infinidad de aplicaciones. Algunas aplicaciones
son: [4]
Animaciones virtuales.
Robo´tica.
Medicina.
Adema´s la IK esta´ dando lugar a nuevas tecnolog´ıas, como por ejemplo nuevos robots.
IK da la posibilidad de escalar los robots tanto a nivel micro como macro.
2.5. Te´cnicas de animacio´n
En la actualidad existen diversas te´cnicas que permiten animar modelos 3D. Algunas
de estas te´cnicas son: [1]
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Estructura jera´rquica articulada de objetos 3D: Se define una estructura jera´rquica
del cuerpo como si fuesen objetos separados. Los objetos son almacenados en la
jerarqu´ıa y se unen entre s´ı mediante sus pivots.
Mezcla de mallas entre personajes: Esta te´cnica se basa en usar ma´s de un modelo
que representen al mismo objeto, mostra´ndolos en poses diferentes. Todos los ob-
jetos deben estar formados por la misma malla ya que la animacio´n se realizara´ a
partir de la interpolacio´n de los ve´rtices con una posicio´n inicial, tomada de uno de
los modelos y como final la de otro de los modelos con pose diferente.
Animacio´n del esqueleto y mallado de la piel: Se basa en la creacio´n de un endoes-
queleto que es una estructura jera´rquica de articulaciones, que adema´s tendra´ un
mallado de ve´rtices representando la silueta del objeto. El movimiento del endoes-
queleto modificara´ la malla del objeto original afectando a los ve´rtices.
Cinema´tica inversa en tiempo real: Se basa en el ca´lculo automa´tico de la posicio´n
que deben tomar las diferentes articulaciones del objeto (Ver apartado 2.4).
Captura de movimientos: Consiste en la extraccio´n de movimientos a partir de
actores reales. La captura de movimientos se suele usar junto con la cinema´tica
inversa, la cual permite obtener los a´ngulos formados por la pose tomada por un
actor real.
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Cap´ıtulo 3
Desarrollo
3.1. Modelado
3.1.1. Planos disen˜ados
Antes de modelar el Robot Ayuda se realizo´ una fase de disen˜o del mismo. El disen˜o
fue costoso debido a que se quer´ıa conseguir dotar de ciertas caracter´ısticas al componente
a crear. Los principales requisitos iniciales fueron: [8]
El modelo deber´ıa ser geome´tricamente exacto.
Deber´ıa ser fa´cil aplicar pequen˜as modificaciones al modelo.
El cuerpo del modelo deber´ıa ser similar a una esfera y dar sensacio´n de ara´cnido.
El modelo deber´ıa tener la habilidad de plegarse y desplegarse.
Una vez plegado, deber´ıa formar una esfera perfecta.
Las distintas partes que forman el robot deber´ıan encajar de forma perfecta.
Minimizar costes si se decidiese realizar una impresio´n 3D.
A partir de los requisitos expuestos, se realizaron diversos disen˜os, los cuales no
cumpl´ıan dichos requisitos. Una vez conseguido el disen˜o de un modelo que cumpliese
los requisitos se comenzo´ la creacio´n del modelo. Dado que se hab´ıan creado croquis con
las partes que formar´ıan el Robot Ayuda, se penso´ que el programa ideal para llevar a
cabo el disen˜o ser´ıa Solidworks.
Para construir el componente fueron necesarios cuatro planos.
1. Seccion-1 Y: La pieza esta´ construida de forma que su conexio´n con la Esfera Robot
sea una seccio´n de esfera y pueda alojar la Seccion-1 Y correspondiente (Ver figura
1.6 ).
2. Seccion-2 Y: La pieza esta´ construida de forma que su conexio´n con la Seccion-1 Y
correspondiente sea una seccio´n de cilindro, y la Seccion-2 Y cuando este´ plegada
formara´ la seccio´n de superficie correspondiente de la esfera (Ver figura 1.7).
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3. Proyector: La parte superior del proyector es como la superficie de la Esfera Robot,
su zona intermedia es fina evitando el rozamiento o choque con el hueco donde
esta´ alojado, y en la parte inferior hay peana que funcionara como tope en el
movimiento del proyector. Adema´s, se disen˜o´ con el objetivo de proyectar, alumbrar
o futuras posibilidades a disen˜ar (Ver figura 1.4).
4. Esfera Robot: La Esfera Robot tiene huecos donde ira´n encajadas las Seccion-1 Y
y el Proyector. Cuando todos los elementos del Robot Ayuda este´n cerrados el
Robot Ayuda forma una esfera perfecta1 (Ver figura 1.3).
3.1.2. Modelado en Solidworks
Solidworks es una herramienta software desarrollada por Solidworks Corp., una subsi-
diaria de Dassault Syste`mes. Permite modelar de manera parame´trica. Solidworks modela
como AutoCAD a partir de planos 2D. Pero se diferencia en la fa´cil y ra´pida consecucio´n
de resultados de cuerpos so´lidos respecto a AutoCAD, siendo muy u´til para la creacio´n de
piezas, herramientas o conjuntos de piezas, como por ejemplo un robot. Es un programa
muy potente que permite infinidad de oportunidades a la hora de crear elementos fieles
a la realidad, debido a que se generan a partir de planos. [8]
Solidworks da la posibilidad de generar objetos 3D a partir de los planos de las piezas.
La creacio´n de las partes del Robot Ayuda se crearon con su uso, pero los planos que
estaban disen˜ados no eran va´lidos a la hora de crear los objetos. El problema surg´ıa de
particularidades de uso de Solidworks y por tanto, se tuvo que crear planos auxiliares o
elementos de corte para construir todas las piezas disen˜adas al principio.
Adema´s, otra de las herramientas que proporciona Solidworks es el ensamblaje de
piezas que al unirse forman un objeto final, y las piezas, siguen manteniendo su identidad,
es decir, las agrupa y no las fusiona. Como consecuencia de la exactitud geome´trica de los
planos y la posibilidad que proporciona Solidworks, el ensamblaje de piezas pudo hacerse
con dicho programa.
En otro orden, Solidworks aparte de permitir modelar, permite obtener los planos in-
corporarlos para utilizarlos en documentacio´n, como se puede observar en este documento
(Ver figuras 1.2,1.3, 1.6, 1.7, 1.4 y 1.5). Pero la potencia de Solidworks no acaba solo en
la generacio´n de planos y modelos planos. Este programa permite realizar cambios en los
planos y que esto afecte al modelo que se crea a partir de e´l, es decir, podemos crear
cambios en los objetos de forma ra´pida, sencilla y exacta.
El problema que aparecio´ en el uso de Solidworks fue de compatibilidad y de situacio´n
de los pivot de los componentes. La situacio´n de los pivots no era la ideal para conse-
guir el sistema de cinema´tica inversa y la compatibilidad evitaba su exportacio´n directa
a la plataforma Unity. Para solventar el problema se utilizo´ una herramienta software
intermedia denominada 3Ds Max, cuya funcio´n se explicara´ en el siguiente apartado (Ver
apartado 3.1.3).
Por u´ltimo mencionar que la licencia utilizada es del tipo “estudiante”.
1Salvo errores de visualizacio´n
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3.1.3. Modelado en 3ds Max
3Ds Max es un programa de Autodesk cuya funcio´n es modelar, animar y renderizar en
3D. Esta herramienta software proporciona facilidades a la hora de modelar abstrayendo
algoritmos y herramientas para facilitar su uso. [8]
En un principio se creyo´ que el modelado en 3Ds Max iba a ser mı´nimo y se centrar´ıa
en hacer compatibles las extensiones soportadas en Unity con las extra´ıdas de Solidworks.
La realidad por el contrario ha demostrado que se ha dado diversos usos a la herramienta
ya mencionada. Sus usos han sido:
Transformar del formato .STL procedente del programa Solidworks al formato .FBX
soportado por la plataforma Unity3D. La realizacio´n de este punto es simple y
sencilla ya que simplemente hay que introducir el modelo .STL en 3Ds Max y
exportarlo con el nuevo formato deseado teniendo en cuenta la escala.
Recolocacio´n y adaptacio´n de los ejes de coordenadas de los elementos 3D que
forman el Robot Ayuda. Para colocar de nuevo los pivots se utilizo´ opciones que
proporciona 3Ds Max de alineamiento de los mismos. Adema´s, se disen˜o un script en
Max Script, que esta´ basado en Visual Basic Script, que realizase una adaptacio´n
del eje de coordenadas de mano derecha, usado por 3Ds Max, a coordenadas de
mano izquierda, utilizada por Unity. La funcionalidad del script rota el pivot 90 ◦
sobre el eje X que da lugar a que el eje Z funcione de forma inversa (Ver figura 3.1).
Tambie´n se tuvo que reposicionar los centros de los elementos teniendo en cuenta
sus futuros movimientos.
Creacio´n de elementos 3D para diferentes escenarios. Fue necesario crear diversos
objetos 3D para realizar pruebas, para ello se utilizo´ 3Ds Max, por ejemplo se
crearon vallas, rocas, puertas, etc.
Por u´ltimo mencionar que la licencia utilizada es del tipo “estudiante”.
3.2. Cinema´tica inversa
3.2.1. Definicio´n del me´todo
El me´todo seleccionado o elegido ha sido un me´todo geome´trico o anal´ıtico, dependien-
do de la clasificacio´n usada. El me´todo fue seleccionado por las razones que se exponen
a continuacio´n:
1. Los me´todos iterativos fueron descartados ya que no se ajustan bien a menos de
seis grados de libertad y dado que el Robot Ayuda solo tiene tres grados de libertad
por cada Union Y, no es aconsejable utilizar estos me´todos.
2. Los me´todos ma´s complejos, como redes neuronales, son ma´s lentos, y su compleja
implementacio´n ha conducido a seleccionar un me´todo geome´trico para la creacio´n
del sistema de cinema´tica inversa.
3. Por el contrario, el me´todo geome´trico es ma´s ra´pido y sencillo de implementar para
pocos grados de libertad.
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Figura 3.1: Muestra el cambio realizado del eje de coordenadas utilizado por 3Ds Max a
Unity3D aplicando una rotacio´n sobre el eje X de 90 ◦.
4. Las extremidades se mueven formando siempre un tria´ngulo entre las secciones 1 y
2.
5. Gran parte de los conceptos matema´ticos ya esta´n implementados y proporcionados
por las bibliotecas de Unity.
La solucio´n de los a´ngulos implicados en los movimientos de las extremidades se basa
en la resolucio´n del tria´ngulo que se forma entre las secciones Seccion-1 Y y Seccion-2 Y
y el punto objetivo (Ver figura 3.4). De este modo se consigue solucionar dos de los tres
grados de libertad. El grado de libertad restante, se soluciona mediante el a´ngulo formado
entre dos vectores y aplicando localmente la solucio´n relativa al a´ngulo actual (Ver figura
3.6). Tambie´n hay que considerar el caso de los puntos que no entran dentro del rango de
alcance del tria´ngulo. En estos casos se usa la prolongacio´n del vector direccio´n origen-
destino y se busca la solucio´n ma´s alejada en la recta producida a partir del mencionado
vector direccio´n.
3.2.2. Implementacio´n
Esqueleto lo´gico
En un principio se penso´ en utilizar un endoesqueleto para controlar al Robot Ayuda
y ma´s adelante implementar la cinema´tica inversa. Sin embargo, durante el planteamiento
del problema, se observo´ que utilizar una jerarqu´ıa de objetos 3D se ajustaba mejor a las
necesidades. Las razones que llevaron a elegir esta te´cnica fueron:
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1. El robot esta´ fabricado a partir de distintos submodelos o piezas que encajan. Una
vez encajadas todas las piezas se obtiene el robot final.
2. El modelo es so´lido, y por tanto, el uso de un endoesqueleto no ser´ıa la mejor opcio´n
ya que surgen problemas de visualizacio´n cuando se utiliza en objetos 3D so´lidos.
3. Debido al punto anterior, no habra´ reparticio´n de pesos para controlar los pol´ıgonos,
es decir, funcionara´n como bloques y tampoco debe sufrir alteraciones en la malla.
4. La propia construccio´n del modelo tiene una jerarqu´ıa de objetos 3D. La jerarqu´ıa
formada es:
Robot Ayuda
Seccion Esfera
Unio´n 1
Section-1 1
Section-1 2
PR 1
Unio´n 2
Section-2 1
Section-2 2
PR 2
Unio´n 3
Section-3 1
Section-3 2
PR 3
Unio´n 4
Section-4 1
Section-4 2
PR 4
Proyector
PR P
A partir de los puntos anteriores se tomaron decisiones de disen˜o expuestas a conti-
nuacio´n:
Se creara´ un esqueleto lo´gico que afecta a las patas y toman como centro la esfera.
El esqueleto lo´gico no afectara´ al proyector, que funcionara´ como un elemento in-
dependiente.
Las secciones que componen el esqueleto lo´gico surgen a partir de la relacio´n entre
los pivots de los objetos 3D que forman la Seccion Esfera. En otras palabras, las
secciones sera´n cada una de las ramas del a´rbol de jerarqu´ıa, y para formarlas, se
utilizara´n los pivots de los nodos que esta´n conectados por la rama.
A partir del punto anterior, surge la necesidad de crear objetos de referencia que
actuara´n como el punto final del segmento. Estos objetos auxiliares sera´n totalmente
invisibles al usuario final.
El esqueleto lo´gico sera´ necesario por la utilizacio´n de un me´todo geome´trico que
sera´ expuesto ma´s adelante.
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Restricciones en cinema´tica inversa de Union-X
Como se ha mencionado con anterioridad, la cinema´tica inversa de las patas o miem-
bros del Robot Ayuda se basa en un me´todo geome´trico o anal´ıtico dependiendo de las
distintas clasificaciones. Sin embargo, el primer tema a tratar es el uso de las restricciones.
En el sistema de cinema´tica se deben usar distintas restricciones, dependiendo del
nu´mero de soluciones posibles y del modelo desarrollado (posibilidades de movimiento
del modelo por ejemplo). En el caso que concierne a este TFG, el nu´mero de soluciones
posibles son dos por cada ca´lculo de posicio´n en el plano XY del espacio XY Z (Ver
figura 3.3). Obtenida la solucio´n se restringe mediante la aplicacio´n de los a´ngulos α y
β del tria´ngulo que se crea entre las secciones Seccion-1 Y y Seccion-2 Y y el vector ~OD
(Ver figuras 2.6 y 3.4). En otras palabras, los a´ngulos que se calculan, α y β, no son la
solucio´n final a aplicar a cada Seccion-X Y, sino que es una solucio´n relativa, ya que hay
que aplicar los a´ngulos obtenidos a los actuales e introducirlos en el eje de coordenadas
local correspondiente (Ver figuras 5.8 y 3.2). Entonces, dependiendo de co´mo se apliquen,
se obtendra´ una solucio´n u otra. Para este caso en concreto los a´ngulos finales aplicados
son (Ver figura 3.2):
Referente al a´ngulo α: El a´ngulo final a aplicar se obtendra´ de la ecuacio´n:
αf = αr − γ + θ** (3.1)
Referente al a´ngulo β: El a´ngulo final a aplicar se obtendra´ de la ecuacio´n:
βf = βr − θ − ω*** (3.2)
Por otro lado, en el caso de la restriccio´n dependiente del modelo, se realizo´ una
aproximacio´n de los a´ngulos de movimiento permitidos. Como los a´ngulos permitidos
tienen dependencias entre s´ı (β y δ son dependientes de α, este a su vez es dependiente del
modelo), se ha aproximado mediante curvas. Las curvas utilizadas son curvas disen˜adas
para crear animaciones pero que inherentemente pueden ser utilizadas para otra finalidad,
interpolacio´n, aproximacio´n, etc. De este modo, se puede definir restricciones en a´ngulos
a partir de relaciones de a´ngulos.
De todos modos las restricciones dependientes del modelo se han implementado pero
no se han introducido. La decisio´n de no introducirlas se debe a que el modelo disen˜ado en
un inicio es excesivamente restrictivo, dando lugar a movimientos muy poco dina´micos y
poco naturales. Se penso´ en modificar el modelo del Robot Ayuda, pero existen diversas
razones que han conducido a evitar introducirlas. Las razones son:
La licencia utilizada para el desarrollo del modelo ha sido del tipo “estudiante” con
duracio´n de un mes. Al expirar la licencia y dado el excesivo precio de la renovacio´n
de la misma se decidio´ mantener el modelo actual.
Se dio prioridad a la libertad de movimientos sobre los posibles problemas existentes
al no restringir los movimientos.
**A´ngulo de compensacio´n de inclinacio´n. Ver anexo 5.2.
***A´ngulo de compensacio´n de inclinacio´n. Ver anexo 5.2.
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Figura 3.2: Ejemplo de un espacio local contenido dentro del espacio global.
El problema se detecto´ en un momento avanzado del desarrollo del TFG.
Por consiguiente, y basa´ndose en las razones expuestas, se decidio´ que en un futuro
se solventar´ıa el problema de las restricciones por modelo.
Cinema´tica inversa de Union-X
Como ya se ha mencionado, el me´todo utilizado es un me´todo geome´trico. El me´todo
se basa en la resolucio´n de tria´ngulos y divisio´n del espacio 3D en planos 2D, por un
lado el plano XY y por el otro lado XZ, dando lugar a que las rotaciones se aplicara´n
sobre los ejes Z e Y respectivamente. El sistema de cinema´tica afecta solo a los a´ngulos
de los ejes Z e Y en coordenadas locales y sin modificar las posiciones locales de los
pivot. Trabajar en coordenadas locales ha sido un punto importante en el desarrollo del
sistema, ya que gracias a ello, el movimiento del Robot Ayuda dentro del entorno virtual
no afectara´ a los ca´lculos que se realizan (por ejemplo, rotar o mover el Robot Ayuda
durante la ejecucio´n).
En cuanto al desarrollo de la cinema´tica, se pueden diferenciar tres grandes fases
obviando las restricciones por el modelo (Ver apartado 3.2.2). Por lo tanto las fases
sera´n:
1. Ca´lculo de los a´ngulos sobre los ejes locales Z: Los a´ngulos sobre los ejes locales
Z se solucionan proyectando el esqueleto lo´gico del Robot Ayuda y el punto ob-
jetivo sobre el plano XY . En el plano XZ existen dos grados de libertad que son
las rotaciones sobre los ejes Z de los objetos 3D Seccion-1 Y y Seccion-2 Y, cuyos
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Figura 3.3: Muestra las soluciones posibles para cada punto final.
O
S1
S2
D
α
β
Figura 3.4: Muestra c´omo se forma el tri´angulo a solucionar entre la Seccion-1 Y (
~
OS1),
Seccion-2 Y (
~
S1S2) y el vector
~
OD en el plano XY.
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respectivos a´ngulos se han denominado α y β respectivamente. El tria´ngulo forma-
do entre la Seccion-1 Y, Seccion-2 Y y el vector variable ~OD, puede ser resuelto
mediante geometr´ıa y as´ı solventar dos de los tres grados de libertad (Ver figuras
2.6, 3.4 y 3.5).
A partir del tria´ngulo formado se obtienen los siguientes datos:
Posicio´n actual del TG-Y.
Vectores ~OS1, ~S1S2 y ~OD.
Longitud de los vectores ~OS1, ~S1S2 y ~OD.
Con los datos expuestos es posible solucionar cualquier tria´ngulo aplicando el teore-
ma del coseno y relaciones geome´tricas (Ver apartados 2.2.10 y 2.2.11). Sin embargo,
existe un grave problema que se produce comu´nmente: el caso de que la lejan´ıa del
TG-Y provoque que no exista el tria´ngulo planteado. Para dar solucio´n al problema
se busca el punto alcanzable ma´s lejano a partir de la siguiente fo´rmula:
P (X, Y, Z) = PivotSeccion−1 Y + ~OD ∗MaxDist (3.3)
Donde PivotSeccion−1 Y sera´ la posicio´n del pivot de la Seccion-1 Y, ~OD el vector for-
mado entre los puntos origen-destino normalizado y MaxDist que sera´ la distancia
ma´xima alcanzable por la Union X (Ver apartado 2.2.3).
Aplicando la fo´rmula anterior se obtiene un punto sobre la recta que permite for-
mar un tria´ngulo y por tanto solucionarlo mediante el me´todo geome´trico expuesto
anteriormente.
2. Ca´lculo del a´ngulo sobre el eje Y : El a´ngulo a obtener se formara´ al proyectar
el esqueleto del Robot Ayuda del espacio 3D sobre el plano ZX. En este caso,
u´nicamente existira´ un grado de libertad, el cual pertenece a los objetos del tipo
Seccion-1 Y, ya que los objetos Seccion-2 Y no dispondra´n del grado de libertad de
rotar sobre su eje local Y . Por consiguiente, el problema planteado sera´ solucionar
el a´ngulo formado entre dos vectores del plano XZ. La solucio´n del sistema se lleva
a cabo utilizando operaciones vectoriales, por un lado el a´ngulo entre vectores, por
otro el producto vectorial y por u´ltimo aplicando la regla de la mano izquierda o del
sacacorchos (Ver apartado 2.2.5 y 2.2.7, y figura 3.6). Sin embargo, el a´ngulo que se
calcula es relativo a la rotacio´n actual de la Seccion-1 Y. Por tanto, una vez obtenido
dicho a´ngulo y el producto vectorial entre ambos vectores se aplicara´ la regla de la
mano izquierda o del sacacorchos para conocer el signo del a´ngulo calculado, dando
lugar a dos ecuaciones que permiten aplicar el a´ngulo final δ sobre el eje Y . Las
ecuaciones sera´n:
Sea ~ProdV ectorial = (x, y, z) donde ~ProdV ectorial = ~OS1 × ~OD. Si z >= 0,
entonces
δr = δr (3.4)
en caso contrario
δr = −δr (3.5)
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Figura 3.5: Tri´angulo a solucionar que se forma a partir del esqueleto l´ogico del Ro-
bot Ayuda y el vector din´amico
~
OD.
Y por tanto el ´angulo final ser´a:
δ
t
= δ
t
+ δ
r
(3.6)
3. Aplicaci´on de ´angulos sobre los ejes Z e Y : La ´ultima fase es la aplicaci´on de los
´angulos obtenidos, es decir, despu´es de obtener los ´angulos α y β de la primera fase
y el ´angulo δ de la segunda fase. Simplemente habr´a que aplicar los ´angulos de la
siguiente forma:
α ser´a aplicado sobre el eje de rotaci´on Z del objeto Seccion-1 Y.
β ser´a aplicado sobre el eje de rotaci´on Z del objeto Seccion-2 Y.
δ ser´a aplicado sobre el eje de rotaci´on Y del objeto Seccion-1 Y.
Adem´as existen varias condiciones que hay que cumplir para el correcto funciona-
miento del sistema de cinem´atica inversa.
1. Cualquier c´alculo se debe hacer en coordenadas locales.
2. Cualquier aplicaci´on de rotaciones se har´a sobre coordenadas locales.
3. Se debe mantener la l´ogica entre el paso de coordenadas globales y locales.
4. En ´ultima instancia se debe ejecutar cualquier operaci´on relacionada con la ci-
nem´atica inversa.
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Figura 3.6: Se muestra el a´ngulo que forman dos vectores, el vector ~OD y el vector de
direccio´n (Puede ser del elemento Proyector o Seccion-1 Y).
En el diagrama de flujo de la ejecucio´n del sistema de cinema´tica inversa de Union-Y
se puede observar que en el primer instante de ejecucio´n se iniciara´n ciertas variables
globales que se mantendra´n esta´ticas durante el tiempo que dure la ejecucio´n del entorno
virtual (Ver figura 3.7) . Una vez inicializadas, se evaluara´ el modo de ejecucio´n en el
que nos encontramos, si el modo es igual a false entonces no se realizara´ ningu´n ca´lculo
ni movimiento de las diferentes secciones que componen la jerarqu´ıa de Union-Y. Por el
contrario, se continuara´ actualizando los vectores que forman el esqueleto lo´gico ya que
dependen de la posicio´n actual de las distintas secciones. Obtenidos los vectores del es-
queleto lo´gico habra´ que calcular las longitudes de los distintos vectores para obtener los
datos necesarios para realizar la solucio´n geome´trica, como se ha explicado anteriormente.
En este punto se realiza una bifurcacio´n del hilo de ejecucio´n, por un lado si el punto es
alcanzable no se hara´n operaciones an˜adidas, o por el contrario el punto es inalcanzable
habra´ que realizar una bu´squeda de un punto alcanzable como se ha explicado ante-
riormente. Terminada la operacio´n de bu´squeda o en el caso de no ser necesaria, ambas
posibilidades volvera´n a unirse para realizar la resolucio´n geome´trica del problema plan-
teado. En este punto las fases mencionadas anteriormente se ejecutan. En primer lugar la
primera fase (Ca´lculo de los a´ngulos sobre los ejes locales Z), seguida de la segunda fase
(Ca´lculo del a´ngulo sobre el eje Y ) y por u´ltimo, la tercera fase (Aplicacio´n de a´ngulos
sobre los ejes Z y el eje Y ). Una vez ejecutadas las tres fases, se volvera´ al momento de
ejecucio´n del modo en el que nos encontramos, volviendo a realizar toda la realizacio´n
del flujo de ejecucio´n.
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Figura 3.7: Diagrama de flujo de ejecucio´n del sistema de cinema´tica inversa de los com-
ponentes Union-Y.
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Restricciones en la cinema´tica inversa del proyector
El objeto proyector que forma parte del componente Robot Ayuda tiene dos tipos de
restricciones de movimientos. En primer lugar y al igual que en caso de la cinema´tica
inversa de las Union-Y, tiene una restriccio´n que se debe al modelo y pra´cticamente
todas las restricciones surgen del cuerpo del Robot Ayuda. Sin embargo, para dar mayor
flexibilidad al proyector se han disen˜ado tres tipos de restricciones que dependen de la
lo´gica y se apoyan en las restricciones del modelo. Las tres restricciones inferidas son:
1. Totalmente abierto: En este caso el proyector se mantendr´ıa siempre en su ma´xima
altura. Es decir, el proyector debera´ mantener su ma´xima altura local y para que
se mantenga visible el proyector.
2. Totalmente cerrado: Al contrario que en el caso anterior, en este caso se mantendr´ıa
la apertura mı´nima permitida al proyector, dando lugar a una adaptacio´n de la zona
superior del proyector a la esfera que formar´ıa la Esfera Robot si no hubiese sido
cortada.
3. Altura variable: En este caso sera´ cuando el sistema de cinema´tica inversa calcule
la altura del proyector. La cinema´tica se encargara´ de buscar la altura o´ptima para
un objetivo dado y se intentara´ mantener mientras las restricciones por modelo no
la limite.
Las restricciones dependientes del modelo producen que la rotacio´n sobre los ejes
X y Z del espacio XY Z este´n bloqueadas, permitiendo solamente la rotacio´n sobre
el eje Y . Adema´s, y a diferencia de la cinema´tica de los miembros, la cinema´tica del
proyector podra´ modificar la posicio´n del proyector sobre su eje Y , ya sea aumenta´ndola
o reducie´ndola.
Cinema´tica inversa del Proyector
En lo referente a la cinema´tica inversa del componente Proyector se ha utilizado
un medio procedente de la realizacio´n de la cinema´tica inversa de las Union-Y y otro
perteneciente exclusivamente a la cinema´tica del proyector. Adema´s, y al igual que en
apartado de cinema´tica de los objetos Union-Y, existen tres grandes fases en la resolucio´n
del problema de cinema´tica inversa del proyector. Por tanto, las tres fases existentes son:
1. Ca´lculo de la posicio´n en el eje Y : En todo el sistema de cinema´tica desarrollado
en el TFG , es la u´nica vez donde el ca´lculo no se realiza en coordenadas locales,
aunque el movimiento se aplique localmente Tampoco se trabaja con a´ngulos y
en cambio se trabaja con el posicionamiento. Para calcular la altura deseada, se
utiliza el PR P como baliza de sen˜alizacio´n de la altura a la que se encuentra el
proyector. Por tanto para calcular el movimiento relativo necesario para obtener la
mejor posicio´n se ha realizado resolviendo la siguiente ecuacio´n:
Movimiento(x, y, z) = TG Ppos − PR Ppos (3.7)
Donde yPosition sera´ la y ∈ Movimiento, TG Ppos sera´ la posicio´n objetivo y
PR Ppos el punto de referencia del proyector.
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El ca´lculo en coordenadas globales se debe a que ambas deben estar en el sistema de
coordenadas y e´ste debe ser esta´tico. Como consecuencia se ha utilizado coordenadas
globales y una vez obtenido el valor se asigna localmente para evitar errores de
coherencia.
2. Ca´lculo del a´ngulo de rotacio´n sobre el eje Y : El a´ngulo de rotacio´n sobre el eje Y
sera´ el equivalente a buscar la direccio´n a la que apuntara´ el proyector. Para ello y
al igual que en la segunda fase de la cinema´tica inversa de las Union-Y el ca´lculo
del a´ngulo a aplicar se basa en proyectar los vectores ~OD y ~OPR P sobre el plano
XZ. A continuacio´n, se utilizara´n los conceptos matema´ticos del ca´lculo de a´ngulo
entre vectores, producto vectorial y regla de la mano izquierda o sacacorchos (Ver
apartados 2.2.5, 2.2.7 y 2.2.8). Por tanto, el a´ngulo a aplicar, δ, se solucionara´ segu´n
el siguiente me´todo:
Sea ~ProdV ectorial = (x, y, z) donde ~ProdV ectorial = ~OPR P × ~OD. Si z >= 0,
entonces
δr = δr (3.8)
en caso contrario
δr = −δr (3.9)
Y por tanto el a´ngulo final sera´:
δt = δt + δr (3.10)
3. Aplicacio´n de la posicio´n en el eje Y y a´ngulo en el eje Y : Una vez finalizadas las
fases Ca´lculo de la posicio´n en el eje Y y Ca´lculo del a´ngulo de rotacio´n sobre el
eje Y se pasar´ıa a aplicar los resultados obtenidos siendo:
yPosition sera´ aplicado sobre el eje de posicio´n Y del proyector.
δ sera´ aplicado sobre el eje de rotacio´n Y del objeto Proyector.
Adema´s existen varias condiciones que hay que cumplir para el correcto funciona-
miento del sistema de cinema´tica inversa.
La aplicacio´n de rotaciones o movimientos debe ser local.
La altura debe ser obtenida en el eje de coordenadas global.
El ca´lculo del a´ngulo δ debe realizarse en el eje de coordenadas local.
La rotacio´n del objeto Proyector debe estar siempre activa.
Pueden existir distintos modos de apertura.
El diagrama de flujo de la ejecucio´n del sistema de cinema´tica inversa del proyector,
comenzara´ iniciando las variables globales (Ver figura 3.8). Una vez iniciadas, se actualizan
los vectores necesarios para realizar los ca´lculos expuestos anteriormente y se realiza el
ca´lculo de la posicio´n a aplicar sobre el eje local Y . A partir de este punto se continu´a con
la evaluacio´n del modo en el que se encuentra el proyector, existiendo tres posibilidades.
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1. Modo = 0 : En este caso, el Proyector es obligado a mantener su altura al mı´nimo,
es decir, cerrado y, por tanto, formando una esfera con la Esfera Robot.
2. Modo = 1: En este caso, el proyector toma la altura calculada.
3. Modo = 2: En este caso, el Proyector es obligado a mantener su altura ma´xima.
Ma´s adelante y ya evaluado el modo y ejecutada la rama correspondiente, todas las ramas
volvera´n a unirse en el mismo hilo para realizar el ca´lculo del a´ngulo δ, en otras palabras, la
realizacio´n de la segunda fase. Finalmente, se aplicara´ tanto la altura obtenida del proceso
como el a´ngulo y una vez aplicado se volvera´ a la fase de actualizacio´n de vectores. El
sistema de cinema´tica terminara´ cuando concluya la ejecucio´n del entorno virtual.
3.2.3. Problemas encontrados
A lo largo del desarrollo de sendos sistemas de cinema´tica, han aparecido diversos
errores, los cuales han provocado su deteccio´n, estudio, planteamiento de solucio´n, apli-
cacio´n de la solucio´n y volver a chequear el error para comprobar que ha sido solucionado.
En caso negativo fue repetido el proceso de resolucio´n de errores y en caso positivo, se ha
continuado con las siguientes fases del proyecto. Adema´s cabe destacar que gran parte de
los errores han provocado una instruccio´n en campos teo´ricos no pensados al comienzo
del TFG.
Los principales problemas encontrados en relacio´n con ambos sistemas de cinema´tica
inversa han sido:
Eleccio´n del me´todo entre los estudiados: El primer problema afrontado fue la elec-
cio´n de un me´todo, ya que como se ha expuesto en apartados anteriores existen
multitud y diversidad de me´todos (Ver apartado 2.4).
Los medios utilizados para solventar el problema de seleccio´n fue comparar las nece-
sidades, requisitos y recomendaciones propuestas en las distintas documentaciones
existentes y seleccionar el me´todo que ma´s se adapta o ajusta a las necesidades.
Se tuvo en gran consideracio´n la dificultad de los me´todos y principalmente su
funcionalidad.
Errores de planteamiento: En ocasiones han sido planteadas soluciones ma´s comple-
jas de lo necesario o con ciertos errores de realizacio´n. Por ejemplo, usar un me´todo
iterativo en contra del geome´trico o un mal uso de las bibliotecas proporcionadas
por Unity4.
La solucio´n aplicada consistio´ en la reconsideracio´n del me´todo tras estudiar la
cinema´tica de las Union-Y. En cuanto al uso de bibliotecas o conceptos matema´ticos,
la resolucio´n consistio´ en una mayor la formacio´n en los campos teo´ricos necesarios.
Uso de coordenadas locales contra globales: Aunque este error se podr´ıa incluir en
el punto anterior, en realidad ha sido planteado como un nuevo punto debido a
que el error planteado produjo muchos problemas a la hora de conseguir finalizar
la cinema´tica inversa de ambos mo´dulos. El problema, aunque en un principio es
4Ver http://docs.unity3d.com/Documentation/ScriptReference/
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Figura 3.8: Diagrama de flujo de ejecucio´n del sistema de cinema´tica inversa del compo-
nente Projector.
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evidente a la hora de implementacio´n, provoca errores graves que retrasaron la
finalizacio´n del TFG.
El problema fue solventado a trave´s de utilizar maquetas y herramientas software
para emular el objetivo de la implementacio´n y diferenciar en que´ casos concretos
se usaban los distintos tipos de coordenadas.
Errores de precisio´n: Una vez finalizado el sistema de cinema´tica inversa se capto´ un
error de precisio´n en el movimiento que ten´ıa dos or´ıgenes. En primer lugar, el orden
de ejecucio´n afectaba a la precisio´n de los movimientos de las distintas partes con
cinema´tica, debido a que por cada frame de ejecucio´n, la cinema´tica obten´ıa los
resultados correspondientes al frame anterior dando sensacio´n real de imprecisio´n
en el movimiento. Por otro lado, se produc´ıa imprecisio´n provocada por la ligera
desviacio´n entre el eje de coordenadas local utilizado y el eje de coordenadas real
(Ver figura 5.2).
Para solventar ambos problemas, en primer lugar, se estipulo´ mediante las posibili-
dades de la plataforma Unity que los sistemas de cinema´tica fuesen los u´ltimos en
ejecutarse por cada frame. En segundo lugar, para solventar la desviacio´n, se utiliza-
ron dos a´ngulos de compensacio´n calculados al inicio de la ejecucio´n. Estos a´ngulos
son ω y θ, que aplicados a los a´ngulos α y β solventan la desviacio´n existente. (Ver
apartado 5.2).
Adaptacio´n a la plataforma Unity: uno de los grandes problemas se produjo al
utilizar Unity ya que, al igual que al empezar a utilizar cualquier plataforma, fue
necesario un tiempo de aprendizaje que se ha mantenido a lo largo de la realizacio´n
del TFG. Este problema no se centra solo en el uso de las bibliotecas sino tambie´n
en particularidades del sistema.
La solucio´n fue el uso de la documentacio´n 5, bastante extensa y bien estructurada,
y el uso continuado de la plataforma.
3.3. Comportamientos
El cap´ıtulo Comportamientos tratara´ las animaciones que se han disen˜ado y co´mo
interactu´an entre ellas. Tambie´n se explicara´n las posibilidades y uso dado a las capaci-
dades proporcionadas por Unity para la consecucio´n de los objetivos del trabajo de fin
de grado.
3.3.1. Definicio´n de comportamientos
El primer paso una vez conseguido el sistema de cinema´tica inversa, es el estableci-
miento y disen˜o de las animaciones o comportamientos que se creara´n para un modelo
en concreto, en este caso, el robot de ayuda.
A la hora de disen˜ar los comportamientos se han considerado futuras necesidades
dentro de un entorno virtual, como por ejemplo, andar, sen˜alar, iluminar, etc.
5Ver www.Unity3D.com
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A continuacio´n, hay que pasar a disen˜ar el modo de llevar a cabo las animaciones
elegidas a incorporar en el componente 3D.
El TFG ha dado lugar a la creacio´n de nueve animaciones en total, y en algunos casos,
con ma´s de un modo de animacio´n. Por ejemplo, la animacio´n de andar con dos tipos
distintos de caminar y con posibilidad de an˜adir nuevos modos de andar.
Animacio´n abrir
La necesidad de la “animacio´n abrir”, surge de las posibilidades del modelo 3D, y
consiste en desplegar las patas del robot dando lugar a una mayor interaccio´n con el
entorno virtual y a mayores posibilidades de uso del componente.
Animacio´n cerrar
“Animacio´n cerrar” del robot, esta´ estrechamente relacionada con la “animacio´n
abrir” debido a que la existencia de una “animacio´n abrir++ exige su animacio´n an-
tagonista, es decir, la animacio´n de “cerrar”. De este modo se da la posibilidad al futuro
usuario de volver al estado inicial con el robot cerrado y pasar al estado que permite el
resto de animaciones, el estado abierto.
Animacio´n andar
Una de las principales capacidades de la que dotar un componente 3D para un entorno
virtual es su movilidad por un escenario. Para este cometido se pensaron varios compor-
tamientos posibles, como volar, rodar y andar. Al disen˜ar e implementar las animaciones
se eligio´ el movimiento mediante pasos, es decir, andar. La eleccio´n de dicho me´todo fue
para posibilitar el uso del sistema de cinema´tica inversa disen˜ado anteriormente y por
una mayor visualizacio´n del movimiento. Adema´s la utilizacio´n del sistema de cinema´ti-
ca inversa dar´ıa la posibilidad de establecer distintos tipos de andar y adaptacio´n al
escenario.
Animacio´n sen˜alar
Se extrajo la necesidad, dentro de un entorno virtual, de dotar de capacidad de sen˜alar
tanto objetivos como posiciones. Es importante el comportamiento de sen˜alar para que
el robot sea capaz de proporcionar indicaciones y, por tanto, informacio´n an˜adida o un
medio de expresio´n.
La “animacio´n sen˜alar” utiliza el sistema de cinema´tica inversa. Se decidio´ que u´nica-
mente fuese posible realizar esta animacio´n cuando las cuatros patas este´n sobre el suelo,
y solo una pata ser´ıa capaz de realizar la animacio´n al mismo tiempo.
Animacio´n escanear
Desde un principio el comportamiento de realizar un escaneo del escenario virtual no
se identifico´ como un comportamiento esencial y solo se incluir´ıa si el tiempo de desarrollo
del TFG lo permit´ıa. Como resultado de la planificacio´n, ha sido posible incluirlo. Para
la realizacio´n del comportamiento “escanear” se usa tecnolog´ıa de cinema´tica inversa,
shaders y sistema de part´ıculas proporcionado por el programa Unity.
38
Animacio´n encender/apagar luz
Al disen˜arse este TFG enfocado a integrase con un mo´dulo agente, se exigio´ que
incluyera la capacidad de poder encender luces o un medio de cambiar la luminosidad
de la estancia. Para ello se disen˜o´ un me´todo de alumbrado mediante linterna, es decir,
aprovechando el modelo 3D del proyector se le ha proporcionado la funcionalidad de uso
de una linterna, pudiendo activarse o desactivarse segu´n deseo del usuario.
Animacio´n hablar
Realmente, el “comportamiento hablar” no se basa en la emisio´n de palabras articula-
das sino en el co´digo Morse mediante sen˜ales lumı´nicas. Dentro de la animacio´n de hablar
hay un comportamiento particular de saludar pero englobado en el comportamiento de
hablar, es decir, se ha proporcionado al robot la habilidad de decir “Hello” en co´digo
Morse. Dado que codificar palabras en Morse es fa´cil mediante curvas de animacio´n, se
da la posibilidad de crear una animacio´n que codifique frases en co´digo Morse.
Animacio´n cargar
Al igual que el “comportamiento encender/apagar luces” surgio´ la necesidad de una
animacio´n que mostrase como si el modelo 3D estuviese realizando una carga de bater´ıa.
Fue necesario porque el mo´dulo agente tiene un comportamiento planificador de car-
ga/descarga del componente 3D. Tambie´n se utilizan las posibilidades de la cinema´tica
inversa del proyector y el propio proyector como linterna con posibilidad de cambiar el
color de luz y su intensidad.
Animacio´n proyectar
Como el propio nombre del elemento 3D que forma el robot, el proyector deber´ıa ser
capaz de proyectar v´ıdeos en paredes. Por tanto, se disen˜o el comportamiento de proyectar
como uno de los principales a implementar. Adema´s, se penso´ que ser´ıa necesario poder
detener la proyeccio´n del v´ıdeo pero se evito´ la posibilidad de rebobinado o aceleracio´n
del mismo e incluso pausa. Siendo, el v´ıdeo a proyectar reproducido desde inicio a fin o
en su defecto de inicio hasta parada por deseo espec´ıfico del usuario.
Animacion idle
“Animacio´n idle” surgio´ para animar el Robot Ayuda cuando llevase un tiempo en el
estado OpenIdle sin recibir actividad alguna.
3.3.2. Definicio´n del grafo de animacio´n
Al existir distintas animaciones que interaccionan entre s´ı, surge la necesidad de definir
estados de animacio´n y transiciones entre los mismos. Adema´s cabe resaltar la existencia
de varias animaciones en ejecucio´n al mismo tiempo. Por tanto, aparecen diversas capas
de estados que mantendra´n un estado local por cada capa en el que se encuentre el modelo
3D.
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Figura 3.9: Grafo de estados de la animacio´n que dirige los movimientos del cuerpo.
Todas las capas interactu´an al mismo tiempo pero independientemente, es decir, que
la permanencia en un estado en una capa A no afecta al estado actual de una capa
B. Esta capacidad del grafo de estados o animacio´n da lugar a mezcla de animaciones,
dependiendo de las partes del modelo que animan o del peso que se quiera dar a cada
capa.
Para este proyecto se han utilizado dos capas de animacio´n con un total de nueve
estados de animacio´n, cinco en una de las capas y cuatro en otra. La creacio´n de dos
capas se planteo´ debido a las zonas del modelo 3D que controlaban las animaciones que
seguidamente se asignar´ıan a estados de ambas capas. Estas capas son:
BasicMovements : Esta capa controla todas las animaciones relacionadas con el cuer-
po del robot exceptuando el proyector.
ProjectorMovements : Al contrario que la anterior, esta capa controla todos los es-
tados de animacio´n que interactu´an con el proyector del robot.
Sendas capas evitan cualquier conflicto entre ellas debido a que sus zonas de control
esta´n totalmente diferenciadas y todas las animaciones manejan las partes del cuerpo
asignadas a cada capa, evitando provocar problemas de coherencia entre ambas. U´nica-
mente existe una excepcio´n que aparece en el estado Scan de la capa BasicMovements,
el cual toma el control total del robot durante un tiempo. Para solventar dicho problema
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Figura 3.10: Grafo de estados de la animacio´n que dirige los movimientos del proyector.
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se le ha asignado mayor peso a la capa BasicMovements que ProjectorMovements, pero
una vez terminado el estado Scan el control volvera´ a ser equitativo y diferenciado por
zonas del modelo 3D.
En cuanto al grafo entre estados se ha utilizado la tecnolog´ıa proporcionada por
Unity. Esta tecnolog´ıa permite crear grafos de animacio´n, establecer animaciones, definir
transiciones, crear diferentes capas de animacio´n, mezcla de animaciones y mantenimiento
de coherencia entre estados y capas. Dicha tecnolog´ıa, adema´s, proporciona al usuario
facilidades en la depuracio´n del grafo de animacio´n dando una interfaz visual en la cual
se puede comprobar el estado actual del mismo y el cambio de estados. Sin embargo, esta
tecnolog´ıa fue creada y enfocada para animaciones mediante el uso del nuevo sistema de
animacio´n Mecanim. El uso que se le ha dado desde el punto de vista pra´ctico ha sido
u´nicamente lo´gico, ya que los estados de animacio´n no tienen asignados animaciones. Esto
se debe a que todas las animaciones del componente 3D son mediante scripting y utilizan
las posibilidades del sistema de cinema´tica inversa.
La capa BasicMovements contiene los siguientes estados:
CloseIdle: El acceso a este estado provoca el cierre del robot. Mientras el estado de
la capa BasicMovements sea CloseIdle el robot se mantendra´ cerrado.
OpenIdle: La permanencia del grafo de animacio´n en este estado, indica que el robot
esta´ abierto. Adema´s, pasado un tiempo, se podra´ activar una animacio´n en caso
de falta de actividad del componente 3D.
Walk : El estado Walk indica que el modelo 3D se encuentra andando y por consi-
guiente, movie´ndose por el escenario.
MarkObjective: Este estado muestra que el componente 3D se encuentra realizando
la animacio´n de sen˜alar a un punto del escenario 3D.
Scan: Este estado toma el control total del modelo 3D realizando una animacio´n
de escaneo del escenario.
Por otro lado, el grafo de animacio´n tiene las siguientes transiciones entre estados:
CloseIDle-OpenIdle: Esta transicio´n activa la animacio´n Open que abrira´ el mo-
delo 3D y cambiara´ el estado del grafo de animacio´n al estado OpenIDle. Solo se
activara´ esta transicio´n cuando el mo´dulo que controle el componente 3D mande la
orden de abrir.
OpenIdle-CloseIdle: La transicio´n OpenIdle-CloseIdle, al igual que la transicio´n
CloseIdle-OpenIDle, se activara´ cuando el mo´dulo controlador de´ la orden, en este
caso de´ cerrar, al componente 3D. Cuando esta transicio´n se active, se ejecutara´ la
animacio´n de cerrar y el estado cambiara´ a CloseIdle.
OpenIdle-Walk: Esta transicio´n se llevara´ a cabo cuando el mo´dulo controlador
de´ la orden de caminar al componente 3D y se cambiara´ el estado actual del grafo
de animacio´n al estado Walk. La transicio´n OpenIdle-Walk comenzara´ la animacio´n
de caminar creada para este modelo 3D.
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Walk-OpenIdle: Esta transicio´n puede ser activada mediante dos medios: el primero,
mediante el fin de la animacio´n de andar, y el segundo mediante la parada ordenada
por el mo´dulo que controle el componente 3D. Una vez ejecutada la transicio´n el
estado del grafo sera´ OpenIdle.
OpenIdle-MarkObjective: Esta transicio´n se ejecutara´ cuando el mo´dulo controlador
de´ la orden de sen˜alar a un objeto del entorno virtual. El paso por esta transicio´n
conlleva el paso del grafo de animacio´n al estado MarkObjective y el comienzo de
la animacio´n disen˜ada para el Robot Ayuda.
MarkObjective-OpenIdle: Esta transicio´n solo se activara´ cuando la animacio´n de
sen˜alar este´ totalmente concluida, pasando al estado OpenIdle del grafo de anima-
cio´n.
OpenIdle-Scan: Esta transicio´n solo se efectuara´ al recibir la orden del mo´dulo con-
trolador y cambiando el estado actual del grafo al estado Scan. Adema´s, realizara´ el
comienzo de la animacio´n de escaneo disen˜ada para el componente 3D.
Scan-OpenIdle: Esta transicio´n u´nicamente se ejecutara´ cuando la animacio´n de
escaneo este´ totalmente acabada y seguidamente cambiara´ el estado del grafo de
animacio´n a OpenIdle.
En cambio, la capa ProjectorMovements agrupa los siguientes estados de animacio´n:
TurnLight : El estado TurnLight es el que se mantendra´ por defecto o al que se
volvera´ una vez que se termine cualquier accio´n iniciada del proyector. Cuando se
pasa a este estado la luz vuelve al estado anterior pero mantiene la intensidad y el
u´ltimo a´ngulo utilizado.
Talk : En este estado el Proyector del robot se encuentra proyectando sen˜ales lumi-
nosas que dara´n lugar a un mensaje en co´digo Morse. Adema´s, este estado tambie´n
agrupa la animacio´n particular de mandar la secuencia de sen˜ales Morse que dar´ıan
lugar a la palabra “Hello” que ser´ıa un caso particular del estado Talk.
Project : Estar en el estado Project significara´ que el Robot Ayuda se encuentra
proyectando una textura animada, es decir, un v´ıdeo.
Charge: El estado Charge indica que el Robot Ayuda se encuentra realizando una
carga y ejecutando una animacio´n que muestra el estado de la carga.
Y las transiciones que agrupa son:
TurnLight-Talk : La transicio´n se llevara´ a cabo cuando el mo´dulo controlador env´ıe
la orden Talk o SayHello, pasando a ejecutar la animacio´n deseada por el usuario.
Talk-TurnLight : Una vez finalizada la animacio´n de hablar o saludar, se llevara´ a
cabo la transicio´n Talk-TurnLight. El u´nico momento en el que se producira´ la tran-
sicio´n sera´ cuando cualquiera de sendas animaciones hayan finalizado totalmente.
TurnLight-Project : Al igual que la transicio´n TurnLight-Talk, se llevara´ a cabo si el
mo´dulo inteligente manda ejecutar la animacio´n de proyectar.
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Project-TurnLight : Tambie´n, como en el caso de la transicio´n Talk-TurnLight, se
llevara´ a cabo cuando la animacio´n este´ totalmente terminada. Sin embargo, esta
transicio´n tiene un modo ma´s de activarse, es el caso en que el usuario solicita parar
la proyeccio´n dando lugar a la ejecucio´n de la transicio´n.
TurnLight-Charge: El paso por la transicio´n se producira´ al recibir la orden proce-
dente del mo´dulo controlador del componente 3D que ordene reproducir la anima-
cio´n de cargar.
Charge-TurnLight : En este caso, solamente se saldra´ del estado Charge al estado
TurnLight cuando la animacio´n de Charge termine en su completud. A diferencia
de la transicio´n Project-TurnLight no existira´ otro modo de pasar por la transicio´n
Charge-TurnLight.
En lo referente a los cambios de estado por terminacio´n de las respectivas animacio-
nes, se realizan mediante la activacio´n/desactivacio´n por script de atributos booleanos.
Mecanim permite el cambio de un estado a otro mediante un tiempo de duracio´n per-
teneciente a una animacio´n pero, en este caso y como se ha mencionado anteriormente,
el sistema Mecanim solo se utiliza desde el punto de vista lo´gico y, por tanto, ha sido
necesario adaptarse a este sistema.
3.3.3. Implementacio´n
Estructuras auxiliares
En algunas de las animaciones se han incluido objetos vac´ıos6 que se han utilizado
para crear animaciones. La mayor´ıa de los elementos auxiliares esta´n contenidos, dentro
de la jerarqu´ıa, en el objeto Robot Ayuda. Por tanto, los elementos auxiliares utilizados
han sido:
ClosePosition: Su finalidad es servir como posicio´n de referencia a la hora de apoyar
el Robot Ayuda sobre una superficie. Por consiguiente, ClosePosition sera´ utilizado
en la implementacio´n de las animaciones “Cerrar”, “Abrir” y “Escanear”7. El objeto
auxiliar esta´ situado en la parte inferior de la esfera que forma el cuerpo del robot.
ParticleCamera: ParticleCamera es una ca´mara auxiliar que muestra los puntos
detectados despue´s de realizar una animacio´n de escaneo. La ca´mara u´nicamente
visualiza part´ıculas. Las part´ıculas se crean dina´micamente durante la ejecucio´n de
escaneo. Es necesario incluir un sistema auxiliar que genere las part´ıculas.
• ParticleSystem: Esta´ contenido dentro del objeto auxiliar ParticleCamera.
ParticleSystem es el sistema de part´ıculas que proporciona Unity que mediante
un script permite el manejo y uso del mismo.
ScanPlane: La animacio´n de escaneo usa un plano que tiene aplicado un shader que
da la sensacio´n visual de un plano formado por la´seres. Este plano es u´nicamente
visual y es activado/desactivado segu´n indique la animacio´n de escanear.
6GameObject Empty en la plataforma Unity3D
7En este caso se utiliza por el uso de los me´todos de cerrar y abrir
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WalkPositions : WalkPositions, al igual que ClosePosition, es un objeto vac´ıo pero
que a diferencia de ClosePosition contiene otros objetos vac´ıos. Su uso es diverso ya
que se utiliza en distintos comportamientos, andar, abrir y escanear. WalkPositions
tiene asignado un script que relaciona el objeto robot con los objetos contenidos.
Su finalidad es dar soporte a las diferentes posiciones de los puntos de apoyo de las
Union-Y. Para ello se utilizan cuatro objetos vac´ıos que son:
• WalkPosition 1 : Marca la posicio´n de apoyo de la Union-1.
• WalkPosition 2 : Marca la posicio´n de apoyo de la Union-2.
• WalkPosition 3 : Marca la posicio´n de apoyo de la Union-3.
• WalkPosition 4 : Marca la posicio´n de apoyo de la Union-4.
Impl´ıcitamente, cada componente de WalkPositions tiene asignado un script que
se encarga de lanzar RayCast hacia el suelo y devolviendo la informacio´n del punto
de contacto.
Adema´s, existe una estructura auxiliar ma´s, pero esta´ contenida en otro subnivel de
la jerarqu´ıa de objetos del componente. En este caso es el componente Projector 8, el cua´l
esta´ contenido dentro del objeto 3D Proyector. Su finalidad es servir como soporte a la
hora de proyectar v´ıdeos durante el estado de animacio´n de proyectar. La funcionalidad
del componente “Proyector” de Unity permite reproducir texturas animadas en otros
objetos 3D del escenario virtual.
Animacio´n abrir
La animacio´n abrir se ha divido en dos subestados para logar la apertura del compo-
nente de forma dina´mica y adaptable. En primer lugar, el Robot Ayuda debe estar en el
estado de animacio´n CloseIdle y activar el atributo booleano open.
Una vez realizado el primer paso, se entra en el primer subestado de apertura de las
patas y a trave´s de la estructura auxiliar WalkPositions se lanzan RayCast para detectar
las posiciones donde las patas del robot debera´n apoyar y se crean nuevos objetivos TG Y,
situa´ndolos en la posicio´n actual de los PR Y de cada Union-Y. El tiempo de apertura es
parametrizable, siendo la duracio´n del subestado la mitad de la duracio´n total. Durante
el subestado, la posicio´n de los objetivos se interpolara´ desde la posicio´n actual de los
PR Y hasta la posicio´n detectada mediante RayCast.
Una vez terminado el primer subestado, se comienza el segundo subestado de elevacio´n
del cuerpo. Ide´nticamente al primer subestado, el tiempo de duracio´n es la mitad del
tiempo total y, durante ese tiempo, la posicio´n de la Esfera Robot se ira´ elevando, hasta
alcanzar la altura deseada.
8http://docs.unity3d.com/Documentation/Components/class-Projector.html
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Figura 3.11: Fotogramas obtenidos a partir de la grabacio´n de “animacio´n abrir”
Figura 3.12: Diagrama que muestra la secuencia de interacciones entre los distintos actores
que actu´an en la animacio´n.
Animacio´n cerrar
La “animacio´n cerrar” esta´ dividida en dos subestados tanto para mantener la cohe-
rencia de la animacio´n como para convertirla en una animacio´n adaptable. Inicialmente,
el estado desde el cual se puede mandar cerrar el modelo 3D es OpenIdle, en el cual
el Robot Ayuda estara´ abierto o en proceso de apertura. Cuando se reciba la orden de
cerrar el componente 3D, se activara´ el atributo booleano close dando lugar al paso por
la transicio´n OpenIdle-CloseIdle.
Una vez producido los cambios iniciales, la ejecucio´n de la animacio´n usara´ dos sub-
estados al igual que en el caso de “animacio´n abrir”. Los dos subestados se dividen en;
descenso de la Esfera Robot, y apertura de las Union-Y. Al producirse la transicio´n se
pasar´ıa al primer subestado donde se buscar´ıa mediante Raycast la posicio´n donde se
encuentra el suelo u objeto so´lido donde apoyar. El RayCast se lanza desde la estructura
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Figura 3.13: Fotogramas obtenidos a partir de la grabacio´n de “animacio´n cerrar”.
auxiliar ClosePosition para evitar la deteccio´n del propio cuerpo del Robot Ayuda. Cabe
resen˜ar que el punto de apoyo es la estructura auxiliar ClosePosition ya que, si se utili-
zase el pivot del Robot Ayuda, se situar´ıa atravesando el objeto de apoyo y por tanto,
dar´ıa lugar a errores de coherencia, visualizacio´n y animacio´n. Adema´s, la ejecucio´n de la
animacio´n solicita un tiempo de duracio´n total, siendo la mitad para el primer subestado
y la otra mitad para el segundo subestado.
Una vez terminado el primer subestado se pasar´ıa al cierre de las Union-Y, para ello
se utiliza la posicio´n de los PR Y en el momento inicial de arranque del sistema para
poder interpolar desde su posicio´n actual hasta la posicio´n mencionada. El encargado del
movimiento de las diferentes Union-Y es el sistema de cinema´tica, ya que el u´nico trabajo
del script de animacio´n es mover los TG Y correspondientes.
Figura 3.14: Diagrama que muestra la secuencia de interacciones entre los distintos actores
que actu´an en la animacio´n.
Animacio´n andar
Esta animacio´n ha sido la ma´s compleja de lograr debido a la cantidad de conceptos a
evaluar y desarrollar para conseguir un movimiento fluido y coherente. En primer lugar,
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la “animacio´n andar” puede ser llamada desde los estados OpenIdle y el propio estado
Walk. En el caso de estar situado en el estado OpenIdle, la transicio´n empleada para
llegar al estado Walk sera´ OpenIdle-Walk ; en caso contrario, se mantendra´ en el estado
Walk. Una de las primeras decisiones que hubo que realizar fue el disen˜o de la cinema´tica
de la animacio´n. Para tomar esta decisio´n hubo que plantearse las siguientes cuestiones:
1. Si la Esfera Robot ser´ıa afectada por el movimiento de las patas.
2. Nu´mero de Union-Y que estar´ıan apoyadas al mismo tiempo en el suelo durante el
paso.
3. Si el Robot Ayuda tendr´ıa una cara o direccio´n fija con la que andar hacia adelante.
4. La velocidad.
5. La longitud del paso.
Estas preguntas ocasionaron las siguientes respuestas:
1. El u´nico efecto que sufrir´ıa la Esfera Robot ser´ıa el provocado por la altura de la
ruta o escenario.
2. Se disen˜aron dos modos, el primero en el que se mantendr´ıan apoyadas siempre dos
de las cuatro Union-Y y otro que mantendr´ıa apoyadas tres de las cuatro sobre el
suelo.
3. El Robot Ayuda al poder rotar el proyector se decidio´ que no tendr´ıa cara definida.
4. La velocidad dependera´ del usuario que controle el Robot Ayuda, ya que tanto la
ruta como el tiempo del recorrido de la misma, dependera´ del mo´dulo controlador.
5. La longitud de un paso, sin incluir la posibilidad de correr, se realizo´ de forma que
la escala no interviniese en la cinema´tica de la animacio´n. Por lo que se deduce que
la longitud del paso es variable pero no modificable por el usuario controlador.
Solventadas las preguntas, se decidio´ dividir la animacio´n de andar en dos interpola-
ciones de posicio´n, por un lado la de la Esfera Robot y por el otro la de las patas. Para
conseguir la interpolacio´n del cuerpo se utilizaron curvas de animacio´n si bien, no eran
utilizadas como una animacio´n. Las curvas, una por cada variable del espacio 3D, se crean
dina´micamente guardando puntos claves en cada momento del tiempo, acotado entre 0
y 1, donde cambia la direccio´n de andar. La posicio´n en el tiempo dentro de la curva se
efectu´a de manera que se establece una proporcio´n entre la longitud del trayecto total
y la porcio´n del trayecto. La relacio´n de proporcio´n da como resultado un valor entre 0
y 1 que es el lugar temporal dentro de la curva donde se coloca el punto de referencia.
Una vez preparadas las curvas de animacio´n a trave´s de otro script se da la opcio´n de
evaluar las curvas en el momento actual. Este script se basa en guardar tanto el tiempo de
comienzo como el tiempo de finalizacio´n de la animacio´n y proporcionar un me´todo que
evalu´a cua´l es la posicio´n del objeto en ese momento. Finalmente el script encargado de
actualizar la posicio´n de los objetos se encarga de ordenar la inicializacio´n de los tiempos
necesarios como las curvas con las futuras posiciones.
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Por otro lado, esta´ la actualizacio´n de las posiciones de las Union-Y. Para lograr este
hito, se crearon animaciones auxiliares con medios procedentes de las animaciones como
eventos programados y reproduccio´n en bucle.
El primer paso a construir era la inicializacio´n de los pasos de forma c´ıclica, surgiendo
como solucio´n la posibilidad de ejecutar una animacio´n en bucle y programar eventos que
invocar´ıan una funcio´n auxiliar que actualizar´ıa tanto el punto inicial como el final. Para
cada instante de lanzamiento del evento, la funcionalidad indica que el punto final actual
pasa a ser el inicial del siguiente ciclo y el final se calcula gracias a la estructura auxiliar
WalkPositions.
Esta estructura auxiliar env´ıa hacia el suelo un RayCast para cada Union-Y y devuelve
los futuros puntos de apoyo de las mismas. El segundo paso a construir era la interpolacio´n
del movimiento de cada Union-Y de forma que se pudiese garantizar la coherencia en la
animacio´n. Entonces se volvio´ a utilizar la posibilidad de trabajar con animaciones que
duran un segundo aprovechando la animacio´n creada en el primer paso del movimiento
de las Union-Y. En este caso se utilizaron cuatro variables que modificar´ıan la posicio´n
entre los puntos inicial y final de cada una y una variable ma´s que modificar´ıa la altura
relativa de los pasos. Estas variables se repitir´ıan por cada ciclo de paso. La utilizacio´n
de animaciones auxiliares dio lugar a un fa´cil disen˜o de cinema´ticas de andar, pudiendo
ser probadas con solo modificar las curvas de la animacio´n auxiliar.
El tercer problema a resolver era la direccio´n en la que andar, como adaptar el cambio
de direccio´n y cua´ndo parar. En el primer caso, se comprendio´ que los puntos donde
estaban definidos los cambios de direccio´n estaban guardados en las curvas que interpolan
la posicio´n del cuerpo. Esto dio como resultado que cuando se creaban las curvas, tambie´n
se creaban eventos por cada punto clave, excepto el inicial y final, que ordenaban el cambio
de la direccio´n en la que andar. Una vez logrado el primer caso, al probar la solucio´n se
observo´ un desfase en los pasos que no deber´ıa suceder. El desfase en la animacio´n se
deb´ıa a que el momento de cambio de direccio´n no ten´ıa por que´ coincidir con el fin de
ciclo de un paso. La solucio´n propuesta fue que en cada momento de cambio de direccio´n
se volviesen a actualizar los puntos inicial y final donde apoyar pero sin reiniciar la
animacio´n auxiliar. El u´ltimo problema era cua´ndo terminar la animacio´n, plantea´ndose
dos posibilidades. La primera que fuese parada por el usuario, lo que ocasionar´ıa que se
detuviese bruscamente quedando el Robot Ayuda congelado. La segunda a la finalizacio´n
del recorrido. Para detener el Robot Ayuda una vez recorrida la ruta, al igual que en el
primer caso, se inserto´ un evento en las curvas de interpolacio´n de la Esfera Robot en el
u´ltimo punto clave que finalizar´ıa tanto la animacio´n auxiliar como la interpolacio´n de
las distintas partes.
Tambie´n hay que mencionar que aunque hay disen˜ados tres modos de andar, solo
se utilizan dos, ya que en el caso de mantener tres patas apoyadas, la velocidad de la
animacio´n no permite realizarla correctamente.
Una vez acabada la ruta o terminada por el usuario se pasa del estado Walk al estado
OpenIdle por medio de la transicio´n Walk-OpenIdle.
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Figura 3.15: Fotogramas obtenidos a partir de la grabacio´n de “animacio´n andar”.
Figura 3.16: Diagrama que muestra la secuencia de interacciones entre los distintos actores
que actu´an en la animacio´n.
Animacio´n sen˜alar
La “animacio´n sen˜alar” solo se podra´ ejecutar desde el estado OpenIdle, desde el cual
se invocara´ la orden y a trave´s de la transicio´n OpenIdle-MarkObjevtive se pasara´ al
estado MarkObjevtive. Para realizar esta´ animacio´n se ha utilizado tanto la tecnolog´ıa de
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cinema´tica inversa desarrollada, como las curvas de animacio´n y bibliotecas relacionadas
que son proporcionadas por Unity.
Cuando se produce la transicio´n al estado MarkObjective, se solicitan dos valores; uno
el tiempo de duracio´n, otro el objeto del entorno virtual al que hay que sen˜alar. Para llevar
a cabo la animacio´n se utiliza una curva de animacio´n que actualiza el valor de la variable
utilizada en el script. Esta variable se encarga de medir el momento de la interpolacio´n,
siendo la duracio´n de la animacio´n de un segundo. Es importante que el tiempo de
duracio´n sea de un segundo ya que de este modo se puede controlar el tiempo total de
ejecucio´n mediante la ralentizacio´n o adelantamiento de la reproduccio´n. Por ejemplo,
si se quiere que la animacio´n dure tres segundos, la velocidad de reproduccio´n sera´ un
tercio de la inicial, y dado que inicialmente dura un segundo por defecto, implicara´ que
la duracio´n final sera´ de tres segundos.
Por consiguiente, la accio´n que se realiza al reproducir la animacio´n se basa en los
siguientes pasos:
1. Bu´squeda de la Union-Y ma´s cercana al objetivo.
2. Adaptacio´n de la velocidad de reproduccio´n de la animacio´n de apoyo.
3. Lanzamiento de la animacio´n de apoyo y actualizacio´n de la posicio´n del TG Y que
se corresponde con la Union-Y.
El movimiento de la Union-Y elegida sera´ tarea del sistema de cinema´tica inversa.
Figura 3.17: Fotogramas obtenidos a partir de la grabacio´n de “animacio´n sen˜alar”.
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Figura 3.18: Diagrama que muestra la secuencia de interacciones entre los distintos actores
que actu´an en la animacio´n.
Animacio´n escanear
La “animacio´n escanear” solo es accesible desde el estado OpenIdle y a trave´s de la
transicio´n OpenIdle-Scan. Esta animacio´n usa diversos medios: por un lado animaciones
ya creadas, en otras palabras, las animaciones “cerrar” y “abrir”, uso de sistema de
part´ıculas proporcionado por Unity, uso de shaders y curvas de animacio´n.
En este caso, la animacio´n se compone de tres subestados: primero el proceso de
cerrar, segundo el proceso de escaneo y tercero el proceso de apertura. Para acceder a
la reproduccio´n de esta animacio´n se solicita un tiempo de duracio´n total, el cual se
repartira´ entre los tres subestados segu´n la siguiente regla:
1. El tiempo total se dividira´ en tres porciones de tiempo de distinta duracio´n.
2. El primer subestado, proceso de apertura, durara´ 1/5 de su tiempo total.
3. El segundo subestado, proceso de escaneo, durara´ 3/5 del tiempo total.
4. El tercer subestado, proceso de cerrado, durara´ 1/5 del tiempo total.
La decisio´n de dividir en cinco partes el tiempo total se debio´ a que el proceso de
escaneo tiene tres fases; elevacio´n, escaneo y descenso; se disen˜o´ que cada fase durase una
porcio´n del tiempo a repartir. Por otro lado, se decidio´ que tanto la “animacio´n cerrar”
como la “animacio´n abrir” deber´ıan durar a su vez una porcio´n del tiempo total cada una.
Concluyendo en que el tiempo total deb´ıa ser dividido en cinco partes con la reparticio´n
mostrada anteriormente.
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A la hora de realizar la animacio´n, el primer subestado reutilizaba la “animacio´n
cerrar” invonca´ndola con el tiempo deseado, 1/5 del tiempo total. A pesar de utilizar la
“animacio´n cerrar” el estado de animacio´n se mantiene y adema´s se programa un evento
que dar´ıa paso al segundo subestado de la animacio´n, el subestado de escaneo.
Cuando se termina el primer subestado y se llega al segundo, se realizan las siguientes
acciones dependiendo de la fase en que se encuentre. Por tanto las acciones son:
1. Fase 1: Al igual que en la “animacio´n sen˜alar”, se modifica la velocidad de repro-
duccio´n para que dure el tiempo deseado, ya que tambie´n en este caso la animacio´n
auxiliar tiene una duracio´n de un segundo. Ma´s adelante, se lanza un RayCast ha-
cia arriba para detectar si existe algu´n obsta´culo a la hora de elevarse. Si no se
encuentra obsta´culo alguno, el Robot Ayuda se elevara´ hasta una altura por defec-
to, y en caso contrario, a una altura que evite el choque con el obsta´culo interpuesto.
Adema´s, hay que mencionar que el Collider 9 del Robot Ayuda se desactiva al inicio
de esta fase para evitar errores de deteccio´n de s´ı mismo y se reactivara´ al terminar
la u´ltima fase.
2. Fase 2: En este momento el Robot Ayuda se encontrara´ en su altura ma´xima. En
primer lugar se activara´ el objeto auxiliar ScanPlane que utiliza la tecnolog´ıa de
shaders. Una vez activada la estructura auxiliar, se realiza una interpolacio´n de la
rotacio´n que se aplica en dos de sus ejes, el X y el Z. A partir de este momento,
por cada frame se lanzaran RayCasts en diferentes direcciones detectando estructu-
ras que tengan Collider asignados. Adema´s, por cada frame, se creara´n part´ıculas
por cada choque detectado, es decir, por cada RayCast. Cuando la animacio´n au-
xiliar acaba, se lanza un evento que pasa la ejecucio´n a la u´ltima fase, tambie´n se
desactivara´ el ScanPlane.
3. Fase 3: Esta fase se encarga de descender el Robot Ayuda desde la altura alcanzada
en la primera fase, hasta la posicio´n inicial de la fase 1 (apoyado en el suelo). La
tarea que se realiza en esta fase es la interpolacio´n de la posicio´n del componente
3D a trave´s de animacio´n de apoyo. Una vez apoyado el modelo en el suelo, la
animacio´n auxiliar manda un evento que invoca la ejecucio´n del tercer subestado.
Adema´s, hay que resen˜ar que aunque se decidio´ que para cada fase se asignar´ıa una
porcio´n de tiempo, en realidad se redujo el tiempo de las fases 1 y 3, con objeto de
incrementar la fase 2 para darla prioridad sobre las otras, debido a que es el elemento
principal de la animacio´n, es decir, escanear.
Por u´ltimo el u´ltimo subestado reutiliza la animacio´n de abrir y al igual que en
el primer caso, el grafo se mantiene en el estado de animacio´n Scan. Al empezar este
subestado, se programa un evento que ejecutara´ la transicio´n Scan-OpenIdle activando
las variables necesarias.
9http://docs.unity3d.com/Documentation/Components/class-BoxCollider.html
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Figura 3.19: Fotogramas obtenidos a partir de la grabacio´n de “animacio´n escanear”.
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Figura 3.20: Diagrama que muestra la secuencia de interacciones entre los distintos actores
que actu´an en la animacio´n.
Animacio´n encender/apagar luz
La “animacio´n encender/apagar luz” solicita una posicio´n, un color y una duracio´n en
el caso de “encender luz”, y solo se podra´ llevar a cabo cuando el grafo de animacio´n de la
capa ProjectorMovements este´ en el estado TurnLight. El color pasado como para´metro
sera´ el de la luz, la posicio´n el lugar, donde apuntarla, y la duracio´n referencia el tiempo
que tarda el proyector en cambiar desde la posicio´n inicial a la pasada como para´metro.
En el caso de apagado se pide una posicio´n y una duracio´n que sera´ el tiempo que
tardara´ el proyector de cambiar desde la posicio´n actual a la posicio´n pasada, y al igual
que en el caso de encendido, solo se ejecutara´ si se encuentra en el estado TurnLight.
Para llevar a cabo ambas acciones al comienzo de la ejecucio´n, se crea y configura un
PointLight dina´micamente. Despue´s, en lo concerniente a la luz, se consiguen los efectos
deseados modificando a trave´s de script los atributos de la luz definidos por Unity10.
Inicialmente, la intensidad y el a´ngulo de iluminacio´n esta´n asignados por defecto
pero pueden ser variados por funciones auxiliares. Tambie´n hay que mencionar que la
ejecucio´n de ambas acciones no provocara´ un cambio en el estado del grafo de animacio´n.
10http://docs.unity3d.com/Documentation/ScriptReference/Light.html
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Figura 3.21: Fotogramas obtenidos a partir de la grabacio´n de “animacio´n encen-
der/apagar luz”.
Figura 3.22: Diagrama que muestra la secuencia de interacciones entre los distintos actores
que actu´an en la animacio´n.
Animacio´n hablar
La “animacio´n hablar” solo sera´ accesible cuando el estado del grafo de animacio´n sea
TurnLight, y una vez lanzada la animacio´n se pasar´ıa a Talk por la transicio´n TurnLight-
Talk. La accio´n que se realizara´, independientemente del mensaje, sera´ la emisio´n de
sen˜ales luminosas en una direccio´n Para ello, se utiliza una animacio´n de apoyo para el
caso de saludar o bien se puede pasar como para´metro cualquier animacio´n que codifique
el mensaje a transmitir. Por tanto, cuando el me´todo es llamado, se lanza la animacio´n
correspondiente y se modifica la intensidad y el color de la luz a unos valores por defecto.
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Durante la ejecucio´n la accio´n a realizar sera´ activar y desactivar la luz dependiendo
del valor de un atributo que es modificado por la animacio´n auxiliar que se reproduce.
Terminada la animacio´n, se vuelve al estado TurnLight a trave´s de la transicio´n Talk-
TurnLight.
Figura 3.23: Fotogramas obtenidos a partir de la grabacio´n de “animacio´n hablar”.
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Figura 3.24: Diagrama que muestra la secuencia de interacciones entre los distintos actores
que actu´an en la animacio´n.
Animacio´n cargar
En cuanto a la “animacio´n cargar”, se accede desde el estado de animacio´n TurnLight
mediante la transicio´n TurnLight-Charge. La animacio´n se basara´ en el tiempo que tar-
dara´ la animacio´n en finalizar. Para llevar a cabo la animacio´n, la luz pasara´ por distintos
colores, rojo, amarillo y finalmente verde, que indicara´n el estado de la carga, siendo el
color rojo el inicio de la carga y el verde el final. Aprovechando las posibilidades de las
curvas de animacio´n, se ha utilizado una animacio´n auxiliar para realizar pequen˜as modi-
ficaciones dina´micas tanto en el color como en la intensidad. Adema´s, tambie´n se utiliza
la interpolacio´n del movimiento del proyector para dar mayor sensacio´n de actividad.
Durante la realizacio´n de la animacio´n se ha utilizado tanto la cinema´tica inversa, como
el uso de luces. Terminada la animacio´n, se volvera´ de nuevo al estado desde el cual puede
ser referenciada esta animacio´n que sera´ posible mediante la transicio´n Charge-TurnLight.
Esta transicio´n se producira´ cuando termine la animacio´n.
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Figura 3.25: Fotogramas obtenidos a partir de la grabacio´n de “animacio´n cargar”.
Figura 3.26: Diagrama que muestra la secuencia de interacciones entre los distintos actores
que actu´an en la animacio´n.
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Animacio´n proyectar
Esta animacio´n se reproduce cuando es invocada por el mo´dulo agente y el grafo de
animacio´n se encuentra en TurnLight. Desde este estado se pasa a trave´s de la transicio´n
TurnLight-Project al estado Project. Para crear esta animacio´n ha sido necesario utilizar
shaders y projectors proporcionados por la plataforma Unity. Adema´s, para reproducir
v´ıdeos se utilizan texturas animadas que funcionan como v´ıdeos pero que pueden ser
utilizadas sobre materiales. En cuanto a la realizacio´n de la animacio´n , utilizando la
tecnolog´ıa mencionada, se solicita al usuario una textura del tipo MovieTexture (una
textura animada) que se carga en el proyector y se reproduce. Tambie´n se solicita un
tiempo y una posicio´n, que sera´ el tiempo que tarde en apuntar a la zona donde se quiere
proyectar. Esta zona es conocida mediante el paso de para´metros al me´todo. Debido a
que el v´ıdeo puede ser de larga duracio´n, se considero´ insertar un me´todo para detener la
reproduccio´n del v´ıdeo. Por u´ltimo, una vez terminada la animacio´n o parada mediante
el me´todo proporcionado, se retornara´, pasando por la transicio´n Project-TurnLight, al
estado TurnLight.
Figura 3.27: Fotogramas obtenidos a partir de la grabacio´n de “animacio´n proyectar’.’
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Figura 3.28: Diagrama que muestra la secuencia de interacciones entre los distintos actores
que actu´an en la animacio´n.
Animacio´n idle
La “animacio´n idle” se reproduce cuando es invocada por el mo´dulo agente y se
detiene cada vez que pasa del estado Open a otro. Esta animacio´n esta´ disen˜ada para
ser activada pasado un tiempo sin realizar ninguna accio´n. La animacio´n consiste en
mover ligeramente el cuerpo, encarga´ndose el sistema de cinema´tica inversa de adaptar
las diferentes partes del cuerpo. Para realizar esta animacio´n se interpola la posicio´n de
la Esfera Robot a partir del tiempo de ejecucio´n.
Figura 3.29: Fotogramas obtenidos a partir de la grabacio´n de “animacio´n idle”.
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Figura 3.30: Diagrama que muestra la secuencia de interacciones entre los distintos actores
que actu´an en la animacio´n.
3.4. Interfaz de acceso
La estructura de funcionamiento se basa en el sistema de cinema´tica inversa, el cual
recibe modificaciones procedentes del mo´dulo de animacio´n o comportamientos. El mo´du-
lo de comportamientos recibe acciones a realizar procedentes de un mo´dulo inteligente
(Ver figura 3.31). Para facilitar el uso del componente 3D, se decidio´ crear una interfaz
de uso que no tuviera en cuenta la dificultad de utilizar todos los script que componen
el mo´dulo de animacio´n.
Adema´s se concluyo´ que el control del grafo de animacio´n fuese obra de la interfaz
ya que ser´ıa el elemento que relacionar´ıa todas las animaciones existentes. En caso de no
ser una funcio´n suya activar alguna de las transiciones, se proporcionar´ıan los me´todos
necesarios. Por tanto los me´todos existentes en la interfaz son:
Me´todo Uso Transicio´n a
activar
Valores de-
vueltos
Visibilidad
Open Ejecuta la
“animacio´n
abrir”
CloseIdle-
OpenIdle
True si se eje-
cuta, false en
caso contrario
Pu´blica
Close Ejecuta la
“animacio´n
close”
OpenIdle-
CloseIdle
True si se eje-
cuta, false en
caso contrario
Pu´blica
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Me´todo Uso Transicio´n a
activar
Valores de-
vueltos
Visibilidad
Walk Para la
“animacio´n
andar”
Walk-
OpenIdle
True si se eje-
cuta, false en
caso contrario
Pu´blica
CancelWalk Ejecuta la
“animacio´n
andar”
OpenIdle-
Walk
True si se eje-
cuta, false en
caso contrario
Pu´blica
Mark Ejecuta la
“animacio´n
sen˜alar”
OpenIdle-
MarkObjetive
True si se eje-
cuta, false en
caso contrario
Pu´blica
Scan Ejecuta la
“animacio´n
escanear”
OpenIdle-
Scan
True si se eje-
cuta, false en
caso contrario
Pu´blica
TurnLightOn Ejecuta la
“animacio´n
encender luz”
No procede True si se eje-
cuta, false en
caso contrario
Pu´blica
ModifyLights Cambia los
propiedades
de la luz
No procede True si se eje-
cuta, false en
caso contrario
Pu´blica
TurnLightOff Ejecuta la
“animacio´n
apagar luz”
No procede True si se eje-
cuta, false en
caso contrario
Pu´blica
Talk Ejecuta la
“animacio´n
hablar”
TurnLight-
Talk
True si se eje-
cuta, false en
caso contrario
Pu´blica
SayHello Ejecuta la
“animacio´n
hablar” (caso
particular)
TurnLight-
Talk
True si se eje-
cuta, false en
caso contrario
Pu´blica
Charge Ejecuta la
“animacio´n
cargar”)
TurnLight-
Charge
True si se eje-
cuta, false en
caso contrario
Pu´blica
Project Ejecuta la
“animacio´n
proyectar”
TurnLight-
Project
True si se eje-
cuta, false en
caso contrario
Pu´blica
StopProject Para la
“animacio´n
proyectar”
Project-
TurnLight
True si se eje-
cuta, false en
caso contrario
Pu´blica
StaticIdle Ejecuta la
“animacio´n
idle”
Mantiene
el estado
OpenIdle
Vac´ıo Pu´blica
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Me´todo Uso Transicio´n a
activar
Valores de-
vueltos
Visibilidad
GetCurrent-
State
Compara el
estado actual
con el nombre
pasado por
para´metro
No procede True si existe
el estado com-
parado, False
en caso con-
trario
Pu´blica
SetFinish-
Animation
Cambia el va-
lor del atribu-
to pasado por
para´metro
No procede Vac´ıo Pu´blica
Tabla 3.1: Tabla explicativa de los me´todos que compo-
nen la interfaz
3.5. Pruebas
3.5.1. Disen˜o de pruebas
A la hora de disen˜ar las pruebas se planteo´ inicialmente que´ se quer´ıa probar y co´mo
obtener los resultados. Las pruebas han sido disen˜adas teniendo en cuenta la posibilidades
en tiempo de ejecucio´n de Unity.
En un principio se decidieron las partes a probar del proyecto, las cuales eran:
1. Funcionamiento de la cinema´tica inversa.
2. Funcionamiento de las animaciones por separado.
3. Funcionamiento de las animaciones agrupadas.
4. Pruebas de funcionamiento en escenarios de pruebas (Ver apartado 4.1).
5. Evaluacio´n de errores surgidos en integracio´n.
Como se puede observar, las pruebas han sido realizadas progresivamente al mismo
tiempo que se realizaba el TFG, empezando desde el primer paso hasta el u´ltimo. El
problema surge a la hora de obtener los datos resultantes de la realizacio´n de las pruebas,
es decir, no existen resultados nume´ricos que demuestren emp´ıricamente que los resulta-
dos obtenidos de las diversas funcionalidades sean los deseados. Por contra, s´ı existe la
posibilidad de observar y evaluar los movimientos y aceptar o declinar el resultado de las
operaciones. Por ejemplo, si una de las animaciones muestra saltos en la animacio´n o rea-
liza una animacio´n incoherente. Cabe resen˜ar que este tipo de evaluacio´n es dependiente
del encargado de evaluar las pruebas. Por tanto a la hora de evaluar las pruebas se han
tomado varias hipo´tesis por las cuales se rigio´ la evaluacio´n. Adema´s se han realizado
pruebas mediante las posibilidades de ejecucio´n de Unity, estas son:
Toda variable perteneciente a un script y declarada como pu´blica, Unity la muestra
en su interfaz y permite modificarla de forma visual y observar su valor actual.
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Módulo Controlador
Módulo Animación
Módulo Cinemática
Parte a desarrollar en el  TFG
Figura 3.31: Muestra los distintos mo´dulos que componen el proyecto y la comunicacio´n
entre ellos.
Unity permite asignar variables durante el tiempo de ejecucio´n.
Unity permite ver la evolucio´n del grafo de animacio´n siendo visible el estado de
animacio´n o transicio´n actual y el valor de las variables que se activan o desactivan
dependientes de los script utilizados.
Existe la posibilidad de enviar mensajes de depuracio´n a trave´s de la interfaz.
Durante la ejecucio´n es posible pausarla y reactivarla a deseo del usuario.
Existen medios de depuracio´n de co´digo integrados en la plataforma.
Se permite la creacio´n de objetos de depuracio´n visibles durante la ejecucio´n.
3.5.2. Disen˜o de escenarios
Se han considerado dos escenarios en los que se realizara´n las pruebas disen˜adas (Ver
apartado 3.5.1). El primero de estos escenarios disen˜ados es el semicomplejo de Miles que
fue disen˜ado durante el semestre anterior a la realizacio´n del proyecto (Ver figura 3.32).
Las principales caracter´ısticas del escenario procedente del proyecto Miles son: [8]
Es un escenario que simula una posible realidad, es decir, esta´ compuesto por mesas,
puertas, ventanas, etc.
El entorno es un escenario cerrado, en otras palabras, el escenario simula el interior
de un edificio.
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Figura 3.32: Escenario semi-complejo procedente del proyecto Miles.
Existen cambios de altura.
La orientacio´n del suelo se mantiene en todo el escenario.
Se producen cambios de altura a trave´s de ascensores como diferentes escaleras.
Tambie´n, se penso´ en realizar pruebas dentro de un escenario natural, por ejemplo,
un bosque o jard´ın, donde se podr´ıan chequear otras habilidades del robot. El escenario
natural esta´ compuesto por otras caracter´ısticas, algunas comunes al escenario procedente
de Miles y otras nuevas que pertenecen al escenario virtual creado (Ver figura 3.33). Las
caracter´ısticas del escenario natural son:
Simulacio´n de una posible realidad natural como a´rboles, arbustos, piedras, etc.
El entorno es abierto, es decir, el escenario solamente esta´ acotado por las dimen-
siones del mismo.
Existen cambios de altura.
La orientacio´n del suelo es variable.
Se producen cambios de altura mediante pendientes, barrancos, o en su defecto
obsta´culos como troncos, piedras, etc.
La creacio´n del escenario natural se llevo´ a cabo utilizando la plataforma Unity que
proporciona herramientas espec´ıficas para la generacio´n de escenarios, aunque tambie´n
se insertaron objetos creados en 3Ds Max. En la creacio´n se hicieron objetos 3D de baja
densidad de pol´ıgonos para optimizar la malla y evitar posibles problemas de ejecucio´n
debido a la capacidad de procesamiento del hardware del equipo donde se realizara´n las
pruebas.
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Figura 3.33: Escenario que simula un entorno natural.
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Cap´ıtulo 4
Resultados y conclusiones
4.1. Resultados de pruebas
Se han planteado hipo´tesis que permitan evaluar las pruebas mediante los medios ex-
plicados anteriormente. Como resultado de esta evaluacio´n, se obtienen resultados va´lidos
que demuestran que el funcionamiento se ajusta al deseado. Las hipo´tesis planteadas son:
Se busca la precisio´n tanto en las animaciones como en la cinema´tica.
Las animaciones deben ser fluidas y sin errores de visualizacio´n (movimientos in-
coherentes, saltos en la animacio´n, etc.).
La interaccio´n entre animaciones debe ser la adecuada. Los estados de animacio´n
deben estar estrechamente relacionados con la animacio´n correspondiente.
Cualquier funcionalidad soportada por el componente, debe ser realizada satisfac-
toriamente.
Comprobar que no existen errores durante la ejecucio´n.
Entonces a partir de las hipo´tesis mostradas, se han ido realizando las pruebas ex-
puestas antes y permite obtener los siguientes resultados:
La cinema´tica inversa es precisa.
El funcionamiento de la cinema´tica inversa es correcto y continuo, siempre y cuando
se desee.
Las animaciones son fluidas, coherentes y sin errores de visualizacio´n. El grafo de
animacio´n funciona correctamente.
Las animaciones funcionan tanto por separado como una vez agrupadas, sin entor-
pecerse.
Las capacidades proporcionadas al Robot Ayuda funcionan correctamente y adema´s
se le han asignado habilidades que actualmente no se utilizan pero que en futuro
podr´ıan ser usadas.
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Se han detectado errores de ejecucio´n debidos a un mal uso del componente por lo
que podemos afirmar que corrigiendo dicho mal uso, la ejecucio´n sera´ la correcta.
Particularmente, al realizar la integracio´n con el mo´dulo agente virtual se detectaron
nuevos errores que no fueron contemplados inicialmente. Alguno de estos errores son la
falta de funciones de manejo (por ejemplo, parar la animacio´n de andar) o usos no contem-
plados. La resolucio´n de los problemas de integracio´n se han ido realizando gradualmente
mientras aparec´ıan. En la actualidad, el prototipo se encuentra en fase de integracio´n con
el mo´dulo agente desarrollado por terceros.
Por otro lado, en las pruebas realizadas en escenarios complejos se ha comprobado
la ejecucio´n de animaciones y co´mo son afectadas por el entorno que les rodea. A estas
pruebas se debe la afirmacio´n de que un buen sistema de cinema´tica inversa permite que
el modelo 3D se adapte muy bien a cambios en el escenario adoptando nuevas soluciones
para cada momento.
4.2. Conclusiones
La realizacio´n del TFG ha dado lugar a conclusiones relacionadas con la tema´tica del
mismo. Las conclusiones que han podido ser extra´ıdas son:
La creacio´n de modelos 3D correctos permite que el resultado final sea muy superior
que utilizar modelos de peor calidad.
La construccio´n de objetos 3D para una finalidad y caracter´ısticas planteadas faci-
litan altamente el desarrollo del componente 3D.
La seleccio´n de herramientas adecuada, en la produccio´n de un producto, indepen-
dientemente del campo en el que se encuentra, da lugar a un ahorro de tiempo y
aumento de la calidad.
El planteamiento inicial del proyecto marca un punto importante en el desarrollo
del proyecto.
La utilizacio´n de conceptos matema´ticos desde los ma´s ba´sicos a los ma´s complejos
ayuda altamente a solventar de forma sencilla y ra´pida los problemas.
Existe la posibilidad de utilizar medios y me´todos procedentes de otros campos en
entornos virtuales.
La mezcla de te´cnicas adaptadas y elegidas segu´n su finalidad y uso llevan a conse-
guir mejores resultados.
Referente al tiempo de planificacio´n hay que contar con posibles imprevistos como
errores o sucesos externos.
La cinema´tica inversa tiene grandes aplicaciones en el campo de la animacio´n.
Buenos sistemas de cinema´tica dan lugar a movimientos realistas que podr´ıan me-
jorarse an˜adiendo dina´mica.
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Dividir en mo´dulos las distintas partes del proyecto ayuda a una posible reutilizacio´n
por otros mo´dulos.
En cuanto a las animaciones, es muy importante identificarlas y disen˜arlas despue´s
de un estudio previo para optimizar su creacio´n e implementacio´n.
Del grafo de animacio´n dependera´ mucha parte del realismo en la transicio´n de
animaciones.
La consecucio´n de animaciones realistas dependera´ del uso de las diversas tecno-
log´ıas existentes a la hora de animar.
Al igual que en modelado o en la cinema´tica es importante buscar los mejores
me´todos para obtener los resultados deseados.
4.3. Conocimientos adquiridos
Los conocimientos adquiridos durante la elaboracio´n del TFG son:
Uso del programa de modelado Solidworks.
Uso del programa de modelado 3Ds Max.
Uso de la plataforma Unity3D.
Comprensio´n de conceptos matema´ticos.
Aplicacio´n de conceptos matema´ticos.
Uso de te´cnicas de cinema´tica.
Uso de te´cnicas de animacio´n.
Comprensio´n del estado actual de la animacio´n y la cinema´tica.
Creacio´n de escenarios de pruebas.
Realizacio´n de pruebas.
Te´cnicas de depuracio´n de co´digo.
Uso de referentes reales como maquetas para comprender mejor el problema a re-
solver.
Uso de herramientas de documentacio´n y disen˜o.
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4.4. Futuras acciones
Aunque los objetivos del proyecto han sido logrados, el desarrollo del componente 3D
sigue adelante mejorando aspectos, incluyendo nuevas habilidades y optimizacio´n de las
funcionalidades existentes. Por tanto, a continuacio´n se exponen algunas propuestas a
realizar en un futuro sobre la finalidad del TFG. Las propuestas son:
Mejorar el modelo 3D para que sea menos restrictivos y aumente su rango de mo-
vimiento.
Creacio´n de nuevas animaciones como correr, saltar, volar, etc.
Realizar mezcla de animaciones al mismo tiempo, por ejemplo, andar y sen˜alar a
la vez.
Crear diferentes modos de ejecucio´n en las animaciones.
Ampliar las posibilidades de animacio´n utilizando otros me´todos existentes, por
ejemplo, captura de movimientos o cinema´tica directa.
Optimizar funcionalidades a partir de nuevos conocimientos que pueden ser adqui-
ridos.
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Cap´ıtulo 5
Anexo
5.1. Animaciones auxiliares
5.1.1. Animacio´n escanear
Figura 5.1: Animacio´n auxiliar utilizada para desarrollar “animacio´n escanear”.
Animacio´n utilizada durante el subestado escanear. Se dan valores a las tres variables
usadas en el script que realiza la animacio´n. Las variables son:
1. tHeight: Valor usado para interpolar la altura del Robot Ayuda
2. tRotX: Valor usado para interpolar la rotacio´n.
3. tRoty: Valor usado para interpolar la rotacio´n.
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5.1.2. Animacio´n caminar
Figura 5.2: Animacio´n auxiliar utilizada para desarrollar “animacio´n andar”.
Figura 5.3: Animacio´n auxiliar utilizada para desarrollar “animacio´n andar”.
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Figura 5.4: Animacio´n auxiliar utilizada para desarrollar “animacio´n andar”.
Animacio´n utilizada durante “animacio´n andar”. Se dan valores a las nueve variables
usadas en el script que realiza la animacio´n. Las variables son:
tHeight0: Valor usado para interpolar la altura de Union-1.
tHeight1: Valor usado para interpolar la altura de Union-2.
tHeight2: Valor usado para interpolar la altura de Union-3.
tHeight4: Valor usado para interpolar la altura de Union-4.
tLeg0: Valor usado para interpolar la posicio´n de Union-1.
tLeg1: Valor usado para interpolar la posicio´n de Union-2.
tLeg2: Valor usado para interpolar la posicio´n de Union-3.
tLeg3: Valor usado para interpolar la posicio´n de Union-4.
tAnimation: Valor usado para calcular el tanto por ciento de animacio´n reproducida.
75
5.1.3. Animacio´n sen˜alar
Figura 5.5: Animacio´n auxiliar utilizada para desarrollar “animacio´n sen˜alar”.
Animacio´n utilizada durante “animacio´n sen˜alar”. Se da valor s a la variable usada
en el script que realiza la animacio´n. La variable es:
t: Valor usado para interpolar la posicio´n de Union-Y.
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5.1.4. Animacio´n hablar
Figura 5.6: Animacio´n auxiliar utilizada para desarrollar “animacio´n hablar”.
Animacio´n utilizada durante “animacio´n hablar”. Se da valor s a la variable usada en
el script que realiza la animacio´n. La variable es:
lightMorseCode: Valor usado para codificar una sen˜al Morse.
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5.1.5. Animacio´n cargar
Figura 5.7: Animacio´n auxiliar utilizada para desarrollar “animacio´n cargar”.
Animacio´n utilizada durante “animacio´n cargar”. Se dan valores a las cinco variables
usadas en el script que realiza la animacio´n. Las variables son:
tCharge: Valor usado para calcular el tiempo de carga.
tChargePos: Valor usado para interpolar la altura del Proyector.
tChargeRotation: Valor usado para interpolar la rotacio´n de Proyector.
tChargeFrecuency: Valor usado para insertar variaciones en el colore intensidad de
la luz.
tChargeHue: Valor usado para cambiar el color de la luz.
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5.2. Correccio´n de a´ngulos
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Figura 5.8: Muestra los a´ngulos calculados y utilizados en el desarrollo de cinema´tica
inversa.
Los a´ngulos de correccio´n son:
1. θ: Se produce al ser necesario compensar el desfase que existe entre el eje de coor-
denadas de Union-Y y Seccion-1 Y. Ya que en Seccion-1 Y se aplicara´ la rotacio´n.
2. ω: Se produce al ser necesario compensar el desfase que existe entre el eje de coorde-
nadas de Seccion-1 Y y Seccion-2 Y. Ya que en Seccion-2 Y se aplicara´ la rotacio´n.
En el caso del a´ngulo final aplicado en las correspondientes Seccion-1 Y solo interfe-
rira´ θ.
Por otro lado en el a´ngulo final aplicado en las correspondientes Seccion-2 Y interfe-
rira´n θ (desfase arrastrado) y ω.
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