In this paper, we construct a d z -disjunct matrix with subspaces in a dual space of symplectic space F (2ν) q , then give its several properties and a new definition, ratio efficiency t/n. As the smaller the ratio efficiency is, the better the pooling design is. We discuss the ratio efficiency of this construction and compare it with others, such as in [Anthony J. Macula, A simple construction of d-disjunct matrices with certain constant
Introduction
The basic problem of group testing is to identify the set of positives (defectives) in a large population of items. Its combinatorial branch, the so-called combinatorial group testing (CGT), has been flourishing due to its applications to blood testing, codes and DNA library screening, etc. In CGT, it is often assumed that the number of positives among n items is equal to or at most d for some given positive integer d. Group testing algorithm is non-adaptive if all tests must be specified without knowing the outcomes of other tests. Designing good error-tolerant pooling design is a central problem in the area of non-adaptive group testing [1, 2] .
To formally describe the problem, we need a few definitions. A (0, 1)-matrix is said to be d-disjunct if and only if no column is contained in the union of d others. A d-disjunct matrix with t rows and n columns corresponds precisely to a pooling design which can identify at most d positives from n items with t tests.
A d z -disjunct matrix is a matrix where given any d + 1 column C 0 , C 1 , . . . , C d , the set C 0 \ capabilities is doubled by the addition of at most d confirmatory and guaranteed tests as compared to the number of tests required by, and error-correcting capabilities of, the purely non-adaptive case [4] . A d-disjunct matrix is d 1 -disjunct. A (0, 1)-matrix has column (row) weight c(r ) if every column (row) has exactly c(r ) 1's [5] . The group testing and pooling designs refer to many mathematical branches. For example, Macula [5] proposed a way of constructing d-disjunct matrix which uses the containment relation in a structure. More specifically, let S = {1, 2, . . . , s} be the base set. Then each of the columns (rows) is labeled by a k(d) set of S, where d < k < s, m i j = 1 if and only if the label of row i is contained in the label of column j. Weili Wu et al. referred a d-disjunct matrix constructed with simplicial complexes [6] . Anthony J. Macula et al. constructed an α-almost d-disjunct matrix on the group testing for complexes problem [7] . Hung-Lin Fu and F.K. Hwang constructed with t-packings [8] . Hung Q. Ngo and Ding-Zhu Du constructed with graphs [9] . A.G.D' yachkov et al. constructed with subspaces of G F(q), where q is a prime or a prime power. Each of the columns (rows) is labeled by an m(r )-dimensional space, m i j = 1 if and only if the label of row i is contained in the label of column j [10] .
In this paper, we construct a d z -disjunct matrix with subspaces in a dual space of Symplectic Space F
q . Given some fixed items, our goal is to detect the positive items. For a pooling design, the less the number of tests is, the better the pooling design is. In order to discuss easily in the following, we give a new definition. We call the ratio between the number of tests and the number of detected items test efficiency, that is the ratio between the number of rows and the number of columns in the d z -disjunct matrix, i.e. t/n. We will give some discussions on the ratio t/n and compare it with others, such as in [5, 10] .
Preliminary
At first we list related conclusion and notion of Symplectic Space, which can be found in [11] .
F q is a finite field with q elements, where q is a prime or a prime power. Let F (2ν) q denote the 2ν-dimensional vector space over F q . Assume
The symplectic group of degree 2ν over F q , denoted by Sp 2ν (F q ), consists of all 2ν × 2ν matrix T over F q satisfying
together with the right multiplication action of Sp 2ν (F q ) is called the 2ν-dimensional symplectic space over F q . An m-dimensional subspace P is said to be of type (m, r ), if P K P T is of rank 2r . In particular, subspaces of type (m, 0) are called m-dimensional totally isotropic subspaces.
Two vectors x and y of F 2ν q are said to be orthogonal (with respect to K ), if x K y t = 0. Let P be an m-dimensional subspace of F 2ν q . Denote by P ⊥ the set of vectors which are orthogonal to every vector of P, i.e., P ⊥ = {y ∈ F 2ν q |y K x t = 0 for all x ∈ P}. Obviously, P ⊥ is a (2ν − m)-dimensional subspace of F 2ν q and is called the dual subspace of P. A subspace P is totally isotropic if and only if P ⊆ P ⊥ . The dual subspace of a subspace of type (m, s) is of type (2ν − m, ν + s − m) [11] .
(m, s)-space denotes a subspace of type (m, s).
.
We adopt the convention that
where M denotes the empty set.
3. The construction
q . Let M be the (0,1)-matrix by taking all (m, 0)-spaces which are contained in P ⊥ 0 and contain P 0 as columns and all (r, 0)-spaces which are contained in P ⊥ 0 and contain P 0 as rows. M has a 1 in row i and column j if and only if i is contained in j. We can show that M is a d z -disjunct matrix with certain constant weights.
Proof. By the transitivity of Sp 2ν (F q ) on the set of subspaces of the same type we can assume that P 0 and P ⊥ 0 have matrix representations of the forms Let R be a (r, 0)-space contained in P ⊥ 0 and containing P 0 . Then It can be easily verified that
. Hence the number of rows in M is [r − m 0 ]. Let Q be a (m, 0)-space contained in P ⊥ 0 and containing P 0 . So . The column weight is the number of (r, 0)-spaces containing P 0 and contained in a (m, 0)-space, namely the number of
Proof. Let C 0 , C 1 , . . . , C r −m 0 be r − m 0 + 1 distinct columns ((m, 0)-spaces contained in P ⊥ 0 and containing P 0 ) of M. Since C 0 , C 1 , . . . , C r −m 0 are different subspaces which all contain P 0 , there must be (r, 0)-spaces containing P 0 and not covered by
Consequently the number of (r, 0)-spaces containing P 0 and contained in C 0 but not contained in
For M to be d z -disjunct, z must be positive, which implies
Let C 0 be a column of M, namely an (m, 0)-space contained in P ⊥ 0 and containing P 0 , and E be a fixed (m − 2, 0)-space containing P 0 and contained in C 0 . Let F be an (m − 1, 0)-space containing E and contained in C 0 . By the transitivity of Sp 2ν (F q ) on the set of subspaces of the same type we can assume that There are some conclusions when r chooses its minimum m 0 + 1. Proof. Setting r = m 0 + 1 in the z formula of Theorem 3.4, we obtain
The second statement follows directly from Corollary 3.5.
Moreover, if r, m, and ν are chosen to be their minimum respectively, then z will be in a much better form.
In order to explain the pooling design plainly,we give an example to show that we can use less tests to detect more items.
Example 3.9. Choose q = 5, m 0 = 3, r = 4, m = 7 and ν = 9. Then M is 5 3100 -disjunct with 61035156 rows and 1958906441927491056 columns. That is to say, approximately 6 × 10 7 pools are necessary for identifying 5 positives from 2 × 10 18 items. Moreover, 3099 errors can be detected and corrected.
The following theorem tells us how to choose m so that the test to item is minimized. . Proof.
Note that
, then
The discussions of test efficiency
Identifying most positive items with least tests is one of our goals. Therefore discussing how to make the ratio t/n smaller is significative. In our matrix, t/n = m−m 0
. We first will explain several facts on the ratio:
(1) Parameter m 0 (ν) only appears in the numerator (denominator). It is easy to show that the larger the m 0 and ν are, the smaller the ratio is.
(2) With fixed m 0 and ν, observing the denominator, we know that the larger m is and the smaller r is, the smaller the ratio is. On the other hand, observing the numerator, we know that the smaller m is and the larger r is, the smaller the ratio is. It seems inconsistent.
(3) Noting that (q 2i − 1) is in the denominator, its increasing speed is larger than the numerator's. Therefore according to the changing tendency of the denominator, we get a conclusion as follows: The larger m 0 , ν, m are and the smaller r is, the smaller the ratio is.
Next we give the comparison of test efficiency.
In this paper t/n = m−m 0
In [10] , A.G.D' yachkov et al. constructed with subspaces of G F(q), where q is a prime or a prime power. Each of the columns (rows) is labeled by an m(r )-dimensional space, m i j = 1 if and only if the label of row i is contained in the label of column j [10] . In order to compare with t/n, let the dimension of the space be 2ν − m 0 . Assume that the test efficiency is t 1 /n 1 , then
In [5] Macula proposed a way of constructing d-disjunct matrix which uses the containment relation in a structure. More specifically, let S = {1, 2, . . . , s} be the base set, Then each of the columns (rows) is labeled by a k(d) set of S, where d < k < s. m i j = 1 if and only if the label of row i is contained in the label of column j. In the same way, let S = {1, 2, . . . 2ν − m 0 } be the base set. Assume that the test efficiency is t 2 /n 2 , then We do not find a general method to compare t/n with t 2 /n 2 . However, we can show that t/n is smaller than t 2 /n 2 sometimes through an example. Clearly t/n < t 2 /n 2 .
