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Abstract 
Developing a large enough vocabulary is an essential element in L2 acquisition in order to 
be able to read and write and participate in various topics of conversation. It is also assumed 
that reading is an important skill for academic success in first language (L1) and second 
language (L2) learning (Elley, 1991; Pulido, 2003). Many studies have focused on the 
contribution of vocabulary size to reading in L1 and L2 (e.g., Nation, 2006; Hsueh-chao & 
Nation, 2000), and conversely, on the extent to which learners can learn words incidentally 
from reading (Horst, Meara & Cobb, 1998; Waring & Takaki, 2003; Pigada & Schmitt, 
2006). However, we know much less about the relationship between the depth of 
vocabulary knowledge and reading comprehension (Qian, 2002). Jiang (2000) proposed a 
three-stage model of lexical development in L2: at the first stage, the L2 learner’s focus is on 
the formal aspects of the word, then at the second stage the L1 meaning and syntactic 
information is transferred into the L2 lexeme, and at the last stage, the L2 semantic syntactic 
information can be integrated into the new L2 lexical entry. Study 1 focuses on a) exploring 
which aspects of words (meaning, form and use) L2 learners can retain through reading, based 
on Jaing’s (2000) model, b) how depth and size of vocabulary knowledge can explain 
variance in reading comprehension performance, and c) whether frequency of occurrence 
explains learning and retention of new words from reading. Two offline tests were used to 
measure depth and size of word knowledge among 30 L1 Arabic learners of English and 30 
native English speakers, and one online lexical decision task measured form recognition. The 
target words were four non-words which replaced four existing nouns in two stories from the 
YARC reading comprehension test. The results show that the L2 learners are better at retaining 
word forms than word meanings of these non-words. Vocabulary depth (knowledge about a 
word’s meaning and use) explains a significant variance in summarising the stories from the 
YARC. The target non-words occurring more frequently (eight times) have positively explained 
the form recognition of these words, however, this appears to decline over time for the L1 
Arabic learners of English group. 
Study 2 is an intervention study, designed after obtaining Study 1 results in order to 
examine the role of a specific technique in explaining L2 retention of the meaning of new 
words among 40 L1 Arabic learners of English. It is based on Laufer and Hulstijn’s (2001) 
Involvement Load Hypothesis (ILH) and examines how an elaboration task (ET), as a post 
reading activity with high involvement component, can improve L2 readers’ retention of the 
meaning of new words. Based on Jiang’s (2000) model, it further aims to investigate 
connections between L2 words and conceptual representation, and particularly whether the 
15 
 
group which had carried out an elaboration task with these target non-words were better at 
gaining the L2 lemma than those who had not carried out this task. It also investigates whether 
frequency of occurrence explained students’ ability to learn words from reading. The same 
two stories from the YARC were used, in which the same four target non-words replaced 
existing words. An offline test was used to measure knowledge of meaning and use of the target 
non-words and one online Semantic Priming Task measured respondents’ accuracy and speed 
in recognising the meaning of target non-words. The regression analysis shows that an ET 
with a high involvement component significantly contributes to L2 learning and retention of 
the meaning of new words. Based on Jiang’s (2000) model, L2 learners could link the L2 
meaning to the L2 English form, but this seems to disappear one week later. In terms of the ET 
groups, L2 who took the ET involving the target non-word continued to link the L2 lemma 
semantic information to the target L2 form, but this also appears to decline over time. Target 
non-words occurring more frequently are better retained, however, this disappears one week 
later. These findings have significant theoretical and pedagogical implications for enhancing 
L2 vocabulary learning and retention. 
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Chapter 1: Introduction 
 
1.1 Overview 
This chapter provides an overview of the present study. It describes the background of and 
rationale for the current study and states its significance and general aims. The chapter also 
discusses L2 learning difficulties, particularly in the case of Arabic learners of English. Lastly, 
it outlines the structure of the thesis. 
1.2 Background of the Study 
Reading has always been regarded as an important skill for academic success in first-
language (L1) and second-language (L2) learning (Elley, 1991; Johns, 1981; Pulido, 2003). 
Many variables influence reading comprehension in both L1 and L2, such as background 
knowledge, word knowledge of the text, and application of reading strategies, including 
recognising the sentence pattern, comprehending the main idea, and making inferences (Laufer, 
1997b). Krashen’s Input Hypothesis (IH) (1985) advises that written language input should be 
comprehensible in order to allow the underlying linguistic competence to develop. Krashen 
(1985) defines comprehensible input as the learners’ target language that cannot be produced, 
but can still be understood. In other words, the input is considered to be comprehensible when 
the learner is able to understand the message (what is written) rather than its form (how is 
written) (Park, 2005). What makes an input comprehensible? There has been significant 
research, developed from Krashen’s (1985) Input Hypothesis, that identifies the features that 
impact the comprehensibility of a text while reading, such as the following:  
Prior vocabulary knowledge: Krashen (1989) notes that learners use their existing 
linguistic skill, together with their word knowledge, to deduce the meaning of the input in order 
to find the text more comprehensible. This means that L2 learners need to acquire a substantial 
L2 vocabulary in order to be able to understand L2 written material. Without a sufficiently large 
vocabulary, the ability to guess the meaning of written words through context can be difficult 
for many learners.  
Familiarity: This is an influential concept in facilitating the comprehensibility of the 
written input. Preview questions, activities, pictures, or visual aids that introduce the topic and 
render the texts more familiar to L2 learners can aid their comprehension. Similarly, a series of 
related topics can enhance learners’ familiarity and then encourage them to understand the 
written input (Scarcella, 1997).   
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Using material appropriate to learners’ English level: Krashen (1985) indicates using 
written input appropriate to the English level of the learners can enhance their overall English 
language development. As suggested, written input, that is neither too difficult nor too easy for 
the learner, can facilitate English language acquisition. Learners would be able to understand 
more information when the text is adapted according to their English levels.  
Culture-specific knowledge: L2 learners may often find difficulties if the written input is 
drawn from a different cultural source or context. In such cases, they may lack adequate 
background knowledge of the topic, which may make the input less comprehensible. Thus, 
English learners should draw on experiences consistent with their cultures to make the input 
easier to understand. 
Narrow reading: Reading a large number of materials on a specific topic can help L2 
learners improve their English level because reading narrowly seems to increase the chances of 
L2 learners encountering similar vocabulary and grammatical structures, and repeated exposure 
to those words and structures may facilitate their English language acquisition. Other features 
such as reduced length, easy reading for pleasure with the aid of pictures can help make the 
input more comprehensible to beginning learners of English (Scarcella, 1997).   
Krashen (1989) further argued that reading leads to incidental vocabulary acquisition, that 
is, whenever reading provides comprehensible and sufficient input, it eventually leads to 
acquisition. Incidental learning is an important factor in enhancing learning vocabulary 
incidentally from context, as it can be argued that L2 learners may not be able to acquire an 
adequate level of new vocabulary via explicit teaching only, due to the fact that classroom 
periods for vocabulary instruction are short. Incidental learning refers to learning which takes 
place without specific intention, such as learning new vocabulary while engaging in any 
language tasks or activities (Nation, 2001). One of the early studies of vocabulary learning in 
L1 (Nagy, Herman, & Anderson, 1985), focused on the importance of learning new vocabulary 
from context. It was found that a single incidental exposure of a word may lead to a small gain 
in vocabulary knowledge. Moreover, this process of incidental learning of words seems to be a 
gradual process, as claimed by Anderson (1985; cited in Richards & Renandya, 2002). 
Therefore, Nagy et al. (1985) suggested that when this learning process is enhanced by 
exposure to a sufficient amount of written input, incidental word learning can be significantly 
increased. Furthermore, findings from L2 studies suggested that L2 vocabulary can also be 
gained incidentally through repeated exposure to the target words (Huckin & Coady, 1999; 
Gass, 1999; Waring & Takaki, 2003; Horst, 2005). 
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Reading, therefore, has been considered an important and effective element for 
encouraging incidental learning of L2 vocabulary. Krashen (1989) specifies that vocabulary 
and spelling acquisition can be achieved through exposure to comprehensible input via 
incidental reading. Thus, many scholars have stressed the usefulness of learning new words 
using comprehensible written input, and this notion has become widely accepted in L2 research 
(Dupuy & Krashen, 1993; Horst, 2005; Pigada & Schmitt, 2006). Hunt and Beglar (1998) 
further clarified that learning new words incidentally can be a useful and effective strategy for 
all language learners at various levels. They pointed out that encouraging learners to read can 
provide them with opportunities to learn new words. Huckin and Coady (1999) summarised 
some advantages of incidental vocabulary learning from reading. It is a) a context learning in 
which a learner encounters a rich source of vocabulary use and meaning, b) practically effective 
since it facilitates vocabulary learning at the same time as reading, c) more learner-based, as 
learners have their own choice in selecting their reading materials. 
Vocabulary acquisition is considered by many scholars to be just as important as other 
language skills (Coady & Huckin, 1997), as well as being a key element in L2 language 
acquisition (Laufer, 1992). Thus, building a large vocabulary helps L2 learners to read, write, 
and communicate with others on various topics of conversation. One of the major problems 
that L2 learners of English may face, however, is how to go about learning the L2 words they 
need (Laufer, 1992). Several studies have investigated the number of words that native English 
speakers and L2 learners of English need to know in order to be able to communicate effectively 
(Goulden, Nation, & Read, 1990; Schmitt, 2010) and to read adequately (Laufer & Sim, 1985; 
Laufer, 1989; Zechmeister, Chronis, Cull, D’Anna, & Healy, 1995; Hsueh-chao & Nation, 
2000; Schmitt, Xiangying, & William, 2011). Findings in second language acquisition (SLA) 
research have shown that the average five-year-old child begins school with a vocabulary of 
between 4,000 to 5,000 word families; and graduates from university with a vocabulary of 
about 20,000 word families. Schmitt (2010) confirms this by estimating that a range of 16,000 
- 20,000 word families is typical for educated L1 English native speakers. 
In terms of L2 learners’ vocabulary size, Hsueh-chao and Nation (2000) and Nation (2006) 
conclude that 8,000 - 9,000 word families may be adequate for L2 learners to be able to 
comprehend 98% of English texts. Nation (2006) also estimates that L2 learners need to know 
6000 - 7000 word families in order to be able to deal with daily conversation in English. Laufer 
(1997a; 2000), on the other hand, suggests that a lower target of 3,000 - 5,000 word families 
can be sufficient for reading by L2 learners. It seems that both native speakers and L2 learners 
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of English vary in their vocabulary size, depending on how they use their language and how 
much. 
Read (2000) noted that vocabulary knowledge is an essential requirement in the language 
learning process and clarified that “vocabulary is not just a set of linguistic units but also an 
attribute of individual language learners, in the form of vocabulary knowledge and the ability 
to access that knowledge for communicative purposes” (p. 14). Therefore, both teachers and 
learners should be aware of the importance of developing an L2 lexicon in L2 learning. Jiang 
(2000) proposed a three-stage model of lexical development in a second language. At the first 
stage, the L2 learner’s focus is on the formal aspects of the word, including spelling and 
pronunciation. At the second stage, because L2 learners have already established L1 lexical and 
semantic systems, the L1 meaning and syntactic information is transferred into the L2 lexeme. 
At the last stage, the L2 semantic, syntactic, and morphological information is integrated into 
the new L2 lexical entry. Jiang also claimed that most of the L2 words become fossilised in the 
second stage (the L1 lemma mediation stage). A detailed discussion of this model and how L2 
lexical items are organised and processed in the mental lexicon of a learner will be presented 
in Chapter 2 (Section 2.4.2.1). 
With reference to the importance of vocabulary knowledge as an effective element in 
reading comprehension, research has paid more attention to size of vocabulary (e.g., Liu & 
Nation, 1985; Laufer, 1992) than depth of vocabulary knowledge (e.g., Paribakht & Wesche, 
1997; Qian, 1999; 2002). Rashidi and Khosravi (2010) have argued that depth of vocabulary 
knowledge contributes more to reading comprehension than vocabulary size. Others have 
placed, however, greater emphasis on the size of vocabulary in order to achieve success in 
reading comprehension (Liu & Nation, 1985; Laufer, 1992; Hsueh-chao & Nation, 2000). 
Relative contributions of size and depth to reading comprehension, therefore, remain unclear, 
in part due to the way in which these two dimensions are operationalised. 
Although it is generally agreed that incidental vocabulary learning via reading is possible, 
L2 learners need more support to enhance incidental vocabulary learning. Researchers, 
therefore, have offered different approaches for enhancing incidental vocabulary learning from 
reading. As an example, Laufer and Hulstijn (2001) proposed the Involvement Load Hypothesis 
(ILH), which builds on several earlier studies investigating the effectiveness of different tasks 
in enhancing word learning (Hulstijn, 1992; Cho & Krashen, 1994; Hulstijn & Trompetter, 
1998). Laufer and Hulstijn (2001) claimed that greater depth of processing will lead to better 
retention of new words. In other words, learning and retention of L2 words is influenced by the 
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involvement load induced by a task, as determined by three components: need, search, and 
evaluation. A deeper level of processing new words can be obtained by drawing more attention 
to different aspects of the meaning, form and use of a word and its linkages to other words. 
Also, processing these words more fully will lead to higher retention than by processing new 
information with less involvement. 
A number of researchers have examined the validity of the Involvement Load Hypothesis 
(ILH) proposed by Laufer and Hulstijn (2001) and have provided empirical evidence 
supporting this theory. They confirmed that a vocabulary task which induced a higher 
involvement load leads to better retention (Keating, 2008; Kim, 2008; 2011; Eckerth & 
Tavakoli, 2012; Tang & Treffers-Daller, 2016). On the other hand, researchers such as Folse 
(2006) and Yaqubi, Rayati and Allemzade Gorgi (2010) have challenged the ILH and argued 
that a lower involvement index leads to better results than a higher index. Folse (2006) claimed 
that word learning is influenced more by repeated exposure than by depth of word processing. 
However, this research is limited compared to the broad set of investigations that support this 
theory. This, indeed, confirms Laufer and Hulstijn’s (2001) argument that further research to 
support the claim made by ILH is greatly needed in order to determine the most effective 
approaches for enhancing incidental vocabulary learning through reading. 
In summary, teaching and learning L2 vocabulary have been widely studied from different 
perspectives in L2 acquisition research (Knight, 1994; Hulstijn, Hollander, & Greidanus, 1996; 
Hunt & Beglar, 1998). Nevertheless, the relevance of reading has attracted the most attention 
from researchers as an effective approach for acquiring L2 vocabulary incidentally (Horst, 
Cobb, & Meara, 1998; Waring & Takaki, 2003; Horst, 2005; Pigada & Schmitt, 2006; Brown, 
Waring, & Donkaewbua, 2008). Therefore, it has become important to investigate the effect of 
this approach on L2 learners of English in order to develop learners’ reading skills and to enrich 
their vocabulary. 
1.3 The Study: Rationale and Aims 
The current research is basically driven by two rationales: the researcher’s professional 
interest and the gap in the literature of L2 vocabulary acquisition (see Chapter 3, Section 3.1 
and Chapter 4, Section 4.1). As a lecturer in the English Language and Applied Linguistics 
Department at Qassim University in Saudi Arabia, I noticed that students struggled with reading 
because they encounter so many unknown words. This encouraged me to follow this field 
through my PhD study and focus on exploring ways to effectively increase and expand 
vocabulary knowledge of L1 Arabic learners of English. The present study is also conducted 
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with the aim of filling the gaps in L2 vocabulary acquisition literature by linking some 
previously unconnected theories and by answering some remaining questions in the literature, 
as will be shown in the next paragraph. 
The current study, therefore, is divided into two parts: Study 1 investigates the relationship 
between vocabulary knowledge and reading comprehension performance, whereas Study 2 is 
an intervention study aimed at examining the role of a post reading task with a high involvement 
load in enhancing L2 learning and retention of the meaning of new words encountered through 
reading. 
         By conducting an experimental study at Qassim University with L1 Arabic learners of 
English, Study 1 explored the ways in which reading could contribute to L2 vocabulary learning 
and retention and the ways in which depth and size could contribute to reading comprehension 
performance. Study 1 is based on Jiang’s (2000) model, and, to the best of the researcher’s 
knowledge, Jiang’s model has, so far, not been applied to studies of the links between 
vocabulary depth and reading comprehension. In this sense, Study 1 aims to explore those 
aspects of words which L2 learners can acquire and retain through reading comprehension, 
based on meaning, form, and use of words in a sentence. As the relative contribution of size 
and depth to reading comprehension remains ambiguous (Qian, 1999; 2002), an additional aim 
of Study 1 was to identify the extent to which the learners’ vocabulary size or vocabulary depth 
could explain variance in reading comprehension. A third main aim for this study was to find 
out whether the frequency of occurrence of target non-words in a text (i.e., target words 
appeared either four or eight times in the passages), or the frequency band (high or low) of the 
original words which were replaced by the target non-words could explain learning and 
retention of these words. An interview was conducted to evaluate participants’ familiarity with 
the target non-words. Finally, L1 English native speakers were compared with L2 learners of 
English in terms of word learning and retention of the target non-words, to find out if there 
were extraneous factors relating to the target words or the passages that could adversely affect 
the performance of the L2 learners.  
        Study 2 was conducted after obtaining the results of Study 1, in order to enhance L2 
learning and retention of the meaning of new words encountered in a reading task. The study is 
based on Laufer and Hulstijn’s (2001) Involvement Load Hypothesis (ILH). It first investigated 
the relationship between administering a task which requires learners to use a high level of 
Evaluation and L2 retention of the meaning of new words encountered in a reading task. The 
main objective in this study was the link between the ILH and L2 retention of the meaning of 
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new words, a relationship that may shed more light on the claimed predictive power of the 
Involvement Load Hypothesis. There is some evidence that strong Evaluation can lead to a 
higher rate of involvement in processing a new word and then lead to better learning and 
retention of this word (Keating, 2008; Kim, 2008; 2011). However, it is important to investigate 
further how L2 learners can be encouraged to engage more with the meaning of words in order 
to improve their learning and retention of the meanings of these new words. 
        Based on Jiang’s (2000) model, the second aim of Study 2 was to investigate to what extent 
cross-language semantic priming enhanced word recognition in L2 learners of English, i.e., 
whether participants continue to map the L1 lemma content onto the target L2 form or whether 
they have started to build lemmas with L2 word meanings. It also aimed to examine whether 
the group which had carried out an elaboration task with these target non-words would succeeed 
in obtaining a priming effect from L2 semantically related prime word. Another question that 
needs to be answered was whether the task itself is the important factor, or the number of 
exposures the learner needs in order to learn the target words (Hulstijn & Laufer, 2001). Study 
2 then aimed to reveal whether new words which replaced high frequency words or occurred 
more frequently in the text would be learned and retained better. 
1.4 Statement of the Difficulties of Arabic Learners of English 
Because the present research is in the context of learning vocabulary from reading, the 
discussion in this section will cover these same two areas of L2 vocabulary learning and 
reading. Vocabulary learning is consistently considered an important and essential element in 
L2 acquisition (Schmitt, 2000; Nation, 2001). This concept has been reiterated by Schmitt 
(2010), who argued that the importance of learning vocabulary is being noticed by learners 
themselves, who seek dictionaries more than grammar books. However, from my experience 
as an English language teacher at Qassim University, one of the L2 learners’ challenges in 
learning English was related to their lack of English vocabulary. They also struggled to recall 
the meanings of even the most frequent English words, and this may be due to the way these 
words are taught. Nation (1990) emphasised the importance of teaching vocabulary in a more 
effective way to avoid difficulties that may occur in learning new words. According to my 
observation, students face difficulties not only in joining in an English conversation, but also 
in reading and understanding some of the crucial information provided by their teachers. This 
may occur if the English language classroom is the only source of input for L1 Arabic learners 
of English; access to other supplementary resources for developing their English language skills 
may be limited. 
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Based on my teaching experience, reading comprehension tasks are mainly designed to 
improve L2 learners’ comprehension skills, rather than to develop their vocabulary knowledge. 
Students also experience limited reading practice in English, as the two most common teaching 
methods applied in reading classes are either the teacher reading a text aloud to the students or 
the teacher asking one of the students to read the whole text. Thus, the teacher’s role in reading 
classes is to check the students’ general comprehension of the text, ask some comprehension 
questions, and help the students translate difficult or unknown words in the passage into Arabic. 
It is also observed that most students hesitate and become stressed when reading or speaking 
in English, possibly due to the lack of practice they obtain in the target language outside the 
classroom; often they are not motivated to participate in the English Second Language (ESL) 
classroom. 
Another challenge that may appear in reading classes is that little attention is given to 
students’ preferences in choosing reading materials and topics, which limits students’ 
enjoyment and increases their boredom in their reading classes. As a result, these traditional 
teaching methods in L2 reading classes seem to be ineffective. Furthermore, although selecting 
various topics to read may be more engaging and exciting for many of the students, it is 
common in most reading classes for students to read one long story, such as Pride and Prejudice 
by Jane Austen, for the entire academic year. It is, therefore, difficult for L2 learners to improve 
their reading skills or enrich their vocabulary knowledge from such reading activities. In 
addition, even if a few students seem to make a habit of reading in English, they often appear 
to suffer if they intend to practise reading on their own, due to the lack of appropriate English 
materials. 
Research in the field of L2 vocabulary learning has emphasised the importance of finding 
the most effective teaching approaches in order to improve L2 learners’ vocabulary. Hunt and 
Beglar (1998) suggested three approaches to enhance vocabulary learning: incidental 
vocabulary learning, explicit teaching, and independent strategy use, which can promote 
vocabulary learning. Incidental vocabulary learning seems to be an efficient approach in L2 
acquisition (Hong, 2010). Many researchers would agree that incidental vocabulary learning is 
possible through spoken language (Macaro, Guo, Chen & Tian, 2009; Hennebry, Rogers, 
Macaro & Murphy, 2013) or via reading (Waring & Takaki, 2003; Horst, 2005; Pigada & 
Schmitt, 2006; Brown et al., 2008). Incidental vocabulary learning from reading is considered 
an effective approach to increase one’s L2 vocabulary, because, as clarified by Huckin and 
Coady (1999), it involves reading and learning new words incidentally, and these two language 
learning skills can happen concurrently. It is also clear that L2 learners need support to enhance 
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incidental vocabulary learning from reading by the provision of, for example, dictionaries or 
glossaries (Knight, 1994; Hulstijn et al., 1996). 
For these challenges faced by L1 Arabic learners of English in Saudi Arabia, I strongly 
suggest that such factors need to be taken into account in addition to the main teaching methods 
adopted by ESL teachers; teaching materials and activities that are appropriate for their 
proficiency level and suitable from the perspective of motivation should be used in the 
classroom. These factors may play an important role in students’ academic success and in 
improving their English language skills. 
In summary, as one of the researcher’s motivations for choosing this topic for a PhD 
project, it is of interest to investigate the relationship between reading comprehension and 
vocabulary learning in order to, hopefully, make recommendations for the improvement of 
English language teaching and learning in Saudi Arabia that are based on research evidence. 
Findings from the current project can raise awareness of the significance of learning vocabulary 
from reading as a way to develop L2 lexical knowledge of L1 Arabic learners of English. 
Enhancement of L2 reading materials and activities is believed to provide better quality English 
language input (Nation, 1997), which may facilitate L2 learners’ incidental vocabulary 
learning, and, as a result, help them to enlarge their vocabulary size and expand the depth of 
their knowledge of the words they have learned. 
1.5 Structure of the Thesis 
The current thesis consists of the following five chapters: 
Chapter 1 is an introduction chapter. It provides background knowledge relevant to the 
present study and states the rationale as well as the aims of the current project. It also briefly 
discusses some of the challenges that L1 Arabic learners of English may face in learning the 
English language as a second language, particularly in L2 reading classes. 
Chapter 2 reviews the studies relevant to the present topic. It first sheds lights on the 
constructs of reading comprehension, followed by the role of L1 in L2 reading comprehension. 
It then explores an important area of vocabulary knowledge, including defining a word, and 
discussing different aspects of vocabulary knowledge: organisation of words in the L2 mental 
lexicon, receptive and productive of word knowledge, size and depth of word knowledge. Next, 
it discusses the incidental and intentional learning approaches, followed by the vocabulary size 
requirement for language use in L1 and L2. The relationship between vocabulary knowledge 
and reading comprehension is discussed, and the forgetting curve is outlined. Hypotheses, such 
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as the Depth of Processing Hypothesis and the Involvement Load Hypothesis, are also covered 
in this chapter. Next, it describes the challenges of reading comprehension performance for L2 
learners and then testing vocabulary knowledge is reviewed. The chapter concludes with a 
summary highlighting the most relevant key findings for the current study. 
Chapter 3 presents the first part of the current project, Study 1. It contains four main 
sections: the aims of the study, the methods, the analysis, and a discussion of results. The first 
section begins with the provision of information about the rationale and aims for conducting 
the research of Study 1, followed by the research questions and the predictions addressed in the 
study. Next, it provides a description of the methods of the study, starting with information 
about the volunteers who participated in this experiment, followed by an overall design of the 
study. It also gives a detailed description of the research instruments used in this project: the 
Vocabulary Size Test (VST), the York Assessment of Reading for Comprehension (YARC), a 
Lexical Decision Task (LDT) that was developed for this study, and the Vocabulary Knowledge 
Scale (VKS). It then explains the procedures followed in the pilot study. The study procedures 
and the scoring procedures used to carry out this experimental research are also explained in 
this section. 
The third section in this chapter presents the analysis of the results of Study 1. It begins 
with an explanation of the procedures followed in determining the results of this study. It further 
describes the statistical analysis of the data, which proceeds to answer the research questions 
raised by the study. The fourth section discusses the theoretical implications, starting with the 
key findings from Study 1, followed by further discussion of these findings in the light of the 
extant research presented in the literature review chapter. Lastly, this section offers some 
pedagogical implications of the findings that are relevant to the study’s area, L2 vocabulary 
teaching and learning. 
Chapter 4 presents the second part of the current project, Study 2. It consists of four main 
sections: the aims of the study, the methods, an analysis of results, and a discussion. The first 
section gives a description of the rationale and aims of the research of Study 2, highlighting the 
research questions and predictions addressed in this experiment. 
The next section presents the methods used to conduct the study, beginning with 
information about the samples, and an explanation of the overall design of the study. It then 
describes an elaboration task (ET) which was developed for this study as a post-reading activity, 
followed by an explanation of the research instruments utilised in this experiment: the York 
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Assessment of Reading for Comprehension (YARC), Semantic Priming Task (SPT), 
Vocabulary Knowledge Scale (VKS), and Digit Span Test (DST). This section next gives a 
detailed description of the research design and procedures used in this project. 
The third section in this chapter represents the results of the data analysis. It begins with a 
description of the procedures, followed by the results of Study 2. It presents the statistical 
analysis of the data to answer the research questions raised by the study. The purpose of the 
final section is to discuss the results of Study 2, presenting the key findings of the study, and 
then examining the theoretical implications of the study’s results in light of the existing research 
included in the literature review chapter. Lastly, this section discusses the pedagogical 
implications of the findings that should be considered when designing and using L2 vocabulary 
activities. 
Chapter 5 presents the conclusion of the studies. It shows how the findings from both 
studies can contribute to the field’s knowledge. This chapter also discusses the limitations of 
the studies and provides suggestions for future research. 
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Chapter 2: Literature Review 
2.1 Overview 
Reading has always been regarded as an important skill for academic success, both in first 
language (L1) and second language (L2) learning (Johns, 1981). Developing a large enough 
vocabulary is an essential element in L2 acquisition to be able to read and write and participate 
in various topics of conversation. One of the primary factors consistently shown to affect 
reading comprehension is knowledge of the words in the text (Laufer, 1992). Researchers have 
attempted to define the percentage of vocabulary needed by a second language learner in order 
to be able to read adequately (Laufer & Sim, 1985; Laufer, 1989; Hsueh-chao & Nation, 2000; 
Schmitt et al., 2011). According to Hsueh-chao and Nation (2000), learners need to know at 
least 98% of the words for comprehension of written texts, which requires knowledge of 8,000 
to 9000 word families (Nation, 2006). For taking part in daily conversations, it is assumed 
learners need about 2000 - 3000 word families (Adolphs & Schmitt, 2003). One of the issues 
that remains controversial is how learners acquire the vocabulary needed in everyday life (Hill 
& Laufer, 2003). 
Researchers have indicated the relevance of reading in acquiring vocabulary incidentally, 
as a by-product of reading (Horst et al., 1998; Waring & Takaki, 2003; Horst, 2005; Pigada & 
Schmitt, 2006; Brown et al., 2008), but vocabulary gains are often rather limited by 
approximately one new word in every five words (Horst et al., 1998). L2 learners face 
difficulties in learning thousands of words, particularly in contexts where time and resources 
that can be used for language support are limited, as in the case of many Arabic learners of 
English (Akasha, 2013). Teachers might know about their students’ difficulties but might 
struggle to find the most effective way to help students enrich their L2 vocabulary. Therefore, 
there is clearly a need for research that can help to identify effective ways that provide optimal 
chances for L2 vocabulary learning. 
As discussed in the previous paragraph, there is thus a bidirectional relationship between 
vocabulary and reading: vocabulary knowledge affects reading comprehension, and, 
conversely, reading comprehension affects vocabulary learning. Reading comprehension 
research also confirms that extensive repetition of word forms contributes greatly to acquisition 
of new vocabulary (Brown et al., 2008; Pellicer-Sánchez & Schmitt, 2010). These findings are 
therefore extremely important for designing new methods to develop learners’ reading skills 
and to enrich their vocabulary. 
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A number of researchers have offered different approaches to enhance vocabulary 
learning. As an example, Hunt and Beglar (1998) suggested that incidental vocabulary learning 
(that is, learning words as a by-product of reading), explicit teaching of words, and independent 
strategy use can promote vocabulary learning. While many researchers would agree that 
incidental vocabulary learning is possible, it is also clear that L2 learners need support to 
enhance incidental vocabulary learning, for example, in the use of dictionaries or providing 
glosses (Knight, 1994; Hulstijn et al., 1996). Laufer and Hulstijn (2001) operationalised the 
Depth of Processing Hypothesis by proposing the ILH. The cited authors argue that L2 
incidental learning and retention of new words depends on the amount of involvement load that 
a task induces and the degree of depth of processing needed to complete that task. Laufer and 
Hulstijn (2001) and Kim (2011) also call for more empirical research in order to find out the 
effectiveness of using vocabulary tasks with different involvement loads on L2 vocabulary 
learning. 
This chapter provides an integrated review of the key studies relevant to the present study. 
This review of literature covers two main themes: the construct of reading comprehension and 
L2 vocabulary acquisition. The first part of the chapter sheds light on defining the construct of 
reading comprehension and the role of L1 in L2 reading. Then, different aspects of vocabulary 
knowledge are discussed: the organisation of words in the L2 mental lexicon, receptive and 
productive of word knowledge, size and depth of word knowledge. This chapter further 
investigates incidental and intentional learning approaches and the vocabulary knowledge that 
is required for reading. In order to investigate the relationship between vocabulary knowledge 
and reading comprehension, a number of existing publications in the SLA area are reviewed. It 
also offers a review of the main related theories, the Depth of Processing Hypothesis and the 
Involvement Load Hypothesis. It furthermore describes the challenges of reading 
comprehension performance for L2 learners who use a different script in their L1, as is the case 
for Arab learners of English language. Lastly, this chapter provides a conclusion and summary 
presenting the key findings from the literature, as relevant for the current project. 
2.2 Defining the Construct of Reading Comprehension  
Before we can discuss to what extent L2 learners learn words from reading, it is important 
to define the construct of reading comprehension. Reading comprehension is defined as “the 
process of construction of meaning through the dynamic interaction between the reader’s 
existing knowledge, the information suggested by written language, and the context of the 
reading situation” (Anthony, Pearson & Raphael, 1993, p. 284). Similarly, Schelling, Aarnoutse 
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and Leeuwe (2006) define reading as an interactive activity between the reader's knowledge 
and the characteristics of the written input such as genre and structure. Reading involves 
different skills, including skimming for the main idea, scanning for specific details, interpreting 
difficult meaning and guessing the meaning of unknown words (Hughes, 2003). Brown (2004) 
categorised reading skills into micro-skills and macro-skills. The micro-skills involve how to 
recognise the word and understand the meaning in different structures, while the macro-skills 
refer to understanding the main idea, making links between actions, and applying reading 
strategies such as skimming and scanning or identifying discourse makers. 
As the focus of the present project is on reading comprehension, it is important to mention 
a theoretical framework that is widely used in the field, namely, the Simple View of Reading 
(SVR). Originally proposed by Gough and Tunmer (1986), and supported by Hoover and 
Gough (1990), the SVR proposes that reading comprehension can be predicted by two main 
components: individual’s decoding and linguistic comprehension skills. According to the 
model, reading comprehension is defined by the formula: 
Reading comprehension = Decoding x Linguistic Comprehension 
For the purpose of the SVR, decoding and linguistic comprehension are defined as follows: 
Decoding means matching letters of words with their correspondent sounds to read them 
accurately or the ability to recognise the word. It is also referred to as efficient word 
recognition: the ability to read familiar and unfamiliar words with accuracy and speed from a 
given text or list. 
Linguistic comprehension is defined as the ability to process and understand the spoken 
language. It involves a number of language skills, such as the ability to derive lexical semantic 
information, the representation of sentences, and the ability to categorise and process sounds. 
Reading comprehension “involves the same ability, but one that relies on graphic-based 
information arriving through the eye” (Hoover & Gough, 1990, p. 131). 
Both decoding and linguistic comprehension are essential for reading comprehension. 
Weakness in either decoding or linguistic comprehension skills, or both skills, would lead to 
weakness in reading comprehension skills. Studies based on this model propose that decoding 
and language comprehension account for between 40% and 70% of the variance in reading 
comprehension (Cutting & Scarborough, 2006; Joshi & Aaron, 2000). 
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Many authors have focused on the influence of decoding and linguistic comprehension 
on L1 reading comprehension in the framework of the SVR (Chen & Vellutino, 1997; Joshi & 
Aaron, 2000; Adolf, Catts & Little, 2006). Other scholars suggest that the SVR framework 
explains not only L1 reading comprehension, but also L2 reading comprehension (Droop & 
Verhoeven, 2003). The SVR model is also examined at different ages, e.g., in elementary 
students (Verhoeven & van Leeuwe, 2008), and adults (Sabatini, Sawaki, Shore, & 
Scarborough, 2010; Braze, Katz, Magnuson, Mencl, Tabor, Van Dyke, Gong, 
Johns, & Shankweiler, 2016).  
While the SVR model provides a clear insight into the main components required for 
skilled reading comprehension, Tunmer and Chapman (2012) reviewed the SVR to find out 
whether vocabulary makes an independent contribution to variance in reading comprehension. 
They suggest that this is indeed the case and that vocabulary knowledge explains variance in 
reading comprehension over and above the contribution of decoding and linguistic 
comprehension. However, the authors support the original two-component structure of the 
SVR: vocabulary is not a separate component of reading alongside decoding and linguistic 
comprehension. Instead, they suggest that vocabulary knowledge is a component of linguistic 
comprehension and that linguistic comprehension contributes to reading comprehension both 
directly and indirectly via decoding. The indirect contribution of linguistic comprehension is 
indicated in Figure 2.1 through the addition of a path from linguistic comprehension to decoding 
(see Figure 2.1).  
 
 
31 
 
 
Figure 2.1 Modified Sample View of Reading Model (Tunmer & Chapman, 2012)          
Although reading in adult samples has not been studied in as much detail as those of 
younger readers in primary schools (Curtis, 2002), the SVR model has successfully been 
applied to adults (Sabatini et al., 2010; Braze, Tabor, Shankweiler & Mencl, 2007; Braze et al., 
2016). In a replication of Tunmer and Chapman’s (2012) study, Braze et al. (2016) examined 
reading in an adult sample and found a significant contribution of vocabulary knowledge to 
reading comprehension. They support Tunmer and Chapman’s (2012) view by finding that 
vocabulary knowledge is subsumed under the linguistic comprehension component. Therefore, 
the studies reviewed here illustrate the importance role of vocabulary knowledge for reading 
comprehension, although the number of studies working with this framework on adult L2 
learners is very limited. 
2.3 The Role of L1 in L2 Reading 
In terms of L2 reading, learners tend to use their L1 as a medium tool in order to recognise 
and understand the concept of the written input (Grabe, 1991). Most of earlier research on 
linguistic transfer has mainly concentrated on the role of L1 in decoding during L2 reading 
(Durgunog˘lu, Nagy, & Hancin-Bhatt, 1993). Researchers (Durgunog˘lu, et al.,1993; Grabe, 
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2009; Koda, 2004) have pointed out that L2 learners have the ability to develop word decoding 
skills rapidly in the target language. They assume that this may be attributed to the L1, in the 
case that learners can read in their L1. It means that being able to read in L1 might have a 
positive effect on achieving success in L2 phonology and orthography, which may help them 
develop L2 decoding abilities quickly. Furthermore, researchers have found that several key 
elements that are related to reading comprehension transfer across languages. For instance, 
higher order word knowledge, particularly the capacity to define vocabulary, was found to be 
associated across languages (Ordóñez, Carlo, Snow, & McLaughlin, 2002).  
In terms of the role of L1 reading, earlier studies have investigated the impact of L2 
proficiency and L1 reading ability on L2 reading comprehension (Clarke, 1979; Cziko, 1980; 
Devine, 1987), and have argued that L2 reading ability is largely dependent on learners’ 
proficiency in that language has less correlation with L1 reading ability. Clarke (1979) 
conducted a study on L2 (English) learners’ ability to transfer L1 reading (Spanish) to L2 
reading. The findings revealed that L1 reading strategies were not transferred to L2 because of 
the limitations of proficiency in L2. Similarly, Ulijn and Kempen (1976), who investigated 
Dutch students reading French, concluded that L2 comprehension is not dependent on the 
contrasts between L1 and L2, rather, it depends on the conceptual knowledge of the learner in 
L2.  
More recent studies have also provided evidence that L2 proficiency is one of the most 
effective factors with regard to L2 reading comprehension. In investigating the 
interrelationships of L1 literacy, L2 proficiency, and L2 reading comprehension, Jiang (2011) 
conducted a study with 246 Chinese college learners of English. The results indicate that L2 
language proficiency accounted for 27% - 39% of variance in L2 reading comprehension, 
whereas L1 literacy accounted for less than 6% of the variance. This finding confirms the 
assumption that L2 language proficiency results in a higher contribution to L2 reading 
comprehension performance. According to Jeon and Yamashita (2014), there are strong 
correlations between components of L2 knowledge and reading. They found that L2 grammar 
knowledge (r= 0.85), L2 vocabulary knowledge (r= 0.79), and L2 decoding (r= 0.56) obtained 
the three strongest correlations with L2 reading comprehension, whereas L1 reading 
comprehension (r=0.50) obtained a lower (medium) correlation with L2 reading 
comprehension. Similarly, other studies in various languages with L2 learners have found 
evidence that L2 language proficiency was a stronger predictor of L2 reading comprehension 
(Tsai, Ernst & Talley, 2010; Guo & Roehrig, 2011).  
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Thus, there is some evidence L1 decoding has a positive significant influence on achieving 
success in L2 orthography features, which may lead to developing L2 decoding abilities 
quickly. For L2 reading comprehension, however, it appears to be the case that that L2 
proficiency has more impact on L2 reading comprehension than L1 reading ability. As such, 
L1 reading ability was not taken into consideration in the current study as a factor that may 
affect L2 reading comprehension assessment. 
2.4 Vocabulary Knowledge 
2.4.1 Knowing a word 
A simple question, such as ‘What does it mean to know a word?’ can have several 
meanings, depending on how the listener interprets it. L1 and L2 lexical researchers have made 
various proposals for understanding what it means to know a word (Richards, 1976; Nation 
1990; 2001; Qian, 1998). Richards (1976) was one of the early studies on vocabulary 
acquisition which formulate a framework for describing what is included in knowing a word. 
According to him, it involves knowing: 
 
• “the degree of probability of encountering the word in speech or print” (p. 79), e.g., 
book is more frequent than manual.


• “the limitations imposed on the use of the word according to the function and 
situation”
 
(p. 79), like the British use the word tap and in American English the same 
object is called a faucet.


• “the syntactic behaviour associated with the word” (p. 80), e.g., using the term 
structural words for a number of frequent words in the vocabulary.


• “the underlying form of a word and the derivations that can be made from it” (p. 80), 
such as words with regular derivations, e.g., walked, walking, walks are easily 
recognised as derived from walk.


• “the associations between the word and other words in the language” (p. 81), e.g., 
old is linked to new, and good to bad.


• “the semantic value of a word” (p. 82), i.e., the semantic features associated with the 
word, such as a man consists of human + male.

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
• “the different meanings associated with the word” (p. 82), such as shop, store, and 
boutique.

Richard’s paper is still highly influential in the field of vocabulary acquisition (e.g., Nation, 
1990; Schmitt & Meara, 1997). However, these assumptions have been criticised by Qian 
(2002), as not including the spelling and pronunciation aspects. Similarity, Meara (1996) 
clarifies that Richard’s (1976) framework does not seem to provide an appropriate theoretical 
model for word knowledge, but it can be suitable for classroom instruction. Nation (1990) 
maintains that most learners have partial knowledge of different aspects of word knowledge 
and that learners differ from each other in how well they know these. 
Nation (2001) provides a more comprehensive model for defining word knowledge, 
covering all aspects of what is included in knowing a word. He states that vocabulary 
knowledge involves two dimensions: receptive knowledge, which refers to how learners 
understand the words when listening or reading, and productive knowledge, which refers to 
how learners use words when speaking or writing. Nation (2001) divides word knowledge into 
three main categories: knowledge of form, knowledge of meaning, and knowledge of use. Each 
of these three can be receptive and/or productive (see Table 2.1). 
In Table 2.1, Nation categorises receptive knowledge (shown as R in Table 2.1) and 
productive (shown as P in Table 2.1). Nation maps receptive and productive distinctions to the 
subdivisions, which means the form/spoken/receptive division aims at answering the question 
“What does the word sound like?” and the form/spoken/productive division clarifies “How is 
a word pronounced?” According to Nation’s categorisation, knowing the form of a word 
involves knowing its spoken and written form, and its parts, whereas knowing the meaning 
requires knowledge of the link between a word’s form and meaning, and knowing the link 
between the concept of meaning and referents, as well as knowledge of word associations. 
Knowledge of word use requires knowing its grammatical functions, collocations, and the 
constraints on word use. With respect to word knowledge, vocabulary size involves the form 
as well as the sub-category form and meaning (Milton, 2009). While vocabulary depth involves 
all aspects mentioned by Nation (see Table 2.1), depth of word knowledge relates to how well 
the different aspects of word knowledge are known. The distinction between size and depth is 
not always clear. This issue will be further explained in Sections 2.4.2.3 and 2.5.2. 
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Table 2.1 What is involved in knowing a word. 
 
Form 
Spoken 
R What does the word sound like? 
P How is the word pronounced? 
Written 
R What does the word look like? 
P How is the word written and spelled? 
Word parts 
R What parts are recognisable in this word? 
P What words parts are needed to express meaning? 
Meaning 
Form and 
meaning 
R What meaning does this word form signal? 
P What word form can be used to express this 
meaning? 
Concepts and 
referents 
R What is included in the concept? 
P What items can the concept refer to? 
Associations 
R What others words does this word make us think of? 
P What other words could we use instead of this one? 
Use 
Grammatical 
functions 
R In what patterns does the word occur? 
P In what patterns must we use this word? 
Collocations 
R What words or types of word occur with this one? 
P What words or types of words must we use with this 
one? 
Constraints on 
use 
R Where, when and how often would we meet this 
word? 
P Where, when and how often can we use this word? 
Source: Nation (2001) 
 
All of these aspects of words are closely related to each other and are connected. This 
understanding of the lexical aspects approach poses the question as to how much and which 
aspect of word knowledge is most important for learners. This may depend on the word class 
itself and on the task requirements. As an example, knowledge of verbal inflections is an 
essential element in recognising and being able to produce a verb. For adjectives, however, the 
semantic knowledge and its relation of gradation are crucial elements in acquiring the word 
meaning (Henriksen, 1999). At the same time, form-meaning links of the lexical item are 
considered to be the most important word aspect that must be required, and probably enough to 
allow recognition. 
According to Alderson (2000), the definition of the word should include knowing its 
meaning and knowing how to use it accurately in context. Nation (2001) claims that knowing 
a word involves focusing on the word-system and patterns which provide an explanatory view 
of that word. This will help the learning burden to be very light, making it easier to learn the 
word. The learning burden means the amount of effort needed to learn a word, and each aspect 
of word knowledge can contribute to a word’s learning burden (Vela, 2014). The general 
concept of learning burden, according to Nation (1990), is that the more patterns and knowledge 
about a word are already known by learners, the lighter its learning burden. Vela (2014) claims 
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that a word is generally expected to be easy to learn if it a) uses sounds that are in the learners’ 
L1, b) has regular spelling patterns, c) shares with the L1 roughly the same meaning, d) has 
roughly similar grammatical patterns to the L1 and fits into similar collocations and constraints. 
In other words, for L2 learners whose first language is quite similar to the second language, the 
learning burden of most words seems to be light, which means they would not be difficult to 
learn. On the other hand, the learning burden is assumed to be higher for L2 learners whose 
first language is not closely related to their second language (Vela, 2014). 
It is assumed that some of the word knowledge aspects are established sooner than others, 
due to the different stages of word acquisition (Schmitt, 1998). Schmitt (2010) also suggested 
that at the beginning of the learning process, it seems better to focus on mastering the meaning-
form link. With further word mastery, it may be more effective to enhance other aspects of 
word knowledge, such as collocations (Schmitt, 2010). Nevertheless, vocabulary researchers 
may not be able to measure all of these aspects in any test. This is because such a test would be 
too long and complex. Thus, researchers must be very careful in choosing which dimension 
they are going to test in their vocabulary studies and consider the boundaries of their choices 
(Schmitt, 2010). 
2.4.2 The basic dimensions of word knowledge 
L2 vocabulary acquisition researchers provided a different, but complementary, 
framework for defining what it means to know a word (Read, 2000; Nation, 2001; Qian, 2002). 
Qian (2002) argued that four basic dimensions should be considered in analysing what 
vocabulary knowledge means: lexical organisation, receptive-productive knowledge, size, and 
depth of vocabulary. L2 lexical organisation research show how L2 words are processed and 
represented in the L2 mental lexicon of a learner. The receptive-productive knowledge 
dimension refers to the processes involved in recognising or producing words, while vocabulary 
size and depth refer to how many words are known and to how well these words are known. 
Considering the importance of L2 lexical organisation, it is necessary to see how the lexical 
item is processed and represented in the L2 mental lexicon of a learner. Thus, before discussing 
the receptive-productive knowledge, size and depth of vocabulary dimensions, an insight into 
the organisation of words in the L2 mental lexicon is provided. 
2.4.2.1 Organisation of words in the L2 mental lexicon 
To understand L2 vocabulary acquisition, it is necessary to answer the question of how a 
lexical item is organised in the L2 mental lexicon. Jiang (2000) proposes a psycholinguistic 
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model of lexical representation and development. As the current study is based on Jiang’s 
(2000) model, it will be further explained in this section. 
Jiang (2000) argues that adult learners who have already established their L1 lexical system 
and are learning the L2 in an instructional context may have limited access and exposure to the 
L2. Jiang (2000) points out that the process of L2 vocabulary acquisition comprises three 
stages. The first stage is the formal stage. At this stage, a lexical entry associated with formal 
specifications, i.e., phonological or orthographic information, is established for an L2 word, 
but this lexical entry is not yet complete. It consists of a “pointer” that links an L2 word to its 
L1 lemma. When this L1 word is accessed, the morphological information as well as the 
semantic and syntactic information that is stored in L1 lemma become available (see Figure 
2.2). 
 
Figure 2.2 Lexical representation (left) and processing (right) in the formal stage (Jiang, 
2000, p. 51) 
In the second stage, the connection between L2 words and L1 lemma (semantic and 
syntactic information) is gaining strength due to the continuous simultaneous activation. 
Therefore, Jiang proposes that at this stage the lexeme would contain L2 formal features, while 
the lemma would continue to contain the L1 semantic and syntactic information. This second 
stage is called the L1 mediation stage because the L1 lemma features are transferred into the 
L2 lexeme and therefore the L1 mediates L2 word use. The L2 semantic information is missing 
at this stage. Furthermore, Jiang (2000) suggests that the relationship between the L2 word 
form and the L2 concepts is not so strong at this stage, since the lemma information is copied 
from the L1 during the process of acquiring the L2 word, which makes the integration of this 
information quite weak (see Figure 2.3). 
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Figure 2.3 Lexical representation (left) and processing (right) in the L1 lemma mediation 
stage (Jiang, 2000, p. 53) 
The last stage is called the L2 integration stage. Receiving adequate L2 input and practice 
results in the gradual extraction of the L2 semantic syntactic information, and this is then 
integrated into the lexical entry to replace the L1 lemma information (see Figure 2.4). 
 
Figure 2.4 Lexical representation (left) and processing (right) in the L2 integration stage 
(Jiang, 2000, p. 53) 
Jiang (2000) clarifies that words may be at different stages in the development process. 
This may result in differences in using L1 lemma information in production and 
comprehension. Jiang also observes that even under the most desirable learning conditions with 
an adequate L2 input, sometimes learners are unable to extract L2 lemma information from this 
input. Jiang claims that most of the L2 words fossilise at the L1 lemma mediation stage, because 
the presence of the previously established L1 lemma may prevent L2 learners from extracting 
L2 lemma information from the input. Jiang (2000) suggest that it is the L1 lemma in the L2 
lexical entry which blocks access to L2 semantic and syntactic information. As a result, the 
transfer from the L1 mediation stage to the L2 integration stage may therefore never succeed 
(Jiang, 2000).  
Cui (2009) also suggested that in order to achieve success in L2 vocabulary acquisition, 
L2 learners have to establish a semantic system that is specifically for the L2 vocabulary and 
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completely free from the effect of the L1 semantic system. Contradictory to this finding, Jiang 
(2002) found that L1 semantic content is still present in the L2 lexical entries, even with 
advanced L2 learners. In Jiang’s (2002) study, English native speakers and L1 Chinese speakers 
of English took part in two experiments. In particular, two semantic judgment tasks were 
conducted in which participants were asked to make a judgment on the degree of semantic 
relatedness of two English words (experiment 1) or to decide whether English word pairs were 
semantically related or not (experiment 2). The results of both experiments offer evidence for 
the presence of L1 semantic features in L2 lexical entries. It was found that non-native speakers 
obtained higher scores and shorter times in responding to English word pairs sharing the same 
L1 semantic information than to the different translation pairs, while no differences were 
obtained between these two types of L2 words pairs for English native speakers. This result 
was also confirmed by Jiang’s study (2004) in a replication of the second experiment (Jiang, 
2002) with a different ESL population, L1 Korean speakers of English as an L2. The results 
also provide some evidence for L1 mediation in L2 lexical processing. Furthermore, since all 
participants in both studies had high L2 proficiency levels, these findings confirm that L1 
semantic features are still present, even with advanced L2 speakers. 
Jiang (2004, p. 428) clarifies that it is still not clear whether the same L1 translation effect 
can be found with speakers whose L1 is “typologically related to English, such as Spanish or 
German.” Jiang (2000) also confirms that some adults in instructional contexts can achieve the 
last stage of L2 development, whereas others, even in naturalistic contexts their L2 lexical 
entry, may fossilise at the second stage. This means that factors other than input and the 
presence of L1 lemma information in the L2 lexical entry may affect L2 lexical processing and 
development. Moreover, it is important to know that individual words can go through these 
three stages at different rates. 
Lexical transfer means, according to Jiang (2000), “the use of L2 words on the basis of 
their L1 translations” (p. 66). Jiang (2004) notes that L2 learners can only approximate the L2 
lexical competence of native speakers if L2 semantic content is integrated into the L2 lexical 
entries of words. Overall, Jiang’s (2000) model provides an important insight into L2 lexical 
processing and development which can help to better understand L2 vocabulary acquisition. 
Furthermore, as Jiang clarifies, the fact that L1 semantic content continues to play a role in L2 
lexical processing, even with advanced learners, has important practical implications for 
language teaching, which will be discussed in Chapter 4. 
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2.4.2.2 Receptive and productive vocabulary knowledge 
One of the important distinctions in the field of vocabulary acquisition is the division of 
word knowledge into receptive/passive knowledge and productive/active knowledge (Milton, 
2009). Despite the number of researchers and language teachers who provide definitions and 
distinction, these two notions are not easy to identify (Melka, 1997; Laufer & Paribakht, 1998). 
The general definition is that receptive knowledge of a word refers to the ability to realise a 
word’s form while listening or reading, and to recall its meaning, whereas productive 
knowledge means the ability to produce a spoken or written form of a word and the ability to 
express the meaning of a word through speech production or writing (Nation, 2001; Milton, 
2009). In other words, when L2 learners become aware of a word presented in a text or heard 
in a conversation, but they cannot really produce it, then this is simply called a receptive word 
knowledge. The productive knowledge of a word, however, requires L2 learners to use the word 
productively through speaking or writing. With respect to the multi-aspect of word knowledge, 
receptive vocabulary knowledge means being able to recall and recognise aspects of word 
knowledge in reading or listening, whereas productive vocabulary knowledge refers to the 
ability to use aspects of word knowledge in writing or speaking (Zhong, 2016).   
Schmitt (2010, p. 82) argues that, due to the complexity of the nature of word knowledge, 
receptive and productive knowledge cannot be acquired in “a uniform manner.” 
Nevertheless,the distinction between receptive and productive knowledge is not very clear. 
Melka (1997, p. 87) describes this distinction as “a continuum,” degrees of knowledge, rather 
than two separate systems, and different aspects of word knowledge are possibly known to 
different degrees receptively and/or productively. 
Therefore, the basic points to be taken from the discussion of these two dimensions are that 
it is often assumed that receptive knowledge precedes productive knowledge. L2 learners first 
acquire a word receptively, and then through further exposure to this word, their knowledge 
may gradually improve to a productive level of use (Melka-Teichroew, 1982; Melka, 1997). 
The receptive level of word knowledge can develop to a productive level (Milton, 2009), 
however, it is not clear yet why productive learning and use are more difficult than receptive 
learning and use. One of the possible explanations is that productive knowledge requires more 
precise knowledge of the word than receptive knowledge (Nation, 2001). There are various 
competing words, thoughts need to choose from in order to be produced, and in the case for 
languages as claimed, the ones that are more equivalent with the L1 lexical system seem to be 
stronger (Ellis & Beaton; cited in Nation, 2001). 
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Another related assumption is that learners’ receptive vocabulary is larger than their 
productive vocabulary (Melka, 1997). It is estimated that 50-80% of the words which a learner 
has learned at a receptive level of knowledge are also used productively (Milton, 2009). On the 
other hand, Webb (2005) claims that receptive and productive knowledge are two distinctive 
dimensions. That is, new words acquired receptively will lead a learner to gain more receptive 
knowledge, whereas productive learning of words will also enhance larger productive 
knowledge.  
Last but not least, since the distinction between the receptive and productive knowledge of 
a word can provide an insight into a scale of knowledge and identify the level of word 
knowledge, vocabulary acquisition research should take these perspectives into consideration 
and the results should be interpreted based on these two dimensions. 
2.4.2.3 Knowledge: Size and depth 
Many researchers assume that vocabulary knowledge includes the following two primary 
dimensions: size and depth (Wesche & Paribakht, 1996; Qian, 1998). The term “vocabulary 
size” is generally used in the literature to replace the “vocabulary breadth” dimension (Meara, 
1996). Both terms, “size” or “breadth,” are used interchangeably in the literature to denote the 
same concept. In the current research, however, “vocabulary size” will be used to represent the 
vocabulary breadth of learners. Size of knowledge refers to the number of words a learner 
knows in a single meaning within a single context. 
 Depth of knowledge means an adequately deep understanding of a word (Schmitt, 2010). 
It links to the quality of word knowledge, or how well a learner understands a word (Milton, 
2009). As Nassaji (2004, p. 112) points out, researchers have shown “the complexity and multi-
dimensionality of word knowledge … have suggested that knowing a word well should mean 
more than knowing its individual meanings in particular contexts.” Different approaches have 
been carried out in order to define depth of word knowledge. Some researchers consider depth 
of word knowledge as including the knowledge of a word’s relationship to other words in the 
lexicon (Haastrup & Henriksen, 2000; Meara, 2006). Other researchers have argued that 
morphological information is an important aspect of word knowledge, as it can help to enrich 
the learner’s word knowledge as well as the learner’s understanding of the word’s relationships 
to other words (Qian, 1999; Perfetti, 2007; Kieffer & Lesaux, 2008). Qian (1999; 2002) 
assumed that depth of vocabulary involves all features related to semantic, pragmatic, 
morphological, syntactic, collocational, and phonological knowledge of a word. Daller, Milton, 
and Treffers-Daller (2007) summarised the various aspects of word knowledge by using three 
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theoretical dimensions: size, depth, and fluency. Learners who are highly fluent can easily 
access the words they know without any hesitation, while learners who are less fluent have 
difficulty in recognising and knowing the words they are trying to use. Further details about 
these two dimensions will be explained in Section 2.5.2. In the following, the discussion will 
focus on the vocabulary size required for language use in both L1 and L2. 
2.4.3 Vocabulary size in L1 and L2 
2.4.3.1 Native speakers’ vocabulary size requirement for language use 
A critical question in vocabulary studies is how much vocabulary is necessary to allow for 
communication. Many studies with varying designs have been utilised to explore the 
vocabulary size of native speakers; these have led to widely varying estimates (Nation, 1993). 
In one of the earliest studies, Kirkpatrick (1891) estimated that US high school students had a 
vocabulary of approximately 10,000 words, while college students between 20,000 to 100,000 
words. It has also been estimated that well-educated adult native speakers of the English 
language know about 17,200 word families in Webster's Third International Dictionary (1963) 
(Goulden, Nation & Read, 1990). Each word family comprises individual word forms, 
involving the root form, e.g., (stimulate), its inflected forms (stimulated, stimulates and 
stimulating), and regular derivations (stimulative, stimulation). 
Zechmeister et al., (1995) found that university students know around 16,000 word families 
in the 1980 Oxford American Dictionary, while high school students know an average of 11,836 
and retired adults know around 21,252 headwords (word families) consisting of all inflected 
and derived forms. Nation and Waring (1997) posited that children who are native speakers of 
English normally add about 1,000 word families per year to their vocabulary. This means that 
a five-year-old child begins school with a vocabulary of around 4,000 to 5,000 word families; 
this same child graduates from university with a vocabulary of about 20,000 word families. 
According to Schmitt (2010), a range of 16,000 - 20,000 word families is typical for educated 
native speakers. 
In investigating how many words undergraduate English native speakers know, Milton 
(2009) proposed the smallest estimate of about 9,000 word families. Milton and Treffers-Daller 
(2013) also found that undergraduate monolingual English speakers’ vocabulary size seems 
much smaller, about 10,000 English word families, than has been assumed previously, with 
their vocabulary size increasing gradually during their studying at university by 400 to 500 
words per year. Native speakers, therefore, vary in their vocabulary size, depending on how 
much and how they use their language. 
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2.4.3.2 Second language (L2) learners’ vocabulary size requirement for language use 
Fortunately, non-native speakers of a particular language do not need access to a native-
like vocabulary to use the language effectively (Schmitt, 2010). For example, Staehr (2009) 
concluded that advanced Danish listeners who learned the 5,000 most frequent word families 
in English were able to demonstrate adequate listening skills for the Cambridge-ESOL 
Proficiency Certificate in English (CPE) listening exam. Schmitt (2010) noted, however, that 
such data suggests that if 95% coverage (known words) is adequate, L2 learners need to know 
between 2,000 and 3,000 word families to be conversant in English; alternatively, if 98% 
coverage is required, knowledge of between 6,000 and 7,000 word families is needed. These 
estimates do not clearly indicate the coverage requirement for listening, as it is not yet clear 
whether the 98% coverage figure that is derived from written vocabulary research is the most 
appropriate figure for spoken discourse. 
For estimates of written vocabulary, second language learners need to learn a large number 
of individual word forms to be able to read different types of texts in English. Nation (2006), 
based on the British National Corpus (BNC) data, concluded that 8,000 - 9,000 word families 
are necessary to read authentic texts such as novels or newspapers without unknown vocabulary 
being a problem. According to his calculation, a vocabulary of 8,000 word families requires 
knowing 34,660 individual word forms, including the family members of low-frequency items. 
In order to estimate the word families required for daily use, Nation (2006) investigated word 
lists of approximately 20,000 words, based on the British National Corpus (BNC), which 
involved radio talk, conversation (between family members and friends) and interviews. He 
found that about 6000 - 7000 word families are essential in order to be able to deal with English 
conversation, more specifically, to achieve the 98% goal. 
As Nation (2006) points out, the most frequent 1,000 word families in the BNC word lists 
consist of approximately six types per family, declining to roughly three types per family at the 
9,000 frequency level. Occasionally these word family types are clearly related, such as nation 
and national, which could be easier to guess. Others are less clearly related such as nation and 
nationalistically, which makes it more difficult for learners to recognise unknown words. 
Laufer (2000) reviewed a number of vocabulary studies from different countries and found that 
the vocabulary size of educated second language learners of English ranged from 1,000 - 4,000 
word families. This size seems to be very small and it may not be enough for educated L2 
learners of English. She also showed that a reading target of 3,000 - 5,000 word families can 
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be attainable for second language learners, however, the 8,000 - 9,000 targets can be difficult 
to achieve. 
In addition to the importance of a large vocabulary for language use, expanding the word 
knowledge is also important. This is because knowing a great deal about each individual lexical 
item is important in order to use it accurately. Some theoretical concepts related to vocabulary 
knowledge, particularly L2 incidental vocabulary acquisition will be discussed in the following 
section. 
2.4.4 Defining explicit/implicit and incidental/intentional vocabulary learning 
The question of how L2 vocabulary knowledge is acquired is often discussed in the context 
of the distinction between explicit and implicit learning. Implicit learning, as defined by Ellis 
(1994a), is an automatic, natural acquisition of words which takes place without conscious 
operations, while explicit learning, on the other hand, is a conscious process, including 
searching for information, and formulating and testing hypotheses. In terms of vocabulary 
learning, Ellis (1994b) pointed out that the phonological features, such as grapheme-phoneme, 
and spoken word production, are acquired implicitly as a result of learning perceptual aspects 
of lexical items. Word forms are also another aspect of word knowledge which can be improved 
implicitly. The meaning of words, however, is acquired explicitly because it requires more 
conscious operations at the semantic level and involves making form-meaning connections. 
It is also important to clarify that implicit and explicit learning should not be confused with 
the notions of incidental and intentional learning. Implicit learning, without learners being 
conscious that they are storing information in memory, can happen incidentally only, whereas 
explicit learning can be both incidental and intentional (Hulstijn & Laufer, 2001). Therefore, 
as making form-meaning connections does not require explicit learning, L2 vocabulary can be 
acquired incidentally and intentionally as well. The term “incidental vocabulary acquisition” is 
considered to mean learning without an intention to learn (Laufer & Hulstijn, 2001). It is 
defined as the process in which words are learned while focusing on the content of the message 
(Nation, 2001), for instance, learning the meaning of new words because of a reading task. In 
other words, incidental vocabulary acquisition means that any words are acquired as a by-
product of an activity that may not target vocabulary learning directly (Gass, 1999). The 
effectiveness of incidental vocabulary acquisition is supported by Paribakht and Wesche 
(1997), who were among the first to clarify that vocabulary learning from reading can be 
enhanced through a reading task combined with exercises. They found that new lexical items 
practised through tasks were understood and retained better than words for which meanings 
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were inferred from a particular context. In a similar vein, Laufer and Hill (2000) pointed out 
that reading, listening, and speaking activities can enhance incidental vocabulary learning. 
Hennebry et al. (2013) pointed out that the degree of incidental learning of new words from 
reading depends on the amount of time specified to process that word while reading in order to 
understand the content of the text. 
As Laufer and Hulstijn (2001) pointed out, in incidental learning, students are asked to 
perform a task involving processing of information of some kind without being told they will 
be tested on this information afterwards, whereas in intentional learning, students are told they 
will be tested afterwards. Barcroft (2009) proposed that incidental and intentional learning can 
be considered as the endpoints of a continuum, as learning processes can pass through a 
sequence scoping from more intentional to more incidental. Nation (2013a), however, clarified 
that these two approaches complement each other, which means combining them in a learning 
plan can be an effective means to facilitate vocabulary learning.  
Elgort (2011) has found that deliberate vocabulary learning can enrich both explicit and 
implicit knowledge. In her study, she used three different kinds of priming tasks, namely, for 
priming, meaning priming, and repetition priming. The words used as primes in the three 
experiments were 48 pseudowords which were specifically created by changing one letter from 
the base word (original word) so that they became an unfamiliar word, for example, maxidise 
was created from the base word “maximise.” These pseudowords had been studied using word 
cards one week before the experiment and were briefly shown on a screen prior to the 
appearance of the target words. A lexical decision task was used to test L2 learners’ ability to 
distinguish between real words and pseudowords. The results indicated that the pseudowords 
were successfully processed as primes, which provides some evidence for the assumption that 
they had been transferred into the real lexical system. Elgort (2011) concludes that deliberate 
learning can therefore enrich L2 vocabulary acquisition. 
Despite the different directions to define incidental vocabulary learning, the overall picture 
is summarised by Schmitt’s (2008) overview (as cited in Eckerth & Tavakoli, 2012, p. 228) 
that incidental vocabulary learning from reading “is dependent on encountering a vast amount 
of textual input,” does not contribute many new words, can improve orthographic and 
grammatical knowledge features of partially known words, leads to “word recognition gains 
that are more time-stable than gains in word recall,” and therefore enhances the development 
of partial more than being complete vocabulary knowledge. Further details will be discussed in 
Section 2.5.3. 
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2.5 Vocabulary Knowledge and Reading Comprehension 
Earlier research on L1 reading suggested that vocabulary knowledge and reading 
comprehension were closely related (Chall, 1987). As mentioned before, children’s vocabulary 
size explains a significant proportion of reading comprehension performance and, conversely, 
having a good level of reading comprehension can make it easier to learn new words. Chall 
(1987) proposed that these two effects can be observed during different stages for young native 
speakers of English. When they start learning how to read, native speakers’ vocabulary 
knowledge is an important determinant of their reading comprehension. As native speakers, 
they begin school with a vocabulary approaching approximately 5,000 word families, a target 
which is, according to Chall (1987), not difficult to reach. After learning how to read, the 
relationship changes. This means that for skilled readers, reading can become a source of 
vocabulary learning. 
Stanovich (1986) pointed out in his seminal paper on the Matthew effect (i.e., that the rich 
reader will become richer and readers who are poor will stay poor), that early failure to acquire 
word and reading skills in L1 affects reading acquisition. He argued that if less able readers are 
continually denied chances to read actual texts, they will continue to fall further behind. 
Children with slower reading skills may find that, due to reading slowly, their reading skills are 
not built up in an exponential way and this will then lead to them having fewer opportunities 
to learn words from reading. This will result in negative attitudes towards reading and having 
smaller vocabularies than those with larger vocabularies, who can read better, which will lead 
to the latter reading more and more and so gaining larger vocabularies. An observation which 
supports this concept is the finding that an excellent middle school reader might read 
10,000,000 words per year, whereas a poor reader may only read approximately 100,000 (Nagy 
& Anderson, 1984). 
Researchers have recommended several models of the relationship between vocabulary 
knowledge and reading comprehension. Among them, Anderson and Freebody (1981) 
proposed a model called the Knowledge Hypothesis, which suggests that vocabulary knowledge 
is a key predictor and an important factor in reading comprehension. They claimed that the 
reader must have a good understanding of the words in the text before comprehending it. 
Perfetti (1985; 2007) suggested that the lexical quality hypothesis confirms the 
significance of mastering word knowledge, i.e., a high level of word knowledge is the best way 
to achieve good reading comprehension. In order to show the relationship between vocabulary 
knowledge and reading comprehension more clearly, it would be useful to have separate 
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sections: the effect of vocabulary coverage on reading comprehension, the effect of vocabulary 
depth and size on reading comprehension, and the effect of reading comprehension on 
vocabulary learning. Further details about these three effects will be explained next. 
2.5.1 The effect of vocabulary coverage on reading comprehension 
As vocabulary knowledge is crucial for successful L2 reading comprehension, it is 
important to focus directly on lexical coverage, that is, the percentage of words that need to be 
known in a text if readers are to understand the text (Grabe, 2009; Koda, 2005). Several studies 
have established the relationship between vocabulary coverage and reading comprehension by 
defining the percentage of vocabulary needed by an adult second language learner to be able to 
read a text without unknown vocabulary being problematic (Laufer & Sim, 1985; Laufer, 1989; 
Hsueh-chao & Nation, 2000; Schmitt et al., 2011). These studies show that that there is no 
single coverage figure, although in general the larger the vocabulary size of an L2 learner, the 
better is their reading comprehension. For example, 98% coverage and higher may lead to a 
successful reading, while readers struggle to understand texts which contain more unknown 
words (Laufer, 1989; Hsueh-chao & Nation, 2000). This indicates that more vocabulary known 
is generally better, suggesting that there may be a number of different vocabulary thresholds 
for adequate text comprehension, depending on the level of comprehension that is required. 
One of these studies was conducted by Laufer and Sim (1985), who investigated the threshold 
level for comprehension of English texts for academic purposes in the First Certificate in 
English exam by utilising a comprehension test and interviews with learners. They found that 
minimum required scores of 65-70 on the comprehension test constituted the threshold. 
Following interviews and the comprehension test, they concluded that the most pressing need 
of second language learners was vocabulary, followed by subject background knowledge, and 
then syntactic patterns. 
Subsequently, Laufer (1989) investigated how much vocabulary is necessary to obtain a 
score of 55% on a reading comprehension task. Participants were asked to underline unknown 
words in a text, and their responses were checked through a translation test which involved 
most of the infrequent words of the text. Then, a comparison was made between the underlining 
and the translation in order to reveal any discrepancies between these two tasks. Based on this, 
the percentage of vocabulary in the text each learner knew was calculated by converting the 
total number of words in the text minus the number of unknown words. It is found that 95% 
coverage was the point that can distinguish between learners who obtained 55% on the reading 
comprehension test versus those who did not. Using the 95% coverage, Laufer, based on Ostyn 
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and Godin’s study (1985), clarified that about 5,000 words would constitute this vocabulary 
coverage. 
Schmitt et al. (2011) stated that even though this is considered a good first attempt to 
specify the vocabulary requirements for adequate reading comprehension, many weaknesses 
exist. Laufer (1989) referred to the Ostyn and Godin's (1985) frequency counts, which are old 
Dutch frequency counts and used for second language learners of Dutch. Thus, it does not mean 
that they could be applied directly to English. Another important issue is that the comprehension 
criterion of 55% is very modest, and most readers might aim for a better understanding of texts. 
The percentage of text coverage needed also depends on the kind of texts a reader wants to 
read. Hsueh-chao and Nation's study (2000) sought to investigate the required percentage of 
vocabulary coverage for adequate reading comprehension of fiction texts at 80%, 90%, 95% 
and 100% vocabulary coverage. It examined 66 participants on a pre-university course who 
were then split into four groups of 16-17 participants. A story, consisting of 673 words, was 
read by each group, at one of the above-mentioned vocabulary coverage levels. Participants 
were then asked to complete two measures of reading comprehension: a multiple-choice (MC) 
and a cued written recall (WR). The cued written recall (WR) comprises a set of questions about 
the story which aims to give L2 learners a chance to represent their understanding of the main 
ideas, followed with as many details as possible without time constraints. They found that at 
80% vocabulary coverage (vocabulary known in the text), no learners achieved adequate 
comprehension on two of the relevant measures. With comprehension levels of 90%, only a 
few learners gained adequate comprehension, and most did not even reach adequate 
comprehension at 95%. 
Simple regression analysis of the data represented showed that there was an expected 
relationship between the density of unknown vocabulary and the level of comprehension. It is 
suggested that the smallest percentage of vocabulary coverage to lead to comprehensible 
written input is 80% (i.e., one unknown word in five). The study also showed that 95% coverage 
will allow only 35% - 41% of the learners to gain reading with adequate comprehension. This 
means that for learners to obtain unassisted reading comprehension of a fiction text, 
approximately 98% - 99% coverage is required. Findings were based on only four coverage 
levels, to include a relatively small number of subjects in each coverage point (n=16 in each 
group). 
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Schmitt et al. (2011) directly investigated the relationship between vocabulary coverage 
and reading comprehension. They defined the specific percentage of known vocabulary 
required for adequate comprehension. In their study, 661 participants were selected from eight 
countries: Egypt, Spain, Turkey, Great Britain, China, Japan, Sweden, and Israel. Participants 
completed a vocabulary measure based on the words taken from two texts which they had to 
read before completing a reading comprehension test for each text. After reading the passage, 
learners were first asked to complete MC tests and then fill in the blanks in the graphic organiser 
(GO) completion test. The MC test included 14 MC questions. The GO, an information transfer 
test, is a more complicated test and requires increased cognitive processing. In the GO 
completion test, learners are also required to know the structured organisation of the text and 
logical relationships with the existing information, to find out where to put the information 
which belongs in the gaps. In Schmitt et al. (2011), participants filled in 16 blank spaces. Thus, 
the total of reading tasks included 30 items. 
The results show a predictable relationship between the vocabulary known percentage and 
the level of reading comprehension. Thus, the percentage of known vocabulary requirement 
depends on the aims of comprehension. No evidence of a vocabulary “threshold” was found, 
where comprehension increased radically at a specific percentage of vocabulary knowledge. 
The results showed that 98% coverage is probably required, as 70% comprehension is desirable. 
However, even 90% coverage can lead to only 50% comprehension, and 100% coverage to 
only 75% comprehension. This is because there are other factors outside of vocabulary that can 
affect reading comprehension, such as language proficiency, the text itself, or the readers’ 
motivation. However, a high vocabulary level is clearly required. 
As most researchers agree that a large vocabulary is needed, it is important to find out 
which words learners use in the texts they produce. Learners’ word selections, whether they 
use frequent or infrequent words, or whether the percentage of their using function words 
appropriately, would introduce helpful background knowledge about the learners’ words 
resources. An important factor related to the learners’ word selection is called “the 
measurement of word sophistication,” which provides an indication of the percentage of low 
frequency words in a text (Milton, 2009). Laufer and Nation (1995) pointed out that learners 
normally tend to learn and use the most frequent words (in the first or second 1,000 General 
Service Word List) earliest. Lower- proficiency level learners can only use a small number of 
low frequency words in speech or writing. Advanced learners tend to know a larger number of 
infrequent words and are then more likely to use this resource in speech production or writing. 
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A question this raises here is whether spoken or written language will be more loaded with 
infrequent words. It seems that, as Milton (2009) suggested, written texts are more likely to be 
filled with low frequency words than spoken texts. A single written or spoken production may 
not be an accurate reflection of the learner’s knowledge or ability because the vocabulary used 
in this text may be typical of one particular text genre only. Overall, studies which focus on the 
vocabulary that is deployed in oral or written language can provide important information about 
the levels of complexity and word sophistication in each. Such an analysis could be helpful in 
investigations how vocabulary knowledge is related to vocabulary use. 
2.5.2 The effect of vocabulary depth and size on reading comprehension 
Depth of word knowledge can also be acquired through extensive reading (Cobb, 2010). 
The following four related linguistic domains influence the learner’s reading comprehension 
performance and vocabulary knowledge: phonology, morphology, semantics and syntax (Qian, 
1998). 
Phonology knowledge refers to the ability to successfully connect between graphemes 
(letters) and sounds and to be able to recognise the small segments of sound which make up a 
word. Studies of learners with learning difficulties in reading have emphasised the importance 
of phonemic knowledge in reading comprehension because these difficulties are caused by 
weakness in phonological coding (Adams, 1990). It has also been found that poor readers 
consistently under-perform in relation to the typical reader’s level with regard to a phonological 
knowledge task (Hulme, Snowling, Caravolas & Carroll, 2005), indicating that there is a link 
between phonological knowledge and reading comprehension performance.  
Morphology knowledge refers to the conscious ability to recognise the small units of 
meaning, e.g., suffixes, prefixes and roots, and to apply them in more complex structures. As 
an example, a reader can reveal morphological knowledge1 by realising that the word thoughtful 
consists of the following two parts: the root thought, which is a noun, is combined with the 
suffix -ful in order to create an adjective (Carlisle, 2003). Several studies have consistently 
reported findings indicating that morphological knowledge is an important contributor to 
reading comprehension abilities (Kuo & Anderson, 2006; Kieffer & Lesaux, 2008). 
Furthermore, researchers have also hypothesised that the relationship between morphology and 
reading comprehension strengthens and increases over time (Kuo & Anderson, 2006; Kieffer 
& Lesaux, 2008). 
                                                 
1 ‘awareness’ replaced with Nation’s terminology ‘knowledge’ 
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Semantic knowledge refers to knowledge of the meaning of words and how words share 
semantic features with other words. The importance of word meaning for reading 
comprehension was also highlighted by Qian (2002) with a group of 217 ESL university 
students who showed that semantic depth of word knowledge, assessed by the Depth of 
Vocabulary Knowledge (DVK), explained more variance 13% than size 8% in reading 
comprehension. Therefore, there seems to be a positive relation between semantic knowledge 
and reading comprehension in ESL adult learners. 
Syntactic knowledge refers to knowledge of language patterns. Such knowledge is 
necessary for learners to improve their vocabulary depth and comprehension (Wolter, 2006). A 
study conducted by Nergis (2013) with 45 undergraduate learners of English aimed to 
investigate whether depth of word knowledge, specifically the syntactic knowledge2 or 
metacognitive awareness, was a more powerful predictor of academic reading comprehension. 
The result showed that syntactic knowledge significantly predicts reading comprehension in 
L2, however, depth of word knowledge was not a significant predictor of L2 academic reading 
comprehension. Low and Siegel (2005) explored the role of phonological processing and 
syntactic knowledge in reading comprehension of 884 English native speakers (NS) and 284 
learners of English as a second language in Canada. They found that syntactic knowledge 
predicted and facilitated reading comprehension in both groups, and that the NS group 
surpassed the ESL group in knowledge of syntax. However, both groups were similar with 
respect to phonological processing and verbal working memory tests, which further predicted 
reading comprehension. Therefore, there is considerable evidence that there is a significant 
relationship between syntax and reading comprehension. 
        Based on the studies reviewed, it is clear that learners with greater knowledge of these 
domains are better at knowing words in depth, and each of these may contribute to successful 
comprehension performance. In contrast, many researchers have placed greater emphasis on 
the size of vocabulary (e.g., Liu & Nation, 1985; Laufer, 1992) than the depth of vocabulary 
knowledge (e.g., Paribakht & Wesche, 1997; Qian, 1998; 1999). Both vocabulary size and 
depth, however, are necessary for reading comprehension (Qian, 2002), which raises a question 
regarding which one of these dimensions contributes more to reading comprehension.  
       Rashidi and Khosravi (2010) explored to what extent depth and size of word knowledge 
among 38 Iranian university students would predict their L2 reading performance. All measures 
                                                 
2 ‘awareness’ replaced with Nation’s terminology ‘knowledge’ 
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were administered together within the same session. The Word-Associates Test (WAT) (Read, 
1993) was conducted to measure depth of word knowledge, and the Vocabulary Levels Test 
(VLT) (Nation, 1983) was administered to test learners’ vocabulary size, and the Reading 
Comprehension Test (RC) for measuring their reading performance. The results showed not 
only that there was a positive correlation between depth, size and reading comprehension, but 
also that depth of word knowledge contributed significantly to L2 learners’ reading 
comprehension, over and above vocabulary size. After controlling the size of vocabulary 
knowledge, they found that depth of vocabulary knowledge explained more unique variance 
(69%) in reading comprehension performance than vocabulary size (55%). They further found 
that L2 learners who had stronger depth and size of vocabulary knowledge performed better on 
reading comprehension, which clearly indicates that depth and size are closely correlated, and 
both can enhance reading comprehension. In another study, Zhang and Yang (2016) examined 
the contribution of vocabulary depth of L2 learners of Chinese to their reading comprehension 
performance. The result revealed that vocabulary depth explained unique variance in reading 
comprehension over and above vocabulary size. More specifically, they found that in short 
passages which required inferencing knowledge, vocabulary depth was a stronger predictor 
than vocabulary size. These findings, indeed, revealed the importance role of depth of word 
knowledge in L2 reading comprehension. 
        Other researchers confirmed the significant role of vocabulary size in achieving successful 
reading comprehension (Hsueh-chao & Nation, 2000). Qian (2002) clarified that size and depth 
are closely related concepts because the greater the number of words that learners know, the 
better they know many of those words. The learner who, for instance, knows words such as 
science, scientific and scientifically, will increase the depth of that knowledge by recognising 
the common morpheme science. Additionally, with increased experience with a specific word, 
that word can be associated with other words in different contexts, thereby suggesting that depth 
can contribute to size as well (Haastrup & Henriksen, 2000). As suggested by Li and Kirby 
(2014), deeper knowledge of a word can lead to learners learning more words because they can 
make links between new and old lexical items. Then, as the number of words known increases, 
more extensive lexical networks which expand their word knowledge are also more likely to be 
developed. As an example, learners who learn the word design, for example, will increase the 
depth of that knowledge by learning the morpheme sign. This can facilitate recognising the 
relationship between words like signature and assign and support them learning the meanings 
of those words (Li & Kirby, 2014). Increasing the depth of knowledge and recognising the 
relationship between words are closely related to reading comprehension. Learners with a larger 
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vocabulary size will expand the depth of their vocabulary knowledge too, which will then also 
have a positive effect on their reading comprehension performance. 
As shown in this section, there is evidence that size and depth of vocabulary knowledge 
are uniquely related to reading comprehension. Size of vocabulary knowledge researchers 
placed great emphasis on the importance of size of vocabulary in order to achieve success in 
reading comprehension (Hsueh-chao & Nation, 2000). Conversely, increasing the depth of 
knowledge for a particular word would make it possible to use it more flexibly so that its 
semantic features would be accessed more readily in multiple contexts (Anderson & Freebody, 
1981). What the relative contribution of size and depth to reading comprehension is, therefore, 
remains vague, in part due to the way in which researchers operationalise these dimensions. 
2.5.3 The effect of reading comprehension on vocabulary learning 
In L1 acquisition research, it is clear that reading is one of the key ways of learning new 
words, and more reading can lead to an increased vocabulary (Strenberg, 1987; West & 
Stanovich, 1991). This was confirmed by Saragi, Nation and Meister (1978), who asked adult 
English native speakers to read a novel that contained 241 Russian slang words (nadsat words). 
Participants were not told to focus their attention on the nadsat words; instead, they were only 
informed that after they completed reading the book, they would take a comprehension task 
based on the novel. The participants did not have access to a dictionary that included these 
words. A few days later, participants were given a multiple-choice test with over 90 of the target 
words. The lowest score on the multiple-choice test was approximately 50% correct, and the 
average score was approximately 76% correct. These results suggest that many of the target 
words were learned. 
Many early studies have examined whether L2 learners can acquire vocabulary through 
reading (Pitts, White & Krashen, 1989; Day, Omura & Hiramatsu, 1991; Horst et al., 1998). 
However, these early studies found a discouragingly low absorption rate of approximately one 
word being learned out of every twelve words examined. However, these studies had a number 
of methodological issues, including insufficiently controlled text difficulty, inaccuracy of 
measuring instruments, short texts, a small number of target words, and usage of a short reading 
passage. Studies that are more recent have attempted to overcome some of these issues by 
focusing on reading that is more extensive and applying new measuring instruments. These 
showed more gains from reading than previous studies recorded. 
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One of these earlier studies, Horst et al. (1998) asked L2 students to read a 109-page book 
(a simplified version of The Mayor of Casterbridge) over a period of ten days. To ensure that 
the participants read all 21,232 words of the text, the teacher read the entire text aloud in class 
while the participants followed along in their books. The participants were then examined using 
45 MC items and a 13-item word-association test. The results indicated a gain of approximately 
one new word out every five words, and this learning persisted over a period of ten days. 
Another study was conducted by Pigada and Schmitt (2006), who examined the learning 
of spelling, meaning and grammatical knowledge over a one-month extensive reading period. 
They revealed that knowledge of 65% of the target words was enhanced with respect to at least 
one of these aspects of word knowledge. Even through a small number of exposures, knowledge 
spelling strongly increased. Additionally, knowledge of meaning and grammatical aspects was 
enhanced, but to a lesser level. With respect to vocabulary acquisition, they found that 
approximately 1 of every 1.5 words examined was learned. Horst (2005) concluded that her 
subjects gained over half of the unknown words they encountered in their extensive reading. 
Brown et al. (2008) conducted a study to investigate to what extent English vocabulary can be 
acquired from three input modes: reading, reading while listening, and listening to stories. The 
study was conducted with 35 Japanese undergraduate students of English literature at a private 
university in Japan. Two test types were administered: the form and meaning recognition 
multiple-choice (MC) test, and the meaning-translation test. The two tests were taken at three 
sessions: immediately after the tasks, a week later, and three months later. The results showed 
that learning new words incidentally can take a place in all three modes, but at a limited rate. 
By controlling to the frequency of the occurrence factor, it was found that words that occurred 
more frequently in the text were better learned and retained. An important finding was that 
more enhanced incidental vocabulary learning from reading was shown in testing the word form 
and meaning recognition in a MC test, but far less with respect to producing the meaning in a 
translation test. 
In a study which examined the vocabulary learning of 15 participants who read one graded 
reader, A Little Princess, Waring and Takaki (2003) changed the spelling of 25 words from the 
text, making them into non-words, to ensure that each item was unknown. Three test types were 
conducted in three subsequent test periods: a simple recognition test, a multiple-choice test, and 
a translation test. They found that a few of the new words can be learned and retained 
incidentally from reading. The subjects realised 10.6 out of 25 words’ meanings immediately 
on a MC test. However, they were able to translate from English to Japanese only 4.6 out of 25 
words correctly. Three months later, even though the recognition of meaning score dropped to 
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6.1 words, the translation score decreased much more (0.9 words). This reveals that learning 
new words from reading incidentally is subject to forgetting. Overall, their results clearly show 
that using more than one type of test can help in gaining a more balanced picture of learning, 
as each test reveals another fact about the kinds of learning that can occur (Waring & Nation, 
2004). Hill and Laufer (2003) found that, based on findings of incidental learning studies, L2 
learners would need to read about 8 million words to increase their vocabulary size by 2,000 
words. 
An important factor related to vocabulary size which strongly affects vocabulary learning 
from reading is the frequency of exposure. For example, Rott (1999) found that six repetitions 
result in better learning than two or four repetitions. Pigada and Schmitt (2006) found that there 
was no frequency effect where meaning acquisition was assured, however, after more than ten 
exposures, an encouraging rise in the learning rate was found. Nevertheless, even after more 
than 20 exposures, the participants still found that the meaning of some words eluded them. 
Further, the participants in Saragi et al. (1978) learned 93% of the words presented more than 
six times, but words shown fewer than six times were learned by only half of the participants. 
Horstet et al. (1998) also found that after eight or more exposures to the new words, there was 
a reasonable chance of these new words being learned. Waring and Takaki (2003) found, 
however, that for the participants to have approximately a 50% chance of recognising a word’s 
form or its meaning, at least eight repetitions were needed. However, even if new words were 
repeated 15 to 18 times, there was less than a 10% chance that these were successfully translated 
three months later, and no words repeated fewer than five times were translated correctly. This 
clearly shows that although higher repetition rates are valuable, learning a word may depend 
on more than just frequency of exposure. 
Overall, the vocabulary research confirms that L2 learners can acquire vocabulary through 
reading, but the rate of learning (and retention of that learning) is low (Horst et al., 1998; Waring 
& Takaki, 2003; Horst, 2005; Pigada & Schmitt, 2006; Brown et al., 2008). These studies, using 
a variety of test types, have also found that the frequency of word exposure is important to the 
learning of new words and leads to developments in multiple aspects of word knowledge. This 
conclusion is enhanced by the view of Waring and Takaki (2003) that reading does not help L2 
learners to learn a large number of unknown words. However, it is very helpful in improving 
and enriching their known vocabulary. 
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2.6 Forgetting Curve  
Another important aspect in L2 vocabulary retention and memory is investigating how well 
the newly words learned are retrieved. In 1885, Ebbinghaus (as cited in Cepeda, Pashler, Vul, 
Wixted, & Rohrer, 2006) analysed the course of memory and knowledge retrieval which is 
known as the forgetting curve. The general feature of forgetting after learning a piece of 
information drops very fast, but that it then, after regular repeated exposure to the items, does 
so slowly. Ebbinghaus (1885; as cited in Cepeda et al., 2006) also investigated that knowledge 
retrieval could be dramatically developed through the “spacing effect,” which refers to the 
correct spacing of practice sessions. Basic to this forgetting curve, Pimsleur (1967) created his 
learning model, named the Graduated Interval Recall Model, which means that learners should 
revise immediately, when they still have an opportunity to know the meaning of approximately 
60% of a word. When the learners, at that moment, cannot recall the meaning of a lexical item, 
they will be presented with it at another time, which will make the knowledge level again reach 
100%. This is supported by the fact that knowledge declines far less quickly after each revision 
and that learners can then increase the interval between the reviews.  
Landauer and Bjork (1978) provided a memory technique, called the Expanding Rehearsal 
Strategy, which was based on the importance of testing any new words after a short delay. If 
the learners recall the given item correctly, the delay should be scientifically increased, 
however, if they are incorrect, the delay should be decreased. In short, learners who are tested 
at a time when they can recall a word will be better able to retrieve the given items. Additionally, 
as the learning progresses, this delay will be increased, suggesting that there will be adequate 
room left to introduce new items (Bjork, 1988). Although how well the new words are retained 
seems to be an important and more effective aspect in L2 vocabulary retention, it is not often 
examined. There is, therefore, a knowledge gap which needs to be filled with respect to the rate 
of forgetting that may accrue from the learning from context. 
2.7 Depth of Processing Hypothesis 
To know about the memory process that deals with explicit information, Craik and 
Lockhart (1972), in a seminal paper, proposed the “Depth of Processing Hypothesis”. The basic 
idea is that the chance of storing new incoming information into long-term memory is 
determined not by the length of time but by the depth with which it was processed initially. 
Elaboration reflects the richness of processing inside one level. Craik and Lockhart (1972) 
further proposed that new information progresses through several stages of processing depth. 
As an example, the phonological word form features processing at a shallow level, followed by 
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its meaning at a deeper level. Craik and Lockhart (1972) pointed out that the nature of 
processing information can affect learners’ retention; words for which users need to access the 
meaning require more elaborate processing and have a higher retention rate than words which 
are only processed phonologically. Craik and Lockhart’s hypothesis, however, was criticised 
by Nelson (1977) and Baddeley (1978), for two main reasons, which were addressed as: it is 
difficult to determine levels of processing, and it is not easy to know which level is deeper than 
another. Craik and Tulving (1975) proposed that retention can be affected by the presence or 
absence of depth (a quality) of semantic processing and the richness (a quantity) of elaboration 
processing during which the information is encoded. 
To simplify the depth of processing notion in order to employ it within the framework of 
L2 vocabulary acquisition, Laufer and Hulstijn (2001) introduced the Involvement Load 
Hypothesis, which claims that incidental L2 vocabulary learning and retention is based on the 
involvement load induced by different post-reading vocabulary tasks. They assume that a 
greater depth of processing of the new words learned will lead to better retention. Further details 
on this theory will be explained in the next section. 
2.8 The Involvement Load Hypothesis 
Laufer and Hulstijn (2001) claimed that learning and retention of L2 words is influenced 
by the involvement load induced by a task. In other words, the effectiveness of a vocabulary 
task is determined by the three components of a task-induced involvement load: need, search 
and evaluation. Need is the motivation dimension of involvement load and refers to the learner’s 
motivation and requirements to complete a task. It can be at the moderate level, when the learner 
was pressurised by an external condition, such as by the teacher, or at a strong level if the 
learner is self-motivated. Search and evaluation are the cognitive dimensions of involvement. 
Search indicates the efforts learners make to find the meaning of a new L2 word or the efforts 
to find a particular concept represented by a new L2 word to complete the task. It can be present, 
e.g., if the learner tries to find the meaning of unknown L2 words, or absent, when no search 
effort is required because glosses are provided at the end of the text. Evaluation refers to a 
comparison process whereby a learner is required to compare target words and other words to 
find the most relevant words for a particular context. A moderated Evaluation level would be, 
for example, recognising differences between words, and a strong Evaluation level is present 
in tasks which require the learner to decide which words can be combined with the target words 
in a given text. A task can include any one or all three of the components of involvement: need, 
search, and evaluation, for each word (see Table 2.2). 
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Table 2.2 Three components of involvement (adapted from Kim, 2008) 
 
Components Need Search Evaluation 
Feature 
Motivational, non- 
cognitive dimension of 
involvement 
Cognitive 
dimension of 
involvement 
Cognitive 
dimension of 
involvement 
Operationalisation 
Need to know words for 
the task 
Attempt to find the 
meaning of 
unknown words. 
Attempt to identify 
the appropriate L2 
form for a particular 
concept 
Specific meaning of 
a word with its other 
meanings 
Categories 
Absent (0) vs. present: 
moderate (1) or strong 
(2) 
Absent (0) vs. 
present (1) 
Absent (0) vs. 
present: moderate 
(1) or strong (2) 
To test the effectiveness of using vocabulary tasks with different involvement loads, 
Laufer and Hulstijn (2001) reviewed previous research in the field of cognitive and motivational 
aspects of L2 vocabulary learning. In order to overcome the vagueness and the lack of actual 
mechanism in the depth of processing notion, as proposed by Craik and Lockhart (1972), Laufer 
and Hulstijn (2001) used all these general cognitive notions in a framework and formulated the 
ILH which they set out to test empirically. The hypothesis builds on different earlier studies 
which looked at the effectiveness of different tasks in enhancing word learning. Hulstijn (1992), 
for example, found that learners who were asked to choose the correct meaning of the new 
words from multiple choice retained words better than when they were provided with a word 
synonym in a reading task. Another relevant result was obtained by Hulstijn and Trompetter 
(1998), who found that using an L1-L2 dictionary to write the words in a composition was more 
effective than using an L2-L1 dictionary for comprehension purposes. This means that writing 
compositions may require a stronger Evaluation level than reading. The role of dictionaries in 
learning vocabulary from reading was also investigated by Cho and Krashen (1994). Their 
results showed that using the dictionary consistently and writing the new words in sentences as 
examples in a note lead to more vocabulary learning than reading only, which can be interpreted 
as evidence for the effect of levels of Need and Evaluation in a task on vocabulary learning. 
Although these studies did not test the Involvement Load Hypothesis directly, Laufer and 
Hulstijn (2001, p.12) clarify that their findings suggested that “the superior task required a 
deeper level of processing of the new words than the other task.” 
2.9 Empirical Investigations of the Involvement Load Hypothesis 
Hulstijn and Laufer (2001) conducted their own study with two groups who were at a high 
level of proficiency in learning English as a Foreign Language (EFL): 79 in the Netherlands 
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and 128 in Israel. Both groups received three tasks which induced different involvement loads 
to test the potential learning and retention of 10ten target words. The first task was a reading 
comprehension task, including ten multiple-choice comprehension questions with marginal 
glosses, which means that it induced moderate Need but no Search or Evaluation were required. 
The second task was a reading comprehension text with fill-in-the-blank gaps which required 
moderate Need and moderate Evaluation. The third task consisted of writing a composition in 
which students were required to use the target words which induced moderate Need, no Search, 
and strong Evaluation. A delayed post-test was conducted with the two groups: two weeks later 
in the Netherlands and one week later in Israel. 
The results revealed that, as expected, composition tasks which induced higher 
involvement loads led to highest retention, whereas lower retention was found in reading tasks 
with fill-in-the-blank gaps, and lowest in the reading multiple-choice comprehension questions. 
The results were also slightly different in the two experiments, as the ILH was fully supported 
by the Hebrew-English experiment and partially supported by the Dutch-English experiment. 
The results of the Dutch-English group showed that Task 3 produced higher retention than 
Tasks 1 and 2 but Task 2 did not significantly result in higher retention than Task 1. As 
mentioned by Hulstijn and Laufer (2001), some defects can be noticed in the study, which 
required further research to validate their findings. As an example, the researchers did not use 
a pre-test to assess the participants’ familiarity with the target words, and prior knowledge was 
tested by a post-exposure questionnaire. Time-on-task was also not controlled. Another 
problem with the study was that, as pointed out by Martínez-Fernández (2008), the word type 
in Hulstijn and Laufer’s (2001) study was not controlled; the target words used in their study 
consisted of expressions and different classes of words. It was argued that further research was 
needed to create tasks which can induce different involvement loads in order to find out how 
they affect the incidental vocabulary learning. 
Keating (2008) also examined 79 beginning learners of Spanish on three vocabulary tasks 
that induced different involvement loads, starting with a reading comprehension task, then a 
reading comprehension task including the target words, followed by the highest involvement 
task, a sentence writing task. Learners’ retention was tested immediately after the task and again 
two weeks later. Keating (2008) found that the sentence writing task, which induced a higher 
involvement load, led to better retention than the other two tasks. The results also confirmed 
the importance of the amount of time taken to complete the task and its effect on learners’ 
performance. One of the studies which did not support ILH is the one by Folse (2006). Target 
words were practised in three different task conditions: one fill-in-the-blanks task, three fill-in-
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the-blanks tasks, and a task which required learners to use the target words in a sentence. The 
results revealed that the three fill-in-the-blanks tasks (condition 2) led to better learning of new 
words than the other two conditions, which indicated that, as claimed by Folse (2006), word 
learning is affected by repeated exposure rather than depth of word processing (degree of 
involvement). The study’s results, however, focused on testing the participants immediately, 
which may affect the results negatively, as it is possible that the effect of different involvement 
tasks may not appear immediately but at a later stage (Kim, 2011). 
Kim (2008) conducted two experiments with L2 learners of English who were at two 
different proficiency levels. Experiment 1 contained three tasks which induced different levels 
of involvement, modelled on the original study by Hulstijn and Laufer (2001). Experiment 2 
contained two tasks which induced the same level of involvement: writing a composition or 
new sentences using the target words. The results of Experiment 1 confirmed what Hulstijn and 
Laufer (2001) had found, where L2 learners who were assigned a higher involvement task, the 
composition group Task 3, performed better in learning the target words. The other two groups 
who were assigned Tasks 1 and 2 did not show any significant differences in learning the target 
words (in the immediate post-test). The results of the study (delayed post-test) fully supported 
the ILH; the task which induced a higher involvement load led to better retention, which 
indicated, as suggested by the author, the effect of different involvement tasks may not be 
shown straightaway but at a later stage. Kim (2008) also found that Experiment 2 resulted in 
similar scores in both tasks, which showed that there was no relation between the task which 
induced a particular involvement and L2 proficiency in learning L2 vocabulary. 
One of the limitations suggested by Kim (2008) against the assumption made by Laufer 
and Hulstijn (2001) is that each component’s level has the same contribution to the overall 
involvement index of the task. For example, a task which involves a moderate need (1), search 
(1), and no evaluation (0) has the same involvement index (=2) as a task which contains a 
moderate need (1), no search, and moderate evaluation (1). The author argues that these two 
tasks which have the same involvement index (2) but involve a different distribution of 
components might contribute to an overall involvement load differently. This means that they 
might not contribute to vocabulary learning equally. Kim (2008) suggests therefore to develop 
the ILH by testing tasks with different degrees (moderate and strong) of the same components 
in order to determine an accurate level of their effectiveness for vocabulary learning. 
Another research to test the validity of the Involvement Load Hypothesis was carried out 
by Yaqubi et al. (2010). The study examined 60 EFL learners who were divided into three 
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groups. Group 1 received a reading comprehension task which contained multiple-choice items 
(with an involvement index of 3), Group 2 also completed a reading comprehension task with 
multiple-choice items (but with an involvement index of 2), and Group 3 completed a reading 
comprehension task and had to write one to three essays using the target words (with an 
involvement index of 3). The results did not support the ILH, as they found that the group who 
completed Task 2 (Group 2) with a lower involvement index obtained higher scores than the 
group who carried out Task 1 (Group 1), which induced a higher index. They also claimed that 
Group 3, who completed an output-oriented task obtained better results than Group 1, who 
carried out an input-oriented task, regardless of the involvement index; this contrasted with 
Laufer and Hulstijn’s (2001) claim that with the same involvement load, these two types of 
tasks are equivalent. 
Another contribution to the validity of the Involvement Load Hypothesis was conducted 
by Eckerth and Tavakoli (2012), who investigated the differential effects of word exposure 
frequency and elaboration of word processing among advanced L2 learners of English. The 
sample was 30 students at a UK university. The results revealed that exposure frequency and 
elaboration of word processing produce similar effects in initial word learning. Subsequently, 
elaborate processing of form-meaning resulted in more effects compared to the word exposure 
frequency in word retention. However, the researchers clarified that because the environment 
of study was inside a classroom and there was an immediate post-test which may have attracted 
learners’ attention to the need to learn vocabulary, it is difficult to assume that L2 learners learn 
these words incidentally. Yet, it is worth mentioning that being tested inside the classroom does 
not necessarily mean that this would be under classroom conditions. 
Eckerth and Tavakoli (2012), however, mention a number of limitations related to the ILH. 
The authors argue that the Involvement Load Hypothesis does not consider some factors 
involved in incidental vocabulary learning through reading. Firstly, we cannot be sure whether 
students read the glosses given in the task, or how long they took at glosses and target words. 
Secondly, variables such as the level of difficulty of a fill-in-the-gap task, how many contextual 
clues are included, or the ability of students to guess need to be taken into account. Thirdly, if 
students derive a meaning and retained such meaning over time, in this case, the measure is not 
on learning-retention, but on inferencing ability. Eckerth and Tavakoli (2012) suggest further 
investigations focusing on finding how students perceive and complete tasks and also 
considering other factors that may facilitate their vocabulary acquisition process. 
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Another study was conducted by Tang and Treffers-Daller (2016), who examined 185 EFL 
Chinese learners at a secondary school in China. This study was the first one which tested the 
ILH with low proficiency students in English. Six tasks with different involvement loads were 
designed by the researchers and were completed by six groups. The results fully supported the 
ILH in that tasks with higher involvement loads led to learning and retention of more words 
from reading. The results also revealed that Evaluation was the most important component of 
involvement to learn and retain new vocabulary, followed by Need, whereas the least important 
of the three was Search. This confirmed Laufer and Hulstijn’s (2001) suggestion in that Search 
might be the least important component compared to the other two; Kim (2008) also showed 
that the task with a stronger Evaluation index can lead to processing a word with a greater 
involvement than the moderate Evaluation level and also the other two components. Tang and 
Treffers-Daller (2016) also found that learners who completed output-oriented tasks gained 
lower scores than learners who carried out input-oriented tasks with the same involvement 
index. This revealed that, contrary to the findings of Yaqubi et al. (2010), learners who took an 
output-oriented task gained better results than the group who carried out input-oriented task, 
regardless of their involvement index. 
In conclusion, the ILH provides an effective theoretical framework in the field of L2 
vocabulary acquisition (Laufer, 2012), and the cogency of this theory was found by testing five 
important factors: task design, task type, time-on-task, the text itself and word ratios (Huang, 
Eslami, & Willson, 2012). However, as argued by different authors (Laufer & Hulstijn, 2001; 
Kim, 2011) more empirical research designed to examine the claims made by the ILH is greatly 
needed. 
2.10 Issues of Reading Comprehension Performance for L2 Learners 
Various studies have shown a strong relationship between vocabulary and reading 
comprehension. However, the causal relationship is very complex. For example, Mezynski 
(1983) suggests that the access view of this relationship views vocabulary knowledge as being 
a major causative factor in comprehension, provided that the vocabulary can be easily accessed. 
This access can be affected by several factors, including fluency of lexical access and speed of 
word recognition. It seems that L2 learners need to build bilingual experiences to engage in 
translating difficult items. A study conducted by Kaushanskaya and Marian (2009) investigated 
whether bilingualism facilitates learning of novel words in adults with different languages, 
monolingual English speakers, early English-Spanish bilinguals, and early English-Mandarin 
bilinguals. The results showed that both bilingual groups outperformed the monolingual group, 
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which suggests a general bilingual advantage for L2 adults’ performance. As indicated by 
Kaushanskaya and Marian (2009), early experience with two languages in life may facilitate 
the capacity to learn new words in adulthood. The bilingual advantage in learning new words 
may result from bilinguals’ increased memory storage ability compared to the monolinguals. 
This was originally proposed by Papagno and Vallar (1995), who pointed out that the L2 
learners’ advantage for word learning is basically derived from their higher working memory 
ability. This was confirmed by previous research (Service, 1992; Gupta, 2003) by indicating a 
relationship between word-learning and working memory performance. 
Other researchers viewed that reading abilities in L1 seem to be radically different from 
reading in L2, as in L1 reading, translating the written sequence of letters is not needed because 
it is the mother tongue for reading. For example, Carrell and Grabe (2002) noted a number of 
differences while reading in a first language compared to a second language, including 
language-related issues, experiential, and socio-cultural differences. Hsueh-chao and Nation 
(2000) pointed out that the relationship between vocabulary and comprehension is even more 
complicated for L2 learners. These complications can result from the common situation of 
being a L2 learner and beginning to read with limited vocabulary knowledge in the second 
language. A different writing structure in the second language compared to the first language 
can also be problematic. Recent research investigating the effect of script on language selection 
suggests that L2 learners whose two languages have different scripts (e.g., Chinese-English or 
Japanese-English learners) are not able to use script adequately. They are as a cue, allowing 
early selecting of one language (Hoshino & Kroll, 2008).  
On the other hand, L2 learners with two languages which share a language script, such as 
Spanish-English learners, do not have a salient cue accessible to them during visually 
processing either language. When one language has less useful information sources available, 
same-script learners may need further control in order to help them restrict cross-language 
competition (Linck, Hoshino & Kroll, 2008). Accordingly, it is clear that same-script learners 
show greater control when compared to different-script learners. This indicates that a long 
distance between two languages can pose problems for L2 learners. As in the case of the current 
study, different scripts between English and Arabic languages may cause some difficulty for 
L1 Arabic English learners in acquiring English script. A more detailed discussion will be 
clarified next. 
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2.10.1 Issues of reading comprehension performance for L1 Arabic learners of English 
To understand how L1 literacy affects L1 Arabic learners’ ability to read in English, it is 
important to examine L1 Arabic orthography and Arabic literacy education. In the Arabic 
language, there are two main forms: Modern Standard Arabic (MSA), which is the formal form 
of Arabic, and a colloquial dialect. MSA is quite different from colloquial Arabic in terms of 
vocabulary and in some features of grammar and phonology. For all written and reading texts, 
L1 Arabic children learn to read and to write in MSA. However, they tend to speak in colloquial 
Arabic (Saiegh-Haddad, 2003). 
Arabic is written from right to left, and the letters must be joined in a cursive form. MSA 
uses an alphabetic orthography that includes 28 letters. These letters are initially classified as 
consonants, however, they also include three letters that match long-vowel phonemes. There 
are also another three diacritics, which are short vowels that are written above or below the 
consonant letters (Bauer, 1996). In MSA, all words are based on a root morpheme, which 
generally consists of three or four consonants (e.g., k-t-b is the general morpheme for the 
concept to write). The root morpheme must be manipulated in a fixed pattern, including the 
diacritics, to generate a word (e.g., kataba wrote, yaktub writes, kitaab book). Even after adding 
letters and diacritics to the root morpheme, the root morpheme consonants continue to be 
present in similar order (Shimron, 1999). Therefore, when reading in Arabic without diacritics, 
a reader must include extra lexical knowledge, such as syntactic structure and morphological 
knowledge (Abo-Rabia, 2002). 
As spelling is closely related to word recognition skills, lack of spelling knowledge can 
lead to deficiencies in word recognition and in reading comprehension. From a component 
skills approach, reading comprehension is the production of word recognition, which includes 
spelling representations and listening comprehension (Grabe & Stoller, 2002; Ehri, 2005). Ryan 
and Meara (1991) used a same-different matching judgment task with three groups: L1 Arabic 
learners of English, non-Arabic speakers ESL who matched their proficiency level and an 
English native group. The task included a one-second presentation of long words containing 
ten letters such as: department, experiment or revolution, then followed with a two-second 
empty screen, followed by the presentation of the same words but with incorrect spelling, e.g., 
with a vowel missing in one of four places. The vowel missing in some of the words was in the 
second letter place: dpartment; some in the fourth letter place: expriment; others in the sixth 
letter place: revoltion; or in the eighth letter place: photogrph. The ESL subjects were then 
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required to decide whether the second word presentation was a correct or incorrect spelling 
when missing a vowel letter. 
The results showed that L1 Arabic learners of English made significantly more errors than 
either the non-Arabic ESL or native English speakers group. They also took significantly longer 
than the other groups to reach a judgment. Ryan and Meara (1991) claim that L1 Arabic literacy 
can affect Arabic ESL learners’ performance in processing some of the vowel instruction 
encoded in the graphic display. They showed that since media materials, such as magazines 
and newspapers, do not insert short vowels, L1 Arabic readers learn to focus more on the 
consonant structures of the Arabic words, particularly as the consonant forms represent the root 
morpheme, and associated semantic information. They also clarified that L1 Arabic learners of 
English tend to transfer their L1 recognition pattern for words to English, relying more on 
consonant graphemes in word spelling than on vowel graphemes. Therefore, L1 Arabic learners 
of English tend to spell consonants more correctly than vowels in English, especially in 
unstressed syllables (e.g., done, gone, phone). 
Abo-Rabia (2002) argued that the Arabic word recognition process is based on realising 
the root morpheme and employing the semantic and syntactic context to deduce the missing 
information about short vowels. Fender (2003) showed that L1 Arabic learners of English were 
slower than a group of Japanese ESL learners, who matched their proficiency level, in a lexical 
word recognition task. The results indicate that Arabic learners have slower and less well-
organised word recognition skills, which indicates weak orthographic knowledge or spelling 
patterns. Studies conducted by Fender (2003), and Ryan and Meara (1991), therefore suggest 
that L1 Arabic learners of English have more conflicts with word recognition than their ESL 
peers, even when matched for proficiency. This might be due to the L1 transfer of the word 
recognition process to read the unclear unvowelised scripts, which may create difficulties for 
those concerned when realising and acquiring English word forms. 
Part of this difficulty may also result from the more difficult script in L1 Arabic literacy 
which has missing vowel information, but which nevertheless has fairly reliable grapheme-
phoneme mappings. There are, however, some morpheme-grapheme spelling variables in 
English, even for consonants, as the phoneme /k/ being implied as c as in picnic, ck as in stuck, 
and the grapheme gh being uttered as /f/ as in laugh, or as in the more complicated part which 
has no grapheme-morpheme mapping, as in caught (Fender, 2008). Thus, L1 Arabic learners 
of English may also struggle in acquiring English spelling scripts that diverge from steady 
phoneme-grapheme mappings. 
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2.11 Testing Vocabulary Knowledge 
As vocabulary knowledge is a multidimensional construct (Nation, 2001), different 
measurements are needed to measure these dimensions. There are many tests that are reported 
to be valid and reliable, at least in the case of the goal for which they were created. In this part 
of the literature review, first, it is important to discuss some characteristics that play a central 
role in selecting a valid and reliable test. Then, the focus will be on discussing reading 
assessments and some of the offline and online tests of vocabulary knowledge and digit span 
tests that are directly relevant to the purpose of the current research and to the tests conducted. 
Reviewing these tests will help identify the measures that can be used to investigate the 
vocabulary knowledge of the students who participated in the current study.  
2.11.1 Reliability and validity of a test 
The selection of an assessment test is a crucial issue because the accuracy of the outcomes 
of a study is largely dependent on the test chosen for assessment. Thus, the assessment test 
selected should have two important features: reliability and validity. A test is considered to be 
reliable if it satisfies three key features: 
Reliability of a test means being able to conduct a task or measure a task with consistency 
and accuracy. Test is considered to be reliable if the test is able to replicate or at least fetch 
similar results when the test is applied at different instances where the input conditions of the 
tests have not been changed (Milton, 2009).  
Parallel form means the test can be conducted in parallel with different versions of the 
assessment tool with a group of students to evaluate its consistency across different versions. If 
the outcomes of the tests are in correlation with each other, the test then is reliable (Burnett, 
1974). 
Inter-rater reliability means the degree to which the different assessors agree with the 
scores obtained from the assessment tool. The inter-rater reliability is important because there 
could be differences in the way the assessors may interpret the scores obtained. Thus, a reliable 
assessment tool would be successful in reducing the disagreement of the assessors (Phelan & 
Wren, 2006). 
Validity is another essential feature of a good test. An assessment tool can be valid if the 
tool is able to accurately measure what it is supposed to measure. The result of an assessment 
tool is not valid if it does not capture the required aspects (Milton, 2009). For example, an 
assessment test designed for particular language learners or age groups may produce invalid 
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results if used on a different set of language learners or age group. In such cases, the results of 
the test are invalid, even though the reliability of the assessment tool is not compromised 
(Fitzpatrick, 2007). There are various types of validity. Some of the important ones are as 
follows: 
Construct validity is perhaps the most essential type of validity, and it can be subsumed 
under all the other types (Messick, 1989). It refers to the extent to which an assessment test 
measures the concept or the construct of the study that it is expected to measure. The assessor 
should ensure that the test measures what it is aimed to measure, excluding irrelevant variables. 
The construct validity of an assessment tool should be examined by experts or even the target 
learners to ensure that the aspects the tool measures are related to the goal of the assessment 
study. Although construct validity is considered to be the key type of validity, it is the most 
challenging type to address. For example, testing the construct validity of the tests used in the 
current project seems to be quite a challenging issue because the tests have to be inferred from 
the language produced by learners, which might be affected by other factors or conditions 
beyond the assessor’s control. One main factor that may, to an extent, affect the reliability and 
validity of language testing is the test takers themselves. Nation (2007) clarifies that the validity 
of any test is based on the language learners’ seriousness about showing their language 
knowledge accurately. 
Content validity is defined as “the extent to which the test incorporates a representative 
sample of the entire domain being investigated” (Hughes, 1989, p. 22). Milton (2009) proposed 
that if the test has a good content validity, it means that it includes the appropriate content which 
covers the construct that it is supposed to measure. For example, the sample passage or text or 
words used in an assessment tool should be chosen in such a way that it is representative of the 
level at which the test is being conducted. 
Face validity refers to the extent the test is expected to measure as seen by the test takers. 
For instance, the test takers may wonder about the simplicity of some reading comprehension 
tests which are based on careful selection data to provide a simple but accurate measure. They 
may not necessarily find the construct and content of the test good enough to measure their 
reading abilities. The assessors, therefore, need to consider the face validity of the test before 
selecting it for their target test takers (Gyllstad, 2007). 
Thus, the reliability and validity are two crucial aspects during the process of selection of 
an assessment test. However, even if a valid and reliable test is conducted, it may not always 
provide identical scores, especially when a language is tested. In the light of the objective 
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testing in the current study, even though an attempt has been made to address the variables that 
may impact the participants’ scores, there may be less control over other factors, such as their 
willingness or anxiety when performing the task. As pointed out by Nation (2007), some of the 
factors that might influence learners’ performance are their attitudes and individual differences, 
which are difficult to control. Nevertheless, it is important to understand that the validity and 
reliability of a test should not be impacted by a few minor errors that learners may produce.  
2.11.2 Reading assessment 
Reading assessment is quite difficult because it is an unobserved process and only the 
product of comprehension performance can be observed (Fletcher, 2006). Brown (2004) 
pointed out that reading skills (micro-skills and macro-skills) and strategies (skimming and 
scanning) should be taken into account while measuring the learner’s ability to make 
significant contributions to reading. Knowing which skills are assessed by a particular 
comprehension test is essential for both researchers and teachers. Magliano, Millis, Ozuru, and 
McNamara (2007) argue that it is essential to know the appropriateness of a reading assessment 
tool for assessing a type of learner or a group of learners. They propose a framework that 
enables choosing the right reading assessment tool for a given study. The assessment tool 
selected can be effective when factors such as the purpose of the assessment, the aspects of the 
reading comprehension that the tool is designed to assess, the content used in the tests, and the 
target examinees and their ability levels are considered before selecting a tool. Therefore, the 
reading assessment tool selected can be reliable and valid for a study if it is appropriate for the 
conditions of the assessment study.  
Reading tests should measure the construct of reading, which means the test takers’ 
reading ability. As Messick (1996) clarified, scores on reading tests that are designed to 
measure other abilities, unrelated to the construct of reading, may show construct-irrelevant 
variance. Construct irrelevant variance is considered as extraneous uncontrolled variables that 
influence assessment outcomes. The construct irrelevant variance may be present due to factors 
such as poor examination questions, unscientific formulation of questions, and irrelevant 
questions or measures (Haladyna, & Downing, 2004). For instance, the ability to use a mouse 
in a computer-assisted version of a reading test may have an effect on test takers’ performance. 
Therefore, this task does not only assess the participants’ reading skills, but also their 
computing skills, which does not belong to the construct the task is assumed to assess. Thus, it 
is important to use a valid assessment of reading ability. 
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Irrelevant variables, such as a test taker’s experience with taking tests or their ability to 
guess the correct answer may lead to construct-irrelevant variance in the data, which adversely 
affect the reliability and validity of a test. Construct-irrelevant variance is considered as an 
error variance which particularly affects the construct validity of the tests because it reflects on 
the test taker’s actual performance. By this way, the outcome may partly measure this irrelevant 
construct and may include more false negative data because the examinee might not be able to 
give correct answers, and this would impact their overall assessment (Haladyna & Downing, 
2004; Leighton & Gokiert, 2005). 
In the light of reading comprehension assessment, several skills can contribute to reading 
ability, e.g., decoding, language proficiency, and working memory. However, the main aim of 
reading is comprehension. Therefore, the skills that are most relevant to the construct of the 
task that is being assessed should be taken into consideration in designing or selecting reading 
tests, and other variables such as working memory should be controlled for. 
Furthermore, it is necessary to know how representative a reading test is of the leaner’s 
skills, such as if a learner who shows poor reading comprehension on a particular test would 
also perform poorly on another reading test. Comparing the reading comprehension test to 
different reading tests, therefore, is another essential element in order to check its validity, and 
then it may help to obtain a learner’s actual reading comprehension performance (Keenan, 
Betjemann & Olson, 2008). Given that the successful comprehension of the text requires 
accurate interpretation of the words in the text, it is important to focus on vocabulary 
knowledge in order to gain a better understanding of reading comprehension performance. 
Although several tests exist which set out to assess reading comprehension, those tests are 
limited in some ways and are therefore less suitable. For example, Paulson and Henry (2002) 
supposed that the Degrees of Reading Power (DRP) designed to measure students’ overall 
ability to comprehend, is an inaccurate and insufficient measure of a process as complex as 
reading. The York Assessment of Reading for Comprehension (YARC), published by Stothard, 
Snowling, Clarke, Barmby, and Hulme (2010) is based on the SVR model (Gough & Tunmer, 
1986), in which reading comprehension consists of two skills: decoding and linguistic 
comprehension. The YARC Test seems to be an appropriate tool with which to determine 
reading comprehension for the following reason: as clarified by Martin (2011), it clearly 
distinguishes between the literal knowledge required or information already involved in the 
passage and those questions that necessitate inferencing for successful answers. In particular, 
the YARC test provides a clear introduction and a helpful description of how to use the test. 
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The YARC developers, further, administered studies and confirmed that it has acceptable 
reliability and validity. This will be further discussed in Chapter 3 (Section 3.3.5). 
2.11.3 Vocabulary size measurements 
Learners’ vocabulary size is often considered the most important dimension of vocabulary 
knowledge and therefore this dimension is measured in many vocabulary tests (Nguyen & 
Nation, 2011). A number of tests that measure vocabulary size were designed as a diagnostic 
tool for teachers to observe learners’ vocabulary growth for better classroom planning (Nation, 
2001). However, vocabulary size tests now have come to be widely used amongst researchers 
to estimate L2 learners’ vocabulary size for research purposes (Shiotsu & Weir, 2007; Milton, 
2009). There are two main methods to estimate learners’ vocabulary size. The first technique 
is by testing learners on a sample of words taken from a dictionary (Nation, 1993). The total 
score on the test represents the total number of words in the dictionary from which words in the 
test are chosen, e.g., if the sample consists of one in every 100 words in the dictionary, then the 
test taker’s score on the test would be multiplied by 100 to estimate the overall vocabulary size. 
The second technique is based on corpus data from which a frequency list of words is extracted. 
The list may either be a general list, such as the General Service List (GSL), originally 
developed by West (1953), the New General Service List (Browne, Culligan, & Phillips, 2013) 
or a specialised one, such as The Academic Word List (AWL) (Coxhead, 2000). Vocabulary 
size tests which are based on frequency lists are designed on the same idea as the dictionary-
based technique. This means that if a test taker knows a proportion of the words from a 
particular band that were sampled from all words in that frequency band, then it is expected 
that he/she will know a corresponding proportion of all the items in that band. Vocabulary size 
tests for L2 learners focus on a smaller range of words than for native speakers, as the lowest 
frequency words are much less likely to be known (Read, 2007).  
The two most widely utilised lists of English words are the GSL and the AWL. The GSL 
includes roughly 2,000 word families. Word families (headwords) consist of all inflected and 
derived forms. The word be, for example, is high on the list and represented in all forms of the 
word, e.g., am, is, are, was, were, being, and been. The words in the GSL were selected on the 
basis of both frequency and importance. The GSL is divided into two parts: the first 1,000 most 
frequent words and the second 1,000 most frequent words (Milton, 2009). The AWL was 
created on the basis of frequency and range of words across the university classifications of 
humanities, science, commerce and law. This list includes 570 headwords which are not in the 
GSL but which occur in a wide range of academic texts (Nation, 2004). If the AWL is combined 
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with the most frequent 2,000 words from the GSL, it provides coverage of 86.1% of the words 
in a wide range of academic texts, as shown in Table 2.3  
Table 2.3 Coverage of academic texts provided by the GSL and AWL 
GSL 1 k   
 
71.4% 
GSL 2 k  
 
4.7% 
 AWL 10.0% 
 Total 86.1%  
While this coverage (86.1%) would help a learner to recognise most of the words in an 
academic text, it is still quite low compared with the coverage figures that are required for 
adequate comprehension (i.e., 95% and 98%). Milton (2009) suggested the following two 
reasons behind this: 1) since some of the texts demand more vocabulary knowledge, it would 
be difficult to understand the depth of many academic ideas without having a very large number 
of words to explain these ideas; and 2) specific academic departments might require their 
technical words, and thus learners would also need to understand these words in addition to the 
general and academic word lists in order to understand specific texts.  
The British National Corpus (BNC) is also one of the most popular corpus of British 
English words. It contains 100,000,000 running words of English, 10% of which are drawn 
from spoken sources, with 90% from written language. The first two lists of 1,000 word families 
were created using a particularly designed 10 million token corpus. In comparing these three 
lists, it is noted that their major differences are the way in which vocabulary is categorised. 
Nation (2004) therefore asserted that it may be best for ESL learners, most notably beginners, 
to use materials based on the BNC list because it has slightly better coverage. As the GSL, an 
old list, plus the AWL, a list with a narrow focus, are in the three one thousand levels of BNC.  
In the following section, two of the commonly used receptive vocabulary size tests will be 
discussed with reference to their proposed function and potential shortcomings. 
2.11.3.1 Nation’s Vocabulary Levels Test (VLT) 
One of the well-known tests is the Vocabulary Level Test (VLT), first published by Nation 
(1983; 1990) and further developed by Schmitt, Schmitt and Clapham (2001), and is widely 
used by teachers and researchers in developing suitable vocabulary teaching and learning 
programmes for students. It is a receptive test which requires matching words with their 
synonyms or definitions or L1 translation. The VLT assesses test takers’ knowledge at four 
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frequency levels of English word families: 2,000, 3,000, 5,000 and 10,000. It also includes 
academic vocabulary based on The Academic Word List (Coxhead, 2000), which is not based 
on frequency levels, but might be helpful for teachers in academic contexts. Findings from 
Read’s (1988) study reveal that the test is reliable and participants’ performance on the various 
frequency levels tends to fall into an implicational scale, which means the knowledge of the 
low frequency words indicates the knowledge of the most frequent ones. Furthermore, the VLT 
test has been successfully used for research purposes and found to be an informative measure 
(e.g., Cobb, 1997; Laufer & Paribakht, 1998). 
The VLT was originally designed as a diagnostic tool, and, as stated by Nation (2001), its 
main goal is to allow teachers to explore quickly the frequency words, high or low, that learners 
know. Hence, one of the drawbacks of the VLT is that a gap was left between the fifth 1,000-
word level and the tenth 1,000-word level, i.e., if learners achieved knowledge of the words in 
the 10k band, this predicts their knowledge of the words in the sixth, seventh, eighth and ninth 
1,000-word levels. In other words, learners’ knowledge of words from the tenth word level 
indicates their vocabulary size between 5,000 and 10,000 words. However, it does not provide 
information about students’ knowledge of the intermediate levels, and the assumption that any 
words from the intermediate levels are known if words from the 10k band are known may be 
incorrect. Therefore, the VLT could be criticised for overestimating the word knowledge of L2 
learners from intermediate levels.  
2.11.3.2 Vocabulary size test (VST) 
Nation and Beglar (2007) published another receptive vocabulary size test (VST) with a 
multiple-choice format, where each target word is presented in a short non-defining context 
with three distractors and one correct answer, as shown in the following sample from the fifth 
1,000-word level: 
1. time: They have a lot of time.  
a money  
b food  
c hours  
d friend 
The VST is based on fourteen frequency layers of 1,000 word families in the British 
National Corpus (BNC). As stated by Beglar (2010), a word family can be an appropriate unit 
for a receptive vocabulary test because L2 learners beyond a beginning proficiency level have 
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some ability to control word building members and to classify both form and meaning based 
on relationships between regular affixes of a word family such as produce, producing, 
producer. Nation (2004) asserted that it may be best for ESL learners to use materials based on 
BNC lists because it has slightly better coverage than tests based on GSL and AWL lists. The 
VST test comprises 140 items with 14 levels of difficulty, becoming incrementally higher, with 
every level made up of ten items. Each item in the test represents 100 word families and there 
are ten items from each 1,000-word frequency level, that is, the test measures knowledge of up 
to 14,000 words. It therefore includes a wider range of frequency bands than the VLT, and 
words from all frequency levels up to the 14k level. 
Nation (2012) noted that when assessing for receptive knowledge, it is better to have items 
that encourage retrieval knowledge and that allow for partial knowledge to be utilised to obtain 
the correct answer. Hence, the receptive vocabulary size test has a multiple-choice format that 
presents each target word within a short non-defining sentence, so that, as stated by Nation 
(2012), learners can have the orienting effect of the context, as well as the cuing effect of the 
options. Beglar (2010) gave five reasons behind choosing the multiple-choice format for the 
VST. Firstly, this format was selected to allow the content to be presented efficiently; second, 
to allow the test to be suitable for a variety of learners who have different background 
languages, as many learners should be familiar with the multiple-choice format; third, to control 
the degree of difficulty of each item; fourth, to help make the scoring as effective and reliable 
as possible; and finally, to encourage learners to demonstrate their knowledge for each item 
(Beglar, 2010). Furthermore, it was argued that using multiple-choice items can help different 
learners to respond to the test items in a somewhat similar way to ensure they use their test 
taking skills seriously (Nation, 2012). The VST will be further discussed in Chapter 3 (Section 
3.3.4).  
2.11.4 Vocabulary depth measurements 
Compared to the efforts to improve various tests of vocabulary size, there has been rather 
less development in measuring depth of word knowledge, that is, how well words are known. 
The vocabulary size test typically measures students’ ability to link the written form of a word 
to its meaning, whereas, as mentioned in Section 2.4.2.3, there is much more to know about a 
word: its pronunciation and spelling, morphological information, syntax, its frequency, and so 
on (Read, 2007). Read (2000) also stated that vocabulary is often shown in a range of contexts 
with different meanings, so that the word knowledge should be examined in specific contexts. 
Hence, it is proposed that a more fitting design to measure vocabulary knowledge would be 
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putting words into the correct context (Kudo, 2001). In the following, the focus will be on 
discussing the two widely used tests relevant to depth of vocabulary knowledge, they will be 
presented with reference to their purpose, use, and potential limitations. 
2.11.4.1 The Word Associates Test (WAT) 
One type of vocabulary depth of knowledge test is the Word Associates Test (WAT) (Read, 
1993); it assesses test takers’ knowledge of synonymy, polysemy, and collocation. The test is 
based on the concept of word association, consisting of a target word and six or eight other 
words; half of these are semantically and collocationally associated with the target word, while 
the remaining words are not associated. Thus, for example, if the target word is beautiful the 
eight answer options could be: enjoyable, expensive, free, loud, education, face, music, and 
weather. The test taker is required to choose four words that either represent a synonym or are 
used in association with the target word. In the example of beautiful, the synonym would be 
enjoyable, and the collocational associates would be face, music and weather. An added 
difficulty of the test is that the number of synonyms and collocational associates differ per test 
item. The test provides a chance to assess key dimensions of vocabulary knowledge that go 
beyond knowledge of words in isolation.  
A modified version of the word associates test (Read, 1993; 1998) is taken by Qian (1999; 
2002), named the Depth of Vocabulary Knowledge measure (DVK). Qian and Schedl (2004) 
claim that the DVK is a valid test to measure these three aspects of depth of word knowledge: 
synonym, polysemy, and collocation, as the examinees would be more likely to recognise the 
importance of multiple meanings of a word in filling in the DVK, as well as they have to 
understand the significance of rehearsed language use in order to deal with the collocation part 
of the DVK. Qian and Schedl (2004) pointed out that the DVK adopted from the WAT can be 
a feasible alternative to traditional multiple-choice items as vocabulary knowledge measures in 
testing English as a Foreign Language (TOEFL). 
Some researchers, however (e.g., Bogaards, 2000; Greidanus, Beks, & Wakely, 2005), 
have also adopted Read’s test and found the test to be very challenging even for advanced 
foreign language learners at university level. Further, it is unclear whether the word association 
test actually measures the learners’ vocabulary depth in a second language or size. According 
to Milton (2009), the collocation of some words, such as story or news, might be very common 
in many languages, so that L2 learners understand the broad meaning of these words which 
could be derived from their L1. Therefore, the WAT might be more appropriate for studies 
assessing antonyms, synonyms or collocations of target words, and unsuitable to be 
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administered in research measuring other aspects of word knowledge, e.g., using the word in a 
sentence. 
2.11.4.2 The Vocabulary Knowledge Scale (VKS) 
Another measure of vocabulary depth is the Vocabulary Knowledge Scale (VKS) (Wesche 
& Paribakht, 1996), which was further developed by Brown (2008). This is a word knowledge 
test that asks learners whether or not they know a word, and also how well they know this word. 
The original VKS consists of a five-point scale ranging from complete unfamiliarity through to 
word recognition, to the ability to produce the word in a correct sentence with a grammatical 
and semantic accuracy, as shown in Table 2.4. 
Table 2.4 Wesche and Paribakht’s VKS (1996)  
1. I don’t remember having seen this word before.  
2. I have seen this word before but I don't know what it means.  
3. I have seen this word before and I think it means __________ (synonym or translation).  
4. I know this word. It means __________ (synonym or translation).  
5. I can use this word in a sentence: ______.  
 
 
The VKS test measures depth of vocabulary knowledge and examines the learners’ control 
of receptive and productive aspects of knowledge of the target words. Wolter (2005), however, 
identifies many criticisms which suggest the result of the VKS may be less useful than one 
might have hoped. As pointed out by Wolter (2005), the test seems insensitive to other aspects 
of word knowledge, such as the variety of word meanings which cannot be tested with these 
methods. It also seems that item 5 on the scale is seldom used and scores of 3 and 4 are also 
quite rare. The advantage of the test is, however, that it taps into different aspects of word 
knowledge and is not too complex even for learners with relatively low proficiency levels. The 
VKS will be further discussed in Chapter 3 (Section 3.3.8).  
2.11.5 Online measurements 
L2 vocabulary acquisition researchers have become increasingly interested in how lexical 
knowledge is organised and processed in the L2 mental lexicon (Jiang, 2000; 2002; 2004). The 
processes involved in word recognition can be investigated by conducting online tests, e.g., 
lexical decision and priming tests.  
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A lexical decision task (LDT) is commonly used to analyse lexical access and visual word 
recognition. With this task, a participant has to decide whether a string of letters presented 
visually is a word or not. Research using the LDT has identified that participants making lexical 
decisions recognise high-frequency words more swiftly than low-frequency words 
(Scarborough, Cortese, & Scarborough, 1977), which Gardner, Rothkopf, Lapan and Lafferty 
(1987), identify as the word frequency effect. Gardner et al. (1987) found that word frequency 
represents the familiarity of the participant with the word’s meaning in the context of its most 
frequent occurrence. They asked three groups of participants (engineers, nurses and students) 
to make lexical decisions in relation to 720 words (360 words and 360 non-words) from six 
different categories e.g., engineering, medical, etc. Results showed that nurses recognised 
medical words more quickly, while engineers responded more swiftly to engineering words. 
The three groups responded equally to a standard neutral words list. This would represent an 
increase in the frequency of word usage, as a result of which it seems that the participant’s 
lexical decision is affected by their experience with the word, so that greater experience results 
in a faster response.  
Priming measurements, by contrast, allow the researcher to investigate the implicit 
relationship between the formal-lexical or semantic-lexical prime and the target. According to 
McRae, Hare, Elman, and Feretti (2005), priming research can provide data on aspects of 
lexical processing either in reading or listening, avoiding the confounds of additional 
restrictions that appear in normal reading to connected text or listening to connected speech. 
Both LDT and priming tasks allow the researcher to extract data directly relevant to the 
knowledge of the words, minimising chances for intentional and conscious control. They can 
also tap the accuracy, error rates and reaction times (RTs) which provide ways of measuring 
the levels of accuracy of identifying words and production (Elgort, 2011). The lexical decision 
task (LDT) and Semantic Priming Task (SPT), based on Forster and Davis (1984), are 
incorporated into the design of the present experiment and will be further discussed in Chapter 
3 (Section 3.3.7), and Chapter 4 (Section 4.3.7). 
2.11.6 Assessment of working memory  
Working memory capacity has been shown to be associated with foreign language learning 
(Kormos & Safar, 2008) in that L1 and L2 learners with a strong working memory often obtain 
higher scores on language proficiency tests (Olsthoorn, Andringa, & Hulstijn, 2014). As the 
current study concerns L2 vocabulary learning and retention, it is important to understand the 
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role of working memory (WM) and how to control for this factor, particularly for Study 2, 
where both groups were L1 Arabic learners of English.   
Earlier research proposed two theoretical components of the human memory system 
(Atkinson & Shiffrin, 1968): long-term and short-term memory. The conceptual difference 
between these two components is derived from the time period for which new information is 
stored. Long-term memory (LTM) refers to a system of unlimited and permanent storage of 
information accumulated over time, whereas short-term memory (STM) is the system which is 
responsible for storage over a short time period. Based on this model, cognitive processes such 
as rehearsal can transfer information from short-term to long-term memory (Atkinson & 
Shiffrin, 1968).   
Baddeley and Hitch (1974) proposed the notion of Working Memory (WM), a limited 
capacity system which stores information temporarily, and which is distinct from STM. WM 
relates to the mental ability to store and manage information required to complete real-time 
mental activities (maintenance and manipulation), e.g., reasoning, learning or understanding 
(Gathercole & Alloway, 2007). 
One of the conventional method for assessing WM capacity is the digit span test, where 
participants are required to repeat digits from lists of increasing length, both in a forwards and 
a backwards order. The Digit Span Test, a subtest of the Wechsler-Adult Intelligence Test 
(Wechsler, 1955) was originally designed to assess participants’ Intelligence Quotient (IQ). 
This technique has since been established in numerous studies as a reliable measure of working 
memory capacity (Gathercole & Alloway, 2007), and was therefore employed in the current 
study to control for participant differences with regard to this characteristic, which has been 
shown to be relevant to second language learning ability (Olsthoorn et al., 2014). 
2.12 Conclusion and Summary  
Findings from the literature review demonstrated the importance of vocabulary 
knowledge and reading in L1 as well as L2.  Researchers have attempted to determine the 
threshold of vocabulary needed by a second language learner in order to be able to read 
adequately, but the percentage of vocabulary coverage required depends on how much 
comprehension of the text is necessary (Hsueh-chao & Nation, 2000; Laufer & Sim, 1985; 
Laufer, 1989; Schmitt et al., 2011). Through these studies, researchers have determined that a 
percentage of vocabulary coverage of more than 95% is needed to allow adequate 
comprehension of texts (Hsueh-chao & Nation, 2000). Moreover, although uptake of words 
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from incidental reading seems to be limited, reading can lead to vocabulary learning and enrich 
multiple aspects of word knowledge (Waring & Takaki, 2003; Horst, 2005; Pigada & Schmitt, 
2006; Brown et al., 2008). These studies have also found that the frequency of word exposure 
contributes greatly to learning new vocabulary. Thus, vocabulary and reading in L2 seem to be 
correlated and share a bidirectional relationship: vocabulary coverage in the text affects reading 
comprehension performance, and, conversely, reading comprehension affects vocabulary 
learning and retention.  
With reference to the importance of vocabulary knowledge as an important factor in L2 
reading comprehension, researchers have provided empirical evidence for the contribution of 
depth of vocabulary knowledge to reading comprehension (Rashidi & Khosravi, 2010). Others 
emphasise, however, the importance of vocabulary size in order to achieve successful reading 
(Laufer, 1992; Hsueh-chao & Nation, 2000). The relative contributions of these two dimensions 
therefore need to be investigated further.  
Various related models in L2 lexicon development were studied in the literature, of which 
one is important for the current thesis. Jiang (2000) proposed a three-stage model of lexical 
development in L2 learning which provides a clear insight into how L2 learners process and 
organise aspects of L2 word knowledge. However, linking this model to the analysis of learning 
new words from reading can provide further contribution to this knowledge. Another relevant 
theoretical model is the Involvement Load Hypothesis proposed by Laufer and Hulstijn (2001), 
which contributes to the explanation of the ways in which incidental vocabulary learning can 
occur. It is claimed that processing these words more elaborately will result in achieving a 
higher retention than by processing these words less elaborately, which means paying less 
attention to a word’s aspects. Further tests of this hypothesis are needed to find out how we can 
increase students’ engagement with words through elaboration activities.  
The current research attempts to fill the gap in our knowledge about the relationship 
between vocabulary knowledge and reading comprehension performance. In particular, it 
focuses on the aspects of vocabulary knowledge that contribute to reading comprehension in a 
second language (Study 1), and, conversely, on the ways in which word learning and retention 
from reading in L2 can be enhanced (Study 2). 
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Chapter 3: Study 1 
3.1 Aims of the Study  
Study 1 investigates the relationship between vocabulary knowledge and reading 
comprehension. More specifically, the aim is, first of all, to establish to what extent reading 
contributes to vocabulary learning and retention in L1 Arabic learners of English, and, second, 
how depth and size of vocabulary knowledge contribute to reading comprehension. 
The first aim of Study 1 is based on Jiang’s (2000) three-stage model of lexical 
development in a second language. This model proposes that L2 learners who learn a second 
language in formal classroom settings do not acquire words in the same ways as L1 learners, 
because they do not have access to target language input that is sufficiently rich and because 
they are already in possession of fully-fledged L1 lexical and semantic systems. According to 
Jiang (2000), L2 learners generally start their L2 learning path by building a lexical entry 
associated with formal specifications only (phonetic/phonological properties). Thus, at this 
initial stage, L2 learners learn the spelling and/or pronunciation of the L2 word but not the L2 
meaning or grammatical information associated with this entry. Instead, they create a link to 
the L1 lemma information through the translation equivalents. In the next stage, they transfer 
the L1 lemma (semantic and syntactic) information into the L2 lexical entry. In the first two 
stages, they tend to rely on the L1 semantic and syntactic system in learning new words. This 
means that they learn the form of the new words first associated with the L1 meaning. Only in 
the last stage do they integrate L2 semantic, syntactic and morphological information into the 
new L2 lexical entry. Jiang also points out that most of the L2 words are fossilised in the second 
stage (the L1 lemma mediation stage).  
Jiang’s (2000) model provides a new framework of reference within which we can analyse 
depth of vocabulary knowledge. Depth of word knowledge means how well L2 learners know 
different aspects of the form, meaning, and use of words. In the light of Jiang’s model, it is to 
be expected that the form of a word in L2 is more easily recognised than the meaning, as the 
information from the L1 lemma blocks access to L2 semantic and syntactic information. This 
model, however, has not yet been applied to studies of the link between vocabulary depth and 
reading comprehension. In this sense, the current project tries to make an important contribution 
to knowledge by applying Jiang’s (2000) model to the analysis of vocabulary learning from 
reading. 
Read (2004) points out that the construct of depth of vocabulary knowledge is less well 
studied than vocabulary size, because investigating depth of word knowledge is more 
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complicated than the vocabulary size construct.  Investigating vocabulary depth further is 
important because it is not well known to what extent vocabulary knowledge contributes to 
reading comprehension. Having reviewed the related literature on reading comprehension, 
researchers have provided empirical evidence for the importance of depth of vocabulary 
knowledge in reading comprehension (Rashidi & Khosravi, 2010), however, there is much less 
on the relationship between vocabulary and reading. Although many researchers agree that size 
and depth are shown to be closely correlated (Qian, 1999; 2002; Li & Kirby, 2014), the relative 
contribution of each to reading comprehension remains unclear, in part due to differences in 
the ways in which researchers operationalise these dimensions. 
Word frequency plays a central role in vocabulary learning because it determines the words 
that learners are likely to encounter and how often those words are encountered. The 
relationship between word frequency and the likelihood of their occurrence and the ability to 
learn them is found to be strong (Milton, 2007). Researchers (Horst et al., 1998; Pigada & 
Schmitt, 2006; Brown et al., 2008) found that the frequency of word exposure is important to 
the learning of new words and leads to developments in multiple aspects of word knowledge. 
Waring and Takaki (2003) showed, however, that even if new words were repeated 15 to 18 
times, there was less than a 10% chance that these were successfully translated three months 
later, and no words repeated fewer than five times were translated correctly. This clearly shows 
that although higher repetition rates are valuable, learning a word may depend on more than 
only frequency of exposure. 
Study 1, then, aims to explore which aspects of word knowledge (form, meaning, and use 
of words) L2 learners acquire and retain through reading comprehension. An additional 
objective for this study is to identify the extent to which the learner’s vocabulary size or 
vocabulary depth can explain variance in reading comprehension performance. A third main 
aim for this study is to find out whether the frequency of occurrence of target non-words in a 
text (i.e., target words appeared either four or eight times in the passages), or the frequency 
band (high or low) of the original words which were replaced by the target non-words can 
explain learning and retention of these words. In this study an interview was conducted to 
evaluate participants’ familiarity with the target non-words, and L1 English native speakers 
were also compared with L2 learners of English in terms of their word learning and retention 
performance. 
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3.2 Research Questions, Hypotheses and Predictions  
Study 1 sought to answer the following two research questions:  
RQ1a: Which aspects of word knowledge (form, meaning, and use) of new words 
encountered in a reading comprehension task will L2 readers retain?   
Hypothesis: The form of new L2 words will be retained better than their meaning or 
aspects of use (in a sentence) (Jiang, 2000).  
Prediction 1: Better comprehension will be associated with better retention of word 
meaning and use (in a sentence).   
Prediction 2: Better comprehension will be associated with less decay in form 
recognition.  
RQ1b:  How do participants determine the meaning of the four target non-words while 
reading the texts? (qualitative feedback from participants) 
RQ2a:  To what extent can vocabulary size and vocabulary depth explain variance in 
reading comprehension?   
Hypothesis: Vocabulary depth will explain additional variance in reading comprehension 
over and above the variance explained by vocabulary size (Rashidi & Khosravi, 2010).  
Prediction 1: The association between vocabulary depth and reading 
comprehension questions will be stronger than that between vocabulary size and reading 
comprehension questions. 
Prediction 2: The association between vocabulary depth and 
reading summarisation questions will be stronger than that between vocabulary size and 
reading summarisation questions. 
RQ2b: To what extent are the new words selected for inclusion in the texts 
appropriate in that participants for whom English is the L1 can derive the meaning of 
these new words from the texts? 
          Prediction 1: The patterns of performance measures will be generally similar across the 
L1 and L2 groups, in terms of their word learning and retention from reading, but that any 
differences will reveal anomalies in the task materials.  
RQ3: To what extent can frequency of occurrence and frequency bands of target words 
explain learning and retention of these words encountered through reading?  
Hypothesis: The frequency of occurrence of a number of new words in a text will explain 
learning and retention of these words (Pigada & Schmitt, 2006). 
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Prediction 1: New words which occur more frequently in the text will be better learned 
and retained. 
Prediction 2: New words which replace high-frequency words in the text will be better 
learned and retained.  
3.3 Methods 
3.3.1 Participants 
A total of 60 participants took part in this study: 30 L1 Arabic learners of English from 
Qassim University in Saudi Arabia and 30 native English speakers from Reading 
University. The University of Reading participants were all native English speakers (27 females 
and 3 males) and enrolled in undergraduate classes. Their ages ranged between 21 and 30 years, 
and the mean age was 23.9.  
All L1 Arabic learners of English were females, their ages ranged between 18 and 20, and 
the mean age was 19.2.  All of them had been exposed to English for a period ranging between 
9 and 11 years (see Appendix 1). English exposure for these L1 Arabic learners of English was 
in a formal instructional setting. All participants were enrolled in the Qassim University 
Preparatory Year Program, available on Qassim University website, in the English Language 
Department. The programme includes four components: Maths, Computing, Arabic and 
English, and lasts for one full year. It is divided into two levels: A1-A2 (in the first academic 
semester) and B1-B2 (in the second academic semester). The division of the preparatory year 
into Levels A and B parallels the Common European Framework of Reference for Languages 
(CEFR) levels, as the program offers Unlock, a five-level academic skills course accredited by 
Cambridge University Press, which is based on the CEFR to indicate the levels of its resources. 
Upon completion of Level B, participants are expected to enrol in their respective program 
majors, provided they pass Level B examinations in English as well as in all other components. 
The passing grade is 60%. Data collection for this study took place during the second academic 
semester of the 2015 academic year, which means that participants’ English proficiency levels 
were expected to be between pre-intermediate (B1) and upper intermediate (B2), in accordance 
with CEFR levels. 
The present study has not attempted to take into consideration L1 reading ability as a factor 
which may affect reading comprehension assessment for two reasons. Firstly, it can be argued, 
as earlier research found, that L2 reading ability is likely to be affected by L2 language ability 
more than L1 reading ability (Cziko, 1980; Devine, 1987; Jiang, 2011; Jeon & Yamashita, 
2014). According to Clarke (1979), those who can read well in their L1 may fail to transfer 
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their reading ability to their reading in L2 due to limitations in their L2 proficiency. Carrell 
(1991) further proposes that L2 language ability is more important than L1 reading ability in 
L2 reading, especially for L2 learners at lower proficiency levels. Secondly, no L2 reading test 
was included for reasons of practicality, as there is no Arabic reading proficiency test that is 
accepted as a standard, and there is no recognised equivalent for the TOEFL or IELTS in 
Arabic. Different Ministries of Education across the Arab world use their own “in-country” 
examinations, and the main matriculation examination takes place at the end of secondary 
school (Secondary School Leaving Certificate). Students are expected to be able to read with 
understanding texts of a general, academic and literary nature. L2 learners participating in this 
study from Qassim University were at this level.   
3.3.2 Research instruments  
In order to examine the participants’ vocabulary size and depth of vocabulary knowledge, 
two offline tests, the Vocabulary Size Test (VST) (Nation & Beglar, 2007) (see Appendixes 2a 
and 2b) and the Vocabulary Knowledge Scale (VKS) (Brown, 2008) (see Appendix 3), 
modified from Wesche and Paribakht (1996), were used. A Lexical Decision Task (LDT) was 
designed by the researcher to assess online the accuracy and speed of participants’ recognition 
of the form of target words, and was conducted in two test sessions: immediate post-test (IPT) 
and delayed post-test (DPT), administered after two weeks. The York Assessment of Reading 
for Comprehension (YARC) Secondary Test, published by Stothard et al. (2010), was used to 
test the participants’ reading comprehension performance which includes reading 
comprehension questions (RCQ) and reading summarisation questions (RSQ) (see Appendixes 
4a – 4l). To evaluate participants’ familiarity with the target non-words, an interview was 
conducted after they had taken part in the study (see Appendix 5). Each of these instruments 
will be presented in more detail from Section 3.3.4 to Section 3.3.8. 
3.3.3 Overall design 
The current study was developed as a correlational study, which investigates in detail the 
relationship between vocabulary knowledge and reading comprehension performance. To 
provide a baseline, the performance of L1 English speakers was measured to ensure that there 
were no aspects of the passages or non-word targets that would present problems for L1 
speakers. Any consistent instances of sub-optimal performance in the L1 sample would mean 
the test would need to be revised. Two groups, an English native speaker group (G1) and Arabic 
learners of English (G2), participated in the present study. The study, further, used a cross-
sectional design in which two groups were compared at one point in time. A detailed description 
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of the dependent and independent variables and how they map on to research questions will be 
given in the following sub-sections. 
3.3.3.1 Variables relating to RQ1a 
The independent variables were the G2 YARC reading comprehension (RCQ) scores and 
reading summarisation (RSQ) scores. The VKS target non-word scores and the target non-word 
accuracy scores of the LDT (IPT and DPT) of the G2 group were the dependent variable (see 
Table 3.1).  
3.3.3.2 Variables relating to RQ2a and b  
The principal independent variables for RQ2a were the accuracy scores from the VST, 
VKS. Scores on the YARC reading comprehension (RCQ) and reading summarisation (RSQ) 
for both passages (A and B) were the dependent variables. For the RQ2b, the group variable 
was the independent variable, and the scores from the VKS, and the LDT (IPT and DPT, 
including accuracy scores and Reaction Time) were the dependent variables (see Table 3.1).  
3.3.3.3 Variables relating to RQ3  
Frequency of occurrence of non-words in the texts (four versus eight occurrences) and the 
frequency of original items which were replaced by the non-words in the texts (high versus 
low) were the independent variables. Scores on the VKS, and LDT (IPT and DPT, including 
accuracy scores and Reaction Time), were the dependent variables.  
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Table 3.1 The overall design of Study 1 
RQ Prediction Group Independent Variables Dependent Variables 
1a 
 
1 Only G2 
scores 
RCQ and RSQ for both 
passages A and B  
The target non-word 
accuracy scores of LDT 
(IPT and DPT)  
1a 2 Only G2 
scores 
RCQ and RSQ for both 
passages A and B 
The target non-word scores 
of VKS 
1b Qualitative analysis of participants’ responses 
2a 1 G1 and G2 
scores were 
combined 
The VKS and VST scores RCQ for both passages A 
and B 
2a 2 G1 and G2 
scores were 
combined 
The VKS and VST scores RSQ for both passages A 
and B 
2b  G1 and G2 
were 
compared 
The group variable VKS scores and LDT 
accuracy scores and RT 
(IPT and DPT) 
3 1 G1 and G2 
were 
compared 
Frequency of occurrence 
of non-words in the text 
(four versus eight 
occurrences) 
VKS target non-word 
scores and LDT accuracy 
target non-word scores and 
RT (IPT and DPT) 
3 2 G1 and G2 
were 
compared 
Frequency of original 
items in the text (high 
versus low) 
VKS target non-word 
scores and LDT accuracy 
target non-word scores and 
RT (IPT and DPT) 
 
3.3.4 Vocabulary Size Test 
 The VST developed by Nation and Beglar (2007) was used in the current research as a 
receptive vocabulary size measure. It was developed to provide a reliable, precise, and 
comprehensive instrument of L2 English learners’ written receptive vocabulary size (Beglar, 
2010). It consists of fourteen 1,000 word family frequency lists derived from the BNC (Nation, 
2006), and the test samples 10 items from each frequency level, totalling 140 items with 14 
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levels of difficulty, becoming incrementally higher in a meaningful order. It has a multiple-
choice test format that presents each target word within a short non-defining sentence. The VST 
can be an appropriate research tool for studies based on learners who are studying in an English 
medium system and have English as their second language (Nguyen & Nation, 2011). It has 
been successfully conducted for research purposes and found to be a valid and reliable test (e.g., 
Beglar, 2010; Nguyen & Nation, 2011). 
By conducting a Rasch-based validation of the VST, Beglar (2010) found that it has some 
good technical features, which makes it an appropriate measure for use in the current study. 
These features are suitable for learners of different proficiency levels, because they measure 
what is expected to be measured (the written receptive vocabulary knowledge required for 
reading); they have a wide range of clear and unambiguous items which become progressively 
more challenging as the frequency levels decrease, in order to clearly distinguish different 
levels of vocabulary knowledge; they can be administered in two halves so that learners do not 
need to sit all 140 items of the test but a 70-item version only; and it is easy to score and 
interpret. Beglar (2010) further showed that even when comparing learners with different 
proficiency levels, comparing male participants with females, and comparing the 70-item 
version of the test with the 140-item version, the VST performs consistently and reliably 
(reported as > 0.96). It seems, therefore, that Beglar’s (2010) study provides considerable 
evidence for the validity of the VST.  
An additional reason to justify the choice of the VST, as mentioned in the literature review 
(Section 2.11.3.2), is that it includes a range of frequency levels representing sample words 
within their frequency bands. In comparing the VST with the VLT (see Chapter 2, Sections 
2.11.3.1 and 2.11.3.2), the VLT test levels consist of words from the 2,000, 3,000, 5,000 and 
10,000-word levels, which means that the tenth word level estimates learners’ vocabulary size 
between 5,000 and 10,000 words. In Laufer (2000), the estimated vocabulary size of educated 
L2 learners of English ranged from 1,000 - 4,000 word families. However, there is a 
considerable variability in vocabulary knowledge among L2 learners. Alsaif (2011), for 
example, found that the English vocabulary size of his L1 Arabic adult students was below 
1,000 words. Thus, the VST might be the appropriate choice to be administered in the present 
study, since it is broken into 1,000 frequency bands, which makes it useful in the current study, 
particularly for L2 participants of B1 and B2 English proficiency levels to measure their 
vocabulary size in the first five frequency bands (1k-5k). All the items used in this test have 
been carefully devised and trialed (Nation, 2011), and hence, it was employed in the current 
study to measure participants’ written receptive vocabulary size. 
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3.3.4.1 Administering and scoring the test   
In this study, not all the levels were used to estimate students’ vocabulary size. In 
consideration of L2 learners’ vocabulary level, only the words from the first 1,000 to the eighth 
1,000 were used out of the total word range to the fourteenth 1,000 (see Appendixes 2a and 2b). 
The other levels were omitted because, as stated by (Laufer, 2000), a reading target of 3,000 to 
5,000 word families can be attainable for L2 learners, whereas the 8,000 to 9,000 targets can 
be difficult to achieve. Hence, including too many unknown words would have been 
demotivating for the participants in the current study, particularly for L2 participants of B1 and 
B2 English proficiency levels. The presentation order of the frequency levels of the test was 
randomised, in addition, the order was counterbalanced across participants (half of the 
participants took the test with order A and the other half took the same test with order B) to 
minimise order effects (see Appendixes 2a and 2b). Following Nation and Gu’s (2007) VST 
scoring procedure, the participants’ scores of the 10 items from each 1,000-word level was 
multiplied by 100 to calculate their total receptive vocabulary size. For instance, if a learner in 
the present study scored 35 out of all 80 items, the total vocabulary size was 3,500 words.  
3.3.5 The York Assessment of Reading for Comprehension  
The York Assessment of Reading for Comprehension (YARC), published by Stothard et 
al. (2010), consists of two testing levels: Primary and Secondary. The YARC Secondary Test 
is designed for assessing the reading comprehension of native speakers of English aged 11 to 
16 years. It is based on the SVR model (Gough & Tunmer, 1986), in which reading 
comprehension consists of two skills: decoding and linguistic comprehension (see Chapter 2, 
Section 2.2). This means that learners need to master these two skills in order to be good 
readers: the ability to recognise words in texts and then to understand the underlying concept. 
In the current study, the YARC consists of two sections: decoding and reading comprehension. 
The YARC reading passages are provided at different levels, ranging from below average to 
average, above average and excellent. Two sets of YARC passages are paired for each level: 
fiction (A) and non-fiction (B).  
3.3.5.1 Reliability and validity 
As shown in the test manual (Stothard et al., 2010), the result of reliability scores for the 
different levels of reading comprehension lies between 0.85 and 0.90, i.e., it ranges from good 
to excellent. A lower reliability assessment, however, has been reported for summarisation 
skills, lying between 0.65 and 0.74. For this reason, the test developers recommended that an 
estimate of participants’ reading comprehension skill should be based on two passages of 
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appropriate difficulty level, a practice that was employed in the current study. Furthermore, the 
second passage was needed in the present study to ensure there would be an adequate number 
of target items for readers to learn from reading (two in each passage), as both passages were 
used to measure learning and retention of non-words and the targets were different for each 
passage.  
In considering the YARC’s content validity, the test developers administered the validity 
of reading comprehension questions from both forms fiction (A) and non-fiction (B) to 
investigate whether these questions are a valid measure of reading comprehension skills or they 
can be answered from general knowledge. Students in Years 8, 9 and 10 from three secondary 
schools were asked to answer the comprehension questions from both forms A and B of YARC 
without reading the passages. They were instructed that these questions were about a reading 
passage that they had not read and they need to guess the answers. In general, these students 
were unable to respond correctly to the reading comprehension questions (Stothard et al., 2010), 
hence, YARC comprehension questions of forms A and B are considered as having a valid 
measure of reading comprehension skills. Concurrent validity is assessed by computing the 
correlations between the summarisation score and comprehension score for each level. The 
results show a moderate correlation of between 0.58 and 0.74 for the summaries and responses 
to the comprehension questions. The YARC is, therefore, considered to have acceptable 
concurrent validity. Thus, the YARC Secondary Test was adopted for this project in order to 
assess participants’ decoding, which measures reading accuracy through the Single Word 
Reading Test (SWRT), and reading comprehension. These two components will be addressed 
in the following sections. 
3.3.5.2 Single Word Reading Test  
The Single Word Reading Test (SWRT) was used to select the appropriate level of 
difficulty of the YARC Passage Reading test for the participants. It assesses learners’ ability to 
decode words and their sight reading skills. It consists of 70 words in total (see Appendix 4a). 
One point was awarded for each word read correctly and zero points for each word read 
incorrectly. No response (NR) was given if the student failed to answer. 
3.3.5.3 Suitability of YARC for L1 Arabic learners of English 
This YARC Secondary Test was originally designed for children English native speakers 
aged 11 to 16 years old, however, it can be used with students who learn English as an additional 
language (EAL). Stothard et al. (2010, p. 114) report that EAL students participated in a test to 
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ensure that the sample was representative of UK school students. It is worth noting that in the 
current study, this test is used for the first time by L1 Arabic learners of English. As it is well 
known that tests that were developed for monolinguals are not necessarily suitable for bilinguals 
or second language learners (Gathercole, 2013a; 2013b), it is important to carefully monitor 
whether the test is suitable for L1 Arabic adult students of English. Stothard et al. (2010) report 
that the SWRT scores provide a reading age score for children whose first language is English 
(see Appendix 4b). For identifying the suitability of the YARC Secondary Test for adult 
learners of English, a study conducted by Huang (2013) found that the age equivalent of 
Chinese adult students to English native speakers, in terms of their SWRT scores, was 9 years 
old. For reading comprehension, the age equivalent was found to be slightly higher, at 10 years 
and 7 months. Huang (2013), therefore, concluded that because the YARC Secondary Test was 
designed for native children aged between 11 to 16, Chinese adult students seem to lack the 
relevant abilities of SWRT and passage reading. Thus, Huang (2013) suggested that 
supplementary YARC passage, designed for students who have difficulties in reading and are 
unable to access levels of the YARC Secondary passages, would probably more suitable for 
Chinese adult students. Based on L2 participants’ SWRT scores, L1 Arabic adult students study 
have an average reading age which is equivalent to a native speaker age of 11 years and three 
months (see Table 3.2 and Appendix 4b). Considering this, SWRT scores for L1 Arabic adult 
learners fell within the range for native English children, the YARC Secondary Test was 
considered suitable to be completed by L1 Arabic learners of English who participated in the 
current study. 
Table 3.2 Mean accuracy scores and standard deviations of L1 Arabic students (G2) on 
the SWRT and age score, based on norms from children whose first language is English 
SWRT (scores) SWRT 
(year) Mean SD 
47.21 
(67.44%) 
2.97 11.03 
 
3.3.5.4 Passage reading (A) and (B) including the target words (non-words)  
 In the present project, Level 1 of the YARC Passage Reading test was selected, based on 
L2 learners’ raw scores (ranging from 43-51) on the SWRT. The same two passages were given 
for all participants (G1 and G2) to make sure that everyone was exposed to the same target 
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words. As part of the process of selecting the comprehension passages, the level of difficulty 
of the reading passages was also investigated using the vocabulary profiler (BNC-20 version), 
available on the Compleat Lexical Tutor website, which provides information about the 
frequency layers of the words in the text. The low-frequency words in the texts were replaced 
with higher frequency words (see Table 3.3) to ensure that the readers knew around 97.50% of 
the words in the text (Laufer & Sim, 1985; Nation, 2001) (see Appendix 4c and 4h). Hence, all 
words in the two texts were below 4k, since Laufer (2000) reported that the vocabulary size of 
educated second language learners of English often ranges from 1,000-4,000 word families. 
This way, it can be ascertained that reading the text would be challenging but not too 
complicated. 
Target non-words in texts (A) and (B) were changed to non-words in order to replicate the 
design reported by Waring and Takaki (2003) and Brown et al. (2008). The decision to use non-
words rather than real words was made to ensure that they were totally unknown prior to the 
reading and to ensure participants would not be exposed to these words in between the 
immediate and delayed post-test, so that all learners needed to acquire the form and meaning 
of the words from the reading passage and no one had an advantage over the others because of 
pre-existing knowledge. It would also ensure that their scores on the post-test after the delay 
would not be affected by their regular language studies. 
It was necessary to decide what types of words (e.g., nouns, verbs or adjectives) should be 
chosen and how many words would be targeted. Nouns in the singular were selected, as they 
are easier to identify than adjectives and adverbs (Laufer, 1997b). Verbs were not chosen, as 
they appear with person and tense inflections and therefore could be harder to identify (Brown 
et al., 2008). A glossary of definitions was not given during the test. 
The target non-words were created carefully according to Arabic rules in order to suit 
Arabic learners of English. In order to eliminate any potential matching of these non-words to 
either Arabic or English words, they were tested by educated English speakers and Arabic 
speakers in a pilot study (see Appendixes 6a and 6b). As discussed in Chapter 2 (Section 
2.10.1), Arabic words are based on a root that contains three consonants, and these three 
consonants can be combined with other vowel patterns to produce a family of lexical items 
sharing a common meaning. As an example, the root d-r-s joins with different patterns of 
vowels to create madrasa “school,” e.g., darrasa “to learn” (Ryan & Meara, 1991). The target 
non-words were therefore generated with the following pattern: 
consonant/vowel/consonant/vowel/consonant/vowel, an example being the Arabic word kataba 
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“to write,” in order to help Arabic learners of English to process and become familiar with the 
non-words. 
The second passage was needed to ensure there would be a sufficient number of target 
items for readers to learn from reading, as the two passages were used to measure learning and 
retention of non-words per story. It was not possible to include more non-words in one passage 
because the density of unknown words in the text would be too high. As it was necessary to use 
a text in which 97.5% of the words were already known, 2.5% of the text (approximately 12 
target words for each passage) was composed of target non-words. Nation (2001) notes that if 
unknown words appear within a familiar context, this might facilitate acquisition. This level of 
coverage should be ideal for determining the participants’ ability to identify the meaning of 
unknown words from their context (Laufer & Sim, 1985; Hsueh-chao & Nation, 2000).  
The frequency of occurrence of the words was controlled because this is known to affect a 
learner’s chances of acquiring a new word (Pellicer-Sanchez & Schmitt, 2010; Eckerth & 
Tavakoli, 2012). It was unclear how many occurrences were needed, and estimates vary from 
study to study. The total number of target non-words in each text, then, was twelve from the 
original text of approximately 480 words, which were categorised into two sets of identified 
words. In text (A): cenedies, a target non-word, replaced a high-frequency (1k) existing real 
word “human” which occurred eight times in the text. Another target non-word, toroko, 
replaced a low-frequency real word (4k) “sting” which occurred four times in the text and is 
more difficult to identify. In text (B), there were also two types of target non-words: sataca, a 
non-word, replaced a high-frequency word (1k) “trip” which appeared in the text four times 
and was harder to identify, and another non-word, pocoko, replaced a low-frequency real word 
(3k) “suburb” which occurred eight times in the text and was easy to identify (see Table 3.3).  
Table 3.3 The categorisation of the target non-words in the texts (A & B)  
Passage A Passage B 
Target non-
words 
Frequency 
level 
No. of 
appearances 
in the text 
Target non-
words 
Frequency 
level 
No. of 
appearances 
in the text 
cenedies 1k 8 times sataca 1k 4 times 
toroko 4k 4 times pocoko 3k 8 times 
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Table 3.4 A list of the low-frequency words in the texts that were replaced with higher- 
frequency words  
Passage A Passage B 
Original words Replaced words Original words Replaced words 
beak nose suburb (target word) pocoko 
drab colourless trip (target word) sataca 
fake light harsh hard 
beehives bees’ nests submerge fill 
sting (target word) toroko adjacent next 
fatal kill deliberately intentionally 
humans (target word) cenedies invaded entered 
elegant beautiful villagers people 
territory county peal ring 
grass green resonated vibrated 
helpful humans helpers consistency flexibility 
chattering non-stop fade disappear 
equipped fitted ________ ________ 
hive nest ________ ________ 
honeycombs honey pieces ________ ________ 
please want ________ ________ 
tribes families ________ ________ 
greedy hungry ________ ________ 
poisonous harmful ________ ________ 
ungrateful thankless ________ ________ 
 
3.3.5.5 Reading comprehension questions and summarisation question 
In the present study, the reading comprehension questions were selected from thirteen 
YARC comprehension questions for each text, on the basis of which were most relevant to the 
key ideas of the passage, and, furthermore, most relevant to the target non-words. There were 
four comprehension questions for each of Passage (A) and Passage (B). Two of the reading 
comprehension questions for each passage targeted the non-words in the text (see Appendixes 
4d and 4i). Each correct answer to the reading comprehension questions was worth one point 
(see Appendixes 4e and 4j), and then the total number of the correct answers was computed. 
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In addition to the four comprehension questions, participants were asked to perform a final 
summarisation question for each passage, as specified in the YARC test manual (Stothard et 
al., 2010). The purpose of the summarisation question was to provide a further measure of 
reading comprehension in addition to the reading comprehension questions. The summarisation 
question required participants to summarise the content of the passage they had just read. Its 
function was to assess the participants’ capacity to identify the key points of the passage (see 
Appendixes 4f and 4k). Following the scoring guidelines mentioned in the test manual (Stothard 
et al., 2010), each correct item provided in the summary was worth one point, and then the total 
number of summarisation items correctly recalled was computed (see Appendixes 4g and 4l). 
The summarised items do not need to be recalled in the same order as presented in the passage. 
Following the instruction mentioned in the YARC manual (Stothard et al., 2010), participants’ 
answers to the comprehension questions and the summarisation questions were recorded using 
an audio recorder. Their answers were then transcribed by the researcher verbatim for the 
purposes of scoring.  
3.3.5.6 Scoring procedures  
In the scoring of the YARC Passage Reading assessment, dialect and accent differences 
were not marked as errors. Moreover, self-corrections (when participants spontaneously 
corrected themselves) were not counted as errors. However, reversals of words (e.g., was 
reversed to saw) were marked as errors. Additionally, inserting a word or part of a word (e.g., 
it was raining – it was not raining) was counted as an error. When participants were unable to 
attempt the word in the decoding test, the researcher waited for approximately five seconds 
before supplying the correct word.  
3.3.6 Interview with participants 
To evaluate participants’ familiarity with the target non-words, an interview was conducted 
after they had taken part in the study, two weeks later. The participants were asked how they 
determined the meaning of the four target non-words while reading the texts (see Appendix 5). 
Participants’ answers were recorded using an audio recorder. Their answers were then 
transcribed by the researcher. 
3.3.7 Lexical Decision Task  
The Lexical Decision Task (LDT) is considered to be one of the most widely used 
paradigms for measuring word recognition processes and investigating the structure of the 
mental lexicon (Elgort, 2011). Because the first research question of this study focused on 
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understanding the processing of L2 lexical items (Jiang, 2000), it was important in this study 
to apply an online test which could measure lexical access and visual word recognition 
processes. As mentioned in Chapter 2 (Section 2.11.5), these online measures allow the 
researcher to obtain information about accuracy of word identification, error rates and reaction 
times (RTs) (Elgort, 2011). Li and Kirby (2014) point out that a single test cannot completely 
assess all aspects of word knowledge, which means a combination of measures is needed for 
more precise assessment. In the present study, an LDT was developed to measure recognition 
of word form (accuracy and speed).  
3.3.7.1 Administering and scoring the test   
In LDT tasks, respondents are normally asked whether or not the target words are existing 
English words, but this question was not appropriate in the current study, where respondents 
had learned non-words. Therefore, participants in this study were required to decide whether 
they had seen the word before as quickly and as accurately as possible. Reaction times were 
measured as an indication of the speed of processing the non-words. The items in the LDT were 
categorised into four groups: target non-words, non-words not occurring in the two texts, real 
words from the texts, and real words not occurring in the two texts (see Table 3.5). Different 
categorised items were used because in this type of experimental paradigm, the number of 
distractors has to be large enough so that participants’ attention is not drawn to the target items 
too much. Real words may also be too easily identifiable, so real words with the cvcvcv 
structure of the target non-words, such as potato, computer, and manager, were used as 
additional distractors.  
For each passage, the LDT consisted of 32 items: 16 non-words that did not occur in the 
text and 16 real words providing a balance of distractors. The 16 real-word category contained 
the following: 2 target non-words; 6 six- or seven-letter real words from the text (three high 
frequency and three low frequency); 4 six- or seven-letter real words that did not occur in the 
text (two high frequency and two low frequency); and 4 six-letter real words that did not occur 
in the text and had a cvcvcv structure (two high frequency and two low frequency) (see 
Appendix 7). 
 
 
 
95 
 
Table 3.5 The items in the LDT (IPT) for each passage  
 Real words Non-words 
From the text 6 2 (target words) 
Not occurring in the text 4 16 
Not occurring in the text with a 
cvcvcv structure 
4 _________ 
The LDT in the post-test (DPT) contained 64 items: 32 non-words that did not occur in the 
text and 32 real words (including the four target non-words) which were treated as “real words” 
for the purpose of the LDT. The remaining 28 real words were 12 six- or seven-letter real words 
from the texts (six high-frequency and six low-frequency); 8 six- or seven-letter real words that 
did not occur in the texts (four high frequency and four low frequency); and 8 six-letter real 
words that did not occur in the texts, with a cvcvcv structure (four high frequency and four low 
frequency) (see Table 3.6). Because the LDT was administered three times, only the target 
words were repeated each time, but the distractors (non-words not from the texts, the real words 
not from the texts with or without a cvcvcv structure) were changed in each administration. 
This procedure was followed in order to avoid repetition of test items across tests, which may 
have increased the chances of potential learning effects for words that were not target items in 
the study. 
Table 3.6 The items in the LDT (DPT) from both passages (A & B)  
 Real words Non-words 
From the texts 12 4 (target words) 
Not occurring in the texts 8 32 
Not occurring in the texts, with 
a cvcvcv structure 
8 _________ 
All the LDT stimuli were nearly of the same length and presented individually in the 
middle of the screen using black 18-point Times New Roman font against a white background. 
Two presentation orders had been prepared for each experiment; half the participants were 
presented with all items in one order and the other half were presented with items in the reverse 
order. The two list presentations were used equally across the participants in the sequence in 
order to avoid any inter-stimulus effects between the sequence of words in the list that may 
affect participants’ performance. The items in the lists were also systematically pseudo-
randomised so that the target non-words occurred at least ten items apart and there were not 
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more than three non-words adjacent to one another and not more than three real words following 
each other. 
The participants were instructed as follows: “Words will appear individually in the middle 
of your screen. You should decide whether you have seen each word before as quickly and as 
accurately as possible. Press 'M' if yes (seen before) and press 'X' if no (not seen before). You 
will see a '*' in the centre of the screen for 20 seconds before the first word is presented. During 
this time, please place a finger of your left hand on the 'X' key and a finger of your right hand 
on the 'M' key, so that you are ready to start when the '*' disappears. You will have 6 practice 
trials to familiarise you with the procedure. Press the 'Space Bar’ when you are ready to start” 
(see Appendix 8). After that, at the beginning of the experiment, six stimuli different from those 
selected for the main experiment (three real words and three non-words) were presented as 
practice trials to make sure that participants became familiarised with the task and that their 
reaction times were valid from the first experimental trial. Any participant whose error rate was 
higher than 40% in the practice trial was rejected and replaced by a new participant. The 
participants were awarded one score for each item answered correctly. All error trials were 
excluded. In order to ensure that extreme reaction time data did not affect the mean RTs for the 
LDT, an outlier identification procedure was followed whereby RTs that were more than two 
standard deviations (SD) above or below the mean for any participant were trimmed to the cut-
off value of two SDs for that participant. A similar outlier procedure is followed in Forster and 
Veres (1998), McRae and Boisvert (1998), and Elgort (2011). 
3.3.8 Vocabulary Knowledge Scale  
Depth of word knowledge was measured using Wesche and Paribakht’s (1996) Vocabulary 
Knowledge Scale (VKS). This test is frequently used by researchers interested in the 
“incidental” learning of new words through reading activities (Read, 2007; Jahangiri & 
Abilipour, 2014), Others have used modified versions of the VKS in L2 vocabulary 
development research (Joe, 1998; Zareva, Schwanenflugel & Nikolova, 2005; Brown, 2008). 
As mentioned in Chapter 2 (Section 2.11.4.2), the original VKS was compiled by Wesche and 
Paribakht (1996), who devised a five-point elicitation scale from (1) “I don’t remember having 
seen this word before” to (5) “I can use this word in a sentence.” The VKS scale combines self-
report with some demonstrable evidence of word knowledge, shown as a synonym, L1 
translation or sentence (Read, 2007). As pointed out by Tan, Pandian and Jaganathan (2016), 
there are provisions in the VKS test which prompt the test takers to show their receptive 
knowledge of a word as well as their capacity to use it productively. Therefore, vocabulary 
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tests, such as the WAT and the DVK, which focus on form-meaning without testing for 
production, remain essentially assessments that measure receptive word knowledge only.  
In terms of testing the VKS for reliability, in their research involving a university-level 
ESL of different proficiency levels, Wesche and Paribakht (1996) found high correlations 
(above 0.90) between learners’ self-report of word knowledge and the actual score for 
demonstrated knowledge of the word. The test-retest procedure revealed reliability measures 
of above 0.80. Paribakht and Wesche (1997) describe the VKS as a practical measurement that 
can be used with any words and is useful for research focused on recognition and use of words. 
The VKS was appropriate for the design of the present study to measure the depth of word 
knowledge (Tan et al., 2016), since the objective was to examine lexical ability in a more 
productive and comprehensive way or to have a clear picture of the effects of a vocabulary 
learning intervention. A two-dimensional vocabulary test, such as the VKS (Wesche & 
Paribakht, 1996) is therefore an appropriate choice. Another reason justifying the choice of the 
VKS is that it assesses the three aspects of word knowledge that are the focus of the current 
research, namely, form, meaning, and use in a sentence. Tests such as the WAT and the DVK, 
as mentioned in Chapter 2 (Section 2.11.4.1), assess only the meaning and collocation of the 
target word, regardless of other aspects of word knowledge, such as using the target word in a 
sentence. Furthermore, researchers (e.g., Bogaards, 2000; Greidanus, Beks, & Wakely, 2005) 
who developed the WAT, found this test to be challenging for even advanced EFL learners at 
university level. It seems, therefore, that the WAT might be more appropriate for advanced L2 
learners but not for lower level learners, as in the case of the L2 participants in the current study 
whose English proficiency levels were between B1 and B2. The VKS, by contrast, is not 
complex, and was therefore deemed to be more appropriate for L2 participants in the current 
study.  
Over the years, the VKS has been used frequently in ESL vocabulary knowledge testing, 
and the scale test and its modified versions have been conducted in various studies (Waring, 
2002). In order to measure word knowledge more accurately, the original 5-point VKS scale 
(Wesche & Paribakht, 1996) was simplified by Brown (2008) to a 4-point scale. As Bruton 
(2009) points out, the original VKS scale developed by Wesche and Paribakht (1996) involved 
two statements which may not be clearly differentiated: “I think it means” (Scale III) and “I 
know this word. It means” (Scale IV). Therefore, the following statement: “I have seen this 
word before and I think it means ______’ (Scale III) was removed in the modified version of 
the VKS developed by Brown (2008). This simplified updated version of the VKS (Brown, 
98 
 
2008) was used in the present study (see Table 3.7), as it consists of a -point scale clearly 
divided into two independent tests of receptive and productive word knowledge. 
Table 3.7 Modified Vocabulary Knowledge Scale  
 Self-Report Category 
I. I don’t remember having seen this word before. 
II. I’ve seen this word/phrase before, but I don’t know what it means. 
III. I know what this word. It means _______________ 
(Give the meaning in English or Arabic.) 
IV. I can use this word in a sentence ______________ (Write a sentence.) 
(If you do this section, please also complete III.) 
 
3.3.8.1 Administering and scoring the test   
The VKS (Brown, 2008) comprises a four-point scale to capture specific stages in the 
initial development of core knowledge (see Table 3.7). The unknown word category includes 
unknown words (Category I) and partial knowledge (form) (Category II). The known word 
category includes receptive word knowledge (meaning) (Category III) and productive word 
knowledge (use) (Category IV). The scale ranges from I, which represents total unfamiliarity, 
to IV, which represents the capacity to use a word grammatically and semantically accurately 
in a sentence. In the present study, the participants took the VKS for all four target non-words 
from (A) and (B), combined with six real words to assess the meaning and use aspects of those 
words retained over time (see Appendix 3). 
There were no points given to the unknown word category, Category I: “I don’t remember 
having seen this word before.” Furthermore, as in Baleghizadeh and Abbasi’s (2013) study, no 
points were given to Category II: “I have seen this word before but I don’t know what it means.” 
As in the case of the current investigation, only the written receptive and productive word 
knowledge was tapped by the VKS, since the LDT, used before the VKS, had already measured 
form recognition. That is, if learners chose Category I or II, they did not gain any points. 
Participants were awarded two points in the known word category: one point for receptive word 
knowledge if a synonym or translation of the target word was accurate. A wrong synonym or 
translation response was, however, given zero points. Learners were also awarded one point for 
productive word knowledge when the use of a target word was both grammatically and 
semantically accurate. 
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3.3.9 Pilot study  
Before administering the main experiment, a small pilot was conducted with five L1 Arabic 
learners of English and five English native speakers who were selected from the University of 
Reading campus community. The same methods and procedures were employed for both 
groups of participants. The YARC test, the VST, LDT and VKS were piloted to ensure that the 
experimental procedure was appropriate for English native speakers and L1 Arabic learners of 
English. Following the pilot, both groups of participants were asked to provide feedback about 
the experiment to determine if there were any aspects of the test design that needed to be 
improved. No changes were made as a result of their feedback. This was essential to ensure that 
the design of the study was valid.  
3.3.10 Procedure  
The participants were not told what the main purpose of the study was: to avoid intentional 
new vocabulary learning. They were told that the study focused on reading comprehension in 
Arabic learners of English and that groups of L1 English speakers and L1 Arabic learners of 
English were needed for the study (see Appendix 9). The participants firstly completed a brief 
questionnaire with information about their educational background, age and interests, since 
these factors may affect L2 learners’ performance (see Appendix 1). They then received the 
decoding test (SWRT) to establish whether the YARC passage selected was at an appropriate 
level for all participants. The researcher instructed the participants to read each word by 
themselves, and, where the learner did not know the word, s/he was encouraged to try to sound 
out the word; if the learner still did not know the word, they then moved on to the next word. 
Learners read the words as accurately as possible. The researcher was also allowed to help 
participants to read the words or tell them whether each word was right or wrong. The 
participants were told that their responses would not be returned to them, but they would receive 
a summary of the overall results. They were then given the VST (Nation & Beglar, 2007) in 
order to test their vocabulary size. 
A day later, the YARC Passage Reading (A), containing two non-words, was administered. 
The participants were instructed to treat any novel words in the text as real words. Immediately 
after reading passage A, the participants took the YARC comprehension test on that passage, 
which comprised four comprehension questions and a final summarisation question. 
Participants were allowed to refer back to the passage to answer the four comprehension 
questions. However, they were not allowed to return to the passage to answer the final 
summarisation question. Then, they took the LDT to measure the form recognition of the words. 
100 
 
A day later, the subjects read the YARC Passage Reading (B) containing two non-words. The 
same procedures for passage A were repeated for passage B (see Figure 3.1). 
Two weeks later, the participants took the VKS of all non-words from passage (A) and 
passage (B) to assess retention of the meaning and use of the words, and the LDT to assess 
word recognition performance after a two-week delay. A quick interview was also conducted 
with the participants to assess their familiarity with the target non-words (see Figure 3.1). The 
above procedures were repeated for English native speakers.  
101 
 
 
Figure 3.1 Procedure Study 1 
3.3.11 Ethical approval procedure  
Ethical approval for this study was gained through the standard procedure required by the 
Department of English Language and Applied Linguistics at the University of Reading (see 
Appendix 10). 
Group 1 
L1 Arabic 
Group 2 
L1 English 
A brief 
questionnaire 
A brief 
questionnaire 
Decoding test 
(SWRT) 
Decoding test 
(SWRT) 
VST 
 
A day later, YARC 
Passage Reading A 
containing non-words 
 
YARC comprehension 
test on that test 
 
LDT 
 
VST 
 
A day later, YARC 
Passage Reading A 
containing non-words 
 
YARC comprehension 
test on that test 
 
LDT 
 
A day later, YARC 
Passage Reading B 
containing non-words 
YARC comprehension test 
on that test 
 
LDT 
 
LDT 
 
YARC comprehension test 
on that test 
 
A day later, YARC 
Passage Rreading B 
containing non-words 
Two weeks later, VKS 
and the LDT 
Interview 
 
Interview 
 
Two weeks later, VKS 
and the LDT 
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3.4 Analysis of Results 
3.4.1 Introduction 
This section presents the results of Study 1. The results of all tests, the Vocabulary Size 
Test (VST), Lexical Decision Task (LDT), Vocabulary Knowledge Scale (VKS), and York 
Assessment Reading Comprehension Secondary Test (YARC), are presented, followed by the 
correlations and the analysis between the tests. A Kolmogorov-Smirnov test for normality 
was used to test all measures used in the study. Since the scores for all these tests, for both the 
English native speaker group (G1) and the learners of English (G2), were not normally 
distributed (see Appendix 11), non-parametric tests were used to investigate group differences. 
Two L1 Arabic learners of English from G2 were removed from the study because their 
accuracy scores fell below the criterion of 40%. In addition, four L1 Arabic learners of English 
in G2 were excluded from the LDT data set because their error rates exceeded 20%. As Jiang 
(2012) suggested, learners with high error rates (20% or higher) should be removed from the 
data set because measurements beyond the 20% cut-points are likely to skew the results of the 
data.   
In this section, the Mann-Whitney U-test was used for between-group comparisons, 
whereas the Wilcoxon’s Signed Ranks test was used for within-group comparisons. For each 
of these tests reported in this section, the value of N (1) = 30 and N (2) = 28, except in the LDT 
results, where the value of N (1) = 30 and N (2) = 24. An effect size was conducted to determine 
the level of each significant result reported in this section. According to Cohen’s (1988) 
estimation of the effect size, d = 0.2 is a small, d = 0.5 is a medium, and d = 0.8 is a large effect 
size.  
3.4.2 Comprehension scores 
Table 3.8 presents the mean scores of three parts of the YARC Secondary Test: the 
Single Word Reading Test (SWRT), the reading comprehension questions (RCQ), and the 
summarisation of passages (RSQ). The mean accuracy score that G2 speakers obtained in the 
SWRT was 67.44% out of the maximum of 70 points. In the eight reading 
comprehension questions (RCQ), the mean accuracy scores for G1 participants were 
significantly lower than those obtained by G2 participants (U = 258.5, p < 0.01, d = 0.79). 
This indicates that the G2 group performed better in the comprehension task than the L1 
English participants. As learners of English, it seems that they had received some language 
testing prior to the testing session, which may have helped them to perform better in the RCQ 
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than the G1 group. Lastly, no significant differences in accuracy were obtained between 
the two groups in the RSQ. 
Table 3.8 Mean accuracy scores and standard deviations on the YARC Secondary Test 
 
 G1 (N = 30) G2 (N = 28)  
Sig/Diff 
Mean SD Mean SD 
SWRT (Max = 70) ______ ____ 47.21 
(67.44%) 
2.97 ___ 
RCQ (Max = 8) 5.43 
(67.88%) 
1.41 6.32 
(79%) 
1.02 0.01 
RSQ (Max = 17) 11.90 
(70%) 
3.07 11.57 
(68.06%) 
2.77 NS 
 
Performance on the eight reading comprehension questions was analysed as follows: by 
considering the scores from the four comprehension questions related to the target non-words, 
and those for the four comprehension questions relating to real words in the passages. Table 
3.9 shows that both groups obtained similar mean accuracy scores in the comprehension 
questions related to the target words. By contrast, G1 obtained lower mean accuracy scores 
than G2 in the comprehension questions that do not relate to the target words; the difference 
in accuracy between the two groups is highly significant (U = 168.00, p < 0.001, d = 1.20). 
This means that, as observed above, G2 performed better in the RCQ (real words) than the G1 
group. There was also no significant difference in accuracy between the RCQ related to the 
target non-words and the RCQ not related to the target non-words in the G1 group. However, 
within-participant comparisons revealed that the G2 group obtained lower scores in the 
RCQ related to the target non-words than those not related to the target non-words (Z = -
4.000, p < 0.001, d = 2.31), whereas no significant difference between these conditions was 
observed for G1. This indicates that G2 faced more difficulties in understanding the 
comprehension questions containing the target non-words, while such a discrepancy in 
understanding was not found within the G1 group. 
Table 3.9 Mean accuracy scores and standard deviations on the RCQ 
 
 G1 (N = 30) G2 (N = 28) Sig/Diff 
Mean SD Mean SD 
RCQ related to the target 
non-words (Max = 4) 
2.67 
(66.75%) 
0.96 2.64 
(66%) 
0.78 NS 
RCQ not related to the 
target non-words (Max = 4) 
2.80 
(70%) 
0.76 3.68 
(92%) 
0.55 0.001 
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3.4.3 The association of reading comprehension with L2 readers’ retention of the aspects 
of word knowledge (form, meaning, and use) 
The first research question posed by this study was to investigate the aspects of word 
knowledge (i.e., form, meaning, and use) of new words that L2 readers encounter and retain 
in a reading comprehension task (YARC Secondary Test). As explained above, non-words 
were used as the target items for measuring the participants’ ability to recognise the form, 
meaning, and use of newly learned items. Form recognition was tested with the LDT, and 
meaning and use were tested with the VKS test. As reported above, reading comprehension 
performance was measured via the YARC Secondary Test, which included reading 
comprehension questions (RCQ) and reading summarisation questions (RSQ) (see Instruments 
Section 3.3.2). 
Descriptive statistics presented in Table 3.10 show that the G2 group generally obtained 
lower scores in the VKS for the target non-word category than in the LDT for the target non-
word category. For the VKS measures, the overall mean was 4.88% (5.25% for providing the 
meaning, 4.5% for writing the non-words in a sentence). These component scores were 
considerably lower than those obtained for target non-words in the LDTs: 74% was obtained in 
the LDT (IPT) and 63.5% in the LDT (DPT). There was a highly significant difference in 
accuracy (Z = -4.183, p < 0.001, d = 2.58) between the VKS (meaning of the non-word) and 
the LDT (IPT) target non-word category for the G2, as well as between the VKS (using the 
non-word in sentences) and the LDT (IPT) target non-word category (Z = -4.172, p < 0.001 
d = 2.56). There were also highly significant differences in accuracy between the VKS 
(meaning of the target non-word) and the LDT (DPT) target non-word category (Z = -4.199, 
p < 0.00, d = 2.61) and between VKS (using the target non-words in sentences) and LDT (DPT) 
target non-word category (Z = -4.188, p <0.001, d = 2.59) for the G2. This suggests that the 
G2 participants were better at retaining target non-word forms than word meanings and use. 
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Table 3.10 Mean VKS (target non-words), LDT (IPT and DPT) target non-words 
accuracy scores and standard deviations for learners of English (G2) 
 
 G2 
N Mean SD 
VKS (target non-words) (Max = 8, including both 
meaning = 4 and using in sentences = 4) 
2
8 
0.39 
(4.88%) 
1.10 
VKS (meaning of the target non-words) (Max = 4) 2
8 
0.21 
(5.25%) 
0.57 
VKS (using the target non-words in sentences) 
(Max = 4) 
2
8 
0.18 
(4.5%) 
0.55 
LDT (IPT) (target non-words) (Max = 4) 2
4 
2.96 
(74%) 
1.00 
LDT (DPT) (target non-words) (Max = 4) 2
4 
2.54 
(63.5%) 
1.06 
 
The highest score obtained by only two G2 participants on the VKS was 4 out of 
the maximum of 8, whereas 24 (85.71%) obtained the lowest score of 0 on the same test. 
According to the LDT (IPT) results, only 1 of the participants obtained the lowest score of 0, 
and 8 achieved the maximum score of 4. In terms of the LDT (DPT), which was 
administered two weeks later, 4 of the G2 participants obtained the maximum score of 4, and 
only 1 participant obtained the lowest score of 0 (see Appendix 11b). Therefore, the 
G2 participants were better at retaining new word form than aspects of meaning and use. 
In order to evaluate whether reading comprehension correlates with the acquisition and 
retention of the from, meaning and use of L2 word knowledge (RQ1), Spearman 
Correlations were computed to examine the relationship between the LDT (IPT), LDT (DPT), 
VKS, RCQ, and RSQ scores. A slightly stronger correlation was obtained between the VKS 
non-words category (r = 0.496, p < 0.01) and RSQ than between the VKS non-word category 
(r = 0.474, p < 0.05) and RCQ scores. Significant positive correlations were also obtained 
between the VKS and RSQ scores (r = 0.465, p < 0.05), and the VKS and RCQ scores (r = 
0.452, p < 0.05) (see Table 3.11). 
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Table 3.11 Spearman Correlations between LDT (IPT), LDT (DPT), VKS, RCQ 
and RSQ for learners of English (G2) 
 
 LDT 
(IPT, 
target 
non-
words) 
LDT 
(DPT, 
Target 
non-
words) 
LDT 
(IPT, 
total 
scores) 
LDT 
(DPT, 
total 
scores) 
VKS 
(target non-
words) 
VKS 
(total 
scores) 
RCQ 
(total 
scores) 
RSQ 
(total 
scores) 
 
LDT (IPT, 
target non-
words) 
 
 
___ 
       
LDT (DPT, 
(target non-
words) 
 
 
0.439* 
___       
LDT (IPT, 
total scores) 
0.316 -0.209 ___      
LDT 
(DPT, total 
scores) 
0.143 0.146 0.509* ___     
 
VKS (target 
non-words) 
0.249 0.205 0.127 0.086 ___    
VKS (total 
scores) 
0.180 0.090 0.241 0.157 0.764** ___   
RCQ (total 
scores) 
0.072 -0.067 0.166 0.170 0.474* 0.452* ___  
RSQ (total 
scores) 
-0.110 0.119 -0.161 -0.016 0.496** 0.465* 0.611** ___ 
* Correlation is significant at the 0.05 level (2-tailed) 
** Correlation is significant at the 0.01 level (2-tailed) 
A regression model was also used to investigate the correlation between reading 
comprehension, and learning and retention of the three aspects of L2 word knowledge (form, 
meaning, and use). The independent variables were the reading comprehension scores 
(RCQ) and the reading summarisation scores (RSQ) for passages (A) and (B). The VKS, LDTs 
(IPT and DPT) target non-words scores were the dependent variable. Two separate 
regression analyses with a single predictor variable were computed, once with the RCQ and 
once with the RSQ. 
With respect to the retention of meaning and use of the new words in a sentence, it was 
predicted (Prediction 1 of RQ1a) that higher comprehension scores of L2 learners of English 
(G2) will be associated with better retention of word meaning and use (in a sentence) on the 
VKS scores.  The regression model suggested that reading comprehension, as measured with 
the RCQs of the YARC, did significantly correlate with the retention of meaning and aspects 
of the use of the target non-words (β = 0.44, F = 6.39 (1, 26), p = 0.018, p < 0.05). However, 
the model provided limited explanatory power, as suggested by an adjusted R2 square value 
of 0.197. This means that 19.7% of the variance in the VKS target non-words scores was 
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accounted for by RCQ scores (see Appendix 11c). The regression model also suggested that 
the learners’ ability to summarise stories, as measured with the RSQs, did significantly 
correlate with the retention of meaning and aspects of the use of the target non-words as 
measured with the VKS (B = 0.43, F = 6.05(1, 26), p = 0.021, p < 0.05). Again, the model 
provided relatively limited explanatory power ( R2 = 0.189). This means that 18.9% of the 
variance in VKS non-word scores was accounted for by the summarisation scores (see 
Appendix 11d). 
With respect to the form of the new words (target non-words), it was predicted 
(Prediction 2 of RQ1a) that better comprehension (as measured with the YARC test including 
RCQ and RSQ) will be associated with less decay in form recognition of target non-words 
presented in the LDT across the two test periods. The results obtained in the LDT (IPT) 
suggested that reading comprehension, as measured with the RCQ and RSQ, did not 
correlate significantly with learning the form of the target non-words, (R2 = 0.004) for the 
RCQ and (R2 = 0.021) for the RSQ. In terms of learners’ retention of the form of the target 
non-words in the LDT (DPT), the results from the regression model suggested that RCQ 
and RSQ scores did not correlate significantly with the retention of the form of the target 
non-words (R2 = 0.021) for the RCQ scores and (R2 = 0.019) for the RSQ scores. As can be 
observed from the mean accuracy scores of the LDTs (non-words category), shown in Table 
3.10, the G2 group was also equally good at both LDTs, as there were no significant 
differences in accuracy between the two tests (immediate and delayed post-test). 
To evaluate RQ1b, participants were interviewed after taking part in this study. They 
were asked how they determined the meaning of the four target non-words while reading the 
texts (see Appendix 5). According to their feedback, most of the participants reported that 
they were able to understand the meaning of these words. They explained that reading the 
text carefully helped them to guess the meaning of the target non-words. One of the 
English native speakers reported that she tried to understand and guess the meaning of the 
target non-words from the rest of the sentences in the stories. Another participant 
confirmed that the stories were coherent passages of logically connected sentences, so 
that he was able to provide the meanings of three of the target non-words correctly. 
However, one of the most common problems that the participants encountered, especially 
the L2 learners of English (G2), was that they showed limited vocabulary knowledge. For 
example, Student A (G2) said, “I cannot know some keywords [the target non-words] in the 
sentences, so that I struggled to understand the meaning of the sentence.” Student B (G2) also 
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mentioned that “I have tried to know most of words, but I am still unsure about the meaning 
of these words.” In addition, Student C (G2) said, “I suffer in reading. Some words are not 
easy to understand, I have never seen them before.” Overall, based on their feedback, it 
seems that the G2 group faced more difficulties in understanding the target non-words than 
the G1 group, who were able to guess the meaning of these words easily. 
In summary, the results fully supported hypothesis 1: The form of new L2 words were 
retained better than their meaning or aspects of use (in a sentence) (Jiang, 2000). Prediction 
1 of the study was fully supported by the results, as learners who scored highly on a 
reading comprehension task also obtained high scores on the VKS. Prediction 2 was  not 
supported by the results, in that reading comprehension did not correlate with the learning or 
retention of the form of the new words. It seems, therefore, that there is a positive association 
between reading comprehension and the retention of meaning and use of new words. 
3.4.4 The contribution of vocabulary knowledge (size and depth) to reading 
comprehension performance 
The second question of this study was to investigate how vocabulary size and vocabulary 
depth can explain variance in learners’ reading comprehension performance. In other words, 
the objective was to determine whether a learner with a large vocabulary size would score 
better on the reading comprehension test (YARC Secondary Test), or whether it was a 
learner’s depth of vocabulary knowledge that best explained this score. As already mentioned, 
vocabulary size was measured with the VST, and depth of word knowledge with the VKS 
scores (meaning and use in a sentence). Learners’ reading comprehension performance was 
measured with the YARC Secondary Test, which included the RCQ and RSQ sections. The 
overall mean scores for VST measures for G1 and G2 are presented in Table 3.12. The 
maximum score for the first eight layers is 80. Table 3.12 shows that the G1 speakers obtained 
higher mean scores on the VST than G2. The difference in accuracy between the two groups 
was highly significant in the Mann-Whitney test U (U = -6.544, p < 0.001, d = 3.56).  
Table 3.12 Mean accuracy scores and standard deviations for the VST 
 G1 G2  
Sig/Diff 
Mean SD Mean SD 
VST (Max = 80) 73.20 
(91.5%) 
3.09 38.64 
(48.3%) 
11.74 0.001 
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The degree of difficulty of the VST was designed to gradually increase from words 
belonging to the most frequent layers to the least frequent layer. The results for each group, 
with respect to each frequency band, are presented in Figure 3.2. In this figure, the labels on the 
X-axis represent the words from the first 1,000 to the eighth 1,000 (Nation1 to Nation8), and 
the units on the Y-axis show the participants’ scores from 0 to 10 in each 1,000 words 
(frequency band). 
 
Figure 3.2 Nation’s Vocabulary Size Test (Levels 1-8) 
 
The results show that the G2 learners achieved the highest scores (10 points), for the 
first 1,000, and the lowest scores they obtained were in the last four 1,000 of the eighth 1,000. 
This means that they knew fewer words in the low frequency layers. Their responses for the 
bands 5,000 to 8,000 (Nation5 to Nation8) are below 50%, i.e., below chance level (see 
Figure 3.2). As shown in the repeated measures mixed model (ANOVA), the main effect 
of VST levels was highly significant where (F = 46.37(7, 392), p < .001 Eta Squared = 0.45). 
There was a significant interaction between VST levels and groups (F = 18.53(7, 392), p < .001; 
Eta Squared = 0.25). This means that the scores of the G2 group dropped faster than the G1 
scores between VST levels. The main effect of groups was also significant (F = 242.42(1, 56), 
p < .001; Eta Squared = 0.81).  
Table 3.13 presents the overall VKS results, and also those relating to real-word and 
target non-word categories. The mean accuracy scores of the VKS for both groups nearly 
reached the maximum of  12 points in the real-word category; however, participants obtained 
low scores in the VKS target non-word category.  
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Table 3.13 Mean accuracy scores and standard deviations for the VKS categories 
 G1 G2 Sig/
Diff 
Mean SD Mean SD 
VKS target non-words (Max = 8) 0.73 
(9.17%) 
1.60 0.39 
(4.88%) 
1.10 NS 
 VKS real words (Max = 12) 11.97 
(99.17%) 
0.18 11.75 
(97.92%) 
0.65 NS 
VKS (meaning of the target non-
words) (Max = 4) 
0.47 
(11.75%) 
0.86 0.21 
(5.25%) 
0.57 NS 
VKS (using the target non-words 
in sentences) (Max = 4) 
0.30 
(7.5%) 
0.80 0.18 
(4.5%) 
0.55 NS 
Spearman correlations between the VKS, VST, RCQ and RSQ scores were computed 
to evaluate the associations among these measures. It was predicted (Prediction 1 of RQ2a) 
that the association between learners’ VKS scores and reading comprehension scores 
would be stronger than that between their VST scores and reading comprehension 
scores. The correlations in Table 3.14 show that this prediction was not borne out with 
respect to the RCQ, VKS and VST scores. However, it was confirmed with respect to 
(Prediction 2 of RQ2a) the association between learners’ VKS scores and reading 
summarisation scores. As shown in Table 3.14, a moderately strong correlation was found 
between the VKS and RSQ scores (r = 0.397, p < 0.01), but the RSQ/VST correlation 
failed to reach significance. Another high correlation was found between RCQ and RSQ 
scores (r = 0.439, p < 0.01), which indicates that there is a positive association between 
comprehension scores and summarisation scores (see Table 3.14). 
Table 3.14 Correlation between VST, VKS, RCQ and RSQ 
 
 VST (total 
scores) 
VKS (total 
scores) 
RCQ (total 
scores) 
RSQ (total 
sores) 
VST (total scores) ___    
VKS (total scores) 0.366** ____   
RCQ (total scores) - 0.119 0.111 ____  
RSQ (total scores) 0.200 0.397** 0.439** ____ 
                           ** Correlation is significant at the 0.01 level (2-tailed). 
 
As shown in Table 3.15, a high correlation was obtained between the VKS (target non-
words) category and the RSQ scores (r = 0.465, p < 0.01). Therefore, students who 
were good at summarising the stories were also good at retaining the meaning and use of new 
words. 
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Table 3.15 Correlation between VKS, RCQ, and RSQ 
 
 VKS (target 
non-words) 
VKS (real 
words) 
RCQ RSQ 
VKS (target non-words) ____    
VKS (real words) 0.147 ____   
RCQ 0.159 -0.032 ____  
RSQ 0.465** 0.054 0.439** ____
___ 
** Correlation is significant at the 0.01 level (2-tailed). 
 
The hypothesis relating to RQ2a was that vocabulary depth would explain additional 
variance in reading comprehension over and above variance explained by vocabulary size 
(Rashidi & Khosravi, 2010). A forced entry regression analysis was carried out with RCQ as 
the dependent variable, and the accuracy scores of the VST, and the VKS as predictors. The 
results from the multiple regression model suggested that VST, and VKS scores did not 
correlate significantly with reading comprehension scores. 
Another regression analysis was carried out with RSQ as the dependent variable and the 
VST, and the VKS as predictor variables. Table 3.16 reveals that the multiple regression 
model results suggested that VKS scores significantly correlate with answering the 
summarisation questions of the reading comprehension section (β = 0.370, p = .006). The 
R square value was (0.160), which means that 16% of the variance in the RSQ scores was 
accounted for by the VKS scores. The results from the multiple regression model also 
suggested that VST scores did not correlate significantly with learners’ RSQ scores.  
Table 3.16 Correlation of the VST, and VKS with RSQ 
 
Model 
Unstandardised 
Coefficients 
Standardised 
Coefficients 
 
t 
 
Sig. 
B Std. Error Beta 
(Constant) 2.255 2.978 _____ .757 .452 
VST .011 .020 .075 .577 .566 
VKS .712 .250 .370 2.852 .006 
a. Dependent Variable: RSQ 
         With respect to RQ2b, it was predicted (Prediction 1 of RQ2b) that the patterns of 
performance measures will be generally similar across the L1 and L2 groups in terms of their 
word learning and retention from reading. As shown in Table 3.13, the results show that there 
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were no significant differences in accuracy between the two groups for both target non-word 
and real- word categories in the VKS. It will be remembered that the VKS scoring was 
based on how to use the word accurately, both from a semantic and a grammatical 
perspective. Both groups had low mean accuracy scores in both categories (meaning and 
use in a sentence), and there were no significant differences in accuracy between the two 
groups. 
All participants received the LDT (IPT and DPT) in order to test their ability to recognise 
the form of new words. As mentioned in Section 3.3.6, the LDT stimuli in both passages 
consisted of four categories: 12 real words from texts A and B (category 1), 16 real words that 
did not occur in the texts (category 2), 4 target non-words (category 3), and 32 non-words that 
did not occur in the two texts (category 4). For each of the Mann-Whitney tests reported in the 
LDTs section, the value of N (1) = 30 and N (2) = 24. Tables 3.17 and 3.18 represent the 
percentage mean accuracy scores of real words (categories 1 and 2) and target non-words 
(category 3) for both group in the LDT (IPT and DPT). The differences in accuracy between 
real words and non-words are highly significant for the G1 in the LDT (IPT) (Z = -3.744, p < 
0.001, d = 1.87) and in the DPT (Z = -4.288, p < 0.001, d = 2.52). For the G2, the differences 
in accuracy between real words and non-words are also highly significant in the LDT (IPT) (Z 
= -3.589, p < 0.001, d = 2.15) and in the DPT (Z = -3.989, p < 0.001, d= 2.81). It reveals, as 
expected, that the mean accuracy recognition of real words is higher than it is for non-words. 
Table 3.17 Mean accuracy percentages and standard deviations on the LDT (IPT) target 
non-words and real words 
 Target non-words 
(category 3) 
(Max = 4) 
Real words 
(category 1 & 2) 
(Max = 28) 
 
 
Sig/Diff 
Mean SD Mean SD 
G1   
N=30 
67.50% 30.19 96.55% 10.42 0.001 
G2   
N=24 
73.96% 24.98 96.43% 3.94 0.001 
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Table 3.18 Mean accuracy percentages and standard deviations on the LDT (DPT) target 
non-words and real words 
 
 Target non-words 
(category 3) 
(Max = 4) 
Real words 
(category 1 & 2) 
(Max = 28) 
 
 
Sig/Diff 
Mean SD Mean SD 
G1   
N=30 
51.67% 39.36 97.38% 3.74 0.001 
G2   
N=24 
63.54% 26.56 97.47% 3.07 0.001 
Table 3.19 shows the mean accuracy LDT (IPT) scores for the four categories of word 
stimuli for the two groups. It was found that recognition accuracy for both G1 and G2 was 
high in categories 1 and 2 (real words occurring in the texts and real words not occurring in the 
texts), and there were no significant differences in accuracy between the two groups. While G2 
performed slightly more accurately than the G1 group on their recognition of non-words 
from the texts, the Mann Whitney U-test shows that there was no significant difference in 
accuracy between the two groups in category 3. The G1 speakers produced higher average 
accuracy scores for category 4 (non-words not occurring in the texts) than G2, which shows a 
highly significant difference between the two groups (U = 123.0, p < 0.001, d = 1.36). 
Table 3.19 Mean accuracy scores and standard deviations for the LDT (IPT) stimulus 
categories 
 G1 (N = 30) G2 (N = 24) Sig/
Diff 
Mean SD Mean SD 
Real words from the texts 
(Max = 12) 
11.70 
(97.5%) 
1.12 11.46 
(95.5%) 
0.83 NS 
Real words not occurring in the 
texts (Max = 16) 
15.33 
(95.81%) 
1.84 15.54 
(97.13%) 
0.66 NS 
 Target non-words (Max = 4) 2.70 
(67.5%) 
1.21 2.96 
(74%) 
1.00 NS 
Non-words not occurring in the 
texts (Max = 32) 
30.80 
(96.25%) 
1.63 27.50 
(85.94%) 
3.11 0.001 
 
The delayed LDT (DPT) mean accuracy scores are presented in Table 3.20. The results 
reveal that both groups achieved form recognition of real words, whether they were included in 
the texts or not (Categories 1 and 2) and no significant differences in accuracy between the two 
groups were obtained. In category 3 (target non-words), again, no significant difference was 
obtained between the groups, but the level of performance for both groups was considerably 
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lower than was observed for real words. For both groups, correct rejection of non-words not 
occurring in the texts (category 4) was similar to that obtained in the immediate LDT test. The 
difference between the two groups was highly significant (U = 85.50, p < 0.001, d = 1.71) with 
G1 outperforming G2. Overall, it seems that the scores obtained by both G1 and G2 were quite 
similar to the immediate LDT post-test results. There were no significant differences 
between the two tests (immediate and delayed post-test) for both groups in a Wilcoxon’s 
Signed Ranks test in categories 1, 2 and 4. 
Table 3.20 Mean accuracy scores and standard deviations for the LDT (DPT) stimulus 
categories 
 G1(N = 30) G2 (N = 24) Sig/Diff 
Mean SD Mean SD 
Real words from the texts 
(Max = 12) 
11.83 
(98.58%) 
0.38 11.75 
(97.92%) 
0.61 NS 
Real words not occurring 
in the texts (Max = 16) 
15.43 
(96.44%) 
0.94 15.54 
(97.13%) 
0.51 NS 
Target non-words (Max = 4) 2.07 
(51.75%) 
1.57 2.54 
(63.5%) 
1.06 NS 
Non-words not occurring in 
the texts (Max = 32) 
31.17 
(97.38%) 
1.23 27.67 
(86.47%) 
3.12 0.001 
 
In terms of form recognition of the target non-words (category 3), it can be observed that 
the G1 performance was significantly poorer at the LDT (DPT), where the mean score was 
51.75% (Table 3.20), compared with the LDT (IPT), where the mean score was 67.5% (Table 
3.19); (Z = -2.264, p < 0.02, d = 0.91). The G2 performed equally well on the immediate and 
delayed LDTs, as there was no significant difference between the two tests. 
When calculating speed of processing means (RT), all error trials were excluded from 
the reaction time data. Tables 3.21 and 3.22 show the RT means of target non-words 
(category 3) and real words (Categories 1 & 2) from the LDT (IPT and DPT). The difference 
in mean RTs between real words and target non-words was significant for G1 using the 
Wilcoxon’s Signed Ranks test for both the LDT (IPT) (Z = -3.412, p <0.01, d = 1.59) and the 
DPT (Z = -2.191, p < 0.05, d = 0.87). Differences in mean RT for the G2 also reached statistical 
significance in the DPT (Z = -2.889, p < 0.01, d = 1.46). As expected, in all cases where a 
significant effect was observed, the RT mean scores of the real words were shorter than those 
for target non-words. 
115 
 
Table 3.21 Means and standard deviations of the RTs for target non-words and real 
words on the LDT (IPT) 
 
 Target non-words 
(category 3) 
Real words 
(categories 1 & 2) 
 
Sig/Diff 
Mean SD Mean SD 
G1   
N=30 
926.79 301.81 655.04 158.82 0.001 
G2   
N=24 
1012.52 455.64 824.15 151.54 NS 
 
 
Table 3.22 Means and standard deviations of the RTs for target non-words and real 
words on the LDT (DPT) 
 
 Target non-words 
(category 3) 
Real words 
(categories 1 &2) 
 
Sig/Diff 
Mean SD Mean SD 
G1   
N=30 
908.84 426.46 631.93 166.89 0.02 
G2   
N=24 
1104.00 507.96 781.60 136.56 0.004 
 
Tables 3.23 and 3.24 present RT means for the four categories of words in the LDTs: 
real words from the texts (category 1), real words not occurring in the texts (category 2), 
target non-words (category 3), and non-words not occurring in the two texts (category 4). The 
findings revealed that mean recognition response times were significantly shorter for L1 
English native speakers (G1) than L2 learners of English (G2) in all categories except 
category 3, which contained the target non-words. 
As shown in Tables 3.23 and 3.24, the differences between the two groups were highly 
significant in category 1 (real words from the text) in LDT (IPT) (U = 155.00, p < 0.01, d = 
1.11) and in LDT (DPT) (U = 184.00, p < 0.01, d = 0.92). There were highly significant 
differences between the two groups in category 2 (real words not occurring in the text) in 
LDT (IPT) (U = 157.00, p <0.01, d = 1.10), and in LDT (DPT) (U = 164.00, p < 0.01, d = 
1.05). There were also highly significant differences between the two groups in category 4 
(non-words not occurring in the text) in the LDT (IPT) (U = 34.00, p <0.01, d = 2.43) as well 
as in the LDT (DPT) (U = 96.00, p <0.01, d = 1.60). Within-participant comparisons of 
processing speed in all four categories of words in the LDTs between immediate and delayed 
post-test revealed, no significant differences for the G1 group. There were also no significant 
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differences in response time between IPT and DPT for G2 for categories 1 and 2 (real words 
whether they occurred in the text or not). The difference between IPT and DPT just reached 
significance for the target non-words (category 3) (Z = -2.029, p = 0.04, d = 0.91), where 
response times were shorter in the immediate post-test. Conversely, mean response times in 
category 4 (non-words not occurring in the text) were shorter in the DPT than the IPT (Z = -
2.971, p = 0.003 d = 1.53). 
Table 3.23 Means and standard deviations of the RTs for LDT (IPT) stimulus categories 
 
 G1 (N = 30) G2 (N = 24)  
Sig/ 
Diff Mean SD Mean SD 
RT (real words from 
the texts) 
647.49 156.91 837.88 196.74 0.001 
RT (real words not 
occurring in the texts) 
662.59 185.47 810.43 135.81 0.001 
RT (target non-words) 926.79 301.81 1012.52 455.64 NS 
RT (non-words not 
occurring in texts) 
738.84 156.10 1229.29 241.27 0.001 
 
Table 3.24 Means and standard deviations of the RTs for LDT (DPT) stimulus categories 
 
 G1 (N = 30) G2 (N = 24)  
Sig/
Diff Mean SD Mean SD 
RT (real words from 
the texts) 
642.51 172.36 769.06 143.49 0.002 
RT (real words not 
occurring in the texts) 
621.35 187.80 794.15 164.52 0.001 
RT (target non-words) 908.84 426.46 1104.00 507.96 NS 
RT (non-words not 
occurring in texts) 
742.40 195.27 1064.03 235.21 0.001 
Therefore, in summarising the stories, the hypothesis for RQ2a was supported by the 
findings, since in the case of vocabulary depth, only the aspects of meaning and use 
explained additional variance in reading comprehension. Overall, Prediction 1 of RQ2a was 
not supported by the results, as there was no significant correlation between the VKS 
scores and reading comprehension scores. The results supported Prediction 2 of RQ2a, as the 
VKS obtains a high correlation with the RSQ scores. It was also found that students who 
were good at summarising the stories were also good at retaining the meaning and use of 
new words (see Table 3.15). For comparison between groups, the overall results show that both 
groups were equivalent in their learning and retention of new words and both groups did not 
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differ in their processing speed of the target non-words. This will be further explained in the 
discussion section. 
3.4.5 The contribution of frequency to learning and retention the target non-words 
The third research question of this study was to investigate whether frequency of 
occurrence of the target non-words or the frequency of the original words which were replaced 
by the target non-words explained learning and retention of these words. As described in 
Section 3.3.5.4, the four target non-words were controlled by their occurrence in the 
texts and categorised into two sets: two non-words, which occurred eight times (cenedies in 
passage A and pocoko in passage B), and two non-words which occurred four times (toroko 
in passage A and sataca in passage B). It was expected (RQ3 Prediction 1) that new words 
which occur more frequently in the text would be better learned and retained. Table 3.25 reveals 
the mean accuracy scores of the target non-words that occurred eight times and four times in 
the VKS and the LDT (IPT and DPT) for both G1 English native speakers and G2 learners 
of English. The Wilcoxon’s Signed Ranks test results revealed that the within-participant 
difference for both groups just reached significance in the LDT accuracy scores (IPT): 
accuracy scores after eight repetitions were higher than after four repetitions for G1 (Z = -
2.399, p < 0.05, d = 0.97), and G2 (Z = -1.941, p < 0.05, d = 0.86). The advantage of eight 
repetitions over four also just reached significance in the LDT accuracy scores (DPT), but 
only for G1 (Z = -2.676, p < 0.05, d = 1.12). No significant differences were found between 
these two repetition rates with respect to the VKS results for either group. 
Table 3.25 Mean accuracy scores and standard deviations on the VKS, LDT (IPT and 
DPT) for target non-words appearing eight times or four times in the reading passages 
 
 NW occurring 8 times NW occurring 4 times 
VKS 
(Max = 4) 
LDT (IPT) 
(Max = 2) 
LDT(DPT) 
(Max = 2) 
VKS 
(Max = 4) 
LDT (IPT) 
(Max = 2) 
LDT(DPT) 
(Max = 2) 
 
 
G1 
 
 
Mean 
0.47 
 
23.5% 
1.53 
 
76.50% 
1.23 
 
61.50% 
0.27 
 
13.50% 
1.17 
 
58.50% 
0.83 
 
41.50% 
SD 1.14 0.68 0.90 0.64 0.75 0.83 
 
 
G2 
 
 
Mean 
0.29 
 
14.50% 
1.63 
 
81.50% 
1.33 
 
66.50% 
0.17 
 
8.50% 
1.33 
 
66.50% 
1.21 
 
60.50% 
SD 0.69 0.58 0.70 0.56 0.64 0.78 
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The response times (RTs) with which participants process target non-words appearing 
eight times and four times were also analysed (see Table 3.26). For both the IPT and the DPT, 
the Wilcoxon’s Signed Ranks test revealed that for both groups there were no significant RT 
differences. This means that the frequency of occurrence of the target non-words in passages 
A and B did not significantly enhance the speed with which learners recognised the form 
of these words in the LDT both (IPT and DPT). 
Table 3.26 Means and standard deviations of the RTs for target non-words appearing 
eight times or four times in the LDT (IPT and DPT) 
 
 LDT (IPT) LDT (DPT) 
NW occurring 
8 times 
NW occurring 
4 times 
Sig/
Diff 
NW occurring 
8 times 
NW occurring 
4 times 
Sig/
Diff 
Mean SD Mean SD Mean SD Mean SD 
G1 897.19 401.11 979.34 516.95 NS 961.62 489.61 943.44 427.61 NS 
G2 1122.52 478.62 944.22 618.29 NS 1207.63 601.60 938.51 493.19 NS 
 
 The potential contribution of the frequency of the original words (which had been 
replaced by target non-words) to learning and retention of these words was examined. Two 
target non-words replaced high frequency (1k) real words: cenedies, meaning “human” and 
sataca, meaning “trip,” and two target non-words replaced low frequency real words: toroko, 
meaning “sting” (4k), and pocoko, meaning “suburb” (3k). It was predicted (RQ3 Prediction 
2) that new words which replace high-frequency words in the text would be better learned and 
retained. Table 3.27 shows that there were no significant differences in accuracy between 
target non-words which replaced high frequency (HF) and low frequency (LF) words on the 
VKS for either group or the LDT accuracy scores (IPT and DPT) for the G1, which suggests 
that word frequency of the original words did not explain the learning and retention of the 
target non-words. For G2, by contrast, differences in LDT accuracy between these two 
frequency categories was obtained in the IPT (Z = -1.941, p < 0.05, d = 0.86) as well as in 
the DPT (Z = -2.595, p <0.01, d = 1.25). Contrary to expectations, however, the accuracy 
with which G2 recognised these words was higher for the LF items than for the HF items in the 
LDT (IPT and DPT). 
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Table 3.27 Mean accuracy scores and standard deviations on the VKS, LDT (IPT and 
DPT) for target non-words which replaced high- frequency words (HF) and low-
frequency words (LF) in the reading passages 
 HF – NW LF - NW 
VKS 
(Max = 4) 
LDT 
(IPT) 
(Max= 2) 
LDT 
(DPT) 
(Max = 2) 
VKS 
(Max= 4) 
LDT 
(IPT) 
(Max = 2) 
LDT 
(DPT) 
(Max = 2) 
 
 
G1 
Mean 
0.43 
 
21.50% 
1.37 
 
68.50% 
1.00 
 
50 % 
0.30 
 
15% 
1.33 
 
66.50% 
1.07 
 
53.50% 
SD 0.94 0.67 0.91 0.70 0.71 0.78 
 
 
G2 
 
Mean 
0.11 
 
5.50% 
1.33 
 
66.50% 
1.00 
 
50 % 
0.29 
 
14.50% 
1.63 
 
81.50% 
1.54 
 
77 % 
SD 0.42 0.64 0.66 0.90 0.58 0.72 
 
In terms of the RTs, as can be seen in Table 3.28, in the IPT, no significant differences 
were found for either group in RTs for items which replaced high- frequency (HF) o r  
low- frequency words (LF). In the DPT, by contrast, a significant difference between 
these frequency categories was obtained (Z = -2.864, p =0.004, d = 1.44) for G2. The 
speed, however, with which respondents recognised these words, was shorter for the LF 
items than for the HF items in the LDT (DPT). 
Table 3.28 Mean accuracy scores and standard deviations of the RT for target 
non-words which replaced high-frequency words (HF) or low frequency (LF) on the 
LDT (IPT and DPT) 
 
 LDT (IPT) LDT (DPT) 
HF - NW LF- NW Sig/
Diff 
HF - NW LF - NW Sig/ 
Diff 
Mean SD Mean SD Mean SD Mean SD 
G1 955.54 495.0 3 894.1 7 428.3 1 N S 1001.0 8 536.2 2 910.0 7 684.8 2 NS 
G2 1132.6 7 543.4 6 864.0 1 499.9 0 N S 1460.4 3 795.8 4 925.6 7 442.7 4 0.004 
In summary, as expected, the LDT immediate post-test results of both groups, and the 
LDT delayed post-test results of only the G1 group, showed that target non-words which 
occurred eight times were better retained than target non-words which occurred only four 
times. It was also found that word frequency (high or low) of the words from the original text 
which were replaced by target non-words did not explain the learning and retention of these 
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target non-words. With respect to RTs, the results also revealed that frequency of occurrence 
of the target non-words and the high or low frequency of the original words which were 
replaced by the non-words did not significantly enhance the speed with which learners 
processed the form of the target non-words. 
3.5 Discussion  
3.5.1 Introduction  
The purpose of this section is to discuss the results of Study 1. The following sub-section 
presents the key findings and discusses the theoretical implications in the light of the extant 
research presented in the literature review chapter and shows to what extent the current findings 
are consistent with those in the literature. The third sub-section offers some pedagogical 
implications of the findings that are relevant in L2 vocabulary teaching and learning.  
3.5.2 Theoretical implications of results  
The five key theoretical implications arising from the results presented in Study 1 are 
summarised in Figure (3.3). 
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Figure 3.3 Key findings of Study 1 
This study’s first objective was to investigate the aspects of word knowledge (i.e., form, 
meaning, and use) of new words that L2 readers encounter and retain in a designated reading 
comprehension task (the York Assessment of Reading for Comprehension Secondary Test). As 
expected and shown by comparing the LDT accuracy scores (IPT and DPT) with the VKS 
accuracy scores, the current results show that L2 learners of English are better at retaining word 
form than word meaning. The results, therefore, fully support Hypothesis 1: the form of new 
words will be retained better than their meaning or use. This study provides further evidence 
for Jiang’s (2000) model of vocabulary learning among L2 learners, namely, that the form of 
an L2 lexical entry can be learned first, at an earlier stage.  
- L2 form of new words encountered through reading
are retained better than their meaning or use.
RQ1a: Which aspects of word
knowledge (form, meaning and
use) of new words encountered
in a reading comprehension task
will L2 readers retain?
•Based on their interview, it seems that the G2 group
faced some challenges in understanding the target
non-words as compared to the G1 group, who were
able to guess the meaning of these words easily.
RQ1b: How do participants
determine the meaning of the
four target non-words while
reading the texts? (qualitative
feedback from participants)
- In summarizing stories, aspects of meaning and use
(in a sentence) significantly contributes to reading
comprehension performance.
RQ2a: To what extent can
vocabulary size and vocabulary
depth explain variance in
reading comprehension?
•Both groups were equivalent in their learning and
retention of new words and both groups did not differ
in their processing speed of the target non-words.
RQ2b: To what extent are the
new words selected for inclusion
in the texts appropriate in that
participants for whom English is
the L1 can derive the meaning
of these new words from the
texts?
- The frequency of occurrence of L2 new words has
positively enhanced the form recognition of these
words, however, this disappears over time, as
measured by DPT.
RQ3: To what extent can
frequency of occurrence and
frequency bands of target words
explain learning and retention
of these words encountered
through reading?
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As mentioned in the literature review, all word knowledge aspects are learned 
simultaneously, although some are assimilated sooner than others, due to the different stages of 
word acquisition (Schmitt, 1998). The current results also appear to support previous research 
conducted by Pigada and Schmitt (2006), which revealed that, even after a small number of 
exposures, spelling was strongly enhanced; meaning and grammatical aspects were also 
strengthened, although to a lesser degree. Similarly, a study by Brown et al. (2008) found that 
the more enhanced incidental vocabulary learning from reading was shown in the word form 
and meaning recognition, but far less with respect to producing the meaning. These findings, 
together with the current study’s results, are consistent with Jiang’s (2000) model, which 
proposed that at the first stage, the L2 lexical entry contains only the form (that is, the 
phonological form and information about the spelling). At this stage, the activation of the L1 
lexical form is also possible, but with increasing exposure and the L2 learners’ language 
proficiency, the second stage may be reached where L1 lemma mediation (conceptual 
representation) appears more directly, without relying as much on L1 lexical forms.  
The current findings also suggest that the relationship between reading comprehension 
performance and retention of the meaning and use of L2 new words is positively related. As 
expected, L2 learners who score highly on reading comprehension tasks also obtain high scores 
on the VKS. Moreover, the findings show that L2 reading comprehension performance 
contributes significantly to retaining the meaning and use (in a sentence) of L2 new words. This 
seems to be consistent with Rashidi and Khosravi’s (2010) view that depth of word knowledge 
has a positive significant correlation with reading comprehension in L2.  However, no 
significant link was found among the L2 learners in the present study between reading 
comprehension performance and form recognition of new words. This illustrates that even 
when participants sufficiently learn and retain the forms of the new words from reading, 
this incidental receptive learning and retention may not be enhanced by comprehension 
performance. This may indicate that during reading, L2 learners focus on meaning and use more 
than on the form of words in order to interact with the texts for answering reading 
comprehension summarisation questions.  
An interview was conducted to evaluate participants’ familiarity with the target non-words. 
As shown by the results in section (3.4.3), it appears that the G2 group made more effort to 
understand the target non-words’ meaning than the G1 group, who were able to guess the 
meaning of these words easily. Based on their feedback, most L2 learners revealed that they 
encountered challenges in identifying the correct meaning of target non-words from reading 
texts, whereas L1 speakers showed the possibility of guessing the meaning of the target non-
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words from the rest of the sentences in the stories. This was confirmed by the reading 
comprehension results: it is shown that the G2 group performed better in the reading 
comprehension questions that do not relate to the target non-words than the G1 group, whereas 
no significant difference was found between them in answering the comprehension questions 
relevant to the target non-words. This clearly suggests that the G2 group’s challenges posed by 
the target non-words may have led them to parallel the G1 group’s performance in responding 
to the questions related to these non-words.  
The study’s second main aim was to find out to what extent vocabulary size and depth can 
explain variance in learners’ reading comprehension performance. Previous research has found 
evidence that the size and depth of vocabulary knowledge have a distinctive relationship with 
reading comprehension. As shown in Chapter 2 (Section 2.5.1), vocabulary knowledge 
researchers have strongly emphasised the link between vocabulary size and success in reading 
comprehension (Laufer & Sim, 1985; Laufer, 1989; Hsueh-chao & Nation, 2000; Schmitt et 
al., 2011).  
Conversely, the current findings revealed that when learners summarised stories, only the 
aspects of meaning and use (in a sentence) significantly explain variance (16%) in reading 
comprehension. This is an important finding that strongly suggests that those learners with 
greater awareness of these aspects are better at understanding words in depth and that both 
aspects can contribute positively to reading comprehension performance. This confirms a study 
conducted by Nergis (2013), who found that syntactic knowledge significantly predicts the 
reading comprehension in L2. Another study by Rashidi and Khosravi (2010) provides further 
evidence that depth of vocabulary is more important for reading comprehension than size of 
vocabulary. By controlling the size of vocabulary knowledge, they found that depth of 
vocabulary knowledge provides a stronger contribution for about 69% of unique variance to 
reading comprehension performance than the contribution provided by the vocabulary size 
(55%).  
The current results show a significant positive correlation between depth of word 
knowledge and summarising the reading text. In other words, learners who are better at 
summarising stories are also proficient in retaining the meaning and use of new words. This, as 
expected, confirms that increasing the depth of vocabulary knowledge about particular words 
can contribute to successful reading. This finding concurs with earlier research that found that 
understanding words more deeply may lead to more flexible use, in which the words’ semantic 
applications can be accessed more readily in various contexts (Anderson & Freebody, 1981). 
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This may then lead to improved accessibility, that could ultimately affect reading 
comprehension performance. Another important finding of Zahang and Yang (2016) was that 
vocabulary depth is the unique predictor of reading comprehension. For short passage 
comprehension particularly, vocabulary depth was a significantly stronger predictor of reading 
comprehension performance than vocabulary size. This unique contribution of vocabulary 
depth to reading comprehension suggests that the comprehension process demands more than 
only knowing the basic meaning of the words occurring in the text, but also other knowledge 
such as how those words relate to each other and how they can be used (Zahang &Yang, 2016). 
It thus seems reasonable to expect learners who have a greater depth of word knowledge to be 
more capable of determining the meaning of unknown words, which leads to success in reading 
comprehension.  
The present results found no significant relationship between vocabulary size and reading 
comprehension performance. This contrasts with other findings (Liu & Nation, 1985; Laufer, 
1992; Hsueh-chao & Nation, 2000) which suggest a high interrelation between vocabulary size 
and reading comprehension. However, this may have occurred because learners, particularly 
L2 learners – as in the present study – experience serious difficulties understanding reading 
comprehension questions. The current research showed that L2 learners have more difficulty 
understanding reading comprehension questions, especially when these are related to non-
words. Moreover, learners’ feedback revealed that they had trouble deriving the meaning of 
target non-words from reading texts and they showed more hesitation when identifying the 
correct meaning. Therefore, the results seem to show that L2 learners of English make a greater 
effort to answer reading comprehension questions than native English speakers do, however, 
they face difficulties in understanding and answering questions that specifically ask about target 
non-words in texts. This may indicate that because these reading comprehension questions 
involved knowledge of a word that they had recently learned, it may be very difficult for 
participants to use the words already in their vocabulary to contribute to their reading 
comprehension, and hence no relationship was found in the present study between vocabulary 
size and reading comprehension performance. 
In terms of form recognition, percentage accuracy scores suggest that the participants in 
this study are better at retaining real words than target non-words. This finding was also 
confirmed by the RT scores for real words: response times were shorter for real words than 
non-words in both the immediate and delayed post-tests for the native English speakers, but 
only in the delayed post-test for L2 learners. This is to be expected, as learners are often more 
familiar with already known words than newly learned words.  
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The present study also demonstrated a decrease in the accuracy scores of target non-words 
among native English speakers from the immediate to the delayed post-test, which was 
expected because new words learned from reading are often forgotten. The L2 learners, 
interestingly, showed that retention of new words persisted for nearly two weeks, which 
confirms the findings of Horst et al. (1998) that retention can last for over ten days. The L2 
learners’ RTs for non-words that did not occur in texts were also shorter in the delayed post-
test. Their RTs, however, for target non-words were shorter in the immediate than in the delayed 
post-test, which confirms the findings of a study conducted by Waring and Takaki (2003), 
which concluded that new words learned from reading can decline and may be completely 
forgotten within a few months.  
The aim of RQ2b was to find out to whether the materials selected for the study were 
appropriate for L1 Arabic learners of English (G2). To achieve this, their performance was 
compared with that of L1 English native speakers (G1) in terms of word learning and retention 
from reading. As shown by the VKS and LDT results, both groups were equivalent in their 
learning and retention of new words. Both groups also did not differ in their processing speed 
for the target non-words. This clearly indicates that the task material selected for the present 
study were appropriate for L1 Arabic learners of English (G2). Since the L2 learner group in 
the present study acquired their L2 at an early age of about 9 to 10 years old, it is likely that 
early experience with the two languages (Arabic and English) may facilitate the L2 learners’ 
ability to learn and retain L2 new words later on. Although most of the current L2 participants 
acquired their L2 through classroom exposure, linking L2 performance to early exposure to 
both languages can be reasonable. This is confirmed by previous research conducted by 
Kaushanskaya and Marian (2009), which has indicated that acquisition of any two languages 
early in life enhances the capacity to learn new words in adulthood. However, it is still unclear 
whether L2 performance can arise from early exposure to the two languages, or if any other 
factor yields this result. This explanation clearly demands further investigation into the 
mechanisms of bilingual performance compared to that of monolinguals. 
A key finding of the current research was that frequency of occurrence positively enhanced 
the form recognition of target non-words for both groups in the immediate post-test, but only 
for native English speakers in the delayed post-test. These results concur with other findings on 
L2 learners that show they have a 5% chance of recognising a word’s form or its meaning after 
at least eight repetitions to this word, which clearly shows the value of higher exposure 
frequency rates (Waring & Takaki, 2003). This finding also confirms earlier research conducted 
by Eckerth and Tavakoli (2012), revealing that, for L2 learners, the effects of frequent exposure 
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may disappear over time, as measured by delayed post-tests. Contrary to expectations, however, 
the cited study’s RT results show that the frequency of occurrence of non-words does not 
explain the speed with which learners process the form of these non-words.  
No significant differences were found between target non-words that replaced high 
frequency (HF) and low frequency (LF) words, indicating that the factor of word frequency of 
the original words does not noticeably increase learners’ chances of learning and retaining the 
new words. This is because these original words did not appear in the texts, as they were 
replaced by the target non-words in the texts, and when participants read these target non-words 
in the texts, they may have mentally replaced those words with high or low-frequency words. 
As an example, the target non-word cenedies can mentally be replaced by the high-frequency 
item “human” or the low-frequency item “crowd.” Therefore, this factor of word frequency of 
the original words which were replaced by target non-words does not seem to explain learning 
and retention of these new words. This is also confirmed by the RT results of LDT (IPT and 
DPT), as these reveal that the frequency of original words replaced by target non-words does 
not significantly explain the speed with which learners process the form of target non-words.  
3.5.3 Pedagogical implications  
The current findings show how new word acquisition can be enhanced by reading and to 
what extent vocabulary knowledge can affect reading comprehension performance, which can 
have positive implications for L2 vocabulary teaching and learning. Because some teachers 
tend to guide L2 learners directly in their learning process, an important pedagogical 
implication – particularly in the context of Saudi Arabia – is that instructors need to enhance 
the opportunities for incidental vocabulary learning from reading in L2 classrooms. This can 
increase L2 learners’ motivation (Akasha, 2013) and aptitude for acquiring new lexical items. 
Teachers should facilitate incidental exposure to new words while reading by encouraging their 
students to read in order to understand, rather than directing them in any conscious way to learn 
new words.  
Furthermore, as Nation (2001, p. 238) points out, “learning rates can be increased 
considerably by paying some deliberate attention to vocabulary.” Thus, teachers need to be 
aware of the importance of vocabulary activities designed to increase learners’ vocabulary size. 
Engku Ibrahim, Sarudin and Muhamad (2016) strongly recommend that instructors keep 
increasing learners’ knowledge of HF words, and, simultaneously, expand their current 
knowledge of LF words. Teachers should also encourage their students to engage in a variety 
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of extensive reading activities, as multiple studies have shown the importance of reading in 
enhancing learners’ vocabulary size and reading capacities (Krashen, 2004; Nation, 2001). 
In addition, teachers need to be careful of any integration of these specific aspects that may 
occur either in the L1 or L2. Instructors must also be sure that learners receive adequate 
contextualised input by linking L2 words with the L2 context in order to minimise fossilisation 
of L2 words. As Jiang (2000) explains, a fossilised feature of L2 words is that L2 lexical entries 
are represented without a fully developed L2 lemma, and a weak link is made between the 
concepts in question and L2 words.  
As the present study reported, the significant role of vocabulary depth in reading 
comprehension suggests that depth of word knowledge should be considered an important 
factor in reading comprehension. Teaching in depth new L2 vocabulary in texts, such as 
exposing students to multiple word meanings and relationships, can facilitate the 
comprehension of those texts. Another important implication for teachers is the need to be 
careful in developing vocabulary learning tasks. To provide better conditions for developing 
L2 lexical items, instructors, therefore, need to focus separately on each lexical aspect, 
including, among others, formal, semantic, syntactic and morphological features, when 
teaching new lexical items.  
As shown in the results of the present study, learners are likely to forget newly learned 
words after a few days. Teachers, therefore, need to concentrate on how well new words are 
retained, for example, by providing practice sessions that may help learners process new words 
more deeply and maintain their initial level of learned vocabulary. The present research, in 
addition, confirms the importance of the frequency of exposure factor. Thus, as shown in earlier 
studies (Saragi et al., 1978; Waring & Takaki, 2003), teachers are strongly recommended to 
provide regular repeated exposure to new words. For instance, instructors can develop reading 
tasks in which students can encounter the same new words several times with different 
meanings in the same text, which could significantly affect their ability to learn these words. 
Overall, given the key practical implications of the present study highlighted above, L2 reading 
classes should address two essential elements: the importance of increasing the size of L2 
learners’ vocabulary, and ways to expand the depth of their knowledge of these words.  
The second part of the current study is an intervention study, designed after obtaining the 
results of Study 1, in order to examine the role of a post-reading task with a high involvement 
load in enhancing L2 learning and retention of the meaning of new words encountered through 
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reading. Study 2, then, is based on Laufer and Hulstijn’s (2001) Involvement Load Hypothesis 
(ILH) and aims to contribute to the discussion by examining to what extent a high involvement 
component (depth of processing levels) can contribute retention of the meaning of new words 
encountered in a reading task. Study 2 will be further discussed in the next chapter. 
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Chapter 4: Study2 
4.1 Aims of the Study 
Study 2 focuses on the correlation between depth of processing of new words in a task 
among L2 learners of English and learning and retention of the meaning of these words by these 
learners. Even with the contributions provided to support the claim made by the Involvement 
Load Hypothesis (ILH), there are many questions that yet need to be addressed. There is some 
evidence that tasks with a high involvement load, in particular, those with a strong Evaluation 
component, are associated with better learning and retention of new words (Keating, 2008; 
Kim, 2008). It is, hence, important to investigate the relationship between administering a task 
which requires learners to use a high level of Evaluation and L2 retention of the meaning of 
new words encountered in a reading task. For this study, a new Elaboration Task (ET) was 
developed as a post-reading activity to examine the association of different levels of depth of 
processing with learning and retention of the meaning of new words.  
Based on Jiang’s (2000) model, the current study further investigates how cross-language 
semantic priming can enhance word recognition in L2 learners of English. It aims to determine 
connections between L2 words and conceptual representation, i.e., whether participants 
continue to map the L1 lemma content onto the target L2 form or whether they have started to 
build lemmas with L2 word meanings. The study also aims to examine whether the group which 
had carried out an elaboration task with these target non-words were better at gaining the L2 
lemma than those who had not carried out this task with these non-words. 
In the light of ILH, there is still a question that needs to be answered as to whether the task 
itself is the only important factor or whether the number of exposure times the learner needs in 
order to learn the target words is also relevant (Hulstijn & Laufer, 2001). Study 2, then, also 
aims to investigate whether the frequency of occurrence of target non-words in a text (i.e., target 
words appeared either four or eight times in the passages), or the frequency band (high or low) 
of the original words which were replaced by the target non-words can explain learning and 
retention of these words. 
4.2 The Research Question and Predictions 
Based on Study 1, this investigation sought to answer the following research question: 
RQ1: To what extent can an elaboration task which requires respondents to evaluate the 
meaning of a set of non-words contribute to retention of the meaning of these non-words 
that had been encountered in a reading task beforehand? 
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Hypothesis: An elaboration task which requires learners to use a high level of Evaluation 
will enhance L2 retention of the meaning of new words encountered in a reading task (Hulstijn 
& Laufer, 2001). 
Prediction 1: The retention of the meaning of target non-words will be better for a group 
which had carried out an elaboration task with these non-words than for a control group. This 
will be the case in offline as well as online post-tests. 
RQ2: To what extent does cross-language semantic priming enhance word recognition in 
L2 learners of English? 
Hypothesis: Obtaining a priming effect from an L2 semantically related prime word will 
indicate a strong connection between L2 words and concepts (Jiang, 2000). 
Prediction 1: L2 learners will succeed in obtaining a priming effect from an L2 
semantically related prime word if that word has already reached the L2 integration stage (Jiang, 
2000). For words which are still at the L1 mediation stage, the L2 prime which is semantically 
related to the L1 target word will not facilitate word recognition. 
         Prediction 2: L2 learners who have carried out an elaboration task with target non-words 
will succeed in obtaining a priming effect from an L2 semantically related prime word. 
RQ3: To what extent can frequency of occurrence and frequency bands of target words 
explain learning and retention of these words encountered through reading?  
           Prediction 1: New words which occur more frequently in the text will be better learned 
and retained. 
Prediction 2: New words which replace high-frequency words in the text will be better 
learned and retained. 
4.3 Methods 
4.3.1 Participants 
L1 Arabic learners of English from undergraduate classes at the University of Reading 
were asked to participate in the present study. There was a total of 40 participants (28 females 
and 12 males) from different countries. 35 participants were from Saudi Arabia, and the 
remaining ones were a Libyan, a Yemeni, a Qatari, a Jordanian, and an Iraqi. Participants’ ages 
ranged from 25 to 35 years, with a mean age of 28.7 years. All of them had been exposed to 
English since they were 12 years of age. Their exposure to English had been predominantly in 
formal instructional settings and had lasted a minimum of 13 years for the youngest participant 
in the group. Based on their IELTS scores, their English proficiency ranged from 5.5 - 6.0, 
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which translates into the B2 upper intermediate level, according to the Education First Standard 
English Test (EF SET) (see Appendix 18). These participants’ reading proficiency in Arabic is 
the same as that reported for the Arabic L1 participants in Chapter 3 under subheading 3.3.1 
(Qassim University Participants). 
4.3.2 Research instruments 
An offline word knowledge test was used in this study to examine the participants’ depth 
of vocabulary knowledge: the Vocabulary Knowledge Scale (VKS) (Brown, 2008) (see 
Appendix 12) was modified from Wesche and Paribakht (1996). A Semantic Priming Task 
(SPT), based on Forster and Davis (1984), was designed for the purpose of the present study to 
assess online learning and retention of the meaning of the target words, and was conducted in 
two test sessions: immediate post-test (IPT) and delayed post-test (DPT), administered one 
week later. The York Assessment of Reading for Comprehension (YARC) Secondary Test, 
designed by Stothard et al. (2010), was used to test the participants’ reading comprehension 
performance (see Appendixes 13a – 13d). An Elaboration Task was developed for this study as 
a post-reading activity to examine how different levels of depth processing affect retention of 
the meaning of new words (see Appendixes 14a – 14d). A Digit Span Test was used at the end 
of the study to measure the participants’ working memory capacity (see Appendixes 15a – 15b). 
Each of these instruments are presented in more detail from Section 4.3.4 to Section 4.3.8. 
4.3.3 Overall design 
The present study was developed as a cross-sectional study in that it involved a comparison 
between groups. The participants were divided into two groups: one group took an elaboration 
task that focused on the meaning of non-words (ETA1-B1), and the other group carried out an 
elaboration task that did not focus on the non-words (ETA2-B2). All 40 participants took the 
ETs, but the order of presentation was reversed; this means that the group which had received 
A1 took also B2 and the group which had taken A2 received B1, in order to avoid the repetition 
effects. Hence, the number of L2 participants in each group was 40. The study also has a 
correlational component, as it investigated the relationship between the involvement load of a 
task (depth of processing levels) and the retention of the meaning of new words. A detailed 
description of the dependent and independent variables will be given in the following sub-
sections. 
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4.3.3.1 Variables relating to RQ1  
The first independent variable was the grouping variable involving the Elaboration Task 
(ET with or without target non-words). The dependent variables were the target non-word 
scores of the VKS and SPT (IPT and DPT, including accuracy target non-word scores and RTs) 
(see Table 4.1).  
4.3.3.2 Variables relating to RQ2 
The independent variable was the priming condition in the SPT (IPT and DPT).  There 
were two conditions for each target non-word: Arabic root prime (1), Arabic and English prime 
(2). The dependent variables were the target non-word accuracy scores and RTs on the SPT 
(IPT and DPT) (see Table 4.1). 
4.3.3.3 Variables relating to RQ3 
Frequency of occurrence of non-words in the texts (four versus eight occurrences) and the 
frequency of original items which were replaced by the non-words in the texts (high versus 
low) were the independent variables. Scores on the VKS, and SPT (IPT and DPT, including 
accuracy scores and RTs), were the dependent variables (see Table 4.1). 
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Table 4.1 The overall design of Study 2 
RQ Prediction Group Independent 
Variables 
Dependent Variables 
1 
 
1 ET (A1-B1) group 
and ET (A2-B2) 
group were 
compared 
Grouping variable 
involving the 
Elaboration Task (ET 
with or without target 
non-words) 
VKS scores on target 
non-words and 
accuracy scores and 
RTs for target non-
words on the SPT (IPT 
and DPT) 
2 1 ET (A1-B1) group 
and ET (A2-B2) 
group were 
combined 
Priming conditions in 
the SPT (Arabic root 
prime versus Arabic 
and English root 
prime) 
Accuracy scores and 
RTs for target non-
words on the SPT (IPT 
and DPT) 
2 2 ET (A1-B1) group 
and ET (A2-B2) 
group were 
compared 
Priming conditions in 
the SPT (Arabic root 
prime versus Arabic and 
English root prime) and 
the grouping variable 
involving the 
Elaboration Task (ET 
with or without target 
non-words) 
Accuracy scores and 
RTs for target non-
words on the SPT (IPT 
and DPT) 
3 1 ET (A1-B1) group 
and ET (A2-B2) 
group were 
combined 
Frequency of 
occurrence of non-
words in the text (four 
versus eight 
occurrences) 
VKS scores on target 
non-words and 
accuracy scores and 
RTs for target non-
words on the SPT (IPT 
and DPT) 
3 2 ET (A1-B1) group 
and ET (A2-B2) 
group were 
combined 
Frequency of original 
items in the text (high 
versus low) 
VKS scores on target 
non-words and 
accuracy scores and 
RTs for target non-
words on the SPT (IPT 
and DPT) 
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4.3.4 The York Assessment of Reading for Comprehension 
As discussed in Chapter 3 (section 3.3.5.3), the YARC Secondary Test was originally 
designed to measure the reading comprehension of English-speaking children who are studying 
in secondary school and aged from 11 to 16 years old. The manual Stothard et al. (2010, p. 114) 
reveals, however, that children for whom English was an additional language were also 
included in the sample on which the norms were based. Stothard et al., (2010), report that the 
SWRT scores provide a reading age score for children whose first language is English (see 
Appendix 4b). In terms of L2 participants’ SWRT scores, L1 Arabic adult students who 
participated in the current study have an average reading age which is equivalent to a native 
speaker age of 11 years and three months (see Table 4.2 and Appendix 4b). Since the SWRT 
scores for L1 Arabic adult learners fell within the range for native English children, the YARC 
Secondary Test was deemed suitable for the current study with L1 Arabic learners of English.  
Table 4.2 Mean accuracy scores and standard deviations of L1 Arabic students (G2) on 
the SWRT and age score, based on norms from children whose first language is English 
SWRT (scores) SWRT 
(year) Mean SD 
47.98 
(68.54%) 
2.50 11.03 
        Since there is dearth of tests that are specifically developed for bilinguals and L2 learners, 
it is important to find out whether existing tests such as the YARC are suitable for non-native 
speakers. As mentioned in Chapter 3 (Section 3.3.5.3), one of the first to apply the test to adult 
L2 learners was Huang (2013) who tried this test out with adult Chinese L2 learners of English 
and concluded that the supplementary YARC passage can be more appropriate for this group 
of learners. The current study built on this first attempt and would enhance in evaluating YARC 
suitability for L1 Arabic adult learners of English. As mentioned in Chapter 3 (section section 
3.3.5.3), it included two sections: decoding, which measures reading accuracy through the 
SWRT, and reading comprehension (literal and inferential meaning). These two components 
are addressed in the following sections.  
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4.3.4.1 Single Word Reading Test (SWRT) 
The decoding test (SWRT) was administered in the present study for just a few minutes. 
Its function and its scoring procedures are the same as that reported for Study 1 (see Chapter 3, 
Section 3.3.5.2). 
4.3.4.2 Passage Reading (A) and (B), including the target words (non-words) 
The YARC passage reading is one part of the YARC assessments to measure reading 
comprehension. It comprises two sets of passages for each level: fiction (A) and non-fiction 
(B). In the present study, based on learners’ raw scores (which ranged from 43-51) on the 
SWRT, the same two passages used in Study 1, Level 1 of the YARC Passage Reading test, 
were selected. The same two passages were also chosen for all participants to make sure that 
all participants were exposed to the same target words.  
The target words in passages A and B used in the present study were the same as those in 
Study 1; 12 from the original text of approximately 480 words, so that 97.5% of the words of 
each text were already known and 2.5% of the text was composed of target non-words. As 
mentioned in Chapter 2 (Section 2.9), Hulstijn and Laufer (2001) did not use a pre-test to assess 
the participants’ familiarity with the target words, and prior knowledge was tested by a post-
exposure questionnaire. Also, as clarified by Martínez-Fernández (2008), the word types in 
Hulstijn and Laufer’s (2001) study were not controlled. The target words used in their study 
consisted of expressions and different classes of words. The current study attempted to 
overcome all these issues by using non-words which had never been seen by the participants 
before, and all non-words replaced nouns in the texts, so that the word class was kept constant. 
These were the target words the participants were assumed to learn incidentally from reading. 
It is also important to know whether the task itself is the only essential factor, or whether the 
number of exposure times the learner needs to learn the target words is also important (Hulstijn 
& Laufer, 2001). Hence, the target words were categorised into two sets: non-words appearing 
eight times or four times, and non-words which replaced high frequency (HF) or low frequency 
(LF) words (see Table 4.3).  
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Table 4.3 The categorisation of the target non-words in the texts (A & B) 
Passage A Passage B 
Target  
words 
Frequency 
level 
No. of 
occurrences 
in the text 
Target 
words 
Frequency 
level 
No. of 
occurrences 
in the text 
cenedies 
“human” 
1k 8 times sataca 
“trip” 
1k 4 times 
toroko 
“sting” 
4k 4 times pocoko 
“suburb” 
3k 8 times 
There were two multiple-choice comprehension questions for passage (A) and two 
multiple-choice comprehension questions for passage (B). The reading comprehension 
questions were manipulated to include a reference to the target non-words and were selected 
from 13 comprehension questions for each passage, on the basis of the most relevant to the 
target non-words. The multiple-choice comprehension questions were designed to be relevant 
to the target non-words, so the participants needed to know the meaning of the non-words in 
order to complete the task, and the factor Need was clearly present in a moderate level, because 
it was externally induced, i.e., by the task itself. Each correct answer of the multiple-choice 
reading comprehension questions was worth one point (see Appendixes 13b and 13d).  
The target non-words were highlighted in bold print in order to help the participants notice 
the words (Schmidt, 1994) and were glossed at the end of the two passages alphabetically, so 
the factor Search was omitted. Search was found to have no impact on L2 incidental vocabulary 
acquisition (Tang & Treffers-Daller, 2016); for this reason, the Search component was omitted 
in the current study. The meaning of the target non-words was provided in Arabic (the 
participants’ L1) and was offered with three other incorrect meanings to encourage the 
participants to compare them and to choose the most suitable one for the given context (see 
Appendixes 13a and 13c). The purpose of the glosses was to encourage learners to focus on the 
meaning aspect of the words. As mentioned in the previous paragraph, the multiple-choice 
reading comprehension questions also focused on the target non-words. Therefore, the 
participants were expected to know the correct meaning of the target non-words if they had 
understood the text, and then to be able to answer the multiple comprehension questions 
correctly. If they had misunderstood the meaning of the target non-words, this would have 
affected their performance and error rates in multiple-choice comprehension questions, VKS 
and SPT. Research shows that tasks with a stronger Evaluation index can lead to processing a 
word with greater involvement, not only than tasks with a moderate Evaluation level, but also 
than tasks which involve the other two components (Kim, 2008). There was a second task, an 
elaboration task (ET), with a strong Evaluation component, in which students were required to 
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evaluate the meaning of the target non-words encountered through reading. In this way, a strong 
Evaluation was also triggered. Further details about the ET will be given in the next section. 
4.3.5 Elaboration task 
An elaboration task consisting of 32 sentences was developed as a post-reading activity to 
help participants reflect on the meaning of the target non-words presented in the stories. This 
would help to examine the role of depth of processing levels in the retention of the meaning of 
new words. There were two Elaboration Tasks (ET): an ET which focused on target non-words 
from Passage A (A1) and Passage B (B1), and an Elaboration distractor task was used for both 
passages (A2 and B2) which did not contain target words (see Appendixes 14a – 14d). The 
order of presentation was counterbalanced; this means that the group who had received the ET 
A1 took the B2, and the group who took the A2 received the B1, in order to avoid order effects. 
Each ET that included target non-words (A1 and B1) was split into two categories: 16 sentences 
containing target non-words and 16 containing real words. Each of these two categories were 
also divided into three types of sentences: grammatically and semantically appropriate 
sentences with non-words, grammatically and semantically appropriate sentences with real 
words, semantically anomalous target sentences with non-words, semantically anomalous 
sentences with real words, grammatically incorrect target sentences with non-words, and 
grammatically incorrect sentences with real words (see Table 4.4). The grammatically incorrect 
sentences were added to be able to compare students’ ability to extract ungrammaticality and 
semantically anomalous sentences. Semantically anomalous sentences with real words were 
also included to compare students’ ability to deal with semantically anomalous real words and 
semantically anomalous target non-words, such as cenedies. Participants were asked at the 
beginning of the task to consider the target non-words as normal English words. They were 
instructed that “Some of the following sentences contain words you have learned in the reading 
task. In doing the task below, please consider them as normal English words.” Then, they were 
requested to judge how appropriate these sentences were on a six-point scale (1 = completely 
inappropriate and 6 = completely appropriate). They were also asked to provide an explanation 
by writing a sentence to support their judgment. Three example sentences were given at the 
beginning of the task, including all three types of sentences: grammatically and semantically 
appropriate, semantically anomalous, and grammatically incorrect, in order to explain clearly 
how the anomalous and ungrammatical sentence types were inappropriate (see Appendixes 14a 
– 14d). 
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Table 4.4 The number of items in each of the ETs that included target non-words (A1 and 
B1) 
Sentence types Real words Target non-words 
Grammatically and semantically appropriate   8 8 
Semantically anomalous 4 4 
Grammatically incorrect 4 4 
Total 16 16 
The ET-distractor samples (A2 and B2) included only real words, and the sentences were 
also divided into three types: grammatically and semantically appropriate sentences with real 
words, semantically anomalous sentences with real words, and grammatically incorrect 
sentences with real words (see Table 4.5).  
Table 4.5 The number of items in each of the ETs A2 and B2  
Sentence types Real words 
Grammatically and semantically appropriate 16 
Semantically anomalous 8 
Grammatically incorrect 8 
Total 32 
 
4.3.6 Vocabulary Knowledge Scale 
A simplified updated version of the VKS developed by Brown (2008) was used in the 
present study, as it consists of two independent tests of word knowledge: receptive and 
productive. The VKS comprises a four-point elicitation scale to capture specific stages in the 
initial development of core knowledge (see Table 4.6). The unknown word category includes 
unknown words (Category I) and partial knowledge (form) (Category II). The known word 
category includes receptive word knowledge (meaning) (Category III) and productive word 
knowledge (use) (Category IV). The scale ranges from I, which represents total unfamiliarity, 
to IV, which represents the capacity to use a word grammatically and semantically accurately 
in a sentence. In the present study, the participants took the VKS of two target non-words from 
passage (A) combined with four real words and another VKS of Passage B, including the two 
target non-words from (B) combined with four real words, to assess the meaning and use 
aspects of those words retained over time (see Appendix 12).  
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Table 4.6 Modified Vocabulary Knowledge Scale 
 Self-Report Category 
I. I don’t remember having seen this word before. 
II. I’ve seen this word/phrase before, but I don’t know 
what it means. 
III. I know what this word. It means _______________ 
(Give the meaning in English or Arabic.) 
IV. I can use this word in a sentence ______________ 
(Write a sentence.) 
(If you do this section, please also complete III.) 
 
There were no points given to the unknown word categories, Category I, “I don’t remember 
having seen this word before.” Because the current study focused on the aspect of meaning of 
word knowledge, no points were also given to Category II, “I have seen this word before but I 
don’t know what it means.” That is, if learners chose Category I or II, they did not gain any 
points. The participants were awarded two points in the known word category: one for written 
receptive word knowledge if a synonym or translation of the target word was accurate. A wrong 
synonym or translation response was, however, given zero points. Learners were also awarded 
one point for productive word knowledge when the use of a target word was both grammatically 
and semantically accurate. 
4.3.7 Semantic priming task 
Priming tasks can provide data on aspects of lexical processing in reading, minimising the 
involvement of strategic effects or intentional processes because the respondents do not 
consciously perceive the prime (Jiang, 2000; McRae et al., 2005). For this study a semantic 
priming task was developed to investigate whether the new words were at the L1 lemma 
mediation stage or at the L2 integration stage (Jiang, 2000). In order to test Jiang’s (2000) 
model, a masked cross-language priming experiment was used to examine connections between 
L2 words and conceptual representation. As an example, for the target non-word toroko, which 
was given the meaning “sting,” the semantically related word via the Arabic root prime 
(condition 1) was “bite,” and the semantically related in English and Arabic prime (condition 
2) was “bee.” The assumption was that learners would be faster at recognising new L2 words 
if the prime consists of a word that is semantically related to the target in the L1 only (and not 
in the L2). If this occurs, it can be assumed that the word is still at the L1 lemma mediation 
stage. If, however, the word was already at the L2 integration stage, learners would be faster at 
recognising a target word that is primed by a word that is semantically related in either the L1 
or the L2.  
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4.3.7.1 Administering and scoring the test   
In Semantic Priming Tasks (SPT) (Forster & Davis, 1984), participants are shown a mask 
(#####), then a prime, before a target word on which they are asked to make a semantic 
decision. In the current study, the semantic relation between prime and target words was 
manipulated to test the potential effect of certain variables on the participants’ response. The 
masked priming task is very complex: it accesses various levels of cognition, depending on the 
length of the prime exposure, often called Stimulus Onset Asynchrony (SOA). It appears that 
very short SOAs, i.e., around 30ms, access morphological but not semantic processing. For 
semantic processing, the SOA should be around 80ms, but partial processing can occur at 
60ms (Silva & Clahsen, 2008). For example, Pliatsikas and Marinis (2013) used an SOA of 
33ms because they were focusing on morphological processing only. It was therefore necessary 
in the current experiment to use 60ms for the prime exposure of the semantic processing in 
order to reduce possible effects of memorising the words presented, or the opportunity for 
participants to develop response strategies, such as recognising that primes and targets often 
share common features (Rastle, Davis, Marslen-Wilson & Tyler, 2000). Silva and Clahsen 
(2008) proposed using 60ms for the prime exposure, to encourage partial semantic processing 
to take place, since a longer (e.g., 80ms) SOA might result in the presentation of the prime 
becoming visually detectable, thus causing a potentially distracting effect. The length of the 
target time cut-off was 2000ms (2 seconds) in order to avoid participants feeling too 
pressurised. Therefore, the timing sequence used in the current experiment was as follows: 
a) mask: 500 ms 
b) prime: 60 ms 
c) target: 2000 ms. 
Four types of primes were used with each target non-word: (1) semantically related to the 
target non-word via Arabic only, but not semantically related in English, (2) semantically 
related to the target non-word in English and Arabic, (3) semantically unrelated real words, and 
(4) non-words not seen by participants before (see Tables 4.7, 4.8, and 4.9). It is possible to 
determine whether participants have started to build lemmas with L2 word meanings or whether 
they continued to map the L1 lemma content onto the target L2 form. If participants had started 
to build L2 lemmas, accuracy scores in the SPT (IPT and DPT) would be ranked as follows: 2 
> 1 and the reaction time (RT) would be 2 < 1. If they were still relying on the L1 semantic 
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representation of the target, then the rank order of the accuracy scores would be 1 > 2, and that 
of the RT would be:1 < 2. 
The masked priming task was run four times for each reading passage, as four lists in which 
the priming type 1, 2, 3 or 4 only occurred once in each list. This meant that each participant 
performed the masked priming task four times, once for each of the four lists. As there were 
two target non-words in each list, different conditions (1, 2, 3, and 4) were used in the same 
list. 
Table 4.7 The list of priming conditions used with each target non-word 
Primes Targets 
Semantically related real words via the Arabic root  
Target non-words from 
the reading tasks 
Semantically related real words in English and Arabic 
Semantically unrelated real words 
 Non-words not encountered in any reading task 
 
Table 4.8 The masked priming lists for passage A 
 
List 
 
Priming conditions 
Targets 
Prime Target/Meaning 
List 1 Semantically related via the Arabic root personality cenedies/human 
Semantically unrelated real word product toroko/sting 
List 2 Semantically related in English and Arabic human cenedies/human 
Non-word reseri toroko/sting 
List 3 Semantically unrelated real word forest cenedies/human 
Semantically related via the Arabic root bite toroko/sting 
List 4 Non-word mofata cenedies/human 
Semantically related in English and Arabic bee toroko/sting 
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Table 4.9 The masked priming lists for passage B 
 
List 
 
Priming conditions 
Targets 
Prime Target/Meaning 
List 1 Semantically related via the Arabic root travel sataca/trip 
Semantically unrelated real word internet pocoko/suburb 
List 2 Semantically related in English and Arabic picnic sataca/trip 
Non-word hubana pocoko/suburb 
List 3 Semantically unrelated real word minute sataca/trip 
Semantically related via the Arabic root suburb pocoko/suburb 
List 4 Non-word palino sataca/trip 
Semantically related in English and Arabic town pocoko/suburb 
 
The number of distractor items in each list was 30; the distractor non-words were not 
encountered in any reading task (see Table 4.10). These were categorised into five groups: non-
words primed by non-words, real words primed by semantically related real words, real words 
primed by semantically unrelated real words, real words primed by non-words, and non-words 
primed by real words (see Appendix 16a). Ten practice trials were introduced just before List 
1 to make sure that participants became familiar with the task and that their reaction times were 
valid from the first experimental trial. For each passage, then, the SPT consisted of 32 items in 
each list, including the two non-words. The total number of items in the four lists was 138, 
including the ten practice trials. The number of distractors used in this type of experimental 
paradigm was large enough so that participants’ attention was not drawn to the target items too 
easily. The order of items in the four lists was systematically randomised: List 2 was the reverse 
order of List 1; List 3 contained the second half of List 1 reversed, followed by the first half of 
List 1 reversed; List 4 was the reverse order of List 3. The items in the lists were also carefully 
organised so that the target non-words occurred at least ten items apart and there were no more 
than three non-words presented together or three real words shown together. 
Table 4.10 The number of items in the SPT of each passage (in each list) 
 
Primes 
Targets 
Real words Non-words 
Non-word 4 10 
Semantically related real words 4 0 
Semantically unrelated real words 4 8 
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All the SPT stimuli were controlled for length as far as possible, and presented individually 
in the middle of the screen using black 18-point Times New Roman font against a white 
background. The participants were instructed as follows: “Words will appear in separate trials 
in the middle of your screen. Each trial will include two sequential stimuli exposed for a fixed 
time (word then mask) and in the third exposure you should decide whether you know the 
meaning of the word as quickly and as accurately as possible. Press 'M' if you do (know the 
meaning), and press 'X' if not (do not know the meaning). You will see a '*' in the centre of the 
screen for 20 seconds before the first trial is presented. During this time, please place a finger 
of your left hand on the 'X' key and a finger of your right hand on the 'M' key, so that you are 
ready to start when the '*' disappears. You will have 4 practice trials to familiarise yourself with 
the procedure. Press the 'Space Bar' when you are ready to start” (see Appendix 16b). The 
participants were given a short break of a minute or two between the lists. To make this possible, 
a slide was inserted into the experiment with the text: “Please take a short break now. Press the 
space bar when you are ready to continue.” The same lists for both passages (A and B) with the 
same order were used one week later for the delayed post-test.  
4.3.8 Digit Span Test (DST) 
Forward and backward digit span is one of the most widely used neuropsychological tests 
of working memory (WM) (Richardson, 2007). It was originally a subtest of the widely used 
Wechsler Memory Scales (WMS) and the Wechsler-Adult Intelligence Scale (WAIS-III) 
(Wechsler, 1997). As reported by Wechsler (1997), the digit span test can be one of the best 
standardised measures of verbal working memory, particularly the backward digit span test, as 
the test-retest reliability is estimated as 0.83. As mentioned in Chapter 2 (Section 2.11.6), the 
Digit Span Test has been commonly used independently of general intelligence tests to examine 
participants’ working memory (WM) capacity. This test, therefore, seems to be consistent with 
the condition of the current study because it is needed for the comparison of group data to 
ascertain whether or not the two groups’ scores in all tasks were affected by differences in their 
WM capacity, as it is possible that L2 participants’ performance may be affected by their 
increased memory storage ability. This was proposed by Papagno and Vallar (1995), who 
suggested that L2 participants’ word learning is rooted in their higher working memory ability. 
Further research (Gupta, 2003) has shown a relationship between word learning and working 
memory performance. Moreover, individual differences in WM capacity may also reflect 
differences in the online task (SPT) performance, which has heavy processing requirements. 
Hence, it is important to ascertain whether the two groups’ performance in the online task was 
comparable with respect to their memory capabilities.  
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4.3.8.1 Administering and scoring the test   
Following the procedure as described by the WAIS-III Administration and Scoring Manual 
for adults (Wechsler, 1997) and the WAIS-IV Adult Intelligence Scale (Wechsler, 2008), the 
Digit Span Test was conducted verbally in the current study. The advantage of using verbal 
digit-span tasks is to make sure that all L2 participants conduct the test in the same language. 
If the test is offered in a visual format, participants may perform the test in their strongest 
language, but it is unknown to the researcher in which language participants store and process 
information in WM (Olsthoorn, Andringa, & Hulstijn, 2014). Researchers of digit span have 
shown that bilinguals’ familiarity with language plays a central role in their digit span 
performance, as they tend to achieve higher scores in their mother tongue (Chincotta & 
Hoosain, 1995; Thorn & Gathercole, 2001). In the current study, hence, the DST was conducted 
in the participants’ first language (Arabic) as well as their second language (English). This way, 
information about participants’ ability to process digits in both languages was obtained.  
The digit sequences used in the participants’ L2 were different from the digit sequences 
used in the L1 trial. The oral presentation of the numbers in English and Arabic was recorded 
to ensure that each participant underwent the same procedure. Two lists of numbers in forward 
and backward sequences were created. The lists contained strings starting with three digits, 
followed by increasingly longer strings of digits. For instance, the first sequence started with 
three digits 3-9-5, the next one was 7-3-8-4, followed by 5-1-7-3-9, etc. (see Appendix 15a).  
The participants were asked to listen carefully to each digit presented via the recorder and 
to repeat the numbers that were read to them. This process continued even if the repeated string 
of digits was only partially correct; consecutive trials were presented until the participant was 
unable to repeat any of the digits in the sequence accurately. In the reverse trial of the Digit 
Span, the recorder presented a series of numbers to participants and they were asked to repeat 
the sequence in reverse order. For example, when the sequence 4-2-7 was presented, the 
respondent had to repeat these in the following order: 7-2-4. This sequence was also continued 
until the participant made an error in all three digits of the full sequence of numbers. The 
participants’ responses were also recorded to help the researcher check them carefully. The 
Digit Span test was scored by recording the longest digit string sequence the participant was 
able to remember in each test. The scorer added up the total number of correct sequences, 
backwards and forwards.  
Prior to the analyses of the data from the online test, the results of the DST were analysed 
to investigate whether there were differences in participants who took the ET with non-words 
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and those who took the ET without non-words. The individual trials were analysed using the 
total raw scores of correct sequences, backwards and forwards in both languages. The results 
revealed no outliers and no differences between L2 groups with respect to their working 
memory ability (see Appendix 15b).  
4.3.9 Procedure 
4.3.9.1 Procedure (Part 1) 
The participants were not told what the main purpose of the study was, in order to avoid 
intentional new vocabulary learning. As in Study 1, they were told that the study focused on 
reading comprehension in L1 Arabic learners of English and they were needed for the study 
(see Appendix 17). The participants firstly completed a brief questionnaire with information 
about their educational background, age and interests, because the researcher needed to obtain 
information about intervening factors such as age and proficiency which may have affected L2 
learners’ performance (see Appendix 18). The decoding test (SWRT) was administered to 
ensure that the YARC passage level (Level 1) was the appropriate level for all participants. The 
researcher instructed the participants to read each word aloud, and, where the learner did not 
know the word, to try to sound out the word; if the learner still did not know the word, they 
then moved on to the next word. Learners read the words as accurately as possible. The 
researcher was also allowed to help participants to read the words or tell them whether each 
word was right or wrong.  
The participants were divided into two groups: G1 and G2. The G1 group were given the 
YARC Passage Reading A containing two non-words. Immediately after reading Passage A, 
the G1 group took the YARC comprehension test on that passage, which comprised two 
multiple-choice reading comprehension questions. They were allowed to refer back to the 
passage to answer the questions and were required to complete the YARC test within ten 
minutes. As Keating’s (2008) results confirmed the importance of the amount of time taken to 
complete the task, time-on-task was carefully controlled in the current study. Then, they carried 
out the post-reading activity, the Elaboration Task (ET). In the ET, the G1 group was divided 
into two groups: one group received the elaboration task, which included non-words, and the 
other group received the distractor version that did not contain non-words. Because each task 
consisted of 32 sentences, both groups were required to spend no more than 32 minutes in 
completing these activities. Hence, approximately one minute was given to complete each 
sentence. Then, they received the SPT to measure the recognition of the meaning of the new 
words from Passage A. After a week’s delay, as in the studies of Hulstijn and Laufer (2001), 
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and Yaqubi et al. (2010), the G1 group took the SPT to assess the retention of word meaning 
of the two non-words from Passage A, and the VKS, completed in 12 minutes, to assess the 
retention of those words (meaning and use in a sentence) (see Figure 4.1).  
The G2 group were asked to read the YARC Passage Reading B, containing two non-
words. Immediately after reading Passage B, the G2 group were given the two multiple-choice 
reading comprehension questions on that passage. They were allowed to refer back to the 
passage to answer the questions and were required to complete the YARC test within ten 
minutes. Then, they took the ET, in which they were divided into two groups: one group 
received the ET which included target non-words, and the other group received the distractor 
version that did not include target non-words. Both two groups were required to complete the 
exercise within 32 minutes. Then, they received the SPT to measure the learning of the meaning 
of new words from Passage B. A week later, the G2 group took the SPT to assess word meaning 
retention of the two target non-words from Passage B, and the VKS completed within 12 
minutes, to assess how those words were retained (meaning and use) after a week’s delay (see 
Figure 4.1).  
147 
 
 
Figure 4.1 Procedure (Part 1) 
4.3.9.2 Procedure (Part 2) 
The design was counter-balanced so that G1 received the YARC Reading Passage B, while 
G2 received the YARC Reading Passage A. Part 1 and Part 2 of the study followed the same 
sequence of tasks for each group (see Figure 4.2). In the results section below, the scores of the 
two groups were combined and the analysis was based on the scores of the group who had 
carried out the elaboration task, including non-words, and the group who received the task that 
did not include non-words (see Section 4.4.1). At the end of the experiment, a Digit Span test 
was used in order to measure the participants’ working memory capacity.  
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Figure 4.2 Procedure (Study 2, Part 2) 
4.3.10 Ethics approval procedure 
Prior to the data collection, ethical approval for this study was gained through the standard 
procedure required by the Department of English Language and Applied Linguistics at the 
University of Reading (see Appendix 19). 
4.4 Analysis of Results 
4.4.1 Introduction 
This section presents the results of Study 2. The research question of this study was to 
investigate how an elaboration task (ET) can enhance L2 readers’ retention of the meaning of 
new words encountered in a reading task. As explained in Section 4.3.5, the ET was 
developed as a post-reading activity to help participants reflect on the meaning of the target 
non-words presented in the stories. This study is based on Laufer and Hulstijn’s (2001) 
Involvement Load Hypothesis (ILH), by examining to what extent a high involvement 
component (depth of processing levels) can relate to the retention of the meaning of new words. 
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Non-words were used as the target items for measuring participants’ ability to learn and retain 
the meaning of newly learned items. Retention of meaning was tested with a Semantic Priming 
Task (SPT). The Vocabulary Knowledge Scale (VKS) was also used to test knowledge 
of meaning and use (see Instruments Section 4.3.2). A Kolmogorov-Smirnov test for normality 
was used to test all measures used in the study. Non-parametric tests were used to investigate 
whether the group differences were significant, because not all scores of these tests for L1 
Arabic learners of English were normally distributed (see Appendix 20a). For each of the Mann 
Whitney U-tests and the Wilcoxon T tests reported in this section, the value of N = 40. The 
analysis was based on the performance of the group who had carried out the elaboration task 
with target non-words (ET- A1 or B1) and their performance on the task that did not contain 
target non-words (ET- A2 or B2) (see Section 4.3.5). Effect sizes were calculated to see the 
strength of significant differences achieved. According to Cohen’s (1988) estimation of the 
effect size, d = 0.2 is a small, d = 0.5 is a medium, and d = 0.8 is a large effect size. The results 
of all tests: the York Assessment Reading Comprehension Secondary Test (YARC), ET, VKS, 
and SPT (IPT and DPT), are presented below, followed by the analysis of the tests and the 
correlations between them. 
4.4.2 Comprehension scores 
The reading comprehension performance was measured via the YARC Secondary Test, 
which included the Single Word Reading Test (SWRT) and multiple-choice reading 
comprehension questions (RCQ). The RCQ were designed to be relevant to the target non-
words, on passages A and B. The mean accuracy scores of RCQ and SWRT are presented in 
Table 4.11. 
Table 4.11 Mean accuracy scores and standard deviations on the YARC Secondary Test 
 
N = 40 
RCQ Passages A and B 
Max = 4 
SWRT 
Max= 70 
Mean 3.03 47.98 
SD 0.92 2.50 
 
4.4.3 Elaboration Task Scores 
As mentioned in Section 4.3.5, there were four ET tasks: an ET which contained four or 
eight tokens of each of the two non-words from Passage A (A1) and an ET-distractor task 
with real words only (A2). In addition, there was an ET which contained four or eight tokens 
of each of the two target non-words from Passage B (B1), and an ET-distractor task with 
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real words only (B2). All 40 participants took the ETs, but the order of presentation was 
reversed; this means that the group who had received A1 also took B2 and the group who 
had taken A2 received B1, in order to avoid the repetition effects. Each of the ETs that 
included non-words (A1 and B1) was split into two main categories: 16 sentences containing 
non-words and 16 containing real words. The ET-distractor samples (A2 and B2) did not 
include sentences with non-words. 
In order to be able to combine A1 with B1, the mean accuracy scores of the non-word 
sentences, as well as real-word sentences, were compared between A1 and B1. No significant 
differences were found in the Mann Whitney U-test between the scores. Another between-
group comparison of real-word sentences was made between A2-B2, and the Mann Whitney 
U-test showed no significant differences between the scores (see Appendix 20b). Then, A1 was 
combined with B1 scores and A2 with B2 scores. Participants from the A2-B2 groups had not 
had any training in the use of the non-words through the ET. 
Because the participants needed to judge how appropriate these sentences were on a six-
point scale, the maximum value for the mean accuracy scores and SD reported in this section 
is 6. The mean accuracy scores of the sentences containing target non-words and real-
word sentences in A1-B1 are presented in Table 4.12. A highly significant difference in 
accuracy was found (Z = -5.515, p < 0.001, d = 3.56), which shows that, as expected, the group 
performed better on the sentences with real words than on sentences with non-words. 
Table 4.12 Mean accuracy scores and standard deviations on the ET (A1-B1) target non-
words and real words 
 
 
(N = 40) 
ET - target non-word 
sentences (A1-B1) 
ET – real-word 
sentences (A1-B1) 
Sig/Diff 
Mean 4.84 (80.60%) 5.44 (90.73%)  
0.001 
SD 0.79 0.47 
 
The A1 and B1 categories were also divided into three types of sentences: 8 
grammatically and semantically appropriate real- word sentences (category 1), 8 
grammatically and semantically appropriate target non-word sentences (category 2), 4 
semantically anomalous real word sentences (category 3), 4 semantically anomalous target 
non-word sentences (category 4), 4 grammatically incorrect real-word sentences (category 5), 
and 4 grammatically incorrect target non-word sentences (category 6). The sentences in A2 
and B2 were also divided into three types: 16 grammatically and semantically appropriate real-
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word sentences, 8 semantically anomalous real-word sentences, and 8 grammatically incorrect 
real-word sentences. 
The mean accuracy scores of A1-B1 and A2-B2 categories are presented in Table 4.13. In 
a comparison of real-word sentences between A1-B1 and A2-B2, highly significant 
differences in accuracy were found in category (1) (Z = -3.922, p < 0.001, d = 1.58), in category 
(3) (Z = -4.054, p < 0.001, d = 1.67), as well as in category (5) (Z = -3.661, p < 0.001, d = 
1.42). This indicates that the participants obtained higher scores in all real-word categories 
in A1-B1 than in A2-B2 (see Table 4.13). This may have occurred because A1-B1 involved 
target non-word sentences, which may have helped the participants to concentrate more on 
the real-word sentences and then to perform better in ETs A1-B1 than A2-B2. 
In a comparison between the accuracy scores for different types of sentences with real 
words and sentences with non-words of A1-B1, there were also highly significant 
differences, between categories 1 and 2 (Z = -2.961, p< 0.003, d = 1.06), between category 3 
and 4 (Z = -2.620, p < 0.009, d = 0.91), and between category 5 and 6 (Z = -2.588, p < 0.01, 
d = 0.90), which indicates that participants obtained higher scores in all three types of real-
word sentences than sentences containing non-words. This means that they were better at 
answering first the semantically anomalous real-word sentences, then semantically 
anomalous non-word sentences, then grammatically incorrect real-word sentences, and last, 
grammatically incorrect non-word sentences (see Table 4.13). 
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Table 4.13 Mean accuracy scores and standard deviations for real words and target non-
words from A1 and B1, and for real words from A2 and B2 
 
 
N = 40 
ET 
(A1-B1) 
ET 
(A2-B2) 
 
Sig/
Diff Mean SD Mean SD 
Real words 
Grammatically and semantically 
appropriate real words 
5.5 
(91.67%) 
 
0.61 
4.47 
(74.44%) 
 
0.97 
 
0.001 
Semantically anomalous real 
words 
5.90 
(98.25%) 
 
0.36 
5.66 
(94.33%) 
 
0.65 
 
0.001 
Grammatically incorrect real 
words 
4.88 
(81.38%) 
 
1.32 
4.14 
(69.06%) 
 
1.11 
 
0.001 
 
Target non-words 
Grammatically and semantically 
appropriate -non-words 
4.96 
(82.60%) 
 
1.14 
_____ _____ _____ 
Semantically anomalous non-
words 
5.31 
(88.46%) 
 
1.19 
       ___  _____  _____ 
Grammatically incorrect non-
words 
4.13 
(68.75%) 
 
1.43 
   _____  _____  _____ 
 
Overall, it seems that participants performed better on the sentences with real words 
than on sentences with target non-words. The results also showed that in all three types of 
real-word sentences of A1-B1, they obtained higher scores than in the A2-B2. In a 
comparison between real words and target non-word sentences of A1-B1, the results showed, 
as expected, that they were better at answering all three types of real-word sentences than 
target non-word sentences. 
4.4.4 Vocabulary knowledge Scale (VKS) scores 
As the main interest of the study was the retention of target non-words, the VKS 
results were subsequently split into 8 real words and 4 target non-words. The difference in 
accuracy between real words and target non-word categories was highly significant (Z = -
4.761, p < 0.001, d = 2.29), as the mean accuracy percentage of the real words was higher 
than it was for the target words (see Table 4.14). 
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Table 4.14 Mean accuracy percentages and standard deviations on the VKS target non-
words and real words 
Non-words 
(Max = 8) 
Real words 
(Max = 16) 
Sig/Diff 
Mean SD Mean SD  
0.001 
69.06% 28.16 99.06% 4.37 
 
The VKS results were also divided into two main categories: one relating to the group 
who had received the ET, including target non-words from the two passages (A1 or B1) prior 
to taking the VKS, and the other for the same group when they had received the version with 
distractors for either of the two passages (A2 or B2). Firstly, a comparison in VKS scores 
between A1 and B1 was made: no significant differences were found between VKS scores 
whether participants had taken A1 or B1. In addition, no significant differences were found 
between A2 and B2 VKS scores. Then, VKS-A1 was combined with VKS-B1 scores and 
VKS-A2 with VKS-B2 scores. 
Table 4.15 presents the mean accuracy scores of the VKS scores for the participants who 
had taken A1 or B1 and those who had been given A2 or B2. It was expected (Prediction 1 
of RQ1) that the VKS scores would be higher for the group which had carried out the 
elaboration task containing these words than for a control group. There was a highly significant 
difference in accuracy (Z = -4.471, p < 0.001, d = 2.00), which shows that participants who had 
taken the ET- A1 or B1 achieved higher scores in the VKS than those who had completed the 
ET-distractor version A2 or B2. 
Table 4.15 Mean accuracy scores and standard deviations on the VKS 
                               N = 40 
                               Max = 12 
VKS/ET 
(A1 or B1) 
VKS/ET-
(A2 or B2) 
 
Sig/Diff 
Mean SD Mean SD 
11.60 
96.67% 
1.13 9.78 
81.5% 
1.76 0.001 
 
The mean accuracy scores of the VKS real words and target non-word categories for the 
participants who had also taken A1-B1 or A2-B2 are presented in Table 4.13. There were 
highly significant differences in accuracy in the non-word category (Z = -4.565, p < 0.001, 
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d = 2.07), which shows, as expected, that they achieved higher scores when they had taken the 
ET with non-words (A1 or B1) than when they had taken the distractor version (A2 or 
B2). By contrast, for the real words, there was no significant difference in accuracy between 
their performances (see Table 4.16). 
Because the VKS provides information on meaning as well as use of the words in the 
study, the VKS scores on target non-words were also categorised into meaning scores and 
usage scores (see Table 4.16). For providing the meaning of the non-words, there was a 
highly significant difference in accuracy (Z = -3.938, p < 0.001, d = 1.59). Another highly 
significant difference in accuracy was found in relation to the use of the non-words in a 
sentence (Z = -4.636, p < 0.001, d = 2.16). This indicates that participants showed better 
performance after receiving the ET, including target non-words (A1 or B1). 
Table 4.16 Mean accuracy scores and standard deviations on the VKS categories 
 
 (N = 40) 
VKS/ET (A1 or B1) VKS/ET (A2 or B2) Sig/Diff 
Mean SD Mean SD 
Real words 
(Max = 8) 
7.95 0.32 7.90 0.63 NS 
Non-words 
(Max = 4) 
3.65 1.10 1.88 1.59 0.001 
Meaning of the non-words 
(Max = 2) 
1.83 0.55 1.13 0.88 0.001 
Using the non-words in 
sentences (Max = 2) 
1.83 0.55 0.75 0.87 0.001 
 
Overall, it seems from the general accuracy scores that participants were better at retaining 
real words than target non-words. The general VKS results indicated, as expected, that 
participants who took the ET with target non-words from the two stories achieved higher 
scores in the VKS than those who filled in the ET-distractor version. In terms of the mean 
accuracy scores of target non-words, and, particularly, in providing the meaning and how to 
write the non-words in a sentence, participants who took the ET with target non-words from 
both stories outperformed those who had been given the ET-distractor version. 
4.4.5 Semantic Priming Task (SPT) accuracy scores and RTs 
All participants received the SPT (IPT and DPT) in order to test their retention of the 
meaning of new words. As mentioned in Section 4.3.7, the SPT in both passages consisted of 
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16 non-words and 96 real words presented as distractors. The differences in accuracy between 
real words and non-words were highly significant in the SPT (IPT) (Z = -5.139, p < 0.001, d = 
2.79), as well as the SPT (DPT) (Z = -4.105, p < 0.001, d = 1.71), as the mean accuracy 
percentage for real words was higher than for the non-words (see Table 4.17). It is also worth 
mentioning that the mean accuracy scores of both real words and target non-words in the DPT 
were higher than in the IPT. The differences in accuracy between IPT and DPT were highly 
significant for real words (Z = -2.998, p = 0.003, d = 1.08), as well as for target non-words (Z 
= -3.339, p = 0.001, d = 1.24). This indicates that participants learned the target non-words 
as well as being able to retain these newly learned words in the DPT. 
Table 4.17 Mean accuracy scores and standard deviations on the SPT (IPT and DPT) 
target non-words and real words 
 
SPT 
N = 40 
Non-words 
(Max = 16) 
Real words 
(Max = 96) 
 
 
Sig/Diff Mean SD Mean SD 
IPT 70.00% 25.72 95.26% 4.60 0.001 
DPT 80.94% 23.64 96.82% 4.79 0.001 
 
The participants’ SPT (IPT and DPT) mean scores were also divided according to the ET 
types: when the group had received the ET with target non-words from the two passages (A1 
or B1), and when they had been given the ET-distractor versions for either of the two 
passages (A2 or B2). Firstly, a comparison in SPT (IPT and DPT) scores between A1 and B1 
was made: no significant differences were found between SPT (IPT and DPT) scores, whether 
participants had taken A1 or B1. Another comparison was made in SPT (IPT and DPT) scores 
between A2 and B2, and again no significant differences were obtained. Then, SPT-A1 was 
combined with SPT-B1 scores and SPT-A2 with SPT-B2 for both IPT and DPT scores. It was 
expected (Prediction 1 of RQ1) that the Semantic Priming Task scores would demonstrate better 
retention of the meaning of target non-words in the group which had carried out the elaboration 
task with the target non-words. The results showed that there were no significant differences in 
accuracy on SPT for either the IPT or the DPT, which indicates that participants showed similar 
performance in the SPT both (IPT and DPT) whether or not they had taken the ET with non-
words. 
In terms of the speed of processing RTs, all error trials were excluded from the reaction 
time data. Table 4.18 shows the RT means of target non-words and real words (distractors) on 
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the SPT (IPT and DPT). As expected, the RTs of the real words were shorter than the RTs for 
target non-words on the SPT both (IPT and DPT) (see Table 4.18). The differences in RTs 
between real words and target non-words were highly significant for the SPT (IPT) (Z = -4.633, 
p = 0.001, d = 2.15), as well as for the SPT (DPT) (Z = -4.516, p = 0.001, d = 2.04). It is also 
worth mentioning that the response time of both real words and target non-words in the DPT 
was shorter than in the IPT. The RT differences between IPT and DPT were highly significant 
for real words (Z = -2.621, p = 0.009, d = 0.91), as well as for non-words (Z = -2.791, p = 0.005, 
d = 0.98). 
Table 4.18 Means and standard deviations of the RTs for target non-words and real 
words on the SPT (IPT and DPT) 
SPT  
N = 40 
Target non-words Real words  
Sig/Diff 
Mean SD Mean SD 
IPT 906.05 233.19 773.81 133.82 0.001 
DPT 842.03 179.34 744.00 109.27 0.001 
The participants’ SPT (IPT and DPT) RT means were also divided according to the ET 
types: when the group had taken the ET with target non-words from the two passages (A1 or 
B1), and when they had been given the ET-distractor versions for either of the two passages 
(A2 or B2). Firstly, a comparison in RTs from the SPTs was made for participants who had 
taken either the A1 or the B1 ET. This did not result in significant differences in response 
time between both SPTs (IPT and DPT). The conclusion was therefore drawn that ET A1 and 
B1 affected the RTs for the SPTs in the same way. Another comparison was made between RTs 
on the SPT (IPT and DPT) for participants who had taken either A2 or B2. Again, no significant 
differences were found. It is therefore concluded that the ET distractor tasks A2 and B2 affected 
the RTs in the SPT in similar ways. Then, the RTs from the SPT were compared for the groups 
who had taken the ET with target non-words (either A1 or B1) and the groups who had taken 
the distractor ET with real words (either A2 or B2). Participants from the latter groups had not 
had any training in the use of the non-words through the ET.  
It was predicted (Prediction 1 of RQ1) that the reaction time (RT) for target non-words 
would be faster for the group which had carried out the elaboration task with the target non-
words. Based on the RT means of SPTs (IPT and DPT), the results showed that there were no 
significant RT differences for these two groups. Whether they had taken the ET with target non-
words or not did not enhance the RTs on the SPT (see Appendix 20f).  
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Overall, it seems from the general percentage accuracy scores, that participants were 
better at retaining real words than target non-words, and the response time for the real words 
was also shorter than for target non-words in both the IPT and the DPT of the SPT. It was also 
found that for both real words and target non-words, the participants’ accuracy scores on the 
DPT were higher than on the IPT, and also their processing speed in the DPT was shorter than 
in the IPT. No significant differences were found between groups taking ETs with or without 
target non-words, as shown by the accuracy scores and RTs for SPTs (IPT and DPT).  
4.4.6 The contribution of depth of processing to improving L2 readers’ retention of the 
meaning of new words 
The first research question of this study was to investigate whether a task with a 
high involvement component, the ET, could contribute to the retention of the meaning of 
new words encountered in a reading task. The independent variables were the mean target 
non-word scores for the ET in the two passages (A1-B1). The dependent variables were the 
scores on the SPT (IPT), the SPT (DPT) and the VKS. 
From the results presented in Section 4.4.4, it was clear that the ET with the target non-
words had enhanced the retention of the non-words in the VKS scores. However, from the 
mean accuracy scores of SPT (IPT and DPT) shown in Section 4.4.5, it seems that the 
participants showed similar performance in the SPT (IPT and DPT), whether or not they had 
taken the ET with target non-words. As can be noticed, the results obtained from the VKS 
were different from those found on the SPTs, which will be further clarified in the discussion 
chapter. 
Spearman Correlations were computed to examine how the ET target non-word scores 
related to the non-word scores of VKS, and non-word scores of SPT (IPT and DPT). There 
was a highly significant correlation between ET non-word scores and SPT (IPT) target non-
word scores (r = 0.540, p < 0.01) as well as between ET non-word scores and SPT (DPT) 
target non-word scores (r = 0.631, p < 0.01) (see Table 4.19). 
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Table 4.19 Spearman Correlations between target non-word scores of ET (A1 and B1), 
target non-word scores of VKS, SPT (IPT and DPT) for both passages 
 
 
 
N = 40 
ET target 
non-word 
scores 
VKS target 
non-word 
scores 
SPT (IPT) 
target non-
word scores 
SPT (DPT) 
target non-
word scores 
 
ET target non-
word scores 
 
___ 
   
 
VKS target non-word 
scores 
 
0.227 
 
___ 
  
SPT (IPT) target non-
word scores 
 
0.540** 
 
0.306 
 
___ 
 
SPT (DPT) target non-
word scores 
 
0.631** 
 
0.275 
 
0.592** 
 
___ 
       * Correlation is significant at the 0.05 level (2-tailed) 
Three regression analyses were computed to investigate the association of administering 
the ET with learning and retention of the meaning of new words encountered in a reading task. 
First of all, a regression analysis was computed with the target non-word scores of VKS as 
the dependent variable, then with target non-word scores of SPT (IPT), and, lastly, with the 
target non-word scores of SPT (DPT) as the dependent variables. The independent variable 
was the target non-word scores of ET (A1-B1). The regression model suggested that the 
learners’ ET non-word scores did significantly associate with the target non-word scores in 
the VKS (B = 0.311, p = 0.05). However, the explanatory power of the model was limited, 
as suggested by an adjusted R square value of 0.096. This means that 9.6% of the variance 
in VKS non-word scores was accounted for by the ET non-word scores (see Appendix 20c). 
It was also suggested that the learners’ ET non-word scores significantly related to the 
target non-word scores in the SPT (IPT) (B = 0.544, p = 0.001). The model had a stronger 
explanatory power, as suggested by an adjusted R square value of 0.296. This means that 
29.6% of the variance in SPT (IPT) non-word scores was accounted for by the ET non-word 
scores (see Appendix 20d). Lastly, the regression model also suggested that the learners’ 
ET non-word scores significantly associated with the target non-word scores in the SPT (DPT) 
(B = 0.602, p = 0.001). The model had an explanatory power, as suggested by an adjusted R 
square value of 0.363. This means that 36.3% of the variance in SPT (DPT) non-word scores 
was accounted for by the ET non-word scores (see Appendix 20e). This clearly contrasts 
with the findings mentioned previously (in Section 4.4.5) which show the absence of 
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significant differences on the SPTs between groups taking ETs with or without target non-
words. Nevertheless, the results suggested by the regression model seem to provide strong 
evidence for the association of the ET on the retention of the target non-words. Therefore, 
Hypothesis 1 was supported by the findings, since it seems from the results shown above, 
that the ET with the target non-words had a positive relationship with the participants’ target 
non-word scores on the VKS and the SPT (IPT and DPT). 
4.4.7 Priming conditions 
The second research question of this study was to explore to what extent cross-language 
semantic priming enhances word recognition in L2 learners of English. Four types of primes 
were used with each target non-word: Arabic root prime (1), Arabic and English prime (2), 
unrelated word prime (3), and unrelated non-word prime (4) (see Section 4.3.7). It was 
predicted (Prediction 1 of RQ2) that L2 learners would be faster at recognising L2 words from 
L2 semantically related prime words. With the two conditions of the target non-words, it was 
possible to identify the baseline measure for semantic relatedness, i.e., to determine 
whether participants had started to build lemmas with L2 word meanings or whether they 
continued to map the L1 lemma content onto the target L2 form. If participants had acquired 
the target meaning in English, it was predicted that accuracy scores in the SPT (IPT and DPT) 
would be higher for condition 2 than for condition 1, and if they were still relying solely on 
the Arabic lemma, the highest scores would be obtained by condition 1, followed by condition 
2. 
The mean accuracy scores of the four conditions of non-words in SPT (IPT) in the two 
passages are presented in Table 4.20. There was a significant difference in accuracy between 
1 and 2 (Z = -2.129, p < 0.03, d = 0.72), as the mean accuracy scores in condition 2 were 
significantly higher than they were in condition 1. This shows that participants’ responses 
were facilitated by the Arabic and English prime and not solely by the Arabic prime. 
Accuracy rates were significantly higher in condition 3 than 1 (Z = -2.619, p < 0.009, d = 0.91); 
another significant difference in accuracy rates was that they were higher in condition 4 than in 
3 (Z = 2.200, p = 0.02, d = 0.74). The overall results, after comparing the four conditions of 
the target non-words for the two stories, were as follows: 1 < 2 = 3 < 4 (see Table 4.20). 
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Table 4.20 Mean accuracy scores and standard deviations for different priming 
conditions in the SPT (IPT) 
 
N = 40  
Max = 4 
Passages A&B 
Mean SD 
Arabic root prime (1) 2.48  
62.00% 
1.20 
Arabic & English prime (2) 2.75 
 68.75% 
1.19 
Unrelated word prime (3) 2.85 
 71.25% 
1.19 
Unrelated non-word prime (4) 3.13 
 78.25% 
0.99 
The mean accuracy scores of the four conditions of target non-words in the SPT (DPT) in 
both passages are presented in Table 4.21. Accuracy scores were just significantly higher in 
condition 1 than condition 3 (Z = -1.999, p < 0.04, d = 0.67), but the difference between 
conditions 1 and 2 failed to reach significance. This indicates that, in terms of accuracy, the 
ability of the Arabic and English primes to facilitate recognition of the meaning of target 
words, observed at IPT, had disappeared. The overall results after comparing the four 
conditions of the target non-words in the DPT were as follows: 1 = 2 = 3 < 4 (see Table 4.21). 
Table 4.21 Mean accuracy scores and standard deviations for different priming 
conditions in the SPT (DPT) 
 
N = 40 Passages A & B 
Mean SD 
Arabic root prime (1) 3.36 
84.00% 
0.90 
Arabic & English prime (2) 3.27 
81.75% 
1.07 
Unrelated word prime (3) 3.13 
78.25% 
1.19 
Unrelated non-word prime (4) 3.40 
85.00% 
0.93 
 
With respect to the RTs, table 4.22 presents the RT means of the four priming types 
used with each target non-word in SPT (IPT and DPT). As mentioned in Section 4.3.7, if 
participants had started to build lemmas with L2 word meanings, it was predicted that the RT 
on the SPT (IPT and DPT) would be 2 < 1 and if they were still relying on the Arabic 
representation of the target, then the following order was predicted: 1 < 2. This predication was 
not supported by the RT data (IPT), in contrast to the accuracy data. The only significant 
difference was obtained between the RT means of Conditions 3 and 4 (Z = -2.226, p = 0.026, 
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d = 0.75). The overall rank order of RTs, according to the four priming conditions in the 
SPT (IPT), was as follows: 1 = 2 = 3 > 4 (see Table 4.22). 
Table 4.22 Means, standard deviations and percentage accuracy scores of the RTs 
for different priming conditions in the SPT (IPT) 
 
 
N = 40 
Passages A & B 
Mean SD 
Arabic root prime (1) 909.09 
62.00% 
242.53 
Arabic & English prime (2) 907.17 
68.75% 
392.64 
Unrelated word prime (3) 918.42 
71.25% 
234.27 
Unrelated non-word prime (4) 859.41 
78.25% 
190.15 
 
The RT means of the four conditions of target non-words in the SPT (DPT) in both 
passages are presented in Table 4.23. The RT difference between 2 and 1 was highly 
significant (Z = -3.314, p = 0.001, d = 1.23), thus supporting the prediction that participants 
more likely to be relying on L2 integration of the lemma than L1 mediation in the delayed post-
test. The RT mean of 2 was also shorter than the RT mean for 3 (Z = -2.444, p = 0.01, d = 0.84). 
The overall rank order of the RTs after comparing the four conditions of the non-words RT in 
the DPT was as follows: 1 > 2 < 3 = 4 (see Table 4.23). 
Table 4.23 Means, standard deviations and percentage accuracy scores of the RTs 
for different priming conditions in the SPT (DPT) 
 
 
N = 40 
Passages A & B 
Mean SD 
Arabic root prime (1) 880.98 
84.00% 
208.92 
Arabic & English prime (2) 798.93 
81.75% 
210.64 
Unrelated word prime (3) 850.52 
78.25% 
197.71 
Unrelated non-word prime (4) 817.88 
85.00% 
207.34 
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Taking these findings together, it appears that in terms of accuracy, there was evidence at 
IPT that participants were not solely reliant on the Arabic prime, but this effect disappeared at 
DPT, whereas with respect to the RTs, no effect was found at IPT, but there was evidence that 
they had started to build lemmas with L2 word semantics at DPT. 
It was also predicted (Prediction 2 of RQ2) that the group which had carried out an elaboration 
task with target non-words would succeed in obtaining a priming effect from L2 semantically 
related prime words. Tables 4.24 and 4.25 represent the accuracy scores of the four conditions 
of non-words according to the ET types: when the group had taken the ET with target non-words 
from the two passages (A1 or B1), and when they had received the ET-distractor versions for 
either of the two passages (A2 or B2). Accuracy scores were marginally significantly higher in 
condition 2 than condition 1 for the group who had taken the ET with non-words in the SPT (IPT) 
(Z = -1.897, p = 0.05, d = 0.63). This indicates, as predicted, that participants’ responses were 
facilitated by the Arabic and English prime and not solely by the Arabic prime. Accuracy 
scores were significantly higher in condition 3 than condition 1 for the same group in the SPT 
(IPT) (Z = -2.138, p = 0.03, d = 0.76). The overall results, after comparing the four conditions 
of the target non-words for the ET non-word group in the IPT, were as follows: 1 < 2 = 3 = 4. 
No differences were found between any of the four priming conditions of the non-words in 
the IPT for the group who had taken the ET-distractor version (see Table 4.24). These results 
indicate that in the IPT, the ET for non-words facilitated acquisition of those target words, whereas 
the distractor ET had no effect on performance. 
Table 4.24 Mean accuracy scores and standard deviations for the SPT (IPT) four priming 
conditions of the target non-words by elaboration task type 
 
 
(N = 40) 
SPT/ET A1 
or B1 
SPT/ET A2 or 
B2 
Mean SD Mean SD 
Arabic root prime (1) 1.31 
65.50% 
0.73 1.20 
60.00% 
0.78 
Arabic & English prime (2) 1.48 
74.00% 
0.72 1.28 
64.00% 
0.75 
Unrelated word prime (3) 1.50 
75.00% 
0.72 1.35 
67.50% 
0.70 
Unrelated non-word prime (4) (Max = 2) 1.58 
79.00% 
0.71 1.55 
77.50% 
0.68 
As presented in Table 4.25, the results revealed that accuracy scores in condition 1 were 
higher than those for condition 2 for the group who had taken the ET with target non-words in the 
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DPT. An analysis with the Wilcoxon’s Signed Ranks test showed that these differences were 
significant (Z = -2.309, p = 0.02, d = 0.78). Accuracy scores were significantly higher in condition 
1 than condition 3 (Z = -1.999, p < 0.04, d = 0.67) for the same group. This indicates that the group 
who had taken the ET with non-words were relying on the Arabic representation of the target 
meaning of the target non-words in the DPT, in contrast to their performance patterns at IPT, as 
shown in Table 4.25. Accuracy scores were just significantly higher in condition 4 than 
condition 3 (Z = -2.111, p = 0.03, d = 0.71) for the same group. The overall results, after comparing 
the four conditions of the target non-words for the ET non- word group in the DPT were as 
follows: 1 > 2 = 3 < 4 (see Table 4.25). 
No differences were found between conditions 1 and 2 in the DPT for the group who had 
taken the ET- distractor version, which confirmed that the distractor ET had no effect on 
performance scores. A significant difference in accuracy was found (Z = -2.121, p = 0.03, d = 
0.71) between 3 and 4 in the DPT for the group who had taken the ET-distractor version (see Table 
4.25). The overall results, after comparing the four conditions of the target non-words for the 
ET-distractor version group in the DPT, were as follows: 1 = 2 = 3 < 4. 
Table 4.25 Mean accuracy scores and standard deviations for the SPT (DPT) four priming 
conditions of the target non-words by elaboration task 
 
 
(N = 40) 
SPT/ET 
A1 or B1 
SPT/ET   
A2 or B2 
Mean SD Mean SD 
Arabic root prime (1) 1.79 
89.50% 
0.52 1.58 
79.00% 
0.71 
Arabic & English prime (2) 1.60 
80% 
0.63 1.55 
77.50% 
0.75 
Unrelated word prime (3) 1.60 
80% 
0.71 1.48 
74% 
0.78 
Unrelated non-word prime (4) (Max = 2) 1.78 
89.00% 
0.53 1.63 
81.50% 
0.67 
 
Tables 4.26 and 4.27 represent the RT means of the four conditions of target non-words 
according to the ET types: when the group had taken the ET with non-words from the two 
passages (A1 or B1), and when they had been given the ET-distractor versions for either of the 
two passages (A2 or B2). The difference in RTs between 2 and 1 was highly significant for the 
group who had taken the ET with non-words in the SPT (IPT) (Z = -2.627, p = 0.009, d = 0.91), 
which showed that the RT mean of 2 was shorter than the RT mean for 1. This indicates that the 
group who had carried out the ET with target non-words were relying not only on the Arabic 
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semantic system but the Arabic and English primes facilitated recognition of the meaning 
of target words encountered at the time of the IPT. The overall results after comparing 
the four conditions of the target non-words RT for the ET non-word group in the IPT were as 
follows: 1 > 2 = 3 = 4. No differences were found in RT means between all four priming 
conditions of the non-words in the IPT for the group who had taken the ET-distractor 
version (see Table 4.26). 
Table 4.26 Means, standard deviations and percentage accuracy scores of the RT for the 
SPT (IPT) four priming conditions of the target non-words by elaboration task 
 
 
(N = 40) 
SPT/ET 
A1 or B1 
SPT/ET 
A2 or B2 
Mean SD Mean SD 
Arabic root prime (1) 937.30 
65.00% 
262.53 884.56 
60.00% 
300.44 
Arabic & English prime (2) 879.70 
74.00% 
583.84 917.13 
64.00% 
314.86 
Unrelated word prime (3) 890.96 
75.00% 
286.92 948.36 
67.50% 
290.26 
Unrelated non-word prime (4) (Max = 2) 817.29 
79.00% 
226.27 883.90 
77.50% 
226.56 
 
A significant difference was found between 2 and 1 for the group who had taken the ET with 
target non-words in the DPT (Z = -3.342, p = 0.001, d = 1.25), which showed that the RT mean 
of 2 was shorter than the RT mean for 1. The RT mean of 2 was also shorter than the RT mean 
for 3 (Z = -2.899, p = 0.004, d = 1.03). This also indicates that the group who had carried out 
the ET with target non-words had started to build lemmas with L2 word meanings at the time of 
the DPT. There was also no difference in RT mean between 3 and 4 for the same group. The 
overall rank order of RTs according to the four priming conditions was as follows: 1 > 2 < 3 = 4. 
The results showed that no differences were found in RT means between all four priming 
conditions of the target non-words for the group who had taken the ET-distractor version (see 
Table 4.27). 
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Table 4.27 Means, standard deviations and percentage accuracy scores of the RT for the 
SPT (DPT) four priming conditions of the target non-words by elaboration task 
 
 
(N = 40) 
SPT/ET 
A1 or B1 
SPT/ET A2 
or B2 
Mean SD Mean SD 
Arabic root prime (1) 916.55 
89.50% 
255.70 808.26 
79.00% 
200.14 
Arabic & English prime (2) 794.46 
80.00% 
237.23 796.79 
77.50% 
163.39 
Unrelated word prime (3) 855.32 
80.00% 
214.32 823.36 
74.00% 
261.22 
Unrelated non-word prime (4) (Max = 2) 809.87 
89.00% 
208.18 813.63 
81.50% 
233.78 
 
Overall, for the four conditions of the target non-words, the accuracy scores indicated that 
participants had started to build lemmas with L2 word semantics in the SPT (IPT), but this 
effect disappeared in the DPT. The DPT RT means further indicated that participants were more 
likely to be relying on L2 integration of the lemma than L1 mediation, whereas there was no 
evidence of this finding in the IPT. An examination of the effect of the different priming 
categories in the elaboration task revealed that in the IPT, the group who had taken the ET with 
target non-words produced more accurate responses when an Arabic and English prime was 
used, indicating that they had started to build lemmas with L2 word meanings, but this effect 
was reversed at DPT. By contrast, the distractor version group did not result in significant 
differences in any of the four priming conditions of the target non-words in the IPT and the 
DPT. Therefore, in terms of accuracy, the overall effect of facilitating the Arabic and English 
prime was solely attributable to the effectiveness of the ET involving the target non-words at IPT. 
The RT results showed that the group who had taken the ET with non-words were relying 
not only on the Arabic semantic system but also the ability of the Arabic and English primes 
to facilitate recognition of the meaning of target words observed at both IPT and DPT. The 
distractor version group, on the other hand, did not yield significant differences in any of the 
four conditions of the target non-words in the IPT or the DPT. Overall, all the RT results 
reported here indicate that participants who received the non-word ET had started building 
lemmas with L2 word semantics in both the IPT and the DPT, and that the distractor ET had no 
effect on processing times in the IPT or DPT. 
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4.4.8 The contribution of frequency to L2 vocabulary acquisition 
The third research question of the current study aimed to investigate whether frequency of 
occurrence of the target words or frequency of the original words which had been replaced by 
target non-words explained the learning and retention of these words. The four target non-
words were controlled by their occurrence in the texts and categorised into two sets: two 
non-words which occurred eight times (cenedies in Passage A and pocoko in Passage B), and two 
non-words which occurred four times (toroko in Passage A and sataca in Passage B). It 
was expected (Prediction 1 of RQ3) that target non-words which occurred more frequently in 
the texts would be better learned and retained, as evidenced by higher accuracy scores on the 
post-tests. Tables 4.28 reveal the mean accuracy scores of the non-words that occurred eight 
times and four times on the VKS. Although the scores appeared to be slightly higher for the words 
which occurred eight times, there was no difference between the scores for both groups of words 
on the VKS. However, as shown in Table 4.29, there was a significant difference between the two 
groups of words on the SPT (IPT) (Z = -2.134, p =0.03, d = 0.72), which indicates that high 
frequency of repetition did significantly enhance learning and retention of the target non-words 
in the IPT. This difference was no longer visible in the DTP.  
Table 4.28 Mean accuracy scores on the VKS and standard deviations of target non-
words appearing eight times or four times in the reading passages 
 
 
 
N = 40 
VKS 
(Max = 4) 
NW occurring 
8 times 
NW occurring 
4 times 
Sig/Diff 
Mean 2.90 
72.50% 
2.63 
65.75% 
 
NS 
SD 1.26 1.29 
 
Table 4.29 Mean accuracy scores on the SPT (IPT and DPT) and standard deviations of 
the target non-words appearing eight times or four times in the reading passages 
 
 
 
N = 40 
(Max = 8) 
SPT (IPT) SPT (DPT) 
NW 
occurring 
8 times 
NW 
occurring 
4 times 
 
Sig/Diff 
NW 
occurring 
8 times 
NW 
occurring 
4 times 
 
Sig/Diff 
Mean 6.34 
79.25% 
5.68 
71.00% 
 
0.03 
6.84 
85.50% 
6.28 
78.50% 
 
NS 
SD 1.98 2.37 1.77 2.41 
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The speed with which learners processed non-words appearing eight times and four times 
was also analysed (see Table 4.30). For both the IPT and the DPT, the results revealed that there 
were no significant RT differences for non-words appearing with different frequencies. 
This means that the frequency of occurrence of the target non-words in passages A and B did not 
significantly explain the speed with which learners recognised the meaning of the non-words in 
the SPT. 
Table 4.30 Means and standard deviations of the RTs for target non-words appearing 
eight times or four times on the SPT (IPT and DPT) 
 
 
N = 40 
SPT (IPT) SPT (DPT) 
NW 
occurring 
8 times 
NW 
occurring 
4 times 
Sig/Diff NW 
occurring 8 
times 
NW 
occurring 4 
times 
Sig/Diff 
Mean 912.16 872.86  
NS 
838.77 858.73  
NS 
SD 252.57 212.75 165.64 245.29 
The potential contribution of the frequency of the original words (which had been replaced 
by target non-words) to learning and retention of these words was examined. Two target non-
words replaced high- frequency (1k) real words: cenedies, meaning “human” and sataca, 
meaning “trip,” and two non-words replaced low-frequency real words: toroko, meaning “sting” 
(4k), and pocoko, meaning “suburb” (3k). It was also expected (Prediction 2 of RQ3) that target 
non-words which replaced high-frequency words in the text would be better learned and retained. 
There were no significant differences in accuracy between non-words which replaced high-
frequency words (HF) and those which replaced low-frequency words (LF) on VKS and SPT (IPT 
and DPT), which suggested that word frequency of the original words did not contribute to 
learning and retention of the target non-words (see Tables 4.31 and 4.32). 
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Table 4.31 Mean accuracy scores and standard deviations on the VKS for target non-
words which replaced high- frequency words (HF) and low- frequency words (LF) in the 
reading passages 
VKS (Max = 4) 
N = 40 HF - NW LF - NW Sig/Diff 
Mean 2.68 
67.00% 
2.85 
71.25% 
 
NS 
SD 1.21 1.35 
 
Table 4.32 Mean accuracy scores and standard deviations on the SPT (IPT and DPT) 
for target non-words which replaced high-frequency words (HF) and low-frequency words 
(LF) in the reading passages 
 
 
(Max = 8) 
SPT (IPT) SPT (DPT) 
HF - NW LF - NW Sig/Diff HF- NW LF - NW Sig/Diff 
 
 
N = 40 
Mean 5.87 
73.38% 
6.21 
77.63% 
 
NS 
6.24 
78.00% 
6.89 
86.13% 
 
NS 
SD 2.26 2.25 2.34 1.97 
The focus was then shifted to the speed processing (RTs) of the original words from 
Passages A and B which had been replaced by target non-words. As can be seen in Table 4.33, 
in the IPT no significant difference was found for RTs for items which replaced high-frequency 
words (HF) and items which replaced low-frequency words (LF). In the DPT, by contrast, a 
significant difference between these two categories was revealed (Z = -2.679, p = 0.007, d = 0.94). 
Contrary to expectations, however, the speed with which respondents recognised these words 
was shorter for the LF items than for the HF items in the SPT (DPT). 
Table 4.33 Mean and standard deviations of the RT of target non-words which replaced 
high-frequency words (HF) or low frequency (LF) on the SPT (IPT and DPT) 
 
 
N = 40 
SPT (IPT) SPT (DPT) 
HF - NW LF - NW Sig/Diff HF - NW LF - NW Sig/Diff 
Mean 919.22 875.45  
NS 
871.01 809.54  
0.007 
SD 229.86 259.50 217.17 167.62 
In summary, as expected, the SPT (IPT) results showed that target non-words which occurred 
eight times were better retained than target non-words which occurred four times. It was also 
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observed that word frequency of the words from the original text (which had been replaced by 
target non-words) did not explain the learning and retention of these non-words. The RT results 
revealed that the frequency of occurrence of the target non-words and the frequency of the 
original words which had been replaced by the target non-words did not significantly contribute 
to the speed with which learners processed the meaning of the target non-words. 
4.5 Discussion  
4.5.1 Introduction  
The purpose of this section is to discuss the results of Study 2 described above. First of all, 
the theoretical implications are examined in the light of the available research included in the 
literature review chapter, showing the extent to which the present findings compare to those in the 
relevant literature. The last sub-section below presents some pedagogical implications of the 
findings that need to be considered when using L2 vocabulary activities. 
4.5.2 Theoretical implications of the results 
The three key theoretical implications arising from the results presented in Study 2 are 
summarised in Figure 4.3. 
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Figure 4.3 Key findings of Study 2 
This study sought to investigate to what extent an elaboration task (ET) that requires 
participants to reflect on the meaning of a set of target words can enhance these learners’ retention 
of the meaning of these words that had been encountered previously in a reading task. The results 
of this study show that an ET has a significant positive correlation with retaining new words, as 
measured by both immediate and delayed post-tests, confirming the possibility of incidental 
vocabulary learning through reading if relevant post-reading activities are undertaken.  
Based on the regression model, the results show that ETs which required participants to reflect 
on non-words significantly contributed to participants’ retention of target non-words, as shown by 
the offline and the receptive recognition online post-tests. This fully supports earlier research by 
Paribakht and Wesche (1997), who found that practising new words in a post authentic reading 
exercise can enhance learning these new words. The present results also provide evidence for the 
Involvement Load Hypothesis (ILH), as in Hulstijn and Laufer (2001), and indicate that ETs with 
-Based on the regression model, the ET which
required learners to use a high level of Evaluation
contributed to the retention of L2 meaning of new
words encountered in a reading task.
RQ1: To what extent can an
elaboration task which
requires respondents to
evaluate the meaning of a set of
non-words contribute to
retention of the meaning of
these non-words that had been
encountered in a reading task
beforehand?
Based on Jiang’s (2000) model:
-L2 learners could link the L2 meaning to the L2
English form in the IPT of SPTs, but this effect had
disappeared one week later.
•In terms of the contributions of ETs, L2 who had
taken the ET involving the target non-words were
able to link the L2 lemma semantic information to
the target L2 form, but this effect disappeared in the
DPT.The group that had completed the distractor
version of the task, by contrast, did not show
differences in results for any of the four conditions
of the target non-words in the SPTs.
RQ2: To what extent does
cross-language semantic
priming enhance word
recognition in L2 learners of
English?
-The frequency of occurrence of L2 new words has
positively enhanced the meaning recognition of these
words, however, this disappears over time as
measured by DPT.
RQ3: To what extent can
frequency of occurrence and
frequency bands of target words
explain learning and retention
of these words encountered
through reading?
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a high level of evaluation can contribute to furthering L2 vocabulary learning and retention. This 
finding contrasts with Folse (2006), who claims that depth of processing is not a factor in word 
learning and that the of word exposure alone can mainly explain word learning. Likewise, Yaqubi 
et al. (2010) found that L2 learners who completed different tasks with a lower involvement index 
obtained higher scores than L2 learners who carried out tasks with a higher index.  
The current findings from the VKS accuracy scores reveal, as expected, that the meaning of 
target non-words was better retained in the group that had carried out ETs with these words. This 
also confirms Laufer and Hulstijn’s (2001) viewpoint on the ILH and indicates that ETs with a 
higher degree of involvement result in better acquisition and retention of the meaning of new 
words than ETs with a lower degree of involvement. However, the contribution of the ETs could 
not be detected in the SPTs, as shown in the absence of differences in accuracy scores and RTs 
between groups taking ETs with or without target non-words. The main reason for this result may 
be due to factors such as time pressure, participants’ familiarity with the task, and the possibility 
of answering correctly by chance, which should be considered when discussing the SPT data. The 
comparison between pre-tests and post-tests reveals that the participants’ scores increased in the 
post-tests, which clearly suggests that the participants were more familiar with the format of the 
SPT in the DPT, and their familiarity with the SPT format can be considered as an important factor 
that may affect their responses. This contradictory finding clearly requires further investigation in 
order to find out to what extent a post-reading task with a high involvement component can 
contribute to L2 word retention and how this contribution is best measured. 
The general percentage accuracy scores indicate that participants are better at retaining real 
words than target non-words, as was found in Study 1, which is to be expected, as learners are 
often more familiar with words they already know than with newly learned words. The learners’ 
RTs for real words are also shorter than for target non-words in both the immediate and delayed 
post-test of the SPT. The results further reveal that the mean accuracy scores of L2 learners 
increase for both real words and target non-words from the IPT to the DPT. The RT results also 
show that, for both real words and non-words, the participants’ processing speed in the DPT is 
shorter than in the IPT. On the one hand, as mentioned previously, this could mean that the 
participants were more familiar with the format of the SPT and therefore performed better the 
second time round. On the other hand, it is possible that the effects of the learning effects are only 
visible at a later stage, as suggested by Kim (2011), who notes that the impact of different 
involvement tasks may not be shown immediately but only at a later stage.  
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In terms of Jiang’s (2000) three-stage model of L2 lexical development, it is perhaps possible 
to claim that students were able to map L2 semantic content onto the target L2 form in the IPT, 
but these L2 learners revert to relying more often on the L1 word meanings in the DPT. The L2 
learners in the current study, thus, could link the L2 meaning to the L2 English form in the IPT of 
SPTs, but this effect disappeared one week later. This pattern confirms Jiang’s (2000) suggestion 
that most of the L2 words become fossilised in the second stage (i.e., the L1 lemma mediation 
stage), due to the previously established L1 lemma (semantic information) mediation, which may 
prevent L2 learners from extracting L2 lemma information from the input. The difficulties in 
creating an L2 lemma may be due to the L1 lemma availability for those L2 learners, which may 
block access to L2 lexical entry. Moreover, factors other than input and the existence of L1 lemma 
information that were not studied in this project may have affected L2 lexical processing and 
development.  
With respect to the contributions of the ETs, participants who carried out the ET involving 
non-words in the IPT were better at recognising target words after primes that were related to 
English and Arabic than at recognising target words that were shown after primes that were related 
only to Arabic, but this effect was reversed in the DPT. The RT results also indicate that 
participants who took the non-word ET continued to link the L2 lemma semantic information to 
the target L2 form. In contrast, the group that completed the distractor version of the task showed 
neither differences in any of the four conditions of the target non-words in the IPT or the DPT, nor 
any differences in processing times in either the IPT or the DPT. Therefore, these results support 
the conclusion that tasks with higher involvement load (such as the ET in this study) enhance 
vocabulary learning and retention in reading tasks. This again strongly supports Laufer and 
Hulstijn’s (2001) claim, based on the ILH: tasks that require processing words more deeply result 
in better acquisition and retention of new words.  
Non-words that replace HF words or occur more frequently in texts were also expected to be 
better retained. The results from the current study reveal that target non-words occurring more 
frequently are better retained in the IPT. These findings directly support studies on frequency of 
word exposure through reading (Horst et al., 1998; Pigada & Schmitt, 2006; Waring & Takaki, 
2003), which provide evidence for the contribution of word frequency to incidental vocabulary 
learning. The present findings also concur with Study 1’s conclusions that, for L2 learners, the 
enhancement of frequency disappears over time, beginning one week later. These findings also 
confirm Eckerth and Tavakoli’s (2012) point that incidental vocabulary learning needs to be built 
up through repeated exposure, in addition to an elaborate processing of L2 lexical items. Contrary 
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to expectations, this study revealed that the frequency with which target non-words occurred did 
not explain learners’ speed in processing the meaning of the non-words. The present findings 
further confirm Study 1’s results, as the frequency of the original words that are replaced by target 
non-words did not increase learners’ chances to learn or retain the meaning of new L2 words or 
enhance their speed in processing the meaning of new L2 words.  
4.5.3 Pedagogical implications  
The current findings show how reading tasks can enhance L2 vocabulary learning, which can 
have significant implications for L2 pedagogy. Instructors need to offer students opportunities to 
develop their vocabulary learning skills through reading by using enhancement activities. As 
discussed previously in Section 4.5.2, post-reading activities (such as the ETs in the current study) 
that include target words and require L2 learners to process the meaning of these new words in 
different ways can be a much more effective way to learn L2 vocabulary. Teachers, hence, should 
be conscious of the importance of formulating tasks based on the ILH. For example, instructors 
should be encouraged to design tasks with a high involvement load to enhance learning, including 
understanding different aspects of word knowledge through reading.  
Time spent on tasks (Kim, 2008; Tang & Treffers-Daller, 2016) and the design of suitable 
materials for learning, such as the number of new words encountered in a reading task (Nation, 
2013b), can further affect L2 vocabulary acquisition. Well-designed vocabulary tasks in which the 
proportion of unknown words in a text is appropriate for the learners are also needed in L2 classes. 
The results for the four conditions of the target non-words suggest that the semantic links between 
English and Arabic words should be considered in L2 vocabulary teaching and learning.  
As Jiang (2000) suggests, L2 words must be taught in L2 contexts which provide repeated 
exposure to new words via reading in order to enhance learners’ chances to acquire the meaning 
of new words in L2 contexts. This, then, could help decrease L2 learners’ tendency to rely on their 
L1. The current findings confirm this approach by showing that target non-words that occur eight 
times are better retained than target non-words that occur four times. Teachers can also design 
reading tasks in which students can process target words several times in various L2 contexts. This 
approach can provide better conditions for L2 lexical competence development.  
This study further demonstrates that learners are better at retaining target non-words in the 
DPT than in the IPT, which clearly shows the importance of DPTs, since the impact of learning 
new words may appear at a later stage. Finally, as the above discussion of the practical implications 
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of the present research has highlighted, an awareness of the importance of depth of processing can 
help teachers to develop tasks that are informed by theories of L2 incidental vocabulary learning. 
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Chapter 5: Conclusion 
 
5.1 Introduction 
This chapter concludes the present study. It first relates the contributions made to 
knowledge in the field of L2 vocabulary acquisition. It then gives a summary of the key 
findings, thereby contributing to the understanding of how L2 lexicon can be learned and 
developed incidentally through reading by L1 Arabic learners of English. At the end of the 
chapter, the limitations of the current study are considered, and some suggestions for future 
research are provided. 
5.2 Contributions to Knowledge 
In this part of the conclusion, the contributions to the state of knowledge in the field of L2 
vocabulary acquisition from reading that the current project has attempted to achieve are 
highlighted. In light of the key findings presented from the current study, these contributions are 
discussed in the following sub-sections. 
5.2.1 L2 vocabulary learning and retention from reading 
Both of the studies conducted in this research were carefully designed to obtain insight into 
how new words can be learned incidentally from reading by L1 Arabic learners of English. 
The findings from both studies provide empirical evidence that L2 learners can learn and retain 
new words incidentally from reading. This finding is in line with other results that confirmed the 
possibility of learning vocabulary from reading (Waring & Takaki, 2003; Horst, 2005; Pigada 
& Schmitt, 2006; Brown et al., 2008). The first part of the current study (Study 1) showed that 
L2 learners could learn the form (receptive level) of about three-quarters (74%) of the target 
words, while they could learn the meaning of the target words and use them in a sentence 
(productive level) at a rate of 4.88%. This indicates that at the productive level, approximately 
one in twenty tested words was learned, while at the receptive level, three out of four tested 
words were learned incidentally from reading. Two weeks later, the participants were shown to 
have to retained more than half (63.50%) of the forms (receptive level) of the target words, 
meaning that 2.25 of every 4 tested words were incidentally retained from reading. In addition, 
the Study 2 findings showed that L2 learners were able to recognise the meaning of 70% of the 
target words (receptive knowledge) and learn the meaning and use (productive knowledge) 
of 69.06% of the target words in a sentence. This means that for both receptive and productive 
knowledge, approximately 2.75 of each 4 tested words were incidentally learned from reading. 
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The participants were also able to retain the meaning of 80.94% of the target words a week later, 
which means that 3.25 out of 4 words were retained. Thus, although the rates of learning and 
retention seemed to be quite low, particularly in Study 1, it can be argued that reading 
comprehension can lead to incidental vocabulary acquisition and enrich aspects of word 
knowledge. 
5.2.2 Receptive and productive learning 
The results of Study 1 indicated that reading enhanced incidental L2 vocabulary growth at the 
receptive level better than at the productive level of word knowledge for L1 Arabic learners 
of English. In contrast, the results of Study 2 showed that both the receptive and productive 
levels of word knowledge were enhanced by incidental reading. An important conclusion 
about these two levels of word knowledge, therefore, can be drawn from the present study: 
the results suggest that to learn the new words productively, L2 learners need to process these 
words at deeper levels and more elaborately. This can be accomplished by providing more 
elaborate processing activities that focus more on the meaning or elements of using the words in 
a sentence correctly. As shown in the Study 1 results, it seems that receptive knowledge of 
a word is learned first, and, as appeared in Study’s 2 findings, encouraging L2 learners to 
engage more with the meaning of a word can then facilitate its learning at the level of 
productive knowledge. This is plausible, as L2 vocabulary learning seems to be a progressive 
process; as Melka (1997) pointed out, in this process, receptive word knowledge is normally 
more advanced and productive word knowledge is often learned later than receptive word 
knowledge. 
5.2.3 Retention rates in incidental L2 vocabulary learning 
While this study provided evidence about the amount of new vocabulary that can be 
learned incidentally from reading, it also gave insight into how the retention rates of 
incidental vocabulary increase over time. The delayed post-test in Study 1 showed that L2 
learners could retain their newly learned words, and this effect persisted for nearly two weeks. 
However, as suggested by Waring and Takaki (2003), new words learned from reading are 
likely to be forgotten quickly, and they completely vanish from memory within a few months. 
However, the results of Study 2 revealed that L2 learners’ target word scores increased a 
week later, and the RT results showed that for the new words, the participants’ processing 
speed in the test administered 1 week later was shorter than in the immediate test. This 
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suggests that processing new words more deeply is beneficial for long-term retention of the new 
words learned incidentally from reading. 
5.2.4 L2 lexical development in a reading task 
Study 1 revealed that the forms of new words are learned and retained incidentally from 
reading better than their meanings or use. This is in line with earlier findings suggested by 
Jiang’s (2000) model of vocabulary learning among L2 learners, namely, that the form of the L2 
lexeme can be learned at an earlier stage, while L2 meaning and use is integrated into L2 lexical 
entries at later stages. However, after processing these new words more deeply in Study 2, 
the results reveal that the L2 lemma semantic information seems to be mapped into the target 
L2 form in the immediate post-test, but these L2 learners revert to relying more often on the 
L1 word meanings one week later. This clearly suggests the importance of increased L2 learner 
engagement with the new words they have learned, which will help them to link the L2 lemma 
content to the L2 form, and, as a result, start building a complete L2 lexical entry in L2. 
However, as shown in Study 2, this effect is likely to disappear within a few days. This replicates 
the pattern previously proposed in Jiang’s (2000) model, where most L2 words become fossilised 
in the second stage (i.e., the L1 lemma mediation stage). This shows that new words need to 
be processed more deeply to increase the chances that L2 lexical entries can be developed, 
as suggested by Jiang’s model, where new semantic information from the L2 can be integrated 
into the lemma. 
5.2.5 The contribution of frequency in L2 vocabulary learning and retention 
The immediate post-test in Study 1 showed that word frequency of occurrence enhances L2 
learners’ ability to recognise the form of the target words (receptive knowledge). Study 2 
supported this evidence, as shown in the immediate test, as new words occurring more frequently 
were retained better than those that occurred less frequently (receptive knowledge). This finding, 
therefore, confirms the importance of repeated exposure to new words when it comes to 
enhancing incidental L2 vocabulary learning and clearly suggests that the more words are 
repeated in a text, the better chance there is for receptive knowledge to be obtained. 
The present findings showed that to enhance receptive gains, L2 learners need to 
encounter the new words at least eight times, and they may need further exposure to the new 
words to enhance their incidental vocabulary learning at a productive level. These findings 
directly support previous results on the frequency of word exposure needed in reading (Saragi et 
al., 1978; Webb, 2007), providing evidence for the significant enhancement of word frequency on 
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incidental receptive learning. However, the delayed post-test in Study 2 supported Study 1’s 
finding that the contribution of frequency disappears over time for L2 learners, which 
again indicates the importance of increased L2 learner engagement with the new words they 
have learned for long-term retention. This suggests a new insight that the frequency of word 
exposure is a necessary but not a sufficient condition to enhance incidental L2 vocabulary 
learning and retention. Hence, it can be argued that in addition to the importance of repeated 
exposure, more elaborate processing of the new words is also essential, where gaining 
receptive knowledge can be a step towards obtaining productive word knowledge, and then, as 
shown in Section 5.2.3, processing the words more deeply can enhance the long-term 
retention of the new words learned incidentally from reading. 
5.2.6 The contribution of vocabulary depth to reading comprehension 
One of the key findings in Study 1 was that in summarising the reading stories, only the 
aspects of meaning and use at productive level of word knowledge significantly explained 
variance in reading comprehension (16% of the variance in reading comprehension). This 
illustrates an important point, namely, that depth of vocabulary at a productive level is more 
important for reading comprehension performance than vocabulary size ( Rashidi & Khosravi, 
2010). This may justify the assumption that learners who are better at understanding words in 
depth are also better at reading comprehension performance. 
The data analysis from Study 1 also revealed a strong correlation between summarising the 
reading text and incidental vocabulary learning at a productive level of knowledge. This indicates 
that learners who are good at summarising stories are also proficient in producing the meaning 
and use of new words. In other words, L2 learners who have a greater depth of word knowledge 
can be more confident in determining and guessing the meaning of new words, which leads 
to success in reading comprehension. This is in line with a previous finding concerning the 
importance of depth of word knowledge for reading comprehension (Zahang &Yang, 2016) and 
confirms that enhancing the depth of vocabulary knowledge (aspects of meaning and use in a 
sentence) at a productive level for specific words can contribute to successful reading. 
5.2.7 The role of the Involvement Load Hypothesis in L2 vocabulary learning and retention 
The findings of Study 2 provide empirical evidence for the claim that the more L2 
learners process and engage with new words, the better they will learn and retain them. 
Moreover, the results of this study revealed that the post-reading task, which required L2 
learners to engage with the new words in the text more deeply by focussing on the meaning and 
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the way these words are used grammatically, demonstrated significant enhancement in their 
incidental L2 vocabulary learning at both the receptive (recognising L2 meaning) and productive 
(providing L2 meaning and use in a sentence) levels of knowledge. In contrast, Study 1 indicated 
that the form of the new words at the receptive level was better learned and retained incidentally 
from reading than the meaning or use at the productive level, for which an extremely low rate 
was observed. This means that receptive knowledge of a word is learned first, and depth of 
processing levels for the word, as shown in Study 2, may then facilitate its learning at the level 
of productive knowledge. 
As discussed above, the Study 1 results showed that there were no differences in L2 
learners’ performance between their immediate and delayed post-test, which means that they 
retained the newly learned words; this effect persisted for nearly 2 weeks. In contrast, the 
Study 2 results showed that L2 learners’ target word scores increased a week later, and the RT 
results also reveal that for the new words learned, the participants’ processing speed in the test 
administered 1 week later was shorter than that in the immediate test. This clearly suggests 
that processing the new words more deeply is crucial for long-term retention of new words learned 
incidentally from reading. 
In terms of L2 lexical development, Study 2’s immediate findings appeared to reveal that L2 
learners could link the L2 meaning to the L2 English form in the IPT of the SPTs. But the delayed 
test showed that L2 learners rely more on the Arabic semantic representation of the target words’ 
meaning which may justify the assumption that L2 learners continue to map the L1 lemma 
information onto the L2 form a week later. The delayed post-test in Study 2 and the findings from 
Study 1 further showed that, for L2 learners, the effects of word exposure frequency disappear 
over time, which again suggests the value of continuing L2 learners’ depth of processing 
with the new words to facilitate long-term retention. Thus, it can be argued that if reading is to 
contribute to incidental L2 vocabulary learning, this is only possible if more elaborate 
processing activities are provided in which L2 learners engage with the meaning of the word in 
the text. 
5.3 Contribution to knowledge: Innovation in research design 
The present study provides a further contribution to the field of incidental L2 vocabulary 
learning research in terms of the research design, as described below. 
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5.3.1 The experimental design 
To achieve the aims of the present project, an innovative experimental design was 
adopted. The design of the current project was carefully created to overcome some 
problematic issues described in previous studies. In the current study, the L2 target non-words 
were created according to Arabic rules to suit Arabic learners of English. In addition, the 
density of unknown words in the text was carefully controlled, based on previous findings 
(e.g., Laufer & Sim, 1985; Laufer, 1989; Hsueh-chao & Nation, 2000; Schmitt et al., 2011). 
The participants who were involved in Study 1 were selected from Qassim University in 
Saudi Arabia several weeks before the experiment was carried out. The selection of the 
passages was based on the scores on the SWRT, which was conducted with L2 learners to 
assess their ability to decode words and their sight-reading skills in order to select the 
appropriate level of difficulty of the YARC passage reading test for them. After selecting the 
appropriate passages, the researcher manipulated the original text of the YARC to ensure 
that reading the text would be challenging but not too complicated. Thus, the two reading 
texts were carefully controlled to prevent the inclusion of a large number of unknown words (2.5% 
of the text was composed of target non-words) encountered in each passage through two 
different exposures. This study also confirmed the findings from Waring and Takaki (2003) and 
Brown et al. (2008) that replacing real words in the texts with non- words as target words is 
an appropriate method to ensure that the participants were not familiar with them in advance. 
This design also added further value to the current project in terms of the way it considered the 
difficulty levels of the texts and measured the learners’ actual vocabulary gain from reading. 
It has been mentioned in the literature that none of the separate word knowledge tests 
can completely assess the whole concept, which requires more than one measurement for more 
precise assessment (Li & Kirby, 2014). In both of the present studies (Study 1 and Study 
2), therefore, a combination of vocabulary measure formats, comprising offline and online 
recognition tests, were employed to assess different aspects of word knowledge. This is an 
important strategy allowing for more accurate data and results. By using the online software 
tests adopted in this research, it was possible to measure lexical access and word recognition 
processes in detail. More importantly, this allowed the researcher to measure the speed of the 
participants’ responses, thereby reflecting how well they could access and recognise the 
word. Finally, it is hoped that the methodology adopted in this research can be a useful example 
that may encourage other researchers to try out similar experimental designs. 
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5.4 Limitations of the study 
Although considerable empirical support was found for the claims made in the current 
study, there are several notable limitations related to different features of the experimental 
design, and these should be highlighted and explained. These limitations are discussed in the 
following sub-sections. 
5.4.1 Sampling 
The number of participants in Study 1 per group (G1 [N = 30], G2 [N = 28]) and particularly 
in the LDT results (G2 [N = 24]) was slightly low. In Study 2, there was a total of 40 participants 
(G1 [N = 20], G2 [N = 20]). Therefore, it is possible that a Type II error has occurred, because of 
lack of statistical power. A power analysis accredited by the Clinical and Translational Science 
Institute at the University of California, San Francisco was then conducted to estimate the sample 
size needed. The online sample size calculator shows that if the effect size was expected to be 
between medium to strong, then between 25 to 63 participants would be required per group. This 
confirms that the number of participants was rather limited for a study of this kind. 
Two main reasons for not involving a larger number of Arabic ESL learners in this research 
will be considered here. The first one is related to the complexity of the current experimental 
design for both Study 1 and Study 2; because of this complexity, many L2 learners were not 
willing to participate in this research. As discussed in Chapter 1 (Section 1.4), due to L2 
learners’ limited experience in reading practice in English and deficiencies in their English 
vocabulary, most of the students opted not to volunteer because they felt that it would be too 
challenging for them to complete all the required tasks in the research. The second reason is 
related to the challenging situation in the university at the time this project was conducted. The 
researcher’s data collection time was extremely limited, and most of the students were busy 
preparing their materials and research for the mid-term examinations, and ultimately, their final 
examinations. The researcher made extensive efforts to manage these challenges, complete the 
experimental design and follow all procedures required for both Study 1 and Study 2 with the 
greatest possible number of L2 participants. 
5.4.2 A new measurement to assess L1 Arabic  
The YARC test was designed for native English speakers aged 11-16 years, and, to the 
author’s knowledge, no other studies have used the YARC test with a sample of postgraduate L1 
Arabic learners of English. Although conducting the YARC test in the present research may be 
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considered a contribution to knowledge in the field, it may also be considered as one limitation of 
the current study’s design because researchers have yet to confirm the YARC test’s reliability and 
validity in the adult Arabic ESL context. In order to overcome this issue, as a first step, the topic 
of YARC passages was carefully selected to be consistent with the Arabic context. The first 
passage discussed a bird called the “Honey Guide,” and the second passage was an interesting 
short story about a “River Girl,” that is, both selected topics were well known and common with 
regard to L2 participants’ background. In the second step, the features of each text were controlled, 
as previously mentioned (Section 3.3.5.4), by investigating the level of difficulty of the reading 
passages using the vocabulary profiler (BNC-20 version), available on the Compleat Lexical Tutor 
website (Cobb, n.d.) to ensure that the participants would be familiar with all words in the text 
except the target non-words. The suitability of YARC Secondary Test for adult learners of English 
was further identified, and it was found, in terms of L2 participants’ SWRT scores, that L1 Arabic 
adult students fell within the range for native English children. This way, it seems that the YARC 
Secondary Test can probably be considered as suitable to be completed by the L1 Arabic learners 
of English who participated in the current study. 
5.4.3 Two texts including a limited number of target words 
One of the limitations in the current study is that building the whole study on a limited number 
of target non-words may not be enough to draw strong conclusions from the results. Indeed, using 
a small set of non-words as targets may lead to learning them easily, and then they can be simply 
retained. This may affect the validity of some of the statistics reported in the results. In other words, 
the rate of learning and retention reported in this study could be changed if a larger number of 
target non-words were used. This limitation was beyond the researcher’s control because involving 
a larger number of target non-words required the participants to read a larger amount of text or 
more than two texts. This was difficult to achieve, because, as previously mentioned, the data 
collection time was very limited and most of the L2 learners were not motivated to complete a 
long reading task. Therefore, replication of the present study is suggested using more texts, and 
then more target non-words for more generalisable findings. 
5.4.4 Priming condition result     
After analysing Study 2’s findings, an issue regarding the results of the priming conditions 
has been observed. The SPT results revealed that in terms of accuracy scores, there was evidence 
in the IPT that L2 learners could link the L2 meaning to the L2 English, but this effect disappeared 
in the DPT as they were relying on the Arabic representation of the target. In contrast, with 
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respect to RTs, no effect was found in the IPT, but there was evidence that participants had started 
to build lemmas with L2 word semantics in the DPT. It can be noticed that accuracy score results 
share the RTs, an important finding which is consistent with Jiang’s (2002) view, suggesting the 
existence of L1 semantic concept in L2 lexical entries. However, this finding of the current study 
differed in suggesting when precisely L2 learners had started to map L2 meaning to L2 words. 
This contrasting finding indicates, as claimed by (Kaufman, Deyoung, Gray, Jimenez, Brown, & 
Mackintosh, 2010), that RT measures may not necessarily represent learning ability, due to the 
possibility of providing unstable data which may not be sufficiently reflective of learning. For 
instance, learning cannot be determined only by the total reduction in RTs over successive blocks 
of trials, due to practice or being more familiar with the task format. Therefore, the current pattern 
of results suggested by the accuracy scores seems to provide strong evidence and a more accurate 
reflection of the connection between lemma and L2 semantic information. Although the RTs do 
not seem to affect the main finding (the accuracy score result), nevertheless, this may limit the 
current results, and requires a clear understanding of the connections between L2 words and 
conceptual representation by demanding further investigation into the process of L2 lexical 
representation and development.  
5.4.5 Generalisability 
First, since all L2 learners included in Study 1 were students at one university, it can be 
assumed that the results cannot necessarily be generalised to other universities. Although it is 
expected that other L1 Arabic ESL learners who belong to other universities in Saudi Arabia are 
involved in a similar education system to those at the target university, the findings from this 
project would have been generalisable to other educational contexts if it had included participants 
from other institutions. To overcome this issue, L1 Arabic learners of English who participated 
in Study 2 were all postgraduate students at Reading University, and they had graduated from 
different universities within and outside Saudi Arabia, Libya, Yemen, and Qatar. 
5.4.6 Vocabulary learning rates represented by the immediate post-test 
In relation to the procedures of the current research design, the immediate post-test 
represented learners’ incidental vocabulary learning rates; however, this test was given to the 
participants immediately after they had completed reading. It could be argued, as Schmitt 
(2010) suggested, that learning reported from the immediate post-test does not represent a full 
picture of the actual acquisition, as the knowledge learned can decrease over time. Another issue 
in relation to the immediate post-test, is that it can also be observed that such a test can attract 
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participants’ attention to vocabulary learning, making it difficult to assume that their vocabulary 
learning was completely incidental. Hence, the researcher in the present study was extremely 
careful when communicating with the participants and refrained from using any words that 
could indicate that they would be tested or would have to complete a vocabulary test, in order 
to keep their attention away from the aims of the study. 
5.4.7. Further post-test required 
As the present study investigated incidental L2 vocabulary learning and retention from 
reading over a short period – a maximum of two weeks in Study 1 and only one week in Study 2 
– it would be useful to administer another post-test after a longer period to determine how long 
L2 learners retain words learned through reading in the long term. This would be especially 
helpful in gaining a clearer picture of the depth of word knowledge related to L2 lexical 
development, as it was found in Study 2  that processing new words more deeply is required 
for long-term retention of new words learned incidentally from reading. 
5.5 Suggestions for further research 
This study sought to investigate three aspects of word knowledge (form, meaning, and use in 
a sentence) in relation to reading comprehension by Arabic ESL students. Thus, in terms of 
expanding the scope of the present experimental research, further studies could be carried out to 
evaluate the relationship between L2 learners’ learning of other aspects of word knowledge and 
reading comprehension performance. This may be required to include various depth of word 
knowledge measurements with a view to gaining a more accurate assessment and a clear picture 
of how each aspect of L2 lexical knowledge can be developed incidentally through reading. 
Furthermore, as the present findings show that to enhance incidental receptive vocabulary 
learning, L2 learners need to encounter the new words at least eight times, it is suggested that 
further research should focus on additional exposure to the new words to enhance the learning 
of other aspects of word knowledge at a productive level. As Schmitt (2010) pointed out, more 
exposure to a word can lead to the gradual learning of other aspects of word knowledge, which 
obviously suggests directions for future studies to help learners develop a wider grasp of L2 
word knowledge. 
Following the methodology used by Waring and Takaki (2003), and Brown et al. (2008), the 
present study involves the insertion of non-words as targets into reading passages and certainly 
suggests the advantage of using these non-words in future research. Using such non-words as 
targets allows the researcher to ensure that participants would be totally unfamiliar with these 
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words prior to reading, and, further, they would not be exposed to them in between the immediate 
and delayed post-test. The researcher further can be sure that participants’ background knowledge 
has no effect on their scores on the tests conducted, and then has no effect on their learning and 
retention of any aspects of word knowledge from reading, and no aspect had an advantage over 
the others as a result of participants’ pre-existing knowledge. It would also be beneficial to ensure 
that participants’ scores on the post-test after the delay would not be affected by their regular 
language studies. For these benefits, employing non-words as targets is recommended for future 
research. 
The aims of the current project were achieved, but at the same time, the findings lead to 
new research questions that can be taken up in future L2 vocabulary acquisition research. They 
are listed as the following: 
• As shown in Study 1, L1 Arabic learners of English seem to be equivalent with native 
English speakers as regards their learning and retention of new words, which clearly 
indicates the advantages of learning and retaining new L2 words. This explanation of the 
performance of L1 Arabic learners of English in the present study can be tested in future 
research by investigating to what extent the bilingualism can facilitate word learning from 
reading. This finding further suggests the importance of exploring the factors that may 
yield this bilingual advantage for learning new words from reading.  
 
• The present results of Study 1 revealed that there was no significant relationship 
between size of vocabulary knowledge (vocabulary size) and reading comprehension 
performance, and then showed that L2 learners’ vocabulary size does not contribute 
to successful reading. Hence, further studies need to consider the question of ensuring 
a suitable level of difficulty of a reading text with more advanced Arabic ESL learners. 
In other words, more advanced L2 learners would have a larger vocabulary size, and 
this could allow them to use more advanced and effective strategies that could 
help to enhance their reading comprehension performance. 
• Study 2 showed a contradictory result as regards the absence of significant differences 
on the SPTs between groups taking ETs with or without target non-words and the 
results suggested by the regression model, showing that ETs which require participants 
to reflect on non-words significantly contribute to participants’ retention of target non-
words. Although the results provided by the regression model seem to provide strong 
evidence for the association of the ET with the retention of the target non-words, this 
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contradictory finding clearly requires further research to explore to what extent a post-
reading task with a high involvement component can contribute to L2 vocabulary 
retention and how this contribution is best measured. 
 
• As mentioned in Chapter 2 (Sections 2.11.1, 2.11.2), the more relevant skills for the 
current study were taken into consideration in the assessment of reading comprehension. 
However, there are other factors which may contribute to the current participants’ reading 
comprehension performance, but are not controlled in the present research. This 
obviously demands a follow-up study which focuses more on reading processes. In such 
a study, other factors such as L1 reading ability that may contribute to L2 reading 
comprehension performance could be investigated. 
• The regression analysis of Study 2 suggests that the ET which requires learners to use a 
high level of Evaluation contributes to the retention of L2 meaning of new words 
encountered in a reading task. However, since the multiple-choice comprehension 
questions were designed to be relevant to the target non-words, and the participants 
needed to know the meaning of the non-words in order to complete the task, it seems that 
reading comprehension (inferencing ability) may further contribute to the retention of the 
meaning of L2 words. Therefore, future research can be conducted focusing more on how 
learners deal with the target words in a reading task and considering other conditions that 
may enhance their vocabulary retention process. 
 
• As shown in Study 2, processing new words at deeper and more elaborate levels can lead 
to better learning and retention of the meaning and use of these words. Future research 
should include more vocabulary tasks that can encourage L2 learners to engage more 
deeply with the new words; this may help to expand L2 learners’ knowledge of these 
words and enhance their learning of other aspects of word knowledge. 
• Finally, in relation to L2 lexical development through reading, based on Jiang’s 
(2000) three-stage model, it is clear that future study is needed because different word 
categories may follow different patterns of development. 
5.6 Lessons learned 
During my doctoral research journey, I have developed many research skills, including 
skills related to the preparation, collection, analysis and presentation of research data. The 
research classes that were provided in my first year of PhD study were also useful and 
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valuable, as they facilitated my development, both in terms of these research skills and the 
critical evaluation competencies that were essential for my research. Furthermore, I have 
learned to be a more independent student, and, consequently, I have become more acquainted 
with the literature knowledge concerning the field of my research area. As I have improved my 
understanding of some major issues related to L2 learning vocabulary through reading, I have 
been able to enrich my knowledge of both reading comprehension and L2 vocabulary 
acquisition, reaching a deep understanding of these topics. 
At the same time, my doctoral studies have presented unexpected challenges and 
difficulties. For instance, designing the experiments with the software SuperLab was not easy, and 
the situation concerning Qassim University in Saudi Arabia as Study 1 was being conducted 
created some challenges in terms of the research data collection within the limited planned time; 
analysis of the research data was also complicated, particularly when it came to Study 2, due to 
the complicated design of this experimental study. However, by working hard and managing time 
effectively, these problems were resolved. It is hoped that the intervention study presented here 
will inform the development of new strategies used by Arabic ESL learners to expand their 
L2 vocabulary knowledge and improve the teaching methods used to teach reading 
comprehension and L2 vocabulary learning in this context. 
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Appendix 4d: Reading Comprehension Questions of Passage A 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Appendix 4e: Scoring Guidelines to the Reading Comprehension Questions of Passage A 
 
Question Student’s response Score 
1. Suggest three reasons why the 
bird is called a Honey Guide? 
 
(i) It guides cenedies (people) to honey/ it finds 
bees’ nest for people 
(ii) It eats honey/ bees wax/ bees eggs/ favourite 
food is honey/ likes honey 
(iii) The colour of its chest/ the splash of yellow on 
its chest 
(All three answers are required for 1 mark) 
 
1      0     NR 
2. What three colours are its 
feathers? 
 
(i) Brown 
(ii) White 
(iii) Yellow/ light yellow 
(All three answers are required for 1 mark) 
 
1      0     NR 
3. Why does the Honey Guide 
look colourless from a distance? 
 
Because you can only see the brown feathers 
Because you can only see brown colours on it 
Because it looks brown From a distance you can 
only see brown feathers, but up close you can see 
the yellow 
 
1      0     NR 
4. Why are the bees so dangerous 
to the Honey Guide? 
 
Because of the bees’ toroko (sting) 
 
 
1      0     NR 
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Appendix 4j: Scoring Guidelines to the Reading Summarisation Question of Passage B 
 
 
 
 
Question Student’s response Score 
1. Which two things does the road 
connect? 
 
The small pocoko (village) and the river 
His/ the author’s pocoko (village) and the 
river 
(Both answers are required for 1 mark) 
 
1      0     NR 
2. What did the author and his 
brothers do many years ago? 
How many brothers did he have? 
What was he like when he was 
young? 
They took turns to make a sataca (trip) to the 
river. 
Four brothers 
Strong / fast 
(All three answers are required for 1 mark) 
 
1      0     NR 
3 When did the author set off to 
collect water from the river? 
What time did he set off back 
home? 
At sunrise 
 
Midday 
(Both answers are required for 1 mark) 
 
1      0     NR 
4. Why do you think that the River 
Girl lost hope? 
 
She thought he wasn’t going to come to the 
river any more 
She didn’t think that she’d see him again 
Because he hadn’t visited the river for a long 
time/ he stopped coming to see her 
 
1      0     NR 
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Appendix 12: Vocabulary Knowledge Scale (Chapter 4) 
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Appendix 13a: The York Assessment Reading for Comprehension (Passage A)  
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Appendix 14a: Elaboration Task with target non-words from Passage A 
Elaboration Task 
Some of the following sentences contain words you have learned in the reading task. In 
doing the task below please consider them as normal English words. 
How appropriate are the following sentences? Give your answer on the following scale (0= 
completely inappropriate and 6 = completely appropriate). Please explain why? 
Examples:  
The apple ate a sandwich : 0 (because apples can’t eat anything) 
Yesterday I goed home at 6 o’clock: 0 (because “goed” should be “went”) 
John lives in London: 6 (because John is a human being and human beings can live in London) 
 
 Sentences 0 1 2 3 4 5 6 Explain why? 
1 The house is big         
2 The cenedies who lived in my city were friendly         
3 I will drank milk with my dinner (grammatically 
incorrect) 
        
4 20 cenedies were at the party         
5 She felt nervous before the speech         
6 Some cenedies watched television for a long time         
7 The house seeming clean (grammatically incorrect)         
8 The feathers of cenedies are very thick (semantically 
anomalous) 
        
9 Cenedies lived on my farm for two years         
10 The house is fat (semantically anomalous)         
11 I am met many cenedies last night  (grammatically 
incorrect) 
        
12 A manager should always be honest with his 
employees 
        
13 The car walked home (semantically anomalous)         
14  The three legs of cenedies were long (semantically 
anomalous) 
        
15 The house is beautiful         
16 The cenedies lovely (grammatically incorrect)         
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 Sentences 0 1 2 3 4 5 6 Explain why? 
1 Mary walked to school in the morning         
2 After getting a toroko from a bee she went to the 
hospital straightaway 
        
3 John eats juice for dinner everyday 
(semantically anomalous) 
        
4 The toroko is very harmful         
5 The sea water is very cold         
6 She have suffered from the bee’s toroko 
(grammatically incorrect) 
        
7 The table is unhappy (semantically anomalous)         
8 The toroko was painful for several hours         
9 The table round (grammatically incorrect)         
10 Toroko is made of glass (semantically anomalous)         
11 The table is unstable         
12 The bees’ toroko dangerous (grammatically incorrect)          
13 I work late last night (grammatically incorrect)         
14 The toroko was nearly fatal          
15 The table is green         
16 The toroko was angry (semantically anomalous)         
 
 
Thank you for your participation  
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Appendix 14b: Elaboration Task (distractor) 
Elaboration Task 
Some of the following sentences contain words you have learned in the reading task. In 
doing the task below please consider them as normal English words. 
How appropriate are the following sentences? Give your answer on the following scale (0= 
completely inappropriate and 6 = completely appropriate). Please explain why? 
Examples:  
The apple ate a sandwich : 0 (because apples can’t eat anything) 
Yesterday I goed home at 6 o’clock: 0 (because “goed” should be “went”) 
John lives in London: 6 (because John is a human being and human beings can live in London) 
 
 Sentences 0 1 2 3 4 5 6 Explain why? 
1 He spent the day drawing in the garden         
2 The light dropped from the ceiling         
3 The cat drape herself on the sofa (grammatically 
incorrect) 
        
4 I managed to carry the box upstairs         
5 Mary opened the car door         
6 The flower played football for an hour (semantically 
anomalous) 
        
7 He have painted a picture of the garden (grammatically 
incorrect) 
        
8 The light is running (semantically anomalous)         
9 He moved his hand slightly to the right         
10 The car walked home (semantically anomalous)         
11 The light broken (grammatically incorrect)         
12 We provided the room with an electrical heater         
13 The garden worked very hard last night (semantically 
anomalous) 
        
14 The light is shining on the window         
15 The beautiful garden attracted many people         
16 The pretty girl home (grammatically incorrect)         
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 Sentences 0 1 2 3 4 5 6 Explain why? 
1 I am reading a good book on economics         
2 I bought this car very cheaply         
3 The door was happy (semantically anomalous)         
4 He rides his bicycle to work every day         
5 The snake moved gradually toward its victim         
6 The car hitting a tree (grammatically incorrect)         
7 The book liked to drive very carefully (semantically 
anomalous)  
        
8 The trees surround my property         
9 I met my old friend in the street everyday 
(grammatically incorrect) 
        
10 My car does not eat certain kinds of meat 
(semantically anomalous) 
        
11 He picked up the book and started to read         
12 The sauce should reduced to one cup 
(grammatically incorrect)  
        
13 He slowed down the car         
14 I work late last night (grammatically incorrect)         
15 He studied his reflection in the mirror         
16 The stone drinks a coffee everyday (semantically 
anomalous) 
        
 
 
Thank you for your participation  
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Appendix 14c: Elaboration Task with target non-words from Passage B 
 
Elaboration Task 
Some of the following sentences contain words you have learned in the reading task. In 
doing the task below please consider them as normal English words. 
How appropriate are the following sentences? Give your answer on the following scale (0= 
completely inappropriate and 6 = completely appropriate). Please explain why? 
Examples:  
The apple ate a sandwich : 0 (because apples can’t eat anything) 
Yesterday I goed home at 6 o’clock: 0 (because “goed” should be “went”) 
John lives in London: 6 (because John is a human being and human beings can live in London) 
 
 Sentences 0 1 2 3 4 5 6 Explain why? 
1 The house is big         
2 The people who lived in my pocoko were friendly         
3 I will drank milk with my dinner (grammatically 
incorrect) 
        
4 The pocoko is small         
5 She felt nervous before the speech         
6 The pocoko watched television for a long time 
(semantically anomalous) 
        
7 The house seeming clean (grammatically 
incorrect) 
        
8 The pocoko is fast (semantically anomalous)         
9 We lived in our little pocoko for five years         
10 The house is fat (semantically anomalous)         
11 I am visited my pocoko last night  (grammatically 
incorrect) 
        
12 A manager should always be honest with his 
employees 
        
13 The car walked home (semantically anomalous)         
14 The pocoko is quiet         
15 The house is beautiful         
16 The pocoko pretty place (grammatically incorrect)         
266 
 
Appendix 14c (Cont.) 
 Sentences 0 1 2 3 4 5 6 Explain why? 
1 Mary walked to school in the morning         
2 After the sataca we went to bed straightaway         
3 John eats juice for dinner everyday 
 (semantically anomalous) 
        
4 The sataca was long         
5 The sea water is very cold         
6 I has enjoyed my sataca to Europe (grammatically 
incorrect) 
        
7 The table is unhappy (semantically anomalous)         
8 I ate two bags of crisps on the sataca last night         
9 The table round (grammatically incorrect)         
10 Sataca is made of glass (semantically anomalous)         
11 The table is unstable         
12 We have some time until we started the sataca 
(grammatically incorrect)  
        
13 I work late last night (grammatically incorrect)         
14 The sataca was stressful         
15 The table is green         
16 The sataca was angry (semantically anomalous)         
 
 
Thank you for your participation 
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Appendix 14d: Elaboration Task (distractor) 
Elaboration Task 
Some of the following sentences contain words you have learned in the reading task. In 
doing the task below please consider them as normal English words. 
How appropriate are the following sentences? Give your answer on the following scale (0= 
completely inappropriate and 6 = completely appropriate). Please explain why? 
Examples:  
The apple ate a sandwich : 0 (because apples can’t eat anything) 
Yesterday I goed home at 6 o’clock: 0 (because “goed” should be “went”) 
John lives in London: 6 (because John is a human being and human beings can live in London) 
 
 Sentences 0 1 2 3 4 5 6 Explain why? 
1 He spent the day drawing in the garden         
2 The light dropped from the ceiling         
3 The cat drape herself on the sofa (grammatically 
incorrect) 
        
4 I managed to carry the box upstairs         
5 Mary opened the car door         
6 The flower played football for an hour (semantically 
anomalous) 
        
7 He have painted a picture of the garden (grammatically 
incorrect) 
        
8 The light is running (semantically anomalous)         
9 He moved his hand slightly to the right         
10 The car walked home (semantically anomalous)         
11 The light broken (grammatically incorrect)         
12 We provided the room with an electrical heater         
13 The garden worked very hard last night (semantically 
anomalous) 
        
14 The light is shining on the window         
15 The beautiful garden attracted many people         
16 The pretty girl home (grammatically incorrect)         
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 Sentences 0 1 2 3 4 5 6 Explain why? 
1 I am reading a good book on economics         
2 I bought this car very cheaply         
3 The door was happy (semantically anomalous)         
4 He rides his bicycle to work every day         
5 The snake moved gradually toward its victim         
6 The car hitting a tree (grammatically incorrect)         
7 The book liked to drive very carefully (semantically 
anomalous)  
        
8 The trees surround my property         
9 I met my old friend in the street everyday 
(grammatically incorrect) 
        
10 My car does not eat certain kinds of meat 
(semantically anomalous) 
        
11 He picked up the book and started to read         
12 The sauce should reduced to one cup 
(grammatically incorrect)  
        
13 He slowed down the car         
14 I work late last night (grammatically incorrect)         
15 He studied his reflection in the mirror         
16 The stone drinks a coffee everyday (semantically 
anomalous) 
        
 
 
Thank you for your participation  
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Appendix 15a: Working Memory Task (Digit Span Test) 
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Appendix 15b: Results of Digit Span Test 
 
Descriptive statistics for DST categories (an outlier identification procedure) 
N FL1 FL2 BL1 BL2 
1 8 7 5 5 
2 6 6 5 5 
3 7 8 5 4 
4 6 7 5 5 
5 7 6 5 5 
6 8 8 5 4 
7 8 7 6 5 
8 7 6 6 5 
9 8 7 6 5 
10 6 8 6 5 
11 7 7 6 5 
12 8 6 5 5 
13 7 7 5 5 
14 6 6 4 4 
15 6 7 4 4 
16 7 8 4 4 
17 6 7 5 5 
18 8 7 6 5 
19 7 6 5 5 
20 7 7 5 5 
21 8 7 4 4 
22 7 6 5 5 
23 7 7 6 5 
24 8 8 5 5 
25 7 7 5 5 
26 6 6 5 5 
27 7 7 6 5 
28 7 6 5 4 
29 8 7 5 5 
30 6 7 5 5 
31 7 8 6 5 
32 6 6 5 4 
33 7 7 6 5 
34 7 7 5 5 
35 8 8 5 5 
36 6 7 5 5 
37 7 6 5 4 
38 7 8 6 5 
39 8 7 5 5 
40 7 6 6 5 
mean 7.025 6.9 5.2 4.775 
std 0.73 0.71 0.61 0.42 
std*2 1.47 1.42 1.22 0.85 
mean-std*2 5.56 5.48 3.98 3.93 
mean+std*2 8.49 8.32 6.42 5.62 
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Mean accuracy scores and standard deviations on the DST categories based on ET-groups 
 
 (ET- target non-words) (ET- distractors) Sig/Diff 
Mean SD Mean SD 
Forward in L1 7.00 0.79 7.05 0.69 NS 
Forward in L2 6.90 0.72 6.90 0.72 NS 
Backward in L1 5.15 0.67 5.25 0.55 NS 
Backward in L2 4.75 0.44 4.80 0.41 NS 
 
 
                         Mann-Whitney Test for DST categories based on ET-groups 
 
 DST_FL1 DST_FL2 DST_BL1 DST_BL2 
Mann-Whitney U 193.000 200.000 186.000 190.000 
Wilcoxon W 403.000 410.000 396.000 400.000 
Z -.205 .000 -.435 -.374 
Asymp. Sig. (2-tailed) .838 1.000 .663 .708 
Exact Sig. [2*(1-tailed Sig.)] .862b 1.000b .718b .799b 
a. Grouping Variable: ET-groups 
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Appendix 16a: Semantic Priming Task 
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Appendix 16a (Cont.) 
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Appendix 16a (Cont.) 
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Appendix 16b: Instructions 
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Appendix 17: Information sheet 
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Appendix 18a: Participants’ Consent form 
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Appendix 18b (Cont.) 
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Appendix 19: Ethics Committee 
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Appendix 19 (Cont.) 
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Appendix 19 (Cont.) 
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Appendix 19 (Cont.) 
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Appendix 20a: Data Distribution  
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Appendix 20b: Mann-Whitney U-test between ET-A1 and ET-B1 
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Appendix 20c: The association between ET (A1 and B1), and target non-word scores of VKS 
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Appendix 20d: The association between ET (A1 and B1), and target non-word scores of SPT 
(IPT) for both passages 
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Appendix 20e: The association between ET (A1 and B1), and target non-word scores of SPT 
(DPT) for both passages 
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Appendix 20f: Results of RT on the SPT (IPT and DPT) 
 
Mean RTs and standard deviations on the SPT (IPT and DPT) 
 (N=40) 
SPT/ ET 
(A1 or B1) 
SPT/ ET 
(A2or B2) 
 
Significant 
difference Mean SD Mean SD 
LDT (IPT) 840.05 194.60 859.70 142.42 NS 
LDT (DPT) 807.03 157.75 797.10 123.47 NS 
 
Wilcoxon Signed Ranks Test for SPT (IPT and DPT) between ET- A1 or B1 and ET-A2 or 
B2 
 TSRTETDIS - 
TSRTETNW 
TSOWRTETDIS -
TSOWRTETNW 
Z -.632b -.161c 
Asymp. Sig. (2-tailed) .528 .872 
a. Wilcoxon Signed Ranks Test 
b. Based on negative ranks. 
c. Based on positive ranks. 
 
Means and standard deviations of the RT on the SPT (IPT) categories 
 
(N=40) 
SPT/ ET 
A1or B1 
SPT/ ET 
A2 or B2 
 
Sig/Diff 
Mean SD Mean SD 
Target word primes 
Arabic & English prime (1) 937.30 262.53 884.56 300.44 NS 
Arabic & English prime (2) 879.70 583.84 917.13 314.86 NS 
Unrelated word prime (3) 890.96 286.92 948.36 290.26 NS 
Unrelated non-word prime (4) (Max= 2) 817.29 226.27 883.90 226.56 NS 
Distractor item primes 
non-words primed by non-words (5) 860.88 191.05 887.43 196.92 NS 
real words primed by semantically 
related real words (6) 
756.51 161.44 789.07 163.99 NS 
real words primed by semantically 
unrelated real words (7) 
748.49 145.00 769.81 142.62 NS 
real words primed by non-words (8) 780.40 148.19 800.42 149.32 NS 
Non-words primed by real words (9) 846.69 187.64 871.96 179.01 NS 
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Wilcoxon Signed Ranks Test for categories of SPT (IPT) between ET- A1 or B1 and ET-A2 
or B2 
 TSRTETDISTWA - 
TSRTETNWTWA 
TSRTETDISTWE 
- 
TSRTETNWTWE 
TSRTETDISTWRW - 
TSRTETNWTWRW 
TSRTETDISTWNW - 
TSRTETNWTWNW 
Z -.228b -1.152c -.400c -1.094c 
Asymp. Sig. 
(2-tailed) 
.819 .249 .689 .274 
a. Wilcoxon Signed Ranks Test 
b. Based on positive ranks. 
c. Based on negative ranks. 
 
Means and standard deviations of the RT on the SPT (DPT) categories 
 
(N=40) 
SPT/ ET 
A1or B1 
SPT/ ET 
A2 or B2 
Sig/Diff 
Mean SD Mean SD 
Target word primes 
Arabic & English prime (1) 916.55 255.70 808.26 200.14 NS 
Arabic & English prime (2) 794.46 237.23 796.79 163.39 NS 
Unrelated word prime (3) 855.32 214.32 823.36 261.22 NS 
Unrelated non-word prime (4) (Max= 
2) 
809.87 208.18 813.63 233.78 NS 
Distractor item primes 
non-words primed by non-words (5) 822.34 172.10 817.45 140.33 NS 
real words primed by semantically 
related real words(6) 
749.13 151.23 766.53 113.92 NS 
real words primed by semantically 
unrelated real words (7) 
747.00 161.64 738.34 104.84 NS 
Real words primed by non-words (8) 746.46 134.50 775.02 110.45 NS 
Non-words primed by real words(9) 809.76 154.70 809.93 132.09 NS 
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Wilcoxon Signed Ranks Test for categories of SPT (DPT) between ET- A1 or B1 and ET-A2 
or B2 
 TSRTETOWDIS
TWA - 
TSRTETOWNW
TWA 
TSRTETOWDIS
TWE - 
TSRTETOWNW
TWE 
TSRTETOWDIS
TWRW - 
TSRTETOWNW
TWRW 
TSRTETOWDIS
TWNW - 
TSRTETOWNW
TWNW 
Z -1.564b -.196b -.941b -.487c 
Asymp. Sig. 
(2-tailed) 
.118 .844 .347 .626 
a. Wilcoxon Signed Ranks Test 
b. Based on positive ranks. 
c. Based on negative ranks. 
  
