An algorithm is presented for solving nonlinear optimization problems with chance 5 constraints, i.e., those in which a constraint involving an uncertain parameter must be satisfied with at 6 least a minimum probability. In particular, the algorithm is designed to solve cardinality-constrained 7 nonlinear optimization problems that arise in sample average approximations of chance-constrained 8 problems, as well as in other applications in which it is only desired to enforce a minimum number 9 of constraints. The algorithm employs a novel penalty function, which is minimized sequentially 10 by solving quadratic optimization subproblems with linear cardinality constraints. Properties of 11 minimizers of the penalty function in relation to minimizers of the corresponding nonlinear opti-12 mization problem are presented, and convergence of the proposed algorithm to a stationary point of 13 the penalty function is proved. The effectiveness of the algorithm is demonstrated through numerical 14 experiments with a nonlinear cash flow problem. 15 Key words. nonlinear optimization, chance constraints, cardinality constraints, sample average 16 approximation, exact penalization, sequential quadratic optimization, trust region methods 17 AMS subject classifications. 90C15, 90C30, 90C55 18
a standard technique has been to optimize the expected system performance. In 40 practice, this can be done either by assuming certain probability distributions for 41 the uncertain parameters, or approximately by optimizing over a discrete distribu-42 tion defined by a known set of scenarios (or realizations). In any case, an issue with 43 such a strategy is that it does not safeguard against potentially high variability of the The paper is organized as follows. In §2, we introduce preliminary definitions and 142 notation. Specifically, since our algorithm is based on a technique of exact penaliza-143 tion, we introduce concepts and notation related to constraint violation measures and 144 penalty functions that will be used in the design of our algorithm and its analysis. 145 We then present our algorithm in §3 and a global convergence theory for it in §4. 146 In §5, we present the results of numerical experiments with an implementation of our 147 method when applied to solve a simple illustrative example as well as a nonlinear cash 148 flow optimization problem. These results show that our method obtains high quality 149 solutions to nonconvex test instances. We end with concluding remarks in §6. The value v(c(x), i) measures the 1 -norm violation of the constraint c i (x) ≤ 0 if 174 this violation is positive; however, if this constraint is satisfied, then it provides the 175 element of (the vector) c i (x) that is closest to the threshold of zero. The function v 176 also induces an ordering of the entire set of constraint function indices. In particular, 177 for a given w ∈ R mN , let us define {i w,1 , i w,2 , . . . , i w,N } such that 178 (3) v(w, i w,1 ) ≤ v(w, i w,2 ) ≤ · · · ≤ v(w, i w,N ).
179
To make this ordering well-defined, we assume that ties are broken lexicographically; 180 i.e., if v(w, i w,j1 ) = v(w, i w,j2 ) and j 1 ≤ j 2 , then i w,j1 ≤ i w,j2 . It can now be easily 181 verified that our constraint violation measure is given by 
206
One may think of P as determining the indices corresponding to constraint violations Importantly, this set includes those scenario selections that are -critical in the sense 212 that their violation measure is within of the critical value v M (x).
213
Using these definitions, it follows as in (6) that
where we have used that the scenario selections in S M (x, 0) each correspond to min-216 imizers of the constraint violation measure for a given x ∈ R n . We also have that
from which it follows that
where again we have used that the scenario selections in S M (x, 0) ⊆ S M (x, ) (for 221 any ≥ 0) correspond to minimizers of the constraint violation measure.
222
We now prove the following lemma relating minimizers of the penalty function φ 223 with those of the exact 1 -norm penalty function φ S for certain S. 
227
Proof. Suppose that x * is not a local minimizer of φ S (·; ρ) for all S ∈ S M (x * ; 0).
228
That is, suppose that there existsS ∈ S M (x * ; 0) such that x * is not a local minimizer 229 of φS (·; ρ). Then, there exists a sequence {x j } ∞ j=0 ⊂ R n converging to x * such that
implying that x * is not a local minimizer of φ(·; ρ).
233
Now suppose that x * is not a local minimizer of φ(·; ρ), meaning that there exists 234 a sequence {x j } ∞ j=0 ⊂ R n converging to x * such that φ(x j ; ρ) < φ(x * ; ρ) for all 
For any j ≥ĵ, choose someŜ j ∈ S M (x j ; 0) (i.e., so that [cŜ j (x j )] + 1 = c(x j ) M ).
242
By (11), we must have thatŜ j ∈ S * M , meaning thatŜ j ∈ S M (x * ; 0). Since S M (x * ; 0) 243 is finite, we may assume without loss of generality thatŜ j =Ŝ for someŜ ∈ S M (x * ; 0).
244
Finally, we obtain from our supposition and (8) that, for all j ≥ĵ,
246
Therefore, x * is not a local minimizer of φŜ (·; ρ) whereŜ ∈ S M (x * ; 0).
6
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We also have the following lemmas which justify our choice of penalty function. x * ∈ R n . Then, the following hold true.
251
(i) If x * is feasible for problem (P) and is a local minimizer of φ(·; ρ) for some 252 ρ > 0, then x * is a local minimizer of (P). 
261
Since x was chosen as an arbitrary feasible point in B(x * , θ), this implies that x * is a 262 minimizer of (P) in B(x * , θ), i.e., it is a local minimizer of problem (P).
263
Now suppose that x * is infeasible for problem (P), i.e., suppose c(x * ) M > 0, 264 and that there exists θ > 0 andρ > 0 such that x * is a minimizer of φ(·; ρ) in an 265 open ball B(x * , θ) about x * with radius θ for all ρ ∈ (0,ρ]. In order to derive a 266 contradiction, suppose that x * is not a minimizer of c(·) M in B(x * , θ). Then, there
for all j ∈ {0, 1, 2, . . . }. This, along with the fact that the properties of x * imply that
for all j ∈ {0, 1, 2, . . . }. Then, for any fixed ρ ∈ (0,ρ] with
contradicting that x * is a minimizer of φ(·; ρ) in B(x * , θ). We may conclude that x * 276 is a minimizer of c(·) M in B(x * , θ), i.e., it is a local minimizer of c(·) M . 3. Algorithm Description. Our algorithm is inspired by sequential quadratic 288 optimization (commonly known as SQP) methods for solving nonlinear optimization 289 problems that use a trust region (TR) mechanism for promoting global convergence.
290
In particular, following standard penalty-SQP techniques [21, 22] , in this section we 291 describe a sequential method in which trial steps are computed through piecewise-292 quadratic penalty function models. The subproblems in this approach have quadratic 293 objective functions and linear cardinality constraints that can be solved with tailored 294 methods such as those proposed in [34, 35, 36] . 295 We focus here on a method that employs a fixed penalty parameter ρ ∈ (0, ∞) and 296 a fixed ∈ (0, ∞) to define sets of scenario selections as in (7). It is this method with 297 fixed (ρ, ) for which we provide global convergence guarantees in §4. To simplify our 298 notation here and in §4, we drop ρ from function expressions in which they appear; 299 e.g., we use φ(·) ≡ φ(·; ρ), φ S (·) ≡ φ S (·; ρ), etc.
300
Let ∇f : R n → R n be the gradient function of f (·) and, for a given S ⊆ I, let 
We then define the reductions in these models corresponding to a given d ∈ R n as 
Algorithm 1 SQP Algorithm for Problem (P) (for fixed (ρ, ))
Require: penalty parameter ρ ∈ (0, ∞), criticality parameter ∈ (0, ∞), initial point x 0 ∈ R n , initial TR radius δ 0 ∈ (0, ∞), sufficient decrease constant µ ∈ (0, ∞), TR norm · , and TR update constants
3:
Compute a trial step d k by solving the TR subproblem
4:
Compute the actual-to-prediction reduction ratio
.
5:
Update the iterate and trust region radius by
where (e m , e n ) ∈ R m × R n are vectors of ones, N k := N (x k , ), and C k := C(x k , ).
328
Clearly, the complexity of solving this problem depends on |C(x k ; )|.
329
This being said, to ensure convergence, it is necessary to include in S M,k at least 330 all -critical scenario selections S M (x k ; ) for some fixed > 0, since otherwise the 331 algorithm might have a myopic view of the feasible region around x k , causing it to 332 ignore constraints that are asymptotically relevant to characterize the local behavior 333 of φ at a limit point x lim . More precisely, consider a situation in which there is a
In such a situation, one finds i ∈ C(x k , 0) for all k ∈ N. Therefore, no 336 S ∈ S M (x k ; 0) includes i, meaning that the method with = 0 would compute trial 337 steps via (14) that completely ignore the constraint function c i . This is problematic 338 since, at x lim , one finds i ∈ C(x lim , 0). Recalling Lemma 1, we see that the constraint 339 function c i needs to be considered to draw conclusions about the relevance of x * as a 340 minimizer-or even a stationary point (see (20) below)-of the penalty function φ.
341
Overall, the parameter > 0 plays a critical role. If is large, then the method 342 considers a good approximation of q k (and, hence, of φ) when computing each trial 343 step, but the computational cost of computing each step might be large. On the other 344 hand, if is small (near zero), then the objective function in (14) might be a poor 345 approximation of q k (and φ). In such cases, since only a small subset of scenario 346 selections is considered in (14), the method might be unable to "see" local minima 347 of φ that correspond to scenario selections that are ignored, meaning that it might 348 converge to an inferior local minimum, even if better ones are "close by". In the 349 remainder of this section, we shall see that our analysis holds for any > 0, but we 350 will explore the crucial practical balance in the choice of in §5.2. and nonsmooth) penalty function φ to zero. We also provide some commentary on 354 the usefulness of our convergence result, particularly as it relates to the potential 355 convergence of the method to a "poor" local minimizer; see §4.2.
356
Our analysis generally follows that for the penalty-SQP method in [10] , which we 357 have extended to account for our unique constraint violation measure. We stress that 358 the analysis is not straightforward, especially since-in contrast to standard penalty-359 SQP-even our linear and quadratic models of the penalty function are nonconvex. 
366
In addition, the sequence {H k } is bounded in norm in the sense that there exists a 367 scalar H max > 0 such that d T H k d ≤ H max d 2 for all k and any d ∈ R n .
368
To state the global convergence theorem that we prove, we first need to define a 369 valid stationarity measure for φ. In order to do this, let us first draw from standard 370 exact penalty function theory to define a valid measure for φ S for a given S ⊆ I.
371
Similar to our piecewise-linear model l S,k for φ S at x k (recall (12a)), let us define a 372 local piecewise-linear model of φ S at x as l S (·; x) : R n → R, as defined by
374
We denote the reduction in this model corresponding to d ∈ R n as ∆l S (d; x) := 375 l S (0; x) − l S (d; x). Letting d L S (x) denote a minimizer of l S (·; x) within the · unit 376 ball, or equivalently a maximizer of the reduction within the ball, i.e.,
we define the measure χ S (x) := ∆l S (d L S (x); x). The following lemma confirms that 379 χ S (x) is a valid criticality measure for φ S .
380
Lemma 5. Let S ⊆ I. Then, χ S : R n → R is continuous. In addition, one has 381 χ S (x * ) = 0 if and only if x * is stationary for φ S in the sense that 0 ∈ ∂φ S (x * ).
382
Proof. See, e.g., Lemma 2.1 in [48].
383
In light of Lemmas 1 and 5, it is now natural to define a criticality measure for φ 384 in terms of the criticality measures for φ S for each scenario selection S ∈ S M (·; 0).
385
Specifically, for the penalty function φ, we define the measure χ :
. 387 We now state our global convergence result.
388
Theorem 6. Under Assumption 4, one of the following outcomes will occur from 389 any run of Algorithm 1 for given scalars ρ > 0 and > 0: and Theorem 6 implies known convergence properties of a standard S 1 QP method. 396 We prove this theorem after proving a sequence of lemmas. A first observation is 397 that the actual reduction and predicted reduction as defined in the ratio in Step 4 of 398 Algorithm 1 are close for sufficiently small trial steps.
Proof. Under Assumption 4, there exist Lipschitz constants L f > 0 andL c > 0 402 independent of k ∈ N such that, for any k ∈ N, constant L c > 0 independent of k ∈ N such that, for any k ∈ N,
which is the desired conclusion. 412 We now establish lower bounds for the reduction in the piecewise-quadratic model 413 of the penalty functions corresponding to each trial step. Following standard trust 414 region terminology, we quantify this reduction in terms of a Cauchy point from x k 415 corresponding to a model of φ S for each S ∈ S M . Specifically, we define the Cauchy (19)) and, for some α ∈ (0, 1) and η ∈ (0, 1) that are 418 fixed for the remainder of this section, the value α C S,k > 0 is the largest element in
Our next lemma reveals that the reduction the Cauchy point yields in the piecewise-422 quadratic model of φ S is proportional to the criticality measure χ S,k := χ S (x k ).
423
Lemma 9. For any k ∈ N and S ∈ S M , it follows that
Proof. For any k ∈ N and S ∈ S M , convexity of l S,k ensures that, corresponding 426 to any step d ∈ R n and stepsize τ ∈ [0, 1], one has
Hence, by the definitions of d C S,k and α C S,k (specifically, (21)), it follows that 
We now prove the following result.
438
Lemma 10. For any k ∈ N and S ∈ S M , the Cauchy stepsize satisfies
satisfied by the stepsize corresponding to j = 0), then (24) yields 
448
This inequality and (23) then reveal that, under Assumption 4,
as desired.
453
The next lemma reveals that, in a sufficiently small neighborhood of any point 454
x ∈ R n representing either an element or a limit point of the iterate sequence {x k }, 
458
Lemma 11. Let x ∈ R n be an element or a limit point of the sequence {x k }, let 459S ∈ S M (x; 0), and consider δ min > 0 and χ min > 0 such that
Then, there exists a neighborhood X of x such that
Hence, from continuity of both min S∈S M (x;0) φ S (·) and φS (·), there exists a neighbor-
Now, under the conditions of the lemma, with δ k ≥ δ min , x k ∈ X , and χS ,k ≥ χ min , it 469 follows from Lemma 10 and (26) that α C S,k ≥ δ min . One then obtains from (27) that
Thus, along with Lemmas 9 and 10,
as desired. 481 We now prove that around any non-stationary point representing an iterate or a 482 limit point of the iterate sequence, there exists a neighborhood such that the trust 483 region radius must be set sufficiently large. For obtaining this result, a key role is 484 played by the trust region reset value δ reset > 0.
485
Lemma 12. Let x ∈ R n be an element or a limit point of the sequence {x k } and 486 suppose that χ(x) > 0. In addition, let χ min := 1 2 χ(x) and 487 (28)
Then, there exists a neighborhood X of x such that x k ∈ X implies δ k ≥ δ min . 
The desired result can now be proved by contradiction. For this purpose, suppose 506 that for somek ∈ N with xk ∈ X the algorithm has δk < δ min . Since δ 0 ≥ δ reset and 507 the trust region radius is reset to at least δ reset after each accepted trial step, it follows 508 from the fact that δ min < δ reset thatk > 0 and there must be some k ∈ {0, . . . ,k − 1} where d k was rejected. However, since (28) and (30) imply that
it follows with (29) and Lemma 8 that
contradicting the assertion that d k was rejected. Hence, no suchk ∈ N with xk ∈ X 520 and δk < δ min may exist, meaning that x k ∈ X implies δ k ≥ δ min , as desired. 521 We now prove that if the number of accepted steps is finite, then the algorithm 522 must have arrived at a point with the stationarity measure for φ equal to zero.
523
Lemma 13. If K := {k ∈ N : r k ≥ µ} has |K| < ∞, then x k = x * for some 524 x * ∈ R n for all sufficiently large k ∈ N where x * is stationary for φ in that χ(x * ) = 0.
525
Proof. If the iteration index set K is finite, then the iterate update (16) ensures 526 that x k = x * for all k ≥ k * for some x * ∈ R n and k * ∈ N. Hence, χ(x k ) = χ(x * ) 527 for all k ≥ k * . If χ(x * ) = 0, then the desired result holds. Otherwise, if χ(x * ) > 0, 528 then Lemma 12 implies the existence of δ min > 0 such that δ k ≥ δ min for all k ≥ k * .
529
However, this contradicts the fact that |K| < ∞ and (17) ensure {δ k } 0.
530
We are now ready to prove our global convergence theorem.
531
Proof (of Theorem 6). If K := {k ∈ N : r k ≥ µ} has |K| < ∞, then Lemma 13 532 implies that χ(x k ) = 0 for some finite k ∈ N, which is represented by outcome (i). be assumed without loss of generality that x ki ∈ X for all i ∈ N with X defined as in 541 Lemma 12, from which it follows that δ ki ≥ δ min .
542
As in the proof of Lemma 12 (recall (29)), it follows by (28) that
On the other hand, using (8) and (10), one has for all k ∈ N that
548
Consequently, for any k ∈ K it follows that r k ≥ µ and, hence,
For the subsequence {x ki } we can strenghthen this, using (31), to meaning if the algorithm is likely to get attracted to a "poor" local minimizer. In our 561 setting of cardinality-constrained optimization, this is of particular concern since the 562 feasible region of such a problem is often very jagged; see, e.g., Figure 1 for the two-563 dimensional example studied in §5.2. As a consequence, these problems have many 564 local minimizers (in fact, increasingly more if N grows, such as in SAA approxima-565 tions of chance-constrained problems), many of which can be considered "poor" in 566 the sense that there are better local minima in a small neighborhood.
567
Fortunately, there is good reason to believe that our method will not get trapped 568 at a local minimizer that is particularly poor. The important feature that guarantees 569 this desirable behavior is that our method employs subproblem (18), which is itself a 570 cardinality-constrained problem involving local Taylor models of the original problem 571 functions, meaning that it inherits the jagged structure of problem. This allows our 572 method to, at least locally, be aware of better local minimizers that are nearby.
573
To make this claim more precise, suppose that the algorithm has reached an iterate 574
x k ∈ R n such that subproblem (14) with S M,k = S M yields d k = 0 for any sufficiently 575 small δ k > 0. In addition, suppose that there exists another local minimizer x ∈ R n of 576 the penalty function such that φ(x k ) > φ(x). Let the distance between the minimizers 577 be δ := x − x k . By the same reasoning as in the proof of Lemma 8, it follows that
In other words, the penalty function value at x cannot be less than that predicted 580 by the quadratic model at x k minus a term involving only the penalty parameter,
581
Lipschitz constants of f and {c i }, the upper bound on the Hessian, and the distance 582 between x k and x. If this term is small in that ρL f + L c + H max and/or δ is small, 583 then a step from x k to x yields a predicted reduction that is sufficiently close to the 584 actual reduction φ(x k ) − φ(x), meaning that our algorithm would accept such a step.
585
There are few observations to make as a result of this discussion. First, we have 586 argued that our algorithm will not get "stuck" due to a wrong scenario selection.
587
This can be seen in the fact that any discrepancy between the actual and prediction the notation and labels of all of these quantities with these modifications presumed.) 613 One can verify that an analysis as in §4 still applies.
614
Each iteration requires the solution of (14), which, using an ∞ -norm trust region, 
Further details about our method for choosing N k and C k are given at the end of 622 this subsection. To solve subproblem (32), the cardinality constraint is replaced using 623 a "big-M" approach, leading to the mixed-integer constraint set 624 (33)
Here, for each i ∈ C k , the binary variable z i indicates whether the constraint corre-626 sponding to the index i is enforced and the parameter M is chosen large enough so that 627 the constraint is inactive at the optimal solution of (32) whenever z i = 0. We stress 628 that this "big-M" approach, while valid, likely leads to vastly inferior performance 629 compared to a specialized branch-and-cut decomposition algorithm for solving these 630 types of problems, such as the one proposed by Luedtke [34] . However, since adopting 631 such a specialized approach would require a significant programming effort beyond the 632 scope of this paper, our implementation simply employs the "big-M" approach above, 633 invoking Cplex (version 12.6.2) to solve the resulting subproblem.
634
For the quadratic objective term in (32), our implementation uses
The quantities involved in this expression require some explanation. Corresponding of the initial values is described below-the values for these Lagrange multipliers are 643 set to the optimal multipliers for the constraints in (32)-(33) when this subproblem 644 is solved at the previous iterate with all binary variables fixed at their optimal values.
645
For any i / ∈ S M,k and for any i ∈ C k such that the optimal binary variable is z * i = 0, 646 the corresponding multipliers are set to zero. As for the scalar ζ > 0, it is chosen 647 to ensure that H k is positive definite so that the objective of (32)-(33) is convex. the QP for computing Lagrange multipliers, we set the solutiontarget option to 1, 669 thereby telling Cplex that we are seeking an optimal solution to a convex QP.
670
When solving (32)-(33), we used the dual simplex solver with integrality gap 671 tolerance set to 10 −7 and absolute optimality gap tolerance set to 10 −8 . Furthermore,
672
we specified that the interior point QP solver is used for solving the root node in 673 the branch-and-bound methods for the MIQP. This was necessary because otherwise 674 Cplex claimed in some instances that the root node was infeasible (which, in theory,
675
is not possible due to the presence of the slack variables). We used Cplex's MipStart 676 feature to provide the zero-step (setting d = 0, and choosing the remaining variables 677 to minimize the objective in (32)-(33)) as a feasible incumbent. We imposed a time 678 limit of 300 seconds for each subproblem. If the time limit was exceeded when solving 679 an instance of (32)-(33), then we took the final incumbent solution as the step d k .
680
In some cases, this incumbent did not lead to a reduction in the model, and the run 681 was reported as a failure (even though this says nothing about the performance of 682 Algorithm 1, except that the subproblem was numerically difficult to solve). In this manner, to follow our convergence analysis in §4, the set C k always includes the determining [x 0 ] 2 so that x 0 lies on the boundary of the feasible region.
717 Table 1 gives the initial points along with their corresponding function values.
718
The starting point with [x bad ] 1 = 0.08524989 is included as one from which some 719 poor performance was observed. This point is a "poor" local minimizer with a large 720 objective value, away from the two "true" local minimizers (see Figure 1d ). We include 721 this starting point to explore whether the method can escape such a local solution. few cases compared to Table 2 , but none of the choices for δ reset was clearly superior.
769
Overall, for this example, Algorithm 1 finds "true" local solutions in most cases 770 when the penalty parameter is large and when γ is at least 0.05. This corresponds 771 to 501 critical scenarios, chosen out of a total of 5,000 scenarios. These choices even 772 allow the method to escape from the inferior local minimizer x bad . periods. When sold, interest has been earned with an annual interest rate of I j (x j ).
784
In contrast to [17] , the interest rate depends on the amount of money invested and 785 increases as the investment becomes larger, making the chance constraints nonlinear 786 and nonconvex. We assume that the decision about how much to invest in the different 787 options must be made upfront (with no recourse). In each time period t, an unknown 788 random liability L t is incurred and has to be paid from money that is not currently 789 invested. The realizations of L t are denoted l t,k . The variables z t keep track of the 790 amount of cash available in period t, and we need to ensure that there is always 791 enough cash on hand to pay off the liabilities l t,k . For the objective, we maximize 792 the expected amount of cash available at the end of the 10 years. We note that this 793 problem resembles other important stochastic optimal control applications such as 794 inventory and battery management where one seeks to balance profit with the risk 795 of depleting stored resources and not being able to satisfy demands. The chance-796 constrained approach allows us to explore such trade-offs.
797
The initial budget is z init = 10. The interest rate for investment j ∈ J is given by 798 I j (x j ) = I j + (I j − I j ) log(1 + ψ j x j ) log(1 + ψ j z init ) , 799 where I j is the initial interest rate for very small investments, and I j is the interest 800 rate that would be earned if all of the initial cash z init is invested in that option. This 801 function is monotonically increasing and concave, with diminishing interest increase 802 as the investment increases. Varying ψ j > 0 changes the curvature of I j ; with this, 803 we can explore the effects of nonconvexities on algorithm performance. 804 We report the performance of the proposed method averaged over five instances 805 with randomly generated data. For generating each instance, the parameter d j was 806 drawn uniformly from {1, . . . , 10} and s j was drawn uniformly from {1, . . . , T − d j }.
807
The values I j and I j were drawn uniformly from [0.01, 0.05] and (I j +0.005, I j +0.015), 808 respectively. The parameter ψ j was chosen as 10 −pj , where p j was drawn uniformly 809 from [2, 6]. The unknown liabilities L j followed a normal distribution with mean 810 z init /T and variance 0.2z init /T , i.e., 20% of the mean. With this, E[ T t=1 L t ] = z init .
811
We chose δ reset = 0.1, M = 15, and ρ = 0.1. We verified that the penalty 812 parameter ρ was small enough so that, in each successful outcome, the infeasibility of 813 the solutionx * returned from our algorithm, i.e., c(x * ) M , was at most 10 −6 .
814
The initial point x 0 was set as the optimal solution of the "robust" counterpart of 815 (P), i.e., problem (RP). This point was computed by the Ipopt solver [47] in negligible 816 time. We highlight that the ability to initialize the search using the robust solution 817 implicitly allows our algorithm to quickly identify subsets of constraints that can be 818 relaxed to improve the objective. Furthermore, the optimal multipliers obtained by 819 Ipopt are taken as the initial values of the multipliers [λ c 0 ] ij and [λ c 0 ] j . 820 Table 3 details the results of our numerical experiment, where we varied the 821 number of scenarios N between 100 and 5,000 with α = 0.05. The relevance of the 822 size of the critical set C k was assessed using values of the scenario selection parameter 823 γ between 0.001 and 1. We count an instance as solved ("OK") if the algorithm 824 terminated without an error. Unsuccessful outcomes were sometimes observed for 825 one of the five randomly generated instances when N ≥ 2000, where for some values 826 of γ the QP for computing the multipliers could not be solved. We emphasize that 827 these outcomes do not represent a failure of the proposed algorithm, but rather are a 828 consequence of the inefficient manner in which we are solving the subproblems (recall 829 the discussion surrounding (33)) in this preliminary implementation of the method. . To ensure consistency when comparing the influence of the choice 839 of γ on the relative improvement, the averages were taken only over all instances that 840 were solved for all values of γ. The numbers in parentheses indicate the number of 841 instances over which the relative improvement was averaged.
842
Interestingly, the improvements achieved by the proposed algorithm over the ro-843 bust formulation become more apparent as the number of scenarios increases. This 844 is because the robust solution becomes increasingly conservative as N grows, which 845 is reflected in smaller values of f (x rob ) (recall that this is a maximization problem).
846
For reference, the (arithmetic) averages of the robust optima are given in 
