Orbital optimized second order perturbation theory (OOMP2) optimizes the zeroth order wave function in the presence of correlations, removing the dependence of the method on Hartree-Fock orbitals. This is particularly important for systems where mean field orbitals spin contaminate to artificially lower the zeroth order energy such as open shell molecules, highly conjugated systems, and organometallic compounds. Unfortunately, the promise of OOMP2 is hampered by the possibility of solutions being drawn into divergences, which can occur during the optimization procedure if HOMO and LUMO energies approach degeneracy. In this work, we regularize these divergences through the simple addition of a level shift parameter to the denominator of the MP2 amplitudes. We find that a large level shift parameter of 400 mE h removes divergent behavior while also improving the overall accuracy of the method for atomization energies, barrier heights, intermolecular interactions, radical stabilization energies, and metal binding energies.
I. INTRODUCTION
The simplest wave function ansatz that satisfies Fermi statistics is an antisymmetrized product of single electron orbitals: the Slater determinant. The Hartree-Fock (HF) method-defined by variationally minimizing the expectation value of the Hamiltonian within the Slater determinant ansatz-gives a mean-field description that obtains approximately 99% of the total energy but ultimately fails at describing most chemical processes, such as reaction energies, with any reasonable accuracy 1 .
Excepting cases of strong/static correlation, where multi-reference methods are required to properly describe the physics, a primary assumption in electronic structure theory is that the HF method is a good zeroth order approximation for the true wave function. Møller-Plesset perturbation theory (MP), configuration interaction, and coupled cluster (CC) theories typically use HF orbitals as the starting point for building up to a more accurate wave function.
Unfortunately, the assumption that HF orbitals are a good zeroth order approximation does fail, particularly in the case of significant spin contamination. Restricted HF (RHF) follows our chemical intuition that electrons are paired by requiring alpha and beta electrons to have the same spatial orbitals. Removing this requirement leads to unrestricted HF (UHF) 2 , which allows for extra variational degrees of freedom that potentially lower the energy but lead to other unintended consequences. The most clear implication of this unrestriction of the wavefunction is the introduction of spin contamination, indicating that the wavefunction is no longer an eigenfunction of the spin squared operator 3 . While one might not be too concerned about getting the total spin of the wavefunction correct since the energy has no direct dependence on spin degrees of freedom, such broken symmetry solutions typically lead to very poor zeroth order wavefunctions for MP2 and CC theories [4] [5] [6] [7] .
The point is made quite clearly in the dissociation of the lithium dimer where MP2 using UHF orbitals dissociates correctly but gives a very poor description of the ground state potential, while RHF orbitals lead to the correct equilibrium behavior but dissociate wildly incorrectly (Figure 1 ). Artificial spin symmetry breaking occurs on a larger scale in C 60 , leading UMP2 to fail at describing properties such as the single-triplet gap 8 . Spin contamination also leads to total delocalization of solitons in neutral polyenyl chains that experimentally are known to be localized over about 18 carbon atoms 9 . These examples illustrate the need for post-HF methods that are not tied to HF orbitals.
One such option is approximating the Brueckner orbitals-defined as the orbitals that give a ground state determinant with maximal overlap with the exact wave function or equivalently, the orbitals for which there are no single excitations in full configuration interaction (FCI) wavefunction 10 . Within the framework of FCI, one can calculate the Brueckner orbitals using either a projective or variational approach 11 .
In the projective approach, one would calculate singles amplitudes as a function of orbital rotations and minimize them to zero. For the variational approach, we constrain the singles amplitudes to be zero and minimize the CI energy with respect to orbitals, which gives the Brueckener orbitals (since they satisfy the constraint by construction). While these two approaches are identical in the FCI limit, introducing truncations to the CI expansion will lead to two distinct methods.
These Brueckner orbital methods can also be applied to the size-consistent exponential ansatz of coupled-cluster approximations, although they are not exact in the full limit 12 . The projective approach has been implemented for CCSD as Brueckener doubles (BD) 13, 14 with the variational approach implemented for CCSD as orbital optimized doubles (OD) 15 and for Møller Plesset theory as orbital optimized MP2 (OOMP2) 16 and OOMP3 17 . While minimizing a non-variational method may sound troubling, the value being minimized is actually a constrained energy where the single's contribution is set to zero, penalizing orbital solutions which have large singles contributions to the full energy.
Many of the failings of HF orbitals can be mitigated by the use of approximate Brueckner orbital methods. Spin contamination is generally removed or significantly reduced leading to spin eigenfunctions without resorting to restricted constraints 8, 11, 16, 18 . In addition to rectifying spin properties, the use of approximate Brueckner orbitals has been shown to improve the description of bond lengths, frequencies, and relative energies of open shell systems 11, 15, 16, [18] [19] [20] . The use of the variational approach garners additional benefits due to the fact that the energy is made stable to orbital rotations. This fact gives rise to a Hellmann-Feynmann condition, simplifying response properties of the wavefunction and removing first derivative discontinuities present in UMP2 at the unrestriction point 21 .
MP2 is the one of the simplest computational methods to account for electron correlation and naturally includes long-range dispersion interactions 22 . It is ab initio, systematically improvable, and an important alternative to the more commonly used density functional theory (DFT) in cases where DFT self-interaction error is present 23 . For these reasons, OOMP2 is an important method to accurately model large, open-shell systems such as radicals or organometallic compounds, striking a balance between the speed of HF and the accuracy of CCSD. For the case of Li 2 dissociation, it connects the spin pure equilibrium description to the unrestricted asymptotic limit as seen in Figure 1 . Recently, variants of OOMP2 have been proposed that use a Thouless expansion representation of OOMP2 24 along with another approach to orbital optimization based on a one particle operator approximation to the MP2 energy 25 .
While enabling many improvements to traditional MP2, OOMP2 brings with it the looming concern of energy divergence. Inherent in Rayleigh-Schrödinger perturbation theory is the divergence for zeroth order states with nearly degenerate energies, which translates in MP2 to divergence as the HOMO-LUMO gap goes to zero. While there are classes of post-Kohn Sham theories that can properly describe small band gap systems such as RPA 26, 27 and GW theory 28, 29 , in small molecular systems such a degeneracy in the HF orbital energies is a key indicator of the presence of static correlation requiring multireference techniques rather than MP2.
For OOMP2, on the other hand, these divergences do not need to be present in the orbitals used to calculate the final energy to cause problems; due to the nonvariational nature of the constrained energy, the method must only come across one of these mathematical artifacts during the optimization procedure to keep from finding a truly stable set of orbitals. In this case, by removing divergences, one could properly converge to a set of orbitals that do not contain orbital degeneracies. Thus, unlike standard MP2, the divergences present in OOMP2 can occur in many more situations since they may arise during the optimization process even if they would have not appeared in the final energy expression.
There have been many approaches taken to regularize standard MP2 theory for nearly degenerate zeroth order energies. Some apply methods of pseudo-degenerate perturbation theory where zeroth order subspaces are defined for applying perturbation theory followed by diagonalization 30 . Another approach is to treat each second order excited state contribution as uncoupled from all others and diagonalize as in degeneracy-corrected perturbation theory (DCPT2) 31, 32 or a generalized iterative approach to diagonalize a dressed Hamiltonian 33 . There have been many methods based on the repartitioning of the diagonal portion of the zeroth and first order Hamiltonian through level shifts, which leaves the energy unchanged up to first order but modifies higher order terms. One partitioning is to shift the degeneracy into the imaginary plane through a complex level shift parameter to damp out divergences 34, 35 . Other repartitioning approaches have focused on the convergence of the MP series 36, 37 and making low levels of theory stable to difficult correlations in single reference 38, 39 and multireference perturbation theory 40, 41 . In the context of complete active space second-order perturbation theory (CASPT2), a method has been developed to add a state independent level shift and then add a correction to remove the effect of the shift on the energy 42 .
These approaches all have established merits, but are more complicated than the very simplest possibility, which is the introduction of a static level shift, which perhaps surprisingly, has not been carefully explored hitherto, to our knowledge.
The simple addition of a single, state independent level shift is well suited to our situation since we do not intend to properly describe these degenerate cases, but simply remove them as minima from our orbital optimization space. It is a key point that we are not trying to develop a pseudo-degenerate perturbation theory but simply modify our OOMP2 energy functional in a way that avoids artificial minima.
Accordingly, the purpose of this paper is to explore a modified OOMP2 theory with a level-shift parameter to regularize divergences that can arise during orbital optimization. We regard this parameter as potentially serving two purposes. First, regularization itself, and, second, since stability improvements should be related to accuracy improvements, the level shift parameter is also a degree of freedom with which to remove some of the systematic error of OOMP2. After discussing the theory, we investigate the magnitude of the level shift needed for regularization, and then explore how compatible (or incompatible) it is with training the level shift parameter to remove systematic OOMP2 errors in calculated atomization energies.
The transferability of the optimized parameter is then further investigated on a range of other relative energies, and also on optimized bond lengths and harmonic vibrational frequencies for molecules that are sensitive to symmetry breaking in the MP2 wavefunction.
II. THEORY
Using spin-orbital notation, the resolution of the identity 43 (RI) MP2 energy is given by
This is the standard MP2 energy expression where ϵ p are given by diagonal elements of the pseudocanonical (block diagonalized) Fock matrix and the two electron integrals have been expanded using the resolution of the identity. For simplicity, we assume all occupied orbitals are correlated. As usual, T ab ij is the coefficient of the double excitation i → a, j → b of the first order wavefunction. A subtlety to this equation is that the singles energy, which for Hartree Fock orbitals is strictly zero, is neglected even for non-HF orbitals when using OOMP2 as in OD. As mentioned above, the purpose of neglecting the singles contribution and minimizing the energy is to reach approximate Brueckner orbitals.
To minimize the energy we need the electronic gradient which is expressed as
and,
Standard notation is used, where F pq are Fock matrix elements, P (2) pq are elements of the correction to the two particle density matrix, and A pqrs is from the HF orbital Hessian. Note that the last two terms of the Lagrangian (L ai ) come from off-diagonal Fock matrix elements and appear since we are not using HF orbitals.
Our proposal is to tame the divergence of the OOMP2 energy by modifying the T amplitudes which contain the energy denominators. The simplest place to start is to add a level shift to the zeroth order energies which takes the form of a small constant factor to the denominator, thus setting a lower limit to the divergence. Our new amplitudes are thus expressed,
This choice gives the added benefit of leaving the gradient equations unchanged except for the replacement of T with T (δ).
The level shift can be theoretically justified as a repartitioning of the zeroth order Hamiltonian as,
which leaves the first order energy unchanged, but modifies the first order amplitudes as T ab ij (δ). Another way to derive δ-OOMP2 is to start from the Hylleraas functional 44 and penalize large amplitudes by including a third term:
From here we minimize J H by differentiating with respect to T and setting equal to zero:
and we get,
Thus we arrive at at the same equations by viewing δ as a level shift from repartitioning the Hamiltonian, or as a quadratic penalty function applied to the T amplitudes. More complicated (i.e. more non-linear) penalty functions are also possible 45 .
III. RESULTS AND DISCUSSION

A. Divergence
While the possibility of the OOMP2 energy diverging is clear, what is unclear is under what circumstances these divergences will interfere with the optimization procedure. We are limited in our understanding of the energy as a function of orbitals due to the high dimensionality of the problem. One exception, however, is the case of H 2 in a minimal basis (in an unrestricted framework), for which the only degrees of freedom to which the energy is not invariant are the 2 rotations between occupied and virtual alpha and beta orbitals. Thus, for a given bond length, we can plot the OOMP2 energy landscape in three dimensions. Second, since the two axes correspond to mixing α and β orbitals independently, all points that lie off the central diagonal (θ α = θ β ) will correspond to spin contaminated (unrestricted) orbitals. The final point to note is that rotation by 180 • corresponds to multiplying the molecular orbital by -1 and leaves the energy unchanged. Thus the plotted region contains points corresponding to the same orbitals, but we leave this degeneracy in the plot to get a clearer visual representation of the surface.
When we look at the energy surface at equilibrium, there appears to be a clear, single minimum corresponding to the RHF solution at the origin. Although some "dents" appear near the top of the curve, we can safely say that they will have no effect on any optimization procedure since they appear near the top of a nearly 1000 kcal/mol high maximum. We can feel relatively sure that optimization on this energy surface will yield the global minimum solution without much difficulty. Once we stretch the bond to 4.0Å, we get a qualitatively different picture. fact, the restricted solution is surrounded by these divergences.
To get a sense of the size of the regularization parameter needed to be to remove these pits, Figure 4 plots the energy surface for δ-OOMP2 for δ values of 100 and 400 mE h . It shows that in our toy case, one must go to values over 10 eV to tame the divergences of OOMP2. A value this high will certainly have a significant effect on absolute energies, but potentially less so on relative energies as we will see. In this case, the unrestricted solution has been restored as the global minimum and the divergences have nearly been reduced to saddle points. In general, we expect that level shifts of this magnitude should remove divergences as absolute minima, since there will be a large penalty from the first order energy for bringing the HOMO and LUMO orbital energies to degeneracy. Unfortunately, there may still be artificial, shallow local minima, but they will be easily identifiable by a HOMO-LUMO gap of zero. The difficulty of looking at divergences that arise in OOMP2 is that it is a problem that depends on the specifics of the optimization algorithm and can be fixed by knowing the right answer ahead of time (since presumably the final set of orbitals should have a non-zero HOMO-LUMO gap). Rather than immediately fixing our parameter by how "regularized" it makes the optimization, we choose to look at the problem from a different perspective, by viewing δ as a semi-empirical parameter and testing how it can improve systematic errors in OOMP2. We can then assess how compatible (or incompatible) the two perspectives are.
B. Test Sets
We proceed by investigating the effect of the δ parameter on errors in calculated atomization energies compared to QCISD(T) 46 for the 148 small molecules of the G2 test set 47, 48 in the cc-pVTZ basis. The G2 test set is chosen as a fair testing grounds since thermochemistry of closed shell systems is definitely not the target of OOMP2; in fact, for such systems, standard RIMP2 will likely be faster and more accurate. In this sense, we hope to parametrize δ-OOMP2 for general improvement, rather than fit it to a specific problem. The moderately sized cc-pVTZ basis is used in both reference and OOMP2 calculations with the matching auxiliary basis set for the resolution of the identity. In this way, we are not compensating for basis set incompleteness. Figure 5 shows the root mean square error (RMSE) for δ-OOMP2 as well as the corresponding δ-RIMP2 and an RIMP2 and OOMP2 variant with directly scaled correlation energy (as has been previously applied to MP2 49, 50 ). The other two methods are briefly considered here as a way to provide a fair comparison: inclusion of a semi-empirical parameter will necessarily improve the statistical errors and we want to make sure that the parameterization we are working with gives comparable improvements to other simple, singly-parameterized variants of MP2. These results show that a significantly large regularization parameter of around 300 or 400 mE h optimally reduces the systematic errors of OOMP2 in atomization energies. By comparing to the other two methods it seems that the improvements are typical of parameterizations that reduce the correlation energy of MP2.
While the size of the optimal level shift seems surprisingly large, parameters on the same order of magnitude have been shown to reduce errors in CASPT2 42 (although the study was more focused on removing the effects of the parameter rather than exploiting its reduction of errors). It is also important to compare to the previous scaled MP2 results for bond dissociations 49 and atomization energies 50 of very small molecules which actually suggest scaling the correlation by a value larger than one.
These studies, however, are comparing to experimental values and not to a higher level theory in the same basis set and are thus accounting for basis set incompleteness of their double and triple zeta MP2 calculations which becomes the major factor in the results. Another interesting point to note is that δ-OOMP2 has a larger optimal value of δ compared to δ-RIMP2, which reinforces the idea that while MP2 typically over correlates, OOMP2 over correlates even more.
In this context, the discussion of over-correlation applies specifically to relative energies of chemical significance.
Thus while it is recognized that MP2 typically under estimates absolute correlation energies (except in some recently understood cases for heavy atoms [51] [52] [53] ), it tends to over emphasize the effects of correlation for relative energies as seen in the G2 results for scaled-RIMP2. Nonetheless it is important to note that this over-correlation is not a universal rule but is a significant trend seen quite clearly in the 148 molecules of the G2 test set. Finally it is also encouraging that the optimal value seems quite compatible with the values inferred as suitable for regularization in the previous section.
Performance of δ-OOMP2 on test sets that typically give standard MP2 trouble are shown in Fig 6 54 . In addition to the G2 atomization energies, we have considered the S22 (weak interactions), RSE43 (radical stabilization energies), and BH76 (bar-rier heights) test sets from Grimme's GMTKN30 database 55 These improvements are seen across all subsets of interactions-hydrogen bonding, dispersion, and mixed-but most prominently improve the dispersion interactions.
Radical stabilization is where OOMP2 really shines and it is good to see that the level shift reduces error in these systems as well. It is important to recognize that the major failing of RIMP2 in these cases is due to the spin contamination in the reference, and RIMP2 can be improved using ROHF orbitals which are, however, not local minima in the full orbital space of spin polarized orbitals (and hence curves that smoothly separate bonds to correct fragments cannot be obtained).
Barrier heights are another case that requires balancing the description of two different types of systems, in this case ground and transition states. Here too, the largest errors come from cases where spin symmetry breaking is not present equally on either side of the reaction leading to cases with large errors; however, these systems can not be simply rescued by a restricting the reference as reducing the degrees of freedom leads to even worse errors.
The significant improvement seen in the description of single reference metal con-taining compounds is very encouraging. These systems are better described by the orbital optimized reference, but also show great improvement with respect to the level shift. 
IV. CONCLUSION
We have presented a simple proposal for regularizing orbital optimized MP2 for near orbital degeneracy. Comparisons to standard OOMP2 and MP2 on various test sets have shown that choosing a large nonzero value for δ not only helps the method avoid diverging to artificial minima but also improves the method's accuracy. We have selected a roughly optimal value of 400 mE h to use as the recommended value for δ-OOMP2 based initially on thermochemistry, but which shows improvements for all of the test sets studied in this work. While the cost of δ-OOMP2 is the introduction of semi-empiricism, the benefits extend beyond improved statistical errors to include the ultimate goal of stabilizing the optimization to the presence of divergences.
Since one of the greatest drawback of OOMP2 is the computational time required to iteratively calculate the MP2 energy, we plan to apply a level shift to the iterative O(N 4 ) orbital-optimized opposite-spin scaled second-order correlation (O2) 16 to make for a more tractable method. There are also other interesting possibilities for related future work. First, there is great interest in double hybrid density functionals (DHDFs) 59 at present (for instance [60] [61] [62] [63] ), including the recent possibility that orbital optimized DHDFs 64 can offer significant advantages. Very likely the inclusion of a regularization parameter as a component of an OO-DHDF would be useful both for accuracy and stability of the resulting functional. Separately, electronic attenuation has been shown to substantially increase the accuracy of MP2 theory for non-covalent interactions in finite basis sets 65, 66 . It may be that combining regularization and attenuation will further broaden the applicability of these MP2-derived methods. 
