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PROOF OF THE STRONG SCOTT CONJECTURE FOR HEAVY
ATOMS: THE FURRY PICTURE
KONSTANTIN MERZ AND HEINZ SIEDENTOP
Abstract. We prove the convergence of the density on the scale Z−1 to
the density of the Bohr atom (with infinitely many electrons) (strong Scott
conjecture) for a model that is known to describe heavy atoms accurately.
1. Introduction
The quest for ground state properties of Coulomb systems like atoms, molecules,
and solids is one of the central topics in physics and chemistry. However, it became
clear right after the discovery of quantum mechanics (Heisenberg [24]) that – not
much different from classical mechanics – one-particle problems like the hydrogen
atom can be solved analytically (Pauli [46]) but problems with several electrons
need suitable approximations. Within two years after the advent of quantum me-
chanics Thomas [63] and Fermi [12, 13]) developed an approximation, now called
Thomas-Fermi theory – for predicting the ground state energies and densities of
large atoms. About fifty years later Lieb and Simon [37] showed in their seminal
work that, indeed, the asymptotic behavior of atomic energies for large atomic num-
bers Z is given by the Thomas-Fermi energy, namely eTFZ
7/3 and that the suitably
renormalized ground state density of large atoms on the scale Z−1/3 converges to
the hydrogenic Thomas-Fermi density.
The Thomas-Fermi theory is the simplest example of what is called density
functional theory. However, already the next order correction is not easily connected
with the first correction of Thomas-Fermi theory, the Thomas-Fermi-Weizsa¨cker
theory. It requires a renormalization of the constant in front of the inhomogeneity
correction (Yonei and Tomishima [65], see also Lieb [35, 36]). In fact the next
order energy correction was predicted by Scott [50] as stemming entirely from the
electrons on the scale Z−1 where the interaction between the electrons is completely
dominated by the electron-nucleus interaction. He suggested that the correction
is the same as for non-interacting electrons, namely Z2/2. This became one of
the long standing open questions of mathematical physics (see, e.g., Lieb [33] and
Simon [56, Problem 10B] and was eventually proven by Siedentop and Weikard
[55, 52, 51, 53, 54] (upper and lower bound) and Hughes [25, 26] (lower bound) and
later extended in various ways.
In Scott’s spirit Lieb [34] conjectured that also the density on the scale Z−1 is
given by the density of the Bohr atom. This and refinements thereof were proven
by Iantchenko et al [28, 27, 29]. Recently Ivrii [30] outlined an extension.
All these results, although mathematically correct, suffer from a serious defect
viewed from a physical perspective: in the limit of large atomic numbers Z the
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innermost electrons are attracted more and more to the nucleus. The ground state
energy of such an electron is even in non-relativistic quantum mechanics already
−Z2/2. By the virial theorem the kinetic energy of the electron is Z2/2. This means
that the corresponding classical velocity is Z in atomic units. This compares to
the velocity of light c which is 137, a dimensionless constant. Thus, say for ura-
nium, Z = 92, the velocity of the innermost electrons is a substantial fraction of the
velocity of light. In other words, the limit of large Z renders a non-relativistic treat-
ment questionable. A relativistic treatment is required. Comparing the energies of
those electrons substantiates this view as well: the binding energy of the innermost
electron of uranium is −4232 Ha nonrelativistically compared with −8074 Ha for
the Dirac equation, i.e., almost a doubling. Schwinger [49] made this intuition
quantitative and predicted a lowering of the non-relativistic Scott correction.
Analogously to the non-relativistic strong Scott conjecture by Lieb, one might
predict, that the density close to the nucleus, i.e., on the scale Z−1, behaves in a
relativistic model – after suitable renormalization – like the sum of the absolute
square of the relativistic hydrogen orbitals.
To prove such statements on the ground state energy and density starting from
a microscopic model faces, however, a fundamental problem. The physically recog-
nized starting point should be quantum electrodynamics. However even the most
basic mathematical objects like the underlying Hilbert space and its Hamiltonian
are unknown.
But also the straightforward generalization to a multiparticle Dirac operator
– replacing the Laplacian acting on the n-th particle by a free Dirac operator –
leads to unphysical predictions. Even if the Hamiltonian might be extended to a
self-adjoint operator as recently shown by Oelker [45] for two electrons, it leads
to a spectrum which is the whole real line and dissolution of bound states, a fact
that Brown and Ravenhall [4] observed and is known as Brown-Ravenhall disease
or continuum dissolution (Sucher [59]). (See also Pilkuhn [47, Section 3.7] for a
review.)
Faced with this difficulty, various models were developed ranging from straight-
forward quantization of the classical relativistic Hamilton function – which can be
traced back to Chandrasekhar [7] – to Hamiltonians derived by physical arguments
from quantum electrodynamics like the so-called no-pair Hamiltonians. All of those
models have a critical coupling γ = αZ at which the energy changes from being
bounded to unbounded from below (with α := 1/c, the Sommerfeld fine struc-
ture constant). For subcritical coupling constant the Friedrichs extension yields a
natural self-adjoint realization of the operator. All of them show also the above
mentioned lowering of the energy.
The simplest of those models, the Chandrasekhar operator, is relatively well
studied mathematically. In fact a formula for the lowering of the Scott term was
proven by Solovej et al [57] and Frank et al [18]. Moreover, recently the strong
Scott conjecture for the Chandrasekhar operator was proven as well (Frank et al
[17]). However, it is known that the Chandrasekhar operator yields energies that
are much too low. In fact the really heavy elements like uranium cannot by treated
at the physical value of the fine structure constant, since αZ exceeds already 2/π,
the critical Chandrasekhar coupling constant.
The situation is improved for no-pair operators. (See Sucher [59, 60, 61]; for a
textbook discussion see Pilkuhn [47].) Already the simplest, the Brown-Ravenhall
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operator, also called no-pair operator in the free picture, raises the energy and the
critical coupling constant 2/(2/π + π/2) covers all known elements at the phys-
ical value of the fine structure constant. A corresponding formula for the Scott
correction was obtained in [19]. Nevertheless, its energies are still too low. – A
convergence result for the density on the scale Z−1 is not known.
Chemical accuracy is obtained when the external field is included in the definition
of the state space. The corresponding operator is called the no-pair operator in the
Furry picture. A formula for the Scott correction was proven by Handrek and
Siedentop [22]. (The same formula should be also true when the mean field in
the sense of Mittleman [41] is taken into account. This, however, is so far only
know in Hartree-Fock approximation when the involved projection is given by the
Dirac-Fock operator (Fournais et al [14]).) A formula for the ground state density,
however, is still missing. It is the purpose of this paper to close this gap and to
prove the strong Scott conjecture for the no-pair operator in the Furry picture.
2. Definitions & main results
We begin with some preparatory notations which will allow to define the no-pair
Hamiltonian in the Furry picture of atoms with nuclear charge Z and N electrons.
We will use atomic units throughout, i.e., the rationalized Planck constant, the
elementary charge, and the mass of the electron are all one. The energy will depend,
though, besides Z and N , also on the velocity of light c. For our purposes it is also
convenient to introduce γ := αZ = Z/c.
We write p := (1/i)∇ for the momentum operator and
α =
(
0 σ
σ 0
)
, β =
(
1C2 0
0 −1C2
)
,
with σ = (σ1, σ2, σ3) the three Pauli matrices in standard representation for the
four Dirac matrices.
We write
(1) Dc,Z := cα · p+ c2β − Z|x| in L
2(R3 : C4)
for the one-electron Dirac operator defined in the sense of Nenciu [44] (see also
[48, 64, 32]), i.e., with form domain H1/2(R3 : C4) assuming γ = Z/c ∈ (−1, 1).
Note
(2) Dc,Z ∼= c2D1,Z/c
under the scaling x→ x/c. For the latter we drop the first index and introduce the
abbreviation
(3) Dγ := D1,γ .
For more general electric potentials ϕ allowing also for Nenciu’s method to define
the Dirac operator, we write
(4) Dγ(ϕ) := Dγ − ϕ.
Brown and Ravenhall’s basic suggestion [4] was to implement Dirac’s idea [10]
of a filled Dirac sea which is inaccessible to physical electrons by requiring that
the state space of an electron is the positive spectral subspace of a suitably chosen
Dirac operator; in fact they suggest the positive spectral subspace of the free Dirac
operatorDc,0. Later other choices were suggested (see Sucher [59] for more details).
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A particular interesting choice is the so called Furry picture, where the Dirac oper-
ator defining the state space is Dc,Z in the atomic case. It is known that the Furry
picture produces numerical values of chemical accuracy. (This choice is named after
Furry, who with Oppenheimer [20] already introduced the corresponding splitting
of the electron and positron space in quantum electrodynamics.)
In this paper we will focus on the Furry picture. To be explicit, the underlying
Hilbert space is
Hc,Z :=
[
χ(0,∞)(Dc,Z)
]︸ ︷︷ ︸
=:Λc,Z
(L2(R3 : C4)).
By Nenciu’s above result,
Λc,Z(S(R3 : C4)) ⊆ H1/2(R3 : C4)
and dense in Hc,Z .
The energy Ec,Z,N of an atom with nuclear charge Z and N electrons in the state
ψ ∈ ∧Nν=1 Λc,ZS(R3 : C4) is
(5) Ec,Z,N [ψ] := (ψ,

 N∑
ν=1
((Dc,Z − c2)ν +
∑
1≤ν<µ≤N
1
|xν − xµ|

ψ)
The quadratic form Ec,Z,N is defined as long as Dc,Z is defined. This is certainly
true, although not necessary, if γ = Z/c ∈ (0, 1), an assumption which we will
make throughout the rest of the paper. By construction, it is bounded from below
and therefore extends according to Friedrichs to a closed quadratic form in the
Hilbert space
∧N
n=1 Hc,Z with form domain Qc,Z,N :=
∧N
n=1(Λc,Z(H
1
2 (R3 : C4))).
The resulting self-adjoint operator constructed according to Friedrichs is the Furry
operator of the – possibly ionized – atom of atomic number Z with N electrons.
We write Fc,Z for the operator when N = 1 and we abbreviate Ec,Z := Ec,Z,Z
and Qc,Z := Qc,Z,Z , i.e., we drop the third index of the functional and its domain,
when N = Z.
In the one-particle case, it is also here sometimes convenient to scale out the
velocity of light c like for the Dirac operator and drop a factor c2 with the energies.
The resulting operator depends – like in the case of the Coulomb-Dirac operator –
only on the quotient γ = Z/c and is F1,γ , i.e., the index pair c, Z is replaced by 1, γ.
In this case, we simply drop the index 1 and write Fγ in analogy to Dγ . Similarly
to (4) we introduce
(6) Fγ(ϕ) and Fc,Z(ϕ)
as the self-adjoint operators associated with (f, (Dγ − ϕ − 1)f) on ΛγS(R3 : C4)
and (f, (Dc,Z − ϕ − 1)f) on Λc,ZS(R3 : C4) whenever closable and bounded from
below.
Matte and Stockmeyer [40, Theorem 2.2] showed that
(7) Ec,Z := inf{Ec,Z[ψ]|ψ ∈ Qc,Z, ‖ψ‖ = 1}
is assumed, i.e., a ground state – not necessarily uniquely determined – exists.
Although, we neither need the state to be pure nor exactly a minimizer, we will
refrain from such generalizations, and pick the state which occurs according to
Lu¨ders [38] when measuring the ground state energy, namely
Λ := (|ψ1〉〈ψ1|+ ...+ |ψD〉〈ψD|)/D
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where ψ1, ..., ψD is an orthonormal basis of the ground state space of Ec,Z (with
N = Z). We will denote the corresponding spin-summed one-particle density by
(8) ρ(x) :=
N
D
D∑
d=1
4∑
σ=1
∫
Γ(N−1)
|ψd(x, σ; y)|2 dy
where y ∈ ΓN−1 with Γ := R3 × {1, 2, 3, 4} are space-spin variables. Moreover, dy
is the corresponding measure, i.e., integration in the space variable and summation
in the spin variable.
A refinement is to consider the density in angular momentum channels, more
accurately in channels of spin-orbit coupling, labeled by
(9) κ ∈ Z˙ := Z \ {0}
(see Appendix A for more details). It is also convenient to introduce
(10) jκ := |κ| − 12 and ℓκ := jκ − 12 sgn(κ) = |κ| − θ(κ),
the quantum numbers of total and orbital angular momentum all determined by κ.
The density at a point x ∈ R3 in channel κ ∈ Z˙ of the ground state Λ of Ec,Z is
(11)
ρκ(x) :=
N
4πD
D∑
d=1
∑
σ∈{+,−}
jκ∑
m=−jκ
∫
ΓN−1
dy
∣∣∣∣∣
4∑
τ=1
∫
S2
dωΦσκ,m(ω, τ)ψd(|x|ω, τ, y)
∣∣∣∣∣
2
where Φσκ,m are spherical Dirac spinors (77). (See (80) for the relation to Πκ.)
Note that ρ =
∑
κ∈Z˙ ρκ for the state Λ. For general states, the left side needs an
additional spherical average. The functions ρκ and ρ are the objects of interest of
this work. When appropriately rescaled, we will study their convergence as Z →∞
and Z/c is fixed. The objects which will turn out to be the limits are introduced
now.
We write ψn,κ,m for the orthonormal eigenfunctions of Dγ , i.e.,
(12) Dγψn,κ,m = λn,κψn,κ,m
suppressing the dependence of γ in both the eigenvalues and eigenfunctions. The
corresponding eigenvalue problem was solved by Gordon [21] and Darwin [8]. (See
also Bethe [3, Formula (9.29)] or [62, Formula (7.140)] for textbook treatments.)
The density of a Bohr atom for a given γ in channel κ is then defined by
(13) ρHκ (x) :=
∞∑
n=θ(−κ)
jκ∑
m=−jκ
4∑
σ=1
|ψn,κ,m(x, σ)|2;
the total hydrogenic density is
(14) ρH(x) :=
∑
κ∈Z˙
ρHκ (x).
Of course, this is only well defined, if the right sides of (13) and (14) converge which
we will show outside the origin in Theorem 3. Moreover, we will study its behavior
as x→ 0 and x→∞.
Finally, since we show convergence in a weak – although in fact in the radial
variable rather strong – sense, we need to specify the test functions. The test
functions can be written as U = U1+U2 where U1 may have a Coulomb singularity
at r = 0 and U2 decays sufficiently fast as r → ∞. More precisely, U2 is going to
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belong to the test function spaces D(0)γ and D used by Frank et al [17]. For the
convenience of the reader we give their definition also in Appendix B, in particular
(83) and (84). As an example, we mention that if the test function obeys
(15) |U(r)| ≤ const (r−11{r≤1} + r−α1{r>1}) ,
then U = U1 + U2 with U1 ∈ r−1L∞c ([0,∞)) bounded and compactly supported
and U2 belongs to D(0)γ , if α > 1. It is in D(0)γ ∩ Dγ , if α > 3/2. (The index c
denotes, as usual, compact support.)
Theorem 1 (Convergence of the angular momentum decomposed density). Fix
κ ∈ Z˙, and U = U1 + U2 with U1 ∈ r−1L∞c ([0,∞)) and U2 ∈ D(0)γ . Then, with
γ = Z/c ∈ (0, 1) fixed,
lim
Z→∞
∫
R3
c−3ρκ(c−1x)U(|x|) dx =
∫
R3
ρHκ (x)U(|x|) dx.
Theorem 2 (Convergence of the density). Let U = U1+U2 with U1 ∈ r−1L∞c ([0,∞)),
U2 ∈ D ∩ D(0)γ , and γ ∈ (0, 1). Then
lim
Z→∞
∫
R3
c−3ρ(c−1x)U(|x|) dx =
∫
R3
ρH(x)U(|x|) dx.
The next result ensures that the above convergence results are not meaningless.
More precisely, we will now show that the hydrogenic densities are finite for all
r ∈ R+. To this end define for γ ∈ [0, 1]
σγ = 1−
√
1− γ2 ∈ [0, 1].(16)
Note that σ0 = 0, σ1 = 1, σ√3/2 = 1/2, σ√15/4 = 3/4, and σγ is strictly monotone
increasing. We will denote positive constants from now on by A or a. Any de-
pendence on some parameter is going to be denoted by a corresponding subscript.
Moreover, positive constants may vary from line to line but are still going to be
denoted by the same letter.
Theorem 3 (Existence of ρHκ and ρ
H). Let 1/2 < s ≤ 3/4, if γ ∈ (0,√15/4) and
1/2 < s < 3/2− σγ , if γ ∈ [
√
15/4, 1). Then there is a constant As,γ > 0 such that
for all κ ∈ Z˙ and x ∈ R3 \ {0}
ρHκ (x) ≤ As,γ
|κ|1−4s
|x|2
×
[( |x|
|κ|
)2s−1
1{|x|≤|κ} +
( |x|
|κ|
)4s−1
1{|κ|≤|x|≤|κ|2} + |κ|4s−11{|x|≥|κ|2}
]
.
Moreover, for any ε > 0 and x ∈ R3 \ {0}, there are constants Aγ,ε, Aγ > 0 such
that
ρH(x) ≤
{
Aγ |x|−3/2 if γ ∈ (0,
√
15/4]
Aγ,ε
(|x|−2σγ−ε1{|x|≤1} + |x|−3/21{|x|>1}) if γ ∈ (√15/4, 1) .(17)
Some remarks on the above results are in order.
(1) The corresponding convergence results and pointwise bounds on the hydro-
genic densities were recently proven for Chandrasekhar atoms by Frank et al [17].
The classes of admissible test functions are the same in both models, i.e., the test
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functions may have Coulomb singularities at the origin, but delta functions are not
allowed, i.e., we were not able to prove pointwise convergence of the densities.
For a comparison between the results of Iantchenko et al [28] in the non-relativistic
case with those that were obtained for the above two relativistic models, we refer
to the discussion after [17, Theorem 2].
(2) As in [17] we show that the hydrogenic density is finite for all x ∈ R3
and obtain a pointwise upper bound with a similar asymptotic behavior for small
and large distances to the nucleus. Although we are lacking a corresponding lower
bound and the constant appearing in Theorem 3 is implicit and presumably far from
sharp, we believe that the dependence on r is optimal: on the one hand, relativistic
effects should play a minor role for r ≫ 1 which is reflected in the r−3/2-decay of
ρH . In fact, Heilmann and Lieb [23] proved in the non-relativistic case that the
density decays like (23/2/(3π2))γ3/2|x|−3/2 + o(|x|−3/2) as x → ∞. Recalling that
the Thomas-Fermi density satisfies ρTFZ (x) = Z
2ρTF1 (Z
1/3x) ∼ (Z/|x|)3/2 as x→ 0,
the bounds on ρH(x) for large |x| indicate that there is a smooth transition between
the quantum length scale Z−1 and the Thomas-Fermi length scale Z−1/3. Note also
that a lower bound of the form ρH(x) ≥ Aγ |x|−3/21{|x|≥1} would suggest that the
function space D(0)γ ∩ D is optimal in the sense that it covers functions that decay
like |x|−3/2−ε, see (15).
On the other hand, the behavior for small r seems best possible for γ ≥ √15/4,
except for the lack of a corresponding lower bound and the arbitrary small ε ap-
pearing in (17). The main reason for this belief is the behavior of the radial part
of the hydrogenic ground state wave function at the origin
|ψn=0,κ=±1,m(x)| ∼ |x|
√
1−γ2−1 = |x|−σγ , m = −jκ, ..., jκ.
The formula reveals in particular, that the singularity of the hydrogenic density is
only generated by the eigenfunctions with |κ| = 1, since ψ0,κ,m has no singularity
at the origin for any |κ| ≥ 2. This observation supports our claim for the small r
behavior of ρH for γ ≥ √15/4. However, the formula also shows that our bound
for γ <
√
15/4 cannot be optimal, since it does not depend on γ at all. As in
the Chandrasekhar case, this limitation is of technical nature and comes from the
restriction σγ ≤ 3/4 = σ√15/4. Ultimately, the behavior of the eigenfunctions with
|κ| = 1 and γ = 1 suggests that the admissible singularities of our test functions are
optimal. This is also expected in view of Kato’s inequality since singularities which
are more severe than Coulomb cannot be controlled by kinetic energy anymore.
Although the eigenfunctions ψn,κ,m are explicitly known, the explicit summa-
tion of their absolute squares analogously to Heilmann and Lieb [23] in the non-
relativistic case is an open question. An answer would most likely allow for a more
detailed study of the properties of ρH .
(4) The basic idea behind the proof of the convergence result is a linear re-
sponse argument which was already used by Baumgartner [2], Lieb and Simon
[37], Iantchenko et al [28] and Frank et al [17]. We first estimate the difference of
the expectation values of the appropriately perturbed and unperturbed many-body
Hamiltonians in the unperturbed ground state by the spectral shift between the cor-
respondingly perturbed and unperturbed hydrogenic one-particle operators. Then,
we use the generalized Feynman-Hellmann theorems [17, Theorem 13, Proposition
14] to differentiate the sum of the negative eigenvalues of the perturbed hydro-
genic operator. The main difficulty consists in verifying the assumptions of these
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theorems. In particular, we will show that the test function U satisfies a certain
“relative trace class condition” with respect to Fγ in channel κ. To be definite
introduce the notation
(18) trκA := tr(ΠκA)
when ΠκA is trace class.
For convenience we also introduce the abbreviation for the Furry operators in
angular momentum channel κ
(19) fγ,κ := Fγ |h+κ , fγ,κ(ϕ) := Fγ(ϕ)|h+κ
which we will freely use here and later.
Then our claim is that for s > 1/2 and κ ∈ Z˙
tr(fγ,κ + 1)
−sΠ+κUΠ
+
κ (fγ,κ + 1)
−s <∞.
As in the Chandrasekhar case, s > 1/2 is crucial, since (1 + k)−1 /∈ L1(R+, dk).
The general strategy to prove the above and similar assertions, is to roll them
back to those involving Chandrasekhar operators where they are known to hold [17,
Corollary 20]. A main new technical contribution is to show that the Chandrasekhar
and the Furry operators are comparable: Corollary 1 shows that one can compare
Λγ(|p|+ 1)sΛγ with (Fγ + 1)s which will be an important tool.
3. Applying the Feynman-Hellmann theorem in the Furry picture:
the case of fixed κ
We will use the abstract version of the Hellmann-Feynman theorem by Frank et
al [17, Theorem 13 and Proposition 14]. To be self-contained we recall these results
here. The first one will be used to handle the Coulomb singularity, whereas the
second one will handle the local singularities of the test potential.
We write A− = −Aχ(−∞,0) and denote by S1 the set of trace class operators
and by S2 the set of Hilbert-Schmidt operators.
Proposition 1. Assume that A is a self-adjoint operator on a Hilbert space H with
A− ∈ S1(H) and B is non-negative and relatively form bounded with respect to A.
Furthermore, assume that there is 1/2 ≤ s ≤ 1 and M > − inf σ(A) such that
(20) (A+M)−sB(A +M)−s ∈ S1(H)
and
(21) lim sup
λ→0
∥∥(A+M)s(A− λB +M)−s∥∥ <∞.
Then the one-sided derivatives D±S of
λ 7→ S(λ) := tr(A− λB)−
satisfy
trBχ(−∞,0)(A) = D−S(0) ≤ D+S(0) = trBχ(−∞,0](A).
In particular, S is differentiable at λ = 0, if and only if B|kerA = 0.
Proposition 2. Assume that A is self-adjoint with A− ∈ S1 and B is non-negative,
and let 1/2 < s ≤ 1. Assume that there is an s′ < s such that for some M >
− inf σ(A), (20) holds, and that for some a > 0
(22) B2s ≤ a(A+M)2s′ .
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Then B is form bounded with respect to A with form bound 0 and the conclusions
in Proposition 1 hold.
We recall the following two observations.
1. By (20),
tr(Bχ(−∞,0](A)) = − tr
[
((A+M)−sB(A+M)−s)(χ(−∞,0](A)(A +M)2s)
]
<∞,
since χ(−∞,0](A)(A +M)2s is bounded. Hence, also D+S(0) <∞.
2. If the bottom of the essential spectrum of A is strictly positive, the result
recovers the classical Feynman-Hellmann theorem. The point is that the formulae
remain valid even, if inf σess(A) = 0, i.e., the case where perturbation theory is not
directly applicable.
In the application of the two propositions above, the underlying Hilbert space is
h+κ , A will be the Furry operator Fγ restricted to this space, and B = Λγ(U⊗1C4)Λγ
also restricted to this space plays the role of the test potential.
We recall some basic facts about Fγ .
Lemma 1. Let κ ∈ Z˙ and γ ∈ [0, 1). Then Fγ ≥
√
1− γ2 − 1, 0 /∈ σpp(Fγ), and
Fγ + 1 has a bounded inverse. Moreover, trκ(Fγ)− <∞.
Proof. The fact that σess(Dγ) = R\(−1, 1)∩σpp(Dγ) = ∅ is a standard consequence
of the virial theorem proven by Kalf [31] for all γ ∈ (−1, 1). In particular the
eigenvalues of Dγ are all given by Sommerfeld’s eigenvalue formula
λn,κ =

1 + γ2(
n+
√
κ2 − γ2
)2


−1/2
(23)
with (κ, n) ∈ (−N × N) ∪ (N × N0) (Sommerfeld [58], Gordon [21], and Darwin
[8]). In particular the lowest eigenvalue is
√
1− γ2 and∑n(λn,κ − 1) is absolutely
summable for each fixed κ. 
For a textbook discussion of Dγ , we refer to Bethe [3] and Thaller [62], in par-
ticular [3, p. 314f] and [62, Sections 7.4.2 and 7.4.5] for the discussion of the point
spectrum.
The following two propositions show the applicability of Propositions 1 and 2.
They are the keys to prove Theorem 1.
Proposition 3. Let γ ∈ (0, 1), κ ∈ Z˙, and 0 ≤ U ∈ D(0)γ . Then
λ 7→ tr fγ,κ(λU)−
is differentiable at λ = 0 with derivative
∫
R3
ρHκ (x)U(|x|) dx.
Proposition 4. Let γ ∈ (0, 1), κ ∈ Z˙, and 0 ≤ U ∈ r−1L∞c ([0,∞)). Then
λ 7→ tr fγ,κ(λU)−
is differentiable at λ = 0 with derivative
∫
R3
ρHκ (x)U(|x|) dx.
Note that Propositions 3 and 4 imply
∫
R3
ρHκ (x)U(|x|)dx < ∞. In particular,
these results show that for γ < 1 and R > 0,∫
|x|<R
ρHκ (x)|x|−1 dx <∞.
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In fact, there is also a simple, direct proof of this, even when R = ∞: based on a
computation of Burke and Grant [5], Handrek and Siedentop [22, Lemma 2] show
that the potential energy of hydrogenic eigenfunctions satisfies
(ψn,κ,m,
γ
|x|ψn,κ,m) ≤
aγ0γ
2
(n+ |κ|)2 .
Clearly, the right side is summable in n and – trivially – in m.
Propositions 3 and 4 will be deduced from Propositions 2 and 1 respectively.
To verify their assumptions, we will first reduce the problem to the scalar Chan-
drasekhar operator and then use [17].
In this and the next section, we will often use the Davis-Sherman inequality
(Davis [9], see also Carlen [6, Theorem 4.19]). It says that for all operator convex
functions f and all orthogonal projections P , the form inequality
Pf(PAP )P ≤ Pf(A)P
holds for all self-adjoint operators A. If, moreover, f(0) = 0, then
(24) f(PAP ) ≤ Pf(A)P.
Indeed, for P⊥ = 1− P , one has
f(PAP ) = Pf(PAP )P + P⊥f(PAP )P⊥,
since P commutes with PAP and therefore with any function f(PAP ). However, by
the spectral theorem, P⊥f(T )P⊥ = P⊥f(P⊥TP⊥)P⊥ for any self-adjoint operator
T commuting with P⊥ or P . This yields (with T = PAP )
P⊥f(PAP )P⊥ = P⊥f(P⊥PAPP⊥)P⊥ = P⊥f(0)P⊥
which vanishes, if f(0) = 0. – We will apply this, when A is a non-negative operator
and f(x) = x2s with s ∈ [1/2, 1].
3.1. Comparison between the Chandrasekhar and the Furry operator.
We write D0γ := α · p − γ|x|−1 for the massless Coulomb-Dirac operator (which
is defined as in Section 2, Nenciu [44]). The following lemma gives a comparison
between |p|s and |D0γ |s as operators in L2(R3 : C4).
Lemma 2 (Frank et al [16, Corollary 1.8]). Let γ ∈ [0, 1) and s ∈ (0, 1]. Then
there exists an As,γ <∞ such that
|D0γ |2s ≤ As,γ |p|2s
If, additionally, s < 3/2− σγ , then there is an as,γ > 0 such that
|D0γ |2s ≥ as,γ |p|2s
From Lemma 2, we deduce
Corollary 1. Let γ ∈ [0, 1) and M ≥ 0. If 0 < s < min{3/2− σγ , 1}, then
Λγ(|p|2s +M)Λγ ≤ (1− γ2)−s(a−1s,γ +M)(Fγ + 1)2s.(25)
Moreover, if 0 < s ≤ 1, then
(Fγ + 1)
2s ≤ 2s(1 + 4γ2)sΛγ
(
|p|+ (1 + 4γ2)− 12
)2s
Λγ .
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Proof. We begin with the first claim. Since
√
1− γ2 is the lowest positive spectral
point of Dγ , it suffices to show the claim for M = 0. Next, note that
(Dγ)
2 ≥ (1 − γ2)|D0γ |2
by Morozov and Mu¨ller [42, Proof of Corollary I.2]. By operator monotonicity of
x 7→ xs with s ∈ (0, 1], and Lemma 2 we have
Λγ |p|2sΛγ ≤ Λγa−1s,γ |D0γ |2sΛγ ≤ (1 − γ2)−sa−1s,γΛγ |Dγ |2sΛγ
= (1− γ2)−sa−1s,γ (ΛγDγΛγ)2s
where the last step is obvious by the spectral theorem.
We turn to the second inequality. First we note that the left side is equal to
Λγ |Dγ |2sΛγ , i.e., it suffices to prove the stronger inequality
|Dγ |2s ≤ 2s(1 + 4γ2)s(|p|+ (1 + 4γ2)−1/2)2s
By operator monotonicity of roots, it is enough to prove the claim for largest
occurring s, namely s = 1. This, however, follows by first using the Schwarz
inequality and then Hardy’s inequality
|Dγ |2 ≤ 2
(
p2 + 1 +
γ2
|x|2
)
≤ 2(|p|2(1 + 4γ2) + 1) ≤ 2(1+ 4γ2)
(
|p|+ 1√
1 + 4γ2
)2
where the last step is obvious. 
We introduce the following restricted operators in hκ,
pℓκ :=
√−∆|hκ ,
Cℓκ :=
(√−∆+ 1− 1) |hκ .
The corresponding radial operators in L2(R+ : C, dr) are
p
(r)
ℓκ
:=
√
− d
2
dr2
+
ℓκ(ℓκ + 1)
r2
,(26)
C
(r)
ℓκ
:=
√
− d
2
dr2
+
ℓκ(ℓκ + 1)
r2
+ 1− 1.(27)
We note that the bounds of Corollary 1 continue to hold in each hκ,m. Recall that
any element f ∈ hκ,m is of the form
f(x) =
∑
σ∈{+,−}
|x|−1f±(|x|)Φσκ,m(x/|x|)
where the Φ±κ,m are defined in (77) and f
± ∈ L2(R+). Both Dγ and |p| leave the
spaces hκ,m invariant, i.e., they commute with the projection Πκ,m. Indeed, for
f ∈ hκ,m ∩H1(R3 : C4) and g ∈ hκ′,m′ ∩H1(R3 : C4), one has
(f, |p|g)L2(R3:C4) = ((f+, p(r)ℓκ g+)L2(R+:C) + (f−, p
(r)
2jκ−ℓκg
−)L2(R+:C))δκ,κ′δm,m′
and
(f,Dγg)L2(R3:C4)
= (
(
f+
f−
)
,
(
1− γr − ddr − κr
d
dr − κr −1− γr
)(
g+
g−
)
)L2(R+:C2)δκκ′δmm′ ,
(28)
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see also [62, Formula (7.105)]. Together with the spectral theorem, this shows that
the projection of (25) onto hκ,m, namely
(29) Πκ,mΛγ(|p|+M)2sΛγΠκ,m ≤ as,γΠκ,m(Fγ + 1)2sΠκ,m,
is equivalent to
(30) Λγ(Πκ,m(|p|+M)Πκ,m)2sΛγ ≤ as,γ(Πκ,m(Fγ + 1)Πκ,m)2s.
Mutatis mutandis, the equivalence holds also for the projection onto hκ.
3.2. Trace inequalities in hκ. We recall some trace and form inequalities for
functions belonging to the spaces K(0)s introduced by Frank et al [17]. For the
convenience of the reader, we give their definition Appendix B. Frank et al [17]
wrote the associated trace inequalities in terms of powers of C
(r)
ℓ + M . Using
Plancherel’s theorem, one can rewrite them as inequalities in powers of p
(r)
ℓ +M
instead. Here, we will actually formulate the inequalities in terms of pℓ.
Lemma 3. Let M > 0, s ∈ (1/2, 1], κ ∈ Z˙, and 0 ≤W ∈ K(0)s . Then
tr[(pℓκ +M)
−sW (pℓκ +M)
−s] ≤ As,κ,M‖W‖K(0)s .(31)
In particular, we have in L2(R3 : C4)
ΠκWΠκ ≤ As,κ,M‖W‖K(0)s (Πκ(|p|+M)Πκ)
2s.(32)
Proof. The estimate (31) follows from
‖W 12 (p(r)|κ| +M)−s‖2S2(L2(R+)) + ‖W
1
2 (p
(r)
|κ|−1 +M)
−s‖2S2(L2(R+)) ≤ As,κ,M‖W‖K(0)s
(Frank et al [17, Proposition 19]). Estimate (32) follows immediately from (31). 
Combining Corollary 1 in each channel κ, i.e., (30) and Lemma 3 yields a gen-
eralization of the previous inequalities but now with respect to the Furry operator.
Using the notation Π+κ defined in (79) we have
Lemma 4. For γ ∈ (0, 1), 1/2 < s < min{3/2− σγ , 1}, κ ∈ Z˙, and 0 ≤W ∈ K(0)s
tr[(fγ,κ + 1)
−sΠ+κWΠ
+
κ (fγ,κ + 1)
−s] ≤ Aγ,s,κ‖W‖K(0)s .(33)
In particular
(34) Π+κWΠ
+
κ ≤ Aγ,s,κ‖W‖K(0)s (fγ,κ + 1)
2s.
Proof of Proposition 3. We apply Proposition 2 with M = 1, A = fγ,κ, and B =
Π+κUΠ
+
κ . Here U ∈ K(0)s and U2s ∈ K(0)s′ with 1/2 < s′ < s ≤ 1, if γ <
√
3/2, and
1/2 < s′ < s < 3/2− σγ , if γ ∈ [
√
3/2, 1).
We now verify the assumptions of Proposition 2: the assumptions on Fγ in H
+
κ
follow from Lemma 1. In particular, since zero is not an eigenvalue of Fγ , the right
and left derivative agree at λ = 0.
Since U ∈ K(0)s , we have by Lemma 4 that (Π+κ UΠ+κ )1/2(fγ,κ + 1)−s ∈ S2(h+κ ).
Eventually, we verify
(35) (Π+κUΠ
+
κ )
2s ≤ aγ,s,κ(fγ,κ + 1)2s
′
for 1/2 < s′ < s. To show (35), we use (24) with f(x) = x2s and obtain
(Π+κUΠ
+
κ )
2s ≤ Π+κU2sΠ+κ .
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Hence, by (34), the left side of (35) is bounded by (fγ,κ + 1)
2s′ times a constant,
since U2s ∈ K(0)s′ . 
3.3. Controlling Coulomb perturbations. The main difficulty in applying Propo-
sition 1 is verifying (21). In our setting it is an inequality for each fixed κ ∈ Z˙.
However, it follows from the following stronger statement which does not need a
partial wave analysis.
Lemma 5. Let γ ∈ (0, 1), 0 ≤ U ∈ r−1L∞([0,∞)), and 12 ≤ s < min{ 32 − σγ , 1}.
Then there is a aγ,s ∈ R and a λ0 > 0 such that for |λ| < λ0
(36) (Fγ + 1)
2s ≤ aγ,s(Fγ(λU) + 1)2s.
Proof. Since Fγ > −1, obviously, for sufficiently small λ, Fγ + 1− λΛγUΛγ > 0.
Next we first assume λ > 0. By operator convexity of x 7→ x2s with s ∈ [1/2, 1]
and the Davis-Sherman inequality (24), we obtain
(37) (Fγ + 1)
2s
= (Fγ(λU) + 1 + λΛγUΛγ)
2s ≤ 22s−1 (Fγ(λU) + 1)2s
+ 22s−1λ2s (ΛγUΛγ)
2s ≤ 22s−1 (Fγ(λU) + 1)2s + 22s−1λ2sΛγU2sΛγ .
Since U(r) ≤ ‖rU‖∞/r, Hardy’s inequality yields U2 ≤ 4‖rU‖2∞|p|2. Thus, by
operator monotonicity of roots and Corollary 1,
ΛγU
2sΛγ ≤ 4s‖rU‖2s∞Λγ |p|2sΛγ ≤ 4s‖rU‖2s∞As,γ (Fγ + 1)2s
where As,γ is the constant in (25). Plugging this estimate in (37) yields
(Fγ + 1)
2s ≤ 22s−1(1− 24s−1As,γ‖rU‖2s∞λ2s)−1 (Fγ(λU) + 1)2s
proving the assertion for λ > 0.
If λ < 0, we set µ := −λ > 0 and ε := √µ ∈ (0, 1). By operator convexity
(Fγ + 1)
2s =
[
(1− ε)(Fγ(−µU) + 1 + ε
(
Fγ((1 − ε)ε−1µU) + 1
)]2s
(38)
≤22s−1(1− ε)2s(Fγ(−µU) + 1)2s(39)
+ 22s−1ε2s(Fγ((1 − ε)ε−1µU) + 1)2s.(40)
Here, we used that both operators are non-negative (because of the condition on
λ = −µ which implies that that the coupling constant of the perturbation in the
second summand is O(√µ) which is chosen sufficiently small). This allows to use
operator convexity in (39). Suppose there is an υ ∈ R and a µ0 > 0 such that for
all µ ∈ [0, µ0]
(41) (40) ≤ ε2sυ(Fγ + 1)2s,
then, the assertion follows as in the case λ > 0 by taking this term to the left side
of (38) and dividing both sides of the inequality by (1− ε2sυ), which is allowed for
sufficiently small ε.
We turn to the proof of (41): since ΛγDγ = Λγ |Dγ | and by (24), we have(
Λγ
(
Dγ − 1− ε
ε
µU
)
Λγ
)2s
≤ Λγ
(
|Dγ | − 1− ε
ε
µU
)2s
Λγ .
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Now, (α ·p+β)2 = p2+1, U(r) ≤ 1r‖rU‖∞, Schwarz’ and Hardy’s inequality imply(
|Dγ | − 1− ε
ε
µU
)2
≤ 4
(
|p|2 + 1 +
(
γ +
1− ε
ε
µ‖rU‖∞
)2
|x|−2
)
≤ 4
((
1 + 4
(
γ +
1− ε
ε
µ‖rU‖∞
)2)
|p|2 + 1
)
≤ 4
(
1 + 4
(
γ +
1− ε
ε
µ‖rU‖∞
)2)
(|p|+ 1)2.
Using (|p|+1)2s ≤ 22s−1(|p|2s+1) for s ∈ [1/2, 1], and applying Corollary 1, we see
the existence of the wanted υ, if µ, and thus µ/ǫ, is sufficiently close to zero. 
Proof of Proposition 4. We apply Proposition 1 to the operators A = fγ,κ and
B = Π+κ UΠ
+
κ ≥ 0 with 1/2 < s < min{3/2− σγ , 1}.
We have already verified the assumptions concerning fγ,κ in the proof of Propo-
sition 3. The fact that Π+κUΠ
+
κ is relatively form bounded with respect to fγ,κ
follows from Kato’s inequality and Corollary 1 in every channel κ.
Since U ∈ K(0)s , Lemma 4 implies
tr(fγ,κ + 1)
−sΠ+κUΠ
+
κ (fγ,κ + 1)
−s <∞.
Finally, Assumption (21) follows from
(Fγ + 1)
2s ≤ Aγ,s(Fγ(λU) + 1)2s
for small |λ| which is Lemma 5. 
4. Controlling large angular momenta
4.1. Estimating the spectral shift in channel κ. We will use the notation
Dγ(ϕ) and Fγ(ϕ) introduced in (4) and (6). The following proposition will allow
to apply the Weierstraß M-test to deduce Theorem 2 from Theorem 1 as in [17].
Proposition 5. Let 0 < γ < 1, 0 ≤ V (r) ≤ γ/r for r ∈ R+, and U = U1+U2 with
0 ≤ U1 ∈ r−1L∞c (R+) and 0 ≤ U2 ∈ D. Then there are ε > 0, Aγ,s < ∞, λ1 > 0,
and Kγ ∈ N such that |λ| < λ1 and |κ| ≥ Kγ implies
(42) trκ F0(V + λU)− − trκ F0(V )− ≤ Aγ,sλ‖U‖Ks,0|κ|−1−ε.
In preparation of the proof, we give a trace and a Sobolev inequality with respect
to Cℓκ + aκ
−2 on hκ. We recall that these inequalities were crucial in [17] to treat
functions belonging to Ks,δ. The following lemma follows from [17, Proposition 22]
in the same way as Lemma 3 followed from [17, Proposition 19].
Lemma 6. Let a > 0, δ ∈ [0, 2s − 1], s ∈ (1/2, 3/4], κ ∈ Z˙, and 0 ≤ W ∈ Ks,δ.
Then,
‖W 1/2(Cℓκ + aκ−2)−s‖2S2(hκ) ≤ As,a|κ|1−δ‖W‖Ks,δ .(43)
In particular, in L2(R3 : C4),
ΠκWΠκ ≤ As,a|κ|−δ‖W‖Ks,δ(Πκ(
√−∆+ 1− 1 + aκ−2)Πκ)2s.(44)
Note, that the latter inequality follows immediately, since the multiplicity of
each eigenvalue is proportional to |κ|.
To prove Proposition 5, we will again control Dirac operators by scalar operators:
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Lemma 7. Let a > 0 and κ ∈ Z˙ such that 1 ≥ aκ−2. Then
(D0 − 1 + aκ−2)2 ≥ (
√
p2 + 1− 1 + aκ−2)2.
Proof. The assertion is equivalent to the inequality
p2 + 1 + (1− aκ2 )2 − 2(1− aκ2 )D0 ≥ p2 + 1 + (1− aκ2 )2 − 2(1− aκ2 )
√
p2 + 1.
Since 1 ≥ aκ−2 andD0 = α·p+β ≤ |α·p+β| =
√
p2 + 1, the assertion follows. 
Lemma 8. Let γ ∈ (0, 1), 0 ≤ V (r) ≤ γ/r, s ∈ (1/2, 3/4], and U = U1 + U2
with U1 ∈ r−1L∞([0,∞)) and |U2|2s ∈ Ks,0. Then there are constants Kγ ∈ N and
aγ , λ2 ∈ R+, such that for all λ ∈ [−λ2, λ2] and all κ ∈ Z˙ with |κ| ≥ Kγ
(45) f0,κ(V + λU) ≥ −aγκ−2
holds.
Proof. Note that Sommerfeld’s eigenvalue formula (23) immediately implies (45)
for pure Coulomb potentials V (r) + λU(r) = γ/r. In this case it will be useful to
emphasize the Coulombic origin and write aγ,C instead of aγ .
Since
∫∞
0
(ℓ + 12 )
2r−2|g(r)|2 dr ≤ (g, (p(r)ℓ )2g)L2(R+) (Hardy) and by picking ℓ =
ℓκ = |κ| − θ(κ) (see (10)), we have, initially for f ∈ hκ,m but extending to f ∈ hκ,
(46) (f, |x|−2f)L2(R3:C4)
≤
(f+, (p
(r)
|κ|−θ(κ))
2f+)L2(R+)
(|κ| − 12 sgn(κ))2
+
(f−, (p(r)|κ|−θ(−κ))
2f−)L2(R+)
(|κ|+ 12 sgn(κ))2
≤ 2(f, p
2
ℓκ
f)L2(R3:C4)
κ2
.
Since there exist d ∈ R+ such that for all b ∈ R+ and ℓ ∈ N0
‖(p(r)ℓ + b)(C(r)ℓ + b)−1‖L2(R+,dr) ≤ d
(
b−1/21{b≤1} + 1{b>1}
)
(Frank et al [17, Formula (48)]), this implies with b := aγκ
−2 and ℓ := ℓκ
‖(pℓκ + aγκ−2)(Cℓκ + aγκ−2)−1‖hκ ≤ d
( |κ|√
aγ
1{aγ≤κ2} + 1{aγ>κ2}
)
.(47)
We claim that Kγ := ⌈√aγ⌉+1 and aγ := max{aγ,C, 2d2} are constants that have
the claimed properties: the triangle inequality, Lemma 7, and the estimates (46)
and (47) imply for f ∈ h+κ
‖(Fγ + aγκ2 )f‖ = ‖(D0 − 1− γ|x| + aγκ2 )f‖ ≥ ‖(D0 − 1 + aγκ2 )f‖ − γ‖|x|−1f‖
≥(1− γ
√
2/aγd)‖(Cℓκ + aγκ2 )f‖ ≥ (1− γ)‖(Cℓκ + aγκ2 )f‖,
(48)
by definition of aγ and Kγ . Thus,(
Cℓκ |h+κ + aγκ−2)
)2
≤ (1− γ)−2(fγ,κ + aγκ−2)2.
By operator monotonicity of the square root and since fγ,κ + aγκ
−2 ≥ 0 the last
bound implies
(49) Cℓκ |h+κ +
aγ
κ2 ≤ (1− γ)−1(fγ,κ + aγκ2 ) ≤ (1− γ)−1(f0,κ(V ) + aγκ2 ).
Next, (46) and (47) allow us to estimate
(50) U1 ≤ ‖rU1‖∞(Cℓκ + aγκ−2).
16 K. MERZ AND H. SIEDENTOP
Moreover, by (44) and the definition of Ks,0
|U2|2s ≤ As,aγ‖|U2|2s‖Ks,0(Cℓκ + aγκ−2)2s
Thus, by operator monotonicity of x 7→ xs with s ∈ (0, 1],
U ≤
[
‖rU1‖∞ +A1/(2s)s,aγ ‖|U2|2s‖
1/(2s)
Ks,0
]
(Cℓκ + aγκ
−2).
Combining this bound with (49), we obtain for sufficiently small |λ|,
f0,κ(V ) + aγκ
−2 ≥ (1− γ)(Cℓκ + aγκ−2) ≥ λU,
thereby proving the assertion. 
We are now ready to prove Proposition 5.
Proof of Proposition 5. Let dκ,λ denote the orthogonal projection onto the negative
spectral subspace of F0(V + λU) in h
+
κ . By the variational principle, we obtain
(51) sκ,λ := trκ F0(V + λU)− − trκ F0(V )− ≤ λ tr(dκ,λU)
Similar to [28, Equation (19)] we set
A :=dκ,λ (f0,κ(V + λU) + bκ)
s
, B := ((f0,κ(V + λU) + bκ))
−s
Λγ(Cℓκ + bκ)
s,
C :=(Cℓκ + bκ)
−sU(Cℓκ + bκ)
−s
(52)
yielding
sκ,λ ≤ λ tr(ABCB∗A∗).
We choose bκ := bγ/κ
2 with some sufficiently large bγ , that is going to be determined
later. We start by estimating ‖A‖ using Lemma 8 which is applicable since U2s2 ∈
Ks′,4(s−s′) ⊆ Ks,0 by Lemma 10. Since dκ,λ projects onto the negative spectral
subspace of F0(V +λU) on h
+
κ , Lemma 8 implies that there are λ2 > 0 and Kγ ∈ N
such that for all λ ∈ R with |λ| < λ2 and all κ ∈ Z˙ with |κ| ≥ Kγ , we have
f0,κ(V + λU) + bγκ
−2 ≥ (bγ − aγ)κ−2 which is strictly positive for bγ > aγ which
we will assume from now on. In particular ‖A‖ ≤ bsγ |κ|−2s.
Next, ‖C‖S1(hκ) ≤ As,bγ |κ|‖U‖Ks,0 is an immediate consequence of Lemma 6.
We now show the boundedness of B. We write B = B1B2 where
B1 :=
(
f0,κ(V + λU) + bγκ
−2)
)−s (
f0,κ(V + λU1) + bγκ
−2)
)s
B2 :=
(
f0,κ(V + λU1) + bγκ
−2)−s Λγ(Cℓκ + bγκ−2)s
as operators in h+κ . To estimate ‖B2‖, we wish to show
(53) Π+κ (Cℓκ + bγκ
−2)2Π+κ ≤ 4
(
(f0,κ(V + λU1) + bγκ
−2)
)2
.
Believing this estimate for the moment, we can use the operator monotonicity of
x 7→ xs with s ∈ (0, 1] and the following inequality by Frank and Geisinger [15,
Lemma 6.4] which is closely related to the Davis-Sherman inequality (24). Namely,
if T ≥ 0 is a linear operator with trivial kernel, P an orthogonal projection, and f
an operator monotone function on R+, then
Pf(T )P ≤ Pf(PTP )P.
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As in the discussion after (24), the right side simplifies to f(PTP ), if f(0) = 0. In
our case, T = (Cℓκ + bγκ
−2)2 in h+κ , P = Λγ , f(x) = x
s, and 0 < s ≤ 1, i.e., Frank
and Geisinger’s inequality reads in h+κ
(54) Λγ(Cℓκ +
bγ
κ2
)2sΛγ ≤ Λγ
(
Λγ(Cℓκ +
bγ
κ2
)2Λγ
)s
Λγ =
(
Λγ(Cℓκ +
bγ
κ2
)2Λγ
)s
.
Combining this inequality with (53) would establish the boundedness of B2.
To prove (53), we use the triangle inequality and Λγ ≤ 1 and estimate for f ∈ h+κ
(55) ‖(F0(V + λU1) + bγ
κ2
)f‖ = ‖Λγ(D0 − γ/r + γ/r − V − λU1 − 1 + bγ
κ2
)Λγf‖
≥ ‖Λγ(Dγ − 1 + bγκ−2)Λγf‖ − (γ + |λ|‖rU1‖∞)‖|x|−1Λγf‖.
Using that Λγ and Dγ − 1 + bγκ−2 commute and Lemma 7, we estimate further
(56) ‖Λγ(Dγ − 1 + bγκ−2)Λγf‖ = ‖(Dγ − 1 + bγκ−2)Λγf‖
≥ ‖(D0−1+ bγκ−2)Λγf‖−γ‖|x|−1Λγf‖ ≥ ‖(Cℓκ+ bγκ−2)Λγf‖−γ‖|x|−1Λγf‖.
Combining (55) and (56) with (46) and (47), we obtain
‖Λγ(D0(V + λU1)− 1 + bγκ−2)Λγf‖
≥
[
1−
√
2d(2γ + λ‖rU1‖∞)
(
b
− 12
γ 1{bγ≤κ2} + |κ|−11{bγ≥κ2}
)]
‖(Cℓκ + bγκ−2)Λγf‖.
Choosing
(57) bγ = 2max{aγ , 8d2(2γ + λ2‖rU1‖∞)2} and Kγ =
⌈√
bγ
⌉
with aγ as in Lemma 8 shows
(58) (f0,κ(V + λU1) + bγκ
−2)2 ≥ 1
4
Λγ(Cℓκ + bγκ
−2)2|
h
+
κ
for all N ∋ |κ| ≥ Kγ and |λ| < λ2, thereby establishing (53). Using (53), operator
monotonicity of x 7→ xs for s ∈ (0, 1], and (54), we eventually obtain
Λγ(Cℓκ + bγκ
−2)2s|
h
+
κ
≤ 4s(f0,κ(V + λU1) + bγκ−2)2s(59)
for all |κ| ≥ Kγ and |λ| < λ2. This shows ‖B2‖ < 2s.
Now, we turn to B1 and show
(60) (f0,κ(V + λU1) + bγκ
−2)2s ≤ 2(f0,κ(V + λU1) + bγκ−2 − λΠ+κ U2Π+κ )2s.
By [17, Lemma 15], which we recall in Lemma 11, estimate (60) holds, provided we
can show
(61) ‖ |λΛγU2Λγ |s
(
D0(V + λU1)|h+κ − 1 +
bγ
2κ2
)−s′
‖ ≤ As,s′
(
bγ
2κ2
)s−s′
for a certain constant As,s′ and some 1/2 < s
′ < s. To show (61), we first use the
Davis-Sherman inequality (24) and (44) and obtain
|λΛγU2Λγ |2s ≤ |λ|2sΛγU2s2 Λγ
≤4s′As′,bγ |λ|2s|κ|−4(s−s
′)‖U2s2 ‖Ks′,4(s−s′)Λγ(Cℓκ + bγκ−2)2s
′
Λγ in hκ.
Combining this estimate with (59) with s replaced by s′, i.e.,
‖(Cℓκ + bγκ−2)s
′
Λγ
(
D0(V + λU1)|h+κ − 1 + bγκ−2/2
)−s′
‖ ≤ 2s′
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shows that the left side of (61) is bounded by 4s
′
A
1/2
s′,bγ
|λ|s‖U2s2 ‖1/2Ks′,4(s−s′) |κ|−2(s−s
′).
Thus, there is a λ3 > 0 such that (61) holds for all |λ| < λ3 which shows
‖B‖ ≤ As, uniformly in λ and κ.
Combining the bounds on ‖A‖2, ‖B‖2, and ‖C‖1, we find for |λ| < min{λ2, λ3}
and all |κ| ≥ Kγ ,
sκ,λ ≤ Aγ,sλ‖U‖Ks,0 |κ|1−4s
what was claimed since s > 1/2. 
4.2. Proof of Theorem 3 on the existence of ρH . We will now prove the
pointwise bounds on ρHκ of Theorem 3. The strategy of the proof is similar to the
one of Proposition 5.
Let dκ denote the orthogonal projection onto the negative spectral subspace of
Fγ in h
+
κ . Then
ρHκ (x) = tr dκδ
(s)
|x| = trABCB
∗A∗
where δ
(s)
R is the delta sphere function with radius R, i.e., δ
(s)
R (y) := δ(|y| −
R)/(4πR2) and
A :=dκ(fγ,κ + a˜κ)
s, B := (fγ,κ + a˜κ)
−sΛγ(Cℓκ + a˜κ)
s,
C :=(Cℓκ + a˜κ)
−s δ(s)|x| (Cℓκ + a˜κ)
−s(62)
with a˜κ := aγ,Cκ
−2, aγ,C as defined in the beginning of the proof of Lemma 8.
Moreover, the parameter s obeys 1/2 < s < 3/2− σγ and s ≤ 3/4.
First, we have ‖A‖2 ≤ as,γ |κ|−4s by (23).
Next, trC = 4|κ||x|2 [(C
(r)
ℓκ
+ a˜κ)
−2s(|x|, |x|)+(C(r)|κ|−θ(−κ)+ a˜κ)−2s(|x|, |x|)]. Here, it
is crucial to have s > 12 , since δr on R+ is not form bounded with respect to (C
(r)
ℓκ
)2s
for any s ≤ 12 . The diagonal was estimated in [17, Lemma 26] for s ∈ (12 , 34 ], namely
(C
(r)
ℓκ
+ a˜κ)
−2s(r, r)
≤ As,aγ
[(
r
|κ|
)2s−1
1{r≤|κ|} +
(
r
|κ|
)4s−1
1{|κ|≤r≤κ2} + |κ|4s−11{r≥κ2}
]
.
Repeating this computation for (C
(r)
|κ|−θ(−κ) + a˜κ)
−2s(r, r) shows that the same
bound holds also in this case, since |ℓκ − (|κ| − θ(−κ))| = 1.
The uniform boundedness of B in |κ| was shown in the proof of Proposition 5
for γ < 1 and all |κ| ≥ Kγ where Kγ is given in (57).
For |κ| ≤ Kγ , the uniformity of estimates on ‖B‖ with respect to |κ| is not
crucial, since only a fixed finite number of angular momentum channels is involved.
For these κ, we write
(63) B = (B1 ◦B2 ◦B3)∗
where
B1 :=(Cℓκ + a˜κ)
s(pℓ + a˜κ)
−s, B2 := (pℓ + a˜κ)s((fγ,κ + 1 + a˜κ))−s,
B3 :=(fγ,κ + 1 + a˜κ)
s((fγ,κ + a˜κ))
−s.
Clearly, ‖B1‖ ≤ As,γ in each channel. By Corollary 1, respectively (30), for fixed
γ < 1 and s < 32 − σγ if γ ≥
√
3
2 , we have ‖B2‖ ≤ As,γ for all κ ∈ Z˙. By (23)
(64) ‖(fγ,κ + a˜κ + 1)(fγ,κ + a˜κ)−1‖ ≤ 1 + Aκ2 ≤ AKγ .
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Thus, by operator monotonicity of x 7→ xs with s ∈ (0, 1] and the bounds on B1, B2,
and B3, we obtain ‖B‖ ≤ As,γ . Combining the bounds on A,B, and C, we obtain
ρHκ (x) ≤ As,γ
|κ|1−4s
|x|2
×
[( |x|
|κ|
)2s−1
1{|x|≤|κ|} +
( |x|
|κ|
)4s−1
1{|κ|≤|x|≤|κ|2} + |κ|4s−11{|x|≥|κ|2}
]
.
In particular, the right side is summable for s > 1/2 and one finally obtains
ρH(x) =
∞∑
κ∈Z˙
ρHκ (x) ≤ As,γ(|x|2s−31{|x|≤1} + |x|−3/21{|x|>1}).
Recalling the assumptions on s concludes the proof of Theorem 3. 
5. Proof of the strong Scott conjecture
We are now in position to prove Theorem 1, i.e., the strong Scott conjecture for
fixed angular momentum, or to be more accurate, for fixed spin-orbit coupling κ.
Since the statement of Theorem 1 is linear with respect to U , we can assume
without loss of generality that U is non-negative and belongs either to r−1L∞c (R+)
or to D(0)γ .
Given a spherically symmetric potential U define Uc by Uc(x) := c
2U(cx). Fur-
thermore, using (5) for N = Z and fixing κ ∈ Z˙, we introduce the quadratic form
(65) Ec,Z,λ,κ :
Z∧
n=1
Λc,Z(S(R3 : C4))→ C, ψ 7→ Ec,Z[ψ]−λ
Z∑
ν=1
(ψ, (Πκ◦Uc◦Πκ)νψ),
if this form is defined and bounded from below.
If U ∈ D(0)γ then U2s ∈ K(0)s′ and thus (Π+κ UΠ+κ )2s ≤ as,s′,γ(fγ,κ + 1)2s
′
for
1/2 < s′ < s by the proof of Proposition 3. Thus, by Proposition 2 and Lemma 11,
U is infinitesimally form bounded with respect to fγ,κ. Hence, Ec,Z,λ,κ is defined
and bounded from below.
If U ∈ r−1L∞c ([0,∞)), the same follows from Kato’s inequality and Corollary 1
for all λ in an Z independent open neighborhood of zero.
Obviously, we can rewrite the expectation of the one-particle perturbation Π+κUcΠ
+
κ
in the state Λ in terms of its ground state density (see (11)) ρκ(x) in channel κ; we
have
(66)
∫
R3
ρκ(x)Uc(x) dx =
1
Dλ
D∑
d=1
(Ec,Z [ψd]− Ec,Z,λ,κ[ψd]).
It obviously depends only superficially on λ. To estimate this from above we pick
λ > 0, use the upper bound on Ec,Z [22] (Scott correction for the Furry operator) and
a lower bound on Ec,Z,λ,κ by the correlation inequality of Mancas et al [39] (MMS).
This reduces the problem to a one-particle Furry operator with screened Coulomb
potential given by the Thomas-Fermi density. This one-particle problem can be
treated by the methods developed in the previous sections. The corresponding
lower will be for free by reversing the sign of λ.
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We begin with the lower bound on Ec,Z,λ,κ recalling a special case of the MMS
correlation inequality: we write ρTFZ for the minimizer of the Thomas-Fermi func-
tional for a neutral atom (Lieb and Simon [37, Theorem II.20]). Next we define a
ball centered at x with radius RZ(x) defined by
∫
|x−y|≤RZ(x) ρ
TF
Z (y) dy =
1
2 . The
screening potential to be used is χZ(x) :=
∫
|x−y|≥RZ(x) ρ
TF
Z (y)|x − y|−1 dy. Then,
[39]
(67)
∑
1≤ν<µ≤Z
|xν − xµ|−1 ≥
Z∑
ν=1
χZ(xν)−D[ρTFZ ].
This allows to eliminate all two-particle terms in Ec,Z,λ,κ.
Lemma 9. For sufficiently small λ and all L ∈ N
(68) D−1
D∑
d=1
Ec,Z,λ,κ[ψd]
≥ −
∑
|κ′|<L
trκ′(Fc,Z(λΠκUcΠκ)−−
∑
Z/2≥|κ′|≥L
trκ′ Fc,Z(−χZ+λΠκUcΠκ)−−D[ρTFZ ]
Proof. By MMS, using the one-particle density matrix γΛ of Λ, partial wave analysis
and χZ ≥ 0, we have
(69) D−1
D∑
d=1
Ec,Z,λ,κ[ψd]
≥
∑
|κ′|<L
trκ′ [γΛFc,Z(λΠκUcΠκ)]+
∑
|κ′|≥L
trκ′ [γΛFc,Z(−χZ +λΠκUcΠκ)]−D[ρTFZ ]
for any L ∈ N. Since the energy is increasing in |κ′| (see Lemma 8) and tr γΛ = Z
we can minimize in the one-particle density matrix under this constraint. The
resulting summands will surely vanish, if |κ′| > Z, i.e., we can cut off the series at
Z. Dropping the requirement of Z particles only gives the wanted result. 
Next we recall ground state energy is
D−1
D∑
d=1
Ec,Z[ψd] = ETF(Z) +
(
1
2
− s(γ)
)
Z2 +O(Z47/24) as Z →∞
(Handrek and Siedentop [22, Theorem 1]) with the finite spectral shift
(70) s(γ) = γ−2
∑
κ′∈Z˙[trκ
′(Fγ)− − |κ′|
∑
n∈N γ
2(n+ ℓκ′)
−2].
In fact, with L := Z1/9 their proof gives the stronger chain of inequalities
− constZ47/24 + ETF(Z) + ( 12 − s(γ))Z2
≤−
∑
|κ′|<L
trκ′(Fc,Z)− −
∑
Z/2≥|κ′|≥L
trκ′ Fc,Z(−χZ)− −D[ρTFZ ] ≤ D−1
D∑
d=1
Ec,Z[ψd]
≤ETF(Z) + ( 12 − s(γ))Z2 + constZ47/24
(71)
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implying
(72) D−1
D∑
d=1
Ec,Z [ψd]
= −
∑
|κ′|<Z 19
trκ′(Fc,Z)− −
∑
Z/2≥|κ′|≥Z 19
trκ′ Fc,Z(−χZ)− −D[ρTFZ ] +O(Z
47
24 ).
Proof of Theorem 1. We divide (66) by c2, use the bounds (72), rescale the bounds
x→ x/c, and use (68). We get for positive λ
(73)
∫
R3
c−3ρκ(x/c)U(x)dx =
1
c2D
D∑
d=1
(Ec,Z [ψd]− Ec,Z,λ,κ[ψd])
≤ 1
λ
{
tr[fγ,κ(λU)− − fγ,κ(0)−] |κ| < Z 19
tr[fγ,κ(−c−2χZ(·/c) + λU)− fγ,κ(−c−2χZ(·/c))−] |κ| ≥ Z 19 )
+constZ−
1
24
where we use that c = γ−1Z. Taking c to ∞ gives
(74) lim sup
c→∞
∫
R3
c−3ρκ(x/c)U(x)dx ≤ tr fγ,κ(λU)− − tr fγ,κ(0)−
λ
.
Taking λ < 0 gives the reverse inequality
(75) lim inf
c→∞
∫
R3
c−3ρκ(x/c)U(x)dx ≥ tr fγ,κ(λU)− − tr fγ,κ(0)−
λ
.
By Propositions 3 and 4, the right sides of (74) and (75) tend to
∫
R3
ρHκ (x)U(|x|) dx
thus yielding the existence of the limit and its limit quod erat demonstrandum. 
Proof of Theorem 2. The proof follows from the previous one by summing over κ
provided we can interchange the summation and the limits Z → ∞ and λ → 0.
This, however is secured by Proposition 5 which allows to apply the Weierstraß
criterion (Lebesgue dominated converge). 
Note that given Proposition 5 the proof of Theorem 2 is analogous to [28, The-
orem 2] (see also Frank et al [17, Theorem 2]).
Appendix A. Partial Wave Analysis
We collect some notations and known facts about the partial wave analysis of
Dirac operators (see, e.g., Evans et al [11], Balinsky and Evans [1, Section 2.1], and
Thaller [62, Sections 4.6.3-4.6.5]).
Let Yℓ,m be the spherical harmonics on the unit sphere S
2 obeying the normal-
ization condition
∫
S2
|Yℓ,m|2 dω = 1 where dω is the usual surface measure on S2. If
|m| > ℓ, we set Yℓ,m ≡ 0. We begin by observing that those of the spherical spinors
(76) Ωℓ,m,s(ω) :=

2s
√
ℓ+ 12+2sm
2ℓ+1 Yℓ,m− 12 (ω)√
ℓ+ 12−2sm
2ℓ+1 Yℓ,m+ 12 (ω)


with ℓ = 0, 1, 2, ... andm = −ℓ− 12 , ..., ℓ+ 12 , that do not vanish, form an orthonormal
basis of L2(S2 : C2) (see, e.g., Evans et al [11, Equation (7)]).
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Moreover, they are joint eigenfunctions of L2, J2 (J = L + S being the total
angular momentum), and J3 with respective eigenvalues ℓ(ℓ+1), (ℓ+ s)(ℓ+ s+1),
and m.
Introducing the spin-orbit operatorK = β(J2−L2+1/4), there is an orthonormal
basis of eigenvectors Φσκ,m of L
2(S2 : C4) such that J2Φσκ,m = jκ(jκ + 1)Φ
σ
κ,m,
J3Φ
σ
κ,m = mΦ
σ
κ,m, and KΦ
σ
κ,m = κΦ
σ
κ,m with jκ := |κ| − 1/2 introduced in (10),
m ∈ {−jκ, ..., jκ}, κ ∈ Z˙, and σ ∈ {+,−}. A standard choice is
(77)
Φ+κ,m :=
(
i sgn(κ)Ωℓκ,m, 12 sgn(κ)
0
)
, Φ−κ,m :=
(
0
− sgn(κ)Ωℓκ+sgn(κ),m,− 12 sgn(κ)
)
.
Using these spinors, we introduce
hκ,m :=span{x 7→ f
+(|x|)
|x| Φ
+
κ,m(
x
|x|) +
f−(|x|)
|x| Φ
−
κ,m(
x
|x|) : f
+, f− ∈ L2(R+)},(78)
hκ :=
jκ⊕
m=−jκ
hκ,m, h
+
κ := Λγhκ(79)
These spaces form an orthogonal decomposition of L2(R3 : C4) and Λγ(L
2(R3 :
C4)).
We write Πκ, Πκ,m, and Π
+
κ for the orthogonal projection onto hκ, hκ,m, and h
+
κ .
If we write – in abuse of notation – Φ±κ,m(ω, τ) for the τ -th component of Φ
±
κ,m(ω),
we can write the action of Πκ on g ∈ L2(R3 ⊗ {1, ..., 4}) more explicitly as
(80) (Πκg)(rω, τ) =
∑
σ∈{+,−}
jκ∑
m=−jκ
Φσκ,m(ω, τ)
4∑
τ ′=1
∫
S2
dω′Φσκ,m(ω′, τ ′)g(rω
′, τ ′)
writing x = rω with r := |x| and ω := x/r.
Note that Dirac operators with spherical potentials leave the space hκ,m invariant
which can be seen explicitly in (28). Moreover, their eigenvalues depend on κ only.
Furthermore note, that Π+κ is also an orthogonal projection, since Πκ commutes
with Λγ (see [22, Equation (27)]).
Appendix B. Test function spaces
The test functions for which we prove the strong Scott conjecture belong to the
function spaces K(0)s and Ks,δ which were already introduced in Frank et al [17] and
are defined as
K(0)s := {W ∈ L1loc(R+) : ‖W‖K(0)s <∞}
‖W‖K(0)s :=
∫ 1
0
r2s−1|W (r)| dr +
∫ ∞
1
|W (r)| dr
(81)
and
Ks,δ := {W ∈ L1loc(R+) : ‖W‖Ks,δ <∞}
‖W‖Ks,δ := sup
R≥1
Rδ
[∫ R
0
( r
R
)2s−1
|W (r)| dr +
∫ R2
R
( r
R
)4s−1
|W (r)| dr
+R4s−1
∫ ∞
R2
|W (r)| dr
](82)
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for s ≥ 1/2 and δ ∈ [0, 2s− 1]. Here, Lploc(R+) denotes the space of all functions
that belong to Lp on any compact subset of R+. We note some basic inclusion
properties which already occurred implicitly in [17].
Lemma 10. Let 1/2 ≤ s′ < s and δ ∈ [0, 2s− 1]. Then the spaces K(0)s and Ks,δ
obey the following inclusion properties.
(1) One has K(0)s′ ⊆ K(0)s .
(2) One has Ks,δ ⊆ Ks,0 ⊆ K(0)s .
(3) One has Ks′,4(s−s′) ⊆ Ks,0, if additionally 1/2 < 2s/3 + 1/6 ≤ s′ < s.
This means that functions must be smoother at the origin the smaller s is.
Moreover, functions belonging to Ks,δ must decay faster at infinity than those
belonging to K(0)s .
To give a digestible representation of our convergence results, we introduce the
test function spaces
D(0)γ =


{W ∈ K(0)s : |W |2s ∈ K(0)s′ for some 1/2 < s′ < s ≤ 1}
if 0 < γ <
√
3/2.
{W ∈ K(0)s : |W |2s ∈ K(0)s′ for some 1/2 < s′ < s < 3/2− σγ}
if
√
3/2 ≤ γ < 1.
(83)
and
D = {W ∈ Ks,0 : |W |2s ∈ Ks′,4(s−s′) for some 1/2 < 2s/3 + 1/6 ≤ s′ < s ≤ 3/4}.
(84)
We refer to [17] for an alternative and more convenient representation of the space
D(0)γ as well as the norm ‖W‖Ks,δ (see their Formulae (34) and (43)). For instance,
r−1L∞c functions belong both to K(0)s and Ks,δ for s > 1/2 and δ ∈ [0, 2s−1]. More-
over, one easily verifies L1(R+) ⊆ K(0)s and L1(R+, rδ dr) ∩ L1(R+, r4s−1+δ dr) ⊆
Ks,δ for s ≥ 1/2 and δ ∈ [0, 2s− 1].
Appendix C. Auxiliary tools
The following lemma, which we quote from [17, Lemma 15] was inspired by
Neidhardt and Zagrebnov [43, Lemma 2.2].
Lemma 11. Let A be a self-adjoint operator with inf σ(A) > 0 and let B be
an operator which satisfies B ≥ 0 or B ≤ 0. Assume that for some numbers
max{s′, 1/2} < s < 1 one has
‖|B|sA−s′‖ <∞.
Then B is form bounded with respect to A with relative bound zero and, if ‖|B|sA−s′‖ ≤
As,s′M
s−s′ for some constant As,s′ depending only on s and s′,
1
2
(A+M)2s ≤ (A+B +M)2s ≤ 2(A+M)2s.
24 K. MERZ AND H. SIEDENTOP
Acknowledgments
This research was partly carried out at the Institute for Mathematical Sciences
at the National University of Singapore during the program Density Functionals
for Many-Particle Systems: Mathematical Theory and Physical Applications of Ef-
fective Equations. We are grateful to the IMS and the Julian Schwinger foundation
for their hospitality and financial support. Special thanks go to Berthold-Georg
Englert who was the heart of the program.
Partial financial support by the Deutsche Forschungsgemeinschaft (DFG, Ger-
man Research Foundation) through grant SI 348/15-1 (H.S.) and through Ger-
many’s Excellence Strategy EXC-2111 390814868 (H.S.) is gratefully acknowl-
edged.
References
[1] A. A. Balinsky and W. D. Evans. Spectral Analysis of Relativistic Operators. Imperial College
Press, 1 edition, 2011.
[2] Bernhard Baumgartner. The Thomas-Fermi-theory as result of a strong-coupling-limit.
Comm. Math. Phys., 47(3):215–219, 1976.
[3] H. Bethe. Quantenmechanik der Ein- und Zwei-Elektronenatome. In H. Geiger and K. Scheel,
editors, Handbuch der Physik, XXIV.1, Buch 2, chapter 3, pages 273–560. Springer, Berlin,
2 edition, 1933.
[4] G. E. Brown and D. G. Ravenhall. On the interaction of two electrons. Proc. Roy. Soc.
London Ser. A., 208:552–559, 1951.
[5] V M Burke and I P Grant. The effect of relativity on atomic wave functions. Proceedings of
the Physical Society, 90(2):297, 1967.
[6] Eric Carlen. Trace inequalities and quantum entropy: an introductory course. In Entropy and
the quantum, volume 529 of Contemp. Math., pages 73–140. Amer. Math. Soc., Providence,
RI, 2010.
[7] Subramanyan Chandrasekhar. The maximum mass of ideal white dwarfs. Astrophys. J.,
74:81–82, 1931.
[8] Charles G. Darwin. The wave equation of the electron. Proc. Roy. Soc. (London), A118:654–
680, 1928.
[9] Chandler Davis. A Schwarz inequality for convex operator functions. Proc. Amer. Math. Soc.,
8:42–44, 1957.
[10] P. A. M. Dirac. A theory of electrons and protons. Proceedings of the Royal Society London
A, 126:360–365, January 1930.
[11] William Desmond Evans, Peter Perry, and Heinz Siedentop. The spectrum of relativistic one-
electron atoms according to Bethe and Salpeter. Comm. Math. Phys., 178(3):733–746, July
1996.
[12] E. Fermi. Un metodo statistico per la determinazione di alcune proprieta´ dell’atomo. Atti della
Reale Accademia Nazionale dei Lincei, Rendiconti, Classe di Scienze Fisiche, Matematiche
e Naturali, 6(12):602–607, 1927.
[13] E. Fermi. Eine statistische Methode zur Bestimmung einiger Eigenschaften des Atoms und
ihre Anwendung auf die Theorie des periodischen Systems der Elemente. Z. Phys., 48:73–79,
1928.
[14] Søren Fournais, Mathieu Lewin, and Arnaud Triay. The Scott correction in Dirac-Fock theory.
arXiv e-prints, page arXiv:1911.09482, November 2019.
[15] Rupert L. Frank and Leander Geisinger. Refined semiclassical asymptotics for fractional
powers of the Laplace operator. J. Reine Angew. Math., 712:1–37, 2016.
[16] Rupert L Frank, Konstantin Merz, and Heinz Siedentop. Equivalence of Sobolev norms in-
volving generalized Hardy operators. International Mathematics Research Notices, 7 2019.
rnz135.
[17] Rupert L. Frank, Konstantin Merz, Heinz Siedentop, and Barry Simon. Proof of the strong
Scott conjecture for Chandrasekhar atoms. Pure and Applied Functional Analysis, preprint
arXiv:1907.04894, In press, 2019.
STRONG SCOTT CONJECTURE 25
[18] Rupert L. Frank, Heinz Siedentop, and Simone Warzel. The ground state energy of
heavy atoms: Relativistic lowering of the leading energy correction. Comm. Math. Phys.,
278(2):549–566, 2008.
[19] Rupert L. Frank, Heinz Siedentop, and Simone Warzel. The energy of heavy atoms according
to Brown and Ravenhall: the Scott correction. Doc. Math., 14:463–516, 2009.
[20] W.H. Furry and J.R. Oppenheimer. On the theory of the electron and positive. Phys. Rev.,
II. Ser., 45:245–262, 1934.
[21] Walter Gordon. Die Energieniveaus des Wasserstoffatoms nach der Diracschen Quantenthe-
orie. Z. Phys., 48:11–14, 1928.
[22] Michael Handrek and Heinz Siedentop. The ground state energy of heavy atoms: the leading
correction. Comm. Math. Phys., 339(2):589–617, 2015.
[23] Ole J. Heilmann and Elliott H. Lieb. The electron density near the nucleus of a large atom.
Physical Review A, 52(5):3628–3643, November 1995.
[24] W. Heisenberg. U¨ber quantentheoretische Umdeutung kinematischer und mechanischer
Beziehungen. Zeitschrift fu¨r Physik, 33(1):879–893, Dec 1925.
[25] Webster Hughes. An Atomic Energy Lower Bound that Gives Scott’s Correction. PhD thesis,
Princeton, Department of Mathematics, 1986.
[26] Webster Hughes. An atomic lower bound that agrees with Scott’s correction. Adv. in Math.,
79:213–270, 1990.
[27] Alexei Iantchenko. The electron density in intermediate scales. Comm. Math. Phys.,
184(2):367–385, 1997.
[28] Alexei Iantchenko, Elliott H. Lieb, and Heinz Siedentop. Proof of a conjecture about atomic
and molecular cores related to Scott’s correction. J. reine angew. Math., 472:177–195, March
1996.
[29] Alexei Iantchenko and Heinz Siedentop. Asymptotic behavior of the one-particle density
matrix of atoms at distances Z−1 from the nucleus. Math. Z., 236(4):787–796, 2001.
[30] Victor Ivrii. Strong scott conjecture, 2019.
[31] Hubert Kalf. The virial theorem in relativistic quantum mechanics. J. Functional Analysis,
21(4):389–396, 1976.
[32] M. Klaus and R. Wu¨st. Charaterization and uniqueness of distinguished self-adjoint exten-
sions of Dirac operators. Comm. Math. Phys., 64:171–176, 1978.
[33] Elliott H. Lieb. Some open problems about Coulomb systems. In K. Osterwalder, editor,
Mathematical Problems in Theoretical Physics. Proceedings of the International Conference
on Mathematical Physics. Lausanne 1979, pages 553–569, Berlin, 1980. International Asso-
ciation of Mathematical Physics, Springer-Verlag.
[34] Elliott H. Lieb. Thomas-Fermi and related theories of atoms and molecules. Rev. Mod. Phys.,
53(4):603–641, October 1981.
[35] Elliott H. Lieb. Analysis of the Thomas-Fermi-von Weizsa¨cker equation for an infinite atom
without electron repulsion. Comm. Math. Phys., 85(1):15–25, 1982.
[36] Elliott H. Lieb and David A. Liberman. Numerical calculation of the Thomas-Fermi-von
Weizsa¨cker function for an infinite atom without electron repulsion. Technical Report LA-
9186-MS, Los Alamos National Laboratory, Los Alamos, New Mexico, April 1982.
[37] Elliott H. Lieb and Barry Simon. The Thomas-Fermi theory of atoms, molecules and solids.
Advances in Math., 23(1):22–116, 1977.
[38] Gerhart Lu¨ders. U¨ber die Zustandsa¨nderung durch den Meßprozeß. Ann. Physik (6), 8:322–
328, 1951.
[39] Paul Mancas, A. M. Klaus Mu¨ller, and Heinz Siedentop. The optimal size of the exchange
hole and reduction to one-particle Hamiltonians. Theoretical Chemistry Accounts: Theory,
Computation, and Modeling (Theoretica Chimica Acta), 111(1):49–53, February 2004.
[40] Oliver Matte and Edgardo Stockmeyer. Spectral theory of no-pair Hamiltonians. Reviews in
Mathematical Physics, 22(01):1–53, 2010.
[41] Marvin H. Mittleman. Theory of relativistic effects on atoms: Configuration-space Hamilton-
ian. Phys. Rev. A, 24(3):1167–1175, September 1981.
[42] Sergey Morozov and David Mu¨ller. Lower bounds on the moduli of three-dimensional
Coulomb-Dirac operators via fractional Laplacians with applications. J. Math. Phys.,
58(7):072302, 22, 2017.
[43] Hagen Neidhardt and Valentin A. Zagrebnov. Fractional powers of self-adjoint operators and
Trotter-Kato product formula. Integral Equations Operator Theory, 35(2):209–231, 1999.
26 K. MERZ AND H. SIEDENTOP
[44] G. Nenciu. Self-adjointness and invariance of the essential spectrum for Dirac operators de-
fined as quadratic forms. Comm. Math. Phys., 48(3):235–247, 1976.
[45] Martin Johannes Oelker. On Domain, Self-Adjointness, and Spectrum of Dirac Operators for
Two Interacting Particles. PhD thesis, Fakulta¨t fu¨r Mathematik, Informatik und Statistik,
Ludwig-Maximilians-Universita¨t Mu¨nchen, March 2019.
[46] Wolfgang Pauli. U¨ber das Wasserstoffspektrum vom Standpunkt der neuen Quanten-
mechanik. Z. Physik, 36(5):336–363, May 1926.
[47] Hartmut Pilkuhn. Relativistic Quantum Mechanics. Texts and monographs in physics.
Springer, 2005.
[48] Upke-Walther Schmincke. Distinguished selfadjoint extensions of Dirac operators. Math. Z.,
129:335–349, 1972.
[49] Julian Schwinger. Thomas-Fermi model: The leading correction. Phys. Rev. A, 22(5):1827–
1832, 1980.
[50] J. M. C. Scott. The binding energy of the Thomas-Fermi atom. Phil. Mag., 43:859–867, 1952.
[51] Heinz Siedentop and Rudi Weikard. On the leading energy correction for the statistical model
of the atom: Interacting case. Comm. Math. Phys., 112:471–490, 1987.
[52] Heinz Siedentop and Rudi Weikard. Upper bound on the ground state energy of atoms that
proves Scott’s conjecture. Phys. Lett. A, 120:341–342, 1987.
[53] Heinz Siedentop and Rudi Weikard. On the leading energy correction of the statistical atom:
Lower bound. Europhysics Letters, 6:189–192, 1988.
[54] Heinz Siedentop and Rudi Weikard. On the leading correction of the Thomas-Fermi model:
Lower bound – with an appendix by A. M. K. Mu¨ller. Invent. Math., 97:159–193, 1989.
[55] Heinz K. H. Siedentop and Rudi Weikard. On the leading energy correction for the sta-
tistical model of the atom: Non-interacting case. Abhandlungen der Braunschweigischen
Wissenschaftlichen Gesellschaft, 38:145–158, 1986.
[56] B. Simon. Fifteen problems in mathematical physics. In Perspectives in Mathematics.
Birkha¨user, 1984.
[57] Jan Philip Solovej, Thomas Østergaard Sørensen, and Wolfgang L. Spitzer. The relativistic
Scott correction for atoms and molecules. Commun. Pure Appl. Math., 63:39–118, January
2010.
[58] Arnold Sommerfeld. Zur Quantentheorie der Spektrallinien. Annalen der Physik, 356(17):1–
94, 1916.
[59] J. Sucher. Foundations of the relativistic theory of many-electron atoms. Phys. Rev. A,
22(2):348–362, August 1980.
[60] J. Sucher. Foundations of the relativistic theory of many-electron bound states. International
Journal of Quantum Chemistry, 25:3–21, 1984.
[61] J. Sucher. Relativistic many-electron Hamiltonians. Phys. Scripta, 36:271–281, 1987.
[62] Bernd Thaller. The Dirac Equation. Texts and Monographs in Physics. Springer-Verlag,
Berlin, 1 edition, 1992.
[63] L. H. Thomas. The calculation of atomic fields. Proc. Camb. Phil. Soc., 23:542–548, 1927.
[64] Rainer Wu¨st. Distinguished self-adjoint extensions of Dirac operators constructed by means
of cut-off potentials. Math. Z., 141:93–98, 1975.
[65] Katsumi Yonei and Yasuo Tomishima. On the Weizsa¨cker correction to the Thomas-Fermi
theory of the atom. Journal of the Physical Society of Japan, 20(6):1051–1057, 1965.
Institut fu¨r Analysis und Algebra, Carolo-Wilhelmina, Universita¨tsplatz 2, 38106
Braunschweig, Germany
E-mail address: k.merz@tu-bs.de
Mathematisches Institut, Ludwig-Maximilians-Universita¨t Mu¨nchen, Theresienstraße
39, 80333 Mu¨nchen, Germany
E-mail address: h.s@lmu.de
