Abstract. In this paper we construct, using Stark elements of Rubin [8], Kolyvagin systems for certain modified Selmer structures (that are adjusted to have core rank one in the sense of [4] ) and prove a Gras-type conjecture, relating these Kolyvagin systems to appropriate ideal class groups, refining the results of [7] (in a sense we explain below), and of [5], [9] applied to our setting.
Introduction
B. Howard, B. Mazur and K. Rubin show in [4] that the existence of Kolyvagin systems relies on a cohomological invariant, what they call the Selmer core rank. When the Selmer core rank is one, they determine the structure of the Selmer group completely in terms of a Kolyvagin system. However, when the Selmer core rank is greater than one, not much could be said. In fact, one does not expect a similar result for the structure of the Selmer group in general, as a reflection of the fact that Bloch-Kato conjectures do not in general predict the existence of special elements, but a regulator, to compute the relevant L-values.
An example of a core rank greater than one situation arises if one attempts to utilize the Euler system that would come from the Stark elements (whose existence was predicted by K. Rubin [8] ). This is what we study in this paper.
Rubin was first to study the Euler system of Stark units in [7] . He proved a Gras-type formula for the w-isotypic component of a certain ideal class group under certain assumptions on the character w. These assumptions essentially ensured that the core Selmer rank of T ¼ Z p ð1Þ n w À1 , in the sense of [4] , Definitions 4.1.8 and 4.1.11, is one. We prove Theorem A, in the spirit of Gras conjectures and Rubin's prior results ( [7] , Theorem 4.6) for all even, non-trivial characters w which are unramified at all primes of k above p. The setting in which Rubin [7] places himself is disjoint from ours, however, from the perspective of Kolyvagin system theory Rubin deals with the core Selmer rank one situation, whereas in our setting core Selmer rank could be (and in general is) greater than one. In that sense, our results may be regarded as a refinement of the results of [7] .
Before describing our result in detail, we first set some notation. Fix a totally real number field k of degree r over Q, an algebraic closure k of k, and a rational prime p 3 2. Let w be a character of Galðk=kÞ into Z Â p which is trivial on all complex conjugations inside Galðk=kÞ (we say that w is even) and which is unramified at all primes above p. We also assume that w has finite prime-to-p order, and let L be the fixed field of kerðwÞ inside k. Fix also a finite set S of places of k that does not contain any prime over p, but contains all infinite places S y , and all places l that divide the conductor f w of w. Assume also that S contains at least r þ 1 places, only r of which (namely the infinite places) split completely in L=k. We also assume Leopoldt's conjecture (which we often abbreviate as LC) for the number field L.
, where A w L is the p-part of the w-isotypic part of the ideal class group of L, and e w L is a Stark element (as in §2.1 below) whose existence is predicted in [8] .
We note that e w L is the w-part of the Stark element of Rubin [8] . Its definition depends on the choice of two disjoint, non-empty finite sets S and T of places of L (see [8] , Conjecture B 0 ). Under the assumptions above on the set S, it is guaranteed that the order of vanishing of the modified L-function L S; T ðs; wÞ (cf. [8] , §1.1 for a definition of the modified L-function) at s ¼ 0 is r and thus, by the defining property of Rubin's Stark element e w L 3 0. Although the definition of the element e w L depends on the finite sets S and T, the truth of the statement of Theorem A does not as long as S satisfies the hypotheses above. That's why we fix once and for all such S and drop S from the notation wherever it is convenient.
The proof of Theorem A has three steps: We first construct in Section 1 Selmer structures which we denote by ðT; F L Þ modifying the local conditions for the classical Selmer structure ðT; F cl Þ at p. We prove that (Proposition 1.8) Selmer core rank of each ðT; F L Þ is one.
This means (by [4] , Theorem 5.2.10) the Z p -module KSðT; F L Þ of Kolyvagin systems for ðT; F L Þ is free of rank one. The second step is to construct these Kolyvagin systems using Stark elements of Rubin [8] .
Once we have these Kolyvagin systems constructed, we apply the Kolyvagin system machinery to obtain bounds for the dual (modified) Selmer groups. In Section 3 we compute these bounds quite explicitly in terms of the Stark elements, then compare the modified (dual) Selmer group to the classical (dual) Selmer group and thus obtain the desired bound on the classical (dual) Selmer group. We note that (Proposition 1.2) the classical (dual) Selmer group is exactly the relevant part of the ideal class group.
In the very last section, we prove that above inequality is an equality using an analytic class number formula. We still assume LC for L. Again the assumptions (and remarks) above for the set S are in e¤ect; and how T should be chosen to guarantee this equality is explained in §2.1.
One could of course start with Stark elements of Solomon for the values of twistedzeta functions at s ¼ 1 to construct the Kolyvagin systems we need, instead of Rubin's Stark elements. In fact, almost tautologically, one would obtain identical results to what we prove in this paper; by comparing Solomon's Stark elements to Rubin's as in [11] , Remark 5.3. Possibly more interesting approach would be to start with Solomon's p-adic Stark conjectures [10] . The author hopes to check in the near future that the ''p-adic Stark elements'' (i.e. the solutions to p-adic Stark conjectures) and the techniques employed in this paper could be used to prove identical results, and also to deduce a relation between ''complex'' and ''p-adic'' Stark conjectures using the rigidity of Kolyvagin systems.
We also remark that Popescu [6] has proved Gras-type conjectures (for arbitrary order of vanishing) for function fields of characteristic p using di¤erent techniques than ours.
It's a pleasure to thank Karl Rubin for his guidance, encouragement and patience. We also thank Christian Popescu and David Solomon for helpful conversations and their valuable remarks. We also thank the anonymous referee for many corrections and suggestions to improve the exposition.
Modified Selmer structures for
Z p (1) n w
C1
Fix once and for all a totally real number field k of degree r over Q, an algebraic closure k of k, and a rational prime p 3 2. Let w be an even character of Galðk=kÞ (i.e. it is trivial on all complex conjugations inside Galðk=kÞ) into Z Â p that has finite order, and let L be the fixed field of kerðwÞ inside k. We define f w to be the conductor of w, and D to be the Galois group GalðL=kÞ of the extension L=k.
For any abelian group A, A 5 will always denote its p-adic completion. Define also A w to be the w-isotypic component of A
5
.
1.1. Selmer groups for T. Let T be the Galðk=kÞ-representation Z p ð1Þ n w À1 .
One may identify H
using Kummer theory. For any rational prime l, define
Á the semi-local Galois cohomology group at l, which similarly may be identified by
Denote by U L; l the (p-adic completion of the) local units inside L Â;5 l . Then the classical Selmer structure F cl (see [4] , Definition 2.1.1, for the definition of a Selmer structure) on Z p ð1Þ is defined by the local conditions determined by fU L; l H ðL n Q l Þ Â;5 g.
Likewise,
If we define H 1 ðk l ; TÞ analogously, one easily observes that we may identify this semi-local cohomology group with ðL Â l Þ w . We similarly define the classical Selmer structure F cl on T, by the local conditions determined by fU
For brevity we denote U L; p by V L . Since D has order prime to p, Z p ½D is semi-simple hence it follows that V L is a free Z p ½D-module of rank r ¼ ½k : Q. Let L be a free Z p ½D-submodule V L of rank one, such that the quotient V L =L is a free Z p ½D-module (of rank r À 1). Then the w-isotypic component L w is free of rank one over Z p . Since taking w-components is exact, it also follows that V w L =L w is free of rank r À 1 over Z p .
We are now ready to define the modified Selmer structures ðF L ; TÞ for T, for each choice of L. Let
Namely, we shrink the local conditions that defined the classical Selmer structure ðT; F cl Þ at p down to the Z p -line L w and do nothing for the choices at l 3 p to obtain ðT; F L Þ.
We define the Selmer group for the local conditions
where the product runs over all rational primes l.
1.2. Local duality and Selmer groups for T * . We now define the dual Selmer structure to ðT; F L Þ and the dual Selmer group. Later in this section, we will compute the classical and the modified Selmer groups explicitly and compare their sizes to each other.
be the Cartier dual of T. For any prime l of k, let h ; i l denote the local Tate pairing 
See also [4] , Example 1.1.2. We still denote the Selmer structures on T=p n T (resp. on T Ã ½ p n ) obtained this way by ðT=p n T; FÞ (resp. by ðT Ã ½ p n ;
For every positive integer n, we have a natural exact sequence
and an isomorphism
where A L is the ideal class group of L, and O L is the ring of integers of L.
For a proof, see [9] , §2, Proposition 2.6, or [4] , §6.1.
It is easy to see that the classical Selmer structure ðT; F cl Þ and the modified Selmer structure ðT; F L Þ satisfy the hypotheses H.0-H.5 and (by [4] 
XðT; FÞ
In particular the Selmer core rank XðT; F cl Þ is r ¼ ½k : Q.
Proof. The first part is proved exactly in the same way as [4] , Theorem 5.2.5, which is only stated (and proved) when the base field is Q. The second part follows now from the first part and Proposition 1.2, using the fact that ðO Â L Þ w is free of rank r over Z p (cf. [12] , Proposition I.3.4). r
We now describe the modified Selmer groups explicitly. Recall our definition that O Â;5 L is the p-adically completed group of units of L, and ðO
L (which will also be denoted by i later).
, where U v denotes the local units inside the completion L v of L.
Proof. By the definition of F L and by Proposition 1.2, there is a commutative diagram
with exact rows. This proves (i).
(ii) also follows easily noting that
and using class field theory. r
We will now compare the classical (dual) Selmer group (which turned out to be the w-part of the ideal class group of L) to our modified (dual) Selmer groups.
Proof. By definitions of the Selmer groups H 
Further, by Poitou-Tate global duality, the image of i and i Ã are orthogonal complements under the local Tate pairing (cf. [4] , Theorem 2.3.4, or [9] , Theorem 1.7.3(i)). It follows then that (see [9] , Theorem 1.
This proves that
Remark 1.6. We note that the equality Proposition 1.5 still holds true even if one of the indices is infinite, in the sense that if one side is infinite, the other is too.
Remark 1.7. Assume in this paragraph that Leopoldt's conjecture holds for L. Note that
and thus, by Proposition 1.5
Note that both the numerator and the denominator are finite since we assumed Leopoldt's conjecture. Proof. By [13] , Proposition 1.6,
which is p n XðT; F L Þ. Applying the same formula to ðT; F cl Þ we see that
T=p n TÞ Á and this equals ðr À 1Þp n . Since we already know that XðT; F cl Þ ¼ r the proposition follows. r Let KSðT; F L Þ denote the Z p -module of Kolyvagin systems for the Selmer structure ðT; F L Þ. See [4] , Definition 3.1.3, for a precise definition. Corollary 1.9. KSðT; F L Þ is free of rank o n e as a Z p -module, generated by a Kolyvagin system k A KSðT; F L Þ whose image inside of KSðT=pT; F L Þ is nonzero.
Kolyvagin systems of Stark units
In this section we review Rubin's integral refinement of Stark conjectures and construct Kolyvagin systems for the modified Selmer structures ðT; F L Þ using Stark elements of Rubin.
For the rest of the paper we assume this refined version of the Stark conjectures ( [8] , Conjecture B 0 ).
We first set some notation. Assume k, w, f w and L are as above. For a cycle t of the number field k let kðtÞ be the maximal p-extension inside the ray class field of k modulo t. Define LðtÞ to be the composite of kðtÞ and L. Let K ¼ fLðtÞ: t is a ðfiniteÞ cycle of k prime to f w pg be a collection of abelian extensions of k, where kðtÞ, L, LðtÞ and f w are defined above.
Stark units of Rubin and Euler systems.
Fix a finite set S of places of k that does not contain any prime above p, but contains all infinite places S y and all places l that divide the conductor f w of w.
0 predicts the existence of certain elements1)
where L K; S K is defined in [8] , §2.1, and has the property that for any homomorphism
. We note that the r-th exterior power
(and other exterior powers which appear below) is taken in the category of Z p ½D K -modules. The elements e K; S K (which we call Stark elements) satisfy the distribution relation to be satisfied by an 1) In fact, Rubin's conjecture predicts that these elements should be inside
T where T is a finite set of primes disjoint from S K chosen so that the group O Â K; SK ; T of units which are congruent to 1 modulo all the primes in T is torsion-free. However, in our case any set T which contains a prime other than 2 will su‰ce (since all the fields that appear in our paper are totally real). Further, T may be chosen in a way that (e.g. T ¼ fpg) the extra factors that appear in the definition of the modified zeta function for K (cf. [8] , §1 for more detail on these zeta functions) will be prime to p, when they are evaluated at 0. We note that for such T, we have O Â;5
K; SK , for example by the exact sequence (1) in [8] . Since in our paper we will work with the p-adic completion of the units, we will safely exclude T from our notation.
Euler system ( [8] , Proposition 6.1). We denote the image of e K; S K inside the Z p -module
also by e K; S K . Since S is fixed (therefore S K , too), we will often drop S or S K from notation and denote e K; S K by e K , or sometimes use S instead of S K and denote O K; S K by O K; S .
As before, let V K be the p-adic completion of the units in K n Q p . Any 
We define
where the inverse limit is with respect to the natural maps induced from the inclusion map
Proof. Let K A K. The quotient of the local units by the local 1-units has order prime to p, because it injects (under reduction) into the multiplicative group of the residue field(s). So the p-adic completion of the local units (which we have denoted by V K ) is the same as the p-adic completion of the local 1-units. The rest of the proof follows at once from [8] , Corollary 6.5. r
Since S K contains no primes above p, O Â;5 K; S K maps canonically to V K via a Z p ½D Kequivariant map. This induces a natural map Proof. Using the decompositions
into Z p ½D t -modules the proposition follows at once. r
Remark 2.5. For each t, fixing a basis f
LðtÞ w g, where
(we view
LðtÞ w as an element of Z p ½D t using the decomposition D t ¼ G t Â D) for the free-ofrank-one Z p ½G t -module Z p ½D t w , one may identify Z p ½D t w by Z p ½G t . Abusing this fact, we will allow ourselves to alternate between Z p ½D t w and Z p ½G t , mostly in favor of the latter.
The inverse limit is with respect to the natural maps above which we used to define V 
Further letŨ Until the end of the paper, we assume that L=k is unramified at all primes of k above p. Note then that for any K A K, K=k is unramified at all primes of k which are above p, and are all totally real. Therefore Krasner's lemma [3] on the 1-units implies:
Lemma 2.12 (Krasner). U K; p is a free Z p ½GalðK=kÞ-module of rank r ¼ ½k : Q,
U K } is the p-adic completion of the group of units in K n Q p .
As an immediate consequence of Krasner's lemma (Lemma 2.12) we have Corollary 2.13.
is free of rank r over Z p ½½GalðM=kÞ.
Using Corollary 2.13 we may choose a Z p ½½GalðM=kÞ-line L inside V such that the quotient V=L is also a free Z p ½½GalðM=kÞ-module (of rank r À 1).
Definition 2.14. For all LðtÞ
Note that L K are free Z p ½GalðK=kÞ-modules of rank one for all K A K, and that
We will often denote L LðtÞ by simply L t .
Remark 2.15. If there is a prime } of k above p of degree one in k=Q, then for each
where the direct sum is over the places q of K that are above }, and U K q is defined as before. For
We also know by (a variant of ) Lemma 2.12 that L K is a free Z p ½GalðK=kÞ-module of rank one. It also follows that the w-isotypic component ðL LðtÞ Þ w of L LðtÞ is free of rank one over Z p ½G t , for K ¼ LðtÞ.
Definition 2.16. We say that an element
We will next construct a specific element
In what follows, we will identify the free of rank one Z p ½½GalðM 0 =kÞ-module Z p ½½GalðM=kÞ w with Z p ½½GalðM 0 =kÞ (as in Remark 2.5), and we allow ourselves to alternate between these two notations. of the free (of rank r À 1) Z p ½½GalðM 0 =kÞ-module
This then fixes a basis fc
for the free (of rank r À 1) Z p ½G Note once again that for t 0 j t, f t maps to f t 0 under the surjective (by Proposition 2.7) homomorphism
Therefore F 0 ¼ ff t g t may be regarded as an element of the group
Proposition 2.17. Let ff t g t ¼ F 0 be as above. Then f t maps V r V w LðtÞ onto L w t ð¼ kerðC t ÞÞ, for all t. In particular F 0 satisfies H L .
Proof. The proof is identical to the proof of [1] , Lemma 4.1, which also follows the proof of [4] , Lemma B.1, line by line. r Corollary 2.18. Let f be an element of V rÀ1
Then there is a
which satisfies H L and is such that
Proof. If f is identically zero the assertion is obvious (choosing F ð0Þ identically zero as well). Otherwise let
where F 0 is as above. Then by Proposition 2.17, and noting that the free-of-rank-one
Kolyvagin systems for (T, F L ).
In this section, we construct a Kolyvagin system2) fk F t g A KSðT; F L Þ using the Euler system fe w LðtÞ; F g t of F-Stark elements, for each
We will use these classes in the next section to prove our main results.
Let P denote the set primes of k whose elements do not divide pf w . For each positive integer m, let P m ¼ fq A P: q splits completely in Lðm p m Þ=kg be a subset of P. Note that P m is exactly the set of primes being determined by [4] , Definition 3.1.6, or [9] , §4, Definition 1.1, when T ¼ Z p ð1Þ n w À1 . Let N (resp. N m ) denote the square free products of primes q in P (resp. P m ).
Let F can denote the canonical Selmer structure given by [4] 
When there is no danger of confusion, we will simply denote the element k 
be the collection that [9] , Definition 4.4.10 associates to the Euler system fe w LðtÞ; F g t . Here we writek k F t; m for the class denoted by k ½k; t; m in [9] . We will also often drop m and denotẽ k k F t; m byk k F t if there is no danger for confusion. Note that Equation (33) in [4] , Appendix A, relates these classes to k
Proof. Obvious using Equation (33) 
3) Note that ðm p y n w À1 Þ G kðtÞ is trivial (where G kðtÞ stands for the absolute Galois group of the totally real field kðtÞ), since, for example, complex conjugation cannot act by w on m p y since w is even. This argument proves that this restriction map is an isomorphism, by [9] , Remark 4.4.3.
Proof. 
Applications to ideal class groups
In this section, we apply the Kolyvagin system machinery developed in [4] to the Kolyvagin system we constructed in §2.4. Let
w L will be denoted by i ðrÞ . Throughout this section we assume the following hypotheses:
H-S The finite set S contains no finite primes which split completely in L=k. 
We have equality if the Kolyvagin system fk Using the computations in Section 2 we prove Proposition 3.3. Let t, D t , V K and i be defined as above. Then
Proof. By Proposition 2.7 and Lemma 2.12
(See also the proof of [8] , Proposition 6.6.) On the other hand, V L is free of rank r over Z p ½GalðL=kÞ by Krasner's lemma, therefore V w L is free of rank r over Z p . This implies that V r V w L is free of rank one over Z p . The proof of the proposition now follows. r
Proof. The left-hand side is clearly contained in the right-hand side. Let
be an element of the set on the right-hand side, so that
Since we assumed H-F, 
Proof. By Lemma 3.4 the left-hand side above equals
Note that Corollary 3.5 implies in particular that e w L; F 3 0 for some choice of F which satisfies H L . This, together with Theorem 3.2 and the right-most equality in (2.4) proves
Remark 3.7. There is of course a direct way to prove Corollary 3.6 using Remark 1.7 and the finiteness of the ideal class group, if one assumes LC for L.
Until the end of this section we assume LC for the number field L. This in particular means that the canonical map Recall the exact sequence
We note that the intersection ðO
, and is free of rank one (by rank considerations in the sequence above).
(Note that we still use the additive notation for the multiplicative group ðO Â L Þ w .)
Proof. This follows from Corollary 3.5 together with our assumption LC and that L w is a free Z p -module of rank one. r Corollary 3.9.
But this means
and the proof of the theorem follows. r
Recall our assumption on the set S that it does not contain any non-archimedean prime of k which splits completely in L=k. Fix also an embedding of Q p into the complex numbers C. For x; y A C Â we will write x @ y if x=y A Z since we insist that S does not contain any non-archimedean prime of k which splits completely in L=k.
On the other hand we have the analytic class number formula (see [ KðA S y ; T Þ @KðA S y Þ; R S y ; T @ R S y :
Using (3.1) for all non-trivial characters of D and (3.2) together with the remarks above and Theorem 3.1 yields (see [7] , §5, for more details):
! .
This in particular shows that for F 0 as defined in §2.4 the Kolyvagin system fk 
