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THE IHARA ZETA FUNCTION FOR INFINITE GRAPHS
DANIEL LENZ, FELIX POGORZELSKI, AND MARCEL SCHMIDT
Abstract. We put forward the concept of measure graphs. These are (possibly uncount-
able) graphs equipped with an action of a groupoid and a measure invariant under this
action. Examples include finite graphs, periodic graphs, graphings and percolation graphs.
Making use of Connes’ non-commutative integration theory we construct a Zeta function
and present a determinant formula for it. We further introduce a notion of weak convergence
of measure graphs and show that our construction is compatible with it. The approxima-
tion of the Ihara Zeta function via the normalized version on finite graphs in the sense of
Benjamini-Schramm follows as a special case. Our framework not only unifies corresponding
earlier results occurring in the literature. It likewise provides extensions to rich new classes
of objects such as percolation graphs.
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Introduction
The theory of Zeta functions of finite graphs is a well established topic connecting various
branches of mathematics, see e.g. the monograph by Terras [35]. Here, the Zeta function
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comes about as function storing information on the number of loops in the graph. More
specifically, it is essentially given as exponential of a power series whose nth-coefficient is
determined by the number of loops of length n. In contrast, Zeta functions on infinite graphs
are much less understood. In fact, for general infinite graphs it is not even clear how to define
a Zeta function in the first place as - due to the infiniteness of the graph - there are infinitely
many loops of each length.
Recent years have seen quite some interest in Zeta functions on infinite graphs. Indeed,
for certain periodic graphs an ad-hoc definition of the Zeta function has been given by Clair
/ Mokhtari-Sharghi in [5] and for certain specific examples it has been investigated how to
define a Zeta function via suitable approximations by Grigorchuk / Zuk [16], Clair / Mokhtari-
Sharghi [6] and Guido / Isola / Lapidus [19, 20]. The authors of [19] note as a main motivation
for their study that there are only very few infinite graphs for which a Zeta function is defined.
Also, for the two dimensional integer lattice a Zeta function has been defined and computed
by Clair in [7] and for general regular graphs with a transitive group action a Zeta function has
been defined and studied in its connection to heat kernels in Chinta / Jorgenson / Karlsson
[4]. A recent approach for a class of infinite weighted graphs can be found in [10].
Roughly speaking these works offer two different solutions to deal with the mentioned prob-
lem of infiniteness of number of loops of a given size: One solution is to suitably approximate
the infinite graph by finite graphs and show convergence of the Zeta functions of the finite
graphs [16, 6, 19, 20]. The other solution amounts to only counting the loops at finitely many
special vertices [7, 4] as is very natural in the presence of symmetries in the graph.
While these offer very convincing solutions in specific cases, there is so far no general
procedure on how to associate a Zeta function to a graph or how to approximate it and there
is no closed formula for a Zeta function on a general graph. This is the starting point for our
paper. Our main aims are the following:
• To associate an Ihara type Zeta function to a large class of graphs (called measure
graphs below) containing finite, periodic, percolation graphs and graphings as sub-
classes.
• To provide a closed formula for this Zeta function via determinants on von Neumann
algebras.
• To study the continuous dependence of this Zeta function on the underlying measure
graph.
The corresponding results are all new in the general context provided here. On the one
hand, they give a systematic and unified foundation for the works mentioned above. On the
other hand, they also extend the framework studied in the literature in various ways. For
instance, graphs obtained by vertex percolation on Cayley graphs fall into the studied class.
Consequently, one obtains the - to the knowledge of the authors - first approach to define the
Ihara Zeta function for percolation graphs.
As part of our investigation
• we put forward a notion of weak convergence of measure graphs.
Weak convergence of measure graphs may be of independent interest. It contains the concept
of Benjamini-Schramm convergence for finite graphs as a special case. Moreover, it also allows
for convergence of infinite graphs. For example, we show that percolation graphs with weakly
convergent probability laws are weakly convergent as measure graphs. Another advantage of
weak convergence of measure graphs concerns the description of the limiting object. More
precisely, when dealing with sofic Cayley graphs or periodic graphs we are able to directly
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obtain the original graph as the limit object from a weakly convergent sequence of finite
measure graphs.
In our context, weak convergence of measure graphs allows us to settle the issue of the con-
tinuous dependence of the Zeta function on the underlying measure graph. More specifically,
we establish that weak convergence of measure graphs implies convergence of the correspond-
ing Zeta functions. From this continuity result we obtain the previously known approximation
results for Zeta functions via finite graphs as a special case. Moreover, as a complete novelty,
we obtain from this continuity result the convergence of the Zeta functions associated with a
weakly convergent sequence of (infinite) percolation graphs.
To achieve the mentioned aims and results we introduce the concept of a measure graph.
Indeed, setting up the framework centered around measure graphs can be seen as the main
task in our approach. The idea behind it is simple: Measure graphs provide a measure on the
graph and this measure satisfies an invariance property reflecting the symmetries of the graph.
This then allows one to calculate an ‘averaged number of loops of a given size’ by counting
in each vertex the loops of this size and then average this function via the given measure. In
this way, loops at all vertices are taken into account and at the same time one ends up with
a finite number. On the technical level quite some care is required, in particular, in order
to implement the invariance of the measure. To do so, we rely on Connes’ non-commutative
integration theory [8].
Our set-up may be of interest for other questions as well. For example it may be useful for
dealing with random Schro¨dinger operators on graphs.
The present paper is organized as follows. We present our framework in Section 1. In
particular, there we introduce the concept of measure graph (G,M) consisting of a measurable
graph G together with a measure M on its vertex set. In order to formulate the invariance
property of the measure we will need the action of a groupoid G on G. The assumptions
required for this action lead us to the concept of a graph over a groupoid.
We then use these ingredients to introduce the concept of the Ihara Zeta function of a
measure graph (G,M) in Section 2. The Zeta function is put forward as the exponential of a
power series. The coefficients of the power series are determined via Connes’ non-commutative
integration theory. In this way we effectively obtain these coefficients as integrals over the
space of vertices.
Non-commutative integration theory also allows us to introduce von Neumann algebras
associated to measure graphs. This is discussed in Section 3 and may, again, be of independent
interest in further studies as well. We make use of these tools to prove that the Zeta function
can be calculated via a determinant of an operator on the vertices. Specifically, with notation
introduced below, Theorem 3.11 gives for each measure graph (G,M) the following.
Determinant formula. Z(G,M)(u)
−1 = (1− u2)−χ(G,M)detτ (I − uAG + u2QG).
Of course, the use of determinants of non-positive operators requires some care. Here, we
essentially use the determinant provided in [19, 20]. For positive invertible operators, this
notion coincides with the famous Fuglede-Kadison determinant [15], see also [26]. For possibly
non-invertible operators, one has to deal with singularities. Results for such elements in a
von Neumann algebra associated with some countable, amenable group have recently been
proven by Li / Thom in [24].
In Section 4 we have a look at the case that the vertex degree is constant. In this case the
determinant formula can be considerably simplified. It can then be expressed via the so-called
integrated density of states. This is the content of Theorem 4.3. The formula proven in the
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theorem has been used in [16] to define a Zeta function. It also has recently been obtained in
[4] via an analysis of Bessel functions and heat kernels.
Section 5 is concerned with the convergence of measure graph sequences and the conver-
gence of the corresponding sequence of Ihara Zeta functions. Our notion goes beyond weak
convergence of finite graphs in the sense of Benjamini-Schramm. Concerning the convergence
of the underlying Ihara Zeta functions, we obtain in Theorem 5.7:
Continuity result. If the measure graphs (Gn,Mn) with uniform vertex degree bound
converge weakly to the measure graph (G,M), then the Z(Gn,Mn) converge to Z(G,M) com-
pactly around zero.
This result covers all the earlier results on convergence of graph Zeta functions given in
[6, 16, 19, 20]. It even strengthens them by providing an interpretation of the limit as the
Zeta function of a graph. Even more, we derive the corresponding approximation for con-
nected, finite graphs converging weakly in the sense of Benjamini-Schramm, cf. Theorem 5.9.
Another new application is the convergence of the Ihara Zeta functions associated to se-
quences of percolated Cayley graphs with their probability laws Pn being weakly convergent,
cf. Theorem 5.11.
Furthermore, the result can be used to provide a (rather large) class of new examples on
which the Zeta function can be obtained via approximation. This is discussed in Section 6,
where we study graphs allowing for a proper action of a sofic group with finite covolume.
We explicitly construct a sequence of finite graphs converging towards the original graph as
measure graphs. This is the content of Theorem 6.3. The convergence on the level of Zeta
functions is immediate from the previous section.
The considerations of the present work are phrased within the measurable category. How-
ever, in prominent classes of examples we often have some additional topological information
at hand. This and more will be addressed in a companion paper [22].
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List of essential pieces of notation
Here we present a list of the main pieces of notation together with a short explanation and
the number of the pages on which they are introduced.
• G = (V,E): graph with vertex set V and edge set E (Page 5).
• V (2): set of pairs of vertices in the same connected component (Page 6).
• aG: the adjacency matrix of G (Page 6)
• BGr (x) rooted graph with root x induced from the r-ball around x (Page 6).
• G: groupoid (Page 9).
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• ν: transversal function on G (Page 9).
• η: the canonical random variable assigning each vertex the mass one (Page 9).
• Ω units of the groupoid (Page 9).
• u averaging function i.e. function satisfying ν ∗ u = 1 (Page 12).
1. The framework of measure graphs
In this section we present the notation and concepts used throughout the paper. In par-
ticular, we introduce our concept of measure graphs over groupoids. These consists of a (not
necessarily countable) measurable graph together with a measure satisfying some invariance
property. The invariance property is phrased via a groupoid. More specifically, the basic
pieces of data used in our setting are the following:
• A measurable graph G = (V,E).
• A measurable groupoid G such that the graph is a space over the groupoid in the
sense of Connes.
• A measure M which is invariant with respect to the groupoid.
• an averaging function u providing a connection between the groupoid and the graph.
These four pieces of data are discussed in the subsequent subsections.
1.1. Graphs. Here we introduce the concept of graphs used in the sequel. These will be
undirected graphs with uniform bounded vertex degree and without loops.
By a graph we mean a tuple G = (V,E) consisting of a set of vertices V 6= ∅ and a set of
edges E ⊆ V × V such that the following holds:
• Whenever (x, y) belongs to E then so does (y, x).
• There is no x ∈ V such that (x, x) belongs to E.
• There is a D > 0 such that the cardinality of {y ∈ V : (x, y) ∈ E} is bounded by D
for any x ∈ V .
Remark 1.1. We emphasize that we do not put any restrictions on the cardinality of V nor
E.
Let G = (V,E) be a graph. For given x ∈ V we call the pair (G,x) a rooted graph with
root x. If (x, y) = e ∈ E we write x ∼ y and call x = o(e) the origin and y = t(e) the terminal
vertex of e. For an edge e = (o(e), t(e)) we define the reversed edge via e¯ = (t(e), o(e)). Two
edges e, f are called incident if {t(e), o(e)} ∩ {t(f), o(f)} consists of exactly one element.
The vertex degree at x is the number of edges with origin x. It will be denoted by deg(x).
In this way, deg becomes a function from V to the non-negative integers.
A path is a finite sequence of edges (e1, . . . , en), such that o(ei+1) = t(ei) for each i =
1, . . . , n − 1. The number of edges occurring in a path P is called its length and is denoted
by ℓ(P ). Two vertices x, y ∈ V are said to be connected, if there exists a path (e1, . . . , en),
such that o(e1) = x and t(en) = y. If x, y ∈ V are connected their combinatorial distance,
d(x, y), is the length of the shortest path connecting them. If x and y are not connected we
set d(x, y) = ∞.
A connected component in a graph is a maximal set of vertices such that the combinatorial
distance between any two elements of this set is finite. For an x ∈ V the connected component
containing x is the set V (x) of all vertices which are connected with x. We denote the induced
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subgraph by G(x) = (V (x), E ∩ [V (x) × V (x)]). For vertices x, y ∈ V , we will write x ≈ y if
x and y belong to the same connected component.
Further, for r ∈ N, we let BGr (x) denote the graph with root x which is induced by G when
restricting the vertex set to the combinatorial r-ball around x. Note that by assumption
on the uniform boundedness of the degree, BGr (x) is finite and the graph G(x) is at most
countable.
The radius, ̺(G,x) of a finite connected graph G with root x is the maximal distance of a
vertex from the root, i.e.
̺(G,x) = max{d(y, x) : y ∈ V (G)}.
Any graph comes naturally with a certain product space and a canonical function on it.
This is discussed next. Let G be a graph. Then, we define
V (2) := V
(2)
G := {(x, y) ∈ V × V : G(x) = G(y)} ⊂ V × V.
On V (2) there is the canonical function, called adjacency matrix of G, defined via
aG : V
(2) → {0, 1}, aG(x, y) = 1 if x ∼ y and aG(x, y) = 0 else.
So, in particular, we have that
E = a−1G (1) ⊂ V
(2).
We denote the restriction of d to V (2) by d again.
Whenever V carries a σ-algebra, then V (2) becomes a measurable space with the σ-algebra
induced by the product σ-algebra on V × V and so does its subset E.
The real numbers and the complex numbers (and subsets thereof) will always be equipped
with the Borel-σ-algebra generated by the open subsets. Moreover, we will need the extended
positive half-axis [0,∞] = [0,∞) ∪ {∞}. It will be equipped with the σ-algebra generated by
the Borel-σ-algebra on [0,∞).
Two graphs G1 = (V1, E1) and G2 = (V2, E2) are called isomorphic if there exists a bijective
map ϕ : V1 → V2 with x ∼ y if and only if ϕ(x) ∼ ϕ(y). This map is then called a graph
isomorphism. Two finite rooted graphs are called isomorphic if there exists an isomorphism
between them which maps the root of one into the root of the other graph. Obviously,
isomorphy is an equivalence relation on all finite rooted graphs. For r ≥ 0, we denote by ADr
the set of all equivalence classes of finite connected rooted graphs with vertex degree bounded
by D and radius equal to r. By AD we denote the union over r ≥ 0 of all ADr . Due to the
boundedness assumption on the degree, this is a countable set. We will equip it with the
discrete topology and the induced σ-algebra (both of which agree with the power set). For
any r ≥ 0 we let πr be the map
πr : V → A
D, x 7→ [BGr (x)],
where [·] denotes the class of a rooted graph modulo isomorphy. For a given α ∈ AD and a
set of vertices V˜ ⊆ V we let
V˜α := V˜ ∩ π
−1
ρ(α)(α) = {x ∈ V˜ : πρ(α)(x) = α}
be the set of all vertices in V˜ whose ρ(α)-ball is isomorphic to α. Here, of course, the choice
V = V˜ is possible resulting in the set Vα.
If for a graph G and r ≥ 0, the subgraph of G induced by the ball BGr (x) around a vertex
x is a representative of the class α ∈ AD, we will also write BGr (x) ∈ α.
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We will be interested in graphs carrying a σ-algebra so that the graph is locally constant
in a certain sense.
Definition 1.2 (Measurable graph). A pair (G,B) consisting of a graph G = (V,E) and a
σ-algebra B on V is called a measurable graph if the following conditions are satisfied:
• For any r ≥ 0 the map πr : V → A
D, x 7→ [BGr (x)], is measurable.
• The adjacency matrix aG : V
(2) → {0, 1} is measurable.
• For any two measurable a, b : V (2) → [0,∞], the matrix product
a ∗ b : V (2) → [0,∞], (a ∗ b)(x, y) :=
∑
z≈x
a(x, z)b(z, y)
is measurable.
Remark 1.3. We do not require the measurability of V (2) as a subset of V × V (equipped
with the product σ-algebra). We rather work directly with the σ-algebra induced on V (2) by
the product σ-algebra. While this does not play a role in the examples discussed below it
may well be an advantage in further studies. In particular, it will be relevant in the already
mentioned companion paper [22].
In a measurable graph certain basic quantities are automatically measurable. This is
collected in the next proposition. It will be used tacitly in the sequel.
Proposition 1.4 (Measurability of basic quantities). Let (G,B) be a measurable graph. Then,
the following assertions hold:
(a) The combinatorial distance d : V (2) → [0,∞) is measurable.
(b) The diagonal {(x, x) : x ∈ V } ⊂ V (2) is measurable.
(c) For any r, s, t ≥ 0 and α, β ∈ AD the set
{(x, y) ∈ V (2) : πr(x) = α, πs(y) = β, d(x, y) ≤ t}
is measurable.
Proof. Clearly, (b) is a direct consequence of (a). Similarly, (c) is a direct consequence of (a)
and the measurability of the πu, u ≥ 0. Thus, it suffices to show (a): By measurability of
the adjacency matrix aG and the matrix product all powers a
n
G, n ∈ N, (defined inductively
via a1G := aG and a
n+1
G := aG ∗ a
n
G) are measurable. Now, clearly, d(x, y) = 1 holds if and
only if aG(x, y) = 1 holds and, for n ≥ 1, d(x, y) = n holds if and only if both a
n
G(x, y) 6= 0
and akG(x, y) = 0, k = 1, . . . , n− 1 hold. This shows measurability of the sets {(x, y) ∈ V
(2) :
d(x, y) = n} for n ∈ N. This, then implies measurability of
{(x, y) ∈ V (2) : d(x, y) = 0} = V (2) \
⋃
n∈N
{(x, y) ∈ V (2) : d(x, y) = n}.
This finishes the proof. 
Proposition 1.5 (Measurability of product of matrix with a function). Let (G,B) be a
measurable graph. Then, for any measurable a : V (2) → [0,∞] and any measurable F : V →
[0,∞] the map
a∗˜F : V → [0,∞], x 7→
∑
y≈x
a(x, y)F (y)
is measurable. In particular, the vertex degree deg : V → [0,∞) is measurable.
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Proof. As the σ-algebra on V (2) is the restriction of the product σ-algebra the maps
p1 : V
(2) → V, (x, y) 7→ x, and j : V → V (2), x 7→ (x, x)
are measurable. Hence,
a∗˜F = (a ∗ (F ◦ p1)) ◦ j
is measurable as a composition of measurable functions. Now, the last statement follows from
deg = aG∗˜1. 
The vertex set of a measurable graph can be disjointly decomposed into measurable sets
of vertices whose neighborhood looks like a given isomorphism class α ∈ AD. However, some
care has to be taken when the connected component of a vertex is finite. To this end, for
r ≥ 0 we define
V fin,r := {x ∈ V : ρ((G(x), x)) = r}.
Proposition 1.6. Let (G,B) be a measurable graph. For each n ≥ 0 the vertex set V can be
written as
V =
⋃
α∈ADn
Vα ∪
n−1⋃
r=0
V fin,r,
where the occurring sets are measurable and pairwise disjoint. Furthermore, for each s ≤ r
the set V fin,r can be disjointly decomposed into
V fin,r =
⋃
α∈ADs
V fin,rα ,
where, of course, V fin,rα = V fin,r ∩ Vα.
Proof. All of the claimed properties follow easily from the measurability of the mappings πr,
r ≥ 0, and the identity
V fin,r =
⋃
α∈ADr
Vα \
 ⋃
β∈ADr+1
Vβ
 = ⋃
α∈ADr
π−1r (α) \
 ⋃
β∈ADr+1
π−1r+1(β)
 .

1.2. Graphs over groupoids and invariant measures. Here we discuss groupoids, in-
variant measures on groupoids and spaces over groupoids. In the measurable setting this
can be found e.g. in Connes’ lecture notes [8]. Based on these lecture notes a discussion
of random Schroedinger operators in this context was then given in [23]. There, a specific
situation is singled out and studied in some detail. This situation is called ’admissible setting’
there. Here, we basically present a graph version of the corresponding considerations centered
around the admissible setting in [23].
Notation. As usual we will denote the set of all measurable functions on a measurable
space by F(X). The set of non-negative measurable functions is then denoted by F+(X).
The set of all measures on X is denoted by M(X).
A concise definition of a groupoid is that it is a small category in which every morphism is
an isomorphism. A more detailed definition can then be given as follows, see e.g. [31].
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Definition 1.7. A triple (G, ·,−1 ) consisting of a set G, a partially defined multiplication ·,
and an inverse operation −1 : G → G is called a groupoid if the following conditions are
satisfied:
• (g−1)−1 = g for all g ∈ G,
• If g1 · g2 and g2 · g3 exist, then (g1 · g2) · g3 and g1 · (g2 · g3) exist as well and they are
equal,
• g−1 · g exists always and g−1 · g · h = h, whenever g · h exists,
• h · h−1 exists always and g · h · h−1 = g, whenever g · h exists.
A given groupoid G comes along with the following standard objects. The subset
Ω := G(0) := {g · g−1 | g ∈ G}
is called the set of units.
For g ∈ G we define its range r(g) by r(g) = g · g−1 and its source by s(g) = g−1 · g.
Moreover, we set Gω = r−1({ω}) for any unit ω ∈ G(0). One easily checks that g · h exists if
and only if r(h) = s(g).
The groupoids under consideration will always be measurable, i.e., they possess σ-algebras
such that all relevant maps are measurable. More precisely, we require that · : G
(2)
G → G,
−1 : G → G, s, r : G → G(0) are measurable, where
G
(2)
G := {(g1, g2) | s(g1) = r(g2)} ⊂ G
2
and G(0) ⊂ G are equipped with the induced σ-algebras. Furthermore, we assume that
singletons {ω} with ω ∈ G(0) are measurable as subsets of G(0). In this way, Gω ⊂ G become
measurable sets (and thus measurable spaces).
Definition 1.8 (Graph over G). Let G be a measurable groupoid with the previously intro-
duced notations. A triple (G,π, J) consisting of a measurable graph G with vertex set V and
maps π and J is called a graph over G if the following properties are satisfied.
• The map π : V → Ω is measurable.
• For any ω ∈ Ω the induced graph Gω on the vertex set
V ω := π−1({ω})
is countable.
• The map η : Ω→M(V ), ηω :=
∑
y∈π−1(ω) δy, is measurable in the sense that for any
measurable F : V → [0,∞], the map Ω→ [0,∞], ω 7→ ηω(F ), is measurable.
• The map J assigns, to every g ∈ G, a graph isomorphism J(g) : Gs(g) → Gr(g) with
the properties J(g−1) = J(g)−1 and J(g1 · g2) = J(g1) ◦ J(g2) if s(g1) = r(g2).
The map η is called the canonical random variable.
Notation. To simplify notation, we will often write gh respectively gx for g ·h respectively
J(g)x.
Our next aim is to exhibit natural measures on these objects. The first step in this direction
is the definition of a transverse function.
Definition 1.9 (Transversal function). Let G be a measurable groupoid and with the notation
given above. A transversal function ν of G is a map ν : Ω → M(G) with the following
properties:
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• The map ω 7→ νω(f) is measurable for every f ∈ F+(G).
• νω is supported on Gω, i.e., νω(G − Gω) = 0.
• ν satisfies the following invariance condition∫
Gs(g)
f(g · h)dνs(g)(h) =
∫
Gr(g)
f(k)dνr(g)(k)
for all g ∈ G and f ∈ F+(Gr(g)).
In the examples which will be considered later in the present paper, the measures νω will
be simple counting measures defined on countable fibers r−1(ω).
In the next definition we introduce appropriate measures on the base space Ω of an abstract
groupoid G.
Definition 1.10 (Invariant measure). Let G be a measurable groupoid with a transversal
function ν. A measure m on the base space (Ω,BΩ) of units is called ν-invariant (or simply
invariant, if there is no ambiguity in the choice of ν) if
m ◦ ν = (m ◦ ν)∼,
where m ◦ ν is the measure on G defined by (m ◦ ν)(f) =
∫
Ω ν
ω(f)dm(ω) for measurable
f : G −→ [0,∞] and (m ◦ ν)∼(f) = (m ◦ ν)(f˜) with f˜(g) = f(g−1).
Analogously to transversal functions on the groupoid, we introduce a corresponding fiber-
wise consistent family α of measures on a graph over a groupoid.
Definition 1.11 (Random variable in the sense of Connes). Let G be a measurable groupoid
and G a graph over G with vertex set V . A choice of measures ξ : Ω → M(V ) is called a
random variable with values in G (in the sense of Connes) if it has the following properties:
• The map ω 7→ ξω(f) is measurable for every f ∈ F+(V ),
• ξω is supported on Gω, i.e., ξω(V − V ω) = 0,
• ξ satisfies the following invariance condition∫
V s(g)
f(J(g)x)dξs(g)(x) =
∫
V r(g)
f(y)dξr(g)(y)
for all g ∈ G and f ∈ F+(V r(g)).
Remark 1.12. Let ξ be a random variable.
• By considering (positive) linear combinations of functions of the form
F : V 2 → [0,∞], (x, y) 7→ f(x)g(y),
with measurable f, g : V → [0,∞] and using standard monotone class arguments, we
can easily obtain measurability of
V × Ω→ [0,∞], (x, ω) → ξω(F (x, ·)),
for any measurable F : V × V → [0,∞].
• If furthermore V (2) is a measurable subset of V × V , then any measurable function
F on V (2) → [0,∞] can be extended (by zero) to a measurable function on V × V .
Thus, in this case we obtain measurability of V ×Ω→ [0,∞], (x, ω) → ξω(F (x, ·)) for
any measurable F : V (2) → [0,∞].
We can actually provide a large supply of random variables.
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Proposition 1.13 (Generating random variables). Let G be a measurable groupoid and G a
graph over G with vertex set V . Then, the canonical random variable η is a random variable.
Moreover, for any measurable H : V → [0,∞] with H(gx) = H(x) for all x ∈ V and g ∈ G
with π(x) = s(g) the map
ξH : Ω →M(V ), ξ
ω
H :=
∑
y∈π−1(ω)
H(y)δy
is a random variable.
Proof. The canonical random variable η is a random variable by the very definition of a
graph over a groupoid. Now, consider a measurable H : V → [0,∞]. We have to show a
measurability and an invariance property of ξH . Now, whenever F : V → [0,∞] is measurable,
then so is FH : V → [0,∞]. Hence,
ω 7→ ξωH = η
ω(HF )
is measurable by the assumption on η. The invariance of ξH is clear from the invariance
property of H. 
Remark 1.14. If the diagonal {(x, x) : x ∈ V } is a measurable subset of V × V , then any
random variable arises in this way. Indeed, in the case the previous remark applied with F
the characteristic function of the diagonal, gives easily that for any random variable ξ the
function H(x) = ξπ(x)(F (x, ·)) is measurable and invariant. By construction H is the density
of ξ with respect to η.
Whenever G is a graph over a groupoid G with transverse ν, we use the following notation
for the convolution of a w ∈ F+(V ) with respect to ν
ν ∗ w(x) :=
∫
Gπ(x)
w(g−1x)dνπ(x)(g) for x ∈ V.
A crucial fact about the integration of random variables is given in the following lemma,
essentially contained in (the proof of) Lemma III.1 in [8], see Lemma 2.9 of [23] as well.
Lemma 1.15. Let G be a measurable groupoid with transversal function ν and ν-invariant
measure m. Let G be a graph over G.
(a) The integral
∫
Ω ν
ω(f) dm(ω) does not depend on f ∈ F+(G), provided f satisfies ν(f˜) ≡ 1.
(b) For a given random variable ξ with values in G the integral
∫
Ω ξ
ω(u) dm(ω) does not depend
on u, provided u ∈ F+(V ) satisfies ν ∗ u ≡ 1.
The previous lemma gives the possibility to define an integral over a random variable.
Definition 1.16 (Integral of a random variable). Let G be a measurable groupoid with
transversal function ν and ν-invariant measure m. Let G be a graph over G with vertex set V
such that there exists a u ∈ F+(V ) satisfying ν ∗ u ≡ 1. Then, the integral over the random
variable ξ is denoted as
∫
ξ and defined via∫
ξ =
∫
Ω
ξω(u)dm(ω),
where u is any (not necessarily strictly positive) element of F+(V ) satisfying ν ∗ u ≡ 1.
The functions u appearing in the previous definition deserve a special name.
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Definition 1.17 (Averaging function). Let G be a measurable groupoid with transversal
function ν and ν-invariant measure m. Let G be a graph over G with vertex set V . Then,
any function u ∈ F+(V ) satisfying ν ∗ u ≡ 1 is called an averaging function.
We note that existence of an averaging function is quite essential to our approach. In
fact, it is only via these averaging functions that the integration of random variables could
be defined above. On the conceptual level the existence of an averaging function u can be
understood as giving a way to relate G and G via a map from F(G) to F(V ). Namely, every
averaging function u gives rise to the fiberwise defined map
q = qu : F(G)→ F(V )
with
q(f)(x) :=
∫
Gπ(x)
u(g−1x)f(g)dνπ(x)(g)
for all x ∈ V . Note the defining property of u implies that the map q satisfies q(1G) = 1V
(see Section 2 of [23] for further discussion).
1.3. Measure graphs. After all these preparations we can now introduce the main concept
of our study. We will need one further assumption on countability of generators of the σ-
algebras in question in order to apply the integration theory developed in [8].
Definition 1.18 (Measure graph over a groupoid). A pair (G,M) consisting of a measurable
graph G and a measure M on the vertices of G is called a measure graph over the groupoid G
or just measure graph for short if the following properties hold:
• G is a measurable groupoid and G is a graph over G.
• G admits a transversal function ν together with an invariant measurem andM = m◦η
(where η is the canonical random variable).
• The σ-algebras of both V and Ω possess a countable basis of sets, all of which have
finite measure w.r.t. M (respectively w.r.t. m).
• There exists a strictly positive averaging function u.
• The canonical random variable η is integrable, i.e.
∫
η =
∫
Ω η
ω(u)dm(ω) =∫
V u(x)dM(x) <∞.
The measure m will be called the invariant measure underlying the measure M and ν will be
called the underlying transversal on the groupoid.
Remark 1.19. The above assumptions ensure that our setup falls within the general frame-
work of [8] (as specified in Definition 2.6 of [23]). This will enable us to use the associated
von Neumann algebras and to use integration theory. The countability assumptions on the
σ-algebras mean that the condition of being ’propre’ in the sense of [8] is satisfied. Inte-
grability of the canonical random variable will yield a σ-finite weight (even a trace) on the
corresponding von Neumann algebra and strict positivity of the averaging function will entail
faithfulness of this weight.
For our further considerations two features of measure graphs will be crucial (see below):
• Any measure graph comes with a natural Hilbert space L2(V,M). We will be con-
cerned with operators on this Hilbert space.
• Any measure graph naturally allows for integration of random variable as it possesses
by its very definition an averaging function.
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1.4. Some examples of measure graphs. In this section we discuss some examples of
measure graphs over groupoids. In particular, we discuss the integration of their random
variables.
1.4.1. Finite graphs. Let G be a finite connected graph with vertex set V . Equip V with
the discrete σ-algebra, which is finite. Let G be the trivial groupoid (consisting only of one
element e) acting on G as the identity. Its set of units Ω = {e} consists of only one point and
π : V → {e} is measurable. Let ν be the measure giving value 1 to the point {e}. Then, the
measure m giving value 1/C to the point {e} is invariant and the constant function u = 1
satisfies ν ∗ u ≡ 1. The measure M = m ◦ η on V is the counting measure on the vertex set
normalized by 1/C. In this way, (G,M) is a measure graph over G. Furthermore, all random
variables are given by functions on the vertex set and their integral equals the sum of their
values normalized by 1/C.
1.4.2. Periodic graphs. We first recall the notion of a periodic graph.
Definition 1.20 (Periodic graph). A pair (G,Γ) consisting of a countable infinite connected
graph G = (V,E) and a countable subgroup Γ of the automorphism group of G is called
periodic graph, if
• Γ acts on V properly, i.e., for each x ∈ V the stabilizer Γx = {γ ∈ Γ : γx = x} is
finite.
• Γ acts on V with finite co-volume, i.e., there is a set F ⊂ Γ containing exactly one
representative of each of the classes of V/Γ satisfying
∑
f∈F
1
|Γf | <∞.
The subset F is called a fundamental domain.
Let (G,Γ) be a periodic graph. We equip its vertex set V with the discrete σ-algebra,
which is countably generated. Let G be given by Γ with the corresponding action on G. The
space of units Ω consists exactly of the neutral element e of Γ and the map π : V → {e} is
clearly measurable. A transversal function ν = νe is given by the counting measure on Γ.
The measure m giving mass 1 to the set {e} is invariant. Fix a fundamental domain F of
finite co-volume of the action of Γ and define the function u0 on V by
u0(x) :=
1
|Γx|
1F (x).
Here |Γx| denotes the number of elements of the stabilizer of x and 1F is the characteristic
function of F . A short calculation shows that ν ∗ u0(x) = 1 for all x ∈ V , i.e., u0 is an
averaging function. It is not strictly positive, though. However, for any γ ∈ Γ, the function
uγ(·) := u0(γ·) is an averaging function as well. So, if we chose a sequence (cγ)γ∈Γ of positive
numbers with
∑
cγ = 1, then
u :=
∑
γ∈Γ
cγ uγ
will be a strictly positive averaging function. The measure M = m ◦ η is just the counting
measure on the vertex set. In this way, (G,M) is a measure graph over G = Γ.
Recall the definition of the random variable ξF for a Γ-invariant function F : V → [0,∞]
(see Lemma 1.13). By Lemma 1.15 its integral satisfies∫
ξF =
∫
V
F udM =
∫
V
F u0 dM =
∑
x∈F
F (x)
|Γx|
.
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1.4.3. Percolation graphs. Let Γ be a finitely generated group with a symmetric set of gen-
erators I = {g1, . . . , gl, g
−1
1 , . . . , g
−1
l } and let e be its neutral element. By G0 we denote the
corresponding right Cayley graph, i.e., γ, γ′ ∈ Γ are neighbors in G0 if and only if there exists
g ∈ I such that γ = γ′g. The left-action of Γ on itself induces graph isomorphisms of G0. We
perform vertex percolation on G0 and construct a measure graph from its realizations. We
equip the space
Θ := {0, 1}Γ
with the product σ-algebra (which is countably generated) and define the shift-action of Γ by
Γ×Θ→ Θ, (γ, θ) 7→ γθ := θ(γ−1·).
Each element θ ∈ Θ is identified with the graph Gθ = (Γ, Eθ) whose edge set is
Eθ = {(γ, γ
′) ∈ Γ× Γ : γ ∼ γ in G0 and θ(γ) = θ(γ′) = 1}.
In other words, Gθ is obtained from G0 by deleting all edges that are adjacent to a vertex
γ ∈ Γ which satisfies θ(γ) = 0.
The vertex set of the percolation measure graph is defined by V := Γ × Θ and equipped
with the product σ-algebra (here Γ carries the discrete σ-algebra). We say that (γ, θ) and
(γ′, θ′) are adjacent if and only if θ = θ′ and γ ∼ γ′ in Gθ. The so obtained graph is denoted
by GΓ,perc.
Proposition 1.21. GΓ,perc is a measurable graph.
Proof. We first show that πr : V → A
D is measurable. For α ∈ AD we obtain
π−1r (α) = {(γ, θ) ∈ Γ×Θ : B
GΓ,perc
r ((γ, θ)) ∈ α}
= {(γ, θ) ∈ Γ×Θ : BGθr (γ) ∈ α}
= {(γ, θ) ∈ Γ×Θ : B
Gγ−1θ
r (e) ∈ α}
=
⋃
γ∈Γ
[
{γ} × γ{θ ∈ Θ : BGθr (e) ∈ α}
]
.
The set {θ ∈ Θ : BGθr (e) ∈ α} is a finite union of cylinder sets in Θ. In particular, it
is measurable. Since the Γ-action on Θ is also measurable we obtain the measurability of
π−1r (α).
The measurability of the adjacency matrix on V (2) is a consequence of
a−1GΓ,perc({1}) = {((γ, θ), (γ
′, θ′)) ∈ V (2) : θ = θ′ and γ ∼ γ′ in Gθ}
= V (2) ∩ {((γ, θ), (γ′, θ′)) ∈ V × V : there ex. g ∈ I s.t. γ′ = γg}
= V (2) ∩
⋃
(γ,g)∈Γ×I
[({γ} ×Θ)× ({γg} ×Θ)] .
Here we have used the following two facts.
• ((γ, θ), (γ′, θ′)) ∈ V (2) implies θ = θ′,
• if γ and γ′ belong to the same connected component in Gθ and satisfy γ′ = γg for
some g ∈ I then γ ∼ γ′ in Gθ.
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It remains to show the measurability of the matrix products on V (2). To this end, let mea-
surable a, b : V (2) → [0,∞] be given. For fixed γ ∈ Γ we define
aγ : V
(2) → [0,∞], ((γ′, θ), (γ′′, θ)) 7→
{
a(((γ′, θ), (γ, θ))) if (γ′, θ) ≈ (γ, θ)
0 else
and
bγ : V (2) → [0,∞], ((γ′, θ), (γ′′, θ)) 7→
{
b(((γ, θ), (γ′′, θ))) if (γ′′, θ) ≈ (γ, θ)
0 else
.
These functions satisfy
a ∗ b =
∑
γ∈Γ
aγb
γ .
Therefore, it suffices to show the measurability of aγ and b
γ . Let I = (C,∞] with C ∈ [0,∞].
We obtain
a−1γ (I) = a
−1(I) ∩ {((γ′, θ), (γ, θ)) : (γ′, θ) ∈ Γ×Θ and (γ′, θ) ≈ (γ, θ)}
= a−1(I) ∩
⋃
γ′∈Γ
[(
{γ′} ×Θ
)
× ({γ} ×Θ)
]
.
For the last identity we used a−1(I) ⊆ V (2) and
{((γ′, θ), (γ, θ)) : (γ′, θ) ∈ Γ×Θ and (γ′, θ) ≈ (γ, θ)}
= V (2) ∩
⋃
γ′∈Γ
[(
{γ′} ×Θ
)
× ({γ} ×Θ)
]
.
This shows the measurability of aγ and a similar reasoning yields the measurability of b
γ . 
The groupoid which acts upon GΓ, perc is the semidirect product Γ⋉Θ with respect to the
shift-action of Γ. More precisely, we let G = Γ×Θ and define a partially defined multiplication
on G by
(γ, θ) · (γ′, θ′) = (γγ′, θ) iff θ = γθ′
and an inverse operation by
(γ, θ)−1 = (γ−1, γ−1θ).
The set of units Ω = G(0) = {(e, θ) : θ ∈ Θ} is tacitly identified with Θ in the obvious
manner.
We now give GΓ,perc the structure of a graph over G. The mapping π : V → Θ, (γ, θ) 7→ θ
is clearly measurable and the canonical random variable η is measurable as well. As a set,
G coincides with the vertex set V of the graph GΓ,perc. Hence, the groupoid acts naturally
upon V by left multiplication. The induced graph on the fiber π−1({θ}) is isomorphic to Gθ.
Since left-multiplication with γ induces a graph isomorphism Gγ−1θ → Gθ the groupoid acts
by graph isomorphisms between the fibers of π. Therefore, GΓ,perc is a graph over G.
A transversal function of G is
ν : Θ→M(G), νθ :=
∑
γ∈Γ
δ(γ, θ).
It can easily be checked that any probability measure P on Θ which is invariant with respect
to the Γ-shift is invariant with respect to ν, see [8, Cor. II.7] as well. We fix such a measure
and let MP = P ◦ η. For any γ ∈ Γ the function uγ := 1{γ}×Θ is an averaging function.
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Taking suitable linear combinations yields a strictly positive averaging function u. In this
way, (GΓ,perc,MP) is a measure graph over G.
Recall the definition of the random variable ξF for a G-invariant function F : V → [0,∞]
(see Lemma 1.13). By Lemma 1.15 its integral satisfies∫
ξF =
∫
V
F udMP =
∫
V
F ue dMP =
∫
Θ
F ((e, θ))dP.
1.4.4. Graphings. Graphings have attracted quite some attention. In particular, weakly con-
vergent graph sequences can be shown to have graphings as limits (see e.g. [12]). As discussed
next, they also fall within our framework.
Recall that a graphing, X = (X,µ, ι1, . . . , ιN ), consists of a compact metric space X
equipped with the Borel-σ-algebra together with continuous involutions ι1, . . . , ιN : X → X
and a Borel probability measure µ on X which is invariant under the ιj, j = 1, . . . , N .
To a given graphing X we associate a measure graph. Let J := 〈ι1, . . . , ιn〉 be the group
generated by the involutions. By R(X ) we denote the induced equivalence relation, that is,
R(X ) = {(x, y) ∈ X ×X : there ex. ι ∈ J s.t. x = ιy}.
It is equipped with the induced σ-algebra (it is countably generated since the σ-algebra of X
is countably generated). The vertex set of the graph associated with X is VX := R(X ). We
say that two vertices (x, y), (w, z) ∈ VX are connected if and only if w = x and y = ιjz with
ιjz 6= z for some 1 ≤ j ≤ n. The so constructed graph is denoted by GX .
Proposition 1.22. GX is a measurable graph.
Proof. The proof of the measurability conditions can be shown in a similar way as for the
percolation graphs considered above. 
The equivalence relation R(X ) is a groupoid with partially defined multiplication
(x, y) · (w, z) = (x, z) iff w = y
and inverse operation
(x, y)−1 = (y, x).
As measurable space the set of units Ω = R(X )(0) = {(x, x) : x ∈ X} is equivalent to the
Borel space X. In the following we tacitly identify both.
We now give GX the structure of a graph over R(X ). The map π : VX → X, (x, y) 7→ x is
clearly measurable. Moreover, the following holds.
Proposition 1.23. The canonical random variable η is measurable.
Proof. Let J be the group generated by the ιj , j = 1, . . . , n. Note that by continuity of the
action for arbitrary γ, ̺ ∈ J the set {x ∈ X : γ(x) 6= ̺(x)} is open and its complement
is closed. So, both sets are measurable. Let now γ1, γ2, . . . , be an enumeration of J . By
induction we can then construct for any natural number n a decomposition of X into disjoint
measurable sets Xn,1, . . . ,Xn,kn , such that for arbitrary fixed γ, ̺ ∈ {γ1, . . . , γn} and j ∈
{1, . . . , kn} we either have γx = ̺x for all x ∈ Xn,j or γx 6= ̺x for all x ∈ Xn,j. Let then for
any natural number n and any j ∈ {1, . . . , kn} be Jn,j a maximal subset of {γ1, . . . , γn} with
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γ(x) 6= ̺(x) for all x ∈ Xn,j and γ, ̺ ∈ Jn,j with γ 6= ̺. Denote the characteristic function of
Xn,j by 1Xn,j . Then, for any measurable nonnegative F the function
X −→ [0,∞), x 7→ ηxn(F ) :=
kn∑
j=1
1Xn,j (x)
 ∑
γ∈Jn,j
F (x, γx)
 ,
is measurable (as F is measurable and the Xn,j are measurable). Moreover, by maximality
of the Jn,j we have ηn(F )→ η(F ) pointwise. This is the desired measurability of η. 
As a set, R(X ) coincides with the vertex set VX . Hence, the groupoid acts naturally
upon VX by left multiplication. The fiber π−1({x}) = {x} × J x is the J -orbit of x with
distinguished root x. The action of the equivalence relation only changes this root and leaves
the orbit invariant. Therefore, it acts by graph isomorphisms between the π-fibers. In this
way, GX is a graph over R(X ).
A transversal function of R(X ) is
ν : X →M(R(X )), νx :=
∑
(x,y)≈(x,x)
δ(x,y).
The measure µ on X is invariant with respect to ν. We let MX = µ ◦ η. The function
u0 := 1{(x,x) : x∈X} is an averaging function. By shifting with elements of J in the second
variable and taking suitable linear combinations it can be made strictly positive. In this way,
(GX ,MX ) is a measure graph over G.
Recall the definition of the random variable ξF for aR(X )-invariant function F : V → [0,∞]
(see Lemma 1.13). By Lemma 1.15 its integral satisfies∫
ξF =
∫
V
F u0 dMX =
∫
X
F ((x, x))dµ.
Remark 1.24. The considerations of this section also imply that the fractal graphs studied
in [20] fall into our framework. Indeed from the considerations of [20] one can easily see that
they give rise to a limit graphing. Hence, they can be treated by our methods. We refrain
from giving details here.
2. The Ihara Zeta function of a measure graph
In this section we discuss how a general measure graph over a groupoid gives immediately
rise to a Zeta function. We will call this the Ihara Zeta function. For finite and for periodic
graphs it will be shown to agree with the ’usual’ Zeta function.
2.1. The definition and basic properties. Before introducing the Zeta function we need
some further graph theoretic notions. Let a graph G = (V,E) be given. A circle or closed
path is a path (e1, . . . , en) such that t(en) = o(e1).
Definition 2.1 (Reduced paths). Let G = (V,E) be a graph.
(a) A closed path (e1, . . . , en) has a backtrack if ei+1 = e¯i for some i ∈ {1, . . . , n − 1}. A
path with no backtracking is said to be proper.
(b) We call a circle primitive if it is not obtained by going n ≥ 2 times around a shorter
closed path.
(c) A closed path (e1, . . . , en) has a tail if there is a number k ∈ N such that e¯j = en−j+1
for 1 ≤ j ≤ k.
18 LENZ, POGORZELSKI, AND SCHMIDT
(d) A closed path without backtracking or tail is called reduced.
Definition 2.2 (Counting of closed path). Whenever we are given a graph G = (V,E), we
let NGj (x) be the number of reduced closed paths of length j starting at a given vertex x ∈ V .
Similarly, PGj (x) will denote the number of primitive reduced circles of length j starting at
x. If the graph is understood from the context, we will suppress the superscript G and just
write Nj(x) and Pj(x).
Lemma 2.3 (Averaged circle counting). Let G be a groupoid and let (G,M) be a measure
graph over G. Then, for any natural number j the functions ξNj and ξPj given by
Ω ∋ ω 7→ ξωNj :=
∑
x∈π−1(ω)
Nj(x)δx ∈ M(V ),
and
Ω ∋ ω 7→ ξωPj :=
∑
x∈π−1(ω)
Pj(x)δx ∈ M(V )
are random variables. In particular, the numbers
N j :=
∫
ξNj =
∫
Ω
ξωNj(u)dm(ω) =
∫
V
Nj(x) u(x)dM(x),
and
P j :=
∫
ξPj =
∫
Ω
ξωPj(u)dm(ω) =
∫
V
Pj(x) u(x)dM(x)
exist and do not depend on the choice of u, provided ν ∗ u = 1.
Proof. The functions Nj and Pj only depend on the isomorphism class of a finite ball around
the corresponding points. Hence, they are clearly measurable by the definition of a measurable
graph. Moreover, they are invariant under the action of the groupoid as this action results
in graph isomorphisms and hence preserves the isomorphism classes of finite balls around
the corresponding points. Thus, by Proposition 1.13 the functions ξNj and ξPj are random
variables. The remaining statements follow from the considerations concerning the integration
of random variables in the previous section and specifically from Definition 1.16. 
Definition 2.4 (The Zeta function of a measure graph). Let (G,M) be a measure graph
over a groupoid. The complex function
Z(u) := Z(G,M)(u) := exp
∑
j≥1
N j
j
uj

is called Ihara Zeta function of (G,M). The numbers N j , j ∈ N, appearing in its definition
are called the coefficients of the Zeta function.
Proposition 2.5. Let (G,M) be a measure graph over a groupoid. Z = Z(G,M) is a holo-
morphic function on the disc B(D−1)−1 := {u ∈ C : |u| < (D − 1)−1}, where D is the
maximal vertex degree of G. Furthermore, Z has an Euler product representation, i.e., for
each u ∈ B(D−1)−1 the equality
Z(u) =
∏
j≥1
(1− uj)−
Pj
j
holds.
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Proof. The first assertion is a direct consequence of the observation Nj(x) ≤ D(D − 1)
j−1
and the finiteness of the measure udM . For the second statement let us note that for each j
and each x ∈ V the equality
Nj(x) =
∑
i | j
Pi(x)
holds, where i | j means that i divides j. Thus, using an integrated version of this identity we
obtain ∑
j≥1
N j
j
uj =
∑
j≥1
∑
i | j
P i
uj
j
(interchanging summation) =
∑
i≥1
∑
j≥1
P i
uij
ij
(logarithmic series) =
∑
i≥1
− log(1− ui)
P i
i
.
Note that for |u| < (D − 1)−1 all the above series are absolutely convergent. Taking expo-
nentials yields the claim. 
Remark 2.6. We emphasize that the validity of the Euler product representation of Z only
owes to the validity of
Nj(x) =
∑
i | j
Pi(x).
2.2. Examples. Here we discuss the Zeta functions of the measure graphs which were intro-
duced in Subsection 1.4. It is quite instructive to compute the quantities N j and P j for these
examples.
For finite and periodic graphs the exponent P j in the Euler product representation can be
further resolved and the product then be taken over certain geometric quantities. For this
purpose we recall the following graph theoretic notions.
Definition 2.7 (Cycles).
(a) Two closed paths (e1, . . . , em) and (f1, . . . , fm) are said to be equivalent if there is some
l such that ei = fi+l for all 1 ≤ i ≤ m. Here we use the convention fi = fi+m. The
corresponding equivalence classes of closed paths are called cycles. The equivalence
class of a closed path C is denoted by [C].
(b) Cycles with their representatives being reduced and primitive are called prime cycles.
The set of all prime cycles is denoted by P.
2.2.1. Finite graphs. Let G = (V,E) be finite. As discussed at the end of the previous section
G is a measure graph over the trivial groupoid. The measure M can be chosen to be the
counting measure on V . Then, the constant function 1V is an averaging function. In this
situation we obtain
N j =
∑
x∈V
Nj(x) and P j =
∑
x∈V
Pj(x),
that is, N j is the total number of reduced closed paths of length j and P j is the total number
of primitive reduced closed paths of length j.
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Proposition 2.8. Let G = (V,E) be a finite graph and let M be the counting measure. Then
the Zeta function satisfies
Z(G,M)(u) =
∏
[P ]∈P
(
1− uℓ(P )
)−1
,
where P is the set of prime cycles and ℓ(P ) is the length of [P ].
Proof. Since M is the counting measure on V the quantity P j coincides with the number of
primitive reduced closed paths of length j. Thus, we have P j = j · |Pj |, with Pj being the
set of prime cycles of length j. Using this fact and reordering the product of Proposition 2.5
yields the claim. 
Remark 2.9. For a finite graph the Ihara Zeta function is ’usually’ defined via the product of
the previous proposition (see e.g. [35]). Thus, for finite graphs our definition of Zeta function
coincides with the ’usual’ one.
Our approach suggests to also consider the Zeta function coming from the normalized
measure giving the mass 1/|V | to any vertex. We call the arising Zeta function the normalized
Zeta function of the finite graph and denote it by ZG,norm. Obviously Z
|V |
G, norm = Z(G,M) holds.
2.2.2. Periodic graphs. Let us first fix some notation. For a group Υ acting on some space
X we let Υx = {γx : γ ∈ Υ} be the orbit and Υx = {γ ∈ Υ : γx = x} be the stabilizer of
x ∈ X. Further, we denote by X/Υ = {Υx : x ∈ X} the collection of orbits.
Let (G,Γ) be a periodic graph (see Definition 1.20). Recall that in this case M = m ◦ η
is the counting measure on the vertices and (G,M) is a measure graph over the groupoid
G = Γ. In this situation we obtain
N j =
∑
x∈F
Nj(x)
|Γx|
and P j =
∑
x∈F
Pj(x)
|Γx|
.
As these quantities (and thus Z(G,M)) only depend on G and Γ we shall write Z(G,Γ) for the
corresponding zeta function.
The group Γ naturally acts on closed paths and on cycles of G. Namely, for a closed path
C = (e1, . . . , em) and γ ∈ Γ we let γ C = (γe1, . . . , γem). This action is compatible with
passing from closed paths to cycles. Thus, for a cycle [C] we can set γ[C] = [γ C].
Proposition 2.10. Let (G,Γ) be a periodic graph. Its Zeta function satisfies
Z(G,Γ)(u) =
∏
Γ[P ]∈P/Γ
(
1− uℓ(P )
)− 1
|Γ[P ]| ,
where P is the set of all prime cycles and ℓ(P ) is the length of [P ].
Proof. We first note that the cardinality of the stabilizer |Γ[P ]| and the length ℓ(P ) are inde-
pendent of the chosen representative of Γ[P ]. Now the statement follows from Proposition 2.5
by reordering the product once we show the equality
P j
j
=
∑
{Γ[P ]∈P/Γ : ℓ(P )=j}
1
|Γ[P ]|
.
THE IHARA ZETA FUNCTION FOR INFINITE GRAPHS 21
For any prime cycle [P ] ∈ P the group Γ[P ] acts on the set [P ]. Hence, for Q ∈ [P ] The
orbit-stabilizer formula yields
|Γ[P ]| = |Γ[P ]Q||ΓQ|,
where we use that the stabilizer of Q of the Γ[P ] action is ΓQ. If we denote the set of all
primitive reduced closed paths by P˜ , this leads to∑
{ΓP∈P˜/Γ : ℓ(P )=j}
1
|ΓP |
=
∑
{ΓP∈P˜/Γ : ℓ(P )=j}
|Γ[P ]P |
|Γ[P ]|
=
∑
{Γ[P ]∈P/Γ : ℓ(P )=j}
∑
ΓQ∈Γ[P ]
|Γ[Q]Q|
|Γ[Q]|
=
∑
{Γ[P ]∈P/Γ : ℓ(P )=j}
1
|Γ[P ]|
∑
ΓQ∈Γ[P ]
|Γ[Q]Q|.
Let now {P1, . . . , Pl} be a collection of Elements of [P ] of minimal cardinality such that
{ΓP1, . . . ,ΓPl} = Γ[P ].
It is readily verified that the sets Γ[P ]P1, . . . ,Γ[P ]Pl are a partition of [P ]. Since |[P ]| = ℓ(P ) =
j and [Pk] = [P ] for 1 ≤ k ≤ l, we obtain∑
ΓQ∈Γ[P ]
|Γ[Q]Q| =
l∑
k=1
|Γ[Pk]Pk| =
l∑
k=1
|Γ[P ]Pk| = j.
Hence, in order to prove the desired identity for P j/j, it suffices to verify
P j =
∑
{ΓP∈P˜/Γ : ℓ(P )=j}
1
|ΓP |
.
To this end, fix a fundamental domain F ⊂ V of finite co-volume. For each orbit ΓP ∈ P˜/Γ
there is a unique x ∈ F such that there exist paths in ΓP starting in x. Thus, we say ΓP
starts in x ∈ F if one of the paths in ΓP starts in x. We obtain∑
{ΓP∈P˜/Γ : ℓ(P )=j}
1
|ΓP |
=
∑
x∈F
∑
{ΓP∈P˜/Γ : ℓ(P )=j
and ΓP starts in x}
1
|ΓP |
.
In order to sum over paths starting in x ∈ F (as required to compute P j ) instead of orbits
of paths we need to count how many different paths in ΓP actually do start in x. Now if ΓP
starts at x, then γ ΓP starts in x as well if and only if γ ∈ Γx. Hence, the number of distinct
paths starting at x is given by |{Q ∈ ΓP : Q starts in x}| = |Γx/ΓP | = |Γx|/|ΓP |. These
considerations yield∑
x∈F
∑
{ΓP∈P˜/Γ : ℓ(P )=j
and ΓP starts in x}
1
|ΓP |
=
∑
x∈F
∑
{ΓP∈P˜/Γ : ℓ(P )=j
and ΓP starts in x}
1
|ΓP |
·
|Γx|
|Γx|
=
∑
x∈F
Pj(x)
|Γx|
= P j .
This finishes the proof. 
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Remark 2.11. • In [5] periodic graphs were the first class of examples of infinite graphs
for which Zeta functions were defined with the above product representation serving
as a definition. Thus, our concept of Zeta function of a periodic graph coincides with
the one previously studied.
• In [4] Zeta functions of vertex transitive infinite q-regular graphs were introduced. If
the action of the automorphism group is free these coincide with our Zeta function
for periodic graphs. If the action is not free they differ by some exponent.
• The previous proposition can be seen as an analogue of Theorem 2.2 (iii) of [19] which
states that
∏
Γ[P ]∈P/Γ
(
1− uℓ(P )
)− 1
|Γ[P ]| = exp
∑
j≥1
NΓj
j
uj
 ,
for a sequence of numbers NΓj that depend on geometric quantities of the graph. The
crucial new insight is that the coefficients NΓj equal N j and can thus be expressed
as integrals over functions on the vertices of the graph. Indeed, this is the main
observation that lies at the heart of our paper.
2.2.3. Percolation graphs. Let (GΓ,perc,MP) be a percolation graph as in Section 1.4.3. We
obtain
N j =
∫
Θ
N
GΓ,perc
j ((e, θ)) dP =
∫
Θ
NGθj (e) dP
and
P j =
∫
Θ
P
GΓ,perc
j ((e, θ)) dP =
∫
Θ
PGθj (e) dP.
This shows that the Zeta function of the percolation graph counts the averaged number of
reduced closed paths which start at the neutral element in the realization Gθ.
Remark 2.12. To the best of our knowledge Zeta functions of percolation graphs have not
been discussed in the literature before. This underscores the generality of the approach
proposed in the present paper.
2.2.4. Graphings. Let X be a graphing as in Subsection 1.4.4 and let (GX ,MX ) the corre-
sponding measure graph. We obtain
N j =
∫
X
NGXj ((x, x)) dµ and P j =
∫
X
PGXj ((x, x)) dµ.
The graph Gx = (J x,Ex) with Ex = {(y, z) ∈ J x × J x : y = ιjz for some 1 ≤ j ≤ n} is
isomorphic to the induced graph on the fiber π−1({x}) ⊆ VX . Therefore, the above formulas
simplify to
N j =
∫
X
NGxj (x) dµ and P j =
∫
X
PGxj (x) dµ.
For the corresponding Zeta function we shall simply write ZX instead of Z(GX ,MX ).
Remark 2.13. Zeta functions of graphings have occurred implicitly in the literature as the
limit of Zeta functions of finite graphs. We will discuss this in detail in Subsection 5.1.
THE IHARA ZETA FUNCTION FOR INFINITE GRAPHS 23
3. A determinant formula for the Zeta function
In this section we provide a determinant formula for the Ihara Zeta function in terms of the
adjacency and the degree operator. The determinant formula states that in a small neighbor-
hood around 0 the reciprocal of the function Z(G,M) can be expressed as a determinant (up to
some multiplicative factor). In particular, Z(G,M) must then be a non-vanishing holomorphic
function in a small neighborhood of 0. For the proof we will follow the lines of [20] and give
details only when they need to be adapted to our situation. For the case of finite graphs
the presented approach towards proving the determinant formula was first established in [34].
However, before providing the determinant formula we need to set the stage and introduce the
operators and the determinant. To this end, we discuss the von Neumann algebra N (G, G)
of a measure graph and introduce a trace on it.
3.1. The von Neumann algebra. Let a measure graph (G,M) over a groupoid G be given.
Then, the graph can be seen as a bundle over Ω = G(0) via π : V → Ω. This induces a bundle
structure on L2(G,M) and this will be our point of view in the subsequent considerations.
More specifically, by Fubini’s Theorem we can associate with f ∈ L2(V,m◦η) a family (fω)ω∈Ω
of functions
fω ∈ ℓ
2(V ω, ηω) = ℓ2(V ω) such that f(x) = fπ(x)(x) (3.1)
for m-almost all ω ∈ Ω.
Remark 3.1. On the technical level, our approach can be expressed via direct integral theory
and the fact that there is a canonical isomorphism
L2(V,M) ≃
∫ ⊕
Ω
ℓ2(V ω, ηω) dm(ω). (3.2)
Here, the field ω 7→ ℓ2(V ω, ηω) of Hilbert spaces is equipped with the canonical measurable
structure induced by all measurable f : G −→ [0,∞] with ηω(f2) < ∞ for all ω ∈ Ω. In our
presentation we will not need to explicitly invoke direct integral theory and for this reason we
do not elaborate further on this. Instead we just recall (or rather adapt) the corresponding
considerations of Section 3 of [23] to our context. The work [23] in turn is a specialization
of corresponding considerations in [8]. We refer to these works for further discussion of the
background and the technicalities. We also refer the reader to e.g. [11] for background in
direct integral theory.
A special role will be played by those operators which respect the bundle structure of
L2(V,M) given by (3.1). Namely, we say that the (not necessarily bounded) operator A :
L2(V,M) → L2(V,M) is decomposable if there exist operators Aω : ℓ
2(V ω, ηω) → ℓ2(V ω, ηω)
such that (Af)ω(x) = (Aωfω)(x), for almost every ω ∈ Ω. We then write A =
∫ ⊕
Ω Aω dm(ω).
For g ∈ G, let the unitary operator Ug be given by
Ug : ℓ
2(V s(g), ηs(g))→ ℓ2(V r(g), ηr(g)), Ugf(x) := f(g
−1x).
A family (Aω)ω∈Ω of bounded operators Aω : ℓ2(V ω, ηω) → ℓ2(V ω, ηω) is called a bounded
random operator if it satisfies :
• ω 7→ 〈gω, Aωfω〉 is measurable for arbitrary f, g ∈ L
2(V,M).
• There exists a C ≥ 0 with ‖Aω‖ ≤ C for almost all ω ∈ Ω.
• The equivariance condition Ar(g) = UgAs(g)U
∗
g is satisfied for all g ∈ G.
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Two bounded random operators (Aω), (Bω) are called equivalent, (Aω) ∼ (Bω) if Aω = Bω for
m-almost every ω ∈ Ω. Each equivalence class of bounded random operators (Aω) gives rise
to a bounded operator A on L2(V,M) by Af(x) := Aπ(x)fπ(x). This allows us to identify the
class of (Aω) with the bounded operator A. The set of classes of bounded random operators
is denoted by N (G, G). It is obviously an algebra (under the usual pointwise addition and
multiplication on the level of representatives). Moreover, it carries a norm given by
‖[(Aω)ω∈Ω]‖ := inf{C ≥ 0 : ‖Aω‖ ≤ C for m-almost every ω ∈ Ω}.
(It is not hard to see that this is indeed well-defined and a norm.) The following is the main
theorem on the structure of the space of random operators (see [8, Thm. V.2])
Theorem 3.2. The set N (G, G) of classes of bounded random operators is a von Neumann
algebra.
3.1.1. The canonical trace. The admissible setting of [23] always gives a canonical weight on
the von Neumann algebra in question. In this section we present details for our situation and
show, in particular, that then this weight is actually a trace. Further details can be found in
Section 4 of [23].
Let a measure graph (G,M) over a groupoid G be given and N (G, G) be the associated
von Neumann algebra. Let N+(G, G) denote the set of non-negative self-adjoint operators
in N (G, G). We will show that every operator A ∈ N+(G, G) gives rise to a new random
variable βA. Integrating this random variable, we obtain a weight on N (G, G). This weight
will be shown to be a trace. We start by associating a transversal function as well as a random
variable with each element in N+(G, G). For a nonnegative function f on Gω we will denote
by qω(f) the function on π
−1(ω) given by
qω(f)(x) =
∫
Gω
u(g−1x)f(g)dνω(g)
for all x ∈ V . Thus, qω(f) is the restriction of q(f) as defined at the end of Section 1.2 to the
fiber V ω.
To proceed we will need the (usual) trace tr on the set of non-negative operators on an
Hilbert space. This trace is defined by
tr(A) :=
∑
ι∈I
〈Aeι, eι〉,
where eι, ι ∈ I, is an orthonormal basis. It does not depend on the choice of the orthonormal
basis. In particular, is is invariant under conjugation with unitaries i.e. tr(UAU∗) = tr(A)
for any unitary U . Note that this trace may well take the value ∞. We will need this trace
for the Hilbert space ℓ2(V ω, ηω) for each ω ∈ Ω. Suppressing the dependence on ω ∈ Ω,
we will still use the notation tr. For a function f on V ω we denote by Mf the operator of
multiplication by f in ℓ2(V ω, ηω). Similarly, for a function f ∈ F+(V ) we denote by Mfω the
operator of multiplication by the restriction of f to Vω.
We will need to take the trace of operators of the form BMfB for nonnegative measurable
functions f and bounded nonnegative operators B. To do so we note that - under the
additional assumption of boundedness of f - the operator C := M√fB is bounded with
adjoint given by C∗ = BM√f . Hence, we have for such f that BMfB = C
∗C is nonnegative
and we can take the trace. For general nonnegative f we define
tr(BMfB) := lim
n→∞ tr(BMfnB)
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with fn := max{f, n}.
Lemma 3.3. Let A ∈ N+(G, G) be given.
(a) Then ϕA, given by ϕ
ω
A(f) := tr(A
1/2
ω Mqω(f)A
1/2
ω ), f ∈ F+(G), defines a transversal func-
tion.
(b) Then ξA, given by ξ
ω
A(f) := tr(A
1/2
ω Mf,ωA
1/2
ω ), f ∈ F+(V ), is a random variable.
Proof. These statements are contained in Lemma 4.2 of [23]. For convenience of the reader
we indicate the proof of (b). The proof of (a) can be done along very similar lines: Clearly
the map f 7→ ξA(f) is monotone (i.e. ξA(g) ≤ ξA(f) for g ≤ f). Hence, it is a measure.
Moreover, this measure is supported on V ω by the very definition of Mf,ω. The invariance
of ξA follows now easily from the invariance properties of the (Aω) and the invariance of the
trace under conjugation with a unitary operator. 
Let us recall the following definitions. A weight on a von Neumann algebra N is a map
τ : N+ → [0,∞] satisfying τ(A + B) = τ(A) + τ(B) and τ(λA) = λτ(A) for arbitrary
A,B ∈ N+ and λ ≥ 0. The weight is called normal if τ(An) converges to τ(A) whenever An
is an increasing sequence of operators (i.e. An ≤ An+1, n ∈ N) converging strongly to A. It
is called faithful if τ(A) = 0 implies A = 0. It is called semifinite if τ(A) = sup{τ(B) : B ≤
A, τ(B) <∞}. If a weight τ satisfies τ(CC∗) = τ(C∗C) for arbitrary C ∈ N (or equivalently
τ(UAU∗) = τ(A) for arbitrary A ∈ N+ and unitary U ∈ N , cf. [11, Cor. 1 in I.6.1]), it is
called a trace.
In our situation we have a canonical candidate for a weight at our disposal. This is intro-
duced in the next proposition.
Proposition 3.4 (Introducing τ). Let (G,M) be a measure graph over G. For A ∈ N+(G, G),
the expression
τ(A) :=
∫
Ω
tr(A
1
2
ωMuωA
1
2
ω)dm(ω) ∈ [0,∞]
does not depend on u ∈ F+(G) provided ν ∗ u ≡ 1.
Proof. This follows directly from Lemma 1.15 and Lemma 3.3. 
We are going to show that the map
τ : N+(G, G) → [0,∞], A 7→ τ(A),
is a faithful, semifinite normal trace on N (G, G). In order to do so we will present some
additional pieces of information. These may also be interesting in their own right.
An operator K on L2(V,M) is called a Carleman operator (cf. [36] for further details) if
there exists a k ∈ F(V (2)) with
k(x, ·) ∈ ℓ2(V π(x), ηπ(x)) for all x ∈ V
such that for any f ∈ L2(V,M)
Kf(x) =
∫
V π(x)
k(x, y)f(y)dηπ(x)(y) =
∑
y∈V π(x)
k(x, y)f(y) =: Kπ(x)fπ(x)(x)
in the sense of L2(V,M). This k is called the kernel of K: Obviously, K =
∫ ⊕
Ω Kωdm. Let K
be the set of all Carleman operators satisfying for all g ∈ G
k(gx, gy) = k(x, y) (3.3)
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for all x, y ∈ V (2).
For a Carleman operatorK the expressions τ(KK∗) and τ(K∗K) can directly be calculated.
Proposition 3.5 (Proposition 4.5 of [23]). Let (G,M) be a measure graph over G. Let K ∈ K
with kernel k be given. Then we have
τ(K∗K) =
∫
Ω
∫
V ω
∫
V ω
u(y)|k(x, y)|2dηω(x)dηω(y)dm(ω) = τ(KK∗),
for any u ∈ F+(V ) satisfying ν ∗ u ≡ 1.
In our situation all elements of the von Neumann algebra are Carleman operators.
Proposition 3.6 (N (G, G) = K). Let (G,M) be a graph over G. Then, any element of
N (G, G) is a Carleman operator.
Proof. As shown in Proposition 4.4 of [23] the set K is a right ideal in N (G, G). Now,
obviously, the identity is a Carleman operator (with kernel given by k(x, y) = 1 if x = y and
k(x, y) = 0 otherwise). Hence, the desired statement follows. 
After these preparations we can now state (and prove) the main result of this subsection.
Theorem 3.7. Let (G,M) be a measure graph over G. Then, the map
τ : N+(G, G)→ [0,∞]
is a faithful, semifinite, normal trace. Furthermore, this trace is finite, i.e., τ gives a finite
value when applied to the identity. Thus, τ can be uniquely extended to a continuous linear
map on all of N (G, G).
Proof. It follows from [8] (see Theorem 4.2 of [23] as well) that τ is a faithful, semifinite
weight. From the preceding two propositions it follows immediately that τ is a trace. Now,
a direct calculation shows that for the identity I we obtain
τ(I) =
∫
V
u(x)dM(x).
By definition of a measure graph the above integral is finite and the identity has a finite trace.
Whenever A is now a nonnegative element in the von Neuman algebra we have A ≤ ‖A‖I
(where ‖A‖ denotes the norm of A). Thus, monotonicity of the trace gives
0 ≤ τ(A) ≤ ‖A‖τ(I).
So, the trace is a continuous functional on the nonnegative elements. Given this, existence and
uniqueness of a continuous extension to the whole von Neuman algebra is straightforward. 
We finish this section by introducing two special Carleman operators.
Proposition 3.8 (The adjacency and the degree operator). Let aG be the adjacency matrix
of the graph G and deg its degree function. Then aG is the kernel of a Carleman operator
which belongs to N (G, G). The associated operator will be denoted by AG and called the adja-
cency operator. Furthermore, multiplication by deg provides a Carleman operator belonging
to N (G, G) which will be denoted by DegG and called the degree operator.
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Proof. We first show the measurability statements of the corresponding kernels. The function
aG is measurable on V
(2) by definition of a measurable graph. The kernel of DegG is given
by
V (2) → R, (x, y) 7→ 1{(z,z) : z∈V }(x, y) deg(y).
The measurability of this function follows from the Propositions 1.4 and 1.5 and the definition
of the σ-algebra on V (2). The invariance of both kernels under the action of G is clear as G
acts upon V by graph isomorphisms. 
3.2. The determinant formula. In order to state the main theorem of this section we need
a holomorphic determinant on certain operators of N (G, G). A natural way to obtain such a
functional is to set
detτ (T ) := exp ◦ τ ◦ log(T ).
Here, the logarithm of an operator T with ‖I−T‖ < 1 is defined via the power series expansion
of the main branch of the logarithm around 1. Namely, we let
log(T ) = −
∞∑
k=1
1
k
(I − T )k.
Since the trace τ is continuous in the norm topology the determinant function
detτ : {T ∈ N (G, G) : ‖T − I‖ < 1} → C, T 7→ detτ (T )
is holomorphic.
Remark 3.9. The above definition of a determinant functional suffices for the purposes of
this paper. As discussed in [19] one can use holomorphic functional calculus to extend the
definition of the determinant to operators whose convex hull of the spectrum does not contain
0.
Definition 3.10 (L2-Euler characteristic). Let (G,M) be a measure graph over a groupoid.
We set QG = DegG − I. The number
χ(G,M) =
1
2
τ(I −QG)
is called the L2-Euler characteristic of (G,M).
Theorem 3.11 (Determinant formula). Let (G,M) be a measure graph over a groupoid.
Then, for |u| < R−1 the Zeta function satisfies the equation
Z(G,M)(u)
−1 = (1− u2)−χ(G,M)detτ (I − uAG + u2QG),
where R := D+
√
D2+4D
2 and D is the maximal vertex degree of G.
The rest of this section is devoted to proving the theorem. As mentioned earlier, we closely
follow [20] and omit some calculations that only require algebraic manipulations of identities
of bounded operators.
We define a series of Carleman operators Aj recursively via A0 := I, A1 := AG, A2 :=
A2G − QG − I and Aj := Aj−1AG − Aj−2QG, for j ≥ 3. Let aj denote the corresponding
kernels. The following lemma explains the importance of the Aj ’s.
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Lemma 3.12. For each p, q ∈ V the kernel entry aj(p, q) is equal to the number of proper
paths of length j starting in p and ending in q. Furthermore, for each j the norms of the
corresponding operators satisfy ‖Aj‖ ≤ R
j, where R := D+
√
D2+4D
2 and D is the maximal
vertex degree of G.
Proof. Note that multiplying Carleman operators is essentially done via matrix multiplication
with the corresponding kernels. Thus, the first statement can be deduced as in the proof of
Lemma 5.2 in [20]. For the statement on the norm we note that the operator AG is given
by the family (AG, ω), where AG, ω is the adjacency operator on the fiber V
ω. Thus, for
f = (fω) ∈ L
2(V,M) we obtain
‖AGf‖
2 =
∫
Ω
‖AG,ωfω‖
2dm(ω) ≤ D2
∫
Ω
‖fω‖
2dm(ω) = D2‖f‖2,
showing ‖A1‖ = ‖AG‖ ≤ D. As QG + I is multiplication by deg we obtain ‖A2‖ ≤ D
2 +D.
The rest follows by induction on j, using the inequality ‖Aj‖ ≤ D(‖Aj−1‖+ ‖Aj−2‖). 
The functions aj count the number of proper paths. As such paths may still have tails we
need to introduce some further quantity. Following the notation in [20] we let tj(x) be the
number of proper closed paths of length j starting in x which have a tail. By the definition
of a measure graph the function V ∋ x 7→ tj(x) is measurable and we set
tj :=
∫
V
tj(x) u(x)dM(x).
Lemma 3.13. (a) For each j ≥ 0 we have N j = τ(Aj)− tj.
(b) t1 = t2 = 0, and, for j ≥ 3, tj = tj−2 + τ((QG − I)Aj−2).
(c) For each j ≥ 0 the equality tj = τ
(
(QG − I)
∑[ j−12 ]
i=1 Aj−2i
)
holds.
Proof. By Lemma 3.12 we have Nj(x) = aj(x, x) − tj(x). Integrating with respect to the
measure u dM yields statement (a). Next we turn to proving statement (b). Whenever (x, y)
is an edge we let t˜j(x, y) be the number of reduced closed paths of length j with tail starting
with the edge (x, y). If (x, y) is not an edge we set t˜j(x, y) = 0. The function t˜j is the kernel
of an operator belonging to N (G, G). Indeed, the required measurability of t˜j follows from
Proposition 1.4 (c) and the invariance under the action of the groupoid is clear, as it acts by
graph isomorphisms. We obtain∫
V
tj(x) u(x)dM(x) =
∫
V
u(x)
∑
{y : y∼x}
t˜j(x, y)dM(x)
=
∫
Ω
∑
x∈V ω
∑
y∈V ω
u(x)t˜j(x, y)dm(ω)
=
∫
Ω
∑
y∈V ω
∑
x∈V ω
u(y)t˜j(x, y)dm(ω)
=
∫
V
u(y)
∑
{x : x∼y}
t˜j(x, y)dM(y),
where the third equality is due to the invariance of t˜j(x, y) under the action of the groupoid
and the invariance of m (use Proposition 3.5 with the kernel k(x, y) = t˜j(x, y)
1/2). Now (b)
THE IHARA ZETA FUNCTION FOR INFINITE GRAPHS 29
can be obtained from the equation∑
{x :x∼y}
t˜j(x, y) = tj−2(y) + (deg(y)− 2)aj−2(y, y),
which is a consequence of the following observation: Each closed of length j with tail can
be shortened to a closed path of length j − 2 by removing its first and last edge. Thus, we
have to count the number of ways in which one can extend reduced closed paths of length
j − 2 starting in y to reduced closed paths with tail starting in neighbors of y. There are two
possibilities: Either such a path of length j − 2 has a tail or not. There are exactly tj−2(y)
reduced closed paths with tail starting in y. If one wants to avoid backtracking, each of these
can be extended in deg(y)− 1 ways to neighbors of y. There are aj−2(y, y)− tj−2(y) reduced
closed paths without tails. To avoid backtracking there are deg(y)− 2 possibilities to extend
each of them. Thus, we obtain∑
{x :x∼y}
t˜j(x, y) = (deg(y)− 1)tj−2(y) + (deg(y)− 2)(aj−2(y, y)− tj−2(y))
and the claim follows after integrating these identities. Assertion (c) is an immediate conse-
quence of (b). 
Lemma 3.14. For j ≥ 0 let Bj := Aj − (QG − I)
∑[j/2]
i=1 Aj−2i. Then
(a)
τ(Bj) =
{
N j − τ(QG − I), j even
N j , j odd.
(b)
τ
∑
j≥1
Bju
j
 = τ (−u d
du
log(I −AGu+QGu
2)
)
, |u| < R−1.
Proof. The algebraic manipulations required to prove (a) are contained in the proof of Lemma
7.2 of [20]. To carry them out in our setting one only needs the identities of Lemma 3.13.
Assertion (b) is given by Corollary 7.4 of [20] whose proof involves algebraic manipulations
of power series that require the estimate on the norm of the Aj of Lemma 3.12. 
Proof of Theorem 3.11. Since τ is norm continuous we obtain by Lemma 3.14 (a) that the
equality
τ
∑
j≥1
Bju
j
 =∑
j≥1
τ(Bj)u
j =
∑
j≥1
N ju
j −
∑
j≥1
τ(QG − I)u
2j
=
∑
j≥1
N ju
j − τ(QG − I)
u2
1 − u2
holds. This computation together with 3.14 (b) yields
u
d
du
logZ(G,M) =
∑
j≥1
N ju
j
=τ
(
−u
d
du
log(I −AGu+QGu
2)
)
−
u
2
d
du
log(1− u2)τ(QG − I).
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Dividing by u for u 6= 0, integrating from 0 to u and taking exponentials yield the claim. 
4. Zeta function and integrated density of states on essentially regular
graphs
In this section we discuss properties of the Ihara Zeta function for essentially regular graphs.
As for regular graphs in the finite case, their Zeta function is closely related to the spectrum
of the adjacency operator.
Definition 4.1 (Essentially regular graph). Let (G,M) be a measure graph over a groupoid.
Then, G is called essentially (r + 1)-regular if deg(x) = r + 1 for M -almost all x ∈ V .
Let (G,M) be a measure graph over a groupoid G. Recall that each self-adjoint operator
T ∈ N (G, G) possesses a spectral measure µT on the spectrum σ(T ) of T which is uniquely
determined by the identity
τ(ϕ(T )) =
∫
σ(T )
ϕ(λ)dµT (λ), for each ϕ ∈ C(σ(T )).
Remark 4.2. The measure µT is sometimes called the abstract integrated density of states
of T , see Chapters 5 and 6 of [23] for a detailed discussion.
We let µG := µAG be the spectral measure of the adjacency operator of (G,M). The
following is the main observation of this paragraph. It connects the spectral theory of AG
and the Zeta function Z(G,M).
Theorem 4.3. Let (G,M) be a measure graph over a groupoid G. Assume that (G,M) is
essentially (r + 1)-regular. Then, for |u| < R−1 its Zeta function satisfies
Z(G,M)(u)
−1 = (1− u2)
(r−1)τ(I)
2 exp
(∫
σ(AG)
log(1− uλ+ u2r)dµG(λ)
)
,
where 2R = (r+1)+
√
(r + 1)2 + 4(r + 1) and log is the main branch of the complex logarithm
on the sliced plane C− := C \ {x ∈ R : x ≤ 0}.
Proof. To prove the theorem we will compute the quantities involved in the determinant
formula of Theorem 3.11. As G is essentially (r + 1)-regular, the operator QG = DegG − I is
multiplication by the constant r. Thus, we obtain
χ(G,M) =
1
2
τ(I −QG) =
(1− r)τ(I)
2
.
Using the inclusion σ(AG) ⊆ [−(r + 1), r + 1] and r < R an elementary computation shows
1− λu+ u2r ∈ C−, whenever |u| < R−1 and λ ∈ σ(AG). Thus, for all |u| < R−1 the function
λ 7→ ψ(λ) := log(1− uλ+ ru2) is continuous on σ(AG). We obtain
log(1− uAG + u
2QG) = log(1− uAG + u
2rI) = ψ(AG).
Hence, the definition of µG yields
τ(log(1− uAG + u
2QG)) =
∫
σ(AG)
ψ(λ)dµG(λ).
Now the claim follows from Theorem 3.11. 
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Remark 4.4. In [16] the previous theorem serves as a definition for the Ihara Zeta function
of certain infinite regular graphs. There, the measure µG is given by the integrated density of
states (the KNS-spectral measure) of a weakly convergent graph sequence. Furthermore, for
vertex-transitive (regular) graphs the above formula recovers Theorem 1.3 of [4] which was
shown there by different means via an analysis of Bessel functions and heat kernels. In both
cases the authors consider spectral measures associated with the Laplacian L = DegG − AG
instead of measures corresponding to AG. However, for essentially regular graphs the operator
DegG is a constant multiple of the identity and, thus, the Laplacian and the adjacency matrix
are essentially the same operators up to a shift by a constant.
Corollary 4.5. Let (G,M) be a measure graph over a groupoid G. Assume that (G,M) is
essentially (r+1)-regular. Then its Zeta function can be continued to a holomorphic function
on the open set
O := {z ∈ C : |z| < r−1/2} \ {x ∈ R : r−1 ≤ |x| ≤ 1}.
Proof. Theorem 4.3, the inclusion σ(AG) ⊆ [−(r + 1), r + 1] and the elementary fact that
1− λu+ u2r ∈ C− for each pair (u, λ) ∈ O × [−(r + 1), r + 1] show the claim. 
5. Convergence of measure graphs and of Zeta functions
In this section we provide a general result on convergence of Zeta functions. More specifi-
cally, we introduce the notion of weak convergence of measure graphs and show that it implies
local compact convergence of their Zeta functions. Our notion of weak convergence of measure
graphs generalizes the concept of weak convergence of sequences of finite graphs which has
been introduced in [3]. While not noted explicitly, particular cases of weak convergence of
finite graphs are at the core of all the earlier attempts to provide a Zeta function for infinite
graphs via approximation [6, 16, 19, 20]. Therefore, our convergence theorem generalizes and
unifies the results of the mentioned literature.
Moreover, if the measure graphs converge to a limit we can interpret the limit of the Zeta
functions as the Zeta function of the limit measure graph. In this way, we obtain a continuity
statement for the Zeta function.
We start with the following elementary but general observation on the convergence of Zeta
functions.
Proposition 5.1. Let ((Gn,Mn)) be a sequence of measure graphs with averaging functions
(un) and vertex sets (Vn) and uniform vertex degree bound D ∈ N. Assume that the sequence∫
Vn
un(x)dMn(x) is bounded and the limit
Fj := lim
n→∞
∫
Vn
NGnj (x) un(x)dMn(x)
exists for any j ∈ N. Then
Z(Gn,Mn) → Z,
uniformly on compact subsets of B(D−1)−1 := {u ∈ C : |u| < (D− 1)−1}, where Z is given by
Z(u) = exp
∑
j≥1
Fj
j
uj
 .
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If (G,M) is a measure graph with vertex set V and averaging function u which satisfies
Fj =
∫
V
NGj (x) u(x)dM(x)
for any j ∈ N, then Z = Z(G,M).
Proof. By assumption we have convergence of the coefficients
N
(n)
j :=
∫
Vn
NGnj (x) un(x)dMn(x)→ Fj .
Since (Mn(Vn)) is bounded by some constant C ≥ 0 and Nj satisfies |Nj(x)| ≤ D(D − 1)
j−1
(cf. proof of Proposition 2.5) we obtain N
(n)
j ≤ CD(D − 1)
j−1. This easily gives the desired
convergence. 
Remark 5.2. Note that boundedness of the sequence
∫
Vn
un(x)dMn(x) follows e.g. from
boundedness of the sequence (Mn(Vn)).
The previous proposition shows that in order to establish convergence of Zeta functions it
suffices to verify pointwise convergence of their coefficients. The following concept of statistical
convergence of local patterns will ensure that. Recall that for α ∈ AD and V˜ ⊆ V the set V˜α
denotes the collection of all vertices in V˜ whose ρ(α)-ball is isomorphic to α.
Definition 5.3 (Weakly convergent measure graph sequences). Let ((Gn,Mn)) be a sequence
of measure graphs with uniform vertex degree bound D ∈ N. Let (Vn) be the corresponding
vertex sets and let (un) be the corresponding averaging functions. We call ((Gn,Mn)) weakly
convergent if for each α ∈ AD, the frequency of α
p(α) := lim
n→∞
∫
Vn,α
un(x)dMn(x),
exists. In this case, a measure graph (G,M) with vertex set V and averaging function u is
called a weak limit of ((Gn,Mn)) if for each α ∈ A
D we have
p(α) =
∫
Vα
u(x)dM(x).
Remark 5.4. Let G be a finite graph equipped with the normalized counting measure on its
vertex set and let u the function constantly equal to 1. Then, for α ∈ AD we have∫
Vα
udM =
|{x ∈ V : πρ(α)(x) = α}|
|V |
=: p(G,α).
Thus, when interpreted as measure graphs with normalized measure, a sequence of finite
graphs (Gn) converges weakly if and only if for any α ∈ A
D the sequence (p(Gn, α)) converges.
Sequences of connected graphs which satisfy the latter condition were introduced in [3] and
called weakly convergent. Therefore, the notion of weak convergence for measure graphs is a
generalization. With this observation it is not hard to come up with examples. For instance,
considering regular graphs, one obtains such sequences from sofic approximations of groups.
Further details including a precise definition for soficity of groups are given in Section 6.
Other examples are discussed at the end of this section.
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The next lemma shows that the coefficients of the Zeta function only depend on local
patterns. This is the reason why it is compatible with weak convergence. Recall that for a
fixed r ≥ 0 the set V fin,r is the collection of all vertices whose rooted connected component
has radius r. We have seen in Proposition 1.6 that these sets are measurable and naturally
appear in a decomposition of V into local patterns. For α = [(G,x)] ∈ AD we define
Nj(α) := N
G
j (x).
This is independent of the particular choice of the representative of α.
Lemma 5.5. Let (G,M) be a measure graph an let j ∈ N. For each natural n ≥ j/2 + 1 the
identity
N j :=
∑
α∈ADn
Nj(α)M(α) +
n−1∑
r=0
∑
α∈ADr
Nj(α)M
fin(α)
holds, where
M(α) =
∫
Vα
udM
and
Mfin(α) =
∫
V
fin,ρ(α)
α
udM.
Proof. Proposition 1.6 shows that for each n ∈ N the set V can be disjointly written as
V =
⋃
α∈ADn
Vα ∪
n−1⋃
r=0
⋃
α∈ADn
V fin,rα .
A closed path of length j starting in x can at most reach the distance j/2+1 from x. Therefore,
the value Nj(x) only depends on the isomorphism class of the ball of radius j/2 + 1 around
x. This implies that for n ≥ j/2+1 the function Nj is constant on each of the sets appearing
in the above decomposition. In particular, for α ∈ ADn it equals Nj(α) on Vα and for α ∈ A
D
r
with 0 ≤ r ≤ n − 1 it equals Nj(α) on V
fin,r
α . Splitting the integral which appears in the
definition of N j according to this decomposition yields the statement. 
In the previous lemma there appeared a term depending on the measure of local patterns
in finite connected components. The following lemma shows that these are preserved under
weak convergence.
Lemma 5.6. Let ((Gn,Mn)) be a weakly convergent sequence of measure graphs with vertex
sets (Vn) and averaging functions (un). For each α ∈ A
D the limit
pfin(α) := lim
n→∞
∫
V
fin,ρ(α)
n,α
un(x)dMn(x)
exists. If (G,M) with vertex set V and averaging function u is a weak limit of ((Gn,Mn))
then
pfin(α) =
∫
V
fin,ρ(α)
α
u(x)dM(x).
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Proof. As seen in the proof of Proposition 1.6 for each r ≥ 0 we have
V fin,r =
⋃
α∈ADr
Vα \
 ⋃
β∈ADr+1
Vβ
 .
For α ∈ AD with ρ(α) = r this implies
V fin,rα = Vα ∩ V
fin,r = Vα \
 ⋃
β∈ADr+1
Vβ
 .
Since the sets Vβ are pairwise disjoint for different β ∈ A
D
r+1 the statement follows from the
weak convergence. 
Theorem 5.7 (Continuity of the Zeta function). Let ((Gn,Mn)) be a weakly convergent
sequence of measure graphs with uniform vertex degree bound D ∈ N. Then there exists a
holomorphic function Z : B(D−1)−1 → C such that
Z(Gn,Mn) → Z,
uniformly on compact subsets of B(D−1)−1 . The function Z is given by
Z(u) = exp
∑
j≥1
Fj
j
uj
 ,
with
Fj =
∑
α∈ADj
Nj(α)p(α) +
j−1∑
r=0
∑
α∈ADr
Nj(α)p
fin(α).
In particular, if (G,M) is a weak limit of ((Gn,Mn)), then Z = Z(G,M).
Proof. Together with the definition of weak convergence and Lemma 5.6, Lemma 5.5 shows
that the coefficients of Z(Gn,Mn) converge and that their limits are given by the Fj . If α is the
class of a graph with one vertex and no edges for any n we have Vn,α = Vn. Therefore, weak
convergence implies the boundedness of the sequence (Mn(Vn)). With these observations the
statement follows from Proposition 5.1. 
Remark 5.8. The proof of the previous theorem uses convergence of the statistics of local
patterns and that the Zeta functions only depend on these statistics. Therefore, similar state-
ments hold true for objects associated with the graph which only depend on these quantities
as well. One example is the integrated density of states of the adjacency operator or other
finite range operators in N (G, G) (see Section 4 for a definition of the integrated density of
states). More precisely, weak convergence of measure graphs implies weak convergence of the
integrated density of states. We refrain from giving details.
We finish this section with two applications of our result on continuity of the Zeta function.
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5.1. Weakly convergent graph sequences. As already discussed in Remark 5.4 weakly
convergent graph sequences yield weakly convergent measure graphs. It was shown in [12]
that for each weakly convergent sequence of connected finite graphs (Gn) with |Vn| → ∞
there exists a limit graphing X such that for any α ∈ AD we have
lim
n→∞ p(Gn, α) = µ(Xα) =
∫
VX ,α
u dMX ,
where Xα = {x ∈ X : B
GX
ρ(α)((x, x)) ∈ α}. This implies that the sequence of finite measure
graphs ((Gn,Mn)) with normalized counting measure converge weakly to the measure graph
(GX ,MX ). Recall that the Zeta function of a finite graph G with normalized counting measure
is denoted by ZG,norm and that the Zeta function of a graphing X is denoted by ZX . From
Theorem 5.7 and the previous discussion we immediately obtain the following.
Theorem 5.9. Let (Gn) be a weakly convergent sequence of finite connected graphs with
uniform vertex degree bound D ∈ N. There exists a holomorphic function Z : B(D−1)−1 → C
such that
ZGn,norm → Z
uniformly on compact subsets of B(D−1)−1 and the equality
Z = ZX
holds for every limit graphing X of (Gn).
Remark 5.10. The above theorem extends the approximation results in the literature: For
amenable, periodic graphs (with a discrete, amenable group acting freely and co-finitely as
automorphisms), an approximation theorem for the Ihara Zeta function has been shown
in [19]. In [6, 16], the authors show the existence of the Ihara Zeta function for certain
infinite regular graphs via a convergence statement along covering sequences (Gn) of finite,
regular graphs. One way to see the existence of the limit is to use a theorem of Serre [33]
on equidistribution of eigenvalues of Markov operators. The convergence along Følner type
subgraphs of amenable, self-similar graphs has been proven in [20]. In all the mentioned
papers, the graph sequences under consideration can easily be seen to be weakly convergent.
Thus, for every approximating sequence given or constructed in the works [6, 16, 19, 20],
Theorem 5.7 shows the convergence towards the Zeta function associated to the limit graphing
of the sequence. By comparing coefficients, it is not hard to see that in all those cases, this
function coincides with the Ihara Zeta function of the original (infinite) graph. (For the
periodic case, we verify this explicitly in the proof of Corollary 6.4.) Thus, the above theorem
generalizes and unifies the approximation results in the literature.
5.2. Percolation graphs. Let GΓ,perc be the percolation graph of the group Γ with respect
to the set of generators I = {g1, . . . , gl, g
−1
1 , . . . , g
−1
l }. The set of realizations of the percolation
Θ = {0, 1}Γ is a compact space in the product topology and the corresponding Borel σ-algebra
coincides with the product σ-algebra. Therefore, we have a notion of weak convergence of
measures at hand. In the next theorem we prove that it is compatible with weak convergence
of the associated measure graphs. We point out here that this also shows that the notion
of convergence of measure graph sequences goes beyond weak convergence of finite graphs
towards graphings.
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Theorem 5.11. Let P and Pn, n ∈ N, be Γ-invariant probability measures on Θ. If the
(Pn) converge weakly to P the sequence ((GΓ,perc,MPn)) converges weakly to (GΓ,perc,MP). In
particular, Pn → P weakly implies
Z(GΓ,perc,MPn) → Z(GΓ,perc,MP)
uniformly on compact subsets of B(2l−1)−1 .
Proof. The vertex degree of the percolation graph is at most 2l. We have seen that for all
Γ-invariant measures on Θ the function u = 1{e}×Θ is an averaging function. For α ∈ A2l and
n ≥ 1 this implies ∫
Vα
u dMPn =
∫
Θ
1{θ∈Θ :BGθr (e)∈α} dPn.
The set {θ ∈ Θ : BGθr (e) ∈ α} is a finite union of cylinder sets in Θ. Therefore, the indicator
function in the above integral is continuous with respect to the product topology. From the
weak convergence of the measures we infer∫
Θ
1{θ∈Θ :BGθr (e)∈α} dPn →
∫
Θ
1{θ∈Θ :BGθr (e)∈α} dP =
∫
Vα
u dMP.
This shows weak convergence of the measure graphs. The ’in particular’ statement follows
from Theorem 5.7. 
A particular example for the previous theorem is Bernoulli percolation. For 0 ≤ p ≤ 1 we
let the measure Pp on Θ be given by
Pp =
⊗
γ∈Γ
[
pδ{0} + (1− p)δ{1}
]
.
At each vertex independently it deletes all the emerging edges with probability p and keeps
them with probability 1 − p. Clearly, the Pp are Γ-invariant and weakly continuous in the
parameter p. We obtain
Z(GΓ,perc,MPp) → 1, as p→ 1,
and
Z(GΓ,perc,MPp) → Z(G0,Γ), as p→ 0,
uniformly on compact subsets of B(2l−1)−1 . Here Z(G0,Γ) is the Zeta function of the Cayley
graph when viewed as a periodic graph with respect to Γ.
6. Actions of sofic groups on graphs
In this section we will investigate approximation of Zeta functions on graphs which are
periodic with respect to the action of a sofic group. The key step of our investigation is the
construction of a weakly convergent sequence of finite graphs reflecting the local statistics of
the (periodic) graph in Theorem 6.3. This will then be combined with the result on weak
convergence from the previous section. The assertion of Theorem 6.3 generalizes the previous
results provided in [6, 19] in two ways: it is valid for all sofic groups (i.e. not bound to
amenable or residually finite groups), as well as for all proper actions on the graph with finite
covolume (rather than only for free actions with finite fundamental domain). As the class of
sofic groups is rather large we thus obtain a quite general result.
There are various equivalent definitions for soficity of a group. For our purposes, it will be
convenient to work with the concept of almost homomorphisms. To give a precise definition,
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we need some preparation. For n ∈ N, we denote by Sym(n) the symmetric group over
{1, . . . , n} with unit element Idn. This group is naturally endowed with the normalized
Hamming distance dH , defined as
dH(σ, τ) :=
#
{
a ∈ {1, . . . , n} |σ(a) 6= τ(a)
}
n
for σ, τ ∈ Sym(n). Note that dH is a metric on Sym(n), see e.g. [28].
Definition 6.1 (Sofic groups). A group Γ with unity e is called sofic if for every finite set
T ⊆ Γ and for each ε > 0, there exist n ∈ N, as well as a mapping
σ : T → Sym(n) : s 7→ σs
such that
(i) if s, t, st ∈ T , then dH(σsσt, σst) < ε,
(ii) if e ∈ T , then dH(σe, Idn) < ε,
(iii) if s, t ∈ T with s 6= t, then dH(σs, σt) ≥ 1− ε.
If for T and ε, there is some map σ satisfying (i), (ii) and (iii), then we say that σ is an almost
homomorphism for (T, ε).
Remark 6.2. Sofic groups have been invented by Gromov, cf. [21]. The name was given by
Weiss in [37], where the author defined the notion for finitely generated groups. The class of
all sofic groups is large. In fact, it is not known whether all groups satisfy this property. Sofic
groups have become a flourishing subject in various fields of mathematics, such as geometric
group theory, ergodic theory and symbolic dynamics. A survey can be found in [28].
We are now in position to prove the main theorem of this section. Recall that periodic
graphs have been introduced in Definition 1.20.
Theorem 6.3. Let (G,Γ) be a periodic graph with a sofic group Γ. Assume further that
the vertex degree of G is bounded by D ∈ N and that F is a fundamental domain of finite
co-volume. Then, there exists a weakly convergent sequence of finite graphs (Gn) such that
for all α ∈ AD,
lim
n→∞ p(Gn, α) =
∑
f∈Fα 1/|Γf |∑
f∈F 1/|Γf |
,
where Fα = {f ∈ F : B
G
ρ(α)(f) ∈ α}.
Proof. Fix an arbitrary r ∈ N, δ > 0, and a fundamental domain of vertices F ⊂ V of finite
co-volume. The corresponding covering map is denoted by π : V → F . We construct a finite
graph Gr such that ∣∣∣∣∣p(Gr, α)− (∑
Fα
1/|Γf |
)
/
(∑
F
1/|Γf |
)∣∣∣∣∣ < g(δ) (♦)
holds for any α ∈ ADr , where g : [0, 1) → R≥0 is a function solely dependent on δ with
limδ→0 g(δ) = 0.
We first find some finite F˜ ⊆ F such that∑
f∈F˜
1
|Γf |
≤
∑
f∈F
1
|Γf |
≤
∑
f∈F˜
1
|Γf |
+ δ.
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With this notion at hand, we set
B˜Gr (F˜ ) :=
{
x ∈ BGr (F˜ ) |π(x) ∈ F˜
}
= BGr (F˜ ) ∩ π
−1(F˜ ),
where BGr (F˜ ) denotes the union of r-balls in G with centers in F˜ . Since the action of Γ has
finite stabilizers, for each x ∈ V there exist finitely many elements γ ∈ Γ such that x = γπ(x)
holds. We let
T := T
F˜
:= {γ ∈ Γ | x = γ π(x) for some x ∈ BGr (F˜ ) with π(x) ∈ F˜}
denote the collection of the γ corresponding to elements in the r-Ball around F˜ . Note that
due to the finiteness of F˜ , as well as the finiteness of the stabilizers, the set T is finite. Note
further that for all f ∈ F˜ , we have Γf ⊆ T . We set
T˜ :=
(
T ∪ T−1
)4
= {fghl | f, g, h, l ∈ T ∪ T−1}.
Note that T ∪T−1 ⊆ T˜ since e ∈ T . We now use the fact that Γ is sofic in order to find almost-
homomorphisms with desirable properties. Precisely, we choose N ∈ N and σ : T˜ → Sym(N)
such that there is some set S ⊆ {1, . . . , N} with |S| ≥ (1 − δ/|F˜ |)N and for each i ∈ S, we
get
(a) σγγ′(i) = σγσγ′(i) for all γ, γ
′ ∈ (T ∪ T−1)2,
(b) σγγ′γ′′(i) = σγσγ′σγ′′(i) for all γ, γ
′, γ′′ ∈ T ∪ T−1,
(c) σθ1(i) = σθ2(i) if and only if θ1 = θ2 for all θ1, θ2 ∈ T˜ ,
(d) σe(i) = i.
We remark that the existence of such an N ∈ N, and such a map σ : T˜ → Sym(N) is
a straight forward consequence from the definition of soficity by modifying suitable almost
homomorphisms in the sense of Definition 6.1, for some ε > 0 chosen small enough in terms
of δ and in terms of the sizes of T˜ and F˜ . By adjusting parameters again if necessary, we can
additionally find some set S˜ ⊆ S with
|S˜| ≥ (1− δ/|F˜ |)|S| ≥ (1− 2δ/|F˜ |)N (©)
such that
(e) σγ(i) ∈ S for all i ∈ S˜ and each γ ∈ T ∪ T
−1.
We will now use this map σ to construct the graph Gr. To this end, we start with an
auxiliary construction. For f ∈ F˜ and i, j ∈ S we say that i and j are f -pre-connected, if
there exists γ ∈ Γf such that σγ(i) = j. In this case, we write i ∼f j.
Claim 1: ∼f is an equivalence relation on S. Moreover, for any i ∈ S˜ the corresponding
equivalence class [i]f satisfies
|[i]f | = |{j ∈ S | i ∼f j}| = |Γf |.
Proof of the claim. We have e ∈ Γf . Hence it follows from (d) that i ∼f i and so ∼f is
reflexive. Next we show its symmetry. If i ∼f j, then by definition there exists γ ∈ Γf such
that σγ(i) = j. Since i, j ∈ S, properties (a) and (d) yield σγ−1(j) = i proving j ∼f i. With
the same arguments it follows that i ∼f j and j ∼f k implies i ∼f k and so ∼f is transitive.
By definition of S˜ for every γ ∈ Γf and i ∈ S˜ we have σγ(i) ∈ S and therefore i ∼f σγ(i).
Moreover, if σγ(i) = σγ′(i), then (c) implies γ
′ = γ. This proves the desired equality for |[i]f |
and the claim follows.
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This puts us in the position to define the graph Gr. We let Sf the set of equivalence
classes of ∼f and S˜f := {[i]f ∈ Sf | i ∈ S˜} the set of equivalence classes which have one
representative in S˜. Since the equivalence relation induces a partition of S, the previous
claim on the size of [i]f for i ∈ S˜ yields
|S˜|
|Γf |
≤ |S˜f | ≤ |Sf | ≤
|S|
|Γf |
+ |S \ S˜|. (△)
We define the vertex set of Gr as Vr :=
{
(f, [i]f ) | f ∈ F˜ , [i]f ∈ Sf
}
and we connect two
vertices (f, [i]f ), (g, [j]g) by an edge if there exist γ ∈ TΓf and γ
′ ∈ TΓg such that γf ∼ γ′g
in G and σγ(i) = σγ′(j) holds. This definition is independent of the particular choice of i, j.
Indeed, if i′ ∈ [i]f and j′ ∈ [j]g, then there exist γi ∈ Γf and γj ∈ Γg with σγi(i
′) = i and
σγj (j
′) = j. Since stabilizers are subgroups we have γγi ∈ TΓf and γ′γj ∈ TΓg. From (a) we
infer
σγγi(i
′) = σγ(i) = σγ′(j) = σγ′γj (j
′).
This implies independence of chosen representatives.
To show the desired statement, for each i ∈ S˜, we introduce the maps
ϕi : B˜
G
r (F˜ )→ Vr, x 7→
(
π(x), [σγ−1(i)]π(x)
)
,
where γ solves x = γ π(x). Note that since i ∈ S˜, we have σγ−1(i) ∈ S so that [σγ−1(i)]π(x)
exists. Naturally, we have to show that this definition does not depend on the choice of γ.
If γ and γ′ are two solutions, we necessarily get γ−1γ′ ∈ Γπ(x). Since i ∈ S˜, property (e)
combined with the properties (a) and (d) yields
σγ−1γ′σγ′ −1(i)
(a)
= σγ−1σγ′σγ′ −1(i)
(a)
= σγ−1σe(i)
(d)
= σγ−1(i).
Hence, σγ′−1(i) ∼π(x) σγ−1(i).
We need to prove that the mappings ϕi preserve the local graph structures.
Claim 2: For all i ∈ S˜ the map ϕi is a graph isomorphism onto its image.
Proof of the claim: Let i ∈ S˜. We show that ϕi is injective. For x, y we choose γx, γy ∈ T
with x = γxπ(x) and y = γyπ(y). If ϕ(x) = ϕ(y), then π(x) = π(y) and
[σγ−1x (i)]π(x) = [σγ−1y (i)]π(y) = [σγ−1y (i)]π(x).
Hence, there exists γ ∈ Γπ(x) with σγσγ−1x (i) = σγ−1y (i). By (a) and (c) we obtain γγ
−1
x = γ
−1
y .
This implies
y = γyπ(y) = γyπ(x) = γxγ
−1π(x) = x
and the injectivity is proven.
Next we prove that ϕi and its inverse preserve edge relations. Let x, y ∈ B˜r(F˜ ) with
(π(x), [σγ−1x (i)]π(x)) ∼ (π(y), [σγ−1y (i)]π(y)). This is equivalent to the existence of γ ∈ TΓπ(x)
and γ′ ∈ TΓπ(y) with γπ(x) ∼ γ′π(y) in G and σγσγ−1x (i) = σγ′σγ−1y (i). According to (a)
and (c) this in turn is equivalent to the existence of γ ∈ TΓπ(x) and γ
′ ∈ TΓπ(y) with
γπ(x) ∼ γ′π(y) in G and γγ−1x = γ′γ−1y . Since γγ−1x x = γπ(x), γ′γ−1y y = γ′π(y) and Γ
acts on G by graph isomorphisms, the latter statement is equivalent to x ∼ y in G and the
isomorphism properties for ϕi are proven.
For f ∈ F˜ and i ∈ S˜ we have ϕi(f) = (f, [i]f ).
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To finish the proof of the theorem fix α ∈ ADr . Since A
D
r is finite, by increasing the set F˜
if necessary (at the beginning of the proof), we can further assume that for the set
F˜α :=
{
f ∈ Fα ∩ F˜ |π(x) ∈ F˜ for all x ∈ Br(f)
}
,
we have
∑
f∈Fα 1/|Γf | ≤
∑
f∈F˜α 1/|Γf |+ δ. Combining the fact that the ϕi are graph isomor-
phisms, which map f to (f, [i]f ), with the bounds in (△), we have∑
f∈F˜α
|S˜|
|Γf |
≤
∣∣{(f, [i]f ) ∈ Vr |BGrρ(α)((f, [i]f )) ∈ α}∣∣ ≤ ∑
f∈F˜α
|S|
|Γf |
+ |F˜ | · |S \ S˜|.
Recall that |S| ≤ N and by inequality (©), we have
|S˜| ≥ (1− δ/|F˜ |)|S| ≥ (1− 2δ/|F˜ |)N.
Consequently, ∑
f∈F˜α
(1− 2δ)N
|Γf |
≤ p
(
Gr, α
)
|Vr| ≤
∑
f∈F˜α
N
|Γf |
+ δ ·N,
∑
f∈F˜
(1− 2δ)N
|Γf |
≤ |Vr| ≤
∑
f∈F˜
N
|Γf |
+ δ ·N.
These inequalities and the fact that the sums over F˜ and over F˜α are close to the sums over
F , respectively over Fα imply
(1− 2δ)
∑
f∈Fα 1/|Γf | − δ∑
f∈F 1/|Γf | + δ
≤ p(Gr, α) ≤
1
1− 2δ
∑
f∈Fα 1/|Γf | + δ∑
f∈F 1/|Γf | − δ
.
With this at hand, routine calculations show that for small δ the resulting graph Gr satisfies
inequality (♦) with g(δ) = Cδ for a large enough constant C depending on
∑
f∈F 1/|Γf | and∑
f∈Fα 1/|Γf |. This finishes the proof. 
The previous theorem can be reformulated in terms of weak convergence of measure graphs.
It states that for any periodic graph (G,Γ) as above there exists a sequence of finite graphs
(Gn) such that the associated (normalized) measure graphs ((Gn,Mn)) weakly converge to
the measure graph
(
G,
(∑
f 1/|Γf |
)−1
M
)
. With this observation we immediately obtain the
following from Theorem 5.7.
Corollary 6.4. Let (G,Γ) be a periodic graph with vertex degree bounded by D. Assume
further that the group Γ is sofic and that F is a fundamental domain of finite co-volume
v :=
∑
f∈F 1/|Γf |. Then, there is a weakly convergent sequence of finite graphs (Gn) such
that
lim
n→∞Z
v
Gn,norm = Z(G,Γ),
uniformly on compact subsets of B(D−1)−1 := {u ∈ C : |u| < (D − 1)−1}.
Remark 6.5. (a) The above corollary is an extension of the approximating theorems of [6]
dealing with residually finite groups acting freely on a regular graph and [16] dealing with
limits of covering sequences of finite, regular graphs. Further, it is the natural extension of the
approximation result in [19] which is concerned with amenable graphs. Additional generality
is provided by fact that in the framework of a finite measure, we allow for infinite fundamental
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domains, as well as for proper (but not necessarily free) actions of Γ on V . The crucial idea in
the proof for overcoming the lack of freeness is to identify vertices which are linked by almost
homomorphisms σγ arising from stabilizer elements γ (“pre-connectedness”).
(b) For graphs with positive Cheeger constant, finite exhaustions might converge, but in
general, the geometry of the resulting limit will be completely different from the one of the
original objects. One example, as e.g. considered in the introduction of the paper [2], is a
sequence of finite, regular trees which converge towards the graphing consisting almost surely
of infinite Canopy trees. Those are by no means infinite regular trees. Thus, the approxi-
mation through induced subgraphs fails in general in non-amenable situations. However, sofic
approximations can still be found in many situations.
(c) The weakly converging sequence of finite graphs constructed in Theorem 6.3 for periodic
graphs with a sofic group action can also be used for spectral approximation of suitable self-
adjoint operators. In fact, whenever a sequence of finite graphs converges weakly then weak
convergence of the normalized empirical spectral distributions of corresponding operators to
a limit follows and this limit can be expressed through a trace on the von Neumann algebra
associated with the limit graphing (see [13, 14, 30] for detailed explanations). In this way,
Theorem 6.3 could be used to recover parts of the results of [32]. (The results of [32] are
more general in that they allow for unbounded operators and include some randomness.) For
hyperfinite graphs even uniform convergence of the normalized empirical spectral distributions
can be shown, cf. [13, 30, 29].
(d) Note that the previous corollary is not a special case of Theorem 5.9. Indeed, we
identify the limit Zeta function as the Zeta function of a periodic graph instead of that of
a graphing. This is possible due to our concept of convergence of measure graphs. This
allows us to directly describe the periodic graph as the limit object instead of giving rise to
a graphing with the same local statistics as the original graph.
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