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DISCRETIZATION OF THE LAMPERTI REPRESENTATION OF A
POSITIVE SELF-SIMILAR MARKOV PROCESS
JEVGENIJS IVANOVS AND JAKOB D. THØSTESEN
Abstract. This paper considers discretization of the Le´vy process appearing in the Lamperti
representation of a strictly positive self-similar Markov process. Limit theorems for the resulting
approximation are established under some regularity assumptions on the given Le´vy process.
Additionally, the scaling limit of a positive self-similar Markov process at small times is provided.
Finally, we present an application to simulation of self-similar Le´vy processes conditioned to stay
positive.
1. Introduction
Positive self-similar Markov processes (pssMp) have received a lot of attention in recent years,
see [4, 11] and a survey [23]. One class of examples is given by self-similar Le´vy processes ‘con-
ditioned’ to stay positive, which arise in various limit theorems concerned with extremes, first
passage times and Skorokhod reflection [3, 15, 16]. Recall that X = (Xt)t≥0 is a pssMp if it is a
positive strong Markov process with the self-similarity property: (Xtc)t≥0 with X0 = x > 0 has
the law of (c1/αXt)t≥0 with X0 = c
−1/αx for any c > 0, where 1/α > 0 is sometimes called the
Hurst index. Throughout this work we restrict our attention to strictly positive X .
The fundamental result of [21] states that every pssMp X (not hitting 0) can be represented
via a Le´vy process ξ as follows:
(1) Xt = x exp(ξτ(tx−α)), τ(r) := inf{s > 0 | Is ≥ r}, Is :=
∫ s
0
exp(αξu)du
where lim supt→∞ ξt = ∞ a.s., and x > 0 is a given starting position. Moreover, this relation can
be inverted to obtain ξ in terms of X . The Lamperti representation is key for deriving various
properties of pssMp [22]. Furthermore, it also provides a way to simulate from the law of X , which
is important in application of the above mentioned limit theory and beyond.
The purpose of this paper is to investigate the basic discretization scheme, where the path of
the Le´vy process ξ is sampled at equidistant times i/n, i ∈ N. Throughout this work we assume
that the increment ξ1/n can be sampled exactly and efficiently. This allows to approximate the
integral function I, which is then used to construct an approximation X(n) of X at the times of
interest. Our main result is the limit theorem for the scaled error an(Xt − X(n)t ) as n → ∞, as
well as its multidimensional version concerning a finite set of times, see Corollary 6. This result
crucially depends on the limit theory for the integrated process error in [17], which is extended to
include zooming-in on ξ [15] at inverse times.
A result of independent interest is presented in Theorem 11, which complements the classical law
of the iterated logarithm for a pssMp at small times [21, Thm. 7.1]. We show that an(Xt/n−x)t≥0
has a non-trivial weak limit as n → ∞ under the obvious regularity condition that there is weak
convergence to a non-zero limit for some fixed x, t > 0 and some positive function an. Furthermore,
this assumption is equivalent to the regularity of the underlying Le´vy process, which we assume
in the above discussed approximation theory.
This work has been motivated by the problem of simulating a stable Le´vy processes conditioned
to stay positive, see [12, §4] for various available representations. Importantly, the most obvious
methods result in infinite expected running times. One of the reasons is that for an oscillating Le´vy
process the first passage time over a fixed level has infinite expectation. In this regard we note
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that [14] recently provided an ε-strong simulation algorithm for the convex minorants of stable
meanders, which are closely related to conditioned processes.
The structure of this paper is as follows. We start with the definitions, assumptions and neces-
sary basic theory in §2. The limit theory for the approximation is derived in §3 relying on the joint
stable convergence of some fundamental objects which is proven later in §4. The scaling limit of a
pssMp is studied in §5 relying on a basic convergence result for Le´vy processes which may be of an
independent interest. In §6 these results are applied to self-similar Le´vy processes conditioned to
stay positive, where we also provide a numerical illustration in the simplest setting of a standard
Brownian motion. We conclude with §7 providing comments about the density assumption and
the trapezoidal approximation of the integral.
2. Definitions and prerequisites
2.1. Fundamentals. We work with ca`dla`g processes on a filtered probability space (Ω,F , (Ft)t≥0,P)
and use the Skorokhod J1 topology. Let ξ = (ξt)t≥0 be a Le´vy process, that is, an adapted ca`dla`g
process such that ξt+s−ξt is independent of Ft and has the law of ξs for any t, s ≥ 0. Furthermore,
as indicated above we assume that
(2) lim sup
t→∞
ξt =∞ a.s.,
which is satisfied, for example, if ξ1 is integrable and Eξ1 ≥ 0, excluding the trivial 0 process.
Our results are slightly cleaner when formulated using a certain Le´vy process ξ̂ on the real line.
This is the same as saying that (−ξ̂(−t)−)t≥0 is an independent copy of (ξ̂t)t≥0, where the left limit
is needed to get a ca`dla`g path over the real line. In particular,
(3) ξ̂T
d
= sign(T )ξ̂|T |
for any random T ∈ R independent of ξ̂, because Le´vy processes do not jump at fixed times.
The concept of stable convergence [1, 26] is fundamental in discretization of processes [18, 25].
Consider a sequence of random variables Zn defined on (Ω,F ,P) and taking values in some Polish
space. The sequence Zn is said to converge stably to Z (Zn
st→ Z) defined on an extension (Ω˜, F˜ , P˜)
if
(4) E[f(Zn)Y ]→ E˜[f(Z)Y ]
for all bounded continuous functions f and all bounded F -measurable Y , see also (16) below for
further intuition. The standard example concerns Z being independent of F -measurable Y , and
then the term mixing convergence is sometimes used.
2.2. Approximation. Consider the discretized process ξ(n) given by ξ
(n)
t = ξ[tn]/n, where [x]
denotes the integer part of x. Later we also use the fractional part {x} = x − [x]. The basic
approximation of the integrated process It in (1) is given by the left Riemann sum
I
(n)
t :=
∫ t
0
exp(αξ(n)s )ds =
1
n
[tn]∑
k=1
exp(αξ(k−1)/n) +
{tn}
n
exp(αξ[tn]/n).
In §7.1 below we also comment on the use of the trapezoid rule.
Note that the integrals It and I
(n)
t are continuous and strictly increasing from 0 to∞ a.s., which
is an easy consequence of (2). Since ξ has countably many jumps, we see that I(n) converges to I
pointwise a.s. Define the respective inverse
τn(r) := inf{s > 0 | I(n)s ≥ r}, r ≥ 0,
and observe that a.s. both τ(r) and τn(r) are finite and
τn(r)→ τ(r).
Finally, we use the approximation
X
(n)
t := x exp(ξ
(n)
τn(tx−α)
) = x exp(ξ[τn(tx−α)n]/n),
since ξ is sampled at k/n only.
Let us note that X
(n)
t → Xt a.s., because of the continuity of ξ at τ(r). The latter readily
follows from quasi left-continuity of ξ [6, Prop. I.7] and the fact that It is continuous and strictly
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increasing. Hence the main question concerns the speed of convergence. Finally, observe that X
(n)
t
coincides with XT (n) for some T
(n) → t a.s., that is, sampling is exact up to time perturbation.
More precisely, such T (n) is given by
(5) T (n) = xαI[τn(tx−α)n]/n,
so that τ(T (n)x−α) = [τn(tx
−α)n]/n. The corresponding limit result is also given in the following.
Figure 1a below illustrates the discretization of ξ in the case where n = 10, α = 2 and ξ is a
Brownian motion with unit variance and drift 1/2 (corresponding to X being a standard Brownian
motion conditioned to stay positive, see §6). In Figure 1b we see the integrals I and I(n) and their
inverses at r = 1.
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(a) The processes exp(αξt) in blue and
exp(αξ
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) in red with n = 10.
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(b) Integrals of the processes in Figure
1a. The colored dashed lines mark τ (1)
and τn(1).
Figure 1. An illustration of the discretization and how it effects calculation of τ(1).
2.3. Integrated process error. Integrated discretization error for Itoˆ semimartingales has been
studied in [17], see also [18, Ch. 6]. In our case the function of interest is f(x) = exp(αx). Let us
first describe the limiting process defined on an extension of the original probability space:
∆t =
σ2√
12
∫ t
0
f ′(ξs)dW
′
s +
∑
m:Tm≤t
(f(ξTm)− f(ξTm−))(κm −
1
2
) +
1
2
(f(ξt)− f(0)).(6)
Here W ′ is a standard Brownian motion and (κm)m≥1 is an i.i.d. sequence of standard uniforms,
independent of each other and of F . Furthermore, (Tm)m≥1 denotes a weakly exhausting sequence
of the jump times of ξ, and σ2 is the variance of the Brownian component of ξ. The filtered
extension is taken to be ’very good’ [18, §2.1.4] so that, in particular, ∆t is adapted to F˜t.
Theorem 1 (Jacod, Jakubowski, & Me´min [17]). There is the convergence
(7) (∆
(n)
t )t≥0 := n
(
I[tn]/n − I(n)[tn]/n
)
t≥0
st→ (∆t)t≥0,
where ∆t is defined in (6).
The result is stated for the difference of the integral and its approximation up to the last epoch
[tn]/n rather than time t. In fact, there is no functional convergence in Skorokhod’s J1-topology
in the latter setting unless ξ is continuous, see also [17]. The problem here is that the jumps enter
into the limit expression, whereas the pre-limit evolves continuously approximating these jumps by
steep (almost linear) curves. Intuitively, this can be remedied by switching to Skorokhod’s weaker
M1-topology, where the completed graphs of paths are compared. We do not pursue this question
in the present paper, though.
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2.4. Regularity of the Le´vy process. Not surprisingly, our limit result requires certain regular-
ity of the process ξ. Following [15] we assume that there exists a positive scaling function an > 0
and a random variable ξ̂1 6= 0 such that
(A1) anξ 1
n
d→ ξ̂1, as R ∋ n→∞.
Necessarily, ξ̂1 is infinitely divisible and the corresponding Le´vy process ξ̂ is 1/β-self-similar with
β ∈ (0, 2], whereas an is regularly varying at infinity with index 1/β. Importantly, this convergence
extends to the weak convergence for processes:
(8)
(
anξt/n
)
t≥0
d→ (ξ̂t)t≥0.
Intuitively, this is understood as zooming in on ξ at the origin. It must be noted that (A1)
can be formulated in terms of the Le´vy triplet of ξ, yielding the parameters of ξ̂ and the scaling
function an [15, Thm. 2]. See also [7] for further examples and simple sufficient conditions. Finally,
it will be shown later that the convergence in (8) is, in fact, stable and the limiting ξ̂ is independent
of F .
Our limit theory will also require convergence of {τ(r)n}. The classic result of [20] states that
such a sequence converges to a standard uniform random variable if the distribution of τ(r) is
absolutely continuous, see also [29] for sufficient and necessary conditions. Again the convergence
is stable and the limiting uniform is independent of τ(r), see [18]. We impose a slightly stronger
assumption:
(A2) The law of (τ(r), ξτ(r)) is absolutely continuous for every (small) r > 0.
This assumption on the inverse can be replaced by an assumption on the integral I. More precisely,
in §7.2 we show that it is sufficient to assume that the pair( ∫ t
0
exp(αξs)ds, exp(αξt)
)
has a density gt(x, y) which is jointly continuous in t, x, y > 0. The latter question concerns the
exponential functional and has been studied in a number of papers, see [27, 10, 24]. Verification
of this condition, however, is still non-trivial and thus we avoid assuming (A2) in various places,
including §3.2 which establishes the rate of convergence of our approximation.
3. Approximation results
Throughout this paper we assume (2). The assumptions (A1) and (A2) are needed only for
some results, and this is stated at the corresponding places.
Our main aim is to establish a limit result (as n → ∞) for the scaled relative error, which
according to (1) is given by
(9) an
Xt −X(n)t
Xt
= an(ξτ(r) − ξ[τn(r)n]/n)(1 + oP(1)), r = tx−α,
where we also use the mean value theorem and the fact that ξ is continuous at τ(r). The scaling
sequence an > 0 will be chosen according to (A1) in the following. Letting
ξ̂(n) = an(ξτ(r)+t/n − ξτ(r))t∈R
be the two-sided process arising upon zooming in on ξ at (τ(r), ξτ(r)), we find that
(10) an(ξτ(r) − ξ[τn(r)n]/n) = −ξ̂(n)[τn(r)n]−τ(r)n.
Hence we need to establish the joint limit of the two-sided process ξ̂(n) and the scaled time difference
τ(r)n − [τn(r)n], and to further extend it to the multivariate setting with 0 < t1 < · · · < td. It
will be shown that the scaled time differences n(τ(ri) − τn(ri)) are not affected by infinitesimally
small time intervals, whereas the zoomed-in processes are given by the local behavior of ξ at τ(ri)
and in the limit result in independent copies of ξ̂.
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3.1. Time variable and the inverse. Our first result concerns the error in the inverse τn(r).
The limiting random variable L(r), defined below, will play an important role in the following.
Proposition 2. For any r > 0 it holds that
(11) n(τ(r) − τn(r)) st→ L(r) := −∆τ(r) exp(−αξτ(r)),
where the process ∆t is defined in (6).
Proof. First, we show that
(12) n(Iτ(r) − I(n)τ(r))
st→ ∆τ(r).
Recall that ξ is continuous at τ(r) a.s., and note that the same is true for the ∆ process. Hence
by Theorem 1 and the continuous mapping theorem we have the stated convergence, where τ(r)
is replaced by tn(r) := [τ(r)n]/n. It is left to show that the remaining term vanishes. This term,
is upper bounded by
exp(α sup{ξt | t ∈ [tn(r), τ(r)]})− exp(αξtn(r))
converging to 0 a.s. by the continuity of ξ at τ(r). The lower bound is treated analogously.
Next, observe that
n
∫ τn(r)
τ(r)
exp(αξ
(n)
t )dt = n(r − I(n)τ(r)) = n(Iτ(r) − I
(n)
τ(r))
st→ ∆τ(r).
Similar bounds to above show that the left-hand side is given by
n(τn(r)− τ(r)) exp(αξτ(r))
times a term converging to 1 a.s. The result readily follows. 
Observe that Proposition 2 above easily extends to a multivariate version with 0 < r1 < · · · < rd.
3.2. Rate of convergence. In order to proceed we need to supplement the convergence in The-
orem 1 by zooming in on ξ at the times τ(ri).
Theorem 3. Assume (A1). For any 0 < r1 < · · · < rd and rni → ri there is the stable convergence(
(∆
(n)
t )t≥0,
(
an(ξτ(rni )+t/n − ξτ(rni ))t∈R
)
i=1,...,d
)
st→
(
(∆t)t≥0,
(
(ξ̂i)t∈R
)
i=1,...,d
)
,
where ξ̂i are independent copies of ξ̂, also independent of everything else.
The proof of this result is postponed to §4.1. It is very important that the time t is allowed to be
negative, which is a non-trivial extension of the case t ≥ 0. This is needed, because the discretized
epoch [τn(r)n]/n may be smaller than τ(r). Now the arguments underlying Proposition 2 readily
yield the joint stable convergence:
(13)
(
n(τ(ri)− τn(ri)), an(ξτ(ri)+t/n − ξτ(ri))t∈R
)
i=1,...,d
st→
(
L(ri), (ξ̂
i)t∈R
)
i=1,...,d
.
Next, we turn our attention to the pssMp and reconsider (9) and (10). Note that (13) readily
yields the result for the error in approximation of X where τn(r) is used instead of [τn(r)n]/n,
but we do not observe ξτn(r). Our main limit theorem presented in §3.3 requires further work and
assumptions, whereas here we establish the rate of convergence in our pssMp approximation up to
a bounded stochastic term.
Consider (9) and the respective upper bound:
an(ξτ(r) − ξ[τn(r)n]/n) ≤ an(ξτ(r) − inf
t∈[0,1]
ξτn(r)−t/n) =: B
(n)
(r),
and analogous lower bound B(n)(r) when using sup. According to (13) we have
B
(n)
(r) = − inf
t∈[0,1]
ξ̂
(n)
−n(τ(r)−τn(r))−t
st→ − inf
t∈[0,1]
ξ̂−L(r)−t,
because ξ̂ does not jump at fixed times. Since (−ξ̂(−t)−)t∈R has the same law as (ξ̂t)t∈R, we
conclude that
(14)
(
B
(n)
(ri), B
(n)(ri)
)
i=1,...,d
st→
(
sup
t∈[0,1]
ξ̂L(ri)+t, inf
t∈[0,1]
ξ̂L(ri)+t
)
i=1,...,d
.
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The following result is now immediate from (9). It establishes the rate of convergence a−1n and
provides explicit limiting bounds.
Corollary 4. Assuming (A1), for any x > 0 and 0 < t1 < · · · < td it holds that
B(n)(tix
−α)− oP(1) ≤ an
(
Xti −X(n)ti
Xti
)
≤ B(n)(tix−α) + oP(1), i = 1, . . . , d,
where the joint limit for the bounds is given in (14).
3.3. Discretization error in pssMp. More precise analysis requires further work and it hinges
on the assumption (A2) implying, in particular, that {τ(r)n} converges to the standard uniform
distribution. We have the following generalization of Theorem 3.
Theorem 5. Consider 0 < r1 < · · · < rd and assume (A1) and (A2). Then(
(∆
(n)
t )t≥0,
({τ(ri)n}, an(ξτ(ri)+t/n − ξτ(ri))t∈R)i=1,...,d) st→ ((∆t)t≥0, (Ui, (ξ̂it)t∈R)i=1,...,d),
where Ui are independent standard uniforms, also independent of the rest.
The proof of this result is given in §4 below. This readily yields an extension of (13) including
the variables {τ(ri)n} and their uniform limits.
Corollary 6. Assume (A1) and (A2). Then for any x > 0 and 0 < t1 < · · · < td we have(
an
Xti −X(n)ti
Xti
)
i=1,...,d
st→
(
ξ̂iL(tix−α)+Ui
)
i=1,...,d
,
where L(·) is defined in (11).
Proof. Using the identity
a− [b] = {a} − [{a} − (a− b)]
we observe that
(15) n(τ(ri)− [τn(ri)n]/n) = τ(ri)n− [τn(ri)n] st→ Ui − [Ui − L(ri)] =: L(ri) + U ′i ,
because Ui−L(ri) has no mass at integers. It is easy to verify that U ′i are again standard uniforms
independent of L(ri) and the rest (excluding the respective Ui). Furthermore, jointly with the
above we also have the zooming-in limits ξ̂i, and so the representations (9) and (10) yield the limit
(−ξ̂i−L(ri)−U ′i )i=1,...,d. Now the result follows. 
It is noted that the limiting vector has dependent components and its realization depends
on the realization of ξ via L. Recall that ξ̂i is 1/β-self-similar, which together with (3) and its
independence of the rest yields an alternative representation of the limit components in Corollary 6:
sign(L(tix
−α) + Ui)|L(tix−α) + Ui|1/β ξ̂i1.
Finally, we also have the limit result for the time shift defined in (5):
n(t− T (n)) = xαn(Iτ(tx−α) − I[τn(tx−α)n]/n) st→ (L(tx−α) + U)Xαt ,
by means of (15). That is, our procedure yields the samples of Xt up to a time shift of order n
−1.
4. Proof of the joint convergence
Reconsider the definition of stable convergence in (4). In this paper Zn is derived from the Le´vy
process ξ, and the limit Z is constructed from ξ and some additional random variables independent
of F . Thus it is sufficient to take σ(ξ)-measurable Y in (4) to ensure the stable convergence, see
also [18, p. 110]. Furthermore, it is sufficient to show
(16) (Zn, ξt1 , . . . , ξtk)
d→ (Z, ξt1 , . . . , ξtk)
for an arbitrary finite set of times t1, . . . , tk > 0.
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4.1. Reinforcement of convergence results. This subsection consists of sequential reinforce-
ment of convergence results stated in (8) and in Theorem 1, and culminates with the proof of
Theorem 3.
Lemma 7. Assume (A1) and let τn be a sequence of finite stopping times. Then
(ξ̂
(n)
t )t≥0 := an
(
ξτn+t/n − ξτn
)
t≥0
st→
(
ξ̂t
)
t≥0
,
where ξ̂ is independent of F .
Proof. It is sufficient to consider the process ξ̂(n) on some time interval [0, T ] jointly with ξ at some
times t1 < · · · < tk, see (16). That is, we need to show that(
(ξ̂
(n)
t )t∈[0,T ], (ξti)i=1,...,k
)
d→
(
(ξ̂t)t∈[0,T ], (ξti)i=1,...,k
)
with an independent ξ̂t. Write ξti = X
(n)
i + Y
(n)
i , where Y
(n)
i are independent of ξ̂
(n)
t , t ∈ [0, T ]
and X
(n)
i
P→ 0, which can be achieved by considering independent increments over time intervals
separated by τn, τn + T/n and ti. Now, we may ignore X
(n)
i , but then the stated convergence
is immediate from independence and convergence of marginals. Here we also note that the limit
process ξ̂ does not jump at T and hence the restrictions converge. 
Lemma 8. Assume (A1) and let τn be a sequence of finite stopping times. It holds as n→∞ that(
∆(n), ξ̂(n)
)
st→
(
∆, ξ̂
)
,
where ξ̂ is independent of everything else.
Moreover, if 0 ≤ τ1n < · · · < τdn <∞ are stopping times for each n and such that n(τ i+1n −τ in)→
∞ a.s. for all i = 1, . . . , d− 1 then the multivariate version holds with the corresponding limits ξ̂i
being independent copies of ξ̂, also independent of everything else.
Proof. Again we may restrict the processes ξ̂(n) to some time interval [0, T ]. Let τn be the dis-
cretization epoch right after τn + T/n, and note that τn is a stopping time independent of ξ̂
(n).
The idea is to replace ∆(n) with the integrated difference ∆˜(n), where the interval [τn, τn] and the
respective space increment are ignored. More precisely, the new ξ is kept constant on [τn, τn] and
then it has the original increments. Observe that supt≤T ′ |∆˜(n)t −∆(n)t | = oP(1) using the strong
Markov property at τn, see also the proof of Proposition 2. But now the two parts are independent
and the arguments from Lemma 7 can be repeated, additionally using Theorem 1 for the joint
convergence of ∆(n) and ξti .
The multivariate version follows the same reasoning. Note, that the intervals [τ in, τ
i
n + T/n] do
not intersect with probability tending to 1 by assumption. Hence we may assume this property
which then yields independent ξ̂i. 
Proof of Theorem 3. We use Lemma 8 with τ in = τ(r
n
i − T/n) for a fixed T > 0. Note that
n(τ(rni )− τ(rni − T/n))→ T exp(−αξτ(ri)) =: si a.s.,
see also the proof of Proposition 2. Thus we can add the required time shifts to the limit result,
and these limiting shifts si are independent of the processes (ξ̂
i
t)t≥0. But for any T
′ > 0 we
can choose T large enough so that with arbitrarily large probability si > T
′, and on this event
(ξ̂isi+t − ξ̂isi)t≥−T ′ has the law of (ξ̂t)t≥−T ′ and is independent of si. 
In conclusion, the stopping time τ(r) has a particular structure allowing to extend zooming in
at τ(r) also to the negative times.
4.2. Fractional parts and the standard uniform. Here we prove the joint convergence in
Theorem 5 for d = 1. For the purpose of extending it from d = 1 to d ≥ 1 later we need to allow
for perturbations in r. We state this result as a separate lemma.
Lemma 9. Assuming (A1) and (A2) we have for any rn → r > 0:(
∆(n), an(ξτ(rn)+t/n − ξτ(rn))t∈R, {τ(rn)n}
)
st→
(
∆, (ξ̂t)t∈R, U
)
,
where U is a standard uniform independent of everything else.
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The independent uniform will arise via the following lemma. Consider a random variable Z and
a sequence of random variables (Un, Vn, Yn) defined on the same probability space. Let Pz be the
regular conditional distribution P(· | Z = z).
Lemma 10. Assume that Yn
d→ Y , and that for each z (in the support of Z) we have under Pz:
• Un is independent of (Vn, Yn) for each n,
• The distribution of Un has no atoms and converges weakly to the standard uniform distri-
bution.
Then (Yn, {Un + Vn}) d→ (Y, U) with a standard uniform U independent of Y .
Proof. Let Fn,z be the continuous distribution function of Un|Z = z. Define
U ′n = Fn,Z(Un)
and note that, given Z = z, U ′n is a standard uniform independent of (Vn, Yn). Note that
P(Yn ∈ B, {Vn + U ′n} ≤ u) = uP(Yn ∈ B)
by conditioning on Z, Yn, Vn and the fact that {v + U} is standard uniform. Hence
(Yn, {Vn + U ′n}) d→ (Y, U)
with Y and U independent.
It is left to show that
(17) {Vn + U ′n} − {Vn + Un} P→ 0.
Since Fn,z(x) − x→ 0 and the convergence is necessarily uniform in x, we see that U ′n − Un P→ 0.
Hence for any small δ > 0 we have |U ′n − Un| < δ with probability at least 1 − δ for large n.
Moreover, P({Vn + U ′n} < δ) = P({Vn + U ′n} > 1 − δ) = δ and thus (17) does not exceed δ in
absolute value with probability at least 1− 3δ. 
Proof of Lemma 9. Choose 0 < δ < r and δ′ > 0, and consider the process ξ′t = ξτ(r−δ)+t− ξτ(r−δ)
independent of Fτ(r−δ). Let τ be the time such that∫ τ
0
exp(αξ′t)dt = δ
′.
We consider the regular conditional distribution Pz corresponding to conditioning on ξ
′
τ = z. Note
that for every z the variable τ has a density under Pz according to the assumption (A2), and so
the distribution of Un = {τn} has no atoms and it converges weakly to a standard uniform law.
Furthermore,
(Iτ(r−δ)+τ , ξτ(r−δ)+τ) = (r − δ + exp(αξτ(r−δ))δ′, ξτ(r−δ) + z),
and we assume that the first component is smaller than rn ∧ (r − δ/2); we may do so since this is
true for small enough δ′ with arbitrarily high probability. Now letting Rn = τ(rn)− (τ(r− δ) + τ)
be the remaining time, we note the decomposition of the fractional part of interest:
{τ(rn)n} = {(τ(r − δ) +Rn)n+ {τn}} =: {Vn + Un},
where Un is independent of Vn under Pz.
Next, we define the quantities of interest, which will be assembled into Yn. The integrated
difference process stopped at τ(r − δ) is denoted by ∆ˆ(n). We consider this quantity jointly with
ξti1{ti<τ(r−δ)} for some fixed times ti, i ≤ k. Furthermore, consider the epoch τn following τ(r+δ)
with the corresponding incremental process ξ˜t = ξτn+t− ξτn , which is independent of Fτ(r+δ). The
integrated difference process for the times τn + t, t ≥ 0 is given by exp(αξτ(r+δ))(1 + oP(1))∆˜(n),
which is our second object of interest. It is considered jointly with ξτ(r+δ)+t˜i = ξτ(r+δ)+ ξ˜t˜i+oP(1)
for some fixed t˜i, i ≤ k˜. Thirdly, we consider the zoomed-in process ξ̂(n)t = an(ξτ(rn)+t/n − ξτ(rn))
for t ∈ [−T, T ]. The event where τ(r+ δ) > τ(rn)+T/n and τ(r− δ/2) < τ(rn)−T/n occurs with
arbitrarily high probability, and we assume these inequalities in the following. The above objects
form the random quantity
Yn =
(
∆ˆ(n), (ξti1{ti<τ(r−δ)})i=1,...,k, ξτ(r+δ), ∆˜
(n), (ξ˜t˜i)i=1,...,k˜, ξ̂
(n)
)
,
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and as required in Lemma 10 the variable Un is independent of (Vn, Yn) and the above events under
Pz.
Observe that the quantities ∆˜(n), ξ˜t˜i are independent of the rest and have a joint weak limit
as given by Theorem 1. But the rest converges according to Theorem 3, where stopping at τ(r −
δ) requires that ξ does not jump at this time, which is indeed true. Thus Lemma 10 yields
(Yn, {τ(r)n}) d→ (Y, U) with an independent standard uniform U and obvious Y for any given
δ > 0.
Finally, we piece together different components to get the integrated difference processes with
the time interval (τ(r− δ), τ(r+ δ)) excluded, as well as the corresponding limiting expression, see
also (6). Now we can take δ ↓ 0 using [18, Prop. 2.2.4] to get(
∆(n), (ξti1{ti<τ(r)})i=1,...,k, (ξτ(r)+t˜i)i=1,...,k, ξ̂
(n), {τ(rnn)}
)
d→(
∆, (ξti1{ti<τ(r)})i=1,...,k, (ξτ(r)+t˜i)i=1,...,k, ξ̂, U
)
.
It is only required to verify the assumptions of [18, Prop. 2.2.4]. Firstly, the limits converge a.s. as
δ ↓ 0, because τ(r ± δ)→ τ(r) and the process ξ is continuous at τ(r) and at τ(r) + t˜i. Secondly,
we must show that the excluded integrated difference is uniformly negligible:
lim
δ↓0
lim sup
n→∞
P( sup
t≤⌈τ(r+δ)n⌉/n
|n
∫ [tn]/n
[τ(r−δ)n]/n
(exp(αξs)− exp(αξ(n)s ))ds| ≥ ǫ) = 0.
But the respective quantity converges weakly according to Theorem 1, and the limit goes to 0 a.s.
establishing this claim. The proof is now complete. 
4.3. Extension to multivariate case. Let us recall a basic result, which readily follows from
Skorokhod’s representation theorem. Assume that µn is a sequence of finite measures converging
weakly to a finite measure µ and that fn is a sequences of bounded functions that are continuously
convergent, i.e. fn(zn)→ f(z) whenever zn → z for z in the support of µ. Then we also have∫
fndµn →
∫
fdµ.
Proof of Theorem 5. We prove the multivariate case inductively. Suppose the case d ≥ 1 is proven.
Consider r = (rd+rd+1)/2, and let τn = ⌈τ(r)n⌉/n be the epoch following τ(r) which is a stopping
time. Note also that τn → τ(r) and r(n) = Iτn → r a.s. We condition on ξτn = x and r(n) − r = ǫ
and use the strong Markov property to split the quantities of interest. The processes ∆(n) are
split into two parts: the one stopped at τn and the post-τn contribution. The latter corresponds
to exp(αx)∆˜(n) for the process ξ˜t = ξτn+t − ξτn which is independent of Fτn . Moreover, note that
τ(rd+1) = τn + τ˜ (exp(−αx)(rd+1 − r − ǫ))
and zooming in at τ(rd+1) translates into zooming in on ξ˜ at the respective time, whereas
{τ(rd+1)n} = {τ˜(exp(−αx)(rd+1 − r − ǫ))n}.
Finally, we may assume that none of the zoomed-in processes over [−T, T ] span both [0, τn] and
(τn,∞) since this is true with arbitrarily large probability for large enough n. This allows to split
the variables of interest into two independent groups under the conditional law specified above.
Next, we construct the measures µn(dx, dǫ) and the functions fn by simply applying bounded
continuous functions to the two quantities of interest, where the latter also include ξ˜t˜i needed
to guarantee the stable convergence. Weak convergence of measures follows from the inductive
assumption and the facts that τn → τ(r), r(n) → r and ξ is continuous at τ(r). Convergence of
fn(xn, ǫn) for (xn, ǫn)→ (x, 0) follows from Lemma 9 with rn → r given by
exp(−αxn)(rd+1 − r − ǫn)→ exp(−αx)(rd+1 − r).
It is left to glue back the limits, where the only dependence comes from x needed to reconstruct the
process (∆t)≥0 and the variables ξτ(r)+t˜i . Finally, note that convergence still holds when ξτn+t˜i
are replaced by ξτ(r)+t˜i in the pre-limit. This yields the stated stable convergence for d + 1, and
the proof is complete. 
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5. Zooming-in on pssMp
5.1. The result. Self-similarity of X implies that n1/αXt/n (with X starting at x) has the law of
Xt (starting at xn
1/α). There is, however, a different scaling resulting in a limit process as n→∞,
which we now state. Importantly, it provides a zooming-in limit for the pssMp X and connects
it to the zooming-in limit for ξ. It is noted that this result does not require the assumption (2).
Furthermore, this result is somewhat related to the law of iterated logarithm for Xt at small times,
see [21, Thm. 7.1] and [23, §2.3].
Theorem 11. Under the assumption (A1) there is the convergence for any x > 0
(18) an(Xt/n − x)t≥0 st→ x1−α/β(ξ̂t)t≥0, R ∋ n→∞,
where ξ̂ is independent of F and 1/β is its Hurst index.
Furthermore, (A1) is equivalent to the weak convergence of an(X1/n− 1) to a non-zero limit for
x = 1.
Proof. For all t ∈ [0, T ] we have
an(Xt/n − x) = xanξτ(x−αt/n)(1 + oP(1)),
where the oP(1) term depends on T and not on t. It is left to show that
(19) sup
t≤T
|τ(x−αt/n)n− x−αt| P→ 0,
since then by continuity of subordination [30, Thm. 13.2.2] at the limiting time change x−αt, and
anξ·/n
st→ ξ̂ we find
(anξτ(x−αt/n))t≤T
st→ (ξ̂x−αt)t≤T d= x−α/β(ξ̂t)t≤T .
Finally,
t/n− τ(t/n) =
∫ τ(t/n)
0
(eαξs − 1)ds = τ(t/n)oP(1),
which firstly shows that nτ(x−αT/n) is stochastically bounded and thus also establishes (19).
Next, assume that an(X1/n − 1) d→ Z 6= 0 for x = 1. Then
anξτ(1/n) = an(e
ξτ(1/n) − 1)(1 + oP(1)) d→ Z.
But τ(1/n)n
P→ 1 and according to Proposition 12 below we must have
anξ1/n
d→ Z.
The proof is now complete. 
Let us note that the non-zero weak limit of an(X1/n−1), when it exists, is necessarily ξ̂1. In fact,
this assumption is equivalent to a seemingly weaker assumption, namely that an(Xt/n−x) d→ Z 6= 0
for some t, x > 0. Importantly, Theorem 11 allows to identify ξ̂ directly without determining the
corresponding process ξ first. An application of this will be given in §6 below.
5.2. On convergence of Le´vy processes at random times. The following basic result is
essential for the second statement in Theorem 11, and it maybe useful in various other settings.
Somewhat surprisingly, it is not contained in the standard monographs.
Proposition 12. Consider a sequence of Le´vy processes ξn and assume that ξnTn
d→ Z for some
random times 0 ≤ Tn P→ 1. Then ξn1 d→ Z.
Importantly, we do not assume that ξn and Tn are independent. The main difficulty is in proving
that ξn1 is tight, which is the content of the following two Lemmas.
Lemma 13. Assume that 0 ≤ Tn P→ 1 and ξnTn
P→ 0 for a sequence of Le´vy processes ξn such that
(20) P(sup
t≤1
|ξnt | > 1) ≤ 1/2.
Then ξn1
P→ 0.
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Proof. Suppose for contradiction that there exist ǫ, δ > 0 such that
lim inf
n→∞
P(ξn1−δ < −2ǫ) > 0.
Let ξ′nt = ξ
n
1−δ+t − ξn1−δ be the incremental post-(1− δ) process. Then
P(ξnTn > −ǫ, |Tn − 1| < δ, ξn1−δ < −2ǫ) ≤ P(ξn1−δ < −2ǫ)P(ξ
′n
2δ > ǫ),
where on the right-hand side we used independence of ξ′ and ξn1−δ. By the initial assumption we
readily obtain
pn := P(ξ
n
2δ > ǫ)→ 1 as n→∞.
Applying strong Markov property at first passage times we now find
1/2 ≥ P(ξn1 > 1) ≥ p⌈1/ǫ⌉n
for all n, given that 2δ⌈1/ǫ⌉ < 1. In this case the right-hand side tends to 1, which is a contradiction.
Similar reasoning works when P(ξn1−δ > 2ǫ) is assumed to be bounded away from 0. Thus we
conclude that for any ǫ > 0 and small enough δ > 0 we have
P(|ξn1−δ| > ǫ)→ 0 as n→∞.
Fix arbitrary h, ǫ > 0 and choose δ small so that P(|ξn1−2δ| < ǫ) and P(|ξn1−δ| < ǫ) are larger
than 1− h for all large n. Thus P(|ξnδ | < 2ǫ) > 1− 2h implying that P(|ξn1 | < 3ǫ) > 1− 3h, which
completes the proof. 
Lemma 14. The conclusion of Lemma 13 is true without the assumption (20).
Proof. We choose the maximal bn such that (20) is satisfied for ξ
′n
t = bnξ
n
t :
bn = sup{b ∈ (0, 1] : P(sup
t≤1
|bξnt | > 1) ≤ 1/2}.
Since bn is upper bounded by construction, we still have ξ
′n
Tn
P→ 0. Now the previous lemma
implies that bnξ
n
1
P→ 0, and then according to the standard theory [19, Thm. 15.17] we also have
convergence on the process level. By the continuous mapping theorem we find
bn sup
t≤1
|ξnt | P→ 0,
whereas by maximality of bn it must be that P(supt≤1 |2bnξnt | > 1) > 1/2 for any bn < 1. Hence
bn = 1 for all large n and the proof is complete. 
Proof of Proposition 12. Take any sequence 0 ≤ hn → 0 and note that hnξnTn
P→ 0. By Lemma 14
we also have hnξ
n
1
P→ 0. According to [19, Lem. 4.9] the sequence ξn1 is tight. It is standard [19,
Prop. 5.21] that every subsequence has a weakly convergent further subsequence ξnk1 . Then it must
be [19, Thm. 5.12] that the limit is Z ′1 for some Le´vy process Z
′, and ξnk
d→ Z ′, see [19, Thm.
15.17]. But Z ′ is necessarily continuous at time 1 a.s., and thus ξnkTnk
d→ Z ′(1) showing that Z ′1 and
Z have the same distribution. Thus ξnk1
d→ Z and the proof is now complete. 
6. Application to self-similar Le´vy processes conditioned to stay positive
6.1. Definition and properties. Let X0 be a non-monotone 1/α-self-similar Le´vy process. In
particular, X0 is either (I) a drift-less Brownian motion (α = 2) or (II) a strictly α-stable Le´vy
process with α ∈ (0, 2). Without real loss of generality we may fix the scale, and so in case (I) we
assume that X0 is a standard Brownian motion. We also define the negativity parameter
ρ = P(X01 < 0) ∈ (0, 1),
which additionally must satisfy α− 1 ≤ αρ ≤ 1 and, in particular, ρ = 1/2 in case (I).
Let X be the process X0 conditioned to stay positive when started from x > 0. Formally it is
defined via Doob’s h-transform [9]:
(21) P↑x(A) := h
−1(x)E[h(x +X0t )1{A}1{x+X0t>0}], t ≥ 0, A ∈ Ft,
where h(x) = xαρ, see also [5] for the case when X0 is a general Le´vy process. We write (X,P) for
the pair (x+X0,P↑x) and specify x > 0 separately when needed. Let us also mention that the new
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law in (21) coincides with the limit of P(A|x+X0s > 0) as s→∞, explaining the name ’conditioned
to stay positive’. Importantly, X is a strictly positive pssMp with Hurst parameter 1/α. Such
processes naturally arise in limit theory concerned with extremes, first passage times and Skorokhod
reflection, see [15, 16] and references therein. Importantly, in case (I) the process X is Bessel-3.
As before, let ξ be the Le´vy process in the Lamperti representation (1) of X . In case (I)
the process ξ is a Brownian motion with unit variance and drift 1/2, see [10]. In case (II) the
Le´vy triplet of ξ has been identified in [9], excluding the non-symmetric Cauchy case. It is worth
mentioning that ξ has no Brownian component, and its Le´vy density behaves as the Le´vy density
of the original stable process X0 both at 0+ and at 0−. Furthermore, ξ is a pure jump process
when α ∈ (0, 1). Finally, we note that [9, Eq. (17)] has a typo: the second term should come with
a minus sign, which only affects the drift parameter.
Importantly, Theorem 11 allows to identify ξ̂ and to verify assumption (A1) without the knowl-
edge of ξ. It turns out that ξ̂ has the law of the original process X0 and, in particular, β = α.
Proposition 15. Let X be X0 conditioned to stay positive. Then the assumption (A1) is satisfied
with
an = n
1/α, ξ̂
d
= X0.
Proof. According to Theorem 11 we only need to verify that
n1/α(X1/n − 1) d→ X01
for x = 1 as R ∋ n→∞. Using (21) and self-similarity of X0 one easily verifies that
P(n1/α(X1/n − 1) ≤ z) = E[(n−1/αX01 + 1)αρ1{X01≤z}1{n−1/αX01>−1}],
for any z ∈ R. But the right-hand side converges to P(X01 ≤ z) since X01 has no atoms, and we are
done. 
Alternatively, one may prove Proposition 15 using the knowledge of the Le´vy triplet of ξ by
checking the conditions of [15, Thm. 2]. The latter approach requires verification that the drift
parameter of ξ is zero in case α < 1, and this is how we found a typo in [9]. Furthermore,
calculations are somewhat tedious in the symmetric Cauchy case, whereas the triplet of ξ in the
non-symmetric case is not yet available.
In various applications the law of interest corresponds to the weak limit of P↑x as x ↓ 0, which
corresponds to the conditioned process started at 0. This can be approximated by taking small
x > 0, which then results in large r = x−αt. This does not seem to be a problem due to the
structure of L(r) and the fact that ξt →∞ as t→∞.
6.2. Simulations. Here we present a small simulation study in order to illustrate our results. For
simplicity, we take a standard Brownian motion conditioned to stay positive (Bessel-3 process) as
the pssMp X of interest. Let us stress that simple and exact simulation methods exist for Bessel-3
process, and our only purpose is to illustrate the results of §3. In this case α = 2, an =
√
n, ξ is
a Brownian motion with unit variance and drift 1/2, whereas ξ̂ is a standard Brownian motion,
see Proposition 15. We also note that assumption (A2) is satisfied since the density gt(x, y) in
Lemma 17 is indeed jointly continuous in t, x, y > 0, see [8, 1.8.8, p. 613].
We start X at x = 1 and simulate at time t = 1. Hence X1 = exp(ξτ(1)). We use two
rather coarse discretization grids corresponding to n = 10 and n = 100. The true quantities are
computed using N = 106, so that ξ(N) and X(N) are used in place of ξ and X , respectively.
The process ∆ in (6) is approximated by taking ξ(N) in the Brownian integral and removing the
sum over jump times, which must be 0 in the case of continuous ξ. Finally, τ(1) is replaced by
τN (1). Importantly, the increments of ξ
(N) are assembled into the increments of ξ(n), so that
the two processes correspond to the same sample path. These sample paths are then reused in
construction of the limit variables.
In Figure 2 below we compare the distributions of n(τ(1) − τn(1)) and the limit L(1), see
Proposition 2. All histograms are based on simulation of 10,000 independent copies of the relevant
random variable. In red we have n(τ(1) − τn(1)) and in blue we have L(1). Since some values
are quite large the histogram has been trimmed to contain at least 98% of the realizations. More
precisely the lower limit is the minimum of the 1%-quantiles for n(τ(1)− τn(1)) and L(1), and the
upper limit is the maximum of the 99%-quantiles. We discuss these large values in detail later.
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Let us remark that already at n = 10 we see very similar histograms and at n = 100 the fit is even
better.
−1 0 1 2 3 4
(a) n = 10
−1 0 1 2 3 4
(b) n = 100
Figure 2. Histograms for n(τ(1) − τn(1)) in red and L(1) in blue trimmed to
contain at least 98% of the realizations.
In Figure 3 we depict the discretization errors for the pssMp itself. That is, we compare the
distributions of
√
n(X1 −X(n)1 )/X1 in red and the limit ξ̂L(1)+U in blue, see Corollary 6. The fit
is worse than in Figure 2, which is to be expected since now we combine the error in time and the
zooming-in approximation. Again we have trimmed the histograms to contain at least 98% of the
realizations.
−2 −1 0 1 2
(a) n = 10
−2 −1 0 1 2
(b) n = 100
Figure 3. Histograms for
√
n(X1−X(n)1 )/X1 in red and ξ̂L(1)+U in blue trimmed
to contain at least 98% of the realizations.
In order to understand the extreme values of L(1) and n(τ(1)− τn(1)) we depict a sample path
in Figure 4a which results in large values of both variables. In this case n = 10. Notice that I(n)
hits 1 right before exp(αξt) vanishes (−ξt becomes large), whereas I hits 1 upon much later. This
illustrates how n(τ(1) − τn(1)) can become very large. Furthermore, exp(αξτ(1)) = Xα1 is close to
zero and so L(1) = −∆τ(1)X−α1 can be large as well. It seems that heaviness of the tails of L(1) is
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determined by X−α1 ; for the Bessel-3 process this quantity has a power tail with exponent −3/2,
see [8, 1.0.6, p. 373].
0 5 10 15
0
1
2
(a) The processes exp(αξt) and
exp(αξ
(n)
t
) in respectively blue and red
with n = 10.
0 5 10 15
0
1
(b) Integrals of the processes in Figure
4a. The colored dashed lines mark τ (1)
and τn(1).
Figure 4. A sample path and corresponding integrals producing extreme values
of L(1) and n(τ(1)− τn(1)).
In conclusion, discretization provides the standard rate of convergence n−1/α, but the limit
variables normally exhibit heavy-tails.
7. Extensions and comments
7.1. Trapezoidal approximation. An interesting modification of our approximation scheme is
obtained by considering the trapezoidal rule (instead of the left Riemann sum) in computation of
the integral It, so that the points (i/n, exp(αξi/n)) are connected by straight lines. Importantly, all
the results and proofs of this paper continue to hold true given that Theorem 1 and the definition
of ∆ in (6) are adjusted accordingly, which we now discuss.
Observe that the trapezoidal approximation I˜(n) satisfies
I˜
(n)
i/n = I
(n)
i/n + (f(ξi/n)− f(0))/(2n)
and hence the form of the new limiting process is intuitively clear:
∆˜t =
σ2√
12
∫ t
0
f ′(ξs)dW
′
s +
∑
m:Tm≤t
(f(ξTm)− f(ξTm−))(κm −
1
2
),
that is, the bias (f(ξt)− f(0))/2 is removed from (6).
Theorem 16. The trapezoidal approximation I˜(n) satisfies
n
(
I[tn]/n − I˜(n)[tn]/n
)
t≥0
st→ (∆˜t)t≥0.
Proof. The proof requires only some simple adaptations of the proof in [18, Ch. 6]. Firstly, we
note that the reduction of the problem in §6.2.2 is still true, because of the u.c.p. convergence of
processes in (6.2.13). Secondly, (6.3.6) now contains our new term, which is rewritten using Itoˆ’s
formula, and the limiting expression in (6.3.7) is modified accordingly. The expressions, in fact,
become even shorter, and the rest of the proof applies. 
It must be noted that this result can not be directly retrieved from [18, Thm. 6.1.2] and the
basic relation between left Riemann sum and trapezoidal rule. The problem is that the continuous
mapping theorem does not apply for the sum of the two processes of interest since both com-
ponents may jump at the same time. This issue does not arise in the setting of continuous Itoˆ
semimartingales considered in [2].
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7.2. Absolute continuity of the inverse. Here we establish a sufficient condition for (A2) in
terms of the integral It and the end-value exp(αξt). We assume that the pair
(It, Yt) =
( ∫ t
0
exp(αξs)ds, exp(αξt)
)
has a density gt(x, y) for all t > 0. Recall that τ(r) is defined by the relation Iτ(r) = r, and that
we need simple conditions implying that the pair (τ(r), Yτ(r)) has a density for all r > 0.
Lemma 17. Assume that gt(x, y) is jointly continuous in x, y, t > 0. Then for any r > 0
P(τ(r) ∈ dt, Yτ(r) ∈ dy) = ygt(r, y)dtdy, t, y > 0.
Proof. For fixed r > 0 and 0 < a < b <∞ consider
F (t) = P(τ(r) ≤ t, Yτ(r) ∈ [a, b]), t ≥ 0.
We note that it is sufficient to show that F (t) is a (left-) continuous function with the right-
derivative
(22) ∂+F (t) =
∫ b
a
ygt(r, y)dy =: f(t)
for all t > 0. This is so, because f is continuous and so with G(t) =
∫ t
0
f(u)du we have ∂+(F (t)−
G(t)) = 0 for all t > 0, implying that F (t) coincides with G(t) on t > 0 up to a constant. By
taking t ↓ 0 we see that this constant is 0 and hence
F (t) =
∫ t
0
∫ b
a
ygu(r, y)dydu
establishing the claim.
For h > 0 we note the identity
(23) F (t+ h)− F (t) = P(It < r ≤ It+h, Yτ(r) ∈ [a, b]).
Moreover, It+h = It+YtI
′
h with I
′
h corresponding to ξ
′
u = ξt+u−ξt, and so the latter is independent
of Ft. Next, we note for any z > 0 that
1
h
P(It < r ≤ It + Ytzh, Yt ∈ [a, b]) = 1
h
∫ b
a
∫ r
r−yzh
gt(x, y)dxdy → z
∫ b
a
ygt(r, y)dy.(24)
This follows from the mean value theorem and the fact that gt(x, y) is bounded for x of interest.
Define ∆′h = exp(α supu≤h ξ
′
u) and note that I
′
h ≤ h∆′h. Moreover, for any ǫ > 0 we may
choose c > 1 large enough so that P(∆′h > c) < ǫh for h small enough. This can be seen from the
inequality [13, Lem. 2, p. 420]
P(sup
u≤h
|ξ′u| > log c/α) ≤ (1 + o(1))P(|ξ′h| ≥ log c/(2α)),
and the standard bounds on the right-hand side, see the argument in [28, Lem. 30.3]. Thus in
the following we may always assume that ∆′h ≤ c. Similarly, we may also assume that ∆′h =
exp(α infu≤h ξ
′
u) ≥ c ∈ (0, 1).
Now, we readily find that
P(It < r ≤ It + Ytch, Yt ∈ [a/c, b/c],∆′h > 1 + ǫ) = o(h)
and the analogous statement with ∆′h < 1− ǫ. Hence we have the following upper bound on (23)
P(It < r ≤ It + YtI ′h, I ′h < ch, Yt ∈ [a/(1 + ǫ), b/(1− ǫ)])
up to some negligible terms, and a similar lower bound. It is left to condition on I ′h/h, to apply
the arguments from (24) and to notice that
lim
h↓0
E(Ih/h1{Ih/h<c}) = 1,
where the latter is a consequence of the mean value theorem and the dominated convergence
theorem. Hence (22) is now proven. Left-continuity of F (t) follows from P(It−h < r ≤ It−h +
(b/c)ch)→ 0. 
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