Testing an integer programming problem for feasibility is equivalent to testing whether or not the right-hand side belongs to a certain integral monoid. Results on the structure of an integral monoid are discussed in relation to the integer programming feasibility problem.
Introduction
Consider the integer programming problem max {CX /Ax = b, x E 2: } , where 2, denotes the nonnegative integers. This integer programming problem is feasible if and only if b is an element of the integral monoid generated by the columns of A. An integral monoid is the integral analogue of a cone. Definition 1.1. An integral monoid Y is a set of integral vectors containing 0 which is closed under addition, and, redundantly, scalar multiplication by a positive integer. If B is a finite set of integer vectors, we denote by man(B) the integral monoid generated by the members of B. Such an integral monoid is said to be finitely generated. If A E Z""", then man(A) will denote the integral monoid generated by the columns of A.
Given a matrix A EZRA", the integer programming problem max{cx(Ax=b, XEZ:} (*) is feasible if and only if b is an element of man(A).
A duality holds for integral monoids that is analogous to the duality of polar cones, and involves Chvatal functions. The reader who is unfamiliar with Chvatal functions is referred to Blair and Jeroslow [l], Ryan and Trotter [S], or Schrijver [9] for background.
Briefly, the Chva'talfunctions are the smallest class of functions which contain the set of linear functions with rational coefficients and which are closed under the operations of taking nonnegative rational combinations and rounding down. Each Chvatal function f may be represented as a finite binary tree where each node of the tree is either:
{XEZmlfi(X)20, i= 1, . . ..p}.
(ii) man(A) = cone(A) fl zmod(A) * there are functions fi in C", i = 1, . . . , p, such that mon(A)={xeZmlJ;,(x)rO, i= 1, . . ..p}.
Thus finitely generated integral monoids man(A) which are of the form man(A) = cone(A) fl Z" or man(A) = cone(A) fl zmod(A) have been characterized in terms of their Chvatal constraints. As is indicated below, it is also possible to characterize these special types of integral monoids in terms of their generators. Definition 1.5. Let S = {si, ~2, . . . , sp} be a finite set and let k be a nonnegative integer. Define and box!(S)= I
If A is a matrix, then box$(A), with R = Q or R = Z, will denote the box generated by the columns of A.
The following lemma was suggested by an anonymous referee. The argument used in its proof is similar to that used in [4] to show that every cone has a Hilbert basis. 
Proof. It is clear that man(B) = boxy c cone(B). Now suppose that x~cone(B).
Then there exists a nonnegative rational vector y = (ui, . . . . _JJ,) such that
and for each i, yi -LyiJ is a nonnegative rational less than 1. The second term is clearly in man(B). As is discussed in Section 3, when the integral monoid man(A) is one of the two special types above, the integer programming problem (*) can be tested for feasibility in polynomial time.
Before proceeding to the next section, we note the following two results which will be referred to later. Lemma 1.10 is a strengthening of a result given in [6, 81. Since f is superadditive, it then follows that f(lx) =f'(lx) for all XE Z", whenever kfll* Further, let I be a positive integer such that kfdoes not divide 1. Then either k&l or d,/'I. In the former case there exists an XEZ" such that g(fx)<g'(/x). Since fsg and f'= g' we have that f (Ix) <f'(lx). In the second case, there exists an x E Z" such that g'(fx) $ Z. Then
( In the next section, we investigate a decomposition for integral monoids that leads to ideas for testing integer programming problems for feasibility. We indicate special cases where the test may be practical, particularly if feasibility is being tested for many different right-hand sides.
A decomposition of integral monoids
Consider the integer programming problem (*) and the integral monoid man(A) generated by the columns of A. With respect to testing feasibility of (*) we may assume that A has full row rank. Let D be the least common multiple of the magnitudes of the determinants of the m x rn nonsingular submatrices of A. 
man(A) = box:(A) + (cone(A) n kZm).
Proof. By Lemma 2.1, and the above comment, it suffices to find a k for which cone( kZm c man(A). Two choices of k which work are given here. An example of a case where k= 1 and D may be quite large is when the system yA~0 is totally dual integral (TDI). It is easy to see (see e.g. [2] ) that if yA ~0 is TDI, then man(A) = cone(A) fl Z". In this case the functions of Theorem 1.2 are linear (by Theorem 1.4) and k = 1. But in general D will be much larger than 1. Of course if A is a totally unimodular matrix, then k = D = 1.
We now describe a third way to compute an integer k such that cone(A) fl kZm C man(A). (The method to follow simplifies the method given in an earlier version of this paper, and is the suggestion of an anonymous referee.) Choose Since b E (det(Bi)(Zm, by Cramer's rule, x is integer, and b E man(A). 0
Clearly, if k is obtained as in Proposition 2.4, it will be true that k/D. This approach to computing k is related to the knapsack problem in Section 3. With respect to testing integer programming feasibility, it is important to find a k that works and is as small as possible. In the following section, the above decomposition is related to testing integer programming problems for feasibility.
Integer programming feasibility
As noted above, testing the integer programming problem (*) for feasibility is equivalent to testing whether the right-hand side vector b belongs to the integral monoid generated by the columns of A. We first consider the special cases discussed in Section 1.
Consider the integer programming problem (*) and suppose that the integral monoid man(A) generated by the columns of A is such that man(A) = cone( Zm. (As noted in Section 2, this corresponds to the case where the system {yAsO} is totally dual integral, and properly includes those cases where the matrix A is totally unimodular.) Then for all b E Zm, the integer programming problem (*) is feasible if and only if its linear programming relaxation is feasible. In this case, feasibility of (*) can be tested in polynomial time using, for example, Karmarkar's algorithm.
If the integral monoid man(A) is such that Y= cone(A)nzmod(A), then (*) can still be tested for feasibility in polynomial time. The integer programming problem with right-hand side b is feasible if and only if b is an element of both cone(A) and zmod(A). As above, it can be tested whether or not b E cone(A) using Karmarkar's algorithm.
Whether or not b~zmod(A) can be tested using polynomial time Hermite normal form methods (see e.g. Domich, Kannan and Trotter [3] ) and back substitution.
The intent of this section is to further develop the decomposition of Section 2 in such a way that leads to ideas for testing an arbitrary integer programming problem for feasibility.
Issues of implementation have been addressed at only a superficial level.
Let k be an integer such that cone(A)nkZm C man(A) as in Section 2. Then man(A) = box:(A) + (cone(A) n kZm). A straightforward feasibility test would be, for each do box:(A), to check whether (b-d) E cone(A) f7 kZm. In general this would involve generating and storing the up to k" elements of box:(A), and solving a linear programming problem for any de box;(A) such that (b -d) E kZ". Unless k and/or n are small, this approach is not likely to be practical. However, refinements of this approach are discussed below which may be practical for certain types of integer programming problems, particularly if feasibility is being tested for many different right-hand sides. Suppose the elements of box: (A) are such that they each can be expressed uniquely as a nonnegative combination of the elements of S using only integers less than k. (This assumption will be abandoned in the following paragraph.) Then box:(A) can be considered to be an Abelian group with operation @ defined by
Ax@Ay=A((x+y)(mod k)).
Since any "overflow" after the mod operation is contained in cone(A)nkZm, denoting the group box;(A) by G we can write man(A) = G + cone(A) n kZm.
If it is not the case that the elements of box;(A) have a unique representation, we can still consider box:(A) as a group G by viewing two different representations of the same element of box:(A) to be two different elements of G. Thus the group G really corresponds to the coefficients of the elements of box:(A), but it will be convenient to think of the elements of box?(A) as the elements of G. Here, the k" elements of box$(A) are generated and stored (possibly externally) with each coset being stored in a block. Alternatively, one could choose to store only one representative from each coset, and the kernel K. In this case a coset would be recomputed when needed by adding (in @ addition) all elements of K to the representative of the coset. A linear programming problem must be solved for each element of the coset.
Note that there can be up to km cosets (this happens when q is surjective). In this case there are knmm elements in each coset. There can be at most k" elements in a coset; this occurs when box:(A) c kZ" and K is the only coset.
The above algorithm lends itself very nicely to parallelism. The generation of box?(A) can be done completely in parallel with no processor ever idle. Similarly, for each right-hand side b for which feasibility is to be tested, once the appropriate coset is extracted, the linear programs could be solved entirely in parallel, with no processor ever idle. This is unlike the parallelism of enumeration algorithms where each processor is assigned a branch in the enumeration tree. In such a parallelization processors are idle until the number of branches is equal to the number of processors, and the speed up per processor decreases as the number of processors increases.
A serious problem with these ideas is that a large amount of storage is required. Even if the cosets are stored externally in blocks (or if K is stored and cosets computed as needed), for any given right-hand side, a full coset must be brought into memory. The following further refinement is introduced with this problem in mind.
As With this observation in mind, we make the following definition. Definition 3.1. For each coset C of G, define the support set of C to be any minimal set S(C) satisfying: for every c in C, there exists d in S(C) and r in cone(A) such that c = d + r. We will call any element of S(C), a support of C. Note that S(K) = (0) always.
As noted above, given b E.Z?, once q(b) = C has been determined, it is only necessary to solve a linear program for each d E S(C) to determine whether or not
b-dEcone(A).
It is also only necessary to store S(C) for each coset, rather than the whole coset.
It is not difficult to find examples where the support of a coset is the whole coset itself, thus this "refinement" may not always be a refinement at all. However, other examples show that the support of a coset is often much smaller than the coset itself.
The following examples illustrate the ideas of this section so far. It was seen above that k=2 is obtained from the method of Proposition 2.4. Table 1 summarizes the structure of box:(A) where the set S is the columns of A. The numbers in round parentheses are the coefficients in {O, 1, . . . , k -l}" used to get that particular member of box:(A). The first row gives the elements of (0, I , . . . . k-l}", i.e., the range of q. The columns correspond to the different cosets. The first column is K. It is easy to see in this example that the first element of each coset supports that coset, so each coset has only one support. If we use 0=2 as k, we get the coset structure as shown in Table 2 . (0110) ll,ll (1000) [3, -11 (1010) [5,-l] (1101) [3, -11 (1111) h-11
In this example the homomorphism q is not surjective and so there are fewer than k" cosets. Here, in the only coset other than K, two supports are needed, [l, -l] and [ -1, 11.
The remainder of this section will investigate instances where each coset has only one element in its support. In particular single constraint integer programming problems always have this property. Note that if each coset has only one support, then determining whether or not b E man(A) requires only identifying the coset q(6), and for the single support d of that coset, solving a linear programming problem to determine whether or not b -d E cone(A). Also, only one element per coset must be stored in this case.
Consider the case where the matrix A is such that cone(A) = -cone(A). Then whenever c and d are in the same coset of box:(A), we of course have c-d E cone(A) and d -c E cone(A). In this case any element of each coset could be chosen to be the single support.
The following propositions illustrate two more cases where only one support is needed for each coset. Before proving this proposition, it should be noted that the conditions of the proposition do not imply that all cosets have only one element. This is because nonunique representation of the zero vector is possible. So although all the elements of K may be the zero vector, only one of them is the 0 of G. The storage required is proportional to k, but after the initial work of finding the supports of the cosets of box;(A) is completed, feasibility can be tested for a given right-hand side in time linear in n.
To conclude, we outline two examples where the methods given here may be of real practical interest. A simple example where one may want to test an integer programming feasibility for many right-hand sides comes from an activity planning model, where one or more of the constraints correspond to budget limitations. If certain other constraints (for instance nonnegative demands) eliminate the zero vector as a feasible solution, it often would be of interest to test various budget configurations for feasibility before attempting to solve the optimization problem.
These methods could be very useful for applications where (for instance) a routing problem must be solved daily, with only the demands in the system changing from day to day. Since the cosets can be stored externally, only the coset of interest would have to be drawn into memory on a given day.
