Abstract. Let M be a closed, oriented, and connected Riemannian n-manifold for n ≥ 2. We show that if the rational homology of M is not isomorphic to that of the n-sphere, the topological entropy h(f ) of any non-injective and non-constant uniformly quasiregular self-map f on M equals the log of the degree of f , which verifies Shub's conjectural inequality for such f . The proof builds on the machineries of ergodic theory on Lebesgue probability spaces and of currents from geometric measure theory and on our recent works on ergodic theory and Sobolev cohomology for manifolds admitting uniformly quasiregular dynamics.
Introduction
Shub's conjecture [33, §V] states that the topological entropy h(f ) of a continuous self-map f : M → M on a closed manifold M is at least log s(f * ), where s(f * ) is the spectral radius of the action of f to the homology of M . For C ∞ -smooth maps, the conjecture was proved by Yomdin [36] in 1987.
In holomorphic dynamics, Gromov proved in a preprint from 1977 [8] that the topological entropy h(f ) of a holomorphic map f : CP m → CP m of degree at least 1 is log deg f . For holomorphic self-maps on the 2-sphere, the result follows also from a theorem of Lyubich [19] on the existence of a unique measure of maximal entropy. These theorems yield a complete picture for the topological entropy of holomorphic self-maps on Riemann surfaces. Indeed, since all holomorphic maps T 2 → T 2 are covering maps and on surfaces of higher genus all holomorphic maps are homeomorphisms, the topological entropy of a holomorphic self-map on a Riemann surface is always the logarithm of the degree. It is also easy to verify that the spectral radius of the map agrees with the degree for these maps.
One direction in Gromov's argument is based on a general result of Misiurewicz and Przytycki [26] that, for a C 1 -smooth self-map f : M → M of a closed and oriented manifold M , the logarithm of the degree log | deg f | is a lower bound for the topological entropy. Note that, for a continuous map f : M → M on a closed, connected, and orientable n-manifold, the induced homomorphism f * : H n (M ) → H n (M ) is the map c → (deg f )c. Hence log | deg f | is also a trivial lower bound for log |s(f * )|. We refer to a survey of Katok [18] for a detailed discussion on the spectral radius in the dynamics of continuous self-maps and Shub's conjecture.
The C 1 -smoothness of the map has a crucial role in the proof of Misiurewicz and Przytycki, which is based on the use of cochain given by the pointwise Jacobian of the map. The same is true also for method of Yomdin based on real-algebraic sets. In uniformly quasiregular dynamics, which is a higher dimensional analog of holomorphic dynamics, the mappings are assumed to be Sobolev and the pointwise information given by classical C 1 -smoothness is not present. We may however ask whether the quasiconformality assumptions on the dynamics compensate for the lack of pointwise information. Under additional cohomological assumptions on the space, this turns out to be the case for the entropy of the map.
A continuous map f : M → N between oriented Riemannian n-manifolds M and N is K-quasiregular for K ≥ 1 if f belongs to the Sobolev space W 1,n loc (M, N ) and satisfies the distortion inequality (1.1)
Df (x) n ≤ KJ f (x) for Lebesgue a.e. x ∈ M ;
here Df is the operator norm of the differential Df of f and J f is the Jacobian determinant J f = det Df , that is, J f vol M = f * vol M . In this terminology, quasiconformal maps are quasiregular homeomorphisms, and 1-quasiregular maps between Riemann surfaces are holomorphic; see e.g. Rickman [30, Section I.2] and references therein. As a technical point, we mention that by a theorem of Reshetnyak, a quasiregular map is either a discrete and open map or constant. In particular, for a non-constant quasiregular map between closed and oriented manifolds, the degree is positive. A quasiregular self-map f : M → M is uniformly K-quasiregular if all of its iterates f k = f •k = f • · · · • f for k ≥ 1 are K-quasiregular. Uniformly quasiregular maps admit rich dynamics akin to dynamics of holomorphic maps of one complex variable. We refer to a survey of Martin [23] for a detailed account on uniformly quasiregular maps, and merely mention here that a uniformly quasiregular map f : M → M induces a measurable conformal structure on M in which the mapping f could be considered as rational map of M . Towards Shub's conjecture for this class of maps, the main theorem in [16] shows that the spectral radius s(f * ) of a uniformly quasiregular self-map f : M → M is the logarithm of the degree log deg f .
As an extension to his theorem, Gromov proved an estimate (1.2) h(f ) ≤ log deg f + (dim M ) log K for a K-quasiregular self-map f : M → M ; see [8, (5.0) ]. The proof applied to a uniformly quasiregular map f : M → M immediately yields a better estimate h(f ) ≤ log deg f . We show that this inequality is an equality if M is not a rational cohomology sphere; recall that an n-manifold M is a rational cohomology sphere if H * (M ; R) is isomorphic to H * (S n ; R). Together with the result on the spectral radius, we obtain the following theorem.
Theorem 1.1. Let f : M → M be a uniformly quasiregular self-map of degree at least 2 on a closed, connected, and oriented Riemannian n-manifold
where B Γ (y, r) = Γ ∩ B N k (y, r) with distance in N k induced by the product Riemannian metric.
Questions and comments. In the case of Riemann surfaces, holomorphic dynamics has a clear trichotomy into different cases: the sphere S 2 carries a rich theory with various examples, on the torus T 2 the mappings are socalled Lattés maps, and on higher dimensional surfaces the theory collapses to dynamics of homeomorphisms. On higher-dimensional Riemannian manifolds, a similar trichotomy seems to arise in uniformly quasiregular dynamics. The sphere S n and other spherical space forms admit a rich theory, see e.g. Iwaniec-Martin [12] , Peltonen [28] , and Martin-Peltonen [22] . The torus T n and its branched quotients admit uniformly quasiregular maps of Lattés type, see e.g. Mayer [25] and Martin-Mayer-Peltonen [21] . Finally, the existence of a uniformly quasiregular map M → M on a closed manifold yields that the manifold M is so-called quasiregularly elliptic, that is, there exists a non-constant quasiregular map R n → M ; see Kangaslampi [14] [3] . More precisely, the dimension of the cohomology ring H * (M ; R) of M is at most 2 n by the main theorem of [15] ; see also Prywes [29] .
To complete this picture, it becomes a question whether a general quasiregularly elliptic manifold carries a uniformly quasiregular mapping of higher degree, and whether these mappings are actually Lattés maps if the manifold in question is not a rational cohomology sphere. Encouraged by results and conjectures of Martin and Mayer in [24] , we expect the second question to have a positive answer. The following conjecture is from [15] : Conjecture 1.3. Let M be a closed, oriented, and connected Riemannian n-manifold for n ≥ 2 which is not a rational cohomology sphere. Then every uniformly quasiregular self-map f of M comes from the Lattès construction.
In [24] Martin and Mayer show that a uniformly quasiregular map S n → S n having a set of positive measure of conical points is a Lattés map. Since the method of Martin and Mayer is robust, the question becomes whether non-trivial cohomology implies that the set of conical points has positive Lebesgue measure. We find the question interesting since, as pointed out in Martin-Mayer [24] , it is similar to the invariant line field conjecture of Mané, Sad, and Sullivan [20] .
We finish this introduction by some comments on uniformly quasiregular dynamics on the n-sphere S n . Due to the lack of non-trivial cohomology, the result of the first named author is not our disposal and we obtain only the upper bound h(f ) ≤ log deg f for the entropy of a uniformly quasiregular self-map f : S n → S n . To our knowledge it is an open question whether h(f ) ≥ log deg f .
Organization of the article. Essentially the article consists of two parts; section 2 discussing the preliminaries on quasiregular maps is common to both of these. In the first part (Sections 3-4), we prove the lower bound h(f ) ≥ log deg f for the topological entropy using Lyubich's method based on measure theoretic entropy.
In the second part (Sections 5-8) we recall first some results in the Federer-Fleming theory of currents in Section 5. In Sections 6 and 7, we then discuss the proof of Theorem 1.2 based on Gromov's original argument. Finally, in Section 8, we recall how Gromov's entropy estimate (1.2) and the upper bound h(f ) ≤ log deg f follow from Theorem 1. 2. any open set W ⊂ M and f −1 {y} ⊂ M is discrete for every y ∈ N . Moreover, f satisfies the Lusin (N)-condition, that is, f (E) ⊂ N is Lebesgue null if E ⊂ M is a null set. The branch set B f of f is the set of points at which f fails to be a local homeomorphism. The branch set B f has topological dimension at most n − 2 by the Cernavskii-Väisälä theorem (see [34] ) and Lebesgue measure zero.
For E ⊂ M and y ∈ N , the multiplicity N (f, y, E) of f at y with respect to E is #(f −1 {y} ∩ A). We set also N (f, y) := N (f, y, M ), N (f, E) := sup y∈N N (f, y, E), and
As a preliminary step for the definition of the local index of f at x, we denote by B N (y, r) the metric ball of radius r > 0 centered at y ∈ N in N . Since f is discrete and open, there exists, for each x ∈ M , a radius r x > 0 for which the x-component U (x, f, r x ) of the preimage
and induces a homomorphism
where the cohomology classes c U (x,f,rx) and c B N (f (x),rx) are generators of H n c (B N (x, r); Z) and H n c (U (x, f, r x ); Z), respectively, induced by orientations of M and N . The local index is independent on r x and hence welldefined. Note that, if f is non-constant, we have i(x, f ) ≥ 1 for each x ∈ M and we have the characterization that x ∈ B f if and only if i(x, f ) > 1.
More globally, for a quasiregular map f : M → N between closed, oriented, and connected Riemannian n-manifolds M and N , the degree deg f ∈ Z of f is the integer satisfying f * (c N ) = (deg f )c M for generators c M and c N of H n (M ; Z) and H n (N ; Z), respectively. Again, if f is non-constant, then deg f ≥ 1 and
In particular, we have
We refer to the monograph of Rickman [30, Chapter I] for a more detailed discussion on these properties of quasiregular mappings.
2.2.
Uniformly quasiregular self-maps. Let f : M → M be a uniformly quasiregular self-map of a closed, oriented, and connected Riemannian nmanifold M . The Fatou set F (f ) of f is the region of normality of the family {f k : k ∈ N}, that is, the set of all points x ∈ M for which {f k |U :
The Julia set J(f ) is non-empty if deg f > 1. In this case, there exists by [27] an f -balanced probability measure µ f on M , that is,
The existence of the pull-back measure follows from the push-forward of continuous functions under quasiregular maps; see Heinonen-Kilpeläinen-Martio [11, Section 14] . The measure µ f is the weak- * -limit of the measures (deg f k ) −1 (f k ) * vol M , where we identify the volume form vol M with the Lebesgue measure on M and tacitly assume that vol M (M ) = 1, and the support of µ f is the Julia set J(f ) of f . From now on, we use the notation µ f to denote this particular measure.
By [15, Theorem 1.2] , the measure µ f is absolutely continuous with respect to the Lebesgue measure if the manifold M is not a rational cohomology sphere. Thus, similarly as in the holomorphic dynamics of one complex variable, we have that the branch set has µ f -measure zero. We record this fact as a lemma for the further use.
Lemma 2.1. Let M be a closed, oriented, and connected Riemannian nmanifold for which H n (M ; Q) ∼ = H * (S n ; Q), and let f : M → M be a uniformly quasiregular map of degree at least 2. Then
Proof. By Rickman [30, Proposition I.4.14] and an application of bilipschitz charts, the sets 
For any ε > 0 and Y ⊂ X k+1 , we also define the counting function
for the discrete volume of Y at scale ε.
A graph over X is by definition a subset of X 2 . For any Γ ⊂ X 2 , the k-chain of Γ is defined by
: (x j−1 , x j ) ∈ Γ for any j ∈ {1, . . . , k}}, and for each ǫ > 0, we set
The entropy h(Γ) of Γ is
note that the limit on the right hand side always exists. The Bowen-Dinaburg definition of the topological entropy h(f ) of a continuous self-map f on X is
where Γ (id X ,f ) := (id X , f )(X) ⊂ X 2 is the graph f . The topological entropy is a topological invariant whenever (X, d) is compact [4] .
3.1.1. Entropy, volume, and density. Let M be a closed Riemannian nmanifold. For each k ∈ N, we let H n to be the Hausdorff n-measure on the (nk)-dimensional product Riemannian manifold M k .
For each ε > 0, the ε-density
where
and the logarithmic density lodn(Γ) of Γ by
where, for each ǫ > 0,
For completeness, we include a proof of the following key estimate.
. Let M be a closed Riemannian n-manifold and let Γ ⊂ M 2 be a graph. Then
Proof. Let k ≥ 2, ε > 0, and δ > 0, and let d be the induced Riemannian distance in M and d k,∞ be the sup-metric on M k+1 induced by d. We show first that
Let N ∈ N and suppose that a set
Thus (3.2) follows. Having (3.2) at our disposal, we observe that, for each ε > 0,
Thus, (3.1) holds. 3.2. Kolmogorov-Sinai entropy. Let (X, Σ, µ) be a complete probability Lebesgue space. Note that, for a complete separable metric space X and a Borel σ-algebra B X in X, the completion (X, B * X , µ * ) of a probability space (X, B X , µ) is a Lebesgue space; see [31, §2, No. 7] . As usual, we denote (X, Σ, µ) by X for simplicity.
Let P X be the set of all partitions of X. For each ξ ∈ P X , let
be the projection induced by ξ, which associates each x ∈ X with the unique element ξ(x) of ξ containing x. Given a partition ξ ∈ P X , we say that a subset A ⊂ X is a ξ-subset if A is a finite union of elements of ξ ∈ P X . A partition ξ ∈ P X is measurable if there is an at most countable collection (B α ) α∈I of measurable ξ-subsets in X having the following property:
For any C, C ′ ∈ ξ, there exists α ∈ I for which either
We say that a partition η ∈ P X refines the partition ξ ∈ P X if any element in η is contained in some element in ξ. The refinement of partitions induces a partial order ≤ to the set P X of all partitions by ξ ≤ η if η refines ξ. For any measurable ξ, η ∈ P X , let ξ ∨ η be the minimal measurable ζ ∈ P X satisfying both ξ ≤ ζ and η ≤ ζ.
The factor space X/ξ of X with respect to a measurable partition ξ ∈ P X is the probability space (ξ, (π ξ ) * Σ, µ ξ ), where µ ξ is the measure
This quotient space X/ξ is also a complete probability Lebesgue space. A collection ((C, Σ|C, µ C )) C∈ξ , or in short (µ C ) C∈ξ , is called a canonical system of probability measures associated to a measurable partition ξ ∈ P X if (a) for µ ξ -a.e. C ∈ X/ξ, (C, Σ|C, µ C ) is a complete probability Lebesgue space, and
is measurable on X/ξ, and
Rokhlin's disintegration theorem asserts that there exists an essentially unique canonical system of probability measures associated to a measurable ξ ∈ P X , that is, for any canonical systems (µ C ) C∈ξ and (µ ′ C ) C∈ξ , we have
where ξ + ⊂ ξ is the collection of all µ-non-null elements of ξ. Note that ξ + is at most countable.
The conditional entropy H(ξ|η) of a measurable partition ξ ∈ P X with respect to a measurable partition η ∈ P X is
where ξ C is the partition of C ∈ η induced by ξ and (µ η C ) C∈η is a canonical system of probability measures associated to η.
is measurable on X/η. We refer to [32, §4 and §5] for this and similar details.
The Kolmogorov-Sinai entropy h µ (f ) of a measure-preserving self-map f on a complete probability Lebesgue space (X, Σ, µ) is defined by
The Kolmogorov-Sinai entropy is already determined by finite partitions, that is,
ξ∈P X : finite and measurable
Recall that a partition ξ ∈ P X is finite if it has finitely many elements. For more details, see [32, §7 and §9].
Proof of the lower bound
In this section, we prove the entropy lower bound. We formulate this goal as a proposition.
Proposition 4.1. Let f : M → M be a uniformly quasiregular map of degree at least 2 on a closed, oriented, and connected Riemannian n-manifold M satisfying
Recall that by the variational principle, we have that
for the topological entropy h(f ) of f . Thus Proposition 4.1 yield the desired lower bound in Theorem 1.1.
As already discussed, the invariant measure µ f is absolutely continuous with respect to the Lebesgue measure on M by [15, Theorem 1.2] . For the application of Kolmogorov-Sinai entropy, we note that in particular (M, B * M , µ f ) is a complete probability Lebesgue space. By Lemma 2.1, we further have that the branch set B f and its image f B f have zero µ f -measure.
For the calculation of entropy, let
Indeed, let j ∈ N. Then, for each x ∈ f −j {y}, we have f −1 {f (x)} ⊂ f −j {y}, and hence
For the entropy estimate h µ f (f ) ≥ log deg f , it suffices to prove the following lemma.
Lemma 4.2. Let f : M → M be a uniformly quasiregular map of degree at least 2 on a closed, oriented, and connected Riemannian n-manifold M , which is not a rational cohomology sphere. Then,
Indeed, once Lemma 4.2 is at our disposal, we may conclude the proof of Proposition 4.1 as follows.
Proof of Proposition 4.1.
where y ∈ M is the point for which C = f −1 {y}.
Thus, by (3.5) and (4.1), we have
Proof of Lemma 4.2. For each C ∈ f −1 ε M , let ν C be the measure
By Rohklin's theorem it suffices to show that (C, B M |C, ν C ) C∈f −1 ε M is a canonical system of probability measures associated to f −1 ε M ∈ P M . Indeed, recall that for every x / ∈ f −1 f (B f ), we have i(x, f ) = 1 and #f −1 {f (x)} = deg f . Thus, by Lemma 2.1, for (µ f ) f −1 ε -a.e. C ∈ f −1 ε and any x ∈ C, we have i(x, f ) = 1. Hence, by Rokhlin's theorem, for
which proves (4.2).
To show that (C, B M |C, ν C ) C∈f −1 ε M is a canonical system of probability measures, we observe first that the condition (a) is obvious, so it suffices to prove the condition (b). To simplify the notation, let ξ = f −1 ε M .
We observe first that, since each C ∈ ξ is finite, the intersection A ∩ C is also finite for each measurable set A ⊂ M . Thus A ∩ C is ν C -measurable for each measurable set A ⊂ M .
We show next that, for a measurable set A ⊂ M , the function M/ξ → R, C → ν C (A ∩ C), is measurable. Let A ⊂ M be a measurable set. For each x ∈ M , we have that
By the proof of [30, Proposition I.4.14 (c)], the function y → N (f, y, A) is lower semicontinous. Hence the function x → N (f, f (x), A) is also lower semicontinuous and, in particular, measurable. Since
It remains to show the disintegration property, that is, for each measurable set A ⊂ M , we have
Let ϕ : M → R be a continuous function and denote by ϕ ξ : M/ξ → R the function
Note that, for each x ∈ M , we have
Since µ f is f -balanced, that is, f * µ f = (deg f )µ f , we have by the definition of the pull-back that
Let now A ⊂ M be a measurable set and let
Hence, for every j ∈ N, we have
as j → ∞. Hence, (4.3) holds. This completes the proof.
Preliminaries on currents
We move now to the discussion of Gromov's argument on the upper bound h(f ) ≤ log deg f of the topological entropy. As a technical tool in the proof, we use Federer-Fleming currents and we recall some basic results in this section. We refer to Federer [5, Chapter 4] for details.
5.1. Currents. Let U ⊂ R n be open, and for each m ∈ {0, 1, . . . , n}, let C ∞ 0 (∧ m U ) be the space of all differential m-forms on U having coefficients in 
Thus ∂ U ∂ U T = 0 for any T ∈ D m (U ). For each c ∈ R, the multiplication cT is defined in the obvious manner. Furthermore, for each l-form τ ∈ C ∞ (∧ l U ) for l ∈ {0, . . . , m}, the interior multiplication
5.2. The mass of currents, normal currents, and integral representations. Let W be an n-dimensional R-vector space having an inner product ·, · . For each m ∈ {1, . . . , n}, the m-th exterior product space (the m-vector space) ∧ m W of W is equipped with the Grassmann inner product
We denote the induced norm on ∧ m W by | · |. The m-covector space ∧ m W * of W also has the Grassmannian inner product and norm induced by the duality isomorphism W → W * given by v → (w → v, w ) for v, w ∈ W . The comass ξ M of an m-covector ξ ∈ ∧ m W * is defined by
where we say an m-vector w ∈ ∧ m W is simple if it can be written as w = w 1 ∧· · ·∧w m . Similarly, the mass w M of an m-vector w ∈ ∧ m W is defined by
These are norms on ∧ m W * and ∧ m W satisfying |ξ| ≥ ξ M for any ξ ∈ ∧ m W * and |w| ≤ w M for any w ∈ ∧ m W , respectively. For more details, see [5, Section 1.8] .
Let U be an open set in R n and m ∈ {0, 1, . . . , n}. For each open subset V ⊂ U , the mass of an m-current T ∈ D m (U ) over V is defined by
here, and in what follows, we denote A ⋐ B if A is a subset compactly contained in B.
An
) be the space of all normal (resp. locally normal) m-currents on U .
Currents of finite mass admit an integral representation.
Lemma 5.1. For every T ∈ D m (U ) satisfying M U (T ) < ∞, there exist a measurable tangent m-vector field T on U and a Radon measure µ T on U such that for every ω ∈ C ∞ 0 (∧ m U ),
Let T ∈ D m (U ) be a current of finite mass on an open set U ⊂ R n and let µ T be a Radon measure and T an m-vector field representing T as in (5.1). Thus, for an open set V ⊂ U , we may define the m-current
For further details, we refer to [5, Sections 4.1.5 and 4.1.7]
5.3. Push-forward of currents. Let U ⊂ R n 1 and V ⊂ R n 2 be open, T ∈ D m (U ), and let h : U → V be a smooth map such that the restriction h| spt T : spt T → V is proper; note that, if spt T ⋐ U , then h| spt T is proper. The push-forward h * T of T under the map h is the m-current h * T ∈ D m (V ) defined as follows. For every ω ∈ C ∞ 0 (∧ m V ), let ψ ∈ C ∞ 0 (U ) be a function satisfying ψ ≡ 1 on some open neighborhood of (spt T ) ∩ (h −1 spt ω), and set (h * T )(ω) = T (ψ · h * ω).
The values of h * T are independent on the choice of ψ.
Since h * dω = dh * ω for any ω ∈ C ∞ (∧ m V ), we have
For more details, we refer to e.g. [5, sections 4.1.7 and 4.1.14].
Slicing of currents. Let
which is open, and the slice of T by h at t is
The following lemma gathers the key properties of the slices of currents used in the forthcoming discussion. The argument in the proof is similar to that in [5, Section 4.2.1] and we omit the details.
(i) T, h, t− ∈ N m−1 (U ) for Lebesgue a.e. t ∈ (a, b), and (ii) the function t → M U ( T, h, t− ) on (a, b) is lower semicontinuous, and
The Ahlfors regularity of images in Euclidean spaces
As mentioned in the introduction, the upper bound for the entropy h(f ) follows from an application of the uniform Ahlfors regularity estimate in Theorem 1.2 to the images of maps (id, f, . . . , f k ) : M → M k+1 . We begin by proving a Euclidean counterpart of Theorem 1.2. For the statement, given Γ ⊂ (R n ) k , we denote Γ y,r = B kn (y, r) ∩ Γ for y ∈ R nk and r > 0.
Proposition 6.1. Let Ω ⊂ R n be an open subset for n ≥ 2, k ∈ N, and let f 1 , . . . , f k : Ω → R n be non-constant K-quasiregular maps for some
Then there exists a constant C = C(n) > 0, depending only on n, having the property that, for each y ∈ Γ and any r > 0 satisfying g −1 (Γ y,r ) ⋐ Ω, we have
We prove Proposition 6.1 following Gromov's argument in [8] . For the rest of this section, let g : Ω → R kn be a map as in Proposition 6.1. The map g : Ω → R nk is continuous and in W 1,n loc (Ω, R nk ). As previously, we set
for each y ∈ Γ and each A ⊂ Ω, N (g, y) := N (g, y, Ω) for each y ∈ Γ, and
For each j ∈ {1, . . . , k}, let pr j : (R n ) k → R n be the j-th projection (z 1 , . . . , z k ) → z j . Then pr j • g = f j .
We define a measurable function |J g | on Ω by
where (e 1 x , . . . , e n x ) is the standard basis of T x Ω. Note that, for k > 1, the map g : Ω → R nk does not have a well-defined Jacobian determinant J g . We call the function |J g | the n-Jacobian of g.
6.1.
The upper Ahlfors bound. The upper bound for H n (Γ y,r ) follows from the measures H n (pr j (Γ y,r )) of the projections pr j (Γ y,r ) and the multiplicity of the restrictions pr j |Γ y,r , which in turn can be estimated in terms of the multiplicity of the maps f j . We formulate this as a lemma.
Lemma 6.2. Let Ω ⊂ R n be an open subset, f 1 , . . . , f k : Ω → R n be Kquasiregular mappings, g = (f 1 , . . . , f k ) : Ω → R nk , and Γ = g(Ω) ⊂ R nk .
Then for every open subset U ⊂ Γ satisfying g −1 U ⋐ Ω, we have
The upper bound in Proposition 6.1 follows now immediately. Indeed, since Γ y,r is open in Γ, we have, by (6.2) , that
where C(n) > 0 depends only on n. Thus it suffices to prove Lemma 6.2. We begin by showing that the map g has the Lusin property.
Proof. For each j ∈ {1, . . . , k}, the j-th component f j of g = (f 1 , . . . , f k ) is quasiregular, and we may therefore fix an exponent p j > n of local higher integrability for Df j . Then the proof of Bojarski and Iwaniec in [2, Section 8.1] shows that there is C(n, p j ) > 0 depending only on n, p j such that if
Pick a common exponent p > n of higher integrability for all Df j , j ∈ {1, . . . , k}. Then by Hölder's inequality and standard estimates, there exists C(n, k, p) > 0 depending only on n, k, p such that if Q i ⊂ Ω are cubes with disjoint interiors, then
Now the proof of the Lusin condition follows by intersecting the set of zero measure E with a compact subset A ⊂ Ω, covering E ∩ A with a collection of cubes with disjoint interiors and arbitrarily small total measure, and using the above estimate to show that g(E ∩ A) has arbitrarily small H n measure.
Since the maps f j : Ω → R n are K-quasiregular, we have the following estimate for the n-Jacobian of g = (f 1 , . . . , f k ) : Ω → R nk . Lemma 6.4. Let Ω ⊂ R n be an open subset, f 1 , . . . , f k : Ω → R n be Kquasiregular mappings, g = (f 1 , . . . , f k ) : Ω → R nk , and Γ = g(Ω) ⊂ R nk . Then, for Lebesgue almost every x ∈ Ω, we have
Proof. Since
we have, by the distortion bound (1.1) for f j and Hölder's inequality, that
for Lebesgue a.e. x ∈ Ω.
The last ingredient is the proof of Lemma 6.2 is an area formula for g. N (g, y, A) dH n (y).
Proof. The map g is in W 1,n loc (Ω, R kn ), and by Lemma 6.4, we have |J g | ∈ L 1 loc (Ω). Hence, the Sobolev area formula [9, Theorem 11] implies that (6.3) holds for someg in the Sobolev equivalence class of g. Moreover, since g is Lusin (N) by Lemma 6.3, we haveg = g by the discussion in [9, p. 239].
We are now ready for the proof of Lemma 6.2.
Proof of Lemma 6.2. Let U ⊂ Γ be an open set satisfying g −1 U ⋐ Ω. Then, for each y ∈ U , we have N (g, y, U ) ≥ 1. Thus, by Lemmas 6.5 and 6.4, we have
Since f j = pr j •g, the change of variables for quasiregular mappings yields
which completes the proof.
6.2. The lower Ahlfors bound. In this section, we prove the lower estimate in Proposition 6.1. The lower bound is obtained by considering a current [Γ y,r ] associated to Γ y,r and two estimates which we combine in the following proposition. We define the current [Γ y,r ] after the statement and devote the rest of this section for the proofs of the estimates.
Proposition 6.6. Let Ω ⊂ R n be an open subset for n ≥ 2, k ∈ N, and let f 1 , . . . , f k : Ω → R n be non-constant K-quasiregular maps for some
Then there exists a constant C = C(n) > 0 depending only on n having the property that
r n for each y ∈ Γ and r > 0 for which g −1 (Γ y,r ) ⋐ Ω.
The lower bound in (6.1) follows immediately from this lemma and hence the proof of this lemma completes the proof of Proposition 6.1.
Although the notation may suggest otherwise, we do not define the current [Γ y,r ] directly by integration over Γ y,r , rather as the push-forward of the integration over g −1 (Γ y,r ).
Let y ∈ Γ and r > 0 be such that Ω y,r = g −1 (Γ y,r ) ⋐ Ω. In this case, g|Ω y,r : Ω y,r → B nk (y, r) is a proper map. Indeed, let S ⊂ B nk (y, r) be compact. Then g −1 S is a closed subset of Ω. Moreover g −1 S ⊂ g −1 B nk (y, r) = Ω y,r ⊂ Ω y,r . Since Ω y,r ⊂ Ω, we have that g −1 S = g −1 S ∩ Ω y,r is a closed subset of Ω y,r by relative topology. Since Ω y,r is compact, g −1 S is compact.
Since
where g * ω is a measurable n-form in Ω, is well-defined.
To show that [Γ y,r ] is a current, denote, for every ω ∈ C ∞ 0 (∧ n R kn ),
Then, for Lebesgue a.e. x ∈ Ω,
We are now ready to prove the upper bound in Proposition 6.6. Lemma 6.7. Let Ω ⊂ R n be an open subset for n ≥ 2, k ∈ N, and let f 1 , . . . , f k : Ω → R n be non-constant K-quasiregular maps for some K ≥ 1 such that max j∈{1,...,k} N (f j ) < ∞. Let g = (f 1 , . . . , f k ) : Ω → R kn and Γ = g(Ω) ⊂ R kn . Let y ∈ Γ and r > 0 be such that g −1 (Γ y,r ) ⋐ Ω. Then the functional [Γ y,r ] is a current in D n (R kn ) and
Proof. For every ω ∈ C ∞ 0 (∧ n R kn ), we have, by (6.6) and Lemma 6.5, that
To show that [Γ y,r ] is a current it suffices now to observe that, for a converging sequence
Since differential forms are sections of covectors, we have the point-wise estimate (ω j ) x M ≤ |(ω j ) x | for almost every x ∈ Ω. Thus λ ω j → 0 as j → ∞. Since H n (Γ y,r ) < ∞ by (6.2), [Γ y,r ] is continuous and hence a current. Moreover, the mass estimate (6.7) follows from the estimate (6.8).
We move now to prove the lower bound in Proposition 6.6. We begin by proving that the current [Γ y,r ] is locally normal. Lemma 6.8. Let Ω ⊂ R n be an open subset for n ≥ 2, k ∈ N, and let f 1 , . . . , f k : Ω → R n be non-constant K-quasiregular maps for some
Proof. Since Ω y,r = g −1 (Γ y,r ) ⋐ Ω, the map g|Ω y,r is also in W 1,n (Ω y,r , R kn ). Hence, by e.g. [6, Proposition 4.1], for every ω ∈ C ∞ 0 (∧ n−1 B kn (y, r)), we have dg * ω = g * dω ∈ L 1 (∧ n Ω y,r ) and g * ω ∈ L n/(n−1) (∧ n−1 Ω y,r ), where dg * ω is defined in the weak sense, that is,
for every ψ ∈ C ∞ 0 (Ω y,r ). Since g * ω is compactly supported in Ω y,r , there exists, by a standard convolution argument, a sequence (ω j ) of (n − 1)-forms in
that is, the boundary ∂ B kn (y,r) [Γ y,r ] vanishes.
Currents [Γ y,r ] restrict naturally to currents [Γ y,r ] for t ∈ (0, t).
Lemma 6.9. Let Ω ⊂ R n be an open subset for n ≥ 2, k ∈ N, and let
Proof. Let t ∈ (0, r) and let (A i ) be an increasing sequence of compact subsets exhausting B kn (y, t), that is,
0 (B kn (y, t)) be a function for which 0 ≤ ψ i ≤ 1 and For any ω ∈ C ∞ 0 (∧ n R kn ), by Ω y,t ⋐ Ω and the inner regularity of the Radon measure µ T , we have
and Ω y,t ⋐ Ω, we have for every ω ∈ C ∞ 0 (∧ n R kn ), by (6.6) and Lemma 6.4 , that
Having these estimates at our disposal, we conclude that, for each ω ∈ C ∞ 0 (∧ n R kn ), we have
This completes the proof. Lemma 6.10. Let Ω ⊂ R n be an open subset for n ≥ 2, k ∈ N, and let f 1 , . . . , f k : Ω → R n be non-constant K-quasiregular maps for some K ≥ 1 such that max j∈{1,...,k} N (f j ) < ∞. Let g = (f 1 , . . . , f k ) : Ω → R kn and Γ = g(Ω) ⊂ R kn . Let y ∈ Γ and r > 0 be such that g −1 (Γ y,r ) ⋐ Ω. Then, for every t ∈ (0, r),
Proof. Let t ∈ (0, r). By Lemma 6.9 and (5.3), we have that
Similarly, by Lemmas 6.8 and 6.7, we have
Let now h y : R nk → R be the 1-Lipschitz function x → |x − y|. Then h −1 y (−∞, t) = B nk (y, t) and, by Proposition 5.2, we have
and ∂ B kn (y,r) [Γ y,s ] = ∂ R kn [Γ y,s ] for all 0 < s ≤ t < r, we have
as claimed.
We finish this section with an isoperimetric estimate for the currents [Γ y,r ] -this is the other key estimate in the proof of the lower Ahlfors bound.
Lemma 6.11. Let Ω ⊂ R n be an open subset for n ≥ 2, k ∈ N, and let f 1 , . . . , f k : Ω → R n be non-constant K-quasiregular maps for some K ≥ 1 such that max j∈{1,...,k} N (f j ) < ∞. Let g = (f 1 , . . . , f k ) : Ω → R kn and Γ = g(Ω) ⊂ R kn . Let y ∈ Γ and r > 0 be such that g −1 (Γ y,r ) ⋐ Ω. Then there is a constant C = C(n) > 0 depending only on n such that, for Lebesgue almost every t ∈ (0, r), we have
Proof. For every t ∈ (0, r), by Lemmas 6.7, 6.5, and 6.4, we have
where Ω y,t = g −1 (Γ y,t ).
Let ψ t ∈ C ∞ 0 (∧ n R n ) be a function satisfying 0 ≤ ψ t ≤ 1 and ω t |Ω y,t = H n |Ω y,t as measures, where ω t = ψ t vol R n . Let also j ∈ {1, . . . , k}. Then
it suffices to, for almost every t ∈ (0, r), verify the isoperimetric inequality
for each j ∈ {1, . . . , k}. We show that (pr j ) * [Γ y,t ] satisfies the assumptions for the isoperimetric inequality for n-currents in [5, 4.5.9(31) ]. More precisely, we show that (pr j ) * [Γ y,t ] is locally normal and satisfies (pr j ) * [Γ y,t ] = L n g, where g : R n → Z is measurable and compactly supported and L n is the Lebesgue measure in R n .
Let j ∈ {1, . . . , k}. Since pr j is 1-Lipschitz, we have
By Lemma 6.10, we also have that M R kn ([Γ y,t ]) < ∞ for almost every t ∈ (0, r). Thus
Hence (pr j ) * [Γ y,t ] is a normal current for almost every t ∈ (0, r).
Let ω ∈ C ∞ 0 (∧ n R n ). Then, by the change of variables,
where u t : R n → N is the function z → N (f j , z, Ω y,t )χ f j (Ωy,t) . Since u t has compact support, we conclude that, by the isoperimetric inequality for ncurrents [5, 4.5.9(31) ], there exists C = C(n) > 0, depending only on n, for which (6.9) holds. The claim follows.
6.2.3. Proof of Proposition 6.6. The final ingredient in obtaining the proof of Proposition 6.6 is a variant of the Bihari-LaSalle inequality [1] , which in turn is a nonlinear generalization of Grönwall's inequality.
Lemma 6.12. Let n > 1 be an integer, a > 0, and C > 0. Let also g ∈ L (n−1)/n loc ([0, a]) be a function for which g > 0 Lebesgue almost everywhere on (0, a) and
n (s) ds for almost every t ∈ (0, a). Then g(t) ≥ C n n t n for almost every t ∈ (0, a).
Then G is absolutely continuous, non-decreasing on [0, a], and positive on (0, a). Thus,
Since G(0) = 0, we have for almost every t ∈ (0, a) that
Proof of Proposition 6.6. By Lemmas 6.10, 6.11 and 6.12, there exists a constant C = C(n) > 0, depending only on n, for which
Since min j∈{1,...,k}
by Lemma 6.7, we conclude that
where C = C(n) > 0 and C ′ = C ′ (n) > 0 depend only on n. The proof is complete.
Proof of Theorem 1.2
In this section, we prove Theorem 1.2 using Proposition 6.1. We use the same notation as before. Given a Riemannian n-manifold N , k ∈ N, and a subset Γ ⊂ N k , we denote Γ y,r = B N k (y, r) ∩ Γ for y ∈ N k and r > 0.
Our first goal is to prove a small scale version of Proposition 1.2.
Lemma 7.1. Let M and N be closed, connected, oriented Riemannian nmanifolds, and let
. Then there exists λ > 0 depending only on N and f 1 and having the property that, for all y ∈ Γ and r ∈ (0, λ/4), we have
Proof. Let M be a finite cover of M by smooth 2-bilipschitz charts (U, ϕ) of M . For each x ∈ M , there exists a radius r x > 0 having the property that, for each r ∈ (0, r x ), U (f 1 , x, r x ) is a normal neighborhood of x with respect to f 1 satisfying f (U (f 1 , x, r)) = B N (f (x), r). Thus there exists a finite cover N of N by smooth 2-bilipschitz charts (V, ψ) with the property that, for each (V, ψ) ∈ N , each component of f
−1
1 V is contained in an element of M. Let λ > 0 be a Lebesgue number of N , that is, for every y ∈ N , we have B n (y, λ) ⊂ V for some (V, ψ) ∈ N . Note that λ depends only on the first map f 1 , and neither on k nor the remaining maps f j .
Let x ∈ M , y = g(x), and 0 < r < λ/4. We first consider the cube of balls
We note that
Since we may further assume that the images of ϕ i : U i → R n are mutually disjoint, the map ϕ : g −1 Q λ → R n , defined by ϕ|W i = ϕ i |W i for each open set W i , is a locally 2-bilipschitz embedding.
We set now Ω = ϕ(g −1 Q λ ) and let
. . , k}. Since ϕ −1 and each ψ j is locally 2-bilipschitz, the maps f ′ j are 2 4n K-quasiregular. We are therefore in position to apply Proposition 6.1 on g ′ . We denote Γ ′ y,t = σ(Γ∩Q λ )∩B kn (σ(y), t) for t > 0, and obtain a constant C = C(n) > 0 depending only on n for which
Hence, the problem of the upper bound reduces to estimating the Hausdorff measure H n of the entire set Γ, and hence to a global counterpart of Lemma 6.2 on closed manifolds. We state this as follows.
Lemma 7.3. Let M and N be closed, connected, oriented Riemannian nmanifolds, and let f 1 , . . . , f k : M → N be non-constant K-quasiregular maps M → N . Let also g = (f 1 , . . . , f k ) : M → N k and Γ = g(M ). Then there exists a constant C = C(n) > 0, depending only on n, for which
The upper bound for the Hausdorff measure in Theorem 1.2 follows now almost immediately using Lemma 7.3 and the same observation as in the proof of the lower bound. We record the final piece of the proof of Theorem 1.2.
Proof of Theorem 1.2. By Lemma 7.2, it remains to show that, there exists a constant C > 0 depending only on n, M , N , and f 1 for which (7.2) H n (Γ(y, r)) ≤ Ck
Let λ > 0 be as in Lemma 7.1. We consider two cases. By Lemma 7.1, there exists a constant C ′ = C ′ (n) > 0 depending only on n for which (7.2) holds with C ′ for r ∈ (0, λ/4).
Suppose now that r ≥ λ/4. Then by Lemma 7.3 there exists a constant C ′′ = C ′′ (n), depending only on n, for which
where the constant C ′′′ depends only on n, λ, and N . Since λ depends only on f 1 and the Riemannian metrics on M and N , it suffices to take the maximum of the obtained constants C ′ and C ′′′ . This completes the proof of Theorem 1.2.
It remains to prove Lemma 7.3. Since we were unable to locate a suitable version of the area formula for continuous Sobolev maps between closed manifolds, we give a hands-on proof based on the area formula for Sobolev functions in charts. For this reason, we begin by recalling a version of the Vitali covering theorem. In this section, we conclude the proof of the entropy equality h(f ) = log deg f . We give first the entropy upper bound in the case of quasiregular self-maps and then finish the proof of Theorem 1.1. The argument is otherwise the same as in [8, Chapter 5] .
In the following theorem, we use the notation K(f ) for the smallest distortion constant of the quasiregular map f : M → M . Theorem 8.1. Let f : M → M be a K-quasiregular self-map on a closed, oriented, and Riemannian n-manifold M . Then h(f ) ≤ log deg f + n · lim sup k→∞ log K(f k ) k ≤ log deg f + n log K.
Proof. Let M be a closed, connected, and oriented Riemannian n-manifold, n ≥ 2, K ≥ 1, and let f : M → M be a non-constant K-quasiregular selfmap. Recall that, by Theorem 3.1,
where Γ (id M ,f ) = (id M , f )(M ) ⊂ M 2 is the graph of f . For each k ∈ N, let g k := (id M , f, f 2 , . . . , f k ) : M → M k+1 and
By Theorem 1.2, there exists C = C(n) > 0, depending only on n, such that, for each y ∈ Chain k (Γ (id M ,f ) ) and ε ∈ (0, diam M ), we have On the other hand, we have either by Theorem 1.2 or by Lemma 7.3, that
Combining the estimates (8.1) and (8.2), we obtain the upper bound
