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Abstract
Let p be an odd prime number and k a finite extension of Qp . Let K/k be a totally ramified elementary
abelian Kummer extension of degree p2 with Galois group G. We determine the isomorphism class of
the ring of integers in K as an oG-module under some assumptions. The obtained results imply there
exist extensions whose rings are ZpG-isomorphic but not oG-isomorphic, where Zp is the ring of p-adic
integers. Moreover we obtain conditions that the rings of integers are free over the associated orders and
give extensions whose rings are not free.
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0. Introduction
Let p be an odd prime number. Let k be a p-adic number field and assume k contains a
primitive pth root of unity. Let o be the ring of integers of k and π be a prime element. Let
G be an elementary abelian group of order p2 and K/k be a totally ramified extension with
Galois group G. Then the ring OK of integers in K is an oG-module and a ZpG-module. Elder
and Madan [3] determined the decomposition of OK into indecomposable ZpG-modules for the
extension K/k whose first ramification number is 1. Let K ′/k be another extension with Galois
group G. From their results, we know that if extensions K and K ′ have the same ramification
numbers, then two decompositions of OK and OK ′ into indecomposable ZpG-modules are the
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isomorphic under certain assumptions (Theorem 3 in Section 2), from which we see there exist
extensions such that OK and OK ′ are ZpG-isomorphic but not oG-isomorphic.
Let AK be the ring of oG-endomorphisms of OK . Byott [1] proved there exist Galois ex-
tensions K of degree p2 whose rings OK are AK -free modules. In the previous paper [6], we
obtained conditions for OK to be AK -free for cyclic Kummer extensions K . In this paper, we ob-
tain the similar conditions (Theorem 4 in Section 3) and show OK is not AK -free for elementary
abelian extensions K satisfying certain assumptions (Theorem 5 in Section 3).
Finally we mention results stated in Section 1. We first deal with Kummer extensions L of
degree p and recall the fact that if the first ramification numbers c1(L/k) are equal, then the
rings OL are isomorphic (Theorem 1). Next we deal with elementary abelian Kummer extensions
of degree p2. Let α and β be Kummer elements of OK with K = k(α,β) and o[α,β] be the
order generated by α and β in OK . Then we obtain the invariant factors of o[α,β] in OK for
extensions K satisfying some properties (Theorem 2).
1. Invariant factor
We first recall the results about Galois module structure of rings OL of Kummer extensions L
of degree p. Let valk denote the valuation of k and e0 = valk(p)/(p − 1). Let c = c(L/k) be
the first ramification number of a totally ramified extension L. As is well known, 1  c < pe0
and (c,p0) = 1 or c = pe0. By Wyman’s results [8, Corollary 13], there exists a Kummer
element α satisfying valL(α − 1) = pe0 − c for c < pe0 or valL(α) = 1 for c = pe0. Let
di = [valL((α − 1)i)/p] for the one-unit α, where [x] denotes an integer n with n x < n + 1.
As (valL(α − 1),p) = 1, we have
OL =
∑
0i<p
o(α − 1)i/πdi . (1)
We observe di = 0 for 1 i < p if and only if valL(α − 1) = 1, that is, c = pe0 − 1. Then
OL =
∑
i
o(α − 1)i =
∑
i
oαi.
For valL(α) = 1, of course, OL = ∑i oαi . Let L′ be a totally ramified extension of degree p
with G = Gal(L′/k). Then by (1), we have immediately the following results (cf. [4, p. 159,
Theorem 1]).
Theorem 1. Let L′ and L be totally ramified Kummer extensions of degree p. Then OL′ ∼= OL
as oG-modules if and only if c(L′/k) = c(L/k), or c(L′/k) = pe0 − 1 and c(L/k) = pe0 (or
c(L′/k) = pe0 and c(L/k) = pe0 − 1).
Next let K/k be a totally ramified elementary abelian Kummer extension of degree p2 as in
Introduction. Let c1 = c1(K/k) be the first ramification number of K/k. We note 1 c1 < pe0
and (c1,p) = 1, because K/k is a cyclic extension of degree p2 if c1 = pe0 (cf. [7, p. 72]). Let
G2 be the (c1 + 1)th ramification group. Let K1 = KG2 in case G2 is not a trivial group {1}, and
K1 be an arbitrary subextension of degree p in K in case G2 = {1}. Let α be a Kummer element
of K1 with valK1(α − 1) = pe0 − c1 and β be another Kummer element with k(α,β) = K . Then
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a one-unit. By G2 = Gal(K/k(α)) or G2 = {1}, we see c1(K/k(β)) = c1(K/k) and there is a
one-unit γ of K such that γ p ∈ k(β) and valK(γ − 1) = p2e0 − c1(K/k). Then for some one-
unit U of k(β), α = Uγ and α − 1 = U − 1 + U(γ − 1) with valK(U(γ − 1)) = p2e0 − c1. By
(c1,p) = 1, we have (valK(U(γ − 1)),p) = 1 and valK(α − 1) = valK(U − 1). By (1), in case
β is a one-unit, for some element a′i of o for 0 i < p,
U − 1 =
∑
i
a′i (β − 1)i/πd
′
i , (2)
where d ′i = [valK(β − 1)i/p2]. Similarly in case valK(β) = p, we have also, for some ai of o,
U − 1 =
∑
i
aiβ
i .
We define an element f of O by f = α − 1 − (U − 1), and integers dpi+j by dpi+j =
[valK(f i(β − 1)j )/p2] (dpi+j = [valK(f iβj )/p2]) for 0  i, j < p in case β is a one-unit
(a prime element), respectively. Then, recalling (valK(U(γ − 1)),p) = 1, we have immediately
the next proposition.
Proposition 1. Let K/k be as above. Then in case valK(β − 1) > 0, OK =∑0i,j<p of i(β −
1)j /πdpi+j , and in case valK(β) = p, OK =∑i,j of iβj /πdpi+j .
Theorem 2. Let K/k be a totally ramified elementary abelian Kummer extension of degree p2
and let α,β be Kummer elements as above. In case β is a one-unit, assume (p−1)valK(β−1)
valK(α − 1). a′i is an element of oπdi and a set {πdpi+j | 0 i, j < p} is the invariant factors of
the order o[α,β] in OK .
Proof. In case β is a one-unit, for j = j ′, valK(β − 1)j ≡ valK(β − 1)j ′ (mod p2), so for
some i0, valK(U − 1) = valK(a′i0(β − 1)i0/π
d ′i0 ) and valK(a′i (β − 1)i/πd
′
i ) > valK(a′i0(β −
1)i0/πd
′
i0 ) for i = i0. By valK(α − 1) = valK(U − 1) and the assumption,
i valK(β − 1) + valK
(
a′i/πd
′
i
)
> i0 valK(β − 1) + valK
(
a′i0/π
d ′i0
)
= valK(α − 1)
 (p − 1)valK(β − 1),
so valK(a′i/π
d ′i ) 0. The first part of Theorem 2 is proved. The second part immediately follows
from Proposition 1. 
2. Isomorphism classes
Let K/k, α, β be as above. Throughout this section, we assume valK(β) = p and
valK(α − 1) = p2e0 − p. Then c1(k(α)/k) = 1 and c1(k(β)/k) = pe0. We seek an element f
such as stated in Section 1. As valK(α − 1) ≡ p(p − 1) (mod p2), we can take an element a of o
with valK(α − 1 − aβp−1) > valK(α − 1). Then α − 1 − aβp−1 = U − 1 − aβp−1 + U(γ − 1)
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fore valK(α − 1 − aβp−1) = min{valK(U − 1 − aβp−1),valK(γ − 1)}, whence valK(U − 1 −
aβp−1) > p2e0 −p. As p divides valK(U −1−aβp−1), it follows valK(U −1−aβp−1) p2e0,
by which
valK
(
α − 1 − aβp−1)= valK(γ − 1) = p2e0 − 1.
Hence we can put f = α − 1 − aβp−1. Since valK(α − 1) = valK(aβp−1), we have
valk(a) = e0 − 1 and a = a0πe0−1, (3)
where a0 is in the fixed multiplicative system of representatives of the residue field o/(π). As in
Section 1, let dpi+j be defined by
dpi+j =
[
valK
((
α − 1 − aβp−1)iβj )/p2]. (4)
Define a function δn of integers n by
δn = 1 if n > 0 and δn = 0 if n 0.
Denote the remainder on dividing n by p by r(n) (0 r(n) < p). Then from (4), we can easily
prove
Lemma 1. For 0 < i, j < p, dpi+j = ie0 − δ1−j .
Let σ and τ be generators of G such that K〈τ 〉 = k(α) and K〈σ 〉 = k(β). Let θ be a primitive
pth root of unity. We have σ(αiβj ) = θiαiβj and τ(αiβj ) = θjαiβj , replacing σ and τ if nec-
essary. Let K ′/k be another elementary abelian extension of degree p2 with Gal(K ′/k) = G.
Let α′ and β ′ be Kummer elements with k(α′) = (K ′)〈τ 〉 and k(β ′) = (K ′)〈σ 〉. We seek the
conditions OK ′ ∼= OK . Assume there exist an oG-isomorphism Φ :OK ′ → OK . We may as-
sume Φ(1) = 1. Then Ok(α′) ∼= Ok(α) and Ok(β ′) ∼= Ok(β). By Theorem 1, we take α′ with
valK ′(α′ −1) = p2e0 −p and also β ′ with valK ′(β ′−1) = p or valK ′(β ′) = p. Let σ(α′) = θi0α′,
then for i′0 with i′0i0 ≡ 1 (mod p), σ((α′)i
′
0) = θαi′0 and so valK ′((α′)i′0 − 1) = p2e0 − p
clearly. Replace α′ by (α′)i′0 , which is denoted by the same character α′ again. Then we have
σ(α′) = θα′. Let τ(β ′) = θj0β ′, then Φ(oβ ′) = oβj0 because Φ is an oG-isomorphism. More-
over Φ(o(α′)i(β ′)j ) = oαiβr(j0j) and so there exist units upi+j of o with Φ((α′)i(β ′)j ) =
upi+jαiβr(j0j), whence Φ(
∑
0i,j<p o(α
′)i(β ′)j ) =∑i,j oαiβj .
Proposition 2. If OK ′ ∼= OK , then (i) valK ′(β ′) = p and (ii) j0 = 1.
Proof. As valK(α−1) = p2e0 −p, (α−1)β ≡ 0 (mod πe0OK). Let Φ−1(αβ) = u′1α′(β ′)j and
Φ−1(β) = u′0(β ′)j . Suppose valK(β ′ − 1) > 0. As πe0Φ(OK ′) = πe0OK ,
u′1α′(β ′)j − u′0(β ′)j ≡ 0
(
mod πe0OK ′
)
,
so u′1(α′ − 1)(β ′)j + (u′1 − u′0)(β ′)j ≡ 0 (mod πe0). Since valK(α′ − 1) ≡ 0 (mod p2),
u′ (α′ − 1) ≡ 0 (mod πe0), so u′ ≡ 0 (mod π), a contradiction, which completes the proof1 1
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valK ′(α′ −1−a′(β ′)p−1) = p2e0 −1. Then (α′ −1−a′(β ′)p−1)2β ′ ≡ 0 (mod π2e0OK ′). Hence
u2p+1α2βj0 − 2up+1αβj0 + u1βj0 − 2a′up(β ′)pα + 2a′(β ′)p
+ (a′)2(β ′)pup−1βp−j0 ≡ 0
(
mod π2e0OK
)
.
As α = 1 + aβp−1 + U(γ − 1),
u2p+1
(
1 + aβp−1 + U(γ − 1))2βj0 − 2up+1(1 + aβp−1 + U(γ − 1))βj0 + u1βj0
− 2a′(β ′)pup
(
1 + aβp−1 + U(γ − 1))+ 2a′(β ′)p + (a′)2(β ′)pup−1βp−j0
≡ 0 (mod π2e0OK).
Suppose j0 > 1. Since valK(U(γ − 1)βp−1+j0) ≡ valK(U(γ − 1)) (mod p2), 2a′(β ′)p ×
upU(γ − 1) is the only term whose valuation is congruent to valK U(γ − 1) with respect to
the modulus p2. Then
2a′(β ′)pupU(γ − 1) ≡ 0
(
mod π2e0
)
.
By p = 2, up ≡ 0 (mod π), which is a contradiction. Hence j0 = 1. 
In the following, for brevity, identify βp with a prime element π of o and denote a′ by b.
Let (β ′)p = vπ and v = vp0 v′ such that v′ ≡ 1 (mod π) and vp0 is an element of multiplicative
representatives of o/(π). Let β ′′ = v−10 β ′, then (β ′′)p = v′π and α′ − 1 − b(β ′)p−1 = α′ − 1 −
bv
p−1
0 (β
′′)p−1. Denoting β ′′, v′ and bvp−10 by β ′, v and b, respectively, we have (β ′)p = vπ and
v − 1 ∈ (π). (5)
We remark that α′ and β ′ satisfy also the equality (4) where α,β and K are replaced by α′, β ′
and K ′, respectively.
Proposition 3. OK ′ ∼= OK if and only if for 0 pi + j < p2, there exist units upi+j of o such
that
∑
0mli
(
i
l
)(
l
m
)
(−1)i−mbi−lπ i−lvi−l−δi−j−l
· upm+r(j−i+l)αmβj−i+l ≡ 0
(
mod πie0−δ1−j
)
. (6)
Proof. First suppose OK ′ ∼= OK . By Lemma 1 with (3) replacing K by K ′, for α′ and β ′, we
have
(
α′ − 1 − b(β ′)p−1)i (β ′)j ≡ 0 (mod πie0−δ1−j OK ′).
Therefore Φ((α′ − 1 − b(β ′)p−1)i(β ′)j ) ≡ 0 (mod πie0−δ1−j OK). In case j − i + l < 0,
(β ′)p(i−l)+j−i+l = (vπ)i−l−1(β ′)p+j−i+l . Thus by βp = π ,
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( ∑
0mli
(
i
l
)
(−1)i−l
(
l
m
)
(−1)l−mbi−l(β ′)p(i−l)(α′)m(β ′)j−i+l
)
≡
∑
0mli
(
i
l
)
(−1)i−l
(
l
m
)
(−1)l−mbi−lπ i−lvi−l−δi−j−l
· upm+r(j−i+l)αmβj−i+l ≡ 0
(
mod πie0−δ1−j
)
.
Hence the congruences (6) hold.
Conversely suppose the above congruences (6) hold. We note
OK ′ =
∑
0i,j<p
o
(
α′ − 1 − b(β ′)p−1)i (β ′)j /πdpi+j
and define an oG-homomorphism Φ by Φ((α′)i(β ′)j ) = upi+jαiβj . Then Φ(o[α′, β ′]) =
o[α,β] and Φ((α′−1−b(β ′)p−1)i(β ′)j /πdpi+j ) ∈ OK by Lemma 1 with (6), so Φ(OK ′) ⊆ OK .
We have [OK : o[α,β]] = π
∑
dpi+j and [Φ(OK ′) : o[α,β]] = π
∑
dpi+j , where [M : N ] denotes
the module index of N in M (cf. [2, Chapter 1]). Hence Φ(OK ′) = OK and OK ′ ∼= OK . 
As for K , we can take b0 for K ′ satisfying b = b0πe0−1. In the rest of this section, we shall
prove that if OK ′ ∼= OK , then a0 = b0. By α = 1 + (α − 1), αm =∑0m0m
(
m
m0
)
(α − 1)m0 and
by (6) in Proposition 3,
∑
0m0mi
( ∑
mli
(
i
l
)(
l
m
)
(−1)i−mvi−l−δi−j−l (bπ)i−lupm+r(j−i+l)βj−i+l
)
·
(
m
m0
)
(α − 1)m0 ≡ 0 (mod πie0−δ1−j ).
As α − 1 = aβp−1 + U(γ − 1),
(α − 1)m0 = (aβp−1 + U(γ − 1))m0 = ∑
0m1m0
(
m0
m1
)(
aβp−1
)m1(U(γ − 1))m0−m1 .
Put m2 = m0 − m1. Then, by valK(γ − 1) = p2e0 − 1,
valK
(
βj−i+lβm1(p−1)(γ − 1)m2)≡ p(j − i) + p(l − m1) − m2 (mod p2).
We have immediately the following lemma.
Lemma 2. valK(βj−i+l
′
βm
′
1(p−1)(γ −1)m′2) ≡ valK(βj−i+lβm1(p−1)(γ −1)m2) (mod p2) if and
only if m′2 = m2 and l′ − m′1 = l − m1.
Let m2 and l−m1 be fixed and put n = l−m1 −m2, so n is fixed. Then from (6) with βp = π ,
it follows that for each i, j ,
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0m1m0mli
(
i
l
)(
l
m
)
(−1)i−m
(
m
m0
)(
m0
m1
)
vi−l−δi−j−l (bπ)i−l (aπ)m1
· upm+r(j−i+l)
(
U(γ − 1))m2βj−i+l−m1 ≡ 0 (mod πie0−δ1−j ), (7)
where the sum runs over m1,m0,m, l satisfying the equations l − m1 = n + m2 and
m0 − m1 = m2. By (3), a = a0πe0−1 and similarly b = b0πe0−1, so (bπ)i−l (aπ)m1 =
bi−l0 a
m1
0 π
e0(i−l+m1)
. By m0 = m1 + m2,
valK
(
πie0−δ1−j
)− valK((U(γ − 1))m2βj−i+l−m1πe0(i−l+m1))
= p2(ie0 − δ1−j ) − m2
(
p2e0 − 1
)− p(j − i + l − m1) − p2e0(i − l + m1)
= p2(e0(l − m0) − δ1−j )− p(j − i + l − m1) + m2.
Put q = e0(l − m0) − δ1−j + δ−p(j−i+l−m1)+m2 . Therefore, by (7),
∑
0m1m0mli
(
i
l
)(
l
m
)
(−1)i−m
(
m
m0
)(
m0
m1
)
vi−l−δi−j−l bi−l0 a
m1
0
· upm+r(j−i+l) ≡ 0
(
mod πq
)
, (8)
where the sum runs over m1,m0,m, l as in (7). Here take m2 = i − 1 and n = 1, then i −
m1 − (i − 1)  l − m1 − (i − 1) = l − m1 − m2 = n = 1, hence 1 − m1  1, so m1 = 0 and
m0 = m1 + m2 = i − 1. By 1 = n = l − m1 − m2, l = 1 + m2 = 1 + i − 1 = i. As m0 m l,
m = i − 1 or i. In this case, q = e0 − 0 + 0 for j  1 and q = e0 − 1 + 1 for j = 0 with i  2.
Then by (8), for j  1,
(
i
i
)(
i
i − 1
)
(−1)
(
i − 1
i − 1
)(
i − 1
0
)
v0b00a
0
0up(i−1)+j
+
(
i
i
)(
i
i
)(
i
i − 1
)(
i − 1
0
)
v0b00a
0
0upi+j ≡ 0
(
mod πe0
)
.
Then upi+j − up(i−1)+j ≡ 0 (mod πe0), hence
upi+j − uj ≡ 0
(
mod πe0
)
for j  1. (9)
For j = 0 with i  2, similarly, upi − up(i−1) ≡ 0 (mod πe0). Now remarking (α′ − 1)2 ≡ 0
(mod π2e0−1), we have (α′)2 − 2α′ + 1 ≡ 0 (mod π2e0−1) and so u2pα2 − 2upα + 1 ≡ 0
(mod π2e0−1). Then u2p − 2up + 1 ≡ 0 (mod πe0). By the above congruence, −up + 1 ≡ 0
(mod πe0), hence
upi − 1 ≡ 0
(
mod πe0
)
. (10)
Now we treat the case n = 0 (with m2 = i − 1). Then l = m1 + m2 = m0, so m = m0 by
m0 m l. As i−m1 −m2  l−m1 −m2 = 0, it follows 1 = i−m2 m1  0. For m1 = 0, l =
m = m0 = i − 1 and for m1 = 1, l = m = m0 = i. For j = 1 and i  2, q = e0(l −m0)− δ1−j +
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(mod π). Then by (9) and (10),
a0u1 ≡ b0 (mod π). (11)
Next let m2 = i − 2 and n = 0, then i − m1 − (i − 2)  l − m1 − (i − 2) = 0, so 2  m1
( 0). For m1 = 2, it follows l = i,m0 = i − 2 + 2 = i and m = i. For m1 = 1, l = i − 1,
m0 = i−2+1 = i−1 and m = i−1. For m1 = 0, l = i−2, m0 = i−2+0 = i−2 and m = i−2.
In case j = 1, q = e0(l − m0) − δ1−j + δ−p(j−i+l−m1)+m2 = 0 − 0 + 1. As
(
i
m1+m2
)(
m1+m2
m2
)=(
i
m2
)(
i−m2
m1
)
,
(
i
l
)(
m0
m1
)= ( i
m0
)(
m0
m2
)= ( i
m2
)(
i−m2
m1
)
. Then by (8) with (5),
∑
0m12
(
i
m2
)(
i − m2
m1
)(
m0
m0
)(
m0
m0
)
(−1)i−m2−m1am10 bi−m2−m10
· ur(1−2+m1) ≡ 0 (mod π).
Hence
(2
2
)
(−1)−2a20b−20 u1 +
(2
1
)
(−1)a0b−10 u0 +
(2
0
)
(−1)−0up−1 ≡ 0 (mod π). By (10) and (11),
(a0/b0) − 2(a0/b0) + up−1 ≡ 0 (mod π), so
up−1 ≡ a0/b0 (mod π). (12)
We have treated the restricted cases i − m2  2 in the above. In the following we consider
the case where m2 (> 0) is not restricted. Put m′2 = i − m2 and let n = 0. As in the above,
we have m′2  m1  0. By n = 0, l = m1 + m2 = m0 and l = m = m0. For 1  j  i − m2,
q = (l − m0)e0 − δ1−j + δ−p(j−i+l−m1)+m2 = 1. For j = i − m2, r(j − i + m2 + m1) = m1.
By (8),
∑
0m1m′2
(
i
m1 + m2
)(
m1 + m2
m1 + m2
)
(−1)i−m1−m2
(
m1 + m2
m1 + m2
)(
m1 + m2
m2
)
· vi−m1−m2am10 um1bi−m1−m20 ≡ 0 (mod π).
As in the case m′2 = i − m2 = 2, we have
∑
0m1m′2
(
i − m2
m1
)
(−1)m1(a0/b0)m1um1 ≡ 0 (mod π).
Using induction on m′2, we prove um′2 ≡ (b0/a0)m
′
2 (mod π). For m′2 = 1, by (11), the result
holds. For m1 < m′2, assume um1 ≡ (b0/a0)m1 (mod π), i.e. um1(a0/b0)m1 ≡ 1 (mod π). Then
by the above congruence,
∑
0m <m′
(
m′2
m1
)
(−1)m1 + (−1)m′2(a0/b0)m′2um′2 ≡ 0 (mod π).1 2
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∑
0m1m′2
(
m′2
m1
)
(−1)m1 = 0,
−(−1)m′2 + (−1)m′2(a0/b0)m′2um′2 ≡ 0 (mod π),
hence
um′2 ≡ (b0/a0)m
′
2 (mod π),
which is the desired result. We note m′2  p − 2 as p − 1 i > m′2(= i − m2) by m2 > 0. For
i = p − 1, m′2  p − 2 and up−2 ≡ (b0/a0)p−2 (mod π) for m′2 = p − 2. In the rest of this
section, we assume p > 3, from which we can take m′2 with m′2 − 2  1 and let j = m′2 − 2
( 1). Then by n = l −m2 −m1 = 0, r(j − i + l) = r(m′2 − 2 − i + i −m′2 +m1) = r(m1 − 2).
As in the above, we have
∑
2m1m′2
(
i − m2
m1
)
(−1)m1(a0/b0)m1um1−2 +
(
i − m2
0
)
(−1)0(a0/b0)0up−2
+
(
i − m2
1
)
(−1)(a0/b0)up−1 ≡ 0 (mod π).
By the above congruences of um′2 for m
′
2 = i − 2 with (12),
∑
2m1m′2
(
m′2
m1
)
(−1)m1(a0/b0)m1(b0/a0)m1−2 +
(
m′2
1
)
(−1)(a0/b0)2 + up−2 ≡ 0 (mod π).
Therefore (a0/b0)2(−1) + up−2 ≡ 0 (mod π), so up−2 ≡ (a0/b0)2 (mod π). Hence
(b0/a0)
p−2 ≡ (a0/b0)2 (mod π) and bp0 ≡ ap0 (mod π),
by which b0 = a0. Then we have the following theorem.
Theorem 3. Let p  5 and let K = k(α,β) be a Kummer extension of degree p2 with
valK(α − 1) = p2e0 − p and valK(β) = p. Let G = 〈σ, τ 〉 be an elementary abelian group
of order p2 such that σ(α) = θα, τ(α) = α, σ(β) = β and τ(β) = θβ . Let a = a0πe0−1 be
as above. Let K ′ be a Kummer extension with Gal(K ′/k) = G. Then OK ′ ∼= OK if and only if
there exist Kummer elements α′, β ′ of K ′ such that valK ′(α′ − 1) = p2e0 − p, valK ′(β ′) = p,
σ(α′) = θα′, τ(α′) = α′, σ(β ′) = β ′, τ (β ′) = θβ ′, valK ′(α′ − 1 − a(β ′)p−1) = p2e0 − 1 and
(β ′)p ≡ βp (mod π2).
Proof. We have just proved the part of ‘only if’ in the above and now prove the part of ‘if’.
Putting upm+r(j−i+l) = 1, we have the left-hand side of the congruence of (6) is
∑
0li
(
i
l
)
(−1)i−lai−lπ i−lvi−l−δi−j−l (α − 1)lβj−i+l .
As (aπ)i−lπ(α − 1)lβj−i+l ≡ 0 (mod πie0−δ1−j ) and v ≡ (β ′/β)p ≡ 1 (mod π) by the assump-
tions,
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0li
(
i
l
)
(−1)i−lai−lπ i−lvi−l−δi−j−l (α − 1)lβj−i+l
≡
∑
0li
(
i
l
)
(−1)i−lai−lπ i−l (α − 1)lβj−i+l (mod πie0−δ1−j ).
Noting ai−lπ i−lβj−i+l = (aβp−1)i−lβj by π = βp , we can verify the congruences (6) hold.
Hence OK ′ and OK are oG-isomorphic through the isomorphism Φ defined by Φ((α′)i(β ′)j ) =
αiβj . 
Here we give two examples. Let k = Q5(θ5), α = α′ = 5
√
1 + π4, β = 5√π and β ′ =
5√1 + π 5√π , where θ5 is a primitive 5th root of 1. We remark e0 = 1 and k(α,β) = k(α′, β ′).
α5 ≡ (1 + β4)5 ≡ (1 + (β ′)4)5 (mod π5).
By [8, Theorem 1] with valK(5)/4 = 25e0, valK(α − 1 − β4) > 25e0 − 5 and valK ′(α′ − 1 −
(β ′)4) > 25e0 − 5 and (β ′)5 ≡ β5 (mod π2), whence OK ′ ∼= OK by Φ((α′)i(β ′)j ) = αiβj .
Next let ω be a primitive 4th root of 1, ω0 = 5√ω, α′ = 5
√
1 + ωπ4 and β ′ = 5√π . Let α,β be
as above. Then
(α′)5 ≡ (1 + (β ′)4)5 (mod π5) and (α′)5 ≡ (1 + ω0(β ′)4)5 (mod π5)
and so valK(α′ − 1 − ω0(β ′)4) > 25e0 − 5. We see k(α) = k(α′) and K ′ = K . By Theorem 3,
we have OK ′  OK .
Elder and Madan [3] give the decomposition of OK into indecomposable ZpG-modules when
the first ramification number is one. From their results, it follows that if K ′ and K have the
same second ramification number, then OK ′ ∼= OK as ZpG-modules. Theorem 3 implies that if
b0 = a0, then OK ′ and OK are ZpG-isomorphic but not oG-isomorphic. In [5, Corollary 2], we
obtained the similar result there are cyclic Kummer extensions K/k and K ′/k of degree p2 such
that OK ′ and OK are ZpG-isomorphic but not oG-isomorphic.
3. Free modules
In this section, we obtain conditions for OK to be A-free and give extensions such that OK
are not A-free. Let K = k(α,β) be a totally ramified elementary abelian extension of degree p2
over k as above. We further assume that the Kummer element β is a one-unit and valK(α − 1 −∑
0l<p al(β − 1)l) = p2e0 − c1(k(α)/k) for some elements a0, a1, . . . , ap−1 of πo. By the
proof of Theorem 2, we see this assumption is satisfied in the case (p − 1)valK(β − 1) <
valK(α − 1). Let A = EndoG(OK) and for 0 h < p2, let eh be a primitive idempotent of kG
such that eh(αiβj ) = αiβj for h = pi + j and eh(αiβj ) = 0 for h = pi + j , respectively. The
maximal order M in kG is equal to
∑
h oeh. Let η = (α−1−
∑
l al(β −1)l)p−1(β −1)p−1, then
clearly K = kGη. Define elements fpi+j of M by fpi+j η = (α − 1 −∑l al(β − 1)l)i(β − 1)j .
Further define elements gpi+j ∈ M by gpi+j (∑0l,m<p αlβm) = (α − 1 −∑l al(β − 1)l)i ×
(β − 1)j .
Lemma 3. Let gp2−1 =
∑
0h<p2 vh p2−1eh, then the elements vh p2−1 are units of o and
gp2−1 is a unit of M.
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η ≡ (α − 1)p−1(β − 1)p−1 ≡
∑
l,m
αlβm
(
mod πo[α,β]).
Then vh p2−1 ≡ 1 (mod π), so vh p2−1 is a unit of o and gp2−1 is a unit of M. 
Let fpi+j = ∑0hp2−1 bh pi+j eh with bh pi+j ∈ o and gpi+j = ∑0hp2−1 vh pi+j eh
with vh pi+j ∈ o. Then
(
α − 1 −
∑
0l<p
al(β − 1)l
)i
(β − 1)j = fpi+j η = fpi+j gp2−1
(∑
l,m
αlβm
)
,
so gpi+j = fpi+j gp2−1. By the definition of gpi+j , vh,pi+j = 0 for h > pi + j , so bh,pi+j = 0
for h > pi + j . Moreover, observing vpi+j pi+j = 1, we have
bh pi+j vh p2−1 = vh pi+j and particularly bpi+j pi+j vpi+j p2−1 = 1. (13)
By Proposition 1, OK = ∑pi+j ofpi+j η/πdpi+j . Let d ′pi+j = dp2−1 − dpi+j and M =∑
pi+j oπ
d ′pi+j fpi+j . Then πd
′
pi+j fpi+j η/πdp2−1 = fpi+j η/πdpi+j , so Mη/πdp2−1 = OK .
Remarking d ′
p2−1 = 0 and fp2−1 = 1, we have 1 ∈ M . As fpi+j ∈ M and d ′pi+j  0,
π
d ′pi+j fpi+j ∈ M and so M ⊆ M. Since A is the ring of oG-endomorphisms of M and
fp2−1 = 1, we have A ⊆ M ⊆ M. According to the arguments given in [6, Section 2], we seek
the conditions for OK to be A-free. We can easily prove
Proposition 4. OK is A-free if and only if M is an o-algebra.
Let B be a (p2 × p2)-matrix (bh pi+j ), then B is upper triangular, because bh pi+j = 0 for
h > pi + j . As vh p2−1 is a unit of o by Lemma 3, it follows from (13) that bpi+j pi+j is a unit
of o, hence B is an invertible matrix. Let B−1 = (b′h pi+j ). We see that M is an o-algebra if and
only if for 0 l m < p2, generators πd ′l fl and πd
′
mfm satisfy πd
′
l flπ
d ′mfm ∈ M . Moreover we
note there exist elements bnl m of k (0 l,m,n < p2) such that
πd
′
l flπ
d ′mfm =
∑
0n<p2
bnl mπ
d ′nfn.
Then (πd ′l flπd
′
mfm)eh = (∑0n<p2 bnl mπd ′nfn)eh, so
πd
′
l bh lπ
d ′mbh m =
∑
hn<p2
bh nb
n
l mπ
d ′n . (14)
Theorem 4. Let K/k be as above and assume there exist elements al of (π) such that
valK(α − 1 −∑l al(β − 1)l) = p2e0 − c(k(α)/k). Let B = (bh l) and B−1 = (b′h l) be as above.
Then OK is A-free if and only if for 0 h l m < p2,
valk
( ∑
hnl
b′h nbn lbn m
)
+ d ′l + d ′m − d ′h  0.
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πd
′
hbhl m =
∑
hnl
b′h nbn lbn mπd
′
l+d ′m.
Then bhl m ∈ o if and only if
valk
( ∑
hnl
b′h nbn lbn m
)
+ d ′l + d ′m − d ′h  0,
which completes the proof of Theorem 4. 
In the following, we write valK(α − 1) = p2x − pr and valK(β − 1) = p2y + pr ′ with
0 < r, r ′ < p. Then there is an integer l0 with 0 < l0 < p such that
valK(α − 1) ≡ l0 valK(β − 1)
(
mod p2
)
.
Since valK(α − 1)− l0 valK(β − 1) = p2(x − l0y)−p(r + l0r ′), it follows that for some integer
z > 0, r + l0r ′ = pz. In the rest of this section, we assume
valk(al) > valk(al0) for l = l0. (15)
Set a = al0 for brevity. Then
0 < valk(a) = x − l0y − z < e0 < (p − 1)e0 = valk(p), (16)
because valK(α − 1) < p2e0. Then, by (15), we can easily verify the next lemma.
Lemma 4. (α−1−∑l al(β −1)l)i(β −1)j ≡ (α−1)i(β −1)j + (α−1)i−1i(−1)a(β −1)l0+j
(mod aπo[α,β]). Moreover η ≡ (α − 1)p−1(β − 1)p−1 ≡∑0i,j<p αiβj (mod aπo[α,β]).
By Lemma 4, vh,p2−1 ≡ 1 (mod aπo[α,β]). Then, by the definition of bh pi+j with (13), we
observe, for h = pm + n with 0m,n < p,
bpm+n pi+j ≡
(
i
m
)
(−1)i−m
(
j
n
)
(−1)j−n
+
(
i − 1
m
)
(−1)i−1−mi(−1)a
(
l0 + j
n
)
(−1)l0+j−n (mod aπo). (17)
Moreover, we note if l0 + j  p, then, for n = 0,
(
l0+j
n
)≡ 0 (mod aπo).
Now, to prove Theorem 5 stated later, we take h = 1, l = p, m = (p − 1)p + p − l0 or
h = 0, l = 2p, m = (p − 2)p + p − 1 for h, l,m given in Theorem 4. Write e0 − x in the form
e0 − x = p[ e0−xp ] + r ′′ with 0 r ′′ < p. Then we have
p2e0 − c1 = p2e0 − p(e0 − x) − r = p2
(
e0 −
[
e0 − x
p
])
− pr ′′ − r.
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dp + dp(p−1)+p−l0 − dp2−1 − d1 > valk(a).
Moreover, if l0 = 1, then
d2p + dp(p−2)+p−1 − dp2−1 − d0 > valk(a).
Proof. We first observe c1 > 2p if and only if e0 − x > 1 and have
dpi+j =
[
i(p2e0 − c1) + j valK(β − 1)
p2
]
= i
(
e0 −
[
e0 − x
p
])
+ jy +
[−i(pr ′′ + r) + jpr ′
p2
]
.
Then dp(p−1)+p−l0 − dp2−1 = [ res2(pr
′′+r−pr−pr ′)−(l0−1)p2y−(l0−1)pr ′
p2
] and dp = (e0 − [ e0−xp ] −
1) + [p2−pr ′′−r
p2
], where res2(x) denotes the remainder on dividing x by p2.
dp + dp(p−1)+p−l0 − dp2−1 − d1
= e0 −
[
e0 − x
p
]
− 1 − l0y −
[
l0r ′
p
]
+
[
res2(p(r ′′ − r − r ′) + r) + pr ′ − res2(l0pr ′)
p2
]
+ y − y
= e0 − x −
[
e0 − x
p
]
− 1 + x − l0y − z + 1
+
[
res2(p(r ′′ − r − r ′) + r) − p2 + pr + pr ′
p2
]
,
because l0pr ′ = −pr + p2z. Therefore, by (16),
dp + dp(p−1)+p−l0 − dp2−1 − d1 − valk(a)
= (p − 1)
[
e0 − x
p
]
+ r ′′ +
[
res2(p(r ′′ − r − r ′) + r) − p2 + pr + pr ′
p2
]
.
By the assumption c1 > 2p, we have e0 − x > 1 and
(p − 1)
[
e0 − x
p
]
+ r ′′ +
[
res2(p(r ′′ − r − r ′) + r) − p2 + pr + pr ′
p2
]
> 0.
Hence the first inequality of Lemma 5 holds.
To verify the second inequality, we note z = 1 and r + r ′ = p by the assumption l0 = 1. Then
valk(a) = x − y − 1. As in the above,
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= 2
(
e0 −
[
e0 − x
p
])
+
[−2(pr ′′ + r)
p2
]
+ (p − 2)
(
e0 −
[
e0 − x
p
])
+ (p − 1)y
+
[−(p − 2)(pr ′′ + r) + (p − 1)pr ′
p2
]
− (p − 1)
(
e0 −
[
e0 − x
p
])
− (p − 1)y
−
[−(p − 1)(pr ′′ + r) + (p − 1)pr ′
p2
]
= e0 −
[
e0 − x
p
]
+
[−2(pr ′′ + r)
p2
]
+
[
res2(−(p − 1)(pr ′′ + r) + (p − 1)pr ′) + (pr ′′ + r)
p2
]
= e0 −
[
e0 − x
p
]
+
[−2(pr ′′ + r)
p2
]
+
[
res2(pr ′′ + r) + (pr ′′ + r)
p2
]
= (p − 1)
[
e0 − x
p
]
+ r ′′ + x − y − 1 + y + 1 − 1
= valk(a) + (p − 1)
[
e0 − x
p
]
+ r ′′ + y > valk(a),
because e0 − x > 1 by the assumption c1 > 2p. Hence the second inequality of Lemma 5 holds
and the proof of Lemma 5 is completed. 
Here let S be the (p2 × p2)-matrix (spm+n pi+j ) as follows:
S = (spm+n pi+j ) with spm+n pi+j =
(
pi + j
pm + n
)
(−1)pi+j−pm−n
for 0 pm+n pi + j and spm+n pi+j = 0 for pi + j < pm+n. Denote
(
i
m
)
(−1)i−m by sm,i
and
(
i
m
)
by s′m,i . Then we see spm+n pi+j ≡ sm,isn,j (mod po) and S is an invertible matrix. As
in [6, Appendix],
S−1 = (s′pm+n pi+j ) with s′pm+n pi+j =
(
pi + j
pm + n
)
for 0 pm + n pi + j and s′pm+n pi+j = 0 for pi + j < pm + n. Put B = S + aT . Then we
have (S−1T )p2 = 0 and
B−1 = (I + aS−1T )−1S−1 = S−1 − aS−1T S−1 + a2(S−1T )2S−1 + · · · . (18)
By (17),
tpm+n pi+j ≡ sm,i−1i(−1)sn,l0+j (mod πo),
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bpm+n pi+j ≡ sm,isn,j + sm,i−1i(−1)sn,l0+j a (mod aπo)
and
b′pm+n pi+j ≡ s′m,is′n,j −
(∑
s′m,γ s′n,δsγ,μ−1μ(−1)sδ,l0+νs′μ,is′ν,j
)
a (mod aπo),
where the sum runs over pm + n pγ + δ  pμ + ν  pi + j .
We evaluate the sum
∑
1np b
′
1,nbn,pbn,p(p−1)+p−l0 . By Lemma 4 with (18), we have for
n = pn1 + n0,
b′1,pn1+n0 ≡ s′0,n1s′1,n0 −
∑
s′0,h1s
′
1,h0
(
m1 − 1
h1
)
(−1)m1−1−h1m1(−1)
×
(
l0 + m0
h0
)
(−1)l0+m0−h0s′m1,n1s′m0,n0a (mod aπo),
where the sum runs over 1 h1p + h0 m1p + m0  n1p + n0 (< p2). Moreover,
bn,p ≡ sn1,1sn0,0 + sn1,1−1(−1)sn0,l0+0a (mod aπo)
and
bn,p(p−1)+p−l0 ≡ sn1,p−1sn0,p−l0 + sn1,p−2(p − 1)(−1)sn0,l0+p−l0a (mod aπo).
As is easily known,
∑
m
s′h,msm,ism,u = (−1)i+u
(
i
h
)(
i + u − h
i
)
(for example, cf. [6, (A.2)]). Then we have
∑
1np
b′1,nbn,pbn,p(p−1)+p−l0
≡
∑
1pn1+n0p
s′0,n1sn1,1sn1,p−1s
′
1,n0sn0,0sn0,p−l0
+
( ∑
1pn1+n0p
s′0,n1sn1,1−1(−1)sn1,p−1s′1,n0sn0,l0+0sn0,p−l0
)
a
+
( ∑
1pn1+n0p
s′0,n1sn1,1sn1,p−2s
′
1,n0sn0,0sn0,l0+p−l0
)
a
−
( ∑ (
s′0,h1sh1,m1−1m1(−1)s′m1,n1sn1,1sn1,p−1
1ph1+h0pm1+m0pn1+n0p
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))
a
≡ 0 − (−1)l0+p−l0
(
l0
1
)(
p − 1
l0
)
a + 0 + s1,p−1
( ∑
1h0l0
s′1,h0sh0,l0
)
s0,p−l0a
≡ ((−1)l0 l0 + δ1,l0(−1)p−l0)a (mod aπo),
because s′1,n0sn0,0 = 0 and valk(a) < valk(p) by (16). We can prove the next theorem which is
one of the main results of this paper.
Theorem 5. Let K = k(α,β) be a totally ramified elementary abelian Kummer extension of
degree p2 such that the first ramification numbers c(k(α)/k), c(k(β)/k) are prime to p. Let ele-
ments al of πo and l0 be as above. Assume valk(al0) < val(al) for l = l0 and c1 > 2p. Moreover,
assume p  5 in case l0 = 1. Then OK is not A-free.
Proof. We first consider the case l0 > 1. Then δ1,l0 = 0. By Lemma 5 and the above congruence,
valk
( ∑
1np
b′1,nbn,pbn,p(p−1)+p−l0
)
+ d ′p + d ′p(p−1)+p−l0 − d ′1
= valk(a) − (dp + dp(p−1)+p−l0 − dp2−1 − d1) < 0.
By Theorem 4, we have OK is not A-free.
Next we consider the case l0 = 1 and take h = 0, l = 2p, m = p(p−2)+p−1 for h, l and m
given in Theorem 4. By the assumption p > 3, l < m. As in the case considered above, we have
∑
0n2p
b′0,nbn,2pbn,p(p−2)+p−1
≡
∑
0pn1+n02p
s′0,n1sn1,2sn1,p−2s
′
0,n0sn0,0sn0,p−1
+
( ∑
0pn1+n02p
s′0,n1sn1,2−12(−1)sn1,p−2s′0,n0sn0,1+0sn0,p−1
)
a
+
( ∑
0pn1+n02p
s′0,n1sn1,2sn1,p−3(p − 2)(−1)s′0,n0sn0,0sn0,1+p−1
)
a
−
( ∑
0ph1+h0pm1+m0pn1+n02p
(
s′0,h1sh1,m1−1m1(−1)s′m1,n1sn1,2sn1,p−2
· s′0,h0sh0,1+m0s′m0,n0sn0,0sn0,p−1
))
a
≡ 0 +
( ∑
s′0,0s0,1(−2)s0,p−2s′0,n0sn0,1sn0,p−1
)
an1=0
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( ∑
n1=1
s′0,1s1,1(−2)s1,p−2s′0,n0sn0,1sn0,p−1
)
a
+
( ∑
0pn1+n02p
s′0,n1sn1,2sn1,p−32s
′
0,0s0,0s0,1+p−1
)
a
−
( ∑
m1=1
s′0,0s0,0(−1)s′1,n1sn1,2sn1,p−2s′0,h0sh0,1s′0,0s0,0s0,p−1
+
∑
m1=2
s′0,h1sh1,12(−1)s′2,n1sn1,2sn1,p−2s′0,h0sh0,1s′0,0s0,0s0,p−1
)
a
≡ 2(−1)p−2(−1)1+p−1
(
1
0
)(
p
1
)
a + 4(−1)p−2−1(−1)1+p−1
(
1
0
)(
p
1
)
a
+ (−2)(−1)2+p−3
(
2
0
)(
p − 1
2
)
a
≡ −2a (mod aπo),
because
∑
h1
s′0,h1sh1,1 = 0. Therefore, by Lemma 5, for l0 = 1,
valk
( ∑
0n2p
b′0,nbn,2pbn,p(p−2)+p−1
)
+ d ′2p + d ′p(p−2)+p−1 − d ′0
= valk(a) − (d2p + dp(p−2)+p−1 − dp2−1 − d0) < 0,
from which it also follows that OK is not A-free. The proof of Theorem 5 is completed. 
Here we give an example. Let k = Q5(θ25), α = 5
√
1 + π9 and β = 5√1 + π . Then l0 = 4,
a4 ∈ πo and ai ∈ π2o for 0 i < 4, because valK(ai(β − 1)i) > valK(a4(β − 1)4). Hence OK
is not A-free.
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