Introduction
Let R n be a strictly convex domain with C 1 boundary and inward normal n(x). Consider given ( xed and small) and let (v; v ; !) be the characteristic function of the subset of R n R n S n?1 for which jvj ; jv j ; jv 0 j ; jv 0 j ; In the present proof, the parameter m of the theorem has the value of the -moment of certain approximations (cf. (3.2) below). Those approximations are then split into two pieces, one 'decoupling' in the limit, and the other de ning the solution F of the theorem, this latter possibly having a smaller -moment than m.
In In the Povzner and 1D Boltzmann papers 4-6] the entropy dissipation term is used to obtain weak L 1 compactness, necessary for applying the techniques from the time-dependent case. However, for (1.1-2) in several space dimensions, the compactness properties from the Povzner and 1D Boltzmann cases are no longer available. Instead, a careful analysis of the entropy dissipation term reveals that the approximations split into a bounded and a singular component -with, in the limit, the latter 'decoupling' and the remaining component by itself satisfying (1.1-2) in the sense of Theorem 1. The decoupled component may carry part of, but not all the original -moment. However, that latter possibility (i.e. the whole -moment disappearing) cannot be excluded by the arguments of the present paper, when the cut-o factor in Q is dropped. In this paper the study of the decoupling uses nonstandard analysis, which has a number of advantages in terms of simplicity and available techniques. Similarly, the author has earlier used a nonstandard approach to get initial insights into kinetic mechanisms (later usually followed by detailed standard studies of the problems). In connection with the present paper, work has also started on a second, standard proof.
In the following sections, we seek to present a reasonably coherent sketch of how the proof goes. The rst step is standard and uses the same type of initial approximation that was introduced in [4] [5] [6] . But quite di erent arguments are required to conclude the proof. After the removal of a number of parameters from the initial approximation by standard arguments, the remaining approximation ((2.4) below) is taken, via transfer, in nitesimally close to its measure limit. A splitting is introduced for this approximation. The analysis of the splitting makes extensive use of the entropy dissipation control. This is where nonstandard analysis is brought in to carry the proof through. A relevant form of the averaging lemma connects nonstandard averages to corresponding standard ones in a limit at Lebesgue points. Finally, the gain and the loss terms of the nonstandard approximation in iterated integral form are shown to be in nitesimally close to those of the standard candidate for solution.
For clarity of exposition the proof is presented for R 3 .
A rst approximation
The proof of Theorem 1 starts from an approximation for (1.1-2) of the same type as in [4] [5] [6] In (2.1) the notations are as follows. We assume in this rst step that b 2 C 1 , that jv ? v j is replaced by a C 1 approximation of max( 1 ; min( ; jv ? v j )). Moreover, r > 0; 0 < < 1; ; p; n; j; 2 N + , where N + denotes the set of strictly positive integers. The functions ' are molli ers in x, de ned by
De ne the map T by T(f; c 0 ) = (F; 1 c ) on K R + , where
and cF solves (2.1) with c so chosen that F 2 K. Here (v) = min( ; (v)).
E.g. by a monotone iteration scheme applied to (2.1) it is easy to see that T is well de ned. The uniqueness in L 1 + of (2.1) follows by considering the di erence between an arbitrary non-negative solution and the iterated one. By the iteration scheme any such di erence is non-negative, and so uniqueness follows from Green's formula. Characteristics in 
independent of p; n; (but depending on f b and with the upper bounds independent of ).
Also by Green's formula for f log f, it follows that R f log fdxdv C b with C b depending on f b but not on p; n; . The previous weak L 1 limit rst introduced in the time-dependent case, can now be repeated with respect to the approximations of B and to the parameters p; n; , giving a solution to f(x; v) + The previous limit procedure cannot be invoked to remove the term f in (2.4), since we have no -independent entropy estimate but only the entropy dissipation estimate (2.5). Instead the subject of the rest of the paper is a study of the -limit with the help of (2.5).
Splitting the limit
For the rest of the paper the results (2.4-5) will be employed after transfer to a nonstandard context with 0 < 0 xed, and with for 0 < 2 R + xed. The values of c e and the bounds for c ?1 ; R f(x; v)dxdv; R v 2 f(x; v)dxdv remain the same. The convention will be followed of not putting stars on standard objects in the nonstandard context, except for clarity. We refer to 12] for all notations used from nonstandard analysis. In particular, "st" denotes the standard part of a hyperreal number.
The collision frequency still includes the parameter . De ne the standard measure on Thus, given 2 S 2 and x 2 @ , either for all jvj n 0 , the characteristic x jvj S n 0 or this holds for at most an in nitesimal set of such jvj. Also n 0 ?1 e ?n 0 f n 0 e n 0 holds along all characteristics with jvj n 0 not in S n 0. To obtain the same structure for ?3 < < 0, due to the singularity in jv ? v j , the three steps i)-iii) above may be performed once again. The study of f s is by (3.1) reduced to a study of f . It immediately follows from an a priori estimate of the outgoing entropy ow that the integral of f is in nitesimal when restricted to the set of those characteristics where R ds < n 0 .
Consider This is proved, using local estimates from the entropy dissipation integral. An essential ingredient is that the range of f(x; ) when x 2 O i , for a large part of velocity space has f n 0 , whereas obviously f for the domain of integration of f . A number of geometrically di erent cases have to be considered separately. Finally consider x 2 O n O i 0 . Lemma 2. De ne A as the (internal) set of those x 2 O nO i 0 with at most an in nitesimal set of characteristics with jvj n 0 through x in direction belonging to S n 0.There then exists an (internal) in nitesimal subset I of S 2 , such that given 2 S 2 n I ,
The proof is reduced via approximation to a problem where the result is a simple consequence of the fact that, when an in nite sum of positive terms takes a nite value, then at most a countable number of the terms are nonin nitesimal.
Here those terms correspond to an in nitesimal set of directions 2 S 2 , contained in an internal in nitesimal set of directions.
The lemma holds for all 2 N + , and so for all 0 for some 0 2 N 1 . For = 0 , all characteristics with 2 I 0 are moved into S n 0, and f c ; f s are changed accordingly. In (4.7) a comparison between gain and loss integrand, together with the entropy dissipation estimate, was invoked to handle large velocities. For k nite xed, for h su ciently large and nite, the rst member of (4.7) is arbitrarily close to the same term without the h factor. And so the inequality between the rst and the last member in ( Remark. The previous discussion can be carried through also in the case of B without the -factor. But in that case, the present proof does not seem to rule out the possibility that = s , F 0, and 1 c f b 0.
