When a new counting experiment is proposed, it is crucial to predict whether the desired source signal will be detected, or how much observation time is required in order to detect the signal at a certain significance level. The concept of the a priori prediction of the detection limit in a newly proposed experiment should be distinguished from the a posteriori claim or decision whether a source signal was detected in an experiment already performed, and the calculation of statistical significance of a measured source signal. We formulate precise definitions of these concepts based on the statistical theory of hypothesis testing, and derive an approximate formula to estimate quickly the a priori detection limit of expected Poissonian source signals. A more accurate algorithm for calculating the detection limits in a counting experiment is also proposed. The formula and the proposed algorithm may be used for the estimation of required integration or observation time in proposals of new experiments. Applications include the calculation of integration time required for the detection of faint emission lines in a newly proposed spectroscopic observation, and the detection of faint sources in a new imaging observation. We apply the results to the calculation of observation time required to claim the detection of the surface thermal emission from neutron stars with two virtual instruments.
I. INTRODUCTION
Considering a measurement of Gaussian signals in the presence of background that has been independently measured, the well-known "signal-to-noise" ratio (S/N or SNR), is usually estimated to assess the statistical significance of the background-subtracted signal (e.g., Huffman 1992; Bevington & Robinson 2002) . Gehrels (1986) and Ebeling (2003 Ebeling ( , 2004 investigated Poisson confidence limits for small numbers of events in astrophysical data, and derived approximate formulae for the confidence limits. Feldman & Cousins (1998) clearly illustrated the discrepancies between the treatment of upper confidence limits for null results and two-sided confidence intervals for non-null results, commonly found in high energy physics literatures, and developed a confidence belt construction based on the "ordering principle" which unifies the treatment of upper confidence limits and of confidence intervals. Its improvements also have been proposed by several authors (Giunti 1999; Roe 1999) . These investigations are related to the a posteriori claim whether a source signal was detected in an already performed experiment. Now, suppose that we have a theory that predicts a certain amount of source signal, and from instruments we predict how much background will be observed. One would like to know whether the numbers of these expected events will allow, in advance, a particular experiment to claim a discovery at a certain statistical significance level. The "signal-to-noise" ratio is used widely as a measure of detection capability. However, the observed number of source-signal events may have only 50% chance (if the events were drawn from the symmetric probability distribution centered at their "true" mean value) to exceed the claimed significance level, as illustrated in Figure 1 .
Here, we have to discriminate two concepts on the detection capabilities: one related to the a posteriori claim or decision whether a source signal was observed in the previously preformed experiment, and the other related to the a priori prediction of the detection limit in a newly proposed, but not yet performed, experiment. The "signal-to-noise" ratio and the works done by particle physicists (e.g., Feldman & Cousins 1998) are, in fact, related with the a posteriori decision.
In his pioneering work, Currie (1968) clearly demonstrated the differences between two concepts of detectability, namely the a posteriori "critical" and a priori "detection" limits, which are firmly based on the statistical theory of hypothesis testing, and presented working formulae for the conventional assumption of a Gaussian signal distribution (see also, Currie 1972 Currie , 1995 . More recently, Hernandez (1996) also emphasized that the "detectability" is not at all the same as "deciding" whether a real signal has been detected, given an observed signal, and proposed basically the same concepts as the "critical" and "detection" limits defined in Currie (1968 Currie ( , 1972 Currie ( , 1995 . Bityukov & Krasnikov (1999 , 2000 also noted the difference between two concepts and derived a simple but useful formula for the detection limit by applying Gaussian
based on the "signal-to-noise" ratio (SNR), in which the detection limit is claimed to be the SNR (usually, = 3 or 5) times the standard deviation σ. Here, µ b denotes the mean value of background. There will be only 50% chance (gray area) for the measured number of events to exceed the claimed significance level, SNR.
approximation to Poission signals.
However, astronomers still often use the "signal-tonoise" ratio, which is the statistical significance of an observed signal, for testing the possibility of detecting a desired source signal in a new proposal (e.g., EUVE GO Center 1997; Biretta & Heyer 2001) . The observed significance level would be lower than the expected one, or the signal may not be even observed at all, when its detection is claimed using the signal-to-noise ratio, mainly due to the statistical fluctuations of the source and background signals. In fact, the required integration time, when the signal-to-noise ratio is used, is underestimated, and the detection of the signal could not be guaranteed at the claimed confidence level. Correct assessment of the detection capability is crucial especially in an experiment to be proposed for the detection of a faint source.
In this paper, these two concepts defined in Currie (1968) are summarized, and the approximate equations evaluating the detection capabilities for Poisson signals are found, based on these definitions. We propose an algorithm, simple but still accurate, for the evaluation of the detection limits for a given significance level. We also apply the results to the prediction of observation time required to detect thermal emission from the surfaces of neutron stars with two virtual instruments, one with the same effective area as the Lexan (100Å) band of the Extreme Ultraviolet Explorer (EUVE) scanning telescopes, and the other with 10 times higher effective area. equal probability test: equal-tailed test : 
II. DEFINITIONS OF CRITICAL AND DE-TECTION LIMITS
Throughout this paper, the symbols µ, N , and σ will be used to denote the "true" mean, the "observed" or "random" values, and the standard deviation, respectively. The background and source signal values will be denoted using the subscripts 'b' and 's', respectively.
Based on the statistical theory of hypothesis testing, two limiting levels have been defined by Currie (1968 Currie ( , 1972 Currie ( , 1995 : (1) the "critical" or "decision" limit N c , the signal level above which an observed signal may be reliably recognized as "detected" a source signal, and (2) the "detection" limit or "minimum detectable" limit µ d , the "true" mean value of the source signal that may be expected a priori to lead to detection in a planned and specified experiment. The first aspect is thus related to the making of an a posteriori "decision" based upon the observation and a definite criterion for detection. The second aspect is related to the making of an a priori "prediction" of the detection capabilities of a given measurement process.
We use a classic one-sided test to define the minimum ("critical") threshold N c that should be accepted as a real source signal with a certain probability (1−α), and then define the "detection" threshold as being the theoretical level that its measured signal wouldn't fall below N c with another probability (1 − β). In hypothesis testing, decisions are subject to two kinds of error: deciding that the source signal is present when it is not (with probability α; error of the first kind), and failing to decide that it is present when it is (with probability β; error of the second kind). The decision "detected" or "not detected" is made by comparison of the observed quantity (N ) with the "critical value" (N c ) of the relevant distribution, such that the probability of exceeding N c is no greater than α if the true source signal is absent (µ s = 0; null hypothesis H 0 ). Thus, the probability distribution of possible events, when the true source signal is absent, intersects N = N c such that a fraction, 1 − α, corresponds to the (correct) decision, "not detected". The above definition of N c can be expressed as:
where P [X|µ] denotes a probability pertaining to a random variable X with a true mean value µ. Generally, the equation is stated as an equality, but the inequality is also given to accommodate discrete distributions, such as Poisson distributions, where not all values of α are possible. The N c is defined as the minimum value which satisfy the above equation, when the discrete distributions are concerned. The "detection limit" µ d is defined as the true value of the source signal having a 1 − β probability of being detected when the source signal is present (µ s = µ d ; alternative hypothesis H 1 ), and with a maximum α probability of falsely interpreting the background event as source signal. The detection limit is thus the true value of the source signal for which the probability that the observed value N does not exceed N c is β. The definition of µ d can be expressed as
The relationship between the critical and detection limits is illustrated in Figure 2 . It should be noted that the critical value N c need not be defined either as the intersection point of two probability distribution curves, where the distribution functions have the same values (equal probability test), or as the point where the errors (α, β) are the same (equal-tailed test).
Since almost all the distributions we might encounter become normally distributed as the mean value gets large, it might be natural to define the statistical sig-
, where Z denotes a random variable following the standard normal distribution with zero mean and unit variance, as defined in Gehrels (1986), Narsky (2000), and Ebeling (2003) . The value z 0 is then the equivalent Gaussian number of σ corresponding to the significance level, and is a function of N 0 and µ b .
The definition of the statistical significance z 0 for a given signal N 0 may be represented as a functional form,
is now an estimator for the calculation of observed signal N 0 given a statistical significance z 0 . Then, the critical limit N c for a given error probability α of the first kind can be found using the formula, S c (N c , µ b ) = z 1−α , where z 1−α denotes the (1 − α)-quantile of the standard normal distribution. The q-quantile of a distribution, x q , is defined by
Similarly, the significance z ′ 0 of the true mean value µ s = µ 0 may be defined by
, and the function S d is an estimator of the detection limit µ d for the given significance z 1−β .
The previous definitions of the critical and detection limits can be easily understood in the case of Gaussian signals. Given the significances z 1−α and z 1−β , the critical and detection limits are simply given by
where σ b and σ s+b denote the standard deviations of the background and total (source+background) signals, respectively. These result in
Here, σ s is the standard deviation of the source signal.
In the case of Gaussian approximation of Poisson signals, the equation becomes implicit in terms of µ d . Its explicit solution and approximations are described in Appendix B.
III. DETECTION LIMIT FOR POISSON SIG-NALS
If a random variable N follows a Poisson distribution with a true mean µ, then for any non-negative integer n, the probability that N = n is given by
There may be no value N c , for a given µ, that satisfies the equality in equation (1) 
The exact results for Poisson distributions are then easily calculated with incomplete gamma functions. The Poisson distribution is also related to a chi-square distribution by the formulae,
where χ 2 (ν) denotes a chi-square random variable with ν degrees of freedom (Abramowitz & Stegun 1972) . Using these relationships between the Poisson and chisquare distributions, the critical and detection limits for the Poisson signal can be obtained from: It is clear from equation (9) that the true mean values of background signals in the range,
yield the same critical limit N c . Here, χ 2 q (ν) denotes the q-quantile of the chi-square distribution. The detection limit µ d of the source signal is then found using the following formula:
Now, we can tabulate the range of background values µ b and the detection limits for given N c , α, and β values, using the equations (11) and (12). The numerical solutions, provided to 3 decimal places, are given in Table 1 The approximations in the figure were then obtained using these approximate estimators. We also proposed an approximate estimator,
estimate easily the detection limit in the equal-tailed test (α = β).
IV. APPLICATION: THERMAL EMISSION FROM NEUTRON STARS' SURFACES
The integration time or observation time, which is often required in observational proposals to justify the detection of faint signals, can be estimated using the estimator S * , suggested in Appendix A, if the source and background fluxes are given in units of counts per unit time. The integration time T , required to claim the detection at a centain confidence level z 1−α , is then given by T = z
2 , for a given source flux F s and background flux F b .
As an example, we calculate the observation time to detect the surface thermal emission from neutron stars, assuming an instrument with the same effective area as the EUVE mission. Seon & Edelstein (1998) and Korpela & Bowyer (1998) reported the results of searches for EUV emission from neutron stars conducted with the EUVE scanning telescopes. They derived limits to the temperature of surface thermal radiation from the objects. Old neutron stars are expected to emit significant EUV only with the presence of some form of reheating mechanism Becker & Trümper 1993) . It may be, thus, valuable, not only as an example of the detection limit calculation but also as a reference for future EUV missions, to demonstrate the calculation of observation time required for the detection of the surface thermal radiation with the EUVE scanning telescopes.
We estimated the observation time required to claim the detection of surface thermal emission from neutron stars, at the confidence level of 3σ (z 1−α = z 1−β = 3), for various blackbody temperatures T and absorbing hydrogen column densities N HI . Figure 4 shows contours of the observation times using the source radius of 10 km at an object distance of 1 km, the background count rate of 0.0074 counts/s, averaged over the values obtained in Seon & Edelstein (1998) , and the effective area of the Lexan (100Å) band of the EUVE scanning telescope (Bowyer et al. 1996 ). The figure also shows the contours of the observation times for an instrument with 10 times larger effective area than the EUVE scanning telescope. It is found that the emission with temperatures of ∼ < 1.0×10
6 K (for the first instrument) and ∼ < 5.0 × 10 5 K (for the second instrument), absorbed by interstellar medium with a hydrogen column density of N HI = 5 20 cm −2 , can not be detected during the feasible observation time of < 30 days. The results are consistent with the non-detection of the surface thermal emission of old neutron stars analyzed by Seon & Edelstein (1998) and Korpela & Bowyer (1998) .
V. SUMMARY
We derived the formulae for the calculation of the "detection limit" of Poisson events, following its correct definition. Applying an equal-tailed test, in which the false-identification error probabilities α and β are the same, the formula
be a reliable estimator of the detection limit for Poisson events. An algorithm, simple yet accurate, was also proposed in Appendix A to estimate N c and µ d , which used the approximate equations for the critical limit, and the q-quantile of the chi-square distribution. It is found that this algorithm gives fairly accurate solutions for the detection limit µ d for any α and β. 
APPENDIX A. Approximations for Poisson signals
The random variable (Abramowitz & Stegun 1972) . The cumulative chi-square distribution can thus be approximated as a cumulative normal distribution, as follows:
where Z denotes a random variable following the standard normal distribution. Using this relation, the definition of estimator, and the fact that (9) can be rewritten with two estimators for the critical limit,
Here, two estimators are then approximately given by
, and
Solving equation (A3) for N c , a range enclosing the integral critical limit for a given significance z 1−α can be found using the equation,
where the upper and lower bounds are approximately given by Using Eqs. (10) and (A1), the estimator of detection limit µ d can be expressed as follows:
By substituting two approximations of the critical value N c into the above equation, in order to express the estimator in terms of µ b and µ d , two approximations for the estimator are found as follows: and N low c , respectively. The detection limit for a given significance z 1−β is then given by two approximations: Figure A1 shows the dependences of the true detection significances on the mean background value µ b , when the detection limits are calculated using the approximate limits µ ) and lower orders. Thus, the formula S
is suggested as a reliable estimator of the detection limit µ d , when α = β (equal-tailed test). However, the estimator S * yields relatively large errors when α ̸ = β, when compared to the equal-tailed test, as can be seen in Figure A1 .
It can be time-consuming to construct a list like Table 1, where a critical value N c and a detection limit µ d are found, corresponding to a given µ b . Thus, it is desirable to construct a simple but accurate algorithm for estimating the critical and detection limits, which is applicable even for α ̸ = β. For large values of ν, the quantiles χ 2 q (ν) may be approximated using the following formula (Abramowitz & Stegun 1972) :
This formula is useful for estimating the detection limit for a Poisson signal. Using this approximation and equation (11), an algorithm for estimating the critical and detection limits is proposed, as follows: and of the true significances z 1−β are also shown in the last two columns. The algorithm gives accurate values for the detection limits and their true significances within 4.5%, even for worst cases listed in Table A1 . In fact, the critical values N c obtained using this algorithm are not approximate, and more accurate detection limits can be also estimated using more accurate formula for χ under H 0 is approximately normal with a well-known standard deviation σ s+b (= σ b ), the critical value N c and its estimator S c are then given by, respectively,
The minimum detectable source signal µ s = µ d is determined implicitly by the following equation: 
