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DETERMINANTAL REPRESENTATIONS AND BE´ZOUTIANS
MARIO KUMMER
Abstract. A major open question in convex algebraic geometry is whether all hyper-
bolicity cones are spectrahedral, i.e. the solution sets of linear matrix inequalities. We will
use sum-of-squares decompositions of certain bilinear forms called Be´zoutians to approach
this problem. More precisely, we show that for every smooth hyperbolic polynomial h there
is another hyperbolic polynomial q such that q ·h has a definite determinantal representation.
Besides commutative algebra, the proof relies on results from real algebraic geometry.
1. Introduction
A homogeneous polynomial h ∈ R[x0, . . . , xn] is said to be hyperbolic with respect to
e ∈ Rn+1, if h does not vanish in e and if for every v ∈ Rn+1, the univariate polynomial
h(te + v) ∈ R[t] has only real roots. The hyperbolicity cone Ch(e) of h at e is the set of
all v ∈ Rn+1 such that no zero of h(te + v) is strictly positive. Hyperbolicity cones are
semi-algebraic convex cones, as shown for example in [7].
The interest in hyperbolic polynomials was originally motivated by the theory of partial
differential equations (see for example [6, 16]). But lately, interest arose in the area of
optimization, especially semidefinite optimization (see for example [9, 11, 21]). In particular
the connection to polynomials with a definite determinantal representation has attracted
much attention: A homogeneous polynomial h ∈ R[x0, . . . , xn] has a definite determinantal
representation, if there are symmetric matrices A0, . . . , An ∈ Symd(R) with
h = det(x0 · A0 + . . .+ xn · An)
and if A(e) = e0A0 + . . .+ enAn is positive definite for some e ∈ Rn+1. Note that both con-
cepts, that of hyperbolicity as well as that of a definite determinantal representation, have
been generalized to varieties of higher codimension in [22]. It is easy to see that polynomials
with a determinantal representation which is definite at e are hyperbolic with respect to e.
An important result of Helton and Vinnikov [11] says that conversely every hyperbolic poly-
nomial in three variables has a definite determinantal representation. This holds no longer
true for more than three variables. Actually Bra¨nde´n [3] found a hyperbolic polynomial h in
four variables such that no power hN admits a definite determinantal representation. More
about these topics can be found in [5, 14, 15, 20, 23].
A spectrahedral cone is a set defined by some homogeneous linear matrix inequalities, i.e.
sets of the form
{v ∈ Rn+1 : A(v) = v0A0 + . . .+ vnAn  0},
where A0, . . . , An are symmetric matrices with real entries. Spectrahedral cones are of in-
terest since they are the feasible sets of semi-definite programming. One of the major open
problems in convex algebraic geometry is to find a characterization of the class of spectra-
hedral cones. It is not hard to check that every spectrahedral cone is the hyperbolicity cone
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of an appropriate hyperbolic polynomial. Note that hyperbolicity of a cone is usually easier
to check than spectrahedrality: One has to determine the Zariski closure of the boundary of
the cone and check whether the defining polynomial is hyperbolic. There is no such criterion
known for spectrahedral cones. The Generalized Lax Conjecture states that in fact every
hyperbolicity cone is a spectrahedral cone.
Conjecture. Every hyperbolicity cone is a spectrahedral cone.
Here are some selected results concerning this conjecture:
• It is true for hyperbolic polynomials in at most three variables. This is a consequence
of the above mentioned theorem of Helton and Vinnikov [11].
• It is true for the hyperbolicity cones of elementary symmetric polynomials [4].
• Every smooth hyperbolicity cone is the projection of a spectrahedral cone [18].
• It is true if −1 is not a sum of squares in certain non-commutative algebras [19].
It is well known that the Generalized Lax Conjecture is equivalent to the following:
Conjecture. Let h ∈ R[x0, . . . , xn] be hyperbolic with respect to e ∈ Rn+1. Then there is a
hyperbolic polynomial q ∈ R[x0, . . . , xn], such that the following two conditions are satisfied:
(i) The product q · h has a definite determinantal representation.
(ii) We have Ch(e) ⊆ Cq(e).
Our contribution is to show that if the hyperbolic polynomial has no real singularities
(which is generically the case), then there will always be such a hyperbolic polynomial q
that satisfies the first of these two conditions (Theorem 6.18).
Theorem. Let h ∈ R[x0, . . . , xn] be hyperbolic with respect to e ∈ Rn+1. Assume that h
has no real singularities (i.e. ∇h(v) 6= 0 for all 0 6= v ∈ Rn+1). Then there is a hyperbolic
polynomial q ∈ R[x0, . . . , xn] such that q · h has a definite determinantal representation.
Note that if one omits the condition that the determinantal representation is definite at
some point, a stronger statement is true: If f ∈ R[x0, . . . , xn] is a homogeneous polynomial,
then there is a linear form l ∈ R[x0, . . . , xn], such that lN · f has a (not necessarily definite)
determinantal representation, see [10].
This article is organized as follows. After some preliminaries in Section 2 we will recall
in Section 3 the notion of a Be´zoutian and remind the reader of some basic properties.
Consider a homogeneous polynomial h ∈ S = R[x0, . . . , xn] which does not vanish in the point
e = (1, 0, . . . , 0)T. Then the module M = S/(h) is free over the ring R = R[x1, . . . , xn]. We
will call a symmetric bilinear form on its dual HomR(M,R) a Be´zoutian, if the corresponding
R-linear map HomR(M,R) → M is even S-linear. The precise definition is given in 3.1. If
h is a smooth polynomial, then it is hyperbolic with respect to e = (1, 0, . . . , 0)T if and
only if there is a positive definite Be´zoutian. This follows from classic properties of the
Be´zout matrix which we will recall in Section 4. If there is a Be´zoutian which has a sum of
squares decomposition of some nice form, we can construct from that a definite determinantal
representation of a multiple of h, see Section 5. Note that a similar approach was tried in
[17], using the Hermite matrix instead of the Be´zout matrix. They obtained a determinantal
representation with rational functions as entries. In Section 6 we will prove that if h is
a smooth hyperbolic polynomial, then such a Be´zoutian always exists, which then implies
Theorem 6.18. The main ingredients for that proof are Stengle’s Positivstellensa¨tze.
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2. Preliminaries and Notation
Let R = R[x1, . . . , xn] be the polynomial ring equipped with the natural grading. If M is
a graded R-module, we denote by Md the set of homogeneous elements in M of degree d. A
free graded R-module is a finitely generated graded R-module of the form
M = R(e1)⊕R(e2)⊕ . . .⊕R(er)
where e1, . . . , er are integers and R(ei) is the twist of R by ei. Let M and N always denote
free graded R-modules. We denote the dual module of M by M∗ := HomR(M,R). We
consider on the R-module L = HomR(M,N) the induced grading given by
Ld = {ϕ ∈ L : ϕ(Me) ⊆Md+e for all e ∈ Z}.
In particular, we can think of M∗ as a free graded R-module. We will often use the natural
isomorphism of R-modules M ⊗R M ∼= HomR(M∗,M) which sends an elementary tensor
v ⊗ w ∈M ⊗RM to the homomorphism ϕ 7→ ϕ(v) · w.
Remark 2.1. This isomorphism induces a grading on M ⊗R M : If v ∈ Md and w ∈ Me,
then v ⊗ w is homogeneous of degree e+ d.
Remark 2.2. If f ∈ HomR(M,N) and α ∈ HomR(M∗,M), then f ◦α◦f ∗ ∈ HomR(N∗, N),
where f ∗ ∈ HomR(N∗,M∗) is the dual map. If we think of α as an element of M ⊗R M as
in the identification above, then f ◦ α ◦ f ∗ corresponds to (f ⊗ f)(α) ∈ N ⊗R N .
To every element α ∈ HomR(M∗,M) we associate the R-bilinear form on M∗ given by
〈ϕ, ψ〉α = ψ(α(ϕ)). We say that α ∈ HomR(M∗,M) is (skew-)symmetric if the associated
bilinear form is (skew-)symmetric. This identification associates v ⊗ w ∈ M ⊗R M to the
bilinear form (ϕ, ψ) 7→ ϕ(v) · ψ(w).
Let α ∈ HomR(M∗,M). Using biduality, we can think of the dual map α∗ again as an
element of HomR(M
∗,M). The associated bilinear form satisfies 〈ϕ, ψ〉α∗ = 〈ψ, ϕ〉α for all
ϕ, ψ ∈M∗. Thus α is (skew-)symmetric if α = α∗ (resp. α = −α∗).
Now we consider the R-linear map
HomR(M
∗,M)→ HomR(M∗,M), f 7→ 1
2
(f − f ∗).
Its image is exactly the set of skew-symmetric R-bilinear forms on M∗. Under the identi-
fication M ⊗R M ∼= HomR(M∗,M) its kernel is generated by all the elements v ⊗ v where
v ∈ M . This yields a natural identification between the set of skew-symmetric R-bilinear
forms on M∗ and the second exterior power
∧2M .
Remark 2.3. If f ∈ HomR(M,N) and α ∈ HomR(M∗,M) is skew-symmetric, then the
map f ◦ α ◦ f ∗ ∈ HomR(N∗, N) is again skew-symmetric. If we think of α as an element of∧2M as in the identification above, then f ◦ α ◦ f ∗ corresponds to ∧f(α) ∈ ∧2N , where
∧f : ∧2M → ∧2N is the map induced by f .
Remark 2.4. Let f : M → N be an R-linear map. Let L ⊆ ∧2M be the submodule
generated by all elements v∧w where v ∈ ker(f) and w ∈M . Each element of L corresponds
to a skew-symmetric α ∈ HomR(M∗,M) which can be written in the form α = β−β∗ where
im(f ∗) ⊆ ker(β): Indeed, v∧w corresponds to the map ϕ 7→ 1
2
(ϕ(v)w−ϕ(w)v) and the map
ϕ 7→ 1
2
ϕ(v)w vanishes on imf ∗ whenever v ∈ ker(f).
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3. Be´zoutians
In this section we will recall some folklore about what is called Be´zoutians.
We consider the polynomial ring S = R[x0, . . . , xn] which is equipped with the natural
grading S =
⊕∞
i=0 Si where every variable has degree 1. For the entire section we fix a
homogeneous polynomial h ∈ Sd of degree d > 0 such that h(e) 6= 0 where e = (1, 0, . . . , 0).
We also consider the graded ring R = R[x1, . . . , xn] and its natural embedding R ↪→ S.
Every graded S-module can also be considered as a graded R-module.
Since h(e) 6= 0, the graded R-module M := S/(h) is free of rank d. Let M∗ = HomR(M,R)
be its dual. We can consider M∗ as an S-module by letting (a · ϕ)(x) := ϕ(a · x) for all
ϕ ∈ M∗, a ∈ S and x ∈ M . We also give M∗ the structure of a graded S-module in the
natural way.
Definition 3.1. Let 〈−,−〉 be a symmetric R-bilinear form on M∗. We say that 〈−,−〉 is
a Be´zoutian (with respect to e) if it satisfies 〈a · ϕ, ψ〉 = 〈ϕ, a · ψ〉 for all a ∈ S, ϕ, ψ ∈M∗.
Since M is a free R-module, we can identify the set of R-bilinear forms on M∗ with
M ⊗RM resp. HomR(M∗,M) as in the previous section. The Be´zoutians are exactly those
symmetric elements of HomR(M
∗,M) that are actually S-linear. Furthermore we have a
natural isomorphism of R-algebras
M ⊗RM ∼= R[s, t]/(h(s), h(t))
where h(s) = h(s, x1, . . . , xn) resp. h(t) = h(t, x1, . . . , xn). This isomorphism identifies s
with x0 ⊗ 1 and t with 1⊗ x0. We say that
ω ∈M ⊗RM ∼= HomR(M∗,M) ∼= R[s, t]/(h(s), h(t))
is a Be´zoutian if the corresponding bilinear form, which we denote by 〈−,−〉ω, is one.
Example 3.2. Let p(s, t) ∈ R[s, t] be homogeneous and let ω be the residue class of the
polynomial
h(s)p(s, t)− h(t)p(t, s)
s− t
in R[s, t]/(h(s), h(t)). Then ω is a Be´zoutian. Indeed, it is clear that ω is symmetric. And
since we have
s · h(s)p(s, t)− h(t)p(t, s)
s− t ≡ t ·
h(s)p(s, t)− h(t)p(t, s)
s− t mod(h(s), h(t))
it follows that 〈x0 ·ϕ, ψ〉ω = 〈ϕ, x0 ·ψ〉ω for all ϕ, ψ ∈M∗ which implies that ω is a Be´zoutian.
The Be´zoutian obtained from the polynomial h(s)−h(t)
s−t will be denoted by δh.
Lemma 3.3. Let p(s, t) ∈ R[s, t]. Then the polynomial h(s)p(s,t)−h(t)p(t,s)
s−t ∈ R[s, t] is equivalent
to h(s)−h(t)
s−t · p(s, t) modulo the ideal (h(t)) ⊆ R[s, t].
Proof. We can write
h(s) = h(t) + (s− t) · rh
p(s, t) = p(t, t) + (s− t) · rp,1
p(t, s) = p(t, t) + (s− t) · rp,2
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where rh, rp,1, rp,2 ∈ R[s, t]. Then we have
h(s)p(s, t)− h(t)p(t, s)
s− t = h(t) · rp,1 + rh · p(t, t) + (s− t) · rh · rp,1 − h(t) · rp,2
= rh · p(s, t) + h(t) · (rp,1 − rp,2).

Proposition 3.4. The set of Be´zoutians in M⊗RM is exactly the principal ideal in M⊗RM
generated by δh.
Proof. Let f(s, t) ∈ R[s, t] be a polynomial such that its residue class in R[s, t]/(h(s), h(t)) ∼=
M ⊗RM is a Be´zoutian. This means that
f(s, t)− f(t, s) ∈ (h(s), h(t)) and (s− t) · f(s, t) ∈ (h(s), h(t)).
Since we have f(s, t) ≡ 1
2
(f(s, t) + f(t, s)) mod(h(s), h(t)) we can assume without loss of
generality that f(s, t) = f(t, s). There are polynomials p(s, t), q(s, t) ∈ R[s, t] such that
(s− t)f(s, t) = p(s, t)h(s) + q(s, t)h(t).
Using the fact that f(s, t) = f(t, s) we obtain
(s− t)f(s, t) = 1
2
(p(s, t)− q(t, s))h(s)− 1
2
(p(t, s)− q(s, t))h(t).
Thus the preceding Lemma implies that
f(s, t) ≡ 1
2
(p(s, t)− q(t, s)) · h(s)− h(t)
s− t mod(h(s), h(t)).
Therefore every Be´zoutian is a multiple of δh.
Conversely, Lemma 3.3 together with Example 3.2 shows that every multiple of δh is in
fact a Be´zoutian. 
Remark 3.5. Consider the homomorphisms of R-algebras
λ1, λ2 : M →M ⊗RM
defined by λ1(z) = z ⊗ 1 and λ2(z) = 1⊗ z. Since δh is a Be´zoutian, we have
(x⊗ y) · δh = (xy ⊗ 1) · δh = (1⊗ xy) · δh
for all x, y ∈M . Therefore we have a homomorphism of R-modules
M →M ⊗RM, z 7→ λ1(z) · δh = λ2(z) · δh
whose image is the set of Be´zoutians.
Definition 3.6. Let p ∈ S and p ∈ M its residue class. We say that λ1(p) · δh = λ2(p) · δh
is the Be´zoutian corresponding to p.
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4. Be´zoutians and Hyperbolicity
Let N be a free module over R = R[x1, . . . , xn] and let N∗ be its dual. For every point
p ∈ Rn let mp ⊆ R be the corresponding maximal ideal. The natural evaluation map
εp : N ⊗R N → (N ⊗R (R/mp))⊗R/mp (N ⊗R (R/mp))
sends every symmetric R-bilinear form on N∗ to a symmetric R-bilinear form on the R-vector
space (N ⊗R (R/mp))∗.
Definition 4.1. Let ω ∈ N ⊗R N be a homogeneous, symmetric bilinear form on N∗. We
say that ω is positive (semi)-definite if the R-bilinear form εp(ω) is positive (semi)-definite
for every 0 6= p ∈ Rn.
Remark 4.2. Let v1, . . . , vm be a basis of N and let v
∗
1, . . . , v
∗
m ∈ N∗ be its dual basis. Let
ω =
m∑
i,j=1
λij · vi ⊗ vj ∈ N ⊗R N
for some λij ∈ R. The representing matrix of ω as a bilinear form on N∗ with respect to
v∗1, . . . , v
∗
m is given by Λ = (λij)1≤i,j≤m. A representing matrix of εp(ω) for p ∈ Rn is given
by Λ(p) := (λij(p))1≤i,j≤m where λij(p) ∈ R is just the value of the polynomial λij at p.
Let f, g ∈ R[t] be two univariate polynomials having degrees deg(f) = d and deg(g) < d.
The Be´zout matrix of f and g is defined as follows. We have
f(s)g(t)− f(t)g(s)
s− t =
d∑
i,j=1
bijs
i−1tj−1
for some real numbers bij. Then the Be´zout matrix B(f, g) = (bij)ij is a real symmetric
matrix. The next Theorem states a classically known property of the Be´zout matrix which
will be very important for what follows.
Theorem 4.3 (see §2.2 of [13]). Let f ∈ R[t] be an univariate polynomial. Then the following
are equivalent:
(i) Every zero of f is simple and real.
(ii) There is a g ∈ R[t] of degree deg(g) < deg(f) such that the Be´zout matrix B(f, g) is
positive definite.
(iii) The Be´zout matrix B(f, f ′) is positive definite where f ′ is the derivative of f .
As in the previous section we let h be an homogeneous polynomial in S = R[x0, . . . , xn]
of degree d which does not vanish in e = (1, 0, . . . , 0). Theorem 4.3 gives us the following
connection between hyperbolicity of h and Be´zoutians in the sense of Definition 3.1:
Theorem 4.4. Let h be a homogeneous polynomial in S = R[x0, . . . , xn] of degree d which
does not vanish in e = (1, 0, . . . , 0). Assume that h has no real singularities (i.e. ∇h(v) 6= 0
for all 0 6= v ∈ Rn+1). Then the following are equivalent:
(i) The polynomial h is hyperbolic with respect to e.
(ii) There is a homogeneous Be´zoutian in S/(h)⊗R S/(h) which is positive definite.
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Proof. (i) ⇒ (ii): [11, Theorem 5.2] states that if h is hyperbolic with respect to e, and if
h has no real singularities, then the polynomial h(t, v) ∈ R[t] has only simple and real roots
for all 0 6= v ∈ Rn. By Theorem 4.3 the Be´zout matrix B(h(t, v), ∂h
∂x0
(t, v)) is positive definite
for all 0 6= v ∈ Rn i.e. the Be´zoutian corresponding to ∂h
∂x0
is positive definite.
(ii) ⇒ (i) : Let ω ∈ S/(h) ⊗R S/(h) such a Be´zoutian. We have seen in the previous
section that ω is the Be´zoutian corresponding to some polynomial p ∈ S. In particular we
have seen that ω is the residue class of the polynomial
h(s)p(t)− h(t)p(s)
s− t mod(h(s), h(t))
where h(s) = h(s, x1, . . . , xn) and h(t), p(s) and p(t) are defined analogously. Moreover, we
can assume that the degree of p in x0 is smaller than d = deg(h). Now let 0 6= v ∈ Rn. If we
look at the representing matrix of ω with respect to the basis 1, x0, . . . , x
d−1
0 as in Remark
4.2, we see that εv(ω) has B(h(t, v), p(t, v)) as a representing matrix. This is by assumption
positive definite, thus by Theorem 4.3 the univariate polynomial h(t, v) has only real roots
for all v ∈ Rn+1. Therefore h is hyperbolic with respect to e. 
5. Be´zoutians and Determinantal Representations
Let h ∈ S = R[x0] = R[x0, . . . , xn] be homogeneous of degree d and irreducible such that
h is hyperbolic with respect to e = (1, 0, . . . , 0). We are interested in finding symmetric
matrices A1, . . . , An ∈ SymN(R) of size N with real entries, such that h divides
det(x0IN − (x1A1 + . . .+ xnAn))
where IN is the identity matrix.
Let M = R[x0]/(h) be equipped with the grading induced by the natural grading of R[x0].
As we have already mentioned, M is a free graded R-module.
Definition 5.1. Let ω ∈ M ⊗R M be a homogeneous Be´zoutian. We say that ω is a nice
Be´zoutian, if it can be written as
ω = v1 ⊗ v1 + . . .+ vr ⊗ vr
for some v1, . . . , vr ∈Me which generate the R-module M≥e.
We will show that we can always construct from a nice Be´zoutian ω ∈ S ⊗R S, if there
exists one, a determinantal representation of some multiple of h as above. They key will be
the following rather technical lemma.
Lemma 5.2. Let m = (x1, . . . , xn) (ideal of R). Let i : M≥e ↪→ M be the inclusion map.
The induced map ∧i : ∧2M≥e → ∧2M (over R) is injective on m(∧2M≥e).
Proof. Let x = (x0, . . . , xn). For α = (α0, . . . , αn) ∈ Zn+1 we write |α| :=
∑n
i=0 |αi| and
xα := xα00 · · ·xαnn . First we consider the set
T = {(α, β) : α, β ∈ Zn+1≥0 , |α| ≥ e+ 1, |β| = e, 0 ≤ α0 < β0 ≤ d− 1}.
We define an equivalence relation ∼ on T by
(α, β) ∼ (α′, β′) :⇔ α + β = α′ + β′ and (α0, β0) = (α′0, β′0).
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Let (α, β), (α′, β′) ∈ T . We will show that if (α, β) ∼ (α′, β′) we have
(5.1) xα ∧ xβ = xα′ ∧ xβ′
as elements in
∧2M≥e. We show this by induction on r = |β − β′|. If r = 0, then we are
done, otherwise there are 1 ≤ i, j ≤ n such that βi > β′i and βj < β′j. Letting δi resp. δj be
the ith resp. jth unit vector, we have
xα ∧ xβ = xj · xα−δj ∧ xβ = xα−δj ∧ xβ+δj = xi · xα−δj ∧ xβ+δj−δi = xα−δj+δi ∧ xβ+δj−δi ,
again as elements in
∧2M≥e. Since (α−δj+δi, β+δj−δi) ∼ (α′, β′) and |β+δj−δi−β′| < r
we have by induction hypothesis
xα ∧ xβ = xα−δj+δi ∧ xβ+δj−δi = xα′ ∧ xβ′ .
With a similar argument one can show that xα ∧ xβ = 0 (as elements in ∧2M≥e) if α0 = β0
and |α| ≥ e + 1, |β| ≥ e. Thus, the elements of the form xα ∧ xβ where (α, β) ∈ T generate
m(
∧2M≥e) as a R-vector space. Let T ′ ⊆ T be a complete system of representatives of
∼. The identity 5.1 implies then that the elements of the form xα ∧ xβ where (α, β) ∈ T ′
generate m(
∧2M≥e) as a R-vector space. Since those are mapped by ∧i to a set of R-linear
independent elements of
∧2M this implies the Lemma. 
Theorem 5.3. If there exists a nice Be´zoutian ω ∈ M ⊗R M , then there are symmetric
matrices A1, . . . , An ∈ SymN(R) such that h divides the polynomial
det(x0IN − (x1A1 + . . .+ xnAn)).
Proof. By definition we can write
ω = v1 ⊗ v1 + . . .+ vr ⊗ vr,
where v1, . . . , vr ∈ Me generate M≥e as an R-module. Let F be the free graded R-module
Rr and let e1, . . . , er be a basis of F . Consider the following R-linear map
m : F →M, ei 7→ vi.
Note that m is homogeneous of degree e. Consider the tensor
ϕ = e1 ⊗ e1 + . . .+ er ⊗ er ∈ F ⊗R F.
The associated bilinear form 〈−,−〉ϕ on F ∗ is symmetric and admits an orthonormal basis,
namely the dual basis of e1, . . . , er. Now consider the R-linear map
f : M →M, z 7→ x0 · z.
Since f(M≥e) ⊆M≥e there is an R-linear map g : F → F such that f ◦m = m ◦ g. Since f
is homogeneous of degree 1 we can choose g also to be homogeneous of degree 1.
F F
M M
g
m m
f
F ∗ F ∗
M∗ M∗
g∗
f∗
m∗ m∗
The characteristic polynomial of f resp. f ∗ is h and since m is generically surjective h divides
the characteristic polynomial of g resp. g∗. Therefore, if g∗ is selfadjoint with respect to
〈−,−〉ϕ, we are done. Because in that case, a representing matrix of g∗ with respect to
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the orthonormal basis of F ∗ from above would be symmetric. Thus we consider the skew-
symmetric bilinear form α = ϕ ◦ g∗ − g ◦ ϕ and we want to choose g in such a way that
α = 0. Since ω is a Be´zoutian, we have ω ◦ f ∗ = f ◦ ω which, together with f ◦m = m ◦ g
and ω = m ◦ ϕ ◦ m∗, implies that m ◦ α ◦ m∗ = 0. By Remark 2.3, this corresponds to
∧m(α) = 0 if we consider α as an element of ∧2 F and if ∧m : ∧2 F → ∧2M is the map
induced by m. We can write m = i ◦ m˜ where m˜ : F →M≥e is surjective and i : M≥e ↪→M
is the inclusion map. By the preceding lemma ∧m(α) = 0 implies ∧m˜(α) = 0 since α is
homogeneous of degree 1. Since m˜ is surjective α lies in the submodule of
∧2 F which is
generated by elements of the form v ∧ w where v ∈ ker(m) and w ∈ F (see for example [2,
Chapter III, §7, no. 2, Proposition 3]). By Remark 2.4 we can thus write α = β − β∗ where
β : F ∗ → F satisfies im(m∗) ⊆ ker(β). Now let g˜ = g−β∗ ◦ϕ−1. We still have m ◦ g˜ = f ◦m
since im(m∗) ⊆ ker(β), but g˜∗ is selfadjoint with respect to ϕ since α = β − β∗. Therefore,
a representing matrix of g˜ with respect to the orthonormal basis of ϕ is a symmetric matrix
and its characteristic polynomial is divisible by h. If g˜ is not homogeneous of degree one, we
can replace it by its homogeneous part of degree one: Every other homogeneous component
of g˜ lies in the kernel of m, because m and f are homogeneous of degree e and one. 
In the next section we will prove that such a nice Be´zoutian indeed exists when our
hyperbolic polynomial h has no real singularities.
6. A Positivstellensatz
Let R = R[x1, . . . , xn] be the polynomial ring equipped with the standard grading. In this
section let M always denote a free graded R-module.
Definition 6.1. Let ω ∈M ⊗RM be symmetric. We say that ω is a sum of squares if
ω = v1 ⊗ v1 + . . .+ vr ⊗ vr
for some vi ∈M .
In what follows let ω ∈M ⊗RM always be symmetric.
Example 6.2. In the case M = R we have the natural isomorphism R = R ⊗R R. Under
this isomorphism the sum of squares elements in R ⊗R R correspond to the sum of squares
in R in the usual sense. We denote the set of sum of squares in R by
∑
R2.
Remark 6.3. Every ω ∈M ⊗RM which is a sum of squares is also positive semidefinite.
Remark 6.4. Let ω ∈ M ⊗R M be symmetric. We can consider ω as an element of
HomR(M
∗,M). Let A be a representing matrix with respect to some basis of M and its dual
basis. Then A is symmetric and has entries in R. Now ω is a sum of squares if and only if
we can write
A = v1 · vT1 + . . . vr · vTr
for some vectors v1, . . . , vr of suitable size with entries in R, or equivalently A = B · BT for
some matrix B of suitable size with entries in R. In that case we say that the matrix A is a
sum of squares.
In [8] the authors proved a generalization of Artin’s solution to Hilbert’s 17th problem.
The following Lemma is a slightly varied version of it.
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Lemma 6.5. Let ω ∈ M ⊗R M be homogeneous of degree 2r and positive definite. Then
there is a homogeneous 0 6= q ∈∑R2 which is positive definite, such that q · ω is a sum of
squares.
Proof. We can consider ω as an element of HomR(M
∗,M). Let A be a representing matrix
with respect to some basis of M consisting of homogeneous elements v1, . . . , vm ∈M and its
dual basis. Let vi be homogeneous of degree ri and let αi = r− ri for 1 ≤ i ≤ m. Then A is
symmetric and the (i, j)-th entry of A is homogeneous of degree αi+αj. Furthermore, since ω
is positive definite, the matrix A(p) obtained by plugging in p = (p1, . . . , pn) for (x1, . . . , xn)
is positive definite for all 0 6= p ∈ Rn. Let x˜ = (x1, . . . , xn−1) and let A˜ = A(x˜, 1) be the
matrix obtained by plugging in 1 for xn. We improve the proof in [12]. Let
tm−a1 · tm−1 + . . .+ (−1)m · am ∈ R[x˜, t]
be the characteristic polynomial of A˜. Note that ai is the sum of all symmetric i× i minors
of A˜. Without loss of generality, we assume that m is odd. If m is even, then the argument
is the same. By the Cayley–Hamilton theorem we have
(A˜m−1 + a2A˜m−3 + . . .+ am−1I)A˜ = a1A˜m−1 + am−3A˜m−3 + . . .+ amI.
Let B = A˜m−1 + a2A˜m−3 + . . . + am−1I. By Stengle’s Positivstellensatz (see [1, Corollary
4.4.3]) there exists a polynomial q ∈ R[x˜] which is strictly positive on Rn−1 and a sum of
squares such that q · ai is a sum of squares for all 1 ≤ i ≤ m, since every symmetric minor
of A˜ is strictly positive on Rn−1. Therefore qB is a sum of squares. From the elementary
properties of the adjugate matrix we obtain
q2 det(B)2A˜ = (qB) · adj(B)2 · (qa1A˜m−1 + qam−3A˜m−3 + . . .+ qamI).
Let f = q2 det(B)2 and let 2dn = deg(f). For all v ∈ Rn−1 we have f(v) > 0. Because qB is
a sum of squares and B and adj(B) commute with A˜, it follows that fA˜ is a sum of squares,
i.e. we have fA˜ = STS for some matrix S = (sij)1≤i≤m′,1≤j≤m with sij ∈ R[x˜]. Since A(p)
is positive definite for all 0 6= p ∈ Rn, the jth diagonal entry of A˜ has degree 2αj. Thus we
have maxi(deg(sij)) = αj + dn. Let
pn = x
2dn
n f(
x1
xn
, . . . ,
xn−1
xn
).
The polynomial pn is homogeneous of degree 2dn and for all v ∈ Rn we have pn(v) > 0 if
vn 6= 0. It is easy to see that we have pnA = S ′TS ′ where S ′ = (s′ij)ij and
s′ij = x
αj+dn
n sij(
x1
xn
, . . . ,
xn−1
xn
).
Replacing xn by xi for 1 ≤ i ≤ n we obtain a homogeneous polynomial pi ∈ R[x]2di such
that pi(v) > 0 for all v ∈ Rn with vi 6= 0 and such that piA is a sum of squares. Let
d = maxi(di) and consider the homogeneous polynomial
p = x
2(d−d1)
1 p1 + . . .+ x
2(d−dn)
n pn.
It follows that p is positive definite and that pA is a sum of squares. 
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Definition 6.6. Let ω ∈ M ⊗RM be homogeneous. We denote by Σ(ω) the submodule of
M which is generated by all homogeneous elements v ∈M such that there are homogeneous
q ∈∑R2 and w1, . . . , wr ∈M with
q · ω = v ⊗ v +
r∑
i=1
wi ⊗ wi.
Example 6.7. Let p = (x21+. . .+x
2
n) ∈ R. We will show by induction on r that Σ(pr) = R≥r.
The case r = 0 is clear. Let r > 0 and assume that the claim is true for all 0 ≤ r′ < r. It is
easy to see that Σ(pr) ⊆ R≥r. The identity
qpr−1 =
s∑
j=1
g2j
for homogeneous polynomials q, g1, . . . , gs ∈ R implies
qpr =
n∑
i=1
s∑
j=1
(xigj)
2.
Therefore we have R≥r = (x1, . . . , xn) · Σ(pr−1) ⊆ Σ(pr).
Remark 6.8. It follows immediately from the definition that we always have
Σ(ω) ⊆ Σ(ω + v ⊗ v)
where ω ∈M ⊗RM is homogeneous of degree 2r and v ∈M homogeneous of degree r.
Lemma 6.9. Let ω ∈ M ⊗R M be homogeneous and let v1, . . . , vr ∈ Σ(ω) be homogeneous
of the same degree. Then there are homogeneous q ∈∑R2 and w1, . . . , ws ∈M such that
q · ω =
r∑
i=1
vi ⊗ vi +
s∑
j=1
wj ⊗ wj.
Proof. This is straightforward if we use the identity
v1 ⊗ v1 + v2 ⊗ v2 = 1
2
(v1 + v2)⊗ (v1 + v2) + 1
2
(v1 − v2)⊗ (v1 − v2).

Lemma 6.10. We consider elements ω ∈ M ⊗R M , v ∈ M , f ∈ R and g ∈ Σ(f) ⊆ R, all
of them homogeneous. If f · v ∈ Σ(ω), then g2 · v ∈ Σ(ω).
Proof. By the previous lemma there are homogeneous q1, q2 ∈
∑
R2, w1, . . . , wr ∈ M and
h1, . . . , hs ∈ R such that
q1ω = f
2 · (v ⊗ v) +
r∑
i=1
wi ⊗ wi and q2f = g2 +
s∑
j=1
h2i .
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If we multiply the first equation with q22 we obtain
q22q · ω = (g2 +
s∑
j=1
h2i )
2 · (v ⊗ v) +
r∑
i=1
q2wi ⊗ q2wi
= (g2v ⊗ g2v) + ((
s∑
j=1
h2i )
2 + 2 ·
s∑
j=1
(ghi)
2)v ⊗ v +
r∑
i=1
q2wi ⊗ q2wi.

Corollary 6.11. Let ω ∈ M ⊗R M and f ∈ (Σ(ω) : M) be both homogeneous. Then
g2 ∈ (Σ(ω) : M) for all homogeneous g ∈ Σ(f).
Lemma 6.12. If ω ∈M⊗RM is homogeneous and positive definite, then the projective zero
set of the homogeneous ideal (Σ(ω) : M) = {a ∈ R : aM ⊆ Σ(ω)} contains no real points.
Proof. By Lemma 6.5 there is a homogeneous, positive definite q ∈∑R2 such that
qω = w1 ⊗ w1 + . . .+ wr ⊗ wr
for some w1, . . . , wr ∈ Σ(ω). Let v1, . . . , vm be a basis of M consisting of homogeneous
elements. We write wj = g1j · v1 + . . .+ gmj · vm with gij ∈ R for all 1 ≤ j ≤ r. Consider the
matrix G = (gij)1≤i≤m, 1≤j≤r. Let S ⊆ {1, . . . , r} be a subset with exactly m elements. Let
GS = (gij)1≤i≤m,j∈S be the corresponding submatrix of G and pS = det(GS) its determinant.
Since the representing matrix of qω ∈ HomR(M∗,M) with respect to the basis v1, . . . , vm
and its dual basis is G ·GT and since qω is positive definite, the polynomials in the set
{pS : S ⊆ {1, . . . , r}, |S| = m}
have no common projective real zero. From GS · adj(GS) = pS · Im, where Im is the identity
matrix, we immediately obtain pS · v ∈ Σ(ω) for all v ∈M . 
For the next step, we will need the following Real Nullstellensatz, cf. [1, Corollary 4.1.9.].
Theorem 6.13. Let V be an affine real variety and let V (R) be the set of its real points.
Let I be an ideal of the coordinate ring R[V ] and let
Z = {x ∈ V (R) : f(x) = 0 for all f ∈ I}
be its real zero set. For all p ∈ R[V ] the following are equivalent:
(i) p(x) = 0 for all x ∈ Z.
(ii) There are g1, . . . , gr ∈ R[V ] such that p2m + g21 + . . .+ g2r ∈ I for some m ≥ 0.
Corollary 6.14. Let I be a homogeneous ideal in R whose projective zero set contains no
real point. Then we can find a homogeneous f ∈ I which satisfies Σ(f) = R≥r for some
suitable r ≥ 0.
Proof. Consider the projective space Pn−1 = P(Cn). Let q = x21 + . . . + x2n and consider
Z = {x ∈ Pn−1 : q(x) = 0}. Then V = Pn−1 r Z is an affine R-variety with coordinate ring
R[V ] = { p
qk
: p ∈ R homogeneous, deg(p) = deg(qk)}.
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We consider the following ideal in R[V ]:
J = { p
qk
: p ∈ I homogeneous, deg(p) = deg(qk)}.
The real zero set of J is empty by assumption. Thus there are, by the preceding Theorem,
g1, . . . , gs ∈ R[V ] such that
1 + g21 + . . .+ g
2
s ∈ J.
After cleaning denominators, Example 6.7 and Remark 6.8 imply the claim. 
Theorem 6.15. Let ω ∈ M ⊗R M be homogeneous and positive definite. Then we have
R≥k ⊆ (Σ(ω) : M) for some k ≥ 0.
Proof. The projective zero set of the homogeneous ideal (Σ(ω) : M) contains no real points
by Lemma 6.12. By the preceding corollary there is a homogeneous f ∈ (Σ(ω) : M) such
that Σ(f) = R≥r for some suitable r ≥ 0. Thus for all p ∈ R≥r we have p2 ∈ (Σ(ω) : M) by
Corollary 6.11. This implies that the projective zero set of (Σ(ω) : M) is empty. It follows
from Hilbert’s Nullstellensatz that R≥k ⊆ (Σ(ω) : M) for some k ≥ 0. 
Corollary 6.16. Let ω ∈M⊗RM be homogeneous and positive definite. Then M≥k ⊆ Σ(ω)
for some k ≥ 0.
Corollary 6.17. Let ω ∈ M ⊗R M be homogeneous and positive definite. Then there is
some q ∈∑R2 such that
q · ω = v1 ⊗ v1 + . . .+ vr ⊗ vr
where v1, . . . , vr ∈Mk generate M≥k for some k ≥ 0.
Now we are ready to proof our main result.
Theorem 6.18. Let h ∈ R[x0, . . . , xn] be hyperbolic with respect to e ∈ Rn+1. Assume that
h has no real singularities (i.e. ∇h(v) 6= 0 for all 0 6= v ∈ Rn+1). Then there is a hyperbolic
polynomial q ∈ R[x0, . . . , xn], such that q · h has a definite determinantal representation.
Proof. After a linear change of coordinates we can assume that e = (1, 0, . . . , 0)T. Let
S = R[x0, . . . , xn] and M = S/(h). By Theorem 4.4 there is a homogeneous Be´zoutian
ω ∈M ⊗RM which is positive definite. By Corollary 6.17 there is some q ∈
∑
R2 such that
q · ω = v1 ⊗ v1 + . . .+ vr ⊗ vr
where v1, . . . , vr ∈Mk generate M≥k for some k ≥ 0. It is easy to see that ω′ = q ·ω is again
a Be´zoutian. In particular ω′ is a nice Be´zoutian. Now Theorem 5.3 implies the claim. 
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