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Abstract
This Bachelor’s Degree Thesis is intended to serve an introduction to the theory
of quasiconformal surgery. To that end, we consider the complexification of the
Arnol’d standard family of circle maps given by
F˜α,ε(u) = ue
iαe(ε/2)(u−1/u),
where α is a function of ε such that the restriction of F˜α(ε),ε to the unit circle
has rotation number θ belonging to the set of Brjuno numbers. These functions
are analytically linearisable if ε is small enough. Therefore they have a Herman
ring U˜ε around the unit circle, whose size R˜ε tends to infinity as ε tends to zero.
We study the asymptotic size of these Herman rings and check that
R˜ε =
2
ε
(R0 +O(ε log ε)),
where R0 is the conformal radius of the Siegel disc of the complex semistandard
map G(z) = zeiωez, where ω = 2piθ. In order to achieve this, we devote the
first three chapters to giving the background needed in quasiconformal surgery,
hyperbolic geometry and dynamical systems and compute the estimate in the
fourth chapter. In the proof we use an explicit quasiconformal surgery construc-
tion to relate F˜α(ε),ε and G, and hyperbolic geometry to obtain the quantitative
result.
Keywords: quasiconformal surgery, Riemann Mapping Theorem, Poincaré
metric, analytically linearisable, Brjuno number, Herman ring, Arnol’d standard
family.
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Introduction
“Mathematics, rightly viewed, possesses not only truth, but supreme
beauty –a beauty cold and austere, like that of sculpture, without appeal
to any part of our weaker nature, without the gorgeous trappings of
painting or music, yet sublimely pure, and capable of a stern perfection
such as only the greatest art can show...”
– Bertrand Russell, A History of Western Philosophy
Complex dynamics
The theory of one-dimensional complex dynamic systems, understood as the
global study of iteration of holomorphic mappings, has its roots in the early
twentieth century with the work of Pierre Fatou and Gaston Maurice Julia.
Intuitively, a holomorphic mapping f : S → T can be thought of as a mapping
that is differentiable in the complex sense, where S and T are usually Riemann
surfaces.
The study of compactness in the topological space of holomorphic functions
from S to T , which we denote by Hol(S, T ) originated Paul Montel’s notion
of normal families of mappings. A family of maps from S to T is normal if
every infinite sequence of maps of the family contains a subsequence that either
converges locally uniformly or diverges locally uniformly from T (see Defini-
tion 3.3.2). Fatou and Julia took in this idea in their seminal work and used it
to set the basis of what is known today as complex dynamics or holomorphic dy-
namics, that is the study of dynamical systems defined by iteration of functions
on complex manifolds.
The simplest example of a holomorphic dynamical system is given by the
iteration of a complex quadratic polynomial of the form
P (z) = z2 + c, where z, c ∈ C,
thus giving rise to the sequence zn+1 = z2n + c, for n ≥ 0. For a fixed value of
c, the collection of iterates {zn}∞n=0 defines (or not) a normal family of maps
depending on the initial value z0. For instance, for c = −0.765 + 0.12i, the set
of initial points for which the family is normal gives the picture in Figure 1.
Both Fatou and Julia observed that chaotic pictures like this one were fre-
quently obtained when considering polynomial maps of this form. They studied
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Figure 1: For the map z 7→ z2 + (−0.765 + 0.12i), the set of initial points that
does not originate a normal family are painted in black.
in an extensive way this partition of the dynamical space into two disjoint, com-
pletely invariant subsets, which are nowadays named after them. The Fatou set
is the open set where tame dynamics occurs –the set where normality appears–
and its complement, the Julia set, is the set of initial values whose orbits are
chaotic.
Well before that, the local theory of dynamics around fixed points had already
been developed by mathematicians such as Ernst Schröder, Gabriel Königs,
Léopold Leau and Lucjan Böttcher. Let us recall that given a map f with
a p−cycle O(z0) = {z0, z1, . . . , zp−1}, we can switch to a fixed point z0 by
substituting the original map by its p−th iterate fp. The multiplier of the cycle
is defined as
λ ..= (fp)′(zi) = f ′(z0) · f ′(z1) · · · · · f ′(zp−1),
for any i ∈ {0, 1 . . . , p− 1}, if the orbit lies in C. Assuming that the orbit of z0
by f is a fixed point, the following classification results:
 attracting if |λ| < 1. In case λ = 0, we refer to the point as a superattract-
ing fixed point.
 repelling if |λ| > 1.
 neutral (also indifferent) if |λ| = 1. In case λn = 1 for some integer n,
we call it a rationally neutral or parabolic fixed point. Otherwise, it is an
irrationally neutral fixed point.
In the remainder, we shall assume that the fixed point is in fact z0 = 0
(conjugating by a translation if necessary). We shall prove in Section 3.3.2 that
the map f is conformally conjugate to a certain function in each of the cases
above. One interesting case appears for irrationally neutral fixed points, whose
multiplier can be written in the form λ = e2piiθ, where θ ∈ R \Q. Moreover, if
θ belongs to the set of Brjuno numbers B, containing irrational numbers that
are very badly approximable by rational numbers (see Definition 3.2.7), then f
is conformally conjugate to a rotation around the fixed point, and the maximal
domain in which this conjugating function is defined is called a Siegel disc (see
Figure 2).
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Figure 2: The dynamics around the fixed point, which is marked with a cross,
behave locally like a rotation around it in a domain that is conformally conjugate
to a disc.
Arguably, Fatou and Julia’s greatest achievement is their detailed description
of the global geometry and behaviour of complex dynamical systems. They
depicted the connected components of the Fatou set, called the Fatou compo-
nents, with their Classification Theorem. This theorem asserts that every peri-
odic Fatou component of a holomorphic map of the Riemann sphere is either a
component of an immediate basin of attraction of some attracting or parabolic
cycle (see Section 3.3.1), or a rotation domain that is conformally conjugate to
a Siegel disc or an annulus (which is called a Herman ring. See Figure 3). We
shall work with an example of the last case in Chapter 4.
Figure 3: The dynamics around the fixed point behave locally like a rotation
around it in a domain that is conformally conjugate to an annulus.
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Quasiconformal surgery and the Beltrami equation
The other side of our story, the theory of quasiconformal functions of the plane,
began at roughly the same time with the work of Herbert Grötzsch. As the name
suggests, quasiconformality is a weakening of the notion of conformality, and is
best understood as a geometric condition: conformal maps preserve angles and
quasiconformal maps distort angles, yet only in a bounded fashion.
Let us begin with a simplified case that will help us understand in an intuitive
way what quasiconformal maps are. Consider an R−linear map L : C → C of
the form
L(z) = az + bz, for a, b, z ∈ C.
If we restrict to R−linear maps that are invertible and orientation-preserving,
that is with |a| > |b|, we can define the Beltrami coefficient of L as µ(L) ..= b/a.
Letting θ ∈ R/(piZ) denote half the argument of µ(L), we have
µ(L) =
∣∣∣∣ ba
∣∣∣∣ ei2θ.
Note that µ(L) ∈ D when L is orientation-preserving, and that L is holomorphic
if and only if b = 0, which occurs if and only if µ(L) = 0. If we define
E(L) ..= L−1(D),
then E(L) is an ellipse, and in particular it is a circle if µ(L) = 0. We shall see
in Section 1.1 that this ellipse E(L) can be determined and that L can be split
into the composition of a self-adjoint linear transformation S (hence it has two
real eigenvalues and, if b 6= 0, the corresponding eigenvectors are orthogonal.
See Figure 4) followed by an orthogonal transformation R.
Figure 4: The ellipse E(S) = E(L).
We define the dilatation K(L) of L as the ratio of the major axis to the minor
axis, that is
K(L) ..=
1 + |µ|
1− |µ| =
|a|+ |b|
|a| − |b| ,
and the complex dilatation of L as the Beltrami coefficient µ(L). The dilatation
K(L) determines the shape of the ellipse up to scaling, but not the position of
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its axes, whereas the Beltrami coefficient determines both the position and the
shape up to scaling.
The step from the linear case to the general case is done in the following
way. Given U ⊂ C, consider all the tangent spaces over points u ∈ U , each one
viewed as a copy of the R−vector space C. Now let V ⊂ C and f : U → V be
a continuous orientation-preserving function. If f is R−differentiable and has a
non-singular differential Duf : TuU → Tf(u)V almost everywhere, then applying
the linear case to this map we see that Duf defines an infinitesimal ellipse in
TuU with Beltrami coefficient equal to
µf (u) =
∂zf(u)
∂zf(u)
. (1)
In view of Equation (1), we are compelled to give the (first) definition of
K−quasiconformal mapping (see Sections 1.3.1 and 1.3.2). A mapping f : U →
V, where U and V are given domains in C, K ≥ 1 and k ..= (K − 1)/(K + 1) is
K−quasiconformal if
(i) f is a homeomorphism;
(ii) the partial weak derivatives ∂zf and ∂zf exist and belong to L2loc(U), where
they satisfy
|∂zf | ≤ k |∂zf | .
We shall prove that a 1−quasiconformal map (that is, a map whose Beltrami
coefficient equals 0) is conformal (see Weyl’s Lemma, Theorem 1.3.1).
Sometimes, given a Beltrami coefficient µ on U , we wish to find a quasicon-
formal mapping f : U → C such that ∂zf(z) = µ(z)∂zf(z) for almost every
z ∈ U . Equation (1) is then known as the Beltrami equation. Its solution f is
said to integrate µ and is given by the Measurable Riemann Mapping Theorem
(see Section 1.4) due to Morrey, Bojarski, Ahlfors and Bers. In addition to that,
the equation underscores the strong connections between quasiconformal maps,
the theory of partial differential equations and complex and functional analysis.
This variety of fields involved is certainly one of the virtues of the present thesis.
The chief advantage of quasiconformal maps over conformal maps is the flex-
ibility that they provide. For instance, whereas the uniqueness of analytic con-
tinuation implies that holomorphic maps are rather rigid, quasiconformal maps
can be pasted together very flexibly without losing quasiconformality. Moreover,
quasiconformal maps need not be differentiable everywhere, but only almost ev-
erywhere. This is why quasiconformal surgery is used in holomorphic iteration.
It allows us to obtain holomorphic maps with prescribed dynamics that arise
from certain model maps which are locally quasiconformal. The reference to
“surgery” is explained by the fact that these model maps are often constructed
by cutting and pasting different spaces and maps together. There are nowa-
days two main quasiconformal surgery techniques. The first one is referred to
as soft quasiconformal surgery and deals with quasiconformal deformations of
a given map. However, what we call cut and paste quasiconformal surgery is
more reminiscent of topological surgery, which is used to produce one manifold
form another in some “controlled way” (see Section 1.7).
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The Arnol’d semistandard family of circle maps
At the same time as we give an introduction to the theory of quasiconformal
surgery, we aim in these pages to deal with a particular application of this
technique. For that reason, we have chosen a family of maps on C which,
under certain conditions, have a Herman ring (see Figure 3 for an example of a
Herman ring). In other words, each map of the family behaves like a rotation
on a domain conformally isomorphic to an annulus. Furthermore, each of these
maps has a singularity where the map is not defined and which is the centre of
the annulus. Following primarily an article by N. Fagella, T. M. Seara and J.
Villanueva (see [31]), we shall apply cut and paste quasiconformal surgery to fill
up the holes inside these annuli in order to be able to give an estimation of their
size. The family of circle maps that we have opted for is the complex standard
family of maps from C∗ onto itself, given by
F˜α,ε : C∗ −→ C∗
u 7−→ ueiαe(ε/2)(u−1/u),
where α ∈ [0, 2pi) and ε ∈ [0, 1). For the same domain of the parameters, if we
restrict to the unit circle S1 we obtain the well-known Arnol’d standard family
of circle maps of the form
f˜α,ε : S1 −→ S1
x 7−→ x+ α2pi + ε2pi sin(2pix),
(this is checked in (4.3)) which are commonly used for the modelling of driven
mechanical rotors (see Section 4.1.1) or the dynamical behaviour of a beating
heart (see Section 4.1.2), for instance.
The main result in Chapter 4 is the subsequent theorem. Most of the concepts
in its statement will be accurately defined through Chapters 1, 2 and 3. One
of them is the rotation number, which is an important topological invariant
associated to a circle map that measures the average asymptotic rate of rotation
of the points of a circle (see Definition 3.2.2). The statement goes as follows.
Theorem. Let θ be a Brjuno number and consider the complex standard map
F˜α,ε(u) = ue
iαe(ε/2)(u−1/u),
with α = α(ε) such that F˜α(ε),ε restricted to the unit circle has rotation number
θ. Let R˜ε be the size of its Herman ring and let R0 be the conformal radius of
the Siegel disc of the semistandard map G(z) = zeiωez, where ω = 2piθ. Then,
R˜ε =
2
ε
(R0 +O(ε log ε)).
As we have commented before, this thesis combines tools from several fields of
Mathematics and hyperbolic geometry is one of them. When we work with the
Arnol’d standard family, quasiconformal surgery is the tool whereby we shall
relate the different maps and domains that we consider. Hyperbolic geometry,
for its part, provides all the estimates that will allow us to give the asymptotic
size of their Herman rings and thus plays a crucial role in the theorem above.
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Structure of the text
This dissertation is divided into four chapters. The first three chapters review
–or explain for those who are not familiar with the concepts– the mathematical
background needed, and fix the notation used in the remainder of the text. The
fourth chapter contains our main goal and is devoted to performing a particular
case of quasiconformal surgery and to computing some estimates afterwards.
 The basic definitions and results about quasiconformal surgery, and those
necessary to make a coherent description are given in Chapter 1, Qua-
siconformal surgery. We start by giving an intuitive geometrical notion
of conformal structure defined by a linear map and then move on to the
general case. We then define quasiconformal mappings, both from a geo-
metrical and analytical perspective, give reference to all important results
and prove some of them. We end the chapter by giving a brief classification
of surgery constructions.
 Chapter 2, Hyperbolic geometry, sets about with the definition of Rie-
mann surfaces. Then follows a detailed explanation on the Poincaré met-
ric and some of its most important properties. The last section is entirely
devoted to finding the actual estimates for the Poincaré distance in the
punctured disc that are used later on in Chapter 4.
 Chapter 3, Preliminaries on dynamical systems, consists of a recompila-
tion of some background in dynamics. In particular, it lays the foundations
of what is used in Chapter 4, giving the notions of circle homeomorphism
or rotation numbers, with a brief introduction to rational approximation
of real numbers. A whole section on holomorphic dynamics has been in-
corporated to this chapter as well, providing a thorough treatment of both
the local dynamics around fixed points and the classification of the Fatou
components, hence covering the global dynamics. Most of the proofs are
not provided, although all results are well referenced.
 The application of what is reviewed in Chapters 1, 2 and 3 is developed in
Chapter 4, Asymptotic size of Herman rings. It comprises three sections.
The first one motivates the study of the Arnol’d semistandard family of
circle maps. The second one explains a qualitative surgery construction
that relates it to the complex semistandard family of circle maps. The
third section concludes the chapter with a quantitative analysis based on
the estimates in Chapter 2.
Let us end this introduction by giving a hint on how to read the present
text. Chapter 2, Hyperbolic geometry is frequently unknown for most readers,
specially the last estimates. Readers familiar with quasiconformal geometry
and analysis may start in Chapter 2 and continue from there. Those familiar
with dynamics, or holomorphic dynamics in particular, may start in Chapter 1,
Quasiconformal surgery until they reach Chapter 3, Preliminaries on dynamical
systems, which they may skip to end with Chapter 4, Asymptotic size of Herman
rings. All of the images in this thesis, including those used in the introduction,
have been captured from texts cited in the Bibliography.
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1Quasiconformal surgery
The theory of quasiconformal functions of the plane began around the late 1970s.
As the name suggests, quasiconformality is a weakening of the notion of confor-
mality. It is best understood as a geometric condition: conformal maps preserve
angles, and quasiconformal maps distort angles, but only in a bounded fashion.
The advantages of quasiconformal maps over conformal maps are multiple. For
instance, quasiconformal maps do not need to be differentiable everywhere, but
only almost everywhere. Moreover, holomorphic maps are very rigid due to
the property of analytic continuation, hence it is not possible to paste differ-
ent holomorphic maps together along a curve to form a new holomorphic map.
However, quasiconformal mappings do have this kind of flexibility and can be
pasted together to form new quasiconformal mappings. It is this flexibility that
produces the basis for what is known as quasiconformal surgery, in which we
change mappings and sometimes also the spaces involved. When the construc-
tion is successful the final goal is to end with a holomorphic map, obtained via
the measurable Riemann Mapping Theorem.
This chapter is structured as follows. We begin with an introduction to qua-
siconformal maps, explaining in an intuitive way what they do from a geometric
point of view. In order to do so, we first consider the linear case and then
extend the results to the general case. We then give rigorous definitions of qua-
siconformal maps, both from a geometric and from an analytical perspective.
After some results on quasiconformal maps, we end the chapter by giving a brief
classification of the types of surgery constructions that can be performed.
1.1 The linear case
Let C denote the complex plane, viewed as the two-dimensional oriented Eu-
clidean R−vector space with the orthonormal positively oriented standard basis
{1, i}. In C, we shall use as coordinates either (x, y) or (z, z), where z = x+ iy
and z = x− iy. Any R−linear map L : C→ C can then be written in the form
L(z) = az + bz, for a, b, z ∈ C.
9
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The unit square, spanned by 1 and i, is mapped onto the parallelogram spanned
by a+ b and ai− bi (see Figure 1.1).
Figure 1.1: The unit square is mapped to the parallelogram spanned by {a +
b, (a− b)i}.
The area of the parallelogram is the absolute value of the determinant of L,
i.e. det(L) = |a|2 − |b|2. We shall restrict to R−linear maps that are invertible
and orientation-preserving, that is with |a| > |b|.
We define the Beltrami coefficient of L as µ(L) ..= b/a, and let θ ∈ R/(piZ)
denote half the argument of µ(L), that is
µ(L) =
∣∣∣∣ ba
∣∣∣∣ ei2θ.
Note that µ(L) ∈ D when L is orientation-preserving, and that L is holomor-
phic if and only if b = 0, which occurs if and only if µ(L) = 0.
Let us define
E(L) ..= L−1(D) (1.1)
Then E(L) is an ellipse, and in particular it is a circle if µ(L) = 0. In order to
determine the ellipse E(L), we set a = |a| eiα, where α ∈ R/(2piZ), µ = µ(L)
and rewrite L as
L(z) = |a| eiαz + |µa| earg(µa)iz = eiα |a| (z + |µ| ei2θz).
Hence, L is the R−linear map S(z) = |a| (z + |µ| ei2θz) post-composed with
the rotation R(z) = eiαz, where the matrix of S in the basis {1, i} has the form
Mat{1,i}(S) =
(|a| (1 + |µ| cos(2θ)) |a| |µ| sin(2θ)
|a| |µ| sin(2θ) |a| (1− |µ| cos(2θ))
)
.
In particular, it is clearly symmetric. Therefore, we have split L into the com-
position of a self-adjoint linear transformation followed by an orthogonal trans-
formation. It follows that S has two real eigenvalues and, if b 6= 0, that their
corresponding eigenvectors are orthogonal (see Figure 1.2).
A computation of the determinant of the above matrix shows that it has
eigenvalues |a| (1 + |µ|) and |a| (1 − |µ|), which correspond to the eigenvectors
eiθ and ei(θ+pi/2), respectively. It follows that E(S) is the ellipse with half
major axis 1/(|a| (1 − |µ|)) along the direction ei(θ+pi/2) and half minor axis
1/(|a| (1 + |µ|)) along the direction eiθ. The ellipse E(L) equals E(S), since the
unit circle is preserved by the rotation R(z) = eiαz.
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Figure 1.2: The ellipse E(S) = E(L).
We define the dilatation K(L) of L as the ratio of the major axis to the minor
axis, that is
K(L) ..=
1 + |µ|
1− |µ| =
|a|+ |b|
|a| − |b| ,
and the complex dilatation of L as the Beltrami coefficient µ(L). While the
dilatation K(L) determines the shape of the ellipse up to scaling, but not the
position of its axes, the Beltrami coefficient determines both the position and
the shape up to scaling. Conversely, if we happen to start with an ellipse E,
the Beltrami coefficient is determined by µ(E) = (M −m)/(M +m)ei2θ, where
M and m are the half major and half minor axes of E respectively, and θ is the
argument of the direction of the minor axis of E chosen in [0, pi) (see Figure 1.3).
Figure 1.3: Given an ellipse E, we define µ(E) and K(E) in terms of M , m
and θ. Observe that we choose the argument of the minor axis, θ, to belong to
[0, pi).
We shall denote by σ0 the standard conformal structure of C, that is to con-
sider C as the C−vector space with the standard complex scalar multiplication.
Any invertible R−linear map L can be used to define a new conformal structure
σ(L) on the domain of L, that is a new operation making C into a C−vector
space, thus extending the R−vector space structure. This is done in the fol-
lowing way: we need to define what it means to “multiply” elements of C by
complex scalars, which reduces (after imposing all the properties that must be
satisfied) to define “multiplication” by i. That is, we need to choose an R−linear
11
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map J , and define c ∗ z = Re(c)z + Im(c)J(z) for any c, z ∈ C. Since
i2∗z = −1∗z+0·J(z), but also i2∗z = i∗(0·z+1·J(z)) = 0·z+1·J(J(z)),
it follows that J(J(z)) = −z. The structure induced by L is defined by choosing
J = L−1 ◦ I ◦ L, where I(z) = iz in the standard way.
We shall end this linear discussion by considering how Beltrami coefficients
and dilatations change under inversion and composition of linear maps. We
start with inversion. Given a map L as above, it is easy to check that
L−1(w) =
1
|a|2 − |b|2 (aw − bw).
It follows that
µ(L−1) = −µ(L)ei2 arg(a),
and so
∣∣µ(L−1)∣∣ = |µ(L)|, which implies that K(L−1) = K(L).
Now suppose that j ∈ {1, 2} and that we have two R−linear maps Lj(z) =
ajz+ bjz with dilatation Kj and Beltrami coefficient µj . The ellipse defined by
the composition L1 ◦ L2 is the preimage under L2 of the ellipse defined by the
map L1. Observe that from linear algebra, we can assure that
K(L1 ◦ L2) ≤ K(L1)K(L2),
since the maximal possible stretch is the product of the two maximal stretches
of each of the maps, while the corresponding holds for the minimal stretches. If
we want to know the Beltrami coefficient for this new ellipse, we compute the
composition
(L1 ◦ L2)(z) = (a1a2 + b1b2)z + (a1b2 + b1a2)z,
so we get any of the following equivalent expressions
µ(L1 ◦ L2) = b2 + µ1a2
a2 + µ1b2
=
µ2 + µ1e
−2i arg(a2)
1 + µ1µ2e−2i arg(b2)
. (1.2)
1.1.1 Geometric interpretation
We shall end this section by giving a geometric interpretation of the conformal
structure σ defined by an ellipse, or rather an infinite family of similar concentric
ellipses.
Suppose first that we have an R−linear map L as above and the ellipse E(L)
(see (1.1)). Given a diameter in the unit circle or in the ellipse E(L), the
conjugate diameter is defined as the one that is made up of the midpoints of the
cords in the circle or in the ellipse parallel to the given diameter. Alternatively,
the conjugate diameter is the one parallel to the line tangent to the ellipse at
the point of intersection with the given diameter. The map L sends conjugate
diameters of the ellipse E(L) to conjugate diameters of the circle, since parallel
lines are mapped to parallel lines and midpoints to midpoints (see Figure 1.4).
If z ∈ E(L), then define J(z) to be the vector in E(L) so that z and J(z)
are on conjugate diameters, going from z to J(z) in the positive direction (that
12
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Figure 1.4: E ⊂ C so that L(E) is a circle in C. A pair of conjugate diameters
in E are mapped by L onto the corresponding pair of conjugate diameters in
the circle L(E).
is, making the angle between z and J(z) less than or equal to pi). Clearly,
J = L−1 ◦ I ◦ L, where I(z) = iz.
Suppose an ellipse in C is only defined up to scaling, meaning that we have
an infinite family of similar concentric ellipses. Such a family determines a
conformal structure σ in C. For any z 6= 0, choose the ellipse that contains
z. Let J(z) be the point in the positive direction on that ellipse and on the
diameter that is conjugate to the one containing z. The map J clearly satisfies
J(J(z)) = −z and defines how to multiply a vector by i.
1.2 Almost complex structures
Let U ⊂ C, and let TU = ∪u∈UTuU be the tangent bundle over U , i.e. the
collection of the tangent spaces over points u ∈ U , each one viewed as a copy of
the R−vector space C. An almost complex structure on U is a measurable field
E ⊂ TU of infinitesimal ellipses. In other words, for almost every point u ∈ U ,
we have an ellipse Eu ⊂ TuU defined up to scaling, such that the map
µ : U −→ D
u 7−→ µ(u),
where µ(u) denotes the Beltrami coefficient of Eu, is measurable (with respect to
the Lebesgue measure). Each infinitesimal ellipse defines a conformal structure
σ(u) on TuU , as defined and explained in Section 1.1, making the tangent space
TuU into a C−linear vector space. If we denote an almost complex structure by
σ, we define the dilatation of σ as
K(σ) = ess sup
u∈U
K(u), where K(u) =
1 + |µ(u)|
1− |µ(u)|
denotes the dilatation of Eu. Observe that K(σ) ∈ [1,∞]. Notice also that
any measurable function µ : U → D defines an almost complex structure in the
above sense.
Let us now see how to obtain almost complex structures from maps satisfying
certain conditions. Consider U ,V ⊂ C and the class D+(U ,V) of continuous
orientation-preserving functions f : U → V that are R−differentiable almost
everywhere and with a non-singular differential Duf : TuU → Tf(u)V almost
everywhere, depending measurably on u. Since we are working in tangent spaces
13
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we use the infinitesimal coordinates dz and dz. Then, the differential can be
written as
Duf = ∂zf(u)dz + ∂zf(u)dz,
where
∂zf =
1
2
(∂xf − i∂yf), ∂zf = 1
2
(∂xf + i∂yf).
Applying the discussion of Section 1.1 to this map, we see that Duf defines an
infinitesimal ellipse in TuU with Beltrami coefficient
µf (u) =
∂zf(u)
∂zf(u)
or, equivalently, a new conformal structure on this tangent space. The dilatation
can be written as
Kf (u) = K(Duf) =
1 + |µf (u)|
1− |µf (u)| .
Observe that the Cauchy-Riemann equation ∂zf(u) = 0 is satisfied at u if
and only if µf (u) = 0 or, equivalently, if and only if the ellipse is a circle.
If we do the same for all points u ∈ U for which f is differentiable, we obtain a
measurable field of infinitesimal ellipses, one in almost every tangent space or, as
defined above, an almost complex structure σf on U , with Beltrami coefficient
µf . We say that σf is the pull-back of the standard complex structure σ0 (i.e.
the field of inifinitesimal circles) by f or, equivalently, that µf is the pull-back
of µ0 ≡ 0 by f (see Figure 1.5). We write for almost every u ∈ U
µf (u) = f
∗µ0(u) or σf (u) = f∗σ0(u).
The dilatation of this almost complex structure is then the essential supremum
over U of Kf (u), which we denote by Kf .
Figure 1.5: The almost complex structure σf in U is the pullback of σ0 in
V, under f . The fields of infinitesimal ellipses live in the tangent bundle. The
infinitesimal ellipse at TuU is mapped underDuf (if it exists) to the infinitesimal
circle at Tf(u)V.
Notice that since the differential need not vary continuously with respect to
u, nor need the field of infinitesimal ellipses or the Beltrami coefficient. We can
only say that µf is a measurable function (for it is a quotient of measurable
functions) with respect to u, essentially bounded.
The concept of pull-back can be slightly generalised, since we may consider
the pull-back of any almost complex structure σ, not necessarily σ0, under a
14
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map f satisfying an extra condition. We need to require the map f to be
absolutely continuous with respect to the Lebesgue measure, that is, to require
the preimage by f of any measure zero set to have zero measure. We denote by
D+0 (U ,V) ⊂ D+(U ,V) the subclass consisting of functions with this property.
Let f ∈ D+0 (U ,V) and let µ be the Beltrami coefficient in TV corresponding
to an almost complex structure σ in V. Let Ev denote the infinitesimal ellipse
defined in TvV for almost every v ∈ V. We refer to the pull-back by f of the
measurable field of infinitesimal ellipses E as the measurable field of infinitesimal
ellipses E ′ with E′u = (Duf)−1(Ef(u)), well defined for almost every u ∈ U (see
Figure 1.6). Indeed, E′u is defined for all u such that Ef(u) is defined and Duf
exists and is non-singular. The first property is satisfied on a set of full measure
because f is absolutely continuous and so is the second property by hypothesis.
Figure 1.6: The pull-back of the Beltrami coefficient µ (in V) under f is denoted
by f∗µ (in U).
In this sense, we shall write
(U , µ1) f→ (V, µ2)
when we have the map f : U → V and f∗µ2 = µ1. If it happens that µ is given
by a certain map g : V → W in the class D+(V,W) (i.e. µ = µg), then we shall
be looking at
f∗µg = f∗(g∗µ0) = (g ◦ f)∗µ0 = µg◦f .
From the linear discussion in Section 1.1 it follows that
Kg◦f ≤ Kf ·Kg,
and we can write down the formulae for Beltrami coefficients (compare with the
expressions in (1.2))
f∗µ(u) =
∂zf(u) + µ(f(u))∂zf(u)
∂zf(u) + µ(f(u))∂zf(u)
, (1.3)
and also
µg◦f (u) =
µf (u) + µg(f(u))e
−i2 arg(∂zf(u))
1 + µf (u)µg(f(u))e−i2 arg(∂zf(u))
. (1.4)
Note that if in Equation (1.3), µ = µg for a certain quasiregular map g (that is, it
can be expressed as the composition of a holomorphic map with a quasiconformal
map. See Section 1.6), then f∗µg = µg◦f .
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Furthermore, note that if f is holomorphic then (1.3) reduces to
f∗µ(u) = µ(f(u))
∂zf(u)
∂zf(u)
. (1.5)
This formula is important because we shall often extend an almost complex
structure on V with Beltrami coefficient µ by pulling back with a holomorphic
map f : U → V to f∗µ on U . Note that if |µ| < k on V then |f∗µ| < k on U .
1.3 Quasiconformal mappings
There are several definitions ofK−quasiconformality for an orientation-preserving
homeomorphism f : U → V between domains (i.e. open and connected sets) of
C, where K is a real number such that 1 ≤ K < ∞. As we shall see, a
1−quasiconformal map is conformal. The value of K can be considered as a
measure for how near f is to being conformal. Although a quasiconformal map-
ping is always R−differentiable almost everywhere and has bounded dilatation,
the converse is not true.
We shall not give a self-contained treatment of the theory of quasiconformal
mappings, but instead give an overview which should suffice for the applications
of quasiconformal mappings in holomorphic dynamics, and for quasiconformal
surgery in particular. Further covering on this can be found in the classical
books [1] and [25].
The original idea of a quasiconformal mapping goes back to Grötzsch (see [19])
and is formulated geometrically in terms of moduli of quadrilaterals Q ⊂ U and
f(U) ⊂ V or, alternatively, of moduli of annuli A ⊂ U and f(A) ⊂ V. The
analytic approach that we will see is the most modern one (although not the
most intuitive one) and is formulated in terms of weak derivatives of f . It is
not at all obvious why the different definitions are equivalent, and we refer to
[5, Section 1.3] for the proof.
1.3.1 Analytic definition of quasiconformal mappings
A test function is a C∞ function with compact support in U . Let us denote by
C∞c (U) the space of test functions. A locally integrable function is a measurable
function whose restriction to any compact subset K ⊂ U belongs to L1(K).
We denote by L1loc(U) the set of such functions. The general Lploc(U) space is
defined in the obvious way. Given f ∈ L1loc(U), we define its weak derivative (if
it exists) as the function w ∈ L1loc(U) such that∫
U
fφ′ = −
∫
U
wφ, for any φ ∈ C∞c (U).
Observe that if f ∈ C1, then the weak derivative coincides with the usual deriva-
tive.
The generalisation to higher order weak derivatives is done in the following
way. Let α = (α1, α2, . . . , αn) be a multi-index. We say that w ∈ L1loc(U) is the
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α−th weak derivative of f , and we write Dαf = w, if∫
U
fDαφ = (−1)|α|
∫
U
wφ, for any φ ∈ C∞c (U),
where |α| = α1 + α2 + · · · + αn and Dα = Dα1Dα2 . . . Dαn . The space of
functions in Lploc(U) having first-order weak derivatives in Lploc(U) is called the
Sobolev space W 1,ploc (U).
In order to give the first definition, we only need to recall the standard nota-
tion
∂zf ≡ fz ..= 1
2
(fx − ify), ∂zf ≡ fz ..= 1
2
(fx + ify),
where fx and fy denote, respectively, the partial derivatives of f with respect
to the variables x and y.
Definition 1.3.1 (Analytic definition of K−quasiconformal mapping). Let U
and V be domains in C and let K ≥ 1 be given. Set k ..= (K − 1)/(K + 1). A
mapping f : U → V is K−quasiconformal if
(i) f is a homeomorphism;
(ii) the partial weak derivatives ∂zf and ∂zf exist and belong to L2loc(U), where
they satisfy
|∂zf | ≤ k |∂zf | .
Remark 1.3.1. With the same definition, but skipping the hypothesis on f of
being a homeomorphism, f is called a K−quasiregular map (see Section 1.6).
1.3.2 Geometric definitions of quasiconformal mappings
The classical definitions of quasiconformal mappings are purely geometric, with-
out reference to weak derivatives.
A quadrilateral Q = Q(z1, z2, z3, z4) is a Jordan domain in C (that is a domain
in C defined by a simple closed curve) with an ordered sequence of boundary
points (z1, z2, z3, z4) called the vertices of Q, with their order agreeing with the
positive orientation of Q. Any quadrilateral Q can be mapped conformally onto
a rectangle in such a way that the vertices map to vertices. This rectangle is
unique up to similarity (see for instance [25, p. 15]). If we denote by ϕ such a
conformal map, then the conformal modulus of Q is defined as (see Figure 1.7)
modQ(z1, z2, z3, z4) ..=
|ϕ(z1)− ϕ(z2)|
|ϕ(z2)− ϕ(z3)| . (1.6)
Two quadrilaterals Q and Q′ are conformally equivalent if and only if they
have the same modulus. By changing the starting vertex we obtain
modQ(z2, z3, z4, z1) =
1
modQ(z1, z2, z3, z4)
.
Let U and V be domains in C and f : U → V be an orientation-preserving
homeomorphism. Then for any quadrilateral Q compactly contained in U , its
17
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Figure 1.7: The modulus of the quarilateral Q(z1, z2, z3, z4) is a/b.
image f(Q) is a quadrilateral compactly contained in V. The ratio mod f(Q)/modQ
is called the dilatation of Q under f and the maximal dilatation of f is defined
as
Kf ..= sup
Q⊂U
mod f(Q)
modQ
.
Using equation (1.6) we see that for every dilatation, we also have its inverse
dilatation just by considering the same quadrilateral with a different starting
vertex. Thus we conclude that Kf ≥ 1.
Definition 1.3.2 (First geometric definition of K−quasiconformal mapping).
Let U and V be domains in C and let K ≥ 1 be given. Then f : U → V is
K−quasiconformal if and only if f is an orientation-preserving homeomorphism
satisfying
1
K
modQ ≤ mod f(Q) ≤ K modQ,
for all quadrilaterals Q compactly contained in U . Equivalently, if and only if
f satisfies Kf ≤ K.
The second geometric definition of K−quasiconformality refers to annuli in-
stead of quadrilaterals. Let A denote the open annulus in C. Then A can be
mapped conformally onto a standard annulus A(r1, r2) (see the List of Symbols),
which is unique up to multiplication by a real constant. If we denote by f such
a conformal map, then the conformal modulus of A is defined as the modulus
of A(r1, r2), that is
modA ≡ modA(r1, r2) ..=
{
1
2pi log
r2
r1
if r1 > 0 and r2 <∞,
∞ if r1 = 0 or r2 =∞.
Observe that the two concepts are related in the following way. For a quadrilat-
eral of finite modulusM choose the conformally equivalent rectangle so that the
ordered vertices are (0, 2piM, 2pi(M + i), 2pii). The rectangle is mapped by the
exponential z 7→ ez onto the standard annulus A(1, r2), where log r2 = 2piM ,
identifying the points on the horizontal edges of the rectangle (see Figure 1.8).
Definition 1.3.3 (Second geometric definition ofK−quasiconformal mapping).
Let U and V be domains in C, and let K ≥ 1 be given. Then f : U → V is
K−quasiconformal if and only if f is an orientation-preserving homeomorphism
satisfying
1
K
modA ≤ mod f(A) ≤ K modA,
for all annuli A compactly contained in U .
18
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Figure 1.8: The exponential maps a rectangle of the given form onto a standard
annulus, and their moduli are the same.
1.3.3 Properties of quasiconformal mappings
Let f : U → V be an orientation-preserving homeomorphism. We have given
three definitions of quasiconformality, although none of them is easy to check
in practice. We shall now state some properties of quasiconformal mappings,
which help to decide on the quasiconformality of a mapping. In general we refer
to [1] for the proofs.
We start with some properties which follow easily from the geometric defini-
tions.
P1 If f is K−quasiconformal, then f−1 is K−quasiconformal.
P2 If f is K−quasiconformal, then any composition on the left or right with a
conformal mapping is K−quasiconformal.
P3 The composition of aK1−quasiconformal mapping and aK2−quasiconformal
mapping is K1K2−quasi-
conformal mapping.
The next statement comes directly from the analytic definition, although it
is less obvious when we think about it in geometric terms.
P4 The homeomorphism f is K−quasiconformal if and only if f is locally
K−quasiconformal.
The next property follows from the analytic definition as well.
P5 If f is K−quasiconformal and of class C1 then the dilatation of the infinites-
imal ellipse Ez in TzU is bounded by K for all z ∈ U .
Indeed, if the R−differential changes continuously, then so does the dilatation
of Ez. If the dilatation were larger than K at some point, this would be true in
a neighbourhood of the point, i.e. on a set of positive measure.
P6 If f is K−quasiconformal, then f satisfies a uniform Hölder condition
|f(z1)− f(z2)| ≤M |z1 − z2|1/K
on every compact subset of U .
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P7 If f is bilipschitz, i.e. if there exist L > 0 such that
L−1 |z1 − z2| ≤ |f(z1)− f(z2)| ≤ L |z1 − z2| ,
then f is quasiconformal. The converse is not true.
P8 Pulling-back by holomorphic functions does not increase the maximal di-
latation k of a k−Beltrami coefficient.
The following is a very useful result in surgery applications (see [1]).
Theorem 1.3.1 (Weyl’s Lemma). If φ is 1−quasiconformal, then φ is con-
formal. In other words, if φ is quasiconformal and ∂zφ = 0 a.e. then φ is
conformal.
Finally, it is worth giving an area distortion estimate due to Astala (see [4]).
Theorem 1.3.2 (Quasiconformal maps and area). Let f : D→ D be a K−quasi-
conformal mapping such that f(0) = 0 and E any Borel measurable set. Then,
Area(f(E)) ≤M Area(E)1/K ,
where M = M(K) = 1−O(K − 1).
1.4 The Integrability Theorem
Let U ⊂ C be an open set which is either the whole plane or conformally equiv-
alent to the unit disc. In previous sections we have seen how a quasiconformal
homeomorphism f : U → C gives rise to an almost complex structure σf on U
of bounded dilatation or, equivalently, to a Beltrami coefficient µf = ∂zf/∂zf
defined almost everywhere (from now on, a.e.) with ‖µf‖∞ = k < 1.
The following natural question arises: given an almost complex structure σ
in U , under which conditions can we find a quasiconformal homeomorphism
f such that it induces σ almost everywhere? In the pull-back language that
means f∗σ0 = σ a.e. Or, equivalently, given a Beltrami coefficient µ on U ,
under which conditions can we find a quasiconformal mapping f : U → C such
that ∂zf(z) = µ(z)∂zf(z) for almost every z ∈ U? Such a function f is said to
integrate µ and is therefore called an integrating map. The definition of Beltrami
equation is also natural.
Definition 1.4.1. Let µ be a Beltrami coefficient. The Beltrami equation as-
sociated to µ is the partial differential equation
fz = µ(z)fz
The answer to the question is given by the Measurable Riemann Mapping
Theorem (or simply Mapping Theorem) due to Morrey [29], Bojarski [9] and
Ahlfors and Bers [2]. Although we could state a global version of this theorem
that accounted for mappings on subsets of the Riemann sphere, we shall only
use this result for Beltrami coefficients with U = V = C. We therefore give a
statement adapted to this context. For the detailed proof, see [1, 12].
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Theorem 1.4.1 (Measurable Riemann Mapping Theorem on C). Let µ be
a Beltrami coefficient of C. Then, there exists a unique quasiconformal map
f : C → C such that f(0) = 0, f(1) = 1 and µf = µ. Furthermore, if µt is a
family of Beltrami coefficients such that µt(z) depends analytically on t for any
z ∈ C, then ft depends analytically on t.
Remark 1.4.1. The application of the measurable Riemann Mapping Theorem
to complex dynamics is the following. Let f be a quasiregular mapping of C
(see Section 1.6) and let µ be a Beltrami coefficient of C such that f∗µ = µ. If
we apply Theorem 1.4.1 to integrate µ and construct a quasiconformal mapping
h such that µh = µ, then g = h ◦ f ◦ h−1 satisfies g∗µ0 = µ0 and hence g is a
holomorphic map of C. Moreover, f and g are quasiconformally conjugate, that
is, they have the same dynamics.
1.5 An elementary example
In the example explained in this section we use a few dynamical concepts. They
are surveyed in greater generality in Chapter 3. The elementary example is a
special case of what we call soft surgery (see Section 1.7), and is elementary in
the sense that everything can be computed explicitly.
We start with a simple linear contracting map M0 : D → D defined by
M0(z) = λ0z for some 0 < |λ0| < 1. We shall defined new almost complex struc-
tures in D, induced by certain quasiconformal mappings that areM0−invariant.
Let us denote by Hl the left half plane, that is, the subset of C whose real
part is negative (see the List of Symbols). We have that the left half plane
Hl is the universal covering space of D∗ = D \ {0} under the exponential map.
Notice that the exponential map semi-conjugates M0 on D∗ to a translation by
ν0 = log λ0 on Hl. We choose ν0 so that 0 ≤ Im(ν0) < 2pi (see Figure 1.9).
Figure 1.9: The exponential map semi-conjugates translation by ν0 on the left
half plane Hl to multiplication by λ0 = eν0 on D∗.
We have the commutative diagram
Choose any parameter ν in the left half plane Hl. Consider the R−linear map
Lν : Hl → Hl which maps the basis {ν0, i} onto the basis {ν, i}, and therefore the
parallelogram P (ν0) = {tν0 + is : t ∈ (0, 1), s ∈ (0, 2pi)} onto the parallelogram
P (ν) = {tν + is : t ∈ (0, 1), s ∈ (0, 2pi)} (see Figure 1.10).
If we write Lν(ζ) = aζ + bζ, where a, b ∈ C, it follows that
aν0 + bν0 = ν and a− b = 1.
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D∗ D∗
Hl Hl
z 7→ λ0z
exp
ζ 7→ ζ + ν0
exp
Figure 1.10: The standard complex structure in Hl is first pulled-back by Lν
and then by the logarithm, to an almost complex structure on D∗ with Beltrami
coefficient µν .
Hence,
a =
ν + ν0
ν0 + ν0
, b =
ν − ν0
ν0 + ν0
,
and the diagram
Hl Hl
Hl Hl
ζ 7→ ζ + ν0
Lν Lν
ζ 7→ ζ + ν
commutes. Note that DζLν = Lν for any ζ, so that the Beltrami coefficient of
Lν is constantly equal to
µ(Lν) =
∂ζLν
∂ζLν
=
b
a
=
ν − ν0
ν + ν0
.
Set ξν = Lν ◦ log, where log may be chosen as the branch of the logarithm that
maps D∗ onto the half strip {tν+is : t ∈ (0,∞), s ∈ [0, 2pi)}. Then we can easily
calculate the Beltrami coefficient µν of the pull-back ξ∗νµ0 = log
∗ µ(Lν) at an
arbitrary point z ∈ D∗. From ξν(z) = a log z + blog z we obtain
∂zξν = a
1
2
, ∂zξν = b
1
2
,
and therefore
µν(z) =
ν − ν0
ν + ν0
z
z
. (1.7)
22
1.5. AN ELEMENTARY EXAMPLE
The modulus of the complex dilatation µν is constant, but the argument
varies. At z 6= 0 it is 2 arg(z)+arg(ν−ν0ν+ν0 ). This means that the argument of the
minor axes of the infinitesimal ellipse in TzD is equal to arg(z) + 12 arg(
ν−ν0
ν+ν0
).
Hence, along any circle |z| = r in D∗ the ellipses will make one full turn, and
along any radial line the argument of the minor axis to the radial line is con-
stantly equal to 12 arg(
ν−ν0
ν+ν0
).
For a given ν ∈ Hl we have constructed an almost complex structure σν on
D∗ corresponding to the Beltrami coefficient µν defined above; we set µν(0) = 0.
The map φν : D→ D defined by
φν(z) ..=
{
(exp ◦Lν ◦ log)(z) if z ∈ D∗,
0 if z = 0
is an integrating map, which by construction makes the following diagram com-
mute
(D∗, µν) (D∗, µν)
(Hl, µ(Lν)) (Hl, µ(Lν))
(Hl, µ0) (Hl, µ0)
(D∗, µ0) (D∗, µ0)
M0 : z 7→ λ0z
φν φν
exp
ζ 7→ ζ + ν0
Lν
exp
Lν
ζ 7→ ζ + Êν
exp exp
z 7→ eνz
In other words, M∗0µν = µν , and the map Mν = φν ◦M0 ◦ φ−1ν , obtained as the
conjugate to M0 by the integrating map φν , is holomorphic. The commutative
diagram also shows that this composition φν ◦ M0 ◦ φ−1ν on D∗ is equal to
Mν : z 7→ eνz, hence it holds on D (see Figure 1.11).
Note that whenever ν equals any one of the values of log λ0, the composition
φν ◦M0 ◦ φ−1ν is just M0 again. Hence, it may happen that although we have
constructed an M0−invariant almost complex structure very different from the
standard complex structure, we may get the map M0 back when conjugating
with the integrating map.
The integrating map φν maps the annulus A0 ..= {|λ0| ≤ |z| < 1} onto the
annulus Aν ..= {|eν | ≤ |z| < 1} (the notation for annuli that we are using here
is not the standard one. See the List of Symbols). Note that the moduli of the
two annuli are
modA0 =
1
2pi
log
1
|λ0| and modAν =
1
2pi
log
1
|eν | .
See also Figure 1.12.
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Figure 1.11: The composition exp ◦Lν ◦ log is precisely the integrating map φν
on D∗.
Figure 1.12: The dynamically defined annuli A0 and Aν in the unit disc. For
visual reasons, the drawing is out of proportion, compared to the values of ν
and ν0 = log λ0 in other drawings.
1.5.1 Spreading µν by the dynamics
In this section we comment on the extension of the almost complex structure
given by the M0−invariant Beltrami coefficient µν in D to an M0−invariant
Beltrami coefficient in C, which we shall also denote by µν . It is geometrically
obvious that the almost complex structure given by
µν(z) =
ν − ν0
ν + ν0
z
z
for z ∈ C∗
isM0−invariant. However, we shall use this example to show how this extension
can be defined recursively by pull-backs of µν on the annulus A0 by Mn0 for
increasing n ∈ N. We say that the Beltrami coefficient is spread by the dynamics.
This way of extending a Beltrami coefficient is very common, and therefore
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Figure 1.13: We spread the M0−invariant Beltrami coefficient µν on D to an
M0−invariant Beltrami coefficient on all of C.
worth illustrating in this example. Set
An ..= M
−n
0 (A0) =
{
1
|λ0|n−1
≤ |z| < 1|λ0|n
}
,
and
µ˜ν(z) ..=
{
µν(z) if z ∈ D,
(Mn0 )
∗µν(z) if z ∈ An.
Then µ˜n is M0−invariant by construction and with unchanged bound, i.e.
k(µν) = k(µ˜ν), since all pull-backs are done by holomorphic maps (see Fig-
ure 1.13).
In this example, where everything can be calculated explicitly, we can also
extend the integrating map φν : D → D that conjugates M0 to Mν to an inte-
grating map φ˜ν : C→ C that still conjugates M0 to Mν .
We set
φ˜ν(z) ..=
{
φν(z) if z ∈ D,
(M−nν ◦ φν ◦Mn0 )(z) if z ∈ An.
Note that Kφν = Kφ˜ν , since composing by holomorphic maps does not change
the dilatation. Observe that φ˜ν fixes 0 and 1. Hence φν is the uniquely deter-
mined integrating map, normalised in the standard way. The global Beltrami
coefficient µ˜ν which we obtained in this way is the pull-back of the standard
Beltrami coefficient µ0 under the map φ˜ν . In other words, the following diagram
commutes:
(C, µ˜ν) (C, µ˜ν)
(C, µ˜0) (C, µ˜0)
z 7→ λ0z
φ˜ν φ˜ν
z 7→ eνz
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1.6 Quasiregular mappings
Since the pull-back is a local concept, global injectivity is not actually necessary
in order to be able to pull back almost complex structures. This leads to the
concept of quasiregular mappings. In this section all quasiregular mappingss are
denoted by g.
Definition 1.6.1 (First definition of k−quasiregular mapping). Let U ⊂ C be
an open set and k <∞. A mapping g : U → C is k−quasiregular if and only if
g can be expressed as g = f ◦ φ, where φ : U → φ(U) is k−quasiconformal and
f : φ(U)→ g(U) is holomorphic.
It is straightforward that g is locally k−quasiconformal except at a discrete
set of points φ−1(Crit(f)), where Crit(f) is the set of points with vanishig
derivative, i.e. the set of critical points of f . Around these points the map is
not injective. This leads to the following alternative definition.
Definition 1.6.2 (Second definition of k−quasiregular mapping). Let U ⊂ C
be an open set and k <∞. A continuous mapping g : U → C is k−quasiregular
if and only if g is locally k−quasiconformal, except at a discrete set of points in
U .
Proposition 1.6.1. The two definitions above of k−quasiregularity are equiv-
alent.
Proof. The first definition implies the second one immediately. To see the con-
verse, let Ω be the discrete set of points for which g is not k−quasiconformal in
any neighbourhood of such points. Cover the open set U \Ω by a countable col-
lection of open sets on which g is k−quasiconformal. Such a collection exists, for
any open cover of a subset of R2 has a countable subcover (Lindelöf’s Theorem
[21, page 49]). It follows that ∂zg and ∂zg are well defined a.e. in each of the
open sets in the subcover and locally belong to L2loc. Since a countable union
of sets of measure zero is a set of measure zero, ∂zg and ∂zg are well defined
a.e. in U . Moreover, the Beltrami coefficient µ(z) = ∂zg(z)/∂zg(z) satisfies
‖µ‖∞ ≤ k < 1 in U . If U is simply connected we can apply Theorem 1.4.1 to
obtain a k−quasiconformal homeomorphism φ : U → D (or onto C) integrating
the Beltrami coefficient µ. If U is not simply connected we first extend µ to
µ̂ in C by defining µ̂(z) = 0 if z /∈ U and then apply the theorem to obtain a
k−quasiconformal homeomorphism φ̂ : C → C integrating the Beltrami coeffi-
cient µ̂. Set φ ..= φ̂|U : U → φ̂(U). Then the composition f ..= g ◦ φ−1 is locally
k−quasiconformal except at a discrete set of points φ−1(Ω). Moreover
f∗(µ0) = (φ−1)∗g∗(µ0) = (φ−1)∗µ = µ0,
as shown by the diagram
Hence, by Weyl’s Lemma, f is locally conformal except at a discrete set of points
where it is continuous. This implies that f is holomorphic and it follows that
g = f ◦ φ, as we wanted to show.
In what follows, we state some straightforward properties of quasiregular map-
pings. We have actually used some of them already, but we state them here for
future reference.
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(U, µ) (g(U), µ0)
(φ̂(U), µ0)
g
φ
f
Proposition 1.6.2 (Properties of quasiregular mappings). Let U ,U ′ be open
subsets of C.
(i) If g1 : U → U ′ and g2 : U ′ → C are k1− and k2−quasiregular, respectively,
then g2 ◦ g1 is k1k2−quasi-
regular.
(ii) If f : U → U ′ is holomorphic and φ : U ′ → C is k−quasiconformal, then
g ..= φ ◦ f is k−quasiregular.
(iii) If g : U → C is quasiconformally conjugate to f : U → C and f is holomor-
phic, then g is quasiregular.
(iv) (Variant of Weyl’s Lemma) If g : U → C is quasiregular and G∗µ0 = µ0
a.e. in U , then g is holomorphic.
Proof.
(i) Follows from the second definition.
(ii) If g is holomorphic it is also 1−quasiregular. If g is 1−quasiregular, then
g = f ◦ g, where f is holomorphic and φ is 1−quasiconformal. By Weyl’s
Lemma, φ is conformal, and hence g is holomorphic.
(iii) Follows from the first property.
(iv) Let φ b the k−quasiconformal conjugacy, so that g = φ ◦ f ◦ φ−1. Since
f ◦ φ−1 is k−quasiregular and φ is k−quasiconformal, it follows that g is
k2−quasiregular.
(v) We can write g = f ◦ φ, where f is holomorphic and φ is quasiconformal.
Then
µ0 = g
∗µ0 = φ∗f∗µ0 = φ∗µ0,
a.e. in U . It follows from Weyl’s Lemma that φ is conformal. Hence g is
holomorphic.
Remark 1.6.1. In fact, a quasiregular mapping f is holomorphic if, and only if
f∗µ0 = µ0.
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1.7 Types of quasiconformal surgery constructions
We end this chapter by giving a rough classification of the different surgery
procedures. In general, what is known as quasiconformal surgery in holomorphic
dynamics is a technique commonly used to construct holomorphic maps with
prescribed dynamics. The “prescribed dynamics” are given by a map f which
in general is not holomorphic, although it may be. We shall refer to f as the
model map. The word surgery comes from the fact that one may need to “cut”
and “paste” different spaces and maps together to construct f . This is usually
the first step in the construction and is known as topological surgery.
We can leave the holomorphic world in order to have a greater choice for our
models, and then have to check whether the model map has a “holomorphic
dynamical copy”, that is whether there exists a holomorphic map conjugate to
f . The main tool for obtaining “holomorphic dynamical copies” is to apply the
measurable Riemann Mapping Theorem (see Theorem 1.4.1), which provides
a quasiconformal conjugacy to return to the holomorphic setting. It follows
that we should look for models in the space of quasiregular maps (see Proposi-
tion 1.6.2).
Let us be more precise. Let S be a Riemann surface conformally conjugate
to D, C or Ĉ, and suppose that we have chosen a quasiregular map f : S → S.
We are interested in finding a new map F , which is holomorphic and quasicon-
formally conjugate to f , hence has qualitatively the same dynamics.
Let us recall the elementary example of Section 1.5, and see how it provides ?in
the simplest case when the model map is holomorphic? an explicit example of
what we have just explained. We consider the C−linear map f ..= M0 : D→ D,
whereM0(z) = λ0z for some 0 < |λ0| < 1. We define a Beltrami coefficient µν on
D, which is the pull-back of µ0, first by an R−linear map Lν of the plane (hence
quasiconformal) and then by a branch of the logarithm (hence holomorphic).
The dilatation of µν is the same as the dilatation of the map Lν , and therefore
constant. By construction, this Beltrami coefficient µν is M0−invariant. In
this simple example, we are able to write down explicitly an integratin map φν
and see that (after composing with a logarithm) it conjugates M0(z) = λ0z to
F (z) ..= Mν(z) = e
νz.
In general, finding a holomorphic map F that is conjugate to the quasiregular
map f is the last step in the surgery construction. The first step, the construc-
tion of a model map, often requires some creativity. It is at this stage that the
actual “surgery” is involved. There is no general theory on how to do this, since
each problem requires its own particular solution.
The classification that we have claimed to give in this section comes from the
regularity of the model map and its domain, and is as follows:
 Soft surgery: the model map is holomorphic. The simplest type of surgery
is a change of complex structure without changing the model map (e.g. the
elementary example in Section 1.5). One could argue whether it deserves
the name surgery. Start with a Riemann surface S and a holomorphic map
f : S → S. Suppose that we can find an almost complex structure σ on S
(different from σ0), which is f−invariant, i.e. f∗σ = σ, and with bounded
dilatation. After applying the measurable Riemann Mapping Theorem,
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we obtain a holomorphic map F , which is quasiconformally conjugate to
the original map f and is called a quasiconformal deformation of f . One
needs to check whether f and F are different maps, since it might happen
that we are back to where we started (as seen in the elementary example,
when eν = λ0). If we always get the original map f back, no matter which
invariant almost complex structure we choose, we say that f is quasicon-
formally rigid.
 Cut and paste surgery: the model map is quasiregular. This is the type
of surgery for which most applications have been found. The given model
map f : S → S is quasiregular and often obtained by pasting together
different holomorphic and quasiconformal maps on the Riemann surface
S. Sometimes S itself is constructed by cutting and pasting together
different pieces of the complex plane or other Riemann surfaces.
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2Hyperbolic geometry
The purpose of this chapter is solely to provide the tools that we shall need
when we study a particular quasiconformal surgery construction in Chapter 4.
Therefore, it is not intended to give a deep treatment of the subject, but rather
concisely state the basic definitions and some important results.
We start this chapter by defining the concept of Riemann surface. We then
state two crucial theorems, both belonging to the field of topology. The first
one deals with the classification of simply connected Riemann surfaces, and the
second one gives the classification of Riemann surfaces in general. After that
introduce hyperbolic metrics, and the Poincaré metric in particular, focusing
mostly on obtaining estimates for this metric in the punctured disc D∗.
2.1 Riemann surfaces
The first definitions can be found in [36]. Let (X, T ) denote a topological space
and let U ⊂ X be an open set. Let V be an open subset of the complex plane C.
A complex chart is a homeomorphism φ : U → V, where U is called the domain
of the chart. We say that φ is centred at p ∈ U if φ(p) = 0.
Given U1 ⊂ U an open set, a (complex) subchart of φ is a mapping φ|U1 : U1 →
φ(U1) that is a (complex) chart on X. Two (complex) charts φ1 : U1 → V1 and
φ2 : U2 → V2 on X are compatible if any of these conditions hold
(i) U1 ∩ U2 = ∅;
(ii) φ2 ◦ φ−11 : φ1(U1 ∩ U2)→ φ2(U1 ∩ U2) is holomorphic.
An analytic (complex) atlas A of X is a collection A = {φα : Uα → Vα} of
pairwise compatible complex charts such that X = ∪αUα. Two atlas A and B
of X are equivalent if any chart of one of them is compatible with any chart of
the other one. An analytic structure in X is a (complex) atlas of X which is
maximal with respect to the inclusion.
A (complex) analytic manifold is a (Hausdorff1) topological space X equipped
1A topological space X is Hausdorff if for any x, y ∈ X, x 6= y, there exist two open sets
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with a (complex) analytic structure in X. The (complex) dimension of the
(complex) analytic manifold is n if the images of their charts are contained
in open sets of Cn. We say that S is a Riemann surface if it is a complex
analytic manifold of complex dimension 1. Two Riemann surfaces S and S′ are
conformally isomorphic if there exists a holomorphic homeomorphism from S
to S′.
We are now ready to state the first important result concerning Riemann
surfaces. The proof is involved, and can be found in [35] or in [17].
Theorem 2.1.1 (Uniformisation Theorem). Any simply connected Riemann
surface is conformally isomorphic to either the complex plane C, the open unit
disc D or the Riemann sphere Ĉ.
Let us now recall some standard topological constructions that will lead to the
Uniformisation of Arbitrary Riemann Surfaces Theorem (see Theorem 2.1.2).
For a deeper insight, consult [30].
Let p : E → B be an onto continuous mapping. An open subset U ⊂ B is
evenly covered by p if the preimage p−1(U) can be written as the disjoint union
of open sets Vα ∈ E such that for any α, the restriction p|Vα : Vα → U is a
homeomorphism. The collection {Vα} is called a partition of p−1(U) in layers.
We say that p is a covering map if any point b ∈ B has a neighbourhood U that
is evenly covered by p, and E is called the covering space of B. The pair (E, p)
is often referred to as a covering of B. The standard notation for the covering
space of a set B is B˜.
Once a covering mapping p : E → B is given, one can consider its deck trans-
formation or covering transformation, that is the continuous map γ : E → E
such that p ◦ γ = p (see Figure 2.1). The set of deck transformations together
E E
B
p
γ
p
Figure 2.1: Deck transformation
with the composition is a group, and is usually written as Aut(E, p,B).
We now focus our attention on complex manifolds, which we will denote M
and N in order to distinguish them from the more general spaces E and B.
A manifold N is simply connected if any mapping from the circle S1 to N is
contractible (i.e. homotopically equivalent to a point) or, equivalently, if its
fundamental group or first homotopy group, denoted by pi1(N), is trivial. Given
a connected manifold N , there exists a covering mapping p : N˜ → N such that
N˜ = M is simply connected. This mapping is called the universal covering of
N and is unique up to homeomorphism. The definition of deck transformation
in this case is the obvious one.
U and V such that x ∈ U , y ∈ V and U ∩ V = ∅.
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The universal covering N˜ → N of a Riemann surface N is always normal ,
that is, for any x, x′ ∈ M = N˜ with p(x) = p(x′), there exist a unique deck
transformation that sends x to x′. The Riemann surfaceN can then be identified
with the quotient N˜/Γ, where Γ is the fundamental group of N . In general,
a group Γ of homeomorphisms of a connected manifold M defines a normal
covering M →M/Γ if and only if
(i) Γ acts properly discontinuously, that is every compact subset K ⊂ M
intersects a finite number of images γ(K) under the action of Γ, and
(ii) Γ acts freely, that is any non-trivial element in Γ does not have fixed points
in M .
Consider a Riemann surface S. Then its universal covering S˜ (which is simply
connected) inherits the Riemann surface structure, and every deck transforma-
tion is a conformal automorfism in S˜. By the Uniformisation Theorem (see
Theorem 2.1.1), S˜ must be conformally isomorphic to either C, D or Ĉ. We
therefore can state the main result in this section.
Theorem 2.1.2 (Uniformisation of arbitrary Riemann surfaces). Any Rieman
surface S is conformally isomorphic to a quotient of the form S˜/Γ, where S˜ is a
simply connected Riemann surface and Γ ∼= pi1(S) is a group of automorphisms
that acts freely and properly discontinuously on S˜.
Although not in a detailed manner, we now proceed to give the classification
of a general Riemann surface S ∼= S˜/Γ depending on what simply connected
Riemann surface its universal covering S˜ is conformally isomorphic to. In all
three cases, the specification that these are Riemann surfaces is omitted.
 Spherical case. If S˜ ∼= Ĉ, then S ∼= Ĉ.
 Euclidean case. If S˜ ∼= C, then S is conformally isomorphic to either C,
the infinite cylinder C/Z, (which is in turn conformally isomorphic to the
punctured disc C\{0} via z 7→ exp(2piiz) ∈ C\{0}) or the torus T = C/Λ,
where Λ is a two-dimensional lattice, that is, an additive group generated
by two complex numbers linearly independent over R.
 For all other cases, in which S˜ ∼= D, the surface S is said to be hyperbolic.
Remark 2.1.1. Notice that we are using the adjective “hyperbolic” in the ge-
ometric sense, in opposition to the euclidean or spherical case. However, we
must be aware that this word has at least two more different meanings in the
field of holomorphic dynamics. Indeed, we can also talk about a hyperbolic pe-
riodic orbit (that is, whose multiplier λ satisfies |λ| 6= 1), or about a hyperbolic
mapping.
Example 2.1.1. The punctured disc D∗ ..= D \ {0} and the annuli A(1, r) =
{z ∈ C : 1 < |z| < r} are euclidean surfaces. Notice, however, that D∗ also
admits a hyperbolic metric, as we shall see in Example 2.2.1.
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2.2 The Poincaré metric
Our objective in this section is to define the Poincaré metric on hyperbolic Rie-
mann surfaces. Metrics on such surfaces are in general referred to as hyperbolic
metrics. The Poincaré metric is one of the preferred metrics that can be defined
on these surfaces and it will be a key ingredient in the procedure that we will
perform in Chapter 4. See [6] for a survey on hyperbolic geometry.
In the classical notation, a Riemann metric in an open subset U ⊂ C is an
expression of the form
ds2 = g11dx
2 + 2g12dx dy + g22dy
2,
where (gjk)j,k is a positive semidefinite matrix that depends smoothly on the
point z = x+ iy. It is called a conformal metric if g11 = g22 i g12 = 0, so that
the matrix (gij)i,j evaluated at the point z is a positive multiple of the identity
matrix. Equivalently, a metric is conformal if it can be written as
ds2 = (γ(x+ iy))
2
(dx2 + dy2) or, shortly, as ds = γ(z) |dz| ,
where the mapping γ(z) is smooth and strictly positive. Such a metric is called
invariant with respect to a conformal automorphism w = f(z) if and only if it
satisfies γ(w) |dw| = γ(z) |dz|, that is
γ(f(z)) =
γ(z)
|f ′(z)| . (2.1)
Alternatively, we say that f is an isometry with respect to the metric if it
satisfies equation (2.1).
In the remainder of this chapter, we focus on conformal metrics. Just for
the sake of completeness, we state this concept in full detail in the following
definition.
Definition 2.2.1 (Conformal metric). Given U ⊂ C a domain (i.e. an open
and connected set) and given a continuous function λ : U → [0,+∞) with at
most isolated zeros, we define the conformal metric λ on U as the metric having
λ(z) |dz| as a line element. More precisely, given a piecewise differentiable arc
γ : [a, b]→ U , the length of γ with respect to the metric λ is defined by
lengthλ(γ) =
∫
γ
λ(z) |dz| =
∫ b
a
λ(γ(t)) |γ′(t)| dt.
Definition 2.2.2 (Distance). Given a conformal metric λ on U and given two
points z1, z2 ∈ U , we define the distance between z1 and z2 as
distλ(z1, z2) = inf
γ∈Γ
lengthλ(γ),
where Γ is the set of piecewise differentiable arcs γ : [a, b]→ U such that γ(a) =
z1 and γ(b) = z2.
In the case when this infimum is achieved by an arc γ∗ from z1 to z2, this arc
γ∗ is called the geodesic between z1 and z2.
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At this point of the discussion, we wish to prove that any hyperbolic surface
has a hyperbolic metric, which we shall call the Poincaré metric of the surface.
We start by showing the existence (and uniqueness up to multiplication by a
positive constant) of such a metric for simply connected hyperbolic surfaces S,
i.e. satisfying S˜ = S ∼= D.
2.2.1 The Poincaré metric on the disc
We start this section by studying the unit disc D in more detail. The Lemma
is a basic result in any Complex Analysis course.
Lemma 2.2.1 (Schwarz’s Lemma). If f : D → D is a holomorphic map with
f(0) = 0, then the derivative at the origin satisfies |f ′(0)| ≤ 1. If equality
holds, then f is a rotation around the origin. That is, f(z) = λz, for some
constant λ = f ′(0) on the unit circle. On the other hand, if f |f ′(0)| < 1, then
|f(z)| < |z| for all z 6= 0.
Remark 2.2.1. If |f ′(0)| = 1, it follows that f is a conformal automorphism of
the unit disc. But if |f ′(0)| < 1 then f cannot be a conformal automorphism of
D, since the composition with any g : D→ D would have derivative g′(0)f ′(0) 6=
1. The example f(z) = z2 shows that f may map D onto itself even when
|f(z)| < |z| for all z 6= 0 in D.
Proof. We shall use the Maximum Modulus Principle, which asserts that a non-
constant holomorphic function cannot attain its maximum absolute value at any
interior point of its region of definition. First note that the quotient function
q(z) = f(z)/z is well defined and holomorphic throughout the disc D, as can be
checked by dividing the local power series for f by z. Since |q(z)| < 1/r when
|z| = r < 1, it follows by the Maximum Modulus Principle that |q(z)| < 1/r for
all z in the disc |z| ≤ r. Since this is true for all r → 1, it follows that |g(z)| ≤ 1
for all z ∈ D. Again by the Maximum Modulus Principle, we see that the case
|q(z)| = 1, for some z ∈ D, can occur only if the function q(z) is constant. If we
exclude this case f(z)/z ≡ c, then it follows that |q(z)| = |f(z)/z| < 1 for all
z 6= 0, and similarly that |q(0)| = |f ′(0)| < 1.
Here is a useful variant statement.
Lemma 2.2.2 (Cauchy Derivative Estimate). If f maps the disc of radius r
centred at z0 into some disc of radius s, then
|f ′(z0)| ≤ s
r
.
Proof. This follows easily from the Cauchy integral formula (see, for example,
[3]). Set g(z) = f(z + z0) − f(z0), so that g maps the disc Dr centred at the
origin to the disc Ds centred at the origin. Then
f ′(z0) = g′(0) =
1
2pii
∮
∂Dr
g(z)
z2
dz =
1
2pii
∫ 1
0
g(re2piit)
r2e4piit
2piitr2piit dt.
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Taking the absolute value yields
|f ′(z0)| ≤ 1
r
∫ 1
0
∣∣g(re2piit∣∣ dt ≤ s
r
,
as we wanted to prove.
Finally, we shall see a result that will come in handy in the next section. Let
us recall (for the proof, consult for instance [28]) that the subgroup G(Ĉ) of
all conformal automorphisms of the Riemann sphere is equal to the group of
all Möbius transformations, that is, the fractional linear transformations of the
form
g(z) =
az + b
cz + d
,
where the coefficients are complex numbers with ad− bc 6= 0.
Theorem 2.2.3 (Automorphisms of D). The group G(D) of all conformal auto-
morphisms of the unit disc can be identified with the subgroup of G(Ĉ) consisting
of all maps
f(z) = eiθ
z − a
1− az , (2.2)
where a ranges over the open disc D and eiθ ranges over the unit circle ∂D.
Proof. The map f defined by 2.2 carries the entire Riemann sphere Ĉ confor-
mally onto itself. A brief computation shows that |f(z)| < 1 if and only if
(z − a)(z − a) < (1− az)(1− az)
or, equivalently, if and only if
(1− zz)(1− aa) > 0.
For any a ∈ D, it follows that |f(z)| < 1 if and only if |z| < 1. Hence f maps D
onto itself. Now if g : D → D is an arbitrary conformal automorphism and a is
the unique solution to the equation g(a) = 0, then we can consider
f(z) =
z − a
1− az ,
which also maps a to zero. The composition g ◦ f−1 is an automorphism fixing
the origin, hence it has the form g ◦ f−1(z) = eiθz by the Schwarz Lemma (see
Lemma 2.2.1), and g(z) = eiθf(z), as required.
Lemma 2.2.4 (Existence and uniqueness of hyperbolic metric on D). There
exists one and, up to multiplication by a positive constant, only one Riemann
metric on the disc D, which is invariant under conformal automorphisms of D.
Lemma 2.2.5 (D ∼= H). The upper half plane H (i.e. the subset of C consisting
of the points whose imaginary part is positive. See the List of Symbols) is con-
formally isomorphic to the unit disc D under the holomorphic inverse mappings
f : H −→ D
w 7−→ i− w
i+ w
and
f−1 : D −→ H
z 7−→ i i− z
i+ z
.
36
2.2. THE POINCARÉ METRIC
Proof. Let z and w = u + iv be complex numbers related by the formulae
above. Then, |z| < 1 if and only if |i− w|2 = u2 + (1 − 2v + v2) < |i+ 2|2 =
u2 + (1 + 2v + v2), or in other words if and only if v > 0.
As an immediate corollary, we have that Lemma 2.2.4 is also valid for the upper
half plane H, or for any other surface conformally isomorphic to the disc D.
Proof of Lemma 2.2.4. Let us see a geometric reasoning. In order to define a
metric on a smooth manifold M , we need to assign to every vector v tangent at
a point its norm ‖v‖. Let then v be a vector tangent to the disc D at the point
z0 ∈ D. Consider now the group G(D) of automorphisms of the unit disc. By
Theorem 2.2.3, any such automorphism g is of the form
g(z) = eiθ
z − a
1− az ,
where a ranges over the open disc D and eiθ ranges over the unit circle ∂D. Let
g ∈ G(D) be such that sends g(z0) = 0. Then, the first derivative of g evaluated
at z0 is a linear map Dgz0 from the tangent space Tz0D to the tangent space
T0D. Let us define ‖v‖ to be twice as much as the euclidian norm of the vector
Dgz0(v) (this factor is introduced for convenience. Compare to formula (2.5)).
Since g is unique up to composition with a rotation of the disc, the modulus
‖v‖ is well defined and is invariant with respect to automorphisms of the disc.
Finally, since the map v 7→ ‖v‖2 is quadratic and homogeneous2, it gives, indeed,
a Riemann metric.
We still need to check that any metric invariant with respect to automor-
phisms of D (or H) is conformal. In order to do so, let us fix a point w0 ∈ H
and let us consider the only automorphism f that fixes w0 and has derivative
f ′(w0) =
√−1. After some computations, we have that the induced map in
the Riemann metric applied to the expression g11du2 + 2g12du dv + g22dv2 at
the point w0 gives g22du2 − 2g12du dv + g11dv2. Therefore, invariance implies
g11 = g22 and g12 = 0 at the arbitrary point w0, as we wanted to see.
Any holomorphic map between two domains U and V can be used to transport
a conformal metric on V to a conformal metric on U .
Definition 2.2.3 (Pull-back of a conformal metric). Given a holomorphic map
f : U → V and a conformal metric λ on V, we can define the pull-back of λ by
f as the conformal metric on U given by
f∗λ = (λ ◦ f) |f ′| .
With this definition f is a local isometry between (U , f∗λ) and (V, λ). Therefore,
it preserves the lengths of arcs. If f is biholomorphic, then it is a global isometry.
When U is a simply connected domain conformally equivalent to D there
exists a biholomorphic map ψ : U → D, which is called a Riemann map. In this
case, the hyperbolic metric on U is given by
λU (z) = (ψ∗λD)(z) = λD(ψ(z)) |ψ′(z)| ,
2A map f : V → W between vector spaces over a field F is homogeneous of degree k if
f(λu) = λkf(u), for any λ ∈ F \ {0} and for any u ∈ V .
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or, equivalently, if ϕ : D→ U is a conformal map, then
λU (ϕ(z)) =
λD(z)
|ϕ′(z)| . (2.3)
An important example of this is the upper half plane H, for which we can take
ψ(z) = (z − i)/(z + i), obtaining the following result.
Proposition 2.2.6. The hyperbolic metric H is given by λH(z) = 1/ Im(z). In
this case, the λH−geodesics are vertical segments or arcs of circles orthogonal
to the real axis.
Proof. Let us see what the expression of the Poincaré metric looks like on the
upper half plane H. Suppose that this conformal metric γ(w) |dw| on H is
invariant with respect to linear automorphisms of the form f(w) = aw + b,
where a, b ∈ R and a > 0. Since f(i) = ai + b, equation (2.1) takes the form
γ(ai+ b) = γ(i)/a. After multiplying the metric by a positive constant, we may
assume that γ(i) = 1. Thus we are led to the formula γ(u + iv) = 1/v, or in
other words
ds =
|dw|
v
, for w = u+ iv ∈ H. (2.4)
In fact, the metric defined by this formula is invariant under every conformal
automorphism g of H. For, if we select some arbitrary point w1 ∈ H and set
g(w1) = w2, then g can be expressed as the composition of a linear automor-
phism of the form g1(w) = aw + b which maps w1 to w2 and an automorphism
g2 which fixes w2. We have constructed the metric (2.4) so that g1 is an isome-
try, and it follows from Schwarz’s Lemma and Lemma 2.2.5 that |g′2(w2)| = 1,
so that g2 is an isometry at w2. Thus our metric is invariant at an arbitrarily
chosen point under an arbitrary automorphism. The fact that this metric is
conformal has already been shown in the proof of Lemma 2.2.4.
Thus there is a preferred Riemann hyperbolic metric ds on D (or on H), which
is defined as follows.
Definition 2.2.4 (Poincaré metric on D and on H). The Poincaré metric on D
is written as
ds = 2 |dz| /(1− |z|2), z ∈ D, (2.5)
and the corresponding expression for this metric on H is
ds = |dw| /v.
2.2.2 The Poincaré metric on arbitrary hyperbolic sur-
faces
In order to generalise the definition above to arbitrary Riemann surfaces, we
need to use the Uniformisation of Arbitrary Riemann Surfaces Theorem. The
following theorem is quite technical and requires some advanced machinery on
Riemann surfaces. The proof can be found, for instance, in [17].
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Theorem 2.2.7 (Existence of a universal covering map for hyperbolic surfaces).
If U is a hyperbolic domain, there exists a holomorphic covering map ϕ : D→ U ,
that is, ϕ is a local homeomorphism at every point. Each such map is called
a universal covering map and is uniquely determined if we fix ϕ(0) and require
that the real number ϕ′(0) satisfies ϕ′(0) > 0.
Now, given S is an arbitrary hyperbolic surface, the preceding theorem asserts
that the universal covering S˜ exists. Moreover, it is conformally isomorphic to
D, and hence has a preferred metric which is invariant under all conformal
isomorphisms of S˜. In particular, it is invariant under deck transformations.
It follows that there is one and only one Riemann metric on S so that the
projection S˜ → S is a local isometry, mapping any sufficiently small open subset
of S˜ isometrically onto its image in S. By definition, the metric ds constructed
in this way is called the Poincaré metric on the hyperbolic surface S.
Example 2.2.1 (The Poincaré metric on the punctured disc D∗). The universal
covering surface of the punctured disc D∗ can be identified with the left half
plane Hl via the exponential map
Hl −→ D∗
w 7−→ ew,
with dz/z = dw. If w = u+iv, for u < 0, then the Poincaré metric |dw/u| on the
left half plane corresponds to the metric |dz/r log r| on the punctured disc, where
r = |z| and u = log r. As a consequence, the circle |z| has length 2pi/ |log r|,
which tends to zero as r → 0, although this circle has infinite Poincaré distance
from the boundary point z = 0.
Let us end this section with some general properties of the Poincaré metric.
Lemma 2.2.8 (Completeness lemma). Let S be a hyperbolic surface and distS
be the distance defined by its Poincaré metric. The following conditions are
equivalent:
(i) S is complete with respect to its Poincaré metric, i.e. every Cauchy se-
quence converges with respect to the metric distS;
(ii) every closed neighbourhood
Nr(z0,distS) = {z ∈ S | dist(z, z0) ≤ r}
is a compact subset of S.
Furthermore, any two points of S are joined by at least one minimal geodesic (in
the simply connected case, there is exactly one geodesic between any two points).
Proof. A detailed proof can be found in [37, § IV.6]. We shall only check (i)
and (ii) in the simply connected case.
Suppose then that S = D. Given any two points of D we can first choose
a conformal automorphism which moves the first point to the origin and the
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second one to some point r on the positive real axis. For any path P between
0 and r within D we have∫
P
ds =
∫
P
2 |dz|
1− |z|2 ≥
∫
P
2 |dx|
1− x2 ≥
∫ r
0
2
1− x2 dx = log
1 + r
1− r ,
with equality if and only if P is the straight line segment [0, r]. For any z ∈ D,
it follows that the Poincaré distance from 0 to z is given by
δD(0, z) = log
1 + |z|
1− |z| .
Equivalently, we can write |z| = tanh(δ/2). Furthermore, the straight line
segment from 0 to z is the unique minimal Poincaré geodesic. This completes
what we wanted to show.
Another well-known fact is the property of never increasing under holomorphic
maps, which makes the Poincaré metric of fundamental importance for some
applications.
Theorem 2.2.9 (Pick Theorem). If f : S → S′ is a holomorphic map between
hyperbolic surfaces, then exactly one of the following three statements is valid:
(i) f is a conformal isomorphism from S onto S′, and it maps S with its
Poincaré metric isometrically onto S′ with its Poincaré metric.
(ii) f is a covering map but is not one-to-one. In this case, it is locally but not
globally a Poincaré isometry. Every smooth path P : [0, 1]→ S of arclength
l in S maps to a smooth path f ◦P of the same length l in S′, and it follows
that
δS′(f(p), f(q)) ≤ δS(p, q), for any p, q ∈ S.
Here equality holds whenever p is sufficiently close to q, but strict inequality
will hold, for instance, if f(p) = f(q) with p 6= q.
(iii) In all other caes, f strictly decreases all nonzero distances. In fact, for
any compact set K ⊂ S there is a constant cK < 1 so that
δS′(f(p), f(q)) ≤ cKδS(p, q), for any p, q ∈ K,
and so that every smooth path in K with arclength l (using the Poincare
metric for S) maps to a path of Poincaré arclength cK l in S′.
Example 2.2.2. Here is an example to illustrate Theorem 2.2.9. The map
f(z) = z2 on the disc D is certainly not a covering map or a conformal auto-
morphism. Hence it is distance-decreasing for the Poincaré metric on D. On
the other hand, we can also consider f as a map from the punctured disc D∗ to
itself. In this case, f is a two-to-one covering map. Hence f is a local isometry
for the Poincaré metric on D∗. In fact, the universal covering of D∗ can be
identified with the left half plane Hl, mapped onto D∗ by the exponential map.
Then f lifts to the automorphism F : w 7→ 2w of this half plane, which evidently
preserves the Poincaré metric.
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Proof of Theorem 2.2.9. Let TpS be the tangent space of S at p. This is a
complex 1−dimensional vector space. We shall think of the Poincaré metric on
S as specifying a norm ‖ · ‖ for each vector v ∈ TpS so that ‖v‖ ≥ 0 for v ∈ TpS
and ‖v‖ = 0 if and only if v = 0. The holomorphic map f : S → S′ induces a
linear first derivative map Dfp : TpS → Tf(0)S′. Let us compare the Poincaré
norm ‖v‖ of a vector v ∈ TpS with the Poincaré norm of its image Tf(p)S′. Since
f is holomorphic, the ratio ‖Dfp(v)‖/‖v‖ is independent of the choice of the
nonzero vector v and can be described as the norm ‖Dfp‖ of the first derivative
at p. In the special case of a fixed point z = f(z) of a map on a hyperbolic
open subset of C, note that ‖Dfz‖ can be identified with the absolute value
of the classical first derivative f ′(z) = df/dz. Therefore, for a holomorphic
map f : D → D with f(0) = 0, the Schwarz Lemma asserts that ‖Df0‖ ≤ 1,
with equality if and only if f is a conformal automorphism. More generally, if
f : S → S′ is a holomorphic map between simply connected hyperbolic surfaces,
and if p ∈ S, it follows immediately that ‖Dfp‖ ≤ 1, with equality if and only if
f is a conformal automorphism. Now consider the case where S and S′ are not
necessarily simply connected. Choose some lifting F : S˜ → S˜′ to the universal
covering surfaces and some point p˜ over p. From the commutative diagram
Tp˜S˜ TF (p˜)S˜′
TpS Tf(p)S
′
F
f
where the vertical arrows preserve the Poincaré norm and where both S˜ and S˜′
are conformally isomorphic to D, we see that ‖Dfp‖ ≤ 1, with equality if and
only if F is a conformal isomorphism from S˜ onto S˜′, or in other words if and
only if f : S → S′ is a covering map.
In particular, if f is not a covering map, then F cannot be a conformal
isomorphism, and hence ‖Dfp‖ < 1 for all p ∈ S. If K is a compact subset of
S, it follows by continuity that ‖Dfp‖ attains some maximum value c < 1 as p
varies over K. Now for any smooth path P : [0, 1]→ S defined by t 7→ P (t), the
derivative DtP carries the unit tangent vector at t ∈ [0, 1] to a vector in TP (t)S
which is called the velocity vector P ′(t) for the path P at P (t). By definition
the Poincaré arclength of P is the integral
lengthS(P ) =
∫ 1
0
‖P ′(t)‖ dt.
Similarly,
lengthS′(f ◦ P ) =
∫ 1
0
‖DfP (t)(P ′(t))‖ dt,
so if ‖Dfp‖ ≤ c throughout K, it follows that
lengthS′(f ◦ P ) ≤ c lengthS(P )
for every smooth path within K. In order to compare distances within K, it is
necessary to choose some larger compact set K ′ ⊂ S so that any two points p
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and q of K can be joined by a geodesic of length δS(p, 1) within K ′. If cK < 1
is the maximum of ‖Dfp‖ for p ∈ K ′, then it follows that
δS′(f(p), f(q)) ≤ cKδS(p, q),
as required.
2.2.3 Some estimates for the Poincaré metric on the punc-
tured disc
The following result gives an explicit expression for the distance in D defined
by the Poincaré metric.
Proposition 2.2.10. Given w1, w2 ∈ D, we have the formula for the hyperbolic
distance δD in D
sinh2
(
δD(w1, w2)
2
)
=
4 |w1 − w2|2
(1− |w1|2)(1− |w2|2)
.
In particular, if 0 ≤ r < 1,
δD(0, r) = log
(
1 + r
1− r
)
.
We shall now use universal covering maps to transport the hyperbolic metric
to non-simply connected domains. More precisely, if U is a hyperbolic domain
and ϕ is a universal covering for U , the hyperbolic metric λU |dz| is given as
above by (2.3). Using that ϕ(z) = exp((z − 1)/(z + 1)) is a universal covering
for the punctured disc D∗ = D \ {0}, we obtain the following properties for the
hyperbolic metric in D∗.
Proposition 2.2.11. The hyperbolic metric in D∗ has the form
λD∗(z) =
1
|z| log(1/ |z|) .
The hyperbolic distance δD∗ satisfies
sinh2
(
δD∗(z1, z2)
2
)
=
|log z1 − log z2|2
log |z1| log |z2| , z1, z2 ∈ D
∗,
where we have chosen appropriate determinations for log z1 and log z2 (with the
arguments of z1 and z2 differing at most by pi). Moreover, the geodesics in D∗
are obtained by mapping the geodesics of H by the covering ϕ̂(z) = eiz.
The following result, known as Ahlfor’s lemma, gives a comparison between
hyperbolic metrics. We will use it in order to compare (locally) different hyper-
bolic distances. The analogous comparison for hyperbolic distances is given in
Proposition 2.2.14.
Proposition 2.2.12 (Ahlfor’s lemma). Let U ⊂ V ⊂ Ĉ be hyperbolic domains.
Then, for any point z ∈ U ,
1 ≤ λU (z)
λV(z)
≤ coth
(
1
2
δV(z, ∂U)
)
.
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Proof. The left-hand inequality is immediate if we consider the identity map
Id : U → V. By the Pick Theorem, we have λV(z)/λU (z) ≤ 1, and so we are
done. For the other inequality, let ϕ : D→ V be a universal covering map of V
such that ϕ(0) = z and let 0 ∈ U ′ ⊂ D such that ϕ : U ′ → U is conformal (see
Figure 2.2).
Figure 2.2: Sketch for the proof of Ahlfor’s Lemma.
Since ϕ is a (local) isometry between hyperbolic metrics, we may work with
D, U ′ and 0 instead of V, U and z. In particular, we have
λU (z)
λV(z)
=
λU ′(0)
λD(0)
.
Let r = min{|z| : z ∈ ∂U ′}. If r = 1, then U ′ = D and there is nothing to prove.
Hence we suppose r < 1. We now apply the left-hand inequality to Dr ⊂ U ′ to
obtain
1 ≤ λDr (0)
λU ′(0)
=
1
r
λD(0)
λU ′(0)
,
and so
λU (z)
λV(z)
≤ 1
r
.
We still need to show that 1/r = coth(d/2), where d = δV(z, ∂U). In order to
see this, we use Proposition 2.2.10. In particular, we observe that δD(0, ·) is
radially symetric, and so we have
d = δV(z, ∂U) = δD(0, ∂U ′) = δD(0, r) = log
(
1 + r
1− r
)
.
Therefore, ed = (1 + r)/(1− r) and
1
r
=
ed + 1
ed − 1 =
ed/2 + e−d/2
ed/2 − e−d/2 =
cosh(d/2)
sinh(d/2)
= coth
(
d
2
)
.
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Lemma 2.2.13. There exists a constant 0 < κ < 1 and a topological closed disc
D ⊂ D1−κ containing 0 such that if z1, z2 ∈ D∗ = D \ {0}, then the geodesic
(with respect to λC\{0,1}) that joins z1 and z2 is entirely contained in D.
Proof. The key to proving this lemma lies on the understanding of how geodesics
look in the three times punctured sphere V = C \ {0, 1}. We first observe that
the vertical line l going through the point 1/2 is a geodesic since it is a line of
symmetry in V. Two more geodesics can be obtained by considering the Möbius
transformations of Ĉ, that is maps of the form g(z) = (az + b)/(cz + d), with
a, b, c, d ∈ C that send V onto itself (i.e. those that permute 1,0 and ∞). These
maps are isometries and hence they send geodesics to geodesics. In particular,
some of them map l to the unit circle and the others to the circle centred at
1 with radius 1 (this can be checked using, for instance, the transformations
(z − 1)/z and 1/(1− z)).
This already states that if two points are in D∗, the geodesic path that joins
them must lie entirely in D∗. However, this is not enough for our purposes since
we need to have a domain D strictly contained in D∗ with the same property.
Hence we need to understand more about the other geodesics. This would be
easy if we knew an explicit expression for a universal covering of V, which could
be used to transfer the geodesics of the covering space D or, equivalently, H,
to the geodesics in V. However, such an expressions does not exist, although a
universal covering ϕ : D → V can be obtained from the so-called modular map
M : H→ V. This map has been extensively studied and we refer the reader to
[7] or [14] for a detailed investigation ofM. Here we only recall the main facts
that lead us to specifically prove this lemma.
Let Γ denote the modular group, that is the group of Möbius transformations
such that a, d ∈ 2Z+ 1, b, c ∈ 2Z and ad− bc = 1. Then Γ is generated by the
maps
u(z) = z + 2, v(z) =
z
2z + 1
.
If we consider the region Σ in the upper half plane depicted in Figure 2.3, it
can be shown that u and v pair the sides of Σ and that the images of Σ by Γ
tessellate H.
The modular map M : H → V is constructed as follows. Consider the open
right-half piece of Σ, or more precisely Σ0 = Σ∩{Re(z) > 0}, and choose a con-
formal mapM : Σ0 → H (whose existence follows from the Riemann Mapping
Theorem). Then, M extends to a homeomorphism between the boundaries of
these domains and, by combining it with an appropriate conformal automor-
phism of H, we may assume that M fixes 0,1 and ∞. Hence, the positive
imaginary axis is mapped to the interval (−∞, 0). By the Schwarz reflection
principle (see [33], for instance), we can extend M across this axis so that it
maps the left part of Σ to the lower half plane. So, we have thatM (abusing no-
tation again) conformally maps Σ onto C\[0,+∞). Using the transformations u
and v we can analytically continueM to the whole upper half plane, obtaining
a holomorphic covering M : H → V. We can show that M(z) = M(w) if and
only if w = g(z) for some g ∈ Γ.
Now, let us see which geodesics in H correspond to those we know in V. Recall
that geodesics in H are either vertical lines or half circles perpendicular to the
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Figure 2.3: The region Σ.
real axis (see Proposition 2.2.6). It is not hard to check that the half circle
going through −1, i and 1 is mapped byM to the unit circle, while the vertical
segments {±1/2 + it : 1/2 ≤ t ≤ +∞} are mapped to l (see Figure 2.4).
Figure 2.4: The mapM : H→ V, some geodesics in V and the topological disc
D.
Note that in this setting, if we take γ a piece of H−geodesic joining two
symmetric points on the lower boundary of Σ, it would be mapped byM to a
simple closed curve inside D surrounding 0,M(γ), which will be a V−geodesic.
We define D as the topological disc bounded by the curve M(γ). Thus, the
V−geodesic path joining two points inD lies entirely inD. Now, if we pick γ, for
instance, the H−geodesic connecting 1/2 + i/2 and −1/2 + i/2 (see Figure 2.4),
then the lemma is proved.
From now on, we will denote by δU the hyperbolic distance inside U , where U
is a hyperbolic set. The notation ‖ · ‖ indicates the infinity norm and D = D1.
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This lemma enables us to prove the following proposition, which shows that
δC\{0,1} is comparable –close to the origin– to δD∗ .
Proposition 2.2.14. There exist constants 0 < c < 1/2, M > 0 and σ > 0
such that
1. for all z1, z2 ∈ D∗c = Dc \ {0},
1 ≤ δD∗(z1, z2)
δC\{0,1}(z1, z2)
≤ 1 +M,
2. if z1, z2 ∈ D∗, with |z1| ≤ c/2 and δC\{0,1}(z1, z2) ≤ σ, then |z2| ≤ c.
Proof. We recall that Ahlfors’ lemma (see Proposition 2.2.12) provides a way
to compare the line segments corresponding to the hyperbolic distances when
U = D∗ and V = C \ {0, 1}. We will obtain a similar comparison result for the
hyperbolic distances between two points.
1. The left-hand inequality follows from its analogue in Proposition 2.2.12.
Indeed, let γ ⊂ U be a path joining z1 and z2. Since U ⊂ V, we have
lU (γ) =
∫ b
a
λU (γ(t)) |γ′(t)| dt ≥
∫ b
1
λV(γ(t)) |γ′(t)| dt = lV(γ) ≥ δV(z1, z2).
As this holds for any γ, we obtain δU (z1, z2) ≥ δcV (z1, z2).
To prove the right-hand inequality we need to work a little harder. From
Proposition 2.2.12 we have, for any γ ⊂ U connecting z1 and z2,
lU (γ) =
∫ b
a
λU (γ(t)) |γ′(t)| dt ≤
∫ b
a
coth
(
d(t)
2
)
λV(γ(t)) |γ′(t)| dt
= coth
(
dλ
2
)
lV(γ) = Kγ lV(γ), (2.6)
where we define d(t) = δV(γ(t), ∂U), dγ = mint∈[a,b] d(t) and Kγ =
coth(dγ/2).
Note that if γ is a curve that comes very close to ∂U \ ∂V = C \ {1},
then dγ is a constant very close to 0 and, consequently, Kγ is very close
to infinity (see Figure 2.5). Thus, in order to assert that Kγ is finite, we
need to have γ bounded away from the set C \ {1}.
Let 0 < c < 1/2 be a constant such that the disc Dc is contained in
the topological disc D ⊂ D1−κ of Lemma 2.2.13. For any two points
z1, z2 ∈ D∗c , by combining Proposition 2.2.6 and Proposition 2.2.11, we
have that the D∗−geodesic path joining z1 and z2 is entirely contained in
a disc whose radius is the maximum of the moduli of z1 and z2, which is
at most c. Consequently,
δU (z1, z2) = inf
γ⊂U
lU (γ) = inf
γ⊂D∗c
lU (γ) = inf
γ⊂D∗1−κ
lU (γ),
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Figure 2.5: The graph of coth(d/2) or equivalently (ed + 1)/(ed − 1).
where the infima are always taken on paths γ joining z1 and z2. Since for
any γ ⊂ D∗1−κ, the constant dγ is bounded away from zero and therefore
Kγ ≤ 1 +M for a certain constant M = M(κ) > 0. Equation (2.6) reads
inf
γ⊂D∗1−κ
lU (γ) ≤ inf
γ⊂D∗1−κ
Kγ lV(γ) ≤ (1 +M) inf
γ⊂D∗1−κ
lV(γ).
To conclude the proof we observe that for any z1, z2 ∈ D∗c , Lemma 2.2.13
guarantees that the V−geodesic joining z1 and z2 is entirely contained in
D ⊂ D1−κ. Then, this implies that
δU (z1, z2) = inf
γ⊂D∗1−κ
lU (γ) ≤ (1 +M) inf
γ⊂D∗1−κ
lV(γ) = (1 +M) inf
γ⊂V
lV(γ)
= (1 +M)δV(z1, z2).
2. The geometrical definition of the Poincaré metric makes this result straight-
forward. We just have to define
σ = inf
|z1|=c
|z2|=c/2
δV(z1, z2).
We stress that this proof is independent of the particular value of 0 < c <
1/2 provided in 1.
The comparison between the Euclidean distance and δD∗ will be inferred as
a consequence of the following lemma.
Lemma 2.2.15. Given z1, z2 ∈ D∗, we have
(i) |log |z1| − log |z1||2 ≤ log |z1| log |z2| sinh2(δD∗(z1, z2)/2),
(ii) (arg(z1)− arg(z2))2 ≤ log |z1| log |z2| sinh2(δD∗(z1, z2)/2),
(iii) |z1 − z2|2 ≤ 2(max{|z1| , |z2|})2 log |z1| log |z2| sinh2(δD∗(z1, z2)/2).
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Proof. The first two inequalities are immediate by applying the formula for
δD∗(z1, z2) given in Proposition 2.2.11 and using that
|log z1 − log z2|2 = |log |z1| − log |z2||2 + (arg(z1)− arg(z2))2.
On the other hand, from the cosine rule, we can write
|z1 − z2|2 = |z1|2 + |z2|2 − 2 cos(arg(z1)− arg(z − 2)) |z1| |z2|
= (|z1| − |z1|)2 + 2(1− cos(arg(z1)− arg(z2))) |z1| |z2| .
Let ξ belong to the open interval whose endpoints are |z1| and |z2|. Then, the
Mean Value Theorem
|log |z1| − log |z2|| = 1
ξ
||z1| − |z2||
combined with (i), (ii), and the bound
1− cosx ≤ x
2
2
, x ∈ [−pi, pi].
give the third inequality, which ends the proof.
Corollary 2.2.16. Given z1, z2 ∈ D∗ such that δD∗(z1, z2) ≤ 2 log(1 +
√
2), we
have
|log |z2|| ≤ 3 +
√
5
2
|log |z1|| .
Proof. If we set x = − log |z2| > 0 and d = δD∗(z1, z2), then from the first
inequality in Lemma 2.2.15 we have the inequality
x2 + log |z1|
(
2 + sinh2
(
d
2
))
x+ log2 |z1| ≤ 0,
whose left-hand side has two (positive) zeros x± satisfying x− ≤ − log |z2| ≤ x+.
This provides lower and upper bound for − log |z2|, but we are only interested
in the upper one, that is
x+ =
|log |z1||
2
(
2 + sinh2
(
d
2
)
+ sinh
(
d
2
)√
sinh2
(
d
2
)
+ 4
)
≤ 3 +
√
5
2
|log |z1|| ,
where we have used that d ≤ 2 log(1 +√2) implies that sinh(d/2) ≤ 1.
This a priori estimate enables us to give the following lemma.
Lemma 2.2.17. Let z1, z2 ∈ D∗ satisfy
|log |z1|| δD∗(z1, z2) ≤ 1√
2
, δD∗(z1, z2) ≤ 2 log(1 +
√
2).
Then,
|z1 − z2| ≤
√
2√
2− 1 |z1| |log |z1|| δD∗(z1, z2).
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Proof. In the proof we set d = δD∗(z1, z2). To prove this result we have to deal
with two different cases.
(i) If |z2| ≥ |z1|, then from the third inequality of Lemma 2.2.15, we have
|z1 − z2| ≤
√
2 |z2| |log |z1|| sinh
(
d
2
)
.
Therefore,
|z1 − z2|
(
1−
√
2 |z2| |log |z1|| sinh
(
d
2
))
≤
√
2 |z2| |log |z1|| sinh
(
d
2
)
.
We point out that from the hypotheses on the statement, we have that
cosh(d/2) ≤ √2. Then, using the Mean Value Theorem we deduce
√
2 |log |z1|| sinh
(
d
2
)
≤
√
2 |log |z1|| cosh
(
d
2
)
d
2
≤ |log |z1|| d ≤ 1√
2
,
so we finally have
|z1 − z2| ≤ 2√
2− 1 |z1| |log |z1|| sinh
(
d
2
)
.
(ii) If |z1| ≥ |z2|, again by the third inequality in Lemma 2.2.15 and Corol-
lary 2.2.16, we obtain
|z1 − z2| ≤
√
2 |z1| |log |z2|| sinh
(
d
2
)
≤ 2 +
√
5√
2
|z1| |log |z1|| sinh
(
d
2
)
.
The proof ends by again applying the Mean Value Theorem.
We finally give a result that we will use later on in Chapter 4.
Proposition 2.2.18. Let µ : D→ C be a Beltrami coefficient on C and h : C→
C be the unique quasiconformal solution of the Beltrami equation
∂h/∂z
∂h/∂z
= µ
that fixes 0 and 1. Then,
1. For any z ∈ C \ {0, 1}, we have δC\{0,1}(z, h(z)) ≤ δD(0, ‖µ‖∞).
2. There exists a universal constant 0 < ρ < 1 such that if ‖µ‖∞ ≤ ρ, then
for any z ∈ D∗ρ = Dρ \ {0} satisfying ‖µ‖∞ |log |z|| ≤ ρ, one has
|h(z)− z| ≤ C‖µ‖∞ |z| |log |z|| ,
where C > 0 only depends on ρ.
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Remark 2.2.2. We point out that the first part of Proposition 2.2.18 only pro-
vides information about δC\{0,1}(z, h(z)) and thus on δD∗(z, h(z)) (after using
Proposition 2.2.14). This is the reason why the hypotheses of Lemma 2.2.17 are
formulated in terms of the hyperbolic distance.
The second part of this proposition will be deduced from the first one by
comparing the Euclidean distance between points close to 0, with the hyperbolic
distance in C \ {0, 1}, and using the explicit formula for δD(0, ‖µ‖∞) given in
Proposition 2.2.10. We note that it is not easy to work with δC\{0,1}, since
there is no explicit formula for this hyperbolic metric. However, as stated in
Proposition 2.2.14, δC\{0,1} is comparable –close to the origin– to δD∗ , for which
we have an explicit expression (see Proposition 2.2.11).
Proof of Proposition 2.2.18. (a) Let us consider the one-parameter family of
Beltrami coefficients
µt = t
µ
‖µ‖∞ ,
where t ∈ D. As ‖µt‖ = |t| < 1 for all t ∈ D, we can apply Theorem 1.4.1
and obtain a one-parameter family of integrating maps ht : C → C fixing
0 and 1, and such that ∂ht/∂z = µt(∂ht/∂z). Moreover, ht(z) depends
analytically on t. Observe that, as µt = 0 if t = 0 and µt = µ if t = ‖µ‖∞,
we have that h0 = Id and h‖µ‖∞ = h.
Now, let z ∈ C \ {0, 1} be fixed, and consider the holomorphic map
fz : D −→ C \ {0, 1}
t 7−→ ht(z) .
Since both D and C \ {0, 1} are hyperbolic sets, we conclude from the Pick
Theorem (see Theorem 2.2.9) that fz is a contraction in the Poincaré metric,
that is
δC\{0,1}(ht1(z), ht2(z)) ≤ δD(t1, t2)
for all t1, t2 ∈ D. If we take t1 = 0 and t2 = ‖µ‖∞, the statement follows.
(b) The key point in proving the second statement is provided by the inequality
δC\{0,1}(z, h(z)) ≤ δD(0, ‖µ‖∞). (2.7)
Using this inequality, we check that the desired result follows by taking
ρ = min
{
σ
4
,
c
2
√
2
8(1 +M)
}
,
where 0 < c < 1/2, M > 0 and σ > 0 are the constants provided by
Proposition 2.2.14.
First of all, by Proposition 2.2.10 we have
δD(0, ‖µ‖∞) = log
(
1 + ‖µ‖∞
1− ‖µ‖∞
)
.
Now, as we are assuming that ‖µ‖∞ ≤ ρ, we have ‖µ‖∞ ≤ c/2 < 1/2.
Consequently, applying the Mean Value Theorem to the logarithm, we de-
duce hat δD(0, ‖µ‖∞) ≤ 4‖µ‖∞. As we also suppose that ‖µ‖∞ ≤ σ/4,
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the previous inequality on δD(0, ‖µ‖∞) together with (2.7) implies that
δC\{0,1}(z, h(z)) ≤ σ. Then, from the second part of Proposition 2.2.14
we deduce that if |z| ≤ c/2, then |h(z)| ≤ c. This a priori estimate on
the size of h(z) allows us to apply the first part of Proposition 2.2.14, thus
obtaining
δD∗(z, h(z)) ≤ (1 +M)δC\{0,1}(z, h(z)) ≤ 4(1 +M)‖µ‖∞.
Finally, if we combine this last inequality with the hypotheses ‖µ‖∞ ≤ ρ
and ‖µ‖∞ |log |z|| ≤ ρ we obtain
δD∗(z, h(z)) |log |z|| ≤ (1 +M)δC\{0,1}(z, h(z)) |log |z|| ≤ 4(1 +M)ρ ≤ 1√
2
.
Therefore, the hypotheses of Lemma 2.2.17 are satisfied for z1 = z and
z2 = h(z), giving
|h(z)− z| ≤
√
2√
2− 1 |z| |log |z|| δD∗(z, h(z)) ≤ C‖µ‖∞ |z| |log |z|| ,
where C ..= (4
√
2(1 +M))(
√
2− 1).
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3Preliminaries on dynamical
systems
A dynamical system is holomorphic if it is generated by the iteration of a holo-
morphic map f : S → S, where S is a Riemann surface (i.e. a complex manifold
of (complex) dimension one). For any given initial condition z0 ∈ S we consider
the (forward) orbit of z0 under f , that is the sequence
O(z0) ≡ O+(z0) ..= {z0, z1 = f(z0), . . . , zn = f(zn−1) = fn(z0), . . . },
where fn denotes the n−fold iterate of f with itself (see the List of Symbols).
In order to understand the dynamical system generated by the iterates of f we
need to understand the fate of all orbits, in terms of their initial conditions, i.e.
their asymptotic behaviour when the time n tends to infinity. To fix notation,
we mention some examples of long-term behaviour. Under f , the point z0 (or
its orbit) can be fixed if f(z0) = z0, periodic of period p > 1 or p−periodic if
fp(z0) = z0 and p is the smallest number for which this occurs, preperiodic if
fk(z0) is periodic for some k ≥ 0 but z0 is not, or converging if fnp(z0) → z∗
as n→∞ for some p ≥ 1. A p−periodic orbit is also called a p−cycle.
A point z0 ∈ S is called recurrent if O(z0) \ {z0} intersects any arbitrarily
small neighbourhood of z0. Likewise, U ⊂ S is a recurrent set if fn(U) with
n ≥ 1 intersects U for infinitely many values of n.
Among the cases in which this theory is interesting we find entire transcenden-
tal maps, which have an essential singularity at infinity and cannot be extended
to the whole plane. Examples of transcendental maps are the exponential map
and the elementary trigonometric functions. Transcendental self-maps of C∗
have two essential singularities, one at infinity and one at the origin. Examples
of such are ez+1/z or complexifications of certain maps of the circle, as we shall
see later.
In this chapter we give a brief survey of the basic theory of holomorphic
dynamics and analytic circle maps focusing on results that we shall need later.
It is not intended to reproduce the texts that can be found in the literature, but
rather to refer to them for proofs and for a more detailed exposition that the
one given here.
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3.1 Conjugacies and equivalences
Conjugacies are the main tool used for comparison and classification of dynam-
ical systems. In this section, X and Y are topological or metric spaces and
f : X → X and g : Y → Y are continuous maps, unless otherwise specified.
Most of the facts which follow can easily be checked, and those which are not
obvious can be found for example in [34].
Definition 3.1.1 (Conjugate dynamical systems). We say that f and g are
topologically conjugate if there exists a homeomorphism ϕ : X → Y such that
ϕ ◦ f = g ◦ ϕ, thus making the diagram
X X
Y Y
ϕ
f
g
ϕ
commute. We write f ∼ g. If ϕ can be chosen to be Cr with 0 ≤ r ≤ ∞ (respec-
tively linear, affine) we say that f and g are Cr−conjugate (respectively, linearly
conjugate, affine conjugate). IfX,Y ⊂ Ĉ we shall also use the terms conformally
(respectively, quasiconformally) conjugate with the obvious definition.
Conjugate systems are the same up to a change of variables (that is, they
can be thought of as the same map viewed in different coordinate systems), and
the regularity of the conjugacy makes this identification more or less restrictive.
Conjugacy preserves orbits. Indeed, if f ∼ g, then fn ∼ gn. Therefore, Of (x0)
is mapped bijectively onto Og(ϕ(x0)) by ϕ. In particular, periodic orbits are
mapped onto periodic orbits of the same period.
Lemma 3.1.1. Suppose X,Y ⊂ R and f, g ∈ C1(R) or X,Y ⊂ C and f, g are
holomorphic. If ϕ is a real (respectively complex) C1−conjugacy between f and
g and x0 is a p−periodic point then y0 ..= ϕ(x0) is p−periodic and
(fp)′(x0) = (gp)′(y0).
A weaker concept is that of equivalence between dynamical systems.
Definition 3.1.2 (Equivalent dynamical systems). We say that f and g are
topologically equivalent if there exist homeomorphisms ϕ1 and ϕ2 such that the
diagram
X X
Y Y
ϕ1
f
g
ϕ2
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commutes. If f and g are topologically equivalent, there is a bijection between
Crit(f) and Crit(g), and the same is true for critical values, i.e. images of
critical points. As we shall see, the number of critical points and values play a
very important role in holomorphic dynamics. In particular, being equivalent
means, in some sense, to belong to the same family of maps.
3.2 Circle homeomorphisms and rotation num-
bers
One-dimensional systems generated by the iteration of maps from the unit circle
to itself play an important role in general dynamical systems. If a system
possesses a simple closed invariant curve, then the dynamics restricted to that
curve is conjugate to a circle map. For the content of this section we refer to
[16, Sect. 1.14] and [27, Chapt. I].
Consider the unit circle S1 or, equivalently, the quotient space T = R/Z, iden-
tified via the exponential map z = e2piix. Let pi : R → T denote the projection
pi(x) = x (mod 1), and Π: R → S1 denote the exponential map, defined by
Π(x) = e2piix. These mappings induce a metric and an orientation on the circle.
We study orientation-preserving homeomorphisms f : S1 → S1. The simplest
such maps are rigid rotations Rθ with θ ∈ R, that is
Rθ(z) = e2piiθz or, equivalently, Rθ(x) = x+ θ (mod 1).
An orientation-preserving homeomorphism of S1 can always be lifted to an
orientation-preserving homeomorphism of R, via the projection map.
Definition 3.2.1 (Lifts of homeomorphisms). Let f : S1 → S1 be an orientation-
preserving homeomorphism. A continuous map F : R → R is a lift of f if
Π ◦ F = f ◦Π (see Figure 3.1).
R R
S1 S1
Π
F
f
Π
Figure 3.1: Lift of a circle homeomorphism.
As an example, observe that the maps Rk,θ(x) = x+ θ+ k, for k ∈ Z, denote
all the different lifts of the rigid rotation Rθ. This is a general fact, for every
integer translation of a lift is again a lift, and vice versa. Moreover, if F is a
lift, then F (x+ 1) = F (x) + 1 for all x ∈ R and Fn is a lift of fn.
The rotation number is an important topological invariant associated to a
circle map. It measures the average asymptotic rate of rotation of points of a
circle.
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Definition 3.2.2 (Rotation number). Let f : S1 → S1 be an orientation-preserving
homeomorphism, and let F : R→ R be a lift of f . For x ∈ R the rotation number
of f is
rot(f) = lim
n→∞
Fn(x)− x
n
(mod 1). (3.1)
The rotation number is well-defined, in the sense that it does not depend on
the chosen x ∈ R. This fact is collected in the next proposition, whose proof
can be found in [32].
Proposition 3.2.1. Let f : S1 → S1 be an orientation-preserving homeomor-
phism, and let F : R→ R be a lift of f . The rotation number rot(f) defined in
Equation (3.1) does not depend on the chosen x ∈ R and belongs to [0, 1).
If f is not a homeomorphism the limit still exists, but different points could
result in different rotation numbers. Observe that rigid rotations satisfy
rot(Rθ) = θ (mod 1),
and either θ ∈ Q and then all points of S1 are periodic of the same period, or
θ ∈ R \Q and no point is periodic. In fact, something stronger is true:
Theorem 3.2.2 (Jacobi’s Theorem). If θ ∈ R \ Q, all orbits under Rθ are
dense in S1.
The rotation number is invariant both under C0−perturbations of f (see e.g.
[16, Cor. 14.7]) and under topological conjugacies (see [5, Exercise 3.2.3]). It
is straightforward to check that if f has a fixed point then rot(f) = 0. In fact,
Poincaré showed much stronger properties.
Proposition 3.2.3 (Rotation number and periodic points). Let f : S1 → S1 be
an orientation-preserving homeomorphism, and choose F to be the lift of f so
that F (0) ∈ [0, 1).
(1) f has an irrational rotation number if and only if f has no periodic points;
(2) rot(f) = p/q, with gcd(p, q) = 1 if and only if f has a p−periodic point z0
so that F q(x0) = x0 + p, with Π(x0) = z0.
One may ask whether every circle map with an irrational rotation number is
actually conjugate to a rigid rotation. It was Denjoy [15] who in 1932 specified
some additional conditions on the regularity of f to ensure the existence of a
conjugacy to a rigid rotation (see [27, p. I.2]).
Theorem 3.2.4 (Denjoy’s Theorem). Let f : S1 → S1 be a diffeomorphism
which is C2 and has an irrational rotation number θ. Then f is conjugate to a
rigid rotation Rθ.
We are especially interested in analytic circle maps with analytic conjugacies
to rigid rotations, because of the applications in holomorphic dynamics.
Definition 3.2.3 (Linearisable circle map). We say that an analytic circle
diffeomorphism without periodic points is (analytically) linearisable if it is an-
alytically conjugate to a rigid rotation.
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To obtain some regularity for the conjugacies, it is necessary to impose further
conditions on the rotation number. To state these results we need to introduce
some special subsets of irrational numbers.
3.2.1 Irrational approximation of real numbers
We define certain subsets of irrational numbers which are relevant in the study
of circle maps. For more details we refer to [22, 23, 28].
Let θ be an irrational number. Whenever we represent a rational number by
a fraction of the form p/q, we assume that q 6= 0. An approximation to θ is a
sequence of rational numbers converging to θ.
Definition 3.2.4 (Approximable real number). Let ν : N→ R+ be a map. We
say that θ is approximable at speed ν if and only if there exist infinitely many
rational numbers p/q such that ∣∣∣∣θ − pq
∣∣∣∣ ≤ ν(q).
Moreover, we say that this approximation is
 slow if there exists c > 0 such that θ cannot be approximated at speed
ν(q) = cq−2,
 fast if there exists γ > 0 such that θ is approximated at speed ν(q) =
q−(2+γ), and
 super fast if for any γ > 0, θ is approximated at speed ν(q) = q−(2+γ).
What is interesting is the speed of the approximations that an irrational
number admits. If θ is approximated at speed ν0, then it is also approximated
at speed ν for any ν ≥ ν0. Let us call m(q) = minp∈Z{|θ − p/q|}. Then θ may
be approximated at some speed ν ≤ m(q) providing ν(q) = m(q) for infinitely
many q, but cannot be approximated at speed ν for any ν < m(q).
Definition 3.2.5 (Diophantine number). A number θ ∈ R is Diophantine of
class (γ, c) or belongs to D(γ, c) if for infinitely many rational numbers p/q there
exist c > 0 and γ ≥ 0 such that |θ − p/q| ≥ cq−(2+γ).
The set of all Diophantine numbers is often denoted by D = ∪k≥2
c>0
D(γ, c) and
has full measure in (0, 1). In fact, we have the following result.
Lemma 3.2.5. The set D(2+) ..= ∩γ>0D(γ, c) has full measure in (0, 1), while
the set D(0, c) has measure zero.
Proof. Let U(γ, c) be the open set consisting of all ξ ∈ [0, 1] such that |ξ − p/q| <
c/q2+γ for some p/q. This set has measure at most
∞∑
q=1
q
2c
q2+γ
,
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since for each q there are q possible choices of p/q modulo 1. If γ > 0, then this
sum converges, and hence tends to zero as ε → 0. Therefore the intersection
∩c>0U(γ, c) has measure zero, and its complement D(γ, c) has full measure.
Taking the intersection of these complements D(γ, c) as γ → 0, we see that the
set D(2+) also has full measure.
The proof of the following result can be found in [28].
Lemma 3.2.6. A number θ ∈ R is Diophantine if, and only if λ = e2piiθ satisfies
|λq − 1| ≥ cq1−µ, for any q ≥ 1.
Proof. Choose p to be the closest integer to qθ so that |qθ − p| ≤ 1/2. Then
λq − 1 = e2piiθq−2piip − 1 = e2pii(θq−p) − 1 = 2iepii(θq−p) e
pii(θq−p) − e−pii(θq−p)
2i
= 2iepii(θq−p) sin(pi(θq − p)).
Therefore,
|λq − 1| = |2 sin(pi(qθ − p))| ≤ 2pi |qθ − p| .
In fact, we also have 4 |qθ − p| ≤ |λq − 1|, so Definition 3.2.5 is equivalent to
asking λ to satisfy |λq − 1| ≥ cq1−µ, for any q ≥ 1.
There are other subsets of irrational numbers which play an important role in
holomorphic dynamics and circle maps, namely the so called Brjuno numbers.
Let us first collect some facts about continued fractions.
Definition 3.2.6 (Continued fraction). A general continued fraction represen-
tation of a real number θ is an expression of the form
θ = a0 +
b1
a1 +
b2
a2 + · · ·
,
where a0, a1, . . . and b1, b2, · · · are integers. If b1 = b2 = · · · = 1, this expression
is called the simple continued fraction representation (also continued fraction
representation) of θ. In this case, the more compact notation θ = [a0; a1, a2, . . . ]
is often used.
The continued fraction [a0; a1, a2, . . . ] of a given real number θ can be com-
puted as an = brnc, where
r0 = θ, and rn =
1
rn−1 − an−1 .
The quantities an are called the partial quotients, and the quantity obtained by
including n terms of the continued fraction
cn =
pn
qn
= [a0; a1, a2, . . . , an] = a0 +
1
a1 +
1
· · ·+ 1
an
58
3.2. CIRCLE HOMEOMORPHISMS AND ROTATION NUMBERS
is called the n−th convergent. By construction, the continued fraction repre-
sentation of an irrational number is unique and hence, so is the sequence of
convergents. Besides, each convergent pn/qn is the best approximation to θ by
fractions with denominator at most qn (see [28, Thm. 11.8]).
The set B of Brjuno numbers contains the set D, and is important in the prob-
lem of the linearisation of fixed points of holomorphic maps (see Section 3.3.2).
Definition 3.2.7 (Brjuno number). A Brjuno function is a mapping Φ: R\Q→
R+ ∪ {+∞} such that Φ(x) = Φ(x + 1) and Φ(x) = − log x + xΦ(1/x). Let
{pn/qn} be the sequence of convergents of θ ∈ R. We say that θ is a Brjuno
number if the Brjuno function defined by
Φ(θ) ..=
∞∑
n=0
log qn+1
qn
is finite.
Let us include a diophantine-like bound for Brjuno numbers that is weaker
than the Brjuno condition (see [11, p. 140]).
Proposition 3.2.7. For any Brjuno number θ, there exist two constants c1 and
c2 depending only on θ such that for any k ∈ Z \ {0},
1
|e2piikθ − 1| ≤ c1e
2pic2|k|. (3.2)
3.2.2 Families of circle homeomorphisms
We end this section by considering families of circle maps. More precisely, let
f : S1 → S1 be a circle homeomorphism and define the family
fα(z) = (Rα ◦ f)(z) = e2piiαf(z), for α ∈ [0, 1),
with the non-degeneracy condition
fmα 6≡ Id |S1 for all α ∈ [0, 1) and all m ≥ 0.
This is not a very restrictive condition. It is satisfied, for example, if f is
a real analytic homeomorphism of S1 that extends to a non-affine holomorphic
map of C∗ (see [27, Lem. 4.3(I)]). This is in general the setup in the surgery
applications we consider.
Given fα as above, define the rotation function
ρ(α) = rot(fα).
Since the rotation number varies continuously under C0−perturbations, ρ(α)
is continuous. This function has many other remarkable properties.
Proposition 3.2.8 (Properties of the rotation function). Let f , fα and ρ(α)
be as above. Then,
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(1) ρ : T→ T is continuous, orientation-preserving and onto.
(2) If ρ(α∗) ∈ (0, 1) \ Q, then ρ is strictly increasing at α∗. Otherwise ρ is
locally constant at α∗ (maybe only on one side). More precisely, the set
ρ−1(r/s) has non-empty interior for every rational r/s ∈ [0, 1).
(3) The set {α ∈ (0, 1) : ρ(α) ∈ (0, 1) \Q} is nowhere dense.
An immediate consequence of the properties above is the following statement.
Theorem 3.2.9 (Adjusting α to obtain a given rotation number). Let f : S1 →
S1 be a circle homeomorphism and fα = Rα ◦ f the associated family of circle
maps satisfying (3.2.2). Then, for any θ ∈ [0, 1) \ Q, there exists a unique
α ∈ [0, 1) such that rot(fα) = θ.
3.3 Holomorphic dynamics
Holomorphic dynamics is the study of dynamical systems defined by iteration
of functions on complex number spaces. From now on we consider holomorphic
mappings f : S → S with the dynamical space or phase space S equal to the
Riemann sphere Ĉ, the complex plane C or the punctured plane C∗. The ex-
position hereafter is mainly from the book by Milnor [28], but see also [7] or
[8].
3.3.1 The dynamical partition
A special property of holomorphic dynamical systems is the splitting of the
dynamical space induced by the concept of normal families.
Definition 3.3.1 (Normal family of holomorphic maps (compact case)). Let
U ⊂ Ĉ be a domain and F a family of holomorphic maps from U to Ĉ. We
say that F is a normal family in U if any infinite sequence of elements of F
contains a subsequence which converges uniformly on compact sets of U to some
continuous limit map.
In order to be able to consider the case of a holomorphic mapping f : U → T ,
where T may not be compact, we need the following definitions. A sequence
of points (tn) in a non-compact surface T diverges from T if for any compact
subset K ⊂ T , we have tn /∈ K, for n suffficiently large. In a similar way, a
family of maps fn : U → T diverges locally uniformly from T if for any compact
subset K ⊂ S i K ′ ⊂ T , we have fn(K) ∩ K ′ = ∅, for n sufficiently large (of
course, this can never happen if T itself is compact).
Example 3.3.1. The qualification “from T ” in the above definition is essential.
For example, the sequence of points i, i/2, i/3, . . . diverges from the upper half
plane H, but converges to 0 within its closure H ⊂ C.
Definition 3.3.2 (Normal family of holomorphic maps (general case)). Let
U ⊂ Ĉ be a domain and F a family of holomorphic maps from U to a (possibly
non-compact) Riemann surface T . We say that F is a normal family in U if any
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infinite sequence of elements of F contains either a subsequence which converges
locally uniformly or a subsequence which diverges locally uniformly from T .
The condition of normality can be phrased in terms of equicontinuity, asking
the family to be locally equicontinuous in U with respect to the spherical metric
in Ĉ (see the Arzelà-Ascoli Theorem). An easy way to check normality is to
apply Montel’s Theorem.
Theorem 3.3.1 (Montel’s Theorem). Let U ⊂ Ĉ be a domain and F a family
of holomorphic maps from U to Ĉ. If there exist three distinct points a, b, c ∈ Ĉ
such that f(U) ⊂ Ĉ \ {a, b, c} for all f ∈ F , then F is a normal family in U . In
particular, if there exists R > 0 such that |f(U)| ≤ R for all f ∈ F , then F is
a normal family in U .
In holomorphic dynamics the concept of normality is applied to the family of
iterates of the given map f . If {fn}n≥0 is normal in a domain U , then orbits of
points in U behave in a similar manner. The concept of normality defines the
dynamical partition explained in the following definition.
Definition 3.3.3 (Fatou set and Julia set). Given a holomorphic map f : S → S
as above, we define the Fatou set of f as
Ff ..= {z ∈ S : {fn(z)}n forms a normal family of maps in a neighbourhood of z},
and the Julia set of f as its complement
Jf = S \ Ff .
For f ∈ Ent∪Ent∗ (see the List of Symbols), the essential singularities are
sometimes considered part of the Julia set, which is then defined in Ĉ. By
definition, the Fatou set is open and the Julia set is closed in S, and both sets
are totally invariant (i.e. f(Jf ) ⊂ Jf and f(Ff ) ⊂ Ff ). Intuitively, a point z0
belongs to the Fatou set if the dynamics in a neighbourhood of z0 is in some
sense tame or controlled, while it belongs to the Julia set if the dynamics in any
neighbourhood of z0 shows sensitive dependence on initial conditions1.
Figures 3.2 and 3.3 show typical examples of rational functions. In each case,
the Julia set is painted in white and the Fatou set is painted in black. Figure 3.2
shows five examples of polynomial maps of degree two. In Figure 3.2a we can see
a Jordan curve. In Figure 3.2b there is a dendrite, that is a compact connected
set with void interior and which does not separate the plane. In Figure 3.2c we
observe a totally disconnected set, and two last examples are Julia sets whose
complementary have infinitely many connected components.
The Fatou and the Julia sets are preserved under topological conjugacy in the
sense that if ϕ is a homeomorphism such that ϕ◦f = g◦ϕ, for f, g holomorphic,
then J (g) = ϕ(J (f)) and F(g) = ϕ(F(f)).
Example 3.3.2 (Fatou and Julia sets of f(z) = zd for d ≥ 2). Since any orbit
inside D converges to 0 while every orbit in Ĉ\D converges to infinity, the Fatou
1A mapping f : S → S has sensitive dependence on initial conditions if there exists δ > 0
such that, for any x ∈ X and any neighbourhood U containing x, there exists y ∈ U and
n ≥ 0 such that |fn(x)− fn(y)| > δ
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(a) A simple closed curve, z 7→
z2 + (.99 + .14i)z.
(b) A “dendrite”, z 7→ z2 + i.
(c) A Cantor set, z 7→ z2 + (−.765 + .12i). (d) The Douady rabbit
z 7→ z2 + (−.122 + .745i).
(e) The plane, z 7→ z2 − 1.75488 . . .
Figure 3.2: Julia sets for quadratic maps.
62
3.3. HOLOMORPHIC DYNAMICS
(a) z 7→ 1− 1/z2. (b) z 7→ (c+ z2)/(1− z2).
(c) A Sierpinsky carpet,
z 7→ −.138(z + 1/z)− .303.
(d) z 7→ (z5 − .00001)/z3.
Figure 3.3: Julia sets for rational maps.
set is equal to Ĉ \ S1 and Jf = S1. Moreover, orbits of points in S1 stay in S1
and follow the dynamics of the map Md : T → T defined by t 7→ d · t (mod 1).
However, the asymptotic behaviour of points arbitrarily close to the unit circle is
radically different from the behaviour of those on the circle. Although Julia sets
are in general fractals, the dynamics on a Julia set share most of the properties
of the map Md on the unit circle.
In the example above, 0 and ∞ are attracting fixed points. In general, if
O(z0) = {z0, z1, . . . , zp−1} form a p−cycle, we define the multiplier of the cycle
as
λ ..= (fp)′(zi) = f ′(z0) · f ′(z1) · · · · · f ′(zp−1),
for any i ∈ {0, 1 . . . , p− 1}, if the orbit lies in C. If the orbit includes the point
at infinity, the multiplier is defined as above after a change of variables that
moves the orbit into C. The periodic orbits are classified as
 attracting if |λ| < 1. In case λ = 0, we say that it is superattracting.
 repelling if |λ| > 1.
 neutral (also indifferent) if |λ| = 1. In case λn = 1 for some integer n,
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we call it a rationally neutral or parabolic. Otherwise, it is irrationally
neutral.
In Section 3.3.2 we describe how these definitions relate to the local dynamics
around the periodic orbits. Observe that the multiplier is zero if and only if the
derivative vanishes at one of the points in the cycle. Let us recall that the points
z for which f ′(z) = 0 are called critical points, and their dynamical behaviour
plays an important role in the study of the dynamics of f .
One particular case appears when the fixed point belongs to a set of orbits
whose iterates converge towards the point. Such sets are in general called basins
of attraction.
Definition 3.3.4 (Basin of attraction of an attracting cycle). Given an at-
tracting p−cycle O(z0) of f , we define its basin of attraction A = Af as the set
of points z ∈ S such that fnp(z) converges to some zi ∈ O(z0) as n tends to
infinity.
The following theorem summarises some of the basic properties of Julia sets
and Fatou sets. All proofs can be found in [28, §4, §12, §14] or [8]. In the
statement we use the concept of grand orbit.
Definition 3.3.5 (Grand orbit and exceptional set). Given f : S → S and a
point z ∈ S, its grand orbit consists of all points in S which are related forwards
or backwards with z under iteration of f . More precisely,
GO(z) ..= {w ∈ Ĉ : fp(z) = fq(w) for some p, q ∈ N}.
Grand orbits are totally invariant. We define the exceptional set E(f) as the
set of points with a finite grand orbit. Since there is no possible confusion with
this notation in this context, we shall as well write E when the reference to the
map f can be omitted.
Theorem 3.3.2 (Properties of Julia and Fatou sets). Consider the map f : S →
S as above. Then
(i) For any k > 0, the Julia set Jfk coincides with Jf .
(ii) Every attracting cycle and its basin of attraction belong to Ff .
(iii) If A is the basin of attraction of an attracting cycle, then Jf = ∂A.
(iv) Every repelling and parabolic cycle belongs to Jf .
(v) The Julia set is non-empty. If f is a rational function, then Jf contains
a repelling fixed point or a parabolic fixed point with multiplier 1.
(vi) The set E(f) has at most two, one or no points if f is in Rat, Ent or
Ent ∗, respectively.
(vii) If z0 ∈ Jf and U is a neighbourhood of z0 disjoint from E(f), then S \
E(f) ⊂ ∪n(fn(U)). Consequently, if K is a compact set disjoint from
E(f), there exists N > 0 such that K ⊂ fn(U) for all n ≥ N . If f is in
Rat, then fn(Jf ∩ U) = Jf for all n ≥ N .
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(viii) Either Jf has no interior point, or Jf = S.
(ix) If z0 ∈ S \ E(f), then Jf ⊂ ∪n>0f−n(z0).
(x) Jf has no isolated points.
(xi) Jf is either connected or has uncountably many components.
(xii) For z in a generic set of points in Jf , the forward orbit of z is everywhere
dense in Jf .
(xiii) Repelling periodic points are dense in Jf .
3.3.2 Local theory of fixed points
In this section we describe the local dynamics of f in a neighbourhood of a
p−cycle (for a deeper insight, see [28] and [13]). After replacing f by fp we may
assume that the orbit is fixed. Furthermore we have Jfp = Jf . We may also
assume that the fixed point is at 0, conjugating by a translation if necessary.
Hence, let f be a holomorphic map defined in a neighbourhood of the origin
with Taylor expansion
f(z) = λz + a2z
2 + a3z
3 + . . . ,
where λ = f ′(0) is the multiplier of f at the fixed point 0. We look for conformal
changes of variables which conjugate f to a map with a finite number of terms
in its power series. It turns out, the answer depends on the multiplier of f . We
shall see that a conjugation exists in the cases of attracting and repelling fixed
points. It exists as well in the case of an irrationally neutral fixed point unless
λ is “very close” to roots of unity.
Attracting fixed points
In the attracting case, f is locally conformally conjugate to its linear part z 7→
λz. The following linearisation theorem is due to G. Koenigs (1884).
Theorem 3.3.3 (Koenigs’ Linearisation Theorem). Suppose that f has an at-
tracting fixed point at z0 with multiplier λ satisfying 0 < |λ| < 1. Then there
is a conformal map ζ = ϕ(z) of a neighbourhood of z0 onto a neighbourhood
of 0 which conjugates f(z) to the linear function g(ζ) = λζ. The conjugating
function is called a linearising map of f at the fixed point and is unique up to a
multiplication by a nonzero scale factor.
Proof. Suppose z0 = 0. Define ϕn(z) = λ−nfn(z) = z + · · · . Then, ϕn satisfies
ϕn ◦ f = λ−nfn+1 = λϕn+1.
Thus, if ϕn → ϕ, then ϕ ◦ f = λϕ, so ϕ ◦ f ◦ ϕ−1 = λζ, and ϕ is a conjugation.
In order to show convergence, note that for δ > 0 small we have
|f(z)− λz| ≤ C |z|2 , for |z| ≤ δ.
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Thus |f(z)| ≤ |λ| |z|+C |z|2 ≤ (|λ|+Cδ) |z|, and by induction with |λ|+Cδ < 1,
|fn(z)| ≤ (|λ|+ Cδ)n |z| , for |z| ≤ δ.
We choose δ > 0 so small that β ..= (|λ|+ Cδ)2/ |λ| < 1, and we obtain
|ϕn+1(z)− ϕn(z)| =
∣∣∣∣f(fn(z))− λfn(z)λn+1
∣∣∣∣ ≤ C |fn(z)|2|λ|n+1 ≤ β
nC |z|2
|λ|
for |z| ≤ δ. Hence ϕn(z) converges uniformly for |z| ≤ δ, and the conjugation
exists.
To prove unicity (up to a scale factor), it suffices to show that any conjugation
of f(z) = λz to itself is a constant multiple of z. Suppose ϕ(z) = a1z+a2z2+· · ·
is such a conjugation, so that ϕ(λz) = λϕ(z). Substituting the power series and
equating coefficients we obtain anλn = λan, so that an = 0, for any n ≥ 2, and
ϕ(z) = a1z.
Koenigs’ Linearisation Theorem is clearly a local result. However, the lin-
earising map can actually be extended to the whole basin of attraction of the
fixed point, at the expense of its bijectivity.
Theorem 3.3.4 (Global linearisation). Suppose f is globally defined and has
an attracting fixed point z0 with 0 < |λ| < 1. Let A be the basin of attraction of
z0. Then there exists a holomorphic map ϕ : A → C with ϕ(z0) = 0, so that the
diagram
A A
C C
ϕ
f
w 7→ λw
ϕ
commutes. Moreover, ϕ is biholomorphic in a neighbourhood of z0 (where it de-
termines a local conformal conjugacy). The map ϕ is unique up to multiplication
by a non-zero constant.
The global linearising map is constructed as follows. Let ϕ : U → C denote a
linearising map for f in a neighbourhood U of z0. Then for any z ∈ A define
ϕ(z) = ϕ(fn(z))/λn,
where n is chosen large enough so that fn(z) belongs to U . The extended ϕ is
well-defined and satisfies the same functional equation ϕ(f(z)) = λϕ(z), yet it
is no longer injective. Indeed, every preimage of z0 under f is mapped to 0 by
ϕ.
Repelling fixed points
In this case f is again locally conformally conjugate to its linear part g(ζ) = λζ.
In fact, Theorem 3.3.3 is fully applicable to this case. Suppose f(z) = λz+ . . . ,
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where |λ| > 1. Then f is invertible and f−1(z) = z/λ + . . . has an attracting
fixed point at 0, and any map conjugating f−1(z) to ζ/λ also conjugates f(z)
to λζ.
Superattracting fixed points
The supperattracting case corresponds to a holomorphic map f with a fixed
critical point at the origin. Then f is conformally conjugate to g(ζ) = ζp,
where p − 1 is the multiplicity of the critical point (its order as a zero of f ′).
The precise statement was first proved in 1904 by L.E. Böttcher.
Theorem 3.3.5 (Böttcher coordinates). Suppose f has a supperattracting fixed
point at z0, that is
f(z) = z0 + ap(z − z0)p + · · · , with ap 6= 0 and p ≥ 2.
Then there is a conformal map ζ = ϕ(z) of a neighbourhood of z0 onto a neigh-
bourhood of 0 which conjugates f(z) to ζp. The conjugating function is unique
up to multiplication by a (p− 1)−th root of unity.
Proof. Suppose z0 = 0. For |z| small there is C > 1 such that |f(z)| ≤ C |z|p.
By induction, writing fn+1 = fn ◦ f and using p ≥ 2, we find that
|f(z)| ≤ (C |z|)pn , for |z| ≤ δ,
so fn(z) tends to 0 super-exponentially.
If we change variables by setting w = cz where cp−1 = 1/ap then we have
conjugated f to the form f(w) = wp + · · · . Therefore we may assume ap = 1.
We wish to find a conjugating map ϕ(z) = z + · · · such that ϕ(f(z)) = ϕ(z)p,
which is equivalent to the condition that ϕ ◦ f ◦ ϕ−1 = ζp. Let
ϕn(z) = (f
n(z))
p−n
= (zp
n
+ · · · )p−n = z(1 + · · · )p−n ,
which is well defined in a neighbourhood of the origin. The ϕns satisfy
ϕn−1 ◦ f = (fn−1 ◦ f)p−n+1 = ϕpn,
so if ϕn → ϕ then ϕ satisfies ϕ◦f = ϕp and so is a solution. To show that {ϕn}
converges, we write fn+1 = f ◦ fn and note that
ϕn+1 =
(
fn+1
)p−(n+1)
= (f ◦ fn)p−(n+1) =
(
(f(fn))
p−1
)p−n
= (ϕ1(f
n))
p−n
= (ϕ1 ◦ fn)p−n ,
so we have
ϕn+1
ϕn
=
(
ϕ1 ◦ fn
fn
)p−n
= (1 +O(|fn|))p−n = 1 +O(p−n)O(|z|pn Cpn)
= 1 +O(p−n)
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if |z| ≤ 1/C. Thus the product
∞∏
n=1
ϕn+1
ϕn
converges uniformly for |z| ≤ c < 1/C, and this implies that {ϕn} converges.
Hence ϕ exists.
The uniqueness is proved in a similar way as in the proof of Theorem 3.3.3.
Indeed, the same method shows that any conjugation to ζp is unique up to
multiplication by a (p − 1)−th root of unity. The functional equation of a
conjugation of zp to itself is ϕ(zp) = (ϕ(z))p, and comparing power series we
find that ϕ(z) = a1z, where a
p
1 = a1.
We cannot extend ϕ to the whole basin of attraction as we did in the attracting
case where λ 6= 0 since ζ 7→ ζp is not an invertible map. However, it is still
possible to extend the real function |ϕ| : U → R+ ∪ {0} to the whole basin.
Rationally neutral fixed points
The parabolic case corresponds to a holomorphic map f with a fixed point at
the origin, where the multiplier λ is a q−th root of unity, say e2piir/q. Taking
the q−th iterate of the map, we reduce to the case where λ = 1. Hence, we
consider maps of the form
f(z) = z + azp+1 +O(zp+2) with p > 0 and a 6= 0.
The integer p + 1 is called the multiplicity of the parabolic point with λ = 1,
which is the order of the zero of f − Id at the fixed point.
In order to describe the dynamics around the parabolic point, we need the
following definition.
Definition 3.3.6 (Attracting and repelling petals). Suppose f is defined and
univalent2 in a neighbourhood U of the origin. An open set P ⊂ U is called an
attracting petal for f at the fixed point if
(a) f(P) ⊂ P ∪ {0};
(b) ∩nfn(P) = {0}.
An open set P ⊂ f(U) is called a repelling petal for f at the fixed point if P is
an attracting petal for f−1 : f(U) → U , where f−1 denotes the branch of the
inverse of f fixing the origin.
In order to discuss the parabolic case, we consider three cases.
2This is a standard alternative terminology for “conformal”, that is, analytic and one-to-one,
even though it is not the preferred one in this text.
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Case 1 Suppose λ = 1 and m = 1, so that, f(z) = z + az2 + · · · , with a 6= 0.
by conjugating f by ϕ(z) = az, we may assume a = 1. Let us next move 0
to ∞ by conjugating by the inversion z 7→ −1/z. The conjugate map has the
expansion
g(z) = z + 1 +
b
z
+ · · ·
near ∞. In order to prove that there exists a map ϕ that conjugates g to
the translation z 7→ z + 1 we shall see a method due to Fatou that uses the
asymptotic behaviour of gn.
First observe that if C0 > 0 is sufficiently large, then the half-plane {Re(z) >
C0} is invariant under g, and
Re(gn(z)) > Re(z) +
n
2
for Re(z) ≥ C0 and n ≥ 1.
This is proved easily by induction, as is the upper bound in
n
2
≤ |gn(z)| ≤ |z|+ 2n, for Re(z) ≥ C0 and n ≥ 1.
These estimates are valid whenever g(z) = z + 1 + o(1), and they will be used
later.
Define now ϕn by
ϕn(z) = g
n(z)− n− b log n, for Re(z) ≥ C0.
From
gk+1(z) = gk(z) + 1 +
b
gk(z)
+O
(
1
k2
)
we obtain
ϕk+1(z)− ϕk(z) = b (log k − log(k + 1)) + b
gk(z)
+O
(
1
k2
)
= O
(
1
k
)
,
where the estimates are all independent of z. If follows that
|ϕn(z)− z| ≤ |ϕ1(z)− z|+
n−1∑
k=1
|ϕk+1(z)− ϕk(z)| = O(log n)
for Re(z) ≥ C0. This asymptotic estimate is not enough to prove convergence.
Let us find a more accurate estimate. We have
ϕn+1(z)− ϕn(z) = b log n− b log(n+ 1) + gn+1(z)− gn(z)− 1
= − b
n
+
b
gn(z)
+O
(
1
n2
)
= b
(
1
n+ b log n+ ϕn(z)
− 1
n
)
+O
(
1
n2
)
=
b
n2
O (|b log n+ ϕn(z)|) +O
(
1
n2
)
= O
(
log n
n2
)
.
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Hence
∑ |ϕn+1(z)− ϕn(z)| < ∞, and so ϕn converges, say to ϕ. Since ϕn is
conformal for any n ≥ 1, so is ϕ. From the definition, we have
ϕn(g(z)) = ϕn+1(z) + 1 + b log(1 + 1/n).
Hence ϕ ◦ g = ϕ+ 1, and ϕ conjugates g to the translation z 7→ z + 1.
Case 2 Suppose now that z′ = f(z) = z + azp+1 + · · · with a 6= 0 and p > 1.
As before we may assume a = 1. Define z = ζ1/p and z′ = ζ ′1/p for 0 < arg(ζ),
arg(ζ ′) < 2pi and z, z′ restricted to an appropriate sector of aperture 2pi/p.
Then,
ζ ′ = ζ + pζ2 +O(|ζ|2+1/p).
We renormalise again to remove the p and then change variables by ζ = −1/z
and ζ ′ = −1/z′. This gives
z′ = g(z) = z + 1 +O(|z|−1/p).
We can kill off one by one the higher order Taylor coefficients of f(z) = z +
zp+1 + ap+2z
p+2 + · · · by conjugating to functions of the form z 7→ z + αzk.
Only the coefficient of zp+1 remains, and we obtain for any arbitrarily large
prescribed q a conjugation of f(z) to
F (z) = z + zp+1 +Az2p+1 +O(|z|q).
The coefficient A is actually a conformal conjugation invariant. If we now fix
q > 2p + 1, then the method used in Case 1 applied to F (z) converges to the
desired conjugation.
Case 3 Finally assume f(z) = λz + · · · , where λ is a primitive n−th root of
unity. Then fn(z) must belong to either Case 1 or Case 2. Let P1,P2, . . . ,Pp
be the petals for fn. Then f(Pi) essentially coincides with Pj for some j, and
f permutes the petals in cycles of length n. Thus p = kn for some integer k,
and n divides p. In particular, if fn(z) = z + amzm + · · · where am 6= 0, then
m = kn+ 1 for some integer k, and the number of petals is p = m− 1. This is
a purely algebraic fact, which is not so easy to prove directly.
All three cases can be gathered in the following theorem, which is due to Leau
[24], Fatou [18] and Julia [20] in successive approximations.
Theorem 3.3.6 (Parabolic Flower Theorem). Suppose f has a parabolic fixed
point with multiplier λ = 1 at the origin of multiplicity m + 1. Then there are
2m petals {Pj}2mj=1, numbered cyclically around the origin and such that Pj is
attracting or repelling according to whether j is odd or even. Moreover, each
petal Pj intersects only its two immediate neighbours Pj−1 and Pj+1 (indices
are taken modulo 2m), and are disjoint from the rest. The petals can be chosen
so that the union
P1 ∪ P2 ∪ · · · ∪ P2m ∪ {0}
forms an open neighbourhood of the origin (see Figure 3.4).
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Figure 3.4: The distribution of the invariant petals around a parabolic point
with multiplier λ = 1 and multiplicity 5 (left) and 3 (right).
Notice that we have only provided a proof for the local behaviour of a parabolic
point with multiplier λ = 1 of multiplicity m + 1, while the statement in the
previous theorem is somewhat more general. Suppose f is globally defined and
has a parabolic fixed point at the origin of multiplier λ = 1. If the orbit of
z 6= 0 is infinite and converges to 0, it needs to belong to one of the attracting
petals P in the Flower Theorem from some iterate onwards. We say that the
orbit converges to 0 through P. Each P has an associated parabolic basin of
attraction.
Definition 3.3.7 (Parabolic basin of attraction). Let S be a Riemann surface.
If z0 is a parabolic fixed point of f with multiplier λ = 1 and P is an attracting
petal at 0, we define the parabolic basin of attraction of z0 associated to P as
AP ..=
{
z ∈ S \ (∪n>0f−n(z0)) | lim
n→∞ f
n(z) = z0 through P
}
.
Observe that if the parabolic fixed point has multiplicity m + 1 then it has
exactly m disjoint parabolic basins. It turns out that some kind of linearisation
is possible inside each of the petals (see [28, Thm. 10.9]).
Theorem 3.3.7 (Parabolic linearisation: Fatou coordinates). For every attract-
ing and for every repelling petal P, there is a conformal embedding ϕ : P → C
called the Fatou coordinate in P which conjugates f to the translation g(ζ) =
ζ + 1 on P ∩ f−1(P) so that the following diagram commutes:
P ∩ f−1(P) P
C C
f
ϕ ϕ
ζ 7→ ζ + 1
If 0 is a parabolic fixed point of f with multiplier λ = e2piir/q 6= 1 and if fq
has multiplicity p + 1 at 0, then the number of attracting and repelling petals
in the Flower Theorem is p = kq for some k ∈ N. The p attracting petals
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are forward invariant under fq and can be chosen so that they form k forward
invariant cycles of petals of period q under f . The petals in a cycle are mapped
among themselves with combinatorial rotation number r/q (see Figure 3.5).
Figure 3.5: A parabolic fixed point of multiplier λ = e2pii2/5 and multiplicity 5
for f5 (hence k = 1). There is one cycle of attracting petals with combinatorial
rotation number 2/5.
The k cycles of petals of period q give rise to k disjoint parabolic basins of
attraction for the parabolic fixed point. As in the case of basins of attraction,
the parabolic ones are subsets of the Fatou set of f . Their boundaries are part
of the Julia set (see [28, Lem. 10.5]).
Irrationally neutral fixed points
The irrationally neutral case corresponds to a holomorphic map f with a fixed
point at the origin where the multiplier is λ = e2piiθ and θ ∈ R \ Q. The fun-
damental question is which conditions on θ ensure that f is locally conformally
conjugate to its linear part g(ζ) = λζ. If so, f is (conformally) linearisable
around the fixed point.
We first observe that a local holomorphic linearisation is possible if and only
if the fixed point belongs to the Fatou set (see [28, Lem. 11.1]). If this is the
case, a neighbourhood of the fixes point is foliated by simple closed invariant
curves on which all orbits are dense (since this is the case for the linear map
ζ 7→ λζ). The maximal neighbourhood of the fixed point where the linearisation
is defined is called a Siegel disc (see an example of a Siegel disc in Figure 2).
In 1942, Siegel showed that if θ is a Diophantine number (see Definition 3.2.5)
then there is a Siegel disc around the fixed point.
Theorem 3.3.8 (Existence of Siegel discs). Let γ ≥ 0 and c > 0 be fixed. Let θ
be a Diophantine number of class (γ, c) and suppose that f has an irrationally
neutral fixed point at x = 0 with multiplier λ = f ′(0) = e2piiθ. Then, there exists
an open set U ⊂ C that contains 0 in which f can be conjugate to multiplication
by λ.
Proof. The proof consists on constructing a sequence of mappings {ϕn}∞n=0
defined by ϕ0 = f and such that ϕn is conjugate to ϕn−1, for any n ≥ 1.
This sequence converges, inside a certain disc (of positive radius), to a function
ϕ(ζ) = λζ that is therefore conjugate to f . In other words, we shall see that
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there exists a map h such that f(h(z)) = h(λz), with h′(0) = 1. Such a map
will be obtained as the limit of the sequence {hn}∞n=1 defined as
hn = ψ1 ◦ ψ2 ◦ · · · ◦ ψn, for n ≥ 1,
where ψn is a coordinates change around z = 0 of the form ψn(z) = z + ψˆn(z),
where ψˆn(z) = O(z2). The sequence {ϕn}∞n=0 is then defined in such a way that
ϕ0 = f and ψ−1n ◦ ϕn−1 ◦ ψn(z) = ϕn(z) = λz + ϕˆn(z), for n ≥ 1. (3.3)
The convergence of ϕn to the conjugate function ϕ will be given by the fact
that |ϕˆn| has a smaller upper bound than that of |ϕˆn−1|, as we shall check by
induction. Then as n tends to infinity ϕˆn converges to zero and hn converges
to a function h that conjugates f to the rotation λζ.
The first step of induction is performed as follows. Let ϕ0 = f be defined on
the disc Dr0 of radius r0 = r. Let c1 > 0 be small enough and choose η0 = η ≤ c1
such that 0 < η0 < 1/5. Let c0 and δ0 = δ be such that c0δ0 < η
µ+2
0 (the values
of c0 and δ will be given in a few lines). In particular, we have δ0 < η0.
 ϕ1(Dr(1−4η)) ⊂ Dr(1−η)
Suppose ϕˆ0(z) = fˆ(z) =
∑∞
j=2 bjz
j . We can rewrite (3.3) as
ψˆn(λz + ϕˆn(z))− λψˆn(z)− ϕˆn(z) = ϕˆn−1(ψˆn(z)). (3.4)
Consider now its linearised version
ψˆn(λz)− λψˆn(z) = ϕˆn−1(z). (3.5)
When n = 1, this equation is formally solved for
ψˆ1(z) =
∞∑
j=2
bj
λj − λz
j .
Indeed,
ψˆ1(λz)− λψˆ1(z) =
∞∑
j=2
bj
λj − λ (λz)
j − λ
∞∑
j=2
bj
λj − λz
j
=
∞∑
j=2
λjbj − λbj
λj − λ z
j
=
∞∑
j=2
bjz
j = fˆ(z),
where the denominators never vanish, since θ ∈ R is Diophantine and so
λj 6= 1 for any j ≥ 1.
Using Lemma 3.2.6 we have,
1
|λj − 1| ≤
jµ−1
c
≤ j
µ
µ!
c0
73
3. PRELIMINARIES ON DYNAMICAL SYSTEMS
and, as g0 = f is continuous, there exists δ0 = δ > 0 such that
∣∣∣fˆ ′(z)∣∣∣ ≤ δ
for z ∈ Dr. The Cauchy formula for the derivatives of fˆ
fˆ (j)(a) =
j!
2pii
∮
C
fˆ(z)
(z − a)j+1 dz
can be applied to fˆ ′ in order to obtain the estimate
|bj | =
∣∣∣fˆ j(0)∣∣∣
j!
=
1
j!
∣∣∣∣∣ (j − 1)!2pii
∮
C
fˆ ′(z)
zj
dz
∣∣∣∣∣ ≤ 1jrj−1 supz∈Dr
∣∣∣fˆ ′(z)∣∣∣ = δ
jrj−1
.
Consequently, for z ∈ Dr(1−η), the map ψˆ′1 satisfies∣∣∣ψˆ′1(z)∣∣∣ ≤ ∞∑
j=2
j |bj |
|λj − λ|
∣∣zj−1∣∣ = ∞∑
j=2
j |bj |
|λj − λ| (r(1− η))
j−1
≤
∞∑
j=2
δ
|λj − λ| (1− η)
j−1 ≤ c0δ
µ!
∞∑
j=2
jµ(1− η)j−1
<
c0δ
µ!
∞∑
j=1
j(j + 1) · · · (j + µ− 1)(1− η)j−1
=
c0δ
µ!
∞∑
j=1
µ!
(
j + µ− 1
j − 1
)
(1− η)j−1
= c0δ
∞∑
j=0
(
j + µ
j
)
(1− η)j
and, since the Taylor expansion of η−(µ+1) around 1 is
η−(µ+1) =
∞∑
j=0
(−1)j(µ+ 1)(µ+ 2) · · · (µ+ j)
j!
(η − 1)j
=
∞∑
j=0
(
µ+ j
j
)
(1− η)j ,
we have that
∣∣∣ψˆ′1(z)∣∣∣ ≤ c0δη−(µ+1).
If we also assume c0δ < ηµ+2, we have
∣∣∣ψˆ′1∣∣∣ < η in Dr(1−η). Therefore, if
z ∈ Dr(1−4η) (and, consequently, z ∈ Dr(1−η))
|ψ1(z)| ≤ |z|+
∣∣∣ψˆ1(z)∣∣∣ ≤ r(1− 4η) + rη = r(1− 3η),
which shows that ψ1(Dr(1−4η)) ⊂ Dr(1−3η).
We shall now see that ψ1 takes every value in Dr(1−2η) precisely once in
Dr(1−η). The argument principle states that if f is a meromorphic map
defined on an open simply connected subset U ⊂ C containing a closed
curve C which encloses a compact set contained in U , then∫
C
f ′(z)
f(z)
= 2pii(N0 −N∞),
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where N0 and N∞ denote the number of zeros and poles of f inside C,
respectively. We now apply this principle to the map ψ1. Since it has no
poles, vanishes only at 0 inside ∂Dr(1−η), and satisfies |ψ1(z)| ≥ r(1− 2η)
for z ∈ ∂Dr(1−η), there exists a curve C such that ψ1(C) = ∂Dr(1−η).
Therefore ∫
C
ψ′1(z)
ψ1(z)− w dz =
∫
∂Dr(1−η)
dξ
ξ − w = 2pii(1− 0)
Consequently, ψ1 is bijective and ψ−1(Dr(1−2η)) ⊂ Dr(1−η). As a result,
we have that ϕ1 = ψ−11 ◦ f ◦ ψ1 maps Dr(1−4η) first to Dr(1−3η), then to
Dr(1−2η) (if δ < η) and finally to Dr(1−η), as is shown in the diagram
ϕ1 = ψ
−1
1 ◦ f ◦ ψ1 : Dr(1−4η)
ψ1−→ Dr(1−3η) f−→ Dr(1−2η)
ψ−11−→ Dr(1−η).
 Estimate for ‖ϕˆ1‖
Considering both Equation (3.4) and its linearised version in (3.5) , we
obtain
ϕˆn(z) = ψˆn(λz)− ψˆn(λz + ϕˆn(z)) + ϕˆn−1(z + ψˆn(z))− ϕˆn−1(z),
which for n = 1 gives
ϕˆ1(z) = ψˆ1(λz)− ψˆ1(λz + ϕˆ1(z)) + fˆ(z + ψˆ1(z))− fˆ(z).
We can use this expression to estimate the norm of ϕˆ1. For z ∈ Dr(1−4η)
we have
|ϕˆ1(z)| ≤
∣∣∣ψˆ1(λz)− ψˆ1(λz + ϕˆ1(z))∣∣∣+ ∣∣∣fˆ(z + ψˆ1(z))− fˆ(z)∣∣∣
≤ |ϕˆ1(z)|
∫ 1
0
∣∣∣ψˆ′1(λz + sϕˆ1(z))∣∣∣ ds+ ∣∣∣ψˆ1(z)∣∣∣ ∫ 1
0
∣∣∣fˆ ′(z + sψˆ(z))∣∣∣ ds
≤ η |ϕˆ1(z)|+ δ
∣∣∣ψˆ1(z)∣∣∣ ,
where ψˆ1(z) can be bounded as∣∣∣ψˆ1(z)∣∣∣ = ∣∣∣ψˆ1(z)− ψˆ1(0)∣∣∣ ≤ ∫ z
0
∣∣∣ψˆ′(u)∣∣∣ du ≤ r(1− 4η) c0δ
ηµ+1
.
Substituting and solving for |ϕˆ1(z)|, we obtain
|ϕˆ1(z)| ≤ c0δ
2
ηµ+1
r(1− 4η) 1
1− η ≤
c0δ
2r
ηµ+1(1− η) ,
so by Cauchy’s estimate
|ϕˆ′1(z)| ≤
c0δ
2r
ηµ+2(1− η) , for |z| ≤ r(1− 5η). (3.6)
Let us analyse what we have done so far. We have taken ϕ0 = f such that∣∣∣fˆ ′(z)∣∣∣ ≤ δ in Dr and replace it (via a coordinates change ψ1) by a function ϕ1
75
3. PRELIMINARIES ON DYNAMICAL SYSTEMS
satisfying (3.6) in Dr(1−5η). To do this, we needed to assume r ≤ r0, where f
is defined on Dr0 , and also 0 < η < 1/5, c0δ < ηµ+2, δ < η. For c1 > 0 small
enough and η ≤ c1, the first condition is satisfied. Moreover, the third condition
follows from the second one. Note, in particular, that the δ in the estimate of
ϕˆ′0 becomes a δ2 in that of ϕˆ′1. This is what allows the iteration to work.
The inductive step is proved as follows. If we define α so that αµ+2 = 1/2,
the the sequence ηn = αnη0 satisfies 0 < ηn < 1/5 for n ≥ 1 and
ηµ+2n+1 = (α
n+1η0)
µ+2 = (αµ+2)n+1ηµ+20 =
(
1
2
)n+1
ηµ+20
=
1
2
(
1
2
)n
ηµ+20 =
1
2
(αµ+2)nηµ+20 =
1
2
(αnη0)
µ+2 =
1
2
ηµ+2n
Therefore, if we define the sequence δn+1 = c0δ2nη
−(µ+2)
n /2 for any n ≥ 0, we
have by induction
c0δn+1 =
c20
2
δ2nη
−(µ+2)
n ≤
1
2
(ηµ+2n )
2η−(µ+2)n =
1
2
η−(µ+2)n = µ
−(µ+2)
n+1 .
Consider as well the strictly decreasing sequence rn+1 = rn(1− 5ηn). Notice
that it is a positive sequence. Its limit R is positive as well, since
logR = log lim
n→∞ rn = log
(
r0
∞∏
n=1
(1− 5ηn)
)
> log r0 +
∞∑
n=1
log
(
1− 5 η0
2n
)
≥ log r0 +
∞∑
n=1
(
5
η0
2n
)
= log r0 − 5η0 > log r0 − 1 > 0.
As a conclusion, |ϕˆ′n| ≤ δn ∼ ηµ+2n → 0 on DR, so ϕn → λz on the disc.
Therefore hn = ψ1 ◦ · · · ◦ ψn converges to a mapping h that conjugates f to
ϕ(z) = λz, as desired.
3.3.3 Global theory: structure of the Fatou set
In this section we shall describe the structure of the Fatou set. Consider a
mapping f : S → S as in the previous section and assume that Jf 6= S, so
that the Fatou set is open and non-empty. In general, it has infinitely many
connected components, which are called Fatou components. If f ∈ Rat a Fatou
component is mapped onto a Fatou component, since f is an open map and the
Fatou and Julia sets are completely invariant. If f ∈ Ent∪Ent∗ and U,U ′ are
Fatou components such that f(U) ⊂ U ′, then U ′ \ f(U) may consist of at most
on point (see [8, Sect. 4]). Therefore a Fatou component U may be
 p−periodic, if fp(U) ⊂ U for some minimal integer p > 0;
 (strictly) preperiodic if fk(U) is periodic for some integer k > 0 but U is
not; or
 wandering, if fk(U)∩ fm(U) = ∅ for all integerk,m > 0 such that k 6= m.
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A Fatou component which is 1−periodic is said to be fixed or invariant. If
U is p−periodic, we denote by O(U) the cycle of Fatou components to which
U belongs. The classification of periodic Fatou components is well understood
and is essentially due to Cremer and Fatou (see [28, §16] and [8]).
Theorem 3.3.9 (Classification of periodic Fatou components). Let f be as
above and U be a p−periodic Fatou component of f . Then exactly one of the
following possibilities occurs
(1) U contains an attracting p−cycle point z0 and fnp(z) tends to z0 as n tends
to ∞ for all z ∈ U . The cycle O(U) is called the immediate basin of
attraction of the attracting cycle O(z0) and is denoted by A◦.
(2) ∂U contains a periodic point z0 and fnp(z) tends to z0 as n tends to ∞
for all z ∈ U . Then z0 is a parabolic fixed point of multiplier 1 for fp.
The cycle O(U) is called the immediate parabolic basin of attraction of the
parabolic cycle O(z0).
(3) There exists a conformal map ϕ : U → D so that (ϕ ◦ fp ◦ϕ−1)(z) = e2piiωz
for some ω ∈ R \Q. The cycle O(U) is called a p−cycle of Siegel discs.
(4) There exists 0 < r < 1 and a conformal map ϕ : U → {r < |z| < 1} so that
(ϕ ◦ fp ◦ ϕ−1)(z) = e2piiωz for some ω ∈ R \Q. The cycle O(U) is called a
p−cycle of Herman rings.
(5) There exists z0 ∈ ∂U so that fnp(z) tends to z0 as n tends to ∞ for all
z ∈ U , but fp(z0) is not defined. Then z0 is an essential singularity and
the cycle O(U) is called a p−cycle of Baker domains.
Herman rings
For our purposes in Chapter 4, we only study Herman rings thoroughly. In
general, a component U of the Fatou set Ff of f is called a Herman ring if U
is conformally isomorphic to some annulus
{1 < |z| < r},
and if f , or some iterate of f , corresponds to an irrational rotation of this
annulus (this is why Siegel discs and Herman rings are often collectively called
rotation domains). See Figure 3 for an example of a Herman ring.
Herman rings require the existence of poles and thus do not exist for poly-
nomials due to the maximum modulus principle, nor do they exist for entire
transcendental maps. The most modern approach for constructing Herman
rings uses quasiconformal surgery techniques and is, in fact, what we shall use
in Chapter 4. The other one relies on a careful analysis of real analytic diffeo-
morphisms of the circle S1. This is the method that we describe in the remainder
of this section.
Herman rings of analytical circle diffeomorphisms Choose f to be an
analytic diffeomorphism of S1. By the analyticity, f can be extended to a
complex annulus of width ∆ > 0, that is
A∆ ..= {z ∈ C/Z : |Im(z)| < ∆} (3.7)
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(the alternative notation A(r1, r2) ..= {z ∈ C | r1 < |z| < r2} is also used
sometimes for complex annuli. Do not confuse this notation for the one used for
basins of attraction. See the List of Symbols). Abusing notation, let us denote
this extension by f . If the rotation number of f is an irrational number θ and
f ∈ C2(S1), Theorem 3.2.4 ensures that f is topologically conjugate to the rigid
rotation of angle θ, Rθ(x) = x + θ. That is, there exists a homeomorphism
η : S1 → S1 such that η ◦ Rθ = f ◦ η, making the diagram
S1 S1
S1 S1
Rθ
η η
f
commutative. If f is analytically linearisable, then η is analytic as well, and
hence can be extended to a neighbourhood of the circle. Let us abuse notation
again and call this extension η. By the principle of analytic continuation, this
extension conjugates f to the aforementioned rotation wherever η is defined.
In the case of analytic maps F : U ⊂ C → C that have the unit circle S1
invariant and such that F |S1 = f , this restriction is analytically linearisable if
there exists an analytic diffeomorphism ϕ : S1 → S1 such that ϕ ◦ Rω = F ◦ ϕ,
where Rω(u) = eiωu and ω = 2piθ. If we ask ϕ(1) = 1, then ϕ is univocally
defined and the relation between η and ϕ is given by
ϕ(e2piix) = e2piiη(x), x ∈ S1.
The image by ϕ of the maximal ring where ϕ can be analytically continued is
a Herman ring of F . If R is the outer radius of this ring (in the understanding
that this ring is symmetric with respect to the unit circle, and then it is of
the form A(1/R,R), where R = +∞ gives the whole complex plane C), the
width of the annulus of analyticity of f around T is (1/2pi) logR. The quantity
(1/pi) logR is called the modulus of the ring, and we call R the size of the ring.
The next important theorem deals with the existence of Herman rings under
certain conditions. Let us briefly show some results that will come in handy
when proving it.
Lemma 3.3.10. Let A be an annulus centred at z0 such that S1 ⊂ A, and let
f : A → A be an analytic conformal map. Define g to be the 1−periodic map
such that g(θ) = f(e2piiθ), for θ ∈ [0, 1]. Then the Laurent series of f
f(z) =
∞∑
−∞
an(z − z0)n
has coefficients given by
an =
∫ 1
0
g(θ)e−2piinθ dθ.
Proof. We can assume that z0 = 0 conjugating by a translation if necessary.
Applying the change of variables z = e2piiθ for θ ∈ [0, 1], we compute the
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coefficients as
an =
1
2pii
∫
|z|=1
f(z)
zn+1
dz =
1
2pii
∫ 1
0
g(θ)
(e2piiθ)n+1
2piie2piiθ dθ
=
∫ 1
0
g(θ)e−2piinθ dθ.
Lemma 3.3.11. If f and g are the maps defined in the previous lemma, then
the coefficients of the Laurent series of f can be written as
an =
∫ 1
0
g(θ + iρ)e2pinρe−2piinθ dθ, for n < 0
and
an =
∫ 1
0
g(θ − iρ)e−2pinρe−2piinθ dθ, for n < 0.
Proof. Let e−2piρ <
∣∣e2piiθ∣∣ < e2piρ be the strip where g is defined. For n < 0,
the integral of g(θ)e−2piinθ along the rectangle R whose vertices are 0, 1, 1 + iρ
and iρ equals 0. Moreover, the periodicity of g implies that the integral along
the vertical sides of the rectangle cancel each other out, as shown by∫ 1+iρ
1
g(θ)e−2piinθ dθ +
∫ 0
iρ
g(θ)e−2piinθ dθ
=
∫ iρ
0
g(1 + θ)e−2piin(1+θ) dθ −
∫ iρ
0
g(θ)e−2piinθ dθ
=
∫ iρ
0
g(θ)e−2piinθe−2piin dθ −
∫ iρ
0
g(θ)e−2piinθ dθ
= 0.
Therefore, the integral along the rectangle R is
0 =
∫
R
g(θ)e−2piinθ dθ
=
∫ 1
0
g(θ)e−2piinθ dθ +
∫ 1+iρ
1
g(θ)e−2piinθ dθ
+
∫ iρ
1+iρ
g(θ)e−2piinθ dθ +
∫ 0
iρ
g(θ)e−2piinθ dθ
=
∫ 1
0
g(θ)e−2piinθ dθ +
∫ iρ
1+iρ
g(θ)e−2piinθ dθ
=
∫ 1
0
g(θ)e−2piinθ dθ −
∫ 1
0
g(θ + iρ)e−2piin(θ+iρ) dθ.
Consequently, for n < 0 we have
an =
∫ 1
0
g(θ)e−2piinθ dθ =
∫ 1
0
g(θ + iρ)e2pinρe−2piinθ dθ.
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For n > 0 we integrate along the rectangle R′ whose vertices are 0, −iρ, 1− iρ
and 1. Following the same steps, we find that
an =
∫ 1
0
g(θ)e−2piinθ dθ =
∫ 1
0
g(θ − iρ)e−2pinρe−2piinθ dθ,
which concludes the proof.
Lemma 3.3.12. Let α, β, s > 0. Then,
αs ≤
(
s
eβ
)s
eαβ .
Proof. From a first course in Calculus, we know that x ≤ ex−1 for any x ∈ R.
Therefore, if we consider αβ/s, we have
αβ
s
≤ eαβs −1 = 1
e
e
αβ
s .
Raising to the s−th power yields(
αβ
s
)s
≤ 1
es
eαβ ,
and so the proof is complete.
Lemma 3.3.13. Let n ∈ Z and let s, ρ > 0. Then, there exists a constant C1
depending only on ρ such that∑
n∈Z
|n|s e−ρ|n| ≤ C1
ρs+1
.
Proof. Take α = |n| and β = ρ/2 in the previous lemma. Then,
|n|s ≤
(
2s
eρ
)s
e|n|ρ/2.
Let C ..=
(
2s
e
)s. Summing over n ∈ Z gives
∑
n∈Z
|n|s e−ρ|n| ≤ C
ρs
∑
n∈Z
e−ρ|n| =
C
ρs
1
1− eρ/2 ≤
C1
ρs+1
,
for a certain C1 that only depends on ρ.
Theorem 3.3.14 (Arnol’d, 1961). Let α be a Diophantine number, and let
σ > 1. Then, there exists  > 0 such that if f : S1 → S1 is a homeomorphism
with rot(f) = α and which extends to be analytic and conformal on the an-
nulus A(1/σ, σ), where it satisfies
∣∣f(w)− e2piiαw∣∣ < , then f is conformally
conjugate to the rotation Rα(w) = e2piiαw on the annulus A(1/
√
σ,
√
σ).
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Proof. For the sake of convenience, let us work with the lifts of functions to a
strip instead of functions on an annulus. Let Sρ = {z ∈ C : |Im(z)| < ρ} be the
horizontal strip of width 2ρ. For g(z) defined on Sρ, let ‖g‖ρ denote the infinity
norm of g on Sρ. By an abuse of notation, we denote by f the lift of f itself.
In these terms, in order to check that the original function is conjugate to the
rotation e2piiαw, on the annulus A(1/
√
σ,
√
σ) we have to prove that the lift f
is conjugate to the translation z 7→ z + α on the corresponding strip. We can
assume that the lift f is analytic on Sρ, satisfies f(z + 1) = f(z) + 1 and that
it is increasing on R.
The proof of this theorem is very similar to the one that we did for Theo-
rem 3.3.8, in the sense that we shall apply an iterative procedure as well. We
therefore shall construct a sequence of mappings {ϕn}n defined by ϕ0 = f and
such that ϕn is conjugate to ϕn−1, for any n ≥ 1. This sequence converges,
inside a certain strip (of positive width), to a function ϕ(z) = z + α that is
therefore conjugate to f . In other words, we shall see that there exists a map h
such that f(h(z)) = h(z + α). Such a map will be obtained as the limit of the
sequence {h}∞n=1 defined as
hn = ψ1 ◦ ψ2 ◦ · · · ◦ ψn, for n ≥ 1,
where ψn is a coordinates change around z = 0 of the form ψn(z) = z + ψˆn(z),
where ψˆn(z) = O(z2). The sequence {ϕn}∞n=0 is then defined in such a way that
ϕ0 = f = z + α+ fˆ , and
ψ−1n ◦ ϕn−1 ◦ ψn(z) = ϕn(z) = z + α+ ϕˆn(z), for n ≥ 1. (3.8)
The convergence of ϕn to the conjugate function ϕ will be given by the fact
that |ϕˆn| has a smaller upper bound than that of |ϕˆn−1|, as we shall check by
induction. Then as n tends to infinity ϕˆn converges to zero and hn converges
to a function h that conjugates f to the translation z + α.
The first step of induction is performed as follows. Let ϕ0 = f be defined
on the horizontal strip Sρ0 of with 2ρ0 = 2ρ and let η1 = 1/16 min{1, ρ}. Now
set  = c1η
µ+1
1 , where c1 < 1 is a constant whose value will be given below and
choose δ1 such that δ1 < .
 ϕ1(Sρ−4η) ⊂ Sρ−η
Since the lift f satisfies f(z + 1) = f(z) + 1, we deduce from
f(z+ 1) = (z+ 1) +α+ fˆ(z+ 1) and f(z) + 1 = (z+α+ fˆ(z)) + 1
that fˆ(z+1) = fˆ(z)+1, so fˆ is periodic as well. Since the original function
is defined on an annulus, we can write the Laurent expansion of its lift on
the strip Sρ as
ϕˆ0(z) = fˆ(z) =
+∞∑
n=−∞
bne
2piinz, for e−2piρ <
∣∣e2piiz∣∣ < e2piρ.
Bearing in mind the abuse of notation for the lift of f , by Lemma 3.3.10
we have that
bn =
∫ 1
0
fˆ(z)e−2piinz dz.
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Using now Lemma 3.3.11 and recalling that fˆ is periodic, we obtain the
bound
|bn| ≤
∫ 1
0
∣∣∣fˆ(z − iρ)e−2pi|n|ρe−2piinz∣∣∣ dz
≤ ‖fˆ‖ρe−2pi|n|ρ
∫ 1
0
∣∣e−2piinz∣∣ dz ≤ ‖fˆ‖ρe−2pi|n|ρ. (3.9)
Let us now find a bound for the norm of ψˆ1. We can rewrite (3.8) as
ψn(z) + α+ ϕˆn−1(ψn(z)) = ψn(z + α+ ϕˆn(z)).
Its linearised version
ψn(z) + α+ ϕˆn−1(z) = ψn(z + α) (3.10)
can be written for n = 1 as
ψ1(z + α)− ψ1(z) = α+ fˆ(z), (3.11)
where the independent term on the right-hand side is α + b0. Let us
suppose for the moment that b0 = 0, that is, the constant term of f is
just its rotation number. Equation (3.11) is then formally solved for a ψ1
such that ψˆ1 is written as
ψˆ1(z) =
∑
n 6=0
bn
λn − 1e
2piinz, where λ = e2piiα.
Indeed, we have
ψ1(z + α)− ψ1(z) = z + α+ ψˆ1(z + α)− z − ψˆ1(z)
= α+
∑
n 6=0
bn
λn − 1e
2piin(z+α) −
∑
n 6=0
bn
λn − 1e
2piinz
= α+
∑
n 6=0
bn
λn − 1e
2piinz(e2piinα − 1)
= α+
∑
n 6=0
bne
2piinz = α+ fˆ(z),
where the denominators never vanish, since α ∈ R is Diophantine and so
λj 6= 1 for any j ≥ 1. Consider now a general narrower band Sρ−σ, where
0 < σ ≤ ρ. Applying Lemma 3.2.6 and the bound in (3.9) gives
‖ψˆ1‖ρ−σ ≤
∑
n 6=0
|bn|
|λn − 1|
∣∣e2piinz∣∣
≤ ‖fˆ‖ρc0
∑
n 6=0
e−2pi|n|ρ |n|µ−1 ∣∣e2piinz∣∣
< ‖fˆ‖ρc0
∑
n 6=0
e−2pi|n|ρ |n|µ−1 e2pi(ρ−σ)|n|
= ‖fˆ‖ρc0
∑
n 6=0
|n|µ−1 e−2pi|n|σ,
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where the constant C1 only depends on c0 and µ. Using now Lemma 3.3.13,
we finally have
‖ψˆ1‖ρ−σ ≤ C1‖fˆ‖ρσ−µ, for 0 < σ ≤ ρ. (3.12)
Now suppose that b0 is arbitrary. For the sake of convenience, we shall
from now on denote by for, fˆor and ψ1,or the functions with which we
have worked thus far, and make an abuse of notation by defining fˆ(z) ..=
fˆor(z)− b0 and ψ1 as the function for f(z) = z + α+ fˆor(z)− b0 obtained
by the above procedure. With this convention, ψ1 and fˆ satisfy (3.11), so
that
ψˆ1(z + α)− ψˆ1(z) = fˆ(z) = fˆor(z)− b0. (3.13)
Since |b0| ≤ ‖fˆor‖ρ, we have ‖fˆ‖ρ ≤ 2‖fˆor‖ρ and so (3.12) holds for ψˆ1
providing C1 is doubled.
Therefore, we can proceed as in the proof of Theorem 3.3.8. If we start
with a ϕ0(z) = for(z) = z + α + fˆor(z) satisfying ‖fˆor‖ρ ≤ δ and let
0 < η < 5ρ, we see that if δ < η and δ < η
µ+1
C1
, then ψ1(Sρ−4η) ⊂ Sρ−3η,
f(Sρ−3η) ⊂ Sρ−2η and ψ−11 (Sρ−2η) ⊂ Sρ−η, so that
ϕ1 = ψ
−1
1 ◦ f ◦ ψ1 : Sρ−4η
ψ1−→ Sρ−3η f−→ Sρ−2η ψ
−1
1−→ Sρ−η.
 Estimate for ‖ϕˆ1‖
Notice that from the above discussion we have ‖ϕˆ1‖ρ−4η ≤ 3η. By devel-
oping the expressions for ψ1(f(z)) and f(ψ1(z)), we have
ψ1(ϕ1(z)) = ψ1(z + α+ ϕˆ1(z)) = z + α+ ϕˆ1(z) + ψˆ1(z + α+ ϕˆ1(z))
f(ψ1(z)) = ψ1(z) + α+ fˆ(ψ1(z)) = z + ψˆ1(z) + α+ fˆ(z + ψˆ1(z)).
We can now express ϕˆ1 in terms of ψ1 and f , since the relation in (3.8)
gives
ϕˆ1(z) + ψˆ1(z + α+ ϕˆ1(z)) = ψˆ1(z) + fˆ(z + ψˆ1(z)).
Combining this equality with Equation (3.13) we obtain
ϕˆ1(z) = [fˆor(z + ψˆ1(z))− fˆor(z)]− [ψˆ1(z + α+ ϕˆ1(z))− ψˆ1(z + α)] + b0.
Since α is the rotation number of ϕ1, we have ϕ1(x) = x + α for some
x ∈ R, so ϕˆ1(x) = 0 for some x ∈ R. Thus, b0 is estimated by the terms
in square brackets, and it suffices to estimate these. From the Schwarz
inequality (see Lemma 2.2.1)and (3.12), we obtain∣∣∣fˆor(z + ψˆ1(z))− fˆor(z)∣∣∣ ≤ 2δ
3η
‖ψˆ1‖ρ−4η ≤ 2δ
3η
C1δ
(4η)µ
≤ C2δ2η−µ−1.
Therefore, if we set C = ‖ϕˆ1‖ρ−4η then C ≤ 3η and∣∣∣ψˆ1(z + α+ ϕˆ1(z))− ψˆ1(z + α)∣∣∣ ≤ 2C1δ(4η)−µ
3η
‖ϕˆ1‖ρ−4η < C1δη−µ−1C.
Hence C ≤ 2[C2δ2η−µ−1 + C1δη−µ−1C]. If δ < η
µ+1
4C1
, we can solve for C
as before and get the desired estimate.
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Let us review what we have done thus far. We have taken ϕ0 = for such that∣∣∣fˆor(z)∣∣∣ ≤ δ1 in S2ρ and replace it (via a coordinates change ψ1) by a function
ϕ1 that has a smaller upper bound in Sρ. Let us set  = c1η
µ+1
1 , which depends
only on ρ and α. The proof is completed as before by iterating, with a term δ2
ensuring the convergence. We choose
ηn = η1/2
n−1, ρn = ρ− 4(η1 + · · ·+ ηn−1), and δn = δ3/2n−1.
Then for δ1 <  sufficiently small, depending only on ρ and α, and f with
‖fˆ‖ρ < , we obtain a sequence of conjugations {ψn} on Sρη and a sequence
ϕn = ψ
−1
n ◦ · · · ◦ ψ−11 ◦ f ◦ ψ1 ◦ · · · ◦ ψn. By induction, the corresponding
ϕˆns satisfy ‖ϕˆn‖ρn ≤ δn. Then ϕn converges uniformly to z + α on Sρ/2, and
ϕn = ψ1 ◦· · ·◦ψn converges on Sρ/2 to a conformal mapping ϕ which conjugates
f to a translation by α.
It was Yoccoz who made the sharpest improvements of this result. The Local
Conjugacy Theorem states that any analytic circle map with a Brjuno rotation
number and which is conformal in a sufficiently large annulus (where “large”
is defined only in terms of the rotation number) is analytically linearisable.
Moreover, it gives a lower bound for the linearisation domain which, again, only
depends on the initial domain of univalency and the rotation number.
Theorem 3.3.15 (Local Conjugacy Theorem). Let θ be a Brjuno number and
∆ > 0 such that ∆ > (1/2pi)Φ(θ) + C0, where Φ is a Brjuno function and C0
is a universal constant. Let f : S1 → S1 be an analytic circle diffeomorphism,
orientation-preserving and with rotation number θ. We assume that f is holo-
morphic and conformal in the annulus A∆ (see (3.7)). Then, f is analytically
linearisable and the linearisation η : S1 → S1 is analytic in the complex annulus
Ad, with
d ≥ ∆− 1
2pi
Φ(θ)− C0,
and satisfies η(Ad) ⊂ A∆.
If F is a holomorphic map that leaves the unit circle invariant, then by apply-
ing Theorem 3.3.15 to the map f induced by F |S1 , we can state an analogous
result about the linearisation of F .
Theorem 3.3.16. Let θ be a Brjuno number and R > 1 such that R >
eΦ(θ)+2piC0 . Let F : S1 → S1 be an analytic diffeomorphism with rotation num-
ber θ. We assume that F is holomorphic and conformal in the ring A(1/R,R).
Then, F is analytically linearisable and the linearisation ϕ : S1 → S1 is analytic
in the ring A(1/r, r), with
r ≥ Re−Φ(θ)−2piC0 ,
and satisfies ϕ(A(1/r, r)) ⊂ A(1/R,R).
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4Asymptotic size of Herman
rings
Motivated by the modelling of the phase-locked loop phenomenon in electronics,
we consider the Arnol’d standard family of circle maps f˜α,ε. Each of these maps
can be regarded as a restriction of another function to the unit circle, namely
a map belonging to the complexification standard family of circle maps F˜α,ε.
Such functions are known to have a Herman ring around the unit circle. This
chapter is devoted to studying a particular quasiconformal surgery construction,
our purpose being to give the asymptotic estimation of the size of these Herman
rings. To this end, we shall first use a quasiconformal surgery construction in
order to compare the family F˜ to another family of complex maps, namely the
semistandard family of maps G, each of which has a Siegel disc. Afterwards,
we shall use the estimates obtained in Chapter 2 to give the desired asymptotic
size of the Herman rings in terms of the size of the Siegel discs.
4.1 Motivation
The Arnol’d standard family of circle maps is a collection of self-maps of the
form
f˜α,ε : S1 −→ S1
x 7−→ x+ α2pi + ε2pi sin(2pix).
(4.1)
It was first proposed by Andrey Kolmogorov as a simplified model for driven
mechanical rotors, although other applications of these maps are the modelling
of a phase-locked loop in electronics or the study of the dynamical behaviour of
a beating heart.
4.1.1 The phase-locked loop
The phase-locked loop is a control system that generates an output signal whose
phase is related to the phase of an input signal. An easy example is an electronic
circuit consisting of a variable frequency oscillator and a phase detector. The
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oscillator generates a periodic signal, which the phase detector compares with
the phase of the input periodic signal in order to adjust the oscillator to keep
the phases matched.
The map defined in (4.1) is used to model this system as follows. It enables
to define a sequence by iterating as
θn+1 = θn +
α
2pi
+
ε
2pi
sin(2piθn),
where each θn is to be interpreted as the polar angle such that its value lies
between 0 and 1 and the two parameters are the driving frequency α and the
coupling strength ε.
For ε = 0 and α irrational, the map reduces to an irrational rotation, and
for ε ∈ [0, 1] and certain values of α, the map exhibits a phenomenon called
mode locking or phase locking. In a phase-locked region, the values θn advance
essentially as a rational multiple of the number of iterations n. These regions are
called Arnol’d tongues and the maps whose parameters (α, ε) belong to these
sets share the same rotation number, which is rational. That is the reason why
the term “locking” is used: the individual values for θn can be perturbed by
rather large random disturbances (up to the width of the tongue, for a given
value of ε) without changing the limiting rotation number, that is, the successive
θn stay “locked on” to the signal, despite the addition of significant noise to the
sequence θn. See [10] for a deeper covering on the stability and bifurcations
analysis of the Arnol’d standard maps.
4.1.2 Dynamical model for a beating heart
The Arnol’d standard family of circle maps is also used to describe the function-
ing of our cardiorespiratory system (see, for instance, [26]). When we are resting
or anaesthetised, our breathing often goes into lock-step with our heartbeats,
so that for example we breathe once every three heartbeats, and we begin to
inhale a fixed time after the most recent heartbeat.
One possible cause for the observed synchronisation between heart and breath-
ing is respiratory sinus arrhythmia, which consists in the increase and decrease
of our heart rate during inspiration and expiration, respectively. An alternative
explanation is the cardioventilatory coupling, according to which a ramping de-
mand for breathing is assumed to be modified by a spike of a given height each
time the heart beats, and if the spike takes the demand above a threshold, a
new breath is taken and the ramping demand is reset to zero, so that the heart
acts as a pacemaker for respiration.
4.1.3 Mathematical approach and extensions of the Arnol’d
standard family
Let us go back to the definition of the Arnol’d standard family defined in (4.1).
It is clear that if ε ∈ [0, 1), these functions are orientation-preserving diffeo-
morphisms of S1, so the rotation number of f˜α,ε is well defined for each pair of
parameters (α, ε). The set of parameters in the (α, ε)−parameter space with
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a given rotation number θ is called the Arnol’d tongue Tθ, and if θ is an irra-
tional number, then Tθ corresponds to the graph of a function ε 7→ α(ε) with
α(0) = 2piθ (see Figure 4.1). Moreover, if θ is a Brjuno number, then the curve
α(ε) is analytic for ε small enough. Besides, the map f˜α,ε is analytically lin-
earisable for ε small enough, that is, there exists an analytic map η˜ε : S1 → S1
that conjugates f˜α(ε),ε to Tθ, where Tθ(x) = x+ θ is a rigid rotation of S1. All
throughout this section, we fix an irrational rotation number θ belonging to the
Brjuno set of irrational numbers and choose the parameters α and ε so that the
rotation number of f˜α,ε is θ.
Figure 4.1: The interpretation of this graphic is double. Rational Arnol’d
tongues in the parameter space of the standard family are seen to widen up-
wards from ε = 0 and α/2pi a rational number up to denominator 5 (note that
these are sets with interior). The curves Tθ and Tγ correspond to the irrational
tongues for γ = (
√
5− 1)/2 and θ = 5√2− 1.
An extension of the Arnol’d standard family is the complex standard family
of holomorphic maps from C∗ onto itself, defined as
F˜α,ε(u) = ue
iαe(ε/2)(u−1/u), (4.2)
where α ∈ [0, 2pi) and ε ∈ [0, 1). This is certainly an extension to the complex
plane of the Arnol’d family, for the unit circle S1 is invariant under F˜α,ε. Indeed,
for any eix ∈ S1 we have
F˜α,ε(e
ix) = eixeiαeε/2(e
ix−e−ix) = eixeiαe
ε
2 2i sin x = ei(x+α+ε sin x) ∈ S1. (4.3)
Moreover, using the homeomorphism e2piix between S1 and S1, the map F˜α,ε|S1
becomes the Arnol’d family defined in (4.1), as is shown in the diagram
S1 −→ S1 F˜α,ε−→ S1 −→ S1
x 7−→ e2piix 7−→ ei(2pix+α+ε sin(2pix)) 7−→ 2pix+ α+ ε sin(2pix).
Saying that F˜α(ε),ε restricted to S1 is analytically linearisable means that
there exists an analytic ϕ˜ε : C → C such that
F˜α(ε),ε ◦ ϕ˜ε = ϕ˜ε ◦ Rω, (4.4)
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where Rω(u) = eiωu and ω = 2piθ. Since the linearisation ϕ˜ε is analytic, it can
be extended to a neighbourhood of the unit circle, namely the straight annulus
A(r1, r2) of radii r1 and r2. However, since the map has a singularity at z = 0,
it cannot be extended to a neighbourhood of the origin, so it does not have a
Siegel disc. We denote by A˜ε = A(1/R˜ε, R˜ε) the maximal annulus for which
ϕ˜ε can be analytically continued. Then, F˜α(ε),ε restricted to S1 is analytically
linearisable if, and only if there exists a Herman ring U˜ε = ϕ˜ε(A˜ε) for F˜α(ε),ε.
In U˜ε, every orbit under F˜α(ε),ε lies on an invariant closed curve whose rotation
number is θ. Since ϕ˜ε is unique (up to composition with rotations), the constant
R˜ε is univocally defined and we call it the size of the Herman ring.
As already stated, we shall use quasiconformal surgery to relate in Section 4.2
the complex standard family to the complex semistandard family of parameter
eiω, which is defined as
G(z) = zeiωez. (4.5)
The relation between the maps defined in Equations (4.2) and (4.5) is given by
G(z) = lim
ε→0
F˜α,ε
(
2
ε
z
)
,
as we shall see in the following section. Observe that z = 0 is a fixed point
of G with derivative eiω. Since ω = 2piθ, and θ is a Brjuno number, we have
that G has a Siegel disc around the origin, which we denote by U . This means
that there exists a unique maximal number R0 > 0 and a unique conformal
isomorphism
ϕ : DR0 → U, with ϕ(0) = 0 and ϕ′(0) = 1 (4.6)
that conjugates G to the rotation Rω, that is, G ◦ ϕ = ϕ ◦Rω. The number R0
is known as the conformal radius of the Siegel disc.
4.2 Relation between the complex standard map
and the complex semistandard map
Each of the functions F˜α,ε in the complex standard family has essential singu-
larities (i.e. the singularities are neither removable nor poles) at 0 and infinity.
The maps of the family leave the unit circle invariant, and are symmetric with
respect to it. The singularities of the inverse mapping consist exclusively of the
images of the two critical points of F˜α,ε which are real numbers given by
c˜±(ε) =
1
ε
(−1±
√
1− ε2) < 0.
Moreover, one can see that the standard map is univalent on a symmetric ring
A(1/rε, rε), where
rε = −c˜−(ε) = 1
ε
(1 +
√
1− ε2).
Let us observe that rε . 2/ε as ε→ 0, and so rε →∞ as ε→ 0.
88
4.2. RELATION BETWEEN THE COMPLEX MAPS
Let us remind that in the previous section, we fixed a rotation number θ
in the Brjuno set. We are therefore legitimate to consider the analytic curve
α = α(ε) such that the rotation number of F˜α(ε),ε|S1 is θ. Thus, for ε small
enough (depending only on θ), the standard map satisfies the hypothesis of the
Local Conjugacy Theorem of Yoccoz (see Theorem 3.3.15), which assures the
existence of a Herman ring of size
R˜ε ≥ 1 +
√
1− ε2
ε
K =
σ(ε)
ε
K, (4.7)
where σ(ε) ..= 1 +
√
1− ε2, K = e−Φ(θ)−2piC0 , Φ is the Brjuno function and C0
is a universal constant.
4.2.1 Scaling of the problem
In order to asymptotically estimate the value of R˜ε, we start by scaling the
problem so that the scaled value of R˜ε has a finite limit as ε→ 0. Namely, we
perform the change of variables
z =
ε
2
u,
and obtain a new map Fα(ε),ε(z) = zeiα(ε)zz−ε
2/4z, which is a perturbation of
the semistandard map G(z) = zeiωez, with ω = 2piθ, provided that z is far away
from zero (recall that α(0) = ω). Note that when z = 0, the essential singularity
is converted into a fixed point, and so the limit is singular. The new scaled map
Fα(ε),ε leaves Cε/2 invariant and has critical points located at
c±(ε) =
1
2
(−1±
√
1− ε2) < 0, (4.8)
which approach 0 and −1 as ε→ 0.
We also perform a change of variables on the conjugation plane so that the
map
ϕε(z) =
ε
2
ϕ˜ε
(
2
ε
z
)
, (4.9)
where ϕ˜ε (see its definition in (4.4)) is now the linearising map of Fα(ε),ε|Cε/2 ,
and is defined from the ring A(ε2/4Rε, Rε), with Rε ..= (ε/2)R˜ε, to the scaled
Herman ring Uε ..= ε/2U˜ε (see Figure 4.2).
Our main result is stated in the following theorem, and we shall devote the
rest of this chapter to proving it.
Theorem 4.2.1 (Asymptotic size of the Herman ring). Let θ ∈ R be a Brjuno
number and consider the standard map F˜α,ε(u) = ueiαe(ε/2)(u−1/u), with α =
α(ε) such that F˜α(ε),ε restricted to S1 has rotation number θ. Let R˜ε be the size
of its Herman ring and let R0 be the conformal radius of the Siegel disc of the
semistandard map G(z) = zeiωez, where ω = 2piθ. Then,
R˜ε =
2
ε
(R0 +O(ε log ε)).
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Figure 4.2: Scaling the dynamical plane and the linearising plane.
Notice that, after scaling, Theorem 4.2.1 is equivalent to proving that
Rε = R0 +O(ε log ε), (4.10)
where R0 is the conformal radius of the Siegel disc U of the semistandard map
G(z) = zeiωez (see (4.6)). In particular, this result implies that Rε is a contin-
uous function at ε = 0.
4.2.2 Qualitative relation between the complex standard
map and the complex semistandard map
The idea is to relate Fα(ε),ε to G by filling up the hole of the Herman ring Uε
in order to transform the Herman ring into a Siegel disc. In order to define
a rotation inside the disc Dε/2, we first choose a “gluing map” ψε : Dε/2 →
Dε/2 that is quasiconformal, agrees with ϕε on the boundary, that is ψε|Cε/2 =
ϕε, and sends 0 to 0. Since ϕε is a real analytic map, the existence of ψε is
guaranteed (see [33]). Then we define the new map Hε as (see Figure 4.3)
Hε =
{
Fα(ε),ε on C \ Dε/2,
ψε ◦Rω ◦ ψ−1ε on Dε/2.
By the choice of ψε, the map Hε is continuous and quasiregular. By construc-
tion, it has a fixed point at z = 0 and is conjugate to a rotation of angle ω on
the set Dε/2 ∪ Uε by means of the conjugacy maps ϕε and ψε, which match up
continuously. We note that Hε only has one critical point, namely, the former
critical point c−(ε) of Fα(ε),ε given in (4.8).
90
4.2. RELATION BETWEEN THE COMPLEX MAPS
Figure 4.3: Commutative diagram showing all maps involved in the surgery
construction.
Since the behaviour of the scaled standard map and the semistandard map
at infinity are the same, the map Hε is equivalent to the semistandard map
in the dynamical sense. However, Hε is continuous and quasiregular, but not
holomorphic. We shall make it holomorphic by means of the measurable Rie-
mann Mapping Theorem, as explained in Remark 1.4.1, by constructing an
Hε−invariant Beltrami coefficient µε that will lead us to a quasiconformal map
hε such that hε ◦ Hε ◦ h−1ε is holomorphic and has the same dynamics as Hε.
By choosing Hε appropriately, we prove that this new map is the semistandard
map G.
We define the Beltrami coefficient µε on C as follows. We first define it on
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the surgery region by pulling back µ0 = 0 to Dε/2 by means of ψ−1ε . We extend
this almost complex structure to every preimage of Dε/2 using Hε and finally,
we set µε = 0 at the remaining points. That is,
µε =

(ψ−1ε )
∗(0) on Dε/2,
(Hnε )
∗(µε) on H−nε (Dε/2), if n ≥ 1,
0 on C \ ∪n≥0H−1ε (Dε/2),
(4.11)
where H−nε (Dε/2) should be understood as the set of points whose n−th iterate
belongs (for the first time) to Dε/2. Note that with this definition and using
that Hε(Uε \ Dε/2) = Uε \ Dε/2, we have that any z ∈ Uε \ Dε/2 (and all its
preimages) satisfes µε(z) = 0. By construction, we have that µε is measurable
and invariant under the pull-back by Hε.
Remark 4.2.1. Since ψε is kε−quasiconformal in Dε/2, for some 0 < kε < 1, µε
has maximal dilatation ‖µε‖Dε/2 = ‖µψε‖Dε/2 ≤ kε < 1, and also in the remain-
der of the plane, for it is pulled-back by a holomorphic map (see Property P8).
Therefore, we may apply the measurable Riemann Mapping Theorem to
µ˜ε(z) ..= µε(c−(ε)z), thus obtaining a (unique) quasiconformal mapping h˜ε : C→
C that integrates hε(z) = −h˜ε(c−(ε)). We note that hε integrates µε and satis-
fies hε(0) = 0 and hε(c−(ε)) = −1.
Remark 4.2.2. As µε = 0 in Uε \ Dε/2, we have from the Beltrami equation
(1.4.1) that hε is holomorphic in this region.
As explained in Remark 1.4.1, the composition map Gε ..= hε ◦Hε ◦h−1ε is not
only quasiconformally conjugate to Hε but also holomorphic in C. Moreover, if
‖µε‖ < 1/3, then we have that this map does not depend on the parameter ε
as shown in the following proposition.
Proposition 4.2.2. With the previous notations, if ‖µε‖ < 1/3, then Gε(z) =
G(z) = zeiωez, for any z ∈ C.
The key tool in the proof of this proposition is an estimate on the growth of a
quasiconformal map at infinity. The estimate is a consequence of the following
basic property of quasiconformal maps (see [1]).
Theorem 4.2.3. A k−quasiconformal mapping in a domain U ⊂ C is uni-
formly Hölder continuous with exponent (1−k)/(1 +k) in every compact subset
of U .
This result implies the desired bound for a quasiconformal map at infinity.
Lemma 4.2.4. Let φ be a k−quasiconformal mapping of C that fixes 0 and
∞. Then, there exists C > 0 such that for any |z|  1, we have |φ(z)| ≤
C |z|(1+k)/(1−k).
Proof. We set h = φ−1 and g(z) = 1/h(1/z)). It is easy to check that g is
k−quasiconformal, with g(0) = 0 and g(∞) =∞. Applying Theorem 4.2.3, we
have that there exists a constant m > 0 such that
|g(z1)− g(z2)| ≤ m |z1 − z2|(1−k)/(1+k) , if |z1| , |z2| ≤ 1.
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We take z1 = z and z2 = 0 and replace z = 1/φ(w) to obtain
|1/w| ≤ m |1/φ(w)|(1−k)/(1+k) ,
and so
|φ(w)| ≤ C |w|(1+k)/(1−k) ,
where C = m(1+k)/(1−k). However, this estimate holds provided that |φ(w)| ≥ 1.
As {w ∈ C : |φ(w) ≤ 1|} is a compact set, we can assure that |φ(w)| ≥ 1, if
|w|  1.
Proof of Proposition 4.2.2. By construction, we know the following properties
of Gε:
(a) Gε is entire,
(b) Gε(z) = 0 if, and only if z = 0,
(c) Gε has a Siegel disc hε(Dε/2 ∪ Uε) around z = 0, with rotation number θ.
Hence, G′ε(0) = eiω, and
(d) G′ε(−1) = 0, since Gε is not univalent (it has degree two) around −1.
Combining the first two properties, we have that Gε(z) = zgε(z), where gε is
entire and has no zeros. Now, we can estimate the growth order of gε. To this
end, we use that, for any z ∈ C \ Dε/2, Hε(z) = Fα(ε),ε(z) = zeiα(ε)ez−ε2/4z.
Therefore, if |z|  1, we have
Gε(z) = hε◦Hε◦h−1ε (z) = hε◦Hε(h−1ε (z)) = hε(h−1ε (z)eiα(ε)eh
−1
ε (z)−ε2/4h−1ε (z)).
Moreover, for |z|  1, we have from Lemma 4.2.4 that there exists a constant
C > 0 such that |hε(z)| ≤ C |z|Kε , where Kε = (1 + ‖µε‖)/(1 − ‖µε‖). For
the other values of z, the map hε is bounded. This is also true for h−1ε , and
both facts can be summarised by saying that there exists a constant M > 0
depending only on ε such that
|hε(z)| ≤M max{|z|Kε , 1},
∣∣h−1ε (z)∣∣ ≤M max{|z|Kε , 1}.
In addition, we may also ask that
∣∣h−1ε ∣∣ ≥ 1 if |z|  1, thus obtaining
|Gε(z)| ≤ m1 |z|K
2
ε em2|z|
Kε
,
where m1 and m2 may depend on ε (of course, the condition |z|  1 is not
necessarily uniform on ε). As we assume ‖µε‖ < 1/3, we have that 1 ≤ Kε < 2,
and so we deduce that gε has growth order controlled by
|gε(z)| ≤ e|z|p , if |z|  1,
where 1 ≤ p < 2. If we recall that gε is an entire function with no zeros, we
deduce that it must be of the form
gε(z) = e
Pε(z),
where Pε(z) = az + b is a polynomial of degree not greater than 1. If we
take into account that Gε must satisfy G′ε(0) = eiω and G′ε(−1) = 0, we get
Pε(z) = z + iω, and thus the result follows.
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Remark 4.2.3. Assuming that ‖µε‖ < 1/3, we have proved thatG = hε◦Hε◦h−1ε ,
so Hε and G are conjugated by hε. Since the invariant curves are preserved
under conjugation, the rotation domain Dε/2 ∪ Uε of Hε is mapped by hε to
the Siegel disc U of G. That is U = hε(Dε/2 ∪ Uε). This concludes the surgery
construction relating the (scaled) standard map Fα(ε),ε and the semistandard
map G.
4.2.3 Restatement of the problem
In this section we see which quantities we need to estimate in order to obtain
quantitative information from the surgery that we have just performed. Let us
recall that we denote by ϕε the scaled linearising map of Fα(ε),ε|C1 (see (4.9))
and by ψε the “gluing map” that fills up the hole of the Herman ring Uε. After
defining a suitable Beltrami coefficient on C (see (4.11)), we have denoted by
hε the integrating map of µε obtained via the measurable Riemann Mapping
Theorem. Therefore, if we assume ‖µε‖ < 1/3 we observe (see Figure 4.3) that
the map defined as
φε =
{
(hε ◦ ϕε)(z) if z ∈ DRε \ Dε/2,
(hε ◦ ψε)(z) if z ∈ Dε/2
is holomorphic in DRε . From Remark 4.2.2, this assertion is true in DRε \Dε/2.
To prove the analyticity of φε in Dε/2, we can check that φ∗εµ0 = µ0 (see
Remark 1.6.1), which follows from the fact that µε = (ψ−1)∗µ0 in Dε/2.
By construction, φε conjugates the semistandard map G on the Siegel disc
U = hε(Dε/2∪Uε) to the rotation Rω on DRε . However, we cannot be sure that
the map φε is the normalised linearising map ϕ of G (see (4.6)): amongst other
reasons, we expect the radius Rε to move with ε while G, U and R0 do not. This
is equivalent to saying that φ′ε(0) 6= 1. Then, to recuperate the (normalised)
linearising map ϕ, let us define
b(ε) = φ′ε(0),
and so, by the preceding argument,
ϕ(z) = φε
(
z
b(ε)
)
,
given that φε(z/b(ε)) satisfies both normalisation conditions ϕ(0) = 0 and
ϕ′(0) = 1 (see Figure 4.3).
4.3 Quantitative analysis
Remark 4.3.1. Let us observe that b(ε) = (hε ◦ ψε)′(0) does not depend on the
particular quasiconformal map ψε used in the surgery construction (which of
course is not unique). This allows us to compute this derivative by explicitly
constructing a convenient ψε.
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Since we know that hε ◦ ψε is holomorphic, we can express b(ε)− 1 in terms
of the Cauchy integral formula as
b(ε)− 1 = d
dz
(hε ◦ ψε(z)− z)|z=0
=
1
2pii
∫
Cr
hε ◦ ψε(z)− z
z2
dz
=
1
2pii
∫
Cr
hε ◦ ψε(z)− ψε(z)
z2
dz +
1
2pii
∫
Cr
ψε(z)− z
z2
dz,
where Cr is any circle contained in Dε/2. We will then estimate b(ε) − 1 by
studying the quantities |ψε(z)− z| and |hε(z)− z| or, equivalently, how far the
maps ψε and hε are from the identity map in a neighbourhood of zero. This is
accomplished in Sections 4.3.1 and 4.3.2.
4.3.1 Estimate for the “gluing map”
In order to find an estimate for the quasiconformal extension ψε that we have
used in the surgery construction in Section 4.2, we construct ψε explicitly. Let
us recall that we have a circle of radius ε/2 on which the real analytic (scaled)
conjugacy ϕε is defined. We choose the “gluing map” ψε : Dε/2 → Dε/2 that
extends ϕε to be the radial extension. That is, given z ∈ Dε/2, we define
ψε(z) =
2
ε
|z|ϕε
(
ε
2
z
|z|
)
. (4.12)
This map is clearly continuous, agrees with ϕε on the boundary of Dε/2 and
maps 0 to 0. We also observe that it leaves all circles in Dε/2 invariant. It is
indeed a quasiconformal map, since it can be expressed as the composition of a
quasiconformal and a holomorphic map. Moreover, if we compute
∂
∂z
(|z|) = 1
2
z
|z| and
∂
∂z
(|z|) = 1
2
z
|z| ,
then
∂ψε
∂z
(z) =
1
2
ϕ′ε
(
ε
2
z
|z|
)
+
1
ε
z
|z|ϕε
(
ε
2
z
|z|
)
and
∂ψε
∂z
(z) = − z
2
|z|2ϕ
′
ε
(
ε
2
z
|z|
)
+
1
ε
z
|z|ϕε
(
ε
2
z
|z|
)
. (4.13)
Therefore, ∣∣∣∣∂ψε∂z (z)
∣∣∣∣ ≤ 12
∣∣∣∣ϕ′ε(ε2 z|z|
)∣∣∣∣+ 1ε
∣∣∣∣ϕε(ε2 z|z|
)∣∣∣∣
and ∣∣∣∣∂ψε∂z (z)
∣∣∣∣ ≤ ∣∣∣∣ϕ′ε(ε2 z|z|
)∣∣∣∣+ 1ε
∣∣∣∣ϕε(ε2 z|z|
)∣∣∣∣
have locally integrable squares and satisfy∣∣∣∣∂ψε∂z (z)
∣∣∣∣ ≤ k ∣∣∣∣∂ψε∂z (z)
∣∣∣∣ , for a certain k ≥ 1.
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Lemma 4.3.1. Let θ ∈ R be a Brjuno number (see Proposition 3.2.7). Let
m(x) be a 1−periodic function with zero average which is analytic in the complex
annulus Ac3 , with c3 > c2. Assume that B = supx∈Ac3 |m(x)| < +∞. Then,
the 1−periodic solution ξ of the difference equation
Ξ(x+ θ)− Ξ(x) = m(x), Ξ(0) = 0 (4.14)
is analytic in Ac3−c2 and satisfies
|ξ(x)| ≤ 4Bc1 e
−2pi(c3−c2−|Im(x)|)
1− e−2pi(c3−c2−|Im(x)|) , for x ∈ Ac3−c2 .
Proof. Since m has zero average and is bounded by B in the annulus Ac3 , the
coefficients of its Fourier series
m(x) =
∑
k∈Z
mke
2piikx
satisfy m0 = 0 and |mk| ≤ Be−2pic3|k| if k 6= 0. Then, we can find the solution
ξ of the difference equation (4.14), since we have
ξ(x+ θ)− ξ(x) =
∑
k∈Z
ξke
2piik(x+θ) −
∑
k∈Z
ξke
2piikx =
∑
k∈Z
ξke
2piik(e2piikθ − 1)
and, since {e2piikx}k∈Z is a complete orthonormal system, this means that
ξk =

mk
e2piikθ − 1 if k 6= 0,
−
∑
k∈Z\{0}
ξk if k = 0,
for ξ(0) = 0. If we now use the bound in (3.2), we have
|ξk| ≤ c1 |mk| e2pic2|k| ≤ Bc1e−2pi(c3−c2)|k|, if k 6= 0,
and
|ξ0| ≤
∑
k∈Z\{0}
|ξk| ≤ 2Bc1 e
−2pi(c3−c2)
1− e−2pi(c3−c2) , if k = 0,
where we have used the formula for the sum of a geometric series. Joining these
two bounds, the estimate for |ξ(x)| in Ac3−c2 follows immediately.
We can now estimate the quantities |ϕε(z)− z| and |ϕ′ε(z)− z| as a conse-
quence of Lemma 4.3.1.
Lemma 4.3.2. The linearisation ϕε (see (4.9)) of the scaled standard map
satisfies
|ϕε(z)− z| ≤ C2ε2, |ϕ′ε(z)− 1| ≤ C2ε, (4.15)
if ε is small enough, |z| = ε/2 and C2 is a constant that does not depend on ε.
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Proof. In order to obtain the estimates for this lemma, it will be more convenient
to work with the Arnol’d standard family f˜α(ε),ε(x) (instead of the perturbation
of the complex semistandard map Fα(ε),ε(z)). To that end, we undo the change
z = (ε/2)u. We then have ϕ˜ε(u) = (2/ε)ϕε((ε/2)u), where ϕ˜ε is the linearisation
of the standard map F˜α(ε),ε given in (4.4). In addition, if we write u = e2piix, we
have ϕ˜ε(e2pi) = e2piiη˜ε(x), where η˜ε is the conjugation of f˜α(ε),ε to the rotation
Tθ in S1. Then, we obtain
ϕε(z)− z = ε
2
(ϕ˜ε(u)− u) = ε
2
(e2piiη˜ε(x) − e2piix) = z(e2pii(η˜ε(x)−x) − 1). (4.16)
Our purpose is to bound η˜ε(x)− x using the Local Conjugacy Theorem 3.3.15,
and to infer from these bounds those for ϕε(z)− z and its derivative.
First of all, we observe that f˜α(ε),ε(x) is univalent in the annulusA(1/2pi) log(σ(ε)/ε),
where σ(ε) = 1 +
√
1− ε2 is defined in (4.7). Let us observe that, if ε is
small enough, we have that (1/2pi) log(σ(ε)/ε) > (1/2pi)Φ(θ) + C0. Thus, The-
orem 3.3.15 ensures that η˜ε(x) is analytic if
|Im(x)| < 1
2pi
log(σ(ε)/ε)− 1
2pi
Φ(θ)− C0.
In particular, if we take any constant 0 < c4 ≤ σ(ε)e−Φ(θ)−2piC0 , the linearisation
η˜ is defined in A(1/2pi) log(c4/ε) and its range is contained in A(1/2pi) log(σ(ε)/ε).
Moreover, in this domain it satisfies f˜α(ε),ε ◦ η˜ε = η˜ε ◦ Tθ.
Now, if we define ξ(x) = η˜ε(x)− x, we can write
ξ(x+ θ)− ξ(x) = η˜ε(x+ θ)− (x+ θ)− η˜ε(x) + x
= η˜ε(Tθ(x))− η˜ε(x)− θ
= f˜α(ε),ε(η˜ε(x))− η˜ε(x)− θ.
Therefore, we have ξ(x + θ) − ξ(x) = m(x), where m(x) = f˜α(ε),ε(η˜ε(x)) −
η˜ε(x)− θ. Then ξ(x) satisfies the hypotheses of Lemma 4.3.1 if we define c3 ≡
c3(ε) = (1/2pi) log(c4/ε) and we take B a bound of
∣∣∣f˜α(ε),ε(x)− x∣∣∣ in the domain
A(1/2pi) log(σ(ε)/ε), which can be taken to be independent of ε. We remark that
for this chosen c3, the hypothesis c3 > c2 of Lemma 4.3.1 always holds if we
assume ε < c4e−2pic2 .
Applying Lemma 4.3.1, we obtain the bound
|ξ(x)| ≤ 4Bc1e
−(log(c4/c3)−2pi(c2+|Im(x)|))
1− e−(log(c4/c3)−2pi(c2+|Im(x)|))
=
4Bc1ε
εelog(c4/c3)−2pi(c2+|Im(x)|) − ε
<
4Bc1ε
c4e−2pi(c2+|Im(x)|) − ε
for the function ξ when |Im(x)| ≤ c3 − c2.
Let us now take c5 any constant independent of ε that satisfies 0 < c5 <
(1/2pi) log(c4/2ε) − c2. We observe that c5 can be taken arbitrarily large as
long as ε is sufficiently small. Besides, we always have the inequality ε ≤
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(c4/2)e
−2pi(c2+c5). Then, the previous considerations imply that the function ξ
is defined in Ac5 , where it satisfies
|ξ(x)| ≤ 4Bc1ε
c4e−2pi(c2+c5) − ε ≤
8Bc1e
2pi(c2+c5)
c4
ε. (4.17)
Using the changes of variables u = e2piix and z = (ε/2)u, we have that if x ∈ Ac5
then u ∈ A(e−2pic5 , e2pic5) and z ∈ A((ε/2)e−2pic5 , (ε/2)e2pic5). Now, if we take
ε so small that the last term in (4.17) is less or equal than 1, we have that
|ξ(x)| ≤ 1. As a consequence, for these values of z, equation (4.16) leads to
|ϕε(z)− z| =
∣∣∣z(e2pii(η˜ε(x)−x) − 1)∣∣∣
≤ 2pi |z| e2pi|η˜ε(x)−x| |η˜ε(x)− x| ≤ 16piBc1e
2pi(c2+c5+1)
c4
ε |z| , (4.18)
from where we obtain the first bound in the statement of the lemma as a par-
ticular case when |z| = ε/2 and C2 ≥ 8piBc1e2pi(c2+c5+1)/c4.
Using the bound of the function ϕε(z)−z in the ringA((ε/2)e−2pic5 , (ε/2)e2pic5),
we proceed to bound its derivative for |z| = ε/2. To this end, we pick a par-
ticular value of z and consider the disc Cr(z) of radius r = (ε/2)(1 − e−2pic5)
centered at z. Since, c5 can be chosen arbitrarily large (as long as ε is sufficiently
small), we have that any point t ∈ Cr(z) satisfies t ∈ A((ε/2)e−2pic5 , (ε/2)e2pic5)
and so |ϕε(t)− t| satisfies (4.18) with z ≡ t.
Then, we can bound the derivative of ϕε(z) − z by means of the Cauchy
integral formula. Indeed,
ϕ′ε(z)− 1 =
d
dt
(ϕε(t)− t)|t=z = 1
2pii
∫
Cr(z)
ϕε(t)− t
(t− z)2 dt
and if we take t ∈ Cr(z), we have
|ϕ′ε(z)− 1| ≤
1
r
max
t∈Cr(z)
|ϕε(t)− t|
≤ 1
r
max
t∈Cr(z)
16piBc1e
2pi(c2+c5+1)
c4
ε |t|
≤ 2− e
−2pic5
1− e−2pic5
16piBc1e
2pi(c2+c5+1)
c4
ε,
which gives the second bound in the statement of the lemma if we take C2 ≥
(2− e−2pic5)/(1− e−2pic5)(16piBc1e2pi(c2+c5+1)/c4).
Proposition 4.3.3. There exists a constant C1 > 0 that does not depend on
ε such that for any ε small enough, ψε is a (C1ε)−quasiconformal mapping in
Dε/2, and it satisfies
|ψε(z)− z| ≤ C1ε |z| . (4.19)
Proof. First of all, we stress that the estimates given by this lemma are only
valid if we avaluate ϕε(z) for |z| = ε/2. From the definition of ψε(z) (see (4.9)),
this is exactly the case in which we are interested.
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Let us see that ψε is a conformal mapping and obtain a bound for its dilata-
tion. Remember from Equations in (4.13) that in Dε/2 we have
∂ψε
∂z
(z) =
1
2
ϕ′ε
(
ε
2
z
|z|
)
+
1
ε
z
|z|ϕε
(
ε
2
z
|z|
)
and
∂ψε
∂z
(z) = − z
2
|z|2ϕ
′
ε
(
ε
2
z
|z|
)
+
1
ε
z
|z|ϕε
(
ε
2
z
|z|
)
.
Then, applying Lemma 4.3.2, we can bound∣∣∣∣∂ψε∂z (z)− 1
∣∣∣∣ = ∣∣∣∣12
(
ϕ′ε
(
ε
2
z
|z|
)
− 1
)
+
1
ε
z
|z|
(
ϕε
(
ε
2
z
|z|
)
− ε
2
z
|z|
)∣∣∣∣
≤ 1
2
C2ε+
1
ε
C2ε
2 ≤ 3
2
C2ε,
and∣∣∣∣∂ψε∂z (z)− 1
∣∣∣∣ =
∣∣∣∣∣−12 z2|z|2
(
ϕ′ε
(
ε
2
z
|z|
)
− 1
)
+
1
ε
z
|z|
(
ϕε
(
ε
2
z
|z|
)
− ε
2
z
|z|
)∣∣∣∣∣
≤ 1
2
C2ε+
1
ε
C2ε
2 ≤ 3
2
C2ε.
Therefore, if we assume ε to be small enough in order to have (3/2)C2ε ≤ 1/2,
we can bound the dilatation of ψε by∣∣∣∣ (∂ψε/∂z)(z)(∂ψε/∂z)(z)
∣∣∣∣ ≤ (3/2)C2ε1− (3/2)C2ε ≤ (3/2)C2ε1− 1/2 = 3C2ε.
Hence, ψε is a (C1ε)−quasiconformal mapping with C1 = 3C2.
In order to estimate how far ψε is from the identity map, we apply the first
bound of Lemma 4.3.2 and obtain
|ψε(z)− z| =
∣∣∣∣2ε |z|
(
ϕε
(
ε
2
z
|z|
)
− ε
2
z
|z|
)∣∣∣∣ ≤ 2ε |z|C2ε2 < C1ε |z| ,
which concludes the proof.
4.3.2 Estimate for the integrating map
In order to bound hε(z)− z, we first recall that ψε(z) is (C1ε)−quasiconformal
(see Proposition 4.3.3). Hence, the maximal dilatation of µε is bounded as
‖µε‖ ≤ C1ε.
Now, we want to apply Proposition 2.2.18. However, we cannot do it directly
because we have constructed hε in such a way that hε(0) = 0 and hε(c−(ε)) =
−1, where c−(ε) = (−1 −
√
1− ε2)/2 is the critical point of Fα(ε),ε given in
(4.8). We can solve this by defining
h˜ε(z) = −hε(c−(ε)z),
which is a quasiconformal map of C that solves the Beltrami equation (1.4.1)
with the Beltrami coefficient µ˜ε(z) = µh˜ε(z) = µε(c−(ε)z) and satisfies h˜ε(0) =
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0 and h˜ε(1) = 1. Then, if we assume that ε is small enough so that ‖µ˜ε‖ =
‖µε‖ ≤ C1ε ≤ ρ, we can apply Proposition 2.2.18 to µ˜ε, obtaining that if |z| ≤ ρ
and ‖µ˜ε‖ |log |z|| ≤ C1ε |log |z|| ≤ ρ, then∣∣∣h˜ε(z)− z∣∣∣ ≤ C‖µ˜ε‖ |z| |log |z|| ≤ CC1ε |z| |log |z|| . (4.20)
Taking into account that |1/c−(ε) + 1| ≤ ε2, we have that if |z| = ε/2 with ε
small, then∣∣∣∣ zc−(ε)
∣∣∣∣ ≤ ε2(1 + ε2) ≤ ρ, ‖µε‖
∣∣∣∣log ∣∣∣∣ zc−(ε)
∣∣∣∣∣∣∣∣ ≤ C1ε ∣∣∣log (ε2(1 + ε2))∣∣∣ ≤ ρ.
Therefore, we can apply the bound in (4.20) to z/c−(ε), obtaining
|hε(z)− z| =
∣∣∣∣h˜ε( zc−(ε)
)
+ z
∣∣∣∣ ≤ ∣∣∣∣h˜ε( zc−(ε)
)
− z
c−(ε)
∣∣∣∣+ |z| ∣∣∣∣1 + 1c−(ε)
∣∣∣∣
≤ CC1ε
∣∣∣∣ zc−(ε)
∣∣∣∣ log(∣∣∣∣ zc−(ε)
∣∣∣∣)+ |z| ε2 ≤ C ′ε2 |log ε| ,
with C ′ depending on C and C1.
4.3.3 Recapitulation
We now have all the ingredients to asymptotically estimate b(ε). Let us recall
that we have
b(ε)− 1 = 1
2pii
∫
Cr
hε ◦ ψε(z)− ψε(z)
z2
dz +
1
2pii
∫
Cr
ψε(z)− z
z2
dz,
where Cr is any circle contained in Dε/2. From now on, we take r = ε/2.
We can bound the second integral by using inequality (4.19) of Proposi-
tion 4.3.3, obtaining∣∣∣∣∣ 12pii
∫
Cε/2
ψε(z)− z
z2
dz
∣∣∣∣∣ ≤ 2ε supz∈Cε/2 |ψε(z)− z| ≤ 2ε supz∈Cε/2{C1ε |z|} = C1ε.
For the first integral, recall that |ψε(z)| = |z| if |z| ≤ ε/2, since we have chosen
the quasiconformal extension ψε(z) to be the radial one (see (4.12)). Then,∣∣∣∣∣ 12pii
∫
Cε/2
hε ◦ ψε(z)− ψε(z)
z2
dz
∣∣∣∣∣ ≤ 2ε supz∈Cε/2 |hε(z)− z|
≤ 2
ε
sup
z∈Cε/2
{C ′ε2 |log ε|} = 2C ′ε |log ε| .
Using the bounds for |ψε(z)− z| and for |hε(z)− z| that we have obtained in
Sections 4.3.1 and 4.3.2, we finally have
|b(ε)− 1| ≤ 2C ′ε |log ε|+ C1ε.
Therefore, b(ε) − 1 = O(ε(2C ′ |log ε| + C1)) = O(ε log ε), that is, b(ε) = 1 +
O(ε log ε). Now, from what we have explained in the last part of Section 4.2, it
is clear that Rε = R0/ |b(ε)|. Consequently, since b(ε) = 1 +O(ε log ε), we have
R˜ε =
2
ε
Rε =
2
ε
R0
1 +O(ε log ε) =
2
ε
(R0 +O(ε log ε)).
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