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Abstract—The majority of today’s navigation techniques for 
intelligent transportation systems use Global Positioning Systems 
(GPS) that can provide position information with bounded er­
rors. However, due to the low accuracy that is experienced with 
standard GPS, it is difﬁcult to determine a vehicle’s position at 
lane level. Using a Markov-based approach based on sharing 
information among a group of vehicles that are traveling within 
communication range, the lane positions of vehicles can be found. 
The algorithm’s effectiveness is shown in both simulations and 
experiments with real data. 
Index Terms—Global Positioning System (GPS), lane deter­
mination, lane-level positioning, Markov localization, vehicle 
navigation. 
I. INTRODUCTION 
INTELLIGENT transportation systems are being developed in many different countries with the objective of improving 
road trafﬁc efﬁciency and safety. Many systems have been pro­
posed, and a large number of transportation research applica­
tions would beneﬁt from a lane-level positioning capability. For 
example, such a capability could be used for a lane departure 
warning/lane keeping safety system in which an alarm will 
activate or autonomous driving will take over if the vehicle 
deviates from the center of the lane. Another application for 
lane-level positioning is a lane-level navigation system, which 
advises the driver as to which lane should be chosen to reach the 
speciﬁed destination without requiring excessive last-minute 
lane changing. Another approach is to use probe vehicles that 
measure lane-speciﬁc trafﬁc conditions on a freeway. This is 
particularly important when understanding the efﬁciency of 
weaving road sections that may unnecessarily cause recurrent 
congestion [1]. 
Due to the importance of such applications, much effort 
has been put in lane ﬁnding/positioning, and commercially 
available lane ﬁnding/detection systems are already appearing. 
Ieng et al. [2] dealt with the multilane detection using multiple 
cameras. McCall and Trivedi [3] proposed a “video-based lane 
estimation and tracking” system, which was designed using 
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steerable ﬁlters for robust and accurate lane-marking detec­
tion. Pierre-Yves and Jeff [4] used lane-level navigation sys­
tems with a high-level differential Global Positioning System 
(DGPS)/dead reckoning sensor integration system and a map 
database. Their system was able to detect which lane a car 
was driving in and when a car was changing lanes. Another 
approach [5] integrated an Inertial Measurement Unit (IMU) 
with a Global Positioning System (GPS) receiver to allow 
for accurate vehicle positioning. This approach also used a 
real-time kinematic DGPS receiver supported by DGPS base 
stations at the test site and a lane-level-detailed digital map. 
Inspired by the aforementioned approach, Wang et al. [6] 
developed a robust lane-departure warning system by equip­
ping their Mercedes S-class with both a vision system and a 
high-precision GPS/Inertial Navigation System. Other research 
directions can be found in [7]–[11]. 
Most of these systems required image processing algorithms 
and/or costly equipment such as highly accurate sensors, high-
performance computers, etc. With that in mind, we approach 
the problem by using intervehicle communication (IVC) to 
determine lane positions. IVC and cooperative driving systems 
have been under development for some time [12]–[15]. With the 
availability of GPS systems, it is practical to locate a vehicle 
with certain accuracy. However, GPS data do not provide the 
exact positions of vehicles (sometimes even placing the vehicle 
beside the road) due to degradation or multipath problems. 
Therefore, it is challenging to determine the exact lane that a 
vehicle is traveling in, even when a digital map of the road 
network is available. 
In this paper, we describe our recent research in the area of 
low-cost lane-level position determination that can support a 
large number of transportation applications. A Markov-based 
approach, which computes the lane position of transport ve­
hicles such as cars, buses, etc., is proposed. Our fundamental 
assumption is the existence of a number of vehicles equipped 
with GPS receivers. Each vehicle has the ability to communi­
cate with other vehicles within a certain radius and is able to 
send its information regarding position to other vehicles via an 
ad hoc network. To support IVC, an IEEE 802.11p standard 
[16], [17] [also referred to as Wireless Access for the Vehicular 
Environment (WAVE)] was developed and could guarantee a 
maximum communication range of up to 1000 m under optimal 
conditions, or around 300 m for cars traveling at 200 km/h. 
Moreover, a new family of standards, referred to as IEEE 1609 
suite [18], speciﬁcally for IVC built on IEEE 802.11 chipset 
is now under development. Three of the standards (i.e., IEEE 
Std. 1609.1 for Resource Management, IEEE Std. 1609.2 for 
Security Services for Applications and Management Messages, 
1524-9050/$25.00 © 2007 IEEE 
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and IEEE Std. 1609.4 for Multichannel Operation) in the suite 
have been approved for trial use, and one (IEEE Std. 1609.3 
for Networking Services) is pending. Once widely adopted, 
these standards will ensure that cars will have a communication 
range of 300–500 m on highways. Emergency vehicles will be 
equipped with longer ranged (1-km) WAVE systems. For our 
lane-positioning system, a conservative communication range 
estimate of 200 m is used for simulations and experiments, 
demonstrating that our system is realizable in future highway 
systems. 
This paper is organized as follows. Section II gives a short 
introduction to GPS and the architecture of the lane-positioning 
system. Section III deals with the Markov localization al­
gorithm in detail and its speciﬁc application to the lane-
positioning problem. The simulation and experimental results 
are discussed in Sections IV and V, and some concluding 
remarks are provided in Section VI. 
II. GPS 
The GPS is a convenient method for determining vehicle 
position in a global coordinate system. It does this by using 
satellites and receivers. There are currently 24 satellites in orbit, 
which are operated by the U.S. Department of Defense, that 
provide worldwide coverage 24 hours a day, 7 days a week, 
in all weather. A detailed description of GPS is provided in 
[19]. In this system, the satellites send information to receivers, 
including time, (x, y, z) position, and satellite signal strength 
among other things. The receivers obtain information from at 
least four satellites and use this to determine the receivers’ 
(x, y, z) location according to various measurements of the 
pseudorange between the satellite and the receiver antenna. The 
2-D positioning accuracy offered by stand-alone GPS is 13 m 
(global average, 95%) and 36 m (worst site, 95%). Therefore, 
determining which lane a vehicle is traveling in is difﬁcult using 
only GPS data from one vehicle. 
Also, according to Grewal et al. [19], an error from GPS 
generally comes from several sources, including satellite clock, 
ephemeris error, ionospheric effects, tropospheric effects, and 
the geometry of visible satellites. This set of errors from GPS 
will be common for vehicles. Other errors are local to the 
different receivers and include radio frequency noise from 
the environment, receiver noise and resolution, multipath, and 
receiver clock error. Aside from multipath, errors from this 
second set are generally smaller than those common to the 
receivers. Hence, if multipath is not a problem (as is the case 
for many open highways), then receivers that are relatively 
close to one another will experience a similar GPS error. Al­
though the absolute vehicle positions might have considerable 
errors, the relative position between vehicles should have a 
much lower error since many of the errors are common to 
the receivers. This is similar to what happens with DGPS, 
where the GPS solution is improved by removing the common 
errors. With this in mind, the relative distance between GPS 
measurements of vehicles can be utilized to estimate their lane 
positions. 
While GPS measurements can be very precise in some 
circumstances, they generally are not accurate enough in rural 
areas where infrastructure for DGPS is not available, making 
lane position determination difﬁcult if only GPS data from 
one vehicle are used. Even for future Geographic Information 
Systems (GIS) when information might be much improved to 
the point of determining where lanes are, it is still not clear to 
what availability this GIS information will be available. With an 
improved accuracy in mapping, there could be increased costs 
for access. Moreover, it is unclear how often this information 
will be updated to include changes in the roadway, including 
construction and trafﬁc accidents, which divert trafﬁc along 
different paths than recorded in the GIS database. 
In this paper, it will be shown that by sharing state estimates 
between vehicles that are traveling close to each other, the lane-
level position for each vehicle can be determined. Fig. 1(a) il­
lustrates the communication of vehicles on highway. Vehicles 1 
and 2 are within communication range, and they can inter­
change information with each other, whereas vehicle 3 cannot 
communicate with vehicle 1. The architecture for the system 
is shown in Fig. 1(b). Each vehicle is equipped with a GPS 
receiver and a processor to implement the lane-positioning 
algorithm and to communicate with other vehicles. The GPS 
data for the vehicles can also be fed into a position ﬁlter to reject 
the measurement noise from receivers. In our simulations and 
experiments, a combination of a particle ﬁlter [20]–[22] fused 
with a Butterworth ﬁlter [23] (other types of ﬁlters could also be 
used) can satisfy this task. With the number of particles of 500 
being used, the processing time of the ﬁltering algorithm only 
takes on the order of around 60–80 ms with an Intel Pentium-M 
1.60-GHz processor. Considering that the sampling rates of the 
GPS receivers are normally between 1 and 5 Hz, the ﬁltering 
algorithm can work well in real time. 
III. MARKOV LOCALIZATION 
Markov localization addresses the problem of state estima­
tion from sensor data. Markov localization is a probabilis­
tic algorithm: instead of maintaining a single hypothesis as 
to which lane the vehicles might be in, Markov localiza­
tion maintains a probability distribution over the space of 
all such hypotheses. The probabilistic representation allows 
it to weight these different hypotheses in a mathematically 
sound way. 
The target of Markov localization within this work is to 
determine which vehicle is traveling in which lane from GPS 
data using IVC. To introduce the major concepts of Markov 
localization, let us begin with a simple case, followed by 
a mathematical derivation of the algorithm. The reader may 
notice that Markov localization is a special case of probabilistic 
state estimation [24]–[26]. 
Let us start with the simplest case: two vehicles traveling on 
a two-lane road. The two vehicles are assumed close enough to 
be able to communicate with each other. Within this Markov 
localization approach, call P (v1,t = la, v2,t = lb) the probabil­
ity that vehicle 1 is traveling in lane a and vehicle 2 is in lane 
b at time t, where a and b are either 1 or 2. There are four 
possibilities in total, which are P (v1 = l1, v2 = l1), P (v1 = 
l1, v2 = l2), P (v1 = l2, v2 = l1), and P (v1 = l2, v2 = l2). 
These probabilities are equally initialized with 0.25 since no 
∑ 
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Fig. 1. (a) IVC (circles indicate the vehicles’ effective radius of communication). (b) Architecture for the lane-positioning system. 
initial estimates are required. In the course of the vehicles’ 
mission (i.e., for t > 0), P is updated through two basic steps: 
1) prediction and 2) correction. 
A. Prediction 
In the prediction step, the state of a vehicle is modeled 
through the conditional probability P (vi,t = la|vi,t−1 = lj ), 
which denotes the probability for a motion action that carries 
vehicle i from lane j to lane a (j and a can be equal). When 
the vehicle moves, P (vi,t = la|vi,t−1 = lj ), which models the 
uncertainty in the vehicle’s dynamics, is used to compute the 
probability distribution at time t as 
2 
P (vi,t = la) ← P (vi,t = la|vi,t−1 = lj )P (vi,t−1 = lj ) (1) 
j=1 
where P (vi = la) is the probability that vehicle i is traveling 
in lane a. This step is repeated for both vehicles, and then, the 
product of them is used to form the combined probabilities 
P (v1,t = la, v2,t = lb) =  P (v1,t = la)P (v2,t = lb). (2) 
Fig. 2. Prediction step: This ﬁgure illustrates a vehicle (with an unknown 
position) switching lanes. The shortest distance ∆D from the position estimate 
at time t to the line passing through the two most recent position estimates is 
used to calculate the conditional probability. 
The conditional probabilities P (vi,t = la|vi,t−1 = lj ) for a ve­
hicle are computed by comparing its current position estimate 
to the position at the last time step t− 1. For example, by calcu­
lating the shortest distance ∆D from the vehicle position esti­
mate from the GPS reading at time t to the line passing through 
the two most recent position estimates, the probability at which 
vehicle 1 switches to lane a (see Fig. 2) can be computed. In this 
case, by using zero as the mean value of the probability density √ 
(−(∆D−0)2/2σ2 )function of a normal distribution (1/σ 2π)e , 
if ∆D is close to zero, the probability at which vehicle 1 still 
stays in the same lane, i.e., vehicle 1 does not switch lane, is 
close to 100%. In a similar fashion, one can develop all the 
√ 
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Fig. 3. Radius of curvature estimation: This ﬁgure illustrates the position 
estimates for a vehicle assumed to be traveling in lane 1. The position estimates 
and moving direction of the vehicle are estimated from GPS data. The vehicle 
position estimates are not necessarily exactly in lane 1, and the actual vehicle 
does not necessarily overlap with the position estimates, as shown in the ﬁgure. 
conditional probabilities P (vi,t = la|vi,t−1 = lj ) that cover all 
possible situations. 
It should be noted that a large ∆D can result from two 
possible situations: 1) the vehicle is switching lanes, or 2) the 
vehicle is simply following a curve in the road. For example, 
Fig. 3 shows that the vehicle is still in lane 1, but a large value 
of ∆D due to the curve would falsely indicate that the vehicle 
is switching to lane 2. 
To resolve this ambiguity, the lane-ﬁnding algorithm must 
estimate the radius of the lane curvature and compensate the 
drift caused by the curve. This can be done by using the least 
squares ﬁtting algorithm based on successive vehicle positions. 
This algorithm allows us to ﬁt an arc through the successive 
vehicle position estimates. When the vehicle changes lanes in 
the curved section of the road, its last position will not lie on the 
estimated arc, and the distance from the last position estimate 
to the arc will be used in the prediction step to predict if the 
vehicle is switching to the other lane. In our simulations and 
experiments, ﬁve successive vehicle position estimates were 
used to ﬁnd the radius R and center (xc, yc) of the road 
curvature (see Fig. 4). The cost function to be minimized is 
t t ∑ ∑ ( )2 




where (xi, yi) are the coordinates of the vehicle position esti­
mate number i (note that in (3), i takes on values from t− 4 
to t). The following set of three equations can be solved for R, 
xc, and yc using numerical methods: 
  ∂S = 0   ∂xc 
∂S 
∂yc 
= 0  (4)   ∂S .∂R = 0
Fig. 4. Least squares method for approximating road curvature. 
Fig. 5. Correction step: This ﬁgure illustrates two vehicles traveling on a 
highway. The distance z is used to update the belief in prediction step. 
B. Correction 
Denote z as the vehicle position estimates from GPS mea­
surements that come in at time step t for both vehicles, and 
P (z|v1 = la, v2 = lb) as the probability of perceiving z when 
the two vehicles are in lanes a and b, respectively. When 
the GPS measurements are taken into account, P (z|v1 = la, 
v2 = lb) is used to update the probability distribution at time 
t according to Bayes’ rule 
P (v1,t = la, v2,t = lb|zt) 
P (zt|v1,t = la, v2,t = lb)P (v1,t = la, v2,t = lb)← (5)
P (zt) 
where P (zt) has the purpose of normalizing the sum of all 
P (v1,t = la, v2,t = lb|zt). 
Suppose that at time t a new measurement z (see Fig. 5), 
which is the perpendicular distance from one vehicle to the 
other vehicle’s direction of motion in this case, is available. 
The conditional probability P (z|v1 = la, v2 = lb) can be cal­
culated based on z using the probability density function √ 
(1/σ 2π)e(−(z−µ)
2/2σ2)
. The mean µ = w × (la − lb), where 
w is the lane width. For example, in the case la = 2 and lb = 1, 
the conditional probability P (z|v1 = la, v2 = lb) is closer to 
100% when the measurement z is closer to the lane width w. 
The result for the two-vehicle-and-two-lane-road can be 
extended to the general case. Denote the number of vehicles 
that are communicating with each other as nv , and the number 
of lanes as nl. Let  P (v1,t = la, v2,t = lb, . . . , vnv ,t = lx) be 
∑ 
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Fig. 6. Highway 86, Waterloo, ON, Canada. 
the probability that vehicle 1 is traveling in lane a, vehicle 2 
is in lane b, etc., at time t, where a, b, . . . , x  take on values 
between 1 and nl. No initial estimates of the vehicle lane 
positions are required, and the initial probabilities are equally 
set to 1/(nv × nl). The probability distribution at time t for the 
prediction step is given by 
nl 
P (vi,t = la)← P (vi,t = la|vi,t−1 = lj )P (vi,t−1 = lj ) (6) 
j=1 
P (v1 ,t = la, v2 ,t = lb, . . . , v ,t = lx)nv 
=P (v1 ,t = la)P (v2 ,t = lb), . . . , P (vnv ,t = lx). (7) 
Bayes’ rule for the correction step is 
QS
P (v1 ,t = la, v2 ,t = lb, . . . , vnv ,t = lx|zt) ← (8)P (zt) 
where Q = P (zt|v1 ,t = la, v2 ,t = lb, . . . , vnv ,t = lx), and S = 
P (v1 ,t = la, v2 ,t = lb, . . . , vnv ,t = lx). 
With the developed Markov-based algorithm, we are able 
to implement simulations and experiments, which will be dis­
cussed in Sections IV and V. 
IV. SIMULATION RESULTS 
To implement our simulations, the VISSIM software pack­
age [27] was used. VISSIM is a microscopic, time-step, and 
behavior-based simulator that is developed to analyze the full 
range of functionally classiﬁed roadways. It is capable of mod­
eling trafﬁc with various control measures in a 3-D environ­
ment. VISSIM lets us communicate and control the behaviors 
of vehicles through a dynamic link library (DLL) ﬁle compiled 
from C/C++ code. Vehicle parameters from the external driver 
model DLL output function are stored within member variables 
of a designated vehicle class object. 
For a precise analysis of the algorithm, a map of a road based 
on an actual highway, as shown in Fig. 6, was built in VISSIM, 
and a number of simulations with different situations were 
implemented. In all simulations, the GPS data are modeled by 
adding a random walk bias of maximum amplitude of 3 m and 
Fig. 7. Probability distribution for simulation of three cars (car 1 to car 3 from 
top to bottom) on a two-lane highway. 
Gaussian noise having a standard deviation of 0.5 m to the 
position of each vehicle. 
Figs. 7 and 8 show a simulation with three cars and a two-
lane road. In this simulation, no position ﬁlters are used. The 
scenario is as follows: Initially, car 1 is in lane 1, and car 2 and 
car 3 are both in lane 2. After 6 s, car 2 switches to lane 1. 
Car 1 switches to lane 2 after 16 s, and car 3 moves to lane 1 
after 26 s (Fig. 8). It can be seen that the algorithm accurately 
estimates the lane positions of the vehicles. The corresponding 
probabilities are given in Fig. 7. The algorithm also works when 
vehicles have frequent oscillatory weaving actions within their 
lanes (see Fig. 9), although this rarely happens on real highway 
systems due to safety concerns. Fig. 9 shows the lane estimation 
results without position ﬁltering for three cars on a two-lane 
highway. It can be seen that car 1 and car 3 have wrong lane 
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Fig. 8. Simulation result for three cars (car 1 to car 3 from top to bottom) on 
a two-lane highway. 
Fig. 9. Impact of oscillatory weaving (car 1 to car 3 from top to bottom): This 
ﬁgure shows a simulation in which car 1, car 2, and car 3 follow sinusoidal 
paths with different amplitudes (−1, −1, and 1 m) and frequencies (1/4, 1/4.5, 
and 1/5 Hz). 
estimation by only a small fraction of time. The improved re­
sults when position ﬁlters consisting of a low-pass Butterworth 
ﬁlter and a particle ﬁlter for all three vehicles are added to reject 
the modeled GPS receiver noise (Gaussian noise) are shown 
in Fig. 10. The speeds of the vehicles in all simulations are 
80–100 km/h. Another case of interest is when the vehicles 
frequently change their lanes. The convergence rate of the 
algorithm in this case is faster since the localization algorithm 
has more frequent information update for both prediction and 
correction steps. 
Importantly, since the lane positions of vehicles are deter­
mined relative to each other, it is not necessary to know the 
number of lanes for the algorithm to work. The lowest lane po­
sition is always lane 1, and the other lanes are numbered relative 
to the ﬁrst lane. In practice, as the number of vehicles increase, 
the algorithm will be able to estimate the lane positions faster 








and more reliably. The percentage of time with correct lane 
estimation for the simulations are summarized in Table I. 
V. EXPERIMENTAL RESULTS 
To validate the algorithm, a number of experiments with 
different scenarios were implemented on the same highway. 
Real GPS data were collected for the two cars used in the test. 
The approximately 4-km-highway section shown in Fig. 6 was 
used to conduct the experiments. The speeds of the vehicles 
used in the tests were between 90 and 110 km/h. 
One of those experiments is shown in Figs. 11 and 12. These 
ﬁgures show the lane estimation results without using position 
ﬁlters to demonstrate the effect of GPS measurement noise. 
The strategy was as follows: Initially, car 1 was in lane 1, and 
car 2 was in lane 2. After 22 s, car 1 switched to lane 2. Car 2 
switched to lane 1 right after car 1 completed its lane changing. 
Car 1 moved back to lane 1 after 40 s and ﬁnally moved to 
lane 2 after 60 s. Car 2 switched back to lane 2 at the fortieth 
second and maintained its lane position until the end of the 
experiment. 
In this experiment, two cars equipped with low-cost GPS 
receivers with different sampling rates and variances drove 
on the highway. The GPS receiver for the ﬁrst car was a 
Garmin 18-5, which has a sampling rate of 5 Hz. The GPS 
receiver for the second car was a LocSense 40-CM, whose 
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Fig. 11. Probability distribution for an experiment without GPS measurement 
ﬁltering. 
Fig. 13. Improved probability distribution for an experiment with GPS mea­
surement ﬁltering. 
Fig. 12. Lane estimation result for two cars (car 1 to car 2 from top to bottom) 
on a highway without GPS measurement ﬁltering. 
sampling rate is 1 Hz. Both GPS receivers output National 
Marine Electronics Association 0183 standard messages. The 
second GPS receiver signal has a much higher noise when 
compared to the ﬁrst receiver. This resulted in probability 
distributions with higher variability, as shown in Fig. 11. The 
performance of lane position estimation is thus reduced in 
that the lane the vehicle occupied was not always accurately 
predicted (see Fig. 12). 
Figs. 13 and 14 show the effects of the improved noise 
rejection on the probability and lane estimates when a position 
ﬁlter for car 2 was used in comparison to the results shown 
Fig. 14. Improved results with GPS measurement ﬁltering. 
in Figs. 11 and 12. The GPS data for car 2 before and after 
being ﬁltered are shown in Fig. 15. This ﬁltering resulted 
in more accurate and faster estimates of lane position. This 
improvement indicates that, in practice, low-cost GPS receivers 
can be effectively fused with a ﬁlter to obtain low-noise GPS 
measurements, rather than resorting to the use of more ex­
pensive sensors. It is also interesting to point out that the 
algorithm sometimes could anticipate the lane-changing action 
before the vehicles completely moved to the other lanes, as 
indicated in Fig. 14, at around the twenty-second second. This 
can be explained by the fact that when a vehicle starts making 
a lane change maneuver, its lateral displacement notiﬁes the 
648 IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS, VOL. 8, NO. 4, DECEMBER 2007 
Fig. 15. Original GPS data versus ﬁltered GPS data for car 2. 
Fig. 16. GPS measurements at walking speed. 
prediction step of the localization algorithm that the vehicle 
is about to make a lane change before the lane changing is 
completed. 
To demonstrate that the algorithm can work effectively at 
low speeds, an experiment with two walking persons holding 
two laptops equipped with two Garmin 18 GPS receivers was 
conducted on Wilhelm Street, a two-lane road in Kitchener, 
ON, Canada. The walking speeds for both persons were ap­
proximately 4 km/h (estimated from GPS data). The GPS 
measurements for both computers are plotted in Fig. 16. The 
resulting probability distributions and estimated lane positions 
are shown in Figs. 17 and 18, respectively. 
Table II summarizes the percentage of time with correct lane 
estimation for the experiments. 
VI. CONCLUSION 
A new lane position estimation algorithm that uses a 
Markov-based approach based on cooperative driving models 
has been proposed in this paper. The key idea of Markov 
Fig. 17. Probability distribution for two laptops at walking speed. 
Fig. 18. Estimated lane positions for two laptops at walking speed. 
TABLE II
 




localization is to maintain a probability density over the space 
of all lane positions of a vehicle on a highway. Since the 
algorithm needs no prior knowledge of the vehicle’s initial lane 
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position, it is possible to globally localize the vehicle from 
scratch and to recover from localization failures or GPS outage 
in which the positions of the vehicle are lost. 
In comparison to conventional lane-positioning methods, 
which usually deal with complicated image processing tech­
niques and/or expensive equipment, the proposed method only 
requires low-cost GPS receivers, IVC, and a simple localization 
algorithm. Simulation and experimental results have shown 
the efﬁciency of the algorithm, even when the GPS data are 
signiﬁcantly degraded. 
The limitation of the proposed strategy lies in the fact that 
it only uses GPS data to estimate lane positions. This might be 
challenging where GPS data are not available or GPS signal 
is completely blocked by large obstacles like in a long tunnel. 
One possible solution to this problem is to fuse the GPS data 
with another type of sensor, such as an IMU, until GPS data are 
again available. 
Future research will continue with more complicated situa­
tions such as determining lane position on highways with inter­
sections. Issues to be addressed include derivation of per-lane 
conditional probability models that are required at intersections. 
For example, the positioning system may indicate that 100% of 
drivers in the left lane at a particular intersection turn left, 50% 
of drivers in the right lane go straight, and 50% turn right. 
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