All these schemes perform data flow analysis on Control Flow Graph (CFG) of the procedure.
In this paper, we address the problem of performing partial redundancy elimination interprocedurally. There are several difficulties in extending the existing intraprocedural algorithms for application on a full program, rather than a single procedure. First, a full program representation is required which will allow efficient data flow analysis, while maintaining sufficient *Thk work was supported by NSF under grant No. ASC 9213821 and by ONR under contract No. NOO014-93-1-0158. The authors assume all responsibility for the contents of the paper.
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A block of code is a unit of placement in our analysis, i.e.
we initially consider placement only at the beginning and end of a block of codel Note that a basic block in a block of code may or may not be visited along a given control fiow path from source to sink of the edge, and similarly, a basic block may belong to several blocks of code. This is taken into account during intraprocedural analysis done for determining final local placement~which we discuss in Section 5.5. Edge numbers and call sites at which edges start/end (whenever applicable) aremarked in the Figure. tion defined later. Figure  3 there is a path from edge 6 to edge 9 to edge 2. Edge 6 ends at call site CS5 whereas edge 2 starts at call site CS2). These paths are never taken and the data flow analysis must not lose accuracy because of such paths in the graph. The set of procedure return nodes is represented by X and the set of procedure entry nodes is represented by S. Consider an edge e = (v, w). The source node of e (i.e. the node v) is also referred to as So(e) and the sink node of e (i.e. the node w) is also referred to as Si(e).
We use pred(e) to refer to the set of edges whose sink node is v. We denote by succ(e) the set of edges whose source node is w.
If the sink of the edge e is a procedure entry node, then the call site with which the edge e is associated at its end is denoted by S/(e). We use sum'(e) to refer to the set of edges which are associated with the call site S/(e) at their start. Alternatively, if the source of the edge e is a procedure return node, then the call site with which the edge e is associated at the start is denoted by So'(e). We refer by pred'(e) the set of edges which are associated with the call site So' (e) at their end.
Consider any edge e whose source is a procedure entry node.
The set cobeg(e ) comprises of edges whose source is the same as the source of edge e, If an edge e has a procedure return node as the source and if es is the call site with which the edge e is associated at its start, then the set cobeg(e) comprises of the edges which are associated with the call site es at their start. Next, consider any edge e whose sink is a procedure return node, The set coend(e) comprises of the edges whose sink is the same as the sink of the edge e. If an edge e has a procedure entry node as the source and if cs is the call site with which the edge e is associated at its end, then the set coen cl(e) comprises of edges which are associated with the call site es at their end. The sets pred(e), preci'(e), succ(e), sum'(e), cobeg(e) and coend(e) for edges in the Graph shown in Figure  3 are shown in Figure  5 . At any call site es, the set of actual parameters passed is ap.~and the jth actual parameter is apc$ (j). 
Data Flow Analysis for Placement
The data flow equations for determining placement of computations are shown in Figure  8 . We briefly explain some of the key terms in these equations. The solution of data flow properties for the program shown in Figure  2 is shown in Figure  9 . The optimized program is shown in Figure  10 . We now briefly explain the rational behind the key equations, A computation is available at the entry of a basic block if it is available at the exit of all the predecessor basic blocks. A computation is available at the end of a basic block if it is available at the beginning of the basic block and none of the operands are modified in the basic block, or, alternatively, there is an occurrence of this computation in this basic block, not followed by any definition of the operands. A computation is partially available at the entry of a basic block if it is partially available at the exit of at least one predecessor block. The equations for placement can be explained as follows. In computing PPOUT, the~term ensures safety in placing an expression at the exit of the node. The~term in computing PPIN ensures availability of the expression at the entry of this node in the optimized program, The term PAVIN determines the profitability of hoisting a computation out of this node, This term avoids redundant code hoisting for almost all cases for any real program, however, it does not guarantee.
In the original MMRA scheme [10] , an additional term is used to further prevent redundant code hoisting, this term still does not guarantee that no redundant code hoisting occurs. For simplicity, we C1O not include this additional term in our presentation.
