This paper develops methods of investigating the existence and extent of cointegration in fractionally integrated systems. We focus on stationary series, with some discussion of extension to nonstationarity. The setting is semiparametric, so that modelling is e ectively conÿned to a neighbourhood of frequency zero. We ÿrst discuss the deÿnition of fractional cointegration. The initial step of cointegration analysis entails partitioning the vector series into subsets with identical di erencing parameters, by means of a sequence of hypothesis tests. We then estimate cointegrating rank by analysing each subset individually. Two approaches are considered here, both of which are based on the eigenvalues of an estimate of the normalized spectral density matrix at frequency zero. An empirical application to a trivariate series of oil prices is included. ? 2002 Elsevier Science S.A. All rights reserved.
Introduction
Cointegration analysis has principally been developed theoretically, and applied empirically, in the "I (1)=I (0)" context, in which components of a multivariate empirical series displaying evidence of unit root nonstationarity (I (1))) are examined for the existence of one or more stationary, short memory (I (0)) linear relations. We call a scalar time series u t ; t = 0; ±1; ±2; : : : ; I(0) if it is covariance stationary and has spectral density that is ÿnite and positive at zero frequency; for such a u t series we call the scalar series v t = (u 1 +· · ·+ u t )1(t ¿ 0); t = 0; ±1; ±2; : : : ; I(1); where 1(:) is the indicator function. Then a p × 1 vector variate X t with I (1) elements has been said to be cointegrated if there exists a linear combination ÿ X t , the prime denoting transposition, that is I (0). If there are r; 1 6 r 6 p−1, such relations, with linearly independent coe cients, we can express X t in terms of unobservable components, X t = AF t + V t ; t¿ 1;
where F t is a (p−r)×1 vector of unobservable (not cointegrated) I (1) series, A is a full rank p × (p − r) matrix, and V t is a p × 1 vector of unobservable I (0) series; F t can be interpreted as a vector of common trends (see e.g., Stock and Watson, 1988) . The integer r is termed the cointegrating rank and the ÿ X t are termed cointegrating errors. This basic setup has been extended in various directions, for example to incorporate deterministic trends, but the basic notion of observables with an I (1) component, and of I (0) cointegrating errors, is standard. Many tools of statistical inference have been developed to investigate the existence of such cointegration, and widely applied empirically (see e.g. Banerjee et al., 1993; Engle and Granger, 1991; Hatanaka, 1996; Johansen, 1996) , for example in connection with consumption and income data, term structure of interest rates, and purchasing power parity between exchange rates. The possibility of a long-run stable relationship existing between nonstationary series X t exists irrespective of whether or not the series are I (1), however. Indeed, one can also envisage the possibility of cointegration with ÿ X t stationary but not necessarily I (0), while cointegration can also be deÿned for stationary X t . There is considerable interest in identifying structure in multivariate series, and thus a strong case for a exible approach. This is permitted by the class of I (d) series, with real-valued d. For d ¡ 1=2, we say v t is I (d) if u t = (1 − L) d v t is I (0), where L is the lag operator and
where (a) = ∞ 0 x a−1 e −x d x for a ¿ 0, while for a = − n; n = 0; 1; : : : ; (a) has simple poles with residues (−1) n =n, and for other a ¡ 0; (a) is obtainable by the recursion (a) = (a + 1)=a. Then v t is covariance stationary. For d ¿ 1=2, we deÿne a nonstationary I (d) series v t = (1 − L) −d {u t 1(t ¿ 0)}. Clearly, this I (d) class nests the I (0) and I (1) series. The parameter d, called the fractional di erencing parameter, can be said to describe the memory of v t . In fact, while the early paper of Engle and Granger (1987) focussed principally on cointegration in the "I (1)=I (0)" context, it included a deÿnition which applies to I (d) series (though its I (d) class is much narrower than ours): X t can be said to be cointegrated CI (d; b) if X t has I (d) elements and, for some b ¿ 0, there exists ÿ such that ÿ X t is I (d − b). Thus, the original deÿnition takes d = b = 1. If either d and=or b is non-integral, we have fractional cointegration. Representation (1) now applies with F t a vector with I (d) components and V t a vector with
Some empirical study of fractional cointegration has already been carried out, see e.g. Cheung and Lai (1993) , Robinson and Marinucci (1998) . However, rigorously justiÿed procedures are currently in short supply, especially in the most practically interesting situation in which d and=or b are unknown. Here, the study of fractional cointegration clearly presupposes a good understanding of statistical inference on I (d) series, in particular on a theory of estimation of d. At present this has been much better developed in case of stationary and invertible series, that is when −1=2 ¡ d ¡ 1=2, than for nonstationary ones, and partly for that reason the present paper focusses principally on the possibility of cointegration in stationary series. This may be of direct interest in ÿnancial series, for example exchange rates between three or more currencies, and some empirical series that have been regarded as having unit roots could be better modelled as I (d) with even d ¡ 1=2. Indeed, Robinson (1994) considered cointegration of stationary I (d) series, showing that ÿ can be consistently estimated here, and Robinson and Marinucci (1998) developed his approach. This estimate of ÿ converges at only a nonparametric rate, requiring only the assumptions on spectral behaviour of X t entailed in our I (d) deÿnition: deÿning the spectral density matrix f( ) of X t to satisfy E{(X t − )(X t+j − ) } = − f( ) e ij d , where = E(X t ), we have
as → 0+;
where 'v' is taken elementwise, to mean that the ratio of real parts, and of imaginary parts, of left and right sides tends to 1, and G is a ÿnite nonnegative deÿnite matrix each of whose diagonal elements is non-null, G being positive deÿnite if and only if X t is not cointegrated (cf. Robinson and Marinucci, 1998) . Under similar assumptions, with G positive deÿnite, a theory of "semiparametric" estimation of d has been developed that entails similar convergence rates. More e cient inferences are possible on the basis of parametric models for the autocorrelation in X t , such as fractionally integrated autoregressive moving average (FARIMA) models, developed by Adenstedt (1974) and subsequent authors, but model misspeciÿcation (under-specifying either the autoregressive or moving average orders or over-specifying both) is liable to lead to inconsistent estimation of fractional di erencing and other parameters. Thus, the present paper focusses on a semiparametric, low-frequency, approach, as seems natural in the sense that cointegration is essentially a low-frequency phenomenon, and justiÿable insofar as many ÿnancial series are su ciently long that nonparametric rates a ord acceptable precision.
A basic question of interest is the existence of cointegration, or, more generally, the value of the cointegrating rank r. This problem has been quite well solved in some cases of integer d; b; especially d = b = 1 (see e.g. Johansen, 1996; Ouliaris, 1988, 1990) . Of course, the methods developed there would not necessarily be expected to detect cointegration when in fact alternative values of d and=or b prevail (see e.g. Abadir and Taylor, 1999) , and indeed the unit root tests directed against stationary autoregressive (AR) alternatives of Dickey and Fuller (1981) that are commonly employed do not have very good power against fractional alternatives (see e.g., Cheung and Lai, 1993; Diebold and Rudebusch, 1991) . While one might envisage some relatively straightforward extension to a fractional context, involving specifying and testing null values of d and b (ideally using tests directed against fractional alternatives), it seems preferable to treat d and b as nuisance parameters throughout. Here, while proposals have been made for analysing cointegration, little rigorous theoretical justiÿcation is available. The present paper makes some attempt to redress this situation. We do not discuss estimation of ÿ or b in the event of cointegration, and consider estimation of d only for the purposes of testing for cointegration.
The paper is organized as follows. Cointegration requires at least two elements of X t to have the same di erencing parameters, but in the following section we discuss a deÿnition of fractional cointegration that allows for some variation in the di erencing parameters of elements of X t when p ¿ 3 (in which case a more general representation than (1) would apply). When all elements have the same di erencing parameter, as in (3), r = p−rank(G). When they do not, on reordering and partitioning the elements of X t into subvectors that have the same di erencing parameter, we have a representation of type (3) for the spectral density matrix of each subvector, and the overall cointegrating rank is p minus the sum of the ranks of the "G" matrices for each subvector. Thus, the problem essentially reduces to one of determining the rank of G in (3). First, however, in Section 3, we describe a testing algorithm, of a type previously used in the analysis of variance, for the initial partitioning of X t ; this problem is complicated by the fact that the theory of estimating di erencing parameters varies depending on whether or not there is cointegration, which is not known at the partitioning stage. We may then focus on (3) in Section 4, deriving the limit distribution of eigenvalues of an estimate of G under no-cointegration, and thence proposing two methods for determining its rank, one an extension of that of Phillips and Ouliaris (1988) for investigating CI (1; 1) cointegration, the other a model selection procedure. In Section 5, we apply the procedures to a trivariate series of prices of crude oil. Section 6 contains ÿnal comments, including a brief discussion of implications of our work for investigating fractional cointegration in a nonstationary context. Proofs of theoretical results are left to Appendix A.
Fractional integration and cointegration
We ÿrst extend our I (d) deÿnition to X t whose p elements are permitted to have distinct di erencing parameters. For |d a | ¡ 1=2; a = 1; : : : ; p, and ¿ 0, deÿne the p × p matrix ( ) = diag{e i d1=2 −d1 ; : : : ; e i dp=2 −dp }
and its complex conjugate ( ). (5) and all diagonal elements of the p × p matrix G are nonzero. 
for p×p matrices C j such that ∞ j=0 tr{C j C j }¡∞, and consider X t given by E(L)(X t − ) = C(L)e t ; t= 0; ±1; : : : ;
where the p×1 vectors e t are such that Ee t = 0; Ee s e t = 0 for s = t, and Ee t e t is positive deÿnite, and thus taken with no loss of generality to be the identity matrix. Then
Now for = 0; mod( ), and |d| ¡ 1=2; (
Because the a j decrease monotonically to zero and a j ∼ j d−1 it follows from Theorem III-I of Yong (1974) 
. Thus, Deÿnition 1 is satisÿed with
if all rows of
, where (L) and (L) are ÿnite-degree polynomial matrices such that all zeros of det{ (z)} and det{ (z)} lie outside the unit circle. Then X t has the vector FARIMA representation (L)E(L)(X t − ) = (L)e t ; t= 0; ±1; : : : ; (10) see e.g. Lobato (1995) , Robinson (1995a) . Note that Engle and Granger (1987) deÿned a vector I (d) series by (10) with
(see Lobato, 1995) . To relate this to (5) we order elements of X t such that
where 1 6 s 6 p;
(12) will also be employed in our discussion of cointegration. Writing ab for the (a; b)th element of (1) −1 and b for the bth row of (1), deÿne
Then if Â al(a) = 0; a = 1; : : : ; p, it follows that X t is an I (d 1 ; : : : ;d p ) series, such that in (5) ( ) is replaced by diag{e i d 1 =2 −d1 ; : : : ; e i d p =2 −dp } andG = =2 ,where = (Â 1l(1) ; : : : ; Â pl(p) ) . If X t is generated by (10) or (11) it cannot be cointegrated under the above conditions on (z); (z), but we now discuss cointegration of I (d 1 ; : : : ; d p ) series X t . Let ÿ = (ÿ 1 ; ÿ 2 ; : : : ; ÿ p ) be a p-dimensional vector, and under (12) write ÿ = (ÿ(1) ; : : : ; ÿ(s) ) ;
where for l = 1; : : : ; s; ÿ(l) = (ÿ i l−1 +1 ; : : : ; ÿ i l ) is a p l = i l − i l−1 -dimensional vector, conforming to the partition of d. We correspondingly write X t = (X (1) t ; : : : ; X (s) t ) where X (l) t = (X i l−1 +1; t ; : : : ; X i l ; t ) ; for l = 1; : : : ; s.
Deÿnition 2. If there exists a non-null vector
we say X t is cointegrated with cointegrating vector ÿ = (0 ; : : : ; 0 ; ÿ(l) ; 0 ; : : : ; 0 ) . The number of such linearly independent ÿ(l) is r l , and the cointegrating rank of X t is r = p l=1 r l .
Remark 2. (i) An individual cointegrating vector can be uniquely deÿned by a normalization. The r cointegrating errors ÿ X t can have di erent di erencing parameters d u . Our deÿnition does not cover "polynomial cointegration", in which two or more X Engle and Granger (1987) , except that their I (d) deÿnition pertains only to FARIMA series (10).
(iii) The deÿnition implies p l ¿ 2, but this is not entailed if we adapt the deÿnition of Johansen (1996) (whose treatment concerned only I (d) processes for integer d, and in an AR context). Johansen's deÿnition would include as a cointegrating vector any ÿ such that ÿ X t is
(iv) Flôres and Szafarz (1996) deÿne X t to be cointegrated if there exists ÿ with ÿ(1) = 0 such that ÿ X t is I (d u ) with d u ¡ d 1 . If Deÿnition 2 provides no cointegrating vector of form ÿ = (ÿ(1) ; 0 ; : : : ; 0 ) , then X t is not cointegrated by Flôres and Szafarz's deÿnition.
(v) Robinson and Marinucci (1998) deÿne X t to be cointegrated if there
To illustrate the di ering implications of the various deÿnitions, consider the example
where On the other hand if the system consists of only the ÿrst two elements of (14) then we get r = 1; ÿ = (a; −1) from all four deÿnitions.
We introduce Assumption A. X t is I (d 1 ; : : : ; d p ). Theorem 1. Let Assumption A hold and impose (12). Then if G (l) is the p l × p l matrix whose (i; j)th element is the (p 1 + · · · + p l−1 + i; p 1 + · · · + p l−1 + j)th element of G (meaning; when l = 1; the (i; j)th element); then
Remark 3. Under Deÿnitions 1 and 2 and (12), r can be estimated by a two-stage procedure, to be discussed subsequently, namely ÿrst partitioning X t into subvectors X (l) t ; l = 1; : : : ; s, for 1 6 s 6 p, such that (12) holds, and then estimating r l ; l = 1; : : : ; s. On the other hand, by applying a modiÿed version of such a procedure repeatedly, we can also detect polynomial cointegration and cointegration covered by deÿnitions of Flôres and Szafarz (1996) , Robinson and Marinucci (1998) , but not covered by Deÿnition 2. If Deÿnition 2 has identiÿed cointegrating vectors of form (ÿ a (1) ; 0 ; : : : ; 0 ) ; 1 6 a 6 q, where 1 6 q ¡ i 1 , we may deÿne the (p − i 1 + q) × 1 vector Y t to have ath element
t ; 1 6 a 6 q; X a+i1−q; t ;
q+ 1 6 a 6 p − i 1 + q:
(Of course, in practice, it is only possible to statistically estimate q and the ÿ a (1) from ÿnitely many data.) We might then investigate Y t for cointegration in the same way as we did X t , then redeÿne Y t , and continue in this fashion until all cointegrating vectors under these other deÿnitions have been determined. However, we do not pursue this approach, but rather the one referred to at the start of the paragraph.
Testing the homogeneity of fractional di erence parameters
We propose a speciÿc-to-general type of procedure for partitioning X t into subvectors X (l) t , l = 1; : : : ; s, with common di erencing parameters, as in (12). A similar procedure is employed in other problems, for example the analysis of variance (see Marcus et al., 1976) . Hsu (1996) provides a comprehensive survey of possible solutions. For s = 1; : : : ; p, let ( 1 ; 2 ; : : : ; s ) be a partition of (1; 2; : : : ; p) and deÿne the hypothesis for a ∈ l ; b ∈ l ; l = l ; l; l = 1; : : : ; s}:
We ÿrst take s = 1 and test 
is the Stirling number of the second kind (see Liu, 1968, pp. 38-39 Geweke and Porter-Hudak, 1983; K unsch, 1987; Robinson, 1994 Robinson, , 1995a . We shall use the Gaussian semiparametric or local Whittle estimate of K unsch (1987), Robinson (1995b) , because it has similarly nice asymptotic properties to the log periodogram estimate, but is more e cient.
Given observations X t ; t = 1; 2; : : : ; n, introduce the discrete Fourier transform
X at e it ; a= 1; : : : ; p;
where mean-correction is unnecessary because w a ( ) will be computed only at frequencies j = 2 j=n for j = 1; : : : ; m ¡ n=2. The (cross-)periodogram of X at and X bt is
For brevity, we write I ab; j for I ab ( j ). Deÿnê
where 1 and 2 satisfy −1=2 ¡ 1 ¡ 2 ¡ 1=2; and
We introduce the following further assumptions.
where the A j are p×p matrices, X t = + A(L)e t ; t= 0; ±1; : : : ;
where; almost surely, E(e t |F t−1 ) = 0; E(ee t |F t−1 ) = I p , the p × p identity matrix; and the matrices E(e t ⊗ e t e t |F t−1 ), E(e t e t ⊗ e t e t |F t−1 ) are ÿnite; nonstochastic and constant in t, F t being the -ÿeld of events generated by e s ; s 6 t.
for a; b = 1; : : : ; p. (6), (7), we have for ∈ (0; 2],
Assumption E. For the same as in Assumption D,
Assumption F.
d a ∈ ( 1 ; 2 ); a = 1; : : : ; p:
Assumptions B, C and E are the same as Assumptions A2, A3 and A4 of Lobato (1999) , respectively, and are analogous to Assumptions A3 , A2 and A4 of Robinson (1995b) for scalar X t . Assumption D implies that the error in approximating the left-hand side of (3) by the right is O( ), which is a similar assumption to A1 of Robinson (1995b) and A1 of Lobato (1999) . The case = 2 applies to FARIMA models, for example, and is standard in other circumstances of smoothed nonparametric estimation, such as probability and spectral density estimation. The interior-point Assumption F is standard in central limit theory for implicitly deÿned extremum estimates. 
A consistent estimate of G iŝ
where I j = I ( j ); I( ) = w( )w( ) * ; w( ) = (w 1 ( ); : : : ; w p ( )) ; andˆ ( ) is ( ) with d replaced byd.
We apply this result to a single test of pairwise equality
Denote by G ab ,Ĝ ab the (a; b)th elements of G;Ĝ, respectively. Noting that
ab is the determinant of the matrix formed by omitting from G all rows and columns but the ath and bth, if X at and X bt are cointegrated G 2 ab = G aa G bb , while if they are not, G 2 ab ¡ G aa G bb . It thus follows from Proposition 1 and the delta method that under H ab the limit distribution of
is standard normal if X at and X bt are not cointegrated, but is not well deÿned if they are. Since the presence or absence of cointegration is not known at the time of testing H ab , we require a test statistic that is informative under both circumstances. Deÿnê
where h(n) ¿ 0. We introduce Assumption G.
Theorem 2. Let Assumptions A-G hold. Then under H ab (19); as n → ∞:
(i) If X at and X bt are not cointegrated;T ab → d N(0; 1); (ii) If X at and X bt are cointegrated;T ab → p 0.
Of course,T ab is potentially highly sensitive to choice of h(n), but a significantly large value of |T ab |, relative to the N(0; 1) distribution, can be taken as evidence against H ab , irrespective of whether or not there is cointegration, whereas a decision of non-rejection under h(n) = 0 (i.e. based onT ab ) would be made with greater conÿdence for any positive h(n).
To test H l we can consider
The level of the test of each H l must provide a level-test of H 1 2 ;:::; s . Unlike in classical analysis of variance, the test statisticsT l are not mutually independent. For s = #{l: n l ¿ 1; l = 1; : : : ; s}, a level-(1 − (1 − ) 1=s ) test based onT l for each H l does thus not necessarily assure a level-test for H 1 2 ;:::; s . However, by the Bonferroni inequality, if a level-=s test for H l with n l ¿ 1 is given byT l , which in turn is given by a level-2 =(s n l (n l −1)) test for H ab based on the n l (n l −1)=2 statistics |T ab |, a ¡ b; a; b ∈ l , it assures a level-test for H 1 2 ;:::; s . Speciÿcally, if we reject H 1 2 ;:::; s when at least one of |T ab |; a ¡ b; a; b ∈ l ; l = 1; : : : ; s, exceeds z =(s (n l (n l −1)) where z c is the 1−c quantile of N(0; 1), we achieve, asymptotically, a level-test for H 1 2 ;:::; s .
An alternative approach, which avoids a user-chosen sequence such as h(n), involves applying in the same way
which is more conservative thanT l because the asymptotic variance of T ab is generally less than one. According to the above pairwise approach, n l (n l − 1)=2 separate tests are involved in the testing of H l alone. These ideas can be extended, when n l ¿ 3, to permit a single test of H l . We can write H l as Sd = 0, where, with l = (a 1 ; : : : ; a n l ), S is the (n l − 1) × p matrix whose jth row has 1 as its a j th element and −1 as its a j+1 th element and the remainder 0; j = 1; : : : ; n l − 1. DenoteD = diag{Ĝ 11 ; : : : ;Ĝ pp }. Then, for example, in view of Proposition 1, under H l the statistic
has a limiting 2 n l −1 distribution when there is no cointegration, and converges in probability to zero otherwise.
Determination of fractional cointegrating rank
We now suppose that X t has already been partitioned into subvectors X (l) t ; l = 1; : : : ; s, satisfying (12), perhaps by applying the procedures of the previous section. We shall only attempt to estimate the cointegrating ranks of such X (l) t individually, in which case for notational convenience we can take s = 1, so that (16) holds, and consider the cointegrating rank of X t itself. We denote by d * the common value of d 1 ; : : : ; d p . In view of (3) and Theorem 1 we commence by obtaining estimates of G and its eigenvalues, and determine their limit distribution. Consider (cf. (18))
Note that Ĝ (0) was used by Phillips and Ouliaris (1988) in testing the cointegrating rank of an I (1) vector. Let G a be the ath column of G.
Proposition 2. Let Assumptions
Since d * is unknown this result is not of direct use. We might think of estimating d * by versions of the multivariate log periodogram method of Robinson (1995a) or multivariate local Whittle method (cf. (17)) of Lobato (1995 Lobato ( , 1999 that gain e ciency by exploiting the fact that the elements of X t have the same di erencing parameters; denoting such an estimated * , we might then estimate G byĜ(d * ). There are two problems with this approach. First, ifd * uses the same bandwidth m as in (20) then, as found by Robinson (1995a) ,Ĝ(d * ) does not have the limit distribution of (21), but rather, though it is normal, it is undesirably asymptotically perfectly correlated withd * and indeed is only m 1=2 =log n-consistent. Second, these results of Robinson (1995a) , Lobato (1995 Lobato ( , 1999 assume G has full rank and are thus not valid if X t is cointegrated. We deal with both di culties by instead pooling estimates of d * based on the individual elements of X t (which make no presumption about cointegration) and computing the latter with a bandwidth m 1 that increases su ciently faster than m that the e ect of estimating d * has no e ect on (21). Denote byd a the estimate d a given by (17) 
Assumption I. rank(G) = p − r, for 0 6 r ¡ p, and the nonzero eigenvalues of G are distinct.
Let a (ˆ a ) be the ath eigenvalue of G (Ĝ( d * )); a = 1; : : : ; p, ordered such
Proposition 4. Let Assumptions A-F; H and I hold. Then the m 1=2 (ˆ a − a ) are asymptotically independent for a = 1; : : : ; p; converge in distribution to N(0; 2 a ) variates for a = 1; : : : ; p − r; and are o p (1) for a = p − r + 1; : : : ; p.
Proposition 4 can be interpreted as a variant of Theorem 9:4:4 of Brillinger (1975) as m and n tend to inÿnity simultaneously, and suggests that Theorem 1 of Anderson (1963) and Theorem 13:5:1 of Anderson (1984) are still true in the singular case. Now deÿne, for j = 1; : : : ; p − 1, Also deÿne
Theorem 3. Let Assumptions A-F; H and I hold; and let r = 0. Then for j = 1; : :
The application of Theorem 3 in determining r by hypothesis testing is hampered by the assumption that r = 0. We propose two rather ad hoc solutions, both of which might be applied for increasing values of r:
(i) This directly follows the proposal of Phillips and Ouliaris (1988) for the case of CI (1; 1) cointegration. To test that the cointegrating rank is r we consider the 100(1 − )% upper conÿdence interval for r based on Theorem 3, namelŷ r + s r z =m 1=2 :
We ÿnd evidence in favour of the hypothesis that the cointegrating rank is r if this is smaller than some prescribed threshold, such as 0:1=p (as suggested by Phillips and Ouliaris, 1988) .
(ii) We can apply Theorem 3 to test that r is some su ciently small positive value , e.g. = 0:01=p. Then if we reject this hypothesis in favour of the alternative r ¿ we ÿnd evidence against a cointegrating rank of r. The speciÿcation of a small null value of r might seem more attractive than the speciÿcation of a threshold for (22), but one expects that the central limit theory of Theorem 3 forˆ a may provide a poor approximation as a → 0.
Alternatively, we may consider a model selection procedure which consistently estimates r (cf. Fujikoshi, 1985; Fujikoshi and Veitch, 1979; Gunderson and Muirhead, 1997) . Deÿne, for v(n) ¿ 0, If elements of X t are measured in di erent units, scale-invariant statistics might seem preferable, as suggested in the CI (1; 1) case by Phillips and Ouliaris (1988) . For example, we might wish to base the analysis not on
is the diagonal matrix whose ath diagonal element is the same as that ofĜ( d * ). Unfortunately, the limiting covariance structure of the eigenvalues ofP( d * ) is much more complicated than those ofĜ( d * ); and so testing procedures of corresponding simplicity to those derived from Theorem 3 are not available. However, because its probability limit has the same rank aŝ G( d * ),P( d * ) can be used in a model choice procedure analogous to that justiÿed in Theorem 4.
Empirical example
We apply the procedure developed in the preceding sections to a trivariate series of 146 observations on spot closing prices of crude oil, namely West Texas Intermediate (WTI), Brent, and Dubai (which are said to be key markers in the US, European and Asian markets, respectively), recorded on the last trading day of each month from January 1986 through February 1998. (The price of WTI for October 1991 was not observed due to a pipeline accident and is replaced by the mean of the September and November 1991 observations.) We analyse log prices, taking p = 3 and X 1t = log WTI t ; X 2t = log Brent t and X 3t = log Dubai t in the notation of the paper.
Since unit root analysis in an AR setting is standard in econometrics, we commenced in this fashion, using the model
ai (X a; t−i − X a; t−1−i ) + at ; a= 1; 2; 3:
We applied the augmented Dickey-Fuller test (see e.g. Dickey and Fuller, 1981; Said and Dickey, 1984) because the series (see Fig. 1 ) appear to have nonzero mean but reveal no distinctive seasonal pattern or trend except for the upturn around the period of the Gulf War from late 1990 to early 1991. Choosing the AR order N a to attain the minimum AIC between 0 and 15, we obtained N 1 = 11; N 2 = 9 and N 3 = 5. Table 1 shows t-ratios for a − 1 with 5% and 1% critical values, based on Table 1 of MacKinnon (1991), allowing for a constant but no trend. We rejected the unit root null hypothesis at 1% for WTI and Dubai and at 5% for Brent. The AR orders chosen by AIC are on the large side, particularly for WTI and Brent, and so stationary long memory is an alternative possibility. Table  2 presents the estimatesd a ; a = 1; 2; 3 of (17), using m = 20 and 15, along with standard errors, obtained from the asymptotic variance formula 1=4m for univariate estimates (cf. Proposition 1). With the exception of WTI with m = 20; all estimates are less than 0:5. We focus on the estimates with m = 15; which are consistent with stationarity.
In Table 3 , we reportĜ (18) with m = 13, thereby deducing the test statisticsT 12 = 2:626;T 13 = 2:768 andT 23 = 1:273. Thus, H 123 : In consequence, we investigate the presence of cointegration on the basis of both s = 1 and 2, where in the latter case Brent and Dubai are supposed to have a common di erencing parameter. Table 4 considers the case s = 1; showingĜ( d * ) and its eigenvalues and those ofP( d * ), while Table 5 considers s = 2, showing the 2 × 2 matrixĜ (1) ( d * ) and its eigenvalues and those ofP (1) ( d * );Ĝ (1) ( d * ) estimating G (1) andP (1) ( d * ) thence deÿned analogously toP( d * ); in each case m = 13; m 1 = 15. The largest eigenvalue greatly dominates throughout, so that for any reasonable value of the objective function L(u) will support the conclusion r = 2 when s = 1, and r = 1 when s = 2. Also, with r = 2 and = 0:05; (22) is 0:0338 w 1=30 = 0:10=p. This is the threshold suggested by Phillips and Ouliaris (1988) so that the conclusion concerning r = 2 is rather uncertain. Since H 23 seemed more strongly supported than H 123 we might thus prefer r = 1, for which Table 5 provides support.
Final comments
1. The procedures suggested all involve choice of a bandwidth m (and also m 1 involved in d * ): User-chosen bandwidth numbers are inevitable in smoothed nonparametric estimation, and as usual the results will be sensitive to the choice made. Some proposals for choosing m in (17) are made by Henry and Robinson (1996) .
2. Perhaps more seriously, the procedures also depend on other user-chosen numbers, namely h(n); v(n) and the threshold for (22) (or the null hypothesis on r ). Our introduction of these is an indication of the di culty of the problems tackled, but clearly it would be desirable to develop more objective methods.
3. There is interest in extending the methods to cover nonstationary X t . The extension of Deÿnition 2 here is straightforward. If, on the other hand, we have su cient prior knowledge to ÿrst-di erence the raw series to the stationary=invertible region (−1=2; 1=2); then our results may be applicable, though this may depend also on the di erenced cointegrating errors having di erencing parameters that lie in this region. If we then go on to estimate ÿ it is important that the undi erenced series be used here in order to achieve a fast rate of convergence (see Robinson and Marinucci,1998) . So far as applicability of our present procedures to raw nonstationary X t is concerned, Velasco (1999) showed that in case of scalar series, at least suitably tapered versions of estimates (17) can still be m 1=2 -consistent and asymptotically normal. Thus, it seems that suitable modiÿcations of our procedures may directly apply to nonstationary X t ; though it remains to provide rigorous justiÿcation. if and only if ÿ (l)G (l) ÿ(l) = 0: Then (15) follows immediately.
Proof of Proposition 1. We only brie y summarize the proof since it follows like that of Theorem 2 of Robinson (1995b) . We write R (i)
1 (d 1 ); : : : ; R
(1)
; whence the result follows immediately.
Proof of Theorem 2. The proof of (i) follows quickly from Proposition 1 and h(n) → 0. To prove (ii) it su ces, from Assumption G, to show that
). Note ÿrst that under H ab ; with
the mean value theorem gives, with probability approaching 1 as n → ∞,
where
The second term on the right is O p (m −1 ), by the same argument as that of Theorem 2 of Robinson (1995b) and, for all a; R (2)
As found by Robinson (1995b) 
is scale-free, so bearing in mind also that G 2 ab = G aa G bb ; we may take
Also as found by Robinson (1995b) ,
(log j) l I aa; j 2d j ; l= 0; 1; : : : ; i:
As shown by Robinson (1995b) and Lobato (1999, Appendix C) 
by O((log m) l (m=n) + (log m) l+1 m −2=3 ); l = 0; 1; : : : ; i, where C a is the ath row of C(1) and J j is deÿned like I j but with e t replacing X t : Thus, consideration of R Proof of Proposition 2. We give only partial details as much of the proof is similar to that of Theorem 2 of Robinson (1995b) (C st + C ts P)(e s ⊗ I p ) e t ; where C st = j H j e i(s−t) j and P is the p 2 × p 2 permutation matrix such that x ⊗ y = P(y ⊗ x) for all p × 1 vectors x; y: Thus, vec( 2 ) = n t=1 Z t , where, with U t = (m −1=2 =4 n) ( n s=1; s¡t (C st + C ts P)(e s ⊗ I p )); Z t = U t e t is a martingale di erence with respect to F t . Put V due to EI aa ( j ) = O( −2d j ); a = 1; : : : ; p (see Robinson, 1995a where i is the ith column of . The proof can then be completed by the argument of Theorem 1 of Anderson (1963) and Theorem 13:5:1 of Anderson (1984) , noting that the limit distribution in Proposition 3 is the same as that of m 1=2 vec{W p (2m; G)=(2m) − G} as m → ∞; W p denoting a Wishart variate, and, on p. 141 of Anderson (1963) , replacing r by p − r + 1; taking q i = 1, q p−r+1 = r; and then putting i = i ; i = 1; : : : ; p − r; p−r+1 = 0. 
