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ABSTRACT
We consider three known bounds for the quadratic assignment problem (QAP): an eigenvalue, a
convex quadratic programming (CQP), and a semidefinite programming (SDP) bound. Since the
last two bounds were not compared directly before, we prove that the SDP bound is stronger than
the CQP bound. We then apply these to improve known bounds on a discrete energy minimization
problem, reformulated as a QAP, which aims to minimize the energy between repulsive particles on
a toric grid. Thus we are able to prove optimality for several configurations of particles and grid
sizes, complementing earlier results by Bouman, Draisma and Van Leeuwaarden [ SIAM Journal on
Discrete Mathematics, 27(3):1295–1312, 2013].
Keywords quadratic assignment problem · semidefinite programming · discrete energy minimization
AMS subject classification 90C22; 90C10
1 Introduction
A quadratic assignment problem in Koopmans-Beckmann form is given by three matrices A = (aij), B = (bij), C =
(cij) ∈ Rn×n, and can be written as
QAP (A,B,C) = min
ϕ∈Sn
 n∑
i,j=1
aijbϕ(i)ϕ(j) +
n∑
i=1
ciϕ(i)
 ,
where Sn is the set of all permutations of n elements. If C = 0, then we shorten the notation to QAP (A,B).
This is a quadratic optimization problem, which can be seen if we write the objective using permutation matrices:
min
X∈Πn
〈A,XBXT 〉+ 〈C,X〉,
where 〈X,Y 〉 = tr(XTY ) is the trace inner product, and Πn the set of n× n permutation matrices.
Because of the very general form of the problem, it is not surprising that it is NP-complete (see for example §7.1.7
in [5]), which motivates the search for good approximations and bounds; see, e.g., the survey [12] and the book [5]
for an overview. In Section 2 we describe three such bounds, in both increasing complexity and strength. The first
is a projected eigenvalue bound, which was first introduced in [10], which, similar to the eigenvalue bound of [8], is
based on the eigenvalues of the data matrices. The second bound, a convex quadratic bound, then improves this bound
by adding a convex quadratic term to the objective, as introduced in [1] (see also [2, 3]). The third bound, which was
introduced in [20] and later reformulated in [16], is a semidefinite programming relaxation of the quadratic assignment
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problem. As it is the most complex computationally, it is natural to expect it to be stronger than the two other bounds,
which we prove in our first main result Theorem 2.3.
In Section 3 we then apply the three bounds to a discrete energy minimization problem. It was first described in
[17] as the problem of printing a particular shade of grade, by repeating the same tile of black and white squares in all
directions. Other applications from physics is the search for ground states of a two-dimensional repulsive lattice gas
at zero temperature ([19]), and more generally the Falicov-Kimball model ([7, 11]), which is relevant for modelling
valence fluctuations in transition metal oxides, binary alloys and high-temperature super-conductors ([19]).
To get a distribution as equal as possible, it is natural to view this as a problem of minimizing the energy between
repulsive particles on a grid. This problem can then be reformulated as a quadratic assignment problem, which allows
us to apply the three bounds of Section 2 to this problem. We will see in Proposition 3.4 and Proposition 3.5 that both
the projected eigenvalue bound, as well as the convex quadratic programming bound, coincide with an eigenvalue
bound for this problem introduced in [4]. Finally we do calculate the bounds for instances on different grid sizes, even
the semidefinite programming bound, despite its size, and prove this way optimality of certain grid arrangements. This
way we expand the results by Bouman, Draisma and Van Leeuwaarden [4].
In Part II of this paper we describe the technique we used to calculate the semidefinite programming bound, which
involves a symmetry reduction of the problem to a more manageable size.
2 Bounds for quadratic assignment problems
In this section we will consider three different bounds for QAPs, of increasing computational complexity. These are
then compared to each other in Section 2.4, and applied to an energy minimization problem in Section 3.
2.1 Projected eigenvalue bound
The first bound relevant for this paper is the projected eigenvalue bound, which was introduced in [10], a stronger
variant of the eigenvalue bound for QAP (see [8]), which is based on projecting the matrices into a space the same
dimension as the span of the permutation matrices.
Proposition 2.1 ([9],[10], cf. Prop. 7.23 in [5]). Let V be the n × (n − 1) matrix, of which the columns form an
orthonormal basis of the orthogonal complement of the all-ones vector e. Define A˜ = V TAV , B˜ = V TBV , and
collect their eigenvalues in the vectors λA˜ and µB˜ respectively. Set D =
2
nAee
TB. The projection bound for the
symmetric QAP(A,B) is given by
PB(A,B) := 〈λA˜, µB˜〉− + minϕ∈Sn
n∑
i=1
diϕ(i) − (e
TAe)(eTBe)
n2
,
where 〈x, y〉− = minϕ∈Sn
∑n
i=1 xϕ(i)yi. One then has PB(A,B) ≤ QAP (A,B).
One may calculate PB(A,B) by sorting λA˜ and µB˜ to compute 〈λA˜, µB˜〉− (see Proposition 5.8 in [5]) and solving
one linear assignment problem minϕ∈Sn
∑n
i=1 diϕ(i).
2.2 QP bound
The second bound we consider is a convex quadratic programming (CQP) bound, introduced in [1], which is based on
the same projection as the bound in Proposition 2.1. We will see that it is at least as good as the projected eigenvalue
bound. Here we relax X ∈ Πn to Xe = XT e = e and X ≥ 0, i.e. we optimize over doubly stochastic matrices
instead of permutation matrices.
Hadley, Rendl and Wolkowicz ([9],[10]) observed that every doubly stochastic matrix can be written as
X =
1
n
eeT + V Y V T ,
where V is the n × (n − 1) matrix of which the columns form an orthonormal basis of the orthogonal complement
of e, as before. We have V TV = In−1, V V T = In − 1neeT and Y = V TXV . As before, we set A˜ = V TAV and
B˜ = V TBV , and collect their eigenvalues in the vectors λA˜ and µB˜ .
In Section 3 of [1], Anstreicher and Brixius introduce the following CQP bound for quadratic assignment problems.
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Proposition 2.2 ([1]). Let A and B be symmetric matrices, and define
(S∗, T ∗) = arg max
{
tr(S + T ) : B˜ ⊗ A˜− I ⊗ S − T ⊗ I < 0
}
,
so the matrix Qˆ := B˜ ⊗ A˜− I ⊗ S∗ − T ∗ ⊗ I < 0 is positive semidefinite, and tr(S∗ + T ∗) = 〈λA˜, µB˜〉−. Then we
get a convex quadratic bound for QAP (A,B), which is at least as good as PB(A,B), by
QPB(A,B) := min
X≥0 doubly stochastic
X= 1n ee
T+V Y V T
y=vec(Y )
yT Qˆy + 〈λA˜, µB˜〉− +
2
n
tr (BJAX)− (e
TAe)(eTBe)
n2
.
In other words, one always has PB(A,B) ≤ QPB(A,B).
One may compute QPB(A,B) by solving a linear assignment problem to obtain Qˆ, and then solving a CQP in
O(n2) variables. For details, see Section 4 in [1].
2.3 SDP bound
The following semidefinite relaxation for QAP(A,B,C) was studied by Povh and Rendl [16], which is equivalent to
an earlier bound by Zhao, Karisch, Rendl and Wolkowicz [20]:
SDPQAP (A,B,C) := min 〈B ⊗A+ Diag(vec(C)), Y 〉 (2.1)
s.t. 〈In ⊗ Ejj , Y 〉 = 1 for j = 1, . . . , n,
〈Ejj ⊗ In, Y 〉 = 1 for j = 1, . . . , n,
〈In ⊗ (Jn − In) + (Jn − In)⊗ In, Y 〉 = 0,
〈Jn2 , Y 〉 = n2,
Y ∈ Dn2 = Sn2+ ∩Rn
2×n2
≥0 ,
where A,B,C ∈ Rn×n, A and B are symmetric, In and Jn are the identity and all-ones matrices respectively of
size n× n, Eij denotes the n× n matrix with a single one at position (i, j), and ⊗ the Kronecker product. We write
SDPQAP (A,B) if C = 0.
The bound SDPQAP (A,B,C) is expensive to compute, as it involves an SDP with doubly nonnegative matrices
of order n2 × n2.
2.4 Bound comparison
The three bounds PB(A,B), QPB(A,B) and SDPQAP (A,B) increase in computational complexity, hence we
would expect that the bounds do get better accordingly. As it turns out, we can show the expected order of the bound
quality.
Theorem 2.3. For symmetric matrices A and B we have
PB(A,B) ≤ QPB(A,B) ≤ SDPQAP (A,B) ≤ QAP (A,B).
Proof. The only inequality we have to show is QPB(A,B) ≤ SDPQAP (A,B), since the leftmost inequality was
shown in [1]. To do this, we introduce another SDP bound, which lies between QPB(A,B) and SDPQAP(A,B). Again
we start with the observation that for every doubly stochastic X we can always find an Y with
X =
1
n
eeT + V Y V T ,
where V is the n× (n− 1) matrix of which the columns form an orthonormal basis of the orthogonal complement of
the all one vector e. Set y = vec(Y ). The idea of this bound is now to relax U = yyT to be a semidefinite matrix with
certain constraints. We also add a vector variable u with U − uuT < 0, which relaxes y = vec(Y ) itself.
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We can rewrite the objective function of the QAP at X = 1nee
T + V Y V T as:
tr(AXBXT ) = tr
(
A
(
1
n
eeT + V Y V T
)
B
(
1
n
eeT + V Y V T
)T)
= tr
(
1
n2
AeeTBeeT
)
+ tr
(
1
n
AeeTBV Y TV T
)
+ tr
(
1
n
AV Y V TBeeT
)
+ tr
(
1
n
AV Y V TBV Y TV T
)
= tr
(
A˜Y B˜Y T
)
+
2
n
tr
(
BJnAV Y V
T
)
+
1
n2
(eTAe)(eTBe)
= 〈B˜ ⊗ A˜, yyT 〉+ 2
n
vec
(
V TBJnAV
)T
y +
1
n2
(eTAe)(eTBe).
Thus we can write it as linear function of yyT and y, which we relax to U and u respectively. To make this bound
at least as good as the convex quadratic bound QPB(A,B), we have to add more conditions, which follow from
U = yyT = vec(V TXV )vec(V TXV )T . We have, for all 1 ≤ i, j ≤ n− 1, that
〈I ⊗ Eij , U〉 = tr
(
EijV
TXV IV TXTV
)
= tr
(
vjv
T
i X
(
I − 1
n
J
)
XT
)
= tr
(
vjv
T
i
)− 1
n
tr
(
vjv
T
i J
)
= tr
(
vTi vj
)− 1
n
tr
(
eT vjv
T
i e
)
= δij ,
and analogously we can show that 〈Eij ⊗ I, U〉 = δij as well. Finally, the property that X = 1neeT + V Y V T is
nonnegative is equivalent to (V ⊗ V )y ≥ − 1ne⊗ e. Thus we get a semidefinite programming relaxation of QAP by
SDPPB(A,B) := min 〈B˜ ⊗ A˜, U〉+ 2
n
vec(V TBJAV )Tu+
1
n2
(eTAe)(eTBe)
s.t.
(
1 uT
u U
)
< 0,
〈Eij ⊗ In−1, U〉 = δij ∀i, j = 1, . . . , n− 1,
〈In−1 ⊗ Eij , U〉 = δij ∀i, j = 1, . . . , n− 1,
(V ⊗ V )u ≥ − 1
n
e⊗ e.
We now want to show that SDPPB(A,B) ≥ QPB(A,B). For this let (U, u) be an optimal solution of
SDPPB(A,B). Then we construct a feasible solution forQPB(A,B) by setting y = u, since (V ⊗V )u+ 1neeT ≥ 0,
and thus X = 1nee
T + V Y V T ≥ 0 for vec(Y ) = y. The matrix X is doubly stochastic, since (e⊗ ei)T (V ⊗ V )u =
(eTV ⊗ eTi V )u = 0 and (ei ⊗ e)T (V ⊗ V )u = 0, so adding V Y V T to the doubly stochastic matrix 1neeT results in
another doubly stochastic matrix.
By the Schur complement theorem we know that U − uuT < 0, hence we have that
uT Qˆu ≤ 〈Qˆ, U〉
= 〈B˜ ⊗ A˜, U〉 − 〈I ⊗ S∗, U〉 − 〈T ∗ ⊗ I, U〉
= 〈B˜ ⊗ A˜, U〉 −
n−1∑
i,j=1
S∗ij〈I ⊗ Eij , U〉 −
n−1∑
i,j=1
T ∗ij〈Eij ⊗ I, U〉
= 〈B˜ ⊗ A˜, U〉 − tr(S∗)− tr(T ∗)
= 〈B˜ ⊗ A˜, U〉 − 〈λA˜, µB˜〉−.
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Thus we can compare the two bounds by
QPB(A,B) ≤ yT Qˆy + 〈λA˜, µB˜〉+
2
n
tr(BJAX)− 1
n2
(eTAe)(eTBe)
≤ 〈B˜ ⊗ A˜, U〉+ 2
n
tr(BJAX)− 1
n2
(eTAe)(eTBe)
= 〈B˜ ⊗ A˜, U〉+ 2
n
vec(V TBJAV )Tu+
1
n2
(eTAe)(eTBe)
= SDPPB(A,B).
Finally we want to show that SDPPB(A,B) is no better than the main SDP -bound SDPQAP (A,B) (2.1).
For this we split the n × n-matrix-variable Y of (2.1) into n2 blocks of size n × n, which we call Y (ij). We write
Y =
[
Y (ij)
]
1≤i,j≤n, and use similar notation for other block-matrices. By [16], Lemma 6, an Y ∈ Sn
2
+ , Y ≥ 0 is
feasible for (2.1) if and only if
(i) 〈In ⊗ (Jn − In) + (Jn − In)⊗ In, Y 〉 = 0,
(ii) tr
(
Y (ii)
)
= 1 ∀i, ∑ni=1 diag (Y (ii)) = e,
(iii) Y (ij)e = diag
(
Y (jj)
) ∀i, j,
(iv)
∑n
i=1 Y
(ij) = e diag
(
Y (jj)
)T
.
With these we can show that we get a feasible solution for SDPPB(A,B) from a feasible solution Y of
SDPQAP (A,B) by setting U = (V T ⊗ V T )Y (V × V ) and u = (V T ⊗ V T )y, which is the transformation to
a Slater-feasible variant of SDPQAP (see e.g. the thesis of Uwe Truetsch [18]). Similarly to Y , we can split U into
(n− 1)2 blocks of size (n− 1)× (n− 1), which we call U (ij). We get an explicit formula for these blocks in terms
of the Y (ij), if we see V ⊗ V as n(n − 1) blocks of size n × (n − 1), since then all block sizes are compatible with
multiplication.
U = (V T ⊗ V T )Y (V × V ),
= (V T ⊗ V T )
(
n∑
k=1
Y (ik)VkjV
)
1≤i≤n
1≤j≤n−1
,
=
(
n∑
l=1
VliV
T
n∑
k=1
Y (lk)VkjV
)
1≤i,j≤n−1
,
hence
U (ij) =
n∑
l,k=1
VliVkjV
TY (lk)V.
We can now use (i)-(iv) to derive some properties of U . First note that by (i) and (ii) we know that tr(Y (ij)) = δij ,
and by (ii) and (iii) that tr(Y (ij)J) = 1. Hence we see that
〈Eij ⊗ In−1, U〉 = tr(U (ij)),
= tr
 n∑
l,k=1
VliVkjV
TY (lk)V
 ,
=
n∑
l,k=1
VliVkjtr
(
Y (lk)
(
In − 1
n
Jn
))
,
=
n∑
l=1
VliVlj − 1
n
n∑
l,k=1
VliVkj ,
= vTi vj − 0 = δij .
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Similarly we can use
∑n−1
i=1 VliVki = (V V
T )lk = δlk − 1n , (i), (ii) and (iv) to show that
〈In−1 ⊗ Eij , U〉 =
(
n−1∑
i=1
U (ii)
)
ij
,
=
n−1∑
i=1
n∑
l,k=1
VliVkiV
TY (lk)V

ij
,
=
 n∑
l=1
V TY (ll)V − 1
n
n∑
l,k=1
V TY (lk)V

ij
,
=
(
V TV − 1
n
V TJV
)
ij
,
= (In−1 − 0)ij = δij .
To construct a feasible u with the objective value we need, we use that we can add Y − yyT < 0, y = diag(Y )
to (2.1) without changing the optimal value of SDPQAP . With an optimal solution (Y, y) we thus set (U, u) =(
(V T ⊗ V T )Y (V ⊗ V ), (V T ⊗ V T )y). With (ii) we see that
(V ⊗ V )u = (V ⊗ V )(V T ⊗ V T )y,
= (I − 1
n
J)⊗ (I − 1
n
J)y,
= y − 1
n
(J ⊗ I)− 1
n
(I ⊗ J) + 1
n2
Jy,
= y − 1
n
e ≥ − 1
n
e.
Since Y and Y − yyT are positive semidefinite, the matrices (V T ⊗ V T )Y (V ⊗ V ) = U and (V T ⊗ V T )(Y −
yyT )(V ⊗ V ) = U − uuT are positive semidefinite as well, and thus feasible for SDPPB(A,B). What remains to
be seen is that the objective values of the two programs are the same.
〈B˜ ⊗ A˜, U〉 = tr((V ⊗ V )(V T ⊗ V T )(B ⊗A)(V ⊗ V )(V T ⊗ V T )Y ),
= tr(((I − 1
n
J)⊗ (I − 1
n
J))(B ⊗A)((I − 1
n
J)⊗ (I − 1
n
J))Y ),
= tr((B ⊗A)(Y − 1
n
eyT )((I − 1
n
J)⊗ (I − 1
n
J))),
= tr((B ⊗A)(Y − 1
n
eyT − 1
n
yeT +
1
n2
J)),
= 〈B ⊗A, Y 〉 − 2
n
eT (B ⊗A)y + 1
n2
(eTAe)(eTBe),
and
2
n
vec(V TBJAV )Tu =
2
n
vec(V TBJAV )T (V T ⊗ V T )y,
=
2
n
vec(V V TBJAV V T )T y,
=
2
n
vec((I − 1
n
J)BJA(I − 1
n
J))T y,
=
2
n
vec(BJA)T y − 2
n2
vec(BJA)T (I ⊗ J)y
− 2
n2
vec(BJA)T (J ⊗ I)y + 2
n3
vec(BJA)TJy,
=
2
n
vec(BJA)T y − 2
n2
(eTAe)(eTBe),
6
Minimum energy configurations on a toric lattice as a quadratic assignment problem.
Part I: comparison of bounds
thus
〈B˜ ⊗ A˜, U〉+ 2
n
vec(V TBJAV )Tu+
1
n2
(eTAe)(eTBe) = 〈B ⊗A, Y 〉.
Here we used properties (i)-(iv), that vec(ABC) = (CT ⊗A)vec(B) and that A and B are symmetric.
Hence we have
QPB(A,B) ≤ SDPPB(A,B) ≤ SDPQAP (A,B)
and the theorem follows.
Remark 2.4. While it was expected that SDPQAP (A,B), which has O(n4) linear inequality constraints, is better
than the projected eigenvalue bound PB(A,B), it was less so for the bound SDPPB(A,B) introduced during the
proof of Theorem 2.3, since it only has O(n2) linear inequality constraints.
3 Energy minimization on a toric grid as QAP
We generalize a problem described by Taillard in [17], which models the problem of printing a certain shade of grey
with only black and white squares (”pixels”). An example of these problems is included in the QAPLIB dataset [6],
namely Tai64c.
The goal is to print a particular shade of grey with a given density m/n (ratio of black to total squares), which is
done by repeating a grid of n = n1×n2 square cases, exactlym of which are black. We want the cases to be as regular
as possible, so it is natural to model this as an energy minimization problem, with repulsive particles corresponding
to the black squares. If we have two cases at locations (x1, y1) and (x2, y2) ∈ [n1] × [n2], the force between them is
inverse to their distance squared, where the distance is given by the shortest path metric on the toric grid. We use this
grid, since we wish to tile the plane with the n1 × n2-rectangles, as can be seen in Figure 1.
f(x1,y1),(x2,y2) =
1
dLee((x1, y1), (x2, y2))
,
if the coordinates are different, where
dLee((x1, y1), (x2, y2)) = min(|x1 − x2|, n1 − |x1 − x2|) + min(|y1 − y2|, n2 − |y1 − y2|)
is the Lee distance, given by the shortest path metric on the toric grid. We set fi,i = 0.
Figure 1: Example of a n1×n2 = 8×8 grid tiling with m = 4, and the corresponding toric interpretation of the 8×8
grid.
We can then formulate this problem as QAP with matrices A,B ∈ Rn×n, indexed by grid points i = (xi, yi), j =
(xj , yj) ∈ [n1]× [n2],
Aij =
{
1, if i, j ≤ m
0, otherwise.
, Bi,j = fi,j = f(xi,yi),(xj ,yj).
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In the definition of A we compared a grid point to an integer m. The ordering of the grid points does not matter for the
optimal value or the symmetry reduction, so it is enough to assume that we have any fixed ordering of the indices, i.e.
we may associate [n] with [n1]× [n2] and will write [n] = [n1]× [n2] when convenient. The QAP therefore minimizes
the sum of all forces between m selected cases, given by the first m coordinates of the permuted B:
min
pi∈Sn
n∑
i,j=1
aijbpi(i)pi(j) = min
pi∈Sn
∑
i,j≤m
bpi(i)pi(j) = min
T⊆[n1]×[n2]
|T |=m
∑
a,b∈T
fa,b (3.1)
Note that the QAP has dimension n = n1 × n2, and its semidefinite relaxation has dimension n2, which is already
4096 on an 8× 8 grid.
To reduce the amount of cases one has to look at, we can show a that selecting the complement of an optimal
solution leads to another optimal solution.
Proposition 3.1. Consider a [n] = [n1]× [n2] grid, and a function f : [n]× [n] with f(i, j) = f(j, i). Then, if T ⊆ [n]
minimizes
min
T⊆[n1]×[n2]
|T |=m
∑
a,b∈T
fa,b,
then S = [n] \ T minimizes
min
S⊆[n1]×[n2]
|S|=n−m
∑
a,b∈S
fa,b.
Proof. We can rewrite the objective function as∑
a,b∈T
fa,b =
∑
a,b∈[n]
fa,b − 2
∑
a∈T
b/∈T
fa,b,
hence we have that
T = arg min
T⊆[n1]×[n2]
|T |=m
∑
a,b∈T
fa,b = arg max
T⊆[n1]×[n2]
|T |=m
∑
a∈T
b/∈T
fa,b
= arg max
T⊆[n1]×[n2]
|T |=n−m
[n] \
∑
a∈T
b/∈T
fa,b = arg min
T⊆[n1]×[n2]
|T |=n−m
[n] \
∑
a,b∈T
fa,b = [n] \ S.
3.1 Eigenvalue bound of Bouman, Draisma and Leeuwaarden
Problem (3.1) was considered before in [4], specifically for the case of the Lee-metric (shortest path length on the toric
grid), and m = n2 (which we can see as special case of our variant). They took a look at a different relaxation of the
problem, which they call fractional total energy
min xTBx (3.2)
s.t. xTx = xT e = m,
where Bi,j is the potential energy between coordinates i and j, as defined before. If x is the characteristic vector of
a subset of m coordinates, then it is exactly the potential energy of the set of particles. They identified the optimal
solutions of the relaxation in terms of the eigenvalues of B.
Proposition 3.2 (Proposition 2.5. in [4]). Let λmin be the smallest eigenvalue of B. Then the set of optimal solutions
of the fractional energy minimization problem (3.2) consists of all vectors of the form mn e+ y, where y belongs to the
eigenspace of B with eigenvalue λmin, is perpendicular to e, and satisfies yT y = m− m2n .
This proposition can be used to find lower bounds for the potential energy of a subset of coordinates, if one knows
the eigenvalues of B.
Corollary 3.3. Let λmin be the smallest eigenvalue of B, and λ1 the eigenvalue of B corresponding to e. Then the
following is a lower bound for the potential energy of m particles on a grid with n nodes:
λ1
m2
n
+ λmin
(
m− m
2
n
)
. (3.3)
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Proof. Since B is a circulant block-matrix of circulant matrices, e is an eigenvector of it. Let λ1 be its corresponding
eigenvalue. Furthermore, let x = mn e + y be an optimal solution of the fractional total energy as in Proposition 3.2.
Then its objective value is
xTBx =
(m
n
e+ y
)T
B
(m
n
e+ y
)
= λ1
m2
n2
eT e+ λ1y
T e+ λmine
T y + λminy
T y
= λ1
m2
n
+ λmin
(
m− m
2
n
)
.
3.2 Bound comparison
We now want to compare the eigenvalue bound with the QAP relaxations described last section, as well as the different
QAP relaxations for this specific case.
Proposition 3.4. The eigenvalue bound of [4], see (3.3), coincides with the projection bound for (3.1).
Proof. The matrix D is
D =
2
n
AeeTB = λ1
2
n
(m, . . . ,m︸ ︷︷ ︸
m times
, 0, . . . , 0)T eT ,
the matrix with entries λ1 2mn in the first m rows, and 0 otherwise. As such, the permutation ϕ does not influence the
result, and
min
ϕ
n∑
i=1
diϕ(i) = λ1
2m2
n
. (3.4)
We know that e is an eigenvector of B, hence we have
(eTAe)(eTBe)
n2
=
m2λ1n
n2
= λ1
m2
n
.
The matrix A has rank one, so A˜ has rank one as well. Since e is an eigenvector of B, B˜ has the same eigenvalues as
B, except for λ1, thus we get
〈λA˜, µB˜〉− = λmax(A˜)λmin(B˜) = tr(A˜)λmin.
The eigenvalue of A˜ is exactly
tr(A˜) = tr(V TAV ),
= tr(A)− 1
n
tr(AJ),
= m− m
2
n
.
Combining these, we see that the projection bound is the same as the eigenvalue bound:
PB(A,B) = 〈λA˜, µB˜〉− + minϕ
n∑
i=1
diϕ(i) − (e
TAe)(eTBe)
n2
= λ1
m2
n
+ λmin
(
m− m
2
n
)
.
So the eigenvalue bound is the same as the first of the QAP bounds, namely the bound PB(A,B). Furthermore,
even the convex quadratic bound cannot give us better bounds here, as we show now.
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Proposition 3.5. If A and B are of the forms
Aij =
{
1, if i, j ≤ m
0, otherwise.
, Bi,j = fi,j = f(xi,yi),(xj ,yj),
as defined for the energy minimization problem, then we have that
PB(A,B) = QPB(A,B),
where
PB(A,B) = 〈λA˜, µB˜〉− + minϕ
n∑
i=1
diϕ(i) − (e
TAe)(eTBe)
n2
QPB(A,B) = min
X≥0 doubly stochastic
X= 1n ee
T+V Y V T
y=vec(Y )
yT Qˆy + 〈λA˜, µB˜〉− +
2
n
tr (BJAX)− (e
TAe)(eTBe)
n2
,
where D = (dij) = 2nAJB and Qˆ is positive semidefinite, as defined before (see (2.1), (2.2)).
Proof. If we eliminate the terms which appear in both programs, we see that we want to show
min
ϕ
n∑
i=1
diϕ(i) = min
X≥0 doubly stochastic
X= 1n ee
T+V Y V T
y=vec(Y )
yT Qˆy +
2
n
tr (BJAX) .
By definition of D the two linear terms are equal, except that on the left we minimize over permutations, and on
the right over doubly stochastic matrices. Because the terms are linear, and doubly stochastic matrices are convex
combinations of permutations, the minima of the two linear terms are equal. Since Qˆ is positive semidefinite, we thus
want to find a doubly stochastic X = 1nJ +V Y V
T with yT Qˆy = 0, which minimizes the linear term. Earlier in (3.4)
we have seen that
n∑
i=1
diϕ(i) = λ1
2m2
n
∀ϕ,
and is thus the linear term is constant. Hence the term is also minimized for the average X = 1nJ of all permutations.
For this X we have Y = 1nV
TJV = 0, and consequently yT Qˆy = 0. Thus there is a feasible X of QPB(A,B) with
objective value PB(A,B), and the Proposition follows since QPB(A,B) ≥ PB(A,B).
Thus it makes sense to take a look at the SDP-bound for this kind of problem, if one wants to find stronger bounds.
3.3 Numerical comparison of the bounds
Here we compare the eigenvalue-bound with the SDP-bound for the energy minimization problems. The upper bounds
were found using simulated annealing. Calculating the SDP-bound directly is prohibitively slow, which is why we
symmetry reduced the problems first, as described in the second part of this paper. In [4] Bouman, Draisma and van
Leeuwaarden prove optimality for the checkerboard arrangement in the cases that n1 = n2 are even, and m = n1n22 .
This can be seen for the grid sizes we checked as well, but we do get some more proofs of optimality.
If one of the bounds is sharp, then we get a proof of optimality for these parameters. Furthermore, we can even
prove optimality in some cases even if the bound is not completely sharp, as explained in the following result.
Proposition 3.6. Let V = {v1, . . . , vk} be the set of unique entries of the matrix of potentialsB. The one-dimensional
shortest-vector-problem for these values is
r = min |s− t|
s.t. s, t ∈
{
x = 2
k∑
i=1
αivi | αi ∈ Z
}
s 6= t.
Let S be a subset of grid points with objective value T , and let p be the SDP-bound for the problem. If T − p < r,
then S is an optimal solution.
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Proof. Both the matrix A and the optimization variable X ∈ Πn of this QAP are symmetric 0/1-matrices, and
B is symmetric as well, with zeros on the main diagonal, which means that the objective value is of the form∑n
i,j,k,l=1AikBjlXijXkl =
∑n
i,j=1,i<j 2αijBij , where αij ∈ Z. Hence different objective values have to at least
differ by r.
For the inverse Lee-distance potential on a 6×6-grid the set V is {0, 1, 12 , 13 , 14 , 15 , 16}, and r = 2
(
1
6 +
3
5 − 34
)
= 130 ,
which is optimal since 30 is the least common denominator of the fractions in 2V . Similarly one finds r = 1210 for a
7× 7-grid, r = 1420 for a 8× 8-grid and r = 11260 on a 10× 10-grid. In the Tables 1,2, 3 and 4 we give the bounds for
square grids of sizes 6,7,8 and 10 respectively. As proven in Proposition 3.1, we only need to consider m ≤ n2 . Bold
font in the tables signify sharp bounds, in the sense of Proposition 3.6, which we then illustrate in Figures 2, 3, 4 and
5.
Note that we could find several new optimal configurations by computing the SDP bound SDPQAP (A,B), for
example the case m = 20 on a 10× 10 grid. We do not include results for the weaker SDP bound SDPPB(A,B) in
the tables, since these turned out to equal the projected eigenvalue bound for small instances. We do not know if these
bounds coincide in general, though.
Table 1: The bounds on a 6x6 grid
m PB(A,B) SDPQAP (A,B)
Upper bounds from
simulated annealing
1 -1.514815 0.000000 0.000000
2 -2.125926 0.333319 0.333333
3 -1.833333 1.349939 1.500000
4 -0.637037 2.999892 3.000000
5 1.462963 5.416640 5.666667
6 4.466667 8.599983 8.666667
7 8.374074 12.622685 13.000000
8 13.185185 17.407305 17.600000
9 18.900000 22.937178 23.466667
10 25.518519 29.212957 29.666667
11 33.040741 36.233780 36.666667
12 41.466667 44.000000 44.000000
13 50.796296 53.065277 54.366667
14 61.029630 62.959998 64.666667
15 72.166667 73.687450 75.500000
16 84.207407 85.273263 86.666667
17 97.151852 97.718432 98.666667
18 111.000000 111.000000 111.000000
Table 2: The bounds on a 7x7 grid
m PB(A,B) SDPQAP (A,B)
Upper bounds from
simulated annealing
1 -1.535637 0.000000 0.000000
2 -2.287844 0.333330 0.333333
3 -2.256623 1.243763 1.300000
4 -1.441972 2.723982 2.800000
5 0.156109 4.784851 4.866667
6 2.537619 7.533726 7.800000
7 5.702558 10.916369 10.966667
8 9.650926 15.043550 15.500000
9 14.382724 19.814560 20.366667
10 19.897950 25.325560 25.900000
11 26.196607 31.554779 32.166667
12 33.278692 38.455887 39.033333
13 41.144207 46.029212 46.733333
14 49.793151 54.274568 54.933333
15 59.225525 63.260772 64.433333
16 69.441328 73.172931 74.100000
17 80.440560 83.797024 85.200000
18 92.223221 95.162225 96.600000
19 104.789312 107.298752 109.033333
20 118.138832 120.154716 122.000000
21 132.271782 133.732016 134.866667
22 147.188160 148.029982 150.066667
23 162.887969 163.048746 165.700000
24 179.371206 179.371185 182.266667
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Table 3: The bounds on a 8x8 grid
m PB(A,B) SDPQAP (A,B)
Upper bounds from
simulated annealing
1 -1.670238 0.000000 0.000000
2 -2.654762 0.249994 0.250000
3 -2.953571 1.014038 1.133333
4 -2.566667 2.266433 2.266667
5 -1.494048 4.062460 4.233333
6 0.264286 6.435304 6.583333
7 2.708333 9.423375 9.666667
8 5.838095 12.965443 13.000000
9 9.653571 17.078833 17.442857
10 14.154762 21.749475 22.126190
11 19.341667 26.990007 27.628571
12 25.214286 32.848535 33.666667
13 31.772619 39.445606 40.352381
14 39.016667 46.636662 47.350000
15 46.946429 54.421402 54.950000
16 55.561905 62.799758 63.076190
17 64.863095 71.971752 72.921429
18 74.850000 81.768179 83.023810
19 85.522619 92.238774 93.535714
20 96.880952 103.368587 104.300000
21 108.925000 115.126506 116.114286
22 121.654762 127.522322 128.483333
23 135.070238 140.541217 141.719048
24 149.171429 154.193846 155.514286
25 163.958333 168.487184 170.390476
26 179.430952 183.448522 185.711905
27 195.589286 199.055388 201.416667
28 212.433333 215.278915 217.333333
29 229.963095 232.135382 234.083333
30 248.178571 249.661718 251.083333
31 267.079762 267.846258 268.750000
32 286.666667 286.666665 286.666667
m = 1 m = 2 m = 4
m = 12 m = 18
Figure 2: Optimal arrangements on a 6× 6 grid
m = 1 m = 2
Figure 3: Optimal arrangements on a 7× 7 grid
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Table 4: The bounds on a 10x10 grid
m PB(A,B) SDPQAP (A,B)
Upper bounds from
simulated annealing
1 -1.716889 0.000000 0.000000
2 -2.883429 0.199988 0.200000
3 -3.499619 0.811542 0.904762
4 -3.565460 1.807631 1.809524
5 -3.080952 3.233819 3.333333
6 -2.046095 5.131049 5.233333
7 -0.460889 7.479826 7.700000
8 1.674667 10.307204 10.355556
9 4.360571 13.579004 13.800000
10 7.596825 17.298929 17.433333
11 11.383429 21.467188 21.876190
12 15.720381 26.234485 26.679365
13 20.607683 31.472262 32.029365
14 26.045333 37.183990 37.744444
15 32.033333 43.378553 44.096825
16 38.571683 50.037058 50.736508
17 45.660381 57.183049 57.922222
18 53.299429 64.786226 65.342857
19 61.488825 72.867194 73.285714
20 70.228571 81.428359 81.428571
21 79.518667 90.810097 91.739683
22 89.359111 100.699416 102.068254
23 99.749905 111.093201 112.648413
24 110.691048 121.990693 123.492857
25 122.182540 133.400133 134.938889
26 134.224381 145.304277 146.824603
27 146.816571 157.729721 159.401587
28 159.959111 170.652552 172.295238
29 173.652000 184.080092 185.607937
30 187.895238 198.017798 199.388095
31 202.688825 212.458779 214.014286
32 218.032762 227.417991 228.861111
33 233.927048 242.967654 244.254762
34 250.371683 259.050406 260.466667
35 267.366667 275.649622 277.788889
36 284.912000 292.759839 295.125397
37 303.007683 310.386054 312.823810
38 321.653714 328.520878 331.160317
39 340.850095 347.242354 349.413492
40 360.596825 366.466726 368.701587
41 380.893905 386.186323 389.195238
42 401.741333 406.463567 410.162698
43 423.139111 427.236004 431.381746
44 445.087238 448.524441 452.888889
45 467.585714 470.378907 474.000000
46 490.634540 492.906204 496.033333
47 514.233714 515.926534 518.650000
48 538.383238 539.531651 541.466667
49 563.083111 563.667331 564.800000
50 588.333333 588.332003 588.333333
m = 1 m = 2
m = 4 m = 32
Figure 4: Optimal arrangements on a 8× 8 grid
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m = 1 m = 2
m = 4 m = 20
m = 50
Figure 5: Optimal arrangements on a 10× 10 grid
4 Conclusion
We have compared three different bounds for the quadratic assignment problem in Theorem 2.3, showing that the
bounds get better with their complexity. We have then applied and compared the bounds on an energy minimization
problem, proving new cases of optimality by computing the SDP bound from [20].
In the second part of this paper we go into detail on the symmetry reduction of the SDP bound [20] for the energy
minimization problem. It is based on Permenter and Parrilo’s Jordan reduction method (see [13, 14]), which we
extended to include optimization over the (non-symmetric) doubly nonnegative cone, and allows for polynomial time
numeric symmetry reduction in the size of the original matrices.
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