Submodular function minimization (SFM) is a fundamental and efficiently solvable problem class in combinatorial optimization with a multitude of applications in various fields. Surprisingly, there is only very little known about constraint types under which SFM remains efficiently solvable. The arguably most relevant non-trivial constraint class for which polynomial SFM algorithms are known are parity constraints, i.e., optimizing only over sets of odd (or even) cardinality. Parity constraints capture classical combinatorial optimization problems like the odd-cut problem, and they are a key tool in a recent technique to efficiently solve integer programs with a constraint matrix whose subdeterminants are bounded by two in absolute value.
Introduction
Submodular function minimization (SFM) is a central combinatorial optimization problem with numerous applications in many fields, including speech analysis, image segmentation, combinatorial optimization, and integer programming (see [23, 20, 14, 3, 1] and references therein). Its high relevance is explained by the fact that submodular functions characterize the diminishing returns property, which is a very natural property of set functions appearing in various contexts. More precisely, a set function f : 2 N → R on a finite ground set N is submodular if f (A ∪ {e}) − f (A) ≥ f (B ∪ {e}) − f (B) ∀A ⊆ B ⊆ N, e ∈ N \ B . 1 Typical examples of submodular functions include valuation functions in economics, cut functions, matroid rank functions, the Shannon entropy of joint distributions, and coverage functions, just to name a few.
A cornerstone result in Combinatorial Optimization, known since the early '80s, is that SFM is efficiently solvable, only assuming value oracle access to the submodular function [11] , which is the usual model in the field and assumed throughout this paper. Typically, results on SFM easily carry over to lattices, implying that efficient SFM is possible over any lattice of the ground set. 2 Since the early results on SFM, there has been exciting progress on the subject with some recent impressive speedups in the best-known running times for solving SFM [5, 22, 15, 16, 19, 3] .
Unfortunately, the picture is much less satisfactory for constrained SFM. A canonical extension of the unconstrained case is obtained by only considering non-empty sets, a problem that can easily be reduced to unconstrained SFM by guessing one element of an optimal solution. Another relatively direct extension that includes the case of non-empty sets is that SFM is efficiently solvable over intersecting or crossing set families (see [23, Volume B] ). 3 Surprisingly, very little is known beyond these relatively direct extensions.
In particular, Grötschel, Lovász, and Schrijver [11] (see also [12, 13] ) showed that SFM can be solved efficiently over all odd or even sets. This extended a well-known earlier result by Padberg and Rao [21] , showing that minimum odd cuts can be found efficiently, and also a later extension by Barahona and Conforti [2] to even cuts. More precisely, Grötschel, Lovász, and Schrijver [12] show that SFM can be solved efficiently over any family of sets F ⊆ 2 N that is a triple family, which they define as follows: For any A, B ⊆ N , if three of the four sets A, B, A ∪ B, and A ∩ B are not in F, then all four sets are not in F. One can easily check that all even or odd sets indeed form a triple family. The most general constraint family under which SFM is known to be efficiently solvable was introduced by Goemans and Ramakrishnan [9] . They showed that SFM can be efficiently solved over a generalization of triple families, which they called parity family. A set family F ⊆ 2 N is a parity family if for any pair of sets A, B ⊆ N, A, B ∈ F, either both of A ∪ B and A ∩ B are in F, or none of the two.
The difficulty in identifying relevant constraint classes under which SFM can be done efficiently is partially explained by the fact that SFM can quickly become very hard, even under constraint types for which other problems, like submodular maximization, can still be solved approximately. More precisely, Svitkina and Fleischer [24] showed that even with a single cardinality lower bound, monotone SFM is impossible to approximate in the oracle model up to a factor o( n /log n), where n := |N | is the size of the ground set.
The goal of this work is to present a new natural constraint class under which efficient submodular minimization is possible, and which is motivated by recent progress in linear integer programming with 1 For more information on submodular functions, we refer the interested reader to [23, 20, 7] . 2 A lattice L ⊆ 2 N over a ground set N is a set family that is closed under unions and intersections, i.e., for any A, B ∈ L, we have A ∪ B, A ∩ B ∈ L. Whenever a lattice is given, we make the standard assumption that it is given by a compact encoding in terms of a digraph (see [13, Section 10.3] ). 3 Generalized Congruency-Constrained Submodular Minimization (GCCSM): Let f : L → Z be a submodular function defined on a lattice L ⊆ 2 N , and let m ∈ Z >0 . Moreover, let k ∈ Z >0 , S 1 , . . . , S k ⊆ N and r 1 , . . . , r k ∈ {0, . . . , m − 1}. The task is to find a minimizer of
In particular, (GCCSM) captures the t-Set Even-Cut Problem and t-Set Odd-Cut Problem defined in [8] . There, one is given a constant t, an undirected graph G = (V, E), and sets T 1 , . . . , T t ⊆ V ; the task is to find a cut S ⊆ V with a minimum number of edges |δ(S)| among all cuts whose intersection with each of the T i is even or odd, respectively. Geelen and Kapadia present a randomized algorithm for the t-Set Even-Cut Problem, based on an adaptation of Karger's contraction algorithm [17, 18] , and they raise the following open questions which we address through our work:
(i) They ask about a deterministic procedure for the t-Set Even-Cut problem, which they mention as one of the main shortcomings of their approach. As noted in [8] , Conforti and Rao [4] found an efficient deterministic algorithm for the 1-Set Even-Cut Problem. However, even for the 2-Set version, no deterministic procedure is known.
(ii) They raise the question about the complexity of the Odd-Cut problem, stating that the method of Padberg and Rao [21] for finding an odd cut extends to the 2-Set Odd-Cut setting; however, even for the 3-Set Odd-Cut problem, the complexity remains open.
The main technical contribution of this paper is to introduce a new approach based on techniques from Combinatorics and Number Theory to analyze a natural algorithm for (CCSM) and (GCCSM).
Our results
We start by stating the implications of our techniques on (CCSM) and (GCCSM), and provide an overview of the techniques in Section 1.2. Our main result for (CCSM) is the following.
Theorem 1.
For any m ∈ Z >0 that is a prime power, (CCSM) can be solved in time n 2m+O (1) .
Hence, we can efficiently solve (CCSM) for any modolus m that is a prime power bounded by a constant. Notice that an upper bound on m is required to obtain an efficient algorithm. Indeed, in particular if m = n := |N |, the congruency constraint simply models a cardinality constraint. However, as mentioned in the introduction, SFM subject to a cardinality constraint is impossible to approximate up to any factor o( n /log n) in the oracle model. It is not hard to observe that this implies that even for any ǫ > 0, (CCSM) with modulus m = Ω(n ǫ ) cannot be solved exactly in polynomial time.
Our key contribution, which leads to Theorem 1, is a connection of the correctness of a natural procedure, which we introduce in Section 1.2, and the non-existence of certain set systems. To disprove the existence of such set systems, we employ tools from Combinatorics and Number Theory, in particular Fermat's Little Theorem. A main advantage of our techniques is that they are very versatile, and allow in particular for an adaptation to (GCCSM), leading to the following result.
Theorem 2. For any m ∈ Z >0 that is a prime power, (GCCSM) can be solved in time n 2km+O (1) .
Notice that Theorem 2 solves the two open questions by Geelen and Kapadia [8] mentioned in the introduction.
Overview of main steps of our technique
We start by stating a natural algorithm, Enum(d) highlighted below, that we use to derive both of our main results, Theorem 1 and Theorem 2. Our algorithm is parameterized by an integer d ∈ Z >0 , which we call the depth of the algorithm. Its input is a value oracle for a submodular function f : L → Z defined on a lattice L ⊆ 2 N , and a family F ⊆ 2 N , capturing additional constraints we want to satisfy. In particular, for (CCSM) we have F = {S ⊆ N | |S| ≡ r (mod m)}, and for (GCCSM), the set F is given by
We assume that F is given by a membership oracle, which can be queried for any set S ⊆ N , and returns whether S ∈ F.
The algorithm is a natural extension of a procedure suggested in [9] , which corresponds to Enum(1). Notice that Enum(d) is clearly a polynomial time algorithm for any constant depth d. However, depending 
Let S be the family of all computed minimal minimizers for all pairs of A and B.
2. Return a set S ∈ S of minimum value among all sets in S ∩ F.
on the structure of the constraint set F, and the choice of d, the above algorithm may fail to return a set in F with minimum submodular value. In particular, it may even happen that no feasible solution is found, i.e., S ∩ F = ∅. In the following, we show the main steps that we used to derive our main result for (CCSM), i.e., Theorem 1. In Section 4, we show how to extend the results to (GCCSM).
To analyze the correctness of Enum(d) for (CCSM), we show that if Enum(d) fails to return an optimal solution to (CCSM), then this implies the existence of a set system with the following properties. For brevity, we call a set system satisfying these properties an (m, d)-system.
Let N be a finite ground set, and let m, d ∈ Z >0 . We say that a set system
The following theorem formalizes a crucial link between (m, d)-systems and correctness of Enum(d), and reduces the correctness of Enum(d) to a purely combinatorial question. Notice that Theorem 4 does not depend on the lattice L underlying the (CCSM) problem. For specific lattices L ⊆ 2 N , the above conditions can be slightly weakened. In particular, it suffices to consider a weaker definition of (m, d)-systems, where H needs to be a subfamily of L. Section 2 provides further details on this. However, for the congruency constraints we consider, we do not need the weaker requirements for specific lattices, and we thus decided to avoid these details here in the interest of simplifying the presentation.
Finally, our approach is completed by deriving the following result, which completes the last step of our proof, and, together with Theorem 4, implies Theorem 1. It remains open whether the above theorem holds even for m not being a prime power. In particular, our results imply that if one can show that there is no (m, m − 1)-system for any m ∈ Z >0 , then (CCSM) can be solved efficiently for any m = O(1).
Organization of the paper
In Section 2, we show how the correctness of Enum(d) can be reduced to the non-existence of (m, d)-systems, thus proving Theorem 4. Section 3 shows Theorem 5, the non-existence of (m, m − 1)-systems for m being a prime power. The techniques presented in Section 3 comprise a general framework based on results from Combinatorics and Number Theory to disprove existence of certain types of set systems.
In Section 4, we show how these techniques can be extended to (GCCSM), thus implying our main result for (GCCSM), Theorem 2. Section 5 identifies a combinatorial barrier to our proof techniques that makes it hard to extend them beyond m being a prime power, and may prove helpful for exploring alternative directions to deal with composite numbers. Sections 6 and 7 contain proofs of some auxiliary results, and Section 8 shows that our choice of the depth d of Enum(d) is smallest possible for the problems we consider.
2 Reducing correctness of Enum(d) to properties of set systems
The main goal of this section is to prove Theorem 4. In fact, we show a slight strengthening, which allows us to derive results for (GCCSM), and may lead to further applications for constraints beyond congruency constraints. For this we generalize the notion of (m, d)-system to the notion of an (F, d)-system, where the role of all sets of cardinality r mod m is replaced by a general constraint family F ⊆ 2 N on N . Moreover, we will be explicit about the underlying lattice, which leads to stronger statements that may be helpful for extending our results to further contexts.
Using the notion of (F, d)-systems, we can now define the following strengthening of Theorem 4, where for any set family F ⊆ L defined on a lattice L, we denote by comp(F) the complement family, i.e., comp(F) := {N \ F | F ∈ F}, which we will interpret as a subfamily of the lattice comp(L). We start by observing that Theorem 7 indeed implies Theorem 4.
Proof of Theorem 4. Consider a (CCSM) problem min{f (S) | S ∈ L, |S| ≡ r (mod m)}. Hence, the set family F over which we want to minimize the function f is given by
and its complement family is therefore 
Proof of Theorem 7
We start by stating a key property of set systems F ⊆ L that is crucial in our analysis to show that Enum(d) returns an optimal solution. This is an extension of a property used in [9] for parity constraints. 
We now prove Theorem 7 in two steps. First, we show that if a set system F and its complement are d-good, then our algorithm will return an optimal solution. Conversely, if a constraint set F is not d-good, then we can derive the existence of an (F, d)-system out of it as shown by the following lemma, which, together with Lemma 9, immediately implies Theorem 7, as desired.
The proof strategies for Lemma 9 and Lemma 10 are heavily inspired by an approach presented in [9] . Their proofs can be found in Section 6.
3 Disproving the existence of (m, m − 1)-systems
In this section we prove Theorem 5, i.e., that no (m, m − 1)-system exists for m being a prime power. To this end, we present a variety of techniques to transform set systems into more structured ones. Using those transformations, we show that any (m, m − 1)-system, for m = p α being a prime power, could be transformed into a (p, 1)-system H, on a possibly different ground set, such that each set H ∈ H is in the same congruence class with respect to mod p, i.e., there is an r ∈ {0, . . . , p−1} with |H| ≡ r (mod p) for all H ∈ H. Such systems can quite easily be seen not to exist, which is shown by the next lemma. Notice that the lemma does not depend on p being a prime or prime power; only the transformations we introduce later depend on this.
Lemma 11. Let N be a finite set. There is no non-empty intersection-closed set system H ⊆ 2 N , and
Proof. Assume for the sake of contradiction that there exists a set system H ⊆ 2 N with the properties stated in the lemma. We first observe that we can assume without loss of generality that r = 0. Indeed, by introducing p − r new elements that we add to N and every set in H, a new set system is obtained that fulfills the properties of the lemma with r = 0. Because N = H∈H H, we can compute |N | by the inclusion-exclusion principle:
However, when considering the above equation modulo p, a contradiction arises because each set F ∈F F on the right-hand side is contained in H, as H is intersection-closed, and thus | F ∈F F | ≡ 0 (mod p); this implies that the right-hand side is 0 mod p, which contradicts |N | ≡ 0 (mod p).
To illustrate some of our techniques, we first present a transformation of sets systems that proves Theorem 5 for m being a prime. Later, in Section 3.2, we introduce a general framework of set transformations, which we can use, as we will show in Section 3.3, to handle prime powers. Moreover, the versatility of these set transformations also allows us to extend our results to (GCCSM), which we show in Section 4.
Set transformations and inexistence of (m, m − 1)-systems for m prime
To prove that no (m, m − 1)-system exists for m prime, assume for the sake of contradiction that there is an (m, m − 1)-system F ⊆ 2 N . Notice that without loss of generality we can assume that |N | ≡ 0 (mod m), and consequently |F | ≡ 0 (mod m) for F ∈ F. Indeed, if |N | ≡ r (mod m), then we can construct a new set system by introducing m − r new elements which get added to the ground set N and also to every set in F. One can easily observe that this leads to another (m, m − 1)-system with |N | ≡ 0 (mod m).
Our goal is now to transform F into a new set system, on a different ground set W , such that the cardinality of each set changes in a well-defined way. More precisely, we want that a set of cardinality x gets transformed into a set of cardinality g(x) = x m−1 . For m being prime, Fermat's Little Theorem implies x m−1 ≡ 1 (mod m) for any x ≡ 0 (mod m). Hence, such a transformation would have the desired effect that any set F ∈ F will be transformed to a set in the same congruence class; moreover, the cardinality of the image of the ground set would remain 0 (mod m). Furthermore, for the resulting system to be an (m, 1)-system, we need two additional properties: First, each element of the new ground set needs to be contained in at least one transformed set, and additionally, the transformed system needs to retain the property of being intersection-closed.
We now describe how a set transformation G : 2 N → 2 W with the properties described above can be obtained. The new ground set is
Moreover, a set S ⊆ N gets transformed into the set
Clearly, the cardinality of the transformed set G(S) is |G(S)| = |S| m−1 . Hence, the change of cardinalities is indeed described by the function g(x) = x m−1 , as desired. Hence, if we look at the transformed set system G(F) := {G(F ) | F ∈ F} ⊆ 2 W on the new ground set W , we have
Finally, G(F) is an (m, 1)-system, as each element (e 1 , . . . , e m−1 ) ∈ W is covered by a set in G(F) due to the following. Because F is an (m, m − 1)-system, there is a set F ∈ F such that {e 1 , . . . , e m−1 } ⊆ F , and hence (e 1 , . . . , e m−1 ) ∈ G(F ). Hence, G(F) is a (m, 1)-system with all sets in G(F) being in the same congruence class mod m, which, by Lemma 11, does not exist and thus leads to the desired contradiction. This disproves the existence of (m, m − 1)-systems for m being a prime, and implies via Theorem 4 that our enumeration procedure works for prime moduli. Whereas the above product space transformation was enough to deal with prime moduli and allowed for highlighting several important ideas, we need more involved transformations to deal with prime powers and (GCCSM). In the next section, we therefore formalize and discuss in more generality a large class of cardinality transformations g that can be achieved, and how they can be combined.
A general framework based on set transformations
We start by formalizing the idea of a transformation that changes the cardinality of a set S in a well-defined way by some function g and will also maintain the intersection-closed property, analogous to the transformation described in Section 3.1. Moreover, the notion of the level of g, which we also define below, allows us to give a simple condition to guarantee that elements in the new ground set remain covered by transformed sets.
Definition 13. A map g : Z ≥0 → Z ≥0 is a cardinality transformation function if for every finite set N , there is a finite set W and a map G :
, we say that g is of level ℓ if G can be chosen such that for every w ∈ W , there exists a set S ⊆ N with |S| ≤ ℓ such that w ∈ G(S). In this case we call G a set transformation of level ℓ.
We call G a g-realizing set transformation for the ground set N . Conversely, g is called the cardinality transformation function corresponding to G.
Notice that property (iii) implies that for any intersection-closed family F ⊆ 2 N , its image G(F) is as well intersection-closed. Furthermore, a set transformation function is always monotone, i.e.,
Moreover, we recall that we want to find a set transformation G that would transform an (m, m − 1) system, for m being a prime power, to a system with the properties stated in Lemma 11, which leads to a contradiction by the same lemma. Hence, we want to find a set transformation G such that the transformed set system still covers the ground set. For this, observe that by applying a set transformation of level ℓ to any set system F ⊆ 2 N satisfying that for any U ⊆ N with |U | ≤ ℓ, there is a set S ∈ F such that U ⊆ S, a new set system that covers the whole ground set is obtained. To better quantify this property in a way that allows us later to combine several set transformations, we introduce the notion of a k-covering set system.
Hence, any (m, d)-system (and also any (F, d)-system) is a d-covering set system by definition. Moreover, a 1-covering set system is a system covering the whole ground set. The following observation highlights how the coverage of a set system changes through set transformations of a certain level.
Lemma 15. Let F ⊆ 2 N be a k-covering set system, and let G be a set transformation of level
Proof. Let W = G(N ) be the ground set of the transformed set system G(F), and let U ⊆ W with |U | ≤ ⌊ k ℓ ⌋. We have to show that there is a set Y ∈ G(F) with U ⊆ Y . Because G is of level ℓ, for each element u ∈ U there is a set S u ⊆ N with |S u | ≤ ℓ and u ∈ G(S u ). Notice that S := u∈U S u has thus size at most |S| ≤ ℓ|U | ≤ k. Because F is k-covering, there exists X ∈ F with S ⊆ X. We finish the proof by showing that for Y = G(X) we indeed have U ⊆ Y , which holds because we have that for all u ∈ U ,
where we use monotonicity of G on the sets X ⊇ S ⊇ S u , and the fact that u ∈ G(S u ).
In summary, the following provides a sufficient condition to disprove the existence of an (m, m − 1)-system. 
Proof. With the goal of deriving a contradiction, assume that there exists both a cardinality transformation function as stated in the theorem and an (m, d)-system H ⊆ 2 N on some finite ground set N . Let r ∈ {0, . . . , m − 1} be such that |N | ≡ r (mod m). Notice that we can assume r = 0, because if r = 0, then we can add m − r new elements to N and each set in H, thus obtaining an (m, d)-system on a larger ground set with r = 0. Hence, assume r = 0. The theorem now follows by observing that G(H), where G is a g-realizing set transformation for N of level d, is a set system system fulfilling the conditions of Lemma 11, which is impossible by the same lemma. Notice that the fact of G(H) covering the whole transformed ground set G(N ) follows by Lemma 15, as any (m, d)-system is by definition d-covering, and G is of level d.
The following two lemmas present a large class of cardinality transformation functions with low level. In Section 3.3, we will see that this class is rich enough to disprove the existence of (m, m − 1)-systems for m being a prime power via Theorem 16.
Lemma 17. The following cardinality transformation functions
Proof. Throughout this proof, let N be an arbitrary finite ground set. We have to show that there is a g-realizing cardinality transformation function G for N of the claimed level.
(i) Let W be a set of cardinality k, and we define G(S) = W for every S ⊆ N . One can easily verify that G is a g-realizing cardinality transformation function for g(x) = k; moreover, it has level 0 since
The existence of such a cardinality transformation function was shown in our example in Section 3.1, where k corresponds to m − 1. (iii) For a finite set A and a ≥ 1, we denote by A a the family of all subsets of A of cardinality a. The transformed ground set W = G(N ) is set to be W = N k , and we define G : 2 N → 2 W to be G(S) = S k , i.e., this is the family of all subsets of size k of elements in S, also called k-subsets of S. This G clearly fulfills G(N ) = W and |G(S)| = g(S) for all S ⊆ N . Moreover, for S, T ⊆ N , we have G(S)∩G(T ) = {all k-subsets of S}∩{all k-subsets of T } = {all k-subsets of S ∩ T } = G(S∩T ) . 4 We employ the usual convention that
Finally, the level of G is indeed k, because any w ∈ W corresponds to a k-subset of N , i.e., w = {e 1 , . . . , e k } ⊆ N , and we have G({e 1 , . . . , e k }) = {w}. Proof. Let N be a finite ground set, and let G i : 2 N → 2 W i for i ∈ {1, 2} be a g i -realizing set transformation of level ℓ i . Moreover, we choose the sets W 1 = G 1 (N ) and W 2 = G 2 (N ) to be disjoint. We claim that
where the second equality follows from G i (S) ⊆ W i for i ∈ {1, 2} and W 1 and W 2 were chosen to be disjoint. Furthermore, for any S, T ⊆ N , we have
again exploiting disjointness of images with respect to G 1 and G 2 , and the fact that G 1 and G 2 fulfill the intersection property of set transformations. Finally, G is indeed of level max{ℓ 1 , ℓ 2 }, because for any element w ∈ W 1 ∪ W 2 there is an i ∈ {1, 2} such that w ∈ W i , and due to the fact that G i is of level ℓ i , there exists a set S ⊆ N with |S| ≤ ℓ i and w ∈ G i (S) ⊆ G(S).
By combining Lemma 17 and Lemma 18, we obtain the following. 
is a cardinality transformation function of level k.
Theorem 16 together with the existence of a rich set of cardinality transformation functions of low level, as stated by the above corollary, lead to a general approach to disprove the existence of (m, d)-systems in a concise way. Moreover, the approach can be adjusted to further settings, as we will see in Section 4, when talking about (GCCSM).
In particular, the proof of why no (m, m − 1)-system exists for m being prime can now be rephrased as follows in a concise way. By Corollary 19 (or even just by Lemma 17) the function g(x) = x m−1 is a cardinality transformation function of level m − 1; moreover, it has property (1) stated in Theorem 16 for p = m, due to Fermat's Little Theorem. Thus, by Theorem 16, an (m, m − 1)-system, for m prime, does not exist, which, by Theorem 4, implies that Enum(m − 1) returns an optimal solution to any (CCSM) problem with modulus m, as desired.
Proof of Theorem 5
To disprove the existence of an (m, m − 1)-system for m = p α being a prime power, we consider the following cardinality transformation function of level m − 1, whose existence is guaranteed by Corollary 19:
To show that g fulfills the conditions of Theorem 16, we use the following basic property of binomial coefficients over a field F p for p prime. For completeness, we provide a proof of the lemma in Section 7.
Lemma 20. Let p be a prime, and let a, b ∈ Z ≥0 and α ∈ Z ≥1 with b < p α . Then, it holds that
Lemma 21. Let m = p α be a prime power. Then, the function g defined by (2) fulfills property (1), i.e., for x ∈ Z we have
Proof. Let x ∈ Z. Due to Lemma 20, we have g(x) = g(x mod m). Hence, we can assume x ∈ {0, . . . , m − 1}. For x = 0 we clearly have g(x) = 0. Thus, assume x ∈ {1, . . . , m − 1}, and it remains to show g(x) ≡ 1 (mod p), which holds due to
Combining the results of Lemma 21 and Theorem 16, we obtain that for any prime power m = p α , there does not exist an (m, m − 1)-system, which finishes the proof of Theorem 5.
Extension to (GCCSM)
The methods for proving Theorem 2, which states polynomial time solvability of (GCCSM) for prime power moduli, closely follow those presented above for (CCSM). As before, we establish a link between failure of the algorithm Enum(d) and set systems with certain properties. While this link lead to (m, d)-systems for (CCSM) problems, we need the more general notion of (m, k, d)-systems for (GCCSM).
Definition 22 ((m, k, d)-system (with respect to (S 1 , . . . , S k ) on N )). Let N be a finite ground set, let m, k, d ∈ Z >0 , and let S 1 , . . . , S k ⊆ N . We say that a set system H ⊆ 2 N is an (m, k, d)-system (with respect to (S 1 , . . . ,
) ∀H ∈ H, and (iii) for any S ⊆ N with |S| ≤ d, there is a H ∈ H with S ⊆ H.
Note that property (iii) precisely states that every (m, k, d)-system is d-covering. Using the tools developed in Section 2, we can immediately prove the following analogon to Theorem 4, thus reducing correctness of Enum(d) to a combinatorial question about existence of (m, k, d)-systems. 
so comp(F) has the same form as F, and is therefore also an (m, k, d)-system.
The previous theorem implies that in order to prove Theorem 2, it remains to show that no (m, k, d)-systems exist for m being a prime power and some d = km + O(1). This is the content of the following theorem.
Theorem 24. For m ∈ Z >0 being a prime power, there is no (m, k, k(m − 1))-system.
The idea for proving Theorem 24 is to assume existence of an (m, k, k(m − 1))-system and apply set system transformations to obtain more structured systems. More precisely, our proof involves two transformations. First, we apply a transformation very similar to the one given in (2) that we used in the proof of Theorem 5. Through this transformation, we obtain a well-structured (m, k, k)-system in which the vectors (|H ∩ S 1 |, . . . , |H ∩ S k |) take only very restricted values mod p, where p is the prime such that m = p α for some α ∈ Z ≥1 . In a second step, we show that the previously obtained system can in turn be transformed to a system contradicting Lemma 11. This step requires a more general type of transformation functions than the ones seen before, which we introduce in the next section, before finally proving Theorem 24.
Set transformations for the generalized setting
Generalized cardinality transformation functions are very similar to the cardinality transformation functions seen earlier. Here, the cardinality |G(S)| of a transformed set S ⊆ N depends on the sizes of |S ∩ S i | for i ∈ [k], instead of just the size of S. Formally, the definition is as follows.
Definition 25. A map g : Z k
≥0 → Z ≥0 is a generalized cardinality transformation function if for every finite set N and all sets S 1 , . . . , S k ⊆ N , there is a finite set W and a map G :
Moreover, for ℓ ∈ Z ≥1 , we say that g is of level ℓ if G can be chosen such that for every w ∈ W , there exists a set S ⊆ N with |S| ≤ ℓ such that w ∈ G(S). In this case we call G a set transformation of level ℓ. We call G a g-realizing set transformation for the ground set N and the sets S 1 , . . . , S k . Conversely, g is called the cardinality transformation function corresponding to G.
As pointed out before, the only difference to cardinality transformation functions as introduced in Definition 13 is property (ii). For this reason, the properties that we proved for cardinality transformation functions also hold true for generalized cardinality transformation functions. In particular, if G is a set transformation function of level ℓ realizing a generalized cardinality transformation function, and F is a set system, we have the following. If F is intersection-closed, then so is G(F) (this follows from property (iii) above), and if F is k-covering, then G(F) is ⌊ k ℓ ⌋-covering (analogous to Lemma 15) . Moreover, G is a monotone function. There are various ways to construct generalized cardinality transformation functions, but we restrict our attention to the precise function that we need for our proofs.
Lemma 26. For every k ∈ Z ≥1 , the function g(x 1 , . . . , x k ) = x 1 x 2 · · · x k is a generalized cardinality transformation function of level k.
Proof. Let N be a finite set and let
for all S ⊆ N . We claim that G is a g-realizing set transformation function. Indeed, it is easy to see that G(N ) = W by definition. Moreover, we have
To see that G also fulfills property (iii) in Definition 25, note that for all sets S, T ⊆ N , having e ∈ (S 1 ∩S ∩ T )×. . .×(S k ∩S ∩T ) is equivalent to having e ∈ (S 1 ∩S)×. . .×(S k ∩S) and e ∈ (S 1 ∩T )×. . .×(S k ∩T ).
To see that g is of level k, note that every w ∈ W is a sequence of elements (s 1 , . . . , s k ) with s i ∈ S i for i ∈ [k]. Let S w = {s 1 , . . . , s k }, then w ∈ G(S w ) and |S w | ≤ k (notice that we may have |S w | < k, because some of s i may be identical). Thus g is of level k.
Disproving existence of (m, k, k(m − 1))-systems
As outlined above, the proof of Theorem 24, namely that there do not exist (m, k, k(m − 1))-systems, has two steps. In a first step, we disprove the existence of a very structured version of an (m, k, k)-system. In a second step, we prove Theorem 24 by showing that any (m, k, k(m − 1))-system for m being a prime power can be reduced to this structured version of an (m, k, k)-system. Lemma 27. Let m, k ∈ Z ≥0 , let N be a finite set and let S 1 , . . . , S k ⊆ N . There does not exist a non-empty (m, k, k)-system H with respect to (S 1 , . . . , S k ) on N such that
Proof. Fix m, k ∈ Z ≥0 , a finite set N and S 1 , . . . , S k ⊆ N , and assume with the goal of deriving a contradiction that the system H specified in Lemma 27 exists. Consider the generalized cardinality transformation function g(x 1 , . . . , x k ) = x 1 · · · x k , and let G be a g-realizing set transformation of level k for the ground set N and the sets S 1 , . . . , S k , whose existence is guaranteed by Lemma 26.
The lemma now follows by observing that G(H) is a set system that satisfies all conditions of Lemma 11 with r = 0. Indeed, we see that the new ground set is G(N ) = S 1 × . . . × S k , with cardinality |G(N )| = |S 1 | · · · |S k | ≡ 1 (mod p) by the first assumption, settling property (i) in the assumptions of Lemma 11. On the other hand, every set in G(H) is of the form G(H) = (H ∩ S 1 ) × . . . × (H ∩ S k ) for some H ∈ H, with cardinality |G(H)| = |H ∩ S 1 | × . . . × |H ∩ S k | ≡ 0 (mod p) because, by the second assumption, at least one of the factors vanishes mod p. This proves that G(H) has property (ii) of Lemma 11. Property (iii) follows from the fact that H is k-covering and g is of level k, hence G(H) is still 1-covering. Moreover, as the image of a non-empty intersection-closed set system, G(H) is non-empty and intersection-closed, as well. This shows that G(H) fulfills all conditions of Lemma 11. Consequently, by the same lemma, we obtain the desired contradiction.
Proof of Theorem 24. We assume for the sake of contradiction that for some prime power m = p α , there exists an (m, k, k(m − 1))-system H with respect to (S 1 , . . . , S k ) on N for some finite ground set N and subsets
for some r ∈ {1, . . . , m − 1}, we introduce m − r new elements and add them to S i and all sets in H to obtain a new (m, k, k(m − 1))-system with |S i | ≡ 0 (mod m). By doing so, we can assume without loss of generality that
Let g be the cardinality transformation function of level m − 1 defined in (2), and let g ′ :
. By Lemma 18, g ′ is a cardinality transformation function of level m − 1. Moreover, by Lemma 21, we have
Let G ′ be a g ′ -realizing set transformation function, and note that
Moreover, any set in G ′ (H), which is of the form G ′ (H) for some H ∈ H, fulfills
which follows from (3) and the assumption (|H ∩ S 1 |, . . . , |H ∩ S k |) ≡ (0, . . . , 0) (mod m). Altogether, we see that G ′ (H) fulfills all conditions of Lemma 27, and hence we obtain the desired contradiction.
Barriers for extensions beyond prime powers
In this section, we reveal limits of our techniques by showing that they cannot extend to composite moduli without further insights. This points to an interesting structural difference for m being a prime power versus m being a composite number, and opens up the question whether (CCSM) or (GCCSM) may be substantially harder for m not being a prime power. This may also shed further light on the complexity of ILPs with a constraint matrix containing subdeterminants that are composite numbers. When proving correctness of Enum(d) for (CCSM) and (GCCSM), a crucial step that requires the restriction to prime power moduli m is Lemma 21, where we prove that a suitable transformation function g : Z ≥0 → Z ≥0 has the property
for some prime number p. The following two theorems present strong implications that result from imposing the above condition with composite moduli m.
Theorem 28. Let m, p, r ∈ Z >0 , where p is prime, and m is a composite number with r different prime factors. There is a constant c = c(m) > 0 such that for every cardinality transformation function g : Z ≥0 → Z ≥0 fulfilling (4) with respect to p and m, there is a constant κ ∈ Z ≥0 with the property that for all n ∈ Z with n ≥ κ, g(n) ≥ n c· log n log log n r−1 .
Notice that the cardinality transformation functions that we used, which are all of the form described by Corollary 19, are polynomially bounded and of constant level. Hence, the above theorem implies that it is impossible to find such a function of constant level satisfying (4). However, this does not exclude that there may be another type of cardinality transformation function of constant level that fulfills (4). The next theorems rules out this possibility. More precisely, the next theorem shows that no cardinality transformation function with property (4) exists even if the level is allowed to depend on n, i.e., the size of the ground set, and grows moderately in terms of n. To capture this setting in the following, we allow the level ℓ of a cardinality transformation function g to be a function ℓ : Z ≥0 → Z ≥0 , with the semantics that on any ground set of cardinality n, there is a g-realizing set transformation of level ℓ(n). To emphasize this difference to our original definition of level, which did not depend on n, we will also talk about generalized level.
Theorem 29. Let m, p, r ∈ Z >0 such that p is prime, and m is a composite number with r different prime factors. Every cardinality transformation function g : Z ≥0 → Z >0 fulfilling (4) with respect to p and m has a generalized level ℓ that satisfies ℓ = Ω log n log log n r−1 .
We highlight that in the above Ω-notation, m and p are considered to be constant. The barriers highlighted by the above theorems originate from combinatorial results on set systems with restricted intersections. On the one hand, we have the following classical result by Frankl and Wilson.
Theorem 30 (Frankl and Wilson [6] ). Let p be a prime number, let s ∈ [p − 1], and let µ 0 , . . . , µ s ∈ {0, . . . , p − 1} be distinct numbers. Let H be a set system on a ground set of n elements such that for some k ∈ Z ≥0 with k ≡ µ 0 (mod p), (i) H is a k-uniform set system, i.e., |H| = k for all H ∈ H, and (ii) for all distinct H 1 , H 2 ∈ H, we have
While the above theorem shows that restricting the cardinalities of intersections modulo a prime number reduces the size of the set system to a polynomial in the size of the ground set, the situation changes if the prime modulus is replaced by a composite number. This surprising fact was observed by Grolmusz, who proved the following theorem.
Theorem 31 (Grolmusz [10] ). Let m ∈ Z ≥0 be a composite number with r > 1 different prime divisors. Then, there is a constant c 0 = c 0 (m) > 0 with the property that for every n ∈ Z >0 , there exists a set system H on a ground set of n elements such that (i) |H| ≥ n c 0 · log n log log n r−1 , (ii) for all H ∈ H, we have |H| ≡ 0 (mod m), and (iii) for all distinct H 1 , H 2 ∈ H, we have
The value of the constant c 0 in the above theorem equals roughly p −r r , where p r is the largest prime divisor of m [10] , and the constant c in Theorem 28 depends on c 0 . We actually show that c < c 0 is a feasible choice. The proofs of Theorem 28 and Theorem 29 follow a common idea. In both, we assume existence of the respective transformation functions, and then use these functions to transform a set system of the type given by Theorem 31 to a new set system. Adjusting the new set systems so that they fulfill the assumptions of Theorem 30 gives an upper bound on their size, and combining these bounds with the lower bound coming from Theorem 31 allows for deducing the results.
Proof of Theorem 28. We show that for every composite number m, we can choose any constant c < c 0 , where c 0 is the corresponding constant guaranteed by Theorem 31. Let m be a composite number, and let g : Z ≥0 → Z ≥0 be a cardinality transformation function fulfilling property (4) with respect to the prime number p and m. For n ∈ Z, let H be a set system on a ground set of size n fulfilling the properties listed in Theorem 31 with respect to the composite number m. The set system H is not necessarily a uniform set system, but it contains a large uniform subsystem. To see this, define H i = {H ∈ H | |H| = i} for i ∈ [n] and let ℓ ∈ argmax i∈[n] |H i |. Then H ℓ is an ℓ-uniform set system with |H ℓ | 1 n |H|. Let G be a g-realizing set system transformation function and consider the set system G(H ℓ ). We claim that G(H ℓ ) is a set system on a ground set of size g(n) that fulfills the assumptions of Theorem 30. Obviously, G(H ℓ ) is a uniform system, as for all H ∈ H ℓ , we have |H| = ℓ and hence |G(H)| = g(|H|) = g(ℓ), so the set system is g(ℓ)-uniform. Moreover, as by assumption, |H| ≡ 0 (mod m), property (4) implies g(ℓ) = g(|H|) ≡ 0 (mod p). Note that for any two distinct sets H 1 , H 2 ∈ H, we have
where we used the assumption that |H 1 ∩ H 2 | ≡ 0 (mod m) for all distinct H 1 , H 2 ∈ H, and property (4). Hence, G(H ℓ ) fulfills the conditions of Theorem 30 with s = 1, µ 0 = 0, µ 1 = 1, and k = g(ℓ). As H ℓ is a system on a ground set of size n, G(H ℓ ) is one on a ground set of size g(n). By Theorem 30, we thus obtain the upper bound
. This contradicts (6), hence H 1 = H 2 whenever G(H 1 ) = G(H 2 ), so G is injective when restricting its domain to H. Injectivity of G on H implies
log n log log n r−1 −1 .
Combining the obtained upper and lower bounds on |G(H ℓ )|, we get the inequality g(n) ≥ n c 0 · log n log log n r−1 −1 .
From the above, it is easy to see that whenever c < c 0 , there exists a constant κ ∈ Z ≥0 such that every n ∈ Z with n ≥ κ satisfies g(n) ≥ n c· log n log log n r−1 .
To present the proof of Theorem 29, we introduce the concept of atoms of a set system. While we cannot directly obtain bounds on the size of a set system after a transformation of level ℓ, we can do so for the number of atoms. This is formalized in Lemma 33 and will be an important building block for the proof of Theorem 29.
Definition 32. Let H be a set system on a finite ground set N . A non-empty set A ⊆ N is an atom of H if for all H ∈ H, we have A ⊆ H or A ⊆ N \ H.
In particular, the above definition implies that two elements of the ground set N are not in the same atom if and only if the set system H contains a set separating the two elements.
Lemma 33. Let g : Z ≥0 → Z ≥0 be a cardinality transformation function of level ℓ ∈ Z ≥0 . Let N be a set of size n, and let G be a g-realizing set transformation function for the ground set N . Then, G(2 N ) has at most 1 + ℓn ℓ many atoms.
Proof. Since g is of level ℓ, for every w ∈ W there is a set S w ⊆ N with w ∈ G(S w ) and |S w | ≤ ℓ. Among all such sets, let S w be one that is inclusion-wise minimal. (Actually, one can observe that S w is unique; however, we do not need this later.) Moreover, we denote by A w ⊆ G(N ) the atom of G(2 N ) containing w.
Because |S w | ≤ ℓ for all w ∈ W , the number of different sets S w can be bounded from above by the number of subsets of N of size at most ℓ, i.e.,
To finish the proof, we show that the map A w → S w is an injection. If so, we get |{A w | w ∈ W }| ≤ |{S w | w ∈ W }|, which, together with the above bound, proves the lemma. To see injectivity, let w 1 , w 2 ∈ W with A w 1 = A w 2 , i.e., w 1 and w 2 are not in the same atom. Then, there is a set G(S) ∈ G(2 N ) separating the two elements, for some set S ⊆ N . Without loss of generality, assume that w 1 ∈ G(S), while w 2 ∈ G(S).
On the one hand, this implies
, hence by minimality of S w 1 , we get S ∩ S w 1 = S w 1 . On the other hand, we have w 2 / ∈ G(S) ∩ G(S w 2 ) = G(S ∩ S w 2 ), hence S ∩ S w 2 S w 2 . This implies S w 1 = S w 2 , and hence injectivity of the map A w → S w , as desired.
Before we start the proof of Theorem 29, we remark that both the statement and the proof of the previous lemma remain unchanged even if we allow for using the notion of generalized level, thus leading to an upper bound of 1 + ℓ(n)n ℓ(n) many atoms.
Proof of Theorem 29.
Let m be a composite number, and let g : Z ≥0 → Z ≥0 be a cardinality transformation function that fulfills the property (4) for some prime number p. Moreover, let ℓ : Z → Z denote the (generalized) level of g.
We know that for every n ∈ Z ≥0 , there exists a set system H on a ground set N of size n fulfilling the properties listed in Theorem 31 with respect to the composite number m. Let G be a g-realizing set transformation function on N and consider G(H). Note that by property (4) and the assumptions on H, every set G(H) ∈ G(H) satisfies |G(H)| ≡ 0 (mod p), while for every two distinct sets G(
As we are only interested in the size of sets in G(H) and their intersections mod p, and because every such set is a disjoint union of atoms of G(H), we can delete elements of the ground set in the following way without loosing the observed properties. For every atom A of G(H), if |A| ≡ a (mod p) with a ∈ {1, . . . , p}, we can delete any |A| − a elements of A from the ground set G(N ), and update the sets in G(H) correspondingly by removing the deleted elements from all sets containing them. By doing so, we thus obtain a new set system I with atoms of cardinality at most p. Note that none of the atoms were deleted completely, and thus distinct sets in G(H) before the deletion of elements remain distinct after the deletion, i.e., in I. Thus |I| = |G(H)| .
In particular, the number of atoms in I equals the number of atoms in G(H), which, by Lemma 33, is bounded by 1 + ℓn ℓ . Altogether, I is a set system on a ground set of size at most p(1 + ℓn ℓ ) such that |I| ≡ 0 (mod p) for all I ∈ I, and |I 1 ∩ I 2 | ≡ 1 (mod p) for all distinct sets I 1 , I 2 ∈ I. In order to apply Theorem 30, we need a large uniform subsystem of I. Thereto, let I i = {I ∈ I | |I| = i} for i ∈ [p(1 + ℓn ℓ )] be all uniform subsystems, and let k ∈ [p(1 + ℓn ℓ )] be such that |I k | is the one of maximum cardinality. The k-uniform set system I k satisfies the assumptions of Theorem 30 with s = 1, µ 0 = 0 and µ 1 = 1, so by the same theorem, we get
For a lower bound, first note that that
|I|. Furthermore, as already observed in the proof of Theorem 28, G is injective over the domain H, and thus, we have |G(H)| = |H|. Putting this together and using the lower bound on the size of H, we get
where the equality follows from (7) and |G(H)| = |H|. Combining this with (8) and rearranging terms, we obtain
log n log log n r−1 p .
Note that when transforming a system on a ground set of size n, the level is always at most n, i.e., n ≥ ℓ. Using this and absorbing constants into the asymptotic notation, we obtain
, which implies the desired ℓ = Ω log n log log n r−1 .
Proofs of reduction lemmas of Section 2
This section contains the proofs of Lemma 9 and Lemma 10, which are heavily inspired by an approach presented in [9] for parity families. We remark that the proof of Lemma 9 strengthens the proof approach presented in [9] , which allows us to use simpler requirements for the definition of a d-good system than what would have been necessary by following the proof approach in [9] more closely.
Proof of Lemma 9
To prove Lemma 9, we show that under the assumption that (F, L) and (comp(F), comp(L)) are both dgood, Enum(d) returns a set with function value equal to the function value of a minimal optimal solution. As the following lemma shows, arguing about minimal (with respect to inclusion) optimal solutions allows us to obtain a stronger result from (F, L) being a d-good set system. 
Proof. Fix a submodular function f : L → Z, and a minimal minimizer S * of min{f (S) | S ∈ F}.
Consider the function g : L → Z given by
The function g is submodular because it is a conic combination of the three submodular functions S → f (S), S → |S ∩ S * |, and S → |S|. Moreover, we claim that S * is a minimizer of min{g(S) | S ∈ F}. Indeed, by definition of S * , we have
If, in the other case, f (S) = f (S * ), then minimality of S * implies that S \ S * = ∅, hence |S \ S * | ≥ 1, so
Proof of Lemma 10
Assume that (F, L) is not d-good. Hence, there is a minimizer S * of min{f (S) | S ∈ F} such that for any set A ⊆ S with |A| ≤ d, there is a set S A ∈ L with A ⊆ S A ⊆ S * satisfying f (S A ) < f (S * ). Among all such sets S A , we choose one that is maximal (inclusion-wise). Let H ⊆ L be the family of all sets that can be obtained as intersections of the sets {S A } A⊆S * ,|A|≤d , where we include the sets S A themselves also in the family H. We claim that H is an (F, d)-system. Clearly, H ⊆ L, because each set S A satisfies S A ∈ L and L is closed under intersection because it is a lattice. Moreover, we have Q = H∈H H = S * because each set in H is contained in S * , and for each element e ∈ S * , the set S {e} ∈ H contains e. Property (i) of an (F, d)-system follows from Q = S * ∈ F. Moreover, (ii) holds because H is intersection-closed by construction. Property (iv) is fulfilled because for each A ⊆ Q with |A| ≤ d, the set S A ∈ H fulfills A ⊆ S A . It remains to show that H fulfills property (iii) of an (F, d)-system, i.e., that each set H ∈ H satisfies H ∈ F. Recall that each set H ∈ H can be written as
where k ∈ Z ≥1 , and
by induction on k. Notice that this implies H ∈ F because S * is a minimizer of min{f (S) | S ∈ F}, and hence, no other set in F can have a smaller f -value. The case k = 1 corresponds to sets H = S A , where A ∈ L, A ⊆ S * , and |A| ≤ d. By our choice of the sets S A , we have f (S A ) < f (S * ) for these sets. Now consider a set H as described in (11) for k ≥ 2, and assume that for any set H ′ that can be described as the intersection of at most k − 1 sets
Because
Combined with (12), this implies
and the result now follows by the induction hypothesis, which implies f (S * ) > f (H ′ ).
Basic properties of binomials over finite fields of prime order
For completeness, we provide in this section a proof of a property of binomials over a finite field F p for p prime, which we stated in Lemma 20. An important ingredient for proving Lemma 20 is knowing sufficient conditions for a binomial coefficient to vanish mod p. One such condition is given in the following lemma. As by assumption α > β, the result follows.
Proof of Lemma 20
As a first step, we show that if a − p α ≥ 0, then , as desired. Iteratively applying the above result, we immediately obtain that for all ℓ ∈ Z ≥0 satisfying a − ℓp α ≥ 0, we have a b ≡ a − ℓp α b (mod p) .
Choosing ℓ = a p α , we get that a − ℓp α ∈ {0, . . . , p α − 1} is the residue class of a mod p α , and the result follows.
Minimality of the enumeration depth d
In this section, we show that for any m ∈ Z >0 , Enum(d) does in general not solve (CCSM) with modulus m correctly if d < m − 1. This shows in particular that our choice d = m − 1 of the depth of Enum(d) is the smallest depth for which Enum(d) successfully solves (CCSM) for prime power moduli m. This also implies the existence of (m, m − 2)-systems for m ∈ Z >0 ; this follows from Theorem 4, but can also be seen directly from our construction.
We show that d ≥ m − 1 is necessary by constructing an explicit example where d = m − 2 is not enough for Enum(d) to solve (CCSM). Thereto, let N = {0, 1, . . . , n} for some n ∈ Z with n ≥ m. Consider the lattice L = 2 N and define the modular (and thus also submodular) function f : L → Z by f (S) = |S| if 0 / ∈ S, |S| − 1 − m if 0 ∈ S for all S ⊆ N . This function is indeed modular since it assigns weight −m to the element 0, and weight 1 to all other elements of N , and the weight f (S) of a subset S ⊆ N is obtained by summing the weights of all elements. The (CCSM) problem that we consider is minimizing the function f over the subfamily F = {S ∈ L | |S| ≡ 0 (mod m)} .
It is easy to see that min{f (S) | S ∈ F} = −1, with minimizers being precisely all m-element subsets of N containing 0.
However, Enum(m − 2) does not solve this (CCSM) problem, as we now show. Consider a step of Enum(m − 2), i.e., fix A, B ⊆ N with |A|, |B| ≤ m − 2 and A ∩ B = ∅. It is easy to see that
In all cases, the minimizers found will be sets of size at most m − 1, while the actual minimizers of f over F are of size m. So Enum(m − 2) does indeed not solve this (CCSM) problem. As indicated above, existence of an (m, m − 2)-system thus follows from Theorem 4. This system can be constructed by following the proof of Lemma 10, resulting in a system on a ground set of m elements containing all sets of size at most m − 1 containing a fixed element.
Conclusions
We presented a new approach to deal with submodular function minimization problems under congruency constraints. The core of our approach is the analysis of a very natural algorithm, that enumerates over small subsets of elements to be included, respectively excluded, in a minimizer. Our analysis reduces the correctness of this procedure to a purely combinatorial question about the non-existence of certain set systems, which we can settle when the modulus of the involved congruency constraints is a prime power, by using techniques from Combinatorics and Number Theory. This leads to polynomial time algorithms for (CCSM) and (GCCSM) when the modulus m is a prime power bounded by a constant. The techniques we introduced to disprove such set systems can be seen as a general framework, which we hope may be useful for future extensions to solve submodular function minimization problems under even more general constraint families.
It remains open whether (CCSM) and (GCCSM) can be solved efficiently for a constant modulus m that is not a prime power. It may be possible that our reduction to set systems could work also for this case. In particular, we do not know if no (m, m − 1)-system exists for all m ∈ Z >0 . However, as we highlighted in Section 5, this would require new ingredients.
Moreover, we highlight that our proofs imply that our enumeration algorithm, when applied to (CCSM) or (GCCSM), enumerates all minimal optimal solutions. In particular, this shows that in the discussed settings where our approach finds an optimal minimal solution in polynomial time, the total number of minimal solutions is polynomially bounded.
Finally, it remains open whether one can efficiently optimize over the intersection of a constant number of parity families. It turns out that the (CCSM) and (GCCSM) problems, which we can solve efficiently, fall into this class. Hence, a polynomial time algorithm for SFM under the intersection of constantly many parity families would lead to a common generalization of known constraint types under which SFM can be solved efficiently.
