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19 MODELLING QUESTIONS FOR TRANSITIVE QUANTUM GROUPS
TEO BANICA AND ALEXANDRU CHIRVASITU
Abstract. This is a survey on the transitive quantum groups G ⊂ S+N , and on the
flat matrix models pi : C(G) → MN(C(X)) for the corresponding Hopf algebras. We
review the known results on the subject, with a number of improvements, technical
generalizations, and some new results as well, and we discuss the open problems.
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Introduction
The permutation group SN has a free analogue S
+
N , constructed by Wang in [52], which
is a compact quantum group in the sense of Woronowicz [54]. The study of the closed
quantum subgroups G ⊂ S+N , called “quantum permutation groups”, is a problem of
general interest, having several potential applications, to mathematics and physics.
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The work on such subgroups was started in the mid 00s. In the paper [1], these
subgroups were shown to be in correspondence with the subalgebras of Jones’ spin planar
algebra [30]. In the paper [9], the closed subgroups G ⊂ S+4 were shown to be subject to
an ADE classification result. In [20], the group dual subgroups Γ̂ ⊂ S+N were shown to
come from the quotients ZN1 ∗ . . . ∗ ZNk → Γ, with N = N1 + . . .+Nk.
Of particular interest are the subgroups G ⊂ S+N which are transitive. In connection
with the above-mentioned works, the quantum symmetry groups of the vertex-transitive
graphs, considered in [1], are of course transitive. Many of the quantum groups from the
ADE list in [9] are transitive as well. As for the group duals from [20], these are in general
not transitive, because N = N1 + . . .+Nk comes from the orbit decomposition.
The transitive quantum groups G ⊂ S+N can be investigated by using a variety of
algebraic techniques, inspired from finite group theory. One method is by looking at the
orbitals, recently constructed in [33], and at the higher orbitals as well. Another method,
which is perhaps the most straightforward, is via representation theory [32], [45].
These algebraic methods, however, have their limitations. Let us recall indeed from
[52] that such subgroups G ⊂ S+N do not really exist, as concrete mathematical objects.
To be more precise, these subgroups exist only via their associated Hopf algebras C(G),
which are usually certain C∗-algebras defined with generators and relations. Thus, any
attempt of using algebraic methods eventually gets into some kind of “noncommutative
algebraic geometry” thinking and work, which is often highly abstract.
Fortunately, there is an alternative to this. The use of C∗-algebras in both the papers
of Woronowicz [54] and of Wang [52] is not random, and comes from a number of deep
theorems that can be applied, including the Gelfand-Neimark-Segal (GNS) one. This
theorem states that any C∗-algebra can be faithfully represented as an algebra of bounded
operators on a Hilbert space, A ⊂ B(H). Thus, back to our quantum permutation groups,
we know from this that we should have embeddings of type C(G) ⊂ B(H).
In practice, the study of the random matrix models, pi : C(G) → MK(C(X)), can be
something very useful. Indeed, in the case where pi is faithful we are “done”, in the sense
that everything about G reduces to questions of linear algebra. More generally, in the
case where pi is “inner faithful”, in the sense that the corresponding representation of
Γ = Ĝ is faithful, we are done as well. And, while having a faithful model requires C(G)
to be of type I, and so Γ to be amenable, there is no known restriction on the class of
quantum permutation groups having an inner faithful random matrix model.
One can go further into this direction, by restricting the attention to the random
matrix models pi : C(G) → MK(C(X)) which are “flat”, in the sense that the images
of the standard coordinates uij ∈ C(G) are nonzero in the model. Indeed, according to
the considerations from [17], and from the subsequent work on the subject, there is no
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known restriction on the class of quantum permutation groups having an inner faithful
flat random matrix model. We are therefore led into the following question:
Problem. What can be said about the faithfulness properties of the flat models
pi : C(G)→MN (C(X))
for the transitive quantum permutation groups G ⊂ S+N?
We will be interested here in this problem. In addition to what has been said above, an
extra motivation comes from the group dual case. Indeed, these duals are not transitive,
but one can talk about “quasi-flat” models for them, with this latter notion taking into
account the orbits. And the theory here, developed in [13], [14], [16], has been so far quite
interesting. Thus, we have extra indication that our problem is interesting.
Finally, one more motivation comes from the known examples of transitive quantum
groups G ⊂ S+N , with many of them coming from flat matrix models. Let us mention here
the case of S+4 itself, going back to [15], the quantum groups coming from Weyl models
from [17], and the quantum groups coming from Hadamard models from [10].
We will survey here the known results on the subject, with a number of improvements
and technical generalizations, and we will present a number of new results as well. We
will pay special attention to the formulation and organization of the open problems.
The paper is organized as follows: 1-3 contain preliminaries and classical group results,
in 4-6 we develop some general theory, and we discuss basic examples, in 7-9 we discuss
the case of the vertex-transitive graphs, which leads to many interesting examples, and
in 10-12 we discuss the Weyl matrix models, and the Hadamard matrix models.
Acknowledgements. T.B. would like to thank Poulette for support. A.C. is grateful
for partial support from the NSF through grants DMS-1565226 and DMS-1801011.
1. Quantum permutations
We recall that a magic unitary matrix is a square matrix over a C∗-algebra, u ∈MN (A),
whose entries are projections (p2 = p∗ = p), summing up to 1 on each row and each
column. The following key definition is due to Wang [52]:
Definition 1.1. C(S+N) is the universal C
∗-algebra generated by the entries of a N ×N
magic unitary matrix u = (uij), with the morphisms given by
∆(uij) =
∑
k
uik ⊗ ukj , ε(uij) = δij , S(uij) = uji
as comultiplication, counit and antipode.
4 BANICA AND CHIRVASITU
This algebra satisfies Woronowicz’ axioms in [54], [55], along with the extra condition
S2 = id, and the underlying compact quantum group S+N is called quantum permutation
group. Observe that we have an inclusion SN ⊂ S+N , given at the algebra level by:
uij = χ
(
σ ∈ SN
∣∣∣σ(j) = i)
It is known from [52] that this inclusion is an isomorphism at N = 2, 3, but not at
N ≥ 4. We have in fact the following result, summarizing the main facts about S+N :
Theorem 1.2. The symmetric group SN and its free analogue S
+
N have the following
properties:
(1) The canonical inclusion SN ⊂ S+N is an isomorphism at N = 2, 3, but not at
N ≥ 4, where S+N is a non-classical, infinite quantum group.
(2) At N = 4 we have S+4 ≃ SO−13 . At N ≥ 5 the quantum group S+N still has the
same fusion rules as SO3, but is not coamenable.
(3) With N →∞, the laws of the truncated characters χt =
∑[tN ]
i=1 uii for SN and S
+
N
are respectively Poisson (t) and free Poisson (t).
Proof. All this is non-trivial, the idea being as follows:
(1) This is clear at N = 2, at N = 3 a simple proof can be found in [33], and at N = 4
and higher the idea is that we have an embedding D̂∞ ⊂ S+N , which gives the result.
(2) This is something heavier, coming from Tannakian duality at N ≥ 4, and with
S+4 ≃ SO−13 coming by twisting over the Klein subgroup K = Z2 × Z2. See [12].
(3) This is something well-known and elementary for SN , by using the inclusion-
exclusion principle, and the proof for S+N uses the Weingarten formula. See [12]. 
Any closed subgroup G ⊂ S+N can be thought of as “acting” on the set {1, . . . , N}, and
one can talk about the orbits of this action. The theory here was developed in [20], and
also recently in [16]. In what follows, we will only need the following notions:
Definition 1.3. Let G ⊂ S+N be a closed subgroup, with magic unitary u = (uij), and
consider the equivalence relation on {1, . . . , N} given by i ∼ j ⇐⇒ uij 6= 0.
(1) The equivalence classes under ∼ are called orbits of G.
(2) G is called transitive when the action has a single orbit.
In other words, we call a subgroup G ⊂ S+N transitive when uij 6= 0, for any i, j.
Here the fact that ∼ as defined above is indeed an equivalence relation follows by
applying ∆, ε, S to a formula of type uij 6= 0. For details, see [16].
In the classical case, G ⊂ SN , we recover in this way the usual notions of orbits and
transitivity. In the group dual case, Γ̂ ⊂ S+N , we recover the notions from [20]. In general,
there are many interesting examples of subgroups G ⊂ S+N which are transitive, or at least
quasi-transitive, in the sense that all the orbits have the same size. See [16].
To be more precise, in the transitive case, which is the one that we are interested in,
in the present paper, we have the following well-known result:
TRANSITIVE QUANTUM GROUPS 5
Theorem 1.4. The following are transitive subgroups G ⊂ S+N :
(1) The quantum permutation group S+N itself.
(2) The transitive subgroups G ⊂ SN . These are the classical examples.
(3) The subgroups Ĝ ⊂ S|G|, with G abelian. These are the group dual examples.
(4) The quantum groups F ⊂ S+N which are finite, |F | <∞, and transitive.
(5) The quantum automorphism groups of transitive graphs G+(X), with |X| = N .
(6) In particular, we have the hyperoctahedral quantum group H+n ⊂ S+N , with N = 2n.
(7) We have as well the twisted orthogonal group O−1n ⊂ S+N , with N = 2n.
(8) The quantum permutation groups coming from the Weyl matrix models.
(9) The quantum permutation groups coming from Hadamard matrix models.
In addition, the class of transitive quantum permutation groups {G ⊂ S+N |N ∈ N} is stable
under direct products ×, wreath products ≀ and free wreath products ≀∗.
Proof. All these assertions are well-known. In what follows we briefly describe the idea of
each proof, and indicate a reference. We will be back to all these examples, gradually, in
the context of certain matrix modelling questions, to be formulated later on.
(1) This comes from the fact that we have an inclusion SN ⊂ S+N . Indeed, since SN is
transitive, so must be S+N , because its coordinates uij map to those of SN . See [16].
(2) This is again trivial. Indeed, for a classical group G ⊂ SN , the variables uij =
χ(σ ∈ SN |σ(j) = i) are all nonzero precisely when G is transitive. See [16].
(3) This follows from the general results of Bichon in [20], who classified there all the
group dual subgroups Γ̂ ⊂ S+N . For a discussion here, we refer to [16].
(4) Here we use the convention |F | = dimC C(F ), and the statement itself is empty,
and is there just for reminding us that these examples are to be investigated.
(5) This is trivial, because X being transitive means that G(X)y X is transitive, and
by definition of G+(X), we have G(X) ⊂ G+(X). See [1].
(6) This comes from a result from [11], stating that we have H+n = G
+(In), where In is
the graph formed by n segments, having N = 2n vertices.
(7) Once again this comes from a result from [12], stating that we have O−1n = G
+(Kn),
where Kn is the n-dimensional hypercube, having N = 2
n vertices.
(8) The idea here is that Pauli matrices, or more generally the Weyl matrices, produce
via matrix model theory certain transitive subgroups G ⊂ S+N . See [15], [17].
(9) Once again, we have here a more delicate construction, coming from matrix model
theory, and that we will explain more in detail later on. We refer here to [10].
Finally, the stability assertion is clear from the definition of the various products in-
volved, from [19], [51]. This is well-known, and we will be back later on to this. 
Summarizing, we have a substantial list of examples, to be investigated in what follows.
In order to have a more clear picture, let us recall from [38] that a compact quantum group
G is called coamenable when its discrete dual Γ = Ĝ is amenable.
With this notion in hand, we have the following result:
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Proposition 1.5. The basic examples of transitive quantum groups are as follows:
(1) Coamenable: those in (2, 3, 4, 7, 8) above, and those coming from ×, ≀.
(2) Not coamenable: those in (1, 6) above, and those coming from ≀∗.
(3) Generically coamenable/not coamenable: those in (5)/(9).
Proof. Once again, this is more of an informal statement, to be detailed later on, in the
context of our forthcoming case-by-case study, the idea being as follows:
(1) All the results here are known, namely from [12] in what concerns O−1n , from [17]
in what concerns the Weyl models, and from [38] for all the other examples.
(2) Here the fact that S+N , H
+
n are not coamenable comes from [52], [12], and the non-
amenability of the free wreath products comes from the work in [32], [45].
(3) The examples here are those left, and our statement here is the best thing that we
can say about them, based on [33], and on the known folklore, respectively. 
In general, the notion of coamenability is important in connection with our matrix
modelling questions, because the coamenable quantum groups can have a priori faithful
matrix models, of type C(G) ⊂MK(C(X)), while the non-coamenable ones can only have
inner faithful models C(G)→MK(C(X)). We will be back later on to this.
Here is now another key result on the transitive quantum groups:
Theorem 1.6. The small order transitive quantum groups are as follows:
(1) At N = 1, 2, 3 we have {1}, Z2, Z3, S3.
(2) At N = 4 we have Z2 × Z2,Z4, D4, A4, S4, O−12 , S+4 and S−14 , A−15 .
(3) At N = 5 we have Z5, D5, GA1(5), A5, S5, S
+
5 , and twists of A5, S5.
Proof. This is a mixture of trivial, difficult and very difficult results:
(1) This follows from the fact that we have SN = S
+
N at N ≤ 3, from [52].
(2) This follows from the ADE classification of the subgroups G ⊂ S+4 , from [9], with
all the twists appearing in the statement being standard twists. See [9].
(3) This follows from the classification result for the subfactors of index 5, from [29],
[31], via the general correspondence established in [1], with GA1(5) = Z5 ⋊ Z4 being the
general affine group of F5, and with the twists being not classified yet. See [6]. 
We would like to end this preliminary section here. There are of course some details
missing, in what has been said above, and there are as well many other basic things that
can be said on transitivity. We will discuss all this gradually, in what follows.
2. Matrix models, flatness
Consider a closed subgroup G ⊂ S+N , and a matrix model pi : C(G) → MN (C). The
elements Pij = pi(uij) are then projections, and they form a magic matrix P = (Pij). We
can then look at the matrix dij = tr(Pij), which is positive and bistochastic, with sums
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1. The simplest situation is when d = (1/N)ij is the linear algebra-theoretic flat matrix,
and in this case, we call our model “flat”. Observe that in this case, we have:
dij 6= 0 =⇒ Pij 6= 0 =⇒ uij 6= 0
Thus, in order for the algebra C(G) to admit a flat matrix model, G ⊂ S+N must be
transitive. More generally now, we can talk about the flatness of the parametric models
of C(G), and we are led in this way to the following notions, from [17]:
Definition 2.1. Consider a transitive subgroup G ⊂ S+N .
(1) A matrix model pi : C(G) → MN (C(X)), with X being a compact space, is called
flat when the projections P xij = pi(uij)(x) have rank 1, for any i, j, x.
(2) The universal flat model for C(G), obtained by imposing the Tannakian conditions
which define G, is denoted piG : C(G)→ MN(C(XG)).
Here the notion in (1) corresponds indeed to the flatness as defined above, because
tr(Pij) =
1
N
· rank(Pij). As for the construction in (2), the idea here is that in order to
have a morphism pi : C(G)→MN (C(X)), the elements Pij = pi(uij) must satisfy the same
relations as the variables uij ∈ C(G). But these latter relations are basically those of type
T ∈ Hom(u⊗k, u⊗l), coming from Tannakian duality [34], [55], and formally imposing the
conditions T ∈ Hom(P⊗k, P⊗l) leads to a certain compact algebraic manifold XG, which
is the desired universal model space. For full details here, we refer to [17].
We would like to understand the faithfulness properties of the various flat models,
including those of the universal one. We use the following notions:
Definition 2.2. A matrix model pi : C(G)→MN (C(X)) is called:
(1) Inner faithful, when there is no factorization pi : C(G) → C(H) → MN(C(X)),
with H ⊂ G being a proper closed subgroup.
(2) Stationary, when the Haar integration over G appears as
∫
G
= (tr ⊗ ∫
X
)pi, where∫
X
is the integration with respect to a probability measure on X.
These notions are both quite subtle. Regarding (1), as a first remark, any faithful
matrix model pi : C(G) ⊂ MN (C(X)) is of course inner faithful. Also, in the group dual
case, G = Γ̂, our model must come from a group representation ν : Γ → C(X,UN ), and
the inner faithfulness of pi means precisely that ν must be faithful. In general, what we
have here is an extension of this fact. We refer to [10] for more details on all this.
As for (2), this notion comes from [3], [53]. As a basic observation here, we have:
Proposition 2.3. For a matrix model pi : C(G) → MN(C(X)), with X being a compact
probability space, the following are equivalent:
(1) pi is stationary in the above sense.
(2) pi is faithful, pi : C(G) ⊂MN(C(X)), and stationary in the above sense.
(3) pi has an extension ρ : L∞(G) ⊂MN(L∞(X)), satisfying
∫
G
= (tr ⊗ ∫
X
)ρ.
In addition, if such a stationary model pi exists, G must be coamenable.
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Proof. All this comes from some standard functional analysis study, by performing the
GNS construction with respect to
∫
G
. We refer to [3] for full details here. 
The main theoretical result on the subject, from [53], is as follows:
Theorem 2.4. A matrix model pi : C(G)→ MN (C(X)), with X being a compact proba-
bility space, is inner faithful if and only if∫
G
= lim
k→∞
1
k
k∑
r=1
ψ∗r
where ψ = (tr ⊗ ∫
X
)pi, and where ϕ ∗ φ = (ϕ⊗ φ)∆.
Proof. The “only if” part, which reminds Woronowicz’s construction of the Haar func-
tional in [54], as a Cesa`ro limit with respect to the convolution, is non-trivial, and uses
idempotent state theory from [27], along with some extra functional analysis ingredi-
ents. As for the “if” part, this follows by performing the Hopf image construction,
pi : C(G) → C(G′) → MN (C(X)). Indeed, since the Haar functionals of C(G) and
C(G′) are given by the same formula, we obtain G = G′, as claimed. See [53]. 
Observe that the Cesa`ro convergence in Theorem 2.4 is stationary precisely when the
matrix model is stationary, in the sense of Definition 2.2 (2) above.
We have as well the following useful stationarity criterion, from [3]:
Proposition 2.5. For matrix model pi : C(S+N) → MN(C(X)), given by uij → Uxij, with
X being a compact probability space, the following are equivalent:
(1) Im(pi) is a Hopf algebra, and (tr ⊗ ∫
X
)pi is the Haar integration on it.
(2) ψ = (tr ⊗ ∫
X
)pi satisfies the idempotent state property ψ ∗ ψ = ψ.
(3) T 2p = Tp, ∀p ∈ N, where (Tp)i1...ip,j1...jp = (tr ⊗
∫
X
)(Ui1j1 . . . Uipjp).
If these conditions are satisfied, we say that pi is stationary on its image.
Proof. Consider the Hopf image factorization pi : C(S+N) → C(G) → MK(C(X)). Since
the map on the right is inner faithful, we can use the formula in Theorem 2.4.
We will need as well the following elementary formula, where ψ = (tr ⊗ ∫
X
)pi is as in
(2), and where (Tp)i1...ip,j1...jp = (tr ⊗
∫
X
)(Ui1j1 . . . Uipjp) is as in (3):
ψ∗r(ui1j1 . . . uipjp) = (T
r
p )i1...ip,j1...jp
With these formulae in hand, the proof goes as follows:
(1) =⇒ (2) This is clear from definitions, because the Haar integration on any quantum
group satisfies the idempotent state equation ψ ∗ ψ = ψ.
(2) =⇒ (3) Assuming ψ ∗ ψ = ψ, by using the above formula at r = 1, 2 we obtain
that the matrices Tp and T
2
p have the same coefficients, and so they are equal.
(3) =⇒ (1) Assuming T 2p = Tp, by using the above formula we obtain ψ = ψ ∗ ψ, and
so ψ∗r = ψ for any r ∈ N. Thus the Cesa`ro limiting formula gives ∫
G
= ψ, and together
with a standard functional analysis discussion, this finishes the proof. See [3]. 
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A more specialized result now, from [10], [14], [17], is as follows:
Theorem 2.6. Given an inner faithful flat model pi : C(G) → MN(C(X)), mapping
uij → Proj(ξxij) with ||ξxij|| ∈ {0, 1}, the law of the normalized character
∑
i uii/N with
respect to ψ∗r coincides with the law of the Gram matrix of the vectors
ξxi1...ir =
1√
K
· ξx1i1i2 ⊗ ξx2i2i3 ⊗ . . .⊗ ξxriri1
with respect to the normalized matrix trace, and to the integration functional on X.
Proof. The matrices Tp from Proposition 2.5 above can be computed as follows, with the
convention that the scalar products are linear at right:
(Tp)i1...ip,j1...jp =
∫
X
tr
(
Proj(ξxi1j1)Proj(ξ
x
i2j2
) . . . P roj(ξxipjp)
)
dx
=
1
K
∫
X
< ξxi1j1, ξ
x
i2j2 >< ξ
x
i2j2, ξ
x
i3j3 > . . . . . . < ξ
x
ipjp, ξ
x
i1j1 > dx
By performing a number of standard manipulations, this gives the result. See [14]. 
Finally, let us mention that the notion of stationarity is closely related to Thoma’s
theorem [47]. Indeed, in the context of Proposition 2.3, the condition (3) there shows
that the von Neumann algebra L∞(G) must be of type I. See [13], [14], [16].
3. Deranging subgroups
As an illustration for various notions introduced above, let us first discuss the classical
case. With the convention that we identify the rank one projections in MN (C) with the
elements of the projective space PN−1
C
, we have the following result, from [16]:
Theorem 3.1. Given a transitive group G ⊂ SN , the associated universal flat model space
is XG = EN × LG, where:
EN =
{
P1, . . . , PN ∈ PN−1C
∣∣∣Pi ⊥ Pj , ∀i, j}
LG =
{
σ1, . . . , σN ∈ G
∣∣∣σ1(i), . . . , σN(i) distinct, ∀i ∈ {1, . . . , N}}
In addition, assuming that we have LG 6= ∅, the universal flat model is stationary, with
respect to the Haar measure on EN times the discrete measure on LG.
Proof. The point here is that two commuting rank 1 projections must be either equal, or
proportional. Thus, a flat model for C(G) must be of the form uij → PLij , with P ∈ EN
and with L ∈MN (1, . . . , N) being a Latin square, and this gives the first assertion.
Regarding the second assertion, the idea here is that we have a natural action by
translation G y LG, which shows that the random matrix trace on C(G) must be G-
equivariant, and therefore equal to the Haar integration. See [16]. 
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Generally speaking, the condition LG 6= ∅ can be thought of as being a “strong transi-
tivity” condition, imposed on G. In order to discuss this property, let us introduce:
Definition 3.2. Given a transitive subgroup G ⊂ SN , its transitivity level is:
l(G) = min
{
|S| : S ⊂ G, ∀i, j ∃ σ ∈ S, σ(j) = i
}
We say that G is strongest transitive when its level is minimal, l(G) = N .
Here the fact that we have l(G) ≥ N simply follows from the fact that we must have
elements σ1, . . . , σN ∈ S such that σi(1) = i, for any i ∈ {1, . . . , N}.
Let us recall as well that a Latin square is a matrix L ∈ MN (1, . . . , N) having the
property that each of its rows and its columns is a permutation of 1, . . . , N .
We can slightly reformulate Theorem 3.1, as follows:
Proposition 3.3. For a transitive subgroup G ⊂ SN , the following are equivalent:
(1) The universal flat model for C(G) is stationary.
(2) The flat model space for C(G) is non-empty, XG 6= ∅.
(3) There exist σ1, . . . , σN ∈ G such that
{
σ1(i), . . . , σN(i)
}
=
{
1, . . . , N
}
, ∀i.
(4) There exist σ1, . . . , σN ∈ G and τ1, . . . , τN ∈ SN such that σj(i) = τi(j), ∀i, j.
(5) G has a subgroup generated by the rows of a Latin square L ∈MN(1, . . . , N).
(6) G is strongest transitive, l(G) = N , in the sense of Definition 3.2.
Proof. We know from Theorem 3.1 that (1) ⇐⇒ (2) ⇐⇒ (3) hold indeed, and the
equivalences (3) ⇐⇒ (4) ⇐⇒ (5) and (3) ⇐⇒ (6) are clear as well. 
Among the above conditions, (5) looks probably the most appealing. As an illustration,
at N = 4 there are four normalized Latin squares, as follows:
1 2 3 4
2 1 4 3
3 4 1 2
4 3 2 1
 ,

1 2 3 4
2 1 4 3
3 4 2 1
4 3 1 2
 ,

1 2 3 4
2 3 4 1
3 4 1 2
4 1 2 3
 ,

1 2 3 4
2 4 1 3
3 1 4 2
4 3 2 1

By using these squares and doing a case-by-case analysis, one can conclude from this
that any transitive subgroup G ⊂ S4 is automatically strongest transitive.
In general, however, such techniques appear to be quite weak. An alternative approach,
which is more useful, uses the condition (3) above, as follows:
Proposition 3.4. For a transitive subgroup G ⊂ SN , the following are equivalent:
(1) G is strongest transitive in our sense, and so it satisfies the various equivalent
conditions in Proposition 3.3 above.
(2) There exist σ1, . . . , σN ∈ G such that σ−1i σj ∈ DG for any i 6= j, where DG ⊂ G is
the set of derangements, i.e. of permutations without fixed points.
(3) There exist τ1, . . . , τN ∈ G satisfying τ1 . . . τN = 1, such that any cyclic product of
type τi . . . τj having non-trivial length, i 6= j, belongs to DG.
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Proof. In this statement, (1) ⇐⇒ (2) is trivial. Regarding now (2) =⇒ (3), this comes
by setting τi = σ
−1
i σi+1, which gives τi . . . τj = σ
−1
i σj . Finally, regarding (3) =⇒ (2),
here we can set σi = τ1 . . . τi, and we obtain σ
−1
i σj = τi . . . τj , which gives the result. 
As a first trivial consequence, we have:
Proposition 3.5. Assuming that G ⊂ SN is strongest transitive, we must have
|DG| ≥ N − 1
where DG ⊂ G denotes as usual the subset of derangements.
Proof. This follows indeed from the criterion in Proposition 3.4 (2), because the elements
σ−1i σj ∈ DG appearing there are distinct, when i = 1 and j ∈ {2, . . . , N}. 
The above result is quite interesting, because it makes the connection with the machin-
ery developed in [22], and notably with the following estimate, discussed there:
|DG|
|G| ≥
1
N
Another point of interest comes from the fact that |DG|, or rather |DG||G| , is a spectral
quantity, equal to the weight of the Dirac mass of 0 in the spectral distribution of the
main character χ : SN → N. We will be back to this later on, in section 4 below.
We discuss now some concrete applications of the various criteria found above.
Let us call a permutation group H ⊂ SN deranging when H = DH ∪ {1}. With this
notion in hand, we have the following application of Proposition 3.4 above:
Proposition 3.6. Consider the following conditions, regarding a transitive group G ⊂ SN :
(1) G has a deranging subgroup H ⊂ G of order N .
(2) G has a deranging subgroup H ⊂ G of order ≥ N .
(3) G is strongest transitive, in our sense.
We have then (1) =⇒ (2) =⇒ (3).
Proof. In this statement, (1) =⇒ (2) is trivial. Regarding now (2) =⇒ (3), let us pick
a subset {σ1, . . . , σN} ⊂ H . We have then, for any i 6= j:
σ−1i σj ∈ H − {1} = DH ⊂ DG
Thus the strongest transitivity condition in Proposition 3.4 (2) is satisfied. 
The idea in what follows will be that of studying the groups having the property (1).
Indeed, most of the examples of strongest transitive groups have this property.
We recall that a subgroup G ⊂ SN is called sharply 2-transitive if it acts simply
transitively on the set of pairs of distinct elements in {1, . . . , N}.
The above criterion has a number of straightforward applications, as follows:
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Theorem 3.7. The property for a transitive group G ⊂ SN to have a deranging subgroup
of order N is automatic when:
(1) N is prime.
(2) N ≤ 5.
(3) G is sharply 2-transitive.
Proof. These assertions follow from a basic algebraic study, as follows:
(1) When N = p is prime the order n = |G| must satisfy the following conditions:
p|n|p!
We conclude in particular that G must have an element of order p. Thus we obtain a
copy of a cyclic group Zp ⊂ G, which must be deranging.
(2) We are already done with N = 2, 3, 5, and at N = 4 the study is as follows:
– |G| = 4. Here we can take H = G ≃ Z2 × Z2,Z4.
– |G| = 8. Here G contains a copy of Z4, and we are done again.
– |G| = 12. Here G = A4, which contains a copy Z2 × Z2 as desired.
– |G| = 24. Here G = S4, which contains a copy of Z4, and we are done again.
(3) The finite sharply 2-transitive groups were classified in [56], and are precisely those
of transformations of the form (x ∈ D) → (ax + b ∈ D) on finite near-fields D, i.e.
sets equipped with a not-necessarily-abelian group structure (D,+, 0) and a second group
structure (D − {0}, ·, 1) that is left-distributive over the first. In particular, the group
(D,+) of all translations x 7→ x+ b is a deranging subgroup of G. 
One interesting question now is about what happens at N = 6. Here the deranging
subgroup criterion in Proposition 3.6 does not apply any longer, as shown by:
Theorem 3.8. Consider the subgroup PGL2(p) ⊂ Sp+1, with p ≥ 3 prime.
(1) This group is strongest transitive, at any p ≥ 3.
(2) However, PGL2(5) has no deranging subgroup of order 6.
Proof. Consider indeed the group G = PGL2(p), acting on the projective line Pp, which
has p+ 1 elements. Since there are (p− 1)3 + (2p− 1)2 solutions of ad = bc, we have:
|GL2(p)| = p4 − (2p− 1)2 − (p− 1)3 = (p− 1)2p(p+ 1)
Thus, we have |PGL2(p)| = (p − 1)p(p + 1). We will also need the fact, which is
well-known and nontrivial, that at p = 5 we have G ≃ S5.
(1) Consider an element x ∈ G whose eigenvalues in Fp2 are generators of the multi-
plicative group F×p2, i.e. are primitive roots of unity of order p
2 − 1.
The choice of eigenvalues ensures that the eigenvalues of x, x2, . . . , xp are outside Fp.
Thus, these elements of G are not diagonalizable. In conclusion, we have p+ 1 elements,
namely xj = x
j with 0 ≤ j ≤ p, with the property that x−1i xj = xj−i is a derangement,
for any i 6= j. But this is precisely the requirement of strongest transitivity.
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(2) Assume that we have a deranging subgroup H ⊂ G of order 6. There are two
possibilities: either H is abelian, and so H ≃ Z3 × Z2, or H is non-abelian, and so
H ≃ S3. Either way H contains an element of order 3 in the group G ≃ S5. Since all
elements of order 3 are pairwise conjugate in this latter group, we may as well assume
that H contains the group generated by the representative in PGL2(5) of:
x =
(
0 −1
1 −1
)
Now consider an order 2 element y ∈ H . We have either yxy−1 = x or yxy−1 = x−1
modulo scalars, but since yxy−1 and x must have the same eigenvalues with product 1
and sum −1, if one of these conditions holds modulo scalars then it holds literally.
The 2-dimensional algebra generated by x is maximal abelian in M2(F5), so yxy
−1 = x
is impossible and we are left with yxy−1 = x−1. This implies that y is one of the matrices
t, tx or tx2, where t is the permutation matrix attached to the flip, namely:
t =
(
1 0
0 1
)
All of these elements are easily seen to have fixed points upon acting on P5, hence the
conclusion that some non-trivial elements of H have fixed points. 
In relation with the proof of (1), observe that we cannot employ the same technique for
finding p+2 elements xj with the derangement property there. Indeed, the eigenvalues of
xp+1 are (p− 1)th roots of unity and hence belong to Fp. In conclusion, among any p+ 2
consecutive powers xi of x one of the elements x
−1
i xj will be diagonalizable.
4. General theory, integrals
In this section and in the next few ones we discuss the general case, G ⊂ S+N , with some
inspiration from the classical case. Regarding the notion of transitivity for the arbitrary
quantum subgroups G ⊂ S+N , we first have the following result, from [13]:
Proposition 4.1. For a subgroup G ⊂ S+N , the following are equivalent:
(1) G is transitive.
(2) Fix(u) = Cξ, where ξ is the all-one vector.
(3)
∫
G
uij =
1
N
, for any i, j.
Proof. Here (1) =⇒ (2) follows from [20], (2) =⇒ (3) follows by using the general
theory in [54], and (3) =⇒ (1) is trivial. For details here, we refer to [13]. 
In order to reach now to stationarity questions, via analytic techniques, let us first go
back to the classical case. We have here the following well-known result:
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Proposition 4.2. Given a subgroup G ⊂ SN , regarded as an algebraic group G ⊂ ON by
using the standard permutation matrices, the law of its main character is of the form
µ = c0δ0 + c1δ1 + . . .+ cN−1δN−1 + cNδN
with the coefficients ci ∈ [0, 1] satisfying c0 = |DG||G| , cN−1 = 0, cN = 1|G| .
Proof. The permutation matrices being given by Pσ(ei) = eσ(i), where {e1, . . . , eN} is the
standard basis of RN , the main character of G is given by:
χ(σ) = Tr(Pσ) = #
{
i ∈ {1, . . . , N}
∣∣∣σ(i) = i}
In other words, the main character χ : G→ R counts the number of fixed points. Thus
µ is given by the formula in the statement, with the coefficients ci being:
ci =
1
|G|#
{
σ ∈ G
∣∣∣σ has exactly i fixed points}
Finally, the formulae of c0, cN−1, cN are all clear, by using this formula. 
In relation now with our stationarity considerations, we have:
Proposition 4.3. Assuming that G ⊂ SN is strongest transitive, we must have
c0 ≥ (N − 1)cN
where c0, cN are the weights of the Dirac masses at 0, N inside the spectral measure µ.
Proof. This is a reformulation of the condition |DG| ≥ N − 1 from Proposition 3.5 above,
by using the formulae c0 =
|DG|
|G|
and cN =
1
|G|
from Proposition 4.2. 
In the quantum group case now, we can of course speak about the spectral measure µ
of the main character χ =
∑
i uii. As a basic result here, we have:
Theorem 4.4. For a quantum permutation group G ⊂ S+N , the spectral measure µ of the
main character χ =
∑
i uii has the following properties:
(1) µ is supported on [0, N ].
(2) N ∈ supp(µ) if and only if G is coamenable.
(3) G is transitive precisely when the first moment of µ is 1.
(4) In the finite quantum group case, the weight of δN inside µ is cN =
1
|G|
.
Proof. All these results are well-known, as explained for instance in [14]:
(1) This is clear from the fact that each uii is a projection, because we obtain:
0 ≤ uii ≤ 1 =⇒ 0 ≤ χ ≤ N
Thus, the corresponding spectral measure must be supported on [0, N ].
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(2) This follows from the Kesten amenability criterion for discrete quantum groups,
which states that a dual Γ = Ĝ is amenable if and only if we have:
N ∈ spec(Re(χ))
(3) This follows from the Peter-Weyl theory in [54], the first moment of µ being:∫
G
χ = dim(Fix(u))
(4) Indeed, if we denote by F the principal graph of G, with adjacency matrix A ∈
MM (0, 1), where M = |F |, and Perron-Frobenius vector ξ ∈ RM , we have:
cN = lim
p→∞
(Ap)11
Np
=
ξ21
||ξ||2 =
1∑
r dim(r)
2
=
1
|G|
Here we have used the general theory in [1]. For details on all this, see [14]. 
There are several other things known about µ, theorems or conjectures, and we refer
here to [11], [13]. However, in relation with Proposition 4.2 and Proposition 4.3, going
beyond the above results is a non-trivial question. As a first example here, the formula
cN−1 = 0 from the classical case suggests that µ should have a spectral gap. However,
this fails for some of the ADE quantum groups at N = 4, from [9].
In relation now with our questions, Proposition 4.3 suggests that when G ⊂ S+N is
such that the universal flat model for C(G) is stationary, we must have c0 ≥ (N − 1)cN .
In order to deal with the case |G| = ∞, we would need here an extension of the above
formula cN =
1
|G|
, to the case where G ⊂ S+N is arbitrary. As for the finite case, |G| <∞,
here by stationarity we have µ = law(P11 + . . . + PNN), for certain rank 1 projections
P11, . . . , PNN , and the problem is that of exploiting the fact that these projections are
part of a magic unitary. All this looks quite plausible, but is non-trivial.
The observations that we have so far suggest the following conjecture:
Conjecture 4.5. For a transitive closed subgroup G ⊂ S+N , the property of the universal
flat model of C(G) to be stationary is a spectral property of G, in the sense that it can be
read on the distribution µ of the main character χ =
∑
i uii.
In order to comment on this statement, let us go back to the classical groups, and more
specifically to the group PGL2(p) ⊂ Sp+1 from section 3. We know from there that this
group is strongest transitive, and this for “minimal” reasons. Thus, we can expect the
associated spectral measure to be “extremal”, among those allowed by Conjecture 4.5.
This spectral measure is standard to compute, and is given by:
µ =
p
2(p+ 1)
δ0 +
1
p
δ1 +
p− 2
2(p− 1)δ2 +
1
(p− 1)p(p+ 1)δp+1
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Summarizing, we have some ingredients for approaching Conjecture 4.5, in the classical
group case. Missing however, as a main ingredient, would be an example of a transitive
subgroup G ⊂ SN which is not strongest transitive. We have no results here yet.
5. Finite quantum groups
We keep developing here some general theory, with inspiration from the classical case. A
natural framework which generalizes the classical case is that of the finite quantum groups
F ⊂ S+N . There are many examples here, as explained for instance in [11]. However, the
extension of the classical results is a difficult question, and besides the various spectral
theory considerations presented above, we have only modest results on the subject.
In the group dual case, the situation is very simple, as follows:
Proposition 5.1. The only transitive group duals Γ̂ ⊂ S+N are the subgroups
Γ̂ ⊂ S|Γ|
with Γ being finite and abelian. The corresponding universal flat models are stationary.
Proof. Here the first assertion follows from the results of Bichon in [20], and the second
assertion follows from the classical case result, applied to G = Γ̂ ≃ Γ. 
We recall now from [13], [14], [16] that a matrix model pi : C(G) → MN (C(X)),
mapping uij → P xij , is called quasi-flat when we have rank(P xij) ≤ 1, for any i, j, x.
With this notion in hand, we have the following result:
Proposition 5.2. If G ⊂ S+N is transitive, and pi : C(G) → MN (C(X)) is a matrix
model, mapping uij → P xij, the following are equivalent:
(1) pi is flat.
(2) pi is quasi-flat.
(3) P xij 6= 0, for any i, j, x.
Proof. All the equivalences are elementary, as follows:
(1) =⇒ (2) This is trivial.
(2) =⇒ (3) For any x ∈ X the matrix dx given by dxij = rank(P xij) is bistochastic with
sum N , and has entries 0, 1. Thus, we must have dx = (1)ij, so P
x
ij 6= 0, as claimed.
(3) =⇒ (1) Once again, the matrix dx given by dxij = rank(P xij) is bistochastic with
sum N , and has entries ≥ 1. Thus, we must have dx = (1)ij, so the model is flat. 
We recall that when G ⊂ SN is transitive, by setting H = {σ ∈ G|σ(1) = 1} we have
G/H = {1, . . . , N}. Conversely, any subgroup H ⊂ G produces an action G y G/H ,
given by g(hH) = (gh)H , and so a morphism G → SN , where N = [G : H ], and this
latter morphism is injective when hgh−1 ∈ H, ∀h ∈ G =⇒ g = 1 is satisfied.
In the quantum case now, it is very unclear how to generalize this structure result. To
be more precise, the various examples from [9], [11] show that we cannot expect to have
an elementary generalization of the above G/H = {1, . . . , N} isomorphism.
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However, we can at least try to extend the obvious fact that G = N |H| must be a
multiple of N . And here, we have the following result:
Theorem 5.3. If G ⊂ S+N is finite and transitive, then N divides |G|. Moreover:
(1) The case |G| = N comes from the classical groups of order N , acting on them-
selves, and here the universal flat models of C(G) are stationary.
(2) The case |G| = 2N is something which is possible, in the non-classical setting, an
example here being the Kac-Paljutkin quantum group, at N = 4.
Proof. In order to prove the first assertion, we use the coaction of C(G) on the algebra
CN = C(1, . . . , N). In terms of the standard coordinates uij, the formula is:
Φ : CN → C(G)⊗ CN , ei →
∑
j
uij ⊗ ej
For a ∈ {1, . . . , N} consider the evaluation map eva : CN → C at a. By composing Φ
with id⊗ eva we obtain a C(G)-comodule map, as follows:
Ia : C
N → C(G) , ei → uia
Our transitivity assumption on G ensures that this map Ia is injective. In other words,
we have realized CN as a coideal subalgebra of C(G).
We recall now from [36] that a finite dimensional Hopf algebra is free as a module over
a coideal subalgebra A provided that the latter is Frobenius, in the sense that there exists
a non-degenerate bilinear form b : A⊗A→ C satisfying b(xy, z) = b(x, yz).
We can apply this result to the coideal subalgebra Ia(C
N ) ⊂ C(G), with the remark
that CN is indeed Frobenius, with bilinear form b(fg) = 1
N
∑N
i=1 f(i)g(i). Thus C(G) is
a free module over the N -dimensional algebra CN , and this gives the result.
Regarding now the remaining assertions, the proof here goes as follows:
(1) Since C(G) =< uij > is of dimension N , and its commutative subalgebra < u1j >
is of dimension N already, C(G) must be commutative. Thus G must be classical, and
by transitivity, the inclusion G ⊂ SN must come from the action of G on itself.
Consider now the regular representation of C(G), constructed as follows:
λ : C(G)→ B(l2(G)) ≃M|G|(C) , λ(x) = (y → xy)
Since G is transitive and λ is faithful, we have λ(uij) 6= 0 for any i, j. Now by using
our assumption |G| = N , Proposition 5.2 above tells us that λ is flat. On the other hand,
λ is well-known to be stationary. Thus, if we take as measure on the model space XG the
Dirac mass at the regular representation, we have the stationarity property.
(2) The closed subgroups G ⊂ S+4 are fully classified, and among them we have indeed
the Kac-Paljutkin quantum group, which satisfies |G| = 8, and is transitive. See [11]. 
The above result suggests further looking into the case where |G| = 2N , with algebraic
and analytic methods. However, we have no further results here, so far.
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6. Product operations
According to the list of examples in Theorem 1.4 above, we have as well a number of
product operations to be investigated, including the usual product operation [51], and the
classical and free wreath product operations, discussed in [19].
The first operation that we discuss is the usual tensor product. Let us recall indeed
from Wang’s paper [51] that we have:
Definition 6.1. Given two closed subgroups G ⊂ S+M , H ⊂ S+N , with associated magic
unitary matrices u = (uij), v = (vab), we construct the direct product G×H ⊂ S+MN , with
associated magic unitary matrix wia,jb = uij ⊗ vab.
In the classical case we recover the usual product operation for permutation groups.
Observe that if G,H are transitive or coamenable, then so is G×H . See [51], [52].
Quite surprisingly, this trivial notion leads to some non-trivial questions. Let us begin
with an elementary result, as follows:
Proposition 6.2. Given G ⊂ S+M , H ⊂ S+N , both transitive, consider their direct product
G×H ⊂ S+MN , and consider the associated universal flat models piG, piH , piG×H .
(1) We have an embedding XG ×XH ⊂ XG×H .
(2) If both piG, piH are faithful, then so is piG×H .
(3) If both piG, piH are stationary, then so is piG×H .
Proof. All these results are elementary, and follow from definitions, as follows:
(1) Assume indeed that we have two flat models, as follows:
pi : C(G)→MM(C(XG)) , uij → P xij
ρ : C(H)→MN (C(XH)) , vab → Qyab
We can form the tensor product of these models, as follows:
pi ⊗ ρ : C(G×H)→MMN (C(XG ×XH)) , uij ⊗ vab → P xij ⊗Qyab
Thus we have an inclusion of model spaces XG ×XH ⊂ XG×H , as claimed.
(2) This is now clear, by using the above subspace XG × XH ⊂ XG×H , because the
restriction of the universal representation to this parameter space is faithful.
(3) This is clear as well, because we can take here as measure on XG×H the product
measure on XG ×XH , and the null measure elsewhere. 
Regarding now the non-trivial questions concerning the tensor products, a first one
concerns the exact computation of XG×H . Our conjecture here would be that XG×H can
be recaptured from the knowledge of XG, XH , and that in addition, when both XG, XH
are assumed to be homogeneous, XG×H follows to be homogeneous as well.
However, this is something non-trivial, due to the lack of methods for computing the
universal flat model spaces. Here is the best result on the subject that we have, so far:
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Theorem 6.3. Assume that a closed subgroup G ⊂ S+M is transitive, and consider the
quantum group G× ZN ⊂ S+NM , which is transitive as well.
(1) XG×ZN is the total space of a bundle with fiber X
N
G , and whose base E is the space
of N-tuples of pairwise orthogonal M-dimensional subspaces of CNM .
(2) Assuming that the model space XG for the quantum group G is homogeneous, so
is the model space XG×ZN , for the quantum group G× ZN .
(3) Assuming that piG is stationary with respect to an integration functional
∫
X
, then
so is piG×Z2, with respect to the integration functional (
∫
X
)N × ∫
E
.
Proof. The fact that G × ZN ⊂ S+NM is indeed transitive follows from definitions, as
explained above. Regarding now the various claims, the proof goes as follows:
(1) The universal flat model space XG×ZN consists by definition of the flat representa-
tions pi of the algebra C(G)⊗ C(ZN) on the space CNM ≃ CM ⊗ CN .
Now observe that having a representation of the tensorand C(ZN ) amounts in choosing
N pairwise orthogonal projections P1, . . . , PN , with Pj being the w
j-eigenspace of a fixed
generator of the group ZN ⊂ C(ZN) ≃ C∗(ZN ), where w = e2pii/N .
The range of each projection Pj is invariant under C(X), because the latter commutes
with C(ZN), and moreover the flatness assumption ensures that the restriction of pi|C(G)
to each space Im(Pj) is flat. It follows in particular that all the spaces Im(Pj) are
M-dimensional, and hence (P1, . . . , PN) is indeed as described in the statement.
Conversely, having chosen a decomposition of CNM as a direct sum of summands Im(Pj)
for pairwise orthogonal rank M projections Pj , with 1 ≤ j ≤ N and a flat representation
of C(G) on each Im(Pj), working out the above decomposition backwards gives us a flat
representation of C(G)⊗ C(ZN ). Thus, we have proved our claim.
(2) This is a consequence of (1), given that the unitary group UNM acts as an automor-
phism group of the map XG×ZN → E, the action being transitive on the base E.
(3) The UM -invariance of
∫
X
ensures that we can indeed make sense of the product
(
∫
X
)N × ∫
E
on the total space XG×ZN of the fibration from (1). The conclusion is now a
simple application of the Fubini theorem on integration against product measures. 
7. Transitive graphs
Let us go back to the list in Theorem 1.4. We will investigate now the examples (4)
there, namely the quantum automorphism groups of the transitive graphs:
Definition 7.1. Let X be a graph, having N <∞ vertices.
(1) The automorphism group of X is the subgroup G(X) ⊂ SN consisting of the per-
mutations of the vertices of X, which preserve the edges.
(2) The quantum automorphism group of X is the subgroup G+(X) ⊂ S+N obtained via
the relation du = ud, where d ∈MN (0, 1) is the adjacency matrix of X.
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Observe that we have G(X) ⊂ G+(X), because any permutation σ ∈ SN which pre-
serves the edges of X must commute with the adjacency matrix. In fact, the converse of
this fact holds as well, and we therefore have G(X) = G+(X)class. See [1], [43].
In relation now with our matrix model questions, we will restrict the attention to
the case where X is vertex-transitive. Generally speaking, the questions here are quite
difficult, because for the simplest example of a finite graph, namely the graph XN having
N vertices and no edges, we have G+(XN) = S
+
N . And, regarding the universal flat model
for C(S+N), which is conjecturally inner faithful, things are not clear yet. See [17], [23].
We can, however, formulate at least a theoretical result, as follows:
Proposition 7.2. For a vertex-transitive graph X, the universal affine flat model space
X˜G for the associated quantum group G = G
+(X) appears by imposing the relation
span
(
ξkj
∣∣∣k − i) = span(ξik∣∣∣k − j) ∀i, j
where i− j means that i, j are connected by an edge of X, to the arrays ξ = (ξij) of norm
one vectors in CN , which are pairwise orthogonal on the rows and columns.
Proof. This is something trivial, which comes from the explicit Tannakian construction
of XG, as explained in section 2 above. Indeed, we have:
dP = Pd ⇐⇒
∑
k
dikPkj =
∑
k
Pikdkj, ∀i, j
⇐⇒
∑
k−i
Pkj =
∑
k−j
Pik, ∀i, kj
Now by assuming that we are in the rank 1 case, Pij = Proj(ξij), for a certain array of
norm one vectors ξ = (ξij), we obtain the condition in the statement. 
At the level of basic examples now, we have:
Proposition 7.3. Consider the n-segment graph In, having 2n vertices and n edges, and
the n-cube graph Kn, having 2
n vertices and 2n−1n edges. We have then
G(In) = Hn ⊂ S2n , G(Kn) = Hn ⊂ S2n
and in both cases, the symmetry group has the property in Theorem 3.7.
Proof. The first assertion is well-known. Regarding the second assertion, here we have
subgroups as in Theorem 3.7 above, constructed as follows:
(1) For Hn ⊂ S2n we can use a copy of Zn ⋊Z2 coming from the cyclic rotations of the
segments, and from a joint switch on all the segments.
(2) For Hn ⊂ S2n we can proceed by recurrence on n ∈ N, by taking the group con-
structed at step n−1, crossed product with the Z2 coming from the middle symmetry. 
In the quantum group setting now, we have:
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Theorem 7.4. For the quantum automorphism groups of the transitive graphs having 4
vertices, the universal flat models for the associated Hopf algebras are stationary.
Proof. There are 4 such graphs, and for the empty and complete graphs, the result follows
by using the Pauli matrix representation, as explained in section 10 below.
For the remaining 2 graphs, which are I2 and K2, we can use:
G+(I2) = G
+(K2) = H
+
2 = O
−1
2
Indeed, the isomorphisms are all well-known, and we refer here to [11], and the station-
arity property for C(O−12 ) was proved in our previous paper [14]. 
In general now, as explained in [11], the graphsKn, In have different quantum symmetry
groups. Regarding G+(Kn) = O
−1
n , our conjecture here is that the universal flat model
for C(O−1n ) is stationary, at any n ∈ N. As for G+(In) = H+n , the conjecture here is that
the universal flat model for C(H+n ) is inner faithful, once again at any n ∈ N.
In relation with the O−1n question, a first problem is that of finding an explicit formula
for the associated magic unitary. This requires some Fourier transforms, as follows:
Proposition 7.5. The Fourier transform over Zn2 is the map
α : C(Zn2 )→ C∗(Zn2 ) , δgi1
1
...ginn
→ 1
2n
∑
j1...jn
(−1)<i,j>gj11 . . . gjnn
with the usual convention < i, j >=
∑
k ikjk, and its inverse is the map
β : C∗(Zn2 )→ C(Zn2 ) , gi11 . . . ginn →
∑
j1...jn
(−1)<i,j>δ
g
j1
1
...gjnn
with all the exponents being binary, i1, . . . , in, j1, . . . , jn ∈ {0, 1}.
Proof. Observe first that the group Zn2 can be written as follows:
Z
n
2 =
{
gi11 . . . g
in
n
∣∣∣i1, . . . , in ∈ {0, 1}}
Thus α, β are well-defined, and αβ = βα = id is elementary to check. 
By using now these Fourier transforms, we obtain following formula:
Proposition 7.6. The magic unitary for the embedding O−1n ⊂ S+2n is given by
wi1...in,k1...kn =
1
2n
∑
j1...jn
∑
b1...bn
(−1)<i+kb,j>
(
1
n
)#(0∈j)
uj11b1 . . . u
jn
nbn
where kb = (kb1, . . . , kbn), with respect to multi-indices i, k ∈ {0, 1}n as above.
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Proof. By composing the coaction map Φ constructed in [12] with the above Fourier
transform isomorphisms α, β, we have a diagram as follows:
C∗(Zn2 )
Φ // C(O−1n )⊗ C∗(Zn2 )
id⊗β

C(Zn2 )
α
OO
Ψ // C(O−1n )⊗ C(Zn2 )
In order to compute the composition on the bottom Ψ, we recall that the coaction map
Φ is defined by the formula Φ(ga) =
∑
b uab ⊗ gb, for any a ∈ {1, . . . , n}. Now by making
products of such quantities, we obtain the following global formula for Φ:
Φ(gi11 . . . g
in
n ) =
(
1
n
)#(0∈i) ∑
b1...bn
ui11b1 . . . u
in
nbn
⊗ gi1b1 . . . ginbn
But this gives the formula in the statement. 
At the level of the main character, we obtain the following result, from [7]:
Theorem 7.7. The magic representation of O−1n corresponds, via the fusion semiring
correspondence established in [12], to the full antisymmetric representation of On.
Proof. This follows from the formula in Proposition 7.6, by summing over multi-indices
i = k, and doing some combinatorics. Indeed, with the notation SAn = {σ ∈ Sn|σ|Ac = id},
for any A ⊂ Sn, the magic character of O−1n is given by χ =
∑n
r=0 χr, where:
χr =
∑
|A|=r
∑
σ∈SAn
∏
a∈A
uaσ(a)
By performing some standard manipulations, these quantities χr correspond to the
various antisymmetric representations of On, and this leads to the result. See [7]. 
Now back to our modelling questions, we know that the flat model space forO−1n appears
by imposing the conditions from Proposition 7.6 above. However, the computation of this
model space appears to be a difficult question, and a new idea would be needed here.
8. Quantum reflections
We discuss here the recent results from [23], concerning the quantum reflection groups
H+N , and the quantum permutation groups S
+
N . The approach there uses the notion of
topological generation, which is something subtle, and that we will explain first.
Let us start with the following standard definition, coming from [55]:
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Definition 8.1. The Tannakian category of a compact quantum group G, with funda-
mental corepresentation u = (uij), is the collection CG = (CG(k, l)) of vector spaces
CG(k, l) = Hom(u
⊗k, u⊗l)
where the corepresentations u⊗k with k = ◦ • • ◦ . . . colored integer are the various tensor
products between u, u¯, defined by u⊗∅ = 1, u⊗◦ = u, u⊗• = u¯ and multiplicativity.
We will need Woronowicz’s Tannakian duality result from [55], in its “soft” form, worked
out by Malacarne in [34]. The precise statement that we need, concerning the arbitrary
closed subgroups G ⊂ U+N of Wang’s free unitary group from [51], is as follows:
Proposition 8.2. The closed subgroups G ⊂ U+N are in correspondence with their Tan-
nakian categories CG(k, l) = Hom(u
⊗k, u⊗l), the correspondence being given by
C(G) = C(U+N )
/〈
T ∈ Hom(u⊗k, u⊗l)
∣∣∣∀k, l, ∀T ∈ CG(k, l)〉
where all the exponents are by definition colored integers.
Proof. As already mentioned, this result is from [34]. The idea is that we have a surjective
arrow from left to right, and the injectivity can be checked by doing some algebra, and
then by applying the bicommutant theorem, as a main tool. See [34]. 
With these ingredients in hand, we can now introduce the notion of topological gener-
ation, from [25]. It is actually convenient to introduce this operation at the same time
with the intersection operation, which is “dual” to it, by proceeding as follows:
Proposition 8.3. The closed subgroups of U+N are subject to ∩ and < ,> operations,
constructed via the above Tannakian correspondence G→ CG, as follows:
(1) Intersection: defined via CG∩H =< CG, CH >.
(2) Generation: defined via C<G,H> = CG ∩ CH .
In the classical case, where G,H ⊂ UN , we obtain in this way the usual notions.
Proof. Since the ∩ and < ,> operations are clearly well-defined for the Tannakian cate-
gories, the operations in (1,2) make sense indeed. As for the last assertion, this is some-
thing well-known, which follows from definitions, via an elementary computation. 
The above statement is of course something quite compact. It is possible to develop
some more theory, with universality diagrams, and other abstract aspects. See [25].
In general, the quantum groups of type < G,H > are quite difficult to compute, unless
we perfectly know the representation theory of G,H . At the level of basic examples, we
have the following result, concerning various quantum groups from [42], [46]:
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Proposition 8.4. The basic orthogonal and unitary quantum groups, along with their
discrete versions, and bistochastic versions, form diagrams as follows,
K+N
// U+N
H+N
//
==
④
④
④
④
④
O+N
==
⑤
⑤
⑤
⑤
⑤
KN //
OO
UN
OO
HN
OO
<<
②
②
②
②
②
// ON
OO
<<
②
②
②
②
②
C+N
// U+N
B+N
//
==
⑤
⑤
⑤
⑤
⑤
O+N
==
⑤
⑤
⑤
⑤
⑤
CN //
OO
UN
OO
BN
OO
<<
②
②
②
②
②
// ON
OO
<<
②
②
②
②
②
and both these diagrams are intersection and generation diagrams, in the sense that for
any square subdiagram P ⊂ Q,R ⊂ S we have P = Q ∩R and < Q,R >= S.
Proof. The idea here is that, as explained in [42], [46], the Tannakian categories of the
above quantum groups appear from categories of partitions, as follows:
NCeven
zz✈✈✈
✈
✈
✈

NC2
⑦⑦
⑦
⑦
⑦
oo

NCeven

NC2

oo
Peven
zz✈✈✈
✈
✈
✈
P2
⑦⑦
⑦
⑦
⑦
oo
Peven P2oo
NC12
||②②
②
②
②
②

NC2
}}⑤⑤
⑤
⑤
⑤
⑤
oo

NC12

NC2

oo
P12
||②②
②
②
②
②
P2
}}⑤⑤
⑤
⑤
⑤
⑤
oo
P12 P2oo
Now since these are intersection and generation diagrams, by applying Tannakian du-
ality we obtain intersection and generation diagrams of quantum groups. See [8]. 
Here is now a result of a slightly different nature, coming from [28]:
Proposition 8.5. We have the following formula, TN ⊂ UN being the diagonal matrices,
UN =< CN ,T
N >
coming from the Idel-Wolf decomposition UN = T
N · CN · TN .
Proof. As explained by Idel and Wolf in their paper [28], via a highly non-trivial proof, any
unitary matrix U ∈ UN can be put in normal Sinkhorn form, U = DWE with W ∈ CN
and D,E ∈ TN . In particular we obtain from this UN =< CN ,TN >, with this latter
formula being of course provable as well via Tannakian duality methods. 
Observe that the formula UN =< KN , ON > is in fact of the same nature, coming from
the standard decomposition un = on ⊕ kn ⊕ on at the Lie algebra level.
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Summarizing, the notion of topological generation is something subtle, having deep
representation theory and linear algebra ramifications. In connection now with quantum
permutations, the following topological generation results were proved in [23]:
Theorem 8.6. Consider the free analogues Hs+N = Zs ≀∗ S+N of the reflection groups
HsN = Zs ≀ SN , defined for s ∈ {1, 2, . . . ,∞}. We have then:
(1) At N ≥ 5 we have S+N =< SN , S+N−1 >.
(2) At N ≥ 6 we have Hs+N =< SN , Hs+N−1 > for all s ∈ {1, 2, . . . ,∞}.
Proof. This is something quite technical, coming from a representation theoretic study,
and with the planar algebra result from Theorem 1.6 (3) used as well. See [23]. 
As for matrix modelling questions, we have the following result, also from [23]:
Theorem 8.7. The universal flat matrix model for C(S+N) is inner faithful:
(1) At N ≤ 5.
(2) At N ≥ 10.
Proof. This follows by using Theorem 8.6 above. The cases N = 6, 7, 8, 9 remain open,
the conjecture here being of course that the models should be inner faithful. See [23]. 
We should mention that another approach to these questions, which is more “uniform”,
was proposed in [17]. However, this has not produced anything concrete, so far.
Finally, there are many interesting results regarding the group duals, which are of
course not transitive, in connection with the notion of quasi-flat models for them. In the
amenable case we refer here to [13], [14]. In the non-amenable case, we have:
Theorem 8.8. The universal quasi-flat matrix models for the groups
Γ = Z∗MK
and for their amalgamated versions, are inner faithful.
Proof. First of all, it follows from [20] that we have an embedding Γ̂ ⊂ S+KM , given by
Fourier transform. The flat representations pi of the algebra C(Γ̂) = C∗(Γ) correspond
then to the unitary representations ρ of the group Γ having the property that the eigen-
values of the standard generators of each ZK are uniformly distributed, and the inner
faithfulness of pi corresponds to the usual faithfulness of ρ. With these observations in
hand, we are led into a discrete group theory question, which can be solved by using a
mix of probability techniques, and Schur-Weyl duality. See [16]. 
Summarizing, in what concerns the inner faithfulness questions, we have very few results
on the subject, which all use heavy, or even very heavy, techniques in their proof. This is
perhaps not surprising, because it is known from [48] that the inner faithfulness implies
the Connes embedding property, which itself is a very difficult problem.
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9. Higher transitivity
In this section we discuss the notions of higher transitivity, and higher flatness, which
are something quite recent. We will need some general theory. First, we have:
Proposition 9.1. Given a subgroup G ⊂ SN , consider its magic unitary u = (uij), given
by uij = χ{σ ∈ G|σ(j) = i}. The following conditions are then equivalent:
(1) σ(i1) = j1, . . . , σ(ik) = jk, for some σ ∈ G.
(2) ui1j1 . . . uikjk 6= 0.
These conditions produce an equivalence relation (i1, . . . , ik) ∼ (j1, . . . , jk), and the corre-
sponding equivalence classes are the k-orbitals of G.
Proof. The fact that we have indeed an equivalence as in the statement, which produces
an equivalence relation, is indeed clear from definitions. 
In the quantum permutation group case the situation is more complicated. According
to the general theory in [20], [33], [37], we have the following result:
Theorem 9.2. Let G ⊂ S+N be a closed subgroup, with magic unitary u = (uij), and let
k ∈ N. The relation (i1, . . . , ik) ∼ (j1, . . . , jk) when ui1j1 . . . uikjk 6= 0 is then:
(1) Reflexive.
(2) Symmetric.
(3) Transitive at k = 1, 2.
Proof. This is basically known from [20], [33], [37], the proof being as follows:
(1) This simply follows by using the counit:
ε(ui1i1 . . . uikik) = 1 =⇒ ui1i1 . . . uikik 6= 0
(2) This follows by applying the antipode, and then the involution:
ui1j1 . . . uikjk 6= 0 =⇒ ujkik . . . uj1i1 6= 0 =⇒ uj1i1 . . . ujkik 6= 0
(3) This is something more tricky. We use the following formula:
∆(ui1l1 . . . uiklk) =
∑
s1...sk
ui1s1 . . . uiksk ⊗ us1l1 . . . usklk
At k = 1 the result is clear, because on the right we have a sum of projections, which
is therefore strictly positive when one of these projections is nonzero.
At k = 2 now, the result follows from the following trick, from [33]:
(ui1j1 ⊗ uj1l1)∆(ui1l1ui2l2)(ui2j2 ⊗ uj2l2)
=
∑
s1s2
ui1j1ui1s1ui2s2ui2j2 ⊗ uj1l1us1l1us2l2uj2l2
= ui1j1ui2j2 ⊗ uj1l1uj2l2
Indeed, we obtain from this that we have ui1l1ui2l2 6= 0, as desired. 
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In view of these results, we can formulate:
Definition 9.3. Given a closed subgroup G ⊂ S+N , consider the relation ∼k defined by
(i1, . . . , ik) ∼ (j1, . . . , jk) when ui1j1 . . . uikjk 6= 0.
(1) The equivalence classes with respect to ∼1 are called orbits of G.
(2) The equivalence classes with respect to ∼2 are called orbitals of G.
In the case where ∼k with k ≥ 3 happens to be transitive, and so is an equivalence
relation, we can call its equivalence classes the algebraic k-orbitals of G. See [7].
Following [33], we can call G doubly transitive when the action has two orbitals. In
other words, we call G ⊂ S+N doubly transitive when uijukl 6= 0, for any i 6= k, j 6= l.
It was shown in [33] that, with suitable definitions, the space Fix(u⊗2) consists of the
functions which are constant on the orbitals. In analytic terms, we have:
Theorem 9.4. For a doubly transitive subgroup G ⊂ S+N , we have:∫
G
uijukl =

1
N
if i = k, j = l
0 if i = k, j 6= l or i 6= k, j = l
1
N(N−1)
if i 6= k, j 6= l
Moreover, this formula characterizes the double transitivity.
Proof. We use the standard fact, from [54], that the integrals in the statement form the
projection onto Fix(u⊗2). Now if we assume that G is doubly transitive, Fix(u⊗2) has
dimension 2, and therefore coincides with Fix(u⊗2) for the usual symmetric group SN .
Thus the integrals in the statement coincide with those for the symmetric group SN ,
which are given by the above formula. Finally, the converse is clear as well. See [5]. 
Based on this fact, we can now formulate:
Definition 9.5. A matrix model pi : C(G)→MN (C(X)) is called doubly flat when
tr(PijPkl) =

1
N
if i = k, j = l
0 if i = k, j 6= l or i 6= k, j = l
1
N(N−1)
if i 6= k, j 6= l
holds for any i, j, k, l, where Pij are the images of the standard generators uij.
In other words, we are using here the same philosophy as in the usual transitive case,
where the flat models were defined by the following formula:
tr(Pij) =
1
N
Observe that, in the context of the formula in Definition 9.5 above, by summing we can
obtain this latter formula. In other words, a doubly flat model must be flat.
We have the following theoretical result, regarding the double flatness:
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Theorem 9.6. Assuming that the algebra C(G) has a doubly flat model in the above
sense, the quantum group G ⊂ S+N must be doubly transitive.
Proof. This follows from the general integration formula in Theorem 2.4 above. Indeed,
the values of the Haar functional on the variables uijukl appear by performing a Cesa`ro
construction to the matrix in the statement, and we are led to the same values. Thus
the subgroup G′ ⊂ G which produces the Hopf image must be doubly transitive, and this
implies that G itself is doubly transitive, and we are done. See [5]. 
As explained in [5], it is possible to go beyond these results, notably with a notion of
triple flatness as well. As for the main examples, these come from the Weyl matrix models
and from Hadamard matrix models, to be discussed below. See [5].
We believe that these considerations can be useful in relation with the questions re-
garding O−1n , mentioned at the end of section 7 above. Indeed, the universal higher flat
model spaces might be easier to compute than the usual flat model space.
10. Weyl matrix models
In this section we discuss the Weyl matrix models, following some previous work from
[3], [17], that we will extend here. We will need:
Definition 10.1. A 2-cocycle on a group G is a function σ : G×G→ T satisfying:
σ(gh, k)σ(g, h) = σ(g, hk)σ(h, k) , σ(g, 1) = σ(1, g) = 1
The algebra C∗(G), with multiplication given by g ·h = σ(g, h)gh, and with the involution
making the standard generators g ∈ C∗σ(G) unitaries, is denoted C∗σ(G).
As explained in [17], we have the following general construction:
Proposition 10.2. Given a finite group G = {g1, . . . , gN} and a 2-cocycle σ : G×G→ T
we have a matrix model as follows,
pi : C(S+N)→MN (C(E)) : wij → [x→ Proj(gixg∗j )]
for any closed subgroup E ⊂ UA, where A = C∗σ(G).
Proof. This is indeed clear from definitions, because the standard generators {g1, . . . , gN}
are pairwise orthogonal with respect to the canonical trace of A. See [17]. 
In order to investigate the stationarity of pi, we use Proposition 2.5. We have:
Proposition 10.3. We have the formula
(Tp)i1...ip,j1...jp = σ(i1, i
−1
1 i2) . . . σ(ip, i
−1
p i1) · σ(j2, j−12 j1) . . . σ(j1, j−11 jp)
1
N
∫
E
tr(gi−1
1
i2
xgj−1
2
j1
x∗) . . . . . . tr(gi−1p i1xgj−11 jpx
∗)dx
with all the indices varying in a cyclic way.
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Proof. According to the definition of Tp, we have the following formula:
(Tp)i1...ip,j1...jp =
(
tr ⊗
∫
E
)(
Proj(gi1xg
∗
j1
) . . . P roj(gipxg
∗
jp)
)
dx
=
1
N
∫
E
< gi1xg
∗
j1 , gi2xg
∗
j2 > . . . < gipxg
∗
jp, gi1xg
∗
j1 > dx
Since we have gigi−1k = σ(i, i
−1k)gk, and so g
∗
i gk = σ(i, i
−1k)gi−1k, we obtain:
< gixg
∗
j , gkxg
∗
l > = tr(gjx
∗g∗i gkxg
∗
l )
= tr(g∗i gkxg
∗
l gjx
∗)
= σ(i, i−1k) · σ(l, l−1j) · tr(gi−1kxgl−1jx∗)
By plugging these quantities into the formula of Tp, we obtain the result. 
We have the following result, which generalizes some previous computations in [3]:
Theorem 10.4. For any intermediate closed subgroup G ⊂ E ⊂ UA, the matrix model
pi : C(S+N)→ MN(C(E)) constructed above is stationary on its image.
Proof. We use the formula in Proposition 10.3. Let us write (Tp)ij = ρ(i, j)(T
◦
p )ij, where
ρ(i, j) is the product of σ terms appearing there. We have:
(T 2p )ij =
∑
k
(Tp)ik(Tp)kj =
∑
k
ρ(i, k)ρ(k, j)(T ◦p )ik(T
◦
p )kj
Let us first compute the ρ term. We have:
ρ(i, k)ρ(k, j) = σ(i1, i
−1
1 i2) . . . σ(ip, i
−1
p i1) · σ(k2, k−12 k1) . . . σ(k1, k−11 kp)
σ(k1, k
−1
1 k2) . . . σ(kp, k
−1
p k1) · σ(j2, j−12 j1) . . . σ(j1, j−11 jp)
= σ(i, j) · σ(k2, k−12 k1) · σ(k1, k−11 k2) . . . . . . σ(k1, k−11 kp) · σ(kp, k−1p k1)
Now observe that by multiplying σ(i, i−1k)g∗i gk = gi−1k and σ(k, k
−1i)g∗kgi = gk−1i we
obtain σ(i, i−1k)σ(k, k−1i) = σ(i−1k, k−1i). Thus, our expression further simplifies:
ρ(i, k)ρ(k, j) = σ(i, j) · σ(k−12 k1, k−11 k2) . . . . . . σ(k−11 kp, k−1p k1)
On the other hand, the T ◦ term can be written as follows:
(T ◦p )ik(T
◦
p )kj =
1
N2
∫
E
∫
E
tr(gi−1
1
i2
xgk−1
2
k1
x∗)tr(gk−1
1
k2
ygj−1
2
j1
y∗)
. . . . . .
tr(gi−1p i1xgk−11 k1px
∗)tr(gk−1p k1ygj−11 jpy
∗)dxdy
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We therefore conclude that we have the following formula:
(T 2p )ij =
σ(i, j)
N2
∫
E
∫
E
∑
k1...kp
σ(k−12 k1, k
−1
1 k2)tr(gi−1
1
i2
xgk−1
2
k1
x∗)tr(gk−1
1
k2
ygj−1
2
j1
y∗)
. . . . . .
σ(k−11 kp, k
−1
p k1)tr(gi−1p i1xgk−11 kpx
∗)tr(gk−1p k1ygj−11 jpy
∗)dxdy
By using now g∗i = σ(i, i
−1)gi−1 , and moving as well the x
∗ variables at left, we obtain:
(T 2p )ij =
σ(i, j)
N2
∫
E
∫
E
∑
k1...kp
tr(x∗gi−1
1
i2
xgk−1
2
k1
)tr(g∗
k−1
2
k1
ygj−1
2
j1
y∗)
. . . . . .
tr(x∗gi−1p i1xgk−11 kp)tr(g
∗
k−1
1
kp
ygj−1
1
jp
y∗)dxdy
We can compute the products of traces by using the following formula:
tr(Agk)tr(g
∗
kB) =
∑
qs
< gq, Agk >< gs, g
∗
kB >=
∑
qs
tr(g∗qAgk)tr(g
∗
sg
∗
kB)
Thus are left with an integral involving the variable z = xy, which gives T ◦p . 
Let us discuss now the precise relationship with the Weyl matrices, and with the Pauli
matrices, where a number of things are already known, regarding the corresponding quan-
tum groups. We recall that the Pauli matrices are, up to some scalars:
W00 =
(
1 0
0 1
)
, W10 =
(
1 0
0 −1
)
, W11 =
(
0 −1
1 0
)
, W01 =
(
0 1
1 0
)
The first statement here, coming from [17], is as follows:
Proposition 10.5. Given a finite abelian group H, consider the product G = H × Ĥ,
and endow it with its standard Fourier cocycle.
(1) With E = Un, where n = |H|, the model pi : C(S+N ) → MN(C(Un)) constructed
above, where N = n2, is the Weyl matrix model associated to H.
(2) When assuming in addition that H is cyclic, H = Zn, we obtain in this way the
matrix model for C(S+N) coming from the usual Weyl matrices.
(3) In the particular case H = Z2, the model pi : C(S
+
4 ) → MN (C(U2)) constructed
above is the matrix model for C(S+4 ) coming from the Pauli matrices.
Proof. All this is well-known. The general construction in Proposition 10.2 above came
in fact by successively generalizing (3) → (2) → (1), and then by performing one more
generalization, with G = H × Ĥ with its standard Fourier cocycle being replaced by an
arbitrary finite group G, with a 2-cocycle on it. For full details here, see [17]. 
TRANSITIVE QUANTUM GROUPS 31
Regarding now the associated quantum groups, the first result is that the Pauli matrix
representation, from (3) above, is stationary, and so the quantum group is S+4 itself.
Moreover, we have an identification S+4 = SO
−1
3 . All this is explained in [11].
In the context of (2) now, or more generally in the context of (1), it was shown in [17]
that the law of the main character of the corresponding quantum group coincides with
the law of the main character of PUn. Observe that this is in agreement with the Pauli
matrix result at n = 2, because of the canonical identification PU2 = SO3, and of the
standard fact that the law of the main character is invariant under twisting. See [11].
In the general context of Proposition 10.2 now, we have the following result:
Theorem 10.6. For a generalized Weyl matrix model, as in Proposition 10.2 above, the
moments of the main character of the associated quantum group are
cp =
1
N
◦∑
j1...jp
∫
E
tr(gj1xg
∗
j1
x∗) . . . tr(gjpxg
∗
jpx
∗)dx
where ◦ means that the indices are subject to the condition j1 . . . jp = 1.
Proof. According to Proposition 10.2 and to Proposition 10.3 above, the moments of the
main character are the following numbers:
cp =
1
N
∑
i1...ip
σ(i1, i
−1
1 i2) . . . σ(ip, i
−1
p i1) · σ(i2, i−12 i1) . . . σ(i1, i−11 ip)∫
E
tr(gi−1
1
i2
xgi−1
2
i1
x∗) . . . . . . tr(gi−1p i1xgi−11 ipx
∗)dx
We can compact the cocycle part by using the following formulae:
σ(ip, i
−1
p ip+1)σ(ip+1, i
−1
p+1ip) = σ(ip+1, i
−1
p+1ip · i−1p ip+1)σ(i−1p+1ip, i−1p ip+1)
= σ(ip+1, 1)σ(i
−1
p+1ip, i
−1
p ip+1)
= σ(i−1p+1ip, i
−1
p ip+1)
Thus, in terms of the indices j1 = i
−1
1 i2, . . . , jp = i
−1
p i1, which are subject to the
condition j1 . . . jp = 1, we have the following formula:
cp =
1
N
◦∑
j1...jp
σ(j−11 , j1) . . . σ(j
−1
p , jp)
∫
E
tr(gj1xgj−1
1
x∗) . . . tr(gjpxgj−1p x
∗)dx
Here the ◦ symbol above the sum is there for reminding us that the indices are subject
to the condition j1 . . . jp = 1. By using now g
∗
j = σ(j
−1, j)gj−1, we obtain:
cp =
1
N
◦∑
j1...jp
∫
E
tr(gj1xg
∗
j1
x∗) . . . tr(gjpxg
∗
jpx
∗)dx
Thus, we have obtained the formula in the statement. 
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It is quite unclear whether the above formula further simplifies, in general. In the
context of the Fourier cocycles, as in Proposition 10.5, it is possible to pass to a plain
sum, by inserting a certain product of multiplicative factors c(j1) . . . c(jp), which equals 1
when j1 . . . jp = 1, and the computation can be finished as follows:
cp =
1
N
∫
E
(∑
j
c(j)tr(gjxg
∗
jx
∗)
)p
dx
=
1
N
∫
E
tr(xx∗)dx
Thus, the law of the main character of the corresponding quantum group coincides with
the law of the main character of PE. All this suggests the following conjecture:
Conjecture 10.7. The quantum group associated to a Weyl matrix model, as above,
should appear as a suitable twist of PE.
In addition, we believe that in the case where E is easy these examples should be
covered by a suitable projective extension of the twisting procedure in [7].
11. Hadamard models
In this section we discuss the Hadamard matrix models. These models are of key
importance in the operator algebra context, as we will explain later on.
Let us first recall that we have the following definition:
Definition 11.1. A complex Hadamard matrix is a square matrix H ∈ MN (C) whose
entries are on the unit circle, |Hij| = 1, and whose rows are pairwise orthogonal.
Observe that the orthogonality condition between the rows tells us that we must have
H ∈ √NUN , and so the columns must be pairwise orthogonal as well. In fact, the N ×N
complex Hadamard matrices are the points of the following real algebraic manifold:
XN =MN(T) ∩
√
NUN
As basic examples, we have the Fourier matrices FG of the finite abelian groups G. In
the cyclic group case, G = ZN , this matrix is FN = (w
ij)ij with w = e
2pii/N . In general,
with G = ZN1 × . . . × ZNs we have FG = FN1 ⊗ . . .⊗ FNs , and this provides us with an
explicit formula for FG. There are of course many other examples. See [44].
In relation now with the quantum permutation groups, we have:
Proposition 11.2. If H ∈MN (C) is Hadamard, the rank one projections
Pij = Proj
(
Hi
Hj
)
where H1, . . . , HN ∈ TN are the rows of H, form a magic unitary.
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Proof. This is clear, the verification for the rows being as follows:〈
Hi
Hj
,
Hi
Hk
〉
=
∑
l
Hil
Hjl
· Hkl
Hil
=
∑
l
Hkl
Hjl
= Nδjk
The verification for the columns is similar. See [18]. 
We can proceed now in the same way as we did with the Weyl matrices, namely by
constructing a model of C(S+N), and performing the Hopf image construction.
The basic known results regarding this construction are as follows:
Theorem 11.3. Assume that H ∈ MN (C) is Hadamard, and consider the matrix model
pi : C(S+N)→ C(G)→MN (C) given by uij → Pij, factorized via its Hopf image.
(1) For a Fourier matrix H = FG we obtain the group G itself, acting on itself.
(2) For H 6∈ {FG}, the quantum group G is not classical, nor a group dual.
(3) For a tensor product H = H ′ ⊗H ′′ we obtain a product, G = G′ ×G′′.
Proof. All this material is standard, and for details here, along with a number of supple-
mentary facts on this construction, we refer to [10], [18]. 
In order to understand the significance of this construction, let us go back to von
Neumann’s reduction theory paper [50]. The commutative von Neumann algebras are
those of the form L∞(X), with X being a measured space, and so the center of any von
Neumann algebra must be of this form, Z(M) = L∞(X). Based on this observation, von
Neumann proved in [50] that the algebra M itself decomposes as follows, with the fibers
Mx being von Neumann algebras with trivial center, also called “factors”:
M =
∫
X
Mxdx
This result is something fundamental. From a modern perspective, variations of this
idea include the use of maximal abelian subalgebras (MASA) A ⊂ M . In the finite von
Neumann algebra case, the use of orthogonal MASA, namely pairs A,B ⊂ M which are
orthogonal with respect to the trace, A ⊥ B, is a standard method as well.
In this context, we have the following surprising observation of Popa [41]:
Proposition 11.4. Up to a conjugation by a unitary, the pairs of orthogonal MASA in
the simplest factor, namely the matrix algebra MN (C), are as follows,
A = ∆ , B = H∆H∗
with ∆ ⊂MN (C) being the diagonal matrices, and with H ∈MN (C) being Hadamard.
Proof. Any MASA in MN (C) being conjugated to ∆, we can assume, up to conjugation
by a unitary, that we have A = ∆ and B = U∆U∗, with U ∈ UN . But the orthogonality
condition A ⊥ B tells us precisely that the entries |Uij| must have the same absolute
value, and so that the rescaled matrix H =
√
NU must be Hadamard. See [41]. 
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Summarizing, we have here some kind of “black hole”, right in the foundations of the
modern von Neumann algebra theory. Whether this black hole must be studied a bit, run
away from, or simply ignored, is a well-known philosophical question.
Along the same lines, but at a more advanced level, we have the following result:
Theorem 11.5. Given a complex Hadamard matrix H ∈ MN(C), the diagram formed by
the associated pair of orthogonal MASA, namely
∆ // MN (C)
C
OO
// H∆H∗
OO
is a commuting square in the sense of subfactor theory, and the planar algebra of the
corresponding subfactor can be explicitly computed in terms of H.
Proof. The fact that we have indeed a commuting square follows from [41], the computa-
tion of the standard invariant is possible due to a result of Ocneanu [40], and the planar
algebra formulation is due to Jones [30]. For the precise formula, we refer to [30]. 
In relation now with our quantum group construction, we have:
Theorem 11.6. The subfactor associated to H ∈MN (C) is of the form
RG ⊂ (R⊗ CN)G
where G ⊂ S+N is the associated quantum permutation group, and its planar algebra is
Pk = End(u
⊗k)
having as Poincare´ series the moment generating function of χ =
∑
i uii.
Proof. There is a long story here, and we refer to [1] for details, the idea being that the
correspondence G ↔ P is part of the general correspondence established there, between
closed subgroups G ⊂ S+N , and subalgebras of the spin planar algebra. See [1]. 
As a side comment here, the fact that got into von Neumann algebras is not very
surprising. Indeed, our various considerations above make it quite clear that we are
interested in the von Neumann algebras L∞(G), rather than in the C∗-algebras C(G).
Getting back now to Theorem 11.3, going beyond it is a quite delicate task. The next
simplest models appear by deforming the Fourier matrices, or rather the tensor products
of such matrices, FG×H = FG ⊗ FH , via the following construction, due to Dit¸a˘ [26]:
Proposition 11.7. The matrix FG×H ∈MG×H(TG×H) given by
(FG×H)ia,jb(Q) = Qib(FG)ij(FH)ab
is complex Hadamard, and its fiber at Q = (1ib) is the Fourier matrix FG×H .
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Proof. The fact that the rows of FG ⊗Q FH = FG×H(Q) are pairwise orthogonal follows
from definitions, see [26]. With 1 = (1ij) we have (FG ⊗1 FH)ia,jb = (FG)ij(FH)ab, and we
recognize here the formula of FG×H = FG ⊗ FH , in double index notation. 
We have the following result, coming from [2], [10], [21], [24]:
Theorem 11.8. Given two finite abelian groups G,H, with |G| =M, |H| = N , consider
the main character χ of the quantum group associated to FG×H. We have then
law
( χ
N
)
=
(
1− 1
M
)
δ0 +
1
M
pit
in moments, with M = tN →∞, where pit is the free Poisson law of parameter t > 0. In
addition, this formula holds for any generic fiber of FG×H .
Proof. This is something quite heavy, with the algebraic study of the quantum group and
corresponding subfactor being done in [10], [21], [24] in the case of the fibers, and with
the probabilistic aspects being worked out in [10] for the generic fibers, and in [2] for
the parametric model, by using a purely probabilistic approach. The proofs use various
algebraic and analytic methods, with some free probability from [39], [49] in order to
reach to the free Poisson law pit, which is the same as the Marchenko-Pastur law [35]. 
At a more abstract level, one interesting question is that of abstractly characterizing
the flat magic matrices coming from the complex Hadamard matrices. We have here:
Proposition 11.9. Given an Hadamard matrix H ∈ MN (C), the vectors ξij = Hi/Hj,
on which the magic unitary entries Pij project, have the following properties:
(1) ξii = ξ is the all-one vector.
(2) ξijξjk = ξik, for any i, j, k.
(3) ξijξkl = ξilξkj, for any i, j, k, l.
Proof. All these assertions are trivial, using the formula ξij = Hi/Hj. 
These observations lead to the following result, at the magic basis level:
Theorem 11.10. The magic bases ξ ∈ MN(SN−1C ) coming from the complex Hadamard
matrices are those having the following properties:
(1) We have ξij ∈ TN , after a suitable rescaling.
(2) The conditions in Proposition 11.9 are satisfied.
Proof. By using the multiplicativity conditions (1,2,3) in Proposition 11.9, we conclude
that, up to a rescaling, we must have ξij = ξi/ξj, where ξ1, . . . , ξN is the first row of the
magic basis. Together with our assumption ξij ∈ TN , this gives the result. 
There are some similarities here with the Weyl matrix models. It would be very in-
teresting to find a common framework for the Weyl matrix models and for the deformed
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Fourier matrix models, inside the general flat matrix model framework. However, this
appears to be a difficult question, and we have no further results on the subject.
Finally, the various findings in [2], [10], [21] suggest the following conjecture:
Conjecture 11.11. The only Hadamard matrix models which are stationary on their
images are the Fourier matrix models.
This looks like a very difficult question, and we have no results here.
12. Open problems
We have already seen that there are many interesting questions. Here is a selection of
the most important ones, organized into four main categories:
Problem 12.1. Spectral questions.
These include the various questions formulated in sections 3,4,9 above, regarding the
deranging subgroups and their quantum generalization, as well as the notions of higher
transitivity and higher flatness, which are of spectral nature as well.
Problem 12.2. Inner faithfulness.
We have here several difficult questions, arising from the various results surveyed in
section 8 above, and which are related to the Connes embedding problem.
Problem 12.3. Weyl and Fourier models.
We have some questions here raised in section 11 above. In addition, we have the follow-
ing problem: is there anything intermediate between stationarity and inner faithfulness,
which covers the deformed Fourier models, with full parameter space?
Problem 12.4. General Hadamard models.
Finally, some interesting questions appear in connection with the work in [4], on the
Hadamard type matrices U ∈MN (A), with A being an arbitrary C∗-algebra. One concrete
question is whether in the random matrix case, A =MK(C(T )), the matrix model defining
the quantum group can be “flattened”, in the sense that the quantum group can be
recovered from a flat model, obtained by applying the trace on the matrix part.
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