Introduction {#Sec1}
============

The number *N*(*z*) of scientific papers that has been cited a total of *z* times is one of the most widely used and strong scientometric indicators. Alternatively, one may consider more sophisticated indicators (see, e.g., (Glänzel and Moed [@CR27]; Leydesdorff et al. [@CR43], [@CR44]; Radicchi and Castellano [@CR52]; Waltman and van Eck [@CR68])), but we limit ourselves here to the case in which the underlying variables are defined as the non-negative real numbers *z* and *N*(*z*). This approach has a formal defect that can be easily recognized. As a matter of fact, *z* and *N*(*z*) assume only non-negative integer values. Yet a substantial amount of previous works on the statistical distribution of citations of scientific papers treated *z* and *N*(*z*) as continuous variables in the long-time limit of the observation period, and we pursue the same approach with this paper.

Many problems of Science are describable in terms of a probability distribution. The distribution of citations over papers is important in that it connects more theoretically grounded studies with more practical problems of scientometrics (DeBellis [@CR18]; Moed [@CR48]). Hence, there is a great deal of literature on the distribution of citations to papers in scientific journals. The programmatic article by Lotka [@CR45] in 1926 was the pioneer paper in scientometric research and continues to be much in demand (see, e.g., (Egghe and Rousseau [@CR23])). In 1957, Shockley achieved encouraging results (Shockley [@CR62]). Later, in 1965, de Solla Price demonstrated that the citation distribution of scientific papers has strong skewness and heavy tail [@CR19], and since that time, significant effort has been invested in the study of the citation distribution. De Solla Price explained this "skew distribution" in terms of the cumulative advantage principle (de Solla Price [@CR20]): the probability that a paper will be cited grows with the number of citations it has already received. More precisely, in terms of the probability density function *f*(·), the cumulative advantage model predicts the following distribution of citations of scientific papers $$\documentclass[12pt]{minimal}
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 $$ f(z) = \frac{B(z + m, l)}{B(m, l - 1)}.  $$ 
\end{document}$$

Here *z* indicates the number of citations, *B*(·,·) is the beta function, and *m*, *l* are parameters. It is important to note that the formula ([1](#Equ1){ref-type=""}) is only valid for sufficiently long times. The continuous approximation of ([1](#Equ1){ref-type=""}) can be analytically estimated as a power-law function for some positive number *l*$$\documentclass[12pt]{minimal}
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 $$  (z \gg z_{\min})\colon f(z) \propto Cz^{- l},  $$ 
\end{document}$$

where *z*~min~ means a threshold value.

One of the classic results of scientometrics is the derivation of a model in which the probability distribution (PD for short) of *z*, in its asymptotic tail, is equivalent to a power-law PD ([2](#Equ2){ref-type=""}) (Haitun [@CR33]; Yablonsky [@CR72]). A possible mechanism to explain the power-law distribution is a stochastic growth process in which the citation rate of a paper is defined by the total number of received citations and the time after publication (Albert and Barabási [@CR3]; de Solla Price [@CR20]; Dorogovtsev et al. [@CR21]; Golosovsky and Solomon [@CR29]; Krapivsky et al. [@CR40]).

The other main result is the justification of the power-law approximation of the statistical distribution of citations of scientific papers (Albarrán and Ruiz-Castillo [@CR2]; Albarrán et al. [@CR1]; Ausloos [@CR6]; Brzezinski [@CR11]; Egghe [@CR22], Eom and Fortunato [@CR24]; Peterson et al. [@CR51]; Radicchi and Castellano [@CR53]; Redner [@CR56]; Stringer et al [@CR63]*; Waltman et al.*[@CR71]*; Zhao and Ye*[@CR73]*). However, the power-law distribution is possessed of a number of characteristics limiting its application (Clauset et al.*[@CR15]*; Golosovsky and Solomon*[@CR28]*; Newman*[@CR49]).

Power laws (see detail in (Clauset et al. [@CR15]; Newman [@CR49]; Virkar and Clauset [@CR50]; [@CR67])) are widely used to represent scientometric distributions. In reality, however, certain studies of citation distributions have used various other functional forms to provide best approximations to as wide a variety of bibliometric data as possible (see, e.g., (Burrell [@CR13]; Davies [@CR16]; Golosovsky and Solomon [@CR28]; Gupta et al. [@CR32]; Laherrère and Sornette [@CR41]; Radicchi et al. [@CR54]; Redner [@CR57]; Sangwal [@CR58]; van Raan [@CR66])). Nevertheless, all the same, power laws had and still have a crucial part to play in scientometrics, not only because they are established but also because they are theoretically well-founded, for reasons arising from the generalized central limit theorem (Uchaikin and Zolotarev [@CR65]), which has very considerable importance in probability theory.

One of the better models for the citation distribution is the Tsallis distribution (Anastasiadis et al. [@CR4]; Bletsas and Sahalos [@CR8]; Tsallis and de Albuquerque [@CR64]; Wallace et al. [@CR69]) $$\documentclass[12pt]{minimal}
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 $$  (q < 2)(\lambda > 0) \colon f(z) \propto {\lambda}(2 - q)e_{q}(- \lambda z),  $$ \end{document}$$
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 $$  e_{q}(z) = \left\{ \begin{aligned} &\exp(z)\qquad\quad \,\,\,\, \text{if}\ q = 1, \\ &\left(1 + {\rho} z\right)^{\frac{1}{\rho}} \qquad \text{if}\ \left((1 + {\rho} z) > 0\right)\bigwedge (q \neq 1) \\ &0,\qquad\qquad\quad\,\,\, \text{otherwise} \end{aligned} \right.  $$ \end{document}$$

is the *q*-exponential. (Here we use the symbol *ρ* to denote (1−*q*)). The *q*-exponential can also be defined by the following equation describing the (temporal) nonlinear relaxation of a system from an unstable point: $$\documentclass[12pt]{minimal}
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 $$ \frac{d\mathbf{e}}{dt} = - \mathbf{e}^{q} $$ 
\end{document}$$ with **e** given by *e*~*q*~(−*t*). The meaning of this statement is quite understandable.

In turn, the Tsallis distribution ([3](#Equ3){ref-type=""}) may be regarded as a special case of the generalized Pareto distribution (GPD for short) (Bermudez and Kotz [@CR7]) $$\documentclass[12pt]{minimal}
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 $$(z\geq\mu)(\xi \neq 0)\colon f(z) = \frac{1}{\sigma}\left(1 + \frac{\xi(z - \mu)}{\sigma}\right)^{\left({-\frac{1}{\xi} - 1}\right)}, $$ 
\end{document}$$ where *μ*=0, $\documentclass[12pt]{minimal}
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$\xi = \frac {q - 1}{2 -q}$
\end{document}$, *σ*=0. We also can say that the random variable (or, in abbreviated form, RV) *Z* has a GPD if (essentially) the RV *Z* can be expressed as *k*+*ϕ*(1−*U*)^−*δ*^, where *U* is a standard uniform RV. We intend to show here a specific but common heuristic model that can be adopted to generalize the GPD.

The practice of citations evolves over time. We can conceive of the process of citation as a way of tracking discrete social acts. Time lends citations direction and meaning (see (Bouabid [@CR9]; Burrell [@CR12], [@CR13]; Eom and Fortunato [@CR24]; Glänzel [@CR26]; Hsu and Huang [@CR38]; Radicchi et al. [@CR55]; Redner [@CR57]; Simkin and Roychowdhury [@CR59]; Wang et al. [@CR70]) for more details). However, when we analyze bibliometric data sets, we may interpret citations not as a series of discrete acts but rather as a statistical regularity which can be expressed in the language of timeindependent PDs. While the very meaning of the RV *Z* is difficult to represent in terms of the PD, it acquires a direct intuitive sense in terms of the terminal time formalism, which is developed in a systematic way (a nice general reference book for Markov processes is (Sharpe [@CR60])). The formal solution may consist in making the terminal time, or the lifetime, the main source of information of the RV *Z*. For a given process of citation, the terminal time is random. To define a realization (of the Markov process of citation) we must describe the corresponding conditional probability *W*. There is a natural way to associate with the terminal time problem the conditional probability *W* that the Markov process of citation does not stop during the fixed time interval, given that all phenomena, connected with this process during the same time interval, are known. It is proved (cf. (Sharpe [@CR60], \[Chap. VII\])) that *W* is connected with (nonnegative and right-continuous with respect to time) additive functionals of the initial Markov process of citation. We recall that an additive functional of a Markov process *X* is a map which associates with each interval of time \[*s*,*t*\] a RV $\documentclass[12pt]{minimal}
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${a_{t}^{s}}$
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${a_{t}^{s}}$
\end{document}$ depends only on the evolution of *X* during the time \[*s*,*t*\], and also the condition $\documentclass[12pt]{minimal}
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${a_{t}^{s}} + a_{\tau }^{t}=a_{\tau }^{s}$
\end{document}$ holds for arbitrary *t*∈\[*s*,*τ*\].

The approach proposed in this paper consists in letting the probability *W* play a crucial part by summarizing enough information about social citation system. As a rough guide, we suppose that the RV *Z* depends on time through the probability *W*.

The issue addressed in this paper is the development of a citation distribution that can be characterized in terms of the conditional probability *W* (given the total information concerning the performance of the process of citation for time *t*) that the Markov process of citation is of a duration longer than the time *t*. For the moment, we are not concerned with the explicit time dependence of the citations. In this paper, we assume that the RV *Z* is a function $$\documentclass[12pt]{minimal}
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 $$  \varphi(w) := \left\{ z\in Z\colon \exists w \ \left((w \in W) \wedge \left(z = \varphi(w)\right)\right)\right\},  $$ 
\end{document}$$

which we have yet to treat. We shall adopt an "asymptotic" point of view. We shall only be interested in the relation *φ*(·):*W*→*Z* that holds between *W* and *Z* at large times.

The proposed approach is based on the concept of the approximate invariance of the function (*w*∈\[0,1\]):*w*↦*φ*(*w*) by a translation of *w*, i.e., we claim that *φ*(*w*+·)≈ *φ*(*w*)*φ*(·). The considered heuristic model for the Markov process of citation is formulated as the inhomogeneous Choquet--Deny convolution equation (we shall use the abbreviated notation ICDCE) whose form is apparently determined by the approximate translation invariance. The solution of this equation gives the Wakeby distribution (WD) for citations of scientific papers. Until now, the WD has not been among the distributions employed to model observed bibliometric data.

The rest of this paper is organized as follows. The main result regarding our proposed model and its analytical solution is presented in the 2nd section. The empirical verification is provided in the 3rd section. Finally, concluding remarks are presented in the 4th section. The Appendix [1](#Sec8){ref-type="sec"} introduces certain necessary definitions and reviews results that are needed in the rest of the paper.

Model of citation distribution {#Sec2}
==============================

The model *w*↦*φ*(*w*) can work reasonably well in scientometrics for social citation systems that are either sufficiently "ordered" or sufficiently "disordered". In the limit of a large social citation system, we may at least assume that social citation system can be decomposed into a "structured" subsystem and a "stochastic" subsystem. For sake of concreteness, let us depart from the hypothesis that social citation system includes two types of subsystems whose nature is quite different. One of them could be identified as a social network, the other as a scientific market: The social network (sufficiently structured subsystem) is a polycentric complex of interrelated scholars.The scientific market (sufficiently stochastic subsystem) contains autonomous scholars who enter into the competition.The social network is characterized by structural cohesion, while the scientific market is actually an amorphous medium for sharing information resources.The evolution of the scientific market is of a stochastic nature.The social network corresponds to the notion of a dynamic system.The statistical properties of the citation distribution are partially determined by the nature of interactions between scientific market and social network.

Employing the previous notation, the postulated heuristic propositions, on the basis of which our model of the citation distribution is constructed, are as follows: In the event horizon where the scientific market "lives", it can be assumed that the function *φ*(*w*) in the expression ([5](#Equ5){ref-type=""}) is invariant under translation of *w*$$\documentclass[12pt]{minimal}
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 $$  \varphi(w+\cdot)=\varphi(w)\varphi(\cdot).  $$ 
\end{document}$$In the event horizon of the social network the function *φ*(*w*) may be intuitively considered as the positive contraction semigroup *τ*(*w*) on a real one-dimensional Banach space generated by −*β*$$\documentclass[12pt]{minimal}
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 $$  (\beta \in \mathbb{R})\colon \tau(w) = \exp(- \beta w).  $$ 
\end{document}$$The social logic of the citation distribution is such that there is a two-way influence between the scientific market and the social network (Bourdieu [@CR10]). However, in the limit of long time, social effects of the process of citation bring to screening "long-range" interactions. As a result, the subsystems in social citation system are almost independent and we obtain approximate translation invariance $$\documentclass[12pt]{minimal}
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 $$  \varphi(w + \cdot) = \varphi(w)\varphi(\cdot) + r(w),  $$ 
\end{document}$$where *r*(*w*) indicates a remainder term.

In the framework of previously accepted propositions the following statements are considered: The simplest and most intuitive general approach to translate invariance is via convolution. Let *T*~*a*~ be the translation operator defined by *T*~*a*~*φ*(*w*)=*φ*(*w*+*a*). Translation invariance of the convolution (*φ*∗*χ*) means that the convolution with a fixed function *χ* commutes with *T*~*a*~, i.e., $$\documentclass[12pt]{minimal}
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 $$ T_{a}\left(\varphi \ast \chi\right) = \left(T_{a}\varphi\right) \ast \chi = \varphi \ast \left(T_{a}\chi\right). $$ 
\end{document}$$It can involve explicitly the well-known Choquet--Deny convolution equation (CDCE for short, see ([20](#Equ20){ref-type=""})).By virtue of formula ([7](#Equ7){ref-type=""}), whatever the precise form of *r*(*w*) may be it will give to ([8](#Equ8){ref-type=""}) a contribution of the form $$\documentclass[12pt]{minimal}
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 $${\lim}_{w\uparrow{1}} r(w) = O\left(\exp(- \beta w)\right). $$ 
\end{document}$$This proposition corresponds to a functional equation that can be rewritten as the ICDCE (see ([21](#Equ21){ref-type=""})).

The translation invariance is an important concept, so it should be understood in a thorough manner. The probability *W*, of course, corresponds to terminal time, while the RV *Z* occurs at random in time. Since the RV *Z* in the scientific market should be independent of an arbitrary translation *a*, the constancy of termination rate of the process of citation take place in the scientific market. This is what we mean when we say that *φ*(*w*) has the translation invariant property ([6](#Equ6){ref-type=""}) in the scientific market.

The motivation of the approximate translation invariance is to take the relation between the scientific market and the social network into consideration. In rough approximation, the scientific market and the social network can be considered as relatively independent. Consequently, their contributions to *φ*(*w*) are additive. Summing ([6](#Equ6){ref-type=""}), and ([7](#Equ7){ref-type=""}), we obtain ([8](#Equ8){ref-type=""}), i.e., approximate translation invariance. The Eq. [8](#Equ8){ref-type=""} therefore expresses some kind of linear superposition of the effect of the scientific market and the social network. This superposition is not valid in the general case.

To find the citation distribution that we seek, we will start off with certain well-known mathematical constructions. Let $\documentclass[12pt]{minimal}
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$\left (\Omega, \mathcal {F}, (\mathcal {F}_{t})_{t\in I}, \mathbf {P}\right)$
\end{document}$ be a filtered probability space that satisfies the usual conditions (for details, see Chap. 1 of (Sharpe [@CR60])). In constructing a model of the citation distribution, we can imagine the social citation system as a normal Markov process *X*=(*X*~*t*~)~*t*∈*I*~ in a state space $\documentclass[12pt]{minimal}
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$(S,\mathcal {S})$
\end{document}$. Insofar as our interest in the social citation system is confined to a few of its features, the Markov process-based model may be relevant in explaining the citation distribution. Further, we shall suppose that the experimentally observed Markov process $\documentclass[12pt]{minimal}
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\end{document}$ is obtained from *X* by curtailment of its terminal time up to $\documentclass[12pt]{minimal}
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$\tilde {\zeta }$
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 $$(I \ni \tilde{\zeta}\colon\Omega \rightarrow \mathbb{R}_{+})(t<\tilde{\zeta})\colon \tilde{x}(t,\tilde{\omega}) = x(t,\omega). $$ 
\end{document}$$
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$\tilde {X}$
\end{document}$ is given by a truncation of the duration of the original process *X* such that the trajectories of *X* are terminated in a random manner. One can easily see that, for a proper choice of the filtered probability space $\documentclass[12pt]{minimal}
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$\left (\tilde {\Omega }, \tilde {\mathcal {F}}, {(\tilde {\mathcal {F}}_{t})}_{t\in I}, \tilde {\mathbf {P}}\right)$
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$(S,\mathcal {S})$
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$\tilde {X}$
\end{document}$ is a subprocess of the process *X*. The duration of the processes *X* and $\documentclass[12pt]{minimal}
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$\tilde {X}$
\end{document}$ are denoted by *ζ* and $\documentclass[12pt]{minimal}
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$\tilde {\zeta }$
\end{document}$, respectively, and $$\documentclass[12pt]{minimal}
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 $$ \left(\forall (s, x)\right)\colon \mathbf{P}_{s,x}\left(\tilde{\zeta} \leq \zeta\right) = 1. $$ 
\end{document}$$

The construction of such a subprocess is minutely described in (Sharpe [@CR60] \[p. 65--74\]).

Under appropriate assumptions, we can represent the Markov process $\documentclass[12pt]{minimal}
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$\tilde {X}$
\end{document}$ using the concept of the multiplicative functional of the Markov process *X*. This approach is explained in detail in (Sharpe [@CR60], \[p. 286--301\]). Let us now introduce the contracting, multiplicative functional $\documentclass[12pt]{minimal}
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$(s\leq t\leq \infty)\colon {m_{t}^{s}}\colon I(\omega)\rightarrow (S,\mathcal {S})$
\end{document}$ continuous from the right on *X*. It is proved (see Theorem 4 in (Gikhman and Skorokhod [@CR25], \[p. 71--72\])) that $$\documentclass[12pt]{minimal}
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 $$ \begin{aligned} &\left({\Omega^{s}_{t}}=\left\{\omega\colon {s,t}\in I(\omega)\right\} \right) \left(\mathrm{a.s.}\ {\Omega^{s}_{t}}, \mathbf{P}_{s,x}\right)\colon \\ &{m_{t}^{s}} = \tilde{\mathbf{P}}_{s,x}\left(\tilde{\zeta} > t \ \left\vert\, \left(\tilde{\mathcal{F}}^{s} \right)_{s\in I}\right.\right).  \end{aligned}  $$ \end{document}$$
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${a_{t}^{s}}\colon I(\omega)\rightarrow (S,\mathcal {S})$
\end{document}$ be an additive functional, continuous from the right on *X*. The formulae $\documentclass[12pt]{minimal}
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\end{document}$ establish a one-to-one correspondence between $\documentclass[12pt]{minimal}
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${a_{t}^{s}}$
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${m_{t}^{s}}$
\end{document}$ (Gikhman and Skorokhod [@CR25] \[p. 64\]). It follows in the usual way that, $$\documentclass[12pt]{minimal}
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 $$  \left(\mathrm{a.s.}\ \Omega_{t}, \mathbf{P}_{t}\right) \colon \tilde{\mathbf{P}}_{s,x}\left(\tilde{\zeta} > t \ \left\vert\, \left(\tilde{\mathcal{F}}^{s}\right. \right)_{s\in I}\right) = \exp\left(-{a_{t}^{0}}\right).  $$ \end{document}$$

In the expression ([10](#Equ10){ref-type=""}), of the quantity $$\documentclass[12pt]{minimal}
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 $$\tilde{\mathbf{P}}_{s,x}\left(\tilde{\zeta} > t \ \left\vert\, \left(\tilde{\mathcal{F}}^{s}\right. \right)_{s\in I}\right) $$ \end{document}$$ can be interpreted as the conditional probability *W* that the trajectory *x*(*τ*) does not terminate during the time interval \[0,*t*\]. Moreover, to simplify the argument, we set $$\documentclass[12pt]{minimal}
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 $$\left(\forall t\in I(\omega)\right)\colon {a_{t}^{0}} = \vartheta t. $$ 
\end{document}$$ Then we immediately verify that, $$\documentclass[12pt]{minimal}
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 $$ \tilde{\mathbf{P}}_{x}\left(\left. \tilde{\zeta} > t \right\vert (\mathcal{F}_{t})_{t\in I}\right) = \exp(-\vartheta t),   $$ \end{document}$$
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$\tilde {\mathbf {P}}_{x}\left (\left. \tilde {\zeta } > t \right \vert (\mathcal {F}_{t})_{t\in I}\right)$\end{document}$ holds for the conditional probability *W* that the process of citation is of duration longer than *t*: $$\documentclass[12pt]{minimal}
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 $$W \equiv \tilde{\mathbf{P}}_{x}\left(\left. \tilde{\zeta} > t \right\vert (\mathcal{F}_{t})_{t\in I}\right). $$ \end{document}$$ We assume without essential loss of generality that under a suitable normalization, the RV *W* has a standard exponential distribution. With the inverse method, we have $$\documentclass[12pt]{minimal}
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 $$  W = -\ln U.  $$ 
\end{document}$$

It follows from the above that the properties of the distribution **P**~*Z*~(*z*) depend on *w*. To be thorough, we must note that the distribution **P**~*Z*~(*z*) is defined on the probability space $\documentclass[12pt]{minimal}
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$\left (\mathfrak {Z},\mathcal {B}(\mathfrak {Z}),\mathbf {P}_{Z}\right)$
\end{document}$. Obviously, the connections between the Markov process *X* and the distribution **P**~*Z*~(*z*) may be based on the concept of the conditional probability *W*. A somewhat unrealistic, but simple, schematic idea of these connections is given by the equality $$\documentclass[12pt]{minimal}
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 $$ \begin{array}{c} \left(\!\left(\forall{z}\in{\mathbb{R}_{+}}\right)\left({\left\{\mathfrak{z}\colon Z(\mathfrak{z})\leq z\right\}}\in{\mathcal{B}(\mathfrak{Z})}\right)\colon Z\colon \mathfrak{Z}\rightarrow\mathbb{R}_{+}\!\right) \\ \left(\varphi(w)\colon\mathbb{R}_{+}\rightarrow\mathbb{R}_{+}\right)\colon {z}={\varphi(w)},  \end{array}  $$ 
\end{document}$$

where, as in Appendix [1](#Sec8){ref-type="sec"}, *φ*(*w*) is locally integrable (with respect to the Lebesgue measure *Λ*). However, the function *φ*(*w*) is not yet completely defined. In fact, the general problem of studying the form of *φ*(*w*) can be reduced to the case in which this function satisfies certain extra conditions. One can attempt to define *φ*(*w*) implicitly by some functional equation rather than by direct definitions. In particular, the general form of *φ*(*w*) may be derived uniquely from its invariance.

For the purpose of our study, based upon the denotation introduced in Appendix [1](#Sec8){ref-type="sec"}, let *μ*^*n*^ be the *n*-fold convolution of *μ*, and let *φ*(*w*) be a nontrivial positive solution of the ICDCE ([21](#Equ21){ref-type=""}). Observe first that from the paper of (Gu and Lau [@CR31]), we know that for a.a. (mod *Λ*)$\documentclass[12pt]{minimal}
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$w\in \mathbb {R}_{+}$
\end{document}$, we have the relation $$\documentclass[12pt]{minimal}
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 $$\begin{aligned} \varphi(w) &= {\lim}_{n\to\infty}\int_{\mathbb{R}_{+}}\varphi(w + v)\, \mu^{n}\, (dv) \\ &\quad+ \sum_{n=0}^{\infty}\int_{\mathbb{R}_{+}}\varphi(w + v)r(w + v)\, \mu^{n}\, (dv). \end{aligned} $$ 
\end{document}$$

Suppose *μ* is a non-probability measure. If we take *μ* without requiring $\documentclass[12pt]{minimal}
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$\int _{\mathbb {R}_{+}}\mu (dv) = 1$
\end{document}$ and, *mutatis mutandis*, use the arguments employed by (Gu and Lau [@CR31]), we obtain the following expression for *φ*(*w*): $$\documentclass[12pt]{minimal}
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 $$  \varphi(w) \propto \kappa_{1}\exp(\delta w) + \kappa_{2}\exp(-\beta w),  $$ 
\end{document}$$

where *κ*~1~ and *κ*~2~ are constants. It should be mentioned that the definition ([13](#Equ13){ref-type=""}) allows us to write the function *φ*(*w*) in an explicit form of the RV *Z*$$\documentclass[12pt]{minimal}
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 $$  Z \propto \kappa_{1}\exp(\delta w) + \kappa_{2}\exp(-\beta w).  $$ 
\end{document}$$

This expression is the relation we were seeking between the quantities we were interested in, *Z* and *W*. As could be expected, the RV *Z* contains two parts: one corresponds to the incident stream of citations, the other to the scattered stream of citations.

To extract the implications of ([15](#Equ15){ref-type=""}), it is convenient to represent the RV *W* in terms of the uniform RV *U*. Now, if we recall the Eq. [12](#Equ12){ref-type=""}, the expression ([15](#Equ15){ref-type=""}) can be straightforwardly rewritten as $$\documentclass[12pt]{minimal}
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 $$  Z \propto \kappa_{1} U^{-\delta} + \ \kappa_{2} U^{\beta}.  $$ 
\end{document}$$

The study of the relation ([16](#Equ16){ref-type=""}) makes it possible to obtain the PD of the RV *Z*. Motivated by the approximate translational invariance of *z* with respect to the probability *w* that the process of citation does not terminate, we suggest that this model is appropriate to provide a phenomenologically relevant picture of the citation distribution. Finally, starting from the statistical considerations connected with a common and convenient choice of distribution function (Johnson et al [@CR39], \[Chap. 12\]), a natural modification of the relation ([16](#Equ16){ref-type=""}) can be written in the form $$\documentclass[12pt]{minimal}
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 $$  Z = \upsilon(1 - U)^{-\delta} - \ \theta (1 - U)^{\beta} + k.  $$ 
\end{document}$$

The formula ([17](#Equ17){ref-type=""}) defines the distribution, which is called the WD (Johnson et al. [@CR39], \[p. 44--46\]). This distribution was established by H. A. Thomas (Houghton [@CR37]) (who lived on Wakeby pond on Cape Cod, Massachusetts) for hydrological data case studies (Griffiths [@CR30]; Hosking and Wallis [@CR36]). We stress that the explicit formula for the PDF of *Z* is not generally available.

For the sake of being definite, it would be better to rewrite ([17](#Equ17){ref-type=""}) using the following notation $$\documentclass[12pt]{minimal}
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 $$\upsilon = \gamma/\delta,\; \theta = \alpha/\beta,\; k = \xi + \theta - \phi. $$ 
\end{document}$$

Suppose all parameters *α*, *β*, *γ*, *δ*, *ξ* are continuous. Then, the WD becomes $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}
 $$  Z = \xi +\frac{\alpha}{\beta}\left(1 - (1 - U)^{\beta}\right) - \frac{\gamma}{\delta}\left(1 - (1 - U)^{-\delta}\right).  $$ 
\end{document}$$

It is readily seen that the WD has three disposable shape parameters, one location parameter and one scale parameter. Under the following conditions: $$\documentclass[12pt]{minimal}
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 $$\begin{aligned} (\alpha \neq 0) & \vee (\gamma \neq 0), \\ (\beta + \delta > 0) & \vee (\beta = \gamma = \delta = 0), \\ (\alpha = 0) & \Rightarrow (\beta = 0), \\ (\gamma = 0) & \Rightarrow (\delta = 0), \\ (\gamma \geq 0) & \wedge (\alpha + \beta \geq 0) \end{aligned} $$ \end{document}$$ the Eq. [18](#Equ18){ref-type=""} has a unique solution on dom *Z*; here $$\documentclass[12pt]{minimal}
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 $$ \text{dom}~Z =\left\{ \begin{aligned} &[\xi, \infty)\qquad\qquad\qquad\,\, \text{if} \ (\delta \geq 0) \wedge (\gamma >0), \\ &\left[\xi, \xi + \frac{\alpha}{\beta} - \frac{\gamma}{\delta}\right] \qquad \text{if} \ (\delta > 0) \vee (\gamma = 0). \end{aligned} \right. $$ \end{document}$$

The WD in ([18](#Equ18){ref-type=""}), when *α*=0 or *γ*=0 reduces to the GPD. The Eq. [18](#Equ18){ref-type=""} is not very tractable for analysis but can yield efficient algorithms for the numerical simulation of the WD.

Nearly all the papers that deal with inference for the WD are based on the theory of *L*-moments (Hosking [@CR34], [@CR35]; Hosking and Wallis [@CR36]). The free software statistical environment R contains functions to estimate the parameters of the WD from the data (see, e.g., (Asquith [@CR5]), and packages 'lmom', 'lmomco').

Illustration {#Sec3}
============

To demonstrate the applicability of the proposed heuristic model, we evaluate the goodness-of-fit of the WD to two bibliometric datasets.

Data sets {#Sec4}
---------

This study is based on the citation distribution of papers published by the American Physical Society (APS), the American Mathematical Society (AMS), the European Mathematical Society (EMS), and the Institute of Physics (IOP) (see the list of journals in Appendix [2](#Sec9){ref-type="sec"}) in the years 1980 ---2008 and indexed in Thomson Reuters Journal Citation Reports, Science Edition 2012. The data on citations was obtained from the Thomson Reuters Web of Science Core Collection. The data on citations of papers of APS, AMS and EMS were obtained in December 2013. The data for IOP were received in April 2014. The number of citations *z* is counted as the total number of times a paper appears as a reference of a more recently published paper indexed in the Web of Science Core Collection.

Two sets of bibliometric data are tested in the study: The first set contains papers published by APS, AMS, and EMS. There are 10,043,731 citations among 356,287 papers.The second set consists of 233,570 papers published by IOP. This dataset includes 5,885,458 citations.

Empirical results {#Sec5}
-----------------

Best-fit PDs for both data sets were performed using the Mathwave EasyFit [@CR47] data analysis software. The 63 PDs were automatically fitted to the empirical distributions of the data sets. The Kolmogorov--Smirnov test and the Anderson--Darling test were performed to assess goodness-of-fit, and the PDs were ranked according to the goodness-of-fit. The values of the test statistics for the top 5 PDs are reported in Tables [1](#Tab1){ref-type="table"} and [2](#Tab2){ref-type="table"} (see also Figures [1](#Fig1){ref-type="fig"}, [2](#Fig2){ref-type="fig"}, [3](#Fig3){ref-type="fig"} and [4](#Fig4){ref-type="fig"}).Figure 1**Probability -- Probability plot of** ***Z*** **for Dataset 1.** Distribution: WD.Figure 2**Probability -- Probability plot of** ***Z*** **for Dataset 1.** Distribution: GPD.Figure 3**Probability -- Probability plot of Z for Dataset 2.** Distribution: WD.Figure 4**Probability -- Probability plot of** ***Z*** **for Dataset 2.** Distribution: GPD.Table 1**Goodness of fit --- Summary for Dataset 1DistributionKolmogorov -- SmirnovAnderson -- Darling(** ***p*** **=0** ***.*** **00205,** ***α*** **=0** ***.*** **1)(** ***p*** **=1** ***.*** **9286,** ***α*** **=0** ***.*** **1)StatisticRankStatisticRank**WD0.050361785.961GPD0.058182878.32Gen. Extreme Value0.086132359.33Pareto 20.09083447317.06Phased Bi-Exponential0.09143553274.08Table 2**Goodness of fit --- Summary for Dataset 2DistributionKolmogorov -- SmirnovAnderson -- Darling(** ***p*** **=0** ***.*** **00253,** ***α*** **=0** ***.*** **1)(** ***p*** **=1** ***.*** **9286,** ***α*** **=0** ***.*** **1)StatisticRankStatisticRank**WD0.058451655.61GPD0.071272796.092Gen. Extreme Value0.0924931817.53Gen. Logistic0.0984842022.54Phased Bi-Exponential0.10584537917.010

Comparing the obtained values and goodness-of-fit statistics given in the Tables, it will be seen that the WD offers a greater level of accuracy than the other PDs considered.

Discussion {#Sec6}
==========

We conclude that the WD is in some sense the best PD to adequately fit the examined bibliometric data sets.

It should be clear that the proposed heuristic approach is only a phenomenological model of the citation distribution. The Eq. [11](#Equ11){ref-type=""} has not been derived yet but has rather been injected into the model. The vector of parameters (*α*,*β*,*γ*,*δ*,*ξ*), which fixes the WD, is assumed to be given. We can say that the formula ([17](#Equ17){ref-type=""}) does not reproduce the exact citation distribution. We should rather view the expression ([17](#Equ17){ref-type=""}) as an approximate representation, in which the fine details of the citation distribution have been rounded up for clarity. Nevertheless, discrepancies with observation may be caused by errors in data collection or by random influences, which will be explained later. Also, there may be many still unknown secondary effects that could change the shape of the citation distribution. But it does not detract from the consistency or the cognitive value of the mathematical model. The proposed heuristic model of the citation distribution may be considered as a potentially useful amalgamation of mathematical abstraction and scientometric intuition.

Appendixes {#Sec7}
==========

Appendix 1. Mathematical preliminaries to model development {#Sec8}
-----------------------------------------------------------

In the context of this paper we are interested in mathematical formulations. Therefore, we briefly indicate here how the function *φ*(·) can be treated mathematically.

Let *μ* and *ν* be regular Borel measures on a locally compact Abelian group *G* with a countable basis. The convolution equation *μ*=*μ*∗*ν* on *G* was first thoroughly investigated by (Choquet and Deny [@CR14]). The integral representation of unbounded solutions was generalized by (Deny [@CR17]). For the sake of completeness, we introduce the following notation: $\documentclass[12pt]{minimal}
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$\psi \colon G \rightarrow \mathbb {R}_{+}$
\end{document}$: the real-valued non-negative function;$\documentclass[12pt]{minimal}
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$C(G,\mathbb {R}_{+})$
\end{document}$: the space of continuous functions from *G* to $\documentclass[12pt]{minimal}
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$\mathbb {R}_{+}$
\end{document}$;*μ*: the Radon measure on the Borel *σ*-field $\documentclass[12pt]{minimal}
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$\mathcal {B}(G)$
\end{document}$ that is generated by *G*;*Λ*: the Lebesgue measure;*Ψ*: the space of all real-valued non-negative functions $\documentclass[12pt]{minimal}
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$\psi (\cdot)\colon G \rightarrow \mathbb {R}_{+}$
\end{document}$ such that $$\documentclass[12pt]{minimal}
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 $$  (\forall x \in G)\left(\psi(\cdot)\in C(G,\mathbb{R}_{+})\right)\colon \psi(x + y) = \psi(x)\psi(y).  $$ 
\end{document}$$

The space *Ψ* is, by construction, a locally compact space with the topology of uniform convergence on compact sets. We define the subset *Ψ*~*μ*~⊂*Ψ* as follows $$\documentclass[12pt]{minimal}
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 $$ \begin{aligned} &(\forall x \in G)\left(\psi(\cdot)\in C(G,\mathbb{R}_{+})\right)\colon \\ &{\Psi_{\mu}}{:=} \left\{\!\psi(\cdot)\colon\left(\psi(\cdot)\in\Psi\!\right)\!\bigwedge\! \left(\int_{G}\psi(x)\, \mu\, (dx)=1\!\right)\!\right\}. \end{aligned} $$ 
\end{document}$$

From the definition, *Ψ*~*μ*~ is a Borel subset of *Ψ*. In addition, let *G* itself be the smallest closed subgroup of *G* that contains supp(*μ*).

The generalized version of the Deny's theorem is the following. When the real-valued non-negative continuous function $\documentclass[12pt]{minimal}
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$\phi (\cdot)\colon G\rightarrow \mathbb {R}_{+}$
\end{document}$ satisfies the Choquet--Deny convolution equation: $$\documentclass[12pt]{minimal}
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 $$   (\forall x \in G)\left(\phi(\cdot)\in C(G,\mathbb{R}_{+})\right)\colon \phi(x) = \int_{G}\phi(x + y)\, \mu\, (dy),  $$ 
\end{document}$$

then there exists a unique measure *ν*~*ϕ*~ on *Ψ*~*μ*~ such that $$\documentclass[12pt]{minimal}
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 $$ (\forall x \in G)\left(\phi(\cdot)\in C(G,\mathbb{R}_{+})\right)\colon \phi(x) = \int_{\Psi_{\mu}}\psi(x)\, \nu_{\phi}\, (d\psi). $$ 
\end{document}$$

For an extensive discussion of the whole problem, the reader is referred to (Lukec̆s et al. [@CR46], \[Chap. 3\]). The CDCE ([20](#Equ20){ref-type=""}) and its ramifications occupy a central place in our study.

It should be noted that, according to (Deny [@CR17]), if *μ* is a probability measure, then every bounded solution of ([20](#Equ20){ref-type=""}) reduces to a constant.
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$G = \mathbb {R}_{+}$
\end{document}$, *μ* is assumed to be non-arithmetic such that *μ*(*∅*)\<1, and *ϕ*(·) is assumed to be non-negative, real-valued and locally integrable with respect to the *Λ* function (ignoring the trivial case of *ϕ*(·)=0 a.e. (mod *Λ*)) such that it satisfies a.a. (mod *Λ*) to the CDCE ([20](#Equ20){ref-type=""}).

As a corollary of Deny's theorem, Lau and Rao provided the following theorem, specifying the above result: If a nontrivial solution for *ϕ*(·) exists, then it is of the form $$\documentclass[12pt]{minimal}
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 $$ \left(\mathrm{a.e.}\!\!\!\!\pmod{\Lambda} \ x \geq x_{\min}\right)\colon \phi(x) = p(x)\exp(cx), $$ 
\end{document}$$
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 $$ \left(\forall u \in \text{supp} (\mu)\right)\colon p(\cdot + u) = p(\cdot) > 0 $$ \end{document}$$ is fulfilled with *c* such that $$\documentclass[12pt]{minimal}
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 $$\begin{aligned} &(c\in \mathbb{R})\left(\mathrm{a.e.}\!\!\!\!\pmod{\Lambda} \ \forall x\in \mathbb{R}_{+}\right)\colon \\ &\int_{\mathbb{R}_{+}}\exp(cx)\, \mu\, (dx) = 1. \end{aligned}  $$ 
\end{document}$$

The proof of this theorem can be found in (Lau and Rao [@CR42]).

The inhomogeneous Choquet--Deny convolution equation (ICDCE) $$\documentclass[12pt]{minimal}
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 $$ \begin{aligned} &\left(\mathrm{a.e.}\!\!\!\!\pmod{\Lambda} \ \forall x\in \mathbb{R}_{+}\right)\colon \\ &\phi(x) = \int_{\mathbb{R}_{+}}\phi(x + y)\, \mu\, (dy) + r(x), \end{aligned}  $$ 
\end{document}$$

where \|*r*(*x*)\|≤*κ* exp(−*βx*) is an "error term", is a generalization of the Eq. [20](#Equ20){ref-type=""} given by Shimizu. The solutions of the ICDCE on $\documentclass[12pt]{minimal}
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$\mathbb {R}_{+}$
\end{document}$ were considered by (Shimizu [@CR61])and by (Gu and Lau [@CR31]).

Appendix 2. List of journals {#Sec9}
----------------------------

American Physical Society Physical Review APhysical Review BPhysical Review BPhysical Review CPhysical Review DPhysical Review EPhysical Review LettersPhysical Review Special Topics Accelerators And BeamsPhysical Review Special Topics Physics Education ResearchPhysical Review XReviews of Modern PhysicsAmerican Mathematical Society Bulletin of American Mathematical SocietyJournal of the American Mathematical SocietyMathematics of ComputationMemoirs of the American Mathematical SocietyProceedings of the American Mathematical SocietySt. Petersburg Mathematical JournalTransactions of the American Mathematical SocietyEuropean Mathematical Society Commentarii Mathematici HelveticiGroups Geometry and DynamicsInterfaces and Free BoundariesJournal of Noncommutative GeometryJournal of the European Mathematical SocietyPortugaliae MathematicaRendiconti Lincei ---Matematica e ApplicazioniRevista Matematica IberoamericanaZeitschrift für Analysis und Ihre AnwendungenInstitute of Physics Astronomical JournalAstrophysical JournalAstrophysical Journal LettersAstrophysical Journal Supplement SeriesBioinspiration BiomimeticsBiomedical MaterialsChinese Physics BChinese Physics LettersClassical and Quantum GravityCommunications in Theoretical PhysicsEnvironmental Research LettersEuropean Journal of PhysicsFluid Dynamics ResearchInverse ProblemsJournal of Breath ResearchJournal of Cosmology and Astroparticle PhysicsJournal of Geophysics and EngineeringJournal of InstrumentationJournal of Micromechanics and MicroengineeringJournal of Neural EngineeringJournal of Physics A Mathematical and TheoreticalJournal of Physics B Atomic Molecular and Optical PhysicsJournal of Physics: Condensed MatterJournal of Physics D Applied PhysicsJournal of Physics G Nuclear and Particle PhysicsJournal of Radiological ProtectionJournal of Statistical Mechanics Theory and ExperimentLaser PhysicsLaser Physics LettersMeasurement Science TechnologyMetrologiaModelling and Simulation in Materials Science and EngineeringNanotechnologyNew Journal of PhysicsNonlinearityPhysica ScriptaPhysical BiologyPhysics in Medicine and BiologyPhysics WorldPhysiological MeasurementPlasma Physics and Controlled FusionPlasma Science TechnologyPlasma Sources Science TechnologyReports on Progress in PhysicsSemiconductor Science and TechnologySmart Materials and StructuresSmart Materials StructuresSuperconductor Science Technology

**Competing interests**

The authors declare that they have no competing interests.

**Authors' contributions**

The authors have made the following declarations about their contributions: YLK conceived and designed the study, and wrote the article; YVM carried out review of literature, collected the data sets and analyzed the data. All authors read and approved the final manuscript.

The financial support from the Government of the Russian Federation within the framework of the Basic Research Program at the National Research University Higher School of Economics and within the framework of implementation of the 5-100 Programme Roadmap of the National Research University Higher School of Economics is acknowledged.
