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In this paper, we investigate a new family of reﬁnable functions named pseudo box splines
which generalize univariate pseudo-splines to the multivariate setting. The properties of
pseudo box splines including stability and regularity are analyzed. Furthermore, we obtain
a series of compactly supported C∞ reﬁnable functions by applying nonstationary cascade
algorithms to the masks of pseudo box splines. Using these functions, we construct
compactly supported nonstationary C∞ tight wavelet frames in L2(Rs) with the spectral
frame approximation order.
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1. Introduction
Pseudo-splines introduced in [6,7,21] provide a rich family of compactly supported reﬁnable functions in L2(R). They
include B-splines, orthogonal reﬁnable functions and interpolatory reﬁnable functions. They were extensively studied in
[8,9,11]. Box splines are natural generalizations of univariate B-splines to the multivariate setting. In light of the relationships
between the B-splines and box splines, it is natural to consider pseudo box splines.
We denote the set of all nonnegative integers by N0 and the set of all natural numbers by N. For k = (k1, . . . ,ks) ∈ Ns0,
let |k| := k1 + · · · + ks , k! := k1! · · ·ks!, and ωk := ωk11 · · ·ωkss for ω = (ω1, . . . ,ωs) ∈ Rs . The inner product of two vectors ω
and ξ in Rs is denoted by ω · ξ . The norm of ω is deﬁned as |ω| := √ω ·ω. The partial derivative of a differentiable function
f with respect to the jth coordinate is denoted by D j f , j = 1, . . . , s, and Dk is the differential operator Dk11 · · · Dkss .
For 1 p ∞, let Lp(Rs) denote the Banach space of all measurable functions f on Rs such that ‖ f ‖Lp(Rs) < ∞, where
‖ f ‖Lp(Rs) :=
( ∫
Rs
∣∣ f (x)∣∣p dx)1/p for 1 p < ∞,
and ‖ f ‖L∞(Rs) is the essential supremum of | f | on Rs . The Fourier transform of a function f ∈ L1(Rs) is deﬁned as f̂ (ω) :=∫
Rs
f (x)e−ix·ω dx and can be naturally extended to tempered distributions.
Given a sequence of 2π -periodic trigonometric polynomials {τ̂ j} j∈N , we deﬁne nonstationary reﬁnable functions {φ j} j∈N0
in terms of their Fourier transforms as follows:
φ̂ j(ω) :=
∞∏
n=1
τ̂n+ j
(
2−nω
)
, ω ∈ Rs, j ∈ N0, (1.1)
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φ̂ j−1(ω) = τ̂ j(ω/2)φ̂ j(ω/2), ω ∈ Rs, j ∈ N.
When the masks τ̂ j are independent of j, the equations in (1.1) can be simpliﬁed to the reﬁnement equation
φ̂(ω) = τ̂ (ω/2)φ̂(ω/2), ω ∈ Rs. (1.2)
Any solution of (1.2) is called a reﬁnable function. Wavelets are derived from reﬁnable functions via a standard multiresolu-
tion technique (see [5]).
We denote by deg(τ̂ ) the smallest nonnegative integer such that its Fourier coeﬃcients of τ̂ vanish outside
[−deg(τ̂ ),deg(τ̂ )]s . From (1.1), we see that the function φ0 is supported in [−L, L] with L = ∑∞j=1 2− j deg(τ̂ j). In this
paper, we are mainly concerned with compactly supported function, so it is natural to require L < ∞. In the analysis below,
we use the following bracket product [15]:
[φ̂, φ̂](ω) :=
∑
k∈Zs
∣∣φ̂(ω + 2πk)∣∣2, ω ∈ Rs. (1.3)
The following theorems characterize the existence of distributional solutions and L2-solutions of (1.1). These results
were proved in [11] for the case s = 1. The same proof also applies to general nonstationary reﬁnable functions.
Theorem1.1. Let {τ̂ j} j∈N be a sequence of 2π -periodic trigonometric polynomials.We suppose that L < ∞ and∑∞j=1 |τ̂ j(0)−1| < ∞
holds. If |τ̂ j(ω)| are bounded by some constant C > 0, where C is independent of j, then the inﬁnite product in (1.1) converges uniformly
on every compact set of Rs , and {φ̂ j} j∈N0 is a sequence of well-deﬁned compactly supported tempered distributions.
Theorem 1.2. Let {τ̂ j} j∈N be a sequence of 2π -periodic trigonometric polynomials satisfying∑γ∈{0,1}s |τ̂ j(ω+πγ )|2  1 for almost
every ω ∈ Rs . Assume that for every j ∈ N, φ̂ j−1 := limN→∞∏Nn=1 τ̂n+ j−1(2−nω) is well deﬁned for almost every ω ∈ Rs . Then
[φ̂ j−1, φ̂ j−1](ω) 1 for almost every ω ∈ Rs and φ j−1 ∈ L2(Rs) with ‖φ j−1‖L2(Rs)  1.
The mask of a pseudo-spline of type II with order (m, l) is given by
2̂am,l(ω) := cos2m(ω/2)
l∑
j=0
(
m+ l
j
)
sin2 j(ω/2) cos2(l− j)(ω/2), ω ∈ R, (1.4)
where 0 l m − 1. The mask of a pseudo-spline of type I with order (m, l) is given by taking the square root of the mask of
type II with the order (m, l) using the Fejér–Riesz lemma such that∣∣1̂am,l(ω)∣∣2 = 2̂am,l(ω), ω ∈ R. (1.5)
In what follows, we drop the subscript (m, l) in k̂am,l unless otherwise speciﬁed. The mask k̂a (k = 1 or 2) completely
determines the corresponding reﬁnable function kφ (k = 1 or 2) which we call the pseudo-splines of type I or type II. The
pseudo-splines with order (m,0) are the B-splines. When l =m−1, the pseudo-splines of type I are the orthogonal reﬁnable
functions studied in [5], and the pseudo-splines of type II are the interpolatory reﬁnable functions which were introduced
by Dubuc in [10]. The other pseudo-splines with various orders ﬁll in the gaps between the B-splines and orthogonal
reﬁnable functions for the type I and between B-splines and interpolatory reﬁnable functions for the type II. Dong and Shen
investigated some properties of pseudo-splines in [7–9]. In particular, the following results on regularity were given in [7]∣∣2̂φ(ω)∣∣ C(1+ |ω|)−2m+κ and ∣∣1̂φ(ω)∣∣ C(1+ |ω|)−m+κ/2, (1.6)
where κ = log(Pm,l( 34 ))/ log2 and Pm,l(y) =
∑l
j=0
(m+l
j
)
y j(1− y)l− j .
Recall that a B-spline with order m and its reﬁnement mask is deﬁned by
B̂m(ω) = e −i jω2
(
sin(ω/2)
ω/2
)m
and â(ω) = e −i jω2 cosm(ω/2), ω ∈ R,
where j = 0 when m is even, and j = 1 when m is odd. Box splines are natural generalizations of univariate B-splines to the
multivariate setting. For any s × n matrix Ξ of full rank with integer entries and n  s, the box spline MΞ is the reﬁnable
function on Rs deﬁned in the Fourier domain by
M̂Ξ(ω) :=
∏
ξ∈Ξ
B̂1(ω · ξ), ω ∈ Rs.
A comprehensive treatment of box splines and their general theory were given in the book [1] by de Boor, Hollig and
Riemenschneider. The box spline MΞ belongs to Cm(Ξ)−1(Rs), where m(Ξ) + 1 is the minimum number of columns that
can be discarded from Ξ to obtain a matrix of rank< s. We say that B ⊆ Ξ spans in case ran B = ranΞ , and call B a basis
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Ξ is said to be unimodular, if every basis of columns from Ξ has determinant ±1. We denote CΞ := ∑ni=1 Cξi , where
Cξi = max{|ξi j|: 1 j  s}.
For an s × n integer matrix Ξ of full rank with n s, we deﬁne the mask of a pseudo box spline on Rs by
τ̂ j(ω) :=
∏
ξ∈Ξ
â j(ω · ξ), ω ∈ Rs, j ∈ N, (1.7)
where â j := âm j ,l j is the mask of a pseudo-spline of type I or II with order (mj, l j). Naturally, we deﬁne nonstationary pseudo
box splines in terms of their Fourier transforms as follows:
N̂ j−1(ω) :=
∞∏
n=1
τ̂n+ j−1
(
2−nω
)
, ω ∈ Rs, j ∈ N. (1.8)
We assume that
∑∞
j=0 2− jm j < ∞. It follows from Theorem 1.2 that all function N j−1 ( j ∈ N) are well-deﬁned compactly
supported functions in L2(Rs) if there exists a basis B ⊂ Ξ with det B = ±1. In particular, when all the masks are the same
and â j(ω) = 1̂a(ω), the corresponding reﬁnable function is called the pseudo box spline of type I with order (m, l) and denote
it by 1NΞ . When all the masks are the same and â j(ω) = 2̂a(ω), the corresponding reﬁnable function is called the pseudo
box spline of type II with order (m, l) and denote it by 2NΞ . Moreover, pseudo box splines are related to pseudo-splines by the
relation
k̂NΞ(ω) =
∏
ξ∈Ξ
k̂φ(ω · ξ), k = 1,2.
It is well known that there is no compactly supported C∞ reﬁnable function in the stationary case. However, one
can obtain compactly supported C∞ nonstationary reﬁnable functions. The up-function given by [20] was the ﬁrst such
example. As in the univariate case, Cohen and Dyn [3] provided suﬃcient conditions for the convergence of the inﬁnite
product in (1.1). Also see [3,4,11] for a complete analysis of nonstationary reﬁnable functions and nonstationary compactly
supported orthonormal wavelet bases. In this paper, we give suﬃcient conditions for a nonstationary pseudo box spline
to be a compactly supported C∞ reﬁnable function. To obtain these conditions, a complete analysis of pseudo box splines
including stability and regularity is given.
The construction of a tight frame system is of great interest. There are many results available in the literature. Pseudo-
splines of type I were used in [6] to construct tight framelets with required approximation order of the truncated frame
series. Pseudo-splines of type II were used in [7] to construct symmetric or antisymmetric tight framelets with required ap-
proximation order. Nonstationary C∞ tight wavelet frames derived from nonstationary pseudo-splines in L2 by taking into
account the symmetry property and the spectral frame approximation order have been recently constructed by Han and
Shen in [11]. Motivated by their work, we characterize the frame approximation order of the tight wavelet frame resulting
from an application of the unitary extension principle (UEP) to pseudo box splines. Furthermore, using a class of nonstation-
ary pseudo box splines, we construct compactly supported nonstationary C∞ tight wavelet frames with the spectral frame
approximation order. We also give an algorithm for the construction of tight frame systems in high-dimensional spaces from
some tight frame systems in the one-dimensioned space. The number of the framelets is less than the number of framelets
in [2], if both of them are constructed from the same reﬁnable functions via the UEP.
The outline of the paper is as follows. In Section 2, we investigate the stability and regularity of stationary pseudo box
splines. Furthermore, we give suﬃcient conditions for a nonstationary pseudo box spline to be a compactly supported C∞
function. In Section 3, we focus on the analysis of approximation order of the tight frames generated from pseudo box
splines. In Section 4, by the UEP, we construct tight frame systems in high-dimensional spaces. Two examples of tight
frames generated from pseudo box splines will be given to illustrate the algorithm.
2. Basic of pseudo box splines
The shifts of a function φ in L2(Rs) are said to be stable if there are two positive constants A and B such that
A
∑
k∈Zs
∣∣c(k)∣∣2  ∥∥∥∥∑
k∈Zs
c(k)φ(· − k)
∥∥∥∥2
L2(Rs)
 B
∑
k∈Zs
∣∣c(k)∣∣2
for all ﬁnitely supported sequences {c(k)}k∈Zs . It was proved by Jia and Micchelli in [15] that the shifts of a compactly
supported function φ in L2(Rs) are stable if and only if, for any ω ∈ Rs , there exists an element β ∈ Zs such that
φ̂(ω + 2πβ) 
= 0.
The function f ∈ Cα for n <α < n + 1, provided that f ∈ Cn and∣∣Dγ f (x+ t)− Dγ f (x)∣∣ C |t|α−n for all |γ | = n and |t| 1,
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Rs
∣∣ f̂ (ω)∣∣(1+ |ω|)α < ∞,
then f ∈ Cα(Rs). In particular, if |̂ f (ω)| C(1+ |ω|)−s−α− for some  > 0, then f ∈ Cα .
For ν  0, we denote W ν2 (Rs) the Sobolev space of all functions f ∈ L2(Rs) for which
‖ f ‖2W ν2 (Rs) :=
∫
Rs
(
1+ |ω|2ν)∣∣ f̂ (ω)∣∣2 dω < ∞.
The Sobolev seminorm | f |W ν2 (Rs) is deﬁned to be
| f |2W ν2 (Rs) :=
∫
Rs
|ω|2ν ∣∣ f̂ (ω)∣∣2 dω, f ∈ W ν2 (Rs).
The number α is related to the function’s Sobolev index ν by the inequality supα  ν − s/2. That is, if f ∈ W ν2 (Rs) for
every ν  0, then f ∈ C∞ .
Theorem 2.1. For any s × n matrix Ξ of full rank with integer entries and n s, the following statements are equivalent.
(i) The shifts of kNΞ (k = 1,2) are stable.
(ii) Ξ is a unimodular matrix.
Proof. (i) ⇒ (ii). Since k̂a(π) = 0 (k = 1,2), it follows from ranΞ = Rs and result 2.7 in [12] that the matrix Ξ is a
unimodular matrix.
(ii) ⇒ (i). It was shown in [1] that the shifts of a box spline are stable, whenever the matrix Ξ is unimodular. Hence,
for any ω ∈ Rs , there exists an element β ∈ Zs such that
M̂Ξ(ω + 2πβ) =
∏
ξ∈Ξ
B̂1
(
(ω + 2πβ) · ξ) 
= 0.
This leads to
∏
ξ∈Ξ B̂2m((ω + 2πβ) · ξ) 
= 0. By [8], we know that for all ω ∈ R, |B̂2m(ω)|  |2̂φ(ω)|, where 2̂φ(ω) is the
pseudo-spline of type II with order (m, l). By the deﬁnition of pseudo box splines, we have
2̂NΞ(ω + 2πβ) =
∏
ξ∈Ξ
2̂φ
(
(ω + 2πβ) · ξ) 
= 0.
Since 2̂a(ω) = |1̂a(ω)|2, we obtain
2̂NΞ(ω) = 1̂NΞ(ω) · 1̂NΞ(−ω),
which implies that 1̂NΞ(ω + 2πβ) 
= 0. Since 1NΞ and 2NΞ are compactly supported functions in L2(Rs), we complete the
proof of Theorem 2.1. 
Theorem 2.2. Given an s × n matrix Ξ of full rank with integer entries, let 2NΞ be the pseudo box spline of type II with order (m, l).
Then ∣∣2̂NΞ(ω)∣∣ C(1+ |ω|)(−m(Ξ)−s+1)(2m−κ). (2.1)
Therefore, 2NΞ ∈ C (m(Ξ)+s−1)(2m−κ)−s− , where κ = log(Pm,l( 34 ))/ log2, Pm,l(y) =
∑l
j=0
(m+l
j
)
y j(1− y)l− j and  > 0 is arbitrary.
Furthermore, let 1NΞ be the pseudo box spline of type I with order (m, l). Then∣∣1̂NΞ(ω)∣∣ C(1+ |ω|)(−m(Ξ)−s+1)(m−κ/2).
Consequently, 1NΞ ∈ C (m(Ξ)+s−1)(m−κ/2)−s− , where  > 0 is arbitrary.
Proof. Note that 2̂NΞ(ω) =∏ξ∈Ξ 2̂φ(ω · ξ). It follows from (1.6) that
∣∣2̂NΞ(ω)∣∣∏
ξ∈Ξ
∣∣2̂φ(ω · ξ)∣∣ C ∏
ξ∈Ξ
(
1+ |ω · ξ |)−2m+κ  C( 1
(1+ C |ω|)m(Ξ)
∑
B∈B(Ξ)
∏
ξ∈B
1
1+ |ω · ξ |
)2m−κ
 C
(
1+ |ω|)(−m(Ξ)−s+1)(2m−κ).
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|1̂NΞ(ω)| and the regularity of 1NΞ(ω). 
For J ∈ N, since ̂1a J , J−1(ω) actually has a factor of (1 + e−iω) to divide out, then b̂ J (ω) := 2(1 + e−iω)−1 ̂1a J , J−1(ω) is
a 2π periodic trigonometric polynomial. Let bφ be the reﬁnable function deﬁned in (1.2) with the mask b̂ J (ω). Then bφ is
a well-deﬁned compactly supported reﬁnable function in L2(R) [11]. For a given s × n matrix Ξ of full rank with integer
entries and n  s, the mask
∏
ξ∈Ξ b̂ J (ω · ξ) completely determines the corresponding reﬁnable function bNΞ . We see that
b̂NΞ(ω) =∏ξ∈Ξ b̂φ(ω · ξ).
Theorem 2.3. For any s × n unimodular matrix Ξ of full rank with integer entries and s n, the shifts of bNΞ are stable.
Proof. By Theorem 2.1, for any ω ∈ Rs , there exists an element β ∈ Zs such that 1̂NΞ(ω + 2πβ) 
= 0. The deﬁnition of bNΞ
implies that 1̂NΞ(ω) = M̂Ξ(ω) · b̂NΞ(ω) for all ω ∈ Rs . This show that
b̂NΞ(ω + 2πβ) 
= 0.
Note that bNΞ is a compactly supported function in L2(Rs). We conclude that the shifts of bNΞ are stable. 
Theorem 2.4. Given an s × n matrix Ξ of full rank with integer entries and n s, then we have∣∣
b̂NΞ(ω)
∣∣ C(1+ |ω|)(−m(Ξ)−s+1)( J−κ/2−1). (2.2)
Proof. Since b̂ J (ω) = 2(1+ e−iω)−1 ̂1a J , J−1(ω), using the fact that |1̂φ(ω)| C(1+ |ω|)− J+κ/2, we ﬁnd that∣∣
b̂φ(ω)
∣∣ C(1+ |ω|)− J+κ/2+1,
where κ = log(P J , J−1( 34 ))/ log2 and P J , J−1(y) =
∑ J−1
j=0
(2 J−1
j
)
y j(1 − y) J−1− j . We can complete the proof of Theorem 2.4
by using similar method as in the proof of Theorem 2.2. 
We analyze the regularity of the reﬁnable functions deﬁned in (1.1) by the nonstationary cascade algorithm which is in
fact, the generalization of the stationary cascade algorithm [14]. The nonstationary cascade algorithm with masks {τ̂ j}∞j=1
generates a sequence { fn} by the iterative process
f̂n(ω) := χ[−π,π ]s
(
2−nω
) n∏
j=1
τ̂ j
(
2− jω
)
, ω ∈ Rs, n ∈ N, (2.3)
from the initial function χ[−π,π ]s that denotes the characteristic function of the interval [−π,π ]s . We say that the non-
stationary cascade algorithm associated with the mask {τ̂ j} converges in W ν2 (Rs) if there exists a function f ∈ W ν2 (Rs)
such that limn→∞ ‖ fn − f ‖W ν2 (Rs) = 0. If this is the case, then the Fourier transform of the limit function f must be∏∞
j=1 τ̂ j(2− jω).
To obtain the main result of this section, we need the following Theorem 2.5 which was established in [11] for the case
s = 1. We omit the proof since it is similar to the proof of Proposition 2.6 in [11].
Theorem 2.5. Let {τ̂ j} j∈N be a sequence of 2π -periodic trigonometric polynomials. Suppose that there exist a positive integer J and a
2π -periodic trigonometric polynomials ̂˜τ such that∣∣τ̂ j(ω)∣∣ ∣∣̂τ˜ (ω)∣∣, ω ∈ Rs, ∀ j > J . (2.4)
Deﬁne
f̂n(ω) := χ[−π,π ]s
(
2−nω
) n∏
j=1
τ̂ j
(
2− jω
)
and ĥn(ω) := χ[−π,π ]s
(
2−nω
) n∏
j=1
̂˜τ (2− jω).
Assume that f̂∞(ω) := limn→∞∏nj=1 τ̂ j(2− jω) exists for almost every ω ∈ Rs . If {hn}∞n=1 converges in W ν2 (Rs), then fn converges
to f∞ in W ν2 (Rs).
Theorem2.6. For a given s×n matrixΞ of full rankswith integer entries and n s, if there exists a basis B ⊂ Ξ which has determinant
±1, then the mask of pseudo box spline deﬁned in (1.7) satisﬁes∑
γ∈{0,1}s
∣∣τ̂ j(ω +πγ )∣∣2  1, ω ∈ Rs, j ∈ N. (2.5)
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â j(ω) is 2π -periodic and |â j(ω)|2 + |â j(ω +π)|2  1, ω ∈ R, we have, for ω ∈ Rs and j ∈ N,∑
γ∈{0,1}s
∣∣τ̂ j(ω +πγ )∣∣2 = ∑
γ∈{0,1}s
∏
ξ∈Ξ
∣∣â j((ω +πγ ) · ξ)∣∣2  ∑
γ∈{0,1}s
∏
ξ∈B
∣∣â j((ω +πγ ) · ξ)∣∣2
=
∑
γ∈{0,1}s
∏
ξ∈B
∣∣â j(ω · ξ +πγ · ξ)∣∣2 = ∏
ξ∈B
(∣∣â j(ω · ξ)∣∣2 + ∣∣â j(ω · ξ +π)∣∣2) 1. 
With above preparations, we state the main result of this section.
Theorem 2.7. Let {̂a j} j∈N be the masks of pseudo-splines of type I or type II with the order (mj, l j) such that
lim
j→∞mj = ∞ and
∞∑
j=1
2− jm j < ∞.
For any s × n matrix Ξ of full rank with integer entries and n  s, if there exists a basis B ⊂ Ξ which has determinant ±1, then N j
( j ∈ N0) deﬁned in (1.8)must be well-deﬁned compactly supported C∞ functions and ‖N j‖L2(Rs)  1.
Proof. Since τ̂ j(0) = 1, ∑γ∈{0,1}s |τ̂ j(ω + πγ )|2  1 and ∑∞j=1 2− jm j < ∞, by Theorems 1.1 and 1.2, we conclude that N j
( j ∈ N0) must be well-deﬁned compactly supported functions and ‖N j‖L2(Rs)  1.
By Lemma 2.7 in [11], we know that for the reﬁnement mask {â j}∞j=1 satisfying lim j→∞mj = ∞, there exist two positive
integers N and J such that∣∣â j(ω)∣∣ ∣∣1̂am j ,l j (ω)∣∣ ∣∣b̂ J (ω)∣∣, ∀ j  N, ω ∈ R, (2.6)
where b̂ J (ω) := 2(1+ e−iω)−1 ̂1a J , J−1(ω). According to the deﬁnition of the masks of the pseudo box splines, we conclude
that there exists a positive integer N such that:∣∣τ̂ j(ω)∣∣ := ∣∣∣∣ ∏
ξ∈Ξ
â j(ω · ξ)
∣∣∣∣ ∣∣∣∣∏
ξ∈B
â j(ω · ξ)
∣∣∣∣ ∣∣∣∣∏
ξ∈B
b̂ J (ω · ξ)
∣∣∣∣, ∀ j  N, ω ∈ Rs.
For any given ν > 0, by inequality (2.2), we can choose appropriate J and κ such that bNB ∈ W ν ′2 (Rs) (ν ′ > ν). By The-
orem 2.3, the shifts of bNB are stable, it follows from [14] that the stationary cascade algorithm associated with mask∏
ξ∈B b̂ J (ω · ξ) converges in the Sobolev space W ν
′
2 (R
s). By Theorem 2.5, the nonstationary cascade algorithm associated
with masks {̂a j} j∈N converges in W ν ′2 (Rs). Therefore, we have N0 ∈ W ν2 (Rs) for all ν  0. That is, N0 is a compactly sup-
ported C∞ function. The same proof works for every N j and for the nonstationary cascade algorithm associated with masks
{τ̂n+ j}∞j=1. 
3. Approximation order
Given a ﬁnite set of functions Ψ in L2(Rs), the system X(Ψ ) generated by Ψ is deﬁned to be
X(Ψ ) := {ψ j,k: ψ ∈ Ψ, j ∈ Z, k ∈ Zs},
where ψ j,k(x) = 2 js/2ψ(2 j x− k). Recall that a system X(Ψ ) is a tight wavelet frame in L2(Rs) if
‖ f ‖2L2(Rs) =
∑
g∈X(Ψ )
∣∣〈 f , g〉∣∣2, ∀ f ∈ L2(Rs).
In addition, we refer to the elements of Ψ as framelets.
The Unitary extension principle (UEP) was ﬁrst introduced in [19] and proved to be a very useful tool to construct tight
wavelet frames [2,6,7,9,16,18,19]. Let φ be any compactly supported reﬁnable function in L2(Rs) with a mask τ̂0 such that
φ̂(0) = 1. Let r be a positive integer, and let (τ̂i)ri=1 be r 2π -periodic trigonometric polynomials. If for almost all ω ∈ Rs ,
and for ζ ∈ {0,1}s ,
r∑
i=0
τ̂i τ̂i(ω +πζ) =
{
1, ζ = 0,
0, otherwise.
(3.1)
Then by the UEP, the resulting wavelet system X(Ψ ) is a tight frame, where ψi ∈ Ψ are given by
ψ̂i(ω) := τ̂i(ω/2)φ̂(ω/2), i = 1, . . . , r.
We denote T := (τ0, . . . , τn) for the combined MRA mask, then T completely determines {φ} ∪Ψ .
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Pn : f →
∑
k∈Zs
〈 f , φn,k〉φn,k
to approximation f ∈ L2(Rs). We say that the operator Pn provides approximation order ν if there exists a positive con-
stant C such that
‖ f − Pn f ‖L2(Rs)  C2−nν | f |W ν2 (Rs), ∀ f ∈ W ν2
(
Rs
)
.
Recall that a function φ satisﬁes the Strang–Fix condition of order m0 if
φ̂(0) 
= 0, D j φ̂(2πk) = 0, ∀k ∈ Zs \ {0}, ∀| j| <m0.
Under certain conditions on φ (e.g., if it is compactly supported and φ̂(0) = 1), the Strang–Fix condition is implied by
the requirement that τ̂0 has a zero of order m0 at each of the points in {0,π}s \ 0. As shown in [6], if φ satisﬁes the
Strang–Fix condition of order m0 and the corresponding mask τ̂0 satisﬁes that 1 − |τ̂0(·)|2 = O (| · |m2 ) at the origin, then
ν =min{m0,m2}.
Assuming that X(Ψ ) is a tight frame generated by φ via the unitary extension principle, we deﬁne the truncated operator
Qn by
Qn : f →
∑
ψ∈Ψ,k∈Zs, j<n
〈 f ,ψ j,k〉ψ j,k.
Then Lemma 2.4 in [6] shows that Pn( f ) = Qn( f ) for all f ∈ L2(Rs). Therefore, the approximation order of Pn determines
the approximation order of the Qn of a tight frame system. For box splines, m2 never exceeds 2. This indicates that if the
tight wavelet frames are generated by the box splines via UEP, the approximation order of Qn can never exceed 2. However,
choosing a pseudo box spline of type II with order (m, l) as the generator reﬁnable function φ, we can obtain tight wavelet
frames with higher approximation order.
Theorem 3.1. For any s × n matrix Ξ of full rank with integer entries and n  s, suppose that there exists a basis B ⊂ Ξ which has
determinant ±1. Let 2NΞ be the pseudo box splines of type II with order (m, l). If the tight wavelet frames are generated by 2NΞ via
the unitary extension principle, then the corresponding operator Qn provides approximation order
ν = 2l + 2.
Proof. For the given matrix Ξ , it is easy to check that 2̂NΞ and M̂Ξ∪···∪Ξ (2m times union of Ξ ) satisfy the Strang–Fix con-
ditions of same order. By [17], we know that M̂Ξ satisﬁes the Strang–Fix conditions of order m(Ξ) + 1. Consequence, 2̂NΞ
satisﬁes the Strang–Fix conditions of order 2m(m(Ξ)+1). By the deﬁnition of the pseudo box spline 2NΞ , the corresponding
mask is deﬁned by
τ̂ (ω) :=
∏
ξ∈Ξ
2̂a(ξ ·ω), ω ∈ Rs.
It was proved in [7] that 1− |2̂a| = O (| · |2l+2). For all ω ∈ [−π,π ]s , we have
1− ∣∣τ̂ (ω)∣∣2 = 1− ∏
ξ∈Ξ
∣∣2̂a(ω · ξ)∣∣2
= 1− ∣∣2̂a(ω · ξ1)∣∣2 + ∣∣2̂a(ω · ξ1)∣∣2 − ∣∣2̂a(ω · ξ1)∣∣2∣∣2̂a(ω · ξ2)∣∣2 + · · · + ∏
ξ∈Ξ\{ξn}
∣∣2̂a(ω · ξ)∣∣2 − ∏
ξ∈Ξ
∣∣2̂a(ω · ξ)∣∣2
= (1− ∣∣2̂a(ω · ξ1)∣∣2)+ ∣∣2̂a(ω · ξ1)∣∣2(1− ∣∣2̂a(ω · ξ2)∣∣2)+ · · · + ∏
ξ∈Ξ\{ξn}
∣∣2̂a(ω · ξ)∣∣2(1− ∣∣2̂a(ω · ξn)∣∣2)

∑
ξ∈Ξ
(
1− ∣∣2̂a(ω · ξ)∣∣2)∑
ξ∈Ξ
(
C |ω · ξ |2l+2) CCΞ (|ω1| + |ω2| + · · · + |ωs|)2l+2  s2l+2CCΞ |ω|2l+2.
Therefore, we conclude that
ν = min{2m(m(Ξ)+ 1),2l + 2}= 2l + 2. 
Let {φn}∞n=0 be a sequence of reﬁnable functions in L2(Rs). Denote J j ( j ∈ N) to be the ﬁnite index sets. For the nonsta-
tionary case, we say that wavelet functions ψ lj−1, l ∈ J j , are derived from nonstationary reﬁnable functions φ j if
̂
ψ l (ω) = b̂l (ω/2)φ̂ j(ω/2), ω ∈ Rs, j ∈ N, and l ∈ J j, (3.2)j−1 j
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wavelet frame from {φ j}∞j=0 in L2(Rs) if
X
(
Ψ∞
) := {φ0(· − k): k ∈ Zs}∪ {ψ lj; j,k := 2 js/2ψ lj(2 j · −k): l ∈ J j+1, j ∈ N0, k ∈ Zs}
is a tight frame of L2(Rs) that is for all f ∈ L2(Rs):
‖ f ‖2L2(Rs) =
∑
g∈X(Ψ∞)
∣∣〈 f , g〉∣∣2. (3.3)
The truncated operators Qn, n ∈ N, associated with the nonstationary tight wavelet frame at level n, are deﬁned to be
Qn( f ) :=
∑
k∈Zs
〈
f , φ0(· − k)
〉
φ0(· − k) +
n−1∑
j=0
∑
l∈ J j+1
∑
k∈Zs
〈
f ,ψ lj; j,k
〉
ψ lj; j,k, f ∈ L2
(
Rs
)
. (3.4)
We say that a tight wavelet frame X(Ψ∞) provides frame approximation order ν , if there exist a positive constant C , inde-
pendent of f and n and a positive integer N such that∥∥ f − Qn( f )∥∥L2(Rs)  C2−nν | f |W ν2 (Rs), ∀ f ∈ W ν2 (Rs) and n N.
We say that it provides the spectral frame approximation order if it provides frame approximation order ν for any positive
integer ν .
The following proposition is a direct consequence of [13] and is useful in our study of approximation order.
Proposition 3.2. Let φ ∈ L2(Rs) and ν  0. Deﬁne a linear operator P( f ) by
P( f ) :=
∑
k∈Zs
〈
f , φ(· − k)〉φ(· − k), f ∈ L2(Rs).
Then ‖ f − P( f )‖L2(Rs)  Cφ | f |W ν2 (Rs) for all f ∈ W ν2 (Rs) with a positive constant
Cφ := π−1/2
√
max(c1, c3)+max(2c2,2c4 + 1), (3.5)
provided that there exist positive constants c1 , c2 , c3 , c4 such that for almost every ω ∈ [−π,π ]s , the following inequalities hold∣∣1− ∣∣φ̂(ω)∣∣2∣∣2  c1|ω|2ν, (3.6)∑
k∈Zs\{0}
∣∣φ̂(ω)∣∣2∣∣φ̂(ω + 2πk)∣∣2  c2|ω|2ν, (3.7)
∑
k∈Zs\{0}
|ω + 2πk|−2ν ∣∣φ̂(ω)∣∣2∣∣φ̂(ω + 2πk)∣∣2  c3, (3.8)
∑
k∈Zs\{0}
|ω + 2πk|−2ν
∑
l∈Zs\{0}
∣∣φ̂(ω + 2π l)∣∣2∣∣φ̂(ω + 2πk)∣∣2  c4. (3.9)
For a sequence {φn}∞n=0 of functions in L2(Rs), we deﬁne the linear operator Pn( f ) by
Pn( f ) :=
∑
k∈Zs
〈 f , φn;n,k〉φn;n,k, f ∈ L2
(
Rs
)
,
where φn;n,k(x) := 2ns/2φn(2nx− k).
The following theorem characterizes approximation properties of Pn which was established in [11] for the case s = 1.
Theorem 3.3. Let {τ̂ j} j∈N be a sequence of 2π -periodic measurable functions such that∑γ∈{0,1}s |τ̂ j(ω + πγ )|2  1 hold for each
j ∈ N. For each n ∈ N0, the function φ̂n(ξ) := lim J→∞∏ Jj=1 τ̂ j+n(2− jξ) is well deﬁned for almost every ξ ∈ Rs. Let ν  0, if there
exist Cφn depending only on φn such that for n ∈ N,
1− ∣∣φ̂n(ω)∣∣2  Cφn |ω|2ν, a.e. ω ∈ [−π,π ]s, (3.10)
then for the linear operators Pn, we have∥∥ f − Pn( f )∥∥L2(Rs) max(2,√Cφn )2−νn| f |W ν2 (Rs), ∀ f ∈ W ν2 (Rs) and n ∈ N.
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∑
γ∈{0,1}s |τ̂ j(ω + πγ )|2  1 and Theorem 1.2, we have [φ̂n, φ̂n]  1 for all n ∈ N0. In particular, |φ̂n(ω)|  1 for
almost every ω ∈ Rs . This leads to the inequality∑
k∈Zs\{0}
∣∣φ̂n(ω)∣∣2∣∣φ̂n(ω + 2πk)∣∣2  ∑
k∈Zs\{0}
∣∣φ̂n(ω + 2πk)∣∣2 = [φ̂n, φ̂n](ω)− ∣∣φ̂n(ω)∣∣2  1− ∣∣φ̂n(ω)∣∣2.
If (3.10) holds, then∣∣1− ∣∣φ̂n(ω)∣∣2∣∣2  C2φn |ω|2ν |ω|2ν  Cφn |ω|2ν, |ω| C−1/2νφn
and ∣∣1− ∣∣φ̂n(ω)∣∣2∣∣2  1= Cφn [C−1/2νφn ]2ν  Cφn |ω|2ν, |ω| C−1/2νφn .
Therefore (3.6) and (3.7) hold with c1 = c2 = Cφn . With ν  0, we have |ω + 2πk|−2ν  1 for all ω ∈ [−π,π ]s and k ∈
Zs \ {0}. This leads to facts that∑
k∈Zs\{0}
|ω + 2πk|−2ν
∑
l∈Zs\{0}
∣∣φ̂n(ω + 2π l)∣∣2∣∣φ̂n(ω + 2πk)∣∣2 ∑
k∈Zs
∣∣φ̂n(ω + 2πk)∣∣2∑
l∈Zs
∣∣φ̂n(ω + 2π l)∣∣2  1
and ∑
k∈Zs\{0}
|ω + 2πk|−2ν ∣∣φ̂n(ω)∣∣2∣∣φ̂n(ω + 2πk)∣∣2 ∑
z∈Zs
∣∣φ̂n(ω + 2πk)∣∣2  1.
Therefore, (3.8) and (3.9) hold with c3 = c4 = 1. For each ﬁxed n ∈ N0, we denote linear operator Pn,0 on L2(Rs):
Pn,0( f ) :=
∑
k∈Zs
〈
f , φn(· − k)
〉
φn(· − k), f ∈ L2
(
Rs
)
.
By Proposition 3.2, for all f ∈ W ν2 (Rs), we obtain∥∥ f − Pn( f )∥∥L2(Rs) = 2−n/2∥∥ f (2−n·)− Pn,0( f (2−n·))∥∥L2(Rs) max(2,√Cφn )2−νn| f |W ν2 (Rs). 
The following Theorem 3.4 characterizes nonstationary tight wavelet frames and the approximation order of Qn in L2(Rs)
which also appeared in [11] for the case s = 1.
Theorem 3.4. Let {τ̂ j} j∈N be a sequence of 2π -periodic trigonometric polynomials with τ̂ j(0) = 1 for all j ∈ N. If∑∞
j=1 2− j deg(τ̂ j) < ∞ and
∑
γ∈{0,1}s |τ̂ j(ω + πγ )|2  1 hold for each j ∈ N, let φ j and ψ lj−1 , l ∈ J j and j ∈ N, be deﬁned as
in (1.1) and (3.2), respectively, then
1. If b̂lj , l ∈ J j and j ∈ N, are 2π -periodic trigonometric polynomials satisfying∣∣τ̂ j(ω)∣∣2 +∑
l∈ J j
∣∣b̂lj(ω)∣∣2 = 1 (3.11)
and
τ̂ j(ω)τ̂ j(ω +πζ)+
∑
l∈ J j
b̂lj(ω)b̂
l
j(ω +πζ) = 0, ζ ∈ {0,1}s \ 0, (3.12)
then the wavelet system X(Ψ∞) is a compactly supported tight wavelet frame in L2(Rs).
2. If in addition to (3.11) and (3.12), we assume that
deg(τ̂ j) = O
(
jα2β j
)
as j → ∞ for some α  0, 0 β < 1, (3.13)
and assume that there exist a positive number ν ∈ 12N and a positive integer N such that 1 − |τ̂ j(ω)|2 has a zero of order 2ν at
ω = 0 for all j  N, that is for j  N,∣∣τ̂ j(ω)∣∣2 = 1+ O (|ω|2ν), ω → 0, (3.14)
then there exists a positive constant C , independent of f and n, such that∥∥ f − Qn( f )∥∥L2(Rs)  Cnνα2−ν(1−β)n| f |W ν2 (Rs), ∀ f ∈ W ν2 (Rs) and n N,
where the linear operator Qn are deﬁned as in (3.4).
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Qn( f ) =
∑
k∈Zs
〈
f , φ0(· − k)
〉
φ0(· − k) +
n−1∑
j=0
∑
l∈ J j+1
∑
k∈Zs
〈
f ,ψ lj; j,k
〉
ψ lj; j,k
=
∑
k∈Zs
〈 f , φn;n,k〉φn;n,k = Pn( f ), ∀ f ∈ L2
(
Rs
)
.
Denote d̂ j(ω) := |τ̂ j(ω)|2 for j ∈ N. It is easy to check d̂ j+n(0) = 1 and 0 d̂ j(ω) 1. Hence
1− ∣∣φ̂n(ω)∣∣2 = ∞∏
j=1
d̂ j+n(0)−
∞∏
j=1
d̂ j+n
(
2− jω
)
=
∞∑
l=1
[
l−1∏
j=1
d̂ j+n(0)
][
d̂l+n(0) − d̂l+n
(
2−lω
)][ ∞∏
j=l+1
d̂ j+n
(
2− jω
)]

∞∑
l=1
∣∣d̂l+n(0)− d̂l+n(2−lω)∣∣, ω ∈ Rs.
By the deﬁnition of d̂ j , we can see that d̂ j is a real-valued C∞ function. Therefore, for ξ ∈ [−π,π ]s , there exists ζξ, j ∈
[−π,π ]s such that
d̂ j(ω) = d̂ j(0) +
∑
1|k|2ν−1
1
k! D
kd̂ j(0)ω
k +
∑
|k|=2ν
1
k! D
kd̂ j(ζξ, j)ω
k. (3.15)
It follows from Bernstein’s inequality and 0 d̂ j(ω) 1 that∥∥D2ν d̂ j∥∥L∞(Rs)  [deg(d̂ j)]2ν‖d̂ j‖L∞(Rs)  [deg(d̂ j)]2ν .
By (3.14), for j  N, we have Dkd̂ j(0) = 0 for all 1 |k| 2ν − 1. Therefore, by (3.15), we have that for n  N , l ∈ N and
ω ∈ [−π,π ]s ,∣∣d̂l+n(0) − d̂l+n(2−lω)∣∣ C ′[deg(d̂l+n)]2ν
(2ν!)
∣∣2−lω∣∣2ν = C ′
(2ν)! |ω|
2ν2−2νl
[
deg(d̂l+n)
]2ν
,
which implies
∞∑
l=1
∣∣d̂l+n(0)− d̂l+n(2−lω)∣∣ C ′
(2ν)! |ω|
2ν
∞∑
l=1
2−2νl
[
deg(d̂l+n)
]2ν
.
This, together with the condition in (3.13), yields that (3.10) holds with
Cφn := C2n2να22νβn,
where C2 := C
′22νC2ν1
2ν!
∑∞
l=1(1+ l)2να2−2ν(1−β)l < ∞. Thus we get the following estimate∥∥ f − Qn( f )∥∥L2(Rs) max(2,√C2)nνα2−ν(1−β)n| f |W ν2 (Rs), ∀ f ∈ W ν2 (Rs) and n N.
Finally, we prove Item 2 by showing that
lim
n→∞
∥∥ f − Qn( f )∥∥L2(Rs) = limn→∞∥∥ f − Pn( f )∥∥L2(Rs) = 0, ∀ f ∈ L2(Rs).
Since d̂ j(0) = 1, (3.14) holds with ν = 1/2. By Theorem 3.3, for ν = 1/2, we have∥∥ f − Pn( f )∥∥2L2(Rs)  Cn| f |2W 1/22 (Rs), ∀ f ∈ W 1/22 (Rs)
with
Cn := max(4,Cφn )2−n and Cφn := C ′
∞∑
l=1
2−l deg(d̂l+n).
Since deg(d̂ j) 2deg(τ̂ j) and
∑∞
j=1 2− j deg(τ̂ j) < ∞, one can verify that limn→∞ Cn = 0. So, for all f ∈ W 1/22 (Rs)
‖ f ‖2L2(Rs) = limn→∞
〈Qn( f ), f 〉= ∑
k∈Zs
∣∣〈 f , φ0(· − k)〉∣∣2 + ∞∑
j=0
∑
l∈ J j+1
∑
k∈Zs
∣∣〈 f ,ψ lj; j,k〉∣∣2.
Since W 1/2(Rs) is dense in L2(Rs), (3.3) must hold for all f ∈ L2(Rs). 2
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the spectral frame approximation order.
Theorem 3.5. Let {2̂a j} j∈N be the mask of pseudo spline of type II with order (mj, l j) deﬁned in (1.4), where m j satisﬁes
lim j→∞mj = ∞ and∑∞j=0 2− jm j < ∞. For a given s × n matrix Ξ of full rank with integer entries and n  s, suppose that there
exists a basis B ⊂ Ξ which has determinant ±1. Deﬁne pseudo box splines {N j} j∈N0 as in (1.8). Denote J j ( j ∈ N) to be the ﬁnite
index sets, let {ψ lj−1, l ∈ J j} be derived by (3.2) with φ j = N j and τ j and blj satisfy (3.11) and (3.12), then X(Ψ∞) := {φ0(· − k): k ∈
Zs} ∪ {ψ lj; j,k := 2 js/2ψ lj(2 j · −k): l ∈ J j+1, j ∈ N0, k ∈ Zs} is a compactly supported nonstationary C∞ tight wavelet frame. Fur-
thermore, if lim inf j→∞ l j/mj > 0, then this nonstationary tight wavelet frame has the spectral frame approximation order.
Proof. By Theorem 2.7, {N j} j∈N0 must be well-deﬁned compactly supported C∞ functions that are symmetric about the
origin. By Theorem 3.4, we know that X(Ψ∞) := {φ0(· − k): k ∈ Zs} ∪ {ψ lj; j,k := 2 js/2ψ lj(2 j · −k): l ∈ J j+1, j ∈ N0, k ∈ Zs}
is a compactly supported nonstationary C∞ tight wavelet frame. It is easy to know that the Fourier transforms of (N j) j∈N0
have the form
N̂ j(ω) =
∏
ξ∈Ξ
φ̂ j(ω · ξ), ω ∈ Rs, (3.16)
where φ j are deﬁned by their Fourier transforms φ̂ j(ω) =∏∞n=1 2̂an+ j(2−nω), ω ∈ R, j ∈ N0.
For any positive number ν , it was shown in [11] that there exists a positive constant C > 1, independent of j, such that
0 1− ∣∣φ̂ j(ω)∣∣2  C
1− 2−2ν |ω|
2ν, ω ∈ [−π,π ]. (3.17)
For any ω ∈ [−π,π ]s , (3.16) and (3.17) imply that:
1− ∣∣N̂ j(ω)∣∣2 = 1− ∏
ξ∈Ξ
∣∣φ̂ j(ω · ξ)∣∣2
= 1− ∣∣φ̂ j(ω · ξ1)∣∣2 + ∣∣φ̂ j(ω · ξ1)∣∣2 − ∣∣φ̂ j(ω · ξ1)∣∣2∣∣φ̂ j(ω · ξ2)∣∣2 + · · · + ∏
ξ∈Ξ\{ξn}
∣∣φ̂ j(ω · ξ)∣∣2 − ∏
ξ∈Ξ
∣∣φ̂ j(ω · ξ)∣∣2
= (1− ∣∣φ̂ j(ω · ξ1)∣∣2)+ ∣∣φ̂ j(ω · ξ1)∣∣2(1− ∣∣φ̂ j(ω · ξ2)∣∣2)+ · · · + ∏
ξ∈Ξ\{ξn}
∣∣φ̂ j(ω · ξ)∣∣2(1− ∣∣φ̂ j(ω · ξn)∣∣2)

∑
ξ∈Ξ
(
1− ∣∣φ̂ j(ω · ξ)∣∣2) C1− 2−2ν ∑
ξ∈Ξ
(|ω · ξ |2ν) CCΞ
1− 2−2ν
(|ω1| + |ω2| + · · · + |ωs|)2ν
 s
νCCΞ
1− 2−2ν |ω|
2ν .
Therefore, (3.10) holds with
CN j :=
sνCCΞ
1− 2−2ν < ∞.
Since ν is arbitrary, by Theorem 3.3 and Pn = Qn , the tight wavelet frame generated by {N j}∞j=0 has the desired spectral
frame approximation order. 
We point out that the assumption on the masks guarantees the symmetry of N j . If we choose the masks of pseudo
splines of type I instead of the masks of pseudo splines of type II in Theorem 3.5, the conclusion of Theorem 3.5 still holds.
4. Construct tight frame
In this section, we present an algorithm to construct compactly supported tight wavelet frames in the high-dimensional
space. To construct the stationary tight frame in L2(Rs), we ﬁrst ﬁnd s tight frames in L2(R) by the UEP with the combined
MRA masks T [i] := {τ̂ [i]0 , . . . , τ̂ [i]ni }, i = 1, . . . , s. For each τ̂ [i]0 ∈ T [i] , we denote the corresponding reﬁnable function by φ[i] .
Let T ′[ j] := {τ̂ ′[ j]0 , . . . , τ̂ ′[ j]l j }, j = 1, . . . ,n − s, be the sets of 2π -periodic trigonometric polynomials satisfying∑
τ̂ ′∈T ′[ j]
∣∣τ̂ ′(ω)∣∣2 = 1, ω ∈ R. (4.1)
For each τ̂ ′[ j]0 ∈ T ′[ j] , we denote the corresponding reﬁnable functions by φ̂′[ j](ω). Finally, with the notation
Π := {0,1, . . . ,n1} × · · · × {0,1, . . . ,ns} × {0,1, . . . , l1} × · · · × {0,1, . . . , ln−s},
S. Li, Y. Shen / Appl. Comput. Harmon. Anal. 26 (2009) 344–356 355and the matrix Ξ := (e1 . . . es ξ1 . . . ξn−s), where ei , i = 1, . . . , s, are unit vector in Rs , we deﬁne the combined MRA masks
T = {τ̂I: I ∈ Π}, where
τ̂I(ω) := τ̂ [1]I1 (ω1) · · · τ̂
[s]
Is
(ωs)τ̂ ′
[1]
Is+1 (ω · ξ1) · · · τ̂ ′
[n−s]
In (ω · ξn−s), ω ∈ Rs.
In this construction, τ̂0 is mask of the reﬁnable function
φ̂0(ω) := φ̂[1](ω1)φ̂[2](ω2) · · · φ̂[s](ωs)φ̂′[1](ω · ξ1)φ̂′[2](ω · ξ2) · · · φ̂′[n−s](ω · ξn−s), ω ∈ Rs. (4.2)
Other #Π − 1 (we write #Π for the number of Π ) framelets are deﬁned by
Ψ := {ψI: ψ̂I(2ω) := τ̂I(ω)φ̂0(ω), τ̂I ∈ T }. (4.3)
Theorem 4.1. If φ0 deﬁned as in (4.2) is a compactly supported reﬁnable function in L2(Rs) with φ̂0(0) = 1, then X(Ψ ) is a tight
wavelet frame in L2(Rs).
Proof. Since T [i] := {τ̂ [i]0 , . . . , τ̂ [i]ni }, i = 1, . . . , s, are 2π -periodic trigonometric polynomials satisfying (3.1). It is easy to check
that ∑
τ̂I∈T
∣∣τ̂I(ω)∣∣2 = ( ∑
τ̂∈T [1]
∣∣τ̂ (ω1)∣∣2)( ∑
τ̂∈T [2]
∣∣τ̂ (ω2)∣∣2) · · ·( ∑
τ̂∈T [s]
∣∣τ̂ (ωs)∣∣2)
×
( ∑
τ̂ ′∈T ′[1]
∣∣τ̂ ′(ω · ξ1)∣∣2)( ∑
τ̂ ′∈T ′[2]
∣∣τ̂ ′(ω · ξ2)∣∣2) · · ·( ∑
τ̂ ′∈T ′[n−s]
∣∣τ̂ ′(ω · ξn−s)∣∣2)
= 1
and for ζ := (ζ1, . . . , ζs) ∈ {0,1}s \ {0},∑
τ̂I∈T
τ̂I(ω)τ̂I(ω +πζ) =
( ∑
τ̂∈T [1]
τ̂ (ω1)τ̂ (ω1 +πζ1)
)
· · ·
( ∑
τ̂∈T [s]
τ̂ (ωs)τ̂ (ωs +πζs)
)
×
( ∑
τ̂∈T ′[1]
τ̂ ′(ω · ξ1)τ̂ ′
(
(ω +πζ) · ξ1
)) · · ·( ∑
τ̂∈T ′[m]
τ̂ ′(ω · ξn−s)τ̂ ′
(
(ω +πζ) · ξn−s
))
= 0.
By the UEP, we have that X(Ψ ) is a tight wavelet frame in L2(Rs). 
We point out that an algorithm for constructing high-dimensional tight frames was provided by Ron and Shen in [18]. In
our construction, the tight frame system is based on the reﬁnable function φ∗φ′ , where φ̂(ω) := φ̂[1](ω1)φ̂[2](ω2) · · · φ̂[s](ωs)
and φ̂′(ω) :=∏ξ∈Ξ φ(ξ ·ω). Compared with the tight frame constructed in [18], our framelets have smaller support. In [2],
Chui and He constructed multivariate tight frames via Kronecker Products. If the symmetry or antisymmetry is desired,
given an s × n matrix Ξ , the number of framelets may increase up to 4n − 1. Lai and Stöckler [16] found many examples
of tight wavelet frames associated with box splines on three and four directional meshes, the number of the framelets is
less, but some framelets are neither symmetry nor antisymmetry. However, by using Theorem 4.1, we can construct a tight
frame such that the number of the framelets is 4s × 3n−s − 1 without losing symmetry and antisymmetry.
Example 4.2. We choose an s×n matrix Ξ := (e1 . . . es ξ1 . . . ξn−s) with the integer entries. The mask 2̂a(ω) is given by
(1.4). Denote
A1 :=
√
1− |2̂a(ω)|2 − |2̂a(ω +π)|2
2
and A2 :=
√
1− |2̂a(ω)|2
2
. (4.4)
By using the Fejér–Riesz lemma, we know that A1 and A2 are trigonometric polynomials.
We deﬁne
b̂1(ω) := e−iω 2̂a(ω +π), b̂2(ω) := A1(ω)+ e−iωA1(ω), b̂3(ω) := e−iωb̂2(ω +π),
b̂′1(ω) := A2(ω)+ e−iωA2(ω) and b̂′2(ω) := e−iωb̂′1(ω +π).
The reader can ﬁnd the symmetric and antisymmetric analysis of b̂1, b̂2, b̂3, b̂′1, b̂′2 in [7]. Let T [i] = {2̂a, b̂1, b̂2, b̂3}, i =
1, . . . , s, and T ′[ j] = {2̂a, b̂1, b̂2}, j = 1, . . . ,n − s. Then T [i] satisﬁes the conditions in (3.1) and T ′[ j] satisﬁes the conditions
in (4.1). The pseudo box spline of type II is deﬁned by
2̂NΞ(ω) :=
∏
2̂φ(ω · ξ) = 2̂φ(ω1)2̂φ(ω2) · · · 2̂φ(ωs)2̂φ(ω · ξ1)2̂φ(ω · ξ2) · · · 2̂φ(ω · ξn−s), ω ∈ Rs.
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framelets as in (4.3), it is easy to know that the all framelets are symmetric or antisymmetric, the number of framelets is
4s × 3n−s − 1 and the corresponding truncated operator Qn provides approximation order 2l + 2.
Example 4.3. When s = 2, a straightforward computation shows that pseudo box spline of type II 2NΞ with Ξ =
( 1 0 1 1
0 1 1 −1
)
is
also a reﬁnable function with respect to the dilation matrix M = ( 1 1
1 −1
)
and the corresponding mask is 2̂a(ω1 +ω2)2̂a(ω2).
With the notations A1 and A2 deﬁned as in (4.4), we denote:
â11(ω) = â21(ω) := 2̂a(ω), â12(ω) := A2(ω)+ e−iωA2(ω), â13(ω) := e−iωâ12(ω +π),
â22(ω) := e−iωâ21(ω +π), â23(ω) := A1(ω)+ e−iωA1(ω) and â24(ω) := e−iωâ23(ω +π).
The combined MRA masks are deﬁned by
T := {a1i(ω1 +ω2)a21(ω2), a22(ω2), a23(ω2), a24(ω2), i = 1,2,3}.
Let ψ̂ j(Mω) := τ̂ j(ω)2̂NΞ(ω), τ̂ j ∈ T \ {a11(ω1 + ω2)a21(ω2)}. It is easy to check that T satisﬁes conditions in (3.1) for
ζ ∈ {(0,0), (1,1)}. It follows from Theorem 2.3 in [18] that{
2 j/2ψl
(
M j · −k): l = 1,2, . . . ,5, j ∈ Z, k ∈ Z2}
is a tight wavelet frame in L2(R2). Furthermore, all the framelets are symmetric or antisymmetric and the number of
framelets is 5.
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