Abslract-Vision based systems for "smart" airbag systems aim to give precise information ahout occupant pose and location. This information can be used to make intelligent airbag deployment decisions. This paper reviews both a stereobased and long wave infrared-based system for "smart" airbag deployment. The algorithms are systematically evaluated through extensive real-time occupant tests. Data for both algorithms is simultaneously collected and evaluated for viability in an intelligent airhag system. Results of these experimental trials show the feasibility of each video based occupant position analysis system. Advantages and drawbacks o f each method are discussed and potential solutions are suggested.
INTRODUCTION
A IRBAG deployments during automobile accidents can cause injury and even death if the occupant is of an improper size or in an improper position. Because of this, steps have been taken to make airbag deployment safer by adding adaptive deployment decision capabilities. One method of determining these deployment decisions is by using a vision system to detect and track occupant position, namely head position, in the automobile cabin. Depending on the occupant's position, the airbag can be fully deployed, partially deployed or not deployed at all.
It is the objective of this research to offer a comparative analysis of two vision methods that detect and track the occupant head. Specifically, a stereo-based and long wave infrared-based method will he tested through an extensive series of experiments to determine each method's viability for use in an intelligent airbag deployment system. I, These positions, and corresponding airhag deployment decisions, can he equated to occupant head location in many seating scenarios, including sitting normally, leaning fonvard, reaching down, sitting on the edge of the seat, and sitting reclined. In the cases where head location is not enough t o make the correct decision, such as the occupant sitting with his feet on the dashboard, we believe that the head location still gives important information that can used 0-7803-8500-4/04/$20.00 02004 IEEEto extend the body model in future research. Examples of occupant positions considered in development of these intclligent airbag systems are displayed in Fig. 2 [5] and [6] . However, these methods suffer from either having limited occupancy classification [3] or requiring an extensive training set of data for proper operation [4], [ 5 ] . Our method, however, requires no such training and can provide more detailed occupant information than previous methods. And unlike [6] , which relies on the occupant's surface and dense stereo reconstruction, our effort relies on the data fitting a body model that we can track frame to frame. Similar to [2] , our method relies on more than just stereo disparities. By using the raw reflectance and stereo disparities, our method can elicit reliable occupant posture and pose estimation. This research also extends the methods discussed in by moving the experiments outside of a controlled indoor laboratory environment and into the uncontrolled climate of a moving vehicle. The experiments presented in this paper are also more extensive in terms of the volume of frames analyzed as well as the complexity of the subject's movement throughout the experiment. This research is also novel in that it offers a direct comparison of two competing face detection and head tracking algorithms. The extensive test bed developed in [12] allows for a frame-by-frame analysis of each algorithm, as data is captured for the stereo and thermal IRbased methods simultaneously. This unique setup will also allow for similar comparable testing and analysis of newer capture modalities and algorithms as they are developed.
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N. FACE DETECTION AND HEAD TRACKING ALGORITHMS
The Stereo and LWIR based face detection algorithms are both derived from Eleftheriadis, et a1 [9] . An edgebased face detection algorithm is described that provides head pose and size estimates that can he implemented in real time. The basic edge-based algorithm was first detailed in [12] and its specific stereoand LWIR-based instantiations are summarized below. 
A. Stereo-based Face Detection and Head Tracking
The stereo-based face detection and head tracking algorithm [ l l ] is a modification of the edge-based face detection algorithm displayed in Fig. 3 . A background model is first obtained using N frames of disparity data of an empty cabin. An example of the reflectance image and its corresponding disparity image is shown in Fig. 4 . After the background image is computed, the current foreground data is generated. A threshold is applied to eliminate noisy pixel stemming from invalid stereo regions. Depths that fall outside the car are also removed. Simple background subtraction is applied and a median filter and morphological opening are performed to eliminate noise. Connected component analysis is also performed to remove areas smaller than a pre-defined minimum head size. This image is the current foreground disparity image.
Given the current foreground image and the raw reflectance image, the best head location can now be located. First edges are found in the reflectance image using Sobel operators. Edges that are contained in the current foreground disparity image are retained. Given the pre-computed set of ellipse templates of various sizes, angles and eccentricities the best fit ellipsehead position is found . by maximizing the cost function in step 9 of Fig. 3 . P A v~ is the average depth in the bounding box enclosing the ellipse candidate. Ii is the value on the interior contour. Ie is the value along the exterior contour and Y is the vertical position in the image. A best ellipse candidate will have a high value li, a low value le, a high value PAVE and a IOW value of Y.
B. Themial IR-based Face Detection and Head Tracking
This algorithm is based on the edge-based face detection algorithm displayed in Fig. 3 . The input image is first remapped from L W R to a probability of human skin temperature based on [IO] using a simple Gaussian PDF, with the mean and variance manually, empirically set. An example of this remapping is shown in Fig. 5 . An iteration of grayscale erosion is then performed on the image to eliminate noise.
Using this image, thc best-fit ellipsehead location is determined similarly to the stereo-based method. Edges are found in the image using Sobel operators. Given the precomputed set of ellipse templates of various sizes, angles and eccentricities the best fit ellipseibead position is found by maximizing the cost function in step 9 of Fig. 3 . PAVE is the average probability of skin temperature in the hounding box enclosing the ellipse candidate. li is the value on the interior contour. Ie is the value along the exterior contour and Y is the vertical position in the image. A best ellipse candidate will have a high value li, a low value le, a high value PAVE and a low value of Y. " probability of skin temperarum image.
V. STEREO VS. LWIR HEAD DETECTION AND TRACKING COMPARISON
A. Experimental Setup
Experiments were performed using the LISA-P test bed described in [12] . The LISA-P is a Volkswagen Passat, shown in Fig. 6 , equipped with various cameras that can be synchronously captured and saved for data analysis. A series of experiments were conducted where data was captured for both the stereo and IR methods simultaneously. The desire is to have a direct comparison of the two head tracking methods on a frame-by-frame basis. The tests were conducted on three non-consecutive mornings in sunny weather from 8-1 1 am using the LISA-P test bed. A Point Grey Digiclops stereo camera with a lOcm baseline 1131 was placed on the driver's side roof rack, looking down on the passenger's seating area. This position was chosen to allow the passenger positions to lie within disparity regions that are greater than the minimum calculable depth (-3 feet) given the stereo baseline. The mounting of the camera was such that driver occupancy does not introduce occlusion into the image frames. An overhead camera mount is chosen as to minimize the potential occlusions of the head both by the driver, the passenger, and any objects the passenger may cany into the Stereo pairs were captured at 320x240 resolution at 15fps. Stereo data was computed using SRI'S Small Vision System MI [14] . For these tests, the IR camera by Raytheon 1151 was placed next to the stereo camera in the same orientation, so that approximate depth kom the dashboard could be inferred. The long-wave infrared camera has a spectral response of 7-14 pm. Infrared images were captured simultaneous to the stereo images at a resolution of 640x480.
Car. X denotes that the subject moved out of the camera frame for this test, and the results were invalid. hrndr on faw, .tr;tshmg. dJp,ting r3dm. hat in lap. puttine on hat. m\i\isg while uernnt: hit, rcmuvmg hat fer.1 on &sltb.md Occupants were asked to perion a scriptsd series of movoments and tnsks after entsring the car. The occupant script !\.as chided into three tests. Flrst, a Position Test was conducted IO tests c x h algorithm's ability to detect the face at \ilrious positions in the csbin and track the head's mo\'emenl. Next, il Iimd hlorion and 0bJc;t Test was designed lo e\,illuatL' each algonthni's robustness to competing objects and hand motion in the scene. Finally, the subject was asked to move as they wish for a Free Motion Test, designed to catch other potential situations for detection error. Throughout the duration of the tests, the car is driven at road speeds. Example images of each of the occupant script poses are shown in Fig. 7 .
Stereo and LWIR data was collected with three subjects for a total of 10,045 frames. Head Detection was considered successful when the ellipse center was placed somewhere on the occupant's head and the selected ellipse size was comparable to the occupant's face size. 80 ellipse templates were used ranging in size from 24-36 pixels, in eccentricity from 1.1-1.6 and in angle from 60-120 degrees. The ellipse templates operated on downsampled 60x80 pixel images. Table I lists the detection rates for the Stereo and LWIR head detection and tracking algorithms.
B. Results and Discussion
This test set up is particularly unique in that it allows for a direct comparison of the stereo and LWIR head detection methods on a frame-by-frame basis. Both algorithms achieve a high average accuracy in detecting and tracking the head. At success rates of 96.4% and 90.1% respectively for various occupant types, it can be concluded that both the stereo and LWIR systems can be used to robustly detect the location of the head with high reliability. The resulting head location can give the necessary information to decide the manner in which an airbag should he deployed. Examples of successful bead detection in both algorithms are shown in Fig. 8 . Although the algorithms achieve a high success rate, both suffer from certain drawbacks described helow that should he resolved through further research. Stereo methods outperformed IR methods when the subject was wearing a hat. Because the head detection algorithm is searching for elliptical objects, the detection rate decreases in the IR case because the hat changes the emissive properties of the subject's head, making it appear less elliptical. Conversely, in the stereo case, we compute edges based on the reflectance data, where the occupant head appears similarly elliptical with or without a hat. This was especially true with the Female 1 occupant. An example of this error is shown in Fig. 9 . Fig. 9 . The left image shows successful detection using the stereo-based head detection algorithm. "be right image shows the R-based algorithm's inability to detect a head location because too much of the face is obscured from the camera because the occupant is wearing a hat. This is a drawback of using skin temperature as a cue far detecting the head. If there is not enough skin in view, the head location will not be found.
Stereo methods also outperformed IR methods when the subject leans completely fonvard. This, however, is not a function of the occupant's position, hut rather due to the subject's head being turned from the camera so that only the back of his head was visible. Naturally, the occupant's hair does not have the same temperature as the face, and resulted in the low detection rates. It is impossible to cue on skin temperature when the occupant is looking away from the camera. This was also the case for the low results for the lean right test for Male I. This indicates that modeling only skin temperature may not be enough, and other occupant properties, such as hair and clothing should he taken into account. An example of this type of error is shown in Fig. 
10.
Stereo methods rely on background modeling. Currently simple background subtraction is used and does not accommodate dynamic background movements, such as seat adjustments. More sophisticated methods of hackground modeling need to he implemented to account for such movements in the background. It remains untested, however, how much effect a seat movement would have on the head detection results using the current algorithm. One method of background modeling would be to have a database of stored background disparities for each seat position. Sensors that give the current seat orientation can be used to select the appropriate reference background disparity image for the head detection algorithm.
head detection algorithm. The right image shows the E-based algorithm's inability to detect a head location because too much of the face is obscured from the camera because the occupant is hlmed away from the camera. This is a drawback of using skin temperahre as a cue for detecting the head. If there is not enough skin in view, the head location Will not be found.
IR methods outperform stereo methods when dealing with competing elliptical objects in the scene, especially hands. This is because the skin temperature at the hands is usually different enough from the face as not to confuse the IR detector. However, if the hands are of a similar size and depth as the head, the stereo detector can give erroneous results. Potential solutions include using sub-facial cues to verify ellipse candidates, as well as introducing more sophisticated body modeling to account for hands and arms in the scene. An example of this error is shown in Fig. 11 .
In general, IR would be more robust to changes in lighting conditions than the stereo-based method. The LWIR spectrum is not especially sensitive to visible light and could easily operate in day or night conditions. A similar robustness could be obtained in the stereo-based method, but would require near-IR illuminators and filters for the camera lenses.
Despite the success of these initial tests, further testing is imperative. This test of the stereo and LWIR systems included only three subjects at a particular time of day in fair weather. Clearly, many different subjects need to be tested on the system. It is still untested how well the algorithms will perform when subject's have features such as facial hair, large hats, are eating or drinking, are very large or very small, or are sitting in unconventional positions. The algorithms are also untested in driving conditions other than a sunny day. Although an exhaustive test of the permutations of subject type and driving condition is impractical, a much larger and extensive test of these variations is necessary to deem the algorithms reliable enough for commercial use.
based head detection algorithm because the occupant arm configuration confused the ellipse-based head detector. The right image shows the IRbased algorithm's ability to detect a head location because the skin temperature segmentation accentuates the face location more than the arm location.
VI. CONCLUSION As intelligent airbag systems continue to develop, it is important to offer a method of comparison between algorithms in order to determine viability under various conditions. This paper presented the systematic evaluation of a stereo-based and LWIR-based face detection and bead tracking algorithm that can be implemented in a "smart" airbag system. The work has shown that both methods can detect occupant head location with a high reliability. Advantages and drawbacks of each method were discussed and potential solutions to each algorithm's flaws were presented.
