ABSTRACT With continuous progress of Internet of Things, multimedia analysis in it has attracted more and more attention. Specially, stereoscopic display technology plays an important role in the multimedia analysis processing. In the Internet of Things system, the quality of stereoscopic image will be reduced in the transmission process. In this mode, it will have a great impact on multimedia analysis to judge whether the quality of stereoscopic image meets the requirements. In this paper, a new no-reference stereoscopic image quality assessment model for multimedia analysis towards Internet of Things is built, which is based on a deep learning model to learn from the class labels and image representations. In our framework, images are represented by natural scene statistics features that are extracted from discrete cosine transform domain, and a regression model is employed to shine upon the quality from the feature vector. The training process of the proposed model contains an unsupervised pretraining phase and a supervised fine-tuning phase, enabling it to generalize over the whole distortion types and severity. The proposed model greatly shows the correlation with subjective assessment as demonstrated by experiments on the LIVE 3-D Image Quality Database and IVC 3-D Image Quality Database.
I. INTRODUCTION
With the emergence of 3D products [1] - [3] , stereoscopic image quality assessment has gained much more attention in creating a better 3D experience [4] . As a result, providing a high-quality 3D image or video and delivering to the terminal clients are urgent. Therefore, there is a strong need for stereoscopic image quality assessment(SIQA) algorithms that can assess the quality of stereo images. Stereoscopic display technology plays an important role in the multimedia analysis processing. In the Internet of things system, the quality of stereoscopic image will be reduced in the transmission process. In this mode, it will have a great impact on multimedia analysis to judge whether the quality of stereoscopic image meets the requirements [5] , [6] .
Compared with the traditional 2D image quality assessment (2D-IQA), SIQA needs to account for more factors, such as disparity information, binocular rivalry and visual discomfort [7] . Due to the existence of these complex factors, SIQA is facing great challenges. In the past few years, a number of SIQA algorithms have been proposed [8] - [10] . A widely used approach was to directly apply the existing SIQA metrics [11] - [13] on the left and right images respectively, and then combine them into an overall score. But these approaches didn't consider the binocular perceptual characteristics. In addition, a large number of analysis on human visual system (HVS) models have proved that stereo image is not a simple combination of the left and right views. Binocular vision is a complex visual process that involves both binocular fusion and binocular rivalry at the same point. Therefore, binocular perceptual properties have been taken into account in some approaches [14] , [15] . Shao et al. [16] proposed a full reference stereoscopic image quality assessment approach which involves binocular visual characteristics, and two years later Shao et al. [17] presented a blind SIQA metrics based on binocular feature combination. He simplified the process of binocular quality prediction as monocular feature encoding and binocular feature combination. These metrics that consider binocular visual properties have been shown to improve the performance relative to a straightforward application of 2D indexes to the left and right images.
In recent years, models based on machine learning(ML) have obtained promising performance in image quality assessment (IQA). Doermann [18] built a computational model to learn a dictionary by extracting patches from a set of unlabeled images in an unsupervised manner. Hou et al. [19] presented a blind IQA model by directly learning qualitative descriptions and outputting numerical scores. Nevertheless, the machine learning technique which is mainly adopted in SIQA models still support vector machine (SVM), which is used to train a shallow architecture. However, the complex mechanism of HVS cannot be well approximated using the shallow architectures. The main challenges for SIQA metrics based on machine learning are feature description and modeling. Deep learning models, involving deep architectures, have received popular attention and achieved great success in voice recognition and the driverless cars recently, which provide a new opportunity to simulate HVS and assess the stereo image quality.
In this paper, we introduce a blind stereoscopic image quality assessment model, which is based on a deep belief network (DBN). First, we extract natural scene features from the DCT domain. Second, a DBN model is trained to get deep features. Finally, these generated deep features and DMOS values are used to train a support vector regression (SVR) model that can predict the perceptual severity of test images. A final quality score can be predicted in this stage. The primary target is to build an effective model that predicts the image quality human perceived accurately and automatically without reference images. The following contributions of this paper can be summarized to improve the accuracy of SIQA algorithm.
1) The deep belief network is used in the proposed method and it can improve the SIQA performance. At present, the method of deep learning has promoted the ability of pattern recognition algorithm, but encounters overfitting in the traditional image quality evaluation. In order to solve the overfitting problem, we introduce regularization as the solution to make the deep model more accurate in the test stage. In this way, we make use of the deep belief network for SIQA and get a better result than before.
2) We derive a SIQA model based on two complementary parts: Feature extraction and model training. And we make an in-depth study on the relationship between the spatial space features and DCT space features. In the study, we find that the features in the DCT domain can reflect the quality of stereo images more accurately. Experiments show that the proposed feature extraction method can provide complementary information for stereo image quality perception.
3) In the previous SIQA research, most researchers' works were too complex. In order to get better experimental results, the research framework has been expanded step by step. Such an approach is difficult to be engineered in practical applications. Therefore, the method in this paper is based on a concise framework to minimize the computational complexity.
The rest in this paper is organized as follows. Section II will illustrate the background and motivation based on the related work. The natural scene statistics features extraction method will be stated in Section III. In Section IV, the special algorithm framework will be given. In Section V, the experimental design and experimental results are shown. At last, the conclusion will be given in Section VI.
II. BACKGROUND AND MOTIVATION

A. HUMAN VISUAL SYSTEM
In the process of stereoscopic image quality evaluation, it is very important to design an objective algorithm which is consistent with human visual system. As mentioned earlier, the encoding and decoding process of stereoscopic images will greatly affect the viewer's sense of experience. And this experience is based on the human visual system [20] , [21] .
It is well known that the human eye's recognition and observation of objects is accomplished by light propagation. After the human eye receiving the light, the subsequent processing is done by the relevant visual nervous system in the brain [22] , [23] . In fact, the human visual system has two important visual neural pathways that control the behavior of people: ventral pathway and dorsal pathway [24] , [25] .
For ventral pathway, it contains four parts, which can be called as V 1, V 2, V 3 and V 4. In this pathway, it can help humans with the consciousness and perception. For dorsal pathway, it contains only three parts, which can be called as V 1, V 2 and V 3. In this pathway, it can help humans with specific location and movement status determination. In addition, temporal lobe MT and MST composition are very important in the dorsal pathway.
Generally speaking, the whole human visual system is very complex. Any single structure can not complete the perception and recognition of objects. Specifically, the features of objects will be extracted layer by layer, and finally identified by the neural system, which is the theoretical basis of feature extraction [26] , [27] .
Based on the above description, the human visual system must be studied in the field of stereo image quality evaluation [28] . In addition to traditional feature extraction and recognition, it is important to study binocular features of human eyes. When people receive and recognize the stereoscopic images, they rely on both eyes to achieve the perception of the target. So binocular feature plays a more important role in it. It is obvious that the perceptions of the left eye and the right eye are different when the same scene is received by the binocular. This difference can be defined as binocular parallax [29] , [30] . Binocular disparity can be divided into horizontal and vertical parallax. Between them, the horizontal parallax mainly affects the depth perception, and the vertical parallax determines the human comfort degree. When the vertical parallax exceeds a certain value, humans will be very uncomfortable.
B. IMAGE PERCEPTION EVALUATION BASED ON DEEP LEARNING
As shown in Fig.1 , DBN(Deep Belief Networks) is composed of a large number of neurons, including dominant neurons and recessive neurons. It is a generative model. By training the weights between the neurons, the whole neural network will generate the required data according to the maximum probability.
DBN is composed of multiple neurons. Explicit elements, which can be called feature detectors, are used to accept input, and implicit elements are used to extract features. The connection between the two top layers is undirected and it can be called as associative memory. There is a connection between the upper and lower layers in the lower structure. The bottom layer represents the data vectors, and each neuron represents one dimension of the data vector. The component of DBN is Restricted Boltzmann Machines (RBM). The process of training DBN is layer by layer. In each layer, the data vector is used to infer the hidden layer, and then the hidden layer is regarded as the data vector of the next layer (the higher layer). [31] .
In the previous research, many scholars used DBN in image processing or natural language processing, and achieved very good results. Therefore, the application of DBN in stereo image quality evaluation has attracted more and more attention. However, it's very difficult to solve the overfitting problem. In the field of stereo image evaluation, the training samples provided are limited, so the overfitting problem will be more prominent. In order to solve it, the regularization method must be used.
III. NATURAL SCENE STATISTICS FEATURES
The performance of IQA model is highly relied on the features we extract. Our work in image representation is motivated by the facts that human visual system is adapted to the statistics of imageąŕs natural environment and the successful application of natural scene statistics (NSS) models in the field of image quality assessment [20] . In addition, owing to the DCT coefficients vary according to the degree and type of image distortion, feature extraction is performed in the DCT domain from the left and right view, respectively.
A. THE FIRST SET OF FEATURES
The generalized Gaussian model has often been used to approximate the distribution of DCT coefficients of the image. The univariate generalized Gaussian density (GGD) VOLUME 6, 2018 is given by:
where µ and γ are the mean and the shape parameter, respectively. α and β are the normalizing and scale parameters:
where σ represents the standard deviation, and represents the gamma function:
The shape parameter γ controls the shape of the distribution.
1) SHAPE PARAMETER AND COEFFICIENT OF FREQUENCY
The first feature is the shape parameter γ in (1) .
Let X denotes the histogrammed DCT coefficients. The coefficient of frequency variation ζ is the next feature, which is the ratio of the variance σ |X | to the mean µ|X |:
where σ |X | represents the standard deviation, and µ|X | represents the mean of the DCT coefficient magnitudes |X |. 
2) ENERGY SUBBAND RATIO MEASURE
The local spectral signatures of an image can be modified by the distortions [21] . To measure this, we define three frequency bands represented by different levels of shading in Fig. 2 . The average energy in frequency band n is defined as:
where n = 1, 2, 3 (lower, middle, higher frequency band).
Define R n (n = 2, 3) as the ratio of the difference between the average energy in different frequency bands:
The feature R n measures the relative distribution of energies in lower and higher bands. A large ratio corresponds to a large disparity. Eventually, the mean value of R 2 and R 3 is calculated as the final feature.
3) ORIENTATION MODEL-BASED FEATURE
The human visual system (HVS) is highly sensitive to changes in local orientation energy. Consequently, the block DCT coefficients are also modeled along three orientations, as shown in Fig. 3 . The three different shadow areas represent the DCT coefficients along three orientation bands. A generalized Gaussian model is fitted to the coefficients within each shadow area in the block, and ζ is obtained from each orientation. All of the above features are computed in all blocks in the image and are pooled by averaging over the highest 10th percentile and over all (100th percentile) of the local block.
4) MULTISCALE FEATURE EXTRACTION
It has been found that images are naturally multiscale and the scale we choose can affect the performance of the IQA algorithm [32] , [33] . So we implement these features over multiple scales. Feature extraction over multiple scales makes it possible to capture variations of distortion degree over scales [34] . Therefore, 24 features(f 1 (t)−f 24 (t)) are extracted from 3 scales.
B. THE SECOND SET OF FEATURES
A sliding window (4 × 4 ) that moves over the whole image pixel-by-pixel is used to generate six bands B 1 , . . . , B 6 . The sliding window can generate a matrix C i (i = 1, . . . , 16) of size M × N . The matrix C 1 contains DC coefficients, whereas the other 15 matrices contain the AC coefficients.
The unsigned AC band B 1 will be used to measure smoothness, sharpness, and peakiness. Neverless, frequency bands B 2 , B 3 and B 4 , will quantify the dissimilarity and noise. The two orientation bands B 5 and B 6 , containing vertical and horizontal components, will quantify their blockiness.
The unsigned AC band B 1 is computed by adding up the absolute values of the fifteen AC coefficients, which will be used to measure smoothness, sharpness, and peakiness:
where m = 1, . . . M , and n = 1, . . . N . Next, we normalize the DCT coefficients :
From these 15 matrices, we obtain three frequency band B 2 , B 3 and B 4 , and two orientation bands B 5 and B 6 .
The three frequency bands which contain low-frequency, medium-frequency, and high-frequency components, will quantify the dissimilarity and noise. The two orientation bands which contain vertical and horizontal components, will quantify their blockiness.
1) PEAKNESS, SMOOTHNESS, AND SHARPNESS
Let p 1 (x) be the probability density function of B 1 . The Kurtosis of p 1 (x) is chosen to measure the peakiness, which can be defined by
where x is the intensity, µ x is the mean of x, and σ x is the standard deviation. The property of smooth dependes on the sum of the absolute AC coefficients. If it will be less than a given threshold T L , it is considered as a smooth block. The degree of smoothness is quantified by the relative area of the smooth region [35] , which is defined as
where card (A) denotes the cardinality of a set A.
However, if the sum of the AC coefficients is greater than a given threshold T L , the block will be considered as a sharp block. Same as above, the sharpness is defined as
2) MEAN JENSEN SHANNON DIVERGENCE (MJSD)
MJSD are extracted to quantify the dissimilarity between bands of different frequencies. Therefore, three features (f 28 (t), f 29 (t), f 30 (t)) are obtained, then we take feature f 28 (t)) as an example. We define p(x) and q(x) as two probability mass functions. Then the Jensen Shannon divergence(JSD) is defined as
where
The mean JSD of B 2 , B 3 and B 4 is defined to measure the decrease of their similarity:
p 2 (x), p 3 (x) and p 4 (x) are the probability density functions of B 2 , B 3 and B 4 , respectively. In general, the larger the value of the MJSD is, the worse the quality of the image will be.
3) BLOCKNESS
The next feature is the blockiness. The blocking artifacts, including the horizontal and vertical blockiness, are measured based on two orientation bands B 5 and B 6 . The overall blockiness measurement is defined as the mean value of horizontal and vertical blockiness measurements [35] .
The horizontal blockiness is measured by applying a sum operation along each row in feature map B 5 , denoted as P H :
Then the horizontal blockiness measurement is calculated
VOLUME 6, 2018 Applying a sum operation along each column in band B 5 , the vertical blockiness B MV is then computed in the same way. Eventually, the overall blockiness is defined as
According to the above method, the blockiness feature f 32 (t) in band B 6 can be calculated.
C. FEATURE COMBINATION
In this stage, the features of the left and right views are combined into a set of signal features per stereopair. Research has found that binocular strength is a weighted sum of the monocular stimulus strength. The stimulus strength directly relates to band strength and the scale strength. Define q li and q ri as the left and right view stimulus in the ith scale, q lj and q rj as the left and right view stimulus in the jth band. Then the normalized stimulus strength can be computed:
where i = 1, 2, 3 and j = 1, . . . , 6. The features f 1 (t) − f 24 (t) are combined in three scales (i = 1, 2, 3) and the features f 25 (t) − f 32 (t) are combined in six image bands (j = 1, . . . , 6). The combined features can be expressed as follows:
In this way, 32 combined features are generated, as shown in Table. 1.
IV. OUR SIQA MODEL
In the era of big data, we are facing the complicated magnanimity data. It is difficult to manually design an effective feature and select a suitable shallow layer model to analyze these data. So it's necessary to learn the effective characteristics automatically from the mass data. Deep learning has been widely used in image classification and voice recognition in recent years, and it has long been proved that deep networks are much more representative and efficient than the shallow ones [36] , [37] . And the performance of deep learning model highly relies on the number of hidden layers and the nodes of each layer. As shown in Fig. 4 , the proposed model contains a DBN and a regressor. The DBN model is made up of a visible layer and three hidden layers. The first layer v is filled by NSS features, the two hidden layers h 1 and h 2 form the more complex mixing features, and the last hidden layer L is the label layer. An unsupervised pre-training method is used to adjust the weight parameters of the DBN model, followed by a supervised fine-tuning strategy that fine-tunes all the parameters of the entire model by aligning the output of the network with ten classification categories. The joint distribution between the visible layer v and the three hidden layers is defined as below:
A. UNSUPERVISED PRE-TRAINING
In this phase, every two adjacent layers are treated as a Restricted Boltzmann Machines (RBM). The individual layers of the network are trained from bottom to up and the weights are learned greedily, one layer at a time. After training the RBM of the layer l − 1, its output serves as an input to train the next layer l. Thus, the layer l can obtain deeper and more complex features than the input by learning the structure of the input data. Taking the first two layers as an example, the RBM defines a probability distribution:
where v denotes the visible layer and h 1 denotes the hidden layer. b and c are the bias of the visible layer and hidden layer, respectively. There are symmetric connections between the visible layer and the hidden layer. But in the same layer of RBM, there is no relationship for variables. This particular configuration makes it easy to compute the conditional probability distributions P(v|h 1 ) and P(h 1 |v) [19] . In the pretraining stage, the learning rate is set to 0.1, the momentum is set to 0.5, and the batch size is set to 1. All these parameters are tuned to fall into approximate optimal settings.
B. SUPERVISED FINE-TUNING
The parameters trained by the RBM are reconfigured by back propagation method in this phase. In our model, the problem of supervised fine-tuning is treated as a classification problem with ten class labels. The images are divided into ten levels according to the subjective scores of the images. Consequently, a third hidden layer with the number of hidden nodes equal to the number of classes is added at the top, aiming to fine-tune the system from top to bottom. This finetuned DBN model, and its learned weights and biases can now be used to generate deep feature representations for any given image.
C. QUALITY POOLING
Finally, a regression function is employed to map the learned deep features of an image to its subjective score. In this paper, the SVR in [38] is used for regression model learning. In the regression model, the deep feature of any given test image can be used as the input of the trained SVR to predict the final quality score.
V. EXPERIMENTS AND RESULTS
The performance of an IQA model is typically evaluated from three aspects regarding its prediction power : prediction accuracy, prediction monotonicity, and prediction consistency.
Define Q and Q p as the original IQA scores and the IQA scores after regression, respectively. The employed nonlinear mapping function is given by:
where β 1 , β 2 , β 3 , β 4 and β 5 are regression model parameters. After the regression, three common performance measures, which are the Pearson linear Correlation Coefficient (PLCC), the Spearman rank-order correlation coefficients(SROCC) and the Root Mean Squared Error (RMSE), can be used to estimate the predictive performance. Among the three metrics, PLCC is used to evaluate prediction accuracy, SROCC is adopted to evaluate prediction monotonicity and RMSE is employed to evaluate the prediction consistency.
With the PLCC, SROCC and RMSE indices, we evaluate our SIQA models on the publicly accessible IQA databases: LIVE 3D Image Quality Database (Phase-I and Phase-II) [39] . The LIVE Phase-I contains 20 reference stereopairs and 365 symmetrically distorted stereopairs, while the LIVE Phase-II contains 8 reference stereopairs, and 120 symmetrically and 240 asymmetrically distorted stereopairs corresponding to the same distortion types. In order to demonstrate its efficiency, the proposed method is compared with several existing state-of-art schemes, including Benoit's scheme [40] , Lin's scheme [41] , Chen's scheme [42] , You's scheme [43] and Shao's scheme [44] .
In the experiment, we divide a dataset into 80% training subset and 20% testing subset randomly. Each partition is conducted 1000 times on each dataset and then we calculate the medium scores. Since the other metrics used for comparison do not need training, their results are reported on the entire dataset. Table 2 shows the performance of each metric on the LIVE Phase-I, Table 3 shows the performance of each metric on the LIVE Phase-II,where the best performance is highlighted in bold. We can observe that the SROCC of the proposed model lags behind Shao's scheme in Phase-I, and lags behind Chen's Scheme in Phase-II. But our proposed algorithm is superior to other algorithms in accuracy and consistency. Thus from the overall perspective, the overall VOLUME 6, 2018 performance of the proposed method is more prominent than the other five metrics. The outstanding performance demonstrates the reasonability of our model. In addiction to the overall performance on the LIVE 3D database, we also test the performance on each specific distortion types, and the PLCC results are shown in Table 4 .
To demonstrate the significance of proposed DBN architecture and the learned deep features, we conducted a comparison experiment where SVM is directly used to train a regression function on the extracted NSS features with the same training/ testing splits. As shown in Table 5 , the deep architecture and the learned deep features can greatly boost the performance on the Phase-I and Phase-II. Accordingly, using DBN model will be benefit to the final 3D quality prediction.
To summarize, the proposed scheme takes advantages of the NSS features we choose and the deep learning model to generate power representations. The results confirm that our model can effectively predict the quality of stereoscopically viewed images.
VI. CONCLUSION
In this paper, we present a novel natural-scene-statisticsbased blind stereoscopic image quality assessment model which is based on a deep learning model to learn from the class labels and image representations, and generate the learned deep features. The experimental results verify the proposed model's effectiveness and demonstrate that it corresponds well to human evaluation. Besides, there are still great challenges to describe the stereoscopic image quality when we use the deep learning model to learn more power deep features, particularly in asymmetrically distorted stereoscopic images. Therefore, in the future work, we will explore more effective 3D features and develop more effective deep learning models to obtain a better solution. 
