Abstract. We study the extent to which self-referential adaptive learning can explain stylized asset pricing facts in a general equilibrium framework. In particular, we analyze the e¤ects of recursive least squares and constant gain algorithms in a production economy and a Lucas type endowment economy. We …nd that recursive least squares learning has almost no e¤ects on asset price behavior, since the algorithm converges relatively fast to rational expectations. On the other hand, constant gain learning may contribute towards explaining the stock price and return volatility as well as the predictability of excess returns in the endowment economy. In the production economy, however, the e¤ects of constant gain learning are mitigated by the persistence induced by capital accumulation. We conclude that, contrary to popular belief, standard self-referential learning cannot fully resolve the asset pricing puzzles observed in the data.
Introduction
It is often argued informally that adaptive learning should be able to generate statistics that can match stylized facts, in models where the traditional rational expectations paradigm fails.
The aim of the present paper is to examine whether and to what extent this assertion is true for asset pricing facts in a general equilibrium framework. We focus on three groups of asset pricing facts, namely …rst and second asset return moments, the predictability of future excess returns and the volatility of equity prices. Our work is both of qualitative and quantitative nature: we discuss how adaptive learning can help the relevant statistics move towards the right direction and whether it can generate statistics that are close to those observed in the data. At the same time we are interested in examining if and how much better adaptive learning can do relative to rational expectations.
Why would we expect adaptive learning to perform better than rational expectations in an asset pricing framework? Consider …rst the volatility of equity prices. Under rational expectations, this volatility depends in a direct way on the volatility of the underlying exogenous process that drives the uncertainty in the economy. On the other hand, adaptive learning may introduce an extra source of volatility due to the fact that certain parameters (that are known under rational expectations) are estimated via some statistical rule. Next consider the asset return moments, and in particular the equity premium and its volatility. If the equity price is more volatile under adaptive learning, then the asset is perceived as being riskier than under rational expectations. This is because dividends are either exogenous or depend positively on equity prices. In turn, this results in a higher equity return and thus a higher equity premium.
Finally, consider the predictability of future excess returns. If the equity price is below its long run average value, the future dividend yields and capital gains will be higher, leading to higher future returns. This mechanism generates a negative correlation between the current price-to-dividend ratio and future excess returns. If the equity price is more volatile under adaptive learning than under rational expectations, this negative correlation is magni…ed, therefore improving predictability.
We study the quantitative e¤ects of adaptive learning on equity prices by incorporating two popular adaptive learning algorithms, namely recursive least squares and constant gain, into two workhorse asset pricing models. The …rst is a production economy that mimics the behavior of the stochastic growth model. The second is an endowment economy of which the reduced form resembles the standard Lucas Tree model. In particular, we consider log-linear versions of these general equilibrium models, with self-referential learning on the endogenous variables, under the assumption of a stationary dividend process. We deliberately restrict attention to standard modelling frameworks and learning algorithms. In this way, we are able to isolate the pure e¤ects of standard self-referential adaptive learning and examine whether such departures from rational expectations can help explain stylized facts on equity prices and returns.
We start by presenting in more detail mechanisms through which recursive least squares or constant gain learning may do better than rational expectations in explaining the observed stylized facts. We also explain why the success of these mechanisms ultimately depends on the parameterization and the numerical speci…cations for adaptive learning.
Next, we evaluate the e¤ects of the di¤erent learning algorithms by running numerical experiments based on standard calibrations for both models. First, we …nd that overall recursive least squares learning generates very little to almost no improvement of the statistics for neither of the two models. This is because recursive least squares is an algorithm that converges point wise to the rational expectations equilibrium and convergence is relatively fast; therefore its dynamics di¤er little from the rational expectations dynamics. Second, we …nd that constant gain learning may be able to drive certain asset statistics towards the correct direction.
While the improvement of the statistics relative to those under rational expectations can be quite sizeable, the absolute magnitude of most of these improvements is generally too small to consider interesting. In more detail, for the benchmark parameterization, we …nd essentially no improvements with respect to the asset return statistics in the production economy. As in the fully rational model, this model performs very poorly under learning with respect to equity price behavior. On the other hand, we …nd a moderate e¤ect of adaptive learning on the equity premium in the endowment economy. Moreover, constant gain learning can generate higher equity price volatility in both models, but the relative improvement in the production economy is much smaller. We attribute this di¤erence between the two models to the fact that in the production economy there is an additional source of endogenous persistence (due to capital accumulation) that smooths out equity prices. Finally, constant gain learning can generate the predictability of future excess returns that we observe in the data in the context of the endowment economy. This is not surprising, since predictability is a relative feature that only requires a strong negative correlation between the price-to-dividend ratio and future excess returns rather than dependence on the absolute sizes of these.
Finally, we perform an extensive sensitivity analysis with respect to various parameters of the two models, as well as features that have to do with the speci…cations of the adaptive learning algorithms, such as initial conditions, length of simulations, etc. Regarding the latter, we …nd that our results can be quite sensitive to the initial conditions of the learning algorithm, given that the benchmark length of the simulations (corresponding to the length of the data time series) is relatively short. Furthermore, we …nd that the results are sensitive to the size of the gain when using constant gain learning. Speci…cally, we …nd that the improvements under learning relative to rational expectations become smaller the longer the memory of the constant gain algorithm is. This is because as the memory of the learning algorithm becomes longer, the equity price becomes less volatile, resulting in a smaller equity premium and weaker negative correlation between the price-to-dividend ratio and future excess returns.
Regarding the sensitivity of the results with respect to various parameters of the models, we …rst …nd (not surprisingly) that a higher coe¢ cient of relative risk aversion improves the adaptive learning results on the volatility and the equity premium in absolute terms; however the relative improvements compared to the results under rational expectations are identical irrespective of the coe¢ cient of relative risk aversion. As the coe¢ cient of relative risk aversion increases, we also see that the results on predictability improve, since more volatile prices imply stronger negative correlation between the price-to-dividend ratio and future excess returns.
Second, we …nd that the relative improvement in the equity price volatility under adaptive learning does not depend on the variance of the shocks in the two economies. Moreover, as the variance increases, the relative improvement in the equity premium is unchanged for the endowment economy but only increases slightly for the production economy. A higher variance also improves predictability for both models. Last, we perform sensitivity analysis with respect to the persistence of the exogenous shock and we …nd that as the persistence decreases, the system dynamics are less sensitive to the speci…cations of learning. This is because if there is an estimate that is very bad (e.g. very far from RE) then this will feed into the dynamics for many periods if the persistence is high, while it will disappear more quickly if the persistence is low.
In summary, we conclude that self-referential linear adaptive learning under the assumption of a stationary dividend process may provide some qualitative improvements relative to rational expectations. Overall, however, it does not seem to provide satisfactory explanations for the magnitude of various asset pricing statistics that we observe in the data. This is especially prevalent in models with capital accumulation.
Our …ndings are in contrast to the results in the well known work of Timmermann (1994 Timmermann ( , 1996 . The three main di¤erences with Timmermann's work are the following. First, his analysis is carried out in partial equilibrium while we study general equilibrium models. Note that his setting with constant rates of return can be interpreted as a general equilibrium framework only if utility is linear in consumption. Second, he assumes two di¤erent speci…cations for the dividend process, but both include a drift and a trend. We do not allow for any of the last two. Instead, we assume that the dividend process is stationary. Third, and most importantly, Timmermann considers two types of learning, which he calls present value learning and selfreferential learning. The …rst is essentially standard OLS estimation written in recursive form.
There is no self-referential element in this speci…cation, since the estimation is on the (exogenous) dividend process. The second type of learning is self-referential, but it di¤ers from ours, since it also allows for estimation of the exogenous dividend process. Instead, we assume that exogenous state variables are completely known. Moreover, self-referential learning may contain lags of the price in our production economy, while his estimates depend only on dividends.
This lag induces endogenous persistence that reduces the volatility of equity prices and the predictability of the price-to-dividend ratio for future returns considerably.
The literature addressing asset pricing facts is very large and a detailed review of it is beyond the scope of this paper. Kocherlakota (1996) , Shiller (1981) and Campbell, Lo and MacKinlay (1997) provide extensive surveys on these topics. Our work is closely related to the part of the literature that attempts to explain asset pricing facts in the context of learning and bounded rationality. Apart from the work of Timmermann (1994 Timmermann ( , 1996 Our work di¤ers from the previous papers in several important ways. First, we only consider self-referential learning, i.e. learning on the endogenous variable, so that agents'forecasts a¤ect the realization of the variable. In addition, we assume that agents'expectations about prices are correctly speci…ed, in the sense that all relevant variables are taken into account when forecasting, and that agents learn about deviations from a steady state. In particular, we do not allow for learning on the growth rate of dividends. Apart from the fact that we want to focus on self-referential learning, the reason is that this would involve introducing some type of structural learning in the production economy, where the dividends are endogenous. Given this, our …ndings can be considered as a lower bound of what adaptive learning can explain, since any of these additional features can only help to improve our results. In this sense, our work is closest to that of Bullard and Du¤y (2001) , who study the e¤ects of self-referential recursive least squares learning in the context of a life cycle general equilibrium model. In contrast to this, we study standard asset pricing models with in…nitely lived agents. Finally, our work is also closely related to the work of Honkapohja and Mitra (2003) , who show that bounded memory adaptive learning can induce extra volatility in the economy. Here, however, we study constant gain learning, which is considered to be a variant of bounded memory adaptive learning, in the context of richer reduced form models.
The paper is organized as follows. Section 1 presents the stylized facts. Section 2 presents the model economies and section 3 discusses the calculation of the rational expectations and adaptive learning equilibria, as well as the mechanisms at work when studying the dynamics of adaptive learning. Section 4 presents the numerical results, section 5 presents the sensitivity analysis and section 6 concludes. Table 1 presents the stylized asset pricing facts that we focus on and will use to compare the di¤erent models under rational expectations and adaptive learning. The numbers have been calculated using the data set in Campbell (2002) . 1 The quarterly stock returns and the quarterly dividend series are obtained from the nominal CRSP NYSE/AMEX Value Weighted Indices.
Stylized Facts
Following Campbell (2002) , the price-to-dividend ratio is constructed as the stock price index associated with returns excluding dividends, divided by the total dividends paid during the last four quarters. The nominal risk-free rate corresponds to the three-month quarterly T-Bill rate.
The nominal stock return is de ‡ated using current in ‡ation and the nominal risk-free rate is de ‡ated using the in ‡ation next period. Finally, the consumption series corresponds to real per capita consumption of non-durables and services.
< TABLE 1 HERE >
The …rst part of table 1 reports our estimates for the quarterly mean and standard deviation of stock returns, the risk-free rate and the equity premium in percentage terms. The stock return has been around 2.3% per quarter against a risk-free rate of 0.2%, leading to a quarterly premium of around 2% during the postwar period. We also see a much higher volatility for the equity return and equity premium of around 7.6%, in contrast to the volatility of around 1% for the risk-free rate. Replicating the …rst and second asset moments still represents a challenge for standard rational expectations models. 2 The second panel of table 1 reports results from regressions of the k = 1; 2; 4 year ahead equity premium on the current log price-to-dividend ratio divided by its standard deviation.
Thus, the slope coe¢ cients re ‡ect the e¤ect of a one standard deviation change in the log price-to-dividend ratio on the cumulative excess returns in natural units. The table reports the regression slopes, the adjusted R 2 and the t-statistic, adjusted for heteroskedasticity and serial correlation with the Newey-West method. 3 As re ‡ected by the table, the predictive regressions exhibit the familiar pattern of an increasing R 2 and coe¢ cient slope for longer horizons. The 1 The dataset is available at the author's website. 2 Several authors have argued that the US equity premium has declined considerably during the last three decades (see e.g. Jaganathan et all (2000) ). However, generating a positive premium still poses a challenge for standard rational expectation models, particularly in the presence of a production sector (see for example Rouwenhorst (1995) , Jermann (1998) , Boldrin, Christiano and Fisher (2001) or Lettau (2003) ). 3 For the truncation lag, we follow Campbell, Lo and MacKinlay (1997), who use q = 2 (k 1). The results are very similar if we use q = k 1 or the default value of q = f loor 4(T =100)
2=9
suggested to Eviews by Newey and West. Similar qualitative results can be obtained by regressing the k-period ahead stock returns on the current log price dividend ratio.
fact that the log price-to-dividend ratio may predict future excess returns was …rst documented by Fama and French (1988) and Campbell and Shiller (1988) and it still poses a puzzle for standard rational expectations models. 4 Finally, since the price-to-dividend ratio is a crucial variable for addressing the predictability puzzle, the third panel of the table displays its mean, standard deviation and …rst order autocorrelation in levels. The last panel reports the standard deviation of consumption and dividend growth.
The Environment
This section describes two standard general equilibrium asset pricing models. The …rst model, which we call the production economy, allows for capital accumulation, so that the model mimics the features of the neoclassical growth model. The second model, which we call the endowment economy, does not allow for capital accumulation or depreciation of capital and its dynamics can be viewed as a special case of the …rst by assuming constant capital over time.
For both economies, we will analyze the adaptive learning dynamics and compare them to rational expectation dynamics using log-linear approximations of the equilibrium conditions. This follows Jermann (1998), Lettau (2003) and Carceles-Poveda (2005) among others. Loglinear approximations may not always be very accurate, however they are known to perform reasonably well in general equilibrium models of the type studied here. Moreover, the log-linear framework provides a convenient platform for studying adaptive learning dynamics, since many more theoretical results have been developed for linear models than for non-linear ones. Besides, here we are mainly interested in relatively small deviations of variables from their stationary long-run averages, therefore a log-linear framework should be relatively accurate. Also, to avoid losing second order information when calculating the risk premium, we use the approach described in Jermann (1998) and Lettau (2003) , which essentially corrects the log-linear asset pricing equations for Jensen terms.
3.1. The Production Economy. The economy is populated by a large number of identical and in…nitely lived households and …rms. Each period, the representative household maximizes his expected lifetime utility subject to a sequential budget constraint
s.t.
where
The parameters 1 and 2 (0; 1) represent the household risk aversion and time discount factor respectively. The variables t and B t are the holdings of equity shares and risk-free one period bonds, P t and P b t represent the equity and bond prices and D t represents the equity dividends. The supply of equity is assumed to be constant and is normalized to one, and bonds are assumed to be in zero net supply.
Apart from their asset income, households receive labor income, equal to the aggregate wage rate W t times their labor supply N t . Investors are endowed with one unit of productive time, which they can allocate to leisure or labor. Given that leisure does not enter the utility function, however, the entire time endowment is allocated to labor and N t is therefore equal to one. The …rst order conditions for the household's problem give the usual Euler equations, which determine asset prices
where M t;t+j = j (C t+j =C t ) . Alternatively, we can rewrite the equations in terms of the gross asset returns as
Each period, the representative …rm combines the aggregate capital stock K t 1 with the labor input from the households to produce a single good Y t according to the following constant returns to scale technology 5
where Z t is a random productivity shock assumed to follow the stationary process
where " t iid(0; 2 " ) and 2 (0; 1). Investment I t is entirely …nanced by retained earnings or gross pro…ts X t = Y t W t N t and the residual of gross pro…ts and investment is paid out as dividends to the …rm's owners. Thus, D t = X t I t . Furthermore, capital accumulates according to
where 0 < < 1 is the capital depreciation rate. The representative …rm maximizes the value of the …rm to its owners, equal to the present discounted value of its nets cash ‡ows or dividends D t = X t I t , subject to (8), (9) and (10)
The …rst-order conditions are
Finally, market clearing implies that
B t = 0; t = 1:
To derive the system of equations that describe the equilibrium, we substitute for N t = 1,
Moreover, we can omit the the resource constraint by
Walras law, as well as the capital Euler equation (13), since K t = P t in equilibrium. Finally, letting x t = log(X t = X) for any variable X t , where X represents its steady state value, the original system of equations can be approximated by the following system of linear equations:
This model is along the lines of well known general equilibrium asset pricing models with production (e.g. see Brock, 1982 , Rouwenhorst, 1995 and Lettau, 2003 .
3.2. The Endowment Economy. In the endowment economy capital is constant and does not depreciate over time. Therefore, the log-linear system of equilibrium equations can be obtained by setting k t = 0 and = 0 in the system of equations (16a) -(16g), resulting in the following log-linear model:
This economy can be viewed as an economy where a centralized technology or tree produces a single good Y t using a constant amount of capital K and the labor supply from the households.
Labor is paid its marginal product. Furthermore, households can decide how much labor to supply and how much to invest in the tree and in risk-free one period bonds, while the owners of the tree receive as dividend payments the total output net of labor payments.
Note that the system of equations in (17a)-(17d) corresponds to the log-linear system of equations of a standard Lucas Tree model with equity and risk free one period bonds, where log-linearized consumption is equal to the log-linearized dividend payments of the tree, and the log-linearized dividends follow the same law of motion as the AR(1) process z t . To see this,
note that the equilibrium consumption of a standard Lucas Tree model is given by C t = D t , and the …rst-order conditions imply that the asset prices are equal to
Moreover, if we assume an AR(1) speci…cation for the dividends of the form log D t = log D t 1 + " t , where " t iid 0; 2 " and 2 (0; 1), the log-linear system of the equations that describes the Lucas model is given by:
Rational Expectations and Adaptive Learning
In order to calculate the rational expectations equilibria of the production economy, we …rst rewrite the system (16a)-(16g) in reduced form by eliminating all variables but the state variables k t and z t in the Euler equation
where the coe¢ cients a 1 ; a 2 and b are given by
Similarly, the reduced form for the endowment model is given by
4.1. Rational Expectations Equilibrium. With the equilibrium conditions in place, we next solve for the rational expectations equilibria of the models using the method of undetermined coe¢ cients. For the production economy, the (unique stationary) rational expectations equilibrium is given by
where t is some white noise shock and 6
For the endowment economy, the rational expectations equilibrium is given by
where t is a white noise shock and
Some points are worth noting. First, if we compare the models under rational expectations, the solution for the production economy (28) contains a lag of the price, while the solution of the endowment economy (31) does not. This means that, for an identical parametrization of the exogenous shock, the price series in the production economy has an additional source of persistence due to the lag. Second, it can easily be shown that the elasticity with respect to the shock z in the production economy is smaller than the one in the endowment model for the same parametrization. These observations imply that under rational expectations, the amount of exogenous volatility that is injected into the price series of the production economy can be considerably smaller than that in the endowment economy. This is a well-known result which is attributed to the fact that a production economy induces additional consumption smoothing via capital accumulation (see the discussion in Rouwenhorst, 1995) . Therefore, there seems to be a better chance of matching the stylized facts of asset prices under rational expectations in the endowment economy. These observations will prove to be useful later on. Third, the equilibrium consumption and dividend processes turn out to be equal in the endowment economy. Therefore when attempting to calibrate the model to match the data, we will only be able to match the behavior of one of these two variables at a time. Fourth, the equity price turns out to be equal to the capital stock in the production economy. This implies that we will not be able to increase the volatility of the equity price without compromising the volatility of capital, which is much lower than the volatility of the equity price in the data.
Adaptive Learning.
Next, we make a small deviation from rational expectations by assuming that agents form expectations about future prices based on econometric forecasts.
We should point out that under rational expectations, the only source of uncertainty in the two economies is the exogenous stochastic process. The rest of the parameters and laws of motions of variables are completely known. Thus, when households have to make consumption and savings decisions, they optimize conditional on the realizations of these exogenous shocks.
In other words, under rational expectations, agents'forecasts are on average correct, since the only unknown element is the realization of the exogenous noise.
In contrast, adaptive learning it is implicitly assumed that the average forecasts of agents are not necessarily correct. This can be due to various reasons, but we will focus on the scenario where, although agents know the deep parameters of the model (e.g. preference parameters), they do not know in what way these parameters determine the evolution of prices variables over time. Moreover, the type of learning we analyze here is self-referential in the sense that agents' forecasts in ‡uence the laws of motion of the economic variables, which in turn then in ‡uence the subsequent future forecasts and so on. In this sense, adaptive learning introduces an additional source of uncertainty in the model that is eventually re ‡ected in the dynamics of the economies: imprecise forecasts are used when agents and …rms make decisions, leading to potentially non-optimal temporary equilibria.
Given this background and since we want to keep the economies as close as possible to the rational expectations framework, we make the following assumptions:
A1. Agents know the correct speci…cations of the models; in other words, they are aware that they are estimating deviations from a steady state and they know which variables are relevant for forecasting prices (no omission or inclusion of extra variables).
A2. Agents know the true parameters that characterize the exogenous shock, i.e. they know and 2 " .
By making these assumptions, we aim in isolating the e¤ects of self-referential learning on the asset pricing statistics and examining if this type of learning alone can provide a better match for the stylized facts. An interesting direction that is beyond of the scope of the present paper would be to relax A1 (i.e. to introduce model misspeci…cation). Moreover, we conjecture that relaxing A2, i.e. allowing agents to estimate parameters and 2 , will not alter the results signi…cantly. Such an extension would probably improve the results somewhat, since it would feed some extra volatility into the system. However, these parameters characterize an exogenous variable, implying that any econometric learning or estimation procedure in search of the true values would converge relatively fast without signi…cantly a¤ecting the evolution of the endogenous variables. Moreover, since we want to study types of learning that are the closest possible to rational expectations, we abstract from learning on the exogenous variable parameters.
Given these assumptions, agents'expectations for both models are formed according to
where x t is the vector of state variables, i.e. x t = (p t ; z t ) 0 for the production economy and x t = d t for the endowment economy. The vector t is now an estimate of the true coe¢ cients which is obtained by the recursive algorithm 7 (
for t 2 f2; 3; :::g ; (34b) S 0 and 0 given.
The sequence fg t g is known as the gain and represents the weight of the forecasting errors when updating the estimates. We consider two standard and broadly used speci…cations for the gain,
The former is a recursive least squares (RLS) algorithm, whereas the latter is known as a tracking or constant gain (CG) algorithm.
A …rst di¤erence between the two algorithms is that, when written in a non-recursive way, RLS assigns equal weights to all past forecasting errors, while CG assigns weights that decrease geometrically. As a consequence, RLS learning can be interpreted as the forecasting method that is used when the econometrician believes that all past information is equally important for forecasting future prices. On the other hand, CG learning can be interpreted as the method that is used when the econometrician believes that recent realizations of the equity price are more important in forecasting next period's price.
Another di¤erence between the two algorithms is their asymptotic behavior. First, convergence of the RLS algorithm is in the "almost surely" sense. It is global for the endowment economy and local of the production economy, whenever the E-stability conditions are satis…ed (these are always satis…ed for reasonable parameter ranges of the two models). Furthermore, to ensure local convergence for the production economy, a projection facility needs to be invoked (e.g. a restriction ensuring that the estimates t imply a stationary endogenous state variable).
This has interesting implications for the numerical results, as will become clearer later. Second, convergence of the CG algorithm is in the "distribution" sense, that is, CG learning converges to some distribution, for small positive gains. 8 In particular, since 1=t ! 0 as t ! 1, the contribution of the forecasting error in the estimate of under RLS disappears in the limit and the forecasting algorithm eventually converges to the rational expectations equilibrium . In contrast, the CG algorithm implies that there is always some non-zero correction of the estimate (perpetual learning) which prevents the algorithm from converging to a constant. Instead, the estimate from the CG algorithm converges to some stationary distribution that ‡uctuates around the rational expectations long-run average solution.
Note that initial conditions that are away from the REE are less important for the speed of convergence under CG learning than under RLS learning. This is because the CG algorithm is by de…nition much better at tracking large jumps of the estimates away from the long run average (such as structural shifts) than RLS: since more weight is assigned to recent observations, even if the initial condition is far from the REE, its e¤ect will become less and less important over time and will eventually disappear much faster than if we used RLS.
Finally, we want to point out that we do not wish to provide a formal argument in favor of one algorithm over the other. Such an exercise would involve working out the optimal learning algorithm, in some appropriately de…ned sense of optimality. Instead, our aim is to compare the behavior of equity prices under various speci…cations of the two algorithms.
The rest of the section is devoted to describing mechanisms through which the adaptive learning algorithms we consider may or may not generate improved asset pricing statistics. We argue that the behavior of the statistics and facts that we are interested in depends crucially on the variance of the equity price under adaptive learning both in absolute terms and relative to the variance of equity prices under rational expectations. To see what this the case, note …rst that the volatility of equity prices under rational expectations depends in a direct way on the volatility of the underlying exogenous process that drives the uncertainty in the economy.
At the other end, adaptive learning may introduce an extra source of variation in prices due to the fact that certain parameters are now estimated via some statistical rule. Moreover, the variance of the equity prices changes over time and may be higher or lower than the constant (rational expectations) variance.
To see how this would a¤ect the other statistics of interest, consider …rst the asset return moments and in particular the equity premium and its variability. In general, if the equity price is more volatile under adaptive learning, then the asset is perceived as being riskier than under rational expectations. This is because dividends are either exogenous or they depend positively on the equity price. In turn, this will result in a higher equity return and thus a higher equity premium and premium variability. If on the other hand the equity price varies less under learning, then the asset is perceived as being safer than under rational expectations, resulting in a lower equity premium and premium variability.
Second, consider the predictability of future excess returns. If the equity price is below its long run average value, this will result in both a higher dividend yield and in higher future capital gains when the price adjusts upwards, leading to higher future returns. This mechanism generates a negative correlation between the current price-to-dividend ratio and future excess returns. Moreover, the correlation will be magni…ed if the equity price is more volatile under adaptive learning than under rational expectations, improving the predictability of the price to dividend ratio. The opposite will happen if the equity price is less volatile under adaptive learning. In conclusion, to understand how adaptive learning in our models can contribute towards explaining asset pricing statistics, it is very important to understand the learning dynamics of the variation of the equity price.
It should also be clear that the extent to which RLS can explain asset pricing facts within these two models depends on the initial values and the speed at which the algorithm converges to the rational expectations equilibrium. If for example the priors of the agents are close to the REE and the algorithm converges quickly, we should not expect to see any signi…cant improvement in the results relative to rational expectations. On the other hand, since CG learning implies perpetual learning and does not converge point-wise to the REE, the initial values should not matter that much, and we may expect to see more interesting dynamics than under RLS.
With the preceding discussion in mind, we can now go deeper into the mechanisms that generate equity price volatility under adaptive learning. Due to the relative simplicity of the reduced form model for the endowment economy, we can go quite far analytically in this case.
However, the reduced form of the production economy includes a lag of the endogenous state variable (i.e. the equity price), making the dynamics under learning too complicated to study analytically in a meaningful way. For the latter model, we will therefore be able to see clearer results through numerical experiments that are presented in the next section. For this reason, we focus on the endowment economy and we conjecture that one can apply loosely similar arguments for the production economy.
Consider …rst the dynamics of the equity price in the endowment economy. Under rational expectations, this is given by:
where h( ) = a + b = + (1 ) + , so that the variance of the equity price is
The variance of the equity price under adaptive learning at a given period t is
Furthermore, given our assumption of normal noise shocks and since E (d t ) = 0, the variance of this product can be expressed as follows (see Bacon, 1980) V ar p
Using (38), we can make the following observations. First, the variance of the equity price under adaptive learning depends positively on the variance of the exogenous shock (here the dividend). In other words, whenever the variance of the shock is higher, we should expect a more volatile equity price under learning. In addition, the variance at time t depends positively on the average estimate t 1 , the variance of the estimate and the correlation of the estimate dated t 1 with the exogenous shock at t.
To gain further insights, we de…ne the relative variance of the equity price at time t as the variance of the equity price under adaptive learning over the variance of the equity price under rational expectations, i.e.:
If we use t as a measure of the change in variance of the equity price under adaptive learning relative to the variance under rational expectations, we now see that any relative improvement in the volatility of equity prices under learning does not depend on the variance of the exogenous shock. If t is larger than one, then the equity price will have a higher variance under adaptive learning than under rational expectations. In turn, since the dividends are exogenous and taken the same under both assumptions (there is no "learning" of the dividend process), a higher equity price variance under learning will imply that the equity is perceived as being riskier. Since the risk free rate is the same under both learning and rational expectations, this will in turn lead to a higher premium and to a higher premium volatility.
Regarding the predictability of excess returns, this will improve if 2 h;t and r t are high. The reason is the following. For a given dividend process, if t 1 is lower than average, then h t 1 will be lower than average and p AL t will be smaller than p RE t . In turn, this will imply that the current price-to-dividend ratio under learning will be lower than the one under rational expectations. Moreover, future returns will tend to be higher than under rational expectations due to the current high dividend yield and the future upward adjustment of the price to its long run average, generating capital gains. This mechanism will be reinforced if t 1 is more volatile, since this will lead to a more volatile h t 1 and to a more volatile price. In addition, if r t is higher, these e¤ects will be ampli…ed even more, since a higher than average estimate combined with a higher shock will lead to an even higher price volatility.
What remains to be determined is how the variance of the equity price and the relative variance t behave for given parametrizations and learning speci…cations and, in particular, which of the three elements m 2 h;t , 2 h;t and 2 h;t r 2 t is most important for determining the size of t . It is worth noting here that the last term 2 h;t r 2 t will be sizeable only if both r t and 2 h;t are quite high. In the next two sections we will explore these relations in more detail by performing various illuminating numerical experiments.
Finally, with regards to the production economy, it is not so straightforward to do a similar analysis. In this case, the equity price volatility under rational expectations is given by the following expression: 9
This variance is a constant that depends on the parameters of the model. However, under adaptive learning, we have that
Unfortunately, this expression is too complicated to work with analytically and get meaningful conclusions. Nevertheless, we can use the breakdown in (44) when we do our numerical analysis to gain some insights about the importance of the di¤erent terms in determining the equity price volatility and its relationship with the other statistics.
Numerical Results
This section presents the numerical results for the two models under rational expectations and adaptive learning. For each of the two models, we calculate the same statistics as the ones reported in table 1. Additionally, we report the ratio of the standard deviation of the price under learning over the standard deviation under rational expectations (i.e. the average relative deviations under learning), as a proxy for the equity price volatility generated by adaptive learning relative to rational expectations.
We begin by describing the computing speci…cations and the calibrations. for the Matlab pseudorandom number generator, which was set to 98.
As shown in Carceles-Poveda and Giannitsarou (2007) , the initialization of adaptive learning algorithms can have important e¤ects on the model dynamics. We therefore use two di¤erent initializations. In the …rst, the initial elasticities are 0 are drawn from a distribution around the rational expectations equilibrium , with a variance which approximates the variance of an OLS estimator of based on …fty observations (the larger the number of observations the closer the initial condition is to the REE). In the second, 0 is set at an ad-hoc value that is below or above the rational expectations value. These two values correspond to di¤erent initial priors of the households about the e¤ects of the state variables on the current equity price. Note that one way to interpret initial conditions that are relatively far from the REE is that agents learn a new equilibrium after a structural change in the economy. Although we do not address structural shifts explicitly, such an interpretation is an interesting starting point for how such an assumption may, for example, explain the equity premium puzzle. A more thorough analysis of this assumption and its consequences for asset pricing statistics under learning is done by Kim (2006) in the context of the Lucas tree model. Finally, for each set of experiments, we simulate series under RLS learning and CG learning.
Turning to the parametrization of the gain, we use values of g = 0:02, g = 0:2 and g = 0:4.
The size of the gain may be determined in various ways. For example, it may be estimated, so that it matches stylized facts, or it can be determined so that it gives the smallest possible mean squared forecasting error. Here, our choice of the gain values is based on the basic interpretation of CG learning. As explained earlier, the CG algorithm assigns geometrically decreasing weights to observations across time, so that recent observations matter a lot for the current estimate, even in the limit. 10 In this sense, we can interpret the constant gain algorithm as the tool of an econometrician that believes that recent observations are more relevant for forecasting than observations that date very far back. Speci…cally, an observation that dates i periods back is assigned a weight equal to (1 g) i 1 .
The size of the gain g corresponding to a weight of approximately zero for observations that date more than i quarters back is displayed in table 2. 11 The table also Note that the numbers for the gain turn out to be quite high due to the fact that we assume that the data are in quarterly frequency. It is true that forecasters in the …nancial sector use high frequency data (weekly, daily or even minute by minute), which would translate into a lower gain when considering 20 years of data; however, here we are working with quarterly data not only for comparability to existing work, but also because we care about the behavior of the aggregate macroeconomic variables. Finally, to get a sense of how our results depend on the size of the gain, we have also calculated the results with a gain of g = 0:02, corresponding to approximately using data from the last 400 years to make the forecasts.
< TABLE 2 HERE >
The rest of the parameters are calibrated as follows. The risk aversion coe¢ cient is set to = 1 in both models. 12 For the production economy, we have used the standard parametrization for US quarterly data, that is, the capital depreciation, the discount factor and the capital share are set to = 0:025, = 0:99 and = 0:36 respectively. Furthermore, the baseline parametrization for the productivity shock is " = 0:00712 and = 0:95, as is usual in the real business cycle literature.
In the endowment economy, we again set = 1 and = 0:99. As for the dividend process, the benchmark calibration assumes that = 0:95 and " = 0:06, corresponding to the estimated slope coe¢ cient and error standard deviation of regressing the log of the seasonally adjusted real quarterly dividend series in the data on its …rst lag. In addition, we repeat the experiments with = 0:95 and " = 0:00712 in order to make the …ndings comparable to those from the production economy. It turns out that this last calibration approximately replicates the behavior of logged consumption growth in the data.
1 0 The constant gain algorithm is some type of weighted least squares estimator. However, it does not necessarily follow the usual rule of assigning larger weight to observation points with smaller variance. 1 1 To calculate the gains, we have used the default tolerance level of Matlab, as an approximation of zero. 1 2 As is well known, a high parameter improves the performance of rational expectations asset pricing models, such as consumption based models like our endowment economy. Although, it would help improve the results under learning as well, we prefer a low for our benchmark, since it has been documented empirically that values of larger than around 5 are implausible (e.g. see Hall, 1988) .
We …rst present the results for the endowment economy and then discuss the results for the production economy. Moreover, we also present a sensitivity analysis for each economy with respect to the key model parameters. Tables 3A-3C contain increases to approximately 0.4 percent with the higher benchmark shock variance. Furthermore, the standard deviation and the autocorrelation of the price-to-dividend ratio are far from the data, and this variable generates absolutely no predictability for the excess stock returns. This is not surprising, since it is well documented in the literature that the Lucas tree model with a low risk aversion parameter value is unsuccessful in reproducing the asset pricing moments in the data.
The Endowment Economy.
Turning to the results under adaptive learning, the …rst important observation is that the di¤erent initializations do not seem to have an overall very signi…cant e¤ect on the outcomes.
However, we do observe interesting di¤erences across the di¤erent learning algorithms and parametrizations. We discuss the results with each algorithm in turn.
Starting with RLS learning, we see that the asset return moments are very close to those generated by rational expectations. As discussed earlier, the reason why RLS cannot generate any signi…cant improvements in the predictions of the model is that the algorithm converges relatively fast to the rational expectations equilibrium. Therefore, any di¤erences between the dynamics under RLS and rational expectations disappear quickly. This observation is also clear from tables 3B and 3E, where we can see that the relative variability of the equity price is close to one with both parametrizations of the variance 2 " . Furthermore, Tables 3A and 3D illustrate that the asset return moments are almost identical to the rational expectation values.
We also note that the relative price variability is less than one and the equity premium under learning is below the one under RE when the initial condition is below the REE value, and vice versa when the initial condition is above the REE. When the initial condition is drawn from a distribution (i.e. close to the REE), both the relative variability is close to one and the equity premium is close to the one of RE. Finally, Tables 3C and 3F illustrate that the model under RLS also performs poorly regarding predictability. The coe¢ cients have the right sign and are higher in absolute value than the ones under rational expectations, but they are still very far from the data under both variance calibrations. In addition, the percentage of signi…cant estimates is relative small.
With this discussion in mind, it should now be clear that any improvements in the predictions of the model can only come from some type of learning algorithm that does not converge to the rational expectations equilibrium. Constant gain learning is such an algorithm, since its dynamics ‡uctuate perpetually around the rational expectations equilibrium and the size of the ‡uctuations depends positively on the size of the gain function. Indeed, turning to the results generated by CG learning, the results appear to be quite di¤erent from those under RLS and rational expectations.
Regarding the average asset returns, Table 3D illustrates that CG learning with the benchmark parameterization and the higher gain can generate an average stock return that is 20% higher than its rational expectations value, leading to a premium that is twice as high as its value under rational expectations. However, since the average risk free rate generated is too high compared to its value in the data, the average equity premium is still relatively small. 14 On the other hand, we see a considerable improvement regarding the volatility and predictability. Tables 3B and 3E re ‡ect that the equity price under CG learning can be more volatile than under rational expectations. In addition, with the benchmark parameterization and the higher gain, the model matches the standard deviation of the logged dividend growth and of the stock return and equity premium, whereas the standard deviation of the pricedividend ratio is just about half of the one observed in the data. In addition, Tables 3C and 3F re ‡ect that the model performs much better than under rational expectations regarding predictability. As we see, the average slope coe¢ cients, the percentage of signi…cant and negative estimates and the R 2 display the increasing pattern with a longer horizon that we see in the data. Furthermore, the slope coe¢ cients are very close to the ones in the data when the model is calibrated to dividend behavior ( = 0:06) and the gain is equal to 0:4. In this case, the number of signi…cant estimates ranges from approximately 40% to 70%, a large improvement compared to the results under RLS and rational expectations.
Finally, we note that these improvements are smaller when the model is calibrated to con-sumption behavior ( = 0:00712). In this case, the model does not generate the right behavior for the dividend growth or the price-to-dividend ratio. Furthermore, although this calibration leads to a higher equity return and equity price volatility and generates a much higher predictability under learning than under rational expectations, the slope coe¢ cients with a gain of 0:4 do not provide a satisfactory match with the data.
In what follows, we provide some intuitive comments to help understand our …ndings. We …rst consider the volatility of the equity price. As explained earlier, whether equity prices are more volatile under learning than under rational expectations depends on the behavior of three terms: m 2 h;t = aE t 1 + b 2 , 2 h;t = a 2 V ar t 1 and r 2 t 2 h;t = aCorr t 1 ; d t 2 h;t . Under RLS learning, our numerical results show that the estimated coe¢ cient t 1 is very close to the REE value, while the variance and correlation terms are relatively small. As a result, the relative price variability t is very close to one, and the equity return is not perceived as being riskier under learning. This explains why the equity premia are very close to those under REE.
As noted before, we see an e¤ect of the initial conditions on the relative price variability t , which is below (above) one when we initialize the coe¢ cient below (above) the REE value. This is due to the fact that m 2 h;t is one average below (above) the REE value when we initialize below (above), generating premia that follow the same pattern. However, since the RLS algorithm converges relatively fast, the di¤erences are very small.
Consider now the case of CG learning. First, we see that the initialization does not seem to matter in this case. This is due to the fact that m 2 h;t is much less important than 2 h;t and r 2 t 2 h;t for determining the relative price variability t . In particular, our numerical results show that 2 h;t is approximately 20 times higher than under RLS with CG learning and a gain of 0:4, while r 2 t 2 h;t is also considerably bigger. In turn, this leads to a higher price variability t than under RLS learning, generating a higher premium. Moreover, the higher price variability, combined with a higher correlation of the estimate with the exogenous shock process, improves on the predictability of excess returns through the mechanisms explained earlier.
To illustrate how the three terms m 2 h;t ; 2 h;t and r 2 t 2 h;t contribute to the relative variability of the equity price, we present as an example how these evolve on average for the cases of RLS and CG learning with g = 0:4, using the initial condition that is set below the REE. These are shown in Figures 1 and 2 . The panels in the Figures show these three terms, as well as t .
Note that the term r 2 t 2 h;t is essentially insigni…cant for both cases. In the case of CG learning where r 2 t 2 h;t is larger than under RLS learning, this term is of order of magnitude of 10 3 . This is because, even in this case with high variance and gain, the maximum correlation between beliefs t 1 and the exogenous state d t is very small, at around 5%.
< FIGURES 1 -2 HERE >
Con…rming our earlier derivations, the relative variability of the equity price is independent of the variance of the exogenous shock process. Thus, while the absolute value of the equity premium is higher as the shock variance increases, the relative improvement of the equity premium under learning is the same as with the low variance. In contrast, the model does perform much better regarding the predictability of excess returns with the higher shock variance. This is because predictability only requires a strong negative correlation between the price-to-dividend ratio and the future excess returns. While the relative improvement in equity price volatility is the same for both variances, both the absolute volatility of the equity price and the correlation of the estimates with the dividends increase as the variance increases, generating a stronger negative correlation between the price-to-dividend ratio and future excess returns.
To summarize, RLS learning generates results that are very close to their rational expectations counterparts and the initialization seems to matter somewhat. CG learning can generate some extra volatility of the equity price with a high gain, leading to a higher equity premium and premium variability. The initial conditions matter less than under RLS, as expected, and they matter even less as the gain increases (i.e. as the learning memory reduces). 15 However, the values are still too small compared to the data. We therefore conclude that standard adaptive learning cannot fully explain the mean equity premium in the endowment economy model.
On the other hand, our numerical results con…rm that adaptive learning is able to generate the excess return predictability that we see in the data. Tables 4A-4C report the results for the benchmark parameterization of the production economy, organized in the same way as the results for the endowment economy. Table 4A contains asset moments, table 4B contains various statistics   and table 4C reports the results for predictability.
The Production Economy.

< TABLES 4A -4C HERE >
As with the endowment economy, the tables indicate that the rational production economy performs very poorly in explaining the …rst and second asset moments (see for example Rouwenhorst, 1995 , or Lettau, 2003 . The implied equity premium is approximately 0.002 percent, whereas the asset variabilities are very similar across the two assets and very far from their counterparts in the data. Furthermore, the standard deviation of the price-to-dividend ratio is much lower than the one in the data, and it does not have any predictive power for the excess stock returns.
Turning to the results under learning, we see that in general it has a relatively small e¤ect on the di¤erent asset moments regardless of the algorithm. The equity premium only increases from 0.0027 up to 0.0154 percent and its variability only increases from 0.007 to 0.023 percent.
In addition, although learning improves the behavior of the price-to-dividend ratio, the average regression coe¢ cients are practically zero and rarely signi…cant for all the horizons considered, as can be seen from table 4C. These …ndings suggest that, with a standard calibration, adaptive learning does not seem to provide an explanation for the behavior of asset returns in the production economy.
An interesting observation is that the results depend on the di¤erent initializations of the learning algorithms, much more than for the endowment economy. In particular, starting above the rational expectations value generates a premium that is ten times higher than if we start below rational expectations under RLS learning. In addition, Table 4B re ‡ects that the relative variability of the equity price can be considerably lower than under rational expectations if the initial coe¢ cient is set below its rational expectations value, while it can be considerably higher if we start above. Thus, contrary to the common view that learning can only generate higher volatility, we …nd that the size of the volatility actually depends on the initialization of the algorithm in the stochastic growth model and may very well be below the one generated by rational expectations. Finally, while the di¤erences are still bigger than in the endowment economy with a gain of 0:2, the results exhibit a non-monotonic behavior when the gain becomes larger.
Next, we provide some further insights that will help us understand these results. As already noted in the previous section, the relative equity price variability t cannot be decomposed nicely as in the endowment economy. However, we can decompose it into three terms: the variance of the term h t 1 z t , the variance of the term t 1 p t 1 , and the covariance of these two terms. Our numerical results (not reported here) illustrate that the term V ar t 1 p t 1 is the one that mostly drives the behavior of the equity price variance. This is partly due to the fact that the elasticity of the price with respect to the exogenous shock z t is much smaller than that in the endowment economy, both under REE and under learning. Moreover, the term t 1 only depends on the estimate p;t 1 , and this therefore the estimated coe¢ cient that is key for determining the behavior of the statistics of interest.
We …rst consider how learning a¤ects the equity price volatility. Using similar arguments to those in the endowment economy, it is easy to see that the term V ar t 1 p t 1 will increase if the estimate p;t 1 is more variable and if it remains well above the rational expectations value p for a large number of periods, while the opposite will happen if the estimated coe¢ cient is less variable and if it remains well below the rational expectations value p for a large number of periods.
If we initialize the algorithm using a distribution, RLS implies that these coe¢ cients will be relatively close to the REE, leading to a very similar variance between the two cases. In fact, Table 4B re ‡ects that the relative price variability is only slightly above one. Furthermore, a gain of 0.2 makes the coe¢ cients more volatile, so that they are more often above but also below the REE. As a result, the di¤erence between the relative price volatilities is even smaller.
Note that increasing the gain coe¢ cient above 0:2 also implies that the coe¢ cients violate the stationarity condition p;t 1 < 1 very often, since the long-run average value p is very close to 1. Since it would not be sensible to allow the elasticity to be larger than one, the learning algorithm is augmented with a projection facility, which simply resets to its last value when this condition is violated. In this case, the projection facility generates a downward bias that reduces the price volatility when increasing the gain from 0.2 to 0.4, explaining the nonmonotonicity in the results that is seen in the tables. Finally, when we initialize the algorithm above or below the REE, the estimated coe¢ cients will remain on average above or below the REE respectively, for many periods. This happens because of endogenous persistence, which is due to the presence of a lag in the law of motion of the equity price. This explains why the di¤erent initializations generate di¤erent results in the production economy, while they matter much less in the endowment economy.
As in the endowment economy, the results reported here re ‡ect a strong relationship between the relative price variability and the equity premium. In the present model, a higher price volatility under AL will generate a higher premium for two reasons. For a given dividend process, higher equity price volatility implies more risk. Moreover, the higher price volatility will feed back into the dividend process, since the dividend is a function of the equity price as well, inducing more volatility and thus more risk. In fact, Tables 4A and 4B re ‡ect that the model can generate a premium of up to …ve times larger than the one under REE with the initialization that starts above the REE. Nevertheless, the premium is still very far from the data in all the cases considered.
Regarding the predictability of excess returns, we …rst note that the arguments that we have used in the endowment economy to explain the negative correlation between the price to dividend ratio and the future excess returns do not necessarily apply here. First, the elasticity of the price with respect to the shock is much smaller than that in the endowment economy and the term that generated the predictability results before does not play a role, at least with a low shock variance. Suppose now that the coe¢ cient p is higher than average, leading to a higher than average price. This will feed back into the current and future dividend payments and it will not necessarily lead to a low future dividend yield. In addition, the adjustment of the price to its long run average is likely to be slower than in the endowment economy. Given this, the correlation between the future excess returns and the current price-to-dividend ratio will be weak and not necessarily negative. As we see, this translates into a behavior that is very similar to the one under rational expectations in terms of the predictability of excess returns.
To summarize, with the bechmark parameterization, the production economy is not able to generate any excess return predictability. Regarding the equity premium, the initial conditions matter more than in the endowment economy, generating a higher premium when we initialize the coe¢ cients above their RE value. On the other hand, the magnitude of the premium and its variability are still very far from the data.
Sensitivity Analysis
This …nal section presents some sensitivity analysis of our numerical results with respect to three key parameters of the two models, namely the coe¢ cient of relative risk aversion , the variance 2 " and the persistence of the exogenous shocks. The sensitivity results for the two models are displayed in tables 5A-5B and 6A-6C respectively. The numbers are based on experiments that have the same speci…cations as our baseline analysis, with 3000 replications. The Tables display the mean and standard deviation of the equity premium and the price-to-dividend ratio, as well as the coe¢ cients of the regressions of the price-to-dividend ratio on the future excess returns. We only report the results for the ad-hoc initializations starting below and above the REE value under RLS and CG learning, with g = 0:2. For comparison, the tables contain also the results with our benchmark parametrizations. Finally, we have not included a separate table for sensitivity with respect to 2 " for the endowment economy, since this case is covered extensively in tables 3A-3F.
6.1. Endowment Economy. Table 5A displays the results for levels of risk aversion of = 1 and = 3. The …rst important observation is that the relative price variability is the same both risk aversion values. In a way, this is not surprising: altering the deep preference parameters of the models (such as the relative risk aversion) does not alter the learning dynamics relative to rational expectations dynamics, because such parameters are not directly relevant for the determination of the learning dynamics. As in the baseline case, we see that the relative price variability is higher under CG learning, which generates an equity premium that is very close to the one we see in the data. Note, however, that the relative improvement with respect to the REE value is approximately the same as with a risk aversion of 1. In addition, the premium volatility is twice as high as in the data, indicating that the model is not able to match the …rst and second moments simultaneously. In contrast, a higher risk aversion does lead to a considerable improvement with respect to the predictability of excess returns. The regression coe¢ cients generated by the CG algorithm now match the coe¢ cients in the data with a gain of 0:2 and a risk aversion of = 3. The reason why this happens is the same as when we increase the variance of the shock: while the relative price variability with a higher risk aversion is the same, the variability of the equity price and the correlation of the estimated coe¢ cient with the dividends is higher in absolute terms, generating a stronger negative correlation between the price-to-dividend ratio and the future excess returns.
< TABLES 5A -5B HERE > Table 5B The intuition of why this happens is the following. As the persistence becomes smaller, the e¤ects of learning cannot propagate or remain in the dynamics of the system for too long. If for example there is an estimate (under learning) that is very bad, i.e. very far from REE, then this will feed into the dynamics for many periods if the persistence is high, while its e¤ects will disappear more quickly if the persistence is low.
In sum, increasing the risk aversion does not improve the results relative to rational expectations, while a lower persistence tends to make the dynamics more robust to changes in the learning speci…cations.
6.2. Production Economy. Table 6A displays the results for shock standard deviations of " = 0:00712, " = 0:02 and " = 0:04. As in the endowment economy, we …nd that the relative price variability does not depend on the variance of the exogenous shock process. On the other hand, we do see that the equity premium and its variability improve more than under REE with a higher shock variance. In particular, with the AH-A initialization, when the shock variance increases from 0.00712 to 0.04, the premium increases from 0.002 to 0.0907 under REE, whereas it increases from 0.0113 to 1.8277 under CG and from 0.154 to 0.7252 under RLS.
The more than proportional improvement of the premium when we increase the shock variance is due to the fact that in the production economy there are several e¤ects that reinforce each other. On one hand, if the exogenous shock is more volatile, the price will be more volatile due to a more volatile term ( t 1 )p t 1 and to a higher feedback of the estimate of z;t 1 into the price through a more volatile second term h( t 1 )z t . In addition, this will lead to more volatile dividends that will in turn feed into the price. These e¤ects can be substantial, and the model generates an equity premium that approximately matches the data with CG learning, 2 " = 0:04 and the AH-A initialization. With high variance we also observe that the production economy can generate the negative correlation between current price-to-dividend ratio and future excess returns that is needed to produce some predictability results.
< TABLES 6A -6C > Table 6B displays the results for levels of risk aversion of = 1 and = 3. As in the endowment economy, increasing the risk aversion does lead to a higher premium in absolute value. However, the improvement of the results relative to rational expectations is again very similar to the one with = 1, while there is no improvement regarding the predictability of excess returns. Finally, Table 6C displays the results for persistence levels of = 0:95, = 0:5 and = 0:1. As in the endowment economy, we …nd that the results are much less sensitive to the learning speci…cations with a lower shock persistence and this can be explained using similar arguments to the ones in the endowment economy.
In sum, the performance of the production economy regarding the asset return statistics can only be improved by increasing the variance of the exogenous shock. The model can generate statistics that are much closer to the data when the variance is high. Of course, any improvements come at the expense of unrealistically high values for the moments of the priceto-dividend ratio and of the real aggregate macroeconomic variables. Given this, we conclude that learning in the presence of capital accumulation does not provide a satisfactory explanation for most asset pricing puzzles.
Conclusion
We studied the e¤ects of self-referential adaptive learning on asset returns in the framework of standard general equilibrium asset pricing models. In particular, we have considered recursive least squares and constant gain learning, with a variety of speci…cations, in a production economy and a Lucas type exchange economy. Both models were evaluated with respect to the …rst and second equity premium moments, the predictability of excess returns and the volatility of equity prices. The main conclusions from our results are the following. For reasonable parametrizations, (a) constant gain adaptive learning does better in generating a higher equity return, a higher equity price volatility and predictability in the endowment economy, when the gain coe¢ cient is relatively high, (b) constant gain learning does not generate any interesting improvements in the production economy framework and (c) recursive least squares learning does not generate any improvements for any of the two models.
In general, standard adaptive learning has less potential for explaining the mean excess returns in the data than for generating volatility and predictability. This is due to the fact that the average estimated coe¢ cients from the law of motion of the equity price typically ‡uctuates around the rational expectations equilibrium, which is known to fail in generating a sizeable premium for reasonable parametrizations. As to the equity price volatility and predictability of excess returns, we …nd important di¤erences across models and across learning algorithms. In particular, recursive least squares learning has relatively small e¤ect on the equity price volatility and it generates no predictability in the production economy and almost no predictability in the endowment economy. The e¤ects of constant gain learning with a relatively small gain are very similar. Nevertheless, a higher gain coe¢ cient, re ‡ecting the fact that forecasters give more importance to recent observations, generates a higher equity return and considerably more volatility and predictability in the endowment economy, especially when it is calibrated to match the dividend behavior in the data.
We also investigate the sensitivity of the results with respect to key parameter values. We …nd that changing the risk aversion or the shock of the variance does not alter the relative improvements in equity price volatility and equity premium when switching from rational expectations to adaptive learning (except when we increase the variance in the production economy). However, we …nd that lower persistence of the exogenous shock implies less sensitivity of the results to the various characteristics of adaptive learning, such as the algorithm, initial conditions, etc.
In general, our …ndings suggest that tracking algorithms such as CG are more likely to explain asset pricing facts than RLS in models where there is no inherent persistence in the equity price, such as our endowment economy. On the other hand, in the presence of capital accumulation, where the endogenous variables exhibit more persistence and where consumption smoothing plays an important role, adaptive learning only has a chance of generating asset statistics that are closer to the data at the expense of an unreasonable behavior for the macroeconomic variables. We can moreover generally claim that more model persistence (either in the form of endogenous persistence as in the production economy or in the form of the exogenous shock persistence ) makes the dynamics much more sensitive to how we set up adaptive learning, i.e. learning algorithms, initial conditions, gain, etc. than when there is less persistence (e.g. endowment economy and/or low ).
Overall, we conclude that self-referential adaptive learning, while moving the results towards the right direction, is not su¢ cient to generate most of the basic asset pricing stylized facts.
We conjecture however that adaptive learning may be part of a story that explains equity price dynamics, if combined with more elaborate model ingredients, such as learning on the exogenous shock process, learning on the growth of dividend or consumption, model misspeci…cation, etc.
As a …nal comment, our paper also provides a contribution to the literature of general use of adaptive learning for quantitative analysis in a macroeconomic framework. In Carceles-Poveda and Giannitsarou (2007), we show how the initial conditions for a learning algorithm may or may not matter (in terms of dynamics and speed of convergence) in the context of reduced form linear or linearized models like the ones we used here. In this paper, we provide a more thorough quantitative exploration of this issue; we illustrate via our extensive sensitivity analysis that one really needs to turn to the quantitative model before concluding whether initial conditions matter a lot or not for the learning dynamics. for learning that is drawn from an appropriate distribution around the REE. AH-B is for simulations with an initial condition for learning that is below the REE (φ 0 = 0.9*REE) and AH-A is for simulations with an initial condition for learning that is above the REE (φ 0 = 1.035*REE). RLS is for recursive least squares, CG stands for constant gain and g is the corresponding gain. The third column in boldface letters shows the ratio of the st. deviation of the equity price under learning over the st. deviation of the price under RE. The standard deviations are in percentage terms. with σ = 0.00712. RE stands for rational expectations. DIS is for simulations with an initial condition for learning that is drawn from an appropriate distribution around the REE. AH-B is for simulations with an initial condition for learning that is below the REE (φ 0 = 0.9*REE) and AH-A is for simulations with an initial condition for learning that is above the REE (φ 0 = 1.035*REE). RLS is for recursive least squares, CG stands for constant gain and g is the corresponding gain. Columns 3-8 show average slopes from regressions of 1, 2, or 4 year ahead excess returns on the current log(P/D), divided by its standard deviation, as well as the percentage of these regressions for which the estimated slope is significant. experiments of 3000 simulations of 211 periods, with σ = 0.06. RE stands for rational expectations. DIS is for simulations with an initial condition for learning that is drawn from an appropriate distribution around the REE. AH-B is for simulations with an initial condition for learning that is below the REE (φ 0 = 0.9*REE) and AH-A is for simulations with an initial condition for learning that is above the REE (φ 0 = 1.035*REE). RLS is for recursive least squares, CG stands for constant gain and g is the corresponding gain. The third column in boldface letters shows the ratio of the st. deviation of the equity price under learning over the st. deviation of the price under RE. The standard deviations are in percentage terms. with σ = 0.06. RE stands for rational expectations. DIS is for simulations with an initial condition for learning that is drawn from an appropriate distribution around the REE. AH-B is for simulations with an initial condition for learning that is below the REE (φ 0 = 0.9*REE) and AH-A is for simulations with an initial condition for learning that is above the REE (φ 0 = 1.035*REE). RLS is for recursive least squares, CG stands for constant gain and g is the corresponding gain. Columns 3-8 show average slopes from regressions of 1, 2, or 4 year ahead excess returns on the current log(P/D), divided by its standard deviation, as well as the percentage of these regressions for which the estimated slope is significant. for learning that is drawn from an appropriate distribution around the REE. AH-B is for simulations with an initial condition for learning that is below the REE (φ 0 = 0.9*REE) and AH-A is for simulations with an initial condition for learning that is above the REE (φ 0 = 1.035*REE). RLS is for recursive least squares, CG stands for constant gain and g is the corresponding gain. The third column in boldface letters shows the ratio of the st. deviation of the equity price under learning over the st. deviation of the price under RE. The standard deviations are in percentage terms. Table 5B . Endowment economy, sensitivity analysis with respect to exogenous shock persistence. Results based on experiments of 3000 simulations of 211 periods. The abbreviations in the second column are the same as in tables 3 and 4. For CG learning we used g = 0.2. The third column gives the ratio of the st. deviation of the equity price under learning over the st. deviation of the price under RE. The fourth and fifth column show mean and st. deviation of the equity premium. The sixth and seventh columns give the mean and standard deviation of the price dividend ratio. The last three columns give estimated average slopes from regressions of 1, 2, or 4 year ahead excess returns on the current log(P/D), divided by its standard deviation. Standard deviations, returns and the equity premia are in percentage terms.
BETAS R-SQUARE
m(ep) std(ep) m(P/D) std(P/D)
β (1 year) β (2 years) β (4 years) Table 6B . Production economy, sensitivity analysis with respect to risk aversion. Results Table 6C . Production economy, sensitivity analysis with respect to exogenous shock persistence. Results based on experiments of 3000 simulations of 211 periods. The abbreviations in the second column are the same as in tables 3 and 4. For CG learning we used g = 0.2. The third column gives the ratio of the st. deviation of the equity price under learning over the st. deviation of the price under RE. The fourth and fifth column show mean and st. deviation of the equity premium. The sixth and seventh columns give the mean and standard deviation of the price dividend ratio. The last three columns give estimated average slopes from regressions of 1, 2, or 4 year ahead excess returns on the current log(P/D), divided by its standard deviation. Standard deviations, returns and the equity premia are in percentage terms.
