Representation Learning of Pedestrian Trajectories Using Actor-Critic
  Sequence-to-Sequence Autoencoder by Chow, Ka-Ho et al.
Representation Learning of Pedestrian Trajectories Using
Actor-Critic Sequence-to-Sequence Autoencoder
Ka-Ho Chow, Anish Hiranandani, Yifeng Zhang, S.-H. Gary Chan
Department of Computer Science and Engineering
Hong Kong University of Science and Technology
khchowad@cse.ust.hk, ahiranandani@connect.ust.hk, yzhangch@cse.ust.hk, gchan@cse.ust.hk
Abstract
Representation learning of pedestrian trajectories transforms
variable-length timestamp-coordinate tuples of a trajectory
into a fixed-length vector representation that summarizes spa-
tiotemporal characteristics. It is a crucial technique to con-
nect feature-based data mining with trajectory data. Trajec-
tory representation is a challenging problem, because both
environmental constraints (e.g., wall partitions) and tempo-
ral user dynamics should be meticulously considered and ac-
counted for. Furthermore, traditional sequence-to-sequence
autoencoders using maximum log-likelihood often require
dataset covering all the possible spatiotemporal characteris-
tics to perform well. This is infeasible or impractical in re-
ality. We propose TREP, a practical pedestrian Trajectory
REPresentation learning algorithm which captures the envi-
ronmental constraints and the pedestrian dynamics without
the need of any training dataset. By formulating a sequence-
to-sequence autoencoder with a spatial-aware objective func-
tion under the paradigm of actor-critic reinforcement learn-
ing, TREP intelligently encodes spatiotemporal characteris-
tics of trajectories with the capability of handling diverse tra-
jectory patterns. Extensive experiments on both synthetic and
real datasets validate the high fidelity of TREP to represent
trajectories.
Introduction
With advances in both indoor and outdoor positioning tech-
nologies and penetration of mobile devices, there has been a
proliferation of location-aware applications for navigation,
gaming, recommendations, social meetups, etc. These ap-
plications collect large volume of ordered sequences of user
locations (Vatsavai et al. 2012). These data, termed pedes-
trian trajectories, contain rich information describing user
behaviors. Trajectory mining is to extract these behaviors
and understand user profiles, so that novel or more person-
alized services can be offered.
Trajectory mining, despite its opportunities, is a challeng-
ing problem. This is because a trajectory is often represented
as an ordered sequence of timestamp-coordinate tuples, but
many algorithms widely used for data analytics (such as
support vector machines) require input data to be in vector
space. To bridge this gap, we need representation learning,
a machine learning approach to represent a trajectory as a
feature vector that captures the spatial characteristics of the
locations and the dynamic pathways of the pedestrians.
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Figure 1: Trajectory representation learning serves as an
adapter to transform timestamp-coordinate tuples of a user
trajectory into a feature vector for feature-based data min-
ing.
Representation learning has long been an important field
in machine learning. It transforms different kinds of struc-
tured (e.g., a graph) or unstructured (e.g., a corpus) data into
a vector representation that can still preserve the unique fea-
tures in their original form (Bengio, Courville, and Vincent
2013). In this paper, we study representation learning for tra-
jectory data.
Figure 1 illustrates the role of trajectory representation
learning in the process of knowledge discovery. It takes tra-
jectories, in the form of timestamp-coordinate tuples, as in-
put and generates feature vectors that compactly represent
them. The feature vectors are then used as input to drive
data mining applications. For example, the preferences of
a mall visitor can be inferred by analyzing the types and
the duration of the shops he/she visits. Through user pro-
filing and clustering (Ying et al. 2011), trip recommenda-
tions or personalized advertisements can be made to increase
the revenue of the mall and improve the customer expe-
rience. In addition, transportation modes can be classified
from the representation of GPS trajectories (Stenneth et al.
2011). They contain invaluable information for urban plan-
ners when designing an intelligent transportation system that
resolves traffic congestion and improves the quality of life.
Unlike vehicular trajectories extensively investigated be-
fore (Zheng 2015), representation learning for pedestrian
trajectories is distinct and far more challenging. This is
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because vehicle dynamics is rather homogeneous due to
the hard constraints imposed by the road conditions (e.g.,
traveling direction and speed). These conditions often be-
come the principles to handcraft the representations (Jiang
et al. 2017). In contrast, pedestrian movements are semi-
constrained as they may roam freely along different path-
ways. The dynamics is hence much more heterogeneous and
random, and little motion characteristics can be exploited to
derive representations in a similar manner. In other words,
the previous approaches developed for vehicular trajectory
representation cannot be extended to our context of pedes-
trian trajectory.
Besides exploiting motion characteristics as in vehicular
trajectories, another typical approach is to use an autoen-
coder. Such approach uses artificial neural networks to com-
press the data (e.g., an image) into a representation which
can reconstruct the original input through decompression.
By extending it to a sequence-to-sequence architecture (Sri-
vastava, Mansimov, and Salakhudinov 2015), one can eas-
ily handle the temporal information hidden in the sequence
and convert it into a vector representation. Nevertheless,
such approach has not considered the spatial characteris-
tics such as the constraints introduced by walls or forbid-
den/infeasible regions. Furthermore, training a sequence-to-
sequence autoencoder using the traditional maximum log-
likelihood often suffers from overfitting, because it memo-
rizes the training samples without taking into account of the
environmental constraints and pedestrian dynamics. More-
over, the model cannot handle trajectories with rather diverse
patterns, because this requires a full dataset covering all the
possible spatiotemporal characteristics.
To overcome the above challenges, we propose TREP, a
novel pedestrian Trajectory REPresentation learning algo-
rithm based on a sequence-to-sequence autoencoder with a
spatial-aware objective function. It models trajectories by
learning the action sequences (e.g., moving forward, turn-
ing right, etc.) taken by the pedestrians. Due to the non-
differentiable objective function and the absence or incom-
pleteness of training data, we propose to optimize TREP in
an actor-critic reinforcement learning fashion. We reformu-
late the spatial-aware objective function as a reward function
in reinforcement learning. By interacting with the environ-
ment through explorations and exploitations, TREP learns to
generate trajectory representations that contain sufficient in-
formation to produce policies maximizing the reward. Based
on our extensive experiments on both synthetic and real
datasets, TREP exhibits superior understanding of pedes-
trian dynamics in a semi-constrained walkway and the ca-
pability of handling trajectories with diverse patterns.
The remainder of this paper is organized as follows. We
first discuss the preliminaries and the problem statement.
We then present the proposed TREP framework including
its neural network design and learning paradigm. We finally
present illustrative experimental results before concluding
the paper.
Preliminaries and Problem Statement
To simplify computations, we employ a grid abstraction on
the map by partitioning it into a grid of contiguous square
a⇤
aN
aNE
aE
aSE
aS
aSW
aW
aNW
v0
v1
v2
v3
v4
v5
Wall
Columnv6
v7
↵
Figure 2: An indoor space with environmental constraints.
cells of size α. The set of cells constitutes a new coordinate
system at an abstract level as any coordinates in the original
system can be mapped to a cell enclosing it.
Definition 1 (actions) The set of actions A =
(aN , aNE , aE , aSE , aS , aSW , aW , aNW , a∗) represents the
movements in eight cardinal and inter-cardinal directions,
and an option a∗ to remain stationary.
Definition 2 (movement operator) We define as the move-
ment operator. The expression va returns the cell reached
by taking an action a at cell v.
Definition 3 (reachable cells) The set of reachable cells
from a cell v, denoted by RCells(v), is defined as the set
of cells a pedestrian can reach physically by taking an ac-
tion at v under environmental constraints.
Based on the above, the pedestrian road network is mod-
eled by a directed graph G = (V, E) where V =
{v0, v1, . . . , vN} is a set of N cells satisfying environmen-
tal constraints and E = {(vi, vj)|vj ∈ RCells(vi), vi ∈ V}
is a set of directed edges indicating the legal transitions be-
tween cells. Figure 2 depicts a pedestrian road network in
an indoor space (e.g., a shopping mall) with a wall parti-
tion and a column. Due to the obstacle (i.e., the column), the
cell with a gray circle is not included in V . In this example,
v1  aN = v0 and RCell(v1) = {v0, v1, v2, v4}. Note that
v5 /∈ RCell(v1) as the wall partition makes the movement
from v1 to v5 by taking the action aE illegal.
We consider the case where the localization system
(e.g., vision-based tracking) generates high-quality trajec-
tories. Otherwise, map matching and interpolation tech-
niques (Xiao et al. 2014) are applied, such that the sampling
intervals are short and regular. Then, the trajectories can be
transformed into paths on the pedestrian road network.
Definition 4 (trajectory) A trajectory X on a pedestrian
road network G is an ordered sequence of cells and is
defined as: X = (x1, x2, . . . , xT ) where xt ∈ V and
(xt, xt+1) ∈ E .
For instance, the trajectory shown in Figure 2 can be repre-
sented by the path (v2, v2, v1, v0, v4, v7).
To simplify the formulas, we ignore the fact that trajecto-
ries may be of different lengths and always use T to denote
the length of a trajectory. The notation Xs...e denotes sub-
trajectories of the form (xs, . . . , xe). Instead of using one-
hot vectors to represent cells, we conduct graph representa-
tion learning (Grover and Leskovec 2016) on the pedestrian
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xˆ2
<latexit sha1_base64="4TjyqRlwn85brV9JM/w8ANLy eKQ=">AAAB8HicbZC7SgNBFIbPeo3xFrW0GQxCqrCbRjsDNpYRzEWSJcxOZpMhc1lmZsWw5ClsLBSx9TF8BDs7X0Rw cik08YeBj/8/hznnRAlnxvr+p7eyura+sZnbym/v7O7tFw4OG0almtA6UVzpVoQN5UzSumWW01aiKRYRp81oeDnJm3 dUG6bkjR0lNBS4L1nMCLbOuu0MsM3ux91Kt1D0y/5UaBmCORQvvt/VFwDUuoWPTk+RVFBpCcfGtAM/sWGGtWWE03G+k xqaYDLEfdp2KLGgJsymA4/RqXN6KFbaPWnR1P3dkWFhzEhErlJgOzCL2cT8L2unNj4PMyaT1FJJZh/FKUdWocn2qMc 0JZaPHGCimZsVkQHWmFh3o7w7QrC48jI0KuXALwfXQbFagplycAwnUIIAzqAKV1CDOhAQ8ABP8Oxp79F78V5npSvev OcI/sh7+wFJSZOe</latexit><latexit sha1_base64="GaDu7qmvAD73CbXp92akGdS9 MjU=">AAAB8HicbVA9SwNBEJ3zM8avqKXNYhBShbs0WgZsLCOYD0mOsLfZJEt2947dOTEc+RU2ForY+nPs/Ddukis0 8cHA470ZZuZFiRQWff/b29jc2t7ZLewV9w8Oj45LJ6ctG6eG8SaLZWw6EbVcCs2bKFDyTmI4VZHk7WhyM/fbj9xYEe t7nCY8VHSkxVAwik566I0pZk+zfq1fKvtVfwGyToKclCFHo1/66g1iliqukUlqbTfwEwwzalAwyWfFXmp5QtmEjnjXU U0Vt2G2OHhGLp0yIMPYuNJIFurviYwqa6cqcp2K4tiuenPxP6+b4vA6zIROUuSaLRcNU0kwJvPvyUAYzlBOHaHMCHc rYWNqKEOXUdGFEKy+vE5atWrgV4O7oFyv5HEU4BwuoAIBXEEdbqEBTWCg4Ble4c0z3ov37n0sWze8fOYM/sD7/AHTo JBR</latexit><latexit sha1_base64="4TjyqRlwn85brV9JM/w8ANLy eKQ=">AAAB8HicbZC7SgNBFIbPeo3xFrW0GQxCqrCbRjsDNpYRzEWSJcxOZpMhc1lmZsWw5ClsLBSx9TF8BDs7X0Rw cik08YeBj/8/hznnRAlnxvr+p7eyura+sZnbym/v7O7tFw4OG0almtA6UVzpVoQN5UzSumWW01aiKRYRp81oeDnJm3 dUG6bkjR0lNBS4L1nMCLbOuu0MsM3ux91Kt1D0y/5UaBmCORQvvt/VFwDUuoWPTk+RVFBpCcfGtAM/sWGGtWWE03G+k xqaYDLEfdp2KLGgJsymA4/RqXN6KFbaPWnR1P3dkWFhzEhErlJgOzCL2cT8L2unNj4PMyaT1FJJZh/FKUdWocn2qMc 0JZaPHGCimZsVkQHWmFh3o7w7QrC48jI0KuXALwfXQbFagplycAwnUIIAzqAKV1CDOhAQ8ABP8Oxp79F78V5npSvev OcI/sh7+wFJSZOe</latexit><latexit sha1_base64="GaDu7qmvAD73CbXp92akGdS9 MjU=">AAAB8HicbVA9SwNBEJ3zM8avqKXNYhBShbs0WgZsLCOYD0mOsLfZJEt2947dOTEc+RU2ForY+nPs/Ddukis0 8cHA470ZZuZFiRQWff/b29jc2t7ZLewV9w8Oj45LJ6ctG6eG8SaLZWw6EbVcCs2bKFDyTmI4VZHk7WhyM/fbj9xYEe t7nCY8VHSkxVAwik566I0pZk+zfq1fKvtVfwGyToKclCFHo1/66g1iliqukUlqbTfwEwwzalAwyWfFXmp5QtmEjnjXU U0Vt2G2OHhGLp0yIMPYuNJIFurviYwqa6cqcp2K4tiuenPxP6+b4vA6zIROUuSaLRcNU0kwJvPvyUAYzlBOHaHMCHc rYWNqKEOXUdGFEKy+vE5atWrgV4O7oFyv5HEU4BwuoAIBXEEdbqEBTWCg4Ble4c0z3ov37n0sWze8fOYM/sD7/AHTo JBR</latexit>
xˆT
<latexit sha1_base64="IhQYSjFQbTR6bIeGy9hiHTJk LPQ=">AAAB8HicbZC7SgNBFIbPeo3xFrW0GQxCqrBro50BG8sIuUmyhNnJbDJkLsvMrBiWPIWNhSK2PoaPYGfniwhO LoUm/jDw8f/nMOecKOHMWN//9FZW19Y3NnNb+e2d3b39wsFhw6hUE1oniivdirChnElat8xy2ko0xSLitBkNryZ584 5qw5Ss2VFCQ4H7ksWMYOus284A2+x+3K11C0W/7E+FliGYQ/Hy+119AUC1W/jo9BRJBZWWcGxMO/ATG2ZYW0Y4Hec7q aEJJkPcp22HEgtqwmw68BidOqeHYqXdkxZN3d8dGRbGjETkKgW2A7OYTcz/snZq44swYzJJLZVk9lGccmQVmmyPekx TYvnIASaauVkRGWCNiXU3yrsjBIsrL0PjrBz45eAmKFZKMFMOjuEEShDAOVTgGqpQBwICHuAJnj3tPXov3uusdMWb9 xzBH3lvP3zRk8A=</latexit><latexit sha1_base64="XFWhem2TMnnOibSJCO5iJ+Ug PcI=">AAAB8HicbVA9SwNBEJ3zM8avqKXNYhBShTsbLQM2lhHyJckR9jabZMnu3rE7J4Yjv8LGQhFbf46d/8ZNcoUm Phh4vDfDzLwokcKi7397G5tb2zu7hb3i/sHh0XHp5LRl49Qw3mSxjE0nopZLoXkTBUreSQynKpK8HU1u5377kRsrYt 3AacJDRUdaDAWj6KSH3phi9jTrN/qlsl/1FyDrJMhJGXLU+6Wv3iBmqeIamaTWdgM/wTCjBgWTfFbspZYnlE3oiHcd1 VRxG2aLg2fk0ikDMoyNK41kof6eyKiydqoi16koju2qNxf/87opDm/CTOgkRa7ZctEwlQRjMv+eDIThDOXUEcqMcLc SNqaGMnQZFV0IwerL66R1VQ38anAflGuVPI4CnMMFVCCAa6jBHdShCQwUPMMrvHnGe/HevY9l64aXz5zBH3ifPwc3k HM=</latexit><latexit sha1_base64="IhQYSjFQbTR6bIeGy9hiHTJk LPQ=">AAAB8HicbZC7SgNBFIbPeo3xFrW0GQxCqrBro50BG8sIuUmyhNnJbDJkLsvMrBiWPIWNhSK2PoaPYGfniwhO LoUm/jDw8f/nMOecKOHMWN//9FZW19Y3NnNb+e2d3b39wsFhw6hUE1oniivdirChnElat8xy2ko0xSLitBkNryZ584 5qw5Ss2VFCQ4H7ksWMYOus284A2+x+3K11C0W/7E+FliGYQ/Hy+119AUC1W/jo9BRJBZWWcGxMO/ATG2ZYW0Y4Hec7q aEJJkPcp22HEgtqwmw68BidOqeHYqXdkxZN3d8dGRbGjETkKgW2A7OYTcz/snZq44swYzJJLZVk9lGccmQVmmyPekx TYvnIASaauVkRGWCNiXU3yrsjBIsrL0PjrBz45eAmKFZKMFMOjuEEShDAOVTgGqpQBwICHuAJnj3tPXov3uusdMWb9 xzBH3lvP3zRk8A=</latexit><latexit sha1_base64="XFWhem2TMnnOibSJCO5iJ+Ug PcI=">AAAB8HicbVA9SwNBEJ3zM8avqKXNYhBShTsbLQM2lhHyJckR9jabZMnu3rE7J4Yjv8LGQhFbf46d/8ZNcoUm Phh4vDfDzLwokcKi7397G5tb2zu7hb3i/sHh0XHp5LRl49Qw3mSxjE0nopZLoXkTBUreSQynKpK8HU1u5377kRsrYt 3AacJDRUdaDAWj6KSH3phi9jTrN/qlsl/1FyDrJMhJGXLU+6Wv3iBmqeIamaTWdgM/wTCjBgWTfFbspZYnlE3oiHcd1 VRxG2aLg2fk0ikDMoyNK41kof6eyKiydqoi16koju2qNxf/87opDm/CTOgkRa7ZctEwlQRjMv+eDIThDOXUEcqMcLc SNqaGMnQZFV0IwerL66R1VQ38anAflGuVPI4CnMMFVCCAa6jBHdShCQwUPMMrvHnGe/HevY9l64aXz5zBH3ifPwc3k HM=</latexit>
xˆ3
<latexit sha1_base64="dQGN9TysBoVo+79a1EgpVin+ MxI=">AAAB8HicbZC7SgNBFIbPeo3xFrW0GQxCqrCrhXYGbCwjmIskS5idzCZD5rLMzIphyVPYWChi62P4CHZ2vojg 5FJo4g8DH/9/DnPOiRLOjPX9T29peWV1bT23kd/c2t7ZLezt141KNaE1orjSzQgbypmkNcssp81EUywiThvR4HKcN+ 6oNkzJGztMaChwT7KYEWydddvuY5vdjzqnnULRL/sToUUIZlC8+H5XXwBQ7RQ+2l1FUkGlJRwb0wr8xIYZ1pYRTkf5d mpogskA92jLocSCmjCbDDxCx87polhp96RFE/d3R4aFMUMRuUqBbd/MZ2Pzv6yV2vg8zJhMUkslmX4UpxxZhcbboy7 TlFg+dICJZm5WRPpYY2LdjfLuCMH8yotQPykHfjm4DoqVEkyVg0M4ghIEcAYVuIIq1ICAgAd4gmdPe4/ei/c6LV3yZ j0H8Efe2w9KzZOf</latexit><latexit sha1_base64="otUXacMGP7vvRTaR27/7UqZv kk4=">AAAB8HicbVA9SwNBEJ3zM8avqKXNYhBShTsttAzYWEYwH5IcYW+zSZbs7h27c2I48itsLBSx9efY+W/cJFdo 4oOBx3szzMyLEiks+v63t7a+sbm1Xdgp7u7tHxyWjo6bNk4N4w0Wy9i0I2q5FJo3UKDk7cRwqiLJW9H4Zua3HrmxIt b3OEl4qOhQi4FgFJ300B1RzJ6mvcteqexX/TnIKglyUoYc9V7pq9uPWaq4RiaptZ3ATzDMqEHBJJ8Wu6nlCWVjOuQdR zVV3IbZ/OApOXdKnwxi40ojmau/JzKqrJ2oyHUqiiO77M3E/7xOioPrMBM6SZFrtlg0SCXBmMy+J31hOEM5cYQyI9y thI2ooQxdRkUXQrD88ippXlQDvxrcBeVaJY+jAKdwBhUI4ApqcAt1aAADBc/wCm+e8V68d+9j0brm5TMn8Afe5w/VJ JBS</latexit><latexit sha1_base64="dQGN9TysBoVo+79a1EgpVin+ MxI=">AAAB8HicbZC7SgNBFIbPeo3xFrW0GQxCqrCrhXYGbCwjmIskS5idzCZD5rLMzIphyVPYWChi62P4CHZ2vojg 5FJo4g8DH/9/DnPOiRLOjPX9T29peWV1bT23kd/c2t7ZLezt141KNaE1orjSzQgbypmkNcssp81EUywiThvR4HKcN+ 6oNkzJGztMaChwT7KYEWydddvuY5vdjzqnnULRL/sToUUIZlC8+H5XXwBQ7RQ+2l1FUkGlJRwb0wr8xIYZ1pYRTkf5d mpogskA92jLocSCmjCbDDxCx87polhp96RFE/d3R4aFMUMRuUqBbd/MZ2Pzv6yV2vg8zJhMUkslmX4UpxxZhcbboy7 TlFg+dICJZm5WRPpYY2LdjfLuCMH8yotQPykHfjm4DoqVEkyVg0M4ghIEcAYVuIIq1ICAgAd4gmdPe4/ei/c6LV3yZ j0H8Efe2w9KzZOf</latexit><latexit sha1_base64="otUXacMGP7vvRTaR27/7UqZv kk4=">AAAB8HicbVA9SwNBEJ3zM8avqKXNYhBShTsttAzYWEYwH5IcYW+zSZbs7h27c2I48itsLBSx9efY+W/cJFdo 4oOBx3szzMyLEiks+v63t7a+sbm1Xdgp7u7tHxyWjo6bNk4N4w0Wy9i0I2q5FJo3UKDk7cRwqiLJW9H4Zua3HrmxIt b3OEl4qOhQi4FgFJ300B1RzJ6mvcteqexX/TnIKglyUoYc9V7pq9uPWaq4RiaptZ3ATzDMqEHBJJ8Wu6nlCWVjOuQdR zVV3IbZ/OApOXdKnwxi40ojmau/JzKqrJ2oyHUqiiO77M3E/7xOioPrMBM6SZFrtlg0SCXBmMy+J31hOEM5cYQyI9y thI2ooQxdRkUXQrD88ippXlQDvxrcBeVaJY+jAKdwBhUI4ApqcAt1aAADBc/wCm+e8V68d+9j0brm5TMn8Afe5w/VJ JBS</latexit>
c
<latexit sha1_base64="BfWlphPO91Hb5IjbbU/aM/7f 1fY=">AAAB8XicbVA9SwNBEJ3zM8avqKXNYhBShTsb7QzYWEYxH5gcYW8zlyzZ2zt294Rw5F/YWChiK1j7O+z8N+4lK TTxwcDjvRnmzQSJ4Nq47rezsrq2vrFZ2Cpu7+zu7ZcODps6ThXDBotFrNoB1Si4xIbhRmA7UUijQGArGF3lfusBleax vDPjBP2IDiQPOaPGSvfdiJphEGZs0iuV3ao7BVkm3pyULz8+b8Gi3it9dfsxSyOUhgmqdcdzE+NnVBnOBE6K3VRjQtmI DrBjqaQRaj+bJp6QU6v0SRgrW9KQqfp7IqOR1uMosJ15Qr3o5eJ/Xic14YWfcZmkBiWbLQpTQUxM8vNJnytkRowtoUx xm5WwIVWUGfukon2Ct3jyMmmeVT236t145VoFZijAMZxABTw4hxpcQx0awEDCIzzDi6OdJ+fVeZu1rjjzmSP4A+f9B3 1rkuE=</latexit><latexit sha1_base64="joNTP/+JT/9I/qOQlXujkSRV OcA=">AAAB8XicbVDLSsNAFL2pr1pfVZduBovQVUnc2GXBjcsK9oFtKJPppB06mYSZG6GE/oUbF4q49W/c+TdO2iy09 cDA4Zx7mXNPkEhh0HW/ndLW9s7uXnm/cnB4dHxSPT3rmjjVjHdYLGPdD6jhUijeQYGS9xPNaRRI3gtmt7nfe+LaiFg9 4DzhfkQnSoSCUbTS4zCiOA3CjC1G1ZrbcJcgm8QrSA0KtEfVr+E4ZmnEFTJJjRl4boJ+RjUKJvmiMkwNTyib0QkfWKpo xI2fLRMvyJVVxiSMtX0KyVL9vZHRyJh5FNjJPKFZ93LxP2+QYtj0M6GSFLliq4/CVBKMSX4+GQvNGcq5JZRpYbMSNqW aMrQlVWwJ3vrJm6R73fDchnfv1Vr1oo4yXMAl1MGDG2jBHbShAwwUPMMrvDnGeXHenY/VaMkpds7hD5zPH9SOkOo=</ latexit><latexit sha1_base64="BfWlphPO91Hb5IjbbU/aM/7f 1fY=">AAAB8XicbVA9SwNBEJ3zM8avqKXNYhBShTsb7QzYWEYxH5gcYW8zlyzZ2zt294Rw5F/YWChiK1j7O+z8N+4lK TTxwcDjvRnmzQSJ4Nq47rezsrq2vrFZ2Cpu7+zu7ZcODps6ThXDBotFrNoB1Si4xIbhRmA7UUijQGArGF3lfusBleax vDPjBP2IDiQPOaPGSvfdiJphEGZs0iuV3ao7BVkm3pyULz8+b8Gi3it9dfsxSyOUhgmqdcdzE+NnVBnOBE6K3VRjQtmI DrBjqaQRaj+bJp6QU6v0SRgrW9KQqfp7IqOR1uMosJ15Qr3o5eJ/Xic14YWfcZmkBiWbLQpTQUxM8vNJnytkRowtoUx xm5WwIVWUGfukon2Ct3jyMmmeVT236t145VoFZijAMZxABTw4hxpcQx0awEDCIzzDi6OdJ+fVeZu1rjjzmSP4A+f9B3 1rkuE=</latexit><latexit sha1_base64="joNTP/+JT/9I/qOQlXujkSRV OcA=">AAAB8XicbVDLSsNAFL2pr1pfVZduBovQVUnc2GXBjcsK9oFtKJPppB06mYSZG6GE/oUbF4q49W/c+TdO2iy09 cDA4Zx7mXNPkEhh0HW/ndLW9s7uXnm/cnB4dHxSPT3rmjjVjHdYLGPdD6jhUijeQYGS9xPNaRRI3gtmt7nfe+LaiFg9 4DzhfkQnSoSCUbTS4zCiOA3CjC1G1ZrbcJcgm8QrSA0KtEfVr+E4ZmnEFTJJjRl4boJ+RjUKJvmiMkwNTyib0QkfWKpo xI2fLRMvyJVVxiSMtX0KyVL9vZHRyJh5FNjJPKFZ93LxP2+QYtj0M6GSFLliq4/CVBKMSX4+GQvNGcq5JZRpYbMSNqW aMrQlVWwJ3vrJm6R73fDchnfv1Vr1oo4yXMAl1MGDG2jBHbShAwwUPMMrvDnGeXHenY/VaMkpds7hD5zPH9SOkOo=</ latexit>
yˆT 1
<latexit sha1_base64="t/6XE34WvlX2c/4MK28BW/Hc y2g=">AAAB9HicbVA9SwNBEJ2LGmP8ilraLAYhjeHWJpYBG8sI+YLkCHubTbJkb+/c3Qscx/0OGwtFbP0xdnb6T9x8 FJr4YODx3gwz8/xIcG1c99PJbW3v5HcLe8X9g8Oj49LJaVuHsaKsRUMRqq5PNBNcspbhRrBupBgJfME6/vR27ndmTG keyqZJIuYFZCz5iFNirOT1J8SkSTZIm1c4G5TKbtVdAG0SvCLlev679gUAjUHpoz8MaRwwaaggWvewGxkvJcpwKlhW7 MeaRYROyZj1LJUkYNpLF0dn6NIqQzQKlS1p0EL9PZGSQOsk8G1nQMxEr3tz8T+vF5vRjZdyGcWGSbpcNIoFMiGaJ4C GXDFqRGIJoYrbWxGdEEWosTkVbQh4/eVN0r6uYreK73G5XoElCnAOF1ABDDWowx00oAUUHuARnuHFmTlPzqvztmzNO auZM/gD5/0Huq+UMA==</latexit><latexit sha1_base64="+YIRkt8PjctVhRItJi6gnRf9 sC4=">AAAB9HicbVBNS8NAEN3Ur1q/qh69LBahF0vWix4LXjxW6Be0oWy2m3bpZhN3J4UQ8ju8eFDEqz/Gm//GbZuD tj4YeLw3w8w8P5bCgOt+O6Wt7Z3dvfJ+5eDw6PikenrWNVGiGe+wSEa671PDpVC8AwIk78ea09CXvOfP7hd+b861EZ FqQxpzL6QTJQLBKFjJG04pZGk+ytrXJB9Va27DXQJvElKQGirQGlW/huOIJSFXwCQ1ZkDcGLyMahBM8rwyTAyPKZvRC R9YqmjIjZctj87xlVXGOIi0LQV4qf6eyGhoTBr6tjOkMDXr3kL8zxskENx5mVBxAlyx1aIgkRgivEgAj4XmDGRqCWV a2Fsxm1JNGdicKjYEsv7yJuneNIjbII+k1qwXcZTRBbpEdUTQLWqiB9RCHcTQE3pGr+jNmTsvzrvzsWotOcXMOfoD5 /MHtCeR8g==</latexit><latexit sha1_base64="t/6XE34WvlX2c/4MK28BW/Hc y2g=">AAAB9HicbVA9SwNBEJ2LGmP8ilraLAYhjeHWJpYBG8sI+YLkCHubTbJkb+/c3Qscx/0OGwtFbP0xdnb6T9x8 FJr4YODx3gwz8/xIcG1c99PJbW3v5HcLe8X9g8Oj49LJaVuHsaKsRUMRqq5PNBNcspbhRrBupBgJfME6/vR27ndmTG keyqZJIuYFZCz5iFNirOT1J8SkSTZIm1c4G5TKbtVdAG0SvCLlev679gUAjUHpoz8MaRwwaaggWvewGxkvJcpwKlhW7 MeaRYROyZj1LJUkYNpLF0dn6NIqQzQKlS1p0EL9PZGSQOsk8G1nQMxEr3tz8T+vF5vRjZdyGcWGSbpcNIoFMiGaJ4C GXDFqRGIJoYrbWxGdEEWosTkVbQh4/eVN0r6uYreK73G5XoElCnAOF1ABDDWowx00oAUUHuARnuHFmTlPzqvztmzNO auZM/gD5/0Huq+UMA==</latexit><latexit sha1_base64="+YIRkt8PjctVhRItJi6gnRf9 sC4=">AAAB9HicbVBNS8NAEN3Ur1q/qh69LBahF0vWix4LXjxW6Be0oWy2m3bpZhN3J4UQ8ju8eFDEqz/Gm//GbZuD tj4YeLw3w8w8P5bCgOt+O6Wt7Z3dvfJ+5eDw6PikenrWNVGiGe+wSEa671PDpVC8AwIk78ea09CXvOfP7hd+b861EZ FqQxpzL6QTJQLBKFjJG04pZGk+ytrXJB9Va27DXQJvElKQGirQGlW/huOIJSFXwCQ1ZkDcGLyMahBM8rwyTAyPKZvRC R9YqmjIjZctj87xlVXGOIi0LQV4qf6eyGhoTBr6tjOkMDXr3kL8zxskENx5mVBxAlyx1aIgkRgivEgAj4XmDGRqCWV a2Fsxm1JNGdicKjYEsv7yJuneNIjbII+k1qwXcZTRBbpEdUTQLWqiB9RCHcTQE3pGr+jNmTsvzrvzsWotOcXMOfoD5 /MHtCeR8g==</latexit>
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Figure 3: Illustration of the trajectory autoencoder (the actor network).
road network to obtain their embeddings. As a cell is equiv-
alent to a location point at an abstract level, the terms “cell”
and “location point” are used interchangeably.
We consider the problem of learning to represent a
variable-length trajectory X as a fixed-length vector repre-
sentation c ∈ RD. Given a set of trajectories, their represen-
tations can be used as input to feature-based data mining.
TREP Framework
In this section, we first discuss the architecture of TREP.
Then, the learning paradigm based on actor-critic reinforce-
ment learning is presented.
Trajectory Autoencoder
A recurrent neural network (RNN) is a neural network
which can process a sequence (x1, . . . , xT ) with an arbi-
trary length T . It reads tokens one by one and produces
a sequence of hidden state vectors (h1, . . . , hT ), where ht
at time t is updated by a transition function f : ht =
f(ht−1, xt). The hidden state vector ht is a summary of the
tokens seen by the RNN as, by recursively unfolding ht =
f(f(f(. . . ), xt−1), xt), it is a function of the sub-sequence
X1...t. The transition function f is usually equipped with a
gating mechanism to alleviate the vanishing and exploding
gradient problems. A popular choice is the Long Short-Term
Memory (LSTM) (Hochreiter and Schmidhuber 1997).
To predict a class label yt at time t based on the sub-
sequence X1...t, a stochastic output layer is applied on the
hidden state vector. A probability distribution p(·|X1...t)
conditioned on the input tokens will be generated, and the
label with the maximum probability will be selected. In this
paper, we leverage RNNs with LSTM to model trajectories
by referring the above terms “sequence” and “token” to “tra-
jectory” and “location point” respectively.
TREP is a trajectory autoencoder with an encoder-
decoder architecture (Sutskever, Vinyals, and Le 2014),
which is depicted in Figure 3. The encoder is a bidirectional
RNN (Schuster and Paliwal 1997) that reads location points
(x1, . . . , xT ) in both forward and backward directions, pro-
ducing two sequences of hidden state vectors (hF1 , . . . , h
F
T )
and (hB1 , . . . , h
B
T ). The last hidden state vectors (i.e., h
F
T and
hBT ) are concatenated to form the fixed-length vector repre-
sentation c that summarizes the entire trajectory.
The decoder is a unidirectional RNN taking a summary c
from the encoder and a starting location point x1 as inputs.
Unlike the RNN in the encoder, the hidden state vector ht in
the decoder is also conditioned on the summary c:
ht = f(ht−1, xˆt, c). (1)
At each time step t, the stochastic output layer computes the
conditional distribution of the action yˆt taken by the pedes-
trian located at xˆt:
p(·|Xˆ1...t, c) = exp(Wht + b)⊗Mxˆt|| exp(Wht + b)⊗Mxˆt ||1
, (2)
where W and b are the parameters of the output layer, ⊗ is
the element-wise multiplication andMvi ∈ R|A| is a mask
vector with
Mvi,a =
{
1 if vi  a ∈ RCells(vi),
0 otherwise.
The above state-constrained softmax (Wu et al. 2017) can
effectively guarantee that the action taken is restricted by the
environmental constraints. The pedestrian will take action yˆt
and move from xˆt to xˆt+1, which becomes the input at time
t+ 1.
The encoder and decoder are jointly trained. The en-
coder extracts spatiotemporal features from the variable-
length trajectory and encodes them into a fixed-length vec-
tor representation c, which provides sufficient information
for the decoder to generate a sequence of actions Yˆ =
(yˆ1, . . . , yˆT−1), such that the reconstructed trajectory Xˆ =
(xˆ1, . . . , xˆT ), where xˆt+1 = xˆt  yˆt, resembles the ground-
truth X . The fixed-length vector representation c is the out-
put of TREP and can be used in data mining.
Actor-Critic Reinforcement Learning Paradigm
One way to train the trajectory autoencoder is to maximize
the log-likelihood. Given the ground-truth sequence of ac-
tions Y , the log-likelihood Lll can be maximized by updat-
ing the trajectory autoencoder, parameterized by φ, with the
following gradient:
dLll
dφ
=
d
dφ
( T−1∑
t=1
log p(yt|Xˆ1...t, c)
)
. (3)
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<latexit sha1_base64="c6002dF3wVjPmqyBYBORGn W2YE8=">AAAB6nicbZDLSgMxFIZPvNZ6q7p0EyxCV2XGje4suHFZsTdoh5JJM21oJhmSjFiGPoIbF4q49Ul8BHfu fBHB9LLQ1h8CH/9/DjnnhIngxnreJ1pZXVvf2Mxt5bd3dvf2CweHDaNSTVmdKqF0KySGCS5Z3XIrWCvRjMShYM1w eDXJm3dMG65kzY4SFsSkL3nEKbHOur3v1rqFolf2psLL4M+hePn9rr4AoNotfHR6iqYxk5YKYkzb9xIbZERbTgU b5zupYQmhQ9JnbYeSxMwE2XTUMT51Tg9HSrsnLZ66vzsyEhszikNXGRM7MIvZxPwva6c2uggyLpPUMklnH0WpwFb hyd64xzWjVowcEKq5mxXTAdGEWnedvDuCv7jyMjTOyr5X9m/8YqUEM+XgGE6gBD6cQwWuoQp1oNCHB3iCZyTQI3 pBr7PSFTTvOYI/Qm8/rZSQ8w==</latexit><latexit sha1_base64="Z8IkF87Di6i2OEvm59CSTs R1Zu0=">AAAB6nicbVA9SwNBEJ2LXzF+RS1tFoOQKtzZmDJgYxkxX5AcYW8zlyzZ2zt298Rw5CfYWChi6y+y89+4 Sa7QxAcDj/dmmJkXJIJr47rfTmFre2d3r7hfOjg8Oj4pn551dJwqhm0Wi1j1AqpRcIltw43AXqKQRoHAbjC9Xfjd R1Sax7JlZgn6ER1LHnJGjZUenoatYbni1twlyCbxclKBHM1h+WswilkaoTRMUK37npsYP6PKcCZwXhqkGhPKpnS MfUsljVD72fLUObmyyoiEsbIlDVmqvycyGmk9iwLbGVEz0eveQvzP66cmrPsZl0lqULLVojAVxMRk8TcZcYXMiJk llClubyVsQhVlxqZTsiF46y9vks51zXNr3r1XaVTzOIpwAZdQBQ9uoAF30IQ2MBjDM7zCmyOcF+fd+Vi1Fpx85h z+wPn8ATf6jaY=</latexit><latexit sha1_base64="c6002dF3wVjPmqyBYBORGn W2YE8=">AAAB6nicbZDLSgMxFIZPvNZ6q7p0EyxCV2XGje4suHFZsTdoh5JJM21oJhmSjFiGPoIbF4q49Ul8BHfu fBHB9LLQ1h8CH/9/DjnnhIngxnreJ1pZXVvf2Mxt5bd3dvf2CweHDaNSTVmdKqF0KySGCS5Z3XIrWCvRjMShYM1w eDXJm3dMG65kzY4SFsSkL3nEKbHOur3v1rqFolf2psLL4M+hePn9rr4AoNotfHR6iqYxk5YKYkzb9xIbZERbTgU b5zupYQmhQ9JnbYeSxMwE2XTUMT51Tg9HSrsnLZ66vzsyEhszikNXGRM7MIvZxPwva6c2uggyLpPUMklnH0WpwFb hyd64xzWjVowcEKq5mxXTAdGEWnedvDuCv7jyMjTOyr5X9m/8YqUEM+XgGE6gBD6cQwWuoQp1oNCHB3iCZyTQI3 pBr7PSFTTvOYI/Qm8/rZSQ8w==</latexit><latexit sha1_base64="Z8IkF87Di6i2OEvm59CSTs R1Zu0=">AAAB6nicbVA9SwNBEJ2LXzF+RS1tFoOQKtzZmDJgYxkxX5AcYW8zlyzZ2zt298Rw5CfYWChi6y+y89+4 Sa7QxAcDj/dmmJkXJIJr47rfTmFre2d3r7hfOjg8Oj4pn551dJwqhm0Wi1j1AqpRcIltw43AXqKQRoHAbjC9Xfjd R1Sax7JlZgn6ER1LHnJGjZUenoatYbni1twlyCbxclKBHM1h+WswilkaoTRMUK37npsYP6PKcCZwXhqkGhPKpnS MfUsljVD72fLUObmyyoiEsbIlDVmqvycyGmk9iwLbGVEz0eveQvzP66cmrPsZl0lqULLVojAVxMRk8TcZcYXMiJk llClubyVsQhVlxqZTsiF46y9vks51zXNr3r1XaVTzOIpwAZdQBQ9uoAF30IQ2MBjDM7zCmyOcF+fd+Vi1Fpx85h z+wPn8ATf6jaY=</latexit>
x1
<latexit sha1_base64="lfuvwhSTr4IcO0qdOq75bJ F4YTo=">AAAB6nicbZDLSgMxFIbP1Futt6pLN8EidFUmbnRnwY3LivYC7VAyaaYNzSRDkhHL0Edw40IRtz6Jj+DO nS8imF4W2vpD4OP/zyHnnDAR3Fjf//RyK6tr6xv5zcLW9s7uXnH/oGFUqimrUyWUboXEMMElq1tuBWslmpE4FKwZ Di8nefOOacOVvLWjhAUx6UsecUqss27uu7hbLPkVfyq0DHgOpYvvd/UFALVu8aPTUzSNmbRUEGPa2E9skBFtORV sXOikhiWEDkmftR1KEjMTZNNRx+jEOT0UKe2etGjq/u7ISGzMKA5dZUzswCxmE/O/rJ3a6DzIuExSyySdfRSlAlm FJnujHteMWjFyQKjmblZEB0QTat11Cu4IeHHlZWicVrBfwde4VC3DTHk4gmMoA4YzqMIV1KAOFPrwAE/w7Anv0X vxXmelOW/ecwh/5L39AHiIkNA=</latexit><latexit sha1_base64="/okRSgob2itwZOrpELDXCg cy6ZE=">AAAB6nicbVA9SwNBEJ2LXzF+RS1tFoOQKtzaaBmwsYxoPiA5wt5mLlmyt3fs7okh5CfYWChi6y+y89+4 Sa7QxAcDj/dmmJkXplIY6/vfXmFjc2t7p7hb2ts/ODwqH5+0TJJpjk2eyER3QmZQCoVNK6zETqqRxaHEdji+mfvt R9RGJOrBTlIMYjZUIhKcWSfdP/Vpv1zxa/4CZJ3QnFQgR6Nf/uoNEp7FqCyXzJgu9VMbTJm2gkuclXqZwZTxMRt i11HFYjTBdHHqjFw4ZUCiRLtSlizU3xNTFhsziUPXGTM7MqveXPzP62Y2ug6mQqWZRcWXi6JMEpuQ+d9kIDRyKye OMK6Fu5XwEdOMW5dOyYVAV19eJ63LGvVr9I5W6tU8jiKcwTlUgcIV1OEWGtAEDkN4hld486T34r17H8vWgpfPnM IfeJ8/Au6Ngw==</latexit><latexit sha1_base64="lfuvwhSTr4IcO0qdOq75bJ F4YTo=">AAAB6nicbZDLSgMxFIbP1Futt6pLN8EidFUmbnRnwY3LivYC7VAyaaYNzSRDkhHL0Edw40IRtz6Jj+DO nS8imF4W2vpD4OP/zyHnnDAR3Fjf//RyK6tr6xv5zcLW9s7uXnH/oGFUqimrUyWUboXEMMElq1tuBWslmpE4FKwZ Di8nefOOacOVvLWjhAUx6UsecUqss27uu7hbLPkVfyq0DHgOpYvvd/UFALVu8aPTUzSNmbRUEGPa2E9skBFtORV sXOikhiWEDkmftR1KEjMTZNNRx+jEOT0UKe2etGjq/u7ISGzMKA5dZUzswCxmE/O/rJ3a6DzIuExSyySdfRSlAlm FJnujHteMWjFyQKjmblZEB0QTat11Cu4IeHHlZWicVrBfwde4VC3DTHk4gmMoA4YzqMIV1KAOFPrwAE/w7Anv0X vxXmelOW/ecwh/5L39AHiIkNA=</latexit><latexit sha1_base64="/okRSgob2itwZOrpELDXCg cy6ZE=">AAAB6nicbVA9SwNBEJ2LXzF+RS1tFoOQKtzaaBmwsYxoPiA5wt5mLlmyt3fs7okh5CfYWChi6y+y89+4 Sa7QxAcDj/dmmJkXplIY6/vfXmFjc2t7p7hb2ts/ODwqH5+0TJJpjk2eyER3QmZQCoVNK6zETqqRxaHEdji+mfvt R9RGJOrBTlIMYjZUIhKcWSfdP/Vpv1zxa/4CZJ3QnFQgR6Nf/uoNEp7FqCyXzJgu9VMbTJm2gkuclXqZwZTxMRt i11HFYjTBdHHqjFw4ZUCiRLtSlizU3xNTFhsziUPXGTM7MqveXPzP62Y2ug6mQqWZRcWXi6JMEpuQ+d9kIDRyKye OMK6Fu5XwEdOMW5dOyYVAV19eJ63LGvVr9I5W6tU8jiKcwTlUgcIV1OEWGtAEDkN4hld486T34r17H8vWgpfPnM IfeJ8/Au6Ngw==</latexit>
xˆ2
<latexit sha1_base64="4TjyqRlwn85brV9JM/w8AN LyeKQ=">AAAB8HicbZC7SgNBFIbPeo3xFrW0GQxCqrCbRjsDNpYRzEWSJcxOZpMhc1lmZsWw5ClsLBSx9TF8BDs 7X0Rwcik08YeBj/8/hznnRAlnxvr+p7eyura+sZnbym/v7O7tFw4OG0almtA6UVzpVoQN5UzSumWW01aiKRYRp81 oeDnJm3dUG6bkjR0lNBS4L1nMCLbOuu0MsM3ux91Kt1D0y/5UaBmCORQvvt/VFwDUuoWPTk+RVFBpCcfGtAM/sW GGtWWE03G+kxqaYDLEfdp2KLGgJsymA4/RqXN6KFbaPWnR1P3dkWFhzEhErlJgOzCL2cT8L2unNj4PMyaT1FJJZ h/FKUdWocn2qMc0JZaPHGCimZsVkQHWmFh3o7w7QrC48jI0KuXALwfXQbFagplycAwnUIIAzqAKV1CDOhAQ8ABP8 Oxp79F78V5npSvevOcI/sh7+wFJSZOe</latexit><latexit sha1_base64="GaDu7qmvAD73CbXp92akGd S9MjU=">AAAB8HicbVA9SwNBEJ3zM8avqKXNYhBShbs0WgZsLCOYD0mOsLfZJEt2947dOTEc+RU2ForY+nPs/Dd ukis08cHA470ZZuZFiRQWff/b29jc2t7ZLewV9w8Oj45LJ6ctG6eG8SaLZWw6EbVcCs2bKFDyTmI4VZHk7WhyM/f bj9xYEet7nCY8VHSkxVAwik566I0pZk+zfq1fKvtVfwGyToKclCFHo1/66g1iliqukUlqbTfwEwwzalAwyWfFXm p5QtmEjnjXUU0Vt2G2OHhGLp0yIMPYuNJIFurviYwqa6cqcp2K4tiuenPxP6+b4vA6zIROUuSaLRcNU0kwJvPvy UAYzlBOHaHMCHcrYWNqKEOXUdGFEKy+vE5atWrgV4O7oFyv5HEU4BwuoAIBXEEdbqEBTWCg4Ble4c0z3ov37n0sW ze8fOYM/sD7/AHToJBR</latexit><latexit sha1_base64="4TjyqRlwn85brV9JM/w8AN LyeKQ=">AAAB8HicbZC7SgNBFIbPeo3xFrW0GQxCqrCbRjsDNpYRzEWSJcxOZpMhc1lmZsWw5ClsLBSx9TF8BDs 7X0Rwcik08YeBj/8/hznnRAlnxvr+p7eyura+sZnbym/v7O7tFw4OG0almtA6UVzpVoQN5UzSumWW01aiKRYRp81 oeDnJm3dUG6bkjR0lNBS4L1nMCLbOuu0MsM3ux91Kt1D0y/5UaBmCORQvvt/VFwDUuoWPTk+RVFBpCcfGtAM/sW GGtWWE03G+kxqaYDLEfdp2KLGgJsymA4/RqXN6KFbaPWnR1P3dkWFhzEhErlJgOzCL2cT8L2unNj4PMyaT1FJJZ h/FKUdWocn2qMc0JZaPHGCimZsVkQHWmFh3o7w7QrC48jI0KuXALwfXQbFagplycAwnUIIAzqAKV1CDOhAQ8ABP8 Oxp79F78V5npSvevOcI/sh7+wFJSZOe</latexit><latexit sha1_base64="GaDu7qmvAD73CbXp92akGd S9MjU=">AAAB8HicbVA9SwNBEJ3zM8avqKXNYhBShbs0WgZsLCOYD0mOsLfZJEt2947dOTEc+RU2ForY+nPs/Dd ukis08cHA470ZZuZFiRQWff/b29jc2t7ZLewV9w8Oj45LJ6ctG6eG8SaLZWw6EbVcCs2bKFDyTmI4VZHk7WhyM/f bj9xYEet7nCY8VHSkxVAwik566I0pZk+zfq1fKvtVfwGyToKclCFHo1/66g1iliqukUlqbTfwEwwzalAwyWfFXm p5QtmEjnjXUU0Vt2G2OHhGLp0yIMPYuNJIFurviYwqa6cqcp2K4tiuenPxP6+b4vA6zIROUuSaLRcNU0kwJvPvy UAYzlBOHaHMCHcrYWNqKEOXUdGFEKy+vE5atWrgV4O7oFyv5HEU4BwuoAIBXEEdbqEBTWCg4Ble4c0z3ov37n0sW ze8fOYM/sD7/AHToJBR</latexit>
xˆT 1
<latexit sha1_base64="hl/67cSJT+Cy3q4RdXjSqU E8SiI=">AAAB9HicbVC7SgNBFL3rI8b4ilraDAYhjWHHJpYBG8sIeUGyhNnJbDJkdnadmQ2GZb/DxkIRWz/Gzk7 /xMmj0MQDFw7n3Mu99/ix4Nq47qezsbm1ndvJ7xb29g8Oj4rHJy0dJYqyJo1EpDo+0UxwyZqGG8E6sWIk9AVr++O bmd+eMKV5JBtmGjMvJEPJA06JsZLXGxGTPmT9tHGJs36x5FbcOdA6wUtSquW+q18AUO8XP3qDiCYhk4YKonUXu7 HxUqIMp4JlhV6iWUzomAxZ11JJQqa9dH50hi6sMkBBpGxJg+bq74mUhFpPQ992hsSM9Ko3E//zuokJrr2UyzgxT NLFoiARyERolgAacMWoEVNLCFXc3oroiChCjc2pYEPAqy+vk9ZVBbsVfIdLtTIskIczOIcyYKhCDW6hDk2gcA+P8 AwvzsR5cl6dt0XrhrOcOYU/cN5/ALkklC8=</latexit><latexit sha1_base64="3MgHZkPin8dPP/L1DEPv07 abJak=">AAAB9HicbVA9SwNBEJ3zM8avqKXNYhDSGO5stAzYWEbIFyRH2NvsJUv29s7duWA48jtsLBSx9cfY+W/ cJFdo4oOBx3szzMwLEikMuu63s7G5tb2zW9gr7h8cHh2XTk5bJk41400Wy1h3Amq4FIo3UaDknURzGgWSt4Px3dx vT7g2IlYNnCbcj+hQiVAwilbyeyOK2dOsnzWuvFm/VHar7gJknXg5KUOOer/01RvELI24QiapMV3PTdDPqEbBJJ 8Ve6nhCWVjOuRdSxWNuPGzxdEzcmmVAQljbUshWai/JzIaGTONAtsZURyZVW8u/ud1Uwxv/UyoJEWu2HJRmEqCM ZknQAZCc4ZyagllWthbCRtRTRnanIo2BG/15XXSuq56btV78Mq1Sh5HAc7hAirgwQ3U4B7q0AQGj/AMr/DmTJwX5 935WLZuOPnMGfyB8/kDspyR8Q==</latexit><latexit sha1_base64="hl/67cSJT+Cy3q4RdXjSqU E8SiI=">AAAB9HicbVC7SgNBFL3rI8b4ilraDAYhjWHHJpYBG8sIeUGyhNnJbDJkdnadmQ2GZb/DxkIRWz/Gzk7 /xMmj0MQDFw7n3Mu99/ix4Nq47qezsbm1ndvJ7xb29g8Oj4rHJy0dJYqyJo1EpDo+0UxwyZqGG8E6sWIk9AVr++O bmd+eMKV5JBtmGjMvJEPJA06JsZLXGxGTPmT9tHGJs36x5FbcOdA6wUtSquW+q18AUO8XP3qDiCYhk4YKonUXu7 HxUqIMp4JlhV6iWUzomAxZ11JJQqa9dH50hi6sMkBBpGxJg+bq74mUhFpPQ992hsSM9Ko3E//zuokJrr2UyzgxT NLFoiARyERolgAacMWoEVNLCFXc3oroiChCjc2pYEPAqy+vk9ZVBbsVfIdLtTIskIczOIcyYKhCDW6hDk2gcA+P8 AwvzsR5cl6dt0XrhrOcOYU/cN5/ALkklC8=</latexit><latexit sha1_base64="3MgHZkPin8dPP/L1DEPv07 abJak=">AAAB9HicbVA9SwNBEJ3zM8avqKXNYhDSGO5stAzYWEbIFyRH2NvsJUv29s7duWA48jtsLBSx9cfY+W/ cJFdo4oOBx3szzMwLEikMuu63s7G5tb2zW9gr7h8cHh2XTk5bJk41400Wy1h3Amq4FIo3UaDknURzGgWSt4Px3dx vT7g2IlYNnCbcj+hQiVAwilbyeyOK2dOsnzWuvFm/VHar7gJknXg5KUOOer/01RvELI24QiapMV3PTdDPqEbBJJ 8Ve6nhCWVjOuRdSxWNuPGzxdEzcmmVAQljbUshWai/JzIaGTONAtsZURyZVW8u/ud1Uwxv/UyoJEWu2HJRmEqCM ZknQAZCc4ZyagllWthbCRtRTRnanIo2BG/15XXSuq56btV78Mq1Sh5HAc7hAirgwQ3U4B7q0AQGj/AMr/DmTJwX5 935WLZuOPnMGfyB8/kDspyR8Q==</latexit>
Q(yˆ1; Xˆ1...1, X)
<latexit sha1_base64="71EwDN9F5kzEyubcok/lEQ rGcIs=">AAACCXicbVC7SgNBFL3rM8ZX1NJmMAgRJOzYKNgEbCwTMA9IwjI7mZjB2Qczd4W4bGvjr9hYKGIl+Ac Wgn/j5FFo4oGBwzn3cOceP1bSoOt+OwuLS8srq7m1/PrG5tZ2YWe3YaJEc1HnkYp0y2dGKBmKOkpUohVrwQJfia Z/czHym7dCGxmFVziMRTdg16HsS87QSl6B1EqdAcN0mHn0fMxamZfSTi9CQ7Pj1pFXKLpldwwyT+iUFCu5u693A Kh6hU8b5kkgQuSKGdOmbozdlGmUXIks30mMiBm/YdeibWnIAmG66fiSjBxapUf6kbYvRDJWfydSFhgzDHw7GTAc mFlvJP7ntRPsn3VTGcYJipBPFvUTRTAio1pIT2rBUQ0tYVxL+1fCB0wzjra8vC2Bzp48TxonZeqWaY0WKyWYIAf 7cAAloHAKFbiEKtSBwz08wjO8OA/Ok/PqvE1GF5xpZg/+wPn4Abtdm9k=</latexit><latexit sha1_base64="FkLq3gP7ogNdOmDgx/nBgL NwOps=">AAACCXicbVDLSgMxFM3UV62vUZdugkWoIGXiRsFNwY3LFuwD2jJk0rQNzWSG5I5Qhtm68VfcuFDErX/ gzr8xnXahrQcCh3Pu4eaeIJbCgOd9O4W19Y3NreJ2aWd3b//APTxqmSjRjDdZJCPdCajhUijeBAGSd2LNaRhI3g 4mtzO//cC1EZG6h2nM+yEdKTEUjIKVfBc3Kr0xhXSa+eQmZ53MT0lvEIEh2UXn3HfLXtXLgVcJWZAyWqDuu182z JKQK2CSGtMlXgz9lGoQTPKs1EsMjymb0BHvWqpoyE0/zS/J8JlVBngYafsU4Fz9nUhpaMw0DOxkSGFslr2Z+J/X TWB43U+FihPgis0XDROJIcKzWvBAaM5ATi2hTAv7V8zGVFMGtrySLYEsn7xKWpdV4lVJg5RrlUUdRXSCTlEFEXS FaugO1VETMfSIntErenOenBfn3fmYjxacReYY/YHz+QOSDpmB</latexit><latexit sha1_base64="71EwDN9F5kzEyubcok/lEQ rGcIs=">AAACCXicbVC7SgNBFL3rM8ZX1NJmMAgRJOzYKNgEbCwTMA9IwjI7mZjB2Qczd4W4bGvjr9hYKGIl+Ac Wgn/j5FFo4oGBwzn3cOceP1bSoOt+OwuLS8srq7m1/PrG5tZ2YWe3YaJEc1HnkYp0y2dGKBmKOkpUohVrwQJfia Z/czHym7dCGxmFVziMRTdg16HsS87QSl6B1EqdAcN0mHn0fMxamZfSTi9CQ7Pj1pFXKLpldwwyT+iUFCu5u693A Kh6hU8b5kkgQuSKGdOmbozdlGmUXIks30mMiBm/YdeibWnIAmG66fiSjBxapUf6kbYvRDJWfydSFhgzDHw7GTAc mFlvJP7ntRPsn3VTGcYJipBPFvUTRTAio1pIT2rBUQ0tYVxL+1fCB0wzjra8vC2Bzp48TxonZeqWaY0WKyWYIAf 7cAAloHAKFbiEKtSBwz08wjO8OA/Ok/PqvE1GF5xpZg/+wPn4Abtdm9k=</latexit><latexit sha1_base64="FkLq3gP7ogNdOmDgx/nBgL NwOps=">AAACCXicbVDLSgMxFM3UV62vUZdugkWoIGXiRsFNwY3LFuwD2jJk0rQNzWSG5I5Qhtm68VfcuFDErX/ gzr8xnXahrQcCh3Pu4eaeIJbCgOd9O4W19Y3NreJ2aWd3b//APTxqmSjRjDdZJCPdCajhUijeBAGSd2LNaRhI3g 4mtzO//cC1EZG6h2nM+yEdKTEUjIKVfBc3Kr0xhXSa+eQmZ53MT0lvEIEh2UXn3HfLXtXLgVcJWZAyWqDuu182z JKQK2CSGtMlXgz9lGoQTPKs1EsMjymb0BHvWqpoyE0/zS/J8JlVBngYafsU4Fz9nUhpaMw0DOxkSGFslr2Z+J/X TWB43U+FihPgis0XDROJIcKzWvBAaM5ATi2hTAv7V8zGVFMGtrySLYEsn7xKWpdV4lVJg5RrlUUdRXSCTlEFEXS FaugO1VETMfSIntErenOenBfn3fmYjxacReYY/YHz+QOSDpmB</latexit>
Q(yˆ2; Xˆ1...2, X)
<latexit sha1_base64="Ylucon3cCHzgA4lH+1FTCF iAcyY=">AAACCXicbVC7SgNBFL0bXzG+opY2g0GIIGE3jYJNwMYyAfOAJCyzk0kyZPbBzF0hLtva+Cs2FopYCf6 BheDfOHkUmnhg4HDOPdy5x4uk0Gjb31ZmZXVtfSO7mdva3tndy+8fNHQYK8brLJShanlUcykCXkeBkrcixanvSd 70RlcTv3nLlRZhcIPjiHd9OghEXzCKRnLzpFbsDCkm49QtX05ZK3UTp9MLUZfTs9apmy/YJXsKskycOSlUsndf7 wBQdfOfJsxinwfIJNW67dgRdhOqUDDJ01wn1jyibEQHvG1oQH2uu8n0kpScGKVH+qEyL0AyVX8nEuprPfY9M+lT HOpFbyL+57Vj7F90ExFEMfKAzRb1Y0kwJJNaSE8ozlCODaFMCfNXwoZUUYamvJwpwVk8eZk0yiXHLjk1p1Apwgx ZOIJjKIID51CBa6hCHRjcwyM8w4v1YD1Zr9bbbDRjzTOH8AfWxw++fpvb</latexit><latexit sha1_base64="MRKoL5fnLSxNYtG5n6iO8f 6WVrk=">AAACCXicbVDLSsNAFJ34rPUVdelmsAgVpCTdKLgpuHHZgn1AG8JkOmmHTh7M3AghZOvGX3HjQhG3/oE 7/8ZpmoW2Hhg4nHMPd+7xYsEVWNa3sba+sbm1Xdmp7u7tHxyaR8c9FSWSsi6NRCQHHlFM8JB1gYNgg1gyEniC9b 3Z7dzvPzCpeBTeQxozJyCTkPucEtCSa+JOfTQlkKW527wp2CB3M3s0jkA188vBhWvWrIZVAK8SuyQ1VKLtml86T JOAhUAFUWpoWzE4GZHAqWB5dZQoFhM6IxM21DQkAVNOVlyS43OtjLEfSf1CwIX6O5GRQKk08PRkQGCqlr25+J83 TMC/djIexgmwkC4W+YnAEOF5LXjMJaMgUk0IlVz/FdMpkYSCLq+qS7CXT14lvWbDthp2x6616mUdFXSKzlAd2eg KtdAdaqMuougRPaNX9GY8GS/Gu/GxGF0zyswJ+gPj8weVL5mD</latexit><latexit sha1_base64="Ylucon3cCHzgA4lH+1FTCF iAcyY=">AAACCXicbVC7SgNBFL0bXzG+opY2g0GIIGE3jYJNwMYyAfOAJCyzk0kyZPbBzF0hLtva+Cs2FopYCf6 BheDfOHkUmnhg4HDOPdy5x4uk0Gjb31ZmZXVtfSO7mdva3tndy+8fNHQYK8brLJShanlUcykCXkeBkrcixanvSd 70RlcTv3nLlRZhcIPjiHd9OghEXzCKRnLzpFbsDCkm49QtX05ZK3UTp9MLUZfTs9apmy/YJXsKskycOSlUsndf7 wBQdfOfJsxinwfIJNW67dgRdhOqUDDJ01wn1jyibEQHvG1oQH2uu8n0kpScGKVH+qEyL0AyVX8nEuprPfY9M+lT HOpFbyL+57Vj7F90ExFEMfKAzRb1Y0kwJJNaSE8ozlCODaFMCfNXwoZUUYamvJwpwVk8eZk0yiXHLjk1p1Apwgx ZOIJjKIID51CBa6hCHRjcwyM8w4v1YD1Zr9bbbDRjzTOH8AfWxw++fpvb</latexit><latexit sha1_base64="MRKoL5fnLSxNYtG5n6iO8f 6WVrk=">AAACCXicbVDLSsNAFJ34rPUVdelmsAgVpCTdKLgpuHHZgn1AG8JkOmmHTh7M3AghZOvGX3HjQhG3/oE 7/8ZpmoW2Hhg4nHMPd+7xYsEVWNa3sba+sbm1Xdmp7u7tHxyaR8c9FSWSsi6NRCQHHlFM8JB1gYNgg1gyEniC9b 3Z7dzvPzCpeBTeQxozJyCTkPucEtCSa+JOfTQlkKW527wp2CB3M3s0jkA188vBhWvWrIZVAK8SuyQ1VKLtml86T JOAhUAFUWpoWzE4GZHAqWB5dZQoFhM6IxM21DQkAVNOVlyS43OtjLEfSf1CwIX6O5GRQKk08PRkQGCqlr25+J83 TMC/djIexgmwkC4W+YnAEOF5LXjMJaMgUk0IlVz/FdMpkYSCLq+qS7CXT14lvWbDthp2x6616mUdFXSKzlAd2eg KtdAdaqMuougRPaNX9GY8GS/Gu/GxGF0zyswJ+gPj8weVL5mD</latexit>
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Figure 4: Illustration of the Q-value estimator (the critic network).
However, there are at least two drawbacks in using this
learning objective:
• Ignoring the spatial dimension: The neural network mem-
orizes the training sample pairs (X,Y ) without exploiting
the spatial dimension, even if the RNN can take care of
the temporal one. We argue that to better model pedes-
trian trajectories, it should be learned from criticizing
the reconstructed trajectory Xˆ in terms of the error com-
pared with the ground-truth X on the pedestrian road net-
work G. Concretely, the trajectory autoencoder should be
learned to minimize the spatial-aware objective function:
D(X, Xˆ) =
T∑
t=2
d(xt, xˆt), (4)
where d(·, ·) is a shortest path distance measure on G.
• Insufficient training data and weak learning signal: Col-
lecting a full training dataset that contains all the possi-
ble spatiotemporal characteristics is infeasible. Even if a
massive dataset can be obtained, the ground-truth action
yt is valid only if the preceding predictions are correct,
i.e., (y1, . . . , yt−1) = (yˆ1, . . . , yˆt−1), making the learning
signal weak especially when the trajectories are lengthy.
In light of the above, we propose to optimize TREP using
the spatial-aware objective function (i.e., Equation 4). Due
to the non-differentiable nature of the shortest path distance
function and the absence of training data, we reformulate
the problem in a reinforcement learning setting. The experi-
ments validate that minimizing Equation 4 is the key to lead-
ing TREP to a superior performance in handling trajectories
with diverse patterns.
To formulate a reinforcement learning problem, we define
the total reward R(X, Xˆ) of a reconstructed trajectory Xˆ
given the ground-truth X as
R(X, Xˆ) =
T−1∑
t=1
r(yˆt; Xˆ1...t, X). (5)
The immediate reward received when the pedestrian moves
to xˆt+1 by taking the action yˆt at xˆt is given by
r(yˆt; Xˆ1...t, X) =
{
0 if d(xt+1, xˆt+1) ≤ δ,
−1 otherwise, (6)
where δ is the tolerable step-wise reconstruction error. For
example, δ = 0 means the reconstructed trajectory must be
exactly the same as the ground-truth to get a non-negative
reward.
Recall in reinforcement learning that the value function
represents the expected future reward in a particular state of
the system. In our case, the state of the system is the location
of the pedestrian reached by taking a sequence of predicted
actions starting at x1. The value of the pedestrian at xˆt is
defined as
V (xˆt;X) =V (Yˆ1...t−1;X)
= E
Yˆt...T−1∼p(·|Xˆ1...t,c)
T−1∑
τ=t
r(yˆτ ; Xˆ1...τ , X).
(7)
Intuitively, the value is the expected number of time steps
that the pedestrian can move along the ground-truth within
an error bound δ in the future.
We aim at training the trajectory autoencoder in such a
way that the sequence of predicted actions (yˆ1, . . . , yˆT−1)
maximizes the total reward (Equation 5) or, equivalently,
minimizes the spatial-aware objective function (Equation 4).
It is also the same as maximizing the value (Equation 7) in a
stochastic setting. The Q-value of a candidate action a is the
expected future reward after performing the action a at the
current location and can be computed by
Q(a; Xˆ1...t, X)
= E
Yˆt+1,...,T−1∼p(·|Xˆ1...t+1,c)
(
r(a; Xˆ1...t, X)+
T−1∑
τ=t+1
r(yˆτ ; Xˆ1...τ , X)
)
.
(8)
Then, the trajectory autoencoder can be trained using the
gradient of the expected value (Bahdanau et al. 2016):
dV
dφ
= E
Yˆ∼p(·|x1,c)
d
dφ
( T−1∑
t=1
∑
a∈A
p(a|Xˆ1...t, c)Q(a; Xˆ1...t, X)
)
,
(9)
which is also known as the actor-critic. An actor (i.e., the
trajectory autoencoder) predicts an action yˆt by generating
a policy p(·|Xˆ1...t, c). A critic criticizes it through the ex-
pected future reward Q(·; Xˆ1...t, X) and improves the sub-
sequent predictions by increasing the probability of the ac-
tions that give highQ-values, and decreasing the probability
of the actions that give low Q-values.
We estimate the Q-values in Equation 9 parametrically
by using a critic network (Figure 4), another neural network
with an encoder-decoder architecture. The encoder takes the
ground-truth trajectory as input and produces a sequence of
hidden state vectors, which are fed to a soft attention mech-
anism (Bahdanau, Cho, and Bengio 2014). The output layer
of the decoder is designed with a dueling network architec-
ture (Wang et al. 2015) to estimate the Q-values.
To train the critic network, the Bellman equation is uti-
lized to compute the target Q-value qt of the action yˆt:
qt = r(yˆt; Xˆ1...t, X)
+
∑
a∈A
p(a|Xˆ1...t+1, c)Q(a; Xˆ1...t+1, X). (10)
The critic network, parameterized by θ, is then updated us-
ing the gradient
d
dθ
( T−1∑
t=1
(Q(yˆt; Xˆ1...t, X)− qt)2
)
. (11)
Algorithm 1 presents the outline of the training process.
From Equation 9 and Equation 11, the training of both the
trajectory autoencoder and the critic network, denoted by p
and Q respectively, requires the output of the other. This
feedback loop can lead to a serious stability issue. To ad-
dress this, a delayed trajectory autoencoder and a delayed
critic network, denoted by p′ and Q′ respectively, are intro-
duced. Their weights are slowly updated to follow p and Q,
which are trained in each iteration. We also utilize the -
greedy exploration and the experience replay mechanisms.
The trajectory autoencoder p is first pre-trained by using
maximum log-likelihood, while the critic network Q is pre-
trained by using the pre-trained p. For each iteration, a tra-
jectory X is sampled by performing a random walk on the
pedestrian road network. A sequence of actions Yˆ is esti-
mated by feeding X to the encoder and getting predictions
from the decoder of the delayed trajectory autoencoder p′.
An -greedy exploration is conducted to introduce a small
probability of exploring other feasible actions instead of ex-
ploiting only the policy generated by p′. After getting Yˆ , the
experience is stored in the replay memory.
A batch of ω experiences is randomly sampled from the
replay memory. At each time step t, the target qkt of the k-th
experience is computed and used to update the critic network
Q. We then update the trajectory autoencoder p to maximize
the value. Before proceeding to the next iteration, we slowly
update the weights of the delayed trajectory autoencoder and
the delayed critic network, i.e., φ′ and θ′, by using two con-
stants γφ and γθ. The training process continues until con-
vergence.
Experimental Evaluation
The vector representation of a trajectory should be close, in
the feature space, to that of other trajectories with similar
Algorithm 1 Training Trajectory Autoencoder
Require: A pedestrian road network G, a pre-trained tra-
jectory autoencoder p and a pre-trained critic network
Q with weights φ and θ respectively.
1: Initialize the delayed trajectory autoencoder p′ and the
delayed critic network Q′ with the same weights: φ′ =
φ, θ′ = θ
2: Initialize the replay memory E = ∅
3: while not converged do
4: Receive a trajectory X by random walk on G
5: Generate Yˆ from p′ with -greedy exploration
6: Store experience (X, Yˆ ) in E
7: if |E| ≥ ω then
8: Sample a random batch of experiences
{(Xk, Yˆ k)}ωk=1 from E with size ω.
9: Compute targets for the critic network
qkt = r
k(yˆkt ; Xˆ
k
1...t, X
k)
+
∑
a∈A
p′(a|Xˆk1...t+1, ck)Q′(a; Xˆk1...t+1, Xk)
10: Update the critic network using the gradient
d
dθ
( ω∑
k=1
T−1∑
t=1
(
Q(yˆkt ; Xˆ
k
1...t, X
k)− qkt
)2)
11: Update the trajectory autoencoder using the gra-
dient
d
dφ
( ω∑
k=1
T−1∑
t=1
∑
a∈A
p(a|Xˆk1...t, ck)Q′(a; Xˆk1...t, Xk)
)
12: Update the delayed trajectory autoencoder and
the delayed critic network with constants γφ and γθ
φ′ = γφφ+ (1− γφ)φ′, θ′ = γθθ + (1− γθ)θ′
13: end if
14: end while
spatiotemporal characteristics and far away from those dis-
similar. In light of this property, we evaluate our proposed
scheme through trajectory clustering.
Experimental Settings
An indoor tracking dataset (Brsˇcic et al. 2013) collected at
the Asia & Pacific Trade Center (ATC) in Osaka, Japan,
which includes a shopping center and office buildings, is uti-
lized. Figure 5 shows the floor plan of ATC where an approx-
imately 900m2 area is covered. A set of 5, 333 trajectories,
generated by the office workers and travelers, with an aver-
age length of 138 and a sampling interval of 2 seconds is
considered. In addition, a synthetic dataset is carefully gen-
erated so that we have six groups of labeled trajectories with
different spatiotemporal characteristics for evaluation.
The baseline parameters are as follows. A grid overlay of
size α = 3m is applied on the ATC map, and representa-
Figure 5: The floor plan of the ATC shopping center.
tions of size D = 64 are generated. The tolerable step-wise
reconstruction error δ is set to 3, while the critic network has
a hidden layer with 512 neurons. The update parameters γφ
and γθ are both 0.001.
We compare TREP with three representative approaches:
• DFT: Discrete Fourier Transform extracts the frequencies
of the x- and y-coordinates by treating them as two sep-
arate signals. The top frequencies in each signal are con-
catenated to form the vector representation.
• CSSRNN: Constrained State Space Recurrent Neural
Network (Wu et al. 2017) models trajectories by a stan-
dard encoder-decoder architecture with the maximum
log-likelihood training. It introduces the concept of mask-
ing in the output layer which enforces transition con-
straints so that the location of the next time step should
be directly reachable from the current location.
• TREP-LL: TREP using maximum log-likelihood is a
variant of the proposed scheme. It is optimized only by
maximizing Equation 3 without using the spatial-aware
objective function. Different from CSSRNN which mod-
els location points directly, TREP-LL predicts the se-
quence of actions taken by the pedestrian. This scheme
shows the power of the spatial-aware objective function.
The parameters of the above approaches are selected to pro-
duce representations with the same size for comparisons.
We evaluate the quality of the cluster arrangement by us-
ing the within cluster sum of error (WCSE). The error be-
tween two trajectories Xi and Xj , assuming that |Xi| <
|Xj |, is computed by
error(Xi, Xj) = min
0≤∆≤|Xj |−|Xi|
|Xi|∑
t=1
d(xit, x
j
t+∆). (12)
The WCSE is then obtained by aggregating the errors be-
tween trajectories and the centroid of their assigned clus-
ter. A good cluster arrangement should minimize the WCSE,
i.e., all trajectories are close to the centroid.
Exploitation of Spatial Dimension
To better model trajectories, the trajectory autoencoder
should exploit the spatial dimension (e.g., reachability, prox-
imity). Figure 6 shows one ground-truth and two recon-
structed trajectories produced by TREP and TREP-LL. We
set δ to 0 in this experiment. Originally, both algorithms can
Ground-truth
TREP
TREP-LL
Manual Intervention
Figure 6: Illustration of one ground-truth and two recon-
structed trajectories with manual interventions during the
decoding phase.
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Figure 7: WCSE with different schemes.
reconstruct the exact ground-truth trajectory. We manually
assign incorrect actions to make the pedestrians in the de-
coding phase deviate from the ground-truth. TREP exhibits
a thorough understanding of the environment and returns to
the correct path within a few moves, since it does not sim-
ply memorize the sequence of actions but intelligently pro-
duces actions that can maximize the expected future reward.
TREP-LL is incapable of correcting the trajectory as it has
not considered the spatial dimension and tends to output the
memorized actions.
Trajectory Clustering
Figure 7a shows the performance of different schemes on the
synthetic dataset. Both schemes can generate high-quality
cluster arrangements when the number of clusters is at least
six. The ability to summarize and group trajectories with
similar spatiotemporal characteristics can be observed when
a small number of clusters (i.e., K < 6 in this case) are
formed. TREP and TREP-LL outperform DFT and CSS-
RNN as the modeling of sequences of actions emphasizes
the pedestrian dynamics during the training process, leading
to a better summarization ability. CSSRNN is slightly better
than DFT as the spatiotemporal characteristics of the trajec-
tories in the synthetic dataset are comparatively simple and
can be captured by the neural network.
The performance on the real dataset is shown in Fig-
ure 7b. TREP outperforms other schemes by a large mar-
gin. This significant improvement can be attributed to the
spatial-aware objective function. Instead of trying to repli-
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Figure 8: TREP with different parameter settings on the real
dataset.
cate the input trajectory in the decoder using maximum log-
likelihood, TREP minimizes the step-wise reconstruction er-
ror on the pedestrian road network, which guides the trajec-
tory autoencoder to exploit the spatial dimension. Hence, the
ability to handle unseen patterns is significantly better than
the others as the real dataset contains trajectories of different
lengths and spatiotemporal characteristics, which cannot be
enumerated during the training phase. DFT performs better
compared with CSSRNN since it is not a data-driven para-
metric technique. The modeling of location points in CSS-
RNN cannot be generalized to unseen patterns.
Parameter Analysis
We conduct experiments to observe the performance of
TREP with different settings. The studies on two major pa-
rameters are presented. Four variants of TREP are built to
generate vector representations with sizes 32, 64, 128 and
256. The results shown in Figure 8a are consistent with our
expectation that a larger representation size leads to a better
cluster arrangement. However, the improvement is insignifi-
cant and can be observed only if a very small number of clus-
ters are formed. Figure 8b shows the clustering performance
with different tolerable step-wise reconstruction errors. Re-
call that δ = 0 means the reconstructed trajectory must be
exactly the same as the ground-truth to get a non-negative
reward. With a smaller error, we can expect that the trajec-
tory autoencoder focuses on generating an action sequence
that can capture every movement of the pedestrian. In this
study, we find that TREP exhibits better overall performance
when a reasonable amount of error is allowed. The trajec-
tory autoencoder in this setting models not only the local
movements but also the global dynamics, which is a crucial
property for summarizing trajectories with diverse patterns.
Related Work
The concept of trajectory representation learning has been
the backbone of many exciting data mining applications.
(Yin et al. 2014) combines the partial-view features (e.g.,
velocity and acceleration) and the entire-view features (pro-
duced by Discrete Fourier Transform) to form the repre-
sentations of the trajectories, which are then used to build
the user profiles and conduct trajectory recommendations.
(Yao et al. 2017) extracts motion characteristics (e.g., speed
and rate of turn) using a sliding window. Space- and time-
invariant features are obtained to perform trajectory cluster-
ing. To predict transportation modes given GPS trajectories,
(Jiang et al. 2017) develops representations by handcrafting
the semantics (e.g., fast or slow) of the continuous features
(e.g., speed).
However, the above works characterize a trajectory by its
speed and acceleration patterns without considering the en-
vironmental constraints introduced by the road network. To
address this, (Han, Liu, and Omiecinski 2017) proposes a
systematic approach to cherry-pick a subset of the training
trajectories to form the feature space, while (Lee et al. 2011)
constructs the feature space by finding discriminative se-
quential patterns in the training trajectories. They cannot be
generalized well to unseen patterns unless a vast amount of
training data covering all the possible spatiotemporal char-
acteristics is obtained.
Learning representations using end-to-end neural net-
works has been a promising approach. (Gao et al. 2017)
and (Zhou et al. 2018) represent trajectories as embeddings
by using a recurrent neural network or a variational autoen-
coder. To analyze driving behaviors, (Wang et al. 2018) first
derives the driving operation transition graph from the GPS
trajectories. An autoencoder is then used to obtain the vec-
tor representations. They cannot be extended to pedestrian
trajectories as environmental constraints are not considered.
(Endo et al. 2016) converts a trajectory into an image where
the pixel intensity represents the dwell time of the corre-
sponding location. A deep neural network is then utilized to
learn the hidden representations. Though dwell time can be
considered, the ordering information is lost. (Wu et al. 2017)
uses a recurrent neural network with a state-constrained soft-
max in the output layer to model trajectories, while (Lv et al.
2018) proposes topology-aware look-up operations to ex-
ploit the nearby traffic conditions in a traffic speed predic-
tion scenario. With the above neural network architectures,
a trajectory autoencoder considering both spatial and tempo-
ral dimensions can be built. However, an effective learning
objective guiding the autoencoder to understand the envi-
ronment and the pedestrian dynamics is necessary to train a
model capable of handling diverse trajectory patterns.
Conclusion
We have studied the problem of representation learning
for pedestrian trajectories. We propose a novel framework,
TREP, with a spatial-aware objective function trained under
the paradigm of actor-critic reinforcement learning. TREP
bridges the gap between trajectory data and feature-based
data mining. The fixed-length vector representation ex-
tracted from a variable-length trajectory encodes the salient
features compactly. Extensive experimental evaluations on
both synthetic and real datasets from the ATC shopping cen-
ter show that TREP effectively encodes spatiotemporal char-
acteristics of trajectories with a high fidelity. In the future,
we will generalize the proposed framework to handle irreg-
ularly sampled and noisy trajectories.
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