Poisson Processes in Free Probability by An, Guimei & Gao, Mingchu
ar
X
iv
:1
50
6.
03
13
0v
2 
 [m
ath
.O
A]
  3
0 J
ul 
20
15
POISSON PROCESSES IN FREE PROBABILITY
GUIMEI AN AND MINGCHU GAO
Abstract. We prove a multidimensional Poisson limit theorem in free probability, and define
joint free Poisson distributions in a non-commutative probability space. We define (compound)
free Poisson process explicitly, similar to the definitions of (compound) Poisson processes in clas-
sical probability. We proved that the sum of finitely many freely independent compound free
Poisson processes is a compound free Poisson processes. We give a step by step procedure for con-
structing a (compound) free Poisson process. A Karhunen-Loeve expansion theorem for centered
free Poisson processes is proved. We generalize free Poisson processes to a notion of free Poisson
random measures (which is slightly different from the previously defined ones in free probability,
but more like an analogue of classical Poisson random measures). Then we develop the integration
theory of real-valued functions with respect to a free Poisson random measure, generalizing the
classical integration theory to the free probability case. We find that the integral of a function
(in certain spaces of functions) with respect to a free Poisson random measure has a compound
free Poisson distribution. For centered free Poisson random measures, we can get a simpler and
more beautiful integration theory.
Key Words. Free Probability, Free Poisson Processes, Integration with respect to free Poisson
random measures.
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Introduction
The theory of stochastic processes is a very important branch in classical probability with wide
applications in engineering and finance ([DJ] and [TK]). In free probability theory, stochastic
processes have been studied since 1990’s. The most popular and important stochastic process in
classical probability is Brownian motion (the Wiener process). The counterpart of Brownian motion
in free probability is the free Brownian motion. The free Brownian motion and stochastic analysis
with respect to the free Brownian motion have been studied thoroughly ([PBi], [BS1], [BS2] etc.).
Anshelevich [MA1] developed an integration theory of bi-processes with respect to (additive) non-
commutative stochastic measures. Free infinite divisibility and free Levy processes and stochastic
integration with respect to a free Levy process were studies in [BnT]. Certain stochastic differential
equations driven by free Levy processes were studied in [MG1] and [MG2].
It is well known that Poisson distributions form a class of the most prominent processes in classical
probability beyond normal distributions (Lecture 12 in [NS]), and free Poisson processes form a class
of the most important processes with free increment in free probability after free Brownian motion
([MA]). But free Poisson distributions and processes have not been investigated thoroughly. In this
paper, we study some interesting questions on free Poisson distributions and free Poisson processes.
A free Poisson Limit Theorem. The counterpart of normal distributions in free probabil-
ity is semicircle distributions. There is a semicircle limit theorem called free central limit theo-
rem(Theorem 8.10 in [NS]).
Very similarly, a free Poisson distribution can be realized as the limit in distribution of a sequence
of simple distributions (Proposition 12.11, Definition 12.12 in [NS]). Nica and Speicher presented
a multidimensional central limit theorem (Theorem 8.17 in [NS]). Roughly speaking, the theorem
states that a joint semicircle distribution can be realized as the limit in distribution of a sequence
of families of random variables. In this paper, we proved a multidimensional free Poisson limit
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theorem (Theorem 2.4). Therefore, a joint free Poisson distribution can be defined as the limit in
distribution of certain sequence of families of elements (Definition 2.6).
Free Poisson processes. A construction of free Poisson process with all free cumulants equal
to 1 was given in Section 4.2 in [MA], but no definition of free Poisson processes was give there.
Anshelevich gave a description of free Poisson processes as “A process with stationary freely in-
dependent increments such that the increments have free Poisson distributions is the free Poisson
process” (4.2 in [MA2]). In this paper, we give a definition of free Poisson process (Definition 3.1),
an analogue of a classical Poisson process. We provide a step-by-step procedure for constructing a
free Poisson process (Theorem 3.2). Nica and Speicher gave the definition of compound free Poisson
distributions in 12.16 of [NS]. We generalize free Poisson processes to the compound case (Definition
3.5), and give a similar procedure for constructing a compound free Poisson process (Theorem 3.6).
In classical probability, the sum of two independent Poisson processes is a Poisson process (Section
2.3 in [RG]). We prove in this paper that the sum of finitely many freely independent compound
free Poisson processes is a compound free Poisson process (Theorem 3.7), and conditions under
which the sum of two freely independent free Poisson processes is a free Poisson process are given
(Corollary 3.8).
The Karhunen-Loeve expansion of a stochastic process is a significant result in classical stochastic
processes ([DJ]). Roughly speaking, the expansion says that under certain conditions, a stochastic
process can be represented as an infinite series of the products of random variables and deterministic
functions
Xt =
∞∑
i=1
Xiφi(t), 0 < t ≤ T,
where Xi, i = 1, 2, · · · , are uncorrelated random variables (E(XiXj) = δi,jλi), and {φi : i =
1, 2, · · · } is an orthonormal basis of L2([0, T ]), T > 0 (Theorem 5.3 or [AA]). In this paper, we
present a Karhunen-Loeve expansion for a centered L2-continuous free Poisson process in a W ∗-
probability space (A, ϕ) with precise formulas for φi(t) and λi (Theorem 4.5).
Integration with respect to a free Poisson random measure. Stochastic integration
with respect to a non-commutative stochastic measure was studied by several mathematicians.
Anshelevich [MA1] defined a non-commutative stochastic measure as follows.
Definition 0.1 (Definition 1 in [MA1]). A non-commutative stochastic measure is a map from the
set of all finite half-open intervals I = [a, b) ⊂ [0,∞) to the self-adjoint part of a W ∗-probability
space (A, ϕ), I 7→ X(I), with three properties.
(1) Additivity. I1 ∩ I2 = ∅, I1 ∪ I2 = J ⇒ X(I1) +X(I2) = X(J).
(2) Stationary. The distribution of X(I) dependents only on |I|.
(3) Free increments. If I1, I2, · · · , In are mutually disjoint intervals, then
X(I1), X(I2), · · · , X(In)
are freely independent.
Then Anshelevich [MA1] defined the integral of a bi-process U in A ⊗ Aop with respect to a
non-commutative stochastic measure ([MA1]). Glockner, Schurmann, and Speicher [GSS] gave a
definition in a ∗-probability space similar to the above Definition 0.1, and named it a free white
noise.
Barndorff-Nielson and Thorjornsen [BnT] defined free Poisson random measures in a more general
setting.
Definition 0.2 (Definition 6.7 in [BnT]). Let (Θ, E , ν) be a measure space, and E0 = {E ∈ E :
ν(E) <∞}. A free Poisson random measure is a map M from E0 into the cone of all non-negative
operators of a W ∗-probability space (A, ϕ) with the following properties.
(1) ∀E ∈ E0,M(E) has a free Poisson distribution κn(M(E)) = ν(E), n = 1, 2, · · · .
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(2) If E1, E2, · · · , En are mutually disjoint sets in E0, then M(E1),M(E2), · · · ,M(En) are
freely independent.
(3) If E1, E2, · · · , En are mutually disjoint sets in E0, then M(∪ni=1Ei) =
∑n
i=1M(Ei).
The authors of [BnT] also gave an existence theorem for free Poisson random measures (Theorem
6.9 in [BnT]), and defined the integral of a L1(Θ, ν) function with respect to a free Poisson random
measure (Definition 6.19 in [BnT]).
A definition of free Poisson random measures, very similar to Definition 0.2 above, was given
in [BP]. The authors of [BP] studied multiple integrals of a special kind of functions with respect
to a free Poisson random measure, and proved a semicircle limit theorem for free Poisson multiple
integrals (Theorem 4.1 in [BP]).
In this paper, we define free Poisson random measures via a sightly different way from the others
mentioned above in a W ∗-probability space. We do not require that operators XE , for E ⊂ R of
finite measure, be non-negative, but self-adjoint only (Definition 5.1). Our definition of free Poisson
random measures is more like an analogue to that in classical probability theory (Section 9.3 in
[TK]). We define the integral X(f) of a function f ∈ L1(R) ∩ L2(R) with respect to a free Poisson
random measure (Theorem 5.4). We prove a limit and free stochastic integration exchange formula
lim
n→∞
∫
R
fn(t)dXE(t) =
∫
R
lim
n→∞
fn(t)dXE(t)
(Theorem 5.5). If XE ≥ 0, for every E ⊂ R of finite measure, then the integration operator
X : L1
R
(R)→ L1(A, ϕ) is contractive (Theorem 5.7), where L1
R
(R) is the space of all real-valued L1-
functions on R. When we focus on L∞− = ∩n≥1Ln(R), we find that the integral X(f) of f ∈ L∞−
has a compound free Poisson distribution (Theorem 5.9). For a centered free Poisson random
measure (Definition 6.1), the integration operator X is an isometry from L2(R) into L2(A, ϕ)
(Lemma 6.3). The integration operator X with respect to a centered free Poisson random measure
can be extended to a bounded operator from L1(R) into L1(A, ϕ) with norm less than or equal to
2 (Lemma 6.4).
1. Preliminaries
In this section we recall some basic concepts and results in free probability used in sequel or
mentioned previously. The reader is referred to [NS] and [VDN] for the basics on free probability,
and to [KR] for operator algebras.
Non-commutative Probability spaces. A non-commutative probability space is a pair (A, ϕ)
consisting of a unital algebra A and a unital linear functional ϕ on A. When A is a ∗-unital
algebra, ϕ should be positive, i. e. ϕ(a∗a) ≥ 0, ∀a ∈ A. A C∗-probability space (A, ϕ) consists
of a unital C∗-algebra and a state ϕ on A. A W ∗-probability space (A, ϕ) consists of a finite von
Neumann algebra A and a faithful normal tracial state ϕ on A. An element a ∈ A is called a (non-
commutative) random variable. ϕ(an) is called the n-th moment of a, n = 1, 2, · · · . Let C[X ] be
the complex algebra of all polynomials of an indeterminate X . The linear function µa : C[X ]→ C,
µa(P (X)) = ϕ(P (a)), ∀P ∈ C[X ], is called the distribution (or law) of a. A sequence {an} of
random variables an ∈ (An, ϕn) converges in distribution to a ∈ (A, ϕ) if
lim
n→∞
ϕn(a
m
n ) = ϕ(a
m), ∀m ≥ 1.
Joint Distributions. Let C〈X1, X2, · · · , Xs〉 be the unital algebra freely generated by s
non-commutative indeterminates X1, X2, · · · , Xs, and a1, a2, · · · , as ∈ A, where (A, ϕ) is a non-
commutative probability space. The family {ϕ(ai1ai2 · · · ain) : 1 ≤ i1 ≤ i2 ≤ · · · ≤ in ≤ s, n ≥ 1} is
called the family of joint moments of a1, a2, · · · , as. The linear functional µ : C〈X1, X2, · · · , Xs〉 →
C defined by
µ(P ) = ϕ(P (a1, a2, · · · , as)), ∀P ∈ C〈X1, · · · , Xs〉,
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is called the joint distribution of a1, a2, · · · , as. Similar to the single variable case, we can define
the limit in distribution of a sequence of families of random variables.
Free independence. A family {Ai : i ∈ I} of unital subalgebras of a non-commutative probabil-
ity space (A, ϕ) is freely independent (or free) if ϕ(a1a2 · · · an) = 0 whenever the following conditions
are met: ai ∈ Al(i), ϕ(ai) = 0 for i = 1, 2, · · · , n, and l(i) 6= l(i+1), for i = 1, 2, · · · , n−1. A family
{ai : i ∈ I} of elements is free if the unital subalgebras generated by ai’s are free.
Non-crossing partitions. Given a natural number m ≥ 1, let [m] = {1, 2, · · · ,m}. A partition
π of [m] is a collection of non-empty disjoint subsets of [m] such that the union of all subsets in π
is [m]. A partition π = {B1, B2, · · · , Br} of [m] is non-crossing if one cannot find two block Bi and
Bj of π, and four numbers p1, p2 ∈ Bi, q1, q2 ∈ Bj such that p1 < q1 < p2 < q2. The collection
of all non-crossing partitions of [m] is denoted by NC(m). |NC(m)|, the number of non-crossing
partitions of [m], is Cm =
(2m)!
m!(m+1)! , which is called the m-th Catalan number (Notation 2.9 in
[NS]).
The Mobius function. Let P be a finite partial ordered set (poset), and P (2) = {(π, σ) : π, σ ∈
P, π ≤ σ}. For two functions F,G : P (2) → C, we define the convolution F ∗G by
F ∗G(π, σ) :=
∑
ρ∈P,pi≤ρ≤σ
F (π, ρ)G(ρ, σ).
Let δ(π, σ) = 1, if π = σ; δ(π, σ) = 0, if π < σ. Then
F ∗ δ(π, σ) =
∑
ρ∈P,pi≤ρ≤σ
F (π, ρ)δ(ρ, σ) = F (π, σ), ∀F.
It follows that δ is the unit of set of all functions on P (2) with respect to convolution ∗. The inverse
function of the function ζ : P (2) → C, ζ(π, σ) = 1, ∀(π, σ) ∈ P (2), with respect to the convolution ∗
is called the Mobius function µP of P .
Free Cumulants Let π, σ ∈ NC(n). We say π ≤ σ if each block (a subset of [n]) of π is
completely contained in one of the blocks of σ. NC(n) is a poset by this partial order. The Mobius
function of NC(n) is denoted by µn. The unital linear functional ϕ : A → C produces a sequence
of multilinear functionals
ϕn : A
n → C, ϕn(a1, a2, · · · , an) = ϕ(a1a2 · · · an), n = 1, 2, · · · .
Let V = {i1, i2, · · · , is} ⊆ [n]. We define ϕV (a1, a2, · · · , an) = ϕ(ai1ai2 · · · ais). More generally, for
a partition π = {V1, V2, · · · , Vr} ∈ NC(n), we define ϕpi(a1, a2, · · · , an) =
∏r
i=1 ϕVi(a1, a2, · · · , an).
The n-th free cumulant of (A, ϕ) is the multilinear functional κn : An → C defined by
κn(a1, a2, · · · , an) =
∑
pi∈NC(n)
ϕpi(a1, a2, · · · , an)µn(π, 1n),
where 1n = [n] is the single-block partition of [n].
Free cumulants κn : A
n → C and free independence have a very beautiful relation.
Theorem 1.1 (Theorem 11.20 in [NS]). A family {ai : i ∈ I} of elements in (A, ϕ) is freely
independent if and only if for all n ≥ 2 and all i(1), i(2), · · · , i(n) ∈ I,
κn(ai(1)ai(2) · · · ai(n)) = 0
whenever there exist 1 ≤ l, k ≤ n with i(l) 6= i(k). Therefore, if a and b are freely independent, then
κn(a+ b) = κn(a+ b, a+ b, · · · , a+ b) = kn(a) + kn(b).
Semicircle elements. Let (A, ϕ) be a ∗-probability space. A self-adjoint element a ∈ A is a
semicircle element (or has a semicircle distribution) if
ϕ(an) =
2
πr2
∫ r
−r
tn
√
r2 − t2dt, n = 1, 2, · · · ,
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where r is called the radius of a. When r = 2, ϕ(a2) = 1, we say a a standard semicircle element
(or has a standard semicircle distribution). A semicircle element can be characterized by ϕ(a2k) =
(r2/4)kCk, where Ck is the k-th Catalan number, and ϕ(a
2k+1) = 0, k = 0, 1, 2, · · · , or by free
cumulants κn(a) = δn,2
r2
4 ((11.13) in [NS]).
2. Multidimensional free Poisson distributions
By the discussion in Page 203 and Exercise 12.22 of [NS], a classical Poisson distribution is the
limit in distribution of a sequence of convolutions of Bernoulli distributions. In the point of view
of random variables, we can restate it as follows. Let λ > 0, α ∈ R. For each N ∈ N, N > λ, let
{bi,N : i = 1, 2, · · · , N} be a sequence of i.i.d. Bernoulli random variables such that
Pr(bi,N = 0) = 1−
λ
N
,Pr(bi,N = α) =
λ
N
.
Then the binomial random variable SN =
∑N
i=1 bi,N has a binomial distribution
Pr(SN = kα) = C
k
N (
λ
N
)k(1−
λ
N
)N−k,
k = 0, 1, 2, · · · , N , where CkN is the combination number (or the binomial coefficient). Let N →∞,
by elementary calculus, we can get
lim
N→∞
Pr(SN = kα) =
λk
k!
e−λ = Pr(P = kα),
where P has a Poisson distribution Pr(P = kα) = λ
k
k! e
−λ, k = 0, 1, 2, · · · .
In non-commutative case, the free Poisson limit theorem (Proposition 12.11 in [NS]) says that a
free Poisson distribution is the limit in distribution of a sequence of free convolutions of Bernoulli
distributions. We want to restate it in the language of random variables.
Let’s define Bernoulli random variables in a non-commutative probability space. Let (A, ϕ) be
a non-commutative probability space. A Bernoulli random variable a ∈ A is a linear combination
a = αp + β(1 − p), where α, β ∈ R, and p ∈ A is an idempotent (p2 = p) with 0 ≤ ϕ(p) ≤ 1.
The classical interpretation of a Bernoulli random variable is that a is a random variable with two
“values”: α and β, and Pr(a = α) = ϕ(p), P r(a = β) = 1−ϕ(p). In the free Poisson limit theorem,
β = 0, ϕ(p) = λN , N > λ. We can restate the free Poisson limit theorem as follows. Let λ > 0, α ∈ R.
For N ∈ N, N > λ, let {αp1,N , αp2,N , · · · , αpN,N} be a free family of Bernoulli random variables
such that ϕ(pi,N ) =
λ
N , i = 1, 2, · · · , N . Let SN =
∑N
i=1 αpi,N . Then
lim
N→∞
κm(SN ) = λα
m,m = 1, 2, · · · .
Hence, we may restate the definition of free Poisson random variables as follows.
Definition 2.1 (Proposition 12.11, Definition 12.12 [NS]). Let λ ≥ 0, α ∈ R, and (A, ϕ) a non-
commutative probability space. A random variable a ∈ A has a free Poisson distribution if the free
cumulants of a are κn(a) = λα
n, ∀n ∈ N.
In this section, we want to generalize the results on free Poisson distributions in Lecture 12 of
[NS] to the multidimensional case.
By the proof of Theorem 13.1 in [NS], we can modify the theorem slightly to be the following
form.
Proposition 2.2 (Theorem 13.1 and Lemma 13.2 in [NS]). Let {nk} be a sequence of natural
numbers such that limk→∞ nk =∞, and, for each natural number k, (Ak, ϕk) be a non-commutative
probability space. Let I be an index set. Consider a triangular array of random variables, i. e., for
each i ∈ I, 0 ≤ r ≤ nk, we have a random variable a
(i)
nk,r ∈ Ak. Assume that, for each k, the sets
{a
(i)
(nk,1)
}i∈I , {a
(i)
(nk,2)
}i∈I , · · · , {a
(i)
(nk,nk)
}i∈I are free and identically distributed. Then the following
statements are equivalent.
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(1) There is a family of random variables (bi)i∈I in some non-commutative probability space
(A, ϕ) such that (a
(i)
nk,1
+ a
(i)
nk,2
+ · · · + a
(i)
nk,nk)i∈I converges in distribution to (bi)i∈I , as
k →∞.
(2) For all n ≥ 1, and all i(1), i(2), · · · , i(n) ∈ I, the limits limk→∞ nkϕk(a
(i(1))
nk,r · · · a
(i(n))
nk,r ) exist,
1 ≤ r ≤ nk.
(3) For all n ≥ 1, and all i(1), i(2), · · · , i(n) ∈ I, the limits limk→∞ nkκkn(a
(i(1))
nk,r · · · a
(i(n))
nk,r ) exist,
1 ≤ r ≤ nk, where κkn is the n-th free cumulant functional in Ak.
Furthermore, if one of these conditions is satisfied, then the limits in (2) are equal to the corre-
sponding limits in (3), and the joint distribution of the limit family (bi)i∈I is determined in terms
of free cumulants by (n ≥ 1, i(1), i(2), · · · , i(n) ∈ I)
κn(bi(1)bi(2) · · · bi(n)) = lim
k→∞
nkϕk(a
(i(1))
nk,r
a(i(2))nk,r · · · a
(i(n))
nk,r
).
We will use the following elementary result in sequel.
Lemma 2.3. Let {ai,j : i, j = 1, 2, · · · } be a bi-index sequence of complex numbers. If sup{|ai,j| :
i = 1, 2, · · · } = Mj < ∞, ∀j, then there exists a sequence (nk)k∈N of natural numbers such that
limk→∞ nk =∞, and limk→∞ an(k),j exists,∀j ∈ N.
Proof. Since {|ai,1| : i = 1, 2, · · · } is bounded, there is a sequence {i(k, 1) : k = 1, 2, · · · } of natural
numbers such that limk→∞ ai(k,1),1 = a1, for some number a1. Consider the sequence {ai(k,1),2 :
k = 1, 2, · · · }. Since the sequence is bounded, there is a subsequence {i(k, 2) : k = 1, 2, · · · } of
{i(k, 1) : k = 1, 2, · · · } such that limk→∞ ai(k,2),2 = a2. But we also have limk→∞ ai(k,2),1 = a1.
Continuing the process, we can obtain a bi-index sequence {i(k, l) : k, l = 1, 2, · · · } of natural
numbers such that limk→∞ ai(k,l),j = aj, for j ≤ l. Let nk = i(k, k), for k = 1, 2, · · · . Then, for a
j, and an ǫ > 0, there there exists a natural number K > j such that |ai(k,j),j − aj | < ǫ, ∀k > K.
Note that {i(n, k);n = 1, 2, · · · } is a subsequence of {i(n, j) : n = 1, 2, · · · }. Thus, i(k, k) ≥ i(k, j),
and |ai(k,k) − aj | < ǫ, ∀k > K. It means that limk→∞ ank,j = aj , ∀j. 
Theorem 2.4. Let {αi : i = 1, 2, · · · } be a sequence of real numbers, {λi ≥ 0}i∈N with λ = sup{λi :
i ≥ 1} < ∞, and for each N ∈ N, N > λ, there be N freely independent and identically distributed
sequences
{p
(i)
1,N}i∈N, {p
(i)
2,N}i∈N, · · · , {p
(i)
N,N}i∈N
of commutative projections on a C∗-probability space (AN , ϕN ), i. e., p
(i(1))
j,N p
(i(2))
j,N = p
(i(2))
j,N p
(i(1))
j,N ,
∀i(1), i(2) = 1, 2, · · · . Moreover, ϕN (p
(i)
r,N ) =
λi
N , i = 1, 2, · · · , r = 1, 2, · · · , N . Define a triangular
family of sequences of random variables {a
(i)
j,N = αip
(i)
j,N : i = 1, 2, · · · }, for j = 1, 2, · · · , N,N =
1, 2, · · · . Then there exists a family of random variables (bi)i∈N in a non-commutative probability
space (A, ϕ) and a sequence {nk : k = 1, 2, · · · } of natural numbers such that limk→∞ nk =∞ and
(a
(i)
1,nk
+ a
(i)
2,nk
+ · · ·+ a
(i)
nk,nk)i∈N converges to (bi)i∈N in distribution, as k →∞.
Proof. For N, i(1), i(2), · · · , i(n), n ∈ N, let
f(N, i(1), i(2), · · · , i(n)) = NϕN (a
(i(1))
r,N a
(i(2))
r,N · · ·a
(i(n))
r,N ), 1 ≤ r ≤ N,
and M(i(1), i(2), · · · , i(n)) = |αi(1)αI(2) · · ·αi(n)|min{λi(j) : j = 1, 2, · · · , n}. Then
|f(N, i(1), i(2), · · · , i(n))| = N |αi(1)αi(2) · · ·αi(n)ϕN (p
(i(1))
r,N p
(i(2))
r,N · · · p
(i(n))
r,N )|
≤N |αi(1)αi(2) · · ·αi(n)|min{|ϕN (p
(i(j))
r,N )| : j = 1, 2, · · ·n}
=N |αi(1)αi(2) · · ·αi(n)|min{
λi(j)
N
: j = 1, 2, · · · , n}
=M(i(1), i(2), · · · , i(n)),
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since ϕN : AN → C is positive, and p
(i(1))
r,N p
(i(2))
r,N · · · p
(i(n))
r,N ≤ min{p
(i(j)) : j = 1, 2, · · · , n}, as
projections.
Let
Sm = {(i(1), i(2), · · · , i(n)) : i(1) + i(2) + · · ·+ i(n) = m, i(1), i(2), · · · , i(n) ∈ N},
for m ∈ N. Then for each m ∈ N, Sm is a finite set with |Sm| = km, and {Sm : m ∈ N} is a partition
of the set {(i(1), i(2), · · · , i(n) : i(1), i(2), · · · , i(n), n ∈ N}. Define a bijective map
γ : S1 → {1}, γ : Sm → {(
m−1∑
l=1
kl) + 1, (
m−1∑
l=1
kl) + 2, · · · ,
m∑
l=1
kl},m ≥ 2.
For instance, γ((1, 1)) = 2, γ(2) = 3, γ(S2) = {2, 3}. It implies that
γ({(i(1), i(2), · · · , i(n)) : i(1), i(2), · · · , i(n), n ∈ N})
=γ(S1) ∪ γ(S2) ∪ · · · ∪ γ(Sm) ∪ · · ·
={j : j = 1, 2, 3, · · · }.
Thus, {f(N, i(1), i(2), · · · , i(n)) : N, i(1), i(2), · · · , i(n), n ∈ N} = {f(N, γ−1(j)) : N, j ∈ N} is
a bi-index sequence. By Lemma 2.3, there is a sequence (nk)k∈N of natural numbers such that
limk→∞ nk =∞, and f(nk, i(1), i(2), · · · , i(n)) converges as k →∞, for every tuple (i(1), i(2), · · · , i(n)).
By Theorem 2.2, there is a family of random variables (bi)i∈N in a non-commutative probability
space (A, ϕ) such that ((a
(i)
1,nk
+ a
(i)
2,nk
+ · · ·+ a
(i)
nk,nk)i∈N converges to (bi)i∈N in distribution. 
Remark 2.5. (1) By Theorems 2.2 and 2.4, For each i ∈ N,
κn(bi) = lim
k→∞
(nkϕnk((a
(i)
r,nk
)n) = αni λi, n = 1, 2, · · · .
Hence, bi has a free Poisson distribution, for each i ∈ N.
(2) If {p
(i)
r,N}i∈N is an orthogonal sequence of projections, for ∀N, r = 1, 2, · · · , N , then
κn(bi(1)bi(2) · · · bi(n)) = lim
k→∞
nkϕnk(αi(1) · · ·αi(n)p
(i(1))
r,nk · · · p
(i(n))
r,nk ) = 0,
whenever there are i(j) 6= i(l), 0 ≤ j, l ≤ n. This means that {bi : i ∈ N} is a free family
of free Poisson random variables. A similar procedure of constructing a free family from an
orthogonal one can be found in Example 12.19 in [NS].
We, therefore, define multidimensional free Poisson distributions as follows.
Definition 2.6. A family of random variables (bi)i∈N in a non-commutative probability space (A, ϕ)
has a joint free Poisson distribution if the family has a joint distribution same as the limit distri-
bution in Theorem 2.4.
3. Free Poisson Processes
An analogue of classical Poisson processes in free probability can defined as follows.
Definition 3.1. For k ∈ N and α ∈ R. A family {Xt : t ≥ 0} of self-adjoint elements in a ∗-non-
commutative probability space (A, ϕ) is a free Poisson process if it satisfies the following conditions.
(1) X0 = 0.
(2) For 0 ≤ t1 < t2 < · · · < tn < ∞, Xtn − Xtn−1 , · · · , Xt2 − Xt1 form a freely independent
family.
(3) For 0 ≤ s < t, Xt−Xs has a free Poisson distribution with parameters λ = k(t− s) and α,
that is, κn(Xt −Xs) = k(t− s)αn, n = 1, 2, · · · . (The most common case is that k = 1.)
ConstructionWe give a procedure for constructing a free Poisson process in a ∗-non-commutative
probability space, for a real number α.
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(1) For each natural number N , let t 7→ pt,N be a projection-values process [0, N ] → A,
where (A, ϕ) be a W ∗-probability space. That is, for 0 ≤ t1 < t2 < · · · < tn ≤ N ,
{pt2,N −pt1,N , pt3,N −pt2,N , · · · , ptn,N−ptn−1,N} is an orthogonal family of projections, and
ϕ(pt,N ) =
t
N , ∀0 ≤ t ≤ N . Actually, we can get such a process by letting pt − ps = p[ sN ,
t
N
),
for 0 ≤ s ≤ t ≤ N in the projection-valued process in Section 4.2 of [MA].
(2) Choose N free copies of the process in Step 1. That is, processes {pit,N : 0 ≤ t ≤ N}, i =
1, 2, · · · , N , are N free families of random variables, and ϕ(pit,N ) =
t
N i = 1, 2, · · · , N .
(3) Let at,N = α
∑N
i=1 p
i
t,N . Then the limit in distribution of at,N , as N → ∞, has free
cumulants κn(at) = tα
n, ∀n ≥ 1, by Proposition 12.11 in [NS].
(4) By Exercise 16.21 or Theorem 21.7 in [NS], there is a family {at : t ≥ 0} in A such that
κn(at) = tα
n, ∀n ≥ 1 (If necessary, we can expand A so that A contains all limit elements
{at, t ≥ 0}).
Now we show that {at : t ≥ 0} is a free Poisson process with parameter α.
Theorem 3.2. The process {at : t ≥ 0} constructed via the above procedure is a free Poisson process
in (A, ϕ).
Proof. For 0 ≤ s < t, choose N > t, and consider at,N − as,N = α
∑N
i=1(p
i
t,N − p
i
s,N ). By the proof
of Proposition 12.11 in [NS], the n-th free cumulant of at,N − as,N is (t− s)αn +O(
1
N ). Thus,
κn(at − as) = lim
N→∞
((t− s)αn +O(
1
N
)) = (t− s)αn, ∀n ≥ 1.
Moreover, by Remark 2.5, for 0 ≤ t1 < t2 < · · · < tn < ∞, atn − atn−1 , · · · at2 − at1 form a freely
independent family. 
Remark 3.3. (1) In Section 4.2 of [MA], Anshelevich constructed a free Poisson process as
follows. For a projection-valued process I 7→ pI , from half-open intervals I ⊂ [0, 1] into
projections in a W ∗-probability space(A, ϕ), and a standard semicircle element s ∈ A, which
is free from {pI : I ⊂ [0, 1]}, I 7→ spIs is a free Poisson process with κn(spIs) = |I|. Let
I = [0, t). Then κn(spIs) = t (t > 0). This is a special case of free Poisson processes with
α = 1.
(2) When combining the construction in Remark 1.9 in [NS1] and that in Section 4.2 in [MA],
we can get a free Poisson process I 7→ spIs for a general semicircle element s ∈ A with
radius r. The free Poisson process I 7→ spIs has n-th cumulant κn(spIs) = |I|
r2n
4n . This is
a free Poisson process with α = r
2
4 > 0.
(3) One can get a free Poisson process by our procedure for any α ∈ R.
A generalized version of free Poisson distributions is the following compound free Poisson distri-
butions.
Definition 3.4 (Definition 12.16 in [NS]). Let ν be a compactly supported probability measure on
R, and λ ≥ 0. A probability measure µ on R is called a compound free Poisson distribution
with rate λ and jump distribution ν if the n-th free cumulant of µ is κn(µ) = λmn(ν), where mn(ν)
is the n-th moment of measure ν, and n ≥ 1.
Now we generalize the notion of free Poisson processes to a compound version.
Definition 3.5. Let ν be a compactly supported probability measure on R and k ∈ N. A family
{aI : I = [s, t) ⊂ [0,∞)} of self-adjoint elements in a ∗-non-commutative probability space (A, ϕ) is
a compound free Poisson process with respect to ν, if it satisfies the following conditions.
(1) aI has a compound free Poisson distribution: κn(aI) = k|I|mn(ν), n ≥ 1.
(2) If I1, I2, · · · , In are mutually disjoint half-open intervals, then aI1 , aI2 , · · · , aIn form a freely
independent family.
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Construction For a compactly supported probability measure ν on R, the construction for a
compound free Poisson process is very similar to that for a free Poisson process.
(1) For each natural number N , choose a projection-valued process I 7→ pI,N , from half-open
intervals I ⊂ [0, N ] into a W ∗-probability space (A, ϕ) such that ϕ(pI,N ) =
|I|
N , as we did
in the previous construction for a free Poisson process. Let pt,N = p[0,t),N .
(2) For a half-open interval I = [s, t), where 0 ≤ s < t, choose a natural number N > t, and a
self-adjoint element aI,N in (AI , ϕI) such that ϕI(anI,N) = mn(ν), where AI = pI,NApI,N ,
ϕI(x) =
ϕ(x)
ϕ(pI,N )
, for x ∈ AI , and mn(ν) is the n-th moment of measure ν. Then ϕ(anI,N ) =
ϕ(pI,N )mn(ν) =
t−s
N mn(ν), n ≥ 1.
(3) As the Step 2 in the previous construction, for each natural number N , choose N processes
{a
(i)
I,N : I = [s, t) ⊂ [0, N ]}, i = 1, 2, · · · , N , that is, ϕ((a
(i)
I,N )
n) = |I|N mn(ν), n ≥ 1, i =
1, 2, · · · , N . Also, the N processes are freely independent from each other.
(4) Let bI,N =
∑N
i=1 a
(i)
I,N , I ⊂ [0, N ], and N = 1, 2, · · · . By the proof of Proposition 12.11 in
[NS], limN→∞ κn(bI,N) = |I|mn(ν), n ≥ 1.
(5) Let {bI : I = [s, t), 0 ≤ s < t <∞} be the family of random variables with the distribution
κn(bt) = (t− s)mn(ν), n ≥ 1.
Theorem 3.6. {bI : I = [s, t), 0 ≤ s < t} constructed above is a compound free Poisson process.
Proof. By the construction, κn(bI) = |I|mn(ν), n ≥ 1, that is, bI has a compound free Poisson
distribution.
For a family {I1, I2, · · · , Ik} of mutually disjoint half-open intervals, choose a natural number
N such that Ij ⊂ [0, N ], j = 1, 2, · · · , k. For every 0 < r ≤ N , a
(r)
Ij ,N
∈ AIj ,N = pIj ,NApIj ,N ,
j = 1, 2, · · · , N . Thus,
∏k
j=1 a
(r)
Ij ,N
= 0. By Theorem 13.1 in [NS],
κl(bIi(1) , bIi(2) , · · · bIi(l)) = lim
N→∞
Nϕ(
l∏
j=1
a
(r)
Ii(j),N
) = 0,
if there are two disjoint intervals in {Ii(1), Ii(2), · · · , Ii(l)} ⊆ {I1, I2, · · · , Ik}, ∀1 < l ≤ k. It follows
from Theorem 11.20 in [NS] that bI1 , bI2 , · · · , bIk form a freely independent family. 
In classical probability, the sum of two independent Poisson processes is still a Poisson process
(see Section 2.3 in [RG]). In free probability, we have a slightly different result.
Theorem 3.7. Let {bI,i : I = [s, t) ⊂ [0,∞)}, i = 1, 2, · · · , k, be a freely independent family of k
compound free Poisson processes such that κn(bI,i) = |I|mn(νi), where νi is a compactly supported
probability measure on R, i = 1, 2, · · · , k. Then the sum bI =
∑k
i=1 bI,i is a compound free Poisson
process with distribution κn(bI) = k|I|mn(ν), n ≥ 1, where ν =
∑k
i=1
νi
k .
Proof. For a half-open interval I = [s, t), operators bI,1, bI,2, · · · , bI,k are freely independent. There-
fore,
κn(bI) =
k∑
i=1
κn(bI,i) =
k∑
i=1
|I|mn(νi) = k|I|
k∑
i=1
mn(νi)
k
= k|I|mn(ν), n ≥ 1.
For mutually disjoint intervals I1, I2, · · · , Il of [0,∞) and n ≤ l, we have
κn(bI1 , bI2 , · · · , bIn) =
n∑
i1,i2,··· ,in=1;ip 6=ip′ ,∀p6=p
′
k∑
j1,j2,··· ,jn=1
κn(bIi1 ,j1 , bIi2 ,j2 , · · · , bIin ,jn).
It implies that bI1 , bI2 , · · · , bIl are freely independent. 
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Corollary 3.8. Let {at,1 : t ≥ 0} and {at,2 : t ≥ 0} be two freely independent free Poisson processes
with distributions κn(at,i) = tα
n
i , n ≥ 1, i = 1, 2. Then {at = at,1 + at,2 : t ≥ 0} is compound free
Poisson process. Moreover, the sum process {at : t ≥ 0} of two non-zero free Poisson processes
(that is, (α1)
2 + (α2)
2 6= 0) is a free Poisson process if and only if α1 = α2.
Proof. The first conclusion that the sum of two freely independent free Poisson processes is a
compound free Poisson process follows from the previous result, Theorem 3.7. More precisely, the
sum process has a distribution κn(at) = 2tmn(ν), n ≥ 1, where ν =
1
2 (δα1 + δα2), and δα is the
point mass distribution at number α (see Example 3.4.1 in [VDN]). Note that a compound free
Poisson distribution is a free Poisson distribution if and only if the probability measure ν in the
definition of compound free Poisson distributions is a point mass distribution δα. If α1 = α2, then
δα1 + δα2 = 2δα, where α = α1 = α2. Therefore,
κn(at,1 + at,2) = t(α
n
1 + α
n
2 ) = 2tα
n, ∀t ≥ 0, n ≥ 1.
It follows that the sum process is a free Poisson process.
Suppose now that δα1 +δα2 = 2δα, for some α ∈ R, we will show that α1 = α2. Suppose α1 6= α2.
If |α1| > |α2|, then for t > 0 and all n ∈ N, we have
κn(at,1 + at,2) = t(α
n
1 + α
n
2 ) = 2tα
n ⇒ 1 + (
α2
α1
)n = 2(
α
α1
)n.
Let n → ∞, we have the limit of the left side sequence is 1. On the other hand, if |α| > |α1|,
the limit of the right side sequence is ±∞; if |α| < |α1|, the limit of the right side sequence is 0;
if α = −α1, the limit of the right side sequence (−1)n does not exist. All these cases lead to a
contradiction. It implies that α = α1. Thus, limn→∞ 2(
α
α1
)n = 2. This contradicts to the fact that
the limit on the left is 1. Hence, the assumption |α1| > |α2| is wrong. Very similarly, we can prove
that the assumptions |α1| < |α2| and α1 = −α2 lead contradictions. Therefore, if the sum is a free
Poisson process, then α1 = α2. 
Remark 3.9. (1) A similar result about the sum of free Poisson distributions can be found in
Exercise 12.25 in [NS].
(2) Combining the construction after the definition of free Poisson processes and the above
corollary, we can construct a free Poisson process {at : t ≥ 0} such that κn(at) = ktα
n, n ≥
1, for k ∈ N and α ∈ R.
4. The Karhunen-Loeve expansion of a free Poisson Process
4.1. The Karhunen-Loeve expansion of a classical stochastic process. First let’s recall the
Karhunen-Loeve Expansion of a classical stochastic process (Sections 2.3.6, 2.3.7 in [DJ] and [AA]).
Definition 4.1 ([PB]). Let T ∈ R, T > 0. A function K(s, t) : [0, T ]× [0, T ]→ R is called a kernel
if
(1) K is symmetric, that is, K(s, t) = K(t, s), ∀0 ≤ s, t ≤ T , and
(2) K is non-negative definite,
n∑
i,j=1
cicjK(ti, tj) ≥ 0, ∀t1, t2, · · · , tn ∈ [0, T ], c1, c2, · · · , cn ∈ R.
Theorem 4.2 (Mercer’s theorem, [PB]). Suppose K : [0, T ] × [0, T ] → R is a continuous ker-
nel. Then the integral operator TK : L
2([0, T ]) → L2([0, T ]), TK(f)(x) =
∫ T
0 K(x, y)f(y)dy, ∀f ∈
L2([0, T ]) is non-negative definite, and there is an orthonormal basis {φi : i = 1, 2, · · · } of L2([0, T ])
consisting of eigenfunctions of TK such that the corresponding eigenvalues {λi} are non-negative.
10
The eigenfunctions corresponding to non-zero eigenvalues are continuous on [0, T ] and the kernel
K has the form
K(s, t) =
∞∑
i=1
λiφi(s)φi(t),
where the convergence is absolute and uniform, that is,
lim
n→∞
sup
s,t∈[0,T ]
|K(s, t)−
n∑
i=1
λiφi(s)φi(t)| = 0.
Theorem 4.3 (Karhunen-Loeve, [AA]). Let Xt be a centered (i. e. E(Xt) = 0), mean square
continuous (limt→t0 E((Xt − Xt0)
2) = 0) stochastic process on a probability space (Ω,F , µ) with
Xt ∈ L2(Ω, [0, T ]). Then there is an orthonormal basis {φi} of L2([0, T ]) such that for all t ∈ [0, T ],
Xt =
∞∑
i=1
Xiφi(t),
where Xi =
∫ T
0 Xtφi(t)dt, the convergence is in L
2(Ω), and E(Xi) = 0, E(XiXj) = δi,jλi, i, j =
1, 2, · · · .
4.2. The non-commutative stochastic process case. Let {X(t) : t ≥ 0} be a free Poisson
process in a W ∗-probability space (A, ϕ) with α ∈ R, k = 1 (See Definition 3.1). Suppose that the
process is continuous with respect to ‖ · ‖2 in A (which is called L2-continuous). For T > 0, let
L2(0, T ;A) be the space of all L2-continuous non-commutative stochastic processes of self-adjoint
operators in (A, ϕ). It is obvious that (s, t) 7→ ϕ(XsXt) is continuous on [0, T ]× [0, T ]. Thus, we
can define an inner product 〈X,Y 〉 =
∫ T
0
ϕ(X(t)Y (t))dt in L2(0, T ;A). We get a Hilbert space
L2(0, T ;A).
Lemma 4.4. Let Xt be a free Poisson Process in a W
∗-probability space (A, ϕ) with distribution
κn(Xt) = tα
n, n = 1, 2, · · · , t ≥ 0, α ∈ R. Suppose Xt ∈ L2(0, T ;A). Then the second free cumulant
k(s, t) := κ2(Xs, Xt) is a continuous kernel on [0, T ].
Proof. Suppose 0 < s ≤ t ≤ T . Then
k(s, t) = κ2(Xs, Xt) = κ2(Xs, Xt −Xs +Xs) = κ2(Xs, Xs) = sα
2 = k(t, s).
Moreover, by Example 11.6 in [NS],
k(s, t) = κ2(Xs, Xt) = ϕ(XsXt)− ϕ(Xs)ϕ(Xt) = ϕ((Xs − ϕ(Xs))(Xt − ϕ(Xt))) = ϕ(X˜sX˜t),
where X˜t = Xt − ϕ(Xt).
It implies that for 0 < t1, t2, · · · , tn ≤ T and c1, c2, · · · , cn ∈ R, we have
0 ≤ ϕ((
n∑
i=1
ciX˜ti)(
n∑
i=1
ciX˜ti)) =
n∑
i,j=1
cicjϕ(X˜tiX˜tj ) =
n∑
i,j=1
cicjk(ti, tj).
That is, k is non-negative definite. Note that the continuity of t 7→ Xt implies the continuity of
t 7→ X˜t. Thus, we can assume that Xt is centered, therefore, k(s, t) = ϕ(XsXt). It implies that
k(s, t) : [0, T ]× [0, T ]→ R is continuous. 
We are in the position to present the Karhunen-Loeve expansion of a free Poisson Process.
Theorem 4.5. Let(Xt)t≥0 be an L
2-continuous free Poisson process in a W ∗-probability space
(A, ϕ) with distribution κn(Xt) = tαn, t ≥ 0, n = 1, 2, · · · , for some α ∈ R. Let
X˜t = Xt − tαI(t ≥ 0), λn =
α2T 2
(n− 1/2)2π2
, φn(t) = (
2
T
)1/2 sin(
(n− 1/2)πt
T
), n ≥ 1.
Then we have the Karhunen-Loeve expansion of X˜t.
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(1)
X˜t =
∞∑
i=1
X˜iφi(t), 0 < t ≤ T,
where X˜i =
∫ T
0 X˜tφi(t)dt, the convergence is in L
2(A, ϕ).
(2) ϕ(X˜iX˜j) = δi,jλi, ∀i, j.
Proof. By Lemma 4.4 and Theorem 4.2, there is an orthonormal basis {φi(t) : i = 1, 2, · · · } of
L2([0, T ]) and non-negative numbers λi, i = 1, 2, · · · . such that
ϕ(X˜sX˜t) = ϕ(XsXt)− ϕ(Xs)ϕ(Xt) = k(s, t) =
∞∑
i=1
λiφi(s)φi(t), ∀t, s ∈ [0, T ],
where the convergence is absolute and uniform on [0, T ]× [0, T ]. Let’s prove the properties of Xi.
ϕ(X˜i) =
∫ T
0 ϕ(X˜t)φi(t)dt = 0, and
ϕ(X˜iX˜j) =
∫ T
0
∫ T
0
ϕ(X˜tX˜s)φi(s)φj(t)dsdt =
∫ T
0
∫ T
0
k(s, t)φi(s)φj(t)dsdt = δi,jλi.
For t ∈ [0, T ] and n ∈ N, we have
ϕ((X˜t −
n∑
i=1
X˜iφi(t))
2) = ϕ(X˜2t )− 2
n∑
i=1
ϕ(X˜tX˜i)φi(t) +
n∑
i,j=1
ϕ(X˜iX˜j)φi(t)φj(t)
= k(t, t)− 2
n∑
i=1
(
∫ T
0
ϕ(X˜tX˜s)φi(s)dsφi(t)) +
n∑
i,j=1
ϕ(X˜iX˜j)φi(t)φj(t)
= k(t, t)− 2
n∑
i=1
λiφi(t)
2 +
n∑
i=1
λiφi(t)
2 → 0,
as n→∞, by Theorem 4.2. Moreover, the convergence is uniform on [0, T ]. By the proof of Lemma
5.4 and the example in Page 27 of [DJ], we can choose the eigenvalues and eigenfunctions as follows
λn =
α2T 2
(n− 1/2)2π2
, φn(t) = (
2
T
)1/2 sin(
(n− 1/2)πt
T
).

5. Integration with respect to free Poisson Random Measures
A generalization of free Poisson processes is the following free Poisson random measures.
Definition 5.1. Let α ∈ R. A free Poisson random measure is a map X from the set B0 of all
Borel subsets with finite Lebesgue measure on the real line R into Asa, the space of all self-adjoint
elements of a ∗ non-commutative probability space (A, ϕ), with the following properties.
(1) XE has a free Poisson distribution with parameters α and |E|, for a set E ∈ B0, where |E|
is the Lebesgue measure of E, that is, the n-th free cumulant κn(XE) = |E|αn, n ≥ 1.
(2) If E1, E2, · · · , Ek are mutually disjoint, then XE1 , XE2 , · · · , XEk are freely independent.
(3) If E1, E2, · · · , Ek are mutually disjoint, then X∪n
i=1Ei
=
∑n
i=1XEi .
Remark 5.2. We restrict the map X to {[0, t) : 0 < t}, and let X0 = 0, then {0} ∪ {Xt = X[0,t) :
t > 0} is a free Poisson process. Thus a free Poisson measure can be regarded as a generalization
of a free Poisson process.
For notational simplicity, we assume from now on that α = 1 in the definition of free Poisson
measures. To study integration with respect to a free Poisson random measure, we need to deal
with convergence problems. Thus, from now on, we assume that (A, ϕ) is a W ∗-probability space.
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Define ‖A‖p = (ϕ(|A|p))
1
p , for A ∈ A. Let Lp(A, ϕ) be the completion of A with respect to the
norm ‖ · ‖p for p ≥ 1.
Let s =
∑k
i=1 ciχEi be a simple function on R, where E1, E2, · · · , En are mutually disjoint Borel
sets on R with finite measures, and c1, c2, · · · , cn are mutually distinct numbers. Define the integral
of s with respect to XE as
X(s) =
∫
R
s(x)X(dx) :=
n∑
i=1
ciXEi .
Then ϕ(X(s)) =
∑n
i=1 ciϕ(XEi) =
∑n
i=1 ci|Ei| =
∫
R
s(x)dx, and
ϕ(X∗(s)X(s)) =
n∑
i,j=1
cicjϕ(XEiXEj)
=
∑
i6=j
cicjϕ(XEiXEj) +
n∑
i=1
|ci|
2ϕ(X2Ei)
=
∑
i6=j
cicjϕ(XEi)ϕ(XEj ) +
n∑
i=1
|ci|
2(κ2(XEi) + ϕ(XEi)
2)
=
∫
R
s(x)dx
∫
R
s(x)dx +
∫
R
|s(x)|2dx
≤‖s‖21 + ‖s‖
2
2 ≤ (|supp(s)|
2 + 1)‖s‖22,
where |supp(s)| is the Lebesgue measure of the support set of function s. That is,
ϕ(X∗(s)X(s)) ≤ ‖s‖21 + ‖s‖
2
2 ≤ (|supp(s)|
2 + 1)‖s‖22. (1)
Hence, for a function f ∈ L2(R) with finite measure support Sf , we can define the integral of f with
respect to a free Poisson random measure X as follows. Let {sn} be a sequence of simple functions
such that ‖sn − f‖2 → 0, as n → ∞, and the support of sn, for all n, are contained in Sf , the
support of f . Then, we have ‖X(sn) − X(sm)‖22 ≤ (|Sf |
2 + 1)‖sm − sn‖22 → 0, as both m and n
approach ∞. It implies that we can define the integral as
X(f) :=
∫
R
f(x)X(dx) = lim
n→∞
X(sn) ∈ L
2(A, ϕ),
where the limit is taken in the norm ‖ · ‖2 in A. It is obvious that the limit X(f) is independent of
the choice of sn. Moreover, for f ∈ L2(R) with Sf := supp(f), |Sf | < ∞, let sn → f in ‖ · ‖2, and
supp(sn) ⊆ Ef . By Cauchy-Schwartz inequality, sn → f with respect to ‖ · ‖1. It follows from (1)
that
ϕ(X(f)∗X(f)) = lim
n→∞
ϕ(X(sn)
∗X(sn)) ≤ lim
n→∞
(‖sn‖
2
1 + ‖sn‖
2
2) = ‖f‖
2
1 + ‖f‖
2
2. (2)
For a function f ∈ L2(R), we can define
X(f, t) :=
∫ t
−t
f(x)X(dx), ∀t ≥ 0, X(f) = lim
t→∞
X(f, t), (3)
provided that the limit taken in the norm ‖ · ‖2 in L2(A, ϕ) exists. By the above definition of
integration, we have the following rudimental property.
Proposition 5.3. Let f, g ∈ L2(R) such that X(f) and X(g) exist. Then, for real numbers α, β,
X(αf + βg) = αX(f) + βX(g).
Theorem 5.4. Let f ∈ L1(R) ∩ L2(R) be a real-valued function. Then X(f) = limt→∞X(f, t)
exists.
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Proof. For f ∈ L1(R) ∩ L2(R), let In = [−n, n], n = 1, 2, · · · . Then In ր R, and∫
R
|f(x)|dx = lim
n→∞
∫
In
|f(x)|dx,
∫
R
|f(x)|2dx = lim
n→∞
∫
In
|f(x)|2dx.
Thus, let fn(x) = f(x)χ[−n,n](x), n = 1, 2, · · · . Then ‖f − fn‖1 + ‖f − fn‖2 → 0, as n → ∞. By
identity (2), we have
‖X(fn)−X(fm)‖
2
2 = ‖X(fn − fm)‖
2
2 ≤ ‖fn − fm‖
2
1 + ‖fn − fm‖
2
2 → 0,
as n,m→∞. Therefore, we have
X(f) =
∫
R
f(x)X(dx) = lim
n→∞
∫ n
−n
f(x)X(dx)
exists. 
Theorem 5.5. Let fn, n ≥ 1, f be real-valued functions in L1(R)∩L2(R) such that limn→∞(‖fn−
f‖1 + ‖fn − f‖2) = 0.Then limn→∞ ‖X(fn)−X(f)‖2 = 0, that is,
lim
n→∞
∫
R
fn(t)dXE(t) =
∫
R
lim
n→∞
fn(t)dXE(t).
Proof. For every N ∈ N, we have
lim
n→∞
(
∫
[−N,N ]
|fn(t)− f(t)|+ |fn(t)− f(t)|
2)dt ≤ lim
n→∞
(
∫
R
|fn(t)− f(t)|+ |fn(t)− f(t)|
2)dt = 0.
For every ε > 0, there exists a number n0 ∈ N such that
‖fn,N − fN‖1 + ‖fn,N − fN‖2 < ε, ∀n ≥ n0, N ∈ N.
Let fn,N = χ[−N,N ](t)fn(t) and fN (t) = χ[−N,N ](t)f(t). By (2), we have
‖X(fn,N)−X(fN )‖L2(A,ϕ) ≤ ‖fn,N − fN‖1 + ‖fn,N − fN‖2 < ε, ∀n ≥ n0, N ∈ N.
Hence, for ε > 0, we have
‖X(fn)−X(f)‖L2(A,ϕ) = lim
N→∞
‖X(fn,N)−X(fN)‖L2(A,ϕ) ≤ ε, ∀n ≥ n0.
It follows that limn→∞ ‖X(fn)−X(f)‖L2(A,ϕ) = 0. 
Remark 5.6. (1) Let a be a self-adjoint operator in a W ∗-probability space (A, ϕ) with a free
Poisson distribution κn(a) = λ > 0, n = 1, 2, · · · . If 0 < λ < 1, by Remark 4.3 and Section
4.2 in [MA], we can choose a positive element sps having the same distribution, where s is
a self-adjoint operator with the standard semicircle distribution, and p is a projection in A
such that s and p are freely independent, and ϕ(p) = λ. Moreover, for a general λ > 0, by
the construction in section 4.2 in [MA], we still can choose a positive operator a′ ∈ A such
that a′ and a have the same distribution.
(2) We know that if κm(a) > 0, ∀m ≥ 1, then ϕ(a
m) > 0, ∀m ≥ 1 ((11.6) and (11.8) in [NS]).
But that having all positive moments doesn’t mean that a ∈ A is positive. For instance,
let A = L∞([0, 1], dx), E1 = [0, 1/3], E2 = [2/3, 1], and f = 2χE1 − χE2 ∈ A is not non-
negative. But
∫ 1
0 f(x)
ndx = 1/3(2n + (−1)n) > 0, ∀n = 1, 2, · · · .
Theorem 5.7. If {XE : E ∈ B0} is a free Poisson random measure and XE ≥ 0, ∀E ∈ B0, then the
integration with respect to the random measure is a contractive mapping from L1
R
(R) into L1(A, ϕ),
where L1
R
(R) is the space of all real-valued L1-functions on R.
Proof. Let s =
∑n
i=1 ciχEi be a simple function with finite support | ∪
n
i=1 En| =
∑n
i=1 |Ei| < ∞.
By the definition, X(s) =
∑n
i=1 ciXEi . Thus,
ϕ(|X(s)|) ≤
n∑
i=1
|ci|ϕ(XEi) =
n∑
i=1
|ci||Ei| = ‖s‖1. (4)
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Let f ∈ L1
R
(R), and choose a sequence {sn : n ≥ 1} of simple functions such that f = limn→∞ sn a.
e. and in L1. Then, by (4), we define
X(f) =
∫
R
f(x)X(dx) := lim
n→∞
X(sn),
where the limit is taken in L1(A, ϕ). Moreover,
‖X(f)‖1 = ϕ(|X(f)|) = lim
n→∞
ϕ(|X(sn)|) ≤ lim
n→∞
‖sn‖1 = ‖f‖1.

When we consider real-valued functions in L1(R), the integration operatorX : L1(R)→ L1(A, ϕ)
has the following monotonic property.
Proposition 5.8. Suppose that XE ≥ 0, ∀E ∈ B0. If real-valued functions f ≤ g, and f, g ∈ L1(R),
then X(f) ≤ X(g) in L1(A, ϕ).
To study the distribution of X(f), we focus on real-valued functions in L∞− :=
⋂
n≥1 L
n(R).
Theorem 5.9. Let f ∈ L∞− be a real-valued function. If XE ≥ 0, ∀E ∈ B0, then X(f) ∈⋂∞
n=1 L
n(A, ϕ), and X(f) has a compound free Poisson distribution:
κm(X(f)) =
∫
R
f(x)mdx,m = 1, 2, · · · .
Proof. Suppose first that f ≥ 0. Then there exists a sequence {sn : n ≥ 1} of simple functions such
that sn → f a. e., as n → ∞, and 0 ≤ sn(x) ≤ f(x) a. e.. By Lebesgue’s dominated convergence
theorem, limn→∞ sn = f in L
m, for all m ≥ 1. It implies that
lim
n→∞
∫
R
sn(x)
mdx =
∫
R
f(x)mdx,m = 1, 2, · · · . (5)
On the other hand, for a simple function s =
∑n
i=1 ciχEi , X(s) =
∑n
i=1 ciXEi. It follows that
κm(X(s)) = κm(
n∑
i=1
ciXEi) =
m∑
i=1
cmi κm(XEi) =
n∑
i=1
cmi |Ei| =
∫
R
sm(x)dx. (6)
By (5) and (6), we have
lim
n→∞
κm(X(sn)) =
∫
R
f(x)mdx,m = 1, 2, · · · . (7)
Moreover, for a real-valued simple function s =
∑n
i=1 ciχEi , |s(x)| =
∑n
i=1 |ci|χEi . Since limn→∞ sn =
f in Lm, for all m ≥ 1, we have
∫
R
|sn1 − sn2 |
m(x)dx → ∞, as n1, n2 → ∞, for all m ≥ 1. Let
sn1 − sn2 =
∑k
i=1 diχFi , we have∫
R
|sn1 − sn2 |
m(x)dx =
k∑
i=1
|ci|
m|Ei| → 0,
as n1, n2 →∞, for all m ≥ 1. Therefore, by (6) we have
κm(|X(sn1 − sn2)|) =
k∑
i=1
|ci|
m|Ei| = ‖sn1 − sn2‖
m
m → 0,
as, n1, n2 →∞, for all m ≥ 1. By the moment-cumulant formals (11.7) and (11.8) in [NS], we have
ϕ(|X(sn1)−X(sn2)|
m)→ 0,
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as n1, n2 → ∞, for all m ≥ 1. Note that 0 ≤ X(sn) ∈ A. Thus, there is a positive operator
X(f) ∈ L∞− :=
⋂∞
n=1 L
n(A, ϕ) such that ϕ(X(f)m) = limn→∞ ϕ(X(sn)
m). It implies from (7)
that
κm(X(f)) = lim
n→∞
κm(X(sn)) =
∫
R
f(x)mdx,m = 1, 2, · · · .
By Exercise 16.21 in [NS], there is a non-commutative probability space (D, ψ) and an element
d ∈ D such that ψ(dm) =
∫
R
f(x)mdx,m = 1, 2, · · · . Then we have
κm(X(f)) = ψ(d
m),m = 1, 2, · · · ,
that is, X(f) has a compound Poisson distribution with λ = 1 and measure ν, where mn(ν) =
ψ(dn), n = 1, 2, · · · .
For a general real-valued f ∈ L∞−, let f = f+ − f−. Then |f | = f+ + f−. We have X(f) =
X(f+)−X(f−) ∈ L∞−(A, ϕ). Let simple functions s+n → f
+ and s−n → f
− a. e.. Then X(s+n ) and
X(s−n ) are freely independent, since supp(s
+
n ) ⊂ supp(f
+) and supp(s−n ) ⊂ supp(f
−) are disjoint.
It follows that
κm(X(f)) = κm(X(f
+)−X(f−)) = lim
n→∞
κm(X(s
+
n )−X(s
−
n ))
= lim
n→∞
κm(X(s
+
n )) + (−1)
m lim
n→∞
κm(X(s
−
n ))
=
∫
R
f+(x)mdx + (−1)m
∫
R
f−(x)mdx =
∫
R
f(x)mdx.
It implies that X(f) has a compound free Poisson distribution
κm(X(f)) =
∫
R
f(x)mdx,m = 1, 2, · · · .

6. Centered Free Poisson Measures
A random variable a in a non-commutative probability space (A, ϕ) is centered if ϕ(a) = 0. For
a random variable a ∈ A, a˜ := a− ϕ(a) is always centered.
Definition 6.1. (1) If a random variable a ∈ (A, ϕ) has a free Poisson distribution κn(a) =
λαn, n ≥ 1, then we say a˜ = a − ϕ(a) has a centered free Poisson distribution, that is,
κn(a˜) = λα
n, n ≥ 2, and κ1(a˜) = 0.
(2) If XE , E ∈ B0, is a free Poisson random measure, we called X˜E = XE − |E|, E ∈ B0, a
centered free Poisson random measure.
Proposition 6.2. A random measure X˜E , E ∈ B0, is a centered free Poisson random measure, if
and only if
(1) X˜E has a centered free Poisson distribution with parameter |E|, for a set E ∈ B0.
(2) If E1, E2, · · · , Ek are mutually disjoint, then X˜E1 , X˜E2 , · · · , X˜Ek are freely independent.
Proof. Suppose that X˜E = XE − |E|. Then by Proposition 11.15 in [NS], for a1, a2, · · · , am ∈
A,m ≥ 2, we have κm(a1, a2, · · · , am) = 0, if there is at least one scalar element ai = αI, where α
is a constant, and I is the unit in A. It follows that, for m ≥ 2,m ∈ N,
κm(X˜E) = κm(XE − |E|, X˜E , · · · , X˜E) = κm(XE , X˜E , · · · , X˜E) = · · · = κm(XE) = |E|.
It is obvious that {X˜E1, · · · , X˜En} is a free family if E1, E2, · · · , En are mutually disjoint.
Conversely, if X˜E satisfies the two conditions, let XE = X˜E + |E|. By the above discussion, XE
is a free Poisson random measure. 
Let s =
∑n
i=1 ciχEi with |Ei| <∞. Define X˜(s) =
∫
R
s(x)X˜(dx) :=
∑n
i=1 ciX˜Ei .
Lemma 6.3. ‖X˜(s)‖22 = ‖s‖
2
2.
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Proof.
‖X˜(s)‖22 = ϕ(X˜(s)
∗X˜(s)) = ϕ(
n∑
i,j=1
cicjϕ(X˜EiX˜Ej))
=
n∑
i=1
|ci|
2ϕ(X˜2Ei) =
n∑
i=1
|ci|
2(κ2(X˜Ei) + ϕ(X˜Ei)
2)
=
n∑
i=1
|ci|
2|Ei| = ‖s‖
2
2.

From the above lemma, we can extend the integration to L2(R). Let f be a real-valued functionin
L2(R), and {sn : n ≥ 1} be a sequence of simple functions such that sn → f a. e. and in ‖ · ‖2.
Then define X˜(f) = limn→∞ X˜(sn) ∈ L2(A, ϕ), where the limit is taken with respect to ‖ · ‖2 of
L2(A, ϕ). The operator X˜ : L2(R)→ L2(A, ϕ) is isometric.
Lemma 6.4. Let s =
∑n
i=1 ciEi be a real-valued simple function, and XE ≥ 0, ∀E ∈ B0. Then
‖X˜(s)‖1 ≤ 2‖s‖1.
Proof.
‖X˜(s)‖1 = ϕ(|X˜(s)|) ≤
n∑
i=1
|ci|ϕ(XEi) +
n∑
i=1
|ci||Ei| = 2‖s‖1.

Hence, we can extend the integration to L1(R). For a real-valued f ∈ L1(R), let sn be a
real-valued simple functions such that sn → f a. e. and in L1(R). Then we define X˜(f) =
limn→∞ X˜(sn) ∈ L1(A, ϕ), where the limit is taken with respect to ‖ · ‖1 of L1(A, ϕ).
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