Analyses of tropical cyclones created in an idealized environment reveal how and why cloud microphysical assumptions can influence storm motion, including speed and direction. It is well known that, in the absence of a mean flow, a leading factor in storm propagation is the establishment of "beta gyres" owing to planetary vorticity advection by the storm's circulation. Previous research demonstrated that the tangential winds well beyond the core influence storm motion by helping to determine the gyres' orientation and intensity.
Introduction
Clouds have a tremendous impact on weather on many scales. They produce heating and cooling, transport mass vertically and horizontally, and disturb their surroundings, generating precipitation, intense winds, and turbulence. Clouds can also have more subtle effects, as through anvils that can shade the surface, which influence horizontal temperature gradients (e.g., Markowski et al. 1998 ), or by acting as ducts for gravity waves (e. g., Fovell et al. 2006) . When the clouds, their constituent particles and/or their effects are unresolvable by a numerical model, parameterizations become necessary.
Weather forecasting models at "operational" resolutions (horizontal grid spacing > 10 km at this writing) are required to compensate for unresolvable convective activity with convective and cloud microphysics parameterizations (cf. Stensrud 2007) . Convective schemes, such as Kain-Fritsch (Kain and Fritsch 1993) and Betts-Miller (Betts and Miller 1986) , attempt to specify those grid-scale effects of clouds that cannot be resolved. Cloud microphysics refers to the processes that govern the growth, fallout and evolution of condensation particles associated with grid-scale condensation. Both parameterizations participate in representing the convective activity without double-counting its thermodynamic impacts (Zhang et al. 1988 ). Fovell and Su (2007; hereafter "FS07") showed that varying cloud microphysics assumptions along with cumulus parameterizations can have a material effect on hurricane tracks simulated in a regional-scale model at 30 km horizontal resolution, even in relatively short range (2 day) forecasts. This was demonstrated in a physics-based ensemble forecasting experiment for Hurricane Rita (2005) , which came ashore near the Texas-Louisiana border.
For simulations commencing 54 h prior to landfall, FS07's ensemble predicted landfall lo-cations ranging between Lake Charles, LA, to Rockport, TX, which is a span of over 200 km. The contemporaneous National Hurricane Center (NHC) consensus revealed a nearly identical ensemble spread from the bulk of its dynamical model members (after excluding a few obvious outliers).
With 30 km grid spacing, inclusion of both parameterizations was necessary to produce model tropical cyclones having intensities and other characteristics comparable to observations. However, FS07 also conducted a higher resolution (12 km) experiment that, in the case of Rita, permitted realistic storms with only microphysics active. A substantial spread of tracks and forecast landfall locations was still obtained. In that and in an idealized experiment, it was also apparent that microphysical assumptions directly or indirectly modulated storm structure, which FS07 noted could be one reason why the storms tracked differently.
While numerous authors report microphysical influences on hurricane intensity(e. g., Lord et al. 1984; Wang 2002; McFarquhar et al. 2006; Zhu and Zhang 2006) , few have been concerned with, or have acknowledged, track sensitivity. This paper is concerned with how and why cloud microphysics assumptions can influence hurricane motion. It makes use of simulations that are made in a dynamical framework as similar to that employed in operational forecasting as possible, but sufficiently simplified so that the microphysical impacts can be identified and assessed.
The format of this paper is as follows: The model design is introduced in Section 2.
The influence of microphysics on storm track is analyzed in Section 3. Section 4 presents sensitivity tests, revealing even more ways microphysical assumptions can affect motion. The summary is contained in Section 5.
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Model
In their idealized experiments, FS07 employed a modified "real-data" version of the Weather Research and Forecasting (WRF) model (inspired by Hill and Lackmann 2008) that retained Earth curvature but had no land, a uniform sea-surface temperature (SST) of
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• C and a background environment based on Jordan's (1958) Caribbean hurricane season composite sounding though without any initial winds whatsoever. A coherent vortex was "bred" through incorporation of a synoptic-scale warm, moist anomaly into the initial condition and then integrated for a spin-up period τ s during which the Kain-Fritsch convective parameterization (CP) was used and cloud microphysics was inactive. After τ s , the CP scheme was turned off and one of three microphysics parameterizations (MPs) was activated in all three telescoping domains, the outer being a 3240 km square with 27 km resolution and the innermost being 669 km on a side with 3 km grid spacing. The outer domain was intended to capture the entire environmental response to the hurricane. In the vertical, 30 levels were used, with highest resolution concentrated near the surface.
The present study makes use of a slightly modified experiment that largely reproduces FS07's results. We again consider the Kessler, Lin-Farley-Orville (LFO) five-class, and the three-class WRF single moment (WSM3) MPs as being representative of the variety of single moment parameterizations available. Kessler is a "warm rain" scheme possessing only two forms of condensation: free-floating cloud droplets and swiftly falling rain. LFO adds to this three forms of ice: free-floating crystals, slowly falling low-density aggregates (snow) and graupel particles having more moderate densities and fallspeeds. The WSM3 is a "simple ice" scheme in which condensation above the freezing level is treated as either ice crystals 4 or snow.
In contrast with FS07, the present experiment employed a more recent version of WRF (2.2.1). Surface physics code modifications resulted in somewhat weaker storms; otherwise only minor differences were noted. Most of the simulations employed a 50 mb model top and used the Rapid Radiative Transfer Model (RRTM) radiation parameterization (Mlawer et al. 1997) . Among the sensitivity tests conducted (Section 4) were runs with higher (10 mb) model tops and the Community Atmospheric Model (CAM) radiative scheme.
The analyses presented herein make use of vortex-following composites that are constructed for periods during which the storms exhibited structural and behavioral stability.
The symmetric components reflect azimuthally averaged composite fields.
Results
Cyclone positions at 12 h intervals commencing at τ s +12 h for the three MP simulations, are presented in Fig. 1 . The results are broadly comparable to those in FS07 (their Fig.   4 ). As in that study, the tracks quickly diverged following the common startup, with the Kessler ("K") storm swiftly propagating to the northwest while the two MPs considering ice produced slower, and ultimately more northward, motions. By 60 hours, even the LFO ("L") and WSM3 ("W") storms were separated by over 60 km, and the Hurricane Rita Information regarding storm intensity and size, including eye diameter, may be inferred from Fig. 2 , which presents the radial variation of the 850 mb symmetric wind speed component from the storm-following composites. This is intended to represent the flow at the top of the planetary boundary layer that is essentially uninfluenced by surface friction. As in FS07, the Kessler storm resulted in the widest eye and the strongest winds at larger radius, while between the two ice MP cases, the LFO storm was most intense and the WSM3 case had the most compact eye.
The tracks and storm structures in Figs As in our experiment, the tracks included a rapid mover toward the northwest as well as slower, more northward-directed storms. When FE89 varied only the winds closer to eye (radius r < 300 km), almost no difference in track or storm speed resulted (their Fig. 2 ).
FE89 explained storm motion in their model as resulting from a "ventilation flow" established across the vortex as a result of the establishment of "beta gyres" (Holland 1983; Chan and Williams 1987) that are a consequence of differential advection of planetary vorticity by the storm's cyclonic circulation. FE89 found that the winds at outer radius, being 300 km and farther from the eye in their study, strongly influenced storm motion because they determined the orientation and intensity of the gyres. Indeed, they also demonstrated that subtle variations in outer wind strength and radial variation could have a major impact on both storm track and speed.
In the present experiment, the simulated storms that had stronger outer winds propagated more quickly and along a more northwestward track. FE89 used a much simpler model than 6 ours, and factors missing from their model can and will influence storm propagation and the flow across the vortex such as baroclinic processes (Wu and Emanuel 1993; Flatau et al. 1994; Wang and Holland 1996) and internal instabilities (Nolan et al. 2001; Marks et al. 2008 ). Nevertheless, the strength of the symmetric flow at large radius is considered here to be a leading explanatory term for hurricane motion in an environment with no initial basic current. Thus, an explanation will be given as to how and why microphysics has influenced the azimuthally-averaged winds at large distances from the eye.
The first step is to interpret the radial variation of the winds in the context of surface pressure (p s ) gradients, which are illustrated in Fig. 3 for the three MP cases. The inviscid horizontal equation of motion in cylindrical coordinates applied at or near the surface is
( 1) where u s and v s are the near-surface radial and tangential winds, respectively, f is the Coriolis parameter, and ρ s is the sea-level air density. If the flow is steady, which is a better assumption away from the vortex core, an approximation for v s is
The tangential winds approximated from (2) represented by the radial gradient of sea-level pressure (SLP).
In the hydrostatic limit, the pressure beneath a column of depth Z is related to the 7 pressure at the top (p Z ) and the column-average virtual temperature (T v ); i.e.,
where g and R d are the gravity acceleration and dry air gas constant, respectively. The surface pressures estimated using Z = 14.5 km in (3) are superposed in Fig. 5 on the SLP profiles from Fig. 3 . This fit is also excellent. Although it will be shown below that this height is within the anvil of at least some of the model storms, it was chosen because the pressure of 141 mb at this height varied little with radius or among the cases.
Therefore, by far the largest contributor to the surface pressure is the column average virtual temperature between the surface and the 14.5 km level. The radial distribution of the symmetric component ofT v used in (3) is shown in Fig. 6 . At larger radii, the virtual temperatures of the three MP storms vary by several degrees, with the Kessler storm having the highest temperatures. Yet, the winds reflect radial pressure gradients, which are hydrostatically related to temperature gradients, so the key discriminator among the storms is the larger radial variation ofT v beyond the core for the Kessler case.
The higher average virtual temperature and larger radial gradient in the Kessler simulation resulted in part from that storm having a more prominent upper tropospheric anvil than that produced by the two ice MPs. Vertical cross-sections of total condensate, positioned west-east across the eye and averaged over a period of 12 h, are shown in Fig. 7 for the three cases. The Kessler anvil is obviously thicker, wider and contains more mass than that produced by either ice scheme. The Kessler anvil has reached an enormous horizontal extent, with a diameter exceeding 2800 km. Although somewhat discontinuous in nature and smaller in comparison to the Kessler storm anvil, the two ice MP schemes also generated 8 substantial anvils that are wider than those documented in Kossin (2002) liquid water is also relevant as condensation is more likely to form and persist when treated as solid water. In contrast, the Kessler scheme usually produces rain rather quickly, which leads to larger particle sizes and fallspeeds throughout the cloud.
The only mechanism for producing new precipitation particles in the Kessler parameterization is the autoconversion process in which cloud droplets self-aggregate into drops having non-negligible terminal velocities. Autoconversion usually depends on the presence of a critical concentration of cloud droplets in a given volume. Powerful updrafts in squall lines are prodigious generators of condensation, and drive the (perhaps overly) rapid conversion of droplets to rain. In contrast, the characteristically weaker updrafts in hurricanes (only 5% exceed 5 m s −1 , according to Black et al. 1996) produce less condensation and so fewer new rain drops are produced owing to the smaller droplet concentrations. The LFO and WSM3
schemes have several routes to produce precipitation and are thus more likely to create new precipitating particles above the freezing level in volumes lacking them. In these simulations, it was the Kessler case that had the smallest average particle fallspeed outside the core and thus developed the most extensive anvil cloud.
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Also shown in Fig. 7 are virtual temperature perturbations from the initial state. In all three simulations, the expected elevated temperatures in the eye region can be noted (e.g.,
Hawkins and Rubsam 1968), revealing of both storm intensity and eye diameter. For the two ice MP cases (Figs. 7b, c) , positive perturbations extend radially outward from the core with maximum extents at the 9-10 km level. Those perturbations are roughly comparable in scale and magnitude to those retrieved by the Advanced Microwave Sounding Unit sensor (Kidder et al. 2000; Knaff et al. 2004) , and likely resulted from compensating subsidence in the region beyond the core. However, the Kessler storm had prominent warm regions beneath and cool regions above the horizontally extensive anvil. It will be shown in the next section that the extensive anvil in the warm rain storm impacted radiation calculations and resulted in modifications to the radial temperature and pressure gradients that ultimately influence the track.
Notice that the average virtual temperatures in Fig. 6 were computed at a level that excluded the cooling above the Kessler storm's anvil (see Fig. 7 ). Selection of a higher level decreases the columnT v for the warm rain case but also alters column top pressure p Z (not shown). In these simulations, the 14.5 km level had the smallest pressure perturbations with respect to the initial state. Other levels increased the importance of p Z relative toT v in (3), which complicated the interpretation of the hydrostatic effect of temperature on surface pressure and winds.
Sensitivity tests
The preceding results demonstrated that, at least in idealized simulations having no initial flow, assumptions inherent in cloud microphysical schemes can have a first-order effect on the motion (speed and direction) of a tropical cyclone. In this section, the sensitivity to model depth, the radiation scheme and particle fallspeeds is investigated. While the disparity between the two ice MP schemes was not insignificant, at least from an operational forecasting viewpoint, the purpose of this section is to elucidate the reasons why the Kessler results were so different. Note it is not necessary for the Kessler scheme to be a realistic microphysical parameterization for these results to be important or instructive. Once the dynamical linkage connecting microphysics to hurricane motion is established, more sophisticated MPs could be tweaked -in relatively subtle and even unobjectionable ways -to produce similar results. It is the dynamical linkages that are of interest.
a. Domain depth and radiation experiments
Increasing the domain depth to the 10 mb level was not found to materially influence simulated storm structure or motion, independent of which MP was employed. Intercomparison of condensate and virtual temperature perturbation fields revealed no adverse impact arising from employment of a somewhat shallower domain. Figure 8 demonstrates this for the Kessler case, which was selected for presentation because the shallower version revealed temperature perturbations located relatively close to the original (50 mb) model top (Fig. 7a) .
The deeper simulations employed the same number of vertical grid points, which resulted in a slightly smaller average vertical resolution.
Influence of the radiation scheme on the warm rain MP was also investigated (Figs. 9-11 ). While the CAM radiation parameterization was found to produce similar results as the RRTM scheme, turning radiative processes off (simulation "K/NORAD") had a major impact on storm structure and propagation, which resulted in a slower and more northward storm motion (Fig. 9 ) that closely resembles the storms simulated with the MP schemes having ice. In the K/NORAD simulation, the winds at larger radii were substantially weaker than when radiation was included (Fig. 10a) . As expected from the reasoning in Section 3, these differences in wind profiles may be traced to smaller radial temperature gradients beyond the core (Fig. 10b) . Although the K/NORAD storm's upper tropospheric anvil remained extensive (Fig. 11) , without the radiative effects little influence was exerted on the temperatures, the winds at larger radii or the storm motion.
b. Particle fallspeed experiments
Particle terminal velocity is likely the most significant factor in determining whether a MP will generate a substantial anvil cloud. However, such velocities depend on arguable and easily alterable assumptions involving particle geometry, density, and size distributions, as well as everything that controls how mass is transferred among condensate species. As dramatic examples of fallspeed sensitivity, consider simulations with a version of Kessler in which all particles immediately became rain ("K/NOCLOUD") and an LFO simulation in which graupel formation was prevented ("L/NOGRAUPEL"). These storms developed distinctly different motions ( Fig. 12) , with the track in the K/NOCLOUD simulation resembling those of the original ice MP cases, while the L/NOGRAUPEL storm eventually became the most westward propagating storm in this study.
With graupel production inhibited, the L/NOGRAUPEL storm had an extremely extensive and thick anvil ( Fig. 13) owing to the small, but finite, fallspeed of snow particles.
The virtual temperature anomaly distribution ( Fig. 13) is likely due to the combination of subsidence (as in Fig. 7b ) with a radiative effect that reflects the anvil's substantial depth. The winds at outer radius were relatively strong ( Fig. 14) and exceeded those of the Kessler simulation beyond 500 km. In contrast, the relative humidity cross-sections in Fig. 15 demonstrate that the K/NOCLOUD storm that literally lacked cloud water had a markedly different anvil structure than the original Kessler storm (compare Figs. 15a and b) . Owing to considerably larger average particle fallspeeds, the anvil extent in the K/NOCLOUD simulation is more comparable to those from the ice schemes (Figs. 7b, c) .
The foregoing sensitivity tests suggest that manipulating microphysical properties influencing the storm anvil can lead to significant track deviations. Yet other, considerably more subtle, ways of altering the radial pressure and temperature gradients via microphysical assumptions may also materially influence storm motion. Consider the track for the "K/NOCLOUD2" simulation in Fig. 12a , which is a version of K/NOCLOUD in which all condensate became rain but the fallspeed was set to zero in a truncated, annular region that consisted of the lowest 5 km for columns with SLPs that exceeded 1005 mb. The inner radius of this annular zone was roughly 400 km beyond the storm center at all times (see areas delineated on Fig. 15c ). This imposed a particle size and fallspeed difference between the storm's inner and outer regions while leaving the storm anvil essentially unaltered 1 .
1 If precipitation particles were to enter the zero fallspeed zone from above, they would cease falling (relative to still air), but the lack of an anvil above the zone minimizes this concern.
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The purpose of this experiment is to demonstrate another manner in which radial temperature variations leading to storm motion differences could issue directly or indirectly from microphysical assumptions.
As the K/NOCLOUD2 setup also produced large terminal velocities in the inner region where most of the condensation was generated, its anvil extent (Fig. 15c) (Fig. 12a ). An explanation for the motion differences is sought in the radial profiles of 850 mb wind speed and column average virtual temperature for these three versions of the Kessler MP (Fig. 16) . The slower, more northerly motion in the K/NOCLOUD simulation is consistent with the weaker winds at outer radius while the wind profile in the K/NOCLOUD2 case closely resembled that of the original Kessler run. Without anvil warming in the K/NOCLOUD2 simulation, the 0-14.5 km layerT v was systematically lower beyond the core, but it still had nearly the same radial gradient as in the K simulation. Based on the reasoning of Sec. 3, it is reasonable that the Kessler and K/NOCLOUD2 vortices had comparable tracks, despite the absence of an extensive, radiatively-important anvil in the latter.
The relatively large radial temperature gradient in the K/NOCLOUD2 simulation ( Fig.   16 's right panel) arose because inclusion of the far-field zero fallspeed zone resulted in higher (lower) temperatures near (far from) the core relative to the K/NOCLOUD case. Differences are also apparent in the condensate and virtual temperature perturbation fields (Fig. 17) .
In both simulations, cumulus clouds were periodically generated in the outer rainband zone 14 at large distances from the core. The net effect these clouds have on the main storm inflow region is a complex combination of condensation, evaporation, and fallout rates, along with fluxes from the sea surface. In the K/NOCLOUD2 case, particles created in the zero fallspeed annulus were precluded from falling, which led to longer residence times and a greater likelihood of evaporating. This evaporation undoubtedly contributed to the cooling ( Fig.   17b vs. Fig. 17a ) and moistening ( Fig. 15c vs. Fig. 15b ) of the air in the annulus relative to the same space in the other "no cloud" simulation.
Moistening of the far-field environment in the K/NOCLOUD2 case probably led to the higher temperatures closer to the core through enhanced inward moisture advection by the low-level radial inflow. Comparing the column total condensate for these two "no cloud" simulations ( Fig. 18 ), a clear difference in convective activity is seen that is not restricted to the no-fallout annulus (i.e., the region beyond the black circle in Fig. 18b ). The combination of remote cooling and inner radius warming in the K/NOCLOUD2 storm has increased the radial temperature and pressure gradients, and led to more intense winds at larger radii, which then contributed to the track differences between the "no cloud" simulations in Fig.   12a . While somewhat unphysical, the K/NOCLOUD2 experiment suggests a means by which shallower convection at significant distance from the cyclone core can exert an important influence on the storm motion.
As acknowledged earlier, other factors may influence on storm motion and flow across the vortex besides those captured in Fiorino and Elsberry's (1989) model. These other influences must be used to explain the 4 km h −1 propagation difference between the K/NOCLOUD2 and original Kessler vortices (Fig. 12a) . Whereas the lower tropospheric winds were comparable ( Fig. 16) , the speed and direction differences were found to be consistent with the 900-200 15 mb layer-mean wind averaged over radii of 400 and 200 km for the K and K/NOCLOUD2 storms, respectively. Similar layer depths have been found to be skillful in other studies (e.g., Chan and Gray 1982; Ritchie and Frank 2007) . It is not immediately clear why the appropriate averaging radii are different for the two cases.
It is noted in passing that both Kessler "no cloud" simulations possessed narrower eyes with maximum near-surface winds about 20% stronger than the original Kessler run (Fig.   16 ), with both exceeding that of the standard LFO run (Fig. 2) . The influence of cloud microphysical assumptions on storm intensity has been appreciated for some time (e.g., Lord et al. 1984; McFarquhar et al. 2006; Zhu and Zhang 2006) . These results suggest that average particle fallspeeds are somehow playing an indirect or direct role. Fovell and Su (2007) demonstrated that varying cloud microphysics and cumulus schemes in a single model could produce hurricane motion deviations resulting in significantly different track forecasts, including track spreads comparable to multi-model ensembles, even in relatively short (2 day) simulations. This work extends that study by examining how and why cloud microphysical assumptions can directly or indirectly influence storm motion.
Discussion and summary
Idealized simulations were made in a dynamical framework that included model physical processes (such as boundary layer, surface and radiation schemes) that are typically employed in operational forecasting models. The exclusion of land and initial environmental variations facilitated interpretation of these simulations.
This work presumes that vortex motion in an environment with no initial basic current is substantially (though not solely) dependent on the strength of the symmetric flow far beyond the storm core. Fiorino and Elsberry (1989) demonstrated that the tangential winds at outer radius (> 300 km from the core) determined the speed and also direction of their cyclonic vortices in environments with no basic current because those winds determined the strength and orientation of beta gyres responsible for storm motion in their simple model. To a high degree of accuracy, these winds are in gradient balance with respect to the radial pressure distribution, which is a reflection of the gradient of deep-layer mean virtual temperature
It is this radial temperature structure that the cloud microphysics representation in the model can modulate in a variety of ways. For example, it was shown that microphysics schemes (such as Kessler) resulting in a smaller average particle fallspeed leads to anvil enhancement that, other factors being equal, can influence the track via cloud-radiative interaction. Such an anvil induces local warming below, and cooling above, the anvil cloud layer. Integrating downward from the upper tropospheric level where radial pressure gradients vanish revealed that extensive anvils not only raised the layer-mean temperature, but more importantly also increased its radial gradient, and thereby changed the radial gradient of surface pressure and ultimately the track. A similar result was obtained when the balance between slowly falling snow and more quickly falling graupel particles was altered in the LFO scheme.
Since the warm rain parameterization appears to encourage excessive anvil cloud formation, it seems prudent to remove or restrain cloud-radiative feedbacks when that MP is used.
However, one should not focus on a single scheme (Kessler) or storm characteristic (the anvil cloud), especially since the "no cloud" sensitivity tests (K/NOCLOUD and K/NOCLOUD2) revealed that enhanced evaporative cooling in the lower troposphere at large radii could also substantially alter the radialT v gradient and thus the track. One way of encouraging more evaporation anywhere is to decrease the mean particle size, which is tantamount to reducing the fallspeed. The authors believe these results point to a sensitivity to fallspeed partitioning between slower and faster falling condensate particles that may be more readily revealed in a simple scheme (like Kessler) but could also easily occur in more complex schemes depending on how interactions between condensate classes such as cloud ice, snow and graupel are handled. In particular, schemes lacking the means of producing heavier, faster falling particles in sufficient quantity may produce less realistic results.
Two limitations of this study must be noted. These simulations have relatively coarse model resolution at large radius due to the telescoping domains, which could affect the production of convective motions in outer regions and thus the across-storm gradients and track. However, preliminary work using uniform higher resolution at large radii has not revealed material changes in either the results or conclusions presented herein. Potentially more serious is the use of microphysical schemes containing parameters that were tuned for other applications, and thus likely to be less representative of tropical cyclones. For example, McFarquhar and Black (2004) documented some significant inconsistencies with respect to size distributions of frozen water between tropical cyclones and other kinds of convection.
Additional comprehensive observations and more sophisticated microphysical schemes are clearly needed. In fact, the difference between the two "no cloud" simulations suggests that how outer rainbands are handled in operational models may potentially influence how the model storms move, thereby affecting position forecasts.
It should be kept in mind that other avenues of tapping into microphysical sensitivity besides via fallspeeds and cloud-radiative interactions likely exist. The important point is that microphysical assumptions modulate temperature gradients that largely determine pressure gradients that generate the winds that help determine storm track. As Fovell and Su (2007) Fig. 2 , but with the approximation of the tangential wind (2) superposed. 30 5 As in Fig. 3 , but with the estimated sea-level pressure using (3) superposed. 31 6 As in Fig. 2 
