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Магістерська дисертація: 115 с., 50 риc., 48 табл., 8 додатків, 40 джерел. 
  Актуальність. Однією з глобальних тенденцій розвитку світової економіки є 
сталий розвиток. Все більше і більше людей переймаються проблемами свідомого 
споживання, внаслідок чого стають популярними ресурси, за допомогою яких можна 
продати непотрібні речі та купити ті, що вже були у використанні. 
Надзвичайно важливо не тільки надати можливість користувачу розміщувати 
оголошення, а і зробити процес користування системою якомога більш інтуітивним 
та швидким.  За допомогою технологій машинного навчання, система рекомендує 
користувачам саме ті товари, які викликають у них найбільший інтерес. Окрім того, 
система допомагає оцінити вартість речі, яку користувач хоче продати. Труднощі, з 
якими стикаються розробники полягають у тому, що рекомендаційні алгоритми 
потребують багато часу та ресурсів, не менш вагомою є їх точність. Саме тому існує 
необхідність в удосконаленні існуючих рішень. Реалізація покращеного 
рекомендаційного алгоритму запропонована в даній роботі. 
Для досягнення поставленої мети розв’язуються такі завдання: вивчення та 
аналіз відомих аналогів; розробка архітектури мобільного додатку для розміщення 
оголошень; розробка  рекомендаційного алгоритму на основі машинного навчання; 
розробка взаємодії модулів системи та їх тестування; створення інтерфейсу 
користувача. 
Метою є досягнення кращої точності алгоритмів рекомендації товарів, 
спрощення процесу розміщення оголошень для користувачів.  
Об’єктом дослідження є процес формування рекомендаційних вказівок 
користувачам. 
Предметом є моделі та методи отримання рекомендацій щодо товарів та їх 
вартості.  
Наукова новизна полягає у запропонованому та обґрунтованому способі 
удосконаленого використання рекомендаційного алгоритму, який гарантує 
підвищення ефективності роботи системи. 
 
Зв’язок роботи з науковими програмами, планами, темами. Є частиною 
науково-дослідної роботи кафедри у напрямку обробки даних методами машинного 
навчання. 
Апробація результатів магістерської дисертації. Основні результати 
магістерської дисертації доповідались, обговорювались та отримали позитивну 
оцінку на:  
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Master's thesis: 115 pages., 50 fig., 48 tables, 8 appendices, 40 sources. 
Relevance. One of the global trends in the world economy is sustainable development. 
More and more people are concerned about the problems of conscious consumption, which 
leads to promotion of resources that provide people the ability to sell unnecessary things 
and buy those that have already been used. 
It is extremely important not only to enable the user to place ads, but also to make the 
process of using the system as intuitive and fast as possible. With the help of machine 
learning technologies, the system recommends users exactly those products that arouse their 
greatest interest. In addition, the system helps to estimate the value of the item that the user 
wants to sell. The difficulty that developers are facing is that the recommendation algorithms 
require a lot of time and resources, what is more, they lack accuracy. That is why there is a 
need to improve existing solutions. The implementation of an improved recommendation 
algorithm is proposed in this paper. 
To achieve this goal, the following tasks have been solved: study and analysis of 
known analogues; development of mobile application architecture for placing ads; 
development of a recommendation algorithm based on machine learning; development of 
interaction of system modules and their testing; creating a user interface. 
The goal is to achieve better accuracy of product recommendation algorithms, 
simplify the process of placing ads for users. 
The object of research is the process of forming recommendations for users. 
The subject is models and methods of obtaining recommendations for goods and their 
value. 
The scientific novelty lies in the proposed reasonable way to improve the use of the 
recommendation algorithm, which guarantees increased efficiency of the system. 
Connection of work with scientific programs, plans, topics. It is a part of the research 
work of the department of faculty in the area of data processing using machine learning 
algorithms. 
 
Approbation of the results of the master's thesis. The main results of the master's 
thesis were reported, discussed and received a positive assessment of: 
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 API – Application Programming Interface 
 SDK – Software Development Kit 
 NN – Neural Network 
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  RSS – Residual Sum of Squares 
 RSE – Relative Standard Error 
 VIF – Variance Inflation Factor 
 REST – Representational state transfer 
 TFIDF – Term Frequency-Inverse Document Frequency 
 GBM – Gradient Boosting Machine 








Ринок мобільних додатків сьогодні залишається одним зі стрімко зростаючих 
сегментів ринку програмного забезпечення. Це зумовлено тим, що удосконалюються 
можливості мобільних девайсів, що дозволяє виконувати все більше завдань різної 
складності, без допомоги існуючих рішень для стаціонарних комп’ютерів. Також 
розвиваються нові фреймворки для розробки кросплатформенних додатків, які мають 
за мету зменшення витрат на розробку мобільних додатків, які можуть бути 
використані користувачами різних операційних систем, та покриття більшого 
сегменту ринку. 
Дедалі  більше ринок пропонує користувачу рішення у сфері eCommerce. 
Ecommerce — сфера економіки, що включає у себе усі фінансові транзакції, які 
виконуються за допомогою комп’ютерних, мобільних та інших віртуальних додатків. 
Поява сервісів-агрегаторів, що збільшують ефективність пошуку товарів або послуг, 
допомагає підприємцям збільшити продаж своїх товарів. Сьогодні бізнес прагне 
оцифруватися для покриття більшого сегменту ринку, в зв'язку з цим створюються 
віртуальні платформи в кожній із сфер.  
 Створення мобільних додатків є дуже цікавим сегментом IT світу, адже тут 
поєднуються творчість у створенні гнучкого, зрозумілого і естетичного дизайну та 
великі можливості апаратних забезпечень, що дозволяють забезпечувати користувача 
великою кількістю різного функціоналу. Створення додатків саме з використанням 
фреймворку Flutter є новою гілкою розвитку розробки мобільних додатків, адже він 
достатньо новий, і команда, що працює над цим фреймворком, є дуже прогресивною 
і активною.  
Значна  потреба задоволення ринку мобільних телефонів та відповідно 
мобільних додатків є рушійною силою для маркетингових компаній, що надихає 
створювати власні рішення для клієнтів, підвищувати ефективність реклами та 
збільшувати кількість кінцевих користувачів сервісів. Сьогодні користувач потребує 
різноманітний функціонал для забезпечення широкого сегменту бізнес-задач. 
Метою є досягнення кращої точності алгоритмів рекомендації товарів, 
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спрощення процесу розміщення оголошень для користувачів.  
Задачі. Для досягнення поставленої мети були визначені наступні завдання: 
 дослідити існуючі алгоритми прогнозування клієнтських взаємодій;  
 дослідити існуючі підходи фільтрування контенту в рекомендаційних 
системах;  
 розробити систему рекомендації товарів; 
 розробити систему прогнозування ціни товару.  
Об’єктом дослідження є процес формування рекомендаційних вказівок 
користувачам. 







1 ЗМІСТОВНИЙ ОПИС І АНАЛІЗ ПРЕДМЕТНОЇ ОБЛАСТІ 
1.1 E-commerce – основні поняття і аналіз  
 
E-commerce – це електронна комерція. Український ІТ-сектор активно 
розвивається. Спостерігається динамічний ріст не тільки проєктів, спрямованих на 
розвиток комп'ютерних технологій, інтернет індустрії, але й стрімкий розвиток 
конкуренції в сегменті проєктів, який розуміє під собою В2С та В2В – рішення. 
Важливим стимулом для розвитку ІТ-стартапів в Україні, стала девальвація 
гривні. Не дивлячись на відносну дороговизну проживання, Київ має ряд переваг для 
життя та розвитку ІТ-бізнесу.  
По-перше, це розвинута інфраструктура, по-друге – зручна транспортна 
система з будь-якою країною Європи, по-третє – значна кількість кваліфікованих 
трудових ресурсів. 
Тобто створення ІТ-продукту може коштувати в 5 разів дешевше, ніж в Америці 
або країні західної Європи.  
Інші економічні розвинуті міста України – Одеса, Харків, Дніпропетровськ, 
Львів – також цікаві для інвесторів.  
Ринок e-commerce достатньо молодий в Україні – особливо активно він почав 
розвивається тільки останні 5-6 років. За 2018 рік він виріс на 25%, але всеодно ще не 
насичений.  
Можна зробити припущення, що протягом 10 років він буде стрімко 
розвиватися, не дивлячись на відчутну конкуренцію.  
Для підприємців, прагнучих працювати саме в цьому напрямку, відкрите велике 
поле для діяльності. 
Існує перелік причин, який уможливлює розвиток e-commerce в Україні. Поміж 
них найбільш значущий фактор це вплив інфляції на зріст користувацького попиту. 
Перед тим як перейти в магазин, у 8 з 10 випадків користувачі вивчають інформацію 
про продукт в інтернеті, порівнюючи характеристики, ціни, умови купівлі [1].  
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Ще один важливий етап розвитку ринку – омнікальність торгівлі. Згідно з 
інформацією Google, для 85% користувачів достатньо природно використовувати 
декілька пристроїв і каналів продаж для створення однієї покупки.  
При цьому користувач шукає товар в соціальних мереж, онлайн магазинах, 
маркетплейсах, тобто максимально вивчає всі шляхи продажу, які йому пропонує 
ринок.   
 
1.2 Дослідження портрету користувача своєї платформи 
 
 Запускаючи e-commerce підприємець має провести соціологічне дослідження 
ринку, та сформувати портрет свого користувача. 
Таке дослідження буває трьох видів, таких як:  
⎯  розвідувальне; 
⎯  описове; 
⎯  аналітичне [2]. 
Розвідувальне соціологічне дослідження можна також зустріти за назвою 
пілотне опитування. 
Описове соціальне дослідження представляє собою отримання загальної 
інформації про об'єкт. Таке соціологічне дослідження можна назвати вільним. 
 Тому представлений результат не очікує ніякої точності в досліджуваних 
явищах. Описовий соціологічний метод застосовується дуже не часто і має багато 
протиріч. 
Аналітичне соціологічне дослідження надає перевагу вивченню системи в 
якості виникнення різних можливих ситуацій. 
Опитування за масштабом  








Приклад програми соціологічного дослідження 
Під програмою мають на увазі виділення суті питання, яке виступає основною 
базою для проведення соціологічного дослідження. Питання  логічно зв'язані між 
собою і мають єдину ціль – вирішення проблеми соціального дослідження.  
Перед ствердженням програма досліджується на можливий інтерес у 
населення.  
Подекуди проводяться соціальні пілотні дослідження в планах яких виділення 
рівня знань можливої тематики у людей. 
Розглянемо наступний приклад. 
Програма соціологічного дослідження:  
Формування рівнів платоспроможності малозабезпеченої частини населення 
країни, вплив реклами на людину і т.д. 
Здогадки соціологічного дослідження:  
Існує здогадка про те, що чим вищий у громадянина прибуток, тим більший 
об'єм товару він купуватиме протягом цього періоду.  
Соціологічні дослідження:  
Створюється програма дослідження і подається на затвердження. Потім 
проводиться соціальне опитування з метою збору необхідної інформації. 
 
1.2 Аналіз успішних ІТ-проєктів 
 
Аналіз успішності ІТ-проєкту виконується за допомогою бізнес аналізу в ІТ.  
Бізнес-аналіз і його дефініція. Бізнес-аналіз в ІТ – це постійний пошук потреб 
клієнту цього бізнес аналізу до програмних продуктів в ІТ і пошук вирішення бізнес-
завдань відносно бізнес-потреб.  
Бізнес-аналіз був створений з метою виявлення та формулювання необхідних 
змін, що мають статися в роботі організації, корпорації тощо, також метою бізнес 
аналізу є оптимізація інтеграції цих змін в роботу організації.  
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ІТ бізнес-аналітики знаходять вирішення, що поліпшують додану вартість 
продукту, яку дає організація і може приймати участь на різних рівнях роботи 
організації, наприклад: побудова стратегії, створення архітектури організації щодо 
лідерства, поставлення мети та вимог до програмних продуктів чи проєктів.  
Задача бізнес-аналізу – порівняти умови та архітектуру наявних процесів та 
програмних продуктів з необхідностями замовника та сформувати можливі варіанти, 
як можна оптимізувати поточний процес, програмний продукт відповідно до задач 
організації.  
Насамперед, потрібно визначити завдання виконавчої одиниці бізнес-аналізу в 
ІТ. 
Виконавча одиниця бізнес-аналізу в ІТ досліджує стан ринку для клієнта, 
проводить аналіз і пошук ефективного вирішення проблеми та оформлює цей аналіз 
згідно з тим, на що можуть орієнтуватися розробники при створенні програмної 
платформи. Ця виконавча одиниця є посередником між клієнтом та командою 
протягом всього проміжку роботи проєкту.  
Бізнес-аналіз сильно впливає на хід розробки, адже він створює необхідні 
milestone(знаки пройденої милі, що означає певну значущу точку), які спрямовують 
команду в певне русло.  
Етапи бізнес-аналізу 
 проведення аналізу над потребами клієнта; 
 представлення сформованої ідеї або рішення проблеми клієнта; 
 оформлення цієї ідея або рішення в технічне завдання згідно з концепцією 
програмного продукту; 
 створення деталей специфікацій для вимог клієнта; 
 постійні консультації та brainstorms(мозкові штурми) серед розробників та 
інших учасників проєкту; 





1.3 Огляд існуючих рішень 
 
Основний конкурент даної платформи це olx.ua, адже він знаходиться в тій 
самій галузі бізнесу, що і створювана платформа. 
OLX ‒ провідна платформа оголошень в світі, яка надає послуги онлайн-
майданчиків в конкретних країнах. OLX з'єднує людей для покупки, продажу або 
обміну товарами і послугами. За допомогою OLX будь-яка людина може 
опублікувати оголошення з мобільного пристрою або комп'ютера [3]. 
Щомісяця сотні мільйонів людей по всьому світу продають і купують через 
OLX різноманітні товари, включаючи комп'ютери, мобільні телефони, меблі, 
спортивні товари, автомобілі, нерухомість, послуги та багато іншого. 
На даний момент онлайн платформа olx.ua є найпопулярнішим українським 
веб-сайтом в українському інтернет просторі [4]. 
Серед переваг над даною платформою у olx.ua:  
 велика аудиторія користувачів. 
Серед недоліків olx.ua: 
 ціна розміщення оголошення; 
 швидкість опублікування оголошення; 
 довготривала модерація оголошення; 
 обмеження кількості оголошень в певній категорії; 
 небезпека оформлення замовлення; 
 відсутність можливості оформлення замовлення всередині сервісу. 
Платформа klubok.com 
klubok.com ‒ український інтернет сервіс для купівлі та продажу товарів. Цей 
сервіс також спеціалізований на продажу одягу та аксесуарів.  
Серед недоліків можна виділити: 
 відсутність можливості авторизації через соціальні мережі; 
 відсутність безпеки при здійснені замовлення; 
 відсутність онлайн-оплати; 
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 застарілий дизайн; 
 відсутність мобільних додатків; 
 вузько направлена спеціалізація, а саме на одягу та аксесуарах; 
 наявність великої комісії при відсутності можливості безпечної покупки. 
Серед переваг:  
 наявна лояльність клієнтів. 
 
1.4 Ролі та функціонал 
 
Для створення архітектури продукту необхідно проаналізувати набір 
функціональностей та ролі користувачів нашої платформи. 
В даній системі присутні такі типи користувачів: 
 авторизований користувач;   
 не авторизований користувач. 
Не авторизований користувач може пройти процес авторизації та отримати 
доступ до всієї публічної інформації в платформі. Авторизований користувач може 
отримати доступ до всієї публічної інформації в платформі, оформити оголошення, 
зробити замовлення, переглянути асортимент, список гарячих пропозицій, список 
замовлень, інформацію про себе в екрані профілю, фото матеріал товару, список 
характеристик товару. 
Платформа матиме таку функціональність:  
 авторизація користувача; 
 перегляд асортименту товарів конкретної категорії; 
 перегляд асортименту товарів поруч з користувачем; 
 перегляд асортименту товарів конкретного продавця; 
 оформлення замовлення; 
 створення товару; 
 пошук по назві; 
 фільтрація товарів по атрибутам.  
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2 ОПИС ПРЕДМЕТНОГО ЗАБЕЗПЕЧЕННЯ 
Машинне навчання це принцип, що має за основу ідею загальних  алгоритмів, 
які можуть розповісти щось цікаве про набір даних без необхідності написання будь-
якого оригінального коду, специфічного для проблеми. Замість написання коду для 
вирішення поставленої задачі, подаються дані до загального алгоритму, який логічно 
обробляє дані та видає готовий результат.  
 Наприклад, одним із видів алгоритмів є алгоритм класифікації. Він може 
розміщувати дані в різні групи. Той самий алгоритм класифікації, що 
використовується для розпізнавання рукописних номерів, також може бути 
використаний для класифікації електронних листів на спам і не спам без жодної зміни 
кодової бази [6]. Це один і той самий алгоритм, але на різних навчальних даних, він 
має різну логіку класифікації, як зображено на рисунку 1. 
 
 
Рисунок 1 – Схема перевикористання загального алгоритму машинного навчання 
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 Алгоритм машинного навчання ‒ це чорний ящик, який можна повторно 
використовувати для безлічі різних проблем класифікації. «Машинне навчання» ‒ це 
загальний термін, що охоплює безлічі подібних загальних алгоритмів. 
 
2.1  Види алгоритмів машинного навчання  
 
 Прийнято розглядати алгоритми машинного навчання двох основних категорій 
‒ навчання під наглядом та навчання без нагляду. Різниця проста, але насправді 
важлива. 
 Навчання під наглядом [7]. Нехай існує задача спрощення комунікацій на ринку 
нерухомості. Компанія, що стрімко розвивається наймає нових стажерів для 
пришвидшення роботи. Нові кадри завзяті, але їм бракує досвіду у правильній оцінці 
вартості об’єктів.  
 Для того, щоб допомогти стажерам з оцінкою вартості житла, необхідно 
скористатись перевагами наукового прогресу, а саме машинним навчанням. Надаючи 
дані про оцінені об’єкти нерухомості системі такі як розмір, місцеположення, 
поверховість тощо, користувачі можуть передбачити вартість нових пропозицій. 
  Таким чином ведеться запис усіх транзакцій компанії щодо стосуються 
продажу приміщень. Чим більше таких даних отримає система та чим різноманітніше 
ці дані будуть, тим точнішим буде результат. 
 Використовуючи ці навчальні дані, буде створена програма, яка може оцінити, 
скільки коштує будь-який інший будинок у запропонованому районі. 
 Це називається навчанням під наглядом. Користувачам було відомо, вартість 
кожного будинку на продаж, отже, іншими словами, була відома відповідь 
заздалегідь, тому задача розв’язувалась навпаки ‒ з кінця, а не з початку. 
 Щоб створити новий додаток, необхідно додати навчальні дані про кожен 
будинок до алгоритму машинного навчання. Алгоритм намагається з’ясувати, яку 
математику потрібно робити, щоб дані збігались. 
 Цю операцію можна порівняти з вирішенням алгебраїчних виразів, коли відома 





Рисунок 2 – Відповіді до тесту без арифметичних операцій. 
 
 З цього запису неможливо зрозуміти, які математичні завдання були на тесті. 
Ви знаєте, що ви повинні “щось робити” з цифрами ліворуч, щоб отримати кожну 
відповідь праворуч. 
 Під час контрольованого навчання комп’ютеру  дозволяється налагодити ці 
зв’язки замість користувачів. Якщо комп’ютер зможе встановити які операції були 
виконані для отримання відомого результату, він зможе розв’язувати аналогічні 
завдання самостійно. 
 Навчання без нагляду [8]. Буде розглянуто приклад з агентом з нерухомості. В  
даній ситуації ціна продажу кожного будинку є невідомим параметром. Навіть якщо 
все, що відомо, це розмір, місце розташування тощо кожного будинку, виявляється, 
все одно можливо отримати результат. Це називається навчанням без нагляду. 
 Це щось на кшталт того, що комп’ютеру надаються джерела інформації та 
залишають обробляти та робити висновки з отриманих джерел самостійно. 
 Визначимо, що можна зробити з цими даними. Для початку можна мати 
алгоритм, який автоматично визначає різні сегменти ринку у ваших даних. Можливо, 
в ході навчання стане відомо, що покупцям житла в околицях поблизу місцевого 
коледжу дуже подобаються маленькі будиночки з великою кількістю спалень, але 
покупці будинків у передмісті віддають перевагу будинкам з 3 спальнями з великою 
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кількістю квадратних метрів. Знання про ці різні типи клієнтів може допомогти 
направити маркетингові зусилля. 
 Ще одна річ, яку можливо реалізувати, ‒ це автоматично визначати будь-які 
аномальні будинки, які значно відрізняються  від усього іншого. Можливо, ці 
унікальні будинки найбільш прибуткові, і ви можете зосередити своїх найкращих 
продавців на цих районах, оскільки вони мають більші комісії. 
 Однак можливість оцінки ціни на будинок навряд можна назвати «навчанням». 
Людський мозок здатний вирішувати такі завдання без сторонніх вказівок.. Якщо 
людина займається перепродажем  будинків протягом тривалого часу, вона 
інстинктивно відчуває "правильну ціну" на будинок, найкращий спосіб продати цей 
будинок, тип клієнта, котрий зацікавив би тощо. Мета машинного навчання полягає 
в можливості відтворити цю здатність на комп’ютерах.  
 Але нинішні алгоритми машинного навчання поки не такі хороші ‒ вони 
працюють лише тоді, коли виокремремлено дуже конкретну, обмежену проблему. 
Можливо, кращим визначенням “навчання” в цьому випадку є “з’ясування рівняння 
для вирішення конкретної проблеми на основі деяких прикладних даних”. 
 Отже, є завдання написати програму для оцінки вартості будинку, як у прикладі 
вище. Якби не було нічого відомо  про машинне навчання, співробітники би 
сформували основні правила для оцінки ціни на будинок, як зображено на рисунку 3. 
 
 
Рисунок 3 – Правила оцінки ціни на будинок 
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 Якщо дані будуть коригуватись то така система матиме шанс на життя. Але така 
програма ніколи не буде ідеальною, і її буде важко підтримувати, оскільки ціни 
змінюються. 
 Було б набагато краще, якби комп’ютер міг просто з’ясувати, як реалізувати цю 
функцію. Кому цікаво, що саме робить функція, якщо вона повертає правильне число. 
 Одним із способів подумати про цю проблему є те, що ціна є блюдом, а 
інгредієнти ‒ це кількість спалень, квадратні метри та околиці. Якщо ви могли б 
просто зрозуміти, наскільки кожен інгредієнт впливає на кінцеву ціну, можливо, існує 
точне співвідношення інгредієнтів, які потрібно перемішати, щоб зробити остаточну 
ціну. 
 Це призвело б до зменшення початкової функції до чогось справді такого 
простого, як зображено на рисунку 4. 
 
Рисунок 4 – Спрощений метод  
 
 Потрібно звернути увагу на цифри ‒ .841231951398213, 1231.1231231, 
2.3242341421 та 201.23432095. Це ваги. Якби було можливо просто розібратися з 
ідеальними вагами для використання в кожному будинку, функція могла б 
передбачити ціни на будинки. 
 Спосіб визначити найкращі ваги. 
Кожна вага, встановлена на 1,0. Запускаємо ітерацію про кожен будинок, про 
який знаємо, через функцію і спостерігаємо, наскільки точно функція відгадала 
правильну ціну для кожного будинку. Наприклад, якщо перший будинок справді 
продався за 250 000 доларів, але функція здогадалася, що він продався за 178 000 
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доларів, то для цього єдиного будинку помилка буде дорівнювати 72 000 доларів. 
Тепер додаємо квадратичну суму, яка сплачується за кожен будинок, який є у наборі 
даних. Припустимо, у наборі даних було 500 продажів житла, а квадрат того, 
наскільки помилилась функція для кожного будинку, становив загальну суму 86 123 
373 долари. Ось наскільки "неправильна" функція в даний час. Тепер потрібно 
загальну суму поділити  на 500, щоб отримати середнє значення помилки для кожного 
будинку. Назвемо цю середню суму помилки вартістю функції. Якщо досягти 
нульових витрат, граючи з вагами, функція була б ідеальною. Це означало б, що у 
кожному випадку функція чудово вгадувала ціну будинку на основі вхідних даних.  
Отже, це наша мета ‒ зробити так, щоб ці витрати були якомога нижчими, 
тестуючи різні ваги. 
Потрібно відтворити крок 2 знову і знову з усіма можливими комбінаціями ваг. 
Яка б комбінація ваг не робить вартість найближчою до нуля ‒ це та, яку потрібно 
використати. Задача буде вирішена коли буде знайдено ваги, які працюють та 
вирішують поставлену задачу. 
 Дослідження в багатьох галузях (як, наприклад, мовознавство / переклад) за 
останні 40 років показали, що ці загальні алгоритми навчання, перевершують 
підходи, коли реальні люди намагаються придумати явні правила самі.  
 Результуюча функція не має інтелекту.. Вона не оперує такими поняттями як  
"квадратні метри" чи "спальні". Все, що вона знає, це дії, які потрібно провести над 
вхідними даними, щоб отримати правильну відповідь. 
 Замість того, щоб приймати такі параметри, як “sqft” та “num_of_bedrooms”, 
примітивна функція передбачення тепер приймає масив чисел. Скажімо, кожне число 
представляло яскравість одного пікселя на зображенні, знятому камерою, 
встановленою на верхній частині автомобіля.  
 Тепер скажімо, що замість виведення прогнозу з назвою "ціна" функція видала 
передбачення з назвою "градуси_до_повороту_рульового_колеса". Отримана 
функція здатна керувати автомобілем. 
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 Потрібно зазначити, неодмінно, не можна просто спробувати кожну комбінацію 
всіх можливих ваг, щоб знайти ту, яка найкраще працює. Це є дуже затратною за 
ресурсами системи задачею. . 
 Щоб уникнути цього, математики придумали безліч розумних способів швидко 
знайти хороші значення для цих ваг, не намагаючись дуже багато. Ось один із 
способів: 
 Просте рівняння, яке представляє крок 2 вище: 
 
                     Вартість =  
∑500𝑖=1 (результат(і) − справжнє значення(і))
2
500 ∗ 2
     (2.1) 
 
 Те саме рівняння, але використовуючи мову машинного навчання: 
 




𝑖)  − 𝑦𝑖)2                  (2.2) 
 
 Це рівняння відображає, наскільки неправильною є функція оцінки ціни щодо 
ваг, які ми встановили на даний момент. 
 Якщо побудувати це рівняння витрат для всіх можливих значень ваг для 
number_of_bedrooms і sqft, буде отримано графік, який буде виглядати приблизно як 
на рисунку 5. 
 
 
Рисунок 5 – Графік рівняння витрат для всіх можливих ваг 
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 На графіку, представленому на рисунку 3, найнижча точка блакитного кольору 
‒ це де вартість найнижча ‒ отже, функція є найменш неправильною. Найвищі точки 
знаходяться там, де функція має найменшу похибку. Тож якщо зможемо знайти ваги, 
які ведуть до найнижчої точки на цьому графіку,  отримаємо свою відповідь. 
 Отже, для коректної роботи просто потрібно відрегулювати ваги функції, щоб 
значення “йшли вниз по схилу” на цьому графіку до найнижчої точки. Якщо 
продовжуватимемо робити невеликі коригування ваг функції, які завжди рухаються 
до найнижчої точки, врешті-решт буде знайдено оптимальні значення цим ваг. 
 Якщо взяти похідну від функції, то це значення буде вказувати на вона 
повідомляє вам нахил дотичної функції у будь-якій точці. Іншими словами, це 
говорить, який шлях є вниз для будь-якої даної точки на графіку. Ці значення 
можливо використати для уточнення значення ваг.. 
 Отже, якщо обчислити часткову похідну заданої функції витрат відносно 
кожної з ваг, то ми можемо відняти це значення від кожної ваги. Це пройде нас на 
крок ближче до дна пагорба. Продовжуйте це робити, і врешті-решт ми дійдемо до 
дна пагорба і отримаємо найкращі з можливих значень ваги. (Якщо це не мало сенсу, 
не хвилюйтесь і продовжуйте читати). 
 Це короткий підсумок одного способу знайти найкращі ваги для вашої функції, 
який називається пакетним градієнтним спуском. 
 Описаний триступеневий алгоритм називається багатовимірною лінійною 
регресією [9]. Ви оцінюєте рівняння для лінії, яка відповідає всім точкам даних 
вашого будинку. Тоді ви використовуєте це рівняння, щоб вгадати ціну продажу 
будинків, яких ви ніколи раніше не бачили, виходячи з того, де цей будинок з’явиться 
на вашій лінії. Це дійсно потужна ідея, і за допомогою неї ви можете вирішити 
„справжні” проблеми. 
 Але хоча підхід, який я показав вам, може працювати в простих випадках, він 
буде працювати не у всіх випадках. Однією з причин є те, що ціни на житло не завжди 
досить прості, щоб слідувати безперервній лінії. 
 Але, на щастя, існує безліч способів впоратися з цим. Існує безліч інших 
алгоритмів машинного навчання, які можуть обробляти нелінійні дані (наприклад, 
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нейронні мережі або SVM з ядрами). Існують також способи розумнішого 
використання лінійної регресії, які дозволяють підбирати більш складні лінії. У всіх 
випадках досі застосовується одна і та ж основна ідея необхідності знаходити 
найкращі ваги. 
 Легко скласти набір вагових коефіцієнтів, який завжди ідеально підходить для 
прогнозування цін будинків у вхідному наборі даних, але насправді ніколи не працює 
для нових будинків, яких не було у вашому вхідному наборі даних. Але є способи 
вирішити це (наприклад, регуляризація та використання набору даних перехресної 
перевірки). Навчання вирішенню цієї проблеми ‒ ключова частина навчання 
успішного застосування машинного навчання. 
 
2.1.1 Лінійна регресія 
 
 У наборі даних ми можемо охарактеризувати ознаки або змінні як кількісні, так 
і якісні (також відомі як категоріальні). Кількісні змінні ‒ це не що інше, як числові 
значення, такі як вага людини або температура міста, а якісні змінні ‒ значення в 
одному з  різних  класів або таких категорій, як стать (чоловіки чи жінки), різні 
категорії блогу (технічні, кулінарія, мода тощо) .,). Ми, як правило, позначаємо 
проблеми з кількісною реакцією як проблеми регресії. Змінна відповіді тут 
називається цільовою або залежною змінною, а інші незалежні змінні є 
предикторами. 
 Лінійна регресія використовується для пошуку лінійного зв'язку між ціллю та 
одним або кількома предикторами [10]. Існує два типи лінійної регресії ‒ проста та 
множинна. У Простій лінійній регресії ми знаходимо взаємозв'язок між залежним Y 
та незалежною змінною X, математичне рівняння, яке зближує лінійний зв'язок між 
X та Y, є 
 





  𝛽0 і 𝛽1  ‒ це дві невідомі константи, які представляють члени перерізу та 
нахилу в лінійній моделі. Разом  𝛽0 і 𝛽1 відомі як модельні коефіцієнти або 
параметри. Після того, як ми використали наші навчальні дані, для отримання оцінок 
?̂?0і ?̂?1 для модельних коефіцієнтів, 
 
      ?̂? = ?̂?0  +  ?̂?1𝑥           (2.4) 
 
де ?̂? вказує на передбачення Y. 
 
      𝑒𝑖  =  𝑦𝑖  +  ?̂?𝑖            (2.5) 
 
являє собою i-й залишок (помилка), який є різницею між фактичним значенням i-го 
відгуку та i-м значенням відгуку, яке передбачається нашою лінійною моделлю. 
Залишкову суму квадратів (RSS) визначаємо як 
 
     𝑅𝑆𝑆 =  𝑒1
2  +  𝑒2
2 + . . . + 𝑒𝑛




  𝑅𝑆𝑆 = (𝑦1  − ?̂?0  −  ?̂?1𝑥1)
2 + (𝑦2  − ?̂?0  −  ?̂?1𝑥2)
2 + . . . + (𝑦𝑛  − ?̂?0  −  ?̂?1𝑥𝑛)
2     (2.7) 
 
 У регресії завжди існує поняття найбільш підходящої лінії ‒ лінії, яка 
найкращим чином відповідає заданим даним. RSS тут називається функцією збитків 
або функцією витрат, і мінімізація її призведе до хорошої відповідності або точності. 
Цей підхід називається методом найменших квадратів. Метод найменших квадратів 
вибирає ?̂?0 і ?̂?1, щоб мінімізувати RSS, використовуючи деякі числення. Потім 
генерується новий набір коефіцієнтів, і нам потрібні деякі метрики для перевірки 
точності цих розрахункових коефіцієнтів. 




2  =  𝜎2 [
1
𝑛
 +  
𝑥2
∑𝑛𝑖= 1 (𝑥𝑖 − 𝑥)
2], 𝑆𝐸 (?̂?1)
2 =   
𝜎2
∑𝑛𝑖= 1 (𝑥𝑖 − 𝑥)
2
          (2.8) 
 
де сигма ‒ стандартне відхилення, 
 
             𝜎2  =  𝑉𝑎𝑟(𝜖)              (2.9) 
 
 Загалом Var(E) невідома, і вона прогнозується з даних як залишкова стандартна 
помилка (RSE)  
 
      𝑅𝑆𝐸 =  √𝑅𝑆𝑆/(𝑛 − 2)      (2.10) 
 
 Потрібно обчислити t, яка вимірює кількість стандартних відхилень ?̂?1 від 0 
 
      𝑡 =  
?̂?1 − 0
𝑆𝐸(?̂?1)
        (2.11) 
 
 Ймовірність спостереження будь-якого значення, рівного | t | або більше, 
припускаючи, що β1 = 0 (що означає, що між X та Y не існує зв'язку) називається p-
значенням. Невелике значення p вказує, що малоймовірний випадок, що β1 = 0 і що 
Y залежить від X або існує зв'язок між X та Y. Подібним чином високі значення p 
вказують на відсутність зв'язку, а X є незначним для прогнозування Y. 
 Ці показники корисні для оцінки точності коефіцієнтів. Тож тепер ми можемо 
моделювати з оновленими коефіцієнтами або характеристиками та оцінювати 
точність цієї моделі. Ступінь придатності лінійної регресії, як правило, оцінюється за 
допомогою двох метрик: 
 RSE може бути визначений у різних термінологіях як оцінка стандартного 
відхилення похибки, чи середнє значення, за яке залежна змінна відхиляється від лінії 
істинної регресії чи відсутність придатності моделі; 
 R в квадраті статистика (R-Squared statistic). 
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 Оскільки RSE вимірюється в одиницях Y, ми ніколи не впевнені, яке значення 
є хорошим RSE. Але R-квадрат вимірюється як частка мінливості в Y, що можна 
пояснити за допомогою X, і завжди буде в діапазоні від 0 до 1 на відміну від RSE. 
 Формула R-квадрата є 
 
     𝑅2  =  
𝑇𝑆𝑆 − 𝑅𝑆𝑆
𝑇𝑆𝑆
 =  1 − 
𝑅𝑆𝑆
𝑇𝑆𝑆
        (2.12) 
         𝑇𝑆𝑆 =  ∑ (𝑦𝑖  −  𝑦)
2       (2.13) 
 
 Загальна сума квадратів вимірює загальну дисперсію або властиву дисперсію, 
присутніх у змінній відповіді Y до того, як була проведена регресія. 
 Значення біля 0 означає, що модель не може пояснити дисперсію, а значення, 
близьке до 1, говорить, що модель здатна фіксувати варіабельність. Ефективна модель 
мала б оцінку R2 близько 1. 
 Регресія має п’ять основних припущень: 
 лінійний зв’язок: лінійна регресія потребує зв’язку між незалежними та 
залежними змінними, щоб бути лінійним. Важливо також перевірити наявність 
викидів, оскільки лінійна регресія чутлива до зовнішніх ефектів. Припущення про 
лінійність найкраще перевірити на графіках розсіювання; 
 звичайний розподіл термінів помилок: Якщо терміни помилок розподіляються 
ненормально, довірчі інтервали можуть стати занадто широкими або вузькими, тобто 
нестабільними. Це не допомагає в оцінці коефіцієнтів на основі мінімізації функції 
витрат; 
 відсутність автоматичної кореляції: Наявність кореляції в термінах помилок 
різко знижує точність моделі. Зазвичай це відбувається в моделях часових рядів, де 
наступний момент залежить від попереднього моменту. Оцінені стандартні помилки, 
як правило, недооцінюють справжню стандартну помилку, оскільки інтервали 
звужуються. Це додатково призводить до зменшення значення p, що призводить до 
неправильного висновку незначної змінної; 
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 гетеросцедастичність: Наявність непостійної дисперсії в термінах помилок 
призводить до гетеросцедастичності. Як правило, непостійна дисперсія виникає за 
наявності випадаючих значень або екстремальних значень важелів, що призводить до 
того, що інтервал довіри для прогнозування поза вибіркою буде нереально широким 
або вузьким; 
 немає або мало мультиколінеарності: дві змінні є колінеарними, якщо обидві 
вони мають взаємозалежність. Завдяки цьому стає важким завданням з’ясувати 
справжній зв’язок предикторів із змінною відповіді або з’ясувати, яка змінна 
насправді сприяє прогнозуванню змінної відповіді. 
 Це призводить до збільшення стандартних помилок. При великих стандартних 
помилках довірчий інтервал стає ширшим, що призводить до менш точних оцінок 
коефіцієнтів. 
 Коли ми говоримо про колінеарність, слід виділити кілька моментів. 
Колінеарність змінних виявляється шляхом побудови матриці кореляції, і ми 
усуваємо одну з корельованих змінних, яка не додає значення моделі. Після їх 
усунення переконфігуруйте кореляційну матрицю і продовжуйте усувати, поки всі 
змінні не перестануть залежати одна від одної. 
 Замість перевірки кореляційної матриці кращим способом оцінки 
мультиколінеарності є обчислення коефіцієнта дисперсії інфляції (VIF) [11]. 
Найменше можливе значення для VIF ‒ 1, що свідчить про повну відсутність 
колінеарності. Значення VIF, яке перевищує 5 або 10, вказує на проблематичну 
кількість колінеарності. 
 Ми можемо виміряти точність або наскільки модель підходить за допомогою 
міри Середня квадратична помилка (MSE), яка обчислює середнє значення квадрату 
членів різниці між фактичними та прогнозованими значеннями. 
 Для оптимізації моделі ми маємо зменшити MSE, для цього ми визначаємо 
функцію збитків (L), яка дорівнює MSE, і за допомогою набору ітеративних кроків 
віднімаємо негативний похідний збиток і оновлюємо його на кожному кроці, щоб 
зменшити MSE або L . Для обчислення негативної похідної ми використовуємо метод 
стохастичного градієнта, який допомагає знайти загальний мінімум функції. 
32 
 
 2.1.2  Методи регуляризації 
 
 Опанувати компроміс між упередженістю та варіацією ‒ це найважчий етап в 
становленні майстром машинного навчання [12]. 
 Визначення стосується того, наскільки модель відповідає навчальним даним 
для побудови моделі, і наскільки добре модель буде узагальнювати дані тестування, 




Рисунок 6 – Зображення недоліків перенавчання та недонавчання моделі 
 
 Концепція компромісу із зміщенням ухилу дуже корисна для розуміння 
перенавчання та недонавчання і зображена на рисунку 6. 
Будь-яка модель машинного навчання може дуже добре підходити до даних 
вибірки, а до даних поза вибіркою дуже погано. Це називається перенавчання (низьке 
упередження та велика дисперсія). 
Подібним чином, вона може дуже погано відповідати даним вибірки та поза 
вибіркою (високе упередження та низька дисперсія). Це відомо як недонавчання. 
Перенавчання трапляється, коли наша модель занадто старається вловити 
випадковий шум у наших навчальних даних, а не узагальнювати його. Це означає, що 
статистична модель починає запам'ятовувати точки даних, так що вони насправді не 
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представляють справжні властивості даних ‒ помилки та всі дещо специфічні 
характеристики вибірки. Це робить модель більш схильною до перенавчання. 
Розглянемо головний метод уникнення перенавчання. Основною концепцією 
уникнення перенавчання є максимальне спрощення моделей. Потрібно звернути 
увагу на компроміс між перенавчанням та недонавчанням моделі. 
Регуляризація ‒ надзвичайно важлива концепція машинного навчання. Це 
спосіб запобігти перенавчанню, а отже, покращити ймовірні показники узагальнення 
моделі за рахунок зменшення складності остаточної оціночної моделі. 
 Просте відношення лінійної регресії: 
 
    𝑦𝑖  =  𝛽01 + 𝛽1𝑥𝑖1 + . . . + 𝛽𝑝𝑥𝑖𝑝      (2.14) 
 
Процедура підгонки включає функцію втрат як залишкову суму квадратів або 
RSS. Коефіцієнти β, вибрані для мінімізації цієї функції втрат, виходячи з навчальних 
даних: 
 
    𝑅𝑆𝑆 =  ∑𝑛𝑖=1 (𝑦𝑖  −  (𝛼 +  𝛽𝑥𝑖))
2        (2.15) 
 
Отже, якщо модель намагається запам’ятати шум у даних тренінгу, то оцінені 
коефіцієнти для мінімізації RSS ніколи не будуть узагальнюватись на дані поза 
вибіркою.  
Саме тут появляється регуляризація шляхом додавання другого елемента 
(обмеження) це робиться для того, щоб "зменшити" або "регулювати" високі значення 
коефіцієнтів β в сторону нуля.  
Практичним ефектом використання регуляризації є пошук ваг ознак β, які добре 
відповідають даним. Ми не бачимо цього ефекту на прикладі простої лінійної регресії, 
але для задач регресії з десятками або сотнями функцій покращення точності від 
використання регуляризованої лінійної регресії, така як рідж-регресія або регресія 




2.1.3 Рідж-регресія (Ridge Regression) 
 
RSS модифікований шляхом накладення суми квадратів штрафу на розмір 
коефіцієнтів W. Сила рідж-регресії полягає в тому, що вона мінімізує RSS, 
примушуючи коефіцієнти W бути нижчими, але не примушує їх бути нульовими ‒ 
мінімізує їх вплив на навчену модель для спрощення статистичної моделі [13]. 
 
         𝑅𝑆𝑆𝑅𝐼𝐷𝐺𝐸(𝑤, 𝑏)  =  ∑
𝑛
𝑖=1 (𝑦𝑖  −  (𝑤 ∗ 𝑥𝑖  +  𝑏))
2  +  𝛼 ∑
𝑝
𝑗 = 1 𝑤𝑗
2   (2.16) 
 
2.1.4 Регресія лассо (Lasso Regression) 
 
Інший вид регуляризованої регресії, який можливо використовувати замість 
рідж-регресії, називається Регресія Лассо або Регуляризація L1 [14]. Як рідж-регресія, 
регресія лассо додає штраф для регуляризації. Але результати помітно відрізняються. 
 
            𝑅𝑆𝑆𝐿𝐴𝑆𝑆𝑂(𝑤, 𝑏)  =  ∑
𝑛
𝑖=1 (𝑦𝑖  −  (𝑤 ∗ 𝑥𝑖  +  𝑏))
2  +  𝛼 ∑
𝑝
𝑗 = 1 |𝑤𝑗|   (2.17) 
 
При лассо-регресії підмножина коефіцієнтів змушена бути рівною нулю. Що є 
свого роду автоматичним вибором функцій, оскільки при вазі рівній нулю функції, по 
суті, повністю ігноруються в моделі. Це рішення для розрідження, де лише 
підмножина найважливіших характеристик не має нульових ваг, також полегшує 
інтерпретацію моделі, що є величезною перевагою. 
Потрібно розібратись що таке і що робив параметр α. Зараз ми зіткнулися з 
критичною частиною регуляризації. 
Кількість регуляризації, що застосовується, контролюється параметром α. 
Суттєва регуляризація зменшує дисперсію моделі без істотного збільшення її 
упередженості. Згадайте компроміс, про який ми вже говорили раніше, параметр 
налаштування α керує цим компромісом. 
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Зі збільшенням значення α воно зменшує значення коефіцієнтів і, таким чином, 
зменшує дисперсію (отже, уникаючи перенавчання), але після певного значення 
модель починає втрачати важливі властивості даних, і це збільшує упередженість 
(проблема недонавчання). Тому значення α слід ретельно підбирати, використовуючи 
деякі методи налаштування гіперпараметрів. 
Концепція масштабування функцій. 
Багато алгоритмів машинного навчання використовують у своїх обчисленнях 
евклідову відстань між точкою даних. Маючи дві функції з різним діапазоном чисел, 
функція з більшим діапазоном буде домінувати в алгоритмі [15]. 
Припустимо, є два параметри (особливості), і один з них приймає відносно 
великий діапазон значень. Тоді градієнти можуть зайняти багато часу, щоб знайти 
оптимальне рішення, рухаючись туди-сюди. Але, масштабуючи наш функції, це 
допомагає швидше зближуватися в градієнтних алгоритмах. 
Нам слід масштабувати наші функції, перш ніж передавати їх будь-якій моделі, 




Flutter ‒ це набір програм для розробки програмного забезпечення з відкритим 
кодом (SDK), заснований Google для розробки надійних, масштабованих та 
високопродуктивних мобільних додатків для декількох операційних систем за 
допомогою єдиної кодової бази. 
 Flutter базується на власній мовній системі Google Dart, тому розробники, 
знайомі з такими мовами, як Java або JavaScript, можуть швидко вивчити та зрозуміти 
цю мову. Крім того, Flutter пропонує вам чудову підтримку громади та навчальні 
посібники; тому розробники мобільних додатків з будь-яким рівнем досвіду можуть 
розпочати роботу з цією платформою без будь-яких клопотів.  
 Більше того, не буде помилковим твердження, що навіть непрограмісти також 
робили бездоганні програми Flutter. 
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 Безперечно, світ обертається навколо цифрового досвіду та додатків на 
замовлення, які стали невід’ємною частиною нашого життя сьогодні. Зростаюча 
популярність мобільних додатків та збільшення операційних систем викликають дві 
основні проблеми для стартапів: 
 потрібно запустити програму з обмеженим бюджетом, маючи 3,1 мільярда 
смартфонів і таблиць, що використовуються у всьому світі та операційних системах 
(Android, iOS або Windows); 
 у світі розгортається 305 мільйонів стартапів, тому потрібно міцно закріпитися 
на ринку та виділитися серед натовпу. 
 Просте рішення двух проблем полягає у розробці крос-платформного 
мобільного додатку з унікальною ідеєю. 
 Це правда, що переважно підприємства та стартапи мають два основних 
варіанти розробки мобільних додатків (крос-платформні та нативні програми). Тим 
не менше, через відсутність бюджету та фінансування для створення нативних 
додатків для Android та iOS, стартапи вирішили вибрати крос-платформні програми. 
 Окрім того, ось причини вибрати створення крос-платформного додатку: 
 недорога розробка додатків. Створення нативного додатка може бути дорогою 
справою для стартапів, оскільки розробникам доводиться писати різні коди для 
розробки додатків для різних операційних систем. З іншого боку, одна база коду була 
використана для створення додатків, які бездоганно працюють на декількох 
платформах, а отже, це ефективно знижує витрати на обслуговування додатків; 
 швидка розробка крос-платформних додатків. Оскільки крос-платформні 
програми розробляються з єдиною базою коду; тому немає необхідності писати коди 
неодноразово, щоб програма працювала в різних операційних системах. Написання 
меншої кількості коду дозволить розробнику працювати над наступним проєктом; 
 плагіни легко використовувати. Що стосується розробки крос-платформного 
додатка, розробники мають широкий вибір плагінів, які роблять весь процес розробки 
додатків більш комфортним і бездоганним; 
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 менше зусиль для тестування програми.  Під час розробки 
кроссплатформенного додатку не потрібно наймати розробника для перевірки 
ефективності додатків для двох різних платформ. Експерти з контролю якості повинні 
перевірити лише одну версію програми, тому приділяють менше часу тестуванню. 
 Ключові особливості Flutter: 
 швидка розробка додатків із гарячим перезавантаженням. Функція гарячого 
перезавантаження Flutter робить його відокремленим від натовпу. Ця функція 
дозволяє розробникам швидко та легко експериментувати, створювати інтерфейс, 
додавати функції та налагоджувати програми в режимі реального часу. Гаряче 
перезавантаження миттєво відображає зміни, внесені вами в коді, тому вам не 
потрібно спочатку зберігати файл, щоб переглянути ефекти остаточного коригування. 
Гаряче перезавантаження може відображати оновлення в поточному стані програми 
та дозволяти продовжувати виконання коду, а розробники завершують розробку 
проєкту в режимі реального часу; 
 Flutter ‒ це відкритий код. Незалежно від того, наскільки складним є ваш 
проєкт, розробники можуть легко перетворити ідею вашої програми на ідеальне 
рішення, просто скориставшись широким вибором вбудованого красивого дизайну 
матеріалів, включаючи розширені API інтерфейсів, віджети Купертіно, плавну 
природну поведінку прокрутки тощо. Тому, оскільки він є відкритим кодом, 
розробники можуть дослідити незліченні варіанти дизайну, розробляючи додаток за 
допомогою Flutter; 
 видатний каталог віджетів Flutter. Незалежно від того, стартап ви чи 
підприємство, ваше найбільше занепокоєння викликає продуктивність програми при 
інвестуванні в процес розробки мобільних додатків. Однак у Flutter є всі фантастичні 
віджети, які забезпечують роботу програми. Широкий каталог віджетів Flutter, що 
включає прокрутку, навігацію, піктограми та шрифти, забезпечує безпроблемну 





3 РОЗРОБЛЕННЯ ПРЕДМЕТНОГО ЗАБЕЗПЕЧЕННЯ 
3.1 Програмне та апаратне забезпечення 
 
  Для реалізації серверної частини системи продажу товарів на основі машинного 
навчання було обрано мову програмування Python [16]. Даній мові програмування 
було надано перевагу через низку важливих причин. Серед них: 
 Легко читати, вивчати та писати. Python ‒ це мова програмування високого 
рівня, що має англо подібний синтаксис. Це полегшує читання та розуміння коду. 
Python дійсно має низький рівень входеження, тому багато людей рекомендують 
Python новачкам. Для виконання того самого завдання потрібно менше рядків коду,  
порівняно з іншими основними мовами, такими як C/C++ та Java; 
 покращена продуктивність. Python має простий синтаксис, що допомагає 
зосередитись на вирішенні проблеми, а не на розуміння синтаксису чи поведінки 
мови програмування; 
 інтерпретована мова. Python це інтерпретована мова що означає що код 
виконується рядок за рядком. Це робить процес знаходження помилок простіше; 
 динамічна типізація. Ця властивість мови дозволяє розробнику не хвилюватись 
про декларування змінних та їх типів; 
 переносимість. В багатьох мовах програмування, як то C/C++, потрібні зміні в 
прогрманому коді для правильної його роботі на різних платформах. Python дозволяє 
використовувати єдину кодову базу для усіх підтримуваних платформ. 
 Також потрібно відзначити що незважаючи на те, що мова Python є достатньо 
старою мовою програмування, вона є найпопулярнішою мовою програмування на 
даний час [17]. 
 Через свою популярність мова Python є хорошою платформою для створення 
додатків різних типів. Вона добре зарекомендувала себе як мова для серверних 
додатків та для опису алгоритмів машинного навчання. 
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  Для розробки серверної частини системи продажу товарів на основі машинного 
навчання було використано спеціалізоване інтегроване середовище розробки для 
мови програмування Python PyCharm IDE. 
 
3.2 Програмні модулі системи 
 
 За основу для реалізації серверної частини було взяти гарно зарекомендований 
фреймворк для Python Django [18]. Він надає багато загальних функціональних 
можливостей для веб-розробки. 
 Веб-фреймворк Django також забезпечує розширені функції, такі як ORM, 
міграція баз даних, автентифікація користувачів, адміністративна панель та форми. 
 Внаслідок декомпозицій на програмні модулі, система продажу товарів на 
основі машинного навчання має наступні модулі: 
 модуль аутентифікації; 
 модуль створення оголошення товару; 
 модуль рекомендації ціни товару; 
 модуль формування блоку рекомендованих товарів; 
 модуль пошуку та фільтрації товарів; 
 модуль створення замовлення; 
 модуль сповіщення користувача про нове замовлення. 
 
3.3 Модуль аутентифікації 
 
 Даний модуль відповідає за аутентифікацію користувача. Для функціоналу 
аутентифікації було обрано Firebase [19]. Даний сервіс дозволяє користувачеві на 
клієнтській частині авторизуватись з допомогою різних методів, а серверу обробляти 
одним методом. 




 Спершу потрібно створити проєкт в Firebase Console. На рисунку 7 зображено 
сторінку проєктів з відміченою на ній кнопкою створення нового проєкту. 
 
 
Рисунок 7 – Кнопка створення нового проєкту на екрані проєктів Firebase 
 
 Для отримання доступу функціоналу Firebase з серверного додатку потрібно 
створити спеціальний приватний сервісний ключ. На рисунку 8 зображено форму 
створення вищеописаного ключа, після заповнення форми буде запропоновано 
завантажити ключ у форматі файлу з розширення .json. 
 
 
Рисунок 8 – Форма створення приватного сервісного ключа 
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 Для підключення з клієнтів потрібно для кожної платформи повторити етап 
створення приватного ключа, який буде використовуватись для авторизації клієнта в 
сервісі Firebase.  
 Firebase SDK надає можливість використовувати для авторизації як звичайні 
методи, такі як авторизація за допомогою електронної пошти та паролю, так і методи 
авторизації які використовують облікові записи в інших популярних сервісах, таких 
як Facebook, Google, Github. Повний список можливих методів авторизації 
представлено на рисунку 9. Firebase надає можливість вмикати та вимикати обрані 
методи авторизації. За замовчування усі методи аутентифікації є вимкненими. 
 
 
Рисунок 9 – Список можливих методів авторизації 
 
 Головною перевагою такого підходу є спрощення реалізації авторизації на 
серверній частині, так як сервер отримує лише firebase токен і не повинен розуміти за 
допомогою якого методу користувач аутентифікувався на клієнті. 
 Також для аутентифікації потрібно створити спеціальний клас-адаптер який 
наслідується від вбудованого в фреймворк Django класу BaseAuthentication, код якого 
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зображений на рисунку 10, та прописати його в об’єкті REST_FRAMEWORK який 
знаходиться  в файлі settings.py, як зображено на рисунку 11. 
 
 
Рисунок 10 – Клас аутентифікації Firebase користувача 
 
 
Рисунок 11 – Конфігурування класу аутентифікації користувача 
 
3.4 Модуль створення оголошення 
 
 Даний модуль відповідає за обробку та створення нового оголошення, та 
взаємодіє з базою даних оголошень товарів. 
 Модуль відповідає за наступні функції:  
 надання користувачеві REST інтерфейсу для створення оголошення; 
 валідація запиту на створення оголошення; 
 надання користувачеві текстовий опис помилок валідації; 
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 формування запиту в базу даних оголошень для створення оголошення з 
параметрами заданими запитом; 
 збереження у базу даних оголошення. 
 Цей модуль працює лише з авторизованим користувачем. 
 
3.5 Модуль прогнозування ціни товару 
 
  Ціноутворення дуже важливе, коли будь-який товар потрапляє на будь-який 
ринок електронної комерції. Якщо ціни занадто високі, товар зустріне великий 
спротив покупці. Якщо ціни занадто низькі, товар також може зустріти опір через 
сприйняття проблем з якістю, і ви не зможете заробити грошей на своїх продажах. 
Важко зрозуміти, скільки щось коштує. Дрібні деталі можуть суттєво змінити ціни. 
 Ціни на продукти стають ще складнішими для масштабування, враховуючи, 
скільки товарів продається в Інтернеті. Одяг має сезонні тенденції і сильно зазнає 
впливу торгових марок, тоді як електроніка має ціну, засновану на специфікаціях 
товару. 
 Визначити, як реагуватимуть клієнти, досить складно. Існує багато факторів, 
таких як сезон, суперництво, попит тощо. Це лише декілька. Алгоритми штучного 
інтелекту можуть вивчати закономірності на основі даних та виявляти нові тенденції 
або нові потреби. Машинне навчання може бути використано для оптимізації цін з 
більшою точністю. 
 Огляд даних.  
 Було отримано тренувальні дані, і вони складаються зі списку списків товарів. 
 name ‒ назва товару. Приклад: клавіатура Razer BlackWidow Chroma; 
 item_condition_id ‒ стан речей, що надаються продавцем, від 1 до 5. Чим менше 
число, тим кращий стан; 
 category_name ‒ категорія товару. Приклад: Електроніка/Комп’ютери та 
планшети/Компоненти; 
 brand_name  ‒ бренд товару. Приклад: Razer; 
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 price ‒ ціна, за яку товар був проданий. Це цільова змінна, яку нам потрібно 
передбачити. Одиниця – USD; 
 shipping ‒ 1, якщо вартість доставки сплачує продавець, а 0 – покупець; 
 item_description  ‒ повний опис товару. 
 
3.5.1 Аналіз даних 
 
Розуміння даних ‒ це найважливіший крок у вирішенні будь-якої проблеми 
машинного навчання. Розглянемо інформацію, яку ми отримали після аналізу даних. 
Навчальні дані складаються з ~ 1,4 млн точок даних, тоді як дані для тесту мають ~ 
3,5 млн точок даних. 
Відсутні поля. 
В назві торгової марки бракує 42% значень, тоді як у описі категорії та товару 
також є кілька відсутніх значень. 
Дублікати. 
Є 49 товарів, які є дублікатами. 
Розподіл цін. 
Ціна відповідає логарифмічно нормальному закону розподілу, який зображено 
на рисунку 12. Ціни на товари становлять від 3 до 2000 доларів, і тому ми зберігаємо 
лише ці товари. 
 
 




Середня ціна в наборі даних становить 17 доларів. 99% товарів коштують нижче 
170 доларів, тоді як 99.9% товарів коштують нижче 450 доларів. 
Ціна в залежності від доставки та стану товару. 
Доставка складається з двійкових значень. 0, якщо плату за доставку сплачує 
покупець, ще 1, якщо оплачує продавець. Ціни на товари вищі, якщо плату за доставку 
сплачує покупець. Зазвичай, якщо доставку оплачує покупець, ціни на товари повинні 




Рисунок 13 –  Графік відношення типу доставки і ціни 
 
 Більшість товарів мають значення стану 1 (43%), оскільки покупець не купує 
товари, які не у хорошому стані. Існує різниця в ціні між значеннями стану 5 та 
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іншими значеннями стану товару. Ця ознака відома як порядкова(ordinal), оскільки 
вона має природний порядок. Графік зображено на рисунку 14. 
 
 
Рисунок 14 — Відношення значення стану товару до ціни 
 
 Ціна в залежності від категорії. 
У нашому наборі даних присутні до трьох рівнів категорій, а ознака 
category_name має категорії, розділені знаком '/'.  Категорія  “Women/Athletic 
Apparel/Pants, Tights” має найбільшу кількість продуктів (60 152) у наборі даних. Тож 




Існує 11 унікальних основних категорій, серед яких “Women” є 
найпопулярнішою категорією, а “sport & outdoors” ‒ найменшими. З діаграми 
розмаху, яка зображена на рисунку 15, можна побачити, що між основними 
категоріями існують різниці в цінах. 
 
 
Рисунок 15 – Діаграма розмаху ціни 
 
Середня ціна товарів, що належать до категорії “Electronics” електроніці та 
“Men”, вища, ніж у категорії “Handmade” ручної роботи, що має найменшу середню 
ціну. Подібний аналіз першої та другої підкатегорій дав деяке уявлення про 
коливання цін на продукцію на основі категорій. 
Варіація ціни на основі торгової марки. 
Назва бренду є важливою ознакою, оскільки ми знаємо, що на ціни товарів 
значний вплив мають назви брендів. Наприклад, товари бренду Apple  коштують 
дорого, тоді як продукти від Samsung порівняно дешевші. У наборі даних є 4809 
брендів. Pink і Nike ‒ це бренди, у яких найбільше продукції. Ця ознака має найбільшу 
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кількість відсутніх значень (43%). За допомогою самописної функції потрібно 
вивести відсутні назви торгових марок із назви товару та опису товару, і тепер у 
ознаки назви торгової марки у нас лише 18% відсутніх значень. Розподіл цін на 
бренди відрізняється один від одного. 
Торгові назви в назві товару також можна аналізувати за допомогою хмари 
тегів. Jordan, Nike, Apple, Lacoste тощо ‒ це торгові марки, які присутні в назві 
продукту. 
Текстові дані ‒ назва продукту та опис. 
Набір даних має дві найважливіші ознаки ‒ ім’я та опис елемента, і обидва 
мають текстові дані. Потрібно виділити основні слова, які присутні в назві та описі. 
Хмару найпопулярніших слів зображено на рисунку 16. 
 
 
Рисунок 16 – Хмара тегів назви товарів 
 
Також було складено графік однограм і біграм з назви продукту, їх зображено 
на рисунках 17 та 18 відповідно. Pink, Nike, vs ‒ це бренди. У біграмах більша частина 
біграмів ‒ це торгові марки, інші ‒ це фрази на кшталт безкоштовної доставки, 





Рисунок 17 – Графік однограм 
 
 
Рисунок 18 – Графік біграм 
 




3.5.2 Попередня обробка даних 
 
 Зазвичай для глибокого навчання не потрібно багато попередньої обробки 
даних, але в даному випадку потрібно виконати деякі основні попередні обробки 
даних. Методи, які було застосовано: 
 видалення стоп-слів. Не було видалено негативні стоп-слова, оскільки вони 
надають значення реченням, і видалення їх може погіршити роботу; 
 обробка відсутніх значень; 
 текстові ознаки мали багато смайликів. Їх було видалено, використовуючи 
регулярний вираз; 
 видалено знаки пунктуації та розбито речення з текстових ознак; 
 було об’єднано ім’я, ім’я бренда та ім’я категорії в одне ім’я об’єкта; 
 і ще для одного текстової ознаки було об’єднано ім’я з описом. 
 
3.5.3 Конструювання ознак 
 
 Це найважливіша частина робочого процесу ШІ. Розробка деяких ознак може 
допомогти значно підвищити продуктивність моделі. Було протестовано такі функції, 
як аналіз тональності тексту, але вони були зовсім не корисні. Наступний фрагмент 
коду пояснює такі ознаки обробки природної мови, як кількість слів, літери в тексті, 
цифри в тексті тощо. 
 Конструювання ознак це застосування набору конструктивних операторів до 
набору існуючих об’єктів, що призводить до побудови нових об’єктів. 
 Конструювання ознак довгий час вважалася потужним інструментом для 
підвищення як точності, так і розуміння структури, особливо при великих розмірах. 
 Але функції, які були справді корисними, це “is_expensive” та “is_luxuorious”, 
як ми бачимо з теплової карти, тоді як інші не мають високої кореляції з ціною [20]. 




Рисунок 19 – Теплова карта 
 
 









Більшість алгоритмів машинного навчання розуміють лише один вид даних ‒ 
вектор. Однак дані рідко вписуються в цю форму: наприклад, користувачі Twitter. Для 
того, щоб представити дані у векторі, потрібно застосовувати такі методи, як 
унітарне(one-hot) кодування. У нас також є ознаки, які потрібно трансформувати у 
вектори. 
Унітарне кодування ‒ коли якась ознака в наборі даних є категоричною, 
наприклад, “кольори“ або “дні тижня“, ми можемо перетворити таку категоріальну 




 Було використано CountVectorizer з пакету scivit-learn, щоб отримати унітарне 
кодування цих ознак. 
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 Звичайні категоріальні особливості, такі як доставка, item_condition_id було  
використано як є. 
 Текстові ознаки будуть перетворені у вектори за допомогою вбудовувань.  
Що таке вбудовування? Простіше кажучи, вбудовування ‒ це перетворення 
вхідних даних у більш корисне подання ‒ список дійсних чисел, який називається 
вектором. Наприклад, якщо ми вбудовуємо слова, то ми хочемо переконатись, що 
вбудовування містять певне смислове значення. 
Існує багато типів вбудовувань, таких як Bag-of-words, TFIDF, Word2Vec тощо. 
Вбудовування ‒ це сам результат виведення моделей машинного навчання, навчених 
на інших розріджених даних. У цьому дослідженні було використано Word2Vec, Bag-
of-words та TFIDF, і врешті-решт зупинився на TFIDF. 
Модель. 
Для початку було випробувано різні моделі, такі як XGboost, Ridge, Light GBM 
і навіть лінійну регресію. Найкращий RMSLE, який було отримано на першій ітерації, 
становив 0,48 за допомогою Ridge, який є надто високим. Тому було виконано 
налаштування гіперпараметрів на цих моделях, щоб побачити теоретичні шляхи 
вдосконалення роботи системи. 
Гіперпараметри ‒ це всі параметри, які користувач може довільно встановити 
перед початком навчання. 
Для оцінки було обрано кореневу середньоквадратичну логарифмічну помилку 
(RMSLE).  
 Оптимізація гіперпараметрів. Було використано GridSearch для налаштування 
гіперпараметрів, і оцінка RMSLE для Light GBM виявилася 0,46 на тестовому наборі. 
Інші моделі ледве покращили оцінку. Також експериментальним шляхом було 
оцінено stackingRegressor() із пакету sklearn кінцевим оцінювачем як регресором, що 
підвищує градієнт, але оцінка не покращилася. 
Оскільки бажані результати не були досягнуті за допомогою моделей 
машинного навчання, ми розглянемо питання підготовки моделей глибокого 
навчання для нашої проблеми. Потрібно розпочати з найпростішої, але ефективної 
архітектури нейронної мережі, відомої як багатошаровий персептрон (або просто 
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MLP). Було використано бекенд Tensorflow і бібліотеку Keras. В ході дослідження 
було створено модель з додатковими прихованими шарами. Після тренування 
отриманий бал RMSLE становив 0,3875. 
 
3.5.5 Опис програмного забезпечення 
 
На рисунку 22 зображено функцію створення моделі з бібліотеки Keras з 
допомогою якої відбувається опис нейронної мережі. 
 
 
Рисунок 22 – Функція отримання моделі  
 
 Першим шаром є звичайний щільно з’єднаний шар нейронної мережі 
розмірністю 256. На вхід поступають вхідні дані. 
 Далі відбувається процес виключення (Dropout).  
 Другий, третій та четвертий шар також є щільно з’єднаними шарами нейронної 
мережі але з розмірністю 64, 32 та 16 відповідно. В якості вхідних даних для шару 
використовується результуючі дані з попереднього шару. 
 В якості функції активації було обрано випрямлену функцію лінійної активації, 
через низку переваг, таких як простота та швидкість роботи. Дана функція описана в 
бібліотеці Keras існує під скороченою назвою “relu”. 
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 Випрямлена функція лінійної активації або коротше ReLU ‒ це кускова лінійна 
функція, яка безпосередньо виведе вхідні дані, якщо вона позитивна, інакше вона 
виведе нуль. Це стало функцією активації за замовчуванням для багатьох типів 
нейронних мереж, оскільки модель, яка використовує її, легше навчається і часто 




Рисунок 23 – графік випрямленої функції лінійної активації 
 
На рисунку 23 зображено усі доступні функції активації в бібліотеці Tensorflow. 
 
 
Рисунок 24 – Доступні функції активації в бібліотеці Tensorflow 
56 
 
 На рисунку 25 продемонстрировано фрагмент коду для навчання вище описаної 
багатошарової нейронної мережі. 
 
 
Рисунок 25 – Фрагмент коду відповідальний на тренування нейронної мережі 
 
 Для зчитування файлу таблиці даних використовується вбудований в бібліотеку 
pandas метод “read_table”, першим параметром є шлях до файлу, який в даному 
випадку знаходиться в одній директорії з python-файлом з виконуваним скриптом. 
 Далі відбувається фільтрація полів структури даних в яких ціна більша нуля.  
 Наступним кроком було створено об’єкт типу KFold з бібліотеки sklearn. Цей 
об’єкт надає індекси для навчання та тестування моделі для розподілення даних на 
набори даних для тренування та тестування. 
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 Далі відбувається тренування моделі за допомогою функції fit_transform, яка 
поєднує в собі функціонал функцій fit та transform.  
 Після цього відбувається обрахунок кореневої середньоквадратичної 
логарифмічної помилки. 
 
3.6 Модуль рекомендацій товарів 
 
 Добре розроблена система рекомендацій допоможе компаніям покращити 
досвід покупців на веб-сайті та покращить залучення та утримання клієнтів. 
Розроблена система рекомендацій, базується на шляху нового клієнта від 
моменту, коли він вперше потрапляє на веб-сайт компанії, до того, як він робить 
повторні покупки. 
Система рекомендацій складається з 3 частин на основі ділового контексту: 
 частина I системи рекомендацій: Система, заснована на популярності товару, 
орієнтована на нових споживачів; 
 частина II системи рекомендацій: Спільна система фільтрації на основі 
моделей, заснована на історії покупок та рейтингах, наданих іншими користувачами, 
які придбали подібні товари; 
 частина III системи рекомендацій: Коли компанія вперше створює веб-сайт 
електронної комерції, не маючи рейтингу товару. 
 Коли новий клієнт без попередньої історії покупок вперше відвідує веб-сайт 
електронної комерції, йому рекомендують найпопулярніші товари, що продаються на 
веб-сайті компанії. Одного разу він / вона робить покупку, система рекомендацій 
оновлює та рекомендує інші продукти на основі історії покупок та рейтингів, наданих 
іншими користувачами на веб-сайті. Остання частина виконується за допомогою 
колаборативних методів фільтрації. 
 Система рекомендацій заснована на популярності товару, орієнтована на нових 
клієнтів. Популярність ‒ це чудова стратегія націлення нових клієнтів на 
найпопулярніші продукти, що продаються на веб-сайті компанії, і дуже корисна для 
холодного запуску механізму рекомендацій. 
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 Перш за все потрібно підключити  бібліотеки як зображено на рисунку 26. 
 
 
Рисунок 26 – Підключення бібліотек 
 
 Після цього було завантажено дані з csv файлу. Код зображено на рисунку 27. 
 
 
Рисунок 27 – Завантаження даних та вивід найпопулярніших 
 
 На рисунку 28 зображено графік 30 найпопулярніших товарів з вибірки даних. 
 
 
Рисунок 28 – Графік товарів по популярності  
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 Наведений графік демонструє нам найпопулярніші товари (розташовані у 
порядку зменшення популярності), що продаються. Наприклад, товар B001MA0QY2 
має понад 7000 продажів, наступний найпопулярніший продукт B0009V1YR8 ‒ 3000 
і т.д. 
Одним із підходів до проєктування рекомендаційних систем, що має широке 
застосування ‒ колаборативна фільтрація. Фільтрація такого типу базується на 
припущенні, що люди, які домовились у минулому, погоджуватимуться в 
майбутньому, і що їм сподобаються подібні предмети, як раніше. Система формує 
рекомендації, використовуючи лише інформацію про рейтингові профілі для різних 
користувачів або предметів. Розташовуючи однорангових користувачів / елементи з 
історією оцінок, подібною до поточного користувача чи елемента, вони генерують 
рекомендації. Методи колаборативної фільтрації класифікуються як на основі пам'яті 
та на основі моделі. Добре відомим прикладом підходів, заснованих на пам'яті, є 
алгоритм, заснований на користувачі (user-based), тоді як підхід, заснований на 
моделі, є Рекомендатором картографування ядра(Kernel-Mapping Recommender). 
 Ключовою перевагою підходу колаборативної фільтрації є те, що він не 
покладається на вміст, що аналізується машиною, і тому він здатний точно 
рекомендувати складні елементи, такі як фільми, не вимагаючи "розуміння" самого 
елемента. Багато алгоритмів використовувались для вимірювання схожості 
користувачів або подібності елементів у рекомендаційних системах. 
 При побудові моделі за поведінкою користувача часто розрізняють явні та 
неявні форми збору даних. 
 Приклади явного збору даних: 
 прохання користувача оцінити елемент за шкалою; 
 попросити користувача здійснити пошук; 
 попросити користувача відсортувати колекцію предметів від улюбленого до 
найменш улюбленого; 
 представити користувачеві два предмети та запропонувати йому вибрати 
найкращий із них; 
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 попросити користувача створити список предметів, які йому / їй подобаються. 
Приклади неявного збору даних: 
 спостереження за елементами, які користувач переглядає в Інтернет-магазині; 
 аналіз часу перегляду товару/користувача; 
 ведення обліку товарів, які користувач купує в Інтернеті; 
 отримання списку елементів, які користувач слухав або дивився на своєму 
комп’ютері; 
 аналіз соціальної мережі користувача та виявлення подібних симпатій та 
антипатій. 
Підходи до колаборативної фільтрації часто страждають від трьох проблем: 
холодний запуск, масштабованість та розрідженість. 
 холодний старт: для нового користувача чи товару недостатньо даних, щоб дати 
точні рекомендації; 
 масштабованість: у багатьох середовищах, в яких ці системи дають 
рекомендації, є мільйони користувачів та продуктів. Таким чином, для обчислення 
рекомендацій часто необхідна велика кількість обчислювальної потужності; 
 розрідженість: кількість товарів, що продаються на основних сайтах 
електронної комерції, надзвичайно велика. Найактивніші користувачі оцінять лише 
невелику підмножину загальної бази даних. Таким чином, навіть найпопулярніші 
предмети мають дуже мало рейтингів. 
Одним з найвідоміших прикладів колаборативної фільтрації є спільна 
фільтрація по елементах (люди, які купують x, також купують y), алгоритм, 
популяризований системою рекомендацій Amazon.com. 
Багато соціальних мереж спочатку використовували колаборативну 
фільтрацію, щоб рекомендувати нових друзів, групи та інші соціальні зв’язки, 
досліджуючи мережу зв’язків між користувачем та їх друзями. Спільна фільтрація все 
ще використовується як частина гібридних систем. 
Іншим поширеним підходом при розробці рекомендаційних систем, є 
фільтрація на основі вмісту. Методи фільтрації на основі вмісту базуються на описі 
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елемента та профілі уподобань користувача. Ці методи найкраще підходять для 
ситуацій, коли відомі дані про товар (ім’я, місцезнаходження, опис тощо), але не про 
користувача. 
 У цій системі ключові слова використовуються для опису елементів, а профіль 
користувача будується для позначення типу товару, який подобається цьому 
користувачеві. Іншими словами, ці алгоритми намагаються рекомендувати предмети, 
подібні до тих, що сподобалися користувачеві в минулому. Цей підхід сягає корінням 
у дослідження інформації та фільтрування інформації. 
 Для створення профілю користувача система в основному фокусується на двох 
типах інформації: 
 модель уподобань користувача; 
 історія взаємодії користувача з системою рекомендацій. 
 Колаборативна система фільтрації на основі вмісту. 
Матриця цілісності на основі проданих продуктів та відгуків користувачів. 
Матриця цілісності складається з усіх можливих деталей (рейтингів) 
властивостей користувача, представлених у вигляді матриці. Матриця утиліти є 
розрідженою, оскільки ніхто з користувачів не купуватиме всі елементи у списку, 
отже, більшість значень невідомі. 
Було створено матрицю кореляції. Фрагмент коду зображено на рисунку 29. 
 
 
Рисунок 29 – Створення матриці кореляції 
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 Виділення ідентифікатора продукту #6117036094 з матриці кореляції. 
Припускаючи, що клієнт купує ідентифікатор продукту #6117036094 (вибраний 
випадковим чином). Співвідношення для всіх товарів із товаром, придбаним цим 
користувачем, створено на основі позицій, оцінених іншими клієнтами, які придбали 




Рисунок  30 – Отримання 10 найкращих товарів 
 
Для бізнесу, який не має жодної історії придбання товарів, для користувачів 
може бути розроблена система рекомендацій на основі пошукової системи. 
Рекомендації щодо продуктів можуть базуватися на аналізі текстової кластеризації, 
наведеному в описі товару. Система рекомендацій від товару до пункту на основі 
опису товару. Застосовується, коли компанія вперше створює веб-сайт електронної 






Рисунок 31 – Код візуалізації кластерів продуктів у підмножині даних 
 
На рисунку 32 зображено метод отримання рекомендацій товарів. У випадку, 
якщо слово з'являється в декількох кластерах, алгоритм вибирає кластер з 
найбільшою частотою зустрічальності слова. 
 
 
Рисунок 32 – Отримання рекомендації товарів 
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 Як тільки кластер буде ідентифікований на основі пошукових слів користувача, 
система рекомендацій може відображати елементи з відповідних кластерів товарів на 




Рисунок 33 – Приклад роботи методу 
 
 Це найкраще працює, якщо компанія вперше створює свій веб-сайт електронної 
комерції та не має історії придбання / оцінки товарів для користувача з самого 
початку. Ця система рекомендацій допоможе користувачам отримати хорошу 
рекомендацію для початку, і як тільки покупці отримають історію придбань, механізм 




3.7 Модуль пошуку та фільтрації товарів 
 
 Даний модуль відповідає за обробку пошукового запиту оголошень. Може 
проводитись пошук та фільтрація. 
 Модуль відповідає за наступні функції:  
 надання користувачеві REST інтерфейсу для пошуку та фільтрації оголошень; 
 валідація запиту на пошук та фільтрацію оголошення; 
 формування запиту в базу даних оголошень для пошуку та фільтрації 
оголошень; 
 формування кінцевого списку оголошень у якості відповіді користувачу. 
 
3.8 Модуль створення замовлення  
 
Даний модуль відповідає за обробку запиту на створення замовлення. 
Взаємодіє з базою даних та модулем сповіщення користувача про нове оголошення. 
Модуль відповідає за наступні функції:  
 надання користувачеві REST інтерфейсу для створення замовлення; 
 валідація запиту на створення замовлення; 
 формування запиту в базу даних замовлень для створення замовлення; 
 збереження замовлення в базу даних. 
 
3.9 Модуль сповіщення користувача про нове замовлення 
 
 Даний модуль відповідає за надсилання сповіщення користувачеві про нове 
замовлення. Для сповіщення було обрано сервіс Firebase Cloud Messaging. 
 Firebase Cloud Messaging є міжплатформеним хмарним рішенням для 
повідомлень та сповіщень для Android, iOS та веб-додатків, яке в даний час можна 
використовувати безкоштовно. Firebase Cloud Messaging дозволяє стороннім 
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розробникам додатків надсилати сповіщення або повідомлення із серверів, 
користувачам платформи або кінцевим користувачам. 
 Модуль взаємодіє з базою даних користувачів та зовнішнім сервісом Firebase. 
 Модуль відповідає за наступні функції: 
 отримання firebase токену для відправлення сповіщення; 
 формування запиту в Firebase; 
 надсилання запиту в Firebase для сповіщення користувача про нове замовлення. 
 
3.10 База даних  
 
Для створення таблиць в базі даних та взаємодії з нею фреймворк Django надає 
спеціалізований синтаксис. Розробнику потрібно лише описати модель та її поля, 
використовуючи надані фреймворком інструменти. А після цього за допомогою 
доступних команд створити міграції та виконати їх. 
 Для створення таблиці потрібно описати модель. Це повинен бути клас який 
наслідується від класу з пакету “django.db.models” під назвою Model. Кожному з полів 
потрібних для створення в таблиці даних потрібно присвоїти один з типів даних 
представлених в пакетів “django.db”. Це дозволить фреймворку правильно створити 
запит на створення таблиці з полями коректного типу. Даний підхід дозволяє 
розробнику легко описати поля та їх типи, а також такі дані як значення по 
замовчуванню, потрібних, наприклад, для міграцій бази даних. Список використаних 
типів полів: 
 BooleanField ‒ відповідає за булеві значення; 
 CharField ‒ текстове поле з обмеженою довжиною; 
 IntegerField ‒ цілочисельне поле; 
 DecimalField ‒ поле з нецілим числом; 
 TextField ‒ текстове поле без обмеження по довжині; 
 ForeignKey ‒ поле для створення зв'язку одного до багатьох. 
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 Після опису моделей потрібно виконати команди створення міграції та команди 
здійснення міграції. Процес виконання цих команд зображено на рисунку 34. 
 
 
Рисунок 34 – виконання міграцій бази даних 
 
 Для коректного створення міграції та їх виконання при розгортанні на 
віддаленому сервері потрібно в кореневій директорії створити директорію з назвою 
migrations.  Дана директорія слугуватиме місцем призначення створення файлу 
міграції при виконанні команди “python manage.py makemigrations”. Файлова 
структура та вміст директорії міграцій зображено на рисунку 35. 
 
 




 Для створення таблиці оголошень потрібно описати модель оголошення. Код 
який описує модель оголошення про товар зображено на рисунку 36. 
 
 
Рисунок 36 – Клас модель оголошення 
 
 Було створено три класи для опису оголошення.  
 Перший це клас бренду товару.  
 Другий це клас категорії товару. Він містить в собі ось такі поля: 
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 поле “title” відповідає за заголовок категорії. Дане поле є типом CharField з 
встановленим обмеженням в 120 символів; 
 поле “description” відповідає за короткий опис категорії. Дане поле є типом 
CharField з зазначеним параметром максимальної довжини в 500 символів; 
 поле “slug” потрібне для формування зручного для читання URL-посилання. 
Дане поле є типом SlugField; 
 поле “timestamp” відповідає за час створення категорії. Дане  поле є типом 
DateTimeField; 
 поле “updated” відповідає за час оновлення категорії. Дане  поле є типом 
DateTimeField; 
Третій це клас самого товару. Він містить в собі ось такі поля:  
 поле “name” відповідає за ім’я товару. Дане поле є типом CharField з зазначеним 
параметром максимальної довжини в 200 символів; 
 поле “user” відповідає за користувача яким було створено оголошення. Дане 
поле є типом ForeignKey, який дозволяє створити відношення один до багатьох з 
таблицею користувача. Тобто один користувач може мати декілька оголошень про 
товари; 
 поле “item_condition” відповідає за стан товар. Дане поле є типом з IntegerField. 
Дані розміщуються в діапазоні  від 1 до 5.  Для валідації поля було додано два 
валідатори. Один для визначення нижнього значення поля, а саме 1, та інший для 
визначення верхнього значення, яке рівне 5. Значення 1 відповідає найкращому стану, 
а 5, відповідно, найгіршому; 
 поле “category” відповідає за категорію в якій розміщено товар. Дане поле є 
типом ForeignKey, за допомогою якого було створено відношення один до багатьох з 
об’єктом категорії. Завдяки цьому в категорії може міститися декілька товарів; 
 поле “brand” відповідає бред розміщеного товару. Дане поле є типом 




 поле “price” відповідає за ціну товару. Це поле є типом DecimalField, який 
використовується для опису не цілих чисел. Також додатково було встановлено 
параметри max_digits та decimal_places; 
 поле “shipping” відповідає за те, чи буде доставка оплачена продавцем чи 
покупцем. Дане поле є типом BooleanField. Значення false означає що доставка буде 
оплачена покупцем, а true що продавцем; 
 поле “item_description” відповідає за опис товару. Дане поле представлено за 
допомогою типу TextField, що є текстовим типом без обмежень по довжині. 
 
3.11 Розроблення клієнтської частини 
 
Для реалізації клієнтської частини було проведено дослідження в сфері 
фронтенд технологій. Сьогодні існує велика кількість операційних систем, ці системи 
працюють на різних типах пристроїв, деякі призначені виключно для одного типу 
пристроїв, деякі призначені для повної лінійки пристроїв, починаючи з мобільних 
девайсів закінчуючи стаціонарними комп'ютерами.   
На даний момент існують такі найпоширеніші системи: Android, iOS, MacOS, 
Windows, Linux, TizenOS, WindowsPhoneOS, FuchsiaOS, ChromeOS і т.д. Такі системи 
як Linux, Windows, MacOS призначені виключно під стаціонарні комп’ютери, 
більшість користувачів стаціонарних комп’ютерів використовують саме ці операційні 
системи. Багато сервісів розробляють свої сервіси та платформи під стаціонарні 
операційні системи, але в час глобалізації, в час швидкого розвитку бізнесу, люди 
повинні мати постійний зв’язок з цими сервісами, щоб мати актуальну інформацію і 
надавати актуальну інформацію іншим людям.  
Тому популярним рішенням сьогодні є створювати додатки під різні операційні 
системи, щоб захопити більший сегмент користувачів і зробити використання їх 
сервісу більш ефективним і постійним. 
Кожна компанія розробляючи продукт стає перед питанням яку частину 
користувачів, а означає і ринку треба покрити. Відповідаючи на це питання, компанія 
вирішує під які операційні системи необхідно створювати додатки. 
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Вирішуючи, що компанії необхідно розробити мобільний додаток чи мобільні 
додатки, компанія розглядає портрет свого користувача і процесі цього розглядання, 
компанія може прийняти рішення розробляти мобільний додаток тільки під Android 
або тільки під iOS, адже абсолютна більшість їх користувачів використовує одну 
операційну систему. На рисунку 37 зображено розподілення мобільних операційних 
систем по популярності [21]. 
 
 
Рисунок 37 – Статистика популярності мобільних операційних систем 
 
 Вибравши мобільну операційну систему для розробки, компанія стає перед 
вибором типу розробки під цю операційну систему. Сьогодні існує два типи розробки 
під операційну систему:  
 створення додатку у нативний спосіб;  
 створення додатку у кросплатформений спосіб. 
 Нативний спосіб розробки означає розробку додатку у базовий спосіб з 
використанням цільової мови, що зазвичай використовується для розробки під цю 
операційну систему, та використання нативного SDK, що був створений спеціально 
для розробки додатків під цю операційну систему. Кросплатформений споcіб 
розробки означає, що для розробки додатку буде використовуватися сторонній 
інструмент, що дозволяє створювати одночасно додаток працюючий на декількох 
операційних системах.  
 Вибір того чи іншого шляху для розробки мобільного додатку не є 
однозначним. Не один з шляхів не є ультимативним, адже кожен з варіантів має свої 
переваги та недоліки. 
 Обираючи кросплатформений  підхід ми можемо задовольнити потреби більше 
ніж 99 відсотків користувачів мобільних девайсів. 
 Окрім того, ось причини вибрати створення крос-платформного додатку: 
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 недорога розробка додатків. Створення нативного додатка може бути дорогою 
справою для стартапів, оскільки розробникам доводиться писати різні коди для 
розробки додатків для різних операційних систем. З іншого боку, одна база коду була 
використана для створення додатків, які бездоганно працюють на декількох 
платформах, а отже, це ефективно знижує витрати на обслуговування додатків; 
 швидка розробка крос-платформних додатків. Оскільки крос-платформні 
програми розробляються з єдиною базою коду; тому немає необхідності писати коди 
неодноразово, щоб програма працювала в різних операційних системах. Написання 
меншої кількості коду дозволить розробнику працювати над наступним проєктом; 
 плагіни легко використовувати. Що стосується розробки крос-платформного 
додатка, розробники мають широкий вибір плагінів, які роблять весь процес розробки 
додатків більш комфортним і бездоганним; 
 менше зусиль для тестування програми.  Під час розробки 
кроссплатформенного додатку не потрібно наймати розробника для перевірки 
ефективності додатків для двох різних платформ. Експерти з контролю якості повинні 
перевірити лише одну версію програми, тому приділяють менше часу тестуванню. 
 
 3.11.1 Вибір фреймворку для клієнтської частини 
 
 На ринку кросплатформенних фреймворків представлено декілька великих 
проєктів, таких як Flutter та React Native. Для правильного вибору потрібно провести 
аналіз та порівняння вищезазначених бібліотек. 
 React Native ‒ це фреймворк для крос-платформної мобільної розробки, 
створений Facebook. Він націлений на Android, iOS, Web та UWP. React Native 
дозволяє розробникам використовувати потужність React у поєднанні з різними 
функціоналами кожної платформи, безперешкодно інтегруючи потрібні функції. Цей 
фреймворк також дозволяє розробникам створювати користувальницькі інтерфейси з 
елементами, які виглядають рідними для кожної платформи. 
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 React Native використовує JavaScript, найпопулярнішу мову, коли мова йде про 
веб-розробку. Розробники JS зазвичай знайомі з фреймворком React, який поділяє 
багато можливостей з React Native. Це полегшує засвоєння та включення інструменту, 
особливо коли компанія вже має команду веб-розробників. React Native дозволяє 
порівняно легко тим, хто вже знайомий з JavaScript та React, навчитися створювати 
мобільні додатки. 
 React Native надає основні елементи для розробки програми, а саме можливості 
відображення інтерфейсу та доступ до API пристрою. Для інших функціональних 
можливостей, включаючи доступ до власних модулів, React покладається на сторонні 
бібліотеки, що, як правило, менш зручно, ніж наявність всіх необхідних інструментів 
в одному пакеті.  
 Flutter ‒ це інструментарій для розробки програмного забезпечення, націленого 
на мобільні, настільні та веб-платформи. Flutter був створений Google і, подібно до 
React Native, є з відкритим кодом. Цей фреймворк дозволяє розробникам створювати 
крос-платформні додатки, які однаково добре виглядають як на нових, так і на старих 
версіях операційної системи пристрою та мають чудові враження завдяки великій 
колекції доступних віджетів. Flutter значно зменшує час, необхідний для створення 
програми, порівняно з нативною розробкою. 
 Flutter спирається на Dart, мову програмування, створену командою Google, і 
рідко використовується поза рамками. Dart нагадує як синтаксис як JavaScript, так і 
Java, що полегшує навчання для розробників, які мають певний досвід роботи з JS, а 
також C # та іншими об'єктно-орієнтованими мовами. 
 На відміну від React, Flutter зазвичай не вимагає мосту для підключення 
фреймворку та власних модулів платформи. Цей набір інструментів використовує 
фреймворки інтерфейсу користувача, такі як Cupertino та Material Design, а також 
механізм Skia C ++, з усіма необхідними протоколами та каналами. Широкий спектр 
пропонованих функціональних можливостей у Flutter, як правило, усуває 




 Flutter пропонує численні бібліотеки, навігацію, інструменти тестування та 
широкий набір віджетів, поряд зі стандартним доступом до API пристрою та базовим 
візуалізацією інтерфейсу, щоб створити привабливі інтерфейси з мінімальними 
зусиллями. У багатьох випадках Flutter дозволяє розробникам відмовитись від 
використання сторонніх бібліотек. Функціональних можливостей, з якими 
поставляється фреймворк, зазвичай достатньо для вирішення всіх необхідних завдань 
та виконання вимог до дизайну. 
 Flutter пропонує численні настроювані віджети, які можна використовувати як 
для Android, так і для iOS. Це позбавляє від необхідності докладати значних зусиль 
для стилізації окремих елементів інтерфейсу вашого додатка. Flutter також, як 
правило, працює краще та швидше, оскільки він компілюється в нативні бібліотеки. 
 Після проведення аналізу та порівняння було обрано фреймворк від Google 
Flutter. Йому було надано перевагу через швидкодію та велику стандартну бібліотеку 
компонентів, а також більшу експертизу в об’єктно-орієнтованих мовах. 
 За даними Google Trends, Flutter є другою за популярністю мовою, а за нею йде 
React Native для розробки крос-платформних мобільних додатків у 2020 році. 
Статистика Google Trends зображено на рисунку 38. 
 
 
Рисунок 38 – Статистика Google Trends 
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 Згідно з опитуванням Stackoverflow, Flutter ‒ третій за популярністю 
фреймворк, бібліотека чи інструмент, за яким слідують .Net Core і Torch.  
 Flutter був випущений в 2015 році компанією Google, але за темпами зростання 
програми Flutter розповсюджуються в магазині Google Play та Apple App Store, він 
буде продовжувати розширюватися і швидко стане найкращим вибором крос-
платформної мови розробки додатків у майбутньому. 
 
3.11.2 Програмування клієнтської частини 
 
 Під час програмування клієнтської частини системи продажу товарів було 
розроблено кросплатформений додаток який використовує фреймворк Flutter. 
Програмний код складається з трьох основних модулів та модуля для тестів. 
Структура модуля зображено на рисунку 39. 
 
 
Рисунок 39 – Структура проєкту клієнтської частини 
 
 Основні модулі: 
 модуль “lib” це основний модуль проєкту. В ньому знаходиться більша частина 
програмного коду. Для написання коду в даному модулі використовується мова 
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програмування Dart. Цей модуль містить в собі усі flutter компоненти та весь 
кросплатформенний код; 
 модуль “ios” це платформо-залежний модуль. Для написання коду в даному 
модуль допускається написання коду на мовах програмування Objective-C  та Swift. 
Цей модуль містить в собі весь код потрібний  для ios платформи; 
 модуль “android” це платформо-залежний модуль. Для написання коду в даному 
модуль допускається написання коду на мовах програмування Java та Kotlin. Також в 
даному модулі присутні Gradle файли, з описаними в них скриптами, потрібними для 
збірки додатку для операційної платформи android. Цей модуль містить в собі весь 
код потрібний  для android платформи; 
 модуль “test” це модуль тестів. В ньому описані класи потрібні для тестування 
програмного продукту. 
Також було структуровано основний  модуль та поділено на програмні пакети. 
Структуру основного модуля зображено на рисунку 40. 
 
 
Рисунок 40 – Структура  Flutter проєкту 
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3.12 Керівництво користувача 
 
 Не авторизованому користувачеві надається доступ до перегляду нових товарів 
та деталей товарів, екрани зображені на рисунку  41 та 44 відповідно. Також 
користувач має можливість авторизуватись, натиснувши на іконку профілю, форма 
вибору аккаунту для авторизації зображено на рисунку 42. 
 
 




Рисунок 42 – Вибір аккаунту для авторизації 
 
Після авторизації в інтерфейсі відображається кнопка створення оголошення, 
скриншот зображено на рисунку 43. 
 
 




Рисунок 44 – Сторінка оголошення 
 
 Форма створення оголошення та  приклад рекомендації ціни товару зображено 
на рисунку 45. Для отримання рекомендації ціни товару потрібно натиснути на 
кнопку оновлення, яка знаходиться в верхньому правому куті екрану. 
 
 
Рисунок 45 – Прилад рекомендації ціни з заповненою формою  
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 Також у користувача є можливість переглянути власні товари. Перейти на 
сторінку зі списком власних товарів потрібно натиснути на іконку профілю. 
Користувач повинен бути авторизований. У іншому випадку користувачеві буде 
запропоновано авторизуватись за допомогою одного з запропонованих варіантів. 
Екран власних товарів зображено на рисунку 46. 
 
 





4 РОЗРОБЛЕННЯ СТАРТАП ПРОЄКТУ 
 
 В таблиці 4.1 описано інформаційну карту проєкту.  
Таблиця 4.1 – Інформаційна карта проєкту 
1. Назва проєкту Система продажу товарів на основі машинного навчання 
2. Автор проєкту Гуменюк М.О. 
3. Коротка анотація 
Сьогодні підприємства електронної комерції та 
роздрібної торгівлі використовують різні методи та 
канали для просування магазинів та товарів. Більшість із 
них фокусується на рекламі. Насправді відповідні 
рекомендації щодо продуктів можуть не тільки 
збільшити дохід, але й мати позитивний вплив на 
взаємодію з користувачем. 
 
4. Термін реалізації 
проєкту 
18 місяців 
5. Необхідні ресурси Матеріальне забезпечення: 
- Ноутбук dell 5514 50000 грн 
Програмне забезпечення: 
- середовище розробки Android Studio 
(безкоштовно); 
- середовище розробки PyCharm (безкоштовно). 
Фінансові витрати: 
- оренда офісу (10000 грн в місяць); 
- доступ до мережі інтернет (150 грн в місяць); 
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- електроенергія (50 грн в місяць). 
Інтелектуальні ресурси: 
- Гуменюк Микола Олександрович (50000 грн в 
місяць). 
6. Опис проблеми, 
яку вирішує 
проєкт 
Даний проєкт вирішує проблему формалізації та 
пошуку релевантних товарів. Також вирішує проблему 
швидкого продажу товару. 
 
7. Головні цілі та 
завдання проєкту 
Ціль: розробити конкурентоспроможний додаток, який 
допоможе покупцеві спростити пошук потрібного 
товару, а продавцеві спростити процес створення 
оголошення та зменшити час продажу товару. 
Завдання: 
 розробити додаток для продажу товарів; 
 розробити рекомендаційну систему для товарів; 
 реалізувати рекомендувач ціни товару. 
8. Очікувані 
результати 
Очікуваний результат полягає в отриманні системи 
продажу товарів з використанням алгоритмів 
машинного навчання для забезпечення кращого 
користувацького досвіду. Система потрібна містити в 
собі рекомендаційну систему товарів для покупця та 
рекомендаційну систему ціни для товару. Система 
повинна працювати на найпопулярніших платформах, 







4.1 Команда стартапу 
 
Визначення ролей: 
 ІТ-спеціаліст ‒ роль генератор ідей; 
 спеціаліст з технічного забезпечення ‒ роль спеціаліст; 
 менеджер ‒ роль дипломат. 
 Завдання та термін їх виконання описані в таблиці 4.2. 
Таблиця 4.2 – Завдання та термін їх виконання 
 Необхідне завдання  Кількість місяців 
1 Дослідження методів реалізації 2 
2 Видача ТЗ 0.5 
3 Розподіл обов’язків 0.5 
4 Розробка ПЗ 8 
5 Тестування ПЗ 2 
6 Пошук інвесторів 3 
7 Юридичне забезпечення 6 
8 Аналітика 3 
9 Рекламна компанія 4 
 
 
Рисунок 47 – Схема взаємодії між членами команди 
84 
 
ГІ = 6/5 = 1.2 
С = 5/6 = 0.84 
Д = 3/4 = 0.75 
 
 
Рисунок 48 – Діаграма Ґанта 
 
 В таблиці 4.3 описано зайнятість кожної ролі. 
Таблиця 4.3 – Зайнятість кожної ролі 
  1ГІ 2С 3Д 
1 Дослідження методів реалізації 1 2  
2 Видача ТЗ 0.5 0.5  
3 Розподіл обов’язків 0.5 0.5 0.5 
4 Розробка ПЗ 4 8  
5 Тестування ПЗ 2 2  
6 Пошук інвесторів 3 0 3 
7 Юридичне забезпечення 2 4 6 
8 Аналітика 3 3 3 
9 Рекламна компанія 1 0 4 
 Сума: 17 18 16.5 
 
 
Обчислення співвідношення між зайнятістю та кількістю місяців проєкту: 
1ГІ = 17 / 18 = 0.94 
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2С = 18 / 18 = 1 
3Д = 16.5 / 18 = 0.96 
ГІ = 0.94 / 1.2 = 0.78 
С = 1 / 0.84 = 1.19 
Д = 0.96 / 0.75 = 1.28 
 В таблиці 4.4 надано важливість факторів щодо їх вкладу у створення та 
реалізацію стартапу. 
Таблиця 4.4 – Важливість факторів щодо їх вкладу у створення та реалізацію стартапу 
Фактор Вага (важливість) 
Ідея 10 
Підготовка бізнес плану 8 
Компетентність 10 
Залученість і ризики 7 
Обов’язки 9 
Пошук інвесторів 9 
Юридичне забезпечення 8 
 
 В таблиці 4.5 надано особистий внеску кожного партнера у створення та 
реалізацію стартапу. 
Таблиця 4.5 – Особистий внеску кожного партнера у створення та реалізацію стартапу  
Фактор Генератор ідей Спеціаліст Дипломат 
Ідея 10 2 6 
Підготовка бізнес плану 8 5 8 
Компетентність  10 7 6 
Залученість і ризики 8 9 4 
Обов’язки 10 10 2 
Пошук інвесторів 7 2 10 
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Юридичне забезпечення 4 0 4 
 
 В таблиці 4.6 описано дольову участь у стартап проєкті кожного учасника. 
Таблиця 4.6 – Дольова участь у стартап проєкті кожного учасника 
Фактор Вага Генератор 
ідей 
Спеціаліст Дипломат 
Ідея 10 10 6 2 
Підготовка бізнес 
плану 
8 8 8 5 
Компетентність 10 10 6 7 
Залученість і 
ризики 
7 8 4 9 
Обов’язки 9 10 2 10 
Пошук інвесторів 9 7 10 2 
Юридичне 
забезпечення 
8 4 4 0 
Разом  505 352 301 




 В таблиці 4.7 відображена морфологічна карта. 
Таблиця 4.7 – Морфологічна карта 
Основні параметри 1 2 3 4 5 
Мова програмування 
(серверна частина) 
Python Java C# Js Інші 
Мова програмування 
(клієнтська частина) 
Js C# Dart Kotlin Інші 
Платформа Android Ios Кросплатформа Web Інші 
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База даних SQLite MySQL Postgress MongoDB Інші 
 
Товар за задумом: Система продажу товарів на основі машинного навчання з 
можливістю пошуку та фільтрації по категоріях, ціні, стану, бренду. Можливість 
сповіщення про оновлення товару та товарів по обраних пошукових запитах. 
Товар у реальному використанні: Система продажу товарів дозволяє 
створювати оголошення, шукати, фільтрувати та сортувати оголошення. 
Товар з підкріпленням: Користувач має можливість підписатись на пошукові 
запити та на оновлення товару. 
Головна проблема: Люди отримали простий спосіб купувати товари з 
величезного асортименту, однак об’єми таких даних занадто великі для успішного 
аналізу за час, що має людина. 
 1-й MVP: Можливість подачі оголошення. Рекомендація користувачеві ціни 
товару. 
 2-й MVP: Відображення списку всіх товарів. Пошук по назві. 
 3-й MVP: Фільтрація по стану, категорії, бренду, ціні товару. 
 4-й MVP: Додавання рекомендаційної системи, завдяки якій користувач 
отримуватиме на головній сторінці саме ті товари, які йому б сподобались. 
 5-й MVP: Додавання системи, завдяки якій користувач буде мати можливість 
перегляду схожих товарів на сторінці товару. 
 6-й MVP: Можливість підписатись на певний товар чи пошуковий запит. 
Отримувати повідомлення про його оновлення. 
 Опрацювання питань для удосконалення продукту описано в таблиці 4.8. 
Таблиця 4.8 – Опрацювання питань для удосконалення продукту 
№ Запитання  Відповідь 
1 Частиною яких 
систем є продукт? 
Продукт є частиною системи продажу товарів 
2 Які функції 
надсистеми може 
виконувати продукт? 




Як їх з ним 
пов’язати? 
3 Чи можна розділити 
продукт на частини 
Пошукова система 
Система фільтрів 
Рекомендаційна система ціни 
Рекомендаційна система товарів 
Система відправлення пуш-нотифікацій 
4 Чи можна об’єднати 
(агрегувати) кілька 
елементів продукту в 
один? 
Пошукову та систему фільтрів 
5 Чи можна нерухомі 
частини продукту 
зробити рухомими і 
навпаки? 
‒ 
6 Яким має бути 
ідеальний продукт? 
Захищеність даних, які передаються. 
Високий ступінь надійності системи. 
Правильна робота системи при некоректних вхідних 
даних. 
Повна та змістовна документація системи. 
7 Що відбувається, 
якщо вилучити цей 
продукт? Чим його 
можна замінити? 
Унеможливлює можливість надавати рекомендації 
щодо товарів 
8 Який цей продукт 
був у минулому? 
У минулому користувачеві приходилось самому 
фільтрувати безліч товарів . 





На розвиток рекомендаційної  
системи продукту 
10 Які функції 
залишилися 
“недорозвиненими”? 
Система сповіщення про оновлення інформації про 
товар. 
Здійснення відбору найцікавіших ідей і формування їх списку 




Ідея 2. Відображення товарів на карті. 
Ідея 3. Можливість оплати товару 
Ідея 4. Надсилати повідомлення про появу нових релевантних товарів. 
Ідея 5. Можливість  залишити відгук про продавця 
Ідея 6. Можливість імпорту товарів з інших торгових площадок. 
Агрегування 1. Надсилати повідомлення про появу нових товарів основаних на 
локації користувача. 
Агрегування 2. Можливість залишити відгук на роботу рекомендаційної 
системи. 
Агрегування 3. Можливість фільтрації товарів по рейтингу продавця. 
Відбираємо найбільш працездатні ідеї, перевіряємо їх на своєчасність. Для 
цього необхідно за кожною з отриманих ідей відповісти на три запитання: що вийшло; 
де це можна використати; кому це потрібно. 
 Ідея 1. Розпізнавання локації користувача та  пропонувати товари поруч з 
користувачем. Така система дозволить оптимізувати рекомендаційну систему та 
покращити якість вихідних даних. 
 Ідея 2. Відображення товарів на карті. Така система дозволить покращити 
користувацький досвід при використанні системи продажу товарів 
 Ідея 3. Можливість оплати товару. Така система дозволить забезпечити  
безпечну покупку товарів, без можливості бути обманутим при покупці товару. 
 Ідея 4. Надсилати повідомлення про появу нових релевантних товарів. Така 
система дозволить пришвидшити пошук потрібного товару для покупця та зменшить 
час продажу товару для продавця. 
 Ідея 5. Можливість залишити  відгук про продавця. Така система надає 
можливість користувачам ділитись інформацією щодо продавця. 
 Ідея 6. Можливість імпорту товарів з інших торгових площадок. Така система 
дозволить продавцеві швидко перенести вже існуючі оголошення з інших торгових 
площадок. 
 Агрегування 1. Надсилати повідомлення про появу нових товарів основаних на 
локації користувача. Дозволить покупцеві економити час. 
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Агрегування 2. Можливість залишити відгук на роботу рекомендаційної 
системи. Дозволяє покращувати рекомендаційну систему  
Агрегування 3. Можливість фільтрації товарів по рейтингу продавця. Завдяку 
цьому користувач зможе захиститись від поганих продавців. 
В таблиці 4.9 описано синхронізацію завдань. 
Таблиця 4.9 – Синхронізація завдань 
Етапи Продукти (послідовність заміщення) 










Сьогодні Ідея 1. 
Розпізнавання 
локації 
користувача та  
пропонувати 









Агрегування 1. Надсилати 
повідомлення про появу нових 
товарів основаних на локації 
користувача. 





 Ідея 6. 
Можливість 
імпорту товарів з 
інших торгових 
площадок. 
Агрегування 3. Можливість 
фільтрації товарів по рейтингу 
продавця. 
Післязавтра Ідея 4. 
Надсилати 
повідомлення 














Рисунок 49 – Бізнес модель 
 
4.3 Розроблення ринкової стратегії проєкту 
 
 Вибір цільових груп описано в таблиці 4.10. 

















































 Визначення базової стратегії розвитку описано в таблиці 4.11. 






























 Визначення базової стратегії конкурентної поведінки описано в таблиці 4.12. 
Таблиця 4.12 – Визначення базової стратегії конкурентної поведінки 




































продукт як у 
конкурентів, але 
швидше, точніше 
та дешевше  
 Визначення базової стратегії позиціонування описано в таблиці 4.12. 
Таблиця 4.13 – Визначення стратегії позиціонування 


































4.4 Розроблення маркетингової програми стартап-проєкту 
 
 Визначення ключових переваг концепції потенційного товару описано в 
таблиці 4.14. 
Таблиця 4.14 – Визначення ключових переваг концепції потенційного товару 
№ Потреба Вигода, яку 
пропонує товар 
Ключові переваги перед 
конкурентами 
(існуючі або такі, що потрібно 
створити) 
1 Економність Товар пропонує 












 Три рівні моделі товару описані в таблиці  4.15. 
Таблиця 4.15 – Опис трьох рівнів моделі товару 
Рівні товару Сутність та складові 
І. Товар за задумом Система продажу товарів основана  на машинному навчанні 
базується на новітніх алгоритмах що дозволяє продавати та 
купувати продукти швидше ніж у конкурентів 




















Для перевірки якості роботи системи продажу товарів на 
машинному навчанні проводиться  два тести: 
1. Швидкодія 
2. Точність рекомендаційної системи 
Додаток поставляється з інструкцією використання. 
Торговельна марка: SME ‒ SellMe 
ІІІ. Товар з 
підкріпленням 
‒ 
За рахунок чого потенційний товар буде захищено від копіювання: Інтелектуальна 
власність на програмне забезпечення системи продажу товарів. 
 Межа цін встановлена в таблиці 4.16 
Таблиця 4.16 – Визначення меж встановлення ціни 
№ Рівень цін за 
товари-замінники 





Верхня та нижня межі 




1 150 грн в місяць 200 грн в 
місяць 
15 000 грн в 
місяць 
Від 30 до 100 грн з 
користувача в місяць 
 Системи збуту сформовані в таблиці 4.17. 













1 Орієнтація на 
нових клієнтів 
Встановлення та підтримка 
програмного забезпечення 






 Концепція маркетингових комунікацій описана в таблиці  4.18. 



















































4.5 Аналіз ринкових можливостей запуску стартап-проєкту 
 
 Попередня характеристика потенційного ринку стартап-проєкту описана в 
таблиці  4.19. 
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Таблиця 4.19 – Попередня характеристика потенційного ринку стартап-проєкту 
№ Показники стану ринку (найменування) Характеристика 
1 Кількість головних гравців, од  >10 
2 Загальний обсяг продаж, грн/ум.од 100 грн * 50 000 од = 50 000 00 
грн 
3 Динаміка ринку (якісна оцінка) Зростає 
4 Наявність обмежень для входу (вказати 
характер обмежень) 
Немає 





6 Середня норма рентабельності в галузі 
(або по ринку), % 
23% 
 
 Характеристика потенційних клієнтів стартап-проєкту описана в таблиці 4.20. 
Таблиця 4.20 – Характеристика потенційних клієнтів стартап-проєкту 
















1 Система продажу 













власники магазинів ‒ 
для продажу товарів  










Таблиця 4.21 – Фактори загроз 
№ Фактор Зміст загрози Можлива реакція 
компанії 




Спроба одного із ІТ-гігантів (Як 
Google, Facebook, Amazon, 
Microsoft, etc.) зайняти цю нішу 
ринку. 
Спроба змінити свою 
цільову аудиторію і 









2 Поява більш 
інноваційного 
продукту 
Різке впровадження нових 
інноваційних рішень в 
рекомендаційних системах 
Завжди вкладати кошти 
у вдосконалення 
свого продукту. 
3 Загроза кризи Різкий спад рівню економіки країни  
 
 Фактори можливостей описані в таблиці 4.22. 
Таблиця 4.22 – Фактори можливостей 
№ Фактор Зміст можливості Можлива реакція компанія 




Виникнення проблем із 
законодавством (або 
довірою клієнтів) у 
одного із конкурентів 
Можливе захоплення його бази 
користувачів даного конкурента 
за рахунок особливих 
пропозицій/знижок 
користувачам, що перейдуть від 
нього. 
2 Рішення великих 
корпорацій на 
інтеграцію сервісу 
у свої системи 
Виникнення нових 
клієнтів, які раніше 
не використовували 
сервіс 
У випадку такої активності, 
важливо акцентувати увагу (і 
ресурси) на захопленні нових 
клієнтів перед конкурентами за 
рахунок агресивної реклами. 
3 Закриття оффлайн 
магазинів 
Виникнення нових 
клієнтів, які раніше не 
використовували 
онлайн сервіси 
Можливе захоплення бази 
користувачів оффлайн магазинів  
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 В таблиці 4.23 представлено ступеневий аналіз конкуренції на ринку. 




В чому проявляється 
дана характеристика 
Вплив на діяльність 
підприємства (можливі дії 
компанії щоб бути 
конкурентоспроможною) 
Тип конкуренції ‒ чиста На ринку ще не 
сформувався лідер, 
існує дуже багато 
можливостей 
Агресивна реклама, направлена 
на цільову аудиторію 





будь-якій державі по 
всьому світу 
Варто пропонувати продукт із 
максимально можливим набором 
локалізацій 




Компанія будується в цій галузі і 
з акцентом виключно на ній 
Конкуренція за видами 
товарів: товарно-родова 
Продукт може 
замінити старі дані 
для рекомендацій  
Компанія просуває ідею заміни 








Адже цільова аудиторія  - 
компанії, ціна продукту для яких 
на першому місці. 
За інтенсивністю ‒ 
марочна 
Використання 
торгової марки та 
логотипу 
Агресивна реклама торгової 
марки в мережі інтернет 
 Результати аналізу конкуренції в галузі описано в таблиці 4.24. 





























































































 Обґрунтування факторів конкурентоспроможності приведено в таблиці 4.25. 




Обґрунтування (наведення чинників, що роблять фактор для 
порівняння конкурентних проєктів значущим) 
1 Більш низькі 
ціни  
Використання більш простих алгоритмів, які не потребують 
значних обчислювальних ресурсів.  
2 Особиста 
підтримка.  
Підтримка програмного забезпечення 24/7 в режимі онлайн 
















Бали 1-20 Рейтинг товарів-конкурентів у 
порівнянні з нашим продуктом 
-3 -2 -1 0 +1 +2 +3 
1 Більш низькі ціни  15       * 
2 Особиста підтримка  8     *   
3 Спеціальні пропозиції 5    *    
4 Агресивна реклама 18      *  
 В таблиці 4.27 наведено SWOT-аналіз стартап-проєкту. 
Таблиця 4.27 – SWOT-аналіз стартап-проєкту 
Сильні сторони: 
Нижча, ніж у конкурентів, вартість 
продукту, постійна робота над 
удосконаленням продукту, використання 
штучного інтелекту 
Слабкі сторони: 
Через законодавство про продаж 
товарів може бути частково 
недоступним або заблокованим у 
деяких країнах світу 
Можливості: 
Динамічне зростання ринку дозволяє 
голосно заявити про себе, зайняти нішу 
серед рекомендаційних систем, надавати 
найбільший спектр послуг серед 
конкурентів  
Загрози: 
Існує ймовірність входу на ринок ІТ-
гіганта, конкуренцію якому дрібними 
продуктами практично неможливо 
реалізувати. 
 В таблиці 4.28 наведено альтернативи ринкового впровадження стартап-
проєкту. 
Таблиця 4.28 – Альтернативи ринкового впровадження стартап-проєкту 
№ Альтернатива (орієнтовний 
комплекс заходів) ринкової 






1 Агресивна рекламна кампанія Висока 1-2 роки 
2 Пасивна реклама, спроба 
набору клієнтів за рахунок 
вищої якості послуг. 






 В таблиці 4.29 наведено календарний план-графік реалізації стартап-проєкту. 
Таблиця 4.29 – Календарний план-графік реалізації стартап-проєкту  
№ 
Етапи реалізації 
Період реалізації проєкту  
0-й рік 
1-й кв 2-й кв 3-й кв 4-й кв 
1 Проведення НДДКР + + + +    
2 Розробка проєктних 
матеріалів і 
ТЕО 
 + + + +   
3 Робоче проєктування і 
прив'язка проєкту 
 +  + + +   






    +   














+ +      





роботи   
  + + +   
11 Освоєння проєктних 
потужностей 
    +   
12 Придбання 
матеріальних ресурсів  
    +   
13 Запуск виробництва      +   
14 Продаж продукції      + + + 
  
 В таблиці 4.30 наведено планову потребу у виробничих площах. 


















1 Офіс 1 25 Офіс має містити 







він має містити 
кондиціонер, 
підключення до 
мережі інтернет.  
Оренда 8 
Разом 1 25 _ _ 8 на місяць 
  
 В таблиці 4.31 наведено планову потребу у виробничому обладнанні та 
устаткуванні. 













кв. м  
 









тис. грн.  
1 Ноутбук 3 - 5514 Dell 2 дні 150(50 ‒ 1 
шт.) 
2 Телефон 1 - 11 Iphone 1-2 дні 20 
3 Стіл 
письмовий 
3 0.4 (1 * 
0.4)  












Ikea  1 день  6 (2– 1 шт.) 
5 Кондиціоне
р  
1 - CS-07 
VP 
Gree  1 день  10 (10 – 1 
шт.)  





JYSK  1-2 дні  0.750 (0.750 
– 1 шт.)  
Разом: - 4.88 кв. 
м 
- - - 189 
  
 В таблиці 4.32 наведено планову вартість нематеріальних активів. 
 Таблиця 4.32 – Планова вартість нематеріальних активів   
№ Вид активів Активи, що можуть бути 
віднесені до даного виду  
Вартість, 
тис. грн 
1 Права користування майном Право на оренду приміщень  8 
2 Права на комерційні 
позначення 
Право на бренд “SellMe”  3 
3 Авторське право та суміжні з 
ним права 
Windows 10 License  4 
  
 В таблиці 4.33 наведено обсяг виробництва продукції стартап-проєкту. 
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 Таблиця 4.33 – Плановий обсяг виробництва продукції стартап-проєкту  
Вид продукції  Одиниця 
виміру 
Обсяги виробництва за період  
1-й рік  2-й рік 3-й рік 
Серверна 
частина 
1 2 - 
Клієнтська 
частина 
1 - - 
  
 В таблиці 4.34 наведено планову потребу та витрати на персонал. 












грн. на місяць 
Витрати на оплату праці 
за період, тис. грн 






2      




Всього витрати на 
оплату праці 
адміністративного 
персоналу   




2      
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2.1 розробник  
1 50  18,7 824  824  824  
2.2 тестувальник  
2.3 спеціаліст із 
технічного 
забезпечення  
1 17  6,35   280  280  280  





 67  25   1104  1104  1104  
Разом: 4 214 80 3528 3528 3528 
 В таблиці 4.35 наведено загальні початкові витрати проєкту. 
Таблиця 4.35 – Загальні початкові витрати проєкту  
№ Стаття витрат  Обсяги витрат в 
0-й рік, тис. грн 
1 Проведення НДДКР 18 (1.5 * 12) 
2 Розробка проєктних матеріалів і ТЕО 27 (3 * 9) 
3 Робоче проєктування і прив'язка проєкту 18 (2 * 9)  
4 Витрати на придбання й оренду земельних ділянок, 
будівель, приміщень, споруд  
96 (8 * 12)  
5 Витрати на придбання обладнання та устаткування та 
пристроїв 
103  
6 Витрати на приймально-здавальні випробування  0 
7 Витрати на пусконалагоджувальні роботи 0 
8 Комплексне освоєння проєктних потужностей 0 
9 Витрати на придбання нематеріальних активів 15 
10 Одноразові виплати, зокрема гарантуючим і страховим 
організаціям 
0 
11 Витрати на створення оборотного капіталу, необхідного 0.8064  
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для початку операційної діяльності (створення 
виробничих запасів, передоплата сировини, матеріалів і 
комплектуючих виробів, які мають бути поставлені на 
початку операційної діяльності)  
12 Податкові платежі (земельний, комунальний та інші), 
здійснені до початку операційної діяльності  
0 
13 Оплата юридичних послуг (реєстрація компанії) 2.200 
14 Витрати на передвиробничі маркетингові дослідження і 
створення збутової мережі  
9 (1.5 * 6)  
15 Витрати, пов'язані з діяльністю персоналу  1200 (100 * 12) 
Разом 1489.8064  
 В таблиці 4.37 наведено ланові загальногосподарські витрати. 
Таблиця 4.37 – Планові загальногосподарські витрати  
№ Стаття витрат Витрати за період, тис. грн.  
1-й рік 2-й рік 3-й рік 
1 Витрати на оренду земельних ділянок, 
будівель, приміщень, споруд 
96 96 96 
2 Витрати на обладнання, устаткування та 
пристрої 
0 0 0 
3 Витрати на придбання нематеріальних активів  0 0 0 
4 Витрати на персонал (на відрядження, 
соціальні заходи тощо)  
1200  1200  1200  
5 Витрати на зв'язок 2.7 2.7 2.7 
6 Витрати на паливо та електроенергію 0.48 0.48 0.48 
7 Витрати на водопостачання - - - 
8 Витрати на утримання обладнання та 
приміщень 
48 48 48 
9 Витрати на збут  0 0 0 
10 Витрати на просування та рекламу 100 200 500 
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11 Оплата юридичних послуг  12 12 12 
12 Податкові платежі (земельний, комунальний 
податки, інші) 
0 0 0 
Разом: 1363.48 1463.48  1763.48 
 В таблиці 4.38 наведено вимоги до посади директора. 
Таблиця 4.38 – Директор   
Критерій  Зміст   
Основна освіта  Неповна вища або вища. 
Додаткова освіта, спеціалізація Менеджмент підприємства  
Необхідний досвід роботи Не менше 5 років. 
Завдання  Управління підприємством, контроль роботи 
персоналу 
Знання  Вміння планувати задачі і розбивати їх на 
частини, вміння розставляти пріоритети і нести 
відповідальність з прийняті рішення. 
Навички, вміння, ділові якості  Вміння приймати рішення і нести за них 
відповідальність 
Особистісні якості Рішучість і вміння розставляти пріоритети.  
Мотивація  Здатність працювати у проєкті, який може 
змінити світ.  
  
 В таблиці 4.39 наведено вимоги до посади менеджера-маркетолога-бухгалтера. 
Таблиця 4.39 – Менеджер-маркетолог-бухгалтер  
Критерій  Зміст   
Основна освіта  Повна вища 
Додаткова освіта, спеціалізація Менеджмент підприємства  
Необхідний досвід роботи Не менше 5 років. 
Завдання  Маркетинг і бухгалтерський облік 
Знання  Вміння ведення статистики і даних, уміння 
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співпрацювати із основними платформами, що 
надають послуги маркетингу (рекламу).  
Навички, вміння, ділові якості  Вміння домовлятись із людьми, точність і 
відповідальність 
Особистісні якості Точність, логічність, відповідальність 
Мотивація  Бажання працювати у проєкті, який може змінити 
світ.  
  
 В таблиці 4.40 наведено вимоги до посади розробника. 
Таблиця 4.40 – Розробник (програміст)  
Критерій  Зміст   
Основна освіта  Повна вища 
Додаткова освіта, спеціалізація Розробка програмного забезпечення 
Необхідний досвід роботи Не менше 2 років. 
Завдання  Розробка програмних продуктів відповідно до 
ТЗ. 
Знання  Вміння розроблювати програмні продукти із 
застосуванням відповідних методі і інструментів 
(залежно від позиції)  
Навички, вміння, ділові якості  Досвід програмування, розуміння і активне 
використання ООП парадигми, etc. 
Особистісні якості Точність, відповідальність, швидкість роботи. 
Мотивація  Бажання працювати у проєкті, який може 
змінити світ.  
 В таблиці 4.41 наведено вимоги до посади тестувальника. 
Таблиця 4.41 – Тестувальник  
Критерій  Зміст   
Основна освіта  Вища. 




Необхідний досвід роботи Не менше 2 років. 
Завдання  Тестування програмного забезпечення  
Знання  Вміння шукати проблеми і критично мислити.  
Навички, вміння, ділові якості  Критичне мислення.   
Особистісні якості Точність, відповідальність, швидкість роботи.  
Мотивація  Бажання працювати у проєкті, який може 
змінити світ.  
 В таблиці 4.42 наведено вимоги до посади спеціаліста із технічного 
забеспечення. 
Таблиця 4.42 – Спеціаліст із технічного забезпечення   
Критерій  Зміст   
Основна освіта  Повна вища 
Додаткова освіта, спеціалізація Розробка програмно-апаратних комплексів  
Необхідний досвід роботи Не менше 2 років. 
Завдання  Технічна підтримка наявного обладнання  
Знання  Знання архітектури мікроконтролерів, інженерні 
Навички, вміння, ділові якості  Охайність, терпеливість і відповідальність. 
Особистісні якості Точність, практичність, швидкість роботи.  
Мотивація  Бажання працювати у проєкті, який може 
змінити світ.  
 
Як організаційно-правову форму було обрано товариство з обмеженою 
відповідальністю Товариство з обмеженою відповідальністю (ТОВ) ‒ це юридична 
особа, статутний капітал якого розділений на частки, що належать учасникам ТОВ. 
На відміну від ІП, учасники ТОВ не відповідають за зобов'язаннями ТОВ і несуть 
ризик збитків лише в межах належної їм частки.  
ТОВ може займатися практично будь-якими видами діяльності (однак, 
наприклад, ліцензія для цілей надання освітніх послуг ТОВ не видається). Залучення 
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інвесторів і партнерів можливо в якості нових учасників ТОВ. Бізнес зручно 
масштабувати шляхом створення представництв, філій і дочірніх товариств. ТОВ 
може бути засноване однією громадянином, який може одночасно бути учасником, 
генеральним директором і головним бухгалтером ТОВ. 
З недоліків: створення ТОВ пов'язано з оплатою статутного капіталу, 
підготовкою статуту, визначенням органів управління ТОВ та їх компетенції, 
необхідністю виконувати більш широкий у порівнянні з ІП набір вимог. Мінімальний 
розмір статутного капіталу ТОВ сьогодні становить 10 000 грн (обговорюється 
збільшення до 500 000 грн).  
Статистично, ТОВ ‒ найбільш поширена правова форма стартапу. Незважаючи 
на властиві цій формі обмеження, ТОВ підходить більшості стартапів. Структуру 
зображено на рисунку 50. 
 
 






 У роботі для побудови програмного комплексу інтелектуальної системи 
підбору клієнтського контенту було проаналізовано існуючі рішення у сфері систем 
продажу товарів, існуючі підходи до вирішення задачі прогнозування, розглянуто їх 
недоліки та проблеми з якими стикаються при розробці подібних систем, та можливі 
способи вирішення, а також було розроблено системи прогнозування цін товарів та 
рекомендації товарів.  
 Були виконані наступні завдання: 
 досліджено існуючі алгоритми прогнозування клієнтських взаємодій;  
 досліджено існуючі підходи фільтрування контенту в рекомендаційних 
системах;  
 розроблено систему рекомендації товарів; 
 розроблено систему прогнозування ціни товару. 
 За результатами досліджень проведених у роботі було для реалізації системи 
було обрано модель алгоритму прогнозування на базі нейронних мереж, бо модель 
показала кращі результати, це також свідчить про виправданість такого способу.  
 В результаті виконання завдань роботи було побудовано програмний комплекс 
системи інтелектуального підбору клієнтського контенту, що може легко 
масштабуватися та нарощувати функціонал. Система розроблена таким чином, що 
здатна інтегруватися з клієнтськими системами. Архітектура системи розроблена так, 
що рішення є більш універсальним у порівнянні з існуючими системами та може бути 
легко адаптованим під інтеграції з різними системами клієнтів. Систему була 
протестована на трьох рівнях, а також описано механізм роботи системи, її структура 
та архітектура.  
 Результати розробок та досліджень роботи були використані при розробці 
реальної системи, що впроваджена в експлуатацію, що підтверджує практичне 
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