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Einleitung 
Die Theor ie  stat ion~rer  Kans mi t  unabh~ngigen Zeichen und  endl ichem 
Eingungs- und Ausgangsalphabet is~ yon S~-~o~ [14], FE1-NSTEI~ [5], WOLFe- 
* Die Arbeit entstand teilweise im Rahmen eines yon der Deutschen Forschungsgemein- 
schaft finanzierten Forschungsvorhabens. 
1 Z. Wahrscheinlichkeitstheorie v'erw. Geb., Bd. 10 
2 R. AttLSWED]~ :
WITZ [19], DOBRUSHIN [4] und STRASSEN [17] weir entwickelt worden. In vielen 
Fallen der Praxis sind die StSrungseigenschaften d r Nachrichtenfibertragungs- 
vorrichtungen (Kanale) aber nicht zeitstationar. Man denke etwa an Funkiiber- 
tragungen eines kiinstliehen Erdsatelliten ach festen Erdstationen. Derartige 
Nachrichtenfibermittelungsanlagen bild ten fiir JAcoBs den empirischen Anla2, den 
mathematischen Begriff eines fastperiodisehen Kanals einzuffihren [8], [9]. JAcoBs 
und der Verfasser haben unabhangig voneinander ffir fastperiodisehe Kanale mit 
unabhangigen Zeichen und endlichen Alphabeten eine starke Umkehrung des 
Codingtheorems bewiesen (ohne Beweis angegeben i [10]). In [6], [21] wurden 
einige weitere Resultate ffir fastperiodische Kanale hergeleitet. In Kapitel I der 
vorliegenden Arbeit wird fiir niehtstationare Kanale mit unabhangigen Zeichen 
und mit endlichem Eingangs- und beliebigem Ausgangsalphabet einCodingtheorem 
(w 3) und dessen starke Umkehrung (w 4) bewiesen. 
In der stationaren Situation hat zuerst WOLFOWITZ [19] eine starke Umkehrung 
ffir den halbstetigen Kanal mit unabhangigen Zeiehen bewiesen. KEMPERMAN [19] 
hat einen einfacheren Beweis gegeben. Unser Beweis der starken Umkehrung ffir 
den nichtstationaren Fall orientiert sich am Beweis KEMPERMANS. 
Das in Kap. I entwickelte niehtstationare Modell hat gegenfiber dem 
stationaren den Nachteil, dab die Gfite eines Codes nicht invariant gegenfiber Zeit- 
translationen ist; ein k-Code geht nicht notwendig in einen k-Code fiber. 
In Kap. I I  wird ffir translationsinvariante k-Codes eines fastperiodisehen 
Kanals Codingtheorem und starke Umkehrung des Codingtheorems bewiesen. 
In Kap. I I I  wird unter gewissen Kompaktheitsannahmen ein Codingtheorem 
und dessen starke Umkehrung ffir allgemeine niehtstationare Simultankanale 
bewiesen, in Kap. IV werden die Grenzen der in Kap. II, I I I  benutzten Verfahren 
aufgezeigt. 
Die Resultate aus Kap. II, I I I  lassen sich auf eine weite Klasse von,,zusammen- 
gesetzten" Kan~len anwenden. Das habe ieh bisher durchgefiihrt in den folgenden 
Fallen: 
1. I~iehtstation~re Simultankan~le, deren jeweflig steuernder Kanal 
a) dem Empf~nger, 
b) dem Sender, 
e) dem Empf/~nger und dem Sender 
bekannt ist. 
In der station~ren Situation wurden diese Kan~le yon WOLFOWITZ untersueht 
([19]). 
2. Nichtstation~re andomisierte Kan~le. 
In der station~ren Situation wurden diese Kans von S~ANNON und WOLFO- 
WlTZ untersucht ([19]). 
3. Kan~le mit Ged~chtnis. 
Insbesondere lassen sich die Ergebnisse yon  B LACKWELL, ]~RE IMANN, THOMAS IAN 
undWonFowITziiber Zustandskanale ([2], [19]) auf den fastperiodischen Fall fiber- 
tragen, falls die die Auswahl steuernde fastperiodisehe Markoffkette (~t (i ] ~))t = 1, 2 .... 
der Bedingung enfigt : 
(9 t ( i ] ? ' )~>0 ffiralle t , i , i .  
Shannonsche Informationstheorie im Falle nichtstation/irer Kangle 3 
4. K~STE~ hat ffir stationgre halbstetige Simultankangle Codingtheorem und 
schwache Umkehrung bewiesen ([12]). Die Ergebnisse aus Kap. II, I I I  lassen sich 
anf niehtstationgre halbstetige Simultankangle anwenden und liefern ebenfalls 
Codingtheorem und schwaehe Umkehrnng. 
Die unter 1., 2, 3., 4. genannten Ergebnisse werden in einer Fortsetzung dieser 
Arbeit bewiesen. 
Kapitel I. Das Codingtheorem und seine Umkehrung fiir halbstetige 
nichtstationiire Kan~ile mit unabh~ingigen Zeiehen 
Das nachstehende Kapitel befagt sich mit halbstetigen (endliches Eingangs- 
alphabet s und beliebiges Ausgangsalphabet tg') Kanglen mit unabhgngigen 
Zeichen, die nieht notwendig stationer sind (Definition in w 1), es ~drd ein Coding- 
theorem (Satz I, w 3) und dessen starke Umkehrung (Satz 2, w 4) bewiesen. Das 
Codingtheorem wird hergeleitet mit Hilfe des Maximalcodesatzes (w 2, Satz 0). Im 
stationgren Fall hat sich die Informationsfunktion im Zeitraum (1, n) 
n 
log]-[ ~(.[ x~) 
t= l  
(Definition in w 3) zur asymptotisehen Beschreibung der maximalen Codelgngen 
als brauehbar erwiesen. Es liegt daher nahe, im nichtstationgren Fall mit der 
Informationsfunktion 
n 
l og~m t (. Ix t) 
t= l  
zu arbeiten. Dabei werden Erwartungswert nnd Varianzabsehgtzungen der 
Informationsfunktion ben6tigt, die wesentlich yon der Unabhgngigkeit Gebrauch 
machen. 
K]~PEg~A~ benutzt in seinem Beweis der starken Umkehrung fiir stationgre 
Kangle die Gleichung 
n a 
(,) ZI~logm (. ]xt)  = n ~ ~Elogm(. ]i) 
t= l  i= l  
= nEl~ I') (vgl. 8.4.6 in [19]). 
Das ttauptproblem i  nichtstationgren Fall besteht darin, eine zu (,) ,,analoge" 
Gleiehung zu finden. Die L6sung bringt Hilfssatz 2 in w 4. 
Die Sehar der Ubergangswahrseheinliehkeiten Ft(-t. ) (t = 1, 2 . . . .  ) Mrd so 
in endlich viele Klassen zerlegt, dab die Informationsfunktionen der Elemente 
einer Klasse in der Supremumsnorm (L ~~ ,,benachbart" sind; der nichtstationgre 
Kanal wird ausschnittsweise ,,stationarisiert". Diese Zerlegung wird ermSglieht 
durch die Beobachtung, dab die Menge der Informationsfunktionen halbstetiger 
Kan/ile in der Supremumsnorm totalbesehrgnkt is . 
Die Nichtstationaritgt hat zur Folge, dab man nicht mehr wie fiblieh mit einer 
konstanten DurchlaI]kapazitgt auskommt. An ihre Stelle tritt eine Funktion 
C(n)= 1 ~Ct 
n 
t= l  
C(n) wird durch 0 nach unten und durch log a naeh oben beschrgnkt. 
1"  
4 1~.  Am.SWEDE : 
w 1. Grundbegri]/e 
Seien f2 t (t = 1, 2 . . . .  ) Exemplare ines endliehen Aplhabetes ~2 =- {1 . . . . .  a} 
und seien (~,t, B,t) (t = 1, 2, ...) Exemplare ines beliebigen MeBbarkeitsbereiches 
(~2', B'), d.h. ~2' ist eine beliebige Menge und B' ist ein Borelk6rper in f2'. 
Seien Ft (. I 1) . . . . .  Ft ( 9 l a) Wahrschein]iehkeitsverteilungen auf ([2 't, B 't) 
(t = 1, 2 . . . .  ). 
f I  ~ Far jedes u = (x l , . . . ,  xn) ~ f2• = f2t ist dureh _~ (. I u) = ~[  *Ft (. I xt) 
t= l  t= l  
eine Wahrseheinliehkeitsverteilung a f 
t=l / 
definiert. Bei Betrachtung der so gebildeten Folge Fn (" 1 ") yon Obergangskernen 
yon f#n naoh ~ (n = I, 2 .... ) spricht man yon einem halbstetigen (i. a. nieht- 
station~ren) Kanal mit unabh/~ngigen Zeichen. /Tt(.[ .) heiBt die l~bergangs- 
funktion (des Kanals) far die Komponente t. Ist D' = ~,t endlieh, so spricht man 
yon einem diskreten Kanal. Die Ubergangsfunktion ~'t (. 1.) ist dann durch die 
Ubergangswahrscheinliehkeiten F  (k I i) -= F t ({k}] i) (i e D, k e ~') eindeutig 
festgelegt. 
(0) Ein Code (n, N, 4) far den halbstetigen Kanal ist eine Menge 
t p 
{(ul,  A1), . . . ,  (us ,  As )} ,  
p I 
in der us e Dn und die A~ disjunkte Mengen aus B n sind und fiir die 
F~{A'~Iu d > 1 -- 2 gilt. (0 ~ A ~ 1) (i = 1, 2, ..., N). 
Man sprieht yon einem Code far den Zeitraum (1, n}, yon der Lgnge N, 
zur Sieherheits- (oder Irrtums-) wahrseheinliehkeit 4, auch yon einem 
%-Code. Die maximale L/~nge ines Code (n, N, 4) wird mit N (n, 4) bezeiehnet. 
(1) Eine bezfiglich n asymptotisehe untere Abseh~tzung von N(n,  2), die mittels 
einer Funktion C (n) (n = 1, 2, ...) in folgender Form gegeben ist: 
Zu beliebigen 2, ~ mit 0 < A < 1, d > 0 gibt es ein no = n0(k, ~), derart, 
dab far n ~ no 
N (n, 2) > exp {n(C (n) --  ~)} 
gilt 
wird als ein Codingtheorem it der DurehlaB-Kapazit~t(sfunktion) C(
bezeiehnet. 
(2) Hat man ein Codingtheorem it einer Durehlagkapazits C(n) (n = 1, 2, ...), 
so heiBt eine bezfiglieh n asymptotisehe obere Abseh/~tzung von N (n, 4), die 
in folgender Form gegeben ist: 
Zu beliebigen 4, ~mi t  0 < 2 < 1, ~ > 0 gibt es ein no = n0(k, d), derart, 
dab far n ~ no 
N (n, 4) < exp{n(C(n)  + ~)} 
gilt; 
eine starke Umkehrung des betreffenden Codingtheorems. 
Gelten mit einer Funktion C (n) (1) und (2), so gelten far eine Funktion C'(n) 
(1) and (2) genau dann, wenn gilt: 
lim (C (n) --  G'(n)) -~ O. 
~t ----> oo 
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bq 2. Eine allgemeine untere Absehiitzung der maximalen Codel~ingen 
Wir betrachten eine endliche Menge D = {ulu = 1 . . . .  , a}, darin den Borel- 
kSrper Bal ler  Teilmengen und eine Wahrscheinlichkeitsverteilung z = (zl . . . . .  Za), 
ferner eine beliebige Menge 5Q'= {u', ...} mit einem BorelkSrper B' und darauf 
a Wahrscheinlichkeitsverteflungen F (. I l) . . . . .  F (. I a). z und die F (. [ 1) . . . . .  F (. ] a) 
induzieren auf ([2', B') die Wahrscheinlichkeitsverteilung 
~(.) =~z.F ( . [~)  
u~t~ 
und in ~ = t9 X f2' = {(t = (u, u') l u e f2, u' ~ [2'} (mit dem Produkt-BorelkSrper 
/~= Zx  B') 
a) die Produktvertei lung/7 = z X v, 
b) die Wahrscheinlichkeitsverteilung /~ = z x F, gegeben durch die Formel 
UEQ 
wobei ~i e/} ist und 
den u-Sehritt yon A bezeiehnet. 
Man beachte nun, dab/~ beziiglieh/7 totalstetig ist, so dab man die Radon- 
, dP 
Nikodym-Dichte ~-  (u) bilden kann. 
Sei nun ffir beliebiges reelles S 
{ - } = ~ (z, F, S) = ; = (~, u') ]og dr  (;) > S . 
' dF 
Wit betrachten jetzt ffir ein festes 2 mit 0 < 2 < 1 alle mSglichen Systeme yon 
t 
Paaren (uj, A~) (1 =< ] _--< N), ffir die ul . . . . .  uN e/2  und die Aj paarweise dis- 
junkte Mengen aus B' sind, sowie _~(A~iuj) > 1 - 2 gilt. Den Maximalwert, 
den N ffir solche Systeme annehmen kann, bezeichnen ~ mit N (2). Dann gilt der 
Satz. (Methode der maximalen Codes [i~r halbstetige Kaniile). ~'iir ]edes positive 
2 < 1 gilt 
N(2) > eS{F(M) -- (1 - -  2)} = exp[S + log {F(M) --  (1 -- 2)}] 
(wobei der letzte Term nur /iir f f  (il D -- (;~ -- 1) > 0 sinnvoU ist). 
Beweis. Sei (ui, A;) (1 --< i --< iV) eines der oben beschriebenen Systeme mit 
(1) A~ cM,,, 
(2) zu, > o 
und mit unter diesen zusiitzlichen Nebenbedingungen maximaler Lgnge. 
27 
p 
Wir setzen A '= ~JA  i . Dann gilt z-fast iiberall 
i= l  
(3) l~(~iu  - -  A' lu )  <__ 1 - -  2,  
6 ~.AHLSWEDE: 
denn die Ungfiltigkeit yon (3) fiir ein u mit ~u ~ 0 wiirde die Verl~ngerbarkeit 
des obigen Codes bedeuten. 
Summation mit  7e liefert 
~=uF(~lu - -  A'[u) ~ 1 - -  ~. 
ueY2 
Daraus folgt direkt 
U~Y2 zt~2 U~t) 
und nach Definition yon/~ und 
v(A') ~ F(M) -- (1 --  ).). (4) 
Wegen 
gilt 
- (u') (~u~ > 0) 
dT (ui, u') d~(.) 
s u 
F(Aglut) = f in  ( ~' u') ~(du') (~u~ > 0). 
A~ 
/ 
Nach Definition yon M und Ai und da F(D' I ui) ~ 1 ist (D' e B', ui ~ ~9), folgt 
f d~ s I I~F(A~Iu~)~-- ~-(u~,u')~,(du') ~=e v(Ai) (~>0) .  
A~ 
Durch Summation ergibt sich 
N >= eSv(A ') ~ es(F(M) -- (1 --  ~)). 
Damit  ist der Satz bewiesen. 
w 3. Beweis des Codingtheorems 
Wir kehren nun zu der in w 1 erkli~rten Situation zuriick. Fiir jedes t ~ 1, 2 . . . .  
sei 7d = (~ . . . . .  7~ta) eine Wahrscheinliehkeitsverteilung auf tgt, und seien 
Ft (" I 1) ... Ft (. I a) Wahrseheinlichkeitsverteilungen auf ~,t. 
7d, Ft(. I 1). . .  Ft(.  [a) erzeugen auf (~,t, B't) das MaB 
a 
vt(.) -~ ~ z~ Ft(" l i). 
i=1 
FOr i e Ht = { i ]~ > 0} sei mt (. ]i) die Radon-N ikodym-Diehte  yon Ft (. ]i) 
bezfiglich v t. m t (. ] i) sei auf Nullmengen so festgesetzt, dab ~ ~i mt (" [i) ~-- 1 
gilt. Dann gilt i~  
1 
(1) O~=mt(.[i)~= ~ ( t=1,2  . . . .  ) ( ieHt).  
Wir betrachten un ffir jedes i ~ H t die Ft-fastfiberall auf ~2 't definierte Funkt ion 
v~ (.) = log .~ (. ] i) 
~t und F t erzeugen auf dem Produktraum 
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(mit dem Produktborelk6rl0er B t X B 't, wobei B t d~s System aller Teflmengen 
der endtichen Menge /2 t i s t )  eine Wahrscheinlichkeitsverteilung Ft ,  wobei ffir 
fit ~ B t --  unter Verwendung der Schnitte Al = (x ' ]x '  ~ Q, t  (i, x') E A} e B't - -  
ist. 
Wir schreiben auch Ft (. ] .), wobei der zweite Argumentpunkt jeweils mit einem 
i e f2t zu besetzen ist. Die oben erkl~rten Funktionen V~ liefern uns nun verm6ge 
Vt(x ' l i  ) = V~(x') ( ieHt ,  x' eQ 't) 
eine J~t-fastiiber~ll erkl/irte FunktioI1 Vt auf ~t. Wir interessieren uns nun fiir 
Erwartungswert und Varianz yon V~(.) beztiglich Ft( .  l i) und Erwartungswert 
und Varianz yon 17t (.[.) beztiglieh F "~ (. I')" 
a) Erwartungswerte 
1. Erwartungswert t t t Ei Vi yon Vi bezfiglieh Ft (. I i)  : 
E~ V~ = f log m, (. ] i) dFt (. I i) 
~t  
= f 0og.~ (. I i ))~t (. ]i)d ~(.). 
~'t  
Wegen (1) existiert E V~" (i ~ Ht). 
Wegen x log x ~ -- 1 fiir x > 0 erh~lt man sofort die Absch~tzung 
(2) E~V~>-- 1 ( t :  1,2, ..) ( ieH t) 
Andererseits ist wegen (1) 
t ( i  ~ Hg.  (3) E~ V~ ~- f log m t (. [i) dFt (. [ i) <= --  log 7~ i 
~t  
2. Erwartungswert Et Vt von Vt bezfiglieh Ft (. 1"): 
Et Vt _~ ~ 7~ f log m t (.]i) dFt (. ]i) 
i~Ht ~2"t 
i eH  t 
a 
t t =< -- ~ 7t~ log z~. 
i= l  
Aus der Konvexit/ it  yon /(x) = x log x (x ~ O) folgt nun 
E t V t <~ -- a ~-  log ~ ~;  ---- -- a .  log =- loga 
i=1 i=1 a /t a a- " 
Wie fiblieh definiert man nun die Inform~tionsfunktion in der Komponente t 
I (~t lF t ( . [ . ) )  = Et  Vt 
und die Durehlal~kapazit~t in der Komponente t 
Ct = sup I (~t[ Ft (.[ .)). 
8 R. Am~sw~Dv.: 
In [19] wird auf S. 75f. bewiesen, da$ I (~rt]E t(. I')) als Funktion yon 7r~ stetig ist. 
Da die Menge aller ~r t = (Tr~, ... ,  7da) ein Kompaktum im (a -- 1)-dimensionalen 
euklidisehen Raum bfldet, grit sogar 
V* = max l(~t] Ft (. 19). 
~t 
b) Varianzen 
1. Varianz 2 t t ai (Vi) yon Vi bezfiglieh Et (. ] i) : fiir i e Ht gilt 
aStVh~, , =- f (V~(x'*) -- EV~)Z Et(dx't]i) 
G f ( V~ (x't) + log ~)~ Ft (dx't ] i) 
tr2tt 
(wegen der bekannten Minimaleigenschaft des Erwartungswertes). 
Nach Definition yon V~ geht es weiter mit 
= j" (log {~ mt (x'* l i)})e Ft (dx't 1i) 
= fmt  (x't I i) (log {~r~ mt (x't [ i)})z ~,t (dx't). 
Damit wird 
~4(v~) _-_ y Y ~m,(x'~l o. (log {~mt(x'~l o})~ (~'~) 
ieH t i~H* 
a 
sup ~ b~ (log b,) 2 . 
Nun gilt aber das 
Lemma. Es gibt eine von a unabhgngige Konstante L* mit 
a a b b~( logb~)~max(L* , log 2a) /i~raUe b~O mit ~ ~:1 .  
i=I i=I 
(Einen Beweis finder man in [19] auf S. 106f.) 
Es grit also 
(4) t 2 7q ai (V~) g max (L*, log 2 a). 
2. Varianz (~2((t) yon l 7t beziiglich/~t(. ].) 
ieHt ~J,t 
~g'~i E~ V3 + (E~ 
iEHt 9"t 
i~H t ~,t 
+ ~ ~ f (E~ v~ - K~ v~}~ ~,(ax't Io. 
Der gemischte Term versehwindet, da E~ V~ --  Et V t nicht yon x't abh~ngt und 
t t l t 
- -  Ei V3 = Ei (Vi 0 ist. 
Unter Ausnutzung der Minimaleigenschaft des Mittelwertes folgt 
t (r~ (V3 + ~ ~(E~ V~)2 ~2( f~)__<y~ 2 t t  . 
i e t t t  i~Ht 
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Wegen a) 1. (2), (3) und b) 1. (4) gilt 
a ) 
i=1  - -  e - -  
=< k log 2 a mit~ einer absoluten Konstanten t:. 
Damit sind die Beweismittel bereitgestellt fiir das 
Theorem 1 (Codingtheorem). Sei 0 < 1 < 1..F@ jeden halbstetigen ichtstatio- 
niiren Kanal mit unabhSngigen Zeichen existiert eine Konstante K > O, 8o daft ]i~r 
]edes n gilt: 
K 1 n 
Beweis. Auf ~n • Dn betraehte man die Informationsfunktion 
n 
log ]--[ mt (. Ix t) (x t eHt). 
t= l  
Ftir den Erwartungswert und die Varianz (zu bilden dureh Integration mit 
Fn ~-- ~*  Ft / dieser Funktion gilt wegen der Unabh~ngigkeit 
t= l  / 
t=l t=l  
~2 log mt(. 9 <=nc mit c=k log  ~a, 
so d~B die Tsehebyseheffsehe Ungleiehung fiir jedes c~ die Relation 
Fn log mt( . l . )>Z l (~t lF t ) -~ >1-~- .  
t= l  
liefert. 
Die Anwendung des Satzes aus w 2 auf (~n • -Q'n, Fn) liefert 
l'~un wEhle man g ---- ]/~[_~_nc . Dann ist 
37 (n, 2) > exp I (:~t ]Ft) -- . ~ 
>exP{~_/ (~r t ]F t ) - - ] /~Vn§176 
Da dies ffir alle ~t (t = 1, ..., n) gilt, kann man I (~t IFt) durch C t ersetzen. 
10 R. _AHLSWEDE : 
Damit  erhiilt man 
N(n , i )>exp n n- t C t_  K --~exp n C(n) - -  
( man ws etwa K = § log 2- , wie behauptet.  
4. Beweis einer starl~en Umlcehrung des Codingtheorems 
/i~r nichtstationfire halbstetige KanSle 
a) Approx imat ion der In/ormations/unkt ion des halbstetigen Kanals  durch die 
eines Kanals  mit  endlichem Ausgang. 
Sei f i t :  Ft ( . ] l )+  . . .  +Ft(.]a) und seien / t ( . l l  ) . . . . .  / t( . [a) die Radon- 
Nikodym-Dichten yon Ft(  9 11) . . . . .  Ft(  9 l a) beziiglich #t (t = 1, 2 . . . .  ). Dureh Ab- 
s auf /~t-Nullmengen seien die / t ( . l i  ) so best immt, dab / t ( . ] l ) §  ... 
§  (. ] a) = 1 gilt fiir alle t = 1, 2 . . . . .  
hTun sei gt(.) die Dichte yon v t beziiglieh #t. Wir ffihren nun unser Problem 
auf den Fall eines endlichen Ausgangsalphabets folgendermaBen zurfick: 
Man ws reelle Zahlen do . . . . .  dr mit 0 = do < dl < ""  < dr ~ 1 und setze 
g (j) :=  [dj-1, dj) ] ---- 1 . . . . .  r - -  1 
J (r) := [dr-l ,  dr]. 
Sei 
L t (k l . . .  ]ca) ~-- {b ]/t (b I 1) e g (/cl) . . . .  ,/t (b I a) ~ g (/c~)} (/cx . . . . .  ka -~ 1 . . . . .  r). 
Die Lt (kz . . . . .  /ca) bilden eine yon t abhs Zerlegung des Ausgangsalphabetes 
~,t  in r a disjunkte evtl. zum Teil leere Mengen. 
Die Ubergangswahrscheinliehkeit yon i nach L t (/Cl . . . . .  ~ca) ist dann gegeben 
durch 
h t (/Cl . . . . .  ]Ca ]i) = ~ dFt (. t i) = f /t (bli) d/~t (b) 
L t(h...lca) L t(kl...ka) 
(i = 1 . . . . .  a;/Cl . . . . .  l~a ~-- 1 . . . . .  r).  
Die Mengen L t (/cz . . . .  ,/ca) repr~sentieren, soweit sie nicht leer sind, eineindeutig 
die a-Tupel (/c] . . . .  ,/Ca), aus denen wit uns nun das Ausgangsalphabet ines 
Kanals mit  unabh~ngigen Zeichen und den ]~bergangswahrscheinhchkeiten 
h t (/q, ...,/ca I i) gebfldet denken. 
Es kommt jetzt darauf an, durch geschickte Wahl  yon do . . . . .  dr die Informa- 
tionsfunktion des halbstetigen Kanals durch die Informationsfunktion dieses 
diskreten Kanals gut zu approximieren. 
Seien ~ ~ {1 . . . . .  a}, (f2', B') beliebig, F( .  ]i) (i = 1 . . . .  , a) gegeben. Wit  be- 
st immen # und die / (. [ i) analog wie oben ttt und d ie / t  (. [ i). Wit  betrachten die 
Informationsfunktion 
I (~ ,  ,~ lF ( . l . ) )=~f / (b ] i l l og  ~,~/(bli) 9 .. /~ (db). 
~=~ ,~, E~j/(bl] )]=1 
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IIflfssatz 1. Fi~r ]edes ~ > 0 lassen sich die dl . . . . .  dr so wiihlen, daft 
A= ~i f ] (b [ i ) log  a/(b[i) #(db) 
i=1  •' ~ ~j f (b I ]  ) 
(1) j=l a 
-5~,  Z h(kl ..... ~o[i)log ~(kl ..... ~at~) =<7 
,=~ ki.../c~ ~ ~jh(k~... ka]/) 
j= l  
gleichmiifiig in F ('I. ) und ~ gilt. 
Insbesondere l~Bt sich also die Informationsfunktion des halbstetigen Kanals 
in der Komponente t 
a 
~ ~ f /t(b [ i) log a /'(bli) t~t(db ) 
i=1  z'~ Ez j t / t (b [ ] )  
]=1 
gleichm~Big in tbis  auf ~ durch die Informationsfunktion des durch das obige 
Diskretisierungsverfahren g wonnenen diskreten Kanals approximieren. 
Beweis. Addiert man zun~chs~ zu beiden Termen auf der rechten Seite yon 
a 
G1. (1) ~ ~, log ~,, so erh~lt man nach Umformulierung wegen 
,=1  
a 
i=1  ~" i=1 
/ct . . . . .  /C~=1 i=1 
a 
A= ~Tc, f /(bl i) log a -~/(bli) #(db) 
I j= l  
~ i --~7~, h(kl , '" , lcal i)  l~ a 7~h(/Cl""[Ca) 
i=1 /c,.../co=l ~ =3h(kl... ~a I]) 
j= l  
Wir berechnen weitere Gr6Ben, ngmlich 
.=  ~ y i~,](b[i)~og a ~/(bl~) f,(db) 
/Cl. 9 9 L(/C . . . .  /Ca) '=~ ~ ~'/(b Ij) 
#(L(k~.../C~)) = 0 i=1  
a 
- y.  ~ , (~. . .~[ i )~og a ~ '~(~'~a l~)  =o 
(L (k~.../c~)) = o ]= 1 
a a 
C = ~ f ~ , ] (b l i ) l og~/ (b l i ) ( /~db ) . 
/Cl.../C~ (L(kl . . .k~)) i=1  j= l  
#(Z(/cl...ka))>O 
Sei d = sup [d~+~ - -  d~ I
,=0  .. . . .  r--1 
(*) 1~,/(] i)  log 7j/(b[]  ) unct\ ~ . .~) -  log l~=~/~(L(k~...fc~)~ ] 
12 R. Anl~SWl~D~: 
unterscheiden sich auf L(kl  . . . .  , ka) um weniger als - -d  log d ffir hinreichend 
kleines d, denn / (x) = x log x (0 ----- x --< 1) ist im Punkte x -~ 0 am steflsten und 
korrespondierende Klammern unterscheiden sich h6chstens um d. Durch Aufsum- 
mieren erhs man 
C ~ -- d log d# (~2') = -- a .  d. log d g ~- 
fiir hinreichend kleines d. 
D= 
a 
f ~ ~ri l(b l i) log ~, [(b[i) # (db) 





ist ebenfalls <= -- d log d fiir tdnreiehend kleines d. Wegen A _<__ B -t- C + D ist 
I-Iilfssat~z 1 bewiesen. 
Hilfssatz 1 li~gt sich noch etwas versch~rfen. 
ITilfssatz 1'. Zu ]edem rI > 0 lassen sich die dl . . . . .  dr a~ HiIJssatz I so wiihlen, 
dcr 
log / (b ] i) 
A= Jr~ f/(b]i) a t*(db) 
*' f j/(b i) 
(1) 
- -~  ~, h (k l . . . ka l i )  log ~ h(/~'"~ali) = <~ 
kl...k~ Z ~jh(/cl . . .  ~a]?) 
j= l  
gleichmgflig in F (. I .), ~z~ gilt (i -~ 1,... a). 
Zum Beweis ben6tigen wit das 
Lemma. Seien 
a l ,b l~O,  a2,b2>=O, bl+b2<=l,  a127a2g l .  
Ferner gelte 
[a l - -b l l  <s ,  [(a127a2)--(b127b2)] <e ,  
dann ist 
G : l al log (al 27 a2) - -  bl log (bl 27 b2) I <_-- s 27 3 I e log e ]" 
Beweis. O. ]3. d. A. sei (al 27 a2) <= (bl 27 b2), dann ist wegen der Steigungs- 
eigenschaften yon [ (x) = logx (x > 0) 
] log(a127az)_1og(b127bz) l<l logal+a2+e] <1og(127 e )< _s_ 
= al  ~- a2 = a~-+a22 = a l  + a2 
]al log(al 27 az) -- b11og(bl 27 b2) l 
= I al log(al  27 a2) - al log(bl 27 b~) 27 (al -- bl)log(bl + be) I 
al[ lOg (a 1 ~- a2) -- log (bl 27 b2) ] + 1 (al -- bl) log (bl 27 b2) I 
al  
al  -~-~2 S 27 S [ log  (bl 27 b2) [ 
(*) ~ e 27 e]logbl] . 
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Fall 1. I s t  bl < e, so ist a l  :< 2 e und deshalb 
a <2 le loge  I § le loge[ = § 3 ]e loge  I. 
Fall 2. Ist  bl > s, dann is t  
G < s A-[ s logs  I g e A- 3 ]s logs] .  
Der Beweis yon Hilfssatz 1' verliiuft jetzt wie der Beweis yon Hilfssatz 1. Man hat  
lediglich statt  (,) 




#(L(kl .. . . .  /ca)) log tt(L(kl . . . . .  ]~a)) 
gegeneinander abzuschiitzen. ])as wird aber durch das Lemma erm6glicht. 
b) Zerlegung der Schar der ~t(. [.) (t---- 1, 2 , . . . )  in endlich viele Klassen, so, 
daft die In/ormations/unktionen der Elemente iner Klasse in der Supremumnorm 
(L ~176 benachbart sin& 
Sei 
[0, s), [e, 2e) , . . .  [ ( L - -  1)e, Le  = 1] 
mit  geeignetem s und L = L (s) gegeben. (Die J~quidistanz der Interval le is~ nicht 
notwendig, aber man kann mit  ihr das Gewiinschte erreichen.) 
Man definiere 
M(~)  = [~(1 - -  1), ~ l )  (1 = 1 . . . . .  L - -  1) 
M(L) = [ (L - -  1)e, 1]. 
Die M (1) (1 = 1 . . . . .  L) bflden eine disjunkte Zerlegung des Einheitsintervalles. 
Seien die d~ wie oben gew/~hlt. Die Zahlen t = 1, 2 . . . .  seien in folgender Weise in 
disjunkte Klassen zerlegt: Zwei Zahlen tund  s geh6ren derselben Xlasse an, wenn 
ffir alle Indexkonstel lat ionen (kl . . . .  , lea) (k~ = 1, ... ,  r), (i : -  1 . . . . .  a) jeweils 
gleich indizierte Elemente ht(kl . . . . .  ka[i), hs(kl . . . . .  kaIi) im gleiehen Tefl- 
intervall  M (1) liegen. Man erh~lt auf diese Weise L (s) a'r" = R (e, r) ---- R Klassen 
/'o (~ = 1 . . . . .  R (e, r)), yon denen einige leer sein k6nnen. 
Sei 
r~ = ron  {1 .. . . .  ~}, 
Fiir ein beliebiges uo = (x 1 . . . . .  x n) a s betraehten wit nun die AnzahlNe (i I uo) 
der i lautenden Komponenten yon uo im Aussehnitt F~; sei ferner n o = [ r~l- 
Man definiere 
a~e) - No(i]uo) {(i__ 1 . . . . .  n), (~ = 1,..  R)} 
und ~t = z(o) ffir t e / '~  als Wahrseheinliehkeitsverteilung auf Qt ffir t e /~.  Mit 
diesem speziellen dureh Ausz/~hlung erhaltenen ~t bilden wit nun mr(. I') und 
betraehten 
V~(')----]ogmt(.]i) ( ieHt= {jlxd > 0}) 
V~ ist mit  Ausnahme der Ft (. [ i)-Nul]menge {x't [mt (x't ] i) = 0} definiert. 
14 1%. ~]=[LSW]~DE : 
Seien V! -~ e { V~[ t e F~} beliebig gew~hlte Repritsentunten; dann gilt der 
IIilfssatz 2. Man wghle 7~it --_ ~I~). /iir t ~ I~  und bilde den Erwartungswert yon 
log~,(x',[x,) ~g~io~ ~.(. I~o) =l~ ~*(" Ix,) 
t= l  t= l  
t in H t liegt.) (mt (. ] x t) ist de/iniert, da x t nach Definition von ze~ ) und 7~ 
Dann gilt 
E logm t (x 't Ix t) = ~ n o ~ ~q)E V! q> + ~ l(e, ~, ne), 
t=  l s i eH  t #=1 
wobei 
] / (e, ~, no) ] < a (2 r a e log e -[- ~q) n o 
ist. 
Beweis. Es ist 
E~ V~ ---- f (log m t (. [ i)) m t (. I i) d~ t
Nach Hilfssatz 1' ist ~(q)E t. t ~ Vi durch 
(i ~ Ht). 
(2) ~)  ~ ht(kl . . . . .  kali) log ht( ]~l  . . . . .  ~a[~) Z~/Q) ht(kl k ' . . . .  iJ) k~ . . . . .  k~ jeH~ 
his auf ~] approximierbar ffir jedes D, t e F~. 
(3) Ffir h t, h s (t, s ~ F~) gilt aber 
~?) ~ ht(~ 1 #ali) log h~(~l...k~li) 
"'" Z ~7-h~  :.U-~ ] j) 
k1... *~a ]eHt 
--7e~ e) ~ hs(kz ' "ka l i ) ]~ hs(kl""ka] i) 
k~ . . . . .  k~ je.B'~ 
= ~ {~?)(h*(k~... ~ [i)log h*(k~... ~a [i) 
k~...k~ 
- h~(~. . ,  k~ [i) Iog h,(k~ .... ~a Ii)}} 
- - (7~q)ht ( ]c l . . . ]~a] i ) ) log  ( ~ 7t~'~')/~t (~'1 "" 9 ]~a ] ] )}  
\ j e / / t  
<= 2ra(e + 3] sloge[) = rag(e) , 
wenn wir g (e) = 2 (e + 3 [ s log s l) setzen. 
Die letzte Absch~tzung erh~lt man unter Benutzung des Lemmas. 
Hintereinanderausffihrung yon (2) und (3) liefert 
[ ~(~)Eti ~Vit--n(e)E~W']~  ~ =<rag(e)+2v(t ,  seF~)  " 
Daraus folgt 
E logm'(x'~ I x~) --  2~ n~ 7 ~?)E 
t ~ 1 ~ = 1 ieH t 
R 
0 = ] i eHt t, 8EFno 
JR 
% ~ nea(rag(e) + 2~). 
Damit ist Hilfssatz 2 bewiesen. 
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n~ E~ V~ = I (zd I Ft ('l i)) ist Informationsfunktion mr die Komponente t. 
i~H t 
n 
Hilfssatz 2 besagt, dab E~logmt(x ' t ]x  t) um weniger als na(rag(e) ~-2~) yon 
der Informationsfunktion beziiglich ~r! e) im Zeitraum (1, n} abweicht. 
KE~[I~EI~MAN [19] erh~lt fiir die Varianz die Absch/~tzung 
ieH t 
(vgl. Gleichung (4) in w 3). 
Wegen I-Iilfssatz 2 ist 
E ~log m t (x 't ] x t) < n C (n) § n a (rag (~) § 2 U)" 
t= i  
Nach der Tschebyscheffschen Ungleichung ilt nun 
Fn logmt(x '~ ] x t) > nC(n) ~- na(rC~g(e) -~ 2~) 
Lt= l  
-~ T-_~(max(log~3, log~a) + a(rag(s) + 2~1) ) < 1 --Z 
wenn man als grobe Abseh~tzung fiir die Varianz yon 
R 
~l(e,~,ne)  ha(rag(s) + 2~) 
o=1 
w~hlt. Wit sehreiben abkiirzend nC(n) + ... start 




A' e ~,, mit Fn(A ' [u0)>l - - ) , .  
B' = u' = (x'l . . . . .  x" )  0 < ~ mt (x'~ I xt) < e~C(n)+"" , 
t= l  
und sei B' =- u' =- (x '1 .. . . .  x'n) I~  mt (x'tt xt) < e~C(n) +"" " 
t= l  
B' - -  B' ist dann eine Fn (" I u0)-Nullmenge. Es gilt also 
(5) Fn (/~'] u0) = Fn (B' I uo). 
Auf (A' r3 B') gilt nach Definition von B' 
e-{n~(n)+" :}  ~ mt(x  't  X t . 
\ t= l  
Fiir A' gilt deshalb: 
f ~' (dxq)'"~n (dx'n) > f ~"(dx'~)'"~n(dx'n). 
A" A'r~B" 
= l 1~ (dx'l ..... ,~dx'n [ uo = (xl ..... xn) _>-- fn  (A' (3 B' I uo)" e- {n c (n) +... 
J I I  m t (x ' t I  x t) 
A "n B'  t ~ 1 
16 R. A~sw]~m~: 
Dabei ist 
~n (A' n B' I uo) = ~'n (A' r~ B' I uo) (naeh Gleiohung (5)) 
(naeh Definition yon A', B' und Gleiehtmg (4)) 
1 -4  
- -  2 
Wit erhalten also 
(6) f >= } 
A' 
Se inun(u  ~ 'o 'o A 1 ) . . . . .  (u ~ A~) ein Code (n, M, 2), so dab 
Ne(i[Uo) ---- No(iiu ~ {(i = 1 , . . . ,a ) ,  (j---- 1, . . . ,M)} 
gilt. 
Die u ~ (j ---- 1 . . . . .  M) sind gerade so definiert worden, dag die gleichen Be- 
reehnungen, wie sie jetzt ffir uo durchgeffihrt warden, aueh fiir u ~ (] = 1 . . . . .  M) 
gemacht werden k6nnen. 
Man erhi~lt mit den gleichen vl, v~ . . . . .  vn: 
f vl(dx'l) '"vn(dx TM) ~ ~2 ~ e -(nc(n)+'''I (?'= 1 . . . / ) .  
Aj ~ 
Dureh Aufsummieren ergibt sich: 
M 
1 > ~ fv~(dx'l)...~(dx'n)>=M~e-(~c(~)+'"). 
2 
Dann ist M <= ~- -  A exp{nC(n) 4- ""}. 
Die Gesamtheit der ~(o) mit der Eigenschaft ~o) is~ ganzzahliges Vielfaches 
1 .. . ,  7~(/~) ) yon- - ,  ist kleiner als (n 4- 1)a. Die Gesamtheit der (~(1), ist also 
n~ 
(n 4- 1) a~(0. Daraus folgt 
N < (n 4- 1) aR(~) 1 - ~ exp nC(n) 4- ha(Rag(e) 4- 2~/) 
(7) 
4- V192@2n~ (max(log23,1og2a) 4-a(rag(e) 4- 2rl))}. 
Theorem 2 (Starke Umkehrung des Codingtheorems). Fi~r den nichtstation~iren 
halbstetigen Kanal mit unabhiingigen Zeichen Et( 9 l i) (i = 1 . . . .  , a; t-~ 1, 2 . . . .  ) 
gilt die AbschStzung: zu 2,(0 ~ ~t ~ 1) und (5 ~ 0 existiert ein no(~, ~), so daft 
/i~r n ~ no 
N (n, 2) < e n(c(n) + ~) 
gilt. 
Beweis. Man w/ihle ~ < 12~ und dl ... dr so, dag die Hflfss~tze mit diesem 
gelten, dann s so, dal~ arag (e) < ~ 6 ist, schlieBlich no so, dab a-  R(e)log(n 4- 1) 
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~- log~<~-und [~_~-_  (max(log23, log2a) -k a (rag(s) Jr 2~)) g~n ist 
ffir n --> no. Dann liefert (7) die Behauptung. 
I(apitel H. Translationsinvariante Codes fastperiodiseher Kan~le 
Die in Kapitel I dargestellte Theorie hat gegeniiber der Theorie station/~rer 
Kan/~]e den Naehtefl, dab die Gtite eines Codes nieht invariant gegenfiber Zeit- 
translationen ist. Die hiermit nahegelegte Invarianzforderung ftihrt auf ein nieht- 
station/ires Simultancodeproblem. Dieses Problem konnte ich bisher nicht in roller 
Allgemeinheit 15sen (vgl. Kap. II I, IV). In diesem Kapitel soll jedoeh ein ffir die 
Praxis w-ichtiger Spezialfall vollst~ndig erledigt werden: der Kanal m6ge fast- 
periodiseh yon der Zeit abh~ngen. Damit wird gerade die Situation, in der man 
sieh befindet, wenn man Nachrichten, die yon einem Satelliten aeh festen Erd- 
stationen gesendet werden, codiert, ohne die Phase des Satelliten zu kennen, 
modellmgBig erfagt. 
1. Allgemeines i~ber Simultanlcangle 
Seien ~t, f2't (t = l, 2 . . . .  ) Exemplare iner endliehen Menge {1, 2 . . . . .  a} 
mi ta  _>-- 2 Elementen, die wit als Eingangs- bzw. Ausgangsalphabete fiir diskrete 
Kan~le benutzen werden. Wir betrachten bier nur den Fall, wo beide Alphabete 
gleich sind. Der a]lgemeine Fall geht genauso bzw. 1/iBt sich auf diesen Spezialfall 
zurfiekffihren. 
Sei I = {s . . . .  } eine beliebige niehtleere (Index-)Menge und jedem s ~ I eine 
Folge (cot (. ]. Is)) t = 1,e .... yon Matrizen zugeordnet, die die Eigenschaft hat, dab 
ihre E]emente cot (. [. [s) stochastiseh yon ~t auf f2't sind fiirt e h r. Somit ist jedem 
s e I ein diskreter Kanal zugeordnet. Wenn wir Probleme, die das Simnltanver- 
halten aller dieser Kan/fle betreffen, behandeln, bezeiehnen wir diese durch s ~ I 
indizierte Famflie von Kan/ilen auch als einen Simultankanal (diskret mit unab- 
h/ingigen Zeiehen). Gemeinsame Eigensehaften der einzelnen beteiligten Kan/~le 
werden auch dem Simultankanal beigelegt: Stationarit/~t, Fastperiodizitgt e c. 
Durch die Festsetzung 
P~(yn[x~[8) ~(y~lx~[8) 
8~/V  
xn = (xl, . . . ,  x~) ~ ~ = l~  ~ 
' 1 - [  Yn = (y l ,  . . . ,  yn)  ~ #2 n = #2't 
ist eine Menge yon Kanalen Z,~ = {P~ (. I" ]8) 1~ + 1} im Zeitabsehnitt ~1, ~) 
definiert. Ein Code (n, N, ~) fiir den Simultankanal Sn ist eine Serie 
((ul,A1) ..... (uN,AN)} mit u~e#2n, Aic=Q'~ ffir i~ l ,2 , . . . ,N ,  
AinA j=0 ffir i * ]undmi t  
Pn(Ai[ulls)=~Pn(V~]U~[s)~l--~ ffir i=1 ,2  . . . . .  N, 8e I .  
V~EA~ 
2 Z. Wahrscheinl ichkeitstheorie verw. Geb., Bd. 10 
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Die Theorie der station/~ren Simultankan/fle ist durch [3], [19] weir entwickelt 
worden. Wit ben6tigen hier vor allem ein Ergebnis yon BLAC~:W~LL, BR]~I3IA~, 
TItOMASIAN fiber station/ire Simultankan/ile mit endlieher Indexmenge I. Es 1/il~t 
sich ohne weiteres (naeh dem Schema von Kap. I) auf nichtstation/~re Kan/fle mit 
endlicher Indexmenge fibertragen und lautet dann 
Satz 0 (Maximalcodesatz [iir niehtstation~re Simultankaniile mit endlieher 
I ndexmenge ) . 
Zu ]edem reellen ~ > 0 und zu ]edem n ~ N gibt es ]iir den Simultankanal 
= {1,2, . . . ,  g}}  
einen Code (n, e (r 2n), wobei 
C(n) - - - - - -1  max in f  I t(7~ rico t ( ' ] ' [8  
9 t (n 1 ..... z~) s~I \ t= l  
(in Analogie zum stationiiren t~all de[iniert) die Simultankapazit~it im Zeitraum 
<1, n> und 
(C(n)-~)~n 
~n =- 2 K 2 9 e 16ae 
ist. 
2. Herleitung des Codingtheorems /iir einen /astperiodisehen diskreten Kanat mit 
unabhiingigen Zeichen bei zeittranslationsinvarianten Codes mit Hil]e des Maximal- 
codesatzes /iir nichtstationiire Simultankaniile 
Sei (cot ('['))t = 1,2 .... eine fastperiodische Folge stochastischer a • a-Matrizen. 
Wir definieren allgemein cot (iIj[s) --_ ~ot+s (i I J) ffir 1 < i, j < a, t e N, s E N w {0}. 
I-Iierdurch erhalten wir einen nichtstation/iren Simultankanal 
s = I I s))t = 1,2,_ [ + N} 
(ira Sinne yon w 1). 
Ffir station/~re Simultankan/~le mit beliebiger Indexmenge wurde der BeweJs 
des Codingtheorems in [18], [3], erbracht. Der Beweis in [3] stiitzt sich auf den 
Maximalcodesatz ffir station/~re Simultankan/~le mit endlicher Indexmenge. Bei 
der Ubertragung dieses Verfahrens auf unsere Situation zeigt sich, dab der Beweis 
nur unter einer Zusatzvoraussatzung an den Kanal funktioniert. 
Um den Maximalcodesatz anwenden zu kSnnen, mug man die unendlich vielen 
Elemente enthaltende Klasse yon Kan~len Sn = { Pn (" [" Is) Is ~ N} durch eine 
Klasse Sn* mit endlieh vielen Elementen approximieren. Dabei ist auf zweierlei 
zu achten: 
1. Die Simultankapazit/~ten yon Sn und Sn* dfirfen nur wenig voneinander 
abweichen. 
2. Die Gfite eines Codes ffir S* darf sieh beim Obergang zu Sn nieht nennens- 
wer~ verringern. 
Nach vo~ I~CMA~ ist eine besehr/~nkte Funktion [ (x) auf einer Gruppe G 
fastperiodiseh, wenn die Funktionenmenge {[(xy) ly ~ G} in der Topologie der 
gleichm/~6igen Konvergenz relativ kompakt ist. 
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Die Definition 1/iBt sich auch auf Halbgruppen fibertragen. Da cot (. I ") fast- 
periodisch ist, existieren also zu jedem ~ > 0 endlich viele Matrizenfolgen 
(co~( l l~* ) ) ,= l ,2  .... = (co '+s*( . I . ) )~=x,2  .... 
(s* = O, 1 . . . . .  L(e)) so, dab zu jeder Matrizenfolge (cot+s(.].))t=l, 2 .... ein s* mit 
]E(co~(.[. l~*)),=l,2 .... - (~ '+~(1 . ) ) ,=1,~ .... I I~= s~p i co~(~l ] l~ , ) -co~+~( i l j ) l  <
1 _-<i, i=<a 
ten  
gefunden werden kann. 
Wir k6nnen nun folgende Menge Sn* (e) yon endlich vielen Kan/ilen definieren: 
s*(~) = {Pn(.I.18*)IP~(y~Ix~I~) 
=I-Ico~(y~]x,[8*), 8.  - -  0, 1 . . . . .  L (~)} .  
t= l  
Man schreibt ihr nach dem obigen Ansatz die Kapazit/~t 
C*(e) = 1 max inf zt(~l o~,(.I.ls,)) 
n (a~ . . . . . .  ~)  s*=0,1  . . . . .  L(~) t 
zu. Da die Informationsfunktion i (z I co) normstetig von co abh/tngt, gilt ftir alle 
n e N [Cn --  C~*(s) [ =< ~ mit ~ --> 0, falls s -+ 0, d.h. Bedingung 1. ist erffillt. 
Bedingung 2. wird aus dem nachstehenden Lemma folgen. 
Lemma. Sei b > 0 reell. Es gibt eine Null/olge reeller Zahlen an > 0 mit [olgender 
Eigenscha/t: Sind n e N, A c [2*, Xn e Qn, s, s* e N derart, daft Pn (A ] xn Is) > b 
lcot( i ] ][s*)-cot( i [ ] ls)]  <__ ~(1  <= i, j ga ;  teN)  
gilt, so ist 
P~(A Ix~l ~*) 
Pn(A[xnls) 1 <an.  
Beweis. Wir unterscheiden die Fglle: 
a) mill co t (1'] i] s) => n -2 . 
l~_i,]<~a 
t = 1,2, . ,n 
Aus 
tLl= ~~ - Pn(YntXn]8)  --t=l COt(~- Ix t ] )}  
folgt 
= pn(yn]xnls ) = n-2 ] 
ffir 
n > no = inf { k a" 2 V~ } = k_ 2 < 1, ken  
a 'n~l  < r~(YnlXn[S*) <exp nlog 1+ 2Vn ff  (n>n0)  ~xp n log  1 -2~)  f = PE~i lTn l~)  = = " 
2* 
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Nun ist 
a.n~ n~.a ~ (-1)" [•  v-l] 
n log(14-2~-  =2~-  v=z=1~--  \ 2-V~-] [ (n>no)  
 9  
~ C (n > no, C Konstante > 0) 
lira Pn(yn[xn[ s*) 
~--~oo P~(Y~ [ x .  I ~) - 1.  
Es gib~ deshalb eine Nullfolge (an)n= 1,2 ..... so dab 
I pn<yn[xn[s*) - - l l<an  (neN) 
Pn (Yn l xn I s) 
Wegen 
ist 
I Pn(Yn lx~l ~*> - Pn(Yn lx~l ~)1 < anPn(Yn lx~l ~) 






t= l ,2  . . . . .  n 
Die Menge 
P~(Aix~ls*) I 
Pn(Aixn[s) -- 1 <an,  
~(i  [i[ ~) < ~-~. 
M= {( i , ] , t )  11 <=i, i <a,  1 <~t <n,  ot(j Ir ~) <~-2} 
hat h6chstens a 2 n Elemente. 
M~ = {(i, i, t) l (i, ], t) e M und (i, i, t) = (x t, ], t)} 
hat h6chstens a .  n Elemente. gedem Element (i, ], t) e Mx, ordnen wir eine Menge 
B (i, ], t) = {yn = (yl, . . . ,  yn)] yt = j} 
zu. Dann gilt nach Definition yon B (i, ], t): 




])as heiBt abet, dab die Elemente aus B an A einen asymptotisch verschwindenden 
Antefl haben. Deshalb k6nnen wir schreiben 
Pn(A[xn[s*) Pn(A-- B]xn]s*)-kbn 
Pn (A[xn[s) - -  Pn(A- -  B lxn  ls)-~-cn ' 
wobei (bn)n-l, 2 .... ; (cn)n-l, 2 .... Nullfolgen sind. Da Pn(A [xnl s )> b voraus- 
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gesetzt wurde, gibt es ein nl, derart, dab 
b 
P (A - B lx ls) > y 
gilt. Nach Fall a) ist 
und somit aueh 
fiir n ~= n l  
Pn(A -- Blx~ I s*) 
n.-.-> oo  
P~(A Ix.I **) 
lim P~(A [Xn[ s) -- 1. 
n ---> oo  
Damit ist das Lemma bewiesen und deshalb Bedingung 2. erffillt. 
Damit sind die Beweismittel bereitgestell~ ffir den folgenden 
Satz 1 ( Codinfftheorem ). Sei S ein ]astperiodischer Simultankanal, der der ]olgen- 
den Bedingung eni~gt : 
(I) zu ]edem V > 0 gibt es ein no(~), so daft/i~r n ~ no (~) L (a. 2-V-d) < e,n 
er/i~llt ist. 
(Hinreichend da]i~r ist etwa L (a. 2 -V~-) ~ e n~ (0 < ~ < 1)). Dann gibt es zu 
2(0 < 2 < 1), ~ > 0 ein n(~, (~), so daft [i~r n ~ n(2, ~) N (n, ,~) > e (o(n)-On gilt. 
Ma.  o.ao as .  Ma malooao atz st 2 v )an.Au der torah- 
rung:  )~ ==_ An fiir hinreiehend groBe n, ergibt sieh 
2 -~)  L 
(n hinreiehend groB). Die Ungleiehung is~ wegen Bedingung (1) erffillt. Berfiek- 
sichtigt man 1., 2. so erh/~lt man die Aussage des Satzes. 
Die Klasse der (1) erffillenden ichtperiodischen fas~periodisehen Kan~le ist 
nicht leer, wie das folgende Beispiel zeigt. 
Wir konstruisren zun/~ehst tins nichtperiodisehe fastperiodische Funktion 
[(n), n e N, die Bedingung (1) erfiillt. Ffir i e N definieren wit 
{10 ne{ i l c [ l~N} 
pi (n) = sonst. 
Falls h (i) -->__ 0 fiir i e N, h (i) # 0 fiir unendlieh viele i und ~ h (i) < 0% so ist 
i=1  oo 
h (i) p~ (n) fastperiodiseh und nicht periodiseh. 
i= l  
Bedingung (1) ist erfiillt, falls L (a - /n )  < a l/~ (n ear). Dafiir ist hinreichend 
L(s) < 1 (0 < ~ < 1). Man w/ihle 
1 
h(i) ----- (i § 1)~+1 
and zu ~ > 0 i0 minimal mit der Eigenschaft: 
1 
(io + 1)~o+1 < e. 
Wegen 
1 1 
i=io+1 (i-4- 1) i+1 = (i0 @ 1)io +1 
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gilt 
i=io+l (i + 1)i§ pi(n) < s. 
io 1 
7 (i + J)~+~ p~(n) 
i=1 
hat eine Periodenli~nge ~ i 0 ! 
i (i+1)~§ P i (n§  
liegt e-dieht in 
~( i+  1)i+1 pt(n + l) l l~N . 
i= l  
1 
Deshalb ist L(s) ~ io[~iio~ T" 
Seien nun /1 . . . . .  [a-1 nieht negative fastperiodische Funktionen, die Be- 
a- -1  
dingung (1) erf/illen. Durch Normierung kann man ~] i  ~ 1 erreiehen. 
i=1  
a 
/a = 1 - -~, / i  erffillt ebenfalls die Bedingung (1). 
i= l  
Seien nun (/1i,/21 . . . . .  /ai) in gleicher Weise konstruiert (] = 1 . . . . .  a). Dann 
ist o) t (i ] ]) :=/ l i ( t )  i, ] = 1 . . . .  , a t = 1, 2 ... ein fas~periodischer nichtperio- 
discher Kanal,  der Bedingung (1) erffillt. 
3. Ein Beweis des Codingtheorems mit Hil/e einer VeraUgemeinerung 
des ~r-Sequenzen-Ver/ahrens von Wol/owitz 
In  w 2 wurde das Codingtheorem ffir fastperiodische Simultankani~le bewiesen, 
die Bedingung (1) genfigen. Es stellt sich jetzt das Problem, diese Bedingung zu 
eliminieren. Zu diesem Zweck vergegenw~rtigen wir uns einmal obigen Beweisgang. 
Wirklich benutzt yon Sn wurde die folgende Eigenschaft: 
(0) zu ~1, (~,. und zu der Sehar Sn (n = 1, 2 . . . .  ) gibt es eine Schar Sn* (n ~ 1, 2,.. .) 
und ein no, so dab ffir n ~ no folgendes gilt: 
1) S* habe eine M~chtigkeit kleiner als e~n; 
2) zu Pn(' l ' ls) sSn gibt es ein Pn( ' I ' l s*)~S*,  so dab IPn(Alufs  ) 
-- Pn(A luls*)l <= ~1 ist ffir alle ueY2n, A c Y2" n. 
Eigenschaft (0) wurde durch das Lemma und Bedingung (1) sichergestellt. 
Wenn (0) erffillt ist, li~ll~ sich ffir eine beliebige Menge nichtstationiirer Kan~le 
Satz 0 anwenden und damit das Codingtheorem beweisen (Satz 2 in Kap.  I I I ,w  1). 
Wegen der Fastperiodiziti~t yon (eat(. I "))t=i,2 .... gibt es zu s > 0 ein L(e) 
und zu jedem 1 ---- 1, 2 . . . . .  L(e) eine Menge ISn(e) c Sn, derart, dag 
s .= {p~(.l.la)lselv}= 0 zs~(~) 
l = 1 ,2  . . . . .  L (e )  
und ffir 2 Elemente 
P~(.l.fs~),p~(.l.ls2) 
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aus ~zn(~) (1=1,2  . . . . .  L(~)) [~ot(i,]181)--~t(i, jls2) ]<~ (l__<i,j=<~; 
t ---- 1, 2 . . . . .  n) gilt. Durch die Festsetzung 
II(~t(.].))~:l,2 ..... n f In= sup I~'( i , j ) l  
i , ]=1  . . . . .  a 
t~  l ,2 , . . . ,n  
wird eine Norm im Abschnitt  <1, n> definiert. Jedem Pn(" ]" Is) entspricht eine 
Folge (~o t+s (. I .))t=l, 2 ..... n- I)er Menge von Kani~len tSn (~) entspricht eine Menge 
yon Folgen, die als Teilmenge einer s-[I ] ln-Umgebung efi~er Folge aufgefaBt 
werden kann. Es besteht die Hoffnung, die maximale Lange N (n, 2) yon )~-Simul- 
tancodes fiir lSn (e) nach unten absch~tzen zu k6nnen. 
Die Norm I] ]1 n ist ein Begriff im Produktraum. Ms Verfahrcn zum Beweis 
eines Codingtheorems, welches sich stark an die Produktraumsituat ion anpagt,  
bietet sich das 7~-Sequenzen-Verfahren yo  WOL~OWlTZ an ([19]). Es soll hier so 
verallgemeinert werden, dag es unser Simultancodeproblem 15st. 
Seien wie bisher Y2t = y2't _--{1, 2 . . . .  , a}, t = 1, 2 . . . .  endliche Alphabete, 
n n 
dann ist ~-[ ~2 t = ~Qn die Menge aller gesendeten und l - [  ~ ' t  = ~ '  die Menge 
/=1  t= l  
aller empfangenen Nachrichten im Zeitraum (1, n).  
Sei 
S(~) = {(o)t (i, j) + ~j)t=l, 2 .... I I e~j.[ ~ e, ~ot(i, j) + e~j stochastisch}, 
S(e)  ist Teilmenge einer e-Normgebung yon (ogt(i, j))t=l,2 . . . . .  Fiir x~s  
yn c [2"n, S ~ S sei die l~bergangswahrscheinlichkeit (Kanal) im Zeitraum (1, n)  
definiert als 
n 
P~ (u~ = ( r  y~) [x~ = (~ ... x~) I s) = l~  ~o'(u ~ 1 ~ t ~). 
r  
Die Elemente aus S (e) denke man sieh durch eine Menge I (~) = {s . . . .  } indiziert. 
S(s) induziert in (1, n)  die KanMmenge 
Sn(e)  = {Pn( ' ] ' ]8 ) ]se I (e )} .  
Ein Code (n, N, 2) fiir den Simultankanal Sn (s) ist eine Serie {(Ul, A1) . . . .  (UN, A2v)} 
mit  ui ~ f2n, A i c f2"~ ftir i = 1, 2 . . . . .  N ,  A i  n A~ = q~ ffir i 4: j und mit 
P , (A i [u~]s )> l - -2  fiir i=1 ,2  . . . . .  N,s~I (e ) .  
WOLFOWlWZ hat im Falle eines station~ren Kanals (d. h. o) t (i, j) = o)(i, ~) ftir alle 
t = 1, 2 . . . .  ; s ---- 0) ein kombinatorisches Auszghlverfahren entwickelt und mit  
dessen I-Iflfe das Codingtheorem und dessen starke Umkehrung bewiesen. Dieses 
Verfahren wird hier unseren Anforderungen entsprechend verMlgemeinert. 
Definitionen. 
(a) N ( i]xn) = I{t] 1 <_ t <-- n, x t = i}l , d.h. Anzahl der Komponenten von xn 
mit Wert  i. 
(b) N (i, j ]xn ,  Yn) = [{t[ 1 <-- t < n, x t = i, yt = J}l- 
(c) SeiZ n ~- (Z~, Z n ~ n . . . .  RJ eine disjunkte Zerlegung yon (1, n)  in die Mcngen Ze 
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(~ = 1 . . . . .  R) und sei n~ = I Z~I.  
N~(ilxn) = I { t l teZLx ,  = i}[, 
(d) Ist ~(e) = (z@, .. . ,  7c~ )) (e = 1 . . . . .  R) Wahrscheinlichkeitsverteilung, so 
ist fiir jedes t e (1, 2 . . . .  , n) durch ~t = ~(o) falls t eZ~ eine WV auf ,.(2 t gegeben. 
n 
Sei zcn = 1--[ z~t" Bei gegebenem 7~n, Z n, dl > 0 sei 
t= l  
<= 5lVano~q)(1 -- z~ Q)) fiir i ---- 1 . . . . .  a; e ~-- 1 . . . . .  R}. 
(Die Elemente aus On (z~n, Z n, dl} sind Verallgemeinerungen der 7~-Sequenzen yon 
Wor,~owx~z.) 
(e) Mit Hilfe yon 
~ (i [ i) = sup (~t(i ] i) + ~) A 1 
t~Ze n
_~ (~1i) = inf (o~ (~1i) - ~) V 0 
teZe  n 
(~e (. [ .), ~e (. I') sind natfirlich nicht mehr stochastisch) 
definieren wir 
< No (i, j lXn, yn) < Ne (i [ xn) ~e (ill) 
+ ~2[Ne(ilxn)-~Q(i,i)]ll 2 fiir alle i,?" = 1 . . . . .  a; ~ = 1 . . . . .  R}. 
Sei Z n folgende spezielle Zerlegung: man teile das Intervall  [0, 1] in die Tefl- 
intervalle [0, e'), [s', 2 e') . . . . .  [[1/s'], s', 1]. 
Sind s, t e (1, 2 . . . . .  n), so heiBen tund  s s'-iiquivalent, 
(2) falls cos(i I j), w t (i[ 7") in gleiehen Teilintervallen liegen fiir gleiche (i, 7"). Diese 
J~quivalenzrelation definiert eine Zerlegung yon (1, n} in h6chstens R = (1/e') "~ 
Klassen. Wir ben6tigen och folgende Definition: 
zu ~n, Pn ('1" I s) sei 7r'n (A I s) ---- ~ z~n (xn). en (A I xn I s) (A c 12~) WV auf 
Damit sind die II i lfsmittel zur Formulierung folgender Hilfss/~tze bereit- 
gestellt: 
1 R 
]]ilfssatz 0. gn(ff2n(2rn,Zn,(}l))~ (1 - -  -~-~) . 
Beweis. Nach der Tschebyscheffschen U gleichung ilt 
~ ({xn IN ~ (~ 1 ~n) - n~ ~,(e) > ~ V~ ~ ~?)(~ - ~?))}) 
<~ ----~a(~ ffir i-----1 . . . . .  a;~---=l . . . .  ,R .  
1 
:~n ({xn INo (ilxn) -- no g!e) > d~ Vane ~!q)(1 - -  ~e)) ffir irgendein i}) g d~ 
1 
~.({xnlNo(i lzn) _ no ~o) = 8~ Vane ~!o)(1 _ =!e)) fiir i---- 1, . . . ,a}) ~ 1 O~ " 
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Aus der Unabh~ngigkeit der ZV N 1 (ilxn) . . . . .  N R(ilx*) folgt die Behauptung. 
tlilfssatz 1. Pn(f2~((e)~('l'))t=l, 2,...; e; Zn; x .  Oz)lx.ls) 
>_ 1 - -  ~]  ( s~I (e ) ) .  
Beweis. Ist 
n;((~t(- l . ) ) ,=t,  2.... ;e ;  Z~; x . ;  ~)  
: {Yn ] Yn ~ ~n, .No (i I x. )  (.0 e (i I ]) - -  (~2 [N~ (i I Xn) ~e (i I ])]112 
< No (i, ] Ix . ,  yn) < No (i [ x.) -~o (i [ ]) + 32 [No (i[ x . )~ o (i, ])]1 ,z 
f/ir alle i, ] ---- 1 . . . . .  a} (~ = 1, ..., R),  
so ]st 
(3) 9 t . n . P . (~. ( (~ (. [.))t=l, 2 . . . .  ; . , z~;  x . ,  ~2) lx .  [8) 
~Pn({Yn l I [N~ j lx* ,Y*)  - ~ ~~ t 
teZ% (Xn, i) 
g (~2 [_~To (i[ Xn)~ (i[ ])]1,2 f/ir ~]le i, j = 1 . . . . .  a} I xn I 8), 
wenn man mit Z~ (Xn, i) die Menge {tit ~ Z~, xt = i} bezeichnet. 
Nun is~ aber nach der Tschebyscheffschen U gleichung 
~-.({y.lNo(i, l~.,y.)-- Y. ~(]l~l~)l 
teZ% (xn, i) 
a2 
> ~2[No(i]xn)~q(il])]lJz ffir irgendein (i, j )}]x.]s)  <= ~-y. 
Wegen (3) und der Unabh~ngigkei~ der No (i, j [x . ,  y.) gilt Hilfssatz 1. 
l l f ssatz  2. Ist 
y .e  U f2"~((o)t(il]))t=l, 2 .... ; v; z ; ;  x . ;  (~), 
x,~e t~n(nn, Z ~, 6~) 
so gibt es ein no (e, e'), derart, daft ]i2r n >--_ no (e, s') gilt: 
z~'n(yn ls )<exp{- -H(zn) -k  K(s ,s ' ,~t ,~2)n  (seI (s) )  
mit K (e, e', ~1, (~2) --> 0 ]iZr e, s' --+ O. Dabei ]st z~ n die dutch 7~., P .  (. ].) induzierte 
Ausgangswahrscheinlichkeit und H die Entropie/unlction. 
Beweis. 





Aus den Defmitionen (d), (e) fo]g~ 
NQ (i, i Ix., y.) >= No ( / Ix.)  ~_o (i]]) -- ~2 [No (i Ix. ) ~,Q (i I ])]1/2 
> [no ~)  -- ~ Va so =~)(1 -- =?)] eo (i[ ]) 
-- ~2 [No (i I z.)  ~o (i I ])]1/2. 
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Wegen ]~ (i I j) -- ~ (i] ])t ~ 2 s + s' gilt 
N~ (~, j lx~, y.) > ~ ~?)~ (il J) 
- -  [ (2  s + d) nQ 7~! ~) + ~ (ili) al V a n,Q ~!~)(1 - -  7~! ~)) 
+ ~2 [;v~ (i I x.)  ~ (i L/)]1/2. 
a a 
Ne(]]yn) -~ ~ Nq(i, i lxn,yn ) >= ~ nqx~!q)~e(i] ]) 
i= l  i=1 
- [(2 ~ + ~') n~ ~?) + ~ (i [ i) al V ~ n~ ~!5) (1 - ~?)) 
+ a2 [Ne (ilx n 5e (i 1 i)]1/2 ]. 
t 
Da 0 g 7~j (5) =< 1 gilt die Absch&tzung 
~ (Yn I s) < exp ~ nQ ~3" (5) log ~. (5) + K' (e, s', at, a2) n 
5=1 j= l  
mit K(s, s', al, a2) ~ 0 Nr  e, s' ~ 0 (s ~ I(e)). 
A~ I ~;~ - %(5) 1 < ~ + ~' far t ~ Z; ~ folg~ 
:~'~(ynls)<exp{--H(~'~)- -n(s+e' ) log(e- I -s ' )+K' (e ,e ' ,a l ,  a2)n} (s~I(s)) .  
Mit K(e, e', al, a2) = K -- (e + e')log(e + s') folgt die Behauptung. 
Wit benStigen noeh das folgende 
Lemma. Seien me (i] j), ~ = 1 . . . . .  R Matrizen mit der Eigenscha/t 
1 
~/ne ~~ /i~r i,i----I . . . . .  a; e=]  . . . . .  R.  
Ist Xn ~ f2 (~n, Zn, al), so gilt [i~r die Miichtigkeit 
M((~o~('1"))5=1 .....R, Zn, Xn) der Menge ffn((~o('l'))5=l ..... ,, Z n, Xn) 
= {Y~ l Y~ ~ ~,  ;re (ilx~) ~e (i I j) - Vn~ < N~ (i, j lx~, Yn) 
<Nq(i [xn)  wq(i[~)+ y~ /firalle i , ] :  l . . . .  ,a; e :  l . . . . .  R} 
die Abschgtzung : 
M((~o~(.[.))5=~ ..... .,Z%x~) 
~exp{5=li i line~!5)H(~ 1- - -+a l~ 
Beweis. 
R a 
5=1 i , ]= l  
R 
5=1 i , ]=1 
= exp ~ ne =!5)o~e (]]i)log a)e (][i) + al Va n~ o~ e(]1i) 
[5=1 i , ]=1 
9 log ~,~ (~li) + V~]og  ~ (il l) / 
x 
J olo  ) } 
( q=l J=l 
Dutch Reziprokenbildung erh~lt man die gewfinschte Absch~tzung. 
Shannonsche Informationstheorie im Falle nichtstation~rer Kan~le 27 
lIilfssatz 3. Ist xn e ~2 (zn, Z n, 01), so ist die Miichtigkeit 
J]/in((o)t)t=l,2 .... ; ~; Sn; xn; (~2)= 15r 2 .... ;8;  Sn; Xn; 02)[ 
~<exp ~IH(ogt ( . I i )  4 -c (e ,e ' )n+d(e ' ,C~l )Vn ' logW~+/(c}~. ,n )n  
t= l  i=1  
mit 
c(s, e')-+O /iir e, e'--+O 
/ (02 ,n ) -+0 /i~r n -+oo.  
Beweis. Ist 
yn e ~Q~ ((cot)t=1, 2 .. . .  ; e; Z n xn; 02), 
so liegt No (i, j Ixn, Yn) in dem Intervall  
[No (/] x~) ~oo (Jl i) -- 02 (No (/} xn) ~0 (i [ ]))~/2, 
No (i[ ~,) ~o (j] i) + ~2 (No (i I x,)  ~o (~ i]))~/2] 
xn ~ ~ (u. ,  Z% 01), 
( i , j :  l , . . . , a ;  o~ : l . . . . .  R).  
Nun zerlegen wir dieses Intervall  in disjunkte Intervalle der Liinge Y~o. Da die 
L~nge des Intervalles kleiner als n o (2 s + e') + 2 32 V~o ist, erh~tlt man h6chstens 
y~q(2e + e') + 232 Teilintervalle (i, ] = 1, . . . ,  a; Q -- 1 . . . . .  R). 
Wir erhalten eine Klasseneinteflung in Y2n((Cot)t----1, 2. . . .  ;e ;Zn ;xn ;  62), 
indem wir jeweils alle yn zusammenfassen zu einer Klasse, ffir die No (i, J l Xn, Yn) 
in gleichen Teilintervallen liegt ffir alle i, j -~ 1 . . . . .  a; ~ = 1 . . . . .  R. 
R 
Es gibt h6chstens I~  (ln~o( 2e + e') § 202) a~ Klassen. Eine Klasse wird 
charakterisiert dutch ein Tupel 
(t(i,],~)) i,}----1 . . . . .  a ;~=l  . . . . .  R.  
1 ~ t(i, j, o~) ~ V~e(2s q- e') + 262, t(i, j, ~) ist ganzzahlig. Ffir die Elemente 
einer solchen Klasse gilt: 
I (N~ (itx~) ~o (i I i) _ 02 [No (i I x~) ~ (il/)]u2) 
(4) 
+t( i , j ,~)Vno-No( i ,  j lxn,yn)[  <=~n o ( i , j=  1 . . . . .  a; ~- -1  . . . . .  R).  
Wit definieren nun 
~e( j l i )=  (No(ilx~)o2_~ (]]i) -- ~2 [Ne (ilx~)o)O-(j[i)]U 2 + t (i,],e)Vno fa l lsN (ilxn) > 0 
~W (ilx~) 
1 
-- Vn~ sonst; ist 
~*o( j l i )=  /oo(][i) v~- A1, 
so ist 
1 
V'~ _--<~*o(j]/) ~ 1 (/,]---= 1 . . . .  ,a;  ~----1 . . . . .  B).  
Alle Yn, die (4) erffillen, erffillen auch 
(5) (No (i I Xn) ~oo (Jl i) -- Vno <~ No (i, ]INn, Yn) <= No (i I Xn) ~oQ (j[i) Jr- Vno 
( i , j=- l , . . . ,a ;e=l  . . . . .  R) 
und deshalb auch 
No (r xn) o~.o (/10 -- Vn~ _-< N~ (i, j ix.,  y,,) _-< No (i] xn) ~.o (]10 + 'Y~" 
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Das ist ffir No(ilxn ) > 0 naeh Definition von ~(?'l i) unmittelbar Mar. Ffir 
2Vo (ilxn) = 0 folgt es aus der Tatsache, dab 
No (i, J l Xn , Yn) = 0 ist ftir yn e [2'n (((~ ~ .. . .  ; e; Zn ; xn ; ~2) .
Mit ttflfe des Lemmas folgt 
R 
Mn ((~0,=1,2 .... ; ~; zn; xn; ~) < YI (V~o (2 ~ + ~') + 2 ~)~ 
0=1 
e~p. Z ~ H (+~(. I~) + R (~ ~,2 L + ~ log V;) V ~ + ~ (~, ~') ~ +/ (~,  n) ~ 
et=l i=1 e 
/nit 
c(s,g)--+O, falls s,s'--->O 
/((~2,n)-->O, fails n--~ c~, 
wie behauptet.  
Mit den Itflfss~tzen 1, 2, 3 sind die Beweismittel zum Beweis des Coding- 
theorems bereitgestellt. 
Sei nun (n, N, 2) ein Simultancode fiir Sn, der den folgenden Bedingungen 
genfigt: 
(I) ut, i ---- 1, 2 . . . .  2V sind Elemente aus [2n (~n, Zn (~1). 
/~-1 \c 
(II) A,=(~yAj )  f"~[2n(((Dt)t=l,2 . . . .  ; Zn ;  ui ;  ~2). 
Xd ~ I 
(III) Der Code sei maximal  in dem Sinne, dal3 es unmSglich ist, ein Element 
(UN+l, AN+I) hinzuzufiigen, so dab (u~v+l, AN+I) (1), (2) erftillt ffir i----N + 1 
und {(Ul, A1) . . . . .  (UN+l, An+l)} Simultancode (n, N + 1, ~) ffir Sn ist. 
Nach Hiffssatz 1 existiert stets ein Code der Li~nge 1. W/ihle 52 so groB, dab 
in Hilfssatz 1 
,~2~ ~. 
1-~/  => 1 -~ 
ist. Dann ist 
Pn [2n((o~t)t=l,2,...;Zn;n;~2)(~ At lu[S >y 
fiir alle u ~ {ul . . . .  , uiv}. Ftir u r {ul , . . . ,  uN}, u ~ [2n (an, Z n, ~1) gibt es ein s, 
so dab 
Pn Dn((mt)t=l, 2 .... ;Zn ;u ,~2)  C~ Ai uls >~ 
ist, da sieh sonst ein Widersprueh zu ( I I I )  ergeben wiirde. 
Definieren wir nun Pn* (A I u) = max Pn (A [ u I s) (A e B n, u e [2n), so kSnnen 
wir schreiben: ssi(~) 
P* [2"~((~~ L >~ 
i=1 J 
Is t  ferner 
~* (A): ---- ~. ~n (u) P*  (A l u) (A e B~), 
UE.-Qn 
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so folg~ mit Hflfssatz 0 
~* ~ > ~-~ 
~I (z; (e)) 2ve(ilu') ~ exp{-- H(~:) + K(s,  s', (~, c~)n} 
i=1 
Unter Benutzung yon 
R 
(Itilfssa~z 2) folgt weiter 
QJAt > 1 -- exp{-  H(~n) + K(s,  e', 01, d2)n. 
Anderersei~s liefert tIilfssatz 3 
i= l  t i=1 
+ c(e, e')n +d(e',~,) y~log V n § 
Aus diesen beiden Ungleichungen folgt nach einer Supremumsbildung fiber alle 
mSglichen sn der 
Satz 2 (Codingtheorem /iir ~-Normgebungen eines nicht-station~ren Kanals). 
Die maximale Ldinge N (n, 4) eines k-Codes/iir den Simultankanal 
s(~) = {(~( i [  j) + 
co t (i [ ]) -~ e~j stochastisch } er/i~llt die Absch5tzung : zu t > O, 0 < .~ ~ 1, 5 > 0 3 no : 
N(n,  4) > exp{(C(n)-- ~)n- -g (e )n}  /i~r n ~ no. 
Dabei ist l img(s)= 0, 
e--> O 
1 f n I 
c~=_ max ~ y I~(~lco~('l')) 9 f 
Bemerkung. Es gilt der 
Itilfssatz 3% (cot( 9 ['))t=l, 2 .... er/iille die Bedingung (G): Fiir jedes Paar (i, ]) 
gilt entweder cot (i ] ]) > g > 0/ i i r  alle t, oder cot (i [ j) = 0/ i i r  alle t. 
Ist xn E Y2 (~,  Z ' ,  61), 
y~e~((cot)~=~,2 .... ; s;Zn; x~; 62), 
g e<~- ,  
so ist 
Pn(yn]xn[s)  ~ exp --t=li=* 
mit 
c(e)~O far e~O (seI(@. 
Beweis. 
R 
P~(y-lz-[ ~)->-I-[ I~I(co~(~li) ~(~';Iz~176 (~(~)).  
o=1 i , ]= l  
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Aus den Definitionen (d), (e) folgt: 
Pn(y=lxn]8) >->_ 
]--[" ~(coe (i[i) [ e i _ r  ~(5)coe (]'1 i) ~- 2 ~2 V ~ Vane 7)e (il l) ~- ~1 VaT  -~)e (j l i)} 
5=1 i,]=1 
~exp{~5 =1 i,]=l~ne~!5)~e()*[~)l~ 
~-(2~2 V ~ Vane ~- ~, V~)  ~e(il i) log coq(~l i)}. 
An dieser Stelle ergibt sich eine Schwierigkeit dutch den Ausdruck 
~e (j I i) log co e (j [ i), 
der ira allgemeinen nach unten unbeschrgnkt ist. Sie wird durch Bedingung (G) 
behoben; es folgt die Behauptung. 
Ffir Kangle, die Bedingung (G) erffillen, liefern die Hiffssgtze 1, 2, 3' ein 
Codingtheorem ffir S (s). L/iI~t sich Bedingung (G) abschwgchen ? 
Da gerade diejenigen Yn, die yon Xn mit kleiner ~bergangswahrscheinlichkeit 
erreieht werden, Schwierigkeiten machen, kbnnte man erwarten, dab man zum 
Ziele kommt, wenn man auf diese Yn bei der Codierung anz verzichtet. ])as wgre 
damit gleichbedeutend, dab man Bedingung (G) durch folgende Abgnderung 
erzwingt : 
co'*(ili) = cot(i[i ) falls co t(ilj) > g 
= 0 falls cot(i]j) < g. 
Fiir den bin/~ren symmetrisehen Kanal 
(co(l] 1) = co(2[2) = q, co(1 [2) = co(2l 1) = p) 
bedeutet das, falls etwa p < gist  
co'(l [ i) = co'(212 ) = q. 
co'(~ [2) = co'(2 [ ]) = 0. 
Die maximale L/tnge eines ~-Codes N'(n, )~) erffillt : limN'(n, X)= 0, wghrend 
n--> oo 
N(n, 2) > exp{n(1 q- plogp Jr qlogq) -- K(a)Vn } 
and 
lira(1 ~- plogp + qlogq) ---- 1 
q-+0 
ist. Auf Hilfssatz 3' k5nnen wir also beim Beweis yon Satz 2 nicht verzichten. 
Erinnern wir uns an unser Ausgangsproblem: das Codingtheorem ffir den 
phasenunabh~ngigen fastperiodischen Kanal. Es ist uns mit Satz 1 gelungen, das 
Codingtheorem ffir zSn (s) (1 = 1, ... ,  L (s)) zu beweisen. Ein Code, der gleiehzeitig 
Code ist fiir alle ~Sn(s) (l = 1 . . . . .  L(s)), ist ein Code ffir Sn and umgekehrt. 
Davon werden wir im folgenden Gebraueh maehen. 
Seien ~t WV auf ~t (t = 1, 2 . . . .  ) fiir die C t angenommen wird. Die Menge 
{~t It = 1, 2 . . . . .  n} wollen wit geeignet zerlegen. Zungchst definiere man nach dem 
Muster (2) eine s'-gquivalente Zerlegung ~Z n in (1,n} ffir ~Sn(s) ( l= 1 . . . . .  L(s)). 
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Dann teile man das Interva]l  [0, 1] iv_ die Teihntervalle 
~t und :~s heiBen c"4iquivalent, falls ~ und ~ in gleichen TeilintervaUen liegen 
ffir alle i --~ 1, . . . ,  a. Diese Aquivalenzrelation definiert eine Zerlegung yon ( l ,  n)  
in h6ehstens T,7 disjunkte Teilmengen. Sehlieglieh bilde man die gemeinsame 
Verfeinerung dieser Zerlegung mit  den Zerlegungen ~Zn(1 = l, . . . ,  L(e)). Man (,)o 
erhglt so h6ehstens R = ~w- 9 R(e ' )L(s )  disjunkte Teilmengen in (1, n} und 
damit  in natfirlieher Weise eine gerlegung der Menge {~t] t = 1, 2 . . . . .  n} in 
hSehstens R = ~-  9 R(e') z(~) disjunkte Teilmengen, die ~r  uns dureh 
~ = 1 . . . . .  R durehnumeriert denken. Einen l~epr~sentanten der" ~-ten Teil- 
menge bezeiehnen wir mit  z~ ~, die Zerlegung mit Z n. Sei nun (n, N, 2) ein Simultan- 
code fiir Sn, der den folgenden Bedingungen geniigt: 
(I) u~, i = 1 . . . . .  N sind Elemente aus Dn (7~ , Z n, ~z). 
/ i -1 \c 
u . . . .  
\ j= l  / s*=l  . . . . .  L(~) 
( I I I )  Der Code sei maximal  in dem Sinn, dab es unmSglich ist, ein Element 
(UN+I, AN+I) hinzuzuffigen, so dab (UN+I, AN+I) (1), (2) erffillt ffir i = N + 1 
und {(Ul, A1) . . . .  (u~+i, AN+I)} Simultancode (n, N + l, ~) fiir Sn ist. 
Ist  u ~ Y2n(~ ~, Zn, $1), so gibt es wegen ( I I I )  ein s* mit der Eigensehaft : 
Die Wahl  yon s* hgngt yon u ab. Da es weniger als L(e) versehiedene s* gibt, 
existiert naeh Hilfssatz 0 ein Index s* und eine Menge Bn CDn (:~, Z n, 61), so, dal3 
7cn(Bn) ~ 1 -- " L(s) 
und so, dab ffir jedes u a Bn 
( ( Y x ) )  p~ ~9;~((o~(. I , z 9 ISo))~=~,~ .... ;~ ;z~;~;~)n  A~ lu l~ >-2- .  
Daher gilt : 
\ue.On (n", Z,,,, ~1) 
(6) a A~ Is* >g 1 - -N  L(~)" 
Aus (6) und Hilfssatz 2 folgt: 
A~ X);((ot(. 1 * " 9 ] s0))t=l, ~ . . . . .  e; Zn; u; ~) 




L~)  exp {H(zr'n([ s*) + K(e, e', r}l, ~2)} 
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Wir leiten nun eine obere Schranke ffir die Anzahl der Elemente in 
9 ] o))t=1,2 .... ; e ;Zn ;u ;  ~2) ( i=1  . . . . .  N) A,n  U 9~((~'( .1 s* 
u e ~n (uz, Zn, ~1) 
her. 
t i ler entsteht eine Schwierigkeit, die im Beweis von Satz 1 nicht vorhanden ist. 
Ein Element aus A~, welches in /2~ (~o' (. ]. Is*),=1, 2 .. . .  ; e ;Zn;  u; Be) enthalten 
ist, kann auch in f2:((eo'(. ]. I so*)t=l, ~ ....  ; e; Zn; u; 82) enthalten sein ffir ein 
u e ~n(g  z, Z n, 81). Ein Index s* fiir den dieses passieren kann, heine mit s~ 
assozfiert. Die Menge der mit So* assoziierten bezeichnen wir mat A (so*). Wir 
eharakterisieren nun Indices s*, die mit 8o* assoziiert sind. 
Dazu ben6tigen ~ noch die Definitionen: 
~"(i l J ls*) = sup(~'(i[ j[s*) + ~) A 1, 
teZn~ 
i=1  
Ist nun u ~ ~ (~,  Z% 8z) 
ve~2((~,(.i. ls*)),=~,~ . . . .  ; zn ;~;  8~), 
so ist 
9 aV~. (~ l~, )+8~.Va , .~  ,) ...~.(]ls*) +28~V~Va~ ' ~  - - '  ' 
- -  - -  4 ~ o 
> ~v,,(jlv) > ~,,(~',,(i] ~*) - (~ + ~')) - 2 8~ Vs~ V a~. . .  V~ o Is*) 
- -  81a. Va~~s, )  ( j=  1 .... , a ;~- - - -1 , . . . ,R ;  s*=l  . . . . .  L(e)) 
und deshalb 
I ='" o I so*) - ~'"(]1 s*)l 
< 2~v~-o  + ~ (i/ ,.(jl~o*)+ V ~ )  + (. + .'), 
= V'~ 
falls s* mat 8O* assoziiert ist. 
Daraus folgt die Absehi~tzung: 
K(a ,  (~1, (~2) a(e+d) log(e+e ' )  (s) IH(~'"( ' I~o*)) - -H( : ' ' ( ' I~*)) I  ~" V~ - 
fiir eine geeignete nur yon a, 81, 82 abh~ngige Funkt ion K (~ = 1 .... .  R; s* ~A(so*)) 
(vgl. WoLFowrrz [19]). 
Sei so* o dasjenige Element aus A (so*), fiir welches 
/~ R a 
~:~,,~yH(~, , ( . l i l~o*o)= max ~:n,,~:~yH(~,,(.]~). 
z=l  i seA(so*) ~=i  i=1  
Nach Hflfssatz 3 und naeh Definition yon A~ (i = 1 . . . . .  N) folgt, d~l~ 
At  ('~ . (u~, , (~  
weniger als 
} L(s) exp ~ ~H(* ( . l i l s *o ) )+c(s ,s ' )n+d(s ' ,8~)yn logyn+/ (Se ,n  
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Elemente enth/~lt. 
N 
U (A~ n (U~((~, ( .  I" 1.0")),~1, 2 .... ; ~; z-;  ~; ~.))) 
i= l  
enthglt weniger als das N-faehe. 
Mit (7) folgt daher 
~=1 i=1 
-F (K (e, e', (~1, ~2) -- c (e, e')) n -- d (s, (51) y n log y nt, - / (d2, n) n} 
% 
und weiter mit (8) 
N>~-  l - -Z1  9 exp ~n~H(ss(.lSo*o) ) 
t~=l  
m) - X n~ =~<s-s(~('l~l~$o)) + K(~, ~', a:, a~)~ - ~(~, ~')n 
~=I  /=1 
- d(~', ~:) l/n]og V g - / (a2 ,  n)n -F RK(a,  ~:, ~2) V ~ 
- a (s  -4- s') log(e + s') n I . 
Nach Definition yon Cn,~(~),E9~( 9 ] ") und ~'s folgt: 
R R a 
(:o) ~c. =<~H(~'~(.]~*0)) -~n.~H(5(. l~l~;0))  + nK(~, ~', ~"), 
x=l  :~: i  i= I  
wobei K(e, s', s")--> 0 fiir s, s', s" -+0.  
Aus (10) und (11) folgt der 
Satz 3 (Codingtheorem liar den/astperiodischen Simultankanal). 
Fiir die maximale L~inge N (n, Z) eines 2-Codes des lastperiodischen Simultan. 
kanals Sn gilt: 
zu 2 > 0, 6 > 0 gibt es ein no(),, c~), so daft/iir n ~ no N (n, 2) > e (c~-~)~ ist. 
(Aus der Definition yon Cn folgt, dab Cn monoton waehsend ist. Da andererseits 
Cn <= loga ist, gilt l imCn ---- C, d.h. unsere K~pazitgtsfunktion kann dttreh eine 
~ ----> OO 
Konstante C ersetzt werden.) 
d. Die starke Umlcehrung des Codingtheorems /i~r den/astperiodischen 
Simultankanal 
Satz 4 (Starke Umlcehrung des Codingtheorems). 
Fiir die maximale Lbinge N (n, 2) eines 2-Codes des/astperiodischen Simultan- 
kanals Sn gilt: 
zu 2 > O, 0 ~ 2 < 1, (~ > 0 gibt es ein no (2, ~), 8o daft/i~r n >= no (2, (~) 
N(n, 2) =< e (c~+~)n ist. 
Beweis. Wir ben6tigen die folgende -- zur yon Neumannsehen Definition 
gquivalente -- Definition ffir fastperiodiseh. Die reellwertige Funktion /(n) heil~t 
fastperiodisch auf der Halbgruppe N, wenn es zu jedem s > 0 ein System von 
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endlich vielen Teilmengen 2V1 . . . . .  Nn von 2V gibt, fiir welches gilt: 
(a) ~v = U Ni, 
i=1 
(b) I ] (m @ nl) -- ] (m -f- n~) l < s, 
falls nl, n2 aus einem beliebigen 2Vi uncl m beliebig in N gew/~hlt sind. 
Auf Grund dieser Definition gibt es eine Zerlegung des Abschnittes <1, 2 . . . . .  n> 
in disjunkte Mengen Z~ (Q = 1 . . . . .  R (e)) derart, dab fiir tl, t2 aus einem Z~ 
II wa+s(" I') -- ~ I')[] < e ist ffir alle e > 0 und ffir alle s e iV w {0}. 
Menge yon Eingangswahrseheinhchkeiten V = t(~rl . . . .  Wirbetrachten die ~R(e)) 
] =~ ist ganzzahliges Vielfaches yon 1 fiir i = 1 . . . . .  a; ~ ---- 1, ..., R(s)t .  
no 
Jedem (=1 . . . . .  =R(~)) e V entspricht eine Menge yon Codeworten 
J 
{u~li= 1 . . . . .  N}n{u]  No(i]U)no -- ~ '  i - -  1 . . . . .  a; ~---- 1 . . . .  , R@)}. 
Wir denken uns diese Codewor~e als uol . . . . .  UOM gegeben und betrachten den 
Teilcode {(u01, Aox) . . . . .  (UoMAoM)}. Sei nun s e N so gew/~hlt, dab 
2 ~ 
t=l /=I  n 
ist. Den Ungleichungen der Itilfssiitze 1, 2, 3 kann man Ungleichungen, die jeweils 
in entgegengesetzter Richtung verlaufen, an die Seite stellen. 
Mit ihnen kann man -- analog zum station~ren Fall (vgl. WOLFOWITZ [19] 
Kap. 4, w 4) -- folgende Abseh~tzung herleiten : 
i _<_ exp {nV~ + K(~)n + V~}. 
Deshalb gilt 
N(~, ~) =< (~ + ~)~ {~o~ + K(~)~ + V ~} 
mit K(s)-->0 fiir s-+O. 
Hieraus folgt die Behaup~ung des Satzes. Auf eine ausffihrlichere Darstellung 
warde verzichtet, da der Satz ein Spezialfall von Satz 1 aus Kap. I I I ,w  2 ist. 
Kapitel HI. NichtstationKre Simultankan~tle 
w 1. Das Codingtheorem 
In Kapitel I ffihrte das Studium fastperiodischer Kani~le zu einer Idee, die sich 
ffir beliebige nichtstation~re Kaniile als brauchbar erweist. Im folgenden wird 
untersucht, wie weir sich die Ergebnisse aus Kapitel II verallgemeinern lassen. 
BLACKWELL - -  :BRE IMANN - -  TltO~IASIAN haben im Falle einer Klasse station/~rer 
Kan/fle Codingtheorem und schwache Umkehrung (Kap. I, w 1, Aussage (3)) 
bewiesen ([3]). WOSFOWITZ bewies die starke Umkehrung ([18]). In der nicht- 
stationiiren Situation kann man sich folgendes allgemeine Problem stellen: 
Sei S = {(~ot( 9 I" I s))t=l, 2 .... ]s e I} eine Menge nichtstation~rcr Kangle mit 
unabhgngigen Zeichen. Unter welchen Voraussctzungen gilt das Codingtheorem, 
bzw. die schwache Umkehrung des Codingtheorems, bzw. die starl~e Umkehrung 
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des Codingtheorems ? Beim Beweis des Codingtheorems in Kap. I I  wurde vonder 
Fastperiodizits nieht voll Gebrauch gemaeht. Bedient man sich der Definition 
fiir fastperiodisch aus Kap. II, w 4, so sieht man, dab fiir den fastperiodischen 
Kanal (cot (" l ") )t=l, ~ .... die Trans]ationsinvarianz einer s-~tquivalenten Zerlegung 
ungenutzt blieb. Zu allgemeineren Resultaten werden wir fiber die yon Neu- 
mannsehe Definition der Fastperiodizit~t (Kap. II, w 2) geftihrt. 
Wir haben benutzt, dab {(~ot+s(.].))t=l, 2 .... Is =- O, l, 2 . . . .  } relativ kompakt 
ist in der gleichm~Bigen Norm. Diese Eigenschaft l~Bt sich zu einer Kompaktheit 
im Ausschnitt (1, n} mit Wachstumseigenschaft abschw~chen. 
Mit Sn = { Pn(" [" [ s) l s ~ I} sei der durch Sim Ausschnitt (1, n} induzierte Simul- 
tankanal bezeichnet. Jedem Pn(" ].Is) entspricht eine Folge (oJt( 9 I.[s)t=l, ~.. , , .  
Ffir die weitere metrische Behandlung der Menge {(cot( 9].ls))t=l, 2 .... Is ~ I} 
]egen ~@ den Supremumsabstand 
. . . . .  . . . . .  
i , ]=1  .. . . .  a 
t~ 1,2,.. . ,n 
zugrunde. 
Dadureh ist aueh Sn in nattirlieher Weise metrisiert. K (n, s) gebe die minimale 
Anzahl yon s-Umgebungen an, die Sn fiberdeeken. Ersetzt man in Kap. II, w 3 
beim Beweis des Codingtheorems L (s) dureh K (n, e), so erhs man die Abseh&tzung 
(9) aus Kap. II, w 3. Falls 
ist, folgt daraus das Codingtheorem. 
Es gilt deshalb der 
Satz 1 (Codingtheorem /iir nichtstation~ire Simultan]can~ile). 
Ist S = {(egt( 9[" ] s))t=:t, 2.... Is e I} ein nichtstationiirer Simultanlcanal, der 
(W) K(n,e)=O(logVTn)erf i~l lt ,  sog ib teszu~(O<~ < l ) ,~>Oeinno( J , (5  ), 
derart, daft/i~r n ~ nn (~, ~) 
N(n, ),) > e (c'~-~)" 
gilt. 
Definiert man in Sn = {Pn ('[" is) Is e I} eine Metrik durch die Festsetzung 
[Pn( ' ] ' [ s ) - -  Pn( ' l ' [ s ' ) [  = sup  [Pn(A(xn ls ) - -  Pn(A]xn[s ' ) I  
A C-Q'n 
Xn ~ ff2 n 
und K'(n, e) als Anzahl einer minimalen e-i~berdeckung, so folgt aus dem Maximal- 
codesatz (Kap. II, w 2) der 
Satz 2. Ist S = {(~ot(. I 9 1 s))t=~, 2 .... [s ~ I} ein nichtstationgrer SimultanIcanal, 
der 
(W') K'(n, e) g e ~ er/i~llt, so gibt es zu 2(0<2< 1), ~>0 ein no(2, d), 
derart, daft ]5r n ~ no(2, ~) 
N (n ,  ,~) > e (d~-~)n  
gilt. 
3* 
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Beispiele ffir Kanale, die (W') erfiillen, sind: 
a) endlich viele niehtstationi~re Kan~le; 
b) beliebig viele stationiire Kaniile; 
c) eine Menge niehtstation~rer Kan~le, ffir die S n aus hSehstens a n~ (0 < ~ < 1) 
Kan~len besteht. 
w 2. Die starke Umkehrung des Codingtheorems 
Der Beweis der starken Umkehrung fiir den fastperiodisehen Simultankanal 
maeht yon der Translationsinvarianz der e-~quivalenten Zerlegung Gebrauch, er 
ist nieht direkt auf die allgemeine Situation fibertragbar. Folgende ~berlegung 
maeht bier die Giiltigkeit einer starken Umkehrung plausibel. S bestehe aus den 
stationiiren Folgen 
la),  (113) 
und aus gewissen ichtstation/iren Folgen 
mit der Eigenschaft 
} 




Cn= n max inf I(~[P.(.].ls)) 
~l , . . . j~n  S~Ik J2V  
=max inf /(~zlo)(.I.Is)) , 
8~2Y 
max in f  
~i , . , . ,  7~n 8~IuN 
~i  . . . . .  ~'~ s~I t J l Y  t= l  
= nmax in f / ( . [  co(-[. [8)). 
z~ sen  
Da dureh Hinzunahme der KanMe aus T zu den station~ren Kan~len die 
Giite yon Codes nur sehleehter werden kann, N (n, 2) also kleiner wird, liefert hier 
der Wolfowitzsehe Beweis der starken Umkehrung ffir station/~re Simultankan~le 
die obere Abseh~tzung: 
(2) zu 2 (0<2< 1), 0 >0 gibt es ein n0(2, O), so dab ffir n~ n0(2, O) 
N(n, 2) < e (c"+~)n 
gilt. 
Falls S die Voraussetzungen von Satz 1 oder Satz 2 aus w 1 erffillt, gilt also die 
starke Umkehrung. Gleichung (1) zeigt, dab bei der Berechnung der Kapazitat 
Cn gewisse Kanale iiberhaupt keinen Beitrag leisten, Cn ist also vermutlieh eher 
zu groB als zu klein auch ffir beliebige niehtstation~re S. (2) mfiBte also allgemein 
gelten. Das ist in der Tat der Fall. 
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In [1] finder man einen Beweis einer starken Umkehrung fox einen niehtstatio- 
n~ren Kanal - -  unter Bedingungen an die Alphabete, die allgemeiner sind als wir 
sie hier ben6tigen--,  der ohne Stationarisierungsverfahren arbeitet. Die Unter- 
suchungen beziehen sich auf,,alphabetfreie" Kan/ile und sind in einer entspreehen- 
den Terminologie abgefagt. Wir fibertragen das, was davon ffir uns brauchbar ist, 
auf unsere Situation. 
Wir erinnern an die Definition eines halbstetigen nichtstation&ren Kanals und 
an die Definition eines Codes in Kap. I, w 1. Sei nun 
{(u~= x 1 . .  x ~ . . . .  N}  ( ~,. , i ) ,Ad] i=  l, 
ein Code (n, N, 2) maximaler Ls -- d.h. 37 = N(n,  2) -- flit den halbstetigen 
niehtstationgren Kanal. 
Man definiere : 
qn ('): =qlx , . . . , xqn= F I ( "  ] X X . . . . .  X Fn( ' [X  9 
i 
Ist  0 < b < 1, so gilt die Abschgtzung 
1 2r ~/ dFndq(.) (" I uO log(2bN(n,  2)) <= N-~=I dFn( ' [u i ) l~ 
1 2r 
- -  f dFn (-[ u,) log dqn 
i 
Der zweite Term der reehten Seite wird dutch X(l~b~ K V ~ naeh oben 
abgeseh/~tzt, der erste Term ist gleich 
(4) dFt( 9 [x~) log < C t 
t=l i dqt(') = t=l " 
Es gilt deshalb der 
Satz 1 (starke Umkehrung des Codingtheorems ). 
Ist 0 < 2 <1,  O < b < l ; dann ist 
2V(n, j) _<_ exp 2(1 b~ K-  n - l~ 2b " 
Die Grundidee des Beweises besteht darin, start der beim Fanoschen Lemma 
[19] benutzten Quellenwahrscheinlichkeit: 1/N Masse auf jedem Codewort, der 
bei einer starken Umkehrung erforderlichen Produktraumstruktur entspreehend 
folgende Quelle zu definieren: 
t [{ i lxt=], i~(1,2 .... N)}[ 
~s- -  N , j = 1 , . . . ,a .  
a 
(qt(.) erreehnet sieh zu qt(.) = ~7~Ft ( .  I]))" 
i=1 
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Mit  ~ = (~i . . . .  , z~)  g i l t  
d_~ (. i x~ log aq~(.) 
t i 
und deshalb die f/Jr die Simultantheorie wiehtige Abseh~tzung 
N(n'7")<=exp{l( 'nlFn( ' l ' ) )+ ,(1Lb) KVn- - l~  
Im Simultanfall gilt n~mlich 
N(n, 2) <exp I(~lF~(.[.ls))4 Z(i--b) KV; - - l~  (se I ) ,  
folglich auch 
, } iV (n, 2) =< exp/inf I (Zn I Fn (" 1" [ s)) + 2(1 - b~ K V ~ - log 2 b 
/s~z 
1 KVn_ log~.b}"  <= exp{nCn q- -A(1- b) 
Damit haben Mr den 
Satz 1' (starke Umkehrung des Codingtheorems /iir einen nichtstation&en 
Simultanlcanal ) . 
a) Fiir die maximale L~inge N (n, ~) eines L-Codes eines beliebigen ichtstationiiren 
Simultanlcanals Sn gilt die Absch~itzung : 
zu ~ > O, 5 > 0 gibt es ein no (,~, 8), so daft ]iir n >= no (,~, 8) 
N (n, ~) < e (c~-~)n 
ist. 
b) Gilt/i~r Sn ein Codingtheorem it Kapazit~its/unktion C (etwa /alls Sn (W) 
oder (W') er/i~Ut), so lie/eft a) die starke Uml~ehrung des Codingtheorems. 
Der Vorteil des obigen Beweises gegenfiber dem Wolfowitzschen Beweis im 
station~ren Simultanfall [18] besteht d~rin, dag nicht erst L~ngen yon Teflcodes, 
sondern direkt die Li~nge des Ges~mtcodes abgeschi~tzt wird. 
Die Ergebnisse yon Kap. I I I  sind echt allgemeiner als die in Kap. II, wie 
folgendes Beispiel zeigt. 
Kanal 1: col, (;027 0)17 (D27 ~oi, ... 
Kanal 2 : ( i ) l ,  (D1, 0)2,  O1 ,  (D1, 0)2 ,  9 9 9 
Kana]  V." (91~ C01, ... 0)i~ (-02~ COl~ .... 
v-mal 
Die Kanalmenge ist nicht relativ kompakt in der L~176 sie geniigt aber 
der Waehstumsbedingung (W') mit K' (n, e) = n. 
Shannonsche Informationstheorie imFalle nichtstation~irer Kan~le 39 
Wir haben jetzt unter den Wachstumsbedingungen (W), (W') die gesultate 
aus Kap. I I  auf beliebige Klassen niehtstationgrer Kan/fle verallgemeinert. Dabei 
haben wir unsere ursprfingliche Problemstellung (Kap. II, Einleitung) : ffir einen 
niehtstation/~ren Kanal einen 2-Code translationsinvariant zu definieren und die 
maximale L/tnge solcher A-Codes asymptotisch abzusehgtzen, auBer acht gelassen. 
Es w/~re nun denkbar, dab man in dieser speziellen Situation 
(S = {(w t+s (. [ "))t=l, 2 .... Is = 0, 1, 2 . . . .  ) 
(wir sprechen kurz vom Phasenproblem) auf Bedingung (W) verziehten kann. Un- 
sere ttoffnungen begr~bt das folgende Beispiel. Seien col, ~o2 verschiedene stoeh- 
astische Matrizen. Sei S die Gesamtheit aller Matrizenfo]gen, die aus col, o~2 gebfl- 
det werden k6nnen [,,Arbitrarily varying channels" nach KIEF~g-WoLFOWrrZ [ 13]]. 
Andererseits denke man sich einen Kanal gegeben, der folgendem Bfldungs- 
gesetz genfigt: Man schreibe hintereinander (in irgendeiner geihenfolge) alle 
Matrizenfolgen der L~nge 1, dann der LKnge 2 usw. Das Phasenproblem ffir diesen 
Kanal ist ~qnivalent mit dem Simultancodeproblem ffir S. Da aber S (W) nicht 
erffillt, ist (W) auch beim Phasenprob]em nicht erffillt (gilt auch ffir W'). Es ist 
aber auch nicht jedes Simultancodeproblem als Phasenproblem deutbar. 
Beispiele. 2 station/~re Kan/fle 
0) i ,  CO1 . . .  
(D2 ,  (92  . . .  
(oder auch ein nichtstation/~rer Kanal) lassen sich nieht als Gesamtheit aller 
Kan/~le auffassen, die aus einem Kanal durch Translation entstehen. 
Kapitel IV. Reichweite des Mitteilungsverfahrens, Versagen der iiblichen 
Kapazitiitsfunktion, Beispiele 
Der Beweis ffir den Maximalcodesatz Kap. II, w 2 beruht auf einem Mitteilungs- 
verfahren. Dieses Verfahren ist ziemlich grob. Die Bedingung (W') ist so gew/~hlt, 
dab das Verfahren gerade noeh funktioniert. Zu allgemeineren Resultaten kann 
man nur fiber ein neues Verfahren gelangen. Dem Mitteilungsverfahren a gepal]t 
ist die Definition der Kapazit/~tsfunktion 
1 
Cn=~-  max inf Z(~nIPn[s ). 
Die heuristische Betraehtung in Kap. III, w 2 veranschauticht, wie grob Cn den 
Kan/~len angepaBt ist; bei der dortigen Wahl yon S geben die Kan~le aus T keinen 
Beitrag zur Kapazit/~tsfunktion. Ist die Bedingung (W) oder (W') erffillt, so haben 
S und S -- 5" asymptotiseh die gleichen Codel~ngen. 
Besteht Saus  der Menge aller Folgen, die aus o~1, co2 gebildet werden k6nnen 
[arb. var. Channels], so ist (W) nicht erffillt, unser Mitteilungsverfahren versagt, 
aber auch die Definition der Kapazit/~tsfunktion. 
1 
(1) Cn = n max inf I(:~n[ P ls) 
liefert nichts, das man fiir Codingtheorem und Umkehrung ebrauchen k6nnte, 
wie das folgende Beispiel zeigt. 
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Im station~ren Simultanfall ist N (n, 4) -- 2 -- exp {nlog2 -- log2} und deshalb 
C = log2. 
Ftir S gilt aber N (n, 4) ---- 1 und damit aueh Codingtheorem und starke Um- 
kehrung mit Kapazit~t 0 * C. Die Brauchbarkeit der Formel (1) seheint also 
wesentlich an die Bedingung (W) gebunden zu sein. Andererseits i t (W) nieht 
notwendig fiir dig Brauehbarkeit der Cn-Definition (1) als Simultankapazit~t, 
wig folgendes triviale Beispiel zeigt: 
~o1:(11 00), o~2=(10 01). 
Sowohl im station~ren Fall, als aueh fiir S gilt N(n, 2) ----- 1, Cn ---- 0. Die 
Formel (1) ist also brauchbar, obwohl S Bedingung (W) night erffillt. Mit Be- 
dingung (W) allein ist also keine vollst~ndige Charakterisierung der Leistungs- 
f~thigkeit obiger Kapazit~tsformel zu erwarten. 
Bemerkenswert an unseren Beispielen ist, dab es sigh bier um Matrizen mit 
Elementen 0, 1 handelt. Die Sehwierigkeiten liegen also bereits in dGr night- 
stochastisehen Theorie. (Zum Beispiel ist ffir 
~l  : 1 , (o2 = 1 
0 0 
im stations Fall 2V (2, 4) = 5, im Falle S AT (2, 4) : 4. Unsere Untersuchungen 
berfihren sieh hier mit der TheoriG der Gruppencodes.) 
Es sei noch vermerkt, dab fiir den Fall, wo S aus allen Folgen besteht, die aus t 
Matrizen ~ol ... wt gebildet werden kSnnen, man zwar nicht Codingtheorem 
und Umkehrung, aber doch noch brauehbare Abseh~tzungen mit Hilfe der Mit- 
teilungsmethode erh~tlt, falls t klein gegen a ist: 
2V(n, 2) < exp{Cn -- nlogt -- ~n}. 
C hat die GrSBenordnung loga. 
S~Ass~ hat in [1 6] ffir eine spezielle Klasse von,,arbitrarily varying channels", 
Codingtheorem und schwaehe Umkehrung bewiesen. DiG dortige Kapazit~tsformel 
erm6glicht keinen BewGis einer starken Umkehrung. Die bisherigen Beweise f/Jr 
starke Umkehrungen im Simultanfall benutzen die obige Definition (1) der 
Kapazit~t. Wo diese Definition anwendbar ist, gilt automatisch eine starke Um- 
kehrung. Ob es nichtstation~re Simultankan~le ohne starke Umkehrung ibt, ist 
noch unbekannt. Ein Beispiel ffir einen Kanal ohne starke Umkehrung ab JACOBS 
in [10], [20]. Wir geben noeh ein Beispiel fiir ,,arbitrarily varying channels" an, 
wo Codingtheorem und starke Umkehrung elten. 
a) Sei ml die Einheitsmatrix, w2 eine Permutationsmatrix. 
Wegen N(n, 2) : Nn(1, 4) = Nn(1, 0) genfigt es, eine Zeitkomponente f/Jr 
2 = 0 zu betrachten. 
Bezeichnet li (i = 1 . . . . .  I) dig Zyklerd~ngen yon o~, so ist 
N(1, o) 1 =i~1 [2] '  ([X] = grSBte ganze Zahl =~ x) 
I 
i=1  
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b) Seien cok (k = 1 . . . .  , K)  stochast ische Matr izen,  die nur  0, 1 E lemente  
haben,  co~ ist im a l lgemeinen icht  Permutat ionsmatr ix .  
K 
k=l  
so ist N(1 ,  0) - - - -Maximalzahl  t rgger f remder  Zeflen yon ~, 
-----Maximalzahl tr/~gerfremder Zeflen der stochast ischen Matr ix  
1 
Es  ist  also logN(1 ,  0) ~ ,,zero error capac i ty"  yon ~ ([15]). 
Herrn Professor JAco~s gilt mein besonderer Dank fiir zahlrciche Anregungen. 
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