If P and Q are two real polynomials in the real variables x and y such that the degree of P 2 + Q 2 is 2n, then we say that the polynomial differential system x = P (x, y), y = Q(x, y) has degree n. Let α(n) be the maximum number of invariant straight lines possible in a polynomial differential systems of degree n > 1 having finitely many invariant straight lines. In the 1980's the following conjecture circulated among mathematicians working in polynomial differential systems. Conjecture: α(n) is 2n + 1 if n is even, and α(n) is 2n + 2 if n is odd. The conjecture was established for n = 2, 3, 4. In this paper we prove that, in general, the conjecture is not true for n > 4. Specifically, we prove that α(5) = 14. Moreover, we present counterexamples to the conjecture for n ∈ {6, 7, . . . , 20}. We also show that 2n + 1 ≤ α(n) ≤ 3n − 1 if n is even, and that 2n + 2 ≤ α(n) ≤ 3n − 1 if n is odd.
Introduction and statement of the main results.
Let P and Q be two real polynomials in the real variables x and y. We say that the polynomial differential system (1) x = P (x, y) , y = Q(x, y), has degree n if the degree of the polynomial P 2 + Q 2 is 2n. Studies of polynomial differential systems were carried out by Poincaré in [P1] , [P2] and [P3] . The algebraic feature of polynomial differential systems renders natural certain questions and problems of an algebraic or an algebro-geometric nature, such as to recognize when system (1) has invariant algebraic curves, or is algebraically integrable. See the interesting survey of Schlomiuk [Sc] on these questions. This paper deals with the former aspect.
The straight line ax + by + c = 0 is invariant for the flow of system (1), and we call it an invariant straight line of system (1) if ax + by = aP (x, y) + bQ(x, y) = (ax + by + c)R(x, y) for some real polynomial R.
Suppose that the polynomial differential system (1) of degree n has finitely many invariant straight lines; then we denote by α(n, P, Q) the number of invariant straight lines of (1). We define α(n) as the maximum of the α(n, P, Q) when P and Q vary. In the mid-1980's Ye Yanqian told us the following conjecture, circulating among mathematicians working in polynomial differential equations:
Invariant Straight Line Conjecture.
α(n) = 2n + 1 for even n, 2n + 2 for odd n.
It is well known that the conjecture is true for n = 2. Recently Zhang Xikang [Zh] and J. Sokulski [Sk] proved it for n equal to 3 and 4. Here we will give shorter proofs of the conjecture for n = 2, 3 (see Corollary 5).
The following proposition shows that the bounds in this conjecture could not be decreased; this is formalized in Corollary 2. Proposition 1. System (1) with
for n > 1 has exactly 2n + 1 (respectively 2n + 2) invariant straight lines if n is even (respectively odd). The next result gives an upper bound of the number of invariant straight lines which a polynomial differential system (1) of degree n having finitely many invariant straight lines can have. This result was also obtained by Zoladek [Zo] .
Proposition 4.
If n ≥ 1 then α(n) ≤ 3n − 1.
The next result follows immediately from Corollary 2 and Proposition 4.
(c) The Invariant Straight Line Conjecture is true for n = 2, 3; i.e. α(2) = 5 and α(3) = 8.
The following result shows some basic results on the invariant straight lines of a polynomial differential system of degree n. For the definition of finite and infinite singular points of a polynomial differential system see Section 4. Proposition 6 and the Invariant Straight Line Conjecture induced us to consider the following purely geometric problem.
Given a natural number n > 1, let γ(n) denote the maximum number of straight lines in the real plane satisfying: (1) Each line in the family has at most n intersection points with the other lines in the family, (2) no more than n lines in the family can be parallel, (3) the lines of the family passing through an intersection point cannot have more than n + 1 different slopes, (4) the set of all intersection points among lines in the family has cardinality at most n 2 .
find examples that answer the Geometric Straight Line Question negatively (see Section 5). These examples will be used to get counterexamples to the Invariant Straight Line Conjecture. More concretely, we have the following two main results. 
Remark 9.
Darboux in [Da] showed that if a polynomial differential system of degree n has a number of invariant algebraic curves greater than n(n + 1)/2, then the system has a first integral. Proposition 4 and the result of Zhang Xikang and Sokulski for n = 4 show that Darboux's result does not apply for n ≥ 4 if all the invariant algebraic curves are straight lines (except if the polynomial differential system has infinitely many invariant straight lines).
Remark 10. Suo and Sun in [SS] showed that if a polynomial differential system of degree n has more than (n − 1)(n + 2)/2 invariant straight lines, then the system has no limit cycles. From Proposition 4 it follows that this result does not apply for n ≥ 6, except if the polynomial differential system has infinitely many invariant straight lines.
The paper is organized as follows. In Section 2 we prove Propositions 1 and 3. Proposition 4 is proved in Section 3. In Section 4 we summarize the Poincaré compactification for a polynomial differential system, and we use it for proving Proposition 6. Section 5 is dedicated to present some simplicial arrangements of lines which provide examples giving a negative answer to the Geometric Straight Line Question. Finally Theorems 7 and 8 are proved in Section 6.
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Preliminary results.
The goal of this section is to prove Propositions 1 and 3.
Proof of Proposition 1. Clearly the 2n straight lines x = i and y = i for i = 1, 2, . . . , n are invariant for the flow of the system given in Proposition 1, and no other horizontal or vertical straight lines are invariant for such a system. Therefore, if the system of Proposition 1 has more invariant straight lines they must have the form y = ax + b with a = 0, and they must satisfy
It is easy to see that this identity implies that a = 1 and b = 0 if n is even; a = 1 and b = 0, or a = −1 and b = n + 1 if n is odd. This completes the proof of Proposition 1.
Proof of Proposition 3. If n = 0 then statement (a) is immediate.
Suppose n = 1. If system (1) has no invariant straight lines we are done. If it has at least one invariant straight line, doing a rotation, a translation and a rescaling of the time (if necessary), we can assume that the invariant straight line is x = 0 and that system (1) can be written in the form (2) x = x , y = ax + by + c.
Since the unique invariant straight line of the form x = constant is x = 0, all the other invariant straight lines (if any exist) must be of the form y = Ax + B. If y = Ax + B is an invariant straight line, then x(t) = Ce t , y(t) = ACe t + B with C = 0 must satisfy system (2). Therefore we get
If b = 1 then a = 0 and system (2) has infinitely many invariant straight lines of the form y = Ax − c with A ∈ R.
If b = 0 then c = 0 and system (2) has infinitely many invariant straight lines of the form y = ax + B with B ∈ R.
Finally, if b / ∈ {0, 1} then system (2) has exactly two invariant straight lines, namely
An upper bound for α(n).
In this section we prove Proposition 4.
Proof of Proposition 4. The (signed) curvature of a parametrized planar curve (
, where as usual the prime denotes derivative with respect to t; for more details see [Ca] . If the curvature in all the solutions of system (1) is zero then all solutions of (1) are invariant straight lines. So, since for computing α(n) we must assume that system (1) has finitely many invariant straight lines, the curvature cannot be zero on all the solutions of system (1). Therefore, if γ(t) = (x(t), y(t)) denotes the solution of (1) through the origin, then doing a translation (if necessary) we can assume that the curvature of γ(t) at the origin is different from zero.
First we assume that system (1) has finitely many singular points. Doing a rotation (if necessary), we can assume that all invariant straight lines of system (1) satisfying the hypothesis of Proposition 4 are of the form y = ax + b with a = 0, and that the system has no singular points on the line x = 0.
If y = ax + b is an invariant straight line of system (1), we have Q(x, ax + b) = aP (x, ax + b) for all x ∈ R. In particular, for x = 0 we get Q(0, b) = aP (0, b). Since system (1) has no singular points on the line x = 0, P (0, b) = 0, and consequently
Since y = ax + b is an invariant straight line of system (1) its signed curvature is zero, therefore
for all x ∈ R. In particular, for x = 0 we get
We remark that this expression is not zero for b = 0, otherwise the curvature of γ(t) at the origin will be zero. So, if y = ax + b is an invariant straight line, then b must be a root of a polynomial of degree at most 3n − 1. Hence, since a is determined from (5) it follows that the number of invariant straight lines of system (1) is at most 3n − 1. Now we assume that system (1) has infinitely many singular points. Therefore the polynomials P and Q have a common polynomial factor R of degree m such that the points (x, y) of the plane satisfying R(x, y) = 0 are singular points, and by Bezout Theorem in the complement of the algebraic curve R(x, y) = 0 system (1) has at most (n − m) 2 singular points. Hence the system
has finitely many singular points. Repeating the previous arguments we get that this system has at most 3(n − m) − 1 invariant straight lines. So system (1) has at most 3(n − m) − 1 + m < 3n − 1 invariant straight lines. Consequently, the proposition is proved.
Poincaré compactification and basic results.
Let X = (P, Q) be the vector field associated to system (1) of degree n. The Poincaré compactified vector field p(X) corresponding to X is a vector field induced on the two-dimensional sphere S 2 as follows. Let S 2 = {y = (y 1 , y 2 , y 3 ) ∈ R 3 : y 2 1 +y 2 2 +y 2 3 = 1} (the Poincaré sphere) and T y S 2 the tangent space to S 2 at point y. Consider the central projections f + :
These maps define two copies of X, one in the northern hemisphere and the other in the southern hemisphere. Denote by X the vector field defined on S 2 except on its equator S 1 = {y ∈ S 2 : y 3 = 0} by Df + • X and Df − • X. Clearly S 1 is identified to the infinity of R 2 . In order to extend X to an analytic vector field on S 2 (including S 1 ) it is necessary that X satisfies suitable hypotheses. Since the degree of X is n, the Poincaré compactification p(X) of X is the only analytic extension of y n−1 3 X to S 2 . For the flow of the compactified vector field p(X), the equator S 1 is invariant. On S 2 \ S 1 there are two symmetric copies of X, and knowing the behavior of p(X) around S 1 , we know the behavior of X at infinity. The projection of the closed northern hemisphere of S 2 on y 3 = 0 under (y 1 , y 2 , y 3 ) → (y 1 , y 2 ) is called the Poincaré disc.
As S 2 is a differentiable manifold for computing the expression of p(X), we can consider the following six local charts U i = {y ∈ S 2 : y i > 0}, and V i = {y ∈ S 2 : y i < 0} where i = 1, 2, 3, and the diffeomorphisms
2 which are the inverses of the central projections from the vertical planes tangents at points (1, 0, 0), (−1, 0, 0), (0, 1, 0), (0, −1, 0), (0, 0, 1), (0, 0, −1) respectively. We denote by z = (z 1 , z 2 ) the value of F i (y) or G i (y) for any i = 1, 2, 3. So z represents different things according to the local chart under consideration. In these coordinates and in the local charts U i and V i for i = 1, 2, z 2 = 0 denotes always the points of S 1 . A singular point q of p(X) is called an infinite (respectively finite) singular point of X if it is a singular point of p(X) in S 1 (respectively S 2 \ S 1 ). The infinite singular points of X are the points (z 1 , 0) satisfying
where P n and Q n are the homogeneous part of degree n of P and Q. For more details on the Poincaré compactification, see, for instance [Go] , [So] and [ALGM] .
The main goal of this section is to prove Proposition 6. That is, to obtain basic results on the set of invariant straight lines of a polynomial differential system of a given degree.
Proof of Proposition 6. Suppose that system (1) satisfies the hypothesis of Proposition 6.
If system (1) has an invariant straight line, performing (if necessary) a rotation and a translation in the plane (x, y), we can assume that the invariant straight line has the equation x = 0. The singular points (0, y) of system (1) on this invariant straight line must satisfy Q(0, y) = 0. So, if Q(0, y) ≡ 0 then x = 0 is formed by singular points, otherwise the polynomial Q(0, y) of degree at most n has at most n different real roots. Therefore, statement (a) is proved.
In order to show statement (b) we assume that system (1) has k invariant parallel straight lines. After a rotation in the plane (x, y) (if necessary), the k parallel straight lines have equation of the form x = a i for i = 1, 2, . . . , k. Then, since x − a i = 0 is invariant, it follows that x − a i divides P (x, y).
Since the degree of P is at most n, it follows that k ≤ n. Hence, statement (b) is proved.
We will prove statement (c) in two steps. First we assume that F (z 1 ) in (6) is not identically zero. Performing a rotation (if necessary) we can assume that system (1) has no invariant straight lines of the form x = constant. Then, each invariant straight line provides two pairs of diametrically opposite infinite singular points, and all these pairs are contained in the local charts U 1 and V 1 . Moreover, if (z 1 , 0) is the infinite singular point of the local chart U 1 associated to the invariant straight line y = ax + b, then a = z 1 . Since the infinite singular point (z 1 , 0) of the local chart U 1 must satisfy Equation (6), and F (z 1 ) is a polynomial of degree at most n + 1, it follows that the set of all invariant straight lines of system (1) cannot have more than n + 1 different slopes. Therefore, statement (c) follows.
If F (z 1 ) ≡ 0 in (6) then we consider that a point belongs to m > n + 1 invariant straight lines. We move this point to the origin with a translation and one invariant straight line to x = 0 with a rotation (if necessary). If we consider now the vector field in the local chart U 1 , we will have a polynomial differential system of degree n + 1 with z 2 = 0 being a common factor. If we remove this factor, the system has degree n at most. The set of straight lines crossing the origin now are m − 1 parallel lines of the form z 1 =constant. By statement (b) this set has at most n invariant straight lines and we get a contradiction with the assumption m > n + 1. This completes the proof of statement (c).
Statement (d) follows immediately from Bezout Theorem.
On the Geometric Straight Line Question.
By an arrangement of n lines A(n) we mean the cell complex determined in the real projective plane by a finite family of n straight lines which do not have a common point. We call an arrangement of lines A(n) simplicial provided all the faces of A are simplices. For more details see [Gr] , [CF] and [Sp] . In [Gr] Grünbaum presented a catalogue of simplicial arrangements of lines. The catalogue lists all the known isomorphism-types of simplicial arrangements of straight lines in the real projective plane, and provides illustrations of those types which cannot be easily described. From this catalogue we can obtain the following examples that answer the Geometric Straight Line Question in the negative sense. For those n's that we have several examples we only present one with the maximal number of straight lines. Figure 1 shows the simplicial arrangement A(15) of the following 14 straight lines in the affine real plane plus the line of infinity:
Figure 1. The simplicial arrangement A(15).
where i ∈ {−1, 1} and k denotes the golden section, i.e. k = ( √ 5−1)/2. This arrangement shows that γ(5) ≥ 14, and hence provides a negative answer to the Geometric Straight Line Question for n = 5. It corresponds to the arrangement A * 1 (15) in the notation of [Gr] . [Gr] . Figure 3 shows the simplicial arrangement A(25) of the following 24 straight lines in the affine real plane plus the line of infinity: 
. This arrangement shows that γ(9) ≥ 24, and provides a negative answer to the Geometric Straight Line Question for n = 9. It corresponds to the arrangement A * 5 (25) in the notation of [Gr] . As far as we know only one new simplicial arrangement of lines has been found after the publication of the catalogue of [Gr] , which is not relevant here because it does not provide a negative answer to the Geometric Straight Line Question.
In [Gr] three infinite families of simplicial arrangements of lines are presented. But none of these arrangements provides a negative answer to the Geometric Straight Line Question. Here we find a new infinite family of arrangements of lines which leads to a negative answer to the Geometric Straight Line Question for infinitely many n's. The new family A(2n + 5) with n = 6k + 1 and k = 1, 2, . . . is formed by the line at infinity plus the following set of 2n + 4 straight lines in the affine real plane: 
We remark that the cases n = 7, 13 (see Figures 6 and 7 , respectively) correspond to simplicial arrangements that already appeared in the catalogue of [Gr] with the notation A * 1 (19) and A * 2 (31) of page 105, respectively. The arrangements of lines of this family for n = 19, 25, 31, . . . are not simplicial, see for instance the arrangement with n = 19 in Figure 8 . The arrangement A(2n + 5) shows that γ(6k + 1) ≥ 12k + 7, and so provides a negative answer to the Geometric Straight Line Question for n = 6k + 1 and k = 1, 2, . . . .
Counterexamples to the Invariant Straight Line Conjecture.
In this section we prove Theorems 7 and 8. We will need the following auxiliary result.
Lemma 9.
If there exists a polynomial differential system (1) of degree n with k invariant straight lines, then there exists a polynomial differential system of degree n + 1 with k + 1 invariant straight lines.
Proof. Clearly the polynomial differential system
where a 2 + b 2 = 0 and the straight line ax + by + c = 0 is different from the invariant straight lines of system (1), is of degree n+1 and has the k invariant straight lines of system (1) plus the invariant straight line ax + by + c = 0 formed by singular points. Now we compute the polynomial differential system of least degree which has as invariant straight lines the straight lines in the affine real plane of the arrangements of Figures 1 to 8 . Thus if we want to find a polynomial differential system which has as invariant straight lines the straight lines of Figure 1 , by Proposition 6 the degree of such a system must be at least 5. Then, in order that such a polynomial differential system has the invariant straight lines x = i, x = i(2k − 1), y = i and y = i(2k − 1) with i ∈ {−1, 1} and k = ( √ 5 − 1)/2, clearly it must be of the form:
where P 1 (x, y) and Q 1 (x, y) are arbitrary real polynomials of degree 1 in the variables x and y. Now we must determine the 6 coefficients of P 1 and Q 1 in such a way that the above polynomial differential system has the following 6 invariant straight lines
This is equivalent to solve a linear system in the coefficients of the polynomials P 1 and Q 1 . In order to solve this linear system and the ones for the other cases we have used the program MATHEMATICA. In the easier cases the program has been able to solve the global system. In the more complicated ones we have needed to work interactively with the program and solve the system by a sequence of steps. The linear system has a unique solution depending on one parameter. This parameter can be omitted in the polynomial differential system by a rescaling of the time variable. Hence the polynomial differential system of degree 5 which has as invariant straight lines those of Figure 1 is:
Proof of Theorem 7. From Proposition 4 and since the above polynomial differential system of degree 5 has 14 invariant straight lines, Theorem 7 follows.
Now we want to find a polynomial differential system of degree 7 which has as invariant straight lines the straight lines of Figure 6 . Working as in the case of Figure 1 , we find that such a polynomial differential system is:
In order to find a polynomial differential system of degree 8 which has as invariant straight lines the straight lines of Figure 2 , working as in the case of Figure 1 , we see that such a polynomial differential system is: Now we want to find a polynomial differential system of degree 9 which has as invariant straight lines the straight lines of Figure 3 . Working as in the case of Figure 1 , such a polynomial differential system is:
If we want to find a polynomial differential system of degree 11 which has as invariant straight lines the straight lines of Figure 4 . Working as in the case of Figure 1 we find that the polynomial differential system of degree 11 is: Now we want to find a polynomial differential system of degree 13 which has as invariant straight lines the straight lines of Figure 7 . Working as in the case of Figure 1 , such a polynomial differential system is: We want to remark that this polynomial differential system of degree 13 has "only" 30 invariant straight lines while from Lemma 9 we can produce a polynomial differential system of degree 13 with 32 invariant straight lines from a polynomial differential system of degree 11. The difference is that the former has a finite number of singular points while the second has infinitely many singular points.
If we want to find a polynomial differential system of degree 15 which has as invariant straight lines the straight lines of Figure 5 . Working as in the case of Figure 1 , we find that such a polynomial differential system is: Finally, we wish to find a polynomial differential system of degree 19 which has as invariant straight lines the straight lines of Figure 8 . Working as in the case of Figure 1 , such a polynomial differential system is: Unfortunately, we cannot compute the polynomial differential systems of degree n ∈ {25, 31, . . . } having as invariant straight lines the lines of the arrangements A(2n + 5). Even if we could compute them one by one, we doubt that we could find a relationship among their coefficients and their degree. If we were able to do so, we would have counterexamples to the Invariant Straight Line Conjecture for arbitrarily large degrees of the form n = 25, 31, . . .
Remarks.
1. Obviously for every polynomial differential system all the intersections among invariant straight lines are finite singular points. But we want to point out that this does not imply at all that all finite singular points must be the intersection of invariant straight lines; in fact, examples to this effect are known.
2. The determination of the exact values of α(n) and γ(n) seems to be a very challenging and hard task. This is made strikingly evident by the absence of any specific conjecture concerning these values. On the other hand, all available information is consistent with the following open questions: 
