I. Introduction
Speech denoising in a real world situation is an important task in many signal processing applications, including telecommunication devices, hearing aids, and speech recognition. This topic has been profoundly studied in the past and many successful models have been put forward [1] . However, speech denoising remains a challenging problem in real world environments and at very low signal-to-noise ratios (SNRs) [1] . A major challenge is to devise an effective speech denoising strategy with the ability to cope with low SNRs and with various noise types frequently encountered in real life situations.
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In this letter, we propose separating the speech signal from the noisy speech in an unsupervised manner using the low-rank and sparse matrix decomposition technique. The proposed method directly decomposes the noisy speech spectrogram Y into three submatrices,    Y L S R , where L, S, and R represent the noise structure matrix, the speech structure matrix, and the residual noise matrix, respectively. This formulation is intrinsically different from robust principal component analysis (RPCA) [7] , [8] , which assumes   Y L S and can efficiently and robustly estimate the sparse formant structures of clean speech from the noisy speech signal.
II. Proposed Method
Preliminary experiments show that the original RPCA method [7] , which simply decomposes the noisy speech spectrogram into two submatrices, is not robust and effective enough to extract the formant structure of clean speech. Thus, we extend the original RPCA method by setting noisy speech spectrogram Y as the superposition of L, S, and R, that is,    Y L S R . We assume that L lies on a low-rank subspace, the speech structure is sparse, and R is a random matrix whose entries follow independent and identically distributed zero-mean Gaussian distributions. The assumption is based on the observation that the noise spectral always exhibits a repetitive pattern whereas the speech signal has more variation and is relatively sparse within the noise. The problem is to recover low-rank matrix L and sparse matrix S from Y under the perturbation of R. We reformulate the problem as follows.
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where rank (L) is the rank of L and card (S) is the cardinality of S.
For (1), we use the GoDec algorithm to estimate low-rank matrix L and sparse matrix S. GoDec was proposed by Zhou and Tao [9] to solve the following minimization problem:
This problem is solved by alternatively solving the following two subproblems:
Practically, the cardinality of S is hard to estimate because the length of the speech signal is unknown beforehand. Therefore, we use the Semi-Soft GoDec algorithm [9] , wherein parameter k can be automatically determined by soft threshold  for matrix decomposition. Moreover, the computation load of Semi-Soft GoDec is substantially smaller than that of the original GoDec while the error rate is kept the same or even smaller. Semi-Soft GoDec is formulated as the following optimization problem and can be solved by the alternative optimization method (3).
After the low-rank part and the sparse part of noisy speech are extracted, audible noise is masked according to an auditory masking effect using a binary time-frequency mask method [10] . The formulation of the binary time-frequency mask is written as
R is derived as R=Y-L-S when L and S are estimated. In (5), R is discarded. The reason is twofold. Firstly, S and L have been robustly calculated under the perturbation of R in GoDec and the residual noise will not leak into the extracted speech. Secondly, the dense distribution nature of R will reduce the performance of the binary time-frequency mask module, which is confirmed in the experiments.
After the binary time-frequency mask is calculated, the estimated speech spectral can be formulated as
where ( , ) Y l n  denotes the phase of noisy speech. Finally, the estimated speech magnitude spectral can then be transformed back to the time domain using the inverse shorttime Fourier transform (STFT) and synthesis with the overlap- 
III. Experiments and Results

Dataset and Quality Measures
We use speech from the TIMIT database and noise from the Noisex-92 database [11] . All the signals are resampled at 8 kHz. Specifically, the test speech signals, which consist of ten speakers (five male and five female), are degraded by a variety of noises, including Babble noise, F16 noise, and Factory1 noise, at the input SNR values of -5 dB, 0 dB, 5 dB, and 10 dB. Therefore, there are a total of 30 experiments for a given SNR.
Since this is essentially a signal separation problem, we evaluate the proposed algorithm using the BSS-EVAL metrics [12] . The metrics consist of three objective ratios: signal-todistortion ratio (SDR), signal-to-interference ratio (SIR), and signal-to-artifacts ratio (SAR).
Effect of Two Important Parameters
In Semi-Soft GoDec, the value of  is used to trade off the error term of the decomposition with the sparsity of S. The higher  is, the sparser matrix S, and vice versa. If matrix S is sparser, there is less residual noise in matrix S. However, the sparser S is, the more speech components will be lost during the separation process, leading to higher speech distortion. On the other hand, if S is less sparse, the extracted speech will suffer less distortion but will contain more residual noise. The rank of the low-rank matrix, r, is used to restrict the rank of L. A high value of r means that the noise spectrum exhibits significant variation. The effect of the combination of  and r on the quality of the extracted speech is depicted in Fig. 2 .
In the experiments, we obtain the spectrograms of noisy speech using a Hamming window with window size 512 and We perform speech denoising using all combinations of the two parameters on our dataset, which amounts to 30 experiments for a given SNR. We average the SDR values for all these experiments and analyze the effect of the two parameters. The experimental curves are depicted in Fig. 2 . As shown in the figure, for all values of the rank, the SDR value increases rapidly as  changes from 0 to 0.05. The results tend to be worse as the value of  increases. This indicates that  = 0.05 is an optimal value for all the ranks. Additionally, we find that r=2 provides the best result. It reveals that r=2 is enough to characterize the variation of the noise's statistics. Larger ranks result in higher speech distortion because some elements of the sparse matrix leak into the low-rank matrix. Similar curves can be observed with other SNRs.
Comparison with Related Denoising Systems
From previous observations,  = 0.05 and r=2 are found to be optimal in terms of SDR in the denoising task and are used in the following experiments. As a comparison, we report the same metrics using the RPCA method. In addition, we also perform speech denoising using NMF, which is another wellknown matrix decomposition method for supervised source separation. Figures 3 through 5 show the average results over all noise types and speakers for each algorithm and input SNR condition. The suppression of noise is reflected in the SIR metric. As shown in Fig. 3 , the proposed algorithm achieves significantly better results than the other algorithms at all input SNRs. The RPCA method performs worst in term of SIR. The main reason for the worst noise suppression capability (SIR) when using RPCA is that it simply decomposes the noisy spectrogram into two matrices and some part of the low-rank matrix L leaks into the sparse matrix S. The low-rank matrix does not suffice to characterize the variation of noise statistics. By contrast, the proposed method uses the residual noise matrix to model the variation of noise while the steady statistics of noise are represented in the low-rank matrix. As a result, the extracted speech is less polluted by noise. In addition, we can see that NMF achieves slightly higher SIR values than RPCA. One reason is that the NMF method is performed in a supervised manner, whereas RPCA is an unsupervised denoising method. In NMF, noises are trained before denoising. Thus, NMF can utilize more prior information in the denoising task than the RPCA method can. The artifacts introduced by the denoising process are reflected in the SAR metric. Figure 4 shows that RPCA introduces less artifacts than the proposed algorithm introduces. However, the difference is small for an input SNR larger than 0 dB. NMF obtains the worst performance in term of SAR. The difference between NMF and the other two methods is large and tends to be larger as the input SNR increases. The reason is that the NMF method requires prior training of the noises and a prior that is too strong prevents it from achieving a sufficient estimate of speech when the mixture contains litter noise [13] .
The overall performance is reflected in the SDR metric. Figure 5 shows that the proposed algorithm achieves better performance due to the higher noise suppression and relatively small increase in artifacts. Compared with RPCA, the difference is larger when the SNR is lower. It suggests that the proposed algorithm is especially suitable to deal with noise in a low SNR condition. We can also see that the SDR of the proposed method is close to that of RPCA at a high input SNR. This is because the perturbation of R is slight at a high input SNR, and, when R is absent, (1) reduces to the original RPCA problem. The averaged PESQ scores for the above-mentioned methods are also provided in Table 1 . We can see that the PESQ scores exhibit similar trends to the SDR values.
IV. Conclusion
The initial denoising results obtained using the low-rank and sparse matrix decomposition techniques presented herein are promising. The advantages of the proposed method are that it does not require prior training or other particular features and always outperforms the original RPCA method. Although the proposed method can eliminate most of the interferers, it leads to speech distortion when some of the extracted speech formant structures are lost in the matrix decomposition process. We plan to develop a new low-rank and sparse matrix decomposition model by introducing suitable constraints on the sparse part S to alleviate the speech distortion.
