I. INTRODUCTION AND BACKGROUND
EMICONDUCTOR professionals have used bitmaps of S SRAM and DRAM chips for quite some time for process control, defect monitoring, yield improvement, and redundancy analysis [ 11- [4] . Typically, the post processing of the bitmap data files are in the form of a rule-based or knowledgebased algorithm type for the sorting of different bit fail patterns on the chips 1.5-171. When the memory device being bitmapped approaches 1 Mbit and beyond, the computer resources of a rule or knowledge-based algorithm become unmanageable. This is true not because the number of bit failures to classify is frequent, but because the number of different combinations of fail patterns is large. The CPU and elapsed time required for a post processing program to sort the frequency count for each bit fail category on every chip from a single lot could take a hour or more; therefore, this is typically impractical for analyses containing a large numbers of wafers. Also, when a rule or knowledge-based algorithm is used, only patterns programmed into the source code are categorized. Any new patterns will either be misclassified or not counted. This is a serious shortcoming of all rule or knowledge-based programs for bit failure classification. This paper proposes a neural network structure for bit fail pattern classification and counting. There has been a great deal of work recently using neural networks for pattern recognitiodclassification applications such as this, both inside and outside the semiconductor industry. Within the semiconductor industry, neural networks have been used both in the control of the manufacturing process and for the inspection of silicon wafers [15] -1261. The neural network described herein was developed as a feasibility study on 128 kbit SRAM chips with excellent success. The error of misclassification is small, the time required to process the data is less and the neural network has better resolution at defining categories than the rule-based approach. Fig. 1 shows a typical bit fail map containing the types of patterns analyzed with a rule-based pattern recognition technique. The patterns formed are from a logical 'OR' of several bit map vector tests. The stuck-at-0 and stuck-at-1 information is not usually included due to physical disk space limitations in the data collection. These patterns are typically very useful given that the layout artwork of the SRAM memory cells lend themselves to a few defect mechanisms for each bit fail pattern or combination of patterns [SI. Analysis of these bit fail patterns can be simulated using an inductive fault analysis technique with Monte Carlo defect simulation as in the VLASIC software package [IO] . This simulation results in a probability of failure of a certain defect type causing one of the bit fail patterns. Analysis of the bit fail pattern proportions 08946507 
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USES OF BIT FAILURE PATTERN DATA
The primary use of the bit fail data is for yield improvement. This is accomplished in several ways. Initially, when the wafers are SRAM tested, the bit fail raw data is collected and run through a feature extraction processing program. Following feature extraction, a classification of how many bit fail fault types exists on each die capable of classification is then compiled for further analysis. The number of die affected by each pattern fail type is tabulated and running control charts of the proportions of die affected are reviewed. A pareto of bit fail types is used to determine which bit fail pattern to go after first. A combination of chemical deprocessing and analyses is used to determine the root cause of the failures. Then it is eliminated or it's occurrence in manufacturing is reduced to acceptable levels. This process is repeated for the top few bit fail patterns in the pareto chart until the desired level of yield is obtained [SI.
IV. OBJECTIVES
The primary objective of this feasibility study was to demonstrate that neural networks can provide an accurate, time-efficient method of classifying and reporting SRAM defect patterns. The time efficiency is a primary concern. As SRAM's increase in their size and complexity, so does the likelihood for more varied and complex combinations of defects. This can greatly increase the time and computing resources necessary to analyze these defects. However, this time efficiency cannot come at the expense of accuracy in the classification and reporting. The specific accuracy goal is that the neural network classifier needs to be at least as accurate as a human trained to analyze these defect patterns. In addition to accurately classifying and reporting the numbers of individual shapes present on each die, we want the neural network to output information regarding the interactions between the different types of shapes. Certain types of processing faults may cause an increase in the frequency with which a particular combination of shapes occur, so tracking interactions between shapes may provide useful information for process fault identification. An additional objective was that the neural network should have the ability to recognize a novel bitmap pattern as being an event never before seen rather than force-fitting the pattern into one of a pre-determined set of categories.
V. APPROACH
The analysis of a pattern recognition problem generally follows a task flow as in Fig. 2 , where physical phenomena are transformed by a sensing device into output data suitable for analysis. The data then undergo a feature extraction transform designed to enhance the pattern information resident within the data for performance of the categorization task. The feature extraction results in a reduction in feature space dimensionality or data compression. The output feature vector maintains the minimal information required to perform the categorization while eliminating all other dimensionality to both speed data handling and increase the probability of correct neural network success in pattern recognition [ 111. This reduction in dimensionality is not unique to neural network, however. The feature extraction and shape classification steps are described below.
VI. FEATURE EXTRACTION
The primary task in the feature extraction is to perform data reduction. Each die consists of 128 kbits of binary data (1 = failed bit, 0 = working bit). We seek to reduce the computational complexity of the neural network while maintaining pattern shape information on the die in as few features as possible. The feature extraction must be computationally efficient to maintain speed of final application. The feature extractor operates in three steps.
The first step is to perform a shape analysis on the failed bits on the die. This is based on physical proximity of failed bits to one another using a fixed threshold criteria of distance between the bits. Two failed bits within five bits of each other are considered to be of the same shape. The selection of five as the threshold was based primarily on trial and error. Using an initial threshold of zero, a shape was comprised of all adjacent failed bits. However, in this case, the neural network was unable to detect certain types of partial columns and rows that had one or more good bits inside [ Fig. 3(a) ]. The other extreme was to set the threshold at sixteen bits. This resulted in groups of visually and fault analytically different shapes being considered a single shape (i.e., two full columns at 8 bits apart are seen as one shape) [ Fig. 3(b) ]. The choice of five turned out to be a reasonable compromise. Following establishment of shapes within the bitmap, the aspect ratio (ratio of height to width) and the total number of failed bits per shape were computed. The aspect ratio provides information not only on the relationship between the shape's height and width but also on its orientation (vertical or horizontal) which is needed to distinguish rows from columns. The total number of failed bits in the shape provides information on both the size of the shape and its density.
The third and final step in the feature extraction is to bin the shapes based upon these two statistics. The extractor builds a 7 x 6 two-dimensional histogram of aspect ratio and number of failed bits with each cell in the histogram containing the number of shapes on the die which had a particular aspect ratio and number of failed bits. The 7 aspect ratio and 6 total bit count intervals were not evenly spaced. The transition points were based on apparent critical cutoff points for detecting the particular shapes that we knew a priori would be present in the data. For example, an aspect ratio of one with one failed bit would have to be a single bit failure and an aspect ratio of 64 with 64 failed bits would have to be a single column failure. These 42 feature vector inputs could not identify a small number of shapes known as repeating rows [ Fig. 3(c) ], due to the absence of information which relayed the relative positions of the shapes one to another. This issue was resolved by adding two additional components to the feature vector: the number of unique rows and the number of unique columns that contained failed bits. This brought the final length of the feature vector to 44 elements. More sophisticated image processing techniques could have been used and have been in similar applications [25] , [261, however, the simple technique used above operates very quickly and produces good results.
A. Defect Pattern Classijcation
Following the feature vector definition two neural networks were designed to perform the pattern classification. The first network architecture used is a Kohonen Self-organizing Map which is an unsupervised network (i.e., the correct answers are not provided to the network by a teacher or supervisor). The network organizes like input vectors together based on a determined distance metric. This network performs a particular type of shape analysis on the input vectors which, after training, permitted examination of the concurrent appearance of several shapes within a individual bitmaps. This network also provides a method for classifying patterns that are unlike those that have been observed in the training set.
The second network architecture developed was a SelfOrganizing Map feeding into a backpropagation network. This network, which has both an unsupervised and a supervised portion, is used to output the actual counts of shapes that appeared on a die. For each die, this network outputs the number of single bit failures, the number of single column failures, the number of row failures, etc., present on the die. Both of these networks are discussed in greater detail below.
B. Kohonen Self-organizing Map
The Self-organizing Map (SOM) was developed by Teuvo Kohonen and is fully detailed in [12] . The architecture of the Kohonen SOM used for this application is shown in Fig. 4 . It is most intuitive to consider these weights as a prototypical input vector to which the neuron will respond. When presented with an input vector, the SOM computes, for each neuron in the Kohonen layer, a Euclidean distance between the input vector and its prototype. The neuron that has the smallest such distance is determined to be the winner. The winning neuron outputs a value of one while the remaining Kohonen neurons output a zero value. This is typically referred to as a winner-takes-all strategy. During training, input vectors are selected at random from the training set and presented to the SOM and a winning node determined by the method described above.
The winner's prototype vector is adjusted to be closer to the input vector by updating the node weights as follows: Let W be the jth element in the weight vector of the ith neuron in the Kohonen layer and X J be the jth element in the input vector. The new value of Wij, Wz!,, is given by
(1) Fig. 5 . Initial topographic map for shape type identification where a is the learning coefficient or step size parameter. Typically a starts out at a moderate value and decreases as the number of training iterations increases.
This simple weight update scheme poses a problem whereby a small number of neurons are repeat winners, the weights adjusted moving them far from the remaining neuron values, further increasing the likelihood of their winning. The remaining neurons are never updated, thereby reducing the overall effectiveness of the SOM. This problem is avoided by introduction of a conscience mechanism which prohibits any one neuron from winning too often. Computationally this is accomplished by computing a bias, Bi, for each neuron based upon the winning frequency of the neuron.
where Fi is the winning frequency of the ith neuron, N is the number of neurons, and y is a selectable conscience coefficient. This bias is subtracted from the Euclidean distance of the neuron to compute an adjusted distance. This adjusted distance is then used to select the winner rather than the actual distance. If y is selected to be a high value, say 10, then the SOM will spread out rapidly. If y is selected to be a small value then the SOM will tend to spread out more slowly. It is typical in practice to reduce y as the number of training iterations increases.
To compute the bias, the winning frequency of each neuron must be tracked. In practice, the following approximation to the actual winning frequency is used:
For the winning neuron:
For all other neurons:
where Fi and F;' are the old and new values of the winning frequency respectively. p is a parameter that is selectable during training. Like the other two coefficients, / 3 is typically reduced as the number of training iterations increases. The SOM also adjusts the prototype vectors of the winner's immediate neighbors closer to the input vector using the same algorithm as above. The winner's immediate neighbors can be determined in many ways. For this application, we used a square 3 x 3 neighborhood as depicted in Fig. 4 . However the neighbors are determined, adjusting their weight vectors along with that of the winner has two major effects. The first is that neurons in the Kohonen layer which have similar weight vectors tend to be close to one another in the final map while neurons with very dissimilar weight vectors tend to be farther away from one another. This creates topological regions in the Kohonen layer. The second major effect of updating the neighbors' weight vectors is that it creates competition among the neurons. For example, for any given neuron, the left neighbor pulls the weight vector in one direction while the right neighbor pulls the weight vector in another direction. One result of this competition is that neurons who never win during the training still have their weight vectors set up to be somewhere between its neighbors. In the final application, this permits the neuron to respond to input patterns that have not been seen by the SOM during the training period. Fig. 5 . During the course of training the SOM and examining the resulting topographic map, additional shapes were identified beyond the original eleven that were being recorded by the rule-based analysis. This brought to 34 the total number of shape types to be tracked by the second network.
C. Self-organizing Map with Back Propagation Prediction Network
Given the new listing of 34 shape types, a means for counting shape occurrence per bitmap was needed. We opted to design a second supervised neural network rather than a rule-based approach to finding and counting shapes because the classification of some shape types did not fit easily into rule-based definition. For example, Fig. 6 represents a shape classified as a dense cloud. While the human supervision must maintain consistency in classification of this bitmap as a dense cloud, specific density measurement, etc. are not necessary for classification. A neural network appeared well suited to accomplish the necessary feature generalization.
A two-tiered network was constructed consisting first of a 2-D 25 x 15 SOM similar to the network previously discussed. The SOM accepted the same 44 element input vector as previously described. For this application of the SOM, the top three winning nodes were scaled to sum to one and used as input to the second tier network: a three-layer multilayer perceptron (MLP) with training via supervised back propagation of error. Since the SOM forms a topographic map, the input vector is represented in this scheme as a weighted average of the three top winning nodes, i.e., it falls somewhere in the triangle formed by these three nodes. Fig. 7 illustrates the two-tiered network construction. Utilizing a SOM to MLP in this fashion is equivalent to performing feature extraction of the original input vector via SOM neural network, followed by pattem classification and prediction via MLP neural network.
The choice of a combined 2-D Kohonen network followed by an MLP is similar in construction to that of a counterpropagation network. The unidirectional counterpropagation network is comprised of an input layer, a 1-D Kohonen layer and output Grossberg Outstar layer. The principal difference between the two network constructions is the 1-D versus 2-D Kohonen layer for autonomous feature extraction. Choice of the 2-D topology to preserve the order of higher dimensional input data (Fig. 5 ) was effective in engineeering assessment of the multidimensional shape space intersection.
Additionally, the 2-D representation worked well with the use of three scaled output nodes from the Kohonen map in providing a physical understanding of the interpolation of the winning neighborhood in both axes for accurate prediction of the output shape count vector. Use of three nodes, rather than four or more, was based on the complexity of shape type intersections per bitmap and subsequently yielded satisfactory prediction for the application space.
The SOM portion of the network is trained independently of the back propagation. Following training, the SOM weight structure is frozen and a supervised backpropagation of error training regime is employed for the MLP. The MLP is then trained until a convergence criteria for the error function is met.
A three layer MLP is depicted in Fig. 8 , where 0, represent the values of the three input nodes to the MLP (the scaled SOM winners), the o3 represent the transformed values of the hidden layer nodes, and the ok represent the transformed values of the output nodes. Each layer is fully connected to the next layer by weights. The w ,~ weights connect the input to hidden layer nodes, and the W 3 k weights connect the hidden to output layer nodes.
Computation of the hidden layer node values is as follows: 
is the hyperbolic tangent function, where o; is the ith input node, oj is the jth hidden layer node, w i j is the weight connecting the ith to the jth hidden node. The output layer nodes are computed using the same equations.
When the original feature extracted 44 element vector is presented to the initialized SOM, a three node vector is computed and fed into the MLP. All MLP weights are initialized at random, and a 34 node output vector (ok) is computed. Each node of the output represents the total count of the number of times a particular shape appears in the original bitmap. The backpropagation algorithm, introduced by Rumelhart [14] (with a similar algorithm appearing in the same timeframe by Porter [15] ), was used to train the MLP network. A 34 node supervision vector of shape counts dk is compared to the computed output vector ok and a global error term computed as follows:
We seek to minimize the global error with respect to the hidden-to-output layer weights ( w j k ) and with respect to the input-to-hidden layer weights ( w i j ) .
The 
I ) Results:
The original approximately 600 die sample was split into training and test sets of 470 die and 130 die, respectively. Of the 34 defined shape types, 25 were present in the training set. Consequently, all results presented are for this category subset.
The training set was presented to the SOM. The N,P, and y initial parameter settings in (1)-(3) were 1.2, 0.1, and 2, respectively, with incremental parameter decrements to 0.1, 0.05, and 1 at 40 000 iterations. Following SOM training, the data set was presented to the MLP via the SOM along with the known 34 node supervision vector of shape counts per bitmap. Several networks were trained, varying the hidden layer node size from 5 to 100 nodes, keeping the input and output layers fixed at 3 and 34 nodes respectively. The final network contained 25 hidden layer nodes. The lcoef value (8) for the hidden layer ranged from 0.4 down to 0.1 at 60 000 iterations. The output layer lcoef values ranged from 0.09 to 0.03. A constant value of 0.4 was used throughout the MLP training for mcoef in (8). Fig. 9 displays the train and test set results in terms of the 1 2 standard deviation (95% confidence interval) of the error between the predicted counthitmap minus the actual counthitmap for each of the 25 different shape categories. Results indicate that for all shape categories the predicted count differs from the actual count by less than I in absolute magnitude 95% of the time. In addition, with exception of the first two shape types (single bits and horizontal doublets) all other shape types show 1 2 standard deviations of the (predicted -actual) count of less than 0.5. Given that the tallies of shape counts to be used as indicators of process fault types, these results are well within the precision requirements needed to provide value added. 
VII. CONCLUSION
We have presented two neural networks involving the use of SOM's for identification of shape types exhibited by the 128 K SRAM bitmap. The first network organizes shapes into a topographic map allowing for the investigation of concurrent shape appearances as well as discrimination by unique shape type. Using the initial topographic map for shape type identification, we construct a second SOM which feeds a three layer MLP designed to count the occurrence of each shape type within a given bitmap for subsequent statistical rollup and analysis. The use of neural networks in this application assists the engineer in the discovery of shape types and relieves herhim of the need to classify shapes by rigid if-then-else rule-based algorithms. Finally, the use of self organization maps enable flagging for investigation of any bitmap shape-type occurring following training which had not previously been seen before.
Currently this two-network approach is being developed for 1 Mbit devices, for which the total shape types are larger and different than those of the 128 K SRAM, making a rule-based shape search difficult and inefficient. In addition, a rule-based approach on a devices of this size would be prohibitively time consuming to process compared to the SOM and MLP processing speeds of < 1 s. Given the ability of this combined network approach to 1) identify new shape types by device quickly and accurately, 2) provide update on additional shapes not previously encountered, 3) provide all standard shape count rollup information to within 40.1 deviation accurately, and 4) to provide the above in real time, we conclude that this technique represents an innovative and useful approach to engineering fault analysis in an age of both increased device size and complexity.
