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Abstract
This dissertation investigates the possibility of using a two-mode Bose-Einstein con-
densate (BEC) of N atoms to implement a nonlinear Ramsey interferometer whose
detection uncertainty scales better than the optimal 1/N Heisenberg scaling of lin-
ear interferometry [1]. Our theoretical analysis discusses several phenomena that get
in the way of achieving the desired “super-Heisenberg” scaling, such as the spatial
degrees of freedom and the temporal evolution of the gas.
Using heuristic estimates, we discuss the conditions for observing nonlinear-
enhanced scalings in this system. The expansion of the condensate gets in the way
of the scaling, and we deal with that by going to highly anisotropic traps. In view
of realistic experimental parameters, we further investigate such issues by means of
numerical simulations for a quasi-1D BEC. In this situation, there are still position-
dependent phase shifts that need to be modeled precisely. This brings into question
the accuracy of the quasi-1D approximation, both spatially and temporally.
vii
We study e↵ects associated with the emergence of 3D behavior in highly ani-
sotropic BECs. We study the ground-state properties of the gas analytically, by
performing a perturbative Schmidt decomposition of the condensate wave function
between the tightly confined and the loosely confined directions. Our approach
provides a straightforward way, first, to derive corrections to the transverse and
longitudinal wave functions of the reduced-dimension approximation and, second,
to calculate the amount of entanglement that arises between the transverse and
longitudinal spatial directions. Numerical integration of the 3D Gross-Pitaevskii
equation for experimentally accessible parameters reveals good agreement with our
analytical model even for relatively high nonlinearities.
Lastly, we study the dynamics of two-mode BECs in highly anisotropic traps, also
by means of perturbative techniques. We derive equations that e↵ectively simulate
the BEC interferometry protocol, which show how the corrections to the reduced-
dimension approximation propagate in time and a↵ect the dynamics of the conden-
sate. We compare these theoretical results with the exact numerical results for the
evolution of the two-mode BEC. This analysis leads to an improved model which
provides a considerably refined account of the interference signal.
viii
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Introduction
You see things; and you say “Why?”
But I dream things that never were; and I say “Why not?”
–George Bernard Shaw in Back to Methuselah
1.1 Context and synopsis of the dissertation
research
Recent advances in experimental techniques are providing access to unprecedented
levels of control over quantum systems and turning the quest for the fundamental
limits of metrology into a question of practical importance, instead of just a theoret-
ical curiosity. The success of many experiments that rely on weak-signal detection
inevitably depends on improvement of metrological methods that operate near the
limits established by quantum mechanics.
In this regard, several strategies have been proposed over the past few years in
order to make quantum-limited metrology accessible to current experiments. Most
of these protocols focus on schemes for preparing optimal states to be fed into linear
interferometers, such as squeezed states, cat states, and path-entangled states (often
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referred to as N00N states in the literature). Ideally, these states achieve sensitivities
at the quantum limit for linear interferometry, often referred to as the Heisenberg
limit [2].
In single-parameter estimation, the Heisenberg limit corresponds to the best pos-
sible scaling of sensitivity with the resources available for the measurement, here
taken to be the number N of quantum subsystems available for the task. In linear
interferometry, the best possible scaling of sensitivity is 1/N [3]. To see how this
scaling can be achieved, let us consider, for instance, the case of a linear Ramsey
interferometer.
In a typical linear Ramsey interferometer, N two-level atoms with internal or-
thogonal states |1i and |2i evolve independently according to the Hamiltonian
HRamsey =  
NX
j=1
 z; j/2 =  Jz, (1.1)
where  z; j denotes the  z operator acting on the jth atom, Jz is the z component
of the “total angular momentum” for all the atoms, and   is a unknown parameter
that depends on the atomic properties of states |1i and |2i.
In order to estimate  , the conventional strategy is the following. First, all the
atoms are initialized in the state |1i, which might represent the atomic ground state.
Thus, initially the atomic ensemble is prepared in the product state |1 . . . 1i ⌘ |1i⌦N .
An optical pulse then puts each of the atoms in a superposition of the two states,
say (|1i + |2i)/p2. Evolution under the Hamiltonian 1.1 for a time t introduces a
relative phase ✓ ⌘  t between the two components of the superposition, changing
the state of the atoms to (e i✓/2|1i + ei✓/2|2i)/p2. A second optical pulse changes
the parameter-dependent phases in the superposition into amplitude (population)
information. Thus, the state of the atoms just before the readout is cos(✓/2)|1i +
sin(✓/2)|2i. The final readout in Ramsey interferometry is done by measuring each of
the atoms along the z-direction. The measured signal is the di↵erence in the atomic
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populations. Normalizing this by dividing by two, the measured signal is given by
Jz. Its expectation value is
hJzi ⌘
*
1
2
NX
j=1
 z; j
+
=
1
2
N cos ✓, (1.2)
and its variance is given by
h 2Jzi = 1
4
Nh 2 zi = 1
4
N sin2✓. (1.3)
The uncertainty in the estimate of   from the measured signal is [4]
  Ramsey =
h 2Jzi1/2  dhJzi/d    = 1tpN . (1.4)
The
p
N scaling is the best scaling that a linear interferometer can achieve with
independent particles. It is essentially the statistical error associated with counting
the uncorrelated atoms and is usually referred to as the shot-noise limit.
It turns out that the best possible scaling for the measurement uncertainty can
be achieved if the probe is initialized in the entangled state |cati =  |1 . . . 1i +
|2 . . . 2i /p2 [3, 5, 6]. This state is often referred to as the “Schro¨dinger-cat” state
because when the number of atoms is large, it is a superposition of two macroscopi-
cally distinct states.
The interferometry process is the same as before. That is, after being initialized
in the cat state, the atoms evolve under the Hamiltonian (1.1). The parameter-
dependent evolution of the system for a duration t changes the atomic state to 
e iN✓/2|1 . . . 1i + eiN✓/2|2 . . . 2i /p2, where ✓ =  t. The atoms are then subjected
to a sequence of pulses that kick the phases picked up by the two components of the
cat state into amplitudes on one single atom, so that the state of the atomic system
just before readout is [cos(N✓/2) |1i+ sin(N✓/2) |2i]⌦ |1i⌦(N 1). The final readout
can then be performed by measuring the  z operator on the first atom. This leads
to a measured signal and variance given by
h z;1i = cosN✓ and h 2 z;1i = sin2N✓. (1.5)
3
Chapter 1. Introduction
Note that because of the initial correlation among the atoms, the frequency of the
 -dependent fringe in this cat-state interferometry is N times greater than the fre-
quency of the signal in ordinary Ramsey interferometry with uncorrelated atoms.
This leads to an enhanced sensitivity in the estimate of  
  cat =
h 2 z;1i1/2  dh z;1i/d    = 1tN . (1.6)
The 1/N scaling is in fact the best achievable scaling in linear interferometry [3].
Achieving the Heisenberg limit with current technology, however, is extremely chal-
lenging. The optimal input states, such as the cat state, are di cult to prepare and
very vulnerable to decoherence, thus making these protocols a major challenge for
experimental realization.
An alternative approach, using nonlinear interferometry, has emerged as a promis-
ing way to outperform 1/N -limited linear interferometry without relying on entan-
glement or squeezing [1, 7, 8, 9]. In spite of what its name might suggest, the
Heisenberg scaling is not universal, but rather depends on the nature of the cou-
pling between the quantum subsystems and the parameter to be estimated, and is
enhanced by nonlinear couplings [7, 8, 10, 11, 12]. Recent analysis has shown that
this enhancement is purely a dynamical e↵ect, which is independent of entangle-
ment generation [1]. This, in turn, makes the nonlinear-enhanced scaling potentially
robust against decoherence, as opposed to the strategy previously mentioned.
Initial entangled states, such as the cat state, are also required to achieve the
optimal scaling in nonlinear interferometry. However, protocols that only involve
separable states have been shown to be su cient to beat the 1/N Heisenberg scaling
of linear interferometry [1, 7, 8, 9]. In 2011, this theoretical prediction was first
verified by Napolitano et al. in a nonlinear measurement of the magnetization of an
atomic ensemble. By using fast optical nonlinearities to generate a pairwise photon-
photon interaction, a “super-Heisenberg” scaling of N3/2 was demonstrated with N
uncorrelated photons, with the nonlinear measurement overtaking in sensitivity a
4
Chapter 1. Introduction
comparable linear measurement with the same number of photons [13].
This dissertation analyzes in detail the experiment proposed in [1], which uses
a two-mode Bose-Einstein condensate (BEC) of N atoms to implement a nonlinear
Ramsey interferometer whose detection uncertainty scales better than the optimal
1/N Heisenberg scaling of linear interferometry. This protocol takes advantage of
the pairwise scattering interaction in a BEC to engineer a Hamiltonian of the form
NJz. This nonlinear Hamiltonian is the same as the Hamiltonian (1.1) for a linear
interferometer, except that the coupling strength is increased by a factor of N . This
clearly leads to a sensitivity scaling as 1/N3/2. This dissertation focuses on several
phenomena in BECs that get in the way of achieving the desired NJz Hamiltonian.
Since its first realization in 1995, Bose-Einstein condensates of trapped dilute
gases have become highly controllable toolboxes which are widely available in current
atomic physics experiments. Typically, experiments are performed at extremely low
temperatures1 with weakly interacting atoms. Under such conditions, the condensate
is well described by a mean-field description, which we discuss in further detail in
Chapter 2. Within the mean-field approximation, the condensate is assumed to be in
a product state, in which all the atoms are, at all times, in the same single-particle
state,  (r, t). In this scenario, we can repeat the same analysis of the Ramsey
interferometry above but now with a Hamiltonian of the form NJz. As noted above,
it is easy to see that such a BEC interferometer with N atoms is expected to achieve
measurement sensitivities that scale as 1/N3/2. When one goes beyond this simple
argument, however, and includes the spatial degrees of freedom and the temporal
evolution of the BEC, it turns out that the experiment proposed in [1] is far from
trivial.
We begin our investigations on the possibility of using a BEC to implement a
nonlinear Ramsey interferometer that achieves such super-Heisenberg scalings with
1Condensates at temperatures below 500 pK have been produced in Ref. [14].
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a simplified analysis of the system in Chapter 3. We first examine how such an
enhanced metrology protocol might be implemented in a 87Rb condensate consisting
of N atoms. Based on strong assumptions, but followed by a more detailed analysis
of the realm of applicability of those assumptions, we show that such an experiment
might indeed be realizable. Using heuristic estimates, we discuss the conditions for
observing nonlinear-enhanced scalings in this system. Additionally, we analyze vari-
ous problems and issues that might arise in the realization of the proposed metrology
scheme. The expansion of the condensate gets in the way of the scaling, and we deal
with that by going to asymmetric, hard-walled traps. In this situation, there are
still position-dependent phase shifts that need to be modeled precisely, and this
brings into question the accuracy of the quasi-1D approximation, both spatially and
temporally.
This work motivates further, yet more detailed analyses and numerical simula-
tions of the experiment, which are presented in Chapter 4. In view of currently
available techniques and realistic experimental parameters, we further investigate
such issues by means of numerical simulations and more accurate approximation
procedures for a cigar-shaped (quasi-1D) BEC. We then compare our analytical es-
timates and predictions with the results of the numerical simulations.
Interestingly, our simulations revealed that the interferometry protocol can be
particularly sensitive to the true three-dimensional nature of the condensate. In spite
of its highly elongated confinement, we find significant deviations from a quasi-1D
model with increasing strength of the nonlinear scattering interaction. For this rea-
son, corrections to the reduced-dimension description have to be taken into account
for an accurate analytical description of the interferometry process. In an attempt
to better model the BEC in highly anisotropic trapping potentials, we study e↵ects
associated with the emergence of three-dimensional behavior in reduced-dimension
BECs. In Chapter 5, we study the ground-state of the gas properties analytically
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from a quantum information theory perspective. We develop a perturbative Schmidt
decomposition of the condensate wave function between the tightly confined (trans-
verse) direction(s) and the loosely confined (longitudinal) direction(s). The pertur-
bation theory is valid so long as the nonlinear scattering energy is small compared
to the transverse energy scales. In contrast to variational methods [15, 16, 17], cor-
rections to the reduced-dimension approximation are found without relying on any a
priori assumptions about the condensate wave function or the shape of the trapping
potential. Because the perturbation formalism is tied to the Schmidt decomposition,
it automatically encodes information about the entanglement between the spatial
and longitudinal directions, which arises due to the nonlinear scattering interaction.
The dominant Schmidt term corresponds to the optimal product-state approximation
to the condensate wave function [18]. Within this dominant term, the perturbation
formalism provides corrections to the lowest-order transverse and longitudinal wave
functions of the reduced-dimension approximation; the main e↵ect is a reshaping of
the BEC in the tightly confined direction as the strength of the nonlinear scattering
interaction increases. The next Schmidt term describes the lowest-order entangle-
ment between the transverse and longitudinal directions; the perturbation formalism
allows us to calculate the form and amount of this entanglement. The validity of
this approach is checked against the exact 3D numerical results of Chapter 4. In
Chapter 6 we follow up on the good results of Chapter 5 and study the dynam-
ics of two-mode BECs in highly anisotropic traps, again by means of perturbative
techniques. This approach allows us to derive equations that e↵ectively simulate
the BEC interferometry protocol. Moreover, they show how the corrections to the
reduced-dimension approximation propagate in time and a↵ect the dynamics of the
condensate. We compare these theoretical results with the exact numerical results
for the evolution of the two-mode BEC. This analysis finally leads to an improved
model which provides a considerably refined account of the interference signal dis-
cussed in Chapter 4. Chapter 7 concludes with additional perspective on our results
7
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and future work.
1.2 Discussion of the dissertation research within
the larger nonlinear metrology project
The research presented in this dissertation is part of an ongoing project of our group
in nonlinear quantum metrology. The particular idea of taking advantage of the
nonlinear scattering interactions in a Bose-Einstein condensate to potentially out-
perform Heisenberg-limited linear interferometers was first proposed in Ref. [1]. This
dissertation follows up on this proposal and, in essence, comprises all the results that
our group has derived in the direction of showing the feasibility of such experimental
proposal in view of current experimental techniques and typical parameters.
I started my research work under Professor Caves’s supervision in the Fall of
2008. At this point, the BEC interferometry proposal was already being analyzed by
means of the estimates discussed in Chapter 3. I had little involvement in deriving
such results, but include them here for the sake of completeness. My research work
started with the implementation of all the numerical simulations and the more de-
tailed analysis of the BEC interferometry protocol in a cigar-shaped geometry. This
initial work, presented in Chapter 4, was done in close collaboration with Anil Shaji
and also benefited from fruitful discussions with Sergio Boixo and Animesh Datta.
These numerical studies included computing the ground-state solution of the time-
independent, three-dimensional GP equation for various atom numbers and di↵erent
trap geometries in order to find the exact dependence of the average density of the
condensate. With this result we showed that super-Heisenberg scalings are indeed
achievable with the BEC system that we consider. Numerical integration of the
time-dependent, coupled, two-mode, three-dimensional GP equations was then used
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to simulate the BEC interferometry process and compute the expected detection
signal in order to compare it with our theoretical prediction. During this project I
showed that the agreement between the numerical results and our simple theoret-
ical model for the condensate could be significantly improved by including ad hoc
corrections to the assumption of a reduced-dimension system.
This final result indicated that our interferometric scheme with BECs is partic-
ularly sensitive to the true three-dimensional nature of the condensate regardless
of its highly anisotropic confinement. This motivated me to investigate further the
reduced-dimensional character of a BEC in a highly anisotropic trap and the emer-
gence of its three-dimensional behavior with increasing atom number. This work is
discussed in Chapter 5. I handled this problem analytically by performing a pertur-
bative Schmidt decomposition of the condensate wave function between the tightly
confined direction(s) and the loosely confined direction(s). The perturbation theory
is valid when the nonlinear scattering energy is small compared to the transverse en-
ergy scales. This approach provides a straightforward way, first, to derive corrections
to the transverse and longitudinal wave functions of the reduced-dimension approx-
imation and, second, to calculate the amount of entanglement that arises between
the transverse and longitudinal spatial directions. I then compared these analytical
results with the numerical results for the ground state of a cigar-shaped BEC re-
ported in Chapter 4. There is good agreement with the perturbation theory even
for relatively high nonlinearities. Interestingly, even for such stronger nonlinearities,
the entanglement remains remarkably small, which allows the condensate to be well
described by a product wave function that corresponds to a single Schmidt term. In
fact, this procedure gives the best product approximation to the exact mean-field
solution.
These results provided us with a deeper understanding of the physics of BECs
in highly anisotropic traps and confirmed that corrections to the reduced-dimension
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approximation had to be taken into account for an accurate analytical description of
the condensate mean-field solution and, consequently, of the interferometry process.
To this end, I investigate in Chapter 6 how such corrections propagate in time and
a↵ect the dynamics of the condensate in a highly anisotropic trap. I address this
question, first, analytically, by developing the corresponding perturbation theory for
the time-dependent, coupled, two-mode, three-dimensional GP equation and, second,
by solving numerically the resulting equations. These equations e↵ectively simulate
our BEC interferometry protocol. This analysis ultimately leads to an improved
model which gives a considerably refined account of the fringe signal of our protocol,
presented in Chapter 4.
1.3 List of publications
The work presented in Chapters 3–5 resulted in the following publications:
• Quantum metrology with Bose-Einstein condensates
S. Boixo, A. Datta, M. J. Davis, S. T. Flammia, A. Shaji, A. B. Tacla, C.
M. Caves, Ninth International Conference on Quantum Communication, Mea-
surement and Computing (QCMC), AIP Conference Proceedings Volume 1110,
Editor(s): Alexander Lvovsky, pp. 423-426.
• Quantum metrology from an information theory perspective
S. Boixo, A. Datta, M. J. Davis, S. T. Flammia, A. Shaji, A. B. Tacla, C.
M. Caves, Ninth International Conference on Quantum Communication, Mea-
surement and Computing (QCMC), AIP Conference Proceedings Volume 1110,
Editor(s): Alexander Lvovsky, pp. 427-432.
• Quantum-limited metrology and Bose-Einstein condensates
S. Boixo, A. Datta, M. J. Davis, A. Shaji, A. B. Tacla, C. M. Caves, Physical
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Review A 80, 032103 (2009).
• Nonlinear interferometry with Bose-Einstein condensates
A. B. Tacla, S. Boixo, A. Datta, A. Shaji, and C. M. Caves, Physical Review
A 82, 053636 (2010).
• Entanglement-based perturbation theory for highly anisotropic Bose-
Einstein condensates
A. B. Tacla and C. M. Caves, Physical Review A 84, 053606 (2011).
In addition to the list above, we are currently preparing three additional man-
uscripts for publication, which will contain the following results:
1. Studies of the Thomas-Fermi approximation for the quintic-corrected GP equa-
tion derived in Chapter 5, and comparison with numerical results for quasi-1D
and quasi-2D geometries.
2. All the results of Chapter 6.
3. Extension of the discussion of Chapter 5, including the Schmidt decomposi-
tion of the ground-state wave function as the atom number crosses over from
reduced-dimension behavior to three-dimensional behavior.
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Chapter 2
Non-uniform BECs at zero
temperature
A wide variety of systems are known to exhibit Bose-Einstein condensation. In this
dissertation, however, we are specifically interested in the condensation of weakly
interacting gases. Moreover, we generally address the case of a repulsive interatomic
scattering interaction, which is the one found in typical atomic physics experiments.
Although one could envision using attractive BECs for metrology, stability issues
make its applicability a rather subtle subject, which we do not consider here.
In common experiments, a dilute gas of alkali atoms, with characteristic densities
ranging from 1011 cm 3 to 1016 cm 3, is trapped by magnetic and/or optical fields,
with a total atom number ranging from a few hundred up to 1010. In the regime
that interests us, typical temperatures are of the order of few tens of nK, although
temperatures as low as ⇠ 0.5 nK have been achieved [14]. The lifetime of such
systems is from a few seconds to up to a few minutes and is fundamentally limited by
recombination processes, most frequently three-body collisions, which result in losses
of atoms from the trap at a typical rate per atom of 10 29–10 30 cm6 sec 1 [19].
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Such BECs are well described in terms of a mean-field approximation. In this
chapter, we review the basics aspects of the mean-field theory for trapped BECs at
zero temperature, which we use throughout this dissertation. More precisely, our
discussion is based on the Gross-Pitaevskii (GP) equation [20, 21], which describes
the zero-temperature properties of a non-uniform Bose gas when the atomic scatter-
ing length a is much smaller than the mean interatomic distance. Within this theory,
the condensate is assumed to be in a product state, in which all the atoms are, at all
times, in the same single-particle state,  (r, t), given by the GP equation [19, 22, 23].
2.1 Bose-Einstein condensation in a weakly
interacting gas
Bose-Einstein condensation was originally discussed in the context of noninteract-
ing particles at equilibrium [24, 25]. In this situation it is not hard to show (and
understand) that at su ciently low temperatures, the system condenses, with al-
most all atoms occupying its lowest energy eigenstate. However, the situation is
quite di↵erent when we consider a system of interacting particles not necessarily in
equilibrium.
For instance, consider the case of N of bosonic atoms interacting via a pairwise
potential ⌫(ri   rj), whose many-particle Hamiltonian is of the form
H =
NX
i=1
p2i
2m
+
1
2
NX
i,j=1
⌫(ri   rj). (2.1)
Because of the interatomic interaction, it is not reasonable to assume that all the
atoms will condense to the same single-particle state, even at zero temperature.
This is simply because the ground state of the many-particle Hamiltonian is not a
product state of single-particle states. In fact, all eigenstates of H exhibit some kind
13
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of particle entanglement.
The more general notion of a condensate becomes better defined with the work
of Penrose and Onsager [26]. At zero temperature and time t, the many-particle
system is described by a pure-state wave function
 N(~r, t) ⌘  N(r1, . . . , rN , t), (2.2)
which is of course symmetric under the exchange of a pair of atoms and is normalized
to 1. The concept of a macroscopic occupation of a single one-particle state becomes
meaningful through the one-particle density matrix,
⇢1(r, r
0, t) ⌘ N
Z
dr1 . . . drN 1 ⇤N(r1, . . . , rN 1, r, t) N(r1, . . . , rN 1, ~r
0, t).
(2.3)
Note that from this definition it follows that Tr ⇢1 = N and that ⇢1 is Hermitian,
and hence it can be written in a diagonal form
⇢1(r, r
0, t) =
X
i
Ni(t) ⇤i (r, t) i(r0, t), (2.4)
in terms of its eigenvalues {Ni(t)} and eigenfunctions { i(r, t)}.
Condensation can now be meaningfully defined in terms of the eigenvalues of the
reduced density operator (2.4): if ⇢1 has one (or more) eigenvalue of order N in the
thermodynamic limit, the system is condensed. If more than one eigenvalue is of
order N , then the BEC is said to be fragmented. This concept can be generalized to
arbitrary density matrices, including thermal states, in place of the pure-state (2.2).
Note, however, that taking the thermodynamic limit is in general quite challenging,
which means that Penrose and Onsager’s condensation criterion, despite its rigor,
cannot be used as an operational definition [19, 27].
The same considerations apply to the more general situation in which the atoms
have internal degrees of freedom. Indeed, by taking into account the internal degrees
14
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of freedom ↵, it is easy to show that the eigendecomposition of ⇢1 would then be
given by
⇢1(r,↵, r
0,↵0, t) =
X
i
Ni(t) ↵⇤i (r, t) ↵0i (r0, t), (2.5)
with  ↵i (r, t) representing a spinor and with the same definition of condensation [19].
We devote the remainder of this chapter to a discussion of the mean-field theory
of a single- and a two-component BEC, which allows one to find approximately the
respective condensate wave functions.
2.2 Basic mean-field theory for trapped BECs
at zero temperature
2.2.1 Mean-field approximation for a single-mode BEC
It is convenient from now on to work within the second-quantized formalism. In
this framework, the many-particle Hamiltonian for a dilute Bose gas consisting of N
atoms of mass m in a trapping potential V (r) can be written as [19, 22, 28]
Hˆ =
Z
dr  ˆ†(r)H ˆ(r) + 1
2
Z
drdr0  ˆ†(r) ˆ†(r0)⌫(r   r0) ˆ(r0) ˆ(r). (2.6)
Here H = ( ~2/2m)r2 + V (r) is the single-particle Hamiltonian, ⌫(r   r0) is the
two-body interatomic potential, whereas  ˆ†(r) and  ˆ(r) are the atomic creation and
annihilation field operators that obey the bosonic commutation relations:⇥
 ˆ(r),  ˆ†(r0)
⇤
=  (3)(r   r0), ⇥ ˆ(r),  ˆ(r0)⇤ = ⇥ ˆ†(r),  ˆ†(r0)⇤ = 0. (2.7)
In a dilute gas, the average interparticle spacing is typically much larger than the
range of the interatomic potential. In addition, at low temperatures, only the s-wave
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collisions are important. Under such conditions, ⌫(r  r0) is well approximated by a
simple hard-core model and, hence, can be written as
⌫(r   r0) ⇡ g (3)(r   r0), (2.8)
where the coupling constant g is related to the s-wave scattering length a by
g =
4⇡~2a
m
. (2.9)
The diluteness of the gas with mean density n¯ is usually defined in terms of the
dimensionless parameter n¯a3, which has to be much smaller than one for the approx-
imation above to be valid. A detailed derivation of the pseudopotential (2.8) can be
found in Ref. [28]. Thus, within this approximation, the Hamiltonian (2.6) assumes
the simpler form
Hˆ =
Z
dr  ˆ†(r)H ˆ(r) + g
2
Z
dr  ˆ†(r) ˆ†(r) ˆ(r) ˆ(r). (2.10)
Condensation occurs when there is a single mode that is macroscopically occupied.
In second-quantized notation, the one-particle density matrix (2.4) is written as
⇢1(r, r
0, t) = h ˆ†(r) ˆ(r0)i. (2.11)
Note that by expanding the field operators in terms of the eigenfunctions of ⇢1, i.e.,
 ˆ(r) =
X
i
 i(r, t)aˆi(t), (2.12)
it easily follows that
⇢1(r, r
0, t) =
X
i
haˆ†i (t)aˆi(t)i ⇤i (r, t) i(r0, t), (2.13)
which we recognize as being the spectral representation of ⇢1 [cf. Eq. (2.5)] with
Ni(t) = haˆ†i (t)aˆi(t)i. Thus, if the macroscopically occupied mode has eigenvalue
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N0, then the condensation condition requires that N0(t) = haˆ†0(t)aˆ0(t)i ⇠ N , or
equivalently that the depletion of the condensate mode is small, i.e.,X
i
Ni(t) = N  N0 ⌧ N, (2.14)
where the summation excludes the condensate mode.
In the mean-field approximation at zero temperature, the depletion is assumed
to be negligible and the atomic field operator (in the Heisenberg picture) is approx-
imated according to the following prescription:
 ˆ(r, t)! pN 0(r, t), (2.15)
where  0 is the so-called condensate wave function, which is normalized to 1 and
corresponds to the mean field of  ˆ, i.e.,
 0(r, t) =
1p
N
h ˆ(r, t)i. (2.16)
Note that in this approximation, the wave function  N(~r) for the N -particle system
is the product of the single-particle wave functions (2.16), i.e.,
 N(~r, t) =
NY
i=1
 0(ri, t). (2.17)
It is important to notice that Eq. (2.16) contradicts the initial assumption of
an N -particle system. In fact, for a state with a fixed number of particles, the
mean field (2.16) vanishes. Thus, it should be clear that the mean-field theory
violates the conservation of the total atom number, which is a symmetry of the
Hamiltonian (2.10), by assuming that the BEC is in a coherent state with average
number equal to N . Assessing the validity of this approximation procedure and the
consequences of such symmetry breaking go beyond the scope of this dissertation,
but are discussed in detail, for instance, in Refs. [27, 29]. Experiments are consistent
with the use of the mean-field GP equation.
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2.2.2 The single-mode Gross-Pitaevskii equation
In the Heisenberg picture, the time evolution of the atomic field operators is given
by
i~@ ˆ
@t
=
⇥
 ˆ, Hˆ
⇤
, (2.18)
where Hˆ is the many-body Hamiltonian (2.10). It is easy to show that by using the
commutation relations (2.7), the Heisenberg equation (2.18) can be written as
i~@ ˆ
@t
=
✓
  ~
2
2m
r2 + V + g ˆ† ˆ
◆
 ˆ. (2.19)
In order to find the equation which defines the condensate wave function, we simply
follow the mean-field prescription1, and replace the field operator  ˆ by the classical
field
p
N . This gives
i~@ 
@t
=
✓
  ~
2
2m
r2 + V + g(N   1)| |2
◆
 , (2.20)
which is known as the time-dependent Gross-Pitaevskii equation [20, 21]. Note that
in the scattering term, we actually replaced  ˆ† ˆ by (N   1)| |2, instead of N | |2.
Since N   1, this change is indeed meaningless as far as the evolution governed by
Eq. (2.20) goes. However, it is convenient for the discussions in the following chapter
to have the correct N -dependence of the interaction term, which vanishes for the
case of a single particle in the trap (N = 1).
In the stationary case, the condensate wave function evolves trivially according
to
 (t) =  0e
 iµt/~, (2.21)
where  0 satisfies the time-independent GP equation,
µ 0 =
✓
  ~
2
2m
r2 + V + g(N   1)| 0|2
◆
 0, (2.22)
1A more rigorous derivation can be found in [30].
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which can also be obtained in a straightforward way by minimizing the mean-field
energy functional
EGP [ , 
⇤] = N
Z
dr
n ~2
2m
|r (r)|2 + V (r)| (r)|2 + g(N   1)
2
| (r)|4
o
. (2.23)
Therefore,  0 is indeed the condensate ground-state wave function, whereas E0 =
EGP [ 0, ⇤0] is the mean-field ground-state energy of the system. Note, however, that
µ is not equal to E0/N , because  0 depends on the atom number N . It is easy to
see, however, that because E0 vanishes for small variations of  0, µ can be obtained
from the relation
µ =
 E0
 N
, (2.24)
which, in turn, shows that it is, in fact, the condensate’s chemical potential.
As we discuss later in this dissertation, the nonlinear phenomena that interest us
have been shown to be well described by the mean-field theory [31, 32, 33, 34]. For
this reason, we do not discuss in this dissertation theories beyond the GP mean-field
theory. A good introduction to several di↵erent approaches, including perturbative
Bogoliubov-type corrections to the mean-field theory as well as alternative tech-
niques, such as the truncated Wigner approximation or the stochastic GP equation,
can be found in Ref. [35].
2.3 Mean-field GP approximation for a two-mode
condensate
In the following, we consider a BEC with two internal degrees of freedom, which
without loss of generality can be thought of as two hyperfine states, |1i and |2i. The
dynamics of such a system is governed by a second-quantized Hamiltonian of the
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form
Hˆ =
2X
↵=1
Z
dr
 
~2
2m
r ˆ†↵ ·r ˆ↵ + V↵ ˆ†↵ ˆ↵
!
+
1
2
2X
↵, =1
g↵ 
Z
dr  ˆ†  ˆ
†
↵ ˆ↵ ˆ , (2.25)
where for simplicity we only consider elastic collisions, whose scattering amplitudes
are given by g↵  = 4⇡~2a↵ /m = g ↵. Here  ˆ↵ ( ˆ†↵) is the field annihilation (cre-
ation) operator for the internal state |↵i with commutation relations given by
⇥
 ˆ↵(r),  ˆ
†
↵0(r
0)
⇤
=  ↵↵0 
(3)(r   r0), ⇥ ˆ↵(r),  ˆ (r0)⇤ = ⇥ ˆ†↵(r),  ˆ† (r0)⇤ = 0. (2.26)
Using these commutation relations, we obtain the Heisenberg equations for the field
operators:
i~@ ˆ↵
@t
=
✓
  ~
2
2m
r2 + V↵ + g↵↵ ˆ†↵ ˆ↵ + g↵  ˆ†  ˆ 
◆
 ˆ↵. (2.27)
In general, deriving the mean-field approximation for a two-mode condensate is
not as straightforward as it is for the single-component case. As discussed by Leggett
in Ref. [19], the introduction of the additional internal degree of freedom results in
complications that are essentially due to the a priori unknown r-dependence of
the condensate’s spinor structure. In this section and throughout this dissertation,
we will focus on the simplest case of an r-independent spinor structure, motivated
by empirical verifications, such as the one reported in Ref. [31], which show good
agreement between the experimental data and the theory derived from this simple
model.
In this particular context, the arguments used in Chapters 2.1 and 2.2 to define
the two-mode mean-field theory can be readily generalized to a two-mode condensate.
In this way, it is not hard to see that two-mode condensation means that the single-
particle density matrix has two eigenvalues, N1(t) and N2(t), which are each of order
N , and the BEC is said to be fragmented.
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Thus, we now just follow the mean-field prescription, by first neglecting the con-
densate depletion, which means that
N1(t) +N2(t) = N. (2.28)
Note that by construction the scattering interaction in Eq. (2.25) does not drive
transitions between the two hyperfine levels. As a result, N1(2)(t) = N1(2)(0) ⌘ N1(2).
Finally, we do the standard replacement of the field operators by the correspond-
ing classical mean fields, i.e.,
 ˆ↵(r, t)!
p
N↵ 
↵(r, t), (2.29)
which immediately gives the coupled, two-mode GP equations:
i~@ 
↵
@t
=
 
  ~
2
2m
r2 + V +
X
 
g↵ N |  |2
!
 ↵. (2.30)
In the next chapter, we use the two-mode mean-field theory to model the BEC
interferometry protocol and show that Eq. (2.30) can be used to simulate the inter-
ferometry process.
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BECs as quantum probes
In this chapter, we begin our investigations on the possibility of using a BEC to im-
plement a nonlinear Ramsey interferometer that achieves super-Heisenberg scaling.
By means of heuristic estimates, we examine how such an enhanced metrology pro-
tocol might be implemented in a 87Rb condensate consisting of N atoms and discuss
the various problems and issues that might arise in the realization of the proposed
metrology scheme.
3.1 Two-mode model
In a zero-temperature BEC approximately all the atoms are in the ground state  ,
which is the N -dependent ground-state solution (normalized to unity) of the time-
independent GP equation for a trapping potential V and a scattering term with
coe cient g:
✓
  ~
2
2m
r2 + V + g(N   1)| |2
◆
 = µ . (3.1)
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Here µ is the chemical potential. At this level of approximation, we assume zero
depletion of the condensate. The expansion of the field operator in terms of modal
annihilation operators can thus be truncated to just one term,
 ˆ(r) =  (r)aˆ, (3.2)
where aˆ annihilates a particle with wave function  (r). The number operator aˆ†aˆ
for this single mode can be treated as the c-number N because the number of atoms
is a constant. The Hamiltonian then reduces to the c-number mean-field energy for
this single mode, H = E0N +
1
2g⌘N(N   1), where
E0 =
Z
dr
✓
~2
2m
|r |2 + V | |2
◆
(3.3)
is the single-particle kinetic plus trapping energy, and the quantity
⌘ =
Z
dr | (r)|4 (3.4)
is a measure of the inverse volume occupied by the ground-state wave function. The
product g⌘, which has units of energy, is a scattering strength normalized by this
e↵ective volume. The average number density in the atomic cloud is N⌘.
So far we have assumed that all the atoms in the BEC are in a single atomic
state, but we want these atoms to be two-level systems (or qubits) in order for them
to be used to implement the quantum-interferometry protocols we are interested in.
We therefore consider two-mode BECs in which the atoms can occupy one of two
internal states, labeled |1i and |2i. These two states are typically hyperfine levels of
the atoms. In practice, the atoms are cooled to form the BEC while they are all in the
same internal state, and then an external field is used to drive transitions between the
two levels to achieve the desired coherent superposition of atomic population between
the two levels. The e↵ect we are looking for is the di↵erence between the integrated
nonlinear phase shifts experienced by the two levels, the di↵erence being due to
the di↵erent scattering interactions experienced by the two levels. This di↵erential
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integrated phase shift can be detected by driving a second transition between the
levels, which transfers the phase information into the populations of the two levels.
For an initial analysis of this scenario, we make three simplifying assumptions:
1. The external field that drives the transitions between the two states |1i and
|2i acts only for a short time compared to the phase-shift dynamics that leads
to the estimate of the parameter we are interested in. We therefore treat these
transitions as e↵ectively instantaneous and do not include the driving field in
the Hamiltonian.
2. The collisions between the atoms are elastic. Thus the only allowed scattering
processes are |1i|1i ! |1i|1i, |2i|2i ! |2i|2i, and |1i|2i ! |1i|2i, with scat-
tering coe cients g11, g22, and g12, where g↵  = 4⇡~2a↵ /m = g ↵, with Greek
letters used to label the internal states.
These first two assumptions are realistic in the context of a 87Rb condensate, as we
discuss in Chapter 3.5. In addition, they imply that the many-body Hamiltonian
takes the form
Hˆ =
X
↵
Z
dr
 
~2
2m
r ˆ†↵ ·r ˆ↵+ V  ˆ†↵ ˆ↵
!
+
1
2
X
↵, 
g↵ 
Z
dr  ˆ†  ˆ
†
↵ ˆ↵ ˆ , (3.5)
where  ˆ↵ is the field annihilation operator for internal state ↵. In writing this
Hamiltonian, we assume that any energy splitting between the two internal states
has been removed by going to an interaction picture. Our third assumption is far
more problematical than the first two.
3. The two modes retain the same spatial wave function  (r) as they evolve.
Since the atoms that form the initial BEC are all in the state |1i, in the mean-
field approximation they all share the spatial wave function  (r), which is the
N -dependent ground-state solution of the time-independent GP equation (3.1)
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with scattering coe cient g11. Immediately after the nearly instantaneous ac-
tion of the external field, the wave function for both internal states is  (r).
We further assume that the second internal state is chosen so that it sees the
same trapping potential V . Even though the two internal states have identical
initial wave functions and experience identical trapping potentials, their wave
functions will gradually become di↵erent, because of the di↵erence in their
scattering lengths. What we are assuming now is that the integrated nonlinear
phase shifts that we are interested in accumulate on a time scale that is shorter
than the time scale for the two wave functions to di↵erentiate spatially. Thus,
for the present, we take the two wave functions to be identical. A good part
of the rest of this dissertation deals with this question of the time scale for
di↵erentiation of the two wave functions. We first discuss it in Chapter 3.6 and
later in Chapters 4 and 6.
Using the third assumption, we can write the field annihilation operators as
 ˆ↵(r) =  (r)aˆ↵. (3.6)
Since the total number of atoms is fixed, we can treat the total number operator,
Nˆ ⌘ aˆ†1aˆ1 + aˆ†2aˆ2, (3.7)
as a c-number N . We can then put the two-mode Hamiltonian in the form
Hˆ = E0N +
1
2
⌘
X
↵, 
g↵ aˆ
†
 aˆ
†
↵aˆ↵aˆ  = H0 +  1⌘(N   1)Jˆz +  2⌘Jˆ 2z , (3.8)
where E0 and ⌘ are as in Eqs. (3.3) and (3.4). The operator Jˆz, introduced in the
Schwinger representation [36], is defined by
Jˆz ⌘ 1
2
 
aˆ†1aˆ1   aˆ†2aˆ2
 
, (3.9)
and we have also introduced a c-number energy,
H0 = E0N +
1
4
✓
1
2
(g11 + g22) + g12
◆
⌘N2   1
4
(g11 + g22)⌘N, (3.10)
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which includes the common-mode part of the mean-field scattering energy. Finally,
we define two coupling constants that characterize the interaction of the two modes,
 1 ⌘ 1
2
(g11   g22) and  2 ⌘ 1
2
(g11 + g22)  g12. (3.11)
The Hamiltonian (3.8) is often called the Josephson approximation [19].
The common-mode energy H0 in Eq. (3.8) can be ignored because its only e↵ect
is to introduce an overall phase in the evolved state of the probe. In the other two
terms, we have (N   1)Jˆz and Jˆ 2z couplings, suggesting that we might be able to
measure the coupling constants  1 and  2 with an accuracy that scales as 1/N3/2
with the number of atoms in the BEC [8].
To see how this works out, suppose the first optical pulse puts each atom in a
superposition c1|1i+ c2|2i, where c1 and c2 can be assumed to be real (i.e., the first
optical pulse performs a rotation about the y axis of the Bloch sphere). For short
times, we can make a linear approximation to Jˆ 2z in the Josephson Hamiltonian; i.e.,
we can set Jˆ 2z = (hJˆzi + Jˆz)2 ' hJˆzi2 + 2hJˆzi Jˆz, with hJˆzi = N(c21   c22)/2. The
linear approximation amounts to neglecting the phase dispersion and corresponding
entanglement produced by the Jˆ 2z term. We need not make any such short-time
approximation for the (N 1)Jˆz term. Up to irrelevant phases, the resulting evolution
is a rotation of each atom’s state about the z axis of the Bloch sphere with angular
velocity
⌘
~ [(N   1) 1 +N(c
2
1   c22) 2] '
(N   1)⌘
~ [ 1 + (c
2
1   c22) 2] ⌘ ⌦N , (3.12)
where in the second form, we approximate N as N   1. Under these circumstances,
the BEC acts like a linear Ramsey interferometer whose rotation rate is enhanced by
a factor of (N 1)⌘, leading to a sensitivity that scales as 1/pN(N 1)⌘ ' 1/N3/2⌘.
If  2 = 0, the optimal initial state has c1 = c2 = 1/
p
2, but if  1 = 0, the optimal
choice is c1 = cos(⇡/8) and c2 = sin(⇡/8), as shown in Ref. [8].
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Achieving a 1/N3/2 scaling requires that ⌘ have no dependence on N . As noted
above, however, ⌘ 1 is a measure of the volume occupied by the ground-state wave
function  . As atoms are added to a BEC, the wave function spreads because of
the repulsive scattering of the atoms, thereby reducing ⌘ as N increases [37]. To pin
down how the measurement accuracy scales with N , we need to determine how ⌘
behaves as a function of N .
3.2 Two critical atom numbers
Since we first create a BEC of N atoms all in hyperfine state |1i, before putting them
in a superposition of states |1i and |2i, we can focus on the N -dependence of ⌘ for
a single-mode BEC of atoms in state |1i. Thus, in this section and the next two, we
deal with the single-mode GP equation (3.1) with g = g11 and a = a11.
An obvious strategy to suppress the N -dependence of ⌘ is to constrain the BEC
within a hard-walled trap so that it cannot expand as more atoms are added. BECs
e↵ectively confined to two or one dimensions and held in power-law trapping poten-
tials along these dimensions are the sort found in real experiments. Thus we look
at the dependence of ⌘ on N for a BEC that is loosely trapped in d dimensions,
referred to as longitudinal (L) dimensions, and tightly trapped in D = 3  d dimen-
sions, referred to as transverse (T) dimensions. We assume that in the longitudinal
dimensions, the atoms are trapped in a power-law potential of the form
VL(r) =
1
2
krq, q = 1, 2 . . . , (3.13)
and that in the transverse dimensions, the trapping potential is harmonic,
VT (⇢) =
1
2
m!2T⇢
2. (3.14)
The parameter q characterizes the hardness of the longitudinal trapping potential.
We deal with a 3D trap by settingD = 0, meaning there are no transverse dimensions.
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When N is small, the mean-field scattering energy is negligible compared to the
atomic kinetic energy of the atoms and the trapping potential energy. In this situa-
tion, the scattering term in the GP equation can be neglected, and the ground-state
wave function is the solution of the Schro¨dinger equation for the trapping potential
VL(r) + VT (⇢). As more atoms are added to the BEC, the repulsive scattering term
in Eq. (3.1) comes into play and causes the wave function to spread. We define
two critical atom numbers, NL and NT , which characterize the onset of spreading in
the longitudinal and transverse dimensions. The lower critical atom number, NL, is
defined as the atom number at which the scattering term in the GP equation is as
large as the longitudinal kinetic-energy term and thus characterizes when the wave
function begins to spread in the longitudinal dimensions. The upper critical atom
number, NT , is defined as the atom number at which the scattering term is as large as
the transverse kinetic energy and thus characterizes when the wave function begins
also to spread in the transverse dimensions. The notion of an upper critical atom
number only makes sense for quasi-1D and 2D traps and not for d = 3.
For small atom number, i.e., N ⌧ NL, as just noted, the scattering term in the
GP equation can be neglected, and the ground-state solution of the GP equation is
the N -independent, product ground state of the Schro¨dinger equation:
 0(⇢, r) = ⇠0(⇢)'(r). (3.15)
Here ⇠0(⇢) is the Gaussian ground state for the transverse dimensions,
⇠0(⇢) =
1
(⇡⇢20)
D/4
exp
✓
  ⇢
2
2⇢20
◆
, (3.16)
where
⇢0 ⌘
✓
~
m!T
◆1/2
, (3.17)
and '(r) is the bare ground state for the loosely confined longitudinal dimensions.
We can estimate the half-width of ' by equating the trapping potential energy and
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the kinetic energy (KE) per dimension, i.e., krq0/2 = ~2/2mr20, which gives
r0 ⌘
✓
~2
mk
◆1/(q+2)
. (3.18)
In accordance with our assumptions, we assume that r0 is much larger than ⇢0. A
hard-walled trap in the longitudinal dimensions corresponds to the limit q !1 with
r0 held constant.
The trapped BECs we consider are thus characterized by three length scales:
(i) the scattering length a; (ii) the bare transverse trap half-width ⇢0; and (iii) the
bare longitudinal trap half-width r0. Typical values, which we use for estimates in
the following, are a = 10 nm, ⇢0 = 1µm, and r0 = 100µm. For 87Rb atoms (which
have a = a11 = 5.3 nm), the corresponding transverse trap frequency is ⌫T = 58Hz;
we can also identify an approximate longitudinal trap frequency,
⌫L =
!L
2⇡
⌘ 1
2⇡
~
mr20
' 10 2Hz, (3.19)
associated with the bare longitudinal ground state.
Whenever the wave function is a product of transverse and longitudinal wave
functions, ⌘ is also a product, ⌘ = ⌘T⌘L. When N ⌧ NL, ⌘ ⌘ ⌘0 is independent of
N since
⌘T =
Z
dD⇢ |⇠0(⇢)|4 = 1
(2⇡)D/2⇢D0
, (3.20)
⌘L =
Z
ddr |'(r)|4 ' 1
Vdrd0
, (3.21)
where Vd is the volume of a unit sphere in d dimensions (V1 = 2, V2 = ⇡, and
V3 = 4⇡/3). The lower critical atom number, NL, is defined by setting
~2
2mr20
' (longitudinal KE) ' (scattering term) ' (NL   1)g⌘0 ' ~
2
2m
(NL   1)a
 d⇢D0 r
d
0
,
(3.22)
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where
 d ⌘ Vd
2(4⇡)(d 1)/2
(3.23)
is a geometric factor ( 1 = 1,  2 =
p
⇡/4,  3 = 1/6). Thus we define
NL   1 ⌘  d r0
a
✓
⇢0
r0
◆D
. (3.24)
For the typical length scales mentioned above, the lower critical atom number is
about 1 700 for a 3D trap, 45 for a quasi-2D trap, and 2 for a quasi-1D trap. The
small value of NL for a 1D trap is the reason we retain the  1 wherever it appears in
our discussion of atom numbers, even though it could be dropped in most situations.
For NL . N ⌧ NT , the tight confinement in the transverse dimensions means
that the wave function continues to be a product,
 (⇢, r) = ⇠0(⇢) (r), (3.25)
but with the longitudinal wave function satisfying a GP equation,✓
  ~
2
2m
r2L + VL + g(N   1)⌘T | |2
◆
  = µL , (3.26)
where µL = µ D~!T/2 is the longitudinal part of the chemical potential. As atoms
are added to the trap in this intermediate regime, the wave function spreads in the
longitudinal dimensions. We can estimate the longitudinal half-width rN by noticing
that ⌘ = ⌘T⌘L, where ⌘T is given by Eq. (3.20) and
⌘L =
Z
dr | (r)|4 ' 1
VdrdN
, (3.27)
and then equating the attractive longitudinal trapping potential energy (PE) to the
repulsive scattering term:
1
2
krqN ' (longitudinal PE)
' (scattering term) ' (N   1)g⌘ ' ~
2
2m
(N   1) 1
 d
a
⇢D0 r
d
N
=
~2
2m
N   1
NL   1
rd 20
rdN
,
(3.28)
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where we have used Eq. (3.24) in the last step. This leads us to define
rN
r0
⌘
✓
N   1
NL   1
◆1/(d+q)
. (3.29)
We now define the upper critical atom number by setting
~2
2m⇢20
' (transverse KE) ' (scattering term) ' (NT  1)g⌘NT =
~2
2m
NT   1
NL   1
rd 20
rdT
,
(3.30)
where rT is the longitudinal half-width at the upper critical atom number,
rT
r0
⌘
✓
NT   1
NL   1
◆1/(d+q)
. (3.31)
Using Eq. (3.30) and the definitions in Eqs. (3.31) and (3.24), we end up with the
definition
NT   1 ⌘ (NL   1)
✓
r0
⇢0
◆2(d+q)/q
=  d
⇢0
a
✓
r0
⇢0
◆d(q+2)/q
. (3.32)
We stress that the notion of an upper critical atom number only makes sense for 1D
and 2D geometries and not for d = 3. Using the typical values mentioned above, we
have that the upper critical atom number for a harmonic longitudinal trap (q = 2)
is about 4⇥ 109 for a 2D trap and about 106 for a 1D trap; for a hard longitudinal
trap (q !1), NT is about 4⇥ 105 for a 2D trap and about 104 for a 1D trap. Using
Eq. (3.32) we can rewrite the longitudinal radius in Eq. (3.29) as
rN
r0
=
✓
r0
⇢0
◆2/q ✓ N   1
NT   1
◆1/(d+q)
. (3.33)
It should be noted that
rT
⇢0
=
✓
a
⇢0
NT   1
 d
◆1/d
. (3.34)
For a 1D trap, this gives rT = a(NT   1), making the relation between rT and NT
independent of the parameters of the trap. Another way of thinking about Eq. (3.34)
is that the number density at the upper critical atom number,
NT
 d⇢D0 r
d
T
' 1
a⇢20
, (3.35)
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is independent of the properties of the longitudinal trap, with typical value 1014 cm 3.
As the atom number increases from NT , the transverse kinetic energy becomes
unimportant compared to the transverse trapping energy and the scattering term.
The wave function continues to spread in the longitudinal dimensions and also
spreads in the transverse dimensions, with the longitudinal and transverse radii,
rN and ⇢N , given by
1
2
krqN '
1
2
m!2T⇢
2
N ' (scattering term)
' (N   1)g⌘ ' (N   1)g 1
VD⇢DNVdr
d
N
, (3.36)
which leads us to define in the regime N   NT ,
rN
r0
⌘
✓
r0
2⇢0
⇢N
⇢0
◆2/q
, (3.37)✓
⇢N
⇢0
◆5 d+2d/q
⌘ 4(2⇡)
D/222d/q
VD
N   1
NT   1 . (3.38)
3.3 Renormalization of the nonlinear interaction
terms and the sensitivity scaling
The estimates in the previous section tell us how ⌘ scales with atom number. For
atom numbers smaller than the lower critical atom number, ⌘ has the constant value
⌘0, a consequence of the fact that the repulsive scattering has negligible e↵ect on
the atomic wave function. In the intermediate regime of atom numbers, i.e., for
atom numbers between NL and NT , the wave function expands in the longitudinal
dimensions, making ⌘ scale as
⌘ ⇠ 1
rdN
⇠
✓
NL   1
N   1
◆d/(d+q)
. (3.39)
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For atom numbers above the upper critical atom number, as the wave function
spreads in all dimensions, ⌘ scales as
⌘ ⇠ 1
⇢DNr
d
N
⇠ 1
⇢3 d+2d/qN
⇠
✓
NT   1
N   1
◆(3 d+2d/q)/(5 d+2d/q)
. (3.40)
In the measurement schemes we contemplate, the uncertainties in determining  1
and  2 scale as
  1,2 ⇠ 1p
N(N   1)⌘ ⇠
1
N ⇠
, (3.41)
where in the final form we neglect 1 compared to N . For atom numbers below NL,
the scaling exponent ⇠ is 3/2; for NL ⌧ N ⌧ NT , it takes on the value
⇠ =
3
2
  d
d+ q
=
d+ 3q
2(d+ q)
; (3.42)
and for N   NT , ⇠ is given by
⇠ =
3
2
  3  d+ 2d/q
5  d+ 2d/q . (3.43)
For atom numbers above NT , harmonic 1D and 2D traps have ⇠ = 9/10, a hard-
walled 1D trap has ⇠ = 1, and a hard-walled 2D trap has ⇠ = 7/6. Our main interest
is the intermediate regime of Eq. (3.42). The scaling exponent in this regime is
plotted in Fig. 3.1 as a function of q for 1D, 2D, and 3D traps.
3.4 Thomas-Fermi approximations
Although we have determined how the scaling exponent behaves with d and q, we can
do a better job of evaluating ⌘, determining more precisely the constants in front of
the scaling, by using the Thomas-Fermi approximation. In the intermediate regime
of atom numbers, the wave function is the product (3.25), with the longitudinal wave
function  (r) satisfying the GP equation (3.26) in d dimensions. When N is much
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Figure 3.1: Sensitivity scaling exponent ⇠ = (d + 3q)/2(d + q) in the intermediate
regime of atom numbers, NL ⌧ N ⌧ NT , plotted as a function of hardness parameter
q of the longitudinal trapping potential for 1D (red, solid), 2D (green, dashed), and
3D (blue, dotted) traps in the intermediate regime of atom numbers (for 3D traps,
there is no upper critical atom number NT ). To achieve super-1/N scaling (⇠ > 1)
requires q > d. A harmonic 1D trap has super-1/N scaling ⇠ = 7/6, a harmonic
2D trap has Heisenberg scaling ⇠ = 1, and a 3D harmonic trap has sub-1/N scaling
⇠ = 9/10. This sub-1/N scaling for 3D harmonic traps is still markedly better than
the QNL scaling of ⇠ = 1/2. A hard-walled trap (q ! 1) in any dimension has
⇠ = 3/2.
larger than NL, we can ignore the kinetic-energy term in the reduced GP equation,
which gives the Thomas-Fermi probability distribution,
| (r)|2 = µL   kr
q/2
(N   1)g⌘T . (3.44)
Since | (r)|2 must be positive, the radial extent of the BEC in the longitudinal
dimensions is bounded by r˜N such that
µL =
1
2
kr˜qN . (3.45)
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Normalization yields
1 =
Z
ddr | (r)|2 ⌘ I1(N, d, q). (3.46)
Integrals over Thomas-Fermi probability distributions, such as I1, are defined and
evaluated in an Appendix. Using Eq. (A.7), we find
r˜N
r0
=
✓
d+ q
q
N   1
NL   1
◆1/(d+q)
(3.47)
[cf. Eq. (3.29)] or, equivalently, using Eqs. (A.1) and (A.4),
µL
(N   1)g⌘T =
d+ q
q
1
Vdr˜dN
=
1
Vdrd0
✓
d+ q
q
◆q/(d+q)✓NL   1
N   1
◆d/(d+q)
. (3.48)
Now, from Eq. (A.8), we can find
⌘L = I2(N, d, q) =
2q
d+ 2q
µL
(N   1)g⌘T =
1
Vdrd0
2q
d+ 2q
✓
d+ q
q
◆q/(d+q)✓NL   1
N   1
◆d/(d+q)
(3.49)
and thus determine ⌘ = ⌘T⌘L [cf. Eq. (3.39)]. Numerical computation of ⌘ in the
intermediate regime indicates that this expression is quite accurate in spite of the
approximations that went into obtaining it.
When N is much larger than NT , we can again use a Thomas-Fermi approxima-
tion, this time ignoring the kinetic-energy term in the 3D GP equation (3.1), which
gives the probability distribution
| (⇢, r)|2 = µ m!
2
T⇢
2/2  krq/2
(N   1)g . (3.50)
Positivity of this distribution requires that ⇢  ⇢˜N and r  r˜N(⇢), where
1
2
m!2T ⇢˜
2
N = µ, (3.51)
1
2
kr˜qN(⇢) =
1
2
m!2T (⇢˜
2
N   ⇢2). (3.52)
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The extent of the atomic cloud in the longitudinal direction is characterized by
r˜N ⌘ r˜N(0), i.e., r˜N/r0 = [(r0/2⇢0)(⇢˜N/⇢0)]2/q. Normalization yields
1 =
Z
dD⇢ ddr | (⇢, r)|2 ⌘ K1(N, d, q). (3.53)
Using Eq. (A.11), we find✓
⇢˜N
⇢0
◆5 d+2d/q
=
1
dJ1+d/q(D, 2)J1(d, q)
4(4⇡)D/222d/q
SD 1
N   1
NT   1 , (3.54)
where the function J1(d, q) arises in evaluating the Thomas-Fermi integrals and is
defined in Eq. (A.2). We can also write
µ
(N   1)g =
1
4(4⇡)D/2⇢D0 Vdr
d
0
✓
⇢0
r0
◆2q/d✓ ⇢˜N
⇢0
◆2 NT   1
N   1 (3.55)
and
⌘ ⌘ K2(N, d, q) = 2(d+ q)
(D/2 + d/q + 1)(d+ 2q)
µ
(N   1)g . (3.56)
The scaling of ⌘ agrees with that in Eq. (3.40).
3.5 Bose-condensed 87Rb atoms
A good candidate for implementing the generalized metrology protocol is a BEC
made of 87Rb atoms that can occupy the 5S1/2 |F = 1; MF =  1i and |F = 2; MF =
+1i hyperfine states. This system satisfies all the requirements to implement the
interferometry protocol we are interested in, including all the three simplifying as-
sumptions we made in Chapter 3.1. First, these states can be treated as a two level
system, which can be independently imaged by appropriately tuned lasers fields [38].
In most experiments [31, 32, 33, 38, 39, 40], the |F = 1; MF =  1i ⌘ |1i state is
trapped and cooled to the condensation point. Once the atoms in |1i have accu-
mulated in the condensate ground state, a two-photon drive is used to couple the
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|1i state to the |F = 2; MF = +1i ⌘ |2i state. This strategy is used instead of
cooling the two hyperfine states simultaneously, to form a condensate in a super-
position, because the lifetime of atoms in the |2i state in a trap is much shorter
than the lifetime of atoms in the |1i state. The two-photon drive involves apply-
ing both microwave (⇠ 6.8 GHz) and radio-frequency (⇠ 2 MHz) electromagnetic
fields to the condensate. As mentioned earlier, we assume that the driving field
that initializes the atoms in a desired superposition of the |1i and |2i states is in-
stantaneous in comparison to the dynamics that is part of the parameter-estimation
process. This is a very good approximation for this system, since the time scale for
this atomic transition is typically less than a millisecond, whereas the condensate
dynamics takes place on a longer time scale, which is of the order of the trapping
frequency. Matthews et. al., for instance, report a two-photon Rabi frequency of
600 Hz in comparison to an average trapping frequency of 40 Hz [38]. Second, these
two states have nearly identical magnetic moments, and hence feel essentially the
same confining potentials. Finally, the s-wave scattering lengths for the elastic pro-
cesses, |1i|1i ! |1i|1i, |2i|2i ! |2i|2i, |1i|2i ! |1i|2i are nearly degenerate for
87Rb, with the ratios {a22 : a12 : a11} ' {0.97 : 1 : 1.03} (a11 = 5.31 nm) [31, 41].
These values for the scattering lengths mean that  2 = (g11 + g22)/2   g12 ' 0 for
87Rb. Therefore, the 87Rb BEC realizes the generalized quantum-metrology protocol
with just the  1(N   1)⌘Jˆz coupling in the Hamiltonian (3.8). For this system, the
inelastic spin-exchange process which occurs the fastest is the collision of two |2, 1i
atoms resulting in one |2, 0i and one |2, 2i atom, or |1, 0i and |2, 2i [41]. Because
these atoms are lost from the trap, the interferometry experiment would have to be
completed before too many atoms are lost. In Chapter 3.7.1, we further address
this question and show that the loss rate is small compared to the estimated fre-
quency of the detection signal, which, in turn, provides a time window for running
the experiment.
The optimal initial state for metrology with the  1(N   1)⌘Jˆz coupling is the one
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in which all atoms are initialized in the equatorial plane of the Bloch sphere, say, in
the +1 eigenstate of  x, (|1i+ |2i)/
p
2. The quantity estimated by this measurement
scheme is  1 = (g11   g22)/2, which is small, but finite in the case of a 87Rb BEC.
Once the probe is initialized in the optimal initial state, we let it evolve for a time t
under the influence of the  1(N   1)⌘Jˆz Hamiltonian, which simply rotates the state
of each atom about the z axis of the Bloch sphere with angular velocity  1(N 1)⌘/~.
At the end of this evolution, we measure an equatorial component of Jˆ (Jˆy for short
evolution times), which is achieved by a ⇡/2 pulse about the desired equatorial axis,
followed by a measurement of Jˆz, i.e., of the di↵erence in the populations of the two
internal states.
Precision experiments with two-component 87Rb BECs in modestly nonspherical,
harmonic traps have been reported in [31] and [32]. These experiments were carried
out with atom numbers in excess of 100 000 and thus operated in the full Thomas-
Fermi regime well above the upper critical atom number.
3.6 Di↵erential dynamics of the spatial wave func-
tions
The strongest assumption we made in obtaining the Hamiltonian (3.8) was that the
wave functions for the two modes remain identical throughout the duration of the
proposed measurement scheme. Here we examine this assumption more carefully.
We noted earlier that even if the two modes see the same trapping potential,
the di↵erence in their scattering lengths will cause the two wave functions to evolve
di↵erently [38]. The initial e↵ect of the di↵erence in scattering lengths is to produce
a relative phase between |1i and |2i. This relative phase depends on the local density
within the condensate. The integrated (or average) part of the relative phase provides
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the signal for our measurement protocol, whereas the residual position-dependent
part of the relative phase reduces the visibility of the fringes on which the signal
relies. For our protocol to succeed, we need the integrated phase to accumulate more
rapidly than the residual position-dependent phase. Yet a further e↵ect is that the
position-dependent phases drive di↵erences between the atomic densities associated
with the two hyperfine levels, but as this occurs on a longer time scale than the
accumulation of the position-dependent phase shift, we do not consider it in this
chapter.
We can analyze this scenario in the following way. Initially all atoms are in the
state  (⇢, r)|1i. After the first optical pulse, the state becomes  (⇢, r)(c1|1i+c2|2i),
where c1 and c2 are the amplitudes to be in the hyperfine states. We can assume that
c1 and c2 are real, i.e., that the initial optical pulse produces a rotation about the y
axis of the Bloch sphere. The di↵erent scattering lengths make the wave functions
for the two modes evolve di↵erently, so that after a time t, the atomic state becomes
c1 1(⇢, r, t)|1i+ c2 2(⇢, r, t)|2i, where the wave functions for the two modes evolve
according to time-dependent, coupled GP equations:
i~@ 
↵
@t
=
 
  ~
2
2m
r2 + V + (N   1)
X
 
g↵ c
2
 |  |2
!
 ↵. (3.57)
The second optical pulse is a ⇡/2 pulse about an equatorial axis of the Bloch sphere.
For the discussion here, we assume that this rotation is about the x axis so that
subsequent counting of the populations of the two hyperfine levels is equivalent to
measuring Jˆy before the second optical pulse. The state after the pulse is
c1 
1 |1i   i|2ip
2
+c2 
2 |2i   i|1ip
2
=
1p
2
 
c1 
1 ic2 2
 |1i  ip
2
 
c1 
1+ic2 
2
 |2i. (3.58)
The corresponding probabilities to be in the two states,
p1,2 =
1
2
⇥
1⌥ 2c1c2Im(h 2| 1i)
⇤
, (3.59)
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are determined by the overlap of the two spatial wave functions,
h 2| 1i =
Z
dD⇢ ddr  2⇤ 1. (3.60)
In a ground-breaking set of experiments, Anderson et al. [32] measured the
position-dependent phase shifts in a two-component 87Rb BEC, trapped in a modestly
nonspherical trap, and saw the associated reduction in fringe visibility. The details
of the experiment were shown to be well accounted for by numerical integrations of
the two-component GP equations (3.57) with a loss term included. The experiment
was carried out with atom number N ' 1.5⇥105, well above the upper critical atom
number.
To compare the time scales for the integrated and position-dependent phase shifts
in our protocol, we assume that we are operating in the intermediate regime of atom
numbers, i.e., NL . N ⌧ NT . In this regime, the wave functions for the two modes
factor into transverse and longitudinal wave functions, i.e.,
 ↵(⇢, r, t) = ⇠0(⇢) 
↵(r, t), ↵ = 1, 2, (3.61)
where ⇠0 is the time-independent, Gaussian ground state in the transverse dimensions
and the longitudinal wave functions obey time-dependent, coupled, longitudinal GP
equations,
i~@ 
↵
@t
=
 
  ~
2
2m
r2L + VL + ⌘T (N   1)
X
 
g↵ c
2
 |  |2
!
 ↵. (3.62)
To estimate the time scales, we assume thatN is large enough relative to the lower
critical atom number to justify the Thomas-Fermi approximation in the longitudinal
dimensions, thus allowing us to ignore the kinetic-energy terms in the coupled GP
equations. With these assumptions, the probability densities do not change with
time, i.e.,
| ↵(r, t)|2 = | (r, 0)|2 ⌘ q0(r), (3.63)
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and the evolution under the coupled GP equations only introduces a phase,
 ↵(r, t) =
p
q0 exp

  it~
✓
VL + ⌘T (N   1)q0
X
 
g↵ c
2
 
◆ 
. (3.64)
This gives an overlap h 2| 1i = h 2| 1i = R ddr q0e i ✓(r), where the relative phase
is given by
 ✓(r) =
⌘T (N   1)q0(r) g t
~ = ⌦N t
✓
1 +
q0(r)  ⌘L
⌘L
◆
, (3.65)
with
 g ⌘ c21(g11   g12)  c22(g22   g12) =  1 + (c21   c22) 2. (3.66)
In the second equality of Eq. (3.65), we have separated out the integrated phase
shift, which has angular frequency
⌦N ⌘ (N   1)⌘ g~ = !L
 g
g11
q
d+ 2q
✓
q
d+ q
N   1
NL   1
◆q/(d+q)
(3.67)
[cf. Eqs. (3.12 and (3.19)], leaving the residual position-dependent phase shift as
a correction. The final expression for ⌦N uses the Thomas-Fermi approximation to
evaluate ⌘ in the intermediate regime. For the 87Rb protocol outlined in Chapter 3.5,
in which  2 is essentially zero, we choose c21 = c
2
2 = 1/2 in order to maximize the
fringe visibility in Eq. (3.59).
It is worth emphasizing how this approach based on coupled GP equations dif-
fers from use of the Josephson Hamiltonian (3.8). Although the GP equations yield
a position-dependent phase, which cannot be obtained from the Josephson Hamil-
tonian, this comes at a price: the integrated relative phase in Eq. (3.65) amounts
to making the linear approximation to Jˆ 2z described in the paragraph containing
Eq. (3.12). The linear approximation is essential because the Jˆ 2z coupling does not
preserve product states, whereas the GP equations assume a product state. It means
that the GP equations miss the phase dispersion generated by the Jˆ 2z coupling and
the associated dynamically generated entanglement.
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We can now write the overlap as
h 2| 1i = e i⌦N t
Z
ddr q0e
 i⌦N t(q0 ⌘L)/⌘L ' e i⌦N t exp
✓
 ⌦
2
N t
2
2⌘2L
Z
ddr q0(q0   ⌘L)2
◆
,
(3.68)
where the second expression comes from expanding the exponential inside the integral
to second order and then converting to an equivalent Gaussian at the same order.
The contribution from the first-order term vanishes since ⌘L =
R
ddr q20. We can
identify a time scale ⌧pd for the position-dependent phase as the time set by the
half-width of the Gaussian, i.e.,
⌦N⌧pd ⌘ ⌘L
✓Z
ddr q0(q0   ⌘L)2
◆ 1/2
=
r
2(d+ 3q)
d
. (3.69)
The final form comes from using the Thomas-Fermi approximation (3.44) for the
density q0 and the results in the Appendix to evaluate the integral.
What this result means is that to retain good fringe visibility, our protocol will
generally be restricted to operating well within the first fringe. One can expect,
however, that as the longitudinal trap becomes more hard-walled, the Thomas-Fermi
density becomes more and more flat-topped, eventually approaching a box, with the
result that the residual position-dependent phase shift becomes smaller and smaller.
This expectation is borne out by Eq. (3.69), which reports that ⌧pd gets larger as the
hardness parameter q increases; e.g., for a 1D trap with q = 10, ⌦N⌧pd ' 8.
To investigate further this way of reducing the e↵ect of the position-dependent
phase requires numerical simulations and more accurate approximation procedures,
both of which we have undertaken and present in Chapter 4. Our numerical results
indeed indicate that things turn out better than is suggested by the crude approxi-
mations that go into Eq. (3.69).
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3.7 Other practical considerations
3.7.1 Loss of Atoms
For a one-component BEC, the total number of atoms for a given trap is limited
by three-body losses. This process is usually the most significant loss channel, with
all other losses being negligible. For a two-component BEC, however, things are
di↵erent because other loss channels, such as inelastic two-atom (spin-exchange)
collisions, become significant even when the number of atoms in the trap is such that
three-body collisions are unimportant. Just as in the case of three-body collisions,
the spin-exchange collisions can be considered as a process that leads to loss of atoms
from the trap, for the resulting states have magnetic moments that are not trapped
by the external potential.
Spin-exchange collisions in a two-component BEC of 87Rb atoms in the two hyper-
fine levels we are interested in were considered in [31] and [32]. The e↵ect of inelastic
spin-exchange interactions was modeled by including non-Hermitian potentials in the
coupled GP equations (3.57):
  i~
2
(N   1) 12c22| 2|2 for mode 1, (3.70)
  i~
2
(N   1)
⇣
 12c
2
1| 1|2 +  22c22| 2|2
⌘
for mode 2. (3.71)
The loss constants in 87Rb were measured to be  12 = 0.780(19) ⇥ 10 13 cm3/s and
 22 = 1.194(19)⇥10 13 cm3/s. If we assume that the wave functions are the same for
the two hyperfine states, as in the short-time analysis of Chapter 3.6, the integrated
e↵ect of the spin-exchange losses across the atomic cloud is characterized by a decay
constant
  ⌘ (N   1)⌘( 12 +  22c
2
2)
2
. (3.72)
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We can get an idea of the importance of spin-exchange losses by comparing   to
the angular frequency ⌦N for the integrated phase shift. The ratio of interest for
comparing coherent and decoherent processes is thus
 
⌦N
=
~( 12 +  22/2)
2 1
=
m
4⇡~
 12 +  22/2
a11   a22 '
1
19
, (3.73)
where we specialize to the case c21 = c
2
2 = 1/2 relevant to the
87Rb protocol and
the final estimate applies to that protocol. This ratio indicates that the proposed
protocol can obtain an estimate of  1 with better than 1/N scaling before atom losses
degrade the sensitivity.
It is also to be noted that an advantage of using a measurement scheme that uses
product states is that loss of atoms from the BEC does not change the sensitivity
scaling, since loss of particles from a product state does not damage any coherence.
There is a decay in the signal strength given by a factor e  t, which would require
us to complete the experiment before too many atoms are lost, but the ratio (3.73)
provides a window for doing this. The discussion in Chapter 3.6 suggests, however,
that di↵erentiation of the spatial wave functions for the two modes becomes a limiting
factor on the duration of the experiment before loss of atoms becomes an important
consideration.
3.7.2 Number uncertainties
In real experiments the number of atoms in a BEC is not known to arbitrary precision
as we have assumed so far. Thus we have to consider what happens when the number
of atoms in the BEC is not fixed from trial to trial.
To analyze this situation, let p(N0) denote the probability that the number of
atoms participating in our measurement protocol is N0. The final step in the protocol
is to count the number of atoms in the two hyperfine levels. The di↵erence between
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the two counts is used to estimate the parameter, here denoted as  ; the sum can be
used to refine the estimate of the number of atoms that participated in the protocol.
We let N 01 and N
0
2 be the number of atoms that would be counted by an ideal
counting procedure. We generally work in terms of the total number of atoms,
N0 = N 01 +N
0
2, and the di↵erence, m
0 = (N 01  N 02)/2, normalized by a factor of two
to match the eigenvalues of Jˆz. Quantum mechanics gives the conditional probability
q(m0|N0,  ) for a measurement of Jˆz.
The counting is not completely precise, so we introduce independent conditional
probabilities, p(N1|N 01) and p(N2|N 02), for counting N1 and N2 atoms in the two
levels, given the ideal counts. We can think of these two probabilities as describ-
ing processes in which condensate atoms are missed or non-condensate atoms are
counted by mistake. In addition, in a complete analysis of the protocol, we would
need to include the loss of atoms, discussed in the previous section, in this analysis.
As already noted, we are mainly interested in the total number of atoms counted,
N = N1 + N2, and the normalized di↵erence, m = (N1   N2)/2. In the absence
of a better model, we assume, to illustrate the e↵ect of number uncertainties, that
p(N1|N 01) and p(N2|N 02) are independent Gaussian random processes, with mean
Nj = N 0j and variance  
2Nj =  2. Under this assumption, N and m become inde-
pendent Gaussian random processes, described by conditional probabilities p(N |N0)
and p(m|m0), which have N = N0, m = m0,  2N = 2 2, and  2m =  2/2.
The probability this model gives us directly is
p(N,m,m0, N0| ) = p(N |N0)p(m|m0)q(m0|N0,  )p(N0), (3.74)
The probability we need in order to evaluate the sensitivity of our protocol is the
conditional probability for m, given the parameter   and the measured total number
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of atoms, N :
p(m|N,  ) = p(N,m| )
p(N | )
=
X
m0,N0
p(N,m,m0, N0| )X
m,m0,N0
p(N,m,m0, N0| )
=
X
m0,N0
p(m|m0)q(m0|N0,  )p(N0|N). (3.75)
In the final form, p(N0|N) = p(N |N0)p(N0)/p(N) is the conditional probability for
N0 atoms to have participated in the protocol, given the measured total count N . It
quantifies the refinement in the knowledge of N0 provided by the total count.
The quantities that go into determining the sensitivity are the mean and second
moment of m, calculated from the probability (3.75),
mN,  =
X
N0
hJˆziN0, p(N0|N), (3.76)
(m2)N,  =
1
2
 2 +
X
N0
⇣
hJˆzi2N0,  + ( 2Jˆz)N0, 
⌘
p(N0|N), (3.77)
where hJˆziN0,  = (m0)N0,  and ( 2Jˆz)N0,  = ( 2m0)N0,  are the mean and variance
of Jˆz calculated from the quantum-mechanical probabilities. If   is much less than
the initial uncertainty in N0, which is itself somewhat less than N0 (depending on
the care taken in loading the trap), then the measured total count N gives a very
good, improved estimate of the number of atoms that participated in the protocol;
under these circumstances, the probability p(N0|N) is peaked at the measured value
N , with half-width given very nearly by  . The quantum-mechanical expectation
values vary over a range from  N0/2 to +N0/2, so as long as   ⌧ N , we can
evaluate the averages over p(N0|N) at the mean value N with little error, thus giving
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mean mN,  = hJˆziN,  and variance ( 2m)N,  =  2/2 + ( 2Jˆz)N, . The resulting
measurement uncertainty in determining  ,
  2 =
( 2m)N, 
|@mN, /@ |2 =
 2/2 + ( 2Jˆz)N, 
|@hJˆziN, /@ |2
, (3.78)
has the quantum-mechanical scaling and nearly the optimal sensitivity, provided we
can count atoms to better than
p
N , i.e.,   .
p
N . Ultimately, what this result
expresses is that the variance of the measurement of Jˆz in our protocol is of orderp
N , so we need to know the number of atoms to this same accuracy.
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Simulating a nonlinear BEC
interferometer
The analytic considerations in the previous chapter suggest that a two-mode BEC
of N atoms can be used to implement a nonlinear Ramsey interferometer whose
detection sensitivity scales better than 1/N . In view of currently available techniques
and realistic experimental parameters, we investigate in this chapter the feasibility of
such interferometry procedure by means of numerical simulations and more accurate
approximation procedures. Numerical integration of the time-dependent, coupled,
two-mode GP equations (3.57) is used to compute the expected signal (3.59) in order
to compare it with our theoretical predictions. Additionally, we compute the ground-
state solution of the single-mode, three-dimensional GP equation in order to find the
exact N -dependence of ⌘ and thus verify if a scaling better than 1/N can indeed be
achieved.
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4.1 Model
To provide a comparison for the numerical simulations, we review briefly the zero-
order, Josephson-approximation model introduced in the previous chapter to describe
the evolution of the BEC.
We consider a BEC of N   1 atoms that can occupy two hyperfine states,
henceforth labeled |1i and |2i. We assume the BEC is at zero temperature and that
all the atoms are initially condensed in state |1i with wave function  (r), which is the
N -dependent solution (normalized to unity) of the time-independent GP equation✓
  ~
2
2m
r2 + V (r) + g11N | (r)|2
◆
 (r) = µ (r), (4.1)
where V (r) is the trapping potential, µ is the chemical potential, and g11 is the
intraspecies scattering coe cient. This coe cient is determined by the s-wave scat-
tering length a11 and the atomic mass m according to the formula g11 = 4⇡~2a11/m.
The Josephson approximation assumes that both modes have and retain the same
spatial wave function  (r) from Eq. (4.1). In this approximation, the BEC dynamics
is governed by the two-mode Hamiltonian
Hˆ = NE0 +
1
2
⌘
2X
↵, =1
g↵ aˆ
†
 aˆ
†
↵aˆ↵aˆ . (4.2)
Here aˆ†↵ (aˆ↵) creates (annihilates) an atom in the hyperfine state |↵i, with wave
function  , g↵  = 4⇡~2a↵ /m, E0 is the mean-field single-particle energy, given by
E0 =
Z
d3r
✓
~2
2m
|r |2 + V (r)| |2
◆
, (4.3)
and the quantity
⌘ =
Z
d3r | (r)|4 (4.4)
is a measure of the inverse volume occupied by the condensate wave function  .
Notice that this e↵ective volume renormalizes the scattering interactions, thereby
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defining e↵ective nonlinear coupling strengths g↵ ⌘. The Josephson approximation
applies if one can drive fast transitions between the two hyperfine levels, the two
levels are trapped by the same external potential, the atoms only undergo elastic
collisions, and the spatial dynamics are slow compared to the accumulation of phases
in the two hyperfine levels. In addition, notice that the zero-temperature mean-field
treatment of the Josephson Hamiltonian (4.2) assumes that the quantum depletion
of the condensate is negligible. We make this assumption throughout on the grounds
that the depletion is expected to be very small [22].
The Josephson-approximation evolution is described in a more convenient way
in terms of Schwinger angular-momentum operators [19]. Introducing the operator
Jˆz = (aˆ
†
1aˆ1   aˆ†2aˆ2)/2, one finds that Eq. (4.2) can be written as
Hˆ =  1⌘NJˆz +  2⌘Jˆ
2
z , (4.5)
where we define two new coupling constants that characterize the interaction of the
two modes,
 1 =
1
2
(g11   g22) and  2 = 1
2
(g11 + g22)  g12. (4.6)
We omit c-number terms whose only e↵ect is to introduce an overall global phase.
The dynamics governed by Eq. (4.5) is analogous to that of an interferometer with
nonlinear phase shifters [1]. Due to the di↵erent scattering interactions, the first term
of Eq. (4.5) introduces a relative phase shift that is proportional to the total number
of atoms in the condensate, whereas the Jˆ 2z term leads to more complicated dynamics
that create entanglement and phase di↵usion. Both terms can be used to implement
nonlinear metrology protocols whose phase detection sensitivity scales better than
1/N . For initial product states, the entanglement created by Jˆ 2z has no influence on
the enhanced scaling and therefore o↵ers no advantage over the NJˆz evolution. On
the contrary, it is better to avoid the associated phase dispersion [8], which can be
accomplished by a suitable choice of the condensate atomic species.
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We consider a condensate of 87Rb atoms constrained to the hyperfine levels |F =
1,MF =  1i ⌘ |1i and |F = 2,MF = 1i ⌘ |2i. These states possess scattering
properties that o↵er a natural way to suppress the phase di↵usion introduced by the
Jˆ 2z evolution; namely, the s-wave scattering lengths for the processes |1i|1i ! |1i|1i,
|1i|2i ! |1i|2i, and |2i|2i ! |2i|2i, respectively, are a11 = 100.40a0, a12 = 97.66a0,
and a22 = 95.00a0 [31], with a0 being the Bohr radius, which implies that  2 '
0. Consequently, the Jˆ 2z term becomes negligible, and the e↵ective dynamics is
simply described by the NJˆz coupling. This NJˆz coupling is that of a linear Ramsey
interferometer (i.e., a coupling proportional to Jˆz), which accumulates phase at a rate
enhanced by a factor of N⌘. This allows the coupling constant  1 to be estimated
with a sensitivity that scales as 1/N3/2⌘. Notice that the exact scaling can only be
determined once the trapping potential is specified, since the N dependence of ⌘
depends on trap geometry.
4.2 Nonlinear Ramsey interferometry
As in typical Ramsey interferometry schemes, our protocol runs as follows. The
atoms are first condensed to the state  (r)|1i, and a fast optical pulse suddenly
creates the superposition state  (r)(|1i+|2i)/p2 for each atom. The atoms are then
allowed to evolve freely for a time t, which brings the atomic state to [ 1(r, t)|1i +
 2(r, t)|2i]/p2. A second transition between the hyperfine levels is then used to
transform any coherence between the two modes into population information that
is finally detected. For this second transition, we choose a ⇡/2 rotation about the
Bloch x axis, changing the atomic state to
1
2
 
 1   i 2 |1i   i
2
 
 1 + i 2
 |2i. (4.7)
The detection probabilities for each hyperfine level,
p1,2 =
1
2
⇥
1⌥ Im(h 2| 1i)⇤, (4.8)
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are modulated by the overlap of the two spatial wave functions,
h 2| 1i =
Z
d3r  2⇤ 1. (4.9)
This procedure is equivalent to a measurement of Jˆy carried out before the second
⇡/2 rotation.
Within the Josephson approximation of Eq. (4.5), the only e↵ect of the evolution
is to introduce a di↵erential phase shift N⌘ 1t/~ between the two modes. This
implies that ideally the probabilities oscillate as
p1,2 =
1
2
⇥
1⌥ sin(⌦N t)
⇤
, (4.10)
where
⌦N ⌘ N⌘ 1/~ (4.11)
is the idealized fringe frequency. This fringe pattern allows one to estimate the
coupling constant  1 with an uncertainty given by
  1 =
h( Jˆy)2i1/2
|dhJˆyi/d 1|
⇠ 1p
NN⌘
. (4.12)
4.3 Numerical simulations
The several simplifying assumptions in the Josephson approximation make it simple
to see how a scaling approaching 1/N3/2 can be obtained. Those assumptions were
made based on the rough calculations discussed in Chapter 3 that suggest that
the protocol is implementable with current techniques. The main purpose of this
chapter is to examine the validity of those assumptions by numerically simulating
the discussed interferometry scheme under realistic experimental conditions.
52
Chapter 4. Simulating a nonlinear BEC interferometer
4.3.1 Spreading of the BEC wave function
As emphasized in Chapter 3.1, the exact scaling of the detection sensitivity ulti-
mately depends on how ⌘ varies with the number of atoms in the condensate, which
is essentially determined by the geometry of the trapping potential, considering that
⌘ 1 is a measure of the volume occupied by the condensate. Because of the repulsive
interactions, the expansion of the BEC with increasing N dilutes the e↵ective nonlin-
ear couplings, which can ruin the enhanced scaling of the sensitivity. The expansion
of the atomic cloud can be reduced by using a potential with hard walls, which sup-
presses the N dependence of ⌘. Another strategy is to operate in traps of e↵ectively
lower dimension so that the condensate wave function has fewer dimensions to spread
into.
The e↵ect of the spreading of the condensate wave function is captured by ⌘,
which we determine by numerically integrating the time-independent, three-dimen-
sional GP equation (4.1) [42]. We restrict our numerical analysis to the case of highly
elongated BECs, which according to the results of Chapters 3.3 and 3.4, o↵er the
best scalings. We assume that the BEC is tightly confined by a transverse harmonic
potential and loosely trapped by a power-law potential; i.e., we consider cylindrically
symmetric trapping potentials of the form
V (⇢, z) =
1
2
(m!2T⇢
2 + kzq), (4.13)
with q = 2, 4, and 10. These three potentials allow us to explore how the results
depend on the hardness of the potentials. Notice that the limit q !1 recovers the
case of a hard-walled trap.
In the so-called quasi-one-dimensional (quasi-1D) regime, the scattering interac-
tion does not drive any appreciable dynamics in the transverse directions. One can
thus approximate the condensate wave function by the product ansatz
 (⇢, z) = ⇠0(⇢) (z), (4.14)
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where ⇠0 is the ground-state wave function of the transverse harmonic potential and
  is the solution of the one-dimensional, longitudinal GP equation✓
  ~
2
2m
d2
dz2
+
1
2
kzq + g11N⌘T | |2
◆
  = µL . (4.15)
Here µL = µ   ~!T is the longitudinal part of the chemical potential and ⌘T is the
inverse transverse cross section of the condensate, given by
⌘T =
Z
d2⇢ |⇠0(⇢)|4 = 1
2⇡⇢20
, (4.16)
where ⇢0 =
p
~/m!T .
This quasi-1D approximation is valid only as long as the number of atoms in the
condensate is small compared to an (upper) critical atom number NT , which is spec-
ified by determining when the scattering energy becomes as large as the transverse
kinetic energy. This condition sets the characteristic energy required to excite any
dynamics in the transverse dimensions. We thus define NT by solving the equation
g11
2
N⌘ =
~2
2m
Z
d2⇢ |r⇠0|2. (4.17)
Generally this equation would have to be solved numerically, but for N = NT , the
kinetic energy term in Eq. (4.15) can be neglected, and the longitudinal wave function
is well approximated by the Thomas-Fermi solution [19]
| (z)|2 = µL   kz
q/2
Ng11⌘T
, (4.18)
where µL ⌘ kzqN/2 is determined from the normalization condition for  . This defines
the Thomas-Fermi longitudinal size of the trap to be
zN =
✓
q + 1
q
Ng11⌘T
k
◆1/(q+1)
. (4.19)
Given the Thomas-Fermi approximate solution to the 1D GP equation (4.15), ⌘
can be easily calculated from the condensate wave function (4.14) and is found to be
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given by
⌘ =
q
2q + 1
✓
q + 1
q
◆q/(q+1)✓ k
Ng11
◆1/(q+1)✓ 1
2⇡⇢20
◆q/(q+1)
, (4.20)
which yields
NT = q
2(q + 1)
✓
2q + 1
q
◆(q+1)/q z0
a
✓
z0
⇢0
◆2/q
=
q
2(q + 1)
✓
2q + 1
q
◆(q+1)/q
NT , (4.21)
where z0 = (~2/mk)1/(q+2) is an approximation to the bare ground-state width in the
longitudinal direction.
For the analysis presented in Chapter 3.2, we did not keep track of the purely
q-dependent coe cient that appears in Eq. (4.21), which was thus omitted from
the definition of the critical atom number NT . This coe cient decreases from 1.3
for a harmonic trap to 1 in the limit of a hard trap (q ! 1). In the numerical
analysis that we present here, we find that Eq. (4.21) provides a better estimate
of the critical atom number that characterizes the crossover between the one- and
three-dimensional regimes, therefore justifying the change in definition from NT to
NT .
The analysis in Chapter 3.2 introduced another (lower) critical atom number,
NL, as the number of atoms at which the longitudinal kinetic energy is equal to the
scattering energy. The one-dimensional Thomas-Fermi approximation (4.18) is only
justified for atom numbers well above NL. For the potentials and parameters we
consider here, NL is less than ten atoms.
For the numerical integration, we set the transverse frequency to 350 Hz and
the longitudinal frequency to 3.5 Hz for the harmonic case (q = 2), with the result
that NT ' 14 000 atoms. To compare the simulations for the di↵erent power-law
potentials, we choose the sti↵ness parameter k so that NT remains the same for the
two other values of q; thus all the traps have the same one-dimensional regime of atom
numbers. For such choice of parameters, we find ⇢0 ' 0.6µm and the aspect ratio
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of the traps (⇢0:z0) to be approximately equal to 1:10, 1:24, and 1:57, respectively,
for q = 2, 4, 10. In addition, according to Eqs. (4.19) and (4.21), when N = NT , the
condensate aspect ratios (⇢0:zN) are 1:158, 1:146, and 1:138 (for q = 2, 4, 10). These
parameters are typical of those in elongated BECs [43].
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Figure 4.1: N dependence of the inverse volume ⌘ in harmonic trap units. The points
correspond to the results of the numerical integration of the three-dimensional GP
ground-state solution for di↵erent trap geometries: circles (blue) correspond to q = 2,
squares (black) to q = 4, and triangles (red) to q = 10. The respective Thomas-Fermi
predictions for the 1D [Eq. (4.20), valid well below the upper critical atom number,
with ⌘ scaling as N 1/(q+1)] and 3D regimes [Eq. (3.40), valid well above the upper
critical atom number, with ⌘ scaling as N (q+1)/(2q+1)] are the dotted (blue) line for
q = 2, dashed (black) line for q = 4, and solid (red) line for q = 10 [44]. The sti↵ness
parameter k of the trapping potential is chosen so that the crossover from 1D to 3D
behavior occurs at NT ' 14 000 for all three values of q.
We numerically compute ⌘ for the trapping potentials (4.13) and di↵erent atom
numbers first by solving the full, time-independent, three-dimensional GP equa-
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tion (4.1) [42]. In Fig. 4.1 we plot the numerical results for ⌘ as a function of the
number of atoms in the condensate for the three di↵erent values of q and compare
the numerical results with the Thomas-Fermi approximation in both the 1D and
3D regimes, which correspond to below and above the upper critical atom number.
These results clearly show how the spreading of the condensate wave function with
increasing N a↵ects the scaling. For N ⌧ NT , the tight transverse trap prohibits
the spreading in the radial direction. The BEC can only expand in the longitudinal
dimension. Such one-dimensional behavior is well described by Eq. (4.20), which pre-
dicts the scaling N 1/(q+1). As N approaches NT , the atomic repulsion gets stronger
than the radial confinement, and one sees deviations from the quasi-1D behavior.
Although the full expansion in the crossover regime can only be determined numer-
ically, we find that for N . NT , one can predict the correct spreading with N by
means of perturbative techniques, which we present in Chapter 5. For N   NT , the
scattering term in Eq. (4.1) becomes dominant, and the transverse potential can no
longer suppress the growth in the radial dimension. In fact, the BEC enters the full
three-dimensional Thomas-Fermi regime, in which the entire kinetic energy becomes
negligible, and it is found that ⌘ varies as N (q+1)/(2q+1).
From the numerical evaluation of ⌘, it is straightforward to determine the exact
scaling of   1 ⇠ 1/(N3/2⌘) with the number of atoms in the condensate, for the
slopes in Fig. 4.1 define the local scaling of ⌘ with N . Figure 4.2 shows the local
scaling ⇠ of   1 with N for the three di↵erent values of q and atom numbers below
NT . It is thus evident that in all cases   1 scales better than 1/N .
4.3.2 Ramsey fringes
Because the Jˆ2z interaction is very small for a two-mode
87Rb BEC, the dynamics in
this case is well described by a mean-field approach, which neglects the entanglement
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Figure 4.2: Local scaling ⇠ of   1 ⇠ 1/N3/2⌘ = 1/N ⇠ with N for the three di↵erent
values of q and atom numbers below NT . As expected, the entire one-dimensional
regime of atom numbers exhibit better-than-1/N scalings. The small oscillations in
the plots arise from numerical imprecisions in the derivatives of ⌘ relative to N .
and associated phase di↵usion generated by the Jˆ 2z interaction [31, 32]. In this
approximation, the wave functions for the two hyperfine levels evolve according to
the time-dependent, coupled, two-mode GP equations
i~@ 
↵
@t
=
 
  ~
2
2m
r2 + V +
2X
 =1
g↵ N |  |2
!
 ↵, ↵ = 1, 2, (4.22)
which take into account the e↵ect of the di↵erent scattering processes on the evolution
of each mode wave function [45]. Here N1 and N2 denote the respective (mean)
populations of levels 1 and 2.
We simulate the Ramsey interferometry scheme presented in Chapter 4.2 as fol-
lows. Assuming that the atoms can be prepared in the superposition state  (r)(|1i+
|2i)/p2 with unit fidelity, we integrate Eq. (4.1) to find the ground state  (r) when
the condensate is in the |1i state, use that wave function as the common spatial
initial condition for both states, and then evolve it for a time t according to the cou-
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pled, three-dimensional GP equations (4.22) for the di↵erent potentials (4.13)[46].
Finally, supposing that the detection procedure can be considered instantaneous,
we find the spatial overlap of the computed two-mode wave functions,  1(r, t) and
 2(r, t), which modulates the detection probabilities p1,2(t) of Eq. (4.9) [47].
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Figure 4.3: Ramsey fringes for a cigar-shaped 87Rb BEC of 1 000 atoms (labeling
convention as in Fig. 4.1 [44]). The points represent the numerical results of the
integration of the coupled, two-mode, three-dimensional GP equations (4.22) for the
di↵erent trapping potentials (4.13), whereas the lines are the respective idealized
Josephson-approximation predictions (4.10), with the value of ⌘ supplied by the
numerics of Chapter 4.3.1. The Josephson approximation improves as the trap gets
harder.
Figure 4.3 shows the resulting Ramsey fringe pattern for a BEC of 1 000 atoms, as
well as the idealized, Josephson-approximation fringe pattern (4.10), in which we use
the numerical value of ⌘ found for the potentials (4.13), as described in Chapter 4.3.1.
The agreement between the idealized fringe pattern and the numerical results for the
tenth-order potential is quite remarkable in view of the complete neglect of spatial
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evolution by the Josephson approximation. As q decreases or time increases, however,
the simulated fringe pattern clearly deviates from the simplified dynamics described
by the Josephson approximation. Such discrepancy reveals, in fact, the breakdown
of the Josephson approximation.
The breakdown of the Josephson approximation becomes more evident in Fig. 4.4,
which shows the case of 5 000 atoms, about a third of NT . Due to the di↵erence
in the scattering lengths and the scattering potentials, each wave function has a
complex nonlinear evolution that, except for short times, cannot be approximated as
no evolution at all, as is assumed by the Josephson approximation. The short-time
behavior can be better seen in Fig. 4.5, where we plot the Ramsey fringes for up
to 120ms. For longer times, the wave functions di↵erentiate spatially, which leads
to the reduction in fringe visibility and the change in the fringe frequency seen in
Figs. 4.3 and 4.4. For q = 2 and 5 000 atoms, the fringe pattern is already entering
a revival before 1 s. The fringe visibility is clearly better preserved by going to a
harder trap.
It is worth emphasizing that our results indicate that the integrated phase shift
that we are interested in detecting is accumulated more rapidly than the time scale
for the two wave functions to di↵erentiate spatially. Moreover, for the regimes we
consider and in view of typical Ramsey pulses and detection times (. 1ms) [31, 32,
38], our simulations confirm that the Josephson model holds for a length of time that
is su cient to implement the metrology scheme.
In the following section, we use the alternative analytical model of Chapter 3.6,
in which the wave functions accumulate a position-dependent phase shift, to obtain
a better description of the nonlinear detection signal shown in Figs. 4.3 and 4.4.
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Figure 4.4: Ramsey fringes for a cigar-shaped 87Rb BEC of 5 000 atoms (labeling
convention as in Fig. 4.1 [44]). The points represent the numerical results of the
integration of the coupled, two-mode, three-dimensional GP equations (4.22) for the
di↵erent trapping potentials (4.13), whereas the lines are the respective idealized,
Josephson-approximation predictions (4.10). Here we plot the idealized fringe pat-
tern (4.10) only for short times, since it quickly deviates from the simulated nonlinear
evolution; the deviation is a consequence of the di↵erentiation of the wave functions
of two modes as they evolve separately under the coupled GP equations. (Figure 4.5
shows a closeup of the first 120ms.)
4.4 Di↵erentiation of the spatial wave functions
As already seen in the numerical integrations reported in the previous section, the
distinct scattering lengths of the allowed s-wave collisions for the 87Rb atoms ul-
timately make each wave function evolve di↵erently in a nontrivial way. In fact,
it is known that due to the interspecies repulsion, the two modes tend to separate
spatially [38, 48]. Before the modes segregate, however, the e↵ect of the di↵erent
nonlinearities is to produce a relative phase between the two modes that depends on
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Figure 4.5: Closeup of Fig. 4.4 for the first 120 ms. The Josephson approximation
improves as the trap gets harder.
the local density within the condensate, as we discussed in Chapter 3.6.
All these phenomena have recently been observed for the same two-mode 87Rb
BEC that we consider in this dissertation. In Reference [32], Anderson et al. mea-
sured the accumulation of the position-dependent phase shifts, whereas in [31],
Mertes et al. demonstrated the nonequilibrium separation dynamics of the binary
superfluid. The details of both experiments were shown to be well accounted for
by numerical integrations of the coupled, two-mode GP equations (4.22), with an
additional phenomenological loss term included.
In short, the two-mode dynamics can be explained as follows. For short times,
the integrated part of the relative phase, which corresponds to the average di↵erence
in the energies of the scattering processes, is the dominant dynamical e↵ect and
provides the signal for our measurement protocol. The residual position-dependent
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part of the relative phase a↵ects the two-mode dynamics on a somewhat longer
time scale and reduces the visibility of the interference fringes on which the detected
signal relies. Eventually, the position-dependent phases drive di↵erences between the
atomic densities associated with the two hyperfine levels, and this leads to spatial
separation of the two modes, which is shown in Fig. 4.6 for the case of a BEC of
1 000 atoms in a harmonic trap (q = 2).
The above-described e↵ects occur on di↵erent time scales, which were estimated
in Chapter 3.6 to be su ciently di↵erent that the metrology protocol could be suc-
cessfully implemented. The analytical estimates suggest that making the longitudinal
trap harder leads to a greater separation of these three time scales. In order to retain
good fringe visibility, the required operation time scale of the protocol was estimated
to be well within the first fringe, which we can confirm from our simulations and is
illustrated in Figs. 4.3 and 4.4.
In an attempt to describe the complex dynamics of the two-mode condensate, we
now use the model derived in Chapter 3.6 which allows the spatial wave functions
to acquire a position-dependent phase shift in addition to the uniform phase shift of
the Josephson approximation. Since the spatial segregation of the modes occurs on
a longer time scale than the accumulation of a position-dependent phase shift, it is
not relevant to this discussion, but we do discuss it later in Chapter 6.
As before, we limit our analysis to the trapping potentials (4.13) and to quasi-1D
BECs when using the results of Chapter 3.6. In addition, considering our numerical
simulations, we focus on the particular case of both modes being equally populated.
Thus, according to Eq. (3.64), the longitudinal wave functions simply accumulate a
phase that depends on the local atomic linear density,
 ↵(z, t) =
p
q0(z) exp

  it~
✓
1
2
kzq +
1
2
N⌘T q0(z)
X
 
g↵ 
◆ 
, (4.23)
with q0(z) = | (z, 0)|2, which is given in the Thomas-Fermi approximation by
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(a)
(b)
(d)
(e)
(c) (f )
Figure 4.6: Density evolution for a BEC of 1 000 atoms and q = 2. The subplots
on the left show the time evolution of | 1(⇢, z, t)|2, whereas the time evolution of
| 2(⇢, z, t)|2 is illustrated by the figures on the right. Initially, both modes have the
same density profile as seen in subplots (a) and (d). The position-dependent phases
acquired by each mode drive di↵erences between the atomic densities associated with
the two hyperfine levels, as seen in subplots (b) and (e) for 320 ms of evolution. Atoms
in mode 1 are pushed towards the edges of the trap due to the stronger intraspecies
repulsion (g11 > g12 > g22), while atoms in mode 2 get compressed in the center of
trap by the atoms in mode 1 because of the interspecies repulsion (g12 > g22). This
leads to spatial separation of the two modes, as shown in subplots (c) and (f) at
700 ms of the evolution. Due to the trap confinement, this dynamics is eventually
reversed. In Chapter 6, we develop a dynamical perturbation theory that allows us
to investigate the density evolution long enough to capture all of these e↵ects.
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Eq. (4.18). This yields an overlap
h 2| 1i =
Z
dz q0(z)e
 i ✓(z), (4.24)
where the position-dependent di↵erential phase shift is given by
 ✓(z) =
q0(z)N⌘T 1 t
~ = ⌦N t
✓
1 +
q0(z)  ⌘L
⌘L
◆
. (4.25)
Here
⌘L =
Z
dz q20(z) =
q
2q + 1
✓
q + 1
q
◆q/(q+1)✓ k
Ng11
◆1/(q+1)  
2⇡⇢20
 1/(q+1)
, (4.26)
and we have separated out the integrated phase shift ⌦N t, where the angular fre-
quency (4.11) is defined as in the Josephson approximation. This makes it clear that
the residual position-dependent phase shift adds a correction to the integrated phase
shift that we have previously calculated.
Putting all this together, we can write the overlap as
h 2| 1i = h 2| 1i =
Z
dz q0e
 iq0N⌘T  1 t/~ = e i⌦N t
Z
dz q0e
 i⌦N t(q0 ⌘L)/⌘L , (4.27)
whose imaginary part, as before, is responsible for the fringe pattern in our interfer-
ometry scheme. In Fig. 4.7, we compare the numerical fringes with the imaginary
part of the overlap (4.27) for 1 000 atoms. We do exactly as the current approxi-
mation instructs: we use the longitudinal Thomas-Fermi probability density q0(z),
the corresponding ⌘L from Eq. (4.26), and the transverse ⌘T from the transverse
ground state ⇠0 [Eq. (4.16)]. The improved model captures an approximation to the
reduction in fringe visibility, with agreement with the numerics getting better as q
increases, but it predicts a fringe frequency that is too large. Indeed, by comparing
Fig. 4.7 to Fig. 4.3, one sees that the frequency of the improved model is too high
by an amount that is somewhat larger than the amount by which the Josephson
approximation’s frequency is too low.
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Figure 4.7: Same as Fig. 4.3 (1 000 atoms), but here the lines correspond to the
improved analytical prediction (4.27) for the three di↵erent values of q (labeling
convention as in Fig. 4.1 [44]). The improved model succeeds in predicting a reduction
in fringe visibility as time increases, but it does not give a better estimate of the fringe
frequency.
It is not hard to identify a source for this frequency disparity. The current
approximation uses an atomic density profile that comes from the product wave
function (3.61), with the longitudinal wave function coming from Eq. (4.23) and the
transverse wave function assumed to be the N -independent Gaussian ground state of
the transverse harmonic trap. In contrast, the frequency ⌦N we use in the Josephson-
approximation plots of Figs. 4.3 and 4.4 comes from numerical computation of the
three-dimensional GP ground state.
We can test whether this is a source of the frequency disparity by making an ad
hoc adjustment to the model of this section. In particular, in using the analytical
overlap (4.27), we can use the longitudinal Thomas-Fermi probability density q0(z)
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Figure 4.8: Same as Fig. 4.3 (1 000 atoms), but here the lines correspond to the
improved analytical overlap (4.27), computed using the numerically computed ⌘ from
Chapter 4.3.1, as described in the text, for the three di↵erent values of q (labeling
convention as in Fig. 4.1 [44]). The improved model, with the ad hoc use of the
numerically computed ⌘, provides a reasonably good account of the fringe frequency
and of the reduction in fringe visibility as time increases, with better agreement for
short times and for harder traps.
and its ⌘L from Eq. (4.26), as the approximation instructs. In addition, we can adopt
the ad hoc procedure of using the numerically computed ⌘ plotted in Fig. 4.1; the
transverse ⌘T determined in this procedure from ⌘T = ⌘/⌘L , is no longer that of the
transverse ground state and acquires an N dependence from ⌘ and ⌘L.
In Figs. 4.8 and 4.9, we compare the numerical fringes with the imaginary part
of the overlap (4.27), computed using the ad hoc modification, for 1 000 and 5 000
atoms. The improved model, with this ad hoc adjustment, is surprisingly good at
predicting both the fringe frequency and the reduction in fringe visibility, especially
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Figure 4.9: (5 000 atoms) Same as Fig. 4.4, but here the lines correspond to the
improved analytical overlap (4.27), computed using the numerically computed ⌘
from Chapter 4.3.1, for the three di↵erent values of q (labeling convention as in
Fig. 4.1 [44]). The improved model, with the ad hoc use of the numerically computed
⌘, is surprisingly good even in the third fringe period for q = 10.
for q = 10 (the Josephson-approximation fringes would have su↵ered from the same
frequency discrepancy as the improved model had we used the 1D Thomas-Fermi
approximation and the transverse ground state to determine ⌘, instead of using the
numerical value). We emphasize that the fringe visibility is preserved better by
going to harder traps. Within the improved model, it is clear that the better fringe
visibility of harder traps is due to the fact that as q increases, the trapping potential
becomes more flat-bottomed, making the atomic density profile more uniform across
the trap and and thus reducing the size of the residual position-dependent phase
shift.
It is clear that our improved analytical model does indeed provide a more accurate
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description of the nonlinear evolution of the two-mode condensate and consequently
of the fringe pattern of our protocol. Notice, however, that for longer times e↵ects
that are not considered in this model, such as mode segregation, become significant
and, therefore, the Ramsey fringes can no longer be described by Eq. (4.27). As
already noted, for q = 2 and 5 000 atoms, the nonlinear evolution is undergoing a
revival well before t = 1 s, an e↵ect that cannot be described within our model.
Throughout this analysis we consider the case of a one-dimensional BEC whose
ground-state wave function is supposed to be well approximated by the product
ansatz (4.14). In this approximation one assumes that the e↵ect of the scattering
interaction on the transverse degrees of freedom of the gas can be completely ne-
glected. As we discuss in Chapter 4.3.1, this is a good approximation as long as the
number of atoms in the condensate is small compared to the critical atom number
NT . In fact, from Fig. 4.1 one sees that as N approaches NT , the product wave
function (4.14) fails to give an accurate estimate of the inverse volume ⌘.
The main reason for this discrepancy is that as N approaches the critical atom
number NT , the condensate begins to spread in the transverse dimensions. Indeed,
the analysis in this section shows that we obtain a reasonably good account of the
fringe signal by including a position-dependent phase shift to describe the reduction
in fringe visibility and by allowing ⌘T to change with N as dictated by the numerical
3D ground-state wave function, thus reflecting the spreading of the condensate in
the transverse dimensions.
In general terms, our numerical results confirm the theoretical predictions derived
in Chapter 3 and show that the assumption that the two modes share the same
spatial wave function is justified for a length of time su cient to run the metrology
scheme. For longer times, it becomes evident that the Josephson Hamiltonian (4.5) is
unable to handle the full two-mode dynamics because it ignores entirely the spatial
evolution of the condensate wave functions. Now that we understand that these
69
Chapter 4. Simulating a nonlinear BEC interferometer
two e↵ects—the position-dependent phase shift and the spreading in the transverse
dimensions—are important in capturing the fringe frequency and the fringe visibility,
we develop, in the next two chapters, an improved semi-analytic approach that will
better include these two e↵ects.
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Dimensionality and Spatial
Entanglement in BECs
As we recounted in previous chapters, three-dimensional Bose-Einstein condensates
confined in highly anisotropic traps are known to exhibit lower-dimensional behavior
when the number of condensed atoms is well below a critical value [49]. Under such
conditions, the tightly confined dimension(s) can be e↵ectively neglected because the
characteristic transverse energy scale far exceeds the scattering (interaction) energy
of the atomic cloud. However, according to the numerical simulations of Chapter 4,
our interferometry protocol proved to be particularly sensitive to the true three-
dimensional nature of the condensate. Our results showed significant deviations from
the quasi-1D model with increasing strength of the nonlinear scattering interaction,
regardless of the highly elongated geometries that we considered. In addition, similar
e↵ects have been shown to impact the propagation of solitons in quasi-1D attractive
BECs [50, 51, 52]; this is a potential source of problems in implementations of matter-
wave interferometers.
In this chapter and the next, we study e↵ects associated with the emergence of
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three-dimensional behavior in highly anisotropic BECs. We derive corrections to the
reduced-dimension approximation by means of a perturbative Schmidt decomposition
of the condensate wave function between the tightly confined (transverse) direction(s)
and the loosely confined (longitudinal) direction(s). The perturbation theory is valid
so long as the nonlinear scattering energy is small compared to the transverse energy
scales. We begin our discussion by briefly reviewing the mean-field description of
quasi-reduced-dimension BECs.
5.1 Reduced-dimension approximation to a BEC
in a highly anisotropic trap
In the mean-field approximation, one describes a condensate of N atoms at zero
temperature by a wave function  (normalized to unity) that is determined by the
time-independent Gross-Pitaevskii equation,
µ =
✓
  ~
2
2M
r2 + V + g(N   1)| |2
◆
 , (5.1)
where V is the external trapping potential, µ is the chemical potential, and g =
4⇡~2a/M is the scattering strength determined by the s-wave scattering length a
and the atomic mass M . For brevity, we generally use
g˜ ⌘ g(N   1) (5.2)
in the following.
In the case of highly anisotropic potentials, the atomic cloud is loosely trapped
by a potential VL(r) in d dimensions, referred to as longitudinal (L) dimensions, as
opposed to the remaining D = 3   d transverse degrees of freedom (T ), which are
tightly confined in a potential VT (⇢). If the scattering interaction is su ciently small
compared to the transverse energy scale, one can neglect the e↵ect of the nonlinear
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interaction on the atomic transverse degrees of freedom and hence approximate the
condensate wave function by a product wave function,
 0(⇢, r) = ⇠0(⇢) (r). (5.3)
Here ⇠0(⇢) is the ground-state wave function of the bare transverse potential, and
 (r) is the solution of the d-dimensional, longitudinal GP equation✓
  ~
2
2M
r2L + VL(r) + g˜⌘T | (r)|2
◆
 (r) = µL (r), (5.4)
which is found by plugging the product ansatz (5.3) into the GP equation (5.1) and
projecting the result onto the subspace spanned by ⇠0. In Eq. (5.4), µL = µ  E0 is
the longitudinal part of the chemical potential, with E0 being the transverse ground-
state energy, and
⌘T =
Z
dD⇢ |⇠0(⇢)|4. (5.5)
In this reduced-dimension approximation, the transverse and longitudinal degrees
of freedom are decoupled, which should hold as long as the number of atoms in the
condensate is small compared to an (upper) critical atom number NT , defined as the
number at which the scattering energy becomes comparable to the transverse kinetic
energy, i.e.,
g
2
(NT   1)⌘ = ~
2
2M
Z
dD⇢ |r⇠0|2, (5.6)
where ⌘ =
R
d3r | |4 is a measure of the inverse volume occupied by the condensate
wave function  .
As N approaches NT , one can no longer neglect the e↵ects of the scattering
interaction on the condensate transverse degrees of freedom; as a result, the prod-
uct ansatz (5.3) is no longer a good approximation to the three-dimensional wave
function. Such e↵ects are responsible not only for modifying the transverse and lon-
gitudinal wave functions, but also for entangling the spatial directions. We show
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below that these e↵ects can be readily calculated in the perturbative regime where
N is small compared to NT by performing a perturbative Schmidt decomposition of
the condensate wave function.
5.2 Perturbative Schmidt decomposition of con-
densate wave function
Our goal is to find an approximate solution to Eq. (5.1) that correctly accounts
for the nonlinear e↵ects on the tightly confined directions, which are neglected by
the reduced-dimension approximation. Instead of proposing an alternative to the
product ansatz (5.3), we look for a solution to the GP equation in the form of the
Schmidt decomposition [53],
 (⇢, r) =
1X
n=0
p
 n n(⇢) n(r), (5.7)
where { n} and { n} form orthonormal Schmidt bases in the transverse and lon-
gitudinal directions and the
p
 n’s are the (nonnegative) Schmidt coe cients (the
squares  n are the eigenvalues of the marginal transverse and longitudinal density
operators). The decomposition (5.7) is guaranteed to exist, but the Schmidt basis
must be determined from the GP equation (5.1). For real trapping potentials, we
can assume that the condensate wave function and the Schmidt basis functions are
real.
As the deviations from the reduced-dimension approximation arise in a regime
where the scattering interaction can be considered as a perturbation to the single-
particle transverse Hamiltonian, we can solve for the Schmidt decomposition in suc-
cessive orders of a perturbation theory. We begin by writing the GP equation in the
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form
µ =
⇣
HT + ✏HL + ✏g˜| |2
⌘
 , (5.8)
where HT (L) =  (~2/2M)r2T (L)+VT (L) is the transverse (longitudinal) single-particle
Hamiltonian and ✏ is a formal perturbation parameter, used to track successive orders
in perturbation theory, which is set equal to 1 at the end of the calculation. Notice
that due to the asymmetry of the trapping potential, the longitudinal Hamiltonian
HL and the nonlinear scattering interaction are treated as of the same size, both
being order ✏ smaller than the transverse Hamiltonian.
As ✏ goes to zero, we expect the solution of the GP equation (5.1) to reduce to the
product wave function (5.3), in which the Schmidt decomposition has only one term.
As ✏ increases, the Schmidt decomposition acquires additional terms. We are thus
motivated to treat the Schmidt decomposition formally as a power-series expansion
in ✏:
 =
1X
n=0
✏n n n. (5.9)
In developing the perturbation theory, we find it convenient to absorb the Schmidt
coe cients into the transverse Schmidt basis functions, which thus satisfy the or-
thogonality relation
h n| mi =  n nm. (5.10)
The longitudinal Schmidt basis functions are orthonormal,
h n| mi =  nm. (5.11)
The consequences of the normalization of the overall wave function and of the or-
thogonality relations (5.10) and (5.11) are spelled out in Appendix B.
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We also look for the chemical potential as an expansion in powers of ✏,
µ =
1X
m=0
✏mµm, (5.12)
and similarly for the Schmidt basis functions as
 n =
1X
m=0
✏m nm, (5.13)
 n =
1X
m=0
✏m nm. (5.14)
We seek a solution to the 3D GP equation (5.8) to first order in ✏. Thus we are
looking for a solution of the form
 1(⇢, r) =[ 00(⇢) + ✏ 01(⇢)][ 00(r) + ✏ 01(r)] + ✏ 10(⇢) 10(r), (5.15)
which is spatially entangled (or nonseparable). We relegate the details of the straight-
forward, but tedious derivation of the perturbative equations to Appendix B and only
present the results here.
Them = 0 terms in the n = 0 Schmidt term correspond, as expected, to the ideal-
ized description of a quasi-d-dimensional BEC summarized in Chapter 5.1:  00 = ⇠0
is the ground-state wave function of the bare transverse potential, and this means
that µ0 = E0 is the ground-state energy of the transverse trap;  00 is determined by
the reduced-dimension GP equation (5.4), here written as
µ1 00 = (HL + g˜⌘T 
2
00) 00, (5.16)
with the nonlinear interaction renormalized by the average of  200 over itself,
⌘T ⌘ h 00| 300i =
Z
dD⇢ 400(⇢). (5.17)
Hereafter, for brevity, we usually represent spatial integrals in terms of bra-ket inner
products. The longitudinal GP equation (5.16) also determines the first correction,
µ1, to the chemical potential.
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There are four first-order corrections to be calculated. The functions  01 and  01
are the first corrections within the n = 0 Schmidt term, i.e., to the transverse and
longitudinal wave functions  00 and  00, whereas  10 and  10 describe the lowest-
order spatial entanglement. The transverse functions  01 and  10 are determined by
the linear di↵erential equations
(µ0  HT ) 01
⌘L
= g˜( 200   ⌘T ) 00 = (µ0  HT )
 10
 ⌘L
, (5.18)
where
⌘L ⌘ h 00| 300i =
Z
ddr  400(r) (5.19)
is the average of the probability distribution  200 over itself, and
 ⌘2L ⌘ h 300| 300i   ⌘2L   0 (5.20)
is the variance of  200. Notice that the first-order transverse corrections,  01 and
 10, are driven by inhomogeneities in the zero-order transverse profile  200. We can
write a solution of Eq. (5.18) in terms of the eigenfunctions and eigenenergies of the
transverse Hamiltonian HT , i.e., HT ⇠n = En⇠n,
 01
⌘L
=
 10
 ⌘L
=  g˜
1X
n=1
⇠n
h⇠n|⇠30i
En   µ0 . (5.21)
The longitudinal function  01 is determined by the equation
(µ1  HL   3g˜⌘T 200) 01 =  3g˜2⌥T 500   µ2 00. (5.22)
Here
⌥T ⌘
1X
n=1
h⇠n|⇠30i2
En   µ0   0 (5.23)
is a coupling parameter, which is determined solely by the properties of the trans-
verse trap and which characterizes the strength of the coupling of transverse and
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longitudinal directions. The quantity ⌘2T/⌥T can be thought of as the relevant quan-
tification of the transverse energy scale as far as the perturbation theory is concerned;
moreover, the dimensionless quantity
g˜⌥T⌘L
⌘T
= (N   1) g⌘L⌘T
⌘2T/⌥T
, (5.24)
which is roughly N times the ratio of the scattering energy to the transverse energy,
can be identified as the small physical perturbation parameter. Projecting Eq. (5.22)
onto  00 gives an expression for the correction to the chemical potential,
µ2 = 2g˜⌘T h 01| 300i   3g˜2(⌘2L + ⌘2L)⌥T , (5.25)
which shows that Eq. (5.22) is a linear integro-di↵erential equation for  01.
The remaining longitudinal function,  10, is given by a trivial algebraic equation,
 10 =
 200   ⌘L
 ⌘L
 00. (5.26)
The first-order longitudinal corrections are driven by inhomogeneities in the zero-
order longitudinal profile  200.
It is an easy matter to derive from Eqs. (5.21) and (5.26) that
h 01| 300i
⌘L
=
h 10| 300i
 ⌘L
=  g˜
1X
n=1
h⇠n|⇠30i2
En   µ0 =  g˜⌥T , (5.27)
h 10| 300i =  ⌘L. (5.28)
At the order we are working, the first two Schmidt coe cients are given by  0 =
h 00| 00i = 1 and
 1 = h 10| 10i = g˜2 ⌘2L
1X
n=1
h⇠n| 300i2
(En   µ0)2 . (5.29)
The only nonlinear equation we have to solve is the (di↵erential) longitudinal GP
equation (5.16) for  00, but we are faced with solving the linear integro-di↵erential
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equation (5.22) for  01. It is easier and more instructive to combine these two equa-
tions into a single nonlinear di↵erential equation for the longitudinal contribution to
the n = 0 Schmidt term,
 0 =  00 + ✏ 01 +O(✏
2). (5.30)
To do this, we write Eqs. (5.16) and (5.22) in the forms
0 = (µ1  HL) 00   g˜⌘T 30 + 3✏g˜⌘T 20 01 +O(✏2), (5.31)
0 = (µ1  HL)✏ 01   3✏g˜⌘T 20 01 + 3✏g˜2⌥T 50 + ✏µ2 0 +O(✏2). (5.32)
Identifying µ˜L = µ1 + ✏µ2 as the longitudinal part of the chemical potential, we can
add these two equations (and then set ✏ = 1) to obtain a GP-like equation for  0,
accurate to first order in ✏:
µ˜L 0 = (HL + g˜⌘T 
2
0   3g˜2⌥T 40) 0
=
⇥
HL + g⌘T (N   1) 20   3g2⌥T (N   1)2 40
⇤
 0. (5.33)
In the second form of the right-hand side, we restore the N dependence to reveal the
intrinsic coupling strengths. Relative to a GP equation, this longitudinal equation
has an additional quintic term, which acts as an e↵ective three-body, attractive in-
teraction among the atoms. This attractive interaction is mediated by the changes
in the transverse wave function, as evidenced by the appearance of the (nonnegative)
coupling parameter ⌥T in the coupling strength 3g2⌥T . Such a self-focusing interac-
tion has also been used to study the propagation of solitons in attractive quasi-1D
condensates [50, 51, 52].
The coupling constants in Eq. (5.33) can be calculated explicitly for a trans-
verse harmonic potential, which we use henceforth in this chapter. In this case, the
transverse ground-state wave function is the Gaussian
 00(⇢) =
e ⇢2/2⇢20
(⇡⇢20)
D/4
, (5.34)
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where ⇢0 =
p
~/M!T . It is easy to see that
⌘T =
✓
1p
2⇡⇢0
◆D
. (5.35)
Moreover, for a pancake (D = 1), we have
h⇠n|⇠30i =
8><>:
( 1)n/2p
⇡ n!
⌘T 
✓
n+ 1
2
◆
, n even,
0, n odd.
(5.36)
For a cigar (D = 2), if we use polar coo¨rdinates for the transverse eigenfunctions,
they take the form ⇠nrm(⇢,'), with nr and m being radial and azimuthal quantum
numbers and with the eigenenergies given by Enrm = ~!T (2nr + |m| + 1). Then we
find that
h⇠nrm|⇠300i = 2 nr⌘T  m0. (5.37)
It follows from Eq. (5.23) that ⌥T is given by
⌥T =
8>>>><>>>>:
⌘2T
~!T
ln(8  4p3), D = 1 (pancake),
⌘2T
2~!T
ln
4
3
, D = 2 (cigar).
(5.38)
As a result, the coupling constants for a cigar-shaped trap (d = 1) are g⌘T = 2~!Ta
and 3g2⌥T = 6~!Ta2 ln(4/3), whereas for a quasi-2D pancake (d = 2), we obtain
g⌘T = 2
p
2⇡~!T⇢0a and 3g2⌥T = 24⇡~!T⇢20a2 ln(8  4
p
3).
5.3 Numerical Simulations
The accuracy of the perturbative Schmidt decomposition of the condensate wave
function can be checked by direct comparison to the numerical solution of the three-
dimensional GP equation (5.1) for various atom numbers.
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5.3.1 Trap geometry and numerical integrations
We restrict our comparisons with the perturbation theory to the same case of the
numerical simulations presented in the previous chapter. That is, we consider a
highly elongated (cigar-shaped) condensates of 87Rb atoms in the |F = 1,mF =  1i
hyperfine state, for which a = 100.4 a0, with a0 being the Bohr radius, trapped by
potentials of the form
V (⇢, z) =
1
2
(M!2T⇢
2 + kzq), (5.39)
with q = 2, 4, and 10. Such choice of potentials allows us to explore how the hardness
of the potentials a↵ects the results. A hard-walled longitudinal trap corresponds to
the limit q !1. We set the transverse frequency to 350Hz, which gives ⇢0 ' 0.6µm.
For the case of a harmonic longitudinal trap (q = 2), we set the longitudinal fre-
quency to 3.5Hz and find that NT ' 14 000 atoms [54]. To compare the simulations
for the di↵erent longitudinal power-law potentials, we choose the sti↵ness parameter
k so that NT has the same value for the two other values of q; thus all the traps have
the same one-dimensional regime of atom numbers. We define z0 ⌘ (~2/Mk)1/(q+2)
as a measure of the bare ground-state width in the longitudinal direction (z0 simpli-
fies to the analog of ⇢0 for a harmonic longitudinal trap). With these choices, the
aspect ratio of the bare traps, ⇢0 :z0, is approximately equal to 1 :10, 1 :24, and 1:57
for q = 2, 4, and 10.
In addition to integrating the 3D GP equation (5.1), we also numerically integrate
the quasi-1D GP equation (5.16) and the perturbative quintic equation (5.33) for
the trapping potentials (5.39) and di↵erent atom numbers [42, 55]. The latter two
integrations yield the longitudinal wave functions  00(z) and  0(z) and also determine
µ1 and µ˜L.
Given  00(z), we can determine the remaining Schmidt functions:  10 follows
trivially from Eq. (5.26), whereas the transverse terms can be found from Eqs. (5.21)
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and (5.37), together with g⌘T/~!T = 2a, all of which yields
 0(⇢) = ⇠00(⇢)  a⌘L(N   1)
1X
nr=1
⇠nr0(⇢)
2nrnr
, (5.40)
 10(⇢) =  a ⌘L(N   1)
1X
nr=1
⇠nr0(⇢)
2nrnr
, (5.41)
where the functions ⇠nr0(⇢) = e
 ⇢2/2⇢20Lnr(⇢2/⇢20)/
p
⇡⇢0 are the m = 0 (azimuthally
symmetric) Laguerre-Gaussian eigenfunctions for the two-dimensional harmonic po-
tential, with energies Enr0 = 2~!Tnr.
From the normalization of Eq. (5.41), we get
 1 = h 10| 10i =
p
Li2(1/4)(N   1)2a2 ⌘2L, (5.42)
where we use the polylogarithm function Lis(z) ⌘
P1
n=1 z
n/ns.
5.3.2 Dominant Schmidt term
In this section, we study the dominant (n = 0) Schmidt term, using various quantities
to compare the predictions of the Schmidt perturbation theory with the numerical
predictions of the 3D GP equation. We also include the predictions of the quasi-
1D, reduced-dimension approximation to determine how significant the perturbative
Schmidt terms are.
By integrating out the transverse dimensions from the numerical solution of the
3D GP equation, we calculate the axial (longitudinal) marginal distribution
nL(z) =
Z
d2⇢ | (⇢, z)|2. (5.43)
At the order we are working in perturbation theory, this marginal distribution is
given, according to Eq. (5.15), by | 0(z)|2, as the contribution from the n = 1 Schmidt
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Figure 5.1: Longitudinal marginal distribution for a condensate of 1 000 atoms in
harmonic trap units [56]. The discrete points are the results of the integration over
the transverse plane of the 3D GP ground-state solution for di↵erent trap geometries:
circles (blue) signify q = 2, squares (black) q = 4, and triangles (red) q = 10. The
corresponding solid lines represent the distribution given by the n = 0 longitudinal
Schmidt function, | 0(z)|2, whereas the dotted lines show the unperturbed distribu-
tion | 00(z)|2. The marginal distribution is well described by the Schmidt function
for all values of q. In the case of a harmonic trap (q = 2), the e↵ect of the quintic
coupling on | 0(z)|2 is evident, but becomes less pronounced for higher q, as the
longitudinal distribution becomes more homogeneous.
term is of higher order. In the quasi-1D approximation, this marginal distribution is
given by | 00(z)|2.
In Fig. 5.1, we plot nL(z) against the distributions | 0(z)|2 and | 00(z)|2 for a
condensate of 1 000 atoms and the three di↵erent values of q. The marginal dis-
tribution is very well described by the n = 0 Schmidt function  0(z) for all the
potentials (5.39). The q = 2 case is particularly interesting, for the e↵ect of the
correction provided by the quintic coupling in Eq. (5.33) proves to be quite notice-
able due to the inhomogeneity of the harmonic potential. As q increases, however,
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Figure 5.2: Chemical potential in units of ~!T as a function of the number of atoms
in the condensate for longitudinal potentials (5.39). Discrete points represent the
result obtained from the numerical integration of the 3D GP equation, with circles
(blue) for q = 2, squares (black) for q = 4, and triangles (red) for q = 10. The solid
lines give the corresponding approximation coming from the perturbative quintic
equation (5.33), whereas the dotted lines are the estimates from the quasi-1D GP
equation (5.16). The correction introduced by the perturbation theory becomes quite
significant as N increases above 1 000 and does indeed lead to a better approximation
of the 3D numerical results in comparison with the quasi-1D model, although the
perturbation theory is noticeably failing, even for q = 10, as N approaches 5 000.
this correction becomes less important, because the axial distribution becomes more
homogenous as a result of the more hard-walled and flat-bottomed potentials.
The better performance of the Schmidt function  0(z) over  00(z) is also evident
in predictions for the chemical potential µ as a function of the number of atoms in
the condensate. According to our perturbative expansion, the chemical potential
is estimated to be µ˜ = ~!T + µ˜L = ~!T + µ1 + µ2, as opposed to the estimate of
the quasi-1D approximation, µ1D = ~!T + µ1; these only di↵er by the longitudinal
contribution µ2. The di↵erence comes directly from the di↵erence between the quasi-
84
Chapter 5. Dimensionality and Spatial Entanglement in BECs
• •
•
•
•
•
•
•
•
•
• • • • • • • • •
‰ ‰
‰
‰
‰
‰
‰
‰
‰
‰
‰
‰ ‰ ‰ ‰ ‰ ‰ ‰ ‰
Ú
Ú
Ú
Ú
Ú
Ú
Ú
Ú
Ú
Ú
Ú
Ú
Ú Ú Ú Ú Ú Ú Ú
0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.00
0.05
0.10
0.15
0.20
0.25
0.30
r
n T
Figure 5.3: Transverse marginal distribution for a condensate of 1 000 atoms in har-
monic trap units [56]. The discrete points are the results of the integration over the
axial axis of the 3D GP ground-state solution for di↵erent trap geometries: circles
(blue) denote q = 2, squares (black) q = 4, and triangles (red) q = 10. The corre-
sponding solid lines represent the distribution | 0(⇢)|2, whereas the black dashed line
represents the bare (Gaussian) distribution |⇠00(⇢)|2. For all values of q, the marginal
distribution is well described by the Schmidt function | 0(⇢)|2, which represents a
major improvement over the bare distribution |⇠00(⇢)|2.
1D GP equation (5.16) and the perturbative quintic equation (5.33), and it is from
integrating these two equations that we get µ1 and µ˜L. We compare, in Fig. 5.2, the
two approximations against the chemical potential given by the numerical integration
of the 3D GP equation. Deviations from the quasi-1D model are again well captured
by the perturbation theory, especially for potentials with higher values of q.
We can also integrate out the longitudinal dimension to calculate the trans-
verse (radial) marginal distribution nT (⇢) =
R
dz | (⇢, z)|2 and compare it with the
approximate transverse distributions | 0(⇢)|2 and |⇠00(⇢)|2. As shown in Fig. 5.3,
the transverse distribution for a condensate of 1 000 atoms is well described by the
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Schmidt perturbation theory for all the potentials (5.39); the perturbation theory
correctly accounts for the spreading of the condensate in the radial direction. In
contrast to the axial profile in Fig. 5.1, the correction to the bare radial distribution
is not a↵ected by the inhomogeneity of the longitudinal potentials. Instead, as pre-
dicted by Eq. (5.40), it is set by the length ratio a⌘L; the radial distributions are
nearly the same because ⌘L varies only slightly among the three values of q.
The success of our perturbation theory emboldens us to push it a bit beyond where
it really should work. Figure 5.4 plots the longitudinal marginal distribution for
5 000 atoms, and Fig. 5.5 plots the transverse marginal distribution for 5 000 atoms.
In both figures, we can see the breakdown of the perturbation theory, although it
performs surprisingly well, especially for higher values of q, given that this atom
number is more than a third of the way to NT .
5.3.3 Spatial entanglement
The last two Schmidt functions,  10(⇢) and  10(z), introduce the final correction
to the quasi-1D, reduced-dimension approximation, namely, to the assumption of a
spatially separable three-dimensional wave function. The validity and importance
of these corrections can be assessed in terms of two quantities. The first of these
is the probability PD of finding the numerically determined solution of the 3D GP
equation (5.8) outside the subspace spanned by the Schmidt wave functions  0 0
and  1 1. This probability deficit tells us the extent to which the exact solution
is confined to the two-dimensional subspace of the perturbative Schmidt wave func-
tion (5.15) and is given by
PD = 1   ˜0    ˜1, (5.44)
where  ˜0 and  ˜1 are Schmidt-like coe cients obtained from the projection of the
exact 3D solution onto the (normalized) Schmidt basis functions,  0 0/
p
 0 and
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Figure 5.4: Longitudinal marginal distribution for a condensate of 5 000 atoms in
harmonic trap units [56]. The discrete points are the results of the integration over
the transverse plane of the 3D GP ground-state solution for di↵erent trap geome-
tries: circles (blue) designate q = 2, squares (black) q = 4, and triangles (red) q = 10.
The corresponding solid lines represent the distribution given by | 0(z)|2, whereas
the dotted lines show the unperturbed distribution | 00(z)|2. For this many atoms,
the self-focusing quintic term clearly over-corrects the unperturbed distribution, sig-
naling the breakdown of the perturbation theory. This over-correction is especially
evident for q = 2. For q = 4 and q = 10, the over-correction is not as bad, and the
perturbation theory does a reasonably good job, even for this quite large number of
atoms.
 1 1/
p
 1. Computed values of the deficit PD for the di↵erent longitudinal poten-
tials are displayed in Table 5.1 for various atom numbers. The very small values
of the deficit indicate the success of our perturbation theory. For larger atom num-
bers, however, the population outside the two-dimensional space increases as the
perturbation theory begins to break down.
Within this two-dimensional subspace, we can assess the validity of the pertur-
bative wave function in terms of an entanglement measure. Since the perturbative
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Figure 5.5: Transverse marginal distribution for a condensate of 5 000 atoms in har-
monic trap units [56]. The discrete points are the results of the integration over the
axial axis of the 3D GP ground-state solution for di↵erent trap geometries: circles
(blue) denote q = 2, squares (black) q = 4, and triangles (red) q = 10. The corre-
sponding solid lines represent the distribution | 0(⇢)|2, whereas the black dashed line
represents the bare (Gaussian) distribution |⇠00(⇢)|2. For this many atoms the per-
turbation theory starts to break down, as the Schmidt function | 0(⇢)|2 over-corrects
the unperturbed distribution |⇠00(⇢)|2. For all values of q, the marginal distribution
is still reasonably well described by the perturbation theory.
wave function has the form of a two-qubit entangled state, we can use Wootters’s
concurrence [57] for a pair of qubits as the entanglement measure.
Table 5.1: Probability deficit PD ⇥ 104. Small values are indicative of the overall
success of the two-Schmidt-term perturbation theory. The values of the probability
deficit for N = 1000 and q = 4, 10 are of the same size as the numerical uncertainties
and thus can only be taken as indicating that the probability deficit is very small.
q N = 1000 2 000 3 000 4 000 5 000
2 0.19 1.76 6.88 18.05 39.23
4 0.03 0.44 1.81 4.91 10.41
10 0.05 0.21 0.88 1.44 3.06
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The concurrence of a bipartite pure state | ABi varies smoothly from 0 for prod-
uct states to 1 for maximally entangled states. From its definition, C = |h ⇤AB| y ⌦
 y| ⇤ABi|, in terms of the Pauli matrix  y and the complex conjugate of | ABi, it
is easy to show that the concurrence for the perturbative condensate wave func-
tion (5.15) is given by
C = 2
p
 0 1 = 2
p
Li2(1/4)(N   1)a ⌘L, (5.45)
where we use the perturbative coe cients  0 = 1 and  1 as given by Eq. (5.42). The
concurrence tells us about the amount of entanglement generated by the nonlinear
interaction between the radial and axial directions. This information, which quan-
tifies the importance of the nonseparable corrections, is essentially contained in the
Schmidt coe cient  1.
In Fig. 5.6, we compare the concurrence of the exact 3D solution, given by C˜ =
2
p
 ˜0 ˜1, with the concurrence (5.45) of the perturbative Schmidt theory [58]. One
can see that the entanglement remains remarkably small even for relatively large atom
numbers. Notice that as the inhomogeneity of the longitudinal potential decreases,
so does the spatial entanglement, which is an immediate consequence of Eq. (5.26).
In fact, for homogeneous longitudinal potentials, such as rings or boxes, the spatial
entanglement vanishes completely.
The probability deficit (5.44) and the concurrence play complementary roles in
assessing the accuracy of the perturbation theory: the deficit PD tells us to what
extent the exact solution is confined to the two-dimensional subspace of the per-
turbation theory, and the concurrence C tells us whether the perturbation theory
captures correctly the entanglement in this subspace.
We can also use another, more directly physical quantity to quantify the e↵ects of
the nonseparable correction, namely, the condensate average density N⌘ = Nh | 3i.
This parameter is of special interest to the interferometric applications of BECs, as
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Figure 5.6: Concurrence of the condensate wave function as a function of the number
of atoms in the condensate. The discrete points are the concurrence calculated from
the Schmidt coe cients found from the numerical solution of the 3D GP equation,
as described in the text: circles (blue) signify q = 2, squares (black) q = 4, and tri-
angles (red) q = 10. The corresponding lines are the concurrence of the perturbative
Schmidt wave function, as given by Eq. (5.45). The entanglement between trans-
verse and longitudinal dimensions decreases for higher values of q, since the potential
becomes more homogeneous. Moreover, the entanglement remains remarkably small
even for relatively large N , indicating that the condensate is well approximated by
a single Schmidt term.
we discussed in Chapters 3 and 4. The average density is particularly appealing,
because it can be used to measure any of the perturbative corrections introduced
by the Schmidt decomposition, not just the nonseparable corrections. In Fig. 5.7,
we plot the average density obtained from the three-dimensional GP ground-state
solution, as well as its estimates obtained from (i) the entire perturbative Schmidt
wave function (5.15), (ii) the dominant Schmidt term alone,  0 0, and (iii) the quasi-
1D, reduced-dimension approximation, which gives average density N⌘L⌘T . Notice
that the approximation provided by the Schmidt decomposition is remarkably good
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even for relatively large atom numbers. The same is true for the approximation
given by the dominant Schmidt term, which demonstrates how small is the e↵ect of
the nonseparable corrections. Not surprisingly, in view of our previous results, the
unperturbed estimate N⌘L⌘T quickly deviates from the exact numerical results.
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Figure 5.7: Average atomic density N⌘ in harmonic trap units [56] as a function of
the number of atoms in the condensate. Discrete points are the results obtained from
the numerical solution of the 3D GP equation for di↵erent trap geometries: circles
(blue) are for q = 2, squares (black) for q = 4, and triangles (red) for q = 10. The
corresponding solid lines are those obtained from the entire perturbative Schmidt
wave function (5.15), and the dashed lines are those of the dominant Schmidt term
only, whereas the dotted lines, which deviate substantially from the exact numerical
results, are the result, N⌘T⌘L, obtained from the quasi-1D approximation. The
agreement between the exact results and those of the perturbation theory, even
for relatively large atom numbers, is remarkable. The di↵erence between the solid
and dashed lines comes from the nonseparable corrections to the dominant Schmidt
term; this contribution is quite small, confirming the conclusions drawn from the
concurrence.
The results of this section point to the interesting conclusion that the nonsepara-
ble corrections to the dominant Schmidt term are small even for relatively large N .
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Therefore, as far as the ground-state properties go, one can nearly neglect the spa-
tial entanglement and describe the condensate wave function in terms of the product
wave function corresponding to the first Schmidt term, which indeed corresponds to
the optimal product-state approximation to the condensate wave function [18].
5.3.4 Longitudinal Thomas-Fermi solution
The results presented above for the longitudinal wave functions  00 and  0, as well
the longitudinal chemical potentials µ1 and µ˜L, were all obtained from the numerical
integration of the quasi-1D GP equation (5.16) and from the numerical solution
to perturbative longitudinal equation (5.33). Below we apply the Thomas-Fermi
approximation to Eq. (5.33) and find an approximate analytical solution for the
longitudinal Schmidt function  0.
In the Thomas-Fermi approximation, we neglect the longitudinal kinetic energy
term in Eq. (5.33), considering that it corresponds to the smallest energy in the
system. As a result, the equation that defines  0 assumes the simple biquadratic
form
µ˜L   VL   g˜⌘T 20 + 3✏g˜2⌥T 40 = 0, (5.46)
whose solution is easily shown to be given by
 20 =
⌘T
6✏g˜⌥T
 
1±
s
1  12✏⌥T
⌘2T
(µ˜L   VL)
!
, (5.47)
which, in turn, can be expanded in powers of ✏ as follows
 20 =
⌘T
6✏g˜⌥T

1±
✓
1  6✏⌥T
⌘2T
(µ˜L   VL)  18✏2⌥
2
T
⌘4T
(µ˜L   VL)2
◆
+O(✏3)
 
.
(5.48)
The solution with positive sign is clearly not physical, considering that it does not
converge in the limit ✏ ! 0 and, for this reason, can be discarded. Therefore, the
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Thomas-Fermi solution for the perturbative longitudinal equation is given by
 20 =
µ˜L   VL
g˜⌘T
+ ✏
3g˜⌥T
⌘T
✓
µ˜L   VL
g˜⌘T
◆2
, (5.49)
which to zeroth order corresponds to the ordinary reduced-dimension, longitudinal
Thomas-Fermi solution, as expected.
As usual, we obtain the longitudinal Thomas-Fermi radius and the longitudinal
part of the chemical potential by imposing the positivity and normalization con-
straints on Eq. (5.49). Thus, writing
µ˜L =
1
2
kRqL, (5.50)
it is not di cult to show that
1 =
k
g˜⌘T
q⇡d 1
d(q + d)
✓
1 + ✏
3⌥T
⌘2T
q
2q + d
kRqL
◆
Rq+dL . (5.51)
We now seek a solution to (5.51) in the perturbative form
RL = RL0 + ✏RL1. (5.52)
The lowest-order radius RL0 is found trivially by setting the perturbation parameter
✏ to zero, which yields
RL0 =
✓
g˜⌘T
k
d(q + d)
q⇡d 1
◆1/(q+d)
. (5.53)
Then it is easy to show that the first order correction RL1 is given by
RL1 =  3⌥T
⌘2T
q
(2q + d)(q + d)
kRq+1L0 . (5.54)
Plugging these results back in the expression (5.50) for the longitudinal chemical
potential gives to first order in ✏
µ˜L ⇡ 1
2
k
 
RqL0 + ✏qR
q 1
L0 RL1
 
. (5.55)
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Figure 5.8: Chemical potential in units of ~!T as a function of the number of atoms in
the condensate for longitudinal potentials (5.39). Similarly to Fig. 5.2, discrete points
represent the result obtained from the numerical integration of the 3D GP equation,
with circles (blue) for q = 2, squares (black) for q = 4, and triangles (red) for
q = 10. The solid lines, however, give the corresponding approximation (5.55) coming
from the Thomas-Fermi solution of equation (5.33), whereas the dotted lines are the
estimates from the Thomas-Fermi solution of the quasi-1D GP equation (5.16). The
correction introduced by the perturbation theory leads to a better approximation
of the 3D numerical results in comparison with the quasi-1D model, although the
perturbation theory is noticeably failing as N approaches 5 000.
Figure 5.8 shows the result given by Eq (5.55) for the case plotted in Fig. 5.2. We
compare Eq (5.55) against the chemical potential given by the numerical integration
of the 3D GP equation, in addition to the quasi-1D Thomas-Fermi prediction, given
by kRqL0/2. Deviations from the quasi-1D model are again well captured by the
perturbation theory, especially for potentials with higher values of q.
The performance of the longitudinal Thomas-Fermi solution (5.49) can be seen
in Figs. 5.9 and 5.10, in which we compare the marginal distribution nL(z) plotted
in Fig 5.1 against the Thomas-Fermi approximations of the longitudinal distribu-
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Figure 5.9: Longitudinal marginal distribution for a condensate of 500 atoms in har-
monic trap units [56]. The discrete points are the results of the integration over the
transverse plane of the 3D GP ground-state solution for di↵erent trap geometries: cir-
cles (blue) signify q = 2, squares (black) q = 4, and triangles (red) q = 10. The corre-
sponding solid lines represent the Thomas-Fermi distribution (5.49), which includes
the quintic correction, whereas the dotted lines show the quasi-1D Thomas-Fermi
distribution. The marginal distribution is well described by the quintic-corrected
Thomas-Fermi distribution for all values of q. Note that for this many atoms,
N/NT ⇠ 3.5 ⇥ 10 2, so the nonlinearity is quite small. However, for the case of
a harmonic trap (q = 2), there is a significant di↵erence between Eq. (5.49) and the
quasi-1D Thomas-Fermi solution. For higher q, there is no visible di↵erence between
the two theoretical distributions.
tions, | 0(z)|2 and | 00(z)|2, respectively, for a condensate of 500 and 1 000 atoms
and the three di↵erent values of q. In both cases, the marginal distribution is very
well described by Eq. (5.49) for all the potentials (5.39). The success of approxima-
tion (5.49) is most noticeable for the q = 2 case, in which the e↵ect of the correction
provided by the quintic coupling is larger due to the inhomogeneity of the harmonic
potential. It is remarkable that we can see this e↵ect even for a condensate of 500
atoms, for which the nonlinearity is quite small (N/NT ⇠ 3.5⇥10 2). As q increases,
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however, this correction becomes less important, as we discussed before.
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Figure 5.10: Longitudinal marginal distribution for a condensate of 1 000 atoms in
harmonic trap units [56]. The discrete points are the results of the integration over
the transverse plane of the 3D GP ground-state solution for di↵erent trap geometries:
circles (blue) signify q = 2, squares (black) q = 4, and triangles (red) q = 10. The cor-
responding solid lines represent the Thomas-Fermi distribution (5.49), which includes
the quintic correction, whereas the dotted lines show the quasi-1D Thomas-Fermi
distribution. The marginal distribution is well described by the quintic-corrected
Thomas-Fermi distribution for all values of q. In the case of a harmonic trap (q = 2),
the e↵ect of the quintic coupling on | 0(z)|2 is evident, but becomes less pronounced
for higher q, as the longitudinal distribution becomes more homogeneous.
5.4 Relative-state decomposition
We conclude this chapter by noting that there is another way to do the pertur-
bation theory, which we call the relative-state method, in contrast to the Schmidt-
decomposition method developed above. Below, we show explicitly that, at the order
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we are working, the two expansion methods are equivalent.
The relative-state method starts from a relative-state decomposition of the con-
densate wave function in the bare transverse eigenbasis ⇠n,
 (⇢, r) = ⇠0(⇢)'0(r) + ✏
1X
n=1
⇠n(⇢)'n(r), (5.56)
where, as before, ✏ is a formal perturbation parameter that is set equal to 1 at the end
of the calculation. The longitudinal wave functions 'n, determined by projecting the
3D GP equation (5.8) onto the transverse eigenfunctions ⇠n, are neither orthogonal
nor normalized, but rather satisfy the following overall normalization condition
h'0|'0i+ ✏2
1X
n=1
h'n|'ni = 1. (5.57)
Expanding the GP equation (5.8) to second order in powers of ✏ and projecting
the result onto ⇠0 gives
(µ E0   ✏HL   ✏g˜⌘T'20)'0   3✏2g˜'20
1X
n=1
h⇠30 |⇠ni'n +O(✏3) = 0. (5.58)
Using the expansion (5.12) of the chemical potential and the expansion of the longi-
tudinal functions 'n in powers of ✏,
'n =
1X
m=0
✏m'nm, (5.59)
we can work out order-by-order contributions to Eq. (5.58), obtaining
µ0 = E0, (5.60) 
µ1  HL   g˜⌘T'200
 
'00 = 0, (5.61) 
µ1  HL   3g˜⌘T'200
 
'01 =  µ2'00 + 3g˜'200
1X
n=1
h⇠30 |⇠ni'n0. (5.62)
The projection of Eq. (5.8) onto ⇠n yields, to lowest order in ✏, an algebraic equation
for 'n0, whose solution is
'n0 =  g˜'300
h⇠30 |⇠ni
En   µ0 . (5.63)
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As expected, the lowest-order equations (5.60) and (5.61) correspond to the al-
ready familiar description of a quasi-d-dimensional BEC discussed in Chapter 5.1.
The first-order equations (5.62) and (5.63) can also be put in a more familiar form.
First, by plugging (5.63) into (5.62), the equation for '01 becomes 
µ1  HL   3g˜⌘T'200
 
'01 =  3g˜2⌥T'500   µ2'00, (5.64)
where ⌥T is defined in Eq. (5.23). This is the same as Eq. (5.22), and thus we
have that '0 =  0 to first order in ✏. Second, by decomposing (5.63) into a term
proportional to '00 and a term orthogonal to '00, we get
'n0 =  g˜ h⇠
3
0 |⇠ni
En   µ0
✓
⌘L'00 + ⌘L
'300   ⌘L'00
 ⌘L
◆
, (5.65)
where ⌘L and ⌘L are the quantities introduced in Eqs. (5.19) and (5.20). Comparing
to the results of the Schmidt perturbation theory, namely Eqs. (5.21) and (5.26), it is
easy to see that the term proportional to '00 introduces the correction to ⇠0, whereas
the term orthogonal to '00 describes the lowest-order spatial entanglement. In fact,
from these results, we can rewrite the relative-state decomposition (5.56) as
 =
 
⇠0   ✏g˜⌘L
1X
n=1
⇠n
h⇠30 |⇠ni
En   µ0
!
('00 + ✏'01)
  ✏g˜ ⌘L
1X
n=1
⇠n
h⇠30 |⇠ni
En   µ0
✓
'300   ⌘L'00
 ⌘L
◆
+O(✏2), (5.66)
= ( 00 + ✏ 01)( 00 + ✏ 01) + ✏ 10 10 +O(✏
2), (5.67)
which explicitly demonstrates the equivalence between the perturbative relative-state
and Schmidt decompositions. The key feature that collapses the relative-state de-
composition to just two Schmidt terms at first order in ✏ is that the part of 'n0 in
Eq. (5.65) that is orthogonal to '00 is proportional to an n-independent function of
z, the only dependence on n being the constant h⇠30 |⇠ni/(En   µ0).
Not surprisingly, the relative-state method also allows one to write an e↵ec-
tive GP-like equation for '0 with an additional attractive quintic term, just as in
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Eq. (5.33). By inserting Eq. (5.63) into Eq. (5.58), we can write
(µ˜L  HL   g˜⌘T'20 + 3✏g˜2⌥T'40)'0 +O(✏2) = 0, (5.68)
where µ˜L = µ1 + ✏µ2.
We again point out that such a self-focusing interaction has also been used to
study the propagation of solitons in attractive quasi-1D condensates, trapped by an
infinitely long cylindrical harmonic potential [50, 51, 52]. Those studies, however,
use neither a relative-state decomposition nor a Schmidt decomposition of the entire
condensate wave function to derive the additional quintic nonlinearity. Instead, it
arises from a Taylor expansion of a local, transverse chemical potential about the
maximum density of the condensate, which leads to a di↵erent coupling constant than
3g2⌥T , which is four times smaller for a cigar-shaped trap (d = 1). This factor of 4
corresponds precisely to the di↵erence between using the maximum of the Gaussian
ground-state probability distribution and the average, ⌘T , of the distribution over
itself.
Even though the relative-state perturbation theory is easier to implement, espe-
cially at higher orders than we consider here, it obscures the physics of the condensate
wave function. In the Schmidt perturbation theory, the n = 0 term gives the best
product approximation to the exact wave function, and the Schmidt theory gets di-
rectly at how that term is modified by higher-order e↵ects of the nonlinear scattering
interaction. The n > 0 terms in the Schmidt theory describe entanglement of the
transverse and longitudinal directions, and the Schmidt approach neatly separates
this entanglement from the dominant (n = 0) Schmidt term. The relative-state the-
ory can be used to calculate all these e↵ects—and, as noted, it gives the same results
at the order we are working—but it does not divide up the terms in perturbation
theory in this neatly interpreted and physically sensible way.
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As we discussed in previous chapters, our interferometric scheme with BECs can be
particularly sensitive to the true three-dimensional nature of the condensate regard-
less of its highly anisotropic confinement. As a result, corrections to the reduced-
dimension approximation have to be taken into account for an accurate analytical
description of the condensate mean-field solution and of the interferometry process.
A remaining problem in this regard is to assess how the corrections to the reduced-
dimension approximation propagate in time and a↵ect the dynamics of the con-
densate in a highly anisotropic trap. We address this question in this chapter by
developing the corresponding perturbation theory for the time-dependent GP equa-
tion.
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6.1 Dynamics via the relative-state decomposition
We showed in Chapter 5 that the perturbation expansion of the time-independent
condensate wave function can be implemented in a simpler way if derived via the
relative-state method rather than via the Schmidt decomposition. As a starting
point, this motivates us to investigate the dynamics of the condensate from a similar
perspective and to look for the perturbative relative-state decomposition of the time-
dependent condensate mean field.
As before, we model the dynamics of our BEC interferometry protocol by means
of the mean-field approximation, according to which the mean field of each BEC
component satisfies the time-dependent, coupled, two-mode Gross-Pitaevskii equa-
tion
i~ ˙↵ =
⇣
HT + ✏HL + ✏g˜↵↵| ↵|2 + ✏g˜↵ |  |2
⌘
 ↵, (6.1)
where, for simplicity of notation, we now use  ˙↵ ⌘ @ ↵/@t. Here ↵ = 1, 2,   =
2, 1, g˜↵  = (N    1)4⇡~2a↵ /m, HT (L) =  (~2/2M)r2T (L) + VT (L) is the transverse
(longitudinal) single-particle Hamiltonian, and ✏ is a formal perturbation parameter
that is set equal to 1 at the end of the calculation.
In the perturbative regime, we write the relative-state decomposition of the time-
dependent condensate wave functions  ↵(t) as
 ↵(⇢, r, t) = ⇠0(⇢)'
↵
0 (r, t) + ✏
1X
n=1
⇠n(⇢)'
↵
n(r, t), (6.2)
where {⇠n} is the eigenbasis of the transverse Hamiltonian. The longitudinal wave
functions '↵n are defined by the projection of the time-dependent mean-field solution
 ↵(t) onto the transverse eigenfunctions. Note that we assume that the two-mode,
single-particle state of the atoms is of the form
h⇢, r| 12(t)i =
⇥
 1(⇢, r, t)|1i+  2(⇢, r, t)|2i⇤ /p2, (6.3)
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with the condensate mean fields being normalized to one.
Before we carry on with the perturbative expansion of the time-dependent, two-
mode GP equation, it is convenient to redefine the longitudinal wave functions rela-
tive to an interaction picture in which fast trivial oscillations are removed. Because
of the high anisotropy of the trapping potential, we expect the transverse bare trap
energy to be the fastest time scale in the perturbative regime, and therefore we define
'↵n(t) ⌘ eiE0t/~'↵n(t). (6.4)
Now, following the same ideas from Chapter 5.4, we first expand the two-mode
GP equation (6.1) to second order in powers of ✏ and then project it onto ⇠0, thus
obtaining the follow equation for '↵0
i~'˙↵0 = ✏
⇣
HL + g˜↵↵⌘T |'↵0 |2 + g˜↵ ⌘T |' 0 |2
⌘
'↵0
+ ✏2
1X
n=1
h⇠30 |⇠ni
h ⇣
2g˜↵↵|'↵0 |2 + g˜↵ |' 0 |2
⌘
'↵n + g˜↵↵('
↵
0 )
2'↵⇤n
i
+ ✏2g˜↵ '
↵
0
1X
n=1
h⇠30 |⇠ni
⇣
' 0'
 ⇤
n +'
 ⇤
0 '
 
n
⌘
, (6.5)
where we used that the expansion of the nonlinear term to second order in ✏ is
✏(g˜↵↵| ↵|2 + g˜↵ |  |2) ↵ = ✏⇠30(g˜↵↵|'↵0 |2 + g˜↵ |' 0 |2)'↵0 e iE0t/~
+ ✏2g˜↵ ⇠
2
0'
↵
0 e
 iE0t/~
1X
n=1
⇠n
⇣
' 0'
 ⇤
n +'
 ⇤
0 '
 
n
⌘
+ ✏2⇠20e
 iE0t/~
1X
n=1
⇠n
h ⇣
2g˜↵↵|'↵0 |2 + g˜↵ |' 0 |2
⌘
'↵n
+ g˜↵↵('
↵
0 )
2'↵⇤n
i
+O(✏3). (6.6)
Similarly, the projection of Eq. (6.1) onto ⇠n yields to lowest order in ✏ the time
evolution equation for the longitudinal functions '↵n, which reads
i~'˙↵n = (En   E0)'↵n + h⇠n|⇠30i
⇣
g˜↵↵|'↵0 |2 + g˜↵ |' 0 |2
⌘
'↵0 +O(✏). (6.7)
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One can now easily integrate Eq. (6.7), obtaining the formal solution
'↵n(t) '↵n(0)e i(En E0)t/~ =  
i
~h⇠n|⇠
3
0i
Z t
0
ds e i(En E0)(t s)/~
⇣
g˜↵↵|'↵0 (s)|2
+ g˜↵ |' 0 (s)|2
⌘
'↵0 (s) +O(✏), (6.8)
which, in turn, can be used to eliminate '↵n(t) from Eq. (6.5). By plugging Eq. (6.8)
back into Eq. (6.5), we get
i~'˙↵0 = ✏
⇣
HL + g˜↵↵⌘T |'↵0 |2 + g˜↵ ⌘T |' 0 |2
⌘
'↵0 + ✏
2⌘2T
⇣
2g˜↵↵|'↵0 |2 + g˜↵ |' 0 |2
⌘
⇥
Z t
0
ds
⇣
g˜↵↵|'↵0 (s)|2 + g˜↵ |' 0 (s)|2
⌘
GT (t  s)'↵0 (s)
+ ✏2⌘2T g˜↵↵('
↵
0 )
2
Z t
0
ds
⇣
g˜↵↵|'↵0 (s)|2 + g˜↵ |' 0 (s)|2
⌘
G⇤T (t  s)'↵⇤0 (s)
+ ✏2⌘2T g˜↵ '
↵
0
Z t
0
ds
⇣
g˜  |' 0 (s)|2 + g˜ ↵|'↵0 (s)|2
⌘⇣
' 0G
⇤
T (t  s)' ⇤0 (s)
+' ⇤0 GT (t  s)' 0 (s)
⌘
+ ✏2I↵0 (t), (6.9)
where
GT (t) =   i~
1X
n=1
h⇠30 |⇠ni2
⌘2T
e i(En E0)t/~ (6.10)
is the temporal correlation function in units of 1/~ and
I↵0 (t) =
⇣
2g˜↵↵|'↵0 |2 + g˜↵ |' 0 |2
⌘ 1X
n=1
h⇠30 |⇠ni'↵n(0)e i(En E0)t/~
+ g˜↵↵('
↵
0 )
2
1X
n=1
h⇠30 |⇠ni'↵⇤n (0)ei(En E0)t/~
+ g˜↵ '
↵
0
1X
n=1
h⇠30 |⇠ni
⇣
' 0'
 ⇤
n (0)e
i(En E0)t/~ +' ⇤0 '
 
n(0)e
 i(En E0)t/~
⌘
(6.11)
is the term associated with the initial condensate wave function.
Equations (6.8) and (6.9) may thus be regarded as the final result of the relative-
state method. Not surprisingly, '↵0 satisfies to lowest order the idealized reduced-
dimension description of the time-dependent GP equation discussed in Chapter 3.6.
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The higher-order terms, on the other hand, introduce corrections to the reduced-
dimension approximation that act as e↵ective three-body, attractive, intra- and in-
terspecies interactions. These interactions are mediated by the changes in the trans-
verse wave function and e↵ectively take place on the time scale set by the correlation
function GT .
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Figure 6.1: Temporal correlation function GT for the case of a pancake-like trap
(D = 1) and a transverse harmonic potential in units of ~ 1. Time is measured in
units of ! 1T . The dashed, black line represents the real part of GT , whereas the
dotted, black line corresponds to its imaginary part. The solid, purple line is the
absolute value of Eq. (6.12) for D = 1. GT is a periodic function with fundamental
oscillation frequency equal to 2!T . The anharmonicity of GT essentially comes from
the lowest two nonvanishing modes in the spectral decomposition (6.10), as shown
in Fig. 6.3.
Interestingly, the temporal correlation function (6.10) has a closed-form solution
for the case of a transverse harmonic potential. By using Eqs. (5.36) and (5.37), we
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Figure 6.2: Temporal correlation function GT for the case of a cigar-shaped trap
(D = 2) and a transverse harmonic potential in units of ~ 1. Time is measured in
units of ! 1T . The dashed, blue line represents the real part ofGT , whereas the dotted,
blue line corresponds to its imaginary part. The solid, orange line is the absolute
value of Eq. (6.12) for D = 2. Similarly to the D = 1 case, the temporal correlation
function GT for a cigar-shaped BEC is also a periodic function with fundamental
oscillation frequency equal to 2!T . The anharmonicity of GT is mainly due to the
lowest two nonvanishing modes in the spectral decomposition (6.10) (see Fig. 6.3).
can write GT as
GT (t) =
8>>>><>>>>:
i
~
✓
1  2p
4  e 2i!T t
◆
, D = 1 (pancake),
i
~
✓
1
1  4e2i!T t
◆
, D = 2 (cigar),
(6.12)
where we also used that En   E0 = Dn~!T , with !T being the transverse trap
frequency. Note that for a quasi-1D potential (D = 2), n corresponds to the radial
quantum number of the harmonic potential [cf. Chapter 5.2 for further details].
Figures 6.1 and 6.2 respectively shows the temporal correlation function (6.12)
for both 2D and 1D trap geometries. For both trap geometries, the fundamental
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Figure 6.3: Value of the coe cients h⇠30 |⇠ni2 (in units of ⌘2T ) for a harmonic transverse
trap for the first eight terms in the series (6.10). For every n, we show the value
of the coe cient for a cigar-shaped potential (black bar on the left) as well as for a
pancake-like trap (blue bar on the right). Note that for a quasi-1D potential (D = 2),
n represents the radial quantum number of the harmonic potential [cf. Chapter 5.2
for further details]. For both cases, the spectral representation of GT reveals a single
dominant mode, namely n = 1 for a cigar and n = 2 for a pancake-like potential,
that oscillate with frequency equal to 2!T . The remaining terms, on the other hand,
are much smaller and therefore introduce the slight anharmonicity seen in Figs. 6.1
and 6.2.
oscillation frequency of GT is equal to 2!T . The anharmonicity of GT is better
understood from the spectral representation (6.10). Figure (6.3) shows the value of
the coe cients h⇠30 |⇠ni2 for the first few terms in the series expansion (6.10), which
reveals the dominant mode with frequency equal to 2!T and the remaining smaller
terms responsible for the anharmonicity seen in Figs. 6.1 and 6.2. Note that in the
case of a pancake-like potential (D = 1), the well defined parity of the transverse
ground state requires ⇠30 to be orthogonal to states with odd parity. Therefore, the
dominant mode in the decomposition (6.10) corresponds to the n = 2 term.
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6.2 Adiabatic elimination of '↵n
Due to the high anisotropy of the trapping potential, we expect the evolution of the
longitudinal modes to take place on a much longer time scale than the transverse
modes. In fact, our perturbation expansion is valid as long as this assumption holds,
for according to Eq. (6.9), '˙↵0 = O(✏). In this section, we use this result to derive
an adiabatic approximation for '↵n, which we then use to bring Eq. (6.9) to a more
tractable form.
We start by simply integrating Eq. (6.8) by parts, which lets us write the following
relation for '↵n(t):
'↵n(t) '↵n(0)e i(En E0)t/~ =  
h⇠n|⇠30i
En   E0 e
 i(En E0)(t s)/~
⇣
g˜↵↵|'↵0 (s)|2
+ g˜↵ |' 0 (s)|2
⌘
'↵0 (s)
   t
0
+O(✏). (6.13)
Here the first term on the right-hand side arises from the straightforward integration
of the rapidly oscillating exponential in Eq. (6.8), whereas the last term is of higher
order in ✏ because it involves time derivatives of '↵0 and '
↵⇤
0 . We assume from now
on that these higher-order terms in Eq. (6.13) are negligible, on the grounds that
the perturbation expansion is only meaningful if such terms remain small during the
time scale of the evolution. Under this approximation, we write
'↵n(t) ' '˜↵n(t) + I˜↵n (t), (6.14)
where
'˜↵n(t) =  
h⇠n|⇠30i
En   E0
⇣
g˜↵↵|'↵0 (t)|2 + g˜↵ |' 0 (t)|2
⌘
'↵0 (t) (6.15)
corresponds to the adiabatic following of |'↵0 |2'↵0 and |' 0 |2'↵0 , which is the dominant
dynamical e↵ect described by Eq. (6.13). The remaining lowest-order term, which
we define as
I˜↵n (t) =
 
'↵n(0)  '˜↵n(0)
 
e i(En E0)t/~, (6.16)
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is associated with the deviation of the projection of the initial condensate wave
function onto ⇠n, that is '↵n(0), from its adiabatic variant '˜
↵
n(0).
We can now use the adiabatic approximation (6.14) to eliminate '↵n(t) from
Eq. (6.5) and obtain a more tractable evolution equation for '↵0 than Eq. (6.9):
i~'˙↵0 = ✏
⇣
HL + g˜↵↵⌘T |'↵0 |2 + g˜↵ ⌘T |' 0 |2
⌘
'↵0
+ ✏2
1X
n=1
h⇠30 |⇠ni
h ⇣
2g˜↵↵|'↵0 |2 + g˜↵ |' 0 |2
⌘
'˜↵n + g˜↵↵('
↵
0 )
2'˜↵⇤n
+ g˜↵ '
↵
0
⇣
' 0 '˜
 ⇤
n +'
 ⇤
0 '˜
 
n
⌘ i
+ ✏2I˜↵0 ,
= ✏
⇣
HL + g˜↵↵⌘T |'↵0 |2 + g˜↵ ⌘T |' 0 |2
⌘
'↵0
  ✏2⌥T
⇣
3g˜↵↵|'↵0 |2 + g˜↵ |' 0 |2
⌘⇣
g˜↵↵|'↵0 |2 + g˜↵ |' 0 |2
⌘
'↵0
  2✏2⌥T g˜↵ '↵0 |' 0 |2
⇣
g˜  |' 0 |2 + g˜ ↵|'↵0 |2
⌘
+ ✏2I˜↵0 , (6.17)
where the coupling parameter ⌥T is the same as defined in Eq. (5.23) and
I˜↵0 =
1X
n=1
h⇠30 |⇠ni
h ⇣
2g˜↵↵|'↵0 |2 + g˜↵ |' 0 |2
⌘
I˜↵n + g˜↵↵('
↵
0 )
2I˜↵⇤n
+ g˜↵ '
↵
0
⇣
' 0 I˜
 ⇤
n +'
 ⇤
0 I˜
 
n
⌘ i
. (6.18)
After reorganizing the second-order terms in Eq. (6.17), we obtain the final form
of the e↵ective, coupled, two-mode evolution equation for the dominant longitudinal
wave function '↵0
i~'˙↵0 = ✏
⇣
HL + g˜↵↵⌘T |'↵0 |2 + g˜↵ ⌘T |' 0 |2
⌘
'↵0
  ✏2⌥T
⇣
3g˜2↵↵|'↵0 |4 + (4g˜↵↵ + 2g˜ ↵)g˜↵ |'↵0 |2|' 0 |2
+ g˜↵ (g˜↵  + 2g˜  )|' 0 |4
⌘
'↵0 + ✏
2I˜↵0 , (6.19)
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where
I˜↵0 =
⇣
2g˜↵↵|'↵0 |2 + g˜↵ |' 0 |2
⌘
( ↵    ˜↵ ) + g˜↵↵('↵0 )2( ↵⇤    ˜↵ ⇤)
+ g˜↵ '
↵
0
h
' 0 ( 
 ⇤    ˜ ↵⇤) +' ⇤0 (      ˜ ↵)
i
. (6.20)
Here we introduce the functions
 ↵(t) =
1X
n=1
h⇠n|⇠30i'↵n(0)e i(En E0)t/~, (6.21)
 ˜↵ (t) =  
⇣
g˜↵↵|'↵0 (0)|2 + g˜↵ |' 0 (0)|2
⌘
'↵0 (0) T (t), (6.22)
 T (t) =
1X
n=1
h⇠n|⇠30i2
En   E0 e
 i(En E0)t/~. (6.23)
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Figure 6.4: Plots of  T as a function of time for a pancake-like geometry (D = 1)
and transverse harmonic potential in units of (~!T/⌘2T ) 1. Time is measured in units
of ! 1T . The dashed, black line represents the real part of  T , whereas the dotted,
black line corresponds to its imaginary part. The solid, purple line is the absolute
value of Eq. (6.24) for D = 1.
The importance of the source term I˜↵0 in determining the dynamical behavior of
'↵0 essentially depends on the di↵erence between '
↵
n(0) and '˜
↵
n(0). As shown by
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Eqs. (6.21) and (6.22), I˜↵0 is a rapidly varying function in comparison to the other
terms in Eq. (6.19). In the case of a transverse harmonic confinement, we can write
 T (t) in the closed form
 T (t) =
8>>>><>>>>:
  ⌘
2
T
~!T
ln
"
1
2
 
1 +
r
1  1
4
e 2i!T t
!#
, D = 1 (pancake),
  ⌘
2
T
2~!T
ln
✓
1  1
4
e 2i!T t
◆
, D = 2 (cigar),
(6.24)
whose absolute value and real and imaginary parts are plotted in Figs. 6.4 and 6.5,
respectively for D = 1 and D = 2.
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Figure 6.5: Plots of  T as a function of time for a cigar-shaped trap (D = 2) with a
transverse harmonic potential in units of (~!T/⌘2T ) 1. Time is measured in units of
! 1T . The dashed, blue line represents the real part of  T , whereas the dotted, blue
line corresponds to its imaginary part. The solid, orange line is the absolute value
of Eq. (6.24) for D = 1.
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6.2.1 Single-mode dynamics within the adiabatic
elimination of '↵n
It is worth pointing out that the dynamical equations for the case of a single-mode
BEC can be trivially obtained from Eqs. (6.14) and (6.19). By simply setting g˜↵  = 0
and dropping the, in this case, superfluous index ↵, we get
'n =   h⇠n|⇠
3
0i
En   E0 g˜|'0(t)|
2'0(t) + I˜n(t), (6.25)
i~'˙0 = ✏
 
HL + g˜⌘T |'0|2   3✏g˜2⌥T |'0|4
 
'0 + ✏
2I˜0(t), (6.26)
where
I˜n =
 
'n(0)  '˜n(0)
 
e i(En E0)t/~, (6.27)
I˜0 = 2g˜|'0|2(    ˜) + g˜'20( ⇤    ˜⇤), (6.28)
and
 (t) =
1X
n=1
h⇠n|⇠30i'n(0)e i(En E0)t/~, (6.29)
 ˜(t) =  g˜|'0(0)|2'0(0) T (t). (6.30)
Not surprisingly, Eqs. (6.25) and (6.26) correspond to the time-dependent versions
of Eqs. (5.63) and (5.68), but with the additional terms I˜n and I˜0. Note that in the
stationary case, 'n = '˜n, and hence   =  ˜. As a result, both I˜n and I˜0 vanish and
the questions reduce to that of the previous chapter.
6.3 Two-mode dynamics of a cigar-shaped
87Rb condensate revisited
We are finally in position to revisit the numerical simulations presented in Chapter 4
and use the results of the relative-state decomposition derived above to analyze the
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Ramsey interferometry protocol which employs a cigar-shaped 87Rb condensate in
hyperfine levels |F = 1,MF =  1i and |F = 2,MF = 1i.
6.3.1 Time scales
In Chapter 4.4, our numerical simulations showed that the relevant time scale for the
relative dynamics of the two-mode 87Rb condensate is given by the idealized Ramsey
fringe frequency ⌦N = N⌘ 1/~. Within the reduced-dimension approximation, this
frequency is approximated by ⌦rda = ⌘T⌘L 1/~, which sets the characteristic time
scale of the short-time, relative evolution of the longitudinal wave functions '10 and
'20.
In Fig. 6.6, we plot the values of the Ramsey fringe frequencies ⌦N and ⌦rda,
as a function of the atom number for the same parameters used in Chapter 4.3.1
and the three di↵erent values of q. We calculate ⌦N using the numerical evaluation
of ⌘, whereas we use the reduced-dimension formula (4.20) to determine ⌦rda. Not
surprisingly, ⌦rda gives an upper-bound on the numerical values ⌦N . The impor-
tant point here is not the di↵erence between ⌦N and ⌦rda, but rather that both are
much smaller than the transverse frequency !T , as is to be expected for the highly
anisotropic potentials used in our simulations. This result suggests that the longi-
tudinal frequencies do satisfy the adiabatic condition ⌦N ,⌦rda ⌧ !T . We therefore
expect that the longitudinal two-mode equations (6.19) may be used to model the
dynamics of our BEC interferometry protocol.
6.3.2 Two-mode evolution
In the simulations of the BEC interferometer, we assumed that both modes were
occupied by the same number of atoms. For this case, the interspecies coupling is
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Figure 6.6: Idealized fringe frequency ⌦N = N⌘ 1/~ as a function of the number
of condensed atoms in units of the bare transverse frequency !T . The dashed lines
correspond to the reduced-dimension estimate ⌦rda = N⌘T⌘L 1/~ which gives an
upper-bound to the fringe frequency ⌦N calculated using the numerical results for
⌘. Both frequencies are much smaller than the transverse trap frequency !T .
symmetric for both modes, that is, g˜12 = g˜21 = g12(N   1)/2. Thus, we write the
longitudinal two-mode equations (6.19) as
i~'˙10 = ✏
 
HL + g˜11⌘T |'10|2 + g˜12⌘T |'20|2
 
'10
  ✏2⌥T
⇣
3g˜211|'10|4 + (4g˜11 + 2g˜12)g˜12|'10|2|'20|2
+ g˜12(g˜12 + 2g˜22)|'20|4
⌘
'10 + ✏
2I˜10 , (6.31)
i~'˙20 = ✏
 
HL + g˜22⌘T |'20|2 + g˜21⌘T |'10|2
 
'20
  ✏2⌥T
⇣
3g˜222|'20|4 + (4g˜22 + 2g˜12)g˜12|'20|2|'10|2
+ g˜21(g˜21 + 2g˜11)|'10|4
⌘
'20 + ✏
2I˜20 , (6.32)
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which, of course, are written under the assumption that the longitudinal functions
'1n(t) and '
2
n(t) can be approximated by Eq.(6.14) and, hence, are given by
'1n(t) =  
h⇠n|⇠30i
En   E0
 
g˜11|'10(t)|2 + g˜12|'20(t)|2
 
'10(t) + I˜
1
n(t), (6.33)
'2n(t) =  
h⇠n|⇠30i
En   E0
 
g˜22|'20(t)|2 + g˜12|'10(t)|2
 
'20(t) + I˜
2
n(t). (6.34)
Before we write down the expressions for the source terms in the equations above,
we use below the results from the relative-state decomposition of the ground state
wave function, derived in Chapter 5.4, to bring I˜10 , I˜
2
0 , I˜
1
n, and I˜
2
n to a simpler form.
In our mean-field model, we suppose that all N atoms occupy the same initial
single-particle state  (⇢, z)|1i, where the mean field  (⇢, z) is the solution of the
time-independent GP equation. For this particular choice of the initial state, we
have shown in Chapter 5 that, in the perturbative regime N ⌧ NT , the condensate
wave function can be approximated by the relative-state decomposition (5.56), which
in this case reads
 (⇢, z) = ⇠0'0 + ✏
1X
nr=1
⇠nr'nr0 =  
1(t = 0) =  2(t = 0), (6.35)
where '0 is the solution to
(µ˜L  HL   g˜⌘T'20 + 3✏g˜2⌥T'40)'0 = 0, (6.36)
with g˜ = (N   1)g11 and
'nr0 = '
1
n(t = 0) = '
2
n(t = 0) =  g˜'300
h⇠30 |⇠ni
En   E0 , (6.37)
which follows directly from Eq. (6.16).
Using Eq.(6.37), we can write Eq.(6.14) as
I˜↵n (t) =  
 
g˜   g˜↵↵   g˜↵ 
 
'300
h⇠30 |⇠ni
En   E0 e
 i(En E0)t/~, (6.38)
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and the functions (6.21) and (6.22) as
 1(t) =  2(t) =  g˜'300 T (t), (6.39)
 ˜↵ (t) =   (g˜↵↵ + g˜↵ )'300 T (t). (6.40)
In Eq. (6.40), we used that '↵0 (0) = '00+O(✏) and kept only the lowest-order terms,
considering that the source terms are of quadratic order in ✏.
From Eqs. (6.39) and (6.40), it follows trivially that
 1    ˜12 =  (g˜   g˜11   g˜12)'300 T (t), (6.41)
 2    ˜21 =  (g˜   g˜22   g˜12)'300 T (t). (6.42)
For our particular choice of the hyperfine levels of 87Rb, the interspecies coupling
is given approximately by the arithmetic mean of the intraspecies coe cients, that is,
g12 ⇡ (g11+g22)/2 [31], which equivalently means that g11 g12 ⇡ (g11 g22)/2 =  1.
Therefore, it follows that
g˜   g˜11   g˜12 = 1
2
(g11   g12)(N   1) ⇡ 2 1(N   1), (6.43)
g˜   g˜22   g˜12 = 1
2
(2g11   g12   g22)(N   1) ⇡ 3 1(N   1). (6.44)
We can now put all these results together with Eqs. (6.20) and (6.38) to write all
the source terms as
I˜10 (t) =  2 1(N   1)'300
n 
2g˜11|'10(t)|2 + g˜12|'20(t)|2
 
 T (t) + g˜11('
1
0(t))
2 ⇤T (t)
+
3
2
g˜12'
1
0(t)
⇥
'20(t) 
⇤
T (t) +'
2⇤
0 (t) T (t)
⇤ o
, (6.45)
I˜20 (t) =  3 1(N   1)'300
n 
2g˜22|'20(t)|2 + g˜12|'10(t)|2
 
 T (t) + g˜22('
2
0(t))
2 ⇤T (t)
+
1
3
g˜12'
2
0(t)
⇥
'10(t) 
⇤
T (t) +'
1⇤
0 (t) T (t)
⇤ o
, (6.46)
I˜1n(t) =  2 1(N   1)'300
h⇠30 |⇠ni
En   E0 e
 i(En E0)t/~, (6.47)
I˜2n(t) =  3 1(N   1)'300
h⇠30 |⇠ni
En   E0 e
 i(En E0)t/~. (6.48)
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However, because  1 ⌧ g22, g12, g11 we do expect the contribution from all the
source terms to the two-mode evolution to be negligible. In other words, since the
initial longitudinal function 'n(0) is not much di↵erent from '˜↵n, the evolution of '
↵
n
should not di↵er much from the adiabatically tracking solutions.
6.3.3 Numerical results
In the following, we study the two-mode evolution described by our perturbative
model by numerical integration of Eqs. (6.31) and (6.32). We restrict our numerical
analysis to the same scenario of the 3D simulations presented in Chapter 4.3.2.
That is, we consider a two-mode 87Rb condensate with scattering lengths a11 =
100.40, a12 = 97.66, and a22 = 95.00 (in atomic units) [31], and trapped by potentials
of the from
V (⇢, z) =
1
2
(m!2T⇢
2 + kzq), (6.49)
with q = 2, 4, and 10. We set the transverse frequency to 350 Hz and the longitudinal
harmonic frequency to 3.5 Hz. The sti↵ness parameter k is chosen so that NT
remains the same for the two other values of q. Thus, all the traps have the same
one-dimensional regime of atom numbers with NT ' 14 000 atoms.
Ramsey fringes
The relevant dynamical e↵ect for our metrology protocol is the relative phase accumu-
lated by the mean-field solutions. As we explained in Chapter 4.3.2, the di↵erential
phases ultimately give rise to an interference fringe pattern in the phase detection
signal of the interferometer which depends on the spatial overlap h 2| 1i, as shown
in Eq.(4.8).
116
Chapter 6. Dynamics of the condensate in highly anisotropic traps
According to the relative-state decomposition (6.2), it is easy to see that, at the
order we are working, the dominant longitudinal functions '10 and '
2
0 carry all the
information about the relative phase between the three-dimensional condensate wave
functions  2 and  1, since
h 2| 1i = h'20|'10i+O(✏2). (6.50)
By using the numerical solutions of the time-dependent 3D GP equation and
of Eqs. (6.31) and (6.32), we calculate the two spatial overlaps in Eq. (6.50) as a
function of time for various atom numbers. In addition, we also calculate the spatial
overlap between the numerical solutions of the quasi-1D time-dependent GP equation
(the reduced-dimension approximation) to use as a benchmark for our (relative-state-
decomposition perturbation) model.
In Fig. 6.7, we show the comparison between the Ramsey fringes calculated from
these three spatial overlaps for a condensate of 500 atoms. For all the three longitu-
dinal potentials, our model reproduces the exact 3D numerics remarkably well during
the entire integration time interval. The reduced-dimension approximation, on the
other hand, only holds in the earliest stages of the evolution, for about a quarter of a
fringe period. It is no surprise that as the traps get harder and more homogeneous,
both models achieve a better performance. Note that in this case of rather small
nonlinearities (N/NT ⇠ 3.5 ⇥ 10 2), the reduction in the fringe visibility due to
position-dependent di↵erential phases is quite small, being almost absent for q = 10.
However, as we discussed in Chapter 4.4, this e↵ect becomes obvious for stronger
couplings, as illustrated in Fig. 6.8 for a condensate of 1 000 atoms. For this many
atoms and same time window of 1 s, the agreement between our model and the 3D
solution is still quite good, specially for the more homogeneous trapping potentials
q = 4 and q = 10. Both fringe frequency and amplitude are well predicted by our
model, showing a substantial improvement over the reduced-dimension approxima-
tion. For a harmonic trap, small deviations from the expected signal accumulate over
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Figure 6.7: Ramsey fringes for a cigar-shaped 87Rb BEC of 500 atoms. The points
correspond to the results of the numerical integration of the time-dependent, coupled,
two-mode, three-dimensional GP equations (4.22) for the di↵erent trapping poten-
tials (4.13): circles (blue) correspond to q = 2, squares (black) to q = 4, and triangles
(red) to q = 10. The corresponding solid lines are the numerical results of the integra-
tion of Eqs. (6.31) and (6.32), given by the relative-state-decomposition perturbation
theory. The dashed lines represent the results coming from the numerical integra-
tion of the time-dependent two-mode quasi-1D GP equation (the reduced-dimension
approximation). For all three trap geometries, the agreement between our model
and the exact 3D numerics is remarkably good during the whole 1s of integration
time. The reduced-dimension approximation, on the other hand, can only describe
earlier stages of the evolution. As q increases, both models achieve a better perfor-
mance. Note that the reduction in the fringe visibility is small, being almost absent
for q = 10.
time, resulting in an evident phase mismatch around t = 500 ms. For a condensate
of 2 000 atoms, our model starts to break down, as shown in Fig. 6.9. For all q’s,
the reduction in fringe visibility is still well captured by our perturbative equations,
with agreement with the 3D numerics getting better as q increases, but the predicted
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Figure 6.8: Ramsey fringes for a cigar-shaped 87Rb BEC of 1 000 atoms (labeling
convention as in Fig. 6.7). The points represent the numerical results of the inte-
gration of the time-dependent, coupled, two-mode 3D GP equations for the di↵erent
trapping potentials (6.49), whereas the lines are the respective relative-state (solid)
and quasi-1D (dashed) predictions. The agreement between our model and the 3D
solution is quite good, specially for the q = 4 and q = 10 cases. Both fringe frequency
and amplitude are better predicted by our model than by the reduced-dimension ap-
proximation. For q = 2, small deviations from the expected signal accumulate over
time, resulting in a phase mismatch around t = 500 ms.
fringe frequency is a bit too small. This e↵ect becomes more obvious for a larger
condensate with 5 000 atoms. As clearly seen in Figure 6.10, our prediction of the
fringe frequency is too small and thus shows the complete breakdown of our model,
which fails to describe the correct relative phase accumulation.
Source terms
As a brief remark, we point out that in all the results presented in this section, the
solutions to Eqs. (6.31) and (6.32) take into account the source terms that arise due
to the di↵erence '↵n(0)  '˜↵n(0) [cf. Chapter 6.2 for further details]. However, we do
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time (ms)
(a)
(c)
(b)
Figure 6.9: Ramsey fringes for a cigar-shaped 87Rb BEC of 2 000 atoms trapped by
the potentials (6.49) with (a) q = 2, (b) q = 4, (c) q = 10. The points represent
the numerical results of the integration of the time-dependent, coupled, two-mode
3D GP equations. Solid lines are the respective relative-state predictions, whereas
the dashed lines are results coming from the numerical solution of the quasi-1D GP
equation. The reduction in fringe visibility is still well captured by our model, with
agreement with the 3D numerics getting better as q increases. The predicted fringe
frequency, however, is a bit too small, which points to the beginning of the breakdown
of the perturbation theory, which becomes evident in Fig. 6.10.
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time (ms)
(a)
(b)
(c)
Figure 6.10: Ramsey fringes for a cigar-shaped 87Rb BEC of 5 000 atoms trapped by
the potentials (6.49) with (a) q = 2, (b) q = 4, (c) q = 10. The points represent
the numerical results of the integration of the time-dependent, coupled, two-mode
3D GP equations. Solid lines are the respective relative-state predictions, whereas
the dashed lines are results coming from the numerical solution of the quasi-1D GP
equation. The perturbation theory breaks down, and Eqs. (6.31) and (6.32) can no
longer correctly describe the relative phase accumulation by the condensate mean
fields.
expect the contribution of the source terms to be quite small for the initial condition
we used. To verify this, we plot in Figs. (6.11) and (6.12) the predicted Ramsey
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fringes for 1 000 and 5 000 atoms using the solutions of Eqs. (6.31) and (6.32) with
and without the contribution from the source terms. The di↵erence in the computed
overlaps is indeed quite small, being of the order of 10 4 for the case of 1 000 atoms
and 10 3 for 5 000 atoms, as shown in the insets of Figs. (6.11) and (6.12) for the
harmonic trap.
Figure 6.11: Ramsey fringes for 1 000 atoms using the solutions of Eqs. (6.31) and
(6.32) with (solid line) and without (dash-dotted line) the contribution from the
source terms for q = 2, 4, 10 (blue, black, red). The two lines almost lie on top of one
another. The inset shows a closeup for the q = 2 case around t = 465 ms, showing a
di↵erence of the order of 10 4 between the two fringes.
Thomas-Fermi estimates
For the traps and atom numbers that we are considering, we know it is legitimate to
ignore the kinetic-energy term in Eqs. (6.31) and (6.32) and work in the longitudinal
Thomas-Fermi approximation, similarly to what we did back in Chapter 4.4. Within
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Figure 6.12: Ramsey fringes for 5 000 atoms using the solutions of Eqs. (6.31) and
(6.32) with (solid line) and without (dash-dotted line) the contribution from the
source terms for q = 2, 4, 10 (blue, black, red). The two lines almost lie on top of one
another. The inset shows a closeup for the q = 2 case around t = 415 ms, showing a
di↵erence of the order of 10 3 between the two fringes.
this regime, the probability densities do not change with time, i.e.,
|'↵0 (z, t)|2 = |'0(z, 0)|2 ⌘ Q0(z), (6.51)
with |'0(z, 0)|2 given by Eq. (5.49); hence the two-mode evolution can be described
by a simple accumulation of a phase that depends on the local atomic linear density,
given by
'↵0 (z, t) =
p
Q0(z) exp

  it~
✓
1
2
kzq + ⌘TQ0(z)(g˜↵↵ + g˜↵ ) (6.52)
  ✏⌥TQ20(z)(3g˜2↵↵ + 3g˜2↵  + g˜↵ (4g˜↵↵ + 2g˜  )
◆ 
. (6.53)
This yields an overlap
h'20|'10i =
Z
dzQ0(z)e i ✓(z), (6.54)
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where the position-dependent di↵erential phase shift is given by
 ✓(z) =
(N   1)⌘TQ0(z) 1 t
~
✓
1  ✏⌥T
⌘T
Q0(z)(3g˜11 + 3g˜22 + 2g˜12)
◆
. (6.55)
In Fig. 6.13, we show the imaginary part of the overlap (6.54) for 1 000 and com-
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Figure 6.13: Same as Fig. 6.8 (1 000 atoms), but here the lines correspond to the
Thomas-Fermi estimate (6.54) for q = 2, 4, 10 (blue, black, red). Equation (6.54)
provides a very good account of the exact 3D fringe signal (dots), with better agree-
ment for short times and for harder traps. However, for longer times the analytical
model breaks down, which suggests that the probability densities can no longer be
regarded as constants in time.
pare it against the exact 3D overlap and the reduced-dimension prediction given by
Eq. (4.27). The Thomas-Fermi estimate (6.54) provides a very good account of the
exact 3D fringe signal, being far superior than the quasi-1D model. As expected,
the agreement with the 3D numerics gets better for higher q and shorter times. For
longer times, however, the assumption of a constant probability density is no longer
valid and the Thomas-Fermi approximation breaks down. Figure 6.14 shows the
same comparison for 2 000 atoms, but without the ine↵ective quasi-1D results. For
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Figure 6.14: Same as Fig. 6.9 (2 000 atoms), but here the lines correspond to the
Thomas-Fermi estimate (6.54) for q = 2, 4, 10 (blue, black, red). The agreement
between the exact 3D overlap and Eq. (6.54) is still good for the harder traps q = 4
and q = 10. For q = 10, in particular, the mode provides the correct prediction for
the entire integration time. For q = 2, however, the model quickly deviates from the
expected 3D numerical signal (dots), due to changes in the probability densities.
q = 2 and q = 4, deviations from the exact fringe pattern become significant af-
ter a quarter of a fringe period. For q = 10, however, our analytical prediction is
remarkably accurate.
It should be no surprise that our model with perturbative attractive corrections
gives a better approximation to the fringe frequency and the reduction in fringe visi-
bility than the model discussed in Chapter 4.4, which was derived from the quasi-1D
GP equation. What still remains to be better explained, however, is the good per-
formance of the ad hoc procedure for correcting the reduced-dimension results that
we formulated in that same chapter. To this end, it is instructive to compare the
relative-state-perturbation results for a BEC of 1 000 atoms, plotted in Fig. 6.13,
with the ad hoc adjustments for the same case shown in Fig. 4.8. This two results
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Figure 6.15: Same as Fig. 6.13 (1 000 atoms), but here the dashed lines correspond to
the signal given by the ad hoc procedure shown in Fig. 4.8. The lines correspond to
the Thomas-Fermi estimate (6.54), whereas the points represent the numerical results
of the integration of the time-dependent, coupled, two-mode 3D GP equations for
q = 2, 4, 10 (blue, black, red). Despite being obtained in very distinct ways, the
di↵erence between the two methods of adjusting ⌘T is very small, and only becomes
relevant at about three quarters of a fringe period. The two lines are quite similar
for all traps, with the agreement being better for harder traps. Note that for q = 10,
the two curves are barely distinguishable.
are plotted together in Fig. 6.15 for the three di↵erent longitudinal potentials. Sur-
prisingly, the two results are quite similar for all traps, despite being obtained in
very distinct ways. As a matter of fact, for q = 10, the two curves are barely distin-
guishable. At first, this result might seem somewhat puzzling, but in fact it is quite
elucidating. Essentially, both procedures attempt to describe the nonlinear e↵ects
on the radial profile that are neglected in the reduced-dimension approximation. In
the ad hoc procedure, this is done by using the numerically computed ⌘ to deter-
mine the transverse ⌘T from the ad hoc formula ⌘T = ⌘/⌘L, with ⌘L being given
by Eq. (4.26). The relative-state perturbation theory, on the other hand, corrects
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not only the transverse, but also the longitudinal profile of the reduced-dimension
approximation. Furthermore, it also introduces corrections to the assumption of a
product state, which will be discussed in more detail in Chapter 6.3.4. As far as the
spatial overlap (6.54) is concerned, not only the transverse, but also the longitudi-
nal correction play a role in adjusting the reduced-dimension approximation (4.27).
Comparing the two overlaps, one may interpret the longitudinal correction as coming
from the distribution Q0(z) and the transverse correction coming from an adjusted
⌘T , which is given by
⌘T = ⌘T   ✏⌥TQ0(z)(3g˜11 + 3g˜22 + 2g˜12). (6.56)
Note that in contrast to the ad hoc formula, the correction to ⌘T in Eq. (6.56) is a
function of the local axial density NQ0(z) and, hence, takes into account inhomo-
geneities in the trapping confinement. For a condensate of 1 000 atoms, Fig. 6.15
shows that the di↵erence between these two methods of adjusting ⌘T is indeed very
small, and only becomes relevant at about three quarters of a fringe period. As q
increases, however, the local axial distribution Q0(z) becomes more homogeneous
and similar to the quasi-1D Thomas-Fermi distribution q0 (see Fig. 5.10), and as a
result, such di↵erence tends to disappear. For larger atom numbers, this is no longer
true and the two methods are expected to diverge, as shown by the fringe pattern
of 2 000 atoms plotted in Fig. 6.16. For 5 000 atoms, we know that our perturbative
expansion breaks down (see Fig. 6.10), whereas the ad hoc procedure still manages
to provide a reasonably good account of the exact 3D fringe signal because it uses
the exact value of ⌘ (see Fig. 4.9).
Average densities
To further examine the extent to which our perturbative approach correctly describes
the two-mode evolution, we study below the dynamics of the average mean-field
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Figure 6.16: Same comparison as in Fig. 6.15, but for 2 000 atoms. The dashed lines
correspond to the signal given by the ad hoc procedure discussed in Chapter 4.4, the
lines correspond to the Thomas-Fermi estimate (6.54), and the points represent the
numerical results of the integration of the time-dependent, coupled, two-mode 3D
GP equations for q = 2, 4, 10 (blue, black, red). For this many atoms, the two lines
start to diverge at about one quarter of a fringe period. Our perturbative expansion
indeed starts to break down, whereas the ad hoc procedure still manages to provide
a reasonably good account of the exact 3D fringe signal because it uses the exact
value of ⌘. This can be better seen in the fringe signal for 5 000 atoms, shown in
Figs. 6.10 and 4.9.
densities for various atom numbers. In particular, we can use the perturbation
theory to describe the density evolution up to a point where the spatial separation
becomes clearly apparent (see Fig. 4.6).
According to the perturbative expansion (6.2), to first order in ✏, the average
single-mode density per atom is given by
⌘↵(t) =
Z
d3r | ↵(t)|4, (6.57)
= ⌘T⌘
↵
L(t) + 2✏
1X
n=1
h⇠n|⇠30i
Z
dz |'↵0 (t)|2
 
'↵⇤0 (t)'
↵
n(t) + c.c.
 
, (6.58)
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where
⌘↵L(t) =
Z
dz |'↵0 (t)|4. (6.59)
Within the adiabatic approximation (6.14) of '↵n(t), we can split Eq.(6.58) in two
terms in the following way:
⌘↵(t) = ⌘˜↵(t) + ⌘˜
↵
I (t). (6.60)
The first term, which is given by
⌘˜↵(t) = ⌘T⌘
↵
L(t) + 2✏
1X
n=1
h⇠n|⇠30i
Z
dz |'↵0 (t)|2
 
'↵⇤0 (t)'˜
↵
n(t) + c.c.
 
, (6.61)
includes the dominant contributions which arise from '↵0 and '˜
↵
n. By using Eq.(6.15)
and introducing the quantities below
⌘↵L6(t) =
Z
dz |'↵0 (t)|6, (6.62)
⌘↵↵ L (t) =
Z
dz |'↵0 (t)|4|' 0 (t)|2, (6.63)
we can write ⌘˜↵(t) in the more compact form
⌘˜↵(t) = ⌘T⌘
↵
L(t)  4✏⌥T
⇣
g˜↵↵⌘
↵
L6(t) + g˜↵ ⌘
↵↵ 
L (t)
⌘
. (6.64)
The second term in (6.60) follows from the source term I˜↵n and is equal to
⌘˜↵I (t) = 2✏
1X
n=1
h⇠n|⇠30i
Z
dz |'↵0 (t)|2
 
'↵⇤0 (t)I˜
↵
n (t) + c.c.
 
, (6.65)
which together with Eqs. (6.47) and (6.48) gives
⌘˜1I (t) =  4✏ 1(N   1)
Z
dz '300|'10(t)|2
⇣
'1⇤0 (t) T (t) + c.c.
⌘
, (6.66)
⌘˜2I (t) =  6✏ 1(N   1)
Z
dz '300|'20(t)|2
⇣
'2⇤0 (t) T (t) + c.c.
⌘
. (6.67)
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Similarly, using Eqs. (6.2) and (6.14), we can write the density overlap,
⌘12(t) =
Z
d3r | 1(t)|2| 2(t)|2, (6.68)
as
⌘12(t) = ⌘˜12(t) + ⌘˜
12
I (t), (6.69)
where
⌘˜12(t) = ⌘T⌘
12
L (t)  2✏⌥T [(g˜11 + g˜12)⌘112L (t) + (g˜22 + g˜12)⌘221L (t)], (6.70)
⌘12L (t) =
Z
dz |'10(t)|2|'20(t)|2, (6.71)
and
⌘˜12I (t) =  3✏ 1(N   1)
Z
dz '300|'10(t)|2
⇣
'2⇤0 (t) T (t) + c.c.
⌘
  2✏ 1(N   1)
Z
dz '300|'20(t)|2
⇣
'1⇤0 (t) T (t) + c.c.
⌘
. (6.72)
Our first step in studying the time evolution of the mean-field densities is simply
to calculate ⌘1(t), ⌘2(t), and ⌘12(t), as instructed by Eqs. (6.57) and (6.68), using
the numerical solutions of the time-dependent 3D GP equation (6.1). We compare
them to the relative-state predictions (6.60) and (6.69). Again, we also calculate
the corresponding predictions from the reduced-dimension approximation to use as a
benchmark to our model. Figures 6.17, 6.18 and 6.19 show these three quantities in
harmonic trap units [56] respectively for q = 2, 4 and 10. In each figure, we consider
the cases for 500, 1 000, 2 000, and 5 000 atoms. In all cases, we can see that the 3D
mean densities are poorly described by the reduced-dimension approximation. Our
model, however, manages to reproduce the exact mean densities remarkably well for
500 and 1 000 atoms. More significant deviations appear for 2 000 atoms, and for
5 000 atoms, the model gives entirely incorrect predictions for the density evolution.
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Figure 6.17: Time evolution of the average densities ⌘1 (orange) and ⌘2 (green), and
of the density overlap ⌘12 (purple) for q = 2 and (a) N = 500, (b) N = 1000,
(c) N = 2000, and (d) N = 5000. The points represent the numerical results of
the integration of the time-dependent, coupled, two-mode 3D GP equations. Solid
lines are the respective relative-state predictions, whereas the dashed lines are results
coming from the numerical solution of the quasi-1D GP equation. In all cases, the
3D mean densities are poorly described by the reduced-dimension approximation.
Our perturbative model, on the other hand, performs extremely well, except for
N = 5000, when the model breaks down.
We should point out that the case q = 10 and N = 500 is an exception to the previous
statement. For this particular case, numerical instabilities a↵ected the calculation of
the initial longitudinal wave functions '10(0) and '
2
0(0), which consequently resulted
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Figure 6.18: Time evolution of the average densities ⌘1 (orange) and ⌘2 (green), and
of the density overlap ⌘12 (purple) for q = 4 and (a) N = 500, (b) N = 1000,
(c) N = 2000, and (d) N = 5000. The points represent the numerical results of
the integration of the time-dependent, coupled, two-mode 3D GP equations. Solid
lines are the respective relative-state predictions, whereas the dashed lines are results
coming from the numerical solution of the quasi-1D GP equation. Our perturbative
model performs extremely in all cases, except for N = 5000, when the model breaks
down. Note that for 2 000 atoms, more significant deviations appear. The reduced-
dimension approximation fails to describe the 3D mean densities in all cases.
in the inaccurate density dynamics seen in Fig. 6.19(a). Note, however, that this
numerical error does not seem to a↵ect the good agreement for the relative phases
shown in Fig. 6.7.
132
Chapter 6. Dynamics of the condensate in highly anisotropic traps
0 100 200 300 400 500 600 700 800 900 1000
3
4
5
6
7
8
9
10
x 10−3
time (ms)
(a) (b)
(c) (d)
Figure 6.19: Time evolution of the average densities ⌘1 (orange) and ⌘2 (green), and
of the density overlap ⌘12 (purple) for q = 10 and (a) N = 500, (b) N = 1 000, (c)
N = 2 000, and (d) N = 5 000. The points represent the numerical results of the
integration of the time-dependent, coupled, two-mode 3D GP equations. Solid lines
are the respective relative-state predictions, whereas the dashed lines are results
coming from the numerical solution of the quasi-1D GP equation. Note that the
inaccurate density dynamics seen in subplot (a) is due to numerical instabilities that
a↵ected the calculation of the initial longitudinal wave functions '10(0) and '
2
0(0).
However, this numerical error does not seem to a↵ect the good agreement for the
relative phases shown in Fig. 6.7.
The two-mode density evolution shown in Figs. 6.17–6.19 can roughly be de-
scribed as follows. Initially all densities are the same, i.e., ⌘1(0) = ⌘2(0) = ⌘12(0),
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hence, the earlier stage of the dynamics is essentially dictated by the di↵erent scat-
tering couplings. Thus, atoms in mode 1 are initially pushed towards the edges of
the trap due to the stronger intraspecies repulsion (g11 > g12 > g22), while atoms
in mode 2 get compressed in the center of trap by the atoms in mode 1 because of
the interspecies repulsion (g12 > g22). Therefore, the wave function for mode 1 gets
wider than the wave function of the second mode. In other words, the mean atomic
density ⌘1 decreases while ⌘2 increases, and as the two components get driven apart
from each other, the density overlap ⌘12 naturally drops. Of course, the atomic repul-
sion is counterbalanced by the trapping potential and at some point this dynamics
is reversed.
The somewhat complex nonlinear evolution in Figs. 6.17–6.19 makes it challeng-
ing to further analyze the dynamical behavior of the mean-field densities. To gain a
deeper understanding of the results, we examine the renormalized single-mode mean
densities, ⌘¯1 and ⌘¯2, which we define according to
⌘¯↵ =
⌘↵
⌘¯
, (6.73)
where
⌘¯ =
⌘1 + ⌘2
2
(6.74)
is the arithmetic mean of the two average densities.
Figures 6.20, 6.21, and 6.22 show the time evolution of ⌘¯1 and ⌘¯2 for q = 2, 4,
and 10, respectively. In each figure, we plot the cases N = 500, 1 000, 2 000, and
5 000. The time evolution of ⌘¯1 and ⌘¯2 is, in fact, much simpler than of ⌘1 and ⌘2,
and, therefore, easier to interpret. For instance, it is evident in Figs. 6.20–6.22 both
the symmetry in the relative dynamics of the two modes and the suppression of the
spreading of the condensate wave function with increasing q. Indeed, note that the
harder the trap, the closer ⌘¯1 and ⌘¯2 get to 1.
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Figure 6.20: Time evolution of the renormalized average densities ⌘¯1 (orange) and ⌘¯2
(green) for q = 2 and (a) N = 500, (b) N = 1000, (c) N = 2000, and (d) N = 5000.
The points represent the numerical results of the integration of the time-dependent,
coupled, two-mode 3D GP equations. Solid lines are the respective relative-state
predictions, whereas the dashed lines are results coming from the numerical solution
of the quasi-1D GP equation.
More importantly, the comparison of the dynamics of ⌘↵ with of ⌘¯↵ reveals an
interesting fact about the dynamics of our model. The results for the renormal-
ized average densities are clearly better described by our model than the evolution
of ⌘1 and ⌘2. The cases of a condensate with 5 000 atoms, shown in subplot (d)
of Figs. 6.17 6.19, is a good example of what we mean. In these three cases, our
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Figure 6.21: Time evolution of the renormalized average densities ⌘¯1 (orange) and ⌘¯2
(green) for q = 4 and (a) N = 500, (b) N = 1000, (c) N = 2000, and (d) N = 5000.
The points represent the numerical results of the integration of the time-dependent,
coupled, two-mode 3D GP equations. Solid lines are the respective relative-state
predictions, whereas the dashed lines are results coming from the numerical solution
of the quasi-1D GP equation.
model failed to predict the correct density evolution. However, when we analyze the
renormalized densities in subplot (d) of Figs. 6.20–6.22, this is clearly no longer the
case. The agreement between the exact 3D results and our perturbation model is
overall reasonably good, and it gets better for shorter times and harder traps, as is
to be expected. Surprisingly, the same can also be said for the reduced-dimension
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predictions, for there is a dramatic improvement in the agreement between the 3D
exact dynamics and the quasi-1D model. In fact, the reduced-dimension approxima-
tion failed in all the cases shown in Figs. 6.17 6.19. Figures 6.20–6.22, on the other
hand, show that the evolution of ⌘¯1 and ⌘¯2 can be well described by the quasi-1D
GP equation, specially for smaller atom numbers. These results are indeed very re-
vealing, for they clearly indicate that Eqs. (6.31) and (6.32) predict, to some extent,
the correct relative density dynamics in spite of the use of an imprecise initial condi-
tion, which is ultimately related to underestimations of the transverse profile of the
condensate.
Finally, we introduce the renormalized density overlap, F⌘, as the ratio of ⌘12 to
the geometric mean of the single-mode average densities, i.e.,
F⌘ = ⌘12p
⌘1⌘2
. (6.75)
This quantity is equal to zero if there is no overlap between the mean-field distribu-
tions and is equal to one when they completely overlap, thus working analogously
to the fidelity of quantum states. Figure 6.23 shows the time evolution of Eq. (6.75)
for N = 500, 1 000, 2 000, and 5 000 and the three di↵erent traps q = 2, 4 and 10.
This figure nicely shows the time-scale on which the condensate density is constant,
which increases as the trap gets harder, as expected. During this time interval, the
two-mode dynamics simply correspond to the accumulation of a position-dependent
phase-shift, as we heuristically discussed in Chapter 4. In addition, the agreement
between our model and the 3D numerics is very good for the entire integration time,
except for 5 000 atoms, when we see the modeling breaking down around 200 ms.
This result indeed enforces our previous conclusion that Eqs. (6.31) and (6.32) pre-
dict to some extent the correct relative density dynamics in spite of the use of an
incorrect initial condition.
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Figure 6.22: Time evolution of the renormalized average densities ⌘¯1 (orange) and ⌘¯2
(green) for q = 10 and (a) N = 500, (b) N = 1000, (c) N = 2000, and (d) N = 5000.
The points represent the numerical results of the integration of the time-dependent,
coupled, two-mode 3D GP equations. Solid lines are the respective relative-state
predictions, whereas the dashed lines are results coming from the numerical solution
of the quasi-1D GP equation.
6.3.4 Instantaneous Schmidt decomposition
of the two-mode BEC mean field
Having successfully obtained a perturbative description of the time-dependent mean
field of the two-component BEC, we turn now to the question of how to obtain the
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Figure 6.23: Time evolution of F⌘ = ⌘12/p⌘1⌘2 for (a) N = 500, (b) N = 1 000, (c)
N = 2 000, and (d) N = 5000 and the three di↵erent traps q = 2, 4, and 10 (blue,
black, and red). This quantity is zero when there is no spatial overlap between the
mean-field densities and is equal to one when they completely overlap. The points
represent the numerical results of the integration of the time-dependent, coupled,
two-mode 3D GP equations. Solid lines are the respective relative-state predictions,
whereas the dashed lines are results coming from the numerical solution of the quasi-
1D GP equation. The agreement between our model and the 3D numerics is very
good for the entire integration time, except for 5 000 atoms, when we see the modeling
breaking down around 200 ms.
Schmidt decomposition from the relative-state decomposition (6.2).
In the single-mode case, we showed in Chapter 5 that the condensate mean-field
solution has the form of a two-qubit state. The two-mode condensate state (6.3),
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on the other hand, corresponds to a tripartite state, for it has an additional qubit
degree of freedom, namely, the two possible hyperfine configurations. Because the
Schmidt decomposition only applies to bipartite systems, the decomposition of tri-
partite states is not unique and depends on the specific way one chooses to partition
the system.
Below we show that the instantaneous Schmidt decomposition of the two-mode
condensate state can be retrieved from its relative-state decomposition if we separate
the transverse degrees of freedom from the longitudinal and hyperfine (internal)
degrees of freedom. From all possible bipartitions, this is the one that is physically
relevant for understanding the reduced-dimension structure of the mean field of a
highly anisotropic condensate, for it relies on the physical di↵erence between the
high energy scale of the tightly confined dimensions and the much lower energy scale
of the longitudinal and hyperfine degrees of freedom.
The procedure we describe next is very similar to the one discussed in Chapter 5.4.
We start by pointing out that the two-mode, single-particle state (6.3) can be written
in the form of the spinor
~ 12 =
1p
2
0@ 1
 2
1A , (6.76)
which represents a vector in the two-dimensional hyperfine space, whose components
are the condensate wave functions
 ↵ = e iE0t/~
 
⇠0'
↵
0 + ✏
1X
n=1
⇠n'
↵
n
!
, (6.77)
and satisfies the following normalization condition
h~ 12|~ 12i = 1 +O(✏2). (6.78)
For simplicity, from here on we remove the initial-condition terms from our equations
by assuming that '↵n(0) = '˜
↵
n(0), which implies that the same equality holds at all
times.
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We now move toward a Schmidt decomposition by separating out the transverse
degrees of freedom from the other ones in Eq. (6.76),
~ 12 = ⇣0~'0 + ✏⇣1~'1, (6.79)
where
⇣0 = ⇠0e
 iE0t/~, (6.80)
⇣1 =  e iE0t/~
1X
n=1
⇠n
h⇠n|⇠30i
En   E0 , (6.81)
and
~'0 =
1p
2
0@'10
'20
1A , (6.82)
~'1 =
1p
2
0@g˜11|'10|2'10 + g˜12|'20|2'10
g˜22|'20|2'20 + g˜12|'10|2'20
1A . (6.83)
We can formulate the two-term decomposition (6.79) because, as in the static
case, we can segregate the n dependence of the n > 1 corrections in a transverse
piece, leaving a longitudinal-hyperfine piece that has no n dependence. The resulting
decomposition is not yet in Schmidt form, for the functions are not orthonormal, but
we can easily transform it in Schmidt form. We begin by noting that
h⇣0|⇣0i = 1, (6.84)
h⇣0|⇣1i = 0, (6.85)
h⇣1|⇣1i =
1X
n=1
h⇠n|⇠30i2
(En   E0)2 , (6.86)
h~'0|~'0i = 1, (6.87)
h~'0|~'1i = 1
2
 
g˜11⌘
1
L + g˜22⌘
2
L + 2g˜12⌘
12
L
 
, (6.88)
h~'1|~'1i = 1
2
 
g˜211⌘
1
L6 + g˜
2
22⌘
2
L6 + (2g˜11 + g˜12)g˜12⌘
112
L + (2g˜22 + g˜12)g˜12⌘
221
L
 
.
(6.89)
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We now write
~ 12 =
 
⇣0 + ✏h~'0|~'1i⇣1
 
~'0 + ✏⇣1
 
~'1   h~'0|~'1i~'0
 
, (6.90)
which inspires us to define the following functions,
 0 = ⇣0 + ✏h~'0|~'1i⇣1, (6.91)
 1 =
⇣1ph⇣1|⇣1i (6.92)
~ 0 = ~'0, (6.93)
~ 1 =
~'1   h~'0|~'1i~'0ph~'1|~'1i   |h~'0|~'1i|2 . (6.94)
At the order we are working,  0 and  1 are orthonormal, whereas ~ 0 and ~ 1 are or-
thonormal by construction. Thus, Eqs. (6.91)–(6.94) form the perturbative Schmidt
basis of the two-mode condensate state (6.79). Therefore, we write
~ 12 =
p
 0 0~ 0 + ✏
p
 1 1~ 1, (6.95)
where the squared Schmidt coe cients are given by
 0 = 1, (6.96)
 1 = h⇣1|⇣1i
 h~'1|~'1i   |h~'0|~'1i|2  . (6.97)
As in Chapter 5.3.3, we can quantify the bipartite entanglement of state (6.79)
using Wootterss concurrence [57], which in this case is given by
C = 2
p
 0 0 = 2h⇣1|⇣1i
 h~'1|~'1i   |h~'0|~'1i|2  . (6.98)
In the case of a cigar-shaped BEC,
h⇣1|⇣1i =
✓
⌘T
2~!T
◆2
Li2(1/4), (6.99)
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and thus it follows that the concurrence can be written as
C =
✓
⌘T
2~!T
◆2
Li2(1/4)
"
g˜211
2
⇣
⌘1L6   (⌘1L)2
⌘
+
g˜222
2
⇣
⌘2L6   (⌘2L)2
⌘
+ g˜212
⇣
⌘112L + ⌘
221
L   2(⌘12L )2
⌘
+
1
2
 
g˜211⌘
1
L6 + g˜
2
22⌘
2
L6   2g˜11g˜22⌘1L⌘2L
 
+ 2g˜12
 
g˜11⌘
112
L + g˜22⌘
221
L   g˜11⌘1L⌘12L   g˜22⌘2L⌘12L
 #
. (6.100)
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Figure 6.24: Concurrence (6.100) of the two-mode condensate state (6.95) as a func-
tion of time and atom number for q = 2. The entanglement remains remarkably small
even for relatively large N , indicating that the condensate is well approximated by
a single Schmidt term. In comparison to Figs. 6.25 and 6.26, the entanglement be-
tween the transverse dimensions and the longitudinal-hyperfine degrees of freedom
decreases as the potential becomes more homogeneous.
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We show the concurrence (6.100) in Figs. 6.24, 6.25, and 6.26 as a function of time
and atom number, respectively, for q = 2, 4, 10. In all cases, the concurrence oscillates
in time as well as increases as N gets larger. More importantly, we can verify that
the entanglement between transverse and the remaining dimensions is quite small
for all cases, even for larger atom numbers. Moreover, it also decreases as the trap
gets harder. These results indicate that the two-mode condensate state (6.95) is
well described by the product state corresponding to the first Schmidt term. As we
discussed in Chapter 5, the dominant term in the Schmidt decomposition corresponds
to the optimal product-state approximation to state (6.95). Lastly, this result not
only confirms that the tightly confined dimensions can indeed be decoupled from the
problem, but it naturally shows the correct way to do it.
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Figure 6.25: Concurrence (6.100) of the two-mode condensate state (6.95) as a func-
tion of time and atom number for q = 4. As for a harmonic trap, the entanglement
between the transverse dimensions and the longitudinal-hyperfine degrees of freedom
is remarkably small even for relatively large N , indicating that the condensate is well
approximated by a single Schmidt term.
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Figure 6.26: Concurrence (6.100) of the two-mode condensate state (6.95) as a func-
tion of time and atom number for q = 10. In comparison to the other traps, the
concurrence for q = 10 has the lowest values. Therefore, to very good approximation
the nonseparable corrections are indeed negligible.
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Conclusion and perspective
This dissertation presents a detailed theoretical analysis of a recent experimental
proposal of a Ramsey interferometry scheme that takes advantage of the nonlin-
ear scattering interactions in a two-mode 87Rb Bose-Einstein condensate to achieve
detection sensitivities that scale better than the 1/N limit of linear metrology [1].
In view of current experimental techniques and typical parameters, our results are
a proof-of-principle investigation that confirms that the proposed experiment can,
in terms of sensitivity scaling, outperform Heisenberg-limited linear interferometry.
The use of a BEC for such task is also very attractive from a more practical perspec-
tive. It is a highly controllable system which is widely available in current atomic
physics experiments. Moreover, the proposed protocol does not rely on complicated
state preparation or measurement schemes nor on entanglement generation to en-
hance the measurement sensitivity. As a matter of fact, during the time frame of
this dissertation, experimental progress has already been made towards the imple-
mentation of high-precision BEC interferometers, using the same system that we
study here [32, 33, 34].
In our analysis, we study the ground-state properties of the condensate and its
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dynamics, both analytically and numerically by means of a mean-field description.
In addition, we numerically simulate the interferometry experiment and examine in
detail potential problems and challenges that arise in its implementation, such as
the degrading of the sensitivity scaling with increasing atom number and the spatial
di↵erentiation of the wave functions of the two modes.
In short, because the sensitivity scaling depends on the average density of the
condensate, it is a↵ected by the expansion of the atomic cloud as a function of the
number of atoms in the condensate. For this reason, homogeneous trapping poten-
tials, such as a hard-walled box, o↵er the ideal scenario for the implementation of
nonlinear BEC metrology. In this situation, the degrading of the scaling is completely
suppressed, as the BEC cannot expand as more atoms are added. However, a more
realistic situation involves the use of inhomogeneous trapping potentials. In this case,
we showed that one possible solution is to confine the BEC in a highly anisotropic
potential, which suppresses the expansion in the tightly confined directions. In such
geometries, the sensitivity scaling is better than 1/N and a homogeneous ring poten-
tial would be the preferred architecture, which we plan to consider in future studies.
On a di↵erent note, inhomogeneities in the highly anisotropic trapping potential
are also harmful to the interferometric signal, for it ultimately leads to reduction
in the fringe visibility. This requires a more accurate description of the fringe sig-
nal, which takes into account the spatial di↵erentiation of the wave functions of the
two modes. We formulate an improved model for the highly anisotropic conden-
sate that partially describes the di↵erentiation of the wave functions by including a
position-dependent phase shift across the condensate. This model, based on a lon-
gitudinal Thomas-Fermi approximation, gives a considerably refined account of the
fringe signal of our protocol. In addition, our model takes into account, by means
of perturbative techniques, the e↵ects of the scattering interaction on the transverse
degrees of freedom of the gas, which is an important e↵ect in the accurate estima-
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tion of the signal frequency. Our theoretical model is not limited to the study of the
interference e↵ects that we describe in this dissertation. We envision applying it to
study more general dynamics of other condensates and di↵erent phenomena, such as
soliton propagation.
We should also point out that the quantity that is measured in the proposed
metrology protocol is essentially a constant. Estimating a constant using sophis-
ticated quantum measurement schemes is interesting only as a proof of principle,
because there is nothing to preclude estimating the same constant using much sim-
pler, classical measurement techniques. Since the measured quantity is a constant,
we have the time to perform whatever number of repetitions of the simplest estima-
tion procedure is required to achieve the desired accuracy. Metrology protocols of the
type described here would be relevant in circumstances where there are constraints
on the available time or on the available number of atoms. The available time can be
constrained, for example, because the quantity that is being measured is changing,
as in the case of magnetometry. In such scenarios, picking the optimal metrology
scheme with the best measurement uncertainty, given the constraints, is of primary
importance. For our proposal using a BEC, one possibility is to work around a broad
Feshbach resonance that makes the scattering lengths sensitive to external magnetic
fields. We might then be able to use our scheme for high-precision magnetometry.
In reality, this dissertation can be regarded as our first step in the investigation
of practical implementations of high-precision, nonlinear BEC interferometers. This
is an exciting novel field of research and there is still plenty of work to be done.
As a continuation in this line of research, we plan to include decoherence and noise
e↵ects in our current model. This requires us to find corrections to the mean field
approximation, which enable us to deal with the many-particle entanglement created
by the J2z term in the two-mode Hamiltonian. Note that this term, if handled
properly, could also be used to boost the sensitivity of a BEC interferometer, for
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it creates squeezing in the condensate state [59, 60]. Interestingly, it remains to be
shown if the squeezing produced by the J2z term could be advantageously combined
with the nonlinear-enhanced rotation governed by the NJz evolution in the same
metrology protocol.
Finally, in our investigations of the physics of highly anisotropic BECs, we fol-
low a quantum information theory perspective. This novel way of looking at these
systems has proven to be not only interesting, but also quite useful. Indeed, our per-
turbative Schmidt decomposition of the condensate wave function unveils important
information about the condensate that is hidden in the structure of the mean-field so-
lution. First, the Schmidt perturbation theory automatically gives the best product
approximation to the exact condensate wave function, which is the dominant term
in the decomposition and not the one obtained in the reduced-dimension approxi-
mation. Moreover, the Schmidt theory gets directly at how that term is modified by
higher-order e↵ects of the nonlinear scattering interaction. Second, the remaining
terms in the Schmidt theory describe the entanglement between the transverse and
longitudinal directions. In the perturbative regime, we showed that only one extra
term in the decomposition is su cient to account for this spatial entanglement. The
comparisons of the Schmidt perturbation theory with the exact numerical results,
presented in Chapter 5.3, suggest that the ground-state condensate wave function,
for surprisingly high atom numbers, is well approximated by only two Schmidt terms
perturbation theory and even by the dominant Schmidt term alone. This prompts
us to wonder what happens to the Schmidt decomposition of the ground-state wave
function as the atom number crosses over from reduced-dimension behavior for atom
numbers belowNT to three-dimensional behavior aboveNT . We end this dissertation
with this idea, on which we have already commenced work. We have evidence, to be
presented elsewhere, that throughout the crossover, the ground-state wave function
continues to be well approximated by two Schmidt terms, and this suggests that an
approximate description based on just two Schmidt terms might work through the
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entire crossover and into the three-dimensional regime.
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Appendix A
Integrals over Thomas-Fermi
distributions
In the intermediate Thomas-Fermi regime, i.e., NL ⌧ N ⌧ NT , we need to do
integrals over the Thomas-Fermi probability density (3.44),
Il(N, d, q) ⌘
Z
ddr | (r)|2l
=
✓
k/2
(N   1)g⌘T
◆l Z
d⌦d 1
Z r˜N
0
rd 1dr (r˜qN   rq)l
=
✓
k/2
(N   1)g⌘T
◆l
r˜d+qlN Sd 1Jl(d, q)
=
✓
µL
(N   1)g⌘T
◆l
r˜dNSd 1Jl(d, q), (A.1)
where Sd 1 = dVd is the area of a unit sphere in d  1 dimensions and
Jl(d, q) ⌘
Z 1
0
du ud 1(1  uq)l =   ⇡
sin(l⇡) ( l)
 (d/q)
q (d/q + l + 1)
(A.2)
for l >  1.
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It is easy to see that
Jx+l(d, q)
Jx(d, q)
=
(x+ 1) · · · (x+ l)
(d/q + x+ 1) · · · (d/q + x+ l) . (A.3)
Combined with J0 = 1/d, this gives, when l is a nonnegative integer,
Jl(d, q) =
l! ql
d(d+ q)(d+ 2q) · · · (d+ lq) . (A.4)
Notice also that
Jl(d, 2) =
Z ⇡/2
0
dv sind 1v cos2l+1v =
 (d/2) (l + 1)
2 (d/2 + l + 1)
. (A.5)
Now we use
k/2
(N   1)g⌘T Sd 1 =
d
rd+q0
NL   1
N   1 (A.6)
to write
I1(N, d, q) = dJ1(d, q)
✓
r˜N
r0
◆d+q NL   1
N   1 =
q
d+ q
✓
r˜N
r0
◆d+q NL   1
N   1 (A.7)
and
Il(N, d, q) = I1(N, d, q)
Jl(d, q)
J1(d, q)
✓
µL
(N   1)g⌘T
◆l 1
. (A.8)
In the upper Thomas-Fermi regime, i.e., N   NT , we need to do integrals over
the Thomas-Fermi probability density (3.50),
Kl(N, d, q) ⌘
Z
dD⇢ ddr | (⇢, r)|2l
=
✓
k/2
(N   1)g
◆l Z
d⌦D 1
Z ⇢˜N
0
⇢D 1d⇢
Z
d⌦d 1
Z r˜N (⇢)
0
rd 1dr (r˜qN(⇢)  rq)l
=
✓
m!2T/2
(N   1)g
◆l✓m!2T
k
◆d/q
⇢˜D+2(l+d/q)N SD 1Sd 1Jl+d/q(D, 2)Jl(d, q)
=
✓
µ
(N   1)g
◆l✓m!2T
k
◆d/q
⇢˜D+2d/qN SD 1Sd 1Jl+d/q(D, 2)Jl(d, q). (A.9)
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Now we use m!2T/k = r
q+2
0 /4⇢
4
0 and
m!2T/2
(N   1)g
✓
m!2T
k
◆d/q
=
1
32⇡ d22d/q
1
⇢5 d+2d/q0
NT   1
N   1 (A.10)
to write
K1(N, d, q) = dJ1+d/q(D, 2)J1(d, q)
SD 1
4(4⇡)D/222d/q
✓
⇢˜N
⇢0
◆5 d+2d/q NT   1
N   1 (A.11)
and
Kl(N, d, q) = K1(N, d, q)
Jl+d/q(d, q)Jl(d, q)
J1+d/q(d, q)J1(d, q)
✓
µ
(N   1)g
◆l 1
. (A.12)
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Perturbation expansion
Our objective in this Appendix is to derive the equations for  00,  00,  01,  01,  10,
and  10. The first two of these give the lowest-order contribution to the dominant
(n = 0) Schmidt term, and the second two are the first-order corrections to the
lowest-order behavior of this dominant Schmidt term. The last two give the lowest-
order contribution to the second Schmidt term and thus describe the lowest-order
entanglement between the transverse and longitudinal directions.
We only need to work to at most second order in ✏ to determine the quantities
we are interested in, so we use the Schmidt decomposition (5.9) in the form
 =  0 0 + ✏ 1 1 + ✏
2 2 2 +O(✏
3). (B.1)
The transverse and longitudinal basis functions are further expanded as in Eqs. (5.13)
and (5.14).
We first consider the consequences of the various normalization and orthogonality
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conditions. The overall normalization of the wave function,
1 = h | i = h 0| 0i+ ✏2h 1| 1i+O(✏4)
= h 00| 00i+ 2✏h 01| 00i+ ✏2
 
2h 02| 00i+ h 01| 01i+ h 10| 10i
 
+O(✏4),
(B.2)
implies that
h 00| 00i = 1, (B.3)
h 01| 00i = 0, (B.4)
h 02| 00i =  h 01| 01i+ h 10| 10i
2
. (B.5)
The orthogonality relations (5.10) for the transverse basis functions, carried to
second order in ✏, imply
c2n nm = h n| mi = h n0| m0i+ ✏
 h n1| m0i+ h n0| m1i 
+ ✏2
 h n2| m0i+ h n0| m2i+ h n1| m1i +O(✏3). (B.6)
For the cases of interest, we get
n = m = 0 : c20 = h 0| 0i = 1  ✏2h 10| 10i+O(✏3), (B.7)
n = 1,m = 0 : h 10| 00i = 0, h 11| 00i =  h 10| 01i, (B.8)
n = 2,m = 0 : h 20| 00i = 0, (B.9)
n = m = 1 :  1 = h 1| 1i = h 10| 10i+O(✏). (B.10)
Likewise, the orthonormality (5.11) of the longitudinal basis functions, carried to the
same order in ✏, gives
n = m = 0 : h 00| 00i = 1, h 01| 00i = 0, h 02| 00i =  h 01| 01i/2,
(B.11)
n = 1,m = 0 : h 10| 00i = 0, h 11| 00i =  h 10| 01i, (B.12)
n = 2,m = 0 : h 20| 00i = 0, (B.13)
n = m = 1 : h 10| 10i = 1. (B.14)
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Now we use the Schmidt decomposition (B.1) to expand the GP equation (5.8)
to second order in powers of ✏, i.e.,
(µ0+✏µ1 + ✏
2µ2) 0 0 + (µ0 + ✏µ1)✏ 1 1 + µ0✏
2 2 2 = HT ( 0 0 + ✏ 1 1
+ ✏2 2 2) + ✏(HL + g˜ 
2
0 
2
0) 0 0 + ✏
2(HL + 3g˜ 
2
0 
2
0) 1 1 +O(✏
3). (B.15)
By projecting Eq. (B.15) onto  0 and then onto  0, keeping in mind the strict
orthogonality and reality of the Schmidt basis functions, we get
(HT   µ0) 0 + ✏
⇥h 0|(HL   µ1)| 0i+ g˜h 0| 30i 20⇤ 0
+ ✏2
⇥  µ2 0 + h 0|(HL   µ1)| 1i 1 + 3g˜h 1| 30i 20 1⇤+O(✏3) = 0,
(B.16)
h 0|(HT   µ0)| 0i 0 + ✏
⇥h 0|(HT   µ0)| 1i 1 + h 0| 0i HL   µ1) 0
+ g˜h 0| 30i 30
⇤
+ ✏2
⇥  h 0| 0iµ2 0 + h 0|(HT   µ0)| 2i 2
+ 3g˜h 1| 30i 20 1
⇤
+O(✏3) = 0. (B.17)
We now expand the Schmidt-basis functions in powers of ✏ as in Eqs. (5.13)
and (5.14). Keeping terms to second order, we find that the transverse part of the
first Schmidt term is determined by
(µ0  HT ) 00 = 0, (B.18)
(µ0  HT ) 01 =
⇥h 00|(HL   µ1)| 00i+ g˜⌘L 200⇤ 00, (B.19)
(µ0  HT ) 02 =
⇥
2h 01|(HL   µ1)| 00i+ 4g˜h 01| 300i 200   µ2
⇤
 00
+
⇥h 00|(HL   µ1)| 00i+ 3g˜⌘L 200⇤ 01
+
⇥h 10|(HL   µ1)| 00i+ 3g˜h 10| 300i 200⇤ 10, (B.20)
158
Appendix B. Perturbation expansion
and the longitudinal part by
h 00|(HT   µ0)| 00i 00 = 0, (B.21)⇥h 00| 00i(µ1  HL)  g˜⌘T 200⇤ 00 = 2h 01|(HT   µ0)| 00i 00
+ h 00|(HT   µ0)| 00i 01
+ h 10|(HT   µ0)| 00i 10, (B.22)⇥h 00| 00i(µ1  HL)  3g˜⌘T 200⇤ 01 = ⇥h 01|(HT   µ0)| 01i
+ 2h 02|(HT   µ0)| 00i
+ 2h 01| 00i(HL   µ1)
+ 4g˜h 01| 300i 200   h 00| 00iµ2
⇤
 00
+ 2h 01|(HT   µ0)| 00i 01
+
⇥h 01|(HT   µ0)| 10i+ 3g˜h 10| 300i 200
+ h 11|(HT   µ0)| 00i
⇤
 10
+ h 00|(HT   µ0)| 00i 02
+ h 10|(HT   µ0)| 00i 11
+ h 20|(HT   µ0)| 00i 20, (B.23)
where ⌘T and ⌘L, defined in Eqs. (5.17) and (5.19), are the lowest-order terms in the
expansions of h 0| 30i and h 0| 30i. We now use the normalization and orthogonality
conditions from above and the transverse equations to discard the first longitudinal
equation and to simplify considerably the other two:
(µ1  HL   g˜⌘T 200) 00 = 0, (B.24)
(µ1  HL   3g˜⌘T 200) 01 =
⇥h 01|(HT   µ0)| 01i+ 4g˜h 01| 300i 200   µ2⇤ 00
+
⇥h 01|(HT   µ0)| 10i+ 3g˜h 10| 300i 200⇤ 10.
(B.25)
The lowest-order (m = 0) equations for the dominant (n = 0) Schmidt term
are the transverse Schro¨dinger equation (B.18) for  00 and a longitudinal GP equa-
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tion (B.24) for  00. Both  00 and  00 are normalized to unity. These lowest-order
equations are precisely those that give the reduced-dimension approximation dis-
cussed in Chapter 5.1.
We can now use the longitudinal equations to simplify the transverse equations
and these simplified transverse equations, in turn, to simplify further the longitudinal
equations, the results being
(µ0  HT ) 00 = 0, (B.26)
(µ0  HT ) 01 = g˜⌘L( 200   ⌘T ) 00, (B.27)
(µ0  HT ) 02 =
⇥
2g˜h 01| 300i(2 200   ⌘T )  µ2
⇤
 00
+ g˜⌘L(3 
2
00   ⌘T ) 01 + g˜h 10| 300i(3 200   ⌘T ) 10,
(B.28)
(µ1  HL   g˜⌘T 200) 00 = 0, (B.29)
(µ1  HL   3g˜⌘T 200) 01 =
⇥
g˜h 01| 300i(4 200   ⌘L)  µ2
⇤
 00
+ g˜h 10| 300i(3 200   ⌘L) 10. (B.30)
Notice that the right-hand side of Eq. (B.27) is orthogonal to  00, as required by the
left-hand side.
The remaining first-order terms,  10 and  10, provide the first correction to a
product wave function and thus describe to lowest order the entanglement of the
transverse and longitudinal dimensions. These terms are determined by projecting
Eq. (B.15) onto  1 and  1. The first of these gives
(HT   µ0) 1 + h 1|(HL   µ1)| 0i 0 + g˜h 1| 30i 30 +O(✏) = 0. (B.31)
Plugging in the expansions (5.13) and (5.14), we find that
(µ0 HT ) 10 =
⇥h 10|(HL µ1)| 00i+ g˜h 10| 300i 200⇤ 00 = g˜h 10| 300i( 20 ⌘T ) 00,
(B.32)
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where to obtain the second form, we use the longitudinal equation (B.29) for  00.
The right-hand side of Eq. (B.32) is orthogonal to  00, as required by the left-hand
side.
Projecting Eq. (B.15) onto  1 yields
h 1|(HT   µ0)| 0i 0 + ✏
⇥h 1|(HT   µ0)| 1i 1 + g˜h 1| 30i 30⇤+O(✏2) = 0.
(B.33)
Applying the expansions (5.13) and (5.14) gives at lowest order,
h 10|(HT   µ0)| 00i 00 = 0, (B.34)
which is already satisfied, and at the next order,
h 10|(µ0  HT )| 10i 10 =
⇥h 11|(HT   µ0)| 00i+ h 10|(HT   µ0)| 01i
+ g˜h 10| 300i 200
⇤
 00 + h 10|(HT   µ0)| 00i 01.
(B.35)
Simplifying this equation using Eqs. (B.26), (B.27), and (B.32) gives a remarkably
simple algebraic equation for  10,
h 10| 300i 10 =  300   ⌘L 00. (B.36)
This means that  300 is a linear combination of the orthonormal functions  00 and
 10 and hence that
h 300| 300i = ⌘2L + h 10| 300i2. (B.37)
Since ⌘L = h 00| 300i is the average value of  200 over the distribution  200 and h 300| 300i
is the second moment of  200, h 10| 300i2 is the (nonegative) variance of  200, which we
denote as  ⌘2L. Putting all this together, we have
h 10| 300i =  ⌘L ⌘
q
h 300| 300i   ⌘2L, (B.38)
 10 =
 200   ⌘L
 ⌘L
 00. (B.39)
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We now let {⇠n} be the set of energy eigenfunctions of the bare transverse po-
tential, with En denoting the corresponding energy eigenvalues, i.e., HT ⇠n = En⇠n.
From Eq. (B.26), we have  00 = ⇠0 and µ0 = E0. Equations (B.27) and (B.32) imply
that
 01
⌘L
=
 10
 ⌘L
=  g˜
1X
n=1
⇠n
h⇠n|⇠30i
En   E0 , (B.40)
and this, in turn, gives us the relations (5.27).
The one remaining step we need to take is to use the relations (5.27) and our
result (B.39) for  10 to simplify the equation, Eq. (B.30), for  01:
(µ1  HL   3g˜⌘T 200) 01 = 3g˜2⌥T 500   µ2 00, (B.41)
where ⌥T is the transverse coupling parameter defined by Eq. (5.23). Projecting this
equation onto  00—or, equivalently, projecting the equation for  02, Eq. (B.28), onto
 00—gives the expression (5.25) for the chemical potential. Plugging this expression
for µ2 back into the equation for  01, Eq. (B.41), shows that it is a linear integro-
di↵erential equation for  01. Solving this integro-di↵erential equation and using the
result in Eq. (5.25) determines µ2.
This completes the set of equations we need. Chapter 5.2 summarizes the final
forms of our perturbative equations and also derives a GP-like, but quintic equation
for  0 =  00 + ✏ 01, which we use in preference to the separate equations for  00
and  01.
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