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Abstract 
We present a translation of the chemical intuition in materials discovery, in terms of chemical 
similarity of efficient materials, into a rigorous framework exploiting Machine Learning. We 
computed equilibrium geometries and electronic properties (DFT) for a database of 249 
Organic donor-acceptor pairs. We obtain similarity metrics between pairs of donors in terms 
of electronic and structural parameters, and we use such metrics to predict photovoltaic 
efficiency through linear and non-linear machine learning models. We observe that using only 
electronic or structural parameters leads to similar results, while considering both parameters 
at the same time improves the predictive capability of the models up to correlations of r≈0.7. 
Such correlation allows for reliable predictions of efficient materials, and lends to be coupled 
with combinatorial of evolutionary approaches for a more reliable virtual screening of 
candidate materials. 
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The design of new organic semiconductors for bulk heterojunction solar cells1-4 has attracted 
many research initiatives5-7 highlighting the relevance and interest of any method enabling 
the prediction of power conversion efficiency (PCE) of a solar cell from the knowledge of its 
constituents.8-12 From the theoretical point of view, the landscape is very complicated due to 
the many physical processes occurring within a Photovoltaic Cell upon light absorption, such 
as exciton formation13 and migration,14 charge transport15 and recombination.16, 17 For this 
reason, a microscopic modelling of each heterojunction is not a viable route for discovering 
new materials and materials prediction and can be limited to a few benchmark systems.  
Prediction for new semiconductors can become efficient through models depending on a 
limited number of easily computable parameters. One of the best known models of this type 
is Scharber’s model,18 which relies on a few reasonable assumptions and exploits only a few 
electronic parameters of a donor-acceptor pair to obtain a prediction of photovoltaic 
efficiency. However, it is difficult to extend the model to include additional electronic 
parameters,8, 12, 19, 20 other descriptors of various nature (structural,9, 21 topological,22, 23 
thermodynamic24-26), or other phenomena27 without formulating a completely new theory. 
Adopting Machine Learning (ML) frameworks bypasses the step of theoretical development, 
creating a “black box” connection to properties otherwise inaccessible, at the cost of physical 
insight. Many different parameters of various nature can be included in the models, no 
hypotheses on the way the parameters are related among them or with the target property 
have to be made, unexpected correlations can be highlighted.20 In other words, given a set of 
examples and input parameters, these algorithms fit an unknown function that mixes the 
parameters and returns an estimate of the target data. The great flexibility and variety of ML 
algorithms are beginning to be applied to materials discovery problems,6, 8, 10, 28-33 although 
no consolidated methodology is emerging yet.9 Other groups reported ML approaches to 
refine computed photovoltaic parameters, assuming the validity of Scharber’s model,29 or 
bypassing any existing theory and including a wide range of electronic parameters, ignoring 
topological ones,8 or using complex structural representations34 to feed neural networks to 
predict orbital energies.35 In recent work published by some of us8 a large number of 
descriptors related to different physical phenomena was included. Each additional descriptor 
increases the computational cost related to obtaining the input, with the additional downside 
of missing elements connected to the chemistry of the material, in terms of structure, 
morphology, topology etc. Here we include a description of the chemical structure, which is 
less easy to correlate to the physical origin of the PCE, but implicitly includes the effects of 
chemical properties such as solubility, morphology etc. The definition of similarity in terms of 
both chemical and/or electronic parameters allowed us to obtain a set of highly predictive 
models targeting the photovoltaic efficiency of a donor-acceptor pair. Additionally, the small 
set of electronic parameters required in this model makes input data much easier to obtain. 
The main disadvantage, instead, is that kernel based methods scale with the square of 
examples in the data set, thus the reported method is feasible for data sets up to a few 
thousands entries.31 The proposed approach mimics in a mathematically rigorous fashion the 
empirical exploration of new donors based on small chemical modifications of efficient 
molecules, providing new molecules with similar energy levels. Our results are important for 
applicative purposes, meaning that they provide reasonable predictions that can be coupled 
with combinatorial10 or evolutionary36 approaches to discover new materials.  
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Dataset. We built a database of 249 Organic donor-acceptor pairs that have been 
characterised in the literature between 2013 and 2017 (see SI for details on the search), 
mostly BHJ cells with a few (8) bilayer cells. We have gathered the experimental photovoltaic 
parameters (𝑉𝑂𝐶, 𝐽𝑆𝐶 , 𝐹𝐹, 𝜂), and we have computed equilibrium geometries and four 
electronic properties at DFT level (HOMO energy for the donor 𝐸𝐷
𝐻𝑂𝑀𝑂, LUMO energy for the 
donor 𝐸𝐷
𝐿𝑈𝑀𝑂, LUMO energy for the acceptor 𝐸𝐴
𝐿𝑈𝑀𝑂, the total internal reorganisation energy 
λ in vacuo for the oxidation of the donor and the reduction of the acceptor). The data set 
contains only photovoltaic pairs where the acceptor is a fullerene acceptor, namely C60, 
PC61BM or PC71BM. The choice of the low variability of the acceptors was consistent with 
similar studies in the literature,8, 10, 29 and reflects the experimental way of scanning for new 
donors, when the acceptor is kept fixed (or viceversa). In other words, the available 
experimental data do not explore uniformly the space of donor-acceptor but only a cross 
section with either few donors or few acceptors. Additionally, we would require much more 
complicated models to take into account also various acceptors, which we will explore in 
forthcoming work. Despite the low variability of acceptors, including in the input the 𝐸𝐴
𝐿𝑈𝑀𝑂 
parameter allows to take into consideration the same donor more than once, effectively 
increasing the size of the data set and allowing the model to “learn” the importance of energy 
level alignment. To consider structural similarities between donors, we relied on 
fingerprinting procedures commonly adopted in drug discovery,37, 38 which associate a 
structural fingerprint (i.e. a vector) to each compound. We performed the analysis using both 
the Daylight and the Morgan fingerprinting algorithms.38 More details on the level of 
calculation, software and strategies used are described in the SI. The data set is freely 
available to download as SI. 
Scharber’s model results. Before discussing several machine learning algorithms, we report 
the predictions obtained with Scharber’s model, which is the most commonly used model for 
screening potential candidates on the basis of a few physical assumptions (described in ref 
18). According to this model, the open circuit voltage (𝑉𝑂𝐶), short circuit current (𝐽𝑆𝐶), and 
power conversion efficiency (PCE or 𝜂) can be computed from the frontier orbital energies of 
a donor/acceptor pair and the solar irradiance spectrum, according to Eq. 1. 
𝑉𝑂𝐶
𝑆𝑐ℎ =
1
𝑒
(𝐸𝐷
𝐻𝑂𝑀𝑂 − 𝐸𝐴
𝐿𝑈𝑀𝑂 ) − 0.3 V 
(1) 𝐽𝑆𝐶
𝑆𝑐ℎ = 0.65 ⋅ ∫ 𝜙𝑝ℎ(𝜆) d𝜆
𝐸𝐷
𝑔𝑎𝑝
0
 
𝜂𝑆𝑐ℎ =
𝑉𝑂𝐶
𝑆𝑐ℎ ⋅ 𝐽𝑆𝐶
𝑆𝑐ℎ ⋅ 0.65
𝑃𝑖𝑛
 
Numerical values in Eq. 1 are the result of empirical adjustment, e.g. the value appearing in 
the last equation of the set is a constant Fill Factor. The correlation between experimental 
and calculated properties is expressed in terms of three correlation coefficients, namely 
Pearson’s r, Spearman’s ρ, and Kendall’s τ. Fig. 1 summarizes the comparison between 
experimental and calculated properties with the correlation coefficients. 
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Fig. 1: comparison between computed and experimental photovoltaic properties.  
 
All properties are predicted very poorly by this model. For Fig. 1, we used Scharber’s model 
taking as input orbitals computed on gas phase optimised structures. However, we checked 
the effect of solvation by including an implicit solvation model39 (PCM) with two solvents 
(toluene, chloroform) in our geometry optimisations, obtaining excellent correlations 
between orbital energies from gas phase and solvent geometries (see Fig. S11 in the 
Supporting Information). It is worth noticing that the energies of frontier orbitals of the 
studied molecules span a very small energy window of about 1.5 eV. In the literature are often 
reported very good correlations between experimental and computed orbital energies.40-42 
However, they span much bigger energy windows or include much less data points. Our 
observations are in line with what already reported by others on similar molecules,29 and 
highlight the limitations of DFT in the accurate discrimination of properties of molecules with 
“comparable” electronic structure, even when adopting more detailed descriptions including 
environmental effects.  
Distance/Similarity Metrics. Measures of similarity between compounds will be used as input 
for the ML algorithms to be described below. Similarity measures are broadly used in 
cheminformatics and drug discovery and can help to detect overfitting, to establish a baseline 
for predictive methods thanks to zero cost procedures such as similarity-based regressions, 
or to mimic experimental discovery procedures.43 In our case, the properties defining each 
example 𝐱𝑖 are a set of electronic properties (𝐱𝑖
𝑒𝑙) and a molecular fingerprint (𝐱𝑖
𝑓𝑝
) and the 
distance is measured differently along these two sets of dimensions. 
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The distance between two examples 𝐱𝑖 and 𝐱𝑗 in terms of electronic parameters (in this case 
𝐸𝐷
𝐻𝑂𝑀𝑂, 𝐸𝐷
𝐿𝑈𝑀𝑂, 𝐸𝐴
𝐿𝑈𝑀𝑂, λ) can be computed as a Euclidean distance between the portions of 
the vectors containing electronic properties, namely 𝐱𝑖
𝑒𝑙 and 𝐱𝑗
𝑒𝑙, as in 
 
𝐷𝑒𝑙(𝐱𝑖, 𝐱𝑗) = ‖𝐱𝑖
𝑒𝑙 − 𝐱𝑗
𝑒𝑙‖
2
 (2) 
The distance in terms of structural similarity is calculated from the Tanimoto similarity index 
(𝑇) between the portions of the vectors containing molecular fingerprints,10, 29, 37 namely 𝐱𝑖
𝑓𝑝
 
and 𝐱𝑗
𝑓𝑝
, as in 
 
𝐷𝑓𝑝(𝐱𝑖, 𝐱𝑗) = 1 − 𝑇(𝐱𝑖
𝑓𝑝, 𝐱𝑗
𝑓𝑝) (3) 
 
Fig. 2: distance matrices for the donors in the data set. Left: Euclidean distance between 
electronic parameters (see Eq. 2). Right: structural distance in terms of molecular 
fingerprints computed with two fingerprinting algorithms (see Eq. 1. Upper triangular: 
Daylight fingerprints. Lower Triangular: Morgan fingerprints). 
 
Molecular fingerprinting procedures to take into account structural similarities are commonly 
adopted in drug-discovery research,38 they are based on the nature of the atoms on the 
molecules and on their chemical environment, and can be obtained by 2D representations of 
the molecules, i.e. the ability to draw them. This is very appealing because it opens up the 
possibility to obtain predictions without any computational data from more complicated 
approaches, allowing non experts to adopt very simple and quick models to predict properties 
of interest that are not accessible otherwise. 
In Fig. 2 we report a graphical representation of the distances among pairs of donors in the 
data set. The distances in terms of electronic parameters show low variability across the data 
set. Concerning structural distance, Morgan fingerprints appear to perform better concerning 
selectivity, as there are less zones with a low value of the distance metric. 
Prediction of Photovoltaic Parameters and Efficiency with k-NN Regression. A very simple 
prediction of a property is based only on similarity: if two molecules are similar, they will likely 
show similar behaviour. This algorithm reflects the way experimental trial and error research 
occurs: once a molecule with good properties is found, functionalisation allows the 
preparation of similar molecules in the hope they will have better properties.43 We computed 
the predicted values of the properties as a weighted average of the experimental values for 
the k most similar molecules, with weights and proximity determined by the distances 
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expressed in Eqs. 2-3. The algorithm is known as k-NN (Nearest Neighbours) regression.44 The 
predictions were computed using a Leave-One-Out (LOO) procedure, meaning that the 
training set used to compute distances is constituted by the whole data set except the point 
to be predicted. In other words, the experimental data relative to a certain point have not 
been used for its calculation, resulting in a truly predictive procedure. At the same time, the 
availability of experimental data makes the quality of models quantifiable through correlation 
metrics. The LOO cross-validation scheme was preferred over a k-fold scheme because it is 
expected to give better results due to the bigger size of training sets, and to give a lower 
variance of predictions because models will be trained on almost the same data. 
We used the distances reported in Eqs. 2-3 (with both Daylight and Morgan fingerprinting 
algorithms, where fingerprints are needed), and used various values of k. In Fig. 3 we report 
as an example the results for the predictions of photovoltaic cell parameters, for k=3 (results 
for other values of k are quantitatively similar as discussed in the SI). The algorithm can be 
used to predict directly 𝑉𝑂𝐶, 𝐽𝑆𝐶 , 𝜂 and its results are illustrated in Fig. 3 using various 
definitions of distance. 
 
Fig. 3: k-NN (k = 3) regression predictions of photovoltaic parameters based on various 
distances, indicated at the top of each column. Colours encode electronic properties only 
(blue), or the type of molecular fingerprint used (Daylight in yellow, Morgan in magenta). 
RMSE data available in Table S1 (Supporting Information). 
 
Considering a distance in terms of electronic parameters only (first column of Fig. 3) results 
in moderate correlation coefficients for the predictions, likely because the electronic 
properties are relatively homogeneous across the whole data set. Switching to a structural 
distance metric (second and third columns of Fig. 3), improves predictions sensibly, with little 
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dependence on the fingerprinting algorithm, as both Daylight and Morgan fingerprints give 
comparable results. In this case, we must stress the advantage that no quantum chemical 
calculations have to be run at all, as the distance metric results exclusively from a 2-D 
representation of molecules, i.e. the ability to draw them. 
As a step forward we can consider a weighted average of the two distances 
 
𝐷 = 𝛾1𝐷𝑒𝑙(𝐱𝑖, 𝐱𝑗) + 𝛾2𝐷𝑓𝑝(𝐱𝑖, 𝐱𝑗) (4) 
where the hyperparameters 𝛾1, 𝛾2 are chosen here to minimise the average RMSE of the 
prediction with the LOO approach (see SI). The k-NN algorithm with a distance that includes 
both electronic and structural information (fourth and fifth columns of Fig. 3) results in 
substantially improved predictions with remarkable correlation between predicted and 
observed data (r > 0.6).  
Prediction of Photovoltaic Efficiency with Kernel Ridge Regression. An algorithm such as k-
NN is extremely rigid in considering only a fixed number of neighbours regardless of the 
density of data points and ignoring the non-linear relation between positions in the 
parameter space and property. A much more flexible algorithm, known as Kernel Ridge 
Regression (KRR),30, 31 will be considered next. This algorithm can be seen as a generalised 
version of the least square procedure, where a non-linearity and regularisation have been 
introduced, and it is treated extensively in the SI and other literature contributions.30, 31 More 
formally, we define a training set of N examples {(𝐱𝑖, 𝑦𝑖)}𝑖=1
𝑁 , with  𝐱𝑖 a vector containing the 
inputs for the i-th example (e.g. electronic and or structural fingerprints), and the outputs 𝑦𝑖 
(i.e. the target experimental property like 𝜂), are gathered in a vector 𝐲. Given an arbitrary 
scalar function 𝑓(𝐱𝑖, 𝐱𝑗), known as the kernel function,
31 the predicted property 𝐲′ for a new 
element with input property 𝐱′ is expressed by the KRR algorithm as 
𝐲′ = 𝐲𝑇(𝐾 + 𝛼𝐼)−1𝜿′ (5) 
where 𝐼 is the identity matrix, 𝛼 a regularisation hyperparameter, the matrix 𝐾 and vector 𝜿′ 
defined as 𝐾𝑖𝑗 = 𝑓(𝐱𝑖, 𝐱𝑗) and 𝜅𝑖′ = 𝑓(𝐱𝑖, 𝐱′).  The kernel function 𝑓 is defined to represent 
a measure of “distance” between any two coordinates in the parameters space. In this case 
we can use the distance between electronic properties and fingerprints to define a kernel as 
𝑓(𝐱𝑖, 𝐱𝑗) = 𝑒
−(𝛾1𝐷𝑒𝑙
2 (𝐱𝑖,𝐱𝑗)+𝛾2𝐷𝑓𝑝
2 (𝐱𝑖,𝐱𝑗)) (6) 
This allows to introduce non-linearity, to use either electronic or structural information only, 
by setting 𝛾2 = 0 or 𝛾1 = 0 respectively, or to include both electronic and structural 
information in the model. Notice that if structural information are neglected by setting 𝛾2 =
0, Eq. 6 corresponds to adopting a Radial Basis Function kernel.31  The hyperparameters 𝛼, 𝛾1 
and/or 𝛾2 are determined via cross validation (see SI). 
We obtained predictions of photovoltaic parameters to be used as input for Scharber’s model 
(see SI) and direct predictions of photovoltaic efficiencies using the kernels reported in Eq. 6 
(with both Daylight and Morgan fingerprinting algorithms, where fingerprints are needed), 
using electronic input data standardised to zero average and unit standard deviation. 
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Predictions were obtained adopting a LOO scheme as described previously, taking advantage 
of the possibility that, for KRR, the LOO scheme can be implemented analytically45 and thus 
results computationally cheaper in comparison to other cross-validation schemes. 
 
Fig. 4: KRR predictions of photovoltaic efficiency based on various distance-based kernels, 
indicated at the top of each column. Colours encode electronic properties only (blue), or the 
type of molecular fingerprint used (Daylight in yellow, Morgan in magenta). RMSE data 
available in Table S1 (Supporting Information). 
 
The direct predictions of efficiency in Fig. 4 allow to obtain better predictions with respect to 
refining the input for Scharber’s model (see SI), and improve with respect to direct predictions 
adopting the simpler k-NN regression, as can be observed in the summary of correlation 
coefficients reported in Table 1. Adopting electronic distance only (first column of Fig. 4), we 
notice a significant improvement when using KRR, passing from r=0.38 to r=0.49. We tried to 
estimate the importance of each electronic feature for this model. Since for kernel-based 
methods feature importance cannot be defined, as the problem is formulated in the examples 
space, we decided to adopt a feature elimination procedure (see Table S3 in the Supporting 
Information), observing a little influence of the reorganisation energy λ, and a considerable 
importance for the 𝐸𝐷
𝐿𝑈𝑀𝑂. Adopting structural distance only (second and third columns of 
Fig. 4), we obtain a significant improvement with Morgan fingerprints (r=0.49 to r=0.57) and 
a worse result with Daylight fingerprints (r=0.51 to r=0.43). Finally, when both distances are 
considered within KRR (fourth and fifth columns of Fig. 4), we again obtain a significant 
improvement with respect to using one distance only. Adopting a linear combination of 
distances with KRR, we also obtain better results with respect to the simpler k-NN algorithm, 
especially with Morgan fingerprints (r=0.61 to r=0.68). 
For the best model, we obtain strong correlations (r ≈ 0.7, see Table 1, and Table S2 reporting 
additional correlation coefficients) that are comparable to the best reported so far in the 
literature,6, 8 improve significantly over naïve prediction strategies, and thus are good enough 
to obtain reliable predictions of efficiencies, aimed at accelerating the discovery of new 
efficient materials. To assess the effect of specific structural features on our best model, we 
checked that the distribution of errors did not change significantly upon removal of entries 
containing a specific structural feature of interest through a Kruskal-Wallis test.46 As an 
example, we report in the Supporting Information the distribution of errors obtained for our 
best model trained only on entries that do not contain Halogen atoms. 
 
In conclusion, we have verified that Scharber’s model has very limited predictive properties 
when used in conjunction with DFT calculations. We have therefore explored a range of 
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machine learning algorithms combining electronic properties and topological information, 
obtaining highly predictive models. A simple k-NN model already yields correlations of ~0.6 
between experiment and predictions, which can be improved up to ~0.7 by exploiting non-
linear kernel methods. The introduction of structural similarity metrics mimics the approach 
adopted in experimental research, i.e. this approach can be seen as an implementation of 
“artificial chemical intuition”. Various improvements can be foreseen: analysis of larger data 
sets in terms of molecules and properties included, identification of figures of merit better 
than RMSE for the optimisation of hyperparameters, and coupling with combinatiorial or 
genetic searches to propose new high efficiency candidates. 
Table 1: Values of Pearson’s correlation coefficient for the models used. The best model for 
predictions of 𝜂 is highlighted in bold. 
Fig. Model Input 
Target 
Property 
r 
3 k-NN Elec 𝑉𝑂𝐶  0.43 
3 k-NN Elec 𝐽𝑆𝐶  0.37 
3 k-NN Elec 𝜂 0.38 
3 k-NN Daylight 𝑉𝑂𝐶  0.48 
3 k-NN Daylight 𝐽𝑆𝐶  0.36 
3 k-NN Daylight 𝜂 0.51 
3 k-NN Morgan 𝑉𝑂𝐶  0.50 
3 k-NN Morgan 𝐽𝑆𝐶  0.45 
3 k-NN Morgan 𝜂 0.49 
3 k-NN Elec/Daylight 𝑉𝑂𝐶  0.57 
3 k-NN Elec/Daylight 𝐽𝑆𝐶  0.57 
3 k-NN Elec/Daylight 𝜂 0.61 
3 k-NN Elec/Morgan 𝑉𝑂𝐶  0.65 
3 k-NN Elec/Morgan 𝐽𝑆𝐶  0.55 
3 k-NN Elec/Morgan 𝜂 0.61 
4 KRR Elec 𝜂 0.49 
4 KRR Daylight 𝜂 0.43 
4 KRR Morgan 𝜂 0.57 
4 KRR Elec/Daylight 𝜂 0.59 
4 KRR Elec/Morgan 𝜼 0.68 
Supporting Information 
The Supporting Information includes an archive containing the coordinates of the optimised 
geometries of analysed molecules and a database of the properties gathered from quantum 
chemical calculations used as input for electronic distance calculations, details on the 
procedures adopted for data gathering and calculations, a detailed theoretical treatment of 
Kernel Ridge Regression, values of hyperparameters and metrics for the models used, 
additional figures and tables. 
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