Abstract-Extensive studies indicate that traffic in highspeed communication networks exhibits long-range dependence (LRD) and impulsiveness, thus posing new challenges in network engineering. While many models have recently appeared for capturing the traffic LRD, far less models exist that account for impulsiveness as well as LRD. One of the few existing constructive models for network traffic is the celebrated On/Off model, or Alternating Fractal Renewal Process (AFRP). However, while the AFRP results in aggregated traffic with LRD, it fails to capture impulsiveness, yielding traffic with Gaussian marginal distribution. A new constructive model, namely the Extended AFRP (EAFRP), is proposed here, which overcomes the limitations of the AFRP model. We show that, for both single-user and aggregated traffic, it results in impulsiveness and long-range dependence, the LRD being defined here in a generalized sense. We provide queueing analysis of the proposed model, which clearly demonstrates the implications of the impulsiveness in traffic engineering, and validate all theoretical findings based on real traffic data.
I. Introduction
A S THE popularity of multimedia services grows at an unprecedented rate, the need of higher speed data access is becoming imperative. Extensive studies involving high-definition network measurements indicate that traffic in high-speed communication networks exhibits self-similar and impulsive characteristics [9] , [37] , [39] , which present new challenges in network engineering. Self-similar phenomena, also known as fractal, abound in real world applications, e.g. hydrology, financial economics and biophysics [4] , [25] . When it comes to traffic, if we aggregate data network traffic at different time scales, e.g. 0.01s, 0.1s, or 10s, the resulting traffic flows look very similar to each other, i.e. they are bursty in every time scale. On the other hand, impulsive characteristics are usually associated with heavy-tailed processes [35] . For such processes the probability of large values decays hyperbolically rather than exponentially. Impulsive characteristics constitute evidence of departure of the data from Gaussianity.
Traditional teletraffic theory, originally developed around the plain old telephone system, is almost based on Markov model, which assumes exponentially dis-tributed inter-arrival times ( [15] , [26] , [38] and references therein). Although Markov-based models are mathematically tractable, they fail to fit actual traffic of high-speed networks [9] , [30] . In high-speed networks, the packets are communicated in a packet train fashion [18] ; once a packet train is triggered, the probability that another packet will follow is very large. Furthermore, the length of the packet train is heavy-tail distributed. This observation led to the well-known On/Off model [37] , also called Alternating Fractal Renewal Process (AFRP) [24] . Based on the On/Off model, a single source/destination active pair alternates between two states: the On, during which, there is data flow between source and destination, along either way, and the Off, which is the quiet duration. Both the On and Off durations are heavy-tailed distributed. The self-similar characteristics of the AFRP have been attributed to the heavy-tail properties of the On/Off states durations. The justification for the heavy-tailed distribution of the On duration lies in empirically observed hyperbolic-tail behavior of the file sizes residing in network file systems, Paretolike tail behavior of CPU time used by UNIX systems, and also the tendency of multimedia applications to have very large variance (although perhaps not infinite) file residing/transmission systems. While, the heavy-tails of Off durations are results of user thinking time. [9] In the seminal paper of [36] it was shown that the cumulative superposition of infinite AFRPs is fractional Brownian motion, the only Gaussian process with stationary increments that is self-similar. However, while the AFRP model provides insight on the essential self-similar characteristics of modern high-speed network traffic, its Gaussian aggregated result is inconsistent with real traffic data, which depart greatly from Gaussianity.
In recent years, various analytical models fundamentally different than the AFRP have also been proposed to emulate the self-similarity of the aggregated traffic, such as the fractal point processes (FPPs) in [33] , the Markovian Arrival Process (MAP) in [1] , and wavelet models in [32] . Although these models are able to capture the long-range dependence of the empirical data, they fail to model the marginal heavy-tailness of it. Their disadvantage as compared to the AFRP is that they are not justifiable based on the actual traffic dynamics, thus cannot provide insight on the traffic behavior.
The marginal distribution of a traffic flow may have a profound impact on network engineering, for example, it can significantly change queueing performance and buffer overflow probability. In [13] , the loss rate under different marginal distribution of the traffic flow was investigated, to conclude through numerical results that the marginal distribution is a crucial parameter and must be taken into account for loss-rate prediction. Although there exist results on traffic models that take into account the traffic self-similarity and/or impulsiveness (cf. [1] , [17] , [20] , [33] , [40] ), those models are not "constructive" in the sense that they do not attempt to model traffic based on the dynamics that generate it, but rather describe the overall traffic appearance. As such, their parameters cannot be linked directly to network parameters, thus do not provide insight into the cause of certain traffic behavior. Furthermore, such models are difficult to perform queueing analysis for, and only very limited analytical results have been reported for them.
In this paper, we concentrate on the On/Off (AFRP) model because, although it does not capture traffic impulsiveness, it provides a valuable tool in looking into the traffic generation mechanism, and clearly links each parameter to network properties. In addition, there exist analytical results on its queueing performance (cf. [14] , [19] , [27] , [34] ). Our contribution is an extended model, which overcomes the limitation of the On/Off model and captures impulsiveness as well as long-range dependence of traffic. Each user transmits or stays idle, with durations that are heavy-tail distributed, but, unlike the AFRP model, the bandwidth requirement (or, reward process) during the transmission states follows a heavy-tail distribution. In section 2, we provide definitions and briefly summarize existing relevant results. In Section 3 we provide proofs for long-range dependence and heavy-tail properties of the proposed model for single user traffic, and also aggregated traffic. In Section 4 we provide analytical results on the queueing behavior of the proposed model, which indicate that the heavy-tailed reward process may affect queueing performance as much as the self-similar characteristics of the traffic flow. Section 5 contains results based on real traffic that demonstrate the validity of the model and also highlight the implications of our results in traffic engineering. Finally, concluding remarks and discussion of future work are presented in Section 6.
II. Mathematical preliminaries

A. Heavy-tail distributions
A measurable positive function f is called regularly varying of index α if, for all x > 0,
If α = 0, f is a slowly varying function, e.g. constant or a logarithmic function. [5] A random variable X is said to have a regularly varying tail if the survival function of X,F (x) is a regularly varying function.
Theorem 1: [10] If random variables X and Y have regularly varying tails, then
(2) An important subclass of distributions with regularly varying tail is the heavy-tail distribution, of which the survival function is given bȳ
where L(x) is a slowly varying function and 0 < α < 2. An example is the Pareto distribution, which has a survival function ofF
where k is positive constant, and the tail index 0 < α < 2.
B. Long-range Dependence and Self-Similarity
A random process {X(k), k ∈ Z}, with finite second order statistics, is called stationary process with long memory [4] , or long-range dependence in the autocorrelation sense, if its autocorrelation function, ρ(k), satisfies asymptotically:
for some 0 < β < 1, and c ρ > 0. An equivalent definition based on the spectrum of the process, f (λ), is
where c f is a positive constant. The quantity H = (β+1)/2 is known as the Hurst parameter. From (5), it can be seen that a long-memory process is characterized by an autocorrelation that decays hyperbolically, as the lag k increases. This is in contrast to the exponential decay corresponding to short memory process, e.g. ARMA process. The general definition of self-similarity is different from that of long-range dependence. The former involves invariant scaling behavior of finite dimensional distributions, applicable to non-stationary processes, while the latter describes second-order statistics of a stationary time series, e.g. the autocorrelation, which decays in a power-law fashion as the lag increases. However, long-range dependence is also referred as second-order self-similarity. In lieu of this notion, we shall use self-similar and long-range dependence in an interchangeable fashion in this paper.
For processes which might not have second-order statistics, a structure measure different than the autocorrelation is needed. We shall use the quantity defined by Samorodnitsky and Taqqu [35] (Ch. 4.7, pp.213 ),
For symmetric α-stable processes, the above quantity evaluated as −I(1, −1; τ ) yields the codifference of the process. For more general processes, we will be referring to the above quantity as the generalized codifference.
We say that the stationary process X(t) is long-range dependent in a generalized sense if
where c is some positive constant and 0 < β < 1. This definition of long-range dependence has been used in [31] to study the joint statistics of the power-law shot noise process.
C. The AFRP
The Alternating Fractal Renewal Process (AFRP), proposed in [37] for modeling of network traffic, is a process that alternates between two states, 0 or 1. The time {X n , n ∈ Z}, spent in state 1, is a random variable with probability density function (pdf) f 1 (t), and the time {Y n , n ∈ Z}, spent in state 0, is a random variable with pdf f 0 (t), where X n , Y n are independent, and both Pareto distributed, e.g.,
), where i = 0, 1, and α i ∈ (1, 2) (9)
Generally speaking, f 0 (t) = f 1 (t) = 0 for t < 0, and the associated dwell mean times
are finite. The expected value of the AFRP process V (t) is µ 1 /(µ 0 + µ 1 ). The power spectral density of AFRP equals [24] :
where Q 0 (−jω), Q 1 (−jω) are the Fourier transforms of f 0 (t), and f 1 (t) respectively.
D. Related queueing results
The analysis of the tail behavior between the service and limiting waiting time distributions of a single server queue with general independent arrivals and general service time distribution (or, GI/G/1 queue), within the domain of sub-exponential distributions (a class that includes heavytailed distributions), can be found in [29] . The main results needed for the proposed analysis are briefly summarized in the sequel.
Consider a GI/G/1 queue, and let w n represent the actual waiting time of the nth arriving customer, which has a service time of τ n . Let W (·) and B(·) be the distribution functions of w n and τ n , respectively. Also, let σ n+1 be the interarrival time between the nth and (n + 1)th customer, and A(·) be its distribution. In [7] it was shown that the distribution function of the stationary actual waiting time has a regularly varying tail if and only if the tail of the service time distribution varies regularly at infinity. In a form of a theorem, it was shown that [7] :
Theorem 2: For GI/G/1 queueing system with traffic intensity ρ = b/a < 1, as t → ∞ it holds: 
where d = represents equality in distribution, and
where 
where
and
III. The Extended AFRP (EAFRP)
In [36] , it was shown that the aggregated cumulative version of many homogeneous or heterogeneous AFRPs, is fractional Brownian motion, the only Gaussian process with stationary increments that is self-similar.
However, the fact that the aggregated sum of AFRP is Gaussian is not consistent with the heavy-tail properties of traffic in high-speed communication networks. The marginal distribution of high-speed traffic generally deviates far away from Gaussian.
As a simple way to introduce heavy-tailness in the overall traffic model, we here propose to treat the single-user bit rate as a random variable with heavy-tailed characteristics. Let us define the Extended AFRP (EAFRP) as follows: (1) The On periods {X n , n ∈ Z}, and the Off periods {Y n , n ∈ Z} are i.i.d., independent of each other with distributions respectively F 1 and F 0 , and have finite mean µ 1 and µ 0 , respectively; (2) The transmitting rates {A n , n ∈ Z} during different on-periods are i.i.d. random variables with distribution function F A , independent of X n and Y n , and have finite mean µ A ; (3) F 1 , F 0 and F A are Pareto distributed, with tail indices 1 < α 1 , α 0 , α A < 2, and parameters k 1 , k 0 , k A > 0 respectively. (See Eq. (4)) Fig. 1 illustrates a sample path of an EAFRP, which represents the bit-rate process of a single user.
In order to show long-range dependence of a single EAFRP, we will need to show first that the single AFRP is long memory according to the definition of (6). It was shown in [24] that, in the intermedium frequency range, the power spectrum of a single AFRP follows a power-law function. We here examine the single AFRP in the frequency range around the origin, and show that a result similar to that of [24] also holds in this case. In particular, we show that:
Proposition 1: An AFRP with On and Off periods Pareto distributed with tail indices α 1 and α 0 , respectively, is long memory, according to the definition of (6), with Hurst parameter
Proof: The proof can be found in Appendix A.
2
As the EAFRP is constructed based on the AFRP, it should also exhibit some long-range dependence. However, by letting the reward be heavy-tailed, the second order statistics are infinite. Thus, the long-range dependence of EAFRP will be studied in the generalized sense of (7).
Proposition 2: Let E(t) be an EAFRP defined as above: a) For a fixed t, E(t) is a heavy-tail random variable with tail index α A . b) E(t) exhibits long-range dependence in the generalized sense. i.e.,
The overall network traffic consists of the superposition of many single source/destination pairs. Thus, the proposed model for the overall traffic is the superposition of EAFRPs.
Proposition 3:
is a heavy-tail random variable with tail index min(α A1 , α A2 , · · · , α AM ) for some fixed t. b) SE(t) has long-range dependence in the generalized sense.
Proof: See Appendix C.
IV. Queueing Analysis of the EAFRP model
Queueing analysis for On/Off models does not follow the classical queueing theory, where individual customer behavior (e.g. customer inter-arrivals, service times) is mod-2 To preserve continuity and for the reader's convenience all proofs are included in appendices eled. In a general On/Off model customers (packets) arrive almost continuously during On periods (like a fluid), alternating with silent time periods, when there is no customer entering into the system. Early queueing studies for On/Off models, or otherwise, studies for fluid queues, can be found under the name of dam models. Asymptotic analysis for infinite on/off sources multiplexed into a buffer, with the On periods exponentially, Erlang, or hyper-exponentially distributed can be found in [22] . In [8] it was proposed to use the GI/G/1 results to study the fluid queue length distribution under arbitrary distributed On periods, and exponentially distributed Off periods.
The case of a queue fed by an On/Off processes with heavy-tailed On and exponentially distributed Off periods has been extensively treated [6] , [19] with the help of M/G/1 or GI/G/1 queue theory. In [6] it was shown that for On periods heavy-tail distributed with index α ∈ (1, 2), and reward process of each On periods equal to some constant larger than the out-flow rate, the buffer content is heavy-tail distributed with a heavier tail index of α − 1. Thus, the buffer content does not even have finite mean. In the same paper, it was also shown that the busy period of the queueing system is heavy-tail distributed with index α. Superposition of On/Off processes with heavy-tailed On and exponentially distributed Off periods are thoroughly treated in [19] . Using random walk theory, it was shown in [14] that in a single server queue fed by an AFRP (or superposition of i.i.d. AFRPs), the expected time until buffer overflow, as a function of the buffer size, increases only polynomially fast. Thus, the overflows happen much more often than the classical exponential case.
The assumption of exponentially distributed Off periods greatly facilitates the derivations, as it brings the problem close to the more tractable M/G/1 queue. In this section we deal with the problem of heavy-tailed Off periods and also heavy-tailed rewards.
Let us consider an EAFRP, as defined in the previous section, feeding an infinite buffer. During the On state packets enters in the buffer, while during both the On and Off states packets leave the buffer at constant rate r, which is alternatively referred as server service rate or buffer leaking rate. For a stable queue, r is larger then the mean in-flow rate, i.e.
Assuming that the queue is stable, the buffer content, or queue length Q(t), is a continuous-time stationary stochastic process. For heavy-tailed A n we propose the following result for the stationary distribution of the buffer content process Q(t), t ∈ R + . Proposition 4: The steady state queue length of an EAFRP queue is heavy-tail distributed with tail index min(α A , α 1 ) − 1, i.e.
where C is some constant independent of q. Proof: In our queueing analysis we will employ the traditional methodology, where we first compute the distribu-tion of the buffer content at some discrete time points, and then its limit stationary distribution for t > 0.
Let us first concentrate on the buffer content at the so called regenerative points [3] :
At those points the Q(t) satisfies the recursive equation:
We will assume that the fluid source begins with an On period, with empty buffer at time zero, i.e., Q 0 = 0. This assumption should not affect the stationary buffer content distribution.
The net input B n during an On session is
Given that A n and X n are heavy-tail distributed, and for r < k A , B n is shown in Appendix D to be heavy-tail distributed with tail index min(α A , α 1 ), i.e.,
where C 1 is some constant. The queue length satisfies the same recursive equation (eq. (22)) as the actual waiting times in a GI/G/1 queue with service times {(A n − r)X n } and inter-arrival times {rY n }, n = 1, 2, .... To apply Theorem 2, one notes that B n corresponds to the service time τ n , which is heavytail distributed. By inserting (24) into (11) (25) we get
as q → ∞, where Q e is the stable version of Q n . Note that, since r >
, the coefficient is positive. For example, when α A < α 1 ,
and we have, as q → ∞,
(28) Now, to apply Theorem 3, we note that the down and up states of the theorem correspond to On and Off periods in the EAFRP queue, respectively. Thus, in the EAFRP queue, the steady state queue length distribution is
with traffic intensity ρ = (µ A − r)µ 1 /rµ 0 , (30) and
where R 1 (X 1 ) * and R 1 (X * 1 ) are independent of Q e . It holds that:
and (33) where X * 1 is the residue life of X 1 , i.e.
Since X * 1 is heavy-tail distributed with tail index α 1 − 1, by using similar arguments in the proof of Appendix E, it not difficult to show that
where C 2 is some constant. Combining (26) (32) (35) and inserting into (29) yields that the stationary queue length distribution is heavy-tail distributed with tail index min(α 1 , α A ) − 1.
2 Remark 1: In the derivation of the above result, the assumption k A > r was needed. In many situations of practical interest, k A may be less than r. Although numerical simulations suggest that the above proposition also holds when k A < r, the actual theoretical proof for this case requires further investigation.
So, driven by a single EAFRP source, when the marginal distribution of the transmitting rates has a heavier tail than the On periods, the buffer content distribution will be significantly altered from AFRP sources. Furthermore, from actual high-speed LAN traffic measurement, it is observed that in most cases, the tail of the transmitting rates are much heavier than that of the On periods. It implies that, in such cases, the asymptotic queue length behavior is determined by the marginal distribution, instead of that of self-similarity as suggested before.
V. Experimental results and model validation
In this section, we first validate our claim that in actual single user traffic the transmitting rates are heavy-tailed distributed. We then demonstrate that the EAFRP indeed can model, in a statistical sense, traffic of high-speed communication networks. Finally a numerical queueing simulation is performed to validate our theoretical finding according to which the traffic marginal distribution can affect the queueing performance as much as the traffic long-range dependence.
A. Traffic measurement data
Our traffic data were obtained in an 100-Mbps highspeed Ethernet network environment at Electrical and Computer Engineering Department of Drexel University. This network links together Unix terminals, workstations, and PC terminals, which are dedicated to education and research.
Ethernet traffic packets were captured via the Snoop program that comes with the Sun Solaris operating system. Snoop captures packets from the network, time-stamps them, and displays their contents. The snoop program was run on a major www/ftp/email/computing server for 3 continuous days (from May 17th to 19th, 2000) , hence all the private communications with this server and the multicasting, broadcasting packets during this time period were captured. The total traffic captured contains approximately 30% of the total LAN traffic during this time period.
Packets are identifiable by their source, destination, size, and the protocols they belong to. Thus, it is easy to separate single user traffic from the data set for our purpose by looking into their source or destination IP address. The traffic is here defined as the total bytes transmitted during a unit time, e.g. 0.01 second.
B. Testing for heavy-tailness of LAN traffic
To determine the presence or absence of the heavy-tail effects, the most commonly used method is the log-log complementary distribution (LLCD) graph. For heavy-tailed distribution, as x → ∞, it holds
where 0 < α < 2 andF (x) is the survival function. Plotting the complementary empirical distribution function of a data that is presumably drawn from a heavy-tailed distribution gives an approximately straight line for large x values. An estimate of α can be obtained by fitting a line through least squares regression. Another more rigorous statistical method is the Hill estimator, which also provides an estimator of α [16] . Given a random process X(k), with the order statistics
where 1 < k ≤ n. If heavy-tailed distribution is present in data set X(k), the estimatedα k varies considerably for small values of k, but becomes more and more stable with increasing k. In contrast, if X(k) is not a hyperbolictailed distribution,α k will continue to degenerate while k increases.
In Fig. 2 , we plot the LLCD graph and corresponding Hill estimator graph for the total and a single user traffic, which is separated out of the total traffic by looking into the packet head. The straight line in the LLCD plot and stability of the Hill estimator clearly show that the marginal distributions of the traffic, both for total and single user traffic are heavy-tail distributed. Our observation here is in agreement with the results of [20] , where the aggregated traffic was modeled by α-stable self-similar processes.
C. Validating the EAFRP model for single user and aggregated traffic
Next, we first demonstrate that when using the packet train idea to analyze network traffic, the transmitting rates during different On periods are indeed heavy-tail distributed. Second, we synthesize a traffic trace based on the EAFRP model, and show that the synthesized traffic fits the actual traffic, both by a "visual check" and in a statistical sense.
For illustration purposes, we separate the single user traffic for one terminal (han.ece.drexel.edu), out of the total traffic, which corresponds to 2 hours actual traffic in the Ethernet network. Other traffic traces produce similar results. The packet train model is formed by firstly choosing an appropriate threshold value t th . If no packets are transmitted during a time period longer than the threshold value, that period is considered to be an Off state. The Off state is followed by an On State, which starts as soon as packet activity resumes. In [37] , it was shown that the heavy-tail effects of the On/Off periods are robust under a wide range of choices for the threshold value t th . In our experiment, we set t th = 0.1 second. The transmitting rates are calculated by averaging the total bytes transmitted during an On period over the period duration. Fig. 3 depicts the Hill estimator plots corresponding to the transmitting rates during different On periods. We observe that the Hill estimator is stable in a wide range, which indicates the transmitting rates are heavy-tail distributed, with tail index very close to 1. It is a direct result of the heavy-tailed marginal distribution of the single user traffic.
Next, we proceed to use the EAFRP model to synthesize the traffic. The tail indices of the EAFRP, α 1 , α 0 and α A were obtained through the Hill estimator applied on the real data. The cutoffs, i.e. k 1 , k 0 and k A were set to be the minimum values of the On/Off durations and transmitting rates, respectively. These parameters were found to be: Figs. 4(a) and (b) illustrate the actual traffic and the synthesized EAFRP. We observe that the outlook of the two traces are very similar, i.e., they are very impulsive. We also plot the LLCD of the both traces in Fig.  4(c) and (d) respectively. The linearity in both plots indicate that both traces are indeed heavy-tail distributed. In Fig. 4(d) , we also show the LLCD plots of 4 other independent synthesized traces, which conclude similar results. A further check of the similarities of these two traces is performed by estimating their generalized codifferences, which are shown in Fig. 4 (e) and (f), respectively (note that 5 Monte Carlo simulations are overlapped in (f)). It is obvious that both the real traffic and the synthesized data traces exhibit the same kind of long-range dependence in the generalized sense.
Synthesis of aggregated traffic can be achieved by superimposing EAFRPs. The number of the EAFRPs is simply the number of the active source/destination pairs in the network. In Fig. 5(a) , we plot the result of superimposing 40 EAFRPs of identical parameters. This number corresponds to the active users in the measured network. Of course, in practice, the EAFRPs need not to have identical parameters. We observe that the aggregated trace shows similar characteristics as Fig. 2(a) of the total measured actual traffic. The LLCD plot in Fig. 5(b) and codifference plot in (c) affirm that the synthesized data is in accordance with real aggregated traffic in the statistical sense.
D. Queueing analysis
One important finding of this paper is that the marginal distribution of the traffic data may become the dominant factor in determining the queueing performance. Our theoretical results show that when modeled by the EAFRP model, the queueing length is also heavy-tail distributed with a tail index of min{α 1 , α A } − 1. Actual traffic data show that in many cases, the transmitting rates have a heavier tail than the On periods, and hence, becomes the determining factor in the queueing performance. For example, in the single user traffic we analyzed in the last section, the transmitting rates had a tail index of 1.2, while the On periods had a tail index of 1.5. In the following, we performed a numerical simulation of a stable queue fed by an EAFRP process, of which the tail index of the On state and transmitting rate were 1.9, and 1.4 respectively. Other parameters were taken to be α 0 = 1.5, k 1 = k 0 = 2, k A = 10. In self-similar traffic engineering, there is a knee bandwidth utilization factor region around 40% [11] , where for a single server queue, the average delay of packets increases drastically. Hence, the server service rate was set to be 43. 4 corresponding to a traffic intensity around 34%. In order to obtain reasonable accurate results, the simulation was run for 1 × 10 9 time units. The queue length distribution was shown in Fig. 6 in a log-log scale. As expected by our theoretical results, the queueing length is heavy-tail distributed with a tail index estimated to be 0.4825, which is close to α A − 1. Thus, the marginal distribution becomes the dominant factor in determining the queueing performance. The implications of such queueing performance in traffic engineering and buffer dimensioning in particular are illustrated via the next example.
Let us assume that a buffer is fed by an EAFRP with parameters α 1 , α 0 , α A , k 1 , k 0 , k A . Given α A < α 1 , via Proposition 4, the complement queueing length distribution is:
For a corresponding AFRP, with constant transmitting rates of µ A , the complementary queueing length distribution can be obtained via Theorem 2, with k
as q → ∞. The other two terms in (29) are:
respectively as q → ∞. Inserting the above equations into (29), we get: which suggests that there is a 5 orders of magnitude difference between the buffer size requirements. So, here we have two models with the same degree of long-range dependence, which result into dramatically different buffer size requirements. Based on this simple example, it becomes evident that, when configuring the network infrastructure, one must take into account the heavy-tailed marginal distribution of the traffic.
VI. Conclusions and Discussions
We proposed the EAFRP for modeling single user traffic in high-speed communication networks. The overall traffic can be modeled as a superposition of EAFRPs. Both theoretical results and numerical simulations indicate that the EAFRP model is able to capture the impulsiveness as well as the long-range dependence of traffic. Our model can be easily configured. It has only 6 parameters, which can be used to produce versatile desired traffic flow traces. In a scaled network environment the total traffic at any load can be synthesized as the superposition of EAFRPs, where the number of EAFRPs corresponds to the active source/destination pairs in the whole network. The EAFRP model revealed an intriguing result in traffic engineering. Contrary to what has been assumed so far, the Hurst parameter is not the only factor in determining buffer dimensioning and loss-rate estimation. Both our analytical queueing results and experiments indicated that the traffic marginal distribution is equally important to the self-similarity, which in turn suggests that the marginal distribution should be taken into account in network infrastructure design.
Several issues deserve further investigation. For example, the assumption of i.i.d. bit-rates of On periods might not be always true. For instance, in the TCP/UDP protocol, a data packet that is sent from source to destination is accompanied by an acknowledgment packet from the destination to the source. In a FTP session, a high bit-rate On session is most probably followed by another similar On session. Hence, some degree of dependence of the bit-rate during different On sessions is inevitable. Although based on experiments with real data we observed a rather weak dependence, the model needs to be studied for the more general case of non-i.i.d. bit-rates.
Although there is no formal reference in the literature, it is sometimes argued that superposition of AFRPs with different bit-rates can also lead to impulsive overall traffic. In theory, the only case where such a superposition could lead to a heavy-tailed overall traffic would be when the constant rates of the AFRPs were heavy-tailed. Although the latter case would lead to asymptotically equivalent results to the superposition of EAFRPs, such a model would not be a constructive one. Since AFRPs model the active source/destination pairs, it would be unrealistic for a single active source/destination pair to have very high bandwidth throughout the observation time period. Another weakness of such a model would be the requirement of a superposition of a very large number of AFRPs in order to achieve heavy-tailness (if any). It is unrealistic to synthesize a traffic trace by multiplexing a huge number of AFRPs because of high computation complexity. On the other hand, for the EAFRP model, since single EAFRP is corresponding to single user traffic, the number of superposition is exactly the number of active source/destination pairs in the network, e.g. in the order of tens or hundreds. It can be clearly observed via simulations that the superposition of a modestly large number of inhomogeneous AFRPs even with heavy-tailed constant rates does not attain the typical impulsive character of real traffic (see Fig. 7.) 
VII. Appendix A
Let Q(jω) be the characteristic function of a Pareto random variable with parameters k and α. Then it holds:
where Γ(., .) is the incomplete Gamma function [12] , and the expression for the integral can be found in [12] . Taking into account that
and considering the above expansion around the origin, i.e., ω → 0 + , we get:
Thus, after some mathematical manipulations, we get that for ω ∼ 0 it holds:
Insert it into (10), after some calculation, by ignoring the higher order terms, for ω → 0 + , we have
where C 1 , C 2 are some constants. Hence, let
based on (5) and (6), the autocorrelation function of the AFRP has the form:
which implies that single AFRP is long-memory with Hurst parameter
, where V (t) is an AFRP and A(t) represents the random transmission rate.
Proof of (a): The first part is easily seen by observing that the density function of E(t) equals:
where δ(e) is the Dirac function, taking value of 1 at 0. Based on the fact that:
for e > 0, f E (e) is a scaled version of f A (e), which is a power-law function. Thus, E(t) is heavy-tail random variable with tail index α A for fixed t. Proof of (b):
where s 1 , s 2 are pure imaginary numbers, and Φ E (s 1 ), Φ E (s 1 , s 2 ) denote first and second-order characteristic functions of E(t).
In the following we first derive the expressions for Φ E (s 1 ), Φ E (s 1 , s 2 ), and then combine them to compute I(s 1 , s 2 ; τ ).
For notational convenience, let
Taking into account that E{V
and also the stationarity of V (t) we can easily find that:
where η = E{V (t)}. Combining (58) and (55), we get:
The correlation of A(t + τ ) and A(t) depends on whether t+τ and t are in the same or different states. Let us denote the residue life of the state at time t by T . Then,
From basic renewal theory [3] , we have
Thus,
Let i = arg min m∈{0,1} α m . From (50), we have
where c is positive constant.
Substituting (62) and (63) into (59) we get that for τ → ∞:
where j = arg max m∈{0,1} α m . The first-order characteristic function can be obtained from (64) by setting s 2 = 0, i.e.,
Going back to (54), and considering the approximation:
and we get:
where c 2 is some constant. Setting s 1 = j, s 2 = −j it is easy to find that the discriminant of the denominator equals −4E{sin 2 (A)} < 0. Thus, the denominator is always positive. Also note that the second term of the numerator equals ( 
, which is positive. Consequently, c 2 is always negative, which completes the proof.
IX. Appendix C
The proof of the heavy-tail property is based on the properties of Pareto distributions [2] . The Pareto distribution used in our paper is a special case of the Pareto IV distributions, which have a survival function
where µ (location), σ (scale), γ (inequality), α (shape), are positive numbers. We write X ∼ P(IV)(µ, σ, γ, α), if X has a survival function given by eq. (69). Thus, (4) can be written as,
Although the distribution of Y seems mathematically intractable, as y → ∞ it holds: (see [2] for details)
where, α/γ = min {α i /γ i }, L(y) is a slowly varying function. At any fixed time t, SE(t) is a summation of M random variables, which have density functions in the form of (52). Consider M = 2,
= (P 01 δ(e) + P 11 f A 1 (e)) * (P 02 δ(e) + P 12 f A 2 (e)) = P 01 P 02 δ(e) + P 01 P 12 f A 2 (e) + P 02 P 11 f A 1 (e)
where P 11 , P 01 and P 12 , P 02 are the probability of On 
For single EAFRP, it is proved in (68) that the generalized codifference is in the form of power law function, we conclude that SE(t) is a long-memory process in the generalized sense.
X. Appendix D
Given that A n and X n are heavy-tail distributed, and for r < k A ,
where C 1 is some constant. Proof:
where f B (z) is the pdf of B n = (A n − r)X n . Based on the expression for the pdf of the product of two random variable, which can be found in [28] (eq. 6-74), the above equation becomes:
where F X (.),F X (.) denote respectively the distribution and survival functions of X n . In eq. (76) the independence of A n and X n was used, while in (77) it was taken into account that F A (−r) = 0. For b very large we can assume that k A + r < b k1 . Thus we can write:
In the last equation it was taken into account that F A (k A ) = 1 andF X (k 1 ) = 1.
In Appendix E it is shown that for r < k A and for large b it holds: 
Substituting (80) and (79) into (78) we get:
Therefore, the net input process during a single On session, i.e. B n = (A n − r)X n is heavy-tail distributed with tail index min(α 1 , α A ) . 
where we set ∆ = α A − α 1 + 1. Assuming that r < k A it holds that r x < 1, thus we can use the power series expansion:
where g(α 1 − 1, l) = 1, l = 0
Going back to (84) and interchanging summation and integral we get:
In the last equation the dominant term is:
with c as defined in (81).
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