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Introduction
En analyse de survie, des observations censurées apparaissent dans de nombreuses
situations pratiques. Prenons l'exemple de patients atteints d'une maladie, et pour les-
quels on s'intéresse au temps de guérison. Parmi les patients initialement observés,
certains parviendront à la guérison, d'autres cesseront d'être observés avant d'être gué-
ris parce qu'un événement "parasite" sera intervenu auparavant (changement d'hôpital,
mort...). La question qui se pose est donc de savoir comment utiliser les informations,
certes partielles, que portent ces patients dits "censurés". En particulier, il s'agit de tra-
duire, dans des méthodes statistiques, l'idée qu'un patient censuré met plus de temps à
guérir que le temps durant lequel il a été observé. La pratique démontre qu'une bonne
utilisation de cette information partielle améliore considérablement les outils statis-
tiques. Il paraît notamment crucial de résister à l'idée de simplement mettre de côté les
observations censurées, une telle politique conduisant nécessairement à l'introduction de
biais pouvant être particulièrement importants dans la détermination de la loi de pro-
babilité de la variable considérée. Le nombre de situations dans lesquelles apparaissent
de telles données censurées (ﬁabilité, économétrie, biostatistique...) justiﬁe donc la mise
en place de techniques générales permettant de gérer ces observations.
Une question importante est celle des méthodes de régression à développer dans un
tel contexte. Actuellement, le modèle de régression de Cox, modèle semiparamétrique
qui porte sur le taux de hasard conditionnel, est certainement le modèle le plus utilisé,
en raison de bonnes propriétés théoriques qui ont été largement étudiées. Néanmoins,
dans de nombreuses situations, les hypothèses imposées par Cox ne sont pas satisfaites,
et il devient dès lors nécessaire de se tourner vers d'autres modèles. Les modèles de
régression basés sur l'estimation d'une espérance conditionnelle présentent le double
avantage d'être de bons candidats alternatifs au modèle de Cox, et d'avoir été large-
ment considérés en l'absence de censure. Leur étude amène donc à traiter, en présence
d'observations censurées, les problématiques usuelles de l'analyse de régression.
Parmi ces problématiques, le "ﬂéau de la dimension" est un phénomène bien connu
en régression non paramétrique. Ainsi, les estimateurs non paramétriques d'une fonc-
tion de régression se comportent mal dès que le nombre de variables explicatives est
important. Pour les estimateurs à noyaux, une solution artiﬁcielle et principalement
théorique consiste à considérer des noyaux d'ordre important (c'est à dire des fonctions
K telles que
∫
K(u)du = 1 et
∫
ukK(u)du = 0 pour tout k ≤ m, m suﬃsamment
grand) en admettant des hypothèses de régularité supplémentaires sur la fonction de
régression. Malheureusement, ce type de procédure n'est pas satisfaisant en pratique,
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dès que le nombre de variables explicatives est supérieur à 3, et ne donne alors pas de
résultats probants. En revanche, ce problème ne concerne pas les modèles de régression
paramétriques : dans le modèle de régression linéaire où le paramètre est estimé par
moindres carrés, la convergence de l'estimateur a lieu à la vitesse n−1/2, où n désigne
la taille de l'échantillon, indépendamment du nombre de régresseurs.
Si l'on considère un modèle de régression où la variable expliquée Y est censurée
à droite par une variable aléatoire C (mais où les variables explicatives X ∈ Rd sont
complètement observées), le ﬂéau de la dimension reste d'actualité en régression non
paramétrique, la diﬃculté supplémentaire à surmonter étant que la variable expliquée
Y n'est pas observée directement. Plus problématique encore, dans certaines situations
de régression censurée, la régression paramétrique elle-même tombe sous le coup du
ﬂéau de la dimension. En eﬀet, si la loi de la variable de censure n'est pas connue du
statisticien (ce qui est souvent le cas en pratique), l'inférence statistique (paramétrique
ou non) repose sur des estimateurs non paramétriques (estimateur Kaplan-Meier, 1958,
ou estimateur Kaplan-Meier conditionnel, voir par exemple Beran, 1981) qui sont utilisés
pour corriger l'eﬀet de la censure. Si l'estimateur de Kaplan-Meier n'est pas fonction
des variables explicatives, les estimateurs type Kaplan-Meier conditionnels introduisent
un lissage par rapport aux X, et souﬀrent donc du ﬂéau de la dimension.
Les problèmes de réduction de dimension qui seront considérés dans ce mémoire
seront donc de deux types. D'une part il s'agira d'étendre à un cadre censuré certaines
techniques de réduction de dimension pour l'estimation de la fonction de régression.
D'autre part, dans certains modèles de censure, il apparaîtra nécessaire d'inventer des
techniques de réduction de la dimension spécialement adaptées à ce cadre censuré. Ces
dernières auront pour but non seulement de permettre une estimation performante
dans des modèles de régression semi-paramétriques, mais également, fait spéciﬁque à la
régression en présence de censure, de rendre possible l'estimation de certains modèles
de régression paramétrique où la variable explicative est multidimensionnelle.
S'agissant tout d'abord de la première de ces deux problématiques, le modèle de
régression "single-index" sera la méthode de réduction de la dimension qui retiendra
particulièrement notre attention. Dans ce modèle de régression semi-paramétrique, on
suppose que la fonction m(x) = E[Y |X = x] est du type
m(x) = f(θ′0x; θ0),
où f est une fonction inconnue, et θ0 un paramètre de dimension ﬁnie à estimer. Si f
était connue, le problème deviendrait purement paramétrique, il s'agirait d'un modèle
linéaire généralisé (voir par exemple Mc Cullagh et Nellder, 1989). D'un autre côté, si
θ0 était connu, le problème d'estimation se réduirait à un problème non paramétrique,
mais à présent en dimension 1.
Ce modèle apparaît comme un compromis raisonnable entre l'approche purement
non paramétrique et l'approche paramétrique. En eﬀet, il proﬁte d'une certaine ﬂexi-
bilité inhérente à l'approche non paramétrique : en supposant la fonction f inconnue,
on se place dans un modèle moins contraignant qu'un modèle purement paramétrique
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où la forme de la fonction de régression est imposée. Par ailleurs, les estimateurs de m
proposés dans ce cadre bénéﬁcient de la vitesse de convergence obtenue dans les mo-
dèles de régression paramétrique, les estimateurs de θ0 convergent à la vitesse n−1/2.
Voir notamment à ce sujet Ichimura (1993), Sherman (1994b), Delecroix et Hristache
(1999), Delecroix, Hristache, Patilea (2006), qui tous utilisent des techniques de M− es-
timation pour l'estimation de θ0 ; Powell, Stock, Stoker (1989), Härdle et Stoker (1989),
Hristache, Juditsky, Polzehl, Spokoiny (2001), qui utilisent la méthode dite "average
derivative" ; Weisberg et Welsh (1994), Bonneu et Gba (1998), Xia et Härdle (2002),
qui utilisent des méthodes itératives.
En présence de censure, ce type de modèle a jusqu'à présent été peu considéré si l'on
excepte les travaux de Burke et Lu (2005), basés sur la méthode "average derivative".
L'un des intérêts de l'extension des méthodes single-index à la présence de censure
vient notamment du fait que le célèbre modèle de régression de Cox (Cox, 1972) apparaît
comme un cas particulier de modèle single-index : il s'agit d'un modèle de régression
semi-paramétrique, où les hypothèses portent non pas sur l'espérance conditionnelle,
mais sur le risque instantané conditionnel (ou taux de hasard instantané conditionnel)
λ(t|X) = [1 − F (t − |X)]−1dF (t|X), où F (t|X) = P(Y ≤ t|X). Le modèle de Cox
suppose ainsi
λ(t|X = x) = λ0(t)eθ′0x,
où λ0 est une fonction inconnue, et θ0 un paramètre à estimer. L'estimation de ce para-
mètre θ0 est généralement mise en ÷uvre par maximisation de la pseudo-vraisemblance
de Cox (voir par exemple Cox, 1975, Andersen et Gill, 1982). Ce modèle est plus res-
trictif que le modèle single-index, puisqu'il suppose notamment que la loi conditionnelle
de Y sachant X ne dépend que de θ′0X. Dans le cas du modèle single-index, l'hypo-
thèse ne portait que sur l'espérance conditionnelle. De ce fait, les modèles single-index
permettent de fournir des alternatives moins contraignantes que le modèle de Cox.
Concernant le second type de problèmes de réduction de dimension que nous consi-
dérerons, revenons tout d'abord sur l'un des problèmes cruciaux de l'inférence en pré-
sence de censure, la question des conditions d'identiﬁabilité du modèle. En l'absence
de variables explicatives, les seules variables qui interviennent sont donc Y et C, et on
suppose
Y et C indépendants. (0.0.1)
En présence de variables explicatives, l'Hypothèse 0.0.1 doit être modiﬁée pour prendre
en compte la présence de X.
Une première façon de procéder consiste à supposer
(Y, X) et C indépendants. (0.0.2)
Cette hypothèse est contraignante. En eﬀet, sous cette hypothèse, la variable de censure
apparaît comme indépendante de X, ce qui n'est pas convenable pour la modélisation de
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certaines situations. Pour cette raison, une autre solution consiste à généraliser (0.0.1)
de la façon suivante,
Y et C indépendants conditionnellement à X. (0.0.3)
Sous (0.0.3), C peut dépendre de X, mais Y ne dépend de C qu'à travers les variables
explicatives.
Certes l'Hypothèse (0.0.3) englobe l'Hypothèse (0.0.2). Néanmoins, sous l'Hypothèse
plus forte (0.0.2), les outils statistiques sont généralement plus performants. Discutons
ces deux hypothèses concurrentes (0.0.2) et (0.0.3) à travers quelques exemples pra-
tiques.
Exemple 1. On considère les variables
 Y : temps que met un patient à guérir d'une certaine maladie.
 X : âge du patient au moment de l'infection.
On cherche à expliquer Y en fonction de X. Pour ce faire, on observe n patients dans
un hôpital donné. On ne recueille les données d'un hôpital que pendant une certaine
durée d'étude. De sorte que la variable de censure est déﬁnie de la façon suivante,
 C : temps maximum pendant lequel le patient peut être observé.
Par exemple, si la durée d'étude est de trois mois, et que le patient entre à l'hôpital un
mois après le début de l'étude, la valeur de C correspondante sera de deux mois. La
date d'arrivée des patients à l'hôpital pouvant être considérée comme aléatoire, C est
une variable aléatoire. Un patient sera dit censuré s'il n'est toujours pas guéri lorsque
l'étude s'arrête (censure dite administrative).
Exemple 2. On considère
 Y : durée de vie d'une batterie de voiture.
 X : usine dans laquelle la batterie a été construite.
 C : temps au bout duquel le véhicule dans lequel est insérée la batterie est perdu
de vue (destruction, accident, vol...).
Exemple 3. On considère
 Y : temps que met un patient à guérir d'une certaine maladie.
 X : âge du patient au moment de l'infection.
 C : temps que met le patient avant de décéder.
Exemple 4. On considère
 Y : durée de vie d'une batterie de voiture.
 X : expérience du conducteur.
 C : temps au bout duquel le véhicule dans lequel est insérée la batterie est perdu
de vue (destruction, accident, vol...).
Dans les exemples 1 et 2, l'Hypothèse (0.0.2) apparaît légitime. En eﬀet, dans
l'exemple 1, la censure est due à des causes purement administratives, et n'a donc
a priori aucun lien avec l'âge des patients. Dans l'exemple 2, l'usine de production de la
batterie n'a pas d'inﬂuence sur les causes de censure qui sont dues soit au conducteur
(accident, dégâts) soit à des causes extérieures (vol). Au contraire, dans les exemples 3
et 4, l'Hypothèse (0.0.2) est mise en défaut et doit être remplacée par (0.0.3). En eﬀet,
dans l'exemple 3, il est naturel de penser que l'âge du patient au moment de l'infection
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est lié au temps qu'il lui reste à vivre. De même dans l'exemple 4, un mauvais conducteur
aura plus de chances d'avoir un accident avant que sa batterie ne soit défectueuse.
Les Hypothèses (0.0.2) et (0.0.3) correspondent donc chacune à des situations de
modélisation bien précises (notons que l'Hypothèse (0.0.2) peut être aﬀaiblie, de façon
à permettre une certaine forme de dépendance entre C et X, voir Stute, 1993). Chacune
utilise des techniques spéciﬁques. Sous l'Hypothèse (0.0.2), on utilise des techniques ba-
sées sur l'estimateur de Kaplan-Meier (1958) permettant l'estimation de la fonction de
répartition F (y) = P(Y ≤ y). En eﬀet, sous (0.0.2), (0.0.1) reste valide, et (0.0.1) est
la condition d'identiﬁabilité sous laquelle l'estimateur de Kaplan-Meier converge. En
revanche, sous (0.0.3), l'estimateur de Kaplan-Meier ne peut être utilisé. De ce fait, les
procédures d'estimation de la fonction m(x) = E[Y |X = x] reposent toutes sur l'es-
timateur Kaplan-Meier conditionnel de Beran (1981), un estimateur à noyau estimant
la fonction de répartition conditionnelle F (y|x). De ce fait, des estimateurs à noyau
interviennent même lorsque l'on cherche à estimer m dans un modèle paramétrique.
Si l'on considère par exemple le modèle de régression non linéaire sous (0.0.3) (c'est
à dire m(x) = f(θ0, x) où f est connue et θ0 paramètre de dimension ﬁni à estimer),
seul le cas X univarié a été considéré jusqu'à présent, voir Heuchenne et Van Keilegom
(2007b). Cette impossibilité de considérer des X multivariés a également été recontrée
notamment par Heuchenne et Van Keilegom (2007a) en régression polynomiale, Van
Keilegom et Akritas (1999), Du et Akritas (2002).
De ce fait, nous nous placerons alternativement sous (0.0.2) (Chapitres 2 à 6) et
(0.0.3) (Chapitres 7 et 8). Dans les Chapitres 2 et 3, nous exposerons les outils fondamen-
taux permettant l'étude des estimateurs de la régression sous (0.0.2). Ces outils seront
utilisés tout d'abord pour estimer un modèle de régression paramétrique (régression non
linéaire) au Chapitre 4, modèle pour lequel nous fournirons un test non paramétrique
d'adéquation au Chapitre 5. L'étude des modèles de régression paramétrique et non
paramétrique en présence de censure est un préalable au Chapitre 6, qui atteint notre
objectif initial d'estimation dans un modèle single-index sous (0.0.2). Cette étude de la
régression sous (0.0.2) n'est pas à opposer à celle qui sera conduite aux Chapitre 7 et 8
sous (0.0.3). En eﬀet, nous parviendrons, par un examen approfondi des techniques uti-
lisées sous (0.0.2), à développer une technique générale de réduction de dimension sous
(0.0.3) : au Chapitre 7, nous fournissons un estimateur de F (x, y) = P(Y ≤ y, X ≤ x)
généralisant la notion de fonction de répartition empirique, estimateur qui se compor-
tera bien même dans un contexte où l'on considère des X multivariés (contrairement aux
estimateurs existant sous l'Hypothèse 0.0.3). Cet estimateur permet de déﬁnir des mé-
thodes d'estimation dans des modèles de régression paramétrique, méthodes qui seront
présentées au Chapitre 8. Enﬁn, la question de la régression single-index sous (0.0.3)
sera également considérée au Chapitre 8.
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Description détaillée par chapitre
Chapitre 1. Au Chapitre 1, nous présentons en détail les diﬀérents modèles de
censure considérés (les Hypothèses (0.0.2) et (0.0.3) sont notamment discutées). Nous
ﬁxons également un certain nombre de notations, et déﬁnissons les outils (notamment
processus empiriques) qui seront utilisés dans les chapitres suivants.
Chapitre 2. Nous présentons la théorie des intégrales Kaplan-Meier, en utilisant
une approche nouvelle pour démontrer nos principaux résultats asymptotiques.
Nous rappelons tout d'abord quelques propriétés asymptotiques obtenues à partir
de représentations de l'estimateur de Kaplan-Meier sous forme d'intégrale stochastique.
Dans un second temps, nous présentons des résultats du type de ceux de Stute (1993,
1995, 1996a), résultats de Loi des Grands Nombres et Théorème Central Limite. Nous
proposons une approche nouvelle pour démontrer ces résultats. Nous utilisons ainsi à la
fois des résultats de la théorie des intégrales stochastiques, et des éléments de l'approche
de Stute. Cette approche nouvelle permet notamment d'obtenir des propriétés d'uni-
formité de ces Théorèmes sur des classes de fonctions. D'autre part, elle nous permet
également d'améliorer les conditions d'intégrabilité sous lesquels les Théorèmes de Stute
sont valides.
Chapitre 3. Dans ce chapitre, nous considérons un second outil utilisé dans l'esti-
mation de l'espérance conditionnelle.
L'approche dite "synthetic data" est une approche basée sur des transformations
des données qui conservent l'espérance conditionnelle. Ces transformations ne sont pas
exactement calculables, puisqu'elles reposent toutes soit sur la connaissance de la fonc-
tion de répartition de Y, soit sur celle de C. Néanmoins, ces transformations peuvent être
estimées à l'aide de l'estimateur de Kaplan-Meier. Nous présentons un certain nombre
de ces techniques.
En particulier, nous nous intéressons aux transformations de Koul, Susarla et Van
Ryzin (1981) et Leurgans (1987). En parvenant à lier leur approche à la théorie des
intégrales Kaplan-Meier, nous parvenons à obtenir des représentations asymptotiques
de sommes de transformations estimées. Ces sommes sont alors représentées comme
une somme de termes i.i.d., plus un terme asymptotiquement négligeable. Ce nouveau
type de représentations facilite l'obtention de propriétés asymptotiques d'estimateurs
de la régressions basés sur la méthode de Koul, Susarla, Van Ryzin (1981) ou celle de
Leurgans (1987). Par ailleurs, ces représentations sont démontrées sous des hypothèses
d'intégrabilité qui représentent une amélioration notable par rapport à Delecroix, Lopez,
Patilea (2006).
Chapitre 4. Nous nous penchons sur l'estimation d'un modèle paramétrique de
régression,
E[Y |X = x] = f(θ0, x),
avec f connue et θ0 inconnu de dimension ﬁnie. Nous présentons les deux principales
techniques utilisées pour estimer le paramètre θ0 en présence de censure, sous (0.0.2).
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La technique dite "moindres carrés pondérés", due initialement à Zhou (1992a)
dans le cas du modèle linéaire, est à relier directement à la méthode de Stute (1999)
dans un modèle de régression non linéaire plus général. Cette technique consiste en une
utilisation directe des propriétés des intégrales Kaplan-Meier déﬁnies au Chapitre 2.
Dans un cadre paramétrique, la technique synthetic data, correspondant aux outils
déﬁnis au Chapitre 3, n'avait jusqu'à présent été étudiée que dans le cas du modèle
linéaire (voir, par exemple Zhou, 1992b). Grâce aux nouvelles représentations obtenues
au Chapitre 3, nous parvenons à généraliser leur utilisation à un modèle plus général de
régression non linéaire. Nous obtenons des résultats de normalité asymptotique de nos
estimateurs de θ0 à la vitesse n−1/2.
Par ailleurs, une étude par simulation compare, dans un certain nombre de situa-
tions, les diﬀérentes approches présentées dans ce chapitre.
Chapitre 5. Le but de ce chapitre est double : fournir des résultats d'estimation
non paramétrique en présence de censure qui sont un prélude à l'étude d'un modèle
de régression semi-paramétrique type single-index, et par ailleurs élaborer un test non
paramétrique d'adéquation aux modèles paramétriques du Chapitre 4.
En lissant l'estimateur de Kaplan-Meier étudié au Chapitre 2 au moyen de méthodes
à noyau, nous fournissons dans un premier temps des représentations asymptotiques
d'estimateurs non paramétriques de la fonction de régression. En particulier, ces repré-
sentations permettent d'obtenir des résultats de convergence uniforme en probabilité.
Dans un second temps, ces estimateurs non paramétriques sont utilisés dans la
construction de procédures de test non paramétrique d'adéquation aux modèles étudiés
au Chapitre 4. Les deux procédures de test que nous élaborons généralisent une statis-
tique proposée par Zheng (1996) en l'absence de censure. En comparaison avec l'unique
autre test proposé en présence de censure (Stute, González-Manteiga, et Sánchez-Sellero,
2000), nos statistiques de test débouchent sur des représentations asymptotiques plus
simples, et par conséquent sur des mises en ÷uvre numériques plus simples. De plus,
nous étudions le comportement de nos statistiques de test sous des alternatives s'ap-
prochant de l'Hypothèse nulle (alternatives de type Pitman et alternatives régulières).
L'étude de ce type de propriétés de consistance est un élément nouveau de la théorie
des tests non paramétriques en présence de censure.
A travers des simulations, nous évaluons la puissance de nos tests à distance ﬁnie, et
la comparons avec celle du test étudié par Stute, González-Manteiga, et Sánchez-Sellero
(2000).
Chapitre 6. Après avoir étudié les modèles de régression paramétriques (régression
non linéaire, Chapitre 4) puis non paramétriques (Chapitre 5), nous eﬀectuons la jonc-
tion des idées de ces deux chapitres pour étudier le modèle de régression single-index
sous (0.0.2).
Nous construisons une classe d'estimateurs du paramètre du modèle single-index qui
généralisent la procédure de M−estimation utilisée, par exemple, par Ichimura (1993)
en l'absence de censure. Ces estimateurs reposent sur les techniques d'intégrales Kaplan-
Meier (Chapitre 2) ou synthetic data (Chapitre 3). Pour l'estimation du paramètre θ0,
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nous présentons les résultats sous la forme la plus générale possible, qui ne préjuge pas
du type d'estimateurs non paramétriques utilisés au sein de la procédure. Nous produi-
sons ainsi un ensemble de conditions suﬃsantes que ces estimateurs non paramétriques
doivent satisfaire. Par ailleurs, nous fournissons des exemples d'estimateurs à noyau qui
vériﬁent cet ensemble de conditions.
De même qu'en l'absence de censure, le problème de l'estimation de θ0 s'avère équi-
valent, du point de vue asymptotique, à un problème purement paramétrique, de sorte
que les estimateurs convergent à la vitesse n−1/2.
En un second temps, nous utilisons nos estimateurs de θ0 pour l'estimation de la
fonction m. De plus, nous comparons nos estimateurs à ceux fournis par Burke et Lu
(2005).
Chapitre 7. Nous nous plaçons à présent, pour les deux derniers chapitres, sous
l'hypothèse "Y et C indépendants conditionnellement à X," c'est à dire (0.0.3). Puisque,
sous (0.0.2), les intégrales Kaplan-Meier du Chapitre 2 étaient les outils fondamentaux
pour la régression, nous développons une méthode qui prolonge celle du Chapitre 2,
mais à présent sous l'Hypothèse (0.0.3).
En particulier, nous proposons un nouvel estimateur de la fonction de répartition
multivariée F (x, y) = P(Y ≤ y, X ≤ x). Contrairement aux autres estimateurs existant
sous l'Hypothèse (0.0.3) (voir par exemple Van Keilegom et Akritas, 1999), cet esti-
mateur prolonge la notion de fonction de répartition empirique multivariée utilisée en
l'absence de censure.
Le fait que notre estimateur prolonge la notion de fonction de répartition empirique
est un élément clé pour aborder le cas où X est multivarié. En eﬀet, nous parvenons
ainsi à proposer une modiﬁcation, acceptable pour de nombreux modèles, de l'Hypothèse
d'identiﬁabilité (0.0.3). Cette modiﬁcation est inspirée de la philosophie des méthodes
single-index utilisée en régression. Typiquement, il s'agit de supposer que Y et C sont
indépendants conditionnellement à β′0X, ou plus généralement h(β0, X) pour une cer-
taine fonction h. Sous cette modiﬁcation des hypothèses, notre estimateur se comporte
correctement, même pour un nombre important de variables explicatives, tandis que les
estimateurs existant ne peuvent être adaptés pour bénéﬁcier des propriétés de réduction
de dimension de ces nouvelles conditions d'identiﬁabilité.
En particulier, nous démontrons de nouveaux résultats de Loi des Grands Nombres
et Théorèmes Central Limite sous (0.0.3)., obtenus uniformément sur des classes de
fonctions. Ces résultats prolongent ceux obtenus au Chapitre 2.
Chapitre 8. Munis des résultats du Chapitre 7, nous fournissons un certain nombre
d'applications.
Nous fournissons tout d'abord une application qui sort du cadre de la régression
proprement dite, qui porte sur l'estimation de la densité de Y lorsque Y et C ne sont
pas indépendantes.
Du point de vue de la régression, nous nous penchons tout d'abord sur l'estimation
dans le modèle de régression non linéaire. En particulier, nous parvenons à modiﬁer les
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techniques du Chapitre 4 pour les étendre sous l'Hypothèse (0.0.3). Pour la première
fois, sont proposés des résultats de convergence dans le cas où X est multivarié.
Enﬁn, nous nous penchons également sur l'estimation des modèles single-index sous
(0.0.3). A nouveau, nous obtenons, en utilisant une démarche sensiblement diﬀérente de
celle du Chapitre 6, des estimateurs du paramètre convergeant à la vitesse n−1/2. Ces
estimateurs sont alors utilisés pour l'estimation de la fonction de régression.
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Chapitre 1
Modèles et notations
Ce Chapitre a pour but de présenter le cadre général dans lequel nous allons nous
placer tout au long de ce mémoire. La section 1.1 décrit les observations dont nous dispo-
serons par la suite. Un certain nombre d'hypothèses sous lesquelles nous nous placerons
sont présentées, et nous justiﬁons leur introduction. La section 1.2 introduit certaines
notations de théorie des processus empiriques, et rappelle brièvement un certain nombre
de résultats qui seront utilisés de façon récurrente.
1.1 Observations et hypothèses générales des modèles de
régression considérés
1.1.1 Observations et notations
Dans toute la suite de ce mémoire, on s'intéresse à une variable aléatoire Y ∈ R,
qu'on cherche à expliquer en fonction de variables aléatoires X ∈ X ⊂ Rd. La variable Y
est censurée à droite aléatoirement (mais pas la variable X), elle n'est donc pas observée
directement. On introduit une variable aléatoire de censure C ∈ R. Les observations sont
constituées de
Ti = Yi ∧ Ci,
δi = 1Yi≤Ci ,
Xi ∈ Rd,
pour i = 1, ...n, n désignant la taille de l'échantillon, les vecteurs aléatoires (Yi, Ci, Xi)
étant i.i.d. de même loi que (Y, C, X). Une information sera dite censurée si Ti < Yi,
non censurée sinon. En particulier, l'indicatrice δi permet de savoir si l'observation Ti
considérée est censurée ou non.
On introduit également les notations suivantes, pour désigner les diﬀérentes fonctions
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de répartition,
F (y) = P(Y ≤ y),
G(y) = P(C ≤ y),
H(y) = P(T ≤ y),
FX(x) = P(X ≤ x).
On introduit également les fonctions de répartition conditionnelles et jointes,
F (x, y) = P(Y ≤ y,X ≤ x),
H(x, y) = P(T ≤ y, X ≤ x),
F (y|x) = P(Y ≤ y|X = x),
G(y|x) = P(C ≤ y|X = x),
H(y|x) = P(T ≤ y|X = x).
On note τF , τG et τH respectivement, les bornes supérieures du support des variables
Y, C, et T, c'est à dire
τS = inf{t|S(t) = 1},
pour toute fonction de répartition S.
1.1.2 Hypothèses générales
La première hypothèse que nous utiliserons tout au long de ce mémoire concerne les
queues de distributions.
Hypothèse 1.1.1 On suppose que τF = τH .
Cette hypothèse n'est pas essentielle. Si elle est violée, il n'existe pas de méthode
statistique qui permette l'estimation consistante dans les modèles de régression que nous
considérerons par la suite. En eﬀet, si τH = τG < τF , une partie du support de F n'est
jamais observée (les valeurs entre τG et τF ). Sauf hypothèse supplémentaire sur la loi
de Y, l'estimation consistante des fonction de régression n'est pas possible. Néanmoins,
toutes les techniques que nous utiliserons resterons valables pour la variable Y ∧ τH ,
de sorte que, si l'Hypothèse 1.1.1 est violée, la seule conséquence consiste en un biais
asymptotique qui, de toute manière, ne pourrait être évité.
La seconde hypothèse, plus technique, est une hypothèse classique dans la théorie
de l'estimateur de Kaplan-Meier. Elle sera supposée vériﬁée dans toute la suite de ce
mémoire.
Hypothèse 1.1.2 On suppose que P(Y = C) = 0.
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Cette hypothèse assure notamment que l'indicatrice δi ne brise pas la "symétrie"
du modèle de censure aléatoire. En eﬀet, en cas d'ex-aequo (i.e. Y = C), la variable Y
est privilégiée par rapport à la variable C. Au contraire, sous l'Hypothèse 1.1.2, avec
probabilité 1, il n'y a pas d'ex-aequo, et les rôles de Y et C peuvent être inversés (C peut
être considérée comme une variable censurée aléatoirement à droite par une variable Y,
et (1−δ) = 1C≤Y presque sûrement). Cette hypothèse est un argument fondamental sur
lequel repose la convergence de l'estimateur de Kaplan-Meier. Voir par exemple Stute
et Wang (1993) à ce sujet.
1.1.3 Les hypothèses d'identiﬁabilité
Comme annoncé, diﬀérentes conditions d'identiﬁabilité seront considérées par la
suite. Leur but est de généraliser à la présence de variables explicatives l'hypothèse
d'indépendance entre Y et C utilisée dans la théorie de l'estimateur de Kaplan-Meier
dans le cas univarié.
La première hypothèse est la plus forte, puisqu'elle suppose l'indépendance de C et
de toutes les variables intervenant dans le modèle de régression.
Hypothèse 1.1.3 (Y, X) et C indépendants.
Cette hypothèse peut être allégée de la façon suivante.
Hypothèse 1.1.4 Y et C indépendants et
P (Y ≤ C | X, Y ) = P (Y ≤ C | Y ) .
Cette dernière hypothèse est due à Stute (1993). En particulier, elle est impliquée
par l'Hypothèse 1.1.3. Sous cette hypothèse, la variable C est autorisée à dépendre de
X. Les Hypothèses 1.1.3 et 1.1.4, si elles sont adaptées à un certain nombre de modèles
(notamment de censure dite administrative, voir Exemples 1 et 2 de l'introduction),
sont trop lourdes pour d'autres applications (voir Exemples 3 et 4 de l'introduction).
On est alors amené à utiliser une hypothèse plus légère (qui sera le cadre des Chapitres
7 et 8).
Hypothèse 1.1.5 Y et C indépendants conditionnellement à X.
Au Chapitre 7, nous proposerons également une autre d'hypothèse d'identiﬁabilité
qui apparaît comme un compromis entre l'Hypothèse 1.1.4 et l'Hypothèse 1.1.5 (voir
Hypothèse 7.3.1).
1.2 Classes euclidiennes
Dans la suite de ce mémoire, nous serons amenés fréquemment à considérer des
U−processus indexés par des classes de fonctions, c'est à dire des processus du type
Un(f) =
1
nk
∑
i1,...,ik
f(Wi1 , ..., Wik)1i1 6=i2,...,i1 6=ik...,ik−1 6=ik ,
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où f décrit une classe de fonctions F , et (Wi)1≤i≤n sont des variables i.i.d. de même
loi qu'une variable W ∈ Rl. La recherche de classes de fonctions F telles que Un(f)
converge uniformément sur F a notamment été étudiée par Nolan et Pollard (1987),
Pakes et Pollard (1989), Sherman (1994a, 1994b), Arcones et Giné (1993). Il parviennent
à obtenir des résultats uniformes sur la classe F à partir de conditions portant sur la
complexité de la classe de fonctions.
Dans toutes les utilisations de ces résultats de convergence que nous considérerons
par la suite, nous n'aurons besoin de considérer que le cas particulier des classes de
fonctions dites euclidiennes (voir notamment Pakes et Pollard, 1989, Déﬁnition 2.7 et
Sherman, 1994a, Déﬁnition 1). Ces classes de fonctions sont mentionnées comme un
exemple important de classes de fonctions satisfaisant la propriété de convergence uni-
forme de Un(f) sur F par Arcones et Giné (1993).
Nous introduisons ici un certain nombre de notations qui permettent de décrire la
complexité d'une classe de fonctions.
Déﬁnition 1.1 Soit F une classe de fonctions déﬁnies sur Rl, et ‖ · ‖ une norme sur
F .
 f1, ..., fk est un ε−recouvrement (pour la norme ‖ · ‖) si et seulement si, par
déﬁnition, pour toute fonction f ∈ F , il existe un j ∈ {1, ..., k} tel que ‖f−fj‖ ≤ ε.
 On note N(ε,F , ‖·‖) le "covering number" (voir Van der Vaart et Wellner, 1996)
d'une classe de fonction F , c'est à dire le cardinal minimum d'un ε−recouvrement
de F .
 Φ est une enveloppe pour la classe de fonctions F ssi |f(w)| ≤ Φ(w) presque
sûrement pour tout élément f ∈ F .
On déﬁnit alors la notion de classe de fonction euclidienne.
Déﬁnition 1.2 Pour toute mesure de probabilité µ et tout p > 0, on note ‖f‖p,µ =∫ |f(w)|pdµ(w) la norme de Lp(µ). Une classe de fonction F est dite euclidienne d'en-
veloppe Φ ≥ 0 si E[Φ] < ∞, et
 ∀f ∈ F , on a |f | ≤ Φ,
 On a
sup
µ:‖Φ‖1,µ<∞
N(ε‖Φ‖1,µ,F , L1(µ)) ≤ Aε−V ,
pour des constantes A et V positives.
Si Φ est de carré intégrable, une classe euclidienne satisfait
sup
µ:‖Φ‖2,µ<∞
N(ε‖Φ‖2,µ,F , L2(µ)) ≤ A′ε−V ′ ,
pour A′ = 4V A et V ′ = 2V.
On déduit de cette déﬁnition que les classes euclidiennes d'enveloppe intégrable
sont des cas particuliers de classes de Glivenko-Cantelli, les classes euclidiennes dont
l'enveloppe est de carré intégrable apparaissant quant à elles comme des cas particuliers
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de classes de Donsker. L'intérêt des classes euclidiennes réside également dans un certain
nombre de propriétés de stabilité (voir Pakes et Pollard, 1989, Lemme 2.14).
Comme annoncé, on peut ainsi obtenir des vitesses de convergences uniforme de
Un(f) indexé par une classe euclidienne. Ainsi, si F est euclidienne d'enveloppe de carré
intégrable, et que cette classe est dégénérée (i.e. E[f(w1, w2, ..., wi−1,W,wi+1, ..., wk)] ≡
0, pour tout f ∈ F et pour tout i), le Corollaire 4 de Sherman (1994a) fournit
sup
f∈F
nk/2|Un(f)| = OP (1).
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Chapitre 2
Intégrales Kaplan-Meier
En présence de censure, la fonction de répartition empirique de la variable Y n'est
plus disponible. En eﬀet, rappelant la déﬁnition
Fˆemp(t) =
1
n
n∑
i=1
1Yi≤t,
la fonction de répartition empirique dépend des variables Yi qui ne sont pas observées.
Aﬁn d'estimer la loi d'une variable Y, il est donc nécessaire de proposer un estimateur
de la fonction de répartition qui puisse, dans un cadre censuré, avoir des propriétés
analogues à celle de la fonction de répartition empirique utilisée en l'absence de censure.
L'estimateur de Kaplan-Meier (1958) permet de généraliser le concept de fonction
de répartition empirique, en présence de données censurées. Cet estimateur est déﬁni
de la façon suivante,
Fˆ (t) = 1−
∏
Ti≤t
(
1− 1∑n
j=1 1Tj≥Ti
)δi
.
Il s'agit d'une fonction continue par morceaux, ne présentant des sauts qu'aux observa-
tions non censurées. Par ailleurs, les notions d'estimateur Kaplan-Meier et de fonction
de répartition empirique coïncident en l'absence de censure. De plus, en intervertissant
les rôles de Y et C, on observe une certaine symétrie du problème (nous travaillons
sous l'Hypothèse 1.1.2, donc 1Y≤C = 1Y <C presque sûrement). On peut donc déﬁnir
de manière analogue Gˆ, estimateur de Kaplan-Meier de la fonction G(t) = P(T ≤ t).
La mesure déﬁnie par l'estimateur de Kaplan-Meier n'attribue de poids qu'aux obser-
vations censurées, et renforce le poids des grandes observations. En eﬀet, il s'agit de
compenser le déﬁcit d'observations dans la queue de distribution, déﬁcit causé par la
censure.
L'étude des propriétés asymptotiques de cet estimateur a été principalement abor-
dée de deux manières diﬀérentes. L'approche martingale, développée notamment par
Gill (1980, 1983) aboutit à une représentation sous forme d'intégrale stochastique. La
normalité asymptotique découle du théorème de Rebolledo. Cette approche, présentée
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dans la section 2.1, permet d'obtenir la convergence en loi d'un certain nombre de fonc-
tionnelles, sans pour autant fournir de Théorème Central Limite pour les intégrales
Kaplan-Meier (KM-intégrales par la suite), c'est à dire les intégrales par rapport à la
mesure déﬁnie par l'estimateur de Kaplan-Meier. L'étude de ces intégrales est la mo-
tivation première de la seconde approche, qui trouve un premier aboutissement chez
Stute (1996a). Il apparaît que l'une des diﬃcultés recontrées dans l'étude d'objets du
type
I(φ) =
∫
φ(y)dFˆ (y),
provient du fait que ces intégrales s'expriment comme des sommes de quantités non
i.i.d. En l'absence de censure, la loi empirique attribue la masse n−1 à chaque ob-
servation indistinctement. Or, ainsi qu'il a été mentionné plus haut, l'estimateur de
Kaplan-Meier compense les eﬀets de la censure en attribuant un poids plus important
aux grandes observations. Ainsi, le poids attribué à chaque observation dépend de sa
place au sein de l'échantillon, et l'intégrale I(φ) est donc une somme de quantités non
i.i.d. qui ne peuvent s'étudier par les arguments classiques, c'est à dire loi des grands
nombres et Théorème Central Limite. Pour cette raison, un certain nombre de repré-
sentations i.i.d. (c'est à dire une représentation en une somme empirique i.i.d. plus un
terme asymptotiquement négligeable) de l'estimateur de Kaplan-Meier (Lo et Singh,
1986), de certaines de ses fonctionnelles (Gijbels et Veraverbeke, 1991), plus générale-
ment des KM-intégrales (Stute, 1996a) ont été proposées dans la littérature. Cette der-
nière approche permet notamment d'obtenir un Théorème Central Limite en présence
de censure. Ces représentations i.i.d. apparaissent comme un outil important pour la
résolution de nombreux problèmes statistiques, voir notamment Stute (1999), Stute,
González-Manteiga, et Sánchez-Sellero (2000), Sánchez Sellero, González Manteiga, et
Van Keilegom (2005), Gannoun, Saracco, Yuan, Bonney (2005). Ce seront également
des ingrédients cruciaux pour les prochains chapitres.
La section 2.2 détaille les arguments permettant de démontrer ce type de représen-
tations i.i.d. Elles sont démontrées pour un estimateur de Kaplan-Meier en présence de
variables explicatives, c'est à dire pour un estimateur (déduit de l'estimateur univarié
de Kaplan-Meier) de la fonction de répartition multivariée,
F (x, y) = P(X ≤ x, Y ≤ y),
sous l'hypothèse d'identiﬁabilité 1.1.3 (voir Stute, 1995, 1996a). De nouvelles contribu-
tions pour l'étude de ces intégrales Kaplan-Meier sont présentées, notamment en ce qui
concerne l'uniformité de résultats du type loi des grands nombres (voir Théorème 2.2.4)
ou Théorème Central Limite (voir Théorème 2.2.11). Par ailleurs, le Théorème 2.2.10
propose un Théorème Central Limite pour les intégrales par rapport à l'estimateur de
Kaplan-Meier de F (x, y), sous des conditions d'intégrabilité optimales.
La section 2.3 se penche quant à elle sur la variance des intégrales Kaplan-Meier et
son estimation.
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2.1 L'approche martingale
2.1.1 Représentation en intégrale stochastique
L'étude de l'estimateur de Kaplan-Meier a tout d'abord été eﬀectuée à partir de
l'obtention d'une représentation en tant qu'intégrale stochastique (voir Gill, 1980, Gill,
1983, Fleming et Harrington, 1991). On déﬁnit la ﬁltration
Fs = σ{Tk1Tk≤s; δk1Tk≤s}.
Il s'agit alors d'exprimer l'estimateur de Kaplan-Meier à partir des martingales suivantes
(continues à droite), relatives à la ﬁltration (Fs, s ∈ R),
MFi (t) = δi1Ti≤t −
∫ t
−∞
1Ti≥sdF (s)
1− F (s−) ,
MGi (t) = (1− δi)1Ti≤t −
∫ t
−∞
1Ti≥sdG(s)
1−G(s−) ,
MHi (t) = 1Ti≤t −
∫ t
−∞
1Ti≥sdH(s)
1−H(s−) .
On rappelle la déﬁnition de la variation quadratique < M(t),M(t) > d'une martingale
M de carré intégrable.
Déﬁnition 2.1 Pour toute martingale continue à droite M par rapport à une ﬁltration
{Ft, t ∈ R} telle que, pout tout t, E[M(t)2] < ∞, il existe un unique processus croissant
prévisible continu à droite noté < M(·),M(·) > tel que
 < M(−∞),M(−∞) >= 0 presque sûrement,
 pour tout t, E[< M(t), M(t) >] < ∞,
 M2(t)− < M(t),M(t) > est une martingale continue à droite par rapport à la
ﬁltration Ft.
La variation quadratique des martingales déﬁnies précédemment peut être calculée ai-
sément.
< MFi (t),M
F
i (t) > =
∫ t
−∞
1Ti≥tdF (s)
1− F (s−) ,
< MGi (t), M
G
i (t) > =
∫ t
−∞
1Ti≥tdG(s)
1−G(s−) ,
< MHi (t),M
H
i (t) > =
∫ t
−∞
1Ti≥tdH(s)
1−H(s−) .
De plus, sous l'Hypothèse 1.1.2, on a (voir Théorèmes 2.5.2 et 2.6.1 de Fleming et
Harrington, 1991)
< MFi (t),M
G
i (t) >= 0. (2.1.1)
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Par ailleurs, déﬁnissons,
MF+ (t) =
1
n
n∑
i=1
MFi (t),
MG+ (t) =
1
n
n∑
i=1
MGi (t),
MH+ (t) =
1
n
n∑
i=1
MHi (t).
Le théorème de représentation suivant fait le lien entre l'estimateur de Kaplan-Meier
et ces martingales. Il est à la source de l'approche qui consiste à étudier Fˆ à partir de
martingales et d'intégrales stochastiques.
Théorème 2.1.1 Désignons pas S l'une des trois fonctions F, G ou H. Soit t tel que
1−S(t) > 0. On désigne par T(n) la plus grande observation de l'échantillon (T1, ..., Tn).
Pour t ≤ T(n), on a alors les représentations suivantes,
Sˆ(t)− S(t)
1− S(t) =
∫ t
−∞
[1− Sˆ(s−)]dMS+(s)
[1− S(s)][1− Hˆ(s−)] ,
Sˆ(t)− S(t)
1− Sˆ(t) =
∫ t
−∞
[1− S(s−)]dMS+(s)
[1− Sˆ(s)][1− Hˆ(s−)] .
Preuve: La première assertion est démontrée au Théorème 3.2.3 et Corollaire 3.2.1
de Fleming et Harrington (1991). La seconde assertion se démontre de manière analogue.
Par intégration par parties,
1− S(t)
1− Sˆ(t) = 1 +
∫ t
−∞
[1− S(s−)]dSˆ(s)
[1− Sˆ(s)][1− Sˆ(s−)] −
∫ t
−∞
dS(s)
1− Sˆ(s) .
On a donc
1− S(t)
1− Sˆ(t) = 1 +
∫ t
−∞
[1− S(s−)]
[1− Sˆ(s)]
[
dSˆ(s)
1− Sˆ(s−) −
dS(s)
[1− S(s−)]
]
,
et le résultat suit.
2.1.2 Théorème de Rebolledo
Le Théorème de Rebolledo permet d'étudier la normalité asymptotique des intégrales
du type de celles déﬁnies dans le Théorème 2.1.1. Nous le présentons ici sous une forme
générale où les variables aléatoires Y et C ont des lois qui dépendent de n. Cette
hypothèse sera nécessaire ultérieurement (voir Chapitre 5, Lemme 5.2.15).
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Théorème 2.1.2 Soit Mn =
∑n
i=1 M
i
n une suite de martingales, où M in = N in − Ain,
où N in désigne un processus de comptage, et Ain son compensateur. Considérons un
processus du type
In(t) =
∫ t
−∞
fn(s)dMn(s).
On déﬁnit, pour tout ε > 0,
Iεn(t) =
∫ t
−∞
fn(s)1|fn(s)|>εdMn(s).
Supposons que fn et f soient des processus Fs prédictibles et localement bornés tel que
sups |fn(s) − f(s)| → 0. Supposons également que N in, Ain et fn soient bornés par une
constante Cn < ∞ (qui peut croître quand n →∞). Soit α(t) = ∫ t−∞ f(s)2ds < ∞ pour
tout t, alors si
1. < In(t), In(t) >→ α(t) en probabilité,
2. < Iεn(t), Iεn(t) >→ 0 en probabilité pour tout ε > 0,
alors
In =⇒
∫
fdW dans D[R],
où =⇒ désigne la convergence faible dans l'espace D[R], espace des fonctions continues
à droite, ayant une limite à gauche, muni de la topologie de Skohorod, et où W est un
mouvement brownien.
Preuve: Voir Théorème 5.1.1 page 204 de Fleming et Harrington (1991). Dans le
cas où les compensateurs ne sont pas continus, voir Helland (1982).
La représentation du Théorème 2.1.1 et le Théorème 2.1.2 permettent de démontrer
le résultat suivant, pour la convergence en loi de l'estimateur de Kaplan-Meier. Cette
convergence n'est obtenue que sur un intervalle fermé à droite ne contenant pas τH .
Nous l'énonçons dans le cas où les lois des diﬀérentes variables peuvent être diﬀérentes
pour chaque n.
Théorème 2.1.3 Soit Fˆ l'estimateur de Kaplan-Meier calculé à partir de l'échantillon
(T1n, δ1n, ..., Tnn, δnn), associé aux fonctions de répartition Fn, Gn, Hn convergeant uni-
formément respectivement vers des fonctions de répartition F, G et H. Soit τ < τH . On
suppose que
 Les lois Fn ont le même support [0, τH ] (à partir d'un certain rang), et τGn ≥ τH ,
 On suppose que sups≤τ |Fn(s)− F (s)| → 0,
 On suppose que sups≤τ |Hn(s)−H(s)| → 0.
Alors,
Fˆ − Fn
1− Fn =⇒ W (v(.)) dans D[0, τ ],
où
v(t) =
∫ t
−∞
dF (s)
[1−H(s−)][1− F (s−)] .
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Preuve: Nous suivons la preuve du Théorème 6.3.1 page 235 de Fleming et Har-
rington (1991), la seule diﬀérence provenant du fait que les lois des variables aléatoires
dépendent de n.
Pour s ≤ τ, on a, par déﬁnition de τH , que 1−F (s) > 0. Sur l'ensemble {s > T(n)},
où T(n) désigne la plus grande observation, on a
√
n
|Fˆ (s)− Fn(s)|1{s>T(n)}
1− Fn(s) ≤
2
√
n
1− Fn(τ)1{s>T(n)} → 0 en probabilité.
Plaçons nous sur l'ensemble {T(n) ≥ s}. Par la représentation du Théorème 2.1.1,
on a
√
n
[Fˆ (s)− Fn(s)]
1− Fn(s) =
∫ s
−∞
1− Fˆ (x−)
1− Fn(x)
√
n
{
dHˆ1(x)
[1− Hˆ(x−) −
dFn(x)
[1− Fn(x−)]
}
,
où Hˆ1(t) = n−1
∑n
i=1 δi1Ti≤t. Déﬁnissons
∆(s) =
√
n
[1− Fˆ (s−)]
[1− Fn(s)][1− Hˆ(s−)]
.
On est donc amené à considérer l'intégrale suivante,∫
∆(s)dMFn+ (s).
On obtient sa convergence en loi par le Théorème 2.1.2 de Rebolledo. On renvoie au
Théorème 6.2.1 de Fleming et Harrington (1991) pour voir que les conditions du Théo-
rème de Rebolledo sont satisfaites dès lors que
lim
n→∞
∫ τ
−∞
dFn(s)
1− Fn(s−) < ∞,
sup
s≤τ
|Fn(s)− F (s)| → 0,
sup
s≤τ
∣∣∣∣n−1∆(s)2[1− Hˆ(s−)]− 11−Hn(s−)
∣∣∣∣ → 0,
ces deux dernières convergences ayant lieu en probabilité. Pour la première condition,
il suﬃt de remarquer que cette intégrale est majorée par [1 − Fn(τ−)]−1 > 0, et que
Fn converge uniformément vers F par hypothèse (et F (τ) < 1). La deuxième condition
est une des hypothèses du théorème. Pour vériﬁer la troisième condition, on applique
le Théorème 3.4.2, partie 2.a) de Fleming et Harrington (1991) sur la consistance de
l'estimateur de Kaplan-Meier. On en déduit que
n−1∆(s)2[1− Hˆ(s−)] = 1
1− Hˆ(s−) + Rn(s),
avec sups≤τ |Rn(s)| = oP (1). On déduit alors la troisième condition du fait que l'on a
sups≤τ |Hˆ(s)−Hn(s)| = oP (1).
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2.1.3 Comportement de fonctionnelles de l'estimateur de Kaplan-
Meier
Le résultat du Théorème 2.1.3 n'est pas pleinement satisfaisant, puisqu'il fait interve-
nir une borne τ < τH . Le but de cette section est d'obtenir des résultats de convergence
sur toute la droite réelle pour des fonctionnelles de l'estimateur de Kaplan-Meier. Nous
rappelons tout d'abord l'inégalité de Lenglart, dans une forme adaptée aux objets que
nous étudions.
Théorème 2.1.4 Soit M une martingale de carré intégrable par rapport à une ﬁltration
Ft. Soit f un processus prévisible, localement borné. Alors, pour tout temps d'arrêt T
tel que P(T < ∞) = 1, et pour tous ε et η positifs,
P
(
sup
t≤T
{∫ t
−∞
f(s)dM(s)
}2
≥ ε
)
≤ η
ε
+ P
(∫ T
−∞
f(s)2d < M, M > (s) ≥ η
)
.
Preuve: Voir la preuve du Théorème 3.4.1 page 113 de Fleming et Harrington
(1991).
L'inégalité de Lenglart est l'ingrédient clé qui permet de démontrer le Théorème
suivant. Ce théorème a été initialement démontré par Gill (1983), dans le cas où les
lois des variables aléatoires ne varient pas avec n. L'énoncé présenté ici est légèrement
diﬀérent, puisque la loi des variables T dépend ici de n.
Théorème 2.1.5 On suppose que les conditions du Théorème 2.1.3 sont vériﬁées. Dé-
ﬁnissons, pour une fonction S égale à F ou G, (resp. Sn égale à Fn ou Gn convergeant
uniformément vers une limite S),
ZSn(t) =
Sˆ(t)− Sn(t)
1− Sn(t) ,
Cn,F (t) =
∫ t
a
dFn(s)
[1− Fn(s)][1−Hn(s−)] ,
Cn,G(t) =
∫ t
−∞
dGn(s)
[1−Gn(s)][1−Hn(s−)] .
Soit h une fonction positive décroissante sur [0, τH ], satisfaisant la propriété d'intégra-
bilité
lim
u→τH
lim
n→∞
∫ τH
u
h(t)2dCn,S(t) < ∞. (2.1.2)
On a
√
n
(
hZSn
)T(n) ⇒ hZS∞,
√
n
(∫
hdZSn
)T(n)
⇒
∫
hdZS∞,
√
n
(∫
ZSndh
)T(n)
⇒
∫
ZS∞dh,
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où (f)T(n) désigne le processus f arrêté à T(n), la convergence étant obtenue dans l'espace
D]−∞; τH ], Z∞(t) étant un processus brownien de fonction de covariance v déﬁnie au
Théorème 2.1.3.
Preuve: La preuve suit les lignes de la démonstration de Gill (1983). Voir également
le Théorème 6.3.2 de Fleming et Harrington (1991).
On déduit du Théorème 2.1.3 que les trois convergences sont obtenues sur D]−∞; τ ],
pour tout τ < τH . De plus, la troisième relation se déduit des deux premières. Par
ailleurs, chaque processus limite est bien déﬁni. Le résultat découle dès lors du Théorème
7.5 de Billingsley (1999), qui montre qu'il suﬃt de montrer que, pour tout ε > 0,
lim
t→τH
¯limnP
(
sup
t≤s≤T(n)
|h(s)ZSn(s)− h(t)ZSn∞ (t)| > ε
)
= 0, (2.1.3)
lim
t→τH
¯limnP
(
sup
t≤s≤T(n)
∣∣∣∣∫ s
t
h(u)dZSn(u)
∣∣∣∣ > ε
)
= 0. (2.1.4)
La condition (2.1.4) implique la condition (2.1.3) (voir par exemple Gill, 1983). Pour
montrer (2.1.4), appliquons l'inégalité de Lenglart du Théorème 2.1.4. On en déduit,
pour tout t < t′ < τH ,
P
(
sup
t≤s≤t′∧T(n)
∣∣∣∣∫ s
t
h(u)dZSn(u)
∣∣∣∣ > ε
)
≤
η
ε2
+ P
(∫ t′
t
h(s)2[1− Sˆ(s)][1−Hn(s−)]dSn(s)
[1− Sn(s)]2[1−Hn(s−)][1− Hˆ(s−)]
≥ η
)
.
Soit M une constante positive. Dans l'inégalité précédente, la probabilité du membre
de droite se majore par
P
(∫ t′
t
h(s)2[1− Sˆ(s)]dSn(s)
[1− Sn(s)]2[1−Hn(s−)] > η/M
)
+ P
(
[1−Hn(s−)]
[1− Hˆ(s−)] ≥ M
)
.
Par ailleurs, la première de ces deux probabilités tend, quand n tend vers l'inﬁni, vers
¯limn→∞P
(∫ t′
t
h(s)2dSn(s)
[1− Sn(s)][1−H(s−)] > η/M
)
,
par le Théorème 2.1.6 ci-dessous. De plus, si on choisit
η/M =
∫ τH
t
h(s)2dCn,S(s),
qui est ﬁnie pour n suﬃsamment grand d'après les hypothèses, cette probabilité (et
donc la limite) vaut 0. On en déduit que la double limite de (2.1.4) est majorée, pour
toute constante M > 0, par
P
(
[1−Hn(s−)]
[1− Hˆ(s−)] ≥ M
)
.
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En appliquant l'inégalité (10.3.1) de Shorack et Wellner (1986), on obtient que cette
probabilité tend vers 0 quand M tend vers l'inﬁni.
Remarque 2.1 Par la suite, dans le cas où la loi des variables est la même pour tout
n, on omettra la dépendance en n, et on notera ZS(t) et CS(t).
2.1.4 Ordres en probabilité
L'approche martingale permet de déterminer un certain nombre d'ordres en proba-
bilité, analogues à ceux obtenus pour la fonction de répartition empirique. Le Théorème
suivant reprend le résultat (10.3.1) de Shorack et Wellner (1986), obtenu pour la fonc-
tion de répartition empirique. Il a été établi par Gill (1980), puis étendu au cas de
variables dont la loi peut varier avec n par Zhou (1991). Nous renvoyons à ces auteurs
pour une preuve de ce résultat.
Théorème 2.1.6 Soit Sˆ désignant soit Fˆ , Gˆ, Hˆ. On a
sup
t<T(n)
1− S(t)
1− Sˆ(t) = OP (1), et supt<τH
1− Sˆ(t)
1− S(t) = OP (1)
Le Théorème suivant, dû à Csörg® (1996), propose des vitesses de convergences en
probabilité (l'auteur propose également des vitesses presques sûres que nous n'exploite-
rons pas par la suite) sur des intervalles croissant avec n. Par la suite, nous désignons
par T(k) la k-ème statistique d'ordre de l'échantillon (T1, ..., Tn).
Théorème 2.1.7 Soit Sˆ désignant soit Fˆ , Gˆ, Hˆ. Soit une suite kn déterministe telle
que
1. knn−1 → 0,
2. kn ≥ log n.
On a
sup
t<T(n−kn)
Sˆ − S(t)
1− S(t) = OP (k
−1/2
n ).
Preuve: Voir Csörg® (1996).
2.2 Les représentations i.i.d. des intégrales KM
L'approche de Gill est essentiellement liée à l'étude de l'estimateur de Nelson-Aalen
du taux de hasard cumulé. On déﬁnit le taux de hasard cumulé, pour une loi F, comme
ΛF (t) =
∫ t
−∞
dF (s)
1− F (s−) ,
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et son estimateur de Nelson-Aalen,
ΛˆF (t) =
∫ t
−∞
dH1(s)
1− Hˆ(s−) ,
où H1(s) = P(T ≤ s, δ = 1). Cette approche pose un certain nombre de diﬃcultés
lorsqu'il s'agit de prouver la convergence des KM-intégrales du type I(φ) où φ n'est pas
une fonction à support compact. Récemment, Akritas (2001) est néanmoins parvenu à
utiliser cette approche pour obtenir une représentation i.i.d. sous des conditions d'inté-
grabilité minimales. Cependant, cette méthode comporte trois inconvénients majeurs.
 Diﬃculté de généraliser la démonstration lorsque des variables explicatives sont
présentes (en particulier lorsque l'estimateur de Kaplan-Meier est remplacé par
l'estimateur de la fonction de répartition multivarié F (x, y) = P(X ≤ x, Y ≤ y),
déﬁni dans la section 2.2.3).
 Impossibilité d'obtenir une vitesse supérieure à n−1/2 pour les fonctions φ non
identiquement nulles au voisinage de τH .
 Diﬃculté à obtenir l'uniformité sur une classe de fonctions φ.
A l'inverse, l'approche de Stute (1995), satisfait aux deux premières exigences, et
peut être adaptée pour prendre en compte la troisième. Elle exige cependant des condi-
tions d'intégrabilité plus fortes. L'idée de Stute (1995) consiste à considérer une déﬁni-
tion "sommatoire" de l'estimateur de Kaplan-Meier. Ainsi qu'il a été déjà mentionné,
Fˆ est une fonction continue par morceaux, avec sauts uniquement aux observations non
censurées. L'estimateur de Kaplan-Meier peut ainsi être exprimé sous la forme
Fˆ (t) =
n∑
i=1
Win1Ti≤t, (2.2.1)
où Win est le saut à l'observation Ti, et en particulier vaut 0 si δi = 0. La démons-
tration de Stute repose alors sur une étude de ces sauts et des résultats concernant
les U -statistiques. Des résultats sur les U -processus peuvent permettre de reprendre sa
démarche, et d'obtenir des résultats uniformes sur des classes de fonctions.
L'approche développée dans cette section sera une approche "hybride", utilisant à la
fois l'expression (2.2.1) de l'estimateur de Kaplan-Meier, et d'autre part les résultats de
la section précédente sur les martingales. Utiliser cette nouvelle approche permet ainsi
de développer une preuve nouvelle du Théorème de représentation i.i.d. des intégrales
Kaplan-Meier, qui ne souﬀre pas des trois inconvénients cités précédemment. En par-
ticulier, contrairement au résultat de Stute (1995, 1996a), notre Théorème 2.2.10 sera
démontré sous des conditions d'intégrabilité optimales.
Dans la section 2.2.1 sont présentés les résultats de représentations démontrés par
Stute (1995) et Akritas (2001). Dans la section 2.2.2, nous nous intéresserons à une
expression des sauts Win de l'estimateur de Kaplan-Meier. Dans la section 2.2.3, nous
déﬁnissons l'estimateur proposé par Stute (1993) qui généralise l'estimateur de Kaplan-
Meier à la présence de variables explicatives, et sous l'Hypothèse 1.1.4. Les résultats de
représentations i.i.d. seront démontrés pour cet estimateur, plus général. Les preuves de
ces représentations asymptotiques, débouchant sur des résultats type Loi des Grands
Nombres, ou Théorème Central Limite, sont obtenues dans les sections 2.2.4 à 2.2.8.
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2.2.1 Les résultats de Stute (1995) et Akritas (2001)
Représentation de Stute. Stute (1995) prouve la représentation suivante,∫
φ(y)dFˆ (y) =
1
n
n∑
i=1
[
δiφ(Ti)
1−G(Ti−) + γ1(φ; δi, Ti)
]
+ Rn, (2.2.2)
avec
γ1(φ; δ, T ) =
(1− δ) ∫ τHT+ φ(s)dF (s)
1−H(T ) −
∫ T
−∞
[
∫ τH
v+ φ(s)dF (s)]dG(v)
[1−G(v−)][1−H(v)] ,
et où Rn est un terme asymptotiquement négligeable pour peu que φ satisfasse un
certain nombre de conditions d'intégrabilité. Un cas particulier important est l'étude
des fonctions φ(t) ≡ 0 pour t > τ avec τ < τH . Dans ce cas, on a besoin de la condition
d'intégrabilité suivante.
Hypothèse 2.2.1
∫
φ(s)2[1−G(s)]−1dF (s) < ∞,
Sous cette condition, pour une fonction φ nulle pour t > τ, le reste satisfait Rn =
OP (n
−1). En revanche, si φ ne s'annule plus au voisinage de τH , Stute a besoin de
renforcer cette hypothèse d'intégrabilité.
Hypothèse 2.2.2
∫ |φ(y)|C1/2G (y−)dF (y) < ∞, où la fonction CG est déﬁnie au Théo-
rème 2.1.5.
Sous l'Hypothèse 2.2.2, la représentation (2.2.2) reste valide, mais avec une vitesse
moindre, puisque le reste est de l'ordre Rn = oP (n−1/2).
Propriétés de la représentation (2.2.2). Calculons l'espérance du premier terme
de ce développement.
E
[
δφ(T )
1−G(T−)
]
= E
[
E [δ | Y ] φ(Y )
1−G(Y−)
]
= E [φ(Y )] , (2.2.3)
où l'on a utilisé l'indépendance de Y et C pour obtenir (2.2.3). Quant à l'espérance de
γ1(φ; T, δ), elle est nulle quelle que soit la fonction φ. Pour le vériﬁer, observons que
γ1(φ; Ti, δi) =
∫
φ¯(s)
[1−H(s)]dM
G
i (s), (2.2.4)
où φ¯(s) =
∫ τH
s+ φ(u)dF (u).
Ainsi le premier terme de (2.2.2) assure la consistance des KM-intégrales (on retrouve
le résultat de Stute et Wang, 1993), tandis que γ1 n'intervient que dans la variance
asymptotique.
Sur les conditions d'intégrabilité. L'Hypothèse 2.2.1 apparaît minimale étant
donnée la représentation, puisqu'elle correspond à l'existence d'un moment d'ordre 2
pour δφ(T )[1−G(T−)]−1. En eﬀet,
E
[{
δφ(T )
1−G(T−)
}2]
=
∫
φ(y)2dF (y)
1−G(y−) =
∫
φ(y)2dF (y)
1−G(y) ,
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la première égalité étant due à (2.2.3), la seconde provenant de l'Hypothèse 1.1.2. Cette
hypothèse d'intégrabilité n'est pas surprenante, puisque Yang (1994) montre que la
condition minimale de convergence de l'estimateur de Kaplan-Meier sur toute la ligne
réelle n'est possible que sous la condition
∫
[1−G(s)]−1dF (s) < ∞ (le résultat de Yang
étant un résultat de TCL uniforme sur la famille de fonctions 1.<t, t ∈ R, d'enveloppe
constante égale à 1).
De plus, l'Hypothèse 2.2.1 est suﬃsante pour obtenir un moment d'ordre 2 pour γ1.
Pour le voir, on part de la formule 2.2.4. En appliquant le Théorème 2.1.2 de Rebolledo,
on obtient la convergence en loi de n−1/2
∑n
i=1 γ1(φ; Ti, δi), pourvu que∫
φ¯(s)2dG(s)
[1−H(s)][1−G(s−)] < ∞. (2.2.5)
En appliquant le Théorème de Cauchy-Schwarz, on obtient la majoration
∣∣φ¯(s)∣∣2 ≤ [1− F (s)] [∫ τH
s
φ(t)2dF (t)
]
. (2.2.6)
Ainsi, l'intégrale de l'équation (2.2.5) se majore par∫ ∫
1t>sφ(t)
2dF (t)dG(s)
[1−G(s−)][1−G(s)] ≤
∫
φ(t)2dF (t)
1−G(t) ,
où l'on a majoré [1 − G(t−)]−1 par [1 − G(t)]−1, et où on a appliqué le Théorème de
Fubini. On obtient donc que la condition (2.2.1) implique la condition (2.2.5).
De ce fait, l'Hypothèse 2.2.2 est plus obscure, puisqu'elle n'intervient pas dans la
variance asymptotique. Elle provient des arguments de tension utilisés par Stute (1995)
pour obtenir un résultat sur la ligne réelle tout entière. Il faut néanmoins remarquer
que cette hypothèse est relativement faible, et peut être satisfaite par un grand nombre
de modèles. En eﬀet, on peut majorer CG(t) par [1 − H(t)]−1. L'Hypothèse 2.2.2 est
donc impliquée par ∫ |φ(t)|dF (t)
[1−H(t)]1/2 < ∞.
Dans le cas particulier où (1 − F ) ∼ c(1 − G)β , pour une constante c, au voisinage de
τH , la condition est donc satisfaite si∫ |φ(y)|dF (y)
[1−G(y−)]α < ∞,
pour α = (1 + β)/2. Une discussion plus détaillée de l'Hypothèse 2.2.2 se trouve dans
Stute (1995).
Représentation d'Akritas. Akritas (2001), à partir de la représentation du Théo-
rème 2.1.1, remarque que
dFˆ (s)−dF (s) = −
[∫ s
−∞
[1− Fˆ (x−)]d[ΛˆF − ΛF ](x)
1− F (x)
]
dF (s)+[1−Fˆ (s−)]d[ΛˆF−ΛF ](s).
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Dans ces conditions, sous l'Hypothèse 2.2.1 uniquement, il obtient∫
φ(s)dFˆ (s) =
∫
φ(s)dF (s) +
∫ [
φ(s)
1−G(s−) −
φ¯(s)
1−H(s)
]
dMF+ (s)
+oP (n
−1/2). (2.2.7)
L'Hypothèse 2.2.2 apparaît superﬂue dans sa démonstration.
Equivalence des deux représentations. Nécessairement, les deux termes prin-
cipaux sont donc égaux à un reste oP (n−1/2) près. La Proposition suivante est plus
précise, puisqu'elle montre que ces deux termes principaux sont en réalité parfaitement
égaux.
Proposition 2.2.1 Soit φ une fonction satisfaisant l'Hypothèse 2.2.1. On a la relation∫
φ(s)dF˜ (s) +
1
n
n∑
i=1
γ1(φ; Ti, δi) =
∫ [
φ(s)
1−G(s) −
φ¯(s)
1−H(s)
]
dMF+ (s)
+
∫
φ(s)dF (s),
avec
F˜ (s) =
1
n
n∑
i=1
δi1Ti≤s
1−G(Ti−) .
Preuve: Partant de la représentation (2.2.2),
1
n
n∑
i=1
δiφ(Ti)
1−G(Ti−) =
∫
φ(s)dMF+ (s)
1−G(s) +
∫
1− Hˆ(s−)
1−H(s−)φ(s)dF (s)
=
∫
φ(s)dMF+ (s)
1−G(s) +
∫
φ(s)dF (s)
+
∫
H(s−)− Hˆ(s−)
1−H(s−) φ(s)dF (s).
La dernière intégrale s'écrit, par la représentation du Théorème 2.1.1 et le théorème de
Fubini, ∫
H(s−)− Hˆ(s−)
1−H(s−) φ(s)dF (s) = −
∫ ∫ ∞
t+
φ(s)dF (s)
dMH+ (t)
1−H(t)
= −
∫
φ¯(s)dMH+ (s)
1−H(s) .
En utilisant que dMGi = dMHi − dMFi et l'expression (2.2.4),
1
n
n∑
i=1
γ1(φ; Ti, δi) = −
∫
φ¯(s)dMF+ (s)
1−H(s) +
∫
φ¯(s)dMH+ (s)
1−H(s) .
On obtient ainsi l'équivalence de (2.2.2) et (2.2.7).
36 Chapitre 2
2.2.2 Les sauts de l'estimateur de Kaplan-Meier
Par des raisonnements combinatoires, Stute et Wang (1993) obtiennent l'expression
suivante des sauts de l'estimateurs de Kaplan-Meier,
W(in) =
δ(in)
n− i + 1
i−1∏
j=1
[
n− j
n− j + 1
]
,
où W(in) est le saut à la i-ème observation T(i) dans l'échantillon ordonné, et δ(in) est
la réalisation de δ correspondant à T(i). Par la suite, nous préférerons manipuler le saut
noté Win à l'observation Ti (donc dans l'échantillon non ordonné). Le Lemme suivant
fournit l'expression de Win en fonction de l'estimateur de Kaplan-Meier Gˆ de la fonction
de répartition de la variable de censure.
Lemme 2.2.2 La contribution à la masse de Fˆ de l'observation i s'exprime comme
Win =
1
n
δi
1− Gˆ(Ti−)
.
Preuve: On pourra trouver une démonstration détaillée dans Satten et Datta
(2001), ou raisonner directement à partir du Lemme 2.1 de Stute (1995). Une autre
approche consiste à remarquer que, sous l'hypothèse Y et C indépendants, les fonctions
de répartitions satisfont l'équation suivante,
{1− F (t−)}dH1(t) = {1−H(t−)}dF (t),
tandis que l'estimateur de Kaplan-Meier satisfait
{1− Fˆ (t−)}dHˆ1(t) = {1− Hˆ(t−)}dFˆ (t).
Par ailleurs, 1− Hˆ(t−) = {1− Fˆ (t−)}{1− Gˆ(t−)}. On en déduit
dFˆ (t) =
dHˆ1(t)
1− Gˆ(t−) .
On en déduit le résultat quand les Ti sont tous distincts. Lorsqu'il y a k variables à Ti
telles que les réalisations de δ correspondantes soient égales à 1, la masse en Ti vaut
donc k/nδi[1 − Gˆ(Ti−)], on partage cette somme de façon égale entre les k ex-aequos
et on en déduit le résultat.
Le Lemme 2.2.2 ainsi que la représentation (2.2.2) invitent à regarder l'écart entre le
saut Win et le saut W ∗i = n−1δi[1−G(Ti−)]−1 qui pourrait être utilisé si l'on connaissait
la fonction G. Le Lemme suivant fournit une majoration utile de l'écart.
Lemme 2.2.3 On a, pour tout ε > 0 et pour tout α > 0,
|Win −W ∗i | ≤ sup
t≤T(n)
∣∣∣(C−1/2−εG (t)ZG(t−))α ZG(t−)1−α∣∣∣
× sup
t≤T(n)
∣∣∣∣∣1−G(t−)1− Gˆ(t−)
∣∣∣∣∣W ∗i Cα/2+αεG (Ti).
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En particulier,
|Win −W ∗i | ≤ Rn(α)×W ∗i Cα/2+αεG (Ti),
avec Rn = OP (n−α/2).
Preuve: La première partie du lemme est immédiate en multipliant au numérateur
et au dénominateur par Cα/2+αεG (Ti)[1−G(Ti−)], et en majorant par le supremum pour
t ≤ T(n). La seconde partie est une conséquence du Théorème 2.1.6, et du Théorème
2.1.5 pour la fonction h(t) = C1/2+εG (t). Cette fonction h est bien décroissante et satisfait
la condition (2.1.2).
2.2.3 L'estimateur de Kaplan-Meier en présence de variables explica-
tives
En présence de variables explicatives, X ∈ X ⊂ Rd, et sous l'Hypothèse d'identiﬁa-
bilité 1.1.4, Stute (1993) propose un estimateur de la fonction de répartition multivariée,
(notée F (x, y) = P(Y ≤ y,X ≤ x)). Partant de l'expression (2.2.1) de l'estimateur de
Kaplan-Meier, Stute propose d'utiliser
Fˆ (x, y) =
n∑
i=1
Win1Ti≤y,Xi≤x =
1
n
n∑
i=1
δi1Ti≤y,Xi≤x
1− Gˆ(Ti−)
. (2.2.8)
Une autre façon de motiver l'introduction de l'estimateur (2.2.8) serait de considérer la
fonction de répartition
F˜ (x, y) =
1
n
n∑
i=1
δi1Ti≤y,Xi≤x
1−G(Ti−) . (2.2.9)
Cette fonction de répartition n'est pas à proprement parler un estimateur, puisqu'elle
dépend de la fonction de répartition G qui est inconnue. Néanmoins, on peut remarquer
que, si la fonction G était connue, l'estimateur F˜ serait un estimateur sans biais de la
fonction de répartition F, et que les intégrales par rapport à la mesure déﬁnie par cette
fonction de répartition seraient elles-mêmes non biaisées.
En eﬀet, pour une fonction φ(x, y), on a l'analogue de (2.2.3),
E
[
δφ(X,T )
1−G(T−)
]
= E
[
E [1Y≤C | X,Y ] φ(X, Y )
1−G(Y−)
]
= E [φ(X, Y )] , (2.2.10)
où on a utilisé l'Hypothèse 1.1.4 pour passer à la dernière ligne.
Dès lors, Fˆ peut être vu comme une estimation de cet estimateur idéal F˜ . La ma-
nière nouvelle que nous proposons pour obtenir une représentation asymptotique des
intégrales du type
I(φ) =
∫
φ(x, y)dFˆ (x, y),
consiste à considérer la diﬀérence entre ces intégrales, et les intégrales par rapport à
la fonction F˜ . Les représentations i.i.d. découleront donc essentiellement des résultats
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de la section 2.1, et plus particulièrement des propriétés de Gˆ. L'argument de tension
qui permettra d'obtenir une représentation sur Rd × R (et non sur Rd×]−∞; τ ], pour
τ < τH) sera relativement similaire à celui utilisé par Stute (1995,1996a). Notre nouvelle
approche permettra cependant d'utiliser les résultats de la section 2.1 aﬁn de se passer
de l'Hypothèse 2.2.2. Contrairement à la méthode proposée par Akritas (2000), cette
méthode est bien adaptée à la présence de variables explicatives.
Dans la section 2.2.4, nous prouvons un résultat de loi des grands nombres, uniforme
sur une classe de fonctions. Dans la section 2.2.5, nous livrons un premier résultat de
Théorème Central Limite. Il porte sur des fonctions φ satisfaisant φ(x, y) ≡ 0 pour y > τ,
où τ < τH . Dans ce cas particulier, la vitesse de décroissance du terme résiduel de la
représentation est supérieur à n−1/2. Les sections 2.2.6 et 2.2.7 étudient le cas général
où φ ne s'annule pas au voisinage de τH . Dans la section 2.2.6, une seule fonction φ
est considérée, et la représentation i.i.d. est obtenue sous des hypothèses d'intégrabilité
optimales, c'est à dire sans recourir à une hypothèse du même type que l'Hypothèse
2.2.2. Dans la section 2.2.7, nous parvenons à démontrer une représentation uniforme
sur une classe de fonctions. Néanmoins, cette uniformité se démontre au prix d'une
condition d'intégrabilité supplémentaire (légèrement plus forte que la condition 2.2.2).
2.2.4 Loi uniforme des grands nombres
Il s'agit ici d'obtenir une représentation i.i.d. avec un reste en oP (1). Le théorème
suivant fournit un résultat de loi faible des grands nombres uniforme sur une classe de
fonctions. Nous rappelons tout d'abord la terminologie des "bracketing numbers".
Déﬁnition 2.2 Soit deux fonctions u et l.
 On note [u, l] l'ensemble des fonctions f telles que u ≤ f ≤ l. On dira que [u, l]
est un ε−crochet (pour la norme ‖ · ‖) si ‖u− l‖ ≤ ε.
 On dit qu'un ensemble de ε−crochets ([ui, li])1≤i≤k recouvre F si, pour tout f ∈ F ,
il existe 1 ≤ j ≤ k tel que f ∈ [uj , lj ]. On note N[](ε,F , ‖ · ‖) le "bracketing num-
ber" (voir Van der Vaart et Wellner, 1996), i.e. le nombre minimal de ε−crochets
nécessaire pour recouvrir F .
Théorème 2.2.4 On suppose que G est continue. Soit F une classe de fonctions d'en-
veloppe Φ intégrable. On suppose que, pour τ0 < τ ≤ τH , la classe de fonctions Fτ =
{(c, x, y) → 1y<c[1−G(y−)]−1|φ(x, y)|1y≤τ} est P−Glivenko-Cantelli. On a
∀φ ∈ F ,
∫
φ(y)dFˆ (y) =
1
n
n∑
i=1
δiφ(Ti)
1−G(Ti−) + oP (1).
Le type de condition sur la classe de fonction F s'obtient facilement, notamment si
l'on possède une majoration du covering number de la classe de fonctions. Voir également
Corollaire 8.6 de Giné et Zinn (1984).
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Preuve: Soit τ < τH . On a∫
φ(x, y)1y≤τdFˆ (x, y) =
1
n
n∑
i=1
δiφ(Xi, Ti)1Ti≤τ
1−G(Ti−)
+
1
n
n∑
i=1
δi[Gˆ(Ti−)−G(Ti−)]φ(Xi, Ti)1Ti≤τ
[1−G(Ti−)][1− Gˆ(Ti−)]
.
Pour étudier le premier terme, on utilise le fait que la classe de fonctions Fτ est
P−Glivenko-Cantelli pour τ suﬃsamment grand. Pour le second terme, on utilise les
Théorèmes 2.1.3 et 2.1.6 pour conclure que ce deuxième terme est oP (1) uniformément
en φ.
Pour justiﬁer le passage τ → τH , on applique la Proposition 2.2.12, avec
Pn(τ, φ) =
∫
φ(x, y)1y≤τd(Fˆ − F )(x, y),
Zn = sup
t≤T(n)
1−G(t−)
1− Gˆ(t−) ,
Gn(τ) =
1
n
n∑
i=1
δiΦ(Xi, Ti)1Ti>τ
1−G(Ti−) .
Le résultat de convergence pour la classe de fonctions Fτ assure que Pn(τ, φ) =⇒ 0. Zn =
OP (1) par le Théorème 2.1.6. Par la loi des grands nombres, Gn(τ) → E[Φ(Y )1Y >τ ],
limite qui décroît vers 0 quand τ tend vers τH .
Pour obtenir une loi forte des grands nombres, les Hypothèses du Théorème doivent
être renforcées, et on ne peut plus avoir simplement recours à l'approche précédente. En
eﬀet, la preuve utilise le Théorème 2.1.6 qui fournit un ordre en probabilité. Obtenir un
résultat de convergence presque sûre nécessite d'avoir recours aux arguments de Stute
et Wang (1993) et Stute (1993).
Stute (1993) démontre ainsi le résultat suivant, pour une seule fonction φ.
Théorème 2.2.5 Pour toute fonction φ telle que E[φ(X, Y )] < ∞,∣∣∣∣∫ φ(x, y)d(Fˆ − F )(x, y)∣∣∣∣→ 0, p.s.
Preuve: Voir Stute (1993), et Stute et Wang (1993) en l'absence de variable expli-
cative.
Ce théorème peut être étendu à une classe de fonctions, comme le suggèrent Stute
et Wang (1993). Bae et Kim (2003) ont étudié cette extension.
Théorème 2.2.6 Soit F une classe de fonctions telle que N[](ε,F , L1) < ∞. Alors
sup
f∈F
∣∣∣∣∫ f(x, y)d[Fˆ − F ](x, y)∣∣∣∣→ 0 presque sûrement.
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Le résultat de Bae et Kim (2003) n'ayant pas été démontré en présence de variables
explicatives, nous en fournissons une preuve succinte dans ce cadre.
Preuve: Soit ε > 0. On prend N[](ε,F , L1) ε−crochets [li, ui] recouvrant F , et tels
que
∫
(ui − li)(x, y)dF (x, y) < ε. Déﬁnissons
Un(f) =
∫
f(x, y)d[Fˆ − F ](x, y).
Pour tout f, il existe un crochet [li, ui] tel que
Un(f) =
∫
f(x, y)dFˆ (x, y)−
∫
ui(x, y)dF (x, y) +
∫
ui(x, y)dF (x, y)
−
∫
f(x, y)dF (x, y)
≤
∫
ui(x, y)d[Fˆ − F ](x, y) +
∫
[ui(x, y)− li(x, y)]dF (x, y).
On en déduit que
sup
f∈F
Un(f) ≤ max
1≤i≤N[](ε)
∫
ui(x, y)d[Fˆ − F ](x, y) + ε.
En appliquant le Théorème 2.2.5, l'intégrale du membre de droite tend vers 0 presque
sûrement, et par suite, avec probabilité 1,
¯lim sup
f
|Un(f)| ≤ ε.
2.2.5 Représentation i.i.d. pour des fonctions s'annulant au voisinage
de τH
Soit F une classe de fonctions euclidienne, ayant une enveloppe Φ de carré intégrable.
On suppose de plus que cette enveloppe satisfait
∀t > τ,Φ(x, t) = 0, τ < τH . (2.2.11)
Le résultat présenté dans cette section peut également être déduit du Théorème 1
de Sánchez Sellero, González Manteiga et Van Keilegom (2005), dans le cas d'une
V C−classe de fonctions. Leur résultat est obtenu dans un contexte où les données sont
censurées à droite et tronquées à gauche. La démonstration reprend les principales étapes
de la démonstration de Stute (1995, 1996a), remplaçant les résultats sur les vitesses de
convergence de U−statistiques par des résultats de convergence de U−processus indexés
par la classe F . Les auteurs n'imposent pas la nullité de Φ au voisinage de τH , cette
condition étant remplacée par une condition (très forte) de moments. En particulier,
cette condition impose la décroissance des fonctions φ (décroissance au moins exponen-
tielle dans le cas où les variables Y et C sont exponentielles, par exemple). Les exemples
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pratiques considérés par Sánchez Sellero, González Manteiga et Van Keilegom (2005),
ainsi que dans le reste de cette thèse concernent des fonctions s'annulant au voisinage
de τH , si bien que nous simpliﬁerons l'énoncé en écartant ces conditions trop fortes.
La démonstration présentée ici prend un autre chemin, fondé sur l'expression des
sauts de l'estimateur de Kaplan-Meier, fournie au Lemme 2.2.2.
Théorème 2.2.7 Soit φ ∈ F , classe de fonctions euclidienne et d'enveloppe Φ de carré
intégrable satisfaisant la condition (2.2.11). On a la représentation suivante,∫
φ(x, y)dFˆ (x, y) =
∫
φ(x, y)dF˜ (x, y) +
1
n
n∑
i=1
γ1(φ; Ti, δi) + Rn(φ),
avec supφ∈F |Rn(φ)| = OP (n−1), où
φ¯(y) =
∫ ∞
y
∫
x∈X
φ(x, s)dF (x, s),
γ1(φ; T, δ) =
∫
φ¯(y)dMGi (y)
1−H(y) .
Ce développement a été montré initialement par Stute (1996a), pour une seule fonc-
tion φ. Voir également Sánchez Sellero, González Manteiga et Van Keilegom (2005) pour
une représentation uniforme sur une V C−classe.
En observant la représentation i.i.d., on observe que, comme dans le cas univarié, seul
l'intégrale par rapport à F˜ fournit la limite de
∫
φ(x, y)dFˆ (x, y), le terme supplémentaire
n'intervenant que dans la variance. En eﬀet, le terme γ1 ne dépend pas de Xi, et est donc
une martingale par rapport à la ﬁltration Fs = σ{Tk1Tk≤s; δk1Tk≤s}. En particulier,
E[γ1(φ; T, δ)] = 0.
Preuve: On applique le Lemme 2.2.2, et on déduit∫
φ(x, y)dFˆ (y) =
1
n
n∑
i=1
δiφ(Xi, Ti)
1−G(Ti−) +
1
n
n∑
i=1
δiφ(Xi, Ti)
1− Gˆ(Ti−)
Gˆ(Ti−)−G(Ti−)
1−G(Ti−)
=
1
n
n∑
i=1
δiφ(Xi, Ti)
1−G(Ti−) + S1(φ).
On réécrit,
S1(φ) =
1
n
n∑
i=1
δiφ(Xi, Ti)
1−G(Ti−)
Gˆ(Ti−)−G(Ti−)
1−G(Ti−) + R0(φ)
= S2(φ) + R0(φ).
Le reste R0(φ) est étudié au Lemme 2.2.9. Pour le terme S2(φ), on utilise le dévelop-
pement i.i.d. de ZG démontré au Lemme 2.2.8 ci-dessous. La condition (2.2.11) permet
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d'appliquer ce Lemme, puisqu'elle assure que l'on ne considère que les termes pour
T ≤ τ. On obtient
S2(φ) =
∫ ∫
x∈X
∫ t−
−∞
dMG+ (s)
[1−H(s)]φ(x, t)dF˜ (x, t) +
∫ ∫
x∈X
R(t−)φ(x, t)dF˜ (x, t)
=
∫ [∫ +∞
s
∫
x∈X
φ(x, t)dF˜ (x, t)
]
dMG+ (s)
[1−H(s)] +
1
n
n∑
i=1
δiφ(Xi, Ti)R(Ti−)
1−G(Ti−)
=
∫
φ¯(s)dMG+ (s)
1−H(s) +
∫ [∫ +∞
s
∫
x∈X φ(x, t)d(F˜ − F )(x, t)
]
dMG+ (s)
[1−H(s)] + R1(φ).
Puisque supt≤τ |R(t)| = OP (n−1), on obtient que
sup
φ∈F
|R1(φ)| ≤ OP (n−1)× 1
n
n∑
i=1
δiΦ(Xi, Ti)R(Ti−)
1−G(Ti−) = OP (n
−1).
Déﬁnissons
R2(φ) =
∫ [∫ +∞
s
∫
x∈X φ(x, t)d(F˜ − F )(x, t)
]
dMG+ (s)
[1−H(s)] .
R2(φ) est étudié au Lemme 2.2.9.
Le Lemme suivant fournit une représentation i.i.d. de ZG (et donc de Gˆ) pour
t ≤ τ < τH . Ce type de représentations a été considéré par Lo et Singh (1986), Major
et Retj® (1988), Gijbels et Veraverbeke (1991). Nous proposons ici une démonstration
alternative.
Lemme 2.2.8 Soit τ < τH . On a la représentation
ZG(t) =
∫
dMG+ (s)
[1−H(s)] + R(t)
avec supt≤τ |R(t)| = OP (n−1).
Preuve: Par la représentation du Théorème 2.1.1, on obtient, pour t ≤ τ, sur
l'ensemble {T(n) > τ},
ZG(t) =
∫ t
−∞
dMG+ (s)
[1−G(s)][1− F (s−)]
+
∫ t
−∞
Fˆ (s−)− F (s−)dMG+ (s)
[1−G(s)][1− Fˆ (s−)][1− F (s−)] . (2.2.12)
Sous l'Hypothèse 1.1.2, on peut remplacer [1−F (s−)] par [1−F (s)] puisqu'on intègre par
rapport à MG+ . Pour le deuxième terme, on utilise l'inégalité de Lenglart du Théorème
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2.1.4, avec le temps d'arrêt τ. On obtient, pour tout ε > 0,
P
n sup
t≤τ
{∫ t
−∞
[Fˆ (s−)− F (s−)]dMG+ (s)
[1−G(s)][1− Fˆ (s−)][1− F (s−)]
}2
> ε

≤ 1
ε1/2
+ P
(
1
n
n∑
i=1
∫ τ
−∞
n[Fˆ (s−)− F (s−)]21Ti≥sdG(s)
[1−G(s)]2[1−G(s−)][1− Fˆ (s−)]2[1− F (s−)]2 ≥
√
ε
)
.
En appliquant le Théorème 2.1.5 pour la fonction h(t) = 1t≤τ [1−F (t)], et le Théorème
2.1.6, on obtient que
sup
s≤τ
∣∣∣∣∣ [Fˆ (s−)− F (s−)]2[1−G(s)]2[1−G(s−)][1− Fˆ (s−)]2[1− F (s−)]2
∣∣∣∣∣ = OP (n−1).
On en déduit que
lim
ε→∞
¯limn→∞P
(
1
n
n∑
i=1
∫ τ
−∞
n[Fˆ (s−)− F (s−)]2[1− F (s−)]−21Ti≥sdG(s)
[1−G(s)]2[1−G(s−)][1− Fˆ (s−)]2 ≥
√
ε
)
= 0,
puis que
lim
ε→∞
¯limn→∞P
n sup
t≤τ
{∫ t
−∞
[Fˆ (s−)− F (s−)][1− F (s−)]−1dMG+ (s)
[1−G(s)][1− Fˆ (s−)]
}2
> ε
 = 0,
donc le second terme de (2.2.12) est bien OP (n−1) uniformément en τ.
Lemme 2.2.9 Sous les hypothèses du Théorème 2.2.7, supφ∈F |Ri(φ)| = OP (n−1), pour
i = 0 ou 2.
Preuve: L'ordre de R0(φ).
On a
R0(φ) =
1
n
n∑
i=1
δiφ(Ti)ZG(Ti−)2
1− Gˆ(Ti−)
.
L'Hypothèse (2.2.11) permet de majorer φ(Ti)ZG(Ti−)2 par |Φ(Ti)|[supt≤τ |ZG(t−)|]2.
Le Théorème 2.1.5 (pour h(t) = 1t<τ ) assure que le supremum est un OP (n−1/2). Par
ailleurs, en utilisant le Théorème 2.1.6 et le fait que [1−G(t−)]−1 est borné pour t < τ,
on en déduit l'ordre désiré.
L'ordre de R2(φ). Si l'on ne s'intéresse pas à l'uniformité en φ, le terme R2(φ) peut
être traité par l'inégalité de Lenglart, en remarquant que, par la convergence en loi du
processus empirique, sups |
∫ τH
s
∫
X φ(x, t)d[F˜ − F ](x, t)| = OP (n−1/2), et en procédant
de même qu'au Lemme 2.2.8. Pour obtenir l'uniformité en φ, on ne peut plus utiliser
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l'inégalité de Lenglart, et il faut avoir recours à d'autres arguments. On peut réécrire
R2(φ) sous forme de somme.
R2(φ) =
1
n2
∑
i,j
(1− δj)δiφ(Xi, Ti)1Ti>Tj
[1−G(Ti−)][1−H(Ti)] − E
[
φ(Xi, Ti)1Ti>Tj
1−H(Ti) |Tj
]
−
∫
δiφ(Xi, Ti)1Ti≥s1Tj≥sdG(s)
1−G(s−) +
∫
φ¯(s)1Tj≥sdG(s)
1−G(s−) .
La somme des termes pour i = j est majorée en valeur absolue par
M
n
× 1
n
n∑
i=1
E[Φ(Xi, Ti)|Ti],
puisque les dénominateurs sont bornés. Cette quantité est OP (n−1) uniformément en
φ. Le terme principal est un U−processus dégénéré indexé par φ. F étant une classe
euclidienne, la classe de fonctions F˜ = f1F , où
f1 : (t1, d1, x1, t2, d2, x2) → (1− d2)d1
[1−G(t1−)][1−H(t1)] ,
est une classe euclidienne d'enveloppe M ′ ×Φ, où M ′ est une constante, par le Lemme
2.14, partie (ii) de Pakes et Pollard (1989). De même, la classe de fonctions f2F où
f2 : (t1, d1, x1, t2, d2, x2) →
∫
d11t1≥s1t2≥sdG(s)
1−G(s−) .
Les deux autres classes de fonctions intervenant dans l'expression de R2(φ) comme un
U−processus sont également euclidiennes. En eﬀet, elles s'expriment toutes deux comme
des transformations linéaires ψ(φ) satisfaisant
|ψ(φ)| ≤ M ′′‖φ‖2,
où M ′′ est une constante positive. En considérant un ε‖Φ‖2/M ′′−recouvrement composé
de fonctions g1, ..., gN(ε‖Φ‖2/M ′′,F ,‖·‖2) de F , on obtient un ε−recouvrement de ψ(F).
R2(φ) est donc un U−processus indexé par une classe euclidienne. Par le Corollaire
4 de Sherman (1994a), on en déduit que supφ∈F |R2(φ)| = OP (n−1).
2.2.6 Cas général sous des conditions d'intégrabilité optimale
On considère maintenant une fonction φ ne s'annulant plus nécessairement au voi-
sinage de τH . En particulier, pour chaque τ < τH , la fonction φ(.)1.≤τ satisfait les
hypothèses du Théorème 2.2.7. L'argument de tension que nous allons utiliser repose
sur l'inégalité de Lenglart (Théorème 2.1.4). De ce fait, nous ne pouvons obtenir l'uni-
formité de la représentation sur une classe de fonctions.
La condition d'intégrabilité 2.2.1 doit être tout d'abord légèrement modiﬁée, du fait
de la présence de variables explicatives.
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Hypothèse 2.2.3 On suppose∫
φ(x, y)2[1−G(y−)]−1dF (x, y) < ∞.
En eﬀectuant un raisonnement analogue à celui de la section 2.2.1 (qui était eﬀectué
en l'absence de X), la variance du terme principal de la représentation ci-dessous est
ﬁnie si et seulement si l'Hypothèse 2.2.3 est vériﬁée. Aucune condition d'intégrabilité
telle que (2.2.2) n'est nécessaire. Le calcul de la variance de ce terme principal est
eﬀectué dans la section 2.3.
Théorème 2.2.10 On considère une fonction φ satisfaisant l'Hypothèse 2.2.3.∫
φ(x, y)dFˆ (y) =
∫
φ(x, y)dF˜ (x, y) +
1
n
n∑
i=1
γ1(φ; Ti, δi) + Rn(φ),
avec Rn(φ) = oP (n−1/2).
Preuve: On applique le Théorème 2.2.7 à la fonction φ(·)1·<τ . Déﬁnissons le pro-
cessus
Pn(t) = n
1/2
∫ t
−∞
∫
x∈X
φ(x, y)d[Fˆ − F˜ ](x, y). (2.2.13)
D'après le Théorème 2.2.7, pour chaque τ < τH ce processus converge en loi vers un
processus gaussien W (Vφ(t)) dans D] − ∞; τ ]. De plus, d'après l'Hypothèse 2.2.3, la
fonction de covariance satisfait limt→τH Vφ(t) < ∞. On va donc appliquer le Théorème
7.5 de Billingsley (1999).
Déﬁnissons
Z˜G(t) =
Gˆ(t)−G(t)
1− Gˆ(t) ,
Rn(τ) =
∫ τH
τ
φ(x, y)d[Fˆ − F˜ ](x, y)
=
1
n
n∑
i=1
δiZ˜
G(Ti−)φ(Xi, Ti)1Ti≥τ
1−G(Ti−) .
Réécrivons le terme Rn,
Rn(τ) =
∫ T(n)
τ
∫
x∈X
∫ y−
−∞
φ(x, y)dZ˜G(t)dF˜ (x, y)
=
∫ T(n)
−∞
hn,τ (t)dZ˜
G(t),
en déﬁnissant
hn,τ (t) =
∫ T(n)
t∨τ
∫
x∈X
φ(x, y)dF˜ (x, y) = φ¯n(t ∨ τ),
hτ (t) =
∫ τH
t∨τ
∫
x∈X
φ(x, y)dF (x, y) = φ¯(t ∨ τ).
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Quitte à raisonner composante par composante, puis à séparer partie positive et partie
négative, on peut supposer que φ est à valeur dans R, et positive, de sorte que les
fonctions hn,τ (t) et hτ (t) sont décroissantes. De plus, remarquons que hn,τH ≡ 0. On va
adopter une démarche similaire à celle du Théorème 2.1.5 pour montrer
lim
τ→τH
¯limnP
(
n1/2 sup
τ≤s≤τH
∣∣∣∣∫ T(n)
−∞
φ¯n(t ∨ s)dZ˜G(t)−
∫ T(n)
−∞
φ¯n(t ∨ τ)dZ˜G(t)
∣∣∣∣ > ε)→ 0.
(2.2.14)
En utilisant la décroissance de la fonction φ¯n, le supremum, dans la formule précédente,
se majore par
sup
τ≤s≤T(n)
∣∣∣∣∫ s
τ
φ¯n(t)dZ˜
G(t)
∣∣∣∣+ sup
τ≤s≤T(n)
∣∣∣[φ¯n(s)− φ¯n(τ)]Z˜G(τ)∣∣∣ .
On majore donc la probabilité de (2.2.14) par
P
(
n1/2 sup
τ≤s≤T(n)
∣∣∣∣∫ s
τ
φ¯n(t)dZ˜
G(t)
∣∣∣∣ > ε/2
)
(2.2.15)
+P
(
n1/2 sup
τ≤s≤T(n)
[φ¯n(s)− φ¯n(τ)]Z˜G(τ) > ε/2
)
. (2.2.16)
Par le Théorème 2.1.1 et l'inégalité de Lenglart, du Théorème 2.1.4, on obtient la ma-
joration
P
(
n1/2 sup
τ≤s≤t′∧T(n)
∣∣∣∣∫ s
τ
φ¯n(t)dZ˜
G(t)
∣∣∣∣ > ε
)
≤ η
ε2
+ P
(∫ t′
τ
φ¯n(s)
2[1−G(s−)]2
[1− Gˆ(s)]2[1− Hˆ(s−)]
dG(s)
[1−G(s−)] ≥ η
)
. (2.2.17)
Déﬁnissons
Ln(s) =
[1−H(s−)][1−G(s)]2
[1− Gˆ(s)]2[1− Hˆ(s−)] .
Les supremum sur s < T(n) de Ln(s) est OP (1) par le Théorème 2.1.6. On en déduit
que la probabilité intervenant dans le second membre de (2.2.17) se réécrit
P
(∫ t′
τ
φ¯n(s)
2Ln(s)dG(s)
[1− F (s−)][1−G(s)]2 ≥ η
)
, (2.2.18)
où sups<T(n) |Ln(s)| = OP (1). De plus, comme on se place sous l'Hypothèse 1.1.2,
(2.2.18) se réécrit
P
(∫ t′
τ
φ¯n(s)
2Ln(s)× dG(s)
[1−G(s)][1−H(s)] ≥ η
)
, (2.2.19)
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De plus, d'après le Lemme 2.2.13,
sup
s<T(n)
φ¯n(s)
φ¯(s)
= OP (1),
et donc
sup
s<T(n)
φ¯n(s)
2Ln(s)
φ¯(s)2
= OP (1). (2.2.20)
Soit M une constante strictement positive. La probabilité (2.2.19) se majore donc par
P
(∫ τH
τ
φ¯(s)2dG(s)
[1−G(s)][1−H(s)] ≥ η/M
)
+P
(
sup
s<T(n)
φ¯n(s)
2Ln(s)
φ¯(s)2
> M
)
. (2.2.21)
Posons
η = M ×
∫ τH
τ
φ¯2(s)dG(s)
[1−G(s)][1−H(s)] .
L'intégrale intervenant dans la déﬁnition de η est ﬁnie, en eﬀet, en rappelant la majo-
ration (2.2.6), on obtient∫
φ¯2(s)dCG(s)
[1−G(s)][1−H(s)] ≤
∫ ∫ τH
s
∫
X φ(x, y)
2dF (x, y)dG(s)
[1−G(s)]2 ≤
∫
φ(x, y)2dF (x, y)
[1−G(y)] ,
qui est ﬁnie par l'Hypothèse 2.2.3. On en déduit que la probabilité (2.2.15) se majore
par
M
ε2
∫ τH
τ
φ¯2(s)dG(s)
[1−G(s)][1−H(s)] + P
(
sup
s<T(n)
φ¯n(s)
2|Ln(s)| > M
)
,
pour tout M. Par suite, pour tout M > 0, on a donc
lim
τ→τH
¯limnP
(
n1/2 sup
τ≤s≤t′∧T(n)
∣∣∣∣∫ s
τ
φ¯n(t)dZ˜
G(t)
∣∣∣∣ > ε
)
≤ ¯limnP
(
sup
s<T(n)
φ¯n(s)
2|Ln(s)| > M
)
.
En faisant tendre M vers l'inﬁni et en utilisant (2.2.20), le second membre tend vers 0.
Pour obtenir (2.2.14), il reste à majorer (2.2.16). Pour cela, observons que, par
intégration par parties,
sup
t≤s≤t′
|φ¯n(s)− φ¯n(t)|Z˜G(t) ≤ 2 sup
t≤s≤t′
|
∫ s
t
Z˜G(x)dφ¯n(x)|,
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voir la preuve du Théorème 6.3.2 de Fleming et Harrington (1991). Le résultat se déduit
donc de
lim
τ→τH
¯limnP
(
sup
τ≤s≤T(n)
∣∣∣∣∫ s
τ
Z˜G(x)dφ¯n(x)
∣∣∣∣ > ε
)
→ 0.
Cette relation est impliquée par
lim
τ→τH
¯limnP
(
n1/2 sup
τ≤s≤t′∧T(n)
∣∣∣∣∫ s
τ
φ¯n(t)dZ˜
G(t)
∣∣∣∣ > ε
)
→ 0,
voir la preuve du Théorème 6.3.2 de Fleming et Harrington (1991).
2.2.7 Théorème central limite uniforme
Une autre façon de procéder pour prouver la représentation i.i.d. sur ]−∞; τH ]×Rd,
consiste à utiliser la majoration des sauts obtenue au Lemme 2.2.3. Utiliser cette mé-
thode permet d'obtenir une représentation uniforme sur une classe de fonctions satisfai-
sant une certaine condition d'intégrabilité. Malheureusement, cette condition d'intégra-
bilité supplémentaire est plus contraignante que (2.2.3), quoique acceptable pour bon
nombre d'applications.
Hypothèse 2.2.4 Soit η > 0. On suppose que∫
Φ(x, y)C
1/2+η
G (y−)dF (y) < ∞.
Cette condition est légèrement plus forte que l'Hypothèse 2.2.2 proposée par Stute
(1995,1996a) dans le cas d'une classe réduite à une seule fonction. Elle reste néanmoins
assez proche, puisque η peut être aussi petit que nécessaire.
Théorème 2.2.11 Soit F une classe euclidienne d'enveloppe Φ satisfaisant les Hypo-
thèses 2.2.3 et 2.2.4. Pour tout φ ∈ F ,∫
φ(x, y)dFˆ (y) =
∫
φ(x, y)dF˜ (x, y) +
1
n
n∑
i=1
γ1(φ; Ti, δi) + Rn(φ),
avec supφ∈F |Rn(φ)| = oP (n−1/2).
Preuve: Pour tout τ < τH la classe de fonctions Fτ = {φ(x, y)1y≤τ , φ ∈ F} est
euclidienne d'enveloppe Φ(x, y)1y≤τ . De plus, elle satisfait les Hypothèses du Théorème
2.2.7. Déﬁnissons le processus
n1/2Pn(t, φ) = n
1/2
∫ t
−∞
∫
x∈X
φ(x, y)τd[Fˆ − F˜ ](x, y).
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En appliquant la Proposition 2.2.12, on obtient le résultat. Pour l'appliquer, vériﬁons
les conditions, la condition 1 étant vériﬁée d'après l'Hypothèse 2.2.3.
On a
Rn(τ, φ) = n
1/2
n∑
i=1
(Win −W ∗i )φ(Xi, Ti)1Ti>τ .
A partir du Lemme 2.2.3, et avec la convention 0/0=0, posons
Zn = n
1/2 sup
i=1,...,n
∣∣∣∣∣Win −W ∗iW ∗i C1/2+ηG
∣∣∣∣∣ ,
Gn(τ) =
1
n
n∑
i=1
δiΦ(Xi, Ti)C
1/2+η
G 1Ti>τ
1−G(Ti−) .
Par le Lemme 2.2.3, Zn = OP (1). Les conditions 4 et 5 de la Proposition 2.2.12 sont
vériﬁées sous l'Hypothèse 2.2.4.
2.2.8 Lemmes techniques
Le Lemme suivant est utile pour la démonstration du résultat de loi des grands
nombres uniformes du Théorème 2.2.4, et du Théorème Central Limite 2.2.11. On en
verra d'autres utilisations aux Chapitres 3 et 5.
Proposition 2.2.12 Soit Pn(t, φ) un processus sur t ∈ [0, τH ], et φ ∈ F . Pour tout
τ < τH , soit Rn(τ, φ) = Pn(τH , φ)− Pn(τ, φ). Supposons que, pour tout τ < τH ,
Pn(t, φ) =⇒ W (Vφ(t)) ∈ D[0, τ ], φ ∈ F ,
où W (Vφ(t)) est un processus gaussien de fonction de covariance W.
Supposons vérﬁﬁées les conditions suivantes,
1. limτ→τH Vφ(τ) = Vφ(τH), avec supφ∈F |Vφ(τH)| < ∞,
2. |Rn(τ, φ)| ≤ Zn ×Gn(τ),
3. Zn = OP (1),
4. Gn(τ) → G(τ) en probabilité, où ces deux fonctions sont décroissantes,
5. limτ→τH G(τ) = 0.
Alors Pn(τH) =⇒ N (0, V (τH)).
Preuve: D'après le Théorème 7.5 de Billingsley (1999), il suﬃt de montrer que pour
tout ε > 0,
lim
τ→τH
¯limn→∞P
(
sup
t>τ,φ∈F
|Rn(t, φ)| > ε
)
= 0. (2.2.22)
La probabilité de (2.2.22) est majorée, pour tout M > 0, par
P(|Gn(τ)−G(τ)| > ε/M −G(τ)) + P(Zn > M), (2.2.23)
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où on a utilisé la monotonie de la fonction Gn(τ). Par la condition 4 de la Proposition
2.2.12, la limite supérieure de la première partie de 2.2.23 devient
1{ε/M−G(τ)≤0}.
En faisant tendre τ vers τH , par la condition 5, cette indicatrice tend vers 0. Finalement,
lim
τ→τH
¯limn→∞Pn(τ, ε) ≤ ¯limn→∞P(Zn > M).
Par suite, on obtient
lim
τ→τH
¯limn→∞Pn(τ, ε) ≤ lim
M→∞
¯limn→∞P(Zn > M) = 0,
par déﬁnition de Zn = OP (1).
Lemme 2.2.13 Soit ψ(x, d, t) = (ψ1, ψ2, ..., ψk) une fonction à valeurs dans Rk, chaque
composante ψj étant positive, telle que E[ψj(X, δ, T )] < ∞ pour tout j. Avec la conven-
tion 0/0 = 0, on a ∣∣∣∣∣supj supt<τH n
−1
∑n
i=1 ψj(Xi, δi, Ti)1Ti≥t
E[ψj(X, δ, T )1T≥t]
∣∣∣∣∣ = OP (1).
Preuve: Déﬁnissons la suite de tribus
Gt = σ{(Xi, δi, Ti)1Ti≥t},
pour t ≤ τH . Il s'agit d'une suite décroissante de tribus. Soit
Mt =
1
n
n∑
i=1
ψj(Xi, δi, Ti)1Ti≥t,
lt = E[Mt].
Mt est un processus Gt−adapté. De plus, soit s > t, un calcul élémentaire fournit
E [Mt | Gs] = Ms + Hˆ(s)
H(s)
(lt − ls) .
On en déduit, par décroissance de la fonction lt que
E
[
Mt
lt
| Gs
]
≥ Ms
ls
,
et donc que le processus Mtl−1t est une sous-martingale inverse par rapport à Gt. L'in-
égalité de Doob permet d'obtenir, pour tout λ > 0,
P
(
sup
t<τH
Mt
lt
≥ λ
)
≤ 1
λ
,
et le résultat suit.
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2.3 Estimation de la variance des KM-intégrales
2.3.1 Expression de la variance
Dans le cas univarié (en l'absence de X), et dans le cas où φ est à valeurs dans R,
Akritas (2000) déduit de la représentation du Théorème 2.2.2 la formule suivante pour
la variance asymptotique σ2(φ) de l'intégrale Kaplan-Meier d'une fonction φ,
σ2(φ) =
∫ [φ(s)− φ¯(s)1−F (s)]2
1−G(s) dF (s). (2.3.1)
Proposition 2.3.1 Sous l'Hypothèse 2.2.3,
n1/2
∫
φ(x, y)d[Fˆ − F ](x, y) =⇒ N (0, σ2(φ)),
avec
σ2(φ) =
∫ [φ(x, y)− φ¯(y)1−F (y)] [φ(x, y)− φ¯(y)1−F (y)]′ dF (x, y)
1−G(y) . (2.3.2)
Preuve: Pour simpliﬁer les écritures, supposons que φ est à valeurs dans R, et
d'espérance nulle. Le raisonnement est analogue pour φ à valeurs dans Rd. Déﬁnissons
T1(φ) =
∫
φ(x, y)dF˜ (x, y).
Nous avons
nV ar(T1(φ)) =
∫
φ(x, y)2dF (x, y)
1−G(y−) .
Considérons
T2(φ) =
1
n
n∑
i=1
(1− δi)φ¯(Ti)
1−H(Ti) −
∫
φ¯(s)1Ti≥sdG(s)
[1−H(s)][1−G(s−)] .
On a
nV ar(T2(φ)) =
∫
φ¯(s)2dG(s)
[1−H(s)][1−G(s)] .
Il reste à évaluer
nE[T1(φ)T2(φ)] = −E
[
δφ(X, T )
1−G(T−)
∫
1T≥tφ¯(t)dG(t)
[1−H(t)][1−G(t−)]
]
= −
∫
φ¯(t)2dG(t)
[1−H(t)][1−G(t)] .
On en déduit que
σ2(φ) =
∫
φ(x, y)2dF (x, y)
1−G(y−) −
∫
φ¯(t)2dG(t)
[1−H(t)][1−G(t)] .
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En utilisant le fait que dH = (1− F )dG + (1−G)dF, on obtient∫
φ¯(t)2dG(t)
[1−H(t)][1−G(t)] = −
∫
φ¯(t)2dH(t)
[1−H(t)]2 +
∫
φ¯(t)2dF (t)
[1−H(t)][1− F (t)] .
Le premier terme, en appliquant le Théorème de Fubini, devient
−2
∫ τH
−∞
∫
x∈X
φ¯(y)φ(x, y)dF (x, y)
[1−H(y)] .
On en déduit le résultat.
2.3.2 Estimation de la variance
A partir de l'expression (2.3.2) de la variance, on peut estimer la variance asymp-
totique d'une intégrale Kaplan-Meier en remplaçant F et G par leurs équivalents em-
piriques, c'est à dire leurs estimateurs Kaplan-Meier. Ceci fournit l'estimateur de la
variance
σˆ2(φ) =
∫ [φ(x, y)− φ¯(y)
1−Fˆ (y)
] [
φ(x, y)− φ¯(y)
1−Fˆ (y)
]′
dFˆ (x, y)
1− Gˆ(y−) , (2.3.3)
où
φˆ(y) =
∫ τH
y
∫
X
φ(x, t)dFˆ (x, t).
D'autres estimateurs (voir Stute, 1996b, qui fournit un estimateur jacknife dans le cas
univarié) ont également été proposés.
La proposition suivante prouve que cet estimateur est consistant.
Proposition 2.3.2 Sous l'Hypothèse 2.2.3,
σˆ2(φ) → σ2(φ) en probabilité.
Preuve: Pour simpliﬁer, considérons le cas où φ est à valeurs dans R. On développe le
carré, et on obtient trois termes,
T1 =
∫
φ(x, y)2dFˆ (x, y)
[1− Gˆ(y−)] ,
T2 =
∫
φˆ(y)2dFˆ (x, y)
[1− Fˆ (y)]2[1− Gˆ(y−)] .
On réécrit le premier terme
T1 =
∫
φ(x, y)2dFˆ (x, y)
[1−G(y−)] +
∫
φ(x, y)2Z˜G(y−)dFˆ (x, y)
1−G(y−) .
La première partie converge vers
∫
φ(x, y)2[1−G(y)]−1dF (x, y) par le Théorème 2.2.4.
Pour la seconde partie, si on stoppe l'intégrale à τ < τH , ce terme est oP (1). En
utilisant le fait que supt<T(n) |Z˜G(t)| = OP (1), on applique la Proposition 2.2.12 pour
faire tendre τ vers τH et montrer que la seconde partie de T1 est bien négligeable. Pour
T2 et T3, on procède de même, en utilisant, de plus, que d'après le Théorème 2.2.4,
supy |φˆ(y)− φ¯(y)| = oP (1).
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2.4 Conclusion et perspectives
Dans ce chapitre, nous avons étudié les intégrales Kaplan-Meier en développant
une approche qui peut être vue comme un point d'équilibre entre les deux approches
existantes : celle d'Akritas (2000) qui envisage ces intégrales du point de vue de la théorie
des martingales, et celle de Stute (1995) qui prend le parti de considérer l'estimateur de
Kaplan-Meier comme une fonction continue par morceaux dont les sauts sont ensuite
étudiés par des méthodes de U−statistiques. En utilisant le lien entre les sauts de
Fˆ et la fonction Gˆ, nous parvenons ainsi à obtenir de nouvelles représentations des
intégrales Kaplan-Meier (en présence de variables explicatives, voir Théorème 2.2.10)
sous des hypothèses d'intégrabilité optimales. Nous obtenons également des résultats de
représentations i.i.d. valables uniformément sur des classes de fonctions.
C'est dans ce dernier domaine qu'à l'heure actuelle, nos résultats ne parviennent pas
à obtenir de résultats "optimaux", dans le sens où ils reposent sur l'Hypothèse d'intégra-
bilité 2.2.4. Cette hypothèse, quoique acceptable en pratique, représente une contrainte
supplémentaire par rapport à l'Hypothèse 2.2.3, qui est seule nécessaire pour garantir
que les termes de la représentation i.i.d. possèdent une variance ﬁnie. Au Théorème
2.2.10, lorsque l'on ne considère qu'une seule fonction, on n'a besoin que de l'Hypothèse
2.2.3. La raison, spéciﬁque à notre méthode de preuve, pour laquelle nous ne parvenons
pas à étendre ce résultat à une classe de fonctions vient de l'utilisation de l'inégalité de
Lenglart, qui s'avère inappropriée dans le cas d'une classe de fonctions. Néanmoins, il
semble raisonnable de conjecturer que l'énoncé du Théorème 2.2.11 reste vériﬁé si l'on
s'aﬀranchit de l'Hypothèse 2.2.4.
Une autre question à envisager serait la question des U−processus Kaplan-Meier ou
des U−statistiques Kaplan-Meier. Des représentations asymptotiques des U−statistiques
Kaplan-Meier ont déjà été étudiées par Bose et Sen (2002) (U−statistiques d'ordre 2
uniquement). Leurs résultats reposent sur des conditions d'intégrabilité trop contrai-
gnantes. Notre approche pourrait probablement être utilisée pour obtenir des représen-
tations analogues sous des hypothèses d'intégrabilité optimales.
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Chapitre 3
Transformations des données
Dans ce chapitre, nous nous intéressons à l'étude d'un modèle de régression, c'est à
dire à l'estimation d'une fonction
m0(x) = E [Y | X = x] ,
où m0 ∈M, le modèle M étant une famille de fonctions (paramétrique au Chapitre 4,
non paramétrique au Chapitre 5, semi-paramétrique au Chapitre 6).
La présence de censure aléatoire rend impossible l'utilisation des données telles
quelles pour l'estimation de m0, ainsi que le soulignera la première section de ce cha-
pitre. Pour estimer la fonction m0, une première méthode consiste à utiliser les intégrales
Kaplan-Meier déﬁnies au Chapitre 2. En particulier, cette méthode est liée à la méthode
des estimateurs dits "à pondération," pour reprendre la terminologie de Zhou (1992a).
Ce lien sera plus précisément exploré dans la section 4.1.2 du Chapitre 4. Voir également
Stute (1999).
L'objet de ce chapitre est la description d'une deuxième technique, dite des estima-
teurs "synthetic data," reposant sur des transformations des données. Cette méthode a
été initiée par Koul, Susarla et Van Ryzin (1981), et Leurgans (1987). On peut également
mentionner Buckley et James (1978), Tsiatis (1990), malgré des diﬀérences importantes
du point de vue algorithmique qui seront exposées par la suite. Dans la méthode synthe-
tic data, il s'agit essentiellement de remplacer les variables T observées par des variables
Y ∗, tout en s'assurant que E [Y ∗ | X] = E [Y | X] (malheureusement, produire une telle
transformation calculable à partir des données reste de l'ordre du v÷u pieux : les trans-
formations Y ∗ proposées reposent en général sur l'utilisation de la loi conditionnelle
de Y , qui est inconnue ; la procédure synthetic data consiste à se rapprocher au mieux
de ces transformations "idéales"). Sous les Hypothèses d'identiﬁabilité 1.1.3 ou 1.1.4,
toutes les transformations considérées sont basées sur l'estimateur de Kaplan-Meier. Par
suite, l'étude de théorique des estimateurs synthetic data repose sur des sommes non
i.i.d., comme dans le cas des intégrales Kaplan-Meier.
La principale contribution de ce chapitre consiste à mettre en évidence le lien entre
les intégrales Kaplan-Meier et ces transformations synthetic data. Ce lien va permettre
d'obtenir des représentations i.i.d. de sommes de ces transformations approchées. Ces
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représentations s'avèrent particulièrement utiles, puisqu'elles permettent d'étudier l'ap-
plication des estimateurs synthetic data à des modèles de régression généraux. Jusqu'à
présent, dans le cas d'un modèle de régression paramétrique, les estimateurs synthetic
data n'avaient été étudiés que dans le cas du modèle linéaire. Les représentations i.i.d.
obtenues dans ce chapitre vont notamment permettre d'étudier le cas plus général d'un
modèle de régression non linéaire, considéré au Chapitre 4.
Dans la section 3.1, nous reviendrons sur l'erreur commise par les procédures statis-
tiques qui ne tiendraient pas compte de la présence de censure. Le but de cette étude sera
tout d'abord de se convaincre, s'il en est besoin, de la nécessité de prendre en compte la
censure pour l'estimation de m0. De plus, les conclusions que nous en tirerons s'avére-
ront précieuses pour la compréhension des diﬀérentes transformations considérées dans
les sections suivantes. Elles motiveront ainsi l'introduction des estimateurs "synthetic
data" évoqués dans la section 3.2. L'étude théorique des deux principales transforma-
tions (de Koul Susarla et Van Ryzin, 1981, et Leurgans 1987) est conduite dans la
section 3.3, où sont obtenues de nouvelles représentations i.i.d. de sommes empiriques
de synthetic data. Ces représentations, obtenues par Delecroix, Lopez, Patilea (2006),
permettent notamment l'étude théorique d'estimateurs basés sur les transformations
synthetic data, notamment dans le domaine des modèles de régression paramétrique
généraux (régression non linéaire, voir Chapitre 4). Les résultats présentés ici sont légè-
rement diﬀérents de ceux de Delecroix, Lopez, Patilea (2006) puisqu'ils améliorent les
conditions d'intégrabilité sous lesquelles ces représentations demeurent valides.
3.1 Erreurs commises si l'on ne tient pas compte de la cen-
sure
Supposons tout d'abord que l'on choisisse d'exploiter les données sans tenir compte
de leur caractère censuré ou non censuré. Si l'on applique une technique d'estima-
tion classique à la variable T , l'estimateur mˆ (x) obtenu convergera vers la fonction
E [Y ∧ C | X] 6= E [Y | X]. D'une part, l'espérance conditionnelle est sous-évaluée,
d'autre part, si l'on se place dans un modèle de régression (paramétrique ou semi-
paramétrique) pour Y, rien n'assure que Y ∧C suive le même modèle de régression. En
somme, ce type de pratique conduit à une double erreur.
Une seconde pratique à réprouver pourrait consister à ne conserver que les observa-
tions T non censurées. Ainsi, si l'on applique les méthodes classiques à la variable δT
(ce qui correspond à remplacer les observations censurées par 0, cette idée sera exploitée
dans la transformation de Koul, Susarla et Van Ryzin exposée dans la section suivante,
en corrigeant l'erreur commise), on obtiendra une convergence vers la quantité suivante :
E [δT | X] = E [1Y≤CY | X]
= E [E [1Y≤C | X, Y ] Y | X] .
Grâce aux hypothèses d'identiﬁabilité et à la relation (2.2.10), on obtient ainsi
E [δT | X] = E [{1−G(Y−)}Y | X] . (3.1.1)
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Comme on l'attend, cette approche n'est pas satisfaisante puisqu'elle introduit un biais
asymptotique dans l'estimation de E [Y | X] .
Dans l'approche précédente, les observations censurées sont remplacées par la valeur
0 tandis que toutes les observations de X sont conservées. On peut penser que ce
remplacement un peu fruste est à l'origine des déconvenues rencontrées. Une troisième
idée, voisine et débouchant elle aussi sur une erreur, consisterait à mettre également à
l'écart les réalisations des variables explicatives qui correspondent à des observations
censurées. Pour être plus précis, donnons l'exemple d'un M−estimateur. Supposons que
m0 = arg min
m∈M
E[ψ(X, Y,m)].
En l'absence de censure, une façon naturelle de construire un M-estimateur de m0
consiste à considérer
mˆ = arg min
m∈M
1
n
n∑
i=1
ψ (Xi, Yi,m) . (3.1.2)
Si l'on n'utilise que les observations non censurées et qu'on construit l'analogue de
(3.1.2), on obtient
mˆ = arg min
m∈M
1
n
n∑
i=1
δiψ (Xi, Ti,m) . (3.1.3)
Dans le premier cas, la fonctionnelle maximisée converge, par la loi des grands nombres,
vers
E [ψ (X, Y, m)] ,
qui est minimum pour m0, fonction de régression. Pour (3.1.3), la relation (2.2.10)
montre que la limite est alors
E [(1−G(Y−))ψ (X, Y, m)] ,
dont m0 ne réalise plus nécessairement le minimum. L'erreur commise en utilisant cette
méthode peut être corrigée en rajoutant une pondération adaptée (voir notamment la
section 4.1.2 au Chapitre 4), débouchant sur la technique des estimateurs à pondération,
intimement liés aux intégrales Kaplan-Meier.
3.2 Estimateurs "synthetic data"
Le terme "synthetic data", initialement proposé par Leurgans (1987), a été étendu
à la transformation antérieure de Koul, Susarla et Van Ryzin (1981), étant donnée la
similarité des approches. L'introduction de ces techniques, quoique motivée à l'époque
uniquement par l'étude du modèle de régression linéaire, peut être étendue à n'importe
quel modèle de régression. Nous présentons tout d'abord le principe général de ces
transformations, avant de nous intéresser aux trois transformations principales propo-
sées dans la littérature. Enﬁn, nous évoquons la méthode de Buckley-James (1978), et
celle de Tsiatis (1990), qui peuvent être rattachées à la famille "synthetic data", bien
qu'elles reposent sur des approches algorithmiques diﬀérentes.
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3.2.1 Principe général
Ainsi qu'il a déjà été évoqué, il n'est pas possible d'utiliser directement les variables
T, puisqu'elles n'ont pas la même espérance conditionnelle que Y . Le principe des "syn-
thetic data", introduit à l'origine par Koul, Susarla et Van Ryzin (1981), consiste à
considérer une nouvelle variable Y ∗ satisfaisant la propriété
E [Y ∗ | X] = E [Y | X] . (3.2.1)
Une fois obtenue une telle transformation, il est clair que les procédures d'estimation
classiques vont pouvoir s'appliquer aux Y ∗, au prix d'un certain nombre d'hypothèses.
Reprenant par exemple un M-estimateur comme celui décrit à l'équation (3.1.2), on
obtient ainsi
mˆ∗ = arg min
m∈M
1
n
n∑
i=1
ψ (Y ∗i , Xi, m) . (3.2.2)
En l'écrivant sous forme intégrale par rapport à des mesures empiriques, posons
F ∗ (y∗, x) =
1
n
n∑
i=1
1Y ∗i ≤y
∗,Xi≤x. (3.2.3)
L'équation (3.2.2) se réécrit, sous forme intégrale
mˆ∗ = arg min
m∈M
=
∫
ψ (x, y∗) dF ∗ (y∗, x) .
3.2.2 Transformation KSV (Koul, Susarla, Van Ryzin, 1981)
La transformation KSV, proposée par Koul, Susarla et Van Ryzin (1981), repose sur
la formule (2.2.10). Il s'agit de remplacer T par
Y ∗i =
δiTi
1−G(Ti−) (3.2.4)
Remarquons qu'en l'absence de censure, δ vaut 1, et G vaut zéro, on retrouve donc
Y ∗i = Yi.
Dans les deux cas, un problème majeur apparaît à la lecture de l'équation (3.2.4).
A moins d'hypothèses particulières sur le mécanisme de censure, la fonction G est in-
connue. Pour bon nombre de situations pratiques, de telles hypothèses sur la censure
sont délicates à poser, et sont donc exclues des modèles que nous considérons. Il faudra
donc se contenter d'estimer ces transformations Y ∗. Une manière naturelle de procéder
consiste à remplacer G par son estimateur non paramétrique de Kaplan-Meier.
Yˆ ∗i =
δiTi
1− Gˆ(Ti−)
. (3.2.5)
Là encore, en l'absence de censure, Yˆ ∗i = Yi.
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On obtient ainsi l'estimateur KSV, analogue de (3.1.2),
mˆKSV = arg min
m∈M
1
n
n∑
i=1
ψ
(
Yˆ ∗i , Xi,m
)
. (3.2.6)
Sous forme intégrale,
mˆKSV = arg min
m∈M
=
∫
ψ (x, y∗) dFˆ ∗ (y∗, x) , (3.2.7)
où
Fˆ ∗ (y∗, x) =
1
n
n∑
i=1
1Yˆ ∗i ≤y
∗,Xi≤x
. (3.2.8)
3.2.3 Transformation de Leurgans
La transformation de Leurgans (1987) vériﬁe également la relation (3.2.1), mais elle
repose sur une approche diﬀérente. En outre, l'hypothèse d'identiﬁabilité doit ici être
renforcée pour assurer (3.2.1), ainsi nous nous plaçons sous l'Hypothèse 1.1.3.
La motivation que nous donnons de la transformation de Leurgans n'est pas celle
initialement proposée par Leurgans, et qui provient d'une discussion plus complexe sur
la méthode des moindres carrés. Déﬁnissons
F (t|x) = P (Y ≤ t | X = x) .
L'espérance conditionnelle de Y peut s'exprimer à partir de la fonction de répartition
conditionnelle de Y , suivant la formule
m0(X) =
∫ ∞
−∞
[(1− F (t|X))− 1t<0] dt. (3.2.9)
La fonction de répartition conditionnelle est inconnue, mais, pour chaque observation,
(1− F (t|Xi)) peut être estimée. Sous l'Hypothèse 1.1.3,
1− F (t|Xi) = 1−H(t|Xi)
1−G(t) . (3.2.10)
A la vue de l'équation (3.2.10), on peut estimer de façon naturelle (1− F (t|Xi)),
tout d'abord en estimant G par son estimateur de Kaplan-Meier, ensuite en estimant
1−H(t|Xi) par 1Ti>t. Pour chaque i, on a donc l'estimateur de E [Y | X = Xi]
Y ∗i =
∫ (
1Ti>t
1−G(t) − 1t<0
)
dt. (3.2.11)
Remarquons tout d'abord que cette transformation est bien déﬁnie. En eﬀet, la
présence de 1Ti>t permet d'assurer que 1 − G 6= 0 presque sûrement sur le domaine
d'intégration, et donc que l'intégrale est presque sûrement ﬁnie. La deuxième remarque
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concerne la relation (3.2.1). On a E [1Ti>t | Xi] = 1−H(t|Xi). D'après (3.2.10), (3.2.9),
et (3.2.11), et en appliquant le Théorème de Fubini pour intervertir l'intégrale et l'es-
pérance conditionnelle, on en déduit que la relation (3.2.1) est bien vériﬁée. De plus, en
l'absence de censure, 1−G ≡ 1, et on retrouve Y ∗i = Yi.
Comme dans le cas de la transformation KSV, la fonction G étant inconnue, on est
contraint de l'estimer, ce qui conduit aux synthetic data estimés
Yˆ ∗i =
∫ (
1Ti>t
1− Gˆ(t) − 1t<0
)
dt. (3.2.12)
et on aboutit à un estimateur mˆL de la même façon qu'en (3.2.6). Par ailleurs, il faut
remarquer que, du point de vue numérique, la transformation (3.2.12) peut être évaluée
exactement, ce qui n'est pas le cas, en règle générale, de la transformation (3.2.11). En
eﬀet, dans le cas de la transformation exacte (3.2.11), l'intégrale devrait être estimée
en utilisant des méthodes numériques. Au contraire, dans la transformation (3.2.12),
l'estimateur de Kaplan-Meier Gˆ est une fonction constante par morceaux, et la fonction
intégrée dans (3.2.12) est donc une fonction constante par morceaux. De ce fait, son
intégrale est une somme (ﬁnie, puisque Gˆ possède au plus n sauts).
3.2.4 Transformations de Zheng
On se place sous l'Hypothèse 1.1.3. Zheng (1987) propose une classe plus générale
de transformations synthetic data. Il s'agit de remplacer les Ti par les observations Y ∗i
suivantes :
Y ∗i = δiφ1(Ti) + (1− δi)φ2(Ti), (3.2.13)
où les fonctions φ1 et φ2 satisfont∫
[1−G(y−)]φ1(y)dF (y | x) +
∫
[1− F (y− | x)]φ2(y)dG(y) = m0(x). (3.2.14)
En introduisant une fonction α : R → R, Lai, Ying et Zheng (1995) déﬁnissent les
fonctions
Φ1,α(y) =
y
1−G(y−) −
∫ y−
−∞
α(t)dG(t)
1−G(t−) ,
Φ2,α(y) = α(y)−
∫ y
−∞
α(t)dG(t)
1−G(t−) .
Cette famille de fonctions satisfait (3.2.14).
Les auteurs imposent que la fonction α(t) satisfasse∫ t
−∞
|α(s)|dG(s)
1−G(s−) < ∞. (3.2.15)
Cette condition (3.2.15) limite l'éventail de choix pour la fonction α. Elle suppose de
faire des hypothèses sur la loi de la censure, et en particulier sur sa loi au voisinage
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de τH . Par exemple, si α(s) = [1 − G(s−)]p(s), où p est un polynôme, la condition
(3.2.15) revient à une condition de moment ﬁni pour la variable de censure. Or il s'agit
d'un type d'hypothèse qui ne semble pas vraiment approprié à notre problème. En eﬀet,
si la censure ne possède de moment à aucun ordre, elle doit donc prendre des valeurs
"grandes". Par conséquent le pourcentage de censure dans la queue de distribution de la
variable Y doit être plus faible (dès lors que Y possède un moment). On s'attend donc
à posséder plus d'information sur la queue de distribution dans le cas où la variable de
censure n'a pas de moment, que dans le cas où on impose cette condition. Il paraît donc
contre-productif de supposer une hypothèse de moment pour la variable de censure.
Une autre possibilité consisterait à utiliser des fonctions du type α1(t) = [1−F (t−)],
α2(t) = [1−H(t−)]. Dans chacun de ces cas, sous l'hypothèse que (1−F ) décroît plus
vite que 1−G, la condition (3.2.15) est vériﬁée. Néanmoins, les résultats de Lai, Ying et
Zheng (1995) (qui fournissent des résultats de normalité asymptotique dans un modèle
de régression linéaire pour un estimateur reposant sur des transformations du type φi,α)
ne peuvent s'appliquer à ce type de fonctions. En eﬀet, leur démonstration repose sur le
fait que la fonction α est connue (même si la fonction G au dénominateur est estimée).
Notons par ailleurs que si l'on utilise la fonction α1, on sera amené à considérer des inté-
grales Kaplan-Meier par rapport à la fonction Gˆ. L'étude des propriétés asymptotiques
d'un estimateur basé sur les transformations Φi,α1 reposera donc sur des conditions d'in-
tégrabilité de la variable C et non de la variable Y, comme c'est le cas dans la théorie
du Chapitre 2 (voir par exemple l'Hypothèse 2.2.3 au chapitre précédent).
Il faut remarquer que la condition (3.2.15) n'est en rien nécessaire pour déﬁnir les
fonctions Φi,α, même si leurs propriétés asymptotiques ne sont plus nécessairement
garanties. En eﬀet, même si l'intégrale de la condition (3.2.15) n'est pas ﬁnie, l'intégrale
intervenant dans la déﬁnition des Φi,α est presque sûrement ﬁnie. Fan et Gijbels (1994)
proposent ainsi la famille de fonctions
α(t) =
αt
1−G(t) , (3.2.16)
où, avec un certain abus de notation, α désigne un paramètre réel (N.B. Fan et Gij-
bels, 1994, se placent sous l'Hypothèse 1.1.5, mais on peut adapter leur approche sans
diﬃculté au cadre de ce chapitre).
En eﬀectuant une intégration par parties, on remarque que les synthetic data Y ∗i,α
calculé à partir des fonctions (3.2.16) sont du type
Y ∗i,α = αY
∗
i,KSV + (1− α)Y ∗i,L. (3.2.17)
3.2.5 Transformation de Buckley-James
Buckley et James (1978) sont à l'origine d'une méthode sensiblement diﬀérente de la
méthode synthetic data. Cette diﬀérence vient essentiellement des diﬃcultés algorith-
miques inhérentes à cette approche. Néanmoins, la transformation de Buckley-James
repose elle aussi sur une relation du type (3.2.1), et de ce fait, plusieurs tentatives ont
été eﬀectuées aﬁn d'adapter cette méthode aﬁn d'obtenir une méthode synthetic data
"pure".
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Dans un premier temps, la méthode de Buckley-James sera présentée telle qu'elle
a été introduite par ses auteurs. Puis diﬀérentes généralisations postérieures seront
étudiées. Enﬁn, une autre méthode due à Tsiatis (1990) sera évoquée, ainsi que sa
correspondance avec l'approche Buckley-James, mise en évidence par Ritov (1990).
3.2.5.1 Première version de Buckley-James
On se place sous l'Hypothèse 1.1.3. L'idée de Buckley-James (1978), consiste à rem-
placer les observations par
Y ∗i = Ti, si l'observation i n'est pas censurée,
= E [Y | Xi, Y > Ti] sinon.
En d'autres termes,
Y ∗i = E [Y | Xi, δi, Ti] ,
transformation qui satisfait bien la propriété (3.2.1). Là encore, on rencontre la même
incapacité à calculer les Y ∗i , puisque la transformation dépend du mécanisme de censure
et de la loi conditionelle de Y .
Déﬁnissons
ε = Y −m0(X).
Buckley et James réécrivent (3.2.18) sous la forme
Y ∗i = Y
∗
i (m0) = Ti +
∫∞
Ti−m0(Xi)
(1− Fε(t)) dt
1− Fε(Ti −m0(Xi)) , (3.2.18)
où Fε(t) = P (ε ≤ t) . Les Y ∗i dépendent de m, ce qui conduit aux variables estimées de
la déﬁnition (3.2.19).
On déﬁnit un estimateur pour Fε inspiré de l'estimateur de Kaplan-Meier, c'est à
dire
Fˆε(t; m) = 1−
∏
Ti−m(Xi)≤t
(
1− 1∑n
j=1 1Tj−m(Xj)≥Ti−m(Xi)
)δi
. (3.2.19)
On peut donc déﬁnir les transformations
Yˆ ∗i (m) = Ti +
∫∞
Ti−m(Xi)
(
1− Fˆε(t;m)
)
dt
1− Fˆε(Ti −m(Xi);m)
. (3.2.20)
L'inconvénient de cette approche vient notamment du fait que, contrairement aux
estimateurs synthetic data précédents, la transformation dépend ici de la fonction de
régression. On est donc amené à considérer une famille de transformations, indexée par
m ∈M.
Pour comprendre la façon dont cette transformation est utilisée par Buckley et James
(1978), plaçons-nous dans le modèle paramétrique de régression linéaire,
E [Y | X] = β0X,
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où X ∈ R. L'estimateur des moindres carrés obtenu si nous pouvions disposer des
Y ∗i (β0) est solution de
n∑
i=1
Xi (Y
∗
i (β0)− βXi) = 0. (3.2.21)
A partir de (3.2.21), Buckley et James (1978) proposent un estimateur βˆ de β0 sous
forme de Z−estimateur, c'est à dire un βˆ satisfaisant l'équation suivante,
n∑
i=1
Xi
(
Yˆ ∗i (βˆ)− βˆXi
)
= 0. (3.2.22)
Cette procédure pose diﬀérents problèmes, notamment celui de l'inexistence, à dis-
tance ﬁnie, de solutions de (3.2.22). Les diﬃcultés algorithmiques sont nombreuses, voir
à ce sujet Akritas, Van Keilegom.... Quant à l'étude théorique, elle s'avère également
délicate. James et Smith (1984) ont prouvé la convergence presque sûre de βˆ vers β0. Lai
et Ying (1990) proposent une preuve de la normalité asymptotique, valable uniquement
dans le cas d'un modèle de régression linéaire. Elle repose sur une modiﬁcation de l'esti-
mateur Fˆε, en introduisant des pondérations qui atténuent son mauvais comportement
au voisinage de la queue de distribution (voir équations (2.2) à (2.4) dans Lai et Ying,
1990). A noter que les auteurs imposent la continuité de la variable Y, ainsi que des
conditions restrictives sur sa densité, voir leur condition (3.2).
Ritov (1990) propose une autre démonstration (voir la section 3.2.5.3 ci-dessous),
liée à l'équivalence avec l'approche de Tsiatis (1990). Cette preuve repose néanmoins
sur des conditions très contraignantes en pratique.
3.2.5.2 Modiﬁcations de Buckley-James
Fan et Gijbels (1994) proposent une modiﬁcation de l'estimateur de Buckley-James
qui évite de calculer une variable Yˆ ∗ pour chaque m. En eﬀet, Y ∗ se réécrit
Y ∗i = δiTi + (1− δi)E [Y | Y > Ti, Xi]
= δiTi + (1− δi)φ(Xi, Ti).
Les auteurs proposent d'estimer non paramétriquement φ(x, t). Ils proposent
φˆ(x, t) =
∑
Tj>t
δjTjK
(
Xj−x
h
)
∑
Tj>t
δjK
(
Xj−x
h
) , (3.2.23)
en introduisant un noyau K. Du fait que le dénominateur s'approche asymptotiquement
de 0, l'estimateur (3.2.23) se comporte mal asymptotiquement, ce qui contraint les
auteurs, en pratique, à ne considérer que le cas τG > τF . Par ailleurs, l'estimateur
utilisé (3.2.23) n'est pas satisfaisant puisqu'il ne converge pas vers φ(x, t), mais vers
E [Y | Y > t, X, δ = 1] 6= E [Y | Y > t, X] .
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Il faudrait donc corriger l'approche (3.2.23) en estimant φ par
φ˜(x, t) =
∫ τH
t+ yK
(
u−x
h
)
dFˆ (u, y)∫ τH
t+ K
(
u−x
h
)
dFˆ (u, y)
.
Une autre modiﬁcation de l'approche de Buckley-James est proposée par Heuchenne
et Van Keilegom (2005) sous l'Hypothèse 1.1.5. Les auteurs estiment d'abord non pa-
ramétriquement m0 par un estimateur à noyau mˆ. Puis, Y ∗i est estimé par Yˆ ∗i (mˆ), où
Yˆ ∗i (m) est déﬁni par l'équation (3.2.20). Leurs résultats théoriques ne portent que sur
le cas X ∈ R, et peine à se généraliser à des X multidimensionnels, du fait du mauvais
comportement des estimateurs non paramétriques de la régression lorsque le nombre de
variables explicatives est important.
3.2.5.3 L'estimateur de Tsiatis
Tsiatis (1990) propose quant à lui une approche liée aux tests de rangs. L'estimateur
βˆ qu'il propose, dans le cas où m0(x) = β′0x, est la solution de l'équation
n−1/2
n∑
i=1
δiw(Ti − β′Xi)
[
Ti −
∑n
j=1 Zj1Tj−β′Xj≥Ti−β′Xi∑n
j=1 1Tj−β′Xj≥Ti−β′Xi
]
,
pour une certaine fonction de poids w.
Ritov (1990) montre l'équivalence asymptotique entre l'estimateur de Buckley-James
et l'estimateur de Tsiatis, dans le cas où
w(t) = t−
∫ τH
t udFˆ (u)
1− Fˆ (u) .
Néanmoins, il ne peut montrer la consistance de l'estimateur obtenu, et doit se contenter
d'un estimateur asymptotiquement biaisé. En eﬀet, pour revenir à l'expression (3.2.20)
des transformations de Buckley-James, Ritov doit considérer
Y˜ ∗(m) = Ti ∧ τ +
∫ τ
Ti−m(Xi)
(
1− Fˆε(t;m)
)
dt
1− Fˆε(Ti −m(Xi);m)
,
pour un réel τ < τH arbitraire et ﬁxe. Voir la discussion des formules (2.1) et (2.2) dans
Ritov (1990), et son Hypothèse A1.
3.3 Sommes empiriques de synthetic data
Dans cette section, nous nous intéressons à des sommes du type
1
n
n∑
i=1
Yˆ ∗i φ(Xi), (3.3.1)
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où φ appartient à une classe de fonctions F , et où Y ∗i = Y ∗i,α, transformation déﬁnie à
l'équation (3.2.17). Ce type de sommes apparaît naturellement dans les procédures de
M−estimation de l'analyse de régression.
De même que dans le cas des KM-intégrales, les sommes du type (3.3.1) ne sont pas
des sommes de quantités i.i.d., puisque chaque Yˆ ∗i dépend de l'échantillon tout entier.
L'obtention de représentations i.i.d. des sommes (3.3.1), comme dans le cas des KM-
intégrales, sera donc l'objet principal de cette section. Etant donnée la déﬁnition de la
transformation (3.2.17), il suﬃra d'obtenir une représentation i.i.d. pour le cas de la
transformation KSV de l'équation (3.2.5), et de la transformation de Leurgans (3.2.12).
3.3.1 Hypothèses de moments
Dans tout ce qui suit, nous supposerons que E[Y ∗2] < ∞, pour chacune des transfor-
mations. Nous discutons dans cette section des conditions sous lesquelles cette hypothèse
est vériﬁée.
Transformation KSV : Par déﬁnition de la transformation, cette condition sera
vériﬁée si l'on est sous l'hypothèse suivante.
Hypothèse 3.3.1 On suppose ∫ τH
−∞
t2dF (t)
[1−G(t)] < ∞.
Transformation de Leurgans : Nous allons montrer que E[Y ∗2L ] < ∞ est impli-
quée par l'Hypothèse 3.3.1, et une hypothèse supplémentaire de moment sur |C|1C<0.
Hypothèse 3.3.2 On suppose que |C|1C<0 possède un moment d'ordre 2.
Supposons d'abord que l'hypothèse suivante est satisfaite.
Hypothèse 3.3.3 τH > 0.
Il n'y a aucune perte de généralité à considérer ce cas, puisqu'une simple translation
des données permet toujours de se ramener à ce cas. Cette hypothèse n'a pour but que
de simpliﬁer notre discussion.
Proposition 3.3.1 Les Hypothèses 3.3.1 à 3.3.3 impliquent E[Y ∗2L ] < ∞.
Preuve: Aﬁn d'étudier E[Y ∗2L ], séparons l'intégrale qui déﬁnit la transformation de
Leurgans en deux parties, l'intégrale sur les réels positifs, puis sur les négatifs. Le carré
de l'intégrale sur les positifs s'exprime∫ τH
0
∫ τH
0
1T≥t∨sdtds
[1−G(t)][1−G(s)] .
En prenant l'espérance, on obtient
2
∫ τH
0
∫ t
0
[1− F (t)]dsdt
[1−G(s)] ≤ 2
∫ τH
0
t[1− F (t)]dt
[1−G(t)] .
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Le Théorème de Fubini fournit que cette dernière intégrale se majore par
2
∫ τH
0
{∫ u
0
tdt
[1−G(t)]
}
dF (u) ≤
∫ τH
0
u2dF (u)
1−G(u) ,
qui est ﬁnie sous l'Hypothèse 3.3.1.
Il reste à étudier l'intégrale sur les négatifs. Son carré s'exprime de la façon suivante,∫ 0
−∞
∫ 0
−∞
[1T<t −G(t)]
1−G(t)
[1T<s −G(s)]
1−G(s) dtds.
En développant le produit, on décompose cette intégrale en trois parties,∫ 0
−∞
∫ 0
−∞
G(t)G(s)dtds
[1−G(t)][1−G(s)] ,
−2
∫ 0
−∞
∫ 0
−∞
G(t)1T<sdtds
[1−G(t)][1−G(s)] ,∫ 0
−∞
∫ 0
−∞
1T<s1T<t
[1−G(t)][1−G(s)] .
La première est ﬁnie si
∫ 0
−∞G(t)dt < ∞, ce qui revient à une hypothèse de moment
d'ordre 1 sur |C|1C<0. La seconde a une espérance ﬁnie si la condition précédente est
vériﬁée, et si
∫ 0
−∞H(t)dt < ∞, ce qui est le cas puisque |T |1T<0 possède un moment
d'ordre 1 (conséquence des Hypothèses 3.3.1 et 3.3.2). L'espérance du troisième terme
se réécrit
2
∫ 0
−∞
∫ 0
t
H(t)dsdt
[1−G(t)][1−G(s)] ≤ M
∫ 0
−∞
tH(t)dt,
pour une constante M > 0, de sorte que cette intégrale est ﬁnie si |T |1T<0 a un moment
d'ordre 2, ce qui est le cas d'après les Hypothèses 3.3.1 et 3.3.2.
Aﬁn d'obtenir la normalité asymptotique des sommes empiriques de synthetic data
de la transformation de Leurgans, une hypothèse supplémentaire est nécessaire.
Hypothèse 3.3.4 Il existe ε > 0 tel que∫ τH
−∞
t2+εdF (t)
1−G(t) < ∞.
Cette hypothèse est certes plus forte que l'Hypothèse 3.3.1, mais elle représente une
amélioration par rapport au conditions contenues dans Zhou (1992b) qui font intervenir
la fonction CG déﬁnie au Théorème 2.1.5.
3.3.2 Représentation i.i.d. pour l'estimateur KSV
A partir de l'expression des sauts de l'estimateur Kaplan-Meier du Lemme 2.2.2, la
démonstration de la proposition suivante est immédiate.
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Proposition 3.3.2 On a la représentation en intégrale Kaplan-Meier,
1
n
n∑
i=1
Yˆ ∗i,KSV φ(Xi) =
∫
yφ(x)dFˆ (x, y).
Comme corollaire immédiat, on déduit les représentations i.i.d. en appliquant les résul-
tats du Chapitre 2.
Corollaire 3.3.3 Soit F une classe d'enveloppe Φ satisfaisant la condition E[Y Φ(Y )] <
∞. On suppose que yF satisfait les Hypothèses du Théorème 2.2.4. On a
sup
φ∈F
∣∣∣∣∣ 1n
n∑
i=1
φ(Xi)Yˆ
∗
i,KSV −E [φ(X)Y ]
∣∣∣∣∣ = oP (1).
Preuve: Conséquence directe du Théorème 2.2.4.
Le résultat suivant est une conséquence directe de la proposition 3.3.2 et du Théo-
rème 2.2.6.
Corollaire 3.3.4 Soit F une classe de fonctions telle que N[](ε, yF , L1) < ∞ pour tout
ε > 0. Alors
sup
f∈F
∣∣∣∣∣ 1n
n∑
i=1
φ(Xi)Yˆ
∗
i,KSV − E [φ(X)Y ]
∣∣∣∣∣→ 0 p.s.
Le résultat suivant est une conséquence des Théorèmes 2.2.7 et 2.2.10.
Corollaire 3.3.5 Soit φ une fonction satisfaisant la condition d'intégrabilité
E[φ(X)2Y 2{1−G(Y−)}−1] < ∞.
On a la représentation
1
n
n∑
i=1
φ(Xi)Yˆ
∗
i,KSV =
1
n
n∑
i=1
φ(Xi)Y
∗
i,KSV +
1
n
n∑
i=1
γ1(yφ;Ti, δi) + Rn(φ),
avec Rn(φ) = oP (n−1/2). De plus, si on considère une classe de fonctions F eucli-
dienne satisfaisant la condition (2.2.11), ce développement est valable avec de plus
supφ∈F |Rn(φ)| = OP (n−1).
3.3.3 Représentation i.i.d. pour l'estimateur de Leurgans
Dans cette section, nous nous plaçons sous l'Hypothèse d'identiﬁabilité 1.1.3.
Obtenir une représentation i.i.d. peut être réalisé soit directement à partir de la
relation (3.2.12) et une représentation i.i.d. de Gˆ (néanmoins, cette approche est plus
délicate à mener en raison des critères de tension qui doivent être utilisés), soit, de façon
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plus simple, à partir des intégrales Kaplan-Meier. Cette dernière méthode a été mise en
÷uvre par Delecroix, Lopez, Patilea (2006). En eﬀet, en utilisant l'expression (3.2.11),
Y ∗i,L =
∫ Ti
−∞
[
1− F (t)
1−H(t) − 1t<0
]
dt
=
∫ +∞
−∞
{1Ti>t − 1t<0[1−G(t)]}
∫ +∞
t dF (u)
1−H(t) dt
La même relation peut être obtenue pour Yˆ ∗i,L en remplaçant G,H,F respectivement
par Gˆ, Hˆ, Fˆ . Le théorème de Fubini fournit
Y ∗i,L =
∫ +∞
−∞
[∫ u
−∞
{1Ti>t − 1t<0[1−G(t)]}
1−H(t) dt
]
dF (u), (3.3.2)
Yˆ ∗i,L =
∫ +∞
−∞
[∫ u
−∞
{1Ti>t − 1t<0[1− Gˆ(t)]}
1− Hˆ(t) dt
]
dFˆ (u). (3.3.3)
Déﬁnissons
h(u, Ti) =
∫ u
−∞
{1Ti>t − 1t<0[1−G(t)]}
1−H(t) dt,
hˆ(u, Ti) =
∫ u
−∞
{1Ti>t − 1t<0[1− Gˆ(t)]}
1− Hˆ(t) dt.
Les sommes du type (3.3.1) s'écrivent alors
1
n
n∑
i=1
Yˆ ∗i,Lφ(Xi) =
∫ +∞
−∞
[
1
n
n∑
i=1
hˆ(u, Ti)φ(Xi)
]
dFˆ (u). (3.3.4)
Delecroix, Lopez et Patilea (2006) proposent un développement i.i.d. avec reste en
OP (n
−1/2) sous certaines conditions d'intégrabilité. Nous présentons ici une version
améliorée avec des hypothèses d'intégrabilité plus légères.
La somme (3.3.4) se décompose en quatre parties, à partir desquelles on peut pres-
sentir sa représentation i.i.d. En eﬀet,
1
n
n∑
i=1
Yˆ ∗i,Lφ(Xi) =
1
n
n∑
i=1
Y ∗i,Lφ(Xi) +
∫ τH
−∞
[
1
n
n∑
i=1
h(u, Ti)φ(Xi)
]
d(Fˆ − F )(u)
+
∫ τH
−∞
[
1
n
n∑
i=1
[hˆ(u, Ti)− h(u, Ti)]φ(Xi)
]
dF (u)
+Rn(φ). (3.3.5)
La première partie est la somme qu'on obtiendrait si on pouvait calculer les vrais Y ∗i,L.
Les termes suivants n'interviendront que dans la variance. La seconde partie apportera
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une contribution à la variance qui proviendra de l'estimation de l'intégrale par rap-
port à dF de (3.3.2) par l'estimateur de Kaplan-Meier. La troisième partie provient de
l'estimation de h par hˆ. Le reste Rn apparaîtra de l'ordre oP (n−1/2).
Nous présentons à présent un résultat de type loi des grands nombres pour les
sommes du type (3.3.4) (représentation i.i.d. au premier ordre).
Théorème 3.3.6 Soit F une classe de fonctions d'enveloppe Φ.
On suppose que Φ est bornée.
On se place sous les Hypothèses 3.3.1 à 3.3.2. Si N[](ε,F , ‖ · ‖∞) est ﬁni, alors
sup
φ∈F
∣∣∣∣∣ 1n
n∑
i=1
(Yˆ ∗i,L − Y ∗i,L)φ(Xi)
∣∣∣∣∣ = op.s.(1).
Preuve: Notons, aﬁn de simpliﬁer les notations, K(u;φ) = E[h(u, T )φ(X)]. Dans
l'esprit de la décomposition annoncée (3.3.5), nous obtenons
1
n
n∑
i=1
Yˆ ∗i,Lφ(Xi) =
1
n
n∑
i=1
Y ∗i,Lφ(Xi) +
∫ τH
−∞
K(u; φ)d(Fˆ − F )(u) (3.3.6)
+
∫ τH
−∞
[
1
n
n∑
i=1
h(u, Ti)φ(Xi)−K(u; φ)
]
d(Fˆ − F )(u) (3.3.7)
+
∫ τH
−∞
[
1
n
n∑
i=1
[hˆ(u, Ti)− h(u, Ti)]φ(Xi)
]
dFˆ (u). (3.3.8)
Par la suite, nous étudions la convergence vers 0 des trois intégrales intervenant dans
la décomposition.
Etape 1 : Etude de (3.3.6) et de (3.3.7).
Uniformément en φ, l'intégrale (3.3.6) tend vers 0 presque sûrement par le Théorème
2.2.6 (lois des grands nombres pour l'estimateur de Kaplan-Meier), en appliquant le
Lemme 3.3.16 qui assure que la famille de fonctions {K(u;φ), φ ∈ F} satisfait les
hypothèses du Théorème 2.2.6.
Quitte à translater les variables, on suppose que τH > 1. L'intégrale (3.3.7) s'étudie
en considérant la classe de fonctions indexée par φ et u ∈ R, {ψu(X,T ; φ) = [u−21u>1 +
1u≤1]h(u, T )φ(X), u ∈ R, φ ∈ F}. Le Lemme 3.3.17 fournit que cette classe est P -
Glivenko-Cantelli. Par suite, par la loi des grands nombres uniforme en u et φ sur cette
classe de fonctions, l'intégrale (3.3.7) se majore par
op.s.(1)×
∫
u2d(Fˆ + F )(u),
où le op.s.(1) ne dépend pas de φ ∈ F . Par la loi des grands nombres pour l'estimateur de
Kaplan-Meier (Théorème 2.2.6), l'intégrale précédente tend presque sûrement vers une
constante (en eﬀet, Y possède un moment d'ordre 2 puisque
∫
t2[1−G(t)]−1dF (t) < ∞).
Etape 2 : Etude de l'intégrale (3.3.8).
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L'intégrale (3.3.8) s'étudie en considérant la diﬀérence
hˆ(u, T )− h(u, T ) = 1u>0
∫ u
0
1T>t[Hˆ(t)−H(t)]dt
[1− Hˆ(t)][1−H(t)] (3.3.9)
+
∫ 0∧u
−∞
1T≤t[Hˆ(t)−H(t)]dt
[1− Hˆ(t)][1−H(t)] (3.3.10)
+
∫ 0∧u
−∞
[Gˆ(t)−G(t)][1−H(t)]dt
[1− Hˆ(t)][1−H(t)] (3.3.11)
+
∫ 0∧u
−∞
G(t)[Hˆ(t)−H(t)]dt
[1− Hˆ(t)][1−H(t)] . (3.3.12)
Etape 2.1 : Etude de (3.3.10)-(3.3.12).
Pour simpliﬁer les notations, on note
Hˆφ(t) =
1
n
n∑
i=1
φ(Xi)1Ti≤t,
Hφ(t) = E [φ(X)1T≤t] .
Considérons (3.3.10).
1
n
n∑
i=1
φ(Xi, Ti)
∫ ∫ 0∧u
−∞
1Ti≤t[Hˆ(t)−H(t)]dt
[1− Hˆ(t)][1−H(t)] dFˆ (u)
=
∫ ∫ 0∧u
−∞
Hˆφ(t)[Hˆ(t)−H(t)]dt
[1− Hˆ(t)][1−H(t)] dFˆ (u). (3.3.13)
L'expression (3.3.13) se majore par
‖Φ‖∞
1−H(0) supt≤T(n)
|Hˆ(t)−H(t)| sup
t≤0
[1− Hˆ(t)]−1
∫ ∫ 0
−∞
Hˆ(t)dtdFˆ (u).
On a (voir Van der Vaart, 1998, page 268)
sup
t≤T(n)
|Hˆ(t)−H(t)| = Oa.s.(n−1/2
√
log log n), (3.3.14)
sup
t≤0
[1− Hˆ(t)]−1 = Op.s.(1). (3.3.15)
De plus,
∫ ∫ 0
−∞ Hˆ(t)dtdFˆ (u) ≤ −
∫ 0
−∞ sdHˆ(s) = OP (1) (loi des grands nombres). En
rassemblant les résultats, on obtient donc que (3.3.13) tend presque sûrement vers 0
uniformément en φ.
Considérons (3.3.11). (3.3.11) se réécrit comme
I1(u) + I2(u) =
∫ 0∧u
−∞
[Gˆ(t)−G(t)]dt
1−H(t) +
∫ 0∧u
−∞
[Gˆ(t)−G(t)][Hˆ(t)−H(t)]dt
[1− Hˆ(t)][1−H(t)] . (3.3.16)
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L'intégrale I2 s'étudie de même que (3.3.10), c'est à dire en utilisant la convergence
uniforme de Hˆ, le fait que les dénominateurs sont bornés en probabilité, et que, par
Fubini,
∫ 0
−∞ Gˆ(t)dt = −
∫ 0
−∞ sdGˆ(s), qui converge par la loi des grands nombres pour
l'estimateur de Kaplan-Meier. On traite l'intégrale I1 en remarquant que
I1(u) =
∫ ∫ 0
t
1s≤uds
1−H(s)d(Gˆ(t)−G(t)).
La famille de fonctions indexée par u,
∫ 0
t 1s≤u[1−H(s)]−1ds satisfait les conditions du
Théorème 2.2.6 de consistance des intégrales Kaplan-Meier. En eﬀet,∣∣∣∣∫ 0
t
1s≤u[1−H(s)]−1ds−
∫ 0
t
1s≤u′ [1−H(s)]−1ds
∣∣∣∣ ≤ |u− u′|1−H(0) ,
et on applique l'exemple 19.7 de Van der Vaart (1998) pour obtenir une majoration de
l'entropie. On en déduit que supu |I2(u)| tend vers 0 presque sûrement.
Considérons (3.3.12). En observant que
∫ 0
−∞G(t)dt < ∞ puisque C1C<0 possède
un moment d'ordre 1, on obtient que le terme (3.3.12) tend vers 0 uniformément en u
grâce à (3.3.14) et (3.3.15).
Etape 2.2 : Etude de (3.3.9).
Aﬁn d'étudier (3.3.9), considérons
Iφ(S) =
1
n
n∑
i=1
∫ τH
0
∫ u
0
φ(Xi, Ti)1Ti>t[Hˆ(t)−H(t)]dt
[1− Hˆ(t)][1−H(t)] dS(u),
où S désigne soit Fˆ , soit F , et avec la convention 0/0 = 0. Déﬁnissons les fonctions
Lˆφ(t) = n
−1
∑n
i=1 φ(Xi)1Ti>t[1− Hˆ(t)]−1, et Lφ = E[φ(X)1T>t][1−H(t)]−1.
Avec ces nouvelles notations,
Iφ(S) =
∫ τH
0
∫ u
0
[Hˆ(t)−H(t)]Lˆφ(t)
1−H(t) dS(u).
Par le Théorème 10.5.1 de Shorack et Wellner (1986),
sup
t≤T(n)
∣∣∣∣∣Hˆ(t)−H(t)1−H(t)
∣∣∣∣∣ = Op.s.([log n]1+a). (3.3.17)
De plus, puisque F est bornée, et quitte à eﬀectuer une translation de la classe de
fonctions, on peut supposer que les fonctions φ sont positives et satisfont 0 < M1 ≤
φ ≤ M2, de sorte que
Lˆφ(t)
Lφ(t)
≤ M2
M1
. (3.3.18)
Comme Lˆφ(t) = 0 pour t > T(n), pour tout ε > 0, l'intégrale Iφ(S) peut se majorer par
|Iφ(S)| ≤
(
sup
t≤T(n)
∣∣∣∣∣ Lˆφ(t)Lφ(t)
∣∣∣∣∣
)(
sup
t≤T(n)
∣∣∣∣∣Hˆ(t)−H(t)1−H(t)
∣∣∣∣∣
)1−ε(
sup
t≤T(n)
∣∣∣Hˆ(t)−H(t)∣∣∣)ε
×
∫ τH
0
∫ u
0
Lφ(t)dtdS(u)
[1−H(t)]ε .
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On déduit de (3.3.14), de (3.3.17), et de (3.3.18) que
|Iφ(Fˆ )| ≤ op.s.(1)×
∫ ∫ u
0
Lφ(t)dtdFˆ (u)
[1−H(t)]ε .
En appliquant le théorème de Fubini, l'intégrale du membre de droite se réécrit∫
(1− Fˆ (t))1−ε
[
Lφ(t)
(1− Fˆ (t))ε
(1−H(t))ε
]
dt. (3.3.19)
Observons que [1− F (u)][1−G(u)]−1 est borné, puisque, par Fubini∫ τH
0
[1− F (u)]
[1−G(u)]du =
∫ τH
0
∫ t
0
du
1−G(u)dF (t) ≤
∫
tdF (t)
1−G(t) < ∞.
De plus, Lφ est uniformément bornée puisque F est bornée. Par ailleurs, par l'inégalité
de Jensen, on a la majoration
∫ τH
0
[1− F (t)]1−εdt ≤ C(ε)×
(∫
[1 + t]
1+ε
1−ε [1− F (t)]dt
[1 + t]1+ε
)1−ε
.
Pour ε suﬃsamment petit, l'intégrale du membre de droite est inférieure à
∫
t[1−F (t)]dt,
qui est ﬁnie puisque Y possède un moment d'ordre 2. Finalement, on en déduit que,
uniformément sur la classe F , la somme (3.3.8) tend vers 0 presque sûrement.
Le Théorème suivant précise la représentation en fournissant un reste en oP (n−1/2),
permettant d'obtenir des résultats du type Théorème Central Limite.
Théorème 3.3.7 Supposons que, pour un certain ε > 0 proche de 0,∫
t2+εdt
1−G(t) < ∞. (3.3.20)
Soit φ une fonction bornée. On a alors la représentation
1
n
n∑
i=1
Yˆ ∗i,Lφ(Xi) =
1
n
n∑
i=1
Y ∗i,Lφ(Xi) +
∫ [
K(t, φ)
1−G(t) −
K¯(t, φ)
1−H(t)
]
dMF+ (t)
+
∫
K(u, φ)d[F˜ (u)− F ](u)
+
1
n
n∑
i=1
∆(Ti, δi, Xi; φ),
où la fonction ∆ est déﬁnie au Lemme 3.3.18, en rappelant la déﬁnition
K¯(t, φ) =
∫ τH
t
K(u, φ)dF (u).
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Remarque 3.1 La condition (3.3.20) représente une amélioration par rapport à Dele-
croix, Lopez, et Patilea (2006). Elle est "quasi-optimale", dans le sens où, en prenant
le cas limite ε = 0, on retrouve l'hypothèse obtenue pour la représentation du Théorème
3.3.5, dans le cas de l'estimateur KSV. Même si, dans l'hypothèse (3.3.20), on a ε > 0,
nous sommes proches de l'hypothèse "idéale" où ε = 0, puisque ε peut être aussi petit
que nécessaire.
Preuve: Revenons à la décomposition (3.3.6)-(3.3.8) du Théorème 3.3.6.
Etape 1 : Intégrale (3.3.6).
On peut obtenir un développement i.i.d. de l'intégrale (3.3.6) à partir de la représen-
tation i.i.d. des intégrales Kaplan-Meier d'Akritas (voir section 2.2.1), et obtenir ainsi
les deux premiers termes de la représentation i.i.d.
Etape 2 : Intégrale (3.3.7).
L'intégrale (3.3.7) se réécrit, par le Théorème de Fubini,∫ τH
0
[Fˆ (t)− F (t)][Hˆφ(t)−Hφ(t)]dt
1−H(t) .
Dans un premier temps, tronquons l'intégrale en l'arrêtant à τ < τH arbitraire. En
utilisant,
sup
t≤τ
|Fˆ (t)− F (t)| = OP (n−1/2), (3.3.21)
sup
t≤τH
|Hˆφ(t)−Hφ(t)| = OP (n−1/2), (3.3.22)
on obtient que l'intégrale tronquée est OP (n−1) uniformément en φ. L'argument de
tension de la Proposition 2.2.12 est nécessaire pour faire tendre τ vers τH . Par ailleurs,
puisque φ est bornée,
sup
t≤τH
1− Hˆφ(t)
1−H(t) ≤ ‖φ‖∞ supt≤τH
1− Hˆ(t)
1−H(t) = OP (1),
par le Théorème 2.1.6. On obtient alors la majoration, pour tout ε > 0,∣∣∣∣∣
∫ τH
τ
[Fˆ (t)− F (t)][Hˆφ(t)−Hφ(t)]dt
1−H(t)
∣∣∣∣∣ ≤
(∫ T(n)
τ
t1+ε/2|Fˆ (t)− F (t)| dt
t1+ε/2
(3.3.23)
+
∫ τH
T(n)
[1− F (t)]dt
)
×OP (1). (3.3.24)
Par le Théorème 2.1.5 et en utilisant l'Hypothèse 3.3.4, on obtient
sup
t≤T(n)
t1+ε/2|Fˆ (t)− F (t)| = OP (n−1/2).
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L'intégrale du membre de droite de (3.3.23) se majore donc par OP (n−1/2)×
∫ τH
τ t
−1−ε/2dt.
Par ailleurs, l'intégrale (3.3.24) a pour espérance∫ τH
τ
[1− F (t)]F (t)ndt = oP (n−1/2).
On en déduit que ∣∣∣∣∣
∫ τH
τ
[Fˆ (t)− F (t)][Hˆφ(t)−Hφ(t)]dt
1−H(t)
∣∣∣∣∣ ≤ ZnGn(τ),
avec Zn = OP (n−1/2) et Gn(τ) =
∫ τH
τ t
−1−ε/2dt, qui satisfait bien les conditions de la
Proposition 2.2.12.
Etape 3 : Intégrale (3.3.8).
L'intégrale (3.3.8) se décompose en deux parties. La première partie,∫ [
1
n
n∑
i=1
hˆ(u, Ti)φ(Xi)− h(u, Ti)φ(Xi)
]
dF (u),
intervient dans la représentation i.i.d. et est étudiée au Lemme 3.3.18. La seconde partie,∫ [
1
n
n∑
i=1
hˆ(u, Ti)φ(Xi)− h(u, Ti)φ(Xi)
]
d(Fˆ − F )(u), (3.3.25)
est négligeable. Pour le montrer, il faut considérer la décomposition (3.3.9)-(3.3.12) de
la preuve du Théorème 3.3.6.
Etape 3.1 : Contribution de (3.3.9) à (3.3.25).
A nouveau, on tronque l'intégrale en l'arrêtant à τ < τH . En appliquant le théorème
de Fubini, la contribution de (3.3.9) à (3.3.25) s'écrit∫ τ
0
Lˆφ(t)
[Hˆ(t)−H(t)][Fˆ (t)− F (t)]dt
[1−H(t)] = OP (n
−1).
A nouveau on utilise l'argument de la Proposition 2.2.12, en observant que∣∣∣∣∣
∫ τH
τ
Lˆφ(t)
[Hˆ(t)−H(t)][Fˆ (t)− F (t)]dt
[1−H(t)]
∣∣∣∣∣
≤ sup
t
Lˆφ(t)
Lφ(t)
sup
t
∣∣∣∣∣Hˆ(t)−H(t)1−H(t)
∣∣∣∣∣
∫ τH
τ
t1+ε/2|Fˆ (t)− F (t)| dt
t1+ε/2
.
Les deux supremums sont OP (1). Pour le second, il s'agit du Théorème 2.1.6. Pour Lˆφ,
on suppose, sans perte de généralité, que 0 < M1 < φ < M2, et on utilise (3.3.18). On
raisonne alors comme précédemment. L'intégrale vériﬁe les conditions de la Proposition
2.2.12 par les mêmes arguments qu'à l'étape 2.
Etape 3.2 : Contribution de (3.3.10) à (3.3.25).
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En sommant et en appliquant le Théorème de Fubini, la contribution de (3.3.10) à
(3.3.25) s'exprime comme
1T(1)<0
∫ 0
T(1)
∫ 0
u
Hˆφ(t)[Fˆ (u)− F (u)][Hˆ(t)−H(t)]dtdu
[1− Hˆ(t)][1−H(t)] .
En eﬀet, Hφ(t) ≡ 0 pour t ≤ T(1). En raisonnant comme précédemment, et du fait que
τH > 0, cette intégrale se majore, en valeur absolue par
OP (n
−1/2−η)× 1T(1)<0
∫ 0
T(1)
|Fˆ (u)− F (u)|1−η
∫ 0
u
Hφ(t)dtdu, (3.3.26)
pour tout η > 0. Puisque φ est bornée, on obtient∫ 0
u
Hφ(t)dt ≤ ‖φ‖∞
∫ 0
u
H(t)dt ≤ ‖φ‖∞E[|T |1T≤0].
Par conséquent, et par une inégalité de convexité, l'expression (3.3.26) se majore par
oP (n
−1/2)×
[∫ 0
−∞
F (u)1−ηdu + 1T(1)<0
∫ 0
T(1)
Fˆ (u)1−ηdu
]
.
La première intégrale est ﬁnie en utilisant l'inégalité de Jensen de la même façon qu'à la
ﬁn de la preuve du Théorème 3.3.6. Pour la deuxième intégrale, on applique également
l'inégalité de Jensen, puis le Théorème de Fubini et la convergence des intégrales Kaplan-
Meier du Théorème 2.2.6.
Etape 3.3 : Contribution de (3.3.11) à (3.3.25).
En appliquant le Théorème de Fubini, la contribution de l'intégrale (3.3.11) à (3.3.25)
s'exprime comme∫ 0
−∞
∫ 0
u
[Fˆ (u)− F (u)]ZG(t)[1−G(t)]dtdu
1− Hˆ(t) ×
1
n
n∑
i=1
φ(Xi).
En utilisant le Théorème 2.1.1 ainsi que le Théorème de Fubini, l'intégrale ci-dessus
peut s'exprimer sous la forme d'une intégrale stochastique,∫ 0
−∞
[∫ 0
t
∫ 0
u∨s
[Fˆ (u)− F (u)][1−G(t)]dtdu
1− Hˆ(t)
]
dMG+ (s)
[1− Fˆ (s−)][1−G(s)] .
Si l'on fait varier la borne supérieure de la première intégrale, on obtient un processus
sur [−∞; 0], dont la variation quadratique est majorée par
OP (n
−2)×
∫
t2dG(t).
Cette dernière intégrale est ﬁnie, d'après l'hypothèse de moment d'ordre 2 pour C1C≤0.
Il suﬃt alors d'appliquer le Théorème 2.1.2 (la condition de Lindebergh étant vériﬁée)
pour obtenir que ce terme est un oP (n−1/2).
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Etape 3.4 : Contribution de (3.3.12) à (3.3.25).
Par Fubini, elle s'exprime comme∫ 0
−∞
∫ 0
t∨0
[Hˆ(t)−H(t)][Fˆ (u)− F (u)]duG(t)dt
[1− Hˆ(t)][1−H(t)] ×
1
n
n∑
i=1
φ(Xi),
qui se majore par OP (n−1) ×
∫ 0
−∞ tG(t)dt, et on conclut du fait du moment d'ordre 2
pour C1C≤0.
Dans le cas particulier où T > 0 presque sûrement, la représentation du Théorème
3.3.7 peut s'exprimer sous une forme plus simple.
Proposition 3.3.8 Sous les Hypothèses du Théorème 3.3.7 et lorsque T > 0, on a
1
n
n∑
i=1
Yˆ ∗i,Lφ(Xi) =
1
n
n∑
i=1
Y ∗i,Lφ(Xi)
+
∫ ∫ ∞
s
E[φ(X)1T>t]dtdM
G
+ (s)
[1−G(t)][1−H(s)] + oP (n
−1/2)
=
1
n
n∑
i=1
Y ∗i,Lφ(Xi) +
∫ ∫ ∫
1t≤yφ(x)dH(x, y)dtdM
G
+ (s)
[1−G(t)][1−H(s)] ,
où H(x, y) = P(T ≤ y, X ≤ x).
Preuve: Notons S(φ) = n−1∑ni=1[Yˆ ∗i,L − Y ∗i,Lφ(Xi)]. D'après le développement du
Théorème 3.3.7, et par déﬁnition de la fonction K,
S(φ) =
∫ ∫ t
0
E[φ(X)1T>s]dM
F
+ (s)
[1−H(s)][1−G(t)] −
∫ ∫ τH
t
∫ u
0
E[φ(X)1T>s]dsdF (u)dM
F
+ (t)
[1−H(s)][1−H(t)]
+
∫
[Hˆ(t)−H(t)]E[φ(X)1T>t]dt
[1−H(t)][1−G(t)] + oP (n
−1/2).
On utilise le Théorème 2.1.1. Par le Théorème de Fubini, la seconde intégrale s'exprime
comme
−
∫ ∫ t
0
E[φ(X)1T>s]dsdM
F
+ (t)
[1−H(s)][1−G(t)] −
∫ ∫ τH
t
E[φ(X)1T>s]dsdM
F
+ (t)
[1−G(s)][1−H(t)] .
En utilisant le fait que dMH+ = dMF+ + dMG+ , on en déduit le résultat.
3.3.4 Représentation i.i.d. pour les combinaisons linéaires de Leur-
gans et KSV
Les représentations i.i.d. des sommes empiriques de Yˆ ∗α peuvent se déduire des re-
présentations pour la transformation KSV et pour celle de Leurgans, dans le cas où
α est ﬁxe. La Proposition suivante présente un résultat dans le cas où α est choisi de
manière adaptative, mais converge tout de même vers une valeur limite α0.
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Proposition 3.3.9 Sous les Hypothèses 3.3.1 et 3.3.2, et en supposant que N[](ε,F , ‖.‖∞) <
∞, si
αˆ− α0 → 0 p.s.,
alors
sup
φ∈F
∣∣∣∣∣ 1n
n∑
i=1
[
Yˆ ∗i,αˆ − Y ∗i,α0
]
φ(Xi)
∣∣∣∣∣→ 0 p.s.
Si
αˆ− α0 → 0 en probabilité,
alors
sup
φ∈F
∣∣∣∣∣ 1n
n∑
i=1
[
Yˆ ∗i,αˆ − Y ∗i,α0
]
φ(Xi)
∣∣∣∣∣→ 0 en probabilité.
De plus, si l'Hypothèse 3.3.4 est satisfaite,
∀φ ∈ F , 1
n
n∑
i=1
Yˆ ∗i,αˆφ(Xi) =
1
n
n∑
i=1
Y ∗i,α0φ(Xi)− α0
1
n
n∑
i=1
ηyφ(Ti, δi)
+(1 + α0)
[
1
n
n∑
i=1
γ1(K(·, φ);Ti, δi)
+
1
n
n∑
i=1
∆(Ti, δi, Xi; φ)
]
+ oP (n
−1/2).
Preuve: Il suﬃt de remarquer que
1
n
n∑
i=1
[
Yˆ ∗i,αˆ − Yˆ ∗i,α0
]
φ(Xi) = −(αˆ− α0)
n
n∑
i=1
Yˆ ∗i,KSV φ(Xi)
+
(αˆ− α0)
n
n∑
i=1
Yˆ ∗i,Lφ(Xi).
On déduit des Corollaires 3.3.4 et 3.3.5, ainsi que des Théorèmes 3.3.6 et 3.3.7 que
1
n
n∑
i=1
Yˆ ∗i,αˆφ(Xi) =
1
n
n∑
i=1
Yˆ ∗i,α0φ(Xi) + termes négligeables.
On utilise alors les représentations des Théorèmes cités.
3.3.5 Variance des sommes empiriques de synthetic data
Etant donnée la représentation du Théorème 3.3.2, on déduit directement la variance
des sommes empiriques, pour l'estimateur KSV, à partir de la Proposition 2.3.1.
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Proposition 3.3.10 Soit
φ1(x, y) = yφ(x).
Sous l'Hypothèse 3.3.1,
1
n
n∑
i=1
Yˆ ∗i,KSV φ(Xi)− E[Y φ(X)] =⇒ N (0, σ2KSV (φ)),
où
σ2KSV (φ) =
∫ [yφ(x)− φ¯1(y)1−F (y)] [yφ(x)− φ¯1(y)1−F (y)]′ dF (x, y)
1−G(y) .
L'estimation de la variance des sommes empiriques KSV peut ainsi être obtenue à
partir de la Proposition 2.3.2. Pour la transformation de Leurgans, la variance asymp-
totique peut être déduite de la représentation du Théorème 3.3.7. Le Lemme suivant
s'obtient par un calcul direct élémentaire. Il explicite sous forme intégrale les diﬀérents
termes intervenant dans la variance, pour l'estimateur de Leurgans.
Lemme 3.3.11 S désigne une des trois fonctions F , G, et H. On déﬁnit
mS(φ, ψ) = E
[
(Y ∗Lφ(X)− E[Y ∗Lφ(X)])
∫ τH
−∞
ψ(s)dMS1 (s)
]
.
On a
mS(φ, ψ) =
∫
1−H(y)ψ(y)
1− S(y) φ(x)
∫ {
1y>t
1−G(t) − 1t<0
}
dtdF (x, y)
+
∫ τH
−∞
∫ τH
0
E[φ(X)(1−H(t ∨ s | X))]ψ(s)dtdS(s)
[1−G(t)][1− S(s)]
+
∫ τH
−∞
∫ 0
−∞
ψ(s)E[φ(X){G(t) + H(t|X)− [1 + G(t)]H(s|X)}]dtdS(s)
[1− S(s)][1−G(t)] .
La proposition suivante fournit une explicitation de la variance des sommes empi-
riques de synthetic data de Leurgans (en fonction des fonctions mS).
Proposition 3.3.12 On déﬁnit ψ1 = K(y, φ)[1 − G(y)]−1 − K¯(y, φ)[1 − H(y)]−1, et
ψ2 et ψ3 déﬁnies au Lemme 3.3.18. La variance asymptotique de n−1/2
∑n
i=1 Yˆ
∗
i,Lφ(Xi),
s'exprime comme
σ2L(φ) = V ar(Y
∗
Lφ(X)) + σ
2(K(·, φ)) + V ar(∆)
+2mF (φ, ψ1) + 2mG(φ, ψ2) + 2mH(φ, ψ3)
+2E
[∫
ψ1(t)ψ3(t){1−G(t)}dF (t)
]
,
où σ2(φ) est déﬁnie à la Proposition 2.3.1.
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La démonstration est immédiate, reposant sur le Théorème 3.3.7, le Lemme 3.3.18,
et le Lemme 3.3.11.
La variance V ar(Y ∗Lφ(X)) peut être estimée de façon consistante par
1
n
n∑
i=1
Yˆ ∗2i,Lφ(Xi)
2 −
(
1
n
n∑
i=1
Yˆ ∗i,Lφ(Xi)
)2
. (3.3.27)
En eﬀet, la seconde somme converge vers E[Y ∗Lφ(X)] par le Théorème 3.3.6. Quant à
la première somme, elle s'exprime comme
1
n
n∑
i=1
Y ∗2i,Lφ(Xi)
2 +
1
n
n∑
i=1
(Yˆ ∗i,L − Y ∗i,L)2φ(Xi) +
2
n
n∑
i=1
(Yˆ ∗i,L − Y ∗i,L)Y ∗i,Lφ(Xi).
La première somme tend vers E[Y ∗2L φ(X)2], et par Cauchy-Schwarz, il suﬃt de montrer
que la seconde tend vers 0 pour obtenir que la troisième converge également vers 0.
Pour cela, déﬁnissons
Mn(t) =
1
n
n∑
i=1
φ(Xi)
[∫ t
−∞
{
1Ti>t[Gˆ(t)−G(t)]
[1−G(t)][1− Gˆ(t)] − 1t<0
}
dt
]2
,
et observons que
1
n
n∑
i=1
(Yˆ ∗i,L − Y ∗i,L)2φ(Xi) = Mn(τH).
On a aisément que supt≤τ |Mn(t)| = oP (1) (par le Théorème 2.1.5) sous les Hypothèses
du Théorème 3.3.7. Il suﬃt dès lors d'appliquer la Proposition 2.2.12 pour conclure.
Pour cela, observons que, pour 0 < τ < τH ,
|Mn(τH)−Mn(τ)| ≤ ‖φ‖∞ sup
t≤T(n)
∣∣∣∣∣Gˆ(t)−G(t)1− Gˆ(t)
∣∣∣∣∣× 1n
n∑
i=1
1Ti>τ
[∫ Ti
0
dt
1−G(t)
]2
,
on se retrouve alors dans les conditions de la Proposition 2.2.12.
Pour estimer les autres termes intervenant dans la variance de la Proposition 3.3.12,
il suﬃt de remarquer que ces termes sont des fonctions de H, G, et F. On estime de façon
consistante ces termes en remplaçant ces fonctions de répartition par leurs équivalents
empiriques. La démonstration est rigoureusement analogue à celle de la Proposition
2.3.2, et est donc omise. Ceci nous conduit au résultat suivant.
Proposition 3.3.13 Déﬁnissons σˆ2L(φ) l'estimateur de σ2L(φ) obtenu en estimant la
variance V ar(Y ∗Lφ(X)) par (3.3.27), et en remplaçant H, F et G par leurs équivalents
empiriques (fonction de répartition empirique et estimateurs de Kaplan-Meier) dans la
formule de la Proposition 3.3.12. On a, sous les Hypothèses du Théorème 3.3.7,
σˆ2L(φ)− σ2L(φ) → 0 en probabilité.
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Il reste à considérer la variance asymptotique pour les combinaisons linéaires de
l'estimateur de KSV et de l'estimateur de Leurgans.
Proposition 3.3.14 Soit σ2α(φ) la variance asymptotique de n−1/2
∑n
i=1 Yˆ
∗
i,αφ(Xi). Soit
ψ4 = ¯(yφ)[1−H(y)]−1. On a
σ2α(φ) = α
2σ2KSV (φ) + (1− α)2σ2L(φ) + 2α(1− α)σL,KSV (φ),
où l'on déﬁnit
σL,KSV (φ) = E [{Y ∗KSV φ(X)−E[m(X)φ(X)]}{Y ∗Lφ(X)− E[m(X)φ(X)]}]
+mG(φ, ψ4) + E
[∫
[ψ2(t) + ψ3(t)]ψ4(t){1− F (t)}dG(t)
]
.
Cette variance se déduit de MH+ = MF+ + MG+ , et de < MF+ ,MG+ >= 0. Intéressons-
nous à présent à l'estimation de σL,KSV (φ). On peut estimer les quatre derniers termes
en remplaçant H, G et F par leurs équivalents empiriques. Il reste à estimer de façon
consistante la première espérance, par
1
n
n∑
i=1
φ(Xi)
(
Yˆ ∗i,KSV φ(X)−
∫
yφdFˆ
)(
Yˆ ∗i,Lφ(X)−
∫
yφdFˆ
)
. (3.3.28)
Par convergence des intégrales Kaplan-Meier, on se ramène à prouver que
1
n
n∑
i=1
(
Yˆ ∗i,KSV Yˆ
∗
i,L − Y ∗i,KSV Y ∗i,L
)
φ(Xi) → 0,
en probabilité. Par un calcul élémentaire et en appliquant l'inégalité de Cauchy-Schwarz,
ceci est réalisé si
1
n
n∑
i=1
(
Yˆ ∗i,KSV − Y ∗i,KSV
)2 → 0 en probabilité,
1
n
n∑
i=1
(
Yˆ ∗i,L − Y ∗i,L
)2 → 0 en probabilité.
La seconde propriété a été montrée plus haut. Pour la première, on déﬁnit
M ′n(t) =
1
n
n∑
i=1
1Ti≤tφ(Xi)
(
Yˆ ∗i,L − Y ∗i,L
)2
.
On a, pour tout τ < τH , supt≤τ M ′n(t) = oP (1). On applique la Proposition 2.2.12 en
remarquant que
|M ′n(τ)−M ′n(τH)| ≤ ‖φ‖∞ sup
t≤T(n)
∣∣∣∣∣Gˆ(t)−G(t)1− ˆG(t)
∣∣∣∣∣× 1n
n∑
i=1
1Ti≥τ |Y ∗i,KSV |.
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Proposition 3.3.15 Déﬁnissons σˆL,KSV (φ) l'estimateur de σ2L(φ) obtenu en estimant
l'espérance
E [{Y ∗KSV φ(X)−E[m(X)φ(X)]}{Y ∗Lφ(X)− E[m(X)φ(X)]}]
par (3.3.28), et en remplaçant H, F et G par leurs équivalents empiriques (fonction de
répartition empirique et estimateurs de Kaplan-Meier) dans la formule de la Proposition
3.3.14. On a, sous les Hypothèses du Théorème 3.3.7,
σˆL,KSV (φ)− σL,KSV (φ) → 0 en probabilité.
Par conséquent, σˆ2α(φ) = α2σˆ2KSV (φ) + (1 − α)2σˆ2L(φ) + 2α(1 − α)σˆL,KSV (φ), est un
estimateur consistant de σ2α(φ).
3.3.6 Lemmes techniques
Lemme 3.3.16 On considère la classe de fonctions Π = {u → K(u, φ), φ ∈ F}. Si
N[](ε,F , ‖.‖∞) < ∞ et E[YL] < ∞, on a N[](ε,Π, L1) < ∞.
Preuve: Soit [f1, g1], ..., [fN , gN ] un ensemble de ε-crochets qui recouvre F (en
norme inﬁnie). Si φ ∈ [fi, gi], on a
K(u, φ)−K(u, fi) ≤ E[h(u, T )]ε,
et E[h(u, T )] ≤ M × u pour une constante positive M. Le même type d'inégalité peut
être obtenue à partir des gi, et on en déduit donc le résultat.
Lemme 3.3.17 On considère la classe de fonctions Ψ = {ψu(X, T ;φ) = [u−21u>1 +
1u≤1]h(u, T )φ(X), u ∈ R, φ ∈ F}, où F est une classe de fonctions d'enveloppe Φ
intégrable, telle que N[](ε,F , ‖.‖∞) < ∞. Alors N[](ε,Ψ, L1) < ∞, et Ψ possède une
enveloppe intégrable.
Preuve:
Bracketing number.
Considérons tout d'abord la classe de fonctions Υ indexée par u composée des fonc-
tions λu(T ) = [u−21u≥1 + 1u<1]h(u, T ), et soit ε > 0. On a Υ = Υ1 + Υ2, où l'on a
séparé les indicatrices de u ≥ 1 et u < 1. Ces deux ensembles s'étudient de manière
analogue, on ne considérera donc que le cas u ≥ 1. Observons que, pour tout u ≥ 1, on
a la majoration
λu(T ) ≤ M
u2
∫ u
0
1T>tdt
1−H(t) ,
pour une constante M > 0, de telle sorte que E[λu(T )] ≤ Mu−1. Soit uM = M(ε/2)−1.
On en déduit que N[](ε,Υ1, L1) est ﬁni si et seulement si N[](ε/2, ΥM1 , L1), où ΥM1 =
{λu, u ≥ 1, u ≤ uM}. De plus, en dérivant la fonction λu(T ) par rapport à u, on obtient
la majoration
‖λu1(T )− λu2(T )‖ ≤ M ′
1T>uM
1−H(uM ) .
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L'Exemple 19.7 de Van der Vaart (1998) fournit que N[](ε/2, ΥM1 , L1) < ∞, et donc
N[](ε,Υ1, L
1) < ∞. Un raisonnement analogue fournit N[](ε, Υ2, L1) < ∞, et donc
N[](ε,Υ, L
1) < ∞.
Par déﬁnition de N[](ε,F , L∞) = N, soit [f1, g1], ..., [fN , gN ] un ensemble de ε-
crochets qui recouvrent F (en norme ∞). De même, on se donne [f ′1, g′1], ..., [f ′N ′ , g′N ′ ]
un ensemble de ε-crochets recouvrant Υ (en norme 1). Puisque la classe F est bornée,
quitte à eﬀectuer une translation, on peut supposer que les fonctions φ sont positives.
On construit alors un ε-recouvrement (en norme 1) de Ψ à partir des fif ′j et gig′j en
remarquant que
λu(T )φ(X)− f ′jfi ≤ Φ(X)(λu(T )− f ′j(T )) + f ′j(T )(φ(X)− fi(X)),
pour λu ∈ [f ′j , g′j ] et φ ∈ [fi, gi], le même type d'inégalité pouvant être obtenu pour les g
et g′. De plus, par déﬁnition, (φ(X)−fi(X)) ≤ ε, donc E[f ′j(T )(φ(X)−fi(X))] ≤ M1ε.
Par ailleurs, Φ étant bornée, E[Φ(X)(λu(T )− f ′j(T ))] ≤ M2ε par déﬁnition des f ′j . On
en déduit que N[](ε,Ψ, L1) < ∞.
Intégrabilité de l'enveloppe.
Par décroissance de la fonction u−2 pour u > 0, on obtient la majoration
∀u > 1, |ψu(X,T ; φ)| ≤
∣∣∣∣Φ(X)∫ τH
−∞
[t−21t>1 + 1t≤1]
{1T>t − 1t<0[1−G(t)]}
1−H(t) dt
∣∣∣∣ .
L'espérance du membre de droite se scinde en plusieurs parties,
E
[
Φ(X)
∫ 0
−∞
G(t)− 1T≤t
1−H(t) dt
]
, (3.3.29)∫ 1
0
E [Φ(X){1−H(t|X)}]
1−H(t) dt, (3.3.30)∫ τH
1
t−2
E[Φ(X)1T>t]
1−H(t) dt. (3.3.31)
L'espérance conditionnelle de l'intégrale intervenant dans (3.3.29), s'exprime∫ 0
−∞
G(t)dt
1−H(t) −
∫ 0
−∞
H(t|X)
1−H(t)dt.
Elle peut donc être majorée en valeur absolue par
[1−H(0)]−1 {E[|C|1C<0] + E[|T |1T<0 | X]} .
La seconde espérance peut se majorer par une constante. L'intégrale (3.3.30) peut égale-
ment être bornée par une constante, de même que l'intégrale (3.3.31). En eﬀet, Φ étant
bornée, on a E[Φ(X)1T>t] ≤ ‖Φ‖∞(1−H(t)).
Pour u ≤ 0, on a la majoration
∀u < 0, |ψu(X, T ; φ)| ≤ Φ(X)
∣∣∣∣∫ 0
−∞
{1T>t − [1−G(t)]}
1−H(t) dt
∣∣∣∣ ,
qui se majore de même que (3.3.29). De même, on majore par une constante |ψu(X,T ; φ)|
pour 0 ≤ u ≤ 1.
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Lemme 3.3.18 Soit
S(φ) =
∫ [
1
n
n∑
i=1
hˆ(u, Ti)φ(Xi)− h(u, Ti)φ(Xi)
]
dF (u).
Sous les hypothèses du Théorème 3.3.7, on a
S(φ) =
∫ τH
0
[Hˆ(t)−H(t)]E[φ(X)1T>t]dt
[1−H(t)][1−G(t)]
+
∫ 0
−∞
F (t)ZH(t){E[φ(X)1T≤t] + E[φ(X)]G(t)}dt
[1−H(t)]2
+E[φ(X)]
∫ 0
−∞
∫ u
−∞
dMG+ (s)F (u)du
[1− F (s−)][1−G(s)][1− F (u)]
+P (Y > 0)×
[∫ 0
−∞
ZH(t){E[φ(X)1T≤t] + E[φ(X)]G(t)}dt
[1−H(t)]
+E[φ(X)]
∫ 0
−∞
dMG+ (s)F (u)du
[1− F (s−)][1−G(s)][1− F (u)]
]
=
1
n
n∑
i=1
∆(Ti, δi, Xi;φ).
On notera également
S(φ) =
∫
ψ2(s)dM
G
+ (s) +
∫
ψ3(s)dM
H
+ (s).
Preuve: On utilise la décomposition (3.3.9)-(3.3.13). L'étude du terme (3.3.9) four-
nit le premier terme du développement. (3.3.7) et (3.3.11) fournissent le deuxième terme
et le quatrième terme. (3.3.12) fournit le troisième terme et le cinquième terme.
Etude de (3.3.9).
Dans un premier temps, on tronque l'intégrale (3.3.9) en introduisant une borne
τ < τH . On a alors∫ τ
0
∫ u
0
[Hˆ(t)−H(t)]1T>tdtdF (u)
[1− Hˆ(t)][1−H(t)] =
∫ τ
0
∫ u
0
[Hˆ(t)−H(t)]1T>tdtdF (u)
[1−H(t)]2 + OP (n
−1).
De plus
sup
t
∣∣∣∣∣ 1n
n∑
i=1
φ(Xi)1Ti>t −E [φ(X)1T>t]
∣∣∣∣∣ = OP (n−1/2), (3.3.32)
(il s'agit d'une classe de Donsker), on en déduit donc∫ τ
0
∫ u
0
[Hˆ(t)−H(t)]n−1∑ni=1 |φ(Xi)|1Ti>tdtdF (u)
[1−H(t)][1− Hˆ(t)]
=
∫ τ
0
∫ u
0
[Hˆ(t)−H(t)]E [φ(X)1T>t] dtdF (u)
[1−H(t)]2 + OP (n
−1).
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A présent, observons que
R(τ) =
∫ τH
τ
∫ u
0
|Hˆ(t)−H(t)|n−1∑ni=1 |φ(Xi)|1Ti>tdtdF (u)
[1−H(t)][1− Hˆ(t)]
≤ ‖φ‖∞
∫ τH
τ
∫ u
0
|Hˆ(t)−H(t)|dtdF (u)
[1−H(t)] .
On va appliquer la Proposition 2.2.12, et on utilise pour ce faire la décomposition
R(τ) = [R(τ)−R(T(n))] + R(T(n)). Pour ce qui est de R(T(n)), on a, par Fubini,
R(T(n)) =
∫ τH
T(n)
1−H(t)
1−H(t) [1− F (t)]dt = oP (n
−1/2).
Par ailleurs,
R(τ)−R(T(n)) ≤ ‖φ‖∞ sup
t≤T(n)
|t1+ε/2[1− F (t)]ZH(t)|
∫ T(n)
τ
∫ u
0
dtdF (u)
[1− F (t)]t1+ε/2 .
Par Fubini, l'intégrale du membre droite devient
∫ T(n)
τ t
−1−ε/2dt ≤ ∫ τHτ t−1−ε/2dt, inté-
grale qui tend vers 0 quand τ tend vers τH . En appliquant le Théorème 2.1.5, on déduit
que supt≤T(n) |t1+ε/2[1− F (t)]ZH(t)| = OP (n−1/2). En eﬀet,∫ τH
0
t2+ε[1− F (t)]2dH(t)
[1−H(t)]2 =
∫ τH
0
t2+εdF (t)
[1−G(t)]
+
∫ τH
0
t2+ε[1− F (t)]dG(t)
[1−G(t)]2 . (3.3.33)
Par Fubini, la dernière intégrale se réécrit∫ τH
0
∫ u
0
t2+εdG(t)dF (u)
[1−G(t)]2 ≤
∫ τH
0
u2+εdF (u)
[1−G(u)] .
Par suite, l'intégrale (3.3.33) est ﬁnie, et le Théorème 2.1.5 s'applique.
On a donc obtenu
R(τ) ≤ Cτ ×OP (n−1/2),
et la Proposition 2.2.12 s'applique.
Etude de (3.3.10).
L'intégrale (3.3.10) s'écrit∫ 0∧u
−∞
1T≤t[Hˆ(t)−H(t)]dt
[1−H(t)]2 +
∫ 0∧u
−∞
1T≤t[Hˆ(t)−H(t)]2dt
[1−H(t)]2[1− Hˆ(t)] . (3.3.34)
Puisque τH > 0, la seconde partie de (3.3.34) est inférieure, en valeur absolue, à
OP (n
−1)× |T |.
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On en déduit ∫ 0∧u
−∞
n−1
∑n
i=1 φ(Xi)1Ti≤t[Hˆ(t)−H(t)]dt
[1−H(t)][1− Hˆ(t)] (3.3.35)
=
∫ 0∧u
−∞
n−1
∑n
i=1 φ(Xi)1Ti≤t[Hˆ(t)−H(t)]dt
[1−H(t)]2 + R
′
n(φ), (3.3.36)
avec
|R′n(φ)| ≤ OP (n−1)× ‖φ‖∞
1
n
n∑
i=1
|Ti| = oP (n−1/2).
De plus, on utilise (3.3.32) pour remplacer n−1
∑n
i=1 φ(Xi)1Ti≤t par son espérance dans
(3.3.36).
Etude de (3.3.11).
Pour obtenir un développement i.i.d. de
∫ u
−∞[Gˆ(t)−G(t)][1−Hˆ(t)]−1dt, pour u ≤ 0,
on applique le Théorème 2.1.1. On en déduit que∫ u
−∞
[Gˆ(t)−G(t)][1− Hˆ(t)]−1dt =
∫ u
−∞
∫ t
−∞
dMG+ (s)dt
[1− F (s−)][1−G(s)][1−H(t)]
+
∫ u
−∞
fn(s)dM
G
+ (s),
avec sups |fn(s)| = OP (n−1/2). Le Théorème 2.1.2 de Rebolledo permet de conclure que
le deuxième terme est négligeable, uniformément en u < 0.
Etude de (3.3.12).
On procède de même que pour (3.3.10), et on utilise le fait que
∫
t<0 G(t)dt < ∞,
puisque E[|C|1C<0] < ∞.
3.4 Conclusion et perspectives
Dans ce chapitre, nous avons présenté une approche spéciﬁquement tournée vers
l'estimation d'une espérance conditionnelle, l'approche dite synthetic data. Comme dans
le cas des intégrales Kaplan-Meier, les sommes de ces synthetic data sont des sommes
non i.i.d. Dès lors, nous nous sommes attachés à démontrer que des représentations
i.i.d. de ces sommes, analogues à celles obtenues pour l'estimateur de Kaplan-Meier
au Chapitre 2, pouvaient être obtenues sous certaines hypothèses d'intégrabilité. En
particulier, la preuve de ces représentations repose sur le lien que nous avons fait entre
les sommes de synthetic data et les intégrales Kaplan-Meier. Dans ce chapitre, nous
n'avons étudié que les transformations proposées par Koul, Susarla et Van Ryzin (1981)
et Leurgans (1987). La question de l'obtention de représentations i.i.d. pour les autres
approches décrites au cours de la section 3.2 pourrait à son tour être explorée.
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Chapitre 4
Régression paramétrique
Dans ce chapitre, nous nous intéressons au modèle de régression paramétrique sui-
vant,
E [Y | X] = f (θ0, X) , θ0 ∈ Θ ⊂ Rk. (4.0.1)
En présence de censure, et sous l'hypothèse d'identiﬁabilité 1.1.3, ce modèle a été étu-
dié initialement dans le cas du modèle linéaire, l'étude reposant essentiellement sur des
arguments de martingales. Nous présentons dans la première section de ce chapitre un
bref résumé des techniques développées pour le modèle linéaire. Néanmoins ces tech-
niques ne sont pas suﬃsantes pour permettre d'étendre ces résultats à des modèles plus
compliqués, c'est à dire pour des fonctions f n'étant plus nécessairement linéaires. En
outre, les conditions d'intégrabilité proposées pour assurer la convergence dans le cas
linéaire sont loin d'être optimales. Dans la deuxième section de ce chapitre, nous pro-
posons deux familles d'estimateurs de θ0 convergeant à la vitesse n−1/2 pour le modèle
(4.0.1). La première famille, dite des moindres carrés pondérés, a été initiée par Zhou
(1992a), et peut être reliée directement aux intégrales Kaplan-Meier du Chapitre 2. La
preuve de la convergence de cet estimateur a été obtenue par Stute (1999), et apparaît
comme une conséquence directe des théorèmes de représentations i.i.d. du Chapitre 2.
La seconde famille, dite des "synthetic data", repose sur les transformations des don-
nées étudiées au Chapitre 3. L'estimation de θ0 dans le modèle (4.0.1) n'avait jusqu'à
présent été étudiée que dans le cas du modèle linéaire. La nouvelle approche, développée
au Chapitre 3, qui repose sur le lien entre sommes empiriques de synthetic data et inté-
grales Kaplan-Meier, nous permet de considérer le cas général d'un modèle de régression
non linéaire. De plus, les conditions d'intégrabilité sous lesquelles nous démontrons la
convergence des estimateurs synthetic data de θ0 représentent une amélioration notable
par rapport aux conditions avancées dans le cas du modèle linéaire (voir par exemple
Zhou, 1992b, Koul, Susarla et Van Ryzin, 1981, Fan et Gijbels, 1994). La troisième
section présente des résultats obtenus par simulation, dans le but de comparer empi-
riquement les estimateurs correspondant aux diﬀérentes approches, moindres carrés ou
synthetic data. Ces simulations montrent en particulier que, dans un certain nombre de
situations, les estimateurs synthetic data, qui n'avaient pas été étudiés jusqu'alors de
façon générale, se comportent mieux que ceux reposant sur l'approche moindres carrés.
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4.1 Méthodes synthetic data et moindres carrés pondérés
dans le cas linéaire
4.1.1 Méthode synthetic data
Dans le cas du modèle linéaire, Koul, Susarla et Van Ryzin (1981) et Leurgans
(1987) proposent d'estimer les paramètres de la régression en appliquant la méthode des
moindres carrés au vecteur des transformations (Yˆ ∗i , 1 ≤ i ≤ n). Dans le cas particulier
du modèle linéaire, les estimateurs de la régression sont déﬁnis de manière explicite.
Considérons, par souci de simplicité, le modèle de régression linéaire simple
Y = α + βX,
où α ∈ R, et β ∈ R. L'estimateur "synthetic data" θˆ = (αˆ, βˆ) s'exprime alors
βˆ =
∑n
i=1 Yˆ
∗
i (Xi − X¯)∑n
i=1(Xi − X¯)2
,
αˆ = Y¯ − αˆX¯,
où Z¯ = n−1
∑n
i=1 Zi pour toute variable Z. Par exemple, dans le cas de l'estimateur
KSV, l'expression de βˆ se réécrit
βˆ =
∑n
i=1 Y
∗
i (Xi − X¯)∑n
i=1(Xi − X¯)2
+
∑n
i=1 δi[Gˆ(Ti−)−G(Ti−)][1−G(Ti−)]−2∑n
i=1(Xi − X¯)2
+
∑n
i=1 δi[Gˆ(Ti−)−G(Ti−)]2[1− Gˆ(Ti−)]−1[1−G(Ti−)]−2∑n
i=1(Xi − X¯)2
. (4.1.1)
La normalité asymptotique est montrée conditionnellement aux X. Le schéma de la
preuve (voir Zhou, 1989, pour l'estimateur KSV, et Zhou 1992b pour le cas de l'estima-
teur de Leurgans) est le suivant :
1. On étudie la somme ci-dessus en écartant les valeurs de Ti supérieures à τ.
2. On montre que le troisième terme du développement (4.1.1) est négligeable.
3. On utilise la représentation du Théorème 2.1.1 et le Théorème 2.1.2 de Rebolledo
pour prouver que la somme
βˆτ =
∑n
i=1 Yˆ
∗
i 1Ti≤τ (Xi − X¯)∑n
i=1 1Ti≤τ (Xi − X¯)2
converge vers
βτ = E[Y
∗ | X, T ≤ τ ].
4. On utilise des arguments de tension pour faire tendre τ vers τH , et on utilise
pour cela des hypothèses d'intégrabilité. Dans notre cadre, nous ne travaillons pas
conditionnellement aux X. Dans un cadre i.i.d., les hypothèses utilisées par Zhou
(1992b) deviennent
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 ∫ ∞
0
(
E[X(1− F (t|X))]
1−G(t)
)1/2
dt < ∞,
 ∫
C
1/2
G (t)E[X(1− F (t|X))]dt < ∞,
 ∫
E[X(1− F (t,X))]dCG(t) < ∞.
Ces hypothèses sont plus fortes que celles que nous serons amenés à poser par la
suite.
4.1.2 Méthode moindres carré pondérés
Zhou (1992a) propose l'approche moindres carrés pondérés pour l'estimation du
modèle linéaire. Plus généralement, en se plaçant dans le modèle (4.0.1), on a
θ0 = arg min
θ∈Θ
E
[
(Y − f(θ, X))2] .
D'après le calcul (2.2.10), on a
MMC(θ) = E
[
δ
1−G(T−)(T − f(θ,X))
2
]
.
Une nouvelle fois, puisque G n'est pas connu, on estime M(θ) par
MMCn (θ) =
1
n
n∑
i=1
δi[Ti − f(θ, Xi)]2
1− Gˆ(Ti−)
,
et on déﬁnit
θˆMC = arg min
θ∈Θ
MMCn (θ).
Ainsi, on peut noter que la démarche moindres carrés pondérés et la démarche synthe-
tic data peuvent s'interpréter de façon relativement similaire. Dans le cas de l'approche
moindres carrés pondérés, on ne transforme pas les données, mais on transforme direc-
tement le critère des moindres carrés. Zhou (1992a), pour prouver la normalité asymp-
totique de θˆMC dans le cas du modèle linéaire, développe une argumentation similaire
à celle qu'il utilise pour l'estimateur synthetic data.
Néanmoins, d'après la déﬁnition de la fonction Mn et le Lemme 2.2.2 sur le lien
entre les sauts de l'estimateur de Kaplan-Meier de F et Gˆ, il apparaît proﬁtable de faire
le lien entre cette méthode et les intégrales Kaplan-Meier.
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4.2 Le cas général
Dans cette section, nous nous penchons sur le modèle (4.0.1) général. En particulier,
dans ce modèle, il est impossible (sauf pour des cas particuliers de fonctions f) de
déﬁnir explicitement les diﬀérents estimateurs. Par ailleurs, on suppose tout au long de
ce chapitre que le modèle satisfait l'hypothèse suivante.
Hypothèse 4.2.1 Le modèle satisfait
∀θ ∈ Θ, E [{f(θ, X)− f(θ0, X)}2] > 0,
et θ0 est un point intérieur de Θ.
Cette hypothèse nous assure que si E[Z | X] = f(θ0, X), θ0 est bien déﬁni comme
l'unique minimum de la fonction M(θ) = E[(Z − f(θ0, X))2] sur Θ.
4.2.1 Moindres carrés pondérés
On considère la fonctionnelle MMCn (θ) et θˆMC déﬁnis dans la section 4.1.2. Par le
Lemme 2.2.2, MMCn apparaît comme une intégrale Kaplan-Meier.
MMCn (θ) =
∫
[y − f(θ0, x)]2dFˆ (x, y).
Cette remarque permet à Stute (1999) d'étudier θˆ directement à partir des résultats
évoqués au cours du Chapitre 2.
4.2.1.1 Convergence presque sûre
La convergence presque sûre de θˆMC découle de la convergence uniforme de MMCn
vers MMC . En utilisant les résultats du Chapitre 2, nous sommes conduits à poser un
certain nombre d'hypothèses portant sur la régularité du modèle, et des conditions de
moment sur Y.
Hypothèse de moment.
Hypothèse 4.2.2 On suppose E[Y 2] < ∞.
Hypothèse de régularité du modèle.
Hypothèse 4.2.3 On suppose que M satisfait la condition suivante,
∀ε > 0, N[](ε,M, ‖.‖1) < ∞.
En particulier, si Θ est compact, cette dernière hypothèse sera par exemple satisfaite
si
∀θ ∈ Θ, ‖f(θ, X)− f(θ′, X)‖ ≤ M(X)‖θ − θ′‖a,
pour un certain a > 0, et M(X) telle que E[M(X)] < ∞ (voir par exemple Van der
Vaart, 1998, exemple 19.7). Notons que, dans l'esprit du Théorème 2.2.4, la condition
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sur le bracketing number peut être aﬀaiblie si l'on ne s'intéresse qu'à une convergence en
probabilité, il suﬃt alors de supposer que la classe M est P−Glivenko-Cantelli. Stute
(1999), pour son résultat de convergence presque sûre, considère une classe de fonctions
M qui ne satisfait pas (4.2.3), et utilise les résultats de Jenrich (1969). Nous pouvons
donc remplacer la condition (4.2.3) par l'hypothèse suivante.
Hypothèse 4.2.4 Le modèle M satisfait
 Θ est compact,
 Pour tout x, f(θ, x) est continue.
Nous sommes à présent en mesure d'énoncer le résultat de convergence de θˆMC .
Théorème 4.2.1 On suppose que l'Hypothèse 4.2.1 est satisfaite. Sous les Hypothèses
4.2.2 et 4.2.3 (ou 4.2.2 et 4.2.4),
θˆMC → θ0 p.s.
Preuve: Voir également Stute (1999). Pour montrer la convergence presque sûre, il
suﬃt de montrer
sup
θ∈Θ
|MMCn (θ)−MMC(θ)| → 0 p.s., (4.2.1)
puisque l'Hypothèse 4.2.1 assure l'unicité du minimum MWLS(θ0) de la fonctionnelle
MWLS . Sous les Hypothèses 4.2.2 et 4.2.3, on applique le Théorème 2.2.6. Sous les
Hypothèses 4.2.2 et 4.2.4, on peut modiﬁer l'argumentation et appliquer le Théorème 2
de Jennrich (1969).
4.2.1.2 Normalité asymptotique
Des hypothèses supplémentaires sont nécessaires pour obtenir la normalité asymp-
totique.
Hypothèse de moment.
Hypothèse 4.2.5 On suppose∫
y2
1−G(y)dF (y) < ∞.
Hypothèse de régularité du modèle.
Hypothèse 4.2.6 On suppose que, pour tout x, la fonction f(., x) est deux fois dif-
férentiable par rapport à θ. De plus, en notant ∇θf(θ, x) (resp. ∇2θf(θ, x)) le vecteur
des dérivées partielles (resp. la matrice des dérivées secondes) évalué au point (θ, x), on
déﬁnit
F1 = {∇θf(θ, .), θ ∈ Θ},
F2 = {∇2θf(θ, .), θ ∈ Θ},
et on suppose que, pour i = 1, 2,
N[](ε,Fi, ‖.‖1) < ∞.
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De même que précédemment, cette hypothèse peut être remplacée par l'hypothèse
suivante.
Hypothèse 4.2.7 Θ est compact, et pour tout x, les fonctions ∇θf(., x) et ∇2θf(., x)
sont continues par rapport à θ.
Sous ces hypothèses, on déduit la représentation i.i.d. (et de là la normalité asymp-
totique de θˆMC).
Théorème 4.2.2 On suppose satisfaites les Hypothèses du Théorème 4.2.1, et les Hy-
pothèses 4.2.5 et 4.2.6 (ou 4.2.5 et 4.2.7). Soit
φMC(x, y) = [y − f(θ0, x)]∇θf(θ0, x),
Ω = E
[∇θf(θ0, X)∇θf(θ0, X)′] .
On a la représentation i.i.d. suivante,
θˆMC − θ0 = Ω−1
(∫
φMC(x, y)dF˜ (x, y) +
1
n
n∑
i=1
γ1(φWLS , Ti, δi)
)
+ oP (n
−1/2).
Par conséquent, √
n(θˆMC − θ0) =⇒ N (0, Σ),
avec
Σ = Ω−1σ2(φMC)Ω
−1,
où σ2(φMC) est déﬁnie à la Proposition 2.3.1.
Dès lors, l'estimation de la variance asymptotique peut être eﬀectuée de manière
consistante en estimant σ2(φMC) par l'estimateur considéré dans la Proposition 2.3.2,
et en estimant Ω par une moyenne empirique.
Preuve: Voir également Stute (1999). θ0 est un point intérieur de Θ. De plus, par
le Théorème 4.2.1, avec une probabilité tendant vers 1, θˆMC est également un point
intérieur de Θ. Un développement de Taylor fournit
θˆMC − θ0 = −∇2θMMCn (θ1n)−1∇θMMCn (θ0),
pour un point intérieur θ1n qui tend vers θ0 presque sûrement, puisque θˆMC tend presque
sûrement vers θ0 d'après le Théorème 4.2.1.
Développement i.i.d. de ∇θMMCn (θ0).
On a
∇θMMCn (θ0) = −2
∫
φMC(x, y)dFˆ (x, y).
On en déduit, en appliquant le Théorème 2.2.10, que
∇θMMCn (θ0) = −2
∫
φMC(x, y)dF˜ (x, y) +
1
n
n∑
i=1
ηφMC (Ti, δi) + oP (n
−1/2).
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Convergence presque sûre de ∇2θMMCn (θ1n).
On a
∇2θMMCn (θ1n) = 2
[∫
∇θf(θ1n, x)∇θf(θ1n, x)′dFˆ (x, y)
−
∫
[y − f(θ1n, x)]∇2θf(θ1n, x)dFˆ (x, y)
]
.
Par convergence de θ1n vers θ0 et par l'Hypothèse 4.2.6 qui permet d'appliquer le Théo-
rème 2.2.6, on en déduit que ces deux intégrales convergent respectivement vers∫
∇θf(θ0, x)∇θf(θ0, x)′dF (x, y) = Ω,∫
[y − f(θ0, x)]∇2θf(θ0, x)dF (x, y) = 0.
On en déduit que ∇2θMMCn (θ1n) = Ω + oP (1), et le développement i.i.d. de θˆMC − θ0
suit.
4.2.2 Synthetic data
A partir des représentations i.i.d. obtenues au Chapitre 3, nous sommes à présent
capables de prouver la convergence des estimateurs synthetic data dans le modèle 4.0.1,
en appliquant une méthode semblable à celle de Stute (1999) pour les moindres carrés
pondérés. Nous considérons une transformation synthetic data (Yˆ ∗i,αˆ, 1 ≤ i ≤ n), déﬁnie
en (3.2.17). L'estimateur synthetic data de θ0 est obtenu en appliquant la méthode des
moindres carrés aux variables estimées (Yˆ ∗i,αˆ, 1 ≤ i ≤ n), c'est à dire,
θˆαˆ = arg min
θ∈Θ
M αˆn (θ),
avec
M αˆn (θ) =
1
n
n∑
i=1
(Yˆ ∗i,αˆ − f(θ, Xi))2.
Si αˆ → α0, on s'attend à ce que cette fonctionnelle converge vers
Mα0(θ) = E
[
(Y ∗α0 − f(θ, X))2
]
.
Il convient de noter que les fonctions Mα0 et MMC sont diﬀérentes, même si leur
minimum est réalisé au même point θ0. Par ailleurs, remarquons que l'Hypothèse 4.2.1
assure que θ0 est bien l'unique point qui réalise le minimum de Mα0 , puisque, par
construction, E[Y ∗α0 | X] = f(θ0, X).
4.2.2.1 Convergence presque sûre
Le Théorème suivant repose sur les hypothèses du Théorème 4.2.1. La seule diﬀérence
réside certes dans la condition d'identiﬁabilité. En eﬀet, rappelons que l'utilisation de la
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transformation de Leurgans repose sur l'Hypothèse 1.1.3, tandis que la transformation
KSV et l'approche moindres carrés pondérés reposent sur l'Hypothèse 1.1.4, un peu
moins restrictive. Dans cette section, nous nous placerons sous l'Hypothèse 1.1.3. Le
résultat du Théorème suivant reste cependant vrai sous l'Hypothèse 1.1.4 dans le cas
où αˆ = −1 presque sûrement.
Théorème 4.2.3 Soit αˆ une suite de réels convergeant presque sûrement vers α0 ∈ R.
Sous les Hypothèses du Théorème 4.2.1, on a
θˆαˆ → θ0 p.s.
Preuve: En développant le carré dans les fonctionnelles M αˆ et M αˆn , on observe que
θ0 = arg min
θ∈Θ
E
[
f(θ, X)2
]− 2E [Y ∗α0f(θ, X)] = Γα0(θ),
θˆαˆ = arg min
θ∈Θ
1
n
n∑
i=1
f(θ, Xi)
2 − 2 1
n
n∑
i=1
Yˆ ∗i,αˆf(θ, Xi) = arg min
θ∈Θ
Γα0n (θ).
Du Théorème 2.2.6, on déduit que supθ∈Θ |Γα0n (θ)− Γα0(θ)| → 0 presque sûrement (on
peut également appliquer le Théorème 2 de Jenrich (1969) comme dans la preuve du
Théorème 4.2.1). Par conséquent, θˆαˆ → θ0 presque sûrement.
4.2.2.2 Normalité asymptotique
Pour obtenir la normalité asymptotique, nous devons nous placer sous des Hypo-
thèses analogues à celles du Théorème 4.2.2. Cependant, d'après l'étude menée au Cha-
pitre 3, nous aurons besoin d'une condition de moment légèrement plus forte que l'Hy-
pothèse 4.2.2, de façon à pouvoir utiliser la représentation i.i.d. du Théorème 3.3.20. En
eﬀet, rappelons que la preuve de ce Théorème repose sur l'Hypothèse 3.3.4, que nous
rappelons ici pour plus de lisibilité.
Hypothèse 4.2.8 On suppose qu'il existe ε > 0 tel que∫
y2+εdF (y)
1−G(y) < ∞.
Théorème 4.2.4 On se place sous les Hypothèses du Théorème 4.2.2, en supposant de
plus l'Hypothèse 4.2.8. On suppose que αˆ → α0 en probabilité. On déﬁnit
φKSV (x, y) = y∇θf(θ0, x),
φL(x, y) = K (y,∇θf(θ0, .)) ,
où K est déﬁnie dans la preuve du Théorème 3.3.6. On suppose de plus que, si X est le
support de la variable X,
sup
θ∈Θ,x∈X
|f(θ, x)| < ∞,
sup
θ∈Θ,x∈X
|∇θf(θ, x)| < ∞,
sup
θ∈Θ,x∈X
|∇2θf(θ, x)| < ∞.
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Alors
θˆαˆ − θ0 = Ω−1
{
1
n
n∑
i=1
Y ∗i,α0φ(Xi)− α0
1
n
n∑
i=1
γ1(φKSV , Ti, δi)
+(1 + α0)
[
1
n
n∑
i=1
γ1(φL, Ti, δi) +
1
n
n∑
i=1
∆(Ti, δi, Xi;φ)
]}
+oP
(
n−1/2
)
, (4.2.2)
où la fonction ∆ est déﬁnie au Lemme 3.3.18. On en déduit que
√
n(θˆαˆ − θ0) =⇒ N (0, σ2α0(φ)),
où σ2α0(φ) est déﬁni dans la Proposition 3.3.15.
Preuve: De même que dans la preuve du Théorème 4.2.2, on applique un dévelop-
pement de Taylor, puisque θ0 est un point intérieur de Θ, et qu'avec une probabilité
tendant vers 1, c'est aussi le cas pour θˆαˆ. De même que dans la preuve précédente, on
a donc
θˆαˆ − θ0 = −∇2θM αˆn (θ1n)∇θM αˆn (θ0).
On a
∇2θM αˆn (θ1n) =
2
n
n∑
i=1
∇θf(θ1n, Xi)∇θf(θ1n, Xi)′ − 2
n
n∑
i=1
∇2θf(θ1n, Xi)(Yˆ ∗i,αˆ − f(θ0, Xi)).
La première somme converge vers 2Ω puisque θ1n tend vers θ0, et que la famille de
fonctions ∇2θf(θ, .) est P−Glivenko-Cantelli. La seconde tend vers 0 en probabilité par
la Proposition 3.3.9. De plus,
∇θM αˆn (θ0) = −
2
n
n∑
i=1
(Yˆ ∗i,αˆ − f(θ0, Xi))∇θf(θ0, Xi).
La Proposition 3.3.9 fournit la représentation i.i.d. recherchée.
4.3 Comparaison par simulation
Dans le cas du modèle linéaire, aucune des procédures détaillées ci-dessus (moindres
carrés pondérés ou synthetic data) ne peut être considérée comme "meilleure" que
l'autre. En eﬀet, suivant les distributions F et G (et suivant la fonction f), une méthode
ou l'autre apparaît plus performante. Dans cette section, nous reproduisons les résultats
d'une étude par simulation de la performance des diﬀérents estimateurs du paramètre
θ0 dans le modèle (4.0.1).
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Première conﬁguration. Nous reprenons le modèle considéré dans l'étude par
simulation eﬀectuée par Stute (1999). Pour θ ∈ R2 − {0}, et en notant 1 le vecteur
(1, 1)′, on considère la famille de fonctions
f(θ, x) =
eθ
′x
θ′1
. (4.3.1)
Les lois des diﬀérentes variables sont
 X ∼ U [0, 1]⊗ U [0, 1],
 ε ∼ N (0, 1) indépendant de X,
 C ∼ E(c1) indépendant de (X, Y ),
où U [0, 1] désigne la distribution uniforme sur [0, 1], E(λ) désigne une loi exponentielle
de paramètre λ. Ici, le paramètre c1 permet de ﬁxer la proportion de variable censurée.
Notons que Stute (1999), dans son étude par simulation, considère C ∼ U [0, c1]. Nous
ne considérons pas ce modèle, car dans ce cas τF > τH . Les estimateurs ne convergent
donc plus vers θ0 mais comportent un biais asymptotique.
Deuxième conﬁguration. Nous introduisons de l'hétéroscédasticité. Par ailleurs,
nous supposons que cette hétéroscédasticité est inconnue du statisticien, de sorte que
nous ne modiﬁons pas les procédures d'estimation ci-dessus pour prendre en compte le
modèle d'hétéroscédasticité. La fonction f est déﬁnie par (4.3.1). Les lois des diﬀérentes
variables sont
 X ∼ U [0, 1]⊗ U [0, 1],
 ε | X ∼ N (0, σ2(X)),
 C ∼ E(c2) indépendant de (X, Y ),
avec
σ2(x) =
1
1 + x′1
.
Dans cette conﬁguration, les X tels que ‖X‖1 grands sont plus informatifs. De plus,
lorsque ‖X‖1 est grand, Y est en général "plus grand", et possède donc plus de chances
d'être censuré.
Estimateurs. On note θˆMC l'estimateur des moindres carrés pondérés de Stute
(1999). θˆKSV l'estimateur basé sur la transformation KSV (1981). θˆL l'estimateur basé
sur la transformation de Leurgans (1987). Nous considérons également l'estimateur basé
sur un choix adaptatif de α proposé par Fan et Gijbels (1994). Leur choix de α est ef-
fectué dans un contexte un peu diﬀérent puisque Fan et Gijbels (1994) se placent sous
l'Hypothèse 1.1.5, et utilisent des estimateurs à noyau pour estimer leurs transforma-
tions. Néanmoins, leur choix de α peut être adapté à notre contexte, en considérant,
αˆ = min
i:δi=1,Ti>0,Yˆ ∗i,L−Ti>0
Yˆ ∗i,L − Ti
Yˆ ∗i,KSV − Yˆ ∗i,L
. (4.3.2)
Ce choix est motivé par le fait que, quand α est trop grand, Yˆ ∗α devient plus petit que
Y (pour une observation non censurée), et introduit plus de variabilité. Par ailleurs,
un choix de α < 0 privilégie l'estimateur KSV. Or V ar(Y ∗L ) ≤ V ar(Y ∗KSV ) (ces deux
transformations ont la même espérance, et on a vu que E[Y ∗2L ] < E[Y ∗2KSV ], voir section
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3.3.1). L'idée de Fan et Gijbels (1994) consiste à choisir α le plus grand possible tel
que Yˆ ∗α > Y pour toute observation censurée. Voir également la discussion dans Fan et
Gijbels (1994).
Par ailleurs, ce choix adaptatif αˆ entre bien dans les conditions du Théorème 4.2.4,
d'après le Lemme suivant.
Lemme 4.3.1 Pour αˆ déﬁni par (4.3.2), et dans les modèles considérés ci-dessus,
αˆ → 0 en probabilité.
Preuve: Déﬁnissons
α(t) =
∫ t
0
ds
1−G(s) − t
t
1−G(t) −
∫ t
0
ds
1−G(s)
=
∫ t
0
G(s)ds
1−G(s)∫ t
0
sdG(s)
[1−G(s)]2
,
et αˆ(t) obtenu en remplaçant G par Gˆ dans la déﬁnition de α(t).
Considérons le cas C ∼ E(1) (auquel on peut se ramener par un changement
d'échelle). On a alors
α(t) =
∫ t
0 e
s(1− e−s)ds∫ t
0 se
sds
.
Un calcul direct montre que α(t) → 0 quand t ↑ ∞, et par conséquent c'est également
le cas pour αˆ. De plus, T(n) tendant vers l'inﬁni, on obtient la convergence de αˆ vers 0.
Plus généralement, on peut prouver que α(t) → 0 quand t tend vers τH , pourvu que
G ait une queue de distribution du type Pareto, c'est à dire G(t) = 1− t−γ quand t ≥ t0
pour un γ > 0 et un t0 > 1. Alors
α(t) =
∫ t0
0
G(s)ds
1−G(s) +
∫ t
t0
[sγ − 1] ds∫ t0
0
sdG(s)
[1−G(s)]2
+ γ
∫ t
t0
sγds
=
∫ t0
0
G(s)ds
1−G(s) +
∫ t
t0
sγds∫ t0
0
sdG(s)
[1−G(s)]2
+ γ
∫ t
t0
sγds
+
∫ t0
0
G(s)ds
1−G(s) +
∫ t
t0
ds∫ t0
0
sdG(s)
[1−G(s)]2
+ γ
∫ t
t0
sγds
.
Puisque
∫ t
t0
sγds ≥ ∫ tt0 ds →∞ et ∫ t
t0
ds∫ t
t0
sγds
→ 0
quand t →∞, on en déduit
lim
t→∞
α(t) = 0. (4.3.3)
Procédure.
 On considère une taille d'échantillon ﬁxée, n = 30 tout d'abord, puis n = 100.
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 On fait varier le niveau de censure, c'est à dire les paramètres c1 et c2.
 Pour chaque niveau de censure, on génère 5000 échantillons et on calcule, pour
chaque échantillon θˆMC , θˆKSV , θˆL, θˆFG.
 On estime EQM = E[‖θˆ − θ0‖22] pour chaque estimateur en faisant la moyenne
des erreurs quadratiques sur les 5000 échantillons.
Résultats. La ﬁgure 4.1 présente les résultats obtenus dans les deux conﬁgurations.
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Fig. 4.1  Erreur quadratique moyenne des estimateurs de Stute (θˆMC), KSV, Leurgans, Fan et
Gijbels dans le cas d'erreurs homoscédastiques (Conﬁg 1) et hétéroscédastique (Conﬁg 2).
Dans tous les cas, on observe une perte de performances quand la proportion de
censure augmente. Dans la première conﬁguration, l'estimateur de Leurgans paraît le
plus performant, tandis que le choix adaptatif de αˆ proposé par Fan et Gijbels (1994)
n'améliore pas signiﬁcativement la qualité de l'estimation (voire la détériore), et souﬀre
probablement des mauvaises performances de l'estimateur KSV dans ce modèle.
Dans la seconde conﬁguration et pour n = 30 l'avantage semble être à l'estimateur
KSV pour des niveaux de censure faibles, mais sa qualité se détériore dès que ce niveau
augmente sensiblement. Le comportement des autres estimateurs semble beaucoup plus
stable suivant le niveau de censure. L'estimateur de Leurgans fournit une EQM plus
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basse que l'estimateur de Stute, l'estimateur avec αˆ adaptatif améliorant encore sa
performance. Pour n = 100, la diﬀérence devient plus importante entre l'estimateur de
Leurgans et celui de Stute. L'amélioration apportée par le choix adaptatif αˆ n'étant
plus aussi importante que pour une faible taille d'échantillon.
Conclusions. Dans la conﬁguration 2, on constate un écart relatif assez important
entre l'estimateur θˆMC et θˆL. Notre interprétation est la suivante. Dans la conﬁguration
2, les xi les plus informatifs correspondent à des zones où la censure est plus importante
(c'est à dire où P(δi = 1 | Xi = xi) plus grande). L'approche des moindres carrés a le
désavantage de perdre l'information contenue dans les Xi qui correspondent à des obser-
vations censurées (les Xi correspondant à des observations censurées ne sont exploités
nulle part dans la procédure, voir la déﬁnition de MMCn ). En revanche, l'approche syn-
thetic data tire proﬁt de tous les Xi, même ceux qui correspondent à une observation
censurée, ce qui semblerait expliquer pourquoi cette méthode est plus à son avantage
dans la seconde conﬁguration.
4.4 Conclusion et perspectives
Les représentations i.i.d. des Chapitres 2 et 3 ont été mises en application en vue
d'estimer le paramètre θ0 d'un modèle du type (4.0.1). Les estimateurs proposés sont
des généralisations de l'estimateur des moindres carrés utilisé en l'absence de censure,
et on obtient des résultats de normalité asymptotiques qui prolongent ceux obtenus
en l'absence de censure. Des deux méthodes présentées ici, "moindres carrés pondérés"
(ou intégrales Kaplan-Meier) et "synthetic data", la question de savoir laquelle est plus
performante que l'autre dépend du type de modèle considéré (des fonctions F, G et H
notamment, mais également de la forme de la fonction). De ce point de vue, la recherche
d'un α adaptatif dans la transformation de Zheng (1987) semble être un domaine qui
demande plus ample exploration. Le choix de α proposé par Fan et Gijbels (1994), et
utilisé dans nos simulations, pose plusieurs questions, notamment la convergence de αˆ
vers un réel α0. Nous conjecturons que, quelles que soient les distributions, αˆ converge
vers 0 (ce qui correspond à la transformation de Leurgans). Par ailleurs, la question de
l'optimalité de cette méthode de choix de α reste ouverte. Elle est fondée sur l'étude
de la variance des transformations Y ∗, mais, ainsi qu'on l'a vu dans les représentations
i.i.d. du Chapitre 3, la variance asymptotique de n−1/2
∑n
i=1 Yˆ
∗
i φ(Xi) n'est pas celle de
Y ∗φ(X). D'autres choix de α méritent donc d'être proposés et étudiés théoriquement.
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Chapitre 5
Régression non paramétrique et test
d'adéquation au modèle non linéaire
Dans ce chapitre, on s'intéresse tout d'abord à l'estimation non paramétrique de la
fonction de régression. Le modèle de régression est
E [Y | X] = m(X), m ∈M, (5.0.1)
où M est une famille (non paramétrique) de fonctions suﬃsamment régulières. En
l'absence de censure, l'estimateur à noyau de Nadaraya-Watson (1964) est l'une des
méthodes permettant d'estimer cette fonction de régression. Dans la section 5.1 de ce
chapitre, nous nous intéressons à l'extension de cet estimateur et de ses propriétés de
convergence au cadre des données censurées sous l'hypothèse d'identiﬁabilité 1.1.4.
L'estimateur non paramétrique mˆ est utilisé dans la section 5.2 pour construire un
test non paramétrique d'adéquation au modèle de régression paramétrique (4.0.1) du
Chapitre 4. L'approche qui est développée dans la section 5.2 repose sur l'extension à
un cadre censuré d'une statistique de test proposée par Zheng (1996), puis sensiblement
modiﬁée notamment par Horowitz et Spokoiny (2001), voir également Guerre et La-
vergne (2005). Les approches existantes, en présence de censure, voir Stute, González
Manteiga, Sánchez Sellero (2000) et Sánchez Sellero, González Manteiga, et Van Kei-
legom (2005), sont au contraire basées sur des procédures de test qui ne comportent
pas de lissage. Par ailleurs, dans ces deux approches, la représentation asymptotique
des statistiques de test est délicate à manipuler et nécessite des techniques numériques
diﬃciles à mettre en ÷uvre. La forme asymptotique de la statistique de test que nous
proposons, quant à elle, apparaît particulièrement simple. Nous montrons ainsi que,
asymptotiquement parlant, cette statistique de test est équivalente à une statistique de
test (inaccessible par le statisticien) utlisant des variables non censurées (mais trans-
formées). Cette simplicité facilite grandement la mise en ÷uvre de notre test. De plus,
nous fournissons des résultats de consistance (envers une alternative ﬁxe, mais aussi
envers des alternatives s'approchant de l'hypothèse nulle, alternatives de type Pitman
ou alternatives régulières appartenant à une classe de Hölder) de notre procédure de
test. En présence de censure, de tels résultats de consistance n'avaient jusqu'à présent
pas été mis en évidence dans les autres approches.
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5.1 Estimation non paramétrique
Estimer non paramétriquement la fonction de régression peut être eﬀectué en uti-
lisant l'une des deux approches exposées aux chapitres précédents (intégrales Kaplan-
Meier, Chapitre 2, ou synthetic data, Chapitre 3). Pour ce faire, nous considérons ici
uniquement le cas de l'estimateur à noyau de Nadaraya-Watson (1964). On utilise ainsi
un noyau K pour régulariser l'estimateur de Kaplan-Meier (ou la fonction de répartition
(3.2.8) dans l'approche synthetic data) du point de vue des variables explicatives (en
l'absence de censure, on régularise la fonction de répartition empirique).
Néanmoins, l'étude théorique de ces estimateurs ne peut être eﬀectuée directement
sur un développement i.i.d. du type de celui du Théorème 2.2.11. En eﬀet, on désire-
rait appliquer le développement i.i.d. à la classe de fonctions suivante, F = {(x, y) →
h−dK([x−u]/h)y, u ∈ R}. Mais cette classe de fonctions est trop complexe pour entrer
dans le cadre du Théorème, au lieu de quoi il est nécessaire de considérer hd×F . L'ordre
du reste (en oP (n−1/2)) dans l'énoncé du Théorème 2.2.11 n'est pas suﬃsante pour nos
résultats, puisqu'on aboutirait in ﬁne à un reste en oP (n−1/2h−d) en redivisant par hd.
Pour cette raison, nous devrons développer une approche qui tienne compte spéciﬁque-
ment du cas des estimateurs à noyau. L'ingrédient clé qui simpliﬁe considérablement
la discussion est le Lemme 2.2.2, qui permet d'obtenir une majoration des sauts de
l'estimateur de Kaplan-Meier.
Dans cette section, nous obtenons des représentations i.i.d. d'estimateurs non para-
métriques à noyau. Ces représentations i.i.d. nous permettent d'étendre les propriétés
de ces estimateurs à la présence de censure. Il faut mentionner une particularité intéres-
sante de ces représentations. Ainsi que nous l'avons vu au Chapitre 2, le développement
des KM−intégrales fait apparaître deux termes. Le premier est une intégrale par rap-
port à l'inaccessible fonction F˜ déﬁnie en (2.2.9), c'est à dire l'estimateur de la fonction
de répartition que l'on pourrait construire si l'on connaissait la distribution G de la
censure. Cette première partie du développement i.i.d., par son espérance, fournit la
limite d'une intégrale Kaplan-Meier. Le second terme du développement est quant à lui
d'espérance nulle, et n'apparaît que dans la variance. Il provient de l'estimation de G
par Gˆ. Pour les estimateurs à noyau de la régression, ce terme supplémentaire ne modi-
ﬁe pas la variance asymptotique. En eﬀet, il apparaîtra de l'ordre OP (n−1/2) alors que
les vitesses non paramétriques du terme principal seront plus lentes. L'une des raisons
à ce phénomène vient des hypothèses d'identiﬁabilité (Hypothèses 1.1.3 ou 1.1.4), qui
posent une certaine forme d'indépendance entre C et X, le lissage n'ayant lieu, dans
notre situation, que par rapport à X (et non à Y ). La situation serait diﬀérente sous
l'Hypothèse 1.1.5.
5.1.1 Développement i.i.d. de l'estimateur de Nadaraya-Watson en
présence de censure
Soit X ∈ Rd, de densité fX(x). Soit X un ensemble sur lequel fX(x) > a > 0. En
l'absence de censure, l'estimateur de Nadaraya-Watson de la fonction m se déﬁnit de la
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façon suivante,
mˆNW (x) =
{
1
nhd
n∑
i=1
YiK
(
Xi − x
h
)}
fˆX(x)
−1,
où la densité de X notée fX(x) est estimée par
fˆX(x) =
1
nhd
n∑
i=1
K
(
Xi − x
h
)
.
Cet estimateur peut se réécrire sous forme d'une intégrale par rapport à la fonction de
répartition empirique.
mˆNW (x) =
{∫
yK
(
u− x
h
)
dFˆemp(u, y)
}{∫
K
(
u− x
h
)
dFˆX(u)
}−1
. (5.1.1)
5.1.1.1 Estimation de la densité fX
Il faut remarquer que l'intégrale du dénominateur peut toujours être calculée en
présence de censure. En eﬀet, il s'agit d'une intégrale par rapport à la fonction de
répartition de X. Cette fonction de répartition est toujours disponible, puisque les
variables explicatives ne sont pas censurées dans notre modèle. Par ailleurs, l'estimateur
fˆX possède un certain nombre de propriétés rappelées dans le Théorème suivant.
Théorème 5.1.1 On suppose que
∫
K(s)ds = 1, et que K est continue, symétrique,
bornée et à variation bornée. Soit X le support de fX , et Xδ un compact strictement
inclus dans l'intérieur de X . Soit an une suite qui tend vers 0 moins vite que [log n]/n.
On a
sup
x∈Xδ,log n/n1/d≤h≤an
n1/2hd/2[log n]−1/2|fˆX(x)−E[fˆX(x)]| = Op.s.(1).
De plus, si on suppose que fX est deux fois dérivable, ses dérivées étant bornées, et
que K est à support compact,
sup
x∈Xδ,log n/n1/d≤h≤an
h−2|E[fˆX(x)]− fX(x)| = O(1).
On pourra consulter Einmahl et Mason (2005) pour une preuve de la première
partie. La seconde partie s'obtient à partir d'un développement de Taylor, et du fait
que
∫
uK(u)du = 0 puisque K est symétrique.
En présence de censure, on pourrait également estimer fX d'une autre manière, par
exemple en considérant
f˜X(x) =
1
h
∫ ∫
K
(
x− u
h
)
dFˆ (u, y),
en utilisant l'estimateur de Kaplan-Meier déﬁni en (2.2.8). Par souci de simplicité, nous
ne considérerons pas cette approche.
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5.1.2 Estimation de la fonction de régression
Pour estimer la fonction de régression m(x) en présence de censure, l'estimateur
suivant généralise l'estimateur mˆNW utilisé en l'absence de censure,
mˆ(x) =
h−d
∫
yK
(
x−u
h
)
dFˆ (u, y)
fˆX(x)
.
Pour simpliﬁer, nous ne considérerons pas l'estimateur
mˆ(x) =
h−d
∫
yK
(
x−u
h
)
dFˆ (u, y)
f˜X(x)
,
obtenu en utilisant l'estimateur f˜X . Les propriétés de cette estimateur sont similaires.
Théorème 5.1.2 On suppose que K satisfait les hypothèses du Théorème 5.1.1. Soit
Xδ déﬁni comme au Théorème 5.1.1. On suppose que, pour un certain k > 2, on a
supx∈Xδ E[|Y |k[1 − G(Y )]−k+1|X = x] < ∞. Soit γ = 1 − 2/k, et an tendant vers 0.
Soit r(x) = h−dE[K([X − x]/h)Y ]. Déﬁnissons
m∗(x) =
h−d
∫
yK
(
u−x
h
)
dF˜ (u, y)
fˆX(x)
=
n−1h−d
∑n
i=1 Y
∗
i,KSV K
(
Xi−x
h
)
fˆX(x)
.
On a la décomposition
mˆ(x) = m(x) +
(
m∗(x)− r(x)
E[fˆX(x)]
)
+
(
r(x)
E[fˆX(x)]
−m(x)
)
+ R(x, h),
= m(x) + m1(x) + m2(x) + R(x, h),
où l'on a
sup
x∈Xδ,c([log n]/n1/d)γ≤h≤an
√
nhp[log n]−1/2|m1(x)| = Op.s.(1),
ainsi que
|R(x, h)| ≤ Zn × 1
nhp
n∑
i=1
δi|Ti|C1/2+εG (Ti−)
1−G(Ti−) K
(
Xi − x
h
)
,
avec Zn = OP (n−1/2). De plus, sous l'hypothèse que fX et
∫
ydF (y | X = x) possèdent
des dérivées d'ordre 2 bornées,
sup
x∈Xδ,(log n/n1/d)γ≤h≤an
h−2|m2(x)| = O(1).
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La majoration de R(x, h) permet d'obtenir un résultat de convergence ponctuelle
de mˆ(x). En eﬀet, pour un x ﬁxé, n−1h−d
∑n
i=1 K([Xi − x]/h)δi|Ti|C1/2+εG (Ti−)[1 −
G(Ti−)]−1 = OP (1), pourvu que l'on suppose que, pour un ε > 0,
sup
x∈Xδ
∫
yC
1/2+ε
G (y−)dF (y|X = x) < ∞.
Un autre intérêt réside dans le fait que, sous cette même Hypothèse d'intégrabilité, on
a, pour c > 0,
sup
c([log n]/n1/d)γ≤h≤an
∣∣∣∣∣∣ 1n
n∑
j=1
R(Xj , h)1{Xj :fX(Xj)>c}
∣∣∣∣∣∣ = OP (n−1/2), (5.1.2)
en utilisant le fait que l'on a
sup
c([log n]/n1/d)γ≤h≤an
1
nhp
∑
i,j
K
(
Xi −Xj
h
)
δi|Ti|C1/2+ε(Ti−)
1−G(Ti−) = OP (1).
Pour montrer ce dernier résultat, on utilise le Lemme 5.3.2 pour se ramener à hm et
hM , et on utilise le Lemme 5.3.3. La propriété (5.1.2) apparaît très utile lorsque l'on
n'est amené à n'évaluer l'estimateur mˆ qu'aux points d'observations (X1, ..., Xn).
Preuve: La vitesse de convergence pour m1 s'obtient à partir du Théorème 2 de
Einmahl et Mason (2005), mais cette fois appliqué à la variable Y ∗KSV . Pour la conver-
gence de m2, on applique un développement de Taylor, et on utilise la symétrie du
noyau qui fournit
∫
uK(u)du = 0. Pour le reste R(x, h) = m(x) −m∗(x), on applique
le Lemme 2.2.2, et on utilise le fait que fˆX converge uniformément vers fX , qui est
strictement positive sur l'intervalle considéré.
Pour obtenir une convergence uniforme en x ∈ X , une hypothèse d'intégrabilité plus
contraignante est nécessaire. On suppose que h = O(n−α/d) pour un 0 < α < 1/2, et
on suppose vériﬁée la condition d'intégrabilité
sup
x∈Xδ
∣∣∣∣∫ |y|2C1−α(y−)dF (y|X = x)∣∣∣∣ < ∞. (5.1.3)
Théorème 5.1.3 On considère h = O(n−α/p). On suppose que K satisfait les hypo-
thèses du Théorème 5.1.1. Soit Xδ déﬁni comme au Théorème 5.1.1. On suppose que,
pour un k > 2, supx∈Xδ E[|Y |k[1 − G(Y )]−k+1|X = x] < ∞. On suppose de plus que
nh2p → ∞, et que h > c(log n/n1/d)1−2/k, pour une constante c > 0. On suppose de
plus que l'on a (5.1.3). On a alors
sup
x∈Xδ
|mˆ(x)−m(x)| = OP (n−1/2h−d/2[log n]1/2 + h2).
Preuve:On applique la représentation du Théorème 5.1.2. Il reste à majorer supx∈Xδ |R(x, h)|.
Pour ce faire, observons que
CG(y−) ≤ 1
1− Hˆ(y−) ×
1− Hˆ(y−)
1−H(y−) .
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On en déduit que
sup
y≤T(n)
|CG(y−)| = OP (n−1),
en utilisant le Théorème 2.1.6. On a donc
|R(x, h)| ≤ OP (n−1/2+α/2−ε)× 1
nhd
n∑
i=1
K
(
Xi − x
h
)
δi|Ti|C1/2−α/2G (Ti−)
1−G(Ti−) .
La famille de fonction
{(u, d, t) → K
(
u− x
h
)
d|t|C1/2−α/2G (t−)
1−G(t−) , x ∈ Xδ},
est euclidienne, voir Lemme 22 de Nolan et Pollard (1987) d'enveloppe de carré inté-
grable, par (5.1.2). On en déduit, en appliquant le Corollaire 4 de Sherman (1994a),
sup
x∈Xδ
1
nhd
n∑
i=1
K
(
Xi − x
h
)
δi|Ti|C1/2−α/2G (Ti−)
1−G(Ti−) = OP (1).
On a donc supx∈Xδ |R(x, h)| = OP (n−1/2+α/2−ε) = oP (n−1/2h−d/2[log n]1/2).
Remarquons que des résultats de convergence uniforme peuvent être obtenus sous des
conditions d'intégrabilité moins restrictives si l'on considère l'estimation de moyennes
tronquées, mτ (x) = E[Y |X, Y ≤ τ ], pour τ < τH ﬁxé, en appliquant le Théorème 2.2.7.
5.2 Test non paramétrique d'adéquation au modèle para-
métrique
Soit un modèle paramétriqueMf = {x → f(θ, x), θ ∈ Θ ⊂ Rp}. On cherche à tester
l'hypothèse suivante,
H0 : m ∈Mf , (5.2.1)
contre l'alternative non paramétrique
H1 : m /∈Mf . (5.2.2)
En l'absence de censure, ce type de problème a connu de nombreux développements.
Voir par exemple Härdle et Mammen (1993), Zheng (1996), Stute (1997), Horowitz et
Spokoiny (2001), Guerre et Lavergne (2005). En revanche, ce type de problème a été
peu étudié en présence de censure à droite. Seuls Stute, González Manteiga, Sánchez
Sellero (2000) proposent une procédure de test (qui prolonge celle de Stute, 1997) de H0
contre H1. Ce test a été également repris par Sánchez Sellero, González Manteiga, et
Van Keilegom (2005) dans le cas où les observations sont censurées à droite et tronquées
à gauche. Néanmoins, dans ce dernier article, les auteurs ne testent pas exactement H0
contre H1, mais
H0,τ : mτ (x) = E[Y | X = x, Y ≤ τ ] ∈Mf , (5.2.3)
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pour un certain τ < τH ﬁxé. Dans les deux cas, le comportement limite de leur statistique
de test est un processus gaussien centré, de fonction de covariance complexe à estimer,
ce qui n'est pas le cas de la procédure de test que nous proposons dans la section 5.2.4.
Par ailleurs, aucun de ces auteurs n'étudie la consistance de cette procédure de test
envers des suites d'alternatives se rapprochant asymptotiquement de H0.
Dans la section 5.2.1, nous présentons succintement la démarche de Stute, González
Manteiga, Sánchez Sellero (2000). Cette démarche s'appuie sur des processus empiriques
marqués et étend la statistique de test de Stute (1997) utilisée en l'absence de censure.
Dans la section 5.2.2, nous présentons le test proposé par Zheng (1996) en l'absence de
censure, procédure que nous modiﬁons pour prendre en compte la présence de la censure
dans les sections 5.2.3 et 5.2.4. Dans cette dernière section, nous présentons notamment
des résultats de consistance envers des alternatives non paramétriques. Nous considé-
rons des alternatives ﬁxes, des alternatives de type Pitman, ainsi que des alternatives
régulières appartenant à une classe de Hölder. L'ingrédient principal qui permet d'ob-
tenir de tels résultats est une représentation i.i.d. asymptotique de nos statistiques de
tests. La simplicité de cette représentation asymptotique est un argument en faveur de
notre procédure. En eﬀet, notre procédure présente ainsi l'immense avantage de ne pas
avoir recours à des techniques numériques délicates, comme c'est le cas dans l'approche
de Stute, González Manteiga, Sánchez Sellero (2000). Par ailleurs, une étude par simu-
lation, comparant la performance de notre procédure de test avec celles existant, vient
enrichir la comparaison entre les diﬀérentes approches.
5.2.1 Le test de Stute et Gonzalez-Manteiga (2000)
Le principe de ce test étend le test de Stute (1997) en l'absence de censure. Il est
basé sur le fait que la fonction
I(x) =
∫ x
∞
m(u)dFX(u) = E[Y 1X≤x],
détermine m de façon unique. En l'absence de censure, on peut estimer I(x) par
In(x) =
1
n
n∑
i=1
Yi1Xi≤s =
∫ x
−∞
∫
ydFˆemp(u, y).
De façon naturelle, en présence de censure et sous l'Hypothèse 1.1.5, on remplace Fˆemp
par Fˆ , estimateur de Kaplan-Meier en présence de variables explicatives, de sorte que
l'on considère
I0n(x) =
∫ x
−∞
∫
ydFˆ (u, y).
Pour tester l'Hypothèse H0 (5.2.1), on considère les diﬀérences
R0n(x) = I
0
n(x)−
∫ x
−∞
∫
f(θ0, u)dFˆ (u, y) =
∫ x
−∞
∫
[y − f(θ0, u)]dFˆ (u, y),
R1n(x) = I
0
n(x)−
∫ x
−∞
∫
f(θˆ, u)dFˆ (u, y) =
∫ x
−∞
∫
[y − f(θˆ, u)]dFˆ (u, y),
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où θˆ est un estimateur n1/2−consistant de θ0 (voir Chapitre 4). En considérant que,
sous H0, ces deux quantités sont proches de zéro, on peut les utiliser pour construire un
test. Utilisant la théorie des intégrales Kaplan-Meier, voir Théorème 2.2.10, les auteurs
obtiennent la représentation i.i.d.
R0n(x) =
1
n
n∑
i=1
γ1([y − f(θ0, u)]1u≤x, Ti, δi) + oP (n−1/2).
Pour R1n(x) − R0n(x) = R2n(x), en appliquant un développement de Taylor, et avec le
développement i.i.d. de θˆ = θ0 + n−1
∑n
i=1 ψ(Ti, Xi, δi) + oP (n
−1/2), on obtient
R2n(x) =
(θˆ − θ0)′
n
n∑
i=1
δi∇θf(θ0, Xi)1Xi≤x
1−G(Ti−) + oP (n
−1/2),
=
1
n
n∑
i=1
ψ(Ti, Xi, δi)
′E [∇θf(θ0, X)1X≤x] + oP (n−1/2),
de sorte que l'on peut obtenir une représentation i.i.d. de R1n(x). Il reste à normaliser
cette quantité pour obtenir un test. La forme compliquée de cette représentation asymp-
totique oblige les auteurs à mettre en ÷uvre une procédure de bootstrap délicate, voir
Stute, González Manteiga, Sánchez Sellero (2000).
Les auteurs envisagent par la suite deux statistiques de test,
Dn = sup
x∈X
|Rn(x)|,
W 2n =
∫
|R1n(x)|2dFˆX(x),
où FˆX désigne la fonction de répartition empirique de X. Sous l'Hypothèse H0, ces
quantités doivent être proches de 0. Les procédures de test sont alors
”Rejetter H0 si Dn (resp. W
2
n) > seuil”,
le seuil étant déterminé par une procédure bootstrap.
5.2.2 Le test de Zheng (1996) en l'absence de censure
5.2.2.1 Principe du test et comportement sous l'hypothèse nulle
Zheng (1996) propose une procédure de test basée sur un lissage par noyau. Déﬁnis-
sons
U(θ) = Y − f(θ,X),
Q(θ) = E [U(θ)E [U(θ) | X] g(X)] ,
pour toute fonction g positive. Il est clair que sous l'hypothèse H0 déﬁnie par (5.2.1),
Q(θ0) = 0. Par ailleurs, en conditionnant à l'intérieur de l'espérance, il apparaît que
Q(θ) = E
[
E [U(θ) | X]2 g(X)
]
. (5.2.4)
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On en déduit que Q(θ) ≥ 0, et que tester l'hypothèse H0 est équivalent à tester
∃θ0 ∈ Θ tel que Q(θ0) = 0. (5.2.5)
La procédure de test proposée par Zheng (1996) revient à estimer Q(θ0), puis à rejeter
l'hypothèse H0 si l'estimateur de cette statistique est supérieur à une certaine valeur
critique. Choisissant g(x) = fX(x), la densité de la variable X, les auteurs estiment
m(x) = E[U(θ) | X = x]fX(x) par
mˆ(x) =
1
nhd
n∑
i=1
K
(
Xi − x
h
)
Ui(θ)1Xi 6=x,
où Ui(θ) = (Yi − f(θ, Xi)). L'espérance, dans l'équation (5.2.4), est estimée par une
somme empirique, ce qui aboutit à la forme quadratique suivante,
Qn(θ) =
1
n(n− 1)hd
∑
i6=j
Ui(θ)K
(
Xi −Xj
h
)
Uj(θ). (5.2.6)
Par ailleurs, pour estimer Q(θ0), on utilise un estimateur θˆ convergeant à la vitesse
n−1/2 (par exemple l'estimateur des moindres carrés). Ainsi, sous H0, Qn(θˆ) doit être
proche de Q(θ0) = 0, alors que sous l'alternative, Qn(θˆ) doit au contraire rester à l'écart
de zéro.
Sous l'hypothèse nulle, la normalité asymptotique de Qn(θˆ) est obtenue en supposant
vériﬁées un certain nombre de conditions.
Hypothèse 5.2.1 (Observations) : (i) X est un vecteur aléatoire. Sa loi a pour support
X borné. X a une densité fX bornée.
(ii) Il existe des constantes cinf , csup telles que pour tout x ∈ X
0 < cinf ≤ E
[
ε2 | X = x] ≤ csup < ∞.
(iii) E
[
ε4
]
< ∞.
Hypothèse 5.2.2 (Vitesse de convergence de l'estimateur) θ0 est un point intérieur de
Θ, et θˆ − θ0 = OP (n−1/2).
A présent, pour toute matrice A, on note ‖A‖2 = supv 6=0 ‖Av‖/‖v‖ où ‖v‖ est la
norme euclidienne du vecteur v.
Hypothèse 5.2.3 (Modèle paramétrique) : L'ensemble des paramètres Θ est un sous-
ensemble compact de Rd, d ≥ 1, et θ0 est un point intérieur de Θ. Le modèle de régression
paramétrique M= {f (θ, ·) : θ ∈ Θ} satisfait des hypothèses de diﬀérentiabilité en θ :
pour tout x ∈ X , f (θ, x) est deux fois diﬀérentiable par rapport à θ. On suppose de plus
que
sup
θ∈Θ,x∈X
|f(θ,X)| < ∞,
sup
θ∈Θ,x∈X
‖∇θf(θ, X)‖ < ∞.
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De plus,
∀θ, θ′, sup
θ∈Θ,x∈X
‖∇θf(θ, x)−∇θf(θ′, x)‖ ≤ Φ(X)‖θ − θ′‖,
pour une fonction Φ telle que E[Φ(X)] < ∞.
Hypothèse 5.2.4 (Noyau) : (i) Si x = (x1, ..., xd), soit K (x) = K˜ (x1) ...K˜ (xd) où
K˜ est une densité symétrique continue de variation bornée sur R. La transformée de
Fourier ˆ˜K de K˜ est intégrable. On note K2 =
∫
K(t)2dt.
(ii) La fenêtre h appartient à un intervalle Hn = [hm, hM ], n ≥ 1, tel que hM → 0
et nh3dm →∞.
L'Hypothèse 5.2.4 (i) est satisfaite, par exemple, pour des noyaux gaussiens, Laplace
ou Cauchy. La condition sur la borne gauche inférieure deHn n'est pas vitale en l'absence
de censure, mais interviendra dans la section 5.2.4.
Le théorème suivant fournit le comportement asymptotique de Qn(θˆ) sous l'hypo-
thèse H0.
Théorème 5.2.1 Sous les hypothèses 5.2.1 à 5.2.4, et sous H0,
nhd/2Qn(θˆ) =⇒ N (0, 2K2E[σ4XfX(X)]).
Preuve: Première étape : on se ramène à θ0. On a
Qn(θˆ)−Qn(θ0) = 1
n(n− 1)hd
∑
i6=j
[f(θˆ, Xi)− f(θ0, Xi)]K
(
Xi −Xj
h
)
×[f(θˆ, Xj)− f(θ0, Xj)]
− 2
n(n− 1)hd
∑
i 6=j
[
f(θˆ, Xi)− f(θ0, Xi)
]
K
(
Xi −Xj
h
)
Ui(θ0)
= Qn1(θˆ)− 2Qn2(θˆ).
En eﬀectuant un développement de Taylor, le premier terme est un OP (n−1) par les
Hypothèses 5.2.3 et 5.2.2. Pour le second, on eﬀectue un développement de Taylor qui
fournit
Qn2(θˆ) =
(θˆ − θ0)′
n(n− 1)hd
∑
i6=j
∇θf(θ0, Xj)K
(
Xi −Xj
h
)
Ui(θ0) + OP (n
−1)
= (θˆ − θ0)′Qn11(θ0) + OP (n−1).
en utilisant l'Hypothèse 5.2.2. Déﬁnissons
Qn111(θ0) =
1
n(n− 1)hd
∑
i 6=j
Ui(θ0)
(
∇θf(θ0, Xj)K
(
Xi −Xj
h
)
−E
[
∇θf(θ0, Xj)K
(
Xi −Xj
h
)
| Xi
])
.
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Ce terme est un processus dégénéré d'ordre 2. La classe de fonctions, indexée par x
et h, F = {(u, x) → K ([u− x]/h)} est une classe euclidienne (voir Lemme 22 de
Nolan et Pollard, 1987). Le Lemme 2.14 (ii) de Pakes et Pollard (1989) assure que la
classe de fonction (u, x, y) → ∇θf(θ0, x)[y−f(θ0, u)]φ(u, x) pour φ ∈ F , est euclidienne
d'enveloppe c|Y |, où c est une constante positive. Par le Corollary 4 de Sherman (1994a),
on déduit que Qn111(θ0) = OP (n−1h−d). Déﬁnissons
Qn112(θ0) =
1
n
n∑
i=1
Ui(θ0)E
[
h−d∇θf(θ0, Xj)K
(
Xi −Xj
h
)
| Xi
]
.
A nouveau par le Corollaire 4 de Sherman (1994a), ce terme est OP (n−1/2). On conclut
que Qn11(θ0) = OP (n−1/2) puisque Qn11(θ0) = Qn111(θ0) + Qn112(θ0). Grâce à l'Hypo-
thèse 5.2.2, on obtient Qn2(θˆ) = OP (n−1).
Deuxième étape : Etude de Qn(θ0). La variance de Qn(θ0) vaut
σ2(n) =
1
n(n− 1)hd E
[
h−pUi(θ0)
2K2
(
Xi −Xj
h
)
Uj(θ0)
2
]
.
On en déduit que n2hdσ2(n) → 2K2E[σ4XfX(X)]. En appliquant le Théorème 2.1 de de
Jong (1987), on en déduit le résultat.
Aﬁn de construire la statistique de test, on a besoin d'estimer la variance de façon
consistante. Pour cela, on peut proposer deux estimateurs,
Vˆ1n =
2
n(n− 1)hd
∑
i6=j
Ui(θˆ)
2K2
(
Xi −Xj
h
)
Uj(θˆ)
2, (5.2.7)
Vˆ2n =
2
n(n− 1)hd
∑
i6=j
σˆ2XiK
2
(
Xi −Xj
h
)
σˆ2Xj , (5.2.8)
où σˆ2x désigne un estimateur non paramétrique de σ2x tel que supx∈X |σˆ2x − σ2x| = oP (1).
Vˆ1n est plus simple, mais diminue la puissance du test. En eﬀet, sous les alternatives
Ui(θˆ)
2 est un estimateur biaisé de σ2x qui est supérieur à σ2x, puisque, lorsque H0 n'est
pas vériﬁée, V ar(Y |X) < E[U(θ0)2 | X]. Ce qui entraîne que la statistique de test
(5.2.9) déﬁnie plus bas est plus petite qu'elle ne devrait être sous les alternatives. Le
théorème suivant fournit la convergence de Vˆ1n et Vˆ2n.
Théorème 5.2.2 Sous les hypothèses du Théorème 5.2.1, on a, pour i = 1, 2,
Vˆin → 2K2E[σ4XfX(X)] p.s.
Preuve: Voir Zheng (1996). Pour Vˆ2n, noter que Vˆ2n−V˜2n = oP (1) sous la condition
supx∈X |σˆ2x − σ2x| = oP (1), où
V˜2n =
2
n(n− 1)hd
∑
i6=j
σ2XiK
2
(
Xi −Xj
h
)
σ2Xj .
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La statistique de test est obtenue en normalisant la forme quadratique Qn(θˆ). Déﬁ-
nissons
Tn(θ) = nh
d/2 Qn(θ)
Vˆn
. (5.2.9)
Une application directe des Théorèmes 5.2.1 et 5.2.2 fournit le comportement de la
statistique de test.
Corollaire 5.2.3 Sous les hypothèses du Théorème 5.2.2,
Tn(θˆ) =⇒ N (0, 1).
La procédure de test est la suivante.
Procédure de test
1. Estimer θ0 par θˆ satisfaisant l'hypothèse 5.2.2.
2. Si Tn(θˆ) ≥ z1−α où z1−α désigne le quantile d'ordre 1−α d'une N (0, 1), on rejette
H0.
Comme conséquence immédiate du Corollaire 5.2.3, on obtient que la procédure de
test ci-dessus est asymptotiquement de niveau α.
5.2.2.2 Comportement envers des alternatives
On considère une suite de fonctions mesurables λn(x), n ≥ 1, et la suite d'alterna-
tives
H1n : Yin = f (θ0, Xi) + λn(Xi) + εi, 1 ≤ i ≤ n. (5.2.10)
Pour simpliﬁer, supposons qu'il existe une constante Mλ telle que pour tout n ≥ 1,
0 ≤ |λn(·)| ≤ Mλ < ∞.
Consistance envers une alternative ﬁxe.
Considérons une alternative de la forme
H1 : Y = f(θ0, X) + λ(X) + ε. (5.2.11)
L'hypothèse suivante identiﬁe la limite de θˆ, obtenu par l'une des méthodes du chapitre
précédent.
Hypothèse 5.2.5 Il existe θ¯ un point intérieur de Θ tel que
pour tout θ ∈ Θ \ {θ¯}, 0<E
[{
m(X)−f (θ¯, X)}2]<E [{m(X)−f (θ, X)}2] .
Le théorème suivant assure la consistance du test de Zheng (1996) contre cette
alternative. Nous présentons un résultat uniforme en h ∈ Hn, aﬁn de faire le lien avec
les résultats des sections 5.2.4 et 5.2.3. L'hypothèse additionnelle sur la transformée de
Fourier du noyau K n'est nécessaire que dans l'optique de cette uniformité.
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Théorème 5.2.4 Sous les Hypothèses du Théorème 5.2.1, et en supposant de plus que
la transformée de Fourier de K˜ est strictement positive et décroissante, on a, sous H1
déﬁnie par (5.2.11) et sous l'Hypothèse 5.2.5,
sup
h∈Hn
∣∣∣∣∣∣Qn(θˆ)− 1n(n− 1)hd
∑
i6=j
λ(Xi)K
(
Xi −Xj
h
)
λ(Xj)
∣∣∣∣∣∣ = oP (1).
Par suite,
sup
h∈Hn
∣∣∣Qn(θˆ)−E [{m(X)−f (θ¯, X)}2fX(X)]∣∣∣=oP (1)
De plus, pour i = 1, 2
sup
h∈Hn
|Vˆin − c|=oP (1)
pour une constante c > 0. D'où on déduit
P
(
Tn(θˆ) > z1−α
)
→ 1.
Preuve: Notons Ui(θ) = f(θ¯, Xi) − f(θ, Xi) + εi, pour prolonger la notation utilisée
sous H0, de sorte que E[Ui(θ0) | Xi] = 0. On peut décomposer la forme quadratique
Qn(θˆ) en trois parties,
Qn1(θˆ) =
1
n(n− 1)hd
∑
i6=j
Ui(θˆ)K
(
Xi −Xj
h
)
Uj(θˆ),
Qn2(θˆ) =
2
n(n− 1)hd
∑
i6=j
λ(Xi)K
(
Xi −Xj
h
)
Uj(θˆ),
Qn3(θˆ) =
1
n(n− 1)hd
∑
i6=j
λ(Xi)K
(
Xi −Xj
h
)
λ(Xj).
Pour Qn1, on se ramène à θ¯ par un raisonnement analogue à celui du début de la
preuve du Théorème 5.2.1. En utilisant le Lemme 5.3.2 pour se ramener au cas de hm
et hM , et en appliquant le Théorème 5.2.1, on a la majoration suph∈Hn |hd/2Qn1(θˆ)| =
OP (n
−1). En corollaire de la seconde partie du Lemme 5.3.10, on obtient alors que
suph∈Hn |hd/4Qn2(θˆ)| = OP (n−1/2). En utilisant le Lemme 5.3.2, on obtient la diver-
gence de infh∈Hn |nhd/2Q3n(θˆ)| → ∞, presque sûrement (on se ramène par le Lemme
5.3.2 au comportement pour les suites hm et hM de Hn = [hm;hM ].). Par ailleurs, les
estimateurs de la variance convergent presque sûrement vers une constante strictement
positive par une adaptation directe du Théorème 5.2.2.
Consistance envers une alternative de type Pitman.
On considère à présent des alternatives locales. Les alternatives de type Pitman (voir
van der Vaart, 1998, section 14.3, voir aussi Horowitz, Spokoiny, 2001) sont du type
H1n : Y = f(θ0, X) + rnλ(X) + ε, (5.2.12)
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où rn désigne une suite déterministe, avec E[λ(X)∇θf(θ0, X)] = 0. La puissance d'un
test, au sens de Pitman, peut être mesurée en fonction de la vitesse maximale de décrois-
sance vers 0 de rn telle que la procédure de test soit toujours consistante. Le Théorème
suivant fournit l'ordre de décroissance de rn pour que la procédure détecte l'alternative.
Théorème 5.2.5 On suppose que
n1/2hd/4rn → l < ∞.
Sous les hypothèses du Théorème 5.2.1, en supposant de plus que la transformée de
Fourier de K˜ est strictement positive et décroissante, sous l'Hypothèse H1n déﬁnie par
(5.2.12), on a
sup
h∈Hn
∣∣∣∣∣∣Qn(θˆ)− r
2
n
n(n− 1)hd
∑
i6=j
λ(Xi)K
(
Xi −Xj
h
)
λ(Xj)
∣∣∣∣∣∣ = oP (r2n),
et
Tn(θˆ) =⇒ N (µ, 1),
avec µ > 0.
Preuve: On utilise les mêmes arguments que dans la preuve du Théorème 5.2.4,
pour montrer le développement asymptotique de Qn(θˆ). Le résultat suit en remarquant
que les estimateurs de la variance convergent vers une constante strictement positive.
Comportement envers des alternatives régulières.
Pour L > 0, on déﬁnit la classe de Hölder C(L, s) comme
C(L, s) = {f : |f(x1)−f(x2)| ≤ L|x1 − x2|s, ∀x1, x2 ∈ X} , pour s ∈ (0, 1].
Pour s > 1, C(L, s) est la classe des fonctions ayant leur [s]-ème dérivée partielle dans
C(L, s− [s]), où [s] désigne la partie entière de s.
Déﬁnissons les alternatives locales H ′1n de la façon suivante,
H ′1n : Y = f(θ0, X) + λn(X) + ε, (5.2.13)
où λn est une fonction inconnue de C(L, s), avec s connu, et avec orthogonalité au
modèle des alternatives, E[λn(X)∇θf(θ0, X)] = 0.
Dans l'énoncé suivant, nous présentons un résultat qui n'est pas optimal, dans le
sens où la condition optimale (voir Horowitz et Spokoiny, 2001) est s ≥ d/4. Ceci est
dû à notre condition nh3dm →∞, qui n'est pas essentielle en l'absence de censure, mais
qui apparaîtra dans la section 5.2.4. Nous préférons présenter le résultat sous cette
hypothèse plus restrictive, de façon à être homogène avec la section 5.2.4.
Théorème 5.2.6 On se place sous les conditions du Théorème 5.2.1 et on suppose
que infx∈X fX(x) > 0. On suppose de plus que la transformée de Fourier de K˜ est
strictement positive et décroissante, et que
Πn = E[λn(X)
2]1/2 ≥ κnn−2s/(4s+d).
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Si on a
h = O(n−2s/(4s+p)) et s > dp/4,
on a alors
P(Tn(θˆ) > z1−α) → 1
sous les alternatives déﬁnies par (5.2.13) dès que κn diverge. De plus,
sup
h∈Hn
∣∣∣∣∣∣Qn(θˆ)− 1n(n− 1)hd
∑
i6=j
λn(Xi)K
(
Xi −Xj
h
)
λn(Xj)
∣∣∣∣∣∣ = oP (Π2n).
Preuve: On note Ui(θ) = f(θ0, Xi)−f(θ,Xi)+εi. On décompose Qn(θˆ) en plusieurs
parties,
Qn(θˆ) =
1
n(n− 1)hd
∑
i6=j
Ui(θˆ)K
(
Xi −Xj
h
)
Uj(θˆ)
+
2
n(n− 1)h
∑
i6=j
Ui(θˆ)K
(
Xi −Xj
hd
)
λn(Xi)
+
1
n(n− 1)h
∑
i6=j
λn(Xi)K
(
Xi −Xj
hd
)
λn(Xi)
= Q1n(θˆ) + 2Q2n(θˆ) + Q3n(θˆ).
Par le Lemme 5.3.2 et le Théorème 5.2.1, on a suph∈Hn |hd/2Q1n(θˆ)| = OP (n−1), et par
la seconde partie du Lemme 5.3.10, suph∈Hn |hd/2Q2n(θˆ)| = OP (n1/2‖λn‖).
Soit W la matrice de terme générale
Wij =
K
(
Xi−Xj
h
)
n(n− 1)hd 1i6=j ,
et P la matrice telle que Pij = Wij pour i 6= j, et avec Pii = h−dn−1(n−1)−1K(0) pour
tout i. On va minorer Λ′nWΛn, où Λn est un vecteur colonnes de composantes λn(Xi).
Pour cela, on approche tout d'abord λn par des fonctions polynomiales par morceaux.
Supposons, sans perte de généralité, que X = [0, 1]d. On partionne X en un nombre
ﬁni N de pavés de mesure inférieure à 2h, notés R1, ..., RN . Soit tk le centre du pavé
Rk. Considérons l'ensemble Πs,h l'ensemble des fonctions polynomiales sur chaque Rk
de degré inférieur à [s]. Par déﬁnition de C(L, s) et un développement de Taylor autour
de tk, il existe un élément pin ∈ Πs,h tel que
sup
x∈X
|λn(x)− pin(x)| ≤ Chs.
Avec un certain abus de notation, considérons pi′nPpin, forme quadratique P appli-
quée au vecteur de composantes pin(Xi). On note, pour toute fonction f déﬁnie sur X ,
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‖f‖22 =
∑n
i=1 f(Xi)
2. On a
pi′nPpin
n−1‖pin‖22
≥ M2n = inf
pi∈Πs,h
pi′Ppi
n−1‖pi‖22
,
avec la convention 0/0 = 1. Déﬁnissons
pib,k = pib
(
t− tk
h
)
=
k∑
i=1
bi[t− tk]i1t∈Rk ,
où bi[t− tk]i est une forme i−linéaire appliquée au vecteur t− tk. On a
M2n =
N∑
k=1
inf
b
pi′b,kPpib,k
n−1‖pib,k‖22
≥ inf
b,1≤k≤N
pi′b,kPpib,k
n−1‖pib,k‖22
.
Par ailleurs, on peut supposer b (qui peut être vue comme un vecteur de dimension
ﬁnie) dans la sphère unité. De plus,
1
nhd
‖pib,k‖22 = fX(tk)
∫
|pib(u)|2du + R′(k, b),
avec supk,b |R′(k, b)| = oP (1). On pourra consulter notamment Lavergne et Patilea
(2006), voir preuve de leur formule (6.15). Par ailleurs, en appliquant le "Main Corol-
lary" de Sherman (1994a) pour l'étude de pi′b,kPpib,k, on déduit que
pi′b,kPpib,k = C × fX(tk)2
∫
|pib(t)|2dt + R′′(b, k),
avec supb,k R′′(b, k) = oP (1), et C une constante positive. On en déduit que
M2n ≥ C ′(1 + oP (1)),
pour une certaine constante C ′ > 0.
Considérons Λ′nPΛn. En appliquant l'inégalité triangulaire,
(Λ′nPΛn)
1/2 ≥ Mnn−1/2‖pin‖Sp1/2(P )‖λn − pin‖2
≥ Mnn−1/2‖λn‖ − (Mn + Sp1/2(P )n1/2)Chs,
où Sp(P ) désigne la valeur spectrale de la matrice P. De plus, puisque Sp1/2(P ) ≤
Sp1/2(W ) + Sp1/2(W −P ), et que Sp(W ) = OP (n−1) (voir Lavergne et Patilea, 2006),
avec probabilité tendant vers 1, le membre de droite est positif. Par un calcul élémen-
taire, on en déduit
Λ′nWΛn ≥ C ′(1 + oP (1)) [‖λn‖2 − hs]2 .
On en déduit le résultat en prenant h de l'ordre n−2/(4s+d).
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5.2.2.3 Le paramètre h.
La statistique de test Tn = Tn(h) dépend également du paramètre de lissage h.
Le comportement de la statistique de test peut être sensiblement diﬀérent, à distance
ﬁnie, suivant la suite h utilisée. Horowitz et Spokoiny (2001) considèrent une grille de
h, Hn = {h = hmaxak, h ≥ hmin}, pour un certain 0 < a < 1, et la statistique de test
T ∗ = maxh∈Hn Tn,h. Guerre et Lavergne (2005) proposent quant à eux une procédure
asymptotique de choix de h. Partant d'une suite h0 privilégiée, en notant vˆh,h0 un
estimateur de la variance asymptotique de Tn(h)− Tn(h0) sous l'hypothèse nulle, et en
introduisant une pénalisation γn > 0, ils déﬁnissent
h˜ = arg max
h∈Hn
(Tn(h)− Tn(h0)− γnvˆh,h0).
Leur statistique de test est alors T˜ = Tn(h˜)/σˆh0 , où σˆ2h0 est l'un des estimateurs de la
variance asymptotique déﬁnis précédemment, calculé en utilisant la fenêtre h0.
Dans un souci de simpliﬁcation, nous ne considérons, dans notre approche, que la
généralisation du test de Zheng (1996) à un cadre censuré. Mais, en vue de l'extension
d'approches telles que celles de Horowitz et Spokoiny (2001) et Guerre et Lavergne
(2005), nous fournissons des représentations asymptotiques de nos statistiques de test
qui sont valables uniformément en h ∈ Hn.
5.2.3 Cas où G est connue
Nous revenons à présent à notre problématique de tester (5.2.1) en présence de
données censurées. Dans cette section, nous supposons que la fonction de répartition
de la censure G est connue. Ce cas particulier n'est pas particulièrement intéressant du
point de vue pratique. En eﬀet, on n'a en règle générale que très peu d'informations sur
la censure, et donc sur la fonction G.
En revanche, l'étude du cas G connu sera intéressante du point de vue théorique,
puisque ce cas peut être considéré comme un cas "idéal" auquel nous allons essayer de
nous ramener. Dans la section 5.2.4, nous nous pencherons sur le cas G inconnu en nous
inspirant du cas de ﬁgure G connu. Les deux approches s'avéreront alors asymptotique-
ment équivalentes.
5.2.3.1 Principe du test et comportement sous l'hypothèse nulle
Aﬁn de proposer une statistique de test en présence de censure, réexprimons la forme
quadratique (5.2.6) de la façon suivante,
Qn(θ) =
n
n− 1h
−d
∫ ∫
[y − f(θ, x)]K
(
x− x′
h
)
1x6=x′
×[y′ − f(θ, x′)]dFˆemp(x, y)dFˆemp(x, y). (5.2.14)
Dans la suite, nous omettrons le facteur de normalisation n(n− 1)−1 lorsque les formes
quadratiques seront écrites sous forme intégrale.
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Bien entendu, la statistique (5.2.14) ne peut être utilisée en présence de censure,
puisque la fonction de répartition empirique de (X, Y ) n'est pas disponible. En re-
vanche, inspiré du Chapitre 2, nous pouvons remplacer Fˆemp dans (5.2.14) par un autre
estimateur de la fonction de répartition. Puisque la fonction G est connue, nous pouvons
utiliser l'estimateur F˜ déﬁni par (2.2.9).
Cette démarche aboutit à la forme quadratique suivante,
QMCn (θ) =
1
n(n− 1)hd
∑
i6=j
UMCi (θ)K
(
Xi −Xj
h
)
UMCj (θ), (5.2.15)
en déﬁnissant
UMCi (θ) =
δi
1−G(Ti−) [Ti − f(θ, Xi)].
Une seconde approche consiste à adapter la méthode des "synthetic data" exposée au
Chapitre 3. Introduisant Y ∗ une transformation des données ayant la même espérance
que Y, le problème de test devient équivalent à tester
H ′0 : ∃θ0 ∈ Θ, tel que Y ∗ = f(θ0, X) + ε.
Par souci de simplicité, nous ne considérons que la transformation KSV déﬁnie par
l'équation (3.2.4). Dans le cas où G est connue, cette transformation est exactement
calculable. Pour revenir à l'expression (5.2.14), l'approche "synthetic data" revient à
remplacer la fonction de répartition empirique par
F ∗(x, y) =
1
n
n∑
i=1
1Xi≤x,Y ∗i ≤y
. (5.2.16)
Cette approche aboutit à la forme quadratique suivante,
QSDn (θ) =
1
n(n− 1)hd
∑
i6=j
USDi (θ)K
(
Xi −Xj
h
)
USDj (θ), (5.2.17)
en déﬁnissant
USDi (θ) =
δi
1−G(Ti−)Ti − f(θ, Xi).
Aﬁn d'obtenir la normalité asymptotique de ces formes quadratiques sous H0, l'Hy-
pothèse 5.2.1 doit être adaptée.
Hypothèse 5.2.6 (Observations) : (i) X est un vecteur aléatoire. Sa loi a pour support
X borné. X a une densité fX bornée.
(ii) Il existe des constantes cinf , csup telles que pour tout x ∈ X
0 < cinf ≤ E
[
ε2 | X = x] ≤ E [{1 + Y 2} {1−G(Y )}−1 | X = x] ≤ csup < ∞.
(iii) E
[{
1 + Y 4
} {1−G(Y )}−3] < ∞.
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Les Hypothèses 5.2.6 (ii)-(iii) sont le pendant des hypothèses sur la variance condi-
tionnelle, et sur le moment d'ordre 4 pour les résidus, qui sont utilisées en l'absence de
censure (voir Hypothèse 5.2.1). En remarquant que E[Y 4[1−G(Y )]−3] = E[Y 4∗KSV ], on
voit que l'Hypothèse 5.2.6 est essentiellement l'Hypothèse 5.2.1 appliquée à la variable
transformée Y ∗KSV .
Théorème 5.2.7 Sous les Hypothèses 5.2.6, 5.2.2 et 5.2.4, et sous l'Hypothèse H0,
nhd/2QMCn (θˆ) =⇒ N (0, σ2MC),
nhd/2QSDn (θˆ) =⇒ N (0, σ2SD),
avec
σ2MC = 2K2E
E [{Y − f(θ0, X)}2
1−G(Y ) | X
]2
fX(X)
 ,
σ2SD = 2K2E
[{
E
[
Y 2
1−G(Y ) | X
]
− f(θ0, X)2
}2
fX(X)
]
.
Preuve: Similaire à la preuve du Théorème 5.2.1.
Pour estimer la variance, on procède comme dans la section précédente. Pour la
procédure MC,
V˜ MC1n =
2
n(n− 1)hd
∑
i 6=j
UMCi (θˆ)
2K2
(
Xi −Xj
h
)
UMCj (θˆ)
2,
V˜ MC2n =
2
n(n− 1)hd
∑
i 6=j
σˆ2MCXi K
2
(
Xi −Xj
h
)
σˆ2MCXj ,
où σˆ2MCx est un estimateur non paramétrique de la variance conditionnelle
σ2MCx = E
[
{Y − f(θ0, X)}2
1−G(Y ) |X = x
]
,
l'estimateur σˆ2MCx satisfaisant supx∈X |σˆ2MCx − σ2MCx | = oP (1). Pour la procédure SD,
V˜ SD1n =
2
n(n− 1)hd
∑
i 6=j
USDi (θˆ)
2K2
(
Xi −Xj
h
)
USDj (θˆ)
2,
V˜ SD2n =
2
n(n− 1)hd
∑
i 6=j
σˆ2SDXi K
2
(
Xi −Xj
h
)
σˆ2SDXj ,
où σˆ2SDx est un estimateur non paramétrique de la variance conditionnelle
σ2SDx = E
[
Y 2
1−G(Y ) | X
]
− f(θ0, X)2,
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l'estimateur σˆ2SDx satisfaisant supx∈X |σˆ2SDx − σ2SDx | = oP (1). De même que précé-
demment, l'estimateur V˜ SD2n améliorera la puissance de notre statistique de test. En
eﬀet, l'approche SD est rigoureusement identique à celle développée dans la section
précédente, avec Y remplacée par Y ∗KSV . Néanmoins, dans l'approche MC, il n'est plus
évident que V˜ MC2n améliore la puissance du test.
Théorème 5.2.8 Sous les Hypothèses du Théorème 5.2.7, pour i = 1, 2,
Vˆ SDi → σ2SD p.s.,
Vˆ MCi → σ2MC p.s.
En déﬁnissant
TSDn (θˆ) =
nhd/2QSDn (θˆ)
Vˆ SDn
, (5.2.18)
TMCn (θˆ) =
nhd/2QMCn (θˆ)
Vˆ MCn
, (5.2.19)
on en déduit la convergence de ces deux statistiques de test.
Corollaire 5.2.9 Sous les Hypothèses du Théorème 5.2.8, on a
TSDn (θˆ) =⇒ N (0, 1),
TMCn (θˆ) =⇒ N (0, 1).
5.2.3.2 Consistance envers des alternatives
Sous des alternatives du type (5.2.10), la loi de Y dépend de n (sauf dans le cas
d'une alternative ﬁxe). Les Hypothèses d'identiﬁabilité du modèle, ainsi que quelques
hypothèses de moments, doivent être adaptées à ce nouveau contexte.
Hypothèse 5.2.7 (i) Les variables C1, ..., Cn sont un n−échantillon de fonction de ré-
partition G (la même fonction pour tout n) et sont indépendants des variables Y1n, ..., Ynn,
qui sont indépendantes entre elles, de même loi F (n).
(ii) Pour tout n, P(Y1n ≤ C1 | X1, Y1n) = P(Y1n ≤ C1 | Y1n).
Il faut noter que la seconde partie de cette hypothèse est toujours vériﬁée si C
est indépendante de ε et X. Par ailleurs, pour tout n déﬁnissons Tin = Yin ∧ Ci et
δin = 1{Yin≤Ci}, i = 1, ..., n, et soit H(n) la fonction de répartition de T1n, ..., Tnn,
c'est-à-dire H(n)(y) = P (T1n ≤ y).
L'hypothèse suivante adapte les conditions de moment d'ordre 4 pour la variable Y,
ainsi que les hypothèses portant sur la variance conditionnelle, à un contexte où la loi
de Y dépend de n.
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Hypothèse 5.2.8 (i) Il existe des constantes cinf , csup telles que pour tout x ∈ X
0< cinf ≤E
[
Y 21n |X = x
] ≤ E [{1 + Y 21n} {1−G(Y1n)}−1 |X = x]≤ csup <∞.
(ii) Il existe une constante M telle que ∀n ≥ 1, E [{1+ Y 41n} γ(Y1n)4] ≤ M < ∞
where γ(Y1n) = δ1n{1−G(Y1n)}−1.
Consistance envers une alternative ﬁxe.
Théorème 5.2.10 On note avec un indice β = 0 (resp. β = 1) les statistiques cor-
respondant à la méthode SD (resp. MC). On note γi = δi[1 − G(Ti−)]−1. Sous les
Hypothèses du Théorème 5.2.1 et les Hypothèses 5.2.7 et 5.2.8, et en supposant de plus
que la transformée de Fourier de K˜ est strictement positive et décroissante, on a, sous
H1 déﬁnie par (5.2.11) et sous l'Hypothèse 5.2.5,
sup
h∈Hn
∣∣∣∣∣∣Qβn(θˆ)− 1n(n− 1)hd
∑
i6=j
γβi λ(Xi)K
(
Xi −Xj
h
)
λ(Xj)γ
β
j
∣∣∣∣∣∣ = oP (1),
Par suite,
sup
h∈Hn
∣∣∣Qβn(θˆ)−E [{m(X)−f (θ¯, X)}2fX(X)]∣∣∣=oP (1)
De plus, pour i = 1, 2,
sup
h∈Hn
|V˜ βin − c|=oP (1)
pour une constante c > 0. D'où on déduit
P
(
T βn (θˆ) > z1−α
)
→ 1.
Preuve: Similaire à la preuve du Théorème 5.2.4.
Consistance envers une alternative de type Pitman.
Théorème 5.2.11 On note avec un indice β = 0 (resp. β = 1) les statistiques cor-
respondant à la méthode SD (resp. MC). On note γi = δi[1 − G(Ti−)]−1. On suppose
que
rn = n
−1/2h−d/4.
Sous les hypothèses du Théorème 5.2.1 et les Hypothèses 5.2.7 et 5.2.8, en supposant de
plus que la transformée de Fourier de K˜ soit strictement positive et décroissante, sous
l'Hypothèse H1n déﬁnie par (5.2.12), on a
sup
h∈Hn
∣∣∣∣∣∣Qβn(θˆ)− r
2
n
n(n− 1)hd
∑
i6=j
γβi λ(Xi)K
(
Xi −Xj
h
)
λ(Xj)γ
β
j
∣∣∣∣∣∣ = oP (r2n),
et
T βn (θˆ) =⇒ N (µ, 1),
avec µ > 0.
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Preuve: Similaire à celle du Théorème 5.2.5.
Consistance envers une alternative régulière.
Théorème 5.2.12 On note avec un indice β = 0 (resp. β = 1) les statistiques cor-
respondant à la méthode SD (resp. MC). On note γi = δi[1 − G(Ti−)]−1. On se place
sous les conditions du Théorème 5.2.1 et les Hypothèses 5.2.7 et 5.2.8, et on suppose
que infx∈X fX(x) > 0. On suppose de plus que la transformée de Fourier de K˜ est
strictement positive et décroissante, et que
Πn = E[λn(X)
2]1/2 ≥ κnn−2s/(4s+d).
Si on a
h = O(n−2s/(4s+d)) et s > 5d/4,
on a alors
P(T βn (θˆ) > z1−α) → 1
sous les alternatives déﬁnies par (5.2.13) dès que κn diverge. De plus,
sup
h∈Hn
∣∣∣∣∣∣Qβn(θˆ)− 1n(n− 1)hd
∑
i6=j
γβi λn(Xi)K
(
Xi −Xj
h
)
λn(Xj)γ
β
j
∣∣∣∣∣∣ = oP (Π2n).
Preuve: Identique à celle du Théorème 5.2.6 pour le cas β = 0. Pour le cas β = 1,
il suﬃt de redéﬁnir les matrices W et P de la preuve du Théorème 5.2.6. W est alors
la matrice de terme général
Wij =
γiK
(
Xi−Xj
h
)
γj1i6=j
n(n− 1)hd ,
et Pij = Wij pour i 6= j, Pii = n−1(n− 1)−1h−dγ2i K(0).
5.2.4 Le cas général
Nous nous penchons à présent sur le cas où la fonction G n'est pas connue (ce qui
correspond aux modèles de censure étudiés dans les sections précédentes). En particu-
lier, nous montrons qu'en remplaçant G par son estimateur de Kaplan-Meier dans la
procédure de la section 5.2.3, on obtient des statistiques de test équivalentes du point
de vue asymptotique aux statistiques déﬁnies en (5.2.18) et (5.2.19). Plus précisément,
nous construisons des statistiques TˆSD(θˆ) et TˆMC(θˆ) telles que, pour chacune des deux
procédures, suph∈H |Tˆ (θˆ) − T (θˆ)| = oP (1). Ceci permet d'envisager des choix adapta-
tifs de h, tels que ceux proposés par Horowitz et Spokoiny (2001). Voir notamment la
section 5.2.2.3.
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5.2.4.1 Forme quadratique
On peut estimer les quantités UMCi et USDi en remplaçant G par son estimateur
de Kaplan-Meier Gˆ. Si l'on met en perspective cette approche avec l'équation (5.2.14),
l'approche MC revient à remplacer Fˆemp par l'estimateur Fˆ de Stute (1995) déﬁni en
(2.2.8). L'approche SD revient à remplacer Fˆemp dans (5.2.14) par l'estimateur de la
fonction de répartition des "synthetic data" déﬁni par l'équation (3.2.8). Déﬁnissons
donc
UˆMCi (θ) =
δi
1−G(Ti−) [Ti − f(θ, Xi)],
UˆSDi (θ) =
δi
1−G(Ti−)Ti − f(θ, Xi).
Ces deux approches permettent de déﬁnir les formes quadratiques
QˆMCn (θ) =
1
n(n− 1)hd
∑
i6=j
UˆMCi (θ)K
(
Xi −Xj
h
)
UˆMCj (θ),
QˆSDn (θ) =
1
n(n− 1)hd
∑
i6=j
UˆSDi (θ)K
(
Xi −Xj
h
)
UˆSDj (θ).
Par ailleurs, l'estimation de θ0 à la vitesse n−1/2 peut être réalisée à partir de l'un
des estimateurs proposés au chapitre précédent. Nous désignerons par θˆ l'un de ces
estimateurs.
Les formes quadratiques QˆSDn et QˆMCn s'expriment en fonction de U−statistiques
Kaplan-Meier. En eﬀet, d'après la déﬁnition de QˆMCn et le théorème de représentation
des sommes empiriques de synthetic data KSV (voir Proposition 3.3.2), on obtient
QˆMCn (θ) = h
−d
∫ ∫
(x,y)6=(x′,y′)
[y − f(θ, x)]K
(
x− x′
h
)
×[y′ − f(θ, x′)]dFˆ (x, y)dFˆ (x′, y′),
QˆSDn (θ) = h
−d
∫ ∫
(x,y)6=(x′,y′)
yK
(
x− x′
h
)
y′dFˆ (x, y)dFˆ (x′, y′)
+2h−d
∫ ∫
(x,y)6=(x′,y′)
yK
(
x− x′
h
)
f(θ, x′)dFˆ (x, y)dFemp(x
′)
+h−d
∫ ∫
(x,y)6=(x′,y′)
f(θ, x)K
(
x− x′
h
)
f(θ, x′)dFemp(x, y)dFemp(x
′).
Les U−statistiques pour l'estimateur de Kaplan-Meier ont été étudiées par Bose et Sen
(2002), en l'absence de variables explicatives. Les auteurs obtiennent des représentations
i.i.d. de ces U−statistiques. Néanmoins, les conditions d'intégrabilité nécessaires pour
obtenir leur résultat sont trop restrictives, et irréalisables dans notre contexte. En eﬀet,
Bose et Sen (2002) étudient une U -statistique de la forme∫ ∫
φ(y, y′)dFˆkm(y)1y 6=y′ .
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Ils obtiennent un développement i.i.d. de cette statistique, c'est à dire un terme prin-
cipal constitué d'une U−statistique obtenue à partir de quantités i.i.d., plus un reste
asymptotiquement négligeable. Pour obtenir ce développement, les auteurs ont besoin
notamment de la condition d'intégrabilité∫ ∫
[1−G(y)]−1[1−G(y′)]−1φ(y, y′)CG(y)CG(y′)dF (y)dF (y′) < ∞. (5.2.20)
Cette condition est trop forte pour notre application. Par exemple, si C est une variable
exponentielle et Y une variable gaussienne (dont la queue de distribution décroît donc
plus vite que celle de la censure), cette condition n'est pas vériﬁée. Ceci nous conduit
à chercher une autre méthode que celle proposée par Bose et Sen (2002) aﬁn d'étudier
l'asymptotique des formes quadratiques QˆSDn et QˆMCn . Nous utiliserons pour cela la
forme spéciﬁque de ces U−statistiques.
Dans un souci de simplicité de notation, nous remplaçons dans la suite les indices
SD et MC respectivement par les indices β = 0 et β = 1. Ainsi Qˆ0n(θ) = QˆSDn (θ).
5.2.4.2 Estimation de la variance
Pour estimer de façon consistante la variance de nhp/2QSDn (θˆ) et nhp/2QSDn (θˆ), nous
considérons
Vˆ SD1n =
2
n(n− 1)hd
∑
i6=j
[
UˆSDi (θˆ)
]2 [
UˆSDj (θˆ)
]2
K2
(
Xi −Xj
h
)
, (5.2.21)
Vˆ MC1n =
2
n(n− 1)hd
∑
i6=j
[
UˆMCi (θˆ)
]2 [
UˆMCj (θˆ)
]2
K2
(
Xi −Xj
h
)
. (5.2.22)
Pour estimer la variance de nhd/2Q0n(θˆ), nous pouvons utiliser un autre estimateur
que (5.2.21) à partir d'un estimateur non paramétrique de σ2SDx . Pour estimer σ2SDx ,
on peut utiliser
σˆ∗ 2x =
∑n
i=1 Yˆ
∗ 2
i L((Xi − x)/bn)∑n
i=1 L((Xi − x)/bn)
−
(∑n
i=1 Yˆ
∗
i L((Xi − x)/bn)∑n
i=1 L((Xi − x)/bn)
)2
, (5.2.23)
x ∈ X , avec L un noyau et bn une fenêtre choisie indépendemment de Hn. Si
sup
x∈X
∣∣σˆ∗ 2x − σ2SDx ∣∣→ 0, (5.2.24)
en probabilité, on peut redéﬁnir
Vˆ 02n =
2
n(n− 1)hd
∑
i6=j
σˆ∗ 2Xi σˆ
∗ 2
XjK
2
(
Xi −Xj
h
)
. (5.2.25)
Dans le Lemme 5.3.9 sont fournies des conditions suﬃsantes assurant la convergence
supx∈X
∣∣σˆ∗ 2x (x)− σˆ2SDx ∣∣→ 0, en probabilité, selon que H0 est vériﬁée ou non. On rap-
pelle que σˆ2SDx est déﬁni de même que σˆ∗ 2x mais en remplaçant les synthetic data estimés
Yˆ ∗i par les véritables synthetic data Y ∗i . Pour obtenir (5.2.24), ce résultat peut être com-
plété par des arguments analogues à ceux développés par Horowitz et Spokoiny (2001)
ou Guerre et Lavergne (2005).
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5.2.4.3 Hypothèses
Aﬁn d'étudier les propriétés asymptotiques de ces deux tests, nous avons besoin d'un
certain nombre d'hypothèses. Ces hypothèses sont essentiellement celles de la section
5.2.3. Nous en rajoutons trois autres.
Hypothèse 5.2.9 (i) F et G sont continues.
(ii)−∞<τF ≤ τG ≤ ∞.
L'Hypothèse 5.2.9 (i) est introduite essentiellement par souci de simpliﬁcation. Nos
résultats s'étendent au cas F et G discontinues, pour peu que P (Y = C) = 0, Hypothèse
1.1.2. Remarquons que l'Hypothèse 1.1.2 est impliquée par l'Hypothèse 5.2.9 (i) et
l'indépendance de Y et C. Nous rappelons que nous nous plaçons dans le cas τF > τG,
aﬁn de pouvoir estimer de façon consistante θ0.
Hypothèse 5.2.10 Le noyau K et la fenêtre h satisfont l'Hypothèse 5.2.4. De plus la
Transformée de Fourier de K˜, notée Kˆ par la suite, est positive et décroissante.
Cette hypothèse est satisfaite, par exemple, pour des densités gaussiennes, Laplace
ou Cauchy. La condition de décroissance de la Transformée de Fourier ne sert qu'à
prouver nos résultats asymptotiques uniformément en h.
Concernant l'intervalle pour h, en observant l'équation (5.3.5) apparaissant dans
nos démonstrations, il est clair que hmin peut être pris d'une vitesse plus lente si les
Hypothèses 5.2.6 (iii) ci-dessus et l'Hypothèse 5.2.11 ci-dessous sont renforcées.
L'hypothèse suivante permet de contrôler les sauts de l'estimateur de Kaplan-Meier,
dans l'esprit du Lemme 2.2.2. Ci-dessous, a ∨ b désigne le maximum entre a et b.
Hypothèse 5.2.11Soit qρ(x) = E
[{|Y |+ 1}CG(Y−)1/2+ρ | X = x] .
On suppose que E[q2ρ(X)] < ∞ pour un certain 0 < ρ < 1/2.
La condition d'intégrabilité ci-dessus est une amélioration par rapport à la condition
(5.2.20) imposée par Bose et Sen (2002) pour les U−statistiques Kaplan-Meier. En
particulier, elle est à relier à la condition additionnelle d'intégrabilité proposée par
Stute (1995) dans son Théorème Central Limite pour l'estimateur de Kaplan-Meier,
voir section 2.2.1. En eﬀet, l'Hypothèse 5.2.11 est impliquée par
sup
x∈X
qρ(x) < ∞,
qui, au ρ près (qui peut être arbitrairement petit), peut être vue comme une version
conditionnelle de l'hypothèse de Stute,∫
yC
1/2
G (y)dF (y) < ∞, (5.2.26)
avec de plus une uniformité en x ∈ X compact. D'après la discussion sur les conditions
d'intégrabilité à la section 2.2.1, ce type d'hypothèse est tout à fait acceptable pour un
grand nombre de situations.
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5.2.4.4 Etude asymptotique de la forme quadratique sous H0 et construc-
tion du test
Le théorème suivant fournit une représentation asymptotique des formes quadra-
tiques QˆSDn et QˆMCn sous H0, ainsi que des estimateurs de la variance.
Théorème 5.2.13 Sous les Hypothèses 5.2.1 à 5.2.4, 5.2.9 et 5.2.11, et sous H0, pour
β = 0 ou 1 et i = 1, 2
sup
h∈Hn
{∣∣∣nhd/2Qˆβn(θˆ)− nhd/2Qβn(θ0)∣∣∣+
∣∣∣∣∣ V˜ βin(θ0)Vˆ βin − 1
∣∣∣∣∣
}
→ 0,
en probabilité.
En déﬁnissant donc les statistiques de test
TˆSDn (θˆ) =
nhd/2QˆSDn (θˆ)
Vˆn
, (5.2.27)
TˆMCn (θˆ) =
nhd/2QˆMCn (θˆ)
Vˆn
, (5.2.28)
le Théorème 5.2.13 invite à déﬁnir la procédure de test suivante.
Procédure de test
Pour β = 0 ou 1,
1. Estimer θ0 par θˆ satisfaisant l'hypothèse 5.2.2.
2. Si Tˆ βn (θˆ) ≥ z1−α où z1−α désigne le quantile d'ordre 1−α d'une N (0, 1), on rejette
H0.
Comme corollaire immédiat du Théorème 5.2.13, on déduit que, pour β = 0, 1,
on a Tˆ βn (θˆ) = T βn (θˆ) + oP (1) uniformément en h ∈ Hn. A partir du Corollaire 5.2.9
correspondant au cas G connue, on déduit le corollaire suivant.
Corollaire 5.2.14 Sous les hypothèses du Théorème 5.2.13 les deux tests déﬁnis par
(5.2.27) et (5.2.28) ont pour niveau asymptotique α.
Preuve: Nous décomposons ici les principales étapes de la démonstration. Les ré-
sultats techniques sont étudiés dans la section suivante. Par la suite, on notera Kh(x) =
K(x/h).
Etape 1 : se ramener au point θ0. Par le Lemme 5.3.4,
sup
h∈Hn
hd/2
∣∣∣Qˆβn(θˆ)− Qˆβn(θ0)∣∣∣ = oP (n−1).
Ainsi, asymptotiquement, la diﬀérence entre Qˆβn(θˆ) et Qˆβn(θ0) apparaît négligeable. Nous
avons donc ramené le problème à l'étude du comportement asymptotique de Qˆβn(θ0).
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Etape 2 : introduction d'une borne τ de troncation. Introduisons les notations simpli-
ﬁées suivantes : pour β = 0 ou 1 et i = 1, ..., n, désignons par Uβi (resp. Uˆ
β
i ) la quantité
Uβi (θ0) (resp. Uˆ
β
i (θ0)). A présent, décomposons
Qˆβn (θ0) =
1
n(n− 1)hd
∑
i6=j
Uβi U
β
j Kh (Xi −Xj)
+
2
n(n− 1)hd
∑
i6=j
[
Uˆβi − Uβi
]
Uβj Kh (Xi −Xj)
+
1
n(n− 1)hd
∑
i6=j
[
Uˆβi − Uβi
] [
Uˆβj − Uβj
]
Kh (Xi −Xj)
= Qβn (θ0) + 2Q
β
n1 + Q
β
n2. (5.2.29)
Par la suite, nous allons montrer que les termes Qβn1 et Q
β
n2 sont négligeables. Cependant,
pour les mêmes raisons que celles invoquées dans l'étude asymptotique des intégrales
Kaplan-Meier au Chapitre 2 (voir la preuve des Théorèmes 2.2.7 et 2.2.10), il est préfé-
rable de raisonner tout d'abord sur des quantités tronquées, puis d'utiliser un argument
de tension. On introduit une borne de troncation ﬁxe τ < τH = inf{t : H(t) = 1}
arbitraire.
Etape 2.1 : Troncation de Qβn1. Intéressons-nous à une version tronquée de Q
β
n1, soit
Qβn1(τ) =
1
n(n− 1)hd
∑
i6=j
[
Uˆβi − Uβi
]
1{Ti≤τ}U
β
j Kh (Xi −Xj) . (5.2.30)
Puisque Uˆβi − Uβi peut être décomposé en deux parties
Uˆβi − Uβi =
Gˆ (Ti−)−G (Ti)
[1−G (Ti)]2
δi [Ti − βf(θ0, Xi)]
+
[
Gˆ (Ti−)−G (Ti)
]2
[1−G (Ti)]2 [1− Gˆ (Ti−)]
δi [Ti − βf(θ0, Xi)] ,
nous pouvons séparer Qβn1(τ) en deux sommes
Qβn11(τ) =
1
n(n− 1)hd
∑
i6=j
Gˆ (Ti−)−G (Ti)
[1−G (Ti)] U
β
i 1{Ti≤τ}U
β
j Kh (Xi −Xj) ,
Qβn12(τ) =
1
n(n− 1)hd
∑
i6=j
[
Gˆ (Ti−)−G (Ti)
]2
[1−G (Ti)] [1− Gˆ (Ti−)]
Uβi 1{Ti≤τ}U
β
j Kh (Xi −Xj) .
Etape 2.1.1 : Etude de Qβn11(τ). Pour Q
β
n11(τ), on utilise le Lemme 5.3.5 qui se base
sur la représentation i.i.d. de Gˆ obtenue au Lemme 2.2.8, et on obtient
sup
h∈Hn
Qβn11(τ) = OP (n
−1).
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Etape 2.1.2 : Etude de Qβn12(τ). Pour Q
β
n12(τ), rappelons que, comme corollaire du
Théorème 2.1.5, supt≤τ
∣∣∣Gˆ (t)−G (t)∣∣∣ [1 − Gˆ(t)]−1[1 − G(t)]−2 = OP (n−1/2), puisque
G (τ) < 1. Ceci nous permet d'obtenir
|Qβn12(τ)| ≤ sup
t≤τ
∣∣∣∣∣ Gˆ (t)−G (t)[1− Gˆ(t)][1−G(t)]
∣∣∣∣∣× 1n(n− 1)hd ∑
i6=j
Uβi 1{Ti≤τ}U
β
j Kh (Xi −Xj)
≤ OP (n−1)× Sτn(h).
Pour justiﬁer que suph∈Hn |Sτn(h)| = OP (1), on applique le Lemme 5.3.1, en rappelant
que Uβi possède un moment d'ordre 2. On en déduit que suph∈Hn |Qβn12(τ)| = OP (n−1).
Etape 2.2 : Etude de Qβn2. Pour obtenir l'ordre de Q
β
n2, on applique le Lemme 2.2.3
avec α = 1 et ε = ρ, et on obtient
|Qβn2| ≤ sup
t<T(n)
∣∣∣ZG(t)C−1/2−ρG (t)∣∣∣2
×
∑
i6=j
C
1/2+ρ
G (Ti−)|Ui|
Kh(Xi −Xj)
n(n− 1)hd C
1/2+ρ
G (Tj−)|Uj |. (5.2.31)
Le terme de droite est OP (1) (voir le Lemme 5.3.7 pour plus de détails). Par ailleurs,
par le Théorème 2.1.5, le supremum est OP (n−1). On obtient ﬁnalement
sup
h∈Hn
∣∣∣Qβn2∣∣∣ = OP (n−1). (5.2.32)
Etape 3 : L'argument de tension. Puisque, par déﬁnition Qβn1(τH) = Q
β
n1, il reste à
faire tendre τ vers τH . On va utiliser l'argument de la Proposition 2.2.12. Par le Lemme
5.3.6,
sup
h∈Hn
hd/2
∣∣∣Qβn1 (τ)−Qβn1∣∣∣ = Cτ ×OP (n−1),
où le facteur OP (n−1) est indépendant de τ , et Cτ tend vers 0 quand τ ↑ τH . En
appliquant la Proposition 2.2.12,
sup
h∈Hn
∣∣∣nhd/2Qβn1∣∣∣ = oP (1).
On déduit de (5.2.32), de (5.2.29) et du Théorème 5.2.7 que
sup
h∈Hn
∣∣∣nhd/2Qˆβn(θ0)− nhd/2Qβn(θ0)∣∣∣ = oP (1).
Etape 4 : Estimation de la variance. Le résultat pour la convergence de Vˆ βn est
fourni par le Lemme 5.3.8. La seconde partie du théorème en découle. En eﬀet, V˜ βn (θ0)
converge en probabilité vers une limite strictement positive, et nhd/2Q˜βn(θ0) est borné
en probabilité.
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5.2.4.5 Comportement sous des alternatives
Dans toute cette section, on se placera sous l' Hypothèse 5.2.7. On va de plus ren-
forcer l'Hypothèse 5.2.8 en ajoutant une condition sur les queues de distribution. Cette
condition permet d'adapter l'Hypothèse 5.2.11 qui nous permet de contrôler les sauts
de l'estimateur de Kaplan-Meier (qui à présent est calculé à partir de variables T et δ
dont la loi dépend de n).
Hypothèse 5.2.12 On suppose vériﬁées les conditions (i) et (ii) de l'Hypothèse 5.2.8.
On suppose de plus
(iii) Soit F (n)Y |X=x(y) = P (Y1n ≤ y | X1 = x) et
q(n)ρ (x) =
∫
{|y|+ 1}C(n)G (y)1/2+ρdF (n)Y |X=x(y).
Il existe 0 < ρ < 1/2 et une fonction qρ(x) avec E[q2ρ(X)] < ∞ telle que pour tout n,
0 ≤ q(n)ρ ≤ qρ.
A nouveau, notre intention est de transférer le problème de consistance envers les
alternatives H1n vers le cadre i.i.d. classique (qui correspond à la statistique de test
déﬁnie dans le cas G connu). Le résultat essentiel qui permet ce transfert dans un cadre
général est contenu dans le Lemme suivant.
Lemme 5.2.15 Sous les Hypothèses 5.2.3, 5.2.4, 5.2.6-(i) et (ii), 5.2.7, et 5.2.12-(ii)
et (iii), alors sous les alternatives H1n, pour β = 0 or 1∣∣∣Qˆβn(θ)−Qβn(θ)∣∣∣ ≤ [Qβn(θ) + Rn1]1/2 R1/2n2 −Rn3 + Rn2 −Rn4
avec supθ∈Θ, h∈Hn
{
hd |Rn1|+ |Rn2|+ hd/2 |Rn3|+ |Rn4|
}
= OP (n
−1).
Ce Lemme, en permettant de se ramener asymptotiquement au cas G connu, les
résultats de consistance de nos procédures de test découlent de ce Lemme et des Théo-
rèmes 5.2.10, 5.2.11 et 5.2.12.
Consistance envers une alternative ﬁxe
Théorème 5.2.16 On note γi = δi[1 − G(Ti−)]−1. Sous les Hypothèses du Théorème
5.2.13 et les Hypothèses 5.2.7 et 5.2.12, on a, sous H1 déﬁnie par (5.2.11) et sous
l'Hypothèse 5.2.5,
sup
h∈Hn
∣∣∣∣∣∣Qˆβn(θˆ)− 1n(n− 1)hd
∑
i6=j
γβi λ(Xi)K
(
Xi −Xj
h
)
λ(Xj)γ
β
j
∣∣∣∣∣∣ = oP (1).
Par suite,
sup
h∈Hn
∣∣∣Qˆβn(θˆ)−E [{m(X)−f (θ¯, X)}2fX(X)]∣∣∣=oP (1)
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De plus,
sup
h∈Hn
|Vˆ βn − c|=oP (1)
pour une constante c > 0. D'où on déduit
P
(
Tˆ βn (θˆ) > z1−α
)
→ 1.
Il faut remarquer que la limite de Qˆβn(θˆ) sous l'alternative H1 ne dépend pas de
la censure, et est la même pour β = 0 ou β = 1 (ce qui était déjà le cas pour le
Théorème 5.2.10). Cependant, les limites des estimateurs de l'écart-type Vˆ βn dépendent
de β et de la proportion de données censurées (voir Lemme 5.3.9). En général, nos tests
perdent de la puissance lorsque la proportion de données censurées augmente. De plus,
en considérant les limites de Vˆ βn pour β = 0 et β = 1, on remarque qu'aucun de nos
deux tests n'est systématiquement plus puissant que l'autre, c'est-à-dire que suivant la
loi de (Y,C), soit le test SD soit le test MC se comportera mieux.
Preuve: On applique le Lemme 5.2.15 et on déduit que
Qˆβn(θ) = Q
β
n(θ) + R(θ, h),
avec suph∈Hn |R(θ, h)| = oP (1). On applique le résultat du Théorème 5.2.10 pour
conclure. Pour l'estimateur de la variance, on applique le Lemme 5.3.8.
Consistance envers des alternatives locales de type Pitman.
Le résultat du Théorème 5.2.11 s'étend au cas G inconnue.
Théorème 5.2.17 On note γi = δi[1−G(Ti−)]−1. On suppose que
rn = n
−1/2h−d/4.
Sous les hypothèses du Théorème 5.2.13 et les Hypothèses 5.2.7 et 5.2.12, sous l'Hypo-
thèse H1n déﬁnie par (5.2.12), on a
sup
h∈Hn
∣∣∣∣∣∣Qˆβn(θˆ)− r
2
n
n(n− 1)hd
∑
i6=j
γβi λ(Xi)K
(
Xi −Xj
h
)
λ(Xj)γ
β
j
∣∣∣∣∣∣ = oP (r2n),
et
Tˆ βn (θˆ) =⇒ N (µ, 1),
avec µ > 0.
Preuve: On applique le Lemme 5.2.15 pour obtenir que
Qˆβn(θˆ) = Q
β
n(θˆ) + oP (Q
β
n(θˆ)).
On applique le Théorème 5.2.11 et la première partie du résultat suit. Pour l'estimateur
de la variance, on applique le Lemme 5.3.8, et on conclut à la consistance du test déﬁni
par la statistique Tˆ βn .
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Consistance envers des alternatives régulières
Rappelons que nous devons imposer que la régularité de la classe de Hölder est
s > 5d/4 (ce qui est plus restrictif que la condition usuelle s ≥ d/4), du fait de nos
conditions sur la borne gauche de l'intervalle Hn. Cette condition pourrait être évitée
en renforçant l'Hypothèse 5.2.12.
Théorème 5.2.18 On note γi = δi[1−G(Ti−)]−1. On se place sous les conditions du
Théorème 5.2.13 et les Hypothèses 5.2.7 et 5.2.12, et on suppose que infx∈X fX(x) > 0.
On suppose de plus que
Πn = E[λn(X)
2]1/2 ≥ κnn−2s/(4s+d).
Si on a
h = O(n−2s/(4s+d)) et s > 5d/4,
on a alors
P(Tˆ βn (θˆ) > z1−α) → 1
sous les alternatives déﬁnies par (5.2.13) dès que κn diverge.
Preuve: On applique le Lemme 5.2.15 pour obtenir que
Qˆβn(θˆ) = Q
β
n(θˆ) + oP (Q
β
n(θˆ)).
On applique le Théorème 5.2.12 et la première partie du résultat suit. Pour l'estimateur
de la variance, on applique le Lemme 5.3.8, et on conclut à la consistance du test déﬁni
par la statistique Tˆ βn .
5.2.4.6 Modiﬁcations de notre approche
Procédure "maximum test".
Les tests proposés dépendent du choix d'un paramètre h ∈ Hn. De plus dans l'ap-
proche SD, nous nous sommes ramenés asymptotiquement à la même statistique de test
que Zheng (1996) mais où Y est remplacé par une variable Y ∗. Du fait de l'uniformité
en h ∈ Hn de nos représentations asymptotiques, nous pouvons modiﬁer l'approche de
Zheng (1996) pour étendre la procédure adaptative de Horowitz et Spokoiny (2001). En
suivant la procédure évoquée dans la section 5.2.2.3, déﬁnissons
Tˆ optn = max
h∈H1n
Tˆ 0n(θˆ)
où le maximum est pris sur un ensemble ﬁni H1n ⊂ Hn. Typiquement, H1n est une grille
géométrique contenue dans Hn et où le nombre d'éléments de H1n augmente lorsque
n →∞, voir Horowitz and Spokoiny (2001). Le test qui en découle est alors
Rejet de H0 lorsque Tˆ optn ≥ toptα , (5.2.33)
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où toptα est une valeur critique qui assure que la procédure est asymptotiquement de
niveau α. T optn . Comme en l'absence de censure, cette valeur critique ne peut être évaluée
dans les applications, puisque θ0 et la loi des erreurs εi sont inconnus. Horowitz and
Spokoiny (2001) proposent une procédure de simulation pour évaluer la valeur critique
toptα . Leur procédure peut être adaptée à notre procédure SD lorsque la statistique de
test Tˆ 0n(θˆ) est déﬁnie en utilisant l'estimateur Vˆ 02n introduit par l'équation (5.2.25).
Pour ce faire, remarquons tout d'abord que V ar(Y | X) = E(TY ∗ | X)−E2(Y ∗ | X).
Ainsi, la variance conditionnelle de Y sachant X peut être estimée par
τˆ2n(x) =
∑n
i=1 TiYˆ
∗
i L((Xi − x)/bn)∑n
i=1 L((Xi − x)/bn)
−
(∑n
i=1 Yˆ
∗
i L((Xi − x)/bn)∑n
i=1 L((Xi − x)/bn)
)2
,
où L et bn sont tels qu'à l'équation (5.2.23). Les étapes sont alors les suivantes.
1. (Création des synthetic data) Pour tout i = 1, ..., n, on génère Cbi à partir de la
distribution Gˆ et Y bi = f(θˆ, Xi) + ωbi , où ωbi est généré aléatoirement à partir d'une
distribution N
[
0, τˆ2n(Xi)
]
. On construit T bi = Y bi ∧ Cbi et δbi = 1{Y bi ≤Cbi } et on calcule
l'estimateur de Kaplan-Meier Gˆb obtenu à partir de ces observations. Finalement, on
calcule les transformations synthetic data Yˆ ∗ bi , i = 1, ..., n.
2. (Construction de la statistique de test avec synthetic data) On utilise {Yˆ ∗,bi , Xi :
i = 1, ..., n} pour calculer θˆb, l'estimateur obtenu en minimisant∑i[Yˆ ∗,bi −f(θ, Xi)]2 par
rapport à θ. On calcule l'estimateur de la variance [Vˆ 0, bn ]2 en utilisant la même formule
qui a servi à calculer T 0n(θˆ) (c'est à dire soit (5.2.21) ou (5.2.25)) et les données Yˆ ∗,bi , Xi,
i = 1, ..., n. Finalement, pour tout h ∈ H1n, on calcule la statistique T 0, bn (θˆb) qui est
obtenue de même que T 0n(θˆ) en remplaçant Yˆ ∗i et θˆ par Yˆ
∗,b
i et θˆb dans la déﬁnition
de Q0n(θˆ). On prend le maximum de T 0, bn (θˆb) sur h ∈ H1n pour calculer une valeur de
T opt, bn .
3. On estime toptα par tbα le quantile d'ordre (1− α) de la distribution empirique de
T opt, bn qui est obtenue en répétant les étapes 1 et 2 un grand nombre de fois.
A la lumière de notre Théorème 5.2.13, on peut s'attendre à obtenir la validité
asymptotique de cette procédure de simulation pour approcher toptα dès lors que cette
procédure est légitime pour les transformations synthetic data exactes (G connu). Cette
conjecture, pour être validée, mériterait une investigation plus poussée qui sera consi-
dérée dans un travail ultérieur.
Consistance envers des alternatives régulières de régularité s inconnue.
Dans le Théorème 5.2.18 on suppose que la régularité s est connue et que la vitesse de
décroissance de h est connue, et donc la vitesse de décroissance de la fenêtre qui permet
de détecter des écarts à l'hypothèse satisfaisant les hypothèses sur λn du Théorème
5.2.18. Plus généralement, il serait utile d'utiliser une procédure de sélection adaptative
pour h, procédure qui s'adapterait à la régularité inconnue des fonctions λn(·), et qui
permettrait à ces fonctions de converger vers 0 à une vitesse arbitrairement proche de
l'optimum. En l'absence de censure, si s est inconnue mais si s ≥ d/4, la vitesse optimale
de test est (n−1
√
log log n)2s/(4s+d) (voir Horowitz et Spokoiny, 2001). La procédure de
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test dite "maximum test procedure" (5.2.33) représente une solution potentielle dans
l'approche synthetic data. Si l'on considère la statistique de test construite à partir
des "vraies" synthetic data, et l'estimateur du paramètre θ0, T 0n(θˆ) = nhd/2Q0n(θˆ)/V˜ 02n.
Supposons que sous les alternatives H1n deﬁnies par les fonctions λn(·) comme dans le
Théorème 5.2.18 avec une certaine suite κn ↑ ∞, on ait
lim
n→∞
P
(
max
h∈H1n
T˜ 0n(θˆ) ≥ tbα
)
= 1, (5.2.34)
où tbα est une certaine valeur critique. Par le Lemme 5.2.15, on a P(maxh∈H1n T 0n(θˆ) ≥
tbα) → 1. Dans l'esprit de la preuve du Théorème 5.2.18, toute suite κn qui satisfait la
condition κn[log log n]−s/(4s+d) → ∞ assure la condition (5.2.34) lorsque H1n est une
grille géométrique, à l'instar de celle utilisée par Horowitz et Spokoiny (2001).
5.2.5 Etude par simulations
Le but de cette étude par simulation est de comparer, à distance ﬁnie, les procédures
de tests proposées en (5.2.27) et (5.2.28), et de les comparer avec les tests de Stute,
González-Manteiga, et Sánchez-Sellero (2000), basés sur leurs statistiques Dn et W 2n
(voir section 5.2.1).
Le modèle de régression considéré est
Y = θ01 + θ02X + ε,
avec
X ∼ U [−
√
3,
√
3],
ε ∼ N (0, 1),
C ∼ E(µ).
Les vrais paramètres sont (θ01, θ02) = (1, 3). µ sert à contrôler la proportion d'observa-
tions censurées. Nous considérons les cas où cette proportion est 30%, 40%, 50%.
On teste le modèle de régression linéaire contre des alternatives de la forme
H1 : Yi = θ01 + θ02Xi + d cos(2pi(Xi/
√
3)) + εi, 1 ≤ i ≤ n,
avec d ∈ {0.5, 1, ..., 2.5, 3}. La façon dont ont été déﬁnies les alternatives rend le taux
de censure pratiquement stable en pratique, que ce soit sous l'hypothèse nulle ou sous
les alternatives. Les niveaux de test considérés sont α = 0.05 and α = 0.10. Nous
prenons n = 100 et n = 200 et pour chaque taille d'échantillon, nous générons 5000
échantillons. Nous utilisons la fenêtre h = 0.1 pour les tests basés sur le noyau. La
statistique de test TˆSDn (resp. TˆMCn ) est calculée en utilisant l'estimateur θˆSD (resp.
θˆMC). Les valeurs critiques de nos tests sont celles données par la loi normale centrée
réduite, contrairement au test proposé par Stute, González-Manteiga, et Sánchez-Sellero
(2000), pour lequel nous avons suivi leur procédure bootstrap (avec 5000 échantillons
bootstrap). La distribution asymptotique des statistiques de test Dn et W 2n utilisées
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par Stute, González-Manteiga, et Sánchez-Sellero (2000) dépendent de la distribution
asymptotique de l'estimateur de θ0. Pour attirer l'attention sur les performances des dif-
férentes approches de test, nous calculons les valeurs de Dn et W 2n en utilisant les vraies
valeurs des paramètres θ01, θ02. Ce qui a pour conséquence d'améliorer les probabilités
de rejet sous l'hypothèse nulle et sous les alternatives, pour chacune des procédures. Les
résultats des simulations sont présentés dans la Figure 1.
Cette brève étude empirique montre que, dans le cas considéré, le test basé sur TˆMCn
est meilleur que celui obtenu à partir de TˆSDn et que ceux obtenus avec l'approche pro-
cessus empirique marqué de Stute, González-Manteiga, et Sánchez-Sellero (2000). Le
niveau du test MC est proche du niveau désiré α. En revanche, la diﬀérence entre le
niveau eﬀectif du test SD et α s'accroît nettement quand la proportion d'observations
censurées augmente. A quelques exceptions près, les probabilités de rejet sous les alter-
natives sont plus grandes voire beaucoup plus grandes pour les tests que nous proposons
que pour les tests basés sur l'approche processus empirique marqué.
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Fig. 5.1  Probabilités de rejet pour les statistiques de test Tˆ SDn , Tˆ WLSn , Dn (Stute 1) et W 2n (Stute
2), niveau=0.05
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Fig. 5.2  Probabilités de rejet pour les statistiques de test Tˆ SDn , Tˆ WLSn , Dn (Stute 1) et W 2n (Stute
2), niveau=0.10
5.3 Lemmes techniques
5.3.1 Résultats généraux
Lemme 5.3.1 Soit v1, ..., vn et w1, ..., wn des suites de réels. On suppose que les hypo-
thèses 5.2.6 (i)-(ii) et 5.2.4 (ii) sont vériﬁées. Si
U(h) =
1
n2hd
∑
1≤i6=j≤n
viwjKh(Xi −Xj),
alors
sup
h∈Hn
|U(h)| ≤ OP (1)
[
1
n
n∑
i=1
v2i
]1/2 [
1
n
n∑
i=1
w2i
]1/2
Preuve: Puisque, pour tout z1, z2 ∈ Rn, |z′1Ahz2| ≤ ‖Ah‖2‖z1‖‖z2‖, il suﬃt de
borner convenablement ‖Ah‖2 uniformément en h. Par un calcul élémentaire, on a
pour tout z ∈ Rn, ‖Ahz‖2 ≤
max
1≤i≤n
 n∑
j=1,j 6=i
aij(h)
2 ‖z‖2 .
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Par conséquent,
‖Ah‖2 ≤ ∆nh
−d
n− 1 +
1
(n− 1) suph>0, x∈Rp
E
[
h−dKh (x−X)
]
+
K(0)h−p
n (n− 1)
où
∆n = sup
h>0, x∈Rp
∣∣∣∣∣∣ 1n
n∑
j=1
{Kh (x−Xj)− E [Kh(x−Xj)]}
∣∣∣∣∣∣ .
Par un changement de variable et le fait que la densité g est bornée,
E
[
h−dKh (x−X)
]
=
∫
Rd
K
(
x′
)
g
(
x− hx′) dx′ ≤ c (5.3.1)
pour une constante c > 0. Ainsi, pour tout h ∈ Hn
‖Ah‖2 ≤ c
n
{
1 +
∆n
hd
}
≤ c
n
{
1 +
∆n
hdm
}
pour tout c > 0 indépendant de h. Par le Lemme 22(ii) de Nolan and Pollard (1987) et
la vitesse de convergence du processus empirique sur une classe euclidienne d'enveloppe
constante (voir par exemple, van der Vaart and Wellner 1996), ∆n = OP (n−1/2). Le
résultat en découle, puisque nh2dm →∞.
Lemme 5.3.2 Soit v1, ..., vn une suite de réels, et 0 < hm ≤ hM < ∞. On suppose que
l'Hypothèse 5.2.4-(i) est vériﬁée. Si
U(h) =
1
n2hd
∑
1≤i6=j≤n
vivjKh(Xi −Xj) et D(h) = K(0)
n2hd
n∑
i=1
v2i ,
alors pour tout h ∈ [hm, hM ]
U(hM ) + D(hM )−D(hm) ≤ U(h) ≤ U(hm) + D(hm)−D(hM ).
Preuve: Considérons tout d'abord le cas p = 1. En appliquant la transformée de
Fourier inverse,
U(h) =
∫
Kˆ(hu)
∣∣∣∣∣ 1n
n∑
i=1
vi exp (2ipiu
′Xi)
∣∣∣∣∣
2
du−D(h) = U˜(h)−D(h).
Par la propriété de monotonie de Kˆ, on déduit que
U(h) = U˜(h)−D(h) ≤ U˜(hm)−D(hM ) = U(hm) + D(hm)−D(hM ).
L'autre partie de l'inégalité se démontre de manière analogue.
Pour p ≥ 1, K˜ est un produit de noyaux univariés, et l'argument pour p = 1
s'applique composante par composante.
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Lemme 5.3.3 Sous les Hypothèses 5.2.6-(ii), 5.2.4 et 5.2.11, on a
sup
h∈Hn
E
[
qρ(X1)qρ(X2)h
−dKh (X1 −X2)
]
≤ M (5.3.2)
où M est une constante et
sup
h∈Hn
E
[
qρ,τ (X1)qρ,τ (X2)h
−pKh (X1 −X2)
]→ 0 quand τ ↑ τH , (5.3.3)
où qρ,τ (x) = E
[{|Y |+ 1}1{Y >τ}CG(Y )1/2+ρ | X = x] , x ∈ X .
Preuve: Puisque Kˆ est positif et borné,∣∣∣E [qρ,τ (X1)qρ,τ (X2)h−dKh (X1 −X2)]∣∣∣ = ∫ ∣∣q̂ρ,τg(u)∣∣2 Kˆ(hu)du
≤
∫ ∣∣q̂ρ,τg(u)∣∣2 du = E[q2ρ,τ (X)g(X)].
Pour obtenir la dernière égalité, on a utilisé l'identité de Parseval avec qρ,τ (·)g(·) ∈
L1(Rp) ∩ L2(Rp) (voir Rudin, 1987). De plus, l'Hypothèse 5.2.11 implique que, pour
presque tout x ∈ X , qρ,τ (x) ↓ 0 lorsque τ ↑ τH . L'Hypothèse 5.2.11 et le théorème de
convergence dominée de Lebesgue fournissent (5.3.3). Pour (5.3.2), on peut écrire∣∣∣E[qρ(X1)qρ(X2)h−dKh(X1−X2)]∣∣∣=∫ |q̂ρg(u)|2du+∫ |q̂ρg(u)|2[1−Kˆ(hu)]du.
Puisque 0 ≤ 1 − Kˆ(hu) ≤ 1 − Kˆ(hminu) ↓ 0, par l'identité de Parseval et le théorème
de convergence dominée, on déduit que l'espérance dans la dernière expression converge
vers E[q2ρ(X)g(X)] < ∞ uniformément en h ∈ Hn. Ce qui implique (5.3.2).
5.3.2 Lemmes techniques pour le comportement sous H0
Lemme 5.3.4 Fixons ζ ∈ (0, 1/2) arbitraire. Sous les hypothèses du Théorème 5.2.13
et sous H0, pour β = 0 ou 1,
sup
h∈Hn
hζ
∣∣∣Qˆβn(θˆ)−Qˆβn (θ0)∣∣∣ = OP (n−1).
Preuve: Par déﬁnition,
Uˆβi (θˆ)− Uˆβi (θ0) = (nWin)β [f(θˆ, Xi)− f(θ0, Xi)],
où, par convention, (nWin)β = 1 pour β = 0 et (nWin)β = nWin pour β = 1. On
applique une convention similaire pour γβ (Ti) . Notons
aij(h) =
K
(
Xi−Xj
h
)
n(n− 1)hd .
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Ecrivons
Qˆβn(θˆ) = Qˆ
β
n (θ0) + 2
∑
i6=j
Uˆβi (θ0) (nWjn)
β [f(θˆ, Xj)− f(θ0, Xj)]aij(h)
+
∑
i6=j
(
n2WinWjn
)β
[f(θˆ, Xi)− f(θ0, Xi)][f(θˆ, Xj)− f(θ0, Xj)]aij(h)
= Qˆβn (θ0) + 2Q
β
n1(θˆ, θ0) + Q
β
n2(θˆ, θ0).
Première partie : Etude de Qβn2.
Par l'Hypothèse 5.2.3, il existe une constante c indépendante de h telle que∣∣∣Qβn2(θˆ, θ0)∣∣∣ ≤ c‖θˆ − θ0‖2 ×∑
i 6=j
(nWin)
β (nWjn)
β aij(h).
En utilisant le Théorème 2.1.6, on obtient∣∣∣Qβn2(θˆ, θ0)∣∣∣ ≤ OP (1) ‖θˆ − θ0‖2∑
i 6=j
γβ (Ti) γ
β (Tj) aij(h).
Puisque E
[
γ2 (T )
]
< ∞ (par l'Hypothèse 5.2.6-(iii)) et que θˆ − θ0 = OP (n−1/2), le
Lemme 5.3.1 implique
sup
h∈Hn
∣∣∣Qβn2 (θˆ, θ0)∣∣∣ = OP (n−1) .
Deuxième partie : Décomposition de Qβn1.
Pour étudier Qβn1, décomposons
Qβn1(θˆ, θ0) = Q˜
β
n1(θˆ, θ0)
+
∑
i6=j
[Uˆβi (θ0)− Uβi (θ0)]γβ (Tj) [f(θˆ, Xj)− f(θ0, Xj)]aij(h)
+
∑
i6=j
Uβi (θ0)
[
(nWjn)
β−γβ (Tj)
]
[f(θˆ, Xj)−f(θ0, Xj)]aij(h)
+
∑
i6=j
[Uˆβi (θ0)−Uβi (θ0)]
[
(nWjn)
β−γβ (Tj)
]
[f(θˆ, Xj)−f(θ0, Xj)]aij(h)
= Q˜βn1(θˆ, θ0) + Q˜
β
n11 + Q˜
β
n12 + Q˜
β
n13,
où l'on déﬁnit
Q˜βn1(θˆ, θ0) =
∑
i6=j
Uβi (θ0)γ
β (Tj) [f(θˆ, Xj)− f(θ0, Xj)]aij(h).
Troisième partie : Etude de Q˜βn1.
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Par un développement de Taylor, l'Hypothèse 5.2.3-(i), le Lemme 5.3.1 et le fait que
E[Uβi (θ0)
2+ γβ(T )2]<∞, on déduit
Q˜βn1
(
θˆ, θ0
)
=
(θˆ − θ0)′
n(n− 1)hd
∑
i6=j
{
Uβi (θ0)γ
β (Tj)
×∇θf(θ0, Xj)Kh(Xi −Xj)}+ ‖θˆ − θ0‖2OP (1)
= h−d(θˆ − θ0)′S˜βn1(h) + ‖θˆ − θ0‖2OP (1),
avec le facteur OP (1) ne dépendant pas de h.
Le U−processus S˜βn1(h) est d'espérance nulle. On considère sa décomposition de
Hoeﬀding, de sorte qu'il s'écrit
S˜βn1(h) =
1
nhd
n∑
i=1
Uβi E
[
γβj Kh(Xi −Xj)∇θf(θ0, Xj)|Xi
]
+
1
n(n− 1)hd
∑
i6=jj
Uβi
{
γβj Kh(Xi −Xj)∇θf(θ0, Xj)
−E
[
γβj Kh(Xi −Xj)∇θf(θ0, Xj)|Xi
]}
= S˜βn11(h) + S˜
β
n12(h).
Le processus S˜βn12(h) est un U−processus d'ordre 2 indexé par une famille eucli-
dienne, d'enveloppe de carré intégrable (propriété assurée par le fait que le noyau K˜
est de variation bornée, voir Lemme 22-(ii) de Nolan et Pollard, 1987, et le Lemme 5
de Sherman, 1994a). Par le Corollaire 4 de Sherman (1994a), la vitesse de convergence
uniforme de S˜βn12(h) est OP (n−1). On en déduit que suph∈Hn h−p|S˜βn12(h)| = OP (n−1/2).
Par ailleurs, h−dS˜βn11(h) s'écrit n−1
∑n
i=1 U
β
i (θ0)φi avec
φi = E[γ
β (Tj)∇θf(θ0, Xj)h−dKh(Xi −Xj) | Xi].
Par ailleurs, par changement de variable,
h−dE
[
γβj Kh(Xi −Xj)∇θf(θ0, Xj)|Xi
]
=
∫
∇θf(θ0, Xi + hx)K(x)fX(Xi + hx)dx.
On en déduit que |φi| ≤ M , pour une certaine constante M . Déﬁnissons une grille de
tailles de fenêtre hL ≤ hm ≤ hL−1 < ... < h1 < h0 = hM avec hl = hl−1hcM , 1 ≤ l ≤ L,
et c > 0 qui sera choisi plus bas. Par déﬁnition, Hn ⊂
⋃L
l=1 Hl, avec Hl = [hl, hl−1].
Fixons α ∈ (0, 1) arbitraire tel que 1− ζ/d < α. Pour chaque l = 1, ..., L, par déﬁnition
140 Chapitre 5
de Hl et d'après le "Main Corollary" de Sherman (1994a),
E
[
sup
h∈Hl
|n1/2hζ−dS˜βn12(h)|
]
≤ hζ−dl E
[
sup
h∈Hl
|n1/2S˜βn12(h)|
]
≤ Λ1hζ−dl
[
E sup
h∈Hl
{h2d 1
2n
2n∑
i=1
Uβi (θ0)
2φ2i }α
]1/2
≤ Λ2hζ−(1−α)dl
(
hl−1
hl
)αd [ 1
2n
2n∑
i=1
Uβi (θ0)
2
]α/2
= halmax OP (1),
où Λ1, Λ2 sont des constantes qui dépendent de α et de τ (et de d) mais pas de n, ni de
l, ni de al = 1+{l [ζ − (1− α) d]− dα} c. On obtient une classe euclidienne d'enveloppe
intégrable (comme requis dans le "Main Corollary" de Sherman) du fait que le noyau
K˜ est de variation bornée, voir Lemme 22-(ii) de Nolan et Pollard (1987) et le Lemme
5 de Sherman (1994a). Prenons c tel que 1 + (ζ − p) c > 0. On en déduit que
E
[
sup
h∈Hn
|n1/2hζ−dS˜βn12(h)|
]
→ 0.
En appliquant l'inégalité de Chebyshev, on obtient l'ordre de hζ−dS˜βn12(h) uniformément
en h ∈ Hn. Puisque, par ailleurs, ‖θˆ − θ0‖h−dmin = oP (1), on en déduit
sup
h∈Hn
hζ
∣∣∣Q˜βn1 (θˆ, θ0)∣∣∣ = OP (n−1).
Quatrième partie : Suite de l'étude de Qβn1.
Pour montrer que les termes Q˜βn11 à Q˜
β
n13 sont négligeables, nous ne pouvons plus
utiliser l'argument du Lemme 5.3.1 puisque les variables aléatoires que nous devons
considérer ne sont plus de carré intégrable. Plus précisément, par déﬁnition,
Uˆβi (θ0)− Uβi (θ0) = [nWin − γ (Ti)] [Ti − βf(θ0, Xi)]
le problème provenant de la majoration de |nWin − γ (Ti)| proposée au Lemme 2.2.3,
majoration qui fait appel à CG(Ti)α+η (with η > 0), une quantité qui ne peut être de
carré intégrable si l'on prend α = 1/2.
Pour montrer que les termes Q˜βn11 à Q˜
β
n13 sont négligeables, appliquons le Lemme
2.2.3 avec α = 1 et ε = ρ, où ρ provient de l'Hypothèse 5.2.11. Par un développement
de Taylor, on borne |f(θˆ, Xj)− f(θ0, Xj)| par M‖θˆ − θ0‖, pour une certaine constante
M. Par conséquent, Q˜βn11 à Q˜
β
n13 sont bornés par
OP (n
−1)×
∑
i 6=j
γ (Ti) |Ti − βf (θ0, Xi)|
[CG (Ti)]
−(1/2+ρ)
γβ (Tj) aij(h) = OP (n
−1)×Bn1,
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OP (n
−1)×
∑
i6=j
γ (Ti)
[CG (Ti)]
−(1/2+ρ)
γβ (Tj) aij(h) = OP (n
−1)×Bn2,
et
OP (n
−1)×
∑
i6=j
γ(Ti)aij(h)
[CG(Ti)]−(1/2+ρ)
(
Gˆ (Tj−)−G (Tj)
1−G (Tj) γ (Tj)
)β
= OP (n
−1)×Bn3,
respectivement. Pour borner uniformément Bn1, on utilise le fait que la fonction de
régression est bornée, ce qui conduit à
0 ≤ Bn1 ≤ Ch−d {∆1n + ∆2n}
n∑
i=1
[CG(Ti)]
1/2+ργ (Ti) {|Ti|+ 1}
où C est une constante, et
∆1n = sup
h∈Hn, x
∣∣∣∣∣∣ 1n
n∑
j=1
{
Kh (x−X) γβ (T )− E
[
Kh (x−X) γβ (T )
]}∣∣∣∣∣∣
et ∆2n = suph∈Hn E
[
Kh (x−X) γβ (T )
]
= suph∈Hn E [Kh (x−X)] . De même qu'à
l'équation (5.3.1),
∣∣h−d∆2n∣∣ ≤ C2 pour une constante C2 indépendante de h. ∆1n est le
supremum du processus empirique sur une classe de Donsker, donc ∆1n = OP (n−1/2).
De plus, puisque nh2dm →∞, on en déduit que
∣∣h−d∆1n∣∣ ≤ C1 avec C1 indépendante de
h ∈ Hn. Finalement,
E
[
γ(T ){|T |+ 1}CG(T )1/2+ρ
]
= E
[
{|Y |+ 1}CG(Y )1/2+ρ
]
= E [qρ(X)] < ∞.
On en déduit que suph∈Hn Bn1 = OP (1). On peut invoquer des arguments similaires
pour Bn2. Pour Bn3, il ne reste à étudier que le cas β = 1. Pour cela, on utilise le
Théorème 2.1.6 pour obtenir que supt<T(n) ZG(t) = OP (1), de sorte que l'on se ramène
au cas de Bn1.
En rassemblant les résultats des parties 1 à 4, on obtient suph∈Hn hγ |Qβn1(θˆ, θ0)| =
OP (n
−1).
Lemme 5.3.5 Sous H0 et sous les hypothèses du Théorème 5.2.13, pour τ < τH et,
pour β = 0, 1, en déﬁnissant
Qβn11 (τ) =
1
n(n− 1)hd
∑
i6=j
Gˆ (Ti−)−G (Ti)
[1−G (Ti)]2
δi [Ti − βf(θ0, Xi)]
×1{Ti≤τ}Uβj K
(
Xi −Xj
h
)
,
alors pour tout ζ ∈ (0, 1/2), suph∈Hn hζ
∣∣∣Qβn11 (τ)∣∣∣ = OP (n−1).
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Preuve: Soit wβi = δi [Ti − βf(θ0, Xi)] [1−G (Ti)]−2 . Nous pouvons écrire
Qβn11 (τ) =
1
n(n− 1)hd
∑
i6=j
[
Gˆ (Ti−)−G (Ti)
]
1{Ti≤τ}w
β
i U
β
j Kh (Xi −Xj) .
Utilisons la représentation i.i.d. du Théorème 2.2.8,
Gˆ (t−)−G (t) = 1
n
n∑
k=1
ψ (Tk, t) + Rn(t),
avec supt≤τ |Rn(t)| = OP (n−1). Comme propriété de cette représentation, nous avons
que, pour tout t ≤ τ,
E [ψ (Tk, t)] = 0 (5.3.4)
et |ψ (Tk, t)| ≤ M1 pour une constante M1 indépendante de t (mais dépendant de τ).
Nous pouvons écrire
Qβn11 (τ) =
1
n2(n− 1)hd
∑
i6=j 6=k
ψ (Tk, Ti)1{Ti≤τ}w
β
i U
β
j Kh (Xi −Xj)
+
1
n
1
n(n− 1)hd
∑
i6=j
ψ (Ti, Ti)1{Ti≤τ}w
β
i U
β
j Kh (Xi −Xj)
+
1
n
1
n(n−1)hd
∑
i 6=j
1{Ti≤τ}w
β
i ψ (Tj , Tj)U
β
j Kh (Xi−Xj) + {reste}
= (n− 2) n−1Qβn111 (τ) + n−1Qβn112 (τ) + n−1Qβn113 (τ) + OP (n−1).
Par le Lemme 5.3.1, et par le fait que ψ (·, ·) est borné et que wβi et Uβj sont de carré
intégrable,
sup
h∈Hn
{∣∣∣Qβn112 (τ)∣∣∣+ ∣∣∣Qβn113 (τ)∣∣∣} = OP (1).
Pour étudier Qβn111 (τ), qui est un U−processus d'ordre 3, on applique la décompo-
sition de Hoeﬀding decomposition et on l'écrit comme une somme de deux U−processus
dégénérés,
Qβn1111 (τ) = Q
β
n111 (τ)−Qβn1112 (τ)
et Qβn1112 (τ) = n−1(n− 1)−1
∑
j 6=k φjkU
β
j , où
φjk = E
[
ψ (Tk, Ti)1{Ti≤τ}w
β
i h
−dKh (Xi −Xj) | Xj , Tk
]
.
Notons que |φjk| ≤ M2 pour une constante M2. Le fait que E
[
Uβj | Xj
]
= 0 et le
développement (5.3.4) montrent que les autres termes de la décomposition de Hoeﬀ-
ding de Qβn111 (τ) sont nuls. Le Corollaire 4 de Sherman (1994a) implique que l'on a
suph∈Hn h
d
∣∣∣Qβn1111 (τ)∣∣∣ = OP (n−3/2). De là, on obtient
sup
h∈Hn
∣∣∣Qβn1111 (τ)∣∣∣ = oP (n−1).
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A présent, ﬁxons ζ ∈ (0, 1/2) et α ∈ (0, 1) tel que 1 − ζ/d < α, et considérons les
intervalles Hl comme dans la preuve du Lemme 5.3.4. Pour chaque Hl, par le "Main
Corollary" de Sherman (1994a),
E
[
sup
h∈Hl
|nhζQβn1112 (τ) |
]
≤ hζ−dl E
[
sup
h∈Hl
|nhdQβn1112 (τ) |
]
≤ Λ1hζ−dl
E sup
h∈Hl
h2d4n2 ∑
1≤j,k≤2n
φ2jk
[
Uβj
]2
α1/2
≤ Λ2hζ−(1−α)dl
(
hl−1
hl
)αd  1
2n
2n∑
j=1
[
Uβj
]2α/2
= halM OP (1),
où Λ1,Λ2 sont des constantes et al est tel que dans la preuve du Lemme 5.3.4. Finale-
ment, en sommant sur l pour obtenir nhζQβn1112 (τ) = oP (1) uniformément en h ∈ Hn.
Lemme 5.3.6 Soit Qβn1 et Qβn1 (τ) déﬁnis selon (5.2.29) et (5.2.30), respectivement.
Sous les hypothèses du Théorème 5.2.13, pour β = 0 ou 1
sup
h∈Hn
hd/2
∣∣∣Qβn1 (τ)−Qβn1∣∣∣ = Cτ ×OP (n−1),
avec le facteur OP (n−1) qui est indépendant de τ, et Cτ → 0 quand τ ↑ τH .
Preuve: Décomposons
n− 1
n
hd/2[Qβn1(τ)−Qβn1] =
1
n2hd/2
∑
1≤i,j≤n
Uβi Kh (Xi−Xj)
(
Uβj −Uˆβj
)
1{Tj>τ}
− K (0)
n2hd/2
n∑
j=1
Uβj
(
Uβj − Uˆβj
)
1{Tj>τ} = S1 − S2.
En utilisant la transformée de Fourier inverse et l'inégalité de Cauchy-Schwarz,
|S1| ≤
∫ Kˆ (hu)
∣∣∣∣∣∣ 1n
n∑
j=1
(
Uβj − Uˆβj
)
exp
(
2ipiu′Xj
)
1{Tj>τ}
∣∣∣∣∣∣
2
du
1/2
×
hd ∫ Kˆ (hu)
∣∣∣∣∣∣ 1n
n∑
j=1
Uβj exp
(−2ipiu′Xj)
∣∣∣∣∣∣
2
du
1/2= [S11(h)]1/2 [S12(h)]1/2 .
En utilisant la monotonie de ˆ˜K, on obtient que
|S11(h)| ≤ |S11(hm)|,
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(voir également le Lemme 5.3.2). A présent, en utilisant à nouveau la transformée de
Fourier inverse,
S11(hm) =
1
n2hdm
∑
i6=j
(Uβi − Uˆβi )1{Ti>τ}Khm (Xi −Xj) (Uβj − Uˆβj )1{Tj>τ}
+
K (0)
n2hdm
n∑
j=1
(
Uβj − Uˆβj
)2
1{Tj>τ} = S111 + S112.
Pour traiter S111, on applique le Lemme 2.2.3 avec α = 1 et ε = ρ. Ainsi, |S111| est
borné par
OP (n
−1)
n2hdm
∑
i6=j
{|Ti|+1}1{Ti>τ}γ(Ti)
[CG(Ti)]−(1/2+ρ)
Khm(Xi−Xj)
{|Tj |+1}1{Tj>τ}γ(Tj)
[CG(Tj)]−(1/2+ρ)
,
où le taux OP (n−1) ne dépend pas de τ . Par (2.2.10) et en prenant l'espérance condi-
tionnelle, l'espérance du terme générique de la dernière somme est
E
[{|Y1|+ 1}1{Y1>τ}
[CG(Y1)]−(1/2+ρ)
Khm (X1 −X2)
{|Y2|+ 1}1{Y2>τ}
[CG(Y2)]−(1/2+ρ)
]
= E [qρ,τ (X1)qρ,τ (X2)Khm (X1 −X2)]
avec qρ,τ deﬁni au Lemme 5.3.3. On applique le Lemme 5.3.3, et on en déduit que |S111|
est borné par Cτ × OP
(
n−1
)
pour une constante Cτ indépendante de n mais tendant
vers 0 quand τ ↑ τH .
Par ailleurs, pour borner S112, on applique le Lemme 2.2.3 avec α = 2/3 et ε = ρ.
Alors
|S112| ≤ 1
n2hdm
n∑
j=1
(
Uβj − Uˆβj
)2
1{Tj>τ}K (0) (5.3.5)
≤ n−1/3h−dm OP (n−1)
1
n
n∑
j=1
γ (Tj)
2 {|Tj |+ 1}2
[CG(Tj)]−(1/3+2ρ/3)
.
Par l'inégalité de Hölder, l'espérance de la dernière moyenne empirique est bornée par
E1/3
[
δ{|T |+ 1}4[1−G (T )]−3]E2/3 [{|T |+ 1}CG(T )1/2+ρ] ,
qui est ﬁnie d'après les Hypothèses 5.2.6-(iii) and 5.2.11. Pour ﬁnir, rappelons que
nh3pm →∞. On obtient ﬁnalement que
sup
h∈Hn
S11 = Cτ ×OP
(
n−1
)
.
Pour traiter S12, on appliquer la transformée de Fourier inverse et le Corollaire 4 de
Sherman (1994a), de sorte qu'on obtient
S12 =
1
n2
∑
i6=j
Uβi U
β
j Kh (Xi −Xj) +
K (0)
n2
n∑
j=1
[
Uβj
]2
= OP
(
n−1
)
,
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et l'ordre OP
(
n−1
)
est uniforme en h ∈ Hn. Pour S2, on prend la valeur absolue, on
applique le Lemme 2.2.3 avec α = 1/2 et ε = ρ et on utilise n1/4hd/2m →∞ pour déduire
que suph∈Hn |hd/2S2| = oP (n−1).
Lemme 5.3.7 On suppose que les hypothèses du Théorème 5.2.13 sont satisfaites. Soit
Qβn2 =
1
n(n− 1)hd
∑
i6=j
[
Uˆβi − Uβi
] [
Uˆβj − Uβj
]
Kh (Xi −Xj) , β = 0, 1.
Alors suph∈Hn
∣∣∣Qβn2∣∣∣ = OP (n−1).
Preuve: On part de (5.2.31). En appliquant le Théorème 2.2.3 avec α = 1 et ε = ρ,
on a ∣∣∣Qβn2∣∣∣ ≤ OP (n−1)n(n− 1) ∑
i6=j
{|Ti|+1}γ(Ti)
[CG(Ti)]−(1/2+ρ/2)
h−dKh(Xi−Xj) {|Tj |+1}γ(Tj)
[CG(Tj)]−(1/2+ρ/2)
.
Par (2.2.10) et en prenant l'espérance conditionnelle, l'espérance de chaque terme de la
somme vaut
E
[ {|Y1|+ 1}
[CG(Y1)]−(1/2+ρ)
h−dKh (X1 −X2) {|Y2|+ 1}
[CG(Y2)]−(1/2+ρ)
]
= E
[
qρ(X1)qρ(X2)h
−dKh (X1 −X2)
]
et par conséquent, elle est bornée d'après le Lemme 5.3.3. On en déduit que Qβn2 =
OP (n
−1). Pour démontrer cet ordre uniformément en h ∈ Hn, on peut utiliser le Lemme
5.3.2. Pour ceci, il reste à prouver que n−1h−dm
∑n
j=1[Uˆ
β
j −Uβj ]2 = OP (1). Pour cela, on
applique le Lemme 2.2.3 avec α = 1/2 et ε = ρ/2 pour borner |Uˆβj −Uβj | et on remarque
que √nhdm →∞ et E[CG(Y )1/2+ρ] < ∞.
Lemme 5.3.8 Sous H0, on suppose que les hypothèses du Théorème 5.2.13 sont satis-
faites. Sous H1, on se place de plus sous les Hypothèses 5.2.7 et 5.2.12. Pour β = 0 ou
1,
sup
h∈Hn
∣∣∣V˜ βn (θ0)/Vˆ βn − 1∣∣∣ = oP (1) .
Preuve: On rappelle que[
Vˆ βn
]2
= Vˆ βn (θ)
2 =
2
n(n− 1)hd
∑
i6=j
Uˆβi (θ)
2Uˆβj (θ)
2K2h (Xi −Xj) .
Le résultat est une conséquence de la relation suivante :
sup
θ∈Θ,h∈Hn
∣∣∣V˜ βn (θ)2 − Vˆ βn (θ)2∣∣∣ = oP (1) , (5.3.6)
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sup
h∈Hn
∣∣∣V˜ βn (θ)2 − V˜ βn (θ0)2∣∣∣ ≤ ‖θ − θ0‖ ×OP (1) (5.3.7)
avec l'ordre OP (1) qui est indépendant de θ ∈ Θ, et
V˜ βn (θ0)
2 → 2
∫
K2(u)duE
{
E2
[
Uβ(θ0)
2 | X
]
g(X)
}
(5.3.8)
en probabilité, uniformément en h ∈ Hn. La limite dans (5.3.8) est ﬁnie et strictement
positive, puisque l'Hypothèse 5.2.6 implique
pour tout x ∈ X , 0 < c1 ≤ E
[
Uβ(θ0)
2 | X = x
]
≤ c2 < ∞,
pour des constantes c1, c2. L'espérance de V˜ βn (θ0) tend vers la limite dans (5.3.8) (voir
aussi la preuve du Lemme 5.3.3 ci-dessus), tandis que la variance de V˜ βn (θ0) tend vers 0.
Pour obtenir la convergence uniformément en h ∈ Hn, on utilise E[Uβi (θ0)4] < ∞ pour
déduire n−2h−d
∑n
i=1 U
β
i (θ0)
4 = oP (1) pour h = hm, et on applique le Lemme 5.3.2.
Pour vériﬁer (5.3.7), on utilise un développement de Taylor en θ, le Lemme 5.3.1 et le
fait que γβ(Ti) et Uβi (θ0) ont des moments d'ordre 4. Pour ﬁnir, pour prouver (5.3.6),
remarquons que pour tout 0 ≤ α ≤ 1/2 et η > 0
|Uˆβi (θ)− Uβi (θ)| ≤ c |nWin − γ (Ti)| (|Ti|+ 1) (pour une constante c)
= OP
(
n−α
)
γ(Ti){C(n)G (Ti)}α+η(|Ti|+ 1)
et puisque |Uβi (θ)| ≤ cγ (Ti) (|Ti|+ 1), nous avons également∣∣∣Uˆβi (θ)2 − Uβi (θ)2∣∣∣ = OP (n−α) γ2(Ti){C(n)G (Ti)}α+2η(|Ti|+ 1)2.
En prenant α, η suﬃsamment petits, par le Lemme 5.3.1, l'inégalité de Cauchy-Schwarz
et les Hypothèses 5.2.6-(iii) et 5.2.11, supθ∈Θ,h∈Hn |V˜ βn (θ)2 − Vˆ βn (θ)2 | = oP (1).
5.3.3 Estimation non paramétrique de la variance
Lemme 5.3.9 On se place sous l'Hypothèse 5.2.7. Soit X1, X2, ...Xn un n−échantillon
de loi X de support X ⊂ Rp et de densité bornée fX . De plus, on suppose que fX
est bornée inférieurement par une constante strictement positive sur X . Il existe des
constantes positives a et M (indépendantes de n) telles que pour tout n
E
[
T 41nγ
4(T1n)
C(n)(T1n)−2a
]
+ sup
x∈X
E
[
T 21nγ
2(T1n)
C(n)(T1n)−a
| X1 = x
]
≤ M < ∞. (5.3.9)
Considérons un noyau L(x1, ..., xd) = L˜(x1)...L˜(xd) où L˜ est une densité symétrique de
variation bornée sur R. Considérons une séquence de fenêtres bn → 0 telle que nb2dn →
∞. Soit Y ∗in = δinTin[1−G(Tin)]−1, i = 1, ..., n, et déﬁnissons
σ∗ 2n (x) =
∑n
i=1 Y
∗ 2
in L((Xi − x)/bn)∑n
i=1 L((Xi − x)/bn)
−
(∑n
i=1 Y
∗
inL((Xi − x)/bn)∑n
i=1 L((Xi − x)/bn)
)2
, x ∈ X ,
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un estimateur de V ar(Y ∗1n | X1 = x). Déﬁnissons σˆ∗ 2n (x) de façon similaire, mais avec
Yˆ ∗in = δinTin[1 − Gˆ(Tin)]−1 au lieu de Y ∗in. Alors, supx∈X
∣∣σˆ∗ 2n (x)− σ∗ 2n (x)∣∣ → 0 en
probabilité.
Preuve: Pour simpliﬁer, nous nous concentrons sur le cas de l'hypothèse nulle, les
arguments sous les alternatives étant similaires. A partir de la vitesse de convergence
d'un processus empirique indexé par une famille euclidienne d'enveloppe constante, et
à partir de la condition n1/2bdn →∞,
sup
x∈X
∣∣∣∣∣ 1nbdn
n∑
i=1
L((Xi − x)/bn)− E
[
b−dn L((Xi − x)/bn)
]∣∣∣∣∣→ 0,
en probabilité. De plus, par un changement de variables et les propriétés de la densité
g (·) , pour tout n, 0 < c1 ≤ E
[
b−dn L((Xi − x)/bn)
] ≤ c2 < ∞ pour des constantes c1, c2.
De sorte que, pour prouver le résultat, il reste à montrer
for k = 1, 2 , sup
x∈X
∣∣∣∣∣ 1nbdn
n∑
i=1
[
Yˆ ∗ ki − Y ∗ ki
]
L((Xi − x)/bn)
∣∣∣∣∣→ 0,
en probabilité. Nous n'avons besoin de considérer que le cas k = 2 puisque l'autre cas
peut être traité de manière analogue. Par le Lemme 2.2.3, pour tout α ∈ [0, 1/2] et
η > 0 ∣∣∣Yˆ ∗i − Y ∗i ∣∣∣ ≤ OP (n−α)× |Ti|γ (Ti)CG(Ti)α+η, 1 ≤ i ≤ n,
avec le facteur OP (n−α) qui est indépendant de i. A partir de cet ordre, et en utilisant
l'identité b2 − c2 = (b − c)2 + 2c(b − c), on montre aisément que le résultat est obtenu
si l'on montre
sup
x∈X
∣∣∣∣∣ 1n
n∑
i=1
T 2i γ
2 (Ti)CG(Ti)
2α+2ηL((Xi − x)/bn)
∣∣∣∣∣ = OP (bdn). (5.3.10)
Pour 2α + 2η ≤ a, en prenant l'espérance conditionnelle, on déduit que
sup
x∈X
E
[
T 2nγ
2 (Tn)CG(Tn)
2α+2η L((X − x)/bn)
] ≤ c3bdn
pour une constante ﬁnie c3 indépendante de n.
A présent, centrons la somme (5.3.10) pour obtenir un processus empirique indexé
par une famille de fonctions euclidienne, d'enveloppe de carré intégrable. (Le caractère
euclidien découle du fait que L est à variations bornées, et de la première partie de la
condition (5.3.9).) Ainsi, après avoir centré à l'intérieur de la valeur absolue en (5.3.10)
on obtient l'ordre (uniforme) OP (n−1/2). Finalement, en utilisant la condition n1/2bdn →
∞ pour montrer le résultat sous H0. La vitesse uniforme OP (n−1/2) obtenue après avoir
centré la somme dans (5.3.10) peut également être montrée quand la loi des Y1, ..., Yn
dépend de n. Ceci découle, par exemple du "Main Corollary" de Sherman (1994a) avec
k = 1 et pour tout n ≥ 1.
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5.3.4 Lemmes techniques pour le comportement sous les alternatives
5.3.4.1 Lemme général
Lemme 5.3.10 Soit u1n, ..., unn une suite de variables indépendantes conditionnelle-
ment à X1, ..., Xn, et telle que la loi de uin ne dépend que de Xi. On suppose que
E[uin | Xi] = 0 et 0 < E[u2in | Xi] ≤ σ2n < ∞. Alors
1
n(n− 1)hd
∑
i 6=j
uinK
(
Xi −Xj
h
)
ujn = σ
2
n ×OP (n−1h−d/2). (5.3.11)
De plus, soit λn une suite de fonctions mesurables, et soit
Un =
1
n(n− 1)hd
∑
i6=j
λn(Xi)K
(
Xi −Xj
h
)
ujn.
En déﬁnissant Ah la matrice de taille n× n de coeﬃcients
aij(h) =
K
(
Xi−Xj
h
)
1i 6=j
hdn(n− 1) ,
on a, pour une constante c > 0 indépendante de n et de λn,
E [|Un| | X1, ...Xn] ≤ cσnn1/2‖Ah‖2‖λn‖n.
Preuve: La variance de (5.3.11) est de l'ordre σ2nn−1h−d/2. L'inégalité de Chebyshev
permet de conclure. Pour prouver la seconde partie du Lemme, soit
λ¯n(Xi) =
1
n(n− 1)hd
n∑
j=1
λ(Xj)K
(
Xi −Xj
h
)
1i6=j .
En utilisant l'inégalité de Marcinkiewicz-Zygmund (voir par exemple Chow et Teicher,
1997, page 386), et en appliquant l'inégalité de Jensen ainsi que les propriétés de ‖.‖2,
on obtient
E
[
n∑
i=1
uinλ¯n(Xi) | X1, ..., Xn
]
≤ cE
( n∑
i=1
u2inλ¯n(Xi)
2
)1/2
| X1, ..., Xn

≤ cE
[
n∑
i=1
E[u2in | Xi]λ¯n(Xi)2
]1/2
≤ cσn
[
n∑
i=1
λ¯n(Xi)
2
]
≤ cσnn1/2‖Ah‖2‖λn‖n.
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5.3.4.2 Preuve du Lemme 5.2.15
Pour i = 1, ..., n, soit
U0in =
δinTin
1−G(Tin) − f(θ,Xi), Uˆ
0
in =
δinTin
1− Gˆ(Tin−)
− f(θ, Xi),
U1in =
δin [Tin − f(θ, Xi)]
1−G(Tin) , Uˆ
1
in =
δin [Tin − f(θ,Xi)]
1− Gˆ(Tin−)
.
Par le Lemme 2.2.3 appliqué avec α = 1 et ε = ρ, et en utilisant le fait que la
fonction f(·, ·), est bornée, on a, pour β = 0 ou 1
|Uˆβin − Uβin| = |Rβin| ≤ OP (n−1/2)
δin
1−G (Tin){|Tin|+ 1}[C
(n)
G (Tin)]
1/2+η. (5.3.12)
A présent, aﬁn de simpliﬁer les notations, on note Kij pour Kh(Xi −Xj). On a alors
1
n2hd
∑
i 6=j
{
UˆβinUˆ
β
jn−UβinUβjn
}
Kij =
2
n2hd
∑
i6=j
RβinU
β
jnKij +
1
n2hd
∑
i6=j
RβinR
β
jnKij
= 2
∫
Kˆ (hu)
 1
n
n∑
j=1
Uβjn exp
(
2ipiu′Xj
) 1
n
n∑
j=1
Rβjn exp
(−2ipiu′Xj)
 du
− 2K (0)
n2hd
n∑
j=1
RβjnU
β
jn
+
∫
Kˆ (hu)
∣∣∣∣∣∣ 1n
n∑
j=1
Rβjn exp
(
2ipiu′Xj
)∣∣∣∣∣∣
2
du− K (0)
n2hd
n∑
j=1
[Rβjn]
2
= 2Iβ1 −Dβ1 + Iβ2 −Dβ2 .
Etude des termes Dβi , i = 1, 2.
Pour i = 1, on utilise (5.3.12). On en déduit la majoration
sup
h∈Hn
|Dβ1 | = OP (n−3/2h−d) = OP (n−1).
Pour i = 2, on applique le Lemme 2.2.3 avec α = 1/4 et ε = ρ/2. On obtient
|Dβ2 | ≤ OP (n−3/2hd)×
1
n
n∑
i=1
δin(|Tin|+ 1)2
[1−G(Tin)]2 C
1/2+ρ
G (Ti−).
D'après l'Hypothèse 5.2.12, la somme du membre de droite est un OP (1). On en déduit
que suph∈Hn |Dβ2 | = OP (n−1).
Etude des termes Iβi , i = 1, 2.
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En appliquant l'inégalité de Cauchy-Schwarz et en utilisant la positivité de la trans-
formée de Fourier de K, on peut borner
|Iβ1 | ≤ (Iβ2 )1/2 ×
∫ Kˆ(hu)
∣∣∣∣∣∣ 1n
n∑
j=1
Uβjn exp
(
2ipiu′Xj
)∣∣∣∣∣∣
2
du
1/2 .
En appliquant la transformée de Fourier inverse, on en déduit que la dernière parenthèse
est égale à
Q˜βn(θ) +
1
n2hd
n∑
i=1
K(0)[Uβin]
2.
Par ailleurs,
1
n2
n∑
i=1
K(0)[Uβin]
2 = OP (n
−1),
d'après l'Hypothèse 5.2.12.
Il reste donc à montrer que Iβ2 = OP (n−1). Remarquons que
Iβ2 =
1
n2hd
∑
i6=j
RβinR
β
jnKij + D
β
2 .
Puisque, comme on l'a vu, suph∈Hn |Dβ2 | = OP (n−1), il reste à considérer le premier
terme. Pour ce faire, on utilise (5.3.12). On obtient la majoration∣∣∣∣∣∣ 1n2hd
∑
i6=j
RβinR
β
jnKij
∣∣∣∣∣∣ ≤ OP (n−1)× 1n2hd
∑
i6=j
δin(|Tin|+ 1)[C(n)G (Ti)]1/2+ρ
1−G(Tin)
×Kij δin(|Tjn|+ 1)[C
(n)
G (Tj)]
1/2+ρ
1−G(Tjn) .
On applique alors le Lemme 5.3.2 pour se ramener aux cas h = hm et h = hM . Il reste
donc à montrer que
1
n2h′
∑
i6=j
δin(|Tin|+ 1)[C(n)G (Ti)]1/2+ρ
1−G(Tin) ×Kij(h
′)
δin(|Tjn|+ 1)[C(n)G (Tj)]1/2+ρ
1−G(Tjn) = OP (1),
pour h′ = hm et h = hM . Pour ce faire, on calcule l'espérance,
E
 1
hd
K12
γ(T1n){|T1n|+ 1}[
C
(n)
G (T1n)
]−(1/2+ρ) γ(T2n){|T2n|+ 1}[
C
(n)
G (T2n)
]−(1/2+ρ)
 (5.3.13)
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est bornée, où γ(T1n) = δ1n[1 − G (T1n)]−1. D'après l' Hypothèse 5.2.7-(ii), on déduit
que cette espérance est égale à
E
 1
hd
K12E
 |Y1n|+ 1[
C
(n)
G (Y1n)
]−(1/2+ρ) | X1
E
 |Y2n|+ 1[
C
(n)
G (Y2n)
]−(1/2+ρ) | X2


= E
[
h−dK12q
(n)
ρ (X1)q
(n)
ρ (X2)
]
.
L'espérance de la dernière ligne est bornée, d'après l'Hypothèse 5.2.12 et le Lemme
5.3.3.
5.4 Conclusion et perspectives
Dans ce chapitre, nous avons étudié certaines propriétés de convergence d'estima-
teurs non paramétriques de la régression. Ces estimateurs non paramétriques ont été
utilisés aﬁn de construire deux tests non paramétrique du modèle de régression para-
métrique 4.0.1 en présence de censure. L'un de ces tests est basé sur l'approche syn-
thetic data du Chapitre 3, l'autre sur l'approche intégrales Kaplan-Meier du Chapitre
2. Ces deux tests apparaissent comme une extension de la démarche de Zheng (1996).
Contrairement à ce qui avait été fait jusqu'à présent dans la littérature des tests non
paramétriques d'adéquation en présence de censure, nous avons prouvé non seulement
la convergence de nos tests sous l'hypothèse nulle, mais également sa consistance envers
diﬀérents types d'alternatives. Les simulations que nous avons mises en ÷uvre valident
le comportement à distance ﬁnie de nos statistiques de test.
Notons également que les représentations asymptotiques des statistiques de test sont
d'une forme très simple par rapport à la représentation de procédures basées sur les
processus empiriques marqués (voir par exemple Stute, González-Manteiga, et Sánchez-
Sellero, 2000). Par ailleurs, ces représentations ont été obtenues avec un reste contrôlé
uniformément en h, paramètre de lissage. Cette uniformité est particulièrement utile en
vue de la mise en ÷uvre de techniques de bootstrap aﬁn d'améliorer la procédure (voir
5.2.4.6), qui sera un champ d'investigation futur.
Une autre question qui mérite développement concerne la réduction de dimension
pour ce type de procédure de test. En eﬀet, lorsque le nombre de variables explicatives
est important (supérieur à 3 en pratique), la puissance du test de Zheng (1996) est
grandement aﬀectée. Adapter les résultats de Lavergne et Patilea (2006), qui utilisent
une technique de réduction de dimension pour ce type de procédure, est donc une piste
qui mérite d'être explorée.
Parmi les autres champs d'investigation, citons également d'autres tests d'adéqua-
tion à d'autres modèles de régression : modèles de régression quantile paramétriques,
ou modèles de régression semi-paramétriques tels que le modèle de Cox, ou le modèle
single-index.
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Chapitre 6
Modèle de régression single-index
pour la réduction de dimension
Dans un modèle de régression non paramétrique, on cherche à estimer m(x) =
E[Y | X = x], en cherchant m dans un espace de fonctions de dimension inﬁnie. Par
rapport à l'approche paramétrique, cette approche présente l'avantage de nécessiter
moins d'hypothèses sur le modèle, puisqu'on ne préjuge pas de la forme de la fonction (à
l'exception éventuelle d'hypothèses de régularité). Mais l'un des inconvénients majeurs
d'une approche purement non paramétrique de la régression réside dans le phénomène
appelé "ﬂéau de la dimension", c'est à dire la diﬃculté d'estimer convenablement la
fonction m lorsque la dimension du vecteur de variables explicatives X ∈ Rd est grande
(en pratique, d ≥ 3). Aﬁn de surmonter cette importante limite de l'approche non
paramétrique, tout en assurant plus de ﬂexibilité que ne le ferait un modèle purement
paramétrique, un compromis consiste à employer un modèle semi-paramétrique tel que
le modèle single-index (SIM par la suite). Ce modèle suppose que
m (x) = E[Y | θ′0X = θ′0x] = f
(
θ′0x; θ0
)
, (6.0.1)
où f est une fonction inconnue et θ0 ∈ Θ ⊂ Rd un paramètre inconnu de dimension ﬁnie.
Aﬁn de s'assurer que le modèle est bien déﬁni, on impose que la première composante
de θ0 est égale à 1. Si θ0 était connu, le modèle se résumerait à un modèle de régression
non paramétrique, mais cette fois avec une variable explicative θ′0X de dimension 1.
Notons par ailleurs que le modèle de régression semi-paramétrique de Cox (Cox, 1972,
1975) est un cas particulier de modèle single-index. En eﬀet, dans le modèle de Cox, le
taux de hasard conditionnel dépend d'une combinaison linéaire θ′0X des variables qui
doit être estimé. Néanmoins, le modèle Cox est moins général que le modèle (6.0.1),
puisque dans ce cas, toute la loi de Y sachant X dépend de θ′0X (ce qui n'est pas le cas
dans le modèle (6.0.1) où seule l'espérance conditionnelle dépend de θ′0X.)
Pour ce modèle, et en l'absence de censure, plusieurs approches ont été proposées
pour estimer θ0 à la vitesse n−1/2. Typiquement, ces approches peuvent être regrou-
pées en trois catégories : M -estimation (Ichimura, 1993, Sherman, 1994b, Delecroix et
Hristache, 1999, Xia et Li, 1999, Xia, Tong, et Li, 1999, Delecroix, Hristache et Patilea,
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2006), "average derivative based estimation" (Powell, Stock et Stoker, 1989, Härdle et
Stoker, 1989, Hristache et al., 2001a, 2001b), et méthodes itératives (Weisberg et Welsh,
1994, Chiou et Müller, 1998, Bonneu et Gba, 1998, Xia et Härdle, 2002). En présence
de censure, la méthode "average derivative" a été récemment utilisée par Burke et Lu
(2005) dans le modèle (6.0.1).
Dans notre contexte de régression en présence de variables expliquées Y censurées,
ces approches doivent être adaptées. Dans ce chapitre, nous proposons un M−estimateur
du paramètre θ0 dans le modèle de régression en présence de données censurées. Les
deux approches synthetic data de Koul, Susarla et Van Ryzin (1981) et moindres carrés
pondérés sont à la base de nos procédures d'estimation. Les estimateurs de θ0 que
nous déﬁnissons peuvent ensuite être utilisés pour estimer la fonction m (x). Un autre
avantage de notre technique est qu'elle ne requiert pas la continuité des variables X. Il
s'agit d'un avantage important par rapport à la technique "average derivative" utilisée
par Burke et Lu (2005) où les variables explicatives doivent avoir une densité par rapport
à la mesure de Lebesgue (dans notre cas, seules les combinaisons linéaires θ′X doivent
avoir une densité).
Dans la section 6.1 est présentée une méthodologie de M−estimation pour estimer
dans le modèle (6.0.1). Dans la section 6.2 sont présentés les résultats de consistance
des diﬀérents estimateurs, la normalité asymptotique étant démontrée dans la section
6.3. Une étude par simulation est mise en ÷uvre dans la section 6.4 aﬁn de tester la
validité des estimateurs pour des échantillons de taille ﬁnie. La section 6.5 est consacrée
aux preuves techniques.
6.1 Méthodologie
Comme conséquence des propriétés de l'espérance conditionnelle, pour toute fonction
J ≥ 0,
θ0 = arg min
θ∈Θ
E
[(
Y − f (θ′X; θ))2 J(X)] = arg min
θ∈Θ
M (θ) (6.1.1)
= arg min
θ∈Θ
∫ (
y − f (θ′x; θ))2 J(x)dF (x, y) .
Bien entendu, l'équation (6.1.1) ne peut pas être utilisée pour obtenir θ0, puisque deux
objets sont indisponibles, la fonction de répartition F d'une part, et la fonction de
régression f (θ′x; θ) = E[Y |X ′θ = x′θ] d'autre part. Une façon naturelle d'estimer θ0
consiste alors à estimer ces deux fonctions inconnues, et de les remplacer par leurs
estimateurs dans l'équation (6.1.1).
6.1.1 Estimation de la fonction de répartition
Dans l'esprit des chapitres précédents, cette fonction de répartition peut être estimée
par l'estimateur Fˆ de Stute (1993) déﬁni par l'équation (2.2.8), c'est la logique de
l'approche moindres carrés pondérés (MC). L'autre logique (synthetic data, SD) consiste
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à réécrire l'équation (6.1.1) de la façon suivante,
θ0 = arg min
θ∈Θ
E
[(
Y ∗ − f (θ′X; θ))2 J(X)] = arg min
θ∈Θ
M∗ (θ)
=
∫
(y∗ − f(θ′x; θ))2J(x)dF ∗(x, y∗),
où la fonction de répartition F ∗ est déﬁnie en (3.2.3). Pour l'estimation, on peut rem-
placer F ∗ par Fˆ ∗ déﬁni en (3.2.8), ce qui revient à remplacer Yi par les transformations
estimées Yˆ ∗i . Il faut noter que les fonctions M et M∗ sont diﬀérentes. En revanche, elles
ont toutes deux le même minimum θ0 (les transformations synthetic data ne sont pas
destinées à estimer Y et conservent seulement son espérance conditionnelle).
6.1.2 Estimation de f (θ′x; θ)
Aﬁn d'estimer f (u; θ) , on peut par exemple utiliser les estimateurs non paramé-
triques déﬁnis dans la section 5.1,
fˆ (u; θ) =
∑n
i=1 K
(
θ′Xi−u
h
)
Yˆ ∗i∑n
i=1 K
(
θ′Xi−u
h
) . (6.1.2)
D'autres estimateurs non paramétriques peuvent également être utilisés. Pour cette
raison, les résultats des sections suivantes sont présentés sans préjuger de la forme de
l'estimateur utilisé. Nous présenterons un certain nombre de conditions de convergences
qui doivent être vériﬁées par ces estimateurs. Dans la section 6.5, nous vériﬁons que ces
conditions sont bien satisfaites par l'estimateur (6.1.2).
Il faut noter que l'utilisation de l'estimateur (6.1.2) requiert que θ′X possède une
densité par rapport à la mesure de Lebesgue, pour θ ∈ Θ, notée fθ. En revanche, X
ne possède pas nécessairement de densité, hypothèse requise par la méthode "average
derivative" de Burke et Lu (2005).
6.1.3 La fonction de trimming J
La raison pour laquelle nous introduisons la fonction J dans l'équation (6.1.1) appa-
raît dans la déﬁnition de notre estimateur (6.1.2). Aﬁn d'assurer la convergence uniforme
de cet estimateur, le dénominateur doit être minoré par une constante strictement po-
sitive. Pour cette raison, il est nécessaire de restreindre le domaine d'intégration à un
ensemble où fθ(u) est minorée et strictement positive, fθ désignant la densité de θ′X.
Si nous connaissions θ0, nous pourrions considérer un ensemble B0 = {u : fθ0(u) ≥
c} pour une constante c > 0, et utiliser la fonction de "trimming" J(θ′0X) = 1{θ′0X∈B0}.
Bien sûr, ce trimming idéal ne peut être calculé, puisqu'il dépend du paramètre inconnu
θ0. Delecroix, Hristache et Patilea (2006) ont proposé une méthode pour approcher
cette fonction de trimming à partir des données. Etant donné un estimateur préliminaire
consistant θn de θ0, les auteurs utilisent le trimming suivant,
Jn(θ
′
nX) = 1{fˆθn(θ′nX)≥c}
,
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où l'on déﬁnit
fˆθ(u) =
1
nh
n∑
i=1
K
(
θ′x− u
h
)
.
Dans l'étude qui suit, nous nous concentrons principalement, pour simpliﬁer, sur
une estimation qui utiliserait le trimming (incalculable en pratique) J(θ′0X), et par la
suite, nous justiﬁerons dans la section 6.5 que, du point de vue asymptotique, il n'y a
pas de diﬀérence à utiliser Jn(θ′nX) ou J(θ′0X).
6.1.4 Estimation de la direction θ0
Estimation préliminaire de θ0. Pour estimer de façon préliminaire θ0, on suppose,
à l'instar de Delecroix, Hristache et Patilea (2006) que nous connaissons un ensemble
B tel que infX∈B,θ∈Θ{fθ(θ′X) ≥ c/2 > 0}, et nous considérons la fonction de trimming
J˜(X) = 1{X∈B}. Pour calculer notre estimateur préliminaire θn, nous pouvons utiliser
soit l'approche MC, soit l'approche SD. En utilisant l'approche MC,
θn = arg min
θ∈Θ
∫ (
y − fˆ (θ′x; θ))2 J˜(x)dFˆ (x, y) ,
et en utilisant l'approche SD,
θn = arg min
θ∈Θ
∫ (
y∗ − fˆ (θ′x; θ))2 J˜(x)dFˆ ∗ (x, y∗) ,
où Fˆ ∗ est déﬁnie en (3.2.8).
Estimation de θ0. Dans l'esprit de la relation (6.1.1), nous déﬁnissons nos estima-
teurs de θ0 suivant les deux approches, MC et SD, pour la régression en présence de
données censurées. Les estimateurs sont
θˆMC = arg min
θ∈Θn
∫ [
y − fˆ (θ′x; θ)]2 Jn(θ′nx)dFˆ (x, y)
= arg min
θ∈Θn
MMCn (θ) ,
θˆSD = arg min
θ∈Θn
∫ [
y∗ − fˆ (θ′x; θ)]2 Jn(θ′nx)dFˆ ∗ (x, y∗)
= arg min
θ∈Θn
MSDn (θ) .
Dans la déﬁnition ci-dessus, nous restreignons notre optimisation à des voisinages Θn de
θ0, qui sont choisis à partir de l'estimation préliminaire par θn, et tels que Θn tend vers
{θ0}. D'une façon plus générale, les critères MWLSn et MSDn peuvent être vus comme
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des fonctions de θ, Gˆ, et fˆ . Ils estiment respectivement
M(θ) = E
[{Y − f(θ′X; θ)}2J(θ′0X)]
= E
[
δ
1−G(T−){T − f(θ
′X; θ)}2J(θ′0X)
]
,
M∗(θ) = E
[{Y ∗ − f(θ′X; θ)}2J(θ′0X)]
= E
[{
δT
1−G(T−) − f(θ
′X; θ)
}2
J(θ′0X)
]
,
en choisissant par exemple la transformation KSV pour l'approche SD. Dans chaque
cas, les fonctions M et M∗ peuvent être vues comme des fonctions de θ, (1−G)−1, et
f , désignées par la suite comme
M∞(θ, (1−G)−1, f) = E
[
φ(θ, (1−G)−1, f ; T, δ,X)] .
Ce serait également le cas si, à la place de la transformation KSV, nous avions utilisé
la transformation de Leurgans (1987). De façon analogue, nous pouvons écrire le critère
estimé comme
Mn(θ, [1− Gˆ]−1, fˆ) = 1
n
n∑
i=1
φn
(
θ, [1− Gˆ]−1, fˆ ; Ti, δi, Xi
)
, (6.1.3)
où φn est obtenue en remplaçant J(θ′0X) par Jn(θ′nX) dans la déﬁnition de φ. Pour
l'estimateur MC, nous avons
φMC
(
θ, h−1, f ; T, δ,X
)
= δh−1(T−) {T − f (θ, X)}2 J(θ′0X),
et pour l'estimateur SD basé sur la transformation KSV,
φSD
(
θ, h−1, f ; T, δ,X
)
=
{
δTh−1(T−)− f (θ, X)}2 J(θ′0X).
Les propriétés asymptotiques de nos estimateurs reposeront sur des propriétés de régula-
rité des fonctions φ. Nous choisissons ici de présenter les critères comme des fonctions de
l'inverse de la fonction de survie de C, plutôt que comme des fonctions de G elle-même.
Ceci pour souligner le fait que la performance de la procédure d'estimation dépend de
la convergence de l'estimateur de Kaplan-Meier de F et non de la convergence de Gˆ. En
eﬀet, ainsi que nous l'avons mis en évidence dans les chapitres précédents, la présence
de G au dénominateur est associée aux sauts de Fˆ . Aﬁn de simpliﬁer les notations, nous
désignerons par S−10 la fonction (1−G)−1, et par Sˆ−1 la fonction (1− Gˆ)−1.
6.1.5 Estimation de la fonction de régression
Disposant d'un estimateur de θˆ de θ0 convergeant à la vitesse n−1/2, il est possible
d'estimer la fonction de régression en utilisant θˆ et un estimateur fˆ . Par exemple, en
utilisant fˆ deﬁni par (6.1.2), on obtient
mˆ (x) =
∑n
i=1 K
(
θˆ′Xi−θˆ
′x
h
)
Yˆ ∗i∑n
i=1 K
(
θˆ′Xi−θˆ′x
h
) .
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Disposant de l'estimateur θˆ et de sa vitesse de convergence d'ordre n−1/2, d'autres
estimateurs non paramétriques de la régression peuvent être envisagés, par exemple
polynômes locaux ou estimateurs par projection par exemple.
6.2 Estimation consistante de θ0
Dans cette section, nous prouvons la consistance de θn et θˆ. Mn désignera toute
fonction satisfaisant (6.1.3), c'est à dire provenant soit de l'approche MC, SD (pour
simpliﬁer, nous ne considérerons que la transformation de Koul, Susarla, Van Ryzin,
1981), ou de l'approche préliminaire. Les hypothèses nécessaires pour assurer la consis-
tance sont de trois types : hypothèses d'identiﬁabilité pour θ0 et hypothèses générales
sur le modèle de régression, hypothèses sur la censure, et hypothèses sur fˆ .
Nous présentons tout d'abord les hypothèses qui sont nécessaires pour assurer la
consistance de la procédure "idéale," c'est à dire celle qu'il serait possible d'utiliser si
la vraie fonction (1−G)−1 = S−10 était connue. En eﬀet, si S−10 est connue, une façon
naturelle de procéder consiste à estimer θ0 par
θˆideal = arg min
θ∈Θ
Mn
(
θ, S−10 , fˆ
)
.
Dans le cas de la méthode MC, par exemple, cela revient à remplacer Fˆ par F˜ déﬁni en
(2.2.9). Par la suite, lorsque nous montrerons la consistance des méthodes utilisées en
pratique (c'est à dire lorsque G est inconnue), nous serons amenés à montrer une forme
d'équivalence asymptotique avec cette procédure dite idéale.
Hypothèses d'identiﬁabilité pour θ0 et hypothèses sur le modèle de ré-
gression. A l'évidence, nous avons besoin d'hypothèses de moment sur Y pour déﬁnir
le critère M.
Hypothèse 6.2.1 EY 2 < ∞.
Nous avons également besoin de conditions classiques d'identiﬁabilité pour assurer
que θ0 est bien déﬁni, et nous supposerons que Θ et l'espace des variables explicatives
sont compacts.
Hypothèse 6.2.2 Si M∞(θ1, S−10 , f) = M∞(θ0, S−10 , f), alors θ1 = θ0.
Hypothèse 6.2.3 Θ et X = Supp(X) sont des sous-ensembles compacts de Rd. De
plus les variables θ′X possèdent une densité fθ(z) uniformément bornée en z et θ. On
suppose de plus que ∣∣fθ(z)− fθ′(z′)∣∣ ≤ C ∥∥(θ, z)− (θ′, z′)∥∥a ,
pour un certain a > 0 et une constante C.
Nous supposons également que la famille de fonctions F = {f (θ′.; θ) , θ ∈ Θ} est suﬃ-
samment régulière pour satisfaire une propriété de loi des grands nombres uniformes.
L'hypothèse suivante établit que cette classe de fonction est euclidienne (voir Pakes et
Pollard, 1989).
Estimation consistante de θ0 159
Hypothèse 6.2.4 On suppose |f (θ′1x; θ1)− f (θ′2x; θ2) | ≤ ‖θ1 − θ2‖γ Φ(X), pour une
fonction Φ(X) bornée, et pour un certain γ > 0.
Il faut observer que la condition Φ bornée peut être aﬀaiblie, en la remplaçant
par une condition de moment sur Φ. Cependant, cette condition est assez naturelle à
partir du moment où nous supposons que les variables explicatives sont bornées, et ceci
simpliﬁera nos arguments. En particulier, ceci implique que f est bornée.
Hypothèses sur fˆ . Nous avons besoin d'une condition de type convergence uni-
forme pour fˆ .
Hypothèse 6.2.5 Pour toute fonction g, déﬁnissons, pour c > 0,
‖g‖∞ = sup
θ∈Θ,x
|fˆ(θ′x; θ)− f(θ′x; θ)|1fθ(θ′x)>c/2.
On suppose que fˆ peut se décomposer en deux parties,
fˆ = f∗ + Rn,
avec ‖f∗ − f‖∞ = oP (1), ‖Rn‖∞ = OP (1), et
sup
θ∈Θ
1
n
n∑
i=1
|Rn(θ,Xi)||Zi|1fθ(θ′x)>c/2 = oP (1), (6.2.1)
pour toute variable Zi telle que E[|Zi||Xi = x] ≤ M < ∞.
Derrière la décomposition de fˆ , on a l'idée de comparer fˆ de (6.1.2) avec l'estimateur
"idéal" f∗ obtenu en utilisant les vraies transformations synthetic data (inaccessibles),
c'est à dire
f∗ (u; θ) =
∑n
i=1 Y
∗
i K
(
θ′Xi−u
h
)
∑n
i=1 K
(
θ′Xi−u
h
) .
Voir la section 6.5.
Une hypothèse plus forte que l'Hypothèse 6.2.5 consisterait à supposer la conver-
gence uniforme ‖fˆ − f‖∞ = oP (1). Néanmoins, cette hypothèse est plus diﬃcile à mon-
trer pour les estimateurs que nous considèrerons. En eﬀet, si on considère les estimateurs
non paramétriques de la section 5.1, la relation (5.1.2) est valable sous des conditions
d'intégrabilité relativement faibles, à savoir supx
∫
yC
1/2+ε
G (y−)dF (y|X = x) < ∞.
Cette relation (5.1.2) est utile dans les problèmes tels que le nôtre où l'estimateur fˆ
n'est évalué qu'aux points d'observation Xi. En revanche, le résultat de convergence
uniforme du Théorème 5.1.3 est obtenu sous des conditions d'intégrabilité plus fortes.
Hypothèses sur la censure. Dans le cas où nous utilisons la transformation KSV,
on doit supposer que Y ∗ possède un moment d'ordre 2, ce qui revient à faire une
hypothèse sur la censure.
Hypothèse 6.2.6 On suppose que EY ∗2 < ∞.
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On a vu au Chapitre 3 que ceci revenait à supposer que∫
t2dF (t)
1−G (t) < ∞.
Les Hypothèses 6.2.1 à 6.2.6 permettent d'énoncer la proposition suivante. Cette
proposition fournit que, si l'on connaît exactement S−10 , on peut estimer de façon consis-
tante le paramètre dans l'une des approches présentées ci-dessus.
Proposition 6.2.1 Sous les Hypothèses 6.2.1 à 6.2.6,
sup
θ∈Θ
∣∣∣Mn (θ, S−10 , fˆ)−M∞ (θ, S−10 , f)∣∣∣ = oP (1) ,
de sorte que
θˆideal
P→ θ0.
Cette proposition peut être étendue à d'autres types de critères s'écrivant sous la
forme (6.1.3) (par exemple pour la transformation de Leurgans), en posant des condi-
tions de régularité sur les fonctions φ.
Preuve: Nous présentons la preuve de cette propostion pour φn = φ dans la déﬁ-
nition (6.1.3). Ceci est suﬃsant pour prouver le résultat pour la fonction Mn utilisée
dans l'étape d'estimation préliminaire.
Pour le cas général, en utilisant le Corollaire 6.2.3, on en déduit que θn est un
estimateur consistant. De ce fait, on peut remplacer φn par φ dans la déﬁnition (6.1.3)
de Mn (c'est à dire remplacer Jn par J(θ′0x)) modulo un terme résiduel qui tend vers 0
en probabilité (uniformément en θ). Par ailleurs, puisque, dans cette seconde approche,
nous nous restreignons à un ensemble Θn tendant vers {θ0}, par continuité de fθ en
θ (et convergence uniforme de fˆθ, voir à ce sujet le Théorème A.1), on a |J(θ′0Xi)| ≤
1fθ(θ′Xi)>c/2 + oP (1), pour tout θ ∈ Θn.
Pour les deux fonctions Mn considérées, nous avons∣∣∣Mn (θ, S−10 , fˆ)−Mn (θ, S−10 , f)∣∣∣ ≤ 1n
n∑
i=1
|fˆ(θ′Xi; θ)− f(θ′Xi; θ)||Z(1)i |1fθ(θ′Xi)>c/2
+ |fˆ(θ′Xi; θ)− f(θ′Xi; θ)|2|Z(2)i |1fθ(θ′Xi)>c/2,
où E[|Z(j)i ||Xi = x] est bornée uniformément en x, pour j = 1, 2, et où on a majoré 1x∈B
par 1fθ(θ′x)>c/2. Pour le premier terme, on décompose fˆ en f∗ et Rn suivant (6.2.1). En
appliquant l'Hypothèse 6.2.5, on déduit que
sup
θ∈Θ
1
n
n∑
i=1
|fˆ(θ′Xi; θ)− f(θ′Xi; θ)||Z(1)i |1fθ(θ′Xi)>c/2 = oP (1).
Pour le second terme, on déduit de l'Hypothèse 6.2.5 que ‖fˆ − f‖∞ = OP (1). De plus,
en utilisant (6.2.1), on a
sup
θ∈Θ
1
n
n∑
i=1
|fˆ(θ′Xi; θ)− f(θ′Xi; θ)||Z(2)i |1fθ(θ′Xi)>c/2 = oP (1).
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On en déduit que
sup
θ∈Θ
∣∣∣Mn (θ, S−10 , fˆ)−Mn (θ, S−10 , f)∣∣∣ = oP (1).
A présent il reste à vériﬁer que
∣∣Mn (θ, S−10 , f)−M∞ (θ, S−10 , f)∣∣ converge unifor-
mément vers zéro. Il s'agit dès lors d'un problème purement paramétrique (f n'est plus
estimée). La convergence uniforme de Mn(θ, S−10 , f) se déduit aisément de l'Hypothèse
6.2.4.
Le Théorème suivant compare l'approche "idéale", et celle utilisée en pratique lorsque
l'on estime S−10 . En corollaire immédiat, on obtient la consistance des diﬀérents estima-
teurs proposés.
Théorème 6.2.2 Sous les Hypothèses 6.2.1 à 6.2.6, on a
sup
θ∈Θ
∣∣∣Mn (θ, Sˆ−1, fˆ)−M∞ (θ, S−10 , f)∣∣∣ = oP (1) .
Corollaire 6.2.3 Sous les Hypothèses 6.2.1 à 6.2.6, on a
θn
P→ θ0,
θˆMC
P→ θ0,
θˆSD
P→ θ0.
Preuve: De même que dans la preuve de la Proposition 6.2.1, on remplace φn par
φ dans la déﬁnition (6.1.3) de Mn, c'est à dire qu'on remplace Jn par J(θ′0x). Ecrivons∣∣∣Mn (θ, Sˆ−1, fˆ)−M∞ (θ, S−10 , f)∣∣∣ ≤ ∣∣∣Mn (θ, S−10 , fˆ)−M∞ (θ, S−10 , f)∣∣∣
+
∣∣∣Mn (θ, S−10 , fˆ)−Mn (θ, Sˆ−1, fˆ)∣∣∣ .
La première partie est étudiée par la Proposition 6.2.1. Par les Hypothèses 6.2.3 à 6.2.5
nous avons que ‖fˆ‖∞ = OP (1). De plus, on a, pour chacun des deux critères,∣∣∣Mn (θ, S−10 , fˆ)−Mn (θ, Sˆ−1, fˆ)∣∣∣ ≤ (‖fˆ‖∞ + ‖fˆ‖2∞) 1n
n∑
i=1
sup
t<Ti
∣∣∣∣∣G (t)− Gˆ (t)1− Gˆ (t)
∣∣∣∣∣
×χ (Ti, δi, Xi;S−10 ) ,
avec χ ≥ 0, et E[χ(Ti, δi, Xi; S−10 )] < ∞. Soit kn = (log n)2 (par exemple) et désignons
par T(k) la kème-statistique d'ordre de (T1, ..., Tn). Par le Théorème 2.1.7 de Csörgo
(1996), on a
sup
t≤T(n−kn)
∣∣∣∣∣G (t)− Gˆ (t)1− Gˆ (t)
∣∣∣∣∣ = OP (k−1/2n ) .
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Par ailleurs, en utilisant le Théorème 2.1.6, on obtient∣∣∣Mn (θ, S−10 , fˆ)−Mn (θ, Sˆ−1, fˆ)∣∣∣ ≤ OP (k−1/2n )
+
OP (1)
n
n∑
i=1
1Ti>T(n−kn)
χ
(
Ti, δi, Xi;S
−1
0
)
.
La seconde somme est une somme de quantités positives ne dépendant pas de θ et dont
l'espérance tend vers zéro par le théorème de convergence dominée de Lebesgue, donc
cette somme est oP (1) uniformément en θ.
6.3 Normalité asymptotique
De même qu'en l'absence de censure, nous montrons que nos estimateurs de θ0, du
point de vue asymptotique, se comportent comme ceux que nous pourrions utiliser si
la véritable fonction f était connue. Ainsi, étudier la normalité asymptotique de ces
estimateurs se résume à étudier la normalité asymptotique des estimateurs correspon-
dants dans un modèle paramétrique de régression non linéaire, c'est à dire tels que ceux
étudiés au Chapitre 4.
Dans un premier temps, nous rappelons quelques éléments importants du cas pure-
ment paramétrique ("f connu") qui découlent directement des preuves des Théorèmes
4.2.2 et 4.2.4.
L'étape suivante consiste à montrer que, sous des hypothèses supplémentaires de
convergence pour fˆ , ainsi que des hypothèses supplémentaires sur le modèle, les estima-
teurs semi-paramétriques θˆMC et θˆSD proposés dans ce chapitre sont asymptotiquement
équivalents aux estimateurs paramétriques correspondant.
A nouveau, les résultats de cette section pourraient être étendus à d'autres types de
critères sous des hypothèses portant sur la fonction φ intervenant dans (6.1.3).
6.3.1 Cas f connue
Par la suite, nous supposerons que, sur des oP (1)−voisinages de θ0,
Mn
(
θ, S−10 , f
)
= M∞
(
θ, S−10 , f
)
+ OP
(‖θ − θ0‖√
n
)
+ oP
(‖θ − θ0‖2)+ Rn, (6.3.1)
où Rn ne dépend pas de θ, et nous supposerons également que
Mn
(
θ, S−10 , f
)
=
1
2
(θ − θ0)′ V (θ − θ0) + (θ − θ0)′ Wn√
n
+ oP
(
n−1
)
+ Rn, (6.3.2)
avec V une matrice constante et Wn ⇒ N (0,W ). Ces deux assertions découlent di-
rectement des preuves des Théorèmes 4.2.2 et 4.2.4. D'après les Théorèmes 1 et 2 de
Sherman (1994a), (6.3.1) fournit que θˆ = OP
(
n−1/2
)
, tandis que (6.3.2) permet de
déduire la loi asymptotique de θˆ.
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Hypothèses sur le modèle. Nous désignons par ∇θf(x; θ) le vecteur des dérivées
partielles de f(θ′x; θ) par rapport à θ, et par ∇2θf la matrice hessienne de f par rapport
à θ.
Hypothèse 6.3.1 f(θ′x; θ) est deux fois continûment diﬀérentiable par rapport à θ, et
∇θf et ∇2θf sont des fonctions bornées de X et θ.
Déﬁnissons les fonctions
φ1(x, y) = (y − f(θ′0x; θ0))∇θf(X; θ0)J(θ′0X),
φ2(x, y) = y∇θf(X; θ0)J(θ′0X),
et déﬁnissons les matrices
V = E
[
J(θ′0X)∇θf(X; θ0)′∇θf(X; θ0)
]
,
wMC(T, δ,X) =
δ[T − f(θ0, X)]∇θf(X; θ0)J(θ′0X)
1−G(T−) + γ1(φ1, T, δ),
wSD(T, δ,X) = J(θ′0X)
[
δT∇θf(X; θ0)
1−G(T−) − f(θ
′
0X; θ0)∇θf(X; θ0)
]
+ γ1(φ2, T, δ),
WMC = E[wMCwMC ′],
WSD = E[wSDwSD ′],
où la fonction γ1 est déﬁnie au Théorème 2.2.10. On déduit des preuves des Théorèmes
4.2.2 et 4.2.4 que, dans le cas où f serait connue, les fonctions MMCn et MSDn satisfont
(6.3.2), respectivement avec
WMCn =
1√
n
n∑
i=1
δi[Ti − f(θ0, Xi)]∇θf(Xi; θ0)J(θ′0Xi)
1−G(Ti−) + γ1(φ1, Ti, δi),
WSDn =
1√
n
n∑
i=1
J(θ′0Xi)
[
δiTi∇θf(Xiθ0)
1−G(Ti−) − f(θ
′
0Xi; θ0)∇θf(Xi; θ0)
]
+ γ1(φ2, Ti, δi).
Par suite, dans le cas f connue, et sous les Hypothèses 6.2.1 à 6.3.1,
√
n
(
θˆMC − θ0
)
⇒ N (0, V −1WMCV −1) ,
√
n
(
θˆSD − θ0
)
⇒ N (0, V −1WSDV −1) .
6.3.2 Cas f inconnue
Comme f est inconnue, nous avons besoin de conditions sur la qualité de l'estimation
de f par fˆ .
Hypothèses sur f . Si nous évaluons la fonction ∇θf(x; θ) au point (x, θ0), une
adaptation directe du Lemme A.5 de Dominitz et Sherman (2005) montre que
∇θf(x; θ0) = f ′(θ′0x){x−E[X | θ′0X = θ′0x]}, (6.3.3)
où f ′ désigne la dérivée par rapport à t de la fonction f(t; θ0), dans le cas où l'hypothèse
suivante est vériﬁée.
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Hypothèse 6.3.2 On suppose que la fonction f(t; θ0) est continuement dérivable par
rapport à t, de dérivée f ′ bornée.
Hypothèses sur fˆ .
Hypothèse 6.3.3 On rappelle la décomposition de fˆ provenant de l'Hypothèse 6.2.5,
f(θ′x; θ) = f∗(θ′x; θ) + Rn(θ, x).
On suppose que
sup
x,θ∈Θ
|∇θf∗(x; θ)−∇θf(x; θ)|1fθ(θ′x)>c/2 = oP (1),
et
sup
x:J(θ′0x)=1
∣∣f∗(θ′0x;x)− f(θ′0x;x)∣∣ = OP (εn) ,
sup
x,θ∈Θn
|∇θf∗(x; θ)−∇θf(x; θ)| = OP
(
ε′n
)
,
avec εnε′n = oP
(
n−1/2
)
, et que, pour un oP (1)-voisinage Θn de θ0,
sup
θ∈Θn
∣∣∣∣∣ 1n
n∑
i=1
δi1fθ(θ′Xi)>c/2
1−G(Ti−) {Ti − f(θ
′Xi; θ)}
×[∇θfˆ(Xi; θ)−∇θf(Xi; θ)]
∣∣∣ = oP (n−1/2), (6.3.4)∣∣∣∣∣ 1n
n∑
i=1
δiJ(θ
′
0Xi)
1−G(Ti−)∇θf(Xi; θ0)
×[fˆ(θ′0Xi; θ0)− f(θ′0Xi; θ0)]
∣∣∣ = oP (n−1/2). (6.3.5)
D'autre part, on suppose que
sup
θ∈Θ
∣∣∣∣∣
n∑
i=1
∇θRn(θ, Xi)Zi1fθ(θ′Xi)>c/2
n[f∗(θ′0Xi; θ0)− f(θ′0Xi; θ0)]−1
∣∣∣∣∣ = oP (n−1/2), (6.3.6)
1
n
n∑
i=1
|Rn(θ0, Xi)||Zi|1fθ(θ′Xi)>c/2 = OP (εn), (6.3.7)
sup
θ∈Θ
1
n
n∑
i=1
|∇θRn(θ, Xi)||Rn(θ0, Xi)||Zi|1fθ(θ′Xi)>c/2 = oP (n−1/2), (6.3.8)
pour toute variable |Zi| telle que supx E[|Zi||Xi = x] < ∞.
Remarque 6.1 Un énoncé plus fort que l'Hypothèse 6.3.3 consisterait à imposer la
convergence uniforme de ∇θfˆ , ainsi que des vitesses de convergence de fˆ(θ′0·; θ0) et
Normalité asymptotique 165
∇θfˆ(x; θ0). Mais ce type d'hypothèse imposerait une condition d'intégrabilité supplé-
mentaire, voir à ce propos la discussion à la suite de l'Hypothèse 6.2.5.
Une alternative aux équations (6.3.5) et (6.3.8) serait de supposer que f(θ′0·; θ0) ∈ H
et ∇θf(·; θ0) ∈ H˜, et que fˆ(θ′0·; θ0) ∈ H et ∇θfˆ(·; θ0) ∈ H˜ avec probabilité tendant vers 1,
où H et H˜ désignent des classes de Donsker. Comme classes de Donsker nous pourrions
considérer
H = {h : R→ R, ‖h‖∞ < A1, ‖h′‖∞ < A2} ,
H˜ = {(x, t) → xh1(t) + h2(t), h1, h2j ∈ Hk, x ∈ Rk}.
La classe H est Donsker par le Théorème 2.7.1 et son Corollaire 2.7.2 de Van der
Vaart et Wellner (1996). Pour H˜, on peut le montrer en considérant composante par
composante. Le résultat est alors une conséquence des Théorèmes 2.10.6 de Van der
Vaart et Wellner (1996). En eﬀet, H˜ = xH + Hk, on applique les exemples 2.10.7 et
2.10.10 de Van der Vaart et Wellner (1996). Néanmoins, pour obtenir que ∇θfˆ(·; θ0) ∈
H˜ avec probabilité tendant vers 1, on a besoin d'étudier la convergence uniforme de
∇2θfˆ(·; θ0). Pour les estimateurs à noyau que nous considérons, ceci conduit à imposer
des conditions sur le paramètre de lissage h qui ne permettent pas de choisir un h de
l'ordre reconnu comme optimal en l'absence de censure, à savoir h = O(n−1/5). Pour
cette raison, nous ne considérerons pas ce point de vue. Cette approche sera en revanche
utilisée au Chapitre 8, où les conditions (6.3.4) à (6.3.8) sont plus délicates à vériﬁer.
Nous pouvons à présent énoncer notre résultat de normalité asymptotique.
Théorème 6.3.1 Sous les Hypothèses 6.2.1 à 6.3.3, nous avons
√
n
(
θˆMC − θ0
)
⇒ N (0, V −1WMCV −1) ,
√
n
(
θˆSD − θ0
)
⇒ N (0, V −1WSDV −1) .
Preuve: On applique tout d'abord la Proposition 6.5.4 pour obtenir que Jn(θ′nXi)
peut être remplacé par J(θ′0Xi) ou par 1fθ(θ′Xi)>c/2, plus des termes arbitrairement
petits. Par ailleurs, on se place sur Θn qui est un oP (1)−voisinage de θ0.
Preuve pour φMC . On écrit
Mn
(
θ, Sˆ−1, fˆ
)
= Mn
(
θ, Sˆ−1, f
)
− 2
n
n∑
i=1
δiJ(θ
′
0Xi) (Ti − f (θ′Xi; θ))
1− Gˆ (Ti−)
×
[
fˆ
(
θ′Xi; θ
)− f (θ′Xi; θ)]
− 2
n
n∑
i=1
δiJ(θ
′
0Xi)
1− Gˆ (Ti−)
[
fˆ
(
θ′Xi; θ
)− f (θ′Xi; θ)]2
= Mn
(
θ, Sˆ−1, f
)
− 2A1n − 2B1n.
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On décompose dans un premier temps A1n en quatre termes,
A1n =
1
n
n∑
i=1
δiJ(θ
′
0Xi) (Ti − f (θ′0Xi; θ0))
1− Gˆ (Ti−)
[
fˆ
(
θ′0Xi; θ0
)− f (θ′0Xi; θ0)]
+
δiJ(θ
′
0Xi) (f (θ
′
0Xi; θ0)− f (θ′Xi; θ))
1− Gˆ (Ti−)
×
[
fˆ
(
θ′Xi; θ
)− f (θ′Xi; θ)− fˆ (θ′0Xi; θ0)+ f (θ′0Xi; θ0)]
+
δiJ(θ
′
0Xi) (f (θ
′
0Xi; θ0)− f (θ′Xi; θ))
1− Gˆ (Ti−)
[
fˆ
(
θ′0Xi; θ0
)− f (θ′0Xi; θ0)]
+
δiJ(θ
′
0Xi) (Ti − f (θ′0Xi; θ0))
1− Gˆ (Ti−)
×
[
fˆ
(
θ′Xi; θ
)− f (θ′Xi; θ)− fˆ (θ′0Xi; θ0)+ f (θ′0Xi; θ0)]
= A2n + A3n + A4n + A5n.
A2n ne dépend pas de θ.
Pour A3n, on utilise l'Hypothèse 6.3.1 pour borner f(θ′0X; θ0)− f(θ′X; θ) par M ×
‖θ−θ0‖ par un développement de Taylor. On voit que, par un développement de Taylor
au premier ordre, le crochet dans A3n est égal à (θ− θ0)′[∇θfˆ(X; θ˜)−∇θf(X; θ˜)] pour
un θ˜ ∈ Θn. Par ailleurs, en utilisant la Proposition 6.5.4, on peut remplacer J(θ′0X) par
1{fθ˜(θ˜
′X)>c/2}. On utilise l'Hypothèse 6.3.3. On a
∇θfˆ(X; θ˜)−∇θf(X; θ˜) = {∇θf∗(X; θ˜)−∇θf(X; θ˜)}+∇θRn(θ,X).
Par la convergence uniforme de ∇θf∗(X; θ˜) (Hypothèse 6.3.3), l'accolade tend vers 0
uniformément en θ et X tel que 1{fθ˜(θ˜′X)>c/2} = 1. On a donc
|A3n| ≤ oP (‖θ − θ0‖2) + ‖θ − θ0‖2 sup
t<T(n)
∣∣∣∣∣1−G(t)1− Gˆ(t)
∣∣∣∣∣ 1n
n∑
i=1
δi1{fθ˜(θ˜′Xi)>c/2}
∇θRn(θ, Xi)
1−G(Ti−) .
Le Théorème 2.1.6 et la relation (6.3.6) fournissent que |A3n| = oP (‖θ − θ0‖2).
Pour A4n, on utilise un développement de Taylor au second ordre pour obtenir
A4n =
1
n
n∑
i=1
δiJ(θ
′
0Xi) (θ − θ0)
1− Gˆ (Ti−)
′
∇θf (Xi; θ0)
[
fˆ
(
θ′0Xi; θ0
)− f (θ′0Xi; θ0)]
+oP (‖θ − θ0‖2),
Par (6.3.5) on obtient A4n = oP (‖θ − θ0‖n−1/2).
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De façon similaire, pour A5n, nous avons
A5n =
(θ − θ0)′
n
n∑
i=1
δiJ(θ
′
0Xi) (Ti − f (θ′0Xi; θ0))
1−G (Ti−)
×
[
∇θfˆ
(
Xi; θ˜
)
−∇θf
(
Xi; θ˜
)]
=
(θ − θ0)′
n
n∑
i=1
δi1fθ˜(θ˜′Xi)>c/2
(
Ti − f
(
θ˜′Xi; θ˜
))
1−G (Ti−)
×
[
∇θfˆ
(
Xi; θ˜
)
−∇θf
(
Xi; θ˜
)]
+ oP (‖θ − θ0‖2),
où l'on a utilisé que
|f(θ′0Xi; θ0)− f(θ˜′Xi; θ˜)| ≤ C × ‖θ˜ − θ0‖ ≤ C ′‖θ − θ0‖.
Pour le terme principal, on utilise la relation (6.3.4) de sorte que l'on obtient A5n =
oP (‖θ − θ0‖n−1/2) + oP (‖θ − θ0‖2).
Pour B1n, écrivons
B1n =
1
n
n∑
i=1
δiJ(θ
′
0Xi)
1− Gˆ (Ti−)
×
[
fˆ
(
θ′Xi; θ
)− f (θ′Xi; θ)− fˆ (θ′0Xi; θ0)+ f (θ′0Xi; θ0)]2
+
δiJ(θ
′
0Xi)
1− Gˆ (Ti−)
[
fˆ
(
θ′0Xi; θ0
)− f (θ′0Xi; θ0)]
+
δiJ(θ
′
0Xi)
1− Gˆ (Ti−)
[
fˆ
(
θ′0Xi; θ0
)− f (θ′0Xi; θ0)]
×
[
fˆ
(
θ′Xi; θ
)− f (θ′Xi; θ)− fˆ (θ′0Xi; θ0)+ f (θ′0Xi; θ0)]
Par un développement de Taylor au premier ordre et des arguments similaires à ceux
utilisés pour A3n, qui utilisent l'Hypothèse 6.3.3, on obtient que le premier terme est
de l'ordre oP
(‖θ − θ0‖2). Le deuxième terme ne dépend pas de θ. Pour le troisième, un
développement de Taylor au premier ordre permet de le réécrire
(θ − θ0)′
n
n∑
i=1
δiJ(θ
′
0Xi) [f
∗ (θ′0Xi; θ0)− f (θ′0Xi; θ0)]
[
∇θf∗(θ˜; Xi)−∇θf(θ˜; Xi)
]
1− Gˆ(Ti−)
+
(θ − θ0)′
n
n∑
i=1
δiJ(θ
′
0Xi) [f
∗ (θ′0Xi; θ0)− f (θ′0Xi; θ0)]∇θRn(θ˜, Xi)
1− Gˆ(Ti−)
+
(θ − θ0)′
n
n∑
i=1
J(θ′0Xi)δiRn(θ0, Xi)
[
∇θf∗(θ˜; Xi)−∇θf(θ˜; Xi)
]
1− Gˆ(Ti−)
+
(θ − θ0)′
n
n∑
i=1
J(θ′0Xi)δiRn(θ0, Xi)∇θRn(θ˜, Xi)
1− Gˆ(Ti−)
.
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Une nouvelle fois, on peut utiliser la Proposition 6.5.4 pour remplacer J(θ′0Xi) par
l'indicatrice 1{fθ˜(θ˜′X)>c/2}. On utilise également le Théorème 2.1.6 pour remplacer Gˆ par
G. Pour montrer que le premier terme est négligeable, on utilise la vitesse de convergence
de f∗(θ′0·; θ0) et ∇θf∗(θ0; ·) fournie par l'Hypothèse 6.3.3. Pour le second terme, on
utilise la vitesse de convergence de f∗(θ′0·; θ0) et (6.3.6). De même pour le troisième
terme, en utilisant cette fois la vitesse de ∇θf∗(θ0; ·) et (6.3.7). Pour le dernier terme,
on utilise (6.3.8). On obtient ﬁnalement que B1n = oP (‖θ− θ0‖2) + oP (‖θ− θ0‖n−1/2).
Nous venons de montrer que
Mn
(
θ, Sˆ−1, fˆ
)
= Mn
(
θ, S−10 , f
)
+ oP
(‖θ − θ0‖√
n
)
+ oP
(‖θ − θ0‖2) ,
sur un ensemble de probabilité tendant vers 1 Rappelons de plus que sont satisfaites
les conditions (6.3.1) et (6.3.2). De là, ‖θ − θ0‖ = OP
(
n−1/2
)
par le Théorème 1 de
Sherman (1994a), et puisque, sur des voisinages d'ordre OP
(
n−1/2
)
de θ0,
Mn (θ, fθ) =
1
2
(θ − θ0)′ V (θ − θ0) + 1√
n
(θ − θ0)′Wn + oP
(
n−1
)
,
nous pouvons appliquer le Théorème 2 de Sherman pour conclure sur la loi asympto-
tique.
Preuve pour φSD. On procède de même que pour φMC , la seule diﬀérence étant
dans le fait que Gˆ n'apparaît pas dans les termes où T n'apparaît pas au numérateur.
Si nous utilisons fˆ déﬁnie par (6.1.2) pour estimer l'espérance conditionnelle m, la
proposition suivante fournit les propriétés asymptotiques de cette procédure.
Proposition 6.3.2 Sous les Hypothèses 6.2.1 à 6.3.3, pour tout u tel que fθ′0X(u) > 0,
√
nh
(
fˆ(u; θˆ)− f(u; θ0)− h2β(u)
)
⇒ N (0,K2vθ0(u)fθ′0X(u)−1),
où
β(u) = K1/2
[
∂2uf(u; θ0) + 2∂uf(u; θ0)
]
f ′θ′0X
(u)fθ′0X(u)
−1,
et K1 =
∫ |K ′(u)|du, K2 = ∫ |K ′′(u)|du.
La preuve de la Proposition 6.3.2, est fournie à la section 6.5.
6.4 Comparaison par simulation
Dans cette section, nous comparons le comportement de nos estimateurs avec ceux
proposés par Burke and Lu (2005) utilisant la technique "average derivative". Nous
avons considéré trois conﬁgurations.
Comparaison par simulation 169
Conﬁg 1 Conﬁg 2 Conﬁg 3
ε ∼ N (0, 2) ε ∼ N (0, 1) ε ∼ N (0, 1/16)
X ∼ U [−2; 2]⊗ U [−2; 2] X ∼ U [0; 1]⊗ U [0; 1] X ∼ B(0.6)⊗ U [−1; 1]
f(θ′x; θ) = 1/2(θ′x)2 + 1 f(θ′x; θ) = 2e
(0.5θ′x)
0.5+θ′x f(θ
′x; θ) = 1 + 0.1(θ′x)2
−0.2(θ′x− 1)
θ0 = (1, 1)
′ θ0 = (1, 2)
′ θ0 = (1, 2)
′
C ∼ U [0, λ1] C ∼ E(λ2) C ∼ E(λ3)
La première conﬁguration est utilisée par Burke and Lu (2005) dans leur procédure
de simulation. Observons que, dans ce modèle, l'Hypothèse (1.1.1) n'est pas satisfaite
(cette condition (1.1.1) est également nécessaire dans l'approche de Burke et Lu), mais
ceci n'a pour seule conséquence que d'introduire un biais asymptotique dans l'estima-
tion. Dans la seconde conﬁguration, on ne rencontre plus ce problème, puisque C est
exponentielle. Dans la troisième conﬁguration, B(p) désigne la loi de Bernoulli de para-
mètre p, de sorte que X ne possède pas de densité par rapport à la mesure de Lebesgue,
mais c'est le cas pour θ′X. Dans cette situation, on s'attend à ce que la technique "ave-
rage derivative" ne se comporte pas bien, puisqu'elle demande que X ait une densité.
Dans chaque conﬁguration, sont simulés 1000 échantillons de diﬀérentes tailles n.
Pour chaque échantillon, les trois estimateurs θˆMC , θˆSD, et θˆAD (qui désigne l'estimateur
"average derivative" de Burke et Lu, 2005) sont calculés. Par la suite, on évalue ‖θˆ−θ0‖2
pour chaque estimateur, dans le but d'estimer l'erreur quadratique moyenne E[‖θˆ−θ0‖2].
Nous utilisons des valeurs diﬀérentes pour les paramètres λi dans le but de modiﬁer la
proportion d'observations censurées (15%, 30%, et 50% respectivement). Les résultats
sont présentés dans le tableau ci-dessous.
Globalement, les performances des diﬀérents estimateurs diminuent quand la pro-
portion d'observations censurées augmente. Les performances de θˆMC et θˆSD sont à
peu près similaires. Dans toutes les conﬁgurations envisagées, θˆMC et θˆSD semblent
plus performants que θˆAD. Ainsi qu'on l'attendait, dans la situation où X n'a pas de
densité, l'estimateur θˆAD ne converge pas, tandis que les deux autres se comportent
mieux.
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Conﬁg 1 n = 30 n = 50 n = 100
λ1 = 2.4 θˆ
AD 4.8656× 10−2 2.6822× 10−2 1.1733× 10−2
θˆMC 1.2814× 10−4 4.0350× 10−5 2.0694× 10−5
θˆSD 1.2200× 10−4 8.3869× 10−5 1.3820× 10−5
λ1 = 1.17 θˆ
AD 4.5757× 10−2 3.3285× 10−2 1.8236× 10−2
θˆMC 1.5713× 10−4 3.8088× 10−5 2.9482× 10−5
θˆSD 1.6925× 10−4 4.0177× 10−5 1.9924× 10−5
λ1 = 0.1 θˆ
AD 1.0102× 10−1 7.4870× 10−2 5.0438× 10−2
θˆMC 8.3666× 10−4 1.3010× 10−4 3.7669× 10−5
θˆSD 1.2000× 10−3 6.7356× 10−5 2.3650× 10−5
Conﬁg 2 n = 30 n = 50 n = 100
λ2 = 0.2 θˆ
AD 4.1260× 10−1 3.6920× 10−1 3.4151× 10−1
θˆMC 7.8201× 10−3 6.5401× 10−3 5.8660× 10−3
θˆSD 1.8296× 10−2 1.4721× 10−2 1.1034× 10−2
λ2 = 0.1 θˆ
AD 3.5199× 10−1 3.3522× 10−1 2.8713× 10−1
θˆMC 1.2301× 10−2 7.8301× 10−3 7.7180× 10−3
θˆSD 2.0822× 10−2 2.0301× 10−2 1.9741× 10−2
λ2 = 0.05 θˆ
AD 1.6238 1.5553 1.5223
θˆMC 1.6312× 10−2 1.5100× 10−2 1.2013× 10−2
θˆSD 3.0344× 10−2 2.7057× 10−2 2.2510× 10−2
Conﬁg 3 n = 30 n = 50 n = 100
λ3 = 11 θˆ
AD > 10 > 10 > 10
θˆMC 4.1896× 10−4 3.1530× 10−4 1.7453× 10−4
θˆSD 4.6218× 10−4 1.8696× 10−4 1.5286× 10−4
λ3 = 4 θˆ
AD > 10 > 10 > 10
θˆMC 9.1584× 10−4 3.3124× 10−4 2.8984× 10−4
θˆSD 3.4912× 10−4 2.3344× 10−4 2.2457× 10−4
λ3 = 2 θˆ
AD > 10 > 10 > 10
θˆMC 2.0159× 10−2 1.1431× 10−2 2.4111× 10−4
θˆSD 9.0591× 10−4 2.0668× 10−4 1.9921× 10−4
6.5 Lemmes techniques
6.5.1 Propriétés de fˆ
Nous prouvons ici quelques propriétés satisfaites par l'estimateur fˆ deﬁni par (6.1.2),
et plus particulièrement nous montrons que cet estimateur satisfait les Hypothèses 6.2.5
et 6.3.3.
Comme annoncé, nous décomposons fˆ de la façon suivante,
fˆ(θ′x; θ) = f∗(θ′x; θ) + Rn(θ, x),
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où l'on déﬁnit
f∗
(
θ′x; θ
)
=
∑n
i=1 Y
∗
i K
(
θ′Xi−θ
′x
h
)
∑n
i=1 K
(
θ′Xi−θ′x
h
) ,
c'est à dire l'estimateur "idéal" basé sur les véritables (inaccessibles) Y ∗i .
Hypothèses sur le noyau.
Hypothèse 6.5.1  K est symétrique, positif, à variation bornée. K est continue-
ment dérivable, et sa dérivée est à variation bornée.

∫
K(s)ds = 1.
 K a pour support [−1; 1].
Hypothèse sur la fenêtre.
Hypothèse 6.5.2 La fenêtre satisfait
 nh4[log n] →∞,
 nh8 → 0.
Hypothèses de moments.
Hypothèse 6.5.3 On suppose ∫
y4dF (y)
[1−G(y)]3 < ∞.
La première proposition énoncée ici assure que la fonction f∗ satisfait les propriétés
de convergence uniforme demandées par les Hypothèses 6.2.5 et 6.3.3.
Proposition 6.5.1 Sous les Hypothèses 6.5.1 à 6.5.3, on a
sup
x,θinΘ
∣∣f∗(θ′x; θ)− f(θ′x; θ)∣∣1fθ(θ′x)>c/2 = oP (1),
sup
x,θinΘ
∣∣∇θf∗(θ′x; θ)−∇θf(θ′x; θ)∣∣1fθ(θ′x)>c/2 = oP (1),
sup
x:J(θ′0x)=1
∣∣f∗(θ′0x; θ0)− f(θ′0x; θ0)∣∣ = OP (n−1/2h−1/2[log n]1/2 + h2),
sup
x
∣∣∇θf∗(θ′0x; θ0)−∇θf(θ′0x; θ0)∣∣1fθ(θ′x)>c/2 = OP (n−1/2h−3/2[log n]1/2 + h2).
Avec les notations de l'Hypothèse 6.3.3, εn = n−1/2h−1/2[log n]1/2 + h2, et ε′n =
n−1/2h−1/2[log n]3/2 +h2. En utilisant les hypothèses sur la fenêtre h, on obtient εnε′n =
oP (n
−1/2).
Preuve: Conséquence du Théorème A.1.
Proposition 6.5.2 On suppose que, pour un certain η > 0,
sup
x
∣∣∣∣∫ yC1/2+η(y−)dF (y|X = x)∣∣∣∣ < ∞. (6.5.1)
Sous les Hypothèses du Théorème 6.3.1 et sous les Hypothèses 6.5.1 à 6.5.3, fˆ et ∇θfˆ
satisfont (6.3.4) et (6.3.5).
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Bien que Burke et Lu (2005) ne mentionnent pas d'hypothèse du type (6.5.1), une
telle hypothèse est implicitement requise dans leur démarche. Dans leur preuve de leur
Lemme A.7 page 199 de Burke et Lu (2005), les auteurs se réfèrent à l'équation (2.29)
de Lai, Ying et Zheng (1995). (Voir page 275 de Lai, Ying et Zheng que la condition C3
de Lai, Ying et Zheng est nécessaire pour obtenir leur équation (2.29).)
Preuve: Remarquons tout d'abord que, si l'on remplace fˆ par f∗, (6.3.5) et (6.3.6)
sont satisfaites, voir Delecroix, Hristache, Patilea (2006), Lemme C.2.
Nous ne prouvons que (6.3.6), la preuve pour (6.3.5) étant similaire. Pour prouver
(6.3.6), exprimons
∇θRn(θ, x) =
h−1
∑n
i=1(Xi −Xj)K ′
(
θ′Xiθ
′x
h
)
(Win −W ∗i )Ti
n−1
∑n
i=1 K
(
θ′Xiθ′x
h
)
+
∑n
i=1
(Xi−Xj)
h K
′
(
θ′Xiθ
′x
h
)∑n
i=1 K
(
θ′Xiθ
′x
h
)
(Win −W ∗i )Ti[
n−1
∑n
i=1 K
(
θ′Xiθ′x
h
)]2
= R(1)n (θ, x) + R
(2)
n (θ, x).
Nous considérons uniquement
Sθ =
1
n
n∑
i=1
δi1fθ(θ′Xi)>c/2(Ti − f(θ′Xi; θ))R(1)n (θ, Xi)
1−G(Ti−) ,
l'autre terme étant similaire. En écrivant Sθ sous forme de U−processus,
Sθ =
∑
i,j
W ∗i 1fθ(θ′Xi)>c/2(Ti − f(θ′Xi; θ))(Xj −Xi)Tj(Wjn −W ∗j )
h2fˆθ(θ′Xi)
K ′
(
θ′Xi − θ′Xj
h
)
.
Par le Théorème A.1, on a
sup
x,θ
∣∣∣∣∣ 1nh2
n∑
i=1
(Xi − x)1fθ(θ′Xi)>c/2K ′
(
θ′Xi − θ′x
h
)
δi(Ti − f(θ′Xi, θ))
1−G(Ti)
∣∣∣∣∣
= OP ([log n]
1/2n−1/2h−3/2). (6.5.2)
En eﬀet, E[δi(Ti − f(θ′Xi, θ)){1−G(Ti−)}−1|θ′Xi] = 0. Par ailleurs
|Sθ| ≤
n∑
i=1
|Win −W ∗i ||Ti|1fθ(θ′Xi)>c/2
fˆθ(θ′Xi)
×
∣∣∣∣∣ 1nh2
n∑
i=1
(Xi − x)K ′
(
θ′Xi − θ′x
h
)
δi(Ti − f(θ′Xi, θ))
1−G(Ti)
∣∣∣∣∣
≤ OP (n−1h−3/2[log n]1/2) 1
n
n∑
i=1
δi|Ti|C1/2+η(Ti−)
1−G(Ti−) ,
Lemmes techniques 173
et en utilisant (6.5.1), on déduit que
sup
θ∈Θ
|Sθ| = oP (n−1/2).
La proposition suivante assure que le reste Rn satisfait les conditions des Hypothèses
6.2.5 et 6.3.3.
Proposition 6.5.3 On suppose (6.5.1). On a alors, sous les Hypothèses du Théorème
6.3.1 et les Hypothèses 6.5.1 à 6.5.3,
‖Rn‖∞ = OP (1),
sup
θ∈Θn
1
nh
n∑
i=1
|Zi||Rn(θ, Xi)|1fθ(θ′Xi)>c/2 = oP (1),
sup
θ∈Θ
∣∣∣∣∣
n∑
i=1
|Zi|∇θRn(θ,Xi)1fθ(θ′Xi)>c/2
n[f∗(θ′0Xi; θ0)− f(θ′0Xi; θ0)]−1
∣∣∣∣∣ = oP (n−1/2),
1
n
n∑
i=1
|Zi||Rn(θ, Xi)||∇θRn(θ0, Xi)|1fθ0 (θ′0Xj)>c1fθ(θ′Xj)>c/2 = oP (n
−1/2).
Preuve: On exprime
Rn(θ, x) =
1
nh
n∑
i=1
δiTi
[1−G(Ti−)]fˆθ(θ′Xi)
K
(
θ′Xi − θ′x
h
)(
Gˆ(Ti−)−G(Ti−)
1− Gˆ(Ti−)
)
.
En utilisant le Théorème 2.1.6, il est clair que, par convergence uniforme de fˆθ,
|Rn(θ, x)| ≤ OP (1)× 1
nh
n∑
i=1
K
(
θ′Xi − θ′x
h
)
|Y ∗i |.
Le supremum en θ et x de cette dernière somme est un OP (1) par le Théorème A.1. De
plus, soit Zi une variable aléatoire telle que supx E[|Zi||X = x] soit bornée. Considérons
1
nh
n∑
i=1
|Zi||Rn(θ, Xi)|1fθ(θ′Xi)>c/2 =
1
n2h
∑
i6=j
|Zi||Wjn −W ∗j |K
(
θ′Xi − θ′Xj
h
)
×|Tj |fˆθ(θ′Xi)−11fθ(θ′Xi)>c/2
+OP (1)× 1
n2h
n∑
i=1
|Zi|K(0).
Le dernier terme est OP (n−1h−1) = oP (1). Déﬁnissons, pour tout τ < τH ,
Sθn(τ) =
1
n2h
∑
i 6=j
|Zi|(Wjn −W ∗j )|Tj |K
(
θ′Xi − θ′Xj
h
)
fˆθ(θ
′Xi)
−1
1fθ(θ′Xi)>c/21Tj≤τ .
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On a Sn(τ) = OP (n−1/2) = oP (1) pour tout τ < τH . On applique ensuite la Proposition
2.2.12 en remarquant que
Sθn(τH)− Sθn(τ) = OP (1)×
1
n2h
∑
i6=j
|Zi|K
(
θ′Xi − θ′Xj
h
)
1Ti>τ .
On en déduit que
sup
θ∈Θ
1
nh
n∑
i=1
|Zi||Rn(θ,Xi)|1fθ(θ′Xi)>c/2 = oP (1).
Pour obtenir une vitesse, en θ0 (pour obtenir la condition (6.3.7)), on utilise le
Lemme 2.2.3. On obtient ainsi
Sθ0n (τH) ≤ OP (n−1/2)×
1
n2h
∑
i 6=j
|Zi|δjC
1/2+ε
G (Tj−)|Tj |
1−G(Tj−) K
(
θ′0Xi − θ′0Xj
h
)
+OP (n
−1h−1).
Par ailleurs, par (6.5.1), la somme est d'espérance ﬁnie, de sorte que
1
nh
n∑
i=1
|Zi||Rn(θ0, Xi)| = OP (n−1/2) + OP (n−1h−1).
Concernant ∇θRn(θ, x), remarquons que
sup
θ∈Θ,x
∣∣∣∣∣ 1n
n∑
i=1
ZiK
′
(
θ′Xi − θ′x
h
)
[f∗(θ′0Xi; θ0)− f(θ′0Xi; θ0)]
∣∣∣∣∣ = OP (n−1/2).
Cette assertion se démontre en utilisant le Corollaire 4 de Sherman (1994a). On en
déduit, à partir de l'expression de ∇θRn fournie au début de la Proposition 6.5.2, et en
utilisant de plus le Lemme 2.2.3, que
sup
θ∈Θ
∣∣∣∣∣
n∑
i=1
|Zi|∇θRn(θ, Xi)1fθ(θ′Xi)>c/2
n[f∗(θ′0Xi; θ0)− f(θ′0Xi; θ0)]−1
∣∣∣∣∣ ≤ OP (n−1h−2)n
n∑
i=1
δi|Ti|C1/2+η(Ti−)
1−G(Ti−) .
Il reste à considérer
S′n
θ(τH) =
1
n
n∑
i=1
|Zi||RτHn (θ, Xi)||∇θRτHn (θ0, Xi)|1fθ0 (θ′0Xj)>c1fθ(θ′Xj)>c/2,
où Rτ et ∇θRτ sont des versions tronquées de R et ∇θR (où on écarte les termes i tels
que Ti > τ). On considère alors les versions tronquées S′nθ(τ). De supi |Win−W ∗i |1Ti≤τ =
OP (n
−1/2), on déduit que
|S′nθ(τ)| ≤ OP (n−1h−2)×Wn(θ),
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avec supθ∈Θ |Wn(θ)| = OP (1), de sorte que
sup
θ∈Θ
|S′nθ(τ)| = oP (n−1/2).
Il reste à appliquer la Proposition 2.2.12. Pour cela, par le Lemme 2.2.3, on obtient
|S′nθ(τh)− S′nθ(τ)| ≤
OP (n
−1/2)
n2h
∑
i6=j
δi|Ti|C1/2+ε(Ti−)|Zj |
1−G(Ti−) K
(
θ′0Xi − θ′0Xj
h
)
1Tj>τ
×|∇θRn(θ, Xi)|1fθ(θ′Xj)>c/21fθ0 (θ′0Xj)>c.
De même que pour Rn, on montre ‖∇θRn‖∞ = OP (1), de sorte que la Proposition
2.2.12 s'applique.
6.5.2 Preuve de la Proposition 6.3.2
Si on remplace fˆ par f∗, le résultat se déduit de Härdle et Stoker (1989).
Par ailleurs, on a, en utilisant le Lemme 2.2.3
|Rn(θˆ, x)| ≤ OP (n−1/2)× 1
nh
n∑
i=1
δi|Ti|C1/2+η(Ti−)1fθˆ(θˆ′Xi)>c/2
1−G(Ti−) K
(
θˆ′Xi − θˆ′x
h
)
.
K étant borné, et à support compact, on peut majorer
K(θ′x/h) ≤ M × 1θ′x/h<1.
En utilisant le fait que θˆ − θ0 = OP (n−1/2), on peut appliquer la Proposition 6.5.4, de
sorte que
|Rn(θˆ, x)| ≤ OP (n−1/2)× 1
nh
n∑
i=1
δi|Ti|C1/2+η(Ti−)1θ′0(Xi−x)/h<2
1−G(Ti−) + oP (n
−1/2).
On en déduit que
fˆ(θˆ′x; θˆ) = f∗(θˆ′x; θˆ) + OP (n
−1/2),
et le résultat suit.
6.5.3 Trimming
Dans la proposition suivante, nous justiﬁons que le trimming Jn(θ′nx) peut être
remplacé par J(θ′0x) modulo des termes suﬃsamment petits, ou par 1fθ(θ′x)>c/2. En eﬀet,
l'Hypothèse 6.2.3 et la convergence de θn fournissent que supθ∈Θn,x |fˆθ(θ′x)−fθ0(θ′0x)| =
oP (1). Une autre utilisation de cette proposition est employée dans la preuve de la
Proposition 6.3.2.
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Proposition 6.5.4 Soit gn une fonction telle que supθ∈Θn,x |gn(θ, x) − gn(θ0, x)| =
oP (1). Soit
Ui = (Ti, δi, Xi).
On a alors, pour tout k > 0,
1
n
n∑
i=1
φ(θ, Ui)1gn(θ,Xi)>c/2 =
1
n
n∑
i=1
φ(θ, Ui)1gn(θ0,Xi)>c
+oP
(
1
n
n∑
i=1
φ(θ, Ui)1gn(θ0,Xi)>c
)
+ oP (n
−k).
Preuve: Voir également Lemme B.2 de Delecroix, Hristache, Patilea (2006). Pour
tout δ > 0 suﬃsamment petit, ∣∣∣∣∣ 1n
n∑
i=1
φ(θ, Ui)(1gn(θ0,Xi)>c − 1gn(θ,Xi)>c/2)
∣∣∣∣∣
≤
∣∣∣∣∣ 1n
n∑
i=1
φ(θ, Ui)1Xi:|gn(θ0,Xi)−c|<δ
∣∣∣∣∣+
∣∣∣∣∣ 1n
n∑
i=1
φ(θ, Ui)1|gn(θ,Xi)−gn(θ0,Xi)|>δ
∣∣∣∣∣ . (6.5.3)
D'après Delecroix, Hristache, et Patilea (2006), on a, si δ → 0,∣∣∣∣∣ 1n
n∑
i=1
φ(θ, Ui)1Xi:|gn(θ0,Xi)−c|<δ
∣∣∣∣∣ = o(
∣∣∣∣∣ 1n
n∑
i=1
φ(θ, Ui)1Xi:gn(θ0,Xi)>c
∣∣∣∣∣).
Par ailleurs, soit
Zn = sup
θ∈Θn,x
|gn(θ, x)− gn(θ0, xi)|.
On obtient que le second terme du membre de droite de (6.5.3) se majore par OP (1)×
1[δ,∞](Zn). De plus, pour tout k > 0 et pour tout 0 < ε < 1,
P(nk1[δ,∞](Zn) ≥ ε) < P (Zn > δ) .
On en déduit, pour tout δ > 0,∣∣∣∣∣ 1n
n∑
i=1
φ(θ, Ui)(1gn(θ0,Xi)>c − 1gn(θ,Xi)>c/2)
∣∣∣∣∣ ≤ OP (n−k).
En choisissant δ tel que supθ∈Θn |gn(θ, Xi) − gn(θ0, Xi)| → 0, on en déduit le résultat.
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6.6 Conclusion et perspectives
Dans ce chapitre, nous avons proposé deux extensions à un cadre censuré d'une pro-
cédure de M−estimation proposée pour l'estimation du paramètre dans un modèle de
régression single-index (voir Ichimura, 1993). Ces deux procédures sont basées l'une sur
la transformation de Koul, Susarla, Van Ryzin (1981), l'autre sur les intégrales Kaplan-
Meier de Stute (1994). Dans les deux cas, nous avons obtenu la normalité asymptotique
de notre estimateur du paramètre, en montrant que, du point de vue asymptotique, il
se comportait comme un estimateur paramétrique.
Notre procédure a été démontrée dans le cas d'une suite de fenêtres h tendant vers 0.
Nous pourrions modiﬁer notre procédure pour permettre un choix adaptatif de h. Cette
approche a été proposée notamment pas Härdle, Hall, Ichimura (1993). En particulier,
dans tous nos résultats de convergence des estimateurs fˆ et f∗, nous pouvons obtenir
une uniformité en h, notamment en renforçant l'hypothèse d'intégrabilité (6.5.1).
Nous pourrions également considérer des fonctions de coût autres que le coût quadra-
tique. En particulier, Delecroix Härdle et Hristache (2003) proposent une procédure dont
ils démontrent l'eﬃcacité asymptotique. La question de l'extension de cette méthode à
un cadre censuré, et éventuellement de son eﬃcacité, peut être un champ d'investigation
futur.
Un autre développement concerne la comparaison entre les méthodes single-index et
le modèle de Cox (1972). En particulier, le modèle single-index étant plus général que
le modèle de Cox, l'estimateur de θ0 déﬁni dans ce chapitre pourrait servir à construire
un test d'adéquation au modèle de Cox.
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Chapitre 7
Une utilisation de l'estimateur de
Beran pour l'estimation de la
fonction de répartition multivariée
Dans un certain nombre de situations, l'Hypothèse d'indépendance entre (Y, X)
et C (Hypothèse 1.1.3) est trop forte. Il en est de même pour l'Hypothèse 1.1.4, qui
autorise certes la variable C à dépendre de la variable X, mais reste très restrictive. Ainsi
que nous l'avons déjà mentionné en introduction, pour certaines applications pratiques,
la censure n'est pas indépendante des variables explicatives (voir exemples 3 et 4 de
l'introduction). Pour cette raison, il est parfois préférable de se placer sous l'Hypothèse
d'identiﬁabilité 1.1.5, qui suppose que
Y et C indépendants conditionnellement à X.
Dans les Chapitres 7 et 8, nous nous placerons sous l'Hypothèse 1.1.5.
Dans ce contexte, l'estimateur de Kaplan-Meier n'est plus d'aucun recours, puisque
sa convergence repose sur la condition que Y et C sont indépendants (ici, ils peuvent
être dépendants à travers X). L'approche des intégrales Kaplan-Meier de Stute (1993)
développée au Chapitre 2 et utilisée dans les chapitres précédents ne peut donc être
utilisées en l'état pour inférer dans un modèle de régression sous l'Hypothèse 1.1.5. En
eﬀet, l'approche de Stute repose sur la convergence de l'estimateur Kaplan-Meier clas-
sique. Néanmoins, le but du présent chapitre consiste à essayer d'étendre les idées du
Chapitre 2 à ce nouveau cadre où les variables Y et C sont indépendantes condition-
nellement à X. En particulier, l'estimateur Fˆ déﬁni en (2.2.8) étant l'outil fondamental
de la régression sous 1.1.4, nous cherchons dans ce chapitre à obtenir l'analogue de cet
estimateur dans le nouveau contexte de l'Hypothèse 1.1.5.
La question de l'estimation de F (x, y) = P(Y ≤ y, X ≤ x) sous (1.1.5) a été
déjà étudiée par Lo et Singh (1986) et Van Keilegom et Akritas (1999). Néanmoins,
deux inconvénients majeurs frappent les approches de ces auteurs : l'impossibilité de
considérer des variables explicatives multivariées d'une part, et le fait que les estimateurs
de F proposés ne prolongent pas la notion de fonction de répartition empirique (i.e. dans
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le cas limite où les données ne sont pas censurées, les estimateurs de F proposés par
ces auteurs ne coïncident pas avec la traditionnelle fonction de répartition empirique
multivariée). Ce dernier point n'est pas sans conséquence. En eﬀet, de nombreux outils
statistiques s'expriment comme des fonctions de la fonction de répartition empirique.
Disposer d'un estimateur de la fonction F qui se résume à la fonction de répartition
empirique en l'absence de censure présente le confort de pouvoir étendre les outils de la
statistique "non censurée" à un nouveau cadre, sans avoir à bouleverser les méthodes en
introduisant une approche purement spéciﬁque au contexte de la censure. L'approche
de Stute (1993), qui se place certes sous l'Hypothèse 1.1.4, ne présente pas ces deux
inconvénients, d'où l'intérêt de proposer une nouvelle approche qui reprend l'idée à la
base de l'estimateur (2.2.8), et qui soit adaptée à l'Hypothèse 1.1.5.
Dans la section 7.1 sera présenté l'estimateur Kaplan-Meier conditionnel, ou estima-
teur de Beran (1981). Cet estimateur apparaîtra comme l'ingrédient clé de l'inférence
sous l'Hypothèse 1.1.5. La section 7.2 passe en revue les méthodes utilisées jusqu'à pré-
sent pour estimer F, ainsi que les diﬃcultés qui sont rencontrées dans ces approches.
Un nouvel estimateur sera proposé dans la section 7.3. Cet estimateur s'inspire de la
démarche de Stute (1993) utilisée sous l'Hypothèse 1.1.4 (voir Chapitre 2). Il généralise
la notion de fonction de répartition empirique. Par ailleurs, la section 7.3 propose des
résultats asymptotiques pour les intégrales par rapport à la mesure déﬁnie par cet es-
timateur. On obtient ainsi des résultats de type Loi des Grands Nombres et Théorème
Central Limite, uniformément sur des classes de fonctions. Par ailleurs, la question
de considérer des X multivariés est également considérée. Le prix à payer consiste à
eﬀectuer une modiﬁcation de l'Hypothèse 1.1.5. En particulier, nous supposerons que
Y et C indépendants conditionnellement à g(X),
où g est une fonction à valeurs dans R. Ce type d'hypothèse est inspiré des méthodes de
réduction de dimension (single-index par exemple) utilisées pour la réduction de dimen-
sion dans l'estimation de la fonction de régression. Par ailleurs, ce que nous pourrions
appeler une "réduction de dimension dans les hypothèses d'identiﬁabilité", est une mé-
thode qui ne suﬃt pas à améliorer le comportement des estimateurs de la section 7.2.
En revanche, elle est spéciﬁquement adaptée au nouvel estimateur que nous proposons
dans la section 7.3. Enﬁn, la section 7.4 présente les résultats techniques nécessaires à
l'obtention de ces résultats.
7.1 Estimateur de Beran
7.1.1 Déﬁnition
Sous l'Hypothèse 1.1.5, Beran (1981) propose une démarche analogue à celle de
Kaplan et Meier (1958), mais à présent pour estimer la fonction de répartition condi-
tionnelle, F (t | z) = P(Y ≤ t | Z = z) (par la suite, Z désignera une fonction g(X) des
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variables explicatives). L'estimateur de Beran est déﬁni comme
Fˆ (t | z) = 1−
∏
Ti≤t
(
1− win(z)∑n
j=1 wjn(z)1Tj≥Ti
)δi
,
où le poids win(z) est déﬁni à partir d'un noyau K,
win(z) =
K
(
Zi−z
h
)
∑n
j=1 K
(
Zj−z
h
) .
7.1.2 Convergence uniforme
Le Théorème 7.1.1 suivant (voir Corollaire 2.1 de Dabrowska, 1989) fournit un ré-
sultat de convergence uniforme de l'estimateur de Beran. Pour obtenir un tel résultat,
un certain nombre d'hypothèses sont nécessaires.
Hypothèses sur le modèle de régression.
Hypothèse 7.1.1 Les variables Z = g(X) appartiennent à un ensemble Z ⊂ R com-
pact. La fonction de répartition de Z possède trois dérivées continues bornées. On consi-
dère un ensemble Z ′ ⊂ Z tel que la densité fZ (z) satisfasse
inf
z∈Z′
fZ (z) > 0.
Hypothèse 7.1.2 Soit τH,z = inf{t | H(t | z) < 1}. Il existe un réel τ tel que τ < τH,z
pour tout z ∈ Z.
L'Hypothèse 7.1.2 doit être relié au mauvais comportement de l'estimateur de Beran
dans la queue de distribution. Contrairement à ce qui se passe avec l'estimateur de
Kaplan-Meier, pour un z ﬁxé, aucun résultat de convergence sur R tout entier de Fˆ (y |
z) n'a été montré jusqu'à présent. L'Hypothèse 7.1.2 peut sembler restrictive. Dans
l'approche de Van Keilegom et Akritas (1999), qui consiste en une modiﬁcation de
l'estimateur de Beran, on s'aﬀranchit de cette hypothèse en la remplaçant par une
hypothèse dite "location-échelle" portant sur le modèle de régression (voir la section
7.2 et le modèle (7.2.2) plus bas). Néanmoins, l'Hypothèse 7.1.2 sera vériﬁée si toutes
les lois conditionnelles possèdent le même support. C'est notamment le cas lorsque le
résidu est gaussien. Par ailleurs, dans ce cas, τH,z = τH , et τ peut être choisi aussi voisin
de τH que désiré.
Hypothèses sur la régularité des fonctions de distribution.
Nous supposerons que les variables Z sont continues, mais ce n'est pas nécessaire-
ment le cas de Y. Pour toute fonction J(t | x), nous noterons par Jc(t | x) la partie
continue de cette fonction, et Jd(t | x) = J(t | x)− Jc(t | x).
Hypothèse 7.1.3 Les fonctions H et Hc (et donc Hd) ont deux dérivées continues par
rapport à x. De plus, ces dérivées sont uniformément bornées pour y < τ .
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L'Hypothèse 7.1.3 n'est pas nécessaire pour obtenir le Corollaire 2.1 de Dabrowska
(1989), mais une telle hypothèse sera utile pour utiliser les résultats de Du et Akritas
(2002) de la section 7.1.3.
Hypothèse 7.1.4 On note par G(t | z) = P(C ≤ t | Z = z). F (. | z) et G(. | z) ont
deux dérivées continues par rapport à z, la première dérivée étant uniformément bornée
(sur [−∞; τ ]). La variation des fonctions ∂zF (. | z) et ∂2zF (. | z) et [−∞; τ ] est bornée
par une constante ne dépendant pas de z.
Hypothèses sur le noyau.
Hypothèse 7.1.5 Le noyau K est une fonction symétrique, positive, à support com-
pact, et K a une dérivée seconde bornée.
Théorème 7.1.1 Sous les Hypothèses 7.1.1 à 7.1.4, et en supposant que h → 0 et
nh →∞, on a
sup
t≤τ,z∈Z′
|Fˆ (t | z)− F (t | z)| = op.s.(1),
sup
t≤τ,z∈Z′
|Gˆ(t | z)−G(t | z)| = op.s.(1),
où Gˆ désigne l'estimateur de Beran de la loi de C sachant Z, et où τ est déﬁnie par
l'Hypothèse 7.1.2.
Il est important de remarquer l'introduction de la borne τ dans le Théorème pré-
cédent. Contrairement à l'estimateur de Kaplan-Meier, aucun résultat de convergence
uniforme de l'estimateur de Beran uniformément sur R × Z n'a été démontré jusqu'à
présent. Ce problème aﬀecte l'ensemble des approches de régression sous l'Hypothèse
1.1.5.
7.1.3 Représentation i.i.d.
De même que l'estimateur de Kaplan-Meier, l'estimateur de Beran est, pour chaque
point z ﬁxé, une fonction de répartition qui ne place de la masse qu'aux observations non
censurées, la masse placée en une observation dépendant de plus de tout l'échantillon.
D'où la nécessité de proposer des représentations i.i.d. de cet estimateur. Lo et Singh
(1986) proposent une telle représentation pour un z ﬁxé. Van Keilegom et Veraverberke
(1997) proposent une représentation analogue dans le cas où les Z sont ﬁxés. Du et
Akritas (2002) proposent quant à eux une représentation uniforme en z qui est explicitée
dans le Théorème 7.1.2 suivant. Ce Théorème repose sur un certain nombre d'hypothèses
supplémentaires.
Hypothèses sur la régularité des fonctions de distribution.
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Hypothèse 7.1.6 Pour des fonctions L1, L2, L3 positives décroissantes et bornées (sur
[−∞; τ ]), on suppose que, pour tout z,
|Hc(t1 | z)−Hc(t2 | z)| ≤ |L1 (t1)− L1 (t2)| ,∣∣∣∣∂Hc∂z (t1 | z)− ∂Hc∂z (t2 | z)
∣∣∣∣ ≤ |L2 (t1)− L2 (t2)| ,∣∣∣∣∂H0c∂z (t1 | z)− ∂H0c∂z (t2 | z)
∣∣∣∣ ≤ |L3 (t1)− L3 (t2)| ,
les deux dernières hypothèses impliquant des hypothèses similaires pour ∂H1c/∂z.
Hypothèse 7.1.7 Les sauts de F (. | x) et G(. | x) sont les mêmes pour tout x. On
désignera par (d1, d2, ...) les atomes de G.
Hypothèse 7.1.8 Pour tout di, on déﬁnit
si = sup
z
|F (di− | z)− F (di | z)| ,
s′i = sup
z
∣∣∣∣∂F∂z (di− | z)− ∂F∂z (di | z)
∣∣∣∣ ,
ri = sup
z
|G(di− | z)−G(di | z)| ,
r′i = sup
z
∣∣∣∣∂G∂z (di− | z)− ∂G∂z (di | z)
∣∣∣∣ .
On suppose que
∑
di≤τ
si + s
′
i + ri + r
′
i < ∞.
Hypothèses sur la fenêtre h.
Hypothèse 7.1.9 La fenêtre h satisfait les conditions (log log n)n−1h−2 = O(1), et
nh5(log n)−1 = O(1).
Théorème 7.1.2 Soit Zδ un ensemble strictement inclus dans l'intérieur de Z ′ avec
λ(Z) − λ(Zδ) = δ > 0, où λ désigne la mesure de Lebesgue. Sous les Hypothèses 7.1.1
à 7.1.9, on a
Fˆ (y | z)− F (y | z)
1− F (y | z) =
1
n
n∑
i=1
win(z)ξ
F
z (Ti, δi; t) + R
F
n (z, t),
Gˆ(y | z)−G(y | z)
1−G(y | z) =
1
n
n∑
i=1
win(z)ξ
G
z (Ti, δi; t) + R
G
n (z, t),
avec
ξSz (Ti, δi; t) =
[1− S(Ti − |z)][δi1S=F + (1− δi)1S=G]1Ti≤t
[1− S(Ti|z)][1−H(Ti − |z)]
−
∫ t
−∞
1Ti≥s[1− S(s− |z)]2dS(s|z)
[1− S(s|z)][1−H(s− |z)]2
= ψS1,z(Ti, δi)1Ti≤t −
∫ t
−∞
ψS2,x(Ti, s)dS(s|z),
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et supz∈Zδ ,t≤τ |RSn(z, t)| = Op.s.(n−3/4h−3/4[log n]3/4).
Voir Du et Akritas (2002) pour une preuve de ce résultat. A noter que Du et Akritas
proposent une uniformité du reste sur Z tout entier. Ceci est dû au fait que les auteurs
oublient de tenir compte des eﬀets de bord aux bornes de Z (leurs formules A.13 et
A.14 sont en fait O(h2n) et non O(h3n) si l'on ne se restreint pas à Zδ, en eﬀet, leur
développement de Taylor n'est légitime que sur l'intérieur de Z).
La représentation de Du et Akritas est naturelle si on considère la représentation de
Duhamel de l'estimateur de Kaplan-Meier conditionnel (analogue du Théorème 2.1.1).
En eﬀet,
Gˆ(y|x)−G(y − |x)
1−G(y − |x) =
∫
dMGx (s)
[1−G(s|x)][1− Fˆ (s− |x)] , (7.1.1)
où
MGx (s) =
1
n
n∑
i=1
(1− δi)win(x)
(
1Ti≤s −
∫ y
−∞
1Ti≥sdG(s|x)
1−G(s− | x)
)
.
La représentation du Théorème 7.1.2 se déduit donc de 7.1.1 en remplaçant Gˆ par G.
Il faut par ailleurs noter que MGx n'est pas une martingale par rapport à la ﬁltration
naturelle Ht = σ(Xi1Ti≤t, Ti1Ti≤t, δ1Ti≤t, i = 1, ..., n), contrairement à ce qui se passe
dans le cas de l'estimateur de Kaplan-Meier, puisque cet objet est biaisé.
7.2 Estimateur de la fonction de répartition multivariée de
Van Keilegom et Akritas
L'estimation de la fonction de répartition F sous l'Hypothèse 1.1.5 a été considé-
rée par Van Keilegom et Akritas (1999). Disposant d'un estimateur de la fonction de
répartition conditionnelle Fˆ ′(y | x), les auteurs proposent l'estimateur
Fˆvk−a(x, y) =
∫
X
Fˆ ′(y | u)dFˆX(u), (7.2.1)
où l'estimateur FˆX désigne la fonction de répartition empirique de X. L'estimateur
choisi pour estimer la fonction de répartition conditionnelle est légèrement diﬀérent de
l'estimateur de Beran.
En eﬀet, les auteurs tentent de contourner l'Hypothèse 7.1.2 en posant une hypothèse
supplémentaire sur Y et X. L'Hypothèse 7.1.2 est frappée par deux inconvénients : dans
certains cas un réel τ tel que mentionné dans l'hypothèse n'existe pas. De plus, il est
parfois impossible de le prendre aussi proche de τH que désiré (à moins qu'on ne soit
dans le cas τH,z = τH envisagé précédemment).
Pour cette raison, Van Keilegom et Akritas (1999) se placent dans un modèle plus
restrictif "localisation-échelle". Dans ce modèle, on suppose que
Y = m(X) + σ(X)ε, (7.2.2)
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où ε est une variable aléatoire indépendante de X, m et σ des fonctions inconnues dites
respectivement de localisation et d'échelle. Une fonction l sera dite de localisation si elle
vériﬁe
l(x) = T (F (.|x)),
avec la transformation T satisfaisant T (FaY +b(·|x)) = aT (F (·|x)) + b, pour tout a ≥ 0
et b ∈ R, où FaY +b(·|x) désigne la fonction de répartition conditionnelle de aY + b. Une
fonction s sera dite d'échelle si elle vériﬁe
s(x) = S(F (.|x)),
où la transformation S vériﬁe T (FaY +b(·|x)) = aS(F (·|x)), pour tout a ≥ 0 et b ∈ R.
On remarque que si (7.2.2) est vériﬁée pour un couple de fonctions localisation-
échelle m et σ, elle est vériﬁée pour n'importe quel autre couple de fonctions localisation-
échelle, quitte à changer le ε en un autre résidu qui reste indépendant de X. En parti-
culier, si (7.2.2) est satisfaite, on a
Y = m0(X) + σ0(X)ε0, (7.2.3)
où
m0(x) =
∫ 1
0
F−1(s | x)J(s)ds,
σ0(x) =
∫ 1
0
F−1(s | x)2J(s)ds−m0(x)2,
où F−1(s | x) = inf{t : F (t|x) = s}.
En estimant ces deux fonctions par
mˆ0(x) =
∫ 1
0
Fˆ−1(s | x)J(s)ds,
σˆ0(x) =
∫ 1
0
Fˆ−1(s | x)2J(s)ds− mˆ0(x)2,
où Fˆ désigne l'estimateur de Beran, on peut estimer les résidus ε0,i par
εˆ0,i =
Ti − mˆ0(Xi)
σˆ0(Xi)
.
La fonction de répartition Fε0(t) = P(ε0 ≤ t) peut alors être estimée à la manière d'un
estimateur de Kaplan-Meier par
Fˆε0(t) = 1−
∏
εˆ0,i≤t
(
1− 1∑n
j=1 1εˆ0,i≤εˆ0,j
)δi
.
Puisque, dans le modèle (7.2.2), on a
F (t|x) = Fε0
(
t−m0(x)
σ0(x)
)
,
186 Chapitre 7
on peut estimer la loi conditionnelle par
Fˆ ′(t|x) = Fˆε0
(
t− mˆ0(x)
σˆ0(x)
)
.
Par suite, l'estimation de F (x, y) = P(Y ≤ y, X ≤ x) se fait en appliquant la formule
(7.2.1).
L'un des avantages de cette approche, dans l'estimation de F (y|x), par rapport à
l'estimateur de Beran, vient du fait qu'on obtient des résultats de convergence du type
sup
x∈X ,y≤τx
|Fˆ ′(y|x)− F (y|x)| = oP (1),
où τx ≤ τH,x déﬁni à l'Hypothèse 7.1.2. En revanche, cette approche suppose une restric-
tion supplémentaire (7.2.2) sur le modèle de régression, et des hypothèses de régularité
sur la fonction τx.
Pour l'estimation de la fonction de répartition F (x, y), on voit que l'estimateur
déﬁni par (7.2.1) ne généralise pas la notion de fonction de répartition empirique. Autre
inconvénient, les résultats de Van Keilegom et Akritas (1999) ne sont valables que pour
des variables X continues, et de dimension 1. De plus, aucun résultat de convergence
des intégrales par rapport à cette fonction de répartition estimée n'a été proposé jusqu'à
présent.
7.3 Une généralisation de la fonction de répartition empi-
rique
Contrairement à l'estimateur de Kaplan-Meier, et à l'estimateur (2.2.8) dans le cas
multivarié proposé par Stute (1993), en l'absence de censure, l'estimateur (7.2.1) ne
redonne pas la fonction de répartition empirique.
Par ailleurs, l'estimateur (7.2.1) est théoriquement diﬃcile à manipuler, de plus sa
théorie repose sur le fait que les X sont univariés. En particulier, l'estimateur (7.2.1)
se comporte mal si l'on essaie d'estimer des modèles de régression, fussent-ils paramé-
triques, où la dimension des variables explicatives est supérieure à 1. Il s'agit d'une
limitation importante de la régression sous l'Hypothèse 1.1.5. Sous l'Hypothèse 1.1.4,
l'estimateur (2.2.8) de la fonction de répartition proposé par Stute (1993) permet d'obte-
nir des estimateurs consistants à la vitesse n−1/2 du paramètre d'un modèle de régression
paramétrique, sans être aﬀecté par la dimension des variables explicatives.
Dans cette section, nous présentons une alternative à l'estimateur (7.2.1), alternative
qui s'inspire de l'estimateur de Stute (1993). Nous menons l'étude théorique de cet
estimateur dans le cas où X ∈ R. Dans le cas X ∈ Rk, avec k > 1, nous proposons de
jouer sur l'Hypothèse d'identiﬁabilité 1.1.5 pour aboutir malgré tout à un estimateur
consistant à la vitesse n−1/2. Notre nouvelle hypothèse d'identiﬁabilité apparaît comme
un compromis entre l'Hypothèse 1.1.4 et 1.1.5. Nous montrons en outre que, même
sous cette hypothèse relâchée, l'estimateur (7.2.1) ne peut être adapté pour prendre en
compte des variables explicatives multidimensionnelles.
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7.3.1 Déﬁnition de l'estimateur
Dans le but de généraliser la fonction de répartition empirique, nous cherchons un
estimateur de la fonction de répartition qui ne place de la masse qu'aux observations.
Par ailleurs, les observations censurées ne provenant pas de réalisations de la variable
Y, nous ne plaçons aucune masse aux observations censurées, ce qui est une propriété
de l'estimateur de Kaplan-Meier dans le cas univarié. L'estimateur que nous cherchons
est donc de la forme suivante,
F˜ (x, y) =
1
n
n∑
i=1
δiW (Xi, Ti)1Xi≤x,Ti≤y, (7.3.1)
où W (Xi, Ti) est un poids à déterminer. Par ailleurs, si l'on veut que les intégrales par
rapport à cet estimateur F˜ ne soient pas biaisées, il faut que, pour toute fonction φ,
E[δiW (Xi, Ti)φ(Xi, Ti)] = E[φ(X,Y )].
Or, sous l'Hypothèse d'identiﬁabilité 1.1.5, pour toutes fonctions W et φ, on a
E [δiW (Xi, Ti)φ(Xi, Ti)] = E [{1−G (Yi− | Xi)}W (Xi, Yi)φ(Xi, Yi)] , (7.3.2)
où G(y | x) désigne P(C ≤ y | X = x), la fonction de répartition conditionnelle de la
censure. D'après cette remarque, l'estimateur "naturel" que l'on voudrait utiliser serait
F˜ (x, y) =
1
n
n∑
i=1
δi1Xi≤x,Ti≤y
1−G(Ti − |Xi) . (7.3.3)
En particulier, si l'Hypothèse 1.1.3 est vériﬁée, G(Ti − |Xi) = G(Ti−), et on retrouve
l'estimateur "idéal" F˜ déﬁni au Chapitre 2 par l'équation (2.2.9), et qui doit être rappro-
ché de la démarche de Stute (1993). De plus, les intégrales par rapport à F˜ s'expriment
comme ∫
φ(x, y)dF˜ (x, y) =
1
n
n∑
i=1
δiφ(Xi, Ti)
1−G(Ti − |Xi) ,
de sorte qu'elles convergent vers E[φ(X,Y )] d'après la loi des grands nombres.
Mais de la même façon que G est indisponible dans la déﬁnition (2.2.9), la fonction
de répartition conditionnelle de la censure est inconnue, et doit donc être estimée. Une
façon naturelle consiste alors à utiliser l'estimateur de Beran (1981).
On obtient alors
Fˆ (x, y) =
1
n
n∑
i=1
δi1Xi≤x,Ti≤y
1− Gˆ (Ti− | Xi)
. (7.3.4)
Contrairement à (7.2.1), cet estimateur généralise bien la notion de fonction de
répartition empirique. En eﬀet, en l'absence de censure, Gˆ(y− | x) = 0 pour tout y et
tout x, presque sûrement. De sorte que la fonction de répartition empirique, l'estimateur
(7.3.3) et l'estimateur (7.3.4) coïncident.
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On peut de plus considérer des intégrales par rapport à la mesure déﬁnie par (7.3.4).
Considérons φ ∈ F , et∫
φ(x, y)dFˆ (x, y) =
1
n
n∑
i=1
δiφ(Xi, Ti)
1− Gˆ(Ti− | Xi)
. (7.3.5)
De même qu'au Chapitre 2, ces intégrales apparaissent comme des sommes non i.i.d. Il
apparaît donc intéressant d'obtenir des représentations i.i.d. analogues à celles existant
pour les intégrales Kaplan-Meier. Cette étude est l'objet des sections 7.3.3.1 et 7.3.3.2.
7.3.2 Cas de variables explicatives multivariées
Si X ∈ Rd avec d > 1, la déﬁnition (7.3.5) comporte un estimateur de Beran avec
un noyau multivarié. Ceci pose le même problème que l'estimateur (7.2.1), et l'on risque
d'être frappé par une impossibilité de considérer le cas X multivarié. Une solution peut
consister à se placer dans un modèle où les conditions d'identiﬁabilité sont un peu plus
légères que l'Hypothèse 1.1.5.
Soit g : Rd → R une fonction connue. Remplaçons l'Hypothèse 1.1.5 par les
hypothèses suivantes.
Hypothèse 7.3.1 On a
 Y et C indépendants conditionnellement à g(X),
 P(Y ≤ C|X,Y ) = P(Y ≤ g(X), Y ).
La deuxième partie de cette hypothèse est en particulier réalisée si L(C|X, Y ) =
L(C|g(X), Y ), où L désigne la loi conditionnelle de C. Cette Hypothèse 7.3.1 appa-
raît comme un compromis entre les Hypothèses 1.1.4 et 1.1.5 permettant de réduire la
dimension. Des choix naturels de fonctions g peuvent être
g1(x) = x1,
g2(x) = θ
′
0x,
le choix g2 étant dans l'esprit de la méthode single-index pour réduire la dimension en
régression semi-paramétrique. Dans un premier temps, nous supposerons que la fonction
g est connue. La section 7.3.4 s'intéresse à une modiﬁcation de l'approche que nous
présentons ici, dans le cas où la fonction g est estimée.
L'intérêt de l'Hypothèse 7.3.1 réside dans le calcul suivant, analogue de la formule
(7.3.2),
E [δφ(X,T )] = E [P(Y ≤ C | X, Y )φ(X, Y )]
= E [P(Y ≤ C | g(X), Y )φ(X, Y )] (7.3.6)
= E [(1−G(Y − |g(X)))φ(X, Y )] , (7.3.7)
où l'on utilise la deuxième partie de l'Hypothèse 7.3.1 pour obtenir (7.3.6), et l'indé-
pendance de Y et C conditionnellement à g(X) pour obtenir (7.3.7).
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A la place de l'estimateur F˜ déﬁni par (7.3.3), on peut alors considérer
F˜ (x, y) =
1
n
n∑
i=1
δi1Xi≤x,Ti≤y
1−G(Ti − |g(Xi)) . (7.3.8)
Dans le cas particulier où L(C|X) = L(C|g(X)), les deux fonctions (7.3.3) et (7.3.8)
sont égales. On en déduit l'estimateur de répartition obtenu en utilisant l'estimateur de
Beran (1981),
Fˆ (x, y) =
1
n
n∑
i=1
δi1Xi≤x,Ti≤y
1− Gˆ(Ti − |g(Xi))
. (7.3.9)
L'avantage de cet estimateur est qu'il ne fait intervenir que des noyaux univariés dans
l'estimateur de Beran (g(x) ∈ R).
7.3.3 Représentation i.i.d. des intégrales par rapport à Fˆ
Dans cette section, on pose Z = g(X). Ceci permettra de considérer du même coup
les intégrales par rapport à Fˆ déﬁni par (7.3.4) (correspondant au cas g(x) = x ∈ R),
ainsi que les intégrales déﬁnies par (7.3.9).
7.3.3.1 Consistance
L'obtention de résultat de consistance pour les intégrales par rapport à Fˆ résulte
du Théorème 7.1.1. On obtient ainsi une représentation i.i.d. de ces intégrales avec un
reste op.s.(1).
Théorème 7.3.1 Soit F une classe de fonction d'enveloppe Φ satisfaisant Φ(x, t) = 0
pour t > τ (où τ est déﬁni dans l'Hypothèse 7.1.2), et telle que δ[1−G(t|g(x))]−1 ×F
soit P−Glivenko-Cantelli. Sous les Hypothèses 7.1.1 à 7.1.4,
∀φ ∈ F ,
∫
φ(x, y)dFˆ (x, y) =
∫
φ(x, y)dF˜ (x, y) + Rn(φ),
avec supφ∈F |Rn(φ)| = op.s.(1). Par conséquent,
sup
φ∈F
|
∫
φ(x, y)d[Fˆ − F ](x, y)| → 0 p.s.
Preuve: Soit I(φ) =
∫
φ(x, y)dFˆ (x, y). On réécrit
I(φ) =
1
n
n∑
i=1
δiφ (Xi, Ti)
1−G (Ti− | Zi)
+
1
n
n∑
i=1
δiφ(Xi, Ti)[Gˆ(Ti − |Zi)−G(Ti − |Zi)]
[1−G (Ti − |Zi)][1− Gˆ (Ti − |Zi)]
(7.3.10)
= I0n + I1n.
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Par la loi des grands nombres, le premier terme converge presque sûrement vers l'espé-
rance
∫
φ (x, y) dF (x, y) (uniformément sur F , puisque δ[1 − G(t − |g(x))]−1 × F est
P−Glivenko-Cantelli). Pour le second terme,
|I1n| ≤ OP (1)× sup
t≤τ,x∈χ
∣∣∣Gˆ(t− |z)−G (t− |z)∣∣∣× 1
n
n∑
i=1
δi |Φ(Xi, Ti)|
[1−G(Ti − |Zi)]2
.
La somme empirique converge presque sûrement, et le supremum tend vers zéro presque
sûrement pas le Théorème 7.1.1.
7.3.3.2 Normalité asymptotique
Pour obtenir une représentation asymptotique avec reste oP (n−1/2) uniformément
sur une classe de fonction F , il faut imposer des hypothèses supplémentaires sur la
classe de fonctions F .
Hypothèses sur la classe de fonction F .
Hypothèse 7.3.2 F est une classe de fonctions euclidienne possédant une enveloppe
Φ de carré intégrable, satisfaisant Φ(x, t) = 0 pour t ≥ τ, pour un τ tel que déﬁni dans
l'Hypothèse 7.1.2.
Des conditions sur la régularité de φ par rapport à x sont également nécessaires.
Hypothèse 7.3.3 On suppose que
 Soit FZ(x, y) = P(X ≤ x, Y ≤ y | Z), et pour toute fonction φ, on déﬁnit
φ¯z(s) =
∫
x,y
1s≤yφ(x, y)dFz(x, y).
Soit Zδ un sous-ensemble compact strictement inclus dans l'intérieur de Z ′, et tel
que λ(Z) − λ(Zδ) = δ, où λ désigne la mesure de Lebesgue. On suppose de plus
qu'il existe un nombre ﬁni K(F) tel que, pour tout φ ∈ F ,
φ(X,Y ) =
K(F)∑
i=1
φi(X, Y )1g(X)∈Ii ,
où Ii ⊂ Zδ, et φ¯i sont deux fois diﬀérentiables par rapport à z, avec de plus
sups≤τ,z |∂zφ¯i,z(s)| + |∂2z φ¯i,z(s)| ≤ M < ∞, pour une constante M ne dépendant
pas de φi.
 Φ¯ est bornée sur Xδ×] −∞; τ ], et possède des dérivées partielles par rapport à z
qui sont bornées.
Le processus MGx déﬁni plus haut n'est pas une martingale par rapport à la ﬁltration
Hs = σ(Xi1Ti≤s, Ti1Ti≤s, δi1Ti≤s, i = 1, ..., n). En eﬀet, nous avons
E[ξGZi(Ti, δi; t)|Xi] = 0, (7.3.11)
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mais E[ξGz (Ti, δi; t)] 6= 0 (où ξz est déﬁnie au Théorème 7.1.2). Néanmoins les processus
MGi (s) = (1− δi)1Ti≤s −
∫ s
−∞
1Ti≥sdG(s|Xi)
1−G(s|Xi) ,
pour i = 1, ..., n sont des martingales par rapport à Hs. Ces martingales apparaissent
naturellement dans la représentation asymptotique des intégrales par rapport à Fˆ , four-
nissant ainsi l'analogue de la représentation du Théorème 2.2.7.
Théorème 7.3.2 Sous les Hypothèses 7.1.1 à 7.3.3,
∫
φ (x, y) d(Fˆ − F˜ ) (x, y) = 1
n
n∑
i=1
∫
φ¯Zi(s)dM
G
i (s)
[1−H(s | Zi)]
+Rn (φ) ,
avec supφ∈F |Rn (φ)| = OP ((log n)3/4n−3/4h−3/4)+O(h2), et φ¯ déﬁnie dans l'Hypothèse
7.3.3.
En particulier, on observe que, si l'on considère une séquence h telle que nh4 → 0
et telle que (log n)3/4nh3 → ∞, le terme résiduel est oP (n−1/2). Observons également
que, si nous ne désirons pas nous restreindre à l'ensemble Zδ déﬁni dans l'Hypothèse
7.3.3, on doit rajouter un O(h) dans le terme résiduel.
Preuve:
On écrit∫
φ(x, y)d(Fˆ − F˜ )(x, y) =
∫
φ(x, y)[Gˆ(y − |z)−G(y − |z)]
[1−G(y − |z)] dF˜ (x, y)
+
∫
φ(x, y)[Gˆ(y − |z)−G(y − |z)]2
[1− Gˆ(y − |z)][1−G(y − |z)] dF˜ (x, y)
= I1(φ) + I2(φ).
Pour I2(φ), observons que
|I2(φ)| ≤ C × sup
z∈Zδ,y≤τ
∣∣∣∣∣Gˆ(y− | z)−G(y− | z)1− Gˆ(y− | z)
∣∣∣∣∣
2 ∫
Φ(x, y)dF˜ (x, y).
Par la Proposition 4.3 de Van Keilegom and Akritas (1999), on déduit que
sup
φ∈F
|I2(φ)| = OP (n−1h−1[log(h−1)]1/2).
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En appliquant le développement du Théorème 7.1.2 de Du et Akritas (2002),
I1(φ) =
1
n
∑
i,j
δiφ(Xi, Ti)wnj(Zi)ξ
G
Zj
(Zi, Ti−)
[1−G(Ti − |Zi)]2 (7.3.12)
+
1
n
n∑
i=1
δiφ(Xi, Ti)R
G
n (Zi, Ti−)
[1−G(Ti − |Zi)]2 (7.3.13)
=
∫ [∫ y−
−∞
φ(x, y)dMGz (y
′)
[1− F (y′|z)][1−G(y′ − |z)]
]
dF˜ (x, y)
+R(1)n (φ). (7.3.14)
A présent décomposons (7.3.14) en
I1(φ) =
∫ [∫ y−
−∞
φ(x, y)dMGz (y
′)
[1− F (y′|z)][1−G(y′ − |z)]
]
dF (x, y)
+
∫ [∫ y−
−∞
φ(x, y)dMGz (y
′)
[1− F (y′|z)][1−G(y′ − |z)]
]
d(F˜ − F )(x, y)
+R(1)n (φ)
= I0(φ) + R
(2)
n (φ) + R
(1)
n (φ). (7.3.15)
En utilisant la vitesse de convergence de RGn du Théorème 7.1.2, et le fait que |φ| ≤ Φ,
on obtient que supφ∈F |R(1)n (φ)| = OP ((log n)3/4n−3/4h−3/4). Dans le Lemme 7.4.1, on
montre que R(2)n (φ) = OP ((log n)n−1h−1) + OP (h2), de sorte que seul I0(φ) nécessite
d'être considéré. En appliquant le Théorème de Fubini, écrivons
I0(φ) =
1
n
n∑
j=1
∫
wnj(z)ξ
G
z (Tj , δj ; y−)φ(x, y)dF (x, y)
=
1
nh
n∑
j=1
∫
K
(
Zj − z
h
)
ξGz (Tj , δj ; y−)φ(x, y)dF (x, y)
fZ(z)+ 1nh
n∑
j=1
∫ K (Zj−zh ) ξGz (Tj , δj ; y−)φ(x, y)dF (x, y)
[fZ(z)− fˆZ(z)]−1[fZ(z)]2
+
1
nh
n∑
j=1
∫ K (Zj−zh ) ξGz (Tj , δj ; y−)φ(x, y)dF (x, y)
[fZ(z)− fˆZ(z)]−2[fZ(z)]2[fˆZ(z)]
.

= I00(φ) + R
(3)
n (φ). (7.3.16)
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Au Lemme 7.4.2, on montre que supφ∈F |R(3)n (φ)| = OP (n−1h−1 log n + h2). Par un
changement de variable dans le premier terme de (7.3.16), I00(φ) peut être réécrit comme
1
n
n∑
j=1
∫
K (u) ξGZj+hu(Tj , δj ; y−)φ(x, y)dF (x, y | Zj + hu)du
=
1
n
n∑
j=1
∫
K (u)ψG1,Zj+hu(Tj , δj)φ¯Zj+hu(Tj)du
−
∫
K (u)ψG2,Zj+hu(Tj , s)φ¯Zj+hu(s)dH1(s | Zj + hu)du. (7.3.17)
On utilise à présent l'Hypothèse 7.3.3. Par linéarité, nous n'avons qu'à considérer le
cas d'une fonction du type φ(x, y) = φ1(x, y)1x∈I1 , satisfaisant l'Hypothèse 7.3.3. Sous
l'Hypothèse 7.1.3, la fonction ψi possède deux dérivées bornées par rapport à z. Pour
utiliser un développement de Taylor dans (7.3.17), on doit vériﬁer que Zj et Zj +hu sont
des points intérieurs de Z. C'est pour cette raison que l'ensemble Zδ a été introduit, et
devrait également apparaître dans le résultat de Du et Akritas (2002) pour contrôler le
biais de l'estimateur à noyau dans les bords du domaine Z (en se référant à l'article de
Du et Akritas, (2002), leurs équations (A.13) et (A.14) ne permettent pas d'obtenir une
vitesse suﬃsante uniformément en x0 ∈ Z, puisque x0 + hu n'est pas un point intérieur
de Z pour tout x0 ∈ Z).
A présent, considérons un entier j0 tel que Zj0 ∈ I1 ⊂ Zδ. Xj0 est un point intérieur
de Z. De plus, puisque u ne prend ses valeurs que dans un intervalle compact (K possède
un support compact), Zj0 + hu est presque sûrement un point intérieur de Z pour n
suﬃsamment grand (ne dépendant que de δ). Par un développement de Taylor, et le
Théorème de Fubini, les deux intégrales apparaissant dans (7.3.17) et correspondant à
l'indice j0 peuvent être réécrites comme∫
φ¯1,Zj0 (s)dMj0(s)
[1−H(s | Zj0)]
+ O(h2),
où nous avons utilisé que
∫
uK(u)du = 0,
∫
u2K(u)du < ∞, et où le O(h2) ne dépend
que de δ.
Considérons à présent l'indice j tel que :
1. Xj + hu ∈ I1 et Xj /∈ I1,
2. Xj ∈ I1 et Xj + hu /∈ I1.
Pour simpliﬁer l'argumentation, nous supposerons que I1 = [a; b]. La contribution de
ces termes à (7.3.17) est
1
n
n∑
j=1
[1Zj∈I1,Zj+hu/∈I1 + 1Zj /∈I1,Zj+hu∈I1 ]
∫
φ¯1,Zj (s)dMj(s)
[1−H(s | Zj)]
+R(4)n (φ1),
194 Chapitre 7
où nous pouvons borner
|R4n(φ1)| ≤ M ×
1
n
n∑
j=1
∫
K(u)[1Zj∈I1,Zj+hu/∈I1 + 1Zj /∈I1,Zj+hu∈I1 ]du,
où M est une constante positive, et où nous avons utilisé |φ1| ≤ Φ, avec Φ¯ bornée sur
Xδ×]−∞; τ ]. L'espérance du terme de droite peut être bornée par
M ′ ×
∫
K(u)[FZ(a + h)− FZ(a− h) + FZ(b + h)− FZ(b− h)]du,
où FZ est la fonction de répartition de Z. En utilisant l'Hypothèse 7.1.1, un développe-
ment de Taylor montre que ce terme est O(h2).
7.3.3.3 Suppression des eﬀets de bord à la frontière de Z
Le résultat précédent peut être modiﬁé sensiblement pour remplacer l'ensemble Zδ
par un ensemble Zn qui croît vers Z ′ (on considère notamment le cas particulier où
Z ′ = Z dans l'Hypothèse 7.1.1, ce qui correspond au cas étudié par Du et Akritas,
2002). On a alors la Proposition suivante.
Proposition 7.3.3 Soit Zn un ensemble strictement inclus dans l'intérieur de Z et tel
que, si g(x) ∈ Zn, alors g(x)± ch est un point intérieur de Z, où c est tel que le support
de K soit [−c; c]. Sous les Hypothèses du Théorème 7.3.2, l'ensemble Zδ étant remplacé
par l'ensemble Z dans l'Hypothèse 7.3.3, on a∫
φ (x, y)1x∈Xnd(Fˆ − F˜ ) (x, y) =
1
n
n∑
i=1
∫
φ¯Zi(s)1Xi∈XndMi(s)
[1−H(s | Zi)]
+Rn (φ) ,
avec supφ∈F |Rn (φ)| = OP ((log n)3/4n−3/4h−3/4) + O(h2).
Dans le cas où Z = g(X) a pour support [a; b] et K de support [−1; 1], on peut
déﬁnir Xn = {x : g(x) ∈ [a + 1/2h; b− 1/2h]}.
Preuve: La seule diﬀérence avec la preuve du Théorème 7.3.2 réside dans l'étude
du terme de biais. Le développement de Taylor, dans la formule (7.3.17) est légitime,
par construction de Zn.
7.3.4 Estimation de la fonction g
Dans certains cas, la fonction g intervenant dans l'Hypothèse 7.3.1 est inconnue.
Néanmoins, dans certains modèles, en posant des conditions supplémentaires sur C,
cette fonction peut être estimée à la vitesse n−1/2. Dans cette section, on suppose que
g est inconnue, et plus précisément que g est de la forme g = λ(β0, x), avec β0 ∈ B ⊂
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Rk inconnu. Le cas le plus simple est g(x) = β′0x. On suppose que l'on dispose d'un
estimateur βˆ de β0 consistant à la vitesse n−1/2, satisfaisant la condition
βˆ − β0 = 1
n
n∑
i=1
ψ(Ti, δi, Xi) + oP (n
−1/2), (7.3.18)
avec E[ψ(Ti, δi, Xi)] = 0 et E[ψ(Ti, δi, Xi)2] < ∞. Nous donnons ici quelques exemples
de situations dans lesquelles on dispose d'un tel estimateur βˆ.
Exemple 1 : modèle de Cox. On suppose que C suit un modèle de régression
Cox par rapport à X, c'est à dire
λG(t|X = x) = λ0(t)eβ′0x,
où λG(t|X) = [1−G(t− |X)]−1dG(t|X).
En particulier, on est bien dans le cas L(C|X) = L(C|β′0X). Dans ce cas, on peut
estimer β0 en utilisant l'estimateur βˆ étudié par Andersen et Gill (1982). Il découle de
la preuve de leur Théorème 3.2 que l'on a bien la représentation (7.3.18) avec
ψ(t, d, x) = Σ−1 ×
(
(1− d)φ(x, t)−
∫
−∞τH φ(x,u)1t>u[1−G(u−)]−1dG(u)
)
,
où la matrice Σ est déﬁnie par la condition D de Andersen et Gill (1982), et la fonction
φ étant déﬁnie par
φ(x, t) = x− XE[e
β′X(1−H(t|X))]
E[eβ′X(1−H(t|X))] .
Exemple 2 : modèle de Gorgens et Horowitz. Gorgens et Horowitz (1999)
proposent le modèle suivant,
C = Λ(β′0X + U),
la variable U étant indépendante de Y et X, et la transformation Λ étant inconnue.
Dans ce cas, on a également que L(C|X) = L(C|β′0X). Leurs estimateurs de βˆ satisfait
(7.3.18), voir à ce propos leur Hypothèse 5 et leur section 2.2.
Déﬁnissons gˆ(x) = λ(βˆ, x). Sous la condition (7.3.18), on peut proposer l'estimateur
suivant pour la fonction de répartition,
Fˆgˆ(x, y) =
1
n
n∑
i=1
δi1Ti≤y,Xi≤x
1− Gˆ(Ti − |gˆ(Xi))
.
Des conditions supplémentaires sont nécessaires sur la fonction G (diﬀérentiabilité par
rapport à β) aﬁn d'obtenir une représentation asymptotique des intégrales par rapport
à Fˆgˆ.
Hypothèse 7.3.4 On suppose que la fonction (t, β, x) → G(t|λ(β, X) = λ(β, x)) est
diﬀérentiable par rapport à β, et que cette diﬀérentielle (le vecteur des dérivées partielles
par rapport à β est noté ∇βG(t, β, x)) est uniformément bornée.
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Proposition 7.3.4 On se place sous les Hypothèses du Théorème 7.3.1, et on suppose
de plus qu'on est sous l'Hypothèse 7.3.4. On a alors
sup
φ∈F
∣∣∣∣∫ φ(x, y)d[Fˆgˆ − Fˆ ](x, y)∣∣∣∣ = oP (1).
Preuve: On utilise la convergence uniforme de Gˆ(t|gˆ(x)) obtenue au Lemme 7.4.3.
Proposition 7.3.5 Sous les Hypothèses 7.1.1 à 7.3.4, et pour nh3[log n]1/2 → ∞, on
suppose que l'on dispose d'un estimateur βˆ satisfaisant (7.3.18). On a, pour tout φ ∈ F ,∫
φ(x, y)I(x)d[Fˆgˆ − Fˆ ](x, y) = 1
n
n∑
i=1
E
[
φ(X,Y )I(X)∇βG(Y−, β0, X)
1−G(Y − |g(X))
]
×ψ(Ti, δi, Xi) + oP (n−1/2),
où l'on déﬁnit
I(x) = 1infβ∈B˜ |fβ(λ(β,x))>c|,
avec fβ(λ(β, x)) densité de λ(β, X), c une constante strictement positive, B˜ un voisinage
compact de β0.
Preuve: On eﬀectue un développement de Taylor par rapport à β, ce qui fournit∫
φ(x, y)I(x)d[Fˆgˆ − Fˆ ](x, y) = 1
n
n∑
i=1
δiφ(Xi, Ti)I(Xi)∇βGˆ(Ti−, βn, Xi)(βˆ − β0)
[1− Gˆ(Ti − |λ(βn, Xi))]2
,
pour un βn entre βˆ et β0. Par convergence de βˆ vers β0, βn tend également vers β0. De
plus, en appliquant le Lemme 7.4.3, on obtient∫
φ(x, y)d[Fˆgˆ − Fˆ ](x, y) = 1
n
n∑
i=1
δiφ(Xi, Ti)I(Xi)∇βG(Ti−, β0, Xi)(βˆ − β0)
[1−G(Ti − |g(Xi))]2 + Rn(φ),
= Un(φ) + Rn(φ),
avec supφ |Rn(φ)| ≤ |Rn(Φ)| = oP (n−1/2). On peut ne considérer que les termes pour i 6=
j, les termes i = j ont une contribution négligeable (ordre OP (n−1)). Le développement
i.i.d. de βˆ fournit
Un(φ) =
1
n2
∑
i,j
δiφ(Xi, Ti)I(Xi)∇βG(Ti−, β0, Xi)ψ(Tj , δj , Xj)
[1−G(Ti − |g(Xi))]2 + R
′
n(φ),
avec supφ |R′n(φ)| ≤ |R′n(Φ)| = oP (n−1/2). La famille de fonctions
F ′ =
{
(x, y, c, x′, y′, c′) → 1y≤cφ(x, y)I(x)∇βG(y−, β0, x)ψ(y
′ ∧ c′,1y′≤c′ , x′)
[1−G(y − |g(x))]2 , φ ∈ F
}
,
Une généralisation de la fonction de répartition empirique 197
est une classe euclidienne par l'exemple 2.10.8 de Van der Vaart et Wellner (1996).
Par ailleurs, cette classe de fonction possède une enveloppe de carré intégrable. En
appliquant le Corollaire 4 de Sherman (1994a), on obtient que le U−processus indexé
par φ dans la déﬁnition de Un(φ) est égal à
1
n
n∑
j=1
E
[
φ(X,Y )I(X)∇βG(Y−, β0, X)
[1−G(Y − |g(X))]
]
ψ(Tj , δj , Xj) + oP (n
−1/2).
7.3.5 Comparaison avec l'estimateur de Van Keilegom et Akritas
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Fig. 7.1  Biais et variance des estimateurs de E[Y 1Y≤100] suivant les valeurs du paramètres de
lissage pour n = 50 et 30% de censure.
Nous présentons une brève étude par simulations aﬁn de comparer la performance
de Fˆ et Fˆgˆ par rapport à l'estimateur existant, et en plus particulièrement dans le cas où
d > 1. L'estimateur de Van Keilegom et Akritas (1999) n'a pas été étudié théoriquement
dans le cas d > 1, l'un des buts de cette simulation étant notamment de montrer que
ce problème théorique trouve un écho dans la pratique.
Nous considérons le modèles suivant.
 X = (X(1), ..., X(d)) ∼ U [0, 1]⊗d.
 Y = d−1
∑d
i=1(−1)iX(i) + ε.
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Fig. 7.2  Biais et variance des estimateurs de E[Y 1Y≤100] suivant les valeurs du paramètres de
lissage pour n = 50 et 45% de censure.
 ε ∼ N (m, 1) indépendant de X, m étant un paramètre sur lequel nous jouons pour
faire varier le pourcentage de réponses censurées. m = 1.7 correspond à environ
30% de censure, m = 2.2 à 45 %.
 C|X ∼ E(eβ′0X/5), indépendant de ε, où β0 = (1/d, ..., 1/d).
La variable C suit une régression Cox conditionnellement à X. On utilise l'estimateur
βˆ du modèle de Cox pour estimer g. La fonction φ donc nous cherchons à estimer
l'espérance est φ(y) = y1y≤τ , avec τ = 100.
Procédure Nous considérons les cas d = 1, 3, 7 et n = 50, 100. Pour chaque n et
chaque d, nous générons 100 échantillons et nous estimons E[φ(Y )] par l'un des trois
estimateurs ci-dessous :
φˆ1 =
∫ ∫
y1y≤τdFˆvk−a(x, y),
φˆ2 =
∫ ∫
y1y≤τdFˆ (x, y),
φˆ3 =
∫ ∫
y1y≤τdFˆβˆ(x, y).
En dimension 1, nous ne considérons pas le troisième estimateur, puisque la fonction
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g est alors connue exactement. Pour chacune de ces méthodes, nous considérons plu-
sieurs valeurs du paramètre de lissage h. A partir des cent répétitions de l'expérience,
nous estimons le biais E[φˆi]−E[φ(Y )], et la variance E[φˆ2i ]−E[φˆi]2 pour chacune des
méthodes. Les résultats sont présentés dans les ﬁgures 7.1 à 7.3.
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Fig. 7.3  Biais et variance des estimateurs de E[Y 1Y≤100] suivant les valeurs du paramètres de
lissage pour n = 100 et 45% de censure.
En dimension 1, la performance des estimateurs proposés semble comparable. En
revanche, dès la dimension 3, les performances de l'estimateur de Van Keilegom et Akri-
tas sont grandement aﬀectées. Pour les plus petites valeurs de h, le biais et la variance
dépassent respectivement 0.7 et 1.5. Même pour h = 0.9, le biais reste important (envi-
ron trois fois celui obtenu en utilisant Fˆ ), la variance restant également bien supérieure
à celle obtenue en utilisant Fˆ et Fˆβˆ.
En dimension 7, la variance de l'estimateur de Van Keilegom et Akritas est très
faible. L'estimateur φˆ3 fournit systématiquement des valeurs très proches de zéro. En
eﬀet, la masse que Fˆvk−a place en (x, y) est très faible. En outre, des problèmes nu-
mériques dûs à des dénominateurs trop proches de zéro perturbent considérablement
l'estimation.
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7.4 Lemmes techniques
7.4.1 Lemmes pour la représentation i.i.d. de Fˆ
Lemme 7.4.1 Sous les Hypothèses 7.1.1, 7.1.2, 7.1.4, 7.1.9 et 7.3.2,
sup
φ∈F
|R(2)n (φ)| = OP ((log n)n−1h−1) + O(h2).
Preuve: Soit
U i,j(φ) =
δiφ(Xi, Ti)
[1−G(Ti − |Zi)]K
(
Zi − Zj
h
)
fˆZ(Zi)
−1ξGZi(Tj , δj ; Ti−)
−
∫
φ(x, y)K
(
z − Zj
h
)
fˆZ(z)
−1ξGz (Tj , δj ; y−)dF (x, y).
Soit Wj = (X ′j , Yj , Cj). On peut décomposer U i,j en U i,j(φ) =
∑4
k=1 U
i,j
k (φ), où
U i,j1 (φ) =
δiφ(Xi, Ti)ξ
G
Zi
(Tj , δj ; Ti−)
fZ(Zi)[1−G(Ti − |Zi)] K
(
Zi − Zj
h
)
−E
[
φ(X,Y )ξGZ (Tj , δj ; Y−)
fZ(Z)
K
(
Z − Zj
h
)
|Wj
]
,
U i,j2 (φ) =
δiφ(Xi, Ti)ξ
G
Zi
(Tj , δj ; Ti−)K
(
Zi−Zj
h
)
(fˆZ(Zi)− E[fˆZ(Zi)|Zi])−1fZ(Zi)2[1−G(Ti − |Zi)]
−E
φ(X, Y )ξGZ (Tj , δj ;Y−)K
(
Z−Zj
h
)
(fˆZ(Z)− E[fˆZ(Z)|Z])−1fZ(Z)2
|Wj
 ,
U i,j3 (φ) =
δiφ(Xi, Ti)E[fˆZ(Zi)|Zi]ξGZi(Tj , δj ; Ti−)
fZ(Zi)2[1−G(Ti − |Zi)] K
(
Zi − Zj
h
)
−E
[
φ(X,Y )E[fˆZ(Z)|Z]ξGZ (Tj , δj ; Y−)
fZ(Z)2
K
(
Z − Zj
h
)
|Wj
]
,
U i,j4 (φ) =
δiφ(Xi, Ti)[fˆZ(Zi)− fˆZ(Zi)]2ξGZi(Tj , δj ; Ti−)K
(
Zi−Zj
h
)
fZ(Zi)2fˆZ(Zi)[1−G(Ti − |Zi)]
−
∫ φ(x, y)[fˆZ(z)− fˆZ(z)]2ξGx (Tj , δj ; y−)K ( z−Zjh )
fZ(z)2fˆZ(z)
dF (x, y).
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Observons que, pour tout k = 1, ..., 4, U i,ik (φ) = 0. On a, pour une constante M ,
1
n2
∑
i,j
|U i,j4 (φ)| ≤
M
n2
× sup
z∈X
|fˆZ(z)− fZ(z)|2
fˆZ(z)
∑
i,j
K
(
Zi − Zj
h
)
Φ(Xi, Ti)
= OP (n
−1 log n) + O(h2),
en utilisant la vitesse de convergence uniforme de fˆX , voir Einmahl et Mason (2000).
Puisque nous avons E[U i,j1 (φ)|Wj ] = 0, on observe que le processus déﬁni par
U1(φ) = n
−2
∑
i 6=j{U (i,j)1 (φ) − E[U i,j1 (φ)|Wi]} est un U−processus dégénéré d'ordre
2. On déduit que ce U−processus est indexé par une classe de fonction euclidienne d'en-
veloppe de carré intégrable en utilisant le Lemme 2.14 (ii) de Pakes et Pollard (1989).
En utilisant le Corollaire 4 de Sherman (1994a), supφ∈F |U1(φ)| = OP (n−1). De plus,
en utilisant un changement de variable et en eﬀectuant un développement de Taylor,
E[U i,j1 (φ)|Wi] =
hδiφ(Xi, Ti)
∫
ξGZi(y,1y≤c; Ti−)dF (y | Zi)dG(c|Zi)
fZ(Zi)[1−G(Ti − |Zi)] + R
i,j
1 (φ), (7.4.1)
où, pour une constante M et en utilisant l'Hypothèse 7.1.4 et
∫
uK(u)du = 0,
|Ri,j1 | ≤ Mh3
δiΦ(Xi, Ti)
1−G(Ti − |Zi) .
Le premier terme de (7.4.1) est zéro en utilisant (7.3.11). Finalement, on a obtenu
1
n2h
∑
i,j
U i,j1 (φ) = OP (n
−1h−1) + O(h2).
En utilisant des arguments similaires, les termes n−1h−1
∑
i,j U
i,j
k pour k = 2, 3 peuvent
être décomposés en un U−processus dégénéré d'ordre supérieur à 2 indexé par une
classe de fonction de complexité polynomiale, plus un "terme de biais" d'ordre O(h2)
uniformément sur F . De là, pour k = 2, 3,
1
n2h
∑
i,j
U i,jk (φ) = OP (n
−1h−1) + OP (h
2).
Finalement, R(2)n (φ) = n−2h−1
∑
i,j
∑4
k=1 U
i,j
k (φ).
Lemme 7.4.2 Sous les Hypothèses 7.1.1, 7.1.2, 7.1.4, 7.1.9, et 7.3.2, pour tout ε > 0,
sup
φ∈F
R(3)n (φ) = OP (n
−1h−1 log n) + OP (h
2).
Preuve: A partir de (7.3.16), on observe que le second terme de R(3)n (φ) est de l'ordre
OP (n
−1h−1 log n) en appliquant le Lemme 4.3 de Van Keilegom et Akritas (1999), et le
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fait que |φ| ≤ Φ. Le premier terme est
1
nh
∫ n∑
j=1
K
(
Zj − z
h
)
ξGz (Tj , δj ; y−)φ(x, y)dF (x, y)
{fˆZ(z)− E[fˆZ(z)]}−1[fZ(z)]2
+
1
nh
∫ n∑
j=1
K
(
Zj − z
h
)
ξGz (Tj , δj ; y−)φ(x, y)dF (x, y)
(E[fˆZ(z)]− fZ(z))−1[fZ(z)]2
.
La première partie peut s'écrire comme
1
n2h2
∫ ∑
j,i
K(
Zj − z
h
)ξGz (Tj , δj ; y−){K(
Zi − z
h
)−E[K(Z − z
h
)]}

×φ(x, y)dF (x, y)
[fZ(z)]2
.
Observons que les termes pour i = j sont négligeables, puisque∣∣∣∣∣ 1n2h2
n∑
i=1
∫
K
(
Zi − z
h
)2 ξGz (Ti, δi; y−)φ(x, y)dF (x, y)
[fZ(z)]2
∣∣∣∣∣
≤ M
n2h2
n∑
i=1
∫
K
(
Zi − z
h
)2
Φ(x, y)dF (x, y) = OP (n
−1h−1),
∣∣∣∣∣ 1n2h2
n∑
i=1
∫
K
(
Zi − z
h
)
E
[
K
(
Z−z
h
)]
ξGz (Ti, δi; y−)φ(x, y)dF (x, y)
[fZ(z)]2
∣∣∣∣∣
≤ M
n2h2
n∑
i=1
∫
K
(
Zi − z
h
)
E
[
K
(
Z − z
h
)]
Φ(x, y)dF (x, y)
= OP (n
−1h−1).
Soit Nj(z, y) = K
(
Zj−z
h
)
ξGz (Tj , δj ; y−) − E
[
K
(
Zj−z
h
)
ξGz (Tj , δj ; y−)
]
. On doit
considérer∣∣∣∣∣∣ 1n2h2
∫ n∑
j 6=i
Nj(z, y)
(
K
(
Zi−z
h
)
− E [K (Z−zh )])φ(x, y)dF (x, y)
fZ(z)2
∣∣∣∣∣∣ , (7.4.2)∣∣∣∣∣∣ 1nh2
∫ n∑
i=1
E[N1(x, y)]
(
K
(
Zi−z
h
)
−E [K (Z−zh )])φ(x, y)dF (x, y)
fZ(z)2
∣∣∣∣∣∣ . (7.4.3)
Par un développement de Taylor, et par les Hypothèses 7.1.1, 7.1.4, et 7.1.9, on obtient
que h−1E [Nj(z, y)] = h2C(z, y), avec C(z, y) borné par z ∈ X et y ≤ τ. En conséquence,
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on voit directement que, uniformément sur F , (7.4.3) est OP (h2). Pour (7.4.2), par
l'inégalité de Cauchy-Schwarz, la valeur absolue est bornée par
∫  1
n2h2
∑
i 6=j
Nj(z, y)
{
K
(
Zi − z
h
)
− E
[
K
(
Z − z
h
)]}2 dF (x, y)
1/2
×
(∫
Φ(x, y)2dF (x, y)
fZ(z)4
)1/2
.
En prenant l'espérance de la première parenthèse, on obtient que cette espérance est
O(n−2h−2), tandis que la seconde parenthèse est ﬁnie en utilisant le fait que Φ est de
carré intégrable, et les Hypothèses 7.1.1 et 7.1.2.
7.4.2 Lemmes pour la représentation i.i.d. de Fˆθˆ
Lemme 7.4.3 Sous les Hypothèses de la Proposition 7.3.5
sup
t≤τ,β∈B,x∈Xn
|Gˆ(t|λ(β, x))−G(t|λ(β, x))| = oP (1),
sup
t≤τ,β∈B,x∈Xn
|∇βGˆ(t, β, x)−∇βG(t, β, x)| = oP (1),
sup
t≤τ,x∈Xn
|Gˆ(t|gˆ(x))−G(t|g(x))| = OP (n−1/2h−1/2[log n]1/2),
où Xn satisfait les Hypothèses de la Proposition 7.3.3.
Preuve: Pour la première assertion, avec probabilité tendant vers 1, pour t ≤ τ,
1− Gˆ(t|λ(β, x)) > 0. On obtient, en prenant le logarithme,
1− Gˆ(t|λ(β, x)) =
n∑
i=1
(1− δi)1Ti≤t log (1− wn(Xi;x, β)) ,
en déﬁnissant
wn(Xi; x, β) =
K
(
λ(β,Xi)−λ(β,x)
h
)
∑n
j=1 1Tj≥TiK
(
λ(β,Xj)−λ(β,x)
h
) .
Un développement limité fournit
1− Gˆ(t|λ(β, x)) = −
n∑
i=1
(1− δi)wn(Xi;x, β)1Ti≤t + OP (n−1h−2),
où l'ordre du reste est uniforme en t, β, x, puisque
sup
x′,x,β
|wn(x′; x, β)| = OP (n−1h−1).
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Le reste est donc oP (1) si nh2 →∞. On réécrit
n∑
i=1
(1− δi)1Ti≤twn(Xi; x, β) =
1
nh
n∑
i=1
(1− δi)1Ti≤tK
(
λ(β, Xi)− λ(β, x)
h
)
×Sβ(λ(β, x), Ti)−1
+
1
nh
n∑
i=1
(1− δi)1Ti≤tK
(
λ(β, Xi)− λ(β, x)
h
)
× Sˆβ(λ(β, x, Ti))− Sβ(λ(β, x), Ti)
Sβ(λ(β, x), Ti)Sˆβ(λ(β, x, Ti))
,
où l'on déﬁnit
Sβ(λ(β, x), y) = P(T ≥ y|λ(β,X) = λ(β, x))fβ(λ(β, x)),
Sˆβ(λ(β, x), y) =
1
nh
n∑
j=1
1Tj≥yK
(
λ(β, Xj)− λ(β, x)
h
)
,
fβ(z) désignant la densité de λ(β, X) évaluée au point z. En appliquant le Théorème
A.1, on obtient la convergence de Sˆβ vers Sβ, et la convergence
sup
x,β∈B,t≤τ
∣∣∣∣∣ 1nh
n∑
i=1
(1− δi)1Ti≤tK
(
λ(β,Xi)− λ(β, x)
h
)
Sβ(λ(β, x), Ti)
−1
−
∫ t
−∞
dH0,λ(β,x)(t)
1−H(t− |λ(β, x))
∣∣∣∣ = oP (1),
en déﬁnissant
H0,λ(β,x)(t) = P(T ≤ t, δ = 0|λ(β, X) = λ(β, x)).
Le résultat se déduit de
exp
[
−
∫ t
−∞
dH0,λ(β,x)(s)
1−H(s− |λ(β, x))
]
= 1−G(t|x).
Pour le gradient, on obtient
∇βGˆ(t, β, x) =
n∑
i=1
(1− δi)1Ti≤t∇θwn(Xi;x, β)
1− Gˆ(t|λ(β, x))
(1− wn(Xi;x, β)) .
On en déduit que la convergence de ∇θGˆ repose sur la convergence de Gˆ, de Sˆβ et de
1
nh
n∑
i=1
(1− δi)1Ti≤t∇βλ(β, x)K ′
(
λ(β, Xi)− λ(β, x)
h
)
,
1
nh
n∑
i=1
1Ti≤t∇βλ(β, x)K ′
(
λ(β, Xi)− λ(β, x)
h
)
.
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Ces deux quantités peuvent être étudiées en utilisant le Théorème A.1. On en déduit
qu'elles convergent à condition que nh3[log n]1/2 →∞.
Le troisième résultat se déduit des deux premiers à partir d'un développement de
Taylor, de l'Hypothèse 7.3.4 et de la Proposition 4.3 de Van Keilegom et Akritas (1999).
On en déduit en eﬀet,
sup
t≤τ,x∈Xn
|Gˆ(t|gˆ(x))−G(t|g(x))| ≤ sup
t≤τ,x∈Xn
|Gˆ(t|g(x))−G(t|g(x))|+ OP (‖β − β0‖).
7.5 Conclusion et perspectives
Dans ce chapitre, nous avons proposé un nouvel estimateur de la fonction de ré-
partition multivariée F (x, y). Cet estimateur est motivé par une démarche analogue à
celle de l'estimateur de Stute (1993) déﬁni en (2.2.8), mais il utilise un lissage puisque,
dans le contexte de ce chapitre, la censure et les variables explicatives ne sont pas
indépendantes.
Nous proposons des résultats de type Loi des Grands Nombres et Théorème Central
Limite, obtenant des représentations i.i.d. uniformément sur des classes de fonctions
dont la complexité est contrôlée (classes euclidiennes pour le Théorème Central Li-
mite). Par ailleurs, prenant acte des diﬃcultés rencontrées par les autres estimateurs
existant à considérer des variables explicatives multivariées, nous proposons une modi-
ﬁcation des conditions d'identiﬁabilité. L'hypothèse alternative (Hypothèse 7.3.1) que
nous proposons est un compromis entre l'Hypothèse 1.1.4 et 1.1.5. Cette hypothèse per-
met notamment de réduire la dimension dans les conditions d'identiﬁabilité, de sorte
que la censure ne dépend que d'une fonction à valeurs réelles des variables explicatives.
Dans certains cas, connaissant des estimateurs de cette fonction auxiliaire (cas parti-
culier où g(x) = h(β0, x), avec β0 ∈ Rk, g étant la fonction intervenant dans l'Hypothèse
7.3.1), notre estimateur de la fonction de répartition peut être modiﬁé en utilisant un
estimateur βˆ de β0. Les Théorèmes 7.3.4 et 7.3.5 étendent les résultats de Loi des Grands
Nombres et de Théorème Central Limite.
Une question qui se pose, dans le but d'améliorer nos résultats, consiste à poser la
question de l'uniformité en h (paramètre de lissage intervenant dans les estimateurs Fˆ
et Fˆgˆ) des représentations obtenues aux Théorèmes 7.3.1, 7.3.2, 7.3.5 et 7.3.4. L'intérêt
serait de permettre l'utilisation de choix adaptatifs de h dans l'estimation de la fonction
de répartition. Ce type de question a été jusqu'à présent peu étudié dans la littérature
de la régression en présence de données censurées. Il convient de remarquer que, dans
l'énoncé des Théorèmes précédemment cités, la seule raison pour laquelle nous n'avons
pas l'uniformité en h, vient du fait que nous utilisons la représentation du Théorème 7.1.2
dû à Du et Akritas (2002), qui ne considère qu'une suite h déterministe. Néanmoins, leur
résultat devrait pouvoir être obtenu avec une uniformité en h, typiquement en utilisant
les résultats de Einmahl et Mason (2005), utilisant des inégalités de concentration dont
quelques arguments sont repris dans l'Appendice.
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Un autre point qui mériterait d'être exploré consisterait à faire dépendre de x la
borne de troncation τ. En eﬀet, l'utilisation de cette borne permet de contrôler des
termes du type [1 − H(Ti − |x)]−1. Si Ti ≤ τ = sup{t : ∀x, 1 − H(t − |x) ≥ c},
pour une constante strictement positive c, on a alors [1 − H(Ti − |x)]−1 ≤ c−1, ce
qui permet de contrôler les dénominateurs dans la démonstration du Théorème 7.1.2.
Une solution alternative serait de considérer des bornes τx = sup{t : 1 − H(t − |x) ≥
c}. Le résultat du Théorème 7.1.2 devrait alors pouvoir s'étendre, sous réserve que
la fonction x → τx satisfasse quelques propriétés de régularités (de telles propriétés
de régularité ont été proposées par Van Keilegom et Akritas, 1999, dans le cas de leur
estimateur de la fonction de répartition). L'intérêt principal serait d'autoriser le fait que
les lois conditionnelles n'aient pas toutes le même support (en eﬀet, cette troncation n'a
d'intérêt que si τ peut être rendu aussi proche que possible de τH , ce qui n'est le cas
que lorsque toutes les lois conditionnelles ont le même support).
Concernant l'Hypothèse 7.3.1, l'estimation de la fonction g pourrait également don-
ner lieu à des développements futurs. Nous avons fourni deux exemples où g(x) =
h(β0, x), où β0 est estimé par un estimateur consistant à la vitesse n−1/2 du fait que
l'on impose un modèle de régression entre C et X. D'autres estimateurs peuvent peut-
être être proposés dans des modèles moins restrictifs.
Enﬁn, le succès de notre approche pour construire notre estimateur de la fonction de
répartition inviterait à développer des méthodes analogues dans d'autres cas de modèles
de censure, par exemple censure bivariée, par intervalles, ou censure à droite et à gauche.
Chapitre 8
Inférence lorsque la variable
censurée et la censure ne sont pas
indépendantes
Dans ce chapitre sont présentées diﬀérentes applications de l'estimateur de la fonc-
tion de répartition multivariée du chapitre précédent. La première application concerne
l'estimation non paramétrique de la densité de Y dans le cas où Y est censurée et n'est
pas indépendante de C. Dans ces circonstances, le recours à l'estimateur de Kaplan-
Meier n'est plus possible, puisque cet estimateur est asymptotiquement biaisé si la
condition Y et C indépendants est violée. La densité de Y peut néanmoins être estimée
en utilisant l'estimateur Fˆ du Chapitre 7, sous réserve que Y et C soit indépendants
conditionnellement à une variable auxiliaire X. Cette estimation de la densité est présen-
tée dans la section 8.1. Les autres applications proposées concernent plus spéciﬁquement
le domaine de la régression en présence de données censurées, pour lequel l'estimateur
Fˆ du Chapitre 7 a été initialement construit. La section 8.2 étend les techniques de ré-
gression paramétrique (intégrales Kaplan-Meier et synthetic data) du Chapitre 4, mais
à présent sous l'Hypothèse 1.1.5 ou l'Hypothèse alternative 7.3.1 selon laquelle Y et
C sont indépendants conditionnellement à g(X) ∈ R, fonction connue ou non. Dans
la section 8.3, nous nous plaçons dans un modèle de régression single-index dont nous
estimons le paramètre et la fonction de régression. L'estimateur que nous proposons
consiste en une modiﬁcation de l'approche du Chapitre 6, modiﬁcation qui prend en
compte la nouvelle Hypothèse d'identiﬁabilité 1.1.5 (ou l'Hypothèse 7.3.1).
8.1 Estimation de la densité de Y
L'application proposée dans cette section dépasse le simple cadre de la régression.
On considère une variable Y ∈ R censurée aléatoirement à droite, et on s'intéresse à
l'estimation de sa densité f par rapport à la mesure de Lebesgue. Sous l'hypothèse que
Y et C sont indépendants, plusieurs démarches ont été proposées pour l'estimation de
la densité f, voir par exemple Mielniczuk (1986). La méthode de Mielniczuk consiste à
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lisser l'estimateur de Kaplan-Meier grâce à une fonction noyau K˜, ce qui généralise l'esti-
mation par noyau de la densité à la présence de données censurées (d'autres estimateurs
peuvent être proposés, polynômes locaux, estimateurs par projection, en remplaçant la
fonction de répartition empirique par l'estimateur de Kaplan-Meier dans leur déﬁni-
tion). On note dans cette section Fˆkm l'estimateur de Kaplan-Meier, l'estimateur de
Mielniczuk (1986) s'exprime comme
fˆkm(y) = h
−1
∫
K
(
y − u
h
)
dFˆkm(u). (8.1.1)
Néanmoins, l'hypothèse d'indépendance de Y et C peut être mise en défaut dans
un certain nombre de situations pratiques. Dans de tels cas, l'estimateur (8.1.1) est
asymptotiquement biaisé, puisque les conditions d'identiﬁabilité sont violées. Une alter-
native que l'on peut proposer consiste à considérer des variables auxiliaires X ∈ Rd, et
à se placer sous l'Hypothèse 7.3.1. Les variables Y et C sont donc dépendantes, mais
uniquement à travers ces variables auxiliaires X. Dans cette situation, on peut utiliser
l'estimateur Fˆ du chapitre précédent. Soit K˜ une fonction à support compact, h1 un
paramètre positif tendant vers 0, et déﬁnissons
fˆδ(y) = h
−1
1
∫
Xδ×R
K˜
(
u− y
h1
)
dFˆ (x, u). (8.1.2)
Observons que, puisque K˜ possède un support compact, si nous choisissons h1 suﬃsam-
ment petit, le domaine d'intégration dans (8.1.2) devient Xδ×]−∞; τ ] pour un certain
τ < τH . Soit K˜h1,y = K˜((y − .)h−11 ). En appliquant le Théorème 7.3.2, on déduit
fˆδ(y) = h
−1
1
∫
Xδ×R
K˜h1,y(s)dF˜ (x, y
′)
+
1
nh1
n∑
i=1
1Xi∈Xδ
∫ ¯˜KXi ( .−yh1 ) dMi(s)
[1− F (s− | Xi)][1−G(s | Xi)]
+Rn(y), (8.1.3)
avec
sup
y≤τ
|Rn(y)| = OP (h−11 (log n)3/4n−3/4h−3/4) + OP (h2h−11 ).
On peut également utiliser Fˆgˆ, si la fonction g de l'Hypothèse 7.3.1 est inconnue. On
obtient un développement analogue à celui de (8.1.3), avec un terme supplémentaire dû
à l'estimation de g (voir Proposition 7.3.3).
8.2 Régression paramétrique
On considère le modèle de régression suivant,
E[Y | X,Y ≤ τ ] = f(θ0, X),
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où f est une fonction connue, et θ0 ∈ Θ ⊂ Rk un paramètre inconnu, τ satisfaisant
l'Hypothèse 7.1.1. L'introduction d'une borne τ est une limitation théorique qui frappe
toutes les approches classiques pour estimer une espérance conditionnelle lorsque Y
et C sont indépendants conditionnellement à X. Voir par exemple Heuchenne et Van
Keilegom (2007a) et (2007b).
On suppose que g(x) = λ(β0, x), avec β0 inconnu, mais estimé à partir d'un estima-
teur βˆ vériﬁant (7.3.18). Soit
I(x) = 1infβ∈B˜ |fβ(λ(β,x))>c|, (8.2.1)
avec fβ(λ(β, x)) densité de λ(β, X), c une constante strictement positive, B˜ un voisinage
compact de β0.
Pour identiﬁer le paramètre θ0, on se place sous l'hypothèse suivante.
Hypothèse 8.2.1 On suppose que
∀θ ∈ Θ, E [{f(θ, X)− f(θ0, X)}2I(x)1g(X)∈Zδ] = 0 ⇒ θ = θ0.
On peut alors estimer θ0 en étendant les méthodes du Chapitre 4 sous l'Hypothèse
d'identiﬁabilité 7.3.1.
8.2.1 Moindres carrés pondérés
Soit
MMC(θ) = E
[{Y − f(θ,X)}2I(X)1Y≤τ,g(X)∈Zδ] .
On déduit de l'Hypothèse 8.2.1 que θ0 est l'unique point de Θ qui minimise MMC . On
peut alors estimer θ0 par
θˆMC = arg min
θ∈Θ
∫
g(x)∈Zδ,y≤τ
[y − f(θ, x)]2dFˆgˆ(x, y).
On peut déduire la consistance de θˆMC du Théorème 7.3.1.
Proposition 8.2.1 On suppose que F = {x → {y−f(θ, x)}I(x)1g(x)∈Zδ , θ ∈ Θ} vériﬁe
les Hypothèses du Théorème 7.3.1. On se place sous les Hypothèses du Théorème 7.3.1
et l'Hypothèse 7.3.4. On a alors, en probabilité,
θˆMC → θ0. (8.2.2)
Preuve: Soit
MMCn (θ) =
∫
g(x)∈Zδ,y≤τ
I(x)[y − f(θ, x)]2dFˆgˆ(x, y).
On déduit du Théorème 7.3.1 et de la Proposition 7.3.4 que
sup
θ∈Θ
|MMCn (θ)−MMC(θ)| → 0 p.s.
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On en déduit la convergence de θˆMC .
La normalité asymptotique se déduit du Théorème 7.3.2 et de la Proposition 7.3.5.
On note ∇θf (resp. ∇2θf) le vecteur des dérivées partielles de f par rapport à θ (resp.
la matrice hessienne).
Proposition 8.2.2 On suppose que F ′ = {x → ∇θf(θ, x), θ ∈ Θ} et F ′′ = {x →
∇θf(θ, x), θ ∈ Θ} vériﬁent les Hypothèses du Théorème 7.3.1. On suppose que nh4 → 0
dans la déﬁnition de Fˆ . Sous les Hypothèses 7.1.1 à 7.3.3 pour φ(x, y) = ∇θf(θ0, x)[y−
f(θ0, x)]I(x), on a la représentation
θˆMC − θ0 = Ω−1
[∫
φ(x, y)dF˜ (x, y) +
1
n
n∑
i=1
∫
φ¯Xi(s)dMi(s)
[1−H(s|Xi)]
+
1
n
n∑
i=1
E
[
φ(X,Y )I(X)∇βG(Y−, β0, X)
1−G(Y − |g(X))
]
ψ(Ti, δi, Xi)
]
+oP (n
−1/2) (8.2.3)
= Ω−1
[
1
n
n∑
i=1
ηMC(Ti, δi, Xi)
]
+ oP (n
−1/2),
où la fonction ψ provient de (7.3.18), et où
Ω = E
[∇θf(θ0, X)∇θf(θ0, X)′] .
On en déduit √
n(θˆMC − θ0) ⇒ N (0,Ω−1V Ω−1), (8.2.4)
avec
V = V ar (η(T, δ,X)) .
Preuve: En eﬀectuant un développement de Taylor,
θˆMC − θ0 = ∇2θMMCn (θ1n)−1∇θMMCn (θ0),
pour un θ1n entre θ0 et θˆ. On applique le Théorème 7.3.1 et la Proposition 7.3.4 pour
obtenir la convergence ∇2θMMCn (θ1n)−1 → Ω−1 en probabilité, et le Théorème 7.3.2
et la Proposition 7.3.5 pour obtenir la représentation i.i.d. de ∇θMMCn (θ0), et donc la
normalité asymptotique.
8.2.2 Transformations synthetic data
Les transformations de Koul, Susarla, Van Ryzin (1981) et Leurgans (1987) peuvent
être modiﬁées pour tenir compte de l'Hypothèse 1.1.5. Cette généralisation a été pro-
posée également par Fan et Gijbels (1994) sous cette même hypothèse, dans le cas où
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X ∈ R. Ici, nous nous plaçons sous l'Hypothèse 7.3.1, qui permet de considérer des X
multivariés. On déﬁnit
Y ∗KSV =
δT1T≤τ
1−G(T − |g(X)) , (8.2.5)
Y ∗L =
∫ τ
−∞
[
1T≥t
1−G(t|g(X)) − 1t<0
]
dt, . (8.2.6)
Observons que, sous l'Hypothèse 7.3.1,
E [Y ∗KSV | X] = E [Y 1Y≤τ | X] , (8.2.7)
E [Y ∗L | X] = E [Y ∧ τ | X] . (8.2.8)
On déﬁnit également les quantités Yˆ ∗KSV , Yˆ ∗L , et Yˆ ∗α , obtenues en remplaçant G(t|g(x))
dans (8.2.5) et (8.2.6) par Gˆ(t|gˆ(x)). La borne τ de l'Hypothèse 7.1.2 est introduite
dans la déﬁnition des transformations synthetic data pour éviter les problèmes dûs à des
dénominateurs trop petits. Avec ces déﬁnitions, on n'a donc pas E[Y ∗KSV |X] = E[Y ∗L |X].
Néanmoins, on pourrait modiﬁer les déﬁnitions ci-dessus, par exemple en déﬁnissant
Y ′∗KSV = Y
∗
KSV + τ(1− F (τ |X)),
F pouvant être estimée par l'estimateur de Beran. On a alors E[Y ′∗KSV |X] = E[Y ∧τ |X].
De même, en déﬁnissant
Y ′′∗KSV =
Y ∗KSV
1− F (τ |X) ,
de sorte que E[Y ′′∗KSV |X] = E[Y |X, Y ≤ τ ]. Pour simpliﬁer, nous ne considérerons pas
ces modiﬁcations, et nous nous bornerons à considérer les déﬁnitions (8.2.7) et (8.2.8).
Pour simpliﬁer notamment l'étude de Y ∗L , on supposera dans cette section que T
est à valeurs positives presque sûrement, ceci aura pour conséquence de ne pas consi-
dérer l'indicatrice 1t<0 dans la déﬁnition de Y ∗L . Cette simpliﬁcation n'a pas de consé-
quence notable sur la normalité asymptotique des quantités que nous considérons, la
seule hypothèse supplémentaire nécessaire lorsque T prend des valeurs négatives est
E[C1C<0] < ∞ (analogue au cas du Chapitre 3).
Les Théorèmes suivants fournissent des représentations i.i.d. des sommes empiriques
de synthetic data du type
Sˆ∗(φ) =
1
n
n∑
i=1
Yˆ ∗i φ(Xi),
permettant d'obtenir des résultats de type loi des grands nombres et Théorème central
limite.
Théorème 8.2.3 Soit F une classe de fonctions d'enveloppe Φ satisfaisant les hypo-
thèses du Théorème 7.3.1 et de la Proposition 7.3.4. Sous les Hypothèses de la Proposi-
tion 7.3.4, soit S∗(φ) = n−1
∑n
i=1 Y
∗
i φ(Xi), alors on a
sup
φ∈F
|Sˆ(φ)− S(φ)| = oP (1).
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Preuve: Transformation KSV. On a les représentations
Sˆ∗(φ) =
∫ τ
0
φ(x)ydFˆgˆ(x, y), (8.2.9)
S∗(φ) =
∫ τ
0
φ(x)ydF˜ (x, y), (8.2.10)
et le résultat se déduit du Théorème 7.3.1 et de la Proposition 7.3.4.
Transformation de Leurgans. On majore la diﬀérence par
|Sˆ∗(φ)− S∗(φ)| ≤ sup
x,t≤τ
|Gˆ(t− |gˆ(x))−G(t− |g(x))|
1− Gˆ(t− |gˆ(x)) × S
∗(Φ).
En appliquant le Lemme 7.4.3, on en déduit le résultat.
Le Théorème suivant fournit la normalité asymptotique.
Théorème 8.2.4 On suppose que F est une classe de fonctions satisfaisant les condi-
tions du Théorème 7.3.2 et de la Proposition 7.3.5. On suppose de plus que la classe de
fonctions {z → [1−G(t|z)]−1, z ∈ Zδ, t ≤ τ} est euclidienne. On suppose que nh4 → 0,
où h est la fenêtre intervenant dans l'estimateur de Beran. On a alors les représentations
Sˆ∗KSV (φ)− S∗KSV (φ) =
1
n
n∑
i=1
∫
φ(Xi)
∫ τ
s ydF (y|Xi)dMGi (s)
1−H(s|Xi)
+
1
n
n∑
i=1
E
[
φ(X, Y )I(X)∇βG(Y−, β0, X)
1−G(Y − |g(X))
]
ψ(Ti, δi, Xi)
+RKSVn (φ),
Sˆ∗L(φ)− S∗L(φ) =
1
n
n∑
i=1
ψ(Ti, δi, Xi)E
[∫ Ti∧τ
0
φ(X, Y )I(X)∇βG(t−, β0, X)dt
1−G(t− |g(X))
]
+
1
n
n∑
i=1
∫ τ
0
φ∗(Zi, s)dM
G
i (s)
1−H(s|Zi) + R
L
n(φ),
où ψ est déﬁni en (7.3.18), avec supφ∈F |RKSVn (φ)|+|RLn(φ)| = oP (n−1/2), en déﬁnissant
φ∗(Z, s) =
∫ τ
0
∫
φ(x)1t<ydH(x, y|Z)dt
[1−G(t|Z)] ,
avec H(x, y|z) = P(X ≤ x, T ≤ y|Z = z).
Remarque 8.1 La représentation précédente, pour l'estimateur de Leurgans, est sem-
blable à celle proposée par la Proposition 3.3.8.
Preuve: Transformation KSV. La représentation se déduit de (8.2.9) et (8.2.10),
du Théorème 7.3.2 et de la Proposition 7.3.5.
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Transformation de Leurgans. Contrairement à ce qui se passe sous l'Hypothèse
1.1.3, la transformation de Leurgans ne s'exprime pas comme une intégrale par rapport
à Fˆgˆ. En eﬀet,
Yˆ ∗i,L =
∫ Ti∧τ
0
∫ u
0
dt
1− Hˆ(t|gˆ(Xi))
dFˆ (u|gˆ(Xi)).
Il est donc plus simple, ici, d'utiliser la représentation de Du et Akritas du Théorème
7.1.2 pour obtenir directement la représentation des sommes empiriques de l'estimateur
de Leurgans à partir d'une représentation i.i.d. de Gˆ. Sous l'Hypothèse 1.1.3, le Théo-
rème 3.3.7 aurait pu être obtenu en utilisant la représentation i.i.d. de Gˆ(t), estimateur
de Kaplan-Meier de la fonction G(t), mais l'argument est plus compliqué du fait que
cette représentation i.i.d. (voir Lemme 2.2.8) n'est légitime que pour t ≤ τ < τH . Sous
l'Hypothèse 7.3.1 qui est le cadre de ce chapitre, on ne considère que des sommes tron-
quées par une borne τ, ce qui permet d'utiliser le Théorème 7.1.2 sans argument de
tension supplémentaire.
Première étape : remplacement de gˆ par g. En eﬀectuant un développement de Tay-
lor, on obtient
Sˆ∗0(φ) =
1
n
n∑
i=1
∫ Ti∧τ
0
φ(Xi)dt
1− Gˆ(t|g(Xi))
+
1
n
n∑
i=1
∫ Ti∧τ
0
∇βGˆ(t, β˜, Xi)(βˆ − β0)φ(Xi)dt
[1− Gˆ(t|λ(β˜, Xi))]2
,
pour un certain β˜ entre β et β0. En utilisant la convergence uniforme de ∇βGˆ et Gˆ
(Lemme 7.4.3), le fait que β˜ tende vers β0 (puisque βˆ est consistant), et le fait que
βˆ − β0 = OP (n−1/2), on déduit que le deuxième terme de la décomposition s'exprime
comme
1
n
n∑
i=1
∫ Ti∧τ
0
∇βG(t, β0, Xi)(βˆ − β0)φ(Xi)dt
[1−G(t|g(Xi))]2 + R0(φ),
avec supφ∈F |R0(φ)| = oP (n−1/2). En utilisant la représentation (7.3.18) de βˆ, on obtient
une réécriture
1
n2
∑
i,j
∫ Ti∧τ
0
∇βG(t, β0, Xi)ψ(Tj , δj , Xj)φ(Xi)dt
[1−G(t|g(Xi))]2 + R1(φ), (8.2.11)
avec supφ∈F |R1(φ)| = oP (n−1/2). Considérons le processus indexé par t ≤ τ
1
n2
∑
i 6=j
∇βG(t, β0, Xi)ψ(Tj , δj , Xj)φ(Xi)
[1−G(t|g(Xi))]2 −m
φ(t, Tj , δj , Xj),
où
mφ(t, Tj , δj , Xj) = E
[∇βG(t, β0, Xi)φ(Xi)
[1−G(t|g(Xi))]2
]
ψ(Tj , δj , Xj).
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Il s'agit d'un U−processus dégénéré d'ordre 2, indexé par une classe euclidienne. En
eﬀet, la classe de fonction indexée par t, {z → [1 − G(t|z)]−1, z ∈ Zδ, t ≤ τ} est une
classe euclidienne, par hypothèse, d'enveloppe constante. Par suite, on peut appliquer
le Lemme 2.14 (ii) de Pakes et Pollard (1989) pour conclure que la classe de fonction
que nous considérons est euclidienne, d'enveloppe de carré intégrable (en eﬀet Φ est
bornée). De sorte que le Corollaire 4 de Sherman (1994a) s'applique. On en déduit que
(8.2.11) s'exprime comme
1
n2
n∑
j=1
∫ Tj∧τ
0
mφ(t, Tj , δj , Xj)dt + R2(φ),
avec supφ∈F |R2(φ)| = OP (n−1/2).
Deuxième étape : utilisation de la représentation du Théorème 7.1.2. Déﬁnissons
Sˆg(φ) =
1
n
n∑
i=1
∫ Ti∧τ
0
φ(Xi)dt
1− Gˆ(t|g(Xi))
.
On déduit du Théorème 7.1.2 que
Sˆg(φ)− S∗(φ) = 1
n2
n∑
i,j
∫ Ti∧τ
0
φ(Xi)ξ
G
g(Xi)
(Tj , δj , t)wjn(g(Xi))dt
1−G(t|g(Xi)) + R3(φ), (8.2.12)
avec
sup
φ∈F
|R3(φ)| ≤ M × sup
g(x)∈Zδ ,t≤τ
|Gˆ(t|g(x))−G(t|g(x))|
1− Gˆ(t|g(x)) ,
où la constante M ne dépend pas de φ. Par la Proposition 4.3 de Van Keilegom et Akritas
(1999), on déduit que R3(φ) est de l'ordre Op.s.([log n]1/2n−1h−1) = oP (n−1/2). Notons
à nouveau Z = g(X), et fZ la densité de Z. Remarquons également que, comme précé-
demment, on peut supprimer les termes pour i = j modulo un reste qui est OP (n−1h−1).
Le terme principal de (8.2.12) se réécrit∫ τ
0
∫
φ(x)1t<y
[1−G(t|z)]
∫ t
0
dMGn,z(v)
[1−G(v|z)][1− F (v − |z)]dHˆ(x, y)dt,
où Hˆ(x, y) désigne la fonction de répartition empirique de (X,T ). En introduisant
H(x, y), fonction de répartition de (X,T ), on sépare en deux termes∫ τ
0
∫
φ(x)1t<y
[1−G(t|z)]
∫ t
0
dMGn,z(v)
[1−G(v|z)][1− F (v − |z)]dH(x, y)dt
+
∫ τ
0
∫
φ(x)1t<y
[1−G(t|z)]
∫ t
0
dMGn,z(v)
[1−G(v|z)][1− F (v − |z)]d(Hˆ −H)(x, y)dt.
Le deuxième terme s'étudie de même qu'au Lemme 7.4.1. La seule diﬀérence réside dans
le fait que les classes de fonctions intervenant dans les U−processus sont également in-
dexées par 0 ≤ t ≤ τ. Néanmoins, toutes ces classes de fonctions restent euclidiennes,
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du fait que G = {(y, z) → 1t≤y[1 − G(t|z)]−1, 0 ≤ t ≤ τ} est euclidienne (d'enve-
loppe constante). En eﬀet, la classe des indicatrices est de complexité polynomiale (voir
exemple 19.6 de Van der Vaart, 1998, d'une part, la classe {z → [1−G(t|z)]−1} l'étant
également par hypothèse ; le résultat pour G se déduit du Lemme 2.14 (ii) de Pakes et
Pollard, 1989).
On en déduit que
Sˆ∗g (φ)− S∗(φ) =
∫ τ
0
∫ ∫ t
0
φ(x)1t≤ydM
G
n,z(v)dH(x, y)dt
[1−H(v|z)][1−G(t|z)] + oP (n
−1/2).
On traite ce terme de la même manière que I0(φ) dans la preuve du Théorème 7.3.2.
On en déduit que ce développement se réécrit
1
nh
n∑
j=1
∫ τ
0
∫
K
(
Zj − z
h
)
φ(x)1t<yξz(Tj , δj ; t−)dH(x, y)dt
fZ(z)[1−G(t|z)] + oP (n
−1/2).
En eﬀectuant un changement de variable et en raisonnant de même qu'au Théorème
7.3.2, on obtient
Sˆ∗g (φ)−S∗(φ) =
1
n
n∑
j=1
∫ τ
0
∫
φ(x)1t<yξZj (Tj , δj ; t−)dH(x, y|Zj)dt
[1−G(t|Zj)] +O(h
2)+oP (n
−1/2).
L'expression de ξZj et le Théorème de Fubini fournissent
Sˆ∗g (φ)− S∗(φ) =
1
n
n∑
j=1
∫ τ
0
φ∗(Zj , s)dM
G
j (s)
[1−H(s|Zj)] .
Du point de vue de la régression paramétrique, considérons les modèles de régression
suivants,
Y 1Y≤τ = fK(θ
K
0 , X) + εK , (8.2.13)
Y ∧ τ = fL(θL0 , X) + εL, (8.2.14)
où θK0 , θL0 ∈ Θ ⊂ Rk inconnu, f une fonction connue, et E[εK |X] = E[εL|X] = 0.
Déﬁnissons les estimateurs synthetic data,
θˆK = arg min
θ∈Θ
1
n
n∑
i
(Yˆ ∗i,KSV − fK(θ, Xi))2,
θˆL = arg min
θ∈Θ
1
n
n∑
i
(Yˆ ∗i,L − fL(θ,Xi))2.
Le Théorème suivant est une conséquence des Théorèmes 8.2.3 et 8.2.4.
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Théorème 8.2.5 On se place sous les Hypothèses de la Proposition 7.3.5. On suppose
que, pour f = fL et f = fK , la classe de fonctions {f(θ, x), θ ∈ Θ} satisfait les hypo-
thèses du Théorème 8.2.4, et que les classes {∇θf(θ, x), θ ∈ Θ}, et {∇2θf(θ, x), θ ∈ Θ},
satisfont les hypothèses du Théorème 8.2.3. On a alors les représentations
θˆK − θ0 = Ω−1
(
1
n
n∑
i=1
[
Y ∗i,KSV − fK(θK0 , Xi)
]∇θfK(θK0 , Xi)
+
∫ ∫ τ
s y∇θfK(θK0 , x)dF (x, y|g(Xi))dMGi (s)
1−H(s|Xi)
)
+ oP (n
−1/2),
θˆL − θ0 = Ω−1
(
1
n
n∑
i=1
[
Y ∗i,L − fL(θL0 , Xi)
]∇θfL(θL0 , Xi)
+
∫ τ
0
∫ τ
0
∫ ∇θfL(θL0 , x)1t<ydH(x, y|Zi)dtdMGi (s)
[1−G(t|Zi)][1−H(s|Zi)]
)
+ oP (n
−1/2),
avec
Ω = E
[∇θf(θ0, X)∇θf(θ0, X)′] .
Preuve: Analogue à la preuve de la Proposition 8.2.2.
8.3 Régression single-index
Dans cette section, on s'intéresse à l'estimation d'une fonction de régression dans
un modèle de régression single-index, c'est à dire
E[Y | X, Y ≤ τ ] = f(θ′0X; θ0), (8.3.1)
où θ0 ∈ Θ ⊂ Rd inconnu et f une fonction inconnue, τ étant une borne arbitraire
satisfaisant l'Hypothèse 7.1.2. Dans cette section, nous nous placerons sous l'Hypothèse
d'identiﬁabilité 7.3.1, en supposant que la fonction g(x) = λ(β0, x) est inconnue, mais
que nous disposons d'un estimateur gˆ(x) = λ(βˆ, x), où βˆ satisfaisait la relation (7.3.18).
A partir des résultats du chapitre précédent, nous proposons une méthode d'esti-
mation analogue à celle présentée au Chapitre 6. Pour plus de simplicité, nous nous
consacrons à une seule méthode d'estimation, basée sur l'approche moindres carrés
pondérés.
Les étapes de la méthode sont les suivantes.
1. Estimation de g par gˆ, et de f(t; θ) par un estimateur fˆ(t; θ) pour tout θ ∈ Θ.
2. Estimation préliminaire consistante de θ0 par θn à partir de Fˆgˆ.
3. Utilisation de θn pour la construction d'une fonction trimming.
4. Estimation de θ0 par un estimateur θˆ construit à partir de Fˆgˆ et de la fonction de
trimming précédente.
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8.3.1 Estimation de f(t; θ)
Nous proposons d'estimer f(t; θ) par l'estimateur
fˆ(t; θ) =
∫
K
(
θ′x−t
h
)
y1y≤τdFˆgˆ(x, y)∫
K
(
θ′x−t
h
)
1y≤τdFˆgˆ(x, y)
. (8.3.2)
Néanmoins, d'autres estimateurs peuvent également être utilisés, par exemple
f˜(t; θ) =
∫
ydFˆθ(y|t),
où Fˆθ(y|t) désigne l'estimateur de Beran de P(Y ≤ y|X ′θ = t). Pour cette raison, les
résultats seront présentés de la manière la plus générale possible, sans tenir compte
de la façon spéciﬁque dont est estimée la fonction f. Les conditions que devra vériﬁer
l'estimateur fˆ pour obtenir la normalité asymptotique de notre estimateur θˆ seront
néanmoins plus simples à vériﬁer dans le cas de l'estimateur (8.3.2) (voir section 8.3.7).
8.3.2 Estimation préliminaire de θ0
Soit I(x) déﬁni en (8.2.1). Comme au Chapitre 6, on suppose donné un ensemble B
tel que
inf
θ∈Θ,x∈B
fθ′X(θ
′x) = c > 0,
la fonction fθ′X désignant la densité de θ′X. La fonction trimming
J˜(x) = 1x∈BI(x). (8.3.3)
Remarquons que la présence de la fonction I(x) n'est pas nécessaire dans le cas particu-
lier où la fonction g est connue exactement. On considère alors l'estimateur préliminaire
θn = arg min
θ∈Θ
∫
(y − fˆ(θ′x; θ))21y≤τ J˜(x)dFˆgˆ(x, y)
= arg min
θ∈Θ
Mn(θ, fˆ , J˜). (8.3.4)
8.3.3 Nouvelle fonction trimming
Désignons par f τθ la densité de θ′X conditionnellement à {Y ≤ τ}. Construisons
une nouvelle fonction trimming,
J(θ′nx) = 1fτθn (θ
′
nx)>c
. (8.3.5)
Nous utilisons directement la fonction f τθn dans le but de simpliﬁer notre discussion. En
pratique, cette fonction peut être estimée à partir des données en déﬁnissant
fˆ τθ′X(t) =
1
nh
n∑
i=1
δi1Ti≤τ
1− Gˆ(Ti − |gˆ(Xi))
K
(
θ′X − t
h
)
.
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De même qu'au Chapitre 6, l'argument de la Proposition 6.5.4 s'applique, et, sur des
oP (1)−voisinages de θ0, cette fonction trimming devient asymptotiquement équivalent
au trimming
J0(θ
′
0x) = 1fτθ0 (θ
′
0x)>c
, (8.3.6)
à partir du moment où θn est consistant.
On supposera par la suite, pour simpliﬁer que l'hypothèse suivante est satisfaite.
Hypothèse 8.3.1 On suppose J0(θ′0x) = 1 =⇒ I(x) = 1. On suppose de plus que
{I(x) = 1} est inclus strictement dans l'intérieur de Z = {g(x)}.
8.3.4 Estimation de θ0
Muni de cette fonction trimming, on peut alors construire l'estimateur suivant de
θ0,
θˆ = arg min
θ∈Θn
∫
(y − fˆ(θ′x; θ))21y≤τJ(θ′nx)dFˆgˆ(x, y) (8.3.7)
= arg min
θ∈Θn
Mn(θ, fˆ , J), (8.3.8)
où Θn est un ensemble tendant vers {θ0}, construit à partir de l'estimation préliminaire.
Comme dans le cas du Chapitre 6, la normalité asymptotique se θˆ se montre de la façon
suivante :
 montrer que minimiser Mn(θ, fˆ , J) est asymptotiquement équivalent à minimiser
Mn(θ, fˆ , J˜) (en utilisant la Proposition 6.5.4),
 montrer que minimiser Mn(θ, fˆ , J˜) est asymptotiquement équivalent à minimiser
Mn(θ, f, J˜) (cette dernière étape ramène le problème à une question d'estimation
paramétrique).
8.3.5 Consistance de θn et θˆ
Les Hypothèses nécessaires à la consistance portent sur le modèle de régression et
sur l'estimateur fˆ .
Hypothèses sur le modèle de régression. On doit s'assurer que le paramètre
θ0 est bien déﬁni. De plus, des hypothèses portant sur la famille de fonctions f(θ′·; θ)
doivent être imposées.
Hypothèse 8.3.2 On suppose que
 E[Y 2] < ∞,
 E
[{f(θ′X; θ)− f(θ′0X; θ0)}2I(X)1Y≤τ ] = 0 ⇒ θ = θ0,
 θ0 est un point intérieur de Θ,
 la famille de fonctions {(x, y) → f(θ′x; θ)1y≤τ , θ ∈ Θ} est euclidienne pour une
enveloppe de carré intégrable.
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Hypothèse 8.3.3 Θ et X = Supp(X) sont des sous-ensembles compacts de Rd. De
plus les variables θ′X possèdent une densité conditionnellement à {Y ≤ τ} notée f τθ (z)
uniformément bornée en z et θ. On suppose de plus que∣∣f τθ (z)− f τθ′(z′)∣∣ ≤ C ∥∥(θ, z)− (θ′, z′)∥∥a ,
pour un certain a > 0 et une constante C.
Hypothèses de convergence de fˆ .
Hypothèse 8.3.4 On suppose que, pour toute constante c > 0 ﬁxée,
sup
θ∈Θ,x∈X
|fˆ(θ′x; θ)− f(θ′x; θ)|1fτθ (θ′x)>c = oP (1).
Au Chapitre 6, nous proposions des conditions plus légères que la convergence uni-
forme de la fonction fˆ . En eﬀet, nous ne parvenions à obtenir une telle convergence
uniforme que sous des hypothèses d'intégrabilité trop fortes. Ici, le problème de ces
conditions d'intégrabilité ne se pose plus, puisque nous utilisons une troncation par une
borne τ. Sous ces hypothèses, le Théorème suivant fournit la consistance de θn et de θˆ.
Théorème 8.3.1 On note J∗ l'une des fonctions trimming J˜ , J(β′n·), et J0(β′0·) déﬁ-
nies en (8.3.3), (8.3.5) et (8.3.6) respectivement. On se place sous les Hypothèses de la
Proposition 7.3.4, et on suppose vériﬁées les Hypothèses 8.3.2 à 8.3.4. Alors on a
sup
θ∈Θ
|Mn(θ, fˆ , J∗)−M(θ, f, J∗)| → 0,
en probabilité. On en déduit, en probabilité,
θn → θ0,
θˆ → θ0.
Preuve: La preuve est sensiblement la même que celle du Théorème 6.2.2. Consi-
dérons la diﬀérence
|Mn(θ, fˆ , J∗)−Mn(θ, f, J∗)| ≤ 2
∫
|y|1y≤τI(x)dFˆgˆ(x, y)
× sup
x:J∗(x)=1,θ∈Θ
|fˆ(θ′x; θ)− f(θ′x; θ)|
+
∫
I(x)1y≤τdFˆgˆ(x, y)
sup
x:J∗(x)=1,θ∈Θ
|fˆ(θ′x; θ)− f(θ′x; θ)|2 + oP (1).
Le terme oP (1) est uniforme en θ et provient du cas J∗ = J. En eﬀet, lorsque J∗ = J,
on n'a pas forcément J∗(x) = 1 =⇒ I(x) = 1. Néanmoins, d'après l'Hypothèse 8.3.1
et le fait que, lorsque on considère J, on se place sur l'ensemble Θn, l'Hypothèse 8.3.3
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(la fonction f τθ est Hölder) assure que P(J(θ′nx) = 1, I(x) = 0) → 0. Si J∗ = J˜ (cas
de l'estimation préliminaire), on peut appliquer l'Hypothèse 8.3.4 et le résultat suit. Si
J∗ = J, on remplace J par J0 plus des termes tendant vers 0 en probabilité (voir le
Lemme 6.5.4).
Il reste à montrer que Mn(θ, f, J∗) converge uniformément vers M(θ, f, J∗). Pour
cela, on applique le Théorème 7.3.1 et la Proposition 7.3.4.
8.3.6 Normalité asymptotique de θˆ
Hypothèse 8.3.5 On désigne par ∇θf(x, θ) le vecteur des dérivées partielles de f par
rapport à θ, on note ∇2θf la matrice des dérivées secondes. On suppose que :
 la famille de fonctions {x → ∇θf(x, θ), θ ∈ Θ} est euclidienne et possède une
enveloppe bornée,
 la famille de fonctions {x → ∇2θf(x, θ), θ ∈ Θ} est euclidienne et possède une
enveloppe bornée.
Hypothèse 8.3.6 On suppose que
sup
θ∈Θ
|∇θfˆ(x, θ)−∇θf(x, θ)|1fτθ (θ′x)>c = oP (1),
sup
θ∈Θ
|∇2θfˆ(x, θ)−∇2θf(x, θ)|1fτθ (θ′x)>c = oP (1).
Hypothèse 8.3.7 On suppose que f(·; θ0) ∈ H1 et ∇θf(·, θ0) ∈ H2, où H1 et H2
désignent des classes de Donsker. On suppose de plus que fˆ(·; θ0) ∈ H1 et ∇θfˆ(·, θ0) ∈
H2 avec probabilité tendant vers 1.
Hypothèse 8.3.8 On a les vitesses de convergences
sup
I(x)=1,J0(θ′0x)=1
|fˆ(θ′0x; θ0)− f(θ′0x; θ)| = OP (εn),
sup
I(x)=1,J0(θ′0x)=1
|∇θfˆ(x, θ0)−∇θf(x, θ0)| = OP (ε′n),
et on suppose que
1. εnε′n → n−1/2,
2. h−1/2[log n]1/2εn → 0,
3. h−1/2[log n]1/2ε′n → 0.
L'Hypothèse suivante est due uniquement à la présence de la troncation par τ < τH .
Elle garantit que E[∇θf(θ0, X)] = 0 (voir Lemme 8.3.5). Cette relation était automati-
quement vériﬁée dans le cas où τ = τH , mais ce cas ne peut être considéré ici pour des
raisons techniques.
Hypothèse 8.3.9 On note h(x, θ) = P(Y ≤ τ |θ′X = θ′x). On suppose
E
[∇θh(X, θ0) | θ′0X] = 0.
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Cette hypothèse est vériﬁée en particulier dans le cas où P(Y ≤ τ |X) = P(Y ≤ τ |θ′0X),
ce qui est le cas lorsque L(Y |X) = L(Y |θ′0X) (voir Dominitz et Sherman, 2005, Lemme
5A). Si cette hypothèse était violée, il est toujours possible de considérer un modèle
de régression single-index portant sur Y 1Y≤τ , et d'utiliser par exemple la méthode de
Koul, Susarla et Van Ryzin (1981). Dans ce cas, aucune hypothèse de ce genre n'est
nécessaire.
Théorème 8.3.2 Soit φ(x, y) = (y− f(θ′0x; θ0))∇θf(x, θ0). On se place sous les Hypo-
thèses de la Proposition 7.3.5. Sous les Hypothèses 8.3.2 à 8.3.9,
θˆ − θ0 = Ω−1
[∫
φ(x, y)dF˜ (x, y) +
1
n
n∑
i=1
∫
φ¯Xi(s)dMi(s)
[1−H(s|Xi)]
+
1
n
n∑
i=1
E
[
φ(X,Y )I(X)∇βG(Y−, β0, X)
1−G(Y − |g(X))
]
ψ(Ti, δi, Xi)
]
+oP (n
−1/2) (8.3.9)
= Ω−1
[
1
n
n∑
i=1
η(Ti, δi, Xi)
]
+ oP (n
−1/2),
où la fonction ψ provient de (7.3.18), et où
Ω = E
[∇θf(θ0, X)∇θf(θ0, X)′] .
Preuve:
Etape 0 : Remplacement de J par J0.
On applique la Proposition 6.5.4.
Etape 1 : On se ramène au cas paramétrique.
De même que dans la preuve du Théorème 6.3.1, il faut montrer que, sur Θn,
Mn(θ, fˆ , J0) = Mn(θ, f, J0) + oP
(‖θ − θ0‖√
n
)
+ oP
(‖θ − θ0‖2) .
Le résultat se déduit ensuite de la Proposition 8.2.1 (cas paramétrique).
De même que dans la preuve du Théorème 6.3.1, décomposons
Mn
(
θ, fˆ , J
)
= Mn (θ, f, J)
− 2
n
n∑
i=1
δiJ(θ
′
0Xi) (Ti − f (θ′Xi; θ))1Ti≤τ
1− Gˆ (Ti − |gˆ(Xi))
[
fˆ
(
θ′Xi; θ
)− f (θ′Xi; θ)]
− 2
n
n∑
i=1
δiJ(θ
′
0Xi)1Ti≤τ
1− Gˆ (Ti − |gˆ(Xi))
[
fˆ
(
θ′Xi; θ
)− f (θ′Xi; θ)]2
= Mn (θ, f, J)− 2A1n − 2B1n.
Etape 1.1 : Etude de A1n.
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A1n s'exprime comme
A1n =
1
n
n∑
i=1
δiJ(θ
′
0Xi) (Ti − f (θ′0Xi; θ0))1Ti≤τ
1− Gˆ (Ti − |gˆ(Xi))
[
fˆ
(
θ′0Xi; θ0
)− f (θ′0Xi; θ0)]
+
δiJ(θ
′
0Xi)1Ti≤τ (f (θ
′
0Xi; θ0)− f (θ′Xi; θ))
1− Gˆ (Ti − |gˆ(Xi))
×
[
fˆ
(
θ′Xi; θ
)− f (θ′Xi; θ)− fˆ (θ′0Xi; θ0)+ f (θ′0Xi; θ0)]
+
δiJ(θ
′
0Xi)1Ti≤τ (f (θ
′
0Xi; θ0)− f (θ′Xi; θ))
1− Gˆ (Ti − |gˆ(Xi))
[
fˆ
(
θ′0Xi; θ0
)− f (θ′0Xi; θ0)]
+
δiJ(θ
′
0Xi) (Ti − f (θ′0Xi; θ0))1Ti≤τ
1− Gˆ (Ti − |gˆ(Xi))
×
[
fˆ
(
θ′Xi; θ
)− f (θ′Xi; θ)− fˆ (θ′0Xi; θ0)+ f (θ′0Xi; θ0)]
= A2n + A3n + A4n + A5n.
Cette décomposition est la même que celle utilisée dans la preuve du Théorème 6.3.1.
Néanmoins, les arguments utilisés seront diﬀérents. En eﬀet, notre estimateur fˆ étant
diﬀérent de celui utilisé au Chapitre 6, nous devrons pousser les développements de
Taylor à un ordre supérieur.
A2n ne dépend pas de θ. Pour A3n, remarquons que, pour θ ∈ Θn, on peut remplacer
J(θ′0Xi) par 1fτθ (θ′Xi)>c/2I(Xi) grâce à la Proposition 2.2.12. Puisque ∇θf(x, θ) est
borné en x et θ (Hypothèse 8.3.5, la famille de fonction possède une enveloppe bornée)
et que l'on a la convergence uniforme de ∇θfˆ(x, θ) (Hypothèse 8.3.6), en eﬀectuant un
développement de Taylor au premier ordre, on obtient que A3n = oP (‖θ − θ0‖2).
Pour A4n, remplaçons tout d'abord Gˆ par G. Pour cela, remarquons que :
 le dénominateur est borné inférieurement avec probabilité tendant vers 1,
 en utilisant l'Hypothèse 8.3.8 partie 2, et le Lemme 7.4.3, on obtient que
sup
t≤τ,x:J(θ′0x)=1
∣∣∣[Gˆ(t|gˆ(x))−G(t|g(x))]∣∣∣ [fˆ(θ′0x; θ0)− f(θ′0x; θ0)] = oP (n−1/2).
Un développement de Taylor de f(θ′x; θ)−f(θ′0x; θ0) et le fait que ∇θf(x, θ) est bornée
en x et θ fournit donc que
A4n =
1
n
n∑
i=1
δiJ(θ
′
0Xi)1Ti≤τ (f (θ
′
0Xi; θ0)− f (θ′Xi; θ))
1−G (Ti − |g(Xi))
[
fˆ
(
θ′0Xi; θ0
)− f (θ′0Xi; θ0)]
+oP
(‖θ − θ0‖√
n
)
.
Un développement de Taylor d'ordre 2 fournit que le premier terme ci-dessus se réécrit
(θ − θ0)′
n
n∑
i=1
δiJ(θ
′
0Xi)1Ti≤τ∇θf(Xi, θ0)
1−G (Ti − |g(Xi))
[
fˆ
(
θ′0Xi; θ0
)− f (θ′0Xi; θ0)]
+oP (‖θ − θ0‖2). (8.3.10)
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Pour montrer la négligeabilité de ce terme, on va utiliser un argument d'équicontinuité
des classes de Donsker. Par l'Hypothèse 8.3.7, on a f ∈ H1, où H1 est une classe de
Donsker, et fˆ ∈ H1 avec probabilité tendant vers 1. Par suite, la classe de fonction
H′1 =
{
(y, c, x, t) → 1y≤c1y≤τ∇θf(θ0, x)J(t)φ(t)
1−G(y ∧ c− |g(x)) , φ ∈ H1
}
,
est donc une classe de Donsker, voir exemple 2.10.8 de Van der Vaart et Wellner (1996).
De plus, pour toute fonction φ ∈ H1,
E
[
δJ(θ′0X)∇θf(θ0, X)φ(θ′0X)1Ti≤τ
1−G(T − |g(X))
]
= E
[∇θf(θ0, X)φ(θ′0X)1Y≤τ ] = 0,
puisque E[∇θf(θ0, X)|θ′0X,Y ≤ τ ] = 0 (voir le Lemme 8.3.5 qui reprend les arguments
du Lemme 5A de Dominitz et Sherman, 2005). On en déduit, puisque H′1 est une classe
de Donsker et que fˆ converge uniformément vers f, que le premier terme de (8.3.10) est
de l'ordre oP (‖θ − θ0‖n−1/2).
Pour A5n, on eﬀectue un développement de Taylor au second ordre. En utilisant le
fait que ∇2θf est bornée et que ∇2θfˆ converge uniformément vers ∇2θf, on obtient
A5n =
(θ − θ0)′
n
n∑
i=1
δiJ(θ
′
0Xi)1Ti≤τ (Ti − f(θ′0Xi; θ0))[∇θf(Xi, θ0)−∇θfˆ(Xi, θ0)]
1− Gˆ(Ti − |gˆ(Xi))
+oP (‖θ − θ0‖2).
On procède de la même manière que pour A4n pour remplacer Gˆ et gˆ par G et g, en
utilisant cette fois la partie 3 de l'Hypothèse 8.3.8. On applique alors le même argument
que pour A4n, mais en considérant cette fois la classe de Donsker
H′2 =
{
(y, c, x) → 1y≤cJ(θ
′
0x)1y≤τ (y − f(θ′0x; θ0))φ(x)
1−G(y − |g(x)) , φ ∈ H2
}
,
et en remarquant que, pour toute fonction φ,
E
[
δJ(θ′0X)φ(X) (Y − f(θ′0X; θ0))1T≤τ
1−G(T − |g(X))
]
= E
[
E
[
(Y − f(θ′0X; θ0))1Y≤τ | X
]
J(θ′0X)φ(X)
]
= 0.
On en déduit la négligeabilité de A5n.
Etape 1.2 : Etude de B1n.
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Développons B1n.
B1n =
1
n
n∑
i=1
δiJ(θ
′
0Xi)1Ti≤τ
1− Gˆ (Ti − |gˆ(Xi))
×
[
fˆ
(
θ′Xi; θ
)− f (θ′Xi; θ)− fˆ (θ′0Xi; θ0)+ f (θ′0Xi; θ0)]2
+
δiJ(θ
′
0Xi)1Ti≤τ
1− Gˆ (Ti − |gˆ(Xi))
[
fˆ
(
θ′0Xi; θ0
)− f (θ′0Xi; θ0)]
+
δiJ(θ
′
0Xi)1Ti≤τ
1− Gˆ (Ti − |gˆ(Xi))
[
fˆ
(
θ′0Xi; θ0
)− f (θ′0Xi; θ0)]
×
[
fˆ
(
θ′Xi; θ
)− f (θ′Xi; θ)− fˆ (θ′0Xi; θ0)+ f (θ′0Xi; θ0)]
= B2n + B3n + B4n.
En remplaçant J(θ′0Xi) par 1fτθ (θ′Xi)>c′ sur Θn (voir Proposition 2.2.12), et par un
développement de Taylor et la convergence uniforme de ∇θf,
B2n = oP (‖θ − θ0‖2).
B3n ne dépend pas de θ. Pour B4n, un développement de Taylor au second ordre conduit
à
B4n =
(θ − θ0)′
n
n∑
i=1
δiJ(θ
′
0Xi)
[
fˆ (θ′0Xi; θ0)− f (θ′0Xi; θ0)
]
1− Gˆ (Ti − |gˆ(Xi))
×[∇θfˆ(Xi, θ0)−∇θf(Xi, θ0)] + oP (‖θ − θ0‖2).
On conclut en utilisant l'Hypothèse 8.3.8, partie 1, sur les vitesses de convergence de fˆ
et ∇θfˆ pour conclure.
Etape 2 : Etude de Mn(θ, f, J0).
La preuve est analogue à celle de la Proposition 8.2.1. On applique les Théorèmes 1
et 2 de Sherman (1994a).
8.3.7 L'estimateur (8.3.2) vériﬁe les conditions de convergence
Hypothèse 8.3.10 On suppose que K˜ est symétrique, positive, possède deux dérivées
bornées à variation bornée, et possède un support compact.
8.3.7.1 Convergence uniforme en θ.
Proposition 8.3.3 Soit K˜ satisfaisant l'Hypothèse 8.3.10. Soit fˆ l'estimateur déﬁni
en (8.3.2). Soit h˜ ∈ Hn = [hm, hM ] (la fenêtre intervenant dans fˆ). On suppose que
nh5m/[log n]
1/2 → ∞. De plus, si h désigne la fenêtre utilisée dans l'estimateur Fˆgˆ, on
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suppose que l'on a n−1/2h−1/2h−2m [log n]1/2 → 0. On a
sup
h˜∈Hn,θ∈Θ,x∈B
|fˆ(θ′x; θ)− f(θ′x; θ)| = oP (1), (8.3.11)
sup
h˜∈Hn,θ∈Θn,J(θ′0x)=1
|fˆ(θ′x; θ)− f(θ′x; θ)| = oP (1), (8.3.12)
sup
h˜∈Hn,θ∈Θn,J(θ′0x)=1
|∇θfˆ(x, θ)−∇θf(x, θ)| = oP (1), (8.3.13)
sup
h˜∈Hn,θ∈Θn,J(θ′0x)=1
|∇2θfˆ(x, θ)−∇θf(x, θ)| = oP (1). (8.3.14)
La condition nh5m/[log n]1/2 → ∞ interdit de choisir un h˜ = n−2/5, comme c'est le
cas en l'absence de censure. La raison pour cette restriction supplémentaire vient du fait
que nous avons besoin, pour prouver la convergence, de considérer la dérivée seconde
∇2θfˆ . Ceci est due à la forme plus compliquée de notre estimateur fˆ (qui fait intervenir
deux noyaux, et deux fenêtres aux vitesses de décroissance diﬀérentes). Un examen plus
approfondi de fˆ et de son gradient pourraient peut-être permettre de se passer de cette
condition. L'autre condition n−1/2h−1/2h−2m [log n]1/2 → 0 provient du remplacement de
Gˆ par G et gˆ par g dans la déﬁnition de l'estimateur (8.3.2). Là encore, cette condition
pourrait être aﬀaiblie si les dérivées d'ordre 2 n'avaient pas à être examinées. Dans le
cas particulier où h = n−1/4−δ, pour un δ proche de zéro, cette condition est réalisée si
nh
4/(3/4−δ)
m →∞.
Preuve:
Déﬁnissons
f∗(t; θ) =
∑n
i=1 K˜
(
t−θ′Xi
h˜
)
δiTi1Ti≤τ
1−G(Ti−|Xi)∑n
i=1
δi1Ti≤τ
1−G(Ti−|g(Xi))
K˜
(
t−θ′Xi
h˜
) .
f∗ converge vers f sous les conditions du Théorème, et ses deux dérivées par rapport
à θ convergent respectivement vers ∇θf et ∇2θf. En eﬀet, un calcul élémentaire fournit
que
f∗(t; θ) = ψ1
(
fˆ∗0 (t; θ), fˆ
∗
1 (t; θ)
)
,
∇θf∗(t; θ) = ψ2
(
fˆ∗0 (t; θ), fˆ
∗
1 (t; θ), fˆ
∗
2 (t; θ), fˆ
∗
3 (t; θ)
)
,
∇2θf∗(t; θ) = ψ3(fˆ∗0 (t; θ), fˆ∗1 (t; θ), fˆ∗2 (t; θ), fˆ∗3 (t; θ), fˆ∗4 (t; θ), fˆ∗5 (t; θ)),
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où l'on déﬁnit les fonctions
fˆ∗0 (t; θ) =
1
nh˜
n∑
i=1
δi1Ti≤τ
1−G(Ti − |g(Xi))K˜
(
t− θ′Xi
h˜
)
,
fˆ∗1 (t; θ) =
1
nh˜
n∑
i=1
δiTi1Ti≤τ
1−G(Ti − |g(Xi))K˜
(
t− θ′Xi
h˜
)
,
fˆ∗2 (t; θ) =
1
nh˜2
n∑
i=1
δiTi1Ti≤τ (Xi − x)
1−G(Ti − |g(Xi))K˜
(
t− θ′Xi
h˜
)
,
fˆ∗3 (t; θ) =
1
nh˜2
n∑
i=1
δi1Ti≤τ
1−G(Ti − |g(Xi))(Xi − x)K˜
(
t− θ′Xi
h˜
)
,
fˆ∗4 (t; θ) =
1
nh˜3
n∑
i=1
δiTi1Ti≤τ (Xi − x)2
1−G(Ti − |g(Xi)) K˜
(
t− θ′Xi
h˜
)
,
fˆ∗5 (t; θ) =
1
nh˜3
n∑
i=1
δi1Ti≤τ
1−G(Ti − |g(Xi))(Xi − x)
2K˜
(
t− θ′Xi
h˜
)
.
On déduit du Théorème A.1 que chacune des fonctions fˆ∗i converge uniformément vers
son espérance fni = E[fˆ∗i ], pourvu que nh5m[log n]1/2 →∞. Par ailleurs,
∀k = 1, ..., 3, sup
h˜∈Hn,θ∈Θ,x
∣∣∣ψk(fni , i = 0, ..., 2k − 1)−∇k−1θ f(x, θ)∣∣∣→ 0,
uniformément en x, θ, h˜ (voir par exemple Ichimura, 1993). De plus, ayant la convergence
uniforme de fˆi vers fni , on obtient |ψk(fˆ∗i , i = 0, ..., 2k−1)−ψk(fni , i = 0, ..., 2k−1)| → 0
uniformément en x, θ, h˜.
De même, pour k = 1, 2, 3
∇k−1θ fˆ = ψk(fˆi, i = 0, ..., 2k − 1),
où l'on déﬁnit fˆi de manière analogue à fˆ∗i , mais en remplaçant G par Gˆ, et g par gˆ. Les
résultats de convergence se déduisent alors de supθ∈Θ,x,h∈Hn |fˆi(x, θ)−fˆ∗i (x, θ)| = oP (1).
Nous montrons ce résultat pour fˆ4 uniquement, les autres étant similaires.
fˆ4(x, θ)− fˆ∗4 (x, θ) =
1
nh˜3
n∑
i=1
(Xi − x)2K˜ ′′
(
θ′Xi − θ′x
h˜
)
×δiTi[Gˆ(Ti − |gˆ(Xi))−G(Ti − |g(Xi))]
[1−G(Ti − |Xi)][1− Gˆ(Ti − |Xi)]
≤ OP (n−1/2h−1/2h−2m [log n]1/2)×
1
nh˜
n∑
i=1
K˜ ′′
(
θ′Xi − θ′x
h˜
)
|Ti|,
en utilisant le Lemme 7.4.3.
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Par ailleurs, en utilisant le fait que la classe de fonction{
(u, t) → K˜ ′′
(
θ′u− θ′x
h˜
)
|t|, θ ∈ Θ, h˜ > 0
}
est une classe euclidienne (voir Pakes et Pollard, 1989) possédant une enveloppe de carré
intégrable, on obtient
sup
θ,h˜∈Hn
∣∣∣∣∣ 1nh˜
n∑
i=1
K˜ ′′
(
θ′Xi − θ′x
h˜
)
|Ti|
∣∣∣∣∣ = OP (1).
On en déduit que supθ,x,h˜ |fˆ4(x, θ)− f4(x, θ)| = OP (n−1/2h−1/2h−2m [log n]1/2), qui tend
vers zéro sous les Hypothèses de la Proposition.
8.3.7.2 Vitesses de convergence au point θ0
Proposition 8.3.4 On suppose que h˜ > h, où h est la fenêtre intervenant dans Fˆgˆ. On
a les vitesses de convergence
sup
J(θ′0x)=1,h˜∈Hn
(
[log n]1/2
n1/2h1/2
+ h˜2
)−1
|fˆ(θ′0x; θ0)− f(θ′0x; θ0)| = OP (1),
sup
J(θ′0x)=1,h˜∈Hn
(
[log n]1/2
n1/2h˜1/2h
+ h˜2
)−1
|∇θfˆ(x, θ0)−∇θf(x, θ0)| = OP (1).
En utilisant ces vitesses, et en supposant que h = n−1/4−δ, les conditions de l'Hy-
pothèse 8.3.8 sont impliquées par
1. nh4m[log n]−1 →∞, nh8M → 0, nh6+δ[log n]1/2 → 0.
2. nh8M → 0.
3. nh˜5 →∞.
En particulier, si l'on choisit δ suﬃsamment petit, on déduit des Propositions 8.3.4 et
8.3.3 que les conditions du Théorème 8.3.2 sont vériﬁées pour h˜ ∈ [n−17/3;n1/6−ε], pour
un ε > 0 suﬃsamment petit.
Preuve: On décompose fˆ = f∗ + (fˆ − f∗). En étudiant f∗, on obtient, pour les
termes de biais,
sup
h∈Hn,x
h˜−2
∣∣f(θ′0Xi; θ0)− E [f∗(θ′0Xi; θ0)]∣∣ = O(1),
sup
h∈Hn,x
h˜−2
∣∣∇θf(θ′0Xi; θ0)−E [∇θf∗(θ′0Xi; θ0)]∣∣ = O(1).
Cette assertion se montre par un développement de Taylor (légitime, puisque {J(θ′0Xi) =
1} est inclus strictement dans l'intérieur du support de θ′0Xi). Pour la variance, on ap-
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plique le Théorème A.1, qui fournit
sup
J(θ′0x)=1,h˜∈Hn
n1/2h˜1/2
[log n]1/2
|f∗(θ′0x; θ0)− f(θ′0x; θ0)| = OP (1),
sup
J(θ′0x)=1,h˜∈Hn
n1/2h˜3/2
[log n]1/2
|∇θf∗(x, θ0)−∇θf(x, θ0)| = OP (1).
Par ailleurs, en utilisant le Lemme 7.4.3, on obtient que
sup
J(θ′0x)=1,h˜∈Hn
(
n1/2h1/2[log n]−1/2
)
|fˆ(θ′0x; θ0)− f∗(θ′0x; θ0)|
≤ OP (1)× sup
h˜∈Hn
1
nh˜
n∑
i=1
K˜
(
θ′0Xi − θ′0Xj
h˜
)
|Ti|,
sup
J(θ′0x)=1,h˜∈Hn
(
n1/2h1/2[log n]−1/2h˜
)
|∇θfˆ(θ′0x; θ0)−∇θf∗(θ′0x; θ0)|
≤ OP (1)× sup
h˜∈Hn
1
nh˜
n∑
i=1
K ′
(
θ′0Xi − θ′0Xj
h
)
|Ti|,
et le résultat suit.
8.3.8 Lemme technique
Le Lemme suivant étudie l'espérance de ∇θf(x, θ0). Sa démonstration est analogue
à celle du Lemme 5A de Dominitz et Sherman (2005). En l'absence de censure, on a
toujours E[∇θf(x, θ0)|θ′0X] = 0, du moment que Y satisfait le modèle de régression
E[Y |X] = E[Y |θ′0X]. Ici, la situation est un peu diﬀérente, puisqu'on est obligé d'intro-
duire une borne de troncation τ. Pour cette raison, on est obligé d'imposer une condition
du type L(Y |X) = L(Y |θ′0X). Néanmoins, ce type de condition pourrait être évité si
l'on parvenait à se passer d'une telle troncation, comme c'était le cas au Chapitre 6.
Lemme 8.3.5 On suppose que f(·; θ0) possède une dérivée bornée notée f ′. On note
h(x, θ) = P(Y ≤ τ |θ′X = θ′x). On a
E
[∇θf(X, θ0) | θ′0X] = 0 ⇐⇒ E [∇θh(X, θ0) | θ′0X] = 0.
En particulier, si L(Y |X) = L(Y |θ′0X), et que la fonction t → P(Y ≤ τ |θ′0X = t)
possède une dérivée bornée, cette condition est réalisée.
Preuve: Tout d'abord, notons que
f(θ′X; θ) = E
[
Y | θ′X, Y ≤ τ]
= E
[
f(θ′0X; θ0)|θ′X,Y ≤ τ
] P(Y ≤ τ |X)
P(Y ≤ τ |θ′X)
=
E [f(θ′0X; θ0)1Y≤τ | θ′X]P(Y ≤ τ |X)
P(Y ≤ τ |θ′X)2 .
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Soit α(X, θ) = θ′0X − θ′X (on a donc α(X, θ0) = 0). On a donc
f(θ′X; θ) =
E [f(α(X, θ) + θ′X; θ0)1Y≤τ | θ′X]P(Y ≤ τ |X)
P(Y ≤ τ |θ′X)2
=
ΓX(θ, θ)P(Y ≤ τ |X)
P(Y ≤ τ |θ′X)2 ,
où le premier θ dans Γ représente la dépendance de Γ à travers α(X, θ), le second θ
représente la dépendance partout ailleurs. On peut permuter espérance et dérivation
sous les hypothèses du Lemme, de sorte que
∇θΓX(θ, θ0)|θ0 = −f ′(θ′0X)E
[
XP (Y ≤ τ | X) | θ′0X
]
,
∇θΓX(θ0, θ)|θ0 = f ′(θ′0X)XP (Y ≤ τ | X) ,
de sorte que, en notant h(x, θ) = P(Y ≤ τ |θ′X = θ′x),
∇θf(x, θ0)
P(Y ≤ τ |X) =
f ′(θ′0X) {xP (Y ≤ τ | X = x)−E [XP (Y ≤ τ | X) | θ′0X = θ′0x]}
P(Y ≤ τ |θ′0X = θ′0x)2
−2 ∇θh(x, θ0)f(θ
′
0x; θ0)
P(Y ≤ τ |θ′0X = θ′0x)3
= h1(x, θ0) + h2(x, θ0).
On a E[h1(X, θ0)|θ′0X] = 0. De sorte que E[∇θf(x, θ0)] = 0 si et seulement si on a
E[h2(x, θ0)|θ′0X] = 0. En particulier, si L(Y |X) = L(Y |θ′0X), et que la dérivée de la
fonction t → P(Y ≤ τ |θ′0X = t) est bornée, on peut appliquer le Lemme 5A de Dominitz
et Sherman (2005), et on obtient E[h2(x, θ0)|θ′0X] = 0 grâce à E[∇βh(X, β0)|β′0X] = 0.
8.4 Conclusion et perspectives
Nous avons proposé diﬀérentes applications de l'estimateur de la fonction de ré-
partition proposé au Chapitre 7. La première concernait l'estimation de la densité de
Y, lorsque Y et C ne sont pas indépendantes, mais sont supposées n'être dépendantes
qu'à travers des variables auxiliaires. Les autres applications concernent la régression
paramétrique, et le modèle semi-paramétrique single-index.
Pour la régression paramétrique, nous obtenons l'analogue des résultats du Chapitre
4, en reprenant les deux méthodes moindres carrés pondérés et synthetic data. Nous
obtenons la normalité asymptotique de nos estimateurs du paramètre d'un modèle de
régression non linéaire. La nouveauté étant que, pour la première fois dans un mo-
dèle de censure où C et X sont dépendants, nous parvenons à considérer des variables
explicatives multivariées.
Enﬁn, nous nous penchons sur l'estimation du paramètre d'un modèle de régression
single-index. La méthode de démonstration utilisée, pour des raisons techniques, est
diﬀérente de celle du Chapitre 6. En particulier, nous ne parvenons pas, pour l'instant,
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à considérer des vitesses optimales de décroissance du paramètre de lissage interve-
nant dans l'estimation de la fonction de régression. Cette décroissance optimale est de
l'ordre n−1/5, et nous ne parvenons qu'à une vitesse de l'ordre n−1/6. La raison prin-
cipale vient du fait que nous sommes obligés, pour des raisons techniques d'imposer
la convergence uniforme de ∇2θfˆ . Il serait probablement possible de s'en dispenser par
un examen plus attentif des U−statistiques intervenant dans la preuve. Cet examen est
relativement technique (en eﬀet, deux noyaux interviennent, ce qui augmente l'ordre des
U−statistiques que nous devons observer). Utiliser d'autres types d'estimateurs de la
fonction de régression semble aussi une piste à explorer. Néanmoins, notons par ailleurs
que, dans nos démonstrations, les vitesses de convergence de notre estimateur fˆ ainsi
que de ses dérivées sont obtenues uniformément en le paramètre de lissage (grâce à des
inégalités de concentration). Ceci apparaît comme un premier pas dans la généralisa-
tion de techniques de choix adaptatif de ce paramètre de lissage (par exemple celle de
Härdle, Hall, Ichimura, 1993).
De nombreuses autres applications de l'estimateur de la fonction de répartition pro-
posé au Chapitre 6 pourraient également être proposées, notamment à l'étude d'autres
modèles de régression (régression quantile notamment). Un projet en cours concerne
l'estimation dans un modèle de régression quantile paramétrique, et le test non para-
métrique d'adéquation à ce modèle. De même, nous espérons à l'avenir pouvoir adapter
la procédure du test non paramétrique développé au Chapitre 5, mais à présent sous
l'Hypothèse 7.3.1.
Conclusion
Les techniques utilisées pour la régression en présence de données censurées sont
sensiblement diﬀérentes suivant les conditions d'identiﬁabilité du modèle.
Dans le premier cas de ﬁgure que nous avons étudié (Chapitres 2 à 8), la variable
de censure est indépendante des variables du modèle de régression (ou dépend de la va-
riable explicative, mais avec d'importantes restrictions sur cette forme de dépendance).
Dans ce contexte, les intégrales Kaplan-Meier (Chapitre 2) apparaissent comme l'outil
principal permettant l'étude des diﬀérents modèles de régression que nous avons consi-
dérés (régression paramétrique, non paramétrique, semi-paramétrique avec le modèle
single-index).
L'une des diﬃcultés principales provient du fait que les intégrales Kaplan-Meier
sont des sommes de quantités non i.i.d. De ce fait, l'une des méthodes générales que
nous avons largement utilisée consiste à fournir des représentations asymptotiques i.i.d.
Elles permettent ainsi d'obtenir des résultats de convergence (consistance d'estimateurs,
normalité asymptotique).
L'autre point délicat qu'il convient de souligner concerne le comportement de l'esti-
mateur de Kaplan-Meier dans la queue de distribution. S'il est relativement aisé d'étu-
dier sa convergence sur un intervalle compact strictement inclus dans le support de la
variable expliquée, il est parfois délicat d'utiliser un critère de tension du processus pour
obtenir des résultats sur la ligne réelle tout entière. Les méthodes utilisées dans ce but
font parfois apparaître des conditions d'intégrabilité supplémentaires. Au Chapitre 2,
nous parvenons ainsi à démontrer un Théorème Central Limite pour l'estimateur de
Kaplan-Meier en présence de variables explicatives qui repose sur des conditions d'inté-
grabilité optimales (voir Théorème 2.2.10, la seule condition d'intégrabilité étant que la
variance asymptotique soit ﬁnie). En revanche, nous parvenons à obtenir un Théorème
Central Limite uniforme sur une classe de fonctions sous des conditions d'intégrabi-
lité plus fortes (voir Théorème 2.2.11). Cette condition d'intégrabilité supplémentaire
(voir Hypothèse 2.2.4) est classique en présence de censure, en particulier elle rejoint
les conditions posées par Stute (1995, 1996a) dans son Théorème Central Limite en
présence de censure, même si, ici, l'introduction de cette condition est motivée par un
autre angle d'approche, lié à l'étude des sauts de l'estimateur de Kaplan-Meier (voir
Lemme 2.2.3). Par la suite, nous utilisons largement ce type de condition (Chapitre 5
et 6).
D'un point de vue théorique, la diﬃculté réside donc dans la recherche de conditions
231
232 Conclusion
d'intégrabilité qui soient acceptables en pratique. Ainsi, une condition du type∫
yCG(y−)dF (y) < ∞,
la fonction CG étant déﬁnie au Théorème 2.1.5, sera extrêmement diﬃcile à satisfaire,
tandis qu'une condition du type de l'Hypothèse 2.2.4 (où CG n'intervient qu'à la puis-
sance 1/2 + ε, ε pouvant être aussi petit que nécessaire) est tout à fait acceptable.
La généralisation à un cadre censuré des techniques de régression paramétrique
considérées au Chapitre 4 (régression non linéaire), de régression non paramétrique et de
tests non paramétriques d'adéquation (Chapitre 5), de régression single-index (Chapitre
6), s'eﬀectue donc sans surprise. Les deux points qui requièrent une attention particulière
sont le caractère non i.i.d. de certains objets manipulés (en particulier, un certain nombre
de techniques utilisées en l'absence de censure doivent être contournées) et les conditions
d'intégrabilité qui interviennent dans les critères de tension. Les approches nouvelles que
nous avons développées en ce sens portent leurs fruits de ces deux points de vue.
Ainsi, au Chapitre 4, nous sommes parvenus à obtenir des résultats de convergence
d'estimateurs non paramétriques sous des hypothèses d'intégrabilité qui paraissent qua-
siment optimales. En particulier, nous sommes parvenus à des représentations asymp-
totiques i.i.d. de ces estimateurs qui permettent d'uniﬁer la théorie des deux principales
techniques utilisées jusqu'alors pour l'estimation paramétrique d'une espérance condi-
tionnelle en présence de censure (méthode moindres carrés, et méthode synthetic data,
cette dernière n'avait jusqu'à présent été utilisée que dans le cas du modèle de régression
linéaire). Au Chapitre 5, nous avons produit deux tests non paramétriques d'adéquation
à ces modèles paramétriques, test dont la représentation asymptotique est particulière-
ment simple. Par ailleurs, du point de vue des conditions d'intégrabilité, notre approche
basée sur l'étude des sauts de l'estimateur de Kaplan-Meier (voir Lemme 2.2.3) appa-
raît performante, puisque nous parvenons grâce à elle, et c'est la première fois pour ce
type de test en présence de censure, à démontrer des résultats de consistance envers des
alternatives se rapprochant de l'hypothèse nulle. Du point de vue de la réduction de di-
mension, et en particulier du modèle single-index considéré au Chapitre 6, ce même type
d'approche permet l'extension de procédures de M−estimation proposées en l'absence
de censure (voir par exemple Ichimura, 1993).
Dans chacun de ces problèmes que nous avons considérés, les réponses que nous avons
apportées lèvent de nouvelles questions. Par exemple l'obtention d'estimateurs adapta-
tifs dans le cas de la régression paramétrique (permettant, à partir des observations, de
choisir la meilleure transformation des données à utiliser pour estimer le paramètre).
Dans le cas des tests non paramétriques d'adéquation que nous développons au Chapitre
5, se pose la question de leur extension à d'autres modèles de régression paramétrique
ou semi-paramétrique en présence de censure. Un autre problème concerne l'extension
de techniques de réduction de dimension utilisées en l'absence de censure (voir Lavergne
et Patilea, 2006) pour faire en sorte que leur puissance ne souﬀre pas du nombre de va-
riables explicatives du modèle. Du point de vue de la régression single-index, il apparaît
notamment important de se pencher sur la question du choix adaptatif de l'estimateur
de la fonction de régression intervenant dans la procédure.
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En revanche, sous le second type de conditions d'identiﬁabilité que nous considérons
(Chapitres 7 et 8), la variable expliquée et la censure sont indépendantes condition-
nellement aux variables explicatives. En particulier, la censure n'est plus indépendante
des variables explicatives. Ce second contexte, qui correspond à un certain nombre de
situations pratiques (voir Exemples 3 et 4 de l'Introduction), introduit une diﬃculté
supplémentaire, puisque, en particulier, l'estimateur de Kaplan-Meier ne peut plus être
utilisé mais doit être remplacé par l'estimateur Kaplan-Meier conditionnel de Beran
(1981) qui repose sur des estimateurs à noyau.
Dans ce cadre, la problématique est un peu diﬀérente. La question des représen-
tations i.i.d. reste d'actualité. En revanche, il n'existe actuellement aucun résultat de
convergence sur toute la ligne réelle de l'estimateur Kaplan-Meier conditionnel. De ce
fait, il est nécessaire d'introduire une borne de troncation τ < τH , où τH est la borne
supérieure du support de Y. Une des limitations de ce type d'approche est donc de de-
voir se contenter de modèles de régression portant sur Y ∧ τ, sur E[Y |X, Y ≤ τ ] ou sur
E[Y 1Y≤τ ]. De plus, comme annoncé en introduction, l'un des problèmes spéciﬁque à
la régression sous cette hypothèse d'identiﬁabilité vient de l'impossibilité de considérer
des variables explicatives multivariées dans la plupart des approches considérées dans
la littérature (fussent-elles paramétriques).
Nous avons donc proposé un nouvel outil pour la régression dans ce cadre, inspiré
des intégrales Kaplan-Meier, mais prenant en compte la dépendance entre la censure et
les variables explicatives. En eﬀet, en proposant un nouvel estimateur de la fonction de
répartition de (X,Y ) (Chapitre 7), nous avons réussi à adapter cet estimateur au cas
de variables explicatives multivariées, sous réserve de modiﬁer les conditions d'identiﬁa-
bilité inspirée des méthodes classiques de réduction de dimension. En particulier, nous
supposons que Y et C sont indépendantes conditionnellement à g(X) ∈ R, de sorte que
seule une variable réelle fonction de X résume la dépendance entre C et X. De plus,
dans certains cas, cette fonction g peut être estimée. Munis de cet estimateur de la
fonction de répartition, nous avons donc produit des résultats asymptotiques qui sont
le pendant des résultats du Chapitre 2. Ces nouveaux résultats peuvent être vus comme
une généralisation de la Loi des Grands Nombres et du Théorème Central Limite (uni-
formes sur des classes de fonctions), mais dans un cadre censuré où censure et variable
expliquée sont indépendantes conditionnellement aux variables explicatives.
Ce nouvel estimateur ouvre de nouvelles perspectives pour l'étude de modèles de
régression sous l'Hypothèse d'identiﬁabilité 1.1.5. Le Chapitre 8 a notamment montré
l'intérêt de cet objet pour l'estimation de modèles de régression paramétriques (où pour
la première fois, les variables explicatives sont multivariées), et pour la réduction de
dimension à travers le modèle de régression single-index.
Mais si ces deux applications étaient celles pour lesquelles nous l'avons initialement
conçu, le champ d'application de notre nouvel estimateur est loin d'être restreint. Dans
ce mémoire, nous n'avons considéré que des modèles de régression portant sur l'espérance
conditionnelle. Mais l'étude de modèle de régression quantile, par exemple, constitue
un domaine d'investigation futur. Dans un projet actuellement en cours, nous nous
intéressons ainsi à l'estimation de modèles de régression quantile sous l'Hypothèse 1.1.5,
ainsi qu'à la question de construction de tests d'adéquation à ces modèles paramétriques.
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Le fait que notre estimateur de la fonction de répartition généralise la notion de fonction
de répartition empirique montre par ailleurs qu'il peut intervenir dans de nombreuses
autres questions. En eﬀet, il "suﬃra" de remplacer, dans une procédure utilisée en
l'absence de censure, la fonction de répartition empirique par notre estimateur pour
prolonger un certain nombre de résultats à un cadre censuré. De plus, l'approche générale
que nous avons développée au Chapitre 8 pourrait probablement être utilisée pour
fournir des estimateurs de la fonction de répartition dans d'autres contextes de censure
(censure par intervalle, censure à droite et à gauche, par exemple).
Outre les améliorations techniques qui pourraient encore êtres apportées aux nou-
veaux outils que nous avons développés (obtenir des résultats uniformes en h où h est le
paramètre de lissage intervenant dans notre estimateur de la fonction de répartition, est-
mation de la fonction g(x) dont dépend la censure dans un certain nombre de modèles,
amélioration de la borne de troncation τ par exemple en la faisant dépendre de x...),
nous avons donc bon espoir de prouver l'utilité de notre procédure dans de nombreux
autres cas de ﬁgure qui seront l'objet de travaux futurs.
Appendice Inégalités de
concentration pour la vitesse de
convergence d'estimateurs
semi-paramétriques
A.1 Inégalités de concentration
Introduisons quelques notations. Pour tout opérateur ψ : G → Rk, on désigne par
‖ψ(g)‖G = supg∈G ‖ψ(g)‖, où ‖ · ‖ désigne la norme dans Rk. On déﬁnit également
αn(g) =
n∑
i=1
(g(Wi)− E[g(W )]) ,
où les Wi sont des variables aléatoires i.i.d. à valeur dans Rk. On introduit également
des variables de Rademacher ε1, ..., εn indépendantes entre elles, et indépendantes des
Wi.
Le premier résultat de cette section est une inégalité de concentration due à Tala-
grand (1994). On pourra également consulter à ce sujet Ledoux (1996).
Théorème A.1 Soit G une classe de fonctions mesurables, satisfaisant, pour un réel
0 < M < ∞,
∀g ∈ G, ‖g‖∞ ≤ M.
On a alors, pour tout t > 0,
P
 sup1≤m≤n ‖αm(g)‖G ≥ A1
E
∥∥∥∥∥
n∑
i=1
εig(Wi)
∥∥∥∥∥
G
+ u


≤ 2
{
exp
(
−A2u
2
nσ2G
)
+ exp
(
−A2u
M
)}
,
où σ2G = supg∈G V ar(g(X)), et A1 et A2 sont des constantes universelles.
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L'utilisation du Théorème A.1 impose de pouvoir contrôler E
[‖∑ni=1 εig(Wi)‖G] .
Einmahl et Mason (2005) fournissent une inégalité répondant à cet objectif (voir égale-
ment Einmahl et Mason, 2000).
Théorème A.2 On suppose que G possède une enveloppe G, et on déﬁnit
N(ε,G) = sup
Q
N(ε
√
Q(G2),G, dQ),
où le supremum est pris sur toutes les mesures Q telles que 0 < Q(G2) < ∞. On suppose
que, pour des constantes C, ν ≥ 1, 0 < σ ≤ β,
1. E[G(W )2] ≤ β2,
2. N(ε,G) ≤ ε−ν , 0 < ε < 1,
3. σ20 = supg∈G E[g(W )2] ≤ σ2,
4. supg∈G ‖g‖∞ ≤ 14ν
√
nσ2/ log(C1β/σ), où C1 = C1/ν ∨ e.
On a alors, pour une constante universelle A,
E
∥∥∥∥∥
n∑
i=1
εig(Wi)
∥∥∥∥∥
G
 ≤ A√νnσ2 log(C1β/σ).
A.2 Application à la vitesse de convergence d'estimateurs
semi-paramétriques
Dans cette section, nous considérons des fonctions du type, pour k = 0, 1, 2,
gkθ,x,t,h(X, Z, T ) = (X − x)kK0
(
µ(θ, X)− µ(θ, x)
h
)
Z1T≤t, (A.1)
où K0 est une fonction à variation bornée et à support compact, h ∈ [hmin;hmax], où
hmin et hmax sont des suites déterministes tendant vers 0, µ fonction ﬁxée, θ ∈ Θ ⊂ Rd
avec Θ compact, x ∈ X ⊂ Rd avec X compact, et t ∈ R, et nous considérons le processus
αn(g) =
n∑
i=1
(
gkθ,x,t,h(Xi, Zi, Ti)− E[gkθ,x,t,h(X, Z, T )]
)
.
Typiquement, K0 désigne soit un noyau K tels que ceux utilisés aux Chapitres 6, 7 et 8,
soit l'une de ses dérivées d'ordre 1 ou 2. La variable Zi désigne δφ(T )[1−G(T −|X)]−1,
ou δφ(T )[1−G(T−)]−1 pour des fonctions φ(T ) = 1 ou φ(T ) = T. Le cas φ(T ) = T est
légèrement plus technique puisque T n'est pas bornée.
On suppose vériﬁée l'Hypothèse suivante.
Hypothèse A.2.1 La classe de fonctions{
u → K0
(
µ(θ, u)− µ(θ, x)
h
)
, θ ∈ Θ, x ∈ X , h > 0
}
,
est une classe euclidienne d'enveloppe constante.
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En particulier, si K0 est un noyau à variation bornée et à support compact, et que
µ(θ, x) = θ′x, l'hypothèse est vériﬁée, voir Nolan et Pollard (1987).
L'objet de cette section est de prouver le résultat suivant.
Théorème A.1 K0 vériﬁe l'Hypothèse A.2.1. On suppose que Z possède un moment
d'ordre 4. Soit G = {gkθ,x,t,h} déﬁnies en (A.1). On suppose nh2min/[log n] →∞. On a
sup
h∈[hmin;hmax]
n−1/2h−1/2[log h−1]−1‖αn(g)‖G = OP (1).
Preuve: Comme la classe de fonctions G n'est pas uniformément bornée, on in-
troduit une borne Mn, et on considère la classe Gn des fonctions gk,(n)θ,x,t,h(x, z, t) =
gkθ,x,t,h(x, z ∧Mn, t). On choisit Mn =
√
nhmin.
On applique tout d'abord le Théorème A.2 à la classe de fonction Gn. La condition
1 est satisfaite, en prenant pour enveloppe G(z, x, t) = Mn‖K‖∞, et β = σ1/2z h1/2min.
La condition 2 est vériﬁée puisque la classe de fonctions G est euclidienne. En eﬀet,
la classe de fonctions {(z, x) → z(x − a)k, a ∈ X} est euclidienne (classe Lipschitz en
le paramètre, voir exemple 19.7 de Van der Vaart, 1998), de même que la classe de
fonctions t → 1t≤u indexée par u ∈ R (voir exemple 19.6 de Van der Vaart, 1998).
En utilisant l'Hypothèse A.2.1 et le Lemme 2.14 (ii) de Pakes et Pollard (1989) on en
déduit que G est euclidienne, et vériﬁe donc la condition 2. La condition 3 est satisfaite
pour σ0 = σ = β. Pour la condition 4, on a
sup
g∈Gn
‖g‖∞ ≤ Mn‖K‖∞ ≤ C ′
√
nσ2‖K‖∞,
pour une constante C ′.
En appliquant le Théorème A.2, on déduit que pour tout M > 0 suﬃsamment grand,
on peut majorer, pour tout u′ positif,
P
(
‖αn(g)‖Gn ≥ M
√
nhmin[log(1/hmin)]1/2
)
≤ P
‖αn(g)‖Gn ≥ A1
E
∥∥∥∥∥
n∑
i=1
εig(Wi)
∥∥∥∥∥
Gn
+√nhminu′
 .
On peut à présent appliquer le Théorème A.1 avec σ2Gn ≤ hσ2Z , et M = Mn =
√
nhmin.
On en déduit que
‖αn‖Gn = OP (
√
nhmin log(1/hmin)).
Le résultat suit en écrivant
‖αn(g)‖G ≤ ‖αn(g)‖Gn + C˜‖K0‖∞
n∑
i=1
|Zi|1Zi≥Mn .
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La somme intervenant dans le membre de droite est de l'ordre OP (n−1/2h−3/2min ) =
oP ([log n]
1/2n1/2h
1/2
min). En eﬀet, son espérance se majore, par Cauchy-Schwarz, par
nE[Z4]1/4P(Z ≥ Mn)3/4. Par l'inégalité de Tchebyshev,
P(Z ≥ Mn) ≤ E
[ |Z|4
M4n
]
= O(n−2h−2min).
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Résumé
Nous considérons des modèles de régression où la variable expliquée est censurée
à droite aléatoirement. Nous proposons de nouveaux estimateurs de la fonction de ré-
gression dans des modèles paramétriques, et nous proposons une procédure de test non
paramétrique d'adéquation à ces modèles. Nous prolongeons ces méthodes à l'étude
du modèle semi-paramétrique "single-index", généralisant des techniques de réduction
de dimension utilisées en l'absence de censure. Nous nous penchons tout d'abord sur
des modèles reposant sur des hypothèses d'identiﬁabilité plus fortes, avant de travailler
dans un cadre où la variable expliquée et la censure sont indépendantes conditionnel-
lement aux variables explicatives. Une diﬃculté spéciﬁque à ce type de modèle tient
en l'impossibilité des techniques actuelles à proposer des modèles de régression avec
plusieurs variables explicatives. Nous développons une nouvelle approche de réduction
de la dimension pour ce type de problème.
Abstract
We consider regression models with randomly right-censored responses. We propose
new estimators of the regression function in parametric models, and nonparametric
lack-of-ﬁt tests of these models. We then adapt these methods to the study of a semi-
parametric single-index model, in order to generalize dimension reduction techniques
used in absence of censoring. We ﬁrst consider models relying on more restrictive iden-
tiﬁability conditions, and then consider the case when the response and the censoring
variable are independent conditionally to the covariates. In this last kind of models,
actual techniques do not allow to estimate the regression function when there is more
than one covariate. We develop a new dimension reduction approach to circumvent this
problem.
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