We investigate the Seiberg-Witten monopole equations on noncommutative (N.C.) R 4 at the large N.C. parameter limit, in terms of the equivariant cohomology. In other words, N = 2 supersymmetric U(1) gauge theories with hypermultiplet on N.C.R 4 are studied. It is known that after topological twisting partition functions of N > 1 supersymmetric theories on N.C. R 2D are invariant under N.C.parameter shift, then the partition functions can be calculated by its dimensional reduction. At the large N.C. parameter limit, the Seiberg-Witten monopole equations are reduced to ADHM equations with the Dirac equation reduced to 0 dimension. The equations are equivalent to the dimensional reduction of non-Abelian U (N ) Seiberg-Witten monopole equations in N → ∞. The solutions of the equations are also interpreted as a configuration of brane anti-brane system. The theory has global symmetries under torus actions originated in space rotations and gauge symmetries. We investigate the Seiberg-Witten monopole equations reduced to 0 dimension and the fixed point equations of the torus actions. We show that the Dirac equation reduced to 0 dimension is trivial when the fixed point equations and the ADHM equations are satisfied. It is known that the fixed points of the ADHM data are isolated and are classified by the Young diagrams. We give a new proof of this statement by solving the ADHM equations and the fixed point equations concretely and by giving graphical interpretations of the field components and these equations.
Introduction
The Seiberg-Witten theory causes a revolution of nonperturbative analysis for N = 2 supersymmetric Yang-Mills theories [1, 2] . In the Seiberg-Witten theory, the instanton effects of N = 2 supersymmetric Yang-Mills theories are encoded in the pre-potential, which is defined by using the Seiberg-Witten curve. (See, for example, [3] and references there in.) The Seiberg-Witten theory also provides a powerful tool, the monopole equation, to investigate the topology of 4 dimensional manifolds [4, 5] . The monopole equations are more tractable than the instanton equation, and yield many results in mathematics as well as physics.
Meanwhile, instanton calculus has developed by using ADHM data or D-instanton. (See, for example, [6] .) Particularly, an important calculation technology for N = 2 supersymmetric Yang-Mills theories is brought by Nekrasov [7] . After [7] , many related works have been made [8] - [38] . In [7] and so on, the localization theorem plays an essential role [39] - [42] . (See also [43, 44] .) The localization theorem is valid when the theory has symmetries which correspond to some group action and the group action has isolated fixed points. It is expected that many kinds of calculations of N > 1 supersymmetric gauge theory are carried out by using this theorem.
It is shown that partition functions of N > 1 supersymmetric gauge theories on noncommutative (N.C.) R 2D are invariant under the N.C. parameter change [45] . Therefore we can perform the calculation at the large N.C. parameter limit. As discussed in [45] - [48] , taking this limit causes dimensional reduction, and we can calculate the partition functions by using the theory after dimensional reduction. For this reason, it is important to investigate the dimensional reduction.
In this article, we will study a 0 dimensional model given by dimensional reduction of Seiberg-Witten monopole equations derived from N = 2 supersymmetric U(1) theory on N.C. R 4 . The equations are equivalent to the ADHM equations and the Dirac equation reduced to 0 dimension. The equations are also equivalent to the dimensional reduction of non-Abelian U(N) Seiberg-Witten monopole equations on commutative R 4 at the large N limit. We will find that the solutions of the equations are also interpreted as a configuration of brane anti-brane system. The theory has global symmetries under torus actions originated in space rotations and gauge symmetries. The torus actions define their fixed point equations. We will investigate the fixed point equations and the dimensional reduction of the Seiberg-Witten monopole equations. We will show that the Dirac equation is trivial when the fixed point equations and the ADHM equations are satisfied. It is known that solutions satisfying the fixed point equations and the ADHM equations are isolated and classified by the Young diagrams [49] . We will give a new proof of this statement by solving the ADHM equations and the fixed point equations concretely and by giving graphical interpretation of the field components and these equations.
Here is the organization of this article. In section 2, we review the N = 2 supersymmetric gauge theory on R 4 and N.C. R 4 with a hypermultiplet. In section 3, a D-brane interpretation is discussed. In section4, we deform the BRS transformation by using the global symmetries of the theory. In section 5, we solve the Seiberg-Witten monopole equations reduced to 0 dimension and the fixed point equations, and show our main claims. In section 6, we briefly comment on the localization theorem. Section 7 is summary of this article.
2 N = 2 Supersymmetric U (1) Theory on N.C. R
4
In this section we review N = 2 supersymmetric theory and its topological twist on R
and N.C. R 4 . We consider the case with hypermultiplet [50] - [54] . For conventions in this article, see appendix A.
At first, we set up the model of the N = 2 supersymmetric theory on R 4 . SO(4) spacetime rotation of 4 dimensional Euclidean space is locally equivalent to SU(2) L ⊗ SU(2) R . N = 2 supersymmetric theories have SU(2) I R-Symmetry. The supersymmetry generators Q αi ,Qα i have indices i = 1, 2 for the R-symmetry. N = 2 supersymmetric theories on R 4 have following symmetry;
The supersymmetric gauge multiplet is given by
Here ψ 1 ,ψ 2 andψ 1 ,ψ 2 are Weyl spinors and their CPT conjugate. φ andφ are scalar fields. Their quantum number of H are assigned as
The action functional is given by
The supersymmetric transformation with parameter ξ andξ are written as
To classify the solutions of BPS equations by equivariant cohomology, let us introduce topological twist here [55, 56] . We use a diagonal subgroup SU(2) R ′ in SU(2) R ⊗ SU(2) I of H. We redefine the spacetime rotation group by
Then combinations of spinors whose quantum number of H are (1/2, 0, 1/2)⊕(0, 1/2, 1/2) have quantum number (1/2, 1/2) ⊕ (0, 1) ⊕ (0, 0) of K ′ . Particularly (0, 0) is scalar and Q = ǫα iQα i is a BRS operator. Fermionic fields are similarly topological twisted as
Next step, let us introduce hypermultiplets. N = 2 hypermultiplet consists from two Weyl fermions ψ q and ψ † q and two complex scalar boson ;
Their supersymmetric transformations are given by
where T a is a generator of gauge group. In the following, we consider the case that representation of the gauge group of the hypermultiplet is fundamental representation. After topological twisting, BRS transformations are given bŷ
where fields are rescaled 1 .
Using these field contents, let us construct the action of Seiberg-Witten theory. The action with fundamental hypermultiplet terms are defined by
where k is instanton number
and Ψ is a gauge fermion;
Here
After integration of the auxiliary fields H +µν and H q , the bosonic action are given as
Notice that when the gauge group is U(1) and the theory is defined on simple type commutative manifolds we get the Seiberg-Witten invariants as the partition function of this model [4, 5, 50, 51] . From (15) we get the BPS equations,
which is known as the non-Abelian Seiberg-Witten monopole equations.
In the following, we investigate some properties of N = 2 supersymmetric gauge theory on N.C. R 4 whose noncommutativity is defined as
where the θ µν is an element of an antisymmetric matrix and called N.C. parameter. For simplicity, we take
In the following, we only use operator formalisms to describe the N.C. field theory, therefore the fields are operators acting on the Hilbert space H. Then differential operators ∂ µ are expressed by using commutation brackets −iθ
When we consider only the case of N.C. R 4 , field theories are expressed by the Fock space formalism. (See appendix in [45] .) In the Fock space representation, fields are expressed as
. Therefore, the above BRS transformations are expressed aŝ
where the covariant derivative is defined by
Let us change the dynamical variables as
Note that this changing does not cause nontrivial Jacobian from the path integral measure because of the BRS symmetry. Then, the action is rewritten as
Here the action in LHS depends on θ because the derivative is given by
i , ] and so on. In contrast, the actionS in RHS does not depend on θ because all θ parameters are factorized out. Using the BRS symmetry, it is proved that the partition function is invariant under the deformation of θ, because δ θ Z = −2(δθ)θ −3 S = 0. As discussed in [45] , the partition function of this theory is possible to be determined by using a lower dimension theory that is given by dimensional reduction. Therefore, the investigation of the dimensional reduction of the theories is important.
The dimensional reduction of Seiberg-Witten monopole equations (14) are expressed as
where P µνρτ + is a selfdual projection operator. These expressions are valid for the dimensional reduction of the non-Abelian theory on commutative R 4 . Using q + := (q˙1 + q˙2)/ √ 2 and q − := (q˙1 − q˙2)/ √ 2, if we start from the U(1) theory on N.C.R 4 , the equation (23) is rewritten as ADHM equations :
Note that these operators in (25) are expressed by infinite dimensional matrices and the ADHM equations correspond to the instanton of U(N) gauge group with instanton number N at the large N limit. We consider the finite N situation in the next section.
D-brane Interpretation
In this article, we study detail of the solution of (23 ) and (24) . On the N.C. R 4 the fields appearing in (23 ) and (24) is infinite dimensional matrix acting on Hilbert space. But the equations are important even if the dimension of the matrix is finite, because there is a corresponding physical model. In this section, we consider the correspondence between Seiberg-Witten monopole equations, D-brane picture and (23 ) (24) [57] .
At first, we construct the physical model by using the similar manner of the article [57] . (See also [58] - [65] .)
The generalized second order effective action of N brane N anti-brane system without topological terms are given by
Here the F and A (N ) correspond to open strings attached on D-brane andD-brane. Up to topological terms, we can rewrite this action as
. (27) From this action, considering the case of A (N ) µ = 0, stationary points are given by
where we replace φ by q − and τ 2 by ζ. Then, this is the Seiberg-Witten monopole equations with q + = 0 condition and back ground constant field ζ. (See also the next section.) This case corresponds to the ζ > 0 as we will see in section 5. Note that q − can be regarded as a complex scalar field when we consider R 4 case. The solution of (23), (24) 
Deformed BRS Transformation
In this section, we will investigate the symmetry of the dimension reduction of (20) to 0 dimension, and deform the BRS symmetry as G ⊗ T N +2 equivariant derivative, where G is the gauge transformation group of U(N) and T N +2 is the torus action, in order to derive the fixed point equations. Note that the U(N) symmetry is caused from the U(1) symmetry if we consider the N.C. theory. As explained in section 2, the action functional is defined by infinite dimensional matrices when we start from N.C. theories, then N.C.U(1) gauge symmetry is expressed by U(∞) symmetry. For simplicity, in the following of this paper, we restrict our analysis to the finite dimensional, N × N, matrix case. All of the fields contents , A µ , q, etc, are given by N × N matrices. Then the U(∞) symmetry is also truncated to U(N). From the viewpoint of N.C.field theory, there might be another type of solutions which is not studied in this article, and the following analysis might not be completed. On the other hand, as discussed in the previous section, the finite N × N theory has a D(−1) −D(−1) brane interpretation, then it has physical applications.
The path integral for cohomological field theories reduced to the integral over the moduli space of vacuum. In our case, the moduli space is defined by solutions of (23), (24) . As demonstrated in [7] , the localization theorem is a powerful tool for path integrals of cohomological field theories. The localization theorem is valid when a theory under consideration has symmetries under some group actions, and the group actions have isolated fixed points. (For the localization theorem, see also section 6.) Therefore, to investigate solutions of the fixed point equation is important. This is the main subject of this paper.
Adding to the U(N) gauge symmetry and the Lorentz symmetry SO(4) = SU(2) L ⊗ SU(2) R , the action reduced to 0 dimension has the next extra unitary symmetry, denoted byŨ (N),
where b is a generator ofŨ (N). 2 Recall that q and q † are fundamental representation of the gauge group. The gauge transformation of q is defined by left action of the U(N).
Notice that if we define the gauge transformation by using right action, we can define another gauge symmetry with the corresponding gauge field. We do not introduce this gauge field, then the symmetry appears only after the dimensional reduction. This is the origin ofŨ (N). Now we use the Abelian subgroup U(1)
That is, we consider the following symmetry of the action.
where
, and ǫ i (i = 1, 2) is a generator of an Abelian subgroup U (1) 2 of SO (4), defined by
Also M Rαβ is the generator of U(1) ⊂ SU(2) R ,
By using above U(1) 2 ⊗ U(1) N , let us deform the BRS symmetry fromδ toδ. We define the deformation by replacingδ
Here δ G is a gauge transformation operator with the group G. Then, for ψ z i and ψ qα , the BRS transformation rules are given by,
Now we list the equations, solutions of which we will investigate. Some of them are the equations of motion, often called BPS equations. They are the same as (23) or (25), (24) . However we take some deformation of them, to remove singular solutions. We introduce a nonzero number ζ, and take
(42), (43) are realized by the redefinition of s µν (A, q, q † )
This constant ζ is considered as a back ground field and we define its BRS transformation byδζ = 0. Then, we find that all of the above discussions in previous sections are valid although we add this back ground field. For later use, we rewrite them into
The rest of the equations to be investigated are the fixed point equations of the deformed BRS transformation (39) -(41). They are given by
In the next section, we will investigate solutions of (42), (43) , (44), (50), (51) , and will show that they have isolated solutions. This fact guarantees that the localization theorem is valid to our case.
5 Solutions of (42), (43) , (44) , (50) , (51) In this section, we solve (42) , (43)(44), (50), (51) , and show that these equations have only isolated solutions and the solutions are expressed by the Young diagrams. Notice that our analysis is also valid to a case where q α 's are N × k, (k = N) matrices, though we will treat q α as N × N matrices in this section. If we take qα to be N × k, q * Ṫ α to be k × N and b ∈ u(k), our proof in this section includes a new proof for Prop.5.6. in [49] .
First of all, we diagonalize φ by using the U(N) gauge symmetry,
Next we tackle (50) and (51) . From (50) we see immediately that if and only if,
A z i IJ could be non-zero, Figure 1 :
Also from (51) we see that if and only if,
q˙1 IJ and q˙2 IJ could be non-zero,
Notice q˙1 IJ and q˙2 IJ are not independent from one another. These observations lead us to the following proposition. , given by
where xÎ ∈ {b
(proof) Suppose that φ I does not take any of ϕ
given above. This implies that ∃I, ∀J, qα IJ = 0, A z i IJ = A z i JI = 0. Consider (42) . It is easy to see that the (I, I) component of LHS of (42) is 0, whereas the (I, I) component of RHS of (42) is iζ = 0. Therefore no solution to (42) , (50) , (51) is allowed.
For a set of all {ϕ
|xÎ is given}, assign a graph P [xÎ ] . See Fig.1 . In Fig.1 , the origin, denoted by the black square, corresponds to the eigenvalue ϕ (0,0)
[xÎ ] = xÎ , and other lattice points (n 1 , n 2 ), denoted by black dots, correspond to eigenvalues ϕ
. For given a set of P [xÎ ] , φ is written as
. . .
In each I-th orĪ-th block, we suppose that eigenvalues ϕ
are arranged by order,
The index I is mapped to the triad of indices (Î, (n 1 , n 2 )),
We denote the degeneracy of ϕ
A z i takes a similar block structure, where
complex matrix , and
complex matrix.
A non-trivial component of A z 1 appears in {(Î, (n 1 , n 2 )) , (Î, (n 1 − 1, n 2 ))}-th block and, that of A z 2 appears in {(Î, (n 1 , n 2 )) , (Î, (n 1 , n 2 − 1))}-th block,
A z 1 (I,(n 1 ,n 2 )),(I,(n 1 −1,n 2 )) = 0 , E z 1 (Ī,(n 1 ,n 2 )),(Ī,(n 1 −1,n 2 )) = 0 (67) A z 2 (I,(n 1 ,n 2 )),(I,(n 1 ,n 2 −1)) = 0 , E z 2 (Ī,(n 1 ,n 2 )),(Ī,(n 1 ,n 2 −1)) = 0 .
By adding left-arrows connecting (n 1 , n 2 ) and (n 1 − 1, n 2 ) and down-arrows connecting (n 1 , n 2 ) and (n 1 , n 2 − 1) to the graph P [xÎ ] , we obtain a graph G [xÎ ] . For example, see Fig.2 . The left-arrow corresponds to A z 1 's non-trivial component, and the down-arrow corresponds to A z 2 's non-trivial component. Also the non-trivial components of qα are
q˙1 (I,(1,1) ),J = +q˙2 (I,(1,1) ),J = 0 , for I, J, s.t.
From (66), (69), (70), we obtain the next proposition. = yĪ + n 1 ǫ 1 + n 2 ǫ 2 , then (42), (50) , (51) have no solution.
(proof) Suppose that some φ I are given by
Then, LHS of (46), equivalent to (42) , is given by
because the non-trivial components of qα are given by (69),(70). On the other hand, RHS of (46) is proportional to a unit matrix, RHS of (46) = ζ I 1
The (Ī ,Ī) block of (72) is a traceless matrix, whereas the (Ī ,Ī) block of (73) has a non-zero trace. These are mutually exclusive.
Corollary 1 (42),(50),(51) can have a solution, if and only if φ is given by
and A z i is given by
From now on, we suppose that the parameter ζ is a positive number,
Then we obtain the next theorem.
be a graph defined from the eigenvalues ϕ
given by (74). Also let ζ be positive. The following three conditions are necessary for a solution of (42), (50) and (51) to exist.
consists of one connected part.
includes the origin (0, 0). 
where the index a labels connected diagrams G
[b
. See Fig.3 . From (78) and (79), we obtain
and
(n . Let us consider a {(I (a)) , (I (a))} block of (46)
If a connected part G ))} block of (46),
If n max 1
the second term in LHS of (86) vanishes, since the non-trivial components of qα are given by (69),(70), then On the other hand, RHS of (86) = ζ > 0.
These are inconsistent from each other. Then, we conclude
Consider the maximal case, the {(I, (1, 1) ) , (I, (1, 1))} component of (46) . The first term in LHS is −
and the second term is −(q˙2q * Ṫ 1
Again, RHS is ζ > 0. Then we see that the {I(1, 1)} component does not exist. Repeating similar arguments, we conclude that
We have finished the proof of Theorem1.
Let us introduce such a map I, that
For each l, assign a connected graph C I(l) . For example, see Fig.4 . For given C I(l) , non-trivial components of A z i are
Also non-trivial components of qα are
For the non-trivial components (96) - (98), (42) and (43) are reduced to A z 1 {l,(n 1 ,n 2 )},{l,(n 1 +1,n 2 )} Az 1 {l,(n 1 +1,n 2 )},{l,(n 1 ,n 2 )} −Az 1 {l,(n 1 ,n 2 )},{l,(n 1 −1,n 2 )} A z 1 {l,(n 1 −1,n 2 )},{l,(n 1 ,n 2 )} +A z 2 {l,(n 1 ,n 2 )},{l,(n 1 ,n 2 +1)} Az 2 {l,(n 1 ,n 2 +1)},{l,(n 1 ,n 2 )} −Az 2 {l,(n 1 ,n 2 )},{l,(n 1 ,n 2 −1)} A z 2 {l,(n 1 ,n 2 −1)},{l,(
On the other hand, the Dirac equation reduced to 0 dimension (44) gives no constraint. The reason is as follows. From (98), (44) is reduced to
Since we have taken the ordering (62), Az i (l,(n 1 ,n 2 )),(l,(m 1 ,m 2 )) and q˙1 (l,(n 1 ,n 2 )),J=I(l) have the next structures,
So, (101) always holds. This fact means that the solutions of the dimensional reduction of the Seiberg-Witten monopole equations with the constant back ground under the fixed point conditions of the torus actions are equivalent to the solutions of the N.C.ADHM equations with the same fixed point conditions. From now on, we suppose that φ I does not degenerate,
The reason is as follows. The non-degeneracy of the solutions of (42), (43), (50), (51) is the very same one considered in [49] . See the argument at the end of section 2 and above discussions. In this case, the non-degeneracy is certified.
(ii) It is clear that the non-degenerate solutions do not contribute to the path integral for the partition function, because the factor I =J (φ I − φ J ) in (113) becomes zero if there are degenerate solutions of φ I [7] .
Let us give graphical interpretations of (96), (97),(98).
• A z 1 {l,(n 1 ,n 2 )}{l,(n 1 +1,n 2 )} corresponds to a left-arrow connecting (n 1 , n 2 ) and (n 1 + 1, n 2 ) in C I(l) . See Fig.5 . The number of non-trivial real components, # {A z 1 }, is given by two times of the number of the left-arrows.
• A z 2 {l,(n 1 ,n 2 )}{l,(n 1 ,n 2 +1)} corresponds to a down-arrow connecting (n 1 , n 2 ) and (n 1 , n 2 + 1) in C I(l) . See Fig.6 . The number of nontrivial components, # {A z 2 }, is given by two times of the number of the down-arrows.
• q˙1 I={l,(0,0)}J=I(l) corresponds to the origin (0, 0) in C I(l) . See Fig.7 . The number of non-trivial components, # {q}, is given by 2.
The total number of undetermined real variables is
Also graphical meanings of equations (99),(100) and the residual gauge symmetry U (1) N are given as follows.
• Each equation of (99) corresponds to ending points of left-arrow or down-arrow or the origin in C I(l) . In other words, each point C I(l) corresponds to each equation of (99). See Fig.8 . The number of nontrivial constraints, # {Eq. (99)} is given by the number of points.
• Each equation of (100) corresponds to a hook connecting (n 1 , n 2 ) and (n 1 + 1, n 2 + 1), which includes a intermediating point (n 1 + 1, n 2 ) or (n 1 , n 2 + 1), in C I(l) . See Fig.9 . The number of nontrivial constraints, # {Eq.(100)}, is given by two times of the number of hooks.
• Each U(1) factor of the residual gauge symmetry U(1) N corresponds to each point (n 1 , n 2 ) in C I(l) . See Fig.10 . The number of the degrees of the residual gauge symmetry U (1) N , denoted by # {U(1)}, is given by the number of points. (proof) Consider a graph C I(l) as a quadrangulation of a 2 dimensional surface. Here we admit quadrangulations to include some segments which do not make faces, like the graph in Fig. 11 . 4 We start with cases, where 2 dimensional surfaces have no hole. Recall the well-known formula for the Euler number χ of graphs,
where h denotes the number of handles of graphs, and b denotes the number of boundaries of graphs. In our case, h = 0 and b = 1. Then we obtain,
Notice that 
Also one sees that
and that, in (108), the equation holds when the graph C I(l) is a Young diagram. See Fig.12 . Then we obtain
From this, we find that if and only if C I(l) is a Young diagram, we can have a solution to (99),(100), and that the solution is an isolated one. Now let us turn to a case, where C I(l) has some holes. A diagrams with holes is constructed from one without holes by adding pieces of diagrams. For example, see Fig.13 . In Fig.13 , some white dots are added to make a hole. Under this operation, the number of undetermined variables increases by
On the other hand, the number of constraints increases by
As implied by the above example, one can show that "puncture" operations make the number of constraints greater than that of undetermined variables in general. We conclude that if C I(l) has some holes, then (99),(100) have no solution. We have finished the proof for Theorem2.
As mentioned in the top of this section, we have shown that (42) , (43), (44), (50),(51) have only isolated solutions, and the solutions are expressed by the Young diagrams.
At the end of this section, we comment on the case that the q are not square matrices. Let us compare above cases with the case of C
[n] and the ADHM data for usual U(N) instanton. We have investigated the case that qα and q † α are N × N square matrices. It is clear that the above theorem is valid even if qα and q † α are N × k and k × N for arbitrary k ∈ Z, respectively. In this case, our equations (42) - (43) are ADHM equations corresponding to U(N) instanton of k instanton number with Dirac equation reduced to 0 dimension. The Dirac equation (44) makes no nontrivial equations when we introduce ζ. Then, our models are completely equivalent to the case of ADHM equations with fixed point equations of torus action, that is discussed in Nakajima's lecture note [49] and others [7, 13, 15] . The proof for the correspondence with ADHM data and the Young diagrams is given by [49] . In this light, our proof in this section is a new version for the Nakajima's theorem. We solved the fixed point equation of the torus action directly. By virtue of the concrete solution, the correspondence between fields components, ADHM equations and Young diagrams are clarified.
Localization Theorem
Though, in this paper, we does not perform the summation of the solutions nor obtain the partition function of our model, we make comment on the localization theorem [39] - [44] , which is a powerful tool for the calculation of path integral of cohomological field theories, in order to explain our motivation.
For our purpose, one of the most suitable expression of the localization theorem is one given in [9, 16] . This is expressed as follows.
Letδ be the deformed BRS transformation defined in section 4. As explained in section 2, the action S is given by a BRS exact function. Now we redefine the action as
The difference betweenδΨ andδΨ causes no effect to the path integral, because the integral of equivariant cohomology is equal to that of original cohomology. Here we have used the notation B, F to denote the BRS doublet fields collectively. Then the localization theorem tells us that
φ I are the eigenvalues of φ, and the superdeterminant SdetL is defined by
where (Q) B and (Q) F are defined by the representation of the deformed BRS transformationδ on the fields B, F ,
Note that this expression is analogue ofd
where X is a vector defining the Lie derivative L X associated with G ⊗ T N +2 action. See (39) , (40), (41) . In our case, we obtain
where ǫ − = (ǫ 1 + ǫ 2 )/2. Some comments might be necessary. This formula is derived by using a some version of localization theorem, which reduces the integral DBDF , and this is valid only if the BPS equations of the action (42), (43) , (44) and the fixed point equations of the deformed BRS symmetry (50),(51) have isolated solutions for a given value of φ I 's. I φ I integral is remained, and this should be understood as the contour integral. The poles correspond to the isolated solutions [39] - [42] .
Conclusion
The solutions of the Seiberg-Witten monopole equations reduced to 0 dimension which satisfy also the fixed point equations of torus actions were classified, where the torus action is induced from the global symmetries. More concretely speaking, we deformed the BRS transformation of the topological twisted N = 2 gauge theory on R 4 with a hypermultiplet to the T-equivariant derivative by using the global symmetries. The global symmetries contain torus actions. Using these symmetries, the deformed BRS transformation was defined to satisfy the nilpotency up to the Lie derivative of the group actions. Then we classified the solutions of the fixed point equations of these deformed BRS transformations.
We showed that the Seiberg-Witten monopole equations are reduced to the ADHM equations with the Dirac equation reduced to 0 dimension at the large N.C. parameter limit. We showed that the Dirac equation reduced to 0 dimension is trivial when the ADHM equations and the fixed point equations are satisfied.It is known that the solutions of the ADHM equations with the fixed point equations are isolated ones, and are classified by the Young diagrams. We gave a new proof of this statement, too. Then, we found that we can perform the path integral by using the localization formula, in order to get the partition functions of the reduced theory to 0 dimension from the topological twisted N = 2 non-Abelian gauge theory on R 4 with a hypermultiplet, or the N = 2 U(1) gauge theory on N.C. R 4 with a hypermultiplet. The complete calculation of the partition function is remained. This calculation might reveal the relation between the Seiberg-Witten monopole and the instanton. We hope to report on this task elsewhere.
Then a spinor with upper indices and a spinor with lower indices are related as,
We use the following definition for the 4 dimensional Pauli matrix σ µ (µ = 1, 2, 3, 4),
We define σ µν ,σ µν as
From this definition, σ µν andσ µν satisfy the anti selfdual relation and the selfdual relation respectively, σ µν = − * σ µν ,σ µν = + * σ µν .
A.3 † symbol
For a scalar matrix M and a vector matrix M µ , the symbol † denotes the usual hermite
