Adaptation
of a fast optimal interpolation algorithm to the mapping of oceanographic data 
Optimal Interpolation
Consider a set of noisy measurements, represented by a column vector y, which are linearly related to some random process, column vector x, so that y --Hx + n.
The matrix H is the measurement model and n is the measurement error. Without loss of generality, we consider the case where known biases and correlations of x and n have been removed, that is,
(2)
The second moments of x and n are specified by covariance matrices
respectively. Optimal interpolation is commonly de-
produces the same value of _ as does OI. For Gaussian fields, _ is the maximum likelihood solution as well.
Solutions
(5)-(6) or (7) 
Multiscale Method
The multiscale approach is based on a stochastic process z(s), modeled on a tree, which satisfies the statistical recursion
Here s indexes the nodes of the multiscale tree as in Fig 
One form of the solution is
: PHTR-ly with p _-(S -1 + HTR-1H) -1.
An alternate form is = SHT(HSHT +R)-ly,
It is readily shown [e.g., Wunsch, 1996] that least squares minimization of the objective function, Sca ems0 s.
Illustration of a hierarchical stochastic process, i.e., a process defined on a tree. The nodes of the tree are indexed by s, s'_ represents the parent node of s, and scq,..., sa4 are the children of s. The scale of each node s on the tree is written re(s), where the scale counts from zero at the root node, m(0) = 0, and increases to finer scales. As discussed in the text, very fast estimation algorithms exist for such processes.
arewhite-noise processes with covariance I andR(s), respectively, y(s) represents themeasurement process, andA(s), B(s), andC(s) arematrices to bedefined later. Eachnodes on the tree is associated with tree level re(s), where the level counts from zero at the root node rn(0) --0 and increases to finer scales. The stochastic process z(s) also satisfies
at the root (or coarsest) node of the tree. Each parent node has four "children," sal,..., sa4, so that each successive level on the tree has 4 times as many nodes as the previous level.
This particular structure (10)- (12) is motivated by the fact that it admits a very fast sequential estimation algorithm.
Readers familiar with the Kalman filter will recognize in (10) [1995], who used a class of relatively simple 1/f-like models in which coarse-scale nodes essentially represent coarse averages of the fine-scale process of interest.
These 1/f-like models do not, however, generalize to the types of prior models of interest here, so we propose an alternative class of models motivated by the method of canonical correlations [Irving et al., 1994; Irving, 1995] , leading to models in which coarse-scale nodes possess abstract interpretations, serving primarily to produce the desired fine-scale statistics.
Specifically, we propose a model in which the state z(s), at each node s, equals a subset of the process x sampled along the perimeters of the children of s (as illustrated in Figure 3 ). That is, higher the dimension of z(s), the greater the statistical fidelity of the resulting estimates and posterior error, but the greater the computational burden. Statistical fidelity here refers to the degree to which the multiscale model is a faithful approximation of the desired prior model S. Thus in the event that S were only approximate, the user might opt for a relatively small state dimension (i.e., low value of p) for rapid estimation. The next section will illustrate the application of this multiscale approach for Gaussian correlation functions and will compare the accuracy of the multiscale approach to exact least squares methods.
Hydrographic Example
We illustrate and compare the two mapping algorithms discussed in sections 2 and 3 by constructing a recent temperature climatology in the Pacific Ocean,
The data are from 976 highresolution vertical temperature profiles obtained within the last 10 years (Figure 1) . The profiles retained are of known and consistent quality and span the water column in regions where the ocean depth is greater than 1600 dbar. There is further discussion of the data and data sources in Appendix B.
Methodology
Our approach is similar to that used by Fukumori Figure 5 . Note the rapid drop-off of the singular values; for example, the first five EOFs explain more than 95% of the variance of D. The first 13 vertical EOFs are displayed on Figure 6 , and, in general, the higher modes are seen to be associated with progressively higher ver- 
Summary and Concluding Remarks

