With the never-ending growth of Web services and Web-based 
Introduction
Web usage mining refers to the automatic discovery and analysis of patterns in click stream; it also involves associated data collected or generated as a result of user interactions with Web resources on one or more Web sites. The goal is to capture, model, and analyze the behavioral patterns and profiles of users interacting with a Web site. The discovered patterns are usually represented as collections of pages, objects, or resources that are frequently accessed by groups of users with common needs or interests. Web usage mining is also known as web log mining. It is the process of discovering and interpreting Patterns of users' accessing the web by mining the web log data.
Generally user page visits are sequential in nature. Markov chains have been used to model user sequential navigational behavior on the web site; because the main functionality of markov chain is that the present state always depends upon the previous state. The concept of Grey Relational Pattern Analysis with Markov Chains [2] is used to analyse Users' navigational behavior. The analyzed behavior of the users is used in application areas for Web usage mining Personalization, System Improvement, Site Modification, Business Intelligence, and Usage Characterization.
The sequential navigation behavior of the user in a Web site represented as a Markov chain, Markov chains and Hidden Markov Models have been enormously successful in sequence matching/generation. Markov chains have many attractive properties. They can be easily estimated statistically. Since the Markov chain model is also generative, navigation tours can be automatically derived. The Markov chain model can also be adapted on-the-fly with additional user navigation information. When used in conjunction with a web server, the same model can be used to predict the probability of seeing a link in the future given a history of accessed links. A discrete Markov chain model can be defined by the tuple ‫ۃ‬S, A, λ‫ۄ‬ S is corresponds to the state space; A is a matrix representing transition probabilities from one state to another. λ is the initial probability distribution of the states in S. The fundamental property of Markov model is the dependency on the previous state. If the vector s[t] denotes the probability vector for all the states at time't', then:
S ሺtሻ ൌ S ሺt െ 1ሻA -----------------(1)
If there are 'n' states in our Markov chain, then the matrix of transition probabilities A is of size n x n. Markov chains can be applied to web link sequence modeling. The Markov Chain model consists of a (sparse) matrix (compressed to an appropriate form) of state transition probabilities, and the initial state probability vector. These are stored in the form of both counts and probabilities.
The grey system theory(GST) initiated by Deng [44] can perform grey relational analysis for sequences and is mainly utilized to study uncertainties in system models, analyze relations between systems, establish models, and further make forecasts and decisions. The GRA is an important method in the grey system theory. Recently, the GRA has become very noted in a number of areas such as manufacturing, transportation, and the building trade. In the grey system theory, Yeh et al [31] proposed that the GRA is essentially believed to have captured the similarity measurements or relations in a system .With a given reference sequence and a given set of comparative sequences, the GRA can be used to determine the grey relational grade (GRG) between the reference and each element in the given set. It is the best comparative that can be found by analyzing the resultant GRGs. In other words, the GRA can be viewed as a measure of similarity for finite sequences. It can also be used as a measure of the absolute point-to-point distance between sequences. It generalizes [2] the concept of grey relational analysis to develop a technique, called grey relational pattern analysis associated with Markov chains for sequential web data, which is used for analyzing the similarity between given patterns. Based on this technique, a clustering algorithm" Grey Clustering algorithm for Sequential Data" is proposed to finding cluster of a given data set .The problem is to determine the optimal number of clusters . For that purpose they developed an evaluation framework in which the Sum of Squared Error (SSE) is calculated to get the efficiency of proposed algorithm.
In the context of Web applications like Personalization, Business Intelligence, and System Improvement etc web usage mining techniques have been utilized to take advantage of the data collected as a result of users' interactions with the web site [44] . Herein, we focus on the problem of building models to represent past users behavior, which enables us to analyze users' behavior. When users click on a link in a web page, submit a query to a search engine or access a wireless network they leave a trace behind them that is stored in a log file. The information stored in the log file for each user click will include items such as a time-stamp, identification of the user (for example, an IP address, a cookie or a tag, IP address+user agent), the user's location, query terms entered and further click stream data, where appropriate. (We use the term 'click' generically to mean a click on a link, a query submission or an access to a network.) Thus the log file contains an entry for each click and can be preprocessed into time-ordered sessions of sequential clicks. In [26] the authors present a study to evaluate heuristics to reconstruct sessions from server log data, known as sessionising. They show that sessions can be accurately inferred for web sites with embedded session identification mechanisms, that time-based reconstruction heuristics are acceptable when cookie identifiers are available, and that referrer-based heuristics should be used when cookie identifiers are not available. Higher-order Markov models have been widely used for modeling user records. For the task, we have proposed a Variable Length Markov Chain (VLMC) method [12] [1], which is an extension of a Markov chain that allows variable length history to be captured [13] . We note that, we have previously proposed (i) a novel approach to analyze the navigation behavior of Users' using GRPA [2] associated with Markov Chains (ii) a method to find the accuracy with which the model represents a collection of sessions.
This paper is organized as follows. Section 2 provides related literature .The next section provides methodology to analyze the Behavior of User using GRPA with Variable Length Markov Chains. Experimental results are provided in Section 4 followed by conclusions in Section 5.
Background
Cluster analysis on Web usage data is widely used in various applications, as shown in Table  1 .We provide a focused review of these streams of literature. [43] used the leader algorithm with frequency-based representation of Web usage. Each user session is represented by n-dimensional feature vector and the degree of interest of the users in a specific Web page is calculated based on the number of times the page has been accessed and the amount of time the user spent on the page. Then, based on the degree of interest, clusters of similar sessions are formed. Although Boolean-based or frequency-based clustering methods are relatively easy to apply and are widely applied, and accepted these methods have drawbacks since information about multiple visits to the same page may be lost and users' transitions from one page to another cannot be reflected. The effects of different representation schemes -usage-based (UB), frequency-based (FB), viewing-time based (VTB) and visiting-order based (VOB) -were examined by [34] . They applied a matrix-based clustering algorithm to cluster user sessions and discovered that, on an average, the number of clusters using VOB scheme is always greater than that using other representation schemes, whereas the number of clusters formed with UB is always the smallest among the four schemes.
The method of using a sequence of visits in order to cluster Web users is often seen in several Web usage mining studies. Shahabi et al., [41] [5] proposed using a non-vector-based similarity measure called ܵ ଷ ‫ܯ‬ for clustering Web user sessions. ܵ ଷ ‫ܯ‬ Considers both composition of pages visited and the order of visits. [5] Showed in their experiments using two real data sets that the SeqPAM algorithm, a variant of partition around medoids (PAM) that utilizesܵ ଷ ‫,ܯ‬ performs better than PAM using frequency-based cosine similarity measure due to the consideration of sequential information. [5] also proposed a hierarchical clustering algorithm that utilizes ܵ ଷ ‫.ܯ‬ They proposed using a rough set theory-based algorithm developed by De and Krishna [18] along with ܵ ଷ ‫ܯ‬ similarity. They argue that rough clustering, which allows fuzzy membership (i.e., a session can belong to more than one cluster), can provide better interpretations of different navigation patterns of Web users, unlike traditional clustering algorithms that require a clear fit into one group.
Chen et al., [40] derived an algorithm to extract maximal forward references (page visits) from a Web server log under the assumption that backward reference by Web users is only made due to the ease of navigation, not due to their navigation behavior. Yang and Parthasarathy [28] used temporally constrained association rule mining to capture Web users' access patterns and used them for future access predictions. Their approach was based on the premise that recent page access records have great influence on future page accesses. In other general sequence mining studies, sequential pattern mining techniques are also used to reduce the computational complexity and to produce meaningful clusters [33] [9] . In order to address the computational complexity arising from pair-wise similarity comparison, Guralnik and Karypis [33] presented a sequence mining method which does not require a similarity matrix for clustering. The idea is to capture the sequential nature of various data sequences and represent each data sequence into a new feature space so that a computationally efficient vector-based algorithm such as K-means algorithm can be used. They found that the feature-based approach achieved reasonably good clustering results when compared to similarity based approaches, all this while significantly reducing computational complexity. Another approach dealing with complexity, called ApproxMAP, was introduced by Kum et al., [21] . Conventional sequence mining methods which intend to find exact patterns in a complete set of sequence often suffer from generating a voluminous number of short trivial patterns. ApproxMAP identifies patterns approximately shared by many sequences called consensus patterns so that it substantially reduces the number of trivial patterns while providing more accurate and informative insights into sequential data. Regardless of representation scheme, many clustering algorithms are based on a distance measure; the distance is vector-based such as the Euclidean or non-vector-based such as SAM. In contrast to these distance based clustering methods, Cadez et al., [35] used model-based clustering algorithms for the visualization of Web usages. They applied an ExpectationMaximization (EM) algorithm in order to cluster user sessions while learning a mixture of Markov models and argued that EM is easy to implement and memory-efficient for clustering Web users. Smyth, [42] also developed a general sequence clustering approach, using hidden Markov models (HMMs). Another non-distance-based clustering method called matrix clustering was applied by Oyanagi et al., [22] to find sequential patterns in Web server logs. A new algorithm called the ''Ping-Pong" algorithm was used first to extract dense sub matrices from a binary matrix, in which each element indicates the occurrence of visits from one page to another. Then, by synthesizing the resulting sub matrices (clusters), a super sequence is extracted that represents sequential patterns graphically.
Given the fact that a wide variety of clustering algorithms, representation schemes, and distance measures are available for the purpose of clustering Web users, performance comparisons of these choices also appear in a few Web usage mining studies. As mentioned above, Xiao et al., [34] compared different representation schemes, and Kumar et al., [5] [6] and Hay et al., [30] compared performances of their proposed method with another method or distance. Shahabi et al., [41] conducted an experiment to evaluate the performance of their path mining method that fully considers Web users' navigation path and viewing time. Although the number of individual users (Web user clusters) and the number of paths (user sessions) were limited in their experiment to 10 and 940, respectively, the K-means clustering algorithm in combination with their sequenceaware cosine distance measure was able to recover the original clusters 73-90% in terms of correct probabilistic prediction of the next path. Shahabi and Banaei-Kashani [24] compared the performances of using Euclidean, projected Euclidean, and cosine distance measures using precision and recall metrics and showed that projected Euclidean is the best choice in their dynamic clustering problem context. Martin-Guerrero et al., [8] compared the performances of various clustering algorithms (K-means, fuzzy c-means, hierarchical clustering, expectationmaximization, and SOM). Their simulation result shows that for a very simple Web site, using the K-means algorithm was adequate. But, for more complex Web sites, SOM was the most suitable algorithm. Kuo et al., [11] compared the performance of K-means, ART2, and various hybrid algorithms that are combinations of ART2, SOM, and genetic K-means. The number of misclassifications among proposed clustering methods was calculated to measure the robustness of the algorithms. Their results suggest that using hybrid algorithms result in better performance than using a single clustering method such as K-means alone or ART2 alone. These comparative studies give insights useful for choosing one method over another. They, however, were often carried out with a limited set of Web site scenarios or in less realistic settings; therefore, in other Web site scenarios, the conclusions of the comparative studies may not be valid. While Markov models are highly regarded as Web usage mining methods M. Deshpande et al., [14] , J. Zhu et al., [32] , J. Pitkow et al [39] , R.R. Sarukkai, [38] ,R. Sen et al., [23] ; I. Cadez et al., [35] combining Markov models with sequence-based clustering has rarely been attempted, with the exception of Yang et al., [28] in which Markov chain's transition matrix-based representation and K-means algorithm are used to cluster user sessions for better Web caching and pre-fetching. As shown in Table 1 , while sequence-based clustering is consistently highly regarded for use in Web usage mining, a systematic evaluation of these methods was rarely addressed.
In most comparisons done in clustering studies, either the number of clustering methods being compared is limited or the size of the problem, such as the number of sessions, is small. This is partly due to dimensional complexity resulting from sequential data representation or scalability issues arising mainly from existing sequence-based clustering methods. Based on our review of current literature, we were led to conclude that developing a general, sequence-based clustering methodology as well as developing an evaluation framework for the systematic comparison of the various techniques developed so far may help to close some obvious gaps. Sungjune Park et al., [3] proposed a new experimental framework and ANN-enhanced K-means algorithm based on Markov models, which consider sequential information in Web usage data effectively and efficiently, and it can further be extended to allow integration with a Web user navigation behavior prediction model for better Web personalization and System improvement. Bindu et.al, [2] proposed a novel approach, demonstrated in their experiments using three real data sets that the Unsupervised Clustering algorithm, that utilizesܵ ଷ ‫ܯ‬ performs better than K-Means algorithm using Transition-based ܵ ଷ ‫ܯ‬ similarity measure due to the consideration of sequential information as a Markov chains and they used the concept of Grey System Theory (GST), which determines the relationship between the sequential patterns using Grey Relational Pattern Analysis (GRPA). Our methodology, based on GRPA with Variable Length Markov models, considers sequential information in Web usage data effectively and efficiently, and it can be extended to allow integration with a Web user navigation behavior prediction model for better Web Usage mining Applications.
Methodology

VLMC (Variable Length Markov Chain)
A user navigation session within a Web site can be represented by the sequence of pages requested by the user. First-order Markov models have been widely used to model a collection of user sessions. In such context, each Web page in the site corresponds to a state in the model, and each pair of pages viewed in sequence corresponds to a state transition in the model. A transition probability is estimated by the ratio of the number of times the transition was traversed to the number of times the first state in the pair was visited. Usually, artificial states are appended to every navigation session to denote the start and finish of the session.
A first-order Markov model is a compact way of representing a collection of sessions, but in most cases, its accuracy is low S. Jespersen et al., [20] which is why extensions to higher order models are necessary. In a (nonvariable) higher order Markov model, a state corresponds to a fixed sequence of pages [36] and a transition between states represents a higher order conditional probability. For example, in a second order model, each state corresponds to a sequence of two page views. The serious drawback of fixed higher order Markov models is their exponentially large state space compared to lower order models. A VLMC is a model extension that allows variable length history to be captured G. Bejerano [13] . J.Borges and Levene, [12] proposed a method that transforms a first-order model into a VLMC so that each transition probability between two states takes into account the path a user followed to reach the first state prior to choosing the out link corresponding to the transition to the second state. The method makes use of state cloning (where states are duplicated to distinguish between different paths leading to the same state) together with the K-Means clustering technique that separates paths revealing differences in their conditional probabilities. Herein, we make use of a VLMC model to summarize the navigation behavior of the users visiting a Web site. We note that the analysis could be refined by making use of user profile data to group users with similar interests and thereby using an individual VLMC model for each group of users. We also note that it is possible to enhance the model in order to take into account Web page content. For example, each state definition can include a vector of keywords representing the contents of the corresponding Web page. As a result, it would be possible to identify high probability trails that are composed of pages that are relevant to a given topic. Fig. 1 .a shows an example of a collection of navigation sessions. We let a session start and finish at an artificial state; Frequency denotes the number of times the corresponding sequence of pages was traversed. Fig. 1 .b, presents the first-order model for these sessions. There is a state corresponding to each Web page and a link connecting every two pages viewed in sequence. For each state that corresponds to a Web page, we give the page identifier and the number of times the page was viewed divided by the total number of page views. This ratio is a probability Sessions Frequency Count S P1 P2 P3 P4 F 2 S P1 P3 P5 F 3 S P1 P3 P4 F 2 S P2 P3 P4 F 1 S P2 P3 P5 F 4 S P4 P6 F 9 S P5 P6 F 1 estimate for a user choosing the corresponding page from the set of all pages in the site. For example, page 4 has 14 page views from a total of 58 page views. For each link, we indicate the proportion of times it was followed after viewing the anchor page. For example, page 5 was viewed 8 times, one of which was at the beginning of a navigation session (the weight of the link from the artificial state S indicates the number of sessions that started in that page). After viewing page 5, the user moved to page 6 in 1 of the 8 times and terminated the session seven times. The probability estimate of a trail is given by the product of the probability of the first state in the trail (that is, the initial probability) and the probabilities of the traversed links (that is, the transition probabilities).
First-Order Model Construction
Higher Order Model Construction
The first-order model does not accurately represent all second-order conditional probabilities. For example, according to the input data, the sequence (1,3) was followed five times, that is #(1,3)=5, and sequence (1,3,5) was followed thrice, that is, #(1,3,5)=3. Therefore, the probability estimate for viewing page 5 after viewing 1 and 3 in sequence is p(5|1,3)= #(1,3,5)/ #(1,3)=3/5. The error of a first-order model in representing second-order probabilities can be measured by the absolute difference between the corresponding first-and second-order probabilities. For example, for state 3, we have that | p (5|1, 3) -p (5|3) | = |3/5-7/12 |=0.017; thus, state 3 is not accurately representing second-order conditional probabilities. The accuracy of transition probabilities from a state can be enhanced by separating the in paths to it that correspond to different conditional probabilities. We fine-ttune the accuracy in the example by cloning state 3 (that is, creating a duplicate state 3') and redirecting the link (2, 3) to state 3'. The weights of the out links from states 3 and 3' are updated according to the number of times the sequence of three states was followed .For example, since # (1,3,4) = 2 and #(1,3,5) = 3 in the second-order model, the weight of the link #(3,4) is 2 and the weight of #(3,5) is 3. (Note that, according to the input data, no session terminates at page 3 when the user has navigated to it from page 1.) The same method is applied to update the out links from the clone state 3'.
Fig 2
Fig . 2 shows the resulting second-order model after cloning four states in order to accurately represent all second-order conditional probabilities. In the extended model given in Fig. 2 , all the out links represent accurate second-order probability estimates. The probability estimate of the trail # (1, 3, 5) is now 7/58.5/7.3/5 = 0.051. The probability estimate for trail (3, 4) is 5/68.2/5 + 7/68.3/7 = 0.0735, which is equal to the first-order estimate. Therefore, the second order model accurately models the conditional second order probability estimates while keeping the correct first-order probability estimates. In order to provide control over the number of additional states created by the method, we make use of a parameter γ that sets the highest admissible difference between a first order and the corresponding second order probability estimate. In a first-order model, a state is cloned if there is a second-order probability whose difference from the corresponding first-order probability is greater than γ. Alternatively, we interpret γ as a threshold for the average difference between the first-order and the corresponding second-order probabilities for a given state. In the latter, the state is cloned if the average difference between the first and second-order conditional probabilities surpasses γ. When γ is measuring the maximum probability of divergence, we will denote it by γ , and when it is measuring the average probability divergence, we will denote it by γ .
Grey Relational Pattern Analysis associated with Variable Length Markov Chains for navigational data
Understanding the behavior of Web site visitors navigating through a site is an important step in the process of improving the quality of service of that site. A model of past user navigation behavior can be used to identify frequent usage patterns that can provide insights on how to improve the Web site design and structure in order to satisfy the visitors needs. In addition, being able to predict the near future navigation intentions of an individual user will enable the provision of pages adapted to the recent behavior of this user and the use of past behavior of other visitors to guide the user in the search to satisfy his information needs. Markov models are well suited for modeling user Web navigation data because they are compact, simple to understand and motivate, expressive, and based on a well-established theory. Commercial tools for log data analysis usually discard the information concerning the order in which page views occurred in a session, and the same can be said about the techniques using association rules methods. On the other hand, variable-length Markov chain (VLMC) models provide the probability of the next link chosen when viewing a Web page while taking into account the trail followed to reach that page.
The Grey Relational Pattern Analysis associated with Markov Chains for navigational data, Bindu et al., [2] can be considered as it measures similarity between elements with the same index of patterns. This concept can be used for the analysis of the pattern relation. In order to analyze the pattern relation in a similar manner, GRPA with Variable Length Markov Chains is used to analyze the users' behavior. Our methodology, based on GRPA with Variable Length Markov models, considers sequential information in Web usage data effectively and efficiently, and it can be extended to allow integration with a Web user navigation behavior prediction model for better Web Usage mining Applications.
Experimental results
The purpose of this Section is to show the performance and effectiveness of our method on various data sets. All the experiments (cti, msnbc and msweb datasets) were carried out on a 2.4 GHz, 256 MB RAM, Pentium-IV machine running on Microsoft Windows 7 and the code was developed on .NET Framework 4.0.
Web log preprocessing results
In the preprocessing procedure, the original web server log data are cleaned, formatted, and finally grouped into meaningful user sessions. The following table 1 presents some statistics of the experimental data set, which includes both training and testing sets obtained after the preprocessing operations. We can see that for the training dataset, 1500 clean entries are extracted having 500 different users who accessed the web server in two months duration. In this period, 243 web pages were visited, and 134 of them were accessed at least 10 times. Later on user sessions are identified by using the time oriented heuristic method, based on a 30-minute threshold of the session duration. On a whole, totally 312 sessions were identified from the training set by the session duration based method. Herein, our goal is to analyze the behavior of the users to provide web Personalization, System Improvement, Site Modification, Business Intelligence, and Usage Characterization. User navigational paths are identified based on the user requests and the referrer pages in order to analyze the behavior of the users, generally these navigations are in sequential manner. After session identification we further preprocessed our dataset where the root pages were considered in the page view of a session. This preprocessing step resulted in total of 8 categories namely, news, admissions, advising, courses, people, research, resources, shared. These page views were given numeric labels as 1 for news, 2 for admissions and so on. Table 2 shows the complete list of numeric coded Web pages. Figure 2 shows the sample Web navigation data. Each row describes the hits of a single user. Comparing very long sessions with small sessions would not be meaningful, hence we considered only sessions of length between 3 and 5. Finally, we took 312 user sessions for our evaluation as shown in Table 2: Table 2 : Example data set .
The concept of Markov models is used for modeling user Web navigation data, as they are compact, simple to understand, expressive, and based on a well-established theory. The page views occurred in a session are represented as a Markov model (first, higher order and VLMC). Herein, we make use of a VLMC model to summarize the navigation behavior of the users visiting a Web site. We note that the analysis could be refined by making use of user profile data to group users with similar interests and using an individual VLMC model for each group of users. We also note that it is possible to enhance the model in order to take into account Web page content. For example, each state definition can include a vector of keywords representing the contents of the corresponding Web page. As a result, it would be possible to identify high probability trails that are composed of pages that are relevant to a given topic. The VLMC navigation sequences are the input to the Grey Clustering algorithm. We compare the result obtained using the grey clustering algorithm with that obtained using the k-means method, in which c is the number of clusters to be predetermined. The initial threshold starts from 0.1 and increases by 0.01 for an optimal solution. In the first learning iteration of the grey clustering algorithm, the threshold value has to choose, which is equal to the initial threshold. Then, the threshold increases also by 0.01 for the next learning iteration for a clustering result.
Experimental Results on pilot Dataset
200 Web transactions are chosen arbitrarily from the msnbc dataset and pilot experiments are performed on them. The sum of squared error measure is used to find the optimal number of clusters in the Grey clustering technique. Different representation schemes have been employed (frequency-based, transition-based, and precedence based), and tested using the K-means algorithm with Euclidean distance measure (KME). Performance of transition-based representation scheme is found to be optimized in all cases where as frequency-based representation had the worst results in terms of mean SSE measure. It can be explained that, the Markov model we assumed when generating sequences can be best represented by the transitionbased sequence matrix, and thus transition-based representation performs better than precedence- 
Experimental Results on msnbc Dataset
Dataset Description:
We conducted some pilot experiments on the real datasets. The first data set from the UCI dataset repository (http://kdd.ics.uci.edu/) that consists of Internet Information Server (IIS) logs for msnbc.com and news-related portions of msn.com for the entire day of September 28, 1999 (Pacific Standard Time). Each sequence in the dataset corresponds to page views of a user during that twenty-four hour period. Each event in the sequence corresponds to a user's request for a page. Requests are not recorded at the finest level of detail but they are recorded at the level of page categories as determined by the site administrator. There are 17 page categories, namely, "front page," " news," "tech," "local," "opinion,""on-air," "misc," "weather," "health,""living," "business," "sports," "summary,""bbs" (bulletin board service), "travel,""msn-news," and "msnsports." Each page category is represented by integer label. For example, as shown in figure 3 , "frontpage"is coded as 1, "news" as 2, "tech"as 3, etc. Each row describes the hits of a single user. For example, the fourth user hits "frontpage" twice, and the second user hits "news" once and so on .In the total dataset, the length of user sessions ranges from 1 to 500 and the average length of session is 5.7.
Fig 3: Msnbc Data set
Preprocessed msnbc dataset with 44,062 user sessions was given as input, which is post processed as Markov chains (first order, higher order and the variable length) to the Grey Clustering algorithm. The grey clustering algorithm, which is an unsupervised clustering algorithm, uses the concept of grey relational pattern grades to find the relations between the msnbc sequence patterns. The results are summarized in Table 3 . The experimental results are shown in Table 4 . The second data set, cti, is from a university Web site log and was made available by the authors of Mobasher (2004) and . The data is based on a random collection of users visiting university site for a 2-week period during the month of April 2002. After data preprocessing, the filtered data consisted of 13745 sessions and 683 pages. We further preprocessed cti dataset where the root pages were considered in the page view of a session. This preprocessing step resulted in total of 16 categories namely, search, programs, news, admissions, advising, courses, people, research, resources, authenticate, cti, pdf, calendar, shared, forums, and hyperlink. These page views were given numeric labels as 1 for search, 2 for programs and so on. Table 3 shows the complete list of numeric coded Web pages. Figure 4 shows the sample cti Web navigation data. Each row describes the hits of a single user. For example, the seventh user hits "research" twice then "course" followed by "news" twice. The session length in the dataset ranges from 2 to 68.Since comparing very long sessions with small sessions would not be meaningful, we considered only sessions of length between 3 and 7. Finally, we took 5915 user sessions for our Experimentation. Preprocessed cti dataset with 13745 user sessions was given as input, represented as Markov chains (first order, higher order and the variable length) to the Grey Clustering algorithm. The Grey clustering algorithm, which is an unsupervised clustering algorithm, uses the concept of grey relational pattern grades to find the relations between the msnbc sequence patterns. The results are summarized in Table 5 . 
Experimental Results on msweb Dataset
Dataset Description:
The third dataset (MSWEB) was obtained from the UCI KDD archive http://kdd.ics.uci.edu/databases/msweb/msweb.html) and records the areas within www.microsoft.com that users visited in one-week time frame during February 1998. Two separate data sets are provided, a training set and a test set. Table 2 summarizes the characteristics of the data set. After data preprocessing, the filtered data consisted of 32711 sessions and 285 pages. We further preprocessed MSWEB dataset where the root pages were considered in the page view of a session. This preprocessing step resulted in total of 20 categories namely "library", "developer", "home", "finance", "repository", "gallery", "catalog", "mail", "ads", "education", "magazine", "support", "ms", "technology", "search", "country", "business", "entertainment", "news", "feedback". Above indicated are: the number of pages occurring in the log file, the total number of requests recorded, and the total number of sessions derived from each data set. In MSWEB data sets, the contents of a test set is representative of the corresponding training set that the average session length in the training sets is very close to the corresponding values in the test sets. We note that not all pages in a given training set are in the corresponding test set, meaning that test sets do not cover all the web pages that are present in the training sets.
Preprocessed msnbc dataset with 32711 user sessions was given as input, which is post processed as Markov chains (first order, higher order and the variable length) to the Grey Clustering algorithm. The grey clustering algorithm, which is an unsupervised clustering algorithm, uses the concept of grey relational pattern grades to find the relations between the msnbc sequence patterns. The results are summarized in Table 5 . 
Conclusion
In this study, a general sequence-based Web usage mining methodology was developed by utilizing new sequence representation schemes in association with Variable Length Markov models. While the previous work in sequence mining focused more on sequential pattern discovery, our study addresses the use of sequential information in clustering Web users. Our new methodology was tested by examining cluster Sum of Squared Error (SSE) as a clustering performance measure on different real data sets. It was confirmed that identifying Web user clusters through sequence-based clustering methods helps recover the Web user clusters correctly. While demonstrating the use of our experimental evaluation framework to compare sequencebased clustering methods, we used distance Similarity measure named ܵ ଷ ‫.ܯ‬The Unsupervised clustering algorithm with Variable length Markov chains using ܵ ଷ ‫ܯ‬ Similarity measure, is employed which utilize a concept of Grey System Theory, in which the Grey relational Analysis determines the relationship between the sequences. And the proposed algorithm preformed better than other clustering methods. Understanding the behavior of Web site visitors navigating through a site is an important step in the process of improving the quality of service of that site. A model of past user navigation behavior can be used to identify frequent usage patterns that can provide insights on how to improve the Web site design and structure in order to satisfy the visitors needs. In addition, being able to predict the near future navigation intentions of an individual user will enable the provision of pages adapted to the recent behavior of this user and the use of past behavior of other visitors to guide the user in the search to satisfy his information needs. Moreover, predicting the user's next choice enables the construction of dynamic pages in advance or the provision of a speculative prefetching service that sends, in addition to the requested document, a number of other documents that are expected to be requested in the near future. In our opinion, Markov models are well suited for modeling user Web navigation data because they are compact, simple to understand and motivate, expressive, and based on a well-established theory. Commercial tools for log data analysis usually discard the information concerning the order in which page views occurred in a session, and the same can be said about the techniques using association rules methods. On the other hand, variable-length Markov chain (VLMC) models provide the probability of the next link chosen when viewing a Web page while taking into account the trail followed to reach that page.
