Formal concepts for an integrated internal model of the UML  by Große-Rhode, Martin
Electronic Notes in Theoretical Computer Science 44 No. 4 (2001)
URL: http://www.elsevier.nl/locate/entcs/volume44.html 13 pages
Formal concepts for an integrated internal
model of the UML
Institut fu¨r Kommunikations- und Softwaretechnik
TU Berlin, FB13, Sekr. FR 6–1, Franklinstr. 28/29
10587 Berlin, Germany
Martin Große–Rhode 1,2
Abstract
In the Uniﬁed Modeling Language (UML) diﬀerent views of software systems are
speciﬁed by diﬀerent models. The abstract syntax of the modelling languages is
deﬁned precisely in the UML standard, but the (dynamic) semantics up to now
are only sketched in natural language descriptions. Moreover, the correspondences
between the diﬀerent models are not described precisely. In this paper I present an
abstract semantic domain that has been deﬁned independently of the UML and can
be used to provide formal semantics for the diﬀerent modelling languages. Since one
common domain is employed also the integration of the diﬀerent viewpoint models
is supported by this approach.
1 Introduction
With its diﬀerent modelling techniques the Uniﬁed Modeling Language (UML,
see [13]) realizes two fundamental features of rational software systems devel-
opment. Firstly a model based development is supported in that abstract
models of systems and their constituent parts can be built and maintained as
documents throughout the life cycle of the system. Secondly, separating con-
cerns, diﬀerent models are used to specify selected viewpoints of the system,
where a single viewpoint model only yields a partial speciﬁcation. The main
views in the design stage of a system’s development process are the ones on
the static structure and the dynamic behaviour of the system. The former
comprises for instance the structure of objects and the (class) architecture of
the system, whereas the latter can be subdivided into functionality, use case
scenarios, interactions, protocols, intra–object behaviour etc. The separation
into diﬀerent viewpoint models, however, immediately prompts the question
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for their integration to a (virtual) global model of the whole system. That
means, it must be clariﬁed how the collection of models can be considered as
one speciﬁcation of one system.
In the UML standard the abstract syntax of the language(s) is deﬁned
precisely using the meta model. The semantics, however, in particular the
dynamic semantics of the behaviour models, are only informally described in
natural language. Obviously, this leads to a certain lack of precision, and
some important design decision are left open. Furthermore, the are no precise
statements about the semantic interrelations and correspondences between the
diﬀerent models. That means the integration problem cannot be addressed
satisfactorily yet.
In this paper an approach to the formalization and integration of UML
models is sketched that is based on an internal model. That means, instead
of exploiting the meta model—which is itself formulated using UML class
diagrams—an independent semantic domain is used that serves to interpret
the UML constructs. The semantic domain is given by transformation sys-
tems as formal models of single units (like objects for example), representing
static structure and dynamic behaviour in one integrated mathematical struc-
ture. Transformation systems are extended transition systems, where states
are labelled by structures representing the internal data state of a system,
and transitions are labelled by sets of actions or other expressions. General
schemes for composition operations and development relations are deﬁned for
transformation systems to represent diﬀerent kinds of concrete composition
operations and development and reﬁnement relations for semantic models.
Due to the formal mathematical approach general compositionality proper-
ties can be formulated and proven on a very general level. The domain of
transformation systems has been developed and applied to formal speciﬁca-
tion techniques in [6,7]. The purpose of this paper to sketch the application of
this approach to the integration of UML models. Note, however, that this is
a report on work in progress; especially the formal semantics of the dynamic
models have not yet been given completely, whence only the basic ideas are
presented here.
In order to establish transformation systems as an internal model of the
UML the diﬀerent modelling techniques have to be mapped to this domain,
i.e., their semantics have to be deﬁned in terms of transformation systems.
Thereby the meaning of the constructs can be made precise, and the cor-
respondences between the diﬀerent techniques can be formulated, since all
languages are interpreted in the same domain. Due to the complexity of the
UML languages these mappings should be deﬁned incrementally of course,
starting with kernel languages that are extended step by step.
As mentioned above the single viewpoint models only yield partial spec-
iﬁcations of the system. Moreover, the semantics of certain UML constructs
may be left open for diﬀerent context-speciﬁc interpretations. The basic idea
to deal with this partiality and under-speciﬁcation here is to deﬁne the formal
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semantics of a UML model as a set of transformation systems, that contains
all admissible interpretations as elements. Furthermore, diﬀerent models may
address diﬀerent levels of abstraction and granularity. For example, some
models specify single objects whereas others concern collections of objects.
Thus mappings of transformation systems are needed, like projections, that
allow us to relate such diﬀerent models and formalize their correspondences.
Sets of transformation systems as formal semantics of viewpoint models, to-
gether with the appropriate mappings reﬂecting their correspondences, then
allow us to deﬁne the semantic integration of a collection of models by the
intersection of their admissible interpretations. A collection of models is con-
sistent if the intersection is not empty, and it is complete if it has exactly one
element, i.e., if all models together specify the system completely.
As mentioned above the domain of transformation systems beyond the
single models also provides composition operations and development relations.
As an added value of the approach presented here these can be reﬂected to the
UML languages to discuss and make precise notions of object composition and
reﬁnement for example. This aspect, however, will not be discussed further in
this paper.
2 Transformation Systems
Transformation systems are extended labelled transition systems, where both
the transitions and the states are labelled. The unlabelled part of the system,
given by a set of control states and transitions, is just a directed graph , called
the transition graph of the system. It represents the skeleton of the dynamic
behaviour, by stating the existence of control states and transitions, without
showing their internal structure or contents. The labels for the transition
graph are provided by the data space of the system, that contains all possi-
ble data states and data state transformations according to the given static
structure.
To deﬁne the latter a data space signature DΣ = (Σ, A) needs to be given,
where Σ = (S, F ) is an algebraic signature of sorts names S and function
names F respectively, and A is a family of sets action names, indexed by the
lists of their parameter sorts. Each (partial) Σ–algebra is then considered as a
possible data state of the system. For an object with attributes ai of types si
(i = 1, . . . , n) for example the algebraic signature Σ contains the sort names
s1, . . . , sn and the constant function names a1 : s1, . . . , an : sn. A partial
algebra A of this signature is given by a family of sets As1 , . . . , Asn (which
will often be the same in all states) and, for each ai : si a designated element
aAi ∈ Asi representing the actual value of the attribute ai. Partial algebras
allows us for instance to leave attributes undeﬁned in some object states and
to use partial functions and predicates in the data types. Mutable carrier sets
allow the representation of creation and deletion of elements.
The data state transformations T : C ⇒ D are given by pairs of data
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states (= algebras), the input state C and the output state D, and action
sets T , where each action a(p1, . . . , pn) ∈ T is given by an action name a and
a list of actual parameters (p1, . . . , pn) from the input state C that conform
to the arity of a. In the object example the action names are the methods,
and the actions are method invocations with concrete parameters. Using sets
of actions with more than one element allows us to model parallel executions
of actions; the empty action set in a transformation represents an internal,
invisible action.
Taking all partial Σ–algebras as data states and for each pair of data states
all action sets as transformations yields the space of all syntactically possible
interpretations. Of course, this is much larger than the intended data space.
The selection of the data states and transformations that are actually realized
by a system is obtained by deﬁning a speciﬁc transition graph together with
a mapping into the data space. On the one hand this deﬁnes the labels of the
transition graph (i.e., the extended transition system), on the other hand it
deﬁnes the subset of the data space used by this system, as the image of the
mapping. To conclude, a DΣ–transformation system (of a given a data space
signature DΣ) is given by a transition graph together with a mapping to the
data space induced by DΣ.
In [8] a generalization of the deﬁnition of transformation systems is given
that allows us to replace partial algebras and action sets by other models
for data states and transformation respectively. For example, single algebras
can be replaced by indexed families of algebras to represent data states of
collections of objects, where each individual state is given by a single algebra
and object links are represented by references. Furthermore action sets can
be replaced by other structures on actions, such as formal strings of actions to
represent the sequential execution of actions within a single step, as in state
charts for example.
3 Class Diagrams
A class diagram deﬁnes the static structure of a software system, but (usually)
does not contain information or constraints concerning the dynamic behaviour
of the objects of the class. Concerning the semantic interpretation in terms
of transformation systems this means that a class diagram only yields data
space signatures, but no constraints on the transition graphs.
The static structure covers the static structure of the objects of the class,
i.e., the number and types of their attributes and methods, and the relations
(associations, generalizations etc.) between the classes. Consider ﬁrst a single
class, as shown for example in Figure 1. The corresponding data space sig-
nature ΣPerson can be derived immediately from the class presentation. Its
sort names are given by the types that appear in the class, the methods yield
the action names and their parameter sort lists, and the attributes yield the
(constant) function names. (Note that using algebraic signatures also param-
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Person = Σ
String  sorts
  funs
rGetAddress: -> String
name: -> String
address: -> String
  acts changeAddress : String
getAddress:
name : String
address : String
changeAddress(a:String)
getAddress : String
Person
Fig. 1. Class Person and its induced data space signature ΣPerson
eterized attributes are supported, as advocated for in [1].) Furthermore, for
each method m that has a return type s a function r m : s1, . . . , sk → s is
added, where s1, . . . , sk is the list of parameter types of m. In a transforma-
tion {m(p1, . . . , pk)} : C ⇒ D the return value of m will then be bound to the
function value r mD(p1, . . . , pk) in the output state D. Each partial algebra
of the signature ΣPerson then represents a state of a Person–object.
A system snapshot, given by the states of a collection of objects and their
links, can be modelled by replacing algebras as data states by families of
algebras, where each member represents the data state of one of the objects.
In this way the projection to a single object is supported, and collections need
not be encoded into single algebras artiﬁcially. Then object references can
be represented by introducing designated class sorts and additional reference
functions that map elements of class sorts (= object references) to members of
the family of algebras (= object states). A state of a system is thus formally
modelled by
• an index set I of abstract identiﬁers of the currently existing objects,
• a family C = (Ci)i∈I of algebras as object states, and
• for each i ∈ I and class sort cs a partial function ref i,cs : (Ci)cs → I.
Consider for example the extension of the class Person by an attribute
marriedWith :→ Person that holds a reference to another Person–object, if
any. A system snapshot is shown in Figure 2, where the class sort is Person,
the person called ’Richard’ has three references to Persons, R, S and M ,
and ’Sabine’ has two references. The two reference functions are deﬁned by
ref 0(R) = 0, ref 0(S) = 1, ref 1(R) = 0, and ref 1(S) = 1. Thus in particular,
’Richard’ s reference M cannot be dereferenced in this state. To navigate in an
object conﬁguration the usual algebraic deﬁnition of terms is extended by a
dot notation o.t, where o is a term of a class sort and t is any term. A dot term
o.t is evaluated in a snapshot, starting at a designated algebra C0, as follows.
Evaluation of o yields a reference r = oC0 in a class sort of C0. Applying ref 0
yields the index j = ref 0(r) of the algebra Cj, where ﬁnally t is evaluated. The
term marriedWith.name evaluated at object C0 for example yields
′Sabine ′,
sincemarriedWithC0 = S, ref 0(S) = 1, and name
C1 = ′Sabine ′. (The concepts
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C0 C1
{R , S}
A*String
Person
name ’Sabine’
marriedWith R
A*
’Richard’
S
{R , S , M}
Fig. 2. State of an object conﬁguration of the extended Person class
of snapshots, object states and references are worked out precisely in [11].)
A class diagram can now be translated into a diagram of data space sig-
natures. Each association thereby yields a relation of the corresponding class
data space signatures, represented by an additional association signature and
a span of signature morphisms. Moreover, the local class data space signa-
tures are extended by constants role :→ set(c), given by the role name of
the associated class. Since several objects may be linked its type is set of
elements of the corresponding class sort. The relation models the links as
instances of the association in the actual state, whereas the constants make
possible to navigate along the association. They can be restricted accordingly
to represent uni-directional associations and multiplicities. Compositions and
aggregations are represented analogously; concerning the static viewpoint they
are just associations.
Finally inheritance relations give rise to extensions of the local class data
space signatures, where the signature corresponding to the super class is added
to the one of the subclass. Note that the extensions of the local class data
space signatures w.r.t. the relations must proceed in the right order. For
example, associations are inherited, whence the association attribute role has
to be added before the inheritance relation is translated. More details on the
translation from class diagrams to diagrams of transformation speciﬁcations
can be found in [12].
4 Specification of Properties of Transformation Systems
As mentioned above a data space usually contains much more data states
and transformations than intended. Although ﬁnally the mapping from the
transition graph selects the right parts, the data space can also be reduced in
advance by adding further constraints or axioms to the data space signature.
According to the structure of transformation systems and data spaces (and
signatures) they can be grouped as follows.
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Static properties
The set of Σ–algebras as data states can be constrained by equations, or
more general logic formulas. They may be used to deﬁne data invariants,
derived static functions of the built–in or deﬁned static data types, or derived
attributes. Equations are the canonical choice when using partial algebras.
The extension mechanism for transformation systems, however, also allows
the usage of other kinds of formulas. Higher order constraints for example can
be used to require certain parts of the data states to have a ﬁxed immutable
interpretation (like built–ins) or to represent class cardinalities. The static
properties reduce the data space in that only the algebras that satisfy the
equations and other formulas are taken as data states.
Pre and post conditions
Data state transformations have been deﬁned as pairs of data states to-
gether with an action set. According to this structure they can be speciﬁed
by transformation rules that consist of two sets of equations L and R for
the speciﬁcation of the input and the output state of the transformation re-
spectively, and a formal action expression. Then for a given action the sets
L and R specify the pre and post condition respectively. This reduces the
transformations of the data space to the ones satisfying the pre and post con-
ditions. Note that transformation rules only constrain the transformational
behaviour of methods/actions in single steps. In addition, a precondition con-
tains a global behaviour condition: whenever it is satisﬁed the method must
be applicable. This aspect has to be translated into a formalization of global
behaviour properties.
Further dynamic properties
Pre and post conditions constrain single transformation steps. In order
to constrain the set of transition graphs, i.e., the overall behaviour, other
speciﬁcation means have to be considered. As opposed to the static properties
and pre and post conditions, there is no canonical choice in this case. In
[8] the corresponding speciﬁcation means are treated generically, including
both descriptive (logical) and constructive (automata etc.) techniques. For
the application to UML models concrete instances given by state charts and
sequence diagrams for the speciﬁcation of dynamic behaviour are sketched
below.
The discussion of the speciﬁcation means should have shown the intended
application to the UML already. In a UML model object constraints speciﬁed
in the object constraints language OCL [14] are used to reduce the set of data
states and transformations. The most important features, data invariants,
navigation, and pre and post conditions have been discussed above, indicating
the intended mapping of the OCL. Other behaviour speciﬁcations are speciﬁed
next.
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5 State Machine Diagrams
State machine diagrams are one of the UML modeling techniques for dynamic
behaviour, specifying the behaviour of a single object of a given class. In
principle a state machine is a constructive model, i.e., it deﬁnes one ﬁxed be-
haviour schema. However, usually the concrete information on the semantics
of the actions is missing. Furthermore, the behaviour of other objects (of other
classes) may have an impact on the behaviour when their methods are invoked.
Whereas the latter aspect can be handled as a local non–determinism, the ﬁrst
aspect is more adequately represented via a set of admissible interpretations
as in the case of class diagrams. The reason is again that the state machine
is just a partial (viewpoint) speciﬁcation.
In [5] a transition system semantics for UML state machines has been de-
ﬁned, based on a corresponding construction in [4] for STATEMATE state
charts. Since it is very close to the aspired transformation system semantics it
only remains to rephrase this construction w.r.t. the terminology of transfor-
mation systems and to point out which items are under-speciﬁed and lead to
sets of admissible interpretations. The main diﬀerence with [5] is in fact that
the action semantics are assumed to be speciﬁed completely there, whereas in
the transformation system approach all admissible interpretations of the given
information are considered.
The transformation systems representing the formal semantics of a UML
state machine are constructed as follows. The control states of a transition
graph consist of 1. a conﬁguration, i.e., a maximal consistent set of state ma-
chine states, 2. history information, which can be modelled by redeﬁning the
initial-substate function, 3. the set of events that still have to be consumed,
4. global clock and local timer states (see [5] for details). Furthermore, since
a unique data state has to be attached to the control state, suﬃcient data
state information has to be added which the complete data state can be re-
covered from. This additional data information is represented in the formal
object model introduced in [15] for example by taking the cartesian product
of (pure) control states and data states. Considering the corresponding pairs
immediately as control states is just a formal variant that is needed here to
obtain the label mappings as total functions.
To deﬁne the data states the attribute declaration of the corresponding
class, including the concerned data types, has to be given at least. (In fact,
state machines cannot be built without a corresponding class.) It yields the
algebraic part of the data space signature. The corresponding algebras may
have a ﬁxed part for the static data types. The values of the independent
attributes in an algebra representing a data state must be obtained from the
control state it is attached to. That means, these values must be contained in
the control state. Further derived parts, like derived attributes, can then be
constructed to obtain the complete data state. Diﬀerent interpretations are
admissible at this point if static data types are declared but not completely
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A
e/m
B
att : real
/d_att : real
C
privat  m
Fig. 3. A very simple state machine
deﬁned, or if attributes are declared as derived ones, but the dependency from
the other attributes is not (fully) speciﬁed.
Consider for example the more or less trivial state machine shown in Figure
3. It does not pose problems w.r.t. its behavioural semantics, but nevertheless
does not yield a single transformation system, since the structural informa-
tion given in the corresponding class is incomplete. The type real could be
interpreted as the set R of real numbers, or a ﬁnite interval of real numbers,
or double precision reals, etc. It might be resolved by ﬁxing one interpreta-
tion for reals once, but with user deﬁned types several interpretations become
possible anyway. Secondly, if the value of the attribute att is given the value
of the derived attribute d att is determined, but the class does not provide
the relation between att and d att . So yet all interpretations are admissible
and yield diﬀerent mappings of the control states A and B (that happen to
coincide with the state machine’s state here) to data states.
The transitions for the transition graph are given by sets of state machine
transitions that are enabled (w.r.t. a given event e and a condition), con-
sistent, maximal, and have highest possible priority (see [5,9]). Their input
and output control states in the transition graph are given as deﬁned in the
state machines semantics. Note, however, that these now contain also data
state information. In the example mentioned above for example at least the
value of the attribute att must be given in the control state in order to obtain
its data state. Accordingly, each transition also determines the data state
transformation corresponding to it. This yields further choices for admissible
interpretations, since the eﬀect of the method m is not speciﬁed. Correspond-
ing OCL constraints in the class could reduce the number of interpretations,
but need not determine exactly one.
According to the semantics of state machines each transition (of the transi-
tion graph) contains exactly one event. This fact will be used for the composi-
tion of state machines represented by the corresponding composition operation
applied to the transformation systems associated with the state machines. It
is based on a synchronization of steps, where in this case a method call (event)
can be synchronized with the execution of a method (action). (Concerning the
deﬁnition and further discussion of composition operations for transformation
system see [6,8].)
The action set of the transformation associated with a transition is given
by the action set of the state machine’s transitions contained in this step. (Us-
ing the transformation system extension mechanisms again also other action
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structures like sequential compositions for example can be employed as labels.
Cf. the deﬁnition of actions in the UML meta model.)
In the semantics deﬁnitions in [5] the possible behaviour of the environment
of an object is modelled by non–deterministic state changes of the concerned
object, that are not induced by its own actions. When combining it with other
objects this non–determinism is reduced in that the other objects realize some
of the foreseen external actions, discarding the other ones. This representation
of communication is taken over from process calculi and can be represented
faithfully by the composition operations of transformation systems, as shown
in [7]. As mentioned above, the main issue here is to synchronize events of
one system with actions of the other one. An advantage of the transformation
system approach in this case is that single state machines are interpreted
by sets of single transformation systems, and their composition is deﬁned by
the corresponding composition operation of transformation systems. In [5]
no composition operation is deﬁned. Instead, the behaviour of a collection
of state machines is modelled directly as a single transition system without
reference to the individual ones.
6 Sequence Diagrams
The interpretation of sequence diagrams as transformation systems proceeds
analogously to the mapping of state machines. On the one hand the basic idea
is to map a sequence diagram to a set of transformation systems as its admissi-
ble interpretations. The degrees of freedom in the interpretation are basically
given by the under-speciﬁcation of the eﬀects of methods and the underlying
data types, as for state machines. Again, this has to be distinguished from
the non–determinism speciﬁed within a sequence diagram, which is reﬂected
in the branching within the transition graph of each associated transformation
system. On the other hand, the semantics deﬁnition is not constructed from
scratch, but existing formalizations are reconstructed in terms of transforma-
tion systems. The main reference for this purpose is [3], where life sequence
charts (LSCs) are introduced as an extension of sequence charts. The main
novelty of LSCs is the possibility to designate mandatory (hot) parts of se-
quence charts, as opposed to the usual provisional (cold) interpretation of the
scenarios. This supports the passage from requirements speciﬁcations to de-
sign speciﬁcations. The semantics of LSCs are deﬁned in terms of transition
systems, close to the structure required here, and the restriction to sequence
diagrams in the sense of message sequence charts (MSCs) yields the semantics
deﬁned in [10], i.e., LSCs are a conservative extension.
The control states of a transformation system deﬁning the formal semantics
of a sequence diagram are given by maximal sets of locations on the life lines of
the instances that are mutually independent w.r.t. the partial order induced by
the sequence diagram (called cuts in [3]). These represent states of the system
without inconsistencies w.r.t the causal and temporal order of actions speciﬁed
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by the sequence diagram. The attachment of data states to these control states
yields again a set of admissible interpretations, since the relevant information
about the structure and the concrete object states is not given in the sequence
diagram, but in the class diagram or the object constraints (if at all). The
transitions of the corresponding transition graphs are the ones induced by
the arrows (messages and internal actions) and the life lines of the sequence
diagram. The actions sets of the transformation system are accordingly given
by send, receive, and internal actions. Due to the under-speciﬁcation of their
eﬀects several input and output data states of the internal actions are possible
again. The sending or reception of a message does not change a data state
directly. Conditions need not be reported in the transitions or action sets,
since they can be evaluated in the underlying data states already, as in the
transformation system semantics of state machines.
Since sequence diagrams specify collections of objects of diﬀerent classes
their semantics cannot be compared directly with the semantics of state ma-
chines by taking the intersection of the sets of admissible interpretations. First
a projection mapping has to be deﬁned that yields the behaviour of a single ob-
ject of a designated class. This is induced by a data space signature morphism
that embeds the signature of a single object into the data space signature of
the sequence diagram, given by the union of the signatures of the interact-
ing objects. Data space signature morphisms and the induced projections
(forgetful functors) are deﬁned formally in [6]. Applying this projection to
the set of sequence diagram interpretations yields a set of transformation sys-
tems of the right signature, the one corresponding to the class the concerned
state machine is associated with. Taking the intersections of the images of
the sequence diagram’s semantics under the projections with the local state
machines semantics then shows whether the sequence diagram is consistent
with the state machines. That means, it shows whether the objects have the
capacity—speciﬁed by the state machine—to fulﬁll the requirements speciﬁed
by the sequence diagram.
7 Conclusion
Transformation systems constitute a formal semantic domain for the interpre-
tation of diﬀerent software speciﬁcation techniques. By mapping a language
to this domain its semantics can be made precise and formalized. Moreover,
relations between diﬀerent languages can be investigated on the semantic level.
Reﬂecting these back to the syntactic level correspondences between diﬀerent
models are obtained. Furthermore, also consistency of heterogeneous speciﬁ-
cations can be checked due to the interpretation in one common domain. This
yields a very ﬂexible and general integration framework for software speciﬁca-
tion techniques.
In this paper an application of the transformation system approach to the
integration of UML models has been sketched. Mapping the UML languages
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incrementally to the semantic domain yields an internal model with the above
mentioned beneﬁts. An important aspect thereby is to reﬂect the partiality of
the viewpoint speciﬁcations and the under-speciﬁcation of the UML semantics
by sets of transformation systems as admissible interpretations. Integration
of diﬀerent models is then obtained by appropriate mappings between sets of
transformation systems, and taking intersections of admissible interpretations.
In this paper class diagrams, constraints (OCL), state machines, and se-
quence diagrams have been considered. The results can be carried over to
collaboration diagrams and activity diagrams directly, since the former are se-
mantically equivalent to sequence diagrams and the latter can be considered
(semantically at least) as special cases of state machine diagrams. Thus, the
main modelling techniques for the design stage of software systems develop-
ment using the UML are covered.
Due to the development of the domain of transformation systems with
general schemes for composition operations and development relations fur-
ther investigations on software speciﬁcation techniques can be based on these
results immediately. A particular instance of the development relations, pro-
jection w.r.t. a smaller signature, has already been used in the comparison of
sequence diagrams and state machines. Analogously, other development rela-
tions between state machines can be deﬁned precisely on the semantic level
now, like reﬁnement or specialization to model inheritance from the behaviour
viewpoint. The semantic deﬁnitions can then be reﬂected back to the syntactic
level and be expressed directly in terms of the model elements. Correspond-
ingly, object (state machine) composition can be deﬁned using an appropriate
instance of the composition operations for transformation systems, and inves-
tigated w.r.t. its compositionality with the specialization relation.
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