Both the investment adjustment costs parameters in Kim (2003) Our results indicate that researchers should treat parameter identification as a model property, i.e. from a model building perspective.
Introduction
The identification problem in DSGE models. DSGE models have become a major toolkit for empirical macroeconomic research and an important policy tool used in central banks.
Many different methods of solving and estimating DSGE models have been developed and used in order to obtain a detailed analysis and thorough estimation of dynamic macroeconomic relationships, see e.g. Fernández-Villaverde et al. (2016) . Recently, the question of identifiability of DSGE models has proven to be of major importance, especially since the identification of a model precedes (consistent) estimation and inference of an unknown parameter vector θ ∈ Θ from observations Y . θ 0 is said to be globally identified if for the family of probability distributions p(Y |θ) generated by a DSGE model:
If this condition is only satisfied for values of θ in an
open neighborhood of θ 0 , then θ 0 is said to be locally identified. From an econometric point of view, local identification belongs to the usual regularity conditions and is necessary for the asymptotic theory of e.g. maximum likelihood estimation. From an economic point of view, lack of identification leads to wrong conclusions from calibration, estimation and inference (Canova & Sala, 2009) , whereas the source of identification influences empirical findings (Ríos-Rull et al., 2012) . Accordingly, experience shows that it is quite difficult both for Frequentist as well as Bayesian researchers to maximize the likelihood/posterior or minimize some (moment) objective function, because these functions are typically not well behaved as one has to deal with multiple local extrema, weak curvature in some directions of the parameter space and ridges. The evaluation of first-order and second-order derivatives is intractable and gradient based optimization methods perform quite poorly (Andreasen, 2010) . The resulting estimators may often lie on the boundary of the theoretically admissible parameter space and conventional Gaussian asymptotics yield poor approximations to the true sampling distribution. In many cases the source of these particular outcomes is due to local or weak identifiability issues or an unfortunate choice of observables. Nevertheless, in particular Bayesian (and to some extent also Frequentist) estimation of DSGE models has rapidly progressed; however, the study of identifiability, which should precede estimation, is still a rather neglected topic for applied macroeconomists.
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Research question. In this paper we seek to answer the question whether researchers should treat parameter identification as a model property, i.e. from a model building perspective. To this end, we revisit the linearized models of Kim (2003) and An & Schorfheide (2007) , as it is well-known that both the multisectoral and intertemporal investment adjustment costs parameters in Kim (2003) and the monetary policy rule parameters in An & Schorfheide (2007) are locally not identifiable (Mutschler, 2016; Ratto & Iskrev, 2011) . We try to dissolve this theoretical lack of identifiability by looking at (1) the set of observed variables, (2) functional specifications, (3) model features, and (4) additional shocks. Moreover, we discuss the effect of these changes on the strength of parameter identification from a Bayesian point of view.
Research methods. Regarding (1), we complement Canova et al. (2014) by selecting observables in a way that optimizes parameter identification. To this end, we are agnostic and analyze local identification for all possible combinations of observable variables. For (2), we focus on the functional specification of the intertemporal investment adjustment costs in the Kim (2003) model and of the output gap in the monetary policy rule of the An & Schorfheide (2007) model. With respect to (3), we analyze the effect on identification of capital utilization in the first model and of a partial inflation indexation scheme in the second model. Lastly regarding (4), we add an investment-specific technological shock into the former and a preference shock on the discount factor into the latter model. Our focus lies both on the theoretical properties as well as the strength of identification of the model parameters in linearized DSGE models. To this end, we solve the model using first-order perturbation techniques and carefully check the rank criteria of Iskrev (2010), Komunjer & Ng (2011) and Qu & Tkachenko (2012) for all considered model variants and observables. Regarding the strength of identification we make use of Koop et al. (2013) 's Bayesian learning rate indicator.
Outline. In section 2, we summarize our implementation of the used tools to check for parameter identification in linearized DSGE models. We analyze the identification properties of the Kim (2003) model in section 3, whereas section 4 provides the corresponding analysis for the An & Schorfheide (2007) model. In section 5, we discuss our results from a model building perspective. Section 6 concludes. The replication files are available in 2 a GitHub repository (https://github.com/wmutschl/identification-note/).
Implementation of identification checks
Rank checks. We check the local identification properties according to Iskrev (2010) , Komunjer & Ng (2011) and Qu & Tkachenko (2012) with Dynare (Adjemian et al., 2011) . In a nutshell, Iskrev (2010) 's approach to find non-identified parameters is based on observational equivalent moments, i.e. on the sensitivity of the theoretical mean and autocovariances, whereas Qu & Tkachenko (2012) 's approach focuses on observational equivalent spectral properties, i.e. on the sensitivity of the theoretical mean and spectrum of observables. Komunjer & Ng (2011) study the implications of observational equivalence in minimal systems and derive a finite system of nonlinear equations that admits a unique solution if and only if the parameters are identified. In all three cases, we need to compute Jacobians w.r.t the model parameters and check whether these have full rank. Iskrev (2010) follows an analytical approach to compute the Jacobian of moments using Kronecker products, which is extended in Ratto & Iskrev (2011) by making use of computationally more efficient generalized Sylvester equations. Both Komunjer & Ng (2011) and Qu & Tkachenko (2012) , however, rely on numerical methods to compute the derivatives of the minimal system and spectrum, which is known to be sensitive to the thresholds and tolerance levels used. We are, however, able to extend the ideas from Iskrev (2010) and Ratto & Iskrev (2011) to also compute these Jacobians analytically. Hence, we extend the identification toolbox of Dynare such that users are able to compute all three rank criteria (moments, minimal system or spectrum) analytically (by either using Kronecker products or generalized Sylvester equations).
1 To pinpoint the problematic parameters that yield rank failure, the default in Dynare is to look into the nullspace and evaluate multicorrelation coefficients of the columns. Another (numerically more robust) approach, which is contributed to the software and used in this paper, is to check the ranks for all possible combinations of parameters, and to mark the ones that do not pass the rank check.
Bayesian learning rate indicator. Koop et al. (2013) 's Bayesian learning rate indicator is based on a Bayesian simulation approach that looks at the posterior average precision of the parameters, i.e. the inverse of the posterior variance divided by the sample size
T . The posterior precision should increase at a rate of T for identified parameters, whereas for weakly identified parameters it increases at a slower rate. In other words, the average precision of a strongly identified parameter should tend to a constant, whereas for a weakly identified parameter it is heading quickly towards zero. We generate one artificial dataset of 50000 observations and then estimate the parameters with Bayesian MCMC methods using the first T = 100, 300, 900, 2700, and 8100 of the simulated observations. Then, on the one hand, we follow the approach in Chadha & Shibayama (2018) and compute the average posterior precision by taking the inverse of the product of the posterior variance times T and examine if it converges to a constant, suggesting the posterior precision is updated at the same rate as T . On the other hand, we also compute convergence ratios as in Kamber et al. (2016) ; that is, we compare the ratio of two subsequent estimated posterior precision values, e.g. at T =100 and T =300, and check whether this ratio is close to the rate at which T increases, i.e. close to 300/100=3.
Investment adjustment costs model
The Kim (2003) model is a variant of the canonical Real Business Cycle model with log utility, however, extended by two kinds of investment adjustment costs. First, multisectoral adjustment costs, governed by a parameter θ, enter the budget constraint: 
where δ denotes the depreciation rate. The first one, which we call the level specification, is also used by Kim (2003) . It is based on Lucas & Prescott (1971) and involves costs in terms of the first derivative of capital or, in other words, on the current level of investment. The second one, which we call the growth specification, is based on Christiano et al. (2005) and involves costs in terms of investment changes between periods.
3 Note that for κ = 0 we get the usual linear capital accumulation specification, i.e. K t = (1 − δ)K t−1 + υ t I t , in both cases. Different to Kim (2003) , we introduce an investment-specific technological change, υ t , in the fashion of Greenwood et al. (2000) and Justiniano et al. (2010) . Both the log of A t and the log of υ t evolve according to AR(1) processes with persistence ρ j and additive shocks, ε j,t , which are assumed to be normally distributed with zero mean and standard deviation σ j (j = A, υ).
2 To this end, we use the following functional form:
3 Regarding the functional form, we follow Schmitt-Grohé & Uribe (2004b) and set St := S
− 1 , S t = κ such that the usual steady state normalization, S(1) = 0, S (1) = 0 and S (1) > 0, applies.
5
The model equations can be summarized by:
where Λ t denotes the Lagrange multiplier corresponding to (1) and Λ t Q t to (2). The upper part of equations (4) and (5) correspond to the level specification of intertemporal investment adjustment costs, whereas the lower part is associated with the growth specification. The steady state is given by normalizations, A = Q = U K = υ = 1, and
and Λ = C −1 . Our calibration and prior specification of parameters is given in table 1.
The calibration of α, β, and δ is based on a steady state investment to output ratio, I/Y , of 0.25, a steady state capital productivity, K/Y , of 10 and an annualized steady state interest rate, R A , of 2. ψ K is implicitly defined via the first order necessary conditions with respect to K t and U K t . θ and κ are based on values taken from Ratto & Iskrev (2011) , whereas the parameters of the stochastic processes are chosen symmetrically with mild persistence and amplitude of shocks.
To check the sensitivity of local identifiability to changes in observables, model assumptions, functional specifications, and shocks, we distinguish three different model scenarios and consider all possible one-and two-set combinations of model variables as observables. Our focus lies on observable variables that are commonly used in the lit- Notes: Para (1) and (2) list the means and the standard deviations for Beta, Gamma, and Normal distributions. For the Inverse Gamma distribution Para (1) and (2) equal s and v, where
2 , whereas for the Uniform distribution these correspond to the lower and upper bound. The effective prior is truncated at the boundary of the determinacy region.
erature; namely, output, consumption, investment, and the return of capital. 4 Our first scenario, called baseline, corresponds to the original model specification of Kim (2003) .
Accordingly, we switch off both capital utilization and investment-specific technological change. In our second scenario, called capital utilization, we analyze the effect on local identification of adding capital utilization costs to the baseline scenario. Likewise, in our third scenario, called investment shock, we add investment-specific technological change to the baseline case. Note that in the first two scenarios there is only one shock in the model, whereas in the last scenario there are two. Lastly, each scenario is run with either the level or growth specification of intertemporal investment adjustment costs. [κθ] indicates that both κ and θ cannot be identified jointly or are co-linear with respect to other parameters, whereas a single [κ] or [θ] implies non-identification of that parameter. err indicates that the criteria cannot be computed (mostly the order condition is not met), whereas a -indicates that this set of variables is not available in the specific scenario.
Moreover, in the replication files we also consider the effect of a different utility function, internal or external habit, labor choice and monetary policy rules on parameter 8 identification of θ and κ. We briefly summarize our findings. A CRRA utility function or the inclusion of internal/external habit formation does not change the above results.
5 The inclusion of labor (as already shown by Kim (2003) ) facilitates parameter identification of θ and κ in both cases, but adds other parameters that can only be identified by observing either hours or wages. Extending the baseline model with respect to bond holdings requires the inclusion of a Taylor rule. This also provides means for identifying the investment adjustment costs parameters in both the level and growth specification, however, for several combinations of observables the parameters of the monetary rule are not identified, a topic we study in more detail in the next section. Tables 3 and 4 provide insight into the strength of identification according to the Bayesian learning rate indicator of Koop et al. (2013) for the baseline scenario with observable C t and the investment shock scenario with observable Y t and C t . 6 The simulation and estimation exercise reveals that the strength of identification of the investment adjustment costs parameters, θ and κ, is weak in both baseline scenarios as well as the investment shock level case, since the rates at which the posterior precisions are updated are slower than the sample size change. In other words, the average posterior precision values in the table tend towards zero instead of a constant value. This is also evident by looking at the convergence ratios in table 4 as these stay close to 1 and do not tend towards the change in samples size of 3. The investment shock growth specification, however, is the exception, as κ and θ are both strongly identifiable: The average precisions tend towards a constant and the convergence ratios fluctuate around 3. Regarding the other model parameters we find mixed results. In all cases under consideration the strength of identification of R A (and hence β) is weak, which is a common finding in the literature (Morris, 2017) . In the (unidentified) baseline level scenario we see that only ρ A is strongly identifiable. This confirms that estimating non-identified models yields severe problems in the estimation of other, actually identified model pa-5 In some cases we find that the identification criteria of Iskrev (2010), Komunjer & Ng (2011) and Qu & Tkachenko (2012) yield different results. We experimented with the settings and found that the differences are driven by numerical thresholds, tolerance levels and the method used to normalize the Jacobians for rank computations.
6 We choose these scenarios due to the fact that our focus is on applied researchers who use Dynare for Bayesian estimation. Accordingly, we do not analyze the strength of identification in the capital utilization scenario as this requires techniques to estimate singular DSGE models, which cannot be done with Dynare out-of-the-box (yet).
rameters. Accordingly, in the (identified) baseline growth scenario α, δ, ρ A and σ A are (more or less) strongly identified. Likewise, the growth specification in the investment shock scenarios is better than the level one as the convergence ratios are closer to 3. Notes: Posterior precisions are computed from the draws of the marginal posterior distributions given by a Random-Walk Metropolis-Hastings (RWMH) sampling algorithm based on four Markov chains with each 1000000 draws, half are being discarded as burn-in draws in each chain. The mode and Hessian evaluated at the mode (computed by Dynare's mode compute = 4, i.e. Chris Sims's csminwel) are used to determine the initial Gaussian proposal density with scale parameter set such that the acceptance ratios lie in between 20%-35%.
To sum up, in all our experiments we found that the growth specification is superior to the level specification in terms of theoretical identification. Moreover, investmentspecific technological change improves the strength of model parameters. Therefore, we provide theoretical support (from an identification point-of-view) for using both Chris- Notes: Posterior precisions are computed from the draws of the marginal posterior distributions given by a Random-Walk Metropolis-Hastings (RWMH) sampling algorithm based on four Markov chains with each 1000000 draws, half are being discarded as burn-in draws in each chain. The mode and Hessian evaluated at the mode (computed by Dynare's mode compute = 4, i.e. Chris Sims's csminwel) are used to determine the initial Gaussian proposal density with scale parameter set such that the acceptance ratios lie in between 20%-35%.
Monetary model
The An & Schorfheide (2007) model is a prototypical New Keynesian DSGE model and consists of a representative household purchasing a basket of differentiated goods using a Dixit-Stiglitz type aggregator and supplying homogeneous labor services. The differentiated goods are supplied by monopolistically competitive firms using only labor services within a linear production function. Each firm sets prices according to the Rotemberg pricing assumption such that changing prices entails a real cost in terms of goods. Labor productivity, A t , is the driving force of the economy and evolves according to a unit root process, i.e. log (A t /A t−1 ) = log (γ) + log (z t ), where γ denotes the steady state growth rate of the economy. Hence, y t = Y t /A t denotes detrended output and c t = C t /A t detrended consumption. The monetary authority follows a Taylor rule for the nominal interest rate R t and real government spending G t is assumed to evolve stochastically as a ratio of output g t := (1 − G t /Y t ) −1 . Uncertainty is introduced via random fluctuations in productivity growth, government spending and a monetary policy shock.
We extend the model in three (common) directions. First, we add a preference shock, ζ t , to the utility function that shifts the discount factor in the intertemporal optimization problem of the household without changing the intratemporal labor supply decision. Therefore, the Lagrange multiplier corresponding to marginal utility is given by 
where y * t = (1 − ν) 1 τ g t is the output under flexible prices (φ = 0) but with the monopoly power distortion intact. All shocks, ε j,t (j = R, g, z, ζ) , are assumed to be normally distributed with zero mean and standard deviation σ j .
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log (zt) = ρz log (
Note that γ = 1 + γ Q /100, β = (1 + r A /400) −1 , and π * = 1 + π A /400. The calibration, Notes: Para (1) and (2) list the means and the standard deviations for Beta, Gamma, and Normal distributions. For the Inverse Gamma distribution Para (1) and (2) (2007) and Smets & Wouters (2007) . Note that Mutschler (2015) shows that the set of parameters (ν, φ) and steady state ratio g * = y c do not enter the linearized solution and are only identifiable via a higher-order approximation of the policy functions. Therefore, we fix g * and φ throughout our analysis. The steady state is given
In our sensitivity analysis of identifiability as a model property, we distinguish three different model scenarios. Our first scenario, called baseline, corresponds to the original model specification of An & Schorfheide (2007) . Accordingly, we consider full inflation indexation and switch off the discount factor shifter. In our second scenario, called partial indexation, we analyze the effect of adding the partial inflation indexation scheme to the baseline scenario. In our third scenario, called preference shock, we add the discount factor shifter to the baseline model. We run all scenarios under the four different monetary policy rules. We only discuss the results for observable variables i.e. for all possible combinations of up to three variables. Table 6 summarizes whether the rank requirements are fulfilled for the different scenarios and monetary policy rules.
As shown by e.g. Komunjer & Ng (2011 ) or Qu & Tkachenko (2012 , the monetary policy parameters (ψ y , ψ π , ρ R , σ R ) cannot be identified in the baseline specification when using the flex-price or the SW monetary rule, whereas in the steady state or growth specification these parameters are locally identifiable. Our analysis shows two more ways to dissolve the lack of identification, which are, moreover, independent of the functional form of the Taylor rule: adding a preference shock and/or using a partial inflation indexation scheme. Intuitively, this is due to their effect on the transmission channel of monetary policy as noted by e.g. Schmitt-Grohé & Uribe (2004a). Tables 7 and 8 give insight into the strength of identification according to the Bayesian learning rate indicator of Koop et al. (2013) for the flex-price baseline, steady state baseline, flex-price preference shock and flex-price indexation scenarios. We focus in particular on these scenarios as the non-identified model of An & Schorfheide (2007) corresponds to our flex-price baseline scenario and the SW rule behaves similarly to the flex-price specification. Our simulation and estimation exercise shows that ψ π and ψ y are weakly identifiable in the original (theoretically non-identified) model, since the rates at which the posterior precisions are updated are slower than the sample size. In other words, the average posterior precision values in the table tend towards zero instead of constant values. Moreover, estimating non-identified models yields severe problems in the estimation of other, actually identified model parameters. This is accompanied by many difficulties and caveats in the initialization of the proposal distribution for the MCMC algorithm as finding the mode and a positive definite Hessian at the mode is tedious, see A. Albeit, this is an inherent problem of many (even identified) DSGE models, lack of identification of some parameters aggravates this. If, however, the monetary policy authority reacts to deviations from steady state all parameters, including the ones in the Taylor rule, are strongly identified. The same is true for the flex-price Taylor rule, when we introduce a partial inflation indexation scheme. A preference shock, on the other hand, leaves several parameters (ψ π , ψ y , ρ ζ , and σ ζ ) weakly identified.
To sum up, our results provide theoretical support (in terms of identification) for including a partial inflation indexation scheme into modern DSGE models. the first model or partial inflation indexation in the second model, one can identify the models independent of the concrete specification of investment adjustment costs or Taylor rule. Fourth, the same is true when adding an investment-specific technological shock in the former or a preference shock in the latter model.
Our results are relevant from a model building perspective, because it is crucial for macroeconomists to know what frictions and shocks can coexist within models without redundancy. Hence, on the one hand, our finding that the investment-growth specification of intertemporal costs is not subject to functional equivalence with multisectoral costs is useful, especially since this specification is now the benchmark in the quantitative DSGE literature. Accordingly, a recent example is Moura (2018) who is able to use both types of costs to study investment price rigidities in a multisectoral DSGE model. On the other hand, our findings show that by adding different model features and/or shocks one is even able to identify models with both multisectoral and intertemporal level costs. Our results are not limited to investment. Similar specifications are used to model imperfect labor mobility between the consumption-sector and the investment-sector, see e.g. (Nadeau, 2009, Ch.2) . Likewise, the monetary policy rule needs to be specified carefully. But our findings show that including a partial inflation indexation scheme provides researchers with more flexibility in the precise shape of the Taylor rule.
Conclusion
We strongly recommend that researchers should treat parameter identification as a model property, i.e. from a model building perspective. A wise choice on observables or slight and subtle changes in model assumptions, functional specifications, or structural shocks have an impact on both theoretical (yes/no) identification properties as well as on the strength of identification. In this regard, we side with Adolfson et al. (2019) who argue that "lack of identification should neither be ignored nor be assumed to affect all DSGE models, [. . . ] identification problems can be readily assessed on a case-by-case basis". We extend their approach by using different diagnostic tools for theoretical as well as empirical identification properties and also show means to dissolve the identification failures. Moreover, our paper also has a computational contribution as our research feeds into and extends Dynare's (Adjemian et al., 2011) identification toolbox. In particular,
we provide means to analyze the criteria of Komunjer & Ng (2011) and Qu & Tkachenko (2012) by using analytical (instead of numerical) derivatives to compute the relevant Jacobians. Lastly, as our example models are of small scale and easy to replicate and extend, they should be useful for both applied and theoretical macroeconomists as well as for teaching purposes.
A. Posterior mode finding
We use an advanced mode finding procedure, where we sequentially loop over different optimization algorithms taking the previous found mode as initial value for the next optimizer. In particular, we loop, in this order, over Dynare's mode compute values equal to 9 (CMA-ES), 8 (Nelson-Mead Simplex), 4 (csminwel), 7 (fminsearch) and 1 (fmincon). We then rely on Dynare's (very time-consuming) mode compute=6 optimizer, i.e. a "Monte Carlo Optimizer" to get a well-behaved Hessian in the relevant parameter space. The intuition is that the Metropolis-Hastings algorithm does not need to start from the posterior mode to converge to the posterior distribution. It is only required to start from a point with a high posterior density value and to use an estimate of the covariance matrix for the jumping distribution (actually any positive definite matrix will suffice). As a side note, the replication files of An & Schorfheide (2007) reveal that they face the same problem in their estimation and overcome this by using different step sizes for the numerical evaluation of second derivatives of the log-likelihood function.
