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Abstract
Mean-field variational inference (MFVI) has been widely applied in large scale
Bayesian inference. However MFVI, which assumes a product distribution on the latent
variables, often leads to objective functions with many local optima, making optimization
algorithms sensitive to initialization. In this paper, we study the advantage of structured
variational inference for the two class Stochastic Blockmodel. The variational distribution
is constructed to have pairwise dependency structure on the nodes of the network. We
prove that, in a broad density regime and for general random initializations, unlike
MFVI, the class labels estimated from our method converge to the ground truth with
high probability, when the model parameters are known, estimated within a reasonable
range or jointly optimized with the variational parameters. In addition, empirically we
demonstrate structured VI is more robust compared with MFVI when the graph is sparse
and the signal to noise ratio is low. The paper takes a first step towards understanding
the importance of dependency structure in variational inference for community detection.
1 Introduction
Variational inference (VI) is a well known and widely used Bayesian learning technique known
for its scalability [5, 17, 18]. VI reduces an intractable posterior inference problem to an
optimization framework by imposing simpler dependence structure and is considered a popular
alternative to Markov chain Monte Carlo (MCMC) methods. Similar to the Expectation
Maximization (EM) algorithm [7], VI works on the basic principle of constructing a tractable
lower bound on the complete log-likelihood of a probabilistic model. For mean-field variational
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inference (MFVI), the lower bound or ELBO is computed using the expectation with respect
to a factorized distribution over the latent variables[3, 5, 13]. Though variational inference has
achieved great success in probabilistic models and deep learning, the theoretical understanding
in the convergence properties is limited.
The theoretical study of variational methods and similar optimization algorithms have
drawn significant attention recently. For example, there has been much work on studying
convergence properties of EM [1, 19, 36, 37, 38]. In related work, the asymptotic consistency
of the global optimizer of VI methods under specific models have been studied. For example,
the global optimizer is shown to be asymptotically consistent for Latent Dirichlet Allocation
(LDA) [5] and Gaussian mixture models in [23]. In [34] the connection between VI estimators
to profile M-estimation is explored and asymptotic consistency is established.
In this paper, we focus on the variational inference for community detection in the
context of the widely used stochastic blockmodel (SBM) [14, 15]. While a number of other
methods have been proposed for fitting SBM, such as spectral clustering [27] and semidefinite
relaxations [11], likelihood-based methods are more flexible since it is easy to incorporate
additional model structure in the form of degree correction, available covariates, mixed
memberships, etc. Typically likelihood based methods are intractable, and so variational
inference is often used as a scalable approximation. Mean-field methods have been proposed
to deal with dynamic networks [20], networks with node covariates [25], and shown to scale up
well for very large graphs [10]. On the theoretical front, [2] proved that the global optimum of
the mean-field approximation to the likelihood behaves optimally in the dense degree regime.
However, less is understood about the local optima in the mean-field objective function
encountered by an optimization algorithm. [40] showed the batch coordinate ascent algorithm
(BCAVI) has guaranteed convergence if the initialization is sufficiently close to the ground
truth. [22] fully characterized the convergence region and rate of BCAVI for a two-class SBM
with random initialization.
While the imposed assumption of a factorized distribution makes MFVI computationally
scalable, MFVI suffers from many stability issues including symmetry-breaking, multiple
local optima, and sensitivity to initialization, which are consequences of the nonconvexity
of typical mean-field problems [16, 33]. The independence assumption also leads to the
underestimation of posterior uncertainty [4]. Substantial methodology research reveals that
modeling the latent dependency structure plays a central role in expanding variational family
and improving convergence properties. [35] proposed a generalized mean-field algorithm for
exponential family distribution in graphical models by considering cluster structure. [12]
showed that introducing dependencies between local and global latent variables can help find
near-optimal solutions. [9] used the linear response method to estimate the latent covariance
matrix. [31] used the copula methods to model the dependency structures. [24, 39] applied the
hierarchical model to design a conditionally independent but marginally dependent variational
distribution. [26, 32] map the independent random noise by deterministic transformations to
the correlated random variables.
In this paper, we theoretically study structured variational inference by introducing
a simple pairwise dependency structure for the two-class Stochastic Blockmodel. Here,
the variational distribution is constructed with pairwise dependencies between randomly
paired nodes. We prove that in a broad density regime and under a fairly general random
initialization scheme, the Variational Inference algorithm with Pairwise Structure (VIPS)
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can converge to the ground true label with probability tending to one, when the parameters
are known or estimated within a reasonable range, or updated appropriately (Section 3).
This is in contrast to MFVI, where the convergence happens for some initializations but
with probability bounded away from 1. In addition, empirically we demonstrate that VIPS
is more robust compared to MFVI when the graph is sparse and the signal to noise ratio
is low (Section 4). The paper takes an initial step towards understanding the importance
of dependency structure to variational inference in community detection and we hope the
results would help us better understand the reason behind empirical success of variational
algorithms beyond MFVI.
2 Preliminaries and proposed methodology
2.1 Preliminaries
The stochastic block model (SBM) is a network model clustering n nodes into K communities.
The observation is a n × n adjacency matrix A with binary entries. The latent variable
is a n ×K binary membership matrix, where each row contains exactly one “1” encoding
which cluster a node belongs to. The K ×K community probability matrix B represents
the probability of nodes to be connected across communities. In this paper, unlike mean
field variational inference, we impose a pairwise dependence structure on the variational
distribution. To be concrete, throughout this paper, we assume there is a random partition of
the n nodes into two parts P1 = {z1, · · · , zm}, P2 = {y1, · · · , ym}, each with m = n/2 nodes.
The corresponding membership matrix for P1 and P2 are denoted as Z and Y , each as an
m×K matrix. The adjacency matrix A can be partitioned as A =
[
Azz Azy
Ayz Ayy
]
where each
block is an m×m matrix with likelihood as
P (Azzij |Z,B) =
∏
a,b[B
Azzij
ab (1−Bab)1−A
zz
ij ]ZiaZjb
P (Azyij |Z, Y,B) =
∏
a,b[B
Azyij
ab (1−Bab)1−A
zy
ij ]ZiaYjb
P (Ayyij |Y,B) =
∏
a,b[B
Ayyij
ab (1−Bab)1−A
yy
ij ]YiaYjb ,
where a, b ∈ {1, · · · , K} and Azy = (Ayz)T . We will frequently use the notations 1n as an
all-ones vector of length n and 1C1 as a vector where the ith element is 1 if i ∈ C1 and 0
otherwise, where C1 ⊆ {1, . . . , n} is a set. Let I be the identity matrix and J = 11T . When
clear from the context, we will drop the subscript n.
2.2 Variational inference with pairwise structure (VIPS)
Similar to [30], we consider the SBM with two equal size blocks. We denote the two blocks
by Gi, i ∈ {1, 2}, |G1| = |G2|. This model, despite its simplicity, allows us to analyze the
theoretical behavior of our algorithm in detail. We assume B takes the form B = (p−q)I+qJ
where p > q. Assume C1, C ′1 ⊂ {1, · · · ,m} represent the label of points belonging to the first
community in P1 and P2 respectively and C2 = {1, · · · ,m}\C1, C ′2 = {1, · · · ,m}\C ′1 are the
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labels for the points in the second community in P1 and P2. In other words, one community
is {zi : i ∈ C1} ∪ {yi : i ∈ C ′1} and the other community is {zi : i ∈ C2} ∪ {yi : i ∈ C ′2}. In
the proof, we will also need to use the sets Cab := Ca ∩ C ′b where a, b ∈ {1, 2}.
Suppose the variational distribution Q(Z, Y ) is pairwise dependent between zi and yi for
i = 1, · · · ,m and independent between the pairs
Q(Z, Y ) =
m∏
i=1
Q(Zi, Yi)
where Q(Zi, Yi) is a categorical distribution with parameter ψabi := Q(Zia = 1, Yib = 1). Let
φi := Q(Zi1 = 1) = ψ
10
i + ψ
11
i , ξi := Q(Yi1 = 1) = ψ01i + ψ11i be the marginal probability of
each node i.
 
z1 z2 z5z4z3
y1 y5y4y3y2
P2
P1
Figure 1: Illustration of the partition for
n = 10. Suppose the blue nodes are the first
community and the green nodes are the sec-
ond community. In this partition C1 = {4, 5},
C2 = {1, 2, 3}, C ′1 = {1, 2, 4}, C ′2 = {3, 5};
C11 = {4}, C12 = {5}, C21 = {1, 2}, C22 = {3}
The evidence lower bound (ELBO) equals to the reconstruction with KL regularization
L(Q; pi,B) = EZ,Y∼Qψ(Z,Y ) logP (A|Z, Y )−KL(Q(Z, Y )||P (Z, Y ))
Assuming the factorized prior on Z and Y , the ELBO for pairwise structured variational
inference is
L(Q; pi,B) =1
2
EQ
∑
i 6=j,a,b
ZiaZjb(A
zz
ij αab + f(αab)) +
1
2
EQ
∑
i 6=j,a,b
YiaYjb(A
yy
ij αab + f(αab))
+EQ
∑
i 6=j,a,b
ZiaYjb(A
zy
ij αab + f(αab)) + EQ
∑
i,a,b
ZiaYib(A
zy
ii αab + f(αab))
−
m∑
i=1
KL(Q(zi, yi)||P (zi)P (yi)) (1)
where αab = log(Bab/(1−Bab)) and f(α) = − log(1 + eα).
The KL regularization term can be computed as
KL(Q(zi, yi)||P (zi)P (yi)) =ψ00i log ψ
00
i
(1−pi)2 + ψ
01
i log
ψ01i
pi(1−pi) + ψ
10
i log
ψ10i
pi(1−pi) + ψ
11
i log
ψ11i
pi2
=
∑
0≤a,b≤1 ψ
ab
i log(ψ
ab
i )/(pi
apib(1− pi)1−a(1− pi)1−b) (2)
We defer the detailed calculation of the derivative of the ELBO to the supplementary
material. Let t := 1
2
log p/(1−p)
q/(1−q) , λ :=
1
2t
log 1−q
1−p , J := 11
T , the logits of the softmax function
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θabi := log
ψabi
1−ψ01i −ψ10i −ψ11i
and assume pi = 1
2
, the update is
θ10 =4t[Azz − λ(J − I)](φ− 1
2
1m)
+ 4t[Azy − λ(J − I)− diag(Azy)](ξ − 1
2
1m)− 2t(diag(Azy)− λI)1m
θ01 =4t[Ayy − λ(J − I)](ξ − 1
2
1m) (3)
+ 4t[Ayz − λ(J − I)− diag(Ayz)](φ− 1
2
1m)− 2t(diag(Ayz)− λI)1m
θ11 =4t[Azz − λ(J − I)](φ− 1
2
1m) + 4t[A
zy − λ(J − I)− diag(Azy)](ξ − 1
2
1m)
+ 4t[Ayy − λ(J − I)](ξ − 1
2
1m) + 4t[A
yz − λ(J − I)− diag(Ayz)](φ− 1
2
1m)
The ψ and u := (φ, ξ) can be computed by θ as
ψab =
eθ
ab
1 + eθ01 + eθ11 + eθ10
, φ =
eθ
10
+ eθ
11
1 + eθ10 + eθ01 + eθ11
, ξ =
eθ
01
+ eθ
11
1 + eθ10 + eθ01 + eθ11
(4)
The pairwise structured variational inference is updated in an iterative manner, i.e. the local
variables θ and global variable u are updated sequentially by (3) and (4) as
θ10 → u→ θ01 → u→ θ11 → u→ θ10 · · · (5)
We call a full update of all θ10, θ01, θ11, u in (5) as one meta iteration which consists of three
inner iterations of u update. We use u(k)i (i = 1, 2, 3) to denote the update in the i-th iteration
of the k-th meta iteration. It has been shown that the variational methods can achieve better
convergence property by iteratively updating the local and global parameters [12].
Algorithm 1 Variational Inference with Pairwise Structure (VIPS)
input : Adjacency matrix A ∈ {0, 1}n×n, model parameter p, q, pi.
output :The estimated node label vector u.
Initialize the elements of u0 i.i.d. from distribution fµ defined on [0, 1] with mean µ and θ10 = θ01 =
θ11 = 0;
Randomly select n/2 nodes as P1 and the other n/2 nodes as P2;
Partite A as blocks Azz, Azy, Ayz, Ayy ∈ {0, 1}m×m that corresponds to the linkage between (P1, P1),
(P1, P2), (P2, P1), (P2, P2) respectively;
Set M = 4t(A− λ(J − I)),Λ = diag(Azy), S = 2t(diag(Azy)− λI)1
while not converged do
θ10 = [M zz,M zy − Λ](u− 121)− S
Update u = (φ, ξ) by (4)
θ01 = [Myz − Λ,Myy](u− 121)− S
Update u = (φ, ξ) by (4)
θ11 = [M zz +Myz − Λ,Myy +M zy − Λ](u− 121)
Update u = (φ, ξ) by (4)
end
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Remark 1. So far we have derived the updates and described the optimization algorithm
when the true parameters p, q are known. When they are unknown, they can be updated jointly
with the variational parameter u after each meta iteration as
p =
(1n − u)TA(1n − u) + uTAu+ 2(1m − ψ10 − ψ01)Tdiag(Azy)1m
(1n − u)T (J − I)(1n − u) + uT (J − I)u+ 2(1m − ψ10 − ψ01)T1m
q =
(1n − u)TAu+ (ψ10 + ψ01)Tdiag(Azy)1m
(1n − u)T (J − I)un + (ψ10 + ψ01)T1m (6)
Although it is typical to update p, q and u jointly, as shown in [22], analyzing MFVI updates
with known parameters can shed light on the convergence behavior of the algorithm. Initializing
u randomly while jointly updating p, q always leads MFVI to an uninformative local optima.
For this reason, in what follows we will analyze Algorithm 1 in the context of both fixed and
updating parameters.
3 Main results
In this section, we present theoretical analysis of the algorithm in three settings: (i) When
the true model parameters p, q are known; (ii) When the parameters are not known exactly
but not too far from the true values, and they are held fixed throughout the updates; (iii)
Starting from some reasonable guesses of the parameters, updating them jointly with p, q.
In the following analysis, we will frequently use the eigen-decomposition of the expected
adjacency matrix P = E[A] = p+q
2
1n1
T
n +
p−q
2
v2v
T
2 − pI where v2 = (v21, v22)T = (1C1 −
1C2 ,1C′1 −1C′2)T is the second eigenvector. Noticing the membership information is contained
in the second eigenvector, the projection |〈u, v2〉| is equivalent to the `1 error from true
label z∗ (up-to label permutation) by ‖u− z∗‖1 = m− |〈u, v2〉|. We consider the case where
p  q  ρn where the density ρn → 0 at some rate.
When the true parameters p, q are known, it has been shown [29] that with non-negligible
probability, MFVI converges to the stationary points with random initializations. For VIPS,
we show a stronger result in this setting, which is that the convergence happens with
probability approaching 1. In addition, unlike MFVI, the convergence holds for general
random initializations. We will first consider the situation when u0 is initialized from a
distribution centered at µ = 1
2
and show the results for µ 6= 1
2
in Corollary 1.
Theorem 1 (Sample behavior for known parameters). Assume θ10, θ01, θ11 are initialized
as 0 and the elements of u0 = (φ(0), ξ(0)) are initialized i.i.d. from Bernoulli(12). When√
nρn = Ω(log(n)), Algorithm 1 converges to the true labels asymptotically after the second
meta iteration, in the sense that
‖u(2)3 − z∗‖1 = n exp(−ΩP (nρn)))
z∗ are the true labels with z∗ = 1G1 or 1G2. The same convergence holds for all the later
iterations.
Proof. We provide a proof sketch here and defer the details to the supplement. We assume
for the first six iterations, we randomly partition A into six A(i), i = 0, . . . , 5 by assigning
6
each edge to one of the six subgraphs with equal probability. For the later iterations, we can
use the whole graph A. Then A(i)’s are independent with population matrix P/6. The graph
splitting is a widely used technique for theoretical convenience [6, 21] and allows us to bound
the noise in each iteration more easily. The main arguments involve lower bounding the size
of the projection |〈u, v2〉| in each iteration as it increases towards n/2, at which point the
algorithm achieves strong consistency. For ease of exposition, we will scale everything by 6 so
that p, q, λ correspond to the parameters for the full un-split matrix P . This does not affect
the analysis in any way.
In each iteration, we decompose the intermediate θ10, θ01, θ11 into blockwise constant
signal and random noise using the spectral property of the population matrix P . As an
illustration, in the first meta iteration, we write the update in (3) as signal plus noise,
θ10i = 4t(s11C1 + s21C2 + r
(0)
i ), θ
01
i = 4t(x11C′1 + x21C′2 + r
(1)
i )
θ11i = 4t(y11C1 + y21C2 + y11C′1 + y21C′2 + r
(2)
i )
where t is a constant and the noise has the form
r(i) = R(i)(u
(k)
j −
1
2
1) (7)
for appropriate j, k, where R(i) arises from the sample noise in the adjacency matrix. We
handle the noise from the first iteration r(0) with a Berry-Esseen bound conditional on u0,
and the later r(i) with a uniform bound. The blockwise constant signals s1, x1, y1 are updated
as (p+q
2
−λ)(〈u,1n〉−m) + (p−q2 )〈u, v2〉 and s2, x2, y2 are updated as (p+q2 −λ)(〈u,1n〉−m)−
(p−q
2
)〈u, v2〉. As 〈u, v2〉 increases throughout the iterations, the signals become increasingly
separated for the two communities. We show in the first meta iteration,
〈u1, v2〉 = OP (n√ρn), 〈u1,1〉 −m = 0
〈u2, v2〉 ≥ n
8
− oP (n), 〈u2,1〉 −m = 0
〈u3, v2〉 ≥ 1
4
n+ oP (n), −n
8
− oP (n) ≤ 〈u3,1〉 −m ≤ n
4
+ oP (n) (8)
After the second meta iteration we have
s
(2)
1 , x
(2)
1 , y
(2)
1 = ΩP (nρn); s
(2)
2 , x
(2)
2 , y
(2)
2 = −ΩP (nρn)
2y
(2)
1 − s(2)1 = ΩP (nρn), 2y(2)1 − x(2)1 = ΩP (nρn)
s
(2)
1 − (y(2)1 + y(2)2 ) = ΩP (nρn), x(2)1 − (y(2)1 + y(2)2 ) = ΩP (nρn)
(9)
Plugging (9) to (4), we have the desired convergence after the second meta iteration.
The next corollary shows the same convergence holds when we use a general random
initialization not centered at 1/2.
Corollary 1. Assume the elements of u0 are i.i.d. sampled from a distribution with mean
µ 6= 0.5. When √nρn = Ω(log(n)), applying Algorithm 1 with known p, q, we have ‖u(3)1 −
z∗‖1 = n exp(−ΩP (nρn))). The same order holds for all the later iterations.
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The proof relies on showing after the first iteration, u(1)1 behaves like nearly independent
Bernoulli(1
2
), the details of which can be found in the supplement.
The next proposition focuses on the behavior of special points in the optimization space
for u. In particular, we show that Algorithm 1 enables us to move away from the stationary
points 0 and 1, whereas in MFVI, the optimization algorithm gets trapped in these stationary
points [22].
Proposition 1 (Escaping from stationary points).
(i) (ψ00,ψ01, ψ10, ψ11) = (1,0,0,0), (0,0,0,1) are the stationary points of the pairwise
structured ELBO when p, q are known, which maps to u = 0n and 1n respectively.
(ii) With the updates in Algorithm 1, when u0 = 0n, 1n, VIPS converges to the true labels
with ‖u(3)1 − z∗‖1 = n exp(−ΩP (nρn))).
The above convergence results requires knowing the true parameters p and q. The next
corollary shows even if we do not have access to the true parameters, as long as some
reasonable estimates can be obtained, the same convergence as in Theorem 1 holds thus
demonstrating robustness to misspecified parameters. Here we hold the parameters fixed and
only update u as in Algorithm 1.
Proposition 2 (Parameter robustness). If we replace p, q with some pˆ, qˆ in Algorithm 1,
the same conclusion as in Theorem 1 holds if
1. p+q
2
> λˆ, 2. λˆ− q = Ω(ρn), 3. tˆ = Ω(1).
where tˆ = 1
2
log pˆ/(1−pˆ)
qˆ/(1−qˆ) , λˆ =
1
2tˆ
log 1−qˆ
1−pˆ .
When pˆ, qˆ  ρn, we need pˆ − qˆ = Ω(ρn) and pˆ, qˆ not too far from the true values. The
proof is deferred to the supplementary material.
Finally, we consider updating the parameters jointly with u (as explained in Remark 1)
by first initializing the algorithm with some reasonable p(0), q(0).
Theorem 2 (Updating parameters and u simultaneously). Suppose we initialize with some
p(0), q(0) satisfying the conditions in Proposition 2 and apply two meta iterations in Algorithm
1 to update u before updating p(1), q(1). After this, we alternate between updating u and the
parameters after each meta iteration. Then
p(1) = p+OP (
√
ρn/n), q
(1) = q +OP (
√
ρn/n),
‖u(2)3 − z∗‖1 = n exp(−Ω(nρn)),
and the same convergence is true for all the later iterations.
8
4 Experiments
In this section, we present some numerical results. In Figures 2 to 5 we show the effectiveness
of VIPS in our theoretical setting of two equal sized clusters. In Figures 5 (a) and (b) we
show that empirically the advantage of VIPS holds even for unbalanced community sizes and
K > 2.
In Figure 2, we compare the convergence property of VIPS with MFVI for initialization
from independent Bernoulli’s with means 0.1, 0.5, and 0.9. We randomly generate a graph
with n = 3000 nodes with parameters p0 = 0.2, q0 = 0.01 and show results from 50 random
trials. We plot min(‖u− z∗‖1, ‖u− (1− z∗)‖1), or the `1 distance of the estimated label u to
the ground truth z∗ on the Y axis versus the iteration number on the X axis. As shown in
Figure 2, when µ = 1
2
, the pairwise structured VI converges to z∗ after two meta iterations (6
iterations) for all the random initialization. In contrast, for MFVI, a fraction of the random
initialization converge to 0n and 1n. When µ 6= 12 , structured VI converges to the true label
after three meta iterations, whereas MFVI stays at the stationary points 0n and 1n. This is
consistent with our theoretical results and those in [22].
Figure 2: Y axis has L1 distance from ground truth, X axis shows number of iterations.
The line is the mean of 50 random trials and the shaded area shows the standard deviation.
Here n = 3000 and p0 = 0.2, q0 = 0.01 are fixed and known. u is initialized by Bernoulli
distribution with mean µ = 0.1, 0.5, 0.9 from the left to right.
In Figure 3, we show when the true p, q are unknown, how the dependency structure makes
the algorithm more robust to the estimated pˆ, qˆ. The heatmap represents the normalized
mutual information (NMI) [28] between u and z∗, where pˆ is varied on X axis and qˆ is varied
on the Y axis. We only examine pairs with pˆ > qˆ. The dashed line represents the true p, q
used to generate the graph. For each pˆ, qˆ pair, the mean NMI for 50 random initialization
with i.i.d Bernoulli(1
2
) is shown. The structured VI recovers true label in a range of estimated
pˆ, qˆ that is wider than MFVI. While this figure is for equal sized communities, similar results
hold for the unbalanced setting, which is deferred to the supplementary material.
In Figure 4, we compare VIPS with MFVI under different network sparsity and signal-
to-noise ratios defined by p0/q0. We plot the mean and standard deviation of NMI for 50
random trials in each setting. The p0 is estimated by pˆ as the density of the graph (average
degree divided by n) and qˆ = pˆ/3. In Figure 4-(a), the average expected degree is fixed and
p0/q0 increases on the X axis, whereas in Figure 4-(b), the SNR is fixed and we vary the
average expected degree on the X axis. The results indicate that in the low signal regime,
9
(a) MFVI (b) VIPS
Figure 3: NMI with different estimation of pˆ, qˆ with pˆ > qˆ, averaged over 50 random
initialization for each pˆ, qˆ. The true (p, q) = (0.2, 0.1), pi = 0.5 and n = 2000. The dashed
line indicates the true parameter values.
the dependency structure helps VIPS converge to z∗.
(a) (b)
Figure 4: Comparison of NMI under different ratio of true probability p0/q0 and the degree
of graph. The curve and error bar are mean and standard deviation of 50 random trials. (a)
Vary the p0/q0 with degree fixed at 70. (b) Vary the degree with the true p0/q0 = 2. In both
figures n = 2000.
Though our main results are proved in the two equal sized community SBM, we empirically
show similar results hold for pi 6= 0.5 and K > 2 and leave the theoretical analysis for future
work. In Figure 5-(a), the communities are imbalanced with pi = 0.3, which is assumed to
be known. In Figure 5-(b), similar to the setting in [22], we consider a SBM with three
equal-sized communities. The parameters are set as n = 600, p0 = 0.5, q0 = 0.01 and the
random initialization is from Dirichlet(1, 1, 1). The exact outcome of 100 random runs is
shown in the supplementary material.
Additional experiments show that VIPS with estimated but fixed parameters, fixed true
parameters and parameters updated in the algorithm with Eq 6 converge to the truth when
initialized by independent Bernoullis. These are in the supplementary material.
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(a) (b)
Figure 5: Comparison of VIPS and MFVI using error-bars from 50 random trials. (a) pi = 0.3,
n = 2000, average degree=50. The ratio p0/q0 is changed. (b) K =3, n = 600, p0 = 0.2
and q0 are changed to get different SNR.
5 Discussion
In this paper, we propose a simple Variational Inference algorithm with Pairwise Structure
(VIPS) in a stochastic blockmodel with two equal sized communities. Variational inference
has been extensively applied in the latent variable models mainly due to their scalability and
flexibility for incorporating changes in model structure. However the theoretical understanding
of the convergence properties is limited and mostly restricted to the mean field setting with
fully factorized variational distributions (MFVI). Theoretically we prove that in a SBM
with two equal sized communities, VIPS can converge to the ground truth with probability
tending to one for different random initialization schemes and a range of graph densities. In
contrast, MFVI only converges for a constant fraction of Bernoulli(1/2) random initialization.
We consider settings where the model parameters are known, estimated or appropriately
updated as part of the iterative algorithm. Empirically, we show the theoretical results can be
generalized to sparser graph density regimes and more general model settings with unequal
cluster sizes and more than two clusters. In these settings, the dependency structure improves
the robustness of convergence.
Appendix
This appendix contains detailed proofs and derivation of theoretical results presented in the
main paper “A Theoretical Case Study of Structured Variational Inference for Community
Detection”, and additional experimental results. In particular, Section A contains the detailed
derivation of updates of the Variational Inference with Pairwise Structure (VIPS) algorithm.
Section B contains additional experimental results and figures, and Section C contains detailed
proofs of the theoretical results presented in the main paper.
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A Detailed Derivation of the Updates of VIPS
In the main paper (1), the Evidence Lower BOund (ELBO) for pairwise structured variational
inference is
L(Q; pi,B) =1
2
EQ
∑
i 6=j,a,b
ZiaZjb(A
zz
ij αab + f(αab)) +
1
2
EQ
∑
i 6=j,a,b
YiaYjb(A
yy
ij αab + f(αab))
+EQ
∑
i 6=j,a,b
ZiaYjb(A
zy
ij αab + f(αab)) + EQ
∑
i,a,b
ZiaYib(A
zy
ii αab + f(αab))
−
m∑
i=1
KL(Q(zi, yi)||P (zi)P (yi))
where αab = log(Bab/(1 − Bab)) and f(α) = − log(1 + eα). Denote the first four terms in
ELBO as T1, T2, T3, T4, where T1, T2 correspond to the likelihood of the blocks Azz and Ayy
in the adjacency matrix, T3 corresponds to the likelihood of (zi, yj), i 6= j and T4 corresponds
to (zi, yi). Plugging in the marginal density of the independent nodes in T1, T2, T3 and joint
density of the dependent nodes in T4, we have
T1 =
1
2
∑
i 6=j
{
[(1− φi)(1− φj) + φiφj](Azzij log
p
1− p + log(1− p))+ (A.1)
[(1− φi)φj + φi(1− φj)](Azzij log
q
1− q + log(1− q))
}
T2 =
1
2
∑
i 6=j
{
[(1− ξi)(1− ξj) + ξiξj](Ayyij log
p
1− p + log(1− p))+ (A.2)
[(1− ξi)ξj + ξi(1− ξj)](Ayyij log
q
1− q + log(1− q))
}
T3 =
∑
i 6=j
{
[(1− φi)(1− ξj) + φiξj](Azyij log
p
1− p + log(1− p))+ (A.3)
[(1− φi)ξj + φi(1− ξj)](Azyij log
q
1− q + log(1− q))
}
T4 =
∑
i
{
(1− ψ01i − ψ10i )(Azyii log
p
1− p + log(1− p))+ (A.4)
(ψ01i + ψ
10
i )(A
zy
ii log
q
1− q + log(1− q))
}
The KL regularization term (2) is
KL(Q(zi, yi)||P (zi)P (yi)) =ψ00i log
ψ00i
(1− pi)2 + ψ
01
i log
ψ01i
pi(1− pi)+
ψ10i log
ψ10i
pi(1− pi) + ψ
11
i log
ψ11i
pi2
=
∑
0≤a,b≤1
ψabi log
ψabi
piapib(1− pi)1−a(1− pi)1−b
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To take the derivative of L(Q; pi,B) with respect to ψabi , ab 6= 0, we first have the derivative
of the KL term
∂
∂ψabi
KL(Q(zi, yi)||P (zi)P (yi)) = log ψ
ab
i
pia+b(1− pi)2−a−b − log
ψ00i
(1− pi)2 (A.5)
= log
ψabi
1− ψ01i − ψ10i − ψ11i
(pi =
1
2
) (A.6)
Denote the right hand side of Eq. (A.6) as θabi := log
ψabi
1−ψ01i −ψ10i −ψ11i
. For the reconstruction
terms, denoting T (a, p) := a log( p
1−p)+log(1−p) for simplicity, the derivative can be computed
as
∂
∂ψ10i
(
∑
Tk) =
∑
j,j 6=i
[
(2φj − 1)T (Azzij , p)− (2φj − 1)T (Azzij , q)
]
+ (A.7)
∑
j,j 6=i
[
(2ξj − 1)T (Azyij , p)− (2ξj − 1)T (Azyij , q)
]
+[
− T (Azyii , p) + T (Azyii , q)
]
∂
∂ψ01i
(
∑
Tk) =
∑
j,j 6=i
[
(2ξj − 1)T (Ayyij , p)− (2ξj − 1)T (Ayyij , q)
]
+ (A.8)
∑
j,j 6=i
[
(2φj − 1)T (Azyji , p)− (2φj − 1)T (Azyji , q)
]
+[
− T (Azyii , p) + T (Azyii , q)
]
∂
∂ψ11i
(
∑
Tk) =
∑
j,j 6=i
[
(2φj − 1)T (Azzij , p)− (2φj − 1)T (Azzij , q)
]
+ (A.9)
∑
j,j 6=i
[
(2ξj − 1)T (Ayyij , p)− (2ξj − 1)T (Ayyij , q)
]
+
∑
j,j 6=i
[
(2ξj − 1)T (Azyij , p)− (2ξj − 1)T (Azyij , q)
]
+
∑
j,j 6=i
[
(2φj − 1)T (Azyji , p)− (2φj − 1)T (Azyji , q)
]
Setting the derivatives to 0 we get the update for θ as (3).
B Additional experimental results
In Figure A.1, we compare VIPS with parameters p, q fixed at the true values (True),
estimated using (mean(A),mean(A)/2) but fixed (Estimate) and updated in the algorithm
13
(Update) using Eq 6. In all settings, VIPS successfully converges to the ground truth, which
is consistent with our theoretical results and show robustness of the parameter setting.
Figure A.1: The trace plot for the ‖u− z∗‖1. The dot line is the mean curve of 50 random
trials and the shaded area is the standard deviation. Here n = 2000 and p0 = 0.1, q0 = 0.02.
u is initialized by Bernoulli distribution with mean µ = 0.1, 0.5, 0.9 from the left to right.
In Figure A.2, we demonstrate the robustness of VIPS to the parameter estimation in the
unbalanced community with pi = 0.3.
(a) MFVI (b) VIPS
Figure A.2: NMI with different estimation of pˆ, qˆ with pˆ > qˆ, averaged over 50 random
initialization for each pˆ, qˆ. The true (p, q) = (0.2, 0.1), pi = 0.3 and n = 2000.
In Figure A.3 each row of the plot represents the estimated membership of one random
trial. We show VIPS can recover true membership with higher probability than MFVI.
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(a) MFVI (b) VIPS
Figure A.3: Compare VIPS and MFVI when K=3 for known p0, q0 in 100 random trials.
p0 = 0.5, q0 = 0.01. Rows permuted for visual clarity.
C Proofs of main results
To prove Theroem 1, we first need a few lemmas. First we have the following lemma for the
parameters p, q and λ.
Lemma A.1. If p  q  ρn, ρn → 0 and p > q, then
λ− q = Ω(ρn) > 0, (C.1)
p+ q
2
− λ = Ω(ρn) > 0. (C.2)
Proof. The proof follows from Proposition 2 in [30].
In the proof, we utilize the spectral property of the population matrix P and generalize it
to the finite sample case by bounding the term related to the residual R = A− P . We use
Berry-Esseen Theorem to bound the residual terms conditioning on u.
Lemma A.2 (Berry-Esseen bound). Define
ri =
n∑
j=1
(Aij − Pij)(u(j)− 1
2
), (C.3)
where u and A are independent.
sup
x∈R
|P (ri/σu ≤ x | u)− Φ(x)| ≤ Cρu
σ3u
,
where C is a general constant, Φ(·) is the CDF of standard Gaussian, ρu and σu depend on
u.
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Proof. Since ri is the sum of independent, mean zero random variables, the sum of the
conditional variances is
σ2u = Var(ri|u) =p(1− p)
∑
i∈G1
(u(i)− 1
2
)2 + q(1− q)
∑
i∈G2
(u(i)− 1
2
)2,
and the sum of the conditional absolute third central moments is
ρu =p(1− p)(1− 2p+ 2p2)
∑
i∈G1
|u(i)− 1
2
|3 + q(1− q)(1− 2q + 2q2)
∑
i∈G2
|u(i)− 1
2
|3.
The desired bound follows from the Berry-Esseen Theorem.
The next lemma shows despite the fact that A introduces some dependency among ri due
to its symmetry, we can still treat ri as almost iid.
Lemma A.3 (McDiarmid’s Inequality). Let ri be the noise defined in Lemma A.2 and let
h(ri) be a bounded function with ‖h‖∞ ≤M . Then
P
(∣∣∣∣∣ 2n∑
i∈A
h(ri)− E(h(ri)|u)
∣∣∣∣∣ > w | u
)
≤ exp
(
−c0w
2
nM
)
for some general constant c0, provided |A| = ΘP (n).
Proof. The proof follows from Lemma 20 in [30].
Lemma A.4. Let ri be defined as in Lemma A.2 and assume A and u are independent, we
have supi∈A |ri| = OP (
√
nρn log n) if the index set |A| = ΘP (n).
Proof. Since ri is the sum of independent bounded random variables, for all i, ri = OP (
√
nρn).
By Hoeffding inequility, we know for all t > 0
P (|ri| > t) ≤ exp(− t
2
2nρn
)
and by the union bound
P (sup
i
|ri| > t) ≤ exp(C log n− t
2
2nρn
)
For ∀ > 0, let t = C
√
nρn log n with n
C2
2
−1 > 1/, then by definition supi |ri| = OP (
√
nρn log n)
Next we have a lemma ensuring the signal in the first iteration is not too small.
Lemma A.5 (Littlewood-Offord). Let s1 = (p−λ)
∑
i∈G1(u0(i)−1/2)+(q−λ)
∑
i∈G2(u0(i)−
1/2), s2 = (q − λ)
∑
i∈G1(u0(i)− 1/2) + (p− λ)
∑
i∈G2(u0(i)− 1/2). Then
P (|s1| ≤ c) ≤ B · c
ρn
√
n
for c > 0. The same bound holds for |s2|, |s1 − s2|.
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Proof. Noting that 2u0(i)− 1 ∈ {−1, 1} each with probability 1/2, and Lemma A.1, this is a
direct consequence of the Littlewood-Offord bound in [8].
Finally, we have the following upper and lower bound for some general update φi.
Lemma A.6. Assume φi has the update form φi = (a+ e4t(s+ri))/(b+ e4t(s+ri)) for i ∈ [m],
b > a > 0 and b− a, (b− a)/b are of constant order. ri is defined as in Lemma A.2. Let set
A ⊂ [m], with ∆ > 0, we have∑
i∈A
φi ≥|A| − b− a
b
|A|Φ(−s+ ∆
σu
)− C ′|A|ρu
σ3u
− C ′′|A|e−4t∆ −OP (
√
|A|),
∑
i∈A
φi ≤|A| − b− a
b
|A|Φ(−s−∆
σu
) + C ′|A|ρu
σ3u
+ |A|e−4t∆ +OP (
√
|A|).
Proof. Define the set J+ = {i : ri > −s+ ∆}, ∆ ≥ 0. For i ∈ A ∩ J+
φi =
a+ e4t(s+ri)
b+ e4t(s+ri)
≥ a+ e
4t∆
b+ e4t∆
≥ 1− (b− a)e−4t∆
For i ∈ (A ∩ J+)c, φi ≥ a/b, therefore∑
i∈A
φi ≥|A ∩ J+|(1− (b− a)e−4t∆) + a
b
(|A| − |A ∩ J+|)
=|A ∩ J+|(b− a
b
− (b− a)e−4t∆) + a
b
|A|
By Lemmas A.2 and A.3, we have
|A ∩ J+| =
∑
i∈A
1[ri > −s+ ∆]
=|A| · P (ri > −s+ ∆) +OP (
√
|A|)
≥|A| · (1− Φ(−s+ ∆
σu
)− C0 ρu
σ3u
) +OP (
√
|A|).
Combining the above,∑
i∈A
φi ≥|A| − b− a
b
|A|Φ(−s+ ∆
σu
)− C ′|A|ρu
σ3u
− C ′′|A|e−4t∆ −OP (
√
|A|)
Similarly, define the set J− = {i : ri < −s−∆}, ∆ ≥ 0. For i ∈ A ∩ J−,
φi =
a+ e4t(s+ri)
b+ e4t(s+ri)
≤ a+ e
−4t∆
b+ e−4t∆
≤ a
b
+ e−4t∆
For i ∈ (A ∩ J−)c, φi ≤ 1, so∑
i∈A
φi ≤|A ∩ J−|(a
b
+ e−4t∆) + (|A| − |A ∩ J−|)
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=|A| − |A ∩ J−|(1− a
b
− e−4t∆) +OP (
√
|A|)
By Lemmas A.2 and A.3,
|A ∩ J−| ≥ |A| · (Φ(−s−∆
σu
)− C0 ρu
σ3u
)−OP (
√
|A|)
so ∑
i∈A
φi ≤|A| − b− a
b
|A|Φ(−s−∆
σu
) + C ′|A|ρu
σ3u
+ |A|e−4t∆ +OP (
√
|A|)
Proof of Theorem 1. Throughout the proof, we assume A has self-loops for convenience,
which does not affect the asymptotic results.
Analysis of the first iteration in the first meta iteration:
Using the graph split A(0), we write the update of θ10 as
θ10 =4t([6(A(0))zz, 6(A(0))zy]− λJ)(u0 − 1
2
1n)
= 4t([P zz, P zy]− λJ)(u0 − 1
2
1n)︸ ︷︷ ︸
signal
+ 4t[6(A(0))zz − P zz, 6(A(0))zy − P zy](u0 − 1
2
1n),︸ ︷︷ ︸
noise
(C.4)
where P is the population matrix ofA. DenoteR(0) = 6A(0)−P and r(0) = [(R(0))zz, (R(0))zy](u0−
1
2
1) Since P has singular value decomposition as P = p+q
2
1n1
T
n +
p−q
2
v2v
T
2 , the signal part is
blockwise constant and we can write
θ10 = 4t(s11C1 + s21C2 + r
(0)), (C.5)
where
s1 =(
p+ q
2
− λ)(〈u0,1n〉 −m) + (p− q
2
)〈u0, v2〉
s2 =(
p+ q
2
− λ)(〈u0,1n〉 −m)− (p− q
2
)〈u0, v2〉 (C.6)
By (4), since we initialize with θ01, θ11 = 0, the marginal probabilities are updated as
φ(1) =
1 + eθ
10
3 + eθ10
, ξ(1) =
2
3 + eθ10
(C.7)
Next we show the signal |〈u1, v2〉| increases from OP (
√
n) to ΩP (n
√
ρn). (We omit the
superscript on u now for simplicity.) Since
〈u1, v2〉 = 〈φ(1), v21〉+ 〈ξ(1), v22〉 =
∑
i∈C1
φ
(1)
i −
∑
i∈C2
φ
(1)
i + 〈ξ(1), v22〉
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we use Lemma A.6 to bound
∑
i∈C1 φ
(1)
i and
∑
i∈C2 φ
(1)
i . Since s1 and s2 depends on u0, we
consider two cases conditioning on u0.
Case 1 : s1 > s2. By Lemma A.6, let ∆ = 14(s1 − s2) with A = C1, C2, (a, b) = (1, 3),
conditioning on u0,∑
i∈C1
φ
(1)
i ≥
n
6
(1− Φ(−s1 −
1
4
(s1 − s2)
σu
)) +
n
12
− C ′nρu
σ3u
− C ′′ne−t(s1−s2) −OP (
√
n),
∑
i∈C2
φ
(1)
i ≤
n
4
− n
6
Φ(−s2 +
1
4
(s1 − s2)
σu
) + C ′n
ρu
σ3u
+ C ′′ne−t(s1−s2) +OP (
√
n),
where the OP (
√
n) term can be made uniform in u0. So we have
〈φ(1), v21〉 ≥n
6
(Φ(−s2 +
1
4
(s1 − s2)
σu
)− Φ(−s1 −
1
4
(s1 − s2)
σu
))
− C ′nρu
σ3u
− C ′′ne−t(s1−s2) −OP (
√
n)
≥ n
6
√
2pi
(
s1 − s2
2σu
) exp
(−s21 ∨ s22
2σ2u
)
− C ′nρu
σ3u
− C ′′ne−t(s1−s2) −OP (
√
n). (C.8)
Here to approximate the CDF Φ, we have used
|Φ(x)− 1/2| = 1√
2pi
∫ |x|
0
e−u
2/2du
≥ |x|√
2pi
e−x
2/2. (C.9)
Case 2 : s1 < s2. The same analysis applies with s1 and s2 interchanged.
Combining Case 1 and Case 2, for any given u0,
|〈φ(1), v21〉| ≥ n
6
√
2pi
(
|s1 − s2|
2σu
) exp
(−s21 ∨ s22
2σ2u
)
− C ′nρu
σ3u
− C ′′ne−t|s1−s2| −OP (
√
n). (C.10)
We note that |s1|, |s2|, |s1 − s2| are of order ΩP (ρn
√
n) by Lemma A.5. Also σ2u, ρu  nρn,
e−4t|s1−s2| = exp(−Ω(ρn
√
n)). We can conclude that |〈φ(1), v21〉| = ΩP (
√
nρn).
For 〈ξ(1), v22〉 we have
〈ξ(1), v22〉 =
∑
i∈C′1
ξ
(1)
i −
∑
i∈C′2
ξ
(1)
i =
∑
i∈C′2
φ
(1)
i −
∑
i∈C′1
φ
(1)
i + |C1| − |C2|
=OP (
√
n)
Therefore we have |〈u1, v2〉| = ΩP (n√ρn). By (C.7), 〈u1,1〉 −m = 0.
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Due to the symmetry in s1 and s2, WLOG in the following analysis, we assume 〈u1, v2〉 > 0
(equivalently s1 > s2).
Analysis of the second iteration in the first meta iteration:
Similar to (C.4), we can write
θ01 =4t([6(A(1))yz, 6(A(1))yy]− λJ)(u1 − 1
2
1n)
= 4t([P yz, P yy]− λJ)(u1 − 1
2
1n)︸ ︷︷ ︸
signal
+ 4t(R(1))yz(φ(1) − 1
2
1m) + 4t(R
(1))yy(ξ(1) − 1
2
1m)︸ ︷︷ ︸
noise := 4tr(1)i
.
Noting the signal part is blockwise constant, we have
θ01 = 4t(x11C′1 + x21C′2 + r
(1)),
where
x1 =(
p+ q
2
− λ)(〈u1,1n〉 −m) + (p− q
2
)〈u1, v2〉
x2 =(
p+ q
2
− λ)(〈u1,1n〉 −m)− (p− q
2
)〈u1, v2〉
By (C.7), φ(1) = 1m − ξ(1), so 〈u1,1n〉 −m = 0 and
x1 =(
p− q
2
)〈u1, v2〉,
x2 =− x1.
It follows then from the first iteration that x1,−x2 = ΩP (nρ3/2n ). The update for u2 is
φ(2) =
1 + eθ
10
2 + eθ10 + eθ01
, ξ(2) =
1 + eθ
01
2 + eθ10 + eθ01
(C.11)
Since the signal part of θ10 and θ01 are blockwise constant on C1, C2 and C ′1, C ′2 respectively,
〈u2, v2〉 can be calculated as
〈φ(2), v21〉 =
∑
i∈C11
1 + e4t(s1+r
(0)
i )
2 + e4t(s1+r
(0)
i ) + e4t(x1+r
(1)
i )
+
∑
i∈C12
1 + e4t(s1+r
(0)
i )
2 + e4t(s1+r
(0)
i ) + e4t(x2+r
(1)
i )
−
∑
i∈C21
1 + e4t(s2+r
(0)
i )
2 + e4t(s2+r
(0)
i ) + e4t(x1+r
(1)
i )
−
∑
i∈C22
1 + e4t(s2+r
(0)
i )
2 + e4t(s2+r
(0)
i ) + e4t(x2+r
(1)
i )
〈ξ(2), v22〉 =
∑
i∈C11
1 + e4t(x1+r
(1)
i )
2 + e4t(s1+r
(0)
i ) + e4t(x1+r
(1)
i )
+
∑
i∈C21
1 + e4t(x1+r
(1)
i )
2 + e4t(s2+r
(0)
i ) + e4t(x1+r
(1)
i )
20
−
∑
i∈C12
1 + e4t(x2+r
(1)
i )
2 + e4t(s1+r
(0)
i ) + e4t(x2+r
(1)
i )
−
∑
i∈C22
1 + e4t(x2+r
(1)
i )
2 + e4t(s2+r
(0)
i ) + e4t(x2+r
(1)
i )
In the case of 〈u1, v2〉 > 0, we know , s1 > s2 and x1 > 0 > x2. We first show that
〈φ(2), v21〉 is positive by finding a lower bound for the summations over C12, C21, C22 (since
the sum over C11 is always positive).
For the summation over C12, note that |x2| dominates both s1 and r(0)i , r(1)i by Lemma
A.4, we have
∑
i∈C12
1 + e4t(s1+r
(0)
i )
2 + e4t(s1+r
(0)
i ) + e4t(x2+r
(1)
i )
=
∑
i∈C12
1 + e4t(s1+r
(0)
i )
2 + e4t(s1+r
(0)
i )
+ n exp(−ΩP (nρ3/2n )).
To lower bound the first term, we use Lemma A.6 by first conditioning on u0,∑
i∈C12
1 + e4t(s1+r
(0)
i )
2 + e4t(s1+r
(0)
i )
≥n
8
(
1− 1
2
Φ(
−s1 + ∆
σu
)
)
− C ′nρu
σ3u
− C ′′ne−4t∆ −OP (
√
n) (C.12)
For the summation over C22,∑
i∈C22
1 + e4t(s2+r
(0)
i )
2 + e4t(s2+r
(0)
i ) + e4t(x2+r
(1)
i )
≤
∑
i∈C22
1 + e4t(s2+r
(0)
i )
2 + e4t(s2+r
(0)
i )
≤n
8
(
1− 1
2
Φ(
−s2 −∆
σu
)
)
+ C ′n
ρu
σ3u
+ C ′′ne−4t∆ +OP (
√
n) (C.13)
For the summation over C21, x1 dominates s2 and r
(0)
i , r
(1)
i by Lemma A.4,∑
i∈C21
1 + e4t(s2+r
(0)
i )
2 + e4t(s2+r
(0)
i ) + e4t(x1+r
(1)
i )
= n exp(−ΩP (nρ3/2n )). (C.14)
Combining (C.12) - (C.14), setting ∆ = 1
4
(s1 − s2), we have
〈φ(2), v21〉 ≥ n
8
[1
2
Φ(
−s2 −∆
σu
)− 1
2
Φ(
−s1 + ∆
σu
)
]− C ′nρu
σ3u
− C ′′ne−4t∆ −OP (
√
n)
≥ n
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1√
2pi
(
s1 − s2
σu
) exp
(−s21 ∨ s22
2σ2u
)− C ′nρu
σ3u
− C ′′ne−t(s1−s2) −OP (
√
n)
by the same argument as (C.8). As before, we can see that
〈φ(2), v21〉 = ΩP (n√ρn)
For 〈ξ(2), v22〉, since (1 + ex)/(2 + ex) ≤ 1/2 + ex, we have∑
i∈C12
1 + e4t(x2+r
(1)
i )
2 + e4t(s1+r
(0)
i ) + e4t(x2+r
(1)
i )
+
∑
i∈C22
1 + e4t(x2+r
(1)
i )
2 + e4t(s2+r
(0)
i ) + e4t(x2+r
(1)
i )
21
≤n
8
+
∑
i∈C′2
e4t(x2+r
(1)
i ) +OP (
√
n)
≤n
8
+OP (
√
n). (C.15)
For the other two sums, we have
∑
i∈C11
1 + e4t(x1+r
(1)
i )
2 + e4t(s1+r
(0)
i ) + e4t(x1+r
(1)
i )
≥ n
8
−OP (
√
n)− n exp(−ΩP (nρ3/2n )),
≥ n
8
−OP (
√
n) (C.16)
and ∑
i∈C21
1 + e4t(x1+r
(1)
i )
2 + e4t(s2+r
(0)
i ) + e4t(x1+r
(1)
i )
≥ n
8
−OP (
√
n) (C.17)
Equations (C.15) - (C.17) imply
〈ξ(2), v22〉 ≥ n
8
−OP (
√
n).
Therefore 〈u2, v2〉 ≥ n/8−OP (
√
n). Since by (C.11), φ(2) = 1m − ξ(2), the inner product
〈u2,1〉 −m = 0.
Analysis of the third iteration in the first meta iteration:
Similar to the previous two iterations, we can write
θ11 = 4t(y11C1 + y21C2 + y11C′1 + y21C′2 + r
(2)),
where
y1 = (
p− q
2
)〈u2, v2〉, y2 = −y1
r(2) = [(R(2))zz, (R(2))zy](u2 − 1
2
1n) + [(R
(2))yz, (R(2))yy](u2 − 1
2
1n).
It follows from the second iteration that y1,−y2 = ΩP (nρn).
The update for u3 is
φ(3) =
eθ
11
+ eθ
10
1 + eθ10 + eθ01 + eθ11
, ξ(3) =
eθ
11
+ eθ
01
1 + eθ10 + eθ01 + eθ11
(C.18)
The 〈u3, v2〉 can be calculated as
〈u3, v2〉 =∑
i∈C11
2e8t(y1+r
(2)
i ) + e4t(x1+r
(1)
i ) + e4t(s1+r
(0)
i )
1 + e4t(s1+r
(0)
i ) + e4t(x1+r
(1)
i ) + e8t(y1+r
(2)
i )
+
∑
i∈C12
e4t(s1+r
(0)
i ) − e4t(x2+r(1)i )
1 + e4tr
(2)
i + e4t(s1+r
(0)
i ) + e4t(x2+r
(1)
i )
22
+
∑
i∈C21
e4t(x1+r
(1)
i ) − e4t(s2+r(0)i )
1 + e4tr
(2)
i + e4t(s2+r
(0)
i ) + e4t(x1+r
(1)
i )
−
∑
i∈C22
2e8t(y2+r
(2)
i ) + e4t(s2+r
(0)
i ) + e4t(x2+r
(1)
i )
1 + e4t(s2+r
(0)
i ) + e4t(x2+r
(1)
i ) + e8t(y2+r
(2)
i )
(C.19)
Using the order of the x terms and y terms and Lemma A.4, we can lower bound 〈u3, v2〉
by
〈u3, v2〉 ≥ n
4
+
∑
i∈C12
e4t(s1+r
(0)
i )
1 + e4tr
(2)
i + e4t(s1+r
(0)
i )
+
n
8
−
∑
i∈C22
e4t(s2+r
(0)
i )
1 + e4t(s2+r
(0)
i )
−OP (
√
n)
≥ n
4
−OP (
√
n). (C.20)
Next we bound 〈u3,1n〉 −m.
〈u3,1n〉 =∑
i∈C11
2e8t(y1+r
(2)
i ) + e4t(x1+r
(1)
i ) + e4t(s1+r
(0)
i )
1 + e4t(s1+r
(0)
i ) + e4t(x1+r
(1)
i ) + e8t(y1+r
(2)
i )
+
∑
i∈C12
2e4tr
(2)
i + e4t(s1+r
(0)
i ) + e4t(x2+r
(1)
i )
1 + e4tr
(2)
i + e4t(s1+r
(0)
i ) + e4t(x2+r
(1)
i )
+
∑
i∈C21
2e4tr
(2)
i + e4t(x1+r
(1)
i ) + e4t(s2+r
(0)
i )
1 + e4tr
(2)
i + e4t(s2+r
(0)
i ) + e4t(x1+r
(1)
i )
+
∑
i∈C22
2e8t(y2+r
(2)
i ) + e4t(s2+r
(0)
i ) + e4t(x2+r
(1)
i )
1 + e4t(s2+r
(0)
i ) + e4t(x2+r
(1)
i ) + e8t(y2+r
(2)
i )
,
(C.21)
Then
〈u3,1n〉 = 3n
8
+
∑
i∈C12
2e4tr
(2)
i + e4t(s1+r
(0)
i )
1 + e4tr
(2)
i + e4t(s1+r
(0)
i )
+
∑
i∈C22
e4t(s2+r
(0)
i )
1 + e4t(s2+r
(0)
i )
+OP (
√
n),
〈u3,1n〉 ≥ 3n
8
−OP (
√
n),
and
〈u3,1n〉 ≤ 3n
8
+
∑
i∈C12
(
e4tr
(2)
i
1 + e4tr
(2)
i + e4t(s1+r
(0)
i )
+
e4tr
(2)
i + e4t(s1+r
(0)
i )
1 + e4tr
(2)
i + e4t(s1+r
(0)
i )
)
+
∑
i∈C22
e4t(s2+r
(0)
i )
1 + e4t(s2+r
(0)
i )
+OP (
√
n)
≤ 3n
4
+OP (
√
n)
It follows then
−n/8−OP (
√
n) ≤ 〈u3,1n〉 −m ≤ n/4 +OP (
√
n). (C.22)
Analysis of the second meta iteration:
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We first show that from the previous iteration, the signal 〈u3, v2〉 will always dominate
|〈u3,1n〉 − m| which gives desired sign and magnitude of the logits. Then we show the
algorithm converges to the true labels after the second meta iteration.
Using the same decomposition as (C.5),
s
(2)
1 =(
p+ q
2
− λ)(〈u(1)3 ,1n〉 −m) +
p− q
2
〈u(1)3 , v2〉 (C.23)
≥ −n
8
(
p+ q
2
− λ) + n
4
· p− q
2
− oP (nρn)
≥ n
8
(λ− q)− oP (nρn)
s
(2)
2 =(
p+ q
2
− λ)(〈u(1)3 ,1n〉 −m)−
p− q
2
〈u(1)3 , v2〉 (C.24)
≤ n
4
(
p+ q
2
− λ)− n
4
· p− q
2
+ oP (nρn)
= −n
4
(λ− q) + oP (nρn), (C.25)
where we have used Lemma A.1.
After the first meta iteration, the logits satisfy
s
(2)
1 ,−s(2)2 = ΩP (nρn), x(1)1 ,−x(1)2 = ΩP (nρ
3
2
n ),
y
(1)
1 ,−y(1)2 = ΩP (nρn).
Here we have added the superscripts for the first meta iteration for clarity.
In the first iteration of the second meta iteration, 〈u(2)1 , v2〉 is computed as (C.19) with s1
and s2 replaced with s
(2)
1 and s
(2)
2 and the noise replaced accordingly. It is easy to see that
〈u(2)1 , v2〉 ≥
3n
8
− oP (n). (C.26)
Similarly from (C.21),
−n
8
− oP (n) ≤ 〈u(2)1 ,1n〉 −m ≤ oP (n). (C.27)
The logits are updated as (p+q
2
− λ)(〈u(2)1 ,1n〉 −m)± p−q2 〈u(2)1 , v2〉, so
x
(2)
1 ,−x(2)2 = ΩP (nρn), (C.28)
The same analysis and results hold for u(2)2 and (y
(2)
1 , y
(2)
2 ). We now show after the second
meta iteration, in addition to the condition (C.28), we further have
2y
(2)
1 − s(2)1 = ΩP (nρn), 2y(2)1 − x(2)1 = ΩP (nρn) (C.29)
To simplify notation, let
αi(s1, x1, y1) :=
2e8t(y1+r
(y)
i ) + e4t(x1+r
(x)
i ) + e4t(s1+r
(s)
i )
1 + e4t(s1+r
(s)
i ) + e4t(x1+r
(x)
i ) + e8t(y1+r
(y)
i )
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where r’s are the noise associated with each signal and we have Lemma A.4 bounding their
order uniformly.
We first provide an upper bound on 〈u(1)3 , v2〉. In (C.19),
〈u(1)3 , v2〉 ≤
n
4
+
∑
i∈C12
e4t(s
(1)
1 +r
(0)
i )
1 + e4t(s
(1)
1 +r
(0)
i )
+
n
8
−
∑
i∈C22
e4t(s
(1)
2 +r
(0)
i )
1 + e4t(s
(1)
2 +r
(0)
i )
+OP (
√
n)
≤ 3n
8
+
n
8
(
Φ(
−s(1)2 + ∆
σu
)− Φ(−s
(1)
1 −∆
σu
)
)
+ C ′n
ρu
σ3u
+ C ′′ne−4t∆ +OP (
√
n)
≤ 3n
8
+ oP (n). (C.30)
by Lemma A.6.
For u(2)1 , based on (C.19) and (C.21),
〈u(2)1 , v2〉 =
∑
i∈C11
αi(s
(2)
1 , x
(1)
1 , y
(1)
1 ) +
n
4
− oP (n),
〈u(2)1 ,1n〉 −m =
∑
i∈C11
αi(s
(2)
1 , x
(1)
1 , y
(1)
1 )−
n
4
− oP (n).
Similarly,
〈u(2)2 , v2〉 =
∑
i∈C11
αi(s
(2)
1 , x
(2)
1 , y
(1)
1 ) +
n
4
− oP (n),
〈u(2)2 ,1n〉 −m =
∑
i∈C11
αi(s
(2)
1 , x
(2)
1 , y
(1)
1 )−
n
4
− oP (n).
For convenience denote a = p+q
2
− λ and b = p−q
2
, then we have
2y
(2)
1 − s(2)1 = a(2〈u(2)2 ,1n〉 − 〈u(1)3 ,1n〉 −m) + b(2〈u(2)2 , v2〉 − 〈u(1)3 , v2〉)
≥ a
(
2
∑
i∈C11
αi(s
(2)
1 , x
(2)
1 , y
(1)
1 )−
n
4
−m
)
+ b
(
2
∑
i∈C11
αi(s
(2)
1 , x
(2)
1 , y
(1)
1 ) +
n
2
− 3n
8
)
− oP (nρn)
= 2(a+ b)
∑
i∈C11
αi(s
(2)
1 , x
(2)
1 , y
(1)
1 )−
3an
8
+
bn
8
− oP (nρn)
by (C.30) and (C.22). Since αi(s
(2)
1 , x
(2)
1 , y
(1)
1 ) ≥ 1 + oP (1), we can conclude
2y
(2)
1 − s(2)1 ≥
3bn
8
− an
8
− oP (nρn) = Ω(nρn).
Similarly, we can check that
2y
(2)
1 − x(2)1 = a(2〈u(2)2 ,1n〉 − 〈u(2)1 ,1n〉 −m) + b(2〈u(2)2 , v2〉 − 〈u(2)1 , v2〉)
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= (a+ b)
∑
i∈C11
[2αi(s
(2)
1 , x
(2)
1 , y
(1)
1 )− αi(s(2)1 , x(1)1 , y(1)1 )]−
(a− b)n
4
+ oP (nρn)
≥ (b− a)n
4
− oP (nρn) = Ω(nρn) (C.31)
as αi(s
(2)
1 , x
(2)
1 , y
(1)
1 ) > αi(s
(2)
1 , x
(1)
1 , y
(1)
1 ). Thus condition (C.29) holds.
Now we need to analyze the third iteration in this meta iteration. Since αi(s
(2)
1 , x
(2)
1 , y
(1)
1 ) ≤
2,
y
(2)
1 + y
(2)
2 = 2a(〈u(2)2 ,1n〉 −m) = oP (nρn),
then by (C.25)
s
(2)
1 − (y(2)1 + y(2)2 ) = ΩP (nρn), x(2)1 − (y(2)1 + y(2)2 ) = ΩP (nρn). (C.32)
Now using the update for u(2)3 , and defining the noise in the same way as in the first meta
iteration,
〈u(2)3 , v2〉 =
∑
i∈C11
2e8t(y
(2)
1 +r
(5)
i ) + e4t(x
(2)
1 +r
(4)
i ) + e4t(s
(2)
1 +r
(3)
i )
1 + e4t(s
(2)
1 +r
(3)
i ) + e4t(x
(2)
1 +r
(4)
i ) + e8t(y
(2)
1 +r
(5)
i )
+
∑
i∈C12
e4t(s
(2)
1 +r
(3)
i ) − e4t(x(2)2 +r(4)i )
1 + e4t(y
(2)
1 +y
(2)
2 +r
(5)
i ) + e4t(s
(2)
1 +r
(3)
i ) + e4t(x
(2)
2 +r
(4)
i )
+
∑
i∈C21
e4t(x
(2)
1 +r
(4)
i ) − e4t(s(2)2 +r(3)i )
1 + e4t(y
(2)
1 +y
(2)
2 +r
(5)
i ) + e4t(s
(2)
2 +r
(3)
i ) + e4t(x
(2)
1 +r
(4)
i )
−
∑
i∈C22
2e8t(y
(2)
2 +r
(5)
i ) + e4t(s
(2)
2 +r
(3)
i ) + e4t(x
(2)
2 +r
(4)
i )
1 + e4t(s
(2)
2 +r
(3)
i ) + e4t(x
(2)
2 +r
(4)
i ) + e8t(y
(2)
2 +r
(5)
i )
≥
∑
i∈C11
2e8t(y
(2)
1 +r
(5)
i )
1 + e4t(s
(2)
1 +r
(3)
i ) + e4t(x
(2)
1 +r
(4)
i ) + e8t(y
(2)
1 +r
(5)
i )
+
∑
i∈C12
e4t(s
(2)
1 +r
(3)
i )
1 + e4t(y
(2)
1 +y
(2)
2 +r
(5)
i ) + e4t(s
(2)
1 +r
(3)
i ) + e4t(x
(2)
2 +r
(4)
i )
+
∑
i∈C21
e4t(x
(2)
1 +r
(4)
i )
1 + e4t(y
(2)
1 +y
(2)
2 +r
(5)
i ) + e4t(s
(2)
2 +r
(3)
i ) + e4t(x
(2)
1 +r
(4)
i )
− n exp(−ΩP (nρn))
≥ n
2
− n exp(−ΩP (nρn)),
using the conditions (C.28) (C.29) (C.32) and Lemma A.4. Since ‖u− z∗‖1 = m− |〈u, v2〉|,
||u(2)3 − z∗||1 = n exp(−ΩP (nρn)) after the second meta iteration.
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Finally we show the later iterations conserve strong consistency. Since
〈u(2)3 ,1〉 −m =
∑
i∈C11
e8t(y
(2)
1 +r
(5)
i ) − 1
1 + e4t(s
(2)
1 +r
(3)
i ) + e4t(x
(2)
1 +r
(4)
i ) + e8t(y
(2)
1 +r
(5)
i )
+
∑
i∈C12
e4t(y
(2)
1 +y
(2)
2 +r
(5)
i ) − 1
1 + e4t(y
(2)
1 +y
(2)
2 +r
(5)
i ) + e4t(s
(2)
1 +r
(3)
i ) + e4t(x
(2)
2 +r
(4)
i )
+
∑
i∈C21
e4t(y
(2)
1 +y
(2)
2 +r
(5)
i ) − 1
1 + e4t(y
(2)
1 +y
(2)
2 +r
(5)
i ) + e4t(s
(2)
2 +r
(3)
i ) + e4t(x
(2)
1 +r
(4)
i )
+
∑
i∈C22
e8t(y
(2)
2 +r
(5)
i ) − 1
1 + e4t(s
(2)
2 +r
(3)
i ) + e4t(x
(2)
2 +r
(4)
i ) + e8t(y
(2)
2 +r
(5)
i )
=n exp(−ΩP (nρn))
by (C.28) (C.29) (C.32) and Lemma A.4, we have
s
(3)
1 =a(〈u(2)3 ,1〉 −m) + b〈u(2)3 , v2〉 =
p− q
4
n+ nρn exp(−ΩP (nρn)),
s
(3)
2 =a(〈u(2)3 ,1〉 −m)− b〈u(2)3 , v2〉 = −
p− q
4
n+ nρn exp(−ΩP (nρn)).
Next we note the noise in this iteration now arises from the whole graph A, and can be
bounded by
r
(7)
i = [R
zz, Rzy]i,·(u
(2)
3 −
1
2
1n)
= [Rzz, Rzy]i,·(u
(2)
3 − z∗) + [Rzz, Rzy]i,·(z∗ −
1
2
1n),
where the second term is OP (
√
nρn log n) uniformly for all i, applying Lemma A.4. To bound
the first term, note that
max
i
|[Rzz, Rzy]i,·(u(2)3 − z∗)| ≤ ‖[Rzz, Rzy](u(2)3 − z∗)‖2
≤ OP (√nρn)‖u(2)3 − z∗‖1 = oP (1).
Therefore r(7)i is uniformly OP (
√
nρn log n) for all i. By a similar calculation to (C.31), we can
check that condition (C.29) holds for y(2)1 and s
(3)
1 , since when s1, x1, y1 = Ω(nρn) condition
(C.29) and 1− oP (1) ≤ αi(s1, x1, y1) ≤ 2 + oP (1) guarantees each other and condition (C.29)
is true in the previous iteration. We can check that condition (C.32) also holds. The rest of
the argument can be applied to show ‖u(3)1 − z∗‖1 = n exp(−ΩP (nρn)). At this point, all the
arguments can be repeated for later iterations.
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Proof of Corollary 1. We first consider µ > 0.5. By (C.6), s1 = ΩP (nρn), s2 = ΩP (nρn).
Since r(0)i = OP (
√
nρn log n) uniformly for all i by Lemma A.4, we have
φ
(1)
i =
1 + e4t(s1+r
(0)
i )
3 + e4t(s1+r
(0)
i )
= 1− exp(−ΩP (nρn))
for i ∈ C1. Similarly for i ∈ C2, and ξ(1)i = exp(−ΩP (nρn)). Define u′i = 1[i∈P1] + 1[i∈P2].
Since the partition into P1 and P2 is random, u′i ∼ iid Bernoulli(1/2), and ‖u1 − u′‖2 =√
n exp(−ΩP (nρn)).
In the second iteration, we can write
θ01 = 4t([Ayz, Ayy]− λJ)(u1 − 121)
= 4t([Ayz, Ayy]− λJ)(u1 − u′) + 4t([Ayz, Ayy]− λJ)(u′ − 121)
= OP (n
√
ρ exp(−ΩP (nρn))) + 4t([Ayz, Ayy]− λJ)(u′ − 121).
The signal part of the second term is 4t(x11C′1 + x21C′2) with x1 and x2 having the form
of (C.6), with u0 replaced by u′. Since x1, x2 = ΩP (
√
nρn), the rest of the analysis proceeds
like that of Theorem 1 restarting from the first iteration.
If µ < 0.5, s1 = −ΩP (nρn), s2 = −ΩP (nρn). We have φ(1)i = 13 + exp(−ΩP (nρn)),
ξ
(1)
i =
2
3
− exp(−ΩP (nρn)). This time let u′ = 131[i∈P1] + 231[i∈P2], then θ01 can be written as
θ01 = OP (n
√
ρ exp(−ΩP (nρn))) + 4t
3
([Ayz, Ayy]− λJ)(3u′ − 3
2
1).
Noting that 3u′i − 1 ∼ iid Bernoulli(1/2), the same argument applies.
Proof of Proposition 1. (i) We show each point is a stationary point by checking the
vector update form of (3). Similar to Theorem 1, we have
θ10 = 4t(s11C1 + s21C2 + r
(0)
i )
where r(0)i = OP (
√
nρn log n). Plugging u0 = 1n in (3), s1 = s2 = 0.5(p+q2 − λ)n. Similarly
θ01 =4t(x11C1 + x21C2 + r
(1)
i )
θ11 =4t(y11C1 + y21C2 + r
(1)
i )
where x1 = x2 = 0.5(p+q2 −λ)n, y1 = y2 = (p+q2 −λ)n. Plugging in (4) with p+q2 −λ = ΩP (ρn)
by Lemma A.1, we have
φ
(1)
i = 1− exp(−ΩP (nρn)), ξ(1)i = 1− exp(−ΩP (nρn))
for all i ∈ [m]. Hence for sufficiently large n, u0 = 1n is the stationary point. For u0 = 0n,
similarly we have
φ
(1)
i = exp(−ΩP (nρn)), ξ(1)i = exp(−ΩP (nρn))
so u0 = 0n is also a stationary point for large n.
(ii) The statement for u0 = 0n and u0 = 1n follows from Corollary 1 by µ = 0 and µ = 1.
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Proof of Proposition 2. Let tˆ, λˆ be constants defined in terms of pˆ, qˆ. First we observe
using pˆ, qˆ only replaces t, λ with tˆ, λˆ everywhere in the updates of Algorithm 1. We can check
the analysis in Theorem 1 remains unchanged as long as
1. p+q
2
> λˆ,
2. λˆ− q = Ω(ρn),
3. tˆ = Ω(1).
Proof of Theorem 2. Starting with p(0) and q(0) satisfying the conditions in Corollary 2,
after two meta iterations of u updates, we have ‖u(2)3 − z∗‖1 = n exp(−Ω(nρn)). Updating
p(1), q(1) with (6), we first analyze the population version of the numerator of p(1),
(1n − u)TP (1n − u) + uTPu+ 2(1m − ψ10 − ψ01)Tdiag(P zy)1m
=(1n − z∗)TP (1n − z∗) + (z∗)TPz∗ − 2(u− z∗)TP (1n − z∗) + 2(z∗)TP (u− z∗)
+ (u− z∗)TP (u− z∗) +O(nρn).
In the case of u(2)3 , the above becomes
n2
2
p+OP (n
5/2ρn exp(−Ω(nρn))) +O(nρn) = n
2
2
p+OP (nρn).
Next we can rewrite the noise as
(1n − u)T (A− P )(1n − u) + uT (A− P )u
=(1n − z∗)T (A− P )(1n − z∗) + (z∗)T (A− P )z∗ − 2(u− z∗)T (A− P )(1n − z∗)
+ 2(z∗)T (A− P )(u− z∗) + (u− z∗)T (A− P )(u− z∗).
Similarly in the case of u(2)3 , the above is OP (
√
n2ρn). Therefore the numerator of p(1) is
n2
2
p+OP (
√
n2ρn). To lower bound the denominator, note that
uT (J − I)u+ (1− u)T (J − I)(1− u)
=
(∑
i
ui
)2
+
(
n−
∑
i
ui
)2
− uTu− (1− u)T (1− u)
≥n2/2− 2n,
then we have p(1) = p+OP (
√
ρn/n). The same analysis shows q(1) = q +OP (
√
ρn/n).
Replacing p and q with p(1) and q(1) in the final analysis after the second meta iteration
of Theorem 1 does not change the order of the convergence, and the rest of the arguments
can be repeated.
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