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The center of a graph is the set of vertices with minimum eccentricity. An outerplanar graph 
is a pldinar segmentation of a polygon. We define a notion of edge eccentricities for the edges of 
an outerplanar graph. We prwnt an algorithm which efficiently computes these edge cccen- 
tricities. Knowledge of the edge eccentricities allows subsequent linear time computation of the 
center and diameter of outerplanar graphs. The computation of edge eccentricities is shown to 
require linear time for certain subclasses of outerplanar graphs. 
1. Introduction 
We will be concerned with computation of several distance properties for a 
certain class of connected graphs. The algorithms to be presented are optimal in 
the sense that, for a graph of n nodes and e edges, they realize the lower bound, 
0(e), on time complexity of the problem for general graphs. 
Dehitbn 1.1. For two vertices x and y of a graph G, the distance d(x, y) is the 
smallest number of edges on a path connecting x and y in G. 
This distance metric enables the following definitions of eccentricity, diameter, 
radius, and center. 
De@nNkn 1.2. For each vertex u of a graph G, the maximum distance d(u, u) to 
any other vertex v of G is called its eccentric@. 
De&ition 1.3. In a graph G, the maximum value of eccentricity of vertices of CI 
is called the diameter of G, d(G). 
Definition 1.4. in a graph G, the minimum value of eccentricity is called the 
radius of G, r(G). 
Detiuition 1.5. In a graph G, the set of vertices with eccentricity equal to r(G) is 
called the center C(G) of G. 
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Knowledge of distances in a graph G has several applications. The values may 
be used to estimate the efficiency of certain communication and transportation 
processes in a network modelled by G. A centralized distribution facility, for 
instance, is best placed at a location corresponding to a vertex of the center of G. 
We consider the computation of these distance properties in a subclass of 
planar graphs known as outerplanar graphs. 
Ddinition 1.6. An outerplanar graph is a graph obtained by a planar segmentation 
of a polygon, wherein each edge connects a unique pair of vertices of the polygon. 
We notice that the polygon of the definition is the unique Hamiltonian cycle of 
an outerplanar graph. This cycle bounds the exterior face of the graph. Edges of 
an outerplanar graph have the following separation property. 
Pmposition 1.7. Each edge p of an outerplanar graph G partitions the set of uertices 
of G not incident to p into two sets inducing connectzd subgraphs of G called sides 
of p, one of which may be empty. 
The separation property of an edge of an outerplanar graph allows us to 
introduce the following notion of edge eccentricities. 
Defhition 1.8. With each edge p = (u, u) of an outerplanar graph G let us 
associate four values e(p, x, S), one for each vertex x (u or o) and side S of the 
edge p. The absolute value of e(p, x, S) equals the eccentricity of the vertex x in 
the subgraph of G induced by S U{u, u}. The value e(p, x, S) is negative iff all 
vertices of S U {u, u} at (distance d = e(p, x, S) from x lie at distance d - 1 from the 
other end-vertex of p. 
Lemma 1.9. If an edge p = (u, U) of G has an empty side Q (i.e., p is on the exterior 
face of G), then the corresponding values of e(p, u, Q) and e(p, v, Q) are equal to - 1. 
The following proposition expresses the relation between eccentricities on the 
same side of an edge. 
Proposition 1.10. For an edge p = (u, o) of an outerpkmar graph G and a side S of 
p, Ile(p, u, S)l- le(p, o, S)ll< 1. Moreover, the absolute values of the eccentricities are 
equal ifl the eccentricities have thcb same sign. 
Proof. The proposition is obviously true for an empty S (Lemma 1.9). The 
inequality is a particular case of the triangle inequality and is valid for our 
distance metric. Let e(p, FA, S) = e, an e(p, v, S) = e2. Let us assume that le,l= 
lezl = d and the eccentricities differ in signs, say, e, <O<e2. From Definition 1.8 it 
follows that all vertices at distance d from o must be at distance d - 1 from u, and 
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thus e(p. U, S) should be negative, contradicting the assumption. Assuming that 
the eccentricities are both negative implies that all vertices at distance lell from u 
are at distance lell - 1 < lezl from o, and vice versa. Thus, it+ 1~: IelI C lezi f 1 and 
et = e2. If both e, and e2 are positive, there is a vertex at distance e1 from u and at 
distance greater than e, - 1 from u. Likewise, e2 - 1 < el implying el = e2. 123 
We notice that in case of edge eccentricities of diaering signs, the absolute 
value of the negative eccentricity is one greater than the positive eccentricity. 
We first consider an extremal subclass of outerplanar graphs known as maximal 
outerplanar graphs, or “mops”. 
Dedinitioa 2.1. A maximal outerplanar graph (mop) is obtained by a planar 
triangularization of a polygon. 
If an edge p = (u, u) of a mop has a non-empty side S, then there exists a unique 
vertex w of S adjacent to both u and v. Let edge a connect u and w, and edge 6 
connect u and w. S can be considered to be partitioned into three components S1, 
S2, and {w} as shown in Fig. 1. Throughout the following discussion we use 
symbols a, b, w, S,, and S2 as defined here. 
Fig. 1. An edge p = (u, u) with a nonempty side S. 
We can establish values of eccentricities of an edge p on a non-empty side S as 
a function of the eccentricities of a and b on sides S1 and S2, respectively. 
.2. Given an edge p = (u, v) of a mop with a non-empty side S, let e,, e2 
and r represent the values of e(b, w, S,), e(b, v, S,) and the eccentricity of u in the 
graph S2 U { u, v, w}, respectiuely. Then the value of r is -(I + e2) if e2 > 0, and le,l 
otherwise. 
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mf. There are four possible combinations of signs and values of e, and e2. 
(i) e, CO, e2<0, e, = e2. All vertices of S2 at distance \e,\ from u are at distance 
le,l- 1 from w, are therefore also at distance le,l from U. By symmetry, all vertices 
of S2 are withitr distance leI\ = le,l from u. However, some of the vertices of S2 
which are most distant from u are not at distance le?l- 1 from v (otherwise 
le(b, u, !&)I= lezl - 1). Thus r = le21. 
(ii) e, >O, e,,c 0, le,l = 1 + e,. All vertices of S2 at distance le21 from u are at 
distance le,l- 1 from w and thus at distance le21 from u. Al! other vertices of S2 
are at distance less than leaI from u, arid therefore r = \e21. 
(iii) el >O, e,>O, el = e2. Due to the fact that both values are positive, there 
exists a vertex of S2 which is at distance e, = e2 from both u and w. Therefore, 
\rl = 1+ e2. Also, all vertices are within distance e2 from u, and thus t = -( 1 + e2). 
(iv) e, ~0, e2 > 0, leI\ = 1 + e2. Some vertices of S2 at distance e2 from u are at 
distance 1+ e, from u. All vertices of S2 are within distance e2 from U. Thus 
r =-(l+e,). Cl 
We notice that because of the strong correlation between values e, and e2, 
knowledge of e2 actually suffices to determine the value of r. This value of r 
together with the eccentricity of u in the graph S1 U{y, w} determines the 
eccentricity of u in S. 
Lemma 2.3. Given an edge p = (u, u) with a non-enlpty side S, let e3 and dl 
represent the values e(a, u, S,) and e(p, u, S), respectiuely. Let r be the eccentricity of 
u in tJle ~ruph S2 U {u, u, w} as in Lemma 2.2. ‘I’hett he value of dl is le,l if 
!e,l ?!r!. and r otherwise. 
By analogy, the following lemma determining the value of e(p, u, S) is also 
established. 
Lemma 2.4. Given an edge p = (u, u) with a non-empty side S, the eccentricity 
d2 = e(p, v, S) is le(b, u, S,>l if le(b, u, S2)l 2 141, and le(b, u, S2)l othenvise,where q is 
-0 + e(u, u, SJ) if e(u, u, S,) Xl, and le(u, U, S,)l otherwise. 
3. An edge eccentricity algorithm 
The lemmas in the preceding sections imply correctness of the following 
algorithm for computing all edge eccentricities of a mop. 
Algorithm 3.1. Given a mop M, calculate the eccentricities of its edges as follows: 
(I) For all edges p = (u, u) on the Hamiltonian cycle of M, assign the value - 1 
to e(p, x, @), where x E(U, u). 
(2) For each triangle (u, u, w) such that values e(u, u, S,), e(u, w, S,), e(b, u, S2), 
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and e(b, w, S,) are defined, assign values of e(p, u, S) and e(p, U, S) according to 
the rules specified in Lemmas 2.2, 2.3, and 2.4. 
The efficiency of Algorithm 3.1 depends on the methods used to determine the 
Hamiltonian cycle of M, to select a triangle allowing application of Step 2, and to 
compute the necessary edge eccentricities. For any selected triangle satisfying the 
conditions of Step 2 of the algorithm, the time required to determine the two 
eccentricity values is constant, as established by the lemmas. An alternative 
definition of mops allows verification of the time linearity of the other two 
operations. 
DeainitiIon 3.2. The triangle & is a mop. A mop M with n > 3 vertices can be 
obtained from a mop M’ with n - 1 vertices by addition of a vertex w adjacent o 
two vertices, u and U, of M’ which are connected by an edge of the Hamiltonian 
cycle of M’. 
Given a representation of mop M based upon this definition, the recursive 
representation [4], the edges of the Hamiltonian cycle can be identified in linear 
time. As such, Step 1 of the algorithm requires linear time. An inductive 
argument will verify that Step 2 also requires linear time. 
Lemma 3.3. Step 2 of Algorithm 3.1 requires time linear in the number of vertices 
of the given mop M. 
proof, If M is a triangle, then three pairs of eccentricity values must be computed 
by Step 2, each requiring constant ime. Let us assume that M has n > 3 vertices 
with u, U, w, and M’ as in Definition 3.2. The ecc&._ _ +ricities of (u, v) on the side of 
w (i.e., “outside” M’) can be computed first, in constant ime, by selecting triangle 
(u, v, w). After the remaining eccentricities of edges of M’ are computed, triangle 
(u, v, w) can be selected twice to determine the final two pairs of eccentricities for 
(w, w) and (v. w). By our inductive assumption that the computation of eccen- 
tricities of M’ is linear, execution of Step 2 for mop M also requires time linear in 
the number of vertices of M. 0 
4. Edge eccentricities in outerplanar graphs 
The separation property of edges and the notion of edge eccentricities were 
defined for the general class of outerplanar graphs. As such, Algorithm 3.1 can be 
extended in a straightforward manner so as to determine edge eccentricities in 
outerplanar graphs. The situation described by Fig. 1 is readily generalized to that 
where the interior face is a cycle of k vertices. For an edge, determination of 
eccentricities on the interior side of such a cycle will require consideration of k - 1 
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edge eccentricities on the exterior sides of the other edges of the cycle. This is 
consistent with the situation for mops, where k = 3. 
The computational effort of Algorithm 3.1 when applied to an arbitrary 
outerplanar graph G grows with the size of (number of vertices on) the largest 
interior face of G. With an unbounded size of a face of G, this may lead to 
quadratic rather than linear behavior. Therefore, we consider the following class 
of graphs. 
Definition hl. An outerplanar ($-tree is an outerplanar graph such that each 
interior face is a cycle 0:f k vertices. 
C’,-trees have been defined elsewhere [3]. A mop is an outerplanar C,-tree. 
The time to compute edge eccentricities in an outerplanar &tree of n vertices is 
clearly O(kn). Furthermore, Algorithm 3.1 requires linear time for any subclass of 
outerplanar graphs with bounded size of the interior faces. 
5. Ccbmputation of vertex eccentricities, diameter and center 
Once all edge eccentricities have been computed, the other distance properties 
of the outer-planar graph can be determined by one or more passes over all 
vertices of the graph. 
Proposition 5.1. The eccentricity of a vertex u is equal to the maximum absolute 
value of the two pertinent eccentricities of any edge incident ;aGth o. 
Pro& This follows from the separation property of the edges, the deKtion of 
edge eccentricities, and the observation that each edge incident with t, must have 
the same maximum absolute value of its pair of pertinent edge eccentricities. m 
This proposition implies linearity of the following diameter and center al- 
gorithm, as the amount of work to be performed for each vertex is constant. 
Algorithm 5.2. Given an outer-planar graph G with known edge eccentricities. 
compute the diameter, radius, and center of G as follows: 
(1) For each vertex u of G select an edge p incident with v and set eccentricity 
of v to the maximum of the absolute values of the two pertinent edge eccen- 
tricities of p. 
(2) Set the d iameter of G to the maximum, 
minimum value of the vertex eccentricities of G. 
(3) Set the c en t er of G to be the set of vertices 
radius of G. 
and the radius of G to the 
whose eccentricities equal the 
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The Algorithms 3.1 and 5.2 have been implemented for mops as procedures in 
PASCAL, [2]. The implementation uses the recursive representation of mops, [4]- 
. 
6. CoaB 
The efficiency of a solution for a given problem can only be judged relative to 
the upper and lower bounds on the intrinsic complexity of the problem. Let us 
consider the problem of determining all vertex eccentricities of a graph. A lower 
bound on its time complexity is In(e), where e is the number of edges in the 
graph. A new edge can be added to any non-complete graph so as to change the 
eccentricity of at least one vertex, necessitating consideration of all edges. An 
upper bound on the time complexity of this problem is O(ne). The bound is 
reached, for instance, by repeated application of the shortest path spanning tree 
algorithm [1], for each vertex as root. 
The time complexity of the algorithms for computing all vertex eccentricities in 
an outerplanar graph presented here is O(n). In an outerplanar graph, e is O(n). 
Thus the algorithms are optimal, the order of their time complexity reaching the 






E.W. Dijkstra, A note on two problems in connexion with graphs, Numer. Math. I (1959) 
269-271. 
A.M. Farley and A. Proskurowski, Computation of the center and diameter of outerplanar graphs, 
CS-TR-79-4, Dept. of Computer Science, University of Oregon. 
K.L. McAnaney, The number and stability of C,,-trees, in: Dold and Eckman, eds. Proc. Fourth 
Australian Conf., Lecture Notes in Mathematics 560 (Springer-Verlag, Berlin, 1975). 
A. Proskurowski, Minimum dominating cycles in two-trees, Int. J. Comp. Inform. !&i. 8 (5) (1979) 
405-417. 
