RR Lyrae stars have long been popular standard candles, but significant advances in methodology and technology have been made in recent years to increase their precision as distance indicators. We present multi-wavelength (optical UBV R c I c and Gaia G, BP, RP; near-infrared JHK s ; mid-infrared [3.6], [4.5]) period-luminosity-metallicity (PLZ), period-Wesenheit-metallicity (PWZ) relations, calibrated using photometry obtained from The Carnegie RR Lyrae Program and parallaxes from the Gaia second data release for 55 Galactic field RR Lyrae stars. The metallicity slope, which has long been predicted by theoretical relations, can now be measured in all passbands. The scatter in the PLZ relations is on the order of 0.2 mag, and is still dominated by uncertainties in the parallaxes. As a consistency check of our PLZ relations, we also measure the distance modulus to the globular cluster M4, the Large Magellanic Cloud (LMC) and the Small Magellanic Cloud (SMC), and our results are in excellent agreement with estimates from previous studies. † Hubble Fellow distances cannot be measured with the traditional distance scale.
INTRODUCTION
RR Lyrae variabels (RRL) have a long history as standard candles, beginning in the 1950s (see Smith 1995, for a review) . RRL are evolved, low-mass stars, and therefore have lower luminosities than Cepheid variables, limiting their reach as distance indicators. However, given their lower masses, and therefore larger relative numbers (through the initial mass function), the number of available RRL is at least an order of magnitude greater than Cepheids, offering a more detailed view and the possibility to study the structure of galaxies (Pietrukowicz et al. 2015; Sesar et al. 2017a; Kunder et al. 2018) . Additionally, RRL allow us the potential to probe regions without active star formation, such as elliptical galaxies, which lack Classical Cepheids, and whose Beyond geometric techniques, RRL distances are primarily estimated through two methods. In the optical, a visual band luminosity-metallicity (LZ) relation is used, first calibrated by (Sandage 1981a,b) . Over the years this relation has been refined, and is still actively used today (Chaboyer et al. 1996; Cacciari & Clementini 2003 , and references therein). In the infrared, similar to the Leavitt Law for classical Cepheid variables, RRL obey a period-luminosity (PL) relation, first discovered in the K band (Longmore et al. 1986 ). Infrared PL relations offer greater precision given their smaller scatter, lower dependence on extinction uncertainties, and reduced evolutionary effects (Bono et al. 2001; Dall'Ora et al. 2006) . They have been consistently employed in the field (e.g. Dambis et al. 2013; Muraveva et al. 2018b) , in globular clusters (e.g. Coppola et al. 2011; Sollima et al. 2006; Braga et al. 2015) , and in nearby galaxies (e.g. Moretti et al. 2014; Karczmarek et al. 2015; Muraveva et al. 2018a ).
With the rise of space telescopes operating at infrared wavelengths in recent years, mid-infrared PL relations have also become popular distance tools for RRL (e.g. Dambis et al. 2014; Klein et al. 2014; Neeley et al. 2015; Muraveva et al. 2018b) . The empirical studies are complemented by multiband theoretical studies (Catelan et al. 2004; Marconi et al. 2015; Neeley et al. 2017) . Additionally, RRL distance studies have continued to mirror procedures for Cepheids, employing (theoretically calibrated) period-Wesenheit (PW) relations in optical bands (Monelli et al. 2018) . For a more detailed history of RRL as standard candles, we refer the reader to the recent review by Beaton et al. (2018) .
The use of RRL as accurate distance indicators today is experiencing another revolutionary change because of the Gaia mission (Gaia Collaboration et al. 2016b Collaboration et al. ,a, 2018b . Previously, very few RRL had measured parallaxes, and the use of RRL as standard candles relied on calibration from less certain methods. In the Hipparcos catalog, only RR Lyrae itself had an uncertainty below 20% (Perryman et al. 1997; van Leeuwen 2007) . With the innovative use of the Hubble Space Telescope's Fine Guidance sensor, Benedict et al. (2011) increased the number of galactic calibrators to five RRL. Now with the Gaia mission, the number of RRL with an accurate distance has increased tremendously, and the potential of RRL is becoming a reality. As of the second data release (DR2), 140,784 RRL have been identified in the Gaia catalog (Clementini et al. 2019) , 1840 of which have a parallax uncertainty below 10%. This is a drastic improvement from the first data release, which included only 364 RRL with Tycho-Gaia Astrometric Solution (TGAS) parallaxes (Gaia Collaboration et al. 2017 ). There are, however, significant systematics (which are likely a function of magnitude, color, and sky position) that affect the data quality in DR2, and the uncertainties quoted in the catalog are likely underestimated (Arenou et al. 2018; Lindegren et al. 2018) . By the end of the Gaia mission, we expect to have even more RRL in the database, a significant fraction of them with micro-arcsecond precision parallaxes (de Bruijne et al. 2014) .
The Carnegie RR Lyrae Program (CRRP) is poised to establish RRL as the foundation of a Population II distance scale, in addition to the tip of the red giant branch. This independent distance scale is an important check on the traditional Population I ladder, and will help to investigate the current tension in the measurement of H 0 (Freedman et al. 2019; Beaton et al. 2016; Riess et al. 2018; Planck Collaboration et al. 2018) . Using a sample of 55 nearby Galactic field RRL observed as part of CRRP, and presented in Monson et al. (2017) , hereafter Paper I, we derive new period-Wesenheit (PW) and period-Wesenheit-metallicity (PWZ) relations using data in 13 photometric bands. For the six longest bands (I through [4.5] ) we also provide PL and PLZ relations. The absolute magnitudes of these stars are determined using trigonometric parallaxes from Gaia's DR2 (Gaia Collaboration et al. 2018a; Lindegren et al. 2018) . Several recent studies have provided either PL or LZ relations for RRL using Gaia parallaxes (Sesar et al. 2017b; Gaia Collaboration et al. 2017; Muraveva et al. 2018b) .
Although our sample is relatively small, it offers a number of key advantages. First, we are using the same sample of stars to derive relations in a total of 13 photometric bands, from the optical to mid-infrared, while these previous works were limited to V, K S , and WISE W1 alone. Furthermore, we have compiled well-sampled light curves in as many bands as possible, rather than adopting single-epoch magnitudes or arithmetic means of randomly sampled data. For the bands with few epochs available, we fit template light curves that are fine-tuned according to the data in other bands. In the mid-infrared bands, using Spitzer data instead of WISE allows for greater photometric precision, and these bands are critical for future applications with the James Webb Space Telescope. We also discuss the effects of a global zero-point offset on the parallaxes (Arenou et al. 2018 ) which, combined with the parallax uncertainties, limits the accuracy of our final relations. To test our PLZ relations for accuracy, we also derive distances to the globular cluster M4 and the Large and Small Magellanic Clouds, which are frequent targets for the calibration of standard candles because of their proximity and high accuracy distance determinations in the literature.
THE CALIBRATORS
We adopted the sample of 55 Galactic RRL observed as part of CRRP, that cover the characteristic range of period and metallicity and are well distributed on the sky, as the calibrators of the PL, LZ, and PLZ relations. A detailed summary of the photometry and demographics of the pulsation properties of this sample was presented in Paper I, and we refer the reader to this work, particularly their Tables 1 and 5 for the periods and mean magnitudes of the stars in our sample. The metallicities adopted are originally from Fernley et al. (1998) , and have typical uncertainties of ±0.15 dex. They are assumed to be on a scale comparable to that of Zinn & West (1984) , since no significant offset is found for the stars in common with Layden (1994) . Empirical light curves are available in Paper I for the Johnson UBV, Kron-Cousins RI, 2MASS JHK s , and Spitzer [3.6] and [4.5] passbands, and from the Gaia archive for G, BP, RP. For stars with insufficient light curve coverage (a significant fraction of our sample in the U RJHK s bands), we have used average magnitudes derived from template light curves, which will be presented in a forthcoming work (Beaton et al. in prep) . In this work, two stars were removed from the calibrator sample. RR Lyr, the nearest and brightest RRL, had a G magnitude measurement that was clearly corrupted, leading to the star's large negative parallax in DR2 (Gaia Collaboration et al. 2018b). The second star removed was CU Com, the only double mode RRL in our sample. Furthermore, at ∼ 4kpc, it is twice as distant than any other star in our sample and therefore its distance modulus is proportionally more affected by uncertainties in the Gaia zero-point offset given its small parallax.
Extinction
For most of the stars in our sample, reddening values are available from Feast et al. (2008) , which were estimated using a 3D Galactic extinction model. For the two stars (BB Pup and DH Peg) without reddenings, we adopted the value from the reddening map in Schlafly & Finkbeiner (2011) . Uncertainties of the individual reddening values, however, were not available, and we adopt as suggested by Schlegel et al. (1998) . The reddenings from Feast et al. (2008) were converted to extinction by assuming A V = 3.1E(B − V) and adopting the extinction ratios defined by Cardelli et al. (1989) , and extended in the the midinfrared according to Indebetouw et al. (2005) . Table 2 .1 lists our adopted extinction ratios, as well as the assumed effective wavelength for each of our filters.
To check the accuracy of these reddenings for individual stars, we determined the (V − I) color at minimum light, which is an established reddening indicator for RRab stars (Sturch 1966; Mateo et al. 1995; Guldenschuh et al. 2005) , and potentially for RRc stars (Layden et al. 2013 ). Since we do not have simultaneous photometry in the V and I bands to compute the minimum light color, we elected to use our smoothed light curves (see Paper I for details on the how the smoothed light curves were obtained) to compute a color curve for each star and applied the extinction correction. For RRab stars, the quantity (V − I) 0,min is defined as the mean extinction-corrected color in the phase interval of 0.5− 0.8 (Sturch 1966) . As shown in Figure 1 , our average value of (V − I) 0,min = 0.55 ± 0.03 mag for the RRab stars is in agreement with the canonical value (0.58±0.02, Guldenschuh et al. 2005) , and since we detect no obvious trends with [Fe/H] or Galactic latitude, we determine that the Feast et al. (2008) reddening values are appropriate. For the RRc stars, (V − I) 0,min is defined in the phase interval of 0.45 − 0.65 (Layden et al. 2013) . In both (V − I) 0,min versus period and Galactic latitude, only RZ Cep is an outlier, with an extremely underestimated extinction. Therefore, we adopt the higher value of E(B − V) = 0.25 for this star from Fernley et al. (1998) , which results in a (V − I) min,0 equal to the mean values of the other RRc stars. The final V band extinction values used in this work are given in Table 1 .
Gaia DR2
We identified the closest match in RA/Dec in the Gaia DR2 source catalog and recovered parallaxes for each of our stars. To ensure that we positively identified our stars in DR2, we also downloaded the time series data 1 and phase-folded the Gaia light curve with the periods derived from our own data (Paper I). Time series data was not available for two stars (AP Ser and TU UMa), and for these stars we compared the average G and V magnitudes to confirm a positive match. An investigation of the light curves shows that our periods did not properly phase the Gaia data for two additional stars (BX Leo and RU Psc), but the coverage in DR2 is too sparse to draw any strong conclusions. Since these stars are not outliers in the PL relations, we assumed our periods (which were computed from many more epochs) are correct. The Gaia source IDs, parallaxes, and intensity averaged mean 1 Accessed from the ARI website. magnitudes (from the variable catalog where available) for the stars in our sample are given in Table 1 . The formal parallax uncertainties in the Gaia catalog reflect only the internal consistency of the measurement, and could be underestimated by as much as 30% for the magnitude range of our sample (Lindegren et al. 2018) . The Gaia archive also provides an astrometry quality parameter, RUWE, to help identify spurious parallaxes 2 . All of the sources in our sample have an RUWE < 1.4, indicating there are no obvious issues with their astrometry.
The parallaxes in DR2 are known to suffer from a global zero-point offset (Lindegren et al. 2018; Arenou et al. 2018 ). Furthermore, the derived offset varies when tested using various populations of stars, and is likely a function of sky position, magnitude, and color. A systematic offset of ∆ = −0.03 mas (where ∆ = Gaia − true ) is measured using quasi-stellar objects (QSOs), but it can range from −0.030 to −0.056 mas for RRL (see Table 1 from Arenou et al. 2018) . Given the severely limited sample of RRL with previous parallax estimates, it is not possible to derive an independent zero-point for RRL (i.e. without assuming a PL relation). Therefore, in this work we provisionally elect to adopt the global offset of -0.03 mas for consistency with other current works, and discuss the impact of this decision further in Section 3.4.
It has been shown that deriving distances from a simple inversion of the parallax may result in large biases (Gaia Collaboration et al. 2017; Luri et al. 2018) . The stars in our sample, however, are all relatively nearby, and so we are generally dealing with low fractional uncertainty in the parallax (σ / < 10%). In Fig. 2 , we compare distances of our stars derived via inversion of parallax to the Bayesian method from Bailer-Jones et al. (2018) . We note that in Bailer-Jones et al. (2018), the authors applied the same global zero-point offset, 0.03 mas, that is adopted for this work. Clearly, within 2 kpc, inversion produces results identical to the Bayesian method, provided the same global zero-point offset has been applied in both cases. In what follows, we use the direct and prior-independent method of inversion to calculate the absolute magnitudes of stars in this work.
RESULTS
Theoretical investigations into the RRL PL (PW) have long predicted a dependence on metallicity in all passbands, generally with slopes on the order of 0.2 mag/dex (Bono et al. 2003; Marconi et al. 2015; Neeley et al. 2017 ). Prior to Gaia DR1 however, empirical studies found either metallicity slopes that are significantly smaller (e.g. Dambis et al. 2014) or not measurable (e.g. Madore et al. 2013 ). This is due in part to the difficulty in measuring [Fe/H] of RRL, and in part due to the limited number of RRL with independent distance measurements prior to Gaia. More recently, stronger metallicity slopes have been found in studies utilizing Gaia parallaxes, for example 0.17 ± 0.10 mag dex −1 in Sesar et al. (2017b) and 0.17 ± 0.03 mag dex −1 in Muraveva et al. (2018b) .
In the following sections, we compute PW and PWZ relations for two and three band combinations of our 13 passbands. We also compute PL and PLZ relations for the I band and longer. While we do find measurable PL relations in the shorter bands, these are much more likely to be sample dependent, and we recommend utilizing the PW(Z) relations when using optical wavelengths. The relations were determined using either bivariate or trivariate weighted least squares fits. Absolute magnitudes were determined using the equation
is the Gaia parallax in mas. The uncertainty in the absolute magnitude includes the uncertainties in photometry, parallax, and extinction combined following standard error propagation, and the weights in the fit are 1/σ 2 . In all bands, the parallax is the dominant source of uncertainty in the absolute magnitudes. Period and metallicity uncertainties were not included in the weights, since the period uncertainties are negligible and uncertainties in [Fe/H] are assumed to be the same for all stars and therefore equal in weight. The periods of the first overtone (RRc) stars have been transformed to their equivalent fundamental period, or "fundamentalized", according to the relation log P F = log P FO + 0.127 (Iben & Huchra 1971; Rood 1973; Cox et al. 1983 ). Weighted least squares fits were performed on the combined RRab and fundamentalized RRc sample. To decouple the error on the zero-point and slopes, we fit around the mean period and metallicity, so our PW and PL relations take the form
(1) and the PWZ and PLZ relations take the form
We elect to perform a jackknife resampling test due to the heterogeneous nature of our absolute magnitude uncertainties. The total uncertainty is almost always dominated by the parallax uncertainty such that weighting will tend to stress the stars with better parallaxes. The jackknife test is performed by removing one star from our sample and repeating the measurement. As such, it tests for how likely our measurement is to be impacted by a small number of well measured points.
We also explored two additional fitting techniques, a robust analysis and a Bayesian analysis (see the Appendix for details). The robust fitting technique method reweights the data points according to the scatter on the fit, in order to mitigate the influence of outlying data points. Therefore, this method does not take into account the strong range of uncertainties in our data set. As a result, we see steeper period slopes, albeit such changes are largely modulated by a change in the zero-point, such that the end results are similar. The Bayesian technique allows us to explore the influence of non-negligible uncertainties in the metallicity, which are not accounted for in a traditional linear regression. While the Bayesian method does predict slightly steeper metallicity slopes, we do not find a significant difference in the final results. Thus, we opt for our more conservative approach of a traditional regression that weights the data points relative to their uncertainty, but provide the results of the alternative fits in the Appendix.
Wesenheit magnitude relations
Period-Wesenheit relations are designed to provide distance estimates for individual stars, without knowledge of their specific extinctions. The Wesenheit magnitude (Madore 1982) is defined by
where the color coefficient α is determined directly from the reddening law (α = A 1 /(A 2 − A 3 )). We adopt the reddening law from (Cardelli et al. 1989) , with R V = 3.1, but note that infrared PW relations are only weakly sensitive to variations in the dust parameter (Subramanian et al. 2017) . For the two-band combinations, M 1 = M 3 , and is the redder of the two bands. For three band combinations, M 2 and M 3 are the bluest and reddest bands, respectively. Coefficients for a subset of the possible two and three band PW relations are given in Table 3 . In this Table, we do not include any filter combinations that include the Gaia bands, because they are derived from a smaller sample of stars. The full version of Table 3 is available in the online edition, and does include combinations using the Gaia bands. In Fig. 3 , we show four of the PW relations; two purely optical combinations (top panels) and two combinations of optical and infrared bands (bottom panels). The points are color coded according to their metallicity. The most striking feature of these plots is that the residuals are practically identical for all filter combinations. This is consistent with the scatter being dominated by parallax uncertainties, which we discuss further in Section 3.3.
The residuals from the PW relations are also correlated with metallicity, with the more metal-poor stars being systematically brighter, suggesting a PWZ relation would better model our data. The coefficients of two and three band PWZ relations are listed in Table 3 . The coefficient of the metallicity term ranges from 0.06 for W(V, B − V) to 0.2 for W([4.5], [3.6] − [4.5]), and agree well within 1σ with values derived from pulsation models (Marconi et al. 2015 ). Fig. 4 shows the PWZ relations, with the metallicity term subtracted from the y-axis, in the same band combinations as Fig. 3 . In all cases, the PWZ relations do have slightly smaller dispersion, but remain limited by distance uncertainties.
Comparisons of PW and PWZ relations with previous studies can be complicated given their dependence on the adopted reddening law. Even authors using the same reddening law can infer different color coefficients for the Wesenheit magnitude, if they assume different central wavelengths of the same filter. For instance Braga et al. (2015) measured PW relations in the globular cluster M4, but we cannot directly compare our slopes since their relations are tied to a reddening law specific to M4. The slopes and zero-points of our PWZ relations are however entirely consistent with theoretical models (Marconi et al. 2015; Neeley et al. 2017 ), when we correct for slight differences in the adopted α parameter; only combinations involving the U band disagree by more than 2σ.
Standard magnitude relations
Historically, PL(Z) relations have only been considered at infrared wavelengths, while luminosity-metallicity relations have been employed in the optical (particularly the V band).
The reasons for this are demonstrated in the theoretical investigation of Catelan et al. (2004) . In the optical bands, the mixture of ZAHB and evolved RRL results in very large scatter in the period-magnitude plane, while in the infrared, the ZAHB and evolved stars all fall on the same, tight relation. From an empirical standpoint, the implications are that the slope measured in optical bands is highly dependent on the evolutionary status of the stars in your sample. Because our sample is composed of field stars, we have no way of determining their evolutionary status. As a result, Fig. 3 , but now for Period-Wesenheit-Metallicity relations. The metallicity term has been subtracted from the Wesenheit magnitude in order to demonstrate the reduced scatter. The residuals are still highly correlated between different band combinations, indicating that the scatter is dominated by distance uncertainties.
we provide PL and PLZ relations only for the I and longer bands, consistent with Catelan et al. (2004) .
In Fig. 5 , we show the PL relation in each band, with the points color-coded according to their metallicity. As with the PW relations, the residuals are equivalent at all wavelengths, and there is a clear trend with metallicity. Fig. 6 shows the results of the PLZ fit, and the metallicity term has been subtracted from the vertical axis. The coefficients of the PL and PLZ relations are provided in Table 3 . The dispersion from the PLZ relation is slightly reduced at all wavelengths when compared to the PL relation (e.g. 0.22 vs 0.19 mag in I and 0.21 vs 0.18 mag in [4.5]).
Overall, our PL(Z) relations are consistent with previous studies, both empirical and theoretical. We find systematically steeper slopes than recent theoretical models Catelan et al. (2004) ; Marconi et al. (2015) ; Neeley et al. (2017) , but the slopes are consistent within 1σ. One interesting difference is that theoretical studies predict that the metallicity slope to be almost wavelength-independent, while empirical results show a steepening of the metallicity dependence at shorter wavelengths. We note, however, that the mean magnitudes derived from theoretical models are more unreliable at optical wavelengths, as the increased number of spectral features makes transforming the bolometric magnitude into the observational plane more uncertain.
On the empirical side, Muraveva et al. (2018b) measured the coefficients of the PLZ relation in the K and WISE W1 bands using Gaia DR2 data. Their sample of almost 400 RRL is based on the work of Dambis et al. (2013) , who compiled photometry, periods, metallicities, and extinctions from the literature. Although they adopt a larger Gaia zeropoint offset than we do (0.056 mas versus 0.03 mas), our K and [3.6] PLZ relations agree within the 1σ uncertainties (see their Table 4 ).
Scatter in PLZ relation
The scatter around our PWZ and PLZ relations is larger than expected, and only moderately decreases with wavelength. Additionally, the residuals from different passbands are highly correlated. These two observations suggest that there is an unaccounted for source of uncertainty affecting our results that is wavelength independent, and distance and/or metallicity uncertainties are the likely source that could produce the achromatic effect we see here. Figure 6 . Same as Fig. 5 , but now for the period-luminosity-metallicity relations (PLZ). The metallicity term has been subtracted from the absolute magnitudes as indicated on the y-axis. The observed scatter in the PLZ fits is slightly smaller than the PL relations, but the residuals in each band are highly correlated.
in DR2 could be underestimated by up to 30%, and we are likely seeing this effect here.
To demonstrate this, we show a period-color-metallicity (PCZ) relation using the V and [4.5] bands in Fig. 7 . This relation is completely independent of distance, but still includes scatter due to measurement uncertainties (i.e. pho-tometry, extinction, and metallicity) and intrinsic scatter (temperature width of the instability strip and evolutionary status of the RRL in our sample). We find σ = 0.09 mag in the (V − [4.5]) PCZ relation, which is more than two times smaller than the equivalent PWZ relation in these bands. This rules out metallicity, extinction, and evolutionary state, 
because those terms are included in the PCZ. Thus, we conclude that parallax uncertainty, the only term absent from the PCZ, is the primary driver of the increased scatter in the PWZ and PLZ relations. Further evidence of the underestimated parallax uncertainties can be seen in our error budget. In Fig. 8 , we plot the total observed variance in the PLZ in each band, and in one PCZ relation (black circles). Then, we break down the total variance into identified sources of uncertainty that were described in Section 2. Measurement uncertainties include the photometric error (the average uncertainty in the mean magnitude, see Paper I, for each band), distance modulus (σ µ = 5 × 0.434 × σ / ), extinction (σ A λ = 0.16 A V × A λ /A V ), and metallicity (σ [F e/H] = 0.15c λ ). The intrinsic uncertainty can be attributed to other astrophysical effects, such as the temperature width of the instability strip and devia- tions in luminosity due to the off-ZAHB evolutionary status of a given RRL in the sample. We adopted the dispersion from the theoretical PLZ relations as the intrinsic dispersion (Marconi et al. 2015; Neeley et al. 2017) . After adding in quadrature all our identified sources of uncertainty, we are still well below the observed dispersion in the PLZ for all bands. In the PCZ relation, however, summing the sources of uncertainty actually overestimates the observed dispersion, which supports the claim that the parallax uncertainty is underestimated. From the difference between the observed dispersion in the PLZ and identified sources of uncertainty, we calculate that we are missing an average of σ = 0.14 mag of dispersion. We note that even a 30% increase in the parallax errors suggested by Lindegren et al. (2018) does not fully account for the large dispersion we see (there is still 0.12 mag unaccounted for). However, without a more solid handle on the parallax zero point and intrinsic scatter, we cannot provide a reliable estimate of the true errors at this time.
Effect of the Gaia DR2 zero-point offset
For our sample of relatively nearby stars, the global parallax zero-point offset discussed in Section 2.2 can have a systematic impact on the PL(Z). The effect of adopting values of ∆ between 0 and 0.2 mas on terms for the [3.6] PLZ relation is shown in Fig. 9 . Larger parallax offsets result in shallower period and steeper metallicity slopes for all wavelengths, but the slopes for different offsets are all consistent within one sigma (the grey band in Fig. 9 ). The PLZ and PWZ zero-points, however, are significantly affected by the parallax offset, which has important implications on distance measurements. For example, when applying the PWZ relation to the LMC, adopting a ∆ = 0.06 mas will return a distance modulus 0.1 mag smaller than if we assumed no offset (a 5% effect in distance). However, this offset is of the same order of magnitude as the systematic uncertainty of these measurements, and they are therefore still in agree- Figure 8 . A visual depiction of our error budget for the PLZ relations compared to the PCZ relation. Photometric uncertainties and extinction are barely distinguished, and therefore do not significantly contribute to the total dispersion. For the PLZ relations, the observed variance (black circles) is larger than the quadrature sum of the measurement and astrophysical sources of uncertainty. The total uncertainty (specifically the intrinsic dispersion) in the PCZ relation however is overestimated. This combined with the fact that the missing variance is virtually wavelength independent, we can conclude that we are missing an additional 0.13 mag of dispersion (0.017 mag in variance) in the uncertainties for the distance moduli.
ment. This is a smaller effect than what is observed for Classical Cepheids, where the difference in distance moduli was found to be 0.2 mag for the same parallax offsets (Groenewegen 2018), but since we are sampling a different range of magnitudes and parallaxes, it is not surprising we find a different result. We would like to emphasize though, that adopting a larger ∆ will result in measuring systematically smaller distance moduli, and therefore relative distances are unaffected. We also note that an offset of ∆ = 0.106 mas minimizes the dispersion in our sample in most bands, but this value is at the maximum systematic level reported by Gaia (Lindegren et al. 2018 ). Other authors have reported an offset as large as 0.08 mas, for a similar range of G magnitudes and distances as the stars in our sample (Stassun & Torres 2018) . Interestingly, we find the opposite effect to that reported in Muraveva et al. (2018b) . They provided PLZ relations in the K and W1 (similar to [3.6]) bands for two different parallax zero-points, and found that the period slope was steeper and the metallicity slope shallower for the case of the larger zero-point offset. Both their study and ours report a smaller zero-point for the larger offset. While the direction of the effect may be different, the individual slopes are still consistent between the two methods for adopting the same offset, and so it is possible the difference can be attributed to statistical fluctuations.
DISTANCE MEASUREMENTS
In this section, we test the performance of our PL(Z) and PW(Z) relations as distance indicators. We provide an es- timate of the precision anticipated given certain conditions, and measure the distance to three well-studied systems, the Galactic globular cluster M4, and the Large and Small Magellanic Clouds.
Summary of distance uncertainties
As we wait for better parallaxes in Gaia DR3, it is useful to assess the current precision to which we can measure distances to individual stars. This helps give an idea of the current limits of our relations in practice, given realistic observing constraints such as a lack of abundance measurements, or photometry in a limited number of passbands.
To estimate the precision of a given relation, we simply project the observed dispersion to a distance uncertainty (σ d = 0.46σ µ ). This estimate does not include other statistical or systematic effects in the measurement (i.e. extinction, measurement uncertainties, or parallax zero-point). In Fig. 10 , we show the distance uncertainty expected for a given band, where that band is defined as the reddest band in the observations. For example, for the H band, we plot the PW relations for W(H, B − H) and W (R, B − H) , and the PWZ relations for W(H, B−H) and W(I, B−H), because these combinations have the smallest dispersion. We have excluded any combination using the Gaia bands, to compare all relations using the same set of calibrators.
Using the results of this work, the inclusion of metallicity generally improves distance precision by 1%. For the J and longer bands, there is no improvement in precision using a PWZ versus a PLZ, and the advantage of the PWZ is only the reduced sensitivity to extinction. Three-band PWZ relations also tend to have a slight advantage over two band combinations. We expect the uncertainty of RRL distance measurements to be drastically reduced as more accurate parallaxes become available. We also expect the improve- Figure 10 . An estimate of the expected percent uncertainty in distance determined for an individual star for various relations determined in this paper. Each point represents the smallest possible dispersion using that type of relation, where the reddest passband used is indicated on the x-axis. In general, PLZ relations offer just over 1% more precision than PLs, and PWZ relations are comparable to PW in the purely optical combinations, but ∼ 1% more precise when using infrared bands. PWZ and PLZ relations offer similar precision. ment in precision between PW and PWZ (or PL and PLZ) relations to become more apparent.
Globular Cluster M4
For M4, we adopt the same approach used in Neeley et al. (2017) to fit the distance modulus and extinction simultaneously. Multi-wavelength average magnitudes of the RRL in M4 are available in the literature (Stetson et al. 2014; Neeley et al. 2015) , and we use our PLZ relations (from I to [4.5]) to compute a reddened distance modulus for each passband. The true distance modulus and visual band extinction, A V , were then derived by fitting the reddened distance moduli to the Cardelli reddening law with an R V = 3.62, as suggested by Hendricks et al. (2012) . We obtain µ 0 = 11.29 ± 0.01(stat) ± 0.02(syst) mag and A V = 1.28 ± 0.06 mag. The statistical uncertainty is the uncertainty in the fit, whereas the systematic uncertainty is the uncertainty in the mid-infrared zero-point. Fig. 11 shows the distance modulus derived in each band, and corrected using the bestfit extinction. These results are in excellent agreement with the results from Hendricks et al. (2012) (µ 0 = 11.28 ± 0.06 mag and A V = 1.39 ± 0.07 mag), as well as the distance modulus measured via eclipsing binaries, µ 0 = 11.30 ± 0.05 mag (Kaluzny et al. 2013) . HST calibrations of the PL relation tend to result in systematically higher values, (i.e. µ 0,[3.6] = 11.353 ± 0.095 mag from Neeley et al. 2017 ), but are still within 1σ of our current result.
Magellanic Clouds
The Magellanic Clouds provide another important test for our PLZ relations, because they are commonly adopted as anchors for the extragalactic distance scale. For the RRL in the Magellanic Clouds, fewer passbands are available, and we must take a different approach to measure their distances 4.5] . The dashed line is the Cardelli reddening law fit to the data with an R V = 3.62, as suggested in Hendricks et al. (2012) , and the zero-point of this line is the true distance modulus. Bottom: The distance modulus derived for each passband has now been corrected for the best fit extinction. The uncertainty for each passband is the standard error of the mean distance modulus derived from individual stars in the cluster. The shaded region represents the 1σ uncertainty in the mean. than in M4. Mean V and I band magnitudes of 35,492 and 5,671 RRL in the Large Magellanic Cloud (LMC) and Small Magellanic Cloud (SMC), respectively, are available through the Optical Gravitational Lensing Experiment (OGLE) Collection of Variable Stars (Soszyński et al. 2016) . The metallicity of each RRab star was estimated from its Fourier components (provided in the OGLE catalog), using Equation 2 from Smolec (2005) , transformed into the Zinn & West (1984) metallicity scale. Since there is currently no I band calibration to derive metallicity from the Fourier parameters for RRc stars (although a V band calibration is available), we do not include the RRc stars in further analysis. We find an average metallicity of [Fe/H] = −1.5 and [Fe/H] = −1.7 dex for the LMC and SMC respectively.
The distances to individual stars in the LMC and SMC are determined from our PWZ relation, using the Wesenheit magnitude W(I, V − I) and the individual metallicities calculated above (Fig. 12) . We do note that the dust properties vary significantly across the LMC and SMC (Gordon et al. 2003) , but adopting a constant R V = 3.1 is a reasonable approximation for this work. The mean distance was then determined from the peak of the resulting distribution of distances to avoid introducing biases from the bright foreground stars (Fig. 12) . For the LMC, we measure µ 0 = 18.517 ± 0.001(stat) ± 0.104(syst) mag, and for the SMC we measure µ 0 = 18.888 ± 0.002(stat) ± 0.104(syst) mag. A summary of our error budget is available in Table 4 . For the statistical uncertainty, we assumed conservative estimates of 0.02 mag for the uncertainty of the mean OGLE V and I magnitudes, which translates to 0.05 mag when propagating to the Wesenheit magnitude. Similarly, we assumed 0.02 mag for the uncertainty of the photometric calibration of the OGLE V and I bands. The remaining terms come directly from the PWZ relation, and we assumed 20% uncertainties on our individual metallicity values. The statistical uncertainty has been divided by the square root of the number of stars used in the fit, 23957 in the LMC and 4233 in the SMC. We do note however, that we are not currently accounting for the systematics in the Gaia parallax zero-point, but this is beyond the scope of the paper considering these distance measurements are only meant to be a consistency check of our relations.
The values of the distance moduli we measure are in excellent agreement with the many estimates from the literature, including estimates based on the Cepheid Leavitt law, (µ 0, L MC = 18.48 ± 0.03 and µ 0,S MC = 18.96 ± 0.01 ± 0.03, Freedman et al. 2012; Scowcroft et al. 2016, respectively) , and eclipsing binaries (µ 0, L MC = 18.477 ± 0.004(stat) ± 0.026(syst); Pietrzyński et al. 2019) . Our estimates also agree well with the compendium and consensus values obtained for .
CONCLUSIONS
We have presented new calibrations of the RRL PW(Z) and PL(Z) relations using the CRRP sample. The effect of metallicity can clearly be seen, where more metal-rich stars tend to have fainter absolute magnitudes than metal-poor stars of the same period. Additionally, metallicity seems to have a larger effect at optical wavelengths, which is not predicted by current theoretical models. The remaining scatter (∼ 0.18 mag in the infrared) in all of our relations is larger than expected from previous theoretical and empirical results, but can be plausibly attributed to presently unaccounted uncertainties and/or systematics in the distances. This is supported by the strong (achromatic) correlation of the residuals for individual stars observed at different wavelengths, and corroborated by the much smaller scatter seen in the distance-independent PCZ relations.
Using our PLZ and PWZ relations, we determine distances to the globular cluster M4 and the Magellanic Clouds. Our distance for M4, µ 0 = 11.29 ± 0.01(stat) ± 0.02(syst) mag, was obtained by simultaneously fitting the distance and extinction to M4 using multi-wavelength data, and is in excellent agreement with literature estimates. For the Magellanic Clouds, we used a Wesenheit magnitude constructed from the V and I bands to derive distances of RRL in the OGLE database. We also find good agreement with distances derived with the Cepheid Leavitt Law in the infrared and from Eclipsing Binaries.
The results presented in this paper show that RRL PLZ and PWZ relations can realize the promise of an independent distance indicator with accuracy comparable to the Cepheid Leavitt Law. We anticipate that upcoming Gaia data releases with better-understood biases and global zero-point offsets, will allow us to further reduce the current systematic error in the RRL PLZ relations, providing absolute distances with uncertainty dominated by statistical error of the order of a few percent.
APPENDIX A: ALTERNATE FITTING TECHNIQUES
Traditional linear regressions assume that there is no uncertainty in the independent variables, but this is not the case for our data set. While the uncertainties on the period can be considered negligible (σ P ≈ 10 −5 days), the metallicity uncertainties cannot. Additionally, there is a reasonable concern that our relations could be biased, particularly given our small sample size, by a few stars with absolute magnitudes consistently brighter than stars of a similar period. Therefore, we explored two parallel analyses, which are described here.
A1 Robust Analysis
To explore the influence of outlying data points, we followed the same procedure detailed in the main text, but replaced the weighted least squares fit with a robust linear regression (RLM in the Python statsmodels package). The robust method iteratively re-weights data points based on their median absolute deviations from the fitted line. The coefficients derived using the robust analysis are available in Table A1 . We find period slopes that are consistently steeper, but generally within 1σ of the weighted least squares analysis, and metallicity slopes that are slightly steeper but also consistent with the results in the main text. Using these relations, we derive distances of µ 0 = 11.31±0.01, µ 0 = 18.558±0.001(stat)± 0.104(syst), and µ 0 = 18.941±0.002(stat)±0.104(syst) for M4, the LMC and SMC respectively.
A2 Bayesian Analysis
To test the effect of metallicity uncertainties on our derived relations, we performed a Bayesian analysis that allows for multidimensional uncertainties. The details of this method are outlined in Section 7 of Hogg et al. (2010) , and have been generalized to three dimensions following D. Foreman-Mackey 3 . We only made two customizations. First, we used a diagonal correlation matrix, since the metalliciy and photometry are independent datasets, and therefore their uncertainties are not correlated. Second, we used a standard Cauchy prior distribution for the slopes b and c, which provides a uniform distribution in the slope angles θ 1 and θ 2 (where b = tan θ 1 and c = tan θ 2 ).
In Figure A1 , we plot the 3D distribution of our data in the [4.5] band. Uncertainty in metallicity is assumed to be 0.15 dex for all stars, since individual uncertainties are not available in Fernley et al. (1998) . Figure A2 shows the posterior distribution of the coefficients of the [4.5] band PLZ relation. The derived coefficients are listed in Table A2 . The period slopes are very consistent with the results of the weighted least squares results presented in Table 3 , and the metallicity slope tends to be steeper at about the 1σ level for PLZ relations, and up to 2σ steeper for the PWZ relations. The steeper metallicity slopes only have a moderate effect on the distances derived in Section 4; using these relations results in µ 0 = 11.29 ± 0.01; 18.535 ± 0.001(stat) ± 0.084(syst); 18.917±0.002(stat)±0.084(syst) for M4, the LMC, and the SMC, respectively. Therefore, we conclude that neglecting the metallicity uncertainty does not significantly impact the final results. This paper has been typeset from a T E X/L A T E X file prepared by the author. Figure A2 . Posterior distribution of the coefficients of the [4.5] band PLZ relation. Their 1σ uncertainties are indicated by the dashed lines in the histograms.
