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A central feature of quantum mechanics is the non-commutativity of operators used to describe
physical observables. In this article, we present a critical analysis on the role of non-commutativity
in quantum theory, focusing on its consequences in the probabilistic description. Typically, a
random phenomenon is described using the measure-theoretic formulation of probability theory.
Such a description can also be done using algebraic methods, which are capable to deal with non-
commutative random variables (like in quantum mechanics). Here we propose a method to construct
a non-commutative probability theory starting from an ordinary measure-theoretic description of
probability. This will be done using the entropic uncertainty relations between random variables,
in order to evaluate the presence of non-commutativity in their algebraic description.
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I. INTRODUCTION
Measure-theoretic and algebraic probability theory
na¨ıvely correspond to classical and quantum probability,
respectively. They were born almost in the same years,
the first from the pioneering works of A. Kolmogorov,
while the second with the works of J. von Neumann.
Nevertheless, they remained separated for many years.
The measure-theoretic approach seems to be applicable
to any “ordinary/everyday random phenomena”, while
the algebraic approach was originally motivated to de-
scribe “quantum random phenomena”: two aspects of
randomness which are considered deeply different.
The measure-theoretic approach to probability seems
to privilege the probability while the algebraic approach
is more about random variables (i.e. the mathematical
representation of features of a random phenomenon). De-
spite they appear as two completely different approaches,
they are intimately related. Typically people consider
the first as a special case of the second, but this point of
view could be too simple. The recent interest in quantum
information arises questions about the meaning of the
quantization procedure, which may be seen as a change
in the probabilistic description of natural random phe-
nomena. Nevertheless, this change in the description of
random phenomena is suggested also in other fields which
are not really related to the quantum world, like for ex-
ample finance[1–3], social science (for a very interesting
experiment, see Ch.6 in [4]), or cognitive science [4, 5].
The purpose of this article is to present a method which
allows to evaluate the presence of non-commutativity
in the probabilistic description of a given random phe-
nomena. Such method will be used in [6] and [7] to
ar
X
iv
:1
80
3.
04
91
3v
2 
 [q
ua
nt-
ph
]  
16
 M
ar 
20
18
2explicitly construct models which reproduce the non-
commutativity between position and velocity of a par-
ticle, as in non-relativistic quantum mechanics. In sec-
tion II, the ordinary measure-theoretic approach to prob-
ability will be reconsidered in an Hilbert-space setting.
A review of the basic facts about algebraic (in general
non-commutative) probability spaces will be done in sec-
tion III, which allows us to present the so called entropic
uncertainty relations under a different light in section
IV. Finally, a method for the construction of a non-
commutative probability space starting from a collection
of ordinary probability spaces using entropic uncertainty
relations will be presented in section V.
II. CLASSICAL PROBABILITY IN HILBERT
SPACE LANGUAGE
In this section, we collect a series of results about
measure-theoretic probability theory and its algebraic
formulation [8]. We will start reviewing the standard
measure-theoretic probability, pointing out the algebraic
structures which are already present in the ordinary for-
mulation. After the introduction of the necessary math-
ematical tools [9], we will show how standard measure-
theoretic probability look like in Hilbert spaces.
A. Measure-theoretic probability, i.e. classical
probability
With the term classical probability we will refer to
Kolmogorov’s formulation of probability theory based on
measure space. According to this framework, the descrip-
tion of a random phenomenon is made by using the triple
(Ω, E , P ), called probability space, where
i) Ω is the sample space, and it represents the set
of all possibile elementary outcomes of a random
experiment;
ii) E is a σ-algebra on Ω, namely a collection of subsets
of Ω which is closed under complement and count-
able union. It can be understood as the set of all
propositions (also called events) about the random
phenomenon whose truth value can be tested with
an experiment;
iii) P is a probability measure, namely a map P :
E → [0, 1], which is normalised (P (Ω) = 1) and
σ-additive. If A ∈ E is an event, then we will inter-
pret P (A) as the degree of belief that the event A
really happens.
Note that in Kolmogorov’s formulation, a probability
space is nothing but a measure space where the mea-
sure is normalised. A random variable X in this con-
text, i.e. a feature of a random phenomenon, is simply
any P -measurable map from the probability space to an-
other measurable space∗ (M,M), hence X : (Ω, E , P )→
(M,M). The image of the probability measure P , under
the map X, induces a (probability) measure on (M,M),
µX := P ◦X−1, which is called probability distribution of
the random variable X. Statistical information about a
random variable X can be obtained from the expectation
value, defined as
E[X] :=
∫
Ω
X(ω)P (dω)
Sometimes, to emphasise the probability measure which
we are using to compute the expectation we write EP .
The definition given for P is rather obscure since we
should explain the meaning of “degree of belief”. This is
a signature of the fact that the notion of probability is a
primitive concept in the measure-theoretic formulation.
A method we can use to measure P is explained in the
(weak) law of large numbers.
Theorem 1. Let {Ai}i∈N be a collection of independent
events, namely P (∩iAi) = ΠiP (Ai). If P (Ai) = p for
all i, namely they have all the same probability, for any
 > 0, we have
lim
n→∞P
({
ω ∈ Ω
∣∣∣∣∣∣∣∣Kn(ω)n − p
∣∣∣∣ < }) = 1
where Kn(ω) =
∑n
j=1 χAj (ω) where χAj (ω) is the indi-
cator function for the set Aj.
Let us explain the meaning of this theorem, and what
it tells us about the measurement of probability. First
of all, we should accept that P (A) = 1 means to be sure
that the event A is true. Assumed this, the meaning of
this theorem is hidden in the function Kn(ω). Consider
the following collection of events
Aj := {in the trial j we found ω ∈ A} ∀j ∈ N.
For this collection of events, the function Kn(ω) is just
the number of times we observe ω ∈ A by repeating the
observation n times. In addition the independence hy-
pothesis in the theorem ensures that the observation in
the i-th trial does not influence the j-th trial. Finally
the requirement P (Ai) = p, ∀i ∈ N, is a quite natural
requirement: the probability that ω ∈ A is the same in-
dependently on the trial. At this point the meaning of the
theorem is clear: for sufficiently many trials, the number
of times we find ω ∈ A normalised to the total number of
trials, tend to be the number p with probability 1. Notice
that, despite this theorem tells us how to measure P (via
frequencies), we cannot use it to define the meaning of P :
it would be a recursive definition. For this reason, prob-
ability in the measure-theoretic framework is a primitive
notion.
∗ A measurable space is the couple (M,M) where M is a set and
M is a σ-algebra on this set. When equipped with a measure it
becomes a measure space.
3a. Example: The die From the mathematical point
of view, a die can be described using the probability space
(Ω, E , P ). For example let us set
i) Ω := {1, 2, 3, 4, 5, 6};
ii) E is the power set of Ω;
iii) P (ω) =
∑6
i=1 piδi,ω with pi ∈ [0, 1] for all i and∑6
i=1 pi = 1.
The die in this case is represented by a random variable
D : Ω→ N, which is just the identity function, D(ω) := ω
and the distribution of the random variable is given by
the probability measure directly. Another possibility can
be the following
i) Ω := {1, 2, 3, 4, 5, 6, 7, 8};
ii) E is the power set of Ω;
iii) P (ω) =
∑8
i=1 qiδi,ω with qi ∈ [0, 1] for all i and∑8
i=1 qi = 1.
On this probability space the die can be described using
the random variable
D(ω) :=

ω if ω ∈ {1, 3, 4, 6}
2 if ω ∈ {5, 8}
5 if ω ∈ {2, 7}
Again D(Ω) = {1, 2, 3, 4, 5, 6}, but this time the prob-
ability distribution of D does not coincide with the
probability measure, in particular we have that µD =
{q1, q5 + q8, q3, q4, q2 + q7, q6}.
B. The algebra of functions L∞(Ω, E , P )
Let (Ω, E , P ) be a probability space and consider the
functions f : Ω → C which are measurable with respect
to the σ-algebra E . We also require f to be bounded,
namely ‖f‖ := supω∈Ω |f(ω)| < ∞. Then we can define
the following class of functions
L∞(Ω, E , P ) := {f : Ω→ C|f is E-measurable, ‖f‖ <∞}
With the equivalence relation f ∼ g whenever P ({ω ∈
Ω|f(ω) = g(ω)}) = 1, we can define the follow-
ing object L∞(Ω, E , P ) = L∞(Ω, E , P )/ ∼. Defin-
ing the operation of sum, multiplication by a scalar
and multiplication between functions in the usual way,
L∞(Ω, E , P ) becomes an algebra of functions. Finally,
using the essential supremum norm ‖f‖∞ := ess supf =
infα∈R P ({ω ∈ Ω||f(ω)| < α}), L∞(Ω, E , P ) is an abelian
C∗-algebra of functions (C∗ means that ‖f∗f‖∞ = ‖f‖2∞
which is true for the complex conjugation ∗ and the es-
sential supremum norm ‖ · ‖∞, see section II C for more
details). Note that ess supf 6 sup f .
This object encodes, in an algebraic way, all the in-
formation encoded in the underlying probability space.
Clearly (Ω, E , P ) determines uniquely L∞(Ω, E , P ), but
the opposite is not exactly true. Indeed, given
L∞(Ω, E , P ) we may construct a σ-algebra by setting
E˜ := {p ∈ L∞(Ω, E , P )|p = p∗ = p2}
but this is not isomorphic to the original E , since we iden-
tified everywhere P -equal functions in the construction
of L∞(Ω, E , P ). E˜ is a measure algebra. Nevertheless this
is an advantage instead of a limitation. Indeed, measure
algebra is a coherent way to exclude set of zero mea-
sure from the probability space describing the random
phenomenon (see Sec. 1.7 in [10]). Over this σ-algebra,
we can define a probability measure P˜ : E˜ → [0, 1] as
P˜ (f) := φ(f) for any f which is E˜-measurable, where φ
is a positive normalised linear functional defined to be
φ(f) =
∫
Ω
f(ω)P (dω). Summarising, starting from the
algebra L∞(Ω, E , P ) we can construct a probability space
(Ω, E˜ , P˜ ) which is equivalent, up to zero measure set, to
the probability space (Ω, E , P ).
Consider an ordinary random variable X : (Ω, E , P )→
(M,M). Since (M,M, µX) is a probability space as
well, we can associate to it an abelian C∗-algebra of
functions. In this picture, X can be seen as a linear
map between algebras which respects the multiplication,
namely a C∗-algebra homomorphism. Thus we can say
that the algebraic analogous of the random variable X
is the C∗-algebra homomorphism xX : L∞(Ω, E , P ) →
L∞(M,M, µX). We can see that a random phenomenon
described in measure theoretic language, can be equiva-
lently described using (abelian) algebras: this is part of
the algebraic approach to probability theory. We con-
clude this section by observing that, in the algebraic ap-
proach, the role of the random variables is central: the
elements of L∞(Ω, E , P ) are functions on (Ω, E , P ), i.e
random variables.
C. From probability spaces to abelian von
Neumann algebras
We have seen that the information encoded in
(Ω, E , P ), can be encoded in an equivalent manner in
the algebra L∞(Ω, E , P ). Now, we will establish a link
between the algebra L∞ and a suitable von Neumann
algebra of operators over some Hilbert space.
In general, an algebra A is a vector space equipped
with a product operation. Typically such product is
assumed to be associative and in some case, it can be
commutative. An algebra can have or not have the unit
element with respect to this multiplication but in what
follows we will always consider algebras with unit. We
will always consider algebras having a norm defined on
it, labeled by ‖ · ‖. It is also useful to consider algebras
equipped with an additional map ∗ : A → A, such that
(a∗)∗ = a, which is called involution (examples of invo-
lutions are the complex conjugation for functions or the
adjoint operation for operators). At this point, we may
define what is a C∗-algebra.
4Definition 1. Let A be an algebra with a norm ‖ · ‖ and
an involution ∗. If A is complete with respect to the norm
‖ · ‖ we call this algebra ∗-algebra. If in addition,
‖a∗a‖ = ‖a‖2
we say that A is a C∗-algebra.
Completeness of A is understood in the usual way: all
the convergent sequences in A with respect to a given
norm are also Cauchy sequences. Given a ∗-algebra A, a
generic element a ∈ A is said to be self-adjoint if a = a∗,
while it is said to be positive (and we will write a > 0) if
we can write a = b∗b, for some b ∈ A.
Definition 2. Let A be a ∗-algebra , a state over A is a
linear functional φ : A → C which is positive (φ(aa∗) > 0
for any a ∈ A) and normalised (φ(I) = 1, where I is the
unit of A).
Note that the definitions above are very abstract in
the sense that we do not need to define explicitly the
sum, the product, the norm or the involution. For this
reason A is called abstract algebra if such information
are not declared. When all the features of the algebra
are explicited, we speak of concrete algebra. Let us re-
strict our attention to the case of algebras of operators
in some Hilbert space H, and in particular to A = B(H)
(the bounded operators over an Hilbert space H) which
is a concrete algebra. Thanks to the notion of positivity,
we have a natural ordering operation > between the el-
ements of the algebra, i.e. given two operators Aˆ1 and
Aˆ2, the writing Aˆ1 > Aˆ2 means Aˆ1 − Aˆ2 > 0.
Definition 3. Let A be an operator algebra and
{Aˆi}i=1,2,··· be an increasing sequence of operators in A
with strong limit s−limn→∞ Aˆn = Aˆ, namely Aˆ1 6 Aˆ2 6
· · · and limn→∞ ‖Aˆn − Aˆ‖ = 0 for some Aˆ ∈ A. A state
φ is said to be normal if limn→∞ φ(Aˆn) = φ(Aˆ).
A normal state φ on B(H) can be written as φ(·) =
Tr [ρˆ · ] for some ρˆ ∈ B1(H), where B1(H) labels the set
of trace-class operators over H (see Th. 7.1.12 in [11]).
Definition 4. Let A be an algebra of operators and φ :
A → C a state on it. Take some Aˆ ∈ A, if φ(Aˆ∗Aˆ) = 0
implies Aˆ = 0, then φ is said faithful.
Among algebras of operators a very important class is
the one of von Neumann algebras.
Definition 5. Let H be an Hilbert space, a von Neu-
mann algebra V(H) is a ∗-sub-algebra of B(H) which is
strongly closed (i.e. the strong limit of any sequence of
operators in V(H) converge to some operator which is
still in V(H)).
In general, any von Neumann algebra is a C∗-algebra,
but the opposite is not true. Von Neumann algebras are
concrete algebras, however in general one should consider
more abstract algebras, not necessarily composed of op-
erators, hence it is useful to introduce also the notion of
representation.
Definition 6. Let A be an algebra with involution and
H an Hilbert space. An homomorphism pi : A → B(H)
preserving the involution is called representation of A on
H. A representation is said faithful if it is one-to-one.
We now have all the notions needed to state the
main theorem of this section. Consider the algebra
L∞(Ω, E , P ) and for any f ∈ L∞(Ω, E , P ) define the op-
erator Mˆf on the Hilbert space L2(Ω, E , P ) as
Mˆfψ(ω) = f(ω)ψ(ω) ψ(ω) ∈ L2(Ω, E , P )
Clearly, such a representation is faithful and represents
L∞(Ω, E , P ) as multiplicative operators on L2(Ω, E , P ).
This is the link mentioned in the beginning. More for-
mally we have the following theorem.
Theorem 2. Let (Ω, E , P ) be a probability space. Then
the algebra Vc(L2(Ω, E , P )) := {Mˆf |f ∈ L∞(Ω, E , P )}
is an abelian von Neumann algebra on the Hilbert space
L2(Ω, E , P ) and
φP : Mˆf 7→
∫
Ω
f(ω)P (dω)
is a faithful normal state on Vc(L2(Ω, E , P )).
Proof. See Appendix A.
More generally, the results obtained till now can be
reversed: starting from a generic abelian von Neumann
algebra we may construct a probability space [8].
Theorem 3. Let A be an abelian von Neumann algebra
of operators and φ a faithful normal state on it. Then
there exist a probability space (Ω, E , P ) and a linear cor-
respondence between A and L∞(Ω, E , P ), Aˆ 7→ fAˆ, such
that
fAˆBˆ = fAˆfBˆ fAˆ∗ = (fAˆ)
∗
‖fAˆ‖∞ = ‖Aˆ‖ E[fAˆ] = φ(Aˆ).
Summarising, the theorem above tells that any abelian
C∗-algebra of functions, which is constructed from a
probability space, can be described in an equivalent way
by using multiplicative operators over a suitable Hilbert
space that one can construct from the probability space
itself. It is important to observe that the state φP is
not constructed from the vectors of L2(Ω, E , P ). Finally,
despite we are describing a classical probability space us-
ing an Hilbert space, this Hilbert space changes when we
change the probability measure P .
D. Essentials of spectral theory for bounded
operators
Here we introduce the basic notions and theorems
about the spectral theory of bounded operators which
will be used later [9]. The central object of the spectral
5theory is the notion of PVM. In order to define them in
the whole generality, we recall that a second-countable
topological space (X,T ) is a set X with a topology T
(collection of open sets) whose elements can be seen as
the countable union of basis sets (i.e. elements of T
which cannot be seen as unions of other sets).
Definition 7. Let H be an Hilbert space, (X,T ) a
second-countable topological space and B(X) the borel σ-
algebra on X. The map Pˆ : B(X) → B(H) is called
projector-valued measure (PVM) on X, if the following
conditions holds
i) Pˆ (B) > 0 for any B ∈ B(X);
ii) Pˆ (B)Pˆ (B′) = Pˆ (B ∩B′) for any B,B′ ∈ B(X);
iii) Pˆ (X) = Iˆ;
iv) if {Bn}n∈N ⊂ B(X) with Bn ∩ Bm = {∅} for n 6=
m, then
∞∑
n=0
Pˆ (Bn) = Pˆ
( ∞⋃
n=0
Bn
)
The support of the PVM is the closed set defined as
supp(Pˆ ) := X/{∪A|A ∈ T , Pˆ (A) = Oˆ}. When X = Rn,
Pˆ is said bounded if supp(Pˆ ) is a bounded set.
In the above definition Oˆ is simply the null operator.
Because a (Z,P(Z)), where P(A) means the power set
of A, and (Rn, To), where To is the ordinary euclidean
topology, are second-countable topological spaces, with
the above definition we may treat at the same time the
continuous and discrete cases. PVMs are useful because
they allow to define operator-valued integrals with re-
spect to them. In fact, if we consider a bounded function
g : X→ C which is measurable, we can define
Fˆ (g) :=
∫
X
g(x)Pˆ (dx)
which is called integral operator in Pˆ and it is a
(bounded) operator on H. We observe that∫
X
g(x)Pˆ (dx) =
∫
supp(Pˆ )
g(x)Pˆ (dx)
for any measurable bounded function g, because the
PVM vanishes for all A /∈ supp(Pˆ ). One can prove that,
if g is measurable and bounded, then ‖ ∫
X
g(x)Pˆ (dx)‖ 6
‖g|supp(Pˆ )‖∞ and also that the integral operator is pos-
itive for g positive. Related to PVM, another important
quantity is the spectral measure.
Definition 8. Let ψ ∈ H, the map µψ : B(X) → R
defined as
µψ(E) := 〈ψ|
∫
X
χE(x)Pˆ (dx)ψ〉 E ∈ B(X),
where 〈·|·〉 is the scalar product of H, is a real and positive
measure on R called spectral measure associated to ψ.
Note that if ψ ∈ H is normalised, then also µψ is.
An important property for any bounded and measurable
function g on X is the following:
〈ψ|
∫
X
g(x)Pˆ (dx)ψ〉 =
∫
X
g(x)µψ(dx)
which is simply a consequence of the fact that we may
always write g(x) as limit of a sum of indicator functions.
This last equality is very important in quantum physics.
Since
∫
X
f(x)Pˆ (dx) is an operator on H, i.e. Fˆ (g), the
above equality tells that the quantum mechanical expec-
tation 〈ψ|Fˆ (g)ψ〉 coincides with the ordinary expectation
value E[g] when it is computed with the spectral measure.
As we will see, this is a very general feature of self-adjoint
operators.
At this point we can state (without proof) the two
central theorems of the spectral theory for bounded op-
erators. The first important theorem is the spectral de-
composition theorem for self-adjoint operators in B(H)
which tells that every self-adjoint operator in B(H) can
be constructed integrating some function with respect to
a specific PVM, and it is completely determined by it.
Theorem 4 (Th. 8.54 in [9]). Let H be an Hilbert space
and Aˆ ∈ B(H) a self-adjoint operator.
a) There exists a unique and bounded PVM Pˆ (Aˆ) on
R such that
Aˆ =
∫
supp(Pˆ (Aˆ))
xPˆ (Aˆ)(dx);
b) σ(Aˆ) = supp(Pˆ (Aˆ)), where σ(Aˆ) is the spectrum of
the operator Aˆ;
c) If f is a bounded measurable function on σ(Aˆ),
the operator f(Aˆ) :=
∫
σ(Aˆ)
f(x)Pˆ (Aˆ)(dx) commutes
with every operator in B(H) which commutes with
Aˆ.
The second important theorem is the so called spectral
representation theorem of self-adjoint operators in B(H).
This theorem tells that every bounded self-adjoint opera-
tor on H can be represented as a multiplicative operator
on some L2 Hilbert space, which is basically constructed
from its spectrum.
Theorem 5 (Th. 8.56 in [9]). Let H be an Hilbert space,
Aˆ ∈ B(H) a self-adjoint operator and Pˆ (Aˆ) the associated
PVM. Then
a) H splits as Hilbert sum H = ⊕i∈IHi (with I at most
countable if H is separable), where Hi are closed
and mutually orthogonal subspaces such that
i) ∀i ∈ I, then AˆHi ⊂ Hi;
ii) ∀i ∈ I there exist a positive finite borel mea-
sure µi on the Borel sets of σ(Aˆ) ⊂ R, and
6a surjective isometry Uˆi : Hi → L2(σ(Tˆ ), µi)
such that
Uˆi
(∫
σ(Aˆ)
f(x)Pˆ (Aˆ)(dx)
)∣∣∣∣
Hi
Uˆ−1i = f ·
for any bounded measurable f , where f · means
multiplication by f in L2(σ(Aˆ), µi).
b) σ(Aˆ) = supp({µi}i∈I) where supp({µi}i∈I) is the
complement to the set of λ ∈ R for which there is an
open set Bλ ⊂ R such that λ ∈ Bλ and µi(Aλ) = 0
for all i ∈ I.
c) If H is separable there exist a measure space
(MA,ΣA, µA) with µA(MA) < +∞, a bounded map
FA : MA → R and a unitary operator UˆA : H →
L2(MA, µA) satisfying(
UˆAAˆUˆ
−1
A g
)
(x) = FA(x)g(x)
for any g ∈ H.
Note that in c) the measure is not uniquely determined
by Aˆ. This theorem is a more general version of the
well known result about the splitting of an Hilbert space
as direct sum of eigenspaces associated to a self adjoint
operator.
Let us conclude this section observing that the spec-
tral decomposition theorem tells that any self-adjoint op-
erator (i.e. a possible quantum observable) can always
be seen as an integral operator and that this decompo-
sition is unique. The spectral measure allows to com-
pute the quantum expectation as an ordinary expectation
and, finally, the spectral representation theorem tells that
the whole algebraic structure described in section II C is
present. This means that the complete probabilistic de-
scription of a single quantum observable is possible by
using measure-theoretic probability.
E. Ordinary probability in Hilbert spaces
We concluded the previous section observing that for a
single quantum observable we can use measure-theoretic
probability without problems. In this section we want
to see how we can do the opposite: describe a measure-
theoretic random variable with operators over an Hilbert
space. In section II B we have seen that to any measure-
theoretic probability space, (Ω, E , P ), we may associate
an abelian C∗-algebra of functions, L∞(Ω, E , P ), which
can always be represented by using multiplicative opera-
tors over the Hilbert space L2(Ω, E , P ), i.e. the commu-
tative von Neumann algebra Vc(L2(Ω, E , P )), as shown in
theorem 2. Such a theorem also tells that expectations
with respect to a probability measure are nothing but
states over Vc(L2(Ω, E , P )). We also observed that the
Hilbert space L2(Ω, E , P ) strongly depends on the prob-
ability measure of the underlying probability space, and
so a change of the probability measure would change the
Hilbert space. However, the spectral representation the-
orem suggests that we may find a “bigger Hilbert space”
(namelyH = ⊕iHi, as defined in the theorem) where this
dependence on the probability measure seems to disap-
pear. Finally, the spectral measure, introduced in section
II D, seems to allow us to move the probabilistic content
from the original probability measure to (functional of)
function of this “bigger Hilbert space”. In this section we
want to study better this mechanism. More precisely, we
want to discuss the following problem: how it is possi-
ble to construct explicitly an Hilbert space (independent
on the probability measure), an operator and a state (de-
fined as in definition 2) on a suitable algebra of operators
on H, which are capable to give the same statistical pre-
diction about a random variable described in ordinary
measure-theoretic setting.
Consider a probability space (Ω, E , P ), a measurable
space (M,M) and a random variable X : Ω → M
on it. As usual X induces a distribution νX such
that (M,M, νX) is a probability space. Algebraically,
the random variable X can be seen as the map x :
L∞(Ω, E , P ) → L∞(M,M, νX). Clearly the random
variable X can be seen also as the identity map on
L∞(M,M, νX), and any expectation EP can be com-
puted using a suitable state φνX over this algebra, i.e.
EP [f(X)] = φνX (f(X)). This fact does not change if we
represent the element x ∈ L∞(M,M, νX), correspond-
ing to the original random variable X, as a multiplica-
tive operator Mˆx acting on L2(M,M, νX), i.e. if we
consider the abelian von Neumann algebra of operators
A := {Mˆf |f ∈ L2(M,M, νX)} on this Hilbert space.
Clearly L2(M,M, νX) changes as we change the initial
probability measure P . Consider now the Hilbert space
H = ⊕iHi of the spectral representation theorem and a
bounded operator Tˆ ∈ B(H) on it with spectrum σ(Tˆ ).
Then take the surjective isometry of the theorem, i.e.
Uˆi : Hi → L2(σ(Tˆ ), µi). The idea is to use Uˆi to map
L2(M,M, νX) in some Hi and to construct H from it. If
we want to do that we can set:
a) σ(Tˆ ) = M ,
b) µi = νX .
This allows to write that Uˆi : Hi → L2(M,νX) (we omit
the σ-algebraM for simplicity). These requirements can
be explained as follows. Since we want to represent with
Tˆ the random variable X (note that Tˆ is not the operator
Mˆx seen before) and encode the probabilistic content of
(M,M, νX) (and so of (Ω, E , P )) in some suitable object
defined on H, the requirement a) simply means that the
set of eigenvalues of the operator coincides with the set
of outcomes of the random variable. This tells us how
to construct the operator Tˆ since the spectrum uniquely
identifies the operator. The requirement b) is needed in
order to encode the statistical information in functionals
of elements of H, allowing the Hilbert space, on which Tˆ
is defined, to be capable to contain information about P .
7Note that at this level it is not clear what the meaning of
the index i is (which is important for the construction of
H = ⊕iHi) in the original probability space. Observing
that this index determines the dimension and separability
property of the Hilbert space, let us try to attach it to
some feature of the random variable we want to represent.
In particular, we assume that i labels the outcome of X,
i.e. i = x ∈M . This immediately implies that
H =
⊕
x∈M
Hx
where ⊕ means direct sum or direct integral according to
the cardinality of M , while the operator representing X
is simply
Tˆ :=
∫
M
xPˆ (Tˆ )(dx)
where Pˆ (Tˆ )(dx) is the PVM having M as support. Note
that in this way TˆHx ⊂ Hx, i.e. Pˆ (Tˆ )(dx)|x〉 = |x〉 for
any |x〉 ∈ Hx, as required by the spectral decomposition
theorem. By construction the operator Tˆ has a non-
degenerate spectrum and if M is a bounded subset of
R, the spectrum of Tˆ is bounded, implying that Tˆ is a
bounded operator. Let us assume this for the rest of this
section. The only thing that we miss is how to represent
the probability distribution νX . At this point, we assume
that the random variable X is discrete hence ν(x) can
be interpreted as the probability to have X = x. In
general on (M,M, νX) we can describe, together with
X, all random variables f(X), where f : M → M are
measurable and bounded functions, and they correspond
to the operators f(Tˆ ). Hence, since ν(x) is a bounded
and measurable function, it can be represented as
ρˆν := ν(Tˆ ) =
∫
M
ν(x)Pˆ (Tˆ )(dx).
Note that ρˆ ∈ B1(H), because ν(x) is a probability. In
section II C we have seen that a normal state φ(·) on
B(H) can be always written as Tr [ρˆ · ] for some trace
class operator ρˆ. The set of all the operators f(Tˆ ),
equipped with the operation of sum and product of oper-
ators, forms a sub-algebra of B(H) which is in one-to-one
correspondence (via the surjective isometry Uˆx) with an
abelian von Neumann algebra. Thus this set of operators
form an abelian von Neumann algebra, which we label by
VT . Then if we impose that states on VT coincide with
states of L∞(M,M, νX) (inheriting all their properties),
we must have
EνX [f(X)] = Tr
[
ρˆf(Tˆ )
]
(1)
for any f measurable and bounded function on M . This
implies that ρˆ = ρˆν . Note that, this time given νX (i.e.
P ) we can determine a unique object which encodes all
the probabilistic information of the random phenomenon
under study.
Heuristically, it seems that we can write the following
formal “correspondence”
P (dω)↔ ρˆP∫
· · · ↔ Tr [· · · ]
which anyhow should be taken with care. First, addi-
tional difficulties are added if one drops the assumption
that M is a bounded subset of R. Another difficulty
arises if we want to describe continuous random variable
taking value on R. These difficulties may be overcome,
from a practical point of view, by seeing continuous
unbounded operators as the limit of bounded opera-
tors with discrete spectrum: this is the solution that
we will adopt in [6] and [7] to deal with continuous
unbounded random variables. Rigorous approaches to
treat algebraically unbounded operators are available
[11] while the notion of (generalized) eigenvalues for
continuous unbounded operators can be formalized,
from the mathematical point of view, using the Gel’fand
triples [12]. Despite seems to be an overcomplication,
this change of language for the description of a random
phenomenon gives rise to new possibilities, as it will be
explained in the next sections.
a. Example: The die Let us continue the previous
example of the classical die. Consider the first description
we gave in the previous example, i.e. we used the prob-
ability space (Ω, E , P ) with Ω = {1, · · · , 6}. If Dˆ is the
operator associated to the random variable D : Ω → N,
we know that
σ(Dˆ) = Ω = {1, 2, 3, 4, 5, 6}.
The Hilbert space on which this operator act is H =
⊕i∈ΩHi. It has dimension 6 and in general it can be
seen as a subspace of C6. A generic random variable
X(ω) = f(ω) over (Ω, E , P ) corresponds to the operator
f(Dˆ) =
6∑
i=1
f(i)|i〉〈i|.
The probability measure, can be represented as
ρˆP =
6∑
i=1
pi|i〉〈i|,
where |i〉〈i| is the projector onHi. Thus, any expectation
value can be computed as
EP [X] = Tr
[
f(Dˆ)ρˆP
]
.
We again stress that we are using just one basis of C6, so
operators written in different basis do not correspond to
any random variable which can be defined on the original
probability space and for this reason they must be ex-
cluded (they do not belong to the same abelian algebra
of Dˆ).
8III. ALGEBRAIC PROBABILITY SPACES
In part II, we have seen that the usual measure-
theoretic formulation of probability theory can be en-
coded in a satisfactory way in an abelian von Neumann
algebra of functions. This suggests that a more general
formulation of probability theory is possible in an al-
gebraic context, allowing to obtain a non-commutative
probability theory. Here we will present the basic facts
about algebraic probability theory, emphasizing the role
of commutativity and its influence on the possible con-
crete representations of such algebraic spaces. Additional
references for that section are [13–15].
A. Basic definitions
Some of the basic definitions we need in order to de-
scribe the algebraic approach to probability have been
already introduced in section II C. For notions like alge-
bra, involution, state (and its classification) and repre-
sentation, we will refer to this section.
Definition 9. The pair (A, ω) where A is a ∗-algebra
with unit, and ω : A → C a state on it, is called algebraic
probability space.
We will restrict our attention to the case where A is
also C∗ quickly. Note that the commutativity of A is not
required in the definition. In section II C we saw that in
the abelian case, if a ∈ A, ω(a) ∈ C is its expectation
value. If a = a∗ (i.e. a is self-adjoint), then one can prove
that ω(a) ∈ R, thus self-adjoint elements of the algebra
correspond to real-valued random variables. More gener-
ally, the elements of a generic algebra can be interpreted
as random variable, as the following definition suggests.
Definition 10. Given an algebraic probability space
(A, ω) and another ∗-algebra with unit B, then an ho-
momorphism j : B → A preserving the unit and the in-
volution, is called an algebraic random variable.
This definition is just an extension of the notion of
random variable, used in the abelian case, to general al-
gebras. As in ordinary probability theory, the algebraic
random variable j, induces a state, ωj = ω ◦ j called
distribution, such that (B, ωj) is another algebraic prob-
ability space.
B. Representations of an algebra
Algebras are very abstract objects. For this reason,
the notion of representation is very important. Here we
will review the two basic representation theorems that
we have at disposal, in order to pass from an abstract
algebra to some concrete algebra.
A general result which allows to represent a generic
abstract C∗-algebra with a concrete C∗-algebra of oper-
ators is the celebrated GNS theorem. First we need to
introduce some terminology: a representation is called
a ∗-representation if it preserves the involution, while a
vector ψ ∈ H is said to be cyclic for a representation pi,
if span{pi(a)ψ|a ∈ A} is a dense subspace of H.
Theorem 6. Let A be a C∗-algebra with unit and ω :
A → C a state. Then:
i) there exists a triple (Hω, piω,Ψω) where Hω is
an Hilbert space, piω : A → B(Hω) is a ∗-
representation of A on the C∗-algebra of bounded
operators on Hω, and Ψω ∈ Hω is a vector, such
that:
a) Ψω is a unit vector, cyclic for piω;
b) 〈Ψω|piω(a)Ψω〉 = ω(a) for any a ∈ A.
ii) If (H, pi,Ψ) is a triple such that:
a) H is an Hilbert space, pi : A → B(H) is a
∗-representation and Ψ ∈ H is a unit vector
cyclic for pi;
b) ω(a) = 〈Ψ|pi(a)Ψ〉;
then there exits a unitary operator Uˆ : H → Hω
such that Ψ = UˆΨω and piω(a) = Uˆpi(a)Uˆ
−1 for
any a ∈ A.
Note that in general, Hω 6= Hω′ for ω 6= ω′. If Hω
is finite dimensional, then A is also a von Neumann al-
gebra; in the infinite dimensional case, this is not true
anymore. Because of this theorem, we will always use
algebras of operators over some Hilbert space instead of
abstract objects. For completeness, we mention that a
GNS theorem for ∗-algebras with unit is also available
(see Th. 14.20 in [9] ). The contents of such a theo-
rem are more or less the same of the GNS theorem pre-
sented here. However, it allows to represent elements
of a ∗-algebra with unbounded operators which are clos-
able over a state dependent domain Dω. This version
of the GNS theorem allows to threat in a more rigorous
way unbounded random variables using unbounded op-
erators over some Hilbert space, as mentioned at the end
of section II E. If A is commutative, we have another re-
sult which allows to represent abstract C∗-algebras with
continuous functions over some space: the commutative
Gel’fand-Naimark theorem.
Theorem 7. Any commutative C∗-algebra with unit A is
∗-isomorphic (i.e. the involution is preserved under the
isomorphism) to the commutative C∗-algebra with unit
of continuous functions on ∆(A), C(∆(A)) (which is C∗
with respect to the norm ‖ · ‖∞), where
∆(A) := {φ : A → C | φ(ab) = φ(a)φ(b) ∀a, b ∈ A,
φ non trivial}.
Such ∗-isomorphism (called Gelfand’s transform) is iso-
metric.
9When A is an abelian von Neumann algebra (hence
also C∗), a similar result holds by using an algebra of
measurable functions over some space (this is exactly the
content of theorem 3). Note that the GNS theorem holds
also for the commutative case but only in the abelian case
we can construct the measure-theoretic probability space.
This fact has important consequences on the concrete
interpretation of algebraic probability spaces.
C. Some effect of non-commutativity
Let us discuss some differences between the commuta-
tive and the non-commutative case, which are relevant
for quantum theory, but the list of differences does not
end here.
i) The lattice of projectors. Given a ∗-algebra A, we
call p ∈ A orthogonal projector if p = p∗ = p2 and
the set of projectors on A will be labeled by P(A).
From the abelian case, we have seen that the σ-
algebra of the associated probability space can be
constructed from this structure (P(A) = E˜ , in sec-
tion II B). From the mathematical logic point of
view, this means that in the abelian case P(A) has
the structure of a distributive lattice (i.e. a Boolean
lattice which is always isomorphic to a Boolean σ-
algebra). In the non-commutative case, this struc-
ture changes: P(A) has, in general, the structure
of an orthomodular lattice (modularity depends on
the type of factor of A). The practical consequence
is that we cannot interpret the propositions about
“non-commutative random phenomena” using ordi-
nary propositional calculus (the logical connectivi-
ties AND and OR are problematic) which is exactly
what happens in quantum logic.
ii) The CHSH inequality. Consider two von Neumann
algebras A and B (which are automatically C∗)
that are mutually commuting and A,B ⊂ B(H).
Let ω be a normal state for both algebras (hence a
positive normalized linear functional from B(H) to
C) and define
β(ω,A,B) := supω (a1[b1 + b2] + a2[b1 − b2])
where the sup is taken over all a1, a2 ∈ A and
b1, b2 ∈ B having norm less than 1. Then if at
least one of these two algebras is abelian one can
prove that β(ω,A,B) 6 2 for all states ω. When
both A and B are non-abelian, then this bound can
be violated: it is known that the maximal violation
is β(ω,A,B) = 2√2 [16]. The degree of violation
depends on the type of algebra: for two mutually
commuting, non-abelian von Neumann algebra, if
the Schlieder property holds [13] (i.e. ab = 0 for
a ∈ A and b ∈ B implies either a = 0 or b = 0) then
there exists a normal state which maximally violate
the inequality. This is nothing but the well known
CHSH inequality of quantum mechanics [17].
iii) Dispersion free state. Let A be a von Neumann
algebra, we say that a state ω is dispersion-free
if ω((a − ω(a))2) = 0 for all a ∈ A. In the
abelian case, a pure state can be characterised as
the states for which ω(ab) = ω(a)ω(b) holds for any
a, b ∈ A. Cleary, the pure states in abelian case are
dispersion-free. In the non-abelian case dispersion-
free states do not exist. In quantum mechanics this
is a well known fact, and it is called Heisenberg un-
certainty principle. We will use this fact in the
next section to study a possible characterisation of
non-commutativity.
Other differences which are relevant from the phys-
ical point of view, between commutative and non-
commutative case are, for example, the way one com-
poses two algebras, or the algebraic generalisation of the
notions of independence and conditional expectation (see
[13] and references therein for a detailed discussion).
IV. ENTROPIC UNCERTAINTY RELATIONS
The non-existence of dispersion-free states in a non-
commutative probability space suggests that we cannot
have delta-like marginals (of some joint probability dis-
tribution) for all the random variables of our algebra.
Following this intuitive idea, we introduce a natural mea-
sure of the “spread” of a given probability distribution
and then we discuss how this measure behaves in pres-
ence of non-commuting random variables.
A. Entropy in information theory
A natural measure we can use to quantify the spread
of a given probability distribution is the Shannon en-
tropy. Such entropy is the basic notion of classical infor-
mation theory and for this reason it is sometimes claimed
(especially in quantum physics [18]) that it cannot be
used for non-commutative probability spaces. From the
mathematical point of view, this claim is not true, sim-
ply because any non-commutative algebra always admits
a commutative sub-algebra where classical information
theory can be applied. In addition, the Shannon entropy
is not sensitive to the origin of probability [19]: it is as-
sociated to a single random variable.
We will introduce the Shannon entropy as done in
[20], which is different to Shannon’s original approach.
Na¨ıvely speaking, information quantifies a number of
things we do not know about a given random phe-
nomenon. In other words, information quantifies the un-
expectedness of an event E relative to a random variable
X. Let IX(E) be a measure of this unexpectedness; it is
reasonable to require that
i) IX(E) is a function of the probability of E to occur,
and not directly a function of the event E;
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ii) IX(E) is a smooth function of the probability;
iii) if E and F are two disjoint events (hence indepen-
dent), then IX(E,F ) = IX(E) + IX(F ).
It is not difficult to see that IX(E) = k logb(P (E)) fulfils
the three requirements. Typically k = −1 and b = e are
chosen, and this function is called information content
of the event E. The Shannon entropy can be thought
as the expectation value of the information content of
the elementary events (E = {ω}), i.e. H(X) := E[IX ].
Consider a discrete random variable taking values over a
discrete set {x1, · · · , xN}, then H(X) is just
H(X) = −
N∑
i=1
pi log pi (2)
where pi := P [X = xi] where xi is one of the possible
outcomes of the random variable X. Note that H(X)
remains well defined even for N = ∞, as one can prove
by induction. To better understand how H(X) quanti-
fies the spread of a distribution, let us consider the case
of a certain event (determinism). Suppose we know that
the event E := {X = k} is always true. Then clearly
pi = δik, which gives H(X) = 0: the event is certain so
our unexpectedness is zero (note we assumed 0 log 0 = 0,
as typically done in information theory). Since −x log x
is always positive for x ∈ [0, 1] it is not difficult to un-
derstand that H(X) = 0 only for delta-like distributions.
In addition iii) suggests that the more elementary events
contribute to H(X), namely the more elementary events
have non zero probability, the lager its value will be. In
this sense we can use H(X) to quantify the spread of a
probability distribution.
As already observed at the beginning of this section,
the only requirement needed on {pi} in order to de-
fine H(X) is that they come from a σ-additive, nor-
malised measure, which happens in any algebraic proba-
bility space (σ-additive means that the measure remains
finite even for countable unions of events). In the non-
commutative case some usual properties of H do not
hold: as a rule of thumb, all properties which depend
on vectors of random variables (like (X,Y )) should be
checked with care.
B. What is an entropic uncertainty relation?
Entropic uncertainty relations are a way to introduce
an uncertainty principle for generic observables in quan-
tum mechanics. Here we will review the known bounds
which are interesting for our discussion. The results pre-
sented here can be found in [21], [22], [23], [24], [25] and
[26].
Entropic uncertainty relations are relevant relations
between self-adjoint operators in an Hilbert space. Let
us start with a “preliminary definition”.
Definition 11. Consider a Hilbert space H and two self-
adjoint operators on it, Aˆ and Bˆ. Then if
Hρˆ(Aˆ) +Hρˆ(Bˆ) > C ∀ρˆ ∈ B1(H),
where C is a fixed positive number independent on ρˆ, we
say that Aˆ and Bˆ fulfil an entropic uncertainty relation.
In the definition above, Hρ(Aˆ) is the Shannon en-
tropy computed with the probability distribution µρˆ(·) =
Tr
[
ρˆPˆ (Aˆ)(·)
]
, where Pˆ (Aˆ)(·) is the PVM associated to
Aˆ. The same holds for Bˆ. We can clearly see why this
definition should be taken with care: according to defi-
nition 2, what is the Shannon entropy if the spectrum of
the operator is continuous? We will provide a more rig-
orous definition in the next section, for the moment we
just observe that if the Hilbert space is finite dimensional
this definition works (because all operators are compact).
Typically, in quantum information, one is interested in
finding the bound C (i.e. in the minimisation problem
minρˆ∈B1(H)[Hρˆ(Aˆ) +Hρˆ(Bˆ)]).
As a first example of the aforementioned bound (i.e.
of entropic uncertainty relation), let us consider the fol-
lowing theorem [25].
Theorem 8. Let Hρˆ(Aˆ) and Hρˆ(Bˆ) be the Shannon
entropies associated to two non-degenerate self-adjoint
operators Aˆ and Bˆ over a finite dimensional Hilbert
space H. Assume that {|φa〉}a∈σ(Aˆ) and {|ψb〉}b∈σ(Bˆ)
are basis of eigenvectors of Aˆ and Bˆ respectively. Then
∀ρˆ ∈ B1(H)
Hρˆ(Aˆ) +Hρˆ(Bˆ) > −2 log(max
a,b
|〈φa|ψb〉|).
We can see that, if the scalar product between eigen-
vectors is less than 1 (i.e. Aˆ and Bˆ cannot be diagonalised
at the same time, [Aˆ, Bˆ] 6= 0) the bound is non-zero. This
result can be generalized to the case of POVMs (which
are defined as PVMs except that ii) in definition 7 is not
required to hold), which encodes, as special case, that
of degenerate operators [26]. Because we do not need all
this generality, we consider the PVM case only, which can
be obtained from theorem 8 by replacing the argument
of the logarithm with maxab(‖Pˆ (Aˆ)a Pˆ (Bˆ)b ‖) (here Pˆ (Aˆ)a is
the projector on the eigenspace associate to a ∈ σ(Aˆ);
same for Pˆ
(Bˆ)
b ). It is worth to say that theorem 8, and
its generalisations, is a consequence of the Riesz-Thorin
interpolation theorem [27] for Lp-spaces. From the phys-
ical point of view this means that no physical assumption
is needed to derive this theorem: in this sense it does not
depend on the physical interpretation of the mathemat-
ical objects. Also in infinte dimensional Hilbert spaces
we have a similar theorem. Nevertheless this time we
need to face the problem that operators do not admit
in general only a point spectrum. To include also the
continuos-spectrum case, avoiding to introduce the “con-
tinuous version” of the Shannon entropy (i.e. the differ-
ential entropy [28], which is not properly a generalisa-
tion) the idea is simply to partition the spectrum. Given
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a generic operator Aˆ on an infinite dimensional Hilbert
space H, a partition of the spectrum is a collection of set
{Ei}i∈I such that σ(Aˆ) = ∪i∈IEi. Given this partition
of the spectrum and ρˆ ∈ B1(H), we can associate to it
a set of probabilities {p(ρˆ)i }i∈I computed via the formula
p
(ρˆ)
i = Tr
[
ρˆPˆ (Aˆ)(Ei)
]
. Using this distribution we can
compute Hρˆ(Aˆ). Then we have the following theorem
[24].
Theorem 9. Let Hρˆ(Aˆ) and Hρˆ(Bˆ) be the Shannon en-
tropies associated to self-adjoint operators Aˆ and Bˆ over
(possibly infinite dimensional) Hilbert space H. Assume
that {Ei}i∈I and {Fj}j∈J are two different partitions of
the spectrum of Aˆ and Bˆ, respectively. Then ∀ρˆ ∈ B1(H)
Hρˆ(Aˆ)+Hρˆ(Bˆ) > 2 log
(
2
supi,j ‖Pˆ (Aˆ)(Ei) + Pˆ (Bˆ)(Fj)‖
)
.
Again, we can see that if Aˆ and Bˆ commute, the RHS
vanishes (since 1 6 supi,j ‖Pˆ (Aˆ)(Ei) + Pˆ (Bˆ)(Fj)‖ 6 2
and the upper bound is reached if and only if Pˆ (Aˆ)(·)
and Pˆ (Bˆ)(·) have common eigenvectors).
Using the two theorems presented here above, we are
able to relate non-commutativity between operators and
the probability measures associated with them (i.e. the
spectral measure) using entropic uncertainty relations.
In the next section, we will formalize these facts in a C∗-
probability space, proving that there is a link between
the non-commutativity of the algebra and the properties
of the probability measures associated with states on it
which can be characterized using entropic uncertainty
relations.
C. Algebraic generalisation
In this section we will extend the definition of the
Shannon entropy to a generic C∗-algebra. Consider a
C∗- probability space (A, ω). Using the GNS theorem
we may equivalently consider the triple (Hω, piω,Ψω).
For any self-adjoint element a ∈ A, we may consider
the bounded operator Aˆω := pˆiω(a) acting on B(Hω).
The spectral theorem ensures that there exist a PVM
{Pˆ (Aˆω)(E)}E⊂σ(Aˆω) associated to Aˆω, thus the probabil-
ity that a takes value in E is 〈Ψω|Pˆ (Aˆω)(E)Ψω〉. Nev-
ertheless we cannot use this probability directly in the
definition of the Shannon entropy because in general the
spectrum may have a continuous part. It is a known fact
that if Aˆ is a bounded self-adjoint operator its spectrum
can be split as σ(Aˆ) = σp(Aˆ) ∪ σc(Aˆ), where σp(Aˆ) and
σc(Aˆ) are respectively the point and the continuous part
of the spectrum. Note that at the algebraic level the
classification of the spectrum may depend on the state
ω. To introduce a well defined notion of entropy at the
algebraic level, we have to find a way to deal with the
continuous part of the spectrum. Mimicking what we
did in section IV B, we introduce a partition of the con-
tinuous part of the spectrum {Ei}i∈Iω (we always assume
Iω at most countable). Let us label with ε a generic par-
tition, then given ε we can always construct a probability
distribution {p(ω,ε)i }i∈σp(Aˆω)∪Iω for a ∈ A as
p
(ω,ε)
i :=
{
〈Ψω|Pˆ (Aˆω)({i})Ψω〉 if i ∈ σp(Aˆω)
〈Ψω|Pˆ (Aˆω)(Ei)Ψω〉 if i ∈ Iω.
Note that these probabilities clearly depend on the parti-
tion chosen, as well as on the state. Using the probability
distribution constructed in this way, we can apply with-
out problems the definition of the Shannon entropy to
any self-adjoint element of A.
Definition 12. Let (A, ω) be a C∗-probability space. Fix
a partition ε and constructs for some self-adjoint a ∈
A the probability distribution {p(ω,ε)i }i∈σp(Aˆω)∪I , where
Aˆω = pˆiω(a). Then the ε-Shannon entropy of a ∈ A is
given by
Hω(a; ε) := −
∑
i∈σp(Aˆω)∪Iω
p
(ω,ε)
i log p
(ω,ε)
i
Since the probabilities depend on the partition, the
entropy depends also on the partition of the spectrum as
well. Thanks to this definition we can define in a proper
manner an entropic uncertainty relation in an algebraic
contest.
Definition 13. Let A be a C∗-algebra and consider two
random variables a, b ∈ A on it. Choose two partitions
(different in general) ε and δ for a and b, respectively. If
for any ω,
Hω(a; ε) +Hω(b; δ) > C(ε, δ),
where C(ε, δ) ∈ R+/{0} is a constant which may depend
on the partitions but not on the state, we say that a and
b fulfil an (ε, δ)-entropic uncertainty relation.
Note that the important part of this definition is the
independence on the state of the constant C(ε, δ): the
LHS is bigger than this constant for any possible state.
We need to introduce an ordering relation between par-
titions of the spectrum, which is nothing but the notion
of “finer partition”.
Definition 14. Let ε = {Ei}i∈I and ε′ = {E′j}j∈J be
two partitions. We say that ε is finer than ε′, written
ε ⊂ ε′, if
i) E′j = ∪i∈IjEi for some Ij ⊂ I;
ii) I = ∪j∈JIj.
Intuitively, a partition  is finer than a partition ′, if
combining in a suitable way the sets of , we can con-
struct all the sets of ′. The requirements i) and ii) are
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simply the conditions under which this combination is
possible. In what follows, if we need to talk repeatedly of
two partitions, say ε and δ, we will use the symbol (ε, δ).
The writing (ε, δ) ⊂ (ε′, δ′) means ε ⊂ ε′ and δ ⊂ δ′.
At this point we may state the following theorem, which
relates the non-commutativity of the C∗-algebra and the
presence of entropic uncertainty relations.
Theorem 10. Let A be a C∗-algebra and take two self-
adjoint elements a, b ∈ A. If for two partitions (ε, δ) an
entropic uncertainty relation holds, namely
Hω(a; ε) +Hω(b; δ) > C(ε, δ),
with C(ε, δ) > 0, and this happens for any possible state
ω over A, then [a, b] 6= 0.
Idea of Proof. We explain the idea of the proof, whose
mathematical details can be found in Appendix B.
We have already seen that dispersion-free states do not
exist in a non-commutative probability space. Consider
a non-abelian C∗-algebra A, and a, b ∈ A, such that
[a, b] 6= 0. Given a state ω, let Aˆω = pˆiω(a) and Bˆω =
pˆiω(b) be the two associated GNS representations acting
on Hω. Assume that the spectrum is purely continuous
for such representations, the discrete case can be thought
as a sub-case of this. Since [a, b] 6= 0, we cannot find a
state ω, which has a delta-like probability distributions
(i.e. spectral measures) for both Aˆω and Bˆω, for any
possible partitions of the two spectra we can consider.
The best we can do, is to choose ω which has a delta-like
probability distribution for only one of the two random
variables: hence, we are in the situation of Figure 1. Now,
take (ε, δ) and (ε′, δ′) such that (ε′, δ′) ⊂ (ε, δ). If ω
induces the two probability distributions in the picture,
we can see that:
i) There are partitions where the two probability dis-
tributions {p(ω,ε)i (a)}i∈I and {p(ω,δ)i (b)}i∈I , have a
delta-like shape (i.e. all the probabilities are 0 ex-
cept for one set of the partition). This is the case of
the partitions (ε, δ) in the Figure 1. For these par-
titions, we have no entropic uncertainty relations.
ii) There are partitions where only one of the two
probability distributions still have a delta-like
shape. This is the case of the partitions (ε′, δ′)
in the Figure 1. In this case, we have an entropic
uncertainty relation.
Hence, if dispersion-free states do not exist (i.e. the al-
gebra is non-commutative) we can find a partition for
which an entropic uncertainty relation holds. It is not
difficult to understand that if an entropic uncertainty re-
lation holds for a couple of partitions, it also holds for
any finer couple of partitions. On the other hand, it is
not difficult to see that if an entropic uncertainty relation
is found for a partition (ε, δ), automatically it holds for
all the finer partitions (ε′, δ′) ⊂ (ε, δ). Thus there are no
dispersion-free states on the algebra, which means it is
not abelian.
FIG. 1. The case of a state which is not dispersion-free. As
one can see we can have for all possible partitions, a delta-like
probability distribution for the algebraic random variable a.
This cannot happen for b, when [a, b] 6= 0: there are partitions
for which the probability distribution of b cannot be delta-like.
Note that this theorem gives a way to test if two al-
gebraic random variables commute or not, using purely
probabilistic concepts. This result generalizes in the al-
gebraic contest the content of the theorems 8 and 9 seen
in the previous section. Note that the constant C(ε, δ)
may depend on the partition, while, in the theorems 8
and 9, this dependence is absent. This fact is suggesting
that the dependence on the partition is more an arti-
fact due to the definition we gave for ε-Shannon entropy
in a C∗-algebraic contest, instead of something deeper.
Hence such dependence could be eliminated, but we were
not able to do so. Finally note that this theorem does
not say anything about the bound (contrary to theorems
8 and 9), but it asserts only that if it exists for all states
then the algebra is non-commutative.
The main difficulty in the use of this test for non-
commutativity, is that the LHS of the inequality must be
varied over all the possible states. Fortunately, a further
simplification can be done. Consider a state ω : A → C
and let S(A) be the set of all states on A. Then we
say that the state is pure if it cannot be written as con-
vex combination of other states (i.e. @ω1, ω2 such that
ω(·) = λω1(·)+(1−λ)ω2(·) for some λ ∈ [0, 1]), otherwise
it is said to be mixed. Let Sp(A) denote the set of all the
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pure states on A.
Corollary 1. Consider a C∗-algebra A and take two self-
adjoint elements a, b ∈ A. If an entropic uncertainty
relation between a and b holds for all ω ∈ Sp(A) , then it
also holds for any state in S(A).
Proof. See appendix C.
Hence it is sufficient to check this relation by varying
ω on the pure states only.
V. NON-COMMUTATIVITY FROM ORDINARY
MEASURE-THEORETIC PROBABILITY
We have seen that if we want to model random phe-
nomena, we can use two (apparently) different mathe-
matical structures: a measure space, (Ω, E , P ), or an alge-
bra with a state (A, ω). On the other hand, random phe-
nomena in the subatomic world can only be described us-
ing algebraic probability, since the non-commutative be-
havior seems to play a fundamental role. Here we want to
discuss a possible method to obtain a non-commutative
behavior of the probability starting from a collection of
probability spaces.
A. The general method in the algebraic setting
Before we explain the method in the Hilbert space set-
ting, let us discuss the idea from the algebraic point of
view. Suppose we have two real random variables a and
b. Instead of describing them in the measure-theoretic
language, we wish to describe them using the abelian al-
gebras that they generate, say Aa and Ab respectively.
This means that the algebra Aa is the abelian algebra
generated by the identity, a and all its polynomial p(a).
The same for Ab. On these two algebras, we can define
states: we label by ωa states on Aa and by ωb states
on Ab. Now we assume the following: there exist a 1-1
map between states on Aa and states on Ab. This means
that to a given state ωa on Aa, we can associate in a
unique way a state ωb on Ab. This map allows neglect-
ing the labels a and b in the symbol of the state ω. Let
us now set A as the smallest C∗-algebra containing both
Aa and Ab as subalgebras (i.e. the algebra generated by
the identity, a, b and polynomials p(a, b)). By theorem
10, if we can prove that Hω(a) + Hω(b) > D for all ω
(the dependence on the partitions is omitted for simplic-
ity), we know that A is a non-abelian algebra. Since A
is non-abelian, the GNS theorem allows to represent it
as an algebra of bounded operators on a suitable Hilbert
space. We cannot represent A as an algebra of functions.
Thus, starting from two ordinary random variables de-
fined in two different probability spaces, we end up with
an Hilbert space description where both random variables
are present as operators, but they do not commute.
B. The Hilbert space structure from the entropic
uncertainty relation
Previously we presented in algebraic setting a method
to obtain a non-commutative probability space starting
from two ordinary measure-theoretic probability spaces.
In this section we will explain how to construct a concrete
algebraic probability space (i.e. already represented on
an Hilbert space) starting from the probability spaces of
two random variables, assuming that they fulfill an en-
tropic uncertainty relation. To keep the discussion sim-
ple, we restrict ourself to finite discrete random variables.
Let X : (Ω, E , P ) → (M,M) and Y : (Ω′, E ′, P ′) →
(N,N ) be two discrete random variables and as usual
µX := P ◦X−1 and νY := P ′◦Y −1 label their probability
distributions. We assume the following conditions:
i) we have a 1-1 map between P and P ′, i.e. to each
probability distribution µX for X we can associate
a corresponding probability distribution νY for Y
and viceversa;
ii) M and N have the same cardinality, i.e. X and
Y have the same number of possible distinct out-
comes;
iii) X and Y fulfil an entropic uncertainty relation,
namely for any µX and νY
H(X) +H(Y ) > D
with D > 0.
In section II E, we have seen that a consistent way to
represent a random variable on an Hilbert space is ob-
tained by using the spectral representation theorem and
the spectral decomposition theorem. Thus, given the ran-
dom variable X, we can construct the operator
TˆX :=
∑
x∈M
x|x〉〈x|
defined on the Hilbert space
HX :=
⊕
x∈M
Hx.
By construction σ(TˆX) = M and {|x〉}x∈M is a basis
of HX . The assumption i) ensures that, in general, the
operator representing the random variable X cannot be
used to describe also the random variable Y . More pre-
cisely, as we have seen in section II E, if {|x〉}x∈M is the
basis on which Xˆ is diagonal, we can represent over this
basis all the random variables that are functions of X.
Hence, thanks to the assumption i), we can go beyond
the simple case of X = f(Y ) (or Y = g(X)), where the
map between P and P ′ is given by a simple change of
variables. The random variable Y , being defined on a
different probability space, cannot be seen in general as
a function of X. Repeating the whole construction for
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the random variable Y , also in this case we can define an
operator
SˆY =
∑
y∈N
y|y〉〈y|
on the Hilbert space
HY :=
⊕
y∈N
Hy.
Note that this Hilbert space is not in general HX . Again
σ(SˆY ) = N and {|y〉}y∈N is a basis of HY by construc-
tion. The assumption ii) ensures that the two Hilbert
spaces have equal dimension, and so there exists a uni-
tary map Uˆ : HX → HY . This means that we can map
the operator SˆY on HX and TˆX on HY . Let us con-
sider the first case, since the second is equivalent. The
operator representing Y on HX is
TˆY : = Uˆ SˆY Uˆ
∗
= Uˆ
∑
y∈N
y|y〉〈y|Uˆ∗
=
∑
y∈N
yUˆ |y〉〈y|Uˆ∗.
Let us set |Uy〉 := Uˆ |y〉 and note that the operator TˆY
is diagonal in this basis. Since unitary transformation
maps a basis into a basis, also {|Uy〉}y∈N is a basis and
in particular it is the image under Uˆ of the basis in which
SˆY is diagonal. At this point, the key observation is that
if the assumption iii) is true, then the basis {|x〉}x∈M
and the basis {|Uy〉}y∈N do not coincide. Indeed, the
entropic uncertainty relation assumed, together the the-
orem 8, allows us to write that
−2 log(max
x,y
|〈x|Uy〉|) > D
(with the equality only if one can prove that the bound
is optimal) so maxx,y |〈x|Uy〉| 6 e−D/2 < 1, since D is
never zero. Another way to say this is that Uˆ is not
the identity transformation. Note that we can reach this
conclusion only because we assumed the existence of an
entropic uncertainty relation: if D = 0, then we cannot
exclude that |〈x|Uy〉| = 1 for some x, y (i.e. they are the
same basis).
The conclusion is that, given the entropic uncertainty
relations, the two operators TˆX and TˆY do not com-
mute, thus we can describe both random variables only on
a common non-commutative algebraic probability space
(i.e. with operators on an Hilbert space). How on this
structure is represented the map between P and P ′, i.e.
the state, will be discussed in the next section.
C. Conditional probabilities and representation of
states
In the previous section, we have seen that starting from
two random variables defined on two different probability
spaces, if an entropic uncertainty relation holds, we can
construct a non-commutative algebraic probability space
where both the random variables are represented by non-
commuting operators. Essential for this construction is
the presence of two distinct probability space, one for
each random variable. Here we want to discuss how this
condition can be met in a rather simple way and the
consequences of this on the map between P and P ′.
Given a probability space (Ω, E , P ) and a collection of
events, conditioning with respect to each of these events,
generates a collection of probability spaces. More pre-
cisely, conditional probability in measure-theoretic set-
ting is defined via the Bayes formula
PC(A) := P (A|C) = P (A ∩ C)
P (C)
A,C ∈ E
PC is again a probability measure on Ω, but this time it
depends on the event C also. Given a family of events
C := {Ci}i∈I , then by conditioning we obtain the col-
lection of probability spaces (Ω, E(Ω)Ci , PCi)Ci∈C . The
trivial case C = {C} coincides with the usual measure-
theoretic description, however in the more general case,
this collection is called contextual probability space [4]
[29] [30] while the Cis are called context. In the gen-
eral contextual probability theory, not all the context
are elements of a σ-algebra (i.e. events, as in this case).
This means that it is not assumed that all the contextual
probability spaces are generated by conditioning. Similar
notions were introduced also in [31], where very general
results are presented, and in [32].
Consider now two random variables X and Y on
(Ω, E , P ) with distributions µX = P ◦ X−1 and νY =
P ◦ Y −1. Assume for simplicity that they are discrete.
Conditioning alone is not sufficient to ensure that they
are described in two different probability spaces. In-
deed, since they are functions on the same probability
space, after conditioning they can always be described
on a probability space (Ω, E(Ω)Ci , PCi) where, from a
(conditional) joint probability distribution, ηX,Y |Ci =
PCi ◦ (X−1, Y −1), we can derive the two marginals µX|Ci
and νY |Ci describing X and Y (after conditioning). How-
ever, we may proceed in a different manner. Suppose
that X and Y are two random variables on (Ω, E , P ) with
fixed transition probabilities α(x, y) := P [X = x|Y = y]
and α˜(y, x) := P [Y = y|X = x]. The random variables
X and Y after conditioning are described by the con-
ditional probability distributions µX|Ci and νY |Ci . It is
not difficult to see that, if we use these fixed transition
probabilities, in general
α(x, y)νY |Ci(y) 6= α˜(y, x)µX|Ci(x). (3)
In an ordinary measure-theoretic model of probability the
product of the transition probability, times the marginal
gives the joint probability distribution, which is symmet-
ric under the exchange of its arguments (it is a conse-
quence of the fact that events are subsets of the same
sample space). In our case fixing the transition prob-
abilities and using the conditional probabilities for the
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two random variables, makes impossible to define a joint
probability distribution. More precisely, it does not ex-
ist a joint probability distribution which has µX|Ci and
νY |Ci as marginals, and such that α(y, x) and α˜(y, x)
are the two transition probabilities which can be derived
from it. Hence if we fix the transition probabilities in ad-
vance, the random variables X and Y after conditioning
must be considered to be defined on two different prob-
ability spaces in general. Another way to see this is via
Bayes theorem. From (3), one can conclude that
δ(x|Y,Ci) = µX|Ci(x)−
∑
y
α(x, y)µY |Ci(y) 6= 0
which means that the Bayes theorem does not hold. This
has big consequences on the representation with a single
mathematical object of the two probability distributions
µX|Ci and µY |Ci . Since we are not working on a single
probability space, the procedure explained in section II E
no longer work. In fact, if we follow this procedure we
can associate to µY |Ci(y) the trace class operator ρˆY =∑
y µY |Ci(y)|y〉〈y|, from which we have to conclude that
µX|Ci(x) = Tr [ρˆY |x〉〈x|]
=
∑
y
|〈x|y〉|2µY |Ci(y).
Interpreting α(x, y) = |〈x|y〉|2, we can see that only if
δ(x|Y,Ci) = 0 the map between µX|Ci and µY |Ci can
be described in this way. When δ(x|Y,Ci) 6= 0 we have
to proceed in a different way. As explained in [29], the
term δ(x|Y,Ci) play the role of the interference. In ordi-
nary quantum theory, the interference is a consequence
of the presence of a non-trivial phase factor when we
project a vector on a different basis. Under suitable
conditions on the probability distributions (among with
α(x, y) = α˜(y, x)) an algorithm, for the construction of
the vector |ψ〉 ∈ H and the representation of the two ran-
dom variables by means of operators on H, is available
[4][29][30]. It is called Quantum-Like Representation Al-
gorithm (or QLRA for short). However, this algorithm
has some limitations. In particular, it is fully developed
only for the case of random variables having two or three
possible outcomes [33]: only in this case, the algorithm is
capable to give us a non-commutative probability space.
The general case it is not fully developed, despite the dif-
ficulties seems to be more in computational side rather
than mathematical one. On the other hand, the method
proposed here, based on entropic uncertainty relations
does not have limitations regarding the kind of random
variables used. It does not tell us how to find |ψ〉 ex-
plicitly but, once that conditions i)− iii) of section V B
are fulfilled, we know that the random phenomena must
be described using a non-commutative probability space.
Although this is not a tremendous improvement with re-
spect to QRLA, this method allows to study interesting
situations, as we will do in [6] and [7].
Before to conclude this section, we want to observe the
following fact. Given (Ω, E(Ω)Ci , PCi)Ci∈C , we cannot re-
construct the original probability space (Ω, E , P ). Addi-
tional information is required: we need P (Ci). In this
sense, if C is the set of all elementary events for a ran-
dom variable Z, i.e. all events like Ci := {Z = zi}, such
random variable Z cannot be described with the contex-
tual probability space obtained after conditioning. In this
sense, Z is no longer present in the (probabilisitic) model.
Because of this fact, we will also say that the random
variable Z was removed from the model. Such collection
of probability spaces thus represents a tool to describe
a random phenomenon, after a random variable (repre-
senting some feature of such a phenomenon) is eliminated
from the description. Such an elimination procedure may
not always give rise to a non-commutative representation
of the probability theory describing a given phenomenon.
Indeed, it is not clear if such elimination procedure im-
plies always an entropic uncertainty relation.
VI. CONCLUSION
In this article, we analyzed two possible ways to math-
ematically describe random phenomena. The analysis
suggests that one should consider the measure-theoretic
formulation and algebraic formulation of probability the-
ory as two representations of the theory of probability:
the choice of one representation over the other depends
on the limitations we may have on the description of the
phenomenon. This is very interesting if we apply this
idea to quantum theory. There are many attempts to
derive quantum theory from an underlying description
in which the interpretation is well defined: they go under
the name of hidden variable theories. Typically in these
theories, the attempt to re-obtain the statistical predic-
tion of quantum mechanics is done by averaging over the
random variables representing hidden quantities which
are not under experimental control. Quantum mechan-
ics and its mathematical formalism are seen as a “ther-
modynamical limit” of the underlying model. Plenty of
no-go theorems were found and they make rather difficult
to derive some physically plausible underlying theory in
this way. Here a different strategy is proposed, which
however does not allow to identify a unique “underlying”
model for quantum theory. Note however that the term
“underlying” is, in some sense, misleading in this case:
quantum theory does not arise as a thermodynamic-like
theory of some deeper reality but is considered as the the-
ory of probability of reality. The method proposed here
tells us, given a model of reality, how to test if quantum
mechanics is the theory of probability of the model. This
is what is done in [6] and [7] with the goal to re-obtain
non-relativistic quantum mechanics. Maybe, this change
of point of view can shed some light on the basic question
“Why do we have to use quantum mechanics to describe
microscopic phenomena?”.
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VIII. APPENDIX
A - Proof of the theorem 2
Proof. (see [8]) We can easily see that A = {Mˆf |f ∈
L∞(Ω, E , P )} is an algebra of operators (with involution).
The state φ is clearly faithful, hence what we need to
prove is that A is strongly closed. Then if this is true,
by the von Neumann’s double commutant theorem [9],
φ is always a normal state. In order to prove the strong
closure, let us consider a sequence of functions {fn}n∈N ∈
L∞(Ω, E , P ) such that
s− lim
n→∞ Mˆfn = Xˆ
where Xˆ is some operator. The above expression is equiv-
alent to
L2 − lim
n→∞ Mˆfψ = Xˆψ ∀ψ ∈ L2(Ω, E , P )
We may always assume, without loss of generality that
‖Xˆ‖ = 1. Now, we need to prove that Xˆ = Mˆf . Let
us set f(ω) := Xˆ1(ω), since the identity function 1(ω) ∈
L2(Ω, E , P ). Now, consider the set
E := {ω ∈ Ω||f(ω)|2 > 1 + }
for any  > 0. Clearly, E ∈ E and so, using the Cauchy
Schwarz inequality and recalling that ‖Xˆ‖ = 1, we can
write
P (E) =
∫
Ω
χE(ω)P (dω) = ‖χE(ω)‖2L2
> ‖XˆχE(ω)‖2L2 = ‖fχE(ω)‖2L2
=
∫
E
|f(ω)|2P (dω) > (1 + )P (E)
which implies that P (E) = 0. Since this holds for any
 > 0, then |f | 6 1 almost everywhere with respect to
P , from which we conclude that f ∈ L∞(Ω, E , P ). For
g ∈ L∞(Ω, E , P ), since L∞(Ω, E , P ) ⊂ L2(Ω, E , P ), we
can write that:
Xˆg = L2 − lim
n→∞ fng
= MˆgL2 − lim
n→∞ fn
= Mˆgf = gf.
Since L∞(Ω, E , P ) is dense in L2(Ω, E , P ) we can con-
clude that Xˆ = Mˆf .
B - Proof of the theorem 10
Before starting the proof, let us first explain its struc-
ture and some technical facts. The proof can be divided
in two parts. In the first part (Step 1 - Step 3) is
just a proof that dispersion free states do not exist in a
non abelian algebra. Clearly it is not the first time that
this fact is proved, however here we prove this fact in
a probabilistic manner: we construct explicitly the ran-
dom variables and the joint probability spaces. Only in
the last part (Step 4), the entropic uncertainty relations
come into play. To explicitly construct the joint proba-
bility space and the random variables, a technical point
is needed.
Theorem 11 (Th. 9.15 [9]; Cp. IV, Th. 2.3 [34]).
Let H be a separable Hilbert space and let Aˆ1, · · · , Aˆn be
a set of self-adjoint mutually commuting bounded opera-
tors. Let Pˆ (Aˆ1), · · · , Pˆ (Aˆn) be the associated PVMs, then
there exists a unique PVM Pˆ (Aˆ) such that
Pˆ (Aˆ)(B1 × · · · ×Bn) := Pˆ (Aˆ1)(B1) · · · Pˆ (Aˆn)(Bn)
where Bi ∈ B(R) for any i. Pˆ (Aˆ) : B(Rn) → B(H) is
called joint PVM of Aˆ1, · · · , Aˆn. If F : R→ C is bounded
measurable function, then∫
Rn
F (xk(x))Pˆ
(Aˆ)(dx) =
∫
R
F (xk)Pˆ
(Aˆk)(dxk) = F (Aˆk)
where x = (x1, · · · , xn) ∈ Rn and xk(x) is the k-th com-
ponent of x.
We can say that our proof is a corollary of this the-
orem. In particular we are interested in the conse-
quences of it on the spectral measure. First we recall
that, as a consequence of the spectral decomposition
theorem, given a bounded self-adjoint operator Tˆ then
its spectrum is the support of the associated PVM, i.e.
σ(Tˆ ) = supp(Pˆ (Tˆ )). Now, the above theorem ensures
that σ(Aˆ) = σ(Aˆ1)× · · · × σ(Aˆn). Using the joint PVM
and given a normalised ψ ∈ H, we can define the joint
spectral measure simply as:
µ
(Aˆ)
ψ (dx) = 〈ψ|Pˆ (Aˆ1)(dx1) · · · Pˆ (Aˆn)(dxn)ψ〉
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which is a probability measure on the probability
space (σ(Aˆ1) × · · · × σ(Aˆn), E , µ(Aˆ)ψ ), where E is a
borel σ-algebra. This is the tensor product of the
probability spaces associated to the spectral mea-
sures one can construct from the single PVMs, i.e.
(σ(Aˆk),B(σ(Aˆk)), µ
(Aˆk)
ψ (dx)). The independence prop-
erties of the probability measure µ
(Aˆ)
ψ depend on ψ.
Hence the existence of a joint PVM of the multiplica-
tive form as described in the theorem, ensures the exis-
tence of a common probability space for all commuting
operators when thought as random variables. If the op-
erators Aˆ1, · · · , Aˆn do not commute this is not anymore
possible: we can always multiply them obtaining again
a self-adjoint operator, the spectral theorem ensures the
existence of a PVM for such product and so a probability
space (i.e. a spectral measure) can be defined, but this
probability space cannot be related (at least in a triv-
ial manner, i.e. the one seen above) to the probability
spaces associated to each operator.
The second technical fact is the following. In general,
not all the GNS representations of a C∗-algebra A are
faithful. Faithfulness is an important property because
it allows to think the whole algebra as operators over
the same Hilbert space. Luckily, there exists the (gen-
eral) Gel’fand-Naimark theorem which tells us how to
construct a representation which is always faithful (the
so called universal representation).
Theorem 12 (Th. 14.23 [9]). For any C∗-algebra with
unit A there exists an Hilbert space H and an isometric
∗-isomorphism Π : A → BGN , where BGN ⊂ B(H) is a
C∗-sub-algebra of B(H).
More precisely, the universal representation of A on
H is defined as the direct sum of all the representations
with respect to ω, i.e. Π := ⊕ωpiω. The Hilbert space is
defined in a similar way, i.e. H := ⊕ωHω. This allows to
always think about A as a C∗-sub-algebra if B(H), but
for technical reasons, we will need to consider the von
Neumann algebra that we can construct on H closing
BGN . This forces us to the following definition.
Definition 15. Given a C∗-algebra with unit A, then
Avn := Π(A)s is the closure in the strong topology of A
when it is though as an algebra of bounded operators on
H, the Hilbert space of the universal representation. Avn
will be called strong closure of A.
Now we can start with the proof of theorem 10.
Proof. Step 1: [a, b] = 0 ⇒ a = f1(c), b = f2(c) for
c ∈ Avn.
We will prove that given a, b ∈ A, if [a, b] = 0 then we
can always find two maps f1 and f2 and an element of the
strong closure of the algebra c ∈ Avn such that a = f1(c)
and b = f2(c). Let Ac[a, b] be the commutative sub-
algebra of A generated by a and b.
Consider a state ω : A → C, then by the GNS theorem
we may represent A using bounded operators over Hω.
Assume that pˆiω is faithful (i.e. one-to-one, we will deal
with the general case at the end) and let Aˆω = pˆiω(a) and
Bˆω = pˆiω(b) be the representation of a and b on it. Since
[Aˆω, Bˆω] = 0 then theorem 11 ensures that there exists a
joint spectral measure, say Pˆ (Cˆ), which is associated to
some self-adjoint bounded operator Cˆ whose existence is
guaranteed by the spectral decomposition theorem. Now,
take F : R → C as the identity function, then theorem
11 allows us to write∫
σ(Aˆω)×σ(Bˆω)
x1(α, β)Pˆ
(Cˆ)(dαdβ) =
=
∫
σ(Aˆω)
αPˆ (Aˆω)(dα) = Aˆω
where x1 is the projector on the 1-th component of the
vector (α, β). Thus we can see that, setting f1(·) = x1(·),
we have Aˆω = f1(Cˆ). Clearly the same holds for Bˆω. Be-
cause by construction Cˆ commutes with either Aˆω and
Bˆω, then Cˆ ∈ Ac[Aˆω, Bˆω]. The chosen representation
pˆiω : A → B(Hω) is faithful, hence we can conclude that
c ∈ Ac[a, b] ⊂ A ⊂ Avn, a = f1(c) and b = f2(c). As-
sume now that the representation is not faithful. In this
case we may invoke the Gel’fand-Naimark theorem and
then the same arguments apply. This time c may not
belong to the original algebra A (it belongs to the strong
closure of A, c ∈ Ac[Aˆω, Bˆω] ⊂ Avn in general) because
c this time is a generic element of B(H), not of BGN .
Step 2: Given Π : A → Avn then σAvn(Π(a)) ⊂
σA(a).
This is a technical step. We recall that given a ∈ A,
C∗-algebra with unit I, the spectrum of a (in A) from
the algebraic point of view is the set σA(a) := {λ ∈
C|@(a− λI)−1 ∈ A}.
Let τ : A → Avn be a unit-preserving ∗-
homomorphism between A and its strong closure (it can-
not be an isomorphism). An example is τ(·) = Π(·), i.e.
the universal representation itself. Let I and Ivn be the
identities of A and Avn, respectively. Then by definition
of τ , Ivn = τ(I) and so given λ ∈ C we have
Ivn = τ((a− λI)−1(a− λI)) = τ((a− λI)−1)(τ(a)− λIvn)
and so we have that (τ(a) − λIvn)−1 = τ((a − λI)−1).
Now, if λ ∈ σAvn(a), then @(τ(a)−λIvn)−1 ∈ Avn, which
is possible if and only if @(a − λI)−1 ∈ A which means
that λ ∈ σA(a). The converse is not true in general.
Thus σAvn(τ(a)) ⊂ σA(a).
Step 3: [a, b] = 0 ⇒ ∃ω such that µ(a)ω (·) = δα(·)
and µ
(b)
ω (·) = δβ(·).
Because [a, b] = 0, we know that there exists a prob-
ability space where a and b are ordinary random vari-
able. Let µ
(a)
ω (dx) and µ
(b)
ω (dx) be the spectral measure
of a and b for a given state ω on A. We want to prove
that there exists a state ω such that µ
(a)
ω (dx) = δα(dx)
and µ
(b)
ω (dx) = δβ(dx) for some suitable α ∈ σA(a) and
β ∈ σA(b). For any state ωvn : Avn → C, the universal
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representation Π : A → Avn allows us to define the cor-
responding state ω on A, setting ω := ωvn ◦ Π. Then if
Cˆ ∈ Avn and f : Avn → A is a function we can write
that:
ω(f(Cˆ)) = ωvn(Π(f(Cˆ)))
=
∫
σAvn (Cˆ)
[Π ◦ f ](x)µ(Cˆ)ωvn(dx).
Suppose that Cˆ is the operator of Step 1. By theorem
11 we can also write that:
ω(f(Cˆ)) =
∫
σAvn (Aˆω)×σAvn (Bˆω)
[Π ◦ f ](x)µ(Cˆ)ωvn(dx)
Form what we found in Step 2, we know that
σAvn(Aˆω) × σAvn(Bˆω) ⊂ σA(a) × σA(b). Let us now
choose the state ω′vn such that µ(Cˆ)ω′vn(dx) = δγ(dx) for
some γ = (α1, β1), which is always possible for a single
random variable. Now if we set f = f1 as in Step 1, we
can write that:
ω′(a) =
∫
σAvn (Aˆω)×σAvn (Bˆω)
Π(f1(x))µ
(Cˆ)
ω′vn(dx)
=
∫
σAvn (Aˆω)×σAvn (Bˆω)
Π(f1(x))δγ(dx)
=
∫
σAvn (Aˆω)
Π(x)δα1(dx)
=
∫
σA(a)
αµ
(a)
ω′ (dα)
and so µ
(a)
ω′ (dα) = δα1(dα) with α1 = f1(γ) ∈
σAvn(Aˆω) ⊂ σA(a). The same holds for b setting f = f2.
Thus for the same state, we have two delta-like probabil-
ity measures for commuting observables: this is simply a
proof of the existence of dispersion free states for abelian
C∗-algebra.
Step 4: infω[Hω(a, ε) +Hω(b, δ)] = 0⇔ [a, b] = 0.
Let ω′ be the state found in Step 3 and ε = {Ei}i∈I ,
δ = {Fj}j∈J two partitions. Using ω′, clearly C(ε, δ) :=
infω[Hω(a, ε) + Hω(b, δ)] = 0 for any (ε, δ)-partition.
Suppose that C(ε, δ) = 0 even if [a, b] 6= 0 for any
(ε, δ)-partition. If this is possible, since the Shannon en-
tropy is always non-negative, the only possibility to have
C(ε, δ) = 0 is to have a delta-like spectral measure for
both a and b. In the state where this happens we have a
common probability space for a and b (i.e. there exists a
joint PVM). But this contradicts theorem 11. Note that
we have no contradiction, if C(ε, δ) = 0 just for some
(ε, δ)-partition. Indeed, we can always have C(ε, δ) = 0
for any partition where the supports of the induced prob-
ability measures is completely contained in exactly one
set of the partition, if this happens for both a and b,
namely, if suppµ
(a)
ω ⊂ Ei ∈ ε and suppµ(b)ω ⊂ Fj ∈ δ,
then C(ε, δ) = 0. Thus we can say that if for some par-
tition (ε, δ)
Hω(a; ε) +Hω(b; δ) > C(ε, δ) > 0
then [a, b] 6= 0, and this concludes the proof.
C - Proof of the corollary 1
Proof. Let ω be a mixed state, hence it can be written as
λω1 + (1− λ)ω2, for λ ∈ (0, 1). If a ∈ A is a self-adjoint
element of the algebra and ε is a given partition, from
the definition of pω,εi , we can see that:
pω,εi = λp
ω1,ε
i + (1− λ)pω2,εi .
Because the entropy is a concave function, we can write
that Hω(a; ε) > λHω1(a; ε) + (1 − λ)Hω2(a; ε). Hence if
a and b fulfil an entropic uncertainty relation for pure
states, then it holds also for mixed states, with the same
constant C(ε, δ). Indeed:
Hω(a; ε) +Hω(b; δ) > λ[Hω1(a; ε) +Hω1(b; δ)]
+ (1− λ)[Hω2(a; ε) +Hω2(b; δ)]
> λC(ε, δ) + (1− λ)C(ε, δ) = C(ε, δ)
which concludes the proof.
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