Further remarks on linear groups  by Robinson, Geoffrey R.
IOUKNAL OF ALGEBRA 149, 3245 (1992) 
Further Remarks on Linear Groups 
GEOFFXEY R. ROBINSON 
Department of Mathematics, 201 Walker Hall, 
University of’ Florida. Guinesoille, Florida 32611 
Communicated b?; George Giauherman 
Received June 27, 1989 
In this paper, we will continue a theme begun at the end of the paper 
[9]. That is, we will investigate, via algebraic methods, restrictions on the 
eigenvalues of elements (in finite subgroups of GL(n, C)} which will ensure 
that those elements commute with all their conjugates, a problem with its 
origins in the work of Blichfeldt and Frobenius. While Blichfeldt’s bound 
as given in Theorem C of [9] is optimal in a sense, Theorems D, D’, and 
E of [9] show that for primes p # 5, that bound can be substantially 
improved for elements of p-power order. 
Here, we show that, except possibly for 5-singular elements, the above- 
mentioned bound can be improved. We hope that the methods which allow 
us to reduce to the case of elements of prime-power order will be of 
interest. In fact, we are able to reduce the question in essence to one about 
elements of p-power order in linear groups G such that F*(G) is quasi- 
simple and G/F*(G) is a cyclic p-group. Our results are set up in such a way 
that if optimal bounds for such elements in these groups were ascertained, 
all bounds given here could be improved. 
In the final section, we apply J. G. Thompson’s theory of quadratic pairs 
to prove that the obstacle to improving Biichfeidt’s bound for Ssingular 
elements can be removed in linear groups which do not have any composi- 
tion factor isomorphic to A,. 
1. ON REDUCTION (mod p) 
From now on, unless otherwise stated, G is a finite subgroup of 
GL(n, a=). Let p be a prime divisor of the order of G, o = exp[2ni/(G/], p 
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be a prime ideal of .iz[o] containing p, R, denote the localization of Z[w] 
at p, K denote Q[w], and let Fp denote R,/J(R,). As is well known G is 
conjugate within GL(n, C) to a subgroup of GL(q Rp). This gives rise to 
a homomorphism trP. 1G + GL(n, F,). It is always the case that ker gP is a 
(normal) p-subgroup of G. We will refer to the group Gc,, as a reductiovl 
(mod p) of G. We let V denote the associated (R,-free) R,G-module, and 
P denote the associated F,G-module (so V= V/J(R,) V). We let Y’ denote 
the KG-module V@,, K, x denote the character of G afforded by V’, and 
for ge G, we let g denote ga,. As usual, z(G) denotes the set of prime 
divisors of the order of G. 
LEMMA 1 .l. Let II be a p-element of G and B be a p’-subgroup of C,(a). 
Suppose that in some reduction (mod p) of G, 5 acts with minimum polyno- 
mial of degree k. Then there is some (necessarily (a)-invariant) 
homogeneous component of Resg( V’) on which a has at leasf k distintr 
eigenvalues. 
Proof. Since \Bl is invertible in R, and K contains a splitting field for 
B, we may write 
Resg( V) = @ Ve,, where e,, = lB\ m-l 1 h( lG) y(b-‘)b: 
heB 
and p runs over irreducible characters of B such that (Res&), p) # 0. 
Denote VeM by Wfi. Then each W, is {a)-invariant, and each WI is 
homogeneous as RR-module. There must be some ,U for which 
IV& 1 - c?)~-’ # (0). The minimum polynomial of a on that W; is of the 
form 
w ;JJl (X-ail, h ere the ais are distinct p-power 
roots of unity (in fact, all the distinct eigenvalues of a on Wl), so that 
@‘J 1 -a)’ = 0, and hence f 2 k. 
Remark. We will be interested primarily in the case that B is cyclic, in 
which case the wU are just eigenspaces of a generator of B. 
2. ELEMENTS WITH CRAMPED EIGENVALUES 
DEFINITIONS. Let c be a finite set of rational primes. We define ph(o) 
(the phase of o) to be inf(& there is a finite subgroup, H say, of GL(n, C), 
containing a o-element, x say, which does not commute with all its 
H-conjugates, but whose eigenvalues all lie on an arc of length 8 on S1 >. 
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We say that an element, X, of finite order in GL(n, UZ) has cramped 
eigenvalues if the eigenvalues of x all lie on an arc of length less than 
min({~)u{ph(p), ~~(~-~I)/P:PET(((x))-{~)~)) on S’. 
Remark. It is immediate from the definition that ph(c) 5 min{ph(p) : 
p E r~} for any set of primes (T. Our aim for the moment is to show that 
ph(a) does not become too much smaller than min{ph(p) : p E 01. We also 
recall (from Theorems D, D’, and E of [9]) that when p is a prime we 
have : 
ph(p) = rc if p = 2, 
ph(p) = 271/p if p = 3 or 5, 
ph(p) 2 max{n(p - dp)V2pl C74p - S(P))/~PI + n/3 } if P > 5 (where 
E(P)= kl and p-~(p) (mod4), 
by { 1, -1, 3, 5) and p= 6(p) (mod 8)). 
In particular, we note that ph(p) > 7c/2 except for p = 5 and (possibly) 
p= 13. 
The first result towards our present aim may have some independent 
interest. 
THEOREM 2.1. Let G be a finite subgroup of GL(n, a=), let z be a finite 
non-empty set of rational primes, and let x be an element of G whose eigen- 
values all lie on an arc of length less than min( { rc} u { x(p - 1 )/p : p is an 
odd prime in T>). Then O,,(C,(x,)) = O,,(G) (here, as usual, x, denotes the 
z-part of x). 
Proof: Let y=x*, z=xr.. We proceed by induction on 1G1 + 1~1 +
I ( yZ(G)) I. We may suppose that G is irreducible. Choose a prime p in z 
and let u = r - (p}. Suppose first that y,( =xP) is central in G. 
If e is empty then the conclusion of the theorem is certainly valid in the 
case presently under consideration. If c is non-empty, then we may assume 
by induction that O,(C,(y,.)) = O,.(G) (notice that x, = y,,). Hence y 
centralizes O,.(G) (as y, certainly does). We also have O,(C,(y)) = 
O,.( C,( y,,)) 5 O,.(C,( y,,)) = O,(G). Since y centralizes O,(G), we see 
that O,.(C,(y)) a O,(G), so that O,(C,(y)) 5 0,(0,.(G)) = O,.(G). 
Since we already know that y centralizes O,(G), we have O,(C,(y)) = 
O,.(G) in this case. 
Hence we may suppose that there is no prime q in z such that the q-part 
of y is central in G. Let a be the p-part of y, and let I (aZ(G)) I = pr. Then 
the eigenvalues of a are separated from each other by a distance of at least 
277/p’ on S’. It follows from the hypothesis on the eigenvalues of x that on 
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any eigenspace of xP., a has at most p ‘- ‘(p - 1)/2 distinct eigenvalues if p 
is odd, or at most 2’- ’ distinct eigenvalues if p = 2. 
By Lemma 1.1, we see that in any reduction (mod p) of G we have: 
(ii- l)Pr-‘(P~1)!2=(aP’~‘_ l)(P-l)/2=0 if p is odd 
((j - 1 y = (52’-’ - 1) =o if p = 2. 
If p = 2, then a2’-’ EO,(G), in which case O,.(G)= O,,(C,(a*‘-‘)) by 
Lemma 1 of [6]. If p is odd, then O,,(G) = Op(CG(~Prm’)) by Theorem A 
of [6]. In either case we have O,.(G)= O,(C,(a”“)). Now &’ is not 
central in G so we may assume by induction that O,(C,(y)) = 
O,.(C&P )). Hence we certainly have O,,(C,(y)) 5 O,.(G). Since p was 
an arbitrary prime in z, we have O,(C,(y)) 5 O,.(G). 
Now if z = {p} for a single prime p, we already have O,.(C,(y)) = 
O,.(G). Suppose then that 1~1 > 1. Then by induction we have 
O,(C,(x,)) = O,.(G) (using {pl in pl ace of T). In particular, y, centralizes 
O,.(G), so that y, centralizes O,.(G). Since p was an arbitrary prime in z, 
we have O,(G) 5 O,(C,(y)). The proof is complete. 
LEMMA 2.2. Let G be a finite subgroup of GL(n, C); let .x be an element 
of G with cramped eigenvalues. Then x commutes with all its conjugates. 
Proof Let 0 = X((X)). Using Lemma 2 of [9], we may assume that G 
is irreducible and primitive. By Theorem E of [9], we may assume that 
0 # { 2). Let p be any prime in [r. On any eigenspace of xP,, all eigenvalues 
of x, lie on an arc of length less than ph(p) so that xP commutes with all 
its CG(xp.)-conjugates (and so it lies in F(C,(x,,)) by definition of ph(p)). 
Hence xP lies in O,(G) by Theorem 2 (applied with 7 = 0 - {p}). 
Since p was arbitrary, x lies in F(G). But as G is irreducible and 
primitive, F(G) is a central product of Z(G) and (possibly) some extra- 
special groups. By Lemma 2 of [9] (and the hypotheses on the eigenvalues 
of x), trace(x) #O, so we must have XE Z(G), which suffices to complete 
the proof. 
COROLLARY 2.3. Zf o(f(2)) is a finite non-empty set of rational 
primes, then we have 
ph(a)Lmin(phb), dp- 1)/p :PEG- (2)). 
In fact, we can sharpen Lemma 2.2 a little: 
LEMMA 2.4. Let G be a finite subgroup of GL(n, C), T be a finite set of 
primes, and x be an element of G such that the eigenvalues of x all lie on an 
arc of length less than min({rr} u {z(p- 1)/p :PET- (2)). Then either: 
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(i) The ?-part of x commutes with all its G-conjugates or 
(ii) There is an eigenvalue, say ib, of x, such that x,, does not have 
cramped eigenvalues in the representation of C,(x,) on the i-eigenspace 
ofx,. 
ProoJ: The given representation of G gives rise to an embedding of 
C,(x,) into the direct product n itSpec,\-,) GL(n,, C), where nj. is 
multiplicity of 1 as an eigenvalue of x,. 
Let (Tj,: C,(x,) -+ GL(n,, C) be the representation of C,(x,) afforded by 
the action of C,(x,) on the i-eigenspace of x,. Suppose then that (x,,) cj, 
has cramped eigenvalues for each R. We prove by induction on n + IG( that 
x,, commutes with all its G-conjugates, 
We may suppose that G is irreducible. Next, we claim that we may 
suppose that G is primitive. Let x be the character afforded by the given 
representation of G, and suppose that x = Ind$($) for some primitive 
irreducible character of some proper subgroup, H, of G. By Lemma 2 
of c91, 
x E nRcG. H” ( = K, say). By induction, we may suppose that for any 
g E G, xf, commutes with all its H-conjugates (so that [H, xf,] 5 ker $, as 
H/ker $ is primitive and hence all its Abelian normal subgroups are 
central). Thus [K, x,,] 5 ker $” for all g in G, so it easily follows from 
Clifford’s theorem that x,. E Z(K). In that case, all G-conjugates of x,, lie in 
the Abelian normal subgroup Z(K) (of G), so that x,, does commute with 
all its G-conjugates. 
We suppose, then, that G is primitive. From Lemma 2.2, we see that for 
each eigenvalue, jV, of x, (x,,) gj. commutes with all its conjugates in the 
group C,(x,) r~;,. Thus for any c in C,(x,), [x,,, XT,] 5 ker ~j,, SO 
[x,,, x’,.] = 1, as ;1. is arbitrary. Hence x,, EF(C~(X,)). 
By Theorem 2.1, we have OJC,(x,))= O,.(G), so that X,.E 
F(C,(x,)) n O,.(G) 5 F(O,.(G)) 5 F(G) (for the first inclusion, note that 
O,(G) normalizes F(C,(x,)), since we have O,.(G)5 C,(x,)). Thus 
x,, E F(G). 
At this point, it is as well to note that we have no reason to suppose that 
x(x,,) # 0 for the moment, so that the argument at the end of the proof of 
Lemma 2.2 cannot be applied. 
Let N= F(O,.(G)), and let ‘1 be any irreducible constituent of 
ResT,,,(X). Then (as in the proof of Lemma 2 of [9]), q(x) # 0, and it 
follows that Rest<‘)(q) is irreducible. Since x, centralizes N, x, is represen- 
ted by a scalar matrix in any representation of N(x) affording q. Now N 
has the form ZE, where Z is central in G and E is either trivial or a central 
product of extra-special groups (as G is primitive). If x,, does not lie in Z, 
then n(x,,) = 0 (for again since G is primitive, Res$(X) is a multiple of 
Rest<“>(q), and x(x,,) =O, since any faithful irreducible character of N 
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vanishes on all non-central elements). But then also ~(.x)=O, a contra- 
diction. This contradiction proves that x,, E Z, completing the proof of the 
lemma. 
THEOREM 2.5. Let x, y he elements offinite order in GL(n, C) such that 
x has cramped eigenvaiues and the eigenvalues of y all lie on an arc qf length 
less than rr 011 S’. i%en either 
(i) x and y commz~te or 
(ii) (x, y ) has an infinite c.ycEic subgroup. 
Proof If (ii) does not hold, then (x, y) is periodic and finitely 
generated, so it is finite by a theorem of Schur (36.2 of [ 11). We prove by 
induction on n that x and y commute in that case. We may assume that 
(x, y} is irreducible. By Lemma 2 of [9], (x, y) is primitive. By 
Lemma 2.2, x commutes with all its (x, y )-conjugates, so that x is central 
in (x, y) as (x, y) is primitive, and the proof is complete. 
COROLLARY 2.6. Let G be a $nite subgroup of GL(n, C). Then the 
elements of G which have tramped eigenualues generate an Abeiian normaI 
subgroup of G. 
Remarks. Our next result shows that for larger primes, either ph(p)z 
~(p - 1)/p, or else ph(p) may be computed just by considering subgroups 
G of GL(n, C) such that F*(G) is quasi-simple (of order divisible by p) and 
G/F*(G) is a cyclic (possibly trivial) p-group (and G satisfies various other 
restrictive conditions). 
THEOREM 2.7. Let G be a finite subgroup of GL(n, C). Let p be a prime 
greater than 5 and x be an element of p-power order whose eigenvaiues all 
lie on an arc qf length t< ?~(p - 1 J/p on S’. Then either 
(i) (x” : g E G) is Abelian. or 
(ii) There is a quasi-simple group Y of order divisible by p which has 
an irreducible character u, a proper p-local subgroup W and an 
automorphism v (‘possibly inner) of p-power order (which leaves W invariant 
and stabilizes u) such that: 
(a) ResL(p) is irreducible. 
(b) W contains every proper (v)-invariant subgroup of Y. 
(c) Letting p’ be any extension of u to Y(v), then in any representa- 
tion of Y(v) affording p’, the eigenvalues of (the matrix representing) v all 
lie on an arc of length at most I on S I. 
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Proof Choose G, x so that first n, then / (x)1, then (G( are minimized 
subject to: the eigenvalues of x all lie on an arc of length at most 1 on S ’ 
but x does not commute with all its conjugates. Let x be the character 
afforded by the given representation. 
Using Lemma 2 and parts of the proof of Theorem D of [9], G is 
irreducible and primitive, U,(G) 5 Z(G), sZ,( (x)) is not contained in 
O,(G), and G is generated by conjugates of x. By Theorem 2.1 (applied 
with r = {p}), x centralizes O,,.(G), so that O,.(G) 5 Z(G). The choice of G 
forces x E F(H) whenever H is a maximal subgroup of G containing x, so 
by a theorem of Wielandt [ 111, x lies in a unique maximal subgroup of G, 
M say. In fact, it easily follows that M= NG(X), where for some (in fact 
any) Sylow p-subgroup S of G which contains x, X is the weak closure of 
(x) in S with respect o G. Let 
c= 
[ 
u CG(Xrn) -Z(G). 
m E M 1 
If cecncg, say CE C,(x)n C,(xR) (without loss of generality) then 
C,(c) 2 M and x also lies in gMg- ‘, so that gMg i = M. Since x E O,(M), 
but x lies outside O,(G), M is not normal in G, so that g lies in M as N 
is maximal and hence CR = C. Thus C is a T.I. set in M with respect o G. 
Now let xZ( G) have order pr in G/Z(G). Let y be the pr- ‘th power of 
x. Then in any reduction (mod p) of G we have (+$ - 1)” ~ ‘j2 = 0. Thus by 
Theorem A of [7], N,(Q) is irreducible, where Q is the weak closure of 
(y) in S with respect o G. Now NG(Q) 2 M, so that M is irreducible. 
Now I;(G) 5 Z(G), as we have already seen, so that x does not centralise 
E(G), and hence G = E(G)(x) = G’(x) (and, in fact, all components of G 
are (x)-conjugate by the choice of G). 
Now we claim that the given representation of G is tensor indecom- 
posable as a projective representation. For if there were a central extension, 
H say, of G such that x = ~0 for non-linear irreducible characters p and 0 
of H, then the eigenvalues of x would be all roots of unity of the form c@ 
as M runs through all eigenvalues of (a pre-image of) x in any representa- 
tion of H affording p and fl runs through all eigenvalues of (a pre-image 
of) x in any representation of H affording 0. In that case, the eigenvalues 
of this (and hence any) pre-image of x in H in each of these representations 
would lie on an arc of length at most I on S’. Since we could choose a 
pre-image of x in H to be the p-element, say u, u would be represented by 
a matrix commuting with all its conjugates in each of these representations 
(and hence be represented by scalar matrices in each case as 0 and p are 
both primitive characters of H) by the choice of G. But then x would be 
central in G, contrary to assumption. 
Suppose that G has more than one component. Then (for example, by 
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the “Tensor Induction Theorem” of Kovacs [4]), the given representation 
of G is tensor induced (when viewed as a projective representation) from 
a projective representation of a (normal) subgroup, H, of index p of G. Let 
p be this (projective) representation of H, chosen so that .xPp is diagonal. 
Then we may assume that x is a scalar multiple of [ 10 18 10 ... @ 
xpp] . P, where P is a permutation matrix of order p (after a suitable choice 
of coset representatives and replacing G by a conjugate subgroup in 
GL(n, @) as necessary). In particular, x is a monomial matrix. But now the 
argument of Lemma 2 of [9] shows that x must be diagonal (if not, there 
would be a subcharacter # of Res’ <,>(x) with d(x) = 0, in conflict with the 
hypothesis on the eigenvalues of x), a contradiction, 
Thus G = L(x), where L is quasi-simple. Also, setting M0 = M n G’, we 
see that M, is irreducibie (for M= M,(x), Resz,(X) is irreducible, and 
x(x) # 0 by the hypothesis on the eigenvalues of x). Furthermore, M con- 
tains every x-invariant proper subgroup of G’ (for if U is such a subgroup 
then (x) U# G (this is clear if Us Z(G’), while if U is non-central, U is 
not normal in G) so (x) U 5 M and Us M,). We note that M0 is a p-local 
subgroup of G’, as M0 = N,(Xn G’) and Xn G’ is not contained in the 
centre of G’, (otherwise, as G is primitive, [M, x] 5 Z(G). Since x is not 
central in G and M is irreducible there is some m in M such that 
[x, m] # 1,. But for that m, we have x(x) =x(x”) =x(x2) for some 
non-identity element z of Z(G), and then (as usual) it follows that x(-u) = 0, 
contrary to the hypotheses on the eigenvalues of x). The result now follows 
easily. 
3. ON REDUCTION (mod 5) 
In this section, we use J. G. Thompson’s theory of quadratic pairs (see, 
for example, [lo] and Theorem 4.120 of [3]) to investigate the structure 
of a finite primitive irreducible subgroup G of GL(n, C) which contains a 
non-identity 5-element which acts with quadratic minimum polynomial in 
some reduction (mod 5) of G. 
THEOREM 3.1. Let G be a finite quasi-primitive irreducible subgroup 
of GL(n, C) which contain a non-identity S-element x which acts with 
quadratic minimum polynomial in some reduction (mod 5) of G. Let h4 be 
the (normal) subgroup of G generated by the conjugates of x. Then A4 is a 
central product of the form Z* Y* X, where Z is a central Sgroup, Y is either 
trivial or extra-special of exponent 5, and X is either trivial or a central 
prodM~t of components, each isomorphic to SL(2, 5). if X is ~lon-trivial then 
Z(X) has order 2, and n is even. 
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Proof As in Section 1, we produce an R, G-module V (affording a 
representation @-equivalent o the one given) and an F,G-module P on 
which we assume that x acts with quadratic minimum polynomial. (When 
necessary, we will extend scalars and view V as a kc-module, where k is 
the algebraic closure of F5). If (x, y) is a 5-group whenever y is a 
conjugate of x, then A4 is a 5-group by the Baer-Suzuki theorem, and M 
has the stated structure (with no components, of course) by [S]. Our proof 
is complicated by the fact that V is unlikely to be absolutely irreducible, 
and we break it into a series of lemmas. 
LEMMA 3.2. If y is a conjugate of x such that (x, y) is not a Sgroup, 
then (x, y ) is a direct product of a 5-group and a group isomorphic to 
SL(2, 5). 
Proof. Let H = (x, y). By a variant of Blichfeldt’s two-eigenvalue 
argument, the composition factors of Res$( V) all have dimension 2 or 
less. Let R= H/O,(H). Since I7 acts faithfully on the direct sum of the 
composition factors of Resg( V), R has Abelian Sylow 5-subgroups. By the 
Ha&Higman theorem, X and j both centralize O,.(n), so that F(R) 2 
Z(R). Thus i7 has a component, E say (of order divisible by 5), and it 
follows fairly easily (for example, by a slight modification of the proof of 
Theorem 2.8.4 of [2]) that Lg SL(2, Sr) for some r. 
We may choose a subnormal subgroup of H, say L, which is minimal 
subject to covering L (and still being subnormal). Then L contains an 
element, z say, of order 6 whose eigenvalues on any two-dimensional 
composition factor of Resf( V) are the two primitive sixth roots of unity 
in k, and whose eigenvalue on any one-dimensional composition factor of 
Resz( v) is 1 (for certainly, L = L’). 
Since z is 5-regular, the eigenvalues of z on B “lift” to complex eigen- 
values. Since there is at least one two-dimensional composition factor and 
since by a theorem of Blichfeldt (see Theorem B of [9], for example) z 
cannot have eigenvalues 1, -exp(2ni/3), -exp(4ni/3), there can be no 
one-dimensional composition factor of Resf( P). 
We note now that z3 is a central involution of G (so that n is even as 
z3 E G’) and that z* is an element of order 3 of M which has only two eigen- 
values in the given representation of G (so that z* centralizes any 5-group 
which it normalizes by the Hall-Higman theorem). Since L is generated by 
conjugates of z2, L centralizes any 5-group which it normalizes, so it 
certainly centralizes O,(H). Similarly, if p is a prime other than 2 or 5, 
then whenever u is an element of order p in L, 1 is not an eigenvalue of 
u in the given representation of G (since this is true of the action of U on 
any composition factor of Resf( P)), so that u centralizes any 5-group 
which it normalizes. Now consideration of the Sylow 5-normalizer of L 
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forces 5’- 1 to be a power of 2, and this in turn implies that Y = 1, so that 
LE SL(2, 5). Since O,(L) = O,(H) n L 6 Z(L), L = L’, and L/O,(L) z 
SL(2, 5), we conclude that L g SL(2, 5). 
We have seen along the way that each component of i? has to act faith- 
fully on each composition factor of Resz( P) so that B has just one compo- 
nent, and hence RE SL(2, 5), since R is generated by elements of 5-power 
order. Since L is a component of H, it follows that H = O,(H) x L, 
completing the proof. We recall for the convenience of the reader that L 
centralizes O,(G). 
COROLLARY 3.3. MC”’ centralizes F(G). 
Proof. By the Hall-Higman theorem, [O,,(G), x] < ker (TV (and the 
same applies to any conjugate of x) so that M centralizes O,.(G), as ker g5 
is a 5-group. Let K= C,(O,(G)), and let ii;r= M/K, etc. By Lemma 3.2 
(and its proof), (X, X”) is a 5-group for every fi E ti. By the Baer-Suzuki 
theorem, XE O,(M), so fi is a 5-group. 
LEMMA 3.4. Every component of A4 is isomorphic to SL(2, 5). 
Proof: Let L be a component of M. Then we may choose a composi- 
tion factor, say m, of Resg( P) on which L acts non-trivially. We may 
suppose that L 5 [L, x] (for there is some conjugate of x, say y, which 
does not centralize L and it follows easily from the three subgroups lemma 
that we must have L 5 [L, y] for such a y). 
By Thompson’s results on quadratic pairs, L/Z(L) is a simple group of 
Lie type in characteristic 5, and letting g denote the representation of M - - 
afforded by W, and I@ denote MO, etc., we have A= L, L, ... 1, (central 
product), where each Ei is quasisimple (of Lie type in characteristic 5), 
and each is generated by conjugates of X. Furthermore, IV= W, 0 
r20 ... 0 Et, where each Fi is irreducible for Li and each conjugate of 
R lies in precisely one Li. 
Then I?= La is a component of M, and we must have XE e, as 
L 5 [L, x]. Then x must normalize L (otherwise [L, Lx] = { lG}, whereas 
I?” = E is non-Abelian). 
Suppose that L does not have Lie-rank 1. Then there is certainly more 
than one maximal parabolic subgroup of E which contains X, so (using 
[S], for example) there is a maximal 5-local subgroup of E, say P, such 
that X does not lie in O,(P). We may choose an L-conjugate of x, say 
y = x’, where ic P, such that (2, j) is not a 5-group. Then (x, y )‘“’ E 
SL(2, 5) as in earlier arguments. 
We recall from the proof of Lemma 3.2 that any element of order 3 in 
(x, y) centralizes every { 2, 3}‘-subgroup of G which it normalizes. Let v 
be an element of order 3 in (x, y ), and let T be the full pre-image of O,(P) 
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in L. Then T is certainly nilpotent, and u normalizes T, so that u nor- 
malizes (hence centralizes) a Sylow 5-subgroup of T. But then V centralizes 
O,(P), a contradiction. 
Hence E does have Lie rank 1. Now we may choose an L(x)-conjugate 
of x, say y, such that (X, j> is not a 5-group. Let u be the unique involu- 
tion in (x, JJ) (which is central in G as in earlier arguments). Then 
certainly U is central in L. Since E has Lie rank 1, and Z(L) has even order 
we must have Er X(2, 5’) for some Y. Then L is generated by a pair of 
conjugates of X, so Lr SL(2, 5) by Lemma 3.2. Thus L = (x, y)‘m’ for y 
above, and we recall from our earlier proof that L acts faithfully on each 
composition factor of Resg( i7). 
COROLLARY 3.5. Let N= M ix’. Then we have C,( @‘) 5 Z(N) whenever 
?lj is a c~rn~us~t~on factor of Resz( P). 
ProofI If not, then we may choose a composition factor @‘so that some 
component of N (hence of M) acts trivially on @’ (for recall that F(N) = 
Z(N) by Corollary 3.3). 
Conclusion of Proof of Theorem 3.1. Let 6V be a composition factor of 
Res$( i7), CJ denote the representation of M afforded by W, li;i denote MO, - - 
etc. As before, we have li3’ = L, L, . . .I, (a central product), where each L, 
is quasisimple (of Lie type in characteristic 5). 
For 1 d i,< t, we choose a subnormal perfect pre-image, Lj, of EC (so 
each L,S N). We know that N centralizes F(G), so that (for each i), 
F(L,) 5 F(N) sZ(N). But we know that Nn ker as Z(N), and each 
Li/(Li n ker a) is quasi-simple, so it follows that L,/F(L,) is simple for each 
i. Hence each L, is quasi-simple, thus a component of M, so each is 
isomorphic to SL(2, 5). 
Now M = E(M) ker C, M/M’ is a 5-group, as M is generated by con- 
jugates of x. Also, no component of M is contained in ker (T, so that E(M) 
centralizes ker C. Since E(M) acts irreducibly on every composition factor 
of Res$( v), it follows that [M, ker cr] 5 O,(M) (as ker B must act as 
scalars on any such composition factor). Hence M’ 5 E(M) O,(M), so that 
M/E(M) is a 5-group. Thus M = QE(M), where Q is a Sylow 5-subgroup 
of ker 6, so M= E(M) O,(M) (for Q is certainly normal in M as E(M) 
centralizes ker 0). The structure of O,(M) has the stated form by [S]. It 
remains to prove that Z(E(M)) has order 2 if E(M) is non-trivial. This 
follows since (as we have already seen), whenever L is a component of M, 
the unique involution of L is the unique involution of the centre of G. 
THEOREM 3.6. Let G be afinite irreducible subgroup of GL(n, a=), and let 
x he an element of G which does not commute with all its conjugfftes. 
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Suppose that the eigenvalues of x all lie on an arc of length less than 
min({W} u {PW), n(~- 1)/p : PEX(X)- (2,511) on S’. 
Then either x commutes with all its conjugates or else n is even and 
(x” : g E G) has a component isomorphic to SL(2, 5). 
Proof We proceed by induction on ICI + n. We may assume, then, that 
if M is any proper subgroup of G which contains x, but has no composi- 
tion factor isomorphic to A,, then x commutes with all its M-conjugates. 
Suppose that (xg : g E G) has no such component or that n is odd. We 
will prove that (x” : g E G) is Abelian. Let 1 be the character afforded by 
the given representation of G. By the hypotheses on the eigenvalues of x it 
suffices to prove that x lies in F(G) (for in that case if we assume (as we 
may) that the elements of F(G) are monomial matrices then all 
G-conjugates of x are diagonal matrices). 
Let y be the 5-part, z be the 5’-part of x. Then by Lemma 2.4 (applied 
with z = {5}), z commutes with all its G-conjugates, so that z lies in F(G). 
We need only prove that y lies in F(G). 
We may write x = IndE(IC/) for some primitive irreducible character $ of 
a (not necessarily proper) subgroup, H, of G. Then by Lemma 2 of [9], x 
lies in every conjugate of H. Let K be the intersection of these conjugates. 
We may suppose that y does not lie in F(H). 
Suppose that y centralizes F(K). Then x does not centralize E(K), so 
there is a minimal (x)-invariant product of components of K, say L, with 
CL, xI+{LJ A s in several earlier proofs, all irreducible constituents of 
Resz+,(X) restrict irreducibly to L. We may choose such an irreducible 
constituent p so that p(y)/p( 1 c) is not a root of unity. This means that 
x ker p does not commute with all its conjugates in L(x)/ker ,u. If 
L(x) # G, the inductive hypothesis forces us to conclude that L/ker p has 
a component isomorphic to SL(2, 5), and that ~(1~) is even. But then it 
is easy to see that L must be a central product of groups isomorphic to 
SL(2, 5), and that L 2 (x’ : IE L), so the conclusion of the theorem is 
valid in that case. 
If L(x) = G, then G = K, so that I= $, and G is primitive. Since z com- 
mutes with all its conjugates, z is now central in G, so we may assume that 
x=y; that is, x is a 5-element. Now O,(G) 5 Z(G), as Resz(X) is 
irreducible. Suppose that xZ(G) has order 5k in G/Z(G). Then the 
hypotheses on the eigenvalues of x force x to have at most 2 x 5kP ’ distinct 
eigenvalues, and letting M? denote the 5k ~ ‘-St power of x, it follows that w 
lies outside O,(G) and that w acts with quadratic minimum polynomial in 
any reduction (mod 5) of G. By Theorem 3.1, n is even, and G has a com- 
ponent isomorphic to SL(2, 5). By the minimality of L, this component is 
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contained in (xp : g E G), so the conclusion of the theorem is valid in this 
case. 
We claim that y centralizes O,(K). Let N= O,(K), and let 0 be an 
irreducible constituent of Res’,‘<,>(ll/). Then Resz(“(B) is irreducible. Since 
ZE O,.(G), z is represented by a scalar matrix in any representation of 
N(x) affording 8. The hypotheses on the eigenvalues of x imply now that 
in any such representation, the eigenvalues of the image of y all lie on an 
arc of length less than 4n/5 on S’. Since H/ker $ is primitive (and we may 
assume that N is not central in H) we may assume that N ker 0/ker I3 is a 
central product of an extra-special group and a cyclic group. An argument 
like that used in step 3 of the proof of Theorem D of [9] shows that 
[N, y, N] g ker 8. If [N, y] is not contained in ker 0, then for some n in 
N, [n, y] is represented by a non-trivial scalar matrix in the corresponding 
representation, from which it readily follows that B(y) = 0, contrary to the 
fact that the eigenvalues of the image of y all lie on an arc of length less 
than 47r/5 on S ‘. Thus [N, ~3 5 ker 0, so in fact [N, ~15 ker $. The same 
argument may be applied to any G-conjugate of y, so that [N, JJ] 5 ker $” 
for each g in G and y centralizes N. 
Now we may suppose that G = (x) O,.(F(K)) (for if not, then the induc- 
tion hypothesis implies that x lies in the Fitting subgroup of (x) O,(I;(K)) 
so that y centralizes O,.(F(K)) and hence centralizes all of F(K), a case we 
have dealt with). In particular, we now have G = H and G is primitive. But 
then z is central, so we may assume that y=x. Also, O,(F(K)) is an 
irreducible subgroup as in earlier arguments. An argument like the one 
above now shows that some power of y lies outside O,(G), but acts with 
quadratic minimum polynomial in any reduction (mod 5) of G, contrary to 
Theorem 3.1 (or to the Hall-Higman theorem). The proof of Theorem 3.6 
is complete. 
COROLLARY 3.7. Let G be a finite subgroup of GL(n, a=) with no 
composition factor isomorphic to AS, and suppose that x is an element of G 
whose eigenvalues all lie on an arc of length less than 6413 on S’. Then x 
commutes with all its G-conjugates. 
Proof. This follows from Theorem 3.6, since ph(p) 2 6x113 for every 
prime p # 5. 
Concluding Remarks. It seems quite likely that for all but a small 
number (probably 1) of primes, we have should have ph(p) 2 n(p - 1)/p. 
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