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This paper is devoted to developing augmented Lagrangian duality theory in vector
optimization. By using the concepts of the supremum and inﬁmum of a set and conjugate
duality of a set-valued map on the basic of weak eﬃciency, we establish the interchange
rules for a set-valued map, and propose an augmented Lagrangian function for a vector
optimization problem with set-valued data. Under this augmented Lagrangian, weak
and strong duality results are given. Then we derive suﬃcient conditions for penalty
representations of the primal problem. The obtained results extend the corresponding
theorems existing in scalar optimization.
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1. Introduction
The duality theory in scalar optimization and its extensions to duality in vector optimization was developed extensively
in last years, see, e.g., [1,3–11,17–19,22,23] and the references therein. It is well known that the perturbation approach
recognized as a fundamental tool for developing the so-called conjugate duality theory in optimization. In convex scalar
optimization, conjugate duality has been fully developed by Rockafellar [14]. In vector optimization, conjugate duality is ex-
amined on the basic of eﬃciency by, e.g., Tanino and Sawaragi [17] in ﬁnite-dimensional spaces, Luc [11] in general partially
ordered topological vector spaces. A duality theory for vector optimization based on conjugate operators, ε-subdifferentials
and ε-solution was presented in [23]. Kawasaki [8] introduced the supremum notation of a set based on weak eﬃciency
of the closure of the set. This work has been developed to vector optimization problems in topological vector spaces by
Tanino [22]. Song [18,19] extended Tanino’s result to set-valued vector optimization problems, and present some stability
criteria for the primal problem. In [18] the suﬃcient conditions for stability criteria, which ensures the zero duality gap in
vector optimization, were presented in relative to conjugate operators and the existence of subdifferential of the optimal
value map. This motivates us to study the stability of the valued mapping by considering some appropriate perturbation
functions. The problems of elimination of the duality gap and investigation of the properties of optimal solutions are well
developed in convex scalar optimization. It is well known that there is usually a duality gap between optimal values of
the primal and dual problems in nonconvex programming if the dual problem is constructed by the ordinary Lagrange
function. In [15] Rockafellar shows that the gap can be removed by passing to an augmented Lagrangian which involves
quadratic penalty-like terms. The idea of construction of augmented Lagrangians in general form was proposed by Rock-
afellar and Wets in [16]. Recently, Huang and Yang [5] extended this approach to vector optimization on the basis of
eﬃciency. A natural question arises: Does the augmented Lagrangian approach extend to vector optimization on the basis of weak
eﬃciency?
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By using the concepts of the supremum and inﬁmum of a set and conjugate duality of a set-valued map on the basic of
weak eﬃciency, we establish the interchange rules for a set-valued map, and propose an augmented Lagrangian function for
a vector optimization problem with set-valued data. Under this augmented Lagrangian, we present weak and strong duality
results. Also, we derive suﬃcient conditions for the penalty representation of the primal problem with the sharp Lagrangian.
The obtained results extend the corresponding theorems existing in scalar optimization.
The paper is structured as follows. In the next section, we recall some basic deﬁnitions and preliminaries from the
duality theory in vector optimization which given in [22]. In the last section, we present an augmented Lagrangian function
and the corresponding dual problem via this augmented Lagrangian. Suﬃcient conditions for strong duality as well as
penalty representations of the primal problem are given. An example is illustrated as an application to a constrained vector
optimization problem.
2. Basic deﬁnition and preliminaries
Let Y be a real linear topological space which is partially ordered by a pointed closed convex cone K with a nonempty
interior int K in Y and 0 ∈ K . We use the following notations:
y K y′ iff y′ − y ∈ K ,
y <K y
′ iff y′ − y ∈ int K .
Let Y := Y ∪ {±∞}. We assume that, for any y ∈ Y , −∞K y K +∞, and −∞ <K y <K +∞, ∀y ∈ Y .
For simplicity, we use “” instead of “K ” and also “<” instead of “<K ”. We deﬁne the addition and the scalar multi-
plication of Y to Y using the following conventions:
y + (+∞) = (+∞) + y := +∞, ∀y ∈ Y ∪ {+∞},
y + (−∞) = (−∞) + y := −∞, ∀y ∈ Y ∪ {−∞},
λ.(+∞) := +∞, ∀λ ∈ (0,+∞], λ.(+∞) := −∞, ∀λ ∈ [−∞,0),
λ.(−∞) := −∞, ∀λ ∈ (0,+∞], λ.(−∞) := +∞, ∀λ ∈ [−∞,0).
The sum +∞ + (−∞) is not considered here, since we can avoid it.
Given a set M ⊂ Y , we deﬁne the set of elements above M and the set of elements below M by
A(M) := {y ∈ Y ∣∣ y′ < y for some y′ ∈ M},
B(M) := {y ∈ Y ∣∣ y < y′ for some y′ ∈ M}, respectively.
Clearly,
A(M) = (M + int K ) ∪ {+∞}, B(M) = (M − int K ) ∪ {−∞}, ∀M ⊂ Y , M 	= ∅,
and A(∅) = B(∅) = ∅. Here, A({y}) and B({y}) are simply denoted by A(y) and B(y), respectively.
Deﬁnition 2.1. (See [22].) Let M ⊂ Y be a given set.
(i) An element yˆ ∈ Y is said to be a weakly inﬁmal element of M if yˆ /∈ A(M) and A( yˆ) ⊂ A(M), that is, if there is no y ∈ M
such that y < yˆ and if the relation yˆ < y′ implies the existence of some y ∈ M such that y < y′ . The set of all weakly
inﬁmum elements of M is called the weak inﬁmal of M and is denoted by InfM . The weak supremum of M , SupM , is
deﬁned analogously.
(ii) An element yˆ ∈ M is said to be a weakly minimal element of M if yˆ /∈ A(M), that is, there is no y ∈ M such that y < yˆ.
The set of all weakly minimal elements of M called the weak minimum of M and is denoted by MinM . The weak
maximum of M , MaxM , is deﬁned analogously.
Let us summarize some properties of the supremum and inﬁmum of a set which is useful in next section.
Remark 2.2. (See [21,3].) Let M ⊂ Y . One has:
(i) Inf∅ = {+∞}, Sup∅ = {−∞} and Min∅ = Max∅ = ∅.
(ii) −B(−M) = A(M), −Sup(−M) = InfM and −Max(−M) = MinM .
(iii) MinM = M ∩ InfM and MaxM = M ∩ SupM .
(iv) InfM = {+∞} if and only if A(M) = ∅. This is the case if and only if M = ∅ or M = {+∞}. Similarly, SupM = {−∞} if
and only if B(M) = ∅. This is the case if and only if M = ∅ or M = {−∞}.
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(vi) For two arbitrary sets M1 and M2 in Y it holds: M1 ∩ A(M2) = ∅ if and only if B(M1) ∩ M2 = ∅.
Proposition 2.3. (See [21], also [3, Propositions 7.4.1 and 7.4.2].) Let M ⊂ Y be a given set. Then, one has:
(i) InfM = Inf A(M) and SupM = Sup B(M).
(ii) A(M) = A(InfM) and B(M) = B(SupM).
(iii) M ⊂ InfM ∪ A(M) and M ⊂ SupM ∪ B(M).
(iv) Y = InfM ∪ A(InfM) ∪ B(InfM) and the three sets on the right-hand side are disjoint. Similarly, Y = SupM ∪ A(SupM) ∪
B(SupM).
(v) B(
⋃
i∈I Mi) =
⋃
i∈I B(Mi) and A(
⋃
i∈I Mi) =
⋃
i∈I A(Mi), where Mi ⊂ Y , i ∈ I and I is an arbitrary index set.
(vi) Sup(InfM) = InfM, Inf(SupM) = SupM, and Sup(SupM) = SupM, Inf(InfM) = InfM.
(vii) InfM1 ⊂ (InfM2) ∪ A(InfM2) and SupM1 ⊂ (SupM2) ∪ B(SupM2) for all M1 ⊂ M2 ⊂ Y .
Let F : X⇒ Y be a set-valued map with its domain dom F given by
dom F := {x ∈ X ∣∣ F (x) ∩ Y 	= ∅}.
Deﬁne
Argminx∈X F (x) =
{
x¯ ∈ dom F ∣∣ ∃z¯ ∈ F (x¯) \ {±∞} and z¯ ∈ Infx∈X F (x)},
and
Argmin F := Argminx F (x) = Argminx∈X F (x).
Obviously, if x¯ ∈ Argminx∈X F (x) and z¯ ∈ F (x¯) ∩ Infx∈X F (x) then z¯ ∈ Inf F (x¯).
Proposition 2.4. (See [21, Corollary 4.3].) Let F : X⇒ Y be a set-valued map. Then one has
Sup
⋃
x∈X
F (x) = Sup
⋃
x∈X
Sup F (x),
Inf
⋃
x∈X
F (x) = Inf
⋃
x∈X
Inf F (x).
The following result gives an interchange rule for set-valued maps.
Lemma 2.5. For F : X × Y ⇒ Z one has in terms of P (y) := Infx∈X F (x, y) and Q (x) := Infy∈Y F (x, y) that
Inf(x,y)∈X×Y F (x, y) = Infy∈Y P (y) = Infx∈X Q (x),
Argminx,y F (x, y) =
{
(x¯, y¯) ∈ X × Y ∣∣ (F (x¯, y¯) \ {±∞})∩ (Infx F (x, y¯))∩ (Infy P (y)) 	= ∅}
= {(x¯, y¯) ∈ X × Y ∣∣ (F (x¯, y¯) \ {±∞})∩ (Infy F (x¯, y))∩ (Infx Q (x)) 	= ∅}.
Proof. From the deﬁnition of the inﬁmum it follows that
Infx∈X Q (x) = Infx∈X
[
Inf
⋃
y∈Y
F (x, y)
]
= Inf
{ ⋃
x∈X
[
Inf
⋃
y∈Y
F (x, y)
]}
.
By Proposition 2.4, we have
Inf
{ ⋃
x∈X
[
Inf
⋃
y∈Y
F (x, y)
]}
= Inf
[ ⋃
x∈X
⋃
y∈Y
F (x, y)
]
= Inf
[ ⋃
y∈Y
⋃
x∈X
F (x, y)
]
= Inf
{ ⋃
y∈Y
[
Inf
⋃
x∈X
F (x, y)
]}
= Infy∈Y P (y).
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Inf(x,y)∈X×Y F (x, y) = Inf
[ ⋃
x∈X
⋃
y∈Y
F (x, y)
]
= Infy∈Y P (y) = Infx∈X Q (x).
Let (x¯, y¯) ∈ Argminx,y F (x, y). Then, there exists z¯ ∈ F (x¯, y¯) \ {±∞} such that
z¯ ∈ Inf(x,y)∈X×Y F (x, y) = Infy∈Y P (y).
Hence z¯ /∈ (⋃x∈X,y∈Y F (x, y) + int K ) ∪ {+∞}, and so,
z¯ /∈
( ⋃
x∈X
F (x, y¯) + int K
)
∪ {+∞}. (2.1)
Obviously,
z¯ ∈ Inf F (x¯, y¯).
This implies that
(z¯ + int K ) ∪ {+∞} ⊂ (F (x¯, y¯) + int K )∪ {+∞}
⊂
( ⋃
x∈X
F (x, y¯) + int K
)
∪ {+∞}. (2.2)
By (2.1) and (2.2), z¯ ∈ P ( y¯) = Infx F (x, y¯). This means that(
F (x¯, y¯) \ {±∞})∩ (Infx F (x, y¯))∩ (Infy P (y)) 	= ∅.
Therefore
Argminx,y F (x, y) ⊂
{
(x¯, y¯)
∣∣ (F (x¯, y¯) \ {±∞})∩ (Infx F (x, y¯))∩ (Infy P (y)) 	= ∅}. (2.3)
The opposite inclusion of (2.3) is trivial by noting that P ( y¯) = Infx F (x, y¯). Similarly,
Argminx,y F (x, y) =
{
(x¯, y¯)
∣∣ (F (x¯, y¯) \ {±∞})∩ (Infy F (x¯, y))∩ (Infx Q (x)) 	= ∅}.
The proof is complete. 
Remark 2.6. Let M ⊂ Y be a nonempty set and K ⊂ Y a convex cone with nonempty interior. Then, one has
M + int K = int(M + K ). (2.4)
Indeed, the inclusion M + int K ⊂ int(M + K ) is trivial by noting that M + int K is open. To obtain the opposite inclusion,
we ﬁx an element z ∈ K and take any x ∈ int(M + K ). It follows that there must exist t > 0 such that x− tz ∈ M + K . Then
x = (x− tz) + tz ∈ M + K + int K = M + int K .
Note that (2.4) was given in [20, Theorem 2.2] for two convex sets and at least one of both sets has nonempty interior.
Let M ⊂ Y . We recall [21] the deﬁnition of the closure of A(M) in Y as follows
cl A(M) =
⎧⎨⎩
{+∞}, if A(M) = ∅,
Y , if A(M) = Y ∪ {+∞},
cl(A(M) ∩ Y ) ∪ {+∞}, otherwise,
where the symbol “cl” on the right-hand side means the usual closure in Y .
The following result gives an invariant property of the supremum and inﬁmum of a set with respect to the partially
ordered cone in Y .
Lemma 2.7. Let M ⊂ Y be a given set, and let K ⊂ Y be a pointed closed convex cone with int K 	= ∅ and 0 ∈ K . Then
(i) Sup(M − K ) = SupM, Inf(M + K ) = InfM;
(ii) InfM = Min[cl A(M)];
(iii) InfM = Min(M + K ) ⊂ M + K , if M is a nonempty compact set in Y .
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z ∈ Sup(M − K ). Then{
z /∈ ((M − K ) − int K )∪ {−∞},
(z − int K ) ∪ {−∞} ⊂ ((M − K ) − int K )∪ {−∞}.
Equivalently,{
z /∈ (M − (K + int K ))∪ {−∞},
(z − int K ) ∪ {−∞} ⊂ (M − (K + int K ))∪ {−∞}.
By Remark 2.6, we have{
z /∈ (M − int K ) ∪ {−∞},
(z − int K ) ∪ {−∞} ⊂ (M − int K ) ∪ {−∞}.
Then
z ∈ SupM,
and so,
Sup(M − K ) ⊂ SupM.
To prove the opposite inclusion, we take any w ∈ SupM . Then{
w /∈ (M − int K ) ∪ {−∞},
(w − int K ) ∪ {−∞} ⊂ (M − int K ) ∪ {−∞}.
This and Remark 2.6 imply that{
w /∈ ((M − K ) − int K )∪ {−∞},
(w − int K ) ∪ {−∞} ⊂ ((M − K ) − int K )∪ {−∞}.
Equivalently,
w ∈ Sup(M − K ).
Thus
SupM = Sup(M − K ).
Similarly,
InfM = Inf(M + K ).
(ii) This follows from [21, Proposition 4.3].
(iii) Obviously, M + K is a nonempty closed set in Y . By (ii), we have
InfM = Min[cl A(M)]=Min[cl(A(M) ∩ Y )∪ {+∞}]
=Min[cl(A(M) ∩ Y )]
=Min[cl(M + int K )]
=Min(M + K ) ⊂ M + K .
The proof is complete. 
3. Augmented Lagrangian duality
In this section we deﬁne an augmented Lagrangian function and the corresponding dual problem via this augmented
Lagrangian. Then, we establish suﬃcient conditions for strong duality as well as penalty representations of the primal
problem.
Let us recall [22] the concept of the conjugate map of a set-valued map F from a linear topological space X to an
extended partially ordered linear topological space Y . Let L= L(X, Y ) be the space of all linear continuous operator from
X to Y .
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F ∗ : L(X, Y )⇒ Y , F ∗(T ) = Sup
⋃
x∈X
[
T (x) − F (x)]
is called the conjugate map of F .
One has a Young–Fenchel type inequality.
Proposition 3.2. (See [22, Proposition 3.3], also [3, Proposition 7.4.7].) For any x ∈ X and any T ∈L(X, Y ), one has(
F (x) − T x)∩ B(−F ∗(T ))= ∅.
In the sequel, we assume that X and Y are normal spaces with X∗ and Y ∗ topological dual spaces, respectively. Let
F : X ⇒ Rm ∪ {+∞} be a set-valued map with dom F 	= ∅ and F (x) 	= −∞, ∀x ∈ X . This is equivalent to that F is proper
on X , i.e., F (x) 	= −∞ for all x ∈ X , and there exist x¯ ∈ X and z¯ ∈ F (x¯) such that z¯ < +∞. We consider the following primal
set-valued vector optimization problem:
(P) Infx∈X F (x) := Inf F (X) = Inf
⋃
x∈X
F (x).
Obviously, Inf P 	= +∞ if F is proper on X . An element xˆ ∈ X such that there exists yˆ ∈ F (xˆ) with yˆ ∈ Min F (X) is called
weakly eﬃcient solution to (P).
Let Φ : X × Y ⇒Rm ∪ {+∞} be a perturbed function such that
Φ(x,0) = F (x), ∀x ∈ X .
Deﬁne
M(u) = Inf{Φ(x,u) ∣∣ x ∈ X}, ∀u ∈ Y .
For each i = 1,2, . . . ,m, let σi : Y → R ∪ {+∞} be a proper function such that Minσi = 0 and Argminσi = {0}. Consider
an augmenting vector function σ : Y → Rm ∪ {+∞} deﬁned by
σ(u) :=
{
(σ1(u),σ2(u), . . . , σm(u)), if u ∈⋂mi=1 domσi,
+∞, otherwise.
Then, σ(Y \ {0}) ⊂ (intRm+) ∪ {+∞} and
Minσ := Minσ(Y ) = {0}, Argminσ = {0}.
Let e = (1,1, . . . ,1) ∈ Rm . In addition, we assume that σi (i = 1,2, . . . ,m) is lower semicontinuous and σ is level-coercive,
i.e., there exist γ > 0 and β  0 such that
σ(u)Rm+
(
γ ‖u‖ − β)e, for all u ∈ Y . (3.1)
This is equivalent to
lim inf‖u‖→∞
σi(u)
‖u‖ > 0, i = 1,2, . . . ,m.
The augmented Lagrangian of (P) is a set-valued map
L : X ×L(Y ,Rm)× R+⇒Rm ∪ {+∞}
deﬁned by
L(x,Λ, r) = Infu∈Y
{
Φ(x,u) − Λu + rσ(u)}. (3.2)
The dual problem of (P) is formulated by(
P∗
)
Sup(Λ,r)∈L(Y ,Rm)×R+ Infx∈X L(x,Λ, r).
We denote Inf P := Infx∈X F (x) and SupP∗ := Sup(Λ,r)∈L(Y ,Rm)×R+ Infx∈X L(x,Λ, r).
The following result gives a weak duality theorem.
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A(Inf P) ∩ SupP∗ = ∅.
Proof. Let r ∈ R+ . Consider the conjugate map of Φ(·) + σ˜ (·):
ϕ∗(T ,Λ) = Sup{T x+ Λu − Φ(x,u) − rσ(u) ∣∣ x ∈ X, u ∈ Y },
where σ˜ (x,u) := σ(u), T ∈L(X,Rm) and Λ ∈L(Y ,Rm). Then
−ϕ∗(0,Λ) = −Sup{Λu − Φ(x,u) − rσ(u) ∣∣ x ∈ X, u ∈ Y }
= Inf{Φ(x,u) − Λu + rσ(u) ∣∣ x ∈ X, u ∈ Y }
= Inf
⋃
x∈X
⋃
u∈Y
(
Φ(x,u) − Λu + rσ(u)). (3.3)
By Lemma 2.5, we have
−ϕ∗(0,Λ) = Infx∈X L(x,Λ, r).
From (3.3) and Proposition 3.2, it follows that(
Φ(x,0) + rσ(0) − 0x− Λ0)∩ B(−ϕ∗(0,Λ))= ∅.
Equivalently,
Φ(x,0) ∩ B(Infx∈X L(x,Λ, r))= ∅, for all x ∈ X, Λ ∈ L(Y ,Rm).
Hence(⋃
x∈X
Φ(x,0)
)
∩ B(Infx∈X L(x,Λ, r))= ∅, for all Λ ∈ L(Y ,Rm). (3.4)
From Proposition 2.3(v) it follows that( ⋃
x∈X
Φ(x,0)
)
∩ B
( ⋃
Λ∈L(Y ,Rm)
Infx∈X L(x,Λ, r)
)
= ∅.
Since r is arbitrary, we can assert from Proposition 2.3(v) that( ⋃
x∈X
Φ(x,0)
)
∩ B
( ⋃
r∈R+
⋃
Λ∈L(Y ,Rm)
Infx∈X L(x,Λ, r)
)
= ∅.
Combining this with Proposition 2.3(ii), we have( ⋃
x∈X
Φ(x,0)
)
∩ B(SupP∗)= ∅.
By Remark 2.2(vi),
A
( ⋃
x∈X
Φ(x,0)
)
∩ SupP∗ = ∅.
This and Proposition 2.3(ii) imply that
A
(
Inf
⋃
x∈X
Φ(x,0)
)
∩ SupP∗ = ∅.
Thus
A(Inf P) ∩ SupP∗ = ∅.
The proof is complete. 
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R
m+-lower semicontinuous at x0 if, for every ε > 0 there exists U ∈N (x0), such that
F (x0) − εe ⊂ F (x) − Rm+, for all x ∈ U ∩ dom F .
We recall [18] that F is Rm+-Hausdorff lower continuous at x0 if, for every ε′ > 0 there exists U ∈N (x0), such that
F (x0) ⊂ F (x) + ε′B − Rm+, for all x ∈ U ∩ dom F ,
where B denotes the unit ball in Rm . For the Rm+-Hausdorff lower continuity of a set-valued map we refer the reader to
[12,13,18] and the references therein. Clearly, the Rm+-Hausdorff lower continuity of F at x0 implies that
F (x0) ⊂ F (x) + εe − Rm+, for all x ∈ U ∩ dom F ,
and so, F is Rm+-lower semicontinuous at x0.
F is said to be Rm+-upper bounded by a vector b ∈ Rm , if
F (X) ⊂ (b − Rm+)∪ {−∞}.
Similarly, F is said to be Rm+-lower bounded by a vector a ∈ Rm , if
F (X) ⊂ (a + Rm+)∪ {+∞}.
For each Λ = (Λ1,Λ2, . . . ,Λm) ∈L(Y ,Rm), the norm of Λ is deﬁned by
‖Λ‖ :=
m∑
i=1
‖Λi‖.
Obviously, Λu Rm+ ‖Λ‖‖u‖e for all Λ ∈L(Y ,Rm) and u ∈ Y .
Now let us present some suﬃcient conditions ensuring the strong duality for the primal problem.
Theorem 3.4 (Strong duality theorem). Suppose thatM is Rm+-lower semicontinuous at 0, and there exists (T , r¯) ∈ L(Y ,Rm) × R+
such that L(·, T , r¯) is Rm+-lower bounded. Then
Inf P ⊂ SupP∗,
wheneverM(0) is Rm+-upper bounded.
Proof. From the Rm+-lower boundedness of L(·, T , r¯) it follows that there exists a ∈ Rm such that⋃
x∈X
L(x, T , r¯) ⊂ (a + Rm+)∪ {+∞}.
By Proposition 2.3(vii) and (ii), we have
Infx∈X L(x, T , r¯) ⊂
(
Inf
[(
a + Rm+
)∪ {+∞}])∪ A(Inf[(a + Rm+)∪ {+∞}])
= (Inf(a + Rm+))∪ A(a + Rm+).
From Lemma 2.7(iii) it follows that
Infx∈X L(x, T , r¯) ⊂
(
a + Rm+
)∪ {+∞}.
Applying Lemma 2.5, we can assert that
Infu∈Y
[M(u) − T u + r¯σ(u)]⊂ (a + Rm+)∪ {+∞}.
By Lemma 2.7(ii),
Min
[
cl A
( ⋃
u∈Y
(M(u) − T u + r¯σ(u)))]⊂ (a + Rm+)∪ {+∞}.
Hence
cl A
( ⋃(M(u) − T u + r¯σ(u)))⊂ (a + Rm+)∪ {+∞}.
u∈Y
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cl A
( ⋃
u∈Y
(M(u) − T u + r¯σ(u))) 	= Rm ∪ {+∞},
and so,
cl
[
A
( ⋃
u∈Y
(M(u) − T u + r¯σ(u)))∩ Rm]⊂ (a + Rm+)∪ {+∞}.
Hence⋃
u∈Y
(M(u) − T u + r¯σ(u))⊂ (a + Rm+)∪ {+∞}.
So,
M(u) − T u + r¯σ(u) ⊂ (a + Rm+)∪ {+∞}, ∀u ∈ Y , (3.5)
and
M(0) 	= −∞.
This and the Rm+-upper bounded property ofM(0) imply that there exists b ∈ Rm satisfying
M(0) ⊂ b − Rm+. (3.6)
Take any ε > 0. From the Rm+-lower semicontinuity ofM at 0 it follows that there exists U ∈N (0) such that
M(0) − εe ⊂M(u) − Rm+, for all u ∈ U .
Since σ is level-coercive, it follows that there exist γ > 0 and β  0 such that
σ(u)Rm+
(
γ ‖u‖ − β)e, for all u ∈ Y .
Choosing a ρ > βε , r0 = 1ρ , γ0 = γρ and β0 = βρ , we have 0 β0 < ε and
r0σ(u)Rm+
(
γ0‖u‖ − β0
)
e.
Let Λ ∈L(Y ,Rm) be such that ‖Λ‖ = γ0. Then
M(0) − εe ⊂M(u) − (γ0‖u‖ − β0)e + r0σ(u) − Λu + ‖Λ‖‖u‖e − Rm+, ∀u ∈ U .
Since β0  ε, it follows that
M(0) − 2εe ⊂M(u) − Λu + r0σ(u) − Rm+, ∀u ∈ U .
Hence
M(0) + Λu − r0σ(u) − 2εe ⊂
(M(u) − Rm+)∪ {−∞}, ∀u ∈ U , (3.7)
where the left-hand side of (3.7) is equal to −∞ if and only if σ(u) = +∞. Obviously,
M(0) + Λu − rσ(u) − 2εe ⊂M(0) + Λu − r0σ(u) − 2εe − Rm+, ∀r  r0.
Therefore
M(0) + Λu − rσ(u) − 2εe ⊂ (M(u) − Rm+)∪ {−∞}, ∀u ∈ U , ∀r  r0. (3.8)
Next we claim that there exists rˆ >max{r¯, r0} such that, for every r ∈ (rˆ,+∞),
M(0) + Λu − rσ(u) − 2εe ⊂ (M(u) − Rm+)∪ {−∞}, ∀u ∈ Y . (3.9)
On the hand, by (3.6),
M(0) + Λu − rσ(u) − 2εe ⊂ b + Λu − rσ(u) − 2εe − Rm+, ∀u ∈ Y . (3.10)
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a + T u − r¯σ(u) ⊂ (M(u) − Rm+)∪ {−∞}, ∀u ∈ Y . (3.11)
It is easily seen that the left-hand sides of (3.8) and (3.11) are equal to −∞ if and only if σ(u) = +∞. There is no lost
of generality in assuming that U = B(0, δ) for some δ > 0. It suﬃces to show, by (3.8), (3.10) and (3.11), that there exists
r >max{r¯, r0} such that
b + Λu − rσ(u) ⊂ a + T u − r¯σ(u) − Rm+, ∀u ∈ Y \ B(0, δ).
This means that we need to ﬁnd r > 0 large enough, such that{
u
∣∣ (r − r¯)σ (u)Rm+ (Λ − T )u + b − a}⊂ Y \ B(0, δ). (3.12)
Since σ is level-coercive it follows that, for ε is given, there exists M > 0 such that
σ(u)Rm+ (γ − ε)‖u‖e, ∀u ∈ Y , ‖u‖ M.
If δ < M then, by the lower semicontinuity of σi , i = 1,2, . . . ,m, and argminσi = {0}, there must exist τi > 0 such that
τi = min
δ‖u‖M σi(u).
Let ti  0 be such that tiτi = β . By using (3.1), we have
(1+ ti)σi(u) σi(u) + β  γ ‖u‖, ∀u ∈ Y , δ  ‖u‖ M.
Without lost of generality we can assume, by taking min{γ − ε, γ1+ti | i = 1,2, . . . ,m} if necessary, that there exists s > 0
such that
σ(u)Rm+ s‖u‖e, ∀u ∈ Y , ‖u‖ δ.
Putting λ = ‖Λ − T‖ and β1 := max{bi − ai | i = 1,2, . . . ,m}, we only have to verify that, for r large enough,{
u
∣∣ (r − r¯)s‖u‖ λ‖u‖ + β1}⊂ Y \ B(0, δ).
Equivalently,{
u
∣∣∣ ‖u‖ β1
(r − r¯)s − λ
}
⊂ Y \ B(0, δ),
for r large enough and (r − r¯)s − λ > 0. Letting rˆ large enough such that δ  β1
(rˆ−r¯)s−λ , we get (3.12) for all r  rˆ, and (3.9)
follows.
It remains to prove that
Inf P ⊂ SupP∗.
By noting that the left-hand side of (3.9) is equal to −∞ if and only if σ(u) = +∞, we have
M(0) − 2εe ⊂M(u) − Λu + rσ(u) − Rm+, ∀u ∈ Y , ∀r  rˆ.
Fix r  rˆ. Then
M(0) − 2εe ⊂
⋂
u∈Y
[M(u) − Λu + rσ(u) − Rm+].
Hence
M(0) − 2εe ⊂
⋂
u∈Y
[
Inf
⋃
x∈X
(
Φ(x,u) − Λu + rσ(u))]− Rm+.
Clearly,⋂[
Inf
⋃(
Φ(x,u) − Λu + rσ(u))]⊂ Inf⋃⋃(Φ(x,u) − Λu + rσ(u)).
u∈Y x∈X u∈Y x∈X
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M(0) − 2εe ⊂ Inf
⋃
u∈Y
⋃
x∈X
(
Φ(x,u) − Λu + rσ(u))− Rm+.
Hence
Inf P− 2εe ⊂ Inf
⋃
x∈X
⋃
u∈Y
(
Φ(x,u) − Λu + rσ(u))− Rm+
= Infx∈X Infu∈Y
(
Φ(x,u) − Λu + rσ(u))− Rm+
= Infx∈X L(x,Λ, r) − Rm+. (3.13)
Consequently,
Inf P− 2εe ⊂
⋃
(Λ,r)∈L(Y ,Rm)×R+
Infx∈X L(x,Λ, r) − Rm+.
By Proposition 2.3(ii) and (iii), we have
Inf P− 2εe ⊂ Sup
[ ⋃
(Λ,r)∈L(Y ,Rm)×R+
Infx∈X L(x,Λ, r) − Rm+
]
∪ B
(
Sup
[ ⋃
(Λ,r)∈L(Y ,Rm)×R+
Infx∈X L(x,Λ, r) − Rm+
])
.
From Lemma 2.7(i) it follows that
Inf P− 2εe ⊂ (Sup(Λ,r)∈L(Y ,Rm)×R+ Infx∈X L(x,Λ, r))∪ B(Sup(Λ,r)∈L(Y ,Rm)×R+ Infx∈X L(x,Λ, r)).
Hence
Inf P− 2εe ⊂ SupP∗ ∪ B(SupP∗). (3.14)
Taking ε → 0, we have
Inf P ⊂ SupP∗ ∪ B(SupP∗). (3.15)
Indeed, if there exists z ∈ Inf P such that z /∈ (SupP∗) ∪ B(SupP∗) then, by Proposition 2.3(vi), z /∈ (Inf(SupP∗)) ∪ B(SupP∗).
From Proposition 2.3(iv) and (vi) it follows that z ∈ A(SupP∗) = (SupP∗ + intRm+) ∪ {+∞}. Hence z = w + d, for some w ∈
SupP∗ and d = (d1,d2, . . . ,dm) ∈ intRm+ . Choosing ε′ > 0 such that ε′ <min{di | i = 1,2, . . . ,m}, we have z−ε′e ∈ A(SupP∗),
which contradicts (3.14) by Proposition 2.3(iv). Hence, (3.15) is valid. Then, by Theorem 3.3 and Remark 2.2(vi), we have
(Inf P) ∩ B(SupP∗) = ∅, and so,
Inf P ⊂ SupP∗.
The proof is complete. 
In the case Y = Rk and m = 1, we can identify L(Rk,R) and Rk . The following result extends Theorem 11.59 in [16].
Corollary 3.5. For (P), suppose that X = Rn, Y = Rk and m = 1, and that F is a real-valued function and proper on Rn, and
Infx∈Rn L(x,Λ, r) > −∞ for at least one (Λ, r) ∈ Rk × R+ . Then
Inf P = SupP∗
wheneverM is lower semicontinuous at 0.
A set-valued map F : X⇒ Y is said to be locally Rm+-lower Lipschitz at x0 if there exist  > 0 and U ∈N (x0) such that
F (x0) − ‖x− x0‖e ⊂ F (x) − Rm+, for all x ∈ U ∩ dom F .
If F is a real-valued function then the locally R+-lower Lipschitz property becomes the locally lower Lipschitz property
and/or the calm property of a real-valued function which examined in [2,16].
A linear operator Λ is said to support a penalty representation for (P) if, for all r > 0 large enough,
Inf P ⊂ Infx∈X L(x,Λ, r), ArgminP := Argminx F (x) ⊂ Argminx∈X L(x,Λ, r).
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i = 1,2, . . . ,m. Suppose that there exists (T , r¯) ∈ L(Y ,Rm) × R+ such that L(·, T , r¯) is Rm+-lower bounded, and thatM(0) is Rm+-
upper bounded, andM is locally Rm+-lower Lipschitz at 0. Then, for every Λ ∈L(Y ,Rm), Λ supports a penalty representation for (P).
Proof. We have
M(u) := Infx∈X Φ(x,u).
From our assumption it follows that there exist 1 > 0 and U ∈N (0), such that
M(0) − 1‖u‖e ⊂M(u) − Rm+, ∀u ∈ U . (3.16)
Take any Λ ∈L(Y ,Rm). Since Λu Rm+ ‖Λ‖‖u‖e for all u ∈ Y , it follows from (3.16) that
M(0) ⊂M(u) − Λu + ‖Λ‖‖u‖e + 1‖u‖e − Rm+, ∀u ∈ U .
Letting  := ‖Λ‖ + 1, we have
M(0) ⊂M(u) − Λu + σ (u) − Rm+, ∀u ∈ U .
Now we need to show that there exists rˆ ∈ (,+∞) such that, for all r  rˆ,
M(0) ⊂M(u) − Λu + rσ(u) − Rm+, ∀u ∈ Y . (3.17)
Since L(·, T , r¯) is Rm+-lower bounded on X , it follows from the same arguments as that in the proof of (3.5) that
a + T u − r¯σ(u) ⊂ (M(u) − Rm+)∪ {−∞}, ∀u ∈ Y .
Using the same arguments as that in the proof of Theorem 3.4, we obtain (3.17) and
Inf P ⊂ Infx∈X L(x,Λ, r) − Rm+,
for r large enough (see (3.13) with ε = 0). By Proposition 2.3(iii), we have
Inf P ⊂ (Sup(Infx∈X L(x,Λ, r) − Rm+))∪ B(Sup(Infx∈X L(x,Λ, r) − Rm+))
= (Sup(Infx∈X L(x,Λ, r)))∪ B(Sup(Infx∈X L(x,Λ, r))).
It follows from Proposition 2.3(vi) that
Inf P ⊂ (Infx∈X L(x,Λ, r))∪ B(Infx∈X L(x,Λ, r)).
Using the same arguments as that in the proof of Theorem 3.3, we have
(Inf P) ∩ B(Infx∈X L(x,Λ, r))= ∅
(see (3.4) and Proposition 2.3(iii) and (iv)). Hence
Inf P ⊂ Infx∈X L(x,Λ, r). (3.18)
Let x¯ ∈ ArgminP. It remains to prove that x¯ ∈ Argminx L(x,Λ, r) for r large enough. Since x¯ ∈ ArgminP, it follows that there
exists z ∈ F (x¯) \ {±∞} and z ∈ Inf P = Infx F (x). We can assert from the Rm+-lower boundedness of L(·, T , r¯) and Rm+-upper
boundedness ofM(0) that F (x¯) ⊂ Rm (see (3.5)). By (3.18) and Lemma 2.5, we have
z ∈ Infx,u
[
Φ(x,u) − Λu + rσ(u)].
Clearly, z ∈ F (x¯) = Φ(x¯,0) − Λ0+ rσ(0). Therefore,
(x¯,0) ∈ Argminx,u
[
Φ(x,u) − Λu + rσ(u)].
Consider the following functions h(x,u) = Φ(x,u) − Λu + rσ(u), j(u) = Infx∈X h(x,u) and k(x) = Infu∈Y h(x,u). Then j(u) =
M(u) − Λu + rσ(u) and k(x) = L(x,Λ, r). By Lemma 2.5, we have(
Φ(x¯,0) − Λ0+ rσ(0))∩ (Infu∈Y h(x¯,u))∩ (Infx∈X k(x)) 	= ∅.
This means that there exists z¯ ∈ Φ(x¯,0) − Λ0+ rσ(0) = F (x¯) ⊂ Rm such that
z¯ ∈ L(x¯,Λ, r) and z¯ ∈ Infx∈X L(x,Λ, r).
Hence, x¯ ∈ Argminx∈X L(x,Λ, r). Thus, Λ supports a penalty representation for (P). The proof is complete 
In the special case m = 1, and that F is a real-valued function and proper on Y , we can assert that Λ in Theorem 3.6
supports an exact penalty representation for (P), see [16, Deﬁnition 11.60].
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(VO) Inf f (x),
s.t. g(x) 0,
x ∈ R,
where f (x) = (x2,−x2) and g(x) = x2 − 4, x ∈ R. Let C := {x ∈ R | g(x) 0} be the feasible set of (VO). Deﬁne
F (x) =
{
f (x), if x ∈ C,
+∞, otherwise.
Then, (VO) is equivalent to (P) with X = Y = R and m = 2. Let u ∈ R. Deﬁne
Φ(x,u) =
{
f (x), if g(x) u, x ∈ R,
+∞, otherwise.
We see that Φ is a perturbed function of F and Φ(x,0) = F (x) for all x ∈ R. Let σ(u) = (|u|, |u|), u ∈ R. Clearly, σ is locally
R
2+-Lipschitz at 0. It can be computed that
M(0) = {(x2,−x2) ∣∣ x ∈ [−2,2]},
M(u) =
{ {(x2,−x2) | x ∈ [−√4+ u,√4+ u ]}, if u −4,
+∞, if u < −4.
Choosing T = 0, r¯ = 0, a = (−4,−4) and b = (4,4), we can assert that L(x, T , r¯) ⊂ (a + R2) ∪ {+∞} and M(0) is R2+-upper
bounded by vector b. Take any ε > 0. Obviously, 4 4 + u + |u| for all u ∈ (−ε, ε). Hence M(0) ⊂M(u) + (|u|, |u|) − R2+
for all u ∈ (−ε, ε). This means that M is locally R2+-lower Lipschitz at 0 with Lipschitzian constant 1 = 1. Take any
Λ ∈L(R,R2). Applying Theorem 3.6, we conclude that Λ supports a penalty representation for (VO). This means that there
exists rˆ  0 such that, for each r  rˆ,
Infx∈C f (x) ⊂ Infx∈R L(x,Λ, r), Argminx∈C f (x) ⊂ Argminx∈R L(x,Λ, r).
By taking any r¯ > ‖Λ‖, we can assert that
L(x,Λ, r¯) =
{
(x2,−x2), if x ∈ [−2,2],
+∞, otherwise,
and
Infx∈R L(x,Λ, r¯) =
{(
x2,−x2) ∣∣ x ∈ [−2,2]}, Argminx∈R L(x,Λ, r¯) = [−2,2].
Actually, we have
Infx∈C f (x) = Infx∈R L(x,Λ, r), Argminx∈C f (x) = Argminx∈R L(x,Λ, r), ∀r > ‖Λ‖,
and so, Λ supports an exact penalty representation for (VO).
Finally, let X = Rn , Y = Rk and m = 1. We consider augmented Lagrangians of (3.2) associated with the augmenting
function σ(u) = ‖u‖, referred to as sharp Lagrangian. The following result is immediate from Corollary 3.5 and Theorem 3.6.
Corollary 3.8. Consider the sharp Lagrangian of (3.2). Suppose that F is a real-valued function and proper on Rn, Infx∈Rn L(x,Λ, r) >
−∞ for at least one (Λ, r) ∈ Rk × R+ , andM is locally lower Lipschitz at 0. Then, for every Λ ∈ Rk, Λ supports an exact penalty
representation for (P).
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