Passenger flow is the basis for bus operation scheduling. Huge advances are being made to develop smart city traffic using big data. Intelligent bus systems based on bus integrated circuit (IC) card systems are constantly developing and improving. Compared with traditional manual survey data, bus IC data is low-cost, real-time and accurate with a simple acquisition method. Bus IC data is an important basic data resource and data mining of bus IC cards can obtain dynamic information about urban bus passenger flow and help improve urban bus planning and service levels. The crucial factor in determining whether this data can be reasonably applied to the optimization of urban bus systems is whether spatial and temporal characteristics of the passenger bus trip can be obtained through bus IC data mining, and there is much current research interest into this topic. In this paper, the characteristics of one-day passenger flow and timedivision passenger flow are analyzed based on data obtained from swiping IC cards for one week on a bus in Qingdao. Then, based on a GA-NARX neural network model, the passenger flow is forecast using the IC card swipe data for five working days of Qingdao No. 1 bus (using ten minutes as the time interval). The forecasting results show that the passenger flow can be successfully predicted using this method and thus this method can be used for short-term passenger flow forecasting using bus IC cards.
I. INTRODUCTION
At present, bus operators still mainly use manual scheduling to conduct operation scheduling, which consumes a lot of manpower and material resources, and fails to provide realtime scheduling according to the actual dynamic changes of passenger flow. Short-term passenger flow forecasting is the basis of intelligent bus dispatching, so research into shortterm passenger flow forecasting for public transport is hugely important.
To analyze bus passenger outflow characteristics, Asakura et al. used a smart card data to study the travel The associate editor coordinating the review of this manuscript and approving it for publication was Dalin Zhang. behavior of railway passengers and evaluate the impact on train operation [1] . Koutsopoulos et al. used bus card swipe data and bus dispatching data to present a mathematical programming problem to express the scheduling frequency setting problem of a bus network under the conditions where the service demand and operation cost are changing with time. This was combined with passenger travel characteristics and travel psychology to determine a suitable bus dispatching frequency [2] . Lovrić et al. modeled the smart card transaction data of the Dutch Public Transport Administration, and studied the travel time, travel purpose, and relationship between passengers [3] . Páez et al. used cluster analysis to analyze the commercial organization of the metro in Montreal, Canada, and identified the proximity of Montreal subway passengers to various buildings in order to obtain these passengers' spatial travel characteristics [4] . Briand et al. studied the time travel characteristics of different groups and used a Gaussian mixture generation model to cluster passenger travel time characteristics in order to reveal the travel patterns of different groups [5] .
For bus passenger flow forecasting, Castro-Neto et al. used a BP neural network to predict the short-term passenger flow in a rail transit system, taking the weather, special occasions and other factors into consideration when applying the model [6] . Yang and Wu extracted bus integrated circuit (IC) card data from a bus IC card database in Dalian, and used ordered sample clustering Fisher algorithm to divide the peak interval of the bus. A regression equation was established in combination with bus IC card swipe data and actual survey data to predict the total bus passenger flow at different bus peak intervals [7] . Zhao et al. proposed a nonlinear model for passenger flow prediction. Firstly, wavelet analysis was used to decompose the bus traffic data for a single day, and then the neural network method was used to predict the sequence [8] . Wei Y et al. used an empirical mode decomposition method and the back propagation neural network (EMD-BPN) hybrid method to predict short-term passenger flow in Taipei Metro. The results showed that their method performs well and with stable prediction of short-term passenger flow in Taipei Metro [9] . Sun and Su used the ARIMA model and the NARX neural network model with Qingdao bus IC card data to predict short-term passenger flow in the bus [10] .
In summary, current bus trip characteristic analysis is focused on long-term forecast of one-day passenger flow and one-week passenger flow. However, there are few studies into short-term prediction of passenger flow during special time periods. Additionally, a lack of identification of public transport characteristics for special groups such as the elderly and students has led to these important groups being neglected in passenger flow forecasting. In terms of passenger flow prediction, domestic and overseas scholars have used many methods to predict short-term traffic flow. But at present, there are fewer studies on the prediction of short-term public passenger flow, and more are the long-term passenger flow prediction, and the prediction accuracy needs to be improved. As neural networks and other deep learning forecasting technologies have gradually matured, these methods are currently the most mainstream traffic prediction method for passenger flow prediction. Therefore, in this paper, pre-processing and cluster analysis of bus IC card data are used to explore the bus trip characteristics of passenger flow during special time periods which we term sub-periods. The genetic algorithm optimized NARX neural network model (GA-NARX) is used to forecast bus passenger flow during sub-periods, in order to provide basic data for real-time scheduling and management of bus operations.
The remainder of this paper is organized as follows. Section 2 introduces the data structure of a bus IC card in Qingdao and the method used to preprocess the original data. In Section 3, the characteristics of passenger flow are analyzed for a single day and during sub-periods. Section 4 introduces the construction of a bus traffic forecast GA-NARX neural network model and presents a comparison and selection of network training methods. In Section 5, we analyze and evaluate an example of the bus IC card data over five weekdays in Qingdao City. In Section 6, we summarize the research results of this paper and suggest future research.
II. BUS IC CARD DATA PREPROCESSING A. DATA STRUCTURE
The research in this paper is based on IC card data of a Qingdao Bus. Passengers swipe an IC card when boarding a bus in Qingdao. The IC card data records the line name, line number, POS number, card number, card type number, card type name, transaction date, transaction time, transaction amount and other information. The data structure of the Qingdao Bus IC card system is shown in Table 1 .
B. DATA PREPROCESSING
In order to guarantee the quality of the data analysis, it is necessary to pre-process the bus IC card data in order to extract fields that have a significant impact on the data analysis, and filter out invalid data which will adversely affect the results of the data analysis [11] . In this paper, Qingdao Bus IC card data is cleaned and filtered using Microsoft SQL Server 2017 to remove incorrect and redundant data as well as resolve other issues in the original data, in order to improve data mining efficiency and quality. For this paper which analyzes the original data of the Qingdao Bus IC card, this data preprocessing was mainly divided into data cleaning, data transformation and data reduction [12] .
1) DATA CLEANING
Duplicate data and erroneous data records were firstly deleted from the bus IC card data. For example, data was deleted where is more than one entry for an individual bus IC card number with the same transaction date and transaction time and when there is a null value in the card number, transaction time, transaction date, etc. Through our review, several mistakes in the bus IC card data were discovered, such as a transaction time of ''30000'', which would indicate that the card was swiped at 3 am, which is obviously not practical. Such erroneous data was deleted.
2) DATA TRANSFORMATION
The original data then needs to be transformed in order to meet our data analysis requirements. Specifically, the data transformation was divided into two parts: passenger flow characteristics and bus passenger flow forecast. For feature analysis of the passenger flow, the data will be grouped into one-hour intervals after cleaning in Section 3. For bus passenger flow forecasting, the data between 5:00-23:00 on weekdays was grouped into 10-minute intervals to serve as the data basis for the demand forecast study.
3) DATA REDUCTION
The original data obtained from the IC card of the Qingdao Bus included some fields which are not relevant for the analysis of the passenger flow characteristics and passenger flow forecasts, such as the unit number, unit name, and posttransaction card balance. These data points take up storage space and reduce the speed of data filtering and therefore these fields were removed. After processing, the scale of the data was greatly reduced, while retaining the important attribute fields.
III. ANALYSIS OF BUS PASSENGER FLOW CHARACTERISTICS
In this section, bus IC card data is analyzed from September 4th to September 10th, 2017 (Monday to Sunday), with a focus on analysis of travel time characteristics.
A. TRAVEL TIME DISTRIBUTION CHARACTERISTICS 1) ONE-DAY PASSENGER FLOW
The total number of bus IC cards swiped on each individual day from September 4th to September 10th 2017 is shown in Table 2 . Figure 1 shows that there is a significant difference in the number of passengers at the weekend compared with weekdays, and the number of bus IC card swipes on weekend days is significantly lower than that on weekdays. From Monday to Thursday, the number of bus IC card swipes remains steady at 1.54 million times. The passenger flow on Friday increases by 1.6 million compared with the previous four days. The passenger flow on Saturday and Sunday decreased continuously. There are two reasons for this:
The majority of passengers are students and passengers commuting to work. The travel patterns of these two groups has obvious periodicity and is affected by the weekend.
On Saturdays and Sundays, passengers will still choose to travel for entertainment and shopping activities. However, due to the reduction in the number of students and the number of commuting passengers, the overall number of card swipes shows a downward trend. The results obtained through statistical analysis of a large data set are consistent with the actual results.
2) TIME INTERVAL PASSENGER FLOW
Bus passenger flow has obvious time-varying characteristics with easily identifiable morning and evening peaks. Some small cities will also have afternoon peaks. Through the analysis of bus IC card data, we can understand the time distribution characteristics of bus passenger flow, make reasonable arrangements in planning the frequency of shifts and improve the operating efficiency of the entire bus system. This section will conduct a statistical analysis of the data from 05:00 to 23:00 at one-hour intervals, based on the bus IC card data obtained from September 4th to September 10th. Figure 2 and Figure 3 are the time-varying diagram of passenger flow and the passenger flow box-plot of the Qingdao Bus IC card in one-hour intervals. The following conclusions can be obtained by comparing the time periods and the daily passenger flow:
The passenger flow of bus IC card swipes in Qingdao has obvious peaks in the morning and evening. The intensity of the evening peak is weaker than that of the morning peak, but the duration is longer.
The weekend morning peaks started later than on weekdays, and the duration of the evening peaks was shortened. The total number of passengers during the weekend was significantly lower than weekdays. Figure 3 shows obvious differences between the travel characteristics of the weekdays and the weekend. The number of card swipes on September 9th and September 10th has less fluctuation and the peak number of card swipes is obviously decreased compared to the weekdays.
The above conclusions are consistent with the actual travel situation. Travel at the weekend is relatively decentralized, and on weekdays it is relatively concentrated. The morning peak is later at the weekend, and the evening peak ends earlier.
IV. BUS PASSENGER FLOW FORECASTING METHOD
The bus IC card swipe data has a distinct time series feature which is non-linear. A differential autoregressive moving average model (ARIMA) model is currently widely used for time series prediction, and the neural network model also has good adaptability to predict nonlinear data. These two methods will be introduced in this section individually, and an improved GA-NARX neural network prediction model will be proposed on this basis. 
A. ARIMA MODEL
The ARIMA model can be written as ARIMA (p, d, q).Within this term, AR represents autoregression and MA represents the moving average. The combination of these two methods is called an ARMA model.
In order to describe a non-stationary sequence, an ARMA (p, q) model is used to further generate an ARIMA (p, d, q) model, and the sequence is subjected to a d-order difference. After this difference, the ARIMA (p, d, q) model is the established model. The model expression can be simplified and a backward shift parameter L, LY t = Y t−1 is introduced where the nature of L is as follows:
After the difference, the time series is(1-L) d Y t , and the simplified expression of the ARIMA (p, d, q) model is:
The relationship between the ARIMA (p, d, q) model, the ARMA (p, q) model, the AR (p) model, and the MA (q) model is represented in Figure 4 .
B. NARX NEURAL NETWORK PREDICTION MODEL
The Nonlinear Autoregressive with External (Exogenous) Input (NARX) neural network is a type of dynamic neural network. Its output value can be input into the model again through a feedback loop, in order to improve the sensitivity of the model to historical data and better reflect the dynamic features of passenger flow. This has the potential to improve the prediction accuracy of the neural networks. The NARX neural network structure is shown in Figure 5 .
The expression of the NARX neural network model is:
VOLUME 8, 2020 where, x(t) represents the input of the neural network, y(t) represents the output of the neural network, f represents the nonlinear ambiguity function and d represents the feedback delay.
C. NARX NEURAL NETWORK PREDICTION MODEL BASED ON GENETIC ALGORITHM OPTIMIZATION (GA-NARX)
Since the NARX neural network model tends to fall into a local optimum and over-fit, this paper uses the genetic algorithm to optimize the NARX neural network model and construct the GA-NARX neural network model.
1) OVERVIEW OF THE BASIC PRINCIPLES OF GENETIC ALGORITHMS
A Genetic Algorithm (GA) is a parallel stochastic search optimization method, which simulates the genetic mechanism of nature and the theory of biological evolution. It was proposed by Holland of the University of Michigan in 1926. Its advantages are: there is no restriction on the derivation process and continuity of function; it has a more efficient global search ability to find the optimal value; it can automatically obtain the optimal search space and adjust the search direction adaptively, and it can play a better role in managing non-linear problems.
2) BASIC ELEMENTS OF GENETIC ALGORITHMS a: ENCODING
Similar to chromosome mechanisms in biology, the genetic algorithm encodes known parameters that require optimization which each have a one-to-one correspondence with the chromosome positions. Encoding transforms the genetic space solution into a search space solution by mapping. There are two main methods used for encoding: floating point number and binary. The binary encoding method is easier to operate for encoding and decoding, and the cross-operation and mutation operations are also simple.
b: POPULATION INITIALIZATION
An initial population is randomly generated with a population size of N. The number of chromosomes in this population is N. The size of the population is closely related to the global optimal decryption. Over-assembly leads to a long calculation process, but a populate that is too small cannot obtain the optimal value. 
c: SELECTION PROCESS
The selection process selects individuals from the whole group who can produce new groups with strong vitality. The first step before selection is an individual fitness evaluation. The genetic algorithm uses genetic operators when making individual choices and the accuracy of the results is based on how reasonable the genetic operators are. Roulette is a common selection operator. The probability that an individual is selected to enter the next generation is defined as the ratio between the fitness of the individual and the population fitness. Assuming that the probability of individual i being selected is P i , then:
In this formula, N represents the number of individuals in the population, and f i represents the fitness.
d: CROSS-OVER PROCESS
Before the crossover process, the genetic algorithm should pair individuals. If the number of individuals in the population is M , these M individuals will be randomly paired with [M/2] combinations, i.e., there will be no more than M/2 combinations in total. Commonly used methods for crossover include simple crossover, two-point and multipoint crossover, uniform crossover and so on. Figure 6 displays a simple crossover demonstration. Simple crossover is also known as one-point crossover, i.e. a single point will be the crossover position between two individuals. The location of this point has a significant impact on the level of goodness of the crossover process. In practice, simple crossover is often not used, in order to avoid a poor overall crossover effect due to the unsuitability of single point selection. The principle of two-point and multi-point intersection is similar to that of simple intersection, i.e., two or more points are selected to intersect. The location is commonly selected by using a Poisson distribution to set the number of intersection points. Its expression is as follows:
where x represents the number of intersections.
e: VARIATION PROCESS
The mutation process in a genetic algorithm refers to the operation of generating new individuals by changing a value in the coding string. The global search optimal value of a genetic algorithm requires cooperation between the crossover process and the mutation process. The crossover process ensures smooth realization of the global search, and the local search guarantees the accuracy and completeness of the information obtained. This step requires the mutation operation to be realized.
f: FITNESS FUNCTION
Fitness is used to measure an individual's ability to help obtain the optimal solution during the calculation process. Individuals with a higher fitness have a higher probability of inheriting to the next generation, while the probability of inheriting to the next generation is smaller for individuals with a lower fitness.
g: SELECTION OF CONTROL PARAMETERS
In the genetic algorithm, the suitability of control parameters is related to the algorithm performance. The most significant control parameters that affect the performance of the genetic algorithm are the following parameters: population size, crossover probability and mutation probability.
3) GENETIC ALGORITHM OPTIMIZED NARX NEURAL NETWORK MODEL (GA-NARX)
The flow chart of the improved NARX neural network algorithm based on the genetic algorithm (GA) is shown in Figure 7 . The first step to optimize the NARX neural network using a genetic algorithm is to set up the network structure, i.e. to determine the network structure of the NARX neural network model. The second step is to optimize the initial weights and thresholds of the NARX neural network using the genetic algorithm. This requires that the individuals with the best fitness value are obtained through the selection operation, crossover process and mutation process of genetic algorithm, which includes the weights and thresholds of the neural network. Finally, the weights and thresholds optimized by the genetic algorithm are assigned to the NARX neural network model for training and prediction.
V. CASE ANALYSIS AND EVALUATION A. DATA PREPARATION
This section uses the bus IC card data from September 4th to September 8th 2017 of the No. 1 bus in Qingdao as the database for prediction of the GA-NARX neural network. Data has been selected from 5:00 to 23:00 and divided into ten-minute intervals.
B. DESIGN OF NARX NEURAL NETWORK MODEL OPTIMIZED BY GENETIC ALGORITHM
The improved NARX neural network model prediction method based on the genetic algorithm has two key steps: (1) the weight and threshold of the NARX neural network model should be encoded using appropriate coding, (2) the population fitness function should be set. After initialization of the NARX neural network model structure is completed, the coding length of the genetic algorithm chromosome can be determined. The expression is as follows:
In this formula, α is the input layer node of the NARX neural network, β is the hidden layer node, and γ is the output layer node. α × β represents the code length of weight w 1 , where w 1 is the weight between the input layer and the hidden layer; β × γ represents the code length of weight w 2 , where w 2 is the code length between the hidden layer and the output layer.
According to the analysis of the encoding method of genetic algorithm in section BASIC ELEMENTS OF GENETIC ALGORITHMS, this paper optimizes the weight and threshold of NARX neural network by floating-point coding. The number of nodes in the input layer of NARXneural network model is 1, the number of nodes in the hidden layer is 20, and the number of nodes in the output layer is 1. Therefore, the coding length of the chromosome in the genetic algorithm is 61.
The fitness function is an evaluation function used to measure the fitness of individuals in the genetic algorithm. The greater an individual's fitness is in the population, the greater the possibility of being selected in the optimization process. The Mean Square Error (MSE) is an important index for training the NARX neural network. The magnitude of the MSE values indicates the training effect of the neural network, with a smaller value indicating a better training effect of the neural network. Therefore, the reciprocal of the mean squared error value is used as the fitness function f in the genetic algorithm optimization process, which can be expressed by: 
C. ALGORITHM IMPLEMENTATION AND PREDICTION
In this paper, the genetic algorithm optimization process research is based on the GAOT genetic algorithm toolbox in the MATLAB platform. The GAOT genetic algorithm toolbox was developed by Chris Houck et al. of North Carolina State University. Due to its convenient operation and extensibility, it is widely used in the implementation of the genetic algorithm optimization process. As shown in Figure 8 , the individual fitness gradually becomes stable as the evolutionary algebra increases, i.e. as it approaches its optimal value. Short-term passenger flow on buses can be predicted using the genetic algorithm-optimized NARX neural network. The sample is completely consistent with the sample in the NARX neural network model, but a change in the mean square error can be observed, as shown in Figure 9 . For LM algorithm training, the mean square error value after genetic algorithm optimization is 659.22, while the unoptimized mean square error value is 960.78. It is obvious that the predication accuracy is greatly improved after optimizing the weights and thresholds of the NARX neural network using the genetic algorithm. Figure 10 shows that the optimized NARX neural network prediction goodness of fit value, R, has increased overall from 0.9497 to 0.9691. This further indicates that the NARX neural network optimized by genetic algorithm offers a significant improvement in prediction accuracy compared to the unoptimized model.
D. COMPARING AND ANALYZING PREDICTION RESULTS OF THREE MODELS
The prediction results of the ARIMA model, the NARX neural network model, and the GA-NARX neural network model are summarized in Figure 11 , which shows a comparison of the predicted values and the true values for the three models. As can be seen from the fluctuation of the curve, the predicted result of the GA-NARX model is the closest result to the real value. Further comparison of the mean square error values (MSE) and mean error (ME) of the prediction results of the three models is given in Table 3 and Table 4 .
According to the data in Table 3 and Table 4 , the mean square error of the GA-NARX model is 659.22 and the mean error of the GA-NARX model is 20.49, which are better than the ARIMA model and the NARX model in terms of performance of mean square errorand mean error. Therefore, this model can accurately and effectively predict short-term bus passenger flow.
VI. CONCLUSION
Based on IC card data of the Qingdao Bus, this paper first studied the distribution characteristics and regularity of bus passenger flow over time, and analyzed this data in terms of single day passenger flow and sub-period passenger flow. The different weekday and weekend features were compared. It plays a very important role in providing decision basis for more refined bus operation management. In terms of bus passenger flow forecasting, the characteristics of the bus IC card data and forecasting demand were used in a genetic algorithm to optimize the NARX neural network prediction model (GA-NARX). By comparing the predicted results of the ARIMA model, the NARX neural network model and the GA-NARX neural network model with the real values, it was found that the predicted results of GA-NARX model were the closest to the real values. GA-NARX neural network model has significantly improved the prediction accuracy. This model can be used as a practical method for short-term public transport passenger flow prediction, providing theoretical and methodological support for the real-time scheduling and scheme formulation of public transport operation management departments. For future research, bus travel time characteristic analysis will include deeply mining GPS data through data mining technology to obtain the spatial distribution characteristics of bus passenger flow. By combining the temporal distribution and spatial distribution of passenger flow, more accurate information can be provided for realtime bus scheduling and management. For bus passenger flow forecasting, short-term prediction of passenger flow using bus IC card data on multiple lines and multiple areas is another future research focus. 
