Abstract. Information Extraction (IE) is an important research field within the Artificial Intelligence community, for it tries to extract relevant information out of vast amounts of data. In this paper, we propose an extraction method that utilises the content and pre-defined semantics of ontologies formulated in the Web Ontology Language (OWL) to perform the extraction task. We also propose our method to detect outof-date constructs in the ontology to suggest changes to the user. After stating the results of our evaluation, we conclude that the use of ontologies in conjunction with IESs can indeed yield feasible results and contribute to the better scalability and portability of the system.
Introduction
Since Berners-Lee proposed and started to endorse ontologies as the backbone of the Semantic Web in the nineties [1] , a whole research field evolved around the fundamental engineering aspects of ontologies, such as the generation, evaluation, and management of ontologies. However, many researchers were curious about the use of ontologies within Information Systems (ISs) in 'ordinary' settings, performing 'ordinary' information processing tasks [2] , where our focus lies on the use of ontologies within Information Extraction Systems (IESs) [3] .
Information Extraction (IE) is defined as a form of natural language processing in which certain types of information must be recognised and extracted from text [4] [5] . It is difficult to describe what 'relevant information' actually is, and it is even harder to communicate this description to a computer system. For that purpose we analyse whether and how ontologies can be utilised to provide IESs with an unambiguous and formal description of relevant information. However, to enable the smooth integration of ontologies within IESs, several requirements have to be reconciled [6] .
In this paper, we present a method for ontology-driven Information Extraction from natural language text, where the ontology is used as a formal and thus unambiguous "specification of the conceptualisation that represents the particular domain of interest" [7] . We analyse to what extent ontologies formulated in the Web Ontology Language (OWL), are suitable to drive the IE process and how a classical IES has to be augmented in order to deal with such an underlying ontology properly. Within this context we also analyse what kind of management issues regarding the ontology arise and what course of action would be appropriate to dissolve them.
Related Work
To use ontologies within the context of 'ordinary' IESs is a relatively new research field. We have to state that to our knowledge only the work of Embley [8] can be considered to be ontology-driven, whereas the other works are ontology-based, because therein the extraction process is not driven by the ontology rather the ontology is used during extraction as yet another component of the system.
Embley [8] presents an approach for extracting and structuring information from data-rich unstructured documents using extraction ontologies. With datarich he means data that has a number of identifiable constants such as dates, names, times, and so forth. He proposes the use of the Object-oriented Systems Model (OSM) [9] to represent extraction ontologies, because it allows the formulation of regular expressions as descriptors for constants and context keywords. Both, the generation of the ontology and the generation of the regular expressions require human intervention, because they have to be performed manually. The generated ontology is then parsed to build a database schema that covers the required constants and to generate extraction rules to match constants and keywords. After that, recognisers are invoked that use these extraction rules to identify potential constant data values and context keywords. Finally, the generated database is populated using heuristics to determine which constants populate which records in the database.
Aitken [10] presents an approach to learn IE rules from natural language text using Inductive Logic Programming (ILP). In his approach an ontology is used only as a knowledge bearing artifact that represents the conceptualisation of interest and to which a human annotator can commit to while making annotations on a data corpus. His supervised induction algorithm then uses these annotations to generate extraction rules.
McDowell and Cafarella [11] present an automatic and domain-independent ontology-driven IES called OntoSyphon. Their system takes an ontology as input and uses its content for specifying web searches to identify possible semantic instances, relations, and taxonomic information. For example, for a concept Mammal in an ontology, the system specifies web searches using the phrase patterns introduced by Hearst [12] , like "mammals such a", etc. The system then searches the Web for occurrences of these phrases and extracts candidate instances.
However, our aim is to provide an unsupervised ontology-driven IES, that is able to exploit the content of its underlying ontology on its own to extract relevant information from natural language text without being dependent on other knowledge sources.
ontoX -an Ontology-Driven IES
In this section, we will explain our method to IE from natural language text, that utilises the knowledge in an ontology. The input ontology is being used as a knowledge bearing artifact that represents the conceptualisation of a domain of interest and the task specification for the extraction task. Our aim by developing this method is to provide a means for 'common' people to perform IE in a way that requires neither skills in particular rule representation languages, nor any other resource but the ontology, such as lexicons, etc. The main architecture of our IES, which we named 'ontoX', is depicted in Fig. 1 . The Ontology Management Module (OMM) takes the input ontology and tries to exploit the knowledge in it to determine what exactly has to be extracted from the input data. Although our method can be applied to any other representation language, our implementation supports ontologies formulated in the Web Ontology Language (OWL) version 1.0 [13] [14] . The Rule Generation Module (RGM) uses the output of the OMM and performs several steps to formulate rules (in our case regular expressions) to locate candidate values that are relevant according to the input ontology. The Extraction Module (EM) takes these rules and determines candidate values in the input texts and applies several heuristics to choose the most accurate values among them. This module finally returns the extracted values and also suggestions to the user regarding possible changes in the ontology.
To support the understandability of our extraction method and its implementation, we explain them by using an example. For that purpose we have chosen the domain of digital cameras, because the domain is widely known and its characteristics are suitable for extraction. Figure 2 shows a possible conceptualisation of the domain containing only relevant aspects of the domain we are interested in. In this sense, we can think of the ontology as the task specification where the properties of concepts represent the properties for which our extraction method has to determine appropriate values from input data. 
Requirements
Although our method can process any valid ontology that is conform with OWL 1.0, several requirements have to be reconciled by the ontology to enable ontology-driven IE. In this section, we show how these additional requirements can be reconciled by extending ontologies with additional properties. All these properties can be attached to the ontological constructs in OWL using the owl:AnnotationProperty element.
Keywords
The most important requirement to enable ontology-driven IE is to enrich the ontological constructs with keywords (i.e., trigger words) that indicate the presence of relevant information in the input text. If the user does not provide a property with corresponding keywords, our system tries to extract appropriate values considering frequent terms in the neighbourhood of other properties' keyword occurrences. Note that this can only return feasible results when enough properties co-exist and not more than one such unknown property has the same data type.
Quality Properties Within our IE method we allow the user to enrich the constructs in the ontology by a property confidence level, which can take values between [0, 1] indicating the level of confidence of the ontology engineer that this construct is really relevant for the domain. This property helps our extraction method to make decisions when the same value is tried to be assigned to two different properties. In such a case, the property with the higher confidence level would be the winner.
Another property that can be attached to ontological constructs is the relevance property that can take one of the two values {true, false}. By marking a construct with this property the user can tell the system that she is not interested in the construct as far as the task specification is concerned, but merely that the construct is part of the domain of interest.
Value Constraint Properties Constraining properties are required to narrow the search range of possible values of properties that have to be found. In our method, this is possible as far as the OWL 1.0 specification allows it. This means, that our extraction system only takes the XML Schema data types into account whose usage is legal in OWL 1.0.
Temporal Properties Temporal properties can be useful in the context of IESs to enable two kinds of services. The first one is temporal extraction and the second is change management. With the first one, a user can state that she wants her input data to be extracted using ontological components that are valid at a certain point of time. With the second one, the user can be provided with suggestions regarding out-of-date concepts because they did not appear in the input texts anymore, so that she could adopt the ontology if necessary.
To enable both kinds of services, we suggest the use of valid time begin and valid time end properties that can be stated for every construct in the ontology. By doing this, the input data will be analysed using only ontological constructs that are valid at the given point of time, which must be provided by the user of the system in a way that is conform with the xsd:Date data type. If no date is given, all constructs in the ontology will be used for extraction.
To enable change management we also provide the user with the property value change frequency that can take one of the two values {stable, frequent}. The user can mark ontological components with this property in order to indicate that the component will appear in the input text consequently (i.e., stable) or not (i.e., frequent). Using this value an IES can compute accuracy levels for ontological components after each extraction operation, looking whether appropriate values for the component had appeared in the input text or not.
The Rule Generation Module
The Rule Generation Module (RGM) of ontoX is responsible for generating extraction rules that can be used to identify candidate values for the attributevalue pairs generated by the OMM. Because OWL 1.0 supports only a predefined set of data types, at the present this module merely has to look up appropriate regular expressions for the stated data types.
However, for other ontology representation languages the RGM would have to do a lot more. For the oncoming standard OWL 1.1, which will support userdefined data types for example, the RGM would have to parse the data type definitions in order to generate appropriate extraction rules.
The Extraction Module
The Extraction Module (EM) of ontoX is responsible for applying the rules generated by the RGM and using them to identify candidate values for properties in the ontology. The steps that are taken by the EM can be considered in two main parts: preprocessing step and extraction step.
Preprocessing is needed to transform the input data into a format that can be processed more easily by successive modules (e.g., eliminating noisy data that could affect the performance of the system). The preprocessing phase of our extraction method comprises the following particular steps.
Removing stop words Natural language texts are usually loaded with words, called stop-words, which do not convey relevant information but occur frequently in the text as constructs to build grammatically correct sentences. Because of their high frequency, they often cause outliers in term frequency histograms and have to be eliminated from the input text before starting the actual extraction phase. As we evaluate our method with texts in English, at this step we eliminate all stop words commonly used in English. Locating Data Type Occurrences We stated earlier that data type properties represent our main interest w.r.t. extraction, for they define the actual values of interest to be extracted. However, the XML Schema data types have different value spaces, which range from integers, bytes, floats to more general data types such as strings. It is clear that the more constraints stated about a property, the easier it will be to identify a particular text as a value of that property. In order to rule out cases where the data types with wider value spaces overlap data types with narrower value spaces, we begin with locating occurrences of the narrower ones.
Values of data types derived from xsd:string are much more harder to identify than numbers and other data types that have fixed formats. Therefore, simple pattern matching methods cannot be applied on them. For these data types, especially for the data type xsd:Name, we use a heuristic that computes the named entity probability of a string. To compute this value, we consider anomalies in a string, like as numbers and characters appearing in the same string, or mixed lower and upper case usage of characters that could indicate that the string at hand is not a proper word
Extraction The extraction phase is the actual phase where the located data type values are going to be assigned to corresponding properties in the ontology. Figure 3 depicts sample input data after the preprocessing phase. As you can see, all the stop words have been removed, all occurrences of data type values that are allowed in OWL 1.0 are underlined, and keyword occurrences are also highlighted by underlining them with two lines (i.e., 'megapixel', 'optical zoom', 'digital zoom', 'inch', 'LCD'). Now we have to assign appropriate values to the properties in the ontology that the identified keywords belong to. For that purpose, we are looking for values that are conform with the predefined data type of the property. In fact, we are looking for the first such value at the left side and the right side of a keyword occurrence, because it is more likely that the values are located near the keywords. For the keyword 'megapixel' that must have a value conform with xsd:float, we have the value '5.0' at its left and no appropriate value at its right, because there is a sentence boundary between the keyword and the next valid value. The heuristic used to choose appropriate candidate values for each keyword occurrence is formulated in the following algorithm.
Algorithm 1: Selecting Candidate Values
L_k := List of all keyword occurrences in Input L_d := List of all data type occurrences in Input for each keyword k in L_k do r := k.datatype // look up the data type of k dp := k.property // look up the property to which k belongs add candidate_value to the list of candidate values of dp end for A property may have been provided with more than one keyword, in which case every occurrence of each keyword will be encountered to collect candidate values in the input text. While collecting candidate values, our method marks them with a level of evidence that is computed as
whereas d is the distance of the candidate value from the keyword occurrence in terms of the words that lie between them. This inverse distance function is used to favour data type values that are near to the keyword over values that are more far away. If the same data type value appears more than one as a candidate for a certain property, the level of evidence of this value is being updated to the maximum between them:
After having identified all candidate values for a certain property in the ontology we have to choose the final result among them. We already mentioned that OWL allows the definition of functional properties (i.e., owl:FunctionalProperty) that is, properties that can have only one value. For these kinds of properties our method chooses the candidate value with the highest computed evidence. For other properties it presents all candidate values whose evidence are above a user defined threshold.
For our sample input text in Figure 3 we would have the attribute-value pairs and their candidate values with decreasing order of their computed evidence as shown in Table 1 . 
Change Detection
We think that it is essential to provide ontology-driven systems with means to enable the detection of changes in the underlying conceptualisation. Therefore, we mentioned earlier that ontologies have to be enriched with several additional components, such as the value change frequency. We think that in our setting it is sufficient to generate a log-file that shows which ontological constructs became out-of-date over time to be suggested to the user for her to change the ontology because it apparently contains constructs that do not occur in the input files anymore.
Our heuristic to detect out-of-date constructs works in a way that incorporates the property value change frequency and the amount of time over which a property in the ontology did not occur in the input files. The first idea was to decrease the value that indicates the probability that a certain construct in the ontology is still accurate (property accuracy) for let's say 20% every time a construct did not appear in the input data. It is clear that such a course of action would not lead us to satisfactory results, because it does not encounter the predicted value change frequency or the confidence level of the construct, which indicated the level of confidence for this construct at the first place. Therefore, we adjusted our idea and defined our function to determine the value of accuracy as follows:
This function ensures that the value of accuracy decreases at a faster pace for constructs that are said to be 'stable' than for constructs that are predicted to be 'frequent' anyway. The function also ensures that the value decreases at a slower pace for constructs of which the ontology engineer was more certain.
Experimental Results
In this section, we present the evaluation results of our proposed method to extract information from natural language text using ontologies formulated in OWL 1.0. To provide We use Recall and Precision [15] as established evaluation measures among the community. However, the newness of the field of ontologydriven IE and the fact that there are no freely accessible evaluation data sets that could be used by different IES developers, makes it hard to provide comparative results of different systems.
Evaluation of Performance
In the first part of our conducted evaluation we focus on the performance of our proposed extraction method that utilises only a relatively small ontology to extract relevant facts from natural language text documents. Further, we evaluate the usage of ontological relations during the extraction process when no keywords are attached to some properties.
We have chosen the domain of digital cameras, because of its popularity nowadays and the fact that its nature can be captured easily by ontologies. We collected a set of 137 digital camera reviews in natural language text from the Web 3 with over 57,000 words 4 . Table 2 depicts the results of our extraction method for the collected data corpus and the ontology as in Figure 2 in terms of the standard evaluation metrics recall and precision. Table 2 . Evaluation results for the digital camera ontology in Figure 2 Analysing the results, we must admit that we had expect better results for the property 'Megapixel' because the keywords for that property are relatively clear and occur consistently in input documents and because its value space is also narrow. However, we figured that some reviews contained the megapixel information as decimals and sometimes even in letters (e.g., 'five') causing confusion in the extraction process.
On the other hand, the results for the property 'Model' were a pleasant surprise. We did not expect our method to locate appropriate values for this property that well, which was not provided with any keywords. The reason for this is that the model name of a digital camera appears relatively often in the text and therefore falls more often in the neighbourhood of other keywords' occurrences.
The number of incorrectly assigned values for the 'Digital Zoom' property is due to data type occurrences that could not be assigned to their original properties. Better means to state more complex data types can decrease the number of incorrect values, leading to better precision results.
Evaluation of Scalability and Portability
To evaluate how our method reacts to changes in the task specification, we changed our task specification so that it stated that the system has to extract also the type of storage medium a digital camera supports (e.g., xD-Picture Card, etc.), the kind of power supply it has (e.g., Lithium Ion Battery, etc.), and also information about supported video formats (e.g., MPEG format, etc.). Table 3 contains the results of our extraction method for the same data corpus and the changed ontology in terms of the standard evaluation metrics recall and precision.
The relatively bad results for the property 'Storage' show how the choice of inappropriate keywords for properties can affect the performance of the system. We figured that the keyword 'storage' is used apparently in another context as well, leading to a lot of incorrectly identified values, which was fostered further by the rather large value space that the data type xsd:Name is allowing. The same can be said for the large number of incorrectly assigned values for the properties 'Movie Format' and 'Power Source'. The fact that all of them allow values from the xsd:Name value space, lead to a lot of candidate values with some of them apparently very close to the keywords. However, the aim with this phase in our evaluation was to look how difficult it is to make the system extract information for a different task specification. As such a change only requires the change of the input ontology and not the IES itself, we conclude that the scalability and portability of ontology-driven IESs are indeed much better than of regular IESs.
Evaluation of Change Detection
Another aspect of our method was to enable basic change detection in the extraction interests of the user. We stated earlier the heuristic our method applies to determine the accuracy of properties to identify properties or concepts that do not appear in the input text over a certain amount of time (see Section 3.3). After every extraction operation the user is given a list of all ontological constructs in increasing order of their accuracy level, so that she can change the ontology if necessary.
During our described evaluation phase, our method returned the following accuracy list after the first ten input texts had been processed: Looking at such a list, the user can see that the 'Digital Zoom' property is not well represented in the input texts, indicating either that the property lost its relevance over time (i.e., the domain of interest had changed over time) or that the keywords or the data type of this property are not suitable to extract the desired information. Both cases require the user to look at the input texts and the ontology to figure out which one of these cases is actually true.
Conclusion and Future Work
In this work we presented an extraction method that can extract information from natural language text without using any knowledge resource except an input ontology. We thought that such a system would be useful for people with light-weight extraction demands and people who are not familiar with generating all kinds of knowledge resources (e.g., gazetteer lists, extraction rules, etc.) or do not have access to linguistic processing resources (e.g., part-of-speech tagger, etc.) that other state-of-the-art IESs require to yield feasible results.
Because of this focus of our work, we have to live with some limitations, which can be overcome if several requirements on the input ontologies are reconciled:
-The provided keywords have to be chosen carefully, because they are the trigger words using which our method locates candidate values. -The ontology should contain as much information as possible regarding the constraints on property values. For example, if it is known that values of a particular property can have only values greater than 1, then its datatype should be xsd:positiveInteger instead of just xsd:integer or other data types with a wider value space.
In short we can say, that the performance of our proposed method highly depends on the quality of the input ontology. If the user can provide the system with an ontology that reconciles the requirements stated above, the results of the system will be as outlined in the experimental results (see Section 4.1).
The system as it is, can be seen as a scalable and portable IES, because to adopt the system to a changed specification or a new domain, only the ontology has to be changed. Some domains require better performing IESs and therefore it is likely that some IES developers will tailor their systems for only a particular domain at hand. But although this would cause a decrease in the portability of the system, it would be easier still to scale than with other approaches to IE.
However, a lot of work has to be done in this research field to convince users that it is indeed beneficial to use ontologies in conjunction with IESs. Possible directions for future work may include the following:
Developing an extension to OWL for IE In this paper we proposed several properties that should be used to enrich the existing components of OWL to represent conceptualisations. We think that the more OWL becomes the quasi standard for representing ontologies among the AI community, an extension to OWL for IE could be useful for researchers interested in IE and thus worth the effort. Such an extension to OWL for IE should contain means to represent user-defined data types, quality properties, temporal properties, and linguistic properties.
Utilising intentional knowledge for better extraction results In our proposed method we focused only on the extensional knowledge present in ontologies but merely neglected the intensional knowledge (i.e., instances) if they were not directly related to properties of interest (i.e., owl:ObjectProperty). However, intentional knowledge can turn out to be useful for an IES to compare its identified candidate values with existing values of instances to make decisions based on similarity measurement.
