Abstract-Day-ahead scheduling of generation units and storage devices is essential for the economic and efficient operation of a power system. Conventionally, a control center calculates the dispatch schedule by gathering information from all of the devices. However, this centralized control structure makes the system vulnerable to single point of failure and communication failures, and raises privacy concerns. In this paper, a fully distributed algorithm is proposed to find the optimal dispatch schedule for a smart grid with renewable and energy storage integration. The algorithm considers modified dc power flow constraints, branch energy losses, and energy storage charging and discharging efficiencies. In this algorithm, each bus of the system is modeled as an agent. By solely exchanging information with its neighbors, the optimal dispatch schedule of the conventional generators and energy storage can be achieved in an iterative manner. The effectiveness of the algorithm is demonstrated through several representative case studies.
system, a centralized energy management scheme may face certain limitations such as vulnerability to single point of failure and communication link failures. Furthermore, because a centralized scheme requires each individual device to disclose certain information (e.g., generation cost function, demand profile, etc.) to the control center, the privacy issue will concern the system participants as well.
To address these challenges, there is an increasing interest in the literature on distributed solutions for energy management. For example, distributed load shedding [4] , distributed economic dispatch [5] [6] [7] , and distributed optimal power flow [8] [9] [10] solutions have been proposed. However, these are all single-step optimization solutions for the optimal smart grid operation. With energy storage integration, the State of Charge (SoC) of the energy storage devices will come into play. As a result, these single-step optimization solutions will no longer be appropriate for optimal scheduling.
In terms of distributed energy scheduling, paper [11] proposes a distributed energy scheduling algorithm that considers a multistep energy management problem with renewable and energy storage integration. The algorithm is able to find the optimal schedule of the charging and discharging of energy storage devices, but the branch capacity, branch energy losses, and energy storage efficiencies of the system are not considered. In paper [12] , a similar problem is formulated and a consensus + innovation approach is proposed to solve the problem in a distributed way. Similar to [11] , this paper also does not consider branch capacity, branch energy losses and energy storage efficiencies. Furthermore, it also requires defining quadratic cost functions for all the controllable devices, which is not a trivial process especially for storage devices. In paper [13] , a distributed energy scheduling algorithm is proposed considering branch energy losses and energy storage efficiencies, but the branch capacities are not considered. Besides, in the energy management system framework presented in [13] , each local controller solves a subproblem. The solutions of the sub-problems are then sent to the microgrid central controller to do a global optimization. The microgrid central controller will also send its result to each of the local controllers. Because the optimal dispatch schedule is jointly computed by the local controllers and microgrid control center, the algorithm is not a fully distributed solution. Papers [14] [15] [16] [17] also work on similar energy scheduling applications. In [14] , the energy storage efficiency and system line capacity are not considered. In [15] , [16] , the system line capacity and energy losses are not considered, and in [17] , the energy losses on the transmission lines are neglected.
In fact, the topology and component characteristics of the system such as branch energy losses, branch capacity, and energy storage efficiencies play important roles in getting the optimal generation and charging/discharging schedules. As a preliminary result, paper [18] shows that by considering branch capacity and losses in the DC optimal power flow (DCOPF) formulation, the optimization will yield to a closer solution to the AC optimal power flow (ACOPF).
In this paper, a novel Cooperative Distributed Energy Scheduling (CoDES) algorithm for a smart grid with renewable and energy storage integration is proposed. In this algorithm, each bus of the system is modeled as an agent with communications capability. By only exchanging information with its direct neighbors, the optimal energy schedule can be obtained in an iterative manner. Comparing with the algorithms presented in [11] [12] [13] [14] [15] [16] [17] , the innovations of the CoDES algorithm are as follows:
1) Different from the energy management solution presented in [13] that requires both local and central controllers, our algorithm is a fully distributed solution and only requires communications among neighbor agents. As a result, the system participants' privacy can also be ensured by only allowing limited information exchange. In the meantime, it is also flexible with system reconfiguration. 2) Different from the algorithm presented in [12] , CoDES algorithm does not require defining quadratic cost functions for energy storage and PV systems integrated in the system. 3) The CoDES algorithm considers branch capacity, branch energy losses and energy storage efficiencies at the same time, while the problem formulated in [11] [12] [13] [14] [15] [16] [17] only considers some of them. The remainder of this paper is organized as follows: In Section II, a detailed optimization problem formulation is presented. Section III explains the derivation process of the proposed CoDES algorithm. Several representative simulations are presented in Section IV. Finally, the conclusion of the paper is discussed in Section V.
II. PROBLEM FORMULATION
For an n-bus power system topology, assume each bus has at most one generator, one energy storage device, one renewable resource and multiple loads connected to it. The objective of the problem is to find the optimal dispatch schedule of generators, and the charging/discharging schedule of storage devices to minimize the total generation cost of the system over a time-period T:
where a i , b i and c i are the coefficients of the cost function of the generator connected to the ith bus, Δt is the time duration, and P (g.i) (t) is the power dispatch command of the generator connected to ith bus during time step t. Remark 1: The communication cost is not considered in this paper as this will involve the optimal design of the communications network which relates to the capital cost of the system, which is currently an active research area in academia [19] . However, the scope of this paper is the system operating cost, therefore, the optimal design and the cost of the communications networks is beyond the scope of this paper.
The problem is subject to the following constraints for 1 ≤ ∀t ≤ T :
A. Energy Storage Capacity Considering Efficiency
At all times, the energy stored in the energy storage devices should be within the minimum and maximum desired amount: In an actual system, the charging and discharging commands are sent to the power conversion devices that are interfacing the storage devices with the grid. The efficiencies of the energy storage device and the power conversion device as a module makes a big difference when considering the actual power that flows into and out of the storage device. In this paper, we denote these efficiencies as κ c (charging) and κ d (discharging), respectively, and refer to them as the charging and discharging efficiencies of the energy storage device.
Generally, assume the energy stored in a storage device is E(t) at the beginning of time period t. Then, the energy stored in the storage device at the beginning of the time period t + 1 can be represented as:
where P (B .i) (t) is the charging/discharging command of the storage device that is connected to the ith bus during the time period t. A positive P B .i indicates the storage device is in discharging mode. Combining (2) and (3), we will have
where [.] [a,b] is the projection operator defined as:
It is clear that equation (4) is a nonlinear constraint due to the charging and discharging efficiencies of the energy storage devices. This nonlinear constraint can be linearized using the linearization method that is widely used in linear programming [20] . Denote two new variables P (+) *
B .i (t) and P (−)
B .i (t) as:
Then the actual command of the storage device will be P *
B .i (t). As a result, (4) becomes a linear constraint as shown in the equation:
In this paper, we name P 
In this case, the energy in the storage device at the beginning of time period t + 1 can be written as
By substitute P *
Based on (10), as (
is non-zero, energy would be lost which would have negative effect on the cost. Therefore, optimization would favor P
Using the technique similar to case 1, we can find that the optimization will result in P (+) * B .i (t) = 0.
B. Nodal Power Balance Considering Branch Losses
To obtain an accurate optimization solution, AC power flow equations are usually considered as part of the power balance constraints. Denote the resistance and reactance of the branch connecting buses i and j with r ij and x ij in per unit, and the voltage amplitude and phase angle of the ith bus with V i and δ i , the per unit active power flow on the branch connecting buses i and j can be represented by the following equation [21] :
where
Due to the nonconvex nature of equation (11), solving the optimization problem will be NP hard under the worst case scenarios [22] . As a result, in many of power system studies the AC power flow equation are usually approximated with DC power flow equation to convexify the optimization problem [23] . In this paper, the nodal power balance constraint is also derived based on the DC power flow equations that can be derived under the following three assumptions:
1) The resistance r ij for any branch ij is negligible compared to the reactance x ij ; therefore, set it to 0. 2) The voltage magnitude at each bus is equal to the base voltage; therefore, set it to 1.0 p.u.
3) The voltage angle difference δ i −δ j across any branch ij is sufficiently small, therefore, cos
However, based on some typical power system parameters available in MATPOWER library [24] , we have found that the system branch r/x ratio may not be small enough to be neglected. As a result, neglecting the branch resistance may lead to an inaccurate approximation. Therefore, in this paper, only the second and third assumptions are considered for the problem formulation. Appendix A includes an explanation on why it is an appropriate approximation to AC power flow constraints. Similar results are also reported in [25] , [26] indicating that the DC power flow formulation is an appropriate approximation for the type of energy management application that is considered in this paper. For real-time power system operation, AC power flow equations are more appropriate, but the real-time operation of the system is out of the scope of this paper.
As a result, the modified DC power flow equation can be approximated as:
Thus, the nodal power balance constraint considering branch energy losses is formulated as:
where P R.i (t) and P D .i (t) are the forecast renewable generation and demand during time step t at the ith bus in per unit and N i is the set of buses that have a branch connected to bus i. Each bus also considers half of the losses associated with the branches connected to it [5] , [18] , [27] , such that the system branch energy losses can be included in the formulation.
C. Branch Capacity
Based on equation (14), the branch capacity can be written as:
where P max ij is the power limit that can flow on the branch connecting bus i and j in per unit.
D. Generation and Charging/Discharging Limit
where P min g.i and P max g.i are the lower and upper generation limits of the generator connected to the ith bus, and P max B .i is the maximum charging/discharging rate of the energy storage device connected to the ith bus.
E. Voltage Angle Limitation
For all times, the voltage angle of each bus should be within 2π:
In our formulation, bus 1 is chosen as the reference, thus:
III. CODES ALGORITHM
The previous section formulates an energy scheduling problem for a smart grid. In this optimization problem, the control variables are P g.i (t), P (+)
B .i (t), and δ i (t) for 1 ࣘ t ࣘ T. To solve the optimization problem formulated in the previous section, first the augmented Lagrangian function is formulated [28] :
where λ i , ξ 1 i , ξ 2 i , μ ij and μ ji are the KKT multipliers, ρ is the penalty factor, and:
By taking the derivative of L with respect to P g.i , P B .i , δ i and the KKT multipliers for all time step t, the distributed updating rules of the CoDES algorithm can be derived by utilizing the primal-dual gradient descent method [29] 
where η 1 to η 6 are the updating gains of the algorithm that can be adjusted by the user based on different system topologies. The subscript i in the equations (28)- (35) represents that they are the updating equations that the ith agent will execute. The superscript k denotes the index of iteration. The equations (28)- (35) form the proposed CoDES algorithm. In this algorithm, each bus of the system is modeled as one agent. Each agent has an embedded controller installed that has local computation power as well as the communications capability to exchange information with its neighbor agents. As a result, the proposed CoDES algorithm is very flexible against system topology or configuration changes.
Assume the system communications topology is the same as the system physical topology. Fig. 1 shows the flowchart that describes the execution of the CoDES algorithm in each of the agents.
Remark 2: In this paper, the cost function parameters of generators (a i , b i , c i , P (28)- (35), each bus i only needs to have δ j , λ j , ΔP j and μ j i from its direct neighbor j when the algorithm is executing, and all the other information is locally available. Thus, in contrast to the centralized management schemes in which the central controller will need all the information from each of the agents, the CoDES algorithm also ensures the privacy of each system participant.
Remark 3: In this paper, each bus of the system is modeled as an agent to show the generality of the algorithm. Problems on how to partition the system in several groups and execute the distributed algorithm among the groups are also being studied in literature [30] . However, since privacy is also one of the concerns in this algorithm, more cost benefit studies should be made on how to partition the system without jeopardizing the privacy of the system participants.
IV. CASE STUDY

A. 30-Bus System: Normal Operation
To illustrate the performance of the algorithm, the CoDES algorithm is applied to a 30-bus system, and its results are benchmarked against the centralized method results. Fig. 2 shows the one-line diagram of the 30-bus system topology considered in this case study. It has six generators, five battery storage systems, three PV systems and twenty loads. The system parameters are obtained from MATPOWER [24] library case 30. The battery parameters with initial states are shown in Table I . In this table, the parameters are shown in per unit with a base power of 100 MW. For example, 0.3 per unit battery capacity equals to 30 MWh. Due to the page limitation, the gen- erator parameters, the branch parameters and branch energytransfer capacities are not included in this paper. Please refer to MATPOWER case 30 for detailed system parameters. In this paper, both the charging and discharging efficiencies of the batteries are assumed to be the same. The other inputs to the algorithm are the forecast 24-hour demand, and PV generation profiles at each corresponding bus with 1-hour resolution, meaning that in this case study Δt is set to 1 hour. Fig. 3 shows the aggregated demand, aggregated PV generation, and net aggregated demand (which is the difference between aggregated demand and aggregated PV generation) profiles of the system in per unit. In this paper, the actual demand and PV generation profiles at each corresponding bus have the same shape but different peak amplitudes.
Assume the system communications topology is the same as the physical system topology. The proposed CoDES algorithm can be applied to solve the scheduling problem with the algorithm parameters given in Table II . While the algorithm is running, each bus only needs to exchange information with its direct neighbors. For example, bus 1 only needs to exchange information with buses 2 and 3 during the algorithm execution.
In order to verify the optimality of the convergence states of the algorithm, the optimization problem as described in Section II is also implemented and solved by using MATLAB fmincon function. The interior-point algorithm is used for the fmincon function and its result is used as the centralized reference for evaluation. The simulation in this paper is done on a laptop computer with a 2.5 GHz quad-core Intel i7 processor with 6 MB shared L3 cache. It takes 2.5 minutes to finish the 8000-iteration execution. Fig. 4 shows the objective function values of both fmincon result (green line) and the CoDES algorithm result (blue line). It is clear from the figure that the proposed distributed algorithm converges to the same optimality as the centralized algorithm. Based on this figure, we can also see that the algorithm converges within around 2000 iterations. For detailed description about how to use the fmincon function, please refer to the MATLAB help document. Fig. 5 shows the 24-hour dispatching schedule of the six generators in the system in per unit. Based on the generator cost function parameters, the generation cost of generators 1, 2 and 4 are relatively cheaper than that of generator 3, 5, and 6 when the generation amount is low. As a result, generators 1, 2 and 4 are the first to be dispatched during the first few hours when the demand is low. As the demand increases, the generator 3, 5, and 6 starts to inject power into the system to support the load. Fig. 6 shows the 24-hour Locational Marginal Price (LMP), which is also the KKT variable λ, at bus 4 as an example. The LMPs at the other buses have similar patterns. By comparing Figs. 3(c) and 6, it can be seen that the LMP has a positive correlation with the amount of the total demand at each hour. A lower demand corresponds to a lower LMP. Fig. 7 (a) -(e) shows the 24-hour schedule in per unit of the five battery storage devices that are installed in the system. As can be seen from Fig. 7 , during the time when the net demand is low such as hours 2 to hour 5 (which also corresponds to a low LMP) the energy storage devices are being charged to store energy for later use. As the net demand increases, the battery storage devices are being discharged to help the generator supporting the demand, especially during hours 18 and 19. Fig. 8 shows the convergence of the dispatch decisions for generators for the first hour. The charging/discharging schedule of the batteries have similar convergence responses.
Remark 4:
We have also implemented a version of the CoDES algorithm in single board controllers to test the performance. Beaglebone Black board is chosen to build the platform. The Beaglebone Black board is a single board computer that running a Debian Linux distribution. It equips a 1 GHz ARM Cortex processor and 512 MB RAM. TCP/IP is used to implement the communications among the boards through a LAN. For a case with three renewables, three loads and three batteries, the implemented algorithm takes about 3 minutes to calculate the optimal dispatch for the next 24 hours with a 1-hour resolution. The hardware implementation of the algorithm is still in its preliminary stage. We will publish more results as our implementation advances.
Remark 5: The communications latency between the agents are also considered in the hardware implementation. Each agent keeps a data log that records the time stamp (iteration) of the message it receives from neighbors. The agent will not execute the local updating function until all the messages from its neighbors for that iteration are received. Another scenario is communication packet loss. In one of our previous papers [6] , we have used the gossip algorithm to handle the packet loss among the agents. More detailed study on the communication latency and packet loss will be presented in another paper.
B. Energy Storage Efficiency Effect
In this section, we will discuss what might happen if the energy storage charging and discharging efficiencies were not considered in the scheduling process.
One serious consequence for not considering energy storage charging and discharging efficiencies is the possibility of over discharge of the battery during actual operations. Over discharge will irreversibly damage the battery.
Based on the battery charging/discharging schedules that are calculated in Section IV-A and the battery initial states from Table I , the actual SoC of the batteries as a function of time are plotted in Fig. 9(a)-(e) . In each subplot of Fig. 9 , the two dotted red lines represent the upper and lower bounds of the desired SoC as specified in Table I . As can be seen from the figure, the actual SoC of each battery always falls within the desired boundary.
In this case, the same test case as described in Section IV-A is simulated, except that the battery charging/discharging efficiencies are all set to be equal to one. However, as a physical constraint, the charging/discharging efficiencies do exist for each battery module. If we still assume the actual efficiencies of the battery are equal to 0.9, the actual SoC of each battery is numerically calculated and plotted in Fig. 10 . As can be seen from the figure, at some points the SoC falls below the minimum SoC limit and even becomes negative. In actual operations, this means that without considering the energy storage efficiencies in scheduling, the batteries might be permanently damaged due to over discharge. Moreover, once the battery is not able to follow the scheduled dispatch command, the system will experience additional burdens in real-time operations.
C. System Configuration Change
As mentioned before, the proposed CoDES algorithm is flexible to system reconfigurations. Let us take the 30-bus system as shown in Fig. 2 as an example. If another generator is going to be installed at bus 8, only the program installed at bus 8 needs to be updated to reflect the change, while the programs in all the other agents will remain intact. The scenario of removing one generator is similar. Similarly, if one more branch is installed to connect bus 8 and 9, only the programs installed at buses 8 and 9 need to be updated while the programs in all the other agents would not change. In addition, these changes can also be done online automatically as the algorithm is running.
In this section, we are showing a case that demonstrates the capability of the CoDES algorithm to adjust its operation automatically when the system configuration changes. In this case, the generator installed at bus 22 is removed from the system at the 4000th iteration as the algorithm is running. Instead of stopping the system and reconfiguring the algorithm, the CoDES is able to automatically adapt this system configuration change and converge to the new optimal solution.
The algorithm objective value for this case is shown in Fig. 11 . As can be seen from the figure, before the system configuration change (at the 4000th iteration) happens, the system has already converged to the optimal state and the algorithm objective value is $4499, which is also the same as Fig. 4 . After the generator at bus 22 is removed, the program installed at the 22nd bus automatically adjusts this configuration change and the CoDES converges to the new system optimal states, which is $4898. Similar to the results shown in Section IV-A, the new optimization problem with one generator removed is also solved by using the fmincon function. The fmincon function result is also used as the reference and represented by the green line in the figure.
Remark 6: Besides the physical system reconfiguration, another aspect of the system configuration change is the communications system topology change. Once this scenario happens, the communications system and the physical system no longer have the same topology. That means extra measures need to be taken to ensure the information sent by one agent is received by the other agent through another route. This will require each agent to maintain a "routing table" to direct the correct information flow. The design of this mechanism is beyond the scope of this paper. In this paper we only consider that there will be a communication network to deliver the required information from agent i to agent j during each iteration base on the iterative updating equations derived in (28)-(35). For the CoDES algorithm, as long as the required information can be delivered during each iteration, the algorithm will operate as it is supposed and converge to the optimal solution of the scheduling problem.
D. Validate the Convergence of the Algorithm Using Monte Carlo Simulation
To validate the convergence of the algorithm to the global optimum in general, 50 random scenarios are generated and the algorithm objective values for each case are compared with the objective value calculated by using the centralized fmincon function. The CoDES algorithm considers the physical system topology and line parameters. In order to make the random scenarios make sense to actual physical system, the system topology is not changed and the same 30-bus system is used in this simulation. For each scenario, the experiment is performed as follows:
1) Randomly select parameters for each of the batteries in the ranges shown in Table III . 2) Use the PV profiles in Section IV-A and scale them for each PV system based on the P peak randomly selected in the range shown in Table III. 3) Randomly generate demand profiles based on the P peak randomly selected in the range shown in Table III result indicates that there is no significant difference between the proposed CoDES algorithm and centralized fmincon function.
V. CONCLUSION
In this paper, a novel CoDES algorithm is proposed that can optimally schedule the charging/discharging of energy storage devices and power generation of generators in a distributed way to minimize the total system day-ahead operating cost. Comparing to existing literatures that solve similar problems, the CoDES is a fully distributed solution and considers system branch power-transfer capacity, branch losses and energy storage efficiencies in the formulation. By modeling each bus of the system as one agent, each agent only needs to exchange limited information with its direct neighbors, which also ensures the privacy of the system participants.
By applying the CoDES algorithm to a 30-bus system, the effectiveness of the algorithm is demonstrated through several representative case studies. The convergence state of the algorithm is benchmarked against the centralized MATLAB fmincon function to verify the optimality. The convergence of the CoDES algorithm is also verified through a Monte-Carlo simulation.
The test case considered in this paper is a transmission system, however, the assumptions considered in this paper can also be applied to a distribution system or microgrid with renewable and energy storage integration [31] . The application of the CoDES algorithm to a distribution system will be discussed in another paper with its robustness to single point failure and communication link failures.
APPENDIX A
In this section, a comparison between the AC power flow formulation and the DC approximation used in this paper is performed.
In order to simplify the comparison, the single time step optimal power flow is used instead of the multi-step scheduling. As ACOPF and DCOPF problems are well established formulations in power engineering textbooks, readers are referred to [23] for details.
A new optimal power flow problem can be formulated by replacing the nodal power balance constraint in DCOPF with the approximation described in Section II-B. We name this new formulation as DCOPFL (L stands for loss) problem. As DCOPF and DCOPFL problems are all approximations to the ACOPF problem, an evaluation index is used to quantify the approximation error between the optimal solution of these three formulations with respect to the optimal solution of the ACOPF. Here, we denote P * g.i as the optimal solution of the ACOPF in p.u., and P g.i as the optimal solution of the DCOPF/DCOPFL in p.u., respectively. The aggregated percentage approximation error between the result generation dispatch of DCOPF/DCOPFL and the ACOPF solution can be defined as:
The same 30-bus system as described in Section IV-A is used here. The ACOPF and DCOPF problems are solved for this system by using the runopf and dcopf functions from MATPOWER toolbox. The DCOPFL problem is solved by using fmincon function in MATLAB optimization toolbox. The optimal solution to all of the three problems (ACOPF, DCOPF, and DCOPFL) are shown in Table IV . Using the aggregated percentage error index defined in (36), the percentage aggregated approximation error of DCOPF and DCOPFL comparing with the ACOPF results are shown in Table V . As can be seen from Table V, the DCOPFL gives the better approximation to ACOPF compared with DCOPF. As DCOPF is already a well-accepted approximation for this type of energy management problem [23] , this verifies that the approximation used in this paper is acceptable.
