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ON THE WOLFF CIRCULAR MAXIMAL FUNCTION
JOSHUA ZAHL
Abstract. We prove sharp L3 bounds for a variable coefficient generalization
of the Wolff circular maximal function Mδf . For each fixed radius r, Mδf(r)
is the maximal average of f over the δ–neighborhood of a circle of radius
r and arbitrary center. In this paper, we consider maximal averages over
families of curves satisfying the cinematic curvature condition, which was first
introduced by Sogge to generalize the Bourgain circular maximal function. Our
proof manages to avoid a key technical lemma in Wolff’s original argument,
and thus our arguments also yield a shorter proof of the boundedness of the
(conventional) Wolff circular maximal function. At the heart of the proof is
an induction argument that employs an efficient partitioning of R3 into cells
using the discrete polynomial ham sandwich theorem.
1. Introduction
In [16], Wolff considered the following maximal function:
M δf(r) = sup
x∈R2
1
|Cδ(x, r)|
∫
Cδ(x,r)
|f(y)|dy, (1)
where Cδ(x, r) is the δ–neighborhood of a circle centered at x of radius r. This
maximal function has the same relationship to Besicovich-Rado-Kinney (BRK) sets
(compact subsets of the plane containing a circle of every radius 1/2 ≤ r ≤ 1) as
the Kakeya maximal function has to Kakeya sets. In particular, a bound of the
form ∥∥M δf∥∥
Lp([1/2,1])
≤ Cǫδ−ǫ ‖f‖Lp(R2) (2)
for some value of p and all ǫ > 0 would imply that every BRK set has Hausdorff
dimension 2. See [17] for further details. By considering the examples where f is
the characteristic function of a ball of radius δ and a rectangle of dimensions δ×√δ,
we can see that p = 3 is the smallest value of p for which (2) can hold. In [16],
Wolff proved (2) for p = 3.
In a similar vein, Wolff and Kolasa considered the more general class of maximal
functions
M δΦf(r) = sup
x∈U1
1
|Γδ(x, r)|
∫
Γδ(x,r)
|f(y)|dy. (3)
Here, U1 is a sufficiently small neighborhood of a point a ∈ R2, and Γδ(x, r) is the
δ–neighborhood of the curve
Γ(x, r) = {y ∈ U2 : Φ(x, y) = r}, (4)
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where U2 is a sufficiently small neighborhood of a point b ∈ R2 and
Φ: R2 × R2 → R
is a smooth function satisfying Sogge’s cinematic curvature conditions at the point
(a, b):
• ∇yΦ(a, b) 6= 0. (5)
•
det
(
∇x
[
e · ∇yΦ(x, y)
e · ∇y
( e·∇yΦ(x,y)
|∇yΦ(x,y)|
) ] ∣∣∣∣
(x,y)=(a,b)
)
6= 0, (6)
where e is a unit vector orthogonal to ∇yΦ(a, b).
See [14] for further discussion of cinematic curvature and its properties. Cinematic
curvature was first introduced when studying the Bourgain circular maximal func-
tion (see e.g. [6]), and it appears that replacing the circles C(x, r) in (1) by families
of curves satisfying the cinematic curvature condition is the most natural variable-
coefficient generalization of the Wolff circular maximal function. In particular,
geodesic circles for a Riemannian metric satisfy the cinematic curvature condition
provided that the injectivity radius is larger than the diameter of the circles.
In [10], Wolff and Kolasa established the bound
∥∥M δΦf∥∥Lq([1/2,1]) ≤ Cp,qδ− 12 ( 3p−1) ‖f‖Lp(R2) , p < 83 , q ≤ 2p′. (7)
In particular, (7) implies that any compact set containing a curve of the form
{y : Φ(x, y) = r} for each 0 < r < 1 must have Hausdorff dimension at least 11/6.
We shall call such sets Cinematic BRK sets.
1.1. New results. In this paper, we prove the following theorem:
Theorem 1. Let Φ satisfy the cinematic curvature conditions (5) and (6). Then
for all ǫ > 0 there exists a constant Cǫ such that∥∥M δΦf∥∥L3([1/2,1]) ≤ Cǫδ−ǫ ‖f‖L3(R2) . (8)
In particular, every cinematic BRK set must have Hausdorff dimension 2.
Corollary 2. Equation (2) holds with p = 3.
Remark 3. While Corollary 2 was already known (indeed, it was proved by Wolff),
our proof avoids some technical lemmas from Wolff’s proof and thus our proof is
shorter. If one is interested only in the (original) Wolff circular maximal func-
tion, the current shortest proof is obtained through the following steps: the L3–
boundedness of the Wolff circular maximal function is established in [13, §4], pro-
vided a certain hypothesis is met. This hypothesis is established in this paper,
using Lemmas 1.8 and 1.10 from [18].
Theorem 1 improves upon a previous result of the author in [19] in which a
similar statement is proved under the additional restriction that the function Φ be
algebraic. We follow a similar proof strategy in this paper as in [19], but at a key
step we use the discrete polynomial ham sandwich theorem rather than the vertical
algebraic decomposition.
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1.2. Proof sketch. Through standard techniques, it suffices to obtain certain
weak-type bounds on
∑
χΓδ for a collection of curves {Γ} with δ–separated “radii.”
The main difficulty arises when many pairs of curves are almost tangent, and in-
deed a result due to Schlag in [13] shows that we can obtain the desired bounds on
MΦ if we can control the number of such almost-tangencies. More specifically, if
W and B are collections of curves such that all curves in W (resp. B) are close to
each other in a suitable parameter space, and all curves in W are far from curves
in B (again in a suitable parameter space), then we need to control the number of
near-tangencies between curves in W and curves in B. We shall do this with an
induction argument.
First, we shall use Jackson’s theorem to replace the curves {Γ} by algebraic
curves that closely approximate them. The degree of the algebraic curves will
depend on δ, but the dependence is mild enough to be controllable. We will then
identify the curves in W with points in R3 (if the curves were actually circles, we
could use the center and radius of the circle to perform this identification). We then
use the discrete polynomial ham sandwich theorem to find a low degree trivariate
polynomial P whose zero set partitions R3 into open “cells,” such that the points
are evenly split up amongst the cells. To each curve Γ ∈ B we associate a semi-
algebraic set Q(Γ) ⊂ R3 (of controlled degree), such that if Γ ∈ B is almost tangent
to Γ˜ ∈ W , then Q(Γ) must intersect the cell containing (the point associated with)
Γ˜. The bounds on the degree of P and Q(Γ) yield bounds on the number of cells
that Q(Γ) can intersect. We then apply the induction hypothesis within each cell.
Summing over all cells, we obtain the desired bound on the total number of almost-
tangencies between curves in W and B.
The key innovation is the use of the discrete polynomial ham sandwich theorem.
While the partition of R3 described above could be done with the vertical algebraic
decomposition instead of the polynomial ham sandwich theorem, the resulting con-
trol on the number of cells that Q(Γ) can intersect is so poor that we cannot run
the induction argument except in the special case where the defining function Φ is
algebraic (and thus the algebraic curves Γ have degree that does not depend on δ).
The use of the polynomial ham sandwich theorem to solve a non-discrete problem
in harmonic analysis might be of interest to readers because to the best of the
author’s knowledge, the work of Guth [8] and Bourgain-Guth [5] are the only other
examples where the polynomial ham sandwich theorem is used to solve a problem
of this type.
1.3. Thanks. The author would like to thank Javier Pe´rez and Terence Tao for
pointing out typos in an earlier version of this manuscript. The author was sup-
ported in part by the Department of Defense through the National Defense Science
& Engineering Graduate Fellowship (NDSEG) Program.
2. Proof of Theorem 1
2.1. Initial reductions. The first step will be to replace the defining function Φ
by an algebraic approximation. This idea was suggested to the author by Larry
Guth, and it appears in a similar form in [5]. Throughout the proof, we shall assume
that Φ satisfies the cinematic curvature conditions at the point (a, b) = (0, 0) and
that U1, U2 are small balls centered at 0. By Jackson’s theorem (see e.g. [1]), for
each K > 0, A > 0, and δ > 0, we can find a polynomial Ψ(x, y) : R2 × R2 → R
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such that
degΨ ≤ CKδ−1/K , (9)
‖Ψ− Φ‖C2(B(0,100)) < δ/A, (10)
where CK depends on K, A, and Φ. If A is chosen sufficiently large depending on
the infimum of the quantities in (5) and (6), then Ψ satisfies (5) and (6).
Since ‖∇yΦ‖ and ‖∇yΨ‖ are bounded from below for y ∈ U1 (after possibly
shrinking U1), we have that if A is chosen sufficiently large in (10) then for each
x0 ∈ U2 and 1/2 < r0 < 1 we have that {y ∈ U1 : Φ(x0, y) = r0} and {y ∈
U1 : Ψ(x0, y) = r0} are contained in δ/100 neighborhoods of each other. Thus if f
is supported in B(0, 1) then M δΦf ∼M δΨf , so it suffices to obtain bounds on M δΨf.
Remark 4. If the reader is only interested in the original Wolff circular maximal
function, then this step can be omitted, and every instance of Ψ can be replaced by
Φ(x, y) = ‖x− y‖. In this case, Ψ–circles are arcs of genuine circles. Throughout
the proof, we shall refer to this situation as the “circles” case.
Fix α > 0 sufficiently small depending on the quantities appearing in (5) and
(6) and on ‖Φ‖C3(B(0,100)). For x ∈ B(0, α) and r ∈ [1/2, 1], we define
Γ(x0, r0) = {y ∈ B(0, α) : Ψ(x0, y) = r0}. (11)
We shall call these sets Ψ–circles, and if Γ is a Ψ–circle then Γδ will denote its
δ–neighborhood. If Γ, Γ˜, etc. are Ψ–circles, then unless otherwise noted, x0, r0 and
x˜0, r˜0 will refer to their respective centers and radii. The Ψ–circles defined here are
strict subsets of the analogous sets Γ defined in the introduction. However, if the
function f is supported on a sufficiently small neighborhood of the origin then we
can define a maximal function analogous to (3) with Γ in place of Γ, and the two
maximal functions will agree. Thus we shall henceforth work with curves Γ defined
by (11).
We shall restrict our attention to those Ψ–circles Γ with x0 ∈ B(0, α), r0 ∈
(1 − τ, 1) for τ a sufficiently small constant which depends only on the quantities
appearing in (5) and (6) and on ‖Φ‖C2(B(0,100)). By standard compactness argu-
ments, we can recover Lp([1/2, 1]) bounds on MΨ from those on the “restricted”
version of MΨ by considering the supremum over a finite number of scaled versions
of the function.
Using standard reductions (see e.g. [13], §4), in order to prove Theorem 1 it
suffices to prove the following lemma:
Lemma 5. For η > 0 and δ sufficiently small depending on η, let A be a collection
of Ψ–circles with δ–separated radii, with each radius lying in (1− τ, 1). Then there
exists A˜ ⊂ A with #A˜ ≥ 1C#A such that for all Γ ∈ A˜ and δ < λ < 1,∣∣∣B(0, α) ∩ {y ∈ Γδ : ∑
Γ˜∈A
χΓ˜δ (y) > δ
−ηλ−2}
∣∣∣ ≤ λ|Γδ|. (12)
2.2. Schlag’s reduction. We shall recall a result due to Schlag that shows that
Lemma 5 is implied by a combinatorial lemma controlling the number of almost-
incidences between Ψ–circles. In order to state Schlag’s result, we will first need
several definitions.
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Definition 6. Let Γ and Γ˜ be two Ψ circles. We define
∆(Γ, Γ˜) = inf
y∈B(0,α) : Ψ(x0,y)=r0
y˜∈B(0,α) : Ψ(x˜0,y˜)=r˜0
|y − y˜|+
∣∣∣ ∇yΨ(x0, y)‖∇yΨ(x0, y)‖ −
∇yΨ(x˜0, y˜)
‖∇yΨ(x˜0, y˜)‖
∣∣∣. (13)
Informally, if ∆(Γ, Γ˜) is small then there is a point y ∈ B(0, α) where Γ and Γ˜
pass close to each other and are nearly parallel (i.e. they are nearly tangent).
Let
d(Γ, Γ˜) = |x0 − x˜0|+ |r0 − r˜0|. (14)
d(·, ·) is a metric on the space of curves.
Definition 7. Let W and B be collections of Ψ–circles. We say that (W ,B) is a
(δ, t)–bipartite pair if
|r0 − r˜0| ≥ δ for all Γ, Γ˜ ∈ W ∪ B, (15)
d(Γ, Γ˜) ∈ (t, 2t) if Γ ∈ W , Γ˜ ∈ B, (16)
d(Γ, Γ˜) ∈ (0, t) if Γ, Γ˜ ∈ W or Γ, Γ˜ ∈ B. (17)
Definition 8. A (δ, t)–rectangle R is the δ–neighborhood of an arc of length
√
δ/t
of a Ψ–circle Γ. We say that a Ψ–circle Γ is incident to R if R is contained in
the C1δ neighborhood of Γ. We say that R is of type (& µ,& ν) relative to a
(δ, t)–bipartite pair (W ,B) if R is incident to at least Cµ curves in W and at least
Cν curves in B for some absolute constant C to be specified later. We say that two
(δ, t)–rectangles R1, R2 are comparable if R1 is contained in a A0δ–neighborhood
of R2 and vice versa, where A0 is an absolute constant. Otherwise, we say R1 and
R2 are incomparable.
We are now able to state Schlag’s result.
Proposition 9 (Schlag). Let A be a family of Ψ–circles with δ–separated radii that
satisfy the following requirements:
(i) |Γδ ∩ Γ˜δ ∩B(0, α)| . δ
2
(d(Γ, Γ˜) + δ)1/2(∆(Γ, Γ˜) + δ)1/2
. (18)
(ii) Fix ǫ > 0. Then there exists a constant Cǫ so that for any (δ, t)–bipartite
pair (W ,B), with t > Cδ for an appropriate choice of C; W ,B ⊂ A; #W =
m; and #B = n, the maximum number of pairwise incomparable (δ, t)–
rectangles of type (& µ,& ν) relative to (W ,B) is at most
Cǫδ
−ǫ
((mn
µν
)3/4
+
m
µ
+
n
ν
)
. (19)
Then Lemma 5 holds for the collection A.
Remark 10. Schlag uses the stronger bound
Cǫ(mn)
ǫ
((mn
µν
)3/4
+
m
µ
+
n
ν
)
(20)
in place of (19). However, an examination of the proof in [13] reveals that the bound
(19) suffices. If we restrict our attention to the original Wolff circular maximal
function (i.e. if we are only concerned with the circles case), then we obtain the
bound (20), so Schlag’s result can be used as a black box.
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Property (i) follows from [10, Lemma 3.1(i)], but if the reader is only interested
in the original Wolff circular maximal function, a shorter proof can be found in [17,
§3]. Property (ii) follows from the following lemma, which is an analogue of Lemma
1.4 in [18]:
Lemma 11. Let Ψ: R2 × R2 → R be a (multivariate) polynomial of degree k
satisfying the cinematic curvature requirements. Then for every ǫ > 0 there exists
a constant Cǫ such that if (W ,B) is a (δ, t)–bipartite pair of Ψ–circles with #W =
m, #B = n, and if R is a collection of pairwise incomparable (δ, t)–rectangles of
type (& µ,& ν) relative to (W ,B), then
#R ≤ CǫkCǫ(mn)ǫ
((mn
µν
)3/4
+
m
µ
+
n
ν
)
. (21)
To obtain Property (ii) from Lemma 11, select K > Cǫ/ǫ in (9) and note that
(mn)ǫ ≤ δ2ǫ. In the case of circles we have k = O(1), and (21) becomes (20).
Thus all that remains is to prove Lemma 11. First, we shall recall several prop-
erties of curves satisfying the cinematic curvature condition.
2.3. Properties of Ψ–circles.
Definition 12. If (W ,B) is a (δ, t)–bipartite pair, then we define Rµ,ν(W ,B) to
be the maximum cardinality of a collection of pairwise incomparable rectangles of
type (& µ,& ν) relative to (W ,B). Define R(W ,B) to be R1,1(W ,B).
Definition 13. If (W ,B) is a (δ, t)–bipartite pair, then we define
I(W ,B) = #{(R,Γ, Γ˜) : Γ ∈ W , Γ˜ ∈ B, R is incident to Γ and Γ˜}.
The following “Canham threshold” type result is Lemma 34 from [19] (or in the
case of circles, Lemma 1.10 from [18] again has a shorter proof).
Lemma 14. Let (W ,B) be a (δ, t)–bipartite pair. Then
R(W ,B) . nm2/3 +m logn. (22)
In brief, Lemma 14 relies on a variant of the Marstrand three circle lemma [12],
which is a quantitative formulation of the classical theorem of Appolonius: given
three circles that are not all tangent at a common point, there exist at most two
circles that are tangent to each of the three given circles. This observation is
combined with the Ko˝vari-So´s-Turan theorem from [11]. Details are in [19].
Definition 15. A collection C of Ψ–circles is a cluster if there exists a (δ, t)–
rectangle R such that every Γ ∈ C is incident to a (δ, t)–rectangle comparable to
R.
While a cluster can contain many Ψ–circles, if we are interested only in counting
incidence rectangles then a cluster behaves like a single Ψ–circle. This heuristic is
made precise though Lemma 41 from [19]:
Lemma 16. Let C ⊂ W be a cluster and let Γ ∈ B. Then then any set of pairwise
incomparable (δ, t)–rectangles, each of which is tangent to some Ψ–circle in C and
to Γ, has cardinality O(1).
The following is Lemma 43 from [19]:
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Lemma 17. Let (W ,B) be a (δ, t)–bipartite pair. Given a value of µ0, we can write
W =Wg ⊔Wb, (23)
where
(i) (Wg,B) have no (δ, t)–rectangles of type (& µ0,& 1).
(ii) Wb is the union of . #Wµ0 (logm)(logn) clusters.
If every Ψ–circle from W and B are incident to some common rectangle R then
I(W ,B) = (#W)(#B). However, if neither W nor B contain large clusters then
this cannot occur. Lemma 36 from [19] is a quantitative version of this observation:
Lemma 18. Let (W ,B) be a (δ, t)–bipartite pair that has no (& 1,& ν0) or (&
µ0,& 1) rectangles R ∈ B(b, α). Then
I(W ,B) . µ1/30 nm2/3 log ν0 + ν0m logµ0. (24)
2.4. Algebraic considerations. We shall identify the Ψ–circle Γ with the point
(x0, r0) ∈ R3 (actually in B(0, α) × (1 − τ, 1) ⊂ R3). Thus if W is a collection of
Ψ–circles, we shall abuse notation and simultaneously consider W as a subset of
R
3.
Lemma 19. Let Ψ: R2 × R2 → R be a (multivariate) polynomial of degree k that
satisfies the cinematic curvature conditions. For each Ψ–circle Γ, there exists a set
Q(Γ) ⊂ R3 with the following properties:
(i) bdryQ(Γ) is contained in an algebraic set SΓ of dimension 2 and complexity
O(kC) (see Appendix A for relevant definitions).
(ii) Let Γ˜ be a Ψ–circle with d(Γ, Γ˜) > Aδ for A a sufficiently large constant. If
Γ˜ ∈ Q(Γ) then ∆(Γ, Γ˜) ≤ 100δ. Conversely, if ∆(Γ, Γ˜) < δ then Γ˜ ∈ Q(Γ).
Remark 20. Informally, Q(Γ) can be understood as follows. If γ1 = C(x1, r1),
γ2 = C(x2, r2) are two circles, then γ1 and γ2 are tangent if and only if (x2, r2) lies
on the right-angled light-cone Zγ1 = {(y, t) : |r − t| = ‖x− y‖}, and γ1 and γ2 are
almost tangent if (x2, r2) lies in the δ–neighborhood of Zγ1 . Q(Γ) is the analogue
of the δ–neighborhood of the light cone Zγ1 for general curves Γ.
Proof. Define
VΓ = V1,Γ ∩ V2,Γ ∩ V3,Γ ∩ V4,Γ, (25)
where
V1,Γ = {(x˜0, r˜0, y, y˜) : ‖x˜0‖2 < α2, 0 < 1− r˜0 < τ, ‖y‖2 < α2, ‖y˜‖2 < α2},
V2,Γ = {(x˜0, r˜0, y, y˜) : Ψ(x0, y) = r0, Ψ(x˜0, y˜) = r˜0},
V3,Γ = {(x˜0, r˜0, y, y˜) : ‖y − y˜‖2 < δ2},
V4,Γ = {(x˜0, r˜0, y, y˜) : ‖∇yΨ(x0, y) ∧∇yΨ(x˜0, y˜)‖2
< 4δ2 ‖∇yΨ(x0, y)‖2 ‖∇yΨ(x˜0, y˜)‖2}.
Each Vj,Γ, j = 1, 2, 3, 4 is a semi-algebraic set of complexity O(k
C) (see Appendix
A for relevant definitions), and thus so is VΓ. Let
Q(Γ) = (π(x˜0,r˜0)VΓ) ∩ {x˜0 : ‖x0 − x˜0‖2 > A2δ2}, (26)
where π(x˜0,r˜0) : (x˜0, r˜0, y, y˜) 7→ (x˜0, r˜0) is the projection map.
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An examination of the definition of ∆(Γ, Γ˜) verifies that Q(Γ) satisfies Property
(ii), so all that remains is to verify Property (i). Since VΓ is a semi-algebraic
set of complexity O(kC), by the Tarski-Seidenberg theorem (see Proposition 35 in
Appendix A), so is Q(Γ). Thus by Proposition 32 in Appendix A, either Q(Γ)
is empty or bdry(Q(Γ)) has dimension at most 2 and complexity O(kC), so by
Proposition 34, its Zariski closure, ZΓ = Zar(bdry(Q(Γ))), is an algebraic set of
dimension at most 2 and degree O(kC). If dim(ZΓ) = 2 then let SΓ = ZΓ. If not,
we can find an algebraic set of dimension 2 containing ZΓ whose degree is controlled
by a polynomial function of the degree of ZΓ and we shall let this set be SΓ. 
Definition 21. Let W ⊂ RN be a finite collection of points. We say that W is
hypersurface generic if for every polynomial P ∈ R[x1, . . . , xN ] of degree D we have
#({P = 0} ∩W) ≤
(
D
N
)
− 1.
Lemma 22. Let W ⊂ R3 be finite. Then after an infinitesimal perturbation, W is
hypersurface generic
Proof. Identify the space of all sets H ⊂ R3 of cardinality ℓ with (RN )ℓ. Let
#W = m. Then the subset of (RN )m corresponding to sets of cardinality m that
are not hypersurface generic is Zariski closed—it is a finite union of determinantal
varieties. 
We shall now recall a corollary of the discrete polynomial ham sandwich theorem.
A proof of this theorem (and of the corollary) can be found in [9, Theorem 4.1].
Proposition 23 (Polynomial cell decomposition). Let W ⊂ RN be a collection of
points. Then for each D > 0, there exists a polynomial P ∈ R[x1, . . . , xN ] of
degree at most D such that RN\{P = 0} is a union of . DN open connected sets
(henceforth “cells”), and for each cell Ω, we have
#(W ∩ Ω) . #W/DN . (27)
2.5. Proof of Lemma 11. In order to prove Lemma 11, it suffices to consider the
case where µ = ν = 1 and establish the following bound:
Lemma 24. Let (W ,B) be as in Lemma 11. Then for all ǫ > 0, there exists a
constant Cǫ such that
R(W ,B) ≤ CǫkCǫ(mn)ǫ((mn)3/4 +m+ n). (28)
To obtain (21) from (28) we apply a random sampling argument. The details
can be found in [18, p1253], so we shall not reproduce them here.
Proof of Lemma 24. We shall proceed by induction on the quantity (#W)(#B).
To handle the base case, we may assume
mn > Cǫk
Cǫ , (29)
since otherwise we can use the trivial bound R(W ,B) . mn. Now suppose Lemma
24 has been established for all (δ, t)–bipartite pairs (W ′,B′) with (#W ′)(#B′) <
mn.
We may assume
Am1/3+ǫ < n < m, (30)
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for a large constant A (depending on ǫ) to be determined later, since if the first
inequality fails then the result follows from (22) (and after selecting a sufficiently
large value of Cǫ, depending on A), while if the second inequality fails we can
reverse the roles of W and B.
Let µ0 = (mn)
1/4, and use Lemma 17 to write W = Wg ⊔ Wb and similarly
B = Bg ⊔ Bb. Using Lemma 16, we have
R(Wg,B) ≤ 1
100
(mn)3/4+ǫ, (31)
R(W ,Bg) ≤ 1
100
(mn)3/4+ǫ. (32)
See [18, p1251-2] for details. Thus in order to prove Lemma 24, it suffices to
establish the following bound:
R(Wg,Bg) < 1
2
CǫK
Cǫ(mn)3/4+ǫ + CǫK
Cǫ(mn)ǫ(m+ n). (33)
Use Proposition 23 to select a polynomial P ∈ R[x1, x2, r] of degree at mostD (D
shall be chosen later, but it should be thought of as δǫ) so that the set R3\{P = 0}
is a union of . D3 cells, each of which contains . #Wg/D3 Ψ–circles Γ ∈ Wg.
Lemma 25. Let Ω be a cell from the above decomposition. If Γ ∈ Bg, Γ˜ ∈ Ω, and
∆(Γ, Γ˜) ≤ δ, then at least one of the following must hold.
(i) bdryQ(Γ) ∩ Ω 6= ∅.
(ii) Ω ⊂ Q(Γ).
Indeed, since ∆(Γ, Γ˜) ≤ δ, by Property (ii) of Q(Γ) from Lemma 19, Γ˜ ∈ Q(Γ)
and thus Ω∩Q(Γ) 6= ∅. Since Ω is an open connected set, it must either be contained
in Q(Γ) or it must meet the (topological) boundary of Q(Γ).
Now, for each cell Ω, let
Bg = BΩ1 ⊔ BΩ2 ⊔ BΩ3 ,
where BΩ1 (resp. BΩ2 ) contains those Γ ∈ Bg for which Item (i) (resp. Item (ii))
occurs, and Γ ∈ BΩ3 if ∆(Γ, Γ˜) > δ for all Γ˜ ∈ Ω.
We shall first consider incidences involving BΩ2 .
Lemma 26. Suppose D satisfies
D < nǫ/6. (34)
Then if m and n are sufficiently large, at least one of the following must hold:
#
(⋃
Ω
BΩ2
)
< n/1000, (35)
#Wg < m/1000. (36)
Proof. Suppose (36) fails. By (30), (34), and the fact thatW is hyperplane generic,
we have that for each cell Ω,
#(Wg ∩Ω) & #(Wg)D−3
& mD−3.
Thus each Γ ∈ ⋃Ω BΩ2 is incident to & mD−3 Ψ–circles from Wg, so
I(Wg ,Bg) & mD−3#
(⋃
Ω
BΩ2
)
. (37)
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On the other hand, by Lemma 18 (with µ0 = ν0 = (mn)
1/4),
I(Wg,Bg) . m5/4n1/4 logm+m3/4n13/12 logn. (38)
Combining (37), (38), and (30), we obtain
#
(⋃
Ω
BΩ2
)
. D3n1−ǫ logn. (39)
This and (29), (34) gives us (35). 
If either (35) or (36) holds, then we can apply the induction hypothesis to the
pair (Wg,
⋃
Ω BΩ2 ) and conclude that
R(Wg,
⋃
Ω
BΩ2 ) ≤
1
100
Cǫk
Cǫ(mn)ǫ((mn)3/4 +m+ n)
≤ 1
10
Cǫk
Cǫ(mn)3/4+ǫ,
(40)
where on the second line we used (30).
Remark 27. Lemma 26 is an analogue of Equation (5.23) from [19]. In essence, both
state that if #Wg were too big then that would force an illegally large number of
incidences to occur. However, the current formulation is much simpler. In [19],
the analogue of Q(Γ) was defined differently and thus we needed statements of the
form “if two curves Γ1,Γ2 are almost tangent then after a slight perturbation they
are exactly tangent.” Making statements such as this rigorous introduced many
technical difficulties that have been avoided in the present paper.
We shall now control incidences involving BΩ2 . Let
nΩ = #{Γ ∈ Bg : bdry(Q(Γ)) ∩ Ω 6= ∅}.
Since bdry(Q(Γ)) ⊂ SΓ, we have
nΩ ≤ #{Γ ∈ Bg : SΓ ∩Ω 6= ∅}.
By a Thom-Milnor type theorem (see e.g. [2, Theorem 1.1]), we have that for
each Γ ∈ Bg, SΓ\{P = 0} contains O(kCD2) connected components. Since the
number of cells that intersect bdry(Q(Γ)) is bounded by the number of connected
components of SΓ\{P = 0}, we have
∑
Ω
nΩ ≤ C1D2kCn. (41)
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Let mΩ = #(Wg ∩ Ω). Applying the induction hypothesis,∑
Ω
R(Wg ∩ Ω,BΩ1 )
≤ kCǫCǫ
[∑
m
3/4+ǫ
Ω n
3/4+ǫ
Ω + (mn)
ǫ
∑
mΩ + (mn)
ǫ
∑
nΩ
]
≤ CǫkCǫ
[(∑
m
4
1−4ǫ
(3/4+ǫ)
Ω
) 1−4ǫ
4
(∑
nΩ
)3/4+ǫ
+ (mn)ǫ
∑
mΩ +
∑
(mn)ǫnΩ
]
≤ CǫkCǫ
[(
D3m
3+4ǫ
1−4ǫD−
9+12ǫ
1−4ǫ
) 1−4ǫ
4
(C1D
2kCn)3/4+ǫ
+ (mn)ǫm+ (mn)ǫC1D
2kCn
]
= Cǫk
Cǫ(mn)ǫ
[
C1(mn)
3/4kC
D2ǫ
+m+ C1D
2kCn
]
.
(42)
Finally, since the points of W are hypersurface generic, we have that
#(Wg ∩ {P = 0}) . D3,
and thus
R(Wg ∩ {P = 0},Bg) ≤ C2D3n. (43)
We have
R(Wg,Bg) =
∑
Ω
R(Wg∩Ω,BΩ1 )+
∑
Ω
R(Wg∩Ω,BΩ2 )+R(Wg∩{P = 0},Bg). (44)
Combining (40), (42), and (43), we conclude that there there exists an absolute
constant C0 such that
R(Wg,Bg) ≤ CǫkCǫ(mn)ǫ
(C1(mn)3/4kC0
D2ǫ
+ C2D
3kC0n+m
)
. (45)
Now, select D > 1 satisfying (34) and also
C1k
C0
D2ǫ
<
1
100
, (46)
C2D
3kC0n <
(mn)3/4
100
. (47)
The existence of such a D is guaranteed by (29) and (30) provided we select the
constants Cǫ (from (29)) and A (from (30)) to be sufficiently large (depending on
the constant C0 from (45) and the ǫ that appears in the statement of Lemma 24).
With such a choice of D, (33) is satisfied. This completes the proof of Lemma 24
and hence also Theorem 1. 
Remark 28. The use of a “low degree” partitioning polynomial to prove incidence
theorems was first introduced by Solymosi and Tao in [15]. What we do here is
very similar, except instead of using a bounded degree variety and the general
heuristic that operations such as projection, etc. send bounded degree varieties
to bounded degree varieties, we use a variety of “sub-polynomial” degree, and we
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rely on the heuristic that projections, etc. send sub-polynomial degree varieties to
sub-polynomial degree varieties.
Appendix A. Real algebraic geometry
We recall several facts from real algebraic geometry. See e.g. [3, 4] for additional
information.
Definition 29. A set S ⊂ Rn is semi-algebraic if it can be expressed in the form
S =
n⋃
i=1
{x : fi,1(x) = 0, . . . fi,ℓi(x) = 0, gi,1(x) > 0, . . . , gi,mi(x) > 0} (48)
for {fi,j} and {gi,j} polynomials.
Definition 30. For S a semi-algebraic set, the complexity of S is
inf
(∑
deg fi,j +
∑
deg gi,j
)
, (49)
where the infimum is taken over all representations of S of the form (48).
Definition 31. For S a semi-algebraic set, we define the boundary bdry(S) = S\S,
where S is the closure of S in the Euclidean topology.
Proposition 32. bdry(S) is semi-algebraic, dim(bdry(S)) ≤ dim(S) − 1, and the
complexity of bdry(S) is controlled by a polynomial function of the complexity of
S.
Definition 33. For S a semi-algebraic set, we define its Zariski closure Zar(S) to
be the closure of S in the (real) Zariski topology
Proposition 34.
(i) Zar(S) is an algebraic set.
(ii) dim(Zar(S)) = dim(S).
(iii) deg(Zar(S)) is bounded by a polynomial function of the complexity of S.
Proof. Statements (i) and (ii) are standard. Statement (iii) follows from the stan-
dard properties of the cylindrical algebraic decomposition (see e.g. [3, 4]). 
Proposition 35 (Effective Tarski-Seidenberg Theorem [7]). Let S ⊂ Rd be a semi-
algebraic set of complexity k and let π : Rd → Rd−1 be the projection onto the first
d− 1 coordinates. Then π(S) is a semi-algebraic set of complexity at most kC for
some constant C that depends only on d.
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