The concentration of measure phenomenon was first put forward in the 70s and 80s in geometric functional analysis by Milman, Gromov, Schechtman, and has been subject to fascinating recent developments in probability theory, mostly due to M. Talagrand (1995 , 1996ab) and M. Ledoux (2001. Very roughly speaking, this phenomenon can be stated in the following simple way: "a random variable that depends in a smooth way on many independent random variables (but not too much on any of them), is essentially constant." Of course, the precise meaning of such a statement needs to be clarified, but often it will mean that the random variable X concentrates around a constant c in such a way that the probability of the event {|X − c| > t} is exponentially small in t. This type of bounds is usually referred to as a concentration inequality.
The aim of this course is to investigate the basic mathematical principles behind the concentration of measure phenomenon (e.g., Talagrand's celebrated inequality), and show its relevance to several different areas of mathematics through the following examples:
• classical deviation inequalities of probability theory
• classical inequalities for Gaussian measures in abstract spaces (e.g., Borell (1975 
))
• infinite product measures, leading to sharp concentration inequalities for empirical processes and sums of i.i.d. Banach-space valued random variables, including some recent applications to statistics
• applications to probability and mathematical physics, such as shape fluctuations in in first and last percolation on graphs, concentration in the Sherrington-Kirkpatrick spin glass model, and random matrix theory.
Desirable Previous Knowledge
We shall assume some basic notions of probability and measure theory. This being a non-examinable course, we plan to make this as informal and accessible as possible, in the style of a reading seminar.
Introductory Reading
