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Surface
Fig. 1. (A) Neural Light Transport (NLT) learns to interpolate the 6D light transport function of a surface as a function of the UV coordinate (2 DOFs), incident
light direction (2 DOFs), and viewing direction (2 DOFs). (B) The subject is imaged from multiple viewpoints when lit by dierent directional lights; a geometry
proxy is also captured using active sensors. (C) erying the learned function at dierent light and/or viewing directions enables simultaneous relighting and
view synthesis of this subject. (D) The relit renderings that NLT produces can be combined according to HDRI maps to perform image-based relighting.
e light transport (LT) of a scene describes how it appears under dierent
lighting conditions from dierent viewing directions, and complete knowl-
edge of a scene’s LT enables the synthesis of novel views under arbitrary
lighting. In this paper, we focus on image-based LT acquisition, primarily
for human bodies within a light stage setup. We propose a semi-parametric
approach for learning a neural representation of the LT that is embedded in
a texture atlas of known but possibly rough geometry. We model all non-
diuse and global LT as residuals added to a physically-accurate diuse base
rendering. In particular, we show how to fuse previously seen observations
of illuminants and views to synthesize a new image of the same scene under
a desired lighting condition from a chosen viewpoint. is strategy allows
the network to learn complex material eects (such as subsurface scaering)
and global illumination (such as diuse interreection), while guaranteeing
the physical correctness of the diuse LT (such as hard shadows). With this
learned LT, one can relight the scene photorealistically with a directional
light or an HDRI map, synthesize novel views with view-dependent eects,
or do both simultaneously, all in a unied framework using a set of sparse
observations. alitative and quantitative experiments demonstrate that
our Neural Light Transport (NLT) outperforms state-of-the-art solutions for
relighting and view synthesis, without requiring separate treatments for
both problems that prior work requires. e code and data are available at
hp://nlt.csail.mit.edu.
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1 INTRODUCTION
e light transport (LT) of a scene models how light interacts with
objects in the scene to produce an observed image. e process
by which geometry and material properties of the scene interact
with global illumination to result in an image is a complicated but
well-understood consequence of physics [Pharr et al. 2016]. Much
progress in computer graphics has been through the development
of more expressive and more ecient mappings from a scene model
(geometry, materials, and lighting) to an image. In contrast, invert-
ing this process is ill-posed and therefore more dicult: acquiring
the LT of a scene from images of that scene requires untangling
the myriad interconnected eects of occlusion, shading, shadowing,
interreections, scaering, etc. Solving this task of inferring aspects
of LT from images is an active research area, and even partial solu-
tions have signicant practical uses such as phototourism [Snavely
et al. 2006], telepresence [Orts-Escolano et al. 2016], storytelling
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[Kelly et al. 2019], and special eects [Debevec 2012]. A less obvi-
ous, but equally important application of inferring LT from images
consists of generating groundtruth data for machine learning tasks:
many works rely on high-quality renderings of relit subjects under
arbitrary lighting conditions and from multiple viewpoints to per-
form relighting [Meka et al. 2019; Sun et al. 2019], view synthesis
[Pandey et al. 2019], re-enacting [Kim et al. 2018], and alpha maing
[Sengupta et al. 2020].
Previous work has shown that it is possible to construct a light
stage [Debevec et al. 2000], plenoptic camera [Levoy and Hanrahan
1996], or gantry [Murray-Coleman and Smith 1990] that directly
captures a subset of the LT function and thereby enables the image-
based rendering thereof. ese techniques are widely used in lm
productions and within the research community. However, these
systems can only provide sparse sampling of the LT limited to the
number of LEDs (∼300 on a spherical dome) and the number of cam-
eras (∼50-100 around the subject), resulting in the inability to pro-
duce photorealistic renderings outside the supported camera/light
locations. Indeed, traditional image-based rendering approaches are
usually designed for xed viewpoints and are unable to synthesize
unseen (novel) views under a desired illumination.
In this paper, we learn to interpolate the dense LT function of a
given scene from sparse multi-view, One-Light-at-A-Time (OLAT)
images acquired in a light stage [Debevec et al. 2000], through a
semi-parametric technique that we dub Neural Light Transport
(NLT) (Figure 1). Many prior works have addressed similar tasks (as
will be discussed in Section 2), with classic works tending to rely on
physics to recover analytical and interpretable models, and recent
works using neural networks to infer a more direct mapping from
input images to an output image.
Traditional rendering methods oen make simplifying assump-
tions when modeling geometry, BRDFs, or complex inter-object in-
teractions in order to make the problem tractable. On the other hand,
deep learning approaches can tolerate geometric and reectance im-
perfections, but they oen require many aspects of image formation
(even those guaranteed by physics) be learned “from scratch,” which
may necessitate a prohibitively large training set. NLT is intended
to straddle this divide: we construct a classical model of the subject
being imaged (a mesh and a diuse texture atlas per Lambertian
reectance), but then we embed a neural network within the param-
eterization provided by that classical model, construct the inputs
and outputs of the model in ways that leverage domain knowledge
of classical graphics techniques, and train that network to model
all aspects of LT—including those not captured by a classical model.
By leveraging a classical model this way, NLT is able to learn an
accurate model of the complicated LT function for a subject from a
small training dataset of sparse observations.
A key novelty of NLT is that our learned model is embedded
within the texture atlas space of an existing geometric model of the
subject, which provides a novel framework for simultaneous relight-
ing and view interpolation. We express the 6D LT function (Figure 1)
at each location on the surface of our geometric model as simply
the output of a deep neural network, which works well (as neural
networks are smooth and universal function approximators [Hornik
1991]) and obviates the need for a complicated parameterization of
spatially-varying reectance. We evaluate on joint relighting and
view synthesis using sparse image observations of scanned human
subjects within a light stage, and show state-of-the-art results as
well as compelling practical applications.
In summary, our main contributions are:
• An end-to-end, semi-parametric method for learning to inter-
polate the 6D light transport function per-subject from real data
using convolutional neural networks (Section 3.3);
• A unied framework for simultaneous relighting and view
synthesis by embedding networks into a parameterized texture atlas
and leveraging as input a set of One-Light-at-A-Time (OLAT) images
(Section 3.5);
• A set of augmented texture-space inputs and a residual learning
scheme on top of a physically accurate diuse base, which together
allow the network to easily learn non-diuse, higher-order light
transport eects including specular highlights, subsurface scaering,
and global illumination (Section 3.2 and Section 3.4).
e proposed method allows for photorealistic free-viewpoint ren-
dering under controllable lighting conditions, which not only is
a key aspect in compelling user experiences in mixed reality and
special eects, but can be applied to a variety of machine learning
tasks that rely on photorealistic groundtruth data.
2 RELATED WORK
Our method addresses the problem of recovering a model of light
transport from a sparse set of images of some subject, and then
predicting novel images of that subject from unseen views and/or
under unobserved illuminations. is is a broad problem statement
that relates to and subsumes many tasks in graphics and vision.
Single observation. e most sparse sampling is just a single im-
age, from which one could aempt to infer a model (geometry,
reectance, and illumination) of the physical world that resulted
in that image [Barrow and Tenenbaum 1978]. Despite this task
being severely ill-posed, prior work has demonstrated that such
inference is possible [Barron and Malik 2015; Sengupta et al. 2018; Li
et al. 2018], though existing solutions are limited in their accuracy.
Other learning-based models have been presented for subsets of this
single-image task, such as inferring only the scene’s illumination
[Gardner et al. 2019; LeGendre et al. 2019] or geometry [Eigen et al.
2014; Saxena et al. 2008]. e method of Alldieck et al. [2019] builds
a texture atlas from a single image which is then converted to a
displacement map to infer a geometric representation of a full-body
subject. Kanamori and Endo [2018] show how to relight images of
humans under any desired lighting conditions. Kim et al. [2018] pre-
dict photorealistic faces from diuse renders, showing impressive
results on video sequences.
ough promising, the quality gap between what can be accom-
plished by single-image techniques and what has been demonstrated
by multi-image techniques is signicant. Indeed, all these methods
are limited to a single task at the time, such as relighting [Kanamori
and Endo 2018; Kim et al. 2018; Sengupta et al. 2018] or viewpoint
changes [Alldieck et al. 2019]. StyleRig [Tewari et al. 2020a] recently
showed impressive results on relighting and view synthesis of por-
traits, but this approach starts from a random image and cannot
be used to control specic images. Despite the excellent progress
in this eld, none of these methods shows complex light transport
, Vol. 1, No. 1, Article 1. Publication date: January 2016.
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eects such as specular highlight predictions or subsurface scat-
tering [Kanamori and Endo 2018; Kim et al. 2018]; moreover, their
view synthesis does not allow for full free viewpoints and is usually
limited to portrait images [Tewari et al. 2020a; Kim et al. 2018].
Multiple views. Multiview geometry techniques recover a tex-
tured 3D model that can be rendered using conventional graph-
ics or photogrammetry techniques [Hartley and Zisserman 2003],
but abstract away material and shading variation, and do not en-
able relighting. Image-based rendering techniques such as light
elds [Levoy and Hanrahan 1996] or lumigraphs [Gortler et al.
1996] can be used to directly sample and render the plenoptic func-
tion [Adelson and Bergen 1991], but the accuracy of these techniques
is limited by the density of sampled input images (which tends to be
sparse due to physical and resource constraints). For unstructured
inputs, reprojection-based methods [Buehler et al. 2001; Eisemann
et al. 2008] assume the availability of a geometry proxy, reproject
nearby views to the query view, and perform image blending in
that view. However, such methods rely heavily on the quality of the
geometry proxy and cannot synthesize pixels that are not visible
in the input views. Additionally, none of these methods enables
relighting. A class-specic geometry prior (such as that of a human
body [Shysheya et al. 2019]) can be used to increase the accuracy of
a geometry proxy [Carranza et al. 2003], but this necessarily reduces
out-of-class generalization.
Recently, deep learning techniques have been used to synthesize
new images from sparse sets of input images, usually by training
neural networks to synthesize some intermediate geometric repre-
sentation that is then projected into the desired image [Sitzmann
et al. 2019; Zhou et al. 2018; Srinivasan et al. 2019; Flynn et al. 2019;
Mildenhall et al. 2019, 2020; ies et al. 2020]. Some techniques even
entirely replace the rendering process with a learned “neural” ren-
derer [ies et al. 2019; Martin-Brualla et al. 2018; Pandey et al. 2019;
Lombardi et al. 2019, 2018; Tewari et al. 2020b]. Although eective,
these methods generally do not aempt to explicitly model light
transport and hence do not enable relighting—though they are oen
capable of preserving view-dependent eects for the xed illumina-
tion condition under which the input images were acquired [ies
et al. 2019; Mildenhall et al. 2020]. Additionally, neural rendering
oen breaks “backwards compatibility” with existing graphics sys-
tems, while our approach infers images directly in texture space that
can be re-sampled by conventional graphics soware (e.g., Unity,
Blender, etc.) to synthesize novel viewpoints. Recently, Chen et al.
[2020] propose to learn relightable view synthesis from dense views
(200 vs. 55 in this work) under image-based lighting; using spheri-
cal harmonics as the lighting representation, the work is unable to
produce hard shadow caused by a directional light as in this work.
Multiple illuminants. Similar to the multi-image task (as cameras
function analogously to illuminants in some contexts [Sen et al.
2005]) is the task of photometric stereo [Woodham 1980; Basri et al.
2007]: repeatedly imaging a subject with a xed camera but under
dierent illuminations, and recovering a model that can then be ren-
dered to produce novel images. However, most photometric stereo
solutions are limited by their assumption of Lambertian reectance.
To model more complicated materials, Garg et al. [2006] utilize the
symmetry of illuminations and view directions to collect sparse
samples of an 8D reectance eld, and reconstruct a complete eld
using a low-rank assumption.
More recently, Ren et al. [2015] show that neural networks can be
applied to the task of light transport estimation from a sparse set of
images. Likewise, Meka et al. [2019] leverage two spherical gradient
illumination conditions to train a convolutional neural network to
infer the full reectance eld of a dynamic performer from a set
of xed viewpoints. e work of Sun et al. [2019] uses multiple
illuminants at training time to enable single-image relighting by
representing light sources as a latent variable in an encoder-decoder
architecture, allowing for control over and synthesis of any desired
illumination. Because that approach does not explicitly model the
subject’s geometry, it does not enable view synthesis. e model
of Xu et al. [2019] includes free-viewpoint rendering and light in-
terpolation, but unlike our approach, this work does not explicitly
model the relationship between the light direction and the light
transport function, and therefore requires running the model of Xu
et al. [2018] as a second stage.
Multiple views and illuminants. Perhaps the most eective ap-
proach for addressing sparsity in light transport estimation is to
circumvent this problem entirely, and densely sample whatever is
needed to produce the desired renderings. e landmark work of
Debevec et al. [2000] uses a light stage to acquire the full reectance
eld of a subject by capturing a One-Light-at-A-Time (OLAT) scan of
that subject. ese OLAT scans can be used to relight the subject by
simply taking a weighted average of each image in the scan accord-
ing to some High-Dynamic-Range Imaging (HDRI) environment
map. Despite its excellent results, this approach lacks an explicit
geometric model, so rendering is limited to a xed set of viewpoints.
is has been partially addressed by the work of Ma et al. [2007],
which estimates the 3D face geometry of the performer using a
polarized lighting technique. is method shows impressive results,
but is limited to facial performance capture. e recent system of
Guo et al. [2019] aempts to address many of these limitations by
building a full volumetric relightable model using two spherical
gradient illumination conditions [Fye et al. 2009]. ese comple-
mentary images are applied to a parameterized mesh and allow for
the estimation of normal, albedo, and glossiness.
Assuming accurate geometry is available, one can render G-
buers in the image space and then apply Deep Shading [Nalbach
et al. 2017], a convolutional neural network, to perform the nal
rendering. Although Deep Shading achieves impressive results on
synthetic data, its accuracy is limited by the renderer and shaders
used to generate its training data, while our approach is able to
directly learn from real images. Similarly, Li et al. [2019] use texture
space and regress Precomputed Radiance Transfer (PRT) coe-
cients for deformable objects in animation, but they model only
pre-dened diuse and glossy eects. To model more complicated
lighting eects, Nestmeyer et al. [2020] decompose an image into
shaded albedo (so no cast shadow) and residuals, unlike this work
that models cast shadow as part of a physically accurate diuse
base. In addition, it does not support view synthesis. Zickler et al.
[2006] also pose the problem of appearance synthesis as that of
high-dimensional interpolation, but they use radial basis functions
on smaller-scale data.
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Our work follows the convention of the nascent eld of “neural
rendering” [ies et al. 2019; Lombardi et al. 2019, 2018; Sitzmann
et al. 2019; Mildenhall et al. 2020], in which a separate neural net-
work is trained for each subject to be rendered, and all images of that
subject are treated as “training data” (with some images held out for
validation). ese neural rendering approaches have shown great
promise in terms of their rendering delity, but they require per-
subject training and are as yet unable to generalize across subjects.
Unlike prior work that focuses on a specic task (e.g., relighting
or view synthesis), our texture-space formulation allows for simul-
taneous light and view interpolation. Furthermore, our model is a
valuable training data generator for many works that rely on high-
quality renderings of subjects under arbitrary lighting conditions
and from multiple viewpoints, such as [Meka et al. 2019; Sun et al.
2019; Pandey et al. 2019; Kim et al. 2018; Sengupta et al. 2020]. See a
comprehensive survey on neural rendering by Tewari et al. [2020b].
3 METHOD
Our framework is a semi-parametric model with a residual learning
scheme that aims to close the gap between the diuse rendering
of the geometry proxy and the real input image (Figure 2). e
semi-parametric approach is used to fuse previously recorded ob-
servations to synthesize a novel, photorealistic image under any
desired illumination and viewpoint.
Real ImageRelightables
[Guo et al. 2019]
NLT (ours)
Fig. 2. Photorealism gap between a traditional rendering and a real
image. Even when high-quality geometry and albedo can be captured (e.g.,
by Relightables [Guo et al. 2019]), photorealistic rendering remains chal-
lenging, because any geometric inaccuracy will show up as visual artifacts
(e.g., black rims/holes in the hair), and manually creating spatially-varying,
photorealistic materials is onerous, if possible at all. NLT aims to close this
gap by learning directly from real images the residuals that account for
geometric inaccuracies and non-diuse LT, such as global illumination.
e method relies on recent advances in computer vision that
have enabled accurate 3D reconstructions of human subjects, such
as the technique of Collet et al. [2015] which takes as input several
images of a subject and produces as output a mesh of that subject
and a UV texture map describing its albedo. At rst glance, this
appears to address the entirety of our problem: given a textured
mesh, we can perform simultaneous view synthesis and relighting by
simply re-rendering that mesh from some arbitrary camera location
and under some arbitrary illumination. However, this simplistic
model of reectance and illumination only permits equally simplistic
relighting and view synthesis, assuming Lambertian reectance:
L˜o (x,ωo ) = ρ(x)Li (x,ωi ) (ωi · n(x)) (1)
Here L˜o (x,ωo ) is the diuse rendering of a point x with a surface
normal n(x) and albedo ρ(x), lit by a directional light ωi with an
incoming intensity Li (x,ωi ) and viewed fromωo . is reectance
model is only sucient for describing mae surfaces and direct
illumination. More recent methods (such as Relightables [Guo et al.
2019]) also make strong assumptions about materials by modeling
reectance with a cosine lobe model. e shortcomings of these
methods are obvious when compared to a more expressive rendering
approach, such as the rendering equation [Kajiya 1986], which
makes far fewer simplifying assumptions:
Lo (x,ωo ) = Le (x,ωo ) +∫
Ω
fs (x,ωi ,ωo )Li (x,ωi ) (ωi · n(x)) dωi (2)
From this we observe the many limitations in computing L˜o (x,ωo ):
it assumes a single directional light instead of integrating over the
hemisphere of all incident directions Ω, it approximates an object’s
BRDF fs (·) as a single scalar, and it ignores emied radiance Le (·)
(in addition to scaering and transmiance, which this rendering
equation does not model either). e goal of our learning-based
model is to close the gap between Lo (x,ωo ) and L˜o (x,ωo ), and
furthermore between Lo (x,ωo ) and the observed image.
ough not perfect for relighting, the geometry and texture atlas
provided by Guo et al. [2019] oers us a mapping from each image
of a subject onto a canonical texture atlas that is shared across all
views of that subject. is motivates the high-level approach of
our model: we use this information to map the input images of the
subject from “camera space” (XY pixel coordinates) to “texture space”
(UV texture atlas coordinates), then use a semi-parametric neural
network embedded in this texture space to fuse multiple observations
and synthesize an RGB texture atlas for the desired relit and/or novel-
view image. is is then warped back into the camera space of the
desired viewpoint, thereby giving us an output rendering of the
subject under the desired illumination and viewpoint.
In Section 3.1 and Section 3.2, we describe our data acquisition
setup and the input data to our framework. In Section 3.3, we detail
the texture-space two-path neural network architecture at the core
of our model, which consists of: 1) “observation paths” that take as
input a set of observed RGB images that have been warped into the
texture space and produce a set of intermediate neural activations,
and 2) a “query path” that uses these activations to synthesize a
texture-space rendering of the subject according to some desired
light and/or viewing direction.
e texture-space inputs encode a rudimentary geometric under-
standing of the scene and correspond to the arguments of the 6D LT
function (i.e., UV location on the 3D surface x, incident light direc-
tionωi , and viewing directionωo ). By using a skip-link between
the query path’s diuse base image and its output as described in
Section 3.4, our model is encouraged to learn a residual between
the provided Lambertian rendering with geometric artifacts and
the real-world appearance, which not only guarantees the physical
correctness of the diuse LT, but also directs the network’s aention
towards learning higher-order, non-diuse LT eects. In Section 3.6,
we explain how our model is trained end-to-end to minimize a pho-
tometric loss and a perceptual loss in the camera space. Our model
is visualized in Figure 4.
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3.1 Hardware Setup and Data Acquisition
Our method relies on directional light images (One-Light-at-A-Time
[OLAT] images) in the form of texture-space UV buers. is re-
quires us to acquire training images under known illumination
conditions alongside a parameterized geometric model to obtain
the UV buers. We use a light stage similar to Sun et al. [2019]
to acquire OLAT images where only one (known) directional light
source is active in each image. For each session we captured 331
OLAT images for 64 RGB cameras placed around the performer.
When a light is pointing towards a given camera or gets blocked by
the subject, the resultant image is either “polluted” by the glare or
is overly dark. As such, for a given camera, there are approximately
130 usable OLAT images. ese OLAT images are sparse samples
of the 6D light transport function, which NLT learns to interpolate.
We visualize samples of these OLAT images in Figure 3.
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Fig. 3. Sample images used for model training. We train our model
with multi-view, One-Light-at-A-Time (OLAT) images, in each of which only
one (known) directional light is active at a time. A proxy of the underlying
geometry is also required by NLT, but it can be as rough as 500 vertices
(see Section 4.3). These images are sparse samples of the 6D light transport
function that NLT learns to interpolate.
Following previous works [Meka et al. 2019; Sun et al. 2019], we
ask the subject to stay still during the acquisition phase, which lasts
∼6 seconds for a full OLAT sequence. Since it is nearly impossible for
the performer to stay perfectly still, we align all the images using the
optical ow technique of Meka et al. [2019]: we capture “all-lights-
on” images throughout the scan that are used as “tracking frames,”
and compute 2D ow elds between each tracking frame and a
reference tracking frame taken from the middle of the sequence.
ese ow elds are then interpolated from the tracking frames to
the rest of the images to produce a complete alignment.
Following the approach of Guo et al. [2019], we use 32 high-
resolution active IR cameras and 16 custom dot illuminator projec-
tors to construct a high-quality parameterized base mesh of each
subject fully automatically. ese data are critical to our approach,
as the estimated geometry provided by this system provides the
substrate that our learned model is embedded within in the form of
a texture atlas. However, this captured 3D model is far from perfect
due to approximations in the mesh model (that cannot accurately
model ne structures such as hair) and hand-craed priors in the
reectance estimation (that relies on a cosine lobe BRDF model).
is is demonstrated in Figure 2. Our model overcomes these issues
and enables photorealistic renderings, as demonstrated in Section 4.
Additionally, we demonstrate in Section 4.3 that our neural render-
ing approach is robust to geometric degradation and can work with
geometry proxies of as few as 500 vertices.
We collect a dataset of 70 human subjects with xed poses, each
of which provides ∼18,000 frames under 331 lighting conditions
and 55 viewpoints (before ltering out glare-polluted and overly
dark frames, as aforementioned). We randomly hold out 6 lighting
conditions and 2 viewpoints for training. Subjects are selected to
maximize diversity in terms of clothing, skin color, and age. By
training our model to reproduce held-out images from these light
stage scans, it is able to learn a general LT function that can be used
to produce renderings for arbitrary viewpoints and illuminations.
Because our scans do not share the same UV parameterization, we
train a separate model for each subject.
3.2 Texture-Space Inputs
In order to perform light and view interpolation, we use as input to
our model a set of OLAT images, the subject’s diuse base, and the
dot products of the surface normals with the desired or observed
viewing directions or light directions (a.k.a. “cosine maps”), all in
the UV texture space. is augmented input allows our learned
model to leverage insights provided by classic graphics models, as
the dot products between the normals and the viewing or lighting
directions are the standard primitives in parametric reectance
models (Equations 1, 2, etc.).
ese augmented texture-space input buers supercially resem-
ble the “G-buers” used in deferred shading models [Deering et al.
1988] and used with neural networks in Deep Shading [Nalbach et al.
2017]. But unlike Nalbach et al. [2017], our goal is to train a model
for view and light interpolation using real images, instead of ren-
derings from a CG model. is dierent goal motivates additional
novelties of our approach, such as the embedding of our model
in UV space (which removes the dependency on viewpoints and
implicitly provides aligned correspondence across multiple views)
and our use of a residual learning scheme (to encourage training to
focus on higher-order LT eects). Li et al. [2019] also successfully
employ deep learning in the texture space and regress PRT coe-
cients for deformable objects, but they learn only predened diuse
and glossy light transport from synthetic rendering. We use three
types of buers in our model, as described below.
Cosine map. Assuming directional light sources, we calculate the
cosine map of a light as the dot product between the light’s direction
ω and the surface’s normal vector n(x). For each view and light
(both observed and queried), we compute two cosine maps: a view
cosine map n(x)·ωo and a light cosine map n(x)·ωi . Crucially, these
maps also take into account visibility, computed on geometry proxy
via ray marching, such that the light cosines also provide rough
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Fig. 4. Model. Our network consists of two paths. The “observation paths” take as input K nearby observations (as texture-space residual maps) sampled
around the target light and viewing directions, and encode them into multiscale features that are pooled to remove the dependence on their order and number.
These pooled features are then concatenated to the feature activations of the “query path,” which takes as input the desired light and viewing directions (in the
form of cosine maps) as well as the physically accurate diuse base (also in the texture space). This path predicts a residual map that is added to the diuse
base to produce the texture rendering. With the (dierentiable) UV wrapping pre-defined by the geometry proxy, we then resample the texture-space rendering
back into the camera space, where the prediction is compared against the ground-truth image. Because the entire network is embedded in the texture space of
a subject, the same model can be trained to perform relighting, view synthesis, or both simultaneously, depending on the input and supervision.
understanding of cast shadows, leaving the network an easier task
of adding, e.g., global illumination eects to these hard shadows.
Diuse base. e diuse base is obtained by summing up all OLAT
images for each view or equivalently, illuminating the subject from
all directions simultaneously (because light is additive). ese mul-
tiple views are then averaged together in the texture space, which
mitigates the view-dependent eects and produces a texture map
that resembles albedo. Note that multiplying the diuse base by
a light cosine map produces the diuse rendering (with hard cast
shadows) for that light L˜o (x,ωi ). e construction of this diuse
base is visualized in the boom middle of Figure 4.
Residual map. We compute the dierence between each observed
OLAT image and the aforementioned diuse base, thereby capturing
the “non-diuse and non-local” residual content of each input image.
ese residual maps are available only for the sparsely captured
OLAT from xed viewpoints. To synthesize a novel view for any
desired lighting condition, our network uses a semi-parametric
approach that interpolates previously seen observations and their
residual maps, generating the nal rendering.
3.3 ery and Observation Networks
Our semi-parametric approach is shown in Figure 4: the network
takes as input multiple UV buers in two distinct branches, namely a
“query path” and “observation paths.” e query path takes as input
a set of texture maps that can be generated from the captured geom-
etry, i.e., view/light cosine maps and a diuse base. e observation
paths represent the semi-parametric nature of our framework and
have access to non-diuse residuals of the captured OLAT images.
e two branches are merged in an end-to-end fashion to synthesize
an unseen lighting condition from any desired viewpoint.
To synthesize a new image of the subject under a desired lighting
and viewpoint, we have access to potentially all the OLAT images
from multiple viewpoints. e goal of the observation paths is
to combine these images and extract meaningful features that are
passed to the query path to perform the nal rendering. However,
using all these observations as input is not practical during training
due to memory and computational limits. erefore, for a desired
novel view and light condition, we randomly select only K = 1 or 3
OLAT images from the “neighborhood” as observations (the precise
meaning of “neighborhood” will be claried in Section 3.6). e ran-
dom sampling prevents the network from “cheating” by memorizing
xed neighbors-to-query mappings and encourages it to learn that
for a given query, dierent observation selections should lead to the
same prediction.
ese observed images (in the form of UV-space residual maps
as shown in Figure 4) are then fed in parallel (i.e., processed as
a “batch”) into the observation paths of our network, which can
alternatively be thought of as K distinct networks that all share the
same weights. e resulting set of K network activations are then
averaged across the set of images by taking their arithmetic mean∗,
∗In practice, we observe no improvement when we replace the uniform weights with
the barycentric coordinates of the query w.r.t. its K = 3 observations.
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Fig. 5. Modeling non-diuse BSSRDFs as residuals in relighting. A diuse base (le) captures all diuse LT (e.g., hard shadows) under a novel point
light. By learning a residual on top of this base rendering, NLT can reproduce non-diuse LT (here, specularities and subsurface scaering) from the actual
scene appearance. When predicting specularities (center), the NLT emits exclusively positive residuals (negative part hence not shown) to add bright highlights
to the diuse base. When predicting scaering (right), the additive residuals represent additional illumination provided by nearby subsurface light transport.
thereby becoming invariant to their cardinality and order, and are
then passed to the query path.
While the goal of the observation paths is to process input images
and glean reectance information from them, the goal of the query
path is to take as input information that encodes the non-diuse
residuals of nearby lights/views and then predict radiance values
of the queried light and view positions at each UV location. We
therefore concatenate the aggregated activations from the observa-
tion paths to the self-produced activations of the query path using
a set of cross-path skip-connections. e query path then decodes a
texture-space rendering of the subject under the desired light and
viewing directions, which is then resampled to the perspective of the
desired viewpoint using conventional, dierentiable UV wrapping.
Our proposed architecture has several advantages over a single-
path network that would take as input all the available observations,
which would be prohibitively expensive in terms of memory and
computation. Because our observation paths do not depend on a
xed order or number of images, during training, we can simply
select a dynamic subset of whatever observations that are best suited
to the desired lighting and viewpoint. is ability is useful because
the lights and cameras in our dataset are sampled at dierent rates—
lights are ∼4× denser than cameras. e superiority of this dual-
path design is demonstrated by both qualitative and quantitative
experiments in Section 4.4.
3.4 Residual Learning of High-Order Eects
When synthesizing the output texture-space image in the query
path of our network, we do not predict the nal image directly.
Instead, we have a residual skip-link [He et al. 2016] from the in-
put diuse base to the output of our network. Formally, we train
our deep neural network to synthesize a residual ∆L that is then
added to our diuse base L˜o (x,ωo ) to produce our nal predicted
rendering Lo (x,ωo ) = ∆L + L˜o (x,ωo ). is approach of adding a
physically-correct diuse rendering allows our network to focus on
learning higher-order, non-diuse, non-local light transport eects
(specularities, scaering, etc.) instead of having to “re-learn” the
fundamentals of image formation (basic colors, rough locations and
shapes of cast shadows, etc.). Because these residuals are the un-
constrained output of a network, this model is able to describe any
output image: positive residuals can be added to represent specular-
ities, and negative residuals can be added to represent shading or
shadowing. is residual approach causes our model to be implic-
itly regularized towards a simplied but physically-plausible diuse
model – the network can “fall back” to the diuse base rendering
by simply emiing zeros.
We demonstrate that our method is capable of modeling compli-
cated lighting eects including specular highlights (BRDFs), sub-
surface scaering (BSSRDFs), and diuse interreection (global
illumination), in the context of relighting a toy dragon scene. We
consider a 3D model with perfect geometry and known material
properties and render it in a virtual scene similar to a light stage
setup using Cycles (Blender’s built-in, physically-based renderer).
We produce a diuse render of the scene as a baseline, and then
re-render it using both our model and Blender with three lighting
eects: specular highlights, subsurface scaering, and diuse inter-
reections, to demonstrate that NLT is capable of modeling those
eects. e results are shown in Figure 5 and Figure 6.
Specular highlights. In Blender, we mix a glossy shader into the
dragon’s diuse shader and re-render the scene, resulting in a render
with highlights. We then train our model to infer these residuals for
relighting. In Figure 5 (center), we show the NLT renderings under
two novel light directions (unseen during training) alongside with
the ground-truth renderings. e residual image predicted by our
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model correctly models the specular highlights, and our rendering
closely resembles the ground truth.
Subsurface scaering. Our model can capture lighting eects that
cannot be captured by a BRDF, such as subsurface scaering. We
mix a subsurface scaering shader into the dragon’s diuse shader,
and then train our model to learn these eects in relighting. As
shown in Figure 5 (right), the NLT results are almost identical to
the ground truth.
Diuse interreection. To demonstrate global illumination, in Fig-
ure 6 we place a mae green wall into the scene, and we see that
NLT is able to accurately predict the non-local light transport of a
green glow cast by the wall onto the dragon.
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Fig. 6. Modeling global illumination as residuals in relighting (same
diuse bases as in Figure 5). In addition to intrinsic material properties, NLT
can also learn to express global illumination (e.g., diuse interreflection) as
residuals. Here we add a diuse green wall to the right of the scene (le).
Under Novel Light 1 (right top), the wall provides additional green indirect
illumination, so the residuals are green and mostly positive. Notably, the
residuals are not necessarily all positive: under Novel Light 2 (right boom),
the residuals are mostly negative and high in blue and red, eectively casting
“negative purple” indirect illumination that results in a greenish tinge.
3.5 Simultaneous Relighting and View Synthesis
Embedded in the texture space, NLT is a unied framework that
can perform relighting, view synthesis, or both simultaneously. e
architecture described in Section 3.3 takes as input the cosine maps
that encode the light and viewing directions, as well as a set of
observed residual maps from nearby lights and/or views (neighbor
selection scheme in Section 3.6). Since there is no model design
specic to relighting or view synthesis, the model is agnostic to
which task it is solving other than interpolating the 6D LT function.
erefore, by varying both lights and views in the training data, the
model can be trained to render the subject under any desired illumi-
nation from any camera position (a.k.a. simultaneously relighting
and view synthesis). We demonstrate this capability in Section 4.2
and the supplemental video.
3.6 Network Architecture, Losses, and Other Details
Both paths of our architecture are modications of the U-Net [Ron-
neberger et al. 2015], where our query path is a complete encoder-
decoder architecture (with skip-connections) that decodes the nal
predicted image, while our observation path is just an encoder. Fol-
lowing standard conventions, each scale of the network consists of
two convolutional layers (except at the very start and end), where
downsampling and upsampling are performed using strided (possi-
bly transposed) convolutions, and the channel number of the feature
maps is doubled aer each downsampling and halved aer each
upsampling. Detailed descriptions of the architectures of these two
networks are provided in Tables 1 and 2. conv(d,w ×h, s) denotes a
two-dimensional convolutional layer (a.k.a. “conv2D”) with d out-
put channels, a lter size of (w × h), and a stride of s , and is always
followed by a leaky ReLU [Maas et al. 2013] activation function.
convTis the transpose of conv and is also followed by a leaky ReLU.
No normalization is used. Note that the activations from the obser-
vation paths are appended to the query path before its internal skip
connections, meaning that observation activations are eectively
skip-connected to the decoder of the query network.
Table 1. The neural network architecture of our “observation path.”
ID Operator Output Shape
O1 conv(16, 1 × 1, 1) H W 16
O2 conv(16, 3 × 3, 2) H/2 W /2 16
O3 conv(16, 3 × 3, 1) H/2 W /2 16
O4 conv(32, 3 × 3, 2) H/4 W /4 32
O5 conv(32, 3 × 3, 1) H/4 W /4 32
. . . . . . . . .
O14 conv(1024, 3 × 3, 2) H/128 W /128 1024
O15 conv(1024, 3 × 3, 1) H/128 W /128 1024
O16 conv(2048, 3 × 3, 2) H/256 W /256 2048
O17 conv(2048, 3 × 3, 1) H/256 W /256 2048
Table 2. The neural network architecture of our “query path.” The layers
that reflect skip connections from the activations of our observation path in
Table 1 are highlighted in blue, and U-Net-like skip-links within the query
path are highlighted in green.
ID Operator Output Shape
Q1 conv(16, 1 × 1, 1) H W 16
Q2 append (mean(O1)) H W 32
Q3 conv(16, 3 × 3, 2) H/2 W /2 16
Q4 conv(16, 3 × 3, 1) H/2 W /2 16
Q5 append (mean(O3)) H/2 W /2 32
Q6 conv(32, 3 × 3, 2) H/4 W /4 32
Q7 conv(32, 3 × 3, 1) H/4 W /4 32
Q8 append (mean(O5)) H/4 W /4 64
. . . . . . . . .
Q44 append (Q8) H/4 W /4 80
Q45 convT(8, 3 × 3, 2) H/2 W /2 8
Q46 convT(8, 3 × 3, 1) H/2 W /2 8
Q47 append (Q5) H/2 W /2 40
Q48 convT(4, 3 × 3, 2) H W 4
Q49 convT(4, 3 × 3, 1) H W 4
Q50 append (Q2) H W 36
Q51 convT(3, 1 × 1, 1) H W 3
We trained our model to minimize losses in the image space
between the predicted image Lo (xi ,ωo ) and the ground-truth cap-
tured image. To this end, we rst resample the UV-space prediction
back to the camera space, and then compute the total loss as a com-
bination of a robust photometric loss [Barron 2019] and a perceptual
loss (LPIPS) [Zhang et al. 2018].
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We use the loss function of Barron [2019] with α = 1 (also known
as pseudo-Huber loss) applied to a CDF9/7 wavelet decomposition
[Cohen et al. 1992] in the YUV color space:
LI =
∑
i
√(
CDF (YUV (Lo (xi ,ωo ) − L∗o (xi ,ωo )))
c
)2
+ 1 − 1 (3)
We empirically set the scale hyperparameter c = 0.01. As was
demonstrated in Barron [2019], we found that imposing a robust
loss in this YUV wavelet domain produced reconstructions that
beer captured both high-frequency and low-frequency details.
e perceptual loss LP [Zhang et al. 2018] is dened as the `2
distance in feature space extracted with a VGG network [Simonyan
and Zisserman 2014] pre-trained on ImageNet [Deng et al. 2009]. e
nal loss function is simply the sum of the two lossesL = LI +LP .
Empirically, we found that using the same weight for both losses
achieved the best results.
We trained our model by minimizing L using Adam [Kingma
and Ba 2015] with a learning rate of 2.5× 10−4, a batch size of 1, and
the following optimizer hyperparameters: β1 = 0.9, β2 = 0.999, ϵ =
10−7. Our model is implemented in TensorFlow [Abadi et al. 2016]
and trained on a single Nvidia Tesla P100, which takes less than 12
hours for the real scenes and much less for synthetic scenes.
Observations. Our observation paths are designed to be invariant
to the number and order of observations, so that one can input as
many observations into the path as the task requires or memory
constraints permit. During training, the observations are the K = 3
neighbors randomly sampled from a cone around the query light
direction with an apex angle of 30◦ for relighting, or from a pool of
nearby cameras that have large visibility overlap in the UV space
(per-texel “and” operation) with the query camera for view synthesis.
In training simultaneous models, we use K = 1 neighbor with
both the nearest camera and light as the observation. At test time,
thanks to the framework’s invariance to the number and order of
observations, we use a xed set of observations to reduce ickering
caused by frequent neighborhood switching. One may also use all
of the physical lights and cameras as observations at test time.
Resolutions. For relighting and view synthesis, our texture-space
images have a resolution of 1024×1024, and the camera-space images
have a resolution of 1536 × 1128. For simultaneous relighting and
view synthesis, the resolutions used are 512 × 512 in the UV space
and 1024 × 752 in the camera space.
4 RESULTS
We perform multiple quantitative and qualitative experiments to
demonstrate the ecacy of our model for relighting (Section 4.1)
and view synthesis (Section 4.2), which are further claried through
performance analysis (Section 4.3) and ablation studies (Section 4.4).
Additionally, we present qualitative results for HDRI relighting and
for simultaneous view synthesis and relighting. All results are on
unseen target light and viewing directions unless stated otherwise.
4.1 Relighting
We start our evaluation demonstrating that the method can synthe-
size new lighting conditions of the subject. Once we have learned
the Neural Light Transport (NLT) of a given scene, we can relight the
scene with a novel incident light direction ωi by simply querying
our model.
First, we quantitatively evaluate our model against the state-of-
the-art relighting solutions and ablations of our model, and report
our results in Table 3 in terms of Peak Signal-to-Noise Ratio (PSNR),
SSIM [Wang et al. 2004], and LPIPS [Zhang et al. 2018]. We see that
our method outperforms all baselines and ablations, although simple
baselines such as diuse rendering and barycentric blending also
obtain high scores. is appears to be due to these metrics under-
emphasizing high frequency details and high-order light transport
eects. ese results are more easily interpreted using the visual-
ization in Figure 7, where we see that the renderings produced by
our approach more closely resemble the ground truth than those
of other models. In particular, our method synthesizes shadows,
specular highlights, and self-occlusions with higher precision when
compared against simple barycentric blending, as well as state-of-
art neural rendering algorithms such as Nalbach et al. [2017] and
Xu et al. [2018]. Our approach also produces more realistic results
than the geometric 3D capture pipeline of Guo et al. [2019]. See the
supplemental video for more examples.
Table 3. Relighting. NLT (or its variant) outperforms all baselines in terms
of PSNR and LPIPS [Zhang et al. 2018]. Although barycentric blending
achieves a similar SSIM score [Wang et al. 2004], it produces inaccurate
renderings (such as ghosting shadows) upon visual inspection (Column
4 of Figure 7). Ablating the perceptual loss slightly increases PSNR, but
degrades rendering quality by losing high-frequency details (such as the
facial specularities shown in Figure 7). The numbers are means and 95%
confidence intervals.
Method PSNR ↑ SSIM ↑ LPIPS ↓
Diuse Base 30.21 ± .08 .878 ± .003 .102 ± .003
Barycentric Blending 34.28 ± .20 .942 ± .002 .051 ± .002
Deep Shading [2017] 33.67 ± .27 .918 ± .009 .106 ± .012
Xu et al. [2018] 31.94 ± .09 .923 ± .003 .089 ± .003
Relightables [2019] 31.03 ± .08 .891 ± .003 .090 ± .003
NLT (ours) 33.99 ± .19 .942 ± .002 .045 ± .002
NLT w/o residuals 33.65 ± .25 .928 ± .006 .063 ± .007
NLT w/o observations 32.56 ± .15 .925 ± .002 .064 ± .002
NLT w/o LPIPS [2018] 34.43 ± .24 .939 ± .005 .066 ± .006
HDRI relighting. Our model’s ability to synthesize images corre-
sponding to arbitrary light directions allows us to render subjects
under arbitrary HDRI environment maps. To do this, we synthesize
331 directional OLAT images that cover the whole light stage dome.
ese images are then converted to light stage weights by approxi-
mating each light with a Gaussian around its center, and we produce
the HDRI relighting results by simply using a linear combination
of the rendered OLAT images [Debevec et al. 2000]. As shown in
Figure 8, we are able to reproduce view-dependent eects as well
as specular highlights with high delity, and generate compelling
composites of the subjects in virtual scenes. See the supplemental
video for more examples.
4.2 View Synthesis
Here we present results for the view synthesis task: synthesizing
novel viewpoints while also capturing view-dependent eects. A
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4. Barycentric 
Blending
2. NLT (ours)1. Ground Truth 7. Relightables
[2019]
6. [Xu et al. 2018]3. Nearest Light 5. Deep Shading 
[2017]
NLT (ours)Ground Truth
A
B
C
A B C
NLT (ours)Ground Truth NLT (ours)Ground Truth
Fig. 7. Relighting by a directional light. Here we visualize the performance of our NLT for the task of relighting using directional lights. We show
representative examples of full-body subjects with zoom-ins detail focusing on cast shadows (A, C) and facial specular highlights (B). Note how our method is
able to outperform all the other approaches with sharper and ghosting-free results that are drastically dierent from the nearest neighbors.
quantitative analysis is presented in Table 4, where we see that
our approach outperforms the baselines and is comparable with
ies et al. [2019], which (unlike our technique) only performs view
synthesis and does not enable relighting. A qualitative analysis is
visualized in Figure 9. We see that the inferred residuals produced
by NLT are able to account for the non-diuse, non-local light trans-
port and mitigate the majority of artifacts in the diuse base caused
by geometric inaccuracy. We see that renderings from NLT exhibit
accurate specularities and sharper details, especially when com-
pared with other machine learning methods, thereby demonstrating
that our model is able to capture view-dependent eects. See the
supplementary video for more examples.
Simultaneous relighting and view synthesis. In Figure 10, we show
the unique ability of our model to synthesize illumination and view-
points simultaneously with an unprecedented quality for human
capture. Note that our model’s ability to naturally handle this si-
multaneous task is a direct consequence of embedding our neural
network within the UV texture atlas space of the subject. All that is
required to enable simultaneous relighting and view interpolation is
interleaving the training data for both tasks and training a single in-
stance of our network (more details in Section 3.5). Figure 10 shows
that our method accurately models shadows and global illumination,
while correctly capturing high-frequency details such as specular
highlights. See the supplementary video for more examples.
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Fig. 8. HDRI relighting. Because NLT can relight a subject with any directional light, it can be used to render OLAT “bases” that can then be linearly
combined to relight the scene for a given HDRI map (shown as insets) [Debevec et al. 2000]. The relit subjects exhibit realistic specularities and shadows.
Table 4. View synthesis. NLT outperforms all baselines (top) and abla-
tions (boom) in terms of the LPIPS perceptual metric [Zhang et al. 2018].
DNR [Thies et al. 2019] outperforms NLT in terms of PSNR and SSIM [Wang
et al. 2004], but visual inspection of Figure 9 shows that DNR fails to recover
some high-frequency detail (which is not well captured by PSNR/SSIM) that
NLT captures, such as eye specularities (see also the supplemental video).
Additionally, DNR does not provide a means for relighting (simultaneous
or otherwise). For fair comparisons, we circumvent the need to learn view-
points for screen-space methods, such as barycentric blending and Deep
Shading [Nalbach et al. 2017], by performing their operations in the UV
space. The numbers are means and 95% confidence intervals.
Method PSNR ↑ SSIM ↑ LPIPS ↓
Diuse Base 31.45 ± .268 .917 ± .005 .070 ± .004
Bary. Blending (UV) 34.97 ± .273 .960 ± .002 .035 ± .002
Deep Shading (UV) 34.77 ± .405 .950 ± .009 .058 ± .009
DNR 35.49 ± .315 .966 ± .002 .039 ± .002
Relightables 32.24 ± .246 .922 ± .005 .065 ± .004
NLT (ours) 34.83 ± .259 .959 ± .002 .030 ± .001
NLT w/o residuals 34.49 ± .258 .958 ± .002 .032 ± .001
NLT w/o obs. 34.43 ± .286 .953 ± .003 .037 ± .002
NLT w/o LPIPS 34.36 ± .273 .959 ± .003 .041 ± .002
4.3 Performance Analysis
Here we analyze how our model performs with respect to dierent
factors. We show that as the geometry degrades, our neural ren-
dering approach consistently outperforms traditional reprojection-
based methods, which heavily rely on the geometry quality. In
relighting, we show that our model performs reasonably when the
number of illuminants is reduced, demonstrating the potential ap-
plicability of NLT to smaller light stages.
View synthesis. Because NLT leverages a geometry proxy to gen-
erate a texture parameterization, we study its robustness against
geometry degradation in the context of view synthesis. We deci-
mate our mesh progressively from the original 100k vertices down
to only 500 vertices (Figure 11 boom le). At each mesh resolution,
we train one NLT model with K = 3 nearby views and evaluate
it on the held-out views. With the geometry proxy, one can also
reproject nearby observed views to the query view, followed by dif-
ferent types of blending [Eisemann et al. 2008; Buehler et al. 2001].
We compare renderings from NLT with those of Eisemann et al.
[2008] at each decimation level. As Figure 11 shows, even at the
extreme decimation level of 500 vertices, NLT produces reasonable
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1. Diffuse Base 4. Ground Truth2. Pred. Residuals
(+ only)
3. NLT (ours) 6. Deep Shading
[2017] (UV)
5. DNR [2019]
A
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C
D
7. Relightables
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Fig. 9. View synthesis. Here we visualize the NLT results for the task of synthesizing unseen views of a subject. The diuse base (Column 1) fails to capture
fine geometry (hair, chins, etc.), non-Lambertian material eects (specularities and subsurface scaering), and global illumination, all of which are corrected
for by the residuals (Column 2) predicted by NLT (Column 3). NLT is able to handle view-dependent specularities (eyes, nose tips, cheeks), high-frequency
geometry variation (Subjects B and D’s hair), and global illumination (Subjects A, B, and C’s shirts). We see a substantial improvement over the state-of-the-art
view synthesis method of Thies et al. [2019] (Column 5), which tends to produce blurry results (the missing specularities in Subject B’s eyes) and over the
recent geometric approach of Guo et al. [2019] (Column 7), which lacks non-Lambertian material eects. We also compare against an enhanced version
of Deep Shading [Nalbach et al. 2017] that has been trained in our texture space (a` la Li et al. [2019]) so that the model does not need to learn cross-view
correspondences. As Column 6 shows, images synthesized by this enhanced baseline are less faithful to the ground truth (Column 4) than NLT.
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Fig. 10. Simultaneous relighting and view synthesis. Our model is able to perform simultaneous relighting and view synthesis, and produces accurate
renderings (including view- and light-dependent eects) for unobserved viewpoints and light directions. In the x -axis we vary illumination, and in the y-axis
we vary the view. This functionality is enabled by our decision to embed our neural network architecture within the texture atlas of a subject.
Floating 
Textures 
[2008]
NLT 
(ours)
0.5k Vertices 5k Vertices 100k Vertices (original)0.5k 1k 5k 10k 50k 100k
NLT (ours)
Floating 
Textures
→
Fig. 11. View synthesis performance w.r.t. quality of the geometry proxy. As we decimate the geometry proxy from 100k vertices down to only 500
vertices, NLT remains performant in terms of the LPIPS perceptual metric [Zhang et al. 2018] (lower is beer; bands indicate 95% confidence intervals), while
Floating Textures [Eisemann et al. 2008], a reprojection-based method, suers from the low quality of the geometry proxy, producing missing pixels (e.g., in
the hair) and misplaced high-frequency paerns (e.g., shadow boundaries), as highlighted by the yellow arrows. Both NLT and Floating Textures use the same
three nearby views.
rendering with no missing pixels, because it has learned to hallu-
cinate pixels that are non-visible from any of the nearby views. In
contrast, Floating Textures [Eisemann et al. 2008] leaves missing
pixels unlled (e.g., in the hair) due to reprojection errors stemming
from the rough geometry proxy. As the geometry proxy gets more
accurate, Floating Textures improves but still struggles to render
high-frequency paerns correctly (such as the shadow boundary
beside the nose, highlighted by a yellow arrow), even at the original
mesh resolution. In comparison, the high-frequency paerns in
the NLT rendering match closely the ground truth. antitatively,
NLT also outperforms Floating Textures in terms of the LPIPS per-
ceptual metric [Zhang et al. 2018] (lower is beer) across all mesh
resolutions.
Relighting. In this experiment, we articially downsample the
lights on the light stage to study the eects of light density on NLT’s
relighting performance. We use only 60% of the lights to train a
relighting model, which translates to around 75 lights per camera.
Although the model is still able to relight the person reasonably
in Figure 12, inspection reveals that the relit image has ghosting
shadows like those oen observed in barycentric blending.
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Ground Truth Barycentric 
Blending
All Lights 60% Lights
Fig. 12. Training with sparser lights. When only 60% lights are used to
train a relighting model, we observe ghosting shadows in our relit rendering
(yellow arrow), similar to those produced by barycentric blending.
4.4 Ablation Studies
Our quantitative evaluations of relighting and view synthesis (Ta-
bles 3 and 4) include ablation studies of our model, in which separate
model components are removed to demonstrate that component’s
contribution.
Ground Truth NLT w/o 
Residuals
NLT w/o 
Observations
NLT (ours) NLT w/o 
LPIPS [2018]
Fig. 13. Ablation studies in the context of relighting. Removing dierent
components of our model reduces rendering quality: no direct access to
the diuse base makes it more challenging for the network to learn hard
shadows, having no observation path deprives the network of information
from nearby views or lights, and removing the perceptual loss of Zhang
et al. [2018] results blurs the shadow boundary.
No observation paths. Instead of our two-path query/observation
network (Section 3.3) we can just train the query path of our network
without the available observations. As shown in Figure 13, this
ablation struggles to synthesize details for each possible view and
lighting condition, and produces oversmoothed results.
No residual learning. Instead of using our residual learning ap-
proach (Section 3.4) we can allow our network to directly predict
the output image. As shown in Figure 13, depriving our network
of a physically accurate diuse base reduces the quality of the ren-
dered image, likely because the network is then forced to waste its
capacity on inferring shadows and albedo. Our proposed residual
learning scheme allows our model to focus on learning higher-order
light transport eects, which results in more realistic renderings.
No perceptual loss. We nd that adding a perceptual loss as pro-
posed by Zhang et al. [2018] helps the network produce higher-
frequency details (such as the hard shadow boundary in Figure 13).
antitative evaluations verify this observation: full NLT with the
perceptual loss achieves the best perceptual scores in both tasks of
relighting and view synthesis.
5 LIMITATIONS
Similar to recent works in neural rendering [Lombardi et al. 2019;
ies et al. 2019; Lombardi et al. 2018; Sitzmann et al. 2019; Milden-
hall et al. 2020], our method must be trained individually per scene,
and generalizing to unseen scenes is an important future step for
the eld. Additionally, the xed 1024 × 1024 resolution of our
texture-space model limits our model’s ability to synthesize higher-
frequency contents, especially when the camera zooms very close
to the subject. is could be solved by training on higher-resolution
images, but this would increase memory requirements and likely
require signicant engineering eort.
Our method has occasional failure modes as shown in Figure 14,
where complex light transport eects, such as the ones on the glit-
tery chain, are hard to synthesize, and the nal renderings lack
high-frequency details.
Ground Truth NLT (ours)
Fig. 14. A failure case in view synthesis. NLT may fail to synthesize views
of complicated light transport eects, such as those on the gliery chain.
6 CONCLUSION
We have presented Neural Light Transport (NLT), a semi-parametric
deep learning framework that allows for simultaneous relighting
and view synthesis of full-body scans of human subjects. Our ap-
proach is enabled by prior work [Guo et al. 2019] that provides a
method for recovering geometric models and texture atlases, and
uses as input One-Light-at-A-Time (OLAT) images captured by a
light stage. Our model works by embedding a deep neural network
into the UV texture space provided by a mesh and texture atlas, and
then training that model to synthesize texture-space RGB images
corresponding to observed light and viewing directions. Our model
consists of a dual-path neural network architecture for aggregating
information from observed images and synthesizing new images,
which is further enhanced through the use of augmented texture-
space inputs that leverage insights from conventional graphics tech-
niques and a residual learning scheme that allows training to focus
on higher-order light transport eects such as highlights, scaer-
ing, and global illumination. Multiple comparisons and experiments
demonstrate clear improvement over previous specialized relighting
or view synthesis solutions, and our approach additionally enables
simultaneous relighting and view synthesis.
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