Abstract. We give strengthened versions of the Herwig-Lascar and Hodkinson-Otto extension theorems for partial automorphisms of finite structures. Such strengthenings yield several combinatorial and group-theoretic consequences for homogeneous structures. For instance, we establish a coherent form of the extension property for partial automorphisms for certain Fraïssé classes. We deduce from these results that the isometry group of the rational Urysohn space, the automorphism group of the Fraïssé limit of any Fraïssé class that is the class of all F -free structures (in the Herwig-Lascar sense), and the automorphism group of any free homogeneous structure over a finite relational language, all contain a dense locally finite subgroup. We also show that any free homogeneous structure admits ample generics.
Introduction
The purpose of this paper is to prove results that strengthen the Herwig-Lascar extension theorem [5, Theorem 3.2] and the Hodkinson-Otto extension theorem [7, Theorem 9] . The strengthening is obtained by replacing the notion of extension property for partial automorphisms (EPPA) with the new notion of coherent EPPA. The strengthened versions are stated in Theorems 1.11 and 1.12 below. As we demonstrate in the paper, these sharper versions are of interest in applications, for instance, to the structure of isometry groups of metric spaces and automorphism groups of free homogeneous structures. The proofs of the sharper versions consist of reorganizing and augmenting the original proofs from [5] and [7] .
In this paper, L denotes a finite relational language. Actually, it suffices to assume that arities of symbols in L is bounded. By a structure we understand an Lstructure. Suppose that A is an L-structure. A partial automorphism of A is an L-isomorphism p : U → V where U, V are substructures of A. We denote by Part(A) the set of all partial automorphisms of A. We aim to introduce a stronger notion of EPPA, which we call coherent EPPA, where in addition to extending partial automorphisms, we also require that the composition of the extensions of any two partial automorphisms to be equal to the extension of their composition.
Let P be a family of partial bijections between subsets of a set X. We call a triple (p 1 , p 2 , q) ∈ P 3 coherent if dom(p 2 ) = dom(q), range(p 1 ) = range(q), range(p 2 ) = dom(p 1 ) and
In the situations we will encounter, the set X will be finite. In this situation, one of the three conditions dom(p 2 ) = dom(q), range(p 1 ) = range(q), range(p 2 ) = dom(p 1 )
can be eliminated without changing the meaning of the notion of coherence.
Definition 1.2. Let P and S be families of partial bijections between subsets of X and between subsets of Z, respectively. A function φ : P → S is called coherent if for each coherent triple (p 1 , p 2 , q) ∈ P 3 , we have that (φ(p 1 ), φ(p 2 ), φ(q)) ∈ S 3 is coherent.
Coherence is a notion of homomorphism between families of partial bijections. Note that the composition of two coherent functions is coherent. If both P and S are groups of permutations of X and Z, respectively, then a coherent function from P to S is a group homomorphism. In most, but not all, situations we will encounter, X will be a subset of Z and φ(p) will be an extension of p ∈ P . Definition 1.3. A class C of finite L-structures has coherent EPPA if for every A ∈ C, there exists B ∈ C and a coherent map φ : Part(A) → Aut(B) such that A ⊆ B and every p ∈ Part(A) extends to φ(p) ∈ Aut(B).
We call B in Definition 1.3 a coherent EPPA-extension of A. Also note that the restriction of the map φ in this definition to Aut(A) gives a group embedding φ : Aut(A) → Aut(B).
Let A, B be L-structures. A homomorphism from A to B is a map h : A → B such that for every relation symbol R ∈ L and tupleā ∈ A, if A |= R(ā), then B |= R(h(ā)). Definition 1.4. Let F be a family of L-structures.
• An L-structure A is called F -free under homomorphisms (embeddings, respectively) if there is no homomorphism (embedding, respectively) from a structure in F to A.
• Denote by Forb h (F ) the class of all finite L-structures which are F -free under homomorphisms.
• Denote by Forb e (F ) the class of all finite L-structures which are F -free under embeddings.
Note that the classes Forb h (F ) and Forb e (F ) consists of finite structures, and Forb h (F ) ⊆ Forb e (F ). When we just say F -free we mean F -free under homomorphisms. The notion of F -freeness is from Herwig-Lascar [5, p.1994 ].
Definition 1.5. A class C of finite L-structures is called a Fraïssé class if it contains countably infinite isomorphism types, is closed under isomorphism, and has the hereditary property, the joint embedding property, and the amalgamation property.
A relational L-structure M is homogeneous if it is countable and every partial isomorphism between finite substructures of M extends to a total automorphism. Fraïssé's Theorem states that countably infinite homogeneous L-structures arise as Fraïssé limits of Fraïssé classes of finite L-structures.
We now introduce the notion of a Gaifman graph, and subsequently state a key result of the paper which is based on the strengthened versions of the extension theorems. Let A be an L-structure, where L is a relational language. The Gaifman graph of A, denoted by Gaif(A), is the graph whose vertex set is the domain of A, and whose edge relation is defined as follows: two distinct vertices u, v ∈ A are adjacent if and only if there is an n-ary relation R ∈ L and an n-tuple (a 1 , . . . , a n ) ∈ A n such that u, v ∈ {a 1 , a 2 , . . . , a n } and A |= R(a 1 , a 2 , . . . , a n ). We say that A is a Gaifman clique if Gaif(A) is a clique. Theorem 1.6. Let L be a finite relational language, and F be a finite family of finite L-structures.
(i) If Forb h (F ) is a Fraïssé class, then Forb h (F ) has coherent EPPA. (ii) If each element of F is a Gaifman clique, then Forb e (F ) has coherent EPPA.
We first discuss several applications of Theorem 1.6 to the automorphism groups of some Fraïssé limits, and then give its proof later in this section. The automorphism group Aut(M ) of a countably infinite structure M is equipped with the pointwise convergence topology. The basic open sets of this topology are the cosets of pointwise stabilisers of finite subsets of M . Thus, a subset H ⊆ Aut(M ) is dense if for every g ∈ Aut(M ) and every finite A ⊆ M there is an h ∈ H such that g↾ A = h↾ A . In Theorem 5.1 below we show that coherent EPPA gives rise to the existence of a dense locally finite subgroup of the automorphism group of a Fraïssé limit. Thus, Theorem 1.6(i) together with Theorem 5.1 give the following result. We now discuss applications of the second part of Theorem 1.6. We first state the following observation, whose proof is given in Lemma 4.5 below. In literature one can find several interesting results on a free homogeneous structure M . It was shown in Macpherson-Tent [13] that if G = Aut(M ) acts transitively on M and G = Sym(M ), then G is a simple group. Furthermore, if M is ω-categorical, then M has weak elimination of imaginaries. Ivanov [8] proved that M has generic automorphisms. Thus, G is not a non-trivial free product with amalgamation by Macpherson-Thomas [11] . For more results on the topic see Macpherson's survey [12] . Moreover, the distances between points in B belong to the additive semigroup generated by the distances between points in A.
The conclusion of the theorem above gives that φ constructed in this theorem when restricted to the isometry group of A, Iso(A), is a homomorphism, so necessarily an isomorphic embedding,
Furthermore, if the distances in A are all rational numbers, then so are the distances in B. Thus, Theorem 1.9 yields that the class of all finite metric spaces over rational distances has coherent EPPA. The relational language here is
where R r is a binary relation symbol. Given a metric space A with a metric d with rational distances, we view A as an L-structure by setting
Moreover, using the standard and simple arguments concerning the rational Urysohn space U 0 one obtains the following corollary that answers a question of Vershik, see [9, 6.13(5) ]. 
The strengthening of Herwig-Lascar [5, Theorem 3.2] consists of point (ii) in Theorem 1.11 ensuring coherence of the extension procedure. The structure B which makes Theorem 1.11 true is identical to the structure constructed in [5] ; the extensions φ(p) constructed in [5] are underdetermined; by making additional choices in their definitions one forces the extensions to fulfil conditions from the conclusion of Theorem 1.11. These additional choices are all made using the lemma proved in the next section.
We next show how Theorem 1.6(i) follows from Theorem 1.11.
Proof of Theorem 1.6(i). Let L be a finite relational language, and F be a finite family of finite L-structures. Suppose that Forb h (F ) is an Fraïssé class. Then by Fraïssé's Theorem there is a countably infinite homogeneous structure M whose age is Forb h (F ). Thus, M is F -free under homomorphisms. Let A ∈ Forb h (F ), and view A as a substructure of M . By homogeneity of M , every element of Part(A) extends to an automorphism of M . Therefore, by Theorem 1.11 there exists a finite B ∈ Forb h (F ) with A ⊆ B, and a coherent map φ : Part(A) → Aut(B) such that φ(p) extends p for each p ∈ Part(A). So the class Forb h (F ) has coherent EPPA.
We now state the strengthened version of the Hodkinson-Otto extension theorem ( [7, Theorem 9] 
(ii) φ is coherent, and (iii) any Gaifman clique in B can be sent into A by some g ∈ Aut(B).
Again the strengthening we add in the theorem above is the coherence of the extension procedure of partial automorphisms, and as before, the structure B in Theorem 1.12 above is identical to the structure constructed in [7] . Point (iii) of Theorem 1.12 is called Gaifman clique faithfulness.
We next show how Theorem 1.6(ii) follows from Theorem 1.12.
Proof of Theorem 1.6(ii). Let F be a family of Gaifman cliques. Take a structure A ∈ Forb e (F ), and consider the coherent EPPA-extension B of A guaranteed by Theorem 1.12. It remains to show that B ∈ Forb e (F ). Suppose for the sake of a contradiction that B / ∈ Forb e (F ), then there is some Gaifman clique Q ∈ F and an embedding h : Q → B. By the Gaifman clique faithfulness of B, there is g ∈ Aut(B) such that gh(Q) ⊆ A. This means that the forbidden structure Q embeds in A, contradicting A ∈ Forb e (F ). Thus, B ∈ Forb e (F ), which finishes the proof.
The layout of the paper is as follows. In Section 2 we prove Theorem 1.11. In Section 3 we prove Theorem 1.12. In Section 4 we apply Theorem 1.6(ii) to free amalgamation classes. In Section 5.1 we show that coherent EPPA is sufficient for the existence of a dense locally finite subgroup of the automorphism group of a Fraïssé limit. Finally, in Section 5.2 we obtain ample generics for free homogeneous structures.
Strengthening of the Herwig-Lascar Extension Theorem
The proof of Theorem 1.11 is done in three stages. First, in Section 2.2 in Theorem 2.2, one shows that a finite structure A can be extended to a finite structure B so that all partial isomorphisms of A extend to automorphisms of B in a coherent way. The F -freeness condition is not involved. Then, using Theorem 2.2, in Section 2.3 in Theorem 2.3, one shows that each finite stretched structure A that is F -free, where F consists of small structures, can be extended to a finite F -free stretched structure so that each strong partial isomorphism of A extends to an automorphism of B in a coherent way. (All the terms mentioned in the preceding sentence are defined in Section 2.3.) Finally, using Theorem 2.3, one proves Theorem 1.11 in Section 2.4. An important ingredient in this last proof is a lemma that provides a construction of special structures. We will give a new proof of this lemma based on an extension of the ideas of Mackey [10] , see Section 2.4.1.
2.1.
A lemma allowing the strengthening. The following lemma will be used twice. It is related to [5, Lemma 4.11] and can be concatenated with that lemma to obtain its generalization. We will however only use the result below.
Lemma 2.1. Let X be a finite set and let P be a set of partial functions from P(X) to P(X). Assume that for each p ∈ P there is σ p ∈ Sym(X) such that for each a ∈ dom(p) we have p(a) = σ p [a]. Then there exists φ : P → Sym(X) such that:
Proof. Each of the following two formulas extends each p ∈ P to a partial bijection p:
a i ] where a 1 , . . . , a k ∈ dom(p).
Of course, we let p be equal to p on dom(p). Note that if for a ∈ dom(p) it happens that X \ a ∈ dom(p), then p(X \ a) = p(X \ a). Similarly if for some a 1 , . . . , a k ∈ dom(p) we have
Thus, p is indeed an extension of p. Additionally, p is still induced by σ p .
Since in the above formulas we have
one easily checks that if p 1 , p 2 , q ∈ P are coherent, then so are p 1 , p 2 , q. Thus, by iterating these extension operations we can suppose that the domain and the range of each p ∈ P is an algebra of subsets of X. Moreover, σ p still induces p on its domain. Now fix a linear order of X. Let p ∈ P and let a be an atom of the algebra that is the domain of p. Since p(a) = σ p [a], we see that a and p(a) have the same number of points. Define φ(p) ∈ Sym(X) on points in a to be the only order preserving bijection from a to p(a). The conclusion easily follows. In this verification it helps to notice that if a is an atom of dom(p), then p(a) is an atom of range(p).
2.2.
Extending isomorphisms without F -freeness. Let L be a finite relational language. 
Assume from this point on that L is a language with one relation symbol. Moreover, assume that the arity of the only symbol in L is > 1. (The case of arity = 1 is easy to handle.) In this special case, we will get the theorem above from [5, Lemmas 4.8 and 4.9] that can be combined with each other and with the sentence following [5, Definition 4.6 ] to give the following statement:
Let A be a finite structure. There is a finite set X, a natural number r and an L-structure B with the underlying set P(X) r such that A is a substructure of B, for each σ ∈ Sym(X) the bijection of P(X) r induced by σ as follows
is an automorphism of B, and each partial automorphism of A extends to an automorphism of B induced by some σ ∈ Sym(X).
So assume the statement above. For a partial isomorphism p of A let D p be its domain and let D ′ p its range. Let also σ p ∈ Sym(X) be such that the automorphism of B induced by it extends p. For a set E ⊆ B, let
Define a function p from D p to P(X) by letting
A quick check shows that the range of p is
The first equality follows from the definition, the second one from the above computation of the range of p. It remains to see the third one. Let a ∈ D p2 . So for some (a 1 , . . . , a r ) ∈ D p , we have a = a i for some i ≤ r. For ease of notation assume i = 1, so the tuple is (a, a 2 , . . . , a r ). Then
By (1) and (3), we get
Thus, q = p 1 • p 2 . Now apply Lemma 2.1 to the family { p : p a partial isomorphism of A} to get a coherent assignment
Then the assignment p → ψ( p) is as required.
2.3.
Extending strong isomorphisms of stretched structures with F -freeness.
We introduce now the notion of a stretched structure. Assume the relational language L contains distinguished unary predicates U 0 , U 1 , . . . , U k . We say that an L-structure A is stretched if U Below in this section when we say a structure we mean a stretched structure.
Fix a (of course, stretched) finite structure A.
Let C be a structure. Assume that the structures on C ∩ A induced by A and by C are equal. We write
A structure C is called small if U C i has at most one element for each 0 ≤ i ≤ k. Below in this section, when we say that B is an extension we understand that B is a structure containing A as a substructure. An extension C is a short extension if there is a small structure C 1 such that
(Short extensions are defined in [5, p.2007 ].) For two extensions B 1 , B 2 , let
if there is a homomorphism from B 1 to B 2 that is equal to the identity on A. A pointed structure B is a structure with a distinguished point x B ∈ U B 1 . A pointed short extension C is a short extension that is a pointed structure with x C ∈ U C 1 \ A. Given two pointed extensions B 1 , B 2 of A, we let
if there is a homomorphism B 1 → B 2 that is identity on A and maps x B1 to x B2 . Note that ≤ p is reflexive and transitive.
Let B be a pointed extension and let * be a point not in B. Define the pointed structure
where * is the distinguished point of B * and R
. This equality will be relevant when we will be taking amalgamations of B * with A.
A type is a pair t = (Γ, E) for which there is a pointed strong extension B of A such that
* , where we consider x B as the distinguished point of A ∪ {x B }; -E is the family of all pointed short extensions that are maximal with respect to ≤ p among all pointed short extensions C with C ≤ p B; we assume that E does not contain two distinct structures that are isomorphic.
With the notation above, we write t = t B (x B /A). (Types are defined in [5, Definition 5.17] .)
The following remarks should clarify some notions. Let C be a structure. Recall that two distinct points c, c ′ ∈ C are connected by an edge in the Gaifman graph of C if R C (c 1 , . . . , c r ) and c = c i and c ′ = c j for some i = j. Define a pointed short extension C to be irreducible if the Gaifman graph of C is connected on the set C \ A. It is easy to see that if B is a pointed extension and C 0 is a pointed short extension that is maximal with respect to ≤ p among all pointed short extensions C with C ≤ p B, then C 0 is irreducible. It is also not difficult to see that ≤ p is a partial order on the set of all irreducible pointed short extensions.
Given two types t
if the identity function Γ 1 → Γ 2 is a weak homomorphism and for each C 1 ∈ E 1 there is C 2 ∈ E 2 such that C 1 ≤ p C 2 . Using the fact that ≤ p is a partial order on the set of all irreducible pointed short extensions one can easily show that ≤ is a partial order on types.
A weight is a function from the set of all types to N such that
Here is an example of a weight: w(t) = |{s : s a type and s ≤ t}|.
Proposition 2.4. Let w be a weight. There exists a strong extension B of A such that for any two types t 1 and t 2 with w(t 1 ) = w(t 2 ) we have
The construction of a strong extension as in the proposition above is carried out in [5] : bottom half of page 2017 and top of page 2018. For the construction one needs the following: for each pointed strong extension B there is a pointed strong extension B ′ such that (4) and note that it is easy to check that one can take
The extension as in Proposition 2.4 is constructed as a free amalgamation over A of copies of structures B ′ as above defined for appropriate types t B ′ (x B ′ /A). The number of copies taken for each type is determined so that (5) holds.
Types, strong isomorphisms and extensions of A. We say that a type t = (Γ, E)
is based on D ⊆ A if each point of A having a link with * in Γ belongs to D and for each C ∈ E is based on D.
Let B be a pointed extension of A, and let D be a subset of A. Let t B (x B /D) be the pair (Γ, E) where
* , where we consider x B to be the distinguished point of the structure D ∪ {x B }; -E is the family of all pointed short extensions that are maximal with respect to ≤ p among all pointed short extensions C based on D with C ≤ p B; we assume that E does not contain two distinct non-isomorphic structures. 
The lemma above is [5, Lemma 5.18] .
Given a type t = (Γ, E) based on D, let
Lemma 2.6. Let B be a strong extension and let p be a strong partial isomorphism of A with domain D and range D ′ . 
(i) If t is a type based on D, then p(t) is a type and it is based on
The lemma above is [5, Lemma 5.28 ].
Note that the example of a weight given in the previous subsection does not, in general, have the property from the lemma above. 
The proof of this proposition is given in [5] 
Then q is a strong partial isomorphism of B. 
Note that the domain of p is a partition of U 
The condition in the conclusion of Proposition 2.8 together with Lemma 2.6 ensure that there exists σ ∈ Sym(U B 1 ) that induces p by
for a in the domain of p. Furthermore, it is easy to see that each σ ∈ Sym(X) inducing p as above extends p ↾ U B 1 and, by Lemma 2.9, p ∪ σ is a strong partial isomorphism of A. Now the statement above follows immediately from Lemma 2.1.
One gets the conclusion of Proposition 2.10 by producing a sequence of strong extensions
so that the statement from the beginning of the proof of Proposition 2.10, applied to U Bi i+1 in place of U B 1 , is used to obtain B i+1 from B i . We finally let
and it is easy to see that this B is as required. 
′′ is coherent. Let B ′′ be the structure generated by A using all φ ′ (p) with p a strong partial isomorphism of A. It is easy to see that B ′′ is stretched (with respect to the unary predicates U 0 , . . . , U k ). Define
The structure B ′′ and the extension φ ′′ are as required.
2.4.
Extending isomorphisms with F -freeness.
Getting special structures.
We first fix some notation. Let A be a structure and let P be a set of partial isomorphisms of A. Let W (P ) be the set of all words in the alphabet P ∪ {p −1 : p ∈ P } , so for w ∈ W (P ) we have w = p e1 1 p e2 2 · · · p en n for some e 1 , e 2 , . . . , e n ∈ {1, −1} and p 1 , p 2 , . . . , p n ∈ P . With this notation put
for all x ∈ A for which all partial compositions of the right hand side of the above equation are defined. Assume now that B is an extension of A and each p ∈ P has an extension φ(p) ∈ Aut(B). We set
In particular, for each x ∈ A that is in the domain of w, we have
We say that B is a special extension over A and φ if (i) for each y ∈ B there are x ∈ A and a word w ∈ W (P ) with φ(w)(x) = y;
(ii) for all y 1 , . . . , y r ∈ B with R B (y 1 , . . . , y r ) there are x 1 , . . . , x r ∈ A and a word w ∈ W (P ) such that
(Special extensions are defined in [5, Definition 2.2] .)
The lemma below is essentially [5, Proposition 2.3]. We will give a different proof here that is based on an extension of ideas of Mackey [10] .
Lemma 2.11. Let A be a finite structure and let P be a set of partial isomorphisms of A. Assume B ′ is a finite extension of A such that each p ∈ P has an extension φ ′ (p) ∈ Aut(B ′ ) with φ ′ being coherent. Then there exists a finite extension B of A such that each p ∈ P has an extension φ(p) ∈ Aut(B) such that B is special over A and φ, there is a homomorphism from B to B ′ , and φ is coherent.
. This is a finite group. Define the underlying set of B as follows. Consider A × G with the following relation on it
One checks that ∼ is an equivalence relation and defines
It is easy to check that the operation above is well defined. Note also that if φ ′ is coherent, then so is φ since
with p 1 , p 2 , q ∈ P immediately translates to
Define now ι : A → B by letting
Note that ι is injective, since [x, 1] = [y, 1] implies that for some w ∈ W (P ) we have x ∈ dom(w), y = w(x) and φ ′ (w) = 1. We get w(x) = φ ′ (w)(x) = x, so y = x.
We make B into a structure by declaring that
for some w ∈ W (P ) and x 1 , . . . , x r ∈ A with R A (x 1 , . . . , x r ).
We note that ι is an embedding from A to B. It suffices to check that if
, we can find w ∈ W (P ) and y 1 , . . . , y r ∈ A with R A (y 1 , . . . , y r ) and with
From this sequence of equalities we can find w i ∈ W (P ) and
Since φ ′ (w) is an automorphism of B ′ and since by assumption we have R A (y 1 , . . . , y r ), we get R A (x 1 , . . . , x r ) as required.
Note that φ(p), for p ∈ P , is an extension of p (if A is viewed as a substructure of B via ι). Indeed, for x ∈ dom(p), we get
We check now that B is special over A and φ. It is clear that the first two conditions in the definition of special structure are fulfilled. To see the third condition, let x 1 , x 2 ∈ A and let w ∈ W (P ) be such that
We need to find v ∈ W (P ) such that x 1 ∈ dom(v), v(x 1 ) = x 2 , and φ(w) = φ(v). Since
there is v ∈ W (P ) such that x 1 ∈ dom(v), v(x 1 ) = x 2 , and φ
To define a homomorphism from B to B ′ consider the function
Note that if x ∈ dom(w), then on the element (w(x), φ ′ (w)g) of the ∼-equivalence class of (x, g), the function above can be evaluated by
It follows that this function induces a function f from (
To check that f is a homomorphism assume that
for some w ∈ W (P ) and some x 1 , . . . , x r ∈ A with R A (x 1 , . . . , x r ). Note also that
Since R A (x 1 , . . . , x r ) and φ ′ (w) is an automorphism of B ′ , we get
as required.
2.4.2.
Proof of Theorem 1.11. We have a fixed finite relational language L. First we claim that it suffices to prove Theorem 1.11 under the assumption that M and all structures in F are irreflexive. (This argument comes from [4] .) We call a structure N irreflexive if for each relation symbol R, say of arity r, if, for some
There is a canonical way to change L to L ′ to make each L-structure into an irreflexive L ′ -structure. Given R ∈ L of arity r and a partition S of {1, . . . , r} into s pieces, let L ′ contain a relation symbol R S of arity s. Given an L-structure N , interpret R S in it as follows: R N S (y 1 , . . . , y s ) precisely when R N (x 1 , . . . , x r ), where x i = y j for i in the j-th element of the partition S. Also each L ′ -structure can be, in a canonical way, made into an L-structure. (These two processes are inverses of each other only when we go from L to L ′ first and then back to L.)
Now we are given L-structures A, M , with A ⊆ M , a finite family of L-structures F , and a set P of partial isomorphisms of A. We assume that M is F -free. We can assume, and we do, that F is closed under taking homomorphisms. We make A, M , and all the structures in F into L ′ -structures in the canonical way described above. Note that A is still a substructure of M , M is still F -free and each element of P is still a partial isomorphism of A, but the structures A, M , and all structures in F are now irreflexive. Assuming that we have Theorem 1.11 for irreflexive structures in its assumptions, we get an L ′ -structure B (not necessarily irreflexive) as in the conclusion of this theorem. By turning B in the canonical fashion into an L-structure, it is easy to check that we get the conclusion of the theorem for the L-structure A and the set P ; this checking uses the fact that F is closed under taking homomorphisms.
Therefore, from this point on we assume that M and all structures in F are irreflexive already with respect to L.
Let k be bigger than the largest arity of a relation in L and than the size of each structure in F . Let L + be L together with k + 1 new unary relation symbols U 0 , U 1 , . . . , U k . Stretched structures below are stretched with respect to these unary predicates.
With each L-structure B we associate a stretched L + -structure B as follows. The underlying set of B is B × {0, 1, . . . , k}. We interpret U To show Theorem 1.11, assume we are given a finite irreflexive L-structure A, a set P of partial isomorphisms of A and an irreflexive L-structure M containing A with each p ∈ P extending to an automorphism of M . We also have that M is F -free. Let F + consist of all stretched L + -structures that are expansions of structures in F that are small structures. Consider A, M and P = { p: p ∈ P }. Note that elements of P are strong in M . It is now easy to find a finite structure A ′ with
such that each element of P is strong in A ′ . Note that since M is F + -free, so is A ′ . Theorem 2.3 allows us to find a stretched structure B ′ that is F + -free and such that each element of P extends to B ′ and the extension is coherent. Now, using Lemma 2.11, we find a special extension B of A such that all elements of P extend to B coherently and there is a homomorphism from B to B ′ . Using speciality of B we show that B is a stretched structure. It is F + -free since there is a homomorphism B → B ′ . Consider now the reduct to L of the substructure of B with the underlying set U B 1 . One can prove that this structure is F -free (see the middle half of [5, p. 2006] ; this argument uses irreflexivity of the elements of F ) and, easily, A ⊆ U B 0 . This is the desired structure.
Strengthening of the Hodkinson-Otto Extension Theorem
Hodkinson and Otto [7] proved a Gaifman clique constrained strengthening of EPPA (see Theorem 3.2) building on the work of Herwig and Lascar. In this section we show that the strengthened EPPA they proved can be made coherent when more conditions are demanded in their construction. Let a finite relational language L be fixed. Theorem 2.2 above states that the class of all finite L-structures has coherent EPPA. It plays an important role in this section.
Suppose that C is an EPPA-extension of some L-structure A. Consider the substructure B ⊆ C whose underlying set is B = {g(A) : g ∈ Aut(C)}. Then, B is also an EPPA-extension of A, and additionally has the property that every point b ∈ B can be sent to A by some g ∈ Aut(B). We call such extension a point faithful EPPA-extension. Another form of faithfulness is the following. Hodkinson and Otto proved the following theorem.
Theorem 3.2 ([7]). Let L be a finite relational language. The class of all finite L-structures has Gaifman clique faithful EPPA.
Our aim in this section is to show that the extension procedure for partial automorphisms given in the proof of the Theorem 3.2 above can be made coherent. We follow the terminology and ideas presented in [7] . The proof of Theorem 3.2 goes as follows: start with any finite L-structure A, obtain an EPPA-extension B of A, say by Theorem 2.2. The obstacle at this point for Gaifman clique faithfulness would be if some cliques in B cannot be sent to A by an automorphism of B. In Hodkinson's terminology, call such cliques "false cliques". Then using B construct a structure C extending A which preserves EPPA and in which all false cliques are destroyed.
We now present the details and adapt the construction to fulfil our aim, namely to show that the class of all finite L-structures has Gaifman clique faithful coherent EPPA.
Fix a finite L-structure A.
Let B ⊇ A be a coherent EPPA-extension guaranteed by Theorem 2.2 above. If A = B we are done, so suppose that A = B. A subset u ⊆ B is called large if there is no g ∈ Aut(B) such that g(u) ⊆ A. Otherwise, the subset u is called small. Define,
Notice that false cliques and the domain of B are large sets, and the image of a large set under an automorphism of B is also large. Given a finite set X, by [X] we denote the set {0, 1, 2, . . . , |X| − 1} ⊆ N. 
The domain of the extension C of A given by Theorem 3.2 is,
Note. When we write (b, χ b ) ∈ C, we mean that b ∈ B and χ b is some b-valuation. For the same b ∈ B, there will in general be many different b-valuations denoted by χ b .
Definition 3.4 ([7]). A subset S ⊆ C is called generic if for any two distinct points
(i) a = b, and (ii) for all u ∈ U, if both a, b ∈ u, then χ a (u) = χ b (u).
Note that if S ⊆ C is generic, then any subset of S is generic. Define the projection map:
Lemma 3.5 ([7]). If S ⊆ C is generic, then π(S) is a small subset of B.
Proof. Let S ⊆ C be a generic subset, and suppose that u := π(S) ⊆ B is large. As S is generic, π↾ S : S → u is a bijection. We now define a map θ :
as S is generic, θ is injective, but this contradicts that |u| = |[u]|.
We now make C into an L-structure in a way that all the π-fibres in C of large subsets of B are forbidden from being cliques in C. This is where all false cliques are killed.
For every n-ary relation symbol R ∈ L and n-tuple (b 1 , χ 1 ), . . . , (b n , χ n ) ∈ C, define C |= R (b 1 , χ 1 ) , . . . , (b n , χ n ) if and only if (i) the set {(b 1 , χ 1 ), . . . , (b n , χ n )} is a generic subset of C, and (ii) B |= R(b 1 , b 2 , . . . , b n ).
Note. From this point onward in this section, the structures A, B, and C as above are fixed.
We include the proof of the following proposition for the convenience of the reader.
Proposition 3.6 ([7]). The original structure A embeds in C.
Proof. We will define an embedding ν : A → C as follows. Any large subset u ∈ U is not a subset of A. Otherwise the identity automorphism of B violates that u is a large subset. Thus, |u ∩ A| < |u|. For each u ∈ U fix an enumeration of
. . , a u n } where n < |u|. Now for each a ∈ A we define an a-valuation χ a : U → N.
Now for each a ∈ A we define ν(a) = (a, χ a ). The set ν(A) is a generic subset of C, and it follows that ν : A → C is an L-embedding.
Below we will just use A for both structures A ⊆ B and ν(A) ⊆ C, as it is clear from the context which one we mean. Also keep in mind that A is a generic subset of C. Definition 3.7. Let p ∈ Part(C) be a partial automorphism of C, and let g ∈ Aut(B). We say that p is g-compatible if
We use the freedom of choice given in [7] in constructing the extensionp of the lemma below to make additional constraints, namely the ordering, in their construction which will be needed later on to make the extension procedure of partial automorphisms coherent.
Lemma 3.8. Suppose that g ∈ Aut(B), and let p ∈ Part(C) be a g-compatible partial automorphism with generic domain and range. Then p extends to some g-compatiblep ∈ Aut(C). Fix a large set u ∈ U. We will define a permutation θ 
After that, by using the well-ordering of the natural numbers extend θ p u to a total permutation of the set [u], fixing 0, by sending elements from the subset
in an order-preserving manner.
For each u ∈ U, define the corresponding permutation θ where χ g(c) is a g(c)-valuation given by:
By definition,p is g-compatible. Now we check thatp extends p. So let (b, χ b ) ∈ dom(p) and let its image be p(b,
, and sop↾ dom(p) = p.
We check thatp is bijective. Suppose thatp(b, χ g(c) ) as given above. So g(b) = g(c), and by injectivity of g we get that b = c. We also have that
Thusp is injective. Now for surjectivity, suppose that we are given (b, χ b ) ∈ C. Let c := g −1 (b) and define a c-valuation χ c as follows
Finally,p preserves generic subsets of C, that is, S ⊆ C is generic if and only ifp(S) ⊆ C is generic. To see this, let S ⊆ C be a generic set. We will show thatp(S) is generic. Choose two distinct pointsp(a,
Asp is bijective, (a, χ a ), (b, χ b ) are distinct, and as S is generic, a = b. As g is bijective, g(a) = g(b).
For the second point in the definition of genericity, suppose that u ∈ U and
). The observation above together with thatp is g-compatible and the definition of the structure on C above yields thatp ∈ Aut(C).
Notation. Let g ∈ Aut(B), and p ∈ Part(C) be g-compatible partial automorphism with generic domain and range. For u ∈ U, we denote by θ 
. And then extend it to the rest of [u] in an orderpreserving way. Proof. Let p ∈ Part(A) ⊆ Part(C). By Theorem 2.2, the partial automorphism p has an extension g ∈ Aut(B), and clearly p is g-compatible. As A is a generic subset of C, we have that both dom(p), range(p) ⊆ A are also generic subsets. Now, apply Lemma 3.8 on p to get a g-compatible extensionp ∈ Aut(C).
It is in the proof of the next lemma where we really use that B is a coherent EPPA-extension of A as given by Theorem 2.2 above. Proof. We will show that the image of a coherent triple in Part(A) is a coherent triple in Aut(C) under the map p →p defined in Lemma 3.9. Suppose that p 2 , p 1 , q ∈ Part(A), and (p 2 , p 1 , q) is a coherent triple. That is, dom(p 2 ) = dom(q), range(p 2 ) = dom(p 1 ), range(p 1 ) = range(q), and q = p 1 • p 2 . Recall that A is a substructure of both B and C. By Theorem 2.2 there are g 2 , g 1 , h ∈ Aut(B) extending p 2 , p 1 , q, respectively. Moreover, (g 2 , g 1 , h) constitutes a coherent triple, that is, h = g 1 • g 2 . Notice that p 2 is g 2 -compatible, p 1 is g 1 -compatible, and q is h-compatible. Now letp 2 ,p 1 ,q ∈ Aut(C) be the g 2 -compatible, g 1 -compatible, and h-compatible extensions of p 2 , p 1 , q ∈ Part(A), respectively, as constructed in Lemma 3.9 above. We will show thatq =p 1 •p 2 . Now let (b, χ b ), (c, χ c ) ∈ C be any two points. Here, χ b is some b-valuation, and χ c is some c-valuation. By the construction ofp 2 andp 1 we get that,
On the one hand, we want to find the value ofp 1 p 2 (b, χ b ) . So using the above by taking c = g 2 (b), χ c = χ g2(b) and v = g 2 (u) we get the following:
where for each u ∈ U we have that,
On the other hand, we have that . Recall that dom(p 2 ) = dom(q), range(p 2 ) = dom(p 1 ), range(p 1 ) = range(q) are all generic sets as they are subsets of the generic set A ⊆ C, and so we can write their elements in the form (c, χ c ) without ambiguity, where χ c is some c-valuation.
is an h(c)-valuation (see the diagrams below). Using this information and the way θ p1 g2(u) and θ p2 u were constructed, we get that,
, and so by construction of θ q u we get, θ
The following commutative diagrams illustrates the above computations:
and
In this case, the permutation θ We now give the proof of Theorem 1.12 which states that the class of all finite L-structures has Gaifman clique faithful coherent EPPA.
Proof of Theorem 1.12 Let A be a finite L-structure. By Theorem 2.2, there is an extension B of A in which every element of Part(A) extends to an element of Aut(B) such that the corresponding map is coherent. From B construct the L-structure C = (b, χ b ) | b ∈ B, χ b is a b-valuation as described above in this section. By Lemma 3.9 every element of Part(A) extends to an element of Aut(C). By [7] every clique in C is the image of a clique in A under an automorphism of C. Furthermore, by Lemma 3.10, the extension map from Part(A) to Aut(C) is coherent.
Free Amalgamation Classes and Coherent EPPA
In this section we present the notion of free amalgamation, and clarify the relationship between free amalgamation classes and classes of structures which forbid a family of Gaifman cliques. This allows us to apply Theorem 1.6(ii) and conclude that free amalgamation classes have coherent EPPA. Definition 4.1. Let L be a relational language. Given finite L-structures A, B 1 , B 2 with A ⊆ B 1 and A ⊆ B 2 , the free amalgam of B 1 and B 2 over A is the structure C whose domain is the disjoint union of B 1 and B 2 over A, and for every relation symbol R ∈ L we define R C := R B1 ∪ R B2 .
We have the following two observations on the free amalgam C. First, when B 1 , B 2 are viewed as subsets of C we have that B 1 ∩ B 2 = A. Second, there is no relation symbol R ∈ L and a tuplec ∈ C such thatc meets both B 1 \ A and B 2 \ A, and C |= R(c).
Let L be a relational language, and C be a class of finite Lstructures.
• The class C has the free amalgamation property if C is closed under taking free amalgams.
• The class C is called a free amalgamation class if it is a Fraïssé class with the free amalgamation property.
• The Fraïssé limit of a free amalgamation class is called a free homogeneous structure.
Note that the free amalgamation property implies the amalgamation property. (5) The universal homogeneous k-hypergraph [15] .
(6) The universal homogeneous tetrahedron-free 3-hypergraph, where a tetrahedron is a complete 3-hypergraph on four vertices. (7) The Fraïssé limit of the class of all finite 3-hypergraphs such that every subset of size 4 contains at most two 3-hyperedges.
In situations where we have a binary relation which is either transitive or total, one expects free amalgamation to fail. For example the classes of all finite partial orders, linear orders, tournaments, and structures with an equivalence relation do not have the free amalgamation property. Another example of a Fraïssé class without free amalgamation is the class of all finite two-graphs, where a two-graph is a 3-hypergraph such that every subset of size 4 has an even number of hyperedges-see [12, Example 2.3.1.4].
Definition 4.4. Let C be a class of finite L-structures. A finite L-structure F is called minimal forbidden in C if F / ∈ C and for any v ∈ F we have that F \ {v} is in C.
One can observe that if F is a finite L-structure such that F / ∈ C, then F contains a minimal forbidden substructure. For if F were not a minimal forbidden structure, there is a vertex v ∈ F , such that F \ {v} is still not in C. We keep repeating this process until we find a substructure F 0 ⊆ F which is minimal forbidden.
Recall that Forb e (F ) is the class of all finite L-structures which are F -free under embeddings. The class Forb e (F ) has the hereditary property. Conversely, suppose that C is a class of finite L-structures closed under isomorphism and having the hereditary property. Let F be the family of all finite structures which are minimal forbidden in C. Then C = Forb e (F ). To see this, first suppose that A ∈ Forb e (F ) but A / ∈ C. So A is forbidden in C, and hence contains some minimal forbidden structure. This contradicts that A is F -free under embeddings. So Forb e (F ) ⊆ C. For the other direction, supposing that A ∈ C but A / ∈ Forb e (F ), there is some F ∈ F and an embedding g : F → A. As C has the hereditary property, F ∈ C, contradicting F a forbidden structure. So C ⊆ Forb e (F ). Proof. Let C be a free amalgamation class. By the above C = Forb e (F ) where F is the family of all the minimal forbidden structures in C. It remains to show that every element Q ∈ F is a Gaifman clique. If not, then there is some Q ∈ F containing two distinct elements u, v ∈ Q which do not satisfy any relation of L. Let Q u = Q\{u} and Q v = Q\{v}. By minimality of Q, both Q u and Q v belong to C. Moreover, Q uv := Q \ {u, v} belongs to C too, as C has the hereditary property. By the free amalgamation property of C, we get that Q which is the free amalgam of Q u and Q v over Q uv is in C, contradicting Q ∈ F . Therefore, every Q ∈ F is a Gaifman clique.
For the reverse direction, suppose that C = Forb e (F ) for some collection F of Gaifman cliques. Let A, B 1 , B 2 ∈ C such that A ⊆ B 1 and A ⊆ B 2 . Let C be the free amalgam of B 1 and B 2 over A. We claim that C ∈ C. If C were not in C, then there is a Gaifman clique Q ∈ F and embedding g : Q → C. Moreover, there are two vertices u, v ∈ Q with u ∈ B 1 \ A and v ∈ B 2 \ A. But u and v are related by some R ∈ L, contradicting C a free amalgam. So Lemma 4.5 together with Theorem 1.6(ii) give the following corollary. We give below an example of a free amalgamation class which cannot be written as a class which forbids a family of structures under homomorphisms, rather than embeddings. Thus, by Corollary 4.6 this class has EPPA. However, Herwig-Lascar Theorem [5, Theorem 3.2] could not be applied in this situation.
Example 4.7. Let L be the language of 3-hypergraphs, that is, L contains one ternary relation symbol R. A 3-hypergraph is an L-structure such that R is interpreted as an irreflexive symmetric ternary relation. A 3-tuple which satisfies R is called a hyperedge. Let Q be a 3-hypergraph on four vertices with exactly 3 hyperedges. Let C be the class of all finite 3-hypergraphs which forbid Q under embeddings. The class C is a free amalgamation class, and so has EPPA by Corollary 4.6 above. Recall that a tetrahedron T is a complete 3-hypergraph on four vertices, and note that T ∈ C. Now suppose that there is a family F of L-structures such that C = Forb h (F ). Then as Q / ∈ C, there is F ∈ F and a homomorphism h : F → Q. Let α : Q → T be any bijective map. Then α is a homomorphism, and so αh : F → T is a homomorphism too. So T is not F -free under homomorphisms, contradicting that T ∈ C.
The Automorphism Group of a Fraïssé limit
Let M be a countably infinite L-structure, and put G := Aut(M ). The pointwise stabiliser of a subset A ⊆ M is denoted by G A , and the orbit of an element a ∈ M under the action of G is denoted by a In this section we focus on the case when M is a Fraïssé limit. We show that if Age(M ) has coherent EPPA, then Aut(M ) contains a dense locally finite subgroup. We also show that if M is a free homogeneous structure, then Aut(M ) admits ample generics.
5.1.
A Dense Locally Finite Subgroup. With respect to the pointwise convergence topology, a subgroup H ≤ Aut(M ) is dense if and only if for any g ∈ Aut(M ) and finite A ⊆ M there is h ∈ H such that g(a) = h(a) for all a ∈ A, that is, H has the same orbits as Aut(M ) in M n for all n ∈ ω. Proof. We will build a chain
. of finite substructures of M such that M = i∈ω A i , and simultaneously we build a directed
. . of finite groups such that for each i ∈ ω we have that H i ≤ Aut(A i ), and the map φ i : H i → H i+1 is a group embedding such that φ i (h) extends h for every h ∈ H i . Then, the dense locally finite subgroup of Aut(M ) will be H = lim − → H i , the direct limit of the directed sequence (H i ) i∈ω .
Enumerate all finite partial automorphisms of M as p i :
Here U i , V i are finite substructures of M , and p i is an isomorphism. Choose some a ∈ M , and start by putting A 0 = {a} and H 0 = Aut(A 0 ). Suppose that stage i has been completed and we have a finite substructure A i ⊆ M and a group H i ≤ Aut(A i ).
We will proceed to construct stage i + 1.
We will ensure that U i ∪V i ⊆ A i+1 and that H i+1 contains an element extending p i . We apply coherent EPPA to the substructure B := A i ∪U i ∪V i to obtain a structure A i+1 ∈ Age(M ) with B ⊆ A i+1 , and a coherent map φ : Part(B) → Aut(A i+1 ) witnessing EPPA. By homogeneity of M we may assume that
The partial automorphism p i : U i → V i belongs to Part(B) and so it extends to φ(p i ) ∈ Aut(A i+1 ). Finish by putting: Proof. Let H ≤ Aut(M ) be a dense locally finite subgroup. Fix A ∈ Age(M ), and assume that A ⊆ M . Enumerate Part(A) = {p 1 , . . . , p n }. By the homogeneity of M there are f 1 , . . . , f n ∈ Aut(M ) such that p i ⊆ f i . As H is dense, we may assume that each f i ∈ H. As H is locally finite, the subgroup F = f 1 , . . . , f n ≤ H is finite. Define the finite substructure B := {f (A) : f ∈ F } of M . Clearly f (B) = B for all f ∈ F , and so each f i ↾ B ∈ Aut(B) and extends p i . Thus, B is an EPPA-extension of A.
Question. Is it possible to obtain coherent EPPA, rather than just EPPA, in the conclusion of Proposition 5.3 above?
We think it might be possible to strengthen Theorem 5.1 by showing that Aut(M ) contains a dense locally finite simple subgroup H. The proposal is to construct H as in the proof of Theorem 5.1, so H = i∈ω H i where H i ≤ H i+1 and H i ≤ Aut(A i ) for some finite A i ⊆ M , and additionally ensure that each H i is a simple group. So H, being a union of an increasing sequence of simple groups, is itself a simple group. The candidate for H i is Alt(n), the alternating group of degree n, for some n ≥ 5. To achieve this, we need to check that we may use alternating groups instead of symmetric groups in the proof of Herwig-Lascar [5, Lemma 4.9] as such groups induce the desired automorphisms on the extension in the definition of EPPA-see the note below Definition 4.6 in [5] . We also note that in Section 3 the group acting on the structure C (as in Section 3) which ensures EPPA by Hodkinson-Otto [7] is isomorphic to a subgroup of Aut(B) where the existence of B is guaranteed by the aforementioned work of Herwig-Lascar.
5.2. Ample Generics. We now proceed towards the existence of ample generics for free homogeneous structures. Recall that a subset of a topological space is comeagre if it contains a countable intersection of dense open subsets, and that in Polish spaces the comeagre subsets are dense by the Baire Category Theorem. Comeagreness gives a notion of largeness in the sense that the collection of comeagre sets form a δ-filter.
Let M be countably infinite structure, and put G = Aut(M ). The group G acts by diagonal conjugation on G n for every n ≥ 1, that is,
We say that an automorphism g ∈ G is generic if its conjugacy class is comeagre in G-see [18] . Moreover, we have the following stronger notion where G n is endowed with the product topology.
Definition 5.4 ([9]
). A Polish group G has ample homogeneous generic automorphisms, or ample generics, if for each n ≥ 1, the group G has a comeagre orbit in its action on G n by diagonal conjugation. A countably infinite structure M has ample generics if Aut(M ) has ample generics.
We discuss briefly a consequence of the existence of ample generics. We say that a subgroup H ≤ G = Aut(M ) has small index if |G : H| < 2 ℵ0 . For a finite subset A ⊆ M , we can see by the orbit-stabiliser theorem that G A has countable index in G. An interesting result of the work of Hodges, Hodkinson, Lascar, and Shelah in [6] , and Kechris and Rosendal [9, Theorem 1.6] is that if M has ample generics, then M has the small index property. It is known that Aut(Q, <) has generic automorphisms but not ample generics; it fails for n = 2 by an unpublished argument of Hodkinson, and also by [16, Theorem 2.4] . Nevertheless, the structure (Q, <) has the small index property as shown by Truss [17] . On the other hand, it was shown in [6] that the random graph has ample generics, and that the automorphism group of any ω-stable, ω-categorical structure contains an open subgroup with ample generics.
We establish below such results for free homogeneous structures using EPPA for free amalgamation classes (Corollary 4.6). We give here a direct proof based on the methods of [6] to the existence of ample generics for free homogeneous structures (Theorem 5.8 below). Alternatively, the same result follows from Corollary 4.6 together with the Kechris-Rosendal characterisation [9, Theorem 6.2]. Before we proceed, we need a technical definition which determines the desired comeagre diagonal conjugacy class as in the definition of ample generics. We will show that the set Γ in the definition below is what we are looking for.
Definition 5.5. Let M be a countably infinite L-structure. Put G = Aut(M ) and fix some positive n ∈ N.
• A tuple (g 1 , . . . , g n ) ∈ G n satisfies condition (I) if for all a ∈ M , the orbit of a under the group g 1 , . . . , g n is finite.
• A tuple (g 1 , . . . , g n ) ∈ G n satisfies condition (II) if whenever finite A, B ⊆ M with A ⊆ B, and f 1 , . . . , f n ∈ Aut(B) such that f i (A) = A and f i ↾ A = g i ↾ A for all i, there is B ⊆ M with A ⊆ B, g i ( B) = B, and an isomorphism α : B → B such that α(a) = a for every a ∈ A and α
• Define Γ I = ḡ ∈ G n :ḡ satisfies condition (I) .
• Define Γ II = ḡ ∈ G n :ḡ satisfies condition (II) .
• Define Γ = ḡ ∈ G n :ḡ satisfies conditions (I) and (II) .
See [6, Definition 2.2] for conditions (I) and (II).
Let L be a finite relational language, and M be a free homogeneous L-structure. By Corollary 4.6, we know that Age(M ) has EPPA, which is the main ingredient in showing the subsequent facts. The proof of the following lemma originates from the proof of [4, Proposition 7] .
Lemma 5.6. Suppose that M is a free homogeneous L-structure, and put G = Aut(M ).
Then the subset Γ I ⊆ G n is comeagre for all positive n ∈ N.
Proof. Let n ∈ N be positive. For a ∈ M , define Γ a = (g 1 , . . . , g n ) ∈ G n : a g1,...,gn is finite .
We will show that Γ a is both open and dense. First, we show that it is open, so let (g 1 , . . . , g n ) ∈ Γ a , and put H = g 1 , . . . , g n . Consider the finite subset A = a H ⊆ M , and observe that (g 1 , . . . , g n ) ∈ g 1 G A × . . . × g n G A ⊆ Γ a . Therefore, Γ a is open. Now to show Γ a is dense, take any basic open set, say ∆ = h 1 G A1 × . . . × h n G An , where h i ∈ G and A i ⊆ M finite for all 1 ≤ i ≤ n. Consider the finite partial automorphisms on M , p 1 = h 1 ↾ A1 , . . . , p n = h n ↾ An , and define the finite substructure A = {a} ∪ n i=1 A i ∪ n i=1 p i (A i ) . Using EPPA, we obtain a finite structure B such that A ⊆ B and every p i extends to an automorphismp i of B. By homogeneity of M , we can find a copy B of B in M such that A ⊆ B, and everyp i extends to an automorphism g i ∈ G. As a ∈ B, we have that the a g1,...,gn is finite and so  (g 1 , . . . , g n ) ∈ Γ a ∩ ∆. Therefore, Γ I = a∈M Γ a is a comeagre set.
Lemma 5.7. Suppose that M is a free homogeneous L-structure, and put G = Aut(M ). Then the subset Γ II ⊆ G n is comeagre for all positive n ∈ N.
Proof. Let n ∈ N be positive. For denseness, let ∆ be any nonempty basic open set. By applying EPPA in a similar fashion as in the previous lemma, we may assume that ∆ = h 1 G C × . . . × h n G C where C ⊆ M is some finite substructure containing A, and p i := h i ↾ C ∈ Aut(C). There are two cases. First, suppose there is some 1 ≤ i ≤ n such that f i does not agree with p i on A. Then any extensions (g 1 , . . . , g n ) ∈ G n of (p 1 , . . . , p n ) will be in ∆ ∩ Γ Proof. Let M be a free homogeneous structure over a finite relational language L, and put G = Aut(M ). By the previous two lemmas we have that Γ = Γ I ∩Γ II ⊆ G n is comeagre for every positive n ∈ N. It remains to show that Γ ⊆ G n is contained in a single conjugacy class of the action of G by diagonal conjugation on G n . Fix a positive n ∈ N, and take any two tuples (f 1 , . . . , f n ) and (g 1 , . . . , g n ) in Γ ⊆ G n . We will show they are conjugate by a back-and-forth argument. We will build a chain α o ⊆ α 1 ⊆ α 2 ⊆ . . . of finite partial isomorphisms of M , where α k : B k → B k , such that α k • g i ↾ B k • α (g 1 , . . . , g n ), B 0 ⊆ C 1 , and f . By condition (I), B 2 is finite. Using condition (II) for (f 1 , . . . , f n ) in a similar fashion as in the previous step we obtain a finite structure B 2 containing B 1 and an isomorphism α 2 : B 2 → B 2 , such that α 1 ⊆ α 2 , and α 2 • g i ↾ B2 • α
Continuing in this pattern, by adding new points to B k when k is odd, and to B k when k is even, we will build an automorphism α ∈ Aut(M ) where α = i∈ω α i such that (αg 1 α −1 , . . . , αg n α −1 ) = (f 1 , . . . , f n ). Therefore, the tuples (f 1 , . . . , f n ) and (g 1 , . . . , g n ) are conjugate, and we have that the structure M has ample generics.
Any homogeneous structure over a finite relational language is ω-categorical. Therefore, based on [9, Theorems 6.9, 6.12, and 6.19, and Corollary 1.9] we infer the following.
Corollary 5.9. Suppose that M is a free homogeneous structure over a finite relational language. Then Aut(M ) has the small index property, uncountable cofinality, 21-Bergman property, and Serre's property (FA) .
