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Hey now,
The past is told by those who win.
My darling,
What matters is what hasn’t been.
Jimmy Eat World, “Futures”
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SUMMARY
The conditions required for Earth-like life to emerge on a planet are thought to include
the presence of liquid water, the availability of energy, the existence of organic material,
and shielding from high energy charged particles. There are situations when determining
whether these conditions exist on a planetary body is not possible without a detailed under-
standing of the radiative processes occurring in a planet’s atmosphere. In this work, studies
of the radiative flux and transfer within planetary atmospheres are carried out in order to
elucidate whether certain planetary bodies may be habitable. The first section of this work
quantifies the impinging X-ray flux on sub-Neptune sized planets in the Kepler spacecraft
dataset. This study determines the conditions for such planets to be stripped of their pri-
mordial atmospheres, with implications for the stability of liquid water on their surfaces.
In the second part, the absorption of light in the atmosphere of Saturn’s largest moon Titan
is modeled in order to understand how close to the surface one has to be to detect organic




1.1 Planetary atmospheres: Controlled by the same physical processes
The majority of known planets, and some of their satellites, possess an atmosphere [de Pater
and Lissauer, 2015]. This encompasses the planets in our solar system as well as extrasolar
planets (exoplanets) of which measurements are sufficient to make such a determination.
The composition of planetary atmospheres varies significantly. At one end of the spec-
trum are the hydrogen/helium dominated atmospheres, similar to the sun and the protosolar
nebular from which it formed in composition. These atmospheres are typically so dense
that they form a fluid “envelope” which can dominate the planet’s mass. On the other hand
are the atmospheres of the terrestrial planets, these consist of primarily gases with molec-
ular mass greater than three (Z   3), with atmospheres that account for less than <1% of
the mass of the planet. These are likely secondary atmospheres, i.e. they were not accreted
directly from the protosolar nebula, but originated in the solid planetesimals that formed
the planet and were later outgassed [de Pater and Lissauer, 2015, Baines et al., 2013].
Despite the differences in atmospheric composition and mass (and in turn, surface pres-
sure), they are governed by the same physical and chemical processes. For example, the
thermal stratification of the atmosphere and variations in the strength and location of solar
insolation on the planet, leads to atmospheric circulation (i.e. winds). The focus of this
thesis is on the ways in which solar radiation interacts with planetary atmospheres, and
the implications this has for the habitability of planets or studies thereof. To examine this
interplay, the physical processes controlling the interaction of stellar radiation with gases
and particles, termed “radiative transfer,” are of primary significance.
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1.2 Radiative transfer
1.2.1 Stars as sources of electromagnetic radiation
Stars produce the overwhelming majority of radiation that the typical planet receives.
Main-sequence stars, like the sun, generate notable fractions of their energy through the
nuclear fusion of four hydrogen atoms to form one helium atom in the deep interior of the
sun. The electromagnetic radiation that originates from this fusion is the result of the dif-
ference in mass between the product helium atom and the reactant hydrogen atoms and is
governed by the equation:
E = mc2 (1.1)
The energy generated in a star’s interior is transported by convection and through ra-
diation to a region called the photosphere—the visible surface of stars where the majority
of electromagnetic radiation reaching planets like the Earth originates. The effective tem-
perature of the photosphere is approximately 5800 K [Liou, 2002]. In turn, stars produce
electromagnetic spectra that can be approximated by a blackbody, an object wherein the ab-
sorption of radiation by molecules and its subsequent emission by the rotation and vibration
of these same molecules is in equilibrium. A blackbody produces an emission spectrum





 5(ehc/K T   1) (1.2)
where   denotes wavelength, T is the temperature of the blackbody, h is Planck’s con-
stant, and c is the speed of light.
In the case of the sun, blackbody radiation dominates its emission spectrum from the
middle ultraviolet to radio wavelengths. This includes visible light, as well as most wave-
lengths used for remote sensing, including the infrared. Nevertheless all stars, including
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the sun, produce an appreciable amount of X-ray radiation, extreme ultraviolet (EUV), and
far ultraviolet (FUV). These are not generated through blackbody emission from the photo-
sphere, but from the considerably hotter stellar corona. In the case of the sun, the corona is
found > 2000 km above the photosphere, extends for millions of kilometers, and possesses
temperatures close to 106 K.
1.2.2 Absorption, emission and scattering
When light from a planet’s host star interacts with a given particle in the planet’s atmo-






is equivalent to either an electronic energy state of an atom or molecule, or a rotational
or vibrational energy state of a molecule, the photon will be absorbed. If the atom or
moleule absorbs more energy than is required to remove an electron, the atom/molecule
will be ionized, with the additional energy in the form of kinetic energy imparted upon the
free electron.
If the photon energy does not correspond to an energy state of the particle in question,
the light will be scattered in different directions. The nature of this scattering, i.e. the
angular pattern of light intensity resulting from the scattering event, depends on the size






where r is the particle radius. If x << 1, the result will be Rayleigh scattering. Under
this type of scattering, light will be scattered in all directions, but preferentially in the fore-
3
ward and backward directions in equal amounts. If x   1, the resulting scattering is termed
Lorenz-Mie scattering. The angular pattern for Lorenz-Mie scattering is complicated, but
involves preferential scattering in the forward direction.
1.2.3 The radiative transfer equation
Absorption and scattering are the fundamental processes that stellar light will undergo
when passing through a planetary atmosphere, and an understanding of the two lead us
to the general radiative transfer equation. Losses in signal due to both absorption and scat-
tering are termed extinction. We consider radiation passing through a layer of thickness
ds, with the intensity of the radiation entering the layer being I
 
. The loss in intensity of
the radiation after exiting the layer is dI
 
due to absorption and scattering out of the beam,
while J
 
is the source function and accounts for increases in intensity within the layer due













is the mass extinction cross section (a quantification of the extinction properties of
the atmosphere within the layer, in units of area per mass) for light with wavelength  . ⇢ is
the density of the atmospheric layer [Liou, 2002].
Use of the radiative transfer equation allows one to model and subsequently interpret
spectra of a planetary atmosphere taken by remote sensing instruments, which are essen-
tially signal returns (due to light collected by the instrument) as a function of wavelength.
In albedo (often termed I/F) spectra, wavelengths with sharp reductions in albedo generally
denote wavelengths where gas molecules in the atmosphere are absorbing light. In contrast,
broad slopes of changing albedo over several micrometers (microns, µm) typically indicate
losses (or gains) due to particle scattering. See Fig. 3.3 for sample albedo spectra.
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1.3 Planetary habitability
Broadly, the conditions required for Earth-like life to emerge on a planetary body are
thought to include the presence of liquid water, the availability of energy, the existence
of organic material, and shielding from high energy charged particles [Raulin et al., 2009,
See et al., 2014]. An exhaustive discussion of all the conditions that may make a planet
habitable, including for potential life forms with wildly different chemistries from those on
Earth, would be out of the scope of this thesis. Nevertheless, a couple key concepts/conditions
that guide the search for habitable worlds based on the criteria listed above are discussed.
1.3.1 The habitable zone
On Earth, water is an essential solvent for all known life forms, as well as a means for
transferring energy in metabolic processes. In particular, the exposure of water to the at-
mosphere has been considered an important criteria for the formation of complex prebiotic
molecules that could eventually lead to the origin of life. This is both due to the avail-
ability of atmospheric gases as reactants as well as the presence of energy sources in the
form of sunlight and lightning [Miller and Urey, 1959]. This is the region around a given
star in which a planet can orbit while maintaining temperature conditions that allow for the
presence of liquid water on its surface for millions of years [de Pater and Lissauer, 2015].
Placing additional scrutiny on planets located in the continuously habitable zone focuses
much of the search for extraterrestrial life. Specifically, to planets that are thought to be the
most likely to be inhabited based on our understanding of life on Earth.
1.3.2 The availability of organic molecules
Certain classes of organic molecules are known to be essential for terrestrial life. These
include amino acids, sugar-like molecules, activated phosphates and nucleobases [Burton
et al., 2012]. These molecules may be formed directly from molecules in a reducing atmo-
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sphere as described by Miller and Urey 1959, or they may be delivered to a planetary body
from asteroids which are known to be capable of hosting many of these molecules [Burton
et al., 2012].
1.3.3 Shielding from high energy charged particles
High energy charged particles from stellar winds can be a significant impediment to life
forms in two respects. Firstly, such particles can erode stable atmospheres, removing the
pressure conditions required for surface liquid water. Secondly, they can cause frequent
genetic mutations. For this reason, shielding from high energy charged particles, such as
with a planetary magnetosphere, is a condition for a planet to be considered habitable [See
et al., 2014].
1.4 Assessing the habitability of planets through an understanding of the radiative
processes occurring in their atmospheres
There are situations when assessing one or more of the four conditions considered neces-
sary for life to emerge on a planetary body is not possible without a detailed understanding
of the radiative processes occurring in a planet’s atmosphere.
Much previous work has stressed the importance of radiative processes in constrain-
ing habitability. As one example, Kasting et al. 1993 determined that the condensation
of CO2 in an atmosphere and the subsequent formation of clouds can considerably in-
crease a planet’s albedo, notably reducing the ability for such an atmosphere to be warmed.
They use this process to define the inner edge of the habitable zone. Kasting et al. 1993
also indicated that high enough temperatures for a planet with an Earth-like composition
will introduce large quantities of water into the stratosphere. This overcomes the diffu-
sion restriction on the outward flow of hydrogen, allowing the hydrogen produced from
photolyzed water vapor to escape to space, limiting the planet’s ability to maintan surface
water. Additional examples have arisen from considering the question of how long liquid
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water has been stable on Mars’s surface during its geologic history (and in turn how habit-
able it truly ever was). Attempts to address this question have involved extensive studies of
the radiative properties of putative ancient Martian atmospheres which may have involved
large concentrations of SO2 [Johnson et al., 2008] or H2 [Ramirez et al., 2013], and in
turn how long such atmospheres would be able to sustain temperatures of 273 K or above
(which would allow liquid water to be stable on the surface for a pressure of 1 bar).
Building upon the existing literature, in this study I demonstrate that new constraints
on the radiative processes occurring in an atmosphere can provide insights into the
habitability of a planetary body, with a particular focus on cases where sufficient data
to consider these questions has only recently become available. This is accomplished by
considering two examples pertaining to sub-Neptune sized exoplanets and Saturn’s largest
moon Titan:
1.4.1 Chapter 2: The sub-Neptune photoevaporation desert and its dependence on stellar
type: Controlled by lifetime X-ray irradiation
Short-period sub-Neptunes with substantial volatile envelopes are among the most common
type of known exoplanets. However, recent studies of the Kepler population have suggested
a dearth of sub-Neptunes on highly irradiated orbits, where the planets are vulnerable to
atmospheric photoevaporation. Physically, one expects this “photoevaporation desert” to
depend on the total lifetime X-ray and extreme ultraviolet flux, which are the main drivers
of atmospheric escape. In this chapter, I study the demographics of sub-Neptunes as a
function of their lifetime exposure to high energy radiation and host star mass. I find that for
a given present day insolation, planets around lower mass stars experience relatively more
X-ray flux over their lifetimes (⇠100 ⇥ more for a planet orbiting a 0.3 M  star versus
1.2 M ). Defining the photoevaporation desert as a region consistent with zero occurrence
at 2  , I find that the onset of the desert occurs for integrated X-ray fluxes greater than
1.43 ⇥1022 to 8.23 ⇥1020 erg/cm2 for planetary radii of 1.8 – 4 R  (the desert boundary
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depends on planet radius). I also compare the location of the photoevaporation desert for
different stellar types. Critically, the onset of the desert occurs at lower bolometric flux
values for lower mass stars, but at much more comparable locations in integrated X-ray
flux space, suggesting that photoevporation driven by steady state stellar X-ray emissions
is the dominant control on the location of the desert. This may limit the ability of close-in
rocky planets around M-dwarfs (for which the outer bound of the desert overlaps with
the inner edge of the habitable zone) to sustain hydrogen/helium atmospheres, and in
turn their ability to main surface liquid water. Finally, I report tentative evidence for
the sub-Neptune valley, first seen around Sun-like stars, for M & K dwarfs (main-sequence
stars).
1.4.2 Chapter 3: Modeling transmission windows in Titan’s lower troposphere: Implications
for infrared spectrometers aboard future aerial and surface missions
Absorption from methane and other gases in Titan’s atmosphere as well as particle scat-
tering limits the visibility of the surface to only a handful of narrow windows in the near-
infrared. This has limited the ability to identify specific compounds on the surface—to date
Titan’s bulk surface composition remains unknown. Further understanding of the surface
composition would provide insight into geologic processes, photochemical production and
evolution, and the biological potential of Titan’s surface. However, the only way to obtain
wider spectral coverage with which to study Titan’s surface is by decreasing the integrated
column of methane between the observer and the surface. To do this, future missions must
operate at lower altitudes in Titan’s atmosphere. Herein, we use a radiative transfer model
to describe the expected improvement in the near and mid-IR reflectance measurements
of Titan’s surface for different possible mission architectures. We find that only for alti-
tudes less than ⇠1 km can significant widening of the windows (⇠10% wider compared to
orbit) be obtained, while increases as large as ⇠200% can be obtained at the surface. Im-
provements of this magnitude are only possible with the inclusion of onboard illumination.
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Further, we highlight what surface compounds not currently observable from orbit
may be identified within widened tranmission windows near the surface. These range
from simple nitriles such as cyanoacetylene, to building blocks for amino acids such
as urea. The ability to identify these compounds on the surface would make it possible
to assess whether all necessary building blocks for life exist on Titan’s surface.
1.4.3 Publications
The contents of this thesis have their foundations in 2 manuscripts prepared during my time
at Georgia Tech:
1. G.D. McDonald, L. Kreidberg, and E. Lopez (Revised), The sub-Neptune desert
and its dependence on stellar type: Controlled by lifetime X-ray irradiation, The
Astrophysical Journal.
2. G.D. McDonald⇤, P.M. Corlies⇤, A.G. Hayes, J.J. Wray, M. Ádámkovics, M.J.
Malaska, M.L. Cable, J.D. Hofgartner, S. Hörst, L.R. Liuzzo, J.J. Buffo, R.D. Lorenz,
E. Turtle (Submitted), Modeling transmission windows in Titan’s lower troposphere:
Implications for infrared spectrometers aboard future aerial and surface missions.
⇤authors contributed equally.
In addition, although their contents are not included herein, the following manuscripts
all touch upon the goal of this thesis and represent another sizable portion of my graduate
research:
3. L. Ojha, M. Chojnacki, G.D. McDonald, A. Shumway, M.J. Wolff, M.D. Smith,
A.S. McEwen, K. Ferrier, C. Huber, J.J. Wray, A. Toigo (2017). Seasonal slumps in
Juventae Chasma, Mars, Journal of Geophysical Research: Planets 122.
4. J.S. Méndez Harper, G.D. McDonald, J. Dufek, M.J. Malaska, D.M. Burr, A.G.
Hayes, J. McAdams, J.J. Wray (2017). Electrification of sand on Titan and its influ-
ence on sediment transport, Nature Geoscience 10, 260–265.
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5. G.D. McDonald, A.G. Hayes, R.C. Ewing, J.M. Lora, C.E. Newman, T. Tokano, A.
Lucas, A. Soto, G. Chen (2016). Variations in Titan’s dune orientations as a result of
orbital forcing, Icarus 270, 197–210.
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CHAPTER 2
THE SUB-NEPTUNE DESERT AND ITS DEPENDENCE ON STELLAR TYPE:
CONTROLLED BY LIFETIME X-RAY IRRADIATION
Published in modified form as:
G.D. McDonald, L. Kreidberg, and E. Lopez (Revised), The sub-Neptune desert and
its dependence on stellar type: Controlled by lifetime X-ray irradiation, The Astrophysical
Journal.
2.1 Introduction
The Kepler mission has confirmed the existence of over 2341 extrasolar planets [Thompson
et al., 2017]. These discoveries provide valuable information about the distribution of
planets in terms of their radii and semi-major axes. Of particular significance has been the
discovery that given the current sample of close-in planets (5-50 day periods), the most
common type are planets with radii in the range of 1 – 1.5 or 2 – 2.8 R  (Earth radii)
[Fressin et al., 2013, Petigura et al., 2013b,a, Fulton et al., 2017]. The former are typically
referred to as super-Earths, we hereafter refer to the latter, as well as all planets in the range
1.8 < R  < 4, as sub-Neptunes.
There is substantial evidence that these sub-Neptune planets represent a distinct pop-
ulation. Their boundary on the low radius end lies with evidence that planets with R  >
1.5 are not purely rocky in composition [Weiss and Marcy, 2014, Rogers, 2015], with
those with R  > 1.7 in particular likely to require significant volatile envelopes to ex-
plain their low densities [e.g., Lopez and Fortney, 2014, Rogers, 2015, Fulton et al., 2017].
Subsequent studies have shown that these planets are best explained by models that have
hydrogen/helium (hereafter H/He) envelopes atop Earth-like rocky cores [e.g., Wolfgang
and Lopez, 2015, Chen and Rogers, 2016, Lopez, 2016, Owen and Wu, 2017, Jin and
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Mordasini, 2017]. The upper bound of < 4 R  is motivated by the fact that these planets
are typically significantly more massive [Weiss and Marcy, 2014, Wolfgang et al., 2016],
which makes these planets considerably more resistant than smaller planets to atmospheric
photoevaporation from high-energy radiation [Lopez and Fortney, 2013]. Despite their
commonalities, studies of the mass-radius relations of these sub-Neptunes indicate that
they are a diverse population, spanning a wide range of bulk densities and compositions
[Weiss and Marcy, 2014, Wolfgang et al., 2016, e.g.,]. Understanding the set of conditions
that will determine the envelope compositions and radii of these sub-Neptunes is a major
area of research and will be key to our understanding of planet formation. Furthermore, it
is important to recognize that the observed densities and radii are snapshots in time, and
that an evolution across different portions of the parameter space is probable for many
sub-Neptunes.
A specific process expected to have dramatic consequences on the evolution and prop-
erties of the sub-Neptune population is photoevaporation driven by high energy radiation,
which has been suggested as a mechanism that would strip sub-Neptunes of their H/He en-
velopes over time [e.g., Baraffe et al., 2006, Jackson et al., 2010, Owen and Jackson, 2012,
Lopez et al., 2012, Owen and Wu, 2013, Chen and Rogers, 2016]. This process is most im-
pactful for sub-Neptunes on short-period orbits, where short means . 10 days, in the case
of Sun-like stars [Owen and Wu, 2013, Lopez and Fortney, 2013]. The mechanism of this
photoevaporation process involves the photoionization of hydrogen from the absorption of
X-rays and extreme ultraviolet radiation (XUV), which occurs at atmospheric pressures
of around a nanobar, where a H/He-rich atmosphere becomes optically thin to the XUV
[Yelle, 2004, Owen and Jackson, 2012, Murray-Clay et al., 2009]. The thermal excitation
resulting from the photoionization can produce a hydrodynamic escape of the atmospheric
hydrogen/helium. The impact of photoevaporation on the evolution of a short-period sub-
Neptune can be substantial—low-mass planets with H/He dominated envelopes can have
their envelopes completely stripped leaving only the solid core [Jackson et al., 2010, Owen
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and Jackson, 2012, Lopez et al., 2012]. Non-thermal atmospheric stripping from stellar
winds can be considered a competing process, but is found to be a secondary effect for
planets with H/He-dominated atmospheres on close-in orbits [Airapetian et al., 2017].
However, the effects that photoevaporation-driven atmospheric escape can have on
these planets vary significantly based on physical parameters such as planetary radius,
planet mass, host star age and incident high-energy flux. For this reason, evolution models
of sub-Neptunes, which account for the effects of hydrodynamic mass-loss and thermal
contraction, have been developed to study this process. Studies that have run these models
over large parameter spaces in incident bolometric flux and planetary mass have indicated a
threshold above which planets will not be found after > 100 Myr due to photoevaporation-
driven mass loss [e.g., Owen and Wu, 2013, Lopez and Fortney, 2013, Chen and Rogers,
2016]. The thresholds produced by these models are in good agreement with observations,
which show a dearth of planets with low gravitational binding energies and large radii
[Lopez, 2016, Owen and Wu, 2017, Jin and Mordasini, 2017].
Nevertheless, the sample of planets for which masses, and in turn binding energies, are
known is relatively small. This has motivated searches for regions in planet radius space
with a lack of sub-Neptune sized planets in the wider Kepler candidate dataset, where
masses for most planets are unknown, but planetary radii and orbits have been measured.
Sanchis-Ojeda et al. [2014] examined the population of Kepler planets with orbital periods
less than one day, and noted a clear lack of planets larger than 2 R , suggesting that photo-
evaporation could be responsible for this observation. More recently, Mazeh et al. [2016]
defined the shape of the desert in the period-mass and period-radius planes, and Lundkvist
et al. [2016] used a sample of planets around host stars with asteroseismic observations
to suggest an absence of planets with bolometric fluxes greater than 650 times the solar
constant (650 F ) and radii between 2.2 – 3.8 R .
These studies have indicated the presence of a “photoevaporation desert” in the Kepler
data, or a dearth of sub-Neptunes on close-in orbits. Nevertheless, there remains much to
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be gleaned from observational constraints on the desert using the Kepler data. In particular,
one expects the photoevaporation desert to depend on the X-ray and XUV flux received by a
planet integrated over its lifetime, which is the main driver of atmospheric escape for these
planets. Studies to date have defined the desert in the parameter spaces of orbital period and
present-day bolometric flux. Here, we use the X-ray observations of Jackson et al. [2012]
and Shkolnik and Barman [2014] to generate a lookup table of a star’s lifetime-integrated
X-ray luminosity as a function of its mass and age. Scaling the above by the semi-major
axis of each planet of a detection-complete subset of the Kepler data, we define the pho-
toevaporation desert in a lifetime-integrated X-ray flux parameter space. This allows us to
quantify clear differences between the populations of rocky and gaseous planets, as well as
to define the desert in a parameter space physically tied to the photoevaporation process,
facillitating comparisons with the results of photoevaporation models. Furthermore, the
effect of the stellar type of a planet’s host star on its propensity for photoevaporation, and
on the shape of the desert in the Kepler data has remained relatively unexplored. Owen and
Wu 2013 briefly discussed these effects in a comparison of their photoevaporation model
with the Kepler data. Our analysis significantly expands on this by defining desert bounds
independent of a particular photoevaporation model using statistical criteria, in addition to
utilizing significantly expanded and improved datasets.
The recent significant increase in the number of known exoplanets, specifically the
1284 new confirmed planets added to the general Kepler data by the uniform false positive
probability analysis of Morton et al. [2016], along with the factor of three improvements in
the precision of planetary radii, order of magnitude improvements in stellar fluxes, and first
comprehensive dataset of planet ages provided by the California-Kepler Survey [Johnson
et al., 2017] make this a well-timed occasion to improve observational constraints on the
photoevaporation desert. With a sample size of 2341 detected planets, it is also possible to
see how the desert varies as a function of the host star’s spectral type.
We also investigate the photoevaporation valley, a gap in the Kepler planet data at 1.5
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– 2 R  first reported by Fulton et al. [2017], in the lifetime-integrated X-ray flux param-
eter space, as well as its dependence on stellar type. We find evidence suggestive of the
sub-Neptune valley around M & K dwarfs, whereas previous detections have focused on
Sun-like stars. The reader is referred to Fig. 10 of Fulton et al. 2017 for an illustrated com-
parison of the locations of the photoevaporation desert and valley, which are two distinct
phenomena.
2.2 Methods
2.2.1 Lifetime-integrated X-ray flux as a function of stellar mass and age
Availability of extreme ultraviolet data
With the exception of the Sun, extreme ultraviolet (EUV, 10 – 124 nm) observations of
stars are scarce. While studies have used models derived from solar observations to esti-
mate XUV fluxes for old, Sun-like stars [Lecavelier Des Etangs, 2007, Sanz-Forcada et al.,
2011], such extrapolations are not possible for other stellar types. Thus, we focus specif-
ically on the evolution of the X-rays. X-rays are the primary driver for hydrodynamic
escape [Owen and Jackson, 2012]. Furthermore, the XUV emission for Sun-type stars
[Sanz-Forcada et al., 2011], and the trends of the near and far ultraviolet for M-dwarfs
[Shkolnik and Barman, 2014], are all suggestive of the XUV evolution qualitatively fol-
lowing the same saturation and decay behavior as the X-rays.
Combining existing -X-ray data
To track the evolution of X-ray flux as a function of time for different stellar spectral types,
we use the observationally derived relations in Jackson et al. [2012] and Shkolnik and
Barman [2014]. Jackson et al. [2012] used X-ray survey observations of open clusters to
report the ratio of the X-ray to bolometric luminosity across stellar ages of 10 Myr to 4.5
Gyr, with bins spanning stellar spectral types from K5 to F0. Shkolnik and Barman 2014
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Figure 2.1: X-ray evolution as a fraction of total luminosity for different stellar types. Data
are from Jackson et al. [2012] and Shkolnik and Barman [2014].
used ROSAT (Röntgensatellit) observations to determine the X-ray to J-band (centered at
1.25 µm) flux ratio for M4 to K4 spectral types with stellar ages of 10 Myr to 5 Gyr.
Combining these two data sets, the rough range of stellar masses for which the lifetime
X-ray evolution has been measured is 0.3 – 1.4 M . These data measure the steady state
X-ray emission and do not account for additional X-ray emissions from large flares or
coronal mass ejections.
The same trend of a saturated phase of X-ray emission early in the lifetime of the
star, tens to hundreds of millions years, followed by a decay is found across all stellar
spectral types (Fig. 2.1). The main difference between spectral types is twofold: as stellar
mass decreases, stars saturate with a greater proportion of their luminosity in the X-rays,
while the saturation phase also increases in duration [Jackson et al., 2012, Shkolnik and
Barman, 2014]. Both trends are visible in Fig. 2.1. Although this behavior is not monotonic
across spectral types as a result of the uncertainties in the observations, the overall trend
is apparent. We note that the binning by spectral type of Jackson et al. [2012] was carried
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using B   V color—we convert the main sequence B   V color bins to stellar mass bins
solely for reference in Fig. 2.1. The conversion from B   V color to stellar mass varies
as a function of stellar age, and the full treatment for our calculation of lifetime-integrated
X-ray fluxes is more complex and described in detail in section 2.2.1.
Both Jackson et al. [2012] and Shkolnik and Barman [2014] parametrize the X-ray to









tively, as a function of stellar age (for a given spectral type) by fitting a broken power
law. The saturated phase is fit by a flat line, and the subsequent decay is fit with a power
law. The uncertainties in the X-ray measurements of open clusters and field stars, which
are used to define individual data points, can span orders of magnitude for the least precise
measurements, with the precision varying as a function of stellar age and spectral type, both
parameters that are independent variables in our analysis. In order to accurately account
for these errors in our calculations, we carry out a Markov-chain Monte Carlo (hereafter
MCMC) fit to all data points in each of the stellar bins defined by Jackson et al. [2012] and
Shkolnik and Barman [2014]. In carrying out the MCMC, we take the least squares fit of
a broken power law (using a piecewise function to fit to all data points simultaneously) to




to be the maximum likelihood result.




) parameter space, such
that we are fitting to the data with a piecewise function of two lines (as in Fig. 2.1), one with
a slope of zero representing the saturation phase, and a line of negative slope representing





) intercept for the line of negative slope, the logarithm of the time at which the
saturation phase ends (log ⌧
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), and the slope of the line representing the X-ray luminosity
decay—under the condition that the piecewise function is continuous. These fits, which
are carried out in logarithmic space, are then converted to the following: the ratio of X-ray
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. This approach returned fit parameters in many cases
identical to those reported in Jackson et al. [2012] and Shkolnik and Barman [2014]. So as
to ensure agreement of our maximum likelihood fits with those reported in Jackson et al.
2012, we carried out the “lower weighting” of data points referenced with arrows described
in Fig. 2 of Jackson et al. [2012]—we found that multiplying the errors for these data points
by a factor of five produced fit parameters in closest agreement with theirs.
With our maximum likelihood fit parameters in hand, we sampled the parameter space
with a Markov-chain Monte Carlo of 100 samplers over 1200 steps using the emcee rou-
tine of Foreman-Mackey et al. 2012. Discarding the first 200 steps during which the sam-
plers have not yet sampled the full parameter space, we are left with 100,000 fits, com-
prising three posterior probability distributions, one for each fit parameter. We randomly
sample the fit parameters for 1000 of the fits, taking note that this number of subsamples
still accurately represents the shape of the original posterior probability distributions. These
1000 fits are used to account for the effects that the errors in the X-ray measurements have
on our calculation of lifetime-integrated X-ray luminosities and fluxes.
Stellar evolution and calculation of a lifetime-integrated X-ray luminosity lookup table
We ultimately seek to calculate estimates of the lifetime-integrated X-ray flux for all plan-
ets in the Kepler sample. However, the calculation of lifetime-integrated X-ray flux for
each planet, as well as a Monte Carlo sampling of each planet’s errors, is precluded by
the time-intensive nature of the calculation. Because the resolution of the stellar masses
in the isochrones that we use as inputs, as well as the ages at which lifetime-integrated
X-ray fluxes have been measured, are known, we are aware of the maximum resolution
at which lifetime-integrated X-ray luminosities can be accurately calculated as a func-
tion of stellar mass and age. For this reason, we precalculate a lookup table—an array
of lifetime-integrated X-ray luminosities for given stellar masses and ages, which can be
quickly queried for use in estimating the lifetime-integrated X-ray flux for each Kepler
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planet.









. As such, it becomes necessary to model the temporal evolution of the
bolometric and J-band luminosities for the stellar types of interest, in order to determine the
temporal evolution of the X-ray luminosity itself. Stellar isochrone models are well suited
for this, and we use the PARSEC isochrones obtained from the CMD 2.8 web interface
[Bressan et al., 2012, Chen et al., 2014]. We utilize the PARSEC isochrones for their fine
mass resolution (⇠ 0.03) over our 0.3 < M  < 1.4 range of interest, as well as the
availability of tracks for stars with non-solar metallicities.
In generating our lookup table, we define 40 linearly spaced mass bins over the solar
mass range 0.3 < M  < 1.4, as well as 50 different stellar ages which we integrate up
to. 20 ages are logarithmically spaced between 200 Myr (limited on the low end by the
lowest ages in the PARSEC isochrones) and 1 Gyr, and the final 30 are linearly spaced fom
1 – 10 Gyr so as to finely sample the age range which most Kepler planets fall in (Johnson
et al. [2017], also see Fig. 2.3). Finally, 5 bins in metallicity are specified at Z = 0.0025,
0.0075, 0.0125, 0.0175 and 0.03.
For each mass, age and metallicity bin, we track the star’s luminosity and B   V color
at each time-step in the isochrone (spaced as log(time[yr]) = 0.03). At each time-step, we
use the B   V color to place the star in the appropriate bin of X-ray evolution as described





among the 1000 fits generated for this bin in section 2.2.1. This leaves us with L
X
as a
function of time, which we integrate over the lifetime of the star by quadrature (a numeri-
cal integration using polynomial interpolation functions) to get a lifetime-integrated X-ray
luminosity. For stars of M⇤ > 0.9M  that are older than 1 Gyr, we monitor the evolution
of the star’s stellar effective temperature to determine whether it leaves the main sequence
during its lifetime. We consider a greater than 10% change in stellar effective temperature
vs. log(time[yr]) to be a signature that the star has left the main sequence. This criteria
19
a) b)
Figure 2.2: a) Lookup table of integrated X-ray luminosity as a function of stellar mass
and age, using fits to the observational relations of Jackson et al. [2012] and Shkolnik
and Barman [2014]. This table is for a stellar metallicity of Z = 0.0175, and shows the
mean luminosities of 1000 realizations of fits to the data. b) Relative errors on the X-ray
luminosity calculated from the 1000 realizations.
accurately captures the point in time before dramatic changes to the star’s other physical
parameters, e.g. R⇤, also occur. We stop the integration of lifetime-integrated X-ray flux
at the time that the star has left the main sequence, due to the lack of comprehensive ob-
servations of X-ray emissions from post main-sequence stars. This process of calculating
lifetime-integrated X-ray luminosity is repeated for all mass, age and metallicity bins, and
then repeated for each one of the 1000 sets of X-ray evolution fit parameters from section
2.2.1. This effectively provides 1000 realizations of the lookup table that sample the extent
of the errors in the X-ray measurements.
In Fig. 2.2, we show our lookup table for our closest-to-solar metallicity bin (Z =
0.0175). Fig. 2.2a shows the mean lifetime integrated-X-ray luminosity of the 1000 re-
alizations in X-ray evolution fit parameters, while Fig. 2.2b shows the relative error in
the lifetime-integrated X-ray luminosities. The physical implications of the results in the
lookup table will be discussed in section 2.3.1. Over the majority of the parameter space,
relative errors are around 30%, although for stars of M⇤ ⇠ 0.7M  older than 3 Gyr, rel-
ative errors are greater than 100%. This is due to poor constraints on the post-saturation
phase X-ray evolution for this particular bin of 0.935 < B   V < 1.275 (see Jackson et al.
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Figure 2.3: A histogram of the relative frequencies of all host star ages from the California
Kepler Survey (CKS, Petigura et al. 2017, Johnson et al. 2017). In order to account for the
errors in the determination of ages, 1000 realizations of the age of each planet are included
in the histogram.
[2012] Fig. 2f).
Although we utilize and report results using the PARSEC isochrones due to their mass
and metallicity resolution, as well as their direct outputting of B V color, we have verified
our results by repeating the above analysis using the Baraffe et al. [2015] stellar isochrones,
combined with estimates of B V color from model stellar effective temperature using the
observations of Pecaut and Mamajek [2013]. We find that our results are largely indepen-
dent of the isochrones used.
2.2.2 Lifetime-integrated X-ray fluxes for Kepler candidates
Kepler data
In this section, we calculate the lifetime-integrated X-ray flux for stars in the Kepler sample.
We utilize two sets of Kepler data. For the purposes of defining the photoevaporation
desert with the greatest possible precision, we use data from the California Kepler Survey
[Petigura et al., 2017, Johnson et al., 2017]. The California Kepler Survey (abbreviated
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CKS) used follow-up spectroscopic observations to improve the precision on the stellar
parameters of 1305 Kepler stars, and in turn the measurements of 2025 Kepler planets.
The CKS measurements have resulted in a factor of ⇠3 improvement in the precision on
measurement of stellar masses, as well as a factor of ⇠2 improvement in stellar radius
precision that has resulted in a factor of ⇠2 improvement in precision for the planetary
radii (using the planet-to-star radius ratios from the latest Q1-17 DR 25 Kepler catalog,
Johnson et al. [2017]). Furthermore, the CKS is the first comprehensive survey of Kepler
stellar ages (see Fig. 2.3), increasing the sample size of stars with ages by almost two orders
of magnitude over previous studies. This enables, for the first time, calculating estimates
of parameters such as lifetime-integrated X-ray flux for a majority of planets in the Kepler
dataset.
Because the CKS is a magnitude limited survey (less than magnitude 14.2 in the Kepler
bandpass, Petigura et al. [2017]), it excludes most low-mass stars from the Kepler sample,
and consists largely of Sun-like stars. To explore differences in the photoevaporation desert
and valley as a function of stellar type, we use the latest release of the general Kepler
dataset. The recent calculation of uniform false positive probabilities (FPP) for all Kepler
Objects of Interest by Morton et al. 2016 has resulted in a large increase in the number of
confirmed Kepler planets, totaling 2284 planets. We utilize the sample of planets confirmed
by the analysis of Morton et al. 2016, along with the stellar and planet properties from the
Kepler Q1-17 DR 25 catalog when examining differences in properties among stellar types.
Propagating the Kepler planet uncertainties through our calculation of lifetime X-ray fluxes
The relative errors on the properties of the Kepler planets and host stars can be large. Even
with the improved precision of the California Kepler Survey, the typical 5% errors on stellar
masses, 11% uncertainty factor on stellar radius, and factor of two uncertainty in ages can
result in significant variations in estimates of lifetime-integrated X-ray flux for a given
planet. The effect of these errors on defining a region free of planets (the photoevaporation
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desert) must be taken into account, especially when dealing with samples limited to several
dozen to a couple hundred planets (the reason for the smaller samples of planets will be
discussed in section 2.2.2). The consideration of errors becomes even more important when
using the regular Kepler sample to compare properties dependent on host star stellar type,
in which typical errors on planet radii are ⇠ 40% [Johnson et al., 2017].
In consideration of these errors, as well as the fact that our calculations of lifetime-
integrated X-ray luminosities rely on numerical integration of binned observational data
(making it impractical to propagate errors), we take a Monte Carlo approach to modeling
the errors on planets. We replace each planet in the specific dataset being considered (CKS
or Q1-17 DR 25 and Morton et al. [2016]) with 1000 “fractional planets”, each weighted
to be 1/1000th of a planet. The physical parameters for each of the 1000 planet frac-
tions and their respective host star are determined by taking posteriors directly from the
relevant table: the Q1-17 DR 25 stellar catalog [Mathur et al., 2016], the Q1-17 DR 25
planet catalog [Hoffman and Rowe, 2017], or the California Kepler Survey (Petigura et al.
[2017], Johnson et al. [2017], posteriors were provided by Erik Petigura upon request). The
lifetime-integrated X-ray flux for each fractional planet is determined by using the lookup
table described in section 2.2.1 to get a lifetime-integrated X-ray luminosity for its Monte
Carlo’d host star. 1000 realizations of the lifetime X-ray luminosity lookup table were pre-
viously generated to account for uncertainties in the X-ray observations. Each of the 1000
realizations of the lookup table are used for each of the 1000 planet fractions representing
one planet, such that the uncertainties in the lifetime X-ray luminosity are propagated. The
time-integrated X-ray luminosity for a fractional planet is then divided by the posterior for
its semi-major axis to get a time-integrated X-ray flux.
For the CKS data, posteriors of the ages of each planet’s host star are available, and
drawn from for each fractional planet. In the case of the Q1-17 DR 25 catalog, ages have not
been measured. While many of the G type host stars in the catalog have ages that have been
measured by the CKS, the majority of the M & K type stars, which we wish to compare
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to, have no age information. In order to treat the ages, and in turn the lifetime integration
over X-ray luminosity, consistently for all stellar types in the Q1-17 DR 25 catalog, we take
the approach of randomly drawing an age for the host star of each fractional planet in the
catalog from the full distribution of ages of the CKS sample (whereby the errors in the CKS
ages are accounted for by including 1000 age posteriors for each star in the CKS sample).
Because the ages measured by the CKS form a single unimodal distribution around ⇠ 6
Gyr (Fig. 2.3), a random drawing of ages for each host star in the Q1-17 DR 25 catalog
should produce similar average behavior over a large sample.
Selecting a subsample complete near the desert edge
Using the lifetime-integrated X-ray fluxes calculated for each of the 1000 fractional planets,




Planet occurrence calculations must account for the completeness of the Kepler dataset
[Howard et al., 2012], i.e. whether every planet is likely to have been detected around the
sample of stars of interest. We elect to focus our analysis on a subsample of the Kepler
dataset that is complete at the edge of the photoevaporation desert, such that the shape of
the desert that we define should be unaffected by pipeline completeness. We follow the
methodology of Wolfgang and Lopez [2015], who performed SNR calculations for transits
to define a set of host stars for which the detection of sub-Neptunes is complete. Because
our interest is in photoevaporation, which occurs for planets on short periods, we elect to
further restrict our period sample, allowing us to relax the restrictions of Wolfgang and
Lopez 2015 on stellar noise (combined differential photometric precision, or CDPP). With
this adjustment, the cuts we make to select a desert-complete sample are stellar radius
R⇤ < 1.2R , Rp > 1.2R , period < 10 days and CDPP binned to the timescale of the
planet’s transit < 200 ppm (compared to the period < 25 days and CDPP < 100 ppm cuts of
Wolfgang and Lopez 2015). The cuts are carried out on the fractional planets themselves.
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Table 2.1: The number of planets as well as the average number of stars each planet could
be detected around (this varies by planet, based on its host star’s noise) for each of our
samples of interest. These samples are the California Kepler Survey and the Q1-17 DR 25
and Morton et al. 2016 sample including its stellar subsamples. ⇤The number of planets
can deviate from an integer because we consider individual fractional planets to sample
measurement uncertainities, these are weighted such that 1000 fractional plaenets are the
equivalent of one planet.
Data set Planet sample size Average stellar sample size
California Kepler Survey 155.0 8.1 ⇥104
Q1-17 DR 25 and Morton et al. 2016 156.4 7.8 ⇥104
M & K subsample 52.9 1.2 ⇥104
G subsample 97.4 5.2 ⇥104
F subsample 6.2 1.4 ⇥104
The number of planets, as well as stars, left by the above cuts are tabulated in Table 2.1
for the two datasets we use, as well as their stellar subsamples. Around 150 planets form
the sample with host stars of all spectral types for both the CKS and the Q1-17 DR 25 and
Morton et al. 2016 datasets. The extremely small sample size of planets around F type
stars (6.2) is a result of a large fraction of these stars having left the main sequence for the
Kepler ages, and in turn being discarded. We include our analyses on the F type stars for
reference, but focus our interpretations on the M & K and G type subsamples due to their
larger sample sizes.
2.2.3 Constraining the shape of the photoevaporation desert
Calculating occurrence
We create two grids to calculate planet occurrence: one in the parameter space of planet
radius and lifetime-integrated X-ray flux, and the other in planet radius and bolometric flux
space, for comparison with previous studies. We define our grids so that the parameter
space defined by our bounds in bolometric flux are equivalent to the bounds defined for
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lifetime-integrated X-ray flux, for a solar mass star of age 5 Gyr (defined at the low end
to correspond to our 10 day period cut, at the high end based on the maximum lifetime-
integrated X-ray flux calculated for the Kepler planets). To calculate the occurrence within
a given grid cell, we adopt the methodology of Howard et al. 2012. We reproduce equation
(2) from Howard et al. [2012], where the average planet occurrence within a cell of R
p
and














= (R⇤/a)j is the transit probability for fractional planet j, with a being its
semi-major axis. Because we sum over fractional planets, we weight each fractional planet
to be 1/1000th of a full planet. n⇤,j is the number of stars that pass the cuts described in
section 2.2.2 for the transit duration of the specific fractional planet under consideration.
Again, following Howard et al. [2012], we calculate the error in f
cell
using binomial
statistics. The standard deviation of f
cell
is calculated from the probability distribution of
drawing n
pl,cell






In reporting occurrences, we choose to report occurrence densities [Foreman-Mackey
et al., 2014], where we are dividing the occurrence in each grid cell by the area of the grid
in dR
p
dFlux. This way, the values that we report are not dependent on the specific grid
resolution that is chosen.
Characterizing the occurrence desert in two dimensions
We wish to search for a region of the parameter space with no planets, an occurrence
desert. We expect a desert to exist for gaseous planets at high fluxes due to atmospheric
escape [e.g., Owen and Wu, 2013, Lopez and Fortney, 2013, Chen and Rogers, 2016].
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Given the large uncertainties on planet properties and fluxes, no region of the occurrence
grid is exactly zero. To define the desert, we take the largest region of the occurrence grid
that is consistent with zero at two sigma confidence. To find this region, we adopt the
following algorithm. We start by taking note of the planet occurrence and its 2  deviation
in the cell of largest planetary radii (3.9 – 5 R ) and highest flux value (i.e. the upper right
corner of the plots in Fig. 2.7). Due to the low occurrence and large uncertainties arising
from the small number of planets in this cell (typically a handful of fractional planets), its
occurrence is always consistent at the 2  level with an occurrence of zero. This cell is
considered the starting point for our desert. We then consider the occurrences in each of
the grid cells sharing one border with our initial desert grid cell. The cell with the lowest
occurrence is added to the desert. The total occurrence in the new desert consisting of two
cells is calculated, and the standard deviation of the desert occurrence is recalculated using
binomial statistics for all fractional planets in the desert grid cells, using equation 2.2. This
process is repeated until we have drawn the largest possible region that is still consistent
with an occurrence of zero at the 2  level. We define this region to be the desert.
We initially calculate an occurence grid with a resolution chosen such that the largest
relative errors in occurrence per grid cell for the full CKS and Q1-17 DR 25 and Morton
et al. 2016 datasets are one order of magnitude; we use this grid in studies of the pho-
toevaporation desert. In investigating the photoevaporation valley, we select a much finer
resolution that lends itself to much larger relative errors in individual grid cells. However,
as our interest for the valley is in occurrence summed over the radius axis, the magnitude
of the relative errors for the summed occurrences still meet our criteria of < 1 dex.
Characterizing the occurrence desert in one dimension
We facilitate comparison of the photoevaporation desert among different parameters, present-
day bolometric flux vs lifetime-integrated X-ray flux, as well as among different subsam-
ples of stellar type and planet radius, by examining our full data set of planets in one dimen-
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sion. We take all fractional planets from our data set of interest with R
p
: 1.8 < R  < 4
(our definition of sub-Neptunes), and generate a cumulative distribution function (CDF)
over the flux dimension, beginning at the fractional planets with highest fluxes where our
sub-sample is immune to pipeline incompleteness.
We wish to compare the CDFs for bolometric flux vs lifetime-integrated X-ray flux,
which are parameters with different units. For this comparison, the bolometric flux data are
renormalized to the lifetime-integrated X-ray flux data such that they have identical values
at the 10th and 90th percentile of flux.
To determine whether the given CDFs in different physical parameter spaces, or for
different subsamples, have statistically significant differences, we utilize the Anderson-
Darling test (hereafter AD test) for two samples. The AD test was developed as an al-
ternative to the Kolmogorov-Smirnov test. The AD test was designed to be sensitive to
differences in the tails of two CDFs, making this test appropriate for our analysis of the pho-
toevaporation desert, which is represented in the high flux tail. The Kolmogorov-Smirnov
test is most sensitive to differences in the center of the distribution [Anderson and Darling,
1954]. Nevertheless, we confirm our results regarding statistical differences in the distri-
butions with the Kolmogorov-Smirnov test and find consistent conclusions. We choose,
however, to report results for the AD test, for the reasons cited above.
To compare the shape of the transition from the desert to the center of the planet dis-
tribution, we also consider the probability distribution function (PDF)—simply histograms
of the planet distributions in flux space.
2.3 Results
2.3.1 Lifetime-integrated X-ray flux as a function of stellar mass
We examine the dependence of lifetime-integrated X-ray luminosity on stellar mass and
age, to see in detail how host star properties can affect the propensity for a planet to photo-
evaporate. In Fig. 2.4, we use the results from the lookup table discussed in section 2.2.1
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Figure 2.4: Integrated X-ray flux over a lifetime of 5 Gyr for a planet at 0.01 AU, as a
function of stellar type. The shaded error bars denote 2  errors calculated from a Monte
Carlo sampling of the Jackson et al. [2012] and Shkolnik and Barman [2014] data.
Figure 2.5: Integrated X-ray flux over a lifetime of 5 Gyr, for a planet with its 5 Gyr
bolometric flux fixed at 104F , as a function of stellar type. Note that the semi-major axis
at which the planet is placed must be varied depending on the stellar type of the host star.
The shaded error bars are calculated in the same manner as in Fig. 2.2. Stars within the
hatched region have already left the main-sequence at an age of 5 Gyr.
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to examine how the lifetime-integrated X-ray flux would vary as a function of stellar mass
for a planet of age 5 Gyr fixed at a semi-major axis of 0.01 astronomical units (AU). The
shaded error bars denote the 2  error in the lifetime-integrated X-ray fluxes, as determined
by our Markov Chain Monte Carlo fits to the X-ray data.
The lifetime-integrated X-ray flux increases as the stellar mass increases, which is not
surprising given that the bolometric luminosity increases with mass. What is not quite as
intuitive, is that the lifetime-integrated X-ray flux changes by only an order of magnitude
for stars with 0.3 < M  < 1.4, despite the fact that the bolometric luminosity varies
by two orders of magnitude over this mass range. Almost all of the drop in lifetime X-
ray luminosity with lower stellar mass happens for the M-dwarfs < 0.6 M . Above this
mass, the lifetime X-ray luminosity is roughly flat with stellar mass since increases in the
saturation level and lifetime (see Fig. 2.1) roughly balance out decreases in bolometric
luminosity. Meanwhile below that mass, lifetime X-ray luminosities not only decrease as
a function of mass, but also become strongly age-dependent even at several Gyr, likely
due to their longer activity lifetimes combined with their continued bolometric luminosity
evolution from Kelvin Helmholtz contraction (Fig. 2.4).
Fig. 2.5 further emphasizes the implications of the proportionally high X-ray luminosi-
ties of low-mass stars. In this plot we have fixed the present-day bolometric flux at 104 F 
for a planet of age 5 Gyr. In order to fix the bolometric flux, the semi-major axis of the
planet must be varied for different stellar types. For a planet of age 5 Gyr, the lifetime-
integrated X-ray flux is two orders of magnitude greater if it orbits a 0.3 M  star when
compared to a star of mass 1.2 M . This plot provides an intuition for how a plot of the
Kepler planets in radius vs. bolometric parameter space (e.g Fig. 2 of Lundkvist et al.
[2016]) will be affected when the independent variable is changed to lifetime-integrated
X-ray flux. For a plot calibrated to have the same parameter space in bolometric flux and
lifetime-integrated X-ray flux (as we have done) for a solar mass star, all planets orbiting
low-mass stars will move to higher lifetime-integrated X-ray fluxes relative to those emitted
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a) b)
Figure 2.6: a) Occurrence densities for the complete subsample of the California Kepler
Survey. Summed occurrences over planet radius and integrated X-ray flux are shown in
the 1D histograms along the plot edges, and use the same axes as the two dimensional
occurrence plot. The grey shaded regions denote grid cells in which there are no data. b)
The same plot, but for the complete subsample of the Q1-17 DR 25 and Morton et al. 2016
data. confirmed planets.
by a Sun-like star, while all planets orbiting high-mass stars will move to to lower lifetime-
integrated X-ray fluxes. We predict that this shuffling of planets will change the shape of
the planet distribution, as well as the shape of the photoevaporation desert.
The dramatic drop off in integrated X-ray flux for stellar masses greater than M  = 1.2
in Fig. 2.5 is the result of these stars leaving the main sequence before 5 Gyr. When the
stars leave the main sequence, their luminosity increases dramatically, necessitating the
placement of the planet at comparatively long semi-major axes for the calculation of a
bolometric flux at 5 Gyr of 104 F . Combined with the fact that we stop time-integration
of the host star’s X-ray luminosity when it leaves the main sequence, the resultant time-
integrated X-ray fluxes are lower by ⇠ 2 orders of magnitude compared to those stars that
are still on the main sequence.
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2.3.2 Comparison of the California Kepler Survey and Morton et al. 2016 and Q1-17 DR
25 dataset
The CKS sample has more precise stellar parameters, whereas the general Kepler Q1-17
DR 25 sample with planets confirmed by Morton et al. 2016 is larger. We use the CKS
sample to evaluate the shape of the occurrence desert at higher precision for Sun-like stars,
and use the Kepler Q1-17 DR 25 and Morton et al. 2016 sample to explore the desert as
a function of stellar spectral type. In Fig. 2.6, we compare the calculated occurrences for
the subsample of these datasets that we have chosen to be complete near the desert edge
(see section 2.2.2). The purpose of this plot is to make note of systematic differences in the
dataset that may affect our analyses. We note that in two dimensions, we consider the grid
resolution of this plot to be oversampled in that many individual cells will have relative
errors in occurrence greater than 10. We focus our attention on the occurrences summed
over radius and lifetime-integrated X-ray flux (shown as histograms on the edges of the
plot, with the same axes as the 2D plot). The bound of the plot on the low flux end has
been set for the lifetime-integrated X-ray flux for a planet on a 10 day period, around a
solar mass star with age of 5 Gyr, as a result of our completeness cut that eliminates all
planets on greater than 10 day orbits. Any drop off in occurrence on the low flux end over
the parameter space of interest is very likely the result of our period cut and we consider
this to be nonphysical.
No systematic differences are apparent. In both datasets, the peak occurrence as a
function of lifetime-integrated X-ray flux occurs at ⇠ 1020.7 erg/cm2. As a function of
radius, the peak occurrence in the CKS data occurs at 1.3 R , while the Q1-17 DR 25 and
Morton et al. 2016 peaks at R . Although reporting the occurrence density values in two
dimensions is avoided due to our grid oversampling the parameter space as discussed in
the previous paragraph, perhaps the most noticeable difference between the two datasets is
visible just by considering relative variations in occurrence. The Q1-17 DR 25 and Morton
et al. 2016 sample exhibits more smearing of occurrence densities across both dimensions,
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while subtle variations that separate different planet populations are more important in the
CKS data. This is a result of the factor of ⇠2 – 3 greater uncertainties in the Q1-17 DR
25 and Morton et al. 2016 dataset. These uncertainties were discussed in section 2.2.2,
and those with respect to R
p
, and M⇤ are of particular consequence, with the latter having
a large affect on the calculation of the lifetime-integrated X-ray flux. The splitting of the
planet population by a “photoevaporation valley”, or a local minimum of planet occurrence
at R
p
= 1.7R  into two populations, one with peak occurrence at Rp = 2.3R , and another
with peak occurrence at R
p
= 1.3R  and at a higher value in the flux domain is consistent
with the results of Fulton et al. [2017] (see their Fig. 10). Nevertheless, the valley is still
apparent in the Q1-17 DR 25 and Morton et al. [2016] data set. The fact that it is still
observable allows us to comment on its variation as a function of stellar type, which we
will discuss in section 2.3.6.
2.3.3 Analyzing the photoevaporation desert in two dimensions
We now define the location of the photoevaporation desert, a region statistically consistent
with no sub-Neptune sized planets at high irradation, possibly as a result of atmospheric
photoevaporation stripping these planets down to rocky cores of size < 1.4 R
p
. In Fig. 2.7,
we use the methodology described in section 2.2.3 to define the location of the photoevap-
oration desert in the CKS data. The hatched region in Fig. 2.7a defines a region of total
occurrence consistent at the 2  level with an occurrence of zero, in the parameter space of
present-day bolometric flux and planet radius. This is the parameter space that most previ-
ous discussions of the photoevaporation desert in the data, e.g. Lundkvist et al. [2016] and
Fulton et al. [2017] have used. In Fig. 2.7c the hatched region defines the photoevaporation
desert (with the same criteria for occurrence) in the parameter space of lifetime-integrated
X-ray flux. The bounds for both plots are chosen to be equivalent for a planet orbiting a
solar mass star of age 5 Gyr. Fig. 2.7b and Fig. 2.7d show the relative errors in the oc-




Figure 2.7: Occurrence densities for the complete subsample of the California Kepler Sur-
vey, specified on a grid for which the maximum relative error in a grid cell is ⇠ 10. The
photoevaporation desert is shown as the hatched region and defined as an area consistent
with zero planets at the 2  level. Plots are for a) the present-day bolometric flux and c) the
lifetime-integrated flux parameter spaces. The flux bounds of plots a) and c) are set to be
equivalent for a solar mass star of age 5 Gyr. Plots b) and d) indicate the relative errors for
the respective plots.
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the planet distributions where large numbers of planets are found in each grid cell, and are
greatest at the edges of the distribution, including the desert, where grid cells can consist
of just several fractional planets
In both parameter spaces, the desert boundary has a negative slope in R
p
vs flux. In
bolometric flux, the highest flux value at which the desert boundary is drawn is 2.09
⇥103F  and located at a radius of 1.52 – 1.93 R . The lowest flux at which the desert
boundary is drawn 3.12 ⇥102F , which is found at a radius of 3.11 – 3.94 R . The high-
est and lowest fluxes for lifetime-integrated X-ray flux are found at the same two radii
ranges, with values of 1.43 ⇥1022 erg/cm2 and 8.23 1020 erg/cm2 respectively. Despite the
maximum and minimum fluxes of the desert boundaries occurring at the same radii, there
are hints of differences in the shape of the desert between the two parameter spaces. In
lifetime-integrated X-ray flux, the flux value at which the desert boundary is drawn appears
to decrease monotonically as radius increases until a minimum at 3.1 – 3.9 R , before
increasing again. For bolometric flux, this same monotonic behavior is not found, with a
concavity in the desert boundary at 2.4 – 3.1 R . We note, however, that the shape of the
drawn desert is sensitive to the errors of planet parameters, and more rigorous sensitivity
testing would be required to make statistically significant claims on the differences in desert
shape.
The radius and flux values that define the desert boundaries are recorded in Table 2.2.
Comparisons of the desert we have found with other data sets will be made in section 2.4.1
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Table 2.2: Photoevaporation desert boundaries as a function of planet radius.
Data set Planet radius range
1.2 – 1.52 1.52 – 1.93 1.93 – 2.45 2.45 – 3.11 3.11 – 3.94 3.94 – 5.0
Bolometric flux (F )
California Kepler Survey 5.41 ⇥103 2.09 ⇥103 8.07 ⇥102 2.09 ⇥103 3.12 ⇥102 8.07 ⇥102
Life-int. X-ray flux (erg/cm2)
California Kepler Survey 3.70 ⇥1022 1.43 ⇥1022 1.43 ⇥1022 5.52 ⇥1021 8.23 ⇥1020 5.52 ⇥1021
Q1-17 DR 25 & Morton et al. 2016
M & K subsample 1.50 ⇥1022 1.50 ⇥1022 1.50 ⇥1022 5.71 ⇥1021 2.18 ⇥1021 5.71 ⇥1021
G subsample 1.50 ⇥1022 1.50 ⇥1022 5.71 ⇥1021 2.18 ⇥1021 2.18 ⇥1021 5.71 ⇥1021
F subsample 2.18 ⇥1021 8.33 ⇥1020 3.18 ⇥1020 3.18 ⇥1020 3.18 ⇥1020 3.18 ⇥1020
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2.3.4 The photoevaporation desert in one dimension: Cumulative distribution functions
We use cumulative distribution functions (CDFs) over the flux dimension, beginning with
the highest fluxes, to examine the location of the photoevaporation desert, which is repre-
sented in the higher-flux portion of the CDF, as well as the shape of the photoevaporation
desert, which is represented in the slope of the CDF. The shape of the photoevaporation
desert is also represented in the probability density functions (PDFs) that we generate,
which show variations in the probability density of planets as a function of flux. In Fig.
2.8a, we compare cumulative distribution functions (CDFs) of the gaseous and rocky plan-
ets in the CKS data set in the parameter space of lifetime-integrated X-ray flux. We have
defined rocky to be planets with radii of 1.2 – 1.8 R , and gaseous planets to be between
1.8 – 4 R . The Anderson-Darling (AD) test on the two cumulative distribution functions
returns an AD statistic of 9 ⇥ 103. Because this is much greater than the 1% critical value
of 3.75, we consider the flux-dependent behavior of the rocky and gaseous planets to be
different with 99% confidence.
In addition, both the CDF and PDF (Fig. 2.8b) show that the distribution of rocky
planets is shifted to higher fluxes than the gaseous planets. The fact that there is an under-
density of high-flux gaseous planets, relative to rocky planets, is suggestive of a process
shaping the gaseous planet population which is not affecting the rocky planets—namely
photoevaporation.
In Fig. 2.9a the CDFs for our complete CKS sample are compared in the parameter
spaces of bolometric flux and lifetime-integrated X-ray flux. To do this comparison, we
renormalize the bolometric flux distribution to the 10th and 90th percentiles of the lifetime-
integrated X-ray flux distribution (see section 2.2.3). The AD statistic of 444 is again larger
than the 1% critical value of 3.75, indicating with 99% confidence that the distribution of
planets in bolometric flux and lifetime-integrated X-ray flux are different. For the PDF in
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a) b)
Figure 2.8: a) A comparison of the cumulative distribution functions (CDF) for the rocky
super-Earths and gaseous sub-Neptunes (which we define as between 1.2 – 1.8 R , and
1.8 – 4 R  respectively) in the complete subsample of the California Kepler Survey. The
Anderson-Darling (AD) statistic comparing the two CDFs is shown. b) The probability
distribution function (PDF), which indicates the onset of the desert location as well as the
sharpness of the transition from the photoevaporation desert to the center of the planet
distribution.
a) b)
Figure 2.9: a) The CDF of all sub-Neptune sized planets in the California Kepler Survey.
We compare the CDFs of the planets in the parameter spaces of present-day bolometric flux
and lifetime-integrated X-ray flux, and the AD statistic for this comparison is shown. For
this comparison, the bolometric flux data are renormalized to the lifetime-integrated X-ray
flux data such that they have identical values at the 10th and 90th percentile of flux. b) The
PDF, containing the same information as described in Fig. 2.8b.
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a) b)
Figure 2.10: a) The CDFs shown in Fig. 9, with the exception that for the lifetime-
integrated X-ray calculation, the X-ray luminosities as a function of age and stellar mass are
assumed to be known exactly. b) The PDF, containing the same information as described
in Fig. 2.8b.
a) b)
Figure 2.11: a) The CDFs of all sub-Neptune sized planets as a function of stellar type
for the complete Q1-17 DR 25 and Morton et al. [2016] subsample in the bolometric flux
parameter space, as well as the AD statistics comparing each CDF. b) The PDF, containing
the same information as described in Fig. 2.8b.
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a) b)
Figure 2.12: a) The CDFs of all sub-Neptune sized planets as a function of stellar type for
the complete Q1-17 DR 25 and Morton et al. [2016] subsample in the lifetime-integrated
X-ray flux parameter space, as well as the AD statistics comparing each CDF. b) The PDF,
containing the same information as described in Fig. 2.8b.
Fig. 2.9b, one curve does not exhibit consistently steeper slopes than the other, with the ex-
ception of some small underdensities and overdensities in the bolometric flux distribution.
By casting the photoevaporation desert in a parameter space directly tied to the physical
process of photoevaporation, lifetime-integrated X-ray flux, one might expect the desert to
be more sharply defined when compared to the bolometric flux parameter space. Never-
theless, the CKS sample consists of largely Sun-like stars, and accounting for differences
in stellar type is the biggest reason why lifetime integrated X-ray flux should produce a
sharper desert edge compared to bolometric flux—an effect that would not be dramatic in
this sample. In section 2.3.5, we will examine the CDFs for the DR 25 Q1-17 and Morton
et al. 2016 dataset, which encompass a wider variety of stellar types.
We consider the possibility that a steeper CDF for the lifetime-integrated X-ray flux is
not apparent due to the errors in the X-ray observations. Fig. 2.10 shows the same CDF
comparison of Fig. 2.9, with the exception that the X-ray luminosity is assumed to be
known exactly as a function of stellar mass and age (e.g. Fig. 2.2, but with relative errors
of 0 across the entire parameter space). Although the AD statistic for the two distributions
again indicates that the distributions are distinct, once again neither the slope of the CDF for
lifetime-integrated X-ray flux nor the slope of the CDF for bolometric flux is consistently
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greater than the other. Assuming there are no systematic errors in the X-ray observations
of Jackson et al. [2012] and Shkolnik and Barman [2014], which seem unlikely given that
their relations are largely in agreement with theoretical considerations, the steepness of the
slopes for the sub-Neptune planet distribution in lifetime-integrated X-ray flux space and
bolometric flux space appear to be largely indistinguishable.
2.3.5 The desert as a function of stellar type
We now examine differences in the photoevaporation desert as a function of stellar type.
Examining the desert for a variety of stellar types is insightful because bolometric flux
varies by close to 2 orders of magnitude among FGK stars, but the lifetime x-ray luminosity
is roughly flat with stellar mass for M⇤ > 0.6 M .
Fig. 2.11 compares the CDFs for the different stellar types as a function of bolometric
flux, using the subsample of the DR 25 Q1-17 and Morton et al. 2016 dataset, chosen to be
complete near the desert edge. In the CDFs (Fig. 2.11a) as well as the PDFs (Fig. 2.11b),
it is clear that the distributions of the planets around different stellar types peak at different
fluxes. The AD statistics are all > 103, indicating that all distributions are significantly
distinct from one another.
Fig. 2.12 compares the CDFs for the different stellar types using the same sample,
but in the lifetime-integrated X-ray flux parameter space. The similarity among the dis-
tributions in lifetime X-ray flux compared to bolometric flux (Fig. 2.11) is immediately
apparent. All three distributions peak around 1020.7 erg/cm2. Although the AD statistic
indicates that all distributions are still distinct from one another, the AD statistics in life-
time X-ray flux are 1 – 2 dex lower than in bolometric flux. This suggests that the primary
reason for differences in the distributions as a function of stellar type are a result of bolo-




ratio as a function of stellar
type. When the planet distribution is cast into lifetime-integrated X-ray flux, the parameter
physically tied to the evaporation process, the bulk of the variability among stellar types
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is corrected for. The differences that remain are possibly due to non-steady-state X-ray
emissions (flares and coronal mass ejections) that are not measured in the X-ray data, as
well as other secondary processes. Another possiblity is variations in data precision as a
function of stellar type—wherein uncertainties for late stellar types typically have slightly
larger average uncertainties.
The difference between the M & K and G type CDFs (AD statistic = 1251) is found to
be considerably greater than between the M & K and A & F samples (AD stat. = 33), or
between the G and A & F samples (AD stat. = 88). In comparing the PDFs (Fig. 2.12b), the
larger difference between the CDFs for the M & K and G type stars is apparent in a sharper
transition for the G-type stars between the desert and the center of the planet distribution—
starting out at high fluxes with the smallest planet probability density, until transitioning to
the highest planet probability density at the median flux.
Fig. 2.13 compares the stellar types in the radius dimension in addition to the flux
dimension. The consistency in the location of the desert among the sample of M & K type
stars (Fig. 2.13a) and G type stars (Fig. 2.13c) in lifetime-integrated X-ray flux is visible.
The desert drawn for the F type stars is significantly larger than for either the M & K or
G samples. However, we note that the number of planets in the F sample is considerably
smaller than in the other samples (fractional planets equivalent to a total of 6.2 planets,
compared with 52.9 for the M & K sample, and 97.4 for the G sample, see Table 2.1). For
this reason, the errors in the desert boundaries drawn for the F sample will be much larger
than for the other samples—this could very possibly be the reason for the difference in the
shape of the drawn desert region for the F-type stars in two dimensions.
2.3.6 The photoevaporation valley as a function of stellar type
We now examine the photoevaporation valley, the gap in the Kepler planet data at 1.5 – 2
R  first reported by Fulton et al. 2017, using the same stellar subsamples of section 2.3.5.





Figure 2.13: Changes in planet occurrence and the shape of the photoevaporation desert as a
function of stellar type for the complete Q1-17 DR 25 and Morton et al. [2016] subsample.
a) M & K type stars c) G type stars e) F type stars. The relative errors for the above
subsamples are shown in subplots b), d) and f) respectively. The plotting conventions are




Figure 2.14: Summed 1D occurrences over planet radius and lifetime-integrated X-ray flux,
as a function of stellar type. a) M & K type stars b) G type stars c) F type stars. The plotting
conventions are the same as for Fig. 2.6
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desert, and for a visual comparison the reader is referred to Fig. 10 of Fulton et al. [2017].
We now look at the samples at a finer grid resolution in Fig. 2.14 so as to investigate
in detail the occurrences summed over the radius and integrated X-ray flux dimensions.
Although the parameter space is now oversampled in two dimensions, the relative errors
for the occurrences for the M &K and G-type stars in one dimension (over radius and flux
space, visible as the 1D histograms on the axes of the plots) are still less than our criteria of
< 1 dex. The valley is clearly visible in the right panel of Fig. 2.14a, which consists of the
M & K type star subsample, as a minimum in occurrence at R
p
= 1.7R . This represents
an advance to studies of the photoevaporation valley in a suggestion of its presence for
later stars; the original discovery of Fulton et al. 2017 reported the valley for solar-type
stars hotter than ⇠ 4600 K.
In Fig. 2.15 we show these same occurrence densities marginalized as a function of
radius, with the distributions now normalized to probability densities, facilitating compar-
isons among stellar types, as well as with 1   error bars (calculated using equation 2.2).
The M & K radius distribution is indicative of a valley at R
p
= 1.6  at the 1   level. The
valley is not apparent in the G sample, and cannot be reported on at the 1   level for the F
type stars.
2.4 Discussion
2.4.1 Comparison of our photoevaporation desert with previous studies
The desert we defined in section 2.3.3 is in good agreement with previous theoretical stud-
ies. The slope of our desert boundary drawn in is qualitatively consistent with the slope of
the theoretical curve presented in Fig. 7 of Owen and Wu 2013, with the intercept of our
boundary in lifetime-integrated X-ray flux offset by roughly a half order of magnitude to
higher fluxes. Although Owen and Wu 2013 made a visual comparison of their theoretical
curves with a previous Kepler table, our having defined a desert boundary directly from the
data using statistical considerations allows for direct quantitative comparisons with evapo-
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Figure 2.15: Histograms comparing the relative occurrence densities of planets as a func-
tion of radius among stellar types. The lines denote 1   error bars.
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ration models.
In the parameter space of bolometric flux, the desert region identified by Lundkvist
et al. [2016] can be considered a subset of the desert we have drawn. However, rather
than try to define a region completely absent of planets, we have shown that a much larger
portion of the parameter space spanning lifetime-integrated X-ray fluxes from 8.23 ⇥1020
to 1024 erg/cm2 (see Table 2.2 for tabulations of the desert boundary) can be considered
consistent with zero planets at the 2   level.
2.4.2 Evidence that the gaseous planets are sculpted by photoevaporation, a depletion in
gaseous planets at high lifetime integrated X-ray fluxes, and implications for habitability
Our finding of the center of the planet distribution for gaseous planets (1.8 < R  < 4)
occuring at lower lifetime-integrated X-ray fluxes compared to rocky planets (1.2 < R  <
1.8) may be indicative of the distribution of gaseous planets as a function of lifetime-
integrated X-ray flux being shaped by the photoevaporation process. Similarly, it suggests
a depletion in gaseous compared to rocky planets at higher fluxes.
We find that the utility of examining the photoevaporation desert in the lifetime-integrated
X-ray flux parameter space is most pronounced when looking at a sample of planets orbit-
ing a large variety of stellar types. This is apparent in the transition of the stellar subsamples
from bolometric flux space in Fig. 2.11, where the distributions peak at different fluxes,
to lifetime X-ray flux where the stellar subsamples pile up (Fig. 2.12). The 1 – 2 dex





ratio as a function of stellar type being the number one source of varia-
tion in the planet distributions of sub-Neptunes. When these variations are corrected for
and the sub-Neptunes are examined in lifetime X-ray flux space, we are left with a sample
more resembling a single distribution. We consider these photoevaporative considerations
to be the primary candidate for shaping our observed planet distributions as a function of
stellar types, as dynamical considersations which also vary as a function of stellar type
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(e.g. tidal loss) take place at considerably shorter orbital periods (e.g. several hours for
Sun-like stars) than even the tails of our planet distributions. In considering differences
among stellar types, the fact that M-dwarfs emit proportionaly more of their flux in X-rays
(Fig. 2.1) means that planets in the inner edge of the habitable zone around mid to late
M-dwarfs receive considerably more high-energy radiation fluxes than would be the case
for planets around the inner edge of the habitable zone around a sun-like star. In fact, the
inner edge of the habitable zone overlaps with the defined photoevaporation desert. Thus,
the presented evidence for photoevaporation sculpting atmospheric evolution also suggests
that the photoevaporation process may place a new inner bound on the habitable zone for
planets around mid to late M-dwarfs, based on where a planet can retain its atmosphere.
In addition, evidence for the photoevaporation process shaping the distribution of sub-
Neptunes has implications for finding the frequency of Earth-sized rocky planets in the
habitable zones of Sun-like stars (termed ⌘ ). If a significant fraction of planets slightly
larger than Earth and with higher irradiation are the evaporated cores of sub-Neptunes, this
represents a fundamentally different formation process from Earth itself (which could not
have formed from photoevaporation of a gaseous planet, Owen and Mohanty 2016), and
studies that use these planets in determining ⌘  will overestimate this parameter [Lopez
and Rice, 2016].
2.4.3 Differences in the desert among stellar types: Flares and coronal mass ejections as
well as predictions for future surveys of M dwarfs
After correcting for the bolometric variations among stellar types using lifetime-integrated
steady-state X-ray fluxes, whatever variations that remain among stellar types could possi-
bly be a result of secondary X-ray emissions from flares and coronal mass ejections, pro-
cesses that are also expected to vary as a function of stellar type. Although obvious physical
signatures of these processes are not apparent in our results, we suggest that our approach of
accounting for steady-state X-ray emissions when examining the photoevaporation desert,
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coupled with higher precision measurements of late-type stars using a methodology sim-
ilar to that of the California Kepler Survey, could place observational constraints on the
importance of these secondary X-ray emission sources on the photoevaporation process.
Furthermore, despite the variety of stellar types present in the Q1-17 DR 25 Kepler cat-
alog, the lowest mass stars are still early M dwarfs, whereas massive increases in flaring
activity begin with mid M-dwarfs later than M3. Current and future surveys will discover
many more planets around mid M dwarfs. These include the K2 mission, the Transiting Ex-
oplanet Survey Satellite (TESS), the Planetary Transits and Oscillations of stars (PLATO)
mission, as well as the Characterizing Exoplanets Satellite (CHEOPS). The addition of the
planets discovered by these missions, in combination with our method of correcting for
steady-state X-ray emissions, could evaluate the significance of flaring in contributing to
the photoevaporation process.
2.4.4 The photoevaporation valley for late type stars
Our findings are suggestive at the 1  level of a photoevaporation valley for the M & K
dwarfs, centered at ⇠ 1.6R . Thus the valley may not be unique to Sun-type stars, and
higher precision measurements of late-type stars should allow for rigorous claims on its
dependence on stellar type. Our suggestion that the photoevaporation valley continues for
planets around for M & K dwarfs motivates such follow-up measurements, which in turn
may allow for interpretation of the origins for the photoevaporation valley—whether it be
planet core luminosity driving atmospheric loss [Ginzburg et al., 2017] or the same photo-
evaporation process responsible for the photoevaporation desert [Owen and Wu, 2017].
2.5 Summary
We have examined how lifetime-integrated X-ray flux varies as a function of stellar mass
and age. This knowledge was used to cast the Kepler dataset into the lifetime-integrated X-
ray flux parameter space where statistical constraints were placed on the photoevaporation
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desert, as well as the photoevaporation valley for late type stars. The key results of this
study are summarized below.
(i) Lifetime-integrated X-ray luminosity decreases with stellar mass, and almost all of
this drop happens for M-dwarfs < 0.6 M . Above this mass, the lifetime X-ray luminosity
is roughly flat with stellar mass since increases in the saturation level and lifetime
(ii) For a given present day insolation, planets around lower mass stars experience rel-
atively more X-ray flux over their lifetimes (⇠100 ⇥ more for a planet orbiting a 0.3 M 
star versus 1.2 M ).
(iii) We have defined a photoevaporation desert, a region consistent with a planet occur-
rence of zero at the 2   level. The highest lifetime X-ray flux at which the desert boundary
is drawn is 1.43 ⇥1022 erg/cm2 and located at a radius of 1.52 – 1.93 R . The lowest
lifetime X-ray flux at which the desert boundary is drawn is 8.23 ⇥1020 erg/cm2, which is
found at a radius of 3.11 – 3.94 R .
(iv) We find that the flux-dependent behavior of rocky and gaseous planets are different
with 99% confidence. We observe that the the distribution of rocky planets is shifted to
higher fluxes than the gaseous planets, suggestive of a process shaping the highly irradiated
gaseous planet population which is not affecting the rocky planets (which we interpet as
photoevaporation).
(v) The utility of examining the photoevaporation desert in the lifetime-integrated X-
ray flux parameter space is most pronounced when looking at a sample of planets orbiting
a large variety of stellar types. The probability density functions of the sub-Neptunes peak
at different bolometric fluxes for different stellar types. Correcting for steady-state stellar
X-ray fluxes by casting the sub-Neptune sample in lifetime-integrated X-ray flux space, the
planets around all stellar types more closely resemble a single distribution.
(vi) Our findings are suggestive at the 1  level of a photoevaporation valley for the M
& K dwarfs, centered at ⇠ 1.6R .
We have not only place improved observational constraints on the location of the photo-
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evaporation desert, but have also developed a methodology to correct for how steady-state
X-ray emissions shape the sub-Neptune population as a function of stellar type. We sug-
gest that this technique, combined with the greatly increased sample size of planets around
low-mass stars that will be made available by current and future surveys, will be valuable
in isolating the effects that secondary X-ray emission sources such as flares and coronal
mass ejections have on the photoevaporative process.
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CHAPTER 3
MODELING TRANSMISSION WINDOWS IN TITAN’S LOWER
TROPOSPHERE: IMPLICATIONS FOR INFRARED SPECTROMETERS
ABOARD FUTURE AERIAL AND SURFACE MISSIONS
Published in modified form as:
G.D. McDonald⇤, P.M. Corlies⇤, A.G. Hayes, J.J. Wray, M. Ádámkovics, M.J. Malaska,
M.L. Cable, J.D. Hofgartner, S. Hörst, L.R. Liuzzo, J.J. Buffo, R.D. Lorenz, E. Turtle
(Submitted), Modeling transmission windows in Titan’s lower troposphere: Implications
for infrared spectrometers aboard future aerial and surface missions. ⇤authors contributed
equally.
3.1 Introduction
Titan’s atmosphere consists of an opaque combination of methane (1.5% – 5.6%) and other
higher order hydrocarbons, which acts to absorb much of the incident insolation in the
near-IR [Kuiper, 1944, Flasar et al., 2005, Niemann et al., 2010]. The result of this for
spectral studies of Titan’s surface in the infrared is spectral windowing—from the top of
the atmosphere, Titan’s surface can only be studied at a handful of methane transmission
windows (referred to hereon simply as windows) [McCord et al., 2008].
The Visual and Infrared Mapping Spectrometer (VIMS) aboard the Cassini mission has
been used to put constraints on Titan’s surface composition through the measurement of
reflected sunlight within these windows. There are eight atmospheric windows in VIMS’s
0.85-5.17 µm (micron) infrared channel, centered at: 0.94, 1.08, 1.28, 1.6, 2.0, 2.7, 2.8
and 5 µm [Soderblom et al., 2010], which can be seen as areas of greater than ⇠ 50%
transmission in Fig. 3.2. The narrow width of the windows has largely precluded hyper-
spectral observations within them, which would allow for the detection of specific surface
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compounds through the identification of absorption bands at unique wavelengths. The ex-
ceptions are the reported detections of ethane in the south polar Ontario Lacus [Brown
et al., 2008] and of benzene and possibly cyanoacetylene [Clark et al., 2010].
Because of the spectral windowing resulting from methane absorption, classification of
Titan’s surface to date has largely consisted of “multispectral” analysis, relying primarily
on integrated spectral averages in each of the windows to look for spectral slopes, temporal
variations, and relative changes between the windows. This form of analysis has lead to
the identification of a few spectrally distinct terrain types on Titan, including the “5 mi-
cron bright,” “dark blue” and “dark brown” regions, which are inferred to vary in their
relative content of water ice vs organic compounds. [Barnes et al., 2005, 2008, Soderblom
et al., 2007, Solomonidou et al., 2014, MacKenzie and Barnes, 2016]. Additional mea-
surements of the surface composition include near-surface visible and near-infrared spectra
taken by the Descent Imager/Spectral Radiometer (DISR) aboard Huygens which has been
interpreted as evidence for water ice and yellow tholins [Tomasko et al., 2005]. In-situ
measurements by the Huygens Gas Chromatograph Mass Spectrometer (GCMS) indicated
methane moisture in the ground, the detection of ethane, and possibly cyanogen, acetylene
and carbon dioxide [Niemann et al., 2010]. Finally, measurements of the loss tangents of
the polar lakes and seas using the RADAR altimeter suggest tertiary compositions of pri-
marily methane, ethane and nitrogen [Mastrogiuseppe and Poggiali, 2014, Mitchell et al.,
2015, Mastrogiuseppe et al., 2018]. Despite this large set of measurements, robust detec-
tions of surface compounds are restricted to the simplest aliphatic and aromatic hydrocar-
bons: methane, ethane and benzene. The primary constituents of the majority of Titan’s
surface remain unknown, limiting our understanding of the geologic processes operating
on Titan’s surface, the ends products of its photochemistry as well its potential for prebiotic
chemistry.
Due to the narrowness of the windows previously discussed, the majority of open ques-
tions concerning Titan’s surface composition cannot be answered using existing data alone
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and will require a future mission. In this manuscript, we will discuss the severity of the
transmission of Titan’s atmosphere insofar as it influences observations of Titan’s surface
in the near to mid-IR. Through modeling of Titan’s atmosphere at different altitudes we
will discuss improvements that should be considered in future mission concepts in order
to maximize the scientific return of these missions. We also quantify the degree to which
additional light sources, such as an infrared lamp, can facilitate the use of these widened
windows. Finally, we evaluate the utility of these windows for hyperspectral detections of
compounds relevant for characterizing Titan’s surface geologic and chemical processes.
3.2 Methods
3.2.1 Radiative Transfer Model
Titan’s atmosphere is modelled using PyDISORT, a plane parallel radiative transfer model,
with a pseudo-spherical correction built around the discrete ordinates method [Ádámkovics
and Mitchell, 2016]. Measurements from the Huygens probe determine the atmospheric
structure , composition, and scattering properties of aerosols (for multiple scattering) in
Titan’s atmosphere [Niemann et al., 2010]. Gas opacities are calculated through correlated
k-coefficients generated from line-by-line calculations of line assignments from the newly
updated HITRAN2016 database [Gordon et al., 2017]. Given the incompleteness of the
HITRAN2016 database at shorter wavelengths, we restrict our analysis to those > 0.8 µm.
At these wavelengths, the contribution from Rayleigh scattering by gas molecules is also
small and as such is not included in the model.
Structure
To assess the variation in transmission with altitude, Titan’s atmosphere is divided into a
minimum of 100 layers. These layers are linearly spaced in altitude, covering the range
from the surface to the nominal mission altitude of interest. For the orbiter case, we limit
this range to that sampled by the Huygen’s probe (below 147 km). Linear spacing in altitude
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is used for uniform altitude sampling, but has no significant impact on derived values.
Values for the temperature, pressure, and densities as measured by the Huygens probe
[Niemann et al., 2010] are then interpolated to the model layers. For ease of calculation,
all viewing geometries are assumed to be at a zero degree incidence and emission angle
(zero phase). Thus, we simulate scenarios similar to observing at equatorial latitudes near
solstice. Therefore, the results that follow are a best case scenario, as significant increase
in the phase angle would increase the path length through Titan’s atmosphere, increasing
the effects of both absorption and scattering through the atmosphere.
Aerosols
Aerosol scattering phase functions were measured with the DISR instrument on the Huy-
gen’s probe over the range from .8 µm – 5.2 µm for above and below 80 km [Tomasko
et al., 2008]. Here, we extrapolate the values measured above 80 km down to the surface
following the prescription of [Campargue et al., 2012], which they find to better match
VIMS observations. Measurements provided in [Tomasko et al., 2008] are fit with a 32
order Legendre polynomial and are linearly interpolated to intermediate wavelengths.
Aerosol extinction was also measured by DISR and found to follow a power law dis-
tribution for wavelengths between 400 nm and 1600 nm [Tomasko et al., 2008]. Total
extinction curves were measured for three regions: <30 km, 50 km – 80 km, and > 80 km.
Within the lowest two regions, uniform vertical opacity is used for each. Above 80 km a
scale height of 65 km is used [Tomasko et al., 2008].
Values for the aerosol extinction and scattering phase functions were only measured
over limited wavelength ranges. For the extinction, the power laws defined in [Tomasko
et al., 2008] are extrapolated to the wavelengths out to 10 µm. Previous use of this ex-
trapolation has shown reasonable agreement with observations out to 5 µm [Griffith et al.,
2012]. For the scattering phase function, the values measured for the longest wavelength
(5.166 µm) are simply extrapolated to 10 µm. Because the aerosol properties are so poorly
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constrained (even at shorter wavelengths) a more complicated extrapolation cannot be mo-
tivated. A uniform single scattering albedo of ! = 0.96 is used for all wavelengths. The
extrapolation of these parameters and the assumptions used are all smoothly varying (or
constant) values and therefore offer no significant contribution to the shape of the spectral
windows, which are dominated by gas absorption. Therefore, although more complicated
applications may be used, they should not significantly affect the conclusions of this work,
which concern the spectral shape of Titan’s windows.
Composition and Opacity
Included in the model are N2, H2, CH4, CH3D, C2H2, C2H6, and CO abundances as
measured by the GCMS instrument on the Huygen’s probe from an altitude of 147 km down
to Titan’s surface [Niemann et al., 2010]. Methane was measured directly by the GCMS
instrument and was found to follow a saturation curve in Titan’s troposphere down to ⇠
7km, where the mole fraction remains constant to the surface at ⇠5.7%. The CH3D/CH4
ratio is set to the value of 2 ⇥ 10 4 as measured with CIRS [Nixon et al., 2012]. H2, C2H6,
and C2H2 were also measured with the GCMS and found to be constant with altitude with
mole fractions of 1 ⇥ 10 3, 1 ⇥ 10 5, and 1 ⇥ 10 6 respectively [Niemann et al., 2010].
Opacities are calculated using high resolution (0.001 cm 1) line-by-line calculations to
properly resolve the line shape of each of the methane assignments. Absorption spectra are
generated for a grid of temperatures and pressures relevant to Titan conditions—the grid is
then used to generate correlated-k coefficients at a nominal resolution of 2 cm 1. Pressure
and Doppler broadening effects are modelled through a Voigt profile, in combination with
a far wing correction factor as described in De Bergh et al. 2012. We note that these
correction factors have been modelled only for the 1.6 µm window, but have been found to
generally agree with the other methane windows < 5 µm [Hirtzig et al., 2013], with only a
small correction for the 2.0 µm window. Here, we do not apply the additional correction at
the 2.0 µm window, as high precision model fitting to observational data is not the goal of
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this work. Due to a lack of observations to further constrain the far wing line behaviour at
longer wavelengths, we apply the same cutoffs to wavelengths > 5 µm.
Collision-induced absorptions (CIAs), resulting from the deformation of colliding non-
polar molecules, are important in Titan’s atmosphere for N2–N2 and N2–H2 collisions.
These affect in particular the structure of the 2 µm window, the 2.7 µm and 2.9 µm doublet,
and the blue side of the 5 µm window. Absorption coefficients for the CIAs measured at
Titan relevant conditions (97.5K) are taken from McKellar 1989.
The final component of the atmosphere is the parameterization of the surface scatter-
ing. In this work, we assume a lambertian surface scattering with a grey albedo of 0.1
for all wavelengths. Although we know the spectral variation of Titan’s surface within the
narrows windows available from orbit, the albedo outside of these regions (over much of
the near-IR) is still unknown. Therefore, we opt for the simple model of a grey scattering
surface for this work. This allows us to focus primarily on the effects of the atmosphere on
observations of the surface.
3.2.2 Surface compounds of interest
Our chief interest is in using the widened atmospheric windows available in the lower atmo-
sphere for studies of Titan’s surface composition. We have therefore compiled absorptions
of chemical species of interest for geologic, chemical and potential prebiotic processes op-
erating on Titan’s surface. These compounds span a range of different functional groups,
consisting of inorganics, hydrocarbons, nitriles, amides/amino acids and nucleobases. The
strongest absorption minima for these species were identified using the National Institute
of Advanced Industrial Science and Technology (AIST)’s Spectral Database for Organic
Compounds (SDBS). Absorption minima were selected based on their transmission being
. 30% through the KBr (potassium bromide) disks as prepared by SDBS.
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Figure 3.1: A comparison of the albedo produced by the PyDISORT model (green) with
VIMS observations and errors (blue) for the Huygens landing site.
3.3 Results
3.3.1 Model accuracy
In order to assess the accuracy of the model, a modeled albedo spectrum is compared with
a VIMS spectrum for the Huygens landing site in Fig. 3.1. The model albedo fits the VIMS
observation (using the physical parameters measured by Huygens for the landing site and
without adjustment) within error at the majority of wavelengths, with exceptions at 2.1 –
2.2 µm, 2.9 – 3.0 µm and 3.35 - 3.5 µm.
3.3.2 Transmission vs Altitude
With the model established, we calculate the direct transmission through Titan’s atmo-
sphere as a result of absorption from the various gases. Fig. 3.2 plots the expected trans-
mission for four characteristic mission altitudes: lander, drone, balloon, and orbiter. We
find strong, but narrow absorptions from each of the trace gases, some in areas of partic-
ularly clear methane absorption. In these cases, such as for CO and C2H2 at 5 µm, these
narrow absorptions help to define the cutoffs of various windows in Titan’s near-IR spec-
trum.
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Methane acts as the primary absorber in Titan’s atmosphere and generates most of the
features observed in Titan’s near-IR reflectance. We find that most wavelengths, besides
those that are transparent from orbit, remain relatively opaque unless close to the surface,
demonstrating that only a reduction in the integrated column of methane can improve the
near-IR visibility of Titan’s surface. Only at altitudes less than ⇠1 km is there any ap-
preciable change in the effects from methane absorption. For example, the 5 µm window
is broadened by a factor of only ⇠10% relative to orbit at an altitude of 3 km, but this
broadening increases to ⇠25%, ⇠75%, and ⇠175% for altitudes of 1 km, 100 m, and 10
m, respectively (see Table 3.1 for reported window widths based on percent transmission).
The 5 µm case is the most dramatic broadening of Titan’s windows, but demonstrates the
need for future missions to operate as low as possible in Titan’s atmosphere in order to
improve our knowledge of possible surface compositions.
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Figure 3.2: The gaseous absorption in Titan’s atmosphere for four different nominal mission architectures: orbiter, balloon, drone,
and lander. White areas indicate spectral regions with signal above zero percent. Methane (orange) is the primary absorber in Titan’s
atmosphere. From orbit, only very narrow band windows are found that can see through to Titan’s surface. The 5 µm window is the
widest and most transparent. As the mission altitude decreases, absorption in the windows decreases and the wings of the windows widen
to allow for greater spectral coverage. By the time one reaches the surface, most of Titan’s near-IR spectrum is observable, barring a few
narrow regions of exceptionally strong methane absorption.
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Table 3.1: Spectral windows defined based on 90% or 10% transmission through the relevant distance to the surface.
Trans. Window ranges (µm)
Orbit (1500 km)
90% 0.92 - 0.96 1.04 - 1.09 1.28 - 1.30 2.00 - 2.06 2.78 - 2.80 4.82 - 5.06 5.23 - 5.68
10% 0.92 - 0.97 1.03 - 1.11 1.22 - 1.30 1.98 - 2.13 2.68 - 2.96 4.78 - 5.95 9.96 - 10.0
Balloon (3 km)
90% 0.92 - 0.96 1.04 - 1.09 1.25 - 1.30 1.57 - 1.60 1.99 - 2.09 2.78 - 2.80 2.92 - 2.94 4.80 - 5.85
10% 0.91 - 1.12 1.21 - 1.31 1.49 - 1.62 1.87 - 1.90 1.97 - 2.14 2.78 -2.99 4.75 - 6.04 9.69 - 10.0
Drone (100m)
90% 0.90 - 1.12 1.20 - 1.31 1.49 - 1.62 1.88 - 1.91 1.95 - 2.14 2.64 - 2.99 4.75 - 6.03 9.60 - 10.0
10% 0.87 - 1.34 1.42 - 1.63 1.81 - 2.16 2.62 - 3.14 3.96 - 6.14 6.55 - 6.60 8.52 - 10.0
Lander (10m)
90% 0.87 - 1.34 1.42 - 1.63 1.81 - 2.17 2.62 - 3.02 3.07 - 3.13 3.96 - 4.19 4.32 - 6.10 6.40 - 6.43 6.55 - 6.60 8.70 - 10.0
10% 0.87 - 2.27 2.4 - 3.02 3.60 - 7.31 8.07 - 10.0
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3.3.3 Expected Signal: Passive vs Active Illumination
Although transmission can be improved depending on mission altitude, it still does not
mean that these spectral regions are immediately accessible. This is because passive so-
lar illumination must pass through Titan’s opaque atmosphere. Fig. 3.3 shows spectra of
Titan’s albedo at two altitudes in the atmosphere, comparing the differences between pas-
sive (solar) and active (lamp) illumination. Because the one way integrated column density
through the entirety of Titan’s atmosphere is large, solar illumination is mostly absorbed
before it reaches the surface. Only in the transparent windows can it provide appreciable
signal at the surface. However, if a mission were to include an active light source, such
as a broadband lamp or LEDs, then the integrated column density from source to detector
is simply the two way distance between the spacecraft and the surface. This is signifi-
cantly shorter than the one way transmission through the atmosphere, and thus allows for
a broader region of Titan’s near-IR spectrum to be sampled before the light is absorbed.
We note, however, that unless the windows have widened appreciably with respect to those
observed from orbit (compare Fig. 3.3a to Fig. 3.3b), use of a lamp will not necessarily
increase spectral coverage.
For an altitude with widened windows, onboard illumination is therefore required to ac-
cess these spectral regions on a future in-situ mission to Titan. But there are several types
of possible illumination sources. Fig. 3.3b plots a comparison between broadband and
narrowband (LED) light sources. A broadband source offers the benefit of wide spectral
coverage, but at the cost of significant power. LEDs much more efficiently emit in nar-
rowband regions, however, it can be seen that for the wider spectral regions, particularly >
2.7 µm, multiple LEDs are required to provide comparable coverage to a single broadband
source (see Fig 2b). LEDs are also less efficient at longer wavelengths, and thus begin
to require more power in this region. Short of 2.7 µm, although the windows do broaden
significantly, they are still narrow enough such that a single, tuned LED can cover the en-
tire spectral window. We note that the exact spectral coverage of an LED and its ability
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to provide sufficient illumination will depend on both its temperature and power. We de-
fine the available regions in Fig. 3.3b from commercial LEDs (typically power of a couple
mW), limiting their spectral coverage to regions of 80% peak spectral density. However,
the exact signal-to-noise ratio (SNR) that can be obtained in these regions will depend on
the number and power of LEDs as well as their angular distribution (which would dictate
how concentrated their light is). We do not model SNRs here given that they are highly
dependent on the properties of spectrometer instrument suites (telescope size, detector, in-
tegration times etc.). However, given an LED’s ability to concentrate power within narrow
spectral regions, they act as a viable low-energy, counterpart to broadband illumination for
narrow regions of interest. Thus, a probable mission architecture in the future could include
a combination of LED sources for shorter wavelengths and a broadband source for longer
wavelengths, each of which can be selected depending on the observations being made.
3.3.4 Ability to detect surface compounds
Potential surface compounds of interest that could be detected in the widened spectral win-
dows in the lower atmosphere range from biologically relevant to inorganic compounds.
Fig. 3.4 shows the spectral windows available from altitudes relevant for future balloon
(for which a distance of 3 km is used), drone (100 m) and lander (10 m) mission architec-
tures. The windows are defined as regions where the atmospheric transmission is between
90% (minimum width) and 10% (maximum width). The absorption minima for a selec-
tion of surface compounds of potential interest are also shown, with the different subpanels
showing compounds of different types. The absorption minima for the surface compounds
that are plotted are also tabulated in Table 3.2.
Fig. 3.4a indicates the absorption minima of amides and amino acids. Only two com-
pounds, urea and sarcosine, have absorptions that lie within spectral windows available
from orbit (the 2.8 µm and redward edge of the 5 µm window that is not covered by the
VIMS detector for urea, and the 2.8 µm window for sarcosine). Nevertheless, these ab-
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sorptions lie in regions of low (⇠ 10%) transmission. The significant widening of the 5 µm
window for a drone observing from distances of 100 m makes the detection of all listed
compounds (glycine, L-alanine, sarcosine,  -alanine and 4-aminobutyric acid) a possibil-
ity. In addition, two absorption minima for urea (2.901 and 5.942 µm) now lie within
windows. The ability to identify a compound based on two absorption minima, as for urea
in this case, would significantly increase confidence in its purported detection. Observing
from distances of 10 m places absorption features of additional amino acids (glycine and
 -alanine) in wide enough spectral windows of high transmission that would likely enable
true hyperspectral observations.
The ability to detect nucleobases and potential alternative nucleobases is examined in
Fig. 3.4b. Although multiple species have absorption features in the 5 µm window from
orbit (although at wavelengths redder than the 5.2 µm limit of the VIMS detector), it is
only at 3 km or better where the features fall within areas of higher transmission. For
example, observing from distances of 100 m places multiple cytosine absorption minima
in window regions of high transmission, facilitating the possibility for robust detection. In
addition, from 100 m all other species now have one absorption feature in regions of high
transmission.
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Figure 3.3: Comparison of Titan’s simulated albedo between passive and active illumination at two different nominal altitudes. The
orbital reference albedo (grey) matches closely to the “without lamp” cases (blue) because of the significant one-way opacity of Titan’s
atmosphere that effectively acts to extinct all incident solar light, except for in the windows. The orbit reference albedo is typically higher
than the nominal mission case because of contributions from scattering in the upper atmosphere. a) comparison at 1km. With onboard
illumination (purple) only a modest improvement is observed in spectral coverage on the wings of each window, suggesting a maximum
mission altitude with which to obtain greater spectral coverage over an orbiter. b) comparison at 10 m. Significant enhancement in the
spectrum is observed, with window broadening as high as ⇠200%. Low altitude missions then, are favored for major improvements
in spectral coverage in the near-IR. In this panel, shaded regions demonstrating typical coverage available form commercial LEDs are
also indicated. See the text in section 3.3.3 for a more detailed discussion of using LEDs as a source of active illumination. Because of
this spectral broadening, several LED’s are required to cover the entire windows in the mid-IR, i.e. we define 4 LED bands in the 5 µm
window and have only covered ⇠50% of the entire window.
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Figure 3.4: The spectral windows available from orbit as defined by McCord et al. 2008 for VIMS, as modeled from orbit (1500 km),
and at altitudes relevant for future balloon (3 km), drone (100 m) and lander (10 m) mission architectures. The windows are defined
using the horizontal shaded boxes as regions where the atmospheric transmission is between 90% (minimum width) and 10% (maximum
width). The vertical lines denote major absorption minima for surface compounds of geological, chemical or prebiotic interest. The
subpanels are divided based on the types of potential surface compounds shown: a) Amino acids/amides b) nucleobases c) nitriles d)
hydrocarbons e) inorganics.
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Fig. 3.4c demonstrates the prospect of detecting nitriles within the newly widened
windows. The prospect for detection of nitriles within the windows, as shown in Fig. 3.4c,
is now discussed. From orbit, only single absorption minima of indole and HCN fall within
the transmission windows, albeit at the window edges and in areas of low transmission.
Although propsects for detection of indole improve at 3 km, it is not until distances of
⇠100 m that the 2.94 µm indole and 4.72 µm HCN absorption minima fall comfortably
within areas of high transmission in the widened windows. Again from 100 m, a 3.02 µm
feature shared by HCN, cyanoacetylene, acetonitrile and acrylonitrile falls in a window
region of lower transmission. From a distance of 10 m, this feature falls into an area of
higher transmission, in addition to a ⇠ 4.45 µm acetonitrile and acrylonitrile absorption
feature.
For hydrocarbons, shown in Fig. 3.4d, only absorption minima for benzene and acety-
lene, at 5.05 and 5.07 µm respectively, fall within a window from orbit. For distances of
100 m, a second acetylene absorption minimum at 3.02 µm can be observed and improves
for a distance of 10 m. At distances of 10 m, naphthalene and biphenyl now have absorption
minima in a window region with low transmission between 6.75-7.0 µm.
The absorption minima for inorganics are shown in Fig. 3.4e. From orbit, only water ice
has an absorption minimum within a window at 1.9 µm. Observations improve significantly
by 100m, allowing for absorption features of hydrated minerals and CO2 to fall in regions
of high transmission. The situation for 10 m observations is largely unchanged from 100
m.
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Table 3.2: Absorption minima for species of geologic, chemical, and prebiotic interest.
Species Absorption minima (µm)
Amides/Amino Acids
Urea 2.901 2.988 5.942 6.431 6.238 6.812
Glycine 3.158 3.324 3.451 3.539 3.827 6.281 6.566 6.925 7.077 7.496
L-alanine 3.239 3.271 6.173 6.274 7.077 7.331 7.651
Sarcosine 2.935 6.112 6.143 7.092 7.225
Beta-alanine 3.413 6.068 6.357 6.627 7.077 7.123 7.194 7.496 7.728
4-amino 3.479 6.254 7.133
butyric acid
Nucleobases
Adenine 3.202 5.977 6.231
Guanine 3.01 3.209 5.89
Cytosine 2.956 6.013 6.817


























We now consider questions in Titan surface and atmospheric science that could be ad-
dressed through the identification of compounds in these wider windows. The bulk com-
position of Titan’s surface remains unknown. Identifying water ice vs benzene, acetylene
or simple nitrile compounds such as indole as major surface constituents would have im-
plications for the geologic processes operating on Titan’s surface. For example, karstic
evolution has been proposed as a formation mechanism for Titan’s polar lakes, but requires
a surface material that is soluble in liquid hydrocarbon [Hayes et al., 2008, Michaelides
et al., 2016]. Testing this formation model ultimately requires that this surface material is
identified. Further, candidate cryovolcanic features have been identified, including the 1
km high mountain adjacent to a ⇠1.5 km deep depression at Sotra Facula [Lopes et al.,
2013]. The observation of hydrated silicates around these features could be indicative of
communication with Titan’s interior and strengthen the case for their cryovolcanic origin.
The ability to discriminate between hydrated silicates and pure water ice is only possible
with broader spectral windows at low altitudes.
The identification of specific compounds on the surface can also inform our under-
standing of Titan’s photochemistry. An area of debate has been whether aromatic rings are
fused (forming polyaromatic hydrocarbons) or linked (forming phenyls) during transport
in Titan’s atmosphere [Delitsky and McKay, 2010]. Comparing the relative abundance of
biphenyl and naphtalene (which may be possible from distances of 10 m) would be a major
step in elucidating the dominant synthesis pathways for aromatic compounds on Titan.
Further information on the surface composition is also essential for characterizing the
potential prebiotic chemistry occurring on Titan’s surface. Laboratory studies of reactions
between tholins and liquid water indicate that essential prebiotic building blocks including
urea and amino acids can form [Khare et al., 1986, Nguyen et al., 2007, Raulin, 2008]
over timescales relevant for impact melt events [Neish et al., 2008, 2009]. Such impactors
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would likely also carry a variety of amino acids themselves [Burton et al., 2012]. We have
demonstrated that the widened spectral windows available in the lower atmosphere could
help confirm that these processes are occurring, as discussed in section 3.3.4.
Furthermore, Jeilani et al. 2015 have proposed mechanisms by which urea, along with
acetylene sourced from Titan’s atmosphere, can form pyrimidine nucleobases. However,
whether such biologically relevant compounds are actually forming on Titan’s surface,
what specific ones are being formed, as well as their abundances remain open questions.
The ability to identify uracil from distances of 3 km, as well as a host of other nucleobases
from distances of 100 m or less (see Fig. 3.4b, in addition to the building blocks urea and
acetylene being visible in the windows), would help address these questions.
Finally, recent studies using molecular simulations suggest that nitrile compounds, such
as acrylonitrile, measured in situ in Titan’s upper atmosphere [Vuitton et al., 2007], may
form membranes and vesicles (termed “azotosomes”) that could provide the function that
liposomes do for biological organisms on Earth [Stevenson et al., 2015]. An important
step towards assessing whether such azotosomes exist on Titan is confirming that these
nitrile compounds also exist on the surface, and are not altered during transport through
the atmosphere. We have shown that acrylonitrile may be detected from 100 m, and could
comfortably be detected hyperspectrally from 10 m.
Although the Huygens DISR instrument used active illumination in the lower atmo-
sphere to study the surface composition, the majority of major absorption minima for or-
ganic compounds of interest discussed above lie at wavelengths greater than ⇠2.8 µm,
significantly redder than the 0.8 – 1.8 µm wavelength range of Huygens. Only a future
mission with much broader spectral coverage could detect these compounds.
3.5 Conclusions
In summary:
• We have demonstrated that the infrared spectral windows in the wavelength range 0.8
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– 10 µm broaden considerably within the context of infrared spectrometers operating
on missions in the lower atmosphere.
• Onboard illumination is required in order to observe the widened windows in the
lower atmosphere. This is because the availability of solar radiation is largely re-
stricted to within the windows available from orbit.
• Enhanced spectral coverage will provide profound insight into Titan’s history and
evolution and its potential to act as a biologically viable environment.
Future missions have been proposed for Titan [Lorenz, 2008, Sotin et al., 2011, Barnes
et al., 2012, Stofan et al., 2013, Sotin et al., 2017] and will continue to be planned into
the future [Turtle et al., 2017]. Studying Titan’s surface composition is an explicit goal
of all of these missions—our quantification of the widened spectral windows will assist in





The contents of this thesis have demonstrated through two examples that a detailed under-
standing of the radiative occurring in a planet’s atmosphere can provide constraints on its
habitability.
In understanding the population of sub-Neptune sized exoplanets, I have shown indi-
cations that the lifetime-integrated X-ray flux is an important control on the population—
consistent across host stars of different stellar types. This is suggetive of atmospheric pho-
toevaporation driven by the host star’s X-ray and extreme ultraviolet radiation sculpting
the population of close-in sub-Neptunes. This process is known to be relevant for planets
in the inner edge of the traditional habitable zone around late M dwarfs. The results pre-
sented herein thus strengthen the case that such planets would be completely stripped of
their primordial H/He atmospheres, limiting both their ability to hold volatiles such as wa-
ter as well as maintain surface pressures that would allow for surface liquids. This would
in effect place a new boundary for the inner edge of the habitabile zone based on a planet’s
ability to retain an atmosphere.
Another example included concerns study of Titan, which possesses many of the cri-
teria thought to be important for a planetary body to be habitable—a wealth of organic
material produced from atmospheric photochemistry, a subsurface liquid water ocean, and
energy from sunlight, possible cryovolcanic processes or impacts. However the ability to
study Titan’s potentital for prebiotic surface chemistry has been severlely limited by its
thick and absorptive atmosphere that renders much of the infared useless for compositional
studies from orbit. The detailed radiative transfer modeling of Titan’s atmosphere presented
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herein has shown what wavelengths would be available to, and in turn what compounds of
chenmical and prebiotic relevance, could be detected by future missions operating within
Titan’s atmosphere. Our finding that many amides, amino acids and nucleobases could be
detected from distances of several hundred meters makes a strong case that a future mis-
sion in Titan’s lower atmosphere could determine whether complex prebiotic chemistry is
indeed occurring on Titan’s surface.
4.2 Future work
Understanding the effects of photoevaporation on the sub-Neptune population, as well as
its impact on the habitability of planets in the inner edge of the traditionally defined habit-
able zone around M dwarfs will continue to be an important area of study. The discovery
and radii characterization of additional planets around mid M-dwarfs will aid in extending
the stellar mass range over which the photoevaporation desert is identified (in the parameter
space of lifetime-integrated X-ray flux and planet radius). These characterizations will be
made possible by the Kepler K2, Transiting Exoplanet Survey Satellite (TESS), the Plan-
etary Transits and Oscillations of stars (PLATO), and Characterizing Exoplanets Satellite
(CHEOPS) missions. Dramatic differences in the location of the desert for mid M dwarfs
could be suggestive of flaring being an important contribution to atmospheric photoevap-
oration. Additional observational constraints on the frequency of flaring around mid M
dwarfs will assist in this determination. Furthermore, a dedicated satellite for measuring
extreme ultraviolet (EUV) fluxes will help to quantify the total contributions of high en-
ergy radiation to the photoevaporation process, instead of requiring extrapolation of X-ray
behavior to the EUV. Finally, additional observations of the atmospheres of individual po-
tentially photoevaporated planets can provide high precision constraints on the boundary
of the photoevaporation desert. Depending on the flaring activity of late M-type stars, the
inner TRAPPIST-1 planets (particularly planets b and c) may receive sufficient high en-
ergy radiation to be fully or partially evaporated, motivating follow-up observations [Gillon
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et al., 2017]. All of these follow-up studies will help in the assessment of the habitability
of close-in planets around low mass stars—not only in the context of the stability of their
atmospheres, but also in consideration of the extent that high energy radiation would cause
genetic mutations on any putative life forms.
Concerning studies of Titan’s surface composition using infrared spectroscopy, the
work herein has focused primarily on the spectral domain and the atmospheric effects
therein. Consideration of the spatial domain will be important to understand the extent
to which spectroscopy could detect molecules of prebiotic interest. For example, whether
relatively complex molecules such as amino acids and nucleobases can be found in high
enough concentrations to occupy significant fractions of spectrometer pixels for remote
observation is an important consideration. This will also require consideration of phys-
ical constraints on instrument parameters—e.g. maximum telescope sizes and detector
sensitivities that could be deployed on a mission that must operate aerially. Furthermore,
continued refinement of radiative transfer models such that they could be used in inter-
preting future data take in Titan’s near-surface environment will be paramount—localized
variations in methane humidity, interpreting observations with high emission angles, pos-
sible geographical variations in haze composition must all be able to modeled effectively
for robust detections of surface compounds. Of course, our actual understanding of Titan’s
surface composition at the level of specific molecules will continue to be limited until the
actual deployment of a mission in Titan’s near-surface environment.
In the broader context, studies of atmospheric radiative properties will continue to be
critical in the quest to understand all of the combined effects that makes a planetary body
habitable. In the context of the solar system, a more detailed understanding of the sensi-
tivity of atmospheric H and O escape at Venus to solar conditions and geographic location
will aid in the extrapolation of atmospheric escape rates to earlier in Venus’s history. This
would help in estimating early Venus’s water content and prospensity for holding standing
liquid water [Tian et al., 2013]. On Mars, recent observations are suggestive of present-day
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liquid water in the form of brines [Ojha et al., 2015]. Confirmation that the recurring slope
lineae (RSL) are indeed liquid water must consider whether nighttime relative humidities
could be high enough to drive the RSL, as well as more detailed observations of the pos-
sible link between low lying atmospheric water ice and the RSL [Ojha et al., 2017]. For
exoplanets, in addition to the importance of increasing the sample size of known planets
in the habitable zone around late type stars, direct spectroscopic observations of the atmo-
spheres of nearby rocky planets [Kreidberg and Loeb, 2016] will be made possible by the
James Webb Space Telescope. This will allow for detailed case studies of how particular
atmospheric compositions lend themselves to the possibility of standing liquid water and
complex surficial organic chemistry.
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M. Ádámkovics and J. L. Mitchell. Search for methane isotope fractionation due to
Rayleigh distillation on Titan. Icarus, 275:232–238, 2016. ISSN 10902643. doi:
10.1016/j.icarus.2016.04.006.
V. S. Airapetian, A. Glocer, G. V. Khazanov, R. O. P. Loyd, K. France, J. Sojka, W. C.
Danchi, and M. W. Liemohn. How Hospitable Are Space Weather Affected Habitable
Zones? The Role of Ion Escape. The Astrophysical Journal, 2017. ISSN 2041-8213.
doi: 10.3847/2041-8213/836/1/L3.
T. Anderson and D. Darling. A Test of Goodness o Fit. Journal of the American Statistical
Association, 49(268):765–769, 1954.
K. Baines, S. Atreya, M. Bullock, D. Grinspoon, P. Mahaffy, C. Russel, G. Schubert, and
K. Zahnle. A Social relations model for the colonial behaviour of the Zebra finch. In
Comparative Climatology of Terrestrial Planets, volume 1, pages 137–160. 2013. ISBN
9780816530595. doi: 10.2458/azu. URL http://arxiv.org/abs/1306.2418.
I. Baraffe, Y. Alibert, G. Chabrier, and W. Benz. Birth and fate of hot-Neptune
planets. Astronomy and Astrophysics, 450:1221, 2006. ISSN 1432-0746.




I. Baraffe, D. Homeier, F. Allard, and G. Chabrier. Astrophysics New evolutionary models
for pre-main sequence and main sequence low-mass stars down to the hydrogen-burning
limit. Astronomy & Astrophysics, A42:4–9, 2015.
76
J. W. Barnes, R. H. Brown, E. P. Turtle, A. S. McEwen, R. D. Lorenz, M. Janssen, E. L.
Schaller, M. E. Brown, B. J. Buratti, C. Sotin, C. Griffith, R. Clark, J. Perry, S. Fuss-
ner, J. Barbara, R. West, C. Elachi, A. H. Bouchez, H. G. Roe, K. H. Baines, G. Bel-
lucci, J.-P. Bibring, F. Capaccioni, P. Cerroni, M. Combes, A. Coradini, D. P. Cruik-
shank, P. Drossart, V. Formisano, R. Jaumann, Y. Langevin, D. L. Matson, T. B. Mc-
Cord, P. D. Nicholson, and B. Sicardy. A 5-micron-bright spot on Titan: evidence
for surface diversity. Science (New York, N.Y.), 310(5745):92–5, 2005. ISSN 1095-
9203. doi: 10.1126/science.1117075. URL http://www.ncbi.nlm.nih.gov/
pubmed/16210535.
J. W. Barnes, R. H. Brown, L. Soderblom, C. Sotin, S. Le Mouèlic, S. Rodriguez, R. Jau-
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C. Sotin, K. H. Baines, B. J. Buratti, and P. D. Nicholson. Detection and mapping of
hydrocarbon deposits on Titan. Journal of Geophysical Research E: Planets, 115(10),
2010. ISSN 01480227. doi: 10.1029/2009JE003369.
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