Abstract-In this paper, a time-varying observer for a linear continuous-time plant with asynchronous sampled measurements is proposed. The observer is contextualized in the hybrid systems framework providing an elegant setting for the proposed solution. In particular, some theoretical tools are provided, in terms of linear matrix inequalities (LMIs), certifying asymptotic stability of a certain compact set where the estimation error is zero. We consider sampled asynchronous measurements that occur at arbitrary times in a certain window with an upper and lower bound. The design procedure, that we propose for the selection of the time-varying gain, is based on a constructive algorithm that is guaranteed to find a solution to an infinite-dimensional LMI whenever a feasible solution exists.
I. INTRODUCTION
In the last years, the design of observers for systems with sampled measurements has received great attention. This interest is motivated by many engineering applications, such as sampled-data systems, quantized systems, networked systems, localization of mobile vehicles, etc.
[1]- [3] . In these cases, the output is available only at sampling instants, and, for this reason, classical observer structures cannot be used.
This problem is not new in control engineering and there are many works in the literature dealing with these issues, providing several solutions. For example, recently in [4] , the H 2 state estimation problem in the context of sampled-data linear systems is presented with a fixed sampling rate, and a time-invariant injection gain is computed in order to optimize the H 2 performance index for the estimation error dynamics. Another interesting approach is proposed in [5] where the finite-time convergence of an observer is proven for linear systems with sampled measurements. Subsequently, in [6] and [7] , a similar method has been proposed, but for nonlinear Lipschitz systems with sampled measurements. This approach has been extended in [8] by means of new conditions in terms of linear matrix inequalities (LMIs). Also [9] deals with the same problem, developing an observer for the same class of systems, but the computation of the injection gain is based on different conditions. Moreover, also the structure of the observer is different from the previous cited works, since in [9] , a high gain observers is proposed. In [10] and [11] , nonlinear uniformly observable single output systems are addressed. Finally, by using Lyapunov tools adapted to impulsive systems, some classes of systems with both sampled and delayed outputs are addressed in [12] and [13] .
Recently, different approaches have been proposed using the hybrid system formalism of [14] . The use of the hybrid formalism provides a natural setting for the modeling of this type of observers, where both continuous-time and discrete-time dynamics coexist. Indeed a sampled-data observer can be modeled by a "flow map," which describes the continuous-time dynamics when the measurement is not available, while the measurement can be considered as a discrete event and can be modeled by a suitable "jump map." This kind of formalism is applied in [15] and [16] , where the estimation of the state of a linear time-invariant system is proposed, with asynchronous measurements and a constant output error injection gain. In the same context, [17] proposes a hybrid observer for linear systems producing an estimate that converges to the plant state in finite time. These concepts have also been applied to distributed systems such as in [18] , where the problem of estimating the state of a linear time-invariant plant is addressed in a distributed fashion over networks allowing only intermittent transmission of information.
In this paper, we address the presence of asynchronous sampled measurements for continuous-time plants using a hybrid formalism. Differently from the existing results, a design procedure based on a constructive solution to an infinite-dimensional LMI is given, leading to a time-varying observer gain. Since the proposed hybrid timevarying observer is based on a solution to an infinite-dimensional LMI, an algorithm is proposed, which is proven to find a solution to the infinite-dimensional problem in a finite number of iterations, whenever the problem admits one. The given conditions are shown to be nonconservative in the special case of a periodic sampling.
Preliminary results in the directions of this paper have been presented in [19] . As compared to [19] , we reformulate completely the numerical algorithm, which is here proven to always lead to a solution, whenever the (infinite dimensional) observer design conditions are feasible. Moreover, we include a new symbolic example where the approach is nonconservative and establish necessary and sufficient feasibility conditions for the periodic sampling case.
This paper is organized as follows. In Section II, the problem statement is formalized by fitting our problem in the hybrid systems framework. Then, in Section III, we provide analysis and synthesis conditions and discuss feasibility issues also using a symbolic example. In Section IV, a numerical algorithm is proposed in order to solve the infinite-dimensional LMIs given in Section III in a finite number of steps. Conclusion are in Section VI.
Notation: R n denotes the n-dimensional Euclidean space. R ≥0 denotes the set of nonnegative real numbers. Z denotes the set of all integers, while Z ≥0 denotes the set of nonnegative integers. B denotes the closed unit ball, of appropriate dimension, in the Euclidean norm. I q denotes the identity matrix of order q ∈ Z ≥0 . λ m (S) and λ M (S) denote, respectively, the minimum and the maximum eigenvalues of a positive definite symmetric matrix S. x + denotes the state of a hybrid system after a jump. |x| denotes the Euclidean norm of a vector x ∈ R n .
II. PROBLEM STATEMENT
In this work, we consider a class of systems described by the following equation:ẋ
where x ∈ R n is the state of the system, u : [0, ∞) → R q is a known input that belongs to the class of locally bounded measurable functions, A ∈ R n ×n , and B ∈ R n ×q . Let us assume that an output of system (1) is accessible at discrete instants of time, resulting in a sequence of m dimensional vectors y k , k ∈ Z ≥1 defined as
where C ∈ R m ×n is full row rank and t k , k ∈ Z ≥1 , is a sequence of increasing nonnegative real numbers that satisfies the following assumption.
Assumption 1: There exist scalars T m and T M , with 0 < T m ≤ T M , such that
Assumption 1 considers the case of asynchronous discrete-time measurements with a sampling interval lower and upper bounded by two known positive constants T m and T M . Note that T m must be strictly greater than zero to avoid Zeno behaviors in the hybrid model developed later.
Taking inspiration from the hybrid systems formalism of [14] , it is possible to represent the sampled-data system associated with this setting as follows:
where the variable τ is a timer keeping track of the elapsed time since the last sample, and the impulsive nature of the available measurement is represented by the extra property that output y is only available at jump times. With model (4), it follows that for any sequence y k in (2), satisfying (3), there exists a solution to (4) such that y k = y(t k , k), k ∈ Z ≥1 , and vice versa. In this paper, we propose an observer whose structure implicitly complies with the restriction specified in Assumption 1 on the available output. Our observer is capable of providing an asymptotic estimate of the plant state, regardless of the sequence of times t k at which the sampled output is available. The hybrid structure of the proposed observer is the following:
where the matrix function K : [T m , T M ] → R n ×m corresponds to the time-varying gain of the observer responsible for the discrete output injection term. It is clear that with dynamics (5), output y is only used at the sampling instants t k compliant with Assumption 1.
The design of the time-varying gain K(·) will be performed in the next section. Note that as compared to a standard LTI Luenberger architecture (such as the one used in [15] ), observer (5) is based on an injection term that depends on the elapsed time since the last measurement. Such an elapsed time is known to the observer by way of state τ in (4).
III. STABILITY CONDITIONS AND GAIN SELECTION
One of the main goals of this study is to give design rules to select the gain function K(·) in (5) such that the estimation error e := x −x converges asymptotically to zero. Such a property is well characterized in terms of the stability of the following error dynamics, issued from (4) and (5):
We first present an analysis result certifying asymptotic stability of the compact set
corresponding to the set where the estimation error is zero. Then, we will design K(·) inducing global asymptotic stability (GAS) of A, corresponding to the Lyapunov stability (for each
and convergence (lim t + j →∞ |e(t, j)| = 0). Due to the developments in [14, ch. 7] , and compactness of A, GAS is actually equivalent to uniform global asymptotic stability (UGAS) defined in [14, ch. 3] involving the Lyapunov stability, uniform global boundedness, and uniform global attractivity. Lemma 1, as follows, is an extension of [15, Th. 1] to the case of a time-varying injection gain K(·). The proof is based on Lyapunov function V (e, τ ) = e e (−A τ ) P e (−A τ ) e and is omitted due to its similarity with [15, Th. 1] . The interested reader is also referred to [20] .
Lemma 1: Assume that there exists a matrix P = P > 0, and a continuous matrix function τ → K(τ ) such that
Then, set A in (7) is UGAS for the error dynamics in (6) . Based on the analysis result of Lemma 1, we can now prove a few relevant constructions for the gain K(·), corresponding to a few special cases. The first case is relatively straightforward and corresponds to the case where C is invertible (namely the state is completely accessible at the sampling instants). This case is somewhat interesting because it corresponds to the source of inspiration of the subsequent construction, and has been used in a dedicated application by the first author in [21] . It is reported later.
Theorem 1: If C is invertible, then for any P = P > 0 and any λ ∈ [0, 1), inequality (8) is satisfied with
which then guarantees the UGAS of A for system (6) . Proof: By virtue of selection (9), we have
Then, condition (8) in Lemma 1 becomes
The last one is always verified for 0 ≤ λ < 1, and for any positive definite matrix P . Remark 1: Replacing the gain K(τ ) of (9) in (6b), we obtain
that clearly reveals that the choice λ = 0 leads to a dead-beat controller, while the choice λ = 1 leads to a nontrivial reset that resets back the estimation error to the value that it had immediately after the previous sample (this fact is evident by keeping in mind the explicit expression of the error e(t,
. Clearly, the choice λ = 1 is not allowed in our result because it leads to a bounded, but nonconverging, response.
The solution of Theorem 1 is only viable under demanding conditions on the available measurements, that are only seldom verified. Due to this reason, one of the main contributions of this paper resides in a construction for the gain K(·) as long as one can find a constant matrix P satisfying the following infinite set of matrix inequalities:
where C ⊥ denotes the orthonormal complement of C . Despite the nonuniqueness of C ⊥ , feasibility of (13) is independent of the specific selection. Indeed replacing C ⊥ by any of the alternative selections C ⊥ S (with S being any unitary matrix) does not affect feasibility of (13) because one can factor out matrix diag(S, I) without affecting feasibility. Matrix inequality (13) is not easy to solve, but we provide in Section IV, a numerical algorithm that is guaranteed to converge to a solution, whenever it exists, in a finite number of steps. Insight about the implication of (13), at least for the periodic case T m = T M , can be given by the following proposition, whose proof is postponed to the end of this section.
Proposition 1: Consider any positive value of T = T m = T M . LMI (13) is feasible if and only if pair (C, e A T ) is detectable. Proposition 1 characterizes feasibility and nonconservativeness of (13) for the periodic case, because detectability of (C, e
A T ) for all T ∈ [T m , T M ] is a necessary condition for the existence of a sampleddata observer (indeed periodic sampling with any such period is a special case of all the possible sampling sequences). In the general case T m < T M , some level of conservativeness may arise from the use of a common P for all τ ∈ [T m , T M ]. Nevertheless condition (13) is relatively mild and for the following planar example, it is shown to be never conservative.
Example 1: Consider system (1)- (2) where
], with α ≥ 0 to avoid trivialities. Due to the oscillatory response with period 2π, the state is not detectable, regardless
. Ruling out those infeasible cases corresponds to requiring
for some k ∈ Z ≥0 , which is a necessary condition for detectability. We construct below a solution P to (13) under assumption (14) . By replacing
] in (13), choosing P = [
, and applying a Schur complement, inequality (13) 
Consider now any selection of p 11 , p 22 satisfying
which is well defined from (14) . Then, inequality (15) holds because
Note that this selection applies for any (destabilizing) choice of α ≥ 0 even though, through p 11 in (16), the Lyapunov function is stretched for larger values of α and T M .
We report in the following the explicit expression of K(·), which induces UGAS of attractor A for the observation error dynamics, as long as (13) is satisfied.
Theorem 2: Assume that C is a full row rank and denote by C ⊥ a basis of the orthogonal complement of C . If there exists P = P > 0 satisfying (13), then selection
guarantees UGAS of A for system (6) . Note that K(·) in (17) does not depend on the selection of C ⊥ . Indeed all such selections are parameterized by C ⊥ S, with any unitary S, and S does not affect the value of K(·) in (17) 
. Coming back to Example 1, we can compute the observer gain using (17) as
where p 11 and p 22 are any positive constant satisfying (16) .
Proof of Theorem 2:
The proof is divided into two parts. In the first part, we show that condition (13) is enough to ensure the existence of a gain K(·) such that (8) is satisfied. In the second part, we show that given a matrix P satisfying condition (13), then (8) is satisfied for the gain K(·) selected as in (17) . Then, the result follows from Lemma 1.
Part 1 (Proof of the existence):
In this first part, we have to show that if (13) holds, then there exists K(·) (equivalently Y (·)) such that the following inequality holds:
where we introduced Ψ(τ ) := e (−A τ ) P e (−A τ ) and Y (τ ) := −P K(τ ). Equation (19) can be written as
Applying the elimination lemma (see, e.g., [22, 
where
] is a basis of the Kernel of H , and (21) .
Using the aforementioned relations, the left equation in (21) becomes
which is always satisfied because P > 0. Regarding the right equation in (21), we have
which is satisfied by hypothesis (13) . This means that if condition (13) is satisfied, then there exists Y (τ ) (and consequently, a matrix gain
Part 2 (Selection of K(·)):
We show next that for a given matrix P satisfying condition (13), inequality (8) is satisfied for the gain K(·) proposed in (17) .
Since C is a full row rank, then R := [C ⊥ C ] ∈ R n ×n is nonsingular, and inequality (19) holds if and only if
where we used CC ⊥ = 0. By applying a Schur complement, and using the property (
[ensured by the upper left entry of (13)], we obtain that inequality (24) is equivalent to the following constraint:
Since we already established (in Part 1 of this proof) the existence of a solution Y (τ ) to (25) , the diagonal terms M 11 (τ ) and M 22 (τ ) in (25) , which are independent of Y (τ ), must necessarily be positive definite. So, in order to ensure that inequality (25) is satisfied, it is enough to show that M 21 (τ ) = 0 ∀τ ∈ [T m , T M ], which is done later.
In particular, noting that expression (17) corresponds to
Then, simple manipulations are sufficient to show that
Thus completing the proof. Remark 2: Selection (17) for gain K(·) can well be understood as follows:
where Ψ(τ ) := e (−A τ ) P e (−A τ ) , and where any matrix M 21 (τ ) can be selected, as long as it guarantees inequality (25) . Part 1 of the proof of the theorem guarantees that both M 11 (τ ) and M 22 (τ ) are uniformly positive definite in [T m , T M ]. We may then be inspired by the parametric selection (9) of Theorem 1 and pick
where M 
In general, selection (29) leads to heavy computational burden, because there is no general method for computing symbolic Cholesky factorizations. Due to this reason, we favor the explicit selection of Theorem 2 (corresponding to λ = 0, so that no factorization is needed). Nevertheless, for special cases where the symbolic Cholesky factorization is available, or large computational power can be used, selection (29) may be preferred due to the filtering actions already highlighted in Remark 1. Based on Theorem 2, we can now prove Proposition 1.
Proof of Proposition 1:
The first implication, i.e., if LMI (13) is feasible, then the pair (C, e A T ) is detectable, is trivial, because in the case T = T m = T M only periodic sampling (with period T ) is allowed by the observer dynamics. Then, the definition of detectability implies that there does not exist an asymptotic state observer and condition (13) cannot be feasible.
Let us prove the converse implication. If the pair (C, e A T ) is detectable, then there exist matrices Q > 0 and L such that
Condition (31) is equivalent to the following condition, after a Schur complement:
Since e −A T ∈ R n ×n is nonsingular, inequality (32) holds if and only if
The aforementioned equation can be written as
Applying the elimination lemma, as in Theorem 2, there exists a matrix L such that (34) is satisfied if and only if the following relations hold:
] is a basis of the Kernel of E , and 
which is equivalent to
after a Schur complement. Let us now select P := e A T Qe A T , which is positive definite because Q > 0 and e A is nonsingular. Then, using P = P P −1 P , we obtain
which implies (13) after a Schur complement.
IV. DESIGN ALGORITHM
We propose here an algorithm to solve the infinite-dimensional problem (13) in a finite number of steps. To this end, let us introduce the following optimization problem:
where Ξ P (τ ) is defined in (13) , and μ > 0 is a positive scalar constant. Problem (39) is again infinite dimensional, but it avoids numerical problems and solutions that lead to large values of P because its upper bound is minimized. The feasibility of problem (39) is equivalent to the feasibility of problem (13) as established in the following result.
Lemma 2:
The optimization problem (39) is feasible if and only if relation (13) is feasible, moreover any matrix P solution to (39) is also a solution to (13) .
Proof: Any solution to (39) is also a solution of (13), because (13) has relaxed constraint. Vice versa, consider anyP satisfying (13) and denote byp m ,p M its minimum and maximum eigenvalues. Also denote by
where λ m (·) denotes the smallest (real) eigenvalue of the symmetric matrix at argument. Then, it is straightforward to verify that P = max{
Focusing on (39), we introduce now a numerical algorithm, aiming at finding a matrix P solution to condition (13) 
The scheme of the algorithm is shown at the top of next page. The algorithm can be roughly divided into three parts: the initialization, the synthesis, and the analysis phase. During the initialization, we establish an exponential bound on e −A T by finding a solution Π = Π > 0 and β ≥ 0 to the generalized eigenvalue problem as
which is a quasi-convex problem easily solved by bisection algorithms (e.g., with the MATLAB command gevp), and then, selecting γ :=
, as established in Lemma 3. Then, during the synthesis phase, we solve the finite-dimensional optimization
where τ ranges over a finite number of points collected in the discrete set T (in the first step T = {T m , T M }). Given an optimal solution (P * T , p * T ) to (41), during the analysis phase, we check the following eigenvalue conditions, relaxing the constraints in (41) to half of their values
Finally, if this analysis phase is successful, then the algorithm stops and returns P * T as a solution to (13) . Otherwise, a valuē
is added to the set T , and the algorithm restarts from the synthesis phase.
A useful property of this algorithm is reported in Theorem 3, ensuring that if there exists a pair (P * , p * ), solution to (39), then the algorithm terminates successfully in a finite number of steps, thus providing a solution to (13) .
For stating Theorem 3, the following useful results are presented. The first result is a straightforward consequence of the standard Lyapunov theory applied to the linear time-invariant systemsẋ = −Ax. The second result is proven after Theorem 3 to avoid breaking the flow of the exposition. 
Lemma 4: Consider a symmetric matrix 0 < P ≤ pI, a constant μ > 0 and a valueτ ∈ [T m , T M ] such that
If γ and β are chosen as in Lemma 3, the following holds
as long as δ satisfies
Now the main theorem can be given. Note that by Lemma 2 assuming the existence of a solution to (39) is equivalent to assuming the existence of a solution to (13) .
Theorem 3: If there exists a solution P * ≤ p * I to problem (39), then the proposed algorithm terminates successfully at line 17, providing an output P * T , after a finite number of iterations N satisfying
where (γ, β) are any solution to (40). Moreover, such an output P * T is a solution to the infinite-dimensional problem (13) .
Proof ∈ T + δ * B that is added to T + (the value of T at the next synthesis step). The previous reasoning (together with T M − T m > δ * ) implies that T only contains elements whose mutual distance is larger than δ * . Since T increases by one element at each iteration, the algorithm must terminate successfully when T has at most T M −T m δ * + 1 elements. Since T has two elements at the first iteration, an upper bound on the number of iterations before termination is given by
where · denotes the smallest integer upper bound of its argument. When the algorithm stops, it provides a matrix P * T satisfying (42) and (43). Then, Lemma 4 with δ = δ * T and (42) and (43) imply that
, where the last inclusion follows from comparing (43) and (48). As a consequence, inequality
, which implies (13) with P = P * T .
Remark 3:
If no solution P exists to (13) , then either the algorithm terminates at step 10 with a certified infeasibility (because infeasibility with τ ∈ [T m , T M ] implies infeasibility with [T m , T M ]), or it runs indefinitely, eventually meeting numerical problems. A stopping condition could be imposed by adding an extra well-conditioning constraint P ≤pI to (13), (39), and (41), for some reasonably largep ∈ R ≥0 . Then, the algorithm would be guaranteed to terminate successfully whenever a solution to (13) with P ≤pI exists and to terminate negatively when such a solution does not exist. The maximum number of iterations in this last case will beN =
. So,N can be considered as a complexity bound.
Remark 4: In our preliminary work [19] , we proposed a simple discretization algorithm to get an appropriate solution to (13) . Instead Theorem 3 certifies that whenever (13) is feasible, Algorithm 1 provides an exact solution to (13) .
Proof of Lemma 4: Since matrix Ξ P (τ ) is symmetric positive definite, from [24, Corollary 2.5.11], it is possible to decompose it as
. . ,ν n ] contain, respectively, the eigenvalues and an orthonormal set of eigenvectors of Ξ P (τ ). Under these conditions, and based on the fact that the eigenvalues λ i (τ ) of Ξ P (τ ) are continuous functions of τ , in [25, eq. (1.
3)], it is shown that the first-order derivatives of the eigenvaluesλ i are
where, in our case
Therefore, taking into consideration the fact that {ν i } is an orthonormal set, we obtain from (53)
where we used the submultiplicativity of the norm, and the fact that C ⊥ = 1. Based on bounds (40) and (45), and on the assumption that P ≤ pI, inequality (55) implies
If inequality (46) is satisfied, then λ m (Ξ P (τ )) ≥ 2μ. Therefore, from (56), the minimum eigenvalue of Ξ P (τ ) cannot be less than μ as long as
V. NUMERICAL EXAMPLE
Consider system (1)- (2) In particular for τ ∈ [1, 3] , τ ∈ [3, 4] , and τ ∈ [4, 8] . In the first case, τ ∈ [T m , T M ] = [1, 3] , the algorithm finds a solution with only one iteration, as shown in Fig. 1(a) . The value of P , solution to the problem is: In a second case, we select τ ∈ [T m , T M ] = [3, 4] and the algorithm does not find a solution because the periodically sampled plant is not Fig. 1(c) , where it is shown that, after four iterations, the minimum eigenvalue of matrix (13) is always negative in a neighborhood of τ = 3.425. Finally, in the last case, we select τ ∈ [T m , T M ] = [4, 8] , and the algorithm finds a solution with two iterations, as shown in Fig. 1(b) . The value of P , solution to the problem is: The time simulation with these two observers are qualitatively similar to those in [19] and are omitted due to space constraints. The reader is also referred to [20] for additional numerical details.
VI. CONCLUSION
In this study, an observer with a time-varying output error injection has been proposed for a linear continuous-time plant with asynchronous sampled measurements. In particular, some theoretical tools have been provided, in terms of LMIs, certifying asymptotic stability of a certain compact set where the estimation error is zero. Two solutions have been proposed, one under the restrictive assumption that the output matrix is invertible, and one for the more general case of a detectable pair, under the assumption that some LMI conditions hold. Moreover, necessary conditions for the feasibility of those LMI have been established. Since the proposed time-varying observer is based on a solution to an infinitedimensional LMI, a numerical algorithm has been introduced which is guaranteed to converge after a finite number of iterations to a solution to the infinite dimensional problem whenever it exists.
