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Highlights
• Disaggregated Benders decomposition useful for network design problems
• Solved previously unsolved instances of dynamic UFL and network design problem
• Novel method for proving Pareto-optimality of analytically-constructed Benders cuts
• Usefulness of Benders cuts dependent on properties of instance data
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Disaggregated Benders decomposition and branch-and-cut for solving
the budget-constrained dynamic uncapacitated facility location and
network design problem
Robin H. Pearce & Michael Forbes
School of Mathematics and Physics, University of Queensland, Australia
Abstract
We present an approach for solving to optimality the budget-constrained Dynamic Uncapacitated
Facility Location and Network Design problem (DUFLNDP). This is a problem where a network
must be constructed or expanded and facilities placed in the network, subject to a budget, in order
to satisfy a number of demands. With the demands satisfied, the objective is to minimise the
running cost of the network and the cost of moving demands to facilities. The problem can be
disaggregated over two different sets simultaneously, leading to many smaller models which can
be solved more easily. Using disaggregated Benders decomposition embedded in a branch-and-cut
framework, we solve many instances to optimality that have not previously been solved. We use an
analytic procedure to generate Benders optimality cuts which are provably Pareto-optimal.
Keywords: Networks, Benders decomposition, Branch-and-cut, Pareto-optimality
1. Introduction
In this paper we apply Benders decomposition to a facility location and network design problem,
specifically looking at a number of ways of improving convergence of the algorithm. In particular,
we disaggregate the Benders sub-problems, use an alternative to the standard Benders feasibility
cuts and analytically construct Benders optimality cuts. We also prove the Pareto-optimality of
the analytic Benders cuts and discuss the importance of using Pareto-optimal cuts.
Facility location problems are important in many areas of both industry and government. From
deciding the location of stores and warehouses, to important services such as police, fire and health,
facility location problems can have a large impact on a population. Equally important are network
Preprint submitted to European Journal of Operational Research March 19, 2018
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design problems, such as road or utility network optimisation. We are interested in the combination
of these two types of problems.
The facility location problem dates back to the start of the 20th century [1], and is the basis of
many more detailed problems. Benders decomposition [2] is an ideal technique for solving facility
location problems, particularly the uncapacitated facility location (UFL) problem [3]. Geoffrion [4]
generalises the concept of benders decomposition and lays out a framework that includes optimality
and feasibility cuts, and Geoffrion and Graves [5] apply Benders decomposition to a multicommodity
variant of the facility location problem to great effect. Magnanti and Wong [6] explore regular and
disaggregated Benders decomposition, apply it to the UFL problem, and propose an interior point
method for accelerating convergence of the algorithm.
More recently, an efficient implementation of Benders decomposition for the UFL is demon-
strated by Fischetti et al. [3]. They apply disaggregated Benders decomposition with a number of
additional features which are useful, particularly for the UFL. Tang, Jiang and Saharidis [7] use
disaggregated Benders decomposition to solve a capacitated facility location problem where the
capacities could be modified for a cost. They also consider adding extra constraints to enforce fea-
sibility and tighten the lower bound on the objective value, which are important in the application
of Benders decomposition.
Capacitated facility locations are more difficult to solve with Benders decomposition. This is
because the shared capacity constraints prevent disaggregation of the sub-problems, one of the most
powerful improvements of Benders decomposition. Fischetti et al. [8] examine how to adapt the
techniques for solving the uncapacitated version to the capacitated problem. Castro et al. [9] also
apply Benders decomposition to a capacitated facility location problem. An example of a more
rich variant of capacitated facility location problems is presented in Jena et al. [10], who solve the
problem using Lagrangian relaxation-based techniques.
Network flow and design problems have also been a major area of study over the last century.
Today, many efficient methods for finding the maximum flow through a network exist [11, 12].
As such, more recent studies tend to focus on network design problems, where the network itself
is optimised to achieve some goal, such as maximising the throughput of the network over time.
Many of these problems are excellent candidates for Benders decomposition. Nurre, Cavdaroglu
and Wallace [13] consider a problem where a utilities network has been partially destroyed, and the
reconstruction must be scheduled to maximise total throughput of the network over time. Boland
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et. al. [14] find the optimal maintenance schedule of a network, also to maximise throughput.
Magnanti et al. [15] apply Benders decomposition to the Uncapacitated Network Design problem,
which forms the basis of many fixed-charge network design problems. In particular, they generate
Pareto-optimal Benders cuts to assist convergence of the algorithm. We extend their work to
our problem, and in particular generate Pareto-optimal Benders cuts without needing to solve any
additional linear programs (LP). A survey of Benders decomposition applied to fixed-charge network
design problems can be found in [16].
A subset of network design problems are hub location problems, where a number of hubs must
be located to minimise the cost of routing demands through a network. One example of this is
the Hub Line Location problem, considered by de Sa´ et al. [17], where hub facilities must be built
in a public transit network and connected in a line. The objective is to minimise the weighted
travel time of all demands through the network. Another example is the Uncapacitated Multiple
Allocation Hub Location problem considered by de Camargo et al. [18], where hubs must be built
so demands can be routed between locations via hubs. All of the above studies apply Benders
decomposition to great effect. Contreras and Ferna´ndez [19] solve the Supermodular Hub Location
problem using techniques very similar to Benders decomposition, and also employ branch-and-cut
as an efficient solution technique. de Sa´ et al. [20] also apply Benders decomposition to another
hub location problem, with a number of improvements such as a “warm start”, disaggregation of
the sub-problems and modified feasibility cuts. For more information on hub location problems,
the reader is directed to Laporte et al. [21].
It is known that embedding Benders decomposition in a branch-and-cut framework is efficient
[3, 19]. Since 2012, a feature has been available in the major solvers, known as “lazy constraints”,
which provides the ability to add additional constraints to the model at nodes of the branch-
and bound tree. This is, in essence, branch-and-cut. As such, our implementation of Benders
decomposition will use lazy constraints to add Benders cuts during the solution process of the
master problem.
We are considering the budget-constrained Dynamic Uncapacitated Facility Location and Net-
work Design Problem (DUFLNDP) presented by Ghaderi and Jabalameli [22]. The government
sets a fixed budget every year for the construction of new health clinics and roads, and one must
work within that budget to minimise the running cost of the network while satisfying all demand
for health services by routing demand through the network to health clinics.
4
ACCEPTED MANUSCRIPT
AC
CE
PT
ED
 M
AN
US
CR
IP
T
The remainder of this paper is structured as follows: Section 2 contains our reformulation of
the DUFLNDP, which is the base model to which we apply disaggregated Benders decomposition
in Section 3. This section also covers many details around the implementation of disaggregated
Benders decomposition such as Pareto-optimality of Benders optimality cuts and feasibility of sub-
problems. In Section 4 we describe the use of a warm start with Benders decomposition to improve
the initial LP-bound. Our computational results are in Section 5, before concluding with Section
6.
2. Model Formulation
Ghaderi and Jabalameli [22] introduce the budget-constrained Dynamic Uncapacitated Facility
Location and Network Design problem (DUFLNDP), which is defined on a network of locations.
Every location is a client, and all have the potential to host a facility for servicing clients. There is
a set of potential links between locations, on which arcs of the network can be constructed.
The problem covers a number of time periods. At each time there are budgets for opening new
facilities and links. Open facilities and links also have associated maintenance or operating costs,
which, together with the demand routing costs, form the total cost which is to be minimised.
The main assumptions in this problem are:
• Facilities and links have unlimited capacity
• Once opened, facilities and links will remain open until at least the end of the planning horizon
• Facilities and links are opened instantaneously between time periods
Our notation is slightly different from Ghaderi and Jabalameli [22], in particular the variable
names. We also present a simplified version of the budgetary constraints which achieve the same
outcome. The time periods we are optimising over start at 1, and if a network exists already, we
denote that as being at time 0. We now present the model formulation:
Sets
N Set of network nodes. These include clients and facilities
A Set of network arcs, both existing and potential. A ⊆ N ×N
T Set of time periods
5
ACCEPTED MANUSCRIPT
AC
CE
PT
ED
 M
AN
US
CR
IP
T
Parameters
dkt Demand of client k ∈ N at time t ∈ T
git Cost of opening facility at node i ∈ N at time t ∈ T
cijt Cost of constructing arc (i, j) ∈ A at time t ∈ T
ρijt Cost per unit of routing demand on arc (i, j) ∈ A at time t ∈ T
fit Operating cost of open facility i ∈ N at time t ∈ T
hijt Operating cost of open arc (i, j) ∈ A at time t ∈ T
B¯t Available budget for opening facilities at time t ∈ T
Bˆt Available budget for opening arcs at time t ∈ T
Variables
Wit 1 if facility i ∈ N is open at time t ∈ T , 0 otherwise
Xijt 1 if arc (i, j) ∈ A is open at time t ∈ T , 0 otherwise
Zijkt Fraction of demand of client k ∈ N travelling along arc (i, j) ∈ A at time t ∈ T
Uit 1 if facility i ∈ N is constructed at time t ∈ T , 0 otherwise
Vijt 1 if arc (i, j) ∈ A is constructed at time t ∈ T , 0 otherwise
Objective
Minimise
∑
t∈T
∑
i∈N
fitWit +
∑
k∈N
∑
(i,j)∈A
ρijtdktZijkt +
∑
(i,j)∈A
i<j
hijtXijt
 (1)
Constraints
Wkt +
∑
j∈N
Zkjkt ≥ 1 ∀k ∈ N, ∀t ∈ T (2)
∑
j∈N
Zjikt ≤
∑
j∈N
Zijkt +Wit ∀i, k ∈ N, i 6= k,∀t ∈ T (3)
Zjkkt = 0 ∀k ∈ N, ∀j ∈ N, ∀t ∈ T (4)
Zijkt + Zjikt ≤ Xijt ∀(i, j) ∈ A, i < j,∀k ∈ N, ∀t ∈ T (5)
Wi,t−1 + Uit = Wit ∀i ∈ N, ∀t ∈ T (6)
Xij,t−1 + Vijt = Xijt ∀(i, j) ∈ A,∀t ∈ T (7)
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t∑
t′=1
∑
i∈N
git′Uit′ ≤
t∑
t′=1
B¯t′ ∀t ∈ T (8)
t∑
t′=1
∑
(i,j)∈A
cijt′Vijt′ ≤
t∑
t′=1
Bˆt′ ∀t ∈ T (9)
Xijt = Xjit ∀(i, j) ∈ A, i < j,∀t ∈ T (10)
Wit ∈ {0, 1}, Uit ∈ {0, 1} ∀i ∈ N, ∀t ∈ T (11)
Xijt ∈ {0, 1}, Vijt ∈ {0, 1}, Zijkt ≥ 0 ∀(i, j) ∈ A,∀t ∈ T, ∀k ∈ N (12)
The objective function (1) is the sum of three costs: the facility operating costs, the cost of
routing demand to other facilities and the arc operating costs. Constraints (2) say that if a node
k has an open facility, then it services its own demand. If not, all demand must leave the node.
Constraints (3) are flow-conservation constraints at the nodes. Constraints (4) ensure demand can
not be returned to the node of origin, thus eliminating cycles. Constraints (5) restrict the routing
of demand to open arcs only. Constraints (6) and (7) control the opening of facilities and arcs based
on the relevant construction variables, and constraints (8) and (9) ensure that the budget is not
exceeded in any time period. Finally, constraints (10) enforce bi-directionality of the arcs.
3. Disaggregation and Benders decomposition
In this problem, the variables Zijkt are continuous, where all others are integer (binary). The
constraints which contain the continuous variables are (2-5), and these constraints are separate for
each k ∈ N and t ∈ T . Thus it is possible to disaggregate the sub-problems by time and facility. A
discussion of disaggregation level can be found in Section 5.1.
3.1. Benders Master Problem
We denote the contribution of the sub-problem (k, t) as θkt. The master problem is:
Minimise
∑
t∈T
∑
i∈N
fitWit +
∑
k∈N
dktθkt +
∑
(i,j)∈A
i<j
hijtXijt
 (MP-OBJ)
Subject to:
Wi,t−1 + Uit = Wit ∀i ∈ N, ∀t ∈ T (M1)
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Xij,t−1 + Vijt = Xijt ∀(i, j) ∈ A,∀t ∈ T (M2)
t∑
t′=1
∑
i∈N
git′Uit′ ≤
t∑
t′=1
B¯t ∀t ∈ T (M3)
t∑
t′=1
∑
(i,j)∈A
cijt′Vijt′ ≤
t∑
t′=1
Bˆt ∀t ∈ T (M4)
θkt ≥ BendersOptimalityCut(m,W,X, k, t) ∀k ∈ N, ∀t ∈ T, ∀m ∈ {1, ...,M} (BOC)
BendersFeasibilityCut(p,W,X) ∀p ∈ {1, ..., P} (BFC)
Wit ∈ {0, 1}, Ui,t ∈ {0, 1}, θit ≥ 0 ∀i ∈ N, ∀t ∈ T (M5)
Xijt ∈ {0, 1}, Vijt ∈ {0, 1} ∀(i, j) ∈ A,∀t ∈ T (M6)
Constraints (BOC) represent the disaggregated Benders cuts, which are added as necessary after
solving the associated sub-problems, which will be covered in Section 3.4. Similarly, constraints
(BFC) represent the added constraints required for feasible sub-problems. M and P are the number
of added Benders optimality and feasibility cuts respectively. We now solve this relaxed master
problem with a single branch-and-bound tree. For each feasible integer solution, W ∗ and X∗,
we solve each of the sub-problems and calculate their actual contributions to the master problem
objective function. If necessary, we add more Benders optimality or feasibility cuts. This is called
the main phase of the algorithm.
3.2. Initial feasibility
For the solution to be feasible, it must be possible to service the demand of every client for every
time period. In the original MIP, this was ensured by the routing variables and constraints. After
separating out the sub-problems, our master problem now has no constraints ensuring that there
will be a path from every source to a facility, meaning that we may encounter feasible solutions
to our master problem that are infeasible in the original MIP, and will make the sub-problems
infeasible. The standard Benders decomposition framework includes Benders feasibility cuts [4]
which find unbounded rays in the dual of the sub-problem and cut them off, however these are
often ineffective [20, 23].
A second option is to augment the master problem with additional constraints to remove these
solutions, without removing any solutions that are feasible in the original problem. Since links and
facilities are only constructed, never destroyed, if the network is feasible in the first time period,
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it will be feasible for every time period. To ensure this happens, we modify the master problem
to make the first time period a special case. The objective, parameters and variables remain
unchanged, we only modify some constraints and add new ones. The modified and new constraints
are:
Constraints
Zijkt ≤ Xijt ∀(i, j) ∈ A,∀k ∈ N, ∀t ∈ T (5a)
Xij,t−1 + Vijt = Xijt ∀(i, j) ∈ A, i < j,∀t ∈ T, t > 2 (7a)
Xijt = Xjit ∀(i, j) ∈ A, i < j,∀t ∈ T, t > 1 (10a)
Xij,1 +Xji,1 ≤ 1 ∀(i, j) ∈ A, i < j (13)
Xij,0 + Vij,1 = Xij,1 +Xji,1 ∀(i, j) ∈ A, i < j (14)
Xij,1 +Xji,1 + Vij,2 = Xij,2 ∀(i, j) ∈ A, i < j (15)∑
j∈N
(i,j)∈A
Xij,1 +Wi,1 ≥ 1 ∀i ∈ N (16)
∑
i∈N
Wi,1 ≥ 1 (17)
The modification to constraint (5) enforces directionality of arcs in the first time period, (7,10)
are modified appropriately, and the addition of (13) ensures only one direction is allowed for that
time. Constraints (14-15) handle the budget constraints, to ensure that if a direction is built in the
first time period, the opposite direction will be built for free in the second time period.
These modifications allow us to add constraints (16-17), which ensure that each location has
either a facility at the location or an arc leaving the location, and that at least one facility must
exist, respectively. This way, either a node is a facility, or it is connected to a node which is either
a facility, or connected to a node... and so on. This only fails if a cycle occurs where multiple
nodes are connected to each other and none have facilities, so cycle-breaking may be necessary.
This change in formulation is more useful in the instances when there is no pre-existing network,
as when there are fixed elements of the network there is less choice in its design.
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3.3. IIS feasibility cuts
To handle the case where cycles occur, we add cycle-breaking feasibility cuts, where the sum
of facilities in the cycle plus the sum of arcs leaving the cycle must be at least one. In the main
phase, we identify such cycles and add the necessary constraints. In the warm start (see Section
4), however, identifying such cycles is more difficult due to the fractional values placed on arcs and
nodes.
Using Gurobi, we compute the Irreducible Inconsistent Subsystem (IIS), which is “a subset of the
constraints and variable bounds of the original model. If all constraints in the model except those
in the IIS are removed, the model is still infeasible. However, further removing any one member of
the IIS produces a feasible result.”[24] The IIS is then a collection of capacity constraints on nodes
and arcs which, when lifted, make the sub-problem feasible. This leaves us with the nodes and arcs
which can be expanded or added to resolve the infeasibility. We then add a feasibility cut of the
form: ∑
i∈IIS
Wi0 +
∑
(a,b)∈IIS
Xab0 ≥ 1 (18)
This ensures that enough facilities and arcs will be opened that the demand from the infeasible
source nodes can be served. This is known as a combinatorial Benders cut [25], and they have been
shown to be significantly stronger than the standard Benders feasibility cuts [23].
3.4. Sub-Problems
If we have a feasible solution for the integer variables W ∗ and X∗, we can solve the sub-problems
as a collection of linear programs. Since dkt only depends on k and t, we can leave it out of the
objective of the sub-problem and instead apply it to the objective of the master problem. The
contribution of each sub-problem to the master problem is represented by θkt. The goal of each
sub-problem is to find the cheapest way of servicing the demand of that facility at that time. There
are two possibilities for this: either the site is a facility and can service its own demand for free, or
the demand is routed to the nearest (cheapest) open facility. For each k ∈ N and t ∈ T we have
the sub-problem:
Minimise
∑
(i,j)∈A
ρijtZijkt (SP-OBJ)
Subject to:
−
∑
j∈N
Zkjkt ≤W ∗kt − 1 (S1)
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∑
j∈N
Zjikt −
∑
j∈N
Zijkt ≤W ∗it ∀i ∈ N \ {k} (S2)
Zjkkt = 0 ∀j ∈ N (S3)
Zijkt ≤ X∗ijt ∀(i, j) ∈ A (S4)
Zijkt ≥ 0 ∀(i, j) ∈ A (S5)
Constraint (S1) has been rearranged to show its similarity to (S2), which we will take advantage
of when formulating the explicit dual. There are two collections of dual variables that we are
interested in: γi for each node constraint (S1,S2) and λij for each arc constraint (S4). These
variables then lead to the following dual formulation:
Maximise γk −
∑
i∈N
γiW
∗
it −
∑
(i,j)∈A
λijX
∗
ijt (D-OBJ)
Subject to:
ρijt + λij + γj − γi ≥ 0 ∀(i, j) ∈ A, j 6= k (D1)
λij ≥ 0, γi ≥ 0 ∀(i, j) ∈ A,∀i ∈ N (D2)
The reason that constraints (D1) do not apply when j = k is because in those cases γj is
replaced by the unbounded dual variable associated with constraints (S3), and since this dual
variable does not appear in the objective function, it can be set to a suitably large number, thus
ensuring feasibility of the dual constraints for those arcs.
Constraint (D1) ensures that the reduced cost of each arc is non-negative. This formulation
yields the following Benders cut:
θkt ≥ γk −
∑
i∈N
γiWit −
∑
(i,j)∈A
λijXijt (BC)
One can solve these sub-problems as linear programs and extract the dual variables provided by
the solver in order to construct a Benders cut. Alternatively, one can solve the sub-problems and
produce the required dual variables analytically.
3.5. Analytic solution to Benders sub-problems
Each sub-problem is a shortest path problem. For each location, one must find the cheapest
way of servicing its demand, either at a facility at the source or by routing the demand to another
11
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location with a facility. Each sub-problem is indexed by k and t, where k is the source node and t
is the time period.
Magnanti and Wong [6] note that the analytic dual variables for the UFL problem have a
natural interpretation; the dual variables for the DUFLNDP also have a natural interpretation.
γi represents the saving associated with opening a facility at location i and λij the saving from
opening an arc from i to j. Magnanti and Wong also demonstrate for the UFL problem that
Pareto-optimal Benders cuts can be determined without solving additional LP’s. The DUFLNDP
shares this property, as we now show.
3.5.1. Analytic Benders cut
The algorithm for computing the dual variables can be found in Algorithm 1. Note that it
assumes that the facility at the source node k is closed, as otherwise the solution is trivial. The
approach is also similar to that used by Magnanti et al. [15], however there are some minor
differences to accommodate the fact we can change the destination by placing additional facilities.
We begin by constructing a shortest path tree from the source location, giving each node a distance
Di from the source node. If there is no path between k and i, then Di =∞. These distances follow
a shortest-path property, namely Dj ≤ Di + ρij . Now, the value of γk is assigned the length of the
shortest path to the nearest open facility i∗, that is, γk = min{Di|W ∗it = 1} ≡ Di∗ . For all other
nodes, γi = max(0, γk −Di).
Next we calculate the values for the dual variables λij , associated with the arcs (i, j) ∈ A. For
all arcs (i, j), λij = max(0, γi − γj − ρij). For open arcs (X∗ijt = 1), λij = 0 by the shortest path
property.
Theorem 1. The dual variables calculated using Algorithm 1 are dual optimal.
Proof. For these dual variables to form a dual feasible solution, they must satisfy the Constraints
(D1). The constraints are trivially satisfied for any arc where γi = 0. For all closed arcs, λij ≥
γi − γj − ρijt, which satisfies Constraint (D1).
For any open arc (i, j), λij = 0, so we must show that ρij + γj − γi ≥ 0. By the property of the
shortest path distances, Dj ≤ Di + ρij , or ρij +Di −Dj ≥ 0. We also have, by construction of the
dual variables, that γj ≥ γk −Dj , or Dj ≥ γk − γj . Finally, we are only considering where γi > 0,
and in this case we have that γi = γk −Di. Combining these, we get:
ρij + γj − γi = ρij + γj − (γk −Di)
12
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Algorithm 1 Algorithm for computing dual variables for analytic Benders optimality cut for sub-
problem (k, t), assuming the sub-problem is feasible.
Begin with master problem solution W ∗it, X
∗
abt, θ
∗
kt ∀i ∈ N, ∀(a, b) ∈ A
Compute shortest distance Di from k to i for all nodes i ∈ N \ {k}
γk = min
j
{Dj |W ∗jt = 1, j ∈ N \ {k}}
for i ∈ N do
γi ← max(0, γk −Di)
for (i, j) ∈ A do
if X∗ijt = 0 then
λij ← max(0, γi − γj − ρijt)
else
λij ← 0
Add Constraint θkt ≥ θ¯kt −
∑
i∈N
γiWit −
∑
(i,j)∈A
λijtXijt
≥ ρij + (γk −Dj)− (γk −Di)
≥ ρij +Di −Dj
≥ 0
So the dual variables obtained from Algorithm 1 are dual feasible. The objective value given by
these dual variables is the same as the optimal objective value of the primal problem, which is the
length of the shortest path (Di∗ = γk), since for all nodes, either γi = 0 or W
∗
it = 0, and likewise
for arcs. Thus the dual variables form a dual optimal solution, and may be used to add a Benders
optimality cut to the master problem.
The cuts generated using these dual variables are Pareto-optimal, which is important for im-
proving convergence of the master problem [6]. We prove they are Pareto-optimal in Section 3.6.
In terms of the natural interpretation, we place much of the savings on the arcs, since if facilities
beyond closed arcs are opened, no saving will be obtained until the arcs are open.
3.6. Pareto-optimality of the analytically-derived Benders cuts
Magnanti and Wong [6] describe the importance of using Pareto-optimal cuts when using Ben-
ders decomposition. In this section we show that the analytic Benders cuts are Pareto-optimal.
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Since a Benders cut is a linear function of the current network configuration, it can be described
as θ ≥ θ¯(y), for y ∈ Y where Y is the set of all feasible solutions to the master problem. Let the
contribution to the objective value for network configuration y be given by θ¯∗(y). The following
definitions are paraphrased from Magnanti and Wong:
Definition 1. A Benders cut θ ≥ θ¯a(y) dominates another Benders cut θ ≥ θ¯b(y) if θ¯a(y) ≥ θ¯b(y)
for all feasible y ∈ Y and is a strict inequality for at least one feasible y.
This definition leads to the following lemma:
Lemma 1. If θ ≥ θ¯a(y) is dominated by θ ≥ θ¯b(y), then for all feasible solutions yi where θ¯a(yi) =
θ¯∗(yi), θ¯b(yi) = θ¯∗(yi).
This is easy to see, since θ¯b(yi) ≤ θ¯∗(yi) by definition of being a valid Benders cut, and θ¯b(yi) ≥
θ¯a(yi) = θ¯∗(yi) by definition of being a dominating cut.
Definition 2. A Benders cut θ ≥ θ¯a(y) is Pareto-optimal if it is not dominated by any other
Benders cuts.
One can prove that a Benders cut is Pareto-optimal by assuming that there exists another cut
which dominates it, finding enough points y ∈ Y where the Pareto-optimal cut equals the objective
value, and specifying that the dominating cut must also equal the objective value at these points.
This leads to all terms of the dominating cut being fixed to those of the Pareto-optimal cut. Thus
there are no cuts which dominate the original cut, and it is Pareto-optimal. We now show that our
analytic Benders optimality cuts are Pareto-optimal.
Theorem 2. Benders optimality cuts derived using Algorithm 1 are Pareto-optimal
Proof. All Benders cuts for this problem are of the form:
θkt ≥ γk −
∑
i∈N
γiWit −
∑
(i,j)∈A
λijXijt (19)
Let the dual variables associated with the analytic Benders cut (i.e. the cut generated by
Algorithm 1) be γ¯i and λ¯ij . In the current solution, the closest open facility is i
∗ (di∗ = γ¯k).
We assume that the current cheapest facility i∗ is not the same as the location, i.e. i∗ 6= k. If
i∗ = k, then the cut is trivial and not Pareto-optimal. We also assume that there exists another
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location j ∈ N such that dj < di∗ , since otherwise the cut will again be trivial and not Pareto-
optimal. We begin by defining some partitions of the nodes and arcs of the problem:
Fo = {i|W ∗it = 1}, the set of open facilities,
Fc = {i|W ∗it = 0}, the set of closed facilities,
F+ = {i|di ≥ γ¯k}, the set of facilities at equal or greater distance than i∗,
F− = {i|di < γ¯k}, the set of facilities closer than i∗,
Lo = {i|X∗ijt = 1}, the set of open links, and
Lc = {i|X∗ijt = 0}, the set of closed links
Now assume there exists a Benders cut using the dual variables γˆi and λˆij , which dominates the
analytic Benders cut. As they are both Benders cuts, they must both equal the objective value,
and thus each other, for the current solution to the master problem. If we open a facility at the
source, k, the objective value will be zero and the analytic cut will be tight, so the dominating cut
must also equal zero for this solution. This leads to:
0 =γ¯k − γ¯k −
∑
i∈N
i 6=k
γ¯iW
∗
it −
∑
(i,j)∈A
λ¯ijX
∗
ijt
=0−
∑
i∈Fo
i6=k
γ¯i −
∑
(i,j)∈Lo
λ¯ijX
∗
ijt
Since γ¯i ≥ 0 and λ¯ij ≥ 0, we have that γ¯i = γˆi = 0 ∀i ∈ Fo and λ¯ij = λˆij = 0 ∀(i, j) ∈ Lo. Note
that i∗ ∈ Fo, and so γi∗ = 0. Returning to the current solution, the two cuts must equal each other,
and for both cuts, either γi = 0 or Wit = 0 ∀i ∈ N , and similarly for arcs, so we have that γˆk = γ¯k.
Now, for any other location i ∈ N , if we open a facility at i, the analytic cut will still be tight,
so the dominating cut must also be tight. Since the only changes in both cuts is Wit, we have that
γ¯i = γˆi ∀i ∈ N . All that remains is to show that λ¯ij = λˆij ∀(i, j) ∈ Lc.
For any arc (i, j) ∈ Lc where γˆi ≤ ρijt, λˆij = 0, which will be tight since even if a facility were
opened at j, it would still be further away than the closest open facility, so λ¯ij will also be zero.
The other case where λˆij = 0 is when γˆj > γˆi − ρijt, that is, the arc does not create a short-cut in
the network. In this case, opening the arc does not change the objective value and the analytic cut
will be tight, so λ¯ij = 0 for all arcs where λˆij = 0.
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If λˆij > 0, then λˆij = γˆi − γˆj − ρijt and γˆi > ρijt. If we open the arc (i, j) and the facility j,
then the analytic cut will be:
γˆk − γˆj − λˆij =γˆk − γˆj − (γˆi − γˆj − ρijt)
=γˆk − γˆi + ρijt
which is the length of the shortest path between k and i plus the length of the arc from i to j.
Since γˆi > ρijt, this will be lower than the original path length, and thus j will be closer than i
∗
to k. So the analytic cut is tight at these points, and the dominating cut must also be tight. Since
γ¯j = γˆj for all j ∈ N , we have:
γˆk − γˆj − λˆij =γ¯k − γ¯j − λ¯ij
=γˆk − γˆj − λ¯ij
λˆij =λ¯ij
So λ¯ij = λˆij ∀(i, j) ∈ A, and thus the dominating cut is identical to the analytic cut. So there
are no cuts which dominate the analytic cut, and thus it is Pareto-optimal.
This algorithm thus provides a way of generating Pareto-optimal Benders cuts without solving
additional LP’s. It is a replacement for the Magnanti-Wong core-point methods, and is arguably
simpler, easier to implement and more reliable. Magnanti and Wong [6] showed that the natural
Benders cut for the UFL is Pareto-optimal, and this can also be proven using the above method.
In future, we would like to find more problems where algorithms for generating Pareto-optimal cuts
can be applied in place of more complicated methods.
3.7. Benders cut separation
When to generate Benders cuts is an important consideration, as generating them too frequently
can lead to a large number of unnecessary cuts burdening the model. In the literature, studies
typically generate Benders cuts according to one of three schemes: at every feasible branch-and-
bound node encountered, at nodes that yield an improvement in the lower bound, or at nodes where
new incumbent solutions are found [20, 26].
In our case, generating Benders cuts only for new incumbent solutions is sufficient. Combined
with the warm start and our procedure for generating Pareto-optimal Benders cuts at integer
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solutions, any additional benefit from adding Benders cuts for fractional solutions is outweighed by
the extra time spent solving the sub-problems at each feasible node. Other studies draw similar
conclusions [26].
4. Warm start
When applying Benders decomposition to a problem, the master problem is “relaxed” by pro-
jecting out the variables of the sub-problem. A result of this is that the initial LP-optimum of the
master problem is lower (when minimising) than that of the original problem. This will mean that
more effort must be expended in the branch-and-bound phase to find the optimal solution. This
can be overcome by using a “warm-start” [20, 27], which involves solving the linear relaxation of
the problem and using the results to add Benders cuts to the master problem. Performing this
repeatedly until the bound does not increase substantially, or no more cuts are added, significantly
tightens the initial LP-bound and reduces the runtime of the solver.
This yields significant improvements to the runtime of the program, however it is sometimes
more useful to use continuous analogues of the Pareto-optimal analytic Benders cuts in the warm
start. Because of this, we analytically construct the dual variables to be used in the pre-cuts. This
yields the strongest cuts possible, which can improve the solution speed of the master problem.
Some studies have found that performance could be increased by removing any warm start cuts
with non-zero slack at the end of the warm start phase to reduce the number of constraints in
the master problem [8]. In our case, some instances performed better and others performed worse,
because some cuts that had non-zero slack at the LP-optimum were required for finding the IP-
optimum, and were added a second time. As such, the results shown are for implementations where
all warm start cuts are carried through the whole optimisation procedure.
4.1. Feasibility of sub-problems
The first thing to check, just like the main phase, is the feasibility of the sub-problems. In the
warm start, because all variables are continuous and not integer (or binary), the arcs of the network
are allowed to be partially open, and likewise for facilities. As such, it is no longer enough that
there be a path to an open facility, instead we may require a collection of paths to route all demand
to one or more facilities. As with the main phase, infeasible sub-problems will only occur when a
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cycle exists in the network. The IIS feasibility cuts are capable of handling the relaxed problem,
and as such are always used in the warm start.
4.2. Solution of the sub-problems
After having ensured the feasibility of the relaxed solutions to the master problem, we solve the
flow sub-problems as LP’s and extract the paths from these results. When more than one path is
required, it is because partially opened arcs or facilities are restricting the flow of demand. In most
cases, the longest path will not have any of these restricting factors.
If there are n paths in the solution, there will be at least n − 1 restricting factors. These
restricting factors, denoted by the set C, correspond to potential non-zero values for γ or λ dual
variables, and as such there are several constraints on these values. The first is that the sum of the
dual variables corresponding to the arcs and final facility of each path must equal the saving from
travelling along the path. That is, given a path p of length Lp which ends at node destp, and the
set of arcs on that path Ap:
γk − Lp = γdestp +
∑
(a,b)∈Ap
λab (20)
This equation ensures the reduced cost of each path is zero. In most cases, γk will be the length
of the longest path (opening a facility allows demand from the longest path to be serviced at the
source), however in the case where the longest path has restricting factors, the RHS of the above
equation will be non-zero for the longest path and γk will be greater than Lp.
Another condition is that the value of the Benders cut must be equal to the objective value of
the sub-problem for the current master problem solution. This is necessary for the dual variables
to form a dual-optimal solution. The final condition is that the reduced cost of each arc is non-
negative. If a solution is found which satisfies these three conditions, then it is dual optimal, and
the dual variables can be used to construct a Benders cut.
If there are n paths and n − 1 restricting factors, then these dual variables can be calculated
directly by solving equation (20) for all paths simultaneously. In this case, the matrix will be
non-singular and thus the values of the dual variables for all restricting factors can be determined.
However, as there is much degeneracy in network flow problems, often there will be more than
n − 1 restricting factors for n paths. This occurs when a path has two or more restricting factors
which lie only on that path. In this case, one can either determine which n − 1 factors to use by
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eliminating any “extra” factors, or one can solve the following linear program:
Minimise γk (21)
Subject to:
Lp − γk + γdestp +
∑
(a,b)∈C
(a,b)∈Ap
λab = 0 ∀p ∈ P (22)
γk −
∑
i∈N
γiW¯it −
∑
(i,j)∈A
λijX¯ijt =
∑
(i,j)∈A
ρijtdktZ¯ijkt (23)
γj − γi + λij + ρijtdkt ≥ 0 ∀(i, j) ∈ A (24)
The effect of constructing analytic warm start Benders cuts this way can be seen in the Results
section.
4.3. Budget cover inequalities
In addition to this, we also add inequalities on the budget variables, U and V , to potentially
tighten the relaxed problem. The budget constraints are effectively a knapsack problem, and as
such we can add cover inequalities similar to those described by Gu, Nemhauser and Savelsbergh
[28]. After a solution to the relaxed problem is found, we check, for each time period, which facilities
and arcs have been partially or wholly constructed. We sum the variables over all facilities/links
and time periods up to and including the current time period, and if this is not an integer value,
then some facilities or links have been partially opened.
S is the sum of facilities/links that have been opened up to this point in time. We then order
the facilities/links from cheapest to most expensive to open, and if the sum of opening costs of the
first dSe facilities/links is greater than the available budget, we add a new constraint of the form:
t∑
t′=1
∑
i∈S¯
Uit′ ≤ bSc (25)
t∑
t′=1
∑
(i,j)∈S¯
i<j
Vijt′ ≤ bSc (26)
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where S¯ is the cheapest dSe facilities/links. If it is impossible to open all facilities/links in S¯, then
turning one off to open another facility/link which is more expensive will not be possible either.
Thus, these cuts can be lifted to include all facilities/links more expensive than the most expensive
member of S¯.
5. Results
We are comparing two different formulations and a number of implementation features using the
public data set from Ghaderi and Jabalameli [22]. The tests are performed on a high-performance
computing system running Linux. Each job was assigned a maximum of 8 cores running at 2.4GHz
each, and 56GB of RAM. The implementations are written in Python 3 as part of the Anaconda
distribution (4.1.1) and use the Gurobi 7.0.1 [24] optimisation package. All software used is 64-bit.
The maximum runtime for each instance is 50|N ||T | seconds, where |N | is the number of nodes and
|T | is the number of time periods, which is consistent with Ghaderi and Jabalameli [22].
All instances are grouped in threes, where each instance in a group is on the same network,
tested over 5, 10 and 20 time periods. Each instance has two cases: one where a network already
exists, and one where it must be created from scratch. Table 1 shows the number of nodes, links
and time periods of each instance, which can be used to calculate the runtime of each instance.
We start with the mixed-integer programming (MIP) implementation with no improvements.
We then compare it to disaggregated Benders decomposition, as well as comparing the addition
of the following implementation details: combinatorial feasibility cuts, analytic cuts for the warm
start and main phases and budget-cover cuts. We also compare our initial results to those found by
Ghaderi and Jabalameli [22]. The tests in their study were computed on a machine with dual quad-
core 2.66GHz Intel Xeon X5550 processors with 32GB of RAM running Python 2.6 and CPLEX
12.1. While the hardware is similar, the software versions are quite different, and the performance
difference over four years can be more than an order of magnitude. This is seen by comparing the
time to solution of CPLEX and our MIP.
Tables 2 and 3 contain details about the results of different implementations for the existing and
new network instances respectively. Shown are the optimal objective values for each instance solved
to optimality (or the best objective and best bound for the two new network instances not solved to
optimality), and the solving times using a number of different implementations. MIP is the standard
MIP model when given to Gurobi without any decomposition. DBD is a standard implementation of
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Table 1: Problem sizes for Ghaderi and Jabalameli instances [22]
Inst. N L T Inst. N L T Inst. N L T
TP1 20 46 5 TP10 40 162 5 TP19 80 171 5
TP2 20 46 10 TP11 40 162 10 TP20 80 171 10
TP3 20 46 20 TP12 40 162 20 TP21 80 171 20
TP4 20 61 5 TP13 60 180 5 TP22 80 280 5
TP5 20 61 10 TP14 60 180 10 TP23 80 280 10
TP6 20 61 20 TP15 60 180 20 TP24 80 280 20
TP7 40 137 5 TP16 60 205 5 TP25 56 200 5
TP8 40 137 10 TP17 60 205 10 TP26 56 200 10
TP9 40 137 20 TP18 60 205 20 TP27 56 200 20
disaggregated Benders decomposition using standard feasibility cuts and a warm start. Accelerated
DBD (A-DBD) is disaggregated Benders decomposition with combinatorial feasibility cuts used in
the warm start and main phase, plus analytic Benders cuts in the warm start. For the majority of
cases, A-DBD is better than the straightforward MIP, especially on larger networks and in the new
network instances. There is only a minor benefit to A-DBD over MIP for the existing networks,
however on the new network cases Accelerated DBD is a clear winner, with DBD performing worse
than the MIP on medium to large instances.
We have not shown results for Benders decomposition without a warm start, because it performs
terribly. For this problem, the initial LP-bound is very weak, because one only has to open enough
arcs and facilities to satisfy the constraints described in Section 3.2. The main phase then takes
an incredible amount of time to converge to the optimal solution, if at all. With the addition of
the warm start, often the initial bound can be tightened to within 10% of the optimal objective
value, and in some of the best cases for A-DBD, the initial bound is less than 3% from the optimal
solution. The warm start makes Benders decomposition competitive for this problem.
Figure 1 is a graphical representation of the effectiveness of each implementation. Each curve
represents a particular implementation, and shows the fraction of all instances in a given class which
solved to optimality in less time than indicated on the horizontal axis. The implementations MIP,
DBD and A-DBD are as mentioned above. DBD+CF uses combinatorial feasibility cuts, but no
analytic Benders cuts in the warm start, and WCS is the worst case scenario, which represents the
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Figure 1: Comparison of different implementations on existing and new instances. Each curve shows the fraction of
problems solved to optimality by the represented implementation within a given amount of time. Note the horizontal
axis is plotted on a logarithmic scale.
time limits of all instances. In both plots, A-DBD is better than all other implementations, being
able to solve all existing network instances to optimality in less time than any other method. Note
that MIP is actually better than DBD and DBD+CF, which highlights the importance of using
analytically calculated dual variables for this problem.
The main reason for the difficulty of the new network cases is the feasibility of the networks.
In the existing network case, the networks are either already feasible or can be made feasible very
easily, whereas for the new network case a brand new feasible network must be made from scratch.
Standard Benders feasibility cuts are much less powerful in this problem, as can be seen in the new
networks case. DBD fails to solve many instances to optimality in the given time and is better
than the MIP in only 20% of the instances, however DBD+CF does better than the MIP for all
instances.
Analytic Benders cuts in the warm start provide much benefit, which can be seen from comparing
the DBD+CF and A-DBD implementations. We should, however, make a note that this depends
upon the quality of the dual variables chosen by the solver. For these results, the dual variables
chosen by Gurobi produced very weak Benders cuts, which was evidenced by the number of cuts
generated in the warm start. Table 4 shows that the number of optimality cuts generated by
DBD+CF in the warm start is significantly higher than the number generated by A-DBD. On
other machines with different hardware and different versions of Gurobi, the cuts generated were
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Implementation Warm Start Main Phase
Feasibility Optimality Feasibility Optimality Solved
E
x
is
ti
n
g DBD 1.30 15853.71 0.97 124.62 22
DBD+CF 7.90 16062.98 0.30 121.95 22
A-DBD 10.22 1736.02 0.34 136.36 24
N
ew
DBD 140.11 551.71 308.20 24266.60 7
DBD+CF 342.38 12237.88 0.47 372.89 19
A-DBD 362.76 6203.81 0.21 423.57 21
Table 4: Comparison of number of cuts added in each phase and number of instances solved to optimality for three
implementations. Results are split into existing network and new network instances. Number of cuts added are
reported as shifted geometric means with a shift parameter of 1.
stronger, and thus the improvement of A-DBD over DBD+CF was smaller. It was, however, always
a positive difference.
In order to compare the usefulness of the budget cover cuts, we must turn off the cuts that
Gurobi adds itself. Figure 2 shows a similar comparison to Figure 1. The new implementations
NoCuts and NoCuts+Budg are the same as DBD, but with the solver-added cuts turned off, and
NoCuts+Budg adds budget cover cuts during the warm start. In all cases, the budget cover cuts
give a marginal benefit, however the loss of the solver-added cuts is also evident. In short, the only
time one should have to add budget cover cuts is when they are not using a powerful, modern solver
such as Gurobi or CPLEX, both of which are capable of finding such cuts without user input.
Our next comparison is the use of analytic cuts in the main phase of Benders decomposition,
i.e. at each potential incumbent solution from the branch-and-bound tree. Figure 3 compares the
DBD+CF and A-DBD implementations with and without analytic benders cuts in the main phase
(+AMP). In all cases, choosing dual variables analytically provides only marginal benefit. This
can be attributed to Gurobi picking very strong dual variables in the main phase, unlike the warm
start. Importantly, using analytic duals does not cause any implementations to perform worse, and
there is little effort involved in implementing them.
Other technical considerations are branching priorities and direction. When searching the
branch-and-bound tree, one must decide which variables to branch on first, and which direction
should be explored first. Modern solvers have the ability to make good decisions about branching,
25
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Figure 2: Comparison of budget cover cuts on existing and new instances. Each curve shows the fraction of problems
solved to optimality by the represented implementation within a given amount of time. Note the horizontal axis is
plotted on a logarithmic scale.
Figure 3: Comparison of analytic cuts for warm starts and main phase on existing and new instances. Each curve
shows the fraction of problems solved to optimality by the represented implementation within a given amount of
time. Note the horizontal axis is plotted on a logarithmic scale.
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Figure 4: Comparison of different branching priorities for the A-DBD implementation on existing and new instances.
Each curve shows the fraction of problems solved to optimality by the represented implementation within a given
amount of time. Note the horizontal axis is plotted on a logarithmic scale.
however in some cases the user may have certain insight into the problem which the solver can not
see.
In the DUFLNDP, the location of the facilities is the main structural decision, since there can
be multiple paths to each facility, and opening or closing a particular arc has less impact than
opening or closing a facility. This can be seen in Figure 4, which compares the A-DBD with
different branching priorities. BPW and BPX branch on the facilities and arcs first respectively.
BPT prioritises the facilities and arcs in the first time period, and BPB first branches on the
construction variables, U and V .
Branching priority does not make much difference to the smaller instances, as there are often
many fewer nodes to explore. For the larger instances, only BPW performs better than A-DBD,
that is, branching on facilities first is almost always better than not setting any priorities. BPT
is more effective in the new networks case, as setting a variable in the first time period fixes the
variables corresponding to the same arc or facility for all subsequent time periods. Branching on
the arcs first is by far the worst option, failing to solve many of the existing network instances and
under-performing all other implementations on the new networks.
Branching direction is best left to the solver. Gurobi and CPLEX have very advanced methods
for determining whether to branch up or down first for each node, and choosing to always branch
in a particular direction is often less effective. This is the case for the DUFLNDP, regardless of
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Table 5: Comparison of solution times for problem TP9E with different levels of disaggregation
Disaggregation level # S.P’s solved S.P. cumulative time (s) Master solve time (s)
Time only 580 24.74 283.35
Node only 760 14.72 232.77
Node and Time 11200 9.48 101.47
whether or not branching priorities have been set.
5.1. Disaggregation level
In this problem it is possible to disaggregate over two different sets: the source of each demand
and each separate time period. We show here that it is best to disaggregate by both sets at the
same time. Disaggregation of sub-problems, and thus Benders cuts, always results in tighter bounds.
These tighter bounds allow the master problem to be solved more quickly. The trade-off is that
having more sub-problems can take longer to solve, particularly if there are overheads associated
with those sub-problems. In this problem, the most sub-problems we solve are 1600, which is
acceptable considering the speed increases we obtain from this. In other problems, the number of
sub-problems may enter the hundreds of thousands, at which point even the smallest overheads will
start to add up.
A specific example is data set TP9E, which we can compare results for if we disaggregate only
by nodes, only by time and by both nodes and time. For this instance there are 40 nodes and
20 time periods. Table 5 shows the number of sub-problems (S.P.’s) solved, the total time spent
solving sub-problems and the total time spent solving the entire problem for the different levels of
disaggregation.
We can see that disaggregating more leads to smaller sub-problems which solve significantly
faster. The average solve time for each sub-problem is 43ms, 19ms and 0.85ms for time only,
nodes only and both, respectively. Even though many more sub-problems must be solved when
disaggregating by both nodes and time, the cumulative time spent solving them is less, and the
tighter cuts provided by disaggregation leads to a faster solve time of the master problem.
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6. Conclusion
Disaggregated Benders decomposition embedded in a branch-and-cut framework is an effective
method for solving the DUFLNDP if implemented properly. Adding constraints that enforce fea-
sibility to avoid relying upon Benders feasibility cuts, using combinatorial Benders feasibility cuts,
and using a warm start are good ways of improving the effectiveness of the solver. Analytically
derived Pareto-optimal Benders cuts can also be beneficial in some cases. For this particular prob-
lem, it is the disaggregation of the sub-problems and combinatorial Benders feasibility cuts which
provide the most impressive speed increase, which has allowed us to solve almost all instances to
optimality within the time limits. In the future, we would like to generalise this approach to a wide
range of network design and facility location problems where similar techniques are beneficial.
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