Abstract An algorithm is developped for minimizing nonsmooth convex functions. This algortithm extends Elzinga-Moore cutting plane algorithm by enforcing the search of the next test point not too far from the previous ones, thus removing compactness assumption. Our method is to Elzinga-Moore's algorithm what a proximal bundle method is to Kelley's algorithm. As in proximal bundle methods, a quadratic problem is solved at each iteration, but the usual polyhedral approximation values are not used. We propose some variants and using some academic test problems, we conduct a numerical comparative study with three other nonsmooth methods.
Introduction
Consider the convex problem min x∈R n f (x), (1.1) where f : R n → R is a nonsmooth closed proper convex function. We assume that the optimal set X * = Arg min x∈R n f (x) is non empty and denote by f * the optimal value of problem (1.1). Suppose that the points z 1 , z 2 , . . . , z k ∈ R n , have been generated and the function values f (z i ) and subgradients g i ∈ ∂f (z i ) have been computed for each z i through an oracle as usual. We can build the polyhedral approximation (model) of f defined by
where f i (x) = f (z i ) + g i , x − z i for i ∈ I k = {1, . . . , k}. The piecewise linear function f k is an underestimate of f i.e. f k (x) ≤ f (x), ∀x ∈ R n . At the points z 1 , z 2 , . . . , z k , we have f k (z i ) = f (z i ) and g i ∈ ∂ f k (z i ), i = 1, . . . , k. Given an upper bound f k u to (1.1), the following localization set
contains the optimal set {f * } × X * .
The basic issue in solution methods for (1.1) is how to choose the next iterate where to query the oracle so as to shrink the localization set. Assuming the linear approximation represents correctly the true function f , cutting plane algorithms, such as Kelley-Cheney-Goldstein [6, 13] , consists in computing the next iterate as a minimizer of f k ; and this turns out to be a linear programming problem. But those approachess need to bound the feasible region and in addition, cutting planes are inherently unstable. Their convergence is known to be rather slow in practice. Some proposals to accelerate cutting plane algorithms by good separation procedures can be found in [2, 3] . To overcome the instability of cutting planes and the boundedness assumption, other methods propose regularization. Proximal bundle methods [12, 17, 21, 22] approximate the objective function by a regularized cutting plane model made of f k and a quadratic term.
Other regularization mecanisms rely on centers related to X k . Among the possible centers, the analytic center is a good concept that has a number of advantages and exploited to design the analytic center cutting plane method (ACCPM) [10] . This center can be computed through interior point methods which are now efficient and robust. Another center used as query point is the center of the largest sphere contained in X k . It is a point of X k which the farthest from the exterior of X k , see [5] . The cutting plane algorithm proposed by Elzinga and Moore [7] is built on this center whose computation amounts to solving a linear problem. Using central point does not remedy the compactness problem. Moreover, the linear approximation often turns out to be a poor representation of the problem far away from the search points [22] . We thus investigate in this paper a regularized version of Elzinga-Moore algorithm, convinced that a quadratic stabilizing term will result in a substantial benefit (it has been shown to improve the performance of ACCPM, see [1, 25] The paper is organized as follows. In Section 2, we derive the algorithm and establish its convergence in Section 3. In Section 4 we deal with some practical implementation aspects. The extension to linearly 3 constrained problem and two possible variants are sketched in Section 5. Some numerical results are reported in Section 6 before a conclusion section.
We use the following notation. The symbol ., . denotes the usual scalar product while the Euclidean norm is denoted by .
Derivation of the algorithm
Given a bounded polyhedron P = {x : a ⊤ i x ≤ b i , i ∈ I}, the center of the largest ball inside P is called
Chebychev center [5] . Nemhauser and Widhelm [24] showed that the problem max σ
gives the radius σ and the Chebychev center of the polyhedron P . Indeed, the sphere {x + u : u ≤ σ} centered at x with radius σ lies in P if and only if
that is,
Hence, finding the centre of the largest sphere inside P , amounts to solving the linear program (2.1). For the localization set X k , the problem is expressed as max σ
Elzinga and Moore [7] used this centre as test point in their cutting plane algorithm. To accelerate the method, it is proposed in [4] to use an objective cut deeper that the original one. Elzinga-Moore method is not hard to implement when compared to Kelley's method and has even shown to outperform the latter on some min-max problems, see [28, 30] . Our motive is to further improve it, based on the fact that the current model function f k approximates the objective function in the neighborhood of the search points and this approximation is unlikely to be reliable far away from these points. It is therefore reasonable to enforce the search of the next test point not too far from the previous ones, in the spirit of bundle and proximal-like methods. We use a positive parameter µ k to enforce the next test point to be closed to the best test point found so far.
Instead of (2.2), we consider the problem
where x k is some proximal point to be specified later, and µ k > 0 is a penalty parameter. Note that, for
Elzinga-Moore to be applicable, the localization sets must be bounded. This assumption is now eliminated by our approach since the quadratic term guarantees compactness.
From the subgradient inequality, we have
Proposition 2.1 At optimality, the constraint r
Proof. Using KKT optimality conditions to (2.3) w.r.t. σ and r, we get
where u i , i = 0, . . . , k, are respectively the dual multipliers associated to the constraints of (2.3). The above conditions imply that u i > 0 for some i and then u 0 > 0. The constraint r + σ ≤ f (x k ) is then tight at optimality from the complementarity slackness conditions.
We can thus eliminate variable r and the constraint r + σ ≤ f (x k ), and rewrite the problem as
where α
is the linearization error between z i and x k . Let ν be the opposite of σ and denote γ i = 1 + 1 + g i 2 for i ∈ I k , we obtain the following problem equivalent to (2.4)
where
, for i ∈ I k are respectively the scaled subgradients and scaled linearization errors. This problem appears to be of the same the type of subproblems in bundle and proximal-like methods [18, 8, 12] . But here, g i and α Denote by λ i , i ∈ I k , the Lagrange multipliers of problem (2.4) . The Lagrangian function is
this into the Lagrangian, we obtain the dual problem of (2.5) as 6) where
and denote by d k and α k respectively the aggregate scaled subgradient
Due to convexity, there is no duality gap beteween the problem (2.5) and its dual. Hence, the solutions of problems (2.4) and (2.5) are given by
Bundle methods use a similar quadratic subproblem but with the polyhedral approximation f k in place of ψ k . Note however that ψ k is not a model for f . The solution in r of (2.3) is given by
In other words,
Proposition 2.3 For any k, we have η
Proof. Using the subgradient inequalities, we have for all
Summing over i ∈ I k , we get
Thanks to dual feasibility, η k > 0. Then
In bundle methods, the aggregate
, where z k+1 is the next trial point, x k the proximal point and e k the aggregate linearization error; see [12] .
Observe that, since
hence x k minimizes f , proving the following proposition.
As a consequence, we may use the same stopping criterion as in Elzinga-Moore algorithm. We note that for
Suppose that for some ε ≥ 0, we have
yields the following optimality estimate
Now, let us decide when we are going to change the proximal point. Reasonably, this point should approximate a minimum point of f . The natural rule
can lead to many descent steps without significant improvement in the objective value. The management of the proximal point in bundle methods relies on a nominal decrease i.e. a positive number giving an idea
. We cannot use this nominial decrease here since, as already pointed out, we dot not have explicitely f k (z k+1 ) except in the following special context of Proposition 2.6. Computing
2) would require storing all the z i , i ∈ I k , which is a drawback.
from the complementarity slackness conditions. But
This proposition shows that if λ 
to avoid negligible improvement. The following lemma allow us to obtain a nominal decrease without the
Proof. The first inequality comes from the fact that f k (x) is an under-estimate of f (x). Now, by definition,
Multipliying these relations by λ
and summing over i ∈ I k , we have
Based on Proposition 2.7, we consider δ k as the nominal decrease predicted by (2.5) and we decide whether enough progress is made if the actual reduction in the objective value is within a fraction of δ k . We thus use the following rule to manage the proximal point:
where κ is some positive parameter κ < 1. Observe that, since 2 ≤ η −1 k , the nominal decrease δ k is greater than the diameter of the ball centered at (z k+1 , r k ) with radius σ k . δ k involves the primal solution σ k as 8 well as the optimal multipliers λ k i , i ∈ I k but its computation poses no problem. Most of the quadratic solvers for the type of subproblems (2.5) solve the dual (2.6), see [8, 18] .
Assuming defined the sequence {µ k }, we now have all the necessary ingredients to state our algorithm.
Algorithm 1 Proximal Chebychev Center Cutting Plane Algorithm (pc 3 pa)
3. Compute f (z k+1 ) and g k+1 ∈ ∂f (z k+1 ). Update the proximal point x k+1 (see (2.16)).
Increase k by 1 and loop to Step 1.
It is reasonable sometimes to use the scale-invariant stopping criterion
Another stopping criterion follows (2.12), using two tolerances ǫ g , ǫ f > 0 homogenous respectively to norms of scaled subgradients and objectives values and stop the algorithm when
k σ k is an optimality measure, so we can also use the following stopping criterion
which will be considered in our computational experiments. Finally, note that as in bundle methods, we do not need the trial point z i for updating the scaled linearization errors α k+1 i in case of descent step:
Convergence
From Proposition 2.5, if we manage to prove that the sequence {σ k } converges to 0 and x k → x * ∈ X * , then 0 ∈ ∂f (x * ) by the continuity of the subdifferentiable function. The closeness of our approach to bundle methods allow a convergence analysis using identical ideas and techniques as presented in [15, 17, 12] . In the following, we denote by K the set of descent steps
Proposition 3.1 With the above notations, we have
) . Hence, summing over k ∈ K and using
The fact that 2σ
k ≥ 2) completes the proof. As a consequence, we have the following classical result in the framework of bundle methods.
Proposition 3.2 If
A second consequence which follows (2.7) is that,
Proposition 3.3 Suppose that µ k ≥ µ for some µ > 0. Then, the sequence {x k } k∈K is bounded.
Proof. For any x ∈ X, we have
From (2.10)
and using the definition of σ k ,
As X * is nonempty by assumption,
Since η k > 0, it follows that
Summing these inequalities, over i ∈ K, i ≤ k, we obtain
The results follows from Proposition 3.1.
Proposition 3.4 Suppose that |K| = ∞. If {µ k } is bounded above and µ k ≥ µ for some µ > 0, then {x k } k∈K has a cluster point which is optimal.
Proof. From (2.13), for all x ∈ R n we have,
where L is the Lipschitz constant of f on a bounded set containing {x k } and
wherex is a cluster point of the sequence {x k } k∈K .
The above proposition shows that if there are infinitely descent steps, then we are done: the sequence {x k } k converges to an optimal solution of the problem. The next result fix the case when the proximal point stops at some x k0 . We show that in this case, the radius {σ k } tends to 0 and prove optimality of x k0 .
Proposition 3.5 Suppose that K is finite and let k 0 be the last descent step performed by Algorithm 1. If {µ k } is bounded above and µ k ≥ µ k−1 for all k ≥ k 0 + 1, then {σ k } tends to 0.
Proof.
This together with the definition of ψ k implies for any x ∈ R n ,
, and then
, so we get
as µ k+1 ≥ µ k by hypothesis. But,
Consequently, ς k converges to someς ≤ 0 and z k+2 − z k+1 → 0. We get from
iii) Taking x = x k0 in (3.4), we get
The sequence {z k } k>k0 is then bounded.
iv) There is no descent step for all k > k 0 , so −κδ
which combined with
where L is the Lipschitz constant of f on the ball B(
2 ] in the latter case. Since ν k = −σ k , we also have from (3.6), ς k → 0 and then z k+1 → x k0 . 12 
Practical aspects
We discuss important questions for an efficient implementation of pc 3 pa, widely based on the ideas by Kiwiel [14, 17, 21] for the penalty parameter µ k and the management of the number of subgradients in the quadratic subproblem (2.5).
Choice of the penalty parameter µ k
The parameter µ k controls the strength of the quadratic term in (2.5) and its choice is a difficult task. We need to test when µ k is too large or too small. A large µ k leads to small ν k and keep z k+1 closed to x k , while a small µ k yields large ν k and tends to keep z k+1 away from x k . Clever update strategies have been proposed in the literature, see [17, 32, 21, 9, 31] . We adapt the proximity control proposed by Kiwiel in [17] .
For a given k, we conclude that µ k is too large when
for some 1 > κ ′ > κ > 0 and use
to update the next penalty parameter. Note that if κ ′ > 1 2 then µ int < µ k . Still taking inspiration from [17] , we check if We replace η
Our heuristic procedure to update the penalty parameter, which is an adaptation of Procedure 2.2 in [17] , is as follows (initially µ = µ k ).
Procedure (Update of the penalty parameter)
Step 5. If µ k+1 = µ k set i k+1 u = 1 and exit.
Set
Set µ k+1 = min{µ, 10µ k } and i 
Limiting the size of the quadratic subproblem
The number of constraints of the quadratic subproblem (2.5) increases with the number of iterations and the computational effort per iteration grows rapidly. Therefore, it is clear that the size of this subproblem should be kept at a reasonable size. The constraint deletion rules proposed in [7] cannot be applied here, since they are based on the fact that the radius is decreasing at each iteration. Fortunately, since the quadratic subproblem (2.5) resembles the subproblems in bundle methods, we adapt Kiwiel's aggregate subgradient technique [14, 15] to limit its size. Define the aggregate piece
Proposition 4.1 For the aggregate piece ψ k , we have
and the result follows.
We can see that the aggregate piece is a convex combination of pieces in problem (2.5) and can be incorporated to this problem with no harm. Now, suppose that at iteration k, we have the (k − 1) 
In other words, we replace ψ
8). Its solution is given by
and λ
are the dual optimal multpliers of (4.4). Note that
We define the next aggregate piece as
From Proposition 4.1, we can see that
. Let I max be the maximum number of pieces ψ i we want to keep. If we take I k as any subset of I k such that | I k | ≤ I max − 1, then we can use I k+1 = I k ∪ {k + 1} and ψ k+1 = max{ψ k+1 , ψ k } for the next iteration. In case of descent step, we update
and in case of null step,
In theory, I max ≥ 1 but if I max is too small, the convergence can be slow.
Extension and variants
Algorithm 1 can be extended with no harm if the problem involves linear constraints. Assume that variable
x is constrained by x ∈ X = x ∈ R n : a j , x ≤ b j , j = 1, . . . , J , where a j ∈ R n and b j ∈ R, j = 1, . . . , J (this includes box constraints l ≤ x ≤ u). The quadratic problem (2.5) in this case, is
Let λ i , i ∈ I k , and β j , j = 1, . . . , J be the Lagrange multipliers of this problem. The Lagrangian function is
Proceeding as above, we get the dual problem
Let λ k , β k be its optimal solution and set
The solution of (5.1) is given by,
Compared to the unconstrained case, s k can be viewed as a correction to the direction p k to maintain primal feasibility. Note that x k ∈ X, hence β k ≥ 0 and ν k ≤ 0. From complementary slackness conditions,
Note also that, for any x ∈ X,
adding the following inequalities
(the first one comes from the subgradients inequalities as above, and
Again, Proposition 2.5 holds. We can observe that the linear constraints do not cause major difficulties (in theory).
We now sketch some possible variants of pc 3 pa. In (2.4), we can interpret the term σ as the dualization of a constraint σ = ρ k for some target radius ρ k . In other words, an alternative to (2.4) could be
that is, we look for the sphere of radius ρ k which center z k+1 is the closest to x k . Following the level method [20] , the target radius is determined as ρ k = τ σ k from some target parameter 0 < τ ≤ 1 and the radius σ k of the largest sphere inscribed in X k found by solving (2.2). We thus need X k to be bounded as for Elzinga-Moore algorithm. The first possible variant to pc 3 pa is the following called target radius method.
Algorithm 2 Target Radius Algorithm (tra)
3. Solve (5.5) to get z k+1 . Compute f (z k+1 ) and g k+1 ∈ ∂f (z k+1 ).
Set k := k + 1 and loop to Step 1.
The feasible set S k of the projection problem (5.5) is non empty since it contains the optimal set of problem (2.2). Note also that x k / ∈ S k unless at optimality (i.e σ k = 0). Indeed, ρ k > 0 and x k ∈ S k result into the contradiction ρ k ≤ 0. The algorithm is thus well-defined. The difficulty of tuning the proximal parameter µ is resolved but at the cost of solving the linear program (2.2) in addition to (5.5). We give no convergence proof, its applicability seems to be limited as we will see in Section 6.
Another possible variant can be obtained by interpreting the quadratic term in (2.4) as the dualization of the constraint
for some parameter ρ k . A second alternative to (2.4) is the following problem with a quadratic constraint max σ
The compactness assumption is not needed in this variant. However, there is a need to develop specialpurpose quadratic programming algorithms for the above type of subproblems, and a careful tunning of the parameter ρ k . This variant is left for future research.
Numerical experiments
We implemented pc 3 pa and tra in C language using CPLEX 9.0 routines with its default settings to solve the auxilliary problems. Note that specialized QP codes for the type of problem (2.5) exist [18, 8] and are preferable. After some preliminary experiments we set, τ = 0.7 as level parameter in tra, and for pc 3 pa we take κ = 0.1 and κ ′ = 0.4 (cf (2.16) and (4.1)). The first guess of the penalty parameter in pc 3 pa is taken
We use the stopping criteria δ k ≤ 10
and σ k ≤ 10 −6 respectively for pc 3 pa and tra.
For comparison, we implemented the cutting plane algorithms by Elzinga-Moore (em) and Kelley (kelley), and a proximal bundle method (bm), using again CPLEX for the corresponding subproblems. Kelley's algorithm needs also the localization set to be bounded, and uses the subproblem min r
which optimal solution r k provides a lower bound on the optimal solution. The stopping criterion used in em is σ k ≤ 10 −6 and f k − r k ≤ 10 −6 for kelley, where
The proximal bundle method uses the following quadratic subproblem
to determine the trial point z k+1 , and the proximal point is updated according to the rule
The stopping criterion used is f (
. We follow [17] for updating the parameter µ k . Its first guess is equal to the norm of the first subgradient and the parameter m R in [17] , which corresponds to κ ′ in (4.1) is set to m R = 0.5.
All the runs are made in double precision. Since we based our comparison on the number of calls to the oracle, we do not include the constraints delation rules (for em, bm and pc 3 pa; kelley has no such clear rule, it needs to keep all the constraints) and limit the number of oracle calls to 1000.
Test problems
We used some standard nondifferentiable problems [19, 23] listed in Table 6 .1, which serve as test problems for various methods (whenever it is known, we give the optimal value in column "f * "). These problems are all described in [23] , except Badguy, Ury100 and TSPn which are described for instance in [20] and reported below.
Badguy. This is a problem illustrating worst-case behaviour. It is constructed such that the gap, after kn calls to the oracle where n is the dimension of the problem, cannot be reduced by more than the TSPn. It's the dual of a traveling salesman problem following the 1-tree relaxation of Held and Karp [11] where the function to be minimized is the maximum of a very large number of affine functions. We use datasets 1 with n = 29, 120, 442, 1173 and 3038. The starting point is x 1 = 0 in any case.
We used the Fortran code (test19.for) from Luksan homepage 2 for the functions and gradients evaluations. This routine also provides the starting point for each problem. Claude Lemaréchal provided Fortran routines for Badguy, Ury100 and TSPn. 
Comments
It is of course impossible to have for each of the algorithms bm, pc 3 pa and tra, one set of parameters that perform well for all the test problems, and it is not also acceptable to tune these parameters for each problem separately (no such setting exist in em and kelley). Hence, the above settings are fixed as described in the begining of Section 6. The results are given in Table 6 .2. The column headed "#f g" displays the number of oracle calls and the column "|K|" the number of descent steps (for em, kelley and tra, it corresponds to the number of times the upper bound has been improved). The column "f " contains the optimal objective produced by the different algorithms, there is no rounding on these values to have a better view on the quality of the solutions. To deal with the compactness assumption for em, kelley and tra, we give a lower bound (column "Lb") on the optimal value when necessary.
Kelley's algorithm confirms its theoritical default, that is, it is not a reliable method requiring sometimes an excessive number of calls to the oracle, but often it may be very efficient. Elzinga-Moore's algorithm has a better behaviour and confirms its efficiency when compared to Kelley's algorithm, see [28, 30] . It is not hard to implement and should be considered as an interesting alternative when there is no problem of compactness. The more difficult test problems TSPn, n = 120, 442, 1173, 3038 show the limitations of the two methods and the benefit of regularization mecanisms. On TSP120, Elzinga-Moore's algorithm behaves better since it improves the initial solution but on the last three problems the two algorithms completely fail, no improvement has been obtained from the initial solution. The alternative algorithm tra shows a certain efficiency in terms of oracle calls, but it also fails on the last three TSP problems (it improves the initial solution on TSP442). It also suffers from the compactness assumption and requires solving two problems at each iteration. The gain when compared to em is not so significant to recommand it. We can also observe from the above results, that MxHilb and L1Hilb are false difficult test problems, they are easily solved by kelley and em.
The compactness weakness of Elzinga-Moore's algorithm is now overcome by pc 3 pa which takes benefit of the efficiency of Elzinga-Moore's algorithm to be a valuable alternative to a proximal bundle method.
The two algorithms bm and pc 3 pa appear to be the most efficient. They solve all the test problems within the maximum number of oracle calls allowed, except the very challenging problem TSP3038 (and Ury100 for bm). Our adaptation of Kiwiel heuristic [17] for the choice of µ k , shows a certain efficiency when compared to the fixed parameter µ k = 1 as shown in Table 6 .3 for the first twenty test problems (it fails within the 1000 oracle calls to solve test problems 13-16). Table 6 .4 illustrates the behaviour of pc 3 pa (we elimiated TSP3038 for these tests) to reach accuracies 10 −4 , 10 −5 and 10 −7 ; recall that the results for 10 −6 are given on Table 6 .2. In general it does not require a great number of oracle calls to reach an additional digit of tolerance.
Although no firm conclusion can be drawn from these numerical experiments, they are encouraging for our method. Its efficiency needs to be confirmed on much larger problems such as multicommodity flows ones and in other context.
Conclusion an extensions
We proposed a new approach for nonsmooth optimization, extending Elzinga-Moore cutting plane algorithm. This method uses the same ingredients as bundle methods and appears to be a valuable alternative to the later. Its extension to separable programming through convex multicommdoity flow problems is under study [29] . An interesting direction to investigate is the replacement of the Euclidean norm by stabilizers of the form 1 2 x − x k , H k (x − x k ) , where H k is a n × n symmetric positive definite matrix.
