Linguistic and psycholinguistic theories differ with regard to the conceptual content of verbs' thematic roles. In Experiments 1 and 2, single-word priming was used to demonstrate that verbs immediately activate knowledge of typical agents (arresting-cop), patients (arresting-criminal), and instruments (stirred-spoon), but not locations (swam-ocean). Experiment 3 illustrated that verbs prime features common to their patients (manipulating-naive). Experiment 4, a cross-modal sentence priming study, showed that the activation of agent and patient thematic role concepts is modulated by syntactic cues. Using an integrative account of the processing of words, thematic roles, and schemas, we conclude that this type of detailed world knowledge is tied tightly to on-line thematic role assignment, and thus should be considered as part of thematic role knowledge.
Language comprehension involves the rapid integration of various types of semantic and syntactic knowledge (Altmann, Garnham, & Dennis, 1992; Tanenhaus, Spivey-Knowlton, Eberhard, & Sedivy, 1995) . The fact that people comprehend language quickly and incrementally suggests that our knowledge structures are organized so that many types of information can be computed and integrated quickly (MarslenWilson, 1975) . One component of language comprehension for which the integrative nature of processing has been highlighted is that of assigning a verb's thematic roles to nouns. For example, McCawley (1968) presented linguistic evidence that syntactic knowledge pertinent to thematic role assignment must be integrated with world knowledge. One way to facilitate this integration is by having a verb make available information about its syntactic arguments and, in addition, the semantic features specific to the entities and objects that typically fill its various thematic roles. The latter process might be viewed in terms of a verb providing immediate access to the generalized situation structure (which could be realized as a schema) that corresponds to the situations/events to which it refers.
1 The goal of this article is to test this hypothesis by investigating whether reading or hearing a verb results in the immediate computation of information regarding typical agents, patients, instruments, and locations (Experiments 1, 2, and 3). 2 We also test whether the activation of this situation knowledge is modulated by syntactic cues (Experiment 4). Finally, we develop a perspective that draws on the literatures concerning thematic role processing, sentence comprehension, schema theory, semantic memory, semantic priming, inferencing, and autobiographic memories. We believe that these literatures contain insights that can usefully be integrated into a single coherent perspective on thematic role assignment. Fillmore (1968) , Gentner (1981) , Jackendoff (1983) , and others to construct a theory of thematic roles that incorporates verb-specific information. McRae et al.'s view includes the notion that it may be beneficial for an account of sentence processing if the distinction between syntactic and semantic knowledge is blurred. They focused on the fact that an important aspect of verb meaning and situation structure is the relations among the entities that commonly participate. In their view, each of a verb's thematic roles is a concept formed through everyday experiences during which people learn about who and what play specific roles in specific situations. This knowledge then serves as an important constraint in on-line language comprehension and production. For example, a person's representation of the agent role of accuse results from her experiences with people who accuse others in everyday episodes and in linguistic descriptions of them. McRae et al. further speculated that this knowledge is computed immediately as a consequence of hearing or reading the verb accuse, and thus it is a key factor in driving on-line thematic assignment. McRae et al. (1997) illustrated that people possess this knowledge and can verbalize at least some of it by showing that subjects easily produce features for agent and patient concepts such as "someone who accuses others" or "someone who is accused." In contrast to general features such as <cause>, <volitional involvement>, and <sentient> on which Dowty (1991) and Schlesinger (1995) have focused, the subjectgenerated features were quite specific in nature. For example, for "someone who accuses others," subjects provided features such as <is mean>, <is judgmental>, and <is knowledgeable>. Note that as in prototype theory, and contrary to a basic premise of selectional restrictions, these features are characteristic rather than defining. McRae et al. used the featural descriptions to demonstrate that thematic roles have internal structure, analogous to living and nonliving thing noun concepts (Rosch & Mervis, 1975) . A second group of subjects rated the importance of the features to specific noun concepts, such as witness (e.g., the importance of <is knowledgeable> to the concept witness). An estimate of role/filler featural similarity was calculated as the mean featural importance rating across the thematic role's features. A third group of subjects rated the typicality of nouns with respect to specific thematic roles, as in, "On a scale of 1 to 7, how common is it for a witness to accuse someone?" Role/filler featural similarity was a strong predictor of role/ filler typicality ratings, suggesting that thematic roles have internal structure and thus are represented in a similar manner as nominal concepts. Furthermore, this internal structure is captured by specific world knowledge such as <is knowledgeable>.
These experiments do not, however, speak to the issue of whether this knowledge is tied tightly to a verb or is better considered as part of a distinct episodic or semantic memory system. McRae et al. (1997) used theoretical notions from the models of Hintzman (1986) and McClelland and Rumelhart (1985) to suggest that, in terms of on-line processing, specific situation-based thematic knowledge is tied tightly to a verb although it derives from episodic traces. (Note that this implies a somewhat broader view of lexical semantic memory than is often taken in that there are no clear distinctions among episodic memory, autobiographical memories, and semantic memory, distinctions that were popularized by Tulving, 1983 . See McKoon, Ratcliff, & Dell, 1986 , for particularly forceful arguments against Tulving's distinctions.) In these models, specific episodes are encoded as traces laid down in an independent or superimposed form. When a word is read or heard, the computed representation is akin to a featurebased prototype modulated by the quantity and quality of contextual cues in the memory probe. Thus, a computed thematic role concept can be viewed as a set of semantic features that constitute the most frequent and/or intercorrelated features of the noun concepts that typically fill that role (shaded to various degrees by context). For example, most people have witnessed or participated in multiple accusing situations. Individuals who fill the agent role of accuse often possess certain features, and these are most likely computed as part of the agent role representation of the verb. That is, the hypothesis is not that a list of possible nouns is computed; rather, a distributed featural-type of representation is computed that overlaps more or less with various lexical concepts.
The present experiments examined whether verbs denoting generalized situations prime their common agents, patients, instruments, and locations. Experiments 1, 2, and 3 used a short SOA (stimulus onset asynchrony, the time between the onset of the prime and target) priming paradigm to test this. It was hypothesized that if common features of situations are computed immediately when a verb is encountered, then typical agents (arresting-cop), patients (arrestingcrook), patient features (comforting-upset) , and possibly even instruments (ate-fork) and locations (cooked-kitchen) should be primed from verbs. To the best of our knowledge, no wordword priming research to date has investigated systematically whether verbs make this type of information available. Experiment 4 examined directly whether it is appropriate to consider the primed information as thematic role knowledge by testing whether syntactic cues modulate activation of common participants. Verbs were presented as part of short auditorally presented active (She arrested the) and passive (She was arrested by the) sentence fragments, and subjects named a visual target (cop) presented at their offset. Agents and patients were presented in their congruent role (She was arrested by the / cop) and their incongruent role (She arrested the / cop). If priming is found only when nouns are in their congruent role, it can be concluded that verb-specific (situation-specific) information of this sort should be considered part of thematic role knowledge.
Spreading Activation Networks
The most common explanation of word-word priming results is based on the notion of spreading activation in a semantic network (see Neely, 1991 , for an extensive review). Therefore, it is interesting to ask whether spreading activation networks predict priming of agents, patients, instruments, and locations from verbs. The original instantiations of semantic networks focused on noun representations (Collins & Loftus, 1975; Collins & Quillian, 1969) . Further extensions implemented verb meaning into this framework (Gentner, 1975; Rumelhart & Levin, 1975) . A verb's representation in Gentner's and Rumelhart and Levin's models included core meaning and thematic links to nodes that stood as place-holders for various thematic roles. However, it is important to note that these thematic links and nodes included minimal semantic content. For example, Rumelhart and Levin assumed that the agent link carried with it the information that any noun that could be placed in that node must be animate; in other words, the semantic content was restricted to general selectional restriction information. Because all experiments reported in this article control for general selectional restrictions, this model predicts no priming.
If one was willing to expand current semantic networks, it could be assumed that a verb node becomes linked to noun nodes representing its common agents, patients, instruments, and locations over time as a result of experience with situations to which the verb refers, and linguistic descriptions of them. These links could result from people noticing that, for example, arenas are associated with skating, or via word cooccurrence in speech and text. In this view, when subjects read the verb prime in our priming experiments, activation would then spread to the node corresponding to the target concept and priming would result. Thus, if spreading activation networks incorporate ad hoc assumptions well outside the scope of current versions, they could predict priming of agents, patients, instruments and locations from verbs.
A second way in which spreading activation networks might predict priming from verbs to typical role fillers is via undifferentiated links that encode associative relatedness. If all words or concepts that tend to co-occur frequently in situations and language become linked in semantics, and/or orthography and phonology via an associative relation, then priming from verbs to typical role fillers might result. The standard off-line method for determining whether two words or concepts share an associative link is word association norms. It has been argued in previous research that if subjects frequently produce one word given another in a word association task, then those concepts share an associative link, and facilitation should obtain in an on-line priming task (Neely, 1991) . This hypothesis is evaluated in each of the four experiments.
Schemas
A view of structured knowledge representation that allows for priming of agents, patients, instruments, and locations from verbs is that of schema theory. Researchers have proposed a number of mental structures designed to capture people's world knowledge about situations, with the most common forms being schemas (Rumelhart, 1980; Rumelhart & Ortony, 1977) , scripts (or event-memory organization packets) (Kolodner, 1983; Shank & Abelson, 1977) , and frames (Fillmore, 1968; Minsky; . We use the term "schema" to illustrate ideas in this article, although we use it in a sufficiently general way that it should be regarded as encompassing the entire family of schema-like concepts.
According to schema theory, knowledge that people possess about the world is packaged into units, including information about objects, situations, and sequences of situations. In most versions, situations are organized into structured lists of slots (variables), each of which can contain fillers (values). The slots represent the general dimensions of a concept along with their default values. For example, the schema corresponding to arresting situations would include a slot that specifies the agent or "arrester," which may have a range of values such as "police," "soldier," and "security guard." In some versions of schema theory, the default value for the "arrester" slot would be "police" because it is the most frequent. According to early perspectives, schemas and their corresponding defaults were viewed as highly structured information stored in memory and accessed directly from it. Many researchers have recognized the inadequacy of these views and have suggested more flexible mechanisms to specify how schemas are organized and used on-line (Rumelhart, Smolensky, McClelland, & Hinton, 1986) . Such proposals include connectionist approaches to knowledge representation (McClelland & Rumelhart, 1985) and instance-based or exemplar views (Hintzman, 1986) . The major insight of the connectionist and instance-based perspectives is that schemas are not explicit entities stored in memory and directly accessed from it; rather, they are computed on-line in the context of the situation or utterance currently being interpreted.
The organization of situations in memory has played an important part in constraining theories of autobiographical memories (Anderson & Conway, 1997; Lancaster & Barsalou, 1997; Reiser, Black, & Abelson; . Of particular interest has been the level of abstraction that is most likely to capture information encoded in memory about our experiences. For example, a situation such as "eating at a restaurant" can be viewed as a superordinate concept that includes subordinate levels capturing generalized situations, such as "eating", "paying," and "ordering." In addition, generalized situations may have a subordinate level of representation, such as "lifting a fork" (Reiser et al., 1985) . The midlevel of abstraction, which is captured by generalized situations, can be viewed as corresponding to the basic level that has been shown by numerous researchers to have a privileged status in cognition (Rosch et al., 1976) . Researchers agree that generalized situation schemas are important for organizing people's experiences, and that these structures can include detailed specific knowledge. In fact, a great deal of research illustrates the important functions that generalized situation knowledge plays during language comprehension (Bower, Black, & Turner, 1979; Golden & Rumelhart, 1993; Potts, Keenan, & Golding, 1988) . In the sentence processing literature, this knowledge has been shown to be a key component of syntactic ambiguity resolution (McRae, Spivey-Knowlton, & Tanenhaus, 1998; Schmauder & Egan, 1998; Taraban & McClelland, 1988) , expectancy generation in sentence processing (Altmann & Kamide, 1999) , and lexical ambiguity resolution (Till, Mross, & Kintsch, 1988; Vu, Kellas, & Paul, 1998) . In this article, we are interested in how this knowledge is tapped when people read or hear verbs that denote generalized situations and, more specifically, the information made available about the entities, objects, and locations that are commonly experienced as part of them.
Despite numerous demonstrations that generalized situation knowledge is an essential aspect of comprehension, scant research has integrated it with a proposal regarding the conceptual information made available by verbs about situations and their common properties. Clearly, determining the level of detail of this information is an important step toward understanding the on-line availability of situation knowledge. One of the main reasons for this lack of synthesis is that thematic role knowledge has traditionally been viewed as distinct from world knowledge about the situations verbs denote, particularly in any theory that has emerged from the generative tradition (e.g., Caplan, Hildebrandt, & Waters, 1994; Schlesinger, 1995; but see Johnson-Laird, 1983, and McCawley, 1968 , for a contrasting view). Thus, research examining thematic role information has tended to focus on syntactic information, whereas research on schemas has tended to ignore thematic role knowledge and assignment. One goal of this article is to work toward synthesizing these literatures.
EXPERIMENT 1: SINGLE-WORD PRIMING OF AGENTS AND PATIENTS Experiment 1 addresses the issue of whether verbs immediately make available information about agents and patients. In terms of situation structure, they are a good place to start because human empirical studies and computational models suggest that participant information is salient (Barsalou, 1988; Kolodner, 1983; Lancaster & Barsalou, 1997) . Moreover, it makes intuitive sense that agents and patients, particularly human ones, are salient aspects of situations because people are social beings and generally attend to the activities of others.
We used the following guidelines to develop stimuli. First, on the basis of intuition, we selected verbs referring to situations that frequently include an agent and/or patient. For example, an arresting situation necessarily includes someone doing the arresting and someone being arrested; the agent and patient are intrinsic to the situation (Verfaillie & Daems, 1996) . Linguistically, this type of situation tends to be expressed by a transitive verb. Second, we chose verbs that are likely to activate agent and patient information in a strong coherent fashion, that is, verbs with well-defined agent and patient semantic spaces. McRae et al. (1997) characterized a thematic role as well-defined if the typical participants for that role tend to be mutually semantically similar. According to this view, when a verb is read or heard, a distinct prototype is likely to be computed for a given thematic role if the entities or objects that typically play that role share a cluster of features (e.g., the agent role of arrest). A thematic role might not have a distinct computed prototype if the set of nouns that typically fill the role express few featural regularities and/or if there is no set of exemplars that stand out in terms of the frequency of playing the role. For example, the patient role of move is not well defined because many things can be moved and their features do not highly overlap.
The third criterion was to use targets corresponding to typical participants in the situation denoted by the verb prime for either the agent or the patient role, but not both. Thus, McRae et al.'s (1997) role/filler typicality norms were used to select typical agents/atypical patients ("good agents") and atypical agents/typical patients ("good patients"). In this task, subjects were asked to provide ratings for questions such as, "How common is it for a cop to arrest someone?" Finally, because a number of researchers have claimed that a verb's argument structure includes only syntactically relevant selectional restrictions such as <animacy> (Chomsky, 1965) , all targets were animate so that subjects' responses could not be based on this feature.
We tested for immediate activation of participant information using a short SOA priming paradigm. With visual presentation of primes and targets and an SOA of 250 ms or less, priming effects are not due to strategic expectancy generation that is thought to occur at longer SOAs (de Groot, 1984; den Heyer, Briand, & Dannenbring, 1983; Stolz & Neely, 1995) . Given that our goal is to demonstrate that verbs make thematic role conceptual information immediately available, we used visual presentation of primes and targets with an SOA of 250 ms in Experiments 1, 2, and 3 (Experiment 4 used auditory sentence fragments as primes). In Experiment 1, subjects made a semantic (animacy) decision to each target. Joordens and Becker (1997) have argued that se-mantic decisions such as "Does this word refer to something that is alive?" better tap semantic activation than do lexical decision or naming (see also de Groot, 1984; McRae & Boisvert, 1998) . As demonstrated by Balota and Chumbley (1984) , lexical decisions are based on a combination of orthographic, phonological, and semantic familiarity, whereas we are most interested in semantic computations. However, it is not always possible to construct a semantic decision that encompasses all targets, so that lexical decision or naming can be used in these cases. Therefore, a semantic decision task was used in Experiment 1 because we could easily derive one that resulted in an unambiguous "yes" response for all of the target nouns. In summary, Experiment 1 used an animacy decision task in a short SOA priming task to test whether verbs prime agents and patients.
Experiment 1a: Single-Word Priming of Agents

Method
Subjects. Twenty-six subjects participated for course credit, thirteen per list. In all experiments reported in this article, subjects were native English-speaking psychology undergraduates from the University of Western Ontario who had normal or corrected-to-normal vision. Each subject participated in only one of the experiments reported herein.
Materials. The 28 primes were verbs ending in ing and the corresponding targets were nouns referring to animate entities (see Appendix A). The typicality of the noun in terms of filling the verb's agent role was determined from a norming study reported in McRae et al. (1997) . Subjects rated the agenthood of each verb-noun combination (as in 1a) on a 7-point scale, where 1 corresponded to very uncommon and 7 to very common.
(1a) How common is it for a crook ---cop ---guard ---police ---suspect ---to arrest someone? To ensure that facilitation was being produced via the agent role, rather than both the agent and the patient roles, subjects also rated the patienthood of each verb-noun combination (as in 1b).
(1b) How common is it for a crook ---cop ---guard ---police ---suspect ---to be arrested by someone? The agenthood ratings of the 28 verb-agent pairs were high (M = 6.6, range = 6.1-6.9) and did not overlap with their patienthood ratings (M = 2.1, range = 1.3-3.8), t 2 (27) = 37.31.
3
Two lists were constructed, each containing 14 related verb-agent pairs, such as scrubbing-janitor, and the remaining 14 agents paired with unrelated verbs, such as arresting-parent. Unrelated pairs were formed by re-pairing the related combinations and are presented in Appendix A. Thus, each target noun served as its own control, and no subject saw any word more than once. Each list also contained 112 filler trials consisting of 14 verb-noun combinations with related inanimate targets (turning-knob), 42 with unrelated animate targets (scheduling-actress), and 56 with unrelated inanimate targets (annoying-jar). Thus, the relatedness proportion was 0.2 (28/140) and half of the target nouns referred to animate entities and half to inanimate objects. Finally, there were 30 practice trials consisting of 6 related (3 with animate targets and 3 with inanimate targets) and 24 unrelated trials (12 with animate targets and 12 with inanimate targets). The practice and filler trials were identical for both lists.
Procedure. Stimuli were displayed on a 14-in monitor controlled by a Macintosh using PsyScope (Cohen, MacWhinney, Flatt, & Provost, 1993) . Each trial consisted of the following events: a focal point (+) in the center of the screen for 250 ms; the prime for 200 ms; a mask (&&&&&&&&&) for 50 ms; and the target until the subject responded. The intertrial interval was 1500 ms. Subjects were instructed to read the verb and to make an animacy decision to the noun as quickly and accurately as possible. In Experiments 1a, 1b, 2, and 3, in which manual decisions were required, a subject's dominant hand was used to indicate a "yes" response, and latencies were recorded with millisecond accuracy via a CMU button box that measured the time between the onset of the target word and the button press. Testing sessions began with the practice trials. Subjects were given a break every 40 trials. It took approximately 20 min to complete the task.
Design. Response latencies and square root of the number errors (Myers, 1979) were analyzed by two-way analyses of variance. Relatedness (related vs unrelated) was within subjects (F 1 ) and items (F 2 ). List was included as a betweensubjects dummy variable and item rotation group as a between-items dummy variable to stabilize variance that may result from rotating subjects and items over lists (Pollatsek and Well, 1995) . Note that these factors were included in the analyses of all on-line data reported in this article. Also, in all experiments, a trial was excluded from the latency analyses if the response was incorrect.
Results
Decision latencies. Response latencies greater than three standard deviations above the grand mean were replaced by that upper-limit value (1% of the scores). Animacy decision latencies for agent nouns following related verbs (M = 654 ms, SE = 18 ms) were 27 ms shorter than for the same nouns following unrelated verbs (M = 681 ms, SE = 21 ms), F 1 (1,24) = 7.73, F 2 (1,26) = 5.85.
Errors. There was not a reliable difference in error rates for related (M = 5.2%, SE = 1.4%) versus unrelated pairs (M = 7.1%, SE = 2.2%), F 1 < 1, F 2 (1,26) = 2.11, p > .1.
Experiment 1b: Single-Word Priming of Patients
Method
Subjects. Thirty-two subjects participated for course credit, sixteen per list.
Materials. As in Experiment 1a, the typicality of the noun in terms of filling the verb's patient and agent roles was determined from a norming study reported in McRae et al. (1997) . The patienthood ratings for the 18 verb-patient pairs were high (M = 6.4, range = 5.6-7.0) and did not overlap with their agenthood ratings (M = 1.8, range = 1.0-3.8), t 2 (17) = 28.02. All patient nouns referred to animate entities and are presented in Appendix B.
Two lists were constructed, each containing 9 related pairs, such as arresting-crook, and the remaining 9 patients paired with unrelated verbs, such as teaching-celebrity. Unrelated pairs were formed by re-pairing the related combinations. Thus each target noun served as its own control, and no subject saw any word more than once. Each list also contained 72 filler trials consisting of 9 verb-noun combinations with related inanimate targets (turning-knob), 27 with unrelated animate targets (scheduling-actress), and 36 with unrelated inanimate targets (annoying-jar). Thus, the relatedness proportion was 0.2 (18/90) and half of the targets referred to animate entities and half to inanimate objects. The 30 practice trials from Experiment 1a were used again. The practice and filler trials were identical for both lists.
Procedure. The procedure was identical to Experiment 1a.
Design. The design was identical to Experiment 1a.
Results
Decision latencies. Response latencies greater than three standard deviations above the grand mean were replaced by that upper-limit value (1% of the scores). Animacy decision latencies for patient nouns following related verbs (M = 661 ms, SE = 20 ms) were 32 ms shorter than those for the same nouns following unrelated verbs (M = 693 ms, SE = 23 ms), F 1 (1,30) = 7.58, F 2 (1,16) = 4.73.
Errors. There was not a reliable difference in error rates for related (M = 9.4%, SE = 1.7%) versus unrelated pairs (M = 9.0%, SE = 1.6%),
Discussion
Experiments 1a and 1b demonstrate that verbs prime agents and patients that are typically involved in the class of situations to which they refer. This is the first word-word priming study to test systematically whether verbs that label situations facilitate nouns that label participants in them. In the study most similar to ours, Schriefers, Friederici, and Rose (1998) showed that verbs (write) prime common patients (letter) when presented in short phrases such as "He writes the" (in German). However, note that the phrases were presented for 800 ms, which might be a relatively long SOA. We interpret our results as demonstrating that memory is structured so that when a verb is read or heard, generalized situation knowledge is activated. A salient part of this knowledge is the information regarding the types of agents and patients that tend to participate. Because the verbs were transitive and presumably possessed well-defined roles, and further, because the agents and patients were semantically similar to the prototypical agents and patients for their respective situations, priming was obtained. An account in which verbs tap situation schemas is consistent with these results.
Associative Relatedness in Spreading Activation Networks
One possibility is that priming was due to associative links within semantics, orthography, and/or phonology that may have developed due to frequent co-occurrence of words and their referents (Shelton & Martin, 1992) . The verbs from Experiments 1 and 2 do co-occur in speech and text with their related agents and patients precisely because their combination in the world is common. A standard method of testing for associative relatedness (which is assumed to reflect co-occurrence, Spence & Owens, 1990) is to use a word association task. In the most frequently used version of this task, the experimenter reads a word aloud and the subject verbally produces the first word that comes to mind. Word pairs such as doctor-nurse are considered associated if a number of subjects provide the same response (nurse) to a particular stimulus (doctor).
Using this methodology, the verbs of Experiments 1 and 2 were read aloud to subjects who orally produced the first word that came to mind. Various other verbs and nouns were used as filler items in these norms. Related targets were tallied and a verb-noun pair was considered associated if the noun was produced to the verb by greater than 5% of the subjects, which is a conservative criterion when compared to other priming experiments that have aimed to eliminate associatively related items from their stimuli (Moss et al., 1995; Shelton & Martin, 1992) . Two of the 28 verb-agent pairs from Experiment 1a were associated: 3 of 20 subjects produced doctor when given curing, and 2 of 20 produced artist to sketching. In addition, the agent was produced by a single subject for 6 other verbs, whereas no subject produced the agent for the remaining 20. To test whether the priming effects were due solely to associative relatedness, the data were reanalyzed after removal of the two associated items. The resultant 34-ms verb-agent priming effect was significant: related, M = 654 ms, SE = 18 ms; unrelated, M = 688 ms, SE = 21 ms; F 1 (1,24) = 8.83, F 2 (1,24) = 8.32. A separate set of 20 subjects participated in a word association study for the 18 verb-patient pairs from Experiment 1b. Of the 18, 3 were associated: 5 of 20 subjects produced criminal for convicting, 3 produced pig for slaughtering, and 2 produced guest for inviting. Furthermore, 1 subject produced suspect for investigating, whereas no subject produced the patient when given the verb for the remaining 14 items. The data were reanalyzed after removal of the three associated items and the resultant 38-ms verb-patient priming effect was significant: related, M = 660 ms, SE = 20 ms; unrelated, M = 698 ms, SE = 24 ms; F 1 (1,30) = 6.20, F 2 (1,13) = 4.59, p < .06. In summary, associative relatedness, at least as measured via standard word association norms, does not account for the results of Experiment 1.
Syntactic Ambiguity Resolution
Sentence comprehension research indicates why it is imperative that people's memory be organized efficiently to support priming of this sort. It has been established that the interpretation of meaning is bound tightly to the unfolding of the stimulus (Marslen-Wilson, 1975) . Understanding language incrementally without delay requires computing and integrating a broad range of infor-mation. Therefore, it is somewhat perplexing that some researchers claim that access to information regarding generalized situation structures is slow and occurs only via inferential processes (Cullicover, 1988; Schlesinger, 1995 ; but see also Garrod & Sanford, 1981) . Experiment 1 suggests that this is not the case. McRae et al. (1997) claimed that verb-specific thematic role knowledge is critical to the process of assigning nouns to their thematic roles during on-line sentence comprehension. In that vein, showed that it is used immediately to resolve structural ambiguities such as the main clause/reduced relative clause ambiguity, as in (2).
(2a) The cop (who was) arrested by the detective was guilty of taking bribes.
(2b) The crook (who was) arrested by the detective was guilty of taking bribes.
Comprehending these sentences, either in their full relative clause form (with who was present) or their reduced form (when they are made ambiguous by dropping who was), requires interpreting the initial NP as the patient of the initial verb (i.e., the past participle arrested in 2). This contrasts with the dominant English word order; when a sentence begins "NP verbed," the NP is usually the agent and verbed is usually the main verb (Bever, 1970) . McRae et al. demonstrated that the thematic fit between the initial NP and the verb's thematic roles influenced ambiguity resolution at the earliest possible point, that is, at arrested by in (2). In addition, they simulated the data using an implemented constraint-based model in which verb-specific thematic role knowledge was computed and used immediately. Note, however, that it was not possible in their study to isolate the effects of information computed from the noun versus from the verb because both had been read by the point at which effects were found. Experiment 1 shows that the verb provides a considerable amount of situation-related information, and results from studies of syntactic ambiguity resolution such as McRae et al., (1997 , Pearlmutter and MacDonald (1992) , and Schmauder and Egan (1998) suggest that this knowledge is structured in a manner that differentiates among thematic roles, further suggesting that more is required than undifferentiated associative links in a spreading activation network.
EXPERIMENT 2: SINGLE-WORD PRIMING OF INSTRUMENTS AND LOCATIONS
Because agents and patients are salient components of situations and are frequently core arguments of transitive verbs, perhaps it is not surprising that agent and patient information is computed quickly and efficiently from verbs. Experiment 2 used the same logic as Experiment 1 to investigate whether verbs prime typical instruments (stirred-spoon) and locations (swam-ocean).
Some factors indicate that verb-instrument priming should occur, whereas others indicate otherwise. Verbs and instruments are often highly intertwined. Nagy and Gentner (1990) and Talmy (1975) have argued that English verbs often incorporate instrument information into their meaning. That is, verbs such as stir and cut may carry information about instruments, and priming should result if this is so. In fact, this is precisely the type of verb used in Experiment 2. Furthermore, a number of verbs in English are derived from instruments, such as to hammer and to brush, but this type of verb was not used in Experiment 2.
A number of studies have tested whether comprehenders routinely make instrument inferences, such as inferring that a hammer was involved when presented with a sentence such as "He pounded the boards together." These experiments reveal instrument inferences only under limited conditions, including when the instrument has been previously mentioned or when its presence is necessary for maintaining coherence (Lucas et al. 1990; McKoon & Ratcliff, 1981) , when subjects are instructed to guess the implied instrument prior to a test that probes its activation (Dosher & Corbett, 1982) , or when an inference is supported by wordbased priming from semantically related words in the text (such as mallet priming hammer; Keenan & Jennings, 1993; McKoon & Ratcliff, 1989) . Because none of these conditions was met in Experiment 2, this literature suggests that priming may not occur. Finally, research on autobiographical memories provides no insight into instruments because instrument information has not been studied.
Verb-location priming is expected because numerous situations tend to occur in a limited range of semantically similar locations (e.g., people typically swim in lakes, oceans, or pools), and Experiment 2 featured this type of verb-location pair. Furthermore, studies of autobiographical and narrative memories indicate that people are adept at accessing location information in recall and recognition tasks, and they often organize newly learned sets of situations on the basis of shared location (Brown & Schopflocher, 1998; Lancaster & Barsalou, 1997) . On the other hand, locations are less salient components of situations than are agents or patients, and possibly instruments as well. Locations are, in a real sense, background, and rarely are part of the causal structure of a situation, whereas agents, patients, and instruments generally are.
The method of Experiment 2 was similar to Experiment 1. The item selection criteria were identical. Verbs were chosen that we believed had well-defined instrument or location thematic roles. Norms established that the instruments and locations were typical for the situation described by the verb. The priming paradigm was identical except that Experiment 1 involved a semantic decision task because it is assumed to provide a more direct measure of semantic activation (Joordens & Becker, 1997) . However, we were unable to devise a semantic decision that we were confident would evoke an unambiguous "yes" response for the instruments and locations, so a lexical decision task was used. It was hypothesized that if the Experiment 2 verbs immediately tap situation knowledge that promotes the computation of instrument or location representations that overlap substantially with the target, priming should be obtained.
Method
Subjects. Fifty-eight subjects participated for course credit, twenty-nine per list.
Materials. Twenty-six verb-instrument and twenty-six verb-location pairs were chosen from a norming study in which 40 subjects rated the typicality of instruments or locations for the situation denoted by a verb on a scale of 1 (very uncommon) to 7 (very common). The instrument norming question took the form of "How common is it for someone to use each of the following to perform the action of stirring?" The location question took the form of "How common is it for someone to skate in each of the following locations?" The mean typicality rating was high for the 26 instruments (6.3, range = 5.6-6.9) and the 26 locations (6.7, range = 6.0-7.0) (see Appendices C and D).
All primes were past-tense verbs, and all word targets were nouns. The past-tense form was used as opposed to the ing form used in Experiments 1 and 3 because an ing ending often resulted in an adjective-like pairing with the noun target (e.g., served-platter was used rather than serving-platter). There were two lists, each containing 26 verb-instrument and 26 verblocation items. Both the verb-instrument and verb-location trials were divided into 13 related trials (e.g., dug-spade and swam-ocean) and 13 unrelated trials (e.g., shot-spoon and exercisedsynagogue) in each list. The unrelated trials were formed by re-pairing the related verb-noun combinations, with four exceptions. Four of the verbs, fished, hunted, gambled, and ate, were used with both an instrument and a location. To ensure that no subject encountered any word more than once, these verbs were changed to the semantically similar verbs trawled, tracked, bet, and devoured for the unrelated trials. Thus each target noun served as its own control, and no subject saw any word more than once. Both lists included the same set of 156 filler trials composed of 52 unrelated verb-noun combinations and 104 verb-nonword trials. All nonwords were pronounceable and were formed by changing one or two letters of an English word. Half of the targets were words, and half were nonwords. The relatedness proportion was 0.25 (26/104) and the nonword ratio was 0.57 (104/182, the proportion of unrelated targets that were nonwords; Neely, Keefe, & Ross, 1989) . Finally, 24 practice trials were constructed (2 related verb-instrument, 2 related verb-location, 8 unrelated verb-noun, and 12 verb-nonword) and used in conjunction with both lists.
Procedure. The procedure was identical to Experiment 1 except that the target was presented until the subject made a lexical decision.
Design. Lexical decision latencies and square root of the number of errors were analyzed using three-way analyses of variance. The factors of interest were thematic role (instrument vs location), which was within subjects but between items, and relatedness (related vs unrelated), which was within subjects and items. Planned comparisons investigated the relatedness effect separately for instruments and locations.
Results
Mean lexical decision latencies and percentage of errors are presented in Table 1 .
Decision Latencies. Lexical decision latencies greater than three standard deviations above the grand mean were replaced by that upperlimit value (1% of the scores). Thematic role and relatedness interacted, F 1 (1,56) = 9.68, F 2 (1,48) = 14.78. Planned comparisons revealed that the interaction occurred because there was a 32 ms priming effect for instruments, F 1 (1,56) = 14.04, F 2 (1,48) = 21.74, whereas the −5 ms effect for locations was in the wrong direction with F < 1 in both analyses.
Collapsing across instruments and locations, response latencies were 13 ms shorter for related verb-noun combinations (M = 644 ms, SE = 11 ms) than for unrelated ones (M = 657 ms, SE = 12 ms), F 1 (1,56) = 8.25, F 2 (1,48) = 7.56. Finally, collapsing across relatedness, response latencies for instruments (M = 655 ms, SE = 11 ms) and locations (M = 646 ms, SE = 12 ms) did not significantly differ, F 1 (1,54) = 1.95, p > .1, F 2 < 1.
Finally, note that using the four semantically similar verbs for the unrelated trials did not influence the results. In analyses conducted without those items, thematic role and relatedness still interacted, F 1 (1,56) = 12.18, F 2 (1,40) = 17.36. Furthermore, there was a 37 ms priming effect for instruments, F 1 (1,56) = 16.23, F 2 (1,40) = 22.51, whereas the effect for locations remained small and in the wrong direction (−8 ms),
Errors. No differences in error rates were reliable.
Discussion
The two main results are discussed in turn, the robust priming for instruments, and then the lack of priming for locations.
Instruments. The results show that verbs denoting situations that commonly involve a narrow range of instruments make available information about their typical instruments when they are read in isolation. This suggests that instrument representations are part of the generalized situation schemas that verbs tap.
These results appear inconsistent with some studies of instrument inferencing, but consistent with others. Instrument inferences have tended to be found when the verb in the inference-generating sentence is directly and strongly related to the instrument (Cotter, 1984; Garrod & Sanford, 1981) . In fact, Garrod and Sanford stated that "for any experimental study, it is essential to use verbs that very strongly imply (and preferably require) the existence of certain entities, if we are to test the idea that these implicit entities may form part of the representation of a sentence" (p. 335). In contrast, Singer (1979) , for example, used verbs such as clear and look that did not necessarily entail specific instruments, and found that instruments such as shovel and telescope, respectively, were not routinely inferred. Thus, we predict that if studies such as Lucas et al. (1990) and Singer used our verb-instrument pairs, then instrumental inferences would occur even if the instruments were not mentioned explicitly in the context. The relationship between word-based priming and inferencing has been controversial. Accounts of inferencing based on the assumption of modularity of various components of the language system have stressed that word-based priming and inferencing are distinct. In this case, an inference is considered to have occurred when the reader fully instantiates it into a proposition (Keenan et al., 1990; Keenan & Jennings, 1993) . Thus, analogous to theories of lexical access such as that of Coltheart et al. (1994) , there is a "magical moment" for inferencing (see Balota, 1990 , for a critique of the notion of a magical moment for lexical access). An alternative approach is that inferencing results from a complex set of processes in which constraints operate continuously to modulate activation of conceptual information (Golden & Rumelhart, 1993; Kintsch, 1988; McKoon & Ratcliff, 1989; Sanford & Garrod, 1990) . The objective of this approach is to understand the conditions that lead to encoding this information. McKoon and Ratcliff have argued extensively that word-based priming is a potential contributor to inferential activity in that inferences are more likely to be drawn when the appropriate information is readily available. Experiment 2 suggests that the availability of instrument information, and thus the probability of sustained activation, is increased by the presence of a verb with a well-defined instrument role. Finally, note that the same conclusion stands for the agent and patient roles. For example, a police-type person might be inferred from a sentence such as "She was arrested yesterday."
Locations. No priming was obtained for the verb-location items. One possible explanation for any null effect is that the experiment lacked sensitivity. However, there were 26 items and 56 subjects, so that each datum in the subjects analyses was based on 13 verb-location pairs, and each datum in the items analyses was based on 28 subjects, so that the data presumably were reliable and stable. Furthermore, relatedness was within subjects and items, providing further sensitivity. In addition, examination of the role/ filler typicality norms indicates that the locations were highly typical, with a mean rating of 6.7 and a minimum of 6.0 on a 7-point scale. In fact, the ratings were significantly higher for the location items than for the instrument items that showed robust priming, t 2 (50) = 4.76. Finally, we have replicated this experiment using the same items but with a 150-ms presentation of the verb and a 50-ms mask. Although the interaction was nonsignificant, there was a reliable 21-ms priming effect for the instruments F 1 (1,54) = 6.93, F 2 (1,48) = 4.04, and a nonsignificant 8-ms effect for the locations, F < 1, by subjects and items.
A second possible reason for the null effect may be that the role/filler typicality ratings do not capture all information necessary to construct the optimal set of items for obtaining priming. The norms measured whether a location is common for the situation described by the verb. However, they provided no data concerning the range of locations at which a situation might reasonably occur, nor about the rank of a location with respect to all other possible ones; rather, the possibilities were restricted to those included in the norms. If a number of the situations described by the verbs of Experiment 2 can occur in a wide variety of locations, and these locations are not as mutually similar as may have been the case with the agents, patients, and instruments, then a number of the location roles may not be well defined, resulting in a lack of priming. For example, although the mean typicality rating for strolled-park was 6.8 out of 7, there are numerous dissimilar locations in which strolling can occur. Intuitively, this seems to be the case with the location role in general; many situations can occur in a wide range of locations.
One further possible cause for concern is the unrelated control trials. Table 1 shows that the mean decision latency for the unrelated locations was shorter than for the unrelated instruments (643 vs 671 ms). Interpreting this difference is difficult because the location and instrument targets were different words, and numerous variables influence lexical decision latencies. For example, the location targets contained a significantly greater number of letters: locations, M = 7.0, SE = 0.3; instruments, M = 5.4, SE = 0.4; t(50) = 3.38. However, they were also marginally more frequent than the instrument targets, as measured by log(frequency) ac-cording to Kucera and Francis (1967) : locations, M = 1.26, SE = 0.14; instruments, M = 0.90, SE = 0.15; t(50) = 1.78, p < .09. It is also possible that the unrelated verb-location pairs were not as unrelated as were the unrelated verb-instrument pairs (or verb-agent or verb-patient pairs). It appears unlikely, however, that this influenced the results. An inspection of Appendix D makes it clear that the probability of the situations described by the verbs taking place at the unrelated locations is quite low, though not impossible. To confirm this, we conducted additional role/filler typicality norms identical to those described above, except that each location and instrument was included with its unrelated verb. The typicality ratings were extremely low and did not differ: locations, M = 1.5, SE = 0.1; instruments, M = 1.4, SE = 0.2; t 2 (50) = 0.57, p > .5. Therefore, it is highly unlikely that the unrelated verbs facilitated responses to the location targets.
In conclusion, the null location priming effect may be real; verbs may not prime typical locations. This result might reflect the fact that the location at which a situation takes place is not a salient part of its situation structure. Thus, one conclusion might be that location is less frequently encoded as part of an episode, so that a verb describing that situation does not immediately evoke location information. This is curious because research on the organization of situations in memory has demonstrated otherwise (Barsalou, 1988; Brown & Schopflocher, 1998; Lancaster & Barsalou, 1997) . These observations may be reconciled, however, by considering that that the location of, for example, my most recent argument with someone is highly salient and memorable, but at the same time, the locations of all my arguments do not form a structured class because they occur in numerous, dissimilar locations. Thus, locations may be important for specific memories, but location priming from a verb will not occur unless they form a structured class for the type of situation denoted by the verb.
Argument status. Experiment 2 may bear on discussions concerning the argument status of specific thematic roles. A number of diagnostics have been proposed to differentiate between arguments and adjuncts of verbs (Clifton, Speer, & Abney, 1991; Speer & Clifton, 1998) , or as Schütze and Gibson (1999) have framed the distinction, between arguments and modifiers. Applying Schütze and Gibson's six diagnostics to our stimuli, the instruments are classified as arguments with respect to three of them (iterativity, separation from the head, and Wh-extraction), whereas the locations are classified as arguments only with respect to Wh-extraction. (It can be noted that verbs such as put, for which a location is specified obligatorily, were not used in Experiment 2.) Therefore, it is possible that priming was found for the instruments but not the locations partly because the instruments are more likely to be arguments.
MacDonald, Pearlmutter, and Seidenberg (1994) and Spivey-Knowlton and Sedivy (1995) have applied a different criterion for determining the likelihood that a phrase is an argument versus an adjunct/modifier. They claim that a phrase is an argument if the verb's lexical representation specifies semantic information about it. If priming is taken as evidence of the semantic information computed from a word, then, under these assumptions, Experiment 2 provides evidence that instruments may best be considered as arguments, whereas locations are best considered as adjuncts/modifiers, at least for the verbs that we used.
Associative links in a spreading activation network. Word association norms were again used to evaluate whether the priming effects could be accounted for by associative links in a spreading activation network. All of the verbs of Experiment 2 were normed together, with 40 subjects participating. For 19 of the 26 instrument items, 0 of 40 subjects produced the instrument given the verb, whereas 1 of 40 subjects produced the instrument for 6 of the items, and 2 produced spoon when given stirred. The verb-location word-association norming results were identical to those for the instruments: 0 of 40 subjects produced the location given the verb for 19 of the 26 items, whereas 1 of 40 produced the location for 6 items, and 2 produced bathroom when given showered. Therefore, it is unlikely that associative relatedness, at least as measured by word association norms, was responsible for the instrument priming effects.
EXPERIMENT 3: SINGLE-WORD PRIMING OF PATIENT FEATURES
McRae et al. (1997) suggested that the information associated with various thematic roles is computed in the form of a featural-style prototype. There are two ways in which this representation might be computed on-line, corresponding to abstractionist and exemplar-based theories. Abstractionist theories such as that of Posner and Keele (1968) claim that experiencing a number of exemplars of a category results in the storage of a prototype consisting of the modal or average features. In contrast, exemplar models such as Hintzman's (1986) and models of superimposed memory such as Rumelhart and McClelland's (1985) claim that individual instances are laid down in memory and abstraction occurs at the time of recall. In either a prototype or an exemplar model, linguistic input such as an isolated verb results in the computation of a summarystyle representation (see Hintzman, 1986 , for a compelling demonstration). Given these notions, it makes sense to ask whether a verb might prime individual feature names of the type that subjects produced in McRae et al.'s feature generation task. For example, when asked to "list the features of someone who is convicted," approximately 50% of the subjects produced <guilty> or <is guilty>. Thus, Experiment 3 used a short SOA single-word priming task to test whether a verb such as convicting would prime a typical patient feature such as <guilty> when the feature was presented linguistically as a single-word feature name in the form of an adjective (guilty). Note that we refer to the adjectival targets as feature names because they were determined by asking subjects to rate them as characteristics (i.e., features) of entities that tend to fill a specific role. Furthermore, the feature names were of the same type that McRae et al. obtained when they explicitly asked subjects to generate features for thematic roles, and this terminology has been used in numerous previous studies (Rosch & Mervis, 1975; Tabossi, 1988) .
The task parameters were identical to Experiments 1 and 2. As in Experiment 2, subjects performed lexical decisions to the target words because no semantic decision task was apparent that could encompass the adjectival feature names.
Method
Subjects. Thirty subjects participated for cash remuneration, fifteen per list.
Materials. A norming study was conducted to determine the typicality of specific feature names with respect to the patient role of specific verbs. Subjects were asked questions similar to "How common is it for someone who has the following characteristics to be manipulated?" and were asked to rate each adjectival feature on a 7-point scale in which 1 corresponded to very uncommon and 7 to very common. As in Experiment 1b, we also normed the agent role, using questions such as "How common is it for someone who manipulates others to have the following characteristics?" The mean patienthood rating for the 20 items chosen on the basis of the norming results was 6.3 (range = 5.7-6.8), whereas their mean agenthood rating was 2.9 (range = 1.1-6.5), t 2 (19) = 9.41. The verb-feature name combinations and their ratings are listed in Appendix E. Note that the ing form of the verb was used in this experiment, as in Experiments 1a and 1b.
Two lists were constructed, each containing 10 feature names paired with related verbs, such as tricking-gullible, and the remaining 10 feature names paired with unrelated verbs, such as hiring-upset. Unrelated pairs were formed by re-pairing the related items. Thus each target served as its own control, and no subject saw any word more than once. Each list also contained 100 filler trials composed of 10 related verb-noun items (brewing-beer), 30 unrelated trials with noun targets (socializing-caribou), and 60 trials with nonword targets (shootingnurrent). All nonwords were pronounceable and were formed by changing one or two letters of an English word. Half of the targets were words, and half were nonwords. The relatedness proportion was 0.33 (20/60) and the nonword ratio was 0.6. Finally, 20 practice trials were constructed that included 10 unrelated verb-noun trials and 10 verb-nonword trials.
Procedure. The apparatus and trial parameters were identical to Experiments 1 and 2. The task was lexical decision, as in Experiment 2.
Design. Lexical decision latencies and square root of the number of errors were analyzed using two-way analyses of variance. The factor of interest was relatedness (related vs unrelated), which was within subjects and items.
Results
Decision latencies. Response latencies greater than three standard deviations above the grand mean were replaced by that upper-limit value (1% of the scores). Lexical decision latencies for feature names following related verbs (M = 632 ms, SE = 16) were 33 ms shorter than when they followed unrelated verbs (M = 665 ms, SE = 20), F 1 (1,28) = 8.24, F 2 (1,18) = 4.64.
Errors. There was not a reliable difference in error rates for feature names following related (M = 2.0%, SE = 0.7%) versus unrelated verbs (M = 2.0%, SE = 1.0%), F 1 < 1, F 2 < 1.
Discussion
The results of Experiment 3 support the claim that the thematic role knowledge computed from a verb can be viewed as the features of the entities or objects that typically fill that thematic role (McRae et al., 1997) . Note that 2 of the 20 items had agenthood ratings within the range of the patienthood ratings (hiring-qualified and investigating-suspicious). When these were removed, the priming effect remained at 33 ms, F 1 (1,28) = 7.62, F 2 (1,16) = 3.83, p < .07.
Other researchers have used the metaphor of feature activation to explain similar phenomena, in particular, expectations generated from a sentence context. It is important here to differentiate between implicit expectancy generation, as exemplified in the networks of Elman (1990) , and explicit strategic expectancy generation, as exemplified by Becker's (1980) verification model. Expectancy generation during normal sentence interpretation corresponds to the implicit type. For example, Schwanenflugel and Shoben (1985) had subjects make lexical decisions to words that were highly or less expected continuations of sentence fragments. They concluded that their results were best explained in terms of the number and specificity of the features that were activated by the sentence contexts. That is, they conceptualized the effect of sentence context in terms of narrowing feature activation. Similarly, Tabossi (1988) illustrated that a sentence context has a strong effect on lexical ambiguity resolution if it promotes the computation of expectancies that correspond to specific features or sets of features.
These results also cohere nicely with a study by McRae et al. (1997) showing that adjectives of the type used in Experiment 3 influence the resolution of the main clause/reduced relative clause temporary syntactic ambiguity. They used adjectives to bias the initial noun toward being either a good agent (3a) or a good patient (3b) of the initial verb, and found an influence on reading times at the agent NP in the by-phrase (the dealer):
(3a) The shrewd heartless gambler manipulated by the dealer had bid more money than he could afford to lose.
(3b) The young naive gambler manipulated by the dealer had bid more money than he could afford to lose.
McRae et al. attributed the slightly delayed effect to the complexity of the required computations; determining thematic fit necessitated combining the two adjectives with the head noun to interpret the initial NP, then combining that with the verb's syntactic and thematic properties.
There are two ways in which the Experiment 3 results might be explained using semantic networks, although neither seem probable. First, the verbs might be directly connected to the feature in semantic memory or the adjective in phonological and orthographic memory. A word association experiment was conducted to test this possibility. Twenty-one subjects were read each of the 20 verbs in their ing form and verbally produced the first word that came to mind. Using the 5% criterion, one item was associated in that 3 of 21 subjects produced bad given punishing. Furthermore, one subject produced guilty given convicting, and one produced injury (rather than injured) given bandaging, whereas 0 of 21 produced the target for the remaining 17 items. The 28-ms priming effect was similar after removal of the associated item, F 1 (1,28) = 4.56, F 2 (1,17) = 3.34, p < .09. Therefore, it is unlikely that associative relatedness as measured by the word association task influenced the results of Experiment 3.
The second possibility is a form of mediated priming. In Collins and Loftus's (1975) model, nodes representing entities and objects are linked to nodes corresponding to their features. If a semantic network incorporates "is a patient" links, then activation will spread from a verb node to the nodes representing the typical patient(s) in the situations it denotes. Activation might then spread to nodes corresponding to the features of the typical patients, resulting in patient-feature priming, akin to mediated priming (McNamara, 1992) . This account does not seem viable for two reasons. First, the "is a patient" links must exist, but they do not in any current semantic network model. Second, even if there were links from verbs to typical patients, and from typical patients to their features, a number of researchers have provided evidence that mediated priming of any form does not exist (Livesay & Burgess, 1998; McKoon & Ratcliff, 1992) .
EXPERIMENT 4: CONJOINT EFFECTS OF SITUATION KNOWLEDGE AND SYNTAX
Experiments 1 and 3 showed that verbs prime their typical agents and patients. The goal of Experiment 4 was to provide evidence that from the perspective of on-line sentence processing, this verb-specific information should be considered as part of thematic role knowledge. Verbs were embedded in simple sentence fragments to test whether the knowledge they tap is used immediately to generate expectations for possible impending roles, and hence is a key aspect of thematic assignment. If situation knowledge tapped by verbs interacts quickly with syntactic cues, then priming should obtain when a noun occurs in its congruent role, but not its incongruent role. Conversely, if situation knowledge is activated independently of syntactic processing, then priming should be found whenever a typical agent or patient closely follows a verb.
In Experiment 4, the impending thematic role was cued using an active or passive sentence fragment containing a semantically uninformative subject such as a pronoun or "the woman." Using sentence-initial nouns and pronouns that refer to large classes of individuals enabled us to be certain that obtained effects were due to the information provided by the verb. As illustrated in Table 2 , agents and patients were presented in both their congruent role (good agent in agent role (1) good patient in patient role (5)) and their incongruent role (good agent in patient role (3), good patient in agent role (7)) in a cross-modal naming paradigm. In the unrelated control trials, a target followed a fragment containing a verb for which the target was a plausible agent or patient (2, 4, 6, and 8 in Table 2 ). This method of forming control conditions is standard in experiments of this type (Duffy et al., 1989; Morris, 1994) .
Predictions were generated as follows. Experiment 4 used transitive verbs, so both agent and patient information should be activated from them and potentially be available for priming. The syntactic structure of the active congruent condition (5) signals an impending patient at the, so that verb-specific situation knowledge Note. The sentence fragment preceding the back-slash was presented auditorily, and the noun target following it was presented visually. The subjects' task was to read the noun target aloud.
should interact with the structure to produce priming for good patients. Similarly, the passive structure signals an impending agent, so that situation knowledge should combine with the structural cues to produce priming for good agents in (1). Note that neither structure is fully constraining. Although the Experiment 4 verbs have a strong tendency to be used with a patient, an active fragment could continue with an adjective, rather than having a noun directly follow the. A passive fragment could continue, for example, with a locative phrase, as in "She was arrested by the warehouse," a temporal phrase, as in "She was arrested by the time her husband returned," or a manner, as in "She was taught by the book." However, most temporal and manner continuations were rendered impossible by the postverbal the. Now consider the cases in which the noun concept is incongruent with the fragment's configurational information (3 and 7). For the active fragment (3), by the time the verb is heard, the agent role has been filled by the subject pronoun or semantically general NP, which we hypothesize will dampen activation of the verb-specific situation knowledge regarding the agent. Thus, no priming should be found for a good agent in the patient role, even though priming was found for good agents in Experiment 1a. (Note that 8 of the 16 verb-agent pairs were included in Experiment 1a, and they showed a priming effect, F 2 (1,6) = 6.35.) Likewise, because the patient role is filled by the subject of the passive fragment in (7), its activation should be dampened and no priming should result even though it was found in Experiment 1b. (All 16 of the verbpatient pairs from Experiment 4 were included in Experiment 1b, and they showed a priming effect, F 2 (1,14) = 5.24.)
Cross-modal naming was used. We considered a cross-modal animacy-decision task, but pilot subjects reported that making an animacy decision following a sentence fragment was strange and difficult. Note that subjects do not report that an animacy (or other semantic) decision is strange in the context of single-word priming experiments. Previous research has obtained mixed results concerning the sensitivity of the naming task to semantic information in sentences. A number of experiments have demonstrated that naming is sensitive to syntactic violations (e.g., when a noun target is presented when a verb is expected) but not to semantic violations (O'Seaghdha, 1997; West & Stanovich, 1986) . Boland (1993) investigated thematic violations using cross-modal naming and lexical decision and found that violating the animacy selectional restriction did not influence the time required to name the violating noun. However, Duffy et al. (1989) , O'Seaghdha (1997) , and Stanovich and West (1983) have shown that cross-modal naming is sensitive to the facilitative effects of syntactic and semantic information. Although Duffy et al. favored an account that emphasized intralexical priming rather than sentence-level effects, their data did not adequately support this conclusion and Morris (1994) subsequently reinterpreted it in terms of the interaction between situation knowledge and syntactic cues. Furthermore, Morris' eyetracking extensions of Duffy et al. provide additional evidence for her interpretation.
We took advantage of the fact that naming is sensitive to the facilitative influence of semantic fit to investigate how verb-specific thematic role knowledge and syntactic cues interact in thematic processing. Various researchers have claimed that cross-modal naming is less susceptible to integrative processing because it does not involve a decision, and subjects need merely to compute and execute a pronunciation (Seidenberg et al., 1984; Stanovich & West, 1983) . This is important because the Experiment 4 targets provide a continuation of the auditorally presented sentence fragments, and our predictions rest on schematic/syntactic conjoint expectancy effects, rather than integration effects. It can be noted, however, that even if it were argued that integration might influence naming in Experiment 4, this would be consistent with our claims because integration would take the form of assigning the noun to its appropriate thematic role. Furthermore, because all verbs in Experiment 4 allowed animate agents and patients, if priming effects are due in part to thematic assignment, differences between the related and unrelated conditions would be due to the match between the noun concept and the verb's thematic role concepts. In other words, claiming that integrative processing influenced priming in this case is equivalent to claiming that priming was influenced by thematic assignment, a process that hinges on the immediate computation and use of verb-specific thematic role conceptual knowledge.
Finally, Experiment 4 differs from much of the previous research in this domain in a few ways. First, we focused on a thematic manipulation rather than a less-specified manipulation of contextual constraint. Second, sentence contexts were stripped down to include only the content verb, a pronoun or semantically general subject, and the presence versus absence of was and by surrounding the verb (see Vu et al., 1998 , for a study of the influence of minimal sentence contexts like these on lexical ambiguity resolution). Finally, unlike in most experiments of this type, there were no syntactic or semantic anomalies present in the stimuli. Although agents and patients were presented in their incongruent thematic role, items were chosen so that these sentences made sense. For example, cops sometimes get arrested and students do grade other people (teaching assistants being salient examples). In addition, all sentence fragments containing unrelated verbs made sense. Finally, because no sentences contained animacy violations, any effects were due to thematic fit. These aspects of Experiment 4 combine to create a relatively subtle manipulation, providing a strong test of the hypotheses.
In summary, it was predicted that if situationspecific information regarding common participants is activated from verbs and interacts quickly with syntactic cues, then priming should be found for typical agents and patients in their congruent but not their incongruent roles.
Method
Subjects. One hundred and twelve subjects participated for course credit, fourteen per list.
Materials. Sixteen verbs, each paired with both a good agent (cop-arrested) and a good patient (crook-arrested) were chosen based on the norms of McRae et al. (1997) that are described in Experiment 1 above. The agenthood ratings for the 16 verb-agent pairs were high (M = 6.6, range = 6.1-6.9) and did not overlap with their patienthood ratings (M = 2.4, range = 1.4-3.9), t 2 (15) = 23.51. The patienthood ratings for the 16 verb-patient pairs were high (M = 6.5, range = 5.6-7.0) and did not overlap with their agenthood ratings (M = 1.9, range = 1.3-3.8), t 2 (15) = 25.69. The items and their ratings are presented in Appendix F. Each of the 16 verbs were presented in their past-tense form in an auditory sentence fragment that began with She, He, It, The man, The woman, or The guy. It was used for only one item, "It was slaughtered/devoured by the butcher."
The first author recorded the sentence fragments using SoundEdit software. The speech files were recorded digitally via a microphone attached to a Macintosh LC 630, and then edited so that they ended immediately following the offset of the final word in the sentence fragment. This procedure enabled visual presentation of the target precisely at the offset of the final word of the auditory fragment.
Example sentences for each of the eight conditions are presented in Table 2 . The unrelated trials were formed by presenting a target following a fragment that contained a verb for which the target was a plausible agent or patient. There was a different unrelated verb for each of the 16 target verbs. With respect to number of phonemes, the related verbs (M = 6.6, SE = 0.6, range = 3-12) did not differ from the unrelated verbs (M = 6.1, SE = 0.5, range = 4-9), t 2 (15) = 0.63, p > .5. In addition, log(frequency) according to Kucera and Francis (1967) summed over the base, s, ed, and ing forms of the verb, was similar for the related (M = 1.79, SE = 0.11, range = 1.15-2.65) and unrelated verbs (M = 1.73, SE = 0.15, range = 0.48-3.02), t 2 (15) = 0.34, p > .7.
Eight lists were formed. Repetition of targets within lists was avoided by treating both role and congruency as between-subjects factors. Thus, Lists 1 and 2 contained good agents in their congruent (agent) role, half with related and half with unrelated verbs. Lists 3 and 4 also contained good agents, half with related and half with unrelated verbs, but in their incongruent (patient) role. Lists 5 and 6 contained good patients in their congruent (patient) role, half with related and half with unrelated verbs.
Finally, Lists 7 and 8 also contained good patients, half with related and half with unrelated verbs, but in their incongruent (agent) role.
So that every subject was presented with 8 congruent related, 8 congruent unrelated, 8 incongruent related, and 8 incongruent unrelated trials, filler trials were constructed to complete the cells not occupied by the good agent or patient target stimuli. For example, the stimuli of interest in Lists 1 and 2 were good agents presented in their congruent role in conjunction with related and unrelated verbs. To balance them, 16 incongruent filler trials were included, divided into 8 containing an agent related to the verb presented in the patient role, and an additional 8 containing a sensible verb-agent pair with the agent presented in the patient role. Each list also contained 56 unrelated filler trials of various syntactic constructions that ranged in length from 4 to 12 words. Thus, over the course of the experiment, subjects named visually presented noun targets that occurred in various positions in the sentence. The location of the target noun should not have been predictable given that, across the experimental and filler trials, targets followed adjectives, verbs, determiners, and pronouns. The proportion of targets presented with related verbs in their congruent role was 0.2 (16/80) in each list. Twenty practice items were also created using the same design.
Procedure. The sentence fragments were presented auditorally over headphones, and targets were presented visually on a Macintosh using PsyScope (Cohen et al., 1993) . Each trial began with a 200-ms tone to signal the presentation of the auditory sentence fragment. The offset of the final word triggered the presentation of the target, which remained in the middle of the screen until the subject named it aloud. Naming latency was measured with millisecond accuracy as the time between the onset of the target and the onset of the naming response as recorded by a microphone and CMU button box. The target was then replaced by a comprehension question (on every trial, the fragment plus the target noun formed a sensible grammatical sentence). Subjects responded by pressing either the YES or NO button on the button box. The intertrial interval was 2 s. The experimenter recorded any trials on which the subject mispronounced a word, extraneous noise caused the voice key to trigger, or the voice key failed to trigger when the word was named. Each session lasted about 30 min and included three breaks.
Design. Four-way analyses of variance were conducted using naming latency as the dependent variable. The three independent variables of interest were thematic role (good agent vs good patient), relatedness (related vs unrelated), and congruency (congruent vs incongruent). Thematic role and congruency were between subjects and within items. Relatedness was within subjects and items. Planned comparisons were conducted to investigate priming effects for good agents and patients in their congruent and incongruent roles.
Results
Mean naming latencies by condition are presented in Table 3 . Because pronunciation errors occurred on only 2% of the trials, they were not further analyzed. In addition, 1% of the trials Significant by subjects and items.
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were discarded because of extraneous noise or failure to trigger the microphone. Finally, response latencies greater than three standard deviations above the grand mean were replaced by that upper-limit value (1% of the scores). The planned comparisons testing the central predictions showed that naming latencies for good agents in the agent role were shorter following fragments containing related versus unrelated verbs, F 1 (1,104) = 10.57, F 2 (1,14) = 5.14. Likewise, naming latencies for good patients in the patient role were shorter following fragments containing related versus unrelated verbs, F 1 (1,104) = 6.26, F 2 (1,14) = 5.67. In contrast, there were no priming effects when either good agents or patients were presented in their incongruent roles, all F's < 1.
Collapsing across good agents and patients, the congruency by relatedness interaction was significant by subjects, F 1 (1,104) = 6.17, and marginal by items, F 2 (1,14) = 2.23, p > .1. In line with this marginal interaction, when targets were presented in their congruent role, naming latencies were 22 ms shorter following related (M = 567 ms, SE = 10 ms) versus unrelated verbs (M = 589 ms, SE = 10 ms), F 1 (1,104) = 15.14, F 2 (1,14) = 6.92. In contrast, when presented in their incongruent role, naming latencies only 3 ms shorter for related (M = 582 ms, SE = 12 ms) versus unrelated noun targets (M = 585 ms, SE = 11 ms), F < 1 in both analyses.
Congruency and thematic role interacted, F 1 (1,104) = 4.03, F 2 (1,14) = 29.86. Collapsed across relatedness, subjects were 35 ms faster to name agents in their congruent role (M = 558 ms, SE = 10 ms) than in their incongruent role (M = 593 ms, SE = 13 ms), whereas subjects were 24 ms slower to name patients in their congruent role (M = 598 ms, SE = 10 ms) than in their incongruent role (M = 574 ms, SE = 11 ms). Note that the congruency factor is misleading here because there is no congruency distinction for targets following fragments containing unrelated verbs. Thus, the best way to think about this interaction is that subjects were faster overall to name targets that followed passive rather than active constructions. This was expected for good agents following related verbs, but not for any of the other conditions. There appear to be three possible reasons that this might have occurred. First, congruency and thematic role were between-subjects factors, so that some subjects named targets following passive fragments, whereas others named targets following active fragments (although they named nouns following the opposite structure in an equal number of filler items). Therefore, one possibility is that the subjects who named good patients following passive fragments happened to be faster at naming words than those who named good patients following active fragments. Analyses of the filler items included in the relevant lists provided evidence for this. The subjects who named good patients following passive fragments were 16 ms faster on those filler items (M = 557 ms) than were the subjects who named good patients following active fragments (M = 573 ms). A second possibility is that naming the target noun following passive fragments was easier because the subject had just heard "by the," which are two short, high-frequency words, whereas in the active fragment case, only "the" follows the verb. A third possible source of this effect may be the length of the fragment; the longer the auditory fragment, the more likely it is that a target will appear. In summary, it is possible that some or all of these factors may have been responsible for the three unexpected cases of shorter naming latencies for targets following passive versus active fragments: the 23-ms advantage for good agents following unrelated verbs (2 vs 4 in Table  2 ); the 32-ms advantage for good patients following unrelated verbs (8 vs 6); and the 17-ms advantage for good patients following related verbs (7 vs 5). Finally, note that this interaction does not compromise the experiment because the critical results concern the pattern of withinsubjects relatedness effects.
Thematic role, congruency, and relatedness did not interact, F < 1 in both analyses. Thematic role and relatedness did not interact; F < 1 in both analyses. Naming latencies were 13 ms shorter for related verb-noun combinations (M = 574 ms, SE = 8 ms) than for unrelated ones (M = 587 ms, SE = 8 ms), F 1 (1,104) = 10.23, F 2 (1,14) = 6.54. Naming latencies did not differ for good agents (M = 576 ms, SE = 8 ms) versus good patients (M = 586 ms, SE = 7 ms); F < 1 in both analyses. Congruent (M = 578 ms, SE = 7 ms) and incongruent naming latencies (M = 583 ms, SE = 8 ms) did not differ; F 1 < 1, F 2 (1,14) = 1.43, p > .2.
Discussion
Priming was found for good agents and patients when they appeared in an appropriate syntactic environment, but not when they appeared in their atypical thematic role. In other words, Experiment 4 showed immediate conjoint effects of detailed situation-specific knowledge tapped by verbs and syntactic cues that modulated the probability of impending role fillers. Thus, for all intents and purposes of on-line sentence processing, the situation-specific knowledge tapped by verbs is best considered as a component of thematic role knowledge. This conclusion is a logical extension of Carlson and Tanenhaus' (1988) and Fillmore's (1968) claims that thematic roles enable close syntactic-semantic interplay.
Experiment 4 is consistent with a number of experiments investigating the constraints underlying the resolution of temporary syntactic ambiguities. A number of studies have shown that thematic fit influences syntactic ambiguity resolution in the absence of semantic anomaly (Pearlmutter & MacDonald, 1992; Schmauder & Egan, 1998) . For example, Schmauder and Egan found that thematic fit and syntactic processing interact quickly during the resolution of the direct object/sentence complement ambiguity, using sentences such as (4a) and (4b) that manipulated thematic fit of the noun (robbery vs quarrel) as a patient/theme: (4a) The suspect admitted [that] the robbery was not a good idea.
(4b) The suspect admitted [that] the quarrel was not a good idea.
Experiment 4 appears inconsistent with other studies such as Ferreira, Stacey, and Revette (1998) who had subjects listen to passive sentences such as (5) that described an event in which the typical roles of entities or objects were reversed:
(5) The dog was bitten by the man. The subject's task was to identify explicitly the agent or patient. Because subjects often misidentified the agent, Ferreira et al. concluded that the agent role in a full passive is syntactically vulnerable, and that comprehenders' on-line processing of passives goes awry in many cases. However, we found priming for good agents but not patients following passive constructions, suggesting that passives do consistently focus comprehenders on the agent role, and that Ferreira et al.'s results may have been due to the off-line explicit decision regarding who or what filled each thematic role.
Experiment 4 also appears inconsistent with Duffy et al. (1989) and Morris (1994) , who did not obtain facilitative effects for nouns such as mustache in (6a) and dialect in (6b):
(6a) The woman trimmed the / mustache. (6b) The people knew the / dialect. The apparent discrepancy arises because although (6a) mirrors our items, sentences such as (6b) had weaker verb-patient relationships. In addition, Duffy et al.'s targets varied in their semantic and syntactic relationship to the verb. Although their targets were predominantly patients following verbs, as in (6a) and (6b), or agents presented in postverbal by-phrases, they also included locations and instruments in various postverbal prepositional phrases. Because a number of each type of item were relatively weakly related to the verb, it is not surprising that priming in their experiments depended on further constraining the situation, as in (6c) and (6d): (6c) The barber trimmed the / mustache. (6d) The sun was totally hidden by the / eclipse.
In our account of Experiment 4, filling a role dampens the activation of a role concept, whereas activation persists for a thematic role that remains open. The notion of an open thematic role, one that is not filled in a clause or sentence, has been described by Carlson and Tanenhaus (1988) and tied to inferential processing by Mauner, Tanenhaus, and Carlson (1995 that agentless passives such as (7a) are easier to interpret than similar intransitive constructions that do not imply an agent, such as (7b): (7a) The ship was sunk to collect the insurance money.
(7b) The ship sunk to collect the insurance money. Mauner et al. concluded that an implicit argument was encoded as part of the interpretation of the agentless passive, but not when the verb was used intransitively. They further claimed that the semantic content of an implicit argument is determined by properties of the verb and the amount of constraint provided by context and world knowledge. It is easy to envision how thematic role conceptual knowledge fits into this scheme in that the degree to which a thematic role concept is well defined depends on the interaction among these factors and is important for determining the coherence of the semantic content of an implicit argument.
The pattern of priming effects found in Experiment 4 implicates a structured view of generalized situation memory in which agent and patient information is differentiated in a manner such that syntactic cues can rapidly influence its activation. This type of organization is intrinsic to schematic representations of verbs and generalized situation structure. In contrast, a spreading activation account based on undifferentiated links predicts priming for good agents and patients in both their congruent and their incongruent roles. To account for the results, this theory must be augmented with a process that is capable of dampening activation of, and thus differentiating between, typical fillers of the appropriate and inappropriate roles. Thus, if agent and patient links were incorporated into a spreading activation network such as that of Gentner (1975) and Rumelhart and Levin (1975) , then the obtained pattern of priming would be predicted.
GENERAL DISCUSSION
Episodic knowledge regarding common types of situations is important for numerous cognitive processes. The goal of this article was to test whether reading or hearing a verb results in the immediate computation of situation-specific knowledge regarding the typical agents, patients, instruments, and locations that are part of the generalized situations it denotes, and further, whether this information should be considered as a component of thematic role knowledge, at least from the perspective of verb usage and online language processing. Experiments 1 and 2 showed that verbs presented in isolation tap their associated situation schemas, thus priming their typical agents, patients, and instruments, but apparently not locations. Experiment 3 provided evidence that the representations computed on-line from this schematic knowledge can be viewed as a featural-style prototype. Experiment 4 illustrated that schematic and syntactic information interact quickly to focus comprehenders on the relevant role knowledge. Thus, these results demand an account of thematic role knowledge that includes more than selectional restrictions and generalized linking rules (i.e., more than, for example, Gropen, Pinker, Hollander, & Goldberg, 1991) .
There is a logical lineage in the manner in which thematic roles have been considered over the years. Chomsky (1965) incorporated the notion of general selectional restrictions as part of the grammar. Katz and Fodor (1964) used the same basic notions but considered selectional restrictions as part of lexical semantics. Both accounts incorporated a rather limited set of thematic roles and selectional features. Then two moves occurred. First, it became apparent that a rich set of thematic roles was required, leading to an ever-expanding taxonomy. Second, researchers such as Johnson-Laird (1983) and McCawley (1968) pointed out that selectional restrictions must make reference to world knowledge and that some of this knowledge was verb-specific. In response to this, Dowty (1991) proposed notions such as proto-agent and protopatient features. This is an improvement because the combinatorics generate a larger number of possible thematic roles, and it avoids the necessity of definitional or binary classification. What our research suggests, however, is that these proposals, although capturing important general facts that cut across verbs, do not go far enough. A larger and more detailed set of semantic features may be necessary to capture the empirical facts of language comprehension and production. Thus, the framework created by Dowty and others may work as a first approximation, but ultimately a framework is needed that can account for the semantic content of a verb's thematic roles.
We focused on verbs that have well-defined thematic roles to illustrate our points and maximize the probability of obtaining results in a clean and systematic fashion. Because not all verbs possess well-defined role concepts, one objection might be that our theory applies to only a subset of verbs. We respond to this objection by appealing to the flexibility and context-dependent nature of expectancy generation in sentence interpretation. Verbs with relatively poorly defined thematic role concepts can act like verbs with well-defined roles if at least one role is filled (Morris, 1994; Vu et al., 1998) . This is consistent with Schwanenflugel and Shoben's (1985) account regarding how sentence context constrains feature activation for upcoming words. Taking an example from Duffy et al. (1989) and Morris (1994) , filling the agent role of find with prospector, as in "The prospector found the," constrains feature activation for the upcoming patient.
Spreading Activation
We used word association norms to evaluate an account of the data based on associative links in a spreading activation network. Numerous types of relations are tapped by word association norms (McKoon & Ratcliff, 1992) . However, one bias evident in this task is that subjects tend to produce responses from the same major category as the stimulus (e.g., a noun given a noun). Therefore, although removing associatively related items using single-response word association norms is the most typical method in the semantic priming literature, this method does not definitively rule out an associative relatedness semantic network account. Two things should be noted, however. First, there is scant evidence for association or co-occurrence based priming in the absence of some semantic relation. Other than McKoon and Ratcliff (1992) , studies investigating priming based on associative relatedness have used items such as kingqueen and cow-milk, and thus have confounded associative and semantic relatedness. ThompsonSchill, Kurtz, and Gabrieli (1998) recently claimed that priming due strictly to associative relatedness does not occur, although further evidence appears to be warranted. Second, current spreading activation networks do not include mechanisms that can account for the priming effects in our experiments. Although additional post hoc assumptions could be incorporated, it appears that the additional mechanisms necessary to account for the priming of agents, patients, and instruments, the lack of priming for agents and patients in incongruent roles, and the syntactic ambiguity experiments of , Pearlmutter and MacDonald (1992) , and Schmauder and Egan (1998) would make a spreading activation account indistinguishable from a schema account.
Part of Verb Meaning?
One intriguing speculation is that situationbased thematic role concepts should be considered as part of verb meaning. This move is not without precedent. Garrod and Sanford (1981) showed that sentence reading time for (8c) did not differ depending on whether it was preceded by a context sentence in which the instrument (or patient/theme in some other items, e.g., smoke-cigarette) was explicitly presented (8a) versus when it was implied by the verb (8b): (8a) Keith was giving a lecture in London. He was taking his car there overnight.
(8b) Keith was giving a lecture in London. He was driving there overnight.
(8c) The car had recently been overhauled. They concluded that the implied objects were "part of the meaning of the verb." Likewise, Jackendoff (1990) , Nagy and Gentner (1990) , and Talmy (1975) have claimed that instrument information is incorporated into the meaning of a number of English verbs.
Thematic role concepts are intertwined with the meaning of verbs. Intuitively, it seems impossible to conceptualize the type of situation that a verb denotes in the absence of participants. For example, it is impossible to conceptualize or visualize a situation in which entertaining is occurring unless there is an entity doing the entertaining, and at least one other entity that is being entertained. Furthermore, the sense of a verb often is determined by the nouns that fill various thematic roles. Consider a verb such as charge. The sense of charge can be manipulated easily and clearly by varying the agent, as in "The K-mart shopper charged . . ." versus "The bull charged . . ." versus "The judge charged. . . ." Varying the patient can also change a verb's sense, as in "The clothing was charged" versus "The fortress was charged" versus "The criminal was charged." These observations are related to Gentner and France's (1988) notions concerning the relative malleability of verb versus noun meaning. Gentner and France pointed out that the meaning of the verb tends to change, including the possibility that it becomes metaphorical, rather than the noun's meaning, suggesting that verb meaning is more dependent on the meaning of the nouns that fill its thematic roles than vice versa. In summary, if a verb's meaning is strongly influenced by, and intertwined with, the noun concepts that fill its thematic roles, perhaps it makes sense to view thematic role concepts as part of the meaning of a verb.
Thematic Role Concepts and Language Development
There is an ongoing tension between linguists and psycholinguists rooted in the fact that the majority of linguists focus on uncovering rules and representations that are as general as possible, whereas many psycholinguists focus on the more specific, detailed types of knowledge that are critical for language use. This tension arises in the present case in terms of reconciling thematic roles as verb-specific concepts with general notions of thematic roles such as agent, patient, and instrument. McRae et al. (1997) connected the specific and general aspects of thematic roles by drawing an analogy to conceptual hierarchies of nouns (Collins & Quillian, 1969) . They claimed that general thematic roles such as agent should be viewed as superordinate role concepts, with verb-specific role concepts as the basic level. One characteristic of basiclevel concepts is that children learn them first, and only later learn superordinate concepts (Rosch et al., 1976) . In a diary study of verb learning, Tomasello (1992) found that the vast majority of his daughter's early multiword utterances centered on specific verbs or predicate terms. Tomasello called this the "Verb Island Hypothesis" because each verb acted as an island of organization in an otherwise relatively chaotic language system. The lexically specific pattern of this phase of language development showed itself both in the thematic roles of individual verbs and in the manner in which they were syntactically marked across verbs. Thus, during one developmental period, some verbs were used in only a single simple sentence frame (e.g., "Cut ___"), whereas others were used in multiple, slightly more complex frames (e.g., "Draw ___," "Draw ___ on ___," "Draw ___ for ___," "___ draw on ___"). Tomasello accounted for these differences by hypothesizing that for some situations, the child had been exposed to complex sentences involving a verb and multiple participant types, whereas for others, the child either was not exposed to, or did not attend to, complex speech regarding them. He concluded that children do not possess general role concepts such as agent, patient, instrument, and location, but instead internalize situation-or verb-specific (basic-level) categories such as thing to draw with and person kissed. Thus, our research combines with that of Tomasello to illustrate that verb-specific thematic role concepts are an important component of on-line language comprehension and production throughout the life span. 
