Introduction
Person re-identification (Re-ID) is the problem of matching people across non-overlapping camera views. Despite the best efforts from the computer vision researchers, it remains an unsolved problem. This is because a person's appearance often changes dramatically across camera views due to changes in pose, occlusion, lighting, and illumination conditions.
Many existing approaches to person re-identification (Re-ID) are based on supervised learning [1, 2, 3, 4] which requires hundreds of matching pairs to be labelled for each pair of cameras. This severely limits their scalability for real-world applications. This work aims to overcome this limitation by developing a novel unsupervised Re-ID approach. The approach is based on a new dictionary learning for sparse coding formulation with a graph Laplacian regularisation term whose value is set iteratively. As an unsupervised model, the dictionary learning model is wellsuited to the unsupervised task, whilst the regularisation term enables the exploitation of cross-view identity-discriminative information ignored by existing unsupervised Re-ID methods. Importantly this model is also flexible in utilising any labelled data if available. Experiments on VIPeR and PRID benchmark datasets demonstrate that the proposed approach significantly outperforms the state-of-the-art. We thus have m = m 1 + m 2 . Note, the training data are unlabelled therefore it is unknown which person observed in view A corresponds to a given person in view B and vice versa. The objective of unsupervised person Re-ID is to learn a matching function f from X, so that given x a and x b representing two test person images from A and B respectively, f (x a , x b ) can be used for matching their identities.
Dictionary Learning with Graph Laplacian Regularisation. Our solution to the problem defined above is to learn a shared dictionary D ∈ R k×m for the two camera views using X. With this dictionary, each ndimensional feature vector, regardless which view it comes from, is projected into a lower k-dimensional subspace spanned by the k dictionary atoms (columns of D) so that they can be matched by the cosine distance in this subspace. The underpinning idea is that each atom or the dimension of the subspace corresponds to a latent appearance attribute which is invariant to the camera view changes, thus useful for crossview matching. Formally, we aim to learn the optimal dictionary D, such that the sparse code of X, denoted as
∈ R k×m 2 , can be used for matching the training data; and we wish the same D can be generalised to match unseen test image pairs from the two views.
Using a conventional dictionary learning formulation, D and Y can be estimated as:
where X − DY 2 F is the reconstruction error term evaluating how well a linear combination of the learned atoms can approximate the input data, and ||.|| F denotes the matrix Frobenious norm; ||Y || 1 is the sparsity term favouring small number of atoms to be used for reconstruction; this term is weighted by α. It is clear from this formulation that the conventional dictionary learning model only cares about how to best reconstruct X using D and Y , without giving any consideration to whether the sparse code is meaningful for matching people cross camera views. In order to make the learned dictionary discriminative for cross-view matching, one must exploit cross-view identity discriminative information. With cross-view labels, this can be achieved by forcing the two matched images to have identical sparse codes [5] . However, without any labels available under our unsupervised setting, it is not possible to use this conventional formulation for person Re-ID.
To overcome this problem, we introduce a graph Laplacian regularisation term in the dictionary learning formulation, and rewrite Eq. (1) as
where β is the weight of the new regularisation term, and W ∈ R m×m is a cross-view correspondence matrix capturing the identity relationship between the people in X a and X b which needs to be preserved after they are projected and become Y a and Y b . Note, since the training data are unlabelled, the true cross-view correspondence relationship is unknown. We therefore use W to represent a soft cross-view correspondence relationship. That is, each person in A can correspond to multiple people in B depending on their visual similarity.
Experimental Results
Experimental results on VIPeR and PRID benchmark datasets show that our model significantly outperforms the state of the art. 
