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Zusammenfassung -- Summary 
Verfahren zur Bereehuung des Spektralradius niehtnegativer i reduzibler Matrizen. 
Es werden mehrere Iterationsverfahren zur Bestimmung des Spektralradius 0 einer 
nichtnegativen Matrix A angegeben. Ihre Konvergenz wird unter der Voraussetzung 
bewiesen, dab A irreduzibel ist. Die Verfahren sind, im Gegensatz zur Potenzmethode, 
unempfindlieh gegen das Vorhandensein mehrerer Eigenwerte vom Betrage ~. 
Methods for Computing the Spectral Radius of Nonnegative Irreducible Matrices. 
Several iterative methods for determining the spectral radius 0 of a rmnnegative 
matrix A are given. Convergence is proved under the assumption of irreducibility. 
Contrary to the power method, these methods are insensitive to the presence of 
other eigenvMues with modulus ~. 
1. Ein le i tung 
Es sei ~ die Menge der nichtnegativen irreduziblen 2V • N-Matrizen, 
A ~ und ~o ~ ~ (A) der S1oektrMradius von A. Dann gibt es einen 
loosi~iven Vektor y > 0 mit A y = ~o y. Die Best immung von y ist be- 
kanntlieh /iquivalent mit der Best immung einer Diagonalmatrix Y mit 
positiven Diagonalelementen, so dab y-1 A Y konstante Zeilensummen 
hat. Bei den meisten numerisehen Verfahren wird Y Ms unendliehes 
Produkt  
Y = D1 D2 Da 9 9 9 
yon DiagonMmatrizen der GestMt 
D /= diag (1, . . . ,  1, d~, 1 . . . .  , 1) 
aufgebant. Sei A~-~ D iDo. . .  Di und Ai  = Ai- I  A Ai. In  dieser Dar- 
stellung erscheinen die Verfahren am einfachsten, bei denen die Di nur 
aus Ai-1 berechnet werden. Solche Verfahren kann m~n ctwa Einschritt- 
vers nennen, im Gegensatz u k-Schrittverfahren, wo Di eine Funkt ion 
yon Ai-1 . . . .  , At-~ ist. In  dieser Terminologie ist die Potenzmethode 
ein 2 N-Schrittverfahren. Die Verfahren in [1] und [3] stellen N-Schritt-  
verfahren dar. 
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Einschrittverf~hren wurden in [2] behandelt. Der dort angegebene 
Algorithmus konvergiert Mlerdings nieht ffir Mle A e g. In der vor- 
liegenden Arbeit geben wir Einschrittverfahren an, die ffir alle nicht- 
negativen irreduziblen Matrizen konvergieren. 
Naeh einigen Vorbereitungen wird das Hauptergebnis in Satz 3 for- 
muliert. Er gibt ziemlieh allgemeine Kriterien ffir die Auswahl der di an, 
die die Konvergenz ffir alle A e g garantieren. Anhand dieser Ergebnisse 
werden im vierten Absehnitt einige spezielle Algorithmen angegeben. 
Insbesondere wird gezeigt, wie das Verfahren in [2] modifiziert werden 
kann, so dab es ffir alle A E g konvergiert. Ebenso wird eine vereinfaehte 
Variante yon [3] angegeben. SchlieBlich wird fiber (nieht sehr umfangreiehe) 
numerisehe Erfahrungen berichtet. 
2. Hilfsbetrachtungen 
Wir verwendea im folgenden die Bezeichnungsweise x > 0 
x ~ 0 s positive bzw. nichtnegative Vektoren. Analoges gilt 
Matrizen. Ist x ein Vektor, so sei I] x I[ -" max I xi ]. 
i 
Es sei m ---- min {ai~ [ a,~ > 0, i =~ k}. 
Satz 1. Sei x > 0 ein gegebener Vektor, e > 0 und 
Sei 
Dann gilt 
und 
Ax ~<o(1  +, )x .  
bZW, 
ffir 
(~) = 1 + (1 + ~)N-1 _ 1 ~N-~. (1) 
i,k lYe )  
rain x~<xk <?(s )  min x~ /~= 1, .. N (2) 
i Y~ Y~ ~ Yt "' 
co 
Ax ~ x. (3) 
Beweis. Wir betrachten zuniichst den Fall eo ~ 1, y -~ (1 . . . . .  1), 
also A stochastisch. 
Sei xj = rain xi. Zu gegebenem /c 4= j existiert wegen dcr Irreduzi- 
bilits yon A eine Zahl s, 1 ~ s ~ N -- I mit (As)j, ~ ---- a~?~ ) > 0. Wegen 
A sx  ~( l+s)  sx ,  A sy :y  gilt 
) ~j~ ~-j  -1  ~<( l+e)~- l .  
Da xj minimal ist, sind alle Summanden der linken Seite niehtnegativ, also 
xj 
- - - -  1 < ( (1 + ~)s _ 1)/a~ 
und daher 
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Wegen "(*) m s m ;v-1 ~jk ~> ~> gilt nun  (2). Es  folgt x~/xt ~> 7 -~ fiir bel iebige 
i, k und  daher  
Xk 
b k 
also (3). 
Der  a l lgemeine Fal l  wird nun  auf  diesen Fal l  zurf ickgeff ihrt.  I s t  Y 
die D iagona lmatr ix  mi t  den D iagona le lementen  y~, so ist B = co-~ Y-~ A Y 
stoehast isch und  B Y -~x <~ (1 ~- s) Y-~ x. Ffir B und  y- ix  ist bereits 
alles bewiesen. Durch  R i iek t rans format ion  folgen die Aussagen such  ffir 
den a l lgemeinen Fall.  
Bemerkung. I s t  A > 0, so ist stets s = 1 m6glich. Daher  gilt dann  
(2) und  (3) sehon mi t  
sw y~ 
- -  max  - - .  7(s )=1+ ~ ~,~ y~ 
Es sei im fo lgenden y normiert ,  II Y [] = 1. 
x n (n = 1, 2 , . . . )  sei eine Folge pos i t iver  Vektoren,  [1 xn II = 1, 
= ., X~v), R~ = a~ k/ 1 i=  1, . . . ,N  n= 1, 2, . . .  
Rn = max R~. 
Satz 2. Es sei lira Rn = co. Dann gilt 
lira R~ ---- co i ---- 1, . . . ,  N,  (4) 
lira xn = y. (5) 
Beweis. Es ist A x n <~ Rn x n = co (1 + en) x n und of fenbar lira en = 0. 
Daher  s t rebt  y (en) gegen 1. (3) zeigt nun  die Behauptung (4). 
I s t  x ein H / iu fungspunkt  yon  {xn}, so zeigt (2), da$ x ein Vielfaehes 
yon  y ist. Wegen der Normierung ist x = y. {x n} besitzt  also nur  einen 
H/~ufungspunkt ,  n/~mlieh y. Daher  konverg ier t  (x n} gegen y. Q .e .d .  
Bemerkung. Satz 2 f inder sich im wesent l ichen bereits  in [2]. Die Her -  
le i tung fiber Satz 1, der quant iSat ive Aussagen enth/i lt,  ist neu. 
3. Eine Klasse von Verfahren 
Wir  konst ru ieren rekurs iv  eine Vektor fo lge xn: Sei x l - -   (1 . . . . .  1). 
Es sei v ~ v (n), # ---- # (n) ausgew~hlt ,  so d~l~ 
< i = 1, . . . ,  
gilt. Mit einer noch zu best immenden GrS~e d -dn  sei ~ ~ (~)  mi t  
x-+l=Wtll ll. 
! dx~ k=~ 
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Dann k6nnen wir den folgenden Konvergenzsatz beweisen. 
Satz 3. dn werde so gewiihlt, da$ folgende Aussagen gelten: 
(a) 0 < dn < 1, falls R~,  R~. 
(b) Existiert eine Teilfolge n (i) mit dn(o ~ 1, so folgt lim Rn = ~.  
(c) Es existiert eine Zahl ~, 0 < ~ < 1, ~ unabh/ingig yon n mit 
R~ +~ ~< ~ R~ + (1 --  ~) R,". 
Dann ist lira Rn = w und es sind (4) und (5) erfiillt. 
Beweis.  Wegen Satz 2 geniigt es, lira Rn = (,~ zu zeigen. 
Allgemein gilt 
R.n + 1 n x~ 
-.~ = Ri @ (dn - -  1) air -~- ,  i ~ v, (6) 
x i 
R~v + 1 -~n v - -  a~v 
= a~ @ d~ (7) 
Aus (a) und (c) folgt nun sofort 
Rn >~ Rn+l ~. . .  (8) 
Die Ri sind also monoton fallend und nach unten durch co beschr/inkt. 
Es sei I = {p E {1 . . . .  , N}, p = v (n) nur fiir endlieh viele n}. Wir 
unterscheiden zwei F/~lle. 
Fall 1. I . 0. Da I # {1 , . . . ,N}  ist, gibt es wegen der Irreduzi- 
bilit/it yon A ein k e I, 1 ~ I mit ak~ > 0. 
Wegen (8) und (2) ist fiir a l len  die GrSBe a'~ = ae~x~/x~ naeh 
unten beschr//nkt. Es sei fiir alle n >~ No:V (n) ~= k. Dann ist wegen (6) 
f i i rn  ~>N o
= " (dn 1). 
Ist 1 -- dn >~ s > 0 fiir alle n, so folgt weiter 
n+s- -1  
R~ § < R~ - ~ ~., 4~(~) = R~ - -  ~ ~.  
Da immer wieder ~ (r)---1 ist, gilt lira Ws = oo, ein Widerspruch gegen 
_R~ +" > 0. Es gibt daher eine Teilfolge n (i) mit dn(i) -> 1. Mit (b) folgg 
die Behauptung. 
Fall 2. I = 0. Sei Io ein Index, so dab ftir abz/~hlbar viele n gilt 
# (n )= p. Dutch Indukt ion 1/s sieh die Existenz yon Zahlenfolgen 
m (i), n (i) zeigen mit 
re(i) < n( i )  < re ( i@ 1), 
v {m (i)) = tt (n (i)) -= p,  
re ( i )<  n< n (i) ~ v (n) # p.  
3* 
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Dann gilt offenbar 
R~ (~)+~ ~> R$(~:) = R.(~).  
Nach (c) folgt 
Rm (i) + ~ L)m (i) ' 0 ~ R~(~) - -  ~ ~ _.~ - -  o~ ~ ~ .o~(~(~)) + (1 - -  a) R~ ~(~) 
z~m(~) -- o~) = ~ (Rm(~) - -  ~o). <-~ 6r [.t~g(m(1)) 
Zusammen mit (8) folgt daraus die Behauptung. Q. 0. d. 
- - (D  
(9) 
4. Spezielle Verfahren 
Satz 3 legt das folgende Verfahren nahe: 
Verfahren 1. Zu vorgegebenem 0 < ~ < 1 wghle dn so, dab 
R~ +~ = ~ R~ + (1 -- ~) R~ 
ist. Das ffihrt auf 
R~ - a .  R n -- ~. 
d~= ~ ~ ~ ~(R~ ~ . (~o) 
~R~ + (1 --~)R~ - -a ,  R~ -- a~+ -- R~) 
Damit is~ offenbar (a) und (c) vo~ Satz 3 erfiill~. Aus dn(0-+ 1 folgt 
R~ (~) -- R~ (~) -~ 0, und wegen R~ ~ ~o ~ R~ gilt lira Rn(i) = o~, also wegen 
(8) auch lim Rn = o~. Mithin ist (b) erfiill~. Verfahren 1 konvergier~ daher 
ffir alle nichtnegativen irreduziblen A. 
Etwas komplizierter ist das folgende Verfahren, das im wesentlichen 
eine vereinfachte Version des in [3] vorgeschlagener~ Algorithmus ist. 
Wie in [3] sei 
l~ (t) = R~ ~- a,n~(n) (t -- 1) i 4 v (n), ( l l )  
hn~ (t) = avv -~- (R~-  a~v)/t. (12) 
Es s6i ~ eine LSsung yon l~ (~) = h~ ($). Dann genfigt ~ der Gleichung 
g (~) --= a~ (~ - ~) + (R~ - -  a . )  ~ + (a~ - -  R~) = 0. (13) 
Wegen g (0 )< 0, g (1) > 0, g 
eine LSsung ~ in 
(~) ~< 0 f~r  ~-  
O< ~< 1, 
gib~ es gen~u 
av~ Rt t  
fiir die sog~r 
~ - -  avv 
gil~. Der explizi~e Wert yon ~ is~ 
_~n _ avv 
~$< 1 (14) 
(a~=o)  (15) 
1 
%~ + a~ -- ~,  + fiR, -- %~ %~ 
. (a~ > o) 
2 att~, 
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Verfahren 2. Sei 0 < ~ < 1, fl = ~-1 und 
dn=oC(~n-- 1)-~ 1 =a~n-}-  ( l - -a )  9 1. 
Wegen 0< tn< 1 gilt 1 - -~< dn< 1. 
Wit verifizieren die Voraussetzungen yon Satz 3. 
(a) ist trivial, (b) reehnet man unmittelbar naeh. 
(e): Fiir reelle Zahlen 0 < ~ ~< ~ gilt, wie man leieht beweist, 
~< 
e~ -~- (1 - -  zr F 
R n - -  aw 
Aus (14) folgt 1 + fl (dn -- 1) >~ Daher ~ - -  avv  
(1 - ~) (R~ - -  a~)  + ~ (R~ - -  a . )  
dn >~ 
und wegen (16) 
(16) 
(17) 
Wegen (17) fiir a = 1 folgt 
wobei K unabh~ngig von n w//hlbar ist. Es folgt 
K n 1 
R~+~< l+k  R ,+ I+K R~. 
Ftir a~ = 0 ist wegen R~ +~ = R~ +~ = R~ eine solche Ungleichung 
nicht mehr mSglich. Wie in [2] gezeigt wird, konvergiert dieses Verfahren 
auch nicht for alle irreduziblen A. Es ist nun klar, wie dieser Algorithmus 
abzu/~ndern ist, damit Konvergenz eintritt:  Im Fall a~ = 0 mu6 die 
R n aw 
R? +~ - -  R? - -  (R~-  R~+~ d n n a~v 
(R~ - -  avv) d- ( l  - -  ~) (R  n -  aw) 
Aus (10) und (7) fo]gt dann 
_~ + 1 < ~ R$ + (1 - -  ~) R~, Q .e .d .  
Bemerkung. Unter der in der Praxis wohl stets erfiillten Voraus- 
setzung, dag fiir a l len  die Relation R~ = Rn nur fiir ein i gilt, f/tilt fiir 
= 1/2 Verfahren 2 mit dem in [3] angegebenen Algorithmus zusammen. 
Allerdings ist unser Verfahren einfacher zu programmieren. 
In [2] wird der Fall ~ = 1 betrachtet. Dann ist 
R~ -bl  = ~-#~i~n+l. (18)  
(a) und (b) sind erfiillt. Ist a~ > 0, so folgt aus /18), (6) und (7) 
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Ungleichung in (c) erzwungen werden. Das kann dadurch geschehen, 
indem man dann de wie in Verfahren 1 oder 2 w/~hlt. Wir notieren nur 
die erste MSglichkeit. 
Yerfahren 3. W/ihle mit einem 0 < e < 1 
] ~n falls au~ > 0 
falls au~, -- O. 
Die Konvergenz ist nach Satz 3 gesichert. 
Bemerkung. Ist die folgende Bedingung erfiillt 
3p mit air >0 ffir alle i=  1, . . . ,N ,  i 4=p, 
so konvergiert das Verfahren 2 much ffir e = 1. Da die Bedingung (e) 
yon Satz 3 nicht erfiillt ist, mul3 der Konvergenzbeweis im Fall 2 (I = 0) 
modifiziert werden. Das geschieht wie in [2]. Da p q~ I, existiert eine Folge 
]c (i) mit ~ (/c ( i ) )= p. Daher ist ffir ein j . p 
~k(i) iq r  - -  R~ (1) + ]p (dk(i) 1) R1c(i)-F1 = ~,j - -  
~(~)  - -  1 ) .  <~ Rk(i) + jp (d~ (4) 
Daher 
o < 1 - d~(~) ~< (R~(~) - -  R~(~)+I ) /@ ~). 
Da die Rn konvergieren, geht die rechte Seite gegen Null, d. h. d~(l) -> 1 
und wegen (b) gilt R,  -+ ~o. Q.e.d.  
Diese hinreichende Bedingung ist schw/~cher als die in [2] angegebene. 
5. Beispiele 
Es wurden etliche numerische Beispiele durchgcrechnet, um einen 
Vergleich zwischen den Verfahren zu erm6glichen und den EinfluB des 
Parameters ~ zu studieren. Dabei ergab smh folgendes Bild, wenn man 
die Anzahl der I~erationsschritte zurErreiehung einer gewissen Genauigkeit 
R~ -- R; ~ zugrundelegt. 
Bei vollbesetzter Matrix war das Verfahren 3 (in diesem Fall identisch 
mit dem Verfahren yon [2]) eindeutig iiberlegen. Beim Auftreten yon 
Nullen versehob sieh das Bild: IIier erwiesen sieh alle drei Verfahren als 
etwa gleich gut. Zudem zeigte sieh, dab es dann jeweils am giinstigsten 
war, ~ im Bereieh 0.5--0.7 zu w//hlen. Legt man die Anzahl der Reehen- 
sehritte zugrunde, so schneider Verfahren 1 wegen seiner Einfachheit 
etwas giinstiger ab. Alle Verfahren erwiesen sieh als unempfindlieh gegen 
das Vorhandensein yon Eigenwe!ten mit Betrggen nahe bei ~ (A), wie 
auch in [2] beobaehtet wurde. 
Als Beispiel fiir sehwaehbesetzte Matrizen, deren Eigenwerte zus/~tztich 
alle den gleiehen Betrag haben, fiihren wit 
Verfahren zur Berechnung des Spektralradius 39 
0 1 0 0 ) 
A= 0 0 0.5 0 
0 0 0 0.25 
1 0 0 0 
an. In  der fo lgenden Tabel le sind die Anzah l  der Schr i t te angegeben, um 
R~ - -  R~ ~ 10 -4 zu erreichen. 
Verfahren 1 Verfahren 2 Verfahren 3 
0.9 
0.7 
0.5 
0.3 
0.1 
82 
28 
16 
29 
]15 
100 
28 
30 
49 
195 
129 
34 
20 
20 
76 
Das Verfahren 2 mit  ~ = 1 ist hier zufKllig nach  6 Schr i t ten exakt  am Ziel. 
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