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Abstract
In this paper, we give details on our on-
going efforts to building a lexical resource
that provides fine-grained lexical-semantic
analyses of French verbs, in addition to a
formal organisation of the ontological con-
cepts that are used to describe them. For
implementing this information, we make
use of technology developed in the context
of the Semantic Web, such as the Web On-
tology Language OWL, Description Logic
reasoners, and the Semantic Web Rule
Language SWRL.
We motivate our efforts by comparing our
verb analyses to those found in the French
EuroWordNet (Vossen, 1998). We fur-
ther show the necessity of detailed lexical-
semantic knowledge – including informa-
tion about presuppositions and inferences
– as well as of ontological type informa-
tion e.g. on permitted fillers for argument
slots, for the successful completion of
computational linguistic tasks. Since our
resource is primarily intended for compu-
tational use, we will outline possible ap-
plications of the modelled information.
1 Introduction and Motivation
A number of large-scale lexical resources con-
taining lexical-semantic information have been
created and mapped to resources of ontological
knowledge, such as WordNet and FrameNet (Fell-
baum, 1998; Baker et al., 1998). Although impres-
sive in quantitative terms, what these resources
lack to a large extent is an in-depth formal lexical-
semantic analysis, e.g. one that provides presuppo-
sitional and inferential information. However, this
knowledge is required in order to be able to suc-
cessfully perform automatic reasoning tasks such
as the recognition of textual entailment.
While these resources might still serve as a solid
basis for starting in-depth lexical-semantic ana-
lysis of English lexical items, there is no such
resource of comparable quality for French. Al-
though there is a French EuroWordNet (Vossen,
1998), its usability is questionable particularly be-
cause it contains a lot of inaccuracies in the de-
scription of the verbal domain. As for existing on-
tological resources, they tend to describe continu-
ants (i.e. entities that are persistent through time,
such as objects or organisations) with far more ac-
curacy and detail than occurrents (i.e. entities that
have temporal parts, such as events or processes).
In this paper, we will show our approach to
building a resource that provides in-depth analyses
of the lexical semantics of French verbs and that
takes into account also presuppositional and infer-
ential information. The lexical-semantic analyses
are tightly linked to concepts in an ontology of oc-
currents. However, despite the references to large-
scale lexical-semantic resources, the purpose of
this paper is not to present a finished large-scale
resource that is capable of directly competing with
existing ones, but rather to illustrate ongoing work
on principles for modelling a formal combination
of syntactic, lexical-semantic, and ontological in-
formation in a single resource.
In the following section, we will introduce the
necessary background and look at the extent to
which existing resources could be used in the cre-
ation process. The process itself is described in
detail in Section 3.
2 Background and Related Work
2.1 Formalisms
The formalisms that are used for building the re-
source have been developed in the field of the Se-
mantic Web, a research area devoted among oth-
ers to providing tools and formalisms for assigning
meaning to web content (Berners-Lee et al., 2001).
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In particular, we make use of the Web Ontology
Language OWL (Bechhofer et al., 2004) and the
Semantic Web Rule Language SWRL (Horrocks
et al., 2004). While these formalisms have been
described at length in the relevant literature, we
will quickly summarise the main characteristics
that are necessary for the comprehension of the pa-
per.
OWL. TheWeb Ontology Language (Bechhofer
et al., 2004) is a formalism based on the Resource
Description Framework RDF1 and can be ex-
pressed in XML syntax. Its main building blocks
are classes (corresponding to one-place predicates
in first-order logic), properties (two-place predi-
cates) and individuals (instances of classes). OWL
comes in three sublanguages, which differ wrt.
their expressivity: OWL Lite is the least expres-
sive sublanguage and allows for simple class defi-
nitions; OWL DL is based on description logic, a
decidable fragment of first-order logic, which al-
lows for all OWL constructs but restricts the use of
some of them in order to maintain decidability of
reasoning; OWL Full is the most expressive sub-
language and imposes no restrictions on the lan-
guage constructs, however at the cost of decidabil-
ity. For example, in OWL Full it is possible to
express that a class is an instance of another class,
which is disallowed in OWL DL.
SWRL. The Semantic Web Rule Language
(Horrocks et al., 2004) adds expressivity to OWL
in that it allows for the expression of Horn-like
rules, i.e. disjunctive rules with at most one pos-
itive literal, for example
¬hasFather(x,y)∨¬hasBrother(y,z)∨hasUncle(x,z)
which is equivalent to the following rule:
hasFather(x,y)∧hasBrother(y,z)→ hasUncle(x,z)
SWRL can be expressed directly in OWL syn-
tax – so the resulting documents are still OWL
compliant – and the rules can be interpreted and
executed by tools such as the Jess R© rule engine2.
2.2 Lexical-semantic resources and
ontologies
EuroWordNet. The EuroWordNet project
(Vossen, 1998) aimed at providing resources
similar to Princeton WordNet (Fellbaum, 1998)
for seven European languages, all of which are
1http://www.w3.org/RDF/
2http://www.jessrules.com/
connected through an interlingual index (ILI) that
contains a set of language-independent concepts.
The ILI is linked to the so-called EuroWordNet
Top Ontology, an upper-ontology-like collection
of features that have been designed to describe
the lexical-semantic relations in the wordnet. The
French version of EuroWordNet contains roughly
8,300 verb senses and 24,500 noun senses, which
are organised into 22,745 synonym sets and linked
using lexical-semantic relations like hyponymy
and meronymy.
In contrast to the scale of the resource in terms
of covered senses, the detail of description is gen-
erally limited to taxonomic relations between syn-
onym sets and does not include information on ar-
gument structure. However, the probably biggest
drawback of the French EuroWordNet lies in its
inaccuracy and even partial incorrectness, mainly
wrt. to the verbal descriptions, both of which prob-
ably stem from semi-automatically translating En-
glish synsets into French (Dutoit et al., 1998).
Therefore, only the noun hierarchy can be consid-
ered as a useful starting point for building other
lexical resources, whereas the verb hierarchy can
only provide a rough sketch as to the interpretation
and organisation of the senses.
Other resources. Apart from EuroWordNet,
there is no large-scale lexical resource of French
that provides qualitatively adequate lexical-
semantic analyses. While resources such as
FrameNet and VerbNet (Baker et al., 1998;
Kipper-Schuler, 2006) exist for English, none of
these have been extended to French in a compara-
ble way yet.
2.3 Ontologies
SUMO. Together with DOLCE (see below), the
Suggested Upper Merged Ontology (Niles and
Pease, 2001) is one of the most widely used ones
in the NLP community, among others due to the
fact that mappings have been created to Prince-
ton WordNet (Niles and Pease, 2003) and the Eu-
roWordNet ILI (Spohr, 2008a). SUMO comes
with MILO, a mid-level ontology, as well as do-
main ontology extensions, which in total contain
20,000 terms and 70,000 axioms. While origi-
nally implemented in SUO-KIF – a formalism in-
tended as first-order language – SUMO has also
been translated to OWL Full, with the attempt to
preserve as much as possible of the original ax-
iomatisation.
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Despite its quantitative size and degree of for-
malisation, SUMO has been criticised primar-
ily wrt. the usability of its axiomatisations, since
they are questionable from a modelling perspec-
tive (e.g. instances being concepts at the same time
and relations being modelled as concepts). More-
over, SUMO seems to lack a clear theoretical ba-
sis, as it adopts ideas from different ontological
theories (Sonntag et al., 2007).
DOLCE. The Descriptive Ontology for Lin-
guistic and Cognitive Engineering (Gangemi et
al., 2003a) is an upper-level ontology that has
been designed with a strongly cognitive bias. Its
classes and the relations among them have been
implemented with the OntoClean methodology
(Guarino and Welty, 2002), which gives the re-
source a formally and theoretically more solid ba-
sis than e.g. SUMO. As was mentioned above,
DOLCE has also been mapped to Princeton Word-
Net (Gangemi et al., 2003b).
DOLCE is the first reference module of the
WonderWeb library of foundational ontologies,
and it has a number of extensions (e.g. an ontol-
ogy of information objects). In total, DOLCE and
its extensions comprise roughly 200 classes and
300 properties, and they are available as OWL ver-
sions.
Next to this version of DOLCE, which is called
DOLCE-Lite-Plus, there exists a version called
DOLCE-Ultralite (DUL), which uses friendly
names for classes and properties and simple class
restrictions.3 For these reasons, and since DUL is
– as DOLCE-Lite-Plus – expressed in OWL DL,
it provides a solid formal basis for the definition
of a lexical-semantic and ontological resource. In
total, DUL contains roughly 200 classes and 130
properties.
3 Creation and Computational Use of the
Resource
In the following, we will discuss the different steps
in the process of building the resource. The man-
ual analysis that precedes the other ones will be
omitted here since it has been discussed at length
in (Martin et al., to appear). However, it is impor-
tant to notice that at the end of this analysis step,
we have obtained a formal lexical-semantic repre-
sentation of different senses of a verb that contains
information about presuppositions and inferences,
3http://wiki.loa-cnr.it/index.php/
LoaWiki:DOLCE-UltraLite
in addition to information about sense-specific re-
strictions on the ontological type of argument slot
fillers (e.g. “the subject has to be human” or “a di-
rectional prepositional phrase has to be present”).
3.1 Interfaces between syntactic, ontological
and lexical-semantic knowledge
In this section, we will explain how we model the
knowledge obtained from the manual analysis, on
the one hand in the form of a kind of “lexical
entry” for the different senses, on the other hand
in the form of ontological concepts and inference
rules.
Ontological argument restrictions in the lexi-
con. On the basis of the above analysis, we cre-
ate a small subhierarchy of classes in our lexicon,
corresponding to the senses of a verb. The classes
are organised hierarchically (as shown in Figure 1)
in order to be able to express generalisations that
hold for more than one sense, and in order to be
able to complete reasoning tasks such as “is the
occurrence of pousser in this sentence a physical
sense of pousser?”.
pousser
pousser figurative
pousser conceptual
pousser conceptual1
pousser conceptual2
. . .
pousser psychological
pousser psychological1
. . .
pousser physical
. . .
Figure 1: Hierarchy of senses of pousser
Each of the “leaf classes” (e.g. pousser concep-
tual1) represents a specific configuration of syn-
tactic and ontological parameters, which are mod-
elled as necessary and sufficient conditions on the
definition of the respective class. These axioms
are the result of expressing the findings and intu-
itions wrt. the ontological type of the arguments
in the manual analysis step in terms of DOLCE-
Ultralite concepts. Figure 2 below shows such a
configuration for one of the conceptual senses of
pousser.
The formalisation is to be interpreted as fol-
lows: in order to be classified as an instance of
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pousser conceptual1 ≡ pousser
∃ sub j (∃ canDenote dul:Organism)
∀ sub j (∃ canDenote dul:Organism)
∃ ob j (∃ canDenote dul:Abstract)
∀ ob j (∃ canDenote dul:Abstract)
≥ 3 arg owl:Thing
Figure 2: Axiomatisation of pousser conceptual1
pousser conceptual1, it is both necessary and suf-
ficient to be an instance of pousser, with a sub-
ject that can denote an organism, with a direct ob-
ject that can denote something abstract, and with
at least one more argument (i.e. the number of ar-
guments is at least 3; owl:Thing just refers to “any
kind of entity”). The predicate canDenote used
in the formalisation captures the polysemy of the
nominal argument, since the classes that represent
nouns contain as axioms the ontological concepts
they can denote, such as e.g. the class faim1 with
the axiom ∃ canDenote dul:SocialObjectAttribute.
So in other words, the object part of the example
above states that the value of the obj property of
pousser has to be an instance of a class that can
denote something abstract (i.e. dul:Abstract or any
of its subclasses). An example of an instance of
this sense of pousser is given in sentence 1 below.
(1) Pierre
Pierre
a
has
pousse´
pushed
ma
my
faim
hunger
jusqu’a`
to the point of
la rage.
fury.
As can be seen in the figure, we have imple-
mented a very tight link between ontological and
syntactic information. In addition to this, we have
a further link from the syntax to the ontological
and formal lexical-semantic analysis, which will
be illustrated in the following.
Inference rules. In order to model the infer-
ences triggered by the syntactic configurations
shown above, a formalism that goes beyond the
expressivity of OWL is needed, e.g. to be able to
make assertions about the entities involved. For
this we make use of SWRL rules that contain a
specific syntactic configuration in the rule body
(e.g. pousser(?e)∧ sub j(?e,?x)∧ob j(?e,?y)) and
a resulting lexical-semantic output configura-
tion in the rule head (e.g. PUSHING(?e) ∧
agent(?e,?x)∧VECTOR(?v)∧ source(?e,?v) . . .).
Such a rule is interpreted for example as “if we
have an instance e of pousser with subject x and
object y, then e is also an instance of a PUSHING-
event, with x as agent and a vector v as source . . . ”.
Thus, rules implement a crucial link between the
syntax on the one hand, and lexical-semantic and
ontological knowledge on the other.
Ontology of occurrents. As can be seen in the
rule excerpt above, we make use of other onto-
logical concepts in addition to the ones defined in
DUL, such as PUSHING and VECTOR. Taxo-
nomically, they are located below the DUL con-
cepts in the hierarchy, as they represent more
specific cases of the ones defined there, e.g.
PUSHING as a more specific kind of Action. The
aim of this ontology of occurrents is to also as-
sign axiomatic definitions and inference rules to
the concepts therein, in order to generalise concep-
tual properties over specific lexical realisations,
i.e. verb senses. This ontology is still work in
progress, and since we intend to design it accord-
ing to the OntoClean principles, we have used
DUL to sort of “prestructure” our concept hierar-
chy. However, defining essential and rigid prop-
erties or identity criteria of occurrents is an entire
topic of its own, and will be part of future research.
3.2 Computational use
In the following paragraphs, we will briefly ex-
plain how the resource can be used for automatic
word-sense disambiguation and calculation of in-
ferences.
Disambiguation of verbs in context. The pri-
mary factors that can be used for the disambigua-
tion of verb senses is the ontological type of the
syntactic arguments. As was shown in Figure 2
above, these are modelled as necessary and suffi-
cient conditions in the respective class definition.
For disambiguating a sentence like the one in
(1), we would first assume syntactic input that
provides at least information about the predicate
(pousser), its arguments (e.g. subject = Pierre, ob-
ject = faim etc.) as well as the tense used (in this
case passe´ compose´). The fillers of the argument
slots are then looked up in selectional preference
lists of the respective predicate (Spohr, 2008b),
which contain information about the most prob-
able ontological types per argument slot, and the
sense of the noun whose ontological type scores
highest is selected and asserted in the resource.
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For example, after having selected a sense of faim,
we assert an individual x as an instance of the class
faim1 and link it to the predicate by means of the
subj relation, i.e. subj(x). On the basis of (i) the
syntactic configuration, (ii) the necessary and suf-
ficient conditions in the classes for pousser, and
(iii) the sense selection for the nominal arguments,
a description logic reasoner (e.g. Pellet; (Sirin et
al., 2007)) is run and infers a sense of the predi-
cate pousser that has been used in this particular
sentence.
Calculation of inferences. Once a sense has
been selected by the reasoner, the system can ex-
ecute the SWRL rules that have been defined for
the respective senses in order to calculate the in-
ferences that are licensed on the basis of the previ-
ous sense selection. As was mentioned in Section
3.1, the appropriateness of a rule is further deter-
mined by the syntactic context in which the verbal
predicate has been used, and which has to match
with the one stated in the rule body. The new state-
ments that result from the rule execution are then
asserted in the resource. They represent the logi-
cal form of the input sentence, based on the onto-
logically enriched manual lexical-semantic analy-
sis. This information, which is directly encoded in
OWL, can then further be made available to other
applications.
3.3 Current state of and future plans
As was already mentioned in the introduction, the
resource is not in a state of being applied to real-
life tasks. The lexical-semantic analysis of verbs
as well as the definition of the ontology are still
work in progress, and the current size in terms of
senses covered is very small. Nonetheless, sam-
ple tests on selected corpus sentences have been
able to serve as a proof of concept for the rich for-
malisation of verbs as being done in our project.
Therefore, with the formal principles of modelling
lexical-semantic and ontological information de-
fined, we intend to tackle the quantitative size of
the resource in the future.
4 Conclusion
In this paper, we have provided details on the pro-
cess of building a lexical resource of French that
contains a high level of detail wrt. the lexical-
semantic and ontological analysis of the verbal do-
main, with focus on the interplay between syntac-
tic, lexical-semantic and ontological information.
In addition to motivating the necessity of a high
level of detail in the modelling of this knowledge,
we have presented ongoing efforts in designing an
ontology of occurrents and, finally, outlined the
potential of the resulting resource for use in com-
putational scenarios.
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