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Résumé
Dans cet article, nous nous intéressons à la résolution de
problèmes de collecte active d’information exprimés sous
la forme de ρ-POMDP, une extension des Processus Déci-
sionnels de Markov Partiellement Observables (POMDP)
dont la récompense ρ dépend de l’état de croyance. Des
approches utilisées pour résoudre les POMDP ont déjà
été étendues au cadre ρ-POMDP lorsque la récompense
ρ est convexe ou lipschtizienne, mais ces approches ne per-
mettent pas de résoudre toutes les instances de ρ-POMDP.
Afin de proposer un algorithme en-ligne efficace qui s’af-
franchit des contraintes sur ρ, cet article se concentre
sur les méthodes à base de recherche arborescente Monte
Carlo et cherche à adapter POMCP à la résolution de ρ-
POMDP. Comme les récompenses dépendent de l’état de
croyance, il est nécessaire de modifier POMCP (i) pour
échantillonner plusieurs états lors des trajectoires suivies
et (ii) pour éviter les biais dans l’estimation des valeurs.
Des expériences ont été conduites pour étudier les proprié-
tés de l’approche proposée.
Mots Clef
Planification dans l’incertain, recherche active d’informa-
tion, Approche MCTS, POMDP, ρ-POMDP.
Abstract
In this article, we address the issue of solving information-
gathering problems expressed as ρ-POMDPs, an exten-
sion of Partially Observable Markov Decision Processes
(POMDPs) whose reward ρ depends on the belief state.
Approaches already used for solving POMDPs have been
extended to solving ρ-POMDPs as belief MDPs when the
reward ρ is convex in B or when it is Lipschitz-continuous
(LC), using respectively PWLC or LC approximators. In
the present paper, we build on the POMCP algorithm to
propose a Monte Carlo Tree Search for ρ-POMDPs, ai-
ming for an efficient online planner. Adaptations are requi-
red due to the belief-dependent rewards to (i) propagate
more than one state at a time, and (ii) prevent biases in
value estimates. Experiments are conducted to analyze the
approach at hand.
Keywords
Planning under uncertainty, active information gathering,
MCTS, POMDP, ρ-POMDP.
1 Introduction
De nombreux algorithmes de l’état de l’art pour la ré-
solution de processus de décision markoviens partielle-
ment observables (POMDP) consistent à transformer le
problème en un problème «complètement observable»—
plus précisément un belief MDP (ou MDP sur les états
de croyance)—-et à exploiter la linéarité par morceaux
et la convexité de la fonction de valeur optimale dans
l’espace d’état de ce nouveau problème (ici l’espace des
croyances B) en maintenant des approximateurs de fonc-
tion généralisant. Cette approche a été étendue à la ré-
solution de ρ-POMDP, c.-à-d. des problèmes dont le cri-
tère de performance dépend de la croyance (par exemple
en collecte active d’information), quand ρ elle-même est
convexe en B [1] ou quand ρ est lipschitzienne [10]. Dans
cet article, nous proposons un nouvel algorithme pour ré-
soudre des ρ-POMDP qui ne nécessite ni la convexité ni
la Lipschitz-continuité de ρ, mais repose sur de l’échan-
tillonnage Monte Carlo et est inspiré par POMCP [17]. Cet
algorithme utilise des filtres particulaires et échantillonne
des particules pendant les trajectoires pour estimer les états
de croyance visités B et les récompenses associées ρ(B).
Cet algorithme et ses variantes sont évaluées empirique-
ment sur divers problèmes de collecte d’information.
L’article est organisé comme suit. La section 2 discute de
travaux connexes sur le contrôle orienté information. La
section 3 présente un état de l’art (i) d’abord sur les proces-
sus de décision markoviens (MDP) et les recherches arbo-
rescentes Monte Carlo (MCTS), (ii) puis sur les POMDP
et l’algorithme Partially Observable Monte Carlo Plan-
ning (POMCP), une approche MCTS pour la résolution de
POMDP et, (iii) enfin sur les ρ-POMDP. La section 4 dé-
crit notre contribution : deux algorithmes, ρ-beliefUCT et
ρ-POMCP, pour la résolution de ρ-POMDP avec des ap-
proches MCTS. Enfin, la section 5 présente les expérimen-
tations conduites et analyse les résultats avant de conclure
et de donner quelques perspectives.
2 Travaux connexes
Les premiers travaux sur le contrôle orienté informa-
tion (IOC) impliquaient des problèmes formalisés soit (i)
comme des POMDP (comme EGOROV, KOCHENDERFER
et UUDMAE [9] l’ont fait récemment, puisqu’une récom-
pense dépendant de l’observation peut trivialement être re-
formulée comme une récompense dépendant de l’état), ou
(ii) avec des récompenses dépendant de la croyance (et des
méthodes de résolution essentiellement ad-hoc comme [11,
14]).
ARAYA-LÓPEZ et al. [1] proposent les ρ-POMDP pour for-
maliser facilement de nombreux—si ce n’est la plupart—
problèmes IOC. Ils montrent qu’un ρ-POMDP dont la
fonction de récompense dépendant de la croyance ρ est
convexe peut être résolu avec des solveurs de POMDP à
base de points modifiés qui exploitent toujours la propriété
PWLC (avec des bornes d’erreurs qui dépendent de la qua-
lité de l’approximation PWLC de ρ).
Le cadre POMDP-IR (POMDP with Information Reward)
de SPAAN, VEIGA et LIMA [19] permet de décrire des pro-
blèmes IOC avec des récompenses linéaires en b qui sont
démontrés comme équivalents aux ρ-POMDP «PWLC»
(c.-à-d. quand ρ est PWLC) [16]. Dans les deux cas les
techniques de résolution proposées sont des solveurs de
POMDP modifiés. Pour sa part, le cadre général des ρ-
POMDP permet de formaliser plus de problèmes, par
exemple en spécifiant directement un critère reposant sur
l’entropie de Shannon.
Plus récemment, FEHR et al. [10] ont appliqué la même ap-
proche que ARAYA-LÓPEZ et al. [1], mais pour des récom-
penses croyance-dépendantes lipschitziennes (LC) plutôt
que convexes. Ils ont démontré que, quand ρ est lipschit-
zienne, alors la fonction de valeur optimale est aussi lip-
schitzienne à horizon fini. Elle peut alors être minorée
(et majorée) par des bornes uniformément améliorables, et
deux algorithmes reposant sur HSVI ont été proposés pour
tirer parti de ces encadrements.
A contrario, le présent article ne repose pas sur des
approximateurs de la fonction de valeur généralisant
(PWLC ou LC). N’importe quelle récompense croyance-
dépendante peut ainsi être considérée. Dans ce but, nous
avons décidé de tirer parti des recherche arborescentes
Monte Carlo (MCTS), en particulier de l’algorithme Par-
tially Observable Monte Carlo Planning (POMCP) [17] qui
ne repose pas sur la propriété PWLC. MCTS et POMCP
présentent en outre plusieurs autres intérêts : (i) ils ne re-
quièrent pas un modèle complet mais seulement un simula-
teur ; (ii) contrairement aux recherches heuristiques, ils ne
requièrent pas d’initialisations optimistes ou pessimistes de
la fonction de valeur ; et (iii) ils se sont montrés très effi-
caces pour résoudre des problèmes avec de très grands es-
paces d’action et d’observation.
3 État de l’art
3.1 MDP et algorithmes par échantillonage
Processus de décision markoviens Un processus de
décision markovien (MDP) [15] est défini par un tuple
〈S,A, P, r〉 où S est l’ensemble fini des états du système ;
A est l’ensemble fini des actions possibles ; la fonction de
transition P donne la probabilité de transiter d’un état s à
un autre s′ quand une action a est accomplie : Pa(s, s′) =
Pr(s′|s, a) ; et r(s, a, s′) est la récompense scalaire ins-
tantanée reçue pendant cette transition. Résoudre un MDP
consiste à trouver une politique—une application π : S →
A—maximisant un critère de performance (dans notre cas,
la somme γ-atténuée des récompenses).
Algorithmes en-ligne Dans cet article, nous nous
concentrerons sur les algorithmes en-ligne. À chaque pas
de temps, un tel algorithme estime la meilleure action à
effectuer. Le système effectue alors cette action et reçoit
de l’information de l’environnement pour mettre à jour sa
connaissance de l’état courant. Cet algorithme en-ligne est
ensuite appelé à nouveau pour décider de la prochaine ac-
tion à accomplir. Les approches en-ligne ont l’avantage
de restreindre les états considérés à ceux qui sont attei-
gnables, et peuvent se concentrer seulement sur ceux qui
apparaissent pertinents.
Un premier algorithme naïf consiste à appliquer la pro-
grammation dynamique à l’arbre complet des futurs pos-
sibles jusqu’à une certaine profondeur. Les valeurs sont
alors remontées depuis les feuilles pour estimer la valeur de
chaque action à la racine. Toutefois, cet algorithme souffre
d’une explosion combinatoire du fait de la croissance ex-
ponentielle du nombre de nœuds avec la profondeur consi-
dérée.
Algorithmes reposant sur l’échantillonnage Une pre-
mière amélioration a été faite avec Sparse Sampling (SS)
[12], lequel n’échantillonne qu’un nombre limité de pro-
chains états après chaque action, et estime les valeurs
des actions par une moyenne. Cela réduit grandement le
temps de calcul et requiert non pas un modèle complet
du processus, mais seulement un simulateur. Toutefois SS
échantillonne des trajectoires uniformément sans considé-
rer les valeurs estimées, alors qu’il pourrait être amélioré
en se concentrant sur les parties prometteuses de l’arbre,
ce qui est le but des recherches arborescentes Monte Carlo
(MCTS).
Approches MCTS Dans les approches MCTS [7, 13, 6],
l’arbre représentant les futurs possibles à partir d’un état
de départ est construit d’une manière incrémentale non-
uniforme. Chaque itération consiste en 4 étapes :
sélection : une trajectoire est échantillonnée dans l’arbre
selon une stratégie d’exploration jusqu’à ce qu’un
nœud n’appartenant pas à l’arbre soit atteint ;
expansion : ce nouveau nœud est ajouté à l’abre ;
simulation : la valeur de ce nouveau nœud est estimée en
échantillonnant une trajectoire depuis ce nœud suivant
une politique rollout (de «déroulement») ;
rétro-propagation : cette estimation et les récompenses
reçues durant l’étape de sélection sont alors rétro-
propagées aux nœuds visités pour mettre à jour leurs
statistiques (valeur et nombre de visites).
UCT MCTS a été appliqué avec succès pour résoudre
des MDP [13]. Dans Upper Confidence Bound applied
to trees (UCT), la stratégie d’exploration utilisée pour
échantillonnée une trajectoire dans l’arbre repose sur Up-
per Confidence Bounds (UCB1). À chaque nœud état,
cette stratégie sélectionne l’action qui maximise la va-




N(s,a) , où Cp est une constante d’exploration qui
doit être choisie correctement, N(s) est le nombre de vi-
sites passées du nœud s, etN(s, a) est le nombre de fois où
l’action a a été choisie dans le nœud s. Ce bonus d’explo-
ration dépend du nombre de visites et garantit que toutes
les actions seront sélectionnées dans le future, même si
l’une d’entre elles a une valeur estimée plus grande que
les autres. De plus, cette stratégie de sélection d’action fait
converger asymptotiquement les valeurs d’actions estimées
vers la valeur optimale.
3.2 POMDP
Un POMDP [3] est défini par un tuple
〈S,A,Z, P, r, γ, b0〉, où S , A et Z sont des ensembles
finis d’états, d’actions et d’observations ; Pa,z(s, s′) donne
la probabilité de transiter vers l’état s′ en observant z
quand l’action a est appliquée en l’état s (Pa,z est une
matrice S × S) ; r(s, a) ∈ R est la récompense associée à
l’accomplissement de l’action a dans l’état s ; γ ∈ [0; 1)
est un facteur d’atténuation ; et b0 est l’état de croyance
initial—c.-à-d. la distribution de probabilité initiale sur les
états possibles. L’objectif est alors de trouver une politique
π qui prescrit des actions en fonction des actions et
observations passées de façon à maximiser l’espérance de
la somme des récompenses atténuées (ici avec un horizon
temporel infini).
Pour cela, un POMDP est souvent transformé en un belief
MDP 〈∆,A, P, r, γ, b0〉, où ∆ est le simplexe des états de
croyance possibles, A est le même ensemble d’actions, et
Pa(b, b
′) = P (b′|b, a) et r(b, a) =
∑
s b(s)r(s, a) sont
les fonctions de transition et de récompense induites. Ce
cadre permet de considérer des politiques π : ∆ → A,




tr(bt, π(bt))|b0 = b]. Les politiques optimales
maximisent V π dans tous les états de croyance accessibles
depuis b0. Leur fonction de valeur V ∗ est le point fixe de
l’opérateur d’optimalité de Bellman (H) [4] HV : b 7→
maxa[r(b, a)+γ
∑
z ‖Pa,zb‖1V (ba,z)], et agir de manière
gourmande par rapport à V ∗ fournit une telle politique.
3.3 MCTS pour POMDP
SILVER et VENESS [17] ont proposé l’algorithme Par-
tially Observable Monte Carlo Planning (POMCP) pour
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FIGURE 1 – Exemple d’un arbre de croyances avec 2 actions
a1 et a2, et 2 observations z1 et z2. Chaque nœud croyance
est représenté par un nœud carré et associé à un historique
h = (a0, z0, . . . , zt). Pendant son exécution, POMCP va cal-
culer B(h), une estimation de son état de croyance, et V (h), une
estimation de sa valeur optimale. Il comptera aussi le nombre des
visites passées N(h). Chaque nœud-action est représenté par une
ellipse et associé à un historique ha. POMCP va calculer une va-
leur estimée V (ha) et compter le nombre de visites N(ha).
appliquer MCTS à la résolution de POMDP. Un POMDP
est abordé à travers le belief MDP correspondant, un
arbre d’états de croyance étant fait d’une alternance de
nœuds action et de nœuds croyance comme présenté
dans la figure 1. Le chemin jusqu’à un nœud croyance
à profondeur t suit l’historique action-observation ht =
(a0, z0, a1, z1, . . . , zt) allant de la croyance racine à cette
croyance b(ht).
Appliquer directement UCT au belief MDP échantillon-
nerait des trajectoires (b0, a0, b1, a1, . . . , bt) dans l’espace
des croyances, requiérant ainsi le modèle POMDP com-
plet et un coût computationnel élevé pour calculer des
états de croyance exacts. Pour éviter ce coût, POMCP
échantillonne des trajectoires dans l’espace d’états, ce qui
ne requiert qu’un simulateur comme modèle génératif du
POMDP. Étant donné un état s et une action a, ce simula-
teur G fournit un état successeur s′, une observation z, et
une récompense r supposée échantillonnés d’après le vrai
modèle sous-jacent (s′, z, r) ∼ G(s, a).
Pendant la phase de sélection, POMCP utilise ce modèle
génératif pour échantillonner une trajectoire : le premier
état est échantillonné à partir de l’estimation de la croyance
à la racine, puis on alterne entre (i) choisir une action sui-
vant UCB1 (appliqué aux valeurs d’action estimées dans
le nœud croyance courant), et (ii) échantillonner un pro-
chain état, une observation et une récompense selon le mo-
dèle génératif G. En accumulant des valeurs dans les nœuds
croyance, faire une moyenne sur toutes les trajectoires si-
mulées donne une estimation de la valeur V (h) du nœud
croyance h, même si seules des trajectoires sur les états ont
été échantillonnées.
En outre, les états sont collectés dans chaque nœud
croyance visité de manière à estimer la prochaine croyance
à la racine quand une action est effectivement appliquée.
En évitant le calcul des croyances exactes b(h) dans chaque
nœud croyance, POMCP permet d’aborder des problèmes
plus grands, tout en préservant les garanties de convergence
asymptotiques comme UCT.
SILVER et VENESS [17] ont aussi proposé l’algorithme
PO-UCT comme une première étape vers POMCP. PO-
UCT diffère de POMCP dans la façon de calculer l’état
de croyance de la nouvelle racine : au lieu de collecter des
états échantillonnés, quand une action est effectivement ap-
pliquée et une observation reçue, alors l’état de croyance
est calculé avec une mise à jour de Bayes exacte.
3.4 ρ-POMDP
Les ρ-POMDP [1] diffèrent des POMDP en ce que leur
fonction de récompense ρ dépendent de l’état de croyance,
permettant ainsi de définit non seulement des critères orien-
tés contrôle, mais aussi des critères orientés information,
généralisant ainsi les POMDP. La récompense immédiate ρ
est naturellement définie comme ρ(b, a, b′), la récompense
immédiate associée à la transition de la croyance b à la
croyance b′ après avoir effectué l’action a. Par simplicité et
sans perte de généralité, cet article utilise la notation ρ(b, a)
(même si les problèmes considérés reposent sur ρ(b, a, b′)).
Il est aisé d’étendre les algorithmes proposés en raisonnant
sur ρ(b, a, b′) au lieu de ρ(b, a).
Comme présenté dans les travaux connexes, ARAYA-
LÓPEZ et al. [1] et FEHR et al. [10] ont exploité les ré-
compenses ρ PWLC et lipschitziennes pour résoudre des
ρ-POMDP généraux. Toutefois, si de nombreux problèmes
peuvent être modélisés avec des récompenses ρ convexes
ou lipschitziennes, cela nous laisse avec de nombreux pro-
blèmes qui ne peuvent être résolus avec des approximations
similaires.
Ici, nous proposons d’utiliser l’approche MCTS pour abor-
der le cas ρ-POMDP général sans contrainte sur la fonc-
tion ρ. À titre d’exemple, considérons un agent surveillant
un musée et dont l’objectif est de localiser un visiteur avec
une certitude donnée. SiX dénote la variable aléatoire pour
la position du visiteur et bX la croyance associée, alors la





1, si ‖bX‖∞ > α
0, sinon
récompense les distributions dont la probabilité maximale
est plus grande que α ∈ [0, 1]. Il s’agit d’une fonction seuil,
donc ni convexe, ni lipschitzienne du fait de sa disconti-
nuité là où ‖bX‖∞ = α.
4 Algorithmes MCTS pour ρ-
POMDP
POMCP et sa variante PO-UCT ne peuvent être appli-
qués directement à la résolution de ρ-POMDP. PO-UCT
ne calcule pas les croyances exactes durant ses étapes de
sélection et de rétro-propagation (mais seulement à la ra-
cine de l’arbre), et ne peut donc calculer les récompenses
croyance-dépendantes le long d’une trajectoire. POMCP
génère des trajectoires en ne suivant qu’une séquence
d’états et échantillonne des récompenses liées à ces états.
Il collecte les états visités dans les nœuds croyance, mais
ceux-ci ne sont pas suffisants pour correctement estimer les
états de croyance et calculer précisément les récompenses
croyance-dépendantes comme requis par les ρ-POMDP.
4.1 Algorithme ρ-beliefUCT
Le premier algorithme proposé dans cet article est appelé
ρ-beliefUCT. Il consiste à appliquer directement UCT au
belief MDP dérivé du ρ-POMDP. Cela requiert d’avoir
accès au modèle ρ-POMDP complet et de calculer des
croyances exactes pour chaque nœud croyance de l’arbre







Pendant l’étape de simulation, une politique rollout dépen-
dant de la croyance (par opposition à une politique aléa-
toire) a besoin de calculer non seulement la croyance à
chaque choix d’action, mais aussi les récompenses immé-
diates ρ(b, a) pour estimer la valeur du nœud ajouté. Cela
induit un important coût computationnel.
ρ-beliefUCT peut toutefois tirer parti de plusieurs élé-
ments. D’abord, puisque chaque historique correspond à un
unique état de croyance, chaque état de croyance n’a besoin
d’être calculé qu’une fois quand le nœud correspondant est
ajouté. Deuxièmement, alors que, dans POMCP, r(b, a) est
estimé comme une moyenne non biaisée parce que r(b, a)
est linéaire en b, dans notre contexte, ρ(b, a) est une fonc-
tion déterministe de la croyance : sa valeur exacte peut être
mémorisée directement dans le nœud action. Enfin, on peut
échantillonner une observation pendant l’étape de sélection
sans calculer la probabilité d’observation P (z|b(h)). Cela
peut être fait sans biais en échantillonnant d’abord un état
s de la croyance courante b(h), puis un état s′ et une obser-
vation z du modèle génératif du POMDP (ou en employant
la distribution de probabilité Pz,a(s, s′) si elle est dispo-
nible).
ρ-beliefUCT est un algorithme de référence intéressant.
Toutefois, pour éviter (i) le coût associé au calcul exact
des croyances, et (ii) le besoin d’un modèle complet du
POMDP, nous proposons un autre algorithme, ρ-POMCP,
qui ne calcule pas les croyances exactes, mais les es-
time en collectant des états échantillonnés dans les nœuds
croyance.
4.2 Algorithme ρ-POMCP
L’algorithme ρ-POMCP est similaire à POMCP. Pendant
l’étape de sélection, les trajectoires sont générées en échan-
tillonnant des états et des observations à l’aide du modèle
génératif du POMDP G. Lors de leur visite, chaque nœud
croyance h collecte l’état qui a conduit à ce nœud de ma-
nière à construire une estimation du vrai état de croyance
b(h) correspondant à cette historique.
Appliquer POMCP directement en n’ajoutant que l’état
courant de la trajectoire au nœud croyance sans plus de
considération conduira toutefois à de très mauvaises esti-
mations des récompenses immédiates, lesquelles amène-
raient l’algorithme (i) à dépenser inutilement du temps
de calcul en se concentrant sur des branches avec des ré-
compenses surestimées et (ii) à ralentir l’exploration de
branches intéressantes dont les récompenses seraient sous-
estimées.
Nous proposons ainsi d’ajouter non pas un, mais plusieurs
états à chaque nœud visité pendant l’étape de sélection.
Ainsi, à chaque transition, quand l’action a est sélection-
née à partir de l’état de la trajectoire s et que l’observation
z est échantillonnée, l’algorithme génère un ensemble β
de |β| états, appelé un petit sac de particules, en utilisant
le modèle génératif pour faire |β| échantillonnages cohé-
rents avec l’observation z. Ensuite, il ajoute toutes les par-
ticules de ce petit sac β à B(haz), appelé dans ce contexte
le sac cumulé de l’historique haz, et stocké dans le nœud
croyance correspondant : B(haz)← B(haz) ∪ β.
Avec un modèle génératif G, seules les approches par ré-
jection peuvent être considérées pour produire des échan-
tillonnages cohérents. Dans ce cas, un couple (s̃′, z̃) est
échantillonné du modèle génératif (s̃′, z̃) ∼ G(s, a) et s̃′
est gardé dans le sac généré si et seulement si l’observa-
tion échantillonnée z̃ correspond à l’observation z de la
trajectoire suivie. Ce processus s’accomplit jusqu’à ce que
le nombre requis d’échantillonnages cohérents soit atteint
(et les états correspondants soient stockés dans β). Ceci
peut toutefois être coûteux en temps de calcul, en parti-
culier quand l’observation z a une faible probabilité étant
donnés h et a.
Échantillonnage selon l’importance Pour éviter ce coût
computationnel, nous utilisons l’échantillonnage selon
l’importance [8] au lieu de l’échantillonnage par réjection,
ce qui suppose que la fonction d’observation est dispo-
nible, et conduit à pondérer chaque particule. Après avoir
effectué l’action at et reçu l’observation zt pendant l’étape
de sélection, un nouveau petit sac βt+1 est généré à par-
tir de βt en utilisant le modèle génératif et en suivant les
étapes suivantes |β| fois : (1) échantillonner un état s̃ de
βt ; (2) échantillonner un état s̃′ en appliquant le modèle
génératif sur s̃, s̃′ ∼ G(s̃, at) ; (3) stocker cet état s̃′ dans
βt+1 et lui associer le poids correspondant à la probabilité
P (z|s̃, a, s̃′) d’avoir généré l’observation z. Les poids dans
deux petits sacs associés au même nœud peuvent être com-
parés, et on peut donc accumuler de tels sacs dans le nœud
croyance correspondant. Pour économiser de la mémoire,
quand un petit sac β est ajouté à un sac cumulé B(h), les
particules correspondant au même état sont fusionnées et
leurs poids additionnés. Enfin, pendant les diverses des-
centes d’une exécution de ρ-POMCP, le nombre de par-
ticules accumulées dans le sac cumulé B(h) stocké dans le
nœud croyance h croit, donnant une meilleure estimation
de la vraie croyance b(h). On n’a alors qu’à normaliser les
poids pour obtenir une distribution de probabilité valide dès
que nécessaire.
Notons que l’état st employé dans la génération de la tra-
jectoire ht = (s0, a0, . . . , at−1, st) au pas de temps t est
aussi inclus dans le petit sac βt pendant la génération de
particules, de sorte que l’observation générée avec la tra-
jectoire peut être expliquée au moins par une particule dans
le nouveau sac. Alors que cela introduit un biais dans les
petits sacs β de cette trajectoire, la distribution des états
de la trajectoire dans les sacs cumulés n’est pas biaisée
puisque ces états sont obtenus par échantillonnage depuis
la croyance initiale.
Lors de l’étape de simulation, des estimations de croyance
sont requises ne serait-ce que pour estimer les récompenses
instantanées, et éventuellement pour prendre des décisions.
En conséquence, la séquence de petits sacs β doit être per-
pétuée.
Enfin, pendant l’état de rétro-propagation, le sac cumulé
de particules B(h) présent dans un nœud croyance est uti-
lisé comme estimation du vrai état de croyance b(h) pour
calculer la récompense ρ. Les poids ne sommant pas à 1
dans le sac cumulé, l’estimation de la croyance requiert une
normalisation ; mais les poids restent intacts dans le sac de
sorte que de nouvelles particules peuvent être ajoutées sans
introduire de biais.
La description ci-dessus conduit à l’algorithme 1. Dans
celui-ci, la notation {s} ∪ β 1+n∼ I implique que 1 + n
états sont échantillonnés de I , dont un est stocké dans
s et les n autres dans β. La fonction PF correspond au
processus de filtrage particulaire décrit précédemment, et
ws′ = P (z|s, a, s′).
On notera que, comme dans POMCP ou dans des filtres
particulaires standards, quand le système évolue effective-
ment (une action étant accomplie réellement), l’état réel
peut ne pas être dans le sac cumulé de la nouvelle racine, et
il peut arriver que l’observation reçue ne puisse être expli-
quée par aucun état contenu dans ce sac. Nous ne discute-
rons pas plus avant de cette situation, mais il reste possible
de ré-estimer la croyance courante en simulant le proces-
sus depuis la croyance initiale jusqu’au pas de temps en
question.
4.3 Variantes de ρ-POMCP
La différence courante entre POMCP et ρ-POMCP se
trouve dans la façon dont les particules sont collectées afin
d’estimer la récompense obtenue à chaque transition, alors
que les mises à jour des valeurs restent identiques. Celles-
ci peuvent toutefois être améliorées, conduisant à plusieurs
variantes de ρ-POMCP puisque, lors de son exécution, ρ-
POMCP construit des estimations de la croyance b(h) de
qualité croissante dans les nœuds croyance visités. Pour ce
faire, nous revenons d’abord sur ce qui est calculé dans les
mises à jour effectuée par POMCP (et la version de base de
ρ-POMCP), puis proposons plusieurs variantes.
Calculs effectués par POMCP Si on ignore l’initialisa-
tion du nœud dans POMCP, alors, pour un couple nœud-
action ha, la valeur stockée dans V (ha) fait la moyenne,
Algorithm 1: ρ-POMCP
/* Le texte en rouge souligne les différences avec
POMCP. */
1 Fct SEARCH (h)
2 repeat
3 if h = empty then {s} ∪ β 1+n∼ I
4 else {s} ∪ β 1+n∼ B(h)
5 SIMULATE (s, β, h, 0)
6 until TIMEOUT()
7 return arg maxb V (hb)
8 Fct ROLLOUT (s, β, h, δ)
9 if γδ < ε then return 0
10 a ∼ πrollout(h, ·)
11 (s′, z) ∼ G(s, a)
12 β′ ←PF(β, a, z) ∪ {(s′, ws′)}
13 return ρ(β, a) + γ.ROLLOUT (s′, β′, haz, δ + 1)
14 Fct SIMULATE (s, β, h, δ)
15 if γδ < ε then return 0
16 if h 6∈ T then
17 forall a ∈ A do
T (ha)← (Ninit(ha), Vinit(ha), ∅)
18 return ROLLOUT (s, β, h, δ)




20 (s′, z) ∼ G(s, a)
21 β′ ←PF(β, a, z) ∪ {(s′, ws′)}
22 B(h)← B(h) ∪ β
23 R← ρ(B(h), a) + γ.SIMULATE (s′, β′, haz, δ + 1)
24 N(h)← N(h) + 1
25 N(ha)← N(ha) + 1
26 V (ha)← V (ha) + R−V (ha)N(ha)
27 return R
sur N(ha) échantillons (/visites), de :
—
∑
s∈βha r(s, a) : la récompense totale sur les états s
qui ont été échantillonnés quand l’action a a été choi-
sie dans h (βha dénote cet ensemble d’états) ;
—
∑
z∈Zha 1N(h,a,z)≥1Rollout(haz) : le retour total
des rollouts générés à partir de chaque observation z
échantillonnée après avoir choisi a dans h (ensemble
Zha), où N(h, a, z) est le nombre de fois où l’action
a a été suivie de l’observation z dans le nœud h (alors







′)V (haza′) : la somme des
valeurs de tous les nœuds fils, pondérée par leurs
nombres de visites (ce qui inclut aussi les rollouts ef-
fectués depuis ces nœuds).
En introduisant les estimations de valeurs des nœuds
croyance V (h), initialisées avec les valeurs des rollouts



















Last-reward-update ρ-POMCP Ainsi, dans POMCP,
V (ha) est une moyenne mobile qui «contient» une estima-




Dans ρ-POMCP de base, la valeur de r au pas de temps
courant est remplacée par l’estimation de ρ(b(h)) comme
ρ(B̂N(h)(h)), où B̂N(h)(h) est le sac cumulé après les
N(h) premières visites. Dans ce cas, V (ha) inclut ainsi
(entre autres choses) une moyenne d’estimations succes-
sives (c.-à-d. qu’il calcule
∑N(ha)
i=1 ρ(B̂φ(i)(h), a), où φ(i)
est la ième visite de h où a a été sélectionnée). Il semble-
rait pourtant plus approprié d’employer à la place la ré-
compense associée à la dernière estimation de la croyance,
ρ(B̂φ(N(ha))(h), a), laquelle est une estimation moins biai-
sée.
Cette variante, appelée last-reward-update ρ-POMCP (ou
“lru-ρ-POMCP”), corrige cela assez simplement en rem-
plaçant la mise à jour de V (ha) dans l’algorithme 1 par
V (ha)← N(ha)− 1
N(ha)
[V (ha)− ρprev(h, a)]
+ ρ(B(h), a) +
1
N(ha)
γ.SIMULATE(s′, haz, δ + 1),
où ρprev(h, a) est la précédente valeur de la récompense
quand ha a été rencontrée pour la dernière fois (valeur qui
doit donc être mémorisée).
Last-value-update ρ-POMCP De la même manière,
V (ha) «contient» aussi des estimations des récompenses
moyennes des futurs pas de temps, lesquelles souffrent du
même problème. Pour réparer cela, SIMULATE devrait re-
tourner non pas un échantillon de retour, mais une estima-
tion du retour moyen.
Les mises à jour dans l’étape de rétro-propagation
consistent ainsi à ré-estimer toutes les valeurs des nœuds
croyance visités en utilisant la récompense obtenue à
chaque transition et le rollout initial qui doit avoir été mé-
morisé auparavant. Ceci est accompli dans la variante last-
















Le processus résultant est montré dans l’algorithme 2.
Algorithm 2: Last-value-update ρ-POMCP
1 Fct SEARCH (h)
/* Untouched/Identical */
2 Fct ROLLOUT (s, β, h, δ)
/* Untouched/Identical */
3 Fct SIMULATE (s, β, h, δ)
4 if γδ < ε then return 0
5 if h 6∈ T then
6 forall a ∈ A do T (ha)← (0, 0, ∅)
7 N(h)← 1
8 V (h)← rollout(h)← ROLLOUT (s, β, h, δ)
9 return V (h)




11 (s′, z, r) ∼ G(s, a)
12 β′ ←PF({s} ∪ β, a, z)
13 V (haz)←SIMULATE (s′, β′, haz, δ + 1)
14 B(h)← B(h) ∪ β
15 N(h)← N(h) + 1
16 N(ha)← N(ha) + 1
17 V (ha)← ρ(B(h), a) + γN(ha) [
∑
z N(haz)V (haz)]






Les POMDP étant une sous-classe des ρ-POMDP, les pre-
miers bancs d’essai que nous considérons sont le problème
du tigre (tel que décrit sur la page POMDP de Cassandra) et
de petites instances du problème Rock Sampling [18] avec
une grille de 4×4 cellules, 4 pierres à échantillonner et une
récompense de 100 (respectivement −100) pour l’échan-
tillonnage d’une bonne (resp. mauvaise) pierre.
Il est connu que, dans de nombreux problèmes de collecte
d’information, une simple stratégie myope donne souvent
de très bons résultats [5]. Pour évaluer les algorithmes pro-
posés, nous considérons des problèmes où celles-ci ren-
contrent des difficultés.
Nous proposons ainsi le museum problem (problème du
musée) inspiré par [16], dans lequel un agent doit détermi-
ner la position d’un visiteur dans un environnement torique
(4 × 4 dans nos expérimentations). L’état correspond à la
position inconnue du visiteur. À chaque pas de temps, le
visiteur reste immobile avec probabilité 0, 6, et bouge vers
l’une de ses 4 cellules voisines avec probabilité 0, 4 (en
choisissant uniformément au hasard). En guise d’action,
l’agent peut activer une caméra dans l’une des cellules pos-
sibles. Il reçoit alors une observation déterministe qui peut
être “present” quand le visiteur est à cette position, “clo-
se” quand il est sur une cellule voisine, et “absent” si le
visiteur est plus loin. En outre : la récompense immédiate
correspond à la néguentropie de la distribution de proba-
bilité sur la position du visiteur ρ(b, a, b′) = −H(b′) =∑
s b
′(s).log(b′(s)) ; la croyance initiale sur la position du
visiteur est une distribution uniforme sur toutes les cel-
lules ; et γ est fixé à 0, 95. L’intérêt de ce problème repose
sur le grand nombre d’actions (une par cellule). Nous avons
aussi employé une variante, Museum Threshold, comme
proposé en section 3.4, où la récompense repose sur une
fonction seuil de l’état de croyance (avec α = 0, 8). La
récompense est alors nulle dans la plupart de l’espace de
croyance (c.-à-d., partout où maxsb(s) ≤ 0, 8).
Les prochains problèmes appartiennent à la classe des pro-
blèmes de (auto-)localisation. L’agent est placé dans une
grille torique discrète où les cellules sont colorées en noir
ou blanc. À chaque pas de temps, l’agent peut se déplacer
vers une cellule voisine. Il reçoit alors une observation cor-
respondant à la couleur de la cellule atteinte. En outre : ob-
servations et transitions sont déterministes ; la croyance ini-
tiale de l’agent est uniforme sur toutes les cellules blanches
de la grille ; la récompense reçue correspond à la différence
d’entropie entre b et b′ : ρ(b, a, b′) = −H(b′) + H(b) ;
et γ = 0, 9. Plusieurs configurations ont été étudiées,
comme présenté sur la figure 2 : (i) MazeCross, où les
cellules noires forment une croix, rendant facile l’auto-
localisation ; (ii) MazeLines, où la grille est divisée en deux
régions : la première région contient des rayures et l’autre
ne contient qu’une cellule noire ; l’agent ne peut se loca-
liser dans la régions rayée du fait des ambiguïtés et doit
planifier plusieurs pas de temps à l’avance pour chercher le
point dans la région vide ; (iii) MazeHole, où des cellules
noires sont séparées par des cellules blanches et une cel-
lule noire manque ; l’agent doit raisonner un pas à l’avance
pour chercher la cellule noire manquante dans cette confi-
guration régulière : un agent myope sur une cellule noire
ne voit aucun intérêt à se déplacer dans une direction plutôt
qu’une autre puisqu’un seul pas ne lui apportera pas d’in-
formation ; et (iv) MazeDots, qui est la même configuration
que MazeHole mais où les cellules noires sont séparées par
plusieurs cellules blanches.
Les problèmes de localisation active emploient les mêmes
FIGURE 2 – Les diverses configurations de cellules employées pour les problèmes de localisation passive ou active ; de gauche à droite :
MazeCross, MazeLines, MazeHole et MazeDots.
FIGURE 3 – (gauche) la configuration de cellules employée pour GridX et GridNotX, et (droite) la configuration d’obstacles pour SeekAnd-
Seek.
labyrinthes, récompenses et γ que les problèmes de locali-
sation, mais l’agent ne reçoit une information concernant la
couleur de sa cellule courante non plus quand il se déplace,
mais quand il effectue une action «observer» spécifique.
La localisation active est ainsi difficile pour les stratégies
myopes qui ne voient aucun bénéfice (immédiat) à se dé-
placer.
GridX et GridNotX [10] diffèrent des premiers problèmes
de localisation en ce que : (i) la position initiale peut être
n’importe quelle cellule (pas juste les blanches) ; (ii) les dé-
placements (n,s,e,w) réussissent avec une probabilité 0, 8,
sinon l’agent reste immobile ; (iii) γ = 0, 95 ; et (iv) en no-
tant bx (resp. by) la croyance sur l’abscisse x (resp. l’ordon-
née y), la fonction de récompense est ρ(b) = +‖bx− 131‖1
(resp. −‖bx − 131‖1) pour GridX (resp. GridNotX). Grid-
NotX est un problème particulièrement intéressant parce
que son objectif est de maximiser l’incertitude, ce qui ne
peut être modélisé avec des récompenses dépendant de
l’état.
Dans le problème SeekAndSeek, un objet est perdu dans
un labyrinthe avec des obstacles restreignant les déplace-
ments possibles de l’agent. L’agent peut se déplacer dans le
labyrinthe et reçoit des observations spécifiques selon que
l’objet est à la même position (present), à côté de celle-
ci (close), ou dans les autres cas (absent). La récompense
immédiate reçue est la néguentropie sur les positions pos-
sibles de l’objet ρ(b, a, b′) = −H(b′) + H(b). L’objet
étant immobile, quand un agent myope est dans un cul-
de-sac, il n’a aucune motivation pour explorer l’environne-
ment puisque revenir en arrière sur ses pas ne lui apporte
pas d’information.
Nous avons aussi abordé le problème de diagnostic Came-
raClean [2] qui a été conçu pour empêcher les stratégies
myopes d’être efficaces. Dans ce problème une caméra ro-
bot peut être orientée pour prendre une photo dans l’une
des quatre zones existantes et doit trouver un objet im-
mobile dans l’une d’elles. L’état contient la position de
l’objet, la zone cible actuelle, et un booléen spécifiant si
la lentille est propre ou non. Les actions consistent pour
la caméra à tourner (de manière déterministe) vers la pro-
chaine zone, photographier la zone courante, ou nettoyer
sa lentille. Quand la caméra prend une photo, sa qualité
dépend du statut de la lentille. Si elle est propre, la pro-
babilité de bien observer la présence de l’objet dans la
zone cible est de 0, 8 (la probabilité de faux-positifs et
faux-négatifs est de 0, 2), et cette probabilité est de 0, 5
quand la lentille est sale. La récompense est la différence
de néguentropie entre les croyances de départ et d’arrivée
ρ(b, a, b′) = −H(b′) +H(b)
Toutes les expérimentations ont été conduites sur des cœurs
Intel Xeon Gold 6130 à 2.1GHz avec 512Mo.
5.2 Influence des rollouts
Des expérimentations préliminaires ont été conduites avec
des rollouts aléatoires. Dans de nombreux problèmes, la
politique de rollout aléatoire requiert un important temps
de calcul. Pour un même nombre de descentes, la durée
observée pour ρ-POMCP avec des rollouts aléatoires (in-
terrompus quand γdepth < 0.01) est entre 5 et 10 fois
plus élevée que sans aucun rollout (en fixant la valeur
des nouveaux nœuds à 0). De plus, dans la majorité des
problèmes, utiliser une politique de rollout complètement
aléatoire n’a pas d’avantage significatif. Dans certains pro-
blèmes, les performances observées sont même dégradées
(comme dans le problème du Tigre). Nous avons donc pré-
féré nous concentrer d’abord sur ρ-POMCP et ρ-beliefUCT
sans rollouts, et observerons l’influence de la politique de
rollout en section 5.6.
5.3 Comparaison avec des stratégies myopes
La table 1 présente de premiers résultats comparant la
stratégie aléatoire pure, les stratégies look-ahead, ρ-
beliefUCT, et ρ-POMCP sur les problèmes proposés.
Random correspond à une stratégie dans laquelle les ac-
tions sont sélectionnées d’une manière complètement aléa-
toire. Les algorithmes look-ahead-H effectuent une pro-
grammation dynamique sur tous les futurs possibles pour
un horizon temporel fini H en employant le modèle
POMDP complet. Ainsi, la stratégie myope pure, dans la-
quelle l’agent accomplit une action pour maximiser la ré-
compense immédiate, correspond à Look-ahead-1, alors
que Look-ahead-3 correspond à une stratégie qui tient
compte des toutes les conséquences trois pas de temps à
l’avance. La colonne ρ-POMCP correspond à l’algorithme
ρ-POMCP avec un nombre fixe de descentes nbdescents =
10 000, sans aucun rollout (en fixant la valeur des nouveaux
nœuds à 0), avec échantillonnage selon l’importante et |β|
= 50. Enfin, la colonne ρ-beliefUCT correspond à l’algo-
rithme ρ-beliefUCT avec 10 000 descentes. ρ-POMCP et
ρ-beliefUCT utilisent tous deux une constante UCB spéci-
fique pour chaque problème comme spécifié dans la table 1
(usuellement correspondant à (Rmax −Rmin)/(1− γ)).
(a) La première chose à souligner est que, à part pour GridX
et Museum, les problèmes posés requièrent une stratégie
plus élaborée qu’une stratégie myope simple puisque Look-
ahead-3 obtient de meilleurs résultats que Look-ahead-1.
La stratégie myope donne aussi de bons résultats pour Mu-
seum Threshold : même si les récompenses non-nulles sont
rares, l’existence, pour chaque action, d’une observation
qui désambiguise complètement l’état (quand le visiteur
est observé par la caméra) est suffisante pour guider une
stratégie myope telle que Look-ahead-1.
(b) Quand le problème requiert plus qu’une simple
stratégie myope, ρ-POMCP et ρ-beliefUCT donnent de
meilleurs résultats que Look-ahead-1 et des résultats simi-
laires à Look-ahead-3. Dans la plupart des cas, comme le
montre l’erreur standard, la différence entre Look-ahead-
1 et ρ-POMCP est significative. Dans certains problèmes,
la différence entre Look-ahead-3 et ρ-POMCP est aussi si-
gnificative (SeekAndSeek et RockSampling de manière évi-
dente, mais aussi GridNotX, Mazeline et ActiveLocLines).
(c) On notera aussi que ρ-POMCP et ρ-beliefUCT donnent
les mêmes résultats pour ce nombre de descentes et
prennent beaucoup plus de temps que les simples algo-
rithmes Look-ahead (sauf quand le nombre d’actions de-
vient important comme dans RockSampling et Museum).
ρ-beliefUCT est généralement plus rapide que ρ-POMCP,
mais cela dépend plus précisément du problème puisque
les coûts de calcul de ces deux algorithmes viennent de
différentes opérations. Dans ρ-beliefUCT, ce coût est dû
au calcul des croyances exactes à chaque fois qu’un nou-
veau nœud croyance est ajouté à l’arbre. Dans ρ-POMCP,
ce coût est dû à la génération de petits sacs β à chaque tran-
sition le long des trajectoires. C’est pourquoi, alors que le
temps requis par ρ-POMCP est plus régulier (sauf pour le
cas non élucidé de GridX), le temps requis par ρ-beliefUCT
dépend fortement de la croyance considérée et du nombre
d’états possibles (par exemple, le calcul de la croyance est
rapide dans les problèmes Tiger et CameraClean, mais re-
quiert plus de temps dans les problèmes de localisation ac-
tive où les états de croyance b incluent de nombreux états s
de probabilité non-nulle b(s) 6= 0). La section 6 discute du
temps de calcul élevé de ρ-POMCP en proposant de pos-
sibles améliorations.
Ces premiers résultats suggèrent donc d’abord que les
bancs d’essai choisis sont appropriés, et que ρ-POMCP
et ρ-beliefUCT sont des approches intéressantes. La pro-
chaine étape a été d’étudier l’influence de la taille des sacs
de particules échantillonnés |β| pour un budget temps fixe.
5.4 Influence de |β|
Des expériences ont été conduites pour évaluer l’influence
de |β|, la taille des sacs de particules générés le long des
trajectoires. Nous avions l’intuition que, quand |β| est petit
avec un nombre fixe de descentes, les états de croyance
seraient mal approchés et ρ-POMCP donnerait de moins
bons résultats qu’avec une grande valeur de |β|. Toutefois,
avec un nombre fixe de 10 000 descentes, il s’avère que
|β| n’a pas d’influence notable. Avec tant de descentes, la
petite valeur de |β| est compensée par le grand nombre de
trajectoires échantillonnées.
Avec un plus petit nombre de descentes, l’influence de |β|
apparaît, comme visible table 2, où le nombre de descentes
a été fixé à nbdescents = 1000. Il est difficile d’interpré-
ter précisément ces résultats, mais nous allons essayer de
fournir des pistes d’explications générales.
(a) Dans certains problèmes (comme GridX, Museum et
quelques labyrinthes : MazeCross, MazeHole, MazeDots
et ActiveLoc Cross), on n’observe aucune influence de |β|
sur la performance. Pour ceux-ci, la performance avec un
petit |β| est déjà proche de la performance observée table 1
avec une valeur de |β| de 50 et 10 000 descentes. Ce sont
des problèmes faciles pour lesquels Look-ahead-1 fournit
déjà de bonnes performances ; ils ne requièrent donc pas
de bonnes estimations de nœuds croyance profonds pour
obtenir une stratégie efficace.
(b) Au contraire, |β| a une influence significative dans
des problèmes où Look-ahead-1 a des difficultés, comme
TABLE 1 – Résultats obtenus sur des épisodes de 40 actions en exécutant l’algorithme en-ligne correspondant avant chaque action. V
correspond à la performance γ-atténuée moyenne sur tous les épisodes ; Err est l’erreur standard ; nbxp est le nombre d’expériences
effectuées ; et t(s) est la durée moyenne d’un épisode.
Random Look-ahead-1 Look-ahead-3 ρ-beliefUCT ρ-POMCP
Problem (UCB cst) V ± Err nbxp t(s) V ± Err nbxp t(s) V ± Err nbxp t(s) V ± Err nbxp t(s) V ± Err nbxp t(s)
Tiger (360) -122.13 ± 2.68 200 0.00 1.86 ± 0.13 200 0.01 2.06 ± 0.12 200 0.04 2.03 ± 0.12 200 9.90 2.05 ± 0.12 200 97.31
CameraClean (14) 0.24 ± 0.01 100 0.02 0.19 ± 0.01 100 0.26 0.55 ± 0.03 100 4.84 0.58 ± 0.03 100 12.44 0.56 ± 0.02 100 92.64
SeekAndSeek (69.3) -41.04 ± 1.97 100 0.02 -44.02 ± 2.04 100 14.57 -39.86 ± 2.36 100 17.53 -24.66 ± 1.60 100 55.93 -25.29 ± 1.69 100 112.45
Museum entropy (1) -26.39 ± 0.38 100 0.01 -16.98 ± 0.42 100 0.11 -16.44 ± 0.42 100 103.42 -17.26 ± 0.42 100 38.90 -15.70 ± 0.42 100 73.28
Museum threshold (1) 1.70 ± 0.08 200 0.01 6.36 ± 0.17 200 0.11 6.34 ± 0.16 200 105.55 6.55 ± 0.17 200 46.20 6.32 ± 0.18 200 119.81
GridX (26) 16.38 ± 0.23 100 0.01 21.68 ± 0.06 100 0.02 21.67 ± 0.06 100 0.28 21.69 ± 0.05 100 88.99 21.63 ± 0.05 100 527.64
GridNotX (26) -16.77 ± 0.14 200 0.01 -4.06 ± 0.16 200 0.02 -3.61 ± 0.15 200 0.24 -3.19 ± 0.14 200 17.93 -3.16 ± 0.15 200 89.39
MazeCross (3.2) 1.63 ± 0.03 200 0.00 2.21 ± 0.01 200 0.02 2.22 ± 0.01 200 0.25 2.20 ± 0.01 200 28.73 2.20 ± 0.01 200 72.78
MazeLines (4.3) 1.52 ± 0.04 200 0.01 2.34 ± 0.03 200 0.03 2.63 ± 0.03 200 0.80 2.73 ± 0.03 200 84.02 2.74 ± 0.03 200 76.99
MazeHole (4.2) 1.27 ± 0.03 200 0.01 1.73 ± 0.05 200 0.03 2.02 ± 0.04 200 0.70 2.04 ± 0.04 200 98.06 1.99 ± 0.04 200 88.26
MazeDots (3.6) 1.35 ± 0.05 200 0.01 1.98 ± 0.04 200 0.03 2.09 ± 0.04 200 0.41 2.16 ± 0.04 200 55.79 2.06 ± 0.04 200 79.26
ActivlocCross (3.2) 0.87 ± 0.03 200 0.01 1.45 ± 0.01 200 0.02 2.07 ± 0.02 200 0.20 2.08 ± 0.02 200 37.61 2.10 ± 0.02 200 49.77
ActivlocLines (4.3) 0.63 ± 0.03 200 0.01 1.17 ± 0.04 200 0.04 2.01 ± 0.04 200 0.63 2.21 ± 0.04 200 97.85 2.25 ± 0.04 200 60.81
ActivlocHole (4.2) 0.40 ± 0.04 200 0.01 0.97 ± 0.07 200 0.02 1.42 ± 0.05 200 0.31 1.37 ± 0.05 200 56.65 1.44 ± 0.05 200 63.73
ActivlocDots (3.6) 0.65 ± 0.03 200 0.01 1.19 ± 0.05 200 0.03 1.79 ± 0.04 200 0.57 1.65 ± 0.03 200 84.42 1.75 ± 0.04 200 68.95
RockSampling 44 (100) -8.58 ± 4.17 100 0.00 0.00 ± 0.00 100 0.04 0.00 ± 0.00 100 38.00 108.25 ± 7.08 100 20.97 109.96 ± 6.53 100 79.31
TABLE 2 – Influence de |β| pour un nombre fixe de 1000 descentes. Chaque colonne correspond aux résultats obtenus sur 200 expériences
en exécutant ρ-POMCP avec différentes valeurs de |β| sur des épisodes de 40 actions. V est la valeur γ-atténuée cumulée moyenne, Err
l’erreur standard, et t(s) la durée moyenne d’une expérience.
|β| = 0 |β| = 1 |β| = 2 |β| = 5 |β| = 10 |β| = 50 |β| = 100
Problem (UCB cst) V ± Err t(s) V ± Err t(s) V ± Err t(s) V ± Err t(s) V ± Err t(s) V ± Err t(s) V ± Err t(s)
Tiger (360) 0.18 ± 0.23 0.55 1.76 ± 0.12 0.71 -0.11 ± 0.15 0.84 -3.95 ± 0.03 1.23 -4.00 ± 0.00 1.84 -4.00 ± 0.00 6.63 -4.00 ± 0.00 12.01
CameraClean (14) 0.17 ± 0.01 0.57 0.21 ± 0.01 0.66 0.32 ± 0.01 0.76 0.49 ± 0.01 1.05 0.55 ± 0.02 1.55 0.58 ± 0.02 6.81 0.56 ± 0.02 12.88
SeekAndSeek (69.3) -33.79 ± 1.57 0.70 -33.45 ± 1.59 0.75 -35.33 ± 1.44 0.91 -33.96 ± 1.47 1.31 -32.51 ± 1.45 1.94 -31.17 ± 1.27 8.06 -29.01 ± 1.28 14.51
Museum entropy (1) -17.06 ± 0.31 0.57 -17.18 ± 0.30 0.60 -16.57 ± 0.31 0.58 -17.21 ± 0.32 0.79 -17.15 ± 0.30 1.15 -16.87 ± 0.29 5.53 -17.16 ± 0.31 10.38
Museum threshold (1) 6.05 ± 0.16 0.61 5.95 ± 0.19 0.70 6.08 ± 0.19 0.78 6.29 ± 0.18 0.98 5.82 ± 0.16 1.48 6.01 ± 0.18 6.62 6.25 ± 0.18 12.28
GridX (26) 21.64 ± 0.04 0.47 21.61 ± 0.04 0.60 21.70 ± 0.04 0.71 21.68 ± 0.04 0.99 21.61 ± 0.04 1.49 21.69 ± 0.04 6.31 21.67 ± 0.04 11.41
GridNotX (26) -3.78 ± 0.17 0.46 -3.83 ± 0.16 0.58 -3.72 ± 0.16 0.70 -3.76 ± 0.15 0.95 -3.58 ± 0.16 1.45 -3.56 ± 0.16 6.03 -3.35 ± 0.15 11.22
MazeCross (3.2) 2.20 ± 0.01 0.51 2.18 ± 0.01 0.60 2.20 ± 0.01 0.66 2.21 ± 0.01 0.99 2.18 ± 0.01 1.51 2.22 ± 0.01 5.66 2.20 ± 0.01 10.40
MazeLines (4.3) 2.46 ± 0.03 0.59 2.48 ± 0.03 0.70 2.53 ± 0.03 0.82 2.54 ± 0.03 1.14 2.64 ± 0.03 1.73 2.67 ± 0.03 6.03 2.64 ± 0.03 11.08
MazeHole (4.2) 1.91 ± 0.05 0.65 1.87 ± 0.05 0.76 1.93 ± 0.04 0.90 1.98 ± 0.04 1.23 2.02 ± 0.04 1.84 1.98 ± 0.04 6.66 2.01 ± 0.04 12.17
MazeDots (3.6) 2.01 ± 0.04 0.54 2.02 ± 0.04 0.67 2.01 ± 0.04 0.77 2.05 ± 0.04 1.06 2.05 ± 0.04 1.62 2.05 ± 0.04 6.12 2.04 ± 0.04 11.31
ActivlocCross (3.2) 2.09 ± 0.02 0.50 2.09 ± 0.02 0.55 2.09 ± 0.02 0.62 2.08 ± 0.02 0.83 2.12 ± 0.02 1.19 2.12 ± 0.02 3.85 2.10 ± 0.02 7.03
ActivlocLines (4.3) 1.83 ± 0.04 0.62 1.93 ± 0.04 0.71 1.95 ± 0.04 0.82 2.07 ± 0.04 1.10 2.08 ± 0.04 1.50 2.10 ± 0.04 5.29 2.08 ± 0.04 9.33
ActivlocHole (4.2) 1.34 ± 0.02 0.67 1.40 ± 0.03 0.79 1.41 ± 0.03 0.94 1.49 ± 0.03 1.36 1.57 ± 0.04 1.89 1.63 ± 0.03 6.12 1.67 ± 0.03 10.42
ActivlocDots (3.6) 1.22 ± 0.05 0.59 1.14 ± 0.05 0.72 1.24 ± 0.05 0.82 1.31 ± 0.05 1.09 1.36 ± 0.05 1.57 1.43 ± 0.05 5.10 1.52 ± 0.06 9.49
RockSampling 44 (100) 100.43 ± 4.76 0.53 90.86 ± 4.67 0.52 96.86 ± 4.50 0.61 94.65 ± 4.81 0.93 86.29 ± 4.70 1.50 72.59 ± 4.43 7.37 70.51 ± 4.46 13.09
RockSampling 44 (800) 56.29 ± 3.72 0.53 60.71 ± 3.89 0.52 50.18 ± 3.75 0.60 64.28 ± 4.15 0.92 65.59 ± 4.24 1.53 60.75 ± 4.00 7.41 50.26 ± 3.72 13.22
dans les problèmes de localisation active ActivLoc Lines,
ActivLoc Dots, GridNotX, SeekAndSeek et CameraClean.
Dans ce cas, le petit nombre de descentes ne permet pas
à ρ-POMCP de construire de bonnes approximations des
vrais états de croyance et des valeurs des nœuds croyance.
En ce qui concerne plus spécifiquement GridNotX, ρ est
concave et de petites valeurs de |β| pourraient empêcher
MCTS de se concentrer sur une action intéressante. Dans
ce cas, les récompenses, et donc les valeurs, vont être ini-
tialement sous-évaluées et, dans certaines situations, cela
empêchera l’algorithme d’essayer l’action optimale même
si, sur le long terme, ce phénomène sera compensé par le
bonus d’exploration.
(c) De façon surprenante, dans certains cas (comme Rock-
Sampling 44 et Tiger), on observe que de petites valeurs de
|β| donnent de meilleurs résultats. Nous comptons étudier
ce phénomène, mais une explication possible serait que de
petites valeurs de |β| donnent parfois des sur-estimations
importantes des valeurs de nœuds croyance, ce qui favorise
l’exploitation des branches associées et donc une recherche
plus profonde.
La prochaine étape consiste en l’analyse des résultats avec
un budget temps fixe pour voir si de petites valeurs de |β|
sont compensées par la possibilité d’échantillonner plus de
trajectoires.
5.5 Résultats avec budget temps fixe
Les tables 3 et 4 (voir annexe) présentent des résultats
concernant l’influence de |β| avec un budget temps fixe
(respectivement de 1s et 100ms).
Avec un budget temps fixe et un petit |β|, seules peu de
particules sont ajoutées aux sacs cumulés B(h) des nœuds
croyance visités lors d’une trajectoire. Toutefois, dans ce
cas, ρ-POMCP effectue de nombreuses descentes, ajoutant
de nombreuses particules sur le long terme, et peut donc
obtenir de bonnes estimations des états de croyance. À l’in-
verse, quand |β| est grand, chaque descente ajoute de nom-
breuses particules dans les nœuds croyances rencontrés, les
états de croyance sont plus précisément approchés, et la sé-
lection des trajectoires échantillonnées devrait être guidée
par des valeurs estimées plus précises, mais l’algorithme
effectue moins de descentes.
Dans les deux cas (budget temps de 100ms et 1s), quand |β|
croît, le nombre de descentes effectuées par ρ-POMCP dé-
croît naturellement, mais cela ne semble pas avoir d’impact
sur les valeurs cumulées γ-atténuées à l’exécution. Pour de
très grandes valeurs de |β| avec 100ms de budget temps,
les expériences n’atteignent pas toutes la fin de l’épisode.
Cela arrive quand une action réelle génère une observation
qui n’a pas été échantillonnée dans l’arbre. Dans ce cas,
l’algorithme n’a pas d’estimation de la prochaine croyance
racine et s’arrête (voir discussion pour des propositions
concernant ce point). Ce phénomène s’observe dans des
problèmes avec de nombreuses actions (comme Museum)
puisque, dans ce cas, le nombre de descentes est très faible
par rapport au nombre d’actions à explorer.
Des comportements différents s’observent dans deux pro-
blèmes. Dans CameraClean, il y a une différence de perfor-
mance significative entre |β|= 0 et |β|= 5 avec un budget
temps de 100ms. Cela pourrait venir du processus d’obser-
vation hautement stochastique de CameraClean, lequel né-
cessiterait de meilleures estimations de l’état de croyance
pour agir correctement. Dans Rocksampling, on observe,
comme quand ρ-POMCP effectue un nombre fixe de des-
centes, que de petites valeurs de |β| donnent de meilleurs
résultats. Cela pourrait être dû à des sur-estimations favo-
risant l’exploitation et au fait que de petits valeurs de |β|
avec un budget de temps fixe favorisent un grand nombre
de descentes avec une plus grande profondeur. Mais ce cas
précis doit encore être étudié plus en détails.
5.6 Variantes de ρ-POMCP
Nous avons enfin regardé les résultats pour différentes va-
riantes de ρ-POMCP avec budget temps fixe. Ces variantes
correspondent à différents types de rollouts : les rollouts
aléatoires (les actions étant choisies aléatoirement) et les
rollouts myopes (les action étant choisies selon une po-
litique look-ahead-1—sélectionnant une action maximi-
sant la récompense immédiate). Elles correspondent aussi à
Last-Reward update et Last-Value update comme présenté
en section 4.3. Nous nous sommes concentrés sur un bud-
get temps de 500ms afin d’avoir assez de temps pour exé-
cuter ρ-POMCP avec suffisamment de descentes pour les
rollouts coûteux (tels que les myopes).
La table 5 (voir annexe) présente les résultats obtenus avec
différents rollouts. Comme attendu, le nombre de descentes
décroît quand |β| croît. Aussi, pour une même valeur de
|β|, le nombre de descentes décroît de constant-rollout à
random-rollout et de random-rollout à myopic-rollout à
cause du temps nécessaire à l’exécution des rollouts com-
plexes. Dans le problème museum entropy, du fait du petit
nombre de descentes, plusieurs épisodes se terminent sur
une observation non-anticipée.
La table 6 (voir annexe) présente des résultats obtenus avec
ρ-POMCP de base contre les versions avec mise à jour lru
et lvu pour différentes valeurs de |β|. Nous nous attendions
à ce que les mises à jour lru et lvu donnent de meilleurs ré-
sultats que la mise à jour ρ-POMCP de base, en particulier
quand |β| est petit, mais, comme le montre cette table, ce
phénomène n’est pas observé ici.
6 Discussion
Dans cet article, nous avons proposé deux algorithmes, ρ-
POMCP et ρ-beliefUCT, afin d’aborder la résolution de ρ-
POMDP sans contrainte sur la fonction de récompense ρ.
Des expérimentations simples ont montré que ρ-POMCP
et ρ-beliefUCT donnent des résultats intéressants dans ces
problèmes, mais qu’on n’observe pas de différences signi-
ficatives avec plusieurs variantes de ρ-POMCP (modifiant
les rollouts ou les mises à jour). Ces résultats ouvrent ce-
pendant plusieurs directions de recherche.
|β| dynamique pour ρ-POMCP Nous avons observé
que ρ-POMCP est coûteux en temps de calcul du fait des
nombreuses particules échantillonnées Pourtant, après un
certain nombre d’itérations, les nœuds croyance proches de
la racine pourraient contenir assez de particules pour esti-
mer leur état de croyance précisément. Une direction pro-
metteuse serait d’économiser du temps en faisant croître les
sacs cumulés B(h) sous-linéairement (plutôt que linéaire-
ment) avec le nombre de visites N(h). Cela nécessitera de
modifier la façon dont les particules sont générées, ce qui
n’est pas une tâche aisée puisque les particules sont gé-
nérées du nœud croyance racine et doivent être propagées
jusqu’à la fin de chaque trajectoire de façon (i) à exécu-
ter une politique de rollout non-aléatoire et (ii) à construire
de meilleures estimations des états de croyance aux nœuds
feuilles.
À propos des transitions réelles imprévues Un autre
problème qui concerne aussi POMCP et le filtrage particu-
laire est de gérer les transitions imprévues. Si, après avoir
effectivement accompli une action a, l’observation réelle z
a été rarement (voire pas du tout) échantillonnée, la nou-
velle racine pourrait n’être dotée que d’une mauvaise es-
timation de la croyance, voire ne pas exister du tout, de
sorte que les calculs en ligne donneront de mauvais résul-
tats s’ils peuvent seulement être accomplis. Dans ce cas,
effectuer un filtrage particulaire depuis le père du nouveau
nœud racine pourrait fournir une nouvelle croyance racine
mais à un coût de calcul élevé. Une autre amélioration com-
plémentaire serait d’échantillonner régulièrement des par-
ticules de la croyance initiale du POMDP en suivant la tra-
jectoire réelle suivie par l’agent pour ajouter de nouvelles
particules à la racine courante et se prémunir de l’appau-
vrissement le long des épisodes.
Travaux futurs Nous espérons que les approches MCTS
telles que ρ-POMCP fourniront une manière d’affronter
des problèmes avec des grands nombres d’états, d’actions
ou d’observations. Les travaux futurs incluent le fait des
considérer des ρ-POMDP continus (c.-à-d. avec des états,
actions ou observations continues), par exemple en partant
des travaux de SUNBERG et KOCHENDERFER, SUNBERG
et KOCHENDERFER [20, 21], afin d’aborder des problèmes
de contrôle orientés information dans un contexte robo-
tique.
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