Abstract. We study decidability of verification problems for timed automata extended with unbounded discrete data structures. More detailed, we extend timed automata with a pushdown stack. In this way, we obtain a strong model that may for instance be used to model real-time programs with procedure calls. It is long known that the reachability problem for this model is decidable. The goal of this paper is to identify subclasses of timed pushdown automata for which the language inclusion problem and related problems are decidable.
Introduction
Timed automata were introduced by Alur and Dill [4] , and have since then become a popular standard formalism to model real-time systems. An undeniable reason for the success of timed automata is the PSPACE decidability of the language emptiness problem [4] . A major drawback of timed automata is the undecidability [4] of the language inclusion problem:
Language Inclusion Problem INPUT:
Two timed automata A and B.
QUESTION: Does L(A) ⊆ L(B) hold?
The undecidability of this problem prohibits the usage of automated verification algorithms for analysing timed automata, where B can be seen as the specification that is supposed to be satisfied by the system modelled by A. It was, however, recently proved that the language inclusion problem is decidable (albeit with non-primitive recursive complexity) if B is restricted to have at most one clock [29] . Another milestone in the success story of timed automata is the decidability of the model checking problem for timed automata and Metric Temporal Logic (MTL, for short) over finite timed words [30] .
Timed automata are capable to express many interesting time-related properties, and even with the restriction to a single clock, they allow to model a large class of systems, including, for example, the internet protocol TCP [28] . If we want to reason about real-time programs with procedure calls, or about the number of events occurring in computations of real-time systems, we have to extend the model of timed automata with some unbounded discrete data structure. Bouajjani et al. [7] extended timed automata with discrete counters and a pushdown stack and proved that the satisfiability of reachability properties for several subclasses of this model is decidable. Nine years later, it was shown that the binary reachability relation for timed pushdown systems is decidable [14] . Decidability of the reachability problem was also proved for several classes of timed counter systems [8] , mainly by simple extensions of the classical region-graph construction [4] . The language inclusion problem, however, was only considered in [18] for the class of timed pushdown systems. In [18] it is stated that the language inclusion problem is decidable if A is a timed pushdown automaton, and B is a single-clock timed automaton. The proof is based on an extension of the proof for the decidability of language inclusion for timed automata in [29] . Unfortunately, and as is well known, the proof in [18] is not correct.
In this paper, we prove that different to what is claimed in [18] , the language inclusion problem for the case that A is a pushdown timed automaton and B is a single-clock timed automaton is undecidable. This is even the case if A is a deterministic instance of a very restricted subclass of timed pushdown automata called timed visibly one-counter nets. On the other hand, we prove that the language inclusion problem is decidable if A is a timed automaton and B is a timed automaton extended with a finite set of counters that can be incremented and decremented, and which we call timed counter nets. As a special case, we obtain the decidability of the universality problem for timed counter nets:
Universality Problem INPUT:
A timed automaton A with input alphabet Σ. QUESTION: Does L(A) recognize the set of all timed words over Σ?
Finally, we give the precise decidability border for the universality problem by proving that the universality problem is undecidable for the class of timed visibly one-counter automata. All our results apply to extensions of timed automata over finite timed words.
Extensions of Timed Automata with Discrete Data Structure
We use Z, N and R ≥0 to denote the integers, the non-negative integers and the non-negative reals, respectively. We use Σ to denote a finite alphabet. A timed word over Σ is a non-empty finite sequence (a 1 , t 1 ) . . . (a k , t n ) ∈ (Σ × R ≥0 ) + such that the sequence t 1 , . . . , t n of timestamps is non-decreasing. We say that a timed word is strictly monotonic if t i−1 < t i for every i ∈ {2, . . . , n}. We use T Σ + to denote the set of finite timed words over Σ. A set L ⊆ T Σ + is called a timed language. We use |w| to denote the length of a timed word w.
Let X be a finite set of clock variables ranging over R ≥0 . We define clock constraints φ over X to be conjunctions of formulas of the form x ∼ c, where x ∈ X , c ∈ N, and ∼∈ {<, ≤, =, ≥, >}. We use Φ(X ) to denote the set of all clock constraints over X . A clock valuation is a mapping from X to R ≥0 . A clock valuation ν satisfies a clock constraint φ, written ν |= φ, if φ evaluates to true according to the values given by ν. For δ ∈ R ≥0 and λ ⊆ X , we define ν + δ to be (ν + δ)(x) = ν(x) + δ for each x ∈ X , and we define ν[X · · = 0] by (ν[X · · = 0])(x) = 0 if x ∈ X , and (ν[X · · = 0])(x) = ν(x) otherwise.
Let Γ be a finite stack alphabet. We use Γ * to denote the set of finite words over Γ , including the empty word ε. We define a finite set Op of stack operations by Op · · = {pop(a), push(a) | a ∈ Γ } ∪ {noop, empty?}.
A timed pushdown automaton is a tuple
Each edge (l , a, φ, op, λ, l ′ ) represents a discrete transition from l to l ′ on the input symbol a under certain conditions: The clock constraint φ and the set λ specify the constraints on the current values of the clocks and the clocks to be reset, respectively, and op specifies the operations on the stack.
A state of A is a triple (l , ν, u), where l ∈ L is the current location, the clock valuation ν represents the current values of the clock, and u ∈ Γ * represents the current stack content, where the top-most symbol of the stack is the left-most symbol in the word u, and the empty word ε represents the empty stack. We use G A to denote the set of all states of A. A timed pushdown automaton A induces a transition relation
, and only if, there exists some edge (l , a, φ, op, λ, l
, and (i) if op = pop(a) for some a ∈ Γ , then a is the top-most stack symbol, i.e., there exists v ∈ Γ * such that u = a · u ′ ; (ii) if op = push(a) for some a ∈ Γ , then a is pushed on the stack, i.e., u ′ = a · u; (iii) if op = empty?, then the stack is empty and is is not changed by the operation, i.e., u = ε, and u ′ = u; (iv) if op = noop, then the stack is not changed, i.e., u
for every x ∈ X , u 0 = ε, and l n ∈ L f . With a run we associate the timed word (a 1 , δ 1 )(a 2 , δ 1 + δ 2 ) . . . (a n , Σ 1≤i≤n δ i ). The language accepted by a timed automaton, denoted by L(A), is defined to be the set of timed words w ∈ T Σ + for which there exists a successful run of A that w is associated with.
Next we define some subclasses of timed pushdown automata; see also Fig.  1 for a graphical overview. We start with timed extensions of one-counter automata [15, 26] and one-counter nets [23, 1] . A timed one-counter automaton is a timed pushdown automaton where the stack alphabet is a singleton. By writing push and pop we mean that we increment and decrement the counter, respectively, whereas empty? corresponds to a zero test. A timed one-counter net is a timed one-counter automaton without zero tests, i.e., the empty? operation is not allowed. We remark that for both classes, the execution of an edge of the form (l , a, φ, pop, λ, l ′ ) is blocked if the stack is empty. Next, we consider the timed extension of an interesting subclass of pushdown automata called visibly pushdown automata [5] . A timed visibly pushdown automaton is a timed pushdown automaton for which the input alphabet Σ can be partitioned into three disjoint sets Σ = Σ int ∪ Σ call ∪ Σ ret of internal, call, and return input symbols, respectively, and such that for every edge (l , a, φ, op, λ, l ′ ) the following conditions are satisfied:
-a ∈ Σ int if, and only if, op = noop, -a ∈ Σ call , if, and only if, op = push(b) for some b ∈ Γ , -a ∈ Σ ret if, and only if, op = empty? or op = pop(b) for some b ∈ Γ .
A timed visibly one-counter automaton (timed visibly one-counter net, respectively) is a timed one-counter automaton (timed one-counter net, respectively) that is also a timed visibly pushdown automaton. We say that a timed visibly one-counter net with no clock is deterministic if for all e = (l , a, true, op
∈ E with e = e ′ we have either op ′ = pop and op ′′ = empty?, or op ′ = empty? and op ′′ = pop. Finally, we define the class of timed counter nets, which generalizes timed one-counter nets, but is not a subclass of timed pushdown automata. A timed counter net of dimension n is a tuple
are the sets of locations, initial locations and accepting locations, respectively, and
is a finite set of edges. A state of a timed counter net is a triple (l , ν, x), where l ∈ L, ν is a clock valuation, and x ∈ N n is a vector representing the current value of the counters. We define (l , ν, x), δ, a, (l ′ , ν ′ , x ′ ) ∈⇒ A if, and only if, there exists some edge (l , a, φ, c, λ, l
, and x ′ = x + c, where vector addition is defined pointwise. Note that, similar to pop operations on an empty stack, transitions which result in the negative value of one of the counters are blocked. The notions of runs, successful runs, associated timed words and the language accepted by A, are defined analogously to the corresponding definitions for timed pushdown automata.
Main Results
In this section, we present the main results of the paper. We are interested in the language inclusion problem L(A) ⊆ L(B), where A and B are extensions of timed automata with discrete data structure. Recall that according to standard notation in the field of verification, in this problem formulation B is seen as the specification, and A is the system that should satisfy this specification, i.e., A should be a model of B. As a special case of this problem, we also consider the universality problem, i.e., the question whether L(A) = T Σ + for a given automaton A. In general, the two problems are undecidable for timed pushdown automata. This follows on the one hand side from the undecidability of the universality problem for timed automata [4] , and on the other hand side from the undecidability of the universality problem for pushdown automata. In fact, it has been long known that the universality problem is undecidable already for non-deterministic one-counter automata [21, 24] .
However, there are interesting decidability results for subclasses of timed pushdown automata: The language inclusion problem is decidable if A is a timed automaton, and B is a timed automaton with at most one clock [29] . As a special case, the universality problem for timed automata is decidable if only one clock is used. The language inclusion problem is also decidable if A is a one-counter net and B is a finite automaton, and if A is a finite automaton and B is a onecounter net [25] . This also implies the decidability of the universality problem for one-counter nets. Further we know that the universality and language inclusion problems are decidable if A and B are visibly pushdown automata [6] .
Hence it is interesting to consider the two problems for the corresponding subclasses of timed pushdown automata. It turns out that the decidability status changes depending from whether the model uses a stack (or, more detailed: a counter) or not. As a first main result, we have: Theorem 1. The language inclusion problem is undecidable if A is a timed visibly one-counter net and B is a timed automaton, even if A is deterministic and has no clocks, and B uses at most one clock.
We remark that this result corrects a claim concerning the decidability of the language inclusion problem if A is a timed pushdown automaton and B is a single-clock timed automaton, stated in Theorem 2 in [18] . In contrast to this, we have decidability for the following classes:
Theorem 2. The language inclusion problem is decidable with non-primitive recursive complexity if A is a timed automaton and B is a single-clock timed counter net.
As a special case of this result, we obtain: Corollary 1. The universality problem for single-clock timed counter nets is decidable.
The next two sections are devoted to the proofs of Theorems 1 and 2. We will also give some interesting consequences of these results respectively of their proofs. Amongst others, we prove for instance the undecidability of model checking problem for timed visibly one-counter nets and MTL over finite timed words. After this, in Sect. 5, we will prove the following theorem:
Theorem 3. The universality problem for single-clock timed visibly one-counter automata is undecidable. This is in contrast to the decidability of the universality problem for the two underlying models of single-clock timed automata [29] and visibly one-counter automata, which is a subclass of visibly pushdown automata [6] . We also want to point out that this result is stronger than a previous result on the undecidability of the universality problem for single-clock timed visibly pushdown automata (Theorem 3 in [18] ), and our proof closes a gap in the proof for Theorem 3 in [18] . Further, we can infer from Corollary 1 and Theorem 3 the exact decidability border for the universality problem of timed pushdown automata, which lies between timed visibly one-counter nets and timed visibly one-counter automata.
Undecidability Results
In this section, we prove Th. 1. The proof is a reduction of an undecidable problem for channel machines.
Channel Machines
Let A be a finite alphabet. We use ε to denote the empty word over A. Given two finite words x, y ∈ A * , we use x · y to denote the concatenation of x any y. We define the order ≤ over the set of finite words over A by x 1 x 2 . . . x m ≤ y 1 y 2 . . . y n if there exists a strictly increasing function f : {1, . . . , m} → {1, . . . , n} such that
A channel machine consists of a finite-state automaton acting on an unbounded fifo channel. Formally, a channel machine is a tuple C = (S, s I , M, ∆), where -S is a finite set of control states,
Here, !m corresponds to a send operation, ?m corresponds to a read operation, and ε is a test which returns true if and only if the channel is empty. Without loss of generality, we assume that s I does not have any incoming transitions,
, where s ∈ S is the control state and x ∈ M * represents the contents of the channel. We use H C to denote the set of all configurations of C. The rules in ∆ induce a transition relation
as follows:
, and only if, there exists some transition (s, !m, s ′ ) ∈ ∆ and x ′ = x · m, i.e., m is added to the tail of the channel.
, and only if, there exists some transition (s, ?m, s ′ ) ∈ ∆ and x = m · x ′ , i.e., m is the head of the current channel content.
, and only if, there exists some transition (s, ε, s ′ ) ∈ ∆ and x = ε, i.e., the channel is empty, and x ′ = x.
Next, we define a second transition relation
The relation ❀ C is a superset of → C . It contains some additional transitions which result from insertion errors. We define (s,
We say that a computation is error-free if for all i ∈ {1, . . . , k} we have (
Otherwise, we say that the computation is faulty.
Control State Reachability Problem for Channel Machines INPUT:
A channel machine C with control states S, control state s F ∈ S. QUESTION: Is there an error-free computation of C from (s I , ε) to (s F , x) for some x ∈ M * ?
The control state reachability problem is undecidable for channel machines, because channel machines are Turing-powerful [12, 2] . The proof of Th. 1 is a reduction of the control state reachability problem for channel machines. The idea of the reduction is as follows: Given a channel machine C, we define a timed language L(C) consisting of all timed words that encode potentially faulty computations of C that start in (s I , ε) and end in s F . Then we define a timed visibly one-counter net A such that L(A) ∩ L(C) contains all encodings of errorfree such computations. In other words, we use A to exclude the encodings of faulty computations from L(C). Finally, we define a single-clock timed automaton B that recognizes the complement of L(C).
Encoding Faulty Computations
For the remainder of Section 4, let C = (S, s I , M, ∆) be a channel machine and let s F ∈ S. Define Σ int · · = S ∪ M ∪ L\{s I } ∪ {#}, Σ call · · = {s I , +}, and Σ ret · · = {−, ⋆}, where +, −, # and ⋆ are fresh symbols that do not occur in S ∪ M ∪ L. We define a timed language L(C) over Σ = Σ int ∪ Σ call ∪ Σ ret that consists of all timed words that encode (potentially faulty) computations of C from (s I , ε) to (s F , x) for some x ∈ M * . The definition of L(C) follows the ideas presented in [30] to show the non-primitive recursive complexity of the model checking problem for MTL over finite timed words.
) be a computation of C with s 0 = s I , x 0 = ε, and s k = s F . For each i ∈ {0, . . . , k}, the configuration (s i , x i ) is encoded by a timed word of duration one. This timed word starts with the symbol s i at some time t i . If the content of the channel x i is of the form m 1 m 2 . . . m j , then s i is followed by the symbols m 1 , m 2 , . . . , m j in this order. The timestamps of these symbols must be in the interval (t i , t i + 1). Note that due to the denseness of the time domain, one can indeed store the channel content in one time unit without any upper bound on j. For encoding the computation, we glue together the encodings of the single configurations as follows: Every control state symbol s i−1 is followed by l i after exactly one time unit, and by s i after exactly two time units. For every message symbol m between s i−1 and l i , there is a copy of m after two time units, unless it is removed from the channel by a read operation. There are no symbols between l i and s i . Note that we do not require that for every message symbol m between s i−1 and l i there is a copy of m two time units before. It is the absence of exactly this condition that causes L(C) to contain encodings of computations that are potentially faulty.
For our reduction to work, we change the idea from [30] in some details. As mentioned above, we will later define a timed visibly one-counter net to exclude faulty computations from L(C). The idea is to let the automaton guess the maximum number n of messages occurring between control state symbols and the following label symbol. While reading the encoding of the first configuration of a computation, it increments the counter n times. The automaton does not do any operations on the counter until it reads the encoding of the last configuration, where it decrements the counter whenever it reads message symbols occurring between the control state and the label symbol. Since it can decrement the counter at most n times, it can only accept encodings of computations without any insertion errors.
We define a timed language L(C, n) for every n ∈ N. Since push, pop and noop require symbols from the call, internal, and return input alphabet, respectively, we use three different extra symbols +, #, and − to represent the non-deterministic choice of the automaton. In the encoding of the initial configuration, we use n occurrences of the call symbol + as placeholder for message symbols. In the encoding of all following configurations except for the last one we use the internal symbol # as placeholder. In the last configuration, we use the return symbol − as placeholder. Every time a send operation of message m occurs, the first free placeholder symbol in the encoding of the current configuration is replaced by m in the encoding of the next configuration. Every time a read operation of message m occurs, the first message symbol in the encoding of the current configuration (which should be m) is replaced by a new placeholder symbol in the encoding of the next configuration. Special cases due to insertion errors or the number of messages between some control state and label symbol are treated as defined in what follows.
Let n ∈ N. The timed language L(C, n) consists of all timed words w over Σ that satisfy the following conditions:
after message symbols. 8. The (untimed) prefix of w must be of the form s I + n ls for some l ∈ L, s ∈ S. 9. For every +, there is a # after two time units 1 . 10. The (untimed) suffix of w must be of the form s F − m ⋆ for some m ∈ N.
Further, for every infix of w of the form 
. . , k}, and there exists j > f (k) such that σ ′ j = #. (If there exists no placeholder symbol between s and l, then there exists a copy for each symbol after two time units, and there exists some additional placeholder symbol after the last copied symbol. Note that this case corresponds to n being chosen too small.)
13. If l =?m for some m ∈ M , then one of the following conditions holds:
. . , k}, and there exists some j > f (k) such that σ For an infix like above but with s ′ = s F and l ′ = ⋆, we add conditions 11', 12' and 13' that differ from 11, 12, and 13, respectively, in that all message or placeholder symbols to be copied or added to the encoding of the next configuration are replaced by the placeholder symbol −. This finishes the definition of L(C, n).
Let w ∈ L(C, n) for some n ∈ N. We use max(w) to denote the maximum number of symbols in M ∪ {#, +, −} that occur in w between a control state symbol and a symbol in L ∪ {⋆}. Let γ = 1≤i≤k (s i−1 , x i−1 ), l i , (s i , x i ) be a computation of C. We use max(γ) to denote the maximum length of the channel content occurring in γ, formally: max(γ) · · = max{|x i | | 0 ≤ x i ≤ k}. Lemma 1. For each error-free computation γ of C from (s I , ε) to (s F , x) for some x ∈ M * , there exists some timed word w ∈ L(C, max(γ)) such that max(w) = max(γ).
Proof. Let γ be an error-free computation of C from = (s I , ε) to (s F , x) for some x ∈ M * . Put n = max(γ). Clearly, there exists some w ∈ L(C, n), but we have to prove that adding message or placeholder symbols is not necessary, i.e., there exists w ∈ L(C, n) such that max(w) = n. By the choice of n and the fact that γ is error-free, the conditions of the only cases where adding symbols is mandatory (namely 12(b) and 13(b) and their primed variants) do not apply. ⊓ ⊔ Lemma 2. For each n ∈ N and w ∈ L(C, n) with max(w) = n, there exists some error-free computation γ of C from (s I , ε) to (s F , x) for some x ∈ M * with max(γ) ≤ n.
Proof. Let n ∈ N and let w ∈ L(C, n) with max(w) = n. This implies that the conditions of 12(b), 13(b) and their primed variants are never satisfied. Hence there exists some error-free computation γ of C from (s I , ε) to (s F , x) for some x ∈ M * with max(γ) ≤ n. ⊓ ⊔
Excluding Faulty Computations
We define a timed visibly one-counter net A over Σ such that for every n ∈ N the intersection L(A) ∩ L(C, n) consists of all timed words that encode error-free computations of C from (s I , ε) to (s F , x) for some x ∈ M * . The timed visibly one-counter net A is shown in Fig. 4 . It non-deterministically guesses a number n ∈ N of symbols + and increments the counter each time it reads the symbol +. When A leaves l 1 , the value of the counter is n + 1. After that, the counter value is not changed until the state symbol s F is read. Then, while reading symbols in {−, ⋆}, the counter value is decremented. Note that A can reach the final location l 4 only if the number of the occurrences of symbol − between s F and ⋆ is at most n. Note that A does not use any clock, and it is deterministic. Lemma 3. C has an error-free computation from (s I , ε) to (s F , x) for some x ∈ M * , if, and only if, there exists n ∈ N such that L(C, n) ∩ L(A) = ∅.
Proof. For the direction from left to right, let
be an error-free computation of C such that s 0 = s I , x 0 = ε, and s k = s F . Define n = max(γ). By Lemma 1, there exists w ∈ L(C, n) such that max(w) = n. This implies w ∈ L(A). Hence L(C, n) ∩ L(A) = ∅. For the direction from right to left, let w ∈ L(C, n) ∩ L(A) for some n ∈ N. By definition of A, the value of the counter after reading the (untimed) prefix s I + n , equals n + 1. By definition of L(C, n) (conditions 11, 12, 13, 11', 12', 13'), the (untimed) suffix of w is of the form s F − m ⋆ for some m ≥ n. However, by definition of A, m ≤ n, because otherwise the edge to l 4 cannot be taken. Hence m = n and max(w) = n. By Lemma 2, there exists some error-free computation γ of C from (s I , ε) to (s F , x) for some x ∈ M * with max(γ) ≤ n.
⊓ ⊔
We finally define L(C) = n∈N L(C, n).
Corollary 2.
There exists some error-free computation of C from (s I , ε) to (s F , x) for some x ∈ M * if, and only if, L(A) ∩ L(C) = ∅.
The Reduction
Finally, we define a single-clock timed automaton B such that L(B) = T Σ + \L(C). The construction of B follows the same ideas as, eg., in [3] : B is the union of several single-clock timed automata, each of them violating one of the conditions of the definition of L(C). For instance, the timed automaton in Fig. 2 recognizes the set of timed words over Σ violating condition 2. Proof of Theorem 1 Let C = (S, s 0 , M, ∆) be a channel machine, and let s F ∈ S. Let A be the timed visibly one-counter net A in Fig. 2 , and let B be the single-clock timed automaton such that L(B) = T Σ + \L(C) as explained above. By Corollary 2, there exists some error-free computation of C from (s I , ε) to (s F , x) for some x ∈ M * if, and only if,
. Hence, the language inclusion problem is undecidable. ⊓ ⊔
Undecidability of the Model Checking Problem for MTL
The proof idea of Th. 1 can be reused to show the undecidability of the model checking problem for timed visibly one-counter nets and MTL over finite timed words. We briefly recall the syntax and semantics of MTL in the following. Let Σ be a finite alphabet. The set of MTL formulae is built up from Σ by boolean connectives and a constraining version of the until modality:
where a ∈ Σ and I ⊆ R ≥0 is an open, closed, or half-open interval with endpoints in N ∪ {∞}.
We interpret MTL formulae in the pointwise semantics, i.e., over finite timed words over Σ. Let w = (a 1 , t 1 )(a 2 , t 2 ) . . . (a n , t n ) be a timed word, and let i ∈ {1, . . . , n}. We define the satisfaction relation for MTL, denoted by |=, inductively as follows:
and ∀k.i < k < j : (w, k) |= ϕ 1 .
We say that a timed word w ∈ T Σ + satisfies an MTL formula ϕ, written w |= ϕ, if (w, 1) |= ϕ.
Model Checking Problem for Timed Pushdown Automata and MTL INPUT:
A timed pushdown automaton A, an MTL formula ϕ.
QUESTION: Does w |= ϕ hold for every w ∈ L(A)?
Recall that this problem is decidable for the class of timed automata [30] . We can however prove that adding a visibly counter without zero test already makes the problem undecidable. Note that MTL only allows to express restrictions on time, and it does not allow for any restrictions on the values of the counters. In fact, it is known that as soon as we add to MTL the capability to express restrictions on the values of a counter that can be incremented and decremented, model checking is undecidable [32] .
Theorem 4. The model checking problem for timed visibly one-counter nets and MTL is undecidable, even if the timed visibly one-counter net does not use any clocks and is deterministic.
Proof. We define an MTL formula ϕ such that L(ϕ) = L(C). By Cor. 2, there exists some error-free computation of C from (s I , ε) to (s F , x) for some x ∈ M * if, and only if, L(A) ∩ L(ϕ) = ∅. The latter, however, is equivalent to saying that there exists some timed word w ∈ L(A) such that w |= ϕ. Hence the model checking problem is undecidable. The definition of ϕ is straightforward.
⊓ ⊔
We would like to remark that the proof of Th. 4 shares some similarities with a recent [15] result on the undecidability of model checking one-counter machines (i.e., one-counter automata without input alphabet) and Freeze LTL with one register (LTL ↓ 1 , for short). In [16] , it is proved that LTL ↓ 1 is capable to encode computations of counter automata with incrementing errors. Similar to the situation for MTL and channel machines, LTL ↓ 1 is however not capable to encode error-free computations of counter automata. In [15] , a one-counter machine is used to repair this incapability, resulting in the undecidability of the model checking problem. The one-counter machine in [15] does not use zero tests; however, we point out that in contrast to our visibly timed one-counter net the one-counter machine in [15] is non-deterministic. Indeed, model checking deterministic one-counter machines and LTL ↓ 1 is decidable [15] .
Energy Problems on Timed Automata with Discrete Weights
Next we will consider an interesting extension of lower-bound energy problems on weighted timed automata, introduced in [10] , which gained attention in the last years, see, eg., [11, 31, 9] . In lower-bound energy problems, one is interested whether in a given automaton with some weight variable whose value can be increased and decreased, there exists a successful run in which all accumulated weight values are never below zero. Similar problems have also been considered for untimed settings, eg., [27, 19, 20, 13] .
A timed automaton with discrete weights (dWTA, for short) is syntactically the same as a timed one-counter net. In the semantical graph induced by a dWTA, however, we allow the value of the counter (or, the weight variable) to become negative. Hence the value of the weight variable does not influence the behaviour of the dWTA, because, different to timed one-counter nets, transitions that result in negative values are not blocked. Formally, a state of a dWTA A is a triple (l , ν, u) where l ∈ L, ν ∈ R X ≥0 , and u ∈ Z. We use G A to denote the set of states of A. A dWTA A induces a transition relation ⇒ A on (G A ×R ≥0 ×Σ ×G A ) as follows: (l , ν, u), δ, a, (l ′ , ν ′ , u ′ ) ∈⇒ A if, and only if, there exists some edge e = (l , a, φ, op, λ, l
, and (i) if op = pop, then u ′ = u − 1, and (ii) if op = push, then u ′ = u + 1. Runs, successful runs, associated timed words, and the language L(A) accepted by A are defined as for timed pushdown automata. We remark that due to the simple reason that the value of the weight variable does not influence the behaviour of dWTA, the model checking problem for dWTA and MTL is decidable.
Energy Problem for Timed Automata with Discrete Weights and MTL INPUT:
A dWTA A, an MTL formula ϕ. QUESTION: Does there exist some accepting run ρ of A such that the value of the weight variable is always non-negative, and the timed word w associated with ρ satisfies ϕ?
Theorem 5. The energy problem for dWTA and MTL is undecidable, even if the dWTA uses no clock.
Proof. For the proof, we reduce the model checking problem for timed onecounter nets and MTL to the energy problem. Let A be a timed one-counter net, and let ϕ be an MTL formula. Define A ′ to be the dWTA that is syntactically equal to A. We prove that (A, ϕ) is a negative instance of the model checking problem if, and only if, (A ′ , ¬ϕ) is a positive instance of the energy problem. Assume that (A, ϕ) is a negative instance of the model checking problem. Hence there is some w ∈ L(A) such that w |= ¬ϕ. Hence there is some successful run ρ of A such that ρ is associated with w, and by the semantics of A, the value of the counter in ρ is always non-negative. Hence ρ is also an accepting run of A ′ on w such that the value of the weight variable is always non-negative and the associated timed word w satisfies ¬ϕ.
Assume that (A ′ , ¬ϕ) is a positive instance of the energy problem. Hence there is some successful run ρ of A ′ such that the weight variable is always nonnegative, and the timed word w associated with ρ satisfies ¬ϕ. Hence ρ is also a successful run of A on w. Hence (A, ϕ) is a negative instance of the model checking problem.
⊓ ⊔
Decidability Result
In this section, we prove that the language inclusion problem is decidable if A is a timed automaton, and B is a single-clock timed counter net. The proof is a generalization of the proof for timed automata in [29] . It is based on the theory of well-quasi-orders, and we start with defining some useful notions. Let A, B be two sets, and let be a binary relation on A. Then is a quasi-order on A if is reflexive and transitive. is a well-quasi-order on A if it is a quasi-order and for every infinite sequence a 1 , a 2 , a 3 , . . . in A there exist indices i < j such that a i a j . A standard example for a well-quasi-order is the component-wise ordering ≤ k on the set N k of vectors of k natural numbers (Dickson's Lemma, [17] ).
Let be a quasi-order on A, and let ⊑ be a quasi-order on B. We define the product of and 
Lemma 4 (Higman's Lemma [22] ).
1. If and ⊑ are well-quasi-orders on A and B, respectively, then the product of and ⊑ is a well-quasi-order on (A × B).
If
is a well-quasi-order on A, then the monotone domination order * is a well-quasi-order on A * .
Proof of Theorem 2 For the case that A is a timed automaton and B is a single-clock timed automaton, the language inclusion problem L(A) ⊆ L(B) is decidable [29] with non-primitive recursive complexity [2] . The lower bound hence follows, and the decidability proof is an adaptation of the decidability proof in [29] . We present the idea, but do not give the details of the proofs, especially if they are similar to the proof in [29] .
A ) be a timed automaton with clock variables X = {x 1 , . . . , x n }, and let
be a timed one-counter net of dimension n with a single clock variable x. Without loss of generality, we may assume that
A joint configuration of A and B is a pair (q, γ), where q is a state of A, and γ is a set of states of B. We use G AB to denote the set of all joint configurations of A and B. We say that a joint configuration
f . The joint behaviour of A and B is defined as follows: For a state (l , ν) of A, δ ∈ R ≥0 and a ∈ Σ, we define Succ
is a set of states of B, and it may be empty. Finally, we define the transition relation , a) . Next, we encode joint configurations of A and B by finite untimed words over the alphabet Λ of finite subsets of (L A ×X ×reg×0)∪{L B ×{x}×reg×N n ). Here, 0 is the vector of dimension n containing only 0, and reg · · = {0, 1, . . . , cmax} ∪ {⊤}, where ⊤ is a symbol representing all values greater than cmax, and cmax is an integer greater than the maximal constant occurring in clock constraints in both A and B. Let C = ((l , ν), {(l 1 , v 1 , u 1 ) , . . . , (l m , v m , u m )}) be a joint configuration. To simplify the definition, we write C as a set { (l , x 1 , ν(x 1 ), 0) , . . . , (l , x n , ν(x n ), 0), (l 1 , x, v 1 , u 1 ) , . . . , (l m , x, v m , u m )}.
Split C into a sequence of subsets C 0 , C 1 , . . . , C ρ , C ⊤ , such that C ⊤ = {(k, y, η, µ) ∈ C | η > cmax}, and if i, j = ⊤, then for all (k, y, η, µ)
if, and only if, i ≤ j. In this way, (k, y, η, µ) and (k ′ , y ′ , η ′ , µ ′ ) are in the same subset C i if, and only if, η and η ′ are both smaller than or equal to cmax and have the same fractional part. In addition, we assume that the fractional parts of η of elements in C 0 are zero, and that C i = ∅ for all i ∈ {1, . . . , ρ}. We define the encoding enc(C) of C to be the finite word reg(C 0 )reg(C 1 ) . . . reg(C ρ )reg(C ⊤ ), where reg(
We define a transition relation → over encodings of joint configurations and Σ as follows: w, a, w ′ ∈→ if there exists C ∈ enc −1 (w) and
Lemma 5. The equivalence relation ∼ defined by C ∼ C :⇔ enc(C) = enc(C ′ ) is a time-abstract bisimulation over joint configurations.
Like in [29] , we can now define a relation over the set of encodings of joint configurations. The letters of our alphabet are naturally ordered by set inclusion, so that we can define to be the monotone domination order induced by set inclusion. In [29] , using Higman's Lemma and the fact that the alphabet is finite, it is proved that is a well-quasi-order. However, note that in contrast to [29] , our alphabet is infinite. We thus define a new relation ⊑ over the set of encodings, which is basically the product of and the usual ≤ n relation over N n . Since both and ≤ n are well-quasi-orders, by Higman's Lemma ⊑ is a well-quasi-order, too.
Formally, we define ⊑ as follows. Let w = α 1 α 2 . . . α m and let w = β 1 β 2 . . . β p , where
We define w ⊑ w ′ if, and only if, there exists an injective function f : {1, . . . , m} → {1, . . . , p} such that for every i ∈ {1, . . . , m}, there is an injective function
fi(j) for every j ∈ {1, . . . , ρ i }. Next we prove that → is downwardcompatible with respect to ⊑. Finally, we describe the algorithm to decide L(A) ⊆ L(B). Like in [29] , we solve the language inclusion problem by solving the following reachability problem: in the implicit graph of the encoding of joint configurations and the transition relation →, is there a path from the encoding of the initial joint configuration to the encoding of a bad joint configuration? Note that we have L(A) ⊆ L(B) if, and only if, there is no such path. For solving the reachability problem, we compute the unfolding of the graph, starting the computation with the encoding of the initial joint configuration. If for the current node labelled by w, there is along the branch already a node labelled with w ′ and w ′ ⊑ w, then by Lemma 6 we can prune the tree after the current node: Assume that from w we can reach a word w 1 that represents a bad configuration, then by Lemma 6 we can reach a word w ′ 1 from w ′ such that w ′ 1 ⊑ w 1 , and hence, w ′ 1 is representing a bad configuration, too. By the facts that the unfolding is finitely branching, ⊑ is a well-quasi-order and by König's Lemma, we know that the computation will finally terminate.
⊓ ⊔ Note that Lemma 6 does not hold if the counters in B can be tested for zero. Indeed, the universality problem of (even untimed) one-counter automata is undecidable [21, 24] . In the next section, we prove that this is also the case for timed visibly pushdown one-counter automata. This gives us the precise decidability border for the universality problem.
The Universality Problem for Visibly One-Counter Automata
We prove that allowing the counter in a single-clock timed visibly one-counter net to be tested for zero, results in the undecidability of the universality problem. The undecidability of the universality problem for the more general class of single-clock visibly pushdown automata was already stated in Theorem 3 in [18] . The proof is a reduction of the halting problem for two-counter machines. Given a two-counter machine M, one can define a timed language L(M) that consists of all timed words encoding a halting computation of M. Then a timed visibly pushdown automaton A is defined that recognizes the complement of L(M). Altogether, L(A) = T Σ + if, and only if, M does not have a halting computation. The definition of L(M) is similar to the definition of L(C) in the proof of Th. 1. Recall that in the definition of L(C) we did not include a condition that requires every symbol to have a matching symbol two time units before, and, as we mentioned, this is the reason for L(C) to contain timed words encoding faulty computations of C. However, in the definition of L(M) in [18] , such a "backward-looking" condition is used. In the proof in [18] , it is unfortunately not clear how the single-clock timed visibly pushdown automaton A can detect violations of this condition 2 . Here, we give a complete proof for the subclass of timed visibly one-counter automata. Like the proof of Th. 1, the proof is a reduction of the control state reachability problem for channel machines. We however remark that one can similarly use a reduction of the halting problem for two-counter machines.
Proof of Theorem 3
The proof reuses ideas of the proof of Th. 1. Let C = (S, s I , M, ∆) be a channel machine, and let s F ∈ S. Define Σ in the same way as in the proof of Th. 1. For every n ∈ N, we define a timed language L ef (C, n) that consists of all timed words over Σ that encode error-free computations of C from (s I , ε) to (s F , x) for some x ∈ M * . Formally, L ef (C, n) is defined using the same conditions as the ones for L(C, n) in the proof of Th. 1. However, we add the following condition to exclude encodings of faulty computations:
14. For every infix of w of the form (s, δ)(σ 1 , δ 1 ) . . . (σ k , δ k )(l, δ + 1)(s ′ , δ + 2)(σ
with s, s ′ ∈ S, l ∈ L, l ′ ∈ L ∪ {⋆}, δ ∈ R ≥0 , δ < δ 1 < · · · < δ k < δ + 1, δ + 2 < δ ′ 1 < · · · < δ ′ k ′ < δ + 3, there exists a strictly increasing function f : {1, . . . , k ′ } → {1, . . . , k} such that δ f (i) = δ ′ i − 2. We define L ef (C) = n≥1 L ef (C, n).
Lemma 7.
There exists some error-free computation of C from (s I , ε) to (s F , x) for some x ∈ M * , if, and only if, L ef (C) = ∅.
Proof. The direction from right to left is straightforward. For the other direction assume γ is an error-free computation of C from (s I , ε) to (s F , x) for some x ∈ M * . Put n = max(γ). By Lemma 1, there exists w ∈ L(C, n) such that max(w) = n. A close inspection of conditions 11, 12, 13 and their primed versions reveals that we can also ensure that condition 14 is satisfied. Hence w ∈ L ef (C).
⊓ ⊔ Next, we define a timed visibly one-counter automaton with a single clock such that L(A) = T Σ + \L ef (C). Hence, by the preceding lemma, L(A) = T Σ + if, and only if, there exists some error-free computation of C from (s I , ε) to (s F , x) for some x ∈ M * . A is the union of several single-clock timed automata and one timed visibly one-counter automaton with no clock. We already know from the proof of Th. 1, that violations of conditions 1 to 13 can be detected by single-clock timed automata. For detecting violations of condition 14, we use the visibly one-counter automaton shown in Fig. 4 . The automaton non-deterministically guesses the maximum number n of occurrences of the symbol +. When leaving l 1 , the value of the counter is n + 1. The final location l 4 , however, can only be reached while reading − or ⋆ if the value of the counter is zero. This means that there must be some symbol for which there is no matching symbol one time unit before. ⊓ ⊔
Conclusion and Open Problems
The main conclusion of this paper is that even very weak extensions of timed automata with counters are impossible to be verified by automated algorithms. On the other hand side, we may use single-clock timed counter nets as specifications to verify timed automata. This increases so far known possibilities for the verification of timed automata: For instance, the timed language L = {(a m b n ,τ ) | m ≥ n} can be accepted by a timed one-counter net without any clocks, but not by a timed automaton. An interesting problem is to figure out a (decidable) extension of LTL that is capable to express properties referring to both time and discrete data structures.
We remark that all our results hold for automata defined over finite timed words. We cannot expect the decidability of, eg., the universalitiy problem for single-clock timed counter nets over infinite timed words, as the same problem is already undecidable for the subclass of single-clock timed automata [2] .
