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Abstract
In some mobile wireless sensor network applications, it is not necessary to monitor the entire field all the time, and
only a number of critical points or points of interest (POIs) need to be monitored periodically. In this paper, we address
theminimum-delay POIs coverage inmobile wireless sensor networks problem with cost restriction, which is how to
schedule the limited number of mobile sensors monitoring to minimize the service delay of POIs. We study two
scenarios of the problem. In the first scenario, the start positions of mobile sensors are determined in advance, we
propose the SSR algorithm to address this problem. In the second scenario, without pre-defined start positions, we
propose two algorithms, the TSP-S and the SSNOR. By the comprehensive simulations, we evaluate the performance of
the proposed algorithms. The simulation results show the efficiency of our algorithms.
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1 Introduction
Wireless sensor networks (WSNs) have been widely stud-
ied in recent years. Coverage is one of the most important
issues in WSNs. There have been a great number of
works on area coverage, target coverage and barrier cover-
age. Most of them require the targets or monitoring area
is covered continuously. However, in some applications,
such as patrol inspection, only some critical points are
needed to be detected periodically. Employing continuous
coverage in such application is undoubtedly wasteful.
To satisfy the demands of the above applications with
low system cost, another type of coverage called sweep
coverage is proposed [1]. The sweep coverage has been
applied to practical application, such as GreenOrbs [1],
which is a sustainable and large-scale wireless sensor
network system in the forest. GreenOrbs provide all-
year-round ecological surveillance in the forest in Tianmu
Mountain, collecting various sensory data, such as tem-
perature, humidity, illumination, and content of carbon
dioxide. In sweep coverage, a set of Points of Interests
(POIs) in the monitoring area are periodically detected
instead of being continuously monitored. To achieve
sweep coverage, a downsized number of mobile sensors
are employed to sweep the POIs at regular intervals.
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There have been some efforts on the sweep coverage
problem [1,2]. These works focus on how to schedulemin-
imumnumber of mobile sensors to achieve the sweep cov-
erage within specified sweep period. The existing works
assumed that they have enough mobile sensors. However,
in real applications, there may have been restrictions on
the number of mobile sensors due to the system cost.
In this paper, we investigate POI coverage under the
restriction on the number of mobile sensors. We address
how to schedule the mobile sensors to minimize the
sweep delay of POIs. As shown in Figure 1, there are
five mobile sensors in the area. Each mobile sensor scans
specific POIs in its trajectory, respectively. The delay of
the sweep is defined as the time interval from sensors
starting to sweep to all the sensors finishing their mon-
itoring task. Suppose the moving speed of each mobile
sensor is the same; since M4 has the longest trajectory,
the delay of sweep is decided by M4 which is several
times longer than that of M1,M2,M3, and M5. We study
two scenarios of the problem. In the first scenario, the
energy of sensors may not be enough to sustain for a long
time, such that the sensors must be recharged periodi-
cally. Thus, the start positions of mobile sensors located
at the recharging places are determined. We present a
greedy-based algorithm named SSR. For each mobile sen-
sor’s determined start position, we always choose the
POI that can minimize the length difference between
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Figure 1 The POIs coverage.
the maximal and minimal trajectories of mobile sen-
sors. The procedure continues until all the POIs have
been added to the trajectories of mobile sensors. In the
second scenario, the energy of sensor is enough to sus-
tain for a long time, such that the sensors need not
return back frequently. Compared with the long sweep-
ing time, the time that the mobile sensor moves from
start position to the the first POI to be swept can be
ignored. We propose two algorithms. One is construct-
ing a traveling salesman problem (TSP) ring using the
polynomial-time approximation scheme (PTAS) for the
TSP [3], then divide the ring into k trajectories and let
every mobile sensor move along with a trajectory, respec-
tively. The second algorithm is derived from the SSR
algorithm.
The rest of this paper is organized as follows: Section 2
reviews the existing works. In Section 3, we introduce
the network model and the definition of Minimum-Delay
POIs Coverage in mobile wireless sensor networks prob-
lem. In Section 4, we propose the Stretched Searching
SSR algorithm for the Minimum-Delay POIs Coverage
problem with restriction on start positions of mobile
sensors. The TSP-S algorithm and the SSNOR algo-
rithm are presented for the the Minimum-Delay POIs
Coverage problem without restriction on start positions
of mobile sensors in Section 5. We evaluate the per-
formance of our algorithms through extensive simula-
tions in Section 6. Finally, we conclude the paper in
Section 7.
2 Related work
The coverage problem is one of the fundamental issues
in wireless sensor networks, evidenced by many works
contribute to this field in recent years. It can be classified
into three categories: full coverage, barrier coverage, and
sweep coverage.
Many efforts have been made on full coverage prob-
lem (including point coverage [4-8], area coverage [9-18]),
and barrier coverage problem [19-26]. Full coverage and
barrier coverage often require that target or area is cov-
ered all the time. To achieve full coverage or barrier
coverage, a majority of works studied the static coverage
under the requirement of continuous coverage. Although
it can achieve the best coverage, the system cost is pro-
hibitive. To improve the coverage quality efficiently, a type
of mixed network infrastructure called hybrid network
is adopted in some applications, which is composed of
mobile sensors as well as static sensors [27-30]. Wang
et al. studied the optimized movement of mobile sensors
to provide k-coverage in both mobile sensor networks
and hybrid sensor networks [27]. They also presented a
distributed relocation algorithm, such that each mobile
sensor can achieve optimal relocation with the local
information.
The sweep coverage problem is motivated by the appli-
cations without continuous coverage requirement. In such
cases, mobile sensors are often used. There are some exist-
ing works about sweep coverage [1,2]. The main goal of
those works is to minimize the number of mobile sen-
sors so as to cover all the POIs in the region without
violating the given time. Li et al. proposed a centralized
algorithm CSWEEP [1]. Firstly, the authors take all POIs
as input and employ a PTAS algorithm [31] of TSP and
get an approximate TSP ring. Secondly, every mobile sen-
sor is scheduled to move along the TSP ring segments
back and forth under the requirement of sweep period.
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Du et al. [2] proposed two algorithms for different situa-
tions. In the first algorithm, they gradually deploy mobile
sensors and schedule the mobile sensors to move on the
same trajectory in each period. In the second algorithm,
named OSWEEP algorithm, the mobile sensors are not
required to follow the same trajectory in each period, all
the mobile sensors are scheduled to move along the TSP
ring which consists of POIs towards the same direction.
The OSWEEP algorithm has better performance than
CSWEEP.
Both of the works assumed that they can obtain enough
mobile sensors. However, in many practical applications,
due to high energy consumptions and resource con-
straints, there may not be enough mobile sensors to
accomplish monitoring.
In this paper, we consider the situation that the number
of mobile sensors is given. We discuss two scenarios for
the problem: (1) the start positions of mobile sensors are
determined in advance; (2) the start positions of mobile
sensors are not determined, and we ignore the time that
mobile sensor moves from start position to the first POI
to be swept.
3 Minimum-Delay POIs Coverage inmobile
wireless sensor networks problem
3.1 Network model
Suppose there are k given mobile sensors to monitor m
POIs deployed in a region R. Each POI has a globally
unique ID and a fixed position. We denote the set of
mobile sensors as S = {s1, . . . , sk} and the set of POIs
as P = {p1, . . . , pm}. Let d(pi, pj) be the Euclidean dis-
tance between points pi and pj. There are two scenarios. In
the first one, all mobile sensors start from the determined
positions to scan specific POIs along different trajecto-
ries and go back to the start position to recharge after a
period. In the second one, themobile sensors have enough
energy to sweep POIs for quite a long time, therefore,
the distance from recharging place to start position of
each mobile sensor is ignored. We assume that all the
mobile sensors move at a constant speed v in the region.
In fact, if the moving speed of mobile sensor is not the
same when generating trajectory for each mobile sensor,
we will take its speed as a ratio to compute the distance
of the trajectory. We also assume the sensing range of all
mobile sensors is very small such that the POIs can be
covered only when the mobile sensors pass the position of
the POIs.
In this paper, we study the minimum-delay POIs cov-
erage in mobile wireless sensor networks. We aim to
schedule kmobile sensors to scan those POIs such that the
delay of the mobile wireless sensors network (MWSN) is
minimized and each POI can be scanned exactly one time
in a period.
3.2 Problem definition
Before formalizing the Minimum-Delay POIs Coverage in
mobile wireless sensor networks problem, we first intro-
duce a few of definitions as follows:
Definition 1. POIs Coverage (PC): If all POIs are swept
by some mobile sensors, we call it POIs Coverage.
Definition 2. The Delay of POIs Coverage: The delay of
POIs Coverage is the time interval from the mobile sensors
starting to sweep to all POIs having been swept.
Definition 3. Minimum-Delay POIs Coverage in
mobile wireless sensor networks problem: Given kmobile
sensors and the deployments of m POIs, the Minimum-
Delay POIs Coverage problem is to schedule k mobile
sensors to scan POIs along different trajectories such that
the delay of the POIs coverage is minimized.
If there is no restriction on the start positions of mobile
sensors, given the deployment of POIs, an undirected
complete graph G = (V ,E,W ) is derived from the mobile
wireless sensor network, where V is the set of all POIs.
For any two POIs pi, pj, there is an edge between pi and
pj (i.e., (pi, pj) ∈ E), and w(e) = d(pi, pj). If there is
restriction on start positions of mobile sensor, given the
deployment of POIs, an undirected weight graph Gstart =
(V ,Vstart,Estart,W ) is derived, where V is the set of all
POIs and Vstart is the set of start positions of mobile sen-
sors. For any two POIs pi, pj, there is an edge between pi
and pj (i.e., (pi, pj) ∈ Estart), and w((pi, pj)) = d(pi, pj);
for any start position of mobile sensor si and any POI
pj, there must be an edge (si, pj) between si and pj (i.e.,
(si, pj) ∈ Estart), and w((si, pj)) = d(si, pj).
Based on the given Euclidean distance between any two
points, finding a coverage scheme for theMinimum-Delay
POIs Coverage problem is equivalent to finding a set of
trajectories which can pass by all the POIs.
Apparently, the Minimum-Delay POIs Coverage prob-
lem can be transformed to the problem of minimizing
the maximal trajectory of mobile sensors: given k mobile
sensors, find a set of k trajectories to pass all POIs such
that the maximum length among all k trajectories is
minimized.
It is easy to know that the problem with no restriction
on the start positions of mobile sensors is NP-hard. This
is because when k = 1, this problem becomes the mini-
mum length Hamilton Path problem which is well known
NP-hard.
4 Algorithm for theMinimum-Delay POIs
Coverage with restriction
In this section, we study the Minimum-Delay POIs Cov-
erage problem with the restriction on the start positions
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of mobile sensors, and propose an algorithm for the prob-
lem. To minimize the network delay which is decided by
the longest monitoring period among all the mobile sen-
sors, we aim to make the sweeping time of each mobile
sensor be close to each other.
We first give the following definitions:
Definition 4. Max-min difference for a set of k trajec-
tories (2MDkT): Given k trajectories, max-min difference
is the length difference between the longest trajectory and
the shortest trajectory.
Definition 5. Minimum max-min trajectory schedule:
Among the feasible monitoring schedules of k mobile sen-
sors, each of which can be represented as a set of the k
mobile sensors’ trajectories, minimum max-min trajectory
schedule is the one with minimum 2MDkT.
It is easy to know that the Minimum-Delay POIs Cover-
age problem is equivalent to the minimum max-min tra-
jectory schedule problem. In this section, we propose an
effective algorithm, the SSR algorithm for the Minimum-
Delay POIs Coverage problem with the restriction on the
start positions of mobile sensors.
The main idea of the SSR algorithm is as follows: in
every step, we always choose the pair of POI and trajectory
such that the 2MDkT of the current MWSN is minimized.
Before introducing the SSR algorithm, we give some
notations used in the algorithm.
We denote C as the current selected trajectories for
mobile sensors. C = {c1, c2, . . . , ck}, ci is the ith mobile
sensor’s trajectory. Initially, we may set C = ∅. We
use T to represent the set of POIs which have not
been covered by C. There are k mobile sensors and
n POIs in the region. The input of the algorithm is
Gstart = (V ,Vstart,Estart,W ). The output of the algorithm
is a set C = {c1, c2, . . . , ck} of trajectories which con-
tains all vertices in V and Vstart. For the convenience
to describe the algorithm, we let L denote 2MDkT,
Lmin denote the current minimal L in the MWSN.
In the following, we present the SSR algorithm in
details.
(1) Set C = ∅ and set all POIs to be uncovered.
(2) Select the shortest edge est in G where s is the start
position of a mobile sensor and t is a POI. Then add t
to the trajectory of mobile sensor s. Set t to be
covered.
(3) As for the POI i which has not been covered, we
tentatively add the POI to the trajectory of every
mobile sensor j ( j = [1, . . . , k]) and compute the Lji
respectively. Lji is the 2MDkT, that if the POI i is
added to the the trajectory of mobile sensor j. Thus,
Li = {L1i ,L2i , . . . ,Lki }.
(4) Set Lcur = {L1,L2, . . . ,Lm}, where m is the
number of uncovered POIs. Find the minimal element
Lji in Lcur and add the POI i to the trajectory of
mobile sensor j. Then set the POI i to be covered.
(5) Repeat steps (3) to (4) until the trajectories in C
contain all vertexes of V.
(6) Check the trajectory of each mobile sensor, if the
trajectory intersects with other trajectories and the
distance from start position to the point of
intersection is the same, there will be collision
between mobile sensors. Adjust the depart time of
one of the mobile sensors slightly to avoid collision.
The pseudocode of the SSR algorithm is presented in
Algorithm 1.
Algorithm 1 SSR(V ,Vstart,Estart,W , k,C)
1: Set C = φ, T = V ;
2: for ( j = 1 to k) do
3: cj = cj ∪ {vstartj };
4: vcurj = vstartj ;
5: C = C ∪ cj;
6: Lj = 0;
7: end for
8: while T = ∅ do
9: Lmin = INFINITE;
10: for each vi in T do
11: for (j = 1 to k) do
12: Lj = Lj + |dvi , vcurj |;
13: Lmin = Min{L1, L2, . . . , Lk};
14: Lmax = Max{L1, L2, . . . , Lk};
15: Ltemp = Lmax − Lmin;
16: Lj = Lj − |dvi , vcurj |;
17: if (Ltemp < Lmin) then
18: Lmin = Ltemp;
19: t = i;




24: T = T − vt ;
25: cs = cs ∪ vt ;
26: vcurs = vt ;
27: Ls = Ls + |dvt , vcurs |;
28: end while
Note that if there are more than one minimal ele-
ments inLcur, the element with lowest POI label number
will be selected. Additionally, if there are two elements
with the same POI label number, the mobile sensor with
smaller label number is considered. In the next round of
sweeping, the mobile sensors will move back along the
original trajectories.




Figure 2 An example of POIs coverage for SSR. (a) There are two mobile sensors and eight POIs in the region. (b) POI H is added to the trajectory
ofM2. (c) POI A is added to the trajectory ofM1. (d) The trajectories ofM1 andM2 is constructed after the rest of the POIs are added one by one.
To better describe the SSR algorithm, we give an exam-
ple as follows: in Figure 2a, there are two mobile sensors
and eight POIs in the rectangle region. The weight of
edge, which is the distance between two points in the
area is illustrated in Table 1. We set v = 100 m/min for
each mobile sensor. Firstly, as M2H is the smallest edge
connected to the mobile sensors, we add POI H to the
trajectory of mobile sensor M2 as shown in Figure 2b.
Secondly, for each of the rest uncovered POIs, we tenta-
tively add these seven POIs to the trajectories of mobile
sensorsM1 andM2. Meanwhile, we compute the 2MDkT
in the current mobile sensor network after tentatively
adding each of the rest uncovered POIs, as shown in
Table 2. We find that when we try to add POI A to the
trajectory of mobile sensor M1, the 2MDkT in the cur-
rent mobile sensor network is the smallest compared with
adding other POIs. Thus, we add POI A to the trajec-
tory of mobile sensorM1 as shown in Figure 2c. Similarly,
we add the rest POIs one by one until all the POIs are
covered, and the result of the POIs coverage is shown in
Figure 2d.
We set M1 and M2 to move on L1 and L2, respec-
tively. The length of L1 is 1, 324 m and the length of L2
is 1, 300 m. So the difference between L1 and L2 in SSR
is 24 m. Thus, the end time of one round of monitor-
ing for M1 and M2 is almost the same. This is mainly
because in every step of SSR algorithm, when choosing
the next POI to join one of the mobile sensors’ trajectory,
we always guarantee that the 2MDkT of current schedule
is always minimized after this POI is added. It means that
the current delay of schedule in every step is minimized.
Therefore, those features can effectively achieve the goal
of our work.
Theorem 1. The time complexity of SSR algorithm is
O(k|V |2), where k is the number of mobile sensors and |V |
is the number of the POIs.
Table 1 The weight of edges
M1 M2 A B C D E F G H
M1 0 2,900 204 325 605 653 868 1,100 2,000 2,200
M2 2,900 0 2,050 2,000 1,600 1,500 1,400 1,100 313 100
A 204 2,050 0 120 463 595 821 1,000 1,900 2,100
B 325 2,000 120 0 400 586 831 976 1,800 2,000
C 605 1,600 463 400 0 300 507 585 1,400 1,600
D 653 1,500 595 586 300 0 300 440 1,400 1,500
E 868 1,400 821 831 507 300 0 290 1,300 1,400
F 1,100 1,100 1,000 976 585 440 290 0 1,000 1,100
G 2,000 313 1,900 1,800 1,400 1,400 1,300 1,000 0 200
H 2,200 100 2,100 2,000 1,600 1,500 1,400 1,100 200 0
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Proof. According to SSR algorithm, firstly, there are |V |
POIs needed to be added and only one POI can be added
in each iteration. Secondly, after tentatively adding each
POI to all the trajectories, the calculation of length dif-
ference between the maximal and minimal trajectories in
current mobile sensor network costsO(k|V |) time. There-
fore, the computational complexity of the SSR algorithm
is O(k|V |2). The proof finishes.
5 Algorithms for theMinimum-Delay POIs
Coverage problemwithout restriction
In this section, we will propose two algorithms for the
Minimum-Delay POIs Coverage problem to deal with the
scenario that the mobile sensors are not restricted to start
sweeping from the determined positions, which is more
flexible in practical applications.
5.1 TSP-based searching algorithm for the
Minimum-Delay POIs Coverage without restriction
In this subsection, we propose a TSP-based searching
algorithm (TSP-S algorithm). The main idea of the TSP-
S algorithm is as follows: firstly, we create a weighted
completed graph G = (V ,E,W ) shown as Section 3.2.
Secondly, we use the TSP algorithm in [3] to find a TSP
ring on G. Thirdly, we divide the TSP ring into k tra-
jectories. Finally, each mobile sensor moves along one
trajectory back and forth.
Similar as the notations defined in Section 4, we denote
C as a set of trajectories, C = {c1, c2, . . . , ck}, ci is the ith
trajectory. Initially, setC = ∅. T represents the set of POIs
which have not been covered by C. The input of the algo-
rithm is G = (V ,E,W ). The output of the algorithm is a
set C = {c1, c2, . . . , ck} of trajectories which contains all
vertexes in V. Next, we present the TSP-S algorithm in
details.
(1) Set C = ∅ and set all POIs to be uncovered.
(2) Input G into the PTAS algorithm for TSP, and get an
approximate TSP ring. The length of the TSP ring is |L|.
(3) Remove the current longest edge lmax in the TSP
ring. We denote the left curve of the TSP ring as lcur,
|lcur|=|Lj|−|lmax|. Then we obtain a bound l, l = |lcur|/k,
k is the number of trajectories we aim to find.
(4) Select one of the ends of lcur, and make it as the start
of establishing the current trajectory j.
(5) Add POIs in lcur to the current trajectory j in sequence
until the length of j is larger than l, remove the last
added POI i from j. Thus, we obtain the trajectory j
and add it to C. And set the POIs in j to be covered.
(6) Remove the edge between the POI i and the last POI
in trajectory j, which is denoted as ldel. Therefore,
|lcur| = |lcur| − |ldel|, k = k − 1. Let POI i be the start
of establishing the next trajectory and calculate the
bound l again.
(7) Repeat steps (5) to (6) until the trajectories in C
contains all POIs.
(8) When all POIs have been covered and the number of
trajectories that have been found are less than k, then
we will adjust the trajectories. We always choose the
longest trajectory w in C and split it into two trajectories
evenly until we have obtained k trajectories.
The pseudocode of the TSP-S algorithm is presented in
Algorithm 2 and Algorithm 3.
Algorithm 2 TSP-S(V ,E,W , k,C)
1: Set C = φ;
2: ring ← TSP();
3: t = k, tcur = 1;
4: lcur = ring.length;
5: lmax = max edge in ring;
6: lcur = |lcur| − |lmax|;
7: vcur = POI on the max edge in ring;
8: ctcur = {vcur}, ltcur = 0, C = C ∪ ctcur ;
9: for (i = 0 to ring.size()−1) do
10: vnext = ring.next();
11: if |ltcur | + |vcur, vnext| <= |lcur|/t then
12: ctcur = ctcur ∪ {vnext};
13: ltcur = ltcur + |vcur, vnext|;
14: else
15: tcur + +;
16: ctcur = ctcur ∪ {vnext};
17: C = C ∪ ctcur , ltcur = 0;
18: lcur = |lcur| − |vcur, vnext|;
19: t − −;
20: end if
21: vcur = vnext;
22: end for
23: if tcur < k then
24: for tcur = tcur + 1 to k do
25: clongest ← FindLongestTraj();
26: cnew ← SplitTraj(clongest);
27: C = C ∪ cnew;
28: end for
29: end if
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Algorithm 3 SplitTraj(clongest)
1: Let llongest denote the longest trajectory in C.
2: h = |llongest|/2;
3: vcur = clongest.get();
4: cnew = vcur;
5: lnew = 0;
6: clongest = clongest − {vcur};
7: while lnew < h do
8: vnext = clongest.next();
9: llongest = |llongest| − |vcur, vnext|;
10: clongest = clongest − {vnext};
11: cnew = cnew ∪ vnext;
12: lnew = lnew + |vcur, vnext|;
13: vcur = vnext;
14: end while
15: vnext = clongest.next();
16: llongest = |llongest| − |vcur, vnext|;
17: Return cnew;
In the following, we explain the TSP-S algorithm by two
examples. In the first example, there are three mobile sen-
sors and a set of POIs. Firstly, as shown in Figure 3a, we
obtain a TSP ring and calculate the bound l. Secondly, as
shown in Figure 3b, we remove the longest edge AJ in the
ring and choose POIA as the start location to establish the
first trajectory. We add POI B, C, D, and E to the trajec-
tory in sequence. However, when adding POI E to the first
trajectory, we find that the length of current trajectory is
larger than the bound l. Then, remove POI E from the tra-
jectory and delete the edge DE from the ring as shown in
Figure 3b. Thus, the first trajectory is L1 = {A,B,C,D}.
Then, we calculate the bound l again and start from POI
E to repeat the above steps to establish the next trajec-
tory. The next removed edge is GH as shown in Figure 3c.
At last, three trajectories are generated, the second and
third trajectories are L2 = {E, F ,G} and L3 = {H , I, J} as
illustrated in Figure 3d. Let the three mobile sensors move
along with the three trajectories, respectively.
Another example is shown in Figure 4 which is a spe-
cial case for the TSP-S algorithm. There are four mobile
sensors. However, when searching the third trajectory, all
POIs in the region have been covered.
To solve this problem, we have to adjust the trajecto-
ries as shown in Figure 4a. We choose the longest one L1
among the three trajectories, and split L1 into two parts
L11 and L12. After the adjustment, as shown in Figure 4b,
there are four trajectories for four mobile sensors at
last.
Theorem 2. The time complexity of the TSP-S algorithm
is O(|V |2), where |V | is the number of the POIs.
Proof. According to the TSP-S algorithm, firstly, creat-
ing an approximateTSP ring takesO(|V |2) time. Secondly,
it costs O(|V |) to divide and adjust the TSP ring into k
trajectories. Therefore, the time complexity of the TSP-S
algorithm is O(|V |2). The proof finishes.
a b
c d
Figure 3 An example of POIs coverage for TSP-S. (a) The TSP ring of the ten POIs. (b) Remove the longest edge in the TSP ring and construct the
first trajectory ABCD. (c) Remove edge DE and construct the second trajectory EFG. (d) The three trajectories for three mobile sensors.
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a b
Figure 4 A special case of POIs coverage for TSP-S. (a) Remove the edge BC from the longest trajectory L1. (b) The longest trajectory L1 is
splitted into two trajectories L11 and L12, so there are four trajectories now.
5.2 Modified stretched searching algorithm for the
Minimum-Delay POIs Coverage problemwithout
restriction
In this subsection, we modify the SSR algorithm to apply
to the scenario that the start-positions of mobile sen-
sors are not restricted. We propose an algorithm named
SSNOR for this scenario.
In the following, we introduce the difference between
the SSNOR and the SSR algorithms. In the SSR algorithm,
the start locations of establishing trajectories are deter-
mined. In the SSNOR algorithm, there are only n POIs
deployed in the region but no start positions of mobile
sensors. We randomly select k POIs as the start locations
of establishing k trajectories, we denote these k randomly
selected POIs as Ps = {ps1, . . . , psk} and set these POIs to
covered.
After that, the rest operations are the same as that of
in the SSR algorithm. We always choose the POI which
minimizes the 2MDkT and add it to the trajectory. The
procedure continues until all of the POIs have been added
to the trajectories.
As shown in Figure 5, since the number of the mobile
sensors is given, we generate two trajectories in the area.
Apparently, the two mobile sensors can start sweeping
at arbitrary positions in their trajectories which is more
flexible in practical applications.
6 Performance evaluation
In this section, we will evaluate the performance of the
proposed algorithms by extensive simulations. We test
two important metrics: the delay and the max-min dif-
ference (2MDkT) of POIs Coverage schemes. The goal of
the Minimum-Delay POIs Coverage problem is schedul-
ing the given number of mobile sensors to monitor all
POIs in the region and minimizing the delay. Since the
length of each sensor’s trajectory is various, the time of
sweeping is different from each other. Although a mobile
sensor finishes sweeping, it cannot start the next round
of sweeping immediately until all sensors finish sweeping.
The max-min difference affects the monitoring efficiency.
In Figures 6 and 7, we discuss the performance of our
algorithms for two scenarios, respectively.
6.1 Simulation setup
In our simulations, the POIs and mobile sensors are ran-
domly deployed in a 3,000 m × 3,000 m square area. The
moving velocity v of eachmobile sensor is the same, which
is 80 m/min. Let S denote the number of mobile sensors, P
Figure 5 An example of SSNOR algorithm.
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Figure 6 The performance for the scenario with determined start positions. (a) The delay of the NNF and SSR algorithms where S = 10 and 15.
(b) The T of the NNF and SSR algorithms where S = 10 and 15. (c) The delay of the NNF and SSR algorithms where S = 20 and 25. (d) The T of the
NNF and SSR algorithms where S = 20 and 25.
denote the number of POIs. The positions of all POIs are
known in advance.
Since the moving velocity v of mobile sensors is the
same, the 2MDkT of the minimum POIs coverage is
equivalence to the T , which is defined as the time inter-
val from the first sensor accomplishing the sweeping to
the last sensor finishing sweeping (T = 2MDkT/v).
As far as we know, none of the previous works about
POIs coverage considered the restriction on the num-
ber of mobile sensors and the start position restriction;
therefore, we compare the SSR algorithm with a greedy
algorithm called Nearest Neighbor First (NNF) algorithm.
In the NNF algorithm, a nearest neighboring POI of each
mobile sensor is always selected to add to the correspond-
ing trajectory. In the second scenario, without the deter-
mined start positions, a Nearest Neighbor Prior algorithm
(UNNP) is compared with TSP-S and SSNOR algorithms.
Furthermore, we compare our TSP-S algorithm with the
existing OSWEEP [2] algorithm.
For each simulation setting, we run 100 times and take
the average value as the final results.
6.2 The performance of the SSR algorithm
To evaluate the performance of the SSR algorithm, we
change the number of POIs andmeasure the delay andT
with the given number of mobile sensors. We set S = 10,
15, 20, and 25 in Figure 6a,b,c,d, respectively. Firstly, we
can observe that increasing the number of mobile sensors
can improve the performance of the SSR algorithm signif-
icantly. This is because the number of POIs assigned to
each mobile sensor is decreased with more mobile sen-
sors sweeping. However, the performance of NNF largely
depends on the deployment of POIs, increasing the num-
ber of mobile sensors can not ensure the performance is
improved.
Secondly, it is obvious that the performance of the SSR
algorithm outperforms the NNF algorithm. It is because
the SSR algorithm always guarantees that the difference
between maximal and minimal trajectories is minimized
when scheduling the sweep trajectory. In other words, the
current delay of POIs coverage scheme in every step is
also minimized. However, NNF only guarantees that the
number of POIs swept by each mobile sensor is almost
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Figure 7 The performance for the scenario with undetermined start positions. (a) The delay of the UNNP, SSNOR, and TSP-S algorithms where
S = 10. (b) The T of the UNNP, SSNOR, and TSP-S algorithms where S = 10. (c) The delay of the UNNP, SSNOR, and TSP-S algorithms where S = 15.
(d) The T of the UNNP, SSNOR, and TSP-S algorithms where S = 15. (e) The delay of the UNNP, SSNOR, and TSP-S algorithms where S = 20. (f) The
T of the UNNP, SSNOR and TSP-S algorithm where S = 20. (g) The delay of the UNNP, SSNOR, and TSP-S algorithms where S = 25. (h) The T of
the UNNP, SSNOR, and TSP-S algorithms where S = 25.




Figure 8 The comparison between the TSP-S algorithm and the OSWEEP algorithm. (a) The delay limitation of OSWEEP is set as 40 min. (b) The
delay limitation of OSWEEP is set as 60 min. (c) The delay limitation of OSWEEP is set as 80 min. (d) The delay limitation of OSWEEP is set as 100 min.
equal, but it can not ensure that the length of sweeping
trajectories is approximately equal.
Thirdly, since the size of region is fixed, when the num-
ber of POIs increasing, the length of each trajectory does
not change too much. As shown in Figure 6, the fluctu-
ation of the delay and T is slight. Therefore, we can
conclude that the delay and T of the SSR algorithm
change little when the number of POIs increasing.
6.3 The performance of the TSP-S algorithm and the
SSNOR algorithm
We compare the delay and T of TSP-S and SSNOR with
UNNP. We employ 10, 15, 20, and 25 mobile sensors. As
shown in Figure 7, it is obvious that the TSP-S and SSNOR
outperform the UNNP. Furthermore, the TSP-S algorithm
has better performance than the SSNOR algorithm. It is
because SSNOR algorithm only considers local efficiency,
while the TSP-S algorithm considers global efficiency.
We can also observe that with the increasing of S, the
delay and T of TSP-S and SSNOR decrease. When the
number of POIs increases, the delay and T of the TSP-S
and SSNOR have slight change because the length of each
trajectory changes a little.
6.4 The comparison between the TSP-S algorithm and
the OSWEEP algorithm
We compare our TSP-S algorithm with the existing algo-
rithm OSWEEP [2]. Since the OSWEEP addressed the
Minimum Mobile sensor problem under the sweep delay
limitation, which is different from ours, we first set the
sweep delay as 40, 60, 80, and 100 min under the different
number of POIs for OSWEEP, respectively, and obtain the
correspondingminimum number of mobile nodes, named
S, by the OSWEEP algorithm. Then we set the number of
mobile nodes for our algorithm as S to com pare the sweep
delay of the two algorithms. As shown in Figure 8, we can
observe that the sweep delay of our TSP-S algorithm is
always lower than the OSWEEP’s. The delay difference of
the two algorithms is 17% at most and 9% averagely. It
is because the TSP-S algorithm remove the longer edge
from the TSP ring when generating the trajectory of each
mobile sensor which reduces the sweep distance and time.
7 Conclusion
In this paper, we study how to schedule the given number
of mobile sensors to monitor the POIs such that the delay
of the network is minimized. We discuss two scenarios.
In the first scenario, with the determined start positions
of mobile sensors, we propose the SSR algorithm. In the
SSR, we generate trajectories by adding the POI which can
make the current 2MDkT be minimized. In the second
scenario, with the undetermined start positions, we pro-
pose TSP-S and SSNOR algorithms. In the TSP-S, we first
input all POIs into the PTAS algorithm of TSP and obtain
an approximate TSP ring. Then, we divide and adjust the
TSP ring into a set of trajectories. The SSNOR algorithm
is a modification of the SSR. We evaluate the performance
of our algorithms by extensive simulations. The simula-
tion results show that our proposed algorithms obviously
outperform the NNF and UNNP algorithms. Meanwhile,
the TSP-S algorithm performs better than the SSNOR
algorithm.
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