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Resumo
Nuvens computacionais oferecem para usua´rios a facilidade de aquisic¸a˜o de recursos por
meio da internet de forma ra´pida, barata e segura. Entretanto, grande parte das nuvens se
mante´m ociosa devido a` reserva de recursos. Visando a aumentar a utilizac¸a˜o da nuvem,
provedores de nuvem criaram um modelo de instaˆncias que reusam recursos ociosos, co-
nhecidas como instaˆncias oportunistas. Essas instaˆncias sa˜o mais baratas que as instaˆncias
de recursos dedicados, pore´m vola´teis, podendo ser preemptadas do usua´rio a qualquer mo-
mento, o que as torna inadequadas para alguns tipos de aplicac¸a˜o. Processamento de dados,
seguindo a tendeˆncia de outras aplicac¸o˜es, tem sido migrado para nuvem e pode ser benefici-
ado por instaˆncias oportunistas, devido a` sua natureza tolerante a` falha, resultando na criac¸a˜o
de clusters a um custo menor comparado a` instaˆncias com recursos dedicados.
Este trabalho propo˜e a utilizac¸a˜o dos recursos ociosos para a criac¸a˜o de um outro modelo
de instaˆncias oportunistas. Esse modelo visa a criac¸a˜o de instaˆncias oportunistas com quali-
dade de servic¸o, que sa˜o instaˆncias criadas baseadas em uma predic¸a˜o do estado da nuvem.
A predic¸a˜o e´ realizada a partir de dados histo´ricos de utilizac¸a˜o de recursos como CPU e
memo´ria RAM e assim diminuindo o risco de perder instaˆncias antes do fim do processa-
mento. Ainda com a existeˆncia do preditor, o risco de perda de uma ma´quina existe e para
esse caso propomos a utilizac¸a˜o de migrac¸a˜o viva, movendo a ma´quina virtual de servidor,
evitando assim a destruic¸a˜o da mesma.
Com nossa abordagem, utilizando apenas duas instaˆncias oportunistas durante os exper-
imentos, obtivemos uma diminuic¸a˜o no tempo de processamento de dados de 10% em um
cluster com 2 workers e 1 master. Ale´m disso, ao utilizar a migrac¸a˜o, temos uma melhora
de aproximadamente 70% no tempo de processamento em comparac¸a˜o com os casos onde
uma instaˆncia e´ perdida.
Palavras-chaves: computac¸a˜o na nuvem, processamento de dados, Hadoop, instaˆncias
oportunistas.
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Abstract
Cloud computing offers the users the ease of resources acquisition through the Internet
in a fast, cheap and safe manner. However, these clouds have a lot of idle resources due
to resource reservation. Aiming to increase resources usage, cloud providers have created
an instance model that uses these idle resources, known as opportunistic instances. These
instances are cheaper than the dedicated resources instances, but are volatile and can be
destroyed at any time, which makes them unsuitable for some types of application. Data
processing, following the trend of other applications, have been migrated to the cloud and
can be benefited by the use opportunistic instances, due to its fault tolerant nature, resulting
in the creation of clusters at a lower cost compared to instances with dedicated resources.
In this work, we propose the use of idle resources to create another model of opportunistic
instances. This model aims to create opportunistic instances with quality of service, which
are created instances based on a prediction of the state of the cloud. The prediction is made
from historical data of resource usage such as CPU and RAM, thus reducing the risk of
losing instances before the end of the processing. Even with the existence of a predictor, the
risk of losing a machine still exists, and for this case we propose the use of live migration,
moving the virtual machine to a different server, thus avoiding the its destruction.
With our approach, using only two opportunistic instances during the experiments, we
found a decrease in 10% in the data processing time in a cluster with 2 workers and 1 master.
Furthermore, when using the migration, we have an improvement of approximately 70% in
processing time compared with the case where one instance is lost.
Keywords: cloud computing, data processing, Hadoop, opportunistic instances.
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Capı´tulo 1
Introduc¸a˜o
Neste capı´tulo introduzimos os conceitos fundamentais da dissertac¸a˜o. Contextualizando o
cena´rio onde esta proposta e´ aplicada, bem como o problema que buscamos solucionar. Aqui
discutimos tambe´m sobre a contribuic¸a˜o e relevaˆncia do trabalho, e a metodologia utilizada
nessa pesquisa. Por fim, e´ descrito como esta´ organizado o restante do trabalho.
1.1 Contextualizac¸a˜o
Nesta sec¸a˜o, buscamos contextualizar os conceitos fundamentais para a pesquisa. Na
Sec¸a˜o 1.1.1 discutimos sobre computac¸a˜o na nuvem e seus conceitos. Na Sec¸a˜o 1.1.2 fa-
lamos sobre o processamento de dados, seus conceitos e sua tendeˆncia de migrac¸a˜o para
nuvem. Na Sec¸a˜o 1.1.3 descrevemos o problema da ociosidade da nuvem e falamos sobre
algumas maneiras de solucionar esse problema. Por fim, na Sec¸a˜o 1.1.4 falamos sobre o
OpenStack e o Sahara, que foram utilizadas na nossa pesquisa e na soluc¸a˜o proposta.
1.1.1 Computac¸a˜o na nuvem
A computac¸a˜o na nuvem tornou-se uma realidade nos u´ltimos anos, passando a ser uma das
principais fontes de recursos computacionais para empresas e desenvolvimento de pesquisas
em geral [60]. Isso se deve a` sua flexibilidade e escalabilidade na provisa˜o de recursos de
infraestrutura computacional, ale´m do baixo custo quando comparado ao custo de aquisic¸a˜o
e manutenc¸a˜o de um data center. Podemos classificar computac¸a˜o na nuvem em (i) nuvens
1
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pu´blicas, que teˆm como alvo o pu´blico geral e possibilitam a obtenc¸a˜o de recursos segundo
o modelo ”pague conforme uso”(do ingleˆs pay-as-you-go), (ii) nuvens privadas, que visam
a atender demandas internas de empresas e universidades, por exemplo, e, finalmente, (iii)
nuvens hı´bridas, que sa˜o nuvens privadas que fazem uso de recursos de nuvens pu´blicas
quando necessa´rio. Cada ambiente desses pode oferecer diferentes categorias de servic¸os
que se diferem nas responsabilidades do provedor e do usua´rio. Na categoria infraestrutura
como servic¸o (IaaS, do ingleˆs Infrastructure as a Service), o provedor e´ responsa´vel por
oferecer ao usua´rio recursos computacionais na forma de ma´quinas virtuais (VM, do ingleˆs
Virtual Machine), e o usua´rio e´ responsa´vel pela escolha de sistema operacional, dados e
configurac¸a˜o da aplicac¸a˜o. Um exemplo e´ o servic¸o oferecido pela Amazon EC2 [1]. Ja´
na categoria plataforma como servic¸o (PaaS, do ingleˆs Plataform as a Service), como no
Amazon Elastic MapReduce [3], o provedor oferece uma infraestrutura pre´-configurada e o
usua´rio e´ responsa´vel apenas pela manipulac¸a˜o da aplicac¸a˜o e dos dados. O usua´rio pode
requisitar nessa categoria, por exemplo, um ambiente pronto para desenvolvimento. Por
u´ltimo, temos a categoria software como servic¸o (SaaS, do ingleˆs Software as a Service),
onde o provedor e´ responsa´vel pela gereˆncia de todos os recursos, e apenas uma interface
web e´ disposta para usua´rios interagirem com a aplicac¸a˜o, Google Apps e´ um exemplo dessa
categoria de servic¸os. A Figura 1.1 mostra em detalhes os modelos e a divisa˜o de responsa-
bilidade no provisionamento de servic¸os.
1.1.2 Processamento de dados na nuvem
Devido ao aumento e facilidade de conectividade entre pessoas e dispositivos, grande massas
de dados, sa˜o gerados de forma muito ra´pida. Em forma bruta esses dados na˜o possuem
valor significativo, pore´m, quando processados, podem conter informac¸o˜es valiosas para
tomada de deciso˜es. Dentro deste contexto, surgiu Big Data, um conjunto de ferramentas e
tecnologias para o processamento de dados em grande escala.
Existem duas principais categorias de processamento de dados: processamento em lote
(do ingleˆs, batch processing) e processamento em tempo real (do ingleˆs, stream processing).
Processamento em lote consiste em processar grandes blocos de dados (lotes) de forma dis-
tribuı´da, de modo que esse processamento e´ muito mais ra´pido do que seria com o processa-
mento comum, sequencial. O principal paradigma utilizado para processamento em lote hoje
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Figura 1.1: Categorias de computac¸a˜o na nuvem e a separac¸a˜o de responsabilidades no pro-
visionamento dos mesmos.1
e´ o MapReduce, tendo o Hadoop como sua implementac¸a˜o mais comum e esta´vel. Esse para-
digma consiste em duas fases: Map e Reduce. Na fase map, e´ feito o primeiro processamento
e os dados sa˜o filtrados e ordenados, enquanto na fase reduce, e´ realizada a sumarizac¸a˜o dos
dados. A Figura 1.2 mostra como funciona o paradigma em um exemplo comum de contar
palavras. Nela observa-se a divisa˜o do texto e filtragem dos dados na fase Map, e na fase
Reduce podemos ver o agrupamento dos dados previamente filtrados e assim chegando ao
resultado. Ja´ o processamento em tempo real se caracteriza pela entrada contı´nua de dados,
sem formac¸a˜o de lotes, e o processamento instantaˆneo dos mesmos.
Seguindo a tendeˆncia de outros servic¸os e pelas caracterı´sticas favora´veis como elas-
ticidade, rapidez no provisionamento e escalabilidade, o processamento de dados tambe´m
seguiu na direc¸a˜o da utilizac¸a˜o de nuvens computacionais. A priori, recursos adquiridos
eram utilizados para configurac¸a˜o de clusters (conjuntos de ma´quinas virtuais) dedicadas a`
aplicac¸a˜o Hadoop, sendo de responsabilidade do usua´rio configurar comunicac¸a˜o entre cada
no´ do cluster, instalar o Hadoop em cada um, e todos os outros requisitos necessa´rios para
o funcionamento correto da aplicac¸a˜o, como armazenamento e questo˜es de acesso entre os
no´s. Para facilitar ainda mais o processamento de dados para a nuvem, provedores passa-
1http://docplayer.com.br/3276405-Computacao-em-nuvem-openstack.html
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Figura 1.2: Exemplo do funcionamento do paradigma MapReduce no seu exemplo cla´ssico
de contagem de palavras.2
ram a oferecer o servic¸o de processamento de dados no modelo PaaS, isentando o usua´rio
da necessidade de configurar o cluster, deixando-o responsa´vel apenas por alimentar esse
cluster com a submissa˜o de aplicac¸o˜es dados para o processamento. Amazon Elastic Ma-
pReduce [3] e´ o servic¸o da Amazon Web Services com este fim. O Amazon EMR permite a
criac¸a˜o de clusters com poucos cliques.
Aplicac¸o˜es de processamento de dados, em sua grande maioria, possuem caracterı´sticas
como toleraˆncia a falha e ressubmissa˜o. Essas caracterı´sticas possibilitam que o processa-
mento de dados na nuvem seja feito utilizando na˜o somente instaˆncias sob demanda, mas
tambe´m instaˆncias com menor qualidade de servic¸o, como as oportunistas pois a aplicac¸a˜o
na˜o e´ totalmente interrompida quando ha´ a falhas. O Hadoop, citado previamente, possui
essas caracterı´sticas, sendo capaz de se recuperar da perda de ma´quinas durante o processa-
mento. No entanto, Chohan et. al mostram que a utilizac¸a˜o de instaˆncias oportunistas para o
Hadoop apesar de inicialmente se mostrarem favora´veis, podem acarretar em uma acre´scimo
significativo no tempo de execuc¸a˜o da tarefa, o que conduz ao questionamento sobre o real
benefı´cio na utilizac¸a˜o desse tipo de instaˆncias no processamento de dados na nuvem com
Hadoop [23].
2http://pt.slideshare.net/GuilhermeArajo/mapreduce-37085946
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1.1.3 Otimizando a utilizac¸a˜o de data centers
Nuvens computacionais oferecem, nas categorias PaaS e IaaS, recursos para os usua´rios
em forma de ma´quinas virtuais. Essas ma´quinas podem ser classificadas de acordo com
configurac¸a˜o, quantidade de memo´ria, VCPUs, tamanho do disco, como tambe´m pelo mo-
delo em que sa˜o oferecidas para o usua´rio. O modelo mais comum e´ o de instaˆncias sob-
demanda, no qual essas ma´quinas teˆm seus recursos alocados para o usua´rio e oferecem
qualidade de servic¸o (QoS, do ingleˆs Quality of Service), em torno de 99% de disponibili-
dade [7]. Reiss et. al [44], em uma ana´lise de um cluster do Google com aproximadamente
12K servidores dedicados, mostram que a alocac¸a˜o de recursos em qualquer intervalo de
tempo e´ maior que 80% para memo´ria e mais que 100% para CPU, entretanto, devido ao
fato de que os usua´rios que contratam esses recursos nem sempre utilizam toda a capaci-
dade de processamento das ma´quinas virtuais, a utilizac¸a˜o real desses recursos na˜o passa,
em me´dia, de 50% para memo´ria e de 60% para CPU.
Diante dessa baixa utilizac¸a˜o, provedores passaram a investigar como melhorar a
utilizac¸a˜o da nuvem. Uma das propostas e´ a utilizac¸a˜o de ma´quinas virtuais oportunistas,
como no caso das instaˆncias Amazon Spot [2]. Essas ma´quinas sa˜o criadas utilizando recur-
sos ociosos reservados para instaˆncias sob-demanda, podendo ser interrompidas a qualquer
momento, ja´ que teˆm prioridade menor que as instaˆncias sob-demanda. Carvalho et al. [21]
introduzem um novo modelo de VMs para a utilizac¸a˜o na nuvem. Esse modelo, chamado de
Econoˆmico (do ingleˆs Economy) combina os modelos sob-demanda e oportunistas, e realiza
a provisa˜o de VMs oportunistas com base em uma previsa˜o do estado da nuvem, fazendo uso
de dados histo´ricos de utilizac¸a˜o dos recursos. Com isso, e´ dada uma qualidade de servic¸o
probabilı´stica ao usua´rio. Esse modelo oferece ao usua´rio instaˆncias mais baratas que as sob
demanda e com uma qualidade de servic¸o superior a`s instaˆncias oportunistas comuns.
Ambos tipos instaˆncias oportunistas aqui descritos podem ser utilizados tanto no cena´rio
de nuvens pu´blicas quanto em nuvens privadas. Em nuvens pu´blicas essas instaˆncias sa˜o ofe-
recidas por um prec¸o inferior a`s instaˆncias sob demanda, enquanto no cena´rio privado, onde
na˜o se paga pelos recursos mas existe uma limitac¸a˜o por cotas de recursos, essas instaˆncias
podem ser utilizadas para aumentar utilizac¸a˜o da nuvem mesmo quando o limite ja´ teria sido
atingido.
A existeˆncia desse modelo de instaˆncia abre portas para que diversas aplicac¸o˜es pos-
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Figura 1.3: Gra´fico de utilizac¸a˜o de CPU e memo´ria RAM por hora, do primeiro dia do
registro do Google para ma´quina com ID 1331690.
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sam ser utilizadas na nuvem de forma mais barata. Devido a` probabilidade de perda
da ma´quina virtual, nem todas as aplicac¸o˜es podem ser executadas utilizando instaˆncias
oportunistas, especialmente as que teˆm contato mais pro´ximo de usua´rios humanos, po-
dendo ocasionar downtime em servic¸os. Aplicac¸o˜es distribuı´das, que em sua maioria teˆm
toleraˆncia a falhas, sa˜o boas candidatas a utilizarem esse tipo de ma´quina virtual. Um
exemplo de aplicac¸a˜o que pode fazer uso de instaˆncias oportunistas e´ o Hadoop [38; 39;
40], pore´m essa utilizac¸a˜o na˜o e´ necessariamente vantajosa, apesar de o Hadoop implemen-
tar toleraˆncia a falhas a nı´vel de aplicac¸a˜o. Devido a` volatilidade desse modelo de instaˆncias,
ja´ que elas podem ser eliminadas em um momento da execuc¸a˜o, a chance de existir uma
falha aumenta em relac¸a˜o a` utilizac¸a˜o apenas de instaˆncias sob demanda. A ocorreˆncia de
apenas uma falha, utilizando as configurac¸o˜es padra˜o do Hadoop, pode acarretar em um
acre´scimo de ate´ 50% no tempo de completude de uma tarefa Hadoop de durac¸a˜o tı´pica [60;
35], devido ao tempo de detecc¸a˜o da falha, reorganizac¸a˜o dos dados para reprocessamento e
continuac¸a˜o da tarefa.
Ha´ ainda outras formas de melhorar a utilizac¸a˜o da nuvem, como consolidac¸a˜o de
ma´quinas virtuais, uma abordagem que busca fazer o gerenciamento de ma´quinas virtu-
ais nas ma´quinas fı´sicas, com objetivo de, por exemplo, minimizar o nu´mero de ma´quinas
fı´sicas ativas. Barroso et al. [15] mostram que o consumo de energia se comporta de forma
diferente em diferentes nı´veis de utilizac¸a˜o de CPU, tendo seu crescimento sublinear, e que
a eficieˆncia energe´tica e´ melhor em utilizac¸o˜es de CPU em torno de 80% ou mais, levando
provedores de nuvem a tentarem manter uma alta taxa de utilizac¸a˜o de CPU sem prejudicar
as aplicac¸o˜es do cliente. Uma das formas de atingir esse recurso por meio de consolidac¸a˜o e´
fazer a migrac¸o˜es de ma´quinas virtuais de servidores com baixa utilizac¸a˜o, podendo desliga-
los e manter a nuvem operando com a mesma eficieˆncia de desempenho, com um menor
nu´mero de servidores, o que acarreta em um aumento da utilizac¸a˜o dos recursos ativos.
Existem dois tipos de migrac¸a˜o de ma´quinas virtuais, migrac¸a˜o offline e a migrac¸a˜o viva.
A migrac¸a˜o offline consiste em parar a ma´quina virtual, fazer a transfereˆncia de todo seu
disco e configurac¸o˜es para outra ma´quina fı´sica e reiniciar a ma´quina. Apesar da baixa proba-
bilidade de falha, essa te´cnica e´ invia´vel em alguns cena´rios devido a` paralisac¸a˜o do servic¸o
(downtime). Ha´ tambe´m a migrac¸a˜o viva (do ingleˆs Live Migration), que tenta resolver o
problema do downtime realizando a migrac¸a˜o com a ma´quina virtual em funcionamento,
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com apenas uma pequena paralisac¸a˜o, de milissegundos a poucos segundos, que para mui-
tos cena´rios e´ considerada irrelevante. O uso de armazenamento compartilhado, comum em
ambientes de nuvem, facilita a migrac¸a˜o, seja ela viva ou na˜o, mas de todo jeito a migrac¸a˜o
offline, precisa de um reinicio da ma´quina, que aumenta o tempo de recuperac¸a˜o. Migrar
ma´quinas virtuais tambe´m e´ uma soluc¸a˜o para balanceamento de carga, de modo a evitar
interfereˆncias nos servic¸os e ate´ a perda de VMs devido a` superutilizac¸a˜o de uma ma´quina
fı´sica. Finalmente, migrac¸a˜o tambe´m e´ utilizada com intuı´to de otimizar desempenho, co-
locando ma´quinas que precisam trocar dados mais pro´ximas diminuı´do tra´fego na rede e
tambe´m na minimizac¸a˜o de custos, agrupando ma´quinas virtuais para diminuir a quantidade
de ma´quinas fı´sicas ativas.
1.1.4 OpenStack e Sahara
Com a crescente popularizac¸a˜o e alta demanda por melhores servic¸os de computac¸a˜o na
nuvem, tecnologias surgiram com objetivo de oferecer maior controle de nuvens computa-
cionais. O OpenStack e´ uma implementac¸a˜o de co´digo aberto de um sistema operacional
de nuvem, construı´do e mantido majoritariamente por grandes empresas. Sua natureza de
co´digo aberto permitiu o ra´pido crescimento e maturac¸a˜o, se tornando hoje a base da nuvem
de grandes empresas como Yahoo!, Disney, Paypal e outros [11].
O OpenStack e´ dividido em va´rios subcomponentes, sendo uma parte deles conhecidos
como core, ou componentes essenciais. Dentre esses componentes essenciais, temos o Nova,
responsa´vel por prover recursos computacionais em forma de ma´quinas virtuais, o Keystone,
responsa´vel por autenticac¸a˜o e autorizac¸a˜o de usua´rios, o Neutron responsa´vel pela gereˆncia
da rede, Glance, responsa´vel por guardar imagens utilizadas na criac¸a˜o de instaˆncias, e o
Cinder, responsa´vel pelo armazenamento persistente em bloco. Ainda temos outros compo-
nentes importantes mas na˜o essenciais, como Swift, responsa´vel pelo armazenamento de ob-
jetos e Ceilometer, responsa´vel por coletar me´tricas de utilizac¸a˜o dos servidores e instaˆncias.
Ale´m desses servic¸os core, existem outros componentes na˜o-essenciais, que podem ser adi-
cionados conforme a necessidade do usua´rio. Ha´ componentes que oferecem servic¸os no
modelo PaaS, como o Sahara, o componente de processamento de dados como servic¸o. O
Sahara, utilizado nessa pesquisa, tem como objetivo oferecer ao usua´rio a capacidade de
criar clusters configurados para processamento de dados, possibilitando a criac¸a˜o de clusters
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com as ferramentas Spark [8], Storm [4] e Hadoop [6], bem como execuc¸a˜o de tarefas nestes
frameworks, de maneira mais simples do que com o processo manual.
O Sahara e´ dividido em duas partes, sendo a API responsa´vel pela comunicac¸a˜o com
outros servic¸os e tambe´m por receber comandos do usua´rio e a engine responsa´vel pelo pro-
cessamento das requisic¸o˜es em si. Dentre as responsabilidades da engine esta˜o a criac¸a˜o
do cluster, a gerencia da configurac¸a˜o da rede e da comunicac¸a˜o entre as ma´quinas virtu-
ais, configurac¸a˜o da aplicac¸a˜o, podendo ser Hadoop, Spark ou Storm, ale´m da submissa˜o
e monitoramento de tarefas em seus devidos frameworks. Na Figura 1.4 podemos ver uma
versa˜o simplificada da arquitetura do Sahara. O ponto de entrada e´ o cliente Python ou
interface gra´fica, que repassam a chamada para a API REST do Sahara, que, por sua vez,
faz as solicitac¸o˜es para criac¸a˜o do cluster. Em seguida, a engine de provisionamento faz a
comunicac¸a˜o com o Nova para a criac¸a˜o das ma´quinas virtuais. A autenticac¸a˜o desse pro-
cesso e´ feita em comunicac¸a˜o com o Keystone, enquanto a execuc¸a˜o de tarefas e´ feita pelo
EDP, que se comunica com o Swift para carregar os devidos dados para execuc¸a˜o da tarefa.
O Sahara foi utilizado nesta pesquisa para criac¸a˜o de ambientes de processamento de
tarefas Hadoop, e tambe´m foi utilizado como base da instanciac¸a˜o da nossa soluc¸a˜o.
1.2 Problema investigado e relevaˆncia
Neste trabalho atacamos o problema de diminuir o tempo de processamento do Hadoop na
nuvem em cena´rios onde utilizar instaˆncias sob demanda pode se tornar invia´vel. Para tal,
propomos a utilizac¸a˜o de ma´quinas virtuais oportunistas com qualidade de servic¸o, criadas
a partir da utilizac¸a˜o de um preditor de carga da nuvem.
Apesar da utilizac¸a˜o de instaˆncias oportunistas com qualidade de servic¸o, o risco de falha,
apesar de reduzido, ainda na˜o pode ser desconsiderado devido a` possibilidade de mudanc¸as
bruscas de carga ou por erros do preditor. Com o objetivo de evitar a perda das ma´quinas
oportunistas com qualidade de servic¸o, monitoramos os servidores da nuvem e, ao atin-
gir um determinado limiar (definido pelo administrador da nuvem), realizamos a migrac¸a˜o
das instaˆncias oportunistas, evitando sobrecarga no servidor e assim uma falha no processa-
mento.
Essa abordagem minimiza consideravelmente a possibilidade de perda de uma instaˆncia
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Figura 1.4: Arquitetura do OpenStack Sahara.
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oportunista durante o processamento da tarefa e garante tambe´m que a instaˆncia, apesar de
ter uma prioridade mais baixa, na˜o ira´ prejudicar o processamento das instaˆncias regulares.
1.3 Metodologia
A partir de um levantamento bibliogra´fico do estado da arte e da pra´tica, notamos uma lacuna
no estado atual do processamento de dados na nuvem, no qual foi definido o escopo deste
trabalho. Vemos que processamento de dados na nuvem e´ algo recente, e alguns conceitos e
te´cnicas de gerenciamento da nuvem sa˜o utilizadas para melhorar a vaza˜o no processamento
de dados.
Com base nisso, fizemos experimentos que serviram para evidenciar os problemas exis-
tentes, mostrando que o processamento pode ser melhorado com oportunismo, ao mesmo
tempo que pode ser consideravelmente prejudicado no cena´rio adverso, ou seja, quando uma
falha se apresenta durante a tarefa. Criamos, enta˜o, um preditor de carga com objetivo de
servir como suporte para nossa hipo´tese de que o oportunismo pode ser melhorado se houver
uma diminuic¸a˜o do risco de perda da ma´quina durante o processamento. Por fim, fizemos
experimentos que mostram que o uso de um preditor na˜o prejudicou o desempenho das
aplicac¸o˜es e apresentou evideˆncias de baixa presenc¸a de falhas mostrando o real melhora-
mento do processamento de dados na nuvem. Finalmente, considerando ainda o risco de
falhas, realizamos experimentos com migrac¸a˜o de ma´quinas virtuais. Para esse cena´rio com-
paramos o tempo de execuc¸a˜o de tarefas Hadoop utilizando oportunismo sem falhas e com
falhas, evitando a perda da ma´quina pela migrac¸a˜o.
E´ importante apontar que todos os experimentos foram realizados numa nuvem privada
utilizando OpenStack como provedor e o Sahara para criar clusters Hadoop e executar tare-
fas.
1.4 Organizac¸a˜o do Documento
O restante do documento encontra-se organizado da seguinte forma. No Capı´tulo 2, faze-
mos uma discussa˜o sobre trabalhos relacionados que serviram de base e motivac¸a˜o para a
pesquisa. Ja´ no Capı´tulo 3 e´ detalhada a abordagem proposta para solucionar os proble-
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mas identificados. Neste capı´tulo ha´ informac¸o˜es sobre a utilizac¸a˜o de oportunismo para
processamento de dados, os preditores utilizados na predic¸a˜o de carga das ma´quinas fı´sicas
da nuvem e sobre como migrac¸a˜o pode ser utilizada para melhorar ainda mais a soluc¸a˜o
proposta. A avaliac¸a˜o da soluc¸a˜o, juntamente com os experimentos que evidenciaram o pro-
blema encontram-se no Capı´tulo 4. Por fim, no Capı´tulo 5 sa˜o apresentadas as considerac¸o˜es
finais e levantados possı´veis trabalhos futuros e limitac¸o˜es desta pesquisa.
Capı´tulo 2
Trabalhos Relacionados
Neste capı´tulo, fazemos um levantamento de trabalhos relacionados, detalhando trabalhos
sobre utilizac¸a˜o de recursos de nuvem, migrac¸a˜o, predic¸a˜o de utilizac¸a˜o de recursos e como
Hadoop pode se beneficiar de oportunismo. Por fim, fazemos um suma´rio de como nosso
trabalho utiliza os conhecimentos aprendidos e como se diferencia dos trabalhos existentes.
2.1 Utilizac¸a˜o de recursos da nuvem
Existem va´rias te´cnicas disponı´veis para melhorar a utilizac¸a˜o de ambientes de computac¸a˜o
na nuvem. Uma das abordagens mais conhecidas e´ a utilizac¸a˜o de overcommit ou oversubs-
cription que visa oferecer mais recursos virtuais que recursos fı´sicos realmente presentes na
nuvem, pore´m essa te´cnica apresenta alguns riscos. Householder et al. [29] nos apresentam
os perigos existentes na utilizac¸a˜o nessa te´cnica pois ela assume um comportamento dos
usua´rios que pode na˜o ser verdade em todo o tempo, causando queda do desempenho da
nuvem e gerando custos para o provedor de nuvem. Ghosh et al. [28] reforc¸am os riscos
existentes do overcommit e propo˜e a utilizac¸a˜o de uma margem de seguranc¸a (intervalo de
confianc¸a) baseada para a taxa de overcommit diminuindo significativamente a chance de
ocorrer excesso de utilizac¸a˜o e assim prejudicar usua´rios e provedores de computac¸a˜o na
nuvem.
Outra te´cnica utilizada, frequentemente em conjunto com overcommit e´ o uso de
instaˆncias oportunistas. Estas instaˆncias sa˜o criadas baseadas em recursos que esta˜o alo-
cados para outras instaˆncias pore´m na˜o sa˜o utilizados. Reiss et al. [44] nos mostram que
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a utilizac¸a˜o da nuvem e´ em torno de 50% o que mostra que existe bastante espac¸o para a
utilizac¸a˜o de oportunismo. Um exemplo funcional desse modelo e´ visto na Amazon com
instaˆncias do tipo Spot [2]. Essas instaˆncias possuem um modelo de taxac¸a˜o diferenciado.
Seu valor e´ calculado dinamicamente, o usua´rio faz uma oferta inicial por ela, e o prec¸o da
instaˆncia vai aumentando com o tempo, quando o prec¸o atinge um valor maior que o valor
que o usua´rio pagou pela instaˆncia, essa instaˆncia e´ perdida. Carvalho et al. [21] introdu-
zem um novo modelo de instaˆncia oportunistas nomeadas de Economy, essas instaˆncias sa˜o
tambe´m criadas utilizando recursos na˜o utilizados da nuvem, pore´m seu provisionamento e´
feito baseado em uma predic¸a˜o de utilizac¸a˜o de longo prazo da nuvem, que viabiliza uma
garantia de qualidade de servic¸o para as mesmas. Com esse modelo de instaˆncia, os autores
mostraram um acre´scimo de lucro em torno de 60% enquanto o usua´rio tem instaˆncias com
baixo custo com maior garantia contra a perda.
2.2 Migrac¸a˜o
Uma a´rea de estudo que esta´ em grande evideˆncia e´ conhecida como Green Computing, que
tem como objetivo a evoluc¸a˜o da computac¸a˜o sustenta´vel visando reduzir o impacto ambien-
tal. Um dos estudos feitos nessa a´rea e´ a de reduc¸a˜o de consumo energe´tico em data centers.
Nessa direc¸a˜o existem diversos estudos que visam consolidac¸a˜o de ma´quinas virtuais com
objetivo de reduzir a utilizac¸a˜o de servidores fı´sicos. Uma das te´cnicas utilizadas para essa
manipulac¸a˜o de ma´quinas virtuais e´ conhecida como migrac¸a˜o. Tratando apenas de migrac¸a˜o
viva destacamos o trabalho de Wood et al. [54], que criou Sandpiper, um sistema que visa
eliminar pontos de alta utilizac¸a˜o de recursos, chamados de hotspots, pois sa˜o considerados
pontos com risco de falha e violac¸a˜o de SLAs. Esse sistema possui uma estrate´gia black-box,
que e´ agno´stico com relac¸a˜o ao SO e a` aplicac¸a˜o, e uma estrate´gia gray-box que considera
informac¸o˜es da aplicac¸a˜o. Assim que um hotspot e´ detectado, a migrac¸a˜o viva e´ ativada para
mover um conjunto de ma´quinas virtuais para servidores subutilizados, eliminando assim os
hotspots. Como resultados, eles mostram que, mesmo com a estrate´gia black-box eles sa˜o
capazes de mitigar a quantidade necessa´ria de hotspots para na˜o violar SLA. No´s usamos
uma abordagem similar para detectar se a migrac¸a˜o de instaˆncias oportunistas precisa ser
ativada baseada nos limites de utilizac¸a˜o de recursos.
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Ye et al. [57] propo˜em uma te´cnica de migrar grupos de clusters virtuais, que consiste
em um grupo de ma´quinas virtuais que servem a mesma aplicac¸a˜o. Eles investigam va´rias
abordagens para fazer a migrac¸a˜o de clusters mais ra´pida e segura que se tratassem de cada
VM separadamente. Eles concluem que a migrac¸a˜o de um cluster de ma´quinas virtuais na˜o
e´ recomendada, especialmente se o me´todo utilizado e´ migrac¸a˜o viva em bloco (fazendo
transfereˆncia de disco).
Ainda tratando de migrac¸a˜o, existem estudos que investigam como migrac¸a˜o viva in-
terfere nas instaˆncias durante e depois da migrac¸a˜o. Xu et al. [56] propo˜em iAware, uma
estrate´gia de migrac¸a˜o de ma´quina virtual que analisa me´tricas de VM atrave´s de um con-
junto de workloads visando evitar violac¸a˜o de SLAs. Eles mostram que e´ possı´vel conseguir
alguns objetivos da migrac¸a˜o viva (consolidac¸a˜o, balanceamento de carga) sem degradar
performance. No nosso trabalho, quando tratamos da migrac¸a˜o, no´s buscamos evitar inter-
fereˆncias nas ma´quinas sob demanda devido a sua alta prioridade e na˜o nas ma´quinas que
esta˜o sendo migradas.
2.3 Predic¸a˜o de uso de recursos
Farahnakian et al. [27] trazem um novo fator para migrac¸a˜o que e´ a predic¸a˜o de utilizac¸a˜o
de recursos da nuvem. Essa predic¸a˜o e´ feita utilizando uma func¸a˜o de regressa˜o baseada no
algoritmo KNN. Eles mostram que com a predic¸a˜o e migrac¸a˜o trabalhando em conjunto e´
possı´vel minimizar custos energe´ticos no data center. Ainda na a´rea de predic¸a˜o no´s po-
demos destacar o trabalho de Tomas et al. [51] e Islam et al. [32]. Tomas et al. propo˜em
o aumento de utilizac¸a˜o da nuvem atrave´s de overcommit pore´m eles propo˜em que esse
overcommit seja feito de acordo com uma predic¸a˜o de utilizac¸a˜o de recursos. A predic¸a˜o
proposta e´ feita utilizando triple exponential smoothing function, uma func¸a˜o baseada em
dados histo´ricos que atribui pesos aos dados de entrada baseado em sua relevaˆncia para
predic¸a˜o e que considera fatores de sazonalidade e tendeˆncias, combinada com modelagens
estatı´sticas para inferir a utilizac¸a˜o futura. Eles mostram que a te´cnica proposta e´ capaz de
aumentar utilizac¸a˜o de recursos em ate´ 40% sem que a capacidade total do data center seja
super utilizada. Ja´ Islam et al. tem uma abordagem diferente, onde eles fazem a predic¸a˜o
de utilizac¸a˜o de recursos com foco nas aplicac¸o˜es, auxiliando para que estas possam deci-
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dir por requisitar mais recursos para manter performance e disponibilidade. Eles propo˜em a
predic¸a˜o atrave´s de dados histo´ricos gerados e utilizam algoritmos de estatı´sticos de aprendi-
zagem (Rede Neural com correc¸a˜o de erros – ECNN – e regressa˜o linear) em conjunto com
janela deslizante. Eles realizaram experimentos e avaliaram a qualidade de cada me´todo de
predic¸a˜o com e sem janela deslizante utilizando como indicadores erro porcento me´dio ab-
soluto (MAPE), raiz quadrada do quadrado me´dio do erro, R2 acura´cia de predic¸a˜o e por
fim PRED(25) e mostraram que utilizac¸a˜o da rede neural se mostrou superior em todos os
cena´rios em relac¸a˜o a regressa˜o linear.
2.4 Hadoop utilizando oportunismo
Uma parte importante do nosso trabalho e´ a utilizac¸a˜o de instaˆncias oportunistas para
otimizac¸a˜o de tarefas Hadoop na nuvem. Lin et al. [39] desenvolveram um sistema chamado
de MOON (MapReduce in Opportunistic Instances) que e´ uma variac¸a˜o da implementac¸a˜o
Hadoop que adota uma arquitetura hı´brida de ma´quinas dedicadas em conjunto com
instaˆncias oportunistas. Essa arquitetura faz alocac¸a˜o de dados em ma´quinas sob demanda,
obtendo uma grande disponibilidade dos dados sem colocar um custo alto de replicac¸a˜o
em ma´quinas oportunistas. Tambe´m faz ana´lise do tempo das tarefas para avaliar se as
interrupc¸o˜es sera˜o prejudiciais para a tarefa. A estrate´gia proposta consiste em replicar sub-
tarefas do Hadoop que esta˜o executando em instaˆncias oportunistas em ma´quinas dedicadas,
tirando proveito dos recursos mais seguros caso haja necessidade. Os autores mostram que
numa avaliac¸a˜o geral MOON tem um desempenho melhor que o Hadoop puro em quase
todos os cena´rios, sendo pior apenas em um caso devido a limitac¸o˜es de rede.
2.5 Considerac¸o˜es finais
Neste capı´tulo fizemos um levantamento de trabalhos que visam otimizar utilizac¸a˜o de re-
cursos da nuvem e tambe´m minimizar o tempo de processamento de tarefas Hadoop. Nossa
proposta se fundamenta em diversos conceitos obtidos dos trabalhos citados, onde conside-
ramos a subutilizac¸a˜o da nuvem como motivac¸a˜o e tambe´m utilizamos te´cnicas de predic¸a˜o
e migrac¸a˜o e instaˆncias oportunistas com qualidade de servic¸o para aumentar essa utilizac¸a˜o
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no contexto especı´fico de tarefas Hadoop.
Nosso trabalho se difere dos ja´ citados, pois ao considerarmos a predic¸a˜o para criac¸a˜o de
instaˆncias oportunistas com qualidade de servic¸o, na˜o consideramos o cluster e sim ma´quinas
individuais, assim tambe´m como consideramos janelas de predic¸a˜o de 15 minutos, enquanto
o trabalho utilizado como refereˆncia faz previso˜es de janelas de meses. Outra diferenc¸a
que podemos ver e´ que no contexto mais especı´fico de Hadoop, no´s na˜o estamos propondo
nenhuma alterac¸a˜o na implementac¸a˜o do escalonador ou disposic¸a˜o de dados do Hadoop,
e sim fazemos monitoramento da nuvem para que o Hadoop seja otimizado sem prejuı´zo
para outros ou si pro´prio. Essa abordagem facilita a aceitac¸a˜o da proposta devido a na˜o
alterac¸a˜o de ferramentas para o usua´rio. Na˜o foi encontrado nenhum trabalho na literatura
com considere esses fatores em conjunto.
No pro´ximo capı´tulo sera´ descrito em detalhes a abordagem proposta para nossa pes-
quisa.
Capı´tulo 3
Abordagem Proposta
Este capı´tulo detalha a abordagem utilizada neste trabalho, que envolve a utilizac¸a˜o de opor-
tunismo para o processamento de dados, juntamente com me´todos preditivos do estado da
nuvem, podendo assim garantir uma qualidade de servic¸o para instaˆncias oportunistas. Su-
gerimos tambe´m a utilizac¸a˜o de migrac¸a˜o para os casos com erro na previsa˜o.
3.1 Arquitetura da soluc¸a˜o proposta
Como ja´ discutido no Capı´tulo 1, nosso trabalho visa a melhorar o processamento de dados
com Hadoop na nuvem utilizando instaˆncias oportunistas com qualidade de servic¸o. Em
outras palavras, consideramos instaˆncias oportunistas cuja expectativa de existeˆncia e´ maior
que o tempo previsto para a realizac¸a˜o da tarefa. Para tanto, e´ proposto um componente que
sera´ colocado entre o usua´rio e o sistema de provisionamento de clusters. Neste modelo,
o usua´rio e´ responsa´vel pela solicitac¸a˜o de criac¸a˜o de um cluster Hadoop, selecionando
tambe´m se deseja a utilizac¸a˜o de oportunismo quando possı´vel. O componente desenvol-
vido e´ responsa´vel pela tomada de decisa˜o sobre a utilizac¸a˜o de oportunismo, passando uma
solicitac¸a˜o modificada para o sistema de provisionamento de cluster quando necessa´rio, ale´m
de monitorar e avaliar a necessidade de migrac¸o˜es.
Desta forma, o objetivo deste componente e´ identificar a existeˆncia de recursos ociosos
na nuvem e assim poder solicitar mais ma´quinas virtuais para o cluster Hadoop do usua´rio,
criando clusters heterogeˆneos, onde se apresentam instaˆncias sob demanda e instaˆncias opor-
tunistas com qualidade de servic¸o.
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Este componente e´ composto por 2 partes, um preditor de carga e um tomador de deciso˜es
como visto na Figura 3.1. A primeira e´ o preditor de carga, responsa´vel por, a partir de
dados histo´ricos de utilizac¸a˜o de CPU e RAM das ma´quinas fı´sicas que compo˜em a nuvem,
fazer previso˜es de utilizac¸a˜o desses recursos nas pro´ximas janelas de tempo. Mais detalhes
do preditor esta˜o na Sec¸a˜o 3.2. A segunda parte do componente e´ o tomador de deciso˜es,
responsa´vel por receber a solicitac¸a˜o de criac¸a˜o de cluster do usua´rio e os dados do preditor
de carga e decidir qual ac¸a˜o tomar para a criac¸a˜o do cluster para o usua´rio, bem como a
decisa˜o sobre migrac¸o˜es. Mais detalhes sobre ele na Sec¸a˜o 3.3
Para avaliar o desempenho da nossa soluc¸a˜o, utilizamos o OpenStack e o Sahara como
provedores de nuvem e de provisionamento de clusters Hadoop, respectivamente, e imple-
mentamos uma instanciac¸a˜o do modelo proposto.
Figura 3.1: Arquitetura da soluc¸a˜o proposta. Um novo componente e´ inserido entre o usua´rio
e o Sahara e e´ responsa´vel por avaliac¸a˜o do estado da nuvem para criac¸a˜o de clusters Hadoop
utilizando oportunismo ou na˜o.
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3.2 Preditor de carga
Prever carga de utilizac¸a˜o e´ uma te´cnica ja´ conceituada na a´rea e utilizada em diversas
pesquisas com intuı´to de melhor gerenciar recursos da nuvem. Em sua grande maioria,
os estudos disponı´veis na literatura fazem predic¸a˜o da utilizac¸a˜o agregada da nuvem [21;
45], podendo a predic¸a˜o tambe´m ser feita de ma´quinas fı´sicas individuais na nuvem. A
predic¸a˜o tambe´m varia no que se refere aos horizontes de predic¸a˜o, podendo ser feita para
um curto prazo, minutos ou horas, ou prazos grandes como semanas ou ate´ meses.
O foco do nosso trabalho na˜o e´ desenvolver um preditor de carga robusto, pore´m fazer
uso de preditores simples de uso geral e mostrar que, mesmo com utilizac¸a˜o desses predi-
tores simples, a proposta de utilizac¸a˜o de instaˆncias oportunista com qualidade de servic¸o e´
relevante para acelerar o processamento de dados na nuvem. Assim, utilizamos 4 preditores
disponı´veis no pacote forecast da linguagem de programac¸a˜o R. Cada um desses preditores
e´ detalhados abaixo.
• Ingeˆnuo: preveˆ o valor futuro como sendo igual ao u´ltimo observado. Apesar de ser um
preditor muito simples, e´ comumente usado como benchmark em relac¸a˜o a preditores
mais complexos;
• Me´dia Mo´vel: utiliza os dados passados como entrada e preveˆ como futuro a me´dia
desses dados;
• RWF: similar ao ingeˆnuo, pore´m faz uma predic¸a˜o por caminhada aleato´ria (do ingleˆs,
Random Walk Forecast) escolhendo uma tendeˆncia de crescimento ou queda aleatori-
amente;
• RWF com Drift: similar ao RWF, pore´m a tendeˆncia de queda ou crescimento e´ base-
ado numa me´dia dos dados histo´ricos.
E´ comum que os preditores acima tenham resultados de predic¸a˜o diferentes e, por isso
temos que tomar uma decisa˜o de qual predic¸a˜o utilizar. Com o objetivo de ser mais conser-
vador, utilizamos sempre a predic¸a˜o que nos retorna o maior valor de utilizac¸a˜o de recursos,
ou seja, nos da´ a menor quantidade de recursos ociosos. Esse conservadorismo e´ adequado
para que evitemos extrapolar a capacidade dos servidores, diminuindo assim o risco de fa-
lhas e degradac¸a˜o de desempenho em instaˆncias com prioridade mais alta. Como entrada,
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nosso preditor recebe dados de utilizac¸a˜o de CPU e memo´ria RAM das ma´quinas fı´sicas em
intervalos de 5 minutos. Esse valor foi selecionado pois seguimos o modelo dos registros de
utilizac¸a˜o do cluster do Google [9]. Tambe´m e´ passado para o preditor o valor total de CPUs
e memo´ria RAM de cada servidor. Podemos ver no Co´digo 3.1 um exemplo do arquivo de
entrada do preditor. A primeira coluna conte´m a quantidade CPUs utilizadas no servidor
em nu´mero absoluto, por exemplo, no momento da coleta estavam em atividade 23 CPUs, o
valor retornado sera´ 23. Na segunda coluna traz a utilizac¸a˜o percentual de memo´ria RAM
que varia entre 0 a 1. A terceira coluna e´ a informac¸a˜o do total de CPUs do servidor, ou seja,
a quantidade de CPUs disponı´veis na ma´quina fı´sica e na quarta e´ o total de memo´ria RAM
em GB, e por fim a quinta coluna nos traz um ı´ndice de medic¸a˜o, que e´ incrementado a cada
3 medic¸o˜es. Esse ı´ndice e´ de suma importaˆncia, pois no´s utilizamos o preditor para prever
em janelas de 15 minutos, sendo necessa´rio o agrupamento de medic¸o˜es para formac¸a˜o de
janelas de entrada do mesmo tamanho das janelas de saı´da. Utilizamos janelas de 15 minu-
tos, pois buscamos um tamanho de janela de fosse mais adequado ao tamanho me´dio de uma
tarefa Hadoop, que dura em me´dia de 20 a 30 minutos [33], e que fosse flexı´vel para o caso
de tarefas um pouco maiores que essa me´dia. Esse tamanho da janela tambe´m foi utilizado
pois prevemos apenas duas janelas no futuro sem perder muitos dados agregados na entrada.
Ao receber o arquivo de entrada, o preditor seleciona o maior valor de CPU e o maior
valor de memo´ria RAM para cada conjunto de 15 minutos, como informac¸a˜o para ser feita
a predic¸a˜o, mesmo que os valores pertenc¸am a medic¸o˜es distintas. Por exemplo, para o
ı´ndice 0 o preditor selecionaria 23 como o nu´mero de CPUs utilizadas e 0.1235 como a
memo´ria utilizada. Usamos essa abordagem novamente com o intuito de diminuir o risco
de tentarmos utilizar recursos que na˜o esta˜o disponı´veis por erro do preditor. A Figura 3.2
exemplifica como o preditor trata os dados de entrada para fazer a predic¸a˜o no janelamento
correto.
Co´digo Fonte 3.1: Exemplo do arquivo de entrada para o preditor
1 2 3 . 0 ; 0 . 1 2 3 5 4 1 6 3 6 3 6 4 ; 8 0 . 0 ; 4 4 . 0 ; 0
2 1 9 . 0 ; 0 . 1 2 3 0 1 3 0 9 0 9 0 9 ; 8 0 . 0 ; 4 4 . 0 ; 0
3 1 9 . 0 ; 0 . 1 2 2 8 9 8 2 7 2 7 2 7 ; 8 0 . 0 ; 4 4 . 0 ; 0
4 2 2 . 0 ; 0 . 1 2 3 5 9 4 4 5 4 5 4 5 ; 8 0 . 0 ; 4 4 . 0 ; 1
5 2 0 . 0 ; 0 . 1 2 3 2 0 1 8 1 8 1 8 2 ; 8 0 . 0 ; 4 4 . 0 ; 1
6 2 2 . 0 ; 0 . 1 2 3 1 2 9 4 5 4 5 4 5 ; 8 0 . 0 ; 4 4 . 0 ; 1
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7 2 0 . 0 ; 0 . 1 2 3 5 6 8 0 9 0 9 0 9 ; 8 0 . 0 ; 4 4 . 0 ; 2
8 1 8 . 0 ; 0 . 1 2 3 1 8 6 2 7 2 7 2 7 ; 8 0 . 0 ; 4 4 . 0 ; 2
9 2 1 . 0 ; 0 . 1 2 3 7 6 8 ; 8 0 . 0 ; 4 4 . 0 ; 2
10 2 1 . 0 ; 0 . 1 2 3 0 8 0 7 2 7 2 7 3 ; 8 0 . 0 ; 4 4 . 0 ; 3
11 2 2 . 0 ; 0 . 1 2 3 0 1 1 6 3 6 3 6 4 ; 8 0 . 0 ; 4 4 . 0 ; 3
12 2 2 . 0 ; 0 . 1 2 3 7 0 0 9 0 9 0 9 1 ; 8 0 . 0 ; 4 4 . 0 ; 3
13 2 0 . 0 ; 0 . 1 2 3 1 9 3 ; 8 0 . 0 ; 4 4 . 0 ; 4
14 2 4 . 0 ; 0 . 1 2 3 2 4 1 4 5 4 5 4 5 ; 8 0 . 0 ; 4 4 . 0 ; 4
15 1 8 . 0 ; 0 . 1 2 3 1 2 7 8 1 8 1 8 2 ; 8 0 . 0 ; 4 4 . 0 ; 4
16 1 9 . 0 ; 0 . 1 2 3 2 9 7 3 6 3 6 3 6 ; 8 0 . 0 ; 4 4 . 0 ; 5
Figura 3.2: Exemplo do janelamento utilizado na predic¸a˜o de recursos disponı´veis. Onde
Med1, Med2 e Med3 representam as treˆs medic¸o˜es, em intervalos de 5 minutos, utilizadas
na criac¸a˜o da janela utilizada pelo preditor. O maior valor individual de utilizac¸a˜o de CPU e
de memo´ria RAM entre esses 3 e´ selecionado para ser considerado na predic¸a˜o.
O resultado final do preditor e´ a quantidade de ma´quinas disponı´veis para criac¸a˜o de um
cluster Hadoop. Calculamos o nu´mero de ma´quinas baseado em um tamanho de VMs que
consideramos apropriado para processamento de tarefas Hadoop, sendo 2 CPUs e 4 GB de
memo´ria RAM.
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3.3 Tomador de deciso˜es
O tomador de deciso˜es recebe a informac¸a˜o do preditor, que conte´m a quantidade de servido-
res que podem ser utilizados na criac¸a˜o do cluster, juntamente com a solicitac¸a˜o do usua´rio.
Com essas informac¸o˜es o tomador de deciso˜es solicita ao Sahara a criac¸a˜o de um cluster
Hadoop com a quantidade de ma´quinas disponı´veis.
Uma vez submetidas as aplicac¸o˜es, o tomador de deciso˜es e´ responsa´vel tambe´m por mo-
nitorar os servidores onde existem instaˆncias oportunistas do cluster e identificar possı´veis
picos que causariam a perda de instaˆncias oportunistas. Essa func¸a˜o e´ de suma importaˆncia
pois e´ a partir dela que podemos acionar a migrac¸a˜o viva [57] de instaˆncias oportunistas de
uma ma´quina fı´sica para outra. Como mencionado na Sec¸a˜o 1.1.3, migrac¸a˜o e´ uma te´cnica
utilizada em ac¸o˜es de consolidac¸a˜o de ma´quinas virtuais em ma´quinas fı´sicas para diversos
fins. Neste trabalho consideramos migrac¸a˜o como uma forma de reparar um erro de predic¸a˜o
ou algum aumento inesperado de carga que cause uma das ma´quinas oportunistas do cluster
Hadoop falhar, ou seja, ser perdida. Utilizamos migrac¸a˜o viva, onde a ma´quina virtual e´
transferida de um servidor fı´sico para outro sem que a ma´quina seja desligada, pois com a
migrac¸a˜o offline, ao desligar a ma´quina, teremos o mesmo efeito da terminac¸a˜o da mesma,
elevando o tempo de completude da tarefa Hadoop.
Ao detectar o perigo de falha, que aqui consideramos como sendo quando a utilizac¸a˜o
da ma´quina fı´sica chega em um limiar de 90% de CPU e/ou memo´ria RAM, o tomador
de deciso˜es e´ responsa´vel por acionar o componente responsa´vel pela migrac¸a˜o. No nosso
cena´rio, onde utilizamos OpenStack, esse componente e´ conhecido como Nova, passando
como informac¸a˜o a ma´quina virtual a ser migrada, e qual a ma´quina fı´sica de destino.
Capı´tulo 4
Avaliac¸a˜o
Neste capı´tulo avaliamos a abordagem proposta. Primeiro detalhamos os pre´-experimentos
executados na preparac¸a˜o do ambiente dos experimentos principais. Em seguida, discutimos
o ambiente onde executamos os pre´-experimentos e os experimentos principais. Por fim,
mostramos os resultados obtidos e fazemos uma ana´lise dos mesmos.
4.1 Pre´-experimentos
Nesta sec¸a˜o mostramos como foi avaliado o ambiente utilizado nos experimentos desta pes-
quisa. Essa avaliac¸a˜o envolve a validac¸a˜o da injec¸a˜o de carga feita durante os experimentos
utilizando como refereˆncia os dados do Google e tambe´m a validac¸a˜o do preditor de carga.
As pro´ximas subsec¸o˜es detalham cada um desses pre´-experimentos.
4.1.1 Dados do Google e injec¸a˜o de carga
Todos os experimentos foram executados em uma nuvem privada no Laborato´rio de Sistemas
Distribuı´dos, da Universidade Federal de Campina Grande, e como a utilizac¸a˜o dessa nuvem
e´ bastante restrita (pouca variac¸a˜o nos tipos de carga e hora´rios) foi necessa´rio gerar uma
carga sinte´tica para simular um ambiente de nuvem real. Essa carga foi gerada baseada em
dados pu´blicos do data center do Google [9] que conte´m, entre outros dados, informac¸o˜es de
utilizac¸a˜o de CPU e memo´ria RAM de aproximadamente 12.500 ma´quinas em um perı´odo
de 29 dias.
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Com base nos dados de utilizac¸a˜o de ma´quinas individuais do cluster do Google, geramos
uma carga de CPU nos servidores da aplicac¸a˜o. Essa gerac¸a˜o foi feita usando a ferramenta
lookbusy [10]. O lookbusy e´ um script Python que pode gerar carga de CPU, memo´ria RAM
e I/O, com valores definidos pelo usua´rio ou aleatoriamente. Para validar essa gerac¸a˜o de
carga, fizemos um experimento gerando uma carga baseada no trace de uma ma´quina seleci-
onada aleatoriamente do cluster, e coletamos, atrave´s do pacote sysstat [13], a utilizac¸a˜o real
de CPU. Nossa coleta foi feita em intervalos de 5 minutos, assim como os dados do Google.
A Figura 4.1 mostra que a carga sinte´tica criada e´ praticamente igual a carga original.
Podemos assim considerar a utilizac¸a˜o da carga sinte´tica confia´vel para o ambiente experi-
mental.
Figura 4.1: Comparac¸a˜o entre sinte´tica e carga real, baseada em dados de data center do
Google.
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4.1.2 Predic¸a˜o da carga
O preditor de carga exerce uma func¸a˜o primordial na nossa soluc¸a˜o. Embora na˜o seja o
foco do trabalho a criac¸a˜o de um preditor de carga mais robusto para nosso cena´rio de
instaˆncias oportunistas, precisamos validar que os preditores utilizados apresentam erros
aceita´veis. Como ja´ discutido, utilizamos 4 preditores (me´dia, ingeˆnuo, RWF, e RWF com
drift), alimentando-os com os dados de ma´quinas fı´sicas do Google, e executamos a predic¸a˜o
em forma de janela deslizante. Em seguida, no´s calculamos o erro de predic¸a˜o:
Erro = Vr − Vp ,
onde Vr e´ o valor real de recursos e Vp e´ o valor previsto.
No´s utilizamos duas abordagens de predic¸a˜o, uma abordagem comum, onde e´ utilizado o
exato valor da predic¸a˜o e uma abordagem pessimista, onde a predic¸a˜o e´ feita e e´ utilizado o
valor maior do intervalo de confianc¸a. Ambas abordagens sa˜o va´lidas e podem ser utilizadas
de acordo com a necessidade do provedor de nuvem. Se o provedor acredita que e´ melhor
aproveitar ao ma´ximo, sugerimos a utilizac¸a˜o da abordagem de predic¸a˜o comum, caso ele
queria ser mais conservador, enta˜o sugerimos a abordagem de predic¸a˜o pessimista.
A Figura 4.2 nos mostra um boxplot dos erros de predic¸a˜o por preditor quando utilizamos
a abordagem de predic¸a˜o comum. Podemos observar que o 1o quartil, me´dia e 3o quartil
se encontram em 0, nos dando seguranc¸a que nosso preditor erra em poucos casos. Na
Figura 4.3 no´s temos boxplots para o abordagem de predic¸a˜o pessimista. Neste caso podemos
ver quem o 1o quartil esta´ em 0, enquanto me´dia e 3o quartil esta˜o em 1, ou seja, esse preditor
erra mais, como esperado.
Nas Figuras 4.4 e 4.5 temos as CDFs das abordagens de predic¸a˜o, comum e pessimista,
respectivamente separadas por preditor. Como podemos observar para todos os preditores
temos mais de 80% de chance do valor do erro ser 0 ou menos, e menos de 20% de chance
de ser menor que 0, o que nos reafirma os dados da Figura 4.2 sobre a taxa de acerto do
preditor com abordagem comum. Ja´ na Figura 4.5 observamos que a probabilidade de um
valor ser abaixo de 0 e´ quase 0%, pore´m a probabilidade de ser 0 gira em torno de 40%
apenas. Essa abordagem de predic¸a˜o nos traz mais confianc¸a que as instaˆncias na˜o sera˜o
perdidas, pois tende a retornar uma quantidade de recursos ociosos menor que realmente
esta˜o disponı´veis.
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Figura 4.2: Boxplot dos erros de predic¸a˜o de recursos ociosos para ma´quina com ID 1331690
do cluster do Google, utilizando a abordagem comum.
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Figura 4.3: Boxplot dos erros de predic¸a˜o de recursos ociosos para ma´quina com ID 1331690
do cluster do Google, utilizando a abordagem pessimista.
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Na Tabela 4.1 vemos em mais detalhes o intervalo de confianc¸a dos erros para 20
ma´quinas do cluster do google, em duas varia´veis. A primeira temos o percentual de acer-
tos do preditor, na segunda temos os erros negativos, ou seja, erros em que obtivemos mais
ma´quinas no preditor que no registro real. E´ importante notar que erros positivos na˜o sa˜o
prejudiciais para nossa soluc¸a˜o, pois eles indicam a existeˆncia de mais recursos ociosos.
Podemos ver que temos uma taxa de acerto variando entre 43,3% a 66.9% para o preditor
comum enquanto no preditor pessimista a taxa de acerto e´ bem baixa, indo de 19,5% a
37,4%. Entretanto, focando nos erros negativos, que sa˜o os que queremos evitar, o preditor
pessimista e´ bem superior, ficando com erros de 1,2% a 4,4% enquanto o preditor comum
tem erros de 16,3% ate´ 29,8%.
Tabela 4.1: Intervalo de confianc¸a
Preditor Comum Pessimista
Acertos Erros Negativos Acertos Erros Negativos
Me´dia Mo´vel 59,2% - 43,3% 29,8% - 21.2% 35,7% - 19,5% 4,4% - 1,2%
Ingeˆnuo 66,9% - 52,9% 23,2% - 16,3% 37,4% - 21% 2,9% - 2,1%
RWF 66,9% - 52,9% 23,2% - 16,27% 36,7% - 20% 2,7% - 1,9%
Drift 65% - 50.6% 23,9% - 16,9% 35,9% - 19,6% 2,7% - 1,9%
4.1.3 Hadoop na presenc¸a de falha
O Hadoop e´ capaz de se recuperar de uma falha, pore´m a presenc¸a de apenas uma falha
pode aumentar significativamente o tempo de completude de uma tarefa [33]. Em tarefas
pequenas, esse tempo pode aumentar em mais de 100% como mostra a Figura 4.6. Neste
experimento, utilizamos 3 tipos de tarefas Hadoop que representam as categorias de tarefas
usualmente executadas no Hadoop e forc¸amos a falha de um dos no´s do cluster Hadoop
durante o processamento. As tarefas Hadoop utilizadas foram:
• Estimador Pi – essa tarefa tenta estimar o nu´mero Pi, sendo uma tarefa de alta
utilizac¸a˜o de CPU, mas sem acesso a disco;
• Contador de palavras – essa e´ a tarefa mais cla´ssica do Hadoop, sendo menos intensa
em processamento e mais intensa em acesso a disco;
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Figura 4.4: CDF dos erros de predic¸a˜o por preditor para a ma´quina com ID 1331690 do
cluster do Google, utilizando a abordagem comum.
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Figura 4.5: CDF dos erros de predic¸a˜o por preditor para a ma´quina com ID 1331690 do
cluster do Google, utilizando a abordagem pessimista.
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• TeraSort – essa e´ uma tarefa ordenac¸a˜o e possui um balanc¸o entre processamento e
acesso a disco.
Figura 4.6: Tarefas Hadoop na presenc¸a de falha.
Buscamos tambe´m encontrar alguma tendeˆncia de crescimento ou decrescimento do qua˜o
prejudicial uma falha e´ para a completude da tarefa, ou se existe algum momento do proces-
samento em que a falha e´ mais crı´tica. Essa informac¸a˜o poderia nos ajudar a identificar
pontos cruciais onde a falha deveria ser evitada sempre. Na Figura 4.7 podemos ver que o
momento em que a falha ocorre na˜o influencia diretamente no tempo de completude da ta-
refa, apenas podemos afirmar que a falha em qualquer momento do processamento acarreta
em um acre´scimo no tempo de completude.
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Figura 4.7: Tempo me´dio de completude de tarefas Hadoop na presenc¸a de falha em dife-
rentes pontos da execuc¸a˜o, incluindo a fase Map e Reduce.
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4.1.4 Migrac¸a˜o
Um conceito bastante utilizado neste trabalho foi a migrac¸a˜o. Utilizamos migrac¸a˜o para
intervir no cluster Hadoop quando uma possı´vel falha se apresenta. Entendemos que essa
abordagem e´ apropriada pois quando utilizamos migrac¸a˜o para evitar que uma ma´quina seja
perdida na˜o temos um aumento significativo no tempo de completude da tarefa. A Figura 4.8
nos mostra que os tempos de completudes das tarefas sa˜o similares nos cena´rios com e sem
migrac¸a˜o, o que nos da´ uma seguranc¸a que na presenc¸a da falha na˜o aumentaremos o tempo
de completude de tarefa.
Figura 4.8: Tempo me´dio de execuc¸a˜o de uma tarefa Hadoop quando uma instaˆncia e´ mi-
grada, quando a execuc¸a˜o ocorre sem oportunismo ou e´ bruscamente perdida.
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4.2 Ambiente dos experimentos
Para os experimentos a seguir, dispomos de uma nuvem, controlada pelo OpenStack versa˜o
Kilo com o Sahara na mesma versa˜o. Esta nuvem e´ composta de 4 servidores dedicados
para criac¸a˜o de VMs, 1 servidor de controle, 1 servidor de rede e 3 servidores de armaze-
namento. Destes 4 servidores dedicados para computac¸a˜o, 2 foram dedicados para nossos
experimentos. Esses servidores sa˜o HPE ProLiant BL460c Gen8, com dois processadores
Intel Xeon E5-2630L, cada um com 6 nu´cleos operando a 2GHz, chegando a 24 CPUs, com
Hyper-threading. Os servidores sa˜o conectados atrave´s de uma rede Gigabit e teˆm, somados,
100 GB de memo´ria RAM e tem configurado NFS (Network File System) como sistema de
arquivo. A utilizac¸a˜o do NFS permite o compartilhamento dos dados entres as ma´quinas
fı´sicas e possibilita a utilizac¸a˜o da migrac¸a˜o viva.
4.3 Experimentos
No´s realizamos um experimento que visa verificar se a utilizac¸a˜o de oportunismo realmente
e´ capaz de reduzir o tempo de completude de uma tarefa Hadoop. Neste experimento exe-
cutamos uma tarefa de contador de palavras com um arquivo de entrada de aproximada-
mente 13 GB. A tarefa foi executado com um cluster Hadoop no cena´rio sem instaˆncias
oportunistas e no cena´rio com instaˆncias oportunistas. No cena´rio onde utilizamos oportu-
nismo, forc¸amos falha em uma das ma´quinas do cluster utilizando o lookbusy e aumentando
a utilizac¸a˜o de CPU da ma´quina fı´sica. O objetivo de forc¸ar a falha e´ mostrarmos que a
utilizac¸a˜o de migrac¸a˜o e´ apropriada para evitar o aumento do tempo de terminac¸a˜o. Na
execuc¸a˜o sem oportunismo utilizamos 4 instaˆncias (3 workers e 1 master), com oportunismo
esse valor cresce para aproximadamente 6 instaˆncias (5 workers e 1 master), onde worker sa˜o
as ma´quinas do cluster Hadoop que executam trabalho e master apenas coordena os workers.
E´ importante notar que, na definic¸a˜o do cluster no Sahara, o tipo de ma´quina virtual usado
para o master e´ diferente do tipo usado para os workers, enta˜o o master sera´ hospedado em
uma ma´quina oportunista.
A Figura 4.9 mostra que a terminac¸a˜o de uma instaˆncia e´ o pior caso que podemos es-
perar. Podemos ver tambe´m que existe uma reduc¸a˜o no tempo de processamento quando
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utilizamos oportunismo em relac¸a˜o a quando na˜o utilizamos, isso fica mais claro na Figura
4.10, que apresenta os mesmos resultados da Figura 4.9, pore´m com a coluna de terminac¸a˜o
removida. Fizemos uma ana´lise estatı´stica utilizando o teste T-student para verificar que as
duas amostras na˜o tem me´dia semelhante e obtivemos um p-valor de 4.464 × e−10 o que
nos da´ uma confianc¸a de que o oportunismo, mesmo no cena´rio onde utilizamos apenas 2
instaˆncias oportunistas, ja´ oferece um ganho real.
Na Figura 4.10 tambe´m observamos o resultado da execuc¸a˜o quando utilizamos migrac¸a˜o
para evitar a perda de uma VM. Como podemos ver, o tempo de completude da tarefa utili-
zando migrac¸a˜o e´ inferior ao caso onde na˜o utilizamos oportunismo. Realizamos o mesmo
teste estatı´stico e obtivemos um p-valor de 1.057 × e−09, provando estatisticamente que
mesmo com migrac¸a˜o o desempenho do processamento ainda e´ melhor. Observando a Fi-
gura 4.10, vemos o tempo da execuc¸a˜o com oportunismo sem falhas e com oportunismo
quando realizamos migrac¸a˜o sa˜o bem pro´ximos. Executamos novamente o teste T com esses
dois cena´rios e temos um p-valor de 0.757, na˜o podemos enta˜o rejeitar a hipo´tese que as duas
amostras sa˜o iguais. Com isso podemos afirmar que o uso de oportunismo e´ capaz de me-
lhorar o tempo de processamento de uma tarefa Hadoop e que no caso onde detectamos uma
chance de falha, a utilizac¸a˜o da migrac¸a˜o evitara´ o acre´scimo no tempo de processamento,
tornando o uso de oportunismo transparente para o usua´rio.
Buscando uma visa˜o mais real do que aconteceria em uma nuvem de produc¸a˜o, executa-
mos um experimento na nuvem de produc¸a˜o do LSD que conte´m uma versa˜o mais recente
do OpenStack, Mitaka, do que a que executamos os experimentos anteriores. Nessa nuvem
o armazenamento distribuı´do e´ feito utilizando Ceph1 e na˜o NFS. O Ceph e´ amplamente uti-
lizado no mercado hoje, presente em cerca de 40% das nuvens OpenStack em produc¸a˜o no
mundo [12] e a utilizac¸a˜o dele tornaria os resultados mais pro´ximos dos valores encontrados
no mercado.
Neste experimento, utilizamos cluster Hadoop com oportunismo e sem oportunismo vi-
sando mostrar em um ambiente real o ganho do oportunismo para o processamento de dados.
Os clusters com oportunismo possuem 10 ma´quinas trabalhando no processamento e nos
cluster sem oportunismo temos 3. O tamanho do arquivo de entrada e´ de aproximadamente
5 GB e este esta´ armazenado no Swift, e na˜o no HDFS do Hadoop, situac¸a˜o mais comu-
1http://ceph.com/
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Figura 4.9: Tarefas Hadoop executadas com oportunismo com presenc¸a de falha matando a
instaˆncia e migrando a instaˆncia, com oportunismo sem falha, sem oportunismo
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Figura 4.10: Tarefas Hadoop executadas com oportunismo com presenc¸a de falha migrando
a instaˆncia, com oportunismo sem falha, sem oportunismo.
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mente encontrada em nuvens computacionais com servic¸o de processamento de dados. Foi
utilizado um arquivo de 5GB diferentemente do experimento anterior, devido a utilizac¸a˜o de
Ceph como armazenamento distribuı´do e algumas dificuldades encontradas na comunicac¸a˜o
do mesmo com o Sahara para arquivos maiores que 5GB. Na Figura 4.11 podemos observar
o desempenho das execuc¸o˜es e e´ visı´vel o ganho que temos ao utilizarmos oportunismo. Te-
mos em me´dia quase metade do tempo de processamento quando utilizamos oportunismo e
que, apesar do ganho ser sub-linear, e´ bastante significativo.
Figura 4.11: Tarefas Hadoop executadas com oportunismo e sem oportunismo em uma nu-
vem de produc¸a˜o do LSD.
Uma outra ana´lise que fizemos foi verificar se o uso de instaˆncias oportunistas e o au-
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mento da utilizac¸a˜o de recursos teria um impacto em ma´quinas virtuais ja´ existentes no
sistema causando degradac¸a˜o na qualidade de servic¸o oferecida pelo provedor de nuvem.
Durante o experimento demonstrado na Figura 4.9 e Figura 4.10 criamos duas ma´quinas vir-
tuais, uma para cada servidor da nuvem, e executamos em cada um, benchmarks de CPU
e de memo´ria RAM. A Figura 4.12 mostra do lado esquerdo o resultado das execuc¸o˜es do
benchmark de CPU separados por cena´rio: o cena´rio onde na˜o utilizamos oportunismo; o
cena´rio com oportunismo sem a presenc¸a de falhas e por fim o cena´rio com oportunismo na
presenc¸a de falhas. Esse u´ltimo se divide em dois cena´rios dependendo da ac¸a˜o tomada. O
primeiro cena´rio e´ quando na presenc¸a da falha a VM e´ terminada e o segundo cena´rio e´ a
migrac¸a˜o da VM evitando a perda da mesma.
Do lado direito vemos a mesma organizac¸a˜o para as execuc¸o˜es do benchmark de memo´ria
RAM. Podemos observar um aumento no tempo da execuc¸a˜o do benchmark de CPU e
memo´ria RAM quando usamos oportunismo, pore´m esse aumento e´ bem pequeno. Vemos
um aumento no cena´rio onde a instaˆncia oportunista e´ destruı´da. Esse aumento e´ esperado
pois existe uma sobrecarga do pro´prio Hadoop para se reorganizar apo´s uma falha e redistri-
buir o processamento que necessita ser refeito.
Na Figura 4.13 vemos o efeito do processamento Hadoop com instaˆncias oportunistas na
presenc¸a de falha nas ma´quinas virtuais que executam os benchmarks de CPU e memo´ria
RAM. A linha tracejada vertical marca o tempo em que ocorreu um pico de carga de CPU
o que inicia a migrac¸a˜o ou destro´i a ma´quina virtual, na primeira figura o pico acontece na
fase Map e na segunda acontece na fase Reduce. No eixo horizontal temos cada execuc¸a˜o do
benchmark e vemos que o pico em si na˜o tem um grande impacto no aumento do tempo dos
benchmarks, pore´m vemos que a fase Reduce traz um aumento no tempo do benchmarks,
devido a caracterı´stica do Hadoop onde essa fase exige mais da CPU e da memo´ria RAM.
Para expandir um pouco mais a avaliac¸a˜o da soluc¸a˜o executamos o mesmo experimento
que executamos com o contador de palavras para a tarefa do tipo Terasort, pois essa ta-
refa apresenta caracterı´sticas um pouco diferentes do contador de palavras. Podemos ver
na Figura 4.14 que o comportamento e´ bastante similar ao experimento executado com o
contador de palavras. O pior caso se mostra quando uma instaˆncia e´ perdida, podendo ter
um acre´scimo de mais de 100% no tempo me´dio de execuc¸a˜o, dependendo do tamanho da
tarefa. Nos casos com oportunismo e oportunismo utilizando migrac¸a˜o, quando existe uma
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Figura 4.12: Tempo me´dio do benchmark de CPU e memo´ria RAM medidos em ma´quinas
virtuais em cada no´ da nuvem, agrupados por ac¸a˜o tomada.
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Figura 4.13: Tempo me´dio do benchmark de CPU e memo´ria RAM medidos em ma´quinas
virtuais em cada no´ da nuvem, ao longo do tempo considerando o momento do pico de carga.
Nos gra´ficos da parte superior da figura o pico ocorre na fase Map, enquanto nos gra´ficos da
parte inferior da figura o pico ocorre na fase Reduce.
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falha vemos um desempenho muito pro´ximo ao caso sem instaˆncia oportunista. Isso pode
ser devido a diversos fatores, por exemplo, neste experimento esta´vamos utilizando apenas
2 instaˆncias oportunistas, o que pode na˜o mostrar um ganho muito grande. Outra explicac¸a˜o
para estes valores pro´ximos e´ o fato de, por padra˜o, o Terasort utiliza apenas um processo
para o Reduce, ou seja, a parte do processamento que mais exige poder computacional na˜o
esta´ paralelizada, na˜o sendo possı´vel perceber um ganho real com o acre´scimo de poucas
ma´quinas oportunistas. Apesar de na˜o mostrar diminuic¸a˜o no tempo de processamento ao
utilizar instaˆncia oportunista para essa tarefa, no´s temos evideˆncias dos experimentos ante-
riores, de que o ganho pode vir a acontecer com alguns detalhes de configurac¸a˜o da tarefa e
que, no pior caso, nossa soluc¸a˜o estara´ permitindo a completude da tarefa no mesmo tempo
do caso em que na˜o utilizamos oportunismo.
4.3 Experimentos 44
0
1000
2000
3000
Migração Oportunismo Sem Oportunismo Terminação
Ação Tomada
Te
m
po
 d
e 
Ex
e
cu
çã
o
Figura 4.14: Tempo me´dia de completude de uma tarefa Hadoop do tipo Terasort utilizando
oportunismo nos cena´rios onde ha´ falha e a instaˆncia e´ terminada, ha´ falha e a instaˆncia e´
migrada, quando na˜o ha´ interfereˆncias e tambe´m sem oportunismo.
Capı´tulo 5
Conclusa˜o
Neste capı´tulo, na Sec¸a˜o 5.1, sumarizamos a motivac¸a˜o do nosso trabalho, a soluc¸a˜o proposta
e falamos dos resultados obtidos. Ja´ na Sec¸a˜o 5.2 fazemos um levantamento das limitac¸o˜es
encontradas e possibilidades de trabalhos futuros.
5.1 Suma´rio
Motivado pelo problema de otimizar o processamento de dados com Hadoop na nuvem, bus-
camos neste trabalho propor uma nova te´cnica de executar tarefas Hadoop. Fazendo uma
ana´lise dos registros da nuvem privada do Google e tambe´m fundamentado na literatura, ob-
servamos que nuvens computacionais, pu´blicas ou privadas, possuem uma taxa de utilizac¸a˜o
baixa, ficando em torno de 50% para CPU e memo´ria RAM. Vimos tambe´m que essa baixa
utilizac¸a˜o acontece devido a recursos sob-demanda que sa˜o alocados ou reservados, mas
na˜o sa˜o de fato utilizados. Essa lacuna entre recursos reservados e recursos em uso abriu
espac¸o para a criac¸a˜o de instaˆncias oportunistas. Instaˆncias oportunistas sa˜o vola´teis e na˜o
sa˜o adequadas para todos os tipos de aplicac¸a˜o. O Hadoop, no entanto, por ser uma aplicac¸a˜o
distribuı´da e que oferece toleraˆncia a falhas, e´ uma aplicac¸a˜o que pode fazer uso desse mo-
delo de instaˆncias pois a perda de uma dessas ma´quinas na˜o culmina no te´rmino prematuro
da aplicac¸a˜o.
Propomos enta˜o a utilizac¸a˜o de instaˆncias oportunistas para aumentar o tamanho do
cluster Hadoop e assim reduzir o tempo do processamento. Essa soluc¸a˜o, apesar de pa-
recer o´bvia, nos mostrou que existe um risco de piorarmos o tempo de processamento da
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tarefa Hadoop. Caso ocorra falha (perda de ma´quinas do cluster) o Hadoop leva um tempo
para detecta´-la e apo´s a detecc¸a˜o precisa se reorganizar e reprocessar tudo que foi perdido
pela ma´quina. Esse tempo de recuperac¸a˜o e reprocessamento aumenta em torno de 50% no
tempo total de processamento para a maioria das tarefas Hadoop.
Considerando a utilizac¸a˜o de oportunismo para otimizar processamento de dados com
Hadoop na nuvem e que instaˆncias oportunistas, no seu modelo comum, podem ser prejudi-
ciais para o processamento de dados, propomos a criac¸a˜o de um novo modelo de instaˆncias
oportunistas, chamadas de instaˆncias oportunistas com qualidade de servic¸o. Essas instaˆncias
sa˜o criadas baseadas nos mesmos recursos que as instaˆncias oportunistas normais, pore´m a
quantidade de instaˆncias que sa˜o criadas e´ calculada com base em uma predic¸a˜o de utilizac¸a˜o
da nuvem. Ao ser solicitada a criac¸a˜o de um cluster pelo usua´rio, sa˜o utilizados dados
histo´ricos da nuvem e um preditor composto por 4 preditores comumente usados para a
predic¸a˜o da utilizac¸a˜o de ma´quinas fı´sicas da nuvem em intervalos de 15 minutos, ajudando
a garantir que as instaˆncias oportunistas na˜o sera˜o perdidas naquele perı´odo. Como a maioria
das tarefas Hadoop tem em me´dia tempo de durac¸a˜o de de 20 a 30 minutos [34], prevemos
duas janelas de 15 minutos antes da criac¸a˜o das instaˆncias.
Mesmo utilizando instaˆncias oportunistas com qualidade de servic¸o, e´ evidente que o
risco de perda de ma´quinas oportunistas ainda existe. Cargas inesperadas, erros do preditor e
fatores externos podem culminar para um aumento inesperado de utilizac¸a˜o e a necessidade
de terminar uma instaˆncias oportunista. Como meio de contornar esse risco, propomos o uso
de uma te´cnica conhecida no meio do gerenciamento de recursos, a migrac¸a˜o de ma´quinas
virtuais. Na nossa soluc¸a˜o utilizamos migrac¸a˜o viva pois o efeito dessa migrac¸a˜o se mostrou
estatisticamente transparente no nosso ambiente para o Hadoop, enquanto a migrac¸a˜o co-
mum, por causa da paralisac¸a˜o e desligamento da instaˆncia antes de migrac¸a˜o, tem um efeito
similar a` terminac¸a˜o da instaˆncia.
Para validar nossa proposta realizamos alguns experimentos utilizando a nuvem privada
do Laborato´rio de Sistemas Distribuı´dos. Como essa nuvem possui uma utilizac¸a˜o bastante
restrita, geramos uma carga sinte´tica de CPU e memo´ria RAM para cada servidor, com base
nos dados do Google. Nesses experimentos executamos a tarefa contador de palavras com ar-
quivos de entrada de 13 GB e variamos o comportamento da nuvem forc¸ando a situac¸o˜es ex-
tremas e coletamos dados como tempo total da tarefa e impacto da carga extra em ma´quinas
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virtuais ja´ presentes.
Podemos ver nos resultados dos experimentos que instaˆncias oportunistas sa˜o capazes
de otimizar o processamento de dados com Hadoop na nuvem, pore´m e´ necessa´rio que seja
evitada que a ma´quina virtual seja destruı´da. Para isso fizemos uma estimativa de recursos
utiliza´veis a partir dos resultados de um preditor de carga. Usamos tambe´m a migrac¸a˜o, que
se mostrou transparente para o Hadoop, na˜o trazendo acre´scimo ao tempo de processamento
e mostrando um tempo 70% menor em relac¸a˜o ao cena´rio onde instaˆncias sa˜o perdidas e
tambe´m observamos uma reduc¸a˜o de 39,8% em relac¸a˜o ao tempo original de processamento.
Finalmente, avaliamos o impacto que o uso de oportunismo poderia causar em outras
instaˆncias em execuc¸a˜o na nuvem. O resultado observado foi que, com o uso de migrac¸a˜o, a
utilizac¸a˜o instaˆncias oportunistas na˜o afeta o desempenho de outras instaˆncias executando na
mesma ma´quina fı´sica. Esses resultados evidenciam a existeˆncia de espac¸o para o Hadoop
se desenvolver no ambiente de nuvem. Com novos conceitos criados e novos modelos de
utilizac¸a˜o recursos ainda podemos fazer muito para otimizar Hadoop, diminuindo o custo
para o usua´rio e melhorando a eficieˆncia da nuvem por meio de uma maior utilizac¸a˜o de
recursos.
5.2 Trabalhos futuros e limitac¸o˜es
Apesar de se mostrar favora´vel e dos resultados bem sucedidos, ha´ algumas considerac¸o˜es
que podem ser feitas com objetivo de tornar a soluc¸a˜o mais robusta e de aplicac¸a˜o mais
ampla.
A primeira limitac¸a˜o que encontramos e´ com relac¸a˜o ao preditor de carga. O preditor
utilizado na nossa validac¸a˜o e´ bastante simples, e que na˜o faz nenhuma ana´lise profunda dos
dados histo´ricos. Com um preditor mais robusto podemos ter mais certeza da quantidade de
recursos disponı´veis e, consequentemente, usar valores menos conservadores.
Outra limitac¸a˜o encontrada foi a execuc¸a˜o dos experimentos utilizando um tamanho
u´nico de entrada e tambe´m um tipo u´nico de tarefa, contador de palavras. Apesar de ter-
mos testado o Terasort tambe´m, esse teste foi superficial e um aprofundamento em variac¸o˜es
de tamanhos de entrada, tipos de tarefas e tamanhos de clusters pode nos trazer dados in-
teressantes que na˜o foram vistos ate´ o momento. Esses experimentos na˜o foram realizados
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devido a limitac¸o˜es de hardware e escalonamento da nuvem privada do laborato´rio entre
va´rios usua´rios, e seria u´til fazeˆ-los utilizando, principalmente, tarefas que consomem dife-
rentes recursos da nuvem, como por exemplo, o Pi Estimator que e´ uma aplicac¸a˜o que faz
uso majoritariamente de CPU.
Implementamos, em forma de prova de conceito, o componente proposto onde e´ feita a
predic¸a˜o de recursos para criac¸a˜o de clusters, mais detalhes sobre essa implementac¸a˜o po-
dem ser vistos no Apeˆndice A. Experimentamos com essa implementac¸a˜o com objetivo de
mostrar a utilizac¸a˜o do preditor para criac¸a˜o de clusters Hadoop. Esses experimentos foram
bastante limitados pois apenas buscamos mostrar o desempenho do preditor, e temos como
objetivos futuros levar em considerac¸a˜o todos os conceitos apresentados, o preditor, o con-
ceito de migrac¸a˜o e tambe´m queremos levar esses experimentos para uma nuvem real, onde
teremos mais variac¸o˜es de utilizac¸a˜o de recursos e podermos avaliar como se comporta a
soluc¸a˜o de uma forma mais completa. Observamos tambe´m na nossa implementac¸a˜o que
a presenc¸a de duas requisic¸o˜es simultaˆneas sera˜o tratadas da mesma maneira e isso pode
acarretar em erros de predic¸a˜o. Queremos aprimorar nossa soluc¸a˜o para identificar a quan-
tidade de solicitac¸o˜es de criac¸a˜o de cluster e poder assim, repassar a informac¸a˜o correta de
quantidade disponı´vel de recurso para cada solicitac¸a˜o.
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Apeˆndice A
Implementac¸a˜o
Implementamos, como uma prova de conceito, uma primeira versa˜o do componente que e´
responsa´vel por se comunicar com o Sahara para criac¸a˜o. Este co´digo foi disponibilizado 1
e esta´ em uma versa˜o funcional e experimentada. A Figura A.1 mostra a arquitetura da
implementac¸a˜o e a comunicac¸a˜o entre os componentes.
Figura A.1: Arquitetura da implementac¸a˜o da nossa soluc¸a˜o.
1https://git.lsd.ufcg.edu.br/tellesnobrega/opportunistic-hadoop
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A implementac¸a˜o foi dividida em 3 componentes, sa˜o eles:
• Daemon - responsa´vel pela coleta de informac¸o˜es de utilizac¸a˜o de CPU e memo´ria
RAM.
• Server - responsa´vel pela parte de predic¸a˜o e comunicac¸a˜o com o Sahara.
• Client - responsa´vel por receber o pedido do usua´rio e enviar para o Server.
O Daemon coleta as informac¸o˜es de utilizac¸a˜o em intervalos de 5 minutos, e armazena
em um arquivo de texto. Esse arquivo de texto e´ utilizado pelo preditor como entrada para
predic¸a˜o da carga futura.
O fluxo de execuc¸a˜o e´:
1. Usua´rio solicita a criac¸a˜o de um cluster Hadoop passando o tamanho mı´nimo do
cluster no Client;
2. O Server recebe o pedido do usua´rio, e busca o arquivo com histo´rico de utilizac¸a˜o.
Esse arquivo e´ passado para o preditor que retorna o nu´mero de ma´quinas disponı´veis
para criac¸a˜o de um cluster.
3. Ainda no Server, e´ solicitado a criac¸a˜o do cluster com o novo tamanho.
E´ importante notar que o Sahara e o OpenStack em geral na˜o conhecem o conceito
de instaˆncias oportunistas, enta˜o nessa implementac¸a˜o consideramos o seguinte cena´rio.
Quando solicitado a criac¸a˜o de um cluster, e´ verificada a possibilidade de se utilizar oportu-
nismo. Se for possı´vel, o cluster e´ criado utilizando um novo usua´rio, chamado de sahara-oi,
assim no´s aplicamos o conceito de oportunismo, pois as cotas do usua´rio na˜o sa˜o reduzidas.
Apeˆndice B
Resultados do preditor
Neste apeˆndice, mostramos os resultados dos preditores em diversas outras ma´quinas da
nuvem do Google. Aqui sera˜o mostrados resultados do preditor utilizando o valor previsto
e tambe´m do preditor pessimista, que utiliza o valor mais alto no intervalo de confianc¸a
da predic¸a˜o. Tambe´m sera˜o mostrados os gra´ficos do erros de predic¸a˜o para os cena´rios
mostrados.
57
58
0.0
2.5
5.0
7.5
10.0
0 1000 2000
Tempo
M
áq
ui
na
s 
D
is
po
ní
ve
is Tipo
meanf
real
0.0
2.5
5.0
7.5
10.0
0 1000 2000
Tempo
M
áq
ui
na
s 
D
is
po
ní
ve
is Tipo
naive
real
0.0
2.5
5.0
7.5
10.0
0 1000 2000
Tempo
M
áq
ui
na
s 
D
is
po
ní
ve
is Tipo
rwf
real
0.0
2.5
5.0
7.5
10.0
0 1000 2000
Tempo
M
áq
ui
na
s 
D
is
po
ní
ve
is Tipo
drift
real
Figura B.1: Predic¸a˜o de recursos ociosos por preditor para ma´quina com ID 97959424 do
cluster do Google com predic¸a˜o de 1 janela de 15 minutos no futuro.
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Figura B.2: Predic¸a˜o de recursos ociosos por preditor para ma´quina com ID 97959424 do
cluster do Google com predic¸a˜o de 2 janela de 15 minutos no futuro.
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Figura B.3: Erros de predic¸a˜o por preditor para a ma´quina com ID 97959424 do cluster do
Google com 1 janela de predic¸a˜o de 15 minutos no futuro.
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Figura B.4: Erros de predic¸a˜o por preditor para a ma´quina com ID 97959424 do cluster do
Google com 2 janelas de predic¸a˜o de 15 minutos no futuro.
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Figura B.5: Predic¸a˜o de recursos ociosos por preditor para ma´quina com ID 97959424 do
cluster do Google com predic¸a˜o de 1 janela de 15 minutos no futuro, utilizando preditor
pessimista.
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Figura B.6: Predic¸a˜o de recursos ociosos por preditor para ma´quina com ID 97959424 do
cluster do Google com predic¸a˜o de 2 janela de 15 minutos no futuro, utilizando preditor
pessimista.
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Figura B.7: Erros de predic¸a˜o por preditor para a ma´quina com ID 97959424 do cluster do
Google com 1 janela de predic¸a˜o de 15 minutos no futuro, utilizando preditor pessimista.
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Figura B.8: Erros de predic¸a˜o por preditor para a ma´quina com ID 97959424 do cluster do
Google com 2 janelas de predic¸a˜o de 15 minutos no futuro, utilizando preditor pessimista.
Apeˆndice C
Registros do Google
Seguem alguns registros de utilizac¸a˜o do cluster do Google. Podemos ver aqui alguns regis-
tros de utilizac¸a˜o de 1 dia e tambe´m da utilizac¸a˜o agregada dos 29 dias registrados.
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Figura C.1: Gra´fico de utilizac¸a˜o de CPU e memo´ria RAM por hora, do primeiro dia do
registro do Google para ma´quina com ID 1390814016.
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Figura C.2: Gra´fico de utilizac¸a˜o de CPU e memo´ria RAM por hora, do primeiro dia do
registro do Google para ma´quina com ID 121306.
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Figura C.3: Gra´fico de utilizac¸a˜o de CPU e memo´ria RAM, dos 29 dias do registro do Google
para ma´quina com ID 277433540.
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Figura C.4: Gra´fico de utilizac¸a˜o de CPU e memo´ria RAM, dos 29 dias do registro do Google
para ma´quina com ID 4302737021.
