The effective fragment potential (EFP) method, is a discrete method for the treatment of solvent effects, originally formulated using Hartree-Fock (HF) theory. Here, a density functional theory(DFT) based implementation of the EFP method is presented for water as a solvent. In developing the DFT based EFP method for water, all molecular properties (multipole moments, polarizabilitytensors, screening parameters, and fitting parameters for the exchange repulsion potential) are recalculated and optimized, using the B3LYP functional. Initial tests for water dimer, small water clusters, and the glycine-water system show good agreement with ab initioand DFT calculations. Several computed properties exhibit marked improvement relative to the Hartree-Fock based method, presumably because the DFT based method includes some dynamic electron correlation through the corresponding functional.
I. INTRODUCTION
An increasingly important area in quantum chemistry applications is the development of methods that are capable of accurate treatment of solvent effects. There are two main approaches to solvation: continuum 1 and discrete methods. 2 Both of these have advantages and disadvantages. The continuum methods are fast, and they are designed to reproduce bulk properties of the solvent. On the other hand, continuum methods can be very sensitive to cavity parameters and they cannot describe the individual interactions between solute and solvent molecules. The discrete methods treat these interactions successfully, but they can be computationally demanding, if ab initio potentials are used, or require many empirical parameters, and they may require extensive configurational sampling.
The development of methods for modeling hydrogenbonded systems plays a key role in studies of a vast range of chemical and biological processes in solution. Most of these processes take place in water, so understanding and being able to predict the properties of the water, as well as to treat reactions in aqueous solution is one of the crucial challenges in modern quantum chemistry. The effective fragment potential ͑EFP͒ method 3 is a discrete solvation approach that was designed to treat chemical reactions in solution. 3,4͑a͒,4͑b͒ However, the EFP method has also been used to study solvent clusters, 5͑a͒,5͑b͒ solvent effects on excited states of biomolecules, 6 neutral-zwitterion equilibrium in amino acids, 9͑a͒,9͑b͒ treatment of the covalent bond in proteins, 7, 8 and recently it was interfaced with a continuum method ͑PCM͒. 9 The original method ͑referred as EFP1/HF͒ was designed specifically for the solvent water at the Hartree-Fock ͑HF͒ level of theory. The problems to which the EFP1 method has been applied have revealed broad success in reproducing the corresponding HF results. However, the HF method itself is of limited use, because correlation effects are not included at this level of theory.
Therefore, the next logical step in the development of the EFP method would be inclusion of some correlation effects. A popular approach for including correlation effects via correlation functionals is density functional theory ͑DFT͒. 10 So, the new EFP formulation described here is based on DFT, using the B3LYP functional. 11, 12 DFT/B3LYP has been shown to reproduce hydrogen bonding interactions with an acceptable accuracy. 10͑b͒ The advantage of a DFT based EFP method is that DFT includes some ͑short-range͒ correlation effects, while the cost of the calculation is comparable with that of HF calculations. The primary motivation for developing a DFT based EFP is a more accurate treatment of chemical processes in water, as well as improving the binding energies of water clusters.
A brief overview of the EFP1 method, together with a description of all relevant energy terms, is given in Sec. II. This section is followed by a presentation of the DFT based properties and parameters. Applications of the DFT based EFP method to the water dimer, small water clusters, and glycine are presented in the subsequent section of the paper.
II. OVERVIEW OF THE EFP METHOD
The original effective fragment potential ͑EFP1/HF͒ is represented by a set of one-electron potentials that are added to the ab initio electronic Hamiltonian. The EFP contains three energy terms: ͑1͒ Coulombic interactions between solvent molecules ͑fragment-fragment͒ and solvent molecules with quantum mechanical ͑QM͒ solute molecules ͑fragment-QM͒, including charge penetration, which corrects for the pointwise nature of the electrostatic expansion, ͑2͒ polarization or induction interaction between solvent molecules ͑fragment-fragment͒ and solvent molecules with QM solute molecules ͑fragment-QM͒, and ͑3͒ exchange re-a͒ Current address: Department of Chemistry, Creighton University, Omaha, Nebraska 68178. b͒ Author to whom correspondence should be addressed. Electronic mail: mark@si.fi.ameslab.gov pulsion, charge transfer and other energy terms that are not taken into account in ͑1͒ and ͑2͒. The latter is referred to as the remainder term. The Coulomb, polarization and charge penetration ͑screening͒ contributions are determined entirely from ab initio calculations on the water monomer. The exchange-repulsion/charge transfer term is determined by a fitting procedure to the QM potential of the water dimer. A more general, EFP2 method avoids fitting procedure. [13] [14] [15] [16] A schematic of the EFP method is given as 3, 4 H total ϭH QM ϩV. ͑1͒
The system is divided into two parts: a QM region, H QM , which could include some of the solvent molecules, and the rest of the solvent molecules represented as a fragment potential, V. In the QM part one can use any level of theory, but the most consistent approach is to use the same level of theory as the one from which the potential was derived ͑e.g., HF or DFT͒. As noted above, the fragment potential consists of Coulomb, polarization, and remainder contributions, respectively, as shown in the following:
where s is a coordinate of the QM part. For the th solvent molecule, these contributions are expanded over a number ͑K, L, M͒ of expansion points. Each of these terms will be explained in detail in the next section. The analogous terms are derived for nuclei-fragment and fragment-fragment interactions. [13] [14] [15] [16] 
A. Electrostatic interactions
A distributed, multicenter, multipolar expansion 17 of the molecular density is used as a compact description of the Coulomb potential. The expansion is carried out through octopole moments at Kϭ5 points for the water molecule ͑nuclear centers and bond midpoints͒. The expression for the electrostatic potential is as follows:
where q, , ⌰, and ⍀ are the charge, dipole, quadrupole, and octopole moments for the fragment, respectively, and F a , F ab , and F abc are the QM electric field, field gradient, and field Hessian. For the DFT based EFP the multipole moments were calculated using the Kohn-Sham density. For example,
where ␣ is a component of the dipole moment, ⌰ zz is a component of the quadrupole tensor, 17 and (r) is the Kohn-Sham density. Analogous expressions may be written for the higher moments.
B. Charge penetration
The distributed multipolar analysis ͑DMA͒ is a pointwise model. Therefore, it cannot account for the overlap of the charge densities between two molecules, as they approach each other. For long distances between molecules the DMA gives a good description of the electrostatic interaction, but it needs to be corrected at shorter distances, at which the actual charge densities would overlap. One way to correct this is to introduce a screening function. In EFP1/ DFT the charge-charge interaction is screened. In this approach, the Coulomb term is multiplied by a damping function, which is chosen to have the following form:
where V k elec is that part of the Coulomb potential that contains only the charge-charge term.
In EFP1/HF the same function is used to calculate the QM-fragment and fragment-fragment charge penetration. 3 In EFP1/DFT the damping function in Eq. ͑6͒ is used for the QM-fragment term. For the fragment-fragment charge penetration a more general expression, 18 which can be applied to any solvent, is used. For the general case of two different fragments (␣ A ␣ B ):
For the same fragments (␣ A ϭ␣ B ) the energy formula becomes
C. PolarizationÕinduction
The second EFP energy contribution is the polarization energy. Polarization, or induction, is treated by a selfconsistent perturbation model, using localized molecular orbital ͑LMO͒ polarizabilities. 3 The molecular polarizability tensor is expressed as a tensor sum of the LMO polarizabilities, centered at the LMO centroids. For water, there are five such LMOs: oxygen inner shell, two oxygen lone pairs, and two oxygen-hydrogen bonds. Numerical, finite field calculations, using these LMOs, on an isolated water molecule, provide the total dipole polarizability tensor, using the equations
where and 0 are the perturbed and unperturbed LMOs, respectively, F is the applied electric field, is the dipole moment, and ␣ is the linear polarizability. Once the polarizability components of the fragment molecule have been determined, the polarization energy is calculated to selfconsistency:
Here, F b is the field due to the QM part of the system, and ␣ xy l is xy component of the dipole polarizability tensor of the fragment molecule in the lth localized orbital.
D. Exchange repulsionÕcharge transfer
The remaining term contains all interactions not accounted for by the Coulomb and polarization terms. For EFP1/HF these represent exchange repulsion and charge transfer. For EFP1/DFT there are also some short range correlation contributions to the remainder term. For the QMfragment interaction this term V m REP (,s) is represented by a linear combination of two Gaussian functions, expanded at the atom centers,
where and s are fragment and QM ͑DFT͒ coordinates, respectively.
For the fragment-fragment interaction instead of two Gaussian functions, a single exponential is used and the expansion is done at the atom centers and the center of mass, in order to better capture the angular dependence of the charge transfer contribution. To optimize coefficients and exponents in these model potentials the DFT energy was first calculated for 192 points on the water dimer potential energy surface. These points were chosen so as to span several O-O distances for several H 2 O-H 2 O orientations. For the same set of points the Coulomb and polarization energy contributions were calculated for the DFT-fragment and fragmentfragment interactions. The repulsion potential, V m REP , Eq. ͑13͒, is then fitted to the difference between the total DFT energy and the sum of the Coulomb and polarization contributions:
where w p is a weighting function and ⌿ is the wave function for the QM ͑DFT͒ region. Details regarding this fitting process are given in Sec. III.
E. Computational details
In order to develop the EFP1/DFT method it was necessary to choose a functional, on which to base the model. Since the B3LYP functional is very popular, this functional was chosen with the Dunning-Hay ͑DH͒ basis set, 19 with d polarization functions on oxygen atom and p polarization on hydrogen atoms, to be consistent with the EFP1/HF method. The geometry of the fragment water molecule is fixed with bond lengths of 0.9468 and a bond angle of 106.70°.
The derivation and coding of the energy gradient for the general charge penetration of the fragment-fragment interaction were completed, so that geometry optimizations can be performed. All calculations were done using the electronic structure code GAMESS. 20
III. RESULTS AND DISCUSSION

A. Electrostatic energy
As noted previously, five points ͑atom centers and bond midpoints͒ were used in the expansion of the Coulomb energy up to octopoles. Charges ͑monopole moments͒ obtained from DFT, HF and second order perturbation theory ͑MP2͒ are presented in Table I . A similar analysis was done for all multipoles, up to the octopole moments, and Table II compares the components of the dipole moment. The agreement for the higher moments is similar to that of the lower one. The most important observation is that the three methods are in reasonably good agreement, as was expected for the Coulomb interaction. The DFT results are on average between the HF and MP2 results.
B. Charge penetration
The general strategy for the optimization of the coefficients and exponents of the screening function is as follows: DFT and classical Coulomb potentials ͑using the distributed multipolar expansion͒ were generated on a number of grid points. The damped classical potential is then fitted so that the difference between it and the DFT potential is minimized according to
For the DFT-fragment interaction, the damping function has a Gaussian form, while for the fragment-fragment 18 the function is a simple exponential. The number of grid points in this optimizations is 15 724 and the grid spacing is chosen to be 0.50 Bohr. Grid points were distributed in the spherical shell between two spheres around each atom. The radii of the spheres are called R min and R max . During the optimization procedure R min and R max were varied and the final values of these parameters were set to 67% of the van der Waals radius for R min and 300% for R max . The fitting statistics are given in Table III . The RMS deviations are less than 1 kcal/mol. Optimized coefficients and exponents for the fragment-fragment potential are given in Table  IV and for the DFT-fragment potential in Table V .
C. Charge penetration gradient for the fragment-fragment interaction
The energy gradient for the general case of different exponents (␣ A ␣ B ) is given by
If the expansion points are the same (␣ A ϭ␣ B ) the above expression becomes
where ␣ A and ␣ B are coefficients of the exponential function, q A and q B are fragment charges and Z A and Z B are nuclear charges.
D. Polarization
To model the induction interaction, the LMO polarizabilities were calculated at five expansion points: oxygen inner shell, two lone pairs on oxygen, and two oxygen-hydrogen bonds. The Boys 21 localization scheme was used to localize Kohn-Sham orbitals. A finite field, numerical procedure was applied to extract the LMO polarizabilities at the centroids of charge. The results for the LMO polarizability tensors are presented in Table VI .
E. Exchange-repulsionÕcharge transfer
"remainder term…
The remainder term in Eq. ͑2͒ is represented by the simple potential in Eq. ͑13͒ for the DFT-fragment interaction. For the fragment-fragment interaction this potential has the form of a simple, exponential function
where Jϭ4, the atomic centers and the center of mass. The coefficients and exponents for the two repulsion potentials were optimized in separate calculations. For the fragmentfragment potential the set of 192 water dimer geometries, shown schematically in Fig. 1 , was used to model the potential energy surface of the H 2 O dimer. The figure shows all orientations that were used for the water dimer. For each orientation shown in the figure, several O-O distances were included. The best result, in terms of both the rms value for the fit itself and good agreement with the DFT water dimer structure and interaction energy, was accomplished for the set in which the weighting factor ͓w p in Eq. ͑14͔͒ is set to unity, as it was in EFP1/HF, and the cutoff value for the water-water interaction energy is set to 15 kcal/mol. All structures with an energy more repulsive than the cutoff were removed from the fitting set. This value is high enough on the repulsion wall that all relevant dimer structures are still taken into account: there are 177 surface points below the cutoff. The rms deviation for this set is very good: 0.56 kcal/ mol. For the fitting of the DFT-fragment interaction, a subset of 28 structures was used. These 28 structures represent the equilibrium hydrogen bonded water dimer structure, as represented in Fig. 2, with 14 for fitting the coefficients and exponents in the DFTfragment case is 2.1 kcal/mol. This value is greater than desired, due to the wide range of energies that are included in the fitting set: in order to treat both very attractive and repulsive structures, energies included in the fit range from ϩ18.00 to Ϫ0.75 kcal/mol. It is difficult to fit very repulsive structures using a small number of parameters, but they are needed to balance attractive forces in the model. This set, despite a somewhat greater rms than desired, manages to do this reasonably well.
IV. TEST CALCULATIONS
Now that all of the DFT based parameters for both the fragment-fragment and DFT-fragment interaction energies have been determined and the gradient has been derived the new method can be carefully tested for its ability to treat water clusters as well as chemical reactions in water. In this section several test applications are presented.
A. Water dimer
Water dimer, as the smallest of all water clusters, has been studied extensively. 22, 23 So, this is a useful system to test the DFT based EFP method. The effective fragment potential must be tested for both mixed dimers: H donor DFT/H acceptor EFP and vice versa, since the two water molecules in the water dimer are not equivalent. Using the DH ͑d, p͒ basis set, a full DFT optimization was performed on the water dimer. The binding energy and structural parameters are compared among all DFT, all EFP and mixed DFT-EFP calculations. The results are presented in Table VII . The difference in the structure between the two mixed DFT-EFP cases is due to an unsymmetrical charge transfer energy contribution, which is difficult to simulate in a parametrized approach. It is also important to note that the EFP1/DFT potential energy surface is very flat, so that different structures can have similar energies. The greatest deviation from the DFT binding energy is 0.7 kcal/mol, for the EFP/EFP case, and the greatest deviation from the DFT hydrogen bond distance is 0.08 A. For the mixed EFP-DFT dimers, the predicted interaction energies bracket the all-DFT value, with errors of 0.4 and 0.6 kcal/mol. In all cases shown in Table  VII , the correct water dimer orientation is reproduced.
A vibrational analysis was carried out for four different representations of water dimer: all DFT, DFT-EFP, EFP-DFT, and EFP-EFP. The results of the harmonic vibrational analysis are summarized in Table VIII . The overall trend of the values for the frequencies is reproduced for both mixed DFT-EFP and EFP-EFP. The quantitative agreement with the all DFT case ranges from 1 to 60 cm Ϫ1 depending on the vibrational mode. The rms deviations from the DFT result are also given in Table VIII , with the relative deviations with respect to the all DFT case given in parentheses.
B. Water clusters
Small water clusters have been the subject of many theoretical 24 -26 studies. The most commonly studied properties of the clusters are their structures and binding energies. One of the main goals in the development of the EFP1/DFT method was improvement in the treatment of the water clusters, especially their binding energies. The original, EFP1/HF method, performs very well in terms of prediction of the relative energies for small 5͑a͒ and large water clusters, 5͑b͒ but since it is based on HF theory, EFP1/HF cannot reproduce experimental binding energies, because correlation effects play an important role in determining these binding energies.
EFP1/DFT calculations on small water clusters were performed as a test of the fragment-fragment interaction energy. Table IX lists the binding energies for the lowest energy isomers for the water trimer, tetramer, and hexamer. The absolute agreement between EFP1/DFT and DFT calculations is very good, ranging from 0.9 to 1.3 kcal/mol. Also listed in Table IX are the binding energies per water molecule. The DFT and EFP1/DFT values are in good qualitative agreement. In particular, the EFP method captures the increase in the binding energy per molecule with the increase of the size of the cluster.
The next test of the model is the prediction of the relative and binding energies for the five lowest energy isomers of the water hexamer. 5͑b͒ These structures were optimized using both B3LYP and EFP1/DFT, with the DH ͑d, p͒ basis set, and their binding energies were calculated. Results are compared with previously reported MP2 and CCSD͑T͒ calculations 5͑b͒ in Table X . For internal consistency all calculations were performed with the DH ͑d, p͒ basis set. Experimental evidence 5͑b͒ suggests that the cage structure is the global minimum on the potential energy surface of the water hexamer. B3LYP, MP2, CCSD͑T͒, and EFP1/HF all predict the same isomer order, with the prism structure found to be more stable than the cage by approximately 0.5 kcal/mol, and cyclic and boat predicted to be the two highest isomers. EFP1/DFT inverts the order of the first three isomers, but the energy spread is only about 0.7 kcal/mol. This is within the expected accuracy of the EFP1/DFT method. With regard to binding energies, the incorporation of electron correlation effects in both B3LYP and EFP1/DFT methods is apparent, given their much better agreement with the MP2 binding energies, than with HF. It is important to note, however, that all of the binding energies listed in Table X are too large due to the basis set deficiencies. Xantheas and co-workers 26͑b͒ have calculated these binding energies for MP2 at the complete basis set limit. They find binding energies on the order of 44 -46 kcal/mol for the water hexamer isomers.
C. Glycine-3H 2 O system
The glycine system has been treated previously using both combined supermolecular-continuum 27-29 and continuum approaches. 30 The system was also studied with the EFP1/HF method. 9, 29 It has been noted that both electrostatic and correlation effects are important in determining the neutral-zwitterion equilibrium. 29 In this study, test calculations were performed on the lowest energy neutral ͑N͒ and zwitterion ͑Z͒ structure of glycine in the presence of three water molecules. The glycine structures used in this study correspond to the one reported by Kassab et al. 31 and Bandyopadhyay and Gordon. 29 The whole system was treated with DFT, using the B3LYP functional and the 6-31ϩϩG (d,p) basis set. Geometry optimization was done for the trans isomer of the neutral glycine ͑TN͒ form, using both DFT/B3LYP and EFP1/DFT method, because it has been shown 29 that this is the lowest energy structure on the potential energy surface. Figure 3 shows these optimized structures. For the zwitterion ͑Z͒ isomer the lowest energy structure is the cis isomer. The relative energies of these two isomers calculated with DFT and EFP1/DFT are given in Table XI .
These results are compared with the previous MP2, HF, and EFP1/HF results. First, consider the EFP1/HF, HF, and MP2 results. The first two of these are in excellent agreement, and both predict that TN is about 15 kcal/mol higher in energy than Z. As noted above, correlation plays a key role in this relative energy, since MP2 decreases this energy difference by about 10 kcal/mol, with TN still more stable by about 4 kcal/mol. Since DFT includes correlation effects, the DFT/B3LYP level of theory also stabilizes Z relative to TN, although by only 7 kcal/mol. At this level of theory TN is lower than Z by about 8 kcal/mol. This effect is captured by the EFP1/DFT method, which predicts TN to be about 6 kcal/mol lower than Z. This is an important result, since it illustrates the essential purpose for the development of the EFP1/DFT methodthe incorporation of correlation effects into the EFP methodology. The results in Table XI also illustrate 29 that three water molecules are not sufficient enough to stabilize the zwitterion that it is the global minimum.
V. CONCLUSIONS
The methodology of the effective fragment potential ͑EFP͒ method has been adopted and implemented at the density functional level of theory, using the hybrid B3LYP functional. The DFT based EFP represents a first step in the direction of a complete treatment of the correlation effects inside the EFP solvation method. Preliminary tests for different aspects of the method are encouraging. The overall agreement with full DFT results is on the order of р2 kcal/ mol. The DFT based EFP results are also closer to more accurate, higher order ab initio calculations. Future work, will involve inclusion of generalized charge transfer and dis- 
