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Results are presented which show precise ways in which recursion rests on very simple 
computational bases which do not support diagonalization. A method based on recursion and 
making no use of diagonalization is given for proving lower bounds on computational 
complexity. Thus the intractability of computational problems such as Presburger arithmetic 
does not depend on diagonalization. 
PREFACE 
Among the topics Michael Machtey was working on at the time of his death in 
1979 were connections between recursion and diagonalization. In our book, “An 
Introduction to the General Theory of Algorithms,” Michael and I had worked out 
the details of a proof showing that in “linearly bounded” measures, any set which is 
rich enough to express a “t-limited” halting problem must itself be at least t-difficult 
to decide. My original proof of this result assumed that a linearly bounded measure 
must have a universal function which was “linearly bounded.” Michael and I realized 
that the best application of this general theorem would be to obtain an easy proof, 
modeled directly on the presentation in our text of the Godel Incompleteness 
Theorem, of the Fischer-Rabin result that Presburger arithmetic is exponentially 
difficult. Not only would this make the connections between undecidability clearer, it 
would also isolate the extent to which the exponential difficulty results for Presburger 
arithmetic were dependent simply on the ability to express large multiplications with 
relatively short Presburger predicates. To do this in the most natural fashion, Michael 
and I wanted to use a measure on the min-computable functions based simply on the 
multiplications used in a computation. Unfortunately we could not decide, and still 
do not know, whether this multiplicative measure admits a linearly bounded universal 
function. It was Michael who realized that by using the Kleene version of the 
recursion theorem instead of Rogers’s version, we could in fact avoid all appeals to a 
universal function. 
Machtey was particularly pleased with this result because it showed that all of the 
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results on exponential difficulty could be obtained without diagonalization, thus 
giving the lie to the oft quoted assertion that this form of complexity theory depended 
on the “unnatural” technique of diagonalization. Without a universal function, one 
can hardly diagonalize. The proofs instead depend only on the more fundamental 
concept of recursion. 
By the time our book was published, we both realized that the section on t-limited 
halting problems, which we felt gave an important new way of viewing exponential 
difficulty results, was pedagogically poorly presented. We should have separated the 
proof into two parts, first showing that the t-limited halting problem is itself at least 
t-difficult and then showing that any set to which the r-limited halting problem can 
itself be easily reduced is also at least t-difficult. At the same time, we did not know 
whether our conditions on linearly bounded acceptable Godel numberings were 
adequate for proving the existence of a linearly bounded universal function, although 
we certainly doubted it. 
Among Michael’s unpublished manuscripts at the time of his death was this paper 
relating our work on exponentially difficult problems to recursion and 
diagonalization. It contains a much improved exposition of our work on t-limited 
halting problems and exponentially difficult problems. It also contains Machtey’s 
comments on the relation of this work to diagonalization. Finally, it contains 
Machtey’s theorem on a linearly bounded measure which does not admit a linearly 
bounded universal function. With the exception of the last mentioned result, whose 
proof I have included here, all of the proofs and many of the remarks are, with small 
notational variations, identical to proofs and remarks which have already been 
presented in [7]. Consequently, the details of these proofs have been omitted. What is 
new here is the organization of the material, the discussion of its relation to 
diagonalization, and the example of a linearly bounded measure which does not 
admit a linearly bounded universal function. 
I would like to thank the referees for their helpful comments and also David Capka 
for this and for his help in verifying the correctness of the details as presented here. 
Paul Young, April 1981 
INTRODUCTION AND PRELIMINARIES 
We wish to help clarify the distinction between recursion (i.e., self-reference) and 
diagonalization. Recursion is sometimes regarded as a simpler and more “natural” 
computational tool. We shall show precise ways in which recursion rests on very 
simple “computational bases” which do not support diagonalization. We shall also 
sketch a general and somewhat simplified method for proving i.o. lower bounds on 
computational complexity. This method is based on recursion through the use of 
limited halting problems, and it makes no use of diagonalization. Thus we show that 
the intractability of certain computational problems (e.g., the decision problem for 
Presburger arithmetic) does not depend on diagonalization-which has been used in 
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all previous proofs-but rests instead on the very narrow and natural computational 
base for recursion. 
It is sometimes maintained, particularly in the realms of general computational 
complexity and recursive function theory, that self-reference (i.e., recursion) and 
diagonalization are very intimately related, if not identical. We hope to dispel any 
such illusions. Recursion often consists of a single, finite act of self-reference. It has a 
long history as a logical tool, with an early use generally attributed to the Cretan 
poet Epimenedes, who is (anonymously) quoted by Paul, admonishing Titus in 
dealing with Cretans to remember that “a prophet of their own said, ‘Cretans are 
always liars, evil beasts, lazy gluttons.’ This testimony is true” [Paul’s “Epistle to 
Titus” 1, 121. Diagonalization on the other hand involves an ongoing or completed 
inlinitary process. It seems to have originated as a mathematical tool only about a 
century ago in Cantor’s celebrated proof of the uncountability of the continuum. 
In our current age of computational sophistication, recursion is a common feature 
basic to most high level programming languages. As a tool it has wide application 
throughout computer science (e.g., in the theory of program semantics). 
Diagonalization, although it is based on the common computational phenomenon of 
universal simulation (i.e., interpreters), seems to have its applications restricted 
primarily to general complexity theory and recursive function theory (and is regarded 
by some as being somewhat “contrived”). These are some intuitions and part of a 
cultural backdrop against which we wish to present our results. 
Diagonalization constructions use a universal function (i.e., interpreter) for a 
programming system-that is, a program u such that d,(i, X) = #&) for all programs 
i and inputs x-or some closely allied form of universal simulation. Moreover, in 
complexity theory diagonalizations often require that simulation have a small 
overhead. That is, they require that @,(i,x) be not much greater than Gi(x).’ The 
intuition that diagonalization and universal simulation are very closely related is 
substantiated by work of Kozen [4], Machtey, Meyer, and others (as yet 
unpublished). However, we shall not consider such results here. We are interested 
instead in the power of recursion, and in the small, natural bases which support it 
without necessarily supporting universal simulation. 
Very general forms of recursion can be justified in programming systems by 
appealing to the Recursion Theorem. We shall consider the version of the Recursion 
Theorem as originally formulated by Kleene in [3 1: 
for every program i there is a program n (which can be found effectively from i) such that 
(“(x) = (,(n, x) for all inputs x. 
This version seems computationally more natural and “simpler” than the fixed point 
version stated by Rogers in [S]: 
for every total recursive functionfthere is a program n such that 4, = &,. 
’ Our notation generally follows that of [ 71, although at one point the reader will be required to think 
of input vectors as binary strings separated by commas. 
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Kleene’s version is sufficient to justify recursive features used in programming 
languages, and it is adequate in nearly all applicaions in complexity theory and 
recursive function theory. In acceptable (i.e., general) programming systems-those 
satisfying the Enumeration and s-m-n Theorems-these two forms of the Recursion 
Theorem are easily shown to be equivalent. In what follows we shall show a precise 
sense in the realm of computational complexity in which the fixed point version is 
properly stronger than Kleene’s version. 
With most of the definitions and results we shall present there are a variety of 
precise formulations which are either equivalent or at least all sufficient for the 
purposes at hand. Some of these are discussed in [7]. We shall not indicate here the 
full extent of this latitude, but restrict ourselves instead to a single version selected to 
be as simple as possible. 
RECURSION VERSUS DIAGONALIZATION 
One small and natural base sufficient for a programming system to support 
recursion is that the system be able to handle prefixing (of strings) and simple 
subroutining, and in addition that the system be able to perform such simple program 
manipulations on itself: Specifically, 
PROPOSITION. Let &,,Q,,... be a programming system containing programs pre 
and sub such that for all inputs y and x = x,, x2 ,..., x, and all programs i and j, 
4pre~y~(x) = (Y, xl and $sub(i,/)(X) = $i(#j(x,>, x2 ,..., 4. Then for ewv pwwm i 
there is a program n (which can be found easily from i) such that #n(~) = di(n, x) for 
all inputs x. 
The proof first produces an s-l-l function as in Machtey et al. [6] and then 
proceeds with what is essentially Kleene’s proof of the Recursion Theorem. It should 
be noted that although the hypothesis holds in all acceptable programming systems, 
the proof does not require the programming system to be acceptable, That is, it 
makes no use of a universal function. Thus the proposition holds for an extremely 
wide range of programming systems, including not only subrecursive systems which 
do not have universal functions but also nondeterministic systems. Also, it is 
extremely easy to verify the hypothesis of the proposition directly for almost any 
reasonable programming system. 
We are interested not just in the base which supports recursion, but also in the 
base sufficient to have a low overhead for recursion as well. That is, we want Q,(x) 
to be not much greater than Qi(n, x). One way to accomplish this is to require the 
overhead for prefixing and subroutining to be low. Specifically, 
DEFINITION. Let &,,$,,... be an acceptable programming system and @ a Blum 
complexity measure on it. The measure is called linearly bounded if there are 
programs pre and sub as in the proposition above and a (positive integer) constant c 
such that for all x =x,, x2 ,..., x, and for all y, 
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(a) %recyj 6) < c KY9 xl9 
and for all x, i, and j, 
Cb) @suMi,j) 6) < 4@j(Xl) + @pi(#j(X*>9 (x2w 41~ 
In any reasonable programming system with any reasonable complexity measure 
and definition of the functions pre and sub, verification of conditions (a) and (b) is 
quite simple. Moreover, without malice aforethought it is extremely unlikely that 
someone would produce a complexity measure which is not at least “almost” linearly 
bounded. By adding some fairly straightforward calculations to the proof of the 
previous proposition, we prove the following: 
THEOREM. If CO is a linearly bounded complexity measure, then for every program 
i there is a program n (which can be found easily from i) such that for all inputs x, 
(a) I,(x) = #i(n, xl, and 
(b) Q,(X) < c*[@i(n, x) + 1x11 + c’, 
where c is from the definition above and c’ is some other constant. 
Note that as with the proposition above, the proof of this theorem does not require 
the programming system to be acceptable. In addition, the proof does not require the 
measure to be a Blum’ measure. Specifically, the proof never uses the fact that 
Qi(x) ( y is a decidable predicate of i, x, and y. Thus the conclusions hold in a wide 
variety of programming system and “measures,” including subrecursive and nondeter- 
ministic systems. (A somewhat different complexity theoretic subrecursive Recursion 
Theorem has been proved independently by Alton [ 1 I.) 
The previous theorem shows that linearly bounded complexity measures provide a 
small, natural base for performing recursion with low overhead. This base is not 
sufficient for diagonalization in the precise sense that linearly bounded complexity 
measures may require more than linear overhead for universal simulation (if they are 
capable of universal simulation at all). There are natural linearly bounded measures 
for which this overhead seems to be at least quadratic. However, here we shall 
content ourselves with “unnatural” linearly bounded measures with arbitrarily large 
overhead for universal simulation (as well as for the fixed point form of the 
Recursion Theorem). 
PROPOSITION. For any total recursive function t there is a linearly bounded 
complexity measure @ such that 
(a) of u is any universal program then there are infinitely many programs i 
such that @‘,(i, u) > t(@i(x), x) for all x, and 
(b) there are total recursive functions f such that for any program n with 
4” = hf(nJ’ Q,(x) > t(@Jfcnj(x), )for all x. 
The proof is by “measure manipulation,” and we are indebted to Paul Chew, who 
not only helped with an early version of the theorem, but is largely reponsible for the 
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formulation of the proof as presented here. Similar techniques also settle closely 
related questions concerning the complexity of simulation in linearly bounded 
measures. For example, the complexity of the predicate Gi(x) < y can be made either 
very small or very large, independently of the complexity of universal functions. 
Proof of proposition. For the proof of this proposition, we assume that inputs 
x = x, ,..., x, of m variables are coded as strings separated by m - 1 commas and that 
the outputs can be similarly “typed.” We let B be a fixed infinite recursive set of 
indices for some total, constant, functions. We assume without loss of generality that 
0 E B. By generous use of padding, we can also assume that the functions pre and 
sub are one-to-one, assume values strictly greater than the maximum of their inputs, 
and that the sets B, range(pre), and range(sub) are all pairwise disjoint. Under these 
conditions, we can, given any measure @ and total recursive function t, construct a 
linearly bounded measure Y as follows: 
Yi(X) = Ix/ for all i E B, 
yi(x)=Ik,xl for all i = pre(k), 
yU,(x) = yj($k(x1)3 x2 9***3 xm) t yL(XI) for i = sub(j, k), 
yi(x) = maXl@i(X>, 1 t t(lX,I, X,)} for all other i. 
Obviously, Y is a linearly bounded measure. We next define C, a closure of B, and 
C’ a different closure of C, by 
B E C, and for all j E C, sub(j, k) E C; 
CE C’, and for all k E C’, sub(j, k) E C’. 
A straightforward induction for C and then for C’ proves: 
(a) For all m, if i E C and Qi(x) converges then 
#iCx) = ci for some constant ci. 
For m = 1, if i E C’ and Qi(x) converges then 
#Ax) = ci for some constant ci. 
The key facts about the measure Y are given by the following: 
LEMMA. For all i and all m 
(A) If m > 1 then 
either (i) i E C, 
(ii) Yf(X) > t(l X, 1, X,) fir all X, 
571’22 3 II 
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or (iii) there is a partial recursive function ri with 
#i(X) = rib)9 Xm - 
(B) Ifm = 1 then 
either (i) i E C’, 
(ii) Y{(X) > t(lx,), x,)for all x, 
or (iii) there is a partial recursive function ri with 
h(x) = rib4 x, . 
Proo$ The lemma is obviously trivial whenever i is not of the form i = sub(j, k). 
This sets up the basis for an induction on i = sub(j, k). In this case 
4itx* v***v %I) = 4j(MX1h x2,*-r Xmh 
and 
Y,(x, ,***, -&) = ‘yi(+k(x,), x2,..., x,) + Y/&). 
First observe that if m > 1 and ifj has any of the three properties described in (A), 
then i obviously has the very same property. The more interesting case is when 
m = 1. In this case if k has either of the first two properties described in (B), then i 
obviously has the very same property. On the other hand, if k has the third property 
described in (B), then our equations for #i and !Pi become 
and 
yi(xl) = Iyi(rk(XI),X1) + yku,(xl)- 
But if the equations hold in this form, then #j is here not a function of one variable, 
and we can again induct on j. Again, if j has any of the three properties described in 
(A), then i has this very same property. The proof of the lemma is now complete 
when we observe that C E C’. 
We can now prove part (a) of the proposition by taking id to be an index for the 
identity function and defining 
f(n) = id if n E C’, 
f(n) = 0 if n 6?J C’. 
Clearly, by (a), for a fixed point 4, = #*“,, we cannot have n E C’. In the other case, 
since 0 E B, Y,Jx) = (xl. Thus if 
Yftu,(x) & w&,(x)t xl = @I, xl 
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for some x, then by (B) of the lemma either n E C’ or o,(x) = r,(x), x. But the first of 
these conditions again implies that f(n) = id, which is still impossible, while the 
second condition violates the requirement that f(n) = 0 which is an index of a 
“constant” function. 
Of course part (a) of the proposition follows from part (b), but it is more easily 
proved by observing that if u is a universal program for single argument functions, 
then for any b E B for which 
yY,(b, x) Q C’dx), x> for some x, 
we would have 
Y’,(b, x) < 4x1, xl. 
By (A) of the lemma, this guarantees that either u 65 C or else that $,(v, x) = 
r,(y, x), x for all y and x. Either of these is absurd if u is a universal program. 
We close this section with a brief comment that linearly bunded measures are an 
important example of what we call “structured” complexity measures. That is, they 
are measures which are required to reflect program structure to at least some minimal 
extent. One goal of studying structured measures is to find small, natural restrictions 
that can be placed on measures to guarantee that they exhibit various important 
complexity theoretic properties which occur in “natural” measures. Another example 
of structured measures is used in Machtey [5] to give general characterizations of 
complexity sequences which apply to subrecursive and nondeterministic programming 
systems as well as to acceptable systems. A speedup theorem for subrecursive 
systems follows as a special case. (Alton [ 1] has independently proved a somewhat 
different and weaker speedup theorem for subrecursive systems.) 
LIMITED HALTING PROBLEMS 
It is well known that while in every Blum complexity measure there are arbitrarily 
complex recursive functions, no given total recursive function can be complex in 
every Blum measure. Measures are easily constructed in which the given function has 
zero complexity. Thus some restrictions must be placed on measures in order to 
establish lower bounds on the complexity of specific computational problems. This 
section and the next will sketch a method for using the results of the previous section 
to accomplish this goal. 
The halting problem is the basic unsolvable computational problem, and at least 
intuitively, “limited” halting problems should be basic intrinsically difficult 
computational problems. Specifically, for any complexity measure @ and total 
recursive function t we define the t-limited halting problem by 
Halt: = {(i, x) ( Gi(x) < t(lxl)}. 
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Intuitively, Halt: should have complexity (at least) about t (i.0.). In fact, by 
combining the usual proof of the unsolvability of the halting problem (which uses a 
very simple self-referencing) with standard methods from general complexity theory 
we obtain the following: 
PROPOSITION. For every Blum measure Q, there is some total recursive function h 
such that for every total recursive function t and any program d which decides 
membership in Halt: there are infinitely many programs i such that h(@,(i, x), x) > 
t(l-4) Lo. x. 
Since Halt: is defined in terms of the measure @, we might hope for more; 
however, 
PROPOSITION. For any Blum measure @ and any total recursive function t there 
is a “slightly altered” measure Y such that Halt: has zero complexity; the same holds 
with t replaced by any r.e. sequence t,, t, ,... of total recursive functions. 
Thus for specific functions t there is no nontrivial lower bound on the complexity 
of the t-limited halting problem which can be established for arbitrary measures. 
However, for linearly bounded complexity measures, t-limited halting problems must 
be at least about t-hard. 
THEOREM. If @ is a linearly bounded complexity measure and t is a total 
recursive function, then Halt: must be at least t-hard in the following sense: 17 d is 
any program which decides membership in Halt?, then there is a program n 
(depending eflectively on d) such that for all x 
(a) (n, x) is not in Halt:, and 
(b) Q&,x) > t(lxI)/c3 - Ix//c-c’, 
where c is from the dejkition of linearly bounded measures and c’ is another 
constant. 
The proof uses the complexity theoretic Recursion Theorem above to show that if 
the conclusion did not hold then a self-referencing program could be constructed 
which says, “If I am going to be cheap to run, then I shall not halt at all.” Again, the 
proof does not require the programming system to be acceptable or the predicate 
G&V) < y to be decidable.* Thus the conclusion holds for subrecursive and nondeter- 
ministic programming systems. In fact, as in [7], the proof is actually somewhat 
simpler and more natural in the context of “partial” decision procedures, and 
nondeterministic decision procedures can quite easily be viewed as partial decision 
procedures. 
2 It is amusing to note that without the latter restriction we are permitted the strange “measure” in 
which all runtimes, when defined, have value zero. In this instance the theorem merely asserts that the 
full halting problem is undecidable! 
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LOWER BOUNDS ON COMPUTATIONAL COMPLEXITY 
The previous theorem supplies appropriate i.o. lower bounds on limited halting 
problems for linearly bounded complexity measures, which include all “reasonable” 
complexity measures. Our earlier construction of a linearly bounded measure in 
which simulation must be very costly shows that no appropriately tight upper bounds 
exist for limited halting problems in all linearly bounded complexity measures. It is 
interesting to contrast this situation with those compression and hierarchy results in 
which upper bounds are relatively easy to verify while lower bounds are more 
difficult to obtain. In addition, we point out that these methods provide simple, direct, 
and diagonalizationless proofs of hierarchy theorems for such systems as nondeter- 
ministic Turing machines. 
A common feature in the proofs of intractability of specific computational 
problems originated by Meyer and his colleagues is an “efficient translation” of some 
programming system-usually Turing machines-into the problem in question. This 
translation can be formalized as a complexity restricted (many-one) reduction of one 
set to another. 
DEFINITION. For any complexity measure @, total recursive function t, and sets S 
and T. we write 
if there is a total recursive function R computed by a program r such that for all 
programs i and inputs x, 
(a) (i, x) E S if and only if R(i, x) E T, 
(b) Vi3c[lR(i,x)l<clxl a.e.x], and 
(c) V c > 1 [ @,(i, x) < t(l R(i, x)1)/c a.e. x]. 
All existing proofs of intractability include, in some form, a demonstration that 
Halt: E Ma., [T] for some @, t, and T. 
We now have the machinery for our general and somewhat simplified method for 
proving intractability. First, it is convenient to put some slight restrictions on the 
functions t. We say that a function t is more than linear if for all y 2nd c 
0) < t(y + U c - t(y) < t(c . y), and c - Y < t(y) a.e. y.’ 
The previous theorem together with some additional calculations yields the following: 
THEOREM. Let @ be a linearly bounded complexity measure, t be a total recursive 
’ If t satisfies only the first two of these conditions, it is called at least linear. If we require of the 
measure Cp that @Jx) > 1x1, then, as in [7], in the following theorem it suffices to have I be at least 
linear. 
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function which is more than linear, and T be a set such that Halt: E M,,, [T]. If d is 
any program which decides membership in T then there is a constant c which depends 
eflectively on d such that t(l s I/c) < @&) for iqfbitely many z (r T. 
The generality of the method provided by this theorem lies in the wide variety of 
programming systems and complexity measures which can be employed. As we shall 
indicate below, one is free to choose a system and measure which most naturally 
reduce to a specific set T in question. In some cases the most convenient measure, 
while easily seen to be linearly bounded and reasonably (e.g., polynomially) related 
to more standard measures, might be somewhat “unnatural” and not have sufficiently 
small overhead for simulation to allow intractability proofs based on diagonalization 
using that measure. Furthermore, since our method uses no universal simulation, it is 
now clear that such intractability results -including all of those by Stockmeyer in 
[9], for example--do not depend in any way on diagonalization. Furthermore, the 
method is somewhat simpler in that it makes no use of notions of honesty or of 
compression-hierarchy results, which are used in other methods (and involve 
diagonalization). 
One of the applications of our method which appears in Machtey and Young [7] is 
the result of Fischer and Rabin [2] for Presburger arithmetic. This application 
provides an extremely nice example of choosing a convenient programming system 
and complexity measure which are not entirely “natural” but which nevertheless 
work. Moreover, that presentation makes it clear to what extent the clever 
Fischer-Rabin construction of short predicates for limited multiplication is the key to 
proving their result. 
We conclude with two final remarks. Various strengthened statements of intrac- 
tability, such as on the density of “hard” inputs, can be derived by our method with 
the same amount of additional work. Also, although no such application has yet been 
found for natural, interesting problems, our method is at least as likely as others to 
yield proofs of subexponential (e.g., polynomial) lower bounds. In fact, since our 
method does not use diagonalization, it may hold out hope of providing such proofs 
when other methods cannot. 
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