Introduction
The complexity of animal communication is a topic frequently discussed, but difficult 13 to resolve. While it is beyond dispute that many species communicate, even the basic purposes 14 of these communications-whether to communicate information or to just influence the behavior of methods such as entropy rate and Lempel-Ziv complexity [15] . In this paper, we will focus on the order N is defined with the probability of a given letter (j) coming after an N-gram sequence (b i ).
Where p(b i , j) is the joint probability of the sequence (b i , j) and p b i (j) is the conditional probability 36 of j given b i . The conditional entropy for N = 2 is often written as H(X|Y ) and can have a maximum
37
value of H(X). For N=1 this reduces to the well-known Shannon entropy.
Amongst the simplest methods for computing conditional entropies is from joint entropies. The joint 
42
For the English alphabet of 27 letters (26 letters plus the space character), Shannon calculated the 43 first order entropy at 4.14 bits, the second order conditional entropy at 3.56 bits, and the third order analysis for a large group of these are given in [17, 18] .
Soon after human languages, animal communication of varying types were studied using entropy. with large symbol alphabets, the decrease in the information graph could be indicative of the inadequacy 80 of sample sizes at larger orders rather than the fundamental order of the underlying Markov process.
81
With these caveats, the information graphs will still be shown as an illustration of the results of the 82 studies on each animal communication and should be used with caution to establish the complexity of 83 sequences.
84
In general, the larger the order of dependence, the more "complex" the communication is deemed.
85
For example, many bird call sequences seem to show first order dependence, though this is unsure since 86 a sample size of multiples of the number of symbols squared is needed to confirm this ( Figure 1 ). This is Table 3 ).
Conditional Entropy Order
Conditonal Entropy (bias min.) 
Here H is the Shannon (first-order) entropy using logarithm of base M. This assumes that each 
Equations (7) and (8) improve on the assumptions of Equation (6) is an additional element of error in this analysis.
125
Since H is the first-order entropy, this Shannon-Weaver model assumes that each symbol has an i.i.d. 
131
In order to improve on the estimate of W N for N > 1, we must use the conditional entropy. 
Combinatorics and Entropy Bias Estimates

151
In addition to estimating the size of the repertoire, combinatorics can be used to estimate upper bounds bias expected for a given sample size.
158
In addition, one can estimate a lower bound for M using the combinatorics of conditional entropies.
159
The lower bound for M should be will look at the entropies based on the subjects of the paper, wood thrush 3 and robin 2. use the data from the entropy of song types in starling song bouts represented in an information graph in 217 the paper's Figure 3 . Since the sample size was not explicitly mentioned in the paper, it was estimated 218 by using data from the paper. Namely, assuming a song type (syllable) average length of one second,
European Skylarks
219
an average of about 39s per song bout, and 120 song bouts. This gives S=4,680. In addition, since 220 each bout had a standard error of 6s, we used the 2 * SE 95% confidence interval to add an additional 221 2 * SE * √ 120 seconds for a total sample time (and sample size) of 4,811. 
Animal Communication Entropy Data and Repertoire Estimates
223
Here we use the data from these papers to reproduce graphically the information graphs for the First, we will represent the minimum bias corrected conditional entropies as information graphs from 228 order 0, log M for the number of individual symbols, to the third order. Only the humpback whale data 229 stops at the second order due to a lack of data on the third order entropy. In analyzing the data from the species and estimating repertoires it is essential to define sample sizes 236 and correct for bias. In Table 1 , the basic data from the papers is shown. One key issue to resolve is was not always available but for dolphins, humpback whales, and starlings, this methodology was used 242 to calculate S 2 and S 3 .
243
In Table 2 , the minimum bias and maximum bias for each species are given. For the maximum bias,
244
there were exceptions where the symbol size dictated by H was so large that the bias correction would 245 cause the conditional entropy to exceed the value of the previous order. In this case the bias was limited 246 to the maximum possible value-that which would make the conditional entropy at this order (usually the 247 third order) equal to that of the second order.
248
In Tables 3 and 4 , the final estimates for the bias corrected conditional entropies and the derived 249 repertoire sizes are given. Table 3 . The corrected conditional entropies, minimum and maximum, calculated for the conditional entropies of orders 1-3 according to the paper data and values in Tables 1 and  2 . Values with asterisks indicate where the maximum bias assumption correction would have exceeded the previous order entropy and therefore the maximum bias is limited at the bias-corrected previous order entropy. From these tables, especially Table 4 
Other Repertoire Counting Methods and Simulation
266
As stated in the introduction, apart from the information theory perspective, repertoire size has often 267 been investigated using sampling methods such as curve-fitting and capture-recapture. These methods
268
can be used if song bout data is available to predict repertoire size, their accuracy increasing with the 269 number of samples. In order to compare the method developed in this paper with actual data and these 270 two methods, a program was created that synthesized an arbitrary signal with a predefined entropy of the 271 first, second, and third order.
272
Using this program, the number of N-grams was compared with the estimates using the entropy 2-grams and 3-grams are 78% and 63% of all 2-grams (total: 46) and 3-grams (total: 89) respectively.
287
Many of the 2-grams and 3-grams occurred only once in the 20,000 symbol sequence. While the bias in 288 the dolphins is greater due to the relatively small sample size compared to the number of symbols, the 289 repertoire exceeded even the maximum bias estimates for both 2-grams and 3-grams.
290
Therefore, we can conclude one major strength, but limitation, of the use of conditional entropy to 
297
If collecting the entire size of the repertoire, ignoring the weighted heterogeneity of the symbols, is 298 desired and samples are available, both curve-fitting and capture-recapture create a more detailed picture 299 since they can pick up the rare occurrences, however, they do not give the same information about the 300 relative skewed nature of the distribution of symbols the entropy method can provide. 
Conclusions
