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Abstrat: In this report we onsider that nodes in a Delay Tolerant Network
(DTN) may ollaborate to minimize the sum of loal objetive funtions, de-
pending in general on some parameters or ations of all the nodes in the network.
If the loal objetive funtions are onvex, it an be adopted a reently proposed
omputation framework that relies on loal sub-gradient methods and onsen-
sus algorithms to average eah node information. Existing onvergene results
for this framework an be applied to DTNs only in the ase of synhronous
node operation and simple mobility models without memory. We address both
these issues. First, we prove onvergene to the optimal solution for a more
general lass of mobility proesses. Seond, we show that, under asynhronous
operations, a straight appliation of the original method would lead to sub-
optimal solutions and we propose some hanges to solve this problem. As a
partiular ase study, we show how the framework an be applied to optimize
the dissemination of dynami ontent in a DTN.
Key-words: delay tolerant networks, distributed optimization, onsensus,
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Méthode de sous-gradient distribuée dans les
réseaux tolérant les délais
Résumé : Dans e rapport, nous onsidérons que les n÷uds dans un réseau
tolérant les delais (Delay Tolerant Network, DTN) peuvent ollaborer an de
minimiser la somme des fontions objetive loales, qui dépendent en général des
paramètres ou des ations de tous les n÷uds du réseau. Si les fontions objetif
loales sont onvexes, il peut être adopté une méthodologie réemment proposé,
qui s'appuie sur le alul du sous-gradient de la fontion loale et les algorithmes
de onsensus pour faire la moyenne de l'information de haque n÷ud. Les résul-
tats de onvergene existants pour ette méthodologie peuvent être appliqués
aux DTNs uniquement dans le as de operation synhrone des n÷uds et pour
des modèles de mobilité simples, sans mémoire. Nous abordons es deux ques-
tions. Tout d'abord, nous prouvons la onvergene de la méthode à la solution
optimale pour une lasse plus générale des proessus de mobilité. Deuxième-
ment, nous montrons que, dans le as de opération asynhrone, une appliation
direte de la méthode originale onduit à des solutions sous-optimales et nous
proposons quelques modiations pour résoudre e problème. Comme étude de
as partiulier, nous montrons omment le adre peut être utilisé pour optimiser
la diusion de ontenus dynamiques dans un DTN.
Mots-lés : réseau tolérant les délais, optimisation distribuée, onsensus,
méthode de sous-gradient
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1 Introdution
In networking appliations, the performane of a Delay Tolerant Network (DTN)
is a global measure that depends on deisions (i.e., protool rules) and variables
(i.e., protool parameters) at eah network node. Hene, the optimization of
any given network protool an be desribed as a global optimization problem
whih is governed by the loal ations taken by eah node. As an example, the
message delivery delay and the energy onsumption under the gossip protool [1,
2℄ depend on the message forwarding probabilities whih an be loally and
independently alulated by eah node. To further ompliate matters, loal
(but globally optimal) deisions at dierent nodes are not independent and the
optimal onguration is in general heterogeneous and depends on the spei
senario, as dierent nodes have dierent roles in the network. Given this, it
may be not possible to ompute optimal protool rules and parameters o-line
prior to network deployment. In addition, the disonneted nature of DTNs
alls for on-line and distributed approahes to optimization where, in pratie,
eah node has aess to loal variables and rules whih an only be set aording
to what ours within its immediate surroundings (the visibility sope of the
node).
The authors of [3℄ present a distributed solution to this problem for the
ase where the global optimization target f an be expressed as sum of M
onvex funtions fi and eah node i only knows the orresponding funtion
fi, referred to as the loal objetive funtion. Many performane metris of
interest have this deomposition property. For example, this is the ase of
performane metris related to nodes (e.g., energy onsumption at eah node)
or to messages (e.g., delivery time, delivery probability, number of opies in the
network). In either ase, the metris an naturally be expressed as a sum of
loal ost funtions relative to eah node. Convexity may be not guaranteed,
but when this assumption does not hold the system onverges in general to a
sub-optimal but still desirable solution.
In the framework proposed in [3℄, and later extended in [4℄, nodes optimize
their own loal objetive funtions through a sub-gradient method, where they
try to reah agreement on their loal estimates by oasionally exhanging their
loal information and averaging it, like in a onsensus problem [5, 6℄. Within
this approah, referred to as the distributed sub-gradient method, the loal esti-
mate of eah node is proven to onverge to the optimal solution under ertain
assumptions. However, two of these assumptions appear to be partiularly re-
stritive for pratial use in DTN senarios. Speially, the node mobility pro-
ess should have strit deterministi bounds on the inter-meeting times between
nodes, see [3℄, or it should be memory-less, see [4℄. Neither of these onditions
is in general satised in a real network. Seond, all nodes should update their
estimates at the same time, but synhroniity is diult to ahieve in suh a
disonneted senario.
As a rst ontribution, in this report we relax these assumptions. First, we
prove that the distributed sub-gradient method also onverges under a more
general Markovian mobility model with memory in the meeting proess. In
addition, we show that a diret appliation of the framework when nodes operate
asynhronously may introdue a bias, leading to onvergene to a sub-optimal
solution. Hene, we propose some adjustments, and show by simulations that
they are able to orret the bias.
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Furthermore, inspired by the work in [7℄, we propose a possible appliation
of the framework to a DTN senario where a Servie Provider (SP) disseminates
a dynami ontent over a mobile soial network, with the help of the users that
opportunistially share among themselves ontent updates. In this ontext the
SP should deide how to alloate its bandwidth optimally, and to this purpose
it needs to ollet information about node utility funtions and node meeting
rates. We show that distributed sub-gradients an be eetively used to let the
nodes perform suh optimization.
The report is organized as follows. In Se. 2 we review the distributed
sub-gradient method, whilst in Se. 3 we show how to apply it to DTNs and
motivate our work. As original ontributions, in Se. 4 we extend the results
in [3℄ and [4℄ to more general network mobility models and in Se. 5, we study
how the presented framework needs to be extended to ope with asynhronous
node operations. Hene, in Se. 6, we illustrate a possible DTN appliation
exploiting the distributed sub-gradient method. Se. 7 onludes the report.
RR n° 7345
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2 Distributed Sub-gradient Method's Overview
In this Setion we review the main results in [3,4℄ on onvergene and optimal-
ity of the distributed sub-gradient method when a random network senario is
onsidered.
Let us onsider a set of M nodes (agents), that want to ooperatively solve
the following optimization problem:
Problem 1 (Global Optimization Problem). Given M onvex funtions fi(x) :
R








Clearly, for the above problem we assume that a feasible solution exists. The
diulty of the task arises from the fat that agent i, for i = 1, 2, · · ·M , only
knows the orresponding funtion fi(x), namely its loal objetive funtion. For
example fi ould be a performane metri relative to node i, and f ould indiate
global network performane.
If the funtions fi are dierentiable, eah node ould apply a gradient method
to its funtion fi to generate a sequene of loal estimates, but this would lead
to M biased estimates of the solution of problem 1. In [3℄ and [4℄, it is shown
that if nodes perform a gradient method but are also able to average their loal
estimates, under opportune onditions, these estimates all onverge to a point
of minimum of f , i.e., x∗.
In partiular, a time slotted system is assumed, where, at the end of a slot,
eah node i ommuniates its loal estimate to a subset of all the other nodes,
and then updates the estimate aording to the following equation1:





j(k)− γ(k)di(k) , (1)
where the vetor di(k) ∈ RM is a sub-gradient2 of agent i's objetive funtion
fi(x) omputed at x = x
i(k), the salar γ(k) > 0 is the step-size of the sub-
gradient algorithm at iteration k, and aij(k) are non-negative weights, suh
that aij(k) > 0 if and only if node i has reeived node j's estimate at the step
k and
∑M
j=1 aij(k) = 1. We denote by A(k) the matrix whose elements are the
weights, i.e. [A(k)]ij = aij(k).
We observe that the rst addend in the right hand side of 1 orresponds to
average aording to a onsensus algorithm [5℄.
[3℄ proves that the iterations (1) generate sequenes onverging to a mini-
mum of f under the following set of onditions:
1. the step-size γ(k) is suh that
∑∞




2. the gradient of eah funtion fi is bounded;
3. eah matrix A(k) is symmetri (then doubly stohasti);
1In this report all the real valued vetors are assumed to be olumn vetors.
2di ∈ RN is a sub-gradient of the funtion fi at xi ∈ dom(fi) iif fi(xi) + (di)
T
(x−xi) ≤
fi(x) for all x ∈ dom(fi).
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4. it exists η > 0, suh that aii(k) > η and, if aij(k) > 0, then aij(k) ≥ η;
5. the information of eah agent i reahes every other agent j (diretly or
indiretly) innitely often;
6′) there is a deterministi bound for the interommuniation interval between
two nodes.
We better formalize onditions 5 and 6′ (resp. 6′′). Consider the graph (V, E∞),
where V is the set of nodes and the edge (i, j) belongs to E∞ if nodes i and
j ommuniate innitely often (i.e. if aij(k) is positive for innite values k).
Condition 5 imposes that the graph (V, E∞) is (strongly) onneted. Condition
6′ requires that there is a positive integer onstant B, suh that two nodes
ommuniating innitely often, ommuniate at least one every B slots, i.e., if
(i, j) ∈ E∞, then max{aij(k), aij(k + 1), · · · , aij(k +B − 1)} > 0.
In [4℄, the inter-meeting times are not deterministially bounded, but ma-
tries are required to be independently and identially distributed. In fat,
ondition 6′ is replaed by the following one:
6′′) matries A(k) are i.i.d. random matries.
In suh ase, (i, j) ∈ E∞ if and only if E[aij(k) > 0]. Note that, when the
matries A(k) are random (like in 6′′), ondition 5 requires the matrix E[A(k)]
to be irreduible and aperiodi.
Both papers address also the ase when the gradient step-size does not van-
ish, but it is kept onstant (γ(k) = γ). In this ase, the sequene of estimates
xi does not onverge in general to a point of minimum of f , but it may keep
osillating around one of suh point. It is possible to bound the dierene be-
tween the values that f assumes at the points of a smoothed average of xi and
the minimum of f . As it is intuitive, the smaller γ, the smaller suh dierene.
We are going to provide an intuitive explanation of why the results on on-
vergene and optimality hold, and an outline of the proofs in [3, 4℄. This will
be useful for our following extensions. We rst formulate (1) in matrix form as
follows:













d1(k + 1), · · · ,di(k + 1), · · · ,dM (k + 1)
]T
.
This equation iteratively leads to (see Appendix A)












(s) , with s, k ≥ 1 and s ≤ k, is the bakward matrix produt, i.e., A
(k)
(s) =
A(k)A(k − 1) · · ·A(s). We introdue the average of all the nodes estimates,
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By (2), we obtain











Assume for a moment that xi(k) = xj(k) = y(k), for eah i and j, then sub-
gradients di(k) are all evaluated in y(k) and 1TD(k) is a sub-gradient of the
global funtion f evaluated in y(k). Thus, the above equation (4) orresponds
to a basi iteration of a sub-gradient method for the global funtion f . The
intuitive explanation of the result is that averaging keeps the estimates of xi(k),
for all i, lose eah other (and then lose to y(k)) and makes the loal sub-
gradients updates equivalent to a sub-gradient update for the global funtion
f .
We illustrate this through a simple toy example that we are going to use
dierent times aross this report. Consider three nodes, labeled as 1, 2 and 3.
Their loal objetive funtions are f1(x) = f2(x) = x(x− 1)/2 and f3(x) = 2x
2,
where x ∈ R. Then the global funtion is f(x) =
∑
i fi(x) = 3x
2 − x, it has
minimum value equal to −1/12 and a unique point of minimum in x = 1/6. The
weight matries A(k) are i.i.d. random matries. At eah step A(k) is equal to






































with probability 2/3, 1/6 and 1/6, respetively. Fig. 1 shows the evolution of the
estimates at the 3 nodes, when the algorithm is applied with γ(k) = 1/k. We
an see that state's estimates tends to ouple and then onverge to the optimal
value. In partiular, estimates of node 1 and node 2 are kept loser eah other
sine the rst matrix of above is seleted with higher probability. Similar results
have been obtained with γ(k) = γ ≪ 1.
The proofs of the onvergene results in [3,4℄ share mainly the same outline.
A key element is proving that the averaging omponent (the onsensus) of the
algorithm onverges exponentially fast. More formally, under 6′, [3℄ proves that
A
(k)
(s) surely onverges to the matrix J = 1/M11
T , and that there are two
positive onstants C and β suh that ‖A
(k)
(s) − J‖∞ ≤ Cβ
k−s for all k ≥ s.
Under 6′′, [4℄ proves almost surely onvergene of A
(k)
(s) to J, and an exponential
onvergene rate in expetation, i.e. E[‖A
(k)
(s) − J‖∞] ≤ Cβ
k−s. Then, similar
bounds are established for the distane between y and x∗, and between xi and
y, and onvergene results (when γ(k) satises ondition 5) and asymptoti
bounds (when γ(k) is onstant) follow from the exponential onvergene rate of
the averaging omponent. As a onsequene of the dierent kind of onvergene
for A
(k)
(s) in the two ases, these results hold surely under 6
′ and almost surely
under 6′′.
RR n° 7345
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Figure 1: Toy example, onvergene of the three estimates. Top graph: state's
estimates for eah node. Bottom graph: objetive funtion value omputed in
the state's estimates of eah node.
3 Appliation to Optimization in DTNs
The distributed sub-gradient method presented in Se. 2 is partiularly appeal-
ing in the ontext of Delay Tolerant Networks, see e.g., [8℄ and [9℄. DTNs are
sparse and/or highly mobile wireless ad ho networks where no ontinuous on-
netivity guarantee an be assumed. This intrinsially leads to the impossibility
of olleting, at low ost and at a single data proessing point, the information
needed to solve network optimization problems in a entralized fashion. Due to
this, in the present report we advoate the use of distributed approahes, whih
lend themselves well to distributed and ommuniation eient optimization.
To be more onrete, in what follows we briey disuss two possible DTN se-
narios where a global network's funtion f has to be optimized.
One entral problem in DTNs is related to routing pakets towards intended
destinations. Common tehniques, designed to overome the absene of a om-
plete route to the destination, rely on multi-opy dissemination of messages in
the network [10℄. In this ontext, it is natural to dene global optimization
funtions that are able to take in aount the trade-o between delivery time
and the ost due to the use of resoures suh as buer spae, bandwidth and
transmission power. Funtions of this kind are onvex and an be written as
sum of loally measurable quantities, thus we an optimized them through the
distributed sub-gradient framework [11℄.
RR n° 7345
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A seond DTN senario onerns the dissemination of dynami ontent, like
news or tra information. Referring to the appliation example of [7℄, we might
think of a Servie Provider (SP) with limited bandwidth, that has to deide the
update rate to assign at eah node. Nodes an share their ontent when they
meet with the global objetive of maintaining the average information in the
network as fresh as possible. [7℄ shows that this problem an also be formalized
as a lassial onvex optimization problem, and that the orresponding global
objetive funtion an be expressed in terms of the sum of loal funtions. The
derivation of the latter loal funtions entails the olletion of statistis whih
are omputed at eah node only onsidering its own meeting ourrenes. As
an appliation example for our tehniques, in Se. 6 we apply the distributed
sub-gradient framework to this senario.
From a general perspetive, the distributed sub-gradient optimization in
DTNs an be applied as follows. Nodes exhange their loal estimates every
time they meet and perform the update step in equation (1) at a given sequene
of time instants {tk}k≥1. This sequene an either oinide with the meeting
times, i.e., eah time two nodes meets they exhange and subsequently update
their estimates or be independent from them, i.e., in this ase {tk}k≥1 is dened
a priori and is known to every network node. In any ase, the weight matries
A(k) originate from the node meeting proess. In partiular, we an onsider
the ontat matrix C(k), where cij(k) = 1 if node i has met node j sine last
time instant tk−1, and cij(k) = 0 otherwise. We denote as C the (nite) set of
all possible M ×M ontat matries desribing the ontats among M nodes.
Eah node i an thus alulate its own weights aij(k), for j = 1, . . . ,M , in
one of the following two ways (whih guarantee that the matrix A(k) is doubly
stohasti):
Rule 1 (Updates independent from meetings) For j 6= i, set aij(k) = 1/M if
cij(k) = 1, otherwise set aij(k) = 0. Set aii(k) = 1 −
∑
j 6=i aij(k). This
method requires eah node to know M , i.e., the total number of nodes in
the system.
Rule 2 (Updates synhronized with meetings) Whenever node i meets node
j, it also updates its estimate. In this ase, set aij(k) = a with 0 < a < 1,
aii(k) = 1− a and aih = 0 for h 6= j, i.
Next, we disuss two key issues that an negatively impat the onvergene of
the distributed optimization proess in a DTN senario. The rst one is related
to the validity of assumptions 6′ and 6′′. In fat, ondition 6′ is essentially
equivalent to assume that there is a deterministi bound for the inter-meeting
times of two nodes (that meet innitely often), and this is for example not
the ase for all the random mobility models usually onsidered, see e.g., [12℄.
Condition 6′′ relaxes 6′, but requires the independene of the meetings ourring
in eah time slot [tk−1, tk], and meetings under realisti mobility are instead
orrelated (e.g., if in the reent past i has met j and j has met h, then the three
nodes are likely to be lose in spae and the probability that i meets h is higher
that with uniform and independent mobility). We address this issue in Se. 4,
where we prove that onvergene results hold under more general assumptions
on the stohasti proess of the matries A(k).
The seond issue is related to the synhroniity of the updates. In fat, the
original framework [3, 4℄ requires all the nodes to update their estimates at the
RR n° 7345
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same time instants. This is not always feasible in a disonneted and distributed
senario like a DTN. For example, under Rule 2 the reader may have noted that
synhronous updates require eah node to know when a meeting between any
two nodes in the network ours. This does not appear to be pratial. Under
Rule 1, whih requires eah node to know the total number of nodes in the
system, nodes should also try to keep their internal loks synhronized in order
to be able to perform their updates at lose enough time instants and this
presents some diulties as well. We now show through an example that we
annot simply ignore the issue of synhroniity and that a diret appliation
of the algorithm desribed in the previous setion in general does not lead to
orret results. Coming bak to the toy example presented in Se. 2, we observe
that we an think our three matries in (5) as generated aording to Rule 2,
when the meeting proess has the following harateristis: at eah time slot,
node 1 and node 2meet with probability 2/3, node 1 and 3meet with probability
1/6 and node 2 and 3 meet with probability 1/6. Fig. 2 shows the evolution
of the estimates when the step-size is onstant and equal to 25 · 10−4, both
for the synhronous ase, where all the nodes update their estimates when a
meeting ours (even the node that is not involved in the meeting), and for
the asynhronous ase, where only the nodes involved in the meeting perform
the update. The urves represents the average estimates over 100 dierent
simulations with dierent meeting sequenes. We note that in the synhronous
ase (top gure) all nodes agree on the optimal value to set x, whereas, in the
asynhronous ase (bottom gure) the estimates still onverge, but not to the
orret point of minimum for the global funtion f . We address this issue in
Se. 5, where we understand the roots of this onvergene problem and propose
some simple modiations to the basi framework to eetively ope with it.
In our opinion, these extensions to the basi framework proposed in [3, 4℄,
while motivated in this report by the DTN senario, are of wide interest for
other possible appliations suh as mobile wireless ad ho and sensor networks.
RR n° 7345
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Figure 2: Toy example, onvergene of the three estimates in ase of xed step-
size γ = 25 · 10−4. Results have been averaged over 100 simulation runs. Top
graph: synhronous updates. Bottom graph: asynhronous updates.
4 Extension to more General Mobility Models
In our DTN senario, we onsider that the weights are determined from the
ontats through a bijetive funtion (as in the ase of the two rules presented
in Se. 3). Then onditions 5 and 6′′ of [4℄, an be expressed in terms of the
sequene of ontat matries as follows: the ontat matries C(k) are i.i.d.
and E[C(k)] is an irreduible aperiodi matrix. In this setion, we extend the
onvergene results to the following, more general, mobility model.
Assumption 1 (Mobility model). It exists an irreduible, aperiodi and sta-
tionary Markov hain Φ with a nite or ountable set of states S and a funtion
g : S → C, suh that C(k) = g(Φk), for eah Φk ∈ S. Moreover, E[C(k)] is an
irreduible aperiodi matrix.
Sine there is a bijetive orrespondene among weight and ontat matries,
we observe that under assumption 1, it also exists a funtion ĝ : S → A, suh
that A(k) = ĝ(Φk). The ase when the ontat matries (and then the weight
matries) are i.i.d. is a partiular ase of our mobility model.
Our proof follows the same outline of [3, 4℄ presented in Se. 2. The main
issue is to prove the exponential rate of onvergene of the bakward produt
A
(k)
(1) to J = 1/M11
T .
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Before proving the onvergene of the bakward produt, we need to reall
an ergodi property of the time shift operator θ for irreduible, aperiodi and
stationary Markov hains. The denitions of measure-preserving and ergodi
operators may be found in Appendix B (see also hapter V of [13℄ for more
details).
Proposition 1. Given an irreduible aperiodi and stationary Markov hain Φ
with nite or ountable states, the shift operator θ is measure-preserving and
ergodi together with all its powers θk, where k ∈ N.
Proof. For stationary Markov hains the shift operator and its powers are mea-
sure-preserving by denition of stationarity. Moreover, irreduible, aperiodi
and stationary Markov hains with nite or ountable states are mixing (see
Theorem 3.1 in [14℄). From the denition of mixing, if θ is mixing, also the
operator θk is mixing for any given k ∈ N. But every mixing operator is also
ergodi by Theorem 2 in [13℄, then θk is ergodi for any k ∈ N.
We observe that the stohasti proess A(k) = ĝ(Φk) is not in general a
Markov hain, beause dierent states of S may be mapped to the same weight
matrix, but nevertheless it is stationary and ergodi.
We will also need the following result, whose proof is in Appendix C.
Lemma 1. (Windowing a Markov hain) Let Φ = {Φn, n ∈ N} be an irre-
duible, aperiodi and stationary Markov hain. Consider the stohasti proess
Ψ = {Ψn, n ∈ N}, where Ψn = (Φn,Φn+1, · · · ,Φn+h−1) with h a positive inte-
ger. Ψ is also an irreduible aperiodi stationary Markov hain.
Now we have all the instruments to study the onvergene of A
(k)
(1) . First,
we prove the onvergene to J. This is a orollary of results in [15℄.









11T , J almost surely (a. s.) .
Proof. We observe that A(k) is a stationary and ergodi sequene of stohasti
matries with stritly positive diagonal entries. Moreover, E[A(k)] is an irre-
duible aperiodi matrix, then its eigenvalue with the seond largest module has
module stritly smaller than 1 (|λ2(E[A(k)])| < 1). From Theorem 3 in [15℄,
it follows that, with probability one, for eah sequene A(k) it exists a vetor
v ∈ RM , suh that
∑







Note that in general v is a random variable, depending on the spei sequene
{A(k)}k≥1. The matries A(k) are doubly stohasti, then w = 1/M1 is a
left eigenvetor orresponding to the unit eigenvalue for all the matries A(k).
Theorem 4 in [15℄, guarantees that in this ase the above vetor v is a deter-
ministi onstant almost surely and in partiular is equal to w. This onludes
the proof.
Now we are ready to prove that the onvergene rate is almost always expo-
nential.
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Proposition 3. Under assumption 1 on the mobility models, if the matries
are doubly stohasti, then for almost all the sequenes there exist C > 0 and



























In the proof of Theorem 3 in [15℄ is shown that it exists a positive natural h









< η for innitely many r
]
= 1 . (6)
Then we deompose A
(k)
(s) , in the produt of ik bloks of size h and one blok




































































We now onsider the Markov hain Φ, that generates" the sequene of
matries A(k) underlying the mobility proess. Beause of Lemma 1, Ψt =
(Φt,Φt+1, · · · ,Φt+h−1) is an irreduible aperiodi stationary Markov hain, and
then all the powers of the shift operator θ, and in partiular θh, are ergodi.








is a funtion of (Φj ,Φj+1, · · · ,Φj+h−1)











Note that f(Ψt) ≤ 0 and, from equation (6), f(Ψt) < log(η) < 0 innitely often
almost surely. We an then apply Birkho's ergodi theorem to the random
























f(Ψs+hj) = E[f(Ψt)] < 0 a. s. ,
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≤ E[f(Ψt)] < 0 a. s. .
Consider E[f(Ψt)] < ζ < 0, then for almost all the sequenes it exists h0, suh































≤ Cβk−s for k ≥ s . (7)
In the above equation, the value of the onstant h0 depends on the spei
random sequene and also on s (while the same value ζ an be seleted for
all the sequenes and independently from s). We need then to use a orollary
of the ergodi theorem about nearly uniform" onvergene that is stated as
proposition (1.5) in [17℄: if f(·) is square integrable, then for almost all the
sequenes we an selet h0 independently from s. Clearly this is the ase for
our funtion f(Ψt), therefore we an onlude that C in (7) only depends on
the onsidered sequene.
So far we have established the existene of a geometri onvergene result
for the ergodi oeient τ1. The last step of our proof requires us to prove a
geometri bound for the distane between A
(k)
(s) and its almost sure limit J. In

























for eah u and v. From (8) a geometri bound follows also for ‖A
(k)
(s) − J‖max.
The derivation of (8) has no partiular diulty and mainly follows the proof
of Theorem 4.17 in [16℄, then we have moved it to Appendix D.














Then a series of inequalities for the expeted values of ‖y(k) − xi(k)‖2 are
obtained for all i. Using Fatou's Lemma, along with the non-negativeness of
distanes, it is possible to derive inequalities that hold with probability 1. Using
Proposition 3, instead, it is possible to obtain the same inequalities diretly
without the need to onsider the expetation.
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5 Asynhronous Updates
In this setion, we study how the presented framework needs to be extended
in order to support the ase when nodes asynhronously update their status.
We onsider the sequene {tk}k≥1 of time instants at whih one or more nodes
perform an update of their estimates. Again, we denote that the estimate of
node i at time tk (immediately before the update) is x
i(k) and represent all the
estimates through the matrix X(k). The evolution of the estimates an still be
expressed in a matrix form similarly to (2):
X(k + 1) = A(k)X(k)− Γ(k)D(k) , (9)
where Γ(k) is a diagonal matrix and the element [Γ(k)]ii is simply the step-size
used by node i at the k-th update. We denote this step-size as γi(k). If j is not
among the nodes whih perform the update at time tk, then it will simply be
ajj(k) = 1, ajh(k) = 0 for h 6= j and γjj(k) = 0.
In what follows we rst onsider the ase of dereasing step-sizes, similarly
to ondition 1, desribed in Se. 2. That is, we will onsider that for eah i, the
sequene {γi(k)}k≥1 satises:
∑∞




We an go over the rationale in [4℄ and prove similar results for the new
system desription. In partiular, our proof of the exponential onvergene rate
of A
(k)
(s) holds learly also in this ase. Bounds for the distane between x
i(k)
and y(k) = 1/M1TX(k) hold with minimal hanges, so that we an prove the
analogous of Proposition 2 in [4℄:
Proposition 4 (Convergene of Agent Estimates). Under assumption 1, the
estimate of eah node onverges almost surely to the vetor y(k), i.e.,
lim
k→+∞
‖y(k)− xi(k)‖2 = 0 a. s. , for all i .
Proof. See Appendix E.
The following step is to use bounds for the distane between y(k) and x∗ (a
point of minimum for f) to show that limk→+∞ y(k) = x
∗.
In partiular the following inequality is derived in [4℄ (for the synhronous






















The rst term at the right hand side of the above inequality is a onstant, the









γ(s) [f(y(s))− f(x∗)] < ∞ a. s. , (10)
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from (10) and the fat that
∑∞
s=1 γ(s) = ∞, it is possible to onlude that
lim inf
k→∞
f(y(k)) = f(x∗) a. s. , and lim
k→∞
xi(k) = x∗ a. s. .









∗)] < ∞ a. s. . (11)
Unfortunately, the dierent values of γi(s) do not allow us to formulate the
inequality above in terms of the global funtion f as in (10).
We do not have urrently a formal result stating under whih onditions
the asynhronous system onverges to the optimal solution, but (11) suggests
us that all the weights γi(k) should have on average the same value. We then
propose the following onjeture, that we support later with some examples:
Conjeture 1. When updates are asynhronous, onvergene results for sub-
gradient methods hold if E[γi(k)] = E[γj(k)] for eah i and j.
Let us see how we an guarantee this ondition in dierent ases. We onsider
that updates our after every meeting following rule 2 in Se. 3. Moreover
onsider that γi(k) = 1/ni(k), where ni(k) is the total number of updates node
i has performed until the time instant tk. If the meeting proess follows a
Poisson proess with total rate λ and at eah instant the probability that node
i meets another node is pi, we expet that by time k, node i has pik meetings
(and an equal number of updates). Then the expeted value of its step-size is
E[γi(k)] = E[1/ni(k)] = pi/(pik) = 1/k. In onlusion if step-sizes follow the
rule γi(k) = 1/ni(k), we expet the asynhronous sub-gradient mehanism to
onverge to the optimal solution. Fig. 3 (top gure) shows that this is true for
our toy example. The simulations for the optimization problem onsidered in
Se. 6 onrm suh onvergene.
Let us now revisit the example in Se. 3 showing that the estimates were
not onverging to a point of minimum (Fig. 2, bottom gure). Here step-sizes
were onstant, i.e. γi(k) = γ. Now, reasoning as above we an onlude that
E[γi(k)] = piγ. Hene the expeted values are not equal as far as node meeting
rates (and then update rates) are not equal: this was the ase of our example,
where3 p1 = 5/6, p2 = 5/6 and p3 = 1/3. Intuitively, we expet onvergene to
be biased towards values loser to the optimum of the loal funtions of those
nodes that perform the updates more often. Equation (11) suggests us that
what the distributed mehanism was really doing is to minimize the funtion
∑
i pifi = (3/2)x
2 − (5/6)x rather then f =
∑
i fi = 3x
2 − x. This is the
ase, being that the estimates are onverging to 5/18 (dot-dashed line in all the
previous gures). If now we want to orret the bias, it is suient to onsider
that eah node selets its step-size inversely proportional to its meeting rate.
Fig. 3 (bottom gure) shows that also this orretion leads the estimates to
onverge to the orret results.
3Note that meetings always involve two nodes, this is the reason why p1 + p2 + p3 = 2.
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Figure 3: Toy example, onvergene of the three estimates in ase of asyn-
hronous updates. Results have been averaged over 100 simulation runs. Top
graph: dereasing step-size γi(k) = 1/ni(k). Bottom graph: weighted xed
step-size γi(k) = p
−1
i · 25 · 10
−4.
6 Appliation in DTNs: a Case Study
In this setion we apply the distributed sub-gradient method with our enhane-
ments to a DTN senario inspired by the work in [7℄. As explained in Se. 5
our enhanements onsist of: 1) allowing nodes to update asynhronously their
estimates, i.e., whenever any two of them meet and 2) applying the dereasing
step size rule to avoid possible bias eets in the onvergene towards the global
optimum.
All the nodes in the network are interested in the same dynami information
ontent and an share it whenever they meet. The information update is per-
formed by a Servie Provider (SP) that injets fresh information in the network
aording to a Poisson proess of parameter µ update/se. At a given instant t̄
we all ti(t̄) the time at whih the SP generated the most reent ontent version
available at node i, then Yi(t̄) = t̄ − ti(t̄) is the age of suh version. An infor-
mation ontent has a non-inreasing value in time. For example, we give value
ui(Yi(t̄)) to the information stored in node i, where ui(·) is a non-inreasing
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where x ∈ RM is the rate alloation vetor, suh that
∑M
i=1 xi ≤ µ and xi ≥ 0 for
all i. Note that the age Yi(t̄) is modeled as a random variable Yi depending on x.
In [7℄, equation (12) is proved to be onave and therefore the optimal x an be
obtained by the SP using standard optimization tehniques (see e.g., [18℄) suh
as the projeted gradient desent algorithm4: namely, iteratively omputing
x(k + 1) = Π (x(k) + γk∇f(x(k))), where {γk}k≥0 is a positive sequene of
parameters suh that
∑
k γk = ∞, limk→∞ γk = 0 and Π is the projetion
onto the feasible set for x. In general, a losed formula for f(x) is not known;
thus, the gradient needs to be estimated as explained in [7℄. Here, our purpose
is to fous on the distributed sub-gradient method so we onsider the spei
ase where updates an travel at most two hops, thus avoiding to address the
gradient estimation's issue. In detail, at a given instant t̄, let us all tSPj (t̄) the
time at whih the SP diretly injeted fresh ontent to node j, then we dene
the following protool's rule:
Denition 1 (Content Sharing). When a node j meets a node i at time t̄, j will
opy to user i the last ontent downloaded diretly from the SP if this ontent
is more reent then the ontent stored in i, i.e., ti(t̄) < t
SP
j (t̄) .
In this ase, assuming also that a) u(Yi) = χ {Yi ≤ τ} for all nodes i, where
τ is a given threshold after whih the information is worthless5 (e.g., the infor-
mation onsists of news about events that expire after some time) and b) the
meeting proess among node pairs is Poisson distributed, we an ompute the











 e−xiτ , (13)
where λij is the meeting rate between i and j and Ni
def
= {j : λij > 0}. The
global utility funtion in (12) is then simply obtained summing (13) over i =
1, 2, . . . ,M . The omputations to derive (13) an be found in Appendix G.
The loal gradient funtion needed in (1) an be omputed diretly from
(13), where nodes only need to estimate simple statistis on their own meeting
rates. Clearly, (12) an be optimized also in a entralized fashion olleting,
for example at the SP itself, information about the statisti of the overall net-
work meeting proess [7℄. However, in a DTN senario the SP may be able to
ommuniate with a group of onneted nodes only for short periods of time,
that we would like to exploit transmitting the atual ontent users are about.
Moreover, issues related to privay easily apply to this senario: for example, a
node may prefer not to dislose information about its meetings to the SP and,
in some ases, it would be equally desirable to maintain information about the
utility funtion ui(·) reserved (e.g., in military appliations). A distributed ap-
proah is therefore of atual interest not only for DTNs, but also for senarios
that go beyond them.
To optimize f(x) in a distributed fashion we an use the framework presented
in Se. 2. Eah node i an ompute a loal estimate of the optimal alloation
x, i.e., xi, through iterative updates. In detail, when two nodes i and j meet
4For a disussion about the projeted gradient method implemented in a distribute fashion
see [19℄.
5χ {y ≤ τ} is equal to 1 if y ≤ τ and 0 otherwise.
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they: i) update xi and xj as in (1) and, ii) projet the result so obtained onto
the feasible set
∑M
l=1 xl ≤ µ and xl ≥ 0 for all l ∈ {1, . . . ,M}.
In our implementation of sub-gradient optimization all the xi eventually
onverge to the optimum x∗ of (12). Heneforth, the SP an retrieve the optimal
transmission rates using the following push-poliy. During the exeution of the
algorithm eah node i maintains its own estimate xi. The SP ollets xi from




To test the performane ahievable by the distributed sub-gradient method
under traes with memory, we simulated meeting events among M = 10 nodes
as follows. Calling R1 and R2 two distint regions of the spae, nodes an be
plaed either in R1 or in R2. Only nodes that are within the same region an
ommuniate with eah other. We let nodes free to hange region of plaement
aording to a Poisson proess of overall rate λd = 0.1, thus network's full on-
netivity is guaranteed. In addition, aording to a Poisson proess of parameter
λm = 1 (note that λm > λd), we generate meeting events among pair of nodes
belonging to the same region. Eah node is seleted for a meeting aording
to a weight whih is proportionally inverse to its index, i.e., node i is seleted
with weight wi = i
−3. Note that we generate a meeting proess that is both
stationary and ergodi, and along this proess nodes have diverse ontat rates.
In partiular node 1 has the highest ontat rate, whilst node 10 the lowest.
To sum up, letting nodes i and j update their states at their meeting times
aording to the above proess, we obtain a orresponding sequene {A(k)}k≥1
that an be viewed as generated from an ergodi and stationary Markov hain.
Also, given that nodes have dierent ontat rates and asynhronous updates
are performed, we know that a diret appliation of the distributed sub-gradient
algorithm may lead to sub-optimal results, see the toy example of Se. 3.
Figures 45 show simulation results for the above setting of parameters and
τ = 20.
Fig. 4 shows the optimal alloation rate for eah user. When the bandwidth
that the SP an use to send updates is very low (i.e., small µ), the best solution
is that the SP uniquely sends updates to the node that has the higher ontat
rate, i.e., node 1; for large values of µ, instead, the SP an evenly send updates
to all the nodes in the network. Interestingly, as already observed in [7℄, for
some values of µ (in our ase µ around 100.7 update/se) the optimal hoie is
for the SP to alloate more bandwidth (i.e., a larger fration of µ) to the node
with the lowest ontat rate, namely, node 10. For these values of µ, in fat,
those nodes with a large ontat rate suh as node 1 are able to maintain high
values for their utility funtions just by olleting information from the large
number of nodes they meet.
In Fig. 5 we show the mean trajetory towards the optimal for two elements
in x = (
∑M
i=1 x
i)/M , where the vetors xi have been obtained along a sequene
of 5 · 104 meetings onsidering µ = 10−1.1 update/se. We note that the es-
timates provided through the distributed sub-gradient method onverge to the
theoretial optimal alloation values in Fig. 4. Conerns about the onvergene
rate of suh estimates are out of the sope of the present report and will be
addressed in the future researh6.
6Note, however, that a wide literature addressing this issue already exists. E.g., for the
problem of designing suitable sequenes {A(k)} to speed up the onvergene of onsensus
see [20℄.
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Figure 4: Optimal bandwidth alloation for a network of 10 nodes.
Finally, in Fig. 6 we draw with a solid-line the maximum of f(x) orre-
sponding to the optimal rate alloations in Fig. 4, whih was obtained using a
entralized solver [18℄. Note that with illimited bandwidth, the maximum of
f(x) is equal to 10, i.e., when eah node i has utility ui = 1. For eight dierent
values of the available bandwidth µ, we also plot with squared points the utility




i)/M using sub-gradient optimization together with our enhane-
ments. With rosses we show the performane of the sub-gradient optimization
with a xed step size [3℄, whih neglets the asynhronous update issue. As
expeted, the results of the latter algorithm are sub-optimal. Most importantly,
the solutions ahieved with our approah are very lose to the atual optimum
for all values of µ. This onrms the validity of the distributed framework that
we presented.
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optimal − node 1
optimal − node 10
estimate − node 1
estimate − node 10
Figure 5: Example of onvergene of estimate for two nodes when the sub-
gradient method is used. Asynhronous updates and dereasing step-size.
7 Conlusions
In this report we onsidered the reent framework of the distributed sub-gradient
optimization proposed in [3℄, and later extended in [4℄ for appliation on random
senarios. We pointed out that existing onvergene results for this framework
an be applied to DTNs only in the ase of synhronous node operation and
in the presene of simple mobility models without memory. Therefore, we ad-
dressed both these issues: rst, we proved onvergene to optimality of the
sub-gradient optimization tehnique under a more general lass of mobility pro-
esses and seond, we proposed some modiations to the original sub-gradient
algorithm so as to avoid bias problems (i.e., onsisting of the onvergene to-
wards sub-optimal solutions) when nodes operate asynhronously. Finally, as
a ase study, we applied the presented framework to the optimization of the
dissemination of dynami ontent in a DTN. All the provided results onrmed
that the distributed sub-gradient method is an eetive and very promising tool
for optimization in distributed ontexts.
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distributed estimation − decreasing step−size
distributed estimation − fixed step−size
Figure 6: Performane omparison: entralized solver vs distributed method.
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A Derivation of Equation (2)
In this Appendix we show the mathematial steps that lead from equation (2)
to equation (3).
From (2) we have that
X(k + 2) = A(k + 1)X(k + 1)− Γ(k + 1)D(k + 1) =





(k+1)Γ(k)D(k)− Γ(k + 1)D(k + 1) ,
where Γ(k) is a diagonal matrix and the element [Γ(k)]ii = γ(k), for all i.
Iteratively, replaing k+2 with k+ s+1, k+1 with k+ s and k with k+ s− 1,
respetively, leads to
X(k + s+ 1) =
=A
(k+s)
(k+s−1)X(k + s− 1)−A
(k+s)
(k+s)Γ(k + s− 1)D(k + s− 1)+
− Γ(k + s)D(k + s) =
=A
(k+s)
(k+s−1) [A(k + s− 2)X(k + s− 2)− Γ(k + s− 2)D(k + s− 2)]+
−A
(k+s)
(k+s)Γ(k + s− 1)D(k + s− 1)− Γ(k + s)D(k + s) =
=A
(k+s)
(k+s−2)X(k + s− 2)+
−A
(k+s)
(k+s−1)Γ(k + s− 2)D(k + s− 2)+
−A
(k+s)
(k+s)Γ(k + s− 1)D(k + s− 1)− Γ(k + s)D(k + s) =
=A
(k+s)






(k+s−l)Γ(k + s− 1− l)D(k + s− 1− l)+










(k+s−l)Γ(k + s− 1− l)D(k + s− 1− l)+
− Γ(k + s)D(k + s) ,
and nally, replaing k + s with k, we have that








(k−l)Γ(k − 1− l)D(k − 1− l)− Γ(k)D(k) (14)
or, replaing in equation (14) k − l with s








(s)Γ(s− 1)D(s− 1)− Γ(k)D(k) ,
that is exatly (3), as we wanted.
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B Stationarity and Ergodiity: Conepts
Let (Ω,F ,P) be a probability spaes. Let also the funtion T : Ω → Ω be a
measurable transformation of Ω into itself.
Denition 2 (Measure-Preserving). A measurable transformation T : Ω → Ω
into Ω is measure-preserving if, for every B in F , P(TB) = P(B).
Denition 3 (Stationarity). A random sequene ω ∈ Ω is stationary if the shift
operator is measure preserving.
Denition 4 (Invariant set). If T is a measure-preserving transformation, B ∈
F is an invariant set if TB = B, or equivalently P [(B \ TB) ∪ (TB \B)] = 0.
Denition 5 (Ergodiity). A measure-preserving transformation T is ergodi,
if, given any invariant set B ∈ F , it holds P(B) = 0 or P(B) = 1.
Denition 6 (Mixing). A measure-preserving transformation T is mixing if,
for all B and C in F ,
lim
n→∞
P(B ∩ TnC) = P(B)P(C).
Note that when a random sequene is said to be ergodi tout ourt, it means
that the shift operator is ergodi. Similarly when a random sequene is said
to be mixing (or mixing in the ergodi-theoreti sense), it means that the shift
operator is mixing.
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C Proof of Lemma 1
In this Appendix we prove lemma 1, reported in the following for reader onve-
niene.
Lemma. (Windowing a Markov hain) Let Φ = {Φn, n ∈ N} be an irreduible,
aperiodi and stationary Markov hain. Consider the stohasti proess Ψ =
{Ψn, n ∈ N}, where Ψn = (Φn,Φn+1, · · · ,Φn+h−1) with h a positive integer. Ψ
is also an irreduible aperiodi stationary Markov hain.
Proof. First of all it is evident that Ψ is also a Markov hain, whose states are
possible h-uples of states of Φ, e.g (s1, s2, · · · , sh). The transition probabilities
ould be alulated starting from those of Φ. Stationarity of Ψ easily follows
from the stationarity of Ψ. Ψ is also irreduible beause Φ is irreduible. In
fat, given two states s′ = (s1, s2, · · · , sh) and t
′ = (t1, t2, · · · , th), for the
irreduibility of Φ, it exists n0, suh that the hain Ψ moves from s
′ to a state
u′ = (u1, u2, uh−1, t1) after n0 steps, and then it is possible to move from sh to
t1. t
′ is a state of Ψ and therefore it is also a valid sequene of state transitions
for Φ, onsequently in h− 1 time steps, Φ an move from t1 to th going through
t2, · · · , th−1 and Ψ an move from u
′ to t′. In onlusion in n0 + h− 1 steps, Ψ
an move from s′ to t′.
Aperiodiity requires a more detailed disussion. Given a possible state
s′ = (s1, s2, · · · , sh), we want to prove that the greatest ommon divisor of the
possible time steps after whih the hain Ψ an return in s′ is equal to 1. Note
that even if Φ had the property that it is possible to diretly move from eah
state to itself, for a state s′ with si 6= s1 for some i = 2, · · · , h, at least h
steps are required to return to that state. Consider the minimum number k0
of time steps after whih the hain Φ an move from sh to s1 (again k0 exists
beause Φ is irreduible). Consider then the inreasing sequene of all the
possible time steps k1, k2, . . . after whih it is possible to return in s1. Observe
that also 2ki belongs to this sequene. It is lear that Ψ an return in s
′ after
k0 + k1 + h− 1, k0 + k2 + h− 1, . . . steps. Let us denote g the greatest ommon
divisor of this sequene of numbers, we have that for eah i > 0 (k0+ki+h−1)
mod g = 0. In partiular also (k0 +2ki + h− 1) mod g = 0, and it follows that
(k1) mod g = 0. This implies that g is also a divisor of the sequene k1, k2, . . . .
Sine Φ is aperiodi, it follows that g = 1. This onludes the proof that Ψ is
also aperiodi.
RR n° 7345
Distributed Optimization in DTNs 26
D Proof of Equation (8)

























Proof. First we observe that a geometri bound holds also for the dierene
between any two elements on the same olumn and dierent rows. In fat, from














































































































































































and being that this inequality is true for all u and all v, a geometri bound an
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E Proof of Proposition 4
In this Appendix we prove Proposition 4, reported in the following for reader
onveniene. Sine we proved Proposition 3, the result here presented (along
with Proposition 5 in Appendix F) an be viewed as an easy extension of The-
orem 1 in [4℄ to the ase of mobility proess obtained aording to assumption
1.
Let us rst to expliitly formalize the following assumption, aording to
both [3℄ and [4℄:
Assumption 2 (Bounded Sub-gradients). Given x ∈ RN , onsider the sub-
gradients of all the nodes in the network omputed in x, i.e., d1, . . . ,di, . . . ,dM .
There exists a salar L suh that ‖di‖2 ≤ L for any x ∈ R
N and for all i ∈
{1, . . . ,M}. Namely, the sub-gradients of all nodes in the network are bounded.
Then, we reall the following lemma from [19℄:
Lemma 2. Let 0 < β < 1 and let {α(k)}k≥0 be a positive salar sequene.






βk−lα(l) = 0 .
In addition, if
∑∞







βk−lα(l) < ∞ .
Using lemma 2 we an prove that
Proposition (Convergene of Agent Estimates). Under assumption 1 and de-
reasing step-size rule (see Se. 5), the estimate of eah node onverges almost
surely to the vetor y(k), i.e.
lim
k→+∞
‖y(k)− xi(k)‖2 = 0 a. s. , for all i .



























− γi(k − 1)d
i(k − 1) . (15)
Realling that y(k)
def
= 1/M1TX(k), we an write
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+ ‖γi(k − 1)‖2‖d





















γj(k − 1) + γi(k − 1)

 , (18)
where the last inequality follows from the bounded sub-gradient assumption 2






















for all k ≥ s .
Immediately we note that the last term in the right hand side (rhs) of equa-
tion (18) goes to zero as k goes to innity, sine by assumption limk→∞ γj(k), for
all j. From the proof of Proposition 3 we have that for almost all the sequenes
{A(k)}k≥1
b(k, s) ≤ Cβk−s for all k ≥ s , (19)
where C > 0 and 0 < β < 1 (with C in general depending of the onsidered
sequene). Therefore for almost all the sequenes also the rst term in the rhs
of (18) goes to zero inreasing k. Finally, we if (19) holds, Lemma 2 applies
and limk→+∞
∑k−2
s=1 γj(s)b(k − 1, s + 1) = 0 for all j. Thus, for almost all the
sequenes, for all i we have that
0 ≤ lim
k→+∞
‖y(k)− xi(k)‖2 ≤ 0 ,
proving the desired result.
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F Derivation of Equation (11)
In this Appendix we derive equation (11). To this end, let us onsider the
following lemma, that is a generalization of Lemma 5 in [3℄.
Lemma 3 (Basi Iterate Relation). Let xi(k) be generated aording to (15)
for all i ∈ {1, . . . ,M}, k ≥ 1 and y(k) be generated aording to (16) for all
k ≥ 1. Let also {gi(k)}k≥1 be a sequene of sub-gradient of fi(·) omputed in
y(k), for all i ∈ {1, . . . ,M}, then for any x ∈ RN and k ≥ 1 we have































Proof. It follows straightforwardly from the same rationale of Lemma 5 in [3℄.
Considering equation (16), we an write, for any x ∈ RN and all k ≥ 1



































































Sine dj(k) is a sub-gradient of fj at x
j(k), we also have for any j and any




(xj(k)− x) ≥ fj(x
j(k))− fj(x) .
Furthermore, by using a sub-gradient gj(k) of fj at y(k), we obtain for any j
and any x ∈ RN ,
fj(x
j(k))− fj(x) = fj(x
j(k))− fj(y(k)) + fj(y(k))− fj(x) ≥
≥ {gj(k)}
T
(xj(k)− y(k)) + fj(y(k))− fj(x) ≥
≥ −‖gj(k)‖2‖x
j(k)− y(k)‖2 + fj(y(k))− fj(x) .
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By ombining the preeding three relations it follows that for any j and any










+ fj(y(k))− fj(x) ,











+ γj(k) [fj(y(k))− fj(x)] .























γj(k) [fj(y(k))− fj(x)] .
By ombining the preeding inequality with equation (20) we nally obtain the
desired result, i.e., for all x ∈ RN and all k ≥ 1































To arry on our rationale, we need also the following result, that an be
proved using Lemma 2 in Appendix E.
Proposition 5. Under assumption 1 and dereasing step-size rule (see Se. 5),
let xi(k) be generated aording to (15) for all i ∈ {1, . . . ,M}, k ≥ 1 and y(k)
be generated aording to (16) for all k ≥ 1. Let us also dene a sequene
{γmax(s)}s≥1 suh that γmax(s)
def





i(k)‖2 < ∞ a. s. , for all i .
Proof. First of all we note that: 1) sine {γi(k)}k≥1 satises limk→∞ γi(k) = 0


























i (k) < ∞.
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= 1, an be rewritten
as




γmax(s)b(k − 1, s+ 1)+
+ 2Lγmax(k − 1) ,






γmax(k)γmax(s)b(k − 1, s+ 1)+
+ 2Lγmax(k)γmax(k − 1) .
Realling Proposition 3 we have that for almost all the sequenes {A(k)}k≥1,
b(k, s) ≤ C2βk−s for all k ≥ s, where C2 > 0 and 0 < β < 1 (with C2 in general
depending of the onsidered sequene). Calling C the produt C1C2, we have








+ 2Lγmax(k)γmax(k − 1) .
Noting that γmax(k)γmax(s) ≤ γ
2
max(k) + γmax(s)
2 and 2γmax(k)γmax(k − 1) ≤
γ2max(k) + γ
2














k−s−2 + Lγ2max(k) + Lγ
2











+ Lγ2max(k − 1) ,
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γ2max(k − 1) a. s. . (21)
The desired result follows straightforwardly sine: 1) the rst, third and
fourth term at the right hand side of equation (21) are summable as stated at
the beginning of the proof, and 2) the seond term of (21) is summable beause
lemma 2 in Appendix E applies.
Now we have all the tools to derive equation (11). Applying iteratively
lemma 3 we have



































































































where the last inequality follows from the bounded sub-gradient assumption
2. Using the sequene {γmax(s)}s≥1 dened in the Proposition 5 of above and
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max(s) < ∞ as note in the proof of Propo-
sition 5, whilst
∑k
s=1 γmax(s)‖y(s) − x




2 is a onstant term, therefore equation (11) follows.
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G Derivation of the Utility Funtion in Eq. (13)
In this Appendix we briey review the mathematial steps of the analysis arried
on in [7℄, under the assumptions done in Setion 6 and with the formalism
introdued therein. The overall objetive of this Appendix is to formally derive
equation (13).
For a given time t̄ and node i ∈ N we dene the proess Bi(t̄, t) ⊆ N as
the set ontaining all the nodes j suh that, if a message is given to them at
time t̄ − t, it an reah user i in two hops by time t̄. For eah node pair (i, j),





{t : j ∈ Bi(t̄, t)} .
t̄− sij(t̄) indiates the minimum amount of time required to transfer infor-
mation from node j to node i at time t̄ through le sharing. If we assume that
the intermeeting proess time between the node pair (i, j) is exponentially dis-
tributed with parameter λij (i.e., Poisson meeting proess) we have that in the
ase of two-hops protool also sij(t̄) is exponentially distributed with parameter
λij .
Let then Y SPi (t̄) be, at time t̄, the elapsed time sine user i downloaded
ontent diretly from the SP, i.e., Y SPi (t̄) = t̄ − t
SP
i (t̄). Note that the random
variable Y SPi (t̄) for all i ∈ N is exponentially distributed with parameter xi,
this beause the SP transfers updates diretly to node i with rate xi and in
stationary onditions the forward proess and the bakward one have the same
statisti, see e.g., [21℄.









therefore, in our ase, Yi(t̄) is the minimum over M independent random
variables. One of this random variables is exponentially distributed with pa-
rameter xi (i.e., sij(t̄) + Y
SP
j (t̄ − sij(t̄)) with j = i) and takes in aount the
direted updates of i from the SP. The remaining M − 1 random variables are
sum of two independent exponential random variables: one distributed with
parameter λij and the seond with parameter xj . Eah of these M −1 variables
models the update of i in two hops from the PS through a given relay node
j 6= i. For the independene of sij and Y
SP
j , and assuming in general λij 6= xj ,
we have that
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where Ni
def
= {j : j 6= i, λij > 0}. In the ase of utility u(Yi) = χ {Yi ≤ τ} we
have that
































From equation (13) is straightforward to ompute the omponents of the
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