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Abstract—Social network analysis is a technique to study
behavioral dynamics within a social group. In social network
analysis, it is an open question as to whether it is possi-
ble to characterize animal-level behaviors by using group-level
information. Also, it was believed that the combined use of
social network analysis would provide a more comprehensive
understanding about social dynamics. In light of these two factors,
here we explain an approach to evaluate animal importance to
a group by considering the variability in group-level structural
information, which is computed by joining the animal- and
group-level social network analysis measures node centrality
and network entropy, respectively. Moreover, two other metrics,
animal social interaction range and nearest-neighbor frequency
matrix, which represent social affiliation of each animal within
the group, are computed to help addresses the general challenges
in graph-based social network analysis, and thereby, improve
the precision of animal importance measures. Finally, we derive
the joint distribution of animal importance of the group in
detecting atypical social behaviors. The approach is tested using
tracking data of dairy cows. The reliability of the derived
animal importance was superior to the already existing animal
importance measures. To illustrate the usability of the animal
importance metric, a simulation study was conducted to identify
sick and estrus animals in a group. The social affiliation of
sick cows was less when compared to healthy cows. Also, their
individual distributions of animal importance were shifted to-
wards the left of the mean of the animal importance distributions
of healthy cows. Consequently, the joint distribution of animal
importance of the group exhibited a bi-model distribution with a
left tailored shape. The behavior of cows in estrus was opposite
to that of sick cows. Moreover, with increasing number of sick
and estrus cows in the group, respectively the group entropy
decreased with larger variance and slightly increased with less
variance. Therefore, the entropy-based animal importance metric
has superior performances when evaluating animal importance
to the group compared to the existing metrics. It can be used
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I. INTRODUCTION
Farm animals are usually gregarious animals and their
social interactions could greatly be capitalized on improving
farm management operations such as improving animal well-
being [1]. Evidence that supports the significance of their
social relationships is considerably under-utilized [2]. The
growing interest in social network analysis (SNA), which is a
popular method to study the behaviours social groups, confirms
that it can offer great advantages by exploring individual social
affiliations [3]. Also, recent advancement in animal monitoring
systems which enable the collection of vast amount of data,
such as wireless sensor networks, facilitates large-scale SNA
in broader perspectives [4]. Consequently, this necessitates the
investigation of novel strategies for SNA to transform animal
social relationships into useful metrics, which can subsequently
be used to support better farm management practices.
Modern-day animal production systems routinely exploit
state-of-the-art technologies to support decision making by
generating valuable insights from data collected by sensors.
Most pervasive sensor technology is the Global Position-
ing System (GPS), which determines geo-location [4], and
therefore the movements of individual instrumented animals.
Other energy-efficient techniques such as Wi-Fi, bluetooth, and
LoRA wireless signal strength based positioning technologies
are also becoming increasingly popular [5], [6]. Therefore,
opportunities exist to define novel and informative insights
(e.g., phenotypes) from such geo-location data. However, the
necessary descriptive metrics need to be defined [7] from
which deviations can be identified and subsequent alerts gen-
erated. Such metrics should be informative to characterize not
only the animal itself, but also the group or sub-group level
behaviors. Once the behaviors of an individual animal are
characterized relative to the group, any deviations from the
norm can be used as early and real-time alerts for producers
to identify, for instance, atypical behaviors of animals that may
require particular attention.
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Animals living in groups are generally social animals and
have complex relationships and social behaviors [8]. For in-
stance, cows are social animals [9] and prefer to stay in groups,
synchronizing their activities mostly based on neighboring
(or dominant) animals. Although external stimuli can perturb
normal group behaviors of such animals, there is a tendency for
the animals to revert to normal status as soon as possible [10].
This is because of animal cohesion, which is a phenomenon
that describe how strongly animals are connected to each
other and is used to understand behavioral dynamics based
on their heterogeneous social relationships in the group [9].
Changing such dynamics is mostly influenced by a small set
of group members generally identified as the most important
(or highly cohesive/interactive) animals to the group [11].
Hence, understanding individual’s importance to the group
would be useful for exploring different behaviors of groups as
well as individuals such as group synchronization, spreading
dynamics, and cascading reactions [12].
SNA provides a comprehensive understanding of social
dynamics among animals and also facilitates quantifying them
[12], [13]. Graph theoretical concepts are commonly used for
SNA. A group is depicted as a graph in which nodes represent
individual animals, and an edge represents the interaction
between two animals (Figure 2). This model is therefore
capable of representing the complex structure of interactions
among individuals, also called a sociogram [12]. The het-
erogeneous nature of interactions is then used to determine
the importance of each animal. The importance of an animal
to the group is recognized as its involvement in forming a
complex network structure, i.e., to what extent that animal
is connected to the others in the network, and quantified as
the centrality. Importance is generally derived by exploiting
an individual’s local level structural information (only within
the social interaction range) such as degree (i.e., the number of
direct edges on each node) and closeness (i.e., the shortest path
length between a particular edge with all other edges) [12].
Therefore, the temporal evolution of centrality of group living
animals is considered as one of the relevant characteristics for
defining metrics which can subsequently be used to describe
different behavioral patterns in SNA [14].
Different ideas have been highlighted in order to assist in
developing novel metrics for SNA. Among those ideas, [12]
stated that the combined use of local, intermediate, and global
measures would provide a more comprehensive understanding
of the network dynamics in a broader view; based on the level
of information used to quantify different social characteristics
where graph measures are divided into three categories as
local, intermediate, and global (or graph ). Besides, [15] un-
veiled that using a broader range of information in quantifying
network properties would provide superior performances than
being limited to the domain that they have been defined for.
So, it is an open question as to whether it is possible to derive
local (animal)-level measures based on the global (group)-level
structural variability of social dynamics [16]. Therefore, the
present study is an attempt to apply all these concepts together
in order to derive a metric to evaluate animal importance ( or
sociality) to a group (AIm) based on the dairy cattle mobility
observations. An additional aim is to explore the possible
opportunities, which can be benefited by using the derived
AIm, in relation to the dairy cattle behaviors as a use case.
There are different challenges, however which cannot be
disregarded when deriving novel measures, such as spatial
and temporal limitations, defining the network and sampling
animals into it, and validity and robustness of derived network
measures [12]. So, prior to conducting a SNA, careful attention
should be given to those factors and the necessary actions
should be in place to mitigate against them. Although graph-
based SNA generally assumes that the interactions included
in the graph are relatively stable over time, that is not always
true because animal relationships are highly dynamic and so
will the network topology. Also, sampling relevant animals
into the network including their significant interactions, is vital
as if there are too many animals, the network might split
into unconnected subgroups. This may cause complications
in applying graph theoretic measures such as diameter, which
could consequently lead to misleading information. Practically,
animal interactions depend on various factors such as age,
gender, and health, so that selecting only the significant in-
teractions is crucial [11]. Disregarding such interactions could
negatively impact on the representativeness of the network and
so will the robustness of the derived measures. Consequently,
not only would the reliability of the estimated network dynam-
ics become invalid, but it would also contribute to misleading
outcomes about social behavioral dynamics.
Therefore, the main contribution of this study is to derive
an approach to evaluate AIm by combining local- and global-
level measures, node centrality and network entropy, address-
ing the SNA challenges mentioned above. While network
entropy depicts the amount of information encoded within
a network and is used to compute the structural complexity
at the group level [17], the node centrality quantifies node
importance based on the extent to what a node is surrounded
by other nodes [18]. In this approach, the influence of an
animal on changing the network entropy is considered as
its AIm. The idea is to taking into account the variability
of graph-level structural information in evaluating node-level
properties. Thus, this approach facilitates expanding the range
of information used in quantifying AIm. Additionally, this
process is backed by two other metrics, animal interaction
range and nearest-neighbor (NN) frequency matrix. The animal
interaction range, which stands for the optimum range where
an animal can make strong interactions, helps to sample
significant interactions into the network graph. Therefore, it
helps improving the representativeness of the network graph
and enhancing the validity of AIm. The NN frequency matrix
demonstrates the social affiliation of each animal with others in
the group as a frequency value counted over the time. As this
matrix represents the preferential members of every animal, it
is easy to recognize animals which have strong interactions in
the group. We use these approaches in demonstrating detection
of sick and estrus (sexually active) cows in dairy herds as a use
case of our approach. The variation of the normal probability
density function (PDF) of AIm at individual animal-level as
well as the Gaussian mixture model of AIm at group-level
were explored to identify sick and estrus animals from the
normal animals in the herd.
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The remainder of the paper is organized as follows. While
Section II discusses related works, Section III explains the
theoretical steps of deriving AIm. In Section IV, the approach
described in Section III is applied to a real dairy cattle mobility
dataset. Section V demonstrates the applicability AIm in
detecting sick and estrus cows from a herd based on the
simulated mobility data, including some directions to continue
this study further, and Section VI concludes the paper.
II. RELATED WORKS
The use of SNA has gained considerable attention in a wider
range of fields such as sociology, business, and ecology [19],
[12]. Exploring social inter-relationships, quantifying disease
transmission, and building models to explain dynamics in net-
work topology, are some of the highlighted applications. The
study [12] emphasized that graph-based SNA is a promising
tool for exploring such applications. Identifying and form-
ing a network, developing methods for characterizing social
behaviors, and exploring dynamic variability in social inter-
relationships are some of the key areas that animal science has
been benefitted from SNA. Also, SNA has increasingly been
used for improving the efficiency of human-managed animal
farms.
Forming the network is one of the most important and
challenging tasks in SNA. Because not only are social interac-
tions heterogeneous, but also are the factors which influence
making interactions. Therefore, sampling animals in a network
and defining their interactions must be done carefully as they
contribute to improving the representativeness of the animal
group and so the reliability of the derived social behaviors.
One of the simplest ways of measuring social interaction is the
use of NN identity. [20] used NN identity data for assessing
interactions based on a clustering technique in which a local
group cluster matrix was developed in order to identify the
most interactive nodes in a network. Evaluating the strength
of the interactions among nodes is vital for conducting a
comprehensive SNA. While the study [21] proposed weighted
degree and strength centrality measures, taking into account
the weight (strength) distribution of interactions, [11] dis-
cussed different mathematical approaches which can be used
in computing the strength of the interactions in constructing
the network.
The greater opportunities for monitoring social behaviors
in a real-time manner has necessitated the development of
novel SNA approaches through re-examining already existing
techniques. As a result, various attempts have been made in
deriving novel metrics in different applications. For instance,
[15] developed a novel measure called Laplacian centrality
to compute node importance and proved that it has greater
performances than the standard centrality measure based on
terrorist network analysis. Following the work in [15], the
study [16] proved that using network-level information in
quantifying node-level attributes can significantly improve the
accuracy of selecting the top-k-most important nodes com-
pared to the existing measures. These studies were, however,
based on the static networks, but measures, which enable
capturing time variant features, were highly demanded in SNA.
Therefore, most research on SNA has focused on the exploring
dynamic properties of social networks. For instance, while
the study [18] derived a novel metric, dynamic centrality by
exploring the limitations accounted in static network graph-
based SNA, the time-ordered-graph method explained in [22]
converts a dynamic network into a static networks enabling
the application of static SNA measures.
With the advancement of precision agriculture, applications
of SNA for human-managed animals have drawn a consider-
able attention. For instance, significant improvements in farm
management such as individual animal fitness, controlling de-
cease transmission, and welfare could be achieved by exploring
the social behavior of animals over a long period of time
emphasizing automatic location measurements, NNs, and NN
distance in SNA with farm animals [23], [24], [25]. The studies
[1] and [2] emphasized the importance of using SNA in par-
ticular to dairy cattle management by exploring different char-
acteristics such as community structure, social differentiation,
stress, and productivity. However, [2] highlighted that SNA
concepts have widely been used for characterizing the different
social behaviors of wild animals, but not much for human-
managed animals. Therefore, there are opportunities that SNA
can be used in intensifying farm operations though, they are
not yet fully realized by the wider research community.
Our hypothesis is that SNA can effectively be capitalized
in understanding and quantifying various factors such as hus-
bandry practices, health issues, feeding, stress, and survival,
thus making a significant impact on the stability of farm
production systems and decision support tools. Moreover, the
scale in which SNA can be applied is continuously increasing
within the modern data monitoring tools. Hence, the necessity
of deriving novel SNA approaches for applying to large-scale
applications is also emphasized.
III. THEORETICAL BACKGROUND
This section explains the process of deriving the entropy-
based AIm. Initially, the procedure of computing the nearest-
neighbor frequency matrix is discussed. This is followed by an
experiment of the topological distance based animal interaction
range and we then discuss how to use network entropy to
validate the interaction range. These two measures are then
used in the process of computing animal importance to the
group (i.e., AIm). Figures 1 and 2 together give a graphical
overview of the process in four steps. Then, in order to
represent the variation of importance of individual- and group-
level in a distributional sense, the Probability Density Function
(PDF) and Gaussian mixture model of AIm are discussed.
Finally, to test the validity of the derived measures, the system
used to collect data and how the experiment was conducted,
is explained.
A. Nearest-Neighbor Graphs
The spatial variability of nearest-neighbors (NNs) around
each animal is commonly used to identify the most interactive
individuals [20]. Therefore, the NN approach was used as
the foundation to understand the evolving cohesion (or social
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Fig. 1: Nearest-neighbors and interaction range.
affiliation) with respect to each animal’s daily activities and
its interactions with other animals in the group.
We consider the mobility of a group of N animals over
a period of time T . Then we quantify the variation of animal
relationships in every time window t(≤ T ): Tw = T/t number
of time windows. Information on NNs for each animal in
the present study was determined based on the geographical
distance between every pair of individuals in every t minutes
time window (Figure 1(1)). The frequency of each animal
being the kth NN (0 < k < N, k is the order of NN) to
every other animal in the herd within the entire time period
was formulated as a frequency matrix (AN×N ). The kth-NN
algorithm was used to identify the NNs of each animal in the
group based on the inter-animal geographical distances. The
”haversine” formula [26] was used to compute the shortest-
distance between each of the locations of two animals. The
matrix A was therefore defined as: A = [fi,j ], where fi,j
means the frequency of the jth animal being a NN to the
ith animal over the period T . The matrix A, however is
not a symmetrical matrix, since interactions are not always
symmetric. For instance, suppose the two animals i and j, and
j is the 1st NN of i; then, the 1st NN of j would not be i
whenever there is another animal closer to j than i. Hence, the
interaction between i and j would not be symmetrical. The ith
row of A represents the spatial variation in frequencies of the
other N − 1 animals being a NN to i.
In practice, it cannot be considered that each animal interacts
with all other animals in the group in a particular time window
because the strength of interactions would be very weak with
distant animals (i.e., higher order NNs). Therefore, on average,
the optimal number of interactions that every animal can have
(i.e., the number of strong interactions) is essential in studying
the intensity of interaction frequency of each animal within the
herd and also constructing social network graph (Figure 1(2)).
The interaction range metric derived below explains how to
select those interactions.
B. Animal Interaction Range (kr)
Sampling the most significant interactions in a network
graph is one of the most crucial steps in graph-based SNA
because the quality of the network graphs affects the robust-
ness of social characteristics derived from them. The social
influence range is the region where an animal exhibits strong
interactions, and it depends on the individual’s sociality within
the group. Since sociality depends on various factors such
as gender, age, and health, the social influence range can
vary from animal to animal [25]. So, an optimal measure
to quantify social influence range is essential. Therefore, the
main advantage of having an accurate social influence range is
that it minimizes the loss of animal connectivity information
while selecting interactions into a network graph. In the present
study, the social influence range was defined as an animal
interaction range (denoted as kr) and represents the optimal
number of interactions with high weights. The interaction
weight was the reciprocal of the distance between a pair of
interacting animals.
Although many studies such as [27] and [3] commonly used
the metric distance for deriving the interaction range, [10]
proved that topological distance, i.e., interaction range with
number of animals, is more robust than the metric distance.
Therefore, the present study used the topological distance
approach to derive the interaction range. The advantages of
using this approach are the density fluctuations of animal
aggregation, which can be well explained compared to metric
distance, and the metric distance, which can be derived from
the topological distance. Therefore, the interaction range was
quantified based on the animal anisotropy factor and the
network entropy. The network entropy-based kr was used to
confirm the result obtained from the anisotropy factor.
1) Anisotropy Factor (γ) based kr Estimation: Based on
the spatial distribution of NNs and their orientation around
each animal, the anisotropic structure of a moving group of
animals varies with increasing order of NNs (i.e., k). The
anisotropy value (γ) represents the effect of interaction among
animals, whatever the interaction is, and quantifies to what
extent the spatial variation of the kth NN (around a reference
animal) is anisotropic. This is subsequently used to determine
kr, regardless of the distance between the animals. Initially,
animal locations in the present study were converted into three-
dimensional Cartesian coordinates (X,Y, Z) and a set of NN
vectors (u), which were derived as:
u(i,k) ∈ u, u(i,k) = [(uix, uiy, uiz)](1×3),
where ui,k is a unit vector directed towards the kth order NN
of the animal i (here i = 1, 2, .., N ). Also, the animal group
center velocity vector (V ) was also calculated as:























where t is the width of the time window. Then normalized u















Secondly, in order to calculate the orientation of the kth order
NN vector of the ith animal (i.e., ui,k) with respect to the Vn,






a](3×3), for i = 1, 2, 3, ..., N,
where uia ∈ u
(i,k)
n for a = {x, y, z}. Then Mi,k of all animals




i ) to derive a matrix, which
projects along the average direction of the kth order NNs of all
animals in the herd. The Mk corresponds to the most relevant
directions in the space and its eigenvalues represent the number
of NN vectors that can be detected along the direction of
the corresponding eigenvectors [11]. The anisotropy factor
for the kth order NNs, γ(k) was calculated at the third
step by taking the square of the scalar dot-product between
the normalized eigenvector (ek), which corresponds to the




The process was repeated varying the NN order, i.e., k =
1, 2, · · · , N , in every time window and averaged over the Tws
to obtain the variation in anisotropy γ with respect to the
spatial distribution of NNs (i.e., with increasing order of NN).
The eigenvector corresponding to the smallest eigenvalue was
used here since there is a reduced probability to detect an
animal’s NNs along the direction of this eigenvector. Finally,
according to [10], for the isotropic case, the value of γ is
1/3 (i.e., no interaction) and the k value at which this occurs
is defined as the value of interaction range (i.e., the value
of kr). Thus, interactions between the reference animal with
its NNs were deemed not significant after the kthr order NNs
(i.e., isotropically distributed). In other words, the topological
distance threshold is the kr value, which is the number
of individuals deemed to be around an animal. The metric
distance is the distance to the kthr NN from the focal animal.
More details on the anisotropy factor and its derivation are
given in [10] and [11].
2) Entropy-based kr Estimation: Variability in the daily
group entropy, which is the average entropy (explained in the
next section) over all the time windows in the present study,
was computed as follows. Network graphs were generated by
increasing the NN order (i.e., k = 1, 2, · · · , N − 1) around
each animal. The increasing rate of herd entropy was examined
over the time period T , and the kr value was selected in units
of animals up to where there was no significant incremental
increase in herd entropy.
C. Network Graph-based Animal Importance to the Group
Network graphs illustrate the structural connectivity of so-
cial groups and are more complicated due to the heterogeneous
nature of social interactions (Figure 2(1)). Therefore, including
only the most relevant interactions, for instance, interactions
belong to the interaction range (i.e., within kr), would help to
simplify the network complexity and would also enhance the
quality of the structural information about animal connectivity
acquired for characterizing different social behaviors, such
Fig. 2: Illustration of the technique of computing animal
importance to a group, AIm.
as density, centrality, and communicability [12]. Such graph-
theoretic measures can be applied directly to quantify these
behaviors. Here, we follow an approach combining the network
graph entropy and weighted degree centrality to evaluate ani-
mal importance to the group (denoted as AIm). For instance,
Figure 2(1) represents the network graph (G) built by selecting
the interactions, which belong to the interaction range of each
node.
The variability in the number of interactions made by an
animal depicts its influence to the group, because the removal
of a highly interactive animal causes a substantial change
in the structural group properties (e.g., group cohesion and
connectivity). The animal importance to the group, AIm
quantifies to what extent an animal influences the group.
This can be measured as the group entropy variation caused
by the removal of that animal from the group. The entropy
(H) characterizes the structural information based on a group
level as well as on an individual animal level [16]. From a
mathematical point of view, the entropy of a random variable
X , H(X) is the expected information encoded within X [28]
and formulates as:
H(X) = E[I(X)]
where E is the expectation, and I(X) denotes the information
contained in X and is computed as: I(X) = 1P (X) , where
P (X) is the probability of X . Thus, according to the definition
of statistical expectation, H(X) can be simplified into:
H(X) = −E[P (X)] = −P (X) logP (X)
Following the entropy of a single random variable, the entropy





E[P (xi) log(P (xi))],
and this quantifies the expected information carried by the
whole system.
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To compute the entropy of the group (i.e., H(G)), a network
graph was constructed considering only the interactions among
individuals within the interactive range. Mobility of animals in
the present study was considered as random variables and the
amount of structural information attributable to each animal
represents its influence to the herd. The direct weighted degree
centrality (CW ), which is a local (i.e., individual or node
level) measure used in graph theory, was used to quantify an
individual animal’s influence on the herd. This measure reflects
to what extent an animal is directly connected with other
animals based on the weight of direct interactions [21]. There
are two types of direct interactions associated with an animal:
the interactions it initiates (i.e., outward) and the interactions
it receives from others (i.e., inward). In the present study,
the number of direct interactions was the sum of the both
inward and outward interactions. Assuming an arbitrary time
window ti, suppose the ith animal has v number of direct
interactions with weights {wj}vj=1; the weight of an interaction
was computed as the reciprocal of the distance between the pair
of interacting animals. Then weighted centrality (CW ) of the
ith animal, CW (i) was computed as CW (i) =
∑v
j=1 wj , for
i = 1, · · · , N , and then normalized (C ′W ) to compute the group
entropy, H(G) as follows. C
′
W satisfies all the conditions to


















The importance of the ith animal to the group, AIm(i),
was computed as the change in group entropy caused by the
removal of the ith animal from the group, i.e.,
AIm(i) = H(G)−H(Gi), (2)
where Gi represents the group without the ith animal. Also,
Figure 2 graphically illustrates the computation of AIm for
the node A. The importance value of each of the N animals
was computed for all time-windows and then averaged over the
time period T to obtain the importance metric for that animal.
To compare the reliability of entropy-based AIm with
the other existing measures, the AIm value of all animals
was computed using the CW , which uses only the local-
level information and the Laplacian weighted centrality (CL)
proposed in [29]. The CL of a node in a weighted network
graph (interaction strengths are given as weights) defined as
the relative drop of Laplacian energy due to deactivation of all
interactions of that animal with others in the group. The study
[29] derived an approach to compute it by using intermediate-
level connectivity information, i.e., the interactions of an
animal with first and second NNs. The CL formula is explained








W , for i = 1, 2, · · · , N,
(3)
where S(i) contains the set of 1st NNs of the ith animal







i,j is known as the number of closed 2
step interactions containing the animal i (i.e., from i to j and






is the 2 step
interactions containing the animal i as an edge vertex of the
path (i.e., i to j and j to l, where ls are the 1st NNs of entries
of the set S(i); Cm(i)W =
∑
j,l∈S(i),&j 6=lWj,iWi,l, represents
the 2 step interactions containing the animal i in the middle
of the path (i.e., j to i and then i to l).
D. Gaussian Mixture Models
In order to get an overall idea about the variation in animal
importance of a group, the joint distribution of AIm of
all members was derived using the Gaussian mixture model
(GMM) approach. This approach was based on the assumption
that the AIm of each animal has a Gaussian probability
distribution (hereafter, termed PDF). In the present study, the
PDF of the AIm of an animal represents the distribution
of AIm values collected over a period of time. GMM is a
parametric probability density function of a set of PDFs and
is computed as their weighted sum. This can also be considered
as a hybrid version of a set of PDFs, and provides not only a
smooth overall distribution, but also its components unveil the
details about the multi-model nature of the density.
Suppose the mean and covariance of a D-dimensional con-
tinuous Gaussian random variable X is µ(1×D) and Σ, respec-
















where the GMM model weights, wi’s satisfy
∑m
i=1 wi = 1
and Φ = {wi, µi, σi}, i = 1, · · · ,m, is the set of parameters
in GMM model that has to be estimated.
To estimate Φ, the iterative expectation-maximization (EM)
and maximum A-posterior estimation (MAE) techniques are
commonly used. Depending on the different characteristics of
the set of PDFs, GMM can have various forms. The covariance,
Σ, could be similar for all components in some cases, while it
is possible to use a full rank or diagonal covariance matrix. In
our evaluation, a full covariance matrix method is used and the
EM technique is used to estimate the parameters. Moreover,
the GMM model configurations depend on the available data
as well as the application. We refer to [30] for more details
about GMM.
For instance, if X1 ∼ N (µ1,Σ1), X2 ∼ N (µ2,Σ2), and
X3 ∼ N (µ3,Σ3) with D = 1, then the GMM of X1, X2, and
X3 (say X4) can be written as:
F (X4|Φ4) = w1N (µ1,Σ1) + w2N (µ2,Σ2) + w3N (µ3,Σ3),
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Fig. 3: Variation of the shape of GMM in response to the significant change of the mean of PDFs. First one for similar µs and
different σs. The second and third graphs represent the change of the shape of GMM when one PDF is shifted to the left and
right of the other PDFs two, which have similar µ and different σs, respectively.
where Φ4 = {(w1, w2, w3), µ4,Σ4} and w1 + w2 + w3 = 1.
Figure 3 represents the variation of the shape of the GMM
of three different Gaussian random variables X1, X2, and X3
(where we assume D = 1 and Σi = σi for i = 1, 2, 3) in
response to the change in their PDFs for three different cases;
1) similar means with different variances (µ1 = µ2 = µ3)
(left), 2) variance of X1, X2, and X3 are different, and X2
and X3 have similar means, but X1’s mean diverged to the
left of the mean of X2 and X3 (µ1 < µ2 = µ3) (middle), and
3) the opposite case of the second case, but the change happens
with the variable X3 instead of X1 ( µ1 = µ2 < µ3) (right).
In each case, the variance of X1, X2 and X3 are different
from each other, i.e., σ1 6= σ2 6= σ3. So, the GMM represents
a multi-model nature (in this case it is a bi-model because
there are two-packs only) mainly when the means of PDFs
are significantly different.
When considering the AIm of an arbitrary animal as a
random variable similar to X explained above with D = 1,
the PDF of the AIm of that animal can be written as






, i.e., X ∼ N (µ, σ). Then the
GMM of AIm represents the joint distribution of the AIm
of the group.
E. Geo-Location Mobility Data
Global positioning system location data of 33 (N ) cows (a
herd) were collected over a 24 h period for 5 consecutive days
(T ) at a Teagasc research dairy farm, in Moorepark, Ireland.
All cows were part of a study on robotic milking in grazing
production systems [31]. The data were partitioned into non-
overlapping time windows each of 10 min (t) duration (i.e.,
Tw = 720 windows for the entire duration). For each animal,
maximum three locations were observed in every 10 min, so
that the average location of each cow was computed within
each window. Linear interpolation was used to compute miss-
ing observations. The cows grazed different paddocks during
the 5-day period with varying distances from the milking parlor
(Figure 4). All cows visited the milking station at most twice
daily and moved to a new paddock after each milking.
Fig. 4: Heat map of the global positioning system locations of
the cows at the research farm in 5 days period; the blue dot is
the milking station.
IV. RESULTS
The applicability of the mathematical procedures is dis-
cussed by using a GPS mobility dataset of a dairy herd
explained in Section III. First, the cattle social interaction range
is derived using the dataset and it is then validated based on
the variability of network entropy. The variability of social
affiliation of dairy cattle is discussed next. Finally, the entropy-
based AIm is computed and its validity is compared with the
importance evaluated using the direct degree and Laplacian
centrality measures. MySQL database was used for efficient
data storage and access and Python software was used for data
analysis and the simulation study. More specifically, the Python
packages networkx and scikit-learn were used for building the
network graph and computing GMM models, respectively.
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(a) Anisotropy variability with nearest neighbor order (k) for the 33
dairy cows
(b) Herd entropy variation with the number of nearest neighbors for
each day (black vertical line represents the interaction range derived
from anisotropy factor (γ))
Fig. 5: Derivation of dairy cattle social interaction range (kr)
A. Interaction Range of the Pasture-based Dairy Animals
The anisotropy factor (γ) revealed a clear relationship with
the herd center velocity (V ) along the direction of the eigen-
vector. This corresponded to the smallest eigenvalue of the
average projection matrix (M
′
) (Figure 5a). The γ decayed
with increasing NN order (k) and reached 1/3 (exact value
or isotropic point) near a k value of 7. Thus, the NNs above
the 7th order NN were isotropically distributed around a focal
animal and did not strongly interact with it. Therefore, the
value of interaction range (kr) was selected as 7 (kr = 7).
In other words, the strength of the interactions of a focal cow
with the first 7 NNs was considerably higher compared to the
interactions beyond the 7th NN.
The variation in average herd entropy with the spatial
distribution of NNs over the 5 days of the study is shown
in Figure 5b. Although the herd entropy increased with the
NN order (i.e., k), it did so at a declining rate. This is because
entropy was calculated based on the weighted degree centrality,
CW . The weights of interactions reduced with the increasing
order of NN. Therefore, the contribution to the increment of
herd entropy, H(G) from the interactions with the animals
beyond the kthr NN was minimal (on average ≤ 0.01). This
indicates that the interaction range of our pasture-based dairy
cows is 7.
To be more precise about the interaction range derived
from Figure 5a, the effect of the interaction range on the
herd entropy was examined. The herd entropy characterizes
the information about the connectivity of the herd. Hence the
broader interaction range will increase the herd connectivity
and so will the herd entropy. However, the interaction strengths
weakened as the interaction range increased and consequently,
contributed to a decline in the increasing rate of herd entropy.
Therefore, the optimal interaction range (i.e., number of NNs)
which does not make any significant contribution to improve
the herd entropy should be the optimal interaction range (Fig-
ure 5b). Although having a broader interaction range brings
some disadvantages such as higher competition for food and
space and risk of falling sick [32], there are some benefits as
well, especially in graph-based SNA and also for corporate
defending against predator attacks.
B. Time-Evolving Interactions with NN Frequency Matrix
The frequency of each cow being within the interaction
range of every other cow over the 5-day period of the study is
represented in Figure 6, which can be read similar to reading a
normal square matrix. For instance, considering the cow index
(ID) 10, the corresponding row represents the frequencies of
interactivity of all other cow IDs with the cow ID 10, while
the column depicts the frequencies of interactivity of cow ID
10 with the remaining cow IDs, including itself. Since the NN
frequency matrix is not a symmetrical matrix, the entries of a
particular row were not always exactly similar to the entries of
the corresponding column. As an example, the interactivity of
the cow ID 10 to the cow ID 9 was greater than 70%, whereas
it was less than 60% for the cow ID 9 being interactive with
the cow ID 10 over the 5-day period of the study.
The variability of frequency fluctuations provided a clear
illustration of the intensity of inter-animal interactions (social
9
Fig. 6: The frequency of being individual’s interaction range
as a percentage of the total number of time-windows (i.e., 720)
over the 5 days period (the size of a time-window was 10 min
and the frequency percentages were computed as (f/720) ×
100).
affiliation) in order to identify specifically the most and least
interactive cows. In general, most of the frequency values were
below 40% (i.e., less than 30 out of 120 h), but few cow ID
pairs represented greater than 50% values in Figure 6. For
instance, the interactivities of the cow ID pairs 7-8, 13-15,
and 29-31 were between 60% and 70% and it was greater
than 80% for the cow ID pairs 22-23, 23-24, and 24-25.
Since the highly interactive cows are easily recognizable in
Figure 6, this matrix could be used to select especially the most
(or least) cohesive cows in a herd. Hence, this matrix could be
useful in characterizing herd-level behaviors such as the cows
which are at high (or low) risk of getting viral infections, the
leading disease carriers, sexually active cows, and the cows
which are highly likely to synchronize their activities. Such
information would be useful to manage herds more efficiently
in different farm operations such as maintaining optimum
animal well-being and training cows for voluntary participation
in milking. In SNA point of view, sampling animals form larger
group to form network graphs.
C. Animal Importance to the Herd
The importance (AIm) of the 33 study cows from the
weighted degree centrality and Laplacian centrality measures
(CW and CL) and herd entropy variation over the 5-day study
period are shown in Figure 7. The AIm based on the CW and
CL measures were more or less similar and fluctuated more
with greater variability compared to the herd entropy-based
AIm. The CL-based AIms were more stable than the AIm
computed using CW because the confidence limits of the CL-
based AIm were slightly tighter than the confidence limits
Fig. 7: The AIms of 33 study cows and their variability
from the direct weighted centrality (CW ), weighted Laplacian
centrality (CL), and herd entropy-based approach.
of the AIm computed using CW . On average, the confidence
limits of the herd entropy-based AIm was considerably tighter
compared to CW and CL measures based AIms. Therefore,
the stability of the AIm computed using the entropy-based
measure is greater than the other two measures.
The degree centrality is itself a measure of animal impor-
tance to the herd and can be computed mainly using the direct
and weighted degree centrality (CW ) measures. CW takes into
account the heterogeneous nature of social connectivity based
on their interaction strengths, but the direct degree centrality
assumes that all interactions have the same strength. Hence,
the CW is a commonly used reliable measure for quantifying
animal importance in SNA. Moreover, the accuracy of CW -
based AIm could even be improved by deriving the interaction
strengths (weights) from well-defined methods [21] rather than
inter-animal distance. Although CW performs well in quan-
tifying animal importance, based on local-level connectivity
information, it has been reported that the reliability of animal
importance measure could be improved further by increasing
the range of connectivity information based on the CL measure
defined by [29].
However, CL uses only the intermediate-level information
(i.e., the connectivity data of each animal associated with
the single (direct) and two-step interactions). Therefore, to
improve the robustness of AIm, the present study considered
the global-level information (i.e., herd entropy) to compute
animal importance because highly reliable AIm is necessary
for detecting animals which have significant influence, such as
dominant cows and group leaders. That is why the uncertainty
of the entropy-based AIm of the 33 study cows was consider-
ably smaller (with a narrower confidence interval) compared to
CW and CL in Figure 7. Thus, this guarantees that the entropy-
based AIm characterizes the individual cow influence to the
herd more precisely than the existing measures.
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Fig. 8: The individual PDF of AIm of normal herd animals(left) and their joint PDF (right).
V. DISCUSSION
The ‘datafication’ of modern-day dairy and other agricul-
tural production systems, through the widespread adoption of
sensors [33], facilitates the development of novel metrics and
algorithms to detect individual animals that may require par-
ticular attention. This is especially true with the proliferation
of these technologies which, because of their ever-reducing
costs are now being used on an individual animal basis. It was
our hypothesis that a greater exploitation of the data from all
individuals in a group could provide more information than
the analysis of the data relating to just a single animal in the
process of evaluating AIm. In this section, we discuss two use
cases of AIm and directions for further studies based on the
limitations and benefits of the AIm approach.
A. Animal Mobility Simulation to Identify Estrus and Sick (or
Injured) Animals
In order to demonstrate how to use AIm measure in a
real-world application, an example is illustrated regarding the
detection of sick and estrus cows in a herd. The illustration
is, however, based on the simulated mobility data (using the
pymobility Python package [34]) because the dataset used
above did not have any estrus or sick cows and was too small,
and was collected only over a short period of time.
In the simulation study, the behavior of sick and estrus cows
was compared to normal contemporaries in a herd based on
their variability in the AIm metric. Two steps were taken in
carrying out the simulation study. First, the mobility patterns
of the sick and estrus cows relative to the normal cows (i.e.,
non-estrus and healthy) were simulated separately over a time
period by using a random-way-point mobility pattern [34]. This
approach is commonly used to simulate animal movements
within a given region, depending on their velocity and waiting
time (time spent at a position before making the next random
movement). Therefore, variability in the characteristics of
walking area, speed and waiting time were considered as the
signs (parameters) in simulating mobility of sick (and estrus)
cows. Second, to represent the variability in AIm, the PDF
of AIm was computed for each sick animal, each animal in
estrus, and each normal animal. Also, to illustrate the group-
level variation of AIm of sick and estrus herds with respect
to normal herds, the joint PDF of the individual PDF were
derived.
Three herds (i.e., normal, sick, and estrus animals) each
with 40 cows were simulated separately within a 60 × 30m
(rectangular paddocks are preferred with 2:1 width and depth
ratio1) paddock over 1500 time windows (∼10 days). In sick
and estrus herds, 35 of the cows were assumed to be normal
and the rest were assumed to be either sick or in estrus. In
this simulation, we did not consider sick and estrus animals
together in the same herd. This is because there might be a
cow in both conditions and it might be difficult to differentiate
between such conditions in the same animal.
According to the literature, the average cow speed is 2-3
km/hour and it can be increased up to 4.5 km/hour in properly
maintained farms. However, these ranges are affected by many
factors such as paddock and track design, weather conditions,
and distractions 1 2. In optimal conditions, cows lie down
generally for 14 hours per day (≈ 30min/hour) and on average,
a normal cow gets up 16 times a day. The resting time varies
for many reasons such as age, heat cycle, health, weather, herd







(a) The intensity of interactivity of cows in estrus (IDs 20-24)
with the non-estrus animals.
(b) The individual PDF of AIm of the estrus animals with their normal herd
animal (left) and their joint PDF (right).
Fig. 9: The variation of social affiliation and importance of the estrus and normal cows.
the simulation study, cow velocity and the waiting time at a
position were assumed to vary uniformly in the ranges of 0.0 -
3 km/hour and 0 - 30 min/hour, respectively. Also, we assumed
that normal cows move over the entire paddock at their own
peace.
As sick cows move slowly and take more time to make the
next move, they have long resting (waiting and lying) time.
Therefore, to simulate the mobility pattern of a sick cow, the
region covered and the velocity range were reduced by half and
the waiting time was doubled compared to a normal animal.
This procedure was repeated for all time windows and the
PDFs of AIm for each animal were quantified. The same
process was followed for the herd with cows in estrus by
changing the mobility pattern of cows in estrus; since the level
of activity intensifies when cows are in estrus [35], the velocity
range was doubled and the waiting time was halved. These
cows were allowed to move in the entire paddock the same as
the normal cows in each iteration.
1) Normal Herd : Figure 8 represents the PDF of AIm
of individual animals (left) and their joint PDF (right). In
general, all PDFs are distributed around a common mean
(approximately 0.025) with different shapes (variances). The
corresponding mixture (joint) PDF represents the overall dis-
tribution of AIm of the herd and does not indicate any multi-
model nature as there is only one peak similar to the theoretical
example explained (first case) in Figure 3. Therefore, any
deviation from this behavior would be an early indication of
herd approaching to an unusual behavior and thus needing
attention. The next two sections illustrate the nature of such
deviation when there are sick and estrus animals in the herd.
2) Identifying Cows Approaching or in Estrus: Figure 9a
and 9b present the simulated outcomes of the variability
in interactivity and AIm (as PDFs) of a mixture of estrus
and non-estrus cows, respectively. In general, the intensity of
interactivity between the non-estrus cows ranged between 30-
50 % (IDs 20-24 represent the estrus cows; Figure 9a) and, on
average, the intensity of interactivity among only the cows in
estrus was greater than 70%, but was less than 10% between
the estrus and non-estrus cows (columns of the estrus cows;
Figure 9a). On the other hand, the intensity of interactivity
of normal cows to the estrus cows (rows of the estrus cows)
was less than 30% (Figure 9a). The mean values of the PDFs
of non-estrus cows were approximately similar (i.e., the PDFs
distributed around a similar mean value), but their variance
were different (Figure 9b).
The PDFs of the estrus cows were shifted towards the right
of the PDFs of the normal cows and denser (i.e., less variance,
high kurtosis) than normal cows. Consequently, the joint of
these PDFs represents a bi-model behavior as there are two
peaks in the distribution. In comparison to the GMM of normal
herd given in Figure 8, the GMM is expanded towards the right
with a peak value. This is due to the cows in estrus having
higher AIm and validates the theoretical illustration (case 3)
given in Figure 3.
The mobility patterns of the sexually active cows are gen-
erally different from the normal cows due to their greater
tendency to join groups of cows that are also in estrus, and thus
have less resting time, as well as ending up walking together.
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(a) The intensity of interactivity of sick cows (IDs 20-24) cows
with healthy cows.
(b) The individual PDF of AIm of the sick animals with their normal herd
animals (left) and their joint PDF (right).
Fig. 10: The variation of social affiliation and importance of the sick and healthy cows.
Consequently, the measured interactivity among cows in estrus
is greater than the interactivity between cows in estrus and non-
estrus. Hence, the simulated intensity of interactivity between
the cows in estrus was greater compared to the intensity of
interactivity between estrus and normal cows in Figure 9a.
Consequently, cows in estrus become the most important (i.e.,
highly cohesive) members of the herd more frequently than
normal cows. As a result, less variance and higher mean of
their AIm is detected. Therefore, the PDFs of AIm of cows in
estrus become more dense compared to that of the normal cows
(Figure 9b) and also, the joint PDF of AIms is more expanded
towards the right compared to normal the herd (Figure 8).
The failure of detecting cows in estrus in herds not adopting
fixed-time artificial insemination has negative repercussions
for farm profit owing to extended calving intervals as well as
possibly the cost of semen inseminated at the incorrect time
of the estrus cycle [33]. [36] noted that herd behavior should
be closely monitored as some of the well-documented signs
of estrus may not exclusively be exhibited by the cows in
estrus. Among the different herd behaviors which have been
categorized as primary and secondary signs of estrus [37],
observing the change of cow mobility patterns can be useful
as a behavioral sign for generating early alerts about the cows
approaching or in estrus. Therefore, the matrix A and AIm
can be used in detecting early estrus signs.
3) Identifying Sick or Injured Cows: Figure 10a depicts the
variability of intensity of interactivity for a mixture of sick and
normal cows. The variability in the intensity of interactivity of
sick cows (20-24 rows and columns) is clearly highlighted in
Figure 10a evident. The intensity of interactivity of sick cows
with the herd was below 40%, while among the sick cows it
was greater than 80%. The PDFs of the sick animals shifted
towards the left of the mean value of the PDFs of normal cows
(Figure 10b), and also their mean values were different to the
mean values of the PDFs of normal cows. As a result, the
overall distribution of the AIm of the herd is expanded to the
left side with a peak, i.e., bi-model behavior with left tailed
distribution.
Due to the fact that sick cows are reluctant, or have difficulty
in moving, they might not always be able to follow the herd.
They may become isolated from the herd or lag behind the
herd. Consequently, their mobility patterns may be different
(or diverge) from their peers in the herd. This divergence can
therefore be easily used to differentiate those animals. In SNA,
this divergence of mobility can be accounted for as a decline
in their interactivity with the herd. Hence, highly interactive
cows will generally not be the sick cows. Also, they will have
fewer chances of being as highly interactive members to other
herd mates. So, the intensity of interactivity of sick cows with
the herd generally becomes low (below 30% in Figure 10a).
Moreover, sick cows may gather as a sub-group, so that
they are counted as being highly interactive with each other
while computing the NN frequencies. That is why Figure 10a
represents the greater intensity of interactivity (greater than
80%) values for sick cows. But in practice, this does not
imply that they are exclusively associated to each other. As
sick cows experience different mobility patterns and are less
interactive within the herd over time, their AIm becomes
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(a) Herd entropy
(b) Sick herd (c) Estrus herd
Fig. 11: The herd entropy variation with the sick and estrus animals accounted as a percentage of herd size (a) and corresponding
variation of GMM for the sick (b) and estrus (c) herds.
less and varies more compared to normal cows because AIm
depends on the number of interactions and their weight. Hence,
the mean values of their PDFs of AIm were less and different
to the healthy cows in Figure 10b. Consequently, the joint PDF
of AIm is expanded more towards the left compared to the
normal herd joint PDF given in Figure 3. This validates the
theoretical concept explained under the case 2 in Figure 3.
Early detection of health-related ailments is extremely im-
portant to prevent erosion of herd profit, but also to minimize
the impact on animal welfare. In the early attempts of animal
health assessment studies, animal mobility was commonly used
to identify animal health issues [38]. Moreover, [39] stated
that automatically recording mobility behaviors facilitates the
derivation of valuable of animal health alerts. Apart from the
cow mobility pattern analysis, lying and standing behaviors
[40], body temperature and visual signs [40], and variation
in hunger [41] have also been used to evaluate animal health
status.
4) Herd Behavior with Increasing Sick and Estrus Animals:
To explore the herd behavior as more animals become sick in
the herd, under the same settings, individual AIm and herd
entropy were computed by varying the number of sick animals
as a percentage of the herd (0% to 70% prevalence within the
herd). To represent variability in AIm and herd entropy, the
95% confidence limits were also computed. It was assumed
to remain that animals falling sick were sick for the rest of
the simulation process. The same procedure was repeated with
increasing number of estrus animals in the herd. As cows are
in estrus for only a few hours, we did not however assume
that estrus animals stay remain in estrus for the rest of the
simulation.
The variability in average herd entropy with increasing
number of sick and estrus animals (as a percentage of herd
size) in the simulated herd is shown in Figure 11(a). The
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herd entropy of the normal herd (i.e., 0% sick or estrus cows)
was 3.58 ± 0.13. As the sickness spread in the herd, the
average herd entropy decreased and the associated confidence
interval widened. With increasing number of estrus cows, the
herd entropy slightly increased compared to the normal herd
entropy, the confidence limits of the herd entropy varied within
the confidence limits observed for the normal herd and also
became narrower. Furthermore, as a consequence of increasing
the number of cows in estrus in the herd, there will be many
high importance animals. Therefore, the variability in herd
entropy will be smaller (i.e., more stable) and so will the
individual AIm. This is the reason for obtaining narrower
confidence interval for the herd entropy as more cows came to
estrus in Figure 11(a). Hence, examining the variability in herd
entropy and individual AIm over a period of time can also be
used to generate early alerts about the cows in or approaching
estrus.
Figures 11(b) and 11(c) depict the variability in GMM of
AIm as the number of sick and estrus animals increased in
the herd, respectively. When the prevalence of sick animals in
the herd increased, the GMM spread widely towards the left
of the mean of the normal herd (0% sick animals) and also,
the bi-model nature became more apparent. Similarly, when
more animal come to estrus, the GMM represented a tendency
of spreading towards the right from the mean of the non-
estrus case (0% case). The possibility of dividing the herd into
sub-groups is increasing with increasing sick/estrus animals
in the herd. That is why the multi-model nature of GMM
is increasing in both Figures 11(b) and 11(c). Moreover, the
disperse (uncertainty) of GMMs is higher with the prevalence
of sickness in the herd than the increment of cows in estrus.
Therefore, exploring the most prominent features in the NN
frequency matrix and the variability (or deviations) in herd
entropy, individual PDF of AIm, as well as the GMM of AIm
over a time scale, can be used to detect the presence of sick
cows which may require closer attention.
B. Directions for Future Studies
The AIm cannot, however, capture time-variant properties
of dynamic networks because CW used to derive AIm and
most of the other graph-theoretic measures have been defined
for static graphs [40], [18]. So, novel measures for dynamic
network graphs are highly desirable in social network analysis.
Moreover, animal interactions are heterogeneous in nature, and
also there are various factors which influence the generating
strong interactions such as gender, age, and parental attraction.
So, computing interaction weights by taking into account such
factors would definitely contribute to capture more precise
social behavioral characteristics. Moreover, taking into consid-
eration more mobility parameters such as the probability for
deciding the next movement direction and using the current
location information when deciding the next location, would
help to simulate more realistic mobility data and so would the
social behaviors.
In modern-day data analytic applications, interoperability
of heterogeneous datasets collected across a geographically
distributed data source is one of the critical issues. The reason
for that is most of the technologies currently in use, notably
in agri-sector, operate in isolation as they are incapable of
communicating with each other. Consequently, the importance
of collected data from those technologies is significantly
under-utilized. To make full use of such data, it is necessary
to explore the inter-relationships between such datasets to
conduct a more comprehensive analysis. The use of AIm
facilitates incorporating location-based mobility behaviors with
a variety of other information sources. For instance, exploring
the impact of cow mobility on milk and pasture quality,
feed intake, and nutrient deficiencies. Therefore, exploring
the interrelationship of AIm with other farming variables
would be another exciting extension of the present study that
would help alleviating the barriers of performing cooperative
analytics with heterogeneous datasets.
Additionally, AIm evaluating process could also be used in
other applications such as wireless sensor network (WSN) and
distributed data analytic platforms, which are currently used in
real-time decision making. In such applications, optimizing the
computational, communication, and energy requirements are
critical in order to improve the responsiveness and timeliness
of the system. In this case, identifying least and highest AIm
nodes can make significant contribution. For instance, while
the high AIm nodes are vital in selecting nodes (gateways)
to improve the effectiveness of data communication in the
network, least AIm nodes would be the best nodes for
offloading computations and sharing resource requirements.
Moreover, in federated learning, which is a distributed machine
learning framework, a machine learning model is trained across
a large number of data sources, and the model updates are
aggregated at a coordinating unit to compute the final model
updates. Those updates are then sent back to each data source
to make inferences. So, the AIm metric can be used to select
the coordinating unit as the data source which has the highest
AIm as such a node can effectively communicate with other
data sources. Therefore, the responsiveness of the learning
system can effectively be increased, optimizing the resource
consumption.
VI. CONCLUSIONS
The NN-based graph analytic techniques were used in the
present study to evaluate animal importance to the group,
combining animal- and group-level information. Meanwhile,
animal interaction range and NN frequency matrix were de-
rived to support the AIm evaluation process. Based on the
observations from the cow sample population in the present
study, the most common interaction range of grazing dairy
cows is 7 and the NN-frequency matrix gives an overview
regarding the social affiliation of animals in the herd. The
AIm metric derived based on the herd entropy variation to
quantify AIm performed well compared to the already existing
AIm measures, which are based on the degree and Laplacian
centrality measures. Using simulated data, the intensity of
cohesion in cows in estrus was greater among themselves
than their cohesion to the herd. The sick cows demonstrated
considerably less intensity of cohesion to the herd than healthy
cows and that was even smaller compared to the cows in estrus.
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The PDFs of cows in estrus were shifted to the right of the
mean of the PDFs of non-estrus cows, which exhibited nearly
a similar mean, but differences existed in their variances. Also,
cows in estrus had smaller variances (i.e., more dense PDFs)
than their non-estrus contemporaries. The mean values of the
PDFs of sick cows were not comparable to each other and were
less than the healthy cows. Moreover, while the joint PDF of
AIm in sick herd represented a bi-model nature and expanded
towards the left compared to the joint PDF of AIm of a healthy
herd. The joint PDF of on estrus herd showed completely an
opposite behavior to the sick herd. Results from this study
therefore suggests that the NN frequency matrix and entropy-
based animal importance metric can be used to generate early
alerts about the deviations of their social behaviors and then
to derive useful information.
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