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Abstract
We consider the Maxwell–Cattaneo system of equations for generalized heat conduction where the
temperature and heat flux satisfy a nonstandard auxiliary condition which prescribes a combination
of their values initially and at a later time. We obtain L2 bounds for the temperature and heat flux
by means of Lagrange identities. These bounds extend the range of validity for the parameter in the
nonstandard condition under a constraint on the coefficients in the differential equations.
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1. Introduction
It is well known that the initial-boundary value problem for the backward heat equation
under Dirichlet conditions is not well-posed or, equivalently, that the final time problem for
the (forward) heat equation is not well-posed. Several authors have perturbed the differen-
tial equation in order to stabilize this ill-posed problem (see, e.g., [7,8]). In [13], Showalter
introduced a perturbation of the initial condition as a means of stabilizing the problem and
the well-posedness of this problem was proved by Clark and Oppenheimer in [6]. In ad-
dition, Ames and Payne [1] determined a continuous dependence result for the well-posed
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326 L.E. Payne et al. / J. Math. Anal. Appl. 298 (2004) 325–340problem suggested by Showalter. A different type of perturbation of the initial condition
for stabilizing ill-posed problems was introduced in [4].
Here we study the Maxwell–Cattaneo system of equations for generalized heat con-
duction as derived in [9] when the temperature and heat flux are subject to an auxiliary
condition which prescribes a combination of their values initially and at a later time T .
This nonstandard condition has the form
αv(x,0) + v(x,T ) = g(x),
and leads to an ill-posed problem when α = 0. We are interested in determining a range of
values for the parameter α for which the problem is well-posed and obtaining L2 bounds
for the temperature and the heat flux. Various nonstandard problems of this kind have been
studied in a series of papers recently (see [2,3,10,11]).
We are concerned with the system of equations which relate the temperature θ and the
heat flux ui , i = 1,2,3, given by
τui,t = −ui − κθ,i + µ∆ui + νuj,ji , (1.1)
σθ,t = −uj,j , (1.2)
where τ , κ , µ, ν, and σ are positive constants and ∆ denotes the Laplace operator. We have
used a comma to indicate partial differentiation and the summation convention of summing
over repeated indices i , j , and/or k from 1 to 3. We assume that the problem is defined on
a bounded domain Ω in R3 and that on the boundary ∂Ω ,
εijkujnk = 0, θ = 0, t ∈ [0, T ], (1.3)
where εijk is the permutation symbol and nk is the kth component of the unit normal vector
on ∂Ω . To offset the ill-posedness when the temperature and heat flux are prescribed at
time T , we ask that for x ∈ Ω ,
θ(x,T ) + αθ(x,0) = g(x), ui(x, T ) + αui(x,0) = fi(x) (1.4)
for some constant α. In [11], the authors studied the problem (1.1)–(1.4) and obtained L2
decay bounds for the temperature and heat flux for all values of α outside an excluded
subinterval of (−1,1). Our aim here is to overcome this restriction on α and obtain bounds
which are valid for α > 0 and α < 0 by using a Lagrange identity approach. Condition
(1.4) will be used to deal with the case α > 0 and different conditions which imply those
of type (1.4), but are more restrictive, will be used with the case α < 0. Rather than seek
the sharpest bounds and attempting to determine the largest range of admissible values of
α obtainable by the new method, we content ourselves with covering that range of values
excluded in the previous work.
To this end, we take the divergence of (1.1) and eliminate the heat flux terms. This
results in the following initial-boundary value problem for the temperature θ :
τθ,t t + θ,t − κσ−1∆θ − (µ + ν)∆θ,t = 0 in Ω × (0, T ), (1.5)
θ = 0 on ∂Ω × [0, T ], (1.6)
θ(x,T ) + αθ(x,0) = g(x) in Ω¯, (1.7)
θ,t (x, T ) + αθ,t (x,0) = h(x) in Ω¯, (1.8)
where h = −σ−1fj,j . For compatibility, we assume that g vanishes on ∂Ω .
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tion 3 when α > 0. Bounds for the respective expressions when α < 0 are presented in
Sections 4 and 5. In a concluding section, we indicate how sharper exponentially decaying
bounds can be obtained for the temperature when α > 0 by means of a differential inequal-
ity and remark on the reasonableness of a restriction which is imposed on the parameters
in the differential equation (1.5).
2. Temperature bound, α > 0
In this section we consider the initial-boundary value problem (1.5)–(1.8) for the tem-
perature function θ and seek an L2 bound for θ which is valid when α is between 0 and 1.
For convenience, we let
a = τ
µ + ν , b =
1
µ + ν , c =
κ
σ(µ + ν) , d = b − ac, (2.1)
and assume that d > 0, which requires that
σ(µ + ν) − κτ > 0 (2.2)
be a constraint on the parameters in (1.5). The reasonableness of (2.2) will be discussed in
Section 6.
We begin by defining
ϕ(x, t) = θ,t (x, t) + cθ(x, t) (2.3)
and noting that, by (1.5),
∆ϕ = ∆θ,t + c∆θ = aθ,t t + bθ,t . (2.4)
Since
ϕ,t = θ,t t + cθ,t ,
we also have
∆ϕ = aϕ,t + dθ,t . (2.5)
We now follow the Brun method [5] and form a Lagrange identity which will allow us
to extend the range of α to all positive values (compare with [11]). We let
ϕ˜(x, η) = ϕ(x,2t − η), θ˜ (x, η) = θ(x,2t − η), (2.6)
and note that
∆ϕ˜(x, η) = ∆ϕ(x,2t − η) = −aϕ˜,η − dθ˜,η.
Then, by (2.5) and (2.6), we have the identity
t∫ ∫ {
ϕ˜[aϕ,η − ∆ϕ + dθ,η] + ϕ[aϕ˜,η +∆ϕ˜ + dθ˜,η]
}
dx dη = 0,0 Ω
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t∫
0
∫
Ω
[
a(ϕ˜ϕ),η + d(ϕ˜θ,η + ϕθ˜,η)
]
dx dη = 0. (2.7)
Since
t∫
0
∫
Ω
[ϕ˜θ,η + ϕθ˜,η]dx dη =
t∫
0
∫
Ω
{[θ˜,η + cθ˜]θ,η + [θ,η + cθ ]θ˜,η}dx dη
= c
∫
Ω
[
θ2(x, t) − θ(x,2t)θ(x,0)]dx
and
t∫
0
∫
Ω
a(ϕ˜ϕ),η dx dη = a
∫
Ω
[
ϕ2(x, t) − ϕ(x,2t)ϕ(x,0)]dx,
we define
Ψ (t) = a
∫
Ω
ϕ2(x, t) dx + cd
∫
Ω
θ2(x, t) dx (2.8)
and note that
Ψ (t) = a
∫
Ω
ϕ(x,2t)ϕ(x,0) dx + cd
∫
Ω
θ(x,2t)θ(x,0) dx (2.9)
as a consequence of (2.7).
We now compute
dΨ
dt
= 2a
∫
Ω
ϕϕ,t dx + 2cd
∫
Ω
θθ,t dx
= 2
∫
Ω
ϕ∆ϕ dx − 2d
∫
Ω
ϕθ,t dx + 2cd
∫
Ω
θθ,t dx
= −2
∫
Ω
ϕ,iϕ,i dx − 2d
∫
Ω
(θ,t )
2 dx (2.10)
by (2.3) and (2.5) and deduce that Ψ (t) is nonincreasing on the interval [0, T ]. Hence, we
have
Ψ (T ) Ψ (T/2), Ψ (t) Ψ (0), 0 t  T . (2.11)
In order to obtain a bound for Ψ (0), we use (2.8) and (2.9) along with (1.7) and (1.8) to
write
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∫
Ω
ϕ2(x, T ) dx + cd
∫
Ω
θ2(x, T ) dx
= a
∫
Ω
[
(h + cg) − αϕ(x,0)]2 dx + cd ∫
Ω
[
g − αθ(x,0)]2 dx
= α2Ψ (0)+ a
∫
Ω
(h + cg)2 dx − 2aα
∫
Ω
(h + cg)ϕ(x,0) dx
+ cd
∫
Ω
g2 dx − 2cdα
∫
Ω
gθ(x,0) dx (2.12)
and
Ψ (T/2) = a
∫
Ω
ϕ(x,T )ϕ(x,0) dx + cd
∫
Ω
θ(x,T )θ(x,0) dx
= a
∫
Ω
[
(h + cg) − αϕ(x,0)]ϕ(x,0) dx + cd ∫
Ω
[
g − αθ(x,0)]θ(x,0) dx
= −αΨ (0) + a
∫
Ω
(h + cg)ϕ(x,0) dx + cd
∫
Ω
gθ(x,0) dx.
Now by (2.11) and the Schwarz inequality, we have
(α2 + α)Ψ (0) + a
∫
Ω
(h + cg)2 dx + cd
∫
Ω
g2 dx
 (2α + 1)
[
a
∫
Ω
(h + cg)ϕ(x,0) dx + cd
∫
Ω
gθ(x,0) dx
]
 |2α + 1|
[
a
∫
Ω
(h + cg)2 dx + cd
∫
Ω
g2 dx
]1/2
×
[
a
∫
Ω
ϕ2(x,0) dx + cd
∫
Ω
θ2(x,0) dx
]1/2
,
and letting
K1 = a
∫
Ω
(h + cg)2 dx + cd
∫
Ω
g2 dx, (2.13)
we obtain the quadratic inequality
(α2 + α)Ψ (0) − |2α + 1|K1/21 Ψ (0)1/2 + K1  0. (2.14)
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Ψ (0)1/2  (|2α + 1| + 1)
2
(
α2 + α) K1/21
provided that
α2 + α > 0, (2.15)
i.e., for α > 0 or α < −1. Consequently, we have
Ψ (0)
( |2α + 1| + 1
2(α2 + α)
)2
K1 (2.16)
and from (2.11) that
Ψ (t)
( |2α + 1| + 1
2[α2 + α]
)2
K1, 0 t  T , (2.17)
provided (2.15) holds. We summarize the above result in the following theorem.
Theorem 1. If θ(x, t) is a classical solution of the problem (1.5)–(1.8) where (2.2) holds,
then Ψ (t) defined by (2.8) is bounded by (2.17) provided α2 + α > 0.
We note that in the case α > 0, we obtain the simpler bound
Ψ (t) 1
α2
K1, 0 t  T , (2.18)
from which we deduce the L2 bound for the temperature, namely,
cd
∫
Ω
θ2(x, t) dx  1
α2
K1, 0 t  T , (2.19)
where K1 is the data term given by (2.13). In particular, (2.19) is valid for α ∈ (0,1) which
removes part of the exclusion which occurred in [11].
3. Heat flux bound, α > 0
Here we seek a bound for the energy expression
E(t) = τ
∫
Ω
ui(x, t)ui(x, t) dx, (3.1)
where the ui and θ satisfy the generalized heat conduction problem (1.1)–(1.4). We again
are interested in determining a range of validity for the parameter α in (1.4) which will
extend the result for E(t) in [11] to include α ∈ (0,1).
We follow [12] and let
u˜i(x, η) = ui(x,2t − η), θ˜ (x, η) = θ(x,2t − η),
in order to write the Lagrange identity
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0
∫
Ω
{
u˜i
[
τui,η + ui + κθ,i − µ(ui,j − uj,i ),j − (µ + ν)uj,ji
]− κθ˜(σθ,η + ui,i )
+ ui
[
τ u˜i,η − u˜i − κθ˜,i + µ(u˜i,j − u˜j,i ),j + (µ + ν)u˜j,j i
]
− κθ(σ θ˜,η − u˜i,i )
}
dx dη = 0.
On integrating by parts and using (1.3), we obtain the equation
t∫
0
∫
Ω
[
τ (uiu˜i ),η − κσ(θ θ˜),η
]
dx dη = 0,
from which it follows that∫
Ω
[
τui(t)ui(t) − κσθ2(t)
]
dx =
∫
Ω
[
τui(0)ui(2t) − κσθ(0)θ(2t)
]
dx, (3.2)
where we have suppressed the spatial dependence.
We now define
Φ(t) = τ
∫
Ω
ui(t)ui(t) dx + κσ
∫
Ω
θ2(t) dx (3.3)
and note that
dΦ
dt
= τ
∫
Ω
2uiui,t dx + κσ
∫
Ω
2θθ,t dx
= 2
∫
Ω
ui
[−ui − κθ,i + µ(ui,j − uj,i),j + (µ + ν)uj,ji]dx
+ 2κ
∫
Ω
θ(−ui,i ) dx
= −2
∫
Ω
uiui dx − 2µ
∫
Ω
(ui,j − uj,i)ui,j dx − 2(µ+ ν)
∫
Ω
(uj,j )
2 dx
by integrating by parts and using the fact that ui,i = 0 on ∂Ω . Consequently, Φ(t) is non-
increasing and we have
Φ(T )Φ (T/2) , Φ(t)Φ(0), 0 t  T . (3.4)
From the second inequality in (3.4), we see that
E(t) + κσ
∫
Ω
θ2(t) dx E(0) + κσ
∫
Ω
θ2(0) dx, (3.5)
and we need only find a suitable bound for E(0) to complete the bound for E(t).
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E(T ) + κσ
∫
Ω
θ2(T ) dx E (T/2) + κσ
∫
Ω
θ2 (T /2) dx.
Now by (3.2) and (1.4), we have
τ
∫
Ω
[
fi − αui(0)
][
fi − αui(0)
]
dx + κσ
∫
Ω
θ2(T ) dx
 2κσ
∫
Ω
θ2(T /2) dx + τ
∫
Ω
ui(0)
[
fi − αui(0)
]
dx − κσ
∫
Ω
θ(0)θ(T ) dx
and on expanding and collecting terms and using the arithmetic–geometric mean inequality
(A–G inequality) on the last term, we obtain
(α2 + α)E(0) + τ
∫
Ω
fifi dx
 2κσ
∫
Ω
θ2 (T /2) dx + κσ
4
∫
Ω
θ2(0) dx + (2α + 1)τ
∫
Ω
fiui(0) dx. (3.6)
For convenience, we let
F = τ
∫
Ω
fifi dx, K2(α) = 94
κσ
cd
( |2α + 1| + 1
2(α2 + α)
)2
K1, (3.7)
and use the Schwarz inequality to obtain the quadratic inequality
(α2 + α)E(0) − |2α + 1|F 1/2E(0)1/2 + F −K2(α) 0. (3.8)
It follows that
E(0)1/2 
[ |2α + 1| + 1
2(α2 + α)
]
F 1/2 +
(
K2(α)
α2 + α
)1/2
,
where we have used the fact
√
δ + ε √δ + √ε for positive δ and ε. Hence, we have
E(0)
[ |2α + 1| + 1
2(α2 + α) F
1/2 +
(
K2(α)
α2 + α
)1/2 ]2
, (3.9)
provided
α2 + α > 0,
and can state the following theorem by means of (3.5).
Theorem 2. If θ(x, t) and ui(x, t), i = 1,2,3, are classical solutions of the problem (1.1)–
(1.4) where (2.2) holds, then the L2 integral of the heat flux, E(t), is bounded by
E(t)
[ |2α + 1| + 1
2(α2 + α) F
1/2 +
(
K2(α)
α2 + α
)1/2 ]2
+ 4
9
K2(α), 0 t  T , (3.10)
where F and K2(α) are given by (3.7), provided that α2 + α > 0.
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E(t) 1
α2
{[
F 1/2 + 3
2
(
K˜2
α2 + α
)1/2 ]2
+ K˜2
}
,
where K˜2 = κσK1/cd , and that the restriction on α in this section is the same as in Sec-
tion 2. Although we have extended the range of values for α to allow α > 0, we remark
that the interval of excluded negative values is slightly larger than in [11]. We shall address
that matter in the next two sections.
4. Temperature bound, α < 0
In [11], the authors determined an L2 bound for the temperature function θ in (1.5)–
(1.8) which was valid for α2 > e−2kt , where k is a positive constant depending on the
parameters in (1.5). Thus, as in Section 2, there is a gap of negative values for α for which
we have not determined a bound for the temperature. Here we aim to “fill the gap” in the
negative range by assuming that θ satisfies
γ
T∫
0
e−γ (T−η)θ(x, η) dη = g¯(x, γ ), (4.1)
γ
T∫
0
e−γ (T−η)θ,η(x, η) dη = h¯(x, γ ), (4.2)
for any γ = 0, where g¯(x, γ ) → g(x) and h¯(x, γ ) → h(x) as γ → ∞ so that (4.1) leads
to θ(x,T ) = g(x) and (4.2) leads to θ,t (x, T ) = h(x). The latter equations correspond to
α = 0 in (1.7) and (1.8). Thus, for large γ , we may think of conditions (4.1) and (4.2) as
another possible way of stabilizing the ill-posed final value problem. Such conditions have
been introduced for stabilizing ill-posed problems in [4]. Under the assumptions (4.1) and
(4.2), we now derive analogs for (1.7) and (1.8) when α < 0.
We first integrate (4.2) by parts to obtain
θ(x,T ) − e−γ T θ(x,0) = h¯
γ
+ g¯ = G(x,γ ). (4.3)
Now taking the Laplacian of (4.1) and (4.2) and adding, we have by (2.4) that
γ
T∫
0
e−γ (T−η)[aθ,ηη + bθ,η]dη = ∆h¯ + c∆g¯.
On integrating the first term in the bracket by parts, we then have
θ,η(x, T ) − e−γ T θ,η(x,0) = 1
aγ
[
∆h¯ + c∆g¯ + (aγ − b)h¯]= H(x,γ ). (4.4)
It should be emphasized that (4.1), (4.2) imply (4.3), (4.4) but not vice versa. As we shall
see, the problem under conditions (4.1) and (4.2) is well-posed for γ ∈ (0,∞) or, setting
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which are implied by (4.1) and (4.2), we may have nonuniqueness for α in a subinterval
of (−1,0). This will be illustrated in Section 6. We now determine an L2 bound for the
temperature under the assumption that θ satisfies (4.1) and (4.2).
For Ψ defined by (2.8) and satisfying
Ψ (T ) Ψ (t/2), 0 t  T ,
we can write by (2.9)
Ψ (T ) a
∫
Ω
ϕ(x, t)ϕ(x,0) dx + cd
∫
Ω
θ(x, t)θ(x,0) dx. (4.5)
We shall assume γ > 0 since we are interested in γ → ∞. Now by (2.3), multiplication of
(4.5) by e−γ (T−t ), and integration over [0, T ], we obtain
(1 − e−γ T )Ψ (T ) a
∫
Ω
ϕ(x,0)[h¯+ cg¯]dx + cd
∫
Ω
θ(x,0)g¯ dx
K3Ψ (0)1/2, (4.6)
where
K3 =
(
a
∫
Ω
(h¯ + cg¯)2 dx + cd
∫
Ω
g¯2 dx
)1/2
, (4.7)
and we have used Schwarz’s inequality. As in the derivation of (2.12), we have
α¯2Ψ (0)+ a
∫
Ω
(H + cG)2 dx + cd
∫
Ω
G2 dx
= Ψ (T ) − 2α¯a
∫
Ω
(H + cG)ϕ(0) dx − 2α¯cd
∫
Ω
Gθ(0) dx, (4.8)
where α¯ = e−γ T and G and H are defined in (4.3) and (4.4), respectively. Now using (4.6)
in (4.8), it follows by the Schwarz inequality that
α¯2Ψ (0) 1
1 − α¯K3Ψ (0)
1/2 + 2α¯K4Ψ (0)1/2, (4.9)
where
K4 =
(
a
∫
Ω
(H + cG)2 dx + cd
∫
Ω
G2 dx
)1/2
. (4.10)
Hence, since
Ψ (0) 14
(
K3 + 2α¯K4
)2
,
α¯ 1 − α¯
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Ψ (t) 1
α¯4
(
K3
1 − α¯ + 2α¯K4
)2
, 0 t  T , (4.11)
from which it follows that
cd
∫
Ω
θ2(x, t)dx  1
α¯4
(
K3
1 − α¯ + 2α¯K4
)2
, 0 t  T , (4.12)
when θ satisfies (4.1) and (4.2) and α¯ = e−γ T . We record this result in the following
theorem.
Theorem 3. If θ(x, t) is a classical solution of (1.5)–(1.8) satisfying (4.1) and (4.2), and
(2.2) holds, then if we set −e−γ T = α it follows that for α ∈ (−1,0) the quantity Ψ (t)
defined by (2.8) is bounded by (4.11), where K3 and K4 are given by (4.7) and (4.10).
Clearly, (4.12) gives an L2 bound for the temperature θ in this case. For convenience,
we shall denote this bound by∫
Ω
θ2(x, t) dx K5, (4.13)
where
K5 = 1
cdα¯4
(
K3
1 − α¯ + 2α¯K4
)2
(4.14)
is dependent on T as well as data.
5. Heat flux bound, α < 0
As in the previous section, we now want to obtain a bound for the heat flux which will
be valid for α < 0 in order to overcome the constraint we encountered in Section 3. We
again impose a restriction on the heat flux to accomplish the extension of values for α,
namely,
γ
T∫
0
e−γ (T−η)ui(x, η) dη = f¯i (x, γ ), (5.1)
where f¯i (x, γ ) → fi(x) as γ → ∞.
We first show that (5.1) leads to the nonstandard auxiliary condition where the parameter
α is negative. Using (1.1) in (5.1) and integrating by parts, we can write
−τ [ui(x,T ) − e−γ T ui(x,0)]+ τ f¯i − κ
T∫
e−γ (T−η)θ,i dη + u
γ
∆f¯i0
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T∫
0
e−γ (T−η)σθ,iη dη = f¯i
γ
,
from which it follows that
ui(x,T ) − e−γ T ui(x,0) = Fi(x), (5.2)
where
Fi = 1
τγ
{
(τγ − 1)f¯i + µ∆f¯i − κg¯,i − νσ h¯,i
}
. (5.3)
We note that for α = −e−γ T , we have α → 0− as γ → ∞.
In order to bound E(t) in this case, we note that Φ defined by (3.3) satisfies
Φ(T )Φ(t/2), 0 t  T .
Thus, by (3.2), we have
Φ(T ) τ
∫
Ω
ui(0)ui(t) dx − κσ
∫
Ω
θ(0)θ(t) dx + 2κσ
∫
Ω
θ2(t/2) dx. (5.4)
We now multiply (5.4) by e−γ (T−t ), where we again take γ > 0, and integrate over [0, T ]
to obtain
(1 − e−γ T )Φ(T ) τ
∫
Ω
ui(0)f¯i dx − κσ
∫
Ω
θ(0)g¯ dx + 2κσK5(1 − e−γ T ).
Using the weighted A–G inequality, we can write
Φ(T ) α¯
2
4
Φ(0) + K6
α¯2(1 − α¯)2 + 2κσK5, (5.5)
where α¯ = e−γ T and
K6 = τ
∫
Ω
f¯i f¯i dx + κσ
∫
Ω
g¯2 dx. (5.6)
We now write Φ(T ) in terms of Φ(0) in a manner similar to the derivation of (2.12).
This results in
Φ(T ) = α¯2Φ(0) + 2α¯τ
∫
Ω
Fiui(0) dx + τ
∫
Ω
FiFi dx
+ 2α¯κσ
∫
Ω
Gθ(0) dx + κσ
∫
Ω
G2 dx. (5.7)
Then from (5.5) and (5.7) and the A–G inequality, we have
α¯2Φ(0)+ τ
∫
Ω
FiFi dx + κσ
∫
Ω
G2 dx
 α¯
2
4
Φ(0) +K7 + α¯
2
4
Φ(0) + 4τ
∫
FiFi dx + 4κσ
∫
G2 dx,Ω Ω
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K7 = K6
α¯2(1 − α¯)2 + 2κσK5. (5.8)
We now define
K8 = τ
∫
Ω
FiFi dx + κσ
∫
Ω
G2 dx, (5.9)
and write
Φ(0) 2
α¯2
(K7 + 3K8). (5.10)
Since (3.4) holds for Φ , we obtain the bound
Φ(t) 2
α¯2
(K7 + 3K8), 0 t  T , (5.11)
from which we have
E(t) 2
α¯2
(K7 + 3K8), 0 t  T . (5.12)
We summarize this result in the following theorem.
Theorem 4. If θ(x, t) and ui(x, t), i = 1,2,3, are classical solutions of the problem (1.1)–
(1.4) satisfying (4.1), (4.2), and (5.1), and (2.2) holds, then if we set −e−γ T = α it follows
that for α ∈ (−1,0), the L2 integral of the heat flux is bounded by (5.12), where K7 and
K8 are given by (5.8) and (5.9).
6. Concluding remarks
Sharper bounds than those obtained in this paper are certainly possible. For example, in
Section 2 one could derive a differential inequality, as we now show, which would lead to
an exponentially decaying bound.
From equation (2.10), we form the inequality
dΨ
dt
−2λ
∫
Ω
ϕ2 dx − 2d
∫
Ω
(θ,t )
2 dx, (6.1)
where λ is the first eigenvalue of the fixed membrane problem
∆v + λv = 0, v > 0 in Ω, v = 0 on ∂Ω.
We now replace∫
Ω
ϕ2 dx = β
∫
Ω
ϕ2 dx + (1 − β)
∫
Ω
ϕ2 dx,
for some β in 0 < β < 1, in (6.1) and write
dΨ
dt
−2λβ
∫
ϕ2 dx − 2λ(1 − β)
∫
ϕ2 dx − 2d
∫
(θ,t )
2 dx.Ω Ω Ω
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dΨ
dt
−2(λβ + d)
∫
Ω
(θ,t )
2 dx − 4λβc
∫
Ω
θθ,t dx
− 2λβc2
∫
Ω
θ2 dx − 2λ(1 − β)
∫
Ω
ϕ2 dx.
Now using the A–G inequality, we are led to
dΨ
dt
−2
[
λβc2 − λ
2β2c2
λβ + d
]∫
Ω
θ2 dx − 2λ(1 − β)
∫
Ω
ϕ2 dx
= −2 λβc
2d
λβ + d
∫
Ω
θ2 dx − 2λ(1 − β)
∫
Ω
ϕ2 dx
and choosing β such that
acβ = (1 − β)(λβ + d),
i.e.,
β = (λ − b)+
√
(λ + b)2 − 4acλ
2λ
,
we obtain the differential inequality
dΨ
dt
−2kΨ, k = 2λ
a
(1 − β). (6.2)
From (6.2), we have
Ψ (t) Ψ (0)e−2kt ,
which yields sharper temperature bounds than in Section 2.
In Section 2, we showed that when d > 0 we are able to bound the temperature function
for α > 0, in particular, for 0 < α < 1. When d < 0, we now show that for 0 < α < 1
nonuniqueness in problem (1.5)–(1.8) may occur. Moreover, we show that when d > 0 and
−1 < α < 0, the solution to (1.5)–(1.8) may not exist or may not be unique. Thus, the
constraints (4.1), (4.2) were imposed in order to obtain bounds when α is in the interval
(−1,0).
To this end, we seek a formal solution to (1.5)–(1.8) in the form
θ(x, t) =
∞∑
n=1
anϕn(x)e
−βnt , (6.3)
where the ϕn(x) are eigenfunctions satisfying
∆ϕn + λnϕn = 0 in Ω, ϕn = 0 on ∂Ω,
and the βn are constants to be determined. Substitution of (6.3) into (1.5) results in the
condition
τβ2n − βn + κσ−1λn − (µ + ν)λnβn = 0 (6.4)
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1 + (µ + ν)λn
]2 − 4κτ
σ
λn > 0
and that there are two positive solutions of (6.4), namely,
β¯n = 12τ
{[
1 + (µ + ν)λn
]+ cn},
β˜n = 12τ
{[
1 + (µ + ν)λn
]− cn},
where
cn =
{[
1 + (µ + ν)λn
]2 − 4κτ
σ
λn
}1/2
.
Now using (6.3) in the nonstandard conditions (1.7) and (1.8), we have for βn = β¯n or
βn = β˜n,
∞∑
n=1
anϕn(x)(e
−βnT + α) =
∞∑
n=1
gnϕn(x),
−
∞∑
n=1
anβnϕn(x)(e
−βnT + α) =
∞∑
n=1
hnϕn(x),
where gn and hn are the Fourier coefficients of g and h, respectively. Thus, if for some n,
we have
α = −e−β¯nT or α = −e−β˜nT ,
then there will be nonexistence or nonuniqueness of solution to (1.5)–(1.8). We note in
either case, α is in the interval (−1,0).
Now let us suppose that d < 0, i.e.,
µ + ν < Kτ
σ
,
in which case some of the βn in (6.4) may be complex. This would lead to a term in (6.3)
of the form
ϕn(x)e
− 12τ [1+(µ+ν)λn]t {a¯n cosBnt + a˜n sinBnt},
where
Bn = 12τ
{
4κτ
σ
λn −
[
1 + (µ + ν)λn
]2}1/2
.
Thus, if cosBnT = 1, then nonuniqueness will occur if α = −e−dnT and if cosBnT = −1,
then nonuniqueness will occur if α = e−dnT , where
dn = 12τ
[
1 + (µ + ν)λn
]
.
The latter case shows the need for the condition (2.2) to establish the temperature bound in
Section 2.
340 L.E. Payne et al. / J. Math. Anal. Appl. 298 (2004) 325–340Acknowledgment
The work of J.C. Song was supported by KOSEF under Grant R05-2003-000-10007-0.
References
[1] K.A. Ames, L.E. Payne, Continuous dependence on modeling for some well-posed perturbations of the
backward heat equation, J. Inequal. Appl. 3 (1999) 51–64.
[2] K.A. Ames, L.E. Payne, P.W. Schaefer, Energy and pointwise bounds in some nonstandard parabolic prob-
lems, Proc. Roy. Soc. Edinburgh Sect. A 134 (2004) 1–9.
[3] K.A. Ames, L.E. Payne, P.W. Schaefer, On a nonstandard problem for heat conduction in a cylinder, Appl.
Anal. 83 (2004) 125–133.
[4] K.A. Ames, L.E. Payne, J.C. Song, On two classes of nonstandard parabolic problems, in press.
[5] L. Brun, Méthodes énergetique dans les systemes évolutifs linéaires: Premier partie: Separation des énergies,
J. Méc 8 (1969) 125–166;
L. Brun, Deuxiéme partie: Theoremés dunicité, J. Méc 8 (1969) 167–192.
[6] G. Clark, C. Oppenheimer, Quasireversibility methods for non-well-posed problems, Electron. J. Differential
Equations 8 (1994) 9.
[7] H. Gajewski, K. Zacharias, Zur regularisierung einer Klasse nichtkorrekter Probleme bei Evolutionsgle-
ichungen, J. Math. Anal. Appl. 38 (1972) 784–789.
[8] R. Lattes, J.L. Lions, The Method of Quasireversibility, Applications to Partial Differential Equations, Else-
vier, New York, 1969.
[9] A. Morro, L.E. Payne, B. Straughan, Decay, growth, continuous dependence and uniqueness results in gen-
eralized heat conduction theories, Appl. Anal. 38 (1990) 231–243.
[10] L.E. Payne, P.W. Schaefer, J.C. Song, Some nonstandard problems in viscous flow, Math. Methods Appl.
Sci., in press.
[11] L.E. Payne, P.W. Schaefer, J.C. Song, Some nonstandard problems in generalized heat conduction,
Z. Angew. Math. Phys., in press.
[12] L.E. Payne, J.C. Song, Continuous dependence on the initial-time geometry in generalized heat conduction,
Math. Models Methods Appl. Sci. 7 (1997) 125–138.
[13] R.E. Showalter, Cauchy problem for hyper-parabolic partial differential equations, in: Trends in the Theory
and Practice of Non-Linear Analysis, Elsevier, New York, 1983, pp. 421–425.
