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Abstract 
Perkadt, M.A., Restricted polynomial expansions and approximation, Journal of Computational and Applied 
Mathematics 40 (1992) 127-135. 
Melkman computed the n-width of the set of functions which are nearly “time-” and “band-limited”. He 
applied these results to study some optimal interpolation problems. We note thzt these results extend readily 
to the study of the set of functions that are “nearly” polynomials of degree less than or equal to N and 
“nearly” vanish off some subset of the real line. 
Keywords: n-widths, polynomial approximation, optimal interpolation. 
1. Introduction 
In this paper we note a simple extension of some results of Melkman [4] regarding time- and 
band-limited functions. In particular, Melkman considers the set 
g= (fcL2(R)l/&f(r)12 dt<E2 and /&.&v)l’d~<?l’). (1.1) 
where p is the Fourier transform of f. Assuming E and 7 are relatively small, 57 is the set of 
functions that are “nearly” time-limited to ( - T, T) and “nearly” band-limited to ( - W, W). 
The n-width of 3’ is computed and numerous applications are discussed including optimal 
recovery of a function from its values at a fixed sampling set. 
We will consider a related problem for the space of square integrable functions on an 
interval 29 with respect to a continuous weight function w(x). Denote this space L$XJ,K, or, 
assuming w(x) is fixed, by L2(iF). We will assume that polynomials are complete for any such 
space we consider. If we let B be the projection of f~ L2(8) onto 9, the space of polynomials 
of degree < N, and we let A be the projection of f onto S? c 8, then we can look at the set 
x’= (f~ L2(Q I II f4.f II; Q e2 and II f- Bf lli Q q2,), (1 2) . 
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II g II: = (g, g)w, with (f, A-= /f(x)gOw(x) dx= 8 
Assuming c and q are small, &” is the set of functions in L*(8) that are “nearly” polynomials 
of degree N and “nearly” have their support on B? Following the same techniques employed 
by Melkman to study 37, we give the n-width of &B and discuss some applications to optimal 
recovery of functions from values at a fixed sampling set. 
2. PAPSWFS 
We turn now to a discussion of a class of functions we refer to as Polynomial Analogs of the 
Prolate Spheroidal Wave Functions (PAPSWFs). The proofs of the properties we cite can be 
found in [6]. The rationale for the name of these functions will be discussed after some 
properties of the PAPSWFs are given. 
Begin by considering the operator BA which projects f E L*(E) onto L*(H) and then onto 
the space of polynomials of degree <N. If we let (P,(X)} denote the family of orthogonal 
polynomials with respect to the weight w(x) on 8’, i.e., the degree of pi(X) is i for 
i = 0, 1,2,. . . and (pi, pi)K = Eii,i, then we can write 
(2 1) . 
where 
KN(x9 Y) = f Pi(x)Pi( Y)* (2 2) . 
i=O 
BA has N + 1 linearly independent eigenfimctions +o, &, . . . , c#+ corresponding to the 
nonzero eigenvalues 1 > A, 2 A, 2 l - - 3 A,,, > 0. Thus we can write 
/ KN(x, Y)4i(Y)w(Y) dY =Ai4i(x)* 
Jar 
(2 3) . 
Furthermore, the 4i’S are orthogonal on both AX? and Z and can be normalized so that 
(4i9 4j)gzsi,j9 O<i, j<N, (2 4) . 
and 
(&i, 4j),=/4i(X)4j(X)W(x) dX=Aiai,j, Od, jdV. 
.uf 
(2 5) . 
We will call the 4i’s PAPSWFs. The 4i’s are polynomials of degree < N and, although they 
are orthogonal, they are not orthogonal polynomials in the usual sense, since the degree of 4i 
is not generally i, but N. Clearly the 4i’S, i = 0, 1,. . . , N, form a basis for 99. Furthermore, we 
note that if (q,(x)) is the family of orthogonal polynomials on A@ with respect to W(X) (Le., the 
degree of qi( X) z i and (qi, qj)~ = Si,j), then the set 
(A+iIi=O, l,..., N) U (Aqili=N+ 1, N+2,...) 
forms an orthogonal basis for L*(M) [6]. 
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A few words about the reason for calling these functions PAPSWFs. The PAPSWFs arise as 
eigenfunctions of (2.11, the operator that projects f E L*(a) onto L*(M) and then onto 9. In 
[9] it is shown that certain of the Prolate Spheroidal Wave Functions (PSWFs) arise as 
eigenfunctions of the operator that projects f E L*(R) onto the space of functions with support 
on [-T, TJ and then onto the space of functions band-limited to [-IV, IV] (i.e., functions 
whose Fourier transforms have support on [ - W, WI). Furthermore, analogous to (2.4) and 
(2.51, these PSWF s are readily shown to be orthogonal on both R and on [-T, T]. These 
PSWFs are the basis for Me&man’s work [4]. We note also that the analogy is even stronger in 
certain cases discussed in Section 5. In these cases the PAPSWFs satisfy a second-order 
differential equation [ 11. 
Completely analogous to the result in [2] is the next lemma. 
Lemma 2.1. The space 9 + L*(M) is closed. Thus any f E L*(a) can be written as 
f(x) = F bi+i(x) + 5 diA4i(x) + i eiAqi(x) +g(x), (2 6) . 
i-0 i=O 
where Ag = Bg = 0. 
A proof of Lemma 2.1 can be found in [6]. 
i=N+ I 
3. The n-width of A? 
We begin with the definition of n-widths (see [3,8]). If X is a Banach space and A, A’ CX, 
then the deviation of A from A’ is given by 
EA’( A) = sup { inf II f-d}. 
f=A gEA’ 
In particular, we can let A’ =X,, an n-dimensional subspace of X. The n-width of A, 
d,(A, X), is defined as 
d,(A, X) =inf E,(A), (3 1) . n 
where the infimum is taken over all n-dimensional subspaces X, cX. A subspace Xx* which 
attains the bound in (3.1) is called an optimal subspace. 
The following theorem follows readily from the proofs in [4]. 
Theorem 3.1. For n = 0, 1,. . . , N, we have 
(a) if B0 = {f EB I II f 11: < 11, then 
d,,(%~ L2W) = /L 
Furthermore, the set {A&,, A+,, . . . , A&, _ J spans an optimal subspace for this n-width. 
(b) 
E2 + q* -I- 2E4 
d,‘(&p, L*(8)) =r*= 1 A l - 14 
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Furthermore, eryery set of the form 
{y,(x)=~i~,(X)-tS,A#i(X)]a,P,~O, (*i)2+(pi)2>O~ i=O, ly.*.,FZ-l) j 
spans an optimal subspace for this n-width. 
0 c 
I/G +v) 
d&F, L’(d)) =cy2 = ’ 1 
- 
A 
n 
and the set 
(A+ili=O, l,...,n - 1) 
spans an optimal subspace. 
We note here a connection between Theorem 3.1(a) and the main result in [6]. This is 
completely analogous to the connection, pointed out by Me&man in [4], between his results and 
those in [2]. 
In [6] the quantities 
$ = 
II Af II ’ 
and u2 
II Bf II 2 =- 
II f II 2 II f II 2 
(3 2) . 
are considered for f E L’(S). Clearly 0 G T, v d 1, but not all values of 7 and v are possible 
(y= P = 1 would imply that f was a polynomial with infinitely many zeros). Thus in [6] the next 
result is proved. 
Theorem 3.2. There i,c /. square integrable firnction f E L”(8) such that r and v are as in (3.2) if 
and only if 
(aI forA,G~2<A0,0<v2<1; 
09 for A (-J < T2 d 1, cos-‘7 + cos-‘V 2 cos-‘&; 
(c) for 0 < 7’ < A,, 
I 
cos+i7) + cos% 2 cosV1(y’i P A,v). 
Note that in (b) and (c) we assume v > 0. 
If we let II f 112 = 1 and let E and q measure the concentration of f off ti and ~8 as in (1.2), 
i.e., 
II f-Af lIgg=e2= l-72 and IIf-Bf ]]s=q2=1-v2, 
then f E Z’ and thus we know II f II 8 G d&8?, L2(E’)) or 
A short calculation shows this is exactly the inequality of Theorem 3.2(b). 
Furthermore, if we cousider the set 
z’=(fEL2(8)I Ilf- “Af Ilu= IIAf ll,<Tand Ilf-Bf Ikrl) n 9 
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then we can do the same analysis as we did for %’ (see [6]) to find that 
d,Z( &“‘, L2( a)) = 
T2 + q2 + 2717/-_hN_n 
% . 
“N-n 
Thus if ]I ,f I] 8= 1, ]I Bf ]I: = u2 = 1 - q2, and ll A.. 11: = T*, then fez’ so that II f II F< 
d&P, L2@‘jj or 
. 
AN 
Again a short calculation reveals that this is precisely the inequality in Theorem 3.2(c). Thus 
these O-widths give the boundaries of the curves in Theorem 3.2. 
4. Optimal rem- x-y 
We now turn to the problem of recovering f on S’ or &9 from knowledge of its values at the 
n points t,, t,, . . . , f,. Two problems arise. The first is to find an optimal algorithm to recover f 
given f(fJ,..., f(t,,). The second is how to make an optimal choice of the sampling points 
themselves. Both questions can be answered following the arguments in [4]. We will deal with 
the former problem first and save discussion of the latter problem for the next section. 
Formally one begins with X, a normed linear space of functions on the real line and 
t,, t 2,. . . , t,, n points on the real line. Let G be a ball in X (with respect to some norm on X, 
say II l II 1) and suppose f~ G. Given f(r,>, f(f21,. . . , f(t,), we wish to find an algorithm (map) 
A : R” +X such that 
SUP Ilf-A(f(Q, f(t2),...J(4J)ll2 
fEG 
1s as small as possible. Here ]I - 11 2 is some norm on X, possibly different than II- II 1. Such an 
A is called an optimal algorithm. IYste that A need not be linear, although in the cases we 
consider the optimal algorithms found will be linear. 
Following the arguments in [4], we have the next result. 
Theorem 4.1. Let X =S? and G =BO. Then an optimal algorithm to recover f c%‘,-, given f<t,>, 
f(t2j,. l - 9 f( t,,) is to project f onto 
(&I(& tl), K,(x, t&-.-, K,(x~ t,)), (4 1) . 
where &(x7 y) is given in (2.2). 
This algorithm is equivalent to interpolation of f on (4.1) and thus requires knowledge of f 
only at tl,..., t,,. The algorithm is optimal for recovery of f on 8 or on ti or with respect to 
any choice of 11 l II 2. In particular, the maximum error for recovering such an f on S’ 
( II l II 2 = II l II &) is given by 
E(BO; t,, f7,...,f,,) = SUP II f II.d* 
f-0 
f(r,)= *-* =f(f,,)=O 
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We now consider the problem of recovering f E &“o on L*(M), where 
&“o = (fE9 I II f-q II 8 G e), 
and one is given the values of f at t,, t,, . . . , t, Z. is a ball in ~6’ if we take 11 f II 1 = 11 f II g-&. 
Again following [4] one has the following theorem. 
Tbeweenr 4.2. Let X =A!? and G = P,,. Then an optimal algorithm for recovering f E x0 given 
f&I, f(rA 0 l l , f( t,) is projection-interpolation ff onto 
-{R,(x, tJi= I,..., n>, 
where 
The algorithm is optimal for recovery of f with respect to any choice of II l II 2. In particular, 
the maximum error for recovery of f on & using this scheme is given by 
E(fl,-,; t,, t2,.=.,tn) = fz~ 11 Af 11 = 
l E(=%,; t,,...,t,,) 
1 - E2(g0, t,,. . . , tn) ’ 
(4 2) 
’ 
f(ti)=O,i=ll;,...,n 
There are two additional facts which should be noted. First, there exists a function in E0 
attaining EC&-,; t,,..., t,) and a function in a0 attaining E(&&,; t,, . . . , t,). Second, the 
optimal recovery schemes described for Z0 and LB,-, involve approximations from particular 
n-dimensional subspaces. Thus from Theorem 3.1(a) and 3.1(c) with q = 0 we have 
E(aO, S) ad,@?,,, L*(d)) = 6 (4 3) . 
E(x,,, S) >d,(q,, L*(d)) =E 
II 
& . 
- 
n 
(4 4) . 
One can ask whether fo: some choice of sampling points t,, . . . , t, one can actually attain the 
n-width bound. We will be able to do this, but only after rather severe restrictions are placed on 
our choices for w(x), & and 8. Namely, we will be able to do this only for what we will call the 
classical polynomial analogs of the PSWFs as described in the next section. 
5. Chssical PAPSWFs 
What we refer to as the classical PAPSWFs arise as eigenfunctions of the operator BA of 
(2.1) when the underlying weights w(x) and sets Z? are those of the classical orthogonal 
polynomials and J;9 is chosen in a suitable fashion. There are three basic cases arising from: 
(5.la) the Jacobi polynomials; here w(x) = (1 -x)~( 1 +xjp (a, p > - 1) and g = ( - 1, 1); 
take &=(b, 1) where -1 <be 1; 
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(5.lb) the Laguerre polynomials; here w(x) = ewxxa (a! > - 1) and .Z?= (0, a~); take d = 
(b, 00) where 0 < b < 00; 
(Sk) the Hermite polynomials; here w(x) = ewxz and .!? = ( - 00, =!; take ti = (b, 0~) where 
-m<b<m. 
The classical PAPSWFs have a number of properties not shared with the general PAPSWFs. 
In particular, we have the following result. 
Theorem 5.1. For the classical PAPSWFs with M, Z’ and w(x) as in (S.la)-(S.lc), the operator 
PA of (2.1) has simple spectrum 1 > A, > A, > . l l > h, > 0, and the corresponding eigenfunc- 
tions &, 41,~~.,4N are such that each di has N simple zeros on g and exactly i zeros on M. 
Furthermore, the zeros of 4i separate those of bi+ 1. 
A proof of Theorem 5.1 can be found in [7]. Additional properties of the classical PAPSWFs 
are given in [l], although we will not make direct use of them here. 
We now go on to see that if w(x), ti and E are chosen as in (5.la)-(5.lc), then we can find 
t,, t *, . . . , t, (n G N) so that the inequalities in (4.3) and (4.4) are actually equalities. The 
argument is basically identical to that in [4]. 
6. Optimal choices of t,, . . . , b, 
All results in this section apply only to the choices of w(x), ti and 8’ in (5.la)-(5.lc). We 
begin with the next lemma. 
Lemma 6.1. Fix t,, . . . , t,. Let f * ~9 and suppose f * attains E&$-,; t,, . . . , t,)l or 
E(ZO; t,, l . . , t,,). Then the only zeros off * in ti are those ti lying in M. 
Proof. Suppose f * has an additional zero t o, lying in M. We will produce a function 
ax+c 
g(x) =- 
x-tt,’ 
so that if we let h(x) = f *(x)g(x), then h(x) ~9’ (since t, is a root of f*(x)). Furthermore, 
Ih(x)l > If*(x)1 on & and Ih(x)l G I f*(x)1 on 8-d. 
Thus 
II h II d IIf* II.!# 
Ilhlled ’ Ilf * IL/ 
contradicting the fact that f * attains E( ZO; t,, . . . , t,). In addition, using (4.2), we see that f * 
cannot attain E(9$; t,, . . . , tn). 0 
We now produce g(x) for each of (5.la)-(5.lc). 
For (5.la), take 
, \ (b - 1 - 2t,)(x -b) + (1 + b)(b -to) 
g(x) = 
( x - t,,)(l + b) 
. 
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For (Xlb), take 
g(x) = 
P - 2t,)x + bt, 
b(x-t,) -= 
For WC), take 
g(x) = 
-x+26-t, 
x-tt, l 
Using Lemma 6.1 and following the proofs in [4] we obtain the following theorem. 
Theorem 6.2. Let q, TV,. . . , q, be the n distinct zeros of c#I,( x) in SC Then 
E(BO; q,--+) = d,@$, L’(d)) = & 
and 
E(zo; qv===r~~) =d,(Z$, L’(.@)=E J 4 1. - ?I 
(6.la) 
(6.lb) 
Thus this choice of points for recovery off on .sS$-, or AYO is optimal. Furthemrore, if we let 
(6.1~) 
where the numerator and denominator of (6.1~) are Fredholm determinants, then the subspace 
spanned by 
(AK”(X, Ti)l i= l,...,n) 
ii; an optimal n-dimensional subspace for &PO for both L2(M) and L’(8). 
Before closing we note that the severe restrictions placed upon w(x), S’ and 8’ by 
(5.la)-(5.lc) in order to obtain the results in this section are similar in nature to the restrictions 
in [4]. Me&man’s results dealing with n-widths in [4] apply to a much broader class of sets than 
Z?. In particular, if subsets J& 9 c IR are chosen properly, then one can consider 
@‘= 0 
( 
feL’(R)I/ 
R-&Y 
I f(t)l’ dt GE2 and /u ~l{(w)12<q2) 
and compute d,(Y, L2(R)) and d,@“, L2(&)). It is only for the results on optimal interpola- 
tion that Melkman must restrict attention to 3’. 
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