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Resumen
Esta investigación realiza una descripción detallada de diferentes valores para juegos
cooperativos con información incompleta basada en la taxonomía de las etapas informacionales
de negociación y de implementación de los acuerdos. Particularmente, construimos una
caracterización de los valores NTU de Shapley y Harsanyi para el caso de negociación en
la etapa ex-ante. Así mismo, se realiza una descripción detallada del valor de Myerson en
juegos de negociación en la etapa interim. Adicionalmente, construimos un juego cooperativo
con información incompleta a la Roth [1980], en el cual el valor de Myerson exhibe un
comportamiento contraintuitivo similar al presentado por el valor NTU de Shapley en el juego
original de Roth.
Palabras clave: Juegos cooperativos, información incompleta, compatibilidad de incentivos.
Abstract
In this research, a detailed description of different values for cooperative games with in-
complete information is provided. Such a description is based on the taxonomy of bargaining
informational stages and whether or not private information is verifiable during the implemen-
tation stage. Particularly, we develop a characterization of Shapley and Harsanyi NTU values
for the case of ex-ante negotiation. Likewise, a detailed description of the Myerson value for the
case of interim negotiation is carried out. Additionally, we construct a cooperative game with
incomplete information à la Roth [1980] where the Myerson value exhibits a counterintuitive
behavior similar to that of NTU Shapley value in the Roth’s original game.
Keywords: Cooperative games, incomplete information, incentive-compatibility.
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Introducción
Una situación de negociación corresponde a un escenario en el cual varios individuos interactu-
ando a través de cierto arreglo institucional buscan alcanzar un acuerdo general con el objetivo
de repartir las ganancias de la cooperación.
El principal problema que afecta a los individuos en una situación de negociación es la necesi-
dad de alcanzar un acuerdo acerca de cómo cooperar. En general, el establecimiento de un
acuerdo es beneficioso para todos los negociadores y esto es conocido por ellos, sin embargo
no es claro cómo ellos podrían alcanzar dicho acuerdo. El problema estriba en que cada indi-
viduo desea que el arreglo establecido sea lo más favorable para él, y esto generalmente ocurre
a expensas del bienestar de los otros negociadores.
La teoría de la negociación analiza la forma cómo grupos de individuos que poseen preferencias
en conflicto deberían y podrían tomar decisiones conjuntas que los afectan a todos.
1.1. El Análisis de la Negociación en Economía
El interés de los economistas en la negociación se debe a que muchas decisiones económicas no
son determinadas enteramente por el mecanismo de precios de mercado, sino que están sujetas
al logro de acuerdos negociados entre las partes. Por ejemplo, Carl Menger tenía la visión de que
la formación de precios era un proceso descentralizado de negociación entre los compradores y
los vendedores, y la competencia perfecta no era más que un caso límite de este proceso. Los
problemas de negociación han resultado de gran importancia para las ciencias económicas, par-
ticularmente aquellos relacionados con la asignación óptima de recursos. El estudio sistemático
de este tipo de problemas se remonta por lo menos al trabajo de Edgeworth [1881] titulado Ma-
thematical Psychics, en el cual él expone su reconocida teoría de la negociación. En la segunda
parte de su libro, Edgeworth analiza una economía de intercambio puro de dos consumidores
capaces únicamente de controlar sus recursos privados (dotaciones). Él se preguntaba cuál sería
la asignación última de mercancías que ambos individuos podrían alcanzar, si el proceso de in-
tercambio se realiza a través de un esquema de negociación en el cual las ofertas y contraofertas
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se prolongan hasta el momento en que ambos individuos no poseen interés alguno en cambiar el
acuerdo alcanzado. Edgeworth encontró que las asignaciones finales del proceso de negociación
forman un continuo de acuerdos óptimos (curva de contrato), en el sentido que para cualquier
asignación del continuo, no existe alguna otra asignación factible en la cual al menos uno de
ellos incremente su bienestar sin reducir el bienestar del otro. La idea es que si es posible mejo-
rar el bienestar de algún individuo sin que esto implique perjudicar al otro, entonces al menos
un individuo encontrará beneficioso cambiar de asignación sin que este cambio sea rechazado
por el otro individuo. Esta noción de eficiencia se conoce en la literatura como el criterio de
optimalidad de Pareto.
Es claro que si una asignación pertenece a la curva de contrato, ninguna otra asignación que
conjuntamente ambos individuos pueden asegurarse los mejora (débilmente). No obstante, esto
no quiere decir que no exista alguna otra asignación que individualmente cada uno prefiera y es-
té asegurada por sus dotaciones individuales. Al conjunto de asignaciones de una economía de
intercambio puro de dos consumidores que no pueden ser mejoradas (débilmente) ni en forma
conjunta, ni en forma individual, Edgeworth lo denominó conjunto de acuerdos nales (nal
settlements). En el caso de economías con más de dos consumidores, el conjunto de acuerdos
finales corresponde al conjunto de asignaciones sobre la curva de contrato tales que ningún
consumidor desea renegociar dichas asignaciones con algún grupo de consumidores, es decir,
aquellas asignaciones que no pueden ser mejoradas (estrictamente) por ningún subconjunto de
consumidores de la economía. Esta noción de estabilidad individual y grupal fue reinventada
(¿generalizada?) por Gilles [1959] en el marco de la teoría de juegos cooperativos y es conocida
como el nœcleo. Edgeworth encontró que a medida que el número de consumidores se incre-
menta, el conjunto de acuerdos finales tiende a contraerse (las posibilidades de aseguramiento
se reducen), lo cual lo llevó a conjeturar que el núcleo de la economía converge al conjunto de
equilibrios walrasianos cuando el número de agentes tiende a infinito.
A pesar de que la prueba formal de esta conjetura no fue provista por Edgeworth, sus ideas sin
duda alguna contribuyeron a su formalización posterior. No fue sino hasta los años 1960’s con
los trabajos de Debreu y Scarf [1963] y Aumann [1964] que se logró encontrar condiciones
suficientes que garantizaran la convergencia del núcleo hacia las asignaciones de equilibrio
(teoremas de equivalencia del núcleo). Por un lado, Debreu y Scarf consideran una sucesión de
réplicas de la economía original; por otro lado, Aumann considera una economía con un con-
tinuo de agentes. Desafortunadamente, los resultados encontrados por estos autores muestran
que la convergencia del núcleo sólo puede ser garantizada bajo condiciones de regularidad de la
economía más restrictivas que aquellas consideradas por Edgeworth. Estos resultados sin duda
se han convertido en una justificación teórica que muchos economistas le han dado al concepto
de competencia perfecta en mercados “grandes”.
Otro de los problemas de negociación más estudiados es el caso del monopolio bilateral en el
cual un único vendedor debe negociar la venta de cierta cantidad de un bien con un único com-
prador. En este tipo de mercados, el precio y la cantidad intercambiada están determinados (en
gran medida) por el poder de negociación de ambos individuos. Una primera aproximación a
este problema sugiere que en aras de un intercambio eficiente (en términos paretianos), la can-
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tidad y precio de intercambio deben estar determinadas por la igualdad entre el costo marginal
del vendedor y la valoración marginal del comprador. No obstante, debido al conflicto entre
los objetivos de ambos individuos, ex-ante lo único que podemos afirmar es que el precio de
intercambio establecido será tal que ninguno de ellos estará peor de lo que se encontraría si no
se lograra un acuerdo cooperativo.
Muchos de los problemas de negociación han sido analizados a través del análisis económi-
co tradicional del equilibrio en ausencia de interacciones estratégicas, particularmente aquellos
relacionados con las economías de intercambio. No obstante, la teoría de juegos ha proporciona-
do una herramienta analítica que ha promovido el desarrollo de nuevas teorías de la negociación
que resultan en la selección de una o varias asignaciones sobre la curva de contrato. Aunque
en apariencia estos dos enfoques carecen de relación, Osborne y Rubisntein [1990] ofrecen un
extenso análisis de la conexión entre la teoría de la negociación estratégica y los fundamentos
del análisis del equilibrio walrasiano.
John Nash [1950, 1953] inició dos enfoques diferentes (pero relacionados) para el estudio de
la negociación estratégica. En su artículo de 1950, Nash propuso un modelo de negociación
bilateral en el cual el resultado de la cooperación está determinado únicamente por las preferen-
cias de los negociadores. En este modelo, el conjunto de posibles acuerdos que los jugadores
pueden alcanzar está definido por: (i) las asignaciones factibles de utilidad esperada que con-
juntamente ambos individuos pueden garantizarse y (ii) la utilidad esperada si la negociación no
conduce a un acuerdo cooperativo. En este enfoque, a la representación de la curva de contrato
en el espacio de utilidades se le conoce como la frontera de Pareto que, bajo el supuesto razo-
nable de monotonicidad de las preferencias, corresponde a la frontera nororiental del conjunto
de posibles acuerdos. La solución de negociación propuesta por Nash a este tipo de problemas
de negociación bilateral corresponde a la única asignación que es λ -utilitarista (maximiza la
suma de utilidades λ -ponderadas) y λ -igualitarista (asigna a cada jugador las mismas ganan-
cias λ -transferibles relativas a lo que podría garantizarse individualmente si no se alcanza un
acuerdo) para el mismo conjunto de ponderadores λ que determinan las escalas naturales en
las cuales se realizan las comparaciones interpersonales de utilidad entre ambos jugadores. Más
aún, dicha solución de negociación es la única que satisface un conjunto de axiomas, justifica-
dos en argumentos normativos y desarrollados a partir de la forma en que los resultados varían
a medida que cambia el conjunto de posibles acuerdos (véase Roth [1979]). Este modelo dio
paso al enfoque cooperativo de la negociación estratégica.
En general, un juego cooperativo puede ser considerado como un caso especial de un juego no-
cooperativo, en la medida que sea posible diseñar un esquema de negociación adecuado descrito
mediante un juego en forma extensiva. Esta observación condujo a Nash en su artículo de 1953
a formular un modelo de negociación no-cooperativo en el cual uno de sus equilibrios generaba
precisamente las asignaciones de utilidad alcanzadas por ambos jugadores bajo su solución de
negociación de 1950. Esta formulación de los problemas de negociación corresponde al enfoque
no-cooperativo de la negociación estratégica.
Las contribuciones de Nash en sus artículos de 1950 y 1953 tuvieron un amplio efecto sobre
la investigación en teoría de juegos. En primer lugar, promovió el desarrollo de la teoría de
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juegos en dos disciplinas separadas: por un lado, la teoría de juegos cooperativos y, por otro
lado, la teoría de juegos no-cooperativos. En segundo lugar, fomentó la descripción de juegos
cooperativos a través de representaciones no-cooperativas, mediante la construcción de modelos
de negociación en forma extensiva, un enfoque conocido como el programa Nash.
Hasta este punto es importante señalar algunas de las diferencias que se han generado por la
adopción de estos dos enfoques en forma separada. La teoría de juegos cooperativos describe
la estructura del juego mediante la forma coalicional, la cual es una abstracción tanto de los
procedimientos de negociación como de los medios de manipulación de los acuerdos por parte
de los individuos. El interés se centra en las posibilidades potenciales de acuerdo del grupo
o subgrupos y en la forma como las ganancias de la cooperación son repartidas. En su lugar,
la teoría de juegos no-cooperativos centra su atención en el comportamiento individual y, en
particular, en la mejor estrategia que cada jugador ha de elegir.
Aunque la descripción explícita del procedimiento de negociación permite determinar bajo qué
condiciones un resultado particular de la negociación puede ser plenamente aplicado, el análisis
no-cooperativo depende estrechamente de la forma particular del procedimiento de negociación
que se adopte, del orden en el cual tienen lugar las ofertas y contra-ofertas y/o de los costos
de negociación. En general, no hay certeza de cuál es el mejor esquema de negociación para
analizar un problema particular o cuál es el medio de comunicación y negociación elegido por
los jugadores. Más aún, incluso cuando el resultado de la negociación es robusto ante una gran
variedad de esquemas de negociación, dichos procedimientos frecuentemente no conducen a un
único equilibrio, de modo que en general los resultados no son concluyentes.
Otra distinción entre estos dos enfoques que vale la pena resaltar está relacionada con el tipo
de problemas de negociación que suelen analizar. El enfoque no-cooperativo ha sido empleado
extensamente para analizar problemas en los cuales se reconoce que la negociación es un pro-
ceso secuencial de ofertas y contra-ofertas. El enfoque cooperativo, por su parte, ha centrado
su atención en problemas estáticos de negociación. No obstante, es importante señalar que la
teoría de juegos cooperativos ha realizado contribuciones significativas estudiando problemas
bilaterales de negociación gradual1.
1.2. Negociación Bajo Asimetrías de Información
Una de las mayores dificultades que enfrentan los modelos clásicos de negociación estratégica
es la incapacidad que poseen para explicar la existencia de desacuerdos en situaciones típicas
de negociación. Esta inhabilidad está relacionada con la necesidad de garantizar la eficiencia
en presencia de restricciones de racionalidad individual, las cuales excluyen la posibilidad del
desacuerdo entre los jugadores. La presencia de asimetrías de información, sin embargo, puede
justificar la razón por la cual los jugadores estarían dispuestos a aceptar una probabilidad po-
sitiva del desacuerdo. Esto por supuesto implica que en muchas situaciones de negociación los
1Véase por ejemplo los trabajos de Wiener y Winter [1999] y O’Neil et al [2004].
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acuerdos cooperativos pueden no ser ex-post eficientes, es decir, óptimos en el sentido de Pareto
en ausencia de asimetrías de información.
La idea detrás del hecho que las diferencias informacionales entre los jugadores pueden justi-
ficar el desacuerdo radica en que la apropiación de las ganancias máximas de la cooperación
está supeditada a: (i) el conocimiento que cada jugador pueda tener acerca de la información
privada de los demás; y (ii) el uso que cada jugador pueda darle a su propia información. Con-
sidérese por ejemplo una situación de negociación bilateral en la cual uno de los jugadores posee
información privada que no es directamente verificable. El jugador informado puede emplear
su información privada con el fin de obtener ganancias extraordinarias de la negociación me-
diante la manipulación estratégica del resultado final de la cooperación. Por su parte, el jugador
desinformado puede amenazar con el desacuerdo, buscando con esto reducir los incentivos que
posee el otro jugador para manipular el acuerdo final. De esta forma, es posible que uno o va-
rios jugadores estén dispuestos a aceptar que el desacuerdo tenga lugar con alguna probabilidad
positiva. Esto puede significar que la presencia de asimetrías de información conlleve ineficien-
cias difíciles de reducir debido a la imposibilidad que poseen los jugadores para confiar en los
anuncios de los demás.
Un negociador puede comportarse tratando de ocultar su información, o puede también com-
portarse buscando señalizar o transmitir parte de la misma. Además, él puede creer o no en la
información transmitida por los demás negociadores. En general, cada individuo debe tratar de
aprender de sus oponentes, así como buscar la forma de influenciar las creencias de los demás
acerca de su información privada. De este modo, los mecanismos de comunicación presentes
en un proceso particular de negociación son un elemento relevante del esquema de negociación
que adopten los jugadores. Si el análisis de la negociación se lleva a cabo a través del enfoque
no-cooperativo, toda la descripción de los mecanismos de comunicación queda completamente
descrita en la forma extensiva del juego. Por otro lado, si el análisis se lleva a cabo mediante
un enfoque cooperativo, la teoría del diseño de mecanismos provee las herramientas necesarias
para analizar los incentivos en este tipo de problemas de negociación y mediación.
Gran parte de la literatura relacionada con los problemas de negociación bajo información in-
completa está orientada al análisis de modelos de negociación bilateral, particularmente aque-
llos enfocados a problemas de intercambio. Por un lado, se encuentran los modelos de inter-
cambio simØtrico con información incompleta, en los cuales la valoración personal del objeto
por parte de ambos negociadores es información privada. En estos modelos, las reglas típicas de
negociación se suelen representar mediante mecanismos (o planes de mediación) que determi-
nan la cantidad del bien transado y el precio de venta2. Myerson y Satterthwaite [1983] proveen
uno de los resultados “negativos” más notables en la teoría del diseño de mecanismos, según
el cual, bajo valoraciones privadas independientes, la eficiencia ex-post es alcanzable si y sólo
si es conocimiento comœn3 que existen ganancias del intercambio. Por otro lado, se encuentran
2Este tipo de problemas de negociación fueron considerados inicialmente por Chatterjee y Samuelson [1983],
y Myerson y Satterthwaite [1983].
3Un evento E se dice que es conocimiento común entre un grupo de agentes, si cada uno conoce E, cada uno
sabe que los demás conocen E, cada uno sabe que los demás saben que él conoce E, y así sucesivamente.
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los modelos de intercambio con información incompleta en un sólo lado, en los cuales la valo-
ración de alguno de los negociadores es conocimiento común, mientras que la del otro no. Estos
modelos suelen analizarse mediante esquemas de negociación secuencial donde ambos nego-
ciadores intercambian ofertas consecutivamente. Por ejemplo, Rubinstein [1982, 1987] analiza
un modelo de intercambio en el cual la valoración del comprador es desconocida por el vende-
dor. Cuando el vendedor es el único en realizar ofertas que el comprador puede aceptar o no
(seller-offer game) y existe una brecha entre la valoración del vendedor y el soporte (continuo)
de posibles valoraciones del comprador, entonces el juego de negociación posee un único equili-
brio secuencial. Este equilibrio posee las propiedades de ser estacionario, el intercambio se lleva
a cabo después de un número finito de ofertas y el precio resulta favorable a la parte informada.
En el caso de ofertas alternadas entre el vendedor y el comprador (alternating-offer game), el
equilibrio secuencial exhibe propiedades similares. No obstante, cuando no existe brecha entre
la valoración del vendedor y el soporte de valoraciones del comprador, la negociación no con-
cluye con probabilidad unitaria después de un número finito de etapas y el equilibrio secuencial
no es en todos los casos estacionario.
La teoría del diseño de mecanismos es una herramienta muy útil en el estudio de los incentivos
en problemas de negociación y, más generalmente, en problemas de elección social. Este en-
foque permite caracterizar plenamente el conjunto de todos los resultados implementables (al-
canzables mediante algún esquema de negociación) a través del uso del principio de revelación,
así como las condiciones de participación de los negociadores y sus incentivos para manipu-
lar estratégicamente su información privada. Desafortunadamente, y como señalan Ausubel et
al. [1994], este enfoque posee al menos tres dificultades cuando se tratan de aplicar empírica-
mente: (i) los mecanismos dependen de las creencias de los jugadores, las cuales son funciones
no-lineales de su información privada (debido a la regla de Bayes); (ii) la aplicabilidad de los
mecanismos requiere el conocimiento común de las preferencias de los jugadores en cada estado
de información; y (iii) el mecanismo es en sí mismo un acuerdo vinculante (binding agreement)
que requiere un alto grado de compromiso por parte de los negociadores. En la práctica, sin em-
bargo, los individuos emplean reglas simples de negociación (como las de ofertas secuenciales)
que son independientes de las creencias o de las funciones de utilidad.
Desafortunadamente, la teoría de la negociación bajo información incompleta es más una agru-
pación de modelos particulares poco articulados que un conjunto coherente de resultados. Más
aún, gran parte de la teoría está orientada al análisis de procesos de negociación bilateral. La
dificultad central que surge al analizar exclusivamente problemas de negociación bilateral es
que sus resultados no pueden ser fácilmente generalizables al caso en el cual un número ma-
yor de individuos deben negociar, incluso cuando dicho número es pequeño. El punto es que
la generalización de los conceptos solución empleados en problemas de negociación bilateral
a problemas generales de múltiples jugadores ignoran completamente la posibilidad de coope-
ración entre subconjuntos de individuos. Por ejemplo, la generalización que realiza Myerson
[1979] de la solución de negociación para problemas de negociación bilateral bajo información
incompleta propuesta por Harsanyi y Selten [1972] al caso de juegos con n jugadores sólo es
relevante si asumimos que la única coalición que puede negociar en forma efectiva es la gran
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coalición (aquella conformada por todos los jugadores). Este sin embargo, no es el caso de
la teoría de juegos cooperativos coalicionales bajo información completa, la cual ha provisto
al análisis de la negociación estratégica tradicional de diversos conceptos solución tanto para
el caso de situaciones con utilidad transferible (TU)4, como para el caso de situaciones con
utilidad no-transferible (NTU)5. La variedad de conceptos solución ha permitido analizar nu-
merosas situaciones de negociación, en cada una de las cuales cada concepto solución resulta
más o menos apropiado en la medida en que logre reflejar adecuadamente la estructura de poder
del juego.
Sin duda, la teoría de juegos cooperativos bajo información completa ha permitido comprender
mejor el fenómeno de la negociación en condiciones de certidumbre, en particular ha con-
tribuido, en cierta medida, a responder a la pregunta ¿cómo se distribuyen las ganancias de la
negociación en situaciones donde múltiples agentes deben alcanzar un acuerdo cooperativo?
No obstante, y a pesar de la amplia literatura, son muchos los problemas que aún permanecen
abiertos en el análisis de los problemas de negociación bajo incertidumbre.
1.3. Juegos Cooperativos con Información Incompleta
Cuando se intenta describir una situación de negociación multilateral bajo incertidumbre a
través de un juego cooperativo con información incompleta, es necesario tener en cuenta ciertos
aspectos relevantes de la estructura del problema que deben ser adecuadamente incorporados en
la caracterización del juego mediante alguna representación coalicional (función característica
o función de partición), si es que dicha representación puede en efecto ser construida. Particu-
larmente, se requiere determinar: primero, cómo han de ser tratados los aspectos referentes a
la información de que disponen los jugadores que componen una coalición; segundo, dada una
coalición, cómo los pagos de sus miembros son afectados por la información que poseen los
miembros de la coalición complementaria (externalidades informacionales); tercero, cuál es el
efecto que poseen las acciones que emprenden los miembros de una coalición sobre los pagos
de los miembros de la coalición complementaria (externalidades estratØgicas); y cuarto, si la
información es o no verificable a la hora de implementar el acuerdo escogido.
Cuando la negociación entre los jugadores tiene lugar en la etapa ex-ante, es decir, antes de
que cada uno de ellos posea información privada, los aspectos referentes al tratamiento de la
información disponible por los miembros de una coalición es irrelevante, pues todos ellos des-
conocen lo mismo. No obstante, cuando la negociación se lleva a cabo en la etapa interim, esto
es, cuando cada jugador ha recibido alguna información privada, es necesario determinar la
cantidad de información que los miembros de una coalición pueden compartir. Por ejemplo, si
los miembros de una coalición sólo pueden coordinar sus acciones sobre el conjunto de eventos
que son de conocimiento común para todos ellos, entonces se habrá excluido la transmisión de
4Al respecto se encuentra por ejemplo el valor de Shapley [1953] y la noción de núcleo debida a Gilles [1959].
5En este caso, podemos encontrar, por ejemplo, el valor de Harsanyi [1959, 1963], el valor de Shapley [1969],
el valor consistente de Maschler y Owen [1989, 1992] y el núcleo interno de Qin [1993].
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información. Por el contrario, puede suceder que los jugadores que componen una coalición
puedan compartir su información privada en forma arbitraria, de modo que puedan coordinar
sus acciones sobre cualquier evento informacional. Más aún, es posible que los mecanismos
de transmisión de información estén determinados endógenamente dentro de la coalición. Ca-
da una de estas formas de transmisión de información define un conjunto diferente de pagos
factibles para cada coalición, de modo que no existe una única representación característica de
un mismo problema de negociación.
Supongamos que hemos adoptado algún esquema particular mediante el cual los miembros de
cada coalición comparten su información privada. Asumamos además que, dado este esquema
de comunicación, hemos derivado una función característica del problema original de nego-
ciación, posiblemente mediante las representaciones α o β sugeridas por Aumann [1961]. El
problema ahora es que posiblemente estamos dejando de capturar aspectos relevantes de la inter-
acción estratégica entre los jugadores, aquellos relacionados con las externalidades estratégicas
entre coaliciones. En situaciones como esta, pero bajo información completa, este problema
quedaría solucionado recurriendo a la representación en forma de función de partición; sin em-
bargo, este concepto no es fácilmente extendible al caso de juegos cooperativos con información
incompleta, por las mismas razones antes expuestas.
Un acuerdo negociado, sea en la etapa ex-ante o en la etapa interim, especifica un resultado
en cada posible estado de información conjunta, pero ¿qué garantiza que los jugadores estén
dispuestos a reportar honestamente su información privada? La posibilidad de la manipulación
estratégica por parte de los jugadores pone de manifiesto otro interrogante a la hora de determi-
nar cuál es la representación coalicional adecuada del problema de negociación. Si la informa-
ción no es verificable en la etapa de implementación del acuerdo, entonces es necesario requerir
que los acuerdos sean incentivo-compatibles, esto es, provean los incentivos necesarios para
que cada jugador esté dispuesto a revelar honestamente su información. Más aún, ¿es necesario
requerir que los acuerdos negociados entre los miembros de cada coalición diferente a la gran
coalición sean incentivo-compatibles? Podría ser que no. Si suponemos que el único resultado
que efectivamente será implementado en un acuerdo final es aquel alcanzado por la gran coali-
ción, entonces por el principio de revelación, sólo es necesario requerir que dichos acuerdos
sean incentivo-compatibles. En ese caso, los acuerdos a los que lleguen las coaliciones propias
son significativos en la medida que influencian el acuerdo elegido por la gran coalición. Por el
contrario, si permitimos que los acuerdos a los que lleguen las coaliciones sean implementa-
bles con alguna probabilidad positiva, entonces será necesario requerir de ellos que satisfagan
la compatibilidad de incentivos. Naturalmente, en cada caso la representación coalicional del
juego será diferente.
Como hemos visto, dependiendo de los supuestos que se hagan acerca de los aspectos referentes
a la información privada y a las interacciones estratégicas, es posible construir (aunque no en
todos los casos) diversas representaciones coalicionales del mismo problema de negociación.
Esta razón es, tal vez, la responsable de que la teoría de juegos cooperativos con información
incompleta se haya venido desarrollando a través del estudio de modelos particulares de in-
teracción, más que a partir de la construcción de conceptos solución generales. Por un lado,
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las economías de intercambio puro (carentes de externalidades estratégicas) ha sido el modelo
ideal para la extensión del concepto de núcleo a escenarios con información incompleta. No
obstante, la noción de valor en ambientes de negociación ex-ante ha sido también estudiada
bajo este modelo. Por otro lado, la extensión del concepto de valor NTU al caso de negociación
en la etapa interim se desarrollo en el estudio de problemas bayesianos de acción colectiva. La
presentación que realizamos a continuación está organizada alrededor de los conceptos solu-
ción, no obstante una exposición más detallada centrada en los modelos de interacción puede
ser consultada en Forges y Serrano [2011].
1.3.1. El Núcleo de una Economía de Intercambio
Desde el trabajo de Edgeworth [1881], la noción de núcleo ha resultado ser un concepto solu-
ción muy útil en el análisis de acuerdos cooperativos en economías de intercambio puro con
información completa. Más aún, su conexión con las asignaciones de equilibrio walrasiano ha
sido particularmente esclarecedora en cuanto al estudio de la competencia perfecta. Tal vez sea
esta la razón natural por la cual el concepto de núcleo en el marco de la teoría de juegos coo-
perativos con información incompleta se ha desarrollado a través del estudio de las economías
de intercambio puro con asimetrías de información. Otra razón por la cual resulta útil analizar
el núcleo en el marco de este modelo es la menor complejidad de su tratamiento matemático
debido a la ausencia de externalidades estratégicas.
El núcleo de una economía está basado en la idea de que los miembros de cualquier grupo de
consumidores (coalición) pueden negociar para alcanzar un acuerdo auto-implementable (self-
enforcing), con lo cual se quiere expresar el hecho que ninguna coalición mejorará cambiando su
statu quo coalicional. Se dice que una asignación de mercancías factible es bloqueada por una
coalición si existe otra asignación factible para los miembros de dicha coalición que los mejore
a todos estrictamente. En particular, la noción de núcleo supone que cuando una coalición con-
templa la posibilidad de bloquear una asignación mediante la negociación de otra asignación
factible para ellos, entonces: (i) a ellos no se les impide hacer esto mediante acuerdos previos;
(ii) el acuerdo alcanzado es final, en el sentido que no puede ser renegociado; y (iii) si no se
alcanza un acuerdo, el statu quo prevalece. Con esto, la definición de núcleo para una economía
de intercambio puro bajo asimetrías de información debe lucir así:
Una “asignación factible” pertenece al núcleo de la economía si no puede ser blo-
queada por ninguna coalición, es decir, si no existe otra asignación factible para los
miembros de alguna coalición que los “mejore” estrictamente.
Esta definición, sin embargo, es ambigua en varios aspectos. En primer lugar, es necesario
definir con precisión qué asignaciones se consideran factibles para una coalición. Por analogía
con la definición de factibilidad en una economía con información completa, en este caso, una
asignación factible se define como una asignación estado-contingente que satisface las restric-
ciones tradicionales de disponibilidad de recursos en cada estado de información conjunta6. Es
6Algunos autores definen las restricciones de disponibilidad de recursos como el promedio entre estados (véase
por ejemplo, Forges, Heifetz y Minelli [2001]).
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necesario, además, distinguir si la información privada es públicamente verificable en el mo-
mento de la implementación de los acuerdos, en cuyo caso no es necesario imponer restricciones
de compatibilidad de incentivos o, por el contrario, si la información es no verificable, de modo
que las restricciones de incentivo son esenciales.
En segundo lugar, se requiere determinar la cantidad de información considerada a la hora de
evaluar el bienestar de cada individuo. Cuando la negociación se lleva a cabo en la etapa ex-
ante, la forma adecuada de medir la utilidad corresponde a la utilidad esperada expresada en
alguna representación tipo von Neumann-Morgenstern. En la etapa interim, por su parte, la
evaluación del bienestar se realiza a través de la utilidad esperada condicional (a la información
privada del agente). Finalmente, en la etapa ex-post (cuando toda la información privada se ha
hecho pública), la forma natural de medir el bienestar corresponde a la función de utilidad del
individuo en el estado correspondiente7.
Negociación ex-ante
Consideremos el caso en el que la negociación de los acuerdos entre los consumidores se realiza
en la etapa ex-ante y el consumo de las mercancías tiene lugar después de que el estado informa-
cional de la economía ha sido determinado. La información privada de los consumidores puede
incluir información tanto de sus preferencias como de sus dotaciones iniciales.
En el escenario más simple, el consumo tiene lugar después de que la información privada
se hace pública y verificable, es decir, en la etapa ex-post. De este modo, la incertidumbre
es simétrica8 y la economía corresponde al modelo Arrow-Debreu con mercancías estado-
contingentes. En este modelo cualquier acuerdo que satisfaga las restricciones de disponibilidad
de recursos es susceptible de ser auto-implementado. Más aún, si los mercados son completos, la
noción de equilibrio Arrow-Debreu de esta economía es análoga al concepto de equilibrio wal-
rasiano de una economía sin incertidumbre. Con esto, la función característica de esta economía
de intercambio puro queda bien definida y el nœcleo ex-ante se define como el núcleo usual, esto
es, el conjunto de asignaciones estado-contingentes factibles tales que ninguna coalición posee
una asignación estado-contingente factible que incremente estrictamente la utilidad esperada de
cada uno de sus miembros. Bajo las hipótesis estándar de regularidad de esta economía, las asig-
naciones de equilibrio Arrow-Debreu con mercancías estado-contingentes pertenecen al núcleo
ex-ante, existe siempre al menos un equilibrio, por cuanto el núcleo es no-vacío, y el teorema
de equivalencia de Debreu-Scarf se satisface.
7Véase Allen y Yannelis [2001] y Forges, Minelli y Vohra [2002] para una descripción más detallada acerca
del concepto de núcleo en economías de intercambio puro con información incompleta.
8Típicamente en la literatura no se hace distinción entre los términos información asimétrica e información
incompleta. Sin embargo, aquí resulta útil diferenciar este par de conceptos. Diremos que un juego posee infor-
mación incompleta si al comienzo del juego alguno o varios de los jugadores desconoce algún elemento relevante
de la estructura de juego. Por otro lado, diremos que un juego posee información asimétrica si existe información
diferencial entre los jugadores al principio del juego. En ese caso, todo juego con información asimétrica posee
información incompleta; sin embargo, el recíproco no es necesariamente cierto. Considérese por ejemplo el caso
en el cual la incertidumbre es simétrica.
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Analicemos ahora el escenario en el cual el consumo tiene lugar después de que cada con-
sumidor ha recibido alguna información privada, pero antes de que dicha información se haga
públicamente verificable, es decir, en la etapa interim. En ese caso, la implementación de los
acuerdos depende de los reportes que realicen los consumidores acerca de sus preferencias y/o
dotaciones iniciales. Sin embargo, en general, un consumidor no posee incentivos para revelar
honestamente su información privada, de modo que los acuerdos están sujetos a la manipulación
estratégica y en esa medida no son implementables. Hasta este punto resulta útil pensar que los
consumidores negocian sus acuerdos a través de un mediador, quien le pide a cada consumi-
dor que realice un reporte confidencial de su información privada (posiblemente deshonesto).
A partir de la información recolectada y siguiendo una regla de elección estado-contingente
denominada mecanismo directo, el mediador determina la asignación de mercancías que será
implementada en el acuerdo. Diremos entonces que un mecanismo directo posee compatibili-
dad de incentivos si revelar honestamente la información privada por parte de todos los con-
sumidores es un equilibrio bayesiano. De este modo, por el principio de revelación, las únicas
asignaciones factibles de mercancías estado-contingentes implementables son aquellas que co-
rresponden a algún mecanismo directo con compatibilidad de incentivos.
De esta forma, la función característica de esta economía queda bien definida y el nœcleo ex-ante
incentivo-compatible es simplemente el conjunto de asignaciones de utilidad soportadas por el
conjunto de mecanismos incentivo-compatibles que satisfacen las restricciones de disponibili-
dad de recursos tales que ninguna coalición puede incrementar la utilidad esperada de todos
sus miembros mediante algún otro mecanismo incentivo-compatible factible dados los recursos
de que disponen. Forges, Mertens y Vohra [2002] proporcionan un ejemplo de una economía
bien comportada con funciones de utilidad cuasi-lineales en la cual el núcleo ex-ante incentivo-
compatible es vacío bajo las hipótesis usuales. A pesar de esto, algunas condiciones suficientes
para la no-vacuidad del núcleo han sido proporcionadas. Del mismo modo, Forges, Heifetz y
Minelli [2001] identifican un ejemplo en el cual el teorema de equivalencia de Debreu-Scarf
no se satisface. Sin embargo, muestran que bajo la hipótesis adicional de valores privados inde-
pendientes9 (independent private values), las asignaciones del núcleo convergen al equilibrio a
medida que la economía es replicada.
En resumen, bajo el caso ex-ante siempre existe una función característica de la economía
(incluso cuando se incorporan las restricciones de incentivo), pues siempre es posible definir
el conjunto de utilidades esperadas factibles para cada coalición. En esa medida, no hay am-
bigüedad respecto a la definición de núcleo.
Negociación interim
Cuando los consumidores negocian sus acuerdos de intercambio, es más natural considerar
que ellos conocen solamente sus preferencias y dotaciones iniciales, mientras que desconocen
9Se dice que un juego con información incompleta satisface la hipótesis de valores privados independientes si
los tipos de los jugadores son variables aleatorias independientes y la función de utilidad de cada jugador depende
únicamente de su tipo.
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las de los otros consumidores. En ese caso, la formación de coaliciones se lleva a cabo en la
etapa interim y el consumo (al igual que en el caso ex-ante) puede tener lugar en la misma
etapa interim o en la etapa ex-post. La negociación interim posee la dificultad de que no existe
una forma obvia de definir la función característica de la economía. El problema estriba en
determinar la cantidad de información que pueden compartir los miembros de una coalición
cuando cooperan para objetar el statu quo.
Tomemos inicialmente en consideración el caso en el cual el consumo tiene lugar en la eta-
pa ex-post, de modo que las restricciones de incentivo no son relevantes. Debido a que en el
proceso de negociación cada jugador puede o no hacer uso de su información privada, es más
conveniente describir dicha información a través de un conjunto (finito) de “tipos”, cada uno
de los cuales resume la información privada acerca de sus preferencias y dotaciones iniciales.
Sea Ti el conjunto de tipos del agente i ∈ N, donde N denota el conjunto de agentes de la
economía. Bajo esta descripción, un estado informacional conjunto se define como un perfil
de tipos (ti)i∈N ∈ TN = ∏i∈N Ti. De acuerdo con Holmström y Myerson [1983], una mejora
Paretiana del bienestar para los miembros de la gran coalición requiere que todos los tipos de
todos los jugadores incrementen su utilidad esperada condicional, lo cual es equivalente a decir
que existe un evento E ⊆ TN de conocimiento común entre todos los agentes tal que todos los
jugadores con tipos en E incrementen su utilidad esperada condicional sobre E. La razón de
esto es que la única forma en que un observador no informado puede verificar una mejora en el
sentido de Pareto es a través de algún evento de conocimiento común. Una pregunta que surge
es ¿cómo trasladar esta noción de dominancia al caso coalicional? ¿Es necesario que todos los
tipos de todos los jugadores miembros de una coalición incrementen su utilidad esperada condi-
cional? Consideremos el caso de la coalición compuesta únicamente por el jugador i. Como i
conoce su tipo t̂i, entonces el evento {t ∈ TN | ti = t̂i} es conocimiento común para él. Luego, el
agente i objetará el statu quo si su utilidad esperada condicional a su tipo t̂i es superior a la que
obtendría consumiendo sus dotaciones iniciales. De este modo, en cualquier objeción por parte
de la coalición {i} es necesario que algœn tipo del agente i se encuentre mejor de lo que estaría
con sus dotaciones. Basado en esta idea, Wilson [1978] define el nœcleo interim bruto (coarse
core) como el conjunto de asignaciones de mercancías estado-contingentes factibles tales que
no existe una coalición S, un evento E de conocimiento común entre los miembros de S y una
asignación estado-contingente factible para S que incremente la utilidad esperada condicional
sobre E para todos los miembros de S.
Wilson [1978] prueba que el núcleo interim bruto de una economía de intercambio es no-vacío
bajo las hipótesis usuales de regularidad de la economía. Sin embargo, Serrano, Vohra y Volij
[2001] proporcionan un ejemplo en el cual el teorema de equivalencia de Debreu-Scarf no se
satisface.
Como es evidente, el núcleo interim bruto está basado en el supuesto de que los agentes pueden
coordinar sus acciones únicamente sobre aquellos eventos que son de conocimiento común entre
ellos. Esto significa que no existe manera alguna mediante la cual los miembros de una coali-
ción puedan compartir su información. Este supuesto es ciertamente restrictivo, en la medida
que cualquier coalición podría (eventualmente) escoger algún evento informacional discernible
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para ellos mediante la agrupación de la información conjunta que poseen. Se dice que un evento
E ⊆ TN es admisible para la coalición S si todos los miembros de S pueden discernir el evento E
sin el uso de la información de los agentes fuera de la coalición. Esto supone que los miembros
de la coalición pueden compartir toda su información de forma arbitraria. Bajo este esquema
de transmisión de información, Wilson [1978] define el nœcleo interim renado (ne core) co-
mo el conjunto de asignaciones de mercancías estado-contingentes factibles tales que no existe
una coalición S, un evento E admisible para la coalición S y una asignación estado-contingente
factible para S que incremente la utilidad esperada condicional sobre E para todos los miem-
bros de S. Dada una “objeción bruta” para una coalición S sobre un evento E de conocimiento
común, siempre es posible construir un evento E ′ admisible (también de conocimiento común)
tal que dicha objeción es también una “objeción refinada” para la coalición S sobre el evento
E ′. En consecuencia, el núcleo interim refinado está contenido en el núcleo interim bruto. De-
safortunadamente, el núcleo interim refinado puede ser vacío en economías bien comportadas
como lo ilustra el mismo Wilson [1978].
Cuando el consumo tiene lugar en la etapa interim, la información privada no es verificable
y la implementación de los acuerdos está sujeta al cumplimiento de las restricciones de in-
centivo. En este caso, las definiciones de nœcleo interim bruto incentivo-compatible y nœcleo
interim renado incentivo-compatible se obtienen inmediatamente a partir de sus análogas al
restringir la factibilidad considerando adicionalmente las restricciones de incentivo. Respecto
de estas definiciones de núcleo, existen varios resultados negativos en cuanto a su no-vacuidad.
Vohra [1999] y Forges et al. [2002] proporcionan ejemplos de economías bien comportadas en
las cuales el núcleo interim bruto incentivo-compatible es vacío. Por otro lado, es bien sabido
que en problemas de intercambio de dos jugadores con información incompleta es posible que
no exista algún mecanismo incentivo-compatible, interim individualmente racional y ex-post
eficiente simultáneamente (véase por ejemplo, Holmström y Myerson [1983] y Myerson y Sa-
tterthwaite [1983]), de modo que el núcleo interim refinado incentivo-compatible puede ser
vacío incluso en economías de dos consumidores.
Ambas definiciones de núcleo propuestas por Wilson corresponden a casos extremos respecto
de la transmisión de información dentro de cada coalición: en el primer caso, el núcleo interim
bruto elimina la posibilidad de comunicación; en el segundo caso, el núcleo interim refinado
permite cualquier forma no restringida de comunicación. En cualquier caso, el esquema de co-
municación es exógeno. Existen, sin embargo, situaciones en las cuales cada coalición puede
emplear esquemas de comunicación diferenciados que permitan una mayor o menor transmisión
de información dentro de la coalición. Más recientemente, Serrano y Vohra [2007] proponen un
concepto de núcleo que incorpora la transmisión endógena de información. La idea general es
que en un juego cooperativo con información completa la estabilidad coalicional del statu quo
puede ser verificada mediante un juego en el cual los miembros de la coalición votan unánime-
mente a favor o no de otra asignación factible. Por definición, el núcleo del juego cooperativo
es precisamente el conjunto de asignaciones que ninguna coalición rechaza unánimemente en
favor de alguna otra asignación factible. De este modo, toda asignación en el núcleo hace parte
de un equilibrio de aceptación de un juego de votación entre las coaliciones. Serrano y Vohra
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extienden esta idea al caso de un modelo con información incompleta. La cantidad de informa-
ción transmitida así como las restricciones de incentivos quedan implícitamente incorporadas
en las condiciones de equilibrio bayesiano de un juego de votación con información incompleta.
El enfoque usado por Serrano y Vohra dio origen a la noción de nœcleo con respecto a un equi-
librio de bloqueo (core with respect to equilibrium blocking), el cual está compuesto por todas
aquellas asignaciones incentivo-compatibles contra las cuales no existe un equilibrio bayesiano
de rechazo de un mecanismo particular de comunicación. Esta noción de núcleo ha resultado
ser lo suficientemente generalizadora que se reduce a: (i) el núcleo interim refinado en el caso
de tipos verificables; (ii) el nœcleo creíble (credible core) de Dutta y Vohra [2005], cuando las
coaliciones se encuentran restringidas al uso de mecanismos determinísticos que poseen una
única coalición en su soporte; (iii) el nœcleo de utilidad virtual (virtual utility core) propuesto
por Myerson [2007] cuando se permiten mecanismos aleatorios medibles (con respecto a la
información de la respectiva coalición); y (iv) el nœcleo mediado aleatoriamente (randomized
mediated core) de Serrano y Vohra [2007] en el caso de mecanismos aleatorios no restringidos.
Con respecto al problema de convergencia de este concepto de núcleo, Kamishiro y Serrano
[2011] muestran que en el caso de economías cuasi-lineales el núcleo converge al conjunto de
asignaciones de equilibrio ex-post.
Otro concepto de núcleo justificado mediante el equilibrio de una representación no-cooperativa
del juego cooperativo fue propuesto por de Clippel [2007]. Este enfoque alternativo extiende el
trabajo de Pérez-Castrillo [1994] al caso de economías de intercambio con utilidad no transferi-
ble e información asimétrica. Más precisamente, de Clippel analiza la formación endógena de
coaliciones en el marco del modelo de screening competitivo de Rothschild y Stiglitz [1976].
Posteriormente, él muestra que el conjunto de equilibrios perfectos en subjuegos de dicho mode-
lo coincide con el núcleo de una economía de intercambio “ficticia” bajo incertidumbre simétri-
ca. Los agentes ficticios de dicha economía son definidos a través de la representación tipo-
agente de un juego bayesiano, por cuanto de Clippel define el nœcleo tipo-agente (type-agent
core) de la economía original como el conjunto de asignaciones del núcleo de la economía fic-
ticia (a través del isomorfismo natural entre las dos economías). Como resultados generales, de
Clippel encuentra que el núcleo tipo-agente está contenido en el núcleo interim bruto, es no-
vacío y converge al conjunto de asignaciones de equilibrio de mercado restringido10 a medida
que la economía es replicada.
Un concepto de núcleo que merece especial atención es el concepto de núcleo de utilidad virtual
propuesto por Myerson [2007]. A diferencia del enfoque tradicional, en el cual las restricciones
de incentivo se incorporan directamente sobre la función característica de la economía, el en-
foque adoptado por Myerson [1983, 1984a, 1984b] emplea las restricciones de incentivo para
definir la “utilidad virtual” de los agentes en cada estado, la cual puede ser interpretada como el
análogo de la utilidad λ -transferible en juegos cooperativos con información completa. Este en-
foque fue propuesto por Myerson buscando desarrollar una teoría general de la cooperación bajo
10El concepto de equilibrio de mercado restringido es una adaptación del concepto usual de equilibrio con
mercancías estado-contingentes que incorpora algunos factores de la toma de decisiones en la etapa interim. Una
definición detallada de este concepto puede ser consultada en Wilson [1978] y Forges et al. [2002].
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información incompleta (sobre estos conceptos y desarrollo volveremos en la sección 1.3.3.).
Myerson [1995], haciendo uso de la utilidad virtual del mismo modo que en el método de trans-
ferencias ficticias de utilidad en juegos NTU (véase Myerson [1992]), generaliza la noción de
núcleo interno (inner core) de Qin [1993] al caso de juegos cooperativos con información in-
completa, pero bajo el contexto de un proceso dinámico de emparejamiento. Posteriormente,
Myerson [2007] emplea la misma interpretación del núcleo interno en términos de formación
aleatoria de coaliciones para extender sus resultados de 1993 al caso más general de juegos
bayesianos cooperativos sin externalidades estratégicas, con tipos independiente y transferen-
cias monetarias. Una condición suficiente para la no-vacuidad del núcleo de utilidad virtual es
que el juego sea balanceado, condición que se satisface siempre en juegos de dos jugadores y
economías de intercambio puro cuasi-lineales.
Una de las ventajas que posee el enfoque de utilidad virtual (con respecto al enfoque tradicional)
es que tiene en cuenta el hecho que las asignaciones de statu quo emergen por sí mismas del
proceso de negociación con lo cual poseen contenido informativo. De esta forma, el núcleo de
utilidad virtual puede (en algunos casos), como muestran de Clippel y Minelli [2004], refinar el
núcleo interim.
1.3.2. El Valor de una Economía de Intercambio
A diferencia del concepto de núcleo, la noción de valor de una economía de intercambio puro
con información incompleta ha sido menos estudiada sistemáticamente. El estudio más sobre-
saliente (tal vez el único) fue realizado por Krasa y Yannelis [1994]. En su artículo, ellos anali-
zan el valor NTU de Shapley de una economía bajo negociación en la etapa ex-ante e informa-
ción no-verificable. En particular, ellos encuentran que el valor NTU de Shapley constituye una
forma de medir la ventaja informacional que posee un consumidor. Esta característica del valor
no es necesariamente compartida por el equilibrio de expectativas racionales, que corresponde
al equilibrio de Radner [1968] bajo el supuesto de previsión perfecta (Radner [1979]).
El modelo de Krasa y Yannelis considera únicamente información privada sobre las dotaciones
iniciales y describe dicha información mediante el uso de particiones medibles11 del conjunto
de posibles estados de la economía, denotado usualmente por Ω. Así, si dos estados diferentes
de la economía ω,ω ∈Ω se encuentran en un mismo bloque de la partición Fi del consumidor i,
entonces dicho agente no distingue si ω o ω ha ocurrido realmente; es decir, si ocurre el estado
ω ∈ Ω, el agente i observa el evento (bloque) Ei(ω) que contiene a ω en la partición Fi, pero
no distingue cuál de los diferentes elementos de Ei(ω) ha ocurrido, a menos que Ei(ω) = {ω}.
Típicamente, la compatibilidad de incentivos a nivel coalicional se define en forma usual, ex-
cepto que restringiéndose a la correspondiente coalición. Formalmente, una asignación estado-
contingente factible para una coalición S se dice que es incentivo compatible para la coalición
S si no existe otra asignación factible para S tal que alguno de sus miembros está mejor re-
portando a los demÆs miembros de la coalición un estado que no ha ocurrido. Esta definición
11Si Ω denota el conjunto de posibles estados de la economía, una partición medible de Ω, denotada típicamente
por F , es una colección finita de subconjuntos de Ω disjuntos por pares tales que su unión es Ω.
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limita las posibilidades de comunicación a los miembros de una misma coalición, con lo cual
se excluye la posibilidad de que una coalición pueda engañar a los miembros de la coalición
complementaria. De esta forma, Krasa y Yannelis proponen una definición alternativa: una asig-
nación factible satisface la compatibilidad de incentivos coalicional12 si no existe una coalición
S y unos estados ω,ω ∈Ω que los miembros de N \S no distinguen (es decir, ω y ω pertenecen
al mismo evento de la partición de cada agente en la coalición complementaria) tal que después
de una redistribución apropiada de las dotaciones, los miembros de S están estrictamente mejor
anunciando ω cuando realmente ha ocurrido ω .
Esta definición de compatibilidad de incentivos coalicional da lugar a una nueva representación
característica de esta economía de intercambio (representación incentivo-compatible), la cual
define a su vez el valor incentivo-compatible como aquella asignación estado-contingente aso-
ciada al valor NTU de Shapley de este juego en forma coalicional. Bajo este concepto solución,
puede suceder, sin embargo, como muestran Krasa y Yannelis (véase ejemplo 4 de su artícu-
lo), que los excesos de demanda individuales de algún agente, determinados por la asignación
valor, no sean medibles con respecto a su información privada13, es decir, que los intercam-
bios netos de dicho consumidor sean contingentes en dos estados que él no puede distinguir.
La medibilidad privada de los intercambio netos es “análoga” al requerimiento de que, en un
juego no-cooperativo, los jugadores no pueden escoger diferentes acciones en dos nodos que
se encuentran en un mismo conjunto de información. Este supuesto, además, implica que en
un intercambio no puede haber transmisión de información. De esta forma, Krasa y Yannelis
definen el valor privado14 como aquella asignación estado-contingente asociada al valor NTU
de Shapley del juego en forma característica determinado por el conjunto de asignaciones de
utilidad esperada soportadas por el conjunto de intercambios netos factibles y medibles con
respecto a la información privada de los agentes (representación medible).
La pregunta ahora es si el valor privado satisface la restricción de compatibilidad de incentivos
coalicional. Una forma de abordar esta cuestión es estudiar la relación entre la representación
medible y la representación incentivo-compatible. Krasa y Yannelis encuentran que si existe
una única mercancía en cada estado, entonces ambas representaciones son equivalentes. De
este modo, el valor incentivo-compatible y el valor privado son iguales. Más generalmente,
ellos muestran que si en la definición de compatibilidad de incentivos coalicional se exige que
el evento sobre el cual los agentes de la coalición S mienten sea de conocimiento común en-
tre ellos, entonces el valor privado es incentivo-compatible coalicionalmente bajo esta última
definición15.
12Esta definición corresponde a lo que Krasa y Yannelis [1994] definen como compatibilidad de incentivos
coalicional fuerte.
13Un intercambio neto (estado-contingente) medible con respecto a la información privada del agente i, suele
decirse que es Fi-medible. Esta denominación, sin embargo, constituye un abuso de notación, pues la medibilidad
se define en términos de la σ -álgebra generada por la partición Fi, no en términos de la partición misma.
14Esta definición de valor corresponde al concepto de núcleo privado (private core) introducido por Yannelis
[1991]. Krasa y Yannelis [1996] estudian además la existencia general del valor privado para una economía de
intercambio puro con información incompleta.
15Resultados similares con respecto a la relación entre la condición de medibilidad privada y la compatibilidad
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La característica más importante del valor privado es que es sensible a las contribuciones infor-
macionales de los jugadores. Es decir, un agente con información privada que puede conducir
a una mejora en el sentido de Pareto es remunerado por esto, incluso si él posee dotaciones
iniciales nulas. De esta forma, un agente no informado puede beneficiarse de la información
privada de los otros aún cuando él no pueda adquirirla. Es importante resaltar que esta carac-
terística es compartida por el valor incentivo-compatible, excepto que bajo este último concepto
solución, los agentes no sólo se benefician de la información privada poseída por otros, sino que
también de aquella que es transmitida en el intercambio (cuando en la economía hay más de una
mercancía en cada estado).
Krasa y Yannelis estudian además dos definiciones alternativas de valor basadas en los con-
ceptos de núcleo bruto y refinado introducidos por Wilson [1978]. Para ello, ellos cambian la
condición de medibilidad privada en la representación medible por la condición de medibili-
dad con respecto a la información de conocimiento comœn entre los agentes (intersección de
las particiones individuales de información), que da lugar a la representación bruta y con ello
al concepto de valor bruto. Similarmente, al cambiar la condición de medibilidad privada por
la condición de medibilidad con respecto a la información agrupada entre los agentes (unión
de las particiones individuales de información), se obtiene la representación refinada y de esta
forma el concepto de valor renado.
Estos dos valores, sin embargo, poseen algunas dificultades. En primer lugar, el valor refinado
no es en general incentivo-compatible ni en el sentido usual ni en el sentido propuesto por Kras-
sa y Yannelis. Otra dificultad con el valor refinado es que no toma en cuenta las asimetrías de
información. Esto sucede ya que si, por ejemplo, un grupo jugadores al agrupar su información
puede determinar el verdadero estado de la economía, entonces cualquier contribución informa-
cional de otro jugador se vuelve irrelevante. Por otro lado, a pesar de que el valor bruto es sensi-
ble a las contribuciones informacionales, este concepto puede sufrir de características extrañas.
Por ejemplo, si a una economía se añade un jugador con cero dotaciones iniciales y ninguna
información privada (partición de información trivial), entonces el conocimiento común de la
gran coalición se vuelve inmediatamente trivial, incluso si antes de la incorporación de dicho
consumidor era conocimiento común el verdadero estado de la economía. Así, la desinforma-
ción de un agente afecta negativamente la información de los demás consumidores.
1.3.3. Valores en Juegos Bayesianos Cooperativos
Dos de los conceptos solución en teoría de juegos cooperativos más difundidos son la solución
de negociación bilateral de Nash [1950, 1953] y el valor de Shapley [1953]. Ambos conceptos
solución están definidos como las únicas reglas de asignación justas que satisfacen un conjunto
“razonable” de axiomas. Harsanyi [1963] mostró que estas dos importantes nociones son ca-
sos especiales de un concepto solución más general llamado valor de utilidad no-transferible
o valor NTU, definido para todo juego cooperativo bajo información completa con utilidad
no-transferible (juego NTU). Otras definiciones de valores NTU fueron sugeridas por Shapley
de incentivos coalicional pueden ser consultados en Koutsougeras y Yannelis [1993].
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[1969], y Maschler y Owen [1989, 1992]16. Todos estos conceptos solución están basados en
el principio de ganancias iguales, según el cual todos los jugadores deben beneficiarse en igual
medida de la cooperación mutua.
Con el ánimo de analizar situaciones de negociación en las cuales los jugadores poseen infor-
mación privada no verificable, Harsanyi y Selten [1972] generalizan la solución de negociación
bilateral de Nash para juegos con información incompleta. Ellos derivan su solución de nego-
ciación a partir de un conjunto de ocho axiomas similares a los axiomas de Nash, y definen
su solución como aquella asignación factible que maximiza un producto de Nash ponderado.
Posteriormente, Myerson [1979] propone una modificación de esta generalización, extendiendo
la solución al caso de n jugadores y cambiando la forma en que se define el conjunto de posibles
acuerdos. La principal distinción entre ambas soluciones estriba en que Harsanyi y Selten [1972,
Parte II] definen el conjunto de posibles acuerdos como la envoltura convexa de las asignaciones
de utilidad generadas por un equilibrio especial de un mecanismo que ellos describen (equili-
brio estricto). Myerson [1979] por su parte define el conjunto de posibles acuerdos como el
conjunto de asignaciones de utilidad implementadas por el conjunto de mecanismos incentivo-
compatibles. Myerson, además, encuentra que el conjunto de posibles acuerdos como lo define
Harsanyi y Selten es de hecho un subconjunto del conjunto de posibles acuerdos incentivo-
eficientes definido por él.
La solución de negociación de Myerson [1979], sin embargo, posee al menos tres inconve-
nientes. En primer lugar, la solución es sensible a los cambios conjuntos de las funciones de
utilidad y las creencias que dejan inalteradas las utilidades esperadas interim, lo cual constituye
una violación al axioma de invarianza de probabilidad, el cual es análogo al axioma de inva-
rianza escalar (véase Myerson [1984a]). De esta forma, la solución de negociación de Myerson
hace uso de las probabilidades subjetivas en forma tal que no pueden estar basadas en la es-
tructura esencial del juego de negociación. En segundo lugar, la solución no coincide con las
asignaciones de equilibrio de un procedimiento simple de negociación en el cual cada jugador
tiene la misma posibilidad de actuar como dictador, con lo cual la solución de Myerson viola
el axioma de dictadura aleatoria que corresponde al análogo del axioma de simetría (véase
Myerson [1984a]). Finalmente, la solución está caracterizada por un producto de Nash gene-
ralizado, por lo cual ignora completamente la posibilidad de cooperación entre subconjuntos
de jugadores. Con respecto a las dos primeras dificultades, Myerson [1984a] desarrolla una
nueva generalización de la solución de negociación bilateral de Nash para juegos con infor-
mación incompleta, que él mismo denominó solución neutral de negociación. Myerson define
su solución neutral de negociación como el conjunto de mecanismos incentivo-compatibles e
interim-eficientes que pertenecen al conjunto de todas las correspondencias solución que sa-
tisfacen los axiomas de dictadura aleatoria, invarianza de probabilidad y extensión, donde este
último es análogo al axioma de independencia de alternativas irrelevantes.
A pesar de estos esfuerzos, seguía sin formularse una definición apropiada de juego cooperati-
vo con información incompleta en la cual se consideraran explícitamente las posibilidades de
16El valor NTU de Shapley se denomina alternativamente valor λ -transferible. Similarmente, el valor de
Maschler-Owen es llamado valor NTU consistente.
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cooperación entre subconjuntos de jugadores. La cuestión de determinar la estructura adecuada
para un juego bayesiano cooperativo no es sencilla; considere por ejemplo que en cada estado de
información t = (ti)i∈N existe una función característica V (t) bien definida. Entonces ¿debería
cada jugador i ∈ N tener alguna creencia acerca de la estructura correcta V (·) sobre el conjunto
de posibles funciones características? ¿Deberían estas creencias depender de su información
privada? Más aún, ¿cómo podrían los jugadores implementar sus acuerdos coalicionales cuan-
do cada uno cree estar jugando un juego diferente? Incluso si los miembros de una coalición
están de acuerdo acerca de V (·), ¿cómo pueden ellos ponerse de acuerdo sobre la manera de
alcanzar el máximo valor posible dentro de la coalición? Por ejemplo, en una situación de in-
tercambio bilateral con información asimétrica, ambos agentes pueden estar de acuerdo en que
el intercambio es benéfico en la medida que existen ganancias de la cooperación y, sin embar-
go, ellos podrían no alcanzar un acuerdo si no encuentran la forma adecuada de realizar dichas
ganancias. Por otro lado, si la información privada no es verificable, entonces ¿cómo extender la
factibilidad en V (·) para incluir las restricciones de incentivo? Myerson [1984b] resuelve estas
dificultades incluyendo funciones de pago con dominio en algún conjunto bien definido de elec-
ciones colectivas para cada coalición como descripción primitiva del juego cooperativo. Nótese
que este inconveniente no aparece en las economías de intercambio con información incomple-
ta, pues en estos modelos las estrategias de los consumidores corresponden a sus intercambios
netos estado-contingentes, los cuales definen directamente los pagos factibles de cada uno de
ellos en cada coalición, de modo que la función característica puede ser en todos los casos bien
definida.
Myerson [1984b] explora esta formulación de un juego bayesiano cooperativo para construir
una generalización de su solución neutral de negociación. Como lo explica Myerson, la pre-
sencia de restricciones de incentivo hacen que la utilidad no sea transferible en la etapa de
negociación interim incluso cuando puede serlo en la etapa ex-post. De este modo, cualquier
concepto solución tendría necesariamente que estar basado en un marco NTU apropiado. Esta
observación condujo a Myerson [1984b] a formular su solución de negociación recurriendo al
método de transferencias ficticias de utilidad empleado por Shapley y Harsanyi (véase Myerson
[1991], capítulo 9, y Myerson [1992]) mediante la definición del concepto de utilidad virtual.
La idea general de este método es la siguiente: se asocia a cada asignación sobre la frontera
eficiente de Pareto de la gran coalición el vector de ponderadores que definen el hiperplano de
soporte de dicha asignación y en seguida se considera el juego ficticio en el cual los jugadores
intercambian su utilidad a las tasas especificadas por dichos ponderadores. Si el valor del juego
modificado con utilidad transferible es factible en el juego original, entonces se considera que
este es un valor de Harsanyi-Shapley. La justificación de este método radica en el uso del axioma
de independencia de alternativas irrelevantes17. La dificultad para extender este procedimien-
to al caso de información incompleta se deriva del hecho que la estructura de incentivos del
juego puede ser alterada cuando se permite que los jugadores transfieran su utilidad en la etapa
17De acuerdo con el principio de alternativas irrelevantes, si al eliminar asignaciones de pagos transferibles del
conjunto de posibles acuerdos, la asignación valor permanece en el conjunto restringido, entonces dicha asignación
es un valor del juego restringido.
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interim, de modo que la frontera interim-eficiente de Pareto del juego modificado puede no co-
incidir con la del juego original sobre la asignación valor. Afortunadamente, Myerson [1984b]
muestra que siempre existe una extensión lineal del juego, en la cual los jugadores realizan
trasferencias de utilidad virtual en cada estado y es posible asociar una frontera de Pareto lineal
sobre cualquier mecanismo incentivo-compatible e interim-eficiente del juego original.
Myerson [1984b] define su solución general de negociación como el conjunto de mecanismos
incentivo-compatibles para los cuales existen escalas de utilidad virtual tales que dichos meca-
nismos son interim-eficientes y justos si se permite realizar comparaciones interpersonales de
utilidad en las escalas de utilidad virtual. Por construcción, la solución de Myerson se reduce al
valor NTU de Shapley con amenazas variables en el caso en el que los conjuntos de tipos de los
jugadores son singulares (información completa), y a su solución neutral de negociación en el
caso de problemas bayesianos de negociación de dos jugadores. La solución de Myerson refleja
tres aspectos importantes de la negociación en la etapa interim: en primer lugar, tiene en cuenta
que la negociación es un medio por el cual la información puede ser revelada; en segundo lugar,
toma en consideración los compromisos inter-tipo a los cuales cada jugador se acoge cuando
media entre los diferentes intereses de cada uno de sus tipos, buscando evitar la difusión de su
información privada; y finalmente, incorpora los costos de señalización derivados de la com-
patibilidad de incentivos. Es de resaltar que este concepto solución es complejo de computar,
por cuanto su aplicación en juegos de tres o más jugadores resulta ciertamente difícil. Existen
en la literatura (a conocimiento del autor) sólo dos ejemplos de tres jugadores que aplican la
solución de Myerson: (i) un ejemplo de intercambio “muy elocuente” (del que hablaremos en
el siguiente párrafo y el cual será analizado en detalle en el capítulo 4) propuesto por de Clippel
[2005] y, (ii) un ejemplo de acción colectiva en el marco de un problema de provisión de un
bien público propuesto por Cabarique [2011].
En el ejemplo desarrollado por de Clippel [2005], dos individuos deben ponerse de acuerdo en
la cantidad y el precio al cual han de intercambiar un cierto bien. El vendedor posee una valora-
ción nula del bien objeto de intercambio, mientras que el comprador puede tener una valoración
alta (con cierta probabilidad) o una valoración baja, información que es desconocida por el
vendedor. Con el ánimo de facilitar el intercambio, un tercer jugador hace presencia liberando
a los otros dos jugadores de las restricciones de incentivo que enfrentan cuando cooperan. Con-
trario a lo que la intuición indicaría, la solución de Myerson trata al jugador 3 como dummy,
en el sentido que su pago esperado por la participación en el juego es nulo. Este ejemplo es
análogo al juego del banquero construido por Owen [1972] para evaluar el desempeño del valor
NTU de Shapley en el caso de juegos cooperativos con información completa. A pesar de este
resultado, de Clippel construye un esquema de negociación secuencial explícito en el cual el
jugador 3 obtiene un pago esperado positivo como recompensa por su actividad facilitadora.
Este esquema puede ser visto como una generalización del axioma de dictadura aleatoria de
Myerson [1984a] al caso de juegos de tres jugadores.
El trabajo de de Clippel muestra que la solución de Myerson no refleja adecuadamente la es-
tructura del juego en todos los casos y en esa medida debe ser investigado más profundamente.
Este es uno de los problemas abiertos identificados por Forges y Serrano [2011], y constituye
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uno de los objetivos que persigue esta tesis. Para ello, proponemos un ejemplo abstracto de tres
jugadores análogo al juego diseñado por Roth [1980] en el cual: (i) los jugadores 1 y 2 pueden
alcanzar el máximo pago posible en cada estado entre ellos sin la ayuda del jugador 3; y (ii)
el pago que reciben los jugadores 1 y 2 en cada estado en las coaliciones {1,3} y {2,3} es
estrictamente menor del que obtendrían en la coalición {1,2}. De este modo, en principio el ju-
gador 3 debería ser tratado por una solución de negociación como dummy en la medida que no
hay razón alguna para que 1 y 2 decidan cooperar con él. Sin embargo, la solución de Myerson
trata a los tres jugadores en forma simétrica. Presentaremos una discusión al respecto, así como
una interpretación de este resultado mediante un esquema explícito de negociación siguiendo el
argumento presentado por Aumann [1985a].
A diferencia del estudio del concepto de núcleo en economías de intercambio puro con infor-
mación incompleta, el análisis del concepto de valor en juegos bayesianos cooperativos ha sido
menos prolífico y poco examinado sistemáticamente. En particular, no se ha realizado una des-
cripción detallada del concepto de valor basada en la taxonomía de las etapas informacionales
de negociación y de implementación de los acuerdos. Existe, sin embargo, una excepción al res-
pecto, que corresponde al estudio que realizan de Clippel y Minelli [2004] de las soluciones de
negociación interim de Myerson [1983, 1984a] para problemas bayesianos de negociación de
dos jugadores en el caso de información verificable. Esta tesis tiene como propósito adicional
realizar una descripción detallada de diferentes valores para juegos cooperativos con informa-
ción incompleta, basada en la taxonomía de las etapas informacionales de negociación y de
implementación de los acuerdos. Particularmente, construimos una caracterización de los val-
ores NTU de Shapley y Harsanyi para el caso de negociación en la etapa ex-ante. Así mismo,
se realiza una descripción detallada del valor de Myerson en juegos de negociación en la etapa
interim. Con este objetivo, se busca construir un marco analítico común (lo más general posible)
que permita comparar una amplia variedad de situaciones de negociación. Sin embargo, y con
el fin de evitar las dificultades que trae consigo la consideración de la interacción estratégica,
centraremos nuestra atención en juegos cooperativos bayesianos sin externalidades estratégicas,
sin embargo sí permitiremos formas arbitrarias de externalidades informacionales.
La tesis está organizada así: el primer capítulo corresponde a esta introducción; en el segun-
do capítulo se realiza una descripción detallada de los conceptos de eficiencia definidos por
Holmström y Myerson [1983] en el contexto de problemas bayesianos de elección colectiva;
en el tercer capítulo se propone una caracterización de los valores NTU de Shapley [1969] y
Harsanyi [1959, 1963] en el caso de juegos cooperativos con información incompleta en los
cuales la negociación de los acuerdos se lleva a cabo durante la etapa ex-ante; en el cuarto
capítulo analizamos detalladamente el valor de Myerson [1984a] en el contexto de juegos coo-
perativos con información incompleta bajo negociación interim.
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Cap·tulo 2
Mecanismos Eficientes
En juegos cooperativos con información completa, una asignación factible (o resultado viable
de la interacción) se dice que es eciente si y sólo si no existe otra asignación factible que mejore
el bienestar de alguno o varios individuos sin reducir el bienestar de los demás. En este contexto,
es claro que no hay ambigüedad sobre el significado de las expresiones “mejorar” y “factible”.
Por un lado, la medida natural del bienestar de un individuo es su función de utilidad; por el
otro lado, la factibilidad se define a través del conjunto de asignaciones que conjuntamente los
jugadores pueden alcanzar. En ambientes con información incompleta, sin embargo, no es obvio
cómo estos conceptos pueden y deben ser definidos.
Así como en un juego bayesiano se debe distinguir entre las acciones disponibles de un jugador
y sus estrategias (que asignan una acción a cada posible tipo), en escenarios cooperativos bajo
información incompleta es necesario distinguir entre las posibles elecciones que conjuntamente
pueden lograr los jugadores, y las reglas de decisión (mecanismos) que implementan uno u otro
resultado en función de la información privada de los jugadores. Esta distinción es importante
ya que un observador externo (o mediador) que intente analizar la optimalidad de un resultado
particular encontrará que su análisis no puede estar basado en la información privada de los
jugadores. Dicho observador, a lo más, podrá determinar cómo dicho resultado depende de los
tipos de los jugadores, pero no podrá predecirlo; lo anterior debido a que el observador conoce
el mecanismo, pero no la combinación actual de tipos de los jugadores. Como señalan Holms-
tröm y Myerson [1983], el concepto de eficiencia debe ser aplicado a los mecanismos más que
a los resultados mismos que dichos mecanismos implementan. De esta forma, el criterio para
determinar si un mecanismo particular es o no eficiente, depende únicamente de la estructura
conocida del juego, pero no de la información privada de los jugadores. Por lo anterior, determi-
nar la factibilidad de un resultado requiere distinguir si la información privada de los jugadores
es o no públicamente verificable en el momento de la implementación de los mecanismos. En el
caso que la información sea verificable, no es necesario imponer restricciones de compatibili-
dad de incentivos, pues a pesar de que haya algún jugador que posea incentivos para manipular
estratégicamente el mecanismo, ninguno de ellos podrá hacerlo en forma efectiva. Si, por el
contrario, la información privada no es verificable, las restricciones de incentivo son esenciales.
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Del mismo modo, cuando se evalúa el bienestar es necesario determinar la cantidad de informa-
ción que posee un jugador cuando negocia un acuerdo. Cuando la negociación se lleva a cabo
en la etapa ex-ante, la forma adecuada de medir el bienestar corresponde a la utilidad esperada
expresada en alguna representación tipo von Neumann-Morgenstern. En la etapa interim, por
su parte, la evaluación del bienestar se realiza a través de la utilidad esperada condicional (dada
la información privada del agente). Finalmente, en la etapa ex-post, la forma natural de medir
el bienestar corresponde a la función de utilidad del individuo en el estado correspondiente.
Todas estas consideraciones dan lugar a múltiples nociones de eficiencia. En este capítulo rea-
lizaremos una exposición detallada de los conceptos de eficiencia definidos por Holmström y
Myerson [1983] en el contexto de problemas bayesianos de elección colectiva.
2.1. Juegos Bayesianos de Elección Colectiva
En un problema bayesiano de elección colectiva, a diferencia de un juego bayesiano, las ac-
ciones disponibles están determinadas conjuntamente para todos los jugadores, es decir, en vez
de considerar las estrategias que separadamente cada jugador puede implementar, definimos un
conjunto de elecciones factibles que los jugadores pueden alcanzar cooperativamente.
Sean N = {1,2, ...,n} un conjunto finito de jugadores y C el conjunto (finito) de resultados
sociales (o acciones colectivas) entre las cuales los jugadores pueden elegir conjuntamente.
Siguiendo a Harsanyi [1967-8], resumiremos toda la incertidumbre que poseen los jugadores
acerca de los elementos relevantes de la estructura del juego en el desconocimiento sobre las
preferencias de algún jugador por parte de algún otro (o incluso de sí mismo). Este hecho será
capturado asumiendo que cada jugador i ∈ N posee un conjunto finito de posibles tipos, que
denotaremos Ti. La noción de tipo de cada jugador no es más que la información privada que
cada jugador posee al inicio del juego y que podría afectar sus creencias y funciones de pago.
Con el fin de simplificar la notación, definiremos T = ∏i∈N Ti de tal forma que t = (ti, t−i) ∈ T
donde t−i ∈ T−i con T−i = ∏ j 6=i Tj.
Asumiremos que la función de utilidad del i-ésimo jugador es una función ui : C×T → R; es
decir, la utilidad que percibe cada jugador depende no sólo del resultado implementado entre
todos, sino también de la combinación actual de tipos.
De acuerdo con la teoría bayesiana de la decisión, las creencias de cada jugador acerca de
los tipos de los demás jugadores pueden ser descritas a través de distribuciones de probabilidad
sobre los tipos de los demás jugadores. Así, la creencia del jugador i, denotada pi, es una función
de probabilidad que para cada tipo ti ∈ Ti asigna una distribución de probabilidad pi(· | ti) sobre
el conjunto de tipos de los otros jugadores T−i. De este modo, para la combinación de tipos
t−i ∈ T−i, pi(t−i | ti) denota la probabilidad subjetiva que i asigna al evento de que t−i sea el
perfil actual de tipos de los otros jugadores, dado que su tipo es ti.
Diremos que las creencias de los jugadores son consistentes con una creencia comœn a priori
(common prior) si y sólo si existe una distribución de probabilidad a priori con soporte sobre el
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conjunto T , denotada P(·), que asigna una probabilidad positiva1 a cada posible combinación
de tipos de los jugadores, tal que las probabilidades condicionales (pi(· | ti))ti∈Ti para cada i ∈ N
pueden ser derivadas de P(·) a partir de la regla de Bayes, es decir,
pi(t−i | ti) =
P(ti, t−i)
p(ti)
donde p(ti) = ∑t−i∈T−i P(ti, t−i) es la probabilidad marginal del tipo ti y pi(t−i | ti) es la probabi-
lidad condicional de que los otros jugadores sean tipo t−i, dado que i es tipo ti.
Asumiremos en todos los casos que las creencias de los jugadores son consistentes y por tanto,
es suficiente especificar la función de distribución P(·).
Conceptualmente, la existencia de una creencia común a priori significa que las diferencias en
las creencias (es decir, las asignaciones de probabilidad) de cada jugador son debidas única-
mente a diferencias en la información privada de cada uno (Aumann [1976, 1987, 1998]). De
este modo, es plausible suponer que todos los jugadores poseen la misma creencia ex ante acer-
ca de la distribución de probabilidad con la que la naturaleza elige un conjunto de tipos para
ellos. Como el mismo Harsanyi lo afirma, “excepto que algún jugador tenga información del
tipo de los otros, cada uno estimará esas probabilidades cuando mucho en la misma medida
que el otro jugador” (Harsanyi [1994]). De aquí en adelante asumiremos entonces que P(·) es
conocimiento común entre todos los jugadores.
Definición 1 (Problema Bayesiano de Elección Colectiva).
Un problema bayesiano de elección colectiva está descrito por la tupla:
Γc = {N,C,(Ti,ui)i∈N,P(·)}
Como es habitual, todos los componentes de Γc son de conocimiento común entre todos los
jugadores.
2.2. Mecanismos Directos
Consideremos el siguiente sistema de comunicación mediada. En primer lugar, la naturaleza
elige una combinación de tipos t ∈ T de acuerdo con la distribución de probabilidad P y en-
seguida informa a cada jugador (pero no a los demás) acerca de la realización de su correspondi-
ente tipo. Después, un mediador le pide a cada jugador que confidencialmente le reporte su tipo.
Una vez recolectada la información reportada por todos los jugadores, el mediador selecciona
aleatoriamente un resultado c∈C de acuerdo con un mecanismo que depende de la información
reportada.
1El supuesto de que P(t) > 0 para todo t ∈ T es importante, ya que implica que el único evento R ⊆ T de
conocimiento común entre los jugadores es T en sí mismo.
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Definición 2 (Mecanismo).
Sea ∆(C) el conjunto de distribuciones de probabilidad sobre los elementos de C. Un mecanismo
en el juego Γc es una función µ : T → ∆(C) que asigna a cada posible combinación de tipos
t ∈ T de los jugadores una distribución de probabilidad sobre el conjunto de resultados C. Al
conjunto de todos mecanismos lo denotaremos M .
De esta forma, un mecanismo µ ∈M es tal que
µ(c | t)≥ 0 y ∑
c∈C
µ(c | t) = 1 (1)
para todo c ∈C y todo t ∈ T , donde µ(c | t) denota la probabilidad de que el mediador imple-
mente el resultado c, si cada jugador i ∈ N ha reportado que su tipo es ti.
Un mecanismo puede ser interpretado como la descripción matemática de un contrato. Cada
cláusula del contrato especifica un resultado (sobre la base de un procedimiento aleatorio) en
cada posible contingencia. Una vez los jugadores han firmado el contrato, cada individuo realiza
un anuncio (posiblemente deshonesto) acerca de su tipo; enseguida el mediador implementa el
resultado que indique el procedimiento aleatorio correspondiente al anuncio conjunto de tipos
de todos los jugadores.
Para definir el conjunto de mecanismos factibles debemos primero especificar si la información
privada de los jugadores es o no verificable. Si los tipos de los jugadores son públicamente
verificables, entonces ningún jugador podrá manipular (en forma efectiva) el resultado final
de la cooperación haciendo reportes falsos acerca de su información privada. En ese caso, el
conjunto de mecanismos factibles es precisamente M . Si por el contrario, no hay forma directa
de constatar los tipos de los otros jugadores, entonces se hace necesario restringir la atención a
aquellos mecanismos que son informacionalmente factibles.
Definiremos la utilidad esperada condicional del jugador i ∈ N bajo el mecanismo µ ∈ M
cuando su tipo es ti y lo anuncia honestamente al igual que todos los demás jugadores como
Ui(µ | ti) = ∑
t−i∈T−i
pi(t−i | ti) ∑
c∈C
µ(c | t)ui(c, t)
Similarmente, la utilidad esperada condicional del jugador i ∈ N bajo el mecanismo µ ∈ M
cuando su tipo es ti y anuncia que es tipo τi mientras que todos los demás jugadores anuncian
sus tipos honestamente es
U˜i(µ,τi | ti) = ∑
t−i∈T−i
pi(t−i | ti) ∑
c∈C
µ(c | τi, t−i)ui(c, t)
A manera de observación, note que Ui(µ | ti) = U˜i(µ, ti | ti) para todo ti ∈ Ti y todo i ∈ N.
Diremos que el mecanismo µ es incentivo-compatible si
Ui(µ | ti)≥ U˜i(µ,τi | ti), ∀i ∈ N, ∀ti ∈ Ti∀τi ∈ Ti (2)
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En otras palabras, µ posee compatibilidad de incentivos si decir la verdad por parte de cada
jugador es un equilibrio bayesiano del juego inducido por el mecanismo. A estas desigualdades
se les denomina restricciones de incentivo. Al conjunto de todos los mecanismos incentivo-
compatibles lo denotaremos M ∗.
Teorema 1.
M ∗ es un subconjunto no-vacío, compacto y convexo de M .
Demostración. Como los conjuntos C y T son finitos, entonces M ∗ forma un poliedro cerrado
y convexo sobre M , definido por la solución de las desigualdades lineales en (1) y (2). Además,
como M ∗ ⊆ M y M es acotado, entonces M ∗ es también un conjunto acotado y por tanto,
compacto. Para cada t ∈ T , sea µ(c | t) = 1/|C| para todo c ∈ C. Entonces µ ∈ M ∗ y así
M ∗ 6= /0. 
Hasta este punto es natural preguntarse por qué hemos centrado toda nuestra atención en me-
canismos de comunicación mediada en los cuales es racional para todos los jugadores decir la
verdad. Para entender esto, consideremos un sistema de comunicación más general en el cual
los reportes que cada jugador i ∈ N puede enviar son elementos de un conjunto Mi de mensajes
arbitrarios no necesariamente igual a Ti. Asociado a cada combinación de mensajes enviados
por los jugadores se define un resultado c ∈ C con pagos resultantes ui(c, t) para cada i ∈ N
y t ∈ T . Una estrategia (pura) para el jugador i en el juego inducido por el sistema de comu-
nicación es una función que a cada tipo ti ∈ Ti del jugador i le asigna un mensaje mi ∈ Mi.
El conjunto de mecanismos implementables, es decir, todos aquellos que son informacional-
mente factibles corresponde al conjunto de equilibrios de Nash bayesianos del juego inducido
por el sistema de comunicación. Afortunadamente, no es necesario considerar todos los posi-
bles juegos bayesianos inducidos por todos los diferentes sistemas de comunicación. Gracias al
principio de revelación2, dado un sistema de comunicación y un equilibrio de Nash bayesiano
del correspondiente juego inducido, existe un mecanismo de comunicación mediada con com-
patibilidad de incentivos, en el cual cada tipo de cada jugador recibe la misma utilidad esperada
que obtendría en el equilibrio bayesiano del juego inducido por el sistema de comunicación. En
este sentido, no hay pérdida de generalidad en asumir que los jugadores se comunican única-
mente a través de un mediador que le pide a cada jugador realizar un reporte confidencial acerca
de su información privada. En el caso que la información privada es públicamente verificable,
un resultado similar aplica.
2.3. Mecanismos Eficientes
La forma en que se mide el bienestar de un individuo en cierto momento depende de la informa-
ción que dicho individuo posee en ese “instante”. En particular, es posible distinguir tres etapas
2Véase Myerson [1991] Sección 6.3.
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informacionales relevantes: la etapa ex-ante, en la cual ningún individuo ha recibido informa-
ción privada alguna; la etapa interim, donde cada individuo ha recibido su información privada;
y finalmente, la etapa ex-post en la cual el estado informacional se hace de conocimiento públi-
co.
En la etapa ex-ante, la evaluación de bienestar del jugador i ∈ N bajo el mecanismo µ está dada
por la utilidad esperada, es decir,
Ui(µ) = ∑
t∈T
P(t) ∑
c∈C
µ(c | t)ui(c, t)
En la etapa interim, la evaluación de bienestar del tipo ti del jugador i ∈ N bajo el mecanismo µ
está determinada por la utilidad esperada condicional que hemos definido previamente como:
Ui(µ | ti) = ∑
t−i∈T−i
pi(t−i | ti) ∑
c∈C
µ(c | t)ui(c, t)
Finalmente, en la etapa ex-post, la evaluación de bienestar del jugador i ∈ N bajo el mecanismo
µ en el estado t ∈ T está determinada por su utilidad en el estado t, esto es,
Ui(µ | t) = ∑
c∈C
µ(c | t)ui(c, t)
Nótese que la utilidad esperada ex-ante puede escribirse alternativamente como:
Ui(µ) = ∑
ti∈Ti
p(ti)Ui(µ | ti) = ∑
t∈T
P(t)Ui(µ | t)
Estas tres medidas de bienestar dan lugar a tres diferentes nociones de dominancia en el sentido
de Pareto. Diremos que el mecanismo µ domina ex-ante al mecanismo ν si
Ui(µ)≥Ui(ν), ∀i ∈ N (3)
con al menos una desigualdad estricta. Similarmente, diremos que el mecanismo µ domina
interim al mecanismo ν si
Ui(µ | ti)≥Ui(ν | ti), ∀i ∈ N,∀ti ∈ Ti (4)
con al menos una desigualdad estricta. Del mismo modo, el mecanismo µ domina ex-post al
mecanismo ν si
Ui(µ | t)≥Ui(ν | t), ∀i ∈ N,∀t ∈ T (5)
con al menos una desigualdad estricta.
Nótese que la dominancia interim exige un incremento (débil) de la utilidad esperada de todos
los posibles tipos de cada jugador. Esto es necesario, pues la única manera que un mediador
tiene para verificar una mejora en el sentido de Pareto es garantizando que al menos alguno
de los tipos de cada jugador incremente su bienestar sin que ninguno de los otros tipos vea
disminuido su bienetar.
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Con estas tres nociones de dominancia, junto con las dos definiciones de factibilidad, es posible
construir seis conceptos diferentes de eficiencia. Diremos que un mecanismo µ ∈ M es ex-
ante eciente (respectivamente, interim eciente, ex-post eciente) si no existe otro mecanismo
ν ∈M que ex-ante (respectivamente, interim, ex-post) domine a µ . A los conjuntos de todos
los mecanismos ex-ante eficientes, interim eficientes y ex-post eficientes los denotaremos MA,
MI, MP, respectivamente.
De manera similar podemos definir tres conceptos de eficiencia en el caso en el que las restric-
ciones de incentivo sean esenciales. Diremos que un mecanismo µ ∈M ∗ es ex-ante incentivo-
eciente (respectivamente, interim incentivo-eciente, ex-post incentivo-eciente) si no existe
otro mecanismo ν ∈ M ∗ que ex-ante (respectivamente, interim, ex-post) domine a µ . A los
conjunto de todos los mecanismos ex-ante incentivo-eficientes, interim incentivo-eficientes y
ex-post incentivo-eficientes los denotaremos M ∗A , M
∗
I , M
∗
P , respectivamente.
Así, si los jugadores pueden negociar en forma efectiva, cualquier acuerdo al cual se llegue debe
corresponder a un mecanismo eficiente, ya que de otra manera existiría al menos (un tipo de)
un jugador que podría mejorar y, por tanto, habría incentivos para coordinarse sobre algún otro
mecanismo factible.
Estos diferentes conceptos de eficiencia pueden ser equivalentemente representados a través de
restricciones sobre los ponderadores de una función de bienestar social utilitarista. Considere-
mos la siguiente función de bienestar social:
W (µ) = ∑
i∈N
∑
t∈T
λi(t)P(t) ∑
c∈C
µ(c | t)ui(c, t)
Sea F el conjunto de mecanismos factibles. Como F es la solución de un sistema finito de
desigualdades lineales, entonces él es un poliedro convexo en un espacio vectorial de dimensión
finita. Luego, por el teorema de hiperplano de soporte se tiene el siguiente resultado:
Teorema 2.
Sea µ un mecanismo. Entonces:
(i) El mecanismo µ es ex-ante (incentivo) eficiente si y sólo si existe un vector λ de escalares
no-negativos, no todos cero, tales que λi(t) no depende de t y µ maximiza W (·) sobre M
(M ∗, respectivamente).
(ii) El mecanismo µ es interim (incentivo) eficiente si y sólo si existe un vector λ de escalares
no-negativos, no todos cero, tales que λi(t) depende sólo de ti y µ maximiza W (·) sobre
M (M ∗, respectivamente).
(iii) El mecanismo µ es ex-post (incentivo) eficiente si y sólo si existe un vector λ de escalares
no-negativos, no todos cero, tales que µ maximiza W (·) sobre M (M ∗, respectivamente).
Es posible ahora, establecer algunas relaciones entre los diferentes conceptos de eficiencia.
Sea µ un mecanismo factible ex-ante eficiente. Veamos que µ es interim eficiente. Para ello,
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supongamos contrariamente que µ no es interim eficiente y lleguemos a una contradicción. En
ese caso, existe otro mecanismo ν factible que domina interim a µ; es decir, tal que
Ui(ν | ti)≥Ui(µ | ti), ∀i ∈ N,∀ti ∈ Ti
con al menos una desigualdad estricta. Multiplicando a ambos lados de estas desigualdades por
p(ti) y sumando sobre ti ∈ Ti para cada i ∈ N se tiene que
Ui(ν) = ∑
ti∈Ti
p(ti)Ui(ν | ti)≥ ∑
ti∈Ti
p(ti)Ui(µ | ti) = Ui(µ), ∀i ∈ N
con al menos una desigualdad estricta. Esto implica que el mecanismo ν domina ex-ante a µ ,
lo cual es una contradicción, pues µ es ex-ante eficiente. Se deduce entonces que MA ⊆MI y
M ∗A ⊆M
∗
I .
Del mismo modo, sea µ un mecanismo factible interim eficiente. Veamos que µ es ex-post efi-
ciente. Igual que antes, obremos por contradicción. Supongamos que µ no es ex-post eficiente,
lo cual implica que existe otro mecanismo factible ν que domina ex-post a µ; es decir, tal que
Ui(ν | t)≥Ui(µ | t), ∀i ∈ N,∀t ∈ T
con al menos una desigualdad estricta. Dado t ∈ T , multiplicamos a ambos lados de estas de-
sigualdades por pi(t−i | ti) y sumamos sobre t−i ∈ T−i para cada i ∈ N, de donde se tiene
Ui(ν | ti) = ∑
t−i∈T−i
pi(t−i | ti)Ui(ν | t)≥ ∑
t−i∈T−i
pi(t−i | ti)Ui(µ | t) =Ui(µ | ti), ∀ti ∈ Ti,∀i∈N
con al menos una desigualdad estricta. Esto implica que el mecanismo ν domina interim a µ ,
lo cual es una contradicción, pues µ es interim eficiente. Deducimos entonces que MI ⊆MP y
M ∗I ⊆M
∗
P .
Finalmente concluimos que
MA ⊆MI ⊆MP y M ∗A ⊆M
∗
I ⊆M
∗
P (6)
Estas inclusiones reflejan que a medida que se incrementa la incertidumbre, las oportunidades
de aseguramiento se reducen, esto es, el número de mecanismos que le garantizan a un jugador
cierto nivel de utilidad es cada vez menor.
Nótese además que como M ∗ ⊆M , entonces,
MA∩M
∗ ⊆M ∗A , MI ∩M
∗ ⊆M ∗I , MP∩M
∗ ⊆M ∗P (7)
es decir, un mecanismo eficiente que es además incentivo-compatible también es incentivo-
eficiente, en el sentido apropiado. Puede suceder sin embargo que MP∩M ∗ = /0, en cuyo caso
ningún mecanismo ex-post eficiente es incentivo-compatible. Un ejemplo de este hecho puede
ser consultado en Holmström y Myerson [1983].
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2.4. Transmisión de Información
En un juego con información completa, toda asignación que no es eficiente en el sentido de Pare-
to es inherentemente inestable durante cualquier proceso de negociación, pues es conocimiento
comœn que los jugadores pueden unánimemente alcanzar una asignación que la domine en el
sentido de Pareto. De acuerdo con Coase [1960], es de esperar entonces que si los costos de
negociación son pequeños, una asignación ineficiente no puede perdurar, ya que alguien podría
sugerir alguna otra asignación factible que mejore débilmente a todos y estrictamente a al menos
uno de ellos, lo cual conduciría a un nuevo acuerdo. Como veremos, este aspecto positivo de la
eficiencia no es plenamente aplicable cuando la información es asimétrica.
Supóngase un juego bayesiano de elección colectiva en el cual la información privada de cada
jugador no es verificable (incluso durante la implementación de los acuerdos). De este modo, las
restricciones de incentivo son esenciales y el concepto adecuado de eficiencia está dado por M ∗I .
Como hemos argumentado previamente, dado un mecanismo µ interim incentivo-eficiente, un
mediador que desconozca la información privada de los jugadores no podrá proponer algún
otro mecanismo incentivo-compatible que todos los jugadores estén unánimemente de acuerdo
en aceptar. Esto, sin embargo, no implica que no exista algún otro mecanismo ν incentivo-
compatible estrictamente preferido por todos los jugadores en algún estado t ∈ T . Veamos esto
a través del siguiente ejemplo.
Ejemplo 1 (Un problema simple de intercambio).
Dos individuos enfrentan un problema de intercambio bajo información asimétrica. El jugador
2 (vendedor) posee una unidad indivisible de un bien que no posee valor para él, pero que
sí es valorado por el jugador 1 (comprador). Dicha valoración depende de su tipo, el cual es
desconocido por el jugador 2. Si el individuo 1 es tipo 1H (“alto”), entonces su valoración es
$90, y si él es tipo 1L (“bajo”), entonces su valoración es $30. Por su parte, el individuo 2 asigna
una probabilidad subjetiva de ocurrencia del tipo 1H igual a 4/5 y esto es conocimiento común
entre ambos agentes. El problema que enfrentan ambos jugadores es determinar si el bien es
intercambiado y, de ser así, a qué precio.
Nótese que sin importar cuál sea el tipo del comprador, existen ganancias del intercambio,
pues en cualquier caso, el precio máximo que está dispuesto a pagar el comprador es siempre
mayor que la valoración del vendedor. De este modo, si la decisión de intercambio se hace
independiente del precio que debe pagar el comprador, entonces parece claro que el resultado
será que el intercambio será llevado a cabo. Desafortunadamente, estas decisiones no pueden ser
separadas de la forma en que se determina el precio de venta sin que esto viole la compatibilidad
de incentivos.
Consideremos, por ejemplo, el siguiente mecanismo: en caso de que el comprador reporte que
su valoración es alta, entonces el intercambio se lleva a cabo a un precio de $45; y en caso de que
reporte una valoración baja, entonces el comprador paga $15. Obsérvese que este mecanismo es
justo en la medida que cada individuo obtiene la misma ganancia neta en cada posible reporte
del individuo 1 ($45 si 1 reporta 1H y $15 si 1 reporta 1L). Desafortunadamente, este mecanismo
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no es incentivo-compatible pues el individuo 1 podría estar mejor reportando que su tipo es 1L
incluso cuando su verdadero tipo es 1H .
Formulemos el problema bayesiano de elección colectiva asociado coneste problema de nego-
ciación. Sea C = {c0,c1,c2}, T1 = {1H ,1L}, T2 = {2}. Además, P(1H,2) = 4/5 y P(1L,2) =
1/5. Las funciones de utilidad de ambos individuos están definidas por la siguiente matriz:
(u1,u2) c0 c1 c2
(1H ,2) (0,0) (90,0) (0,90)
(1L,2) (0,0) (30,0) (−60,90)
Los resultados son interpretados como sigue: c0 indica que el intercambio no se lleva a cabo
y c1 (respectivamente, c2) representa la situación en la cual el jugador 1 recibe el bien gratis
(respectivamente, a cambio de $90). Observe que como las funciones de utilidad de ambos ju-
gadores son lineales (individuos neutrales al riesgo), entonces cualquier transferencia de dinero
del jugador 1 al jugador 2 entre $0 y $90 puede ser equivalentemente representada a través de
una lotería entre c1 y c2. Más aún, cualquier distribución de probabilidad sobre C, puede ser
interpretada como una porción del bien que se transa a un precio dado. Por ejemplo, el me-
canismo µ(c0) = 1/2, µ(c1) = 1/4 y µ(c2) = 1/4 que indica que con 1/4 de probabilidad el
intercambio se lleva a cabo gratis, con 1/4 de probabilidad se lleva a cabo a cambio de $90 y
con 1/2 probabilidad no se lleva a cabo, puede ser interpretado como que la mitad del bien es
transado a un precio de $45(= 1/2×0+1/2×90).
Supongamos que ambos jugadores se comprometen con el mecanismo interim incentivo-
eficiente:
µ(c1 | 1H) = µ(c1 | 1L) =
7
9
, µ(c2 | 1H) = µ(c2 | 1L) =
2
9
que deja a cada individuo con una utilidad esperada condicional igual a:
U1(µ | 1H) = 70, U1(µ | 1L) = 10, U2(µ) = 20
Bajo este mecanismo, un mediador desinformado no puede sugerir algún otro mecanismo
incentivo-compatible que mejore a uno o varios tipos de los jugadores sin empeorar a los demás.
No obstante, si el jugador 1 fuese tipo 1L, entonces él conociendo su tipo podría ofrecer alter-
nativamente el mecanismo incentivo-compatible
ν(c1 | 1H) = ν(c2 | 1H) = ν(c0 | 1L) = ν(c1 | 1L) =
1
2
que deja a ambos jugadores con una utilidad esperada igual a:
U1(µ | 1H) = 45, U1(ν | 1L) = 15, U2(ν) = 36
de modo que tanto él como el jugador 2 incrementarían su bienestar, por cuanto la oferta sería
aceptada por el jugador 2. Naturalmente, el jugador 2 deduciría inmediatamente que el jugador 1
es tipo 1L. A pesar de que µ es interim incentivo-eficiente, en el estado (1L,2) ambos jugadores
podrían unánimemente aprobar un cambio de µ a ν , con la consecuencia que dicho cambio
revela la información privada del jugador 1. 4
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La característica importante de este ejemplo es que los jugadores pueden eventualmente cambiar
en forma unánime de un mecanismo interim incentivo-eficiente a otro mecanismo incentivo-
compatible, pero sólo si algo de información privada es revelada. De esta forma, si los ju-
gadores acuerdan unánimemente cambiar de µ a algún otro mecanismo ν , entonces debe ser
conocimiento comœn que todos prefieren ν sobre µ . Veamos esta idea más formalmente. Sean
R ⊆ T y Ri el conjunto de todos los tipos en Ti que pueden ocurrir cuando la combinación de
tipos de los jugadores está en R; es decir,
Ri = {ri | r ∈ R}
Diremos que el evento R es conocimiento comœn si R 6= /0 y para cada i ∈ N, cada ri ∈ Ri, y cada
t−i ∈ T−i, (ri, t−i) /∈ R implica que pi(t−i | ri) = 0.
Es decir, siempre que la combinación de tipos de los jugadores se encuentre en el evento R de
conocimiento común, entonces cada jugador asigna una probabilidad nula a todas las demás
combinaciones de tipos que no se encuentran en R. El mecanismo µ interim domina a ν en el
evento R si
Ui(µ | ri)≥Ui(ν | ri), ∀i ∈ N, ∀ri ∈ Ri
con al menos una desigualdad estricta para algún tipo ri ∈ Ri de algún jugador i ∈ N.
Teorema 3 (Holmström y Myerson [1983]).
Un mecanismo factible µ es interim incentivo-eficiente si y sólo si no existe otro mecanismo
incentivo-compatible ν que interim domine a µ en algún evento R de conocimiento común.
Demostración. Supongamos que µ no es interim incentivo-eficiente. En ese caso, existe otro
mecanismo ν que interim domina a µ en el evento T , el cual es en sí mismo un evento de
conocimiento común.
Sea µ un mecanismo interim incentivo-eficiente. Supongamos que existe otro mecanismo
incentivo-compatible ν que interim domina a µ en algún evento R de conocimiento común.
Consideremos el siguiente mecanismo:
µ(c | t) =
{
ν(c | t) si t ∈ R
µ(c | t) si t /∈ R
Obsérvese que
Ui(µ | ti) = Ui(µ | ti), si ti /∈ Ri
esto debido a que siendo R un evento de conocimiento común, entonces el jugador i debe creer
que los reportes de los jugadores j están fuera de R j, por tanto µ(c | t) = µ(c | t). De igual
forma,
Ui(µ | ti) = Ui(ν | ti)≥Ui(µ | ti), si ti ∈ Ri
porque al ser R de conocimiento común el jugador i debe creer que los reportes de los jugadores
j están en R j, de modo que µ(c | t) = ν(c | t). Además, ν interim domina a µ en el evento R.
De este modo, µ interim domina a µ (en todo el evento T ).
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Veamos ahora que µ es incentivo-compatible. Si ri ∈ Ri y ti ∈ Ri, entonces
U˜i(µ , ti | ri) = U˜i(ν, ti | ri)≤Ui(ν | ri) = Ui(µ | ri)
pues ν es incentivo-compatible.
Si ri ∈ Ri y ti /∈ Ri, entonces
U˜i(µ , ti | ri) = U˜i(µ, ti | ri)≤Ui(µ | ri)≤Ui(µ | ri)
donde la primera desigualdad se deriva del hecho que µ es incentivo-compatible, y la segunda
desigualdad del hecho que µ interim domina a µ .
Finalmente, si ri /∈ Ri entonces
U˜i(µ , ti | ri) = U˜i(µ, ti | ri)≤Ui(µ | ri) = Ui(µ | ri)
pues µ es incentivo-compatible. Así, µ es interim dominado por el mecanismo incentivo-
compatible µ , lo cual contradice el hecho que µ es incentivo-eficiente. 
En ausencia de restricciones de compatibilidad de incentivos, un corolario inmediato del teore-
ma anterior es:
Corolario 1.
Un mecanismo µ es interim eficiente si, y sólo si, no existe otro mecanismo ν que interim
domine a µ en algún evento R de conocimiento común.
De acuerdo con el teorema 3, si un mecanismo µ es incentivo-eficiente, entonces los jugadores
no pueden alcanzar un acuerdo unánime de conocimiento común en el cual deciden cambiar
de µ a otro mecanismo ν , sin que esto implique un cambio en las creencias acerca de los
tipos de los otros jugadores. Es decir, un acuerdo unánime de cambio de un mecanismo interim
incentivo-eficiente a otro mecanismo factible es posible, pero sólo mediante algún sistema de
comunicación en el cual algo de información privada es revelada.
Jiménez-Martínez [2006], por ejemplo, considera un sistema de comunicación en el cual dos
jugadores intercambian información a través de un conjunto de mensajes correlacionados con
su información privada3. Después de recibir un mensaje, cada jugador realiza una inferencia
acerca de la información privada del otro jugador; así, cada mensaje recibido cambia las creen-
cias a priori de cada jugador. En esa medida, ambos jugadores escogerán en forma estratégica la
cantidad de información privada que desean revelar. Jiménez-Martínez encuentra que los incen-
tivos unilaterales de cada jugador para revelar su información privada no dependen únicamente
de los costos de señalización, sino también de la política de revelación de información seguida
por el otro jugador. De este modo, la revelación de información posee una estructura colectiva.
3Otros trabajos que analizan la transmisión estratégica de información en juegos con información incompleta
son, el modelo de señalización de Crawford y Sobel [1982] y el modelo de transmisión de información en etapas
sucesivas de Koessler [2004].
Cap·tulo 3
Valores en Juegos de Negociación Ex-Ante
La teoría de juegos cooperativos provee modelos que buscan explicar cómo los beneficios
de la cooperación son repartidos entre los participantes. En un juego cooperativo, jugadores
racionales (i.e. maximizadores de su utilidad) deben elegir un resultado que sea eficiente; con
tal objetivo, ellos deben negociar entre las múltiples alternativas hasta alcanzar un acuerdo uná-
nime. Cada jugador estará interesado, por supuesto, en exigir aquel resultado que resulte más
favorable para él, de modo que los jugadores deben moderar sus demandas en forma tal que sea
posible lograr un acuerdo factible. La eficacia de las demandas de cada jugador dependerá de
su poder de negociación. Entenderemos por poder a la habilidad de cada jugador para defend-
erse de las amenazas de los demás, así como su habilidad para afectar los posibles acuerdos
mediante sus propias amenazas.
Una teoría de la cooperación bajo información incompleta debería, primero, ser capaz de es-
pecificar, para cada problema bayesiano de elección colectiva Γc, un conjunto no-vacío de me-
canismos que representan los acuerdos que razonablemente los individuos estarían dispuestos
a implementar dada la estructura de poder del juego (una solución de negociación); y segundo,
incorporar en el análisis la posibilidad que tienen los subconjuntos de jugadores (coaliciones)
para negociar en forma efectiva, de modo que cualquier cambio factible en las estrategias de
los miembros de una coalición que los beneficie a todos ellos pueda ser implementado siempre
que dicho cambio no genere conflictos con los acuerdos alcanzados por los miembros de la
coalición con los jugadores fuera de ella.
Cuando la información es completa, uno de los conceptos solución ampliamente empleados en
el análisis de juegos coalicionales es el valor, originalmente introducido por Shapley [1953]
en el estudio de juegos con utilidad transferible (TU)1. En el caso de problemas puros de ne-
gociación, en los cuales la única coalición que puede negociar en forma efectiva es la gran
coalición, el concepto solución clásico es la solución de negociación de Nash [1950]. Estos dos
1En un juego cooperativo se dice que la utilidad es transferible si cada jugador puede transferir (sin costo)
cualquier cantidad de su utilidad a otro jugador. Esto implica que (i) existe una unidad monetaria común libremente
transferible entre los jugadores; y (ii) la función de utilidad de cada jugador es aditivamente separable en su riqueza
monetaria.
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conceptos solución resultan ser casos especiales de una clase más general de valores definidos
para juegos con utilidad no-transferible (NTU).
De acuerdo con Hart [2004], un valor NTU es un concepto solución para juegos NTU que satis-
face las siguientes propiedades: primero, coincide con el valor de Shapley en el caso de juegos
TU; segundo, coincide con la solución de negociación de Nash en el caso de problemas puros
de negociación; y tercero, es covariante ante transformaciones afines de los pagos individuales
de los jugadores. Estos tres requerimientos, sin embargo, no determinan únicamente al valor
NTU. De hecho, diferentes valores han sido propuestos en la literatura; los más notables son los
debidos a Harsanyi [1963], Shapley [1969], y Maschler y Owen [1989, 1992].
Las asimetrías de información traen consigo al menos dos problemas conceptuales. En primer
lugar, cuando la formación de coaliciones tiene lugar durante la etapa interim, el proceso de
negociación de los acuerdos pueden revelar parte de la información privada de los jugadores
(como vimos en el capítulo anterior). En segundo lugar, la imposibilidad de verificar la in-
formación privada durante la etapa de implementación de los acuerdos, puede conducir a los
jugadores a manipular estratégicamente su información, de modo que es necesario restringir la
búsqueda de mecanismos al conjunto de mecanismos incentivo-compatibles.
En este capítulo centraremos nuestra atención en juegos cooperativos con información incom-
pleta en los cuales la negociación de los acuerdos se lleva a cabo durante la etapa ex-ante.
En este contexto, la incertidumbre es simétrica2, de modo que los conceptos de valor NTU
de juegos con información completa son aplicables mutatis mutandis. Además, los problemas
relacionados con la transmisión de información durante la negociación son irrelevantes, pues
ningún jugador posee información privada a la hora de negociar. En cambio, analizaremos las
situaciones en las cuales la información privada recibida durante la etapa interim es o no verifi-
cable cuando se implementan los acuerdos.
Cuando la negociación tiene lugar durante la etapa ex-ante y las coaliciones son ortogonales3,
siempre es posible derivar una representación del juego en forma de una función característica
bien definida con imagen en el espacio de utilidades esperadas ex-ante. Por consiguiente, un
valor NTU puede ser computado directamente a partir de esta representación, en la misma
forma que se haría bajo información completa. En este capítulo sin embargo, construiremos una
caracterización de los valores NTU de Shapley y Harsanyi a partir del espacio de mecanismos
factibles.
2Un juego con información incompleta e incertidumbre simétrica puede ser equivalentemente visto como un
juego con información completa pero imperfecta.
3Un juego coalicional se dice que satisface la propiedad de coaliciones ortogonales si la utilidad que perciben
los jugadores en cada coalición no depende de las acciones implementadas por los miembros de la correspondiente
coalición complementaria.
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3.1. Juego Cooperativo con Información Incompleta
Sea N = {1,2, ...,n} un conjunto finito de jugadores y S el conjunto de posibles coaliciones o
subconjuntos no-vacíos de N, es decir,
S = {S | S⊆ N,S 6= /0}
Dada una coalición S ∈S , CS denota el conjunto de resultados sociales (o acciones colectivas)
entre los cuales los miembros de S pueden elegir conjuntamente. Por simplicidad, notaremos
C = CN . Asumiremos que los conjuntos de resultados son superaditivos, es decir, para dos
coaliciones disjuntas R y S, CR ×CS ⊆ CR∪S, esto es, la coalición R∪ S puede implementar
cualquier combinación de acciones factibles que las coaliciones R y S pueden implementar en
forma separada, siempre que R∩S = /0.
Al igual que en el capítulo anterior, supondremos que cada jugador i ∈ N posee un conjunto
finito de posibles tipos, que denotaremos Ti. Dada una coalición S, notaremos TS = ∏i∈S Ti y
S \ i = S \{i}. Además, definiremos T ≡ TN .
Sea ui : C×T →R la función de pagos del i-ésimo jugador. Entonces como para toda coalición
S∈S los resultados de la forma (cS,cN\S) están contenidos en CN , la utilidad que los miembros
de S pueden asegurarse, ui((cS,cN\S),(tS, tN\S)) para todo i ∈ S, depende no sólo del resultado
que ellos como coalición implementen y de su información privada (combinación actual de
tipos) sino también del resultado que la coalición complementaria elija, y de su correspondiente
combinación de tipos. Este modelo permite entonces tanto externalidades estratØgicas como
externalidades informacionales.
La gran dificultad al considerar externalidades estratégicas radica en que no es obvia la forma
adecuada en que este juego cooperativo en forma estratégica puede ser representado a través
de una función característica bien definida. Incluso si este tipo de externalidades no estuvieran
presentes, no existe una única forma de determinar el conjunto de asignaciones de utilidad
factibles que los miembros de una coalición arbitraria pueden alcanzar4.
Con el fin de capturar únicamente externalidades informacionales y de esta forma poder cons-
truir una representación del juego en forma característica, asumiremos, según la terminología
de Shapley y Shubik [1973], que las coaliciones son ortogonales, es decir,
ui((cS,cN\S), t) = ui((cS, ĉN\S), t), ∀S ∈S , ∀i ∈ S, ∀cS ∈CS, ∀cN\S, ĉN\S ∈CN\S, ∀t ∈ T
Con esto, para cada coalición S, la utilidad de cada jugador i ∈ S cuando se elige el resultado
(cS,cN\S) ∈CS×CN\S ⊆C en el estado t puede ser simplemente expresada como ui(cS, t). Este
supuesto, además de simplificador, permite concentrar la atención en el efecto que poseen las
asimetrías de información sobre los acuerdos finales alcanzados por los jugadores.
Observemos que aun en ausencia de externalidades estratégicas, las externalidades informa-
cionales siguen estando presentes, pues la utilidad de los jugadores en cada coalición sigue
4Un análisis más profundo acerca de este tipo de externalidades y sus implicaciones puede ser consultado en
Forges y Serrano [2011] y Biran y Forges [2011].
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dependiendo de la información privada que posean los miembros de la coalición complemen-
taria.
Al igual que antes, describiremos las creencias que posee cada jugador i ∈ N acerca de los tipos
de los demás jugadores mediante una función de probabilidad pi que para cada tipo ti ∈ Ti asigna
una distribución de probabilidad pi(· | ti) sobre el conjunto de tipos de los otros jugadores, T−i.
Asumiremos que las creencias de los jugadores son consistentes5 con una creencia común a
priori P(·).
Definición 3 (Juego Cooperativo con Información Incompleta).
Un juego cooperativo con información incompleta está descrito por la tupla:
Γ = {N,(CS)S∈S ,(Ti,ui)i∈N,P(·)} .
Con esto, un juego cooperativo con información incompleta no es más que un problema
bayesiano de elección colectiva que ha sido dotado de una estructura coalicional.
Mecanismo Coalicional
Análogo a la definición de mecanismo para la gran coalición (presentada en el capítulo 2),
definiremos el concepto de mecanismo para una coalición S 6= N. Notemos que los únicos re-
sultados sobre los cuales los miembros de una coalición S ∈S pueden negociar están determi-
nados por CS, de esta forma, un mecanismo para la coalición S en el juego Γ es una función
µS : T → ∆(CS) que asigna a cada posible combinación de tipos t ∈ T de los jugadores una
distribución de probabilidad sobre el conjunto de resultados CS.
Al igual que en el caso de la gran coalición, un mecanismo para una coalición arbitraria se
entiende como un sistema de comunicación mediada entre los miembros de la coalición. De
este modo, es natural y apropiado exigir que el mecanismo acordado por cada coalición dependa
únicamente de la información disponible para los miembros de la misma. Sea µS un mecanismo
para una coalición S. Diremos entonces que µS es medible con respecto a la información de S
si
µS(t) = µS(t ′), ∀ t, t ′ ∈ T tales que tS = t ′S.
Al conjunto de todos mecanismos medibles para la coalición S lo denotaremos MS.
Observemos que para toda coalición S ∈ S , un mecanismo medible para S puede ser equiv-
alentemente expresado como una función µS : TS → ∆(CS) cuyo dominio se ha restringido al
conjunto de tipos de los jugadores miembros de la coalición. Esta notación es más conveniente,
por lo que será la que emplearemos a lo largo de la tesis. Es claro que en el caso que S = N, un
5La hipótesis de consistencia no es restrictiva en la medida en que los conceptos solución analizados a lo largo
de esta tesis satisfacen el axioma de invarianza de probabilidad descrito en Myerson [1984a], de tal forma que
a partir de cualquier juego con creencias no consistentes, siempre es posible construir un juego completamente
equivalente con creencias consistentes.
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mecanismo µN coincide con nuestra definición original de mecanismo para los miembros de N,
por lo que MN denota el conjunto de mecanismos para la gran coalición.
Dadas dos coaliciones R,S ∈S tales que R∩ S = /0, es posible embeber MR×MS en MR∪S.
Para ello, sean µR ∈MR y µS ∈MS, entonces definimos (µR,µS) ∈MR∪S como:
(µR,µS)((cR,cS) | (tR, tS)) = µR(cR | tR)µS(cS | tS), si (cR,cS) ∈MR×MS ⊆MR∪S
y
(µR,µS)(cR∪S | (tR, tS)) = 0, si cR∪S /∈MR×MS.
Eficiencia Coalicional
Sea µS ∈MS un mecanismo para la coalición S∈S . Definimos la utilidad esperada ex-ante del
jugador i ∈ S cuando los miembros de S implementan µS y tanto él como los demás jugadores
(incluso aquellos fuera de S) anuncian honestamente sus tipos como
Ui(µS) = ∑
t∈T
P(t) ∑
cS∈CS
µS(cS | tS)ui(cS, t)
Obviamente, esta extensión de la definición de utilidad esperada ex-ante coincide con la defini-
ción dada en el capítulo 2 cuando S = N. Más aún, los conceptos de eficiencia estudiados en
el capítulo 2 pueden ser definidos en forma análoga a cada una de las coaliciones propias de
N. Dada una coalición S ⊂ N, diremos que el mecanismo µS ∈ MS domina ex-ante en S al
mecanismo νS ∈MS, si y sólo si
Ui(µS)≥Ui(νS), ∀i ∈ S
con al menos una desigualdad estricta. Con esto, un mecanismo µS ∈MS es ex-ante eciente en
S si no existe otro mecanismo νS ∈MS que ex-ante domine en S a µS. Nuevamente, al ser MS
un conjunto compacto y convexo, el teorema 2 del capítulo 2 implica el siguiente corolario:
Corolario 2.
Un mecanismo µS ∈MS es ex-ante eficiente en S si y sólo si existe λ ∈ RS+ \{0} tal que:
∑
i∈S
λiUi(µS) = ma´x
νS∈MS
∑
i∈S
λiUi(νS)
3.2. Implementación con Información Verificable
Supongamos que una vez los acuerdos son negociados durante la etapa ex-ante, la información
privada que cada jugador recibe en la etapa interim es públicamente verificable durante la im-
plementación de dichos acuerdos6. En ese caso, cualquier mecanismo es plenamente realizable,
pues las restricciones de incentivo no son esenciales.
6Esto es equivalente a decir que la implementación tiene lugar en la etapa ex-post.
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3.2.1. Juego NTU en Forma Característica
Dado un juego cooperativo con información incompleta Γ asociado a este juego, podemos cons-
truir un juego NTU en forma característica determinado por el conjunto de asignaciones de
utilidad esperada ex-ante que conjuntamente los miembros de cada coalición pueden alcanzar
mediante algún mecanismo factible para ellos.
El conjunto de asignaciones de utilidad esperada ex-ante para los miembros de la coalición S
asociado al mecanismo µS ∈MS es el vector
U(µS) = ((Ui(µS))i∈S
Para toda coalición S ∈ S , el conjunto de todas las asignaciones de utilidad esperada ex-ante
que conjuntamente los miembros de S pueden asegurarse, denominado conjunto de posibles
acuerdos para S, es
US = {U(µS) | µS ∈MS}
De este modo, definimos la función característica V : S → RS que asigna a cada coalición
S ∈S un subconjunto V (S) ∈RS dado por V (S) = US. Tenemos entonces que el juego NTU en
forma característica asociado al juego Γ está dado por la tupla (N,V ).
Esta representación característica satisface las siguientes propiedades:
i. V (S) 6= /0 para todo S ∈S .
ii. V (S) es un subconjunto compacto y convexo de RS para todo S ∈S .
iii. V (S∪R)⊇V (S)×V(R) para todo R,S ∈S tales que R∩S = /0 (superaditividad).
La propiedad (i) se debe a que CS es un conjunto no-vacío y finito para todo S ∈S . Por otro
lado, (ii) se deduce del hecho que MS es un subconjunto compacto y convexo del espacio
vectorial de todas las funciones reales definidas sobre CS×TS y Ui(µS) es una función lineal en
µS para todo S ∈S y todo i ∈ S. Finalmente, para ver (iii), notemos que dadas dos coaliciones
R,S ∈S disjuntas, y dos mecanismos µR ∈MR y µS ∈MS,
(Ui(µR)i∈R,Ui(µS)i∈S) = (Ui(µR,µS))i∈R∪S ∈V (R∪S)
Para cada coalición S ∈S , la frontera superior-derecha del conjunto de posibles acuerdos V (S)
será denotada ∂V (S). A esta frontera se la denomina frontera no-dominada de Pareto, pues toda
asignación ex-ante eficiente en S pertenece a ∂V (S).
Observemos que como la incertidumbre es simétrica durante la etapa ex-ante, la negociación
no conlleva problemas relacionados con la transmisión de información, con lo cual el análisis
de la cooperación con información incompleta en la etapa ex-ante es equivalente al análisis de
la cooperación bajo información completa, sólo que la evaluación del bienestar se lleva a cabo
en términos esperados de acuerdo con alguna representación tipo von Neumann-Morgenstern.
Más aún, una vez construido el juego en forma característica (N,V ), este es completamente in-
distinguible de algún otro juego NTU en forma característica bajo información completa con la
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misma representación geométrica en el espacio de utilidades. En esa medida, cualquier concepto
solución definido para un juego cooperativo con información completa puede ser directamente
aplicado sobre (N,V ). A continuación, desarrollamos una caracterización equivalente del valor
NTU de Shapley y del valor NTU de Harsanyi definida no sobre la representación en el espacio
de utilidades, sino en el espacio de mecanismos factibles. Esto nos permitirá probar algunos
resultados como la racionalidad individual de estos valores.
3.2.2. Comparaciones Interpersonales de Utilidad y el Valor NTU
En una situación de negociación, los individuos moderan sus demandas realizando compara-
ciones interpersonales de su utilidad con la utilidad de aquellos con quienes negocian. Dichas
comparaciones pueden ser divididas en dos clases. En primer lugar, se encuentran aquellas com-
paraciones en las cuales un individuo confronta su ganancia (pérdida) prospectiva contra las
pérdidas (ganancias) de los demás, como por ejemplo cuando se dice “¡ayúdame! esto será de
gran utilidad para mí... además, yo sé que a ti no te cuesta nada”. En este caso, el punto de com-
paración es el bienestar social agregado (visión utilitarista). En segundo lugar, se encuentran
las comparaciones que un individuo realiza de sus ganancias (pérdidas) esperadas con respecto
de las ganancias (pérdidas) obtenidas por los demás, como cuando se indica que “¿porqué no
me das más?... yo sé que a mi me gusta más de lo que te gusta a ti”. En esta situación, el criterio
de comparación no es el bienestar agregado, sino el de justicia distributiva o equidad (visión
igualitarista). De esta forma, se hace evidente que la negociación implica que los individuos
evalúan la magnitud de su bienestar con respecto del bienestar de los demás individuos. En
otras palabras, las diferencias de utilidad son comparables.
A este respecto, Shapley [1969] muestra que si deseamos construir una teoría de los valores en
juegos de negociación basada únicamente en consideraciones relacionadas con la utilidad de los
agentes, entonces tendremos que admitir “cierto grado” de cardinalidad en las utilidades. Por
esta razón, las únicas transformaciones crecientes de la utilidad que son consistentes con una
teoría de la negociación son las trasformaciones afines. Cualquier transformación no-lineal de
la utilidad de algún jugador resulta necesariamente en un cambio en la actitud negociadora de
este individuo.
La pregunta es ¿cómo expresar la magnitud relativa de las diferencias en utilidad cuando se
realizan cada una de las comparaciones interpersonales de utilidad antes descritas? Shapley
[1969] propuso que dichas magnitudes relativas pueden ser medidas a través de un conjunto
de ponderadores. Por un lado, las comparaciones de tipo utilitarista se pueden llevar a cabo
contrastando los cambios marginales de utilidad entre dos resultados eficientes mediante las
tasas relativas de cambio entre la utilidad generada por el statu quo y aquella generada por la
nueva asignación. Por otro lado, las comparaciones igualitaristas pueden realizarse a través de
un conjunto de ponderadores bajo los cuales la utilidad esperada ponderada de cada individuo
bajo el statu quo se iguala.
Para ilustrar estas ideas, consideremos la situación de negociación bilateral descrita por el con-
junto de posibles acuerdos en la figura 1.
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Figura 1: Conjunto de posibles acuerdos V (N)
De acuerdo con la figura 1, el punto x ∈ ∂V (N) implica una tasa utilitarista 4:3, pues la pen-
diente de la frontera en ese punto es− 43 . De este modo, la asignación x maximiza la suma de las
utilidades esperadas si el pago del jugador 1 es cuadruplicado, mientras que el pago del jugador
2 es triplicado. Del mismo modo, la asignación x implica una tasa igualitarista 4:1, ya que la
pendiente de la recta ox es igual a 4. Con esto, ambos jugadores reparten en forma justa (en
este caso, en forma equitativa) los beneficios obtenidos en x si el pago esperado del jugador 1
es cuadruplicado.
Es claro que sobre la asignación x, la tasa a la cual se realizan comparaciones utilitaristas no
coincide con la tasa a la cual se llevan a cabo las comparaciones igualitaristas. Siguiendo a Sha-
pley [1969], diremos entonces que una asignación x∈V (N) de utilidades esperadas es aceptable
como un valor del juego de negociación sólo si existe un vector λ ∈ RN++ bajo el cual x es efi-
ciente y justa. Para el caso particular de este ejemplo, el único valor corresponde a la solución
de negociación de Nash determinada por la asignación (30,40) con ponderadores λ = (4,3).
Hasta este punto, aunque el concepto de eficiencia no debería causar confusión alguna, la defini-
ción de “justicia” es menos clara. En el caso de juegos cooperativos TU7, Shapley [1953] pro-
puso una regla de reparto de las ganancias totales de la cooperación mediante un criterio de
arbitraje que asigna a cada jugador el valor esperado de sus contribuciones marginales en cada
coalición a la que él pertenece. Este criterio de asignación “justa” puede ser extendido al caso
de juegos NTU. Para ello, observemos que sobre la asignación x de la figura 1, ambos jugadores
pueden transferir su utilidad a las tasas especificadas por λ . Si el jugador 2 “ofrece” u2 > 0
unidades de su utilidad al jugador 1 en x, entonces este último recibirá a lo más λ1λ2 u2 unidades
adicionales de utilidad. Así, el vector λ no sólo determina las escalas a las cuales los jugadores
realizan las comparaciones interpersonales de utilidad esperada, sino también las escalas a las
cuales la utilidad esperada es transferida entre ellos. De esta forma, el criterio de justicia de-
7En un juego cooperativo TU las escalas en las cuales se realizan las comparaciones interpersonales de utilidad
son todas unitarias.
Valores en Juegos de Negociación Ex-Ante 43
terminado por el valor de Shapley puede ser aplicado a la situación en la cual la utilidad es
λ -transferible.
Finalmente, cabe anotar que multiplicar las utilidades esperadas de cada jugador por una cons-
tante positiva no posee efecto alguno sobre las preferencias de los jugadores, con lo cual la
hipótesis de utilidad λ -transferible no modifica la estructura esencial del juego.
3.2.3. Valor NTU Ex-ante de Shapley
En situaciones de negociación pura entre dos jugadores, Nash [1953] observó que cada jugador
puede emplear la posibilidad unilateral de desacuerdo como un medio para influenciar el re-
sultado final de la cooperación. Nash formalizó este efecto mediante su teoría de las amenazas
racionales. Su idea era medir el poder de negociación de los jugadores a través de una colección
de amenazas óptimas determinadas endógenamente. Posteriormente, Harsanyi [1963] propuso
una generalización de este criterio al caso de juegos en forma estratégica de n-jugadores8.
En un juego cooperativo con información incompleta, cada uno de los acuerdos cooperativos
µS a los que se comprometen los miembros de una coalición S ∈ S en su proceso de nego-
ciación, constituye una amenaza contra la coalición complementaria N \ S en caso de que los
miembros de esta última se nieguen a cooperar con S. Como N ∈S , estamos asumiendo im-
plícitamente que los miembros de la gran coalición se comprometen también con una amenaza.
Es posible, sin embargo, argumentar que el mecanismo µN elegido por N no debería ser deno-
minado “amenaza”, pues no existe coalición complementaria a la cual amenazar. No obstante,
por uniformidad de la terminología, nos referiremos a los mecanismos de todas las coaliciones,
incluyendo N, como amenazas. Sea
M = ∏
S∈S
MS
el conjunto de posibles combinaciones de mecanismos que las coaliciones pueden seleccionar
como amenazas. Así, un vector µ = (µS)S∈S ∈ M especifica un mecanismo µS ∈ MS para
cada coalición S ∈S , el cual será usado como amenaza en el caso de que los miembros de la
coalición complementaria N \S se rehúsen a cooperar con ella.
Sea λ ∈ RN++ el vector que determina las escalas en las cuales han de realizarse las compara-
ciones interpersonales de utilidad esperada. Dada una coalición S ∈S , definimos WS(µS, t,λ )
como la suma de las utilidades λ -ponderadas que los miembros de S en el estado t ∈ T esperan
cuando se implementa el vector de amenazas µ , es decir,
WS(µS, t,λ ) = ∑
cS∈CS
µS(cS | tS)∑
i∈S
λiui(cS, t) (1)
De esta forma, W (µ, t,λ ) = (WS(µS, t,λ ))S∈S define un juego TU en forma característica
asociado al juego cooperativo con información incompleta Γ. Como W (µ, t,λ ) caracteriza la
8Véase también Myerson [1978].
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situación en la cual es posible realizar transferencias de utilidad con respecto a λ condicional al
estado t, entonces el juego W (µ, t,λ ) se denomina juego de utilidad λ -transferible condicional
al estado t. El valor de Shapley del jugador i en el estado t es
φi(W (µ, t,λ )) = ∑
S∈S
S⊇{i}
(|S|−1)!(n−|S|)!
n!
[WS(µS, t,λ )−WN\S(µN\S, t,λ )]
Esta fórmula es equivalente a la más familiar expresión con S\ i reemplazando a N \S. Notemos
que para el caso de S = N, se tiene que N \S = /0, de modo que definimos W /0 = 0.
Si las coaliciones implementan el vector de amenazas µ en el juego de utilidad λ -transferible,
entonces la demanda justa (fair demand) de utilidad esperada transferible del jugador i está
dada por la asignación de utilidad esperada transferible generada por el valor de Shapley:
∑
t∈T
P(t)φi(W (µ, t,λ )) (2)
Dada una coalición S ∈S y un jugador i ∈ S, si él quisiera maximizar su demanda justa en (2),
entonces él debe hacer máximo el valor de
∑
t∈T
P(t)[WS(µS, t,λ )−WN\S(µN\S, t,λ )] (3)
Como esto es cierto para cada jugador en S, entonces ellos escogerán la amenaza µS de forma
tal que maximice (3). Además, como µS afecta (3) únicamente a través de WS(µS, t,λ ), entonces
diremos que µ = (µS)S∈S es un vector de amenazas racionales con respecto a λ si
∑
t∈T
P(t)WS(µS, t,λ ) = ma´x
νS∈MS
∑
t∈T
P(t)WS(νS, t,λ )
= ma´x
νS∈MS
∑
i∈S
λiUi(νS), ∀S ∈S (4)
Como señala Myerson [1984b], durante el proceso de negociación, las amenazas que imple-
menten las coaliciones deben tener un propósito defensivo y otro ofensivo. Por un lado, el
objetivo defensivo busca mostrar que la coalición puede mantener pagos altos para sus miem-
bros incluso cuando los demás se rehúsan a cooperar. Por otro lado, el objetivo ofensivo busca
mostrar que los miembros de la coalición complementaria pueden ser afectados por la falta de
cooperación. Idealmente, se desea que las amenazas tengan un carácter tanto defensivo como
ofensivo, sin embargo la mejor amenaza en términos de su poder defensivo no es generalmente
la mejor en términos de su poder ofensivo, y viceversa. Así, las coaliciones deben buscar me-
diar entre este par de objetivos. Como lo subraya Harsanyi [1963], el valor de Shapley define
implícitamente este trade-off entre los objetivos defensivos y ofensivos, ya que dicho valor de-
pende únicamente de la diferencia WS−WN\S. Así, el criterio de amenazas racionales identifica
WS como la función del objetivo defensivo para la coalición S, de modo que −WN\S (el opuesto
del objetivo defensivo de la coalición complementaria) corresponde a la función del objetivo
ofensivo.
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Por el teorema 2 del capítulo 2 se deduce que una amenaza racional para la gran coalición es
siempre un mecanismo ex-ante eficiente. De acuerdo con Nehring [2004], la maximización de
la suma ponderada de utilidades esperadas ex-ante es la extensión natural del criterio utilitarista
a problemas de elección social con información incompleta. Por esta razón, a toda amenaza
racional para la gran coalición la denominaremos alternativamente λ -utilitarista (véase también
de Clippel [2012]). Por otro lado, el corolario 2 implica que toda amenaza racional para cada
coalición propia S⊂ N es un mecanismo ex-ante eficiente en S.
Además, es fácil observar que un mecanismo µN ∈MN es una amenaza racional para la gran
coalición si y sólo si
WN(µN , t,λ ) = ∑
c∈C
µN(c | t) ∑
i∈N
λiui(c, t) = ma´x
c∈C
∑
i∈N
λiui(c, t), ∀t ∈ T (5)
Esta expresión es de gran utilidad para determinar el juego de utilidad λ -transferible sin necesi-
dad de computar las amenazas de la gran coalición.
Una asignación de utilidad esperada justa generada por el valor de Shapley en el juego de
utilidad λ -transferible no es, sin embargo, necesariamente factible en el juego original. En el
caso que lo sea, la utilidad esperada (real) de cada jugador en el acuerdo final debe corresponder
con la demanda justa de utilidad esperada transferible, es decir,
λiUi(µN) = ∑
t∈T
P(t)φi(W (µ, t,λ )), ∀i ∈ N (6)
Un vector de asignaciones de utilidad esperada ex-ante U(µN) que satisface (6) se dice que es
garantizado en el acuerdo nal por λ y µ , y Ui(µN) es la demanda garantizada (warranted
claim) del jugador i en el acuerdo final.
Observemos que si µ ∈ M es un vector de amenazas racionales, al sumar las ecuaciones de
demandas garantizada de todos los jugadores se tiene que
∑
i∈N
λiUi(µN) = ∑
i∈N
∑
t∈T
P(t)φi(W(µ, t,λ ))
= ∑
t∈T
P(t)WN(µN , t,λ )
= ma´x
νN∈MN
∑
i∈N
λiUi(νN),
donde en la segunda línea se ha empleado la eficiencia del valor de Shapley.
De este modo, una vez seleccionadas las amenazas racionales por parte de cada coalición, el
criterio de justicia determinado en (2) preserva la eficiencia ex-ante en caso que la asignación
de utilidad esperada justa en el juego de utilidad λ -transferible sea factible en el juego original.
Definición 4 (Valor NTU Ex-ante de Shapley).
Sea Γ un juego cooperativo con información incompleta bajo negociación ex-ante. Un meca-
nismo ex-ante eficiente µN ∈MN es una solución de negociación ex-ante de Shapley para Γ si
existen vectores λ ∈ RN++ y µ ∈M con µN = µN tales que
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(i) µ es un vector de amenazas racionales con respecto a λ .
(ii) El vector U(µN) es garantizado en el acuerdo final por λ y µ .
El vector U(µN) de demandas garantizadas se denomina valor NTU ex-ante de Shapley.
Un mecanismo para la gran coalición, en general, no podrá ser implementado sin el acuerdo
unánime de todos los participantes, así que un mecanismo factible debe además satisfacer cier-
tas restricciones de participación (o de racionalidad individual). Una forma simple de carac-
terizar dichas restricciones es especificar un resultado d ∈C, llamado resultado de desacuerdo,
el cual tiene lugar si los jugadores fallan en coordinarse sobre un acuerdo final. A un proble-
ma bayesiano de elección colectiva en el cual se ha especificado un resultado de desacuerdo
se le denomina problema bayesiano de negociación. No obstante, en nuestra formulación no
hemos especificado qué sucede si ningún acuerdo unánime ocurre. Entonces ¿podemos aún así
caracterizar alguna condición de racionalidad individual para los jugadores?
Consideremos un juego en el cual cada jugador debe tomar la decisión de firmar o no un contrato
que implementa un mecanismo µN en caso de que todos firmen. Si algún jugador i se niega a
participar en el mecanismo µN , entonces él puede amenazar a la coalición complementaria N \ i
con implementar un mecanismo µi en la contingencia de que el mecanismo µN no sea favorable
para él. Con esto, si para todos los jugadores firmar el contrato que implementa el mecanismo
µN es un equilibrio, entonces µN debe satisfacer las siguientes restricciones de racionalidad
individual ex-ante:
Ui(µN)≥ ma´x
νi∈Mi
Ui(νi), ∀i ∈ N (7)
Inversamente, sea µN un mecanismo que satisface las restricciones de participación en (7).
Supongamos que cada jugador se compromete a implementar el mecanismo que lo deja con su
utilidad de reserva en caso de que él sea el único que no firma. Entonces un equilibrio de este
es juego que todos los jugadores firmen el contrato.
Teorema 4 (Racionalidad Individual Ex-ante).
Sea µN una solución de negociación ex-ante de Shapley con vectores λ ∈ RN++ y µ ∈M aso-
ciados. Entonces µN satisface las restricciones de racionalidad individual en (7).
Demostración. Sea µN una solución de negociación ex-ante de Shapley con vectores λ =
(λi)i∈N > 0 y µ = (µS)S∈S asociados. Sea µ̂i ∈M{i} tal que
Ui(µ̂i) = ma´x
νi∈M{i}
Ui(νi), ∀i ∈ N
Obremos por contradicción. Para ello, supongamos que existe i∈N fijo tal que Ui(µ̂i) >Ui(µN).
Entonces como λi > 0,
λiUi(µ̂i) > λiUi(µN) = ∑
t∈T
P(t)φi(W (µ, t,λ )) (8a)
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Sea µ̂ ∈M el vector de amenazas definido por:
µ̂S =
{
(µ̂i,µS\i), si i ∈ S
µS, si i /∈ S
de modo que µ̂ es tal que los jugadores en alguna coalición que no contiene a i no cambian sus
amenazas cuando i se les une. Así, para toda coalición S ∈S que contiene a i,
∑
t∈T
P(t)[WS(µ̂S, t,λ )−WN\S(µ̂N\S, t,λ )] = ∑
t∈T
P(t)[WS(µ̂S, t,λ )−WN\S(µN\S, t,λ )]
= ∑
t∈T
P(t) ∑
ci∈Ci
µ̂i(ci | ti)λiui(ci, t)
= λiU(µ̂i) (8b)
De (8b) se concluye que
∑
t∈T
P(t)φi(W (µ̂ , t,λ )) = λiUi(µ̂i), (8c)
luego de (8a) y (8c) se tiene que
∑
t∈T
P(t)φi(W (µ̂ , t,λ )) > ∑
t∈T
P(t)φi(W (µ, t,λ )) (8d)
Sin embargo, (8d) implica que
∑
t∈T
P(t)WS(µ̂S, t,λ ) > ∑
t∈T
P(t)WS(µS, t,λ )
lo cual contradice el hecho que µ es un vector de amenazas racionales. 
Ejemplo 2 (Un problema simple de intercambio).
Consideremos nuevamente el ejemplo 1 del capítulo 2. Supongamos que cuando ambos indi-
viduos negocian un acuerdo de intercambio el comprador desconoce su propia valoración, sin
embargo, es conocimiento común entre ambos jugadores que el comprador es tipo alto con
probabilidad 4/5. Representemos este problema bayesiano de elección colectiva mediante un
juego cooperativo con información incompleta. Para ello, es suficiente especificar el conjunto
de resultados factibles en cada coalición. Sea C{i} = {ci0} el conjunto de resultados factibles del
jugador i∈N, donde ci0 es la opción que tiene el jugador i de abstenerse de participar en el inter-
cambio. Similarmente, definimos el conjunto de resultados posibles para la gran coalición como
C{1,2} = {[c10,c20],c1,c2}. Observemos que C{1}×C{2} = {[c10,c20]} ⊂C{1,2}, de modo que estos
conjuntos de resultados satisfacen la propiedad de ser superaditivos. Además, [c10,c
2
0] indica que
el intercambio no se lleva a cabo, de modo que dicho resultado es equivalente al resultado que
previamente habíamos denotamos como c0. Al igual que antes, la función de utilidad de cada
jugador en cada estado está dada por:
(u1,u2) c0 c1 c2
(1H ,2) (0,0) (90,0) (0,90)
(1L,2) (0,0) (30,0) (−60,90)
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Es fácil observar que este juego posee coaliciones ortogonales, de modo que ui(cS, t) está bien
definida para cada cS ∈ CS, cada S ∈ S y cada i ∈ S. Por el teorema 4, podemos restringir
nuestra atención al conjunto de mecanismos que satisfacen las restricciones de racionalidad
individual. Luego, el conjunto de posibles acuerdos (individualmente racionales) en el espacio
de utilidades esperadas ex-ante es como luce en la figura 2.
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Figura 2: Conjunto de posibles acuerdos V (N)
El vector de escalas naturales en las cuales han de realizarse las comparaciones interpersonales
de utilidad esperada es λ = (1,1), que corresponde al œnico vector normal a la frontera no-
dominada de V (N). De esta forma, todo mecanismo µN ∈ MN individualmente racional es
ex-ante eficiente si y sólo si satisface la ecuación del plano:
U1(µN)+U2(µN) = 78,
Podemos ahora construir el juego de utilidad λ -transferible. Observemos que para las coali-
ciones unitarias {i} (i = 1,2), la única amenaza factible es µi(ci0 | ti) = 1 para cada ti ∈ Ti.
Concluimos entonces que
W{1}(µ1, t,λ ) = W{2}(µ2, t,λ ) = 0, t ∈ {1H ,1L}
Por otro lado, a partir de (5) se tiene que
WN(µN ,1H,λ ) = ma´x
c∈C
∑
i∈N
ui(c,1H) = 90
WN(µN ,1L,λ ) = ma´x
c∈C
∑
i∈N
ui(c,1L) = 30
de modo que la demanda justa de utilidad esperada transferible de cada jugador es
P(1H ,2)φi(W (µ,1H ,λ ))+P(1L,2)φi(W (µ,1L,λ )) = 39, i = 1,2
Así, un mecanismo µN ∈MN es una solución de negociación ex-ante si U1(µN) =U2(µN) = 39,
con lo cual la asignación de utilidad esperada ex-ante eficiente (39,39) es el único valor ex-ante
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de Shapley. El conjunto de soluciones de negociación ex-ante de Shapley de este juego está
determinado por la envoltura convexa de los mecanismos ex-ante eficientes µ 1N y µ2N definidos
por:
µ1N(c1 | 1H) =
11
24
, µ1N(c2 | 1H) =
13
24
, µ1N(c1 | 1L) = 1,
µ2N(c1 | 1H) =
17
24
, µ2N(c2 | 1H) =
7
24
, µ2N(c2 | 1L) = 1
El mecanismo µ1N caracteriza un intercambio con un esquema de precios (pH , pL) = (48.75,0)
que describe una situación en la cual la totalidad del bien es intercambiado a un precio de
$48.75 cuando la valoración del comprador es alta y es entregado gratis cuando la valora-
ción del comprador es baja. Similarmente, el mecanismo µ2N describe un intercambio con
un esquema de precios (pH , pL) = (26.25,90). De este modo, cualquier esquema de precios
(pH , pL) = α(48.75,0)+(1−α)(26.25,90) con α ∈ [0,1] es una solución de negociación ex-
ante de Shapley. Cabe resaltar que todo mecanismo ex-post eficiente intercambia la totalidad
del bien en cada estado, con lo cual toda solución de negociación es ex-post eficiente.
Como una observación final, debemos destacar el hecho que al ser este juego un problema
bayesiano de negociación de dos jugadores, el valor NTU ex-ante es precisamente la solución
de negociación de Nash. 4
Ejemplo 3 (Juego cooperativo del banquero).
El ejemplo que presentamos a continuación es un modificación del clásico juego del banquero
sugerido por Owen [1972]. Consideremos una situación en la cual un individuo (jugador 1) tiene
la posibilidad de hacer efectivas ciertas ganancias mediante la ayuda de un segundo individuo
(jugador 2). Naturalmente, el jugador 1 debe llegar a un acuerdo cooperativo con el jugador 2
sobre cómo repartir las ganancias, de otra manera el jugador 2 podría negarse a ayudar al jugador
1, en cuyo caso las ganancias no podrían realizarse. La cantidad de dichas ganancias depende
del estado de la economía, el cual es desconocido por ambos individuos en el instante en el que
realizan la negociación. Si el estado es “favorable” (H), la ganancia administrada por el jugador
1 es $40, mientras que si el estado es “desfavorable” (L), la ganancia es $20. Es conocimiento
común que el estado favorable ocurre con una probabilidad P(H) = 4/5. Desafortunadamente,
ambos jugadores están limitados en su habilidad para repartir las ganancias de la cooperación;
más precisamente, el jugador 1 puede realizar transferencias de dinero sólo a la tasa de cambio
1/2, es decir, por cada dos unidad monetarias que el jugador 1 transfiere al jugador 2, éste último
sólo recibe una unidad. Existe un tercer jugador (igualmente desinformado), denominado el
banco, que puede facilitar la actividad coordinadora de los jugadores 1 y 2, permitiéndoles
realizar transferencias de dinero a una más justa (tasa unitaria).
Representemos este problema de negociación mediante un juego cooperativo con información
incompleta. El conjunto de jugadores es N = {1,2,3}, el conjunto de estados es T = {H,L} y
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la probabilidad del estado H es P(H) = 4/5. Los conjuntos de resultados están dados por:
C{i} = {c0i }, i = 1,2,3.
C{1,3} = {[c01,c03]}
C{2,3} = {[c02,c03]}
C{1,2} = {[c01,c01],c12,c21}
C{1,2,3} = {[c01,c02,c03], [c12,c03], [c21,c03],c23,c32}
donde los resultados se interpretan como sigue: c01 y c
0
2 denotan la posibilidad que los jugadores
1 y 2 tienen para abstenerse de negociar, respectivamente; c03 indica que los jugadores 1 y 2
prescinden de los servicios financieros del jugador 3; c12 (respectivamente c21) indica que todas
las ganancias se las queda el jugador 1 (toda la ganancia es transferida al jugador 2); c23 denota
la situación en la cual todas las ganancias son trasferidas al jugador 2 mediante el uso de los
servicios financieros del jugador 3; y finalmente, c32 indica que el jugador 3 se queda con
la totalidad de las ganancias. Con esto, cualquier mecanismo que asigne alguna probabilidad
positiva en el resultado c32 indica que los jugadores 1 y 2 deciden remunerar los servicios
financieros prestados por el banco.
De esta forma, las funciones de utilidad están definidas por:
(u1,u2,u3) [c
0
1,c
0
2,c
0
3] [c12,c
0
3] [c21,c
0
3] c23 c32
H (0,0,0) (40,0,0) (0,20,0) (0,40,0) (0,0,40)
L (0,0,0) (20,0,0) (0,10,0) (0,20,0) (0,0,20)
Es fácil verificar que los conjuntos de resultados son superaditivos y las coaliciones son ortogo-
nales.
Antes de analizar este juego, estudiaremos la situación más simple en la cual los jugadores 1
y 2 no tienen posibilidad de acceder a los servicios financieros que presta el jugador 3. En ese
caso, el conjunto de posibles acuerdos en el espacio de utilidades esperadas es como luce en la
figura 3.
U136
U2
18
Figura 3: Conjunto de posibles acuerdos V ({1,2})
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En este caso, las escalas naturales en las cuales han de realizarse las comparaciones interper-
sonales de utilidad esperada están dadas por el vector λ = (1/2,1), que corresponde al único
vector normal a ∂V ({1,2}). Observemos que las escalas reflejan la tasa de cambio a la cual el
jugador 1 puede transferir las ganancias al jugador 2. El único valor ex-ante de Shapley corres-
ponde a la asignación de utilidad esperada ex-ante eficiente (U1,U2) = (18,9) soportada, por
ejemplo, por la solución de negociación:
µN(c12 | t) = µN(c21 | t) =
1
2
, t ∈ {H,L},
que reparte las ganancias por igual en ambos estados. A pesar de que esta solución de nego-
ciación es “equitativa”, el jugador 2 recibe una utilidad esperada menor que la obtenida por el
jugador 1 debido a la limitación que enfrentan ambos jugadores para repartir las ganancias a
una tasa de cambio favorable para ambos.
Analicemos ahora el juego original en el cual el banco le permite al jugador 1 transferir las
ganancias de la cooperación a una tasa uno a uno. La frontera no-dominada del conjunto de
posibles acuerdos para la gran coalición, ∂V (N), está determinada por la envoltura convexa de
las asignaciones de utilidad esperada {(36,0,0),(0,36,0),(0,0,36)}. De modo este modo, las
escalas naturales en las cuales se realizan las comparaciones interpersonales de utilidad esperada
están dadas por λ = (1,1,1), que corresponde al œnico vector normal a ∂V (N). Al igual que
antes, en este caso las escalas reflejan la tasa de cambio a la cual el jugador 1 transfiere parte de
las ganancias al jugador 2. De esta forma, todo mecanismo µN ∈MN es ex-ante eficiente si y
sólo si satisface la ecuación del plano:
U1(µN)+U2(µN)+U3(µN) = 36
Podemos ahora computar el vector de amenazas racionales con respecto al vector λ y de este
modo construir el juego de utilidad λ -transferible. En el caso de las coaliciones S = {i} (i =
1,2,3), S = {1,3} y S = {2,3} es claro que
WS(µS, t,λ ) = 0, t ∈ {H,L},
pues en cada coalición los miembros poseen un único resultado que los deja a todos con una
utilidad nula. Por otro lado, en el caso de la coalición S = {1,2}, se deduce que
P(H)WS(µS,H,λ )+P(L)WS(µS,L,λ ) =
P(H)
[
∑
cS∈CS
µS(cS | H)
2
∑
i=1
λiui(cS,H)
]
+P(L)
[
∑
cS∈CS
µS(cS | L)
2
∑
i=1
λiui(cS,L)
]
de modo que µS es una amenaza racional para la coalición S = {1,2} si y sólo si
WS(µS, t,λ ) = ma´x
cS∈CS
2
∑
i=1
λiui(cS, t), t ∈ {H,L}
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con lo cual
W{1,2}(µ{1,2},H,λ ) = 40
W{1,2}(µ{1,2},L,λ ) = 20
Finalmente, en el caso de la gran coalición, (5) implica que
WN(µN ,H,λ ) = 40
WN(µN ,L,λ ) = 20
Con esto, la demanda justa de utilidad esperada transferible de cada jugador es
P(H)φi(W (µ,H,λ ))+P(L)φi(W (µ,L,λ )) = 18, i = 1,2
P(H)φ3(W (µ,H,λ ))+P(L)φ3(W (µ,L,λ )) = 0
De modo que un mecanismo µN ∈ MN es una solución de negociación ex-ante de Shapley si
U1(µN) = U2(µN) = 18 y U3(µN) = 0, con lo cual la asignación de utilidades (18,18,0) es
el único valor ex-ante de Shapley. Toda solución de negociación es una combinación lineal
convexa de los mecanismos µ1N y µ2N definidos por:
µ1N([c12,c03] | 1H) =
7
16
, µ1N(c23 | 1H) =
9
16
, µ1N([c12,c03] | 1L) = 1,
µ2N([c12,c03] | 1H) =
9
16
, µ2N(c23 | 1H) =
7
16
, µ2N(c23 | 1L) = 1
En general, como la utilidad de cada jugador es lineal en la cantidad de dinero, cualquier me-
canismo µN = (µHN ,µLN) puede ser equivalentemente representado como una distribución de la
ganancias pi = ((piHi )
3
i=1,(pi
L
i )
3
i=1), donde pi
t
i denota la ganancia recibida por el jugador i en el
estado t. De esta forma, un mecanismo es ex-post eficiente si ∑3i=1 piHi = 40 y ∑
3
i=1 pi
L
i = 20. Más
particularmente, el mecanismo µ1N representa una repartición pi1 = ((17.5,22.5,0),(20,0,0)).
Similarmente, el mecanismo µ2N representa una repartición pi2 = ((22.5,17.5,0),(0,20,0)). De
lo anterior se deduce que: (i) toda solución de negociación ex-ante de Shapley es además ex-post
eficiente9; (ii) así como en la situación donde los jugadores no tienen posibilidad de acceder a
los servicios financieros del jugador 3, el mecanismo que reparte las ganancias entre los ju-
gadores 1 y 2 por igual en cada estado es una solución de negociación ex-ante de Shapley, sólo
que ahora la transferencia de ganancias se realiza mediante el jugador 3; y (iii) cualquier trans-
ferencia de ganancias desde el jugador 1 hacia el jugador 2, en una solución de negociación
ex-ante de Shapley, se realiza mediante los servicios financieros del jugador 3; sin embargo
en ningún caso la actividad facilitadora del banco es remunerada, razón por la cual su utilidad
esperada es nula. Una posible explicación para este último resultado es que el jugador 3 es in-
diferente entre aceptar o no el mecanismo especificado por la solución de negociación (pues en
cualquier caso se va con una utilidad nula), de modo que es razonable que en tal caso él acepte
prestar sus servicios (no obstante, por el mismo motivo también es razonable que no lo haga)10.
4
9Esto es aún más evidente si recordamos que todo mecanismo ex-ante eficiente es ex-post eficiente.
10Myerson [1991] proporciona una justificación razonable para este resultado.
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3.2.4. Valor NTU Ex-ante de Harsanyi
Como se indicó al inicio de este capítulo, la extensión del valor de Shapley en juegos TU al caso
más general de juegos NTU no está únicamente determinada. Existen varias formas posibles de
proceder para construir una asignación en un juego NTU tal que contenga el contenido intuitivo
del valor de Shapley. Harsanyi [1963] propuso un enfoque que es fundamentalmente diferente
al empleado por Shapley para definir su valor NTU.
El procedimiento de Harsanyi puede ser visto más como una extensión directa de los criterios
λ -utilitarista y λ -igualitarista que definen la solución de negociación de Nash al caso de juegos
de n jugadores en los cuales cada posible subconjunto de jugadores puede negociar en forma
efectiva.
Como veremos, a diferencia de la solución de negociación ex-ante de Shapley, la cual exige que
la utilidad esperada de cada jugador sea garantizada únicamente en el acuerdo final (alcanzado
por la gran coalición), la solución de negociación ex-ante de Harsanyi demanda este mismo
requerimiento a nivel de los acuerdos de todas las coaliciones.
Al igual que antes, dado un vector λ ∈RN++ y un vector de amenazas µ ∈M , definimos el juego
de utilidad λ -transferible W (µ, t,λ ) = (WS(µS, t,λ ))S∈S por (1). Dada una coalición S ∈ S ,
φi(W |S(µ, t,λ )) denota el valor de Shapley del jugador i ∈ S en el juego W (µ, t,λ ) restringido
a los subconjuntos no-vacíos de S. Luego si las coaliciones implementan el vector de amenazas
µ en el juego de utilidad λ -transferible, entonces la demanda justa de utilidad esperada del
jugador i ∈ S en la coalición S ∈ S está determinada por la asignación de utilidad esperada
transferible generada por el valor de Shapley restringido a los subconjuntos no-vacíos R⊆ S, es
decir,
∑
t∈T
P(t)φi(W |S(µ, t,λ )) (9)
De esta forma, la asignación de utilidad esperada (real) del jugador i ∈ S en el acuerdo estable-
cido por los miembros de S, Ui(µS), corresponde con su demanda justa de utilidad esperada
transferible en esa coalición si
λiUi(µS) = ∑
t∈T
P(t)φi(W |S(µ, t,λ )) (10)
Un vector de asignaciones de utilidad esperada (U(µS))S∈S que satisface (10) para cada i ∈ S
y cada S ∈S se dice que es garantizado por λ y µ , y Ui(µS) es la demanda garantizada del
jugador i ∈ S por el acuerdo µS en la coalición S ∈S .
Cuando un jugador se une a una coalición, el valor total que dicha coalición puede alcanzar se
modifica. El valor de Shapley distribuye las ganancias totales de la cooperación de forma tal que
cada jugador recibe el valor esperado de su contribución marginal al valor de todas las posibles
coaliciones a las cuales él pertenece. De esta forma, el valor de Shapley acentúa el énfasis en el
rol de las contribuciones marginales de cada jugador. Esta manera de distribuir las ganancias de
la cooperación, ciertamente no es la única. Harsanyi [1959, 1963], por ejemplo, asume que los
miembros de cada posible coalición acuerdan cooperar con el objetivo de garantizarse ciertos
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pagos denominados dividendos. El siguiente resultado muestra que las asignaciones de utilidad
esperada garantizadas por un vector de amenazas pueden ser equivalentemente representadas
mediante los dividendos de Harsanyi.
Lema 1.
Sea λ ∈RN++ y µ = (µS)S∈S ∈M un vector de amenazas. El vector de asignaciones de utilidad
(U(µS))S∈S es garantizado por λ y µ si y sólo si para cada t ∈ T existen números reales
ξ (t) = (ξS(t))S∈S tales que
λiUi(µS) = ∑
t∈T
P(t) ∑
R⊆S
R⊇{i}
ξR(t), ∀i ∈ S,∀S ∈S (11)
Al vector ξ = (ξ (t))t∈T que satisface las ecuaciones en (11) se le denomina vector de dividendos
de Harsanyi.
Demostración. Veamos la implicación (⇐). Sea µ un vector de amenazas y ξ = (ξ (t))t∈T un
vector de dividendos de Harsanyi. Dada una coalición S ∈S ,
∑
t∈T
P(t)WS(µS, t,λ ) = ∑
i∈S
λiUi(µS)
= ∑
i∈S
∑
t∈T
P(t) ∑
R⊆S
R⊇{i}
ξR(t)
= ∑
t∈T
P(t)∑
i∈S
∑
R⊆S
R⊇{i}
ξR(t)
= ∑
t∈T
P(t) ∑
R⊆S
|R|ξR(t) (12a)
Sea S ∈S tal que i ∈ S. Por (12a),
∑
t∈T
P(t)[WS(µS, t,λ )−WS\i(µS\i, t,λ )] = ∑
t∈T
P(t)
[
∑
R⊆S
|R|ξR(t)− ∑
R⊆S\i
|R|ξR(t)
]
= ∑
t∈T
P(t) ∑
R⊆S
R⊇{i}
|R|ξR(t) (12b)
Luego, empleando (12b) al computar la demanda justa de utilidad transferible del jugador i ∈ S
en la coalición S se tiene que
∑
t∈T
P(t)φi(W |S(µ, t,λ )) = ∑
R⊆S
R⊇{i}
(|R|−1)!(|S|− |R|)!
|S|! ∑t∈T
P(t) ∑
Q⊆R
Q⊇{i}
|Q|ξQ(t)
= ∑
t∈T
P(t) ∑
R⊆S
R⊇{i}
∑
Q⊆R
Q⊇{i}
|Q|(|R|−1)!(|S|− |R|)!
|S|! ξQ(t) (12c)
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Ahora, dada una coalición Q que contiene a i, de acuerdo con (12c), se suman tantos dividendos
ξQ(t) en el estado t multiplicados por sus respectivos coeficientes, como coaliciones R⊆ S que
contienen a Q. Además, para cada Q que contiene a i, hay exactamente (|S|−|Q|
|S|−r
)
coaliciones que
contienen a Q y están compuestas por r miembros. De esta forma, dada una coalición Q que
contiene a i,
∑
Q⊆R⊆S
|Q|(|R|−1)!(|S|− |R|)!
|S|! =
|S|
∑
r=|Q|
(
|S|− |Q|
|S|− r
)
|Q|(r−1)!(|S|− r)!
|S|!
=
|S|
∑
r=|Q|
|Q|(r−1)!(|S|− |Q|)!
(r−|Q|)!|S|!
=
|Q|(|S|− |Q|)!
|S|!
|S|
∑
r=|Q|
(r−1)!
(r−|Q|)!
=
|Q|(|S|− |Q|)!(|Q|−1)!
|S|!
|S|
∑
r=|Q|
(r−1)!
(r−|Q|)!(|Q|−1)!
=
(
|S|
|Q|
)−1 |S|
∑
r=|Q|
(
r−1
|Q|−1
)
=
(
|S|
|Q|
)−1 |S|−1
∑
r′=|Q|−1
(
r′
|Q|
)
=
(
|S|
|Q|
)−1( |S|
|Q|
)
= 1
Se concluye entonces que
∑
t∈T
P(t)φi(W |S(µ, t,λ )) = ∑
t∈T
P(t) ∑
R⊆S
R⊇{i}
ξR(t) = λiUi(µS)
Probemos ahora la implicación (⇒). Sea µ un vector de amenazas tal que (U(µS))S∈S es
garantizado por µ . Para cada coalición unitaria {i}, con i ∈ N definimos
ξ{i}(t) = φi(W |{i}(µ, t,λ )), ∀t ∈ T
Supongamos que ξR = (ξR(t))t∈T está definido para cada subcoalición R ⊂ S. Definimos ξS(t)
para cada t ∈ T como
|S|ξS(t) = WS(µS, t,λ )− ∑
R⊂S
|R|ξR(t)
Por construcción,
φi(W |S(µ, t,λ )) = ∑
R⊆S
R⊇{i}
ξR(t), ∀t ∈ T
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De este modo,
λiUi(µS) = ∑
t∈T
P(t)φi(W |S(µ, t,λ )) = ∑
t∈T
P(t) ∑
R⊆S
R⊇{i}
ξR(t)

Cuando dos jugadores cooperan uno con el otro generalmente se sugiere que ambos jugadores
deben recibir las mismas ganancias de la cooperación, relativas a lo que cada uno obtendría en
ausencia de un acuerdo cooperativo. Esta noción de justicia distributiva, denominada principio
de ganancias iguales, fue analizada formalmente por Myerson [1980]. Sea (N,v) un juego
cooperativo TU en forma característica y ϕ una regla de asignación11. En la terminología de
Myerson, la regla ϕ satisface la propiedad de contribuciones balanceadas si
ϕi(v)−ϕi(v|N\ j) = ϕ j(v)−ϕ j(v|N\i), ∀i, j ∈ N
Myerson además encuentra que el valor de Shapley es la única regla de asignación que satisface
la propiedad de contribuciones balanceadas. El siguiente resultado muestra que las asignaciones
de utilidad esperada garantizadas por un vector de amenazas pueden ser equivalentemente re-
presentadas mediante la propiedad de contribuciones balanceadas.
Lema 2.
Sea λ ∈RN++ y µ = (µS)S∈S ∈M un vector de amenazas. El vector de asignaciones de utilidad
(U(µS))S∈S es garantizado por λ y µ si y sólo si
λi(Ui(µS)−Ui(µS\ j)) = λ j(U j(µS)−U j(µS\i)), ∀i, j ∈ S,∀S ∈S (13)
Al conjunto de ecuaciones en (13) se les denomina ecuaciones de contribuciones balanceadas
con respecto a λ . Un vector de amenazas µ ∈M que satisface las ecuaciones de contribuciones
balanceadas para un vector λ ∈ RN++ se denomina λ -igualitarista.
Naturalmente, este criterio de justicia distributiva corresponde a la extensión directa del criterio
igualitarista al caso de problemas de elección social bajo información incompleta.
Demostración. Veamos la implicación (⇒). Sea λ ∈ RN++ y µ = (µS)S∈S ∈ M un vector
de amenazas tal que (U(µS))S∈S es garantizado por µ . Como el valor de Shapley satisface la
propiedad de contribuciones balanceadas, entonces para cada t ∈ T
φi(W |S(µ, t,λ ))−φi(W |S\ j(µ, t,λ )) = φ j(W |S(µ, t,λ ))−φ j(W |S\i(µ, t,λ )), ∀i, j∈ S,∀S∈S
De esta forma,
∑
t∈T
P(t)φi(W |S(µ, t,λ ))−∑
t∈T
P(t)φi(W |S\ j(µ, t,λ ))
= ∑
t∈T
P(t)φ j(W |S(µ, t,λ ))−∑
t∈T
P(t)φ j(W |S\i(µ, t,λ )), ∀i, j ∈ S,∀S ∈S
11Una regla de asignación para un juego cooperativo TU en forma característica (N,v) es una función ϕ : v→RN
tal que ∑i∈N ϕi(v) = v(N).
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Como (U(µS))S∈S es garantizado por µ , entonces
λiUi(µS)−λiUi(µS\ j) = λ jU j(µS)−λ jU j(µS\i), ∀i, j ∈ S,∀S ∈S
Probemos ahora la implicación (⇐). Sea µ un vector de amenazas que satisface las ecuaciones
de contribuciones balanceadas. Sea S ∈S tal que i ∈ S, entonces
∑
t∈T
P(t)[WS(µS, t,λ )−WS\i(µS\i, t,λ )] = ∑
j∈S
λ jU j(µS)− ∑
j∈S\i
λ jU j(µS\i)
= λiUi(µS)+ ∑
j∈S\i
(λ jU j(µS)−λ jU j(µS\i))
= λiUi(µS)+ ∑
j∈S\i
(λiUi(µS)−λiUi(µS\ j))
= |S|λiUi(µS)− ∑
j∈S\i
λiUi(µS\ j)
Luego, al computar la demanda justa de utilidad esperada transferible del jugador i ∈ S en la
coalición S se tiene
∑
t∈T
P(t)φi(W |S(µ, t,λ )) = ∑
R⊆S
R⊇{i}
(|R|−1)!(|S|− |R|)!
|S|!
[
|R|λiUi(µR)− ∑
j∈R\i
λiUi(µR\ j)
]
= λiUi(µS)

Si cada jugador desea maximizar su demanda justa de utilidad esperada transferible en el acuer-
do final, entonces él debe maximizar el valor WS(·) en cada coalición S a la cual él pertenece.
Esto implica que dada una coalición S, cada jugador i ∈ S debe maximizar su valor de Shapley
en el juego restringido a S, lo cual a su vez requiere maximizar los dividendos esperados que
cada jugador en S obtiene sobre cada coalición R⊆ S a la que él pertenece.
Sea λ ∈ RN++. Por definición, los dividendos esperados que el jugador i ∈ N puede asegurarse
por sí mismo están determinados por su utilidad esperada garantizada por algún mecanismo
µi ∈Mi, es decir,
λiUi(µi) = ∑
t∈T
P(t)ξ{i}(t)
Luego, los dividendos esperados máximos que el jugador i puede asegurarse por sí mismo están
garantizados por un mecanismo µi ∈Mi tal que:
λiUi(µi) = ma´x
νi∈Mi
λiUi(νi) (14)
Supongamos que dada una coalición S, las amenazas de todas las coaliciones R ⊂ S han si-
do determinadas, de modo que los dividendos esperados asociados a cada coalición R han si-
do definidos. Entonces los dividendos esperados que los miembros de la coalición S pueden
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asegurarse están determinados por sus respectivas utilidades esperadas garantizadas por algún
mecanismo µS ∈MS, esto es,
λiUi(µS) = ∑
t∈T
P(t)
 ∑
R⊂S
R⊇{i}
ξR(t)+ξS(t)
 , ∀i ∈ S (15)
A partir de las igualdades en (15) se tiene que
∑
t∈T
P(t)ξS(t) = λiUi(µS)−∑
t∈T
P(t) ∑
R⊂S
R⊇{i}
ξR(t) = λ jU j(µS)−∑
t∈T
P(t) ∑
R⊂S
R⊇{ j}
ξR(t), ∀i, j ∈ S
(16a)
Observemos que dados i, j ∈ S,
∑
t∈T
P(t) ∑
R⊂S
R⊇{i}
ξR(t) = ∑
t∈T
P(t)
 ∑
R⊆S\ j
R⊇{i}
ξR(t)+ ∑
R⊂S
R⊇{i, j}
ξR(t)

= λiUi(µS\ j)+ ∑
t∈T
P(t) ∑
R⊂S
R⊇{i, j}
ξR(t)
luego, las igualdades en (16a) pueden ser alternativamente escritas como
∑
t∈T
P(t)ξS(t) = λi(Ui(µS)−Ui(µS\ j)) = λ j(U j(µS)−U j(µS\i)), ∀i, j ∈ S (16b)
Por otro lado, al sumar las igualdades en (15) tenemos
∑
i∈S
λiUi(µS) = ∑
t∈T
P(t)
∑
i∈S
∑
R⊂S
R⊇{i}
ξR(t)+ |S|ξS(t)

= ∑
t∈T
P(t)
[
∑
R⊂S
|R|ξR(t)+ |S|ξS(t)
]
de donde se obtiene que
|S|∑
t∈T
P(t)ξS(t) = ∑
i∈S
λiUi(µS)−∑
t∈T
P(t) ∑
R⊂S
|R|ξR(t)
Como el sustraendo en el lado derecho de la igualdad anterior es una constante conocida, en-
tonces los dividendos esperados máximos están garantizados por un mecanismo µS tal que
maximiza la suma de utilidades esperadas ponderadas sujeto a las igualdades en (16b), es decir,
∑
i∈S
λiUi(µS) = ma´x
νS∈MS
∑
i∈S
λiUi(νS)
s.a. λi(Ui(νS)−Ui(µS\ j)) = λ j(U j(νS)−U j(µS\i)), ∀i, j ∈ S (17)
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Diremos que µ = (µS)S∈S es un vector de amenazas balanceadas con respecto a λ si satisface
(14) para cada i ∈ N y (17) para cada coalición no-unitaria S ∈S .
Notemos que dada una coalición S ∈ S , el único efecto que poseen las restricciones de con-
tribuciones balanceadas en el problema (17) es desplazar sobre la frontera no-dominada de V (S)
la asignación de utilidades esperadas U(µS) que se alcanzaría en ausencia de ellas. De esta for-
ma, si µS resuelve (17), entonces U(µS) ∈ ∂V (S). Tal vez, la siguiente figura ilustra mejor este
hecho en el caso de una coalición de dos jugadores:
U1
U2
U
U2 =
λ1
λ2
U1 +U
λ1U1 +λ2U2 = U∗
U∗1
U∗2
Û
Figura 4: Conjunto de posibles acuerdos V ({1,2})
El conjunto de posibles acuerdos V ({1,2}) en la figura 4 está descrito por la región sombreada.
Observemos que la restricción de contribuciones balanceadas puede ser reescrita como
U2 =
λ1
λ2
U1 +U ,
donde U = [λ2U2(µ2)−λ1U1(µ1)]/λ2 es una constante conocida. Esta restricción está repre-
sentada por una línea con pendiente positiva en el espacio de utilidades. Si se maximiza la suma
de las utilidades ponderadas de ambos jugadores sin restricción alguna, entonces la solución óp-
tima corresponde a la asignación (0,Û). Sin embargo, si la maximización se realiza sujeta a la
restricción de contribuciones balanceadas, la solución es (U ∗1 ,U∗2 ). Como se indicó previamente,
la imposición de las restricciones simplemente mueve la asignación óptima (0,Û)∈ ∂V ({1,2})
al punto (U∗1 ,U∗2 ) ∈ ∂V ({1,2}).
Definición 5 (Valor NTU Ex-ante de Harsanyi).
Sea Γ un juego cooperativo con información incompleta bajo negociación ex-ante. Un meca-
nismo ex-ante eficiente µN ∈MN es una solución de negociación ex-ante de Harsanyi para Γ
si existen vectores λ ∈ RN++ y µ ∈M con µN = µN tales que
(i) λ ·U(µN) = ma´x
νN∈MN
λ ·U(νN)
(ii) µ es un vector de amenazas balanceadas con respecto a λ .
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El vector U(µN) de asignaciones de utilidad esperada ex-ante en el acuerdo final se denomina
valor NTU ex-ante de Harsanyi.
A manera de comparación, la solución de negociación de Harsanyi satisface la condición de
utilitarismo únicamente sobre la gran coalición, mientras que la solución de negociación de
Shapley la satisface en cada coalición. Además, la solución de negociación de Shapley es igual-
itarista solamente en el gran coalición, mientras que la solución de negociación de Harsanyi lo
es a nivel de todas las coaliciones. Claramente, ambos conceptos solución coinciden en juegos
cooperativos de dos jugadores.
Teorema 5 (Racionalidad Individual Ex-ante).
Sea µ ∈M un vector de amenazas balanceadas con respecto a λ ∈ RN++. Entonces
Ui(µS)≥ ma´x
νi∈Mi
Ui(νi), ∀i ∈ S,∀S ∈S (18)
Demostración. Probemos este resultado por inducción matemática. Sean µ = (µS)S∈S un vec-
tor de amenazas balanceadas con respecto a λ ∈ RN++ y µ̂i ∈Mi tal que
Ui(µ̂i) = ma´x
νi∈Mi
Ui(νi)
para cada i ∈ N. Como µ es un vector de amenazas balanceadas, Ui(µi) = Ui(µ̂i) para cada
i ∈ N. Luego (18) se satisface para todas las coaliciones unitarias.
Supongamos que (18) se satisface para cada coalición S ∈S tal que |S| ≤ s. Debemos ver que
(18) es cierto para cada coalición R ∈S con |R|= s + 1. Para ello, asumamos lo contrario, es
decir, supongamos que existe i ∈ R tal que
Ui(µR) < Ui(µ̂i) (19a)
Probemos que (19a) implica que
U j(µR) < U j(µR\i), ∀ j ∈ R\ i (19b)
Supongamos que (19b) no se satisface, esto es, existe k ∈ R\ i tal que:
Uk(µR)≥Uk(µR\i) (19c)
Notemos que
λk(Uk(µR)−Uk(µR\i)) = ∑
t∈T
P(t)
 ∑
S⊆R
S⊇{k}
ξS(t)− ∑
S⊆R\i
S⊇{k}
ξS(t)

= ∑
t∈T
P(t) ∑
S⊆R
S⊇{i,k}
ξS(t), (19d)
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donde ξ es el vector de dividendos de Harsanyi asociado a µ y λ .
Ahora, dado que λk > 0, (19c) y (19d) implican que
∑
t∈T
P(t) ∑
S⊆R
S⊇{i,k}
ξS(t)≥ 0 (19e)
Además, como λi > 0, entonces de (19a) se tiene que
0 > λi(Ui(µR)−Ui(µ̂i)) = λi(Ui(µR)−Ui(µi))
= ∑
t∈T
P(t)
 ∑
S⊆R
S⊇{i}
ξS(t)−ξ{i}(t)

= ∑
t∈T
P(t) ∑
S⊆R
S⊃{i}
ξS(t) (19f)
De (19e) y (19f) tenemos la siguiente cadena de desigualdades:
λiUi(µR\k) = ∑
t∈T
P(t) ∑
S⊆R\k
S⊇{i}
ξS(t)
= ∑
t∈T
P(t)
 ∑
S⊆R
S⊇{i}
ξS(t)− ∑
S⊆R
S⊇{i,k}
ξS(t)

≤ ∑
t∈T
P(t) ∑
S⊆R
S⊇{i}
ξS(t)
= ∑
t∈T
P(t)
ξ{i}(t)+ ∑
S⊆R
S⊃{i}
ξS(t)

< ∑
t∈T
P(t)ξ{i}(t)
= λiUi(µ̂i)
Por tanto Ui(µR\k) < Ui(µ̂i), lo cual contradice la hipótesis inductiva. De este modo, (19a)
implica (19b).
Sea µ̂R = (µ̂i,µR\i) ∈MR. Entonces Ui(µ̂R) = Ui(µ̂i) > Ui(µR) y U j(µ̂R) = U j(µR\i) > U j(µR)
para cada j ∈ R \ i. De esta forma, U(µR) /∈ ∂V (R), lo cual es una contradicción, pues µ es un
vector de amenazas balanceadas. En conclusión, (18) se satisface para la coalición R. 
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Ejemplo 4 (Juego cooperativo del banquero).
Consideremos nuevamente el juego cooperativo analizado en el ejemplo 3. Computemos ahora
el valor ex-ante de Harsanyi de este juego cooperativo. Al igual que antes, el vector λ = (1,1,1)
determina las escalas naturales en las cuales han de realizarse las comparaciones interpersonales
de utilidad esperada. Comencemos determinando el valor óptimo del problema (17) para cada
S ∈S .
Por la condición en (14),
∑
t∈T
P(t)ξi(t) = Ui(µi) = 0
En el caso de las coaliciones S = {1,3} y S = {2,3} es claro que
∑
i∈S
Ui(µS) = 0
pues en cada coalición los miembros poseen un único resultado que los deja a todos con una
utilidad nula. Con lo cual,
∑
t∈T
P(t)ξS(t) = 0
En el caso de la coalición S = {1,2}, el problema que enfrentan los jugadores 1 y 2 para deter-
minar su amenaza óptima es
ma´x
νS∈MS
U1(νS)+U2(νS)
s.a. U1(νS) = U2(νS)
el cual puede ser equivalentemente escrito como
ma´x
(U1,U2)∈V ({1,2})
U1 +U2
s.a. U1 = U2
La representación gráfica de este problema en el espacio de utilidades se ilustra en la figura
5, donde la región sombreada delimita el conjunto de posibles acuerdos V ({1,2}). Como se
observa, la solución del problema se encuentra en la asignación de utilidad (12,12) y, por tanto
los dividendos esperados de la coalición S = {1,2} son
∑
t∈T
P(t)ξS(t) = 12
Finalmente, como la amenaza elegida por la gran coalición debe ser λ -utilitarista, entonces
∑
i∈N
λiUi(µN) = ma´x
νN∈MN
∑
i∈N
λiUi(νN) = ∑
t∈T
P(t)ma´x
c∈C
∑
i∈N
λiui(c, t) = 36,
de donde se tiene que los dividendos esperados son
∑
t∈T
P(t)ξN(t) = 4
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U136
U2
18
U1 = U2
12
12
U1 +U2 = 24
Figura 5: Amenaza óptima de {1,2}
Los dividendos esperados acumulados que cada jugador obtiene en el acuerdo final están dados
por
∑
t∈T
P(t) ∑
R⊆N
R⊇{i}
ξR(t) = 16, i = 1,2
∑
t∈T
P(t) ∑
R⊆N
R⊇{3}
ξR(t) = 4
De modo que un mecanismo µN ∈MN es una solución de negociación ex-ante de Harsanyi si
U1(µN) = U2(µN) = 16 y U3(µN) = 4, con lo cual la asignación de utilidades (16,16,4) es el
único valor ex-ante de Harsanyi. El conjunto de soluciones de negociación está determinado
por la envoltura convexa de los mecanismos (en representación de ganancias):
pi1 = ((15,20,5),(20,0,0)), pi2 = ((20,20,0),(0,0,20)) y pi3 = ((20,15,5),(0,20,0))
A diferencia del valor ex-ante de Shapley, bajo el valor ex-ante de Harsanyi, la actividad faci-
litadora del jugador 3 es remunerada. Esto sucede porque el valor de Harsanyi tiene en cuenta
que la coalición {1,2} puede repartir la totalidad de las ganancias únicamente a través de una
distribución injusta para el jugador 2. Si la coalición {1,2} estuviese restringida a escoger una
distribución factible de las ganancias en la cual ambos jugadores obtuvieran la misma utilidad
transferible, entonces la suma de los ingresos recibidos por ambos jugadores a lo más podría
sumar $24 (en términos esperados). 4
3.3. Implementación con Información No-Verificable
Supongamos ahora que después de negociados los acuerdos en la etapa ex-ante, la imple-
mentación de dichos acuerdos tiene lugar durante la etapa interim, de modo que la información
privada que cada jugador recibe no es públicamente verificable. En este caso, los acuerdos nego-
ciados están sujetos a la manipulación estratégica, por lo que las restricciones de incentivo son
esenciales y el concepto adecuado de eficiencia es la eficiencia interim incentivo-compatible.
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Al igual que Myerson [1984b], asumiremos que sólo el mecanismo elegido por la gran coalición
será implementado efectivamente. Sin embargo, durante el proceso de negociación, cada coali-
ción S 6= N se compromete con un mecanismo µS ∈ MS como una amenaza, en caso que los
jugadores de la coalición complementaria se rehusen a cooperar. De este modo, los mecanismos
µS de cada coalición S ⊂ N serán significativos en la medida que influencian el acuerdo final
µN ∈MN elegido por la gran coalición. Bajo este supuesto, es suficiente que sólo el mecanismo
µN sea informacionalmente factible, es decir, que satisfaga las restricciones de incentivo.
3.3.1. Juego NTU en Forma Característica
Al igual que en la sección previa, cuando la información es no verificable, es posible construir
un juego NTU en forma característica V ∗ asociado a cada juego cooperativo con información
incompleta Γ. La representación V ∗ difiere de V únicamente en el caso de la gran coalición,
pues las posibilidades de acuerdo entre todos los jugadores van a estar restringidas por la com-
patibilidad de incentivos.
Formalmente, sea M ∗N el conjunto de mecanismos incentivo-compatibles para la gran coalición.
Para toda coalición S 6= N, definimos la función característica como:
V ∗(S) = US := {U(µS) | µS ∈MS}
Nótese que no se requiere que las asignaciones de utilidad en V ∗(S) sean incentivo-compatibles
para los miembros de S, ya que los mecanismos en MS no serán implementados.
Consideremos ahora la situación en la que S = N. En ese caso, las únicas asignaciones de
utilidad factibles están determinadas por todos aquellos mecanismos incentivo-compatibles. De
este modo, definimos la función característica como:
V ∗(N) = {U(µN) | µN ∈M ∗N}
Es claro que V ∗(S) es un subconjunto no-vacío, compacto y convexo de RS, para todo S∈S . No
obstante, V ∗ no es necesariamente superaditiva, pues dada una coalición S ⊂ N, el mecanismo
(µS,µN\S) ∈ MS ×MN\S ⊆ MN no tiene porque ser incentivo-compatible, y en esa medida
puede no pertenecer a M ∗N . De esta forma, los resultados de racionalidad individual obtenidos
en los teoremas 4 y 5 no aplican siempre. Un caso particular en el cual estos resultados sí se
tienen es en juegos cooperativos de dos jugadores. Para ver esto, es suficiente mostrar que dadas
las amenazas racionales µ∗1 ∈ M1 y µ∗2 ∈ M2, el mecanismo (µ∗1 ,µ∗2 ) ∈ M{1,2} es incentivo-
compatible. En efecto, al ser µ∗i una mejor-respuesta del tipo ti del jugador i, se tiene que
Ui((µ∗i ,µ∗j ) | ti) = Ui(µ∗i | ti)≥ U˜i(µ∗i ,τi | ti) = U˜i((µ∗i ,µ∗j ),τi | ti),
para i = 1,2, todo ti ∈ Ti y todo τi ∈ Ti. Por un argumento similar al anterior, es posible probar
que los teoremas de racionalidad individual además aplican en el caso en el que se exige la
compatibilidad de incentivos incluso a nivel coalicional.
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3.3.2. Valores Ex-ante Incentivo-Compatibles
En el momento en el que un grupo de jugadores forman una coalición para determinar sus ame-
nazas óptimas, es necesario que primero identifiquen con precisión el conjunto de mecanismos
factibles entre los cuales ellos pueden elegir. En el caso de una coalición S 6= N, cualquier me-
canismo en MS es factible; no obstante para la gran coalición, los únicos mecanismos factibles
son aquellos que satisfacen la restricciones de incentivo, es decir, M ∗N . De esta forma, cuando
la información privada no es verificable, las únicas amenazas que difieren de aquellas com-
putadas de acuerdo con (4) son las correspondientes a la gran coalición. Más precisamente, un
mecanismo µN es una amenaza racional12 para la gran coalición con respecto a λ ∈ RN++, si
∑
t∈T
P(t)WN(µN , t,λ ) = ma´x
νN∈M ∗N
∑
t∈T
P(t)WN(νN, t,λ ) = ma´x
νN∈M ∗N
∑
i∈N
λiUi(νN)
Se deduce entonces, por el teorema 2 del capítulo 2, que una amenaza racional para la gran
coalición es siempre un mecanismo ex-ante incentivo-eficiente.
Definición 6 (Valor NTU Ex-ante incentivo-Compatible de Shapley).
Sea Γ un juego cooperativo con información incompleta bajo negociación ex-ante. Un meca-
nismo ex-ante incentivo-eficiente µ∗N ∈M ∗N es una solución de negociación ex-ante incentivo-
compatible de Shapley para Γ si existen vectores λ ∈ RN++ y µ ∈M con µN = µ∗N tales que
(i) µ es un vector de amenazas racionales con respecto a λ .
(ii) El vector U(µN) es garantizado en el acuerdo final por λ y µ .
El vector U(µN) de demandas garantizadas se denomina valor NTU ex-ante incentivo-
compatible de Shapley.
Notemos que al requerir la factibilidad informacional en el acuerdo final, la expresión en (5)
no es válida, pues un elemento de M ∗N satisface no sólo las restricciones de probabilidad, sino
también las restricciones de compatibilidad de incentivos. Este hecho puede hacer que el com-
puto del valor constituya un ejercicio muy complicado. Observe que WN(·) es una función de
µN y a su vez, el mecanismo µN elegido por la gran coalición es una función de WN(·) a través
del operador de Shapley. En este caso, desafortunadamente, la circularidad no puede ser rota
empleando (5).
Al igual que con las amenazas racionales, cuando la información privada no es verificable, las
únicas amenazas balanceadas que difieren de aquellas computadas de acuerdo con (17) son las
correspondientes a la gran coalición. Así, un mecanismo µN es una amenaza balanceada13 para
12Observemos que el concepto de “amenaza racional” no depende de si la información privada es o no verifica-
ble, excepto por la definición de factibilidad en cada caso. De este modo, haremos un uso indistinto de este término
en ambos contextos. Esperamos sin embargo, que esto no ocasione confusión alguna.
13Un argumento similar al expuesto en la nota de pie de página 11 aplica en el caso de las amenazas balanceadas.
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la gran coalición con respecto a λ ∈ RN++ si
∑
i∈N
λiUi(µN) = ma´x
νN∈M ∗N
∑
i∈N
λiUi(νN)
s.a. λi(Ui(νN)−Ui(νN\ j)) = λ j(U j(νN)−U j(νN\i)), ∀i, j ∈ N
Definición 7 (Valor NTU Ex-ante Incentivo-Compatible de Harsanyi).
Sea Γ un juego cooperativo con información incompleta bajo negociación ex-ante. Un meca-
nismo ex-ante incentivo-eficiente µ∗N ∈M ∗N es una solución de negociación ex-ante incentivo-
compatible de Harsanyi para Γ si existen vectores λ ∈ RN++ y µ ∈M con µN = µ∗N tales que
(i) λ ·U(µN) = ma´x
νN∈M ∗N
λ ·U(νN)
(ii) µ es un vector de amenazas balanceadas con respecto a λ .
El vector U(µN) de asignaciones de utilidad esperada ex-ante en el acuerdo final se denomina
valor NTU ex-ante incentivo-compatible de Harsanyi.
Ejemplo 5 (Un problema simple de intercambio).
Retomemos el ejemplo 2. Supongamos ahora que cuando se va a llevar a cabo el intercambio,
el comprador recibe información privada acerca de su valoración del bien. Dicha información,
sin embargo, no puede ser verificada por el vendedor. De esta forma, el comprador puede hacer
uso de su información privada para manipular estratégicamente el acuerdo de intercambio. Para
ver esto, supongamos que ambos individuos acuerdan la solución de negociación ex-ante que
intercambia la totalidad del bien a un precio de $48.75 cuando la valoración del comprador es
alta, y entrega gratis el bien cuando la valoración del comprador es baja. En este caso, si el
comprador es tipo alto, entonces anunciando correctamente su información privada obtiene una
utilidad esperada interim U H1 = 41.25. No obstante, si él miente acerca de su tipo, y alternativa-
mente anuncia que él es tipo bajo, entonces obtiene una utilidad esperada interim U H1 = 90. De
este modo, el comprador está mejor mintiendo que siendo honesto con el vendedor, con lo cual
esta solución de negociación ex-ante no es incentivo-compatible. La razón de esto es que si el
comprador miente y anuncia que su valoración es baja, entonces se lleva el bien gratis, lo cual,
sin lugar a duda, es mejor que pagar cualquier cantidad positiva.
El conjunto M ∗N de mecanismos factibles para la gran coalición está completamente caracteri-
zado por las siguientes desigualdades:
Restricción de compatibilidad de incentivos del tipo 1H del jugador 1:
µN(c1 | 1H)≥ µN(c1 | 1L)
Restricción de compatibilidad de incentivos del tipo 1L del jugador 1:
µN(c1 | 1L)−2µN(c2 | 1L)≥ µN(c1 | 1H)−2µN(c2 | 1H)
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Además, como hemos visto que en juegos de dos jugadores toda solución de negociación ex-
ante incentivo-compatible es individualmente racional, entonces podemos adicionar las siguien-
tes restricciones:
Restricción de racionalidad individual ex-ante del jugador 1:
12µN(c1 | 1H)+ µN(c1 | 1L)−2µN(c2 | 1L)≥ 0
Restricción de racionalidad individual del jugador 2:
4µN(c2 | 1H)+ µN(c2 | 1L)≥ 0
Finalmente, tenemos además las restricciones de probabilidad:
2
∑
j=0
µN(c j | 1k) = 1, k = {H,L}
µN(c j | 1k)≥ 0, k = {H,L}, j = {0,1,2}
La solución a este sistema de inecuaciones define un poliedro compacto y convexo cuya imagen
continua en el espacio de utilidades esperadas ex-ante coincide con la región sombreada de
la figura 2. De esta forma, y al igual que en el ejemplo 2, el vector de escalas naturales es
λ = (1,1). Es importante resaltar que, si bien el conjunto de posibles acuerdos para la gran
coalición es el mismo independientemente de si se exige o no la compatibilidad de incentivos,
los mecanismos que generan este conjunto no son los mismos en cada caso.
A partir del ejemplo 2, sabemos que W{1}(µ1, t,λ ) = W{2}(µ2, t,λ ) = 0 para cada t ∈ {1H ,1L}.
La dificultad ahora radica en computar el valor de WN(·, t,λ ) en cada estado t ∈ T . Afortunada-
mente, un argumento simple nos permitirá llevar a cabo dicho cálculo. Se puede mostrar que
todo mecanismo ex-ante incentivo-eficiente es una combinación convexa de los mecanismos µ 1N
y µ2N descritos por
µ1N(c1 | t) =
2
15
, µ1N(c2 | t) =
13
15
y µ2N(c1 | t) = 1, t ∈ {1H ,1L}.
Además, observemos que
WN(µ1N ,1H ,λ ) = WN(µ2N ,1H ,λ ) = 90
WN(µ1N ,1L,λ ) = WN(µ2N ,1L,λ ) = 30
De esta forma, como WN(νN, t,λ ) es una función lineal de νN ∈MN , entonces
WN(αµ1N +(1−α)µ2N ,1H ,λ ) = αWN(µ1N ,1H ,λ )+(1−α)WN(µ2N ,1H ,λ ) = 90
WN(αµ1N +(1−α)µ2N ,1L,λ ) = αWN(µ1N ,1L,λ )+(1−α)WN(µ2N ,1L,λ ) = 30,
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para todo α ∈ [0,1]. Luego, como toda amenaza racional es un mecanismo ex-ante incentivo-
eficiente, entonces para toda amenaza racional µN ∈M ∗N se tiene que
WN(µN ,1H,λ ) = 90
WN(µN ,1L,λ ) = 30
Concluimos entonces que un mecanismo ex-ante incentivo-eficiente µ ∗N ∈M ∗N es una solución
de negociación ex-ante incentivo-compatible si U1(µ∗N) = U2(µ∗N) = 39, con lo cual la única
solución de negociación de este juego corresponde al mecanismo:
µN(c1 | t) =
17
30
, µN(c2 | t) =
13
30
, t ∈ {1H ,1L}
que intercambia la totalidad del bien en ambos estados a un precio de $39. A manera de ob-
servación, notemos que este mecanismo es una solución de negociación ex-ante cuando la in-
formación es verificable. Esto puede llevar a pensar que toda solución de negociación ex-ante
incentivo-compatible es también una solución de negociación ex-ante, más si uno tiene pre-
sente que M ∗N ⊆MN . Sin embargo, esto no es necesariamente cierto. Por ejemplo, si un valor
ex-ante está garantizado por un conjunto de mecanismos que pertenecen a MN \M ∗N (como
en el caso que ningún mecanismo ex-ante incentivo-eficiente sea ex-ante eficiente), entonces
no puede haber ninguna solución de negociación ex-ante que sea incentivo-compatible, por
cuanto no es posible que una solución ex-ante incentivo-compatible sea a su vez una solución
ex-ante. En este ejemplo, la solución ex-ante incentivo-compatible es también una solución ex-
ante cuando la información es verificable, porque la presencia de las restricciones de incentivo
no reduce la eficiencia ex-ante, de modo que existen mecanismos que son ex-ante eficientes
y simultáneamente incentivo-compatibles. No obstante esta observación, sí es cierto que toda
solución de negociación ex-ante µ∗N ∈ M ∗N es también una solución de negociación ex-ante
incentivo-compatible. 4
Proposición 1.
Sea µ∗N ∈ M ∗N una solución de negociación ex-ante de Shapley (de Harsanyi). Entonces µ ∗N
es una solución de negociación ex-ante incentivo-compatible de Shapley (respectivamente, de
Harsanyi).
Demostración. Sea µ∗N ∈ M ∗N una solución de negociación ex-ante de Shapley. Como µ∗N es
una amenaza racional para la gran coalición cuando la información es verificable y además es
incentivo-compatible, entonces M ∗N ⊆ MN implica que µ∗N también es una amenaza racional
para la gran coalición incluso cuando la información es no-verificable. Más aún, como µ ∗N es
ex-ante eficiente e incentivo-compatible, entonces µ∗N es ex-ante incentivo-eficiente. Por con-
siguiente, µ∗N es una solución de negociación ex-ante incentivo-compatible de Shapley. Un ar-
gumento similar aplica en el caso de una solución ex-ante de Harsanyi. 
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Ejemplo 6 (Juego cooperativo del banquero).
Consideremos nuevamente el juego cooperativo analizado en el ejemplo 3. En esta ocasión
supondremos que en el momento en el que se van a repartir las ganancias de la cooperación,
el jugador 1 recibe información privada acerca del estado de la economía que no puede ser
verificada por los jugadores 2 y 3. De este modo, los únicos mecanismos factibles para la gran
coalición son aquellos que son incentivo-compatibles.
Al igual que en el ejemplo 3, la frontera no-dominada (incentivo-eficiente) del conjunto de
posibles acuerdos para la gran coalición, ∂V ∗(N), está nuevamente determinada por la envoltura
convexa de las asignaciones de utilidad esperada {(36,0,0),(0,36,0),(0,0,36)}, con lo cual el
vector de escalas naturales es λ = (1,1,1). Más aún, cada uno de los vértices de ∂V ∗(N) está
definido por cada uno de los mecanismos µ1N , µ2N y µ3N descritos por
µ1N(c32 | t) = 1, µ2N(c23 | t) = 1 y µ3N([c12,c03] | t) = 1, t ∈ {1H ,1L}.
De esta forma, todo mecanismo ex-ante incentivo-eficiente es una combinación convexa de los
mecanismos µ1N , µ2N y µ3N .
Empecemos por computar el valor ex-ante incentivo-compatible de Shapley. A partir del ejem-
plo 3, sabemos que WS(µS, t,λ ) = 0 para todo t ∈ {H,L} y toda coalición S = {i} (i = 1,2,3),
S = {1,3} y S = {2,3}, y
W{1,2}(µ{1,2},H,λ ) = 40
W{1,2}(µ{1,2},L,λ ) = 20
Por otro lado,
WN(µ1N ,1H ,λ ) = WN(µ2N ,1H ,λ ) = WN(µ3N ,1H ,λ ) = 40
WN(µ1N ,1L,λ ) = WN(µ2N ,1L,λ ) = WN(µ3N ,1L,λ ) = 20
De este modo, por un argumento similar al presentado en el ejemplo 5, para toda amenaza
racional µN ∈M ∗N se tiene que
WN(µN ,1H ,λ ) = 40
WN(µN ,1L,λ ) = 20
Se concluye pues que un mecanismo ex-ante incentivo-eficiente µ ∗N ∈M ∗N es una solución de
negociación ex-ante incentivo-compatible si U1(µN) = U2(µN) = 18 y U3(µN) = 0, con lo cual
la única solución de negociación corresponde al mecanismo
µN([c12,c03] | t) = µN(c23 | t) =
1
2
, t ∈ {H,L}
que reparte la totalidad las ganancias por igual entre los jugadores 1 y 2 en cada estado. Del
mismo modo que cuando la información es verificable, la solución ex-ante incentivo compatible
de Shapley no remunera al jugador 3 por sus servicios financieros.
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Computemos ahora el valor ex-ante incentivo-compatible de Harsanyi. A partir del ejemplo 4
se tiene que
∑
t∈T
P(t)ξ{1,2}(t) = 12 y ∑
t∈T
P(t)ξS(t) = 0
para las coaliciones S = {i} (i = 1,2,3), S = {1,3}, S = {2,3}.
Por otro lado, como todo mecanismo µN ex-ante incentivo-eficiente satisface la ecuación del
plano:
∑
i∈N
λiUi(µN) = 36,
entonces los dividendos esperados para la gran coalición son
∑
t∈T
P(t)ξN(t) = 4
Con esto, un mecanismo µN ∈MN es una solución de negociación ex-ante incentivo-compatible
de Harsanyi si U1(µN) = U2(µN) = 16 y U3(µN) = 4. De este modo, cualquier combinación
convexa de los mecanismos (en representación de ganancias):
pi1 = ((17.8,17.2,5),(8.9,11.1,0)) y pi2 = ((17.8,20,2.2),(8.9,0,11.1)),
es una solución de negociación ex-ante incentivo-compatible de Harsanyi. Bajo pi1, el banco es
remunerado sólo cuando el estado de la economía es favorable. Bajo pi2, el banco es remunerado
en ambos estados; además, el jugador 2 recibe una mayor ganancia que el jugador 1 cuando el
estado de la economía es favorable, pero puede quedarse sin nada en el caso que el estado de la
economía sea desfavorable.
En este juego, al igual que en el problema de intercambio del ejemplo 5, las restricciones de
incentivo durante la negociación ex-ante no juegan un papel fundamental en la medida en que
no reducen la eficiencia ex-ante, y por tanto no limitan la habilidad de los jugadores para repartir
la totalidad ganancias de la cooperación. De esta forma, el bienestar de cada jugador, cuando
negocian en la etapa ex-ante, es el mismo independientemente de si la información es o no
verificable durante la implementación de los acuerdos. 4
3.4. Comentarios Finales Sobre la Existencia de Valores
Por su definición, un valor ex-ante puede no existir, esto en caso de que no sea posible hallar
un vector de escalas λ con componentes estrictamente positivas para el cual se satisfagan las
condiciones de utilitarismo e igualitarismo correspondientes. La existencia de valores en juegos
cooperativos es de vital importancia, pues esta propiedad determina en parte su significancia
conceptual. No obstante, para poder garantizar un resultado general de existencia es necesario
definir el concepto de valor ex-ante de una forma más genérica que permita que algunas escalas
λi sean cero.
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Permitir que en una solución del juego haya jugadores que poseen factores de escala nulos no
es deseable por varias razones. Como lo señala Aumann [1985a], por un lado, su interpretación
carece de contenido intuitivo; y, por otro lado, puede complicar notoriamente el tratamiento
matemático. Por ejemplo, si λi = 0 para algún jugador i ∈ N, la condición de justicia en (6) no
impone restricción alguna sobre Ui(µN). De esta forma, si a un juego cooperativo se le añade un
jugador dummy y se fija λi = 0 para todo i ∈ N distinto del jugador dummy, entonces cualquier
asignación de utilidad factible es un valor ex-ante de Shapley. Además, si alguna escala es nula
para algún jugador, no podremos en general garantizar la racionalidad individual del valor ex-
ante, lo cual como veremos es indispensable para asegurar la existencia del valor. La necesidad
de requerir que algunos componentes de λ sean cero radica en que el teorema de punto fijo
de Kakutani [1941] no puede ser aplicado al interior de un simplex14. Una forma de solucionar
esta dificultad es permitir que las escalas λi tomen valores infinitesimales en el simplex unitario,
de modo que algunos de estos ponderadores puedan converger a cero. Este dilema no es pro-
pio de los valores ex-ante: Shapley [1969] y Harsanyi [1963] enfrentaron la misma disyuntiva
al considerar sus correspondientes valores NTU en el caso de juegos cooperativos NTU con
información completa.
Para poder obtener un resultado de existencia con λ ’s positivos es necesario restringir la clase
de juegos cooperativos para la cual dicho resultado aplica. Por ejemplo, Aumann [1985a] y
Kern [1985] consideran únicamente juegos en los cuales la frontera no-dominada del conjunto
de posibles acuerdos de la gran coalición es: (i) no-nivelada (non-levelness condition), de modo
que no posee segmentos paralelos a algún eje coordenado15; y (ii) suave (smoothness condition),
con lo cual todo punto sobre la frontera posee un único vector normal16.
Para entender la razón de estas condiciones, es suficiente acudir a los ejemplos analizados en
este capitulo. Como vimos, la forma “natural” para determinar el vector de escalas es tomar
uno de todos los posibles vectores normales a la frontera no-dominada del conjunto de posibles
acuerdos de la gran coalición. La idea es que todo valor ex-ante es λ -utilitarista por cuanto
los candidatos ideales a λ (por el teorema de hiperplano de soporte) son precisamente aquellos
vectores normales a ∂V (N). Ya que a priori no sabemos cuál de todos los posibles vectores
normales es el que soporta un valor ex-ante, entonces debemos determinar bajo qué condiciones
todo vector normal es estrictamente positivo en cada una de sus componentes. Es acá donde
entra a jugar un papel relevante la condición de no-nivelación. Observemos que la única forma
en que la i-ésima componente de un vector normal a una hipersuperficie en un punto sea cero
es que dicha superficie sea paralela al i-ésimo eje coordenado en ese punto. Por otro lado,
la condición de suavidad es más técnica y garantiza que para cada asignación sobre ∂V (N),
el juego de utilidad λ -transferible determinado por la extensión lineal sobre ese punto de la
frontera de Pareto sea único.
14Una dificultad similar se presenta al tratar de probar la existencia de precios de equilibrio walrasiano estricta-
mente positivos en economías de intercambio puro.
15Esto implica que las condiciones de optimalidad de Pareto débil y fuerte son equivalentes.
16Esto es equivalente a decir que la frontera no-dominada de posibles acuerdos de la gran coalición es diferen-
ciable en todo punto.
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Uno podría preguntarse por qué no restringir la clase de juegos cooperativos aquí considerados
al conjunto de juegos cuyo conjunto de posibles acuerdos para la gran coalición es no-nivelado.
El problema estriba en que cuando las restricciones de incentivo son esenciales, es necesario
incluir funciones de pago con dominio en algún conjunto bien definido de elecciones colectivas
para cada coalición como descripción primitiva del juego cooperativo. Desafortunadamente,
partir de una descripción del juego en forma normal, no permite determinar en general bajo
qué condiciones la correspondiente representación en forma característica es no-nivelada para
la gran coalición. Sin embargo, en los casos en los que la información es verificable durante la
aplicación de los acuerdos, es posible partir de la descripción en forma característica y de esta
manera restringir la atención al conjunto de juegos con frontera de Pareto no-nivelada en cada
estado.
A continuación presentamos una prueba de existencia del valor ex-ante de Shapley con el fin de
ilustrar algunas de las dificultades en el tratamiento matemático que implica la consideración
de escalas nulas.
3.4.1. Un Teorema de Existencia
Antes de entrar en el resultado de existencia, debemos precisar algunas observaciones. Sea
λ ∈RN+\{0} un vector de escalas arbitrario. Definimos λ = ∑i∈N λi. Observemos que si µ ∈M
es un vector de amenazar racionales para λ , entonces también lo es para el vector λ/λ , pues
WS(·, t,λ ) es homogénea de grado uno en λ para todo t ∈ T y todo S ∈ S . Por esta misma
razón, el operador de Shapley, φ(W (·, ·,λ )), es homogéneo de grado uno en λ , con lo cual la
ecuación de demandas garantizadas en (6) es linealmente homogénea en λ . De este modo, si
µN es una solución de negociación ex-ante de Shapley con vector λ asociado, entonces también
lo es para el vector λ/λ . Con esto, podemos restringir la búsqueda de un vector de escalas al
simplex Λ+ definido por
Λ+ =
{
λ ∈ RN+
∣∣∣∑
i∈N
λi = 1
}
Teorema 6.
Sea Γ un juego cooperativo con información incompleta bajo negociación ex-ante. Entonces Γ
posee al menos un valor ex-ante de Shapley.
Demostración. Para cada entero positivo k > n, definimos el simplex:
Λk =
{
λ ∈ Λ+
∣∣∣λi ≥ 1k , ∀i ∈ N
}
,
el cual es un conjunto no-vacío, compacto y convexo de RN+.
Similarmente, para cada k definimos la correspondencia ϕ k : M × Λk → M × Λk tal que
(µ˜ , λ˜ ) ∈ ϕk(µ,λ ) si y sólo si
(i) µ˜ es un vector de amenazas racionales con respecto a λ .
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(ii) λ˜i = 1k para cada i ∈ N tal que
φ i(µ,λ )
λi
−Ui(µN) < ma´x
j∈N
[φ j(µ,λ )
λ j
−U j(µN)
]
,
donde φ i(µ,λ ) = ∑t∈T P(t)φi(W (µ, t,λ )) es la demanda justa de utilidad esperada λ -
transferible del jugador i.
Es posible verificar que ϕk(µ,λ ) es un conjunto no-vacío y convexo de M ×Λk. Además,
ϕk(·, ·) es semi-continua superiormente. Luego, por el teorema de punto fijo de Kakutani, para
cada k existe (µk,λ k) ∈M ×Λk tal que
(µk,λ k) ∈ ϕk(µk,λ k) (20a)
Como esta sucesión de puntos fijos está definida sobre un dominio compacto, entonces podemos
asumir, sin pérdida de generalidad, que converge a un punto (µ,λ ) ∈ M ×Λ+. De no ser
así, se toma una subsucesión convergente, la cual siempre existe. Ahora, debemos ver que el
mecanismo µN es una solución de negociación ex-ante de Shapley. Por la semi-continuidad
superior de ϕk, µ es un vector de amenazar racionales, pues µ k satisface esta propiedad para
cada k. Finalmente resta verificar que µN satisface las ecuaciones de demandas garantizadas en
(6) para los vectores µ y λ .
Sea Sk = argma´x j∈N
[
φ j(µk,λ k)
λ kj
−U j(µkN)
]
. Entonces, para cada k, la propiedad de punto fijo en
(20a) junto con (i), implican que
0 = ∑
i∈N
φ i(µk,λ k))−∑
i∈N
λ ki Ui(µkN) (20b)
= ∑
i∈N
λ ki
[φ i(µk,λ k)
λ ki
−Ui(µkN)
]
= ∑
i∈Sk
λ ki
[φ i(µk,λ k)
λ ki
−Ui(µkN)
]
+ ∑
i∈N\Sk
λ ki
[φ i(µk,λ k)
λ ki
−Ui(µkN)
]
=
(
1−
|N \Sk|
k
)
ma´x
j∈N
[φ j(µk,λ k)
λ kj
−U j(µkN)
]
+ ∑
i∈N\Sk
1
k
[φ i(µk,λ k)
λ ki
−Ui(µkN)
]
,
donde en la primera línea se ha utilizado la eficiencia del operador de Shapley y en la última
línea se empleado el hecho que ∑i∈S λi + |N\S|k = 1.
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Para cada i ∈ N, sea µ̂i ∈M{i} tal que Ui(µ̂i)≥Ui(νi) para todo νi ∈M{i}. Entonces
ma´x
j∈N
[φ j(µk,λ k)
λ kj
−U j(µkN)
]
=
∑
i∈N\Sk
1
k
[
Ui(µkN)−
φ i(µk,λ k)
λ ki
]
(
1− |N\S
k|
k
)
≤
∑
i∈N\Sk
1
k
[
Ui(µkN)−Ui(µ̂i)
]
(
1− |N\S
k|
k
)
≤
∑
i∈N
1
k ma´x
{
Ui(µkN)−Ui(µ̂i),0
}
(
1− nk
) , (20c)
donde la desigualdad en la segunda línea se debe a que µ k es un vector de amenazas racionales
con respecto a λ k > 0, con lo cual φ i(µk,λ k) ≥ λ ki Ui(µ̂i) para cada i ∈ N17. Ahora, como
Ui(µkN)→Ui(µN) para todo i ∈ N, y U(µN) está acotada superiormente (pues C y T son con-
juntos finitos), entonces el lado derecho de (20c) converge a cero. De esta forma, tomando límite
cuando k → ∞, se tiene que
λiUi(µN)≥ φ i(µ,λ ), ∀i ∈ N
Finalmente, por (20b) ninguna de estas desigualdades puede ser estricta, luego λiUi(µN) =
φ i(µ,λ ) para cada i ∈ N. 
Uno de los argumentos fundamentales exhibidos a lo largo de la prueba de existencia es la
racionalidad individual. Para obtener la desigualdad en (20c) era necesario garantizar que
φ i(µk,λ k)≥ λ ki Ui(µ̂i), ∀i ∈ N, ∀k
No obstante, esta desigualdad sólo es posible asegurarla si: primero, las escalas λ ki son estricta-
mente positivas para cada i∈ N y cada k, lo cual se satisface siempre pues λ ki ≥ 1k ; y segundo, la
función característica V asociada al juego Γ es superaditiva. Este último requerimiento limita la
aplicación de este teorema de existencia al caso en el que la información es verificable, ya que
cuando la información no es verificable, la función característica V ∗ puede no ser superaditiva.
Esta dificultad se extiende incluso al caso del valor ex-ante de Harsanyi. Una prueba de existen-
cia para este último concepto solución puede ser obtenida mediante una ligera modificación de
la prueba presentada en Harsanyi [1963] (siguiendo la nota de pie de página 6 de su documento)
o simplemente mediante una modificación de la prueba presentada previamente.
17La prueba de esta implicación se obtiene a partir de una ligera modificación de la prueba del teorema 4 de
racionalidad individual.
Cap·tulo 4
Valores en Juegos de Negociación Interim
La introducción de asimetrías de información da origen a nuevas cuestiones teóricas para el
análisis de la cooperación. Particularmente, es necesario no solamente determinar cómo los
diferentes jugadores se comprometen todos ellos con un resultado específico, sino también se
requiere comprender cómo un sólo jugador media entre los diferentes intereses de cada uno de
sus tipos. Por ejemplo, si un jugador demanda un resultado que resulta beneficioso únicamente
a uno de sus tipos, los demás jugadores inferirán inmediatamente cuál es el verdadero tipo de
dicho jugador. Como vimos previamente en el capítulo 2, un acuerdo unánime de cambio de un
mecanismo interim incentivo-eficiente a otro mecanismo factible es posible, pero sólo si algo
de información privada es revelada. La negociación es en sí misma un medio de difusión de
la información privada de los jugadores; este proceso revela información privada sustancial de
cada jugador que puede ser empleada por los demás con el fin de influenciar un resultado parti-
cular de la cooperación. De esta forma, un negociador puede tratar de comportarse escondiendo
o revelando su información privada si ello le resulta benéfico; así mismo, él puede creer o no en
la información transmitida por los otros negociadores. En general, cada individuo debe tratar de
aprender de sus oponentes así como influenciar las creencias de los demás acerca de él.
Por otro lado, la existencia de asimetrías de información durante el proceso de negociación
posee importantes implicaciones sobre la eficiencia de los mecanismos factibles que los indi-
viduos pueden acordar. Como veremos, la presencia de las restricciones de incentivo durante el
proceso de negociación puede conducir a resultados que no son ex-post eficientes. En primer
lugar, la necesidad de proveer los incentivos adecuados para que cada jugador revele honesta-
mente su información puede excluir algunos acuerdos ex-post eficientes de la negociación; y, en
segundo lugar, la búsqueda de algunos jugadores por distinguirse en forma creíble trae consigo
costos de señalización derivados de la compatibilidad de incentivos.
En este capítulo presentamos la teoría desarrollada por Myerson [1983, 1984a,b] para el estu-
dio de la cooperación en presencia de asimetrías de información. En particular, introducimos el
concepto de utilidad virtual y mostramos cómo esta noción puede ser empleada para extender
el valor NTU de Shapley a juegos cooperativos con información incompleta en los cuales la ne-
gociación tiene lugar durante la etapa interim (valor de Myerson). Adicionalmente, realizamos
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una exposición detallada del ejemplo sugerido por de Clippel [2005] y proponemos un ejemplo
a la Roth [1980]. Con estos dos ejemplos, se desea ilustrar que el valor de Myerson no refleja
adecuadamente la estructura del juego en todos los casos. Como el mismo de Clippel [2005]
lo señala, estos ejemplos, lejos de ser una crítica, constituyen un estimulo a la investigación
profunda de este concepto solución.
4.1. Hipótesis de la Utilidad Virtual
Una de las grandes dificultades al analizar problemas de negociación, cuando los jugadores
poseen información privada no-verificable, es cómo incorporar adecuadamente los efectos que
poseen los incentivos individuales de cada jugador para revelar honestamente su información.
La posibilidad que cada jugador tiene para influenciar en forma creíble las creencias de los
demás a través del uso de seæales con cierto contenido informativo trae consigo al menos dos
interrogantes: en primer lugar, ¿qué tan alto será el costo de señalización que un jugador estará
dispuesto a asumir para transmitir cierta información? y, en segundo lugar, ¿cómo puede el re-
ceptor de la señal creer que el contenido informativo de dicha declaración es honesto?. Estos
interrogantes dan origen a cuestiones no sólo teóricas, sino también prácticas para la compren-
sión de problemas de negociación más generales.
Consideremos el problema de intercambio presentado en el ejemplo 1 del capítulo 2, en el cual
el comprador puede tener una valoración alta o baja del bien que se desea transar. Es de esper-
ar que el tipo bajo del comprador no posea incentivos para declarar que es tipo alto, pues en
ese caso él podría terminar pagando un precio mayor que su valoración real del bien. Esto, sin
embargo, no es cierto para el tipo alto, quien estaría interesado en hacerse pasar por un com-
prador tipo bajo para establecer un acuerdo con un precio muy bajo. ¿Cómo puede el vendedor
confiar en el anuncio del comprador? Desafortunadamente, al no poder verificar la información
recibida, el vendedor no puede creer en ningún anuncio de “tipo bajo” que reciba por parte del
comprador. El problema estriba en que él no puede distinguir si el anuncio proviene de un tipo
bajo o de un tipo alto que desea hacerse pasar por tipo bajo. De esta forma, el vendedor tiene
que disuadir al comprador de cualquier intento de anuncio falso. Para ello, él debe abstenerse
de negociar con cierta probabilidad positiva en caso de que el comprador anuncie que es tipo
bajo. Como el tipo alto sabe que el intercambio es benéfico para él, entonces dicho tipo nunca se
arriesgará a perder el bien mintiendo sobre su valoración. No obstante, si el verdadero tipo del
comprador es bajo y lo anuncia honestamente, el intercambio puede no llevarse a cabo generán-
dose así una ineficiencia ex-post. Con esto, la probabilidad del desacuerdo que el vendedor está
dispuesto a aceptar para disuadir al comprador de mentir no puede ser tan alta que el tipo bajo
no quiera negociar, ni tampoco tan baja que el tipo alto esté mejor mintiendo. Estos aspectos
son incorporados mediante la inclusión en el análisis de las restricciones de compatibilidad de
incentivos y de racionalidad individual.
Como hemos visto, la presencia del tipo alto del comprador afecta negativamente a su tipo
bajo, pues le impide a este último distinguirse en forma creíble. Entonces ¿qué podría hacer
un comprador tipo bajo para distinguirse de uno tipo alto? Él podría emplear algún mecanismo
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de diferenciación, como es el caso de una garantía en el modelo de mercado de automóviles
usados propuesto por Akerlof [1970], algún nivel de educación como en el modelo de mercado
laboral sugerido por Spence [1973] o simplemente adoptar un comportamiento que resulte poco
costoso para él, pero demasiado costoso para el tipo alto. Esta es la intuición que se encuentra
detrás de la hipótesis de la utilidad virtual introducida por Myerson [1983, 1984a,b].
Con el fin de simplificar la notación, definimos Ω+ ≡ ∏i∈N R
Ti
+ \{0} y Ω++ al ortante estricta-
mente positivo de Ω+. De acuerdo con el teorema 2 del capítulo 2, un mecanismo µN ∈MN es
interim incentivo-eficiente si y sólo si existe un vector λ ∈Ω+ tal que µN soluciona
ma´x
µN∈MN
∑
i∈N
∑
ti∈Ti
λi(ti)Ui(µN | ti)
s.a. Ui(µN | ti)≥ U˜i(µN ,τi | ti), ∀i ∈ N, ti ∈ Ti, τi ∈ Ti (1)
Nos referiremos a este problema, como el problema primal para λ .
Sea αi(τi | ti) el multiplicador de Lagrange (o variable dual) correspondiente a la restricción de
incentivos en la cual el jugador i no posee incentivos para reportar que su tipo es τi cuando su
verdadero tipo es ti. Definimos el siguiente conjunto:
A+ =
{
α ∈ ∏
i∈N
R
Ti×Ti
∣∣∣αi(τi | ti)≥ 0,αi(ti | ti) = 0,∀i ∈ N,∀τi ∈ Ti,∀ti ∈ Ti
}
Entonces la función de Lagrange asociada al problema primal para λ es
L (µN ,c,λ ,α) = ∑
i∈N
∑
ti∈Ti
(
λi(ti)Ui(µN | ti)+ ∑
τi∈Ti
αi(τi | ti)
[
Ui(µN | ti)−U˜i(µN ,τi | ti)
])
= ∑
t∈T
P(t) ∑
c∈C
µN(c | t) ∑
i∈N
[(
λi(ti)+ ∑
τi∈Ti
αi(τi | ti)
)
pi(t−i | ti)ui(c, t)
− ∑
τi∈Ti
αi(ti | τi)pi(t−i | τi)ui(c,(τi, t−i))
]
/P(t)
Para un resultado c ∈C, una combinación de tipos t ∈ T , y unos vectores λ y α , definiremos la
utilidad virtual del jugador i como
vi(c, t,λ ,α) =
[(
λi(ti)+ ∑
τi∈Ti
αi(τi | ti)
)
pi(t−i | ti)ui(c, t)
− ∑
τi∈Ti
αi(ti | τi)pi(t−i | τi)ui(c,(τi, t−i))
]
/P(t), (2)
con lo cual el Lagrangiano expresado arriba puede ser reescrito como
L (µN ,c,λ ,α) = ∑
t∈T
P(t) ∑
c∈C
µN(c | t) ∑
i∈N
vi(c, t,λ ,α) (3)
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Así, el Lagrangiano es simplemente el valor esperado de la suma de las utilidades virtuales de
todos los jugadores.
A partir de las condiciones de primer orden de Kuhn-Tucker se tiene el siguiente resultado
Teorema 7.
Un mecanismo µN ∈MN es interim incentivo-eficiente si y sólo si existen vectores λ ∈ Ω+ y
α ∈ A+ tales que
(i) Ui(µN | ti)≥ U˜i(µN ,τi | ti), ∀i ∈ N, ∀ti ∈ Ti, ∀τi ∈ Ti (restriccciones de incentivo).
(ii) αi(τi | ti)
[
Ui(µN | ti)−U˜i(µN ,τi | ti)
]
= 0, ∀i ∈ N, ∀ti ∈ Ti, ∀τi ∈ Ti.
(holgura complementaria).
(iii) El mecanismo µN maximiza la función de Lagrange sujeto únicamente a que µN ∈MN .
Esto es,
∑
c∈C
µN(c | t) ∑
i∈N
vi(c, t,λ ,α) = ma´x
c∈C
∑
i∈N
vi(c, t,λ ,α), ∀t ∈ T
Naturalmente, el vector α apropiado en este análisis del Lagrangiano corresponde al vector que
soluciona el problema dual asociado a (1). Este problema dual para λ puede ser expresado
como
mı´n
α∈A+
∑
t∈T
P(t)
(
ma´x
c∈C
∑
i∈N
vi(c, t,λ ,α)
)
(4)
Cada vi(c, t,λ ,α) es lineal en α , de modo que este problema dual es de hecho un problema de
programación lineal.
Observemos que
ma´x
c∈C
∑
i∈N
vi(c, t,λ ,α) = ma´x
c∈C
[
∑
i∈N
λi(ti)pi(t−i | ti)ui(c, t)
+ ∑
i∈N
∑
τi∈Ti
αi(τi | ti)pi(t−i | ti)ui(c, t)
−∑
i∈N
∑
τi∈Ti
αi(ti | τi)pi(t−i | τi)ui(c,(τi, t−i))
]
(5)
Para interpretar (5), notemos que el primer sumando de la función objetivo mide la contribución
directa que posee la implementación del resultado c en el estado t sobre la función objetivo del
problema primal para λ . El segundo sumando mide el efecto del resultado c en el estado t
que resulta de incrementar la compatibilidad de incentivos al recompensar a cada jugador con
pi(t−i | ti)ui(c, t) si su tipo es ti y su reporte es honesto. Finalmente, el tercer sumando mide el
costo del resultado c en el estado t por reducir la compatibilidad de incentivos al recompensar
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a cada jugador con pi(t−i | τi)ui(c,(τi, t−i)) cuando su tipo es τi y reporta ti (mientras todos los
demás jugadores reportan honestamente sus tipos).
Así, el término P(t)ma´xc∈C ∑i∈N vi(c, t,λ ,α) en el problema dual para λ corresponde a la con-
tribución total de la mejor decisión en el estado t.
Notemos que por las condiciones (i) y (ii) del teorema 7, si αi(τi | ti) > 0, se tiene que la
restricción de incentivo, que afirma que el tipo ti no puede ganar al reportar que es tipo τi, se
satisface sin holgura, esto es, Ui(µN | ti) = U˜i(µN ,τi | ti). En ese caso diremos que el tipo ti del
jugador i jeopardiza1 a su tipo τi. La idea de esta expresión es que la presencia del tipo ti afecta
negativamente al tipo τi, pues este último no puede distinguirse del primero debido al incentivo
que tiene ti para hacerse pasar por τi. De este modo, cada multiplicador de Lagrange mide el
costo de señalización en el que incurren aquellos tipos de cada jugador que son jeopardizados
por algún otro tipo.
Observemos además que la utilidad virtual del jugador i en el estado t es un múltiplo positivo
de su utilidad real menos la suma ponderada de las utilidades de los tipos que jeopardizan a
ti. Ahora, como las transformaciones afines crecientes de la función de utilidad no alteran el
ordenamiento de preferencias de los jugadores, entonces la utilidad virtual del jugador i en el
estado t difiere esencialmente de su utilidad real, en que la utilidad virtual exagera la diferencia
entre la utilidad del verdadero tipo ti y las utilidades de los tipos falsos que jeopardizan a ti. Esto
resulta más claro si, por ejemplo, suponemos que los tipos de los jugadores son estadísticamente
independientes, con lo cual la utilidad virtual se reduce a
vi(c, t,λ ,α) =
[(
λi(ti)+ ∑
τi∈Ti
αi(τi | ti)
)
ui(c, t)− ∑
τi∈Ti
αi(ti | τi)ui(c,(τi, t−i))
]
/p(ti)
Por otro lado, la utilidad virtual esperada para el tipo ti del jugador i (honestamente implemen-
tada) bajo el mecanismo µN está dada por
∑
t−i∈T−i
pi(t−i | ti) ∑
c∈C
µN(c | t)vi(d, t,λ ,α)
=
[(
λi(ti)+ ∑
τi∈Ti
αi(τi | ti)
)
Ui(µN | ti)− ∑
τi∈Ti
αi(ti | τi)U˜i(µN , ti | τi)
]
/p(ti)
Si, además, µN soluciona el problema primal para λ , y α soluciona el problema dual para λ ,
entonces por la condición de holgura complementaria, la utilidad virtual esperada para el tipo ti
de jugador i puede ser simplificada a[(
λi(ti)+ ∑
τi∈Ti
αi(τi | ti)
)
Ui(µN | ti)− ∑
τi∈Ti
αi(ti | τi)Ui(µN | τi)
]
/p(ti) (6)
1La expresión “jeopardiza” corresponde a la expresión en inglés jeopardize que significa en español “poner en
peligro”.
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La definición de utilidad virtual puede dar cierta intuición acerca del problema de buscar bue-
nas señales en situaciones en las cuales los jugadores poseen dificultad para confiar en los re-
portes de los otros jugadores acerca de su información privada (no-verificable). Consideremos
por ejemplo el mercado de automóviles usados descrito por Akerlof [1970]. En este mercado,
existen vendedores de autos usados de buena y mala calidad, la cual se supone es conocida
únicamente por el vendedor. Uno puede intuitivamente esperar que el tipo malo jeopardice al
tipo bueno del vendedor en el proceso de negociación con el comprador; es decir, el comprador
puede tener dificultad en prevenir que el vendedor malo se haga pasar por un vendedor bueno.
Así, la utilidad virtual del vendedor tipo bueno debería exagerar la diferencia con la utilidad del
tipo malo. Supongamos que existe una garantía sobre la calidad del vehículo que puede ofrecer
el vendedor al comprador, la cual es mínimamente costosa para el tipo bueno, pero resulta en
extremo costosa para el tipo malo. Entonces un vendedor tipo bueno puede derivar una utilidad
virtual positiva de dicha garantía debido al elevado costo que ella implica para el tipo malo,
pues el pago negativo que genera esta señal para el tipo malo posee un coeficiente negativo en
la fórmula lineal de la utilidad virtual del vendedor tipo bueno. De este modo, un mecanismo
incentivo-eficiente induce al tipo bueno del vendedor a implementar esta costosa garantía (de
la cual él únicamente obtiene utilidad virtual) como una señal que le permita diferenciarse del
tipo malo, esto por supuesto implica que dicho mecanismo es ex-post ineficiente en el evento
que el tipo del vendedor sea bueno.
Por otro lado, como el tipo bueno no posee incentivos para anunciar que su tipo es malo (pues
vendería sus autos a un precio más bajo), entonces es de esperar que el tipo bueno no jeopar-
dice al tipo malo. De este modo, la utilidad virtual del tipo malo es simplemente un múltiplo
positivo de su utilidad real. Entonces un mecanismo incentivo-eficiente será ex-post eficiente
(en términos tanto de la utilidad real como de la utilidad virtual) en el evento de que el tipo del
vendedor sea malo.
En general, una buena señal para el tipo ti del jugador i es cualquier actividad observable que
resulta ser demasiado costosa para los tipos τi que jeopardizan a ti, de modo que incrementa
la utilidad virtual del tipo ti. Los coeficientes λi(ti) y αi(ti | τi) determinan la escala de utilidad
ponderada para este tipo de comparaciones interpersonales de utilidad.
Como vimos, un mecanismo incentivo-eficiente no necesariamente resulta ser ex-post eficiente.
Esto se debe a que, con el objeto de satisfacer las restricciones de incentivo, es necesario aceptar
una probabilidad positiva de un resultado que es malo para uno o más jugadores. Por ejemplo,
en las negociaciones empleador-sindicato2, si el empleador es de tipo “que no puede pagar un
salario alto”, entonces, para probarlo, él debe aceptar una probabilidad positiva de huelga que
ninguna de las dos partes en la negociación desea. La huelga es necesaria para probarle a los
trabajadores que él no es del tipo “que puede pagar un salario alto”. Sin embargo, es difícil
comprender cómo los jugadores se pueden comprometer a implementar un mecanismo con una
huelga de alguna duración, ya que el tipo del empleador es revelado tan pronto como la huelga
comienza y, por tanto, ambas partes preferirán acordar el salario bajo.
2Esta ilustración es debida a Myerson [1984b].
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La utilidad virtual permite explicar cómo los jugadores pueden implementar un mecanismo
interim incentivo-eficiente que puede conducir a ineficiencias ex-post. En el proceso de nego-
ciación, como cada jugador está presionado por las restricciones de incentivo (en la medida que
cada uno posee dificultad para que los demás crean en sus anuncios), entonces cada uno comen-
zará a actuar como si buscara maximizar su utilidad virtual, en lugar de su utilidad real. En lugar
de afirmar que las restricciones de incentivo conducen a los jugadores a aceptar ineficiencias
ex-post, diremos que dichas restricciones inducen a los jugadores a transformar sus preferencias
efectivas desde las funciones de utilidad real hacia sus funciones de utilidad virtual. Haremos
referencia a esta idea como la hipótesis de la utilidad virtual.
Notemos, sin embargo, que por la condición (iii) del teorema 7, un mecanismo incentivo-
eficiente maximiza siempre la suma de las utilidades virtuales de los jugadores (con respecto
a los vectores λ y α apropiados) en cada posible estado t. Entonces un mecanismo interim
incentivo-eficiente es ex-post eficiente en términos de las utilidades virtuales.
Así, la hipótesis de la utilidad virtual puede ser reexpresada como sigue: cuando al menos
una restricción de incentivo de algún jugador se satisface sin holgura, entonces dicho jugador
comenzará a comportarse de acuerdo con sus preferencias virtuales, las cuales exageran la dife-
rencia entre la utilidad de su verdadero tipo y aquella percibida por los otros tipos de los cuales
necesita distinguirse.
4.2. Implementación con Información No-Verificable
A diferencia del capítulo anterior, cuando la negociación se lleva a cabo durante la etapa interim,
resulta útil empezar analizando la implementación en el caso en el que la información no es
verificable. La razón de esto, como veremos, es que la teoría presentada en esta sección puede
ser fácilmente adaptada al caso en el cual la información es verificable.
Una forma de abordar el problema de la negociación en la etapa interim es evaluar el bienes-
tar de cada jugador a través de la utilidad esperada condicionada a su tipo y luego utilizar la
representación tipo-agente3 para adaptar la teoría de la negociación ex-ante estudiada en el
capítulo anterior. Esta metodología tiene en cuenta la transmisión de información y los com-
promisos inter-tipo de cada jugador. No obstante, cuando las restricciones de compatibilidad
de incentivos son esenciales, omite los aspectos relacionados con la señalización y restringe la
superaditividad.
Afortunadamente, Myerson [1984b] haciendo uso de la hipótesis de la utilidad virtual desarrolla
una solución de negociación que incorpora todos estos aspectos de la negociación interim en
forma conjunta.
3La representación tipo-agente considera a cada tipo de cada jugador como un jugador independiente. De
acuerdo con esta representación, cada tipo ti ∈ Ti es responsable por seleccionar el mecanismo que el jugador i ∈ N
demandará en el juego Γ en caso que ti sea su tipo. Bajo esta representación, cada tipo de cada jugador evalúa su
bienestar de acuerdo con la utilidad esperada condicionada (Véase Myerson [1991, sec. 2]).
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4.2.1. Valor de Myerson
La solución de negociación de Myerson [1984b] especifica un conjunto de amenazas, una por
cada coalición. Estas amenazas representan los acuerdos cooperativos a los cuales se compro-
meten las coaliciones en caso de que lleguen a formarse; no obstante sólo el acuerdo cooperativo
de la gran coalición ha de implementarse efectivamente. Las otras amenazas son significativas
como una expresión de la estructura de poder del juego.
Antes de poder determinar las amenazas óptimas de cada coalición, es necesario establecer el
criterio que cada una de ellas ha de emplear para determinar el trade-off entre los pagos de
sus diferentes miembros. Para ello, Myerson admite un sistema de factores de escala (ponde-
radores) para la utilidad esperada condicionada de todos los jugadores. En seguida, él utiliza
los multiplicadores de Lagrange de las restricciones informacionales como una medida del cos-
to relativo que impone la compatibilidad de incentivos sobre el acuerdo cooperativo. De esta
manera, Myerson recurre al método de transferencias ficticias de utilidad sugerido por Shapley
[1969] mediante el concepto de utilidad virtual.
Bajo el supuesto de transferencias condicionales de utilidad virtual, cada coalición determina
su amenaza óptima de forma tal que maximiza la demanda justa de utilidad virtual esperada
de cada jugador, determinada por el valor de Shapley. En equilibrio los factores de escala son
tales que la demanda justa de utilidad virtual esperada de cada jugador coincide con lo que el
acuerdo cooperativo de la gran coalición puede darle.
La dificultad de este procedimiento radica en el hecho que la estructura de incentivos del juego
puede ser alterada cuando se permite que los jugadores transfieran su utilidad en la etapa interim,
de modo que la frontera eficiente del juego modificado por las transferencias de utilidad puede
no coincidir con la frontera interim incentivo-eficiente del juego original sobre la asignación
valor. Afortunadamente, Myerson muestra que siempre existe una extensión lineal del juego,
en la cual los jugadores realizan trasferencias de utilidad virtual en cada estado y es posible
asociar una frontera eficiente lineal sobre cualquier mecanismo interim incentivo-eficiente del
juego original.
Sean λ ∈ Ω+ y α ∈ A+. Dada una coalición S ∈ S , definimos WS(µS, t,λ ,α) como la suma
de las utilidades virtuales (con respecto a λ y α) que los miembros de S en el estado t esperan
cuando se implementa la amenaza µS, es decir,
WS(µS, t,λ ,α) = ∑
cS∈CS
µS(cS | tS)∑
i∈S
vi(cS, t,λ ,α)
De esta forma, W (µ, t,λ ,α) = (WS(µS, t,λ ,α))S∈S define el juego TU en forma coalicional
asociado al juego cooperativo con información incompleta Γ. Como W (µ, t,λ ,α) caracteriza la
situación en la cual es posible realizar transferencias de utilidad virtual condicional al estado t,
entonces este juego coalicional es llamado juego de utilidad virtual transferible.
Si las coaliciones implementan el vector de amenazas µ ∈ M en el juego de utilidad virtual
transferible, entonces la demanda justa (fair demand) del tipo ti del jugador i está dada por la
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utilidad virtual esperada generada por el valor de Shapley:
∑
t−i∈T−i
pi(t−i | ti)φi(W(µ, t,λ ,α)) (7)
A partir de las expresiones en (6) y (7) se tiene que dado un vector de amenazas µ ∈ M tal
que µN soluciona el problema primal para λ y un vector α que soluciona el problema dual
para λ , entonces las asignaciones de utilidad esperada interim U(µN) = (Ui(µN | ti))ti∈Ti i∈N
corresponden con sus respectivas asignaciones de utilidad virtual esperada generadas por el
valor de Shapley si(
λi(ti)+ ∑
τi∈Ti
αi(τi | ti)
)
Ui(µN | ti)− ∑
τi∈Ti
αi(ti | τi)Ui(µN | τi) =
∑
t−i∈T−i
P(t)φi(W (µ, t,λ ,α)), ∀i ∈ N, ∀ti ∈ Ti (8)
Diremos que el vector U(µN) es garantizado por λ , α y µ , y que Ui(µN | ti) es la demanda
garantizada (warranted claim) del tipo ti del jugador i si y sólo si U(µN) satisface (8) para los
vectores λ , α y µ .
Observemos que si sumamos sobre cada i∈ N y sobre cada ti ∈ Ti las ecuaciones en (8), se tiene
que
∑
i∈N
∑
ti∈Ti
λi(ti)Ui(µi | ti) = ∑
i∈N
∑
t∈T
P(t)φi(W (µ, t,λ ,α))
= ∑
t∈T
P(t)WN(µN , t,λ ,α)
= ∑
t∈T
P(t)ma´x
c∈C
∑
i∈N
vi(c, t,λ ,α)
donde la segunda igualdad se deriva de la eficiencia del valor de Shapley, y la tercera igualdad
del hecho que µN soluciona el problema primal para λ y, por tanto, maximiza el Lagrangiano
en (3).
Lema 3 (Myerson [1983]).
Sean α ∈ A+, λ ∈Ω++ y h ∈Ωi = RTi . Entonces existe un único vector ωi ∈Ωi tal que(
λi(ti)+ ∑
τi∈Ti
αi(τi | ti)
)
ωi(ti)− ∑
τi∈Ti
αi(ti | τi)ωi(τi) = h(ti), ∀ti ∈ Ti. (9)
Más aún, la solución ωi es creciente (débil) en el vector h, esto es, si h′(ti) ≥ h(ti) para todo
ti ∈ Ti, entonces ω ′(ti)≥ ω(ti) para todo ti ∈ Ti, con ω ′i la solución de (9) bajo h′.
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Demostración. Supongamos que h(ti)≥ 0 para todo ti ∈ Ti. Sea S el conjunto de todos los tipos
ti ∈ Ti tales que ωi(ti)≥ 0. Al sumar las ecuaciones en (9) sobre todos los ti /∈ S, se tiene que
∑
ti /∈S
(
λi(ti)+ ∑
τi∈S
αi(τi | ti)
)
ωi(ti)− ∑
ti /∈S
∑
τi∈S
αi(ti | τi)ωi(τi) = ∑
ti /∈S
h(ti)
Como α ∈ A+, λ ∈ Ω++, el primer término es estrictamente negativo, a menos que S = Ti. El
segundo término, por su parte, es no-negativo, de modo que el lado izquierdo de la igualdad
es estrictamente negativo (a menos que S = Ti), lo cual es una contradicción, ya que el lado
derecho de la igualdad es no-negativo. Por tanto, si h(ti)≥ 0 para todo ti ∈ Ti, entonces S = Ti.
Notemos que si h = 0, entonces(
λi(ti)+ ∑
τi∈Ti
αi(τi | ti)
)
ωi(ti) = ∑
τi∈Ti
αi(ti | τi)ωi(τi), ∀ti ∈ Ti
Luego ωi es solución a (9) si y sólo si −ωi también lo es. Como h(ti) = 0 para todo ti ∈ Ti
implica que ωi(ti)≥ 0 para todo ti ∈ Ti, entonces la única solución del sistema homogéneo es la
solución trivial (ωi = 0). Esto implica que el determinante de la matriz de coeficientes asociada
al sistema lineal en (9) es diferente de cero y, por tanto, dicho sistema posee |Ti| ecuaciones
linealmente independientes con |Ti| incógnitas y, consecuentemente, posee única solución.
Sea ω ′i la solución al sistema (9) bajo el vector de términos independientes h′. Similarmente,
sea ωi la solución al sistema (9) bajo el vector de términos independientes h. Entonces
h′(ti)−h(ti) =(
λi(ti)+ ∑
τi∈Ti
αi(τi | ti)
)
(ω ′i (ti)−ωi(ti))− ∑
τi∈Ti
αi(ti | τi)(ω
′
i (τi)−ωi(τi)), ∀ti ∈ Ti
Por el resultado de no-negatividad antes descrito, hi(ti) = h′(ti)− h(ti) ≥ 0 para todo ti ∈ Ti
implica que ω i(ti) = ω ′i (ti)−ωi(ti) ≥ 0 para todo ti ∈ Ti, con lo cual la solución al sistema en
(9) es creciente (débil) en el vector h. 
De acuerdo con el lema anterior, incrementar el lado derecho de (9) para algún tipo del jugador
i incrementa (débilmente) la demanda garantizada de todos los tipos del jugador i. De esta
manera, si el jugador i desea maximizar la demanda garantizada de todos de sus tipos, él debe
maximizar su asignación de utilidad virtual esperada correspondiente al valor de Shapley en
cada uno de sus tipos.
Notemos que dada una coalición S ∈S , la amenaza µS ∈MS sólo afecta el valor de Shapley a
través de WS(·), el cual, por el argumento anterior, desea ser maximizado por todos los miembros
de S. Diremos entonces, que µ ∈M es un vector de amenazas racionales con respecto a λ y α
si
∑
t∈T
P(t)WS(µS, t,λ ,α) = ma´x
νS∈MS
∑
t∈T
P(t)WS(νS, t,λ ,α), ∀S ∈S (10)
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Observemos que para cada coalición S 6= N no se requiere que las amenazas racionales µS sean
incentivo compatibles, ya que tales mecanismos no serán efectivamente implementados; dichas
amenazas son útiles sólo en la medida que influencian el acuerdo final alcanzado por la gran
coalición. En el caso particular de la gran coalición (S = N), la expresión en (10) implica que
µN maximiza el Lagrangiano en (3). Por tanto,
WN(µ, t,λ ,α) = ma´x
c∈C
∑
i∈N
vi(c, t,λ ,α), ∀t ∈ T
Definición 8 (Valor NTU Interim Incentivo-Compatible de Myerson).
Sea Γ un juego cooperativo con información incompleta bajo negociación interim. Un meca-
nismo interim incentivo-eficiente µ∗N ∈M ∗N es una solución de negociación interim incentivo-
compatible de Myerson para Γ si existen vectores λ ∈ Ω++, α ∈ A+, y µ ∈M con µN = µ∗N
tales que
(i) µN es una solución óptima del problema primal para λ .
(ii) α es una solución óptima del problema dual para λ .
(iii) µ es un vector de amenazas racionales con respecto a λ y α .
(iv) U(µN) es garantizado por λ , α y µ .
El vector U(µN) de demandas garantizadas se denomina valor NTU interim incentivo-
compatible de Myerson.
Teorema 8 (Racionalidad Individual Interim).
Sea µN una solución de negociación interim incentivo-compatible de Myerson con vectores µ ,
λ y α asociados. Entonces
Ui(µN | ti)≥ ma´x
νi∈Mi
Ui(νi | ti), ∀i ∈ N,∀ti ∈ Ti
Demostración. Sea µN una solución de negociación interim incentivo-compatible de Myerson
con vectores µ , λ y α asociados. Sea i ∈ N un jugador fijo y µ̂i ∈Mi tal que
Ui(µ̂i | ti) = ma´x
νi∈Mi
Ui(νi | ti), ∀ti ∈ Ti
De esta forma, µ̂i(ci | ti) > 0 sólo si ci es una mejor-respuesta para el tipo ti del jugador i.
Sea µ̂ ∈M el vector de amenazas definido por
µ̂S =
{
(µ̂i,µS\i), si i ∈ S
µS, si i /∈ S
con lo cual µ̂ difiere de µ sólo en las coaliciones que contienen al jugador i. Más aún, µ̂ es tal
que ninguna coalición cambia su amenaza cuando el jugador i se les une. Notemos que bajo
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el vector de amenazas µ̂ la contribución marginal del jugador i en cada coalición a la cual él
pertenece es simplemente su utilidad virtual esperada en cada estado, es decir,
WS(µ̂S, t,λ ,α)−WS\i(µ̂S\i, t,λ ,α) = WS(µ̂S, t,λ ,α)−WS\i(µS\i, t,λ ,α)
= ∑
ci∈Ci
µ̂i(ci | ti)vi(ci, t,λ ,α)
Por tanto, para cada ti ∈ Ti,
∑
t−i∈T−i
P(t)
[
WS(µ̂S, t,λ ,α)−WS\i(µS\i, t,λ ,α)
]
= ∑
t−i∈T−i
P(t) ∑
ci∈Ci
µ̂i(ci | ti)vi(ci, t,λ ,α)
=
(
λi(ti)+ ∑
τi∈Ti
αi(τi | ti)
)
Ui(µ̂i | ti)− ∑
τi∈Ti
αi(ti | τi)U˜i(µ̂i, ti | τi) (11a)
Consideremos ahora la siguiente cadena de desigualdades:(
λi(ti)+ ∑
τi∈Ti
αi(τi | ti)
)
Ui(µ̂i | ti)− ∑
τi∈Ti
αi(ti | τi)Ui(µ̂i | τi)
≤
(
λi(ti)+ ∑
τi∈Ti
αi(τi | ti)
)
Ui(µ̂i | ti)− ∑
τi∈Ti
αi(ti | τi)U˜i(µ̂i, ti | τi)
= ∑
S∈S
S⊇{i}
(|S|−1)!(n−|S|)!
n!
[(
λi(ti)+ ∑
τi∈Ti
αi(τi | ti)
)
Ui(µ̂i | ti)− ∑
τi∈Ti
αi(ti | τi)U˜i(µ̂i, ti | τi)
]
= ∑
S∈S
S⊇{i}
(|S|−1)!(n−|S|)!
n! ∑t−i∈T−i
P(t)
[
WS(µ̂S, t,λ ,α)−WS\i(µS\i, t,λ ,α)
]
≤ ∑
S∈S
S⊇{i}
(|S|−1)!(n−|S|)!
n! ∑t−i∈T−i
P(t)
[
WS(µS, t,λ ,α)−WS\i(µS\i, t,λ ,α)
]
= ∑
t−i∈T−i
P(t) ∑
S∈S
S⊇{i}
(|S|−1)!(n−|S|)!
n!
[
WS(µS, t,λ ,α)−WS\i(µS\i, t,λ ,α)
]
= ∑
t−i∈T−i
P(t)φi(W (µ, t,λ ,α))
=
(
λi(ti)+ ∑
τi∈Ti
αi(τi | ti)
)
Ui(µN | ti)− ∑
τi∈Ti
αi(ti | τi)Ui(µN | τi) (11b)
donde la desigualdad de la primera línea es deducida del hecho que µ̂i(· | τi) es la mejor-
respuesta del tipo τi, de modo que U˜i(µˆi, ti | τi) ≤ Ui(µˆi | τi); la igualdad de la tercera línea
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es consecuencia de (11a); la desigualdad de la cuarta línea se debe a que µ es un vector de
amenazas racionales; la igualdad de la sexta línea es inmediata de la definición del valor de
Shapley; y, finalmente la igualdad de la séptima línea hace uso del hecho que U(µN) es un
vector demandas garantizadas por µ , λ y α .
Por último, de (11b) y por el Lema 3, se tiene que U(µN | ti)≥Ui(µ̂i | ti) para todo ti ∈ Ti. 
Ejemplo 7 (Un problema simple de intercambio).
Con el fin de ilustrar las ideas hasta acá expuestas, consideremos nuevamente el problema de
intercambio bilateral presentado en el capítulo 2. Como vimos en el ejemplo 2 del capítulo 3,
la representación de este problema bayesiano de elección colectiva mediante un juego coopera-
tivo con información incompleta está dada por: S = {{1},{2},{1,2}}, C{i} = {ci0} (i = 1,2),
C{1,2} = {c0,c1,c2}, con c0 ≡ [c10,c20] y funciones de utilidad
(u1,u2) c0 c1 c2
(1H ,2) (0,0) (90,0) (0,90)
(1L,2) (0,0) (30,0) (−60,90)
Este juego posee coaliciones ortogonales, de modo que ui(cS, t) está bien definida para cada
cS ∈CS, cada S ∈S y cada i ∈ S.
El conjunto M ∗N de mecanismos factibles para la gran coalición está completamente caracteri-
zado por las siguientes desigualdades:
Restricción de compatibilidad de incentivos del tipo 1H del jugador 1:
µN(c1 | 1H)≥ µN(c1 | 1L)
Restricción de compatibilidad de incentivos del tipo 1L del jugador 1:
µN(c1 | 1L)−2µN(c2 | 1L)≥ µN(c1 | 1H)−2µN(c2 | 1H)
Además, por el teorema 8, toda solución de negociación interim incentivo-compatible es interim
individualmente racional. Entonces sin pérdida de generalidad podemos adicionar las siguientes
restricciones:
Restricción de racionalidad individual del tipo 1H :
µN(c1 | 1H)≥ 0
Restricción de racionalidad individual del tipo 1L:
µN(c1 | 1L)−2µN(c2 | 1L)≥ 0
Restricción de racionalidad individual del jugador 2:
4µN(c2 | 1H)+ µN(c2 | 1L)≥ 0
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Finalmente, tenemos además las restricciones de probabilidad:
2
∑
j=0
µN(c j | 1k) = 1, k = {H,L}
µN(c j | 1k)≥ 0, k = {H,L}, j = {0,1,2}
La solución de este sistema de inecuaciones define un poliedro compacto y convexo cuya ima-
gen continua en el espacio de utilidades esperadas interim (representada en la figura 1) corres-
ponde a la envoltura convexa de las asignaciones {(0,0,0),(0,0,72),(60,0,30),(90,30,0)}.
UH1 UL1
U2




(90,30,0)
(60,0,30)
(0,0,72)
Figura 1: Conjunto de posibles acuerdos
La frontera no-dominada del conjunto de posibles acuerdos (región sombreada) define el con-
junto de asignaciones de utilidad interim incentivo-eficientes. De este modo, las escalas natura-
les en las cuales se realizan las comparaciones interpersonales de utilidad esperada están dadas
por el vector λ = (λ H1 ,λ L1 ,λ2) = (7/10,3/10,1), que corresponde al único vector normal a la
superficie de la frontera no-dominada. Por lo anterior, todo mecanismo incentivo-compatible e
individualmente racional interim µN ∈ MN es interim incentivo-eficiente si y sólo si satisface
la ecuación del plano:
7
10
U1(µN | 1H)+
3
10
U1(µN | 1L)+U2(µN) = 72
Supongamos que a cada jugador se le da la oportunidad de seleccionar la mejor asignación de
utilidad esperada factible. Entonces ¿cuál será la mejor demanda óptima factible del comprador?
Puede suceder que dicha demanda sea diferente dependiendo de su tipo, con lo cual demandar
una de estas asignaciones de utilidad revela inmediatamente su valoración privada, ya que sólo
uno de sus tipos se verá beneficiado con dicha demanda. En estos casos, el jugador 1 debe
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prevenir la difusión de su información privada eligiendo un mecanismo que represente el mejor
compromiso inter-tipo.
Existen, sin embargo, algunos problemas bayesianos de elección colectiva en los cuales exis-
te una clara mejor demanda óptima. En nuestro ejemplo, la mejor demanda óptima factible
del tipo alto del comprador es la asignación de utilidad esperada interim incentivo-eficiente
(UH1 ,UL1 ,U2) = (90,30,0), la cual es a su vez la mejor demanda óptima factible de su tipo ba-
jo. En la terminología de Myerson [1979, 1984a], esta asignación se denomina solución fuerte
para el comprador. Similarmente, la asignación de utilidad esperada interim incentivo-eficiente
(UH1 ,UL1 ,U2) = (0,0,72) es una solución fuerte para el vendedor. En general, un problema
bayesiano de elección colectiva puede no tener una solución fuerte para ningún jugador; sin
embargo, si ella existe, es única y constituye la mejor demanda óptima factible del jugador.
Si ambos jugadores son simétricos, como en este juego, una asignación de utilidad esperada
justa sería aquella que deja a ambos jugadores con la mitad de lo que obtendrían bajo su solu-
ción fuerte. En efecto, veremos que la asignación interim incentivo-eficiente (U H1 ,UL1 ,U2) =
(45,15,36) es el único valor interim incentivo-compatible de Myerson. Este principio para
repartir las ganancias en juegos bayesianos de negociación de dos jugadores simétricos es de-
nominado por Myerson [1984a] axioma de dictadura aleatoria4.
La única solución óptima al problema dual para λ es
α1(1L | 1H) =
1
10
, α1(1H | 1L) = 0
Es decir, el tipo 1H jeopardiza al tipo 1L. Esto se debe a que el comprador posee incentivos para
reportar que su valoración del bien es baja cuando su verdadera valoración es alta.
Con los valores de λ y α descritos antes, las funciones de utilidad virtual son
v1(c,1H ,λ ,α) =
(
7
10
+
1
10
)
u1(c,1H)/(0.8) = u1(c,1H)
v1(c,1L,λ ,α) =
(
3
10
u1(c,1L)−
1
10
u1(c,1H)
)
/(0.2) =
3
2
u1(c,1L)−
1
2
u1(c,1H)
v2(c, t,λ ,α) = u2(c, t), ∀t ∈ T.
De esta forma, la utilidad virtual de cada jugador es como se describe en la siguiente tabla:
(v1,v2) c0 c1 c2
(1H ,2) (0,0) (90,0) (0,90)
(1L,2) (0,0) (0,0) (−90,90)
4Este axioma es justificado por un procedimiento simple de negociación en el cual a cada jugador se le brinda
(ex-ante) la misma probabilidad de actuar como dictador. Si, por ejemplo, la utilidad esperada interim de reserva
de cada jugador es cero, como en este ejemplo, entonces en equilibrio cada jugador obtiene la mitad de su utilidad
esperada interim bajo su solución fuerte.
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Estas utilidades virtuales difieren de las utilidades reales solamente en que las valoraciones
virtuales del jugador 1 tipo 1L son $0 (en lugar de $30) cuando se implementa c1 y -$90 (en
lugar de -$60) cuando se implementa c2. Estas valoraciones virtuales exageran la diferencia del
tipo 1L con respecto al tipo 1H , el cual lo jeopardiza.
El juego de utilidad virtual transferible asociado está descrito por
W{1}(µ, t,λ ,α) = W{2}(µ, t,λ ,α) = 0, ∀t ∈ T
WN(µ,1H ,λ ,α) = ma´x
c∈C
∑
i∈N
vi(c,1H ,λ ,α) = 90
WN(µ,1L,λ ,α) = ma´x
c∈C
∑
i∈N
vi(c,1L,λ ,α) = 0
Luego un mecanismo µ∗N ∈MN satisface las ecuaciones de demandas garantizadas si(
7
10
+
1
10
)
U1(µ∗N | 1H) = P(1H ,2)φ1(W (µ,1H ,λ ,α))
=
4
5
(45) = 36
3
10
U1(µ∗N | 1L)−
1
10
U1(µ∗N | 1H) = P(1L,2)φ1(W (µ,1L,λ ,α))
= 0
U2(µ∗N) = P(1H ,2)φ2(W (µ,1H ,λ ,α))+P(1L,2)φ2(W(µ,(1L,2),λ ,α))
=
4
5
(45)+
1
5
(0) = 36
Al resolver este sistema lineal de ecuaciones se tiene que
U1(µ∗N | 1H) = 45, U1(µ∗N | 1L) = 15, U2(µ∗N) = 36
Observemos que
4
5
U1(µ∗N | 1H)+
1
5
U1(µ∗N | 1L)+U2(µ∗N) = 72
Luego si existe un mecanismo µ∗N incentivo-compatible que resuelva las ecuaciones de deman-
da garantizada, entonces la asignación (U H1 ,UL1 ,U2) = (45,15,36) es el único valor interim
incentivo-compatible de Myerson y µ∗N es una solución de negociación. La única solución de
negociación es el mecanismo
µ∗N(c1 | 1H) = µ∗N(c2 | 1H) = µ∗N(c0 | 1L) = µ∗N(c1 | 1L) =
1
2
que describe una situación en la cual la totalidad del bien es intercambiado a un precio de
$45 cuando la valoración del comprador es alta y entrega la mitad del bien gratis cuando la
valoración del comprador es baja.
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Vale la pena resaltar que este mecanismo no es ex-post eficiente. Notemos que si el jugador 1
anuncia que su valoración es baja, sólo la mitad del bien es intercambiada. Esta ineficiencia se
debe a que la compatibilidad de incentivos requiere que el tipo 1H no gane anunciando que es
tipo 1L; de modo, que es necesario penalizar fuertemente cualquier intento de anuncio falso del
tipo alto del comprador. Esto se logra implementando un contrato en el cual el comprador tenga
una alta posibilidad de no ganar en caso de que mienta (recordemos que sólo el tipo 1H posee
incentivos para mentir). Sin embargo, en el evento que el verdadero tipo del comprador sea bajo,
un contrato como este podría disuadirlo de participar en el intercambio. Por tanto, es necesario
que en tal caso el comprador asuma un costo esperado nulo (o por lo menos muy bajo) y por
ello el bien es entregado gratis. 4
4.2.2. Un Ejemplo Elocuente a la Owen
Uno de los juegos cooperativos NTU con información completa más ampliamente estudiados
en la literatura es el juego del banquero propuesto por Owen [1972]5. La descripción intuitiva
de este juego se ilustra a continuación6. Dos jugadores pueden generar ciertas ganancias me-
diante la cooperación mutua, pero están limitados en su capacidad para repartir en forma justa
dichas ganancias. Un tercer jugador (“el banquero”) puede liberarlos de esta restricción sin
crear ganancias adicionales. La pregunta que surge es ¿debería el banquero ser recompensado
con un pago positivo por su actividad facilitadora? De acuerdo con el valor NTU de Shapley, la
respuesta es negativa. No obstante, otros criterios como el procedimiento de llegada aleatoria
proporcionan una respuesta afirmativa a este interrogante.
En su artículo de 2005, de Clippel investiga si al ser el valor de Myerson una generalización
del valor NTU de Shapley, este concepto solución “hereda” propiedades como la enunciada
antes. Para ello, de Clippel construye un juego de tres jugadores en el cual la única contribución
de uno de los jugadores es liberar parcialmente a los otros dos jugadores de las restricciones
de incentivo que enfrentan cuando cooperan. Como veremos, él encuentra que este jugador es
considerado como dummy y en esa medida no recibe retribución alguna por su participación en
el proceso de negociación.
Consideremos nuevamente el problema simple de intercambio introducido en el capítulo 2. Es
importante resaltar, como ya vimos previamente, que a pesar de que cada uno de los juegos
ex-post posee utilidad transferible, en la etapa interim tanto el comprador como el vendedor
están limitados en su capacidad para repartir las ganancias de la negociación, esto debido a la
presencia de las restricciones de compatibilidad de incentivos. Supongamos ahora que en el
proceso de negociación interviene un tercer jugador, que denominaremos “intermediario”, cuya
única contribución es atenuar el efecto que poseen las restricciones de incentivo que enfrentan
los otros dos jugadores. Este hecho será modelado introduciendo dos nuevos resultados sociales
bajo los cuales todas las ganancias de la cooperación en ambos estados son entregadas ya sea
5A esto se le suman las innumerables variaciones de este juego.
6Una adaptación de este juego al caso de información incompleta con incertidumbre simétrica fue formulada
en el capítulo 3.
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al vendedor o al intermediario. Al igual que en el juego del banquero, la pregunta es ¿deberían
los jugadores 1 y 2 remunerar la actividad facilitadora del jugador 3? y si esto es así, ¿en qué
medida?
Representemos este problema de negociación mediante un juego cooperativo con información
incompleta. El conjunto de jugadores es N = {1,2,3}, los conjuntos de tipos de los jugadores
son T1 = {1H ,1L}, T2 = {2} y T3 = {3}, la distribución de probabilidad a priori es P(1H ,2,3) =
4/5 y la estructura coalicional de resultados está dada por
C{i} = {ci0}, i ∈ N
C{1,2} = {[c10,c20],c1,c2}
C{1,3} = {[c10,c30]}
C{2,3} = {[c20,c30]}
CN = {[c10,c20,c30], [c1,c30], [c2,c30],c23,c32}
donde los resultados se interpretan como sigue: c10 y c
2
0 denotan la posibilidad que los jugadores
1 y 2 tienen para abstenerse de negociar, respectivamente; c30 indica que los jugadores 1 y 2 pres-
cinden de los servicios de intermediación del jugador 3, luego [c10,c
2
0,c
3
0] denota el desacuerdo
general; [c1,c30] (respectivamente [c2,c
3
0]) representa la situación en la cual el jugador 1 recibe
el bien gratis (respectivamente, a cambio de $90); y finalmente, c23 (respectivamente c32) de-
nota la situación en la cual todas las ganancias son trasferidas al jugador 2 (respectivamente, al
jugador 3) en cada estado. Por último, las funciones de utilidad de cada jugador están descritas
por
(u1,u2,u3) [c
1
0,c
2
0,c
3
0] [c1,c
3
0] [c2,c
3
0] c23 c32
(1H ,2,3) (0,0,0) (90,0,0) (0,90,0) (0,90,0) (0,0,90)
(1L,2,3) (0,0,0) (30,0,0) (−60,90,0) (0,30,0) (0,0,30)
De esta forma, cualquier mecanismo que asigne alguna probabilidad positiva en el resultado c32
recompensará al intermediador.
El conjunto de mecanismos factibles M ∗N posee una imagen en el espacio de utilidades espera-
das interim cuya frontera no-dominada es un hiperplano con normal λ = (λ H1 ,λ L1 ,λ2,λ3) =
(4/5,1/5,1,1). Por lo anterior, todo mecanismo incentivo-compatible µN ∈ MN es interim
incentivo-eficiente si y sólo si satisface la ecuación del plano
4
5
U1(µN | 1H)+
1
5
U1(µN | 1L)+U2(µN)+U3(µN) = 78 (12)
Notemos que las ganancias esperadas ex-ante de la cooperación son iguales a 78(= 4/5(90)+
1/5(30)), luego por (12), todo mecanismo interim incentivo-eficiente permite repartir la tota-
lidad de las ganancias. De esta forma, todo mecanismo interim incentivo-eficiente es ex-post
eficiente, con lo cual las restricciones de incentivo no son esenciales, de donde se deduce que
las variables duales (α1(1L | 1H),α1(1H | 1L)) que resuelven el problema dual para λ son ambas
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nulas. Esto muestra que la presencia intermediadora del jugador 3 atenúa el efecto que poseen
las restricciones de compatibilidad de incentivos sobre la eficiencia de los resultados que los
jugadores 1 y 2 pueden alcanzar por sí solos.
Con estos valores para λ y α , la utilidad virtual de cada jugador coincide con su utilidad real.
Así, el juego de utilidad virtual transferible está descrito por
W{i}(µ, t,λ ,α) = 0, ∀i ∈ N, ∀t ∈ T
W{1,3}(µ, t,λ ,α) = W{2,3}(µ, t,λ ,α) = 0, ∀t ∈ T
WN(µ,1H ,λ ,α) = W{1,2}(µ,1H ,λ ,α) = 90
WN(µ,1L,λ ,α) = W{1,2}(µ,1L,λ ,α) = 30
Luego, un mecanismo µ∗N ∈MN satisface las ecuaciones de demandas garantizadas si
U1(µ∗N | 1H) =
5
4
P(1H,2,3)φ1(W (µ,1H ,λ ,α)) = 45
U1(µ∗N | 1L) = 5P(1L,2,3)φ1(W (µ,1L,λ ,α)) = 15
U2(µ∗N) = P(1H ,2,3)φ2(W (µ,1H ,λ ,α))+P(1L,2,3)φ2(W (µ,(1L,2),λ ,α)) = 39
U3(µ∗N) = P(1H ,2,3)φ3(W (µ,1H ,λ ,α))+P(1L,2,3)φ3(W (µ,(1L,2),λ ,α)) = 0
Observemos que un mecanismo µ∗N que resuelva las ecuaciones de demanda garantiza-
da satisface (12). Por tanto, si además µ∗N es incentivo-compatible, entonces la asignación
(UH1 ,UL1 ,U2,U3) = (45,15,36,0) es el único valor interim incentivo-compatible de Myerson
y µ∗N es una solución de negociación. Por ejemplo, una solución de negociación es el mecanis-
mo
µ∗N([c1,c30] | t) = µ∗N(c23 | t) =
1
2
, t ∈ T
que reparte las ganancias por igual entre los jugadores 1 y 2 en ambos estados. Notemos que,
en particular, bajo este mecanismo µ∗N(c32 | t) = 0 para todo t ∈ T , razón por la cual la utilidad
esperada interim del jugador 3 es nula. Esta es una propiedad general de cualquier solución de
negociación de este juego cooperativo, por cuanto el jugador 3 es tratado como dummy.
A pesar de que la contribución del jugador 3 es importante para los jugadores 1 y 2, en la me-
dida que les permite alcanzar un acuerdo ex-post eficiente, el valor de Myerson no recompensa
su presencia intermediadora en la negociación. La razón de esto es que el valor virtual de la
coalición {1,2} es computado exactamente de la misma forma que el valor virtual de la gran
coalición. Al hacer esto, suponemos que los jugadores actúan como si las restricciones de in-
centivo no fuesen importantes para la coalición {1,2}, cuando en realidad sí lo son. Si bien el
jugador 3 no crea alguna ganancia excedente, uno podría pensar que una asignación justa de-
bería generarle una utilidad positiva a dicho jugador, ya que los jugadores 1 y 2 deben acudir a él
para poder atenuar las restricciones de incentivo que enfrentan cuando cooperan. Este ejemplo
muestra que el valor de Myerson no es sensible a las contribuciones informacionales.
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Negociación ex-ante
Analicemos este juego cooperativo suponiendo ahora que la negociación tiene lugar en la
etapa ex-ante. En este caso, la frontera ex-ante incentivo-eficiente asociada a la gran coali-
ción está formada por la envoltura convexa de las asignaciones de utilidad esperada ex-ante
{(78,0,0),(−12,90,0),(0,0,78)}, con lo cual el vector de escalas naturales es λ = (1,1,1) y el
único valor ex-ante incentivo-compatible de Shapley es la asignación (U1,U2,U3) = (39,39,0).
A pesar de que el jugador 3 recibe un pago nulo, en este caso no se produce dilema alguno, ya
que en la etapa ex-ante los jugadores 1 y 2 no están restringidos por la información que reciba
el jugador 1 en la etapa interim7.
Un modelo de negociación bajo llegada aleatoria
Hasta este punto, uno podría preguntarse si existe otra regla de asignación justa bajo la cual
el jugador 3 recibiese un pago estrictamente positivo. En el caso del juego del banquero bajo
información completa, el procedimiento de llegada aleatoria (véase Maschler y Owen [1989,
1992]) constituye una posible alternativa. Este procedimiento es considerado por de Clippel
[2005] a través de un juego bayesiano en forma extensiva para extender el enfoque de dictadura
aleatoria propuesto por Myerson [1984a] al caso de tres jugadores.
Consideremos el siguiente esquema de negociación. Después de que el jugador 1 ha aprendido
su tipo, un orden específico de los tres jugadores σ : {1,2,3} → {1,2,3} es elegido aleatoria-
mente de acuerdo con una distribución equiprobable sobre el número total de posibles orde-
namientos. En seguida, el jugador σ(3) propone un mecanismo µN ∈ MN . Luego, el jugador
σ(2) decide si aceptar o no el mecanismo propuesto. Si él acepta, entonces σ(1) decide si
aceptar o no el mecanismo. En caso de que ambos jugadores acepten, µN es implementado.
Si el jugador σ(2) rechaza µN , entonces él propone un mecanismo µ{σ(1),σ(2)} ∈M{σ(1),σ(2)}
al jugador σ(1) y σ(3) queda sólo con su única alternativa cσ(3)0 . Posteriormente, σ(1) elige
entre aceptar o no el mecanismo µ{σ(1),σ(2)}. Si él acepta, entonces µ{σ(1),σ(2)} es implemen-
tado. Siempre que σ(1) rechace alguna propuesta, no se alcanza un acuerdo cooperativo y el
resultado [c10,c
2
0,c
3
0] es implementado. Por simplicidad, asumiremos que cuando un jugador es
indiferente entre aceptar o no una propuesta, él acepta.
En este juego, una estrategia para cada jugador especifica una acción en cada uno de sus con-
juntos de información. En el caso del jugador 1, una estrategia es además contingente a su tipo.
Un sistema de creencias asocia una distribución de probabilidad sobre el conjunto de tipos del
jugador 1 en cada conjunto de información de los jugadores 2 y 3. Un equilibrio bayesiano
perfecto (dØbil) (EBP) especifica una combinación de estrategias y un sistema de creencias tal
que
7Originalmente en su artículo, de Clippel [2005] argumenta que el único valor ex-ante incentivo-compatible de
Shapley corresponde a la asignación (U1,U2,U3) = (36,36,0), lo cual constituye un error como se ha mostrado.
Es fácil ver que esta asignación no puede ser un valor. Para ello, notemos que toda asignación ex-ante incentivo-
eficiente satisface la ecuación del plano U1 +U2 +U3 = 78, luego la asignación (36,36,0) no es ex-ante incentivo-
eficiente y, por tanto, tampoco puede ser un valor ex-ante incentivo-compatible de Shapley.
Valores en Juegos de Negociación Interim 95
La combinación de estrategias es secuencialmente racional dado el sistema de creencias,
es decir, la acción de cada jugador en cada uno de sus conjuntos de información es óptima
dadas sus creencias y el juego sucesivo (continuation game).
El sistema de creencias es consistente, es decir, las creencias de cada jugador en cada uno
de sus conjuntos de información están determinadas por la regla de Bayes y las estrategias
de equilibrio de los otros jugadores, siempre que sea posible.
Finalmente, una asignación de equilibrio es una asignación de utilidades esperadas interim
generada por una combinación de estrategias que hacen parte de un EBP.
Caractericemos el conjunto de asignaciones que pueden ser soportadas por un EBP en cada
subjuego que comienza después de que un orden específico de jugadores ha sido elegido.
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1
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0
UH3 (µ{1,3})
0
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0
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0
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0
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0
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0
0
0
Figura 2: Subjuego bajo el orden σ = (1,3,2)
Consideremos el ordenamiento σ = (1,3,2). La representación en forma extensiva de este sub-
juego se describe en la figura 2. En caso de que el jugador 3 rechace la propuesta realizada por
el jugador 2, entonces el único mecanismo que él puede ofrecer al jugador 1 es aquel que im-
plementa el resultado [c01,c
0
3] en ambos estados. Así, el pago esperado de los tres jugadores es 0
sea que el jugador 1 acepte o rechace dicho mecanismo. Por otro lado, para cualquier propuesta
de mecanismo µN por parte del jugador 2, su pago esperado en el juego sucesivo es menor o
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igual a 78(= 4/5(90)+1/5(30)). En particular, si el jugador 2 propone el mecanismo que im-
plementa el resultado c23 en ambos estados, entonces el pago esperado de los jugadores 1 y 3 en
el juego sucesivo es cero, por cuanto ambos aceptan la propuesta de 2, quien recibe una utilidad
esperada igual a 78. Así, la única asignación de equilibrio es (U H1 ,UL1 ,U2,U3) = (0,0,78,0).
Un análisis similar es válido en el caso del ordenamiento σ = (3,1,2), generando nuevamente
la asignación de equilibrio (U H1 ,UL1 ,U2,U3) = (0,0,78,0).
Consideremos ahora el ordenamiento σ = (1,2,3). La representación en forma extensiva de
este subjuego se describe en la figura 3.
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Figura 3: Subjuego bajo el orden σ = (1,2,3)
En la última movida del jugador 2 (en caso de rechazar la oferta previa realizada por el jugador
3), tanto él como el jugador 1 se enfrentan al juego de screening de la figura 4.
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Figura 4: Subjuego de screening
El único resultado en C{1,2} que deja al jugador 2 con un pago positivo es c2. Sin embargo, en el
caso que el jugador 1 sea tipo 1L, este último obtendría −60, por cuanto él rechazaría la oferta
dejando al jugador 2 con un pago de cero en lugar de 90. Así, c2 sólo puede ser implementado
en el estado 1H , en el cual el jugador 1 es indiferente entre aceptar o no, por cuanto él acepta
la oferta y el jugador 2 obtiene 90. Por otro lado, en el estado 1L implementar [c10,c
2
0] o c1 deja
al jugador 2 con un pago nulo. En conclusión, si el jugador 2 ofrece el mecanismo (c2,c1) que
implementa el resultado c2 en el estado 1H y el resultado c1 en el estado 1L, las utilidades de
reserva de los dos jugadores son (U H1 ,UL1 ,U2) = (0,30,72). Similarmente, si el jugador 2 ofrece
el mecanismo (c2, [c10,c
2
0]), las utilidades de reserva de ambos jugadores son (U H1 ,UL1 ,U2) =
(0,0,72).
Independientemente del mecanismo que el jugador 2 ofrezca en el subjuego de screening, su
pago esperado es 72, luego es suficiente que el jugador 3 ofrezca al jugador 2 un mecanismo
que deje a este último con un pago de 72 para hacerlo indiferente entre aceptar o no la oferta en
la etapa previa. Dada esta utilidad de reserva para el jugador 2, el pago esperado del jugador 3
es menor o igual a 6. Así, el jugador 3 ofrece el mecanismo (c23,c32) con el cual él se asegura
la máxima utilidad esperada, el jugador 2 obtiene su utilidad de reserva (por cuanto acepta
la propuesta), y el jugador 1 obtiene un pago nulo en ambos estados, de modo que él siendo
indiferente entre aceptar o no, acepta la propuesta. Así, la única asignación de equilibrio es
(UH1 ,UL1 ,U2,U3) = (0,0,72,6).
Finalmente consideremos el ordenamiento σ = (2,1,3), cuya representación en forma extensiva
se describe en la figura 5. En la última movida del jugador 1 (en caso de rechazar la oferta
previa realizada por el jugador 3), tanto él como el jugador 2 se enfrentan al juego de señales
ilustrado en la figura 6. Observemos que el mejor mecanismo que ambos tipos del jugador 1
pueden ofrecer al jugador 2 (sin que este lo rechace) es aquel que implementa el resultado c1 en
ambos estados. De este modo, el mecanismo (c1,c1) es una solución fuerte para el jugador 1,
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en el sentido de Myerson. Así, las utilidades de reserva de ambos jugadores son (U H1 ,UL1 ,U2) =
(90,30,0).
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Figura 5: Subjuego bajo el orden σ = (2,1,3)
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Figura 6: Subjuego de señales
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Dadas estas utilidades de reserva, el único mecanismo que el jugador 3 puede ofrecer al ju-
gador 1, de modo que deje a este último con su utilidad de reserva en el juego sucesivo, es
aquel que implementa el resultado [c1,c30] en ambos estados, con lo cual los jugadores 1 y 2
aceptan la propuesta y la única asignación de equilibrio es (U H1 ,UL1 ,U2,U3) = (90,30,0,0).
Subjuegos similares se obtienen bajo los ordenamientos σ = (2,3,1) y σ = (3,2,1), generando
nuevamente la asignación de equilibrio (U H1 ,UL1 ,U2,U3) = (90,30,0,0).
Las “contribuciones marginales” en cada ordenamiento se resumen en la siguiente tabla:
σ W (σ)
(1,2,3) (0,0,72,6)
(1,3,2) (0,0,78,0)
(2,1,3) (90,30,0,0)
(2,3,1) (90,30,0,0)
(3,1,2) (0,0,78,0)
(3,2,1) (90,30,0,0)
Finalmente, la única asignación de equilibrio del juego completo es (U H1 ,UL1 ,U2,U3) =
(45,15,38,1), que se obtiene al promediar las contribuciones marginales en cada ordenamiento.
Bajo este esquema de negociación es claro que el jugador 3 recibe una remuneración baja, pero
estrictamente positiva, a diferencia de lo que obtendría bajo el valor de Myerson.
4.2.3. Un Ejemplo Contraintuitivo a la Roth
La pertinencia del valor NTU de Shapley como concepto solución en juegos cooperativos con
información completa ha sido analizada a través de diferentes ejemplos. Algunos de los ejem-
plos más representativos en la literatura son los debidos a Owen [1972], Roth [1980], Shafer
[1980] y Hart y Kurz [1983]. En cada uno de estos juegos cooperativos, el valor λ -transferible
sugiere resultados que son contraintuitivos o al menos difíciles de justificar como producto de
la interacción de jugadores racionales.
Los juegos diseñados por Roth [1980] han sido tal vez los ejemplos más controversiales de
este grupo. Roth construye una familia de juegos, cada uno determinado por un parámetro
r ∈ (0,1/2). En cada juego tres jugadores deben ponerse de acuerdo sobre la repartición de una
unidad monetaria. Si los jugadores 1 y 3 ó 2 y 3 forman una coalición, entonces el jugador 3
obtiene un pago igual a 1−r (la mayor cantidad) y el otro jugador obtiene r. Si los jugadores 1 y
2 forman una coalición, ellos obtienen 1/2 cada uno. Si todos los tres jugadores forman la gran
coalición, entonces una coalición de dos jugadores es elegida aleatoriamente para ser formada,
la cual reparte la unidad de acuerdo con el procedimiento antes descrito. Como el jugador 3
es dØbil, en el sentido que él puede únicamente ofrecer a los otros dos jugadores un pago de r
unidades (que es menor que 1/2), los jugadores 1 y 2 pueden rechazar la oferta del jugador 3 y
formar la coalición {1,2}, con lo cual cada uno se asegura un pago igual a 1/2. Roth concluye
entonces que el œnico resultado razonable de la cooperación es la asignación (U1,U2,U3) =
(1/2,1/2,0). El valor NTU de Shapley, no obstante, trata simétricamente a los tres jugadores
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generando la asignación (U1,U2,U3) = (1/3,1/3,1/3). Esta aparente “paradoja” y su posterior
controversia (véase Aumann [1985b], Hart [1985], Roth [1986], Aumann [1986]) ha sido tratada
exclusivamente en el marco de juegos cooperativos con información completa. En esta sección
construimos una clase de juegos cooperativos con información incompleta análoga a la del
ejemplo de Roth, en la cual el valor de Myerson exhibe propiedades similares.
Sea r ∈ (0,1/2) un parámetro fijo8. Para cada r consideremos el siguiente juego cooperativo con
información incompleta. Tres jugadores tienen la posibilidad de hacer efectivas ciertas ganan-
cias mediante la cooperación mutua de al menos dos de ellos. La cantidad de las ganancias que
pueden repartirse depende del estado de la economía, el cual es conocido únicamente por el ju-
gador 1. Si el estado es “favorable” (H) (lo cual ocurre con una probabilidad de 4/5), la ganancia
máxima que pueden repartirse es $100, mientras que si el estado es “desfavorable”, la ganancia
es $80. Si los jugadores 1 y 2 alcanzan un acuerdo cooperativo mutuo, entonces las ganancias
totales en cada estado son repartidas equitativamente entre ambos. Si, por el contrario, los ju-
gadores 1 y 2 fallan en coordinarse, y en cambio la coalición {1,3} o {2,3} se forma, entonces
el jugador 3 obtiene una ganancia igual a 100(1− r) en el estado H y 80(1− r/2) en el estado
L. Las ganancias remanentes en cada estado son recibidas por el jugador restante de la corres-
pondiente coalición. Finalmente, un acuerdo cooperativo para la gran coalición determina cuál
de las coaliciones de dos jugadores habrá de formarse en cada estado.
La característica principal de este juego es que en cada estado los jugadores 1 y 2 actuando coa-
licionalmente pueden alcanzar el mayor pago posible bajo una repartición equitativa, mientras
que si alguno de ellos actúa en conjunto con el jugador 3, el pago que recibe es estrictamente
inferior al que obtendría bajo la coalición {1,2}. Al igual que en Roth [1980], esto podría llevar
a pensar que el œnico acuerdo razonable sería alcanzado por los jugadores 1 y 2, por cuanto
la œnica coalición que habría de formarse en un acuerdo final sería la coalición {1,2}. ¿De-
bería entonces el jugador 3 recibir alguna remuneración por su participación en el juego? De
acuerdo con este argumento, la respuesta es negativa. La única asignación valor racionalmente
justificable sería (UH1 ,UL1 ,U2,U3) = (50,40,48,0) que corresponde a la evaluación interim de
los valores NTU de Shapley de los correspondientes juegos ex-post en los cuales los jugadores
1 y 2 prescinden del jugador 3. Como veremos, esto no es necesariamente cierto.
Representemos formalmente este juego cooperativo con información incompleta. Sean N =
{1,2,3} el conjunto de jugadores, T1 = {1H ,1L}, T2 = {2} y T3 = {3} los conjuntos de tipos
de los jugadores y P(1H,2,3) = 4/5 la distribución de probabilidad a priori. La estructura coa-
licional de resultados está dada por
C{i} = {c0i }, i ∈ N
C{1,2} = {[c01,c02],c12}
C{1,3} = {[c01,c03],c13}
C{2,3} = {[c02,c03],c23}
CN = {[c01,c02,c03], [c12,c03], [c13,c02], [c23,c01]}
8Los valores extremos poseen propiedades especiales que requieren un tratamiento separado.
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donde los resultados se interpretan como sigue: c0i denota la situación en la cual el jugador
i ∈ N es excluido de la cooperación, con lo cual [c01,c
0
2,c
0
3] representa el desacuerdo general;
[c12,c
0
3] (respectivamente [c13,c
0
2], [c23,c
0
1]) indica que la coalición {1,2} (resp. {1,3}, {2,3})
ha llegado a un acuerdo cooperativo excluyendo al jugador 3 (resp. excluyendo a los jugadores
2 y 1). Por último, las funciones de utilidad de cada jugador están descritas por
(u1,u2,u3) [c
0
1,c
0
2,c
0
3] [c12,c
0
3] [c13,c
0
2] [c23,c
0
1]
(1H ,2,3) (0,0,0) (50,50,0) (100r,0,100(1− r)) (0,100r,100(1− r))
(1L,2,3) (0,0,0) (40,40,0) (40r,0,40(2− r)) (0,40r,40(2− r))
Es fácil observar que este juego posee coaliciones ortogonales y los conjuntos de resultados son
superaditivos. Con el fin de simplificar, abusaremos de la notación definiendo c0 ≡ [c01,c
0
2,c
0
3],
c12 ≡ [c12,c
0
3], c13 ≡ [c13,c
0
2] y c23 ≡ [c23,c
0
1].
En este juego, un mecanismo (para la gran coalición) determina la probabilidad con la cual cada
posible coalición S ⊂ N habrá de formarse en cada estado. No obstante, debido a la linealidad
de las funciones de utilidad, un mecanismo puede ser alternativamente interpretado como una
repartición de las ganancias (no necesariamente eficiente) entre los tres jugadores. Es importante
resaltar que un mecanismo es ex-post eficiente si asigna una probabilidad nula en cada estado
al resultado c0, es decir, si las coaliciones unitarias {{1},{2},{3}} se forman simultáneamente
con probabilidad cero. Esto por supuesto es equivalente a decir que la totalidad de las ganancias
se reparten en cada estado.
Para cada r ∈ (0,1/2), el conjunto de mecanismos interim incentivo-eficientes está determinado
por la envoltura convexa de los mecanismos:
µ1N(c12 | t) = µ2N(c13 | t) = µ3N(c23 | t) = 1, ∀t ∈ T
µ4N(c13 | 1H) = 1, µ4N(c12 | 1L) = r, µ4N(c23 | 1L) = 1− r
µ5N(c13 | 1H) = 1, µ5N(c12 | 1L) = 2r, µ5N(c23 | 1L) = 1−2r
Oobservemos que todo mecanismo interim incentivo-eficiente es ex-post eficiente, con lo cual
las restricciones de incentivo no son esenciales, de donde se deduce que las variables duales
(α1(1L | 1H),α1(1H | 1L)) que resuelven el problema dual para λ son ambas nulas.
Por otro lado, las correspondientes asignaciones de utilidad esperada interim generadas por
estos mecanismos son
U(µ1N) = (50,40,48,0)
U(µ2N) = (100r,40r,0,96−88r)
U(µ3N) = (0,0,88r,96−88r)
U(µ4N) = (100r,40r,8r(2− r),8(1− r)(12− r))
U(µ5N) = (100r,80r,8r(3−2r),8(2r2−15r +12))
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Estas asignaciones son todas linealmente independientes y definen un hiperplano acotado car-
acterizado por la ecuación
4
5
U1(µN | 1H)+
1
5
U1(µN | 1L)+U2(µN)+U3(µN) = 96, (13)
de modo que el vector natural de escalas en las cuales se realizan comparaciones interpersonales
de utilidad esperada está dado por λ = (λ H1 ,λ L1 ,λ2,λ3) = (4/5,1/5,1,1).
Notemos que las ganancias esperadas ex-ante de la cooperación son iguales a 96(= 4/5(100)+
1/5(80)), luego por (13), todo mecanismo interim incentivo-eficiente permite repartir la totali-
dad de las ganancias. Con esto, se verifica nuevamente que todo mecanismo interim incentivo-
eficiente es ex-post eficiente.
Con estos valores para λ y α , la utilidad virtual de cada jugador coincide con su utilidad real.
Así, el juego de utilidad virtual transferible está descrito por
W{i}(µ, t,λ ,α) = 0, ∀i ∈ N, ∀t ∈ T
WS(µ,1H ,λ ,α) = 100, S ∈S ,S 6= {i}(i = 1,2,3)
WS(µ,1L,λ ,α) = 80, S ∈S ,S 6= {i}(i = 1,2,3)
Luego un mecanismo µ∗N ∈MN satisface las ecuaciones de demandas garantizadas si
U1(µ∗N | 1H) =
5
4
P(1H ,2,3)φ1(W (µ,1H ,λ ,α)) = 1003
U1(µ∗N | 1L) = 5P(1L,2,3)φ1(W (µ,1L,λ ,α)) =
80
3
U2(µ∗N) = P(1H,2,3)φ2(W (µ,1H ,λ ,α))+P(1L,2,3)φ2(W (µ,(1L,2),λ ,α)) = 32
U3(µ∗N) = P(1H,2,3)φ3(W (µ,1H ,λ ,α))+P(1L,2,3)φ3(W (µ,(1L,2),λ ,α)) = 32
Observemos que si el mecanismo µ∗N resuelve las ecuaciones de demanda garantizada, en-
tonces µ∗N satisface (13). Por tanto, si µ∗N además es incentivo-compatible, la asignación
(UH1 ,UL1 ,U2,U3) = (100/3,80/3,32,32) es el único valor interim incentivo-compatible de My-
erson y µ∗N es una solución de negociación. Esta asignación es simplemente la evaluación inte-
rim de los valores NTU de Shapley de los juegos ex-post9.
Verifiquemos ahora que efectivamente existe una solución de negociación que soporta la asig-
nación valor. En efecto, veremos que dicho mecanismo existe y es único. Sea µ ∗N una solución
de negociación incentivo-compatible de Myerson, entonces debe satisfacer el siguiente conjunto
de desigualdades:
9En el estado H el único valor NTU de Shapley es la asignación (U1,U2,U3) = (100/3,100/3,100/3). Simi-
larmente, en el estado L el único valor NTU de Shapley es la asignación (U1,U2,U3) = (80/3,80/3,80/3).
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Restricciones de incentivo del jugador 1:
µ∗N(c12 | 1H)+2rµ∗N(c13 | 1H) ≥ µ∗N(c12 | 1L)+2rµ∗N(c13 | 1L) (14a)
µ∗N(c12 | 1L)+ rµ∗N(c13 | 1L) ≥ µ∗N(c12 | 1H)+ rµ∗N(c13 | 1H) (14b)
Condiciones de soporte de la asignación valor:
µ∗N(c12 | 1H)+2rµ∗N(c13 | 1H) = 23 (14c)
µ∗N(c12 | 1L)+ rµ∗N(c13 | 1L) = 23 (14d)
5µ∗N(c12 | 1H)+10rµ∗N(c23 | 1H)+ µ∗N(c12 | 1L)+ rµ∗N(c23 | 1L) = 4 (14e)
10(1− r) [µ∗N(c13 | 1H)+ µ∗N(c23 | 1H)]+(2− r) [µ∗N(c13 | 1L)+ µ∗N(c23 | 1L)] = 4 (14f)
Restricciones de probabilidad:
µ∗N(c | t)≥ 0, ∀c ∈C, ∀t ∈ T
∑
c∈C
µ∗N(c | t) = 1, ∀t ∈ T (14g)
Para resolver este sistema de inecuaciones, empecemos notando que al ser µ ∗N ex-post eficiente,
entonces
µ∗N(c0 | 1L) = µ∗N(c0 | 1H) = 0 (14h)
Ahora, reemplazando (14c) en (14a) se tiene que
2
3
≥ µ∗N(c12 | 1L)+2rµ∗N(c13 | 1L) (14i)
Luego, de (14d) y (14i) se deduce que
rµ∗N(c13 | 1L)≥ 2rµ∗N(c13 | 1L)
Por tanto, µ∗N(c13 | 1L) = 0, pues r > 0. Con esto, (14d) implica que µ∗N(c12 | 1L) = 2/3, luego
de las expresiones en (14h) y (14g) se deduce que µ∗N(c23 | 1L) = 1/3. Por lo anterior, de (14c)
se tiene que (14a) se satisface como igualdad.
Por otro lado, de (14g),
µ∗N(c13 | 1H)+ µ∗N(c23 | 1H) = 1−µ∗N(c12 | 1H),
de modo que (14f) se reduce a
10(1− r)[1−µ∗N(c12 | 1H)]+
(2− r)
3
= 4,
de donde se tiene que
µ∗N(c12 | 1H) = 1−
10+ r
30(1− r)
(14j)
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Al reemplazar (14j) en (14c) se tiene que
µ∗N(c13 | 1H) =
11
60(1− r)
(14k)
Así, de (14g), (14j) y (14k) se deduce que
µ∗N(c23 | 1H) =
9+2r
60(1− r)
Por último, debemos verificar que este mecanismo satisface las expresiones (14e) y (14b). Ob-
servemos que:
µ∗N(c12 | 1H)+ rµ∗N(c13 | 1H) =
11
60(r−1)
+
17
20
<
2
3
Luego, por (14d) se verifica que la desigualdad en (14b) se satisface.
Por otro lado, notemos que:
5µ∗N(c12 | 1H)+10rµ∗N(c23 | 1H)+ µ∗N(c12 | 1L)+ rµ∗N(c23 | 1L) =
5−
10+ r
6(1− r)
+
9r +2r2
6(1− r)
+
4+2r
6
= 5−1 = 4,
con lo cual se corrobora (14e).
En conclusión, la única solución de negociación incentivo-compatible de Myerson es el meca-
nismo
µ∗N(c12 | 1L) =
2
3
, µ∗N(c23 | 1L) =
1
3
µ∗N(c12 | 1H) = 1−
10+ r
30(1− r)
, µ∗N(c13 | 1H) =
11
60(1− r)
, µ∗N(c23 | 1H) =
9+2r
60(1− r)
Resaltemos algunas propiedades de la solución de negociación. Por un lado, en el estado L,
para todo r se tiene que la coalición {1,2} se forma con 2/3 de probabilidad. Por otro lado, en el
estado H, a medida que r varía desde 1/2 hasta 0, la probabilidad de que se forme la coalición
{1,2} se incrementa desde 3/10 hasta 2/3. Esto muestra que mientras la ventaja relativa del
jugador 3 en las coaliciones {1,3} y {2,3} se reduce, la probabilidad de que la coalición {1,2}
se forme aumenta. A pesar de esto, cada mecanismo en la familia de soluciones de negociación
determinadas por r deja a cada jugador con la misma utilidad esperada y, por tanto, todos estos
mecanismos son equivalentes.
Al igual que en el ejemplo de Roth, en esta familia de juegos cooperativos, el valor de Myerson
trata a los tres jugadores en forma simétrica. Esto se debe a que en cada juego el valor virtual
de cada coalición está determinado en forma utilitarista, esto es, maximizando la suma de las
utilidades esperadas ex-ante de los miembros de cada coalición. Como cada coalición, ex-ante
puede repartir la totalidad de las ganancias en cada estado (es decir, 100 en el estado H y 80 en
el estado L), entonces en ambos estados el valor virtual de cada coalición es el mismo (excepto
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en las coaliciones unitarias). Así, en el juego de utilidad virtual transferible los tres jugadores
son simétricos, por cuanto el valor de Shapley distribuye las ganancias totales de la cooperación
en forma equitativa. El problema radica en que para el valor de Myerson todo lo que importa es
el valor total de las ganancias conjuntas que los miembros de una coalición pueden repartir. Este
concepto solución no tiene en cuenta la forma en que las ganancias totales de cada coalición
pueden y serán repartidas. Particularmente, esta regla de asignación desprecia el hecho que las
ganancias máximas que una coalición S 6= N alcanza en cada estado no pueden ser repartidas
en forma equitativa.
Es difícil, sin embargo, entender cómo para todo valor de r ∈ (0,1/2) cada jugador recibe la
misma ganancia esperada en una asignación justa. Por un lado, la asignación (50,40,48,0)
es estrictamente preferida por los jugadores 1 y 2 sobre cualquier otra asignación factible, y
puede ser alcanzada sin la cooperación del jugador 3. Esto sugiere, siguiendo el razonamiento
de Roth, que bajo la hipótesis de racionalidad, la œnica coalición que habrá de formarse será
aquella compuesta por los jugadores 1 y 2.
Por otro lado, a medida que r → 0 la ganancia obtenida por los jugadores 1 y 2 en las coali-
ciones {1,3} y {2,3}, respectivamente, tiende a cero, por cuanto debería ser menos probable
que dichas coaliciones lleguen a formarse. De hecho, cuando r = 0, la asignación (50,40,48,0)
es un valor interim incentivo-compatible de Myerson soportado por la solución de negociación
que forma la coalición {1,2} en ambos estados con probabilidad unitaria10. Más aún, en el caso
en el cual r → 1/2, sólo en el estado H los jugadores 1 y 2 son indiferentes entre las diferentes
coaliciones. En contraste, en el estado L, la máxima ganancia que reciben los jugadores 1 y
2 en las coaliciones {1,3} y {2,3}, respectivamente, tiende a 20 que es estrictamente menor
que aquella que alcanzarían ambos jugadores en la coalición {1,2}. De esta forma, incluso
en este caso extremo, debería ser más probable que la coalición {1,2} se forme. No obstante,
cuando r = 1/2, el único valor interim incentivo-compatible de Myerson es la asignación11
(100/3,80/3,32,32). Todas estas reflexiones sugieren que a medida que r se incrementa desde
0 hasta 1/2, una asignación valor debería variar desde (50,40,48,0) hasta alguna otra asig-
nación ex-post eficiente en la cual el jugador 3 recibe una utilidad esperada positiva.
La dificultad con el razonamiento a la Roth es que supone que durante el proceso de formación
de coaliciones todos los jugadores han tenido la oportunidad de comunicarse directamente. La
idea es que las coaliciones {1,3} y {2,3} no habrán de formarse, pues la coalición {1,2} se
formará tan pronto como sus miembros tengan la oportunidad de comunicarse para alcanzar
un acuerdo; esto sin embargo no sucede en el caso de las coaliciones {1,3} y {2,3}. Aumann
[1985b] argumenta que si cada jugador cree que los demás van a “cerrar un trato” inmediata-
mente tengan oportunidad de hacerlo, entonces es racional para él también hacerlo. De esta
forma, si por ejemplo el jugador 1 recibe una primera propuesta de parte del jugador 3, él acep-
tará dicha distribución de las ganancias, pues él piensa que si no lo hace, el jugador 3 irá con el
jugador 2 quien aceptará la propuesta inmediatamente, dejándolo a él con un pago nulo. Estas
ideas serán formalizadas en el modelo de negociación que presentamos a continuación.
10Esta asignación valor tiene vectores asociados λ = (4/5,1/5,1,0) y α = (0,0).
11Esta asignación valor tiene vectores asociados λ = (4/5,1/5,1,1) y α = (0,0).
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Un modelo de formación de coaliciones
Consideremos el siguiente esquema de negociación. Después de que el jugador 1 es informado
acerca del estado de la economía, un jugador i es elegido aleatoriamente de acuerdo con una
distribución equiprobable sobre el conjunto de jugadores. En seguida, al jugador i se le da la
iniciativa para elegir otro jugador j a quien hacerle una oferta. Si j rechaza la oferta, i realiza
una nueva oferta al jugador restante k, sin que este último se entere de la oferta previa al jugador
j. Si k rechaza la oferta, la coalición { j,k} se forma. Por simplicidad asumiremos que cuando
un jugador es indiferente entre aceptar o no una propuesta, él acepta.
En este juego, una estrategia para el jugador i especifica la probabilidad θ con la cual el jugador
j es elegido. En el caso del jugador 1, esta estrategia mixta es contingente a u tipo. Por otro lado,
una estrategia para los jugadores j y k es una elección de aceptar o no la propuesta recibida.
Nuevamente, en el caso del jugador 1, dicha elección es contingente a su tipo.
Caractericemos el conjunto de asignaciones que pueden ser soportadas por un EBP en el sub-
juego que comienza después de que el jugador 3 tiene la iniciativa. El juego en forma extensiva
al que se enfrentan los jugadores en cada posible estado se ilustra en la figura 7.
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Figura 7: Subjuego cuando el jugador 3 tiene la iniciativa
Debido a la complejidad gráfica de la representación en forma extensiva de este subjuego, hemos
omitido las líneas correspondientes a los conjuntos de información determinados por la elección
de la naturaleza. Debemos recordar, sin embargo, que los jugadores 2 y 3 desconocen el estado
de la economía, por cuanto en cada nodo de elección de estos jugadores, ellos desconocen si se
encuentran en el juego de la izquierda o de la derecha en la figura 7.
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Hallemos todos los EBP de este subjuego. El sistema de creencias de este subjuego está deter-
minado por las distribuciones de probabilidad:
ρ11 ∈ [0,1], que indica la probabilidad con la cual el jugador 1 tipo H cree que el jugador
3 lo ha elegido directamente. Por supuesto, 1−ρ11 denota la probabilidad con la cual él
cree que ha recibido una propuesta indirecta por parte del jugador 3.
ρ21 ∈ [0,1], que indica la probabilidad con la cual el jugador 1 tipo L cree que el jugador
3 lo ha elegido directamente.
ρk2 ≥ 0 (k = 1,2,3,4) denota la probabilidad con la cual el jugador 2 cree que su k-ésimo
nodo de elección ha sido alcanzado (véase la figura 7). Naturalmente, ∑4k=1 ρk2 = 1.
ρ3 ∈ [0,1] indica la probabilidad con la cual el jugador 3 cree que se encuentra en el
estado H. Por supuesto, 1−ρ3 es la probabilidad con la cual él cree estar en el estado L.
La regla de Bayes implica que, por un lado, ρ3 = 4/5; y, por otro lado, para cualquier combi-
nación de estrategias de los jugadores 1 y 2, el jugador 3 es indiferente entre ambos jugadores.
Luego en equilibrio, el jugador 3 elige al jugador 1 con una probabilidad arbitraria θ ∈ [0,1].
Supongamos inicialmente que el jugador 2 acepta toda propuesta recibida. Entonces la regla
de Bayes implica que ambos tipos del jugador 1 deben creer con seguridad que toda propues-
ta recibida por parte del jugador 3 ha sido mediante elección directa, esto es, ρ 11 = ρ21 = 1.
Dado esto, la acción secuencialmente racional de ambos tipos del jugador 1 es aceptar. Nue-
vamente, la regla de Bayes implica que ρ12 = 4/5 y ρ22 = 1/5, con lo cual si el jugador 2
acepta, él obtiene una utilidad esperada igual a 88r, mientras que si rechaza, obtiene 0. Así,
la elección secuencialmente racional del jugador 2 es aceptar. Concluimos entonces que la
combinación de estrategias ((A,A),A,θ) junto con el sistema de creencias especificado for-
man un EBP (equilibrio de aceptación)12. La correspondiente asignación de equilibrio es
(100rθ ,40rθ ,88r(1−θ),96−88r).
Supongamos ahora que el jugador 2 rechaza toda propuesta recibida. La regla de Bayes implica
que ρ11 = ρ21 = θ . Dado lo anterior, la elección secuencialmente racional de ambos tipos del
jugador 1 es rechazar. Luego, la regla de Bayes implica que ρ 12 = 4(1−θ)/5, ρ22 = (1−θ)/5,
ρ32 = 4θ/5 y ρ42 = θ/5. De esta forma, si el jugador 2 acepta, su utilidad esperada es igual a 88r,
mientras que si rechaza, su utilidad esperada es 48. Así, la elección secuencialmente racional
del jugador 2 es rechazar, con lo cual la combinación de estrategias ((R,R),R,θ) junto con el
sistema de creencias especificado forman un EBP (equilibrio de rechazo). La correspondiente
asignación de equilibrio es (50,40,48,0).
12En el cómputo de este equilibrio hemos asumido implícitamente que θ ∈ (0,1). Los casos en los cuales θ
adopta los valores extremos del intervalo requieren un tratamiento especial. La dificultad estriba en que si θ = 1
(respectivamente, θ = 0), el conjunto de información del jugador 3 (resp. jugador 2) no se alcanza con probabilidad
positiva en equilibrio y, por tanto, la regla de Bayes no impone restricción alguna. A pesar de ello, la combinación
de estrategias ((A,A),A,θ ) sigue siendo parte de un EBP, sólo que bajo un sistema de creencias diferente.
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El equilibrio de aceptación posee dos propiedades destacables. En primer lugar, la combinación
de estrategias-creencias es consistente fuerte13 en el sentido de Kreps y Wilson [1982], por lo
que este equilibrio es secuencial14. De este modo, la acción de cada jugador es óptima incluso
cuando él no está completamente seguro de que los otros van a jugar de acuerdo con sus cor-
respondientes estrategias de equilibrio. En segundo lugar, para los jugadores 1 y 2 la estrategia
de aceptación es óptima en un sentido estricto, esto es, prescribe la única mejor respuesta a la
estrategia del otro jugador. Así, la racionalidad no sólo permite que cada jugador acepte la prop-
uesta del jugador 3, sino que además se lo demanda (si cada uno cree que el otro va a aceptar).
Por supuesto, el equilibrio de rechazo comparte propiedades similares.
Este procedimiento de negociación muestra que la hipótesis de racionalidad no permite afir-
mar que la asignación (50,40,48,0) es el único resultado razonable de la cooperación. Surge
entonces la pregunta ¿cuál equilibrio habrá de materializarse? Cuando ambos equilibrios son
comparados en términos de los pagos que ellos generan a los jugadores 1 y 2, es claro que am-
bos jugadores preferirán el equilibrio de rechazo (dominancia en pagos). Sin embargo, este no
es el único aspecto que debe ser tenido en cuenta. Notemos que cuando un jugador debe decidir
si aceptar o no la propuesta del jugador 3, él debe enfrentar el riesgo de que el otro jugador
no actúe de acuerdo con la estrategia de equilibrio. Desde este punto de vista, el equilibrio de
aceptación es dominante (dominancia en riesgo), pues ambos jugadores se aseguran un pago
esperado (ex-ante) de 88r independientemente de la estrategia que implemente el otro jugador.
Considerando todo esto, la respuesta a la pregunta antes formulada es “depende”. A medida que
r varía desde 0 hasta 1/2, la dominancia en pagos se reduce y la dominancia en riesgo aumenta,
con lo cual es más probable que los jugadores 1 y 2 acepten la propuesta del jugador 3. Todo
este razonamiento revela que las asignaciones (50,40,48,0) y (100/3,80/3,32,32) no pueden
ser justificadas como resultados razonables de la cooperación para todo valor de r.
Por último, es relativamente sencillo comprobar que la única asignación que puede ser soportada
por un EBP en los otros dos subjuegos es (50,40,48,0). Para ello, notemos que en el subjuego
en el cual el jugador 1 (respectivamente, jugador 2) tiene la iniciativa, aceptar toda propuesta
por parte del jugador 2 (resp. jugador 3) es una estrategia dominante. De esta forma, la acción
secuencialmente racional del jugador 3 (resp. ambos tipos del jugador 1) es aceptar, con lo cual
la estrategia óptima del jugador 1 (resp. jugador 2) es elegir al jugador 2 (resp. jugador 1) con
probabilidad unitaria.
Negociación bajo el modelo de llegada aleatoria
Consideremos nuevamente el modelo de negociación bajo llegada aleatoria propuesto por de
Clippel. ¿Será que bajo este procedimiento de negociación alguna asignación de equilibrio le
13Una combinación de estrategias θ y un sistema de creencias ρ se denomina consistente si existe una secuencia
de estrategias completamente mixtas {θ k}k∈N tal que θ k → θ y ρk → ρ , donde ρk denota el sistema de creencias
determinado por la regla de Bayes junto con θ k. El par (θ ,ρ) es consistente fuerte si es consistente para toda
sucesión de estrategias mixtas {θ k}k∈N tales que θ k → θ .
14Una combinación de estrategias θ y un sistema de creencias ρ es un equilibrio secuencial si el par (θ ,ρ) es
consistente y θ es secuencialmente racional dado ρ .
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garantiza al jugador 3 un pago esperado positivo? La respuesta a esta pregunta es afirmati-
va. Para ver esto, notemos que en todo ordenamiento en el cual el jugador 3 queda en medio
del proceso de ofertas, él puede asegurarse una utilidad esperada de reserva igual a 96− 88r.
Esto sucede porque en dichos ordenamientos los jugadores 1 y 2 no pueden comunicarse di-
rectamente para alcanzar un acuerdo que les garantice a ambos un pago esperado positivo.
Consideremos, por ejemplo, el subjuego determinado por el ordenamiento σ = (1,3,2), cuya
representación en forma extensiva se ilustra en la figura 8.
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Figura 8: Subjuego bajo el orden σ = (1,3,2)
En caso de que el jugador 3 rechace la propuesta realizada por el jugador 2, el único mecanismo
(no dominado) que él puede ofrecer al jugador 1 es (c13,c13) que implementa el resultado c13 en
ambos estados de la economía. Dado esto, la estrategia secuencialmente racional de ambos tipos
del jugador 1 en el juego sucesivo es aceptar, con el cual el jugador 3 se asegura una utilidad
esperada de reserva igual a 96− 88r. Por otro lado, el único mecanismo (no dominado) que el
jugador 2 puede ofrecer al jugador 3 al inicio del subjuego es (c23,c23). Bajo este mecanismo,
el jugador 1 obtiene un pago nulo, por cuanto él es indiferente y, por tanto, él acepta. Así, el
jugador 3 acepta la propuesta del jugador 2, obtiene su utilidad de reserva y el jugador 2 se va
con un pago esperado de 88r. De este modo, la única asignación de equilibrio en este subjuego
es (0,0,48r,96−88r).
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Negociación ex-ante
Consideremos ahora la negociación en la etapa ex-ante, es decir, antes de que el jugador 1 sea
informado sobre el estado de la economía. En este caso, las utilidades esperadas ex-ante bajo
cada resultado están dadas por
c (u1,u2,u3)
[c01,c
0
2,c
0
3] (0,0,0)
[c12,c
0
3] (48,48,0)
[c13,c
0
2] (88r,0,96−88r)
[c23,c
0
1] (0,88r,96−88r)
Al igual que en la etapa de negociación interim, en este juego los jugadores 1 y 2 actuando
conjuntamente pueden alcanzar el mayor pago posible prescindiendo del jugador 3. Si alguno de
ellos actúa coalicionalmente con el jugador 3, el pago que recibe es estrictamente inferior al que
obtendría bajo la coalición {1,2}. A pesar de ello, el único valor ex-ante incentivo-compatible
de Shapley en cada uno de los juegos determinados por r ∈ (0,1/2) es la asignación (32,32,32)
que corresponde a la evaluación ex-ante de los valores NTU de Shapley de los juegos ex-post.
Acá nuevamente surge la “paradoja de Roth”.
Una posible solución a las dificultades que exhibe esta paradoja, al menos bajo negociación en
la etapa ex-ante, es el uso alternativo del valor ex-ante incentivo-compatible de Harsanyi. La
estructura coalicional de resultados de este juego, sin embargo, no permite el cómputo de este
valor. Para ello, añadiremos al juego original un conjunto de resultados irrelevantes con respecto
al valor ex-ante incentivo-compatible de Shapley. Consideremos alternativamente la siguiente
estructura coalicional de resultados:
C{i} = {c0i }, i ∈ N
C{i, j} = {[c0i ,c0j ],cii j,c
j
i j,c
i j
i j}, ∀i, j ∈ N
CN = {C{1,2}×C{3},C{1,3}×C{2},C{2,3}×C{1}}
con funciones de utilidad dadas por
(u1,u2,u3)
c H L
[c01,c
0
2,c
0
3] (0,0,0) (0,0,0)
[c112,c
0
3] (50,0,0) (40,0,0)
[c212,c
0
3] (0,50,0) (0,40,0)
[c1212,c
0
3] (50,50,0) (40,40,0)
[c113,c
0
2] (100r,0,0) (40r,0,0)
[c313,c
0
2] (0,0,100(1− r)) (0,0,40(2− r))
[c1313,c
0
2] (100r,0,100(1− r)) (40r,0,40(2− r))
[c223,c
0
1] (0,100r,0) (0,40r,0)
[c323,c
0
1] (0,0,100(1− r)) (0,0,40(2− r))
[c2323,c
0
1] (0,100r,100(1− r)) (0,40r,40(2− r))
Valores en Juegos de Negociación Interim 111
Notemos que, con respecto a la estructura coalicional de resultados del juego original, en este
caso lo único que se ha hecho es adicionar resultados que son estrictamente dominados en
ambos estados. De esta forma, con respecto a cualquier regla de asignación eficiente, estos dos
juegos son estratégicamente equivalentes. De hecho, la frontera interim incentivo-eficiente es la
misma bajo ambas estructuras coalicionales. Es posible verificar que para todo r ∈ (0,1/2), el
único valor ex-ante incentivo-compatible de Shapley de este juego es (32,32,32). Más aún, el
único valor de Myerson es (100/3,80/3,32,32). Computemos ahora el valor ex-ante incentivo-
compatible de Harsanyi.
Las escalas naturales en las cuales se realizan las comparaciones interpersonales de utilidad
esperada están dadas por el vector λ = (1,1,1). En efecto, como los juegos ex-post poseen
utilidad transferible y las restricciones de incentivo no son esenciales en el sentido que no
reducen la eficiencia ex-post, entonces el juego ex-ante posee utilidad esperada transferible.
Empecemos determinando los dividendos esperados óptimos. Como en cada coalición singular
el único resultado que posee el jugador lo deja con una utilidad nula en ambos estados, entonces
los dividendos esperados por las coaliciones unitarias son cero. Consideremos el problema que
enfrentan las coaliciones de dos jugadores para determinar sus dividendos máximos. En el caso
de la coalición S = {1,2}, el problema que enfrentan estos jugadores es
ma´x
(U1,U2)∈V ({1,2})
U1 +U2
s.a. U1 = U2
cuya representación gráfica se ilustra en la siguiente figura 9.
U148
U2
48
V ({1,2})
U1 = U2
U1 +U2 = 96
Figura 9: Dividendos óptimos coalición {1,2}
De la figura 9 se deduce que los dividendos esperados óptimos de la coalición {1,2} son
∑t∈T P(t)ξ{1,2}(t) = 48.
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Por otro lado, en el caso de las coaliciones {1,3} y {2,3}, el problema que enfrentan los ju-
gadores 3 y j ( j = 1,2) es
ma´x
(U j,U3)∈V ({ j,3})
U j +U3
s.a. U j = U3
La representación gráfica de este problema es como se ilustra en la siguiente figura:
U j88r
U3
96−88r
88r
V ({ j,3})
U j = U3
U j +U3 = 176r
Figura 10: Dividendos óptimos coaliciones {1,3} y {2,3}
A partir de la figura 10 se deduce que el valor óptimo de los dividendos esperados de las coali-
ciones S = {1,3} y S = {2,3} es ∑t∈T P(t)ξS(t) = 88r.
Finalmente, como la asignación valor debe ser ex-ante eficiente, entonces ∑i∈N Ui = 96, con lo
cual el valor óptimo de los dividendos esperados de la gran coalición es
∑
t∈T
P(t)ξN(t) = 1
n
[
∑
i∈N
Ui− ∑
S⊂N
|S|
(
∑
t∈T
P(t)ξS(t)
)]
=
1
3
[96−2(88r)−2(88r)] =−
352
3
r
El único valor ex-ante de Harsanyi está dado por
Ui = ∑
t∈T
P(t) ∑
R⊆N
R⊇{i}
ξR(t) = 48− 883 r, i = 1,2
U3 = ∑
t∈T
P(t) ∑
R⊆N
R⊇{3}
ξR(t) = 1763 r
Para cada r ∈ (0,1/2), la asignación de utilidades esperadas ex-ante15
(U1,U2,U3) =
(
48−
88
3
r,48−
88
3
r,
176
3
r
)
15Esta asignación corresponde a la evaluación ex-ante de los valores NTU de Harsanyi de los juegos ex-post. En
el estado H el único valor NTU de Harsanyi es la asignación (50− 100r/3,50−100r/3,200r/3). Similarmente,
en el estado L el único valor NTU de Harsanyi es (40−40r/3,40−40r/3,80r/3).
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es factible para la gran coalición, es decir, dado r ∈ (0,1/2) siempre es posible hallar un meca-
nismo incentivo-compatible que soporte dicha asignación.
A diferencia del valor NTU de Shapley, el valor NTU de Harsanyi varía en forma proporcional
con r. Más aún, este valor converge a la asignación (48,48,0) a medida que r decrece hacia cero.
Esta propiedad del valor puede ser caracterizada de una manera más conveniente. Para ello, de-
finamos las siguientes asignaciones de utilidad esperada: u = (48,48,0), v = (88r,0,96−88r),
w = (0,88r,96− 88r). El valor NTU ex-ante de Shapley puede ser alternativamente expresado
como (
1−
4
12−11r
)
u+
2
12−11r
v+
2
12−11r
w
Similarmente, el valor NTU ex-ante de Harsanyi puede ser equivalentemente escrito como:(
1−
12r
36−33r
)
u+
11r
36−33r
v+
11r
36−36r
w
En ambos casos, el valor NTU corresponde a una combinación convexa de las ganancias espera-
das de cada coalición. Notemos que para todo r ∈ (0,1/2), el valor NTU de Harsanyi asigna el
mayor peso a las ganancias u de la coalición {1,2}. Más aún, este peso tiende a 1 a medida que
r decrece hacia 0; de este modo, la probabilidad de que el jugador 3 llegue a un acuerdo coo-
perativo con los otros dos jugadores converge a cero. Este, sin embargo, no es el caso del valor
NTU de Shapley, para el cual dicho peso tiende a 2/3. De este modo, el valor NTU de Harsanyi
refleja de una manera más adecuada los argumentos expuestos en la discusión presentada en los
literales anteriores.
4.2.4. Comentarios Finales a Estos Dos Ejemplos
Lejos de constituir una crítica al valor de Myerson, este par de ejemplos han tenido como
propósito poner de presente la necesidad de profundizar no sólo en la búsqueda de una justifi-
cación no-cooperativa y cooperativa (axiomática) de este concepto solución, sino también en el
desarrollo de nuevos valores capaces de reflejar diferentes aspectos de la estructura formal de
un mismo juego cooperativo.
Algunos esfuerzos han sido realizados en pro de estos objetivos; el trabajo de de Clippel y
Minelli [2004] es sin duda uno de ellos. En su artículo, ellos estudian la solución neutral de ne-
gociación de Myerson16 [1983, 1984a] bajo el supuesto de información verificable. Para el caso
de un principal informado, en el cual uno de los individuos posee todo el poder de negociación,
ellos proveen una caracterización exacta desde el punto de vista cooperativo y no-cooperativo.
La idea general de la justificación no-cooperativa radica en el principio de manipulación creíble,
según el cual el principal tiene todo el poder para influenciar las creencias del agente después
de una desviación arbitraria, excepto que él no puede pretender ser alguno de sus tipos que
16Esta solución de negociación corresponde al valor de Myerson en el caso de problemas bayesianos de nego-
ciación de dos jugadores.
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no ganan después de dicha desviación. A partir de un modelo de negociación extensiva en dos
etapas, de Clippel y Minelli muestran que toda asignación soportada por un EBP que satisface
el principio de manipulación creíble es una solución de negociación y viceversa. La importan-
cia de este resultado radica en que provee el arreglo institucional bajo el cual la interacción de
jugadores racionales conduce a la solución neutral de negociación de Myerson.
Adicionalmente, de Clippel y Minelli proveen una caracterización axiomática completa de la
solución neutral de negociación17 en el caso más general de problemas bayesianos de nego-
ciación de dos jugadores con diferente poder de negociación (bajo implementación con infor-
mación verificable).
La dificultad para proveer justificaciones cooperativas y no-cooperativas del valor de Myerson
es que, como señalan de Clippel y Minelli, en el primer caso, la presencia de restricciones de
compatibilidad de incentivos pueden hacer que la frontera no-dominada del conjunto de posibles
acuerdos de la gran coalición sea no-suave lo cual previene el uso de algunos de los axiomas
que ellos consideran; y, en el segundo caso, cuando las restricciones de incentivo son esenciales,
el principio de manipulación creíble puede no ser útil.
Otro de los aspectos que merecen especial atención es el desarrollo de nuevos conceptos valor
para juegos cooperativos con información asimétrica. Siguiendo un argumento análogo al pre-
sentado por Hart [2004], uno podría definir un valor para un juego cooperativo con información
incompleta como un concepto solución que satisface las siguientes propiedades: primero, coin-
cide con la solución de negociación de Myerson [1984a] en el caso de problemas bayesianos de
negociación de dos jugadores; segundo, coincide con el valor de Shapley cuando los conjuntos
de tipos son singulares y el correspondiente juego en forma característica es TU; y tercero, es
invariante ante transformaciones de las creencias y las funciones de utilidad que dejan inaltera-
da la utilidad esperada interim (invarianza de probabilidad). Pero, ¿todos estos requerimientos
determinan únicamente al valor? De no ser así, sería posible construir otro concepto solución
diferente al valor de Myerson que también satisfaga todas estas propiedades. Cuando la informa-
ción es completa, sabemos que requerimientos análogos a estos no definen en forma biunívoca
al valor NTU. De hecho, diferentes valores han sido propuestos en la literatura; los más notables
son el valor λ -transferible de Shapley [1969], el valor igualitarista de Harsanyi [1963] y el valor
consistente de Maschler y Owen [1989, 1992].
La cuestión ahora es cómo extender los valores NTU existentes al caso en el cual existen
asimetrías de información. Cuando la información es completa, el método de transferencias
ficticias de utilidad (hipótesis de utilidad λ -transferible) ha sido ampliamente empleado en la
teoría de juegos cooperativos para extender diversos conceptos solución desde el caso TU hacia
el caso NTU (véase Myerson [1992]). Basado en esta idea, Myerson [1983, 1984a,b, 2007] em-
plea la hipótesis de la utilidad virtual para extender la solución de negociación de Nash, el valor
NTU de Shapley y el núcleo interno de Qin [1993] al caso de juegos cooperativos con infor-
mación asimétrica18. Todo esto sugiere que el concepto de utilidad virtual se constituye como
17Como se indicó en la introducción de esta tesis, Myerson [1983, 1984a] construye su solución neutral de
negociación mediante una axiomatización parcial.
18Una discusión general al respecto puede ser consultada en Myerson [2002].
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una herramienta útil para generalizar el valor NTU de Harsanyi o el valor NTU de Maschler-
Owen. Alcanzar un logro de este tipo puede constituir un aporte significativo a la teoría, en la
medida que las propiedades de igualitarismo presentes en el valor de Harsanyi o la “perfec-
ción en subcoaliciones” del valor de Maschler-Owen pueden reflejar mejor la estructura de los
controversiales juegos presentados anteriormente19.
Con todo esto, no queremos decir que el valor de Myerson debe ser abandonado, ni mucho
menos descartado. El concepto de valor es tan sólo un indicador, no un predictor. En esa medida,
diferentes valores expresan diferentes puntos de vista sobre una misma situación de interacción.
Así como la media, la mediana o la moda resumen gran cantidad de información diferenciada
de una misma distribución de probabilidad, diferentes valores resaltan distintos aspectos de la
descripción formal de un mismo juego cooperativo.
4.2.5. Un Teorema de Existencia
Al igual que sucede con el valor NTU de Shapley, para poder garantizar un resultado general
de existencia del valor de Myerson se requiere definir este concepto solución de una forma más
genérica permitiendo que algunas de las escalas λi(ti) (no todas ellas) sean cero. Por supuesto,
toda la discusión presentada en la sección 3.4.1 del capítulo 3 es válida y además extensiva
mutatis mutandis al valor de Myerson.
Antes de presentar el teorema de existencia, formularemos algunos resultados previos necesar-
ios. En primer lugar, notemos que todas las ecuaciones que conciernen al valor de Myerson
son lineales en el vector λ . De esta forma, si el mecanismo µN es una solución de negociación
incentivo-compatible de Myerson con vector λ asociado, entonces también lo es para el vec-
tor λ/λ , con λ = ∑i∈N ∑ti∈Ti λi(ti). Con esto, podemos restringir la búsqueda de un vector de
escalas al simplex Λ+ definido por
Λ+ =
{
λ ∈Ω+
∣∣∣∑
i∈N
∑
ti∈Ti
λi(ti) = n
}
En segundo lugar, el espacio de variables duales A+ no es un conjunto compacto, por lo que
no es posible aplicar el teorema de punto fijo de Kakutani. Más aún, si pudiésemos acotar este
espacio, tendríamos además que garantizar que el problema dual posee solución óptima sobre
dicho conjunto para todo vector λ ∈ Λ+. De otra forma, no podríamos a priori asegurar que el
punto fijo que hallemos tenga solución factible.
Lema 4.
Existe un conjunto compacto y convexo A˜⊆ A+ tal que para cada λ ∈ Λ+, A˜ contiene al menos
una solución óptima del problema dual para λ .
Demostración. Notemos que M ∗N es el conjunto factible del problema primal, el cual es com-
pacto e independiente de λ . Entonces el simplex Λ+ puede ser cubierto por una colección finita
19Un análisis de este tipo es realizado por Hart [2004] en el caso del juego del banquero de Owen [1972].
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de conjuntos (cada uno correspondiente al rango de optimalidad de una solución básica factible
del problema primal) tale que en cada conjunto una solución óptima del problema dual pueda
ser escrita como una función lineal de λ . Cada una de las funciones está acotada por Λ+, luego
definimos A˜ como la envoltura convexa de la unión de las imágenes de estas funciones lineales
en Λ+. 
Con esto, podemos formular el siguiente teorema de existencia.
Teorema 9.
Sea Γ un juego cooperativo con información incompleta bajo negociación interim. Entonces Γ
posee al menos un valor de Myerson.
Demostración. Para cada entero positivo k > ∑i∈N |Ti|, definimos el simplex
Λk =
{
λ ∈ Λ+
∣∣∣λi(ti)≥ 1k , ∀i ∈ N, ∀ti ∈ Ti
}
,
el cual es un conjunto no-vacío, compacto y convexo de Ω+.
Similarmente, para cada k definimos la correspondencia ϕ k : M ×Λk × A˜ →M ×Λk × A˜ tal
que (µ˜ , λ˜ , α˜) ∈ ϕk(µ,λ ,α) si y sólo si
(i) µ˜N es una solución óptima del problema primal para λ .
(ii) µ˜ es un vector de amenazas racionales con respecto a λ y α .
(iii) α˜ es una solución óptima del problema dual para λ .
(iv) λ˜i = 1k para cada ti ∈ Ti de cada i ∈ N tal que
ωi(ti)−Ui(µN | ti) < ma´x
j∈N
ma´x
t j∈Tj
[
ω j(t j)−U j(µN | t j)
]
,
donde el vector ω ∈∏i∈N RTi es garantizado por λ , α y µ .
Es posible verificar que ϕk(µ,λ ,α) es un subconjunto no-vacío y convexo de M ×Λk × A˜.
Además, ϕk es semi-continua superiormente. Luego, por el teorema de punto fijo de Kakutani,
para cada k existe (µk,λ k,αk) ∈M ×Λk× A˜ tal que
(µk,λ k,αk) ∈ ϕk(µk,λ k,αk) (15a)
Como esta sucesión de puntos fijos está definida sobre un dominio compacto, entonces, sin
pérdida de generalidad, podemos asumir que converge a un punto (µ,λ ,α) ∈M ×Λ+× A˜. De
no ser así, se toma una subsucesión convergente, la cual siempre existe. Ahora, debemos ver que
el mecanismo µN es una solución de negociación de Myerson. Por la semi-continuidad superior
de ϕk, µN es una solución óptima del problema primal para λ , α es una solución óptima del
problema dual para λ , y µ es un vector de amenazas racionales con respecto a λ y α . Finalmente
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resta verificar que U(µN) satisface las ecuaciones de demandas garantizadas para los vectores
µ , λ y α .
Sea ωk ∈ ∏i∈N RTi el vector de demandas garantizadas por λ k, αk y µk, el cual siempre existe
(véase lema 3). Al sumar las ecuaciones de demanda garantizada tenemos que
∑
i∈N
∑
ti∈Ti
λi(ti)ωki (ti) = ∑
t∈T
P(t)ma´x
c∈C
∑
i∈N
vi(c, t,λ k,αk)
Como µkN es una solución óptima del problema primal para λ k, y αk es una solución óptima del
problema dual para λ k, entonces por el teorema fuerte de dualidad
∑
i∈N
∑
ti∈Ti
λi(ti)Ui(µkN | ti) = ∑
t∈T
P(t)ma´x
c∈C
∑
i∈N
vi(c, t,λ k,αk)
Concluimos entonces que
∑
i∈N
∑
ti∈Ti
λi(ti)Ui(µkN | ti) = ∑
i∈N
∑
ti∈Ti
λi(ti)ωki (ti) (15b)
Si ωki (ti) < Ui(µkN | ti) para algún tipo ti de algún jugador i ∈ N, entonces (15b) implica que
existe algún tipo t j de algún jugador j ∈ N tal que ωkj (t j) > U j(µkN | t j). Luego, por (iv) junto
con la condición de punto fijo, λ ki (ti) = 1/k. Por consiguiente,
lı´m
k→∞
λ ki (ti)[Ui(µkN | ti)−ωki (ti)]≤ 0 (15c)
ya que lı´mk→∞ λ ki (ti) = 0 cuando Ui(µkN | ti)−ωki (ti) > 0 y este último término está acotado
superiormente, pues C y T con conjunto finitos.
Supongamos que existe un tipo t j de algún jugador j ∈ N tal que
lı´m
k→∞
[ωkj (t j)−U j(µkN | t j)] > 0 (15d)
Como cada λ k está contenido en Λk, entonces por (iv) es posible escoger t j tal que satisfaga
(15d) y, además, lı´mk→∞ λ kj (t j) > 0. Entonces
lı´m
k→∞
λ kj (t j)[ωkj (t j)−U j(µkN | t j)] > 0
Sin embargo, esto implica que
0 < lı´m
k→∞
λ ki (ti)[ωkj (t j)−U j(µkN | t j)]
= lı´m
k→∞ ∑i6= j ∑ti 6=t j
λ ki (ti)[Ui(µkN | ti)−ωki (ti)]≤ 0
lo cual es imposible. Por tanto,
ωi(ti) = lı´m
k→∞
ωki (ti)≤ lı´mk→∞
Ui(µkN | ti) = Ui(µN | ti), ∀ti ∈ Ti, ∀i ∈ N
Finalmente, por (15b) ninguna de estas desigualdades puede ser estricta, luego
ωi(ti) = Ui(µN | ti), ∀ti ∈ Ti, ∀i ∈ N,
con lo cual U(µN) satisface las ecuaciones de demandas garantizadas por λ , α y µ . 
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4.3. Implementación con Información Verificable
En algunos juegos cooperativos, aun cuando la información no es verificable, es posible que
algunos tipos de uno o varios jugadores puedan demostrar sin costo que sus demás tipos son
falsos. Para ilustrar esto, retomemos el problema de intercambio del capítulo 2. En este ejem-
plo, el tipo alto del comprador puede probar que él no es tipo bajo simplemente aceptando un
intercambio a un precio lo suficientemente alto. Para el tipo bajo, sin embargo, es difícil revelar
en forma creíble su valoración privada del bien. De este modo, la restricción de incentivos que
afirma que el tipo bajo no tiene incentivos para anunciar que es tipo alto no es esencial, con lo
cual la correspondiente variable dual (multiplicador de Lagrange) es nula. En general, cuando
la información privada es verificable durante la implementación de los acuerdos, un jugador i
puede demostrar sin costo alguno que su tipo no es τi cuando él es realmente tipo ti. En ese
caso, la restricción de incentivo que afirma que el tipo τi no posee incentivos para anunciar que
es tipo ti no es esencial y, por tanto se puede suprimir dicha restricción del problema primal.
Con esta modificación, la teoría expuesta en la sección 4.2 puede ser adaptada al caso en el cual
la información es verificable, suprimiendo las restricciones de incentivo del problema primal y
fijando el valor de las variables duales en cero.
Cuando las variables duales α son todas cero, la definición de utilidad virtual se reduce a un
reescalamiento de la utilidad λ -ponderada. De esta forma, en ausencia de restricciones de in-
centivo y bajo el supuesto simplificador de tipos estadísticamente independientes, la solución al
problema primal es simple: para cada t ∈ T , el mecanismo µN(· | t) debe poner toda la probabili-
dad en aquellos resultados que maximizan ∑i∈N
λi(ti)
p(ti)
ui(c, t). Así, podemos definir λ̂i(ti) = λi(ti)p(ti)
y, de esta forma, todo el análisis de la negociación en la etapa interim se reduce a una adaptación
del análisis de la negociación en la etapa ex-ante, pero bajo una representación tipo-agente. Por
supuesto, en este caso el concepto de eficiencia relevante es la eficiencia interim.
Ejemplo 8 (Un problema simple de intercambio).
Ilustremos las ideas hasta acá expuestas retomando el problema de intercambio bilateral ana-
lizado en el ejemplo 7 de este capítulo. Supongamos ahora que la valoración individual del
comprador es verificable al momento de implementar el acuerdo final. En este caso, el conjun-
to de mecanismos factibles es simplemente el simplex unitario que caracteriza el conjunto de
distribuciones de probabilidad sobre C.
La imagen en el espacio de utilidades esperadas interim del conjunto de mecanismos factibles
e interim individualmente racionales (representada en la figura 11) corresponde a la envoltura
convexa de las asignaciones {(0,0,0),(0,0,78),(0,30,72),(90,30,0),(90,0,6)}.
La frontera no-dominada del conjunto de posibles acuerdos (región sombreada) define el con-
junto de asignaciones de utilidad interim eficientes e interim individualmente racionales. De
este modo, las escalas naturales en las cuales se realizan las comparaciones interpersonales de
utilidad esperada están dadas por el vector λ = (λ H1 ,λ L1 ,λ2) = (4/5,1/5,1), que corresponde al
único vector normal a la superficie de la frontera no-dominada. Por lo anterior, todo mecanismo
interim individualmente racional µN ∈MN es interim eficiente si y sólo si satisface la ecuación
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(90,0,6)
(90,30,0)
(0,0,78)
(0,30,72)
Figura 11: Conjunto de posibles acuerdos
del plano:
4
5
U1(µN | 1H)+
1
5
U1(µN | 1L)+U2(µN) = 78 (16)
A partir de la figura 11 es claro que la solución fuerte para el comprador corresponde a la
asignación de utilidad esperada interim (U H1 ,UL1 ,U2) = (90,30,0). Similarmente, la solución
fuerte para el vendedor es (U H1 ,UL1 ,U2) = (0,0,78). De esta forma, al ser ambos jugadores
simétricos en su habilidad para defenderse de las amenazas de su contraparte, una asignación
de utilidad esperada justa, de acuerdo con el axioma de dictadura aleatoria, sería aquella que
deja a ambos jugadores con la mitad de lo que obtendrían bajo su correspondiente solución
fuerte. En efecto, veamos que la asignación (U H1 ,UL1 ,U2) = (45,15,39) es el único valor de
Myerson.
Dado el vector λ , la utilidad virtual de cada jugador en cada estado es simplemente su utilidad
real. Con esto, el juego de utilidad virtual transferible asociado está descrito por
W{i}(µ, t,λ ,α) = 0, ∀i ∈ N, ∀t ∈ T
WN(µ,1H ,λ ,α) = 90
WN(µ,1L,λ ,α) = 30
Luego, un mecanismo µ∗N ∈MN satisface las ecuaciones de demandas garantizadas si
U1(µ∗N | 1H) = 45
U1(µ∗N | 1L) = 15
U2(µ∗N) = 39
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Como todo mecanismo µ∗N que resuelve las ecuaciones de demanda garantizada satisface (16),
la asignación (UH1 ,UL1 ,U2) = (45,15,39) es el único valor de Myerson y µ∗N es una solución de
negociación. La única solución de negociación es el mecanismo
µ∗N(c1 | 1H) = µ∗N(c2 | 1H) =
1
2
, µ∗N(c1 | 1L) = 1−µ∗N(c2 | 1L) =
5
6
,
que describe una situación en la cual la totalidad del bien es intercambiado a un precio de
$45 cuando la valoración del comprador es alta, y a un precio de $15 cuando la valoración
del comprador es baja. Naturalmente, este mecanismo es ex-post eficiente, pues intercambia la
totalidad del bien en ambos estados. 4
Cap·tulo 5
Conclusiones
La década de 1960 fue muy prolifera para la teoría de juegos por lo menos en dos aspectos:
en primer lugar, se introdujeron las nociones de juego bayesiano y equilibrio bayesiano para el
estudio de situaciones de interacción estratégica bajo información incompleta (Harsanyi [1967-
8], Aumann y Maschler [1966]); en segundo lugar, se desarrollo la extensión de la teoría de
juegos cooperativos al caso en el cual la utilidad no es transferible (Harsanyi [1963], Shapley
[1969]). Estos logros teóricos constituyeron el germen necesario para el posterior desarrollo de
la teoría de juegos cooperativos con información incompleta. Por un lado, el artículo seminal
de Wilson [1978] inició el estudio de las economías de intercambio puro bajo asimetrías de
información desde una perspectiva cooperativa; por otro lado, el artículo de Myerson [1979]
promovió el estudio de los problemas bayesianos de elección colectiva.
A diferencia del modelo de Myerson, el enfoque seguido por Wilson ha sido mucho más pro-
lífero, tal vez debido a que el núcleo ha resultado ser un concepto solución muy útil en el análi-
sis de acuerdos cooperativos en economías de intercambio puro. Algo más de tres décadas han
transcurrido desde que Myerson inició el estudio de la teoría de juegos bayesianos cooperativos
y, sin embargo, dicha teoría ha tenido un muy lento desarrollo; tan sólo seis artículos significa-
tivos (cinco de ellos escritos por el propio Myerson y uno por de Clippel) han sido publicados
en todo este tiempo. Más aún, mientras en economías de intercambio puro con información
incompleta existen más de cinco definiciones diferentes de núcleo y valor, en juegos bayesianos
cooperativos tan sólo se ha propuesto el valor de Myerson y el núcleo de utilidad virtual. Es-
tos dos conceptos solución, sin embargo, han sido poco estudiados debido probablemente a la
dificultad de su cómputo.
La teoría de juegos bayesianos cooperativos se ha desarrollado tan poco, quizás por su inheren-
te complejidad relativa, derivada en parte del amplio uso que ella hace de la teoría del diseño
de mecanismos. Esta tesis ha tenido por objetivo general contribuir en este aspecto al desarro-
llo y estímulo de la investigación posterior en este campo descuidado de la teoría de juegos.
En primer lugar, proporcionamos una descripción detallada de diferentes valores para juegos
bayesianos cooperativos basada en la taxonomía de las etapas informacionales de negociación
y de implementación de los acuerdos. Particularmente, construimos una caracterización de los
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valores NTU de Shapley y Harsanyi para el caso de negociación en la etapa ex-ante, algo que
no había sido propuesto en la literatura. Así mismo, proveemos resultados acerca de la raciona-
lidad individual y la existencia general de estos dos conceptos solución y, realizamos además
una descripción detallada del valor de Myerson en juegos de negociación en la etapa interim. El
cumplimiento de este objetivo ha permitido construir un marco analítico común para comparar
una amplia variedad de situaciones de negociación, al menos bajo ausencia de externalidades
estratégicas. En segundo lugar, siguiendo uno de los problemas abiertos identificados por Forges
y Serrano [2011], hemos propuesto un ejemplo de tres jugadores con el fin de identificar algunas
debilidades que tiene el valor de Myerson. Lejos de constituir una crítica al valor de Myerson,
nuestro ejemplo ha tenido como propósito poner de presente la necesidad de profundizar no sólo
en la búsqueda de una justificación no-cooperativa y cooperativa (axiomática) de este concepto
solución, sino también en el desarrollo de nuevos valores capaces de reflejar diferentes aspectos
de la estructura formal de un mismo juego cooperativo.
Quedan un sinnúmero de problemas abiertos en este campo de la teoría de juegos; al respecto
véase por ejemplo el reciente artículo de Forges y Serrano [2011]. Esperamos, sin embargo, que
esta tesis haya contribuido en alguna medida a remediar este hecho.
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