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Suppressing undesired nonunitary effects is a major challenge in quantum computation and quantum control.
In this work, by considering the adiabatic dynamics in presence of a surrounding environment, we theoretically
and experimentally analyze the robustness of adiabaticity in open quantum systems. More specifically, by
considering a decohering scenario, we exploit the validity conditions of the adiabatic approximation as well
as its sensitiveness to the resonance situation, which typically harm adiabaticity in closed systems. As an
illustration, we implement an oscillating Landau-Zener Hamiltonian, which shows that decoherence may drive
the resonant system with high fidelities to the adiabatic behavior of open systems. Moreover we also implement
the adiabatic quantum algorithm for the Deutsch problem, where a distinction is established between the open
system adiabatic density operator and the target pure state expected in the computation process. Preferred time
windows for obtaining the desired outcomes are then analyzed. We experimentally realize these systems through
a single trapped Ytterbium ion 171Yb+, where the ion hyperfine energy levels are used as degrees of freedom of
a two-level system, with both driven field and decohering strength efficiently controllable.
I. INTRODUCTION
The impossibility of decoupling an open quantum system
from its surrounding environment has motivated the devel-
opment of methods to minimize the harmful nonunitary ef-
fects on a quantum evolution [1]. In some specific cases (see,
e.g., Ref. [2]), such effects can be smoothened for slowly
driven Hamiltonians, which are governed by the adiabatic
theorem [3–5]. Adiabatic evolutions have been extensively
used in a number of applications, such as geometric phases
[6, 7], quantum computation [8–12], quantum thermodynam-
ics [13–17], quantum game theory [18], among others [19–
21]. For closed systems, adiabaticity is associated with a de-
coupled dynamics of eigenspaces corresponding to distinct
energy eigenvalues in the spectrum of a quantum Hamilto-
nian. In particular, assuming no level crossings in the energy
spectrum along the evolution, if a quantum state is prepared
in an instantaneous non-degenerate eigenstate of a sufficiently
slowly varying Hamiltonian H(t) at an initial time then it will
evolve to the corresponding instantaneous eigenstate at later
times. Remarkably, this picture has been challenged for quan-
tum systems driven by highly oscillating fields under reso-
nant conditions [22], which may imply the failure of the ex-
pected adiabatic behavior. In particular, this issue has been
experimentally investigated in a nuclear magnetic resonance
setup [23], where it has been shown that many previously in-
troduced quantitative adiabatic conditions [24–26] may fail at
resonance. As an alternative to deal with this problem, a val-
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idation mechanism for adiabaticity has been recently intro-
duced and experimentally realized via ion traps [27]. In this
approach, adiabatic conditions may be consistently verified by
adopting non-inertial reference frames.
Concerning open quantum systems, a generalization of the
adiabatic theorem can be directly achieved for nonunitary evo-
lution under time-local master equations governed by a Lind-
bladian super-operator Lt. In this case, as originally derived
in Ref. [28], open system adiabaticity can be defined by re-
placing the concept of decoupled evolution of eigenspaces
of a Hamiltonian H(t) for the decoupled evolution of Jordan
blocks [29] of a Lindbladian Lt. The open system adiabatic
behavior reduces to the closed case as decoherence vanishes
and implies, in general, in a finite optimal time for Jordan
block decoupling, since there is a competition between the
adiabatic time scale (requiring slow evolution) and the relax-
ation time scale (requiring fast evolution) [30]. This is rather
different from the traditional closed system case, where adia-
baticity is favored by long evolution times, being exact at the
infinite time limit. In a related approach, Refs. [31, 32] con-
sider adiabatic paths that exactly hold in the infinite time limit
for open quantum systems initially prepared in the steady state
of Lt at t = 0, which is associated with the Lindblad Jordan
block with zero eigenvalue.
In this work, we introduce a realization of the open system
adiabatic theorem considering quantum states initially pre-
pared in general one-dimensional Jordan blocks of Lt, inves-
tigating the adiabatic behavior in a decohering environment
both at resonance and off-resonance. The experimental setup
is based on a hyperfine quantum bit (qubit) built upon a single
trapped Ytterbium ion 171Yb+, where the ion hyperfine energy
levels are used as degrees of freedom of a two-level system
(see, e.g., Refs. [27, 33]). As illustrations of our approach, we
implement an oscillating Landau-Zener Hamiltonian, specifi-
cally introduced to investigate the effects of resonance, and the
adiabatic quantum algorithm for the Deutsch problem, where
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2fidelities can be interpreted in terms of computation outcomes.
As expected in a nonunitary evolution, we will emphasize a
distinction between the open system (mixed) adiabatic den-
sity operator and the target pure state expected as the result of
the computation process. As we will show, since an open sys-
tem typically evolves to a mixed state, the adiabatic density
operator will usually provide (at most) an approximation of
the target desired state. This approximation will occur at spe-
cific finite time windows, which must be taken into account
to ensure the success of the algorithm. Moreover, for both
cases, we provide a class of density operators for which the
open system adiabaticity occurs at the infinite time limit, cir-
cumventing the usual competition between the adiabatic and
relaxation time scales. As a by-product, this is shown to sim-
plify the general quantitative condition obtained Ref. [28] for
a class of initial quantum states.
II. ADIABATIC APPROXIMATION FOR OPEN QUANTUM
SYSTEMS
Let us consider a discrete D-dimensional open quantum
system described by a density operator ρ(t). The nonunitary
evolution of the system is assumed to be driven by a time-local
master equation given by
ρ˙(t) = Lt[ρ(t)], (1)
where Lt[•] is the Lindbladian operator and the subscript t
denotes thatLt[•] may be time-dependent. As in Ref. [28], the
open system adiabatic dynamics is conveniently derived by
adopting the superoperator formalism [34]. In this formalism,
Eq. (1) can be rewritten as
|ρ˙(t)〉〉 = L(t)|ρ(t)〉〉, (2)
where |ρ(t)〉〉 is the D2-dimensional coherence vector and L(t)
is a (D2 × D2)-dimensional matrix. The components %n(t)
of the vector |ρ(t)〉〉 are obtained from %n(t) = Tr{ρ(t)σ†n}
and the elements Lmn(t) of L(t) are written as Lmn(t) =
(1/D)Tr{σ†mLt[σn]}, where {σn} is a matrix basis obeying
Tr{σn} = Dδn0 and Tr{σnσ†m} = D δmn[47]. Here, we will con-
sider the particular case a superoperator L(t) whose Jordan
decomposition [29] admits one-dimensional Jordan blocks
only, which will be individually associated with distinct non-
crossing time-dependent eigenvalues λα(t). As provided in
Appendix A, the adiabatic behavior will follow from the adi-
abatic quantum condition (AQC)
max
t∈[0,τ]
ξβα(t)  1, (3)
where ξβα(t) is the adiabatic parameter, reading
ξβα(t) =
∣∣∣∣∣∣∣e
∫ t
0 <[λα(t′)−λβ(t′)]dt′〈〈Eβ(t)|D˙α(t)〉〉
λβ(t) − λα(t)
∣∣∣∣∣∣∣ , (4)
with {|Dα(t)〉〉} and {〈〈Eα(t)|} denoting the right and left
eigenstates of L(t) with eigenvalues λα(t), respectively, and
<[z] representing the real part of z ∈ C. Eq. (3) ensures
decoupled evolution of Jordan-Lindblad eigenspaces [28].
The energy scale |λα(t) − λβ(t)| takes into account both the
Hamiltonian spectrum and the decohering rates. The co-
herence vector for an arbitrary time t can be expanded as
|ρ(t)〉〉 = ∑α cα(t)e∫ t0 λα(t′)dt′ |Dα(t)〉〉, where cα(t) are com-
plex functions of time associated with the right eigenbasis of
L(t). It is important to highlight that, unlike the closed sys-
tem case [24–26, 35, 36], the adiabatic parameter in Eq. (4)
is such that ξβα(t) , ξαβ(t) due to the presence of the fac-
tor ηβα(t) ≡ e
∫ t
0 <[λα(t′)−λβ(t′)]dt′ . This means that, if we have
maxt∈[0,τ] ξβα(t)  1, then the dynamics of c˙β(t) is decoupled
from the coefficient cα(t), but it does not mean that c˙α(t) is
decoupled from cβ(t). Moreover, the real exponential in the
factor ηβα(t) is responsible for the general finite optimal time
for the adiabatic behavior in open systems [28]. However, we
can show that, under decoherence, adiabaticity may still occur
in the infinite time limit, as it happens for closed systems, for
a class of initial quantum states. Indeed, letL(t) be a Lindblad
superoperator that admits one-dimensional Jordan blocks with
distinct eigenvalues λn(t). Assume that the initial state of the
system can be written as a superposition of two independent
eigenvectors of L(0) and that there are no eigenvalue cross-
ings in the spectrum of L(t). Then, the adiabatic dynamics
in open system is achieved for slowly-varying Lindblad su-
peroperators L(t), with decoupling of Jordan blocks of L(t)
increasing as t → ∞. See Appendix B for a detailed proof of
this statement.
III. OPEN SYSTEM AQC FOR HIGHLY OSCILLATING
DRIVEN FIELDS
A. Landau-Zener model under dephasing
In order to investigate the adiabatic behavior of open sys-
tems in a controllable experimental realization, let us consider,
as our first example, the single-qubit Landau-Zener Hamilto-
nian, which is given by
H(t) = (ω0/2)σz + (ωx/2) sin(ωt)σx . (5)
This Hamiltonian presents a resonant configuration when
ω0 ≈ ω, as shown in Appendix C. Indeed, it can be used
to illustrate the fact that, due to resonance, several quanti-
tative adiabatic conditions designed for closed systems [23–
26, 35, 36] are neither necessary nor sufficient to describe the
adiabatic behavior in the model if the analysis is performed in
the traditional inertial reference frame [27]. Concerning deco-
herence, we consider that the qubit is coupled to a dephasing
reservoir evolving under a Lindblad master equation
ρ˙(t) = −i[H(t), ρ(t)] + γ [σzρ(t)σz − ρ(t)] , (6)
with γ denoting a time-independent dephasing rate. By rewrit-
ing Eq. (6) in the superoperator formalism we obtain a 4 × 4-
dimensional superoperator L(t) whose elements are Lnm(t) =
(1/2)Tr{−iσn[H(t), σm] + γσn [σzσmσz − σm]}. So, we have
3FIG. 1: Experimental setup for demonstrating the adiabatic quantum
dynamics under decoherence. (a) Experimental apparatus to gener-
ate the operating waveform, where the programmable arbitrary wave-
form generator (AWG) is used to implement the target Hamiltonian,
with Gaussian noise working as environment. (b) The relevant en-
ergy spectrum of the 171Yb+ ion and the six needle trap.
(by adopting the basis {1, σx, σy, σz})
L(t) =

0 0 0 0
0 −2γ −ω0 ω0 sin(ωt) tan θ
0 ω0 −2γ 0
0 −ω0 sin(ωt) tan θ 0 0
 . (7)
The system is initialized in the ground state of H(0), which
is given by ρ(0) = |1〉〈1|. Then, the coherence initial vec-
tor |ρ(0)〉〉 is written as |ρ(0)〉〉 = |D0(0)〉〉 − |D1(0)〉〉, where
the eigenvectors of the driving super-operator are |D0(t)〉〉 =
[ 1 0 0 0 ]t and |D1(t)〉〉 = [ 0 0 sin(ωt) tan θ 1 ]t, which
are associated with eigenvalues λ0 = 0 and λ1 = −2γ, respec-
tively, where θ = arctan[ωx/ω0] . The other eigenvalues of
L(t) are λ2 = −γ − ∆(t) sec(θ)/2 and λ2 = −γ + ∆(t) sec(θ)/2,
where ∆(t) is a purely complex number defined as ∆2(t) =
2γ2+ω20[2 cos(2tω) sin
2(θ)−3]+(2γ2−ω20) cos(2θ). Thus, adi-
abatic dynamics is such that it inhibits transitions from eigen-
vectors |D0(t)〉〉 and |D1(t)〉〉 to other eigenstates of L(t). See
Appendix C for a complete characterization of the eigenstates
of L(t).
B. Experimental implementation
We explore the adiabatic behavior of the resonant Landau-
Zener Hamiltonian in a decohering environment both from
a theoretical and an experimental point of view. In order
to experimentally realize the model, we use a trapped Yt-
terbium ion (171Yb+) to implement the dynamics in Eq. (6),
with the experimental setup shown in Fig. 1. We encode the
qubit into two hyperfine energy levels of the 2S 1/2 ground
state, which is denoted by |0〉 ≡ 2S 1/2 |F = 0,mF = 0〉 and
|1〉 ≡ 2S 1/2 |F = 1,mF = 0〉. Before the microwave ma-
nipulation, we can use a standard optical pumping process to
initialize the qubit into the |0〉 state with 99.9% efficiency.
By using the arbitrary waveform generator (AWG), we co-
herently drive the hyperfine qubit to implement the target
Hamiltonian. This is a well-established experimental proce-
dure. However, there is no universal way to control the two-
level system interacting with an environment. Instead, we
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FIG. 2: Main: Theoretical fidelity FTheor(t) (continuum lines) and
its experimental counterpart FExpt(t) (symbols) as functions of the
evolution time t for the values of the dephasing rate γ1 = 1256 Hz
(circle), γ2 = 3141 Hz (diamond) and γ3 = 6283 Hz (square), where
the each fidelity is computed concerning state in Eq. (8). Inset: Adi-
abatic parameters ξ21(t) and ξ31(t) (in multiples of 10−4). In the inset,
the symbols do not represent experimental points. We adopted the
values ω0 = 2pi MHz and ωx = 2pi × 20 KHz, with resonance ob-
tained through ω = ω0.
have introduced a new approach, which is based on a Gaussian
noise frequency modulation of the 2pi × 12.442 GHz carrier
microwave. This can be used to mimic the dephasing channel
with high controllability for an arbitrary target dephasing rate
γ [37]. After the microwave operation, a standard florescence
detection method is used to measure the population of the |1〉
state [38].
To verify the effectiveness of the adiabatic condition for
open systems, we use the fidelity as a figure of merit. Fidelity
can be used as a distinguishability measure between two den-
sity matrices ρ1 and ρ2, being defined by F (t) = A[ρ1, ρ2],
whereA[ρ1, ρ2] = Tr[(ρ1/21 ρ2ρ1/21 )1/2].
Concerning the expected adiabatic behavior, we note
first that, since the eigenvector |D0(t)〉〉 = |D0〉〉 is time-
independent, its dual left eigenstate 〈〈E0(t)| = 〈〈E0| is
also time-independent, so that we can use the relation
〈〈Eβ(t)|D˙α(t)〉〉 = −〈〈E˙β(t)|Dα(t)〉〉 to conclude that ξ0α =
ξα0 = 0. Thus, we do not have transitions from |D0〉〉 to any
other state. In addition, as detailed in Appendix B, ξα0 = 0 is
always valid for any open quantum system. On the other hand,
ξα2 is nonvanishing. Its behavior is shown in the inset plot in
Fig. 2., which allows us to conclude that the adiabatic approx-
imation shown in Eq. (4) is indeed satisfied for the range of
values for the parameters chosen in the experiment. Since the
coefficients ξα2 are small and decay as a function of time, it
is then expected that the fidelities increase and approach the
value one as time t → ∞. Indeed, the adiabatic evolved state
can be written as
ρad(t) =
1
2
[
1 − 1
2
e−2γt sin(ωt) tan(θ)σy − e−2γtσz
]
. (8)
The experimental output data and the theoretical predic-
tions are shown in Fig. 2, where theoretical and experimen-
tal process fidelities are, respectively, given by FTheor(t) =
4A[ρad(t), ρN-sol(t)] and FExpt(t) = A[ρad(t), ρExpt(t)], where
ρN-sol(t) is the numerical solution of Eq. (6) and ρExpt(t) is
obtained from the standard quantum state tomography. Re-
markably, experimental fidelity is measured as 99.4% in our
system [33]. In all of the experiments realized in this work,
the error bars are obtained from the standard deviation asso-
ciated with 60 000 repetitions of the experiment. For every
fidelity, we perform state tomography by measuring the qubit
in the three Pauli bases (σx, σy, and σz) [39], with every basis
measured 2000 times and repeated 10 times.
From Fig. 2, notice that fidelities with respect to the adi-
abatic density operator ρad(t) tend to increase for long evo-
lution times but they undergo strong oscillations at an inter-
mediate time scale. This is a consequence of the resonance
phenomenon. If evolution is not long enough, the qubit ap-
proximately evolves as a closed system, since decoherence
effects do not considerably drive the system through a nonuni-
tary evolution. Indeed, it is known that, in this situation, reso-
nance limits the applicability of the adiabatic theorem (correct
predictions for closed systems would require a change for a
non-inertial frame [27]). On the other hand, as time increases
in an open system scenario, decoherence plays a relevant role,
driving the system with high fidelities to the adiabatic evolu-
tion predicted by the adiabatic approximation established by
Eq. (3). This is rather different for closed systems, where res-
onance challenges the applicability of the adiabatic theorem
for an arbitrary time scale [22, 23, 27]. This result is also in
contrast with the general predictions in Refs [28, 30], where
open system adiabaticity is typically expected to occur at fi-
nite time for the case of decomposition in terms of general
Jordan blocks.
IV. ADIABATIC DEUTSCH ALGORITHM
A. Deutsch Hamiltonian under dephasing
Let us consider now an application in quantum computing
by means of the adiabatic Deutsch algorithm in open sys-
tems [30]. The Deutsch problem is a decision problem on
whether a dichotomic function f : x ∈ {0, 1} → f (x) ∈ {0, 1}
is constant [ f (0) = f (1)] or balanced [ f (0) , f (1)] [40]. The
algorithm is implemented through a time-dependent Hamil-
tonian governing the adiabatic dynamics of a qubit, which is
given by
HDA(t) = −ω
[
cos (piFt/2τ)σx + sin (piFt/2τ)σy
]
, (9)
where F = 1 − (−1) f (0)+ f (1) and τ is the total evolution time.
The qubit is initialized in the state |ψ(0)〉 = |+〉. By adiabat-
ically evolving the system, the global behavior of the func-
tion f can be obtained from the final state , which will be
|ψ(τ)〉 = |+〉 when f is constant and |ψ(τ)〉 = |−〉 when f
balanced. Here, we will consider the effects of dephasing on
the Deutsch algorithm, as provided by the master equation de-
scribed in Eq. (6).
The dynamics of the Deutsch algorithm can be obtained
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FIG. 3: Main: Fidelity for the adiabatic open system behavior of
the Deutsch algorithm. It is shown F osTheor(τ) (continuum lines) and
its experimental counterpart F osExpt(τ) (symbols) as functions of τ for
several values of the dephasing rate γ. Inset: Adiabatic open sys-
tem parameters ξ21(τ) and ξ31(τ). In the inset, the symbols do not
represent experimental points. They are used just to distinguish the
results for each value of γ. We consider a balanced function with
ω = 2pi × 10 KHz. Due the high controllability and measurement
fidelity, some experimental points data are superposed.
from the superoperator
LDA(t) =

0 0 0 0
0 −2γ 0 ω sin pit/τ
0 0 −2γ ω cos pit/τ
0 −ω sin pit/τ −ω cos pit/τ 0
 , (10)
where the relevant eigenvalues of LDA(t) are given by
λ0 = 0 and λ1 = −2γ, with their corresponding eigen-
vectors reading |DDA0 (s)〉〉 = [ 1 0 0 0 ]t and |DDA1 (s)〉〉 =
[ 0 cos(Fpis/2) − sin(Fpis/2) 0 ]t, where s = t/τ ∈ [0, 1]
is the normalized evolution time. The other eigenvalues are
λ2 = −(γ+ ∆) and λ3 = −(γ−∆), where ∆2 = γ2 −ω2. There-
fore, from this set of eigenvectors, we can identify the ini-
tial state |ψ(0)〉〉 of the protocol as given by the superposition
|ρDA(0)〉〉 = |DDA0 (0)〉〉 + |DDA1 (0)〉〉 and the evolved adiabatic
matrix density is obtained as (see Appendix D)
ρosDA(s) =
1
2
[
1 + e−2γτ cos
(Fpis
2
)
σx − e−2γτ sin
(Fpis
2
)
σy
]
,
(11)
where the superscript os stands for open system in order to
indicate that the density operator is obtained from an open
system adiabatic dynamics. The above adiabatic solution pro-
vides the target state of the algorithm at s = 1 under the action
of the decohering environment as
ρosDA(1) =
1
2
[
1 + e−2γτ(−1) f (0)+ f (1)σx
]
. (12)
where we use cos(Fpi/2) = (−1) f (0)+ f (1) and sin(Fpi/2) = 0 for
any function f (x) ∈ {0, 1}. The dynamics of the system and its
distance with respect to ρDA(s) (as measured by the fidelity)
are provided in Fig. 3, where without loss of generality, we
consider the implementation of the algorithm for a balanced
function f (0) = 0 and f (1) = 1. As before, the theoretical and
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FIG. 4: Fidelity for the pure target state in the Deutsch algorithm
for several values of the dephasing rate γ. Lines represent F csTheor(τ)
and the dots its experimental counterpart F csExpt(τ). We consider a
balanced function with ω = 2pi × 10 KHz. Two high fidelity time
windows are highlighted in light green color.
experimental fidelities of achieving the adiabatic open sys-
tem dynamics are defined by F osTheor(τ) = A[ρosDA(1), ρN-sol(τ)]
and F osExpt(τ) = A[ρosDA(1), ρExpt(τ)], respectively, with ρN-sol(τ)
given by the numerical solution of Eq. (6) for the Hamiltonian
HDA(t) and ρExpt(t) obtained via quantum tomography.
Remarkably, by looking at the adiabatic decohering dynam-
ics of the Deutsch algorithm, it is argued in Ref. [28] that there
should be an optimal time for the adiabatic approximation.
While this is true in general, as a consequence of the compe-
tition between the adiabatic and the decoherence time scales,
here fidelity increases to its maximum as τ → ∞. Indeed, as
proved in Appendix B, this is because the initial density op-
erator is a superposition of two blocks of LDA(0), given that
LDA(t) admits one-dimensional Jordan blocks and does not
show eigenvalue crossings. As it will be explicitly discussed
below, notice also that the high fidelity for the adiabatic be-
havior as τ→ ∞ does not imply in a high fidelity for the target
state of the algorithm, since the adiabatic solution provides a
maximally mixed state in the asymptotic limit.
B. Adiabatic time window for the target state fidelity
A challenge in the implementation of adiabatic quantum al-
gorithms under decoherence is to obtain a favorable trade-off
between the necessary time to achieve the adiabatic regime
and the (restrictive) time scale of decohering effects. As pre-
viously illustrated, the oscillatory behavior of the fidelity is
a common phenomenon in the adiabatic evolution of both
closed and open quantum systems. In particular, it is possi-
ble to identify the first maximum of the fidelity near to one
in different adiabatic protocols and systems [33, 41–44]. To
investigate how useful the fidelity maxima can be, we show
in Fig. 4 the fidelity of achieving the desired target state of
the Deutsch algorithm, which is the expected output of the
algorithm. Notice that this requires more than simply ensur-
ing open system adiabaticity, since the adiabatic mixed-state
density operator can only approximate the target pure state
desired as the result of the computation process. The output
for a balanced function f is the pure state |−〉, which can be
represented by the density operator
ρoutDA(1) = (1/2)(1 − σx). (13)
Observe that, since we are evolving under decoherence, the
target state provided by Eq. (13) is distinct of the adiabatic so-
lution given in Eq. (12), with the adiabatic solution reducing
to the target state in the limit of vanishing decoherence. In
order to quantify the success of the algorithm under decoher-
ence, we define the fidelity of the real dynamics with respect
to the target output density operator. The theoretical values
are provided by F csTheor(τ) = A[ρoutDA(1), ρN-sol(τ)], while their
experimental counterparts are F csExpt(τ) = A[ρoutDA(1), ρExpt(τ)].
The superscript cs stands for closed system in order to indi-
cate the fidelity for the expected target state that would be ob-
tained from a closed system adiabatic dynamics. The above
adiabatic solution provides the target state of the algorithm at
s = 1 under the action of the decohering environment.
Notice that the fidelity with respect to the pure target state
in Fig. 4 decays for long times as the decoherence rate in-
creases. This is in contrast with the fidelity with respect to
the mixed-state adiabatic evolution for open system in Fig. 3,
which goes to one as t → ∞. This is because adiabaticity in
open systems is related to decoupling of Jordan blocks in a
nonunitary evolution, which is only approximately equivalent
(in the weak coupling regime) to achieving a pure target state
after a computation process. Therefore, by focusing on pure
target states, it is possible to see a preferred time-window ex-
hibiting maximum fidelity. In Fig. 4, we show two windows
with high fidelities, which are highlighted in light green color.
Notice that these windows also correspond to high fidelities
in Fig. 3, which means that adiabaticity in open systems is in-
deed able to provide the target state of the Deutsch algorithm
with high fidelity for convenient measurement times.
V. CONCLUSIONS
In this paper we have addressed, from both a theoretical
and an experimental point of view, the resonance sensitive-
ness and the time optimality of the adiabatic approximation
in open systems. First, we have shown that, distinctly from
the closed case, the validity conditions for adiabaticity under
decoherence may be robust against resonant phenomena. Sec-
ond, we have implemented an adiabatic version of the Deutsch
algorithm, analyzing its run-time optimality in open systems.
In contrast with the general picture previously derived in the
literature [28, 30], we have shown that the adiabatic approx-
imation for open systems holds in the asymptotic time limit
t → ∞ in the Deutsch algorithm, which is an arbitrarily valid
consequence of the one-dimensional Jordan decomposition of
the Lindblad superoperator LDA(t), the absence of level cross-
ings, and the initialization of the system as a superposition of
only two eigenstates of LDA(t). It is worth mentioning that,
if we are interested in maximizing the probability of measur-
ing the target (pure) state as the outcome of the algorithm,
6instead of the open system adiabatic mixed-state density op-
erator, then there is an optimal time window for the system
measurement (for previously related discussions on this topic,
see also Refs. [30, 42, 45, 46]).
Concerning the experimental results, we have reported, to
the best of our knowledge, the first experimental investigation
of the adiabatic approximation in a fully controllable open
system, where the total evolution time and the decoherence
rates can be freely set to verify the quantitative validity con-
ditions for the adiabatic behavior. By using a hyperfine qubit
encoded in ground-state energy levels of a trapped Ytterbium
ion, all of the theoretical predictions highlighted above have
been successfully realized. In this context, this work gener-
alizes to the open system scenario the experimental analysis
of adiabaticity under resonance implemented for closed sys-
tems in Ref. [23]. In particular, it has been shown that deco-
herence may drive the resonant quantum system to the open
system adiabatic behavior. Moreover, our work also provided
a framework to exploit the experimental realization of adia-
baticity in quantum computing under decoherence, tackling
features such as optimal run-time of an algorithm, asymp-
totic time behavior, competition between adiabatic and relax-
ation time-scales, outcome fidelities, among others. Scala-
bility of the time window analysis as more qubits are intro-
duced and more general features of open systems, such as
non-Markovianity, are left as future challenges.
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Appendix A: Adiabatic approximation: proof of Eqs. (3) and (4)
The adiabatic approximation in open quantum systems
can be appropriately described by the super-operator formal-
ism [28]. To begin with, let us consider a time-local nonuni-
tary dynamics for a D-dimensional quantum system, which
reads
ρ˙(t) = Lt[ρ(t)] , (A1)
where Lt[•] is the dynamical generator. In particular, such
equation can be rewritten as
|ρ˙(t)〉〉 = L(t)|ρ(t)〉〉 , (A2)
where the double ket |ρ(t)〉〉 denotes a super-vector (or coher-
ence vector, in case of a single qubit) and L(t) will be re-
ferred as the Lindblad super-operator. The prefix super is
due to the dimensions of |ρ(t)〉〉 and L(t), namely, L(t) can
be represented by a D2 × D2 matrix and |ρ(t)〉〉 by a vec-
tor with D2 components, where D is the dimension of the
Hilbert space associated with the quantum system. The com-
ponents %n(t) of the vector |ρ(t)〉〉 are obtained from %n(t) =
Tr{ρ(t)σ†n} and the elements Lmn(t) of L(t) are written as
Lmn(t) = (1/D)Tr{σ†mLt[σn]}, where {σn} is a matrix basis
obeying Tr{σnσ†m} = Dδmn. From these definitions, the inner
product between two elements |ρ(t)〉〉 and |λ(t)〉〉 is identified
as 〈〈λ(t)|ρ(t)〉〉 = DTr{ρ(t)λ†(t)}. In particular, for a single
qubit, we get L(t) as a 4× 4 matrix and |ρ(t)〉〉 as a four-vector
(vector with 4 components). By writing the density matrix ρ(t)
of a single qubit in terms of the components %α(t), we obtain
ρ(t) =
1
2
[
1 + %x(t)σx + %y(t)σy + %z(t)σz
]
. (A3)
In general L(t) does not admit a diagonal form, but it can be
decomposed in the Jordan block-diagonal form. To this end,
we define the set of right (quasi-) eigenvectors {|Dmαα (t)〉〉} and
its left counterpart {〈〈Emαα (t)|}, with α denoting a Jordan block
with eigenvalue λα(t) and mα denoting a (possible) degenerate
(quasi-) eigenvector. The (quasi-) eigenvalue equations are
written as [28]
L(t)|Dmαα (t)〉〉 = λα(t)|Dmαα (t)〉〉 + |Dmα−1α (t)〉〉 , (A4)
〈〈Emαα (t)|L(t) = λα(t)〈〈Emαα (t)| + 〈〈Emα+1α (t)| . (A5)
If the superoperator L(t) admits an one-dimensional Jordan
block decomposition, we can simplify the above equations as
L(t)|Dα(t)〉〉 = λα(t)|Dα(t)〉〉 , (A6)
〈〈Eα(t)|L(t) = λα(t)〈〈Eα(t)| . (A7)
We will assume superoperators L(t) that admit the Jordan de-
composition given by Eqs. (A6) and (A7). Thus, the solution
of Eq. (A2) can be represented as
|ρ(t)〉〉 =
∑
α
cα(t)e
∫ t
0 λα(t
′)dt′ |Dα(t)〉〉 , (A8)
where cα(t) are coefficients to be determined. Now, using the
above ansatz in Eq. (A2), we find∑
α
cα(t)e
∫ t
0 λα(t
′)dt′ |Dmα−1α (t)〉〉 =
∑
α
c˙α(t)e
∫ t
0 λα(t
′)dt′ |Dα(t)〉〉
+
∑
α
cα(t)e
∫ t
0 λα(t
′)dt′ |D˙α(t)〉〉 ,
7so that each cβ(t) evolves as
c˙β(t)e
∫ t
0 λβ(t
′)dt′ = cβ(t)〈〈Eβ(t)|D˙β(t)〉〉e
∫ t
0 λβ(t
′)dt′
+
∑
α,β
cα(t)〈〈Eβ(t)|D˙α(t)〉〉e
∫ t
0 λα(t
′)dt′ . (A9)
We can rewrite Eq. (A9) as
d
dt
[
cβ(t)e−
∫ t
0 καα(t
′)dt′
]
=
∑
α,β
cα(t)κβα(t)e
∫ t
0 (λα(t
′)−λβ(t′))dt′ ,
(A10)
where we defined κβα(t) = 〈〈Eβ(t)|D˙α(t)〉〉. Thus, to achieve
the adiabatic behavior, the right-hand-side of Eq. (A10) must
vanish, so that we get
cβ(t) ≈ cβ(0)e
∫ t
0 καα(t
′)dt′ . (A11)
Thus, a sufficient condition to obtain such result arises by im-
posing
max
t∈[0,τ]
∣∣∣∣∣∣∣e
∫ t
0 (λα(t
′)−λβ(t′))dt′κβα(t)
λβ(t) − λα(t)
∣∣∣∣∣∣∣  1, (A12)
where the eigenvalue gap |λα(t) − λβ(t)| appears as a natural
energy scale to set the adiabatic behavior of the system. In
general, sinceL(t) is not Hermitian, each eigenvalue λα(t) can
be decomposed as λα(t) = <λα(t) + i=λα(t). Then, Eq. (A12)
becomes
max
t∈[0,τ]
∣∣∣∣∣∣∣e
∫ t
0 <[λα(t′)−λβ(t′)]dt′κβα(t)
λβ(t) − λα(t)
∣∣∣∣∣∣∣  1 , (A13)
Hence, Eq. (A13) leads to the adiabatic coefficient in Eq. (4),
which reads
ξβα(t) =
∣∣∣∣∣∣∣e
∫ t
0 <[λα(t′)−λβ(t′)]dt′〈〈Eβ(t)|D˙α(t)〉〉
λβ(t) − λα(t)
∣∣∣∣∣∣∣ , (A14)
Appendix B: Asymptotic adiabatic dynamics for open systems
By using the master equation (A1), it follows that the super-
operator Lt[•] satisfies Tr{Lt[ρ(t)]} = 0, since Tr{ρ˙(t)} = 0.
Thus, if we consider the basis {σn}, with σ0 = 1, the first
row of the matrix representation of L(t) is vanishing. In fact,
by adopting that the matrix elements of L(t) are written as
Lmn(t) = (1/D)Tr{σ†mLt[σn]}, we have
L0n(t) =
1
D
Tr{Lt[σn]} = 0 . (B1)
Then L(t) has at least one eigenvalue zero with eigenvector
constant. We further assume thatL(t) admits one-dimensional
Jordan decomposition and that there are no eigenvalue cross-
ings in the spectrum of L(t). If we suitably order the basis
so that the first eigenvalue is λ0 = 0, we get the associated
eigenvector as
|D0〉〉 =
[
1 0 0 · · · 0 0]t . (B2)
As an immediate result, it follows that 〈〈E0| = |D0〉〉t. In
addition, such vector is associated with the maximally mixed
state (1/D)1. In fact, the elements %n(t) of |ρ(t)〉〉 are given by
%n(t) = Tr{σ†nρ(t)}, so that in the basis {1, σn} we have
%n(t) =
1
D
Tr{σ†k1} = δ0n . (B3)
where we use that Tr{σ†kσn} = Dδkn and Tr{σn} = Dδn0.
Therefore, by writing the density matrix as
ρ(t) =
1
D
1 + D−1∑
n=1
%n(t)σn
 , (B4)
it is possible to conclude that any physical initial state |ρ(0)〉〉
must be written as a combination of |D0〉〉 and other vectors
|Dβ,0(t)〉〉. Hence, the initial state can be generally written as
|ρ(0)〉〉 = c0(0)|D0〉〉 +
∑
β,0
cβ(0)|Dβ(0)〉〉 , (B5)
where c0(0) = 1 and cβ(0) are general complex coefficients.
The dynamics of the vanishing eigenvalue subspace can be
studied from Eq. (A9). Indeed, let us write
c˙0(t) =
∑
β,0
cβ(t)〈〈E0|D˙β(t)〉〉e
∫ t
0 λβ(t
′)dt′ . (B6)
where we already used λ0(t) = 0 and 〈〈Eβ(t)|D˙0(t)〉〉 = 0.
Now, using that the supervectors |D˙β(t)〉〉 and 〈〈Eβ(t)| satisfy
〈〈Eα(t)|Dβ(t)〉〉 = δβα for any β and α, we have
d
dt
〈〈Eα(t)|Dβ(t)〉〉 = 〈〈E˙α(t)|Dβ(t)〉〉 + 〈〈Eα(t)|D˙β(t)〉〉 = 0 ,
and consequently we conclude that
〈〈E˙α(t)|Dβ(t)〉〉 = −〈〈Eα(t)|D˙β(t)〉〉 . (B7)
By using this result in Eq. (B6), we get c˙0(t) = 0, which then
implies in c0(t) = 1, ∀t.
Concerning the dynamics of the remaining eigenstates of
L(t), let us assume that the initial state is such that a single
Jordan block is populated in addition to the block associated
with λ0(t), i.e., cη(0) , 0 for a single η ∈
[
1,D2 − 1
]
. We
then start by looking at the adiabatic condition in Eq. (A14).
The parameter ξβα(t) tells us whether or not β can evolve
decoupled from α, but it does not provide any informa-
tion whether α can evolve decoupled from β. Assume that
maxt∈[0,τ] ξβα(t)  1 asymptotically in time (t → ∞), due to
the fact that<
[
λα(t) − λβ(t)
]
< 0, ∀α, t. Provided the absence
of level crossings as a function of time, this condition selects
the largest eigenvalue λβ(t). Then, we write c˙β(t) = b(t)cβ(t),
with b(t) denoting a complex coefficient. The solution reads
cβ(t) = cβ(0)e
∫ t
0 b(t
′)dt′ . On the other hand, once the parame-
ter ξαβ(t) does not necessarily satisfy maxt∈[0,τ] ξαβ(t)  1, we
generically write c˙α(t) =
∑
α′,β aα′ (t)cα′ (t) + aβ(t)cβ(t), with
aα′ (t) and aβ(t) complex coefficients. However, by impos-
ing cβ(0) = 0, it yields cβ(t) = 0 and consequently c˙α(t) =∑
α′,β aα′ (t)cα′ (t). By iteratively applying this argument after
8decoupling λβ(t), we finally obtain that c˙η(t) = aη(t)cη(t), stop-
ping as λη(t) becomes the largest eigenvalue of the remain-
ing set. Thus, by assuming a single cη(0) , 0 in the initial
state, which is equivalent to assuming an initial superposition
of only two Jordan blocks, an adiabatic dynamics for t → ∞
is always achieved, reading
|ρ(t)〉〉 = |D0〉〉 + cη(t)|Dη(t)〉〉 . (B8)
Appendix C: Open system AQC for highly oscillating driven
fields
Let us consider a Landau-Zener type Hamiltonian given by
H(t) =
ω0
2
σz +
ωx
2
sin(ωt)σx . (C1)
We can rewrite Eq. (C1) as
H(t) =
ω0
2
[
σz + tan θ sin(ωt)σx
]
, (C2)
where θ = arctan[ωx/ω0]. It is not obvious that the Hamilto-
nian H(t) in Eq. (C2) exhibits a resonant behavior. In order to
see this fact, let us define a time-dependent oscillating frame
R(t) = e−i
ω
2 tσz . In this oscillating frame, the Hamiltonian is
given by
HR(t) = R(t)H(t)R†(t) + iR(t)R˙†(t) =
ω0 − ω
2
σz +
f (t)
2
σy ,
(C3)
where f (t) = eitωω0 sin(tω) tan θ. Notice then that we can
get a resonant situation if we choose ω0 ≈ ω. Concerning
the Lindblad superoperator in the superoperator formalism,
Eq. (6) of the main text implies that
L(t) =

0 0 0 0
0 −2γ −ω0 ω0 sin(ωt) tan θ
0 ω0 −2γ 0
0 −ω0 sin(ωt) tan θ 0 0
 , (C4)
whose eigenvectors are given by
|D0(t)〉〉 = [ 1 0 0 0 ]t , (C5a)
|D1(t)〉〉 = [ 0 0 sin(ωt) tan θ 1 ]t , (C5b)
|D2(t)〉〉 = [ 0 −λ4(t)ω0 1 − sinωt tan θ ]t, (C5c)
|D3(t)〉〉 = [ 0 −λ3(t)ω0 1 − sinωt tan θ ]t. (C5d)
The eigenvectors above are associated with the eigenvalues
λ0 = 0, λ1 = −2γ, λ2(t) = −γ−∆(t) sec(θ)/2 and λ3(t) = −γ+
∆(t) sec(θ)/2, respectively, where we have defined ∆2(t) =
2γ2 + ω20[2 cos(2tω) sin
2(θ) − 3] + (2γ2 − ω20) cos(2θ). The
system is initialized in the ground state of H(0) as |1〉 so that,
in terms of the Pauli matrices, the initial state is given by
ρ(0) = |1〉〈1| = 1
2
[
1 − σz] . (C6)
The initial state in the superoperator formalism is then
|ρ(0)〉〉 = [ 1 0 0 −1 ]t. Therefore, from Eqs. (C5), we get
|ρ(0)〉〉 = |D0(0)〉〉 − |D1(0)〉〉 . (C7)
By imposing now an adiabatic evolution under L(t) we obtain
that the evolved state is
|ρ(t)〉〉 = |D0(t)〉〉 − e
∫ t
0 λ1(t
′)−λ0(t′)dt′ |D1(t)〉〉
= |D0(t)〉〉 − e−2γt |D1(t)〉〉
= [ 1 0 −e−2γt sin(ωt) tan(θ)/2 −e−2γt ]t . (C8)
From Eq. (C8), the adiabatic density matrix can then be writ-
ten as
ρ(t) =
1
2
[
1 − 1
2
e−2γt sin(ωt)(θ)σy − e−2γtσz
]
. (C9)
Appendix D: Adiabatic Deutsch algorithm under dephasing
channel
As it has been discussed in Ref. [30], an adiabatic Hamil-
tonian capable of implementing the Deutsch algorithm can be
written as
H(t) = −ω cos
(
piFt
2τ
)
σx − ω sin
(
piFt
2τ
)
σy , (D1)
where where τ is the total evolution time and F = (−1) f (0) −
(−1) f (1). Thus, if we drive the system by Eq. (D1), the sys-
tem is initialized in the state |ψ(0)〉 = |+〉 and it adiabatically
evolves to |ψ(τ)〉 = |+〉 (|ψ(τ)〉 = |−〉) when f is constant (bal-
anced). Again, we will study the dynamics given by the mas-
ter equation (6) of the main text. In order to analyze the adi-
abatic behavior of the system, we then consider the Lindblad
equation in the superoperator formalism [28]. By writing the
density operator ρ(t) in terms of its components %n(t), we ob-
tain
ρ(t) =
1 + %x(t)σx + %y(t)σy + %z(t)σz
2
. (D2)
Then, we can write |ρ(t)〉〉 = [1 %x(t) %y(t) %z(t)]T as the co-
hering supervector, whose components are %n(t) = Tr{ρ(t)σn}.
The Lindblad superoperatorL(t) has elements computed from
Lnm(t) = 12 Tr{−iσn[H(t), σm] + γσn
[
σzσmσz − σm]}. Thus
L(t) =

0 0 0 0
0 −2γ 0 q(t)
0 0 −2γ −r(t)
0 −q(t) r(t) 0
 , (D3)
where r(t) = − cos(piFs/2) and q(t) = sin(piFs/2). The set
of eigenvalues of L(t) is composed of λ0 = 0, λ1 = −2γ,
λ2 = −(γ−∆) and λ3 = −(γ+∆), where ∆ =
√
γ2 − ω2. There-
fore, L(t) is composed by one-dimensional Jordan blocks. In
addition, the eigenvectors of L(t) are
|D0(s)〉〉 = [ 1 0 0 0 ]t , (D4)
|D1(s)〉〉 = [ 0 cos
(
Fpis
2
)
− sin
(
Fpis
2
)
0 ]t , (D5)
|D2(s)〉〉 = [ 0 η−13 sin
(
Fpis
2
)
η−13 cos
(
Fpis
2
)
1 ]t , (D6)
|D3(s)〉〉 = [ 0 η−13 sin
(
Fpis
2
)
η−13 cos
(
Fpis
2
)
1 ]t , (D7)
9where we have defined η3 = −λ3/ω and s = t/τ. Therefore,
in this formalism, the initial state ρ(0) = (1 + σx)/2 is repre-
sented by the cohering supervector |ρ(0)〉〉 = [1 1 0 0]T . It
is important to highlight that, from the set of eigenvectors of
L(t), we can see that the initial state can be written as
|ρ(0)〉〉 = c0(0)|D0(0)〉〉 + c1(0)|D1(0)〉〉 , (D8)
where c0(0) = c1(0) = 1. Therefore, the adiabatic approxima-
tion for open systems [28] states that our system will undergo
an adiabatic dynamics given by
|ρ(s)〉〉 = c0(0)eϑ0(s)|D0(s)〉〉 + c1(0)eϑ1(s)|D1(s)〉〉 , (D9)
where ϑ0(s) = 0 and ϑ1(s) = −2γτs. In matrix form, the
evolved density matrix reads as
ρ(s) =
1
2
[
1 + e−2γτ cos
(Fpis
2
)
σx − e−2γτ sin
(Fpis
2
)
σy
]
.
(D10)
Therefore, from the above equation and by using that
cos(Fpi/2) = (−1) f (0)+ f (1) and sin(Fpi/2) = 0 for any function
f (x) ∈ {0, 1}, the density matrix associated with the output
state reads
ρ(1) =
1
2
[
1 + e−2γτ(−1) f (0)+ f (1)σx
]
. (D11)
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