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Computational criminology has been seen primarily as computer-intensive simulations of criminal wrongdoing. But
there is a growing menu of computer-intensive applications in criminology that one might call “computational,”
which employ diﬀerent methods and have diﬀerent goals. This paper provides an introduction to computer-intensive,
tree-based, machine learning as the method of choice, with the goal of forecasting criminal behavior. The approach is
“black box,” for which no apologies are made. There are now in the criminology literature several such applications
that have been favorably evaluated with proper hold-out samples. Peeks into the black box indicate that
conventional, causal modeling in criminology is missing signiﬁcant features of crime etiology.
Keywords: Machine learning, Forecasting, Criminal behavior, Classiﬁcation, Random forests, Stochastic gradient
boosting, Bayesian additive regression trees
Introduction
Computational Criminology is a hybrid of computer sci-
ence, applied mathematics, and criminology. Procedures
from computer science and applied mathematics are used
to animate theories about crime and law enforcement
[1-3]. The primary goal is to learn how underlying mecha-
nisms work; computational criminology is primarily about
explanation. Data play a secondary role either to help tune
the simulations or, at least ideally, to evaluate how well the
simulations perform [4].
There are other computer-intensive application in
criminology that one might also call “computational.”
Procedures from statistics, computer science, and applied
mathematics can be used to develop powerful visual-
ization tools that are as engaging as they are eﬀective
[5,6]. These tools have been recently used in a crimi-
nology application [7], and with the growing popularity
of electronic postings, will eventually become important
components of circulated papers and books.
There are also a wide variety of computer-intensive
methods used in law enforcement to assemble datasets,
provide forensic information, or more broadly to inform
administrative activities such as COMPSTAT [8].
Although these methods can be very useful for criminal
justice practice, their role in academic criminology has
yet to be clearly articulated.
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In this paper, yet another form of computational
criminology is discussed. Very much in the tradition
of exploratory data analysis developed by John Tukey,
Frederick Mosteller and others three decade ago [9], pow-
erful computational tools are being developed to induc-
tively characterize important but elusive structures in a
dataset. The computational muscle has grown so rapidly
over the past decade that the new applications have the
look and feel of dramatic, qualitative advances. Machine
learning is probably the poster-child for these approaches
[10-13].
There are many new journals specializing in machine
learning (e.g., Journal of Machine Learning) and many
older journals that are now routinely sprinkled with
machine learning papers (e.g., Journal of the American
Statistical Association). So far, however, applications in
criminology are hard to ﬁnd. Part of the reason is time; it
takes a while for new technology to diﬀuse. Part of the rea-
son is software; the popular statistical packages can be at
least ﬁve years behind recent developments. Yet another
part of the reason is the need for a dramatic attitude
adjustment among criminologists. Empirical research in
criminology is thoroughly dominated by a culture of
causal modeling in which the intent is to explain in detail
the mechanisms by which nature generated the values of
a response variable as a particular function of designated
predictors and stochastic disturbances.a Machine learn-
ing comes from a diﬀerent culture characterized by an
“algorithmic” perspective.
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“The approach is that nature produces data in a black
box whose insides are complex, mysterious, and, at
least, partly unknowable. What is observed is a set of x’s
that go in and a subsequent set of y’s that come out. The
problem is to ﬁnd an algorithm f (x) such that for future
x in a test set, f (x) will be a good predictor of y.” [14]
As I discuss at some length elsewhere [15], the most
common applications of machine learning in criminology
have been to inform decisions about whom to place on
probation, the granting of parole, and parole supervision
practices. These are basically classiﬁcation problems that
build directly on parole risk assessments dating back to
the 1920s. There are related applications informing police
decisions in domestic violence incidents, the placement
of inmates in diﬀerent security levels, and the supervi-
sion of juveniles already in custody. These can all be
seen successful forecasting exercises, at least in practical
terms. Current decisions are informed by projections of
subsequent risk. Such criminal justice applications guide
the discussion of machine learning undertaken here. We
will focus on tree-based, machine learning procedures
as an instructive special case. Four broad points will be
made.
First, machine learning is computational not just
because it is computer-intensive, but because it relies
algorithmic procedures rather than causal models.b Sec-
ond, the key activity is data exploration in ways that can
be surprisingly thorough. Patterns in the data commonly
overlooked by conventional methods can be eﬀectively
exploited. Third, the forecasting procedures can be hand-
tailored so that the consequences of diﬀerent kinds of
forecasting errors can be properly anticipated. In par-
ticular, false positives can be given more or less weight
than false negatives. Finally, the forecasting skill can be
impressive, at least relative to past eﬀorts.
Conceptual foundations
It all starts with what some call “meta-issues.” These rep-
resent the conceptual foundation on which any statistical
procedure rests. Without a solid conceptual foundation,
all that follows will be ad hoc. Moreover, the conceptual
foundation provides whatever links there may be between
the empirical analyses undertaken and subject-matter the-
ory or policy applications.
Conventional regression models
Conventional causal models are based on a quantita-
tive theory of how the data were generated. Although
there can be important diﬀerence in detail, the canonical
account takes the form of a linear regression model such
as
yi = Xiβ + εi, (1)
where for each case i, the response yi is a linear function of
ﬁxed predictors Xi (ususally including a column if 1’s for
the intercept), with regression coeﬃcients β , and a distur-
bance term εi ∼ NIID(0, σ 2). For a given case, nature (1)
sets the value of each predictor, (2) combines them in a lin-
ear fashion using the regression coeﬃcients as weights, (3)
adds the value of the intercept, and (4) adds a random dis-
turbance from a normal distribution with a mean of zero
and a given variance. The result is the value of yi. Nature
can repeat these operations a limitless number of times for
a given case with the random disturbances drawn inde-
pendently of one another. The same formulation applies
to all cases.
When the response is categorical or a count, there are
some diﬀerences in how nature generates the data. For
example, if the response variable Y is binary,
pi = 11 + e−(Xiβ) , (2)
where pi is the probability of some event deﬁned by Y.
Suppose that Y is coded “1” if a particular event occurs
and “0” otherwise. (e.g., A parolee is arrested or not.)
Nature combines the predictors as before, but now applies
a logistic transformation to arrive at a value for pi. (e.g.,
The cumulative normal is also sometimes used.) That
probability leads to the equivalent of a coin ﬂip with the
probability that the coin comes up “1” equal to pi. The
side on which that “coin” lands determines for case i if
the response is a “1” or a “0.” As before, the process can
be repeated independently a limitless number of times for
each case.
The links to linear regression become more clear when





= Xiβ , (3)
where pi is, again, the probability of the some binary
response whose “logit” depends linearly on the
predictors.c
For either Equation 1, 2 or 3, a causal account can
be overlaid by claiming that nature can manipulate the
value of any given predictor independently of all other
predictors. Conventional statistical inference can also be
introduced because the sources of random variation are
clearly speciﬁed and statistically tractable.
Forecasting would seem to naturally follow. With an
estimate Xiβˆ in hand, new values for X can be inserted
to arrive at values for Yˆ that may be used as forecasts.
Conventional tests and conﬁdence intervals can then be
applied. There are, however, potential conceptual compli-
cations. IfX is ﬁxed, how does one explain the appearance
of new predictor values X∗ whose outcomes one wants to
forecast? For better or worse, such matters are typically
ignored in practice.
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Powerful critiques of conventional regression have
appeared since the 1970s. They are easily summarized:
the causal models popular in criminology, and in the
social sciences more generally, are laced with far too
many untestable assumptions of convenience. The mod-
eling has gotten far out ahead of existing subject-matter
knowledge.d
Interested readers should consult the writings of
economists such as Leamer, LaLonde, Manski, Imbens
and Angrist, and statisticians such as Rubin, Holland,
Breiman, and Freedman. I have written on this too [16].
Themachine learning model
Machine Learning can rest on a rather diﬀerent model
that demands far less of nature and of subject matter
knowledge. For given case, nature generates data as a
random realization from a joint probability distribution
for some collection of variables. The variables may be
quantitative or categorical. A limitless number of real-
izations can be independently produced from that joint
distribution. The same applies to every case. That’s it.
From nature’s perspective, there are no predictors or
response variables. It follows that there is no such thing
as omitted variables or disturbances. Often, however,
researchers will use subject-matter considerations to des-
ignate one variable as a response Y and other variables as
predictors X. It is then sometimes handy to denote the
joint probability distribution as Pr(Y, X). One must be
clear that the distinction between Y and X has absolutely
nothing to do with how the data were generated. It has
everything to do the what interests the researcher.
For a quantitative response variable in Pr(Y, X),
researchers often want to characterize how the means of
the response variable, denoted here by μ, may be related
to X. That is, researchers are interested in the condi-
tional distribution μ|X. They may even write down a
regression-like expression
yi = f (Xi) + ξi, (4)
where f (Xi) is the unknown relationship in nature’s joint
probability distribution for which
μi = f (Xi). (5)
It follows that the mean of ξi in the joint distribution
equals zero.e Some notational and conceptual license is
being taken here. The predictors are random variables
and formally should be represented as such. But in this
instance, the extra complexity is probably not worth the
trouble.
Equations 4 and 5 constitute a theory of how the
response is related to the predictors in Pr(Y, X). But
any relationships between the response and the predic-
tors are “merely” associations. There is no causal overlay.
Equation 4 is not a causal model. Nor is it a representa-
tion of how the data were generated — we already have a
model for that.
Generalizations to categorical response variables and
their conditional distributions can be relatively straight-
forward. We denote a given outcome class by Gk , with
classes k = 1 . . .K (e.g., for K = 3, released on bail,
released on recognizance, not released). For nature’s joint
probability distribution, there can be for any case i inter-
est in the conditional probability of any outcome class:
pki = f (Xi). There also can be interest in the conditional
outcome class itself: gki = f (Xi).f
One can get from the conditional probability to the con-
ditional class using the Bayes classiﬁer. The class with
the largest probability is the class assigned to a case. For
example, if for a given individual under supervision the
probability of failing on parole is .35, and the probability
of succeeding on parole is .65, the assigned class for that
individual is success. It is also possible with some estima-
tion procedures to proceed directly to the outcome class.
There is no need to estimate intervening probabilities.
When the response variable is quantitative, forecasting
can be undertaken with the conditional means for the
response. If f (X) is known, predictor values are simply
inserted. Then μ = f (X∗), where as before, X∗ represents
the predictor values for the cases whose response val-
ues are to be forecasted. The same basic rationale applies
when outcome is categorical, either through the predicted
probability or directly. That is, pk = f (X∗) and Gk =
f (X∗).
The f (X) is usually unknown. An estimate, fˆ (X), then
replaces f (X) when forecasts are made. The forecasts
become estimates too. (e.g., μ becomes μˆ.) In a machine
learning context, there can be diﬃcult complications for
which satisfying solutions may not exist. Estimation is
considered in more depth shortly.
Just like the conventional regression model, the joint
probability distribution model can be wrong too. In par-
ticular, the assumption of independent realizations can
be problematic for spatial or temporal data, although in
principle, adjustments for such diﬃculties sometimes can
be made. A natural question, therefore, is why have any
model at all? Why not just treat the data as a population
and describe its important features?
Under many circumstances treating the data as all there
is can be a ﬁne approach. But if an important goal of the
analysis is to apply the ﬁndings beyond the data on hand,
the destination for those inferences needs to be clearly
deﬁned, and a mathematical road map to the destination
provided. A proper model promises both. If there is no
model, it is very diﬃcult to generalize any ﬁndings in a
credible manner.g
A credible model is critical for forecasting applica-
tions. Training data used to build a forecasting procedure
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and subsequent forecasting data for which projections
into the future are desired, should be realizations of
the same data generation process. If they are not, for-
mal justiﬁcation for any forecasts breaks down and at
an intuitive level, the enterprise seems misguided. Why
would one employ a realization from one data gen-
eration process to make forecasts about another data
generation process?h
In summary, the joint probability distribution model
is simple by conventional regression modeling standards.
But it provides nevertheless an instructive way for think-
ing about the data on hand. It is also less restrictive and
far more appropriate for an inductive approach to data
analysis.
Estimation
Even if one fully accepts the joint probably distribution
model, its use in practice depends on estimating some of
its key parameters. There are then at least three major
complications.
1. In most cases, f (X) is unknown. In conventional
linear regression, one assumes that f (X) is linear.
The only unknowns are the values of the regression
coeﬃcients and the variance of the disturbances.
With the joint probability distribution model, any
assumed functional form is typically a matter
descriptive convenience [17]. It is not informed by
the model. Moreover, the functional form is often
arrived at in an inductive manner. As result, the
functional form as well as its parameters usually
needs to be estimated.
2. Any analogy to covariance adjustments is also far
more demanding. To adjust the ﬁtted values for
associations among predictors, one must know the
functional forms. But one cannot know those
functional forms unless the adjustments are properly
in place.
3. X is now a random variable. One key consequence is
that estimates of f (X) can depend systematically on
which values of the predictors happen to be in the
realized data. There is the likely prospect of bias.
Because f (X) is allowed to be nonlinear, which parts
of the function one can “see” depends upon which
values of the predictors are realized in the data. For
example, a key turning point may be systematically
missed in some realizations. When f (X) is linear, it
will materialize as linear no matter what predictor
values are realized.
This is where the computational issues ﬁrst surface.
There are useful responses all three problems if one has
the right algorithms, enough computer memory, and one
or more fast CPUs. Large samples are also important.
Data partitions as a key idea
We will focus on categorical outcomes because they are
farmore common than quantitative outcomes in the crim-
inal justice applications emphasized here. Examples of
categorical outcomes include whether or not an individ-
ual on probation or parole is arrested for a homicide [18],
whether there is a repeat incident of domestic violence in
a household [19], and diﬀerent rule infractions for which
a prison inmate may have been reported [20].
Consider a 3-dimensional scatter plot of sorts. The
response is three color-coded kinds of parole outcomes:
an arrest for a violent crime (red), an arrest for a crime that
is not violent (yellow), and no arrest at all (green). There
are two predictors in this cartoon example: age in years
and the number of prior arrests.
The rectangle is a two-dimension predictor space. In
that space, there are concentrations of outcomes by color.
For example, there is a concentration of red circles toward
the left hand side of the rectangle, and a concentration of
green circles toward the lower right. The clustering of cer-
tain colors means that there is structure in the data, and
because the predictor space is deﬁned by age and priors,
the structure can be given substantive meaning. Younger
individuals and individuals with a greater number of pri-
ors, for instance, are more likely to be arrested for violent
crimes.
To make use of the structure in the data, a researcher
must locate that structure in the predictor space. One way
to locate the structure is to partition the predictor space in
a manner that tends to isolate important patterns. There
will be, for example, regions in which violent oﬀenders
are disproportionately found, or regions where nonviolent
oﬀenders are disproportionately found.
Suppose the space is partitioned as in Figure 1, where the
partitions are deﬁned by the horizontal and vertical lines
cutting through the predictor space. Now what? The par-
titions can be used to assign classes to observations. App-
lying the Bayes classiﬁer, the partition at the upper right,
for example, would be assigned the class of no crime —
the vote is 2 to 1. The partition at the upper left would be
assigned the class of violent crime — the vote is 4 to 1.
The large middle partition would be assigned the class of
nonviolent crime — the vote is 7 to 2 to 1. Classes would
be assigned to each partition by the same reasoning. The
class with the largest estimated probability wins.
The assigned classes can be used for forecasting. Cases
with unknown outcomes but predictor values for age and
priors can be located in the predictor space. Then, the
class of the partition in which the case falls can serve as
a forecast. For example, a case falling in the large middle
partition would be forecasted to fail through an arrest for
a nonviolent crime.
The two predictors function much like longitude and
latitude. They locate a case in the predictor space. The







Red = Violent Crime
Yellow = Nonviolent Crime
Green = No Crime
Figure 1 Data partitions for thee categorical outcomes by age and the number of priors.
partition in which a case falls determines its assigned
class. That class can be the forecasted class. But there need
be nothing about longitude and latitude beyond their role
as map coordinates. One does not need to know that one
is a measure of age, and one is a measure of the number
of priors. We will see soon, somewhat counter-intuitively,
that separating predictors from what they are supposed to
measure can improve forecasting accuracy enormously. If
the primary goal is to search for structure, how well one
searches drives everything else. This is a key feature of the
algorithmic approach.
Nevertheless, in some circumstances, the partitions can
be used to described how the predictors and the response
are related in subject-matter terms. In this cartoon illus-
tration, younger individuals are much more likely to com-
mit a violent crime, individuals with more priors are much
more likely to commit a violent crime, and there looks to
be a strong statistical interaction eﬀect between the two.
By taking into account the meaning of the predictors that
locate the partition lines (e.g., priors more than 2 and age
less than 25) the meaning of any associations sometimes
can be made more clear. We can learn something about
f (X).
How are the partitions determined? The intent is to
carve up the space so that overall the partitions are as
homogeneous as possible with respect to the outcome.
The lower right partition, for instance, has six individ-
uals who were not arrested and one individual arrested
for a nonviolent crime. Intuitively, that partition is quite
homogeneous. In contrast, the large middle partition has
two individuals who were not arrested, seven individuals
who were arrested for a crime that was not violent, and
one individual arrested for a violent crime. Intuitively, that
partition is less homogenous. One might further intuit
that any partition with equal numbers of individuals for
each outcome class is the least homogenous it can be, and
that any partition with all cases in a single outcome class
is the most homogeneous it can be.
These ideas can be made more rigorous by noting that
with greater homogeneity partition by partition, there are
fewer classiﬁcation errors overall. For example, the lower
left partition has an assigned class of violent crime. There
is, therefore, one classiﬁcation error in that partition. The
large middle category has an assigned class of nonviolent
crime, and there are three classiﬁcation errors in that par-
tition. One can imagine trying to partition the predictor
space so that the total number of classiﬁcation errors is
as small as possible. Although for technical reasons this
is rarely the criterion used in practice, it provides a good
sense of the intent. More details are provided shortly.
At this point, we need computational muscle to get the
job done. One option is to try all possible partitions of the
data (except the trivial one in which partitions can contain
a single observation). However, this approach is imprac-
tical, especially as the number of predictors grows, even
with very powerful computers.
A far more practical and surprisingly eﬀective approach
is to employ a “greedy algorithm.” For example, begin-
ning with no partitions, a single partition is constructed
that minimizes the sum of the classiﬁcation errors in
the two partitions that result. All possible splits for each
predictor are evaluated and the best split for single pre-
dictor is chosen. The same approach is applied separately
to each of the two new partitions. There are now four,
and the same approach is applied once again separately
to each. This recursive partitioning continues until the
number of classiﬁcation errors cannot be further reduced.
The algorithm is called “greedy” because it takes the best
result at each step and never looks back; early splits are
never revisited.
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Actual practice is somewhat more sophisticated. Begin-
ning with the ﬁrst subsetting of the data, it is common to
evaluate a function of the proportion of cases in each out-
come class (e.g., .10 for violent crime, .35 for nonviolent







Cross Entropy or Deviance: −
K∑
k=1
pˆmk log pˆmk . (7)
The notation denotes diﬀerent estimates of proportions
pˆmk over diﬀerent outcome categories indexed by k, and
diﬀerent partitions of the data indexed by m. The Gini
Index and the Cross-Entropy take advantage of the arith-
metic fact that when the proportions over classes aremore
alike, their product is larger (e.g., [ .5× .5]>[ .6× .4]). Intu-
itively, when the proportions are more alike, there is less
homogeneity. For technical reasons we cannot consider
here, the Gini Index is probably the preferred measure.
Some readers have may have already ﬁgured out that
this form of recursive partitioning is the approach used
for classiﬁcation trees [21]. Indeed, the classiﬁcation tree
shown in Figure 2 is consistent with the partitioning
shown in Figure 1.i
The ﬁnal partitions are color-coded for the class
assigned by vote, and the number of cases in each ﬁnal
partition are color coded for their actual outcome class.
In classiﬁcation tree parlance, the full dataset at the top
before any partitioning is called the “root node,” and the
ﬁnal partitions at the bottom are called “terminal nodes.”
There are a number of ways this relatively simple
approach can be extended. For example, the partition
boundaries do not have to be linear. There are also proce-
dures called “pruning” that can be used to remove lower
nodes having too few cases or that do not suﬃciently
improve the Gini Index.
Classiﬁcation trees are rarely used these days as stand-
alone procedures. They are well known to be very
unstable over realizations of the data, especially if one
wants to use the tree structure for explanatory purposes.
In addition, implicit in the binary partitions are step
functions — a classiﬁcation tree can be written as a form
of regression in which the right hand side is a linear com-
bination of step functions. However, it will be unusual
if step functions provide a good approximation of f (X).
Smoother functions are likely to be more appropriate.
Nevertheless, machine learning procedures often make
use of classiﬁcation trees as a component of much more
eﬀective and computer-intensive algorithms. Reﬁnements
that might be used for classiﬁcation trees themselves are
not needed; classiﬁcation trees are means to an estimation
end, not the estimation end itself.
Random forests
Machine learning methods that build on classiﬁcation
trees have proved very eﬀective in criminal justice clas-
siﬁcation and forecasting applications. Of those, random
forecasts has been by far the most popular. We consider
now random forests, but will provide a brief discussion of
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Figure 2 A classication tree for the three parole outcomes and preditors age and prior record.
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two other tree-based methods later. They are both worthy
competitors to random forests.
A good place to start is with the basic random forests
algorithm that combines the results from a large ensemble
of classiﬁcation trees [22].
1. From a training dataset with N observations, a
random sample of size N is drawn with replacement.
A classiﬁcation tree will be grown for the chosen
observations. Observations that are not selected are
stored as the “out-of-bag” (OOB) data. They serve as
test data for that tree and will on average be about a
third the size of the original training data.
2. A small sample of predictors is drawn at random
(e.g., 3 predictors).
3. After selecting the best split from among the random
subset of predictors, the ﬁrst partition is determined.
There are then two subsets of the data that together
maximize the improvement in the Gini index.
4. Steps 2 and 3 are repeated for all later partitions until
the model’s ﬁt does not improve or the observations
are spread too thinly over terminal nodes.
5. The Bayes classiﬁer is applied to each terminal node
to assign a class.
6. The OOB data are “dropped” down the tree. Each
observation is assigned the class associated with the
terminal node in which it lands. The result is the
predicted class for each observation in the OOB data
for that tree.
7. Steps 1 through 6 are repeated a large number of
times to produce a large number of classiﬁcation
trees. There are usually several hundred trees or
more.
8. For each observation, the ﬁnal classiﬁcation is by
vote over all trees when that observation is OOB.
The class with the most votes is chosen. That class
can be used for forecasting when the predictor values
are known but the outcome class is not.
Because random forests is an ensemble of classiﬁcation
trees, many of the beneﬁts from recursive partitioning
remain. In particular, nonlinear functions and high order
interaction eﬀects can found inductively. There is no need
to specify them in advance.
But, random forests brings its own beneﬁts as well.
The sampling of training data for each tree facilitates
ﬁnding structures that would ordinarily be overlooked.
Signals that might be weak in one sample might be strong
in another. Each random sample provides a look at the
predictor space from diﬀerent vantage point.
Sampling predictors at each split results in a wide variety
of classiﬁcation trees. Predictors that might dominate in
one tree are excluded at random from others. As a result,
predictors that might otherwise be masked can surface.
Sampling predictors also means that the number of pre-
dictors in the training data can be greater than the number
of observations. This is forbidden in conventional regres-
sion models. Researchers do not have to be selective in the
predictors used. “Kitchen sink” speciﬁcations are ﬁne.
The consequences of diﬀerent forecasting errors are
rarely the same, and it follows that their costs can dif-
fer too, often dramatically. Random forests accommodates
in several ways diﬀerent forecasting-error costs. Perhaps
the best way is to use stratiﬁed sampling each time the
training data are sampled. Oversampling the less frequent
outcomes changes the prior distribution of the response
and gives such cases more weight. In eﬀect, one is altering
the loss function. Asymmetric loss functions can be built
into the algorithm right from the start. An illustration is
provided below.
Random forests does not overﬁt [22] even if thousands
are trees are grown. The OOB data serve as a test sample
to keep the procedure honest. For other popular machine
learning procedures, overﬁtting can be a problem. One
important consequence is that random forests can provide
consistent estimates of generalization error in nature’s
joint probability distribution for the particular response
and predictors employed.j
Confusion tables
The random forests algorithm can provide several dif-
ferent kinds of output. Most important is the “confusion
table.” Using the OOB data, actual outcome classes are
cross-tabulated against forecasted outcome classes. There
is a lot of information in such tables. In this paper, we only
hit the highlights.
Illustrative data come from a homicide prevention
project for individuals on probation or parole [23]. A
“failure” was deﬁned as (1) being arrested for homicide,
(2) being arrest for an attempted homicide, (3) being a
homicide victim, or (4) being a victim of a non-fatal shoot-
ing. Because for this population, perpetrators and victims
often had the same proﬁles, no empirical distinction was
made between the two. If a homicide was prevented, it
did not matter if the intervention was with a prospective
perpetrator or prospective victim.
However, prospective perpetrators or victims had ﬁrst
to be identiﬁed. This was done by applying random forests
with the usual kinds predictor variables routinely available
(e.g., age, prior record, age at ﬁrst arrest, history of drug
use, and so on). The number of classiﬁcation trees was set
at 500.k
Table 1 shows a confusion table from that project. The
results are broadly representative of recent forecasting
performance using random forests [15]. Of those who
failed, about 77% were correctly identiﬁed by the random
forests algorithm. Of those who did not fail, 91% were
correctly identiﬁed by the algorithm. Because the table is
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Table 1 Confusion table for forecasts of perpetrators and
victims
Forecasted Not Fail Forecasted Fail Accuracy
Not Fail 9972 987 .91
Fail 45 153 .77
True negatives are identiﬁed with 91% accuracy. True positives are identiﬁed
with 77% accuracy. (Fail = perpetrator or victim. No Fail = not a perpetrator or
victim).
constructed from OOB data, these ﬁgures capture true
forecasting accuracy.
But was this good enough for stakeholders? The fail-
ure base rate was about 2%. Failure was, thankfully, a rare
event. Yet, random forests was able to search through a
high dimensional predictor space containing over 10,000
observations and correctly forecast failures about 3 times
out of 4 among those who then failed. Stakeholders cor-
rectly thought this was impressive.
How well the procedure would perform in practice is
better revealed by the proportion of times when a fore-
cast is made, the forecast is correct. This, in turn, depends
on stakeholders’ costs of false positives (i.e., individu-
als incorrectly forecasted to be perpetrators or victims)
relative to the costs of false negatives (i.e., individuals
incorrectly forecasted to neither be perpetrators nor vic-
tims). Because the relative costs associated with failing to
correctly identify prospective perpetrators or victims were
taken to be very high, a substantial number of false posi-
tives were to be tolerated. The cost ratio of false negatives
to false positives was set at 20 to 1 a priori and built into
the algorithm. This meant that relatively weak evidence of
failure would be suﬃcient to forecast a failure. The price
was necessarily an increase in the number of individuals
incorrectly forecasted to be failures.
The results reﬂect this policy choice; there are in the
confusion table about 6.5 false positives for every true
positive (i.e., 987/153). As a result, when a failure is the
forecasted, is it correct only about 15% of the time. When
a success is the forecasted, it is correct 99.6% of the time.
This also results from the tolerance for false positives.
When a success is forecasted, the evidence is very strong.
Stakeholders were satisﬁed with these ﬁgures, and the
procedures were adopted.
Variable importance for forecasting
Although forecasting is the main goal, information on
the predictive importance of each predictor also can be
of interest. Figure 3 is an example from another appli-
cation [15]. The policy question was whether to release
an individual on parole. Each inmate’s projected threat
to public safety had to be a consideration in the release
decision.
The response variable deﬁned three outcome categories
measured over 2 years on parole: being arrested for a
violent crime (“Level 2”), being arrested for a crime but
not a violent one (“Level 1”), and not being arrested at all
(“Level 0”). The goal was to assign one such outcome class
to each inmate when a parole was being considered. The
set of predictors included nothing unusual except that sev-
eral were derived from behavior while in prison: “Charge
Record Count,” “Recent Report Count,” and “Recent Cat-
egory 1 Count” refer to misconduct in prison. Category1
incidents were considered serious.
Figure 3 shows the predictive importance for each pre-
dictor. The baseline is the proportion of times the true
outcome is correctly identiﬁed (as shown in the rows of a
confusion table). Importance is measured by the drop in
accuracy when each predictor in turn is precluded from
contributing. This is accomplished by randomly shuf-
ﬂing one predictor at a time when forecasts are being
made. The set of trees constituting the random forest is
not changed. All that changes is the information each
predictor brings when a forecast is made.l
Because there are three outcome classes, there are three
such ﬁgures. Figure 3 shows the results when an arrest
for a violent crime is forecasted. Forecasting importance
for each predictor is shown. For example, when the num-
ber of prison misconduct charges is shuﬄed, accuracy
declines approximately 4 percentage points (e.g., from
60% accurate to 56% accurate).
This may seem small for the most important predic-
tor, but because of associations between predictors, there
is substantial forecasting power that cannot be cleanly
attributed to single predictors. Recall that the use of
classiﬁcation trees in random forests means that a large
number of interaction terms can be introduced. These
are product variables that can be highly correlated with
their constituent predictors. In short, the goal of maximiz-
ing forecasting accuracy can compromise subject-matter
explanation.
Still, many of the usual predictors surface with perhaps
a few surprises. For example, age and gender matter just
as one would expect. But behavior in prison is at least as
important. Parole risk instruments have in the past largely
neglected such measures perhaps because they may be
“only” indicators, not “real” causes. Yet for forecasting
purposes, behavior in prison looks to be more important
by itself than prior record. And the widely used LSIR adds
nothing to forecasting accuracy beyond what the other
predictors bring.
Partial response plots
The partial response plots that one can get from ran-
dom forecasts and other machine learning procedures
can also be descriptively helpful. The plots shows how a
given predictor is related to the response with all other
predictors held constant. An outline of the algorithm is
as follows.
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Forecasting Importance of Each Predictor for Violent Crime (Level 2)
Increase in Forecasting Error
LSIR Score
Number of Prior Convictions
IQ Score
Number of Prior Arrests
Age at First Arrest
Prison Programming Compliance
Nominal Sentence Length








0.01 0.02 0.03 0.04
Figure 3 Predictor importance measured by proportional reductions in forecasting accuracy for violent crimes committed within 2 years
of release on parole.
1. A predictor and a response class are chosen. Suppose
the predictor is IQ, and the response class is an arrest
for a violent crime.
2. For each case, the value of IQ is set to one of the IQ
values in the dataset. All other predictors are ﬁxed at
their existing values.
3. The ﬁtted values of are computed for each case, and
their mean calculated.
4. Steps 2 and 3 are repeated for all other IQ values.
5. The means are plotted against IQ.
6. Steps 2 through 5 are repeated for all other response
variable classes.
7. Steps 1 through 6 are repeated for all other predictors.
Figure 4 shows how IQ is related to commission of a vio-
lent crime while on parole, all other predictors held con-
stant. The vertical axis is in centered logits. Logits are used
just as in logistic regression. The centering is employed
so that when the outcome has more than two classes, no
single class need be designated as the baseline.m A larger
value indicates a greater probability of failure.
IQ as measured in prison has a nonlinear relationship
with the log odds are being arrested for a violent crime.
There is a strong, negative relationship for IQ scores from
about 50 to 100. For higher IQ scores, there no apparent
association. Some might have expected a negative asso-
ciation in general, but there seems to be no research
anticipating a nonlinear relationship of the kind shown in
Figure 4.
Other tree-based algorithms
For a variety of reasons, random forests is a particularly
eﬀective machine learning procedure for criminal justice
forecasting [15]. But there are at least two other tree-
based methods than can also perform well: stochastic
gradient boosting [24,25] and Bayesian additive regression
trees [26]. Both are computer intensive and algorithmic in
conception.
Stochastic gradient boosting
The core idea in stochastic gradient boosting is that one
applies a “weak learner” over and over to the data. After
each pass, the data are reweighted so that observations
that are more diﬃcult to accurately classify are givenmore
weight. The ﬁtted values from each pass through the data
are used to update earlier ﬁtted values so that the weak
learner is “boosted” to become a strong learner. Here is an
outline of the algorithm.
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Figure 4 How inmate IQ is related to whether a violent crime is committed while on parole. The relationship is negative for below average IQ
scores and ﬂat thereafter.
Imagine a training dataset in which the response is
binary. Suppose “fail” is coded as “1” and “succeed” is
coded as “0.”
1. The algorithm is initialized with ﬁtted values for the
response. The overall proportion of cases that fail is a
popular choice.
2. A simple random sample of the training data is
drawn with a sample size about half the sample size
of the training data.n
3. The negative gradient, also called “pseudo residuals,”
is computed. Just like with conventional residuals,
each ﬁtted value is subtracted from its corresponding
observed value of 1 or 0. The residual will be
quantitive not categorical: (1 − p) or −p, where p is
the overall proportion coded as “1.”
4. Using the randomly-selected observations, a
regression tree is ﬁt to the pseudo residuals.o
5. The conditional mean in each terminal node serves
as an estimate of the probability of failure.
6. The ﬁtted values are updated by adding to the
existing ﬁtted values the new ﬁtted values weighted
to get the best ﬁt.
7. Steps 2 through 6 are repeated until the ﬁtted values
no longer improve a meaningful amount. The
number of passes can in practice be quite large (e.g.,
10,000), but unlike random forests, stochastic
gradient boosting can overﬁt [25]. Some care is
needed because there is formally no convergence.
8. The ﬁtted probability estimates can be used as is, or
with the Bayes classiﬁer transformed into assigned
classes.
Stochastic gradient boosting handles wide range of
response variable types in the spirit of the general-
ized linear model and more. Its forecasting performance
is comparable to the forecasting performance of ran-
dom forests. A major current liability is the require-
ment of symmetric loss functions for categorical response
variables.
Bayesian additive regression trees
Bayesian additive regression trees [26] is a procedure that
capitalizes on an ensemble of classiﬁcation (or regres-
sion) trees is a clever manner. Random forests generates
an ensemble of trees by treating the tree parameters as
ﬁxed but the data as random — data and predictors
are sampled. Stochastic gradient boosting proceeds in
an analogous fashion. Bayesian additive trees turns this
upside-down. Consistent with Bayesian methods more
generally, the data are treated as ﬁxed once they are
realized, and tree parameters are treated as random —
the parameters are sampled. Uncertainty comes from
the parameters, not from the data. Another diﬀerence is
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that one needs a model well beyond the joint probability
distribution model. That model is essentially a form of
linear regression. The outcome is regressed in a spe-
cial way on a linear additive function of the ﬁtted values
from each tree combined with an additive disturbance
term [27].
The parameter sampling takes four forms:
1. Whether or not to consider any partition of a node is
determined by chance in a fashion that discourages
larger trees;
2. if there is to be a split, the particular partitioning is
determined by chance;
3. the proportion for each terminal node is selected at
random from a distribution of proportions; and
4. the overall probability for each class is selected at
random from a distribution of proportions.
The result can be a large ensemble classiﬁcation trees
(e.g., 300) that one might call a Bayesian forest.p
The forest is intended to be a representative sample of
classiﬁcation trees constrained so that trees more consis-
tent with prior information are more heavily represented.
The growing of Bayesian trees is embedded in the
algorithm by which the ﬁtted values from the trees are
additively combined. The algorithm, a form of “back-
ﬁtting” [28], starts out with each tree in its simplest
possible form. The algorithm cycles though each tree in
turn making it more complicated as needed to improve
the ﬁt while holding all other trees ﬁxed at their cur-
rent structure. Each tree may be revisited and revised
many times. The process continues until there is nomean-
ingful improvement in the ﬁtted values. One can think
of the result as a form of nonparametric regression in
which a linear combination of ﬁtted values is constructed,
one set from each tree. In that sense, it is in the spirit
of boosting.q
If one takes the model and the Bayesian apparatus seri-
ously, the approach is not longer algorithmic. If one treats
the model as a procedure, an algorithmic perspective is
maintained. The perspective one takes can make a diﬀer-
ence in practice. For example, if the model parameters are
treated as tuning parameters, they are of little substan-
tive interest and can be directly manipulated to improve
performance. They are a means to an end, not an end in
themselves.
Forecasting performance for Bayesian trees seems to
be comparable to forecasting performance for random
forests and stochastic gradient boosting. However, a sig-
niﬁcant weakness is that currently, categorical outcomes
are limited to two classes. There is work in progress to
handle the multinomial case. Another weakness is an
inability to incorporate asymmetric loss, but here too
there may soon be solutions.
Statistical inference for tree-basedmachine
learning
Even when the training data are treated as a random
realization from nature’s joint probability distribution,
conventional statistical tests and conﬁdence intervals are
problematic for random forests and stochastic gradient
boosting. Bayesian additive regression trees raises diﬀer-
ent issues to be brieﬂy addressed shortly.
Consider statistical inference for forecasts, which ﬁgure
so centrally in our discussion. In conventional practice,
forecasting conﬁdence intervals can be very useful. There
is a model representing how outcome probabilities and/or
classes are generated. That model speciﬁes the correct
functional form and disturbance distribution, and typi-
cally treats the predictors as ﬁxed. A 95% conﬁdence inter-
val will cover each true probability 95% of the time over
random realizations of the response variable. There can be
similar reasoning for the outcome classes themselves.
The conventional formulation does not apply under the
joint probability distribution model. There can be a “true”
probability for every outcome class that one would like
to estimate. There can be a “true” class, also a potential
estimation target. But, there are no credible claims that
estimates of either have their usual convenient properties.
In particular, they not assumed to be an unbiased or even
consistent estimates.
For reasons given at the beginning of Section Estima-
tion, fˆ (X) is taken to be some approximation of f (X) that
can contain both systematic and random error. Biased
estimated are essentially guaranteed. When there is bias,
conﬁdence intervals do not have their stated coverage and
test statistics computed under the null hypothesis do not
have their stated probabilities.
In a forecasting setting, there is nevertheless the
prospect of appropriate 95% “error bands.” One takes the
machine learning results as ﬁxed, as they would be in a
forecasting exercise, and considers bands around the ﬁt-
ted values that would contain 95% of the forecasts. Work
is under way on how to construct such bands, and there is
no doubt useful information in the residuals or a bootstrap
using those residuals [29]. There are also useful, though
less complete, approaches that can be applied to random
forests in particular. The votes over trees provide some
purchase on uncertainty associated with a forecasted class
[15].
Bayesian additive regression trees can generate a predic-
tive distribution of the ﬁtted probabilities for either out-
come class. These probabilities are treated like much like
another set of parameters whose values are unknown but
can be characterized by a particular distribution. Bayesian
forecasting intervals then can be constructed [30]. One
can determine, for instance, the range in which the mid-
dle 95% of the forecasted probabilities fall. And by placing
a threshold through these probabilities at an appropriate
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location (e.g., .50), probabilities can be transformed into
classes. However, one must not forget that the uncertainty
being represented comes from uncertainty in the parame-
ters that inﬂuence how the trees are grown. These depend
on priors that can seem to some as ﬁctions of convenience.
In addition, some may not favor the Bayesian approach to
begin with. In either case, an algorithmic interpretation
can still be appropriate and then forecasts and forecast
uncertainty can be addressed in much the same fashion as
for other kinds of tree-based machine learning.
Conclusions
Random forests, stochastic gradient boosting, and
Bayesian additive trees are very diﬀerent in conception
and implementation. Yet in practice, they all can fore-
cast well and typically much better than conventional
regression models. Is there something important these
tree-based method share beyond the use of large number
of classiﬁcation trees?
The use of tree ensembles can be viewedmore abstractly
as a way to eﬀectively search a large predictor space for
structure. With a large number of trees, the predictor
space is sliced up inmany diﬀerent ways. Some sets of par-
titions will have stronger associations with the response
variable than others and in the end, will have more weight
in the forecasts that result. From this point of view, the
subject-matter meaning of the predictors is a secondary
concern. The predictors serve as little more than very
high-dimensional coordinates for the predictor space.
Ensembles of classiﬁcation trees are eﬀective search
engines for that space because of the following features
that tree-based methods can share.
1. Using nature’s joint probability distribution,
compared to a regression causal model, as an
account of how the data were generated removes a
range of complications that are irrelevant for
forecasting and otherwise put unnecessary
constraints on the predictor-space search.
2. The use of step functions as each tree is grown can
produce a very large number of new predictors. A
single predictor such as age, might ultimately be
represented by many indicator variables for diﬀerent
break points and many indicators for interaction
eﬀects. A search using, for example, 20 identiﬁed
predictors such as gender and prior record, may be
implemented with several hundred indicator
variables. As a result, information in the initial 20
predictors can be more eﬀectively exploited.
3. The use of indicator variables means that the search
can arrive inductively at highly nonlinear
relationships and very high order interactions,
neither of which have to be speciﬁed in advance.
Moreover, because any of the original predictors or
sets of predictor can deﬁne splits diﬀerently over
diﬀerent trees, nonlinear relationships that are not
step functions can be smoothed out as needed when
the trees are aggregated to more accurately represent
any associations.
4. When some form of random sampling is part of the
algorithm — whether sampling of the data or
sampling of the parameters — the content of the
predictor space or the predictor space itself will vary
[31]. Structure that might be masked for one tree
might not be masked for another.
5. Aggregating ﬁtted values over trees can add stability
to forecasts. In eﬀect, noise tends to cancel out.
6. Each of these assets are most evident in forecasting
procedures built from large data sets. The
high-dimensional predictor space needs lots of
observations to be properly explored, especially
because much of the search is for associations that
one by one can be small. Their importance for
forecasting materializes when the many small
associations are allowed to contribute as a group.
Consequently, training data sample sizes in the
hundreds creates no formal problems, but the power
of machine learning may not be fully exploited.
Ideally, samples sizes should be at least in the 10s of
thousands. Sample sizes of 100,000 or more are still
better. It is sometimes surprising how much more
accurate forecasts can be when the forecasting
procedure is developed with massive datasets.
In summary, when subject-matter theory is well-
developed and the training data set contains the key
predictors, conventional regression methods can fore-
cast well. When existing theory is weak or available
data are incomplete, conventional regression will likely
perform poorly, but tree-based forecasting methods can
shine.r
There is growing evidence of another beneﬁt from tree-
based forecasting methods. Overall forecasting accuracy
is usually substantially more than the sum of the accu-
racies that can be attributed to particular predictors.
Tree-based methods are ﬁnding structure beyond what
the usual predictors can explain.
Part of the reason is the black-boxmanner in a very large
number of new predictors are generated as a component
of the search process. A new linear basis can be deﬁned
for each predictor and various sets of predictors. Another
part of the reason is that tree-based methods capitalize on
regions in which associations with the response are weak.
One by one, such regions do matter much, and conven-
tional regression approaches bent on explanation might
properly choose to ignore them. But when a large num-
ber of such regions is taken seriously, forecasting accuracy
can dramatically improve. There is important predictive
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information in the collection of regions, not in each region
by itself.
An important implication is that there is structure for
a wide variety of criminal justice outcomes that current
social science does not see. In conventional regression,
these factors are swept into the disturbance term that, in
turn, is assumed to be noise. Some will argue that this is a
necessary simpliﬁcation for causal modeling and explana-
tion, but it is at least wasteful for forecasting and means
that researchers are neglecting large chunks of the crim-
inal justice phenomena. There are things to be learned
from the “dark structure” that tree-based, machine learn-
ing shows to be real, but whose nature is unknown.
Endnotes
aA recent critique of this approach and a discussion of
more promising, model-based alternatives can be found
in [17].
bUsual criminology practice begins with a statistical
model of some criminal justice process assumed to have
generated the data. The statistical model has parameters
whose values need to be estimated. Estimates are pro-
duced by conventional numerical methods. At the other
extreme are algorithmic approaches found in machine
learning and emphasized in this paper. But, there can be
hybrids. One may have a statistical model that motivates
a computer-intensive search of a dataset, but there need
be no direct connection between the parameters of the
model and the algorithm used in that search. Porter and
Brown [32] use this approach to detect simulated terror-
ist “hot spots” and actual concentrations of breaking and
entering in Richmond, Virginia.
cNormal regression, Poisson regression, and logistic
regression are all special cases of the generalized linear
model. There are other special cases and close cousins
such as multinomial logistic regression. And there are
relatively straightforward extensions to multiple equation
models, including hierarchical models. But in broad brush
strokes, the models are motivated in a similar fashion.
dA very instructive illustration is research claiming to
show that the death penalty deters crime. A recent
National Research Council report on that research [33] is
devastating.
eRecall that in a sample, the sum of the deviation scores
around a mean or proportion (coded 1/0) is zero.
fThe notation f (X) is meant to represent some function of
the predictors that will vary depending on the context.
gSometimes, the training data used to build the model
and the forecasting data for which projections are sought
are probability samples from the same ﬁnite population.
There is still a model of how the data were generated,
but now that model can be demonstrably correct. The
data were generated by a particular (known) form of
probability sampling.
hOne might argue that the two are suﬃciently alike. But
then one is saying that the two data generations processes
are similar enough to be treated as the same.
iIn the interest of space, we do not consider the order in
which the partitions shown in Figure 1 were constructed.
One particular order would lead precisely to the classiﬁ-
cation tree in Figure 2.
jRoughly speaking, Breiman’s generalization error is the
probability that a case will be classiﬁed incorrectly in
limitless number of independent realizations of the data.
Breiman provides an accessible formal treatment [22] in
his classic paper on random forests. One must be clear
that this is not generalization error for the “right” response
and predictors. There is no such thing. The generaliza-
tion error is for the particular response and predictors
analyzed.
kAlthough the number of trees is a tuning parameter, the
precise number of trees does not usually matter as long as
there are at least several hundred. Because random forests
does not overﬁt, having more trees than necessary is not
a serious problem. 500 trees typically is an appropriate
number.
lIn more conventional language, the “model” is ﬁxed. It
is not reconstructed as each predictor in turn is excluded
from the forecasting exercise. This is very diﬀerent from
dropping each predictor in turn and regrowing the forest
each time. Then, both the forest and the eﬀective set of
predictors would change. The two would be confounded.
The goal here is to characterize the importance of each
predictor for a given random forest.
mFor any ﬁtted value, the vertical axis units can be
expressed as




The function is the diﬀerence in log units between the
proportion for outcome class k computed at the valuem of
a given predictor and the average proportion at that value
over the K classes for that predictor.
nThis serves much the same purpose as the sampling
with replacement used in random forests. A smaller sam-
ple is adequate because when sampling without replace-
ment, no case is selected more than once; there are no
“duplicates.”
oThe procedure is much the same as for classiﬁcation
trees, but the ﬁtting criterion is the error sum of squares
or a closely related measure of ﬁt.
pAs before, the number of trees is a tuning parameter, but
several hundred seems to be a good number.
qThe procedure is very computationally intensive because
each time ﬁtted values are required in the backﬁtting pro-
cess, a posterior distribution must be approximated. This
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leads to the repeated use of an MCMC algorithm that by
itself is computer intensive.
rAnother very good machine learning candidate is sup-
port vector machines. There is no ensemble of trees.
Other means are employed to explore the predictor space
eﬀectively. Hastie and his colleagues [12] provide an excel-
lent overview.
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