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Abstract: The problem of tracking control is studied for a class of uncertain strict-feedback nonlinear systems. A new
robust adaptive control design approach is presented by approximating all the unknown parts of the system with a single
neural network. By using this approach, the actual control law and the adaptive law of the controller can be given directly,
and the problems, such as control design complexity and high computational burden, are dealt with effectively. The stability
analysis shows that the closed-loop system signals are semi-globally uniformly ultimately bounded, and the tracking error can
be made arbitrary small by choosing control parameters. Simulation results show the effectiveness of the proposed approach.





































?̇?𝑖 = 𝑥𝑖+1 + 𝑓𝑖(?̄?𝑖) + 𝑑𝑖(?̄?𝑛, 𝑡), 1 ⩽ 𝑖 ⩽ 𝑛− 1;
?̇?𝑛 = 𝑢+ 𝑓𝑛(?̄?𝑛) + 𝑑𝑛(?̄?𝑛, 𝑡);
𝑦 = 𝑥1.
(1)
其中: ?̄?𝑖 = [𝑥1, ⋅ ⋅ ⋅ , 𝑥𝑖]T ∈ 𝑅𝑖为状态变量, 𝑢 ∈ 𝑅为
输入, 𝑦 ∈ 𝑅为输出, 𝑓𝑖(?̄?𝑖) (简记为 𝑓𝑖)为未知光滑非
线性函数, 𝑑𝑖(?̄?𝑛, 𝑡) (简记为 𝑑𝑖)为系统的不确定性[6].
控制目标是: 设计鲁棒自适应控制器,使得系统
输出跟踪参考信号 𝑦𝑟(𝑡) (其中 𝑦𝑟(𝑡), ⋅ ⋅ ⋅ , 𝑦(𝑛)𝑟 (𝑡)有界).
假设 1 ∀(?̄?𝑛, 𝑡) ∈ 𝑅𝑛 × 𝑅+, 有 ∣𝑑𝑖∣ ⩽ 𝜑𝑖(?̄?𝑖),
𝜑𝑖(?̄?𝑖) (简记为𝜑𝑖)为光滑正定函数, 𝑖 = 1, 2, ⋅ ⋅ ⋅ , 𝑛.
1.2 符号说明
1) ∣∣ ⋅ ∣∣表示向量 2-范数; 𝜆max(⋅)表示方阵最大




𝑘𝑙1 ⋅ ⋅ ⋅ 𝑘𝑙𝑗 . 其中: 𝑘𝑙为常数,
𝑙 = 1, 2, ⋅ ⋅ ⋅ , 𝑖, 𝑗 ⩽ 𝑖. 设计过程用到下列算法:⎧⎨⎩
𝐾𝑖−1,1 + 𝑘𝑖 = 𝐾𝑖,1,









数; 𝑖 = 1, 2, ⋅ ⋅ ⋅ , 𝑁 , 𝑁为网络节点数.
RBF神经网络具有逼近功能: 若 𝑓(𝑥)为紧集Ω
∈ 𝑅𝑛上的连续实值函数, 则 ∀𝜀∗ > 0; 适当选取 𝜍𝑖、
𝜎、𝜇及充分大的整数𝑁 ,存在理想权值 𝜃 ∈ 𝑅𝑁 ,使得
𝑓(𝑥) = 𝜃T𝜉(𝑥) + 𝜀,其中 ∣𝜀∣ ⩽ 𝜀∗为网络重构误差. 对
于RBF神经网络,有下述引理[9,18]:
引理 1 设网络输入𝑥的维数为 𝑞,基函数的宽

















Step 1 令 𝑧1 = 𝑥1 − 𝑦𝑟,有
?̇?1 = 𝑥2 − ?̇?𝑟 + 𝐹1 + 𝑑1,




?̇?1 = 𝑧1[𝑥2 − ?̇?𝑟 + 𝐹1 + 𝑑1] ⩽




𝑧1[𝑥2 − ?̇?𝑟 + ℱ1] + 1
4
,
其中ℱ1 = ℱ1(𝑥1, 𝑦𝑟) = 𝐹1 + 𝑧1𝜑21. 选取虚拟控制律
𝛼2 = −𝑘1𝑧1 + ?̇?𝑟 −ℱ1,
其中 𝑘1 > 0. 令 𝑧2 = 𝑥2 − 𝛼2,则有





𝑧2 = 𝑥2 − ?̇?𝑟 +𝐾1,1(𝑥1 − 𝑦𝑟) + ℱ∗1 ,
其中ℱ∗1 = ℱ∗1 (𝑥1, 𝑦𝑟) = ℱ1.
Step 𝒊 (2 ⩽ 𝑖 ⩽ 𝑛 − 1) 设 𝑧𝑖 = 𝑥𝑖 − 𝑦(𝑖−1)𝑟 +
𝑖−1∑
𝑗=1
𝐾𝑖−1,𝑗 [𝑥𝑖−𝑗 − 𝑦(𝑖−1−𝑗)𝑟 ] + ℱ∗𝑖−1,有
?̇?𝑖 = 𝑥𝑖+1 − 𝑦(𝑖)𝑟 +
𝑖−1∑
𝑗=1
𝐾𝑖−1,𝑗 [𝑥𝑖+1−𝑗 − 𝑦(𝑖−𝑗)𝑟 ]+



































𝑥𝑖+1 − 𝑦(𝑖)𝑟 +
𝑖−1∑
𝑗=1
𝐾𝑖−1,𝑗 [𝑥𝑖+1−𝑗 − 𝑦(𝑖−𝑗)𝑟 ]+













𝑥𝑖+1 − 𝑦(𝑖)𝑟 +
𝑖−1∑
𝑗=1



































𝑥𝑖+1 − 𝑦(𝑖)𝑟 +
𝑖−1∑
𝑗=1
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其中


















− 𝑘𝑖𝑧𝑖 + 𝑦(𝑖)𝑟 −
𝑖−1∑
𝑗=1
𝐾𝑖−1,𝑗 [𝑥𝑖+1−𝑗 − 𝑦(𝑖−𝑗)𝑟 ]−ℱ𝑖,
其中 𝑘𝑖 > 0. 令 𝑧𝑖+1 = 𝑥𝑖+1 − 𝛼𝑖+1,则有





𝑧𝑖+1 = 𝑥𝑖+1 − 𝑦(𝑖)𝑟 +
𝑖∑
𝑗=1
𝐾𝑖,𝑗 [𝑥𝑖+1−𝑗 − 𝑦(𝑖−𝑗)𝑟 ] + ℱ∗𝑖 ,
其中ℱ∗𝑖 = ℱ∗𝑖 (?̄?𝑖, 𝑦(𝑖−1)𝑟 ) = 𝑘𝑖ℱ∗𝑖−1 + ℱ𝑖.
Step𝒏 𝑧𝑛的导数为
?̇?𝑛 = 𝑢− 𝑦(𝑛)𝑟 +
𝑛−1∑
𝑗=1
𝐾𝑛−1,𝑗 [𝑥𝑛+1−𝑗 − 𝑦(𝑛−𝑗)𝑟 ]+






































𝐾𝑛−1,𝑗 [𝑥𝑛+1−𝑗 − 𝑦(𝑛−𝑗)𝑟 ]+
















































































− 𝑘𝑛𝑧𝑛 + 𝑦(𝑛)𝑟 −
𝑛−1∑
𝑗=1
𝐾𝑛−1,𝑗 [𝑥𝑛+1−𝑗 − 𝑦(𝑛−𝑗)𝑟 ]−ℱ𝑛,
其中 𝑘𝑛 > 0. 将 𝑧𝑛代入𝑢∗,并应用算法 (2),有
𝑢∗ = 𝑦(𝑛)𝑟 −
𝑛∑
𝑗=1
𝐾𝑛,𝑗 [𝑥𝑛+1−𝑗 − 𝑦(𝑛−𝑗)𝑟 ]−ℱ∗𝑛,
其中ℱ∗𝑛 = ℱ∗𝑛(?̄?𝑛, 𝑦(𝑛−1)𝑟 ) = 𝑘𝑛ℱ∗𝑛−1 + ℱ𝑛.
应用RBF神经网络对ℱ∗𝑛进行逼近, 即ℱ∗𝑛 =









𝐾𝑛,𝑗 [𝑥𝑛+1−𝑗 − 𝑦(𝑛−𝑗)𝑟 ]− 𝜃T𝜉,
˙̂
𝜃 = Γ [𝑧1𝜉 − 𝜂𝜃].
(3)
其中: 𝜃为 𝜃的估计值, 常值矩阵Γ = ΓT > 0, 常数
𝜂 > 0. 令 𝜃 = 𝜃 − 𝜃,则有





定理 1 对于给定的 𝜀∗ > 0,设 𝜃为RBF神经网




































𝑧𝑖𝑧𝑖+1 − 𝑧𝑛𝜃T𝜉 + 𝑧𝑛𝜀+
𝑧1𝜃




令 ∥𝜉∥ ⩽ 𝜒 (由引理 1),则应用下列不等式:


















































































𝑘𝑖 ⩾ 1 +
𝛼
2

















则有 ?̇? ⩽ −𝛼𝑉 + 𝛾,即







e−𝛼𝑡, ∀𝑡 ⩾ 0. (6)
不等式 (6)表明: 𝑉 (𝑡)是最终有界的, 且最终上
界为 𝛾/𝛼, 即闭环系统的所有信号 (𝑧𝑖和 𝜃)半全局一
致最终有界;而且,增大 𝑘𝑖与减小𝜆max(Γ−1),亦即增




?̇?1 = 𝑥2 + 𝑥1 sin𝑥1 + 0.3 sin(𝑥1𝑥2) cos(2𝑡),
?̇?2 = 𝑥3 + 𝑥2e
−0.5𝑥1 + 0.2𝑥1𝑥2 cos(π𝑡),
?̇?3 = 𝑢+ 𝑥1𝑥2𝑥3 + 0.2𝑥1𝑥2𝑥3 cos(5𝑡),
𝑦 = 𝑥1.
系统初始条件为 [𝑥1, 𝑥2, 𝑥3]
T
𝑡=0 = [0.6,−0.5, 0.3]T, 参




𝑦 𝑟 − (𝑘3 + 𝑘2 + 𝑘1)(𝑥3 − 𝑦𝑟)− (𝑘3𝑘2 + 𝑘3𝑘1+
𝑘2𝑘1)(𝑥2 − ?̇?𝑟)− 𝑘3𝑘2𝑘1(𝑥1 − 𝑦𝑟)− 𝜃T𝜉,
˙̂
𝜃 = Γ [𝑧1𝜉 − 𝜂𝜃], 𝜉 = 𝜉(?̄?3, 𝑦(2)𝑟 ).
参考信号处理: 首先对参考信号进行滤波处理
𝒯 (𝑡)?̇?𝑖+𝒲𝑖 = 𝒰𝑖, 𝑖 = 1, 2, 3.
其中: 𝒰𝑖 = 𝑦(𝑖−1)𝑟 和𝒲𝑖分别为滤波器的输入与输
出;滤波初始条件为𝒲𝑖(0) = 𝑥𝑖(0);滤波参数为 𝒯 (𝑡)
= 𝜓e−𝜔𝑡 + 𝜏 , 𝜓 > 0, 𝜔 > 0, 𝜏 > 0.
注 1 参考信号处理的目的是获得一个平滑的




仿真参数为: 𝑘1 = 𝑘2 = 𝑘3 = 20, Γ = diag{4},
𝜂 = 0.2; {𝜍𝑖∣𝑖 = 1, 2, ⋅ ⋅ ⋅ , 𝑁} = {−1, 1} × {−1, 1} ×
{−1, 1}×{−1, 1}×{−1, 1}×{−1, 1}, 𝑁 = 64, 𝜎 = 10,
𝜇 = 20, 𝜃(0) = 0; 𝜓 = 1, 𝜔 = 1, 𝜏 = 0.01.






















































[1] Khalil H K. Nonlinear systems[M]. The 3rd ed. Upper
Saddle River: Prentice Hall, 2002: 5-14.
[2] Krstic M, Kanellakopoulos I, Kokotovic P V. Nonlinear and
adaptive control design[M]. New York: Wiley, 1995: 87-
121.
[3] Polycarpou M M. Stable adaptive neural scheme for
nonlinear systems[J]. IEEE Trans on Automatic Control,
1996, 41(3): 447-451.
[4] Zhang T, Ge S S, Hang C C. Adaptive neural
network control for strict-feedback nonlinear systems using
backstepping design[J]. Automatica, 2000, 36(12): 1835-
1846.
(下转第786页)














TSP问题 (规模超过 100)时, 本文方法还存在一定的
局限性,这也是今后研究的工作重点.
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