• When phase oscillators produce and absorb a diffusing substance non-local couplings are produced.
Introduction
In many problems of physical and biological interest nonlinear oscillators (or ''cells'') have been considered, whose interaction is mediated through a chemical substance which is secreted by the cells and diffuses along the intercellular medium, being absorbed by the cells [1] . Moreover, the rate of secretion depends on the cell dynamics, as well as the rate of absorption. In this way the dynamics of the cells are effectively coupled by the diffusing chemical substance, leading to a non-local coupling type which depends on the details of the diffusion process.
This kind of chemical coupling can be mathematically described by a model proposed by Kuramoto leading to non-local couplings [2] [3] [4] . In this model the state variables of each oscillator influence the secretion of a chemical substance obeying a diffusion equation. The rate of absorption depends on the local concentration of this substance at each cell position [5] [6] [7] [8] [9] .
The non-local coupling obtained in this way has an exponentially decreasing dependence on the spatial position and depends on a parameter, the inverse coupling length, which can take one any real value from zero to infinity. These are the limits when the coupling becomes global (all-to-all) and local (nearest-neighbor), respectively. A similar coupling is based on a power-law instead of an exponential type, but does not have a direct interpretation in terms of a diffusing chemical in the intercell medium [10] [11] [12] .
Global coupling of oscillators has been intensively studied both numerically and analytically, particularly for the Kuramoto model of phase oscillators, for which it is possible to use a mean-field theory to describe the collective behavior of the assembly [13, 14] . In this model the phase oscillators have natural frequencies, randomly distributed according to a given probability function. If the coupling strength is too weak the coupling effect is not strong enough to overcome the original disorder of the system and the phases remain uncorrelated.
For a coupling strength higher than a critical value, though, some of the oscillators begin to synchronize their frequencies, while their phases become locked to each other. By defining a suitable order parameter it is possible to describe the transition from a non-synchronized to a (partially) synchronized state by means of a continuous phase transition. Many efforts have been made to extend some of these results to other kinds of complex networks [15] [16] [17] .
In this work we present results of numerical simulations of Kuramoto-type phase oscillators which are coupled according to a chemical coupling, in which the strength decreases exponentially with the lattice distance for a one-dimensional chain. We treat separately phase and frequency synchronization, using different numerical diagnostics for them, and investigating the occurrence of the transition between non-synchronized and partially synchronized states. The coupling parameters considered here were the strength and the inverse coupling length, which can vary continuously so as to simulate chains with local or non-local couplings.
This paper is organized as follows: in Section 2 we describe the coupling model based on the diffusion of a chemical which is both secreted and absorbed by the oscillators, so affecting their dynamics (chemical coupling). We also show how to obtain Kuramoto-like models in a one-dimensional chain (with periodic boundary conditions) from this general framework. Section 3, which deals with frequency synchronization, introduces appropriate diagnostics of synchronization and uses them to evidence transitions. A similar treatment is applied in Section 4 for phase synchronization. In Section 5 we use a characterization for spatial complexity using a recurrence-based technique. The last section is devoted to our conclusions.
Coupling model
In the following we will deal with two classes of vectors, which are represented by a different notation: (i) positions ⃗ r in a d-dimensional Euclidean space, to which the oscillators belong; (ii) state variables X = (
T in a M-dimensional phase space of the dynamical variables characterizing the state of the system at a given time t. There are N oscillator cells located at discrete positions ⃗ r j , where j = 1, 2, . . . , N, in the d-dimensional Euclidean space; and X j is the state variable for each oscillator, whose time evolution is governed by the vector field F(X j ) [ Fig. 1 ]. The oscillators are not supposed to be identical, though, for they can have slightly different parameters.
We suppose that the time evolution is affected by the local concentration of a chemical, denoted as A(⃗ r, t), through a time-dependent coupling function g:
whereas the chemical concentration satisfies a diffusion equation of the form
where ε ≪ 1 is a small parameter representing the fact that diffusion occurs in a timescale faster than the intrinsic period of individual oscillators; η is a phenomenological damping parameter (representing the chemical degradation of the mediating substance), and D is a diffusion coefficient. The diffusion equation above has a source term h which depends on the oscillator state at the discrete positions ⃗ r j : this means that each oscillator secrets the chemical with a rate depending on the current value of its own state variable.
We assume, as in Ref. [2] , that the diffusion is so fast, compared with the oscillator period, that we may set εȦ = 0 such that the concentration relaxes to a stationary value that can be written in the following form:
where σ (⃗ r j − ⃗ r k ) is a Green function (also called interaction kernel), which is the solution of
such that we have eliminated adiabatically the chemical concentration and, on substituting (3) into Eq. (2) we obtain the general equation expressing chemical coupling in the adiabatic approximation If g is a linear function of X j (and not of the positions ⃗ r j ) we write
We are particularly interested in nonlinear couplings, for which
where A is a M × M matrix indicating which variables of the oscillators are coupled to whom, and H is a nonlinear function of its arguments.
In this work we are interested in a case of nonlinear coupling of phase oscillators, for which we take M = 1 such that X j is a geometrical phase θ j ∈ [0, 2π ), and the vector function F(X j ) is the corresponding frequency ω j (different for each oscillator, in general). In this case A reduces to a scalar coupling strength K and the nonlinear coupling function is
yielding a chemically coupled Kuramoto model
From the Fourier transform of Eq. (4), the interaction kernel can be formally written, when d is the spatial dimension of the system, as
When the system is isotropic, the kernel becomes a function of the distance r = |⃗ r j − ⃗ r|, and can be expressed, in the one-dimensional case, by
where γ is the inverse of the coupling length, given by
and the constant C is determined from the normalization condition
A generalized Kuramoto model can be obtained out of the foregoing description by building a one-dimensional lattice of N (an odd number) fixed and equally spaced phase oscillators with non-local interactions given by the kernel (11) for d = 1. The generalization to two and three dimensions is straightforward but the need of considering all neighbors of a given oscillator poses a serious obstacle due to the eventually prohibitive computer time required to take into account all interactions. Another possibility (not taken into account in this work) is to consider a random distribution of oscillators along the lattice. However, if we are interested to study systematically the effect of the lattice distance on the dynamical properties it is interesting to consider a regular lattice. Assuming that the distance between consecutive sites is a constant ∆, and supposing periodic boundary conditions
we can write 
On excluding self-interactions, or the coupling of any site with itself, we replace the sum over k in Eq. (9) by two sums, one over ℓ = 1, 2, . . . , N ′ and other over ℓ = −1, −2, . . . − N ′ . In the latter sum we can change index again m = −ℓ and then replace m by ℓ since they are dummy indexes. Hence the first sum considers k = j − ℓ and the second one k = j + ℓ, such that we can group them together into a single summation, yieldinġ
Making the same changes of index we previously did the result is
The value of ∆ is immaterial and we will make ∆ = 1 from now on for simplicity. Hence (16) can be rewritten aṡ
It is interesting to investigate the limiting cases of this form of coupling. If γ goes to zero then,
and we have a global type of couplinġ
which is very similar to the classical Kuramoto model of coupled phase oscillators, except for the denominator which is N instead of N − 1, as in Eq. (20) . In the limit of γ large, the exponential in the Green function decays very fast with the lattice distance ℓ, such that only the term with ℓ = 1 contributes significantly to the summations. This gives, for the normalization constant
and the coupling term takes into account only the nearest neighbors of a given sitė
which is the usual local (diffusive or Laplacian) coupling. Hence, depending on the value of the inverse coupling length we can pass continuously from a global to a local coupling type. A similar prescription for non-local couplings was proposed by
Rogers and Wille, who considered a power-law spatial dependence ℓ −δα instead of an exponential decay as here. In spite of the differences, both non-local couplings present similar properties with respect to the synchronized behavior of the oscillator chain. 
Frequency synchronization
Given that θ j is a phase angle for the jth oscillator we are interested in its phase rate Ω j =θ j , which can be called perturbed frequency. From (18) it follows that the difference between the latter and the natural frequencies ω j is just the coupling term induced by the diffusing chemical:
in such a way that, for uncoupled oscillators (K = 0) Ω j = ω j . We assume that uncoupled oscillators have randomly chosen natural frequencies ω j according to a given probability distribution function g(ω). It is customary to use a unimodal and symmetric PDF such that g(−ω) = g(ω) with a maximum at g(0), i.e. g ′ (0) = 0 and g ′′ (0) < 0. We consider that initially the oscillators have randomly distributed phases, i.e. the values of θ j (t = 0) are chosen within the interval [0, 2π ) using a uniform probability distribution. The coupled differential equations described by (18) are numerically solved using a fourth-order Runge-Kutta solver for given values of the coupling strength K and the inverse coupling length γ . At each time, the perturbed frequencies are obtained as
where T is chosen such that transients have decayed.
Two or more phase oscillators are said to be frequency synchronized if their frequencies are equal, up to a specified tolerance. If the oscillators are synchronized in frequency this does not mean necessarily that their phases are equal (phase synchronization). For example, two oscillators which are anti-phase synchronized have nevertheless the same frequencies. However, phase synchronization do imply frequency synchronization.
Let us first consider the case of (relatively) large γ [ Fig. 2(c) ]: at a fixed time most of the oscillators have different frequencies but some of them are frequency-synchronized. Keeping the coupling strength K constant and decreasing γ we observe that many oscillators become frequency synchronized at Ω = 0 [ Fig. 2(b) ]. This is not surprising, though, as the natural frequencies are distributed around ω = 0. Finally, for smaller γ all oscillators in the chain have the same frequencies [ Fig. 2(a) ]. This shows that the coupling length plays a role on the synchronization properties of the chain.
In Fig. 2(b) we see that, when some oscillators are no longer synchronized, there is a number of synchronization plateaus with different lengths. Let N i be the length of the ith plateau, and N p the total number of them, with average size 
We define a synchronization degree P as the ratio between the average plateau length and the total lattice size N, or P = ⟨N⟩/N.
For a totally synchronized state, as that depicted in Fig. 2(a) , we have just one plateau comprising the entire lattice (⟨N⟩ = N) so that P = 1. On the other hand, for a completely non-synchronized state there are almost as many plateaus as sites, so Fig. 2(c) . A quantity similar to the synchronization degree is the frequency-order parameter introduced by Sakaguchi et al. [9] : E = N E /N, where N E is the number of oscillators in the largest plateau. Fig. 3 illustrates the variation of the average synchronization degree with the inverse coupling length for a fixed coupling strength K and different lattice sizes. In the three cases depicted a common feature is that, if γ is small enough the oscillators are frequency-synchronized and, as γ increases past a critical value γ c , there is a transition to a non-synchronized state (or, more properly, to a partially synchronized one). It turns out that γ c decreases as we increase the lattice size. By way of contrast, if we keep γ fixed and vary the coupling strength K , a similar transition to frequency synchronization occurs, after K increases past a critical value K c . As a matter of fact, the occurrence of frequency synchronization depends on both coupling parameters (γ and K ) as illustrated by Fig. 4 , where we depict the region of frequency synchronization (according to the value of the synchronization degree P) as a function of γ and K . The transition to frequency synchronization occurs past a critical line which is indicated by the squares depicted in Fig. 4 . Due to the horizontal scale adopted it seems that there is always frequency synchronization for the global case (γ = 0), which is not the case, as illustrated by the inset of Fig. 4 , where we show a magnification of the lower right hand corner. In the latter case the critical coupling strength in the globally coupled case is K c ≈ 0.08.
Since uncoupled oscillators have randomly distributed natural frequencies, the onset of frequency synchronization appears due to the dominant effect of the coupling over the randomness of the original distribution. For global couplings (γ = 0) the value of K c is close to zero, indicating that a synchronized state occurs for very weak couplings. Local couplings, where γ is large enough, however, may not yield frequency synchronization even if K is very large. These features are typical of structural phase transitions and are best explained by considering phase synchronization.
Phase synchronization
In an oscillator chain, a completely phase-synchronized state is characterized by the equality of the oscillator phases for any times:
Clusters of phase-synchronized oscillators are defined in a similar way. A useful diagnostic of phase synchronization is the complex order parameter introduced by Kuramoto [14] The quantities R and ϕ ∈ [0, 2π ) are respectively the amplitude and angle of a gyrating vector which is equal to the vector sum of phasors for each oscillator in a one-dimensional lattice with periodic boundary conditions. In order to see the meaning of z(t) let us analyze two limits cases. Firstly, for a completely phase-synchronized state the order parameter magnitude is R(t) = 1 for all times. In the second place, let us consider a completely non-synchronized pattern, for which the phases are so spatially uncorrelated that they can be considered as randomly distributed over [0, 2π ). The order parameter in this case has zero magnitude since it is a space-average over randomly distributed variables. Intermediate values of R thus represent partially synchronized states.
z(t) = R(t)e iϕ(t)
In Fig. 5 we plot the order parameter magnitude as a function of time for K = 7 and three different values of the inverse coupling length γ . The case γ = 0.001 is the most akin to a global coupling, and exhibits a completely phase-synchronized state. Higher values of γ lead to partially synchronized states. For γ = 0.006 the parameter R exhibits small-amplitude fluctuations near zero, indicating a nearly non-synchronized state. Since R typically fluctuates with time we prefer to work with its temporal average
The dependence of R with the inverse coupling length γ is depicted in Fig. 6 for a fixed value of the coupling strength (K = 7). For γ near zero we have a completely phase-synchronized state, as expected and, as γ varies through a critical value γ c there is a transition to a non-synchronized state, which is observed for different values of N. The value of γ c decreases as the lattice size increases. In Fig. 7 we plot the value of γ c versus 1/N. For relatively small chains γ c decreases with 1/N as a power-law with slope near the unity. As N increases further, the value of γ c saturates at some value, namely 0.00025 at the thermodynamic limit.
On comparing Fig. 3 (frequency synchronization degree) and for phase synchronization. There results that, for 0.003 < γ < 0.005 we have frequency synchronization but no phase synchronization, in complete agreement with our previous observations. Except for this differences, however, the general behavior of phase synchronization follows the same trends as frequency synchronization, as illustrated by Fig. 8 , where we plot the time-averaged order parameter magnitude as a function of the coupling strength K and the inverse coupling length γ . We identify three regions in the diagram for which the dynamics is qualitatively different: in the deep blue region in Fig. 8 we have no phase synchronization, whereas in the red region complete phase synchronization is clearly seen. In between those regions there is a transitional regimes where the oscillator chain is partially phase synchronized.
Recurrence-based characterization
The characterization of spatial patterns can be also made by the introduction of recurrence-based quantification. It is wellknown that time series of physical processes can be analyzed using recurrence plots, so as to unveil dynamical transitions and other features of the underlying dynamical system [18, 19] . In this case a recurrence occurs when the state of the system approaches a previous value within some specified radius. We have extended this idea so as to interpret a spatial pattern (at fixed time) as a kind of ''time series'', in which the role of time is played by the spatial separation j along the array of cells. For spatial patterns in which we discretize the points, as in a lattice, we say that two points apart from an integer distance j are recurrent if they have the same ''height'' up to some difference [20] . This analogy enables us to use the tools of recurrence quantification analysis to characterize complex patterns just like the ones we see in coupled oscillators [21, 22] .
We formally define a spatial recurrence matrix R ij as follows. Consider a one-dimensional spatial pattern with N sites:
(just as the case of coupled oscillators) where two sites i and j have the same height, up to some precision ε, or |x i − x j | ≤ ε. We say that, in a N × N matrix the element R ij = 1, otherwise (if the cells do not have the same values) it is R ij = 0. In other words
where Θ is the Heaviside unit step function. The spatial recurrence plot is a graphical representations of the spatial recurrence matrix with elements R ij .
Each site is trivially recurrent to itself, such that R ii = 1 (usually these elements are removed from recurrence-based quantifiers). Moreover, the recurrence matrix is symmetric: R ji = R ij . The elements of the recurrence matrix depend on the radius of convergence ε: if the latter is too large all elements will be equal to the unity, whereas if ε is too small no recurrences would be detected. A convenient choice of ε is based on some fraction, say 10% of the mean square deviation of the heights for the spatial pattern. Other methods fix not ε itself but rather the recurrence-rate, which we define below.
A representative example of how much can recurrence plots contribute to the characterization of patterns in coupled oscillator chains is provided by Fig. 9 , where we plot the spatial patterns for the phases and frequencies at fixed time and the corresponding spatial recurrence plots, for a chain of N = 401 oscillators with K = 7.0 and two values of γ . For γ = 0.023 the phase pattern is poorly synchronized, and the recurrence plot displays mainly isolated points with a few horizontal structures [ Fig. 9(a) ]. On the other hand, the frequency pattern has a number of synchronization plateaus corresponding, in the recurrence plot, to highly recurrent black regions [ Fig. 9(b) ]. On slightly increasing the value of γ the phases are even less synchronized, presenting only isolated points which correspond to chance recurrences [ Fig. 9(c)] . The frequencies, however, are more synchronized than the phases, what cannot be seen in the spatial pattern but can be inferred from the corresponding spatial recurrence plot [ Fig. 9(d) ].
There are many recurrence-based quantitative diagnostics available in the literature [19, 23] . We found that three are enough to our purposes: the first is the recurrence rate (RR), which is the fraction of recurrent points or the nonzero elements in the recurrence matrix:
The higher is RR, more recurrences occur. However, since recurrence points can occur by pure chance, we need other quantifiers, like the so-called determinism (DET ) (a term borrowed from the time-series analysis). The latter is the fraction of points in the spatial recurrence plots belonging to diagonal structures. For time series these diagonals occur due to deterministic evolution. On the other hand, in spatial patterns DET characterizes recurrent structures which cannot occur by pure chance.
We compute DET by taking ℓ min = 2 as the minimum length of a diagonal in the spatial recurrence plot, and searching all diagonal structures with different lengths ℓ. Then we make a histogram, which is a numerical approximation of the probability distribution function P(ℓ) of these lengths. The determinism is defined as the fraction of points in spatial recurrence plots belonging to diagonal structures:
Accordingly, in a completely disordered pattern there would be no diagonal structures, and DET would be near zero.
There are also horizontal structures in the recurrence plots (equivalent to vertical structures due to symmetry), which are also helpful to distinguish true recurrences from chance recurrences. Moreover such horizontal structures are directly related to plateaus in the corresponding spatial patterns. The quantifier, in this case, is aptly called laminarity (LAM), which we compute by counting how much horizontal structures of length υ > υ min = 2 exist in the spatial recurrence plot, what gives us and another probability distribution function P(υ), from which we have
We begin our analysis by considering the three regimes observed in the parameter space depicted in Figs. 8 and 4 , for phase and frequency synchronization, respectively. Let us consider a fixed value of K , say 7.0 and consider the increase of the value of γ . In Fig. 10 The recurrence rate decreases as γ increases, showing that the phases start losing complete synchronization at γ ≈ 0.002 and become totally non-synchronized at γ ≈ 0.005 [ Fig. 10(a) ]. These findings are confirmed by the determinism and laminarity [ Fig. 10(b) and (c) , respectively]. In addition, in Fig. 11(a), (b) and (c) we show spacetime plots showing the phase evolution for a totally synchronized, partially synchronized and non-synchronized cases, respectively.
A similar analysis can be made on the spatial pattern obtained from the frequencies of the coupled oscillators. The RR decreases with γ but in this case the transition starts later than for the phases. For example the RR starts to decrease at γ ≈ 0.004 [ Fig. 10(d) ], whereas the RR for the phases does so much earlier, at γ ≈ 0.002. This is due to the well-known fact that oscillators can have different phases but same frequencies, hence frequency synchronization is more difficult to break than phase synchronization. The critical value of 0.002 was observed to be the same for two convergence radius. This behavior is followed by DET and LAM [ Fig. 10 (e) and (f), resp.].
Conclusions
Some of the results we obtained on phase synchronization can be interpreted in the light of the mathematical treatment (mean field theory) available for the Kuramoto model with global (all-to-all) coupling, which corresponds to the γ → 0 limit of our theory. The uncoupled oscillators are supposed to have randomly distributed frequencies and phases, the former according to a specified probability distribution function g(ω) such that there is a single maximum at ω = 0 and the PDF is symmetric with respect to this value (g(−ω) = g(ω)).
In this case of global coupling, using the order parameter defined in (26) the oscillator chain can be written in the following forṁ
where we can set Ψ = 0 by transforming to a rotating frame.
It is well-known that, for weak coupling (corresponding to small values of the coupling constant K ), the oscillators remain non-synchronized (in both phase and frequency) since the coupling effect is too weak to overcome the natural disorder of the oscillator frequencies characterized by g(ω). However, even if K is very small, it turns out that some of the oscillators synchronize their phases, namely those with natural frequencies near zero. In particular, if −KR ≤ ω j ≤ KR the oscillators are synchronized in frequency since they are all stationary in the rotating frame. Such oscillators are not phase-synchronized though, for their phases are given by sin θ j = ω j /KR. The oscillators with natural frequencies |ω j | > KR will not synchronize their frequencies. They are often called drifting oscillators, whereas the synchronized ones are also called locked oscillators.
As K increases, the fraction of drifting oscillators decreases and the chain becomes partially phase and frequency synchronized. It is worthwhile to note that two or more oscillators can be frequency synchronized without phase synchronization. For a given value of K the degree of frequency synchronization is expected to be always higher than the degree of phase synchronization. As a matter of fact, complete phase synchronization would be achieved only in the limit of very large K .
Another familiar aspect of the classical Kuramoto model (32) is the existence of a structural phase transition from non-synchronized to partial synchronization as K increases past a critical value K c . A mean-field analysis shows that K c = 2/π g(0) and the order parameter magnitude, just after K c , grows quadratically like (K − K c ) 1/2 .
Those features have been reproduced, in our chemically coupled Kuramoto oscillators, for γ = 0. Moreover, by continuity, we expect that such features continue to be present for γ small but nonzero. On the other hand, as γ increases further, the coupling becomes more of a local type and thus the mean-field analysis fails. Physically we can say that the diffusion effect due to the coupling may not be enough to overcome the natural disorder of the oscillators. Indeed, for large γ (local coupling) there is no frequency or phase synchronization at all, even for large K .
The loss of synchronizability is revealed by the fact that a synchronization transition also exist if we vary the effective range γ for fixed K : a synchronized chain for small γ can become non-synchronized as γ increases past a critical value γ c .
Our results have indicated that, while the phase synchronization occurs gradually as a parameter is varied, the frequency synchronization is more abrupt. This difference between the transitions is due to the exponential decay of the interaction strength with the lattice distance, that is related to a diffusion process for the chemical which mediates the coupling among oscillators.
