I. INTRODUCTION Let {Xi}?= _ o. be a vector-valued stationary process on a probability space (52, 9, P), where Xj takes values in Rd and has a probability density f: We consider recursive kernel estimators ~Jx) of f(x) of the form (ii) K has an integrable radial majorant $(x)E L,($(x) = sup IK(y)I).
IiYll a l/XI/ (1. 2) A sufficient condition for (1.2)(ii) is that K be bounded and K(x) = 0( I\xI[ -&-') for some E > 0. The estimator (1.1) was introduced by Wolverton and Wagner [11] and, apparently independently, by Yamoto [12] . We also consider another recursive estimator f,(X)=& f: (l/bj)d'2K[(X-Xj)/bj] j= I
(1. 3) introduced by Wegman and Davies [9] for d= 1. This estimator is not asymptotically unbiased. However, scaling of T,,(x) leads to the recursive estimator which is of the form considered by Deheuvels [23. It is shown in [S] that, asymptotically as n + a, f,(x) generally has a larger bias but a smaller variance than f,,(x). When the X,'s are independent and d = 1, the quadratic-mean and strong consistency of &x) and f,Jx), along with rates, were established in [9] ; related results can be found in [ 1, 121. For the case of dependent data and d= 1, the quadratic-mean convergence, along with rates, and the asymptotic normality were established for the estimators f,,(x) and f,(x) by Masry [S] for processes {Xi) which are either strong mixing or asymptotically uncorrelated. The strong consistency of f"(x) in L, from an ergodic sample was established by Gyiirfi [3] . For d = 1, Takahata [S] ' obtained sharp a.s. rates for f,,(x) and 7,J.y) for asymptotically uncorrelated processes under a condition of rapid decay on the maximal correlation coefficient.
The purpose of this paper is to establish sharp rates of a.s. convergence for the recursive estimators &x) and f"(x) for processes (Xi} which are asymptotically uncorrelated. Our approach is completely distinct from that of Takahata [S] : In [8] a law of the iterated logarithm is established, as in Stout [7, Theorem 54.41 , by first obtaining a good estimate of the error in a central limit theorem; we employ mixingale theory to obtain directly sharp rates of almost sure convergence for the estimators f'(x) and f,Jx). As a result, the assumptions made in [S] on the process {X,> are considerably weakened and the proofs provided in this paper are more direct and compact. The main results are stated and discussed in Section II. The analysis is given in Section III. ' We are grateful to the referee for bringing
[8] to our attention.
II. ALMOST SURE CONVERGENCE AND RATES
Let Sk be the a-algebra of events generated by the vector random variables {X,, i<j<k}. as. as n --) co.
Remark 2.1. The best as. rate is clearly obtained when u, = 1. If u, -+ 0 as n -+ 00, we have a slower rate of convergence but in this case the summability condition (2.1) on the maximal correlation coefficient is evidently weaker as well. for almost all x where 8,, i= 1, 2, are positive constants. Expressions (2.6) and (2.7) are identical to the ones obtained in [9, 11, 121 for the case of independent data. Under the assumption of independent data, the as. rate of convergence for f,Jx) -E[fJx)] and TJx) -E[TJx)] (d= 1) was established in [9, Theorems 3, 53 as
a.s. as n + co if f is continuous at x, {b,} satisfies certain regularity conditions and 8, is a positive constant. For the case of dependent data considered in Theorems 2.1 and 2.2, specialized to the case d = 1, our best rates with u, z 1 are seen to be only slightly slower than those in (2.8), (2.9) for independent data (in comparing the result (2.5) for f,, with (2.9) for T,,(x), we assume (l/n) CJ!= I (b,lb,) 'I2 + const as n + co since ~Jx) is not normalized ).
Remark 2.3. Takahata [S] obtained the law of the iterated logarithm (2.8) and (2.9) (d= 1) for asymptotically uncorrelated processes {Xi} under a condition of rapid decay on the maximal correlation coefficient p(n): specifically it is assumed in [S, Theorem 3.11 that the density f(x) is Lipschitz of order a, 0 < a ,< 1, that the process {X,) has a bounded density of order three and, most significantly, that p(n) = O(nP""*) whenever b, -nPb with 0 <b < 6. In contrast, our condition (2.1) is satisfied (with U, E 1) provided only that p(n) = O[(n"2(log n)(log, n)1+6) -'I.
We next obtain a.s. convergence rates for the estimators ~Jx) and ~Jx) following the statement of their bias. The bias terms depend of course only on f; not on the dependence structure of the process {X,}. We have Note that with the choice (2.19) for the bandwith parameter b,, both estimators f"(x) and f,(x) have the same rate of as. convergence.
The method of analysis used in this paper yields as a byproduct the following strong law of large numbers which may be of independent interest. for which the process (X,} is rather strongly dependent.
The referee pointed out that a strong law of large numbers is established in a recent manuscript by Lyons [4] under the weaker condition C p(n)ln < 00.
III. ANALYSIS
The proof of Theorems 2.1 and 2.2 makes use of a fundamental result for mixingales due to McLeish [6] . The theory of mixingales (= asymptotic martingales) provides an extension of the standard martingale convergence theorem.
Let {Z,}; ~ 11 be a random process, not necessarily stationary, on (Q, 9, P) and let {F,};= --cT, be any increasing sequence of subsigma algebras of 9. A particular case of the notion of a mixingale introduced by McLeish [6] is defined as follows. we obtain Corollary 1.8 in McLeish [6] for general mixingales.
ProoJ: The proof is based on a modification of the proof of Theorem 1.6 in McLeish [6] ; we only outline the difference in the bounding calculation. We will show that E(yz; S,?) ,<const i cf + i (log k)(log, k) Since Z, is F,"-measurable and E(Z, 1 F,-,) is P-"=,"-measurable, it follows by Definition 2.1 that for 0 < m < n -1,
Var"*[E(Z, 1 F,-,,,)I =p(m){Wi) EbW, I F,-,A)*}"*.
Thus
(E(E(Z, 1 F,_,))2~"2dP(m)(E(Z,Z))"*, m<n--1.
Hence {Z,, F,jZ, is a simple mixingale with Ic/, =p(m) and c, = (E(Zi)) 1'2. Thus conditions (3.1) and (3.2) of Theorem 3.1 are satisfied by (3.6) and (3.7), respectively, and the result follows by Theorem 3.1.
Define the averaging kernel K,(x) by
The following approximation of the identity result is a consequence of the Lebesgue Density Theorem proved by Stein (see Wheeden and Zygmund [lOI). In view of (2.13) Toeplitz lemma is applicable and part (b) follows from 
