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Resumen
Esta lı´nea de investigacio´n tiene como objetivo analizar el intercambio de conocimiento en
sistemas multi-agente utilizando a´reas de conocimiento compartidas. El proyecto involucra la
extensio´n del modelo Linda con el objetivo de lograr adaptarlo a un entorno distribuido en un
sistemas multi-agente con agentes con conocimiento. En este trabajo, en primer lugar se describe
el conjunto de operaciones sobre espacios de tuplas que hemos propuesto en [1]. En base a estas
operaciones se propondra´ una extensio´n y finalmente se describira´ el trabajo a futuro a realizar en
esta lı´nea de investigacio´n.
1. Introduccio´n
En un sistema multi-agente los agentes deben poder intercambiar informacio´n, ya sea en un en-
torno colaborativo o basado en negociacio´n. Este intercambio puede hacerse por medio de pasaje de
mensajes o utilizando a´reas de conocimiento compartidas. Este trabajo tiene como objetivo analizar
el intercambio de conocimiento en sistemas multi-agente por medio de a´reas de conocimiento com-
partidas distribuidas. La importancia del mismo radica en que, disponer de un modelo para compartir
conocimiento, es un aspecto a resolver en sistemas multi-agente con agentes deliberativos. Por lo
tanto, serı´a interesante contar con un modelo para el mantenimiento de bases de conocimiento que
permita abstraerse de los aspectos de implementacio´n.
El modelo Linda [2, 3, 4, 5], es un modelo de memoria compartida originalmente definido para
proveer comunicacio´n y sincronizacio´n en programas con paralelismo. Utiliza un espacio de memoria
compartida llamado “espacio de tuplas” (ET), sobre el cual propone seis operaciones. Agregando
estas operaciones del ET a un lenguaje base se genera un dialecto de programacio´n paralela. Los ETs
son una abstraccio´n a partir de la cual los procesos cooperan y se comunican. Estos pueden verse como
a´reas de memoria compartidas asociativas referenciadas que no requieren hardware subyacente para
el a´rea de memoria fı´sica donde residen. Es importante notar que los ETs difieren de las relaciones
que son propuestas en el modelo de datos relacional [6], debido a que las relaciones so´lo aceptan
tuplas que tienen formato (las mismas deben tener la misma aridad, y sus atributos deben ser tipados
y mantener un orden); sin embargo, los ETs aceptan tuplas sin formato.
Financiado parcialmente por CONICET (PIP 5050), Universidad Nacional del Sur (PGI 24/ZN11) y Agencia Na-
cional de Promocio´n Cientı´fica y Tecnolo´gica (PICT 2002 Nro 13096).
Linda provee cuatro operaciones ba´sicas de espacio de tuplas, out, in , rd y eval, y dos variantes
adicionales inp y rdp. La operacio´n out(t) causa que la tupla t sea agregada al ET; in(t) causa que
alguna tupla s que concuerde con la tupla-molde t sea retirada del ET (lectura destructiva), y si no
se encuentra una tupla s que coincida cuando in(t) se ejecuta, la ejecucio´n del proceso se suspende
hasta que una tupla que coincida este´ disponible (es una primitiva bloqueante); rd(t) es igual a in(t),
excepto que la tupla que coincide no es retirada y permanece en el ET. Las versiones predicativas
de in y rd, inp y rdp respectivamente, intentan localizar una tupla que coincida, y retornan 0 si la
bu´squeda falla, en caso contrario retornan 1. La operacio´n eval(t) es igual a out(t), excepto que t es
evaluado despue´s (en paralelo) en vez de antes de ser ingresado en el ET.
En la de´cada del 90 surgieron variantes al modelo, teniendo en cuenta mu´ltiples ETs distribuidos
en forma remota, buscando mejorar aspectos que conciernen a los ambientes distribuidos y paralelos.
Estas variantes fueron propuestas en trabajos como [7, 8, 9, 10, 11, 12], y consisten en permitir la
existencia de varios espacios de tuplas. Esto brinda la posibilidad de que un sistema multi-agente
pueda trabajar con ma´s de un a´rea de conocimiento permitiendo descentralizar el sistema, lo que
provoca que el conocimiento sea compartido de manera distribuida.
A partir de la posibilidad de que puedan coexistir varios ETs en un mismo sistema multi-agente,
surgen naturalmente, nuevas operaciones sobre ETs. Esto es, operaciones que tengan como dominio y
rango ETs, lo cual hace al modelo au´n ma´s interesante y poderoso. Pero se debe notar que, el hecho de
agregar ma´s operaciones que se aplican sobre ETs hace que el modelo pierda ortogonalidad, obligan-
do al usuario a pensar en ma´s operaciones. Sin embargo, nosotros consideramos que estas nuevas
operaciones le agregan expresividad, y permiten que el modelo se aproxime, au´n ma´s, a los objetivos
del trabajo, ya que permite que los agentes tengan la posibilidad de manipular el conocimiento en
forma masiva. Estas nuevas operaciones se definen en la siguiente seccio´n.
2. Operaciones que tienen como dominio y rango ETs
Ante la posibilidad de que en un sistema multi-agente puedan coexistir varios espacios de tuplas,
resulta interesante disponer de operaciones que tengan como dominio y rango ETs, como se ha visto
en los trabajos [8, 13] donde se sugieren las operaciones collect y copy-collect, respectivamente. A
diferencia de estas dos, en esta seccio´n se incluyen y ejemplifican operaciones para unir dos ETs,
obtener los elementos comunes y calcular la diferencia, entre otras. Estas operaciones las hemos
definido en [1] y se incluye en este artı´culo un resumen de ellas para que el mismo sea autocontenido.
No obstante, en el presente artı´culo se incluye una nueva definicio´n de la operacio´n que permite
realizar la diferencia de espacios de tupla. Esto es, ahora contamos con dos tipos de diferencias,
diferencia existencial y diferencia sin re´plica. Todas estas operaciones, en algu´n sentido recuerdan a
las operaciones del a´lgebra relacional propuestas en [6]. Sin embargo, difieren de e´stas ya que en el
a´lgebra relacional las relaciones esta´n formateadas y, como se menciono´ con anterioridad, los espacios
de tuplas no. Es importante destacar que los espacios de tuplas pueden contener tuplas repetidas [14].
Por lo tanto, las operaciones que se sugerira´n tendra´n variantes que admiten tuplas replicadas, las
cuales se asemejan a las operaciones multi-set del a´lgebra relacional extendida propuestas en [15]. En
el mismo sentido que las operaciones del a´lgebra relacional, estas difieren de las propuestas en este
trabajo, ya que las relaciones so´lo admiten tuplas con formato.
Dentro de un ET, el orden de las tuplas no sera´ considerado relevante. Por lo tanto, en las opera-
ciones que se describen a continuacio´n, cuando hay varias tuplas repetidas, y se debe decidir cual de
ellas sera´ parte de la solucio´n, la eleccio´n se realizara´ de manera no determinı´stica.
2.1. Operaciones para unio´n de espacios de tuplas
Estas operaciones permiten, por ejemplo, que un agente que esta´ compartiendo conocimiento en
diferentes ETs con distintos agentes, logre juntar en un u´nico ET todo su conocimiento, permitie´ndole
de esta manera, poder trabajar con su conocimiento global sin alterar el conocimiento de los dema´s
agentes.
Definicio´n 1: (Unio´n total) Dados dos espacios de tuplas ET1 y ET2 la union total ET1 ⊎ ET2 es
un espacio de tuplas que contiene todas las tuplas que pertenecen a ET1 ma´s todas las tuplas que
pertenecen a ET2 [1].
Definicio´n 2: (Unio´n sin re´plicas) Dados dos espacios de tuplas ET1 y ET2 la union sin re´plicas
ET1
⋃
ET2 es un espacio de tuplas que contiene las tuplas que pertenecen a ET1 ma´s las tuplas que
pertenecen a ET2, sin considerar repeticiones de tuplas [1].
A continuacio´n, se muestra un ejemplo en el cual se podra´ notar con claridad la diferencia que
existe entre ambas operaciones. Por cuestiones de simplicidad, las tuplas de los ejemplos sera´n rep-
resentadas por letras proposicionales a, b, c y d, debido a que por el momento so´lo interesa el com-
portamiento de las operaciones y no como unifican las tuplas durante el proceso de la operacio´n. En
este trabajo, un espacio de tuplas ET1 que contiene las tuplas a, a y c se denotara´ ET1 = [a,a,c]. Para
la implementacio´n de e´stas operaciones se debe proveer la definicio´n de igualdad entre tuplas. Como
en este trabajo en los ejemplos se utilizara´n letras proposicionales para representar tuplas, dos tuplas
son iguales si son representadas por la misma letra proposicional.
Ejemplo 1 Considere los siguientes espacios de tuplas: ET1 = [a,b,b,a,d] y ET2 = [c,a,b,c,b].
ET1
⊎





ET1 = [a,b,b,a,d,a,b,b,a,d] ET1
⋃
ET1 = [a,b,d]
Aquı´ se puede observar que el resultado de la operacio´n ET1
⊎
ET2 mantiene las repeticiones de
los dos espacios de tuplas, mientras que la operacio´n ET1
⋃
ET2 elimina toda repeticio´n. Tambie´n se
puede observar que la operacio´n “unio´n sin re´plica” brinda la posibilidad de retornar el contenido
sin re´plicas de un ET realizando ET1
⋃
ET1. Mientras que ET1
⊎
ET1 duplica el contenido del ET.
2.2. Operaciones para interseccio´n de espacios de tuplas
Estas operaciones permiten, por ejemplo, que un agente que esta´ compartiendo conocimiento en
diferentes ETs con distintos agentes, logre obtener en un u´nico ET el conocimiento que comparte en
comu´n con los diferentes grupos de agentes.
Definicio´n 3: (Interseccio´n total) Dados dos espacios de tuplas ET1 y ET2 la interseccio´n total ET1⋂
+ ET2 es un espacio de tuplas que contiene todas las tuplas que pertenecen tanto a ET1 como a
ET2 [1].
Definicio´n 4: (Interseccio´n sin re´plicas) Dados dos espacios de tuplas ET1 y ET2 la interseccio´n
sin re´plicas ET1
⋂
ET2 es un espacio de tuplas que contiene tuplas que pertenecen tanto a ET1 como
a ET2, sin considerar repeticiones de tuplas [1].
Ejemplo 2 Considere los siguientes espacios de tuplas: ET1 = [a,b,b,a,d] y ET2 = [c,a,b,c,b].
ET1
⋂





+ ET1 = [a,b,b,a,d] ET1
⋂
ET1 = [a,b,d]
Aquı´ se puede observar que el resultado de la operacio´n ET1
⋂
+ ET2 admite tuplas repetidas en el
caso de que existan en la interseccio´n, mientras que la operacio´n ET1
⋂
ET2 elimina toda repeticio´n
existente en la interseccio´n. Adema´s se puede observar que al igual que en la “unio´n sin re´plicas”,
la “interseccio´n sin re´plicas” brinda la posibilidad de retornar el contenido sin re´plicas de un ET
realizando ET1
⋂
ET1. Esto es, ET1
⋂
ET1 ≡ ET1 ⋃ ET1.
2.3. Operaciones para diferencia de espacios de tuplas
Estas operaciones, por ejemplo, brindan la posibilidad de eliminar conocimiento de un espacio
en base al conocimiento almacenado en otro. Esto genera que no se realice trabajo redundante. Es
decir, supongamos que dos grupos de agentes se encargan de hacer lo mismo en base a informacio´n
extraı´da de ETs diferentes, si estos ETs tienen tuplas que esta´n en ambos y hacen referencia a un
mismo trabajo, serı´a interesante sacarlas de alguno de los ETs para que el trabajo no sea duplicado.
A continuacio´n, se definen dos versiones nuevas de la operacio´n que realiza diferencia de ETs vista
en [1].
Definicio´n 5: (Diferencia existencial) Dados dos espacios de tuplas ET1 y ET2 la diferencia exis-
tencial ET1 −e ET2 es un espacio de tuplas cuyo contenido resulta de quitar (en forma existencial)
de ET1 aquellas tuplas que pertenecen a ET2.
Definicio´n 6: (Diferencia sin re´plicas) Dados dos espacios de tuplas ET1 y ET2 la diferencia sin
re´plicas ET1 − ET2 es un espacio de tuplas cuyo contenido resulta de quitar de ET1 aquellas tuplas
(y sus respectivas re´plicas) que pertenecen a ET2.
Ejemplo 3 Considere los siguientes espacios de tuplas: ET1 = [a,b,b,a,d] y ET2 = [c,a,b,c,b].
ET1 −e ET2 = [a, d] ET1 −e ET1 = [ ]
ET1 − ET2 = [d] ET1 − ET1 = [ ]
Los casos ET1 −e ET1 y ET1 − ET1 permiten notar que si se aplica la “diferencia existencial”
o la “diferencia sin re´plicas” a un espacio de tuplas con si mismo se obtiene un espacio de tuplas
vacı´o. En ET1 − ET2 se puede notar que a ET1 se le quitaron todas las tuplas que esta´n en ET2 y
tambie´n sus respectivas re´plicas.
2.4. Diferencia sime´trica
Esta operacio´n permite, por ejemplo, obtener en un espacio de tuplas el conocimiento que no
tienen en comu´n los espacios de tuplas que son operandos de la misma.
Definicio´n 7: (Diferencia sime´trica) Dados dos espacios de tuplas ET1 y ET2 la diferencia sime´trica
ET1∼ET2 es un espacio de tuplas que contiene todas las tuplas que pertenecen a ET1 y no pertenecen
a ET2, ma´s todas las tuplas que pertenecen a ET2 y no pertenecen a ET1 [1].
Ejemplo 4 Considere los siguientes espacios de tuplas: ET1 = [a,b,b,a,d] y ET2 = [c,a,b,c,b].
ET1 ∼ ET2 = [a, d, c, c] ET1 ∼ ET1 = [ ]
El caso ET1 ∼ ET1 permite notar que si se aplica la “diferencia sime´trica” a un espacio de
tuplas con si mismo se obtiene un espacio de tuplas vacı´o.
3. Trabajo relacionado, conclusiones y trabajo a futuro
Esta lı´nea de investigacio´n tiene como objetivo analizar el intercambio de conocimiento en sis-
temas multi-agentes utilizando a´reas de conocimiento compartidas. Como un primer paso hacia este
objetivo, en [1] hemos propuesto extender el modelo Linda definiendo nuevas operaciones que per-
miten que los agentes puedan manipular en forma masiva el conocimiento. Esto es, operaciones que
tienen como dominio y rango ETs, lo cual hace al modelo au´n ma´s interesante y poderoso. En este
artı´culo, adema´s, se modifico´ la definicio´n de la operacio´n diferencia vista en [1].
Aunque el hecho de agregar ma´s operaciones que se aplican sobre ETs hace que el modelo pierda
ortogonalidad, consideramos que estas nuevas operaciones le agregan expresibidad cuando Linda se
aplica a un sistema multi-agente. Estas operaciones surgieron en forma natural a partir del hecho de
que puedan existir varios espacios de tuplas en un mismo sistema, como lo proponen los trabajos [7,
8, 13, 9].
Como trabajo a futuro se planea definir diferentes propiedades sobre las operaciones propuestas.
En base a estas propiedades se intentara´ buscar un conjunto mı´nimo de operaciones que le brinden a
los programadores las herramientas necesarias para programar agentes que manipulan su conocimien-
to en forma masiva. Adema´s se intentara´ combinar estas operaciones con nociones relacionas a la
revisio´n de creencias para obtener versiones consolidadas de las mismas.
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