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Abstract
We present a family of superintegrable (SI) sytems living on a riemannian surface
of revolution and which exhibits one linear integral and two integrals of any integer
degree larger or equal to 2 in the momenta. When this degree is 2 one recovers a
metric due to Koenigs.
The local structure of these systems is under control of a linear ordinary dif-
ferential equation of order n which is homogeneous for even integrals and weakly
inhomogeneous for odd integrals. The form of the integrals is explicitly given in the
so-called “simple” case (see definition 2).
Some globally defined examples are worked out which live either in H2 or in R2.
MSC 2010 numbers: 32C05, 81V99, 37E99, 37K25.
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1
1 Introduction
The possibility of integrable or SI dynamical systems with integrals of degree larger than
4 in the momenta is such a difficult problem that the conjecture that they could not exist
was put forward, see for instance [1][p. 663]:
Conjecture 1 (Kozlov and Fomenko) On the two dimensional sphere, there are no
riemannian metrics whose geodesic flows are integrable by means of an integral of degree
n > 4 and do not admit integrals of degree ≤ 4.
Up to now most of the integrable systems on riemannian surfaces, be explicit or not,
do exhibit integrals of degree ≤ 4 in the momenta. This apparent barrier opens the
challenging question of the existence of integrable systems with integrals of strictly higher
degree than 4.
The first example of an integrable system, on S2, with integrals of sixth degree, emerg-
ing from astrophysics, was found by Gaffet [6]. His results are described in a more attractive
form in [11] and in [2]. More recently Tsiganov gave a new example of this kind [12] on the
two-sphere. In fact Kiyohara [7] was the first to show the existence 1 of integrable systems
with globally defined riemannian metrics having integrals of arbitrary integer degree which,
furthermore, are Zoll metrics.
The study of SI models, generalizing Kepler and Hooke problems [3], has led also to
interesting examples exhibiting integrals of any integer degree. For instance, considering
the following generalization of the two dimensional Kepler problem
H =
1
2
(
p2r +
p2φ
r2
)
+
k1
r
+
k2 + k3 cos(λφ)
r2 sin2(λφ)
λ =
m
n
(1.1)
the SI follows from Bertrand integral f and the complex integrals of degree m+ n:
Φ(m,n) =
(√
2f pr − i(2f/r + k1)
)m (√
2f pφ sin(λφ) + i(2f cos(λφ) + k3)
)n
. (1.2)
The linear (real) span of these integrals is four dimensional, but of course they must be
functionally related.
The aim of this article is to construct SI systems defined on riemannian surfaces of
revolution, starting from the framework laid down by Matveev and Shevchishin [9] for
cubic integrals. Their analysis, as we will show later on, can be generalized to integrals of
any degree, starting from degree 2. In this last simple case it was proved in [15] that one
recovers Koenigs metrics [8] studied and generalized in [10]. Koenigs systems exhibit the
following integrals
H Py S1 S2 (1.3)
where H, S1, S2 are of second degree in the momenta. In our generalization the integrals
S1 and S2 will be of any integer degree ≥ 3. Of course these four quantities, as we will
show explicitly, are algebraically related.
1However the explicit form of these metrics is not known.
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Since the analysis required for even and odd degrees integrals display some differences
we have divided the article in two Parts.
In Part I we consider the case of integrals S1 and S2 of degree 2n ≥ 2. Their local
structure is constructed and shown to be determined by a linear and homogeneous ODE
of order n. Globally defined examples are given either on M = H2 or on M = R2.
In Part II the case of integrals S1 and S2 of degree 2n+1 ≥ 3 is considered. Their local
structure is constructed and shown to be determined by a linear and weakly inhomogeneous
ODE of order n. Globally defined examples give rise to the same manifolds as in Part I.
The last Section is devoted to some concluding remarks.
Part I
Integrals of even degree in the
momenta
We will consider the cases for which the observables have for degree in the momenta
♯(Q) = 2n where n ≥ 2. The case n = 1 is marginal since the corresponding SI models
were discovered by Koenigs in [8] and generalized in [10].
Taking for hamiltonian
H = Π2 + a(x)P 2y Π = a(x)Px (1.4)
we have the obvious result:
Proposition 1 The system (H,Py) is integrable in Liouville sense.
Proof: We have {H,Py} = 0 and since H and Py are generically independent the propo-
sition follows. 
This dynamical system will become SI if we can construct at least one more, generically
independent integral, of degree 2n in the momenta. To this aim let us first define
G =
n∑
k=0
AkH
k P 2(n−k)y An 6= 0 ♯(G) = 2n n ≥ 1. (1.5)
Since An cannot vanish, we will set An = 1. Therefore the function G defines a string of
n real constants: (A0, A1, · · · , An−1).
The definition of the two observables (S1, S2) by
S1 = Q1 + y G S2 = Q2 + y Q1 +
y2
2
G ♯(Q1) = ♯(Q2) = 2n, (1.6)
entail the relations
{Py, S1} = G {Py, S2} = S1. (1.7)
These observables will become integrals if we impose:
3
Proposition 2 The observables S1 and S2 are integrals iff
{H,Q1}+ 2aPyG = 0 {H,Q2}+ 2aPyQ1 = 0. (1.8)
Proof: The first relation is nothing but {H,S1} = 0 and the second one is {H,S2} = 0.

Let us observe that we get in fact two (maximally) SI systems which are
I1 = {H, Py, S1} & I2 = {H, Py, S2}. (1.9)
For further use let us define the sets
Spn = {p, p+ 1, . . . , n} 0 ≤ p ≤ n
as well as the Pochammer symbols
(z)0 = 1 ∀n ≥ 1 (z)n = z(z + 1) · · · (z + n− 1).
2 The local structure of the first integral
The first step will be
Proposition 3 The most general form of Q1 being
Q1 =
n∑
k=1
bk(x) Π
2k−1 P 2(n−k)+1y ♯(Q1) = 2n n ≥ 2, (2.1)
the constraint {H,S1} = 0 is equivalent to the differential system 2:
0 = 1
2
a′ b1 − F
b′k = (k +
1
2
) a′ b k+1 − D
k
a F
k!
k ∈ {1, 2, . . . , n− 1}
b′n = −
Dna F
n!
,
(2.2)
where F (a) =
n∑
k=0
Ak a
k.
Proof: The first relation in (1.8) is
{H,Q1}+ 2aPyG = 0. (2.3)
2A prime stands for a derivation with respect to the variable x.
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Expanding the left hand side leads to
n−1∑
k=1
(
b′k − (k + 1/2) a′ bk+1 +
Dka F
k!
)
aΠ2k P 2(n−k)+1y
+
(
F − 1
2
a′ b1
)
aP 2n+1y +
(
b′n +
Dnx F
n!
)
aΠ2n Py = 0
which proves the Proposition. 
To reduce this system to a tractable form we will use now, instead of the coordinate
x, the coordinate a. This is legitimate since our considerations are purely local. The
hamiltonian becomes
H = Π2 + aP 2y Π =
a
x˙
Pa. (2.4)
Transforming the equations in Proposition 3 gives
Proposition 4 The constraint {H,S1} = 0 is equivalent to the differential system 3:
(a) b1 = 2F x˙
(b) b˙k = (k +
1
2
) bk+1 − D
k
a F
k!
x˙ k ∈ {1, 2, . . . , n− 1}
(c) b˙n = −D
n
a F
n!
x˙ = −x˙
(2.5)
Let us notice that we have n+ 1 equations for n unknown functions
(
bk(a), k ∈ S1n
)
.
The definition will be useful:
Definition 1 The linear differential operator Opn[F ] is defined as
Opn[F ] =
n∑
s=0
F (n−s)
(n− s)!
1
(1/2)s
Dsa. (2.6)
The Leibnitz formula gives for it the following property:
Opn[FG] =
n∑
s=0
F (n−s)
(n− s)! Ops[G]. (2.7)
We are now in position to solve the system for the bk:
Proposition 5 (Linearizing ODE) The local structure of Q1 is given by
Q1 =
n∑
k=1
bk Π
2k−1 P 2(n−k)+1y , (2.8)
3A dot stands for a derivation with respect to the variable a.
5
with
∀k ∈ S1n bk[F ] =
k∑
s=1
F (k−s)
(k − s)!
Dsa x
(1/2)s
= Opk[F ]x−
F (k)
k!
x (2.9)
where x is a solution of the linear and homogeneous ODE of order n ≥ 2:
Opn[F ]x = 0. (2.10)
Proof: To determine the functions bk we need to solve the differential system (2.5): we
will proceed recursively. The relation (2.5)(a) gives
b1 = F
Da x
1/2
in agreement with (2.9) for k = 1. Let it be supposed that the relation for bk in (2.9) is
true for any k < n and let us prove that it is also true for k + 1 ≤ n. To this aim we will
start from relation (2.5)(b) written
(k + 1/2)bk+1 = b˙k +
Dka F
k!
x˙ =
k∑
s=1
Dk+1−sa F
(k − s)!
Dsa x
(1/2)s
+
k∑
s=0
Dk−sa F
(k − s)!
Ds+1a x
(1/2)s
.
In the second sum let us shift s→ s′ = s+ 1 so that
(k + 1/2)bk+1 =
k∑
s=1
Dk+1−sa F
(k − s)!
Dsa x
(1/2)s
+
k+1∑
s′=1
Dk+1−s
′
a F
(k + 1− s′)!
Ds
′
a x
(1/2)s′−1
= F
Dk+1a x
(1/2)k
+
k∑
s=1
[
1
(1/2)s−1
+
k + 1− s
(1/2)s
]
Dk+1−sa F
(k + 1− s)! D
s
a x.
The relations
1
(1/2)s−1
+
k + 1− s
(1/2)s
=
k + 1/2
(1/2)s
(1/2)k+1 = (k + 1/2) (1/2)k
give for final result
bk+1 =
k+1∑
s=1
Dk+1−sa F
(k + 1− s)!
Dsa x
(1/2)s
which concludes the recurrence proof of the relation (2.9) for bk.
We are left with relation (2.5)(c) which integrates up to bn = −An (x − x0) and this
last relation must agree with the bn obtained from (2.5)(b) for k = n− 1. This produces
the linear ODE
n∑
s=1
Dn−sa F
(n− s)!
Dsa x
(1/2)s
+
Dna F
n!
(x− x0) = 0.
We can set x0 = 0 because the metric does depend solely on x˙ and this proves (2.10). 
Remark: Let us observe that the relation (2.9) is valid for any choice of F .
Let us define:
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Definition 2 We will say that F is simple if all of its zeroes are simple, with symbol F̂ :
F̂ (a) ≡
n∑
k=0
Ak a
k =
n∏
i=1
(a− ai) An ∈ R\{0}.
Then we have
Proposition 6 For a simple F , if one takes
x =
n∑
i=1
ξi√
∆i
∆i = ǫi(a− ai) ǫ2i = 1 ai ∈ R (2.11)
where the ξi are n arbitrary real parameters, the relation
Opn[F̂ ] x =
n∑
i=1
ξi
∆
1/2
i
n!
Dna
(
F̂
∆i
)
(2.12)
implies that x is the general solution of the ODE (2.10).
Proof: The linearity of the ODE allows to check term by term
∀i ∈ S1n xi = ∆−1/2i ∆i = ǫi(a− ai) ǫ2i = 1,
for which
∀ s ∈ N D
s
a xi
(1/2)s
= (−ǫi)s∆−s−1/2i . (2.13)
Hence
Opn[F̂ ] xi = ∆
1/2
i
n∑
s=0
Dn−sa F̂
(n− s)! (−ǫi)
s∆−s−1i
so that using
∀ s ∈ N (−ǫi)s∆−s−1i =
1
s!
Dsa (∆
−1
i )
and Leibnitz formula we end up with
Opn[F̂ ] xi = ∆
1/2
i
Dna
n!
(
F̂
∆i
)
.
Adding all the terms gives (2.12). The proposition follows since each term in this sum
does vanish. 
Remarks:
1. The previous formula is in fact valid for
∀k ∈ S0n : Opk[F̂ ] xi = ∆1/2i
Dka
k!
(
F̂
∆i
)
, (2.14)
which does vanish only for k = n.
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2. The forms taken by x(a) when F is not simple are given in Appendix A.
As a bonus the metrics of constant scalar curvature are excluded:
Proposition 7 The metric
g =
x˙2
a2
da2 +
dy2
a
(2.15)
is never of constant curvature if x(a) is a solution of the ODE (2.10). An embedding in
R2,1 is given by
g = dX2 + dY 2 − dZ2 (2.16)
where
X =
y√
a
Y − Z = − 1√
a
Y + Z =
y2√
a
+ 2
∫
x˙2√
a
da. (2.17)
Proof: We have seen that the scalar curvature is
2R = −2a x¨+ x˙
(x˙)3
(2.18)
so if we take R to be a constant, defining u =
1
x˙2
we have to solve
a u˙− u = 2R =⇒ u = K a− 2R.
According to the value of the integration constant K, and omitting an additive constant,
we have
K = 0 =⇒ x = ± a√−2R, K 6= 0 =⇒ x = ±
2
K
√
K a− 2R
and both functions are never solutions of (2.10). The embedding formulas are easily
checked. 
For the next step we need
Lemma 1 One has the following identity
k ≤ l :
l∑
s=k
(−1)s
(l − s)! (s− k)! = (−1)
k δkl. (2.19)
Proof: For k = l this sum is just (−1)k. For k < l defining N = l − k and t = s− k we
have
l∑
s=k
(−1)s
(l − s)! (s− k)! =
N∑
t=0
(−1)k+t
t! (N − t)! =
(−1)k
N !
N∑
t=0
(−1)t
(
N
t
)
= 0
by the binomial theorem. 
Let us first compute the coefficients bk:
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Proposition 8 For a simple F we have
Q1 =
n∑
k=1
bk[F̂ ] Π
2k−1 P 2(n−k)+1y , (2.20)
with
∀k ∈ S1n bk[F̂ ] = −
n∑
i=1
ǫi ξi√
∆i
Dk−1a
(k − 1)!
(
F̂
∆i
)
. (2.21)
Proof: Relation (2.9)
bk[F̂ ] =
k∑
s=1
F̂ (k−s)
(k − s)!
Dsax
(1/2)s
x =
n∑
i=1
ξi√
∆i
and the identity (2.13) give first
bk[F̂ ] =
n∑
i=1
ξi√
∆i
k∑
s=1
F̂ (k−s)
(k − s)!(−ǫi)
s∆−si .
The change of index s = t+ 1 gives
bk[F̂ ] = −
n∑
i=1
ǫi ξi√
∆i
k−1∑
t=0
F̂ (k−1−t)
(k − 1− t)! (−ǫi)
t∆−t−1i .
Using the identity
(−ǫi)t∆−t−1i =
Dta∆
−1
i
t!
and Leibnitz formula, we are led to (2.21). 
Using this form of Q1 it is rather difficult to obtain Q2. To solve this problem we need
to transform Q1 according to
Q1 =
n∑
k=1
bk[F ] Π
2k−1 P 2(n−k)+1y =
n∑
k=1
b˜k[F ]H
n−kΠP 2k−1y . (2.22)
Let us determine the new coefficients b˜k:
Proposition 9 In general we have
∀k ∈ S1n : b˜k[F ] =
k∑
s=1
(
n− s
k − s
)
(−a)k−s bn−s+1[F ] (2.23)
and in the simple case 4
∀k ∈ S1n : b˜k[F̂ ] = (−1)k
n∑
i=1
ξi√
∆i
σik−1. (2.24)
4The symbol σi
k−1
is defined in Appendix B.
9
Proof: If, in the first form of Q1, one uses Π
2 = H−aP 2y and interchanges the summations
order, one gets the relation (2.23). Using formula (2.21) we have
bn+1−s[F̂ ] = − 1
(n− s)!
n∑
i=1
ǫiξi√
∆i
Dn−sa
(
F̂
a− ai
)
s ∈ S1n.
Expanding the term inside the bracket using relation (B.3) one has
bn+1−s[F̂ ] = − 1
(n− s)!
n∑
i=1
ξi√
∆i
s∑
l=1
(−1)l−1 σil−1
(n− l)!
(s− l)! a
s−l,
and inserting this formula in the definition, given above, of b˜k we get
b˜k[F̂ ] = (−1)k+1
n∑
i=1
ξi√
∆i
k∑
s=1
s∑
l=1
(−1)l−1+s
(k − s)!
(n− l)!
(n− k)!
ak−l
(s− l)! σ
i
l−1.
Reversing the first and the second summations we end up with
b˜k[F̂ ] = (−1)k+1
n∑
i=1
ξi√
∆i
k∑
l=1
(−1)l−1σil−1 ak−l
(n− l)!
(n− k)!
k∑
s=l
(−1)s
(k − s)!(s− l)!
and the identity (2.19) concludes the proof. 
It is interesting, in order to check the result obtained in Proposition 9, to write down
the differential system for the b˜k. We have:
Proposition 10 Defining
∀k ∈ S1n : b˜k[F ] = (−1)k βk[F ], (2.25)
for any choice of F the relations
β˙1 = x˙
1 ≤ k ≤ n− 1 : β˙k+1 = −a β˙k − 12 βk + σk x˙
k = n : 0 = −a β˙n − 12 βn + σn x˙,
(2.26)
ensure the conservation of S1. For a simple F the formula obtained for b˜k[F̂ ] in Proposi-
tion 9 is indeed a solution of this system.
Proof: A routine computation leads to
0 = {H,Q1}+ 2aPy G = −2a
x˙
{
n−1∑
k=0
(−1)k β˙k+1Hn−k P 2k+1y
+
n∑
k=1
(−1)k
(
aβ˙k +
1
2
βk − (−1)kAn−kx˙
)
Hn−k P 2k+1y
}
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which gives (2.26) using the relation (B.2).
Let us now check that the formula
∀k ∈ S1n βk[F̂ ] =
n∑
i=1
ξi√
∆i
σik−1
proved in Proposition 9 does solve this system.
For k = 1 we have
β1 =
n∑
i=1
ξi
∆i
σi0 =
n∑
i=1
ξi√
∆i
= x.
For k ∈ S2n, using the relation (B.4), we have
−aβ˙k − 1
2
βk + σkx˙ =
n∑
i=1
ǫiξi
2∆
3/2
i
(aiσ
i
k−1 − σk) = −
n∑
i=1
ǫiξi
2∆
3/2
i
σik.
If k ∈ {1, 2, . . . , n− 1} we do recover β˙k+1, while for k = n the result vanishes. 
Remarks:
1. Using symbolic computation we checked the conservation of S1 = Q1 + y G using
for Q1 its form (2.24) for n = 2 and n = 3.
2. An interesting exercise, left for the reader, is to derive the differential system (2.26)
from the relation (2.23) and the differential system for the coefficients bk.
As we will see now this last form of Q1 will allow for a simple construction of Q2.
3 The local structure of the second integral
Let us proceed with Q2. From Proposition 2 we need to solve
{H,Q2}+ 2aPyQ1 = 0.
Let us prove
Proposition 11 For a simple F , the observable
Q2 =
n∑
k=1
c˜k[F̂ ]H
n−k P 2ky (3.1)
is given by
∀k ∈ S1n c˜k[F̂ ] =
(−1)k+1
2
(
n∑
i=1
ξ2i
∆i
σik−1 +
n∑
i 6=j=1
ξi ξj√
∆i∆j
(
σijk−1 + a σ
ij
k−2
))
(3.2)
where the σijk are defined in Appendix B.
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Proof: An elementary computation gives
{H,Q2}+ 2aPyQ1 = 2aΠ
n∑
k=1
(Dac˜k
x˙
+ b˜k
)
Hn−k P 2ky .
Since we are working locally, this is equivalent to
∀k ∈ S1n Da c˜k = −b˜k x˙
or explicitly
Da c˜k =
(−1)k
2
n∑
i=1
ξi√
∆i
σik−1
n∑
j=1
ǫj ξj
(∆j)3/2
.
Expanding into
Da c˜k =
(−1)k
2
(
n∑
i=1
ǫi ξ
2
i
(a− ai)2 σ
i
k−1 +
n∑
i 6=j=1
ξi ξj ǫj√
∆i (∆j)3/2
σik−1
)
and integrating up to 5
c˜k =
(−1)k
2
(
−
n∑
i=1
ξ2i
∆i
σik−1 + 2
n∑
i 6=j=1
ξi ξj(a− ai)
(ai − aj)
√
∆i∆j
σik−1
)
.
The second piece can be written
2
n∑
i>j=1
ξi ξj√
∆i∆j
(
σik−1(a− ai)− σjk−1(a− aj)
)
ai − aj .
Using the relation (B.4) gives
σik−1(a− ai)− σjk−1(a− aj) = a(σik−1 − σjk−1) + σik − σjk
and thanks to (B.8) we obtain (3.2). 
Remark: For k = 1 we have Dac˜1 = −b˜1 x˙ = x x˙ which integrates up to c˜1 = x
2
2
. It does
agree with formula (3.2) since we have σij0 = 1 and σ
ij
−1 = 0.
Let us add an important algebraic relation:
Proposition 12 The integrals S1 and S2 are algebraically related by
S21 − 2GS2 = A2n
n∑
k,l=1
QklH2n−k−l P 2(k+l)y (3.3)
where
Qkl = (−1)k+l+1
n∑
i=1
ǫi ξ
2
i σ
i
k−1 σ
i
l−1. (3.4)
5The integration constants can be omitted since they would add trivially conserved terms.
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Proof: We have first
X ≡ S21 − 2GS2 = Q21 − 2GQ2.
Expanding this expression in powers of H and of Py and upon use of the identities (B.4)
and (B.10) leads, after some hairy computations to the given formula. 
Summarizing the results obtained up to now we have:
Theorem 1 The hamiltonian
H = Π2 + aP 2y Π =
a
x˙
Pa a > 0 (3.5)
for a simple F = F̂ and
x =
n∑
i=1
ξi√
∆i
∆i = ǫi(a− ai) ǫ2i = 1 ξi ∈ R, (3.6)
exhibits two integrals
S1 = Q1 + y G S2 = Q2 + y Q1 +
y2
2
G (3.7)
where
G =
n∑
k=0
An−kH
n−k P 2ky Q1 =
n∑
k=1
b˜kH
n−k ΠP 2k−1y Q2 =
n∑
k=1
c˜kH
n−k P 2ky (3.8)
and
∀k ∈ S1n :

b˜k = (−1)k
n∑
i=1
ξi√
∆i
σik−1
c˜k =
(−1)k+1
2
(
n∑
i=1
ξ2i
∆i
σik−1 +
n∑
i 6=j=1
ξi ξj√
∆i∆j
(
σijk−1 + a σ
ij
k−2
))
.
(3.9)
These two integrals generate two maximally SI systems:
I1 = {H, Py, S1} and I2 = {H, Py, S2}. (3.10)
Proof: We just need to check the functional independence of the integrals. Let us define
J1 = dH ∧ dPy ∧ dS1 J2 = dH ∧ dPy ∧ dS2.
We have
J1 = dH ∧ dPy ∧ dS1 = y dH ∧ dPy ∧ dQ1 +Q1 ∂H
∂Px
dPx ∧ dPy ∧ dy
which cannot vanish everywhere due to the last term. Differentiating the identity (3.3) we
have
d(S1)
2 − 2GdS2 = 2dGS2 + dX(H,Py)
which implies that
2GJ2 = dH ∧ dPy ∧ (2GdS2) = 2S1 J1
does not vanish everywhere. 
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4 Cascading
Let us first introduce some notations which make explicit the degree 2n of the integrals.
Notice that we have to bring back the coefficient An which was taken to be 1. We have
first
G(n) =
n∑
k=0
AkH
k P 2(n−k)y F
(n) =
n∑
k=0
Ak a
k = An
n∏
l=1
(a− al) (4.1)
and similarly for the symmetric functions of the roots:
σ
(n)
k σ
i (n)
k−1 σ
ij (n)
k−2 . (4.2)
The hamiltonian is
H(n) = (Π(n))2 + aP 2y Π
(n) =
a
(x˙)(n)
Pa (4.3)
while the integrals are
S
(n)
1 = Q
(n)
1 + y G
(n) S
(n)
2 = Q
(n)
2 + y Q
(n)
1 +
y2
2
G(n) (4.4)
with
Q
(n)
1 =
n∑
k=1
b˜
(n)
k H
n−k ΠP 2k−1y Q
(n)
2 =
n∑
k=1
c˜
(n)
k H
n−k P 2ky . (4.5)
We have the relations
lim
An→0
F (n) = F (n−1) = F (n−1) = An−1
n−1∏
k=1
(a− ak) lim
An→0
G(n) = P 2y G
(n−1). (4.6)
It follows from the ODE for x(a) that
x(n) =
n∑
i=1
ξi√
∆i
→ x(n−1) =
n−1∑
i=1
ξi√
∆i
=⇒ H(n) → H(n−1). (4.7)
Hence to take the limit properly we have to let An → 0 and ξn → 0. Let us denote this
limit by the symbol LIM. We will now prove:
Proposition 13 In the limit An → 0 and ξn → 0 the integrals Q(n)1 and Q(n)2 become
reducible according to the relations:
LIM Q
(n)
1 = P
2
y Q
(n−1)
1 LIM Q
(n)
2 = P
2
y Q
(n−1)
2 . (4.8)
Factoring out by P 2y the integrals, we have exhibited the cascading between the following SI
systems:
{H(n), Py, Q(n)1 } → {H(n−1), Py, Q(n−1)1 }
{H(n), Py, Q(n)2 } → {H(n−1), Py, Q(n−1)2 }.
(4.9)
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Proof: From Theorem 1 we have
LIM Q
(n)
1 =
n∑
k=1
(
LIM b˜
(n)
k
)
(H(n−1))n−k P 2k−1y .
The first term in the sum vanishes:
b˜
(n)
1 = −An
n∑
i=1
ξi√
∆i
=⇒ LIM b˜(n)1 = 0.
Substituting l = k − 1 in the remaining sum we get
LIM Q
(n)
1 = P
2
y
n−1∑
l=1
(
LIM b˜
(n)
l+1
)
(H(n−1))n−1−l P 2l−1y b˜
(n)
l+1 = (−1)l+1
n∑
i=1
ξi√
∆i
An σ
i(n)
l .
Using relation (B.5) in Appendix B we have
lim
An→0
An σ
i(n)
l = (−1)l
l∑
s=1
al−si An−s = (−1)l−1
l−1∑
t=0
al−1−ti An−1−t = −An−1 σi(n−1)l−1 (4.10)
which leads to
LIM b˜
(n)
l+1 = (−1)l
n−1∑
i=1
ξi√
∆i
An−1σ
i(n−1)
l−1 = b˜
(n−1)
l =⇒ LIM Q(n)1 = P 2y Q(n−1)1 .
From Theorem 1 we have also
LIM Q
(n)
2 =
n∑
k=1
(
LIM c˜
(n)
k
)
(H(n−1))n−k P 2ky .
The first term vanishes again:
c˜
(n)
1 =
An
2
(
n∑
i=1
ξi
∆i
+
n∑
i 6=j=1
ξiξj√
∆i∆j
)
=⇒ LIM c˜(n)1 = 0.
Substituting l = k − 1 in the remaining sum we get
LIM Q
(n)
2 = P
2
y
n−1∑
l=1
(
LIM c˜
(n)
l+1
)
(H(n−1))n−1−l P 2l−1y
with
c˜
(n)
l+1(a) =
(−1)l
2
(
n∑
i=1
ξ2i An σ
i(n)
l
∆i
+
n∑
i 6=j=1
ξi ξj√
∆i∆j
(
An σ
ij(n)
l + aAn σ
ij(n)
l−1
))
(4.11)
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Let use relation (B.8)
An σ
ij(n)
l = −
An σ
i(n)
l+1 − An σj(n)l+1
ai − aj
which, combined with (4.10), leads to
lim
An→0
An σ
ij(n)
l =
An−1 σ
i(n−1)
l −An−1 σj(n−1)l
ai − aj = −An−1 σ
ij(n−1)
l−1 .
Plugging this last relation as well as (4.10) into (4.11) we get
LIM c˜
(n)
l+1 = c˜
(n−1)
l =⇒ LIM Q(n)2 = P 2y Q(n−1)2
which concludes the proof. 
Remarks:
1. The cascading process reduces the degree of the integrals from 2n to 2(n− 1).
2. Let us start from the iff equations (1.8) for integrals of degree 2n
{H,Q(n)1 }+ 2aPyG(n) = 0 {H,Q(n)2 }+ 2aPyQ(n)1 = 0.
The cascading substitutions Q
(n)
1 → P 2y Q(n−1)1 and Q(n)2 → P 2y Q(n−1)2 in these relations
and factoring by P 2y lead to iff equations for integrals of degree 2(n− 1).
3. We have given a direct proof of the cascading phenomenon based on the explicit
form of the b˜
(n)
k and c˜
(n)
k . This constitutes a check of the formulas obtained above for these
coefficients when F is simple.
5 Some globally defined examples
A look at the metric
g =
(
x˙
a
)2
da2 +
1
a
dy2 =
dx2
a2
+
1
a
dy2 (5.1)
shows that
Proposition 14 The metric is riemannian iff a > 0.
In general a will take values in some interval (am, aM) with am > 0. The end-points
of this interval may be of two kinds:
1. True singularities, namely curvature singularities, which cannot be disposed of by
some coordinates change and which do prevent the metric to be defined on a manifold.
They can be detected from the behaviour in a neighbourhood of these points of the scalar
curvature given by (2.18).
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2. Apparent singularities, as for instance
g ∼ dχ2 + χ2 dy2 χ→ 0 + y ∈ S1
which can be removed using cartesian coordinates
x = χ cos y y = χ sin y =⇒ g ∼ dx2 + dy2
Let us prove
Proposition 15 We have the following possibilities:
a) If x˙(a) ∼ (a− a1)α the point a = a1 6= 0 is a curvature singularity if α > 1.
b) If x˙(a) ∼ aα then a = 0+ is a curvature singularity if α > 0.
c) If x˙(a) ∼ aα then a → +∞ is a curvature singularity if α ∈ (−∞,−1/2) ∪
−1/2, 0).
Proof: In the case a) the computation of the curvature gives
−2R ∼ 2a1 α
(a− a1)2(α−1)
which proves the statement.
In the case b) we have
−2R ∼ (2α + 1)
a2α
which is not continuous for a→ 0+ if α > 0.
In the case c) the same formula holds but now a→ +∞ and the curvature must remain
bounded, which is excluded iff α < 0 and α 6= −1/2. The case α = −1/2 needs a specific
analysis for each metric. 
As a first check let us consider the simplest case n = 1 for which the integrals are
merely quadratic: we should recover one of the Koenigs metrics [15].
Proposition 16 For n = 1, i. e. quadratic integrals, there is a single SI metric, globally
defined (g. d.) on H2: it is the Koenigs metric of type 3.
Proof: Here we have F (a) = a − a1 so we need to order the discussion according to the
values taken by a1. If a1 > 0, we may take a1 = 1 and ξ1 = 1. Hence we have
x(a) =
1√
a+ 1
a > 0,
and by Proposition 13 this metric is singular for a→ +∞. Indeed the coordinate change
t =
√
a
a+ 1
=⇒ g = (1− t2)dt
2 + dy2
t2
t ∈ (0, 1) y ∈ R
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shows that t → 1− (i.e. a → +∞) is a curvature singularity of the metric because the
conformal factor does vanish. The same argument applies if a1 = 0.
If a1 < 0, up to scalings, we may take a1 = −1 and ξ1 = 1. A first possible case is
x =
1√
a− 1 a ∈ (1,+∞)
and here too Proposition 13 shows that this metric is singular for a→ +∞.
The last possible case is
x =
1√
1− a a ∈ (0, 1) =⇒ g =
1
a
(
da2
4a(1− a)3 + dy
2
)
.
The coordinate change u =
√
a
1− a shows that
g = (1 + u2)
du2 + dy2
u2
= (1 + u2) g0(H
2,P) u > 0 y ∈ R
where g0 is the Poincare´ half-plane model of H
2. The resulting hamiltonian
H =
u2
1 + u2
(
P 2u + P
2
y
)
is nothing but Koenigs metric of type 3 as it is written in Theorem 7 of [15] (setting ξ = 0)
which was shown to be globally defined on the manifold M ∼= H2. 
This Koenigs metric of type 3 suggests the following generalization to SI systems with
integrals of any even degree larger than 4:
Proposition 17 Let us consider, for n ≥ 2
F (a) = (a− 1) F̂ (a) F̂ (a) =
n∏
i=2
(a− ak) 0 < a < 1 (5.2)
with
ai < 0 ∨ ai > 1 i = 2, . . . n.
The associated SI system produces the metric
g = (1 + u2)
µ2(u) du2 + dy2
u2
u ∈ (0,+∞) y ∈ R, (5.3)
where
µ(u) = c+
n∑
i=2
ξi
(1 + ρi u2)3/2
(5.4)
with
c > 0 ξi > 0 ρi ∈ (0, 1) ∪ (1,+∞).
This metric and the related integrals (S1, S2) are globally defined on M ∼= H2.
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Proof: The choice made for F (a) and Proposition 6 imply that we may take
x(a) =
c√
1− a −
n∑
i=2
ǫi(−ǫiai)3/2 ξi√
ǫi(a− ai)
. (5.5)
It follows that, under the coordinate change
u =
√
a
1− a a ∈ (0, 1) → u ∈ (0,+∞), =⇒
dx√
a
= µ(u)du
where µ is given in (5.4). Under this substitution the metric takes the form given in the
formula (5.3). The parameters ρi which appear are given by
ρi = 1− 1
ai
=⇒ ρi ∈ (0, 1) ∪ (1,+∞).
Defining the coordinate change
t = uΩ(u) Ω(u) = c +
n∑
i=2
ξi√
1 + ρi u2
: u ∈ (0,+∞)→ t ∈ (0,+∞),
since dt
du
= µ > 0 it follows that the inverse function u(t) is increasing and C∞([0,+∞)).
The metric becomes
g = (1 + u2(t))Ω2(t)
dt2 + dy2
t2
= (1 + u2(t))Ω2(t) g0(H
2,P)
and since the conformal factor (1 + u2(t))Ω2(t) never vanishes we conclude that M ∼= H2.
We have seen that the integrals are
S1 = Q1 + y G S2 = Q2 + y Q1 +
y2
2
G G =
n∑
k=0
AnH
k P 2(n−k)y . (5.6)
The global structure of these integrals is easy to study because (H, Py, Π), hence G, are
globally defined on M . Let us consider
Q1 =
n∑
k=1
b˜kH
n−kΠP 2k−1y b˜k = (−1)k
(
c σ1k−1√
1− a −
∑
i∈I
ǫi(−ǫiai)3/2ξi σik−1√
∆i
)
which becomes in terms of the coordinate t
∀k ∈ S1n : b˜k = (−1)k
√
1 + u2(t)
(
c σ1k−1 +
∑
i∈I
ai ξi σ
i
k−1√
1 + ρi u2(t)
)
,
showing that all these coefficients are C∞([0,+∞)) so that Q1 hence S1 are globally defined
on M ∼= H2.
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Let us consider Q2. We have
Q2 =
n∑
k=1
c˜kH
n−k P 2ky
and the coefficients become
∀k ∈ S1n : c˜k =
(−1)k−1
2
(1 + u2(t))
(
c2σ1k−1 + 2c
∑
i∈I
ai ξi√
1 + ρi u2(t)
τ 1ik−1+
+
∑
i∈I
a2i ξ
2
i
1 + ρi u2(t)
σik−1 +
∑
i 6=j∈I
ai aj ξi ξj√
(1 + ρi u2(t))(1 + ρj u2(t))
τ ijk−1
)
with
τ ijk−1 = σ
ij
k−1 +
u2
1 + u2
σijk−2.
From this formula it follows that Q2 hence S2 are globally defined on M ∼= H2. 
As a second example we have:
Proposition 18 For n ≥ 2 the choice
F (a) = (a− a1)(a− a2)F̂ (a) 0 < a1 < a < a2
with 6
F̂ (a) =
n∏
i=3
(a− ai) :
(
ai < a1 ∨ ai > a2 i = 3, . . . n
)
leads to a SI system with the metric
g =
1
A(t)
(dt2 + dy2) (t, y) ∈ R2 (5.7)
globally defined on the manifold M ∼= R2 as well as the integrals S1 and S2.
Proof: Let us consider 7
x(a) = − ξ˜1√
a− a1 +
ξ˜2√
a2 − a −
n∑
i=3
ǫi ξ˜i√
ǫi(a− ai)
with
ξ˜1 = a1
√
a2 − a1 ξ1 ξ˜2 = a2
√
a2 + a1 ξ2 ξ˜i = ai
√
a2 − a1 ξi
and
ǫi = +1 ai < a1 & ǫi = −1 ai > a2.
6If n = 2 we have F̂ (a) = 1.
7For n = 2 the last sum is absent.
20
The coordinate change
a = a1 + (a2 − a1)s2 s ≡ sin θ : a ∈ (a1, a2) ↔ θ ∈ (0, π/2)
gives
x(θ) = −ξ1 a1
s
+
ξ2 a2√
1− s2 −
n∑
i=3
ǫiaiξi√
ǫi(ρi + s2)
ρi =
a1 − ai
a2 − a1 .
So differentiating we get
Dθ x = ξ1
a1 c
s2
+ ξ2
a2 s
(1− s2) +
n∑
i=3
aiξi s c
(ρi + s2)3/2
These relations show that Dθ x > 0.
Defining dt =
dx√
a
one gets
t(s) =
√
a1 + (a2 − a1)s2
(
−ξ1
s
+
ξ2√
1− s2 −
n∑
i=3
ǫiξi√
ρi + s2
)
.
It follows that θ ∈ (0, π/2) is mapped into t ∈ R and that the function t = h(s) is a C∞
(increasing) bijection from θ ∈ (0, π/2)→ R, hence its inverse function s = h−1(t) is also
a C∞ (increasing) bijection.
We obtain the metric given by (5.7):
g =
1
A(t)
(dt2 + dy2) A = a ◦ h−1 (t, y) ∈ R2
and since the conformal factor A(t) never vanishes, we conclude that the manifold is
M ∼= R2.
As in the previous case considered above, let us consider
Q1 =
n∑
k=1
b˜kH
n−kΠP 2k−1y
with the coefficients
b˜k = (−1)k
(
−a1 ξ1 σ
1
k−1
A(t)
+
a2 ξ2 σ
2
k−1√
1−A2(t) −
n∑
i=3
ǫiξi σ
i
k−1√
ǫi(ρi + A2(t))
)
.
Since θ ∈ (0, π/2) this proves that Q1 is indeed globally defined. The check for Q2 is
similar. 
Let us conclude with the following negative result:
Proposition 19 The choice F = (a2 + a20)
n for n = 1, 2, . . . never leads to a globally
defined SI system.
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Proof: In this case, setting a0 = 1, we have
x(θ) =
n∑
k=1
(
µ+k (cos θ)
k−1/2 cos((k − 3/2)θ) + µ−k (cos θ)k−1/2 sin((k − 3/2)θ)
)
.
with a = tan θ and θ ∈ (0, π
2
). Let us consider the metric behavior for θ→ π
2
− for a fixed
value of k which can always be obtained by an appropriate choice of the coefficients µ±k .
We have the following equivalent:
g ∼ c2k(cos θ)2k−1 dθ2 + cos θ dy2.
Using the coordinate change v = v0(1− sin θ)(2k+1)/4 for an appropriate constant v0 leads
to
g ∼ c2k
(
dv2 + v2/(2k+1) dY 2
)
v → 0 + k ∈ {1, 2, . . . , n}
where Y is merely homothetic to y. Even restricting Y ∈ S1 and no matter one chooses k
the exponent of v will never be equal to 2 so we have a true singularity for v → 0+. 
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Part II
Integrals of odd degree in the
momenta
We will consider the cases for which the observables have for degree in the momenta
♯(Q) = 2n+ 1 where n ≥ 1. The case n = 1 was first analyzed in [9] and [13].
The hamiltonian remains unchanged
H = Π2 + aP 2y Π =
a
x˙
Pa, (5.8)
while
G =
n∑
k=0
AkH
k P 2(n−k)+1y An 6= 0 ♯(G) = 2n+ 1 n ∈ Sn (5.9)
is still built up from the n constants: A0, A1, · · · , An−1. The SI stems from the two
observables
S1 = Q1 + y G S2 = Q2 + y Q1 +
y2
2
G. (5.10)
Let us begin with the determination of Q1.
6 The local structure of the first integral
Proposition 20 Taking
Q1 =
n∑
k=0
bk(a) Π
2k+1 P 2(n−k)y , (6.1)
the observable S1 will be an integral iff
(a) b0 = 2F x˙
(b) b˙k−1 = (k +
1
2
) bk − D
k
a F
k!
x˙ k = 1, . . . , n
(c) b˙n = 0
(6.2)
where F (a) =
n∑
k=0
Ak a
k.
Proof: The equation
{H,S1} = {H,Q1}+ 2aPyG = 0
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expands into
n+1∑
k=1
a b′k−1Π
2k P 2(n−k+1)y −
n∑
k=0
(k + 1/2)a′bk aΠ
2k P 2(n−k+1)y +
n∑
k=0
Dka F
k!
aΠ2k P 2(n−k+1)y = 0
giving the differential system
0 =
1
2
a′ b0 − F (a)
b′k−1 = (k +
1
2
) a′ bk − D
k
a F
k!
k = 1, . . . , n
b′n = 0
Switching to the new variable a, instead of x, gives (6.2). 
We can proceed to
Proposition 21 (Linearizing ODE) The differential system (6.2) has for (unique) so-
lution
k ∈ S0n\{n} : bk =
k+1∑
s=1
Dk−s+1a F
(k − s+ 1)!
Dsa x
(1/2)s
bn = const = νn ∈ R\{0} (6.3)
where x(a) is a solution of the ODE
Opn[F ] x(a) =
(
n+
1
2
)
νn a+ βn βn ∈ R. (6.4)
Its solution in the simple case, up to an additive constant, is given by
x =
νn
2
a+
n∑
i=1
ξi√
∆i
∆i = ǫi(a− ai) ǫ2i = 1 ξi ∈ R. (6.5)
Proof: The recursive proof giving bk for any k ∈ S0n is similar to the one given for
Proposition 5. Integrating equation (b) in (6.2) for k = n leads to
bn−1 +
Dna F
n!
x = (n+ 1/2)νn a + βn
which we combine with
bn−1 =
n∑
s=1
1
(1/2)s
D
(n−s)
a F
(n− s)! D
s
a x
to get (6.4). The homogeneous equation was already solved for in Proposition 6 and
looking for an affine solution gives
νn
2
a + βn − νnAn−1
in which the constant term may be deleted. 
Remarks:
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1. The transition from integrals of degree 2n to 2n + 1 is strikingly simple: one just
adds a linear term in x! This was observed in [13] for the cubic case but was not expected
to be so general.
2. In Proposition 7 we have seen that if x = ± a√−2R the metric is of constant
negative curvature. In order to avoid such a case we must exclude the trivial possibility
that all the ξi be vanishing.
Let us conclude this section by giving a useful form of Q1:
Proposition 22 For a generic choice of F one can write
Q1 =
n∑
k=0
b˜k[F ] ΠH
n−k P 2ky (6.6)
with
∀k ∈ S0n : b˜k[F ] =
k∑
s=0
(
n− s
k − s
)
(−a)n−k bn−s[F ]. (6.7)
For a simple F we have
∀k ∈ S0n : b˜k[F̂ ] = (−1)k
(
νn σk +
n∑
i=1
ξi√
∆i
σik−1
)
. (6.8)
Proof: By the same argument used in Part I for Q1 one gets relation (6.7). For a simple
F we have
b˜k[F̂ ] =
k∑
s=0
(
n− s
n− k
)
(−a)k−s bn−s[F̂ ] =
(
n
n− k
)
(−a)k νn +
k∑
s=1
(
n− s
n− k
)
(−a)k−s bn−s[F̂ ]
where
bn−s[F̂ ] = νn
Dn−sa F̂
(n− s)! +
n−s+1∑
l=1
1
(1/2)l
Dn−s+1−la F̂
(n− s+ 1− l)! D
l
a x
(0)
where x(0) is just the ξi dependent part of x. So we have to compute two pieces:
b˜k[F̂ ] = νn
k∑
s=0
(
n− s
n− k
)
(−a)k−s D
n−s
a F
(n− s)! +
k∑
s=0
(
n− s
n− k
)
(−a)k−s bn−s+1(even)
where bn−s+1(even) is the same as in the proof of the Proposition 5 and therefore gives
the same result as in Proposition 9:
(−1)k
n∑
i=1
ξi σ
i
k−1√
∆i
.
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The first piece gives
νn
k∑
s=0
n∑
l=n−s
Al
(
n− s
n− k
)
(−a)k−s
(
l
n− s
)
(−1)k−s ak+l−n.
Reversing the summations we conclude to
νn
n∑
l=n−k
Al a
k+l−n l!
(n− k)!
k∑
s=n−l
(−1)s−k
(k − s)! (l + s− n)! = νnAn−k = (−1)
k νn σk
and use of the identity (B.2) concludes the proof. 
As in Part I, let us check the result obtained for b˜k[F̂ ] using its differential system. We
have
Proposition 23 Defining
∀k ∈ S0n : b˜k[F ] = (−1)k βk[F ], (6.9)
for any choice of F the relations
β˙0 = 0
0 ≤ k ≤ n− 1 : β˙k+1 = −a β˙k − 12 βk + σk x˙
k = n : 0 = −a β˙n − 12 βn + σn x˙
(6.10)
imply that S1 is an integral. For a simple F the formula obtained for b˜k[F̂ ] in Proposition
22 is indeed a solution of this system.
Proof: a routine computation leads to
0 = {H,Q1}+ 2aPy G = a
x˙
(2β˙0)H
n+1 − a
x˙
n−1∑
k=0
(−1)k(2β˙k+1)Hn−k P 2(k+1)y
+
a
x˙
n∑
k=0
(−1)k
(
− βk − 2aβ˙k + 2(−1)kAn−k x˙
)
Hn−k P 2(k+1)y
from which we deduce (6.10) using the identity (B.2).
Let us check that for a simple F the relation (6.8) does give a solution of this differential
system. We have first β0 = νn which is fine. Then computing
−aβ˙k − 1
2
βk + σk x˙ =
1
2
n∑
i=1
ǫi ξi
∆
3/2
i
(aiσ
i
k−1 − σk) = −
1
2
n∑
i=1
ǫi ξi
∆
3/2
i
σik
So for 0 ≤ k ≤ n− 1 we get β˙k+1 while for k = n it indeed vanishes. 
In fact there is a simple structural relation between the
(
x6=, β 6=k [F ]
)
with k =
0, 1, . . . , n for odd degree integrals and
(
x=, β=k [F ]
)
with k = 1, . . . , n for even degree
integrals given by:
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Proposition 24 The relations x
6=(a) = 1
2
ν a+ x=(a)
β 6=0 [F ] = ν ∀k ∈ S1n : β 6=k [F ] = ν σk + β=k [F ]
(6.11)
ensure that the equations (6.10) for the β 6=k [F ] imply the equations (2.26) for the β
=
k [F ].
Proof: The first relation in (6.11) follows from Propositions 6 and 21. For k = 0 we have
β˙ 6=1 [F ] = β˙
=
1 [F ] = −
1
2
ν + σ0
(ν
2
+ x˙=
)
= x˙=.
For 1 ≤ k ≤ n− 1 we have
β˙ 6=k+1[F ] = −a β˙ 6=k [F ]−
1
2
β 6=[F ] + σk x˙
6= = −a β˙=k [F ]−
1
2
(
ν σk + β
=
k [F ]
)
+ σk
(ν
2
+ x˙=
)
which is indeed equal to β˙=k+1[F ]. The argument for k = n is similar. 
Now that Q1 is fixed up let us construct Q2.
7 The local structure of the second integral
As shown in Proposition 1, the structure of Q2 follows from:
{H,Q2}+ 2aPyQ1 = 0 Q2 =
n∑
k=0
c˜k[F ]H
n−k P 2k+1y (7.1)
and it is given by:
Proposition 25 The observable S2 is an integral iff Q2 is determined from the differential
system
∀k ∈ S0n : Da c˜k = −b˜k x˙. (7.2)
For a simple F these coefficients are given by
∀k ∈ S0n : c˜k[F̂ ] =
(−1)k+1
2
{
ν2n a σk + 2νn
n∑
i=1
ξi√
∆i
(σik + a σ
i
k−1)+
+
n∑
i=1
ξ2i
∆i
σik−1 +
n∑
i 6=j=1
ξi ξj√
∆i∆j
(
σijk−1 + a σ
ij
k−2
)}
.
(7.3)
Proof: An elementary computation gives
{H,Q2}+ 2aPyQ1 = 2aΠ
n∑
k=0
(
Da c˜k
x˙
+ b˜k
)
Hn−k P 2k+1y
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which implies (7.2).
In the computation of Da c˜k there appears the constant term
(−1)k+1ν
2
n
2
σk
while the terms linear in the ξi give
(−1)k+1νn
(
1
2
n∑
i=1
ǫi ξi
∆
3/2
i
+
n∑
i=1
ξi σ
i
k−1
2
√
∆i
)
and an integration yields
(−1)k+1νn
n∑
i=1
ξi√
∆i
(σk + (a− ai)σik−1) = (−1)k+1νn
n∑
i=1
ξi√
∆i
(σik + a σ
i
k−1)
after use of (B.4). The remaining terms are quadratic in the momenta and are easily seen
to be the same as in Proposition 11. 
Let us add an important algebraic relation:
Proposition 26 The integrals S1 and S2 are algebraically related by
S21 − 2GS2 =
n∑
k,l=1
QklH2n−k−l P 2(k+l+1)y + ν2n
n∑
k,l=0
(−1)k+lσk σlH2n+1−k−lP 2(k+l)y (7.4)
where Qkl was already defined in (3.4).
Proof: Denoting the quantities defined in the Part 1 by a sharp subscript, we have
G = Py G♯ Q1 = A+ PyQ1 ♯ Q2 = B + PyQ2 ♯
which implies
X ≡ S21 − 2GS2 = Q21 − 2GQ2 = A2 + 2APyQ1 ♯ − 2BPy G♯ + P 2y X♯.
The first three terms, after several algebraic simplifications give the required formula while
the last term is obvious. 
Summarizing the results obtained up to now we have
Theorem 2 For a simple F , the hamiltonian
H = Π2 + aP 2y Π =
a
x˙
Pa a > 0 (7.5)
where
x =
νn
2
a+
n∑
i=1
ξi√
∆i
∆i = ǫi(a− ai) ǫ2i = 1, (7.6)
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with all the ξi ∈ R and An ∈ R\{0}, exhibits two integrals
S1 = Q1 + y G S2 = Q2 + y Q1 +
y2
2
G (7.7)
where
G =
n∑
k=0
An−kH
n−k P 2k+1y Q1 =
n∑
k=0
b˜kH
n−k ΠP 2ky Q2 =
n∑
k=0
c˜kH
n−k P 2k+1y (7.8)
with
∀k ∈ S0n : b˜k[F̂ ] = (−1)k
(
νn σk +
n∑
i=1
ξi σ
i
k−1√
∆i
)
(7.9)
and
∀k ∈ S0n : c˜k[F̂ ] =
(−1)k+1
2
{
ν2n a σk + 2νn
n∑
i=1
ξi√
∆i
(σik + a σ
i
k−1)+
+
n∑
i=1
ξ2i σ
i
k−1
∆i
+
n∑
i 6=j=1
ξi ξj√
∆i∆j
(
σijk−1 + a σ
ij
k−2
)}
.
(7.10)
These two integrals generate two possible (maximally) SI systems:
I1 = {H, Py, S1} and I2 = {H, Py, S2}. (7.11)
Proof: The functional independence proof is the same as for Theorem 1. 
8 Some globally defined examples
Let us begin with the case n = 1 (cubic integrals) for which the global structure was first
analyzed in [13]. To compare most conveniently with our results let us first transform our
metric
g =
x˙2
a2
da2 +
dy2
a
a > 0 (8.1)
under the coordinate change u =
√
a. We get
g =
µ2 du2 + dy2
u2
µ = 2x˙(a = u2). (8.2)
So, for F (a) = a− a1 we may take
x(a) =
ν
2
a+
ǫ c√
ǫ(a− a1)
=⇒ µ = ν − c
(ǫ(u2 − a1))3/2 ǫ = ±1 ν 6= 0 (8.3)
and since ν cannot vanish we can set ν = 1 showing that our local form of the metric is
in perfect agreement with the local form given in [13]. It may be noticed that the single
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difference in the function µ with respect to the Koenigs case (quadratic integrals) is just
this constant ν.
However, as opposed to the Koenigs metrics, this form of µ allows for a much larger
number of globally defined cases. Let us prove:
Proposition 27 The SI systems having the metric
g =
µ2(u) du2 + dy2
u2
µ(u) = 1− c
[ǫ(u2 − a1)]3/2 (8.4)
are globally defined on M ∼= H2 in the following cases:
I++ : µ(u) = 1− 1
(u2 − a1)3/2 a1 ∈ (−∞,−1)
I+− : µ(u) = 1 + 1
(u2 − a1)3/2 a1 ∈ (−∞, 0)
I−+ : µ(u) = 1− 1
(a1 − u2)3/2 a1 ∈ (0, 1)
I−− : µ(u) = 1− c
(u2 − a1)3/2 a1 ∈ (0,+∞)
(8.5)
Proof: The scalar curvature being
Rg = −2 µ+ u µ
′
µ3
any singularity of it implies that the metric cannot be defined on any manifold.
In the case I++, for a1 ≥ 0, µ vanishes for u0 =
√
a1 + 1 >
√
a1 leading to a curvature
singularity. For a < 0 we have u > 0 and for a1 ≥ −1 the curvature is again singular for
u0 =
√
a1 + 1. It remains to consider a1 < −1. Defining
dt = µ du =⇒ t = uΩ(u) Ω(u) = 1− 1|a1|
√
u2 + |a1|
.
Since µ = dt
du
never vanishes the inverse function u(t) is C∞([0,+∞)). The metric is now
G = Ω2(u(t))
dt2 + dy2
t2
= Ω2(u(t)) g0(H
2,P)
and since Ω([0,+∞)) = [1−1/|a1|3/2, 1), the conformal factor never vanishes showing that
M ∼= H2.
In the case I+−, for a1 > 0 we have u > √a1 so that defining
dt = µ du =⇒ t = uΩ(u) Ω(u) = 1− 1
a1
√
u2 − a1
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but this time Ω(u) vanishes for u0 =
√
a1 + 1/a
2
1 >
√
a1. Since Ω(u(t)) appears as a
conformal factor in the metric there can be no manifold.
For a1 = 0 we have u ∈ (0,+∞). In this last case, defining v = 1/3u3 the metric is
G ∼ du
2
u8
+
dy2
u2
= dv2 + (3v)2/3 dy2
showing that u→ 0+ precludes any manifold.
For a1 < 0, hence u > 0, the change of coordinate
dt = µ du =⇒ t = uΩ(u) Ω(u) = 1 + 1|a1|
√
u2 + |a1|
implies for the metric
G = Ω2(u(t))
dt2 + dy2
t2
= Ω2(u(t)) g0(H
2,P),
where u(t) is C∞([0,+∞)) and Ω([0,+∞)) = (1, 1+1/|a1|3/2] hence the manifold is again
H2.
For ǫ = −1 we must have a1 > 0 and u ∈ (0,√a1).
In the case I−+, for a1 ≥ 1, there is a curvature singularity for u0 =
√
a1 − 1 while for
0 < a1 < 1 the function µ(u) never vanishes. Let us define
dt = µ du =⇒ t = uΩ(u) Ω(u) = 1− 1
a1
√
a1 − u2
.
The function Ω(u) is strictly decreasing with Ω([0,
√
a1)) = (−∞,−(1/a3/21 − 1)] and the
metric becomes
G = Ω2(u(t))
dt2 + dy2
t2
= Ω2(u(t)) g0(H
2,P).
Since Ω(u(t)) never vanishes we get M = H2.
In the last case I−−, we can define
dt = µ du =⇒ t = uΩ(u) Ω(u) = 1 + 1
a1
√
a1 − u2
where Ω(u) is strictly increasing with Ω([0,
√
a1)) = [1 + 1/a
3/2
1 ,+∞) and the metric
becomes
G = Ω2(u(t))
dt2 + dy2
t2
= Ω2(u(t)) g0(H
2,P).
Since Ω(u(t)) never vanishes we get M = H2.
For the proof that the integrals are also globally defined on H2 the arguments presented
in [13] do apply and need not be repeated. 
Remark: Our analysis does correct the Propositions 16 and 17 of the reference [13] but
is in agreement with its Proposition 18 .
Let us generalize the previous SI systems:
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Proposition 28 The SI systems I+±, corresponding to F (a) = (a − a1), equipped with
cubic integrals, do generalize to F (a) =
n∏
i=1
(a− ai) with integrals of degree 2n + 1 (with
n ≥ 2)) which remains globally defined on M ∼= H2 under the following restrictions
I++ : −∞ < ai < a1 < −1 & ξi > 0 & 1|a1|3/2 +
n∑
i=2
ξi
|ai|3/2 < 1,
I+− : −∞ < ai < a1 < 0 & ξi > 0.
(8.6)
Proof: The first SI system, above I++, is generated by
x(a) =
a
2
− 1√
a− a1 +
n∑
i=2
ξi√
a− ai =⇒ µ(u) = 1−
1
(u2 − a1)3/2 −
n∑
i=2
ξi
(u2 − ai)3/2 .
The metric has the form (8.2). Noting that µ is strictly increasing from
µ(0) = 1− 1|a1|3/2 −
n∑
i=2
ξi
|ai|3/2 > 0 −→ µ(+∞) = 1.
Let us define
dt = µ(u) du =⇒ t = uΩ(u), Ω(u) = 1− 1|a1|
√
u2 − a1
−
n∑
i=2
ξi
|ai|
√
u2 − ai
.
Since Dut > 0 the inverse function u(t) is C
∞([0,+∞)) and Ω(u) is strictly increasing
with Ω([0,+∞)) = [µ(0), 1) and therefore never vanishes. The metric becomes
g = Ω2(u(t))
dt2 + dy2
t2
= Ω2(u(t)) g0(H
2,P)
showing that M ∼= H2.
Here we have
Q1 =
n∑
k=0
b˜kH
n−k ΠP 2ky
with
b˜k = (−1)k
(
1
2
σk −
σ1k−1√
u2(t)− a1
+
n∑
i=2
ξi σ
i
k−1√
u2(t)− ai
)
which are indeed C∞([0,+∞)) hence Q1 is globally defined on M . The check for Q2 is
similar.
The second SI system, above I+−, is generated by
x(a) =
a
2
− 1√
a− a1 −
n∑
i=2
ξi√
a− ai =⇒ µ(u) = 1 +
1
(u2 − a1)3/2 +
n∑
i=2
ξi
(u2 − ai)3/2 .
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The function µ is decreasing from
µ(0) = 1 +
1
|a1|3/2 +
n∑
i=2
ξi
|ai|3/2 −→ µ(+∞) = 1
hence it never vanishes. So we can define
t = uΩ(u) Ω(u) = 1 +
1
|a1|
√
u2 − a1
+
∑
i=2
ξi
|ai|
√
u2 − ai
.
It follows that Ω(u) decreases from Ω(0) = µ(0) to Ω(+∞) = 1 and never vanishes, showing
by the same argument displayed above that M ∼= H2.
The checks that Q1 and Q2 are globally defined are again elementary. 
Let us add:
Proposition 29 The SI systems I−±, corresponding to F (a) = (a − a1), equipped with
cubic integrals, do generalize to F (a) =
n∏
i=1
(a− ai) with integrals of degree 2n + 1 (with
n ≥ 2)) which remains globally defined on M ∼= H2 under the following restrictions
I−+ : 0 < a1 < +1, ai > 1 & ξi > 0 & 1|a1|3/2 +
n∑
i=2
ξi
|ai|3/2 > 1,
I−− : 0 < a1 < +1, ai > 1 & ξi > 0.
(8.7)
Proof: The first system, above I−+, is generated by
x(a) =
a
2
− 1√
a1 − a −
n∑
i=2
ξi√
ai − a =⇒ µ(u) = 1−
1
(a1 − u2)3/2 −
n∑
i=2
ξi
(ai − u2)3/2 .
The function µ is decreasing from
µ(0) = 1− 1
a
3/2
1
−
n∑
i=2
ξi
a
3/2
i
< 0 −→ µ(√a1) = −∞.
So we can define
t = uΩ(u) Ω(u) = 1− 1
a1
√
u2 − a1
−
∑
i=2
ξi
ai
√
u2 − ai
.
It follows that Ω(u) decreases from Ω(0) = µ(0) < 0 to Ω(
√
a1) = −∞ and never vanishes,
showing by the same argument given above that M ∼= H2.
The second system, above I−+, is generated by
x(a) =
a
2
+
1√
a1 − a +
n∑
i=2
ξi√
ai − a =⇒ µ(u) = 1 +
1
(a1 − u2)3/2 +
n∑
i=2
ξi
(ai − u2)3/2 .
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The function µ is increasing from
µ(0) = 1 +
1
a
3/2
1
+
n∑
i=2
ξi
a
3/2
i
< 0 −→ µ(√a1) = +∞.
So we can define
t = uΩ(u) Ω(u) = 1 +
1
a1
√
a1 − u2
+
∑
i=2
ξi
ai
√
ai − u2
.
It follows that Ω(u) increases from Ω(0) = µ(0) > 0 to Ω(
√
a1) = +∞ and never vanishes,
showing by the same argument as above that M ∼= H2.
The checks that the integrals are globally defined are again elementary. 
Let us give another example which is a close cousin of the system considered in Propo-
sition 18:
Proposition 30 For n ≥ 2 the choice
F (a) = (a− a1)(a− a2)F̂ (a) 0 < a1 < a < a2
with 8
F̂ (a) =
n∏
i=3
(a− ai) :
(
ai < a1 ∨ ai > a2 i = 3, . . . n
)
leads to a SI system with the metric
g =
1
A(t)
(dt2 + dy2) (t, y) ∈ R2 (8.8)
globally defined on the manifold M ∼= R2 as well as the integrals S1 and S2.
Proof: Let us consider 9
x(a) =
ν
2
a− ξ˜1√
a− a1 +
ξ˜2√
a2 − a −
n∑
i=3
ǫi ξ˜i√
ǫi(a− ai)
with
ξ˜1 =
√
a2 − a1 a1 ξ1 ξ˜2 =
√
a2 + a1 a2 ξ2 ξ˜i =
√
a2 − a1 ai ξi
and
ǫi = +1 ai < a1 & ǫi = −1 ai > a2.
The coordinate change
a = a1 + (a2 − a1)s2 s ≡ sin θ : a ∈ (a1, a2) ↔ θ ∈ (0, π/2)
8If n = 2 we have F̂ (a) = 1.
9For n = 2 the last sum is absent.
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gives
x(θ) =
ν
2
(a2 − a1) s2 − ξ1 a1
s
+
ξ2 a2√
1− s2 −
n∑
i=3
ǫiaiξi√
ǫi(ρi + s2)
ρi =
a1 − ai
a2 − a1 .
So differentiating we get
Dθ x = ν(a2 − a1) sc+ ξ1a1 c
s2
+ ξ2
a2 s
(1− s2) +
n∑
i=3
aiξi s c
(ρi + s2)3/2
This relation show that Dθ x > 0.
Defining dt =
dx√
a
one gets
t(s) =
√
a1 + (a2 − a1)s2
(
ν − ξ1
s
+
ξ2√
1− s2 −
n∑
i=3
ǫiξi√
ρi + s2
)
.
From now on the proof follows exactly the same steps as in the proof of Proposition 18. 
9 Conclusion
Needless to say a lot of work is still necessary in the study of the models constructed here.
Let us just mention a few items:
1. Determine the integrals for the non simple cases.
2. Find more globally defined systems with H2 or R2 for manifolds. It is possible that
a general proof can be given that in this class of models (called “affine case” in [13]) the
possible manifolds are restricted to H2 or R2.
3. When the integrals are quadratic in the momenta we are back to a metric due to
Koenigs. In this case it was shown in [10] that the integrals generate a quadratic algebra.
Is there a generalization for integrals of higher degrees?
4. The integrable metrics shown to exist by Kiyohara in [7] are Zoll metrics, which
means that all the geodesics are closed. This suggests the conjecture that the corresponding
systems are in fact SI. Could it be proved?
5. An even more difficult task would be to check whether the classical integrability
survives to quantization in the sense of [4].
To end up the author is somewhat disappointed because the manifolds obtained here never
meet S2 and are of no use with respect to the Conjecture quoted in the Introduction.
However, it was shown in [13] that the “hyperbolic case” is much more interesting since
one is led either to teardrop orbifolds (Tannery orbifolds) or S2. Unfortunately the analysis
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went through explicitly for cubic integrals but the generalization to higher degrees remains
unknown, indicating a more difficult ground. However the reward could be here plenty of
Zoll metrics (as is already the case for cubic integrals as shown in [14]) which are quite
interesting geometric objects.
Appendices
A The cases of a non simple F
When F is simple, the general solution of the ODE (2.10) was given in Proposition 6. This
appendix will deal with all the remaining cases: either F has a multiple real zero or it has
multiple couples of complex conjugate zeroes.
A.1 A multiple real zero
Here we have 10
F (a) = (a− a1)r F̂ (a) 2 ≤ r ≤ n (A.1)
where F̂ is simple.
One has:
Proposition 31 For F = (a− a1)r F̂ (a) with 2 ≤ r ≤ n and a generic F̂ , the solution
of (2.10) is given by 11
x =
r∑
k=1
µk
(∆1)k−1/2
+
n∑
i=r+1
ξi√
∆i
∆i = ǫi(a− ai). (A.2)
The general solution of (6.4) is simply obtained by adding to x(a) the linear term
νn
2
a.
Proof: Due to linearity we first check the ODE for
xk(a) = [ǫ1(a− a1)]−k+1/2 k ∈ S1k .
Since the variable is a we will denote the derivation order by a superscript. Using (2.7)
and interchanging the summations order we have first
Opn[(a− a0)r F̂ ]xk =
n∑
l=0
F̂ (n−l)
(n− l)!Opl[(a− a0)
r]xk
10If r = n we take F̂ = 1.
11If r = n the sum over i disappears.
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and we will show that
∀l ∈ S0n ∀k ∈ S1r Xrl,k ≡ Opl[(a− a0)r]xk = 0.
Computing the various derivatives and defining σ = s+ r − l one gets
Xrl,k = (−ǫ1)l−r∆r−k−l+1/21
Γ(k + l − r − 1/2)
Γ(k − r + 1/2)
r∑
σ=0
(−1)σ r!
σ! (r − σ)!
(k − 1/2)σ+l−r
(1/2)σ+l−r
. (A.3)
Using the identities
(a)N+σ = (a)N (a+N)σ (−r)σ = (−1)σ r!
(r − σ)! σ ≤ r (−r)σ = 0 r > σ (A.4)
shows that the sum is proportional to
∞∑
σ=0
(−r)σ (k + l − r − 1/2)σ
σ! (l − r + 1/2)σ (A.5)
which is a hypergeometric function [5][p. 61] at unity
2F1
( −r, k + l − r − 1/2
l − r + 1/2 ; 1
)
=
Γ(l − r + 1/2) Γ(r− k + 1)
Γ(l + 1/2) Γ(1− k)
and does vanish for all k ∈ S1r .
For the proof to be complete let us check now that xi =
1√
ǫi(a− ai)
is also a solution
of the ODE (2.10).
We start from
Opn[(a− a1)rF̂ ]xi =
n∑
k=0
[(a− a1)r](n−k)
(n− k)! Opk[F̂ ]xi
and use relation (2.14) which states that
∀k ∈ S0n : Opk[F̂ ]xi =
√
∆i
k!
Dka
(
F̂
∆i
)
.
Inserting this second relation into the first one and using Leibnitz fromula we conclude to
Opn[(a− a1)rF̂ ]xi =
√
∆iD
n
a
(
F̂
∆i
)
which does vanish. 
Remarks:
1. Due to the linearity of the ODE for x one can easily obtain its form in the gener-
alized case where
F = (a− a1)r1 · · · (a− as)rs
n∏
i=r+1
(a− ai) r = r1 + · · · rs.
2. Let us observe that the solution obtained remains valid even if a1 becomes complex.
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A.2 Multiple complex conjugate zeroes
In this case we have:
Proposition 32 If F has the structure
F (a) = (a2 + a21)
r F̂ (a) 2 ≤ 2r ≤ n
where F̂ is simple, then the solution of the ODE (2.10) becomes 12
x =
r∑
k=1
(
µ+k Pk + µ
−
k Qk
)
+
n∑
k=2r+1
ξi√
∆i
. (A.6)
Defining
a = a1 tan θ θ ∈ (−π
2
,+
π
2
) a0 > 0 (A.7)
we have
Pk = cos
θ
2
Pk
Qk = sin
θ
2
Pk
−→ Pk = (cos θ)k−1/2
[
Uk−1(cos θ)− Uk−2(cos θ)
]
(A.8)
where the Un are the Tchebyshev polynomials of second kind supplemented with U−1 = 0.
The general solution of (6.4) is again obtained by adding to x(a) the linear term
νn
2
a.
Proofs: Using the results of the previous proposition we know that if we start from
F (a) = (a− ia1)r(a+ ia1)r F̂ (a) 2 ≤ 2r ≤ n
the general solution is given by
x(a) =
r∑
k=1
( λ+k
(a− ia1)k−1/2 +
λ−k
(a+ ia1)k−1/2
)
+
n∑
i=2r+1
ξi√
∆i
.
It is more convenient to write the first piece in x as
r∑
k=1
( µ+k
(a1 + ia)k−1/2
+
µ−k
(a1 − ia)k−1/2
)
so that the basis required is just made out of the real and imaginary parts of (a1+ia)
−k+1/2.
This is most easily computed using
a = a1 tan θ θ ∈ (−π
2
,
π
2
) a1 > 0.
12If 2r = n the second sum vanishes.
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We have
(1 + ia/a1)
−k+1/2 = (cos θ)k−1/2 e−i(k−1/2)θ
which gives a first expression for the real and imaginary parts:
Pk = (cos θ)
k−1/2 cos
(
(k − 1/2)θ
)
Qk = (cos θ)
k−1/2 sin
(
(k − 1/2)θ
)
.
Recalling the defining relations of Tchebychev polynomials
Tn(cos θ) = cos(nθ) Un(cos θ) =
sin(n+ 1)θ
sin θ
we have
Pk = (cos θ)
k−1/2 cos
θ
2
[
Tk(cos θ) + (1− cos θ)Uk−1(cos θ)
]
.
Using the relation 13
Tk(cos θ)− cos θ Uk−1(cos θ) = −Uk−2(cos θ)
gives for Pk the formula (A.8). A similar computation gives the required formula also for
Qk.
Switching back to the variable a we have
Pk =
√√
a2 + a21 + a1Rk Qk =
a√√
a2 + a21 + a1
Rk
with
∀k ∈ S1r Rk = (a2 + a21)−k/2
[
Uk−1
( a1√
a2 + a21
)
− Uk−2
( a1√
a2 + a21
)]
.
For k = 1 we have merely
P1(a) =
√√
a2 + a21 + a1√
a2 + a21
Q1(a) =
a√
a2 + a21
√√
a2 + a21 + a1
. (A.9)
Let us give a second proof, which does not use the complexification argument given
above, and which is similar to the proof given for Proposition 31. Setting a1 = 1 we have
to show that the function xk(a) = (1 + ia)
−k+1/2 is indeed a solution of the ODE (2.10)
when F = (a2 + 1)r F̂ .
Using twice the formula (2.7) we have
Opn
(
(a2 + 1)rF̂
)
xk =
n∑
s=0
F̂ n−s
(n− s)!
s∑
l=0
[(1− ia)r](s−l)
(s− l)! Opl((1 + ia)
r) xk
13It is valid also for k = 1 due to our convention that U
−1 = 0.
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and we will prove that
∀l ∈ S0n ∀k ∈ S1r Xrl,k ≡ Opl((1 + ia)r) xk = 0.
Computing the various derivatives one gets
Xrl,k ∝
l∑
s=l−r
(−1)s r!
(l − s)! (r − l + s)!
(k − 1/2)s
(1/2)s
∝
r∑
σ=0
(−1)σ r!
σ!(r − σ)!
(k − 1/2)σ+l−r
(1/2)σ+l−r
.
This sum was already found in (A.3) and shown to vanish for all k ∈ S1r . 
B Symmetric functions of the roots
Let us take a set of numbers {a1, a2, . . . , an} and let us define
P ≡
n∏
k=1
(a− ak) =
n∑
k=0
(−1)k σk an−k, (B.1)
where the σk are the symmetric functions of the roots for the monic polynomial P .
Restricting ourselves to real polynomials P this definition remains valid either if some
root is multiple or if some complex conjugate couple of roots appear.
It follows that
F =
n∏
k=1
(a− ak) =
n∑
k=0
Ak a
k =⇒ (−1)k σk = An−k ∀k ∈ S0n. (B.2)
In all what follows it will be supposed that P is simple, which means that all the zeroes
ai are simple. So we can define
P
a− ai =
n+1∑
k=0
(−1)k−1 σik−1 an−k =⇒ σi−1 = σin = 0. (B.3)
Multiplying this last relation by a− ai we get
∀k ∈ S0n : σk = σik + ai σik−1. (B.4)
An easy recurrence, using (B.4) and (B.2), gives the relations
∀k ∈ S1n : σik−1 =
k−1∑
s=0
(−ai)k−1−s σs = (−1)k−1
k−1∑
s=0
ak−1−si An−s. (B.5)
For i 6= j we can define
P
(a− ai)(a− aj) =
n+2∑
k=0
(−1)k−2 σijk−2 an−k =⇒ σij−2 = σij−1 = σijn−1 = σijn = 0. (B.6)
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Multiplying this last relation by (a− aj) we get
∀k ∈ S0n : σik−1 = σijk−1 + aj σijk−2 (B.7)
from which we deduce
∀k ∈ S0n σijk−2 = −
σik−1 − σjk−1
ai − aj . (B.8)
A quadratic identity follows from the relation
i 6= j : P
a− ai
P
a− aj = P
P
(a− ai)(a− aj) . (B.9)
As a preliminary remark let us observe that any product of the form
AB =
n∑
k,l=1
Ak BlH
2n−k−l P 2(k+l)y
after setting s = k + l and reversing the order of the summations becomes
n∑
s=2
Us(A,B)H
2n−s P 2sy +
2n∑
s=n+1
Vs(A,B)H
2n−s P 2sy .
with
Us(A,B) =
s−1∑
k=1
Ak Bs−k Vs =
n∑
k=s−n
Ak Bs−k.
Taking this observation into account one obtains the relations
s−1∑
k=1
σik−1 σ
j
s−k−1 =
s−1∑
k=1
σk σ
ij
s−k−2 + σ
ij
s−2 s ∈ {2, 3, . . . , n}
n∑
k=s−n
σik−1 σ
j
s−k−1 =
n∑
k=s−n
σk σ
ij
s−k−2 s ∈ {n + 1, . . . , 2n}.
(B.10)
To conclude, the symmetric functions needed by our analysis are therefore(
σ0 = 1 σ1 σ2 . . . σn−2 σn−1 σn
)
(
σi0 = 1 σ
i
1 σ
i
2 . . . σ
i
n−2 σ
i
n−1
)
σin = 0(
σij0 = 1 σ
ij
1 σ
ij
2 . . . σ
ij
n−2
)
σijn−1 = 0 σ
ij
n = 0
(B.11)
41
References
[1] A. V. Bolsinov and A. T. Fomenko, “Integrable hamiltonian systems”, Chapman
and Hall (2004).
[2] A. V. Borisov, A. A. Kilin and I. S. Mamaev, Reg. Chaotic Dyn., 2009, vol. 14, no
1, pp. 18-41.
[3] I. A. Bizyaev, A. V. Borisov and I. S. Mamaev, Reg. Chaotic Dyn., 2014, vol. 19,
no 3, pp. 415-434.
[4] C. Duval and G. Valent, J. Math. Phys., 46 (2016) 053516.
[5] A. Erdelyi, W. Magnus, F. Oberhettinger and F. G. Tricomi, “Higher Transcen-
dental Functions”, vol. 1, Mac-Graw-Hill (1953).
[6] B. Gaffet, J. Phys. A: Math. Gen., 33 (2000) 3929-3946.
[7] K. Kiyohara, Math. Ann., 320 (2001) 487-505.
[8] G. Koenigs, note in “Lec¸ons sur la The´orie Ge´ne´rale des Surfaces”, G. Darboux
Vol. 4, Chelsea Publishing (1972) 368-404.
[9] V. S. Matveev and V. V. Shevchishin, J. Geom. Phys., 61 (2011) 1353-1377.
[10] E. G. Kalnins, J. M. Kress, W. Miller Jr and P. Winternitz, J. Math. Phys., 44
(2003) 5811-5848.
[11] A. V. Tsiganov, J. Math. Sciences, 125 (2005) 249-257.
[12] A. V. Tsiganov, arXiv:1701.05716v2 [nlin-SI].
[13] G. Valent, C. Duval and S. Shevchishin, J. Geom. Phys., 87 (2015) 461-481.
[14] G. Valent, Lett. Math. Phys., 104 (2014) 1121-1135.
[15] G. Valent, Reg. Chaotic Dyn., 2016, vol. 21, no 5, pp. 477-509.
42
