Abstract. In this paper we introduce a novel variational method for joint estimation and regularization of diffusion tensor fields from noisy raw data. To this end, we use the classic quadratic data fidelity term derived from the Stejskal-Tanner equation with a new smoothness term leading to a convex objective function. The regularization term is based on the assumption that the signal can be reconstructed using a weighted average of observations on a local neighborhood. The weights measure the similarity between tensors and are computed directly from the diffusion images. We preserve the positive semi-definiteness constraint using a projected gradient descent. Experimental validation and comparisons with a similar method using synthetic data with known noise model, as well as classification of tensors towards understanding the anatomy of human skeletal muscle demonstrate the potential of our method.
Introduction
Diffusion tensor imaging (DTI) is an emerging non-invasive modality allowing the quantitative investigation of water protons diffusion within biologic tissues. Since diffusion is sensitive to the presence of organized structures, DTI is used mostly in brain studies and has become a tool to infer white matter connectivity [1] . Such a modality offers measurements of the amount of diffusion of water molecules in several different directions. One then can infer the estimation of a tensor which is a 3×3 symmetric positive definite matrix representing the uncertainty on the position of water protons with a Gaussian model of displacement.
However, the DTI experimental protocol yields noisy observations due to the diffusion-sensitizing magnetic gradient. Furthermore, the clinical protocols refer to relatively low magnet strength, or a rather low signal-to-noise ratio. Therefore, signal reconstruction is crucial to obtain an appropriate estimate of the tensor field and for subsequent use of this estimate in applications like fiber tractography.
Several methods have been proposed to address diffusion tensor regularization. In [2] , a two-step regularization was proposed consisting of the restoration This work was partially supported by Association Française contre les Myopathies (AFM: http://www.afm-france.org) of the principal diffusion directions using a total variation-model followed by the smoothing of the eigenvalues using an anisotropic tensor-driven formulation. In [3] , the maximization of a log-posterior probability based on the Rician noise model is considered to smooth directly the diffusion-weighted images. A Bayesian model based on a Gaussian Markov Random Field was used in [4] to smooth the diffusion tensors. In [5] , the authors consider the tensors as lying on a Riemannian manifold and use the corresponding distance to derive a local weighted averaging for DTI denoising. Tensors are assumed to be positive-definite matrices which was taken into account in [6] where an anisotropic filtering of the L 2 norm of the gradient of the diffusion tensor was considered and their proposed PDE scheme constrains the estimation to lie on this space. Such a concept was further developed in [7] where a variational method was proposed that aimed to minimize the L p norm of the spatial gradient of the diffusion tensor under a constraint involving the non-linear form of Stejskal-Tanner equation. A non linear diffusion scheme is described in [8] where smoothing is made directiondependent using a diffusion matrix in the PDE system. More recently, in [9] a joint reconstruction and regularization was proposed in the context of an energy minimization in a Log-Euclidean framework. The existing variational methods focused disproportionately on enforcing the positive-definiteness constraint, with the regularization term usually chosen as a function of the norm of the gradient. The main limitation of most of the above-mentioned methods is the nature of the cost function (non-convex) that entails a preliminary initialization step, while little attention was paid to defining appropriate smoothness components that account for the expected nature of tensors.
In this paper we propose a new variational approach to jointly estimate and regularize diffusion tensor images. We use a convex energy functional which combines the linearized form of Stejskal-Tanner equation as a data fidelity term and a new regularization term involving precalculated weights which measure the similarity between neighboring tensors. We show the results of our method both on synthetic datasets and real data of diffusion tensor muscle images.
DTI Estimation and Regularization
Let us assume that n DTI acquisitions (S k ) k=1...n with respect to different magnetic gradient directions (g k ) k=1...n are available. Ideally, the expected signal at a voxel x for the direction k as explained in [10] should respect the following condition
g k with the tensor D being the unknown variable and b a value that depends on the acquisition settings. The estimation of the tensors in the volume domain Ω can be done through direct inference (6 acquisitions are at least available), which is equivalent to minimizing:
This energy is based on the linearized diffusion tensor model which is reasonable for moderate values of SNR [11] . Such a direct estimation is quite sensitive to noise, on the other hand, it refers to a convex term, which is rather convenient when seeking its lowest potential. The most common approach to account for noise is through the use of an additional regularization term which constrains the estimation of D to be locally smooth. One of the most prominent uses of DTI is fiber extraction. Therefore it is natural to assume that locally these fibers do have similar orientations. In such a context, the tensor can be expressed as a linear combination of the tensors lying in its neighborhood since they are likely to represent the same population of fibers. Such a regularization constraint was introduced in the case of image restoration in [12] . This assumption still holds at the boundaries between different groups of fibers as long as the linear combination is thoroughly chosen to ensure that the contribution of tensors belonging to a different fiber population is negligible. It is also more accurate than the underlying assumption of total-variation based approaches where the tensor field is considered piecewise constant. This leads us to define the following regularization component: , where d(.; .) is a distance between tensors and σ a scale factor. In the context of direct estimation and regularization it is more appropriate to define similarities directly on the observation space rather than the estimation space. Such a choice will lead to a tractable estimation, while preserving the convexity of the cost function. Our distance definition as well as our minimization step are based on the representation of symmetric positive semi-definite matrices S 3 + as a convex closed cone in the Hilbert space of symmetric matrices S 3 , where the standard scalar product is defined by A, B F = tr(A t B) which induces the corresponding Frobenius norm.
Measuring Similarities from diffusion weighted images
We aim at simultaneously estimating and smoothing the tensor field, therefore the weights w(x, y) in E smooth should be precalculated using the raw data.
The most straightforward estimation of the distances can be done through the algebraic distance between the log(S k /S 0 ) for two neighborhood voxels in any direction
One can easily show that such an expression does not reflect similarity between tensors according to the norm ||.|| F . In fact, this leads to
do not form necessarily an orthonormal basis. We use a Gram-Schmidt orthogonalization scheme to calculate an orthonormal basis G k such that G k = l α kl G l (each new vector of the new basis is a linear combination of the vectors of the initial basis). This procedure allows us to have an approximation of ||D(x) − D(y)|| F directly from the raw data S k and S 0 as follows
Semi-Definite Positive Gradient Descent
One now can seek the lowest potential of the cost function towards recovering the optimal solution on the tensor space. Unlike the Riemannian approaches where non convex functionals are minimized [6] , the present framework consists of a convex energy with a unique minimum which can be reached using a projected gradient descent on the space of semi-definitive positive matrices. The projection from S 3 onto S 3 + denoted by Π S 3 + is well defined and has an explicit expression. Indeed, projecting M amounts to replacing the negative eigenvalues in its spectral decomposition by 0 [6, 13] . Note that we minimize over the set of semi-definite positive matrices because it is topologically closed, as opposed to the set of definite positive matrices. In the current setting, the problem is well posed and the projected gradient descent algorithm is convergent for a suitable choice of the time step dt. Using a weighting factor λ between the data attachment term and the regularization energy, the gradient descent can be expressed as the following equation
where
Let us define the norm ||.|| T F over the whole tensor field D as ||D|| T F = Ω ||D(x)|| F dx. Considering two tensor fields D 1 and D 2 , we show in the following that the gradient of our energy functional is L-Lipschitz. The constant L will allow us to choose automatically a time step that insures the convergence of the algorithm.
Besides, we can easily show the following inequality
where |N x | is the number of the considered neighbors. Thus the gradient of the objective function is L-Lipschitz with L = 2b
||G k || F +λ(|Nx|+1) 2 makes the projected gradient descent convergent [14] .
We can give an interpretation of our regularization energy in terms of diffusionweighted images smoothing. It can be easily verified that for each direction k
Using Cauchy-Schwartz inequality we obtain :
We can see that minimizing E smooth has a direct implication on the normalized diffusion weighted images S k S0 . Reconstructing the tensors using a linear combination of the tensors in its neighborhood leads to the reconstruction of the normalized signals using a weighted geometric mean of the neighboring signals where the weights are not calculated only with a single volume S k but also with the volumes obtained from the other magnetic gradient directions.
Experimental Validation
In order to validate the performance of the method we (i) have generated artificial tensors volumes corrupted with synthetic noise, (ii) used manual segmentation on T1 muscle images and tried to improve the separability of classes in the DTI space after regularization.
Artificially Corrupted Tensors
Let us consider two volumes, one that consists of two classes with orthogonal axes on a 20×20×20 lattice and a helix in which the internal voxels are anisotropic and the external ones are spheric [ Fig.1-b] . For the first volume, the tensor fields for each region are The images were corrupted with a white zero-mean Gaussian noise forming a data set where ground-truth on the tensor are available. An estimation of the tensor field relative to the noisy images provides the noisy tensors data.
Then, to perform comparisons we considered the regularization algorithm on noisy tensors presented in [6] . The following parameters were used for our method: λ = 50, N x = 3 × 3 × 3, dt = 10 −7 with 50 iterations. To evaluate the performance of these methods, we considered the average sum of squared differences (SSD) between the regularized tensors and ground truth ones. In [Table 1 ], we can see that our estimation and regularization approach achieves better results and produces a tensor close to the ground truth. Our method outperforms the one of [6] when the level of noise is relatively important. In fact, our method considers a more robust resemblance degree between voxels. Such a criterion insures a better selection of neighboring tensors involved in the estimation of a given tensor. On the other hand, the anisotropic diffusion based regularization relies on gradient information which is not robust in case of high noise. In order to assess qualitatively our algorithm, we reported in [ Fig.  1 ] the resulting tensors using our regularization method and the constrained anisotropic one. We can observe that our method achieves a better direction preservation, even in the presence of a strong noise.
DTI towards Understanding the Human Skeletal Muscle
In order to perform validation using real data, the following experiment was considered. DTI acquisitions of human skeletal muscle (calf) using 12 directions were . In order to improve the signal-to-noise ratio, the acquisition was repeated thirteen times (one can use the average of the measurements) while a high resolution T1-weighted volume was also obtained and manually segmented [ Fig. 2] . The muscles that were considered in our study were the soleus (SOL), lateral gastrocnemius (LG), medial gastrocnemius (MG), posterior tibialis (PT), anterior tibialis (AT), extensor digitorum longus (EDL), and the peroneus longus (PL). Several previous studies investigated the use of diffusion tensor imaging to study the architecture of skeletal muscle and to separate these muscle groups according to different properties (fiber orientation, mean diffusivity, fractional anisotropy . . . ) [16, 17] .
In order to proceed with an evaluation of the proposed method, the following scenario was considered: Using the manual segmentation, and the observed measurements of a given acquisition (12 directions), we have constructed seven weak linear classifiers (in our case a multi-class linear SVM [18] ) separating each class of muscle versus all others. Then, the success rate (percentage of voxels being attributed to the right class) from the classifier with respect to the ground truth was determined. We remark that linear separation is hardly achieved for PT, PL, EDL and AT while it yields quite satisfactory results for the MG, LG and to a lesser extent SOL which form the major part of the muscle. We have performed this test thirteen times for: (i) direct estimation (DE), (ii) direct estimation and regularization (DER), as well as using direct estimation of the average measurements of the thirteen acquisitions (ADE) . One would expect that since muscles consist of myo-fibers of the same nature, the classification should be improved if the estimation of the tensors is properly done, i.e. with appropriate regularization. However, it is important to note that the aim of this paper is not automatic classification of voxels in different muscle regions using DTI (in such a case more advanced classifiers can be used). Table 2 ], we present quantitative validation of the present framework for the linearly separable muscles. One can see that our method leads to an improvement in the correct classification rates with respect to a plain direct estimation. We also obtain better results when compared to the averaging+estimation method. We also show the result of our regularization on a slice of the volume in [Fig. 3 
Discussion
In this paper a novel approach to direct estimation and regularization of diffusion tensor images was proposed. The main strength of our approach is the novel regularization term that assumes linear approximation of neighborhood tensors as well as the convex nature of the proposed cost function which can be easily optimized. Our method was compared and outperformed the anisotropic constrained regularization using generated data with known noise model, and significantly improved human skeletal muscle segmentation/classification through DTI using real data.
The selection of the bandwidth σ is a critical parameter of the process. Datadriven variable bandwidth models is a natural extension of the method. One would expect that the optimal bandwidth depends on the form of the observed anatomical structure which varies spatially. Another possible extension of this work is to replace the Frobenius norm in the energy functional by the Riemannian metric [5] or the Log-Euclidean metric [9] . However this will be done at the expense of the convexity of the function and the computational time.
The use of DTI towards understanding the human skeletal muscle as well as providing means of diagnosis for muscular diseases is a more long-term objective of our research. The ability to understand the remodeling of myofibers due to muscular diseases using non-invasive means is a great perspective.
