Abstract. An explicit formula is given for a sequence of numbers by using the Eichler-Selberg trace formula. A criterion is obtained by using these numbers for the location of nontrivial zeros of Hecke L-functions, which are associated with a family of cusp forms of weight 2.
Introduction
We denote by S 2 (N ) the space of all cusp forms of weight 2 with the principal character modulo N for the Hecke congruence subgroup Γ 0 (N ) of level N . That is, f belongs to S 2 (N ) if, and only if, f is holomorphic in the upper half-plane, satisfies
for all where I is the identity map acting on the space S 2 (N ), and let
where g denotes the dimension of the space S 2 (N ). We will show that ξ N (s) is an entire function, and that zeros of ξ N (s) in the strip 0 < ℜs < 1 appear in pairs ρ and 1 − ρ. Let
for n = 1, 2, · · · , where the sum on ρ runs over all zeros of ξ N (s) taken in the order given by |ℑρ| < T for T → ∞ with a zero of multiplicity ℓ appearing ℓ times in the list. If ρ = 0 is a zero of ξ N (s), then (1 − 1/ρ) −n in (1.6) is interpreted to be 0. In [2] , Bombieri and Lagarias generalized a criterion of the author for the Riemann hypothesis [8] and obtained the following useful theorem. [2] ) Let R be a set of complex numbers ρ, whose elements have positive integral multiplicities assigned to them, such that 1 ∈ R and
Then the following conditions are equivalent:
(
As a corollary of Theorem 1.1 we obtain a criterion for the location of all nontrivial zeros of Hecke L-functions associated with all cusp forms which form an orthonormal basis in S 2 (N ) and which consist of eigenfunctions of all the Hecke operators T (n) with (n, N ) = 1. In order to state the main theorem, we need an explicit formula for the trace trT (p k ) of Hecke operators T (p k ) acting on the space S 2 (N ) for all primes p ∤ N and for k = 1, 2, · · · . This formula is given by the Eichler-Selberg trace formula obtained in Oesterlé [11] . We denote by ϕ the Euler ϕ-function. Let
for k = 1, 2, · · · , where µ t,p k ,m is the number of solutions x modulo N of the equation For m = 1, 2, · · · , we denote by ν m the dimension of the subspace generated by all newforms in S 2 (m). In this paper we obtain the following explicit formula for the τ N (n)'s.
for all positive integers n, where
This paper is organized as follows: The Eichler-Selberg trace formula for Hecke congruence subgroups, which is needed for Theorem 1.4, is given in section 2. An arithmetic formula is obtained in section 3 for a sequence of numbers, whose positivity implies that all zeros of Hecke L-functions associated with newforms lie on the critical line. This formula will be used in the proof of Theorem 1. 
The Eichler-Selberg trace formula
Let χ 0 be the principal character modulo N , and let χ 0 ( √ n) = 0 if n is not the square of an integer.
Lemma 2.1. (Théorème 3
′ , [11] ) For every positive integer n, the trace tr(T (n)) of the Hecke operator T (n) acting on the space S 2 (N ) is given by
where the integer y is defined modulo N/ gcd(c, N/c) by
and where h(f ) and w(f ) are respectively the class number and the number of units in the ring of integers of the imaginary quadratic field of discriminant f < 0. Proof. Suppose that q|(y, N ) for a prime q. Then q|c or q|N/c. Assume that q|c. Since y ≡ d( mod c), we have q|d. This contradicts to that d is a power of p with (p, N ) = 1. The case when q divides N/c can be treated similarly. Thus, we have proved that (y, N ) = 1.
Suppose that y 1 is another integer satisfying the hypotheses. Then y − y 1 ≡ 0( mod c) and
Hence, y is unique modulo N/ gcd(c, N/c).
Proof of Lemma 1.3. Let n = p k for a prime p ∤ N and for a positive integer k. Then we have
Let x be an integer given by the equation 
where µ t,p k ,m is the number of solutions x modulo N of the equation
, and where h(f ) and w(f ) are the class number and the number of units in the ring of integers of the imaginary quadratic field of discriminant f < 0 respectively. This completes the proof of the lemma.
Explicit formulas for Hecke L-functions
Let f be a normalized newform in S 2 (N ), and let ξ f (s) be given in (1.3). Put
for n = 1, 2, · · · , where the sum is over all the zeros of ξ f (s) in the order given by |ℑρ| < T for T → ∞ with a zero of multiplicity ℓ appearing ℓ times in the list. Assume that f is a normalized newform in S 2 (N ). For each prime number p, let α p and β p be the two roots of
The flowing arithmetic formula for τ f (n) generalizes an arithmetic formula of Bombieri and Lagarias [2] for the Riemann zeta function.
(see [9] ) Let F (x) be a function defined on R such that
for all x ∈ R, such that F (x) exp((ǫ+1/2)|x|) is integrable and of bounded variation on R for a constant ǫ > 0, and such that (
where the sum on ρ runs over all zeros of ξ f (s) in the order given by |ℑρ| < T for T → ∞, and 
where Φ n is related to F n by the relation
Proof of Theorem 3.1. Since ξ f (s) is an entire function of order one and satisfies the functional identity ξ f (s) = wξ f (1 − s), we have
where the product is over all the zeros of ξ f (s) in the order given by |ℑρ| < T for
where the coefficients τ f (n) are given in (3.1).
For a sufficiently large positive number X that is not an integer, let
where F n (x) is given in Lemma 3.4. Then F n,X (x) satisfies all conditions of Lemma 3.2. Let
By Lemma 3.2, we obtain that
where the sum on ρ runs over all zeros of ξ f (s) in the order given by |ℑρ| < T for T → ∞. It follows that
We have
Let ρ be any zero of ξ f (s). By Lemma 3.3, we have
for a positive constant c. An argument similar to that made in the proof of (3.9) of [2] shows that 
This completes the proof of the theorem.
Preliminary results
A fundamental result of Hecke asserts that a basis {f 1 , f 2 , · · · , f g } in S 2 (N ) exists which consists of eigenfunctions of all the Hecke operators T (n) with (n, N ) = 1; see Theorem 6.21 in Iwaniec [6] . We can assume that each f j is either a normalized newform in S 2 (N ) or coming from a normalized newform in a lower level. For j = 1, · · · , g, we choose g j = f j if f j is a normalized newform in S 2 (N ), and
where ξ gj (s) is defined as in (1.3). Since ξ gj (s) is an entire function and satisfies the functional identity ξ gj (s) = w j ξ gj (1 − s), where w j = (−1) rj with r j being the vanishing order of ξ gj at s = 1/2, the function ξ H (s) is entire and satisfies the functional identity
where τ gj (n) is defined similarly as in (3.1). If ϕ H (z) = ξ H (1/(1 − z)), then we have
Lemma 4.1. For all positive integers n with (n, N ) = 1, we have
Proof. If f j is a newform, the stated identity is trivially true. Next, we assume that f j is an old form. Let g j be a normalized newform in
Since (n, N ) = 1, d|N and αδ = n, we have (δ, d) = 1. Let r β be remainder of dβ modulo δ. Then {r β : 0 ≤ β < δ} = {0, 1, · · · , δ − 1}. Since g j ∈ S 2 (N ′ ), we have
It follows that
where w = dz. This completes the proof of the lemma. Proof. For j = 1, 2, · · · , g, if g j is a normalized newform in S 2 (N j ), then we can write
Since f 1 , f 2 , · · · , f g are eigenfunctions of all the Hecke operators T (n) with (n, N ) = 1, by Lemma 4.1 we have
we have
This implies that ξ N (s) is an entire function. Since |λ gj (p)| = √ p for p|N j by ii) in Theorem 3 of Li [7] and since the two roots of the polynomial 1 − λ gj (p)p −1/2 z + z 2 for p ∤ N j are conjugate complex numbers of absolute value one by the Ramanujan conjecture which was proved in Théorème 8.2 of Deligne [3] , zeros of ξ N (s) in the critical strip 0 < ℜs < 1 appear in pairs ρ, 1 − ρ by (4.2) and (4.6). This completes the proof of the lemma.
Proof of Corollary 1.2. Let τ N (n) be defined by (1.6) for all positive integers n.
Since ξ H (s) is an entire function of order one, by (4.6) ξ N (s) is an entire function of order one. This implies that 
Proof. Since 1−αp
−s is an entire function of order one, by Hadamard's factorization theorem there is a constant a such that
where the product is over all nonzero zeros of 1−αp −s . Let α = e it with 0 ≤ t < 2π. Then the zeros of 1 − αp −s are i(t + 2kπ)/ ln p, k = 0, ±1, ±2, · · · . Since
is absolutely convergent, by using (4.7) we can write
for a constant h, where the product runs over all nonzero zeros ρ of 1 − αp −s taken in the order given by |ρ| < T for T → ∞. By taking logarithmic derivative of both sides of (4.8) with respect to s we get
By letting s → ∞ in (4.9) we find that h = 0. Then the stated identity follows from (4.8) .
This completes the proof of the lemma. Proof. By Lemma 4.3 we have
where the sum on ρ is over all nonzero zeros of 1 − αp −s . Since
for z in a small neighborhood of the origin, the stated identity follows from (4.10). Note that, if s = ρ = 0 is a zero of 1 − αp −s , then (1 − 1/ρ) −n is interpreted to be 0 for all positive integers n.
This completes the proof of the lemma.
Remark. By (4.6), Lemma 4.4, (3.3) and (4.1) we have
, where the τ N (n)'s are given in (1.6). Then, by Lemma 4.2, to prove that all zeros of ξ N (s) in the strip 0 < ℜs < 1 lie on the critical line ℜs = 1/2 it is enough to find an upper bound for each τ N (n) which implies that the above series is analytic for |z| < 1. 
for z in a small neighborhood of the origin.
Proof. Let m be any positive integer. By using mathematical induction on n, we can show that
for n = 1, 2, · · · . By using the formula (4.11) with m = 2 we find that
Lemma 4.6. Let p be a prime, and let α be a complex number of absolute value one. Then we have Proof. Let τ H (n) be given in (4.3). By (3.1), (4.1) and (4.6) we have (4.12)
where the sum on ρ j is over all zeros of 1 − λ gj p −s−1/2 with p|N j and where the sum on α j is over all zeros of 1 − λ gj (p)p −s−1/2 + p −2s with p ∤ N j , p|N . By Lemma 4.6 we have (4.13)
and (4.14)
It follows from (4.13) and (4.14) that (4.15) p|Nj ρj
By (4.15) we have
The stated identity then follows from (4.12). This completes the proof of the lemma.
Proof of Theorem 1.4
We define an operator S acting on the space S 2 (N ) by 
