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We propose a coherent control scheme based on the optical Stark effect in optically generated excitons in
quantum dot molecules (QDMs). We show that, by the combined action of voltage bias detuning sweeps and
Rosen-Zener pulsed interactions, it is possible to dynamically generate and modify an anticrossing gap that
emerges between the dressed energy levels of long-lived, spatially indirect excitons. We perform numerical
and analytic non-perturbative calculations based on the Bloch-Feshbach formalism, which demonstrate that this
effect induces a mechanism of coherent population trapping of indirect excitons in QDMs. Our results show
that it is possible to perform an all-optical implementation of indirect-excitonic qubit operations, such as the
Pauli-X and Hadamard quantum gates, across two defined axis of the Bloch Sphere.
PACS numbers: 73.21.La, 71.35.Gg, 03.67.-a
I. INTRODUCTION
Quantum dot molecules (QDMs) are promising building
blocks for semiconductor-based approaches to scalable quan-
tum information technologies1. They possess remarkable
properties, among which are long-lived charge and spin states
of confined carriers and excitons2,3, tunable exciton relaxation
rates4, sustained coherent Rabi oscillations5,6, and the ability
to couple spin and charge to photonic cavity modes7. More-
over, the tunability of the QDM exciton spectrum, and the
selective excitation of the spin and charge degrees of free-
dom, make exciton-based coherent control protocols a viable
route for the implementation of universal quantum gates8. In
this context, having controllable exciton states that are re-
silient against the effects of decoherence is a fundamental re-
quirement for the construction of the corresponding qubits.
In particular, spatially indirect (neutral) excitons in QDMs
have been proposed as suitable excitonic qubits owing to their
extended lifetimes and robust electrically-controlled optical
properties9,10, and are the object of active experimental and
theoretical research efforts for the engineering of quantum in-
formation schemes in QDMs4,11–13.
Apart from the purely electric (or magnetic) means of con-
trolling exciton states, ultrafast optical excitation can induce
profound modifications to the excitonic level structure of sin-
gle quantum dots (QDs) and QDMs. A prominent example is
the optical Stark effect14, which is manifested as a quasi-static
shift of exciton line shapes when the system is subjected to in-
tense ultrafast laser excitation pulses. In QDs, transient reflec-
tivity measurements with pulsed non-resonant excitation dis-
play a spectral envelope that depends on the strength of the ex-
citation field15. Therefore, the combined action of the optical
Stark effect and the application of external electric fields could
serve as a useful mechanism for the implementation of coher-
ent control of spin and exciton states in QDs and QDMs16–20.
In this work, we study the influence of the optical Stark ef-
fect on the spectra and dynamics of indirect excitonic qubits
in electrically gated and optically driven QDMs9. We propose
that, through the combined action of ultrafast laser pumping
with a time-dependent Rosen-Zener (RZ) pulse envelope21
and the application of a bias detuning of the indirect energy
levels, it is possible to dynamically open and close the gap of
a cotunneling-induced anticrossing between spatially indirect
excitons. We demonstrate that this mechanism enables the
coherent population trapping of either of the avoided crossed
excitons, and further allows coherent control of indirect exci-
tonic qubits about two axis of the Bloch sphere.
This paper is organized as follows. Section II introduces
a realistic phenomenological model of the QDM exciton level
structure, which takes into account the parametric dependence
of single charge confinement energies and interdot couplings
on the structural parameters of the system. We also discuss the
numerical methods used to compute the population dynamics
of the exciton states. In Sec. III, we present the reconstruc-
tion of the QDM exciton level anticrossing spectrum (LACS)
using level population bias maps. These maps help us iden-
tify the different molecular resonances and optical signatures
as a function of the applied bias voltage, laser excitation fre-
quency, and intensity. Section IV discusses the role of the op-
tical Stark effect on the spectral characteristics and dynamics
of a qubit manifold comprised by spatially indirect excitons.
By means of a non-perturbative calculation, we present com-
prehensive analytical expressions that show the dependence
of the indirect-excitonic dressed energies, avoided crossings,
and interactions, on the bias detuning and the matrix elements
that couple the qubit manifold to the driving fields. In Sec.
V, we discuss the behavior of the exciton population dynam-
ics resulting from the implementation of bias detuning and
RZ pulses which modulate the intensity of the optical Stark
shift. We show that optical Stark effect generates a coherent
population trapping mechanism which can be used to perform
indirect-excitonic qubit rotations about two axis of the Bloch
sphere.
II. MODEL
The system under consideration consists of two vertically
stacked QDs embedded in a n-i Schottky junction photodi-
ode (see Fig. 1), as typically used in photoluminescence and
pump-probe spectroscopy experiments2,22. The QDs are sep-
arated by a barrier of thickness d and subjected to an applied
axial electric field F . In our model, single neutral excitons are
pumped by a broad square laser pulse of frequency, ωL, with
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FIG. 1. (Color online) Schematic representation of the quantum dot
molecule discussed in this work. See Sec. II for details.
a time-dependent electric field envelope E(t). The excitonic
bare states are denoted according to single charge occupation
in each QD, i.e. eBeThBhTX , where eB(T ), hB(T ) = {0, 1} are
the electron and hole occupation numbers in the “bottom (B)”
and “top” (T) QDs, respectively. These states comprise the
following basis23: the vacuum state
|1〉 ≡ |0000X〉; (1)
two neutral spatially direct exciton states:
|2〉 ≡ |1010X〉 and |5〉 ≡ |0101X〉; (2)
and two neutral spatially indirect exciton states:
|3〉 ≡ |0110X〉 and |4〉 ≡ |1001X〉. (3)
In this basis, the Hamiltonian is
H =
5∑
i=1
Ei|i〉〈i|+
∑
j=2,5
(~Ωj(t)e−iωLt|1〉〈j|) + VF |2〉〈5|
+ te(|2〉〈3|+ |5〉〈4|) + th(|2〉〈4|+ |3〉〈5|) + H.c. ,
(4)
where the Ei’s represent the exciton bare energies24–27 and
te, th the electron and hole tunneling matrix elements28. Here,
VF =
µB µT
4pi0rd3
accounts for interdot exciton hopping pro-
cesses mediated by dipole-dipole interactions29,30, with r be-
ing the dielectric constant, and µT (B) the interband transition
dipole moments31–33.
The Hamiltonian dynamics is controlled via two parame-
ters. The first one is achieved via pulsing the applied bias
voltage F (t), which drives the detuning of the spatially indi-
rect transition energies,
E3 → E3 − edF (t), (5)
E4 → E4 + edF (t). (6)
The second parameter is achieved through the optical Stark ef-
fect resulting from pulsing the shape of the laser electric field
envelope, i.e. the time-dependence of the exciton coupling to
the laser field given by
Ωj(t) = 〈1|~µj · ~E(t)|j〉. (7)
The applicability of our model does not rely on any resonant
condition between the bare exciton energy levels at zero bias.
The simulation parameters utilized in our model are given in
Ref. [34] and a level configuration diagram of the Hamiltonian
is shown in Fig. 2.
In order to extract the exciton dynamics, molecular reso-
nances, and the response of the system to the effect of the
control pulses, we solve for the density matrix, whose time
evolution is governed by the Markovian master equation
∂ρ
∂t
= − i
~
[H, ρ] + Lρ . (8)
In our formalism, the Liouvillian Lρ has the Lindblad form
given by
Lρ =
∑
i
1
2
Γi
(
2αiρα
†
i − α†iαiρ+ ρα†iαi
)
(9)
where α†i (αi) and Γi ' 1ns−1 are the exciton creation (an-
nihilation) operators and effective relaxation rates for channel
i, respectively. For appropriately chosen QDM structural pa-
rameters and excitation conditions, the characteristic periods
τc (corresponding to coherent oscillations of the exciton pop-
ulations ρii(t)) could be much shorter than the exciton recom-
bination time, i.e. τc  τX ; therefore, the exciton population
dynamics is nearly coherent for times τc < t τX35–37.
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FIG. 2. (Color online) Single exciton level configuration diagram.
Dashed arrows indicate couplings mediated by different processes:
electron and hole tunneling, te, th; optical coupling, ΩX(t), and ex-
citon hopping, VF . Relaxation channels are indicated by red dashed
arrows, while solid arrows in gray indicate the respective laser-
exciton transition energy detunings δi = Ei − ~ωL.
III. LEVEL ANTICROSSING SPECTRUM
In order to obtain the behavior of the different exciton
molecular resonances, and its dependence on the coupling pa-
rameters, applied electric field and excitation power, we con-
struct a level anticrossing map. We do this in two different but
equivalent ways, as we explain next.
3First, by diagonalization of the Hamiltonian Eq. 4 in the ro-
tating wave approximation (RWA)38, for fixed excitation en-
ergy ~ωL, while varying only the bias voltage F . We thus
obtain a global picture of the energy eigenvalues (dressed en-
ergies), eigenvector components, and the electrically-tunable
spatial character of the molecular excitons, which is governed
mainly by charge tunneling and the optical Stark effect.
In the second approach, we reconstruct an averaged level
occupation map corresponding to each individual exciton state
by direct integration of the diagonal elements of the density
matrix,
pi =
1
tL
∫ tL
0
ρii(t)dt, (10)
obtained by solutions to Eq. 8. Here, tL stands for a constant-
amplitude pulse duration that is long enough to capture several
Rabi oscillations of the exciton populations; in practice, a few
Rabi oscillations are enough to reliably compute pi. There-
fore, each exciton pumped into the system will exhibit a rela-
tive amplitude pi(F, ~ωL,ΩX).
Alternatively, one can compute the level occupation map
of the vacuum state (RWA photon field) |1〉 ≡ |0000X〉, so
that the complete dressed LACS spectrum will be mapped by
all coordinates (F, ~ωL,ΩX) where this state is depopulated,
i.e. by transferring its population to each corresponding ex-
citon. In particular, the latter approach enables us to estimate
the excitation power dependence of the different spectral sig-
natures resembling those obtained by photoluminiscence or
pump-probe spectroscopy.
Figure 3 (a) shows the level anticrossing spectrum corre-
sponding to the energy level diagram in Fig. 2. This was
reconstructed from the level occupation map of the vacuum
state |0000X〉 as a function of applied electric field F and laser
excitation energy ~ωL, for three values of the optical cou-
pling strength ΩX = 0.75, 3.69, 6.0meV. The spectral pat-
tern shows anticrossing signatures between spatially direct
and indirect excitonic molecular states at F ' −18.7 and
F ' 23.4kV/cm, each having a gap of ' 6.23meV; these
are mainly the result of electron tunneling. Clearly, with
increasing optical coupling, the direct states |1010X〉, |0101X〉
become prominently affected by power broadening effects
such that, for the highest value of the coupling, the electron
tunneling anticrossing intersecting the horizontal line shape
~ωL ' 1252meV becomes almost entirely “washed out”. In
contrast, the spatially indirect exciton spectral lines, |0110X〉
and |1001X〉, are more robust to the effects of increasing ΩX ,
as their broadening weakens as |F | is increased respect to the
position of the tunneling resonances. This can be easily un-
derstood: the optical coupling ΩI of the indirect excitons is
mediated by the optical pumping of electrons and holes and
their tunneling rates, which become weaker with increasing
|F | away from the avoided crossings.
On the other hand, the optical signature in Fig. 3(b) shows a
robust anticrossing at F ' 3.17kV/cm (~ωL ' 1269meV) re-
flecting the mixing of the two indirect states |0110X〉 and |1001X〉,
which persists even under strong power broadening effects
caused by large values of ΩX (the signature shifts to lower
energies as a result of the optical Stark effect, as explained
in Fig. 4). Indeed, as shown in our previous work, see Ref.
[9], a spectrally isolated two-level system spanned by the indi-
rect excitons shows an anticrossing signature which can form
the basis for constructing indirect excitonic qubits resilient to
spontaneous recombination, and whose coherent dynamics at
low excitation powers (ΩX  1meV) can be controlled by the
tuning the electric field F . However, as shown here, by means
of the optical Stark effect it is possible to take advantage of
laser-pulse shaping techniques to control the coherent dynam-
ics of the spatially indirect excitons from low to moderately
high excitation powers.
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FIG. 3. (Color online) Level anticrossing map of |0000X〉 as func-
tion of the applied electric field, F , and laser excitation energy,
Elaser = ~ωL, and for different values of the optical coupling, ΩX .
(a) Full spectrum showing electron tunneling anticrossing signatures
at ~ωL ' 1252meV, F ' (−18.7, 23.4)kV/cm, together with the
asymptotic behavior of molecular sates towards the spatially direct,
|1010X〉, |0101X〉 and indirect exciton states, |0110X〉, |1001X〉. (b) The spa-
tially indirect exciton manifold shows a robust anticrossing signature
at F ' 3.17kV/cm, which persists under strong power broadening
effects caused by large values of ΩX .
IV. THE OPTICAL STARK EFFECT
In order to elucidate the origin and behavior of the optical
Stark effect signatures shown in Fig. 3(b), for different values
of the optical coupling strength ΩX , we first calculate numer-
ically the excitonic dressed energy spectrum as function of
the applied electric field F , for a fixed non-resonant excita-
tion energy ~ωL = 1277meV (~ωL is detuned from both the
direct and indirect exciton transition energies). Figure 4(a)
shows the anticrossing signature resulting from the mixing of
the spatially indirect states |0110X〉 and |1001X〉. Remarkably, as
the optical coupling increases from ΩX = 0.75meV (solid
line in black) the gap shows a non-monotonic behavior, van-
ishing for Ω(c)X ' 3.69meV (solid line in orange). Figure 4
shows the value of the anticrossing gap as function of ΩX ,
with the position of the minimum indicated by the red dashed
line. As shown in Fig. 4(c), the position of the gap minima
4along the bias detuning axis slightly shifts as we vary the op-
tical coupling, reaching a critical value, Fc, when the gap van-
ishes. The observed shift of the gap minima is a consequence
of the of the parametrical dependence of the dressed exciton
energies on the values of the interdot couplings and energy
detunings of the indirect exciton transitions.
In the following subsections, by means of a non-
perturbative calculation, we present comprehensive analytic
expressions which reveal the origin of the aforementioned ef-
fect in terms of the interplay between the energy and intensity
of the driving field, and all of the relevant interdot couplings
and energy detunings. We also discuss how the tunability of
the indirect excitonic gap via the optical Stark effect enables
a dynamically controlled coherent population trapping mech-
anism, with potential applications to the coherent control of
indirect excitonic qubits in QDMs.
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FIG. 4. (Color online)(a) Bias-dependent exciton dressed energy
spectrum at fixed excitation energy, ~ωL = 1277meV, showing the
anticrossing of the indirect exciton states for different values of the
optical coupling ΩX . As a result of the optical Stark shift, the an-
ticrossing gap vanishes for Ω(c)X ' 3.69meV (solid line in orange)
(b) Anticrossing gap minima as function of ΩX (including a correc-
tion for the shifting of the minima along the bias voltage axis, F , as
shown in (c).
IV.1. Non-perturbative calculation of the optical Stark effect
for indirect excitons
As discussed above, the appearance of a level anticrossing
signature between spatially indirect excitons points to the on-
set of a non-trivial quantum coherent interaction. Moreover,
the dependence of this interaction on the optical coupling ΩX
cannot be straightforwardly explained by the off-diagonal ma-
trix elements of the Hamiltonian in Eq. 4, nor from the level
diagram shown in Fig. 2. However, the physics can be re-
vealed by an effective Hamiltonian Heff resulting from the
projection of the full Hamiltonian onto a reduced sector of
the Hilbert space containing eigenvectors relevant to the an-
ticrossing region, with eigenvalues matching exactly those of
the full Hamiltonian. In other words, we aim to adiabatically
eliminate the spatially direct excitonic sector of the Hamilto-
nian, while retaining its dynamical effects by including (to
all orders) the resulting perturbative corrections to the ma-
trix elements of the projected Hamiltonian. To this end, we
employ a standard non-perturbative procedure based on the
Bloch-Feshbach projection operator formalism39–41.
To calculate the effective optical couplings of the spatially
indirect excitons to the radiation field, namely Ω˜13 and Ω˜14,
we define the target subspace for our projection to be spanned
by {|1〉 ≡ |0000X〉, |3〉 ≡ |0110X〉, |4〉 ≡ |1001X〉}, see Fig. 5(a).
The projection procedure yields
Ω˜13 =
thΩX
z − δ5 +
(
ΩX +
VFΩX
z−δ5
)(
te +
thVF
z−δ5
)
z − δ2 − V
2
F
z−δ5
, (11)
Ω˜14 =
teΩX
z − δ5 +
(
ΩX +
VFΩX
z−δ5
)(
th +
teVF
z−δ5
)
z − δ2 − V
2
F
z−δ5
, (12)
where z = E ± i are the complex eigenvalues ofHeff, and
δ2 = E2 − ~ωL,
δ5 = E5 − ~ωL, (13)
are the detunings of the spatially direct exciton transitions,
|1010X〉 and |0101X〉, respectively. As shown in Eqs. 11 and 12,
the largest contribution to the effective optical coupling arises
from processes involving exciton pumping followed by tun-
neling processes. Similarly, the next leading order contribu-
tion involves the combined action of exciton pumping, single
charge tunneling and exciton hopping processes. Notice that
both couplings are different, a fact that is reflected from the
antisymmetric and non-resonant nature of the direct exciton
transitions, i.e. Ω˜13 → Ω˜14 as δ2 → δ5.
On the other hand, the resulting effective coupling between
both indirect states is
U˜34 =
teth
z − δ5 +
(
te +
thVF
z−δ5
)(
th +
teVF
z−δ5
)
z − δ2 − V
2
F
z−δ5
, (14)
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FIG. 5. (Color online) (a) Effective Hamiltonian level configura-
tion after adiabatically eliminating the direct exciton states. The di-
agram indicates the effective optical coupling of indirect excitons
to the laser field, Ω˜13, Ω˜14. Dashed red arrows indicate relaxation
channels. (b) Effective two-level system (qubit) configuration after
projection of the vacuum state onto the indirect exciton subspace.
Both, the coupling and level separation are functions of the control
parameters, ΩX(t), F (t).
5where the first term shows that electron-hole cotunneling is
the leading process that couples the two indirect excitons, with
the second term describing single charge cotunneling and ex-
citon hopping. Notice however, that at this stage of the projec-
tion procedure, Eq. 14 does not reveal the optical Stark shift
dependence of the anticrossing features shown in Fig. 4, as
its effects are still embedded in the matrix elements involv-
ing the RWA vacuum state |0000X〉. To make this dependence
more explicit, we further reduce the target subspace of the
projection procedure to a two-level (qubit) subspace spanned
by {|0110X〉, |1001X〉}, see Fig. 5(b). This results in an effective
Hamiltonian
HI =
(
δ3 −∆S + ∆h UI
UI δ4 + ∆S + ∆t
)
, (15)
where the diagonal terms contain contributions from the bias
detuning ∆S = edF and energy shifts given by
∆h =
t2h
z − δ5 +
(
te +
thVF
z−δ5
)2
z − δ2 − V
2
F
z−δ5
+
Ω˜213
z −∆U , (16)
∆t =
t2e
z − δ5 +
(
th +
teVF
z−δ5
)2
z − δ2 − V
2
F
z−δ5
+
Ω˜214
z −∆U . (17)
On the other hand, the off-diagonal coupling is given by
UI = U˜34 +
Ω˜13Ω˜14
z −∆U , (18)
where
∆U =
Ω2X
z − δ5 +
(
ΩX +
VFΩX
z−δ5
)2
z − δ2 − V
2
F
z−δ5
. (19)
The leading term U˜34 in Eq. 18 originates from charge cotun-
neling and exciton hopping, and dominates the behavior of UI
for 0 ≤ ΩX < 1 meV, i.e. the effects of the optical coupling
are not significant in this regime, see Fig. 4(b). However, the
second term Ω˜13Ω˜14z−∆U dominates the behavior of UI for ΩX ≥ 1
meV. This feature enables an all-optical coherent control over
the spatially indirect excitonic qubit subspace, starting from a
regime in which the dynamics is purely dominated by cotun-
neling to a regime where the dynamics becomes highly con-
trollable by the bias detuning F (t), and the optical coupling
ΩX .
A distinctive effect of the tunability of the optical coupling
ΩX , is the opening and closing of the indirect excitonic anti-
crossing gap ΛI , achieved by means of the optical Stark shift.
After diagonalization of Eq. 15 we obtain the corresponding
gap equation,
ΛI =
√
4U2I + (2∆S + (δ4 − δ3) + (∆t −∆h))2 . (20)
Equation 20 defines an energy surface over the control pa-
rameters, with minima at the critical values of the bias detun-
ing and optical coupling ∆(c)S = edFc and Ω
(c)
X , respectively.
Therefore, to find the conditions for which the gap vanishes,
we set∇ΛI = 0. This yields
Ω
(c)
X =
2
√
2
te − th
√
VF (t2h + t
2
e)− thte(δ2 + δ5 − 2z) , (21)
Fc =
1
2ed
((δ3 − δ4) + (∆t −∆h))
∣∣∣
Ω
(c)
X
. (22)
It is important to remark that in the absence of optical excita-
tion ΩX = 0, a non-vanishing indirect excitonic anticrossing
signature, i.e. ΛI 6= 0, is conditioned by the coupling U˜34 in
Eq. 14, i.e. only by exciton hopping processes and tunneling.
For VF = 0, the anticrossing gap emerges only by the action
of electron-hole cotunneling processes (see first term in Eq.
14), while for VF 6= 0, the gap emerges by the action of ei-
ther electron or hole tunneling. On the other hand, under the
influence of the optical Stark effect ΩX 6= 0, the vanishing-
gap conditions in Eqs. 21 and 22 are also conditioned by both
exciton hopping and single carrier tunneling. For VF 6= 0, the
condition is fulfilled with the tunneling of either electron or
hole, while for VF = 0, the condition is fulfilled only when
both electron and hole tunneling are different from zero.
V. QUBIT COHERENT CONTROL VIA THE OPTICAL
STARK EFFECT
V.1. Proposed control setup
To illustrate the controllability of the Hamiltonian in Eq.
15, we interpret the tunability of the indirect excitonic gap
in terms of its effect on the temporal evolution of the Bloch
vector associated to the state of the indirect-excitonic qubit.
To this end, we recast Eq. 15 as follows,
HI = ασ0 + βσz + UIσx , (23)
where σ0 is the 2× 2 identity matrix, σz , σx are the Pauli ma-
trices, with corresponding coefficients given by the coupling
UI (defined in Eq. 18) and
α =
(
δ3 + δ4
2
)
+
(
∆t + ∆h
2
)
, (24)
β =
(
δ3 − δ4
2
)
−
(
∆t −∆h
2
+ ∆S
)
. (25)
Assuming fixed values of the variables that depend on the
QDM structural and material composition parameters (i.e.
single charge confinement energies, single charge tunneling
and exciton hopping strengths), time-dependent rotations of
the Bloch vector about the zˆ-axis can be controlled primarily
by the value of the bias detuning ∆S , and by ΩX -dependent
energy shifts ∆h, ∆t, as shown in Eq. 25 and Fig. 6. On the
other hand, rotations about the xˆ-axis are controlled by cou-
pling UI , whose strength is modulated solely by the optical
coupling ΩX . Therefore, a coherent control scheme via Eq. 23
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FIG. 6. (Color online) Bloch sphere geometrical representation of
the two-level system (|1001X〉 and |0110X〉) and the two rotation axes
(UˆI and βˆ) allowing the implementation controlled rotations of the
corresponding Bloch vector.
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FIG. 7. (Color online) Level anticrossing spectrum showing
schematics of the coherent control scheme. The system is pumped
at ~ωL = 1277meV with ΩX = 0.75meV. The system is ini-
tialized into the state |0110X〉 at the avoided crossing Ω˜13 at F =
−7.967kV/cm (dashed red box - left inset). Subsequently, the sys-
tem is driven by a detuning control bias sweep δ3 + edF (t) into
the avoided crossing at F = 3.1759kV/cm (dashed black box). At
the avoided crossing the optical coupling is subjected to a temporal
Rosen-Zener pulse ΩX(t), which controls dynamically the width of
the indirect excitonic gap (right inset).
allows the implementation of arbitrary rotations over two axes
of the Bloch Sphere, opening the possibility to implement uni-
versal indirect excitonic qubit operations in QDMs42,43.
To implement universal coherent operations on the indirect
excitonic qubit subspace, we constructed a control scheme
based on the combination of a bias time-dependent linear
sweep F (t), and a pulsed optical Stark interaction ΩX(t). The
bias sweep serves two purposes: firstly, it is used to initial-
ize the qubit by selecting a value of the bias detuning such
that the radiation field (RWA vacuum |0000X〉) becomes reso-
nant and coupled (with strength Ω˜13) to one of the indirect
excitons |0110X〉, see red dashed box and inset in Fig. 7; sec-
ondly, the bias sweep controls the indirect exciton detunings
δ3 + edF (t) and δ4 + edF (t) within the qubit manifold. This
sweep brings the indirect transitions in and out of resonance
from the point of closest approach at the anticrossing mixing
|0110X〉 and |1001X〉, see Fig. 3(a) and dashed black box in Fig.
7. Subsequently at the anticrossing, the system is driven with
a pulsed optical Stark shift ΩX(t), that controls the strength
of UI , and consequently the width of the anticrossing gap.
In the present work, we consider a pulsed interaction with
a smooth rise profile which controls the strength of the opti-
cal Stark effect within the qubit manifold, i.e UI or equiva-
lently ΛI . Among the different choices for the pulse shape
profile (e.g. smooth rectangular, Gaussian, hyper Gaussian,
etc.)44, we employ a Rosen-Zener hyperbolic tangent pro-
file21,45. This choice is made firstly because it conforms well
with the assumed non-resonant excitation conditions and en-
ergy level structure in our model, and secondly because it pro-
duces an efficient population transfer between pairs of anti-
crossed states, while minimizing non-resonant population os-
cillations into states outside the controlled target subspace46.
The form of our RZ pulse is as follows,
ΩX(t) = ΩX(ti) + (ΩX(tf )− ΩX(ti)) tanh
(
t
ατ
)
, (26)
where τ = tf − ti defines the time over which the pulsed in-
teraction is non-stationary, and α ≥ τ−1 controls the pulse
rise. The form of this pulse causes the optical coupling to in-
crease monotonically from an initial value towards a constant
value and it has great applicability in the coherent control of
multi-level systems approaching the two-state limit, such as
the spectrally isolated indirect exciton manifold shown in Fig.
5(b).
V.2. Resulting population dynamics
Figure 8 shows the exciton population dynamics resulting
from applying the control procedure shown in Fig. 7. The sys-
tem is initialized with an optical coupling of ΩX = 0.75meV
at the anticrossing located at F = −7.96kV/cm, which mixes
the RWA vacuum |0000X〉 and the indirect state |0110X〉. This an-
ticrossing has a gap 2Ω˜13 ' 0.2meV, such that the Rabi half-
period corresponding to a pi rotation is ~pi
2Ω˜13
' 10.2ps. After a
3pi rotation, a sudden detuning bias pulse (see Fig. 8(e)) traps
and brings the spatially indirect exciton into the qubit mani-
fold defined by the avoided crossing at F = 3.1759kV/cm,
which has a gap 2UI ' 0.1mev. Here, the pi-rotation period
corresponding to coherent oscillations of the indirect excitonic
qubit basis has a period of ~pi2UI ' 20.3ps, which can be con-
trolled by the strength of the optical Stark effect. At an elapsed
time t = 118.03ps we apply a RZ pulse with a pulse rise time
τ = 40.3ps and rate constant α = 0.2, which increases the
optical coupling from ΩX = 0.75meV up to the critical value
Ω
(c)
X ' 3.69meV; the RZ pulse has the effect of closing the
avoided crossing and trapping the exciton populations with a
weight determined by the pulse duration τ , and the rise rate
constant α, see Eq. 26. Fig. 8(a) shows the effect on the pop-
ulation dynamics of the RZ pulse in (b), which traps the ex-
citon 1001X with near unity fidelity. On the other hand, Fig.
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FIG. 8. (Color online) Exciton population dynamics resulting from
the control procedure shown in Fig. 7. (a and b) The system is ini-
tialized in the state |0110X〉 and brought into the anticrossing mixing
|0110X〉 and |1001X〉with a rapid detuning bias pulse shown in (e). After
a few Rabi rotations, a pulsed Rosen-Zener optical Stark shift ΩX(t),
transfers the population into the state |1001X〉, effectively trapping this
state. (c and d) A temporal shift applied to ΩX(t) traps the system
into an equally weighted superposition of |0110X〉 and |1001X〉.
8(c) shows the effect of a temporal shift δτ = 29.6ps for the
same RZ pulse; in this case the system evolves into an equally
weighted superposition of |0110X〉 and |1001X〉. Clearly, the pop-
ulation dynamics of the indirect excitons corresponds to that
of a TLS model, thus corroborating the validity of the an-
alytical expressions obtained by the Bloch-Feshbach projec-
tion procedure, and the applicability of the RZ pulse shaping.
Note, that there is a small residual (fast oscillating) population
of the spatially direct exciton |1010X〉 (red line) due to the fast
dynamics taking place outside the qubit manifold, which orig-
inates by the proximity of the electron-tunneling anticrossing;
in addition, the indirect exciton manifold at the avoided cross-
ing exhibits resilience against relaxation processes, as shown
by the slow rise in the population amplitude of the state |0000X〉
for t > 150ps, see black dashed line in Figs. 8(a) and (c).
To highlight the operational significance of the controlled
exciton dynamics in Fig. 8 within the Bloch sphere of the
qubit subspace {|0110X〉, |1001X〉} (see Fig. 6), we reconstruct
the temporal evolution of the Bloch vector via the full numer-
ical solutions for the density matrix dynamics obtained via Eq.
8. To this end, we parameterize the coordinates of the Bloch
vector r(t), such that
rx(t) = ρ34(t) + ρ43(t),
ry(t) = i (ρ34(t)− ρ43(t)) ,
rz(t) = ρ33(t)− ρ44(t). (27)
Figure 9 shows the Bloch vector evolution corresponding
to the dynamics shown in Fig. 8. As shown in Fig. 9(a), dur-
FIG. 9. (Color online) Bloch sphere representation of the operations
resulting from the combined action of the optical RZ and bias F (t)
pulses shown in Fig. 8(b-d-e). (a) Using a rapid detuning bias pulse
the Bloch vector is initialized in the state |3〉 = |1001X〉, subsequently
subjected to a 5pi rotation about the xˆ-axis. At the end of the RZ
pulse the Bloch vector is effectively trapped at the south pole into the
state |4〉 = |0110X〉. Note that this operation constitutes a concatena-
tion of several Pauli-X quantum gates. (b) A temporal shift of the RZ
pulse (see Fig. 8(d)), causes the Bloch vector to precess about the zˆ-
axis, creating a coherent superposition states of both indirect states;
the resulting operation is equivalent to the application of a Hadamard
quantum gate operation.
ing the initialization step, as the system leaves the subspace
{|0000X〉, |0110X〉}, and enters the qubit subspace, the Bloch vec-
tor tip rises from the origin of the Bloch sphere until reaching
the north pole at |3〉 = |0110X〉. Within the qubit subspace,
the Bloch vector precesses performing several full rotations
about the xˆ-axis under the influence of the interaction UI , see
Eq. 18; subsequently, under the action of RZ pulse, the sys-
tem is trapped in the state |4〉 = |1001X〉 at the south pole of
the Bloch sphere. Interestingly, this operation constitutes a
concatenation of several Pauli-X quantum gates, by which the
qubit basis states are mapped amongst each other42. On the
other hand, Fig. 9(b) shows the effect of applying a temporal
shift to the RZ pulse. In this case, the RZ pulse brings the
system into the superposition state of both indirect excitons,
with the Bloch vector precessing about zˆ-axis, with a preces-
sion frequency dominated by the β interaction, see Eq. 25.
Notably, this operation represents the action of the Hadamard
quantum gate, by which the qubit basis states are mapped
into their symmetric and antisymmetric superpositions42. As
shown above, the Bloch vector evolution is fully consistent
with the structure of the qubit Hamiltonian in Eq. 23.
As discussed in Sec. IV (Eqs. 11 and 12), indirect exci-
tons possess an effective optical coupling to the radiation field,
and consequently a finite lifetime. To highlight the relaxation
dynamics within the qubit subspace, Fig. 10 shows the long-
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FIG. 10. (Color online) Long-term relaxation dynamics of the ex-
citon population for times beyond which the RZ pulse reaches its
constant critical value Ω(c)X = 3.69meV. (a) Relaxation dynamics of
the state |ΨI〉 ∼ 1√2
(|0110X〉+ |1001X〉). This state primarily relaxes
into the RWA vacuum |0000X〉, accompanied by a slight filling of the
direct exciton states as shown in green and red in (b). (c) Relaxation
dynamics of the state |0101X〉. Besides the RWA vacuum saturation,
there is a slight filling of the indirect-direct pair of states connected
by electron hopping shown in blue and red in (d).
term temporal evolution of the exciton population for times
beyond which the RZ pulse reaches its constant critical value
Ω
(c)
X ' 3.69meV. In all cases, the population of the indirect
excitons relaxes to the vacuum state |0000X〉, while the small
residual population of the spatially direct states, |1010X〉 and
|0101X〉, saturates towards a stationary value. Fig. 10(a) shows
the decay of the superposition state |ΨI〉, with both indirect
excitons showing opposite relaxation envelopes; small ampli-
tude oscillations are observed in the population of both direct
and indirect states, which reflect the influence of the fast tran-
sition dynamics outside the qubit subspace driven by electron
tunneling. On the other hand, the relaxation of the trapped
state |0101X〉 shown in Fig. 10(c) is accompanied by a slight
relaxation of the direct state |0101X〉, and population transfer
preferentially into the states |1010X〉 and |0110X〉.
Now, Figure 11 shows the corresponding Bloch sphere rep-
resentation of the relaxation dynamics presented in Fig. 10.
In Fig. 11(a), relaxation of the superposition state |ΨI〉 takes
place long after the completion of the Hadamard gate. As
shown, relaxation induces a decrease in the Bloch vector mag-
nitude as it evolves in time precessing about the zˆ-axis under
the influence of the coupling β, see Eq. 25. After an elapsed
precession time of 31.8ns, the Bloch vector eventually col-
lapses into the origin, as the state of the system within the
qubit subspace evolves from a pure state into a completely
mixed state. On the other hand, Fig. 11(b) shows the Bloch
vector time evolution of the trapped state |4〉 = |1001X〉. Here,
long after the completion of the Pauli-X gate, the Bloch vector
tip moves away from the south-pole along the z-axis, eventu-
FIG. 11. (Color online) Bloch sphere representation of the long
term exciton relaxation dynamics shown in Fig. 10. (a) After the
initialization and RZ pulsing steps, the Bloch vector for the state
|ΨI〉 ∼ 1√2
(|1010X〉+ |0101X〉) evolves by precessing about the z-axis
while its magnitude decreases as it completes several 2pi rotations,
eventually collapsing at the origin. (b) The tip of the Bloch vector
of the trapped state |4〉 = |0101X〉, moves away from the south-pole
along the z-axis, eventually collapsing at the origin.
ally collapsing at the origin, as the state of the system leaves
the qubit subspace.
VI. SUMMARY AND CONCLUSIONS
We have characterized the signatures of the optical Stark
effect on the spectrum and dynamics of spatially indirect ex-
citons in optically driven quantum dot molecules. By recon-
structing the QDM level anticrossing exciton spectrum, we
have found an avoided crossing signature between two spa-
tially indirect excitons which persists under strong excitation
power broadening effects. Under the influence of the op-
tical Stark effect, the gap of this anticrossing exhibits non-
monotonic behavior with a vanishing value that depends pri-
marily on the interplay of charge tunneling and optical excita-
tion. Using a non-perturbative Bloch-Feshbach projection for-
malism, we presented comprehensive analytic results which
explain the origin and behavior of the aforementioned signa-
ture for different conditions. We have shown that the dynami-
cal opening and closing of the indirect excitonic gap enables a
coherent population trapping for indirect excitons, a behavior
that is akin to the coherent destruction of tunneling mecha-
nism. We devised a coherent control scheme based on the
optical Stark effect, which relies on the variation of the pulse
intensity envelope of the pumping laser by means of a RZ
hyperbolic tangent pulsed interaction. In particular, within
the effective two-level system spanned by the spatially indi-
9rect excitons, we defined a qubit manifold whose dynamics
is controlled by the combined action of optical RZ and ap-
plied electric field sweeps, enabling full control of the Bloch
vector across two well defined axes of the Bloch sphere. Our
findings pave the way for further research aimed at the design
and implementation of indirect-excitonic qubit operations in
quantum dot molecules using available ultrafast optical ma-
nipulation techniques.
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