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Tato práce se zabývá autonomním jednokanálovým deinterleavingem. Autonomní jedno-
kánálový deinterleaving je proces separace pøijaté sekvence radiolokaèních impulzù od více
emiterù na sekvence od jednotlivých emiterù, který je provádìn bez lidské pomoci. Me-
tody vyu¾ívané pro úlohu deinterleavingu lze rozdìlit dle poètu parametrù pou¾ívaných
pro separaci a to na jednoparametrické a víceparametrické metody. Tato práce se zabývá
metodami pøedev¹ím víceparametrickými. Jako vhodné metody pro autonomní jednoka-
nálový deinterleaving byly vybrány DBSCAN algoritmus a variaèní bayesovské metody.
Vybrané metody byly upraveny pro úlohu deinterleavingu a implementovány v progra-
movacím jazyce Python. Jejich úèinnost byla ovìøena na simulovaných datech a datech
z reálného provozu.
Summary
This thesis deals with an autonomous single-channel deinterleaving. An autonomous
single-channel deinterleaving is a separation of the received sequence of impulses from
more than one emitter to sequences of impulses from one emitter without a human as-
sistance. Methods used for deinterleaving could be divided into single-parameter and
multiple-parameter methods according to the number of parameters used for separation.
This thesis primarily deals with multi-parameter methods. As appropriate methods for an
autonomous single-channel deinterleaving DBSCAN and variational bayes methods were
chosen. Selected methods were adjusted for deinterleaving and implemented in program-
ming language Python. Their eciency is examined on simulated and real data.
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Postupy pro prozkoumávání vzdu¹ného prostoru, oznaèované jako Electronic Support
Measures (ESM), mají za úkol vyhledávat, zachycovat a identikovat objekty vyzaøu-
jící radiolokaèní (RL) signály, nazývané zdroje, pøítomné v okolí. V hustém elektromag-
netickém prostøedí mohou prostøedky ESM pøijmout sekvence impulzù od více zdrojù,
které se pøekrývají a jsou navíc zatí¾ené ¹umem a ru¹ením. To mù¾e zpùsobit nemo¾nost
správné identikace zdrojù RL signálù. Je tedy nutné pøijatou sekvenci impulzù rozdìlit
na sekvence od jednotlivých zdrojù. Tento proces se nazývá deinterleaving. V dne¹ní dobì
je deinterleaving provádìn vìt¹inou ruènì operátory na základì ltrace RL parametrù.
V dùsledku èím dál hust¹ího elektromagnetického prostøedí roste potøeba autonomního
deinterleavingu, tj. deinterleavingu bez lidské pomoci v reálném èase.
Metody vyu¾ívané pro úlohu autonomního deinterleavingu mù¾eme rozdìlit do dvou
skupin. Na metody vyu¾ívající pouze jeden parametr popisující pøijatou sekvenci impulzù
a na metody vyu¾ívající dva a více parametrù.
Jednoparametrické metody deinterleavingu vyu¾ívají pouze parametr èas pøíchodu
impulzu (TOA). Mezi tyto metody se øadí napøíklad tzv. sekvenèní algoritmy, metody
vyu¾ívající histogram, transformace nebo Kalmanova ltrace. Tyto zmínìné metody od-
hadují frekvenci, nebo hodnotu pulse repetition interval (PRI), která popisuje rozdíl èasu
pøíchodu dvou po sobì následujících impulzù. Pomocí odhadnuté hodnoty PRI, nebo frek-
vence je poté oddìlena odpovídající sekvence od jednoho zdroje. Tyto metody jsou velmi
pøesné, ale poèetnì nároèné. Dal¹ím nedostatkem je jejich klesající pøesnost pøi vìt¹ím
poètu pøijatých impulzù, v pøípadì ¹umu a chybìjících impulzù. Metody vyu¾ívající pa-
rametr TOA nedoká¾í odhadnout komplexnìj¹í modulaci PRI (tj. zmìnu hodnot PRI
v èase), jako je napøíklad dwell & switch (D&S), wobulated èi sliding PRI. Z tohoto dù-
vodu je vhodné pro deinterleaving vyu¾ít více parametrù a separovat sekvence impulzù
na základì podobnosti urèitých parametrù namísto odhadu hodnoty PRI. Mezi takovéto
metody øadíme pøedev¹ím statistické metody (napø. shluková analýza) nebo neuronové
sítì.
Cílem této práce je vybrat vhodné metody pro úlohu autonomního jednokanálové
deinterleavigu, které jsou úèinné pro separaci pøijaté sekvence impulzù od více zdrojù
v reálném provozu, na základì re¹er¹e pou¾ívaných metod. Dále ovìøit jejich úèinnost
na simulovaných datech nebo datech z reálného provozu.
První kapitola této práce obsahuje základní terminologii popisující RL parametry im-
pulzù a jejich mo¾né modulace. V druhé kapitole je proveden popis jednoparametrických
metod vyu¾ívaných pro úlohu autonomního jednokanálového deinterleavingu a jejich cho-
vání vùèi zkreslujícím jevùm (¹um, chybìjící impulzy, odlehlé impulzy). Tøetí kapitola
popisuje metody víceparametrické.
Na základì chování metod vùèi zkreslujícím jevùm uvádìných v literatuøe, byly v druhé
èásti práce vybrány dvì metody z druhé a tøetí kapitoly pro ovìøení jejich úèinnosti na si-
mulovaných datech a datech z reálného provozu. Ètvrtá kapitola obsahuje popis tìchto
metod a jejich pøípadnou modikaci. Jako vhodné metody byly zvoleny Density-based
spatial clustering of applications with noise (DBSCAN) a variaèní bayesovy metody. Po-
slední kapitola zkoumá úèinnost vybraných metod.
3
1 Základní terminologie
Akronym radar vznikl ze zkrácení anglických slov "Radio detection and ranging", ne-
boli "rádiové rozpoznávání a zamìøování"(cílù). Tento akronym popisuje funkci vìt¹iny
radarù. Radar je zaøízení urèené ke sledování cílù, urèení jejich polohy nebo jejich iden-
tikaci pomocí elektromagnetických vln. Mù¾eme je dìlit do dvou skupin podle toho,
zda vyzaøují elektromagnetické vlny nebo nikoliv. Ty, které vyzaøují elektromagnetické
vlny nazýváme aktivní radary. Radar, který nevyzaøuje elektromagnetické vlny, ale pouze
je pøijímá pak nazýváme pasivní radar [5]. V rámci této diplomové práci se zamìøíme
na pasivní radary.
1.1 Pasivní radar
Pasivní radar nevyzaøuje ¾ádné elektromagnetické vlny a tím je pro svoje okolí tì¾ko
zamìøitelný. Pasivní radar pouze pøijímá signál vyzaøovaný okolními pøedmìty/cíli, nebo
odra¾ené vlny od sledovaného cíle vytvoøené externími zdroji, neboli emitery. Tyto radary
se dále dìlí na èasomìrné systémy a smìromìrné systémy. Smìromìrné pasivní radary vy-
u¾ívají pro výpoèet polohy cíle smìrové informace (tj. úhel pøíchodu impulzu). Naopak
èasomìrné pasivní radary vyu¾ívají pro výpoèet èas pøíchodu impulzu [5]. V této diplo-
mové práci se zamìøíme na deinterleaving pro pasivní èasomìrné radary.
1.2 Radiolokaèní parametry
Impulzní signály, které jsou vyzaøovány rùznými emitery v okolí, jsou pøijímány pro-
støedky ESM. Ka¾dý pøijatý impulz je popsán parametry, jako je napøíklad èas pøíchodu
impulzu (TOA), ¹íøka impulzu (PW), rádiová frekvence (RF), amplituda (PA) a odvozený
parametr pulse repetition interval (PRI) atd. (Obrázek 1.1). Ka¾dý impulz je reprezen-
tován vektorem parametrù (TOA, PW, RF, PA, PRI . . .) a pøijatá sekvence impulzù
pak maticí pulse descriptor word (PDW ):
PDW =

TOA1 RF1 PW1 PA1 . . .






TOAn RFn PWn PAn . . .
 . (1.1)
1.2.1 RF parametr
Frekvence je fyzikální velièina, která udává poèet opakování periodického dìje za daný èa-
sový interval. Tento parametr je udáván v jednotkách Hertz (Hz). Parametr RF je jedním
z dùle¾itých parametrù pro deinterleaving pøijaté sekvence impulzù díky faktu, ¾e radary,
které jsou fyzicky blízko, nemohou operovat na stejné frekvenci. Nevýhoda RF parametru
je mo¾nost agility signálu v parametru RF [13]. Agilitu denujeme jako zmìnu RF para-
metru v èase viz podkapitola 1.2.5.
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Obrázek 1.1: RL parametry signálu
1.2.2 PW parametr
©íøka impulzu (PW), neboli doba trvání impulzu je parametr popisující dobu vyzaøo-
vání rádiové frekvence. PW parametr je udáván v sekundách (s). Emitery zøídkakdy
mìní v prùbìhu vyzaøování PW parametr a díky tomu je dal¹ím vhodným paramet-
rem pro úlohu deinterleavingu [13]. PW parametr dìlíme na krátký a dlouhý. Øekneme,
¾e impulz má krátkou (resp. dlouhou) ¹íøku, jestli¾e PW parametr dosahuje délky maxi-
málnì nìkolika jednotek µs (resp. øádovì desítek µs ). Nevýhodou vyu¾ití PW parametru
pro úlohy deinterleavingu je skuteènost, ¾e mnoho emiterù pracuje s krátkou ¹íøkou im-
pulzù a tím mají emitery podobné PW parametry.
1.2.3 PA parametr
Amplituda je velièina popisující zmìnu v jedné periodì. Vìt¹ina radarù má mechanicky
se pohybující antény, které úzkým svazkem prohledávají prostor. To má za následek,
¾e se parametr PA v èase mìní. Pokud je anténa emiteru nasmìrována pøímo proti pøijí-
maèi, amplituda pøijatého signálu bude mít nejvìt¹í mo¾nou hodnotu. V pøípadì, ¾e je sva-
zek natoèený jiným smìrem, parametr PA je velmi malý a signál od tohoto emiteru ne-
musí být zachytitelný [13]. Dále existuje mnoho rùzných zpùsobù prohledávání prostoru,
napø. moderní radary s elektronicky øízeným svazkem se mohou projevit náhodnými zmì-
nami PA, její¾ vyu¾ití pro deinterleaving je pak obtí¾né.
1.2.4 TOA a PRI parametr
TOA parametr udává èas pøíchodu impulzu. Z tohoto parametru se odvozuje parametr
PRI, který popisuje rozdíl èasu pøíchodu dvou po sobì následujících impulzù. PRI para-
metr je denován následovnì:
PRI = ti+1 − ti, (1.2)
kde ti je èas pøíchodu i-tého impulzu v pøijaté sekvenci impulzù. PRI je vzhledem k cit-
livosti na ru¹ení (výpadky a fale¹né pulzy) parametr problematický, nicménì, vzhledem





Emiter mù¾e vyu¾ívat zmìny parametrù v èase podle rùzných vzorcù nazývaných mo-
dulace (Obrázek 1.2). Jedním z mo¾ných vyu¾ití modulace je znesnadnìní identikace
emiterù. Parametry s modulací nazýváme agilní, nebo parametry s agilitou.
Obrázek 1.2: PRI modulace
• Modulace konstantní: Konstantní modulaèní typ chápeme jako konstantní prùbìh
urèitého pulzního parametru, kde pøípadné odchylky od konstanty nejsou zpùsobeny
zámìrnì. Pro denici konstantní modulace je nutné tolerované odchylky speciko-
vat, a to buï intervalem mo¾ných odchylek anebo stanovením maximálního rozdílu
hodnot pulz od pulzu.
• Modulace jitter: Modulaci jitter chápeme jako neperiodický prùbìh pulzních pa-
rametrù, kde se hodnota pulzního parametru mìní náhodnì pulz od pulzu. Náhodné
hodnoty typicky odpovídají rovnomìrnému nebo normálnímu rozdìlení. Rozdìlení
mù¾e být spojité i diskrétní.
• Modulace stagger: Modulaci stagger chápeme jako periodický prùbìh pulzních
parametrù, který støídá dva a více úrovní. Zmìny jsou pulz od pulzu. Hodnoty
se mohou v rámci jedné periody opakovat. Pro odli¹ení modulace stagger od ostat-
ních periodických typù, jako je napøíklad sinus nebo pila, je v denici vhodné deno-
vat pøípustný minimální rozdíl dvou sousedních hodnot pulz od pulzu. Sinus a pila




• Modulace blokový stagger (D&S): Modulaci blokový stagger chápeme jako
prùbìh pulzních parametrù, který je po èástech konstantní se zmìnou blok od bloku
nebo zmìnou pulzní skupiny od pulzní skupiny. Podobnì jako u konstantního prùbìhu
je nutné specikovat tolerance konstantnosti. Blokový stagger se mù¾e vyskytovat
v periodické i neperiodické variantì.
• Modulace sinus, trojúhelník a pila (wobulated): Modulaci sinus, trojúhelník
a pila obecnì chápeme jako periodické prùbìhy pulzních parametrù, které se mìní
pulz od pulzu podle odpovídající funkce. Trojúhelník se skládá z èásti, která je stou-
pající a klesající. Pila má pouze klesající nebo stoupající prùbìh.
• Modulaèní typ klouzavý (sliding): Modulaèní typ klouzavý chápeme jako ne-
periodický prùbìh pulzních parametrù, který má rostoucí nebo klesající lineární
anebo exponenciální prùbìh. Nìkteré zdroje uvádí typ klouzavý také jako perio-
dický. V tomto èlenìní je pro periodickou variantu vyhrazeno oznaèení pila.
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2 Jednoparametrické metody
V této kapitole je uveden pøehled jednoparametrických metod vyu¾ívaných v dostupné
literatuøe pro úlohu deinterleavingu. Pøedpokladem jednoparametrických metod je, ¾e je-
diný dostupný parametr, popisující pøijatou sekvenci impulzù, je èas pøíchodu impulzù
TOA. Mezi tyto algoritmy patøí pulse sorting algoritmus, sequence search algoritmus,
delta-τ histogram, cumulative dierence histogram (CDIF), sequential dierence histo-
gram algoritmy (SDIF), transformace a deinterleaving pomocí trackingu. TOA deinter-
leaving algoritmy odhadují hodnotu PRI pøijatých sekvencí impulzù. Pomocí odhadnutých
PRI hodnot je pøijatá sekvence rozdìlena na sekvence impulzù od rùzných emiterù [25].
2.1 Pulse sorting algoritmus
Pulse sorting algoritmus je jednoduchý algoritmus pro oddìlení sekvencí impulzù jednotli-
vých emiterù z pøijaté sekvence. Algoritmus v pøijaté sekvenci impulzù hledá tøi sousedící
impulzy se stejnou hodnotou PRI. Pokud je takováto trojice nalezena, je roz¹íøena do obou
smìrù sekvence. Odpovídající impulzy jsou vyjmuty z pùvodní sekvence a jsou prohlá¹eny
za sekvenci impulzù od jednoho emiteru. Postup je opakován, dokud se nenaleznou v¹echny
trojice impulzù se shodným PRI. Dále je postup opakován pro dvojice impulzù.
Tento algoritmus je velmi prostý, ale poèetnì nároèný. Pro komplexní prostøedí (tj.
prostøedí husté s agilními signály, nebo s komplexní PRI modulací apod.) není vhodný
[25].
2.2 Sequence search algoritmus
Sequence search algoritmus je velmi pøesný a spolehlivý, av¹ak poèetnì nároèný. Algorit-
mus poèítá v¹echny mo¾né hodnoty PRI a následnì hledá sekvence impulzù s jednotlivými
PRI v pøijaté sekvenci.
V prvním kroku urèíme poèáteèní odhad PRI. Hledáme sekvenci impulzù v pøijaté
sekvenci, zaèínající od prvního impulzu, která má PRI rovno poèáteènímu odhadu. Po-
kud takovou sekvenci nenalezneme, hledání zaèíná od druhého impulzu v øadì se stejným
odhadem PRI atd. Pokud nenalezneme ¾ádnou sekvenci pro poèáteèní odhad PRI, po-
stup je opakován s druhým odhadem PRI. Nalezené sekvence impulzù z pøijatého signálu
odebereme a testování je opakováno [17], [27].
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2.3 Delta-τ histogram/TOA dierence histogram
Delta-τ histogram, neboli TOA dierence histogram je dal¹í jednoduchý algoritmus pro de-
interleaving pomocí parametru TOA. Tento algoritmus vypoèítá v¹echny mo¾né hodnoty
rozdílù TOA. Jejich èetnosti jsou následnì vykresleny do grafu (Obrázek 2.1). Hodnoty
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Obrázek 2.1: a) pøijatá sekvence impulzù b) delta-τ histogram
2.4 Cumulative dierence (CDIF) histogram
CDIF je modikovaný delta-τ histogram. CDIF histogram zobrazuje TOA diference rùz-
ných øádù. Diferencí n-tého øádu nazveme rozdíl mezi libovolným impulzem a impulzem,
který ho pøedchází o n impulzù.
V prvním kroku vykreslíme histogram diferencí TOA prvního øádu. Pokud jakýkoliv
sloupec pøekroèí urèitou mez, je tato diference TOA pova¾ována za PRI. Odpovídající
sekvence pulzù z pøijatého impulzního vláèku vyjmeme a postup je opakován. Pokud ¾ádný
sloupec nepøekroèí mez, vykreslíme do histogramu diference druhého øádu (Obrázek 2.2).
Takto pokraèujeme, dokud nevznikne delta-τ histogram, nebo nedojde k separaci pøijaté
sekvence impulzù [25], [29].
2.5 Sequential dierence (SDIF) histogram
SDIF je modikovaný CDIF algoritmus. Histogramy diferencí rùzných øádù jsou vykres-
lovány jednotlivì (Obrázek 2.3). Díky tomu má algoritmus men¹í nároky na výpoèet
ne¾ u CDIF algoritmu [23], [25], [29].
Vý¹e zmínìné algoritmy jsou vhodné pro identikaci konstantní modulace PRI. Dále
je mo¾né rozeznat modulace stagger èi dwell & switch PRI, jeliko¾ je mo¾né jejich zobec-
nìní na konstantní modulaci PRI. Av¹ak uvedené algoritmy nejsou schopny jednotlivé PRI
pøiøadit k jednomu emiteru. Napøíklad u modulace stagger PRI se dvìmi úrovnìmi algo-
ritmus identikuje dvì konstantní modulace PRI. Pro komplexní typy signálù a prostøedí
nejsou tyto algoritmy úèinné i pøes jejich vysokou pøesnost. Èasová slo¾itost vý¹e uvede-
ných algoritmù je O(N2), kde N je poèet pøijatých impulzù. Navíc jsou tyto algoritmy
citlivé na chybìjící impulzy.
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Obrázek 2.2: CDIF: a) pøijatá sekvence impulzù b) diference prvního øádu c) diference



























Obrázek 2.3: SDIF: a) pøijatá sekvence impulzù b) diference prvního øádu c) diference
druhého øádu
2.6 Integrální transformace (PRI transformace)
Nech» tn, n = 0, . . . , N−1 je èas pøíchodu n-tého impulzu a N je poèet pøijatých impulzù.




















Mìjme [τmin, τmax] rozmezí PRI hodnot. Rozdìlíme-li tento interval na K intervalù,

























Vý¹e popsaná transformace identikuje konstantní modulaci PRI, av¹ak v pøípadì
jitter modulace PRI spektrum není dostateènì velké pro identikaci [19], [26], [31], [42].
Je pro to vhodné vý¹e denovanou PRI transformaci modikovat a to posunem èasových
poèátkù a pøekrytím PRI binù [19], [31].
Modikovaná PRI transformace detekuje modulace konstantní a jitter PRI, av¹ak
nedoká¾e rozeznat modulaci stagger PRI. Pro tento pøípad je mo¾né metodu spojit s SDIF
algoritmem [23], [26].





spektrum pøijaté sekvence impulzù [31].
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2.7. DISKRÉTNÍ FOURIEROVA TRANSFORMACE
2.7 Diskrétní Fourierova transformace
Pomocí diskrétní Fourierovy transformace (DFT) pro deinterleaving je odhadnut poèet
pøijatých sekvencí impulzù od jednoho zdroje a jejich frekvence, kdy jediná dostupná
informace je èas pøíchodu jednotlivých impulzù tn, n = 0, . . . , N , kde N je poèet pøijatých
impulzù.





, n = 0, . . . , N−1, kde t0 = 0 a i je ima-
ginární jednotka. Signál x(n) mù¾eme chápat jako interval [t0, tN−1], jeho¾ délka je nor-
malizovaná na hodnotu pøibli¾nì 2π a následnì je tento normalizovaný interval ovinut
na jednotkovou kru¾nici. V druhém kroku je vypoètena DFT signálu x(n), pro urèení
poètu sekvencí a jejich frekvencí. Poèet emiterù pak urèíme, jako poèetM frekvencí s nej-
vìt¹í amplitudou (Obrázek 2.5) [32].
Obrázek 2.5: Závislost frekvence-apmlitudy pro signál splòující podmínky (i), (ii), (iii),
[32].
2.8 Vlnková transformace
Mìjme signál popsán vztahem (2.1) a mateøskou vlnku ve tvaru






kde χ(t) je obdélníkové okno jednotkové délky a M je libovolný parametr. Vlnková trans-











Jestli¾e hodnota funkce D(T, t) pøekroèí urèitou mez, prohlásíme hodnotu T za PRI jed-
noho emiteru [4], [10].
Pou¾itím vlnkové transformace z rovnice (2.7), dostaneme spektrální energii, kterou
je mo¾né znázornit gracky pomocí ¹kálogramu. Obrázek 2.6 zobrazuje ¹kálogram tøí pøi-
jatých sekvencí. Ze ¹kálogramu je mo¾né identikovat sekvence x1(t), x2(t), x3(t) a jejich
12
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hodnoty PRI. Tato metoda je vhodná pro modulaci PRI typu konstantní, stagger a kom-
plexní (jitter, wobulated atd.) [4], [9], [10]. Dále lze v literatuøe najít spojení vlnkové
transformace s neuronovými sítìmi. Neuronové sítì jsou pou¾ity pro identikaci ji¾ zná-
mých emiterù na základì spektrální energie, urèené pomocí vlnkové transformace [10].
Autor [4] zkoumá chování algoritmu v pøípadì agility signálu v PRI a RF na simu-
lovaných datech. Ze simulace vyplývá, ¾e vlnková transformace je úèinná pro identikaci
takto agilních signálù, av¹ak není zkoumán vliv zkreslujících vlivù, jako jsou chybìjící
nebo odlehlé impulzy.
Obrázek 2.6: ©kálogram spektrální energie D(T, t) tøí zdrojù [10].
2.9 Deinterleaving pomocí trackingu
Dal¹ím pøístupem deinterleavingu pøijaté sekvence impulzù je nahlí¾ení na problém jako
na sledování cílù neboli tracking. Pøi trackingu je cíl popsán stavovými velièinami a to po-
zicí cíle a jeho rychlostí. Pokud nahlí¾íme na emiter jako na cíl, stavovým velièinám pak od-
povídá èas pøíchodu impulzu TOA a PRI jednotlivých emiterù. Tyto stavové velièiny, pak
mohou být odhadovány pomocí Kalmanova ltru a následnì porovnány s pøijatými im-
pulzy. Výbìr impulzù, které nejpravdìpodobnìji patøí ke stejnému emiteru, je provádìn
napøíklad multiple hypothesis tracking algoritmem [21], nebo pomocí forward dynamic
programming (FDP) èi probabilistic teacher [30]. Èasová slo¾itost Kalmanovy ltrace
je øádu O(N logN).
Zmìnu stavových velièin cílu mù¾eme popsat pomocí Markovova øetìzce [21], [22].
Model sekvence impulzù denujeme jako










je dvoudimenzionální stavový vektor, jeho¾ velièiny chceme








2.9. DEINTERLEAVING POMOCÍ TRACKINGU
a
(
qP (k) qT (k)
)T
je bílý ¹um s kovarianèní maticí Q a s nulovými støedními hodnotami.
Dále je mìøený èas pøíchodu yk zatí¾en ¹umem, tedy





kde υk je bílý ¹um s kovarianèní maticí R a s nulovými støedními hodnotami.
Pro odhad stavového vektoru pro model (2.8) jsou u¾ity Kalmanovy rovnice ve tvaru
x(k | k) = x(k | k − 1) +K(k)ek,
x(k + 1 | k) = Φx(k | k),
(2.11)




V této kapitole je uveden pøehled víceparametrických metod vyu¾ívaných v dostupné
literatuøe pro úlohu deinterleavingu. Vý¹e popsané metody vyu¾ívají pro deinterleaving
pouze jeden parametr popisující impulz a to èas pøíchodu TOA. V dne¹ní dobì jsou pøijaté
impulzy komplexní a elektromagnetické prostøedí je hust¹í. Z tohoto dùvodu je výhodnìj¹í
vyu¾ívat pro deinterleaving více parametrù popisujících pøijaté impulzy. Jeden z tìchto
pøístupù jsou statistické metody, ty pøiøazují prvky do shlukù podle podobnosti urèitých
parametrù. Mezi nì patøí support vector machine, shluková analýza nebo shlukování na zá-
kladì hustoty. Dále lze vyu¾it neuronové sítì. V této kapitole jsou tyto metody popsány
pro úlohu deinterleavingu.
3.1 Support vector machine (SVM)
SVM je algoritmus minimalizující strukturální risk. Problém minimalizace strukturálního
risku je pøeveden na maximalizaci vzdálenosti rozdìlující nadroviny klasikátoru k bodùm
z trénovací mno¾iny, tato vzdálenost se nazývá okraj. Vhodným vyjádøením tohoto kritéria
se vektory trénovací mno¾iny vyskytují pouze ve formì skalárních souèinù, co¾ umo¾òuje
pou¾ití jádrových funkcí (kernel function) k zobecnìní rozdìlující nadroviny na nelineární
nadplochu (nelineární klasikátor) [18].
Nech» V ⊆ RM , kde M je poèet parametrù popisující impulz a V = {vi}, i =
1, . . . , N , kde N je poèet pøijatých impulzù. Pro nalezení rozdìlující nadroviny je pou¾ita
nelineární transformace Φ z prostoru V do prostoru vy¹¹í dimenze. Hledáme nejmen¹í
ohranièenou sféru s polomìrem R a støedem v bodì a, tedy
‖Φ(vi)− a‖2 ≤ R2 + ξi, ξi ≥ 0, (3.1)
kde ξi je relaxaèní promìnná pro neseparabilní pøípad. Pro øe¹ení tohoto problému zave-
deme Lagrangián
L = R2 −
∑
i







kde βi, µi ≥ 0 jsou lagrangerovy multiplikátory a C je konstanta.
Jestli¾e
1. βi = C, bod Φ(vi) le¾í vnì sféry s polomìrem R. Tyto body se nazývají odlehlé
a le¾í mimo shluk,
2. 0 < βi < C, bod Φ(vi) le¾í na hranici sféry. Tyto body se nazývají support vectors
a le¾í na hranici shluku,
3. ostatní body le¾í uvnitø sféry a tedy uvnitø shluku.
SVM algoritmus je èasovì slo¾itý podobnì jako algoritmy z kapitoly 2, tedy O(N2)
[15], [38], [43]. Za úèelem sní¾ení èasové slo¾itosti navrhuje autor [38] rozdìlit pøijaté
impulzy náhodnì do m podmno¾in. Dále na jednotlivé podmno¾iny aplikovat SVM algo-
ritmus a nakonec jednotlivé shluky spojit. Tím se sní¾í èasová slo¾itost na mO((N/m)2).





K-means algoritmus hledá pro danou mno¾inu X = {x1, . . . , xn} vektory µ1, . . . ,µk,
kde k < n tak, aby støední kvadratická odchylka prvkù mno¾iny X od vektorù µi
byla minimální. Algoritmus hledá takové vektory, ke kterým je euklidovská vzdálenost
dat co nejmen¹í.
Pro mno¾inu dat V = {vi}, i = 1, . . . , N, kde vi je vektor parametrù popisující pøijatý
impulz a N je poèet pøijatých impulzù, algoritmus hledá rozdìlení Pk = {C1, . . . ,Ck}













kde mi je pozice i-tého støedu shluku a ni je poèet prvkù ve shluku Ci.
K-means algoritmus iterativnì opakuje dva kroky:
1. krok: v¹echna data vi jsou pøiøazena k jednotlivým shlukùm tak, aby se minimali-
zovala euklidovská vzdálenost d,
2. krok: vypoèítají se nové hodnoty støedù shlukù jako støední hodnoty jednotlivých
mno¾in Ci.
Kroky 1 a 2 se opakují, dokud se alespoò jeden vektor z mno¾iny X klasikuje do jiné
tøídy, ne¾ byl klasikován v pøedcházejícím kroku.
Èasová slo¾itost tohoto algoritmu je efektivní díky své komplexnosti, O(nkl), kde n
je poèet impulzù, k je poèet shlukù a l je poèet iterací potøebných pro konvergenci al-
goritmu. Dále je algoritmus funkèní pouze pro konvexní shluky, v pøípadì nekonvexnosti
rozdìlí algoritmus jeden shluk do více shlukù.
K-means algoritmus je velmi citlivý na poèáteèní volbu poètu shlukù k a jejich støedù.
Øe¹ením tohoto problému je spojení algoritmù SVM a K-means. V prvním kroku je roz-
dìlena malá èást dat do k shlukù pomocí metody SVM, zde je tøeba urèit u¾ivatelem
parametry q, C. Dále jsou urèeny støedy jednotlivých shlukù a tyto parametry jsou pou-
¾ity pro inicializaci K-means metody [15], [18].




3.3 Density-based spatial clustering of applications
with noise (DBSCAN)
DBSCAN je algoritmus zalo¾ený na shlukování podle hustoty. Tyto algoritmy denují
shluky jako oblasti s vysokou hustotou, které jsou rozdìleny oblastí s ni¾¹í hustotou. Hlavní
výhody tìchto algoritmù jsou, ¾e není potøeba znát pøedem poèet shlukù a schopnost
identikovat shluky libovolných tvarù [20].
DBSCAN algoritmus denuje shluky jako maximální mno¾inu prvkù s dostateènì vy-
sokou hustotou. Klasický DBSCAN algoritmus nechává volbu dvou parametrù na u¾ivateli
a to MinPts a ε. Parametr MinPts urèuje minimální poèet sousedících bodù pro urèení
tzv. jádrového bodu a ε urèuje maximální vzdálenost dvou bodù z jednoho shluku [24].
Algoritmus hledá body le¾ící v ε-okolí náhodnì vybraného bodu p. Pokud je poèet
tìchto bodù vìt¹í jak parametr MinPts, bod je oznaèen jako jádrový bod a je pøidán
do shluku C1. Následnì jsou vy¹etøovány body v jeho okolí, zda jsou jádrovými prvky.
Pokud ano jsou pøidány do stejného shluku. Pokud ¾ádný bod v ε-okolí není jádrovým
bodem, vy¹etøuje se dal¹í nenav¹tívený a náhodnì vybraný bod. Takto se postupuje dokud
nejsou v¹echny body nav¹tíveny.
Èasová nároènost DBSCAN algoritmu závisí na zpùsobu implementace. Prùmìrná
èasová nároènost je O(N log(N)), kde N je poèet vstupních bodù. V nejhor¹ím pøípadì
je èasová nároènost O(N2) [1].
3.4 Bayesovské metody
Na sekvenci impulzù od více emiterù mù¾eme pohlí¾et jako na náhodný výbìr x1, . . . ,xN
ze smìsi K vícerozmìrných normálních rozdìlení s rùznými parametry θi. Na úlohu dein-
terleavingu pak pohlí¾íme jako na úlohu nalezení parametrù rozdìlení θ1, . . . ,θK . V ba-
yesovské statistice chápeme parametry pravdìpodobnostního rozdìlení jako náhodné ve-
lièiny. Pøi odhadu tìchto parametrù se vyu¾ívá pøedbì¾né znalosti o tìchto parametrech
a informací ze vstupních dat.
Nech» X1, . . . , XN je náhodný výbìr z rozdìlení, které má hustotu p(x|θ) vzhledem
k σ-koneèné míøe v, pøièem¾ θ ∈ Ω je nìjaký parametr. Budeme pøedpokládat, ¾e Ω
je neprázdná borelovská mno¾ina. Nech» θ má apriorní hustotu p(θ) vzhledem k σ-koneèné




p(x1|θ) . . . p(xN |θ)p(θ)dλ(θ) <∞. (3.5)
Pak podle Bayesovy vìty má aposteriorní hustota p(θ|x) tvar
p(θ|x) = cp(x1|θ) . . . p(xn|θ)p(θ), (3.6)
kde c > 0 je konstanta volená tak, aby platilo∫
Ω
p(θ|x)dλ(θ) = 1. (3.7)
Apriorní pravdìpodobnost dává informace o parametru θ je¹tì pøed získáním reali-
zace X. Vztah (3.6) nazýváme Bayesovský model. Jestli¾e apriorní a aposteriorní prav-
dìpodobnost patøí do stejné tøídy rozdìlení pak jsou tato rozdìlení konjugovaná a patøí




Dal¹ím pøístupem pro deinterleaving pomocí více parametrù jsou neuronové sítì (NN).
NN lze vyu¾ít pro klasikaci vstupních dat na základì vzájemné podobnosti èi pro pre-
dikci vývoje urèité velièiny. Neuronové sítì lze rozli¹it podle topologie propojení neuronù
na dopøedné a rekurentní sítì. Pro úlohu deinterleavingu byly navrhnuty self-organizing
neuronové sítì, rekurentní nebo rekurzivní neuronové sítì.
3.5.1 Self-organizing neuronové sítì
Self-organizing NN je oznaèována jako kompetitivní sí» zalo¾ená na uèení bez uèitele.
Tato NN je vyu¾ívána v mnoha oblastech pro rozdìlení prvkù do kategorií na základì
vzorù. Mezi tyto NN se øadí Self-organizing map (SOM), neboli Kohonenova neuronová
sí» a Fuzzy ART. Èasová nároènost tìchto algoritmù je O(MN), kde M je poèet impulzù
a N je poèet neuronù [13], [14].
Self-organizing map
SOM se skládá z jedné vrstvy neuronù tzv. kompetitivní vrstvy, kde její uspoøádání
je ve vìt¹inì pøípadù dvoudimenzionální a obecnì neexistuje omezení v poètu neuronù.
Vstupy sítì jsou propojeny se v¹emi neurony a jsou ohodnoceny odpovídajícími vahami.
Sousedící neurony navíc mají mezi sebou také vazby (Obrázek 3.1).
SOM je uèena iterativnì. V èase t je na vstup pøiveden prvek x z mno¾iny vstup-
ních dat, kde jejich poèet je n. Hledá se takový neuron wi jeho¾ vzdálenost od prvku x
je minimální [13], [14].




Fuzzy ART je neuronová sí», která je zalo¾ena na kompetitivním uèení bez uèitele. Skládá
se ze tøí vrstev. První vrstva F0 neobsahuje ¾ádné neurony a normalizuje vstupní data.
Její výstup I vstupuje do druhé vrstvy F1 s poètem neuronù 2M , která urèí pøíslu¹nost
vstupu s neuronem v poslední vrstvì F2 s poètem neuronù N , kde M je dimenze vstupu
a N je poèet výstupních kategorií (Obrázek 3.2). Fuzzy ART následnì vybere ten neuron,





Obrázek 3.2: Struktura Fuzzy ART.
V práci [13] je provedeno testování SOM a FuzzyArt na simulovaných datech s agilitou
v PRI a PW. Ze simulací vyplývá, ¾e uvedená metoda je úèinná i pro agilní impulzy.




Na základì provedené re¹er¹e literatury, zamìøující se na deinterleaving sekvence im-
pulzù, byly vybrány dvì metody pro implementaci a ovìøení jejich úèinnosti. Byly zvoleny
metody øadící se mezi víceparametrické, které jsou vhodnìj¹í pro sekvence s komplexnìj¹í
PRI modulací a metody vy¾adující co nejmen¹í zásah u¾ivatelem (tj. volbu vstupních
parametrù). Dal¹ím dùle¾itým kritériem bylo automatické urèení poètu emiterù, jeliko¾
v reálném provozu není tato informace známa. Na základì tìchto kritérií byly vybrány
metody DBSCAN a variaèní bayesovské (VB) metody. Jednokanálový autonomní dein-
terleaving je pak proveden pomocí dvou parametrù RF a PW.
4.1 DBSCAN
DBSCAN algoritmus denuje shluky jako maximální mno¾inu prvkù s dostateènì vysokou
hustotou, její¾ prvky jsou spojené vzhledem k hustotì (density-connected).
Pro pou¾ití DBSCAN algoritmu je nutné denovat následující pojmy [11]. Uva¾ujme
libovolné konstanty ε,MinPts ∈ R+ a mno¾inu bodù D.
Denice 4.1.1 (ε-okolí bodu). ε-okolí bodu p ∈ D je mno¾ina bodù q ∈ D, pro které
platí d(p, q) ≤ ε, kde d(p, q) je vzdálenost mezi bodem p a q.
Poznámka. Vzdálenost d(·, ·) lze uva¾ovat jako libovolnou vzdálenost, napøíklad manhat-
tonovskou, euklidovskou, maximovou atd. V této práci uva¾ujeme euklidovskou vzdále-
nost.
Poznámka. Øekneme, ¾e body p, q jsou sousedící, pokud platí nerovnost d(p, q) ≤ ε.
Denice 4.1.2 (Jádrový bod). Bod p nazveme jádrovým bodem, jestli¾e poèet bodù
le¾ících v ε-okolí bodu p je vìt¹í jak MinPts.
Denice 4.1.3 (Pøímo dosa¾itelný bod vzhledem k hustotì (directly density-reachable
point)). Øekneme, ¾e bod q je pøímo dosa¾itelný vzhledem k hustotì od bodu p, jestli¾e
p je jádrovým bodem a bod q le¾í v ε-okolí bodu p.
Obrázek 4.1: Bod q je pøímo dosa¾itelný vzhledem k hustotì od bodu p, proMinPts = 3.
Denice 4.1.4 (Dosa¾itelný bod vzhledem k hustotì (density-reachable point)). Øek-
neme, ¾e bod q je dosa¾itelný vzhledem k hustotì od bodu p, jestli¾e existuje øetìzec
bodù p1, . . . ,pn, kde p1 = p,pn = q takový, ¾e bod pi+1 je pøímo dosa¾itelný vzhledem
k hustotì od bodu pi.
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Obrázek 4.2: Bod q je dosa¾itelný vzhledem k hustotì od bodu p.
Denice 4.1.5 (Spojené body vzhledem k hustotì (density-connected points)). Body p, q
nazveme spojenými body vzhledem k hustotì, jestli¾e existuje bod o takový, ¾e oba body
p a q jsou od bodu o dosa¾itelné vzhledem k hustotì.
Obrázek 4.3: Body q a p spojené vzhledem k hustotì.
Denice 4.1.6 (Hranièní bod). Nejádrový bod p nazveme hranièním bodem, jestli¾e le¾í
v ε-okolí libovolného jádrového bodu.





Obrázek 4.4: Typy bodù pro MinPts = 3.
Denice 4.1.8 (Shluk). Mìjme mno¾inu bodù D. Podmno¾inu C ⊆ D nazveme shlu-
kem, jestli¾e ∀p, q ∈ C platí tyto dvì podmínky:
(i) jestli¾e p ∈ C a q je dosa¾itelný vzhledem k hustotì z bodu p, pak q ∈ C,




Hlavní výhodou DBSCAN algoritmu je, ¾e nevy¾aduje znát dopøedu poèet shlukù jako
napøíklad u k-means algoritmu a také schopnost identikovat shluky libovolných tvarù.
Jediné vstupní parametry, které je nutné urèit u¾ivatelem jsou konstanty ε a MinPts [1].
Parametr ε urèuje maximální vzdálenost dvou bodù, patøících do jednoho shluku.
Parametr MinPts je minimální poèet sousedících bodù pro denování jádrového bodu.
Hodnoty tìchto dvou parametrù je mo¾né urèit z rozlo¾ení vstupních dat. DBSCAN al-
goritmus je velmi citlivý na volbu tìchto vstupních parametrù [24].
Parametr MinPts
Parametr MinPts urèuje minimální poèet sousedících bodù pro urèení jádrového bodu.
Obecnì se hodnota MinPts urèuje pomocí dimenze mno¾iny vstupních dat D, kde musí
platit MinPts ≥ 3. Obecnì volíme MinPts = 2 dim(D), av¹ak pro data s ¹umem èi data
velkých rozmìrù je vhodná vìt¹í hodnota parametru MinPts [37].
Parametr ε
Parametr ε urèuje maximální vzdálenost dvou bodù, patøících do jednoho shluku. Jestli¾e
urèíme hodnotu parametru pøíli¹ malou, velká èást dat nebude rozdìlena do shlukù. Tyto
body budou prohlá¹ený za ¹um, jeliko¾ nesplní podmínky hustoty. Naopak pokud hodnota
ε bude pøíli¹ velká, jednotlivé shluky budou spojeny do jednoho velkého shluku.
Optimální hodnotu ε lze odhadnout z grafu k-nejbli¾¹ích sousedù. Graf k-nejbli¾¹ích
sousedù je tvoøen ze vzestupnì seøazených hodnot k-dist, kde k-dist je vzdálenost mezi
k-tým nejbli¾¹ím bodem od bodu pi pro i = 0, 1, . . . , N . ε je pak hodnota, v ní¾ se objeví
tzv ohyb (Obrázek 4.5). Hodnotu k volíme dle vztahu k = MinPts− 1 [37].




Jednotlivé kroky algoritmu, pøi daných parametrech ε,MinPts, jsou následující [28].
Pro i = 0 oznaèíme v¹echny body jako nenav¹tívené.
1. Vybere se libovolný bod p z mno¾iny vstupních dat D, který je¹tì nebyl nav¹tíven.
2. Jsou urèeny sousedící body, které le¾í v ε-okolí bodu p. Jestli¾e poèet sousedících
bodù je men¹í jak hodnota MinPts, pak je vybraný bod p oznaèen jako ¹um a po-
kraèuje se krokem 4. Jestli¾e je poèet sousedících bodù vìt¹í nebo roven hodnotì
MinPts, pak je vybraný bod p oznaèen jako jádrový bod. Vytvoøí se shluk Ci,
kde p ∈ Ci.
3. Body le¾ící v okolí bodu p, také nále¾í shluku Ci. Pro v¹echny sousedící body
jádrového bodu p je opakován krok 2, dokud existují sousedící body bodù patøících
do shluku Ci.
4. Vybere se nový nenav¹tívený bod z mno¾iny D a i = i+ 1.
5. Opakují se kroky 1− 4, dokud nejsou v¹echny body nav¹tíveny.
4.2 Variaèní bayesovské metody
Jak ji¾ bylo zmínìno v podkapitole 3.4 máme Bayesovský model
p(θ|x) = cp(x1|θ) . . . p(xn|θ)p(θ), (4.1)
pro realizaci X = x = (x1, . . . , xN), kde c > 0 je konstanta volená tak, aby platilo∫
Ω
p(θ|x)dλ(θ) = 1. (4.2)
Ve vìt¹inì pøípadù je velmi obtí¾né urèit hustotu aposteriorní pravdìpodobnosti p(θ|x)
a je nutné danou hustotu vhodnì aproximovat. K tomu jsou vyu¾ívány variaèní metody
èi metoda Monte Carlo. V této práci se budeme zabývat variaèními metodami.
My¹lenkou variaèních metod je vytvoøit vhodnou tøídu rozdìlení neznámých parame-
trù a z ní vybrat rozdìlení, které je v jistém smyslu nejpodobnìj¹í hustotì aposteriorního
rozdìlení p(θ|x). Podobnost rozdìlení je mìøena pomocí Kullback-Leiblerovy divergence
[6], [7].
4.2.1 Smìsový model
Denice 4.2.1. Hustota p(x) náhodného vektoruX se nazývá hustota pravdìpodobnosti





kde mk jsou hustoty komponent pocházející ze stejné rodiny rozdìlení s li¹ícími se para-
metry Θk a ak jsou váhy smìsi pro která platí ak > 0,
∑K
k=1 ak = 1. Vektor Θ obsahuje
v¹echny parametry smìsového modelu Θ = {Θ1, . . . ,ΘK , a1, . . . , ak}.
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Pøíklad 4.2.1. Uva¾ujeme-li smìs K J-rozmìrných normálních rozdìlení, pak hustota





kdeNJ(x|µk,Σk) je hustota k−tého J-rozmìrného normálního rozdìlení s vektorem støed-
ních hodnot µk a kovarianèní maticí Σk
NJ(x|µk,Σk) =
1√








Smìsový model (4.4) nazýváme Gaussùv smí¹ený model (GMM).
4.2.2 Exponenciální rodina rozdìlení
Mnoho pravdìpodobnostních rozdìlení patøí do ¹iroké tøídy rozdìlení nazývané exponen-
ciální rodina, kde èlenové této rodiny mají mnoho výhodných vlastností [2], [6].
Denice 4.2.2. Mìjme pravdìpodobnostní prostor (Ω,A, PΛ) a na nìm denovaný ná-
hodný vektor X1, . . . , XN . Oznaème jeho pozorování x = (x1, . . . , xN), hustotu rozdìlení
pΛ nazveme hustotou exponenciální typu, jestli¾e jí lze zapsat ve tvaru







kde ηn(Λ), Tn(x), a(Λ) jsou reálné funkce. Funkci Tn(x) nazýváme postaèující statistikou
a systém {PΛ} exponenciální rodinou.
Poznámka. Vztah (4.6) lze zkrácenì zapsat pomocí skalárního souèinu
p(x|Λ) = h(x) exp
(
ηT (Λ)T (x)− a(Λ)
)
. (4.7)
Poznámka. Hustota pravdìpodobnosti pøes celý obor hodnot náhodné velièiny X musí
být normovaná, tedy: ∫
h(x) exp
(
ηT (Λ)T (x)− a(Λ)
)
dx = 1. (4.8)
Tím je funkce a(Λ) jednoznaènì urèena vztahem
a(Λ) = ln
(∫
h(x) exp(ηT (Λ)T (x))dx
)
. (4.9)
Denice 4.2.3. Mìjme hustotu exponenciálního typu (4.6). Hustotu





pak nazýváme pøirozenou parametrizací a parametr λ pøirozeným parametrem.
Poznámka. Uva¾ujeme-li pøirozenou parametrizaci, z gradientu obou stran vztahu (4.8)
podle pøirozeného parametru λ dostaneme




Kullback-Leiblerova divergence mìøí odli¹nost dvou pravdìpodobnostních rozdìlení. V pøí-
padì variaèních metod máme hustotu rozdìlení p(Θ|x), kterou aproximujeme hustotou
q(Θ). Míru jejich odli¹nosti lze vyjádøit pomocí Kullback-Lieblerovy divergence [6].
Denice 4.2.4. Mìjme náhodnou velièinu X a dvì pravdìpodobnostní hustoty p(x)

























= Ep [ln p(x)]− Ep [ln q(x)] .
(4.12)




Pøedpokládejme, ¾e máme Bayesovský model (3.6), kde v¹echny parametry tohoto
modelu mají dané apriorní rozdìlení s hustotou p(Θ). Dále tento model kromì nezná-
mých parametrù Θ obsahuje také latentní (skryté) promìnné z = (z1, . . . , zn). Mno¾inu
v¹ech neznámých hodnot oznaèíme Z = {Θ, z} a mno¾inu pozorovaných dat oznaèíme
x = (x1, . . . , xn). Ná¹ model specikuje sdru¾enou pravdìpodobnost p(x,Z) a na¹ím
cílem je najít aproximaci aposteriorní hustoty p(Z|x).
Uva¾ujeme-li hustotu pravdìpodobnosti q(Z|λ,φ) s parametry λ,φ, pak platí




















= Eq [ln q(Z|λ,φ)]− Eq [ln p(Z|x)] .
(4.15)
Funkcionál L(q(Z|λ,φ)) nazýváme dolní mez. Ilustrace dekompozice (4.13) je na obrázku
4.6.
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Obrázek 4.6: Ilustrace dekompozice (4.13).
4.2.4 Mean-eld aproximace
Pøedpokládejme, ¾e prvky neznámých hodnot Z lze rozdìlit doM disjunktních, vzájemnì






Tento pøístup se nazývá mean-eld teorie.
Variaèní metody vyu¾ívají mean-eld aproximaci. Aposteriorní rozdìlení s hustotou
p(Z|x) aproximuje tzv. variaèním rozdìlením s hustotou pravdìpodobnosti q(Z|λ,φ)),
které splòuje mean-led teorii [6].
Hustotu variaèního rozdìlení q(Z|λ,φ) splòující (4.16) lze zapsat ve tvaru hustoty
exponenciálního typu, tedy
q(Z|λ,φ) = q(Θ|λ)q(z|φ), (4.17)
q(Θ|λ) = hp(Θ) exp(λTTp(Θ)− ap(λ)), (4.18)
q(z|φ) = hl(z) exp(φTTl(z)− al(φ)), (4.19)
Za pøedpokladu, ¾e hustota variaèního rozdìlení q(Z|λ,φ) aproximuje rozdìlení p(Z|x)
a tyto dvì rozdìlení patøí do exponenciální rodiny, pak vyplývá, ¾e funkce hp, Tp a hl, Tl
tìchto dvou hustot jsou ekvivalentní.
4.2.5 Gradient dolní meze
Úkolem variaèních metod je aproximovat hustotu aposteriorního rozdìlení p(Z|x). Hle-
dáme tedy hustotu variaèního rozdìlení q(Z|λ,φ), tak aby KL(q(Z|λ,φ)||p(Z|x)) byla
minimální. Úlohu minimalizace Kullback-Lieblerovy divergence lze pøevést na maximali-
zaci dolní meze L(q(Z|λ,φ)). Pro maximalizaci dolní meze, hledáme maximum funkce
L(q(Z|λ,φ)). Maximalizaci provedeme ve dvou krocích. Nejdøíve zaxujeme parametr
λ a urèíme maximum funkce L(q(z|φ)). V druhém kroku poté zaxujeme parametr




L(q(Θ|λ)) = Eq[ln p(x,Θ)]− Eq[ln q(Θ|λ)] + k1, (4.20)
L(q(z|φ)) = Eq[ln p(x, z)]− Eq[ln q(z|φ)] + k2 (4.21)
kde k1 resp. k2 je konstanta obsahující èleny, které nezávisí na parametru λ resp. na pa-
rametru φ.
Vyjádøíme-li hustoty pravdìpodobností ve tvaru hustot exponenciálního typu a vyu-
¾ijeme vztahu (4.11), po úpravách dostaneme
L(q(Θ|λ)) = Eq[ηp(x, z)T ]∇λap(λ)− λT∇λap(λ) + ap(λ) + k1, (4.22)
L(q(z|φ)) = Eq[ηl(x,Θ)T ]∇φal(φ)− φT∇φal(φ) + al(φ) + k2. (4.23)
Lokální maxima funkce (4.22), (4.23) nalezneme výpoètem gradientu a jeho polo¾ením
nule.
∇λL(q(Θ|λ)) = ∇2λap(λ)(Eq[ηp(x, z)]− λ), (4.24)
∇λL(q(Θ|λ)) = 0 ⇐⇒ λ = Eq[ηp(x, z)] (4.25)
∇φL(q(z|φ)) = ∇2φal(φ)(Eq[ηl(x,Θ)]− φ), (4.26)
∇φL(q(z|φ)) = 0 ⇐⇒ φ = Eq[ηl(x,Θ)] (4.27)
Parametry λ urèíme jako støední hodnoty vzhledem k variaènímu rozdìlení s husto-
tou q(Θ|λ) pøirozeného parametru aposteriorního rozdìlení. A parametry φ urèíme jako
støední hodnoty vzhledem k variaènímu rozdìlení s hustotou q(z|φ) pøirozeného parame-
tru aposteriorního rozdìlení.
4.2.6 Laplaceova aproximace
Laplaceova aproximace je metoda pro nahrazení hustoty pravdìpodobnosti s urèitými
vlastnostmi hustotou normálního rozdìlení [6], [33], kterou vyu¾ijeme ní¾e.
Mìjme funkci g(x), která má spojité derivace do øádu 2, s maximem v bodì x0, tedy
g′(x0) = 0. Chceme vypoèítat ∫ b
a
g(x)dx. (4.28)
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Dostali jsme hustotu normálního rozdìlení se støední hodnotou x0 a rozptylem −h′′(x0)−1.







4.2.7 Odhad parametrù GMM pro úlohu deinterleavingu
Standardní GMM
Mìjme N pøijatých impulzù X1, . . . ,XN , kde impulz Xn je popsán J parametry, tedy
Xn = (X1, . . . , XJ). Pøedpokládáme, ¾e tyto impulzy jsou vzájemnì nezávislé a genero-






kde K je známý poèet emiterù, µk a Σk jsou støední hodnota a kovarianèní matice k-tého
emiteru, respektive k-tého J-rozmìrného normálního rozdìlení a ak je parametr vah.
Na¹ím úkolem je urèit parametry GMM, tedy kovarianèní matice Σ1, . . . ,ΣK , vektory
støedních hodnot µ1, . . . ,µK a vektor parametrù vah a = (a1 . . . aK) splòující dvì vlast-
nosti: ak > 0,
∑K
k=1 ak = 1. Chceme urèit parametry Θ = {a,µ1, . . . ,µK ,Σ1, . . . ,ΣK}.
GMM mù¾e obsahovat latentní promìnnou z ∈ RN , která popisuje k jakému kompo-


















Sdru¾ená pravdìpodobnost je pak ve tvaru











Hlavním nedostatkem standardního GMM (4.37), jen¾ je uvádìn v dostupné literatuøe,
je citlivost na odlehlé hodnoty, díky nim¾ dochází k ¹patnému odhadu parametrù mo-
delu. Tento nedostatek je mo¾né vyøe¹it zavedením nové latentní promìnné, která mìní
kovarianèní matici Σk ka¾dého komponentu modelu pro ka¾dé xn [34].
Odlehlé hodnoty denujeme pomocí latentní promìnné u = (u1, . . . , uN). Hustoty










NJ [(xn|µk, u−1n Σk)pk(un)]δ
k
zn , (4.39)
kde Θ = {αk, βk,µk,Σk}k=1,...,K a pk(un) je hustota apriorního rozdìlení latentní pro-
mìnné un v závislosti na zn = k, která má gamma rozdìlení s parametry αk, βk. Tedy
pk(un) = p(un|z = k) = G(un|αk, βk). (4.40)
Pro úèely deinterleavingu chápeme odlehlé hodnoty jako odlehlé impulzy zpùsobené
chybou mìøení, nebo jako impulzy patøící k jednomu emiteru s agilitou v parametrech.
Autor [34] dále roz¹iøuje model o chybìjící hodnoty. Tato úprava je pou¾ita z dùvodu
vyu¾ívání parametru PRI pro úlohu deinterleavingu. Jak bylo zmínìno v kapitole 1, PRI
parametr není kvùli citlivosti na ru¹ení (výpadky a fale¹né pulzy) vhodný pro úlohu
deinterleavingu. V této práci je pou¾it nový model modikovaný pouze o odlehlé hodnoty
a je tedy nutné vlastní odvození vztahù pro odhad parametrù modelu.
Výsledný GMM model
Kombinací (4.37), (4.39) dostaneme výslednou sdru¾enou pravdìpodobnost





[akNJ(xn|µk, u−1n Σk)G(un|αk, βk)]δ
k
zn , (4.41)
kdeH = (u, z) jsou latentní promìnné aΘ = {a, αk, βk,µk,Σk}k=1,...,K jsou neznáme pa-
rametry. Vztahy pro výpoèet parametrù výsledného GMM modelu nejsou známé a je tedy
nutné jejich odvození, viz ní¾e. Gracká reprezentace výsledného modelu je znázornìna
na obrázku 4.7.
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Obrázek 4.7: Gracká reprezentace výsledného modelu
4.2.8 Konjugované rodiny apriorních rozdìlení
V Bayesovské statistice øíkáme, ¾e apriorní a aposteriorní rozdìlení jsou konjugované,
jestli¾e patøí do stejné rodiny rozdìlení. V na¹em pøípadì pøedpokládáme, ¾e apriorní
i aposteriorní rozdìlení patøí do exponenciální rodiny a tedy konjugované jsou. Konjugo-
vané apriorní rozdìlení latentních promìnných H a neznámých parametrù Θ jsou známy
dle [12] a jsou uvedeny v tabulce 4.1 a jejich pravdìpodobnostní hustoty v tabulce 4.2.
Rozdìlení s










NJ(µk, u−1n Σk) µk, Σk NJW−1(µ̄k, κ−1Σk, γ, Σ̄)1 µ̄k, κ−1Σk, γ, Σ̄
CAT (a) a = (a1, . . . , ak) D(d1, ..., dK) d1, ..., dK
G(αk, βk) αk, βk R(p, q, r, s)2 p, q, r, s
Tabulka 4.1: Konjugované apriorní rozdìlení
1Hustota pravdìpodobnosti J−rozmìrného normálního-inverzního Wishartova rozdìlení NJW−1 je
souèin hustot vícerozmìrného normálního rozdìlení a inverzního Wishartova rozdìlení.
































































Tabulka 4.2: Hustoty vybraných rozdìleních
Konjugovanou apriorní hustotu pro αk, βk lze zapsat jako
p(αk, βk|p, q, r, s) = p(αk|p, q, r, s)p(βk|αk, q, s),
kde
p(βk|αk, q, s) = G(βk|sαk + 1, q),











Normalizaèní konstanta M0 se urèí pomocí metody zalo¾ené na Laplaceovì aproximaci
dle [39] viz podkapitola 4.2.6.
4.2.9 Aposteriorní rozdìlení parametrù
Dále indexemNk znaèíme nový parametr k-té komponenty modelu (4.41). Pro aposteriorní









































a|X,H ∼ D(dN1 , . . . , dNK ),
kde





















































































































































































Pro úpravu této hustoty aposteriorního rozdìlení vyu¾ijeme následující vztahy [12]:
• Suma rozdílù od støední hodnoty:
N∑
n=1
(xn − µ)TΣ−1(xn − µ) = N(µ− x̄)TΣ−1(µ− x̄) +
N∑
n=1




• Souèet dvou kvadratických forem:
(y − x)TA(y − x) + (x− z)TB(x− z) =
= (x− c)T (A+B)(x− c) + (y − z)T (A−1 +B−1)−1(y − z),
kde c = (A+B)−1(Ay +Bz),
• Stopa skaláru a cyklická vlastnost stopy:















TΣ−1k (xn − µk) + tr(Σ̄Σ
−1
















































Σ̄Nk = Σ̄ +
N∑
n=1























4.2. VARIAÈNÍ BAYESOVSKÉ METODY
Tedy parametr Θ má aposteriorní rozdìlení
Θ ∼ D(dN1 , . . . , dNK )⊗R(pNk , qNk , rNk , sNk)⊗N (µNk ,ΣNk)⊗W−1(γNk , Σ̄Nk)
a patøí do exponenciální rodiny. Pak funkce ηp v hustotì exponenciálního typu (4.6)
je ve tvaru
ηp = (dN1 + 1, . . . , dNK + 1, ln pN1 , . . . ln pNK ,−qN1 , . . . ,−qNK ,−rN1 , . . . ,−rNK ,
sN1 , . . . , sNK ,−
Σ−1N1
2










− γN1 + J + 1
2
, . . . ,−γNK + J + 1
2
, Σ̄N1 , . . . , Σ̄NK ).
4.2.10 Aposteriorní rozdìlení latentních promìnných
Dále indexem Nnk znaèíme nový parametr k-té komponenty modelu (4.41) pro n-té po-


















































































un ∼ Γ(αNnk , βNnk),
kde




βNnk = βk +





































pak normovaná hustota pravdìpodobnosti p(zn = k|xn, un,Θ) je rovna




Tedy latentní promìnné H mají aposteriorní rozdìlení
H ∼ CAT (θn)⊗ G(αNnk , βNnk)
a patøí do exponenciální rodiny. Pak funkce ηl v hustotì exponenciálního typu (4.6)
je ve tvaru
ηl = (αNn1 − 1, . . . , αNnK − 1,−βNn1 , . . . ,−βNnK , ln ρn1, . . . , ln ρnK).
4.2.11 Variaèní rozdìlení
Hustotu variaèního rozdìlení q(Θ|λ) pro vektor neznámých parametrù Θ volíme ve stej-
ném tvaru jako hustotu aposteriorního rozdìlení p(Θ|x1, . . . ,xN ,H). Tedy





kde λT je pøirozený parametr ve vztahu (4.18) roven
λT = (d∗N1 + 1, . . . , d
∗
NK
+ 1, ln p∗N1 , . . . ln p
∗
NK
,−q∗N1 , . . . ,−q
∗
NK




. . . , s∗NK ,−
Σ∗−1N1
2















γ∗N1 + J + 1
2
, . . . ,−
γ∗NK + J + 1
2




Hustotu variaèního rozdìlení q(H|φn) pro vektor latentních promìnných H volíme
ve stejném tvaru jako hustotu aposteriorního rozdìlení p(H|X,Θ). Tedy









− 1, . . . , α∗NnK − 1,−β
∗
Nn1
, . . . ,−β∗NnK , ln ρ
∗
n1, . . . , ln ρ
∗
nK).
Dle (4.25) a (4.27) vypoèítáme pøirozené parametry λ,φn jako støední hodnoty funkcí
ηp, ηl hustot aposteriorních rozdìlení p(Θ|X,H), p(H|X,Θ):
λ = Eq[ηp],
φn = Eq[ηl].
Výpoèet pøirozených parametrù provádíme iteraènì. Hodnotu φ[i+1]n v i + 1 iteraci
získáme pomocí pøedchozí iterace λ[i]. Hodnotu λ[i+1] získáme z φ[i+1]n . Postupujeme podle
algoritmu 1.
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4.2. VARIAÈNÍ BAYESOVSKÉ METODY
Data: Sekvence impulzù popsána PDW maticí X
Input: Inicializace λ[1]




n = Eq[i−1] [ηl]
end
λ[i] = Eq[i] [ηp]
end
Algoritmus 1: Algoritmus pro update pøirozených parametrù λ,φn
Vypoèteme po¾adované støední hodnoty:



















































































































































































































(µ̄k − x̄)(µ̄k − x̄)T ,




Eq[−βNnk ] = −Eq[βk]− Eq
[










ln |Σk|] = Eq [ln ak] + αN∗nk ln(βN∗nk)− ln(Γ(α
∗
Nnk






Eq [ln |Σk|] .















, Σ̄∗Nk) a pøirozené parametry φn bì¾nými parame-



















































































































(µ̄k − x̄k)(µ̄k − x̄k)T
α∗Nnk = Eq[αk] +
J
2





(xn − µk)TΣ−1k (xn − µk)
]
ρ∗nk = exp(Eq [ln ak]− αN∗nk ln(βN∗nk) + ln(Γ(α
∗
Nnk







4.2. VARIAÈNÍ BAYESOVSKÉ METODY
Støední hodnoty objevující se ve variaèní aproximaci urèíme z vlastností odpovídajících








θ∗nk = 1. (4.42)
Z vlastností Dirichletova rozdìlení dostaneme pro k = 1, . . . , K















Eq [lnun] = ψ(α
∗
Nnk
)− ln β∗Nnk . (4.45)
Z vlastností inverzního Wishartova rozdìlení dostaneme pro k = 1, . . . , K


















Z vlastností J-rozmìrného normálního rozdìlení a inverzního Wishartova rozdìlení lze
odvodit pro k = 1, . . . , K
Eq
[
(xn − µk)TΣ−1k (xn − µk)
]








Støední hodnotu parametru βk lze urèit z aposteriorního rozdìlení v závislosti na para-





Eq [ln βk] = Eq[ψ(sNkαk + 1)]− ln q∗Nk . (4.50)
Nicménì støední hodnoty závisející na parametru αk jsou analyticky neøe¹itelné a je nutná
jejich aproximace pomocí metody zalo¾ené na Laplacovì aproximaci dle [39] viz podkapi-






























Výsledný algoritmus pro urèený parametrù GMM pro deinterleaving a latentních pro-
mìnných:
Data: Sekvence impulzù popsána PDW maticí X
Input: K, d, p, q, r, s, κ, µ̄k, γ, Σ̄k, k = 1, . . . , K
Output: Latentní promìnná z
while dokud není splnìna zastavovací podmínka do
update latentních promìnných αNnk , βNnk , ρnk, θnk
update neznámých parametrù dNk, pNk, qNk, rNk, sNk,µNk ,ΣNk , γNk , Σ̄Nk
end
zn = arg maxk=1,...,K θnk
return z
Algoritmus 2: Algoritmus pro deinterleaving pomocí GMM
VB metoda pro model (4.41) je schopna automaticky urèit poèet shlukù, za pøedpo-
kladu, ¾e vstupní parametr K je vìt¹í jak skuteèný poèet shlukù. Zadáním vìt¹ího poètu
shlukù metoda pøiøadí automaticky nìkterým ze shlukù váhu ak blízko nule a tím dojde
k automatickému výbìru poètu shlukù. Vstupní parametr K lze urèit napøíklad z histo-
gramu parametrù, kde se odhad poètu shlukù vezme jako poèet lokálních maxim.
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5 Experiment
Ovìøení vhodnosti metod z kapitoly 4 pro úlohu autonomního jednokanálového de-
interleavingu bylo provedeno na simulovaných a datech z reálného provozu. Simulovaná
data byla vygenerována v softwaru Matlab. Implementace metod byla provedena v pro-
gramovacím jazyce Python.
5.1 Hodnocení úspì¹nosti deinterleavingu
U simulovaných dat je známo správné roztøídìní signálù k jednotlivým emiterùm (dále
budeme nazývat tøídy). Pro hodnocení úspì¹nosti deinterleavingu lze vyu¾ít metriky
pro hodnocení úspì¹nosti shlukování jako je adjusted rand index (ARI), adjusted mu-
tual information (AMI), stejnorodost (homogeneity) a úplnost (completeness).
5.1.1 ARI
Rand index (RI) mìøí podobnost dvou rozdìlení dat pomìrem shodnì zaøazených dvojic
a v¹ech mo¾ných dvojic dat. ARI je pak RI upraveno vùèi náhodì. Pro denování RI
si zavedeme následující znaèení. Oznaème známé rozdìlení dat symbolem C a rozdìlení
dat získané shlukováním symbolem P , pak
• N11 je poèet dvojic patøících do stejného shluku v C i v P ,
• N00 je poèet dvojic patøících do rùzných shlukù v C i v P ,
• N10 je poèet dvojic patøících do stejného shluku v C ale do rùzných shlukù v P ,
• N01 je poèet dvojic patøících do rùzných shlukù v C ale do stejných shlukù v P .
N11 a N00 pøedstavují poèet shodnì zaøazených dvojic a N01 a N10 pak poèet neshodnì
zaøazených dvojic. Rand index je pak roven
RI =
N00 +N11





) ∈ 〈0, 1〉 , (5.1)
kde N je poèet dat.
Pøi shlukování, kde poèet shlukù je relativnì velký vùèi poètu dat dostaneme vysokou
hodnotu RI i pøesto, ¾e daný výsledek není úspì¹ný. V takovémto pøípadì dostaneme
vysokou hodnotu N00. Z tohoto dùvodu upravíme RI vùèi náhodì. Vezmeme v potaz
pravdìpodobnost, ¾e prvky jsou pøiøazeny shodnì ve smyslu N11, N00 náhodou. Hodnota
ARI je pak rovna
ARI =
2(N00N11 −N01N10)
(N00 +N01)(N01 +N11) + (N00 +N10)(N10 +N11)
∈ 〈−1, 1〉 (5.2)
Pokud ARI = 0, pak je shlukování provedeno náhodnì, zatímco ARI = ±1 znaèí perfektní







Déle poznamenejme pøípad, kdy poèet prvkù v jednotlivých tøídách je znaènì rozdílný.
V takovémto pøípadì mù¾e dojít k nízké hodnotì ARI i pøesto, ¾e je vyhodnocen ¹patnì
pouze jeden shluk. To mù¾e nastat, pokud ¹patnì vyhodnocený shluk má velký poèet
prvkù oproti ostatním. Tento pøípad je velmi èastý pro úlohu deinterleavingu, kdy ka¾dý
z emiterù vyzaøuje signál rùznou dobu a s rùznými hodnotami PRI. To zpùsobí ¾e poèet
impulzù od jednotlivých emiterù je nevyrovnaný. Proto je vhodné vyu¾ít pro hodnocení
úspì¹nosti deinterleavingu i jiné metriky.
5.1.2 AMI
Mutual information (MI) mìøí shodu dvou rozdìlení dat. Adjusted mutual information
(AMI) pak upravuje, ve stejném smyslu jako ARI, výpoèet MI vùèi náhodì. Mìjme










N |Ci ∩ Pj|
|Ci||Pj|
, (5.4)
kde N je celkový poèet dat a |C| resp. |P | je poèet shlukù v rozdìlení C resp. P . AMI





Detailní vyjádøení AMI lze nalézt v [40].
5.1.3 Stejnorodost
Øekneme, ¾e výsledek shlukování je stejnorodý, jestli¾e ka¾dý ze shlukù obsahuje pouze
prvky z jedné tøídy. Stejnorodost tedy popisuje v jaké míøe do¹lo ke spojení rùzných
tøíd do jednoho shluku. Stejnorodost je urèena vztahem





























Øekneme, ¾e výsledek shlukování je úplný, jestli¾e v¹echny prvky pøíslu¹ející jedné tøídì
jsou zaøazeny do stejného shluku. Úplnost tedy popisuje v jaké míøe do¹lo k rozdìlení
prvkù, patøících do jedné tøídy, do rùzných shlukù. Jedná se tedy o komplement ke stej-
norodosti. Úplnost je urèena vztahem
























Jestli¾e Completeness = 1, pak pøi shlukování nedo¹lo k rozdìlení ¾ádné z tøíd do více
shlukù [35].
5.2 Simulovaná data
Ovìøení úèinnosti metod z kapitoly 4 pro autonomní jednokanálový deinterleaving bylo
provedeno na devíti sadách simulovaných dat, kde ka¾dá sada obsahovala sto scénáøù.
Parametry emiterù pro jednotlivé scénáøe byly generovány náhodnì v softwaru Matlab
se zvoleným rozmezím, s pøípadnou modulací parametrù a s odli¹ným poètem vyzaøova-
ných impulzù. Dále popisujeme pouze parametry RF a PW, jeliko¾ deinterleaving je prová-
dìn právì pomocí tìchto dvou parametrù. Parametry RF a PW byly generovány v rozmezí:
RF ∈ 〈9000, 9250〉 MHz, PW ∈ 〈0.5, 20〉µs.
Mo¾né modulace v RF parametru uva¾ujeme konstantní, jitter, stagger a D&S a v PW
parametru konstantní a stagger. Jejich denice jsou analogické s modulacemi PRI v pod-
kapitole 1.2.4. Zdvihy jednotlivých modulací byly voleny tak, aby odpovídaly reálným
hodnotám. Dále byly namodelovány ru¹ivé vlivy a to výpadky impulzù, fale¹né impulzy
a chyby mìøení. Výpadky impulzu vznikají vlivem poklesu výkonu signálu pod detekèní
práh pøijímaèe v dùsledku prohledávání prostoru anténím svazkem. Fale¹né impulzy vzni-
kají vlivem externího ru¹ení a vlivem ¹umu pøijímaèe. Modelování chyb mìøení parametru
v pøijímaèi bylo provedeno gaussovským ¹umem, jeho¾ rozptyl je závislý na amplitudì (re-
spektive výkonu) impulzu PA.
Vstupní parametry DBSCAN metody byly voleny na základì podkapitoly 4.1, tedy
MinPts = 2 dim(X), kde X je mno¾ina dat a parametr ε byl odhadnut z grafu k-
-nejbli¾¹ích sousedù, pro k = MinPts− 1.
Inicializaèní parametry pro VB metodu byly zvoleny následovnì
p, q, r, s = 0, 2; κ = 1; γ = 1; d = 1/K. (5.12)
Poèet shlukù K, byl urèen jako poèet lokálních maxim v histogramu parametru RF. Z dù-
vodu citlivosti metody na volbu inicializaèní parametrù µ̄k, Σ̄k, byly parametry µ̄k urèeny
pomocí k-means algoritmu a parametry Σ̄k jako diagonální matice obsahující rozptyly jed-
notlivých parametrù vyu¾ívaných pro deinterleaving pro k = 1, . . . , K.
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5. EXPERIMENT
5.2.1 Sada dat 1
Scénáøe první sady dat obsahují signály od ètyø emiterù, jejich¾ parametry RF a PW
jsou konstantní po celou dobu vyzaøování. Ka¾dý scénáø obsahuje dva emitery s krátkou
¹íøkou pulzu a dva emitery s dlouho ¹íøkou impulzu.
Deinterleaving první sady dat byl proveden pomocí DBSCAN a VB metod pro v¹echny
scénáøe. Vyhodnocení úspì¹nosti bylo provedeno pomocí metrik z podkapitoly 5.1. His-
togramy hodnot metrik pro obì metody jsou zobrazeny na obrázku 5.1 a jejich prùmìrné
hodnoty na obrázku 5.2. Odhadnutý poèet emiterù pomocí metod DBSCAN a VB pro jed-
notlivé scénáøe je na obrázku 5.3.
Obrázek 5.1: Histogramy metrik pro hodnocení úspì¹nosti deinterleavingu sady dat 1
Obrázek 5.2: Prùmìrné hodnoty metrik pro sadu dat 1
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5.2. SIMULOVANÁ DATA
Obrázek 5.3: Odhad poètu emiterù pro v¹echny scénáøe sady dat 1
DBSCAN algoritmus identikuje body, které nemají ve svém ε-okolí dostateèné mno¾-
ství bodù, jako ¹um. Jeliko¾ data jsou zatí¾ená gaussovským ¹umem, dochází k odlehlým
hodnotám, které ji¾ DBSCAN algoritmus vyhodnotí jako ¹um. Tento fakt se promítne
do hodnot metrik ARI, AMI a úplnosti, av¹ak pro úèely deinterleavingu je tato vlast-
nost ¾ádoucí. Pokud zohledníme tento fakt, lze z obrázkù 5.1, 5.2, 5.3 usoudit, ¾e metody
pro data s konstantními parametry RF a PW mají stejnou úèinnost.
Mohou se vyskytnou pøípady, kdy úèinnost jedné z metod pøeva¾uje nad tou dru-
hou. Napøíklad pokud dva emitery mají podobné parametry RF a PW, metoda VB tyto
impulzy pøiøadí k jednomu emiteru. Naopak pokud ¹um emiteru má velký rozptyl, DBS-
CAN rozdìlí impulzy do dvou nebo více emiterù. Projevy tìchto jevù mù¾eme pozorovat
na obrázku 5.3.
5.2.2 Sada dat 2
Scénáøe druhé sady dat obsahují ètyøi emitery, které mají agilní RF parametr s modulací
jitter a konstantní PW parametr. Ka¾dý scénáø obsahuje dva emitery s krátkou ¹íøkou
pulzu a dva emitery s dlouho ¹íøkou impulzu.
Deinterleaving druhé sady dat byl proveden pomocí DBSCAN a VB metod pro v¹echny
scénáøe. Vyhodnocení úspì¹nosti bylo provedeno pomocí metrik z podkapitoly 5.1. His-
togramy hodnot metrik pro obì metody jsou zobrazeny na obrázku 5.4 a jejich prùmìrné
hodnoty na obrázku 5.5. Odhadnutý poèet emiterù pomocí metod DBSCAN a VB pro jed-
notlivé scénáøe je na obrázku 5.6.
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5. EXPERIMENT
Obrázek 5.4: Histogramy metrik pro hodnocení úspì¹nosti deinterleavingu sady dat 2
Obrázek 5.5: Odhad poètu emiterù pro v¹echny scénáøe sady dat 2
Obrázek 5.6: Odhad poètu emiterù pro v¹echny scénáøe sady dat 2
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5.2. SIMULOVANÁ DATA
V pøípadì jitter modulace parametru RF dochází u DBSCAN algoritmu k rozdìlení
impulzù z jednoho emiteru do více shlukù (Obrázek 5.6). To nastává v pøípadì velkého
rozptylu modulace jitter, kdy DBSCAN z dùvodù nízké hustoty rozdìlí jeden shluk do více
shlukù. V takovémto pøípadì dochází k velkému nadhodnocení poètu shlukù. VB metoda
je pro tento pøípad mnohem úèinnìj¹í, jeliko¾ doká¾e emitery s jitter modulací ve vìt¹inì
pøípadù úspì¹nì identikovat.
5.2.3 Sada dat 3
Scénáøe tøetí sady dat obsahují ètyøi emitery, které mají modulaci stagger RF parametru
a konstantní PW parametr. Ka¾dý scénáø obsahuje dva emitery s krátkou ¹íøkou pulzu
a dva emitery s dlouho ¹íøkou impulzu.
Deinterleaving tøetí sady dat byl proveden pomocí DBSCAN a VB metod pro v¹echny
scénáøe. Vyhodnocení úspì¹nosti bylo provedeno pomocí metrik z podkapitoly 5.1. His-
togramy hodnot metrik pro obì metody jsou zobrazeny na obrázku 5.7 a jejich prùmìrné
hodnoty na obrázku 5.8. Odhadnutý poèet emiterù pomocí metod DBSCAN a VB pro jed-
notlivé scénáøe je na obrázku 5.9.
Obrázek 5.7: Histogramy metrik pro hodnocení úspì¹nosti deinterleavingu sady dat 3
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5. EXPERIMENT
Obrázek 5.8: Odhad poètu emiterù pro v¹echny scénáøe sady dat 3
Obrázek 5.9: Odhad poètu emiterù pro v¹echny scénáøe sady dat 3
DBSCAN denuje shluky jako body, jen¾ mají dostateènou hustotu a jsou spojené
vzhledem k hustotì. Tuto vlastnost emitery s modulací stagger nesplòují. RF parametr
s modulací stagger má nìkolik úrovních RF, které se impulz od impulzu mìní. Tím se vy-
tvoøí nìkolik úrovních RF pro jeden emiter. Úèinnost DBSCAN algoritmu je nízká kvùli
vyhodnocování jednotlivých úrovních stagger modulace jako samostatných emiterù. Do-
chází tedy k rozdìlení shlukù, co¾ je patrné z hodnot úplnosti (Obrázek 5.7) a z odhadu
poètu emiterù (Obrázek 5.9).
VB metoda doká¾e v nìkterých pøípadech jednotlivé úrovnì správnì zaøadit k jednomu
emiteru a to díky denování odlehlých hodnot v modelu (4.41). Av¹ak pokud je zmìna
parametru pøíli¹ velká, dochází také k rozdìlení úrovní stagger modulace. Tento fakt
je patrný jak z histogramu, tak z prùmìrných hodnot ARI a AMI.
5.2.4 Sada dat 4
Scénáøe ètvrté sady dat obsahují ètyøi emitery, které mají agilní RF parametr s modulací
D&S a konstantní PW parametr. Ka¾dý scénáø obsahuje dva emitery s krátkou ¹íøkou
pulzu a dva emitery s dlouho ¹íøkou impulzu.
Deinterleaving ètvrté sady dat byl proveden pomocí DBSCAN a VBmetod pro v¹echny
scénáøe. Vyhodnocení úspì¹nosti bylo provedeno pomocí metrik z podkapitoly 5.1. Histo-
gramy hodnot metrik pro obì metody jsou zobrazeny na obrázku 5.10 a jejich prùmìrné
hodnoty na obrázku 5.11. Odhadnutý poèet emiterù pomocí metod DBSCAN a VB
pro jednotlivé scénáøe je na obrázku 5.12.
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Obrázek 5.10: Histogramy metrik pro hodnocení úspì¹nosti deinterleavingu sady dat 4
Obrázek 5.11: Odhad poètu emiterù pro v¹echny scénáøe sady dat 4
Obrázek 5.12: Odhad poètu emiterù pro v¹echny scénáøe sady dat 4
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Podobnì jako u stagger modulace, viz podkapitola 5.2.3, bloková zmìna D&S modulace
vytvoøí nìkolik úrovní parametru RF. DBSCAN není schopný tyto úrovnì vyhodnotit jako
jeden shluk. Dochází tedy stejnì jako u stagger modulace k rozdìlení impulzù jednoho
emiteru do více shlukù. To je patrné z hodnot úplnosti (Obrázek 5.10) a z odhadu poètu
emiterù (Obrázek 5.12).
VB metoda v nìkterých pøípadech tuto blokovou zmìnu doká¾e identikovat a to díky
denování odlehlých hodnot v modelu (4.41). Av¹ak pokud je zmìna parametru pøíli¹
velká, dochází také k rozdìlení úrovní D&S modulace. Tento fakt je patrný jak z histo-
gramu, tak z prùmìrných hodnot ARI a AMI.
5.2.5 Sada dat 5
Scénáøe páté sady dat obsahují ètyøi emitery, kde dva emitery mají konstantní RF i PW
parametr a dva emitery mají agilní RF parametr s modulací stagger a konstantní PW
parametr.
Deinterleaving páté sady dat byl proveden pomocí DBSCAN a VB metod pro v¹echny
scénáøe. Vyhodnocení úspì¹nosti bylo provedeno pomocí metrik z podkapitoly 5.1. Histo-
gramy hodnot metrik pro obì metody jsou zobrazeny na obrázku 5.13 a jejich prùmìrné
hodnoty na obrázku 5.14. Odhadnutý poèet emiterù pomocí metod DBSCAN a VB
pro jednotlivé scénáøe je na obrázku 5.15.
Obrázek 5.13: Histogramy metrik pro hodnocení úspì¹nosti deinterleavingu sady dat 5
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Obrázek 5.14: Odhad poètu emiterù pro v¹echny scénáøe sady dat 5
Obrázek 5.15: Odhad poètu emiterù pro v¹echny scénáøe sady dat 5
Jak ji¾ bylo zmínìno vý¹e DBSCAN metoda nedoká¾e správnì identikovat emitery
se stagger modulací. DBSCAN identikuje ka¾dou úroveò stagger modulace jako samo-
statný shluk. To lze opìt vidìt na úèinnost algoritmu (Obrázek 5.13, 5.14) a na odhadu
poètu emiterù (Obrázek 5.15).
Ani metoda VB není v tomto pøípadì pøíli¹ úèinná, jeliko¾ dochází èasto ke spojování
úrovní stagger modulace od rùzných emiterù. V nìkterým pøípadech stejnì jako DBSCAN
i metoda VB rozdìluje jednotlivé úrovnì. Dal¹ím nedostatkem VB metody je spojování
emiterù s konstatním RF s emiterem se stagger modulací RF parametru.
5.2.6 Sada dat 6
Scénáøe ¹esté sady dat obsahují ètyøi emitery, kde v¹echny emitery mají dlouhou ¹íøku
impulzù. Parametry PW pro sadu dat 6 byly generovány v rozmezí 〈5, 20〉µs. V¹echny
emitery mají konstantní PW parametr a ka¾dý z nich má agilní RF parametr. Je zde za-
stoupena modulace konstantní, jitter, stagger a D&S.
Dlouhá ¹íøka impulzu zpùsobuje zú¾ení PW pásma. Díky tomu dochází ke ztí¾ení
deinterleavingu, jeliko¾ PW parametry emiterù jsou blízkých hodnot.
Deinterleaving ¹esté sady dat byl proveden pomocí DBSCAN a VB metod pro v¹echny
scénáøe. Vyhodnocení úspì¹nosti bylo provedeno pomocí metrik z podkapitoly 5.1. Histo-
gramy hodnot metrik pro obì metody jsou zobrazeny na obrázku 5.16 a jejich prùmìrné
hodnoty na obrázku 5.17. Odhadnutý poèet emiterù pomocí metod DBSCAN a VB
pro jednotlivé scénáøe je na obrázku 5.18.
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Obrázek 5.16: Histogramy metrik pro hodnocení úspì¹nosti deinterleavingu sady dat 6
Obrázek 5.17: Odhad poètu emiterù pro v¹echny scénáøe sady dat 6
Obrázek 5.18: Odhad poètu emiterù pro v¹echny scénáøe sady dat 6
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DBSCAN algoritmus vykazuje nízkou úèinnost z dùvodu rozdìlení emiterù s modulací
stagger, D&S a jitter (viz pøedchozí výsledky). Tento fakt mù¾eme pozorovat na histo-
gramu úplnosti a odhadu poètu emiterù . Z histogramu úplnosti je patrné, ¾e VB metoda
také rozdìluje impulzy do rùzný shlukù av¹ak v men¹í míøe ne¾ DBSCAN (obrázky 5.16,
5.18).
5.2.7 Sada dat 7
Scénáøe sedmé sady dat obsahují ètyøi emitery, kde v¹echny emitery mají krátkou ¹íøku
impulzù. V¹echny emitery mají konstantní PW parametr a ka¾dý z nich má agilní RF
parametr. Je zde zastoupena modulace konstatní, jitter, stagger a D&S.
Deinterleaving sedmé sady dat byl proveden pomocí DBSCAN a VBmetod pro v¹echny
scénáøe. Vyhodnocení úspì¹nosti bylo provedeno pomocí metrik z podkapitoly 5.1. Histo-
gramy hodnot metrik pro obì metody jsou zobrazeny na obrázku 5.19 a jejich prùmìrné
hodnoty na obrázku 5.20. Odhadnutý poèet emiterù pomocí metod DBSCAN a VB
pro jednotlivé scénáøe je na obrázku 5.21.
Obrázek 5.19: Histogramy metrik pro hodnocení úspì¹nosti deinterleavingu sady dat 7
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Obrázek 5.20: Odhad poètu emiterù pro v¹echny scénáøe sady dat 7
Obrázek 5.21: Odhad poètu emiterù pro v¹echny scénáøe sady dat 7
Krátká ¹íøka impulzù zpùsobí je¹tì vìt¹í zú¾ení PW pásma, ne¾ u dlouhé ¹íøky impulzù.
Díky tomu dojde ke ztí¾ení deinterleavingu, jeliko¾ PW parametry emiterù jsou velmi
blízkých hodnot. Ze stejného dùvodu jako u sady dat 6, vykazují metody nízkou úèin-
nost. Z obrázku 5.21 je patrné, ¾e rozdìlují impulzy z jednoho emiteru do více emiterù.
To lze pozorovat z výsledkù na obrázcích 5.19 a 5.20, kde prùmìrné hodnoty ARI jsou me-
n¹í jak 0.5.
5.2.8 Sada dat 8
Scénáøe osmé sady dat obsahují dva emitery, kde oba emitery mají agilní RF parametr
s modulací jitter a agilní PW parametr s modulací stagger.
Deinterleaving osmé sady dat byl proveden pomocí DBSCAN a VB metod pro v¹echny
scénáøe. Vyhodnocení úspì¹nosti bylo provedeno pomocí metrik z podkapitoly 5.1. Histo-
gramy hodnot metrik pro obì metody jsou zobrazeny na obrázku 5.22 a jejich prùmìrné
hodnoty na obrázku 5.23. Odhadnutý poèet emiterù pomocí metod DBSCAN a VB
pro jednotlivé scénáøe je na obrázku 5.24.
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Obrázek 5.22: Histogramy metrik pro hodnocení úspì¹nosti deinterleavingu sady dat 8
Obrázek 5.23: Odhad poètu emiterù pro v¹echny scénáøe sady dat 8
Obrázek 5.24: Odhad poètu emiterù pro v¹echny scénáøe sady dat 8
54
5. EXPERIMENT
Tato sada dat je velmi obtí¾ná pro úlohu deinterleavingu pomocí obou metod, co¾ lze po-
zorovat z hodnot ARI a AMI. VB metoda vykazuje lep¹í úèinnost, jeliko¾ je úèinìj¹í
pro rozpoznání emiterù s modulací jitter (viz 5.2.2). Av¹ak identikace modulace stag-
ger PW parametru je velmi obtí¾ná pro obì metody. Tento fakt lze pozorovat z obrázku
5.24, kde VB metoda ve vìt¹inì pøípadù odhadne ètyøi emitery. Ka¾dou úrovìn stag-
ger modulace identikuje jako jeden emiter. DBSCAN odhaduje velký poèet emiterù,
co¾ je zpùsobeno rozdìlování impulzù s jitter modulací RF parametru.
5.2.9 Sada dat 9
Scénáøe deváté sady dat obsahují dva emitery, kde oba emitery mají modulaci stagger
jak v RF, tak i PW parametru.
Deinterleaving deváté sady dat byl proveden pomocí DBSCAN a VBmetod pro v¹echny
scénáøe. Vyhodnocení úspì¹nosti bylo provedeno pomocí metrik z podkapitoly 5.1. Histo-
gramy hodnot metrik pro obì metody jsou zobrazeny na obrázku 5.25 a jejich prùmìrné
hodnoty na obrázku 5.26. Odhadnutý poèet emiterù pomocí metod DBSCAN a VB
pro jednotlivé scénáøe je na obrázku 5.27.
Obrázek 5.25: Histogramy metrik pro hodnocení úspì¹nosti deinterleavingu sady dat 9
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Obrázek 5.26: Odhad poètu emiterù pro v¹echny scénáøe sady dat 9
Obrázek 5.27: Odhad poètu emiterù pro v¹echny scénáøe sady dat 9
Deinterelaving dvou emiterù, jen¾ mají stagger modulaci jak v RF tak i v PW para-
metru, je velmi obtí¾ný. Obì metody vykazují hodnoty ARI men¹í jak 0.5. Jak je vidìt
z obrázku 5.27 a z histogramu úplnosti 5.25 obì metody ve vìt¹inì pøípadù odhadují ètyøi
emitery. To znamená, ¾e ka¾dou úroveò stagger modulace vyhodnotí jako samostatný
shluk. V nìkolika málo pøípadech VB metoda doká¾e odhadnout dva nebo tøi emitery.
To znamená, ¾e metoda spojí dvì úrovnì stagger modulace do jednoho emiteru. Z hodnot




5.3 Data z reálného provozu
Úèinnost vybraných metod byla ovìøena na datech z reálného provozu. U tìchto dat není
známo správné roztøídìní impulzù k jednotlivým emiterùm a tedy nelze vyu¾ít metriky
pou¾ité pro hodnocení úèinnosti u simulovaných dat. V literatuøe se pro vyhodnocení
úspì¹nosti shlukování pøi neznámém rozdìlení dat vyu¾ívá napøíklad Silhouette score [36]
nebo Davies-Bouldin Index [8]. Tyto metriky porovnávají prùmìrnou podobnost prvkù
v jednom shluku a jejich rozdílnost k prvkùm z jiných shlukù. Pro úlohu deinterleavingu
je tento pøístup nevhodný. Impulzy jsou vyzaøovány emitery, které ve vìt¹inì pøípadù
pracují na úzkém PW nebo RF pásmu a také se vyskytují emitery s agilními parametry.
Z tohoto dùvodu jsou si shluky ve smyslu Silhouette score nebo Davies-Bouldin Index
podobné (úzké PW nebo RF pásmo) nebo naopak jsou prvky z jednoho shluku odli¹né
(agilita). Tudí¾ je úèinnost nízká a pro hodnocení deinterleavingu nic neøíkající.
Hodnocení úèinnosti deinterlevingu na datech z reálného provozu je provádìno sub-
jektivním hodnocením. V této diplomové práci byl zvolen pøístup vizuální kontroly v¹ech
parametrù popisující impulzy v závislosti na èase.
V nìkterých pøípadech lze identikovat emiter ze závislosti parametru PA na èase,
kde je zøetelný 'oblouk', zpùsobený zøejmì mechanickým pohybem antény emiteru. Dále
je mo¾né identikovat emiter s konstantním RF èi PW parametrem. Pøípadnou agilitu
v RF nebo PW, lze pak ovìøit výpoètem odvozeného parametru PRI pro jednotlivé shluky.
Tyto hodnoty by mìli mít jednu z PRI modulací zmínìných v podkapitole 1.2.4.
Z prùbìhu RF, PW a PA parametrù dat z reálného provozu v závislosti na èase
(Obrázek 5.28) lze usoudit, ¾e se zde vykytují tyto emitery:
• emiter 1: RF ≈ 2550 MHz, PW ≈ 0.6µs
• emiter 2: RF ≈ 2575 MHz, PW ≈ 0.4µs
• emiter 3: RF ≈ 2375 MHz, PW ≈ 1.1µs
• emiter 4: RF ≈ 2315 MHz, PW ≈ 0.9µs
• emiter 5: RF ≈ 2605 MHz, se stagger nebo D&S modulací PW: PW ≈ 0.8− 7.8µs
Poznamenejme, ¾e se jedná pouze o odhady parametrù signálu od emiterù z obrázku
5.28. Napøíklad je mo¾né, ¾e emitery 3 a 4 jsou jeden emiter se stagger nebo D&S modulací
RF. Stejnì tak emiter 5 mù¾e být sedm samostatných emiterù.
Deinterleaving byl proveden na datech zobrazených na obrázku 5.28. Vizualizace dat
po deinterleavingu je na obrázcích 5.29 a 5.30, kde ka¾dý ze shlukù je vykreslen jinou
barvou a ¹um je vykreslen ¹edì. Jak mù¾eme vidìt výsledky deinterleavingu pomocí vy-
braných metod jsou odli¹né. Jak bylo popsáno u testování na simulovaných datech, obecnì
DBSCAN shluky rozdìluje, zatímco VB metoda má tendencí shluky spojovat.
DBSCAN metoda rozdìlila emiter 5 na sedm samostatných slukù. Stejnì tak oddìlila
emitery 3 a 4. VB metoda naopak emitery 3 a 4 vyhodnotila jako jeden emiter. Také ¹est
úrovní emiteru 5 vyhodnotila jako samostatný shluk. Dále si mù¾eme v¹imnout, ¾e VB
metoda urèila navíc oproti DBSCAN dal¹í emiter (alový). Z prùbìhu PA lze soudit,
¾e emiter 1 opravdu obsahuje dal¹í emitery a mìl by být rozdìlen. Jedna z vlastností
DBSCAN algoritmu je neschopnost oddìlit shluky, které jsou spojené vzhledem k hustotì
po daná ε-okolí. Z tohoto dùvodu není DBSCAN schopen rozdìlit emiter 1 na více emiterù.
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(a) Vstupní data v rovinì RF a PW (b) Èasová závislost vstupních dat
Obrázek 5.28: Vstupní data
(a) Data v rovinì RF a PW (b) Èasová závislost dat
Obrázek 5.29: Vizualizace dat po deinterleavingu pomocí DBSCAN metody
(a) Data v rovinì RF a PW (b) Èasová závislost dat




První èást této diplomové práce se zabývala re¹er¹í pou¾ívaných metod pro auto-
nomní jednokanálový deinterelaving. Metody autonomního deinterleavingu mù¾eme roz-
dìlit do dvou skupin. Na metody vyu¾ívající pouze jeden parametr popisující pøijatou
sekvenci impulzù a na metody vyu¾ívající dva a více parametrù.
Jednoparametrické metody deinterleavingu vyu¾ívají pouze parametr èas pøíchodu im-
pulzu (TOA). Mezi tyto metody se øadí napøíklad tzv. sekvenèní algoritmy, metody vyu¾í-
vající histogram, transformace nebo Kalmanova ltrace. Tyto zmínìné metody odhadují
frekvenci, nebo hodnotu pulse repetition interval (PRI). Pomocí odhadnuté hodnoty PRI
je poté separována odpovídající sekvence od jednoho zdroje. Tyto metody jsou velmi
pøesné, ale poèetnì nároèné. Dal¹ím nedostatkem je jejich klesající pøesnost pøi vìt¹ím
poètu pøijatých impulzù, v pøípadì ¹umu a chybìjících impulzù. Metody vyu¾ívající pa-
rametr TOA nedoká¾í odhadnout komplexnìj¹í modulaci PRI, jako je napøíklad D&S,
wobulated èi sliding PRI.
Z tohoto dùvodu je vhodné pro deinterleaving vyu¾ít více parametrù a separovat
sekvence impulzù na základì podobnosti urèitých parametrù namísto odhadu hodnoty
PRI. Mezi takovéto metody øadíme pøedev¹ím statistické metody (napø. shluková analýza)
nebo neuronové sítì.
Vzhledem k chování popsaných metod vùèi zkreslujícím jevùm (¹um, chybìjící impulzy,
odlehlé impulzy), byly v druhé èásti práce vybrány dvì metody pro ovìøení jejich úèinnosti
na simulovaných datech a datech z reálného provozu. Jako vhodné metody byly zvoleny
DBSCAN a VB metody.
DBSCAN je algoritmus zalo¾ený na shlukování podle hustoty. Tyto algoritmy denují
shluky jako oblasti s vysokou hustotou, které jsou rozdìleny oblastí s ni¾¹í hustotou. Hlavní
výhody tìchto algoritmù je, ¾e není potøeba znát pøedem poèet shlukù a jejich schopnost
identikovat shluky libovolných tvarù [20]. DBSCAN algoritmus denuje shluky jako ma-
ximální mno¾inu prvkù s dostateènì vysokou hustotou. Klasický DBSCAN algoritmus
nechává volbu dvou parametrù na u¾ivateli a to MinPts a ε. Av¹ak tyto dva parametry
lze odhadnout z rozlo¾ení vstupních dat. Výhody tohoto algoritmu jsou schopnost automa-
ticky urèit poèet shlukù (emiterù) a identikovat ¹um. ©um mù¾eme chápat jako impulzy,
které nepocházejí z ¾ádného emiteru (tzv. fale¹né impulzy), nebo impulzy, které pocházejí
z emiteru, ale bylo pøijato pouze malé mno¾ství impulzù, tudí¾ nejsou vyhodnoceny jako
sekvence impulzù.
Pøi bayesovských metodách jsou parametry pravdìpodobnostního rozdìlení θ chá-
pány jako náhodné velièiny. Pøi odhadu tìchto parametrù se vyu¾ívá pøedbì¾né zna-
losti o tìchto parametrech a informace ze vstupních dat. Bayesovské metody vycházejí
z Bayesovy vìty, resp. ze vztahu mezi apriorní a aposteriorní pravdìpodobností. Na sek-
venci impulzù od více emiterù mù¾eme pohlí¾et jako na náhodný výbìr X1, . . . , XN
ze smìsi K J-rozmìrných normálních rozdìlení s rùznými parametry θi, i = 1, . . . , K
[2]. Na úlohu deinterleavingu pak pohlí¾íme jako na úlohu nalezení aposteriorní pravdì-
podobnosti p(θ1, . . . ,θk|x1, . . . ,xN). Nalezení aposteriorní pravdìpodobnosti lze provést
pomocí variaèních metod nebo pomocí metody Monte Carlo. V této práci jsme se zabý-
vali variaèními metodami. Variaèní metody aproximují aposteriorní rozdìlení s hustotou
p(θ1, . . . ,θK |x1, . . . ,xN) variaèním rozdìlením s hustotou q(θ1, . . . ,θK). Hledáme takové
variaèní rozdìlení, které je aposteriornímu v jistém smyslu co nejpodobnìj¹í. Podobnost
dvou hustot rozdìlení je pak mìøena pomocí Kullback-Lieblerovy konvergence. Úloha
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urèení aposteriorní pravdìpodobnosti je pak optimalizaèní úloha pro nalezení minima
Kullback-Lieblerovy konvergence. Minimalizace Kullback-Lieblerovy konvergence je ekvi-
valentní s maximalizací tzv. dolní meze.
V této práci byl vyu¾it pro úlohu deinterleavingu GMM, který navíc zahrnoval od-
lehlé hodnoty, reprezentující nepøesnosti mìøení a mo¾nou agilitu v parametrech. Iteraèní
vztahy pro výpoèet parametrù variaèního rozdìlení výsledného GMM (4.41) nejsou v li-
teratuøe uvádìny. Odvození tìchto vztahù bylo provedeno v podkapitole 4.2.
VB metoda je schopna automaticky urèit poèet shlukù, za pøedpokladu, ¾e vstupní
parametr K je vìt¹í jak skuteèný poèet shlukù. Zadáním vìt¹ího poètu shlukù metoda
pøiøadí automaticky nìkterým ze shlukù váhu ak blízko nule a tím dojde k automatickému
výbìru poètu shlukù. VB metoda na rozdíl od DBSCAN nedoká¾e identikovat ¹um.
Lze pouze zadat podmínku, ¾e výsledný emiter musí mít minimální poèet impulzù. Pokud
tomu tak není jsou tyto impulzy vyhodnoceny jako ¹um.
Autoøi pojednávající o metodách vyu¾ívaných pro úlohu deinterleavingu provádìjí
mnohdy simulace pouze na ideálních datech, které neobsahují ¾ádné zkreslující jevy a ob-
sahují pouze parametry s konstantní modulací. Tato práce zkoumá úèinnost vybraných
metod na simulovaných datech, které obsahují ru¹ivé vlivy a tedy odpovídají reálným
hodnotám.
Úèinnost vybraných metod byla testována na simulovaných datech a datech z reál-
ného provozu. Pro hodnocení úèinnosti deinterleavingu byly zvoleny metriky pro hodno-
cení úèinnosti shlukování. Jako vhodné metriky byly vybrány ARI, AMI, stejnorodost
a úplnost. Deinterleaving byl proveden pomocí DBSCAN a VB metody, které byly im-
plementované v programovacím jazyce Python na devíti sadách dat, kde ka¾dá z nich
obsahovala sto náhodnì vygenerovaných scénáøù. Scénáøe obsahovaly data od ètyø nebo
dvou emiterù. Jednotlivé sady dat se li¹ily agilitou neboli modulací RF a PW parametru.
Z provedeného experimentu je patrné, ¾e vybrané metody mají podobnou úèinnost
pro emitery s konstantními parametry. Dále z experimentu vyplývá, ¾e VB metoda je
pro urèité pøípady vhodnìj¹í, pøedev¹ím pro výskyt emiterù s agilními parametry.
DBSCAN denuje shluky jako mno¾iny s dostateènou hustotou, jejich¾ prvky jsou spo-
jeny vzhledem k hustotì. Tato denice shlukù znemo¾òuje rozpoznání emiterù s agilitou
D&S, stagger a jitter s velký rozptylem. V tomto pøípadì se jako lep¹í jeví VB metoda.
Model VB pou¾itý v této diplomové práci zahrnuje odlehlé impulzy, které mù¾eme chápat
jako impulzy od emiteru s agilitou v parametrech. Z tohoto dùvodu je VB metoda úèin-
nìj¹í. Av¹ak i tato metoda má pro data s agilitou svá omezení. Pokud má modulace pøíli¹
velký zdvih ani VB metoda nedoká¾e tuto modulaci identikovat. Dal¹í faktorem ovli-
vòujícím úèinnost deinterleavingu pomocí vybraných metod je poèet emiterù. Èím vìt¹í
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SEZNAM POU®ITÝCH ZKRATEK A SYMBOLÙ
Seznam pou¾itých zkratek a symbolù
Seznam pou¾itých zkratek
AMI Adjusted mutual information
ARI Adjusted rand index
CDIF Cumulative dierence histogram
D&S Dwell and switch (blokový stagger)
DBSCAN Density-based spatial clustering of applications with noise
DFT Diskrétní Fourierova transformace
ESM Electronic Support Measures
FDP Forward dynamic programming









SDIF Sequential dierence histogram
SOM Self-organizing map
SVM Support vector machine




≈ Je pøibli¾nì rovno
∼ Má rozdìlení
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SEZNAM POU®ITÝCH ZKRATEK A SYMBOLÙ
∝ Rovnost a¾ na multiplikaticní konstantu
⊗ Souèin nezávislých rozdìlení, tj. výsledná hustota je rovna souèinu tìchto hustot
B(·, ·) Beta funkce
ψ(·) Digamma funkce







ΓJ(·) J-rozmìrná gamma funkce
δ(·) Diracovo delta
δji Kroneckerovo delta




Eq[·] Støední hodnota vzhledem k hustotì q
d(·, ·) Vzdálenost dvou bodù (euklidovská, manhatonnovská atd.)
O(·) Èasová nároènost
D(d1, . . . , dK) Dirichletovo rozdìlení s parametry d1, . . . , dK
G(α, β) Gamma rozdìlení s parametry α, β
W−1(γ, Σ̄) Inverzní Wishartovo rozdìlení s parametry γ, Σ̄
NJ(µ,Σ) J-rozmìrné normální rozdìlení s parametry µ,Σ
NJW−1(µ,Σ, γ, Σ̄) J-rozmìrné normální-inverzní Wishartovo rozdìlení s parametry µ,Σ, γ, Σ̄
CAT (a) Kategorické rozdìlení s parametrem a
G(x|α, β) Hustota gamma rozdìlení s parametry α, β
Nj(x|µ,Σ) Hustota J-rozmìrného normální rozdìlení s parametry µ,Σ
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