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Abstract
We combine Galois theory with crossed products by letting grading groups act on ground fields. We show
that Clifford theory for suitable normal subgroups preserves such actions.
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Recently Navarro [Na] has discovered that many of the leading conjectures about counting
characters of finite groups seem to remain valid when we only count characters fixed by cer-
tain Galois groups. In our present state of ignorance the only possible approach to proving these
conjectures is to use Clifford theory to reduce strengthened forms of them to covering groups
of finite simple groups, and then use the classification of those covering groups to verify the
stronger conjectures in each individual case. Before we can attempt such a reduction for Navar-
ro’s “Galois” conjectures, we first need to understand how Galois theory can be combined with
Clifford theory. That is the purpose of this paper.
We start with Example 2.3 below, which shows that a naive approach, under which a Galois
group Γ of the ground field F acts directly on the twisted group algebras of Clifford theory, can-
not work. What does work is to make the finite grading group G of our basic crossed product A
act, not necessarily faithfully, on the ground field F. We assume that we have some isomorphism
h of the field F onto the identity component A1 of A such that
h(f )a = ah(f σ )
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algebra over F, but rather a “skew algebra” of a very special type. We call such an A a “crossed
product of G over the G-field F,” although it could just as well be called a “skew twisted group
algebra of G over F.”
Suppose we have such a crossed product A of G over F, and a normal subgroup N of G
centralizing F. Then the restriction of A to N is an ordinary F-algebra A[N ]. So it makes sense
to talk of a simple right A[N ]-module S which is split over F. Our main result (Theorem 7.3
below) is that Clifford theory for such A, N and S leads to a new crossed product E of GS/N
over F, where GS is the usual stabilizer of the isomorphism class of the A[N ]-module S under
conjugation in A, and GS/N has the natural induced action on F. What this says is that the
family of crossed products of finite groups over fields is closed under suitable applications of
Clifford theory for split simple modules.
This is only the first part of a two-part paper. In the second part, which will appear elsewhere,
we hope to prove that the family of all crossed products A of finite groups over fields such that A
has a finite covering group is also closed under the above applications of Clifford theory, provided
that the ground field F splits every restriction A[H ] of A to any subgroup H of G centralizing F.
This is non-trivial, because Example 8.1 below shows that arbitrary crossed products A with this
last property need not have finite covering groups.
This paper, as well as the journal issue in which it appears, is dedicated to the memory of
the late Walter Feit, who was chief editor of this journal for many years. Our first contact was
in the early 1960s, when I corresponded extensively with him about the draft of the odd order
paper [FT]. This led to an invitation to visit Cornell, where he then was. Meeting him in person
for the first time, I discovered that he was quite charming, with a wry sense of humor. Since
then we have seen each other from time to time at various meetings, notably at the conference
in 1995 organized in honor of his sixty fifth birthday by his former student Ron Solomon (see
[So]). I have also had many occasions to use his book [Fe], which is an excellent reference in
representation theory. But our main relation was that of editor and author. He was so kind as to
accept a number of my papers for the Journal of Algebra. In fact, he never turned down any of
the ones I sent him over his long years as editor in chief. You could not ask for more, now could
you? He will be sorely missed.
1. Notation
In discussing Clifford theory we are going to use results from [D2] and [D3], with slight
modifications of the notational conventions used in those papers to bring them more in line with
those in [D4, §5]. We summarize some of these conventions here for the benefit of the reader.
The notion of a “group” has had a definite, fixed meaning in algebra for more than a century.
So we can talk about a “multiplicative group” G with some assurance that the author and the
reader have the same understanding about what such a G is. All we need mention here is our
notation 1 = 1G for the identity element of G, and σ τ for the conjugate τ−1στ of an element
σ ∈ G by an element τ ∈ G. Any other notation for groups will be introduced as we go along.
The notion of a “ring” is not so definite. Think of Lie rings, or rings without identity elements.
So we must specify that for us a ring or algebra A is always an associative ring or algebra, with
a two-sided identity element 1 = 1A. We denote by 0 = 0A the zero element of A, by U(A) the
unit group of A, and by Z(A) the center of A. As was the case in groups, we write au for the
conjugate u−1au of any a ∈A by any u ∈ U(A).
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hence that any subring had the same identity element as its overring. This last convention turns
out to be untenable, since it does not allow eAe to be a subring of A when e is a non-identity
idempotent in A. So we now follow the opposite conventions that any homomorphism h :A→B
of rings or algebras need not send 1A to 1B unless we say that it is identity-preserving, and that
any subring or subalgebra C of A need not have the same identity element as A unless we say
that C is a unitary subring or subalgebra of A. However, we do assume, as in [D2] and [D3], that
multiplication by 1A is the identity map IdM of any right or left A-module M onto itself. So A
is a two-sided module over any unitary subring, but not over any other subring.
We use functional notation for homomorphisms h :M → N of A-modules. So h sends any
m ∈ M to h(m) ∈ N, and its product with a homomorphism g :L → M of A-modules is
the composite function hg = h ◦ g :L → N. We write HomA(M,N) for the additive group
of all A-homomorphisms h :M → N, and EndA(M) for the ring HomA(M,M) of all A-
endomorphisms e :M → M. Then multiplication of A-homomorphisms makes HomA(M,N)
an EndA(N),EndA(M)-bimodule.
We denote by Mod(A) the abelian category of all right A-modules and their homomorphisms.
We often consider a module M ∈ Mod(A) as an EndA(M),A-bimodule, using e(m) as the
product em, for any e ∈ EndA(M) and m ∈M.
Fix a multiplicative group G. A G-graded ring A is a ring, also called A, together with a
decomposition
A=
.∑
σ∈G
Aσ (1.1a)
of A as a direct sum of additive subgroups, whose products in the ring A satisfy
AσAτ ⊆Aστ (1.1b)
for any σ, τ ∈ G. If A is also an algebra over a commutative ring R, and each Aσ in (1.1a) is
an R-submodule of A, then A is called a G-graded R-algebra. In any case, the decomposition
(1.1a) is the G-grading of A, and Aσ is the σ -component of A, for any σ ∈ G. The identity
component A1 is always a unitary subring or subalgebra of A, and each σ -component Aσ is a
two-sided A1-submodule of A.
Let A be a G-graded ring or algebra. A graded unit of A with degree σ ∈ G is any element u
of the possibly empty set Aσ ∩ U(A). If such a u exists, then Aσ = uA1 = A1u is free as both a
right and a left A1-module, with u as a basis in both cases. Furthermore, u−1 is a graded unit of
A with degree σ−1. The graded units of A form a subgroup GrU(A) of U(A). The conjugation
action of U(A) on A restricts to an action of GrU(A) as automorphisms of the subring or subal-
gebra A1. If A = 0, then the map sending any graded unit u to its degree deg(u) is a well-defined
homomorphism of the subgroup GrU(A) into G. The kernel of this homomorphism is precisely
the unit group U(A1) of A1.
A crossed product of G is a non-zero G-graded ring A containing at least one graded unit uσ
with any given degree σ ∈ G, i.e., such that the sequence
1 → U(A1) ⊆−−→ GrU(A) deg−−−→ G → 1 (1.2)
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product of G. In any case the exact sequence (1.2), the ring or algebra A1, and the conjugation
action of GrU(A) on A1 determine A to within isomorphisms (see [D2, §5]). We follow [D4, §5]
in defining a twisted group algebra of G over R to be an R-crossed product A of G such that
A1 =R1A is isomorphic to R as an R-algebra.
A G-graded right module M over an arbitrary G-graded ring A is a right A-module, also
called M, together with a decomposition of M as a direct sum
M=
.∑
σ∈G
Mσ (1.3a)
of additive subgroups whose products with the components of A satisfy
MσAτ ⊆Mστ (1.3b)
for any σ, τ ∈ G. A G-graded left or two-sided A-module is defined similarly. In any case, (1.3a)
is the G-grading of M, and Mσ is the σ -component of M, for any σ ∈ G. The 1-component M1
is also called the identity component of M. Each σ -component Mσ is an A1-submodule of M,
and hence is an R-submodule of the R-module M when A is a G-graded R-algebra.
We may regard any G-graded right A-module M as a left module over its endomorphism
ring EndA(M). We would like to have a G-grading making EndA(M) a G-graded ring and M a
G-graded left module over it. For any σ ∈ G the σ -component in such a G-grading would have
to be the additive subgroup
EA(M)σ =
{
e ∈ EndA(M)
∣∣ e(Mτ ) ⊆Mστ , for all τ ∈ G} (1.4a)
of EndA(M). Notice that this is an R-submodule of the R-algebra EndA(M) when A is a G-
graded R-algebra. In any case [D2, 3.4, 4.2] tell us that the sum of all these subgroups is indeed
direct, and forms a unitary subring or R-subalgebra
EA(M) =
.∑
σ∈G
EA(M)σ ⊆ EndA(M) (1.4b)
of EndA(M). Furthermore, this subring or subalgebra is G-graded, with the σ -components
(1.4a). However, EA(M) may be properly contained in EndA(M). So we must use EA(M) in
place of EndA(M) when we want a G-graded ring or algebra of endomorphisms of M. Luckily
we have [D2, 3.10], which tells us that
Proposition 1.5. The equality EA(M) = EndA(M) holds when the group G is finite. It also
holds when M is finitely generated as a right A-module.
So the G-graded subring EA(M) is equal to EndA(M) in the most important cases for us.
If H is any subgroup of G (in symbols, if H  G), and A is any G-graded ring, then we
follow [D4, 5.4] in defining A[H ] to be the unitary subring
A[H ] =
.∑
Aσ (1.6a)σ∈H
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H -graded ring, with the H -grading (1.6a) and the same σ -component
A[H ]σ =Aσ (1.6b)
as A, for any σ ∈ H . We call this H -graded ring A[H ] the restriction of the G-graded ring
A to H . Clearly A[H ] is an H -graded R-algebra whenever A is a G-graded R-algebra. Any
graded unit u of A with degree σ ∈ H is also a graded unit of A[H ] with the same degree σ ,
since u−1 ∈ U(A) lies in Aσ−1 ⊆A[H ]. It follows that A[H ] and A have the same set
A[H ]σ ∩ U
(
A[H ])=Aσ ∩ U(A) (1.6c)
of graded units with degree σ , for any σ ∈ H . Hence A[H ] is a crossed product of H whenever
A is a crossed product of G, and a twisted group algebra of H over R whenever A is a twisted
group algebra of G over R.
Suppose that ε :G → G is a homomorphism of groups, written exponentially, so that ε sends
any σ ∈ G to σε ∈ G. We may use ε to change any G-graded ring A into a G-graded ring Aε ,
which coincides with A as a ring, but has the σ -component
Aεσ =
(
Aε
)
σ
=
.∑
σ∈G
σε=σ
Aσ ⊆Aε =A (1.7a)
for any σ ∈ G. (This notation is new in this paper.) The identity component ofAε is the restriction
Aε1 =A[N ] =A
[
Ker(ε)
] (1.7b)
of A to the kernel N = Ker(ε) of ε. Evidently Aε is a G-graded R-algebra when A is a G-graded
R-algebra. Furthermore,
Aσ ∩ U(A) ⊆Aεσ ε ∩ U
(
Aε
) (1.7c)
for any σ ∈ G. It follows that Aε is a crossed product of G whenever A is a crossed product of
G and ε is an epimorphism of G onto G.
2. An example
There is a natural action of Galois groups on group algebras. Let FG be the group algebra of
a finite multiplicative group G over a field F, and Γ be a finite group of automorphisms of that
field. We write the action of Γ on F exponentially, so that any γ ∈ Γ sends any f ∈ F to f γ ∈ F.
Then Γ acts naturally as automorphisms of the ring FG, with any γ ∈ Γ sending the element∑
σ∈G fσσ ∈ FG to
(∑
fσσ
)γ
=
∑
(fσ )
γ σ ∈ FG, (2.1a)σ∈G σ∈G
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(f x)γ = f γ xγ ∈ FG (2.1b)
for any f ∈ F, any x ∈ FG, and any γ ∈ Γ . Furthermore, the one-dimensional F-subspace Fσ
of FG is Γ -invariant, for any σ ∈ G.
Now let us try to do a similar thing for a twisted group algebra A of G over F. For any σ ∈ G,
the G-graded F-algebra A has some graded unit u with degree σ . Then the σ -component Aσ is
the free left module A1u over A1 = F1A  F, with u as a basis. Hence it is the one-dimensional
F-subspace Fu of A, and its non-zero elements form the set
U(F)u = U(A1)u =Aσ ∩ U(A)
of all graded units of A with degree σ . The example we always have in mind is that where A is
the group algebra FG, and Aσ is Fσ for any σ ∈ G. Following the model of the Galois action
(2.1) of Γ on FG, we define a Galois action of Γ on A to be an action, written exponentially, of
the group Γ as automorphisms of the ring A satisfying
(f a)γ = f γ aγ ∈A and (2.2a)
(Aσ )
γ =Aσ ⊆A (2.2b)
for any f ∈ F, any a ∈A, any γ ∈ Γ , and any σ ∈ G.
Consider the effect of such an action on the above σ -component Aσ = Fu of A. Since Aσ is
Γ -invariant by (2.2b), there are unique non-zero elements aγ in the field F such that
uγ = aγ u
for any γ ∈ Γ . It follows from (2.2a) that
aγ δu = uγ δ =
(
uγ
)δ = (aγ u)δ = (aγ )δuδ = (aγ )δaδu
for any γ, δ ∈ Γ . So the aγ , for γ ∈ Γ , form a 1-cocycle of the group Γ with coefficients in the
multiplicative group U(F) of F. Because Γ is the finite Galois group of F over the subfield FΓ of
all elements fixed by Γ , this 1-cocycle must be a 1-coboundary (see Proposition 2 in Chapter X
of [Se]). Hence there is some element b ∈ U(F) such that aγ = b−1bγ for all γ ∈ Γ . Then the
graded unit b−1u of A with degree σ satisfies
(
b−1u
)γ = b−γ uγ = b−γ aγ u = b−γ b−1bγ u = b−1u
for any γ ∈ Γ . This and (2.2a) imply that the set AΓσ of all a ∈ Aσ = Fb−1u fixed by Γ is the
one-dimensional FΓ -subspace FΓ b−1u spanned by b−1u.
Since A is the direct sum of its Γ -invariant σ -components Aσ for σ ∈ G, the FΓ -subalgebra
AΓ of all a ∈A fixed by Γ is the direct sum of the one-dimensional FΓ -subspacesAΓσ for σ ∈ G.
The inclusion AσAτ ⊆Aστ implies that AΓσ AΓτ ⊆AΓστ , for any σ, τ ∈ G. Thus AΓ is a G-graded
FΓ -algebra, with a one-dimensional σ -component AΓσ for any σ ∈ G. Any non-zero element v
of AΓσ is a non-zero element of Aσ , and hence is a unit of A. The unique inverse v−1 ∈A of the
Γ -invariant element v must be Γ -invariant. So v is a unit of AΓ . Hence AΓ is an FΓ -crossed
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Γ 1A  FΓ . Therefore AΓ
is a twisted group algebra of G over FΓ , from which the twisted group algebra A of G over F is
obtained by extending the ground field FΓ to F.
Once you realize that any twisted group algebra A over F with a Galois action of Γ must come
from a twisted group algebraAΓ over FΓ , it is easy to construct examples where no Galois action
can exist. Here is an elementary one.
Example 2.3. Let F be the cyclotomic field Q[ω] generated over the field Q of rational numbers
by a primitive pth-root of unity ω, for some odd prime p. Let Γ be the full Galois group ofQ[ω]
over Q. Then FΓ is Q.
For G we take an elementary abelian p-group of order p2. So G = 〈σ, τ 〉 is generated by two
elements σ, τ subject only to the conditions that
σp = τp = 1G and στ = τσ.
For A we take the F-algebra generated by two elements u,v subject only to the conditions that
up = vp = 1A and uv = ωvu.
It is straightforward to verify that A is a twisted group algebra of G over F, with the σ iτ j -
component
Aσ iτ j = Fuivj
for any i, j = 1,2, . . . , p.
Suppose that there is some Galois action of Γ on A. Then AΓ is a twisted group algebra of G
over FΓ =Q. There are some graded units u′ and v′ of AΓ with degrees σ and τ , respectively.
They must have the form u′ = f u and v′ = gv, for some f,g ∈ U(F). Then
u′v′ = fguv = ωfgvu = ωv′u′ ∈AΓτσ = FΓ v′u′ = 0.
So ω must lie in FΓ =Q. This is false. Therefore no Galois action of Γ on A can exist.
Let N be a normal subgroup of our finite group G (in symbols, let N G). Clifford theory
for a split, simple, right FN -module S leads from the group algebra FG of G over F to some
twisted group algebra E over F of the factor group GS/N , where GS is the stabilizer in G
of the isomorphism class of the simple FN -module S. Among the twisted group algebras E
obtainable in this fashion is the one in the above example. This shows that Clifford theory cannot
be combined with Galois theory by making a Galois group Γ on F have a Galois action on the
twisted group algebra E.
How, then, are we to combine these two theories? The answer can be found by considering
the stabilizer of the isomorphism class of S, not just in G, but in the external direct product
group G × Γ . The conjugation action of G on FN , whereby any σ ∈ G sends any x ∈ FN to its
conjugate xσ = σ−1xσ by σ ∈ U(FG), commutes with the action (2.1) of Γ on FN . So there is
a natural action of G × Γ as automorphisms of the ring FN , with (σ, γ ) ∈ G × Γ sending any
x ∈ FN to
x(σ,γ ) = (xσ )γ = (xγ )σ ∈ FN, (2.4)
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Mod(FN). So the isomorphism class of S in Mod(FN) has a stabilizer (G×Γ )S in G×Γ , as
well as stabilizers GS in G and ΓS in Γ . The direct product GS ×ΓS is a normal subgroup of
(G × Γ )S containing N × 1. But the factor group (G × Γ )S/(GS × ΓS) is often non-trivial.
We would expect any good combination of Clifford theory for G, N and S with Galois theory
for Γ to lead us to a ring E graded by the factor group (G×Γ )S/(N ×1), and not by the smaller
factor group (GS × ΓS)/(N × 1)  (GS/N) × Γ .
What is the relation between the potential grading group (G × Γ )S/(N × 1) for E and the
field F? The larger factor group (G × Γ )/(N × 1)  (G/N) × Γ acts naturally on F, with the
coset (σ, γ )(N × 1) ∈ (G × Γ )/(N × 1) sending any f ∈ F to
f (σ,γ )(N×1) = f γ ∈ F, (2.5)
for any σ ∈ G and γ ∈ Γ . This restricts to an action of its subgroup (G × Γ )S/(N × 1) as
automorphisms of the field F. The kernel of the latter action is the normal subgroup (GS × 1)/
(N × 1)  GS/N , which is usually non-trivial. So this action on F is rarely faithful. In gen-
eral there is no complement to the kernel (GS × 1)/(N × 1) in (G × Γ )S/(N × 1). So
(G × Γ )S/(N × 1) is usually not isomorphic to a direct product H × Δ, where Δ is a Galois
group on F and H centralizes F. All we can say is that it is a finite group acting, not necessarily
faithfully, as automorphisms of the field F.
Well! If those are the kind of grading groups which Clifford theory is going to give us back,
then those are the kind of grading groups with which we should begin.
3. Graded skew algebras
Instead of the field F and its Galois group Γ , we now fix an arbitrary non-zero commutative
ring R, and an action of an arbitrary multiplicative group G (which may be infinite) as automor-
phisms of the ring R. So R with this action becomes a G-ring. As was the case with Γ and F,
we write the action of G on R exponentially, so that any σ ∈ G sends any r ∈R to rσ ∈R. Fol-
lowing the custom for G-rings, we denote by RG the unitary subring of all r ∈R fixed by every
σ ∈ G. Symmetrically, we denote by GR the subgroup of all σ ∈ G fixing every r ∈ R. Then
GR is a normal subgroup of G, and the factor group G/GR acts faithfully as automorphisms of
the ring R.
To have a model for what we are going to do, we look at the well-known skew group algebra
of G over the G-ring R. We denote this skew group algebra by GR, to distinguish it from the
usual group algebra RG of G over R. Then GR is a free right R-module, with the elements
σ ∈ G as a basis. It is also an associative ring, with the same additive group as the R-module.
Multiplication in the ring GR is determined by the distributive laws and the rule that
(ρr)(σ s) = (ρσ )(rσ s) ∈ ρσR (3.1a)
for any ρ,σ ∈ G and r, s ∈R. The identity element 1 = 1G in the group G is also the two-sided
identity element 1 = 1GR in the ring GR. This ring is naturally G-graded, with the σ -component
(GR)σ = σR (3.1b)
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degree σ , for any σ ∈ G. The map i : r → 1Gr is an isomorphism of the ring R onto the identity
component
i(R) = (GR)1 = 1GRR (3.1c)
in this G-grading. Furthermore, this isomorphism satisfies
i(r)x = xi(rσ ) ∈ σR (3.1d)
for any r ∈R, any σ ∈ G, and any x ∈ σR.
With GR as a model it is easy to see how to define a G-graded skew R-algebra A. Such an A
is a G-graded ring, also called A, together with an identity-preserving homomorphism h = hA
of the ring R into A, satisfying the equivalent of (3.1d), namely
h(r)a = ah(rσ ) ∈Aσ (3.2)
for any r ∈R, any σ ∈ G, and any a ∈Aσ . This condition for σ = 1 implies that h is an identity-
preserving homomorphism
h :R→ Z(A1) (3.3)
of R into the center of the subring A1 ⊆ A. So A1, if not A, is always an ordinary algebra over
the ring R.
The homomorphism h :R→ A of rings can also be described in terms of an R,R-bimodule
structure on A. Indeed, we may use h to turn A into an R,R-bimodule, with the same additive
group as the ring A, and with the bimodule multiplication sending any r, s ∈R and a ∈A to
ras = h(r)ah(s) ∈A. (3.4a)
Here the product on the right is computed in the ring A, and that on the left in the R,R-bimod-
ule A. It follows that
h(r) = r1A = 1Ar (3.4b)
for any r ∈R. So the R,R-bimodule structure on A determines the homomorphism h :R→A.
The associative law for multiplication in the ring A tells us that
(ra)b = r(ab), (ar)b = a(rb) and (ab)r = a(br) (3.5a)
for any r ∈ R and a, b ∈ A. On the other hand, any R,R-bimodule structure on A satisfying
this condition is easily seen to define a unique identity-preserving homomorphism h :R→A of
rings satisfying (3.4). The condition (3.2) for the resulting h is equivalent to
ra = arσ ∈Aσ (3.5b)
for any r ∈ R, any σ ∈ G, and any a ∈ Aσ . So there is a natural one-to-one correspondence
between all identity-preserving homomorphisms h :R → A of rings satisfying (3.2) and all
R,R-bimodule structures on A satisfying (3.5).
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multiplication in the ring A, is equivalent to saying that multiplication A×A→A is the compo-
sition of the natural map of A×A into the R,R-bimodule A⊗R A with some homomorphism
of A⊗R A into A as R,R-bimodules. Even more succinctly, this could be expressed by saying
that multiplication A×A→A “factors through A⊗R A.”
We define a skew R-crossed product A of G to be a G-graded skew R-algebra A which is
also a crossed product of G. We have a choice of names for the situation where A is a skew
R-crossed product of G and h is an isomorphism of R onto A1. We could call this a “skew
twisted group algebra of G over R.” But it seems simpler to call it a crossed product of G over
the G-ring R, or just a crossed product of G over R, following terminology used in the classical
theory of crossed products of Galois groups over fields. So that is what we shall do.
If A is a crossed product of G over R, then the isomorphism h = hA :R ∼−→ A1 can be
combined with the exact sequence (1.2) to obtain an exact sequence
1 → U(R) h−−→ GrU(A) deg−−−→ G → 1 (3.6a)
of groups making GrU(A) an extension of the abelian group U(R) by G. It follows from (3.2)
that
h(v)u = h(vσ ) ∈ GrU(A) (3.6b)
for any v ∈ U(R), any σ ∈ G, and any u ∈ GrU(A) such that deg(u) = σ . So the action of G
on U(R) induced by conjugation in the extension GrU(A) of U(R) by G coincides with that re-
stricted from the given action of G on R. If we hold the G-ring R fixed, then isomorphic crossed
products A and A′ of G over R lead to isomorphic extension groups GrU(A) and GrU(A′) of
U(R) by G. It is easy to show (see [D2, 5.8,5.9]) that the converse holds, i.e., that isomorphic
extension groups GrU(A) and GrU(A′) must come from isomorphic crossed products A and A′.
Furthermore, any extension group of U(R) by G is isomorphic to the extension group GrU(A),
for some crossed product A of G over R. So there is a one-to-one correspondence between all
isomorphism classes of crossed products of G over R and all isomorphism classes of extension
groups of U(R) by G. Since the latter classes correspond one-to-one to the members of the
cohomology group H2(G,U(R)), so do the former ones.
The G-ring R is also an H -ring, for any subgroup H  G, where the action on R of any
σ ∈ H coincides with that of σ ∈ G. The restriction A[H ] of any G-graded skew R-algebra A
to H is then an H -graded skew R-algebra with respect to this restricted action of H on R, and
with the same homomorphism
hA[H ] = hA = h :R→A[H ]1 =A1 (3.7)
as A. It is clear from (3.4a) that the R,R-bimodule structure of A[H ] ⊆A is just the restriction
of that of A.
Let ε :GG be an epimorphism of groups, written exponentially, so that ε sends any σ ∈ G
to σε ∈ G. We assume that the kernel N of ε centralizes R, i.e., that
N = Ker(ε)GR. (3.8a)
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σ ∈ G sending any r ∈R to
rσ = rσ ∈R, (3.8b)
for any σ ∈ G such that σε = σ . As in (1.7), we use the epimorphism ε :G G to turn any
G-graded skew R-algebra A into a G-graded ring Aε . It follows from (1.7a) and (3.2) that
h = hA :R→A is also an identity-preserving homomorphism
hAε = hA = h :R→Aε =A (3.8c)
of rings such that
h(r)a = ah(rσ ) ∈Aσ (3.8d)
for any r ∈R, any σ ∈ G, and any a ∈ Aσ . Therefore Aε is a G-graded skew R-algebra, with
the same homomorphism h as A. In view of (3.4a) this gives the equal additive groups Aε and A
the same structure as R,R-bimodules.
4. Skewing graded modules
Let A be a G-graded skew R-algebra. For a G-graded A-module M there is no equivalent of
the homomorphism h :R→A. But there is an equivalent of the R,R-bimodule structure on A.
Proposition 4.1. Any G-graded right module M over a G-graded skew R-algebra A has a
unique structure as an R,R-bimodule, with the same additive group, satisfying
(rm)a = r(ma), (4.2a)
(mr)a = m(ra) and (4.2b)
(ma)r = m(ar) (4.2c)
for any r ∈R, any m ∈M, and any a ∈A, as well as
rm = mrσ ∈Mσ (4.2d)
for any r ∈R, any σ ∈ G, and any m ∈Mσ .
Proof. Unicity is easy. Suppose we have an R,R-bimodule structure on M satisfying just
(4.2b), (4.2d).
If m ∈M and r ∈R, then (4.2b) and (3.4b) imply that
mr = (mr)1A = m(r1A) = mh(r) ∈M.
Thus the right R-module structure on the A-module M is unique. If m ∈Mσ , for some σ ∈ G,
then (4.2d) and the above equation give
rm = mrσ = mh(rσ ) ∈Mσ .
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Now suppose that M is any G-graded right A-module. Because the homomorphism h sends
R into A1 (see (3.3)), we may define a trilinear multiplication from R×Mσ ×R to Mσ by
rms = mh(rσ s) ∈MσA1 =Mσ (∗)
for any r, s ∈ R, any σ ∈ G, and any m ∈ Mσ . This multiplication turns the additive group of
Mσ into an R,R-bimodule. Hence the direct sum
M=
.∑
σ∈G
Mσ
has a unique R,R-bimodule structure satisfying (∗).
To finish the proof of the proposition we must show that this R,R-bimodule structure on M
also satisfies the four conditions (4.2). Since M = ∑σ∈GMσ and A = ∑τ∈GAτ , and all our
products are bilinear, we only need verify those conditions when m ∈Mσ and a ∈Aτ , for some
σ, τ ∈ G, while r is any element of R. Then we have
(rm)a = (mh(rσ ))a by (∗),
= m(h(rσ )a) in the A-module M,
= m(ah(rστ )) by (3.2),
= (ma)h(rστ ) in the A-module M,
= r(ma) by (∗),
since ma ∈MσAτ ⊆Mστ . Thus (4.2a) holds. We also have
(mr)a = (mh(r))a by (∗),
= m(h(r)a) in the A-module M,
= m(ra) by (3.4a).
So (4.2b) holds. Because ma lies in Mστ , we have
(ma)r = (ma)h(r) by (∗),
= m(ah(r)) in the A-module M,
= m(ar) by (3.4a).
Hence (4.2c) also holds. The final equation (4.2d) is an immediate consequence of (∗). Therefore
all the conditions (4.2) hold, and the proposition is proved. 
Corollary 4.3. If r, s ∈ R and m ∈ Mσ , for some σ ∈ G, then the product rms in the R,R-
bimodule M lies in Mσ , and equals the product mh(rσ s) in the right A-module M.
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The right R-module structure of M depends only on the right A-module structure, since
mr = mh(r), for any m ∈ M and r ∈R. On the other hand, the left R-module structure of M
depends on the G-grading of M as well as the right A-module structure. This is clear from (4.2d).
If we vary the G-grading of the right A-module M we can get a different left R-module M.
Consider, for example, the conjugate G-graded right A-module Mρ in [D2, 2.3], where ρ is
any element of G. This Mρ coincides with M as a right A-module, but its σ -component, for any
σ ∈ G, is the ρσ -component
(
Mρ
)
σ
=Mρσ (4.4a)
ofM. In order to discuss clearly the structures of these two graded modules, we write any element
m ∈M as mρ when we consider it as an element of the equal A-module Mρ . So a product such
as ma, for m ∈M and a ∈A, will be formed in the right A-module M, while mρa will be formed
in the right A-module Mρ . Since m → mρ is an isomorphism of the former A-module onto the
latter one, an isomorphism which just happens to be the identity map on sets, we have
(ma)ρ = mρa ∈Mρ (4.4b)
for any m ∈M and a ∈A. This and Corollary 4.3 imply that
(rms)ρ = (mh(rρσ s))ρ = mρh(rρσ s) ∈Mρ
for any r, s ∈R, any σ ∈ G, and any m ∈Mρσ . Because mρ ∈ (Mρ)σ by (4.4a), Corollary 4.3
for Mρ tells us that mρh(rρσ s) = rρmρs. Using trilinearity and the fact that M=∑σ∈GMρσ ,
we conclude that
(rms)ρ = rρmρs ∈Mρ (4.4c)
for any r, s ∈ R and m ∈ M. So Mρ coincides with M as a right R-module, but is the ρ-
conjugate of M as a left R-module.
5. Skewing graded endomorphism algebras
Let A be a G-graded skew R-algebra, and M be a G-graded right A-module with the R,R-
bimodule structure in Proposition 4.1. Recall from Section 1 that (1.4) defines a unique “largest”
G-graded subring EA(M) of EndA(M) such that M is a G-graded left EA(M)-module. This
graded ring is naturally a skew R-algebra by
Proposition 5.1. In the above situation there is a unique identity-preserving homomorphism
h′ :R→ EA(M)1 of rings such that
(
h′(r)
)
(m) = rm ∈M (5.2)
for all r ∈R and m ∈M. This homomorphism turns the G-graded ring EA(M) into a G-graded
skew R-algebra, with the same action of G on R as before.
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any r ∈ R. By (4.2d) this A-endomorphism sends Mσ into itself, for any σ ∈ G. So it lies in
EA(M)1 by (1.4a). This and the fact that M is a left R-module imply the first statement of the
proposition.
To finish the proof of the proposition we must show that h′ :R→ E satisfies the equivalent of
(3.2), i.e., that
h′(r)e = eh′(rσ ) ∈ EA(M)σ
for any r ∈ R, any σ ∈ G, and any e ∈ EA(M)σ . In view of (1.4a) and linearity, it suffices to
show that
(
h′(r)e
)
(m) = (eh′(rσ ))(m) ∈Mστ
for any τ ∈ G and m ∈Mτ . By (5.2) this is equivalent to
re(m) = e(rσm) ∈Mστ . (∗∗)
The endomorphism e ∈ EA(M)σ sends m ∈Mτ to e(m) ∈Mστ by (1.4a). This and Corol-
lary 4.3 imply that
re(m) = e(m)h(rστ ) ∈Mστ .
Because h(rστ ) belongs to A, and e is an A-endomorphism of M, the last expression is equal
to e(mh(rστ )). But mh(rστ ) = rσm by Corollary 4.3, since m ∈Mτ . Therefore (∗∗) holds, and
the proposition is proved. 
The G-graded skewR-algebra EA(M) in the above proposition is, as was A in (3.4), naturally
an R,R-bimodule, with the bimodule multiplication sending any r, s ∈ R and e ∈ E to res =
h′(r)eh′(s) ∈ E. In view of (5.2) this is equivalent to
(res)(m) = re(sm) ∈M (5.3)
for any m ∈M. If we regard M as a left module over the unitary subring EA(M) of EndA(M),
then this gives us the first two equations in
(re)m = r(em), (er)m = e(rm) and (em)r = e(mr) (5.4)
for any r ∈ R, any e ∈ EA(M), and any m ∈ M. The remaining equation holds because the
map m → mr of M into itself is right multiplication by h(r) ∈ A, and thus is preserved by the
endomorphism e of the A-module M. The above three equations, along with (4.2a)–(4.2c) could
be expressed by saying that bimodule multiplication EA(M)×M×A→M is “R,R-trilinear.”
We remarked after (3.3) thatA1 is an ordinaryR-algebra, with the scalar multiplication r, a →
ra = ar , for any r ∈R and a ∈A. So the rightA1-moduleM1 is naturally anR-module, with the
scalar multiplication r,m → rm = m(r1A) = mh(r), for any r ∈R and m ∈M1. This is exactly
the same as the scalar multiplication r,m → rm = mr in Corollary 4.3. The endomorphism ring
EndA1(M1) is also an algebra over R, with the scalar multiplication sending any r ∈ R and
e ∈ EndA1(M1) to the unique re ∈ EndA1(M1) such that (re)(m) = re(m) = e(rm) ∈ M1 for
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the G-graded skew R-algebra E. By (1.4a) any e ∈ EA(M)1 ⊆ EndA(M) restricts to an A1-
endomorphism e1 of M1, i.e., an element e1 ∈ EndA1(M1). In view of (5.3) we have
Proposition 5.5. In the situation of Proposition 5.1 restriction from M to M1 is an identity-
preserving homomorphism of the R-algebra EA(M)1 into the R-algebra EndA1(M1).
We saw in (4.4) that any G-graded right module M over the G-graded skew R-algebra A
determines a conjugate G-graded right A-module Mρ , for any ρ ∈ G. The equal A-modules M
and Mρ have equal A-endomorphism rings
EndA(M) = EndA
(
Mρ
)
. (5.6a)
We may form the G-graded subrings EA(M) and EA(Mρ) of these equal rings. It follows easily
from (1.4a) and (4.4a) that the σ -component of EA(M) is equal
EA(M)σ = EA
(
Mρ
)
σρ
to the σρ -component of EA(Mρ) as additive subgroups of the equal rings (5.6a). So we have
equality
EA(M) =
.∑
σ∈G
EA(M)σ =
.∑
σ∈G
EA
(
Mρ
)
σρ
= EA
(
Mρ
)
of subrings of those rings. As was the case with M and Mρ , we write an element e ∈ EA(M) as
eρ when we wish to consider it as an element of EA(Mρ). Then e → eρ is an isomorphism of
the ring EA(M) onto the ring
EA(M)
ρ = EA
(
Mρ
)
, (5.6b)
an isomorphism which is the identity map on sets. We noted above that this isomorphism carries
the σ -component EA(M)σ of EA(M) onto the σρ -component
(
EA(M)σ
)ρ = EA(Mρ)σρ (5.6c)
of EA(Mρ), for any σ ∈ G. Furthermore, it is connected to the “identity” isomorphism m → mρ
of M onto Mρ by the rule that
(
e(m)
)ρ = eρ(mρ) ∈Mρ (5.6d)
for any e ∈ EA(M) and m ∈ M. Its effect on the R,R-bimodule structures of these two G-
graded skew R-algebras is given by
Proposition 5.7. The above isomorphism e → eρ of EA(M) onto EA(Mρ) sends res ∈ EA(M)
to
(res)ρ = rρeρsρ ∈ EA
(
Mρ
) (5.8)
for any r, s ∈R and e ∈ EA(M).
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of Mρ . Any such element has the form mρ , for some m ∈M. Then
(res)ρ
(
mρ
)= ((res)(m))ρ by (5.6d),
= (re(sm))ρ by (5.3),
= rρ(e(sm))ρ by (4.4c),
= rρeρ((sm)ρ) by (5.6d),
= rρeρ(sρmρ) by (4.4c).
The last expression is equal to (rρeρsρ)(mρ) by (5.3) with EA(Mρ) in place of EA(M). So
(res)ρ(mρ) = (rρeρsρ)(mρ) for all mρ ∈Mρ , and the proposition is proved. 
6. Clifford theory
We continue to study the arbitrary group G, the non-zero commutative G-ring R, and the
G-graded skew R-algebra A of the preceding sections. We are going to apply the Clifford theory
of [D3] to an arbitrary simple right A1-module S. When comparing what we say here with what
is written in [D3], notice that our present G-graded ring A was called R in that paper, and that
our present simple right A1-module S was the simple right R1-module U there.
We begin by remarking that the G-grading
A=
.∑
σ∈G
Aσ
is a direct sum of two-sided A1-submodules of A. After natural identifications, this induces a
G-grading
S⊗A=
.∑
σ∈G
S⊗Aσ (6.1a)
of the right A-module S ⊗ A = S ⊗A1 A as a direct sum of its A1-submodules S ⊗ Aσ =
S⊗A1 Aσ , for σ ∈ G. This G-grading makes S⊗A a G-graded right A-module, whose identity
component is naturally isomorphic
S⊗A1 =S⊗A1 A1 S (6.1b)
to the simple right A1-module S.
As in [D3, 5.4], we define the 1-null radical S1(S⊗A) of S⊗A to be the largest G-graded A-
submodule N of S⊗A having zero identity component N1. We then define the induced module
S ⊗¯A to be the factor G-graded A-module
S ⊗¯A= (S⊗A)/S1(S⊗A). (6.2a)
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Sσ =S ⊗¯Aσ (6.2b)
of S ⊗¯ A, for any σ ∈ G. Then [D3, 7.8] tells us that Sσ is either zero or a simple right A1-
submodule of S ⊗¯ A. In the latter case the right A1-modules (Sσ )τ and Sστ are isomorphic,
for any τ ∈ G, by [D3, 7.10]. Furthermore, isomorphic simple right A1-modules S and T have
isomorphic “conjugate” right A1-modules Sσ and Tσ , either simple or zero, for any σ ∈ G.
Finally, the trivial “conjugate” S1 =S ⊗¯A1 is isomorphic
S1 =S ⊗¯A1 S⊗A1 S (6.2c)
to S as a right A1-module. It follows that the set
GS =
{
σ ∈ G ∣∣Sσ S} (6.3)
of all σ ∈ G such that Sσ is A1-isomorphic to S is a subgroup of G. Note that this subgroup
would be called G{S} in the notation of [D3, 7.12].
The right A-module S⊗ A is generated by its identity component S⊗ A1  S. Hence its
factor A-module S ⊗¯A is generated by its identity component, which is also isomorphic to S.
Since the simple right A1-module S is singly generated, we conclude that the right A-module
S ⊗¯A is singly generated. It follows (see Proposition 1.5) that the G-graded subring EA(S ⊗¯A)
defined by (1.4) is equal
EA(S ⊗¯A) = EndA(S ⊗¯A) (6.4)
to the full A-endomorphism ring of S ⊗¯ A. (This fact was not mentioned in [D3], where
EA(S ⊗¯ A) would be called E(S) in the notation of [D3, 9.1]. Evidently the author forgot
about [D2, 3.11b] while writing [D3, §9].) From [D3, 9.4] we obtain
Proposition 6.5. The σ -component EA(S⊗¯A)σ of EA(S⊗¯A) is non-zero, for a given σ ∈ G, if
and only if σ lies in the subgroup GS G. In that case every non-zero element of EA(S ⊗¯A)σ
is a unit of the ring EA(S ⊗¯A).
So EA(S ⊗¯A) is equal as a ring to its GS-graded subring
E(S,A) = EA(S ⊗¯A)[GS], (6.6)
which is an R-crossed product of GS. In fact, E(S,A) is a skew R-crossed product of GS,
since EA(S ⊗¯ A) is naturally a G-graded skew R-algebra by Proposition 5.1. The structure of
E(S,A) is completed by [D3, 9.3], which, together with Proposition 5.5 above, implies that
Proposition 6.7. Restriction to S ⊗¯A1, together with the isomorphisms (6.2c), gives an isomor-
phism of the R-algebra E(S,A)1 = EA(S ⊗¯A)1 onto the division algebra EndA1(S).
Clifford theory for G, A and S is given by [D3, 10.6], which says that the natural func-
tors · ⊗E(S,A) (S ⊗¯ A) and HomA(S ⊗¯ A, ·) form an equivalence between the category
Mod(E(S,A)) and the full subcategory Mod(A | S) of Mod(A) having as objects all right
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dence between all isomorphism classes of simple right E(S,A)-modules, and all isomorphism
classes of simple right A-modules lying over S (see [D3, 12.1]).
What concerns us here is not the above equivalence of categories, but rather the structure of
the GS-graded ring E(S,A) constructed as part of Clifford theory. We summarize what we have
shown about that structure in
Theorem 6.8. Clifford theory for any G-graded skew R-algebra A, and any simple right A1-
module S, leads to a skew R-crossed product E(S,A) of the stabilizer GS G. The identity
component E(S,A)1 of E(S,A) is naturally isomorphic to EndA1(S) as an R-algebra.
7. Crossed products over fields
From now on our non-zero, commutative G-ring R will be a G-field F. So the subring RG
is now the subfield FG of all elements of F fixed by every σ ∈ G, and the normal subgroup
GR G is the subgroup GF of all elements of G fixing every element of F. The important thing
about using F instead of R is that we can talk about a simple right A-module S which is split
over F whenever A is an F-algebra. As usual, such an S is a simple right A-module S whose
endomorphism ring EndA(S) is isomorphic to F as an F-algebra.
We now assume that A is a crossed product of our arbitrary multiplicative group G over the
G-field F. We fix a normal subgroup N G contained in GF. Instead of using the factor group
G/N , we fix an epimorphism ε :GG of groups with kernel N . We write ε exponentially, so
that it sends any σ ∈ G to σε ∈ G. Then (1.7) gives us a crossed product Aε of G with the same
underlying ring Aε =A as A, and the new σ -component
Aεσ =
(
Aε
)
σ
=
.∑
σ∈G
σε=σ
Aσ
for any σ ∈ G. In particular, the identity component Aε1 is A[N ]. Our assumption that N =
Ker(ε)  GF centralizes F implies that the action of G on F induces, via the epimorphism
ε :GG, an action of G as automorphisms of F, as in (3.8b). Furthermore, Aε is a G-graded
skew F-algebra, with the same monomorphism h :F Aε = A as A, and hence with the same
F,F-bimodule structure as A (see (3.8)). So Aε is a skew F-crossed product of G.
Let S be any simple right module over the F-algebra A[N ] =Aε1 such that S is split over F.
As in (6.1), we form the G-graded right Aε-module S⊗ Aε = S⊗A[N ] Aε . We claim that its
1-null radical S1(S⊗Aε) is zero
S1
(
S⊗Aε)= 0. (7.1)
This follows from the fact that the crossed product Aε of G satisfies
AεσA
ε
τ =Aεσ τ
for any σ, τ ∈ G (see [D2, 5.4]). This, in turn, implies that
NσA
ε
τ =Nσ τ
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(2.9b) in [D2, 2.8].) In particular, if N1 = 0, then Nτ = N1Aετ = 0 for all τ ∈ G. Hence
N = ∑σ∈GNσ = 0 whenever N1 = 0. This proves (7.1), since S1(S ⊗ Aε) is, by definition,
the largest G-graded Aε-submodule N of S⊗Aε such that N1 = 0.
Now the induced module S ⊗¯Aε = (S⊗Aε)/S1(S⊗Aε) in (6.2a) is just S⊗Aε , and its
σ -component Sσ =S ⊗¯Aεσ in (6.2b) is
Sσ =S⊗Aεσ =S⊗A[N ] Aεσ (7.2a)
for any σ ∈ G. Conjugation by any u ∈ Aεσ ∩ U(Aε) is an automorphism a → au of the ring
A[N ]. The conjugate A[N ]-module Su is equal to S as an additive group. If we denote an
element s ∈ S by su when we treat it as an element of Su, then multiplication in the right
A[N ]-module Su is given by the rule that
(sa)u = suau ∈Su (7.2b)
for any s ∈S and a ∈ A[N ]. The σ -component Aεσ is the free left module A[N ]u over A[N ] =
Aε1 with u as a basis. It follows that the map s
u → s ⊗ u is an isomorphism of Su onto
Sσ =S⊗A[N ] A[N ]u =S⊗ u
as right A[N ]-modules. Thus we have an isomorphism
Su S⊗ u =Sσ (7.2c)
of right A[N ]-modules, for any σ ∈ G and any graded unit u of Aε with degree σ .
Since the simple A[N ]-module S is split over F, Theorem 6.8 gives immediately
Theorem 7.3. If A is a crossed product of a multiplicative group G over a G-field F, if ε :GG
is an epimorphism of multiplicative groups whose kernel N centralizes F, and if S is a simple
right A[N ]-module which is split over F, then Clifford theory for S and Aε leads to a crossed
product E(S,Aε) of GS over F, with the action of G on F induced by that of G on F, as in
(3.8b).
8. Another example
Theorem 7.3 would seem to be quite sufficient for finite group theory. If we start with a
crossed product A of a finite group G over a G-field F, and apply Clifford theory for a suitable
group epimorphism ε :GG and a suitable simple module S, we get back a crossed product
E = E(S,Aε) of a finite subgroup GS  G over the induced G-field F. What more could we
ask?
Well, maybe we could ask for a finite group extension instead of the usually infinite group
extension GrU(E) of U(F) by GS. In the language of [D4, 6.1], what we want is a “finite
covering group” for E. In general a finite covering group G∗ for an arbitrary crossed product
A of a finite group G is a finite subgroup G∗ of GrU(A) containing at least one graded unit uσ
with any given degree σ ∈ G. When we are dealing with a twisted group algebra A of G over F,
i.e., when G = GF acts trivially on F, it is known that such finite covering groups always exist
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(see [D4, 6.4]). In the language of [D4, 6.2] such an F is called a total splitting field for A. The
equivalent of this condition in our present case, where G can act non-trivially, would seem to be
that F be a total splitting field for the maximum twisted group algebra A[GF] over F inside our
crossed product A of G over F. In general that is not enough to obtain a finite covering group, as
the following example shows.
Example 8.1. Let G = 〈ρ〉 be a cyclic group generated by an element ρ with finite order n > 1.
Suppose that G acts faithfully and exponentially as automorphisms of a field F. Then F is a Ga-
lois extension of degree n over the fixed subfield FG of G. Assume that R is a G-invariant local
principal ideal domain (i.e., real discrete valuation ring) in F, having F as its field of fractions
and P as its single maximal ideal. Assume also that R is unramified over FG, so that P=PGR
is generated over R by the maximal ideal PG = P ∩ FG in the local principal ideal domain
RG =R∩ FG of FG lying under R. Of course, such G, F and R exist for any integer n > 1.
If x is any non-zero element in FG, then there is a crossed product A of G = 〈ρ〉 over the
G-field F such that some graded unit v ∈Aρ ∩ U(A) satisfies
vn = x1A = 1Ax.
Equation (3.5b) for this crossed product gives us
f v = vf ρ
for any f ∈ F. We may choose x to be a generator for the maximal ideal PG = xRG in RG, and
hence also a generator for the maximal ideal
P=PGR= xR
in R.
Suppose that the resulting A has a finite covering group G∗. Then there is some element
u ∈ G∗ ∩Aρ . So u = f v for some non-zero f ∈ F. It follows that
un = (f v)(f v)(f v) · · · (f v) = vnf ρnf ρn−1 · · ·f ρ = 1Axf ρnf ρn−1 · · ·f ρ.
Because un lies in the finite subgroup G∗ ∩ A1 = G∗ ∩ 1AF of U(A1), this implies that
xf ρ
n
f ρ
n−1 · · ·f ρ is a root of unity in F, and hence is a unit in the integrally closed subring R.
So
(xR)
(
f ρ
n
R
)(
f ρ
n−1
R
) · · · (f ρR)=R.
Since R is G-invariant, so is its fractional ideal Pk , for any integer k, positive, negative or
zero. It follows that the various conjugates f ρiR = (fR)ρi , for i = 0,1,2, . . . , n, are all the
same power of P. Hence
(xR)(fR)n =R.
This is impossible, because xR = P generates the infinite cyclic group of all fractional ideals
of R, and n > 1. Therefore there can be no finite covering group for this crossed product A of
E.C. Dade / Journal of Algebra 319 (2008) 779–799 799G over F, even though F is a total splitting field for the restriction A[GF] = A1  F of A to
GF = 1.
The above example would be a bit of a problem if it actually occurred in Clifford theory for
finite groups. It turns out that it does not appear there. What we shall show in the other half of
this paper is that, in suitable cases, Clifford theory will give you back crossed products with finite
covering groups if you start with such crossed products. Specifically, assume that A is a crossed
product of a finite group G over a G-field F which totally splits A[GF]. Assume, also, that A
has some finite covering group. Apply Clifford theory to an epimorphism ε :GG of groups
with kernel N GF, and to some simple right A[N ]-module S. What we shall prove is that the
resulting crossed product E(S,Aε) of GS over F also has a finite covering group. The proof of
this, which involves extending the main results of [D1] to the present situation, is much too long
for this article, and must be put off to the next one.
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