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1. INTRODUCTION 
In this paper, we study the oscillatiory and nonoscillatory properties of the second-order linear 
difference quation 
A2xn-1 + pnxn =- O, (1) 
where the forward difference A is defined as usual, i.e., Axn = Xn+l - xn and A2x~ -- A(Axn) ,  
{pn}n°°_l is a real sequence with pn > 0. Oscillations of equation (1) have been investigated 
intensively, see [1]. 
Some typical results about the oscillation and nonoscillation of equation (1) are the following. 
THEOREM A. (See [2].) I f  
co  
limsupn ~ Pi< 1, (2) 
n---*oo i=n+l 
then equation (1) is nonoscillatory. 
THEOREM B. (See [3].) If 
then equation (1) is oscillatory. 
oo 1 
liminfn_,~ n Z Pi > ~, (3) 
i----n-{- 1 
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Our purpose is to obtain new oscillation and nonoscillation criteria for (1). 
Let So = 3 - 2v~ and N be the set of natural numbers. The main results of the paper are as 
follows. 
THEOREM 1. If there exists no E N such that for every m E N, 
2m+lno--1 
SO 
Pi <- 2m+lno, (4) 
i=2"nno 
then equation (1) is nonoscillatory. 
THEOREM 2. If there exists no E N and s > so such that for every rn E N, 
2m+ln0-- 1 
Z P~ > s - 2mn0' (5) 
i----2mnO 
then equation (1) is oscillatory. 
It is obvious that (2) and (3) are conditions on the summation of Pn in set {n + 1, n + 2, . . .  } 
for arbitrarily large values of n, while (4) and (5) are conditions only concerning the summation 
ofpn in set {2mno, 2mno + 1, . . . ,  2m+lno - 1} for every m E N, therefore they are different kinds 
of conditions. 
2. THE PROOFS OF THEOREMS 
LEMMA 1. (See [3].) Let ~o = (1/2)(2 - v~) ,  0 < a < So = 3 - 2v/2, and  define 
+o) f (y)  = ~ 1 -  y 
Then s/2 < f(y) < ~o for aH 0 < y < 13o. 
LEMMA 2. (See [1].) Suppose that {un} is defined on {a,a + 1,...,b}, a,b E N, and M1 = 
min{IAu/[: l E {a,a + 1 , . . . ,b -  1}}, M2 = max{iAul[: l E {a,a + 1 , . . . ,b -  1}}. Then, 
lUb -- Ua[ 
MI< - - _<M2.  
Ib -a l  
PROOF OF THEOREM 1. Let xn be a nontrivial solution of (1) and no be as in (4). Without loss 
of generality, we can assume that exist n* > 0 and m0 E N such that 
2m°rt0 < n* < 2rn°+ln0, Xn*_ 1 < O, Xn, > O. (6) 
Denote No = 2re°no, Nm = 2mNo = 2"~+m°n0, and let 
nm=sup{n[n*<n<_Nm,  AXs_ l>Oforn*<s<n},  m= 1,2, . . . .  
Now we define a sequence {rn} as follows: 
1 1 ( rn  +So) ,  n=0,1 ,2 , . . . .  r0 = ~So, rn+l = 5 1 - rn  
Since ro = (1/2) So = (1/2) (3 - 2V~) < (1/2) (2 - x/2) = f~o, from Lemma 1 we see that 
1 
~So <r l=f ( ro )  <~o. 
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Again using Lemma 1, the increasing of f(y) in (0, 1), and by use of an inductive argument we 
get that  
0<r0  <r l< ' "<rn  <rn+l  <""  <f l0 < 1. 
Now we prove that  the following two formulas are valid for all numbers m E N: 
Axn-1 > O, n* < n < Nm, (7) 
rmAXNm_l >_ 
m 
Axn.-1 -I- E 2iAXN~-I 
i=l 
(8) 
From (6) and the definition of nm it obvious that  n* < nl _< N1. By the definition of nl ,  we see 
that  
Axn_ l  > 0, n* <__ n < nl,  
therefore, 
xn > O, n* < n < nl - 1, 
A2xn-1 ~ O, n* < n < nl  -- 1, 
which means that  Axn is nonincreasing in n* - 1 _< n < nl  - 1. Then we use Lemma 2, for 
n* <n<nl -1  
x,~ < xn - xn- -1  _< max{]Axl[ : l e {n* - 1 , . . .  ,n  - 1}}(n - (n* -- 1)) _< Axn*-l(nl  -- n*). 
Summing (1) from n* to nl  - 1 and using condition (4) with m = m0, we have 
n l - - I  
Axn* - I -  Axnl-1-~ E pixi 
nl-1 
<_ Axn. - l (n l  - n*) E Pi 
i=n* 
2No-i 
_< Ax ._I(N1 - No) 
i=No 
2mo+lno-1 
: Axn*-12m°no ~.~ Pi 
i=2m0n0 
< a.~0 AXn.-1,  
- 2 
therefore, 
Ax,~,-~ >_ (1 - 2 )  Ax~*-~ > 0. 
If  n l  < N1, then it contradicts the definition of nl.  Hence, we get that  nl = N1 and 
Axn-1 ~ 0, rt* < n < N1, (9) 
AXN~_I~ (1 - - -~)Axn ._ l .  
Inequal ity (10) can be rewritten as 
(10) 
1(to 
rlAxNI-1 ---- 2 1 -- ro 
o~ °
"~ O~ 0 AXN1-1 ~ ~ [ tXn . -1  + 2AxN~_I] .  (11) 
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Relations (9) and (11) are exactly (7) and (8) for m = 1, respectively. Now we assume by the 
induction that (7) and (8) are satisfied for m = k, i.e., 
Axn-1 > 0, n* < n < Ark, (12) 
C~0 
rkAxNk-1 k 
k 
Axn*-i + E 2iAXNi-1 
i=1 
In view of (12), we obtain that N~ < Ttk+ 1 _< gk+l and if Ark _< n _< nk+l - 1 then 
(13) 
XR ~__ (Xn -- XNk--1) -]- (XNk--1 -- XNk_I--1 ) "~ '' ' "~ (XNI-1 -- XR'--I) 
< Ax~,_~ (Nk+~ - Nk) + Ax~_ ,_~ (Nk - Nk-~) +""  
+ AXN,_I (N2 - N1) + Axn.-1 (N1 - No) 
~--- [ Axn*-I ~L ~ No, 
where the nonincreasing property of AXn_l in n* <_ n < Nk is used. Summing (1) from Nk to 
nk+l - 1 and using (4) we obtain 
k 2k+lNo-1 
- -< + E No E p, 
i=1 i=21, No 
k 
(~0 
~ Axn* - I  + E 2 /AXN' - I  ' 
i--1 
which can be rewritten as 
c~0 F k 
AZnk+l-1 ~_ AZNk-1 -- ~ Azn*-I + E 2iAXN'-I 
i=1 
We combine the last inequality with (13) to obtain that 
1 - rk (~0 
Axn~+l-1 >_ - -  
rk 2 k+l 
k 
Axn*-I + E 2iAXN~-I 
i=l 
which reduces to txnk+l_  1 > 0, since 0 < rm < 1 and Ax,~._l > O, AxN~_I > 0 (i = 1,2, . . .  ,k). 
From the definition of nk+l we get nk+l = Nk+l. Therefore, we have 
Axn_l > 0, n* < n < Nk_l_l, (14) 
and 
1 rk +(~0 AXN~+I-1 > ~ Axn*-i + 2iAXN,-1 , 
2 1 - rk - i=1 
which is exactly the following inequality since rk+l = (1/2) [rk/(1 - rk) + a0], 
C~0 rk+lAXN~+1-1 _~ 2- ~ 
k+l 
Axn*-I -{- E 2iAxgi-1 
i=l 
(15) 
From (14) and (15) we see that (7) and (8) are true for m = k + 1, and therefore, (7) and (8) 
are valid for all numbers m E N, hence, AXn_l > 0 for all n > n* and xn is nonoscillatory. The 
proof of Theorem 1 is completed. 
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PROOF OF THEOREM 2. Without loss of generality, we can assume that  3 - 2v~ < a ~< 3 + 2v~. 
The proof will be accomplished by the contradiction. We suppose that  (1) has a nontrivial 
nonoscil latory solution xn and xn > 0 for arbitrarily large n. Take a number m0 c N such that  
oo  x2,-Ono > 0 and Axn-1 > 0 for all n > 2re°n0 . Let the sequence {Nm}m= 0 be the same as the 
one in the proof of Theorem 1. Define {rn}n~=l as 
. 1 1 ( r* ) 
r 1 = ~0~, r*+l = 2 \1  - - r*  +a  , n = 1 ,2 , . . . .  
Later, we will prove that  0 < r n < 1 (n = 1 ,2 , . . . )  and therefore, the definition of r* is 
meaningful. It  is obvious that  A2xn_l <_ 0 and 
AXNI-1 ~_ AXN2-1 ~_ "'" ~_ A:rNm-1 ~ "'" > O. 
Using the nondecreasing of xn, nonincreasing of Axn_l, and condition (3) we can estimate 
AXNm_ 1 -- AXNm+I_ 1 
> 
Nm+l-1 Nm+l-1 
i~Nm i=Nm 
m 
j=l 
~ AXNj-I(Nj -- Nj-I) 
j=l 
Pi 
N,n+l--1 
Z p~ 
i~N)n  
Nm+l-1 
i=N~ 
-~ j=l ~ A:~Nj-1 (2 J+m°no-  2J-l+m°n°)] 
m 
C~ 
>_ 2-- ~ ~ 2J-lAxgj-1. 
j=l 
2m+l+m°n0-1 
i=2'n+mOno 
(16) 
Especially, we have 
C~ 
AXNI-1 -- AXN2-1 >_ -~ AXNI-1, 
hence, 0 < r~ = a /2  < 1 and r~AxNI-1 < AXNI-1.  NOW we claim that  for all m e N, 
m 
r*AxN~._I <_ ~-~ Z 2J-IAxNj -1 < AXNm-I' (17) 
j=l 
$ 
0 < r m < 1. (18) 
In fact, we have proved that  (17) and (18) are valid for m = 1. Assume (17) and (18) are true 
for m = k, i.e., 
k 
C~ r~AxNk-1 <_ ~-g Z 2J-1AxNj -1 < AxNk-1, (19) 
j=l 
0 < r k < 1. (20) 
In view of (16), we have 
k 
0 < AXN~+I-1 <_ AXN~-I -- ~ ~ 2J-lAxNj-1 
j=l  
(21) 
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Combining (19) and (21) we obtain 
0 < AXNk+I_ 1 -- 1 <_ 
k 1 - r~ c~ 
r~ " 2 -2 y~ 2 J - IAxN~- I '  
j= l  
Hence, 
Again from (16), 
k+l 
C~ 
O< 5 ( r; + o~ AXNk+I_ 1 --< ~ Z 2 J - IAzN5 -1" 
j= l  
(22) 
k+l C~ 
AXNk+,-1 > 2-K~ T Z 2J-IAXN, -1" (23) 
j= l  
Inequalities (22) and (23) mean that (17) and (18) are also true for m = k + 1, therefore they 
are true for all m E N. 
Since 
, o~ 1( r; ) , 
O<r l=~< 5 k , l _ r~+a =r=<l ,  
in view of the increasing of f(y) in y E (0, 1), by the induction we arrive at 
0 <r  1 <r 2 < . . .  < r n < . . .  < 1, 
hence, 
1 ( r~ ) 
0<rn+l=2 \ l - r  n +c~_ <1,  (24) 
* 2/3. Let r* * which asserts that 0 < r n < = limn-+oo r n, then 0 < r* _< 2/3. Letting n go to 
infinity in (24) we obtain that 
r* 1 (  r• ) 
=5 i _---~ + oL <1, 
i.e., 
2r .2 - (1 + ~)r* + c~ = 0. 
But since 3 - 2V~ < c~ < 3 + 2Vr2, 
(25) 
the discriminant of the quadratic form in the last equation is 
_- - (3 -  (o  - (3 + < o, 
which contradicts the existence of 
of (1) are oscillatory and the proof is completed. 
COROLLARY 1. II e 
2n-1 
l imsupn P i=C~< 2 '  
then equation (1) is nonoscillatory. 
COROLLARY 2. If 
2n- I  
lim inf n ~,  Pi=C~>C~o, 
n "-+ O0 
i=n 
r* E (O, 2/3] satisfying (25). Hence, all nontrivial solutions 
(26) 
(2r) 
then equation (1) is oscillatory. 
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COROLLARY 3. Under the conditions of Theorem 1, every solution of (1) vanishes at most once 
in {no, no + 1, . . .  }. 
REMARK. If (4) and (5) are replaced by 
c-t-2m+lno- 1 
~0 
v, -< 2m+ln------S 
i=c+2"*no 
and 
cd_2m+ 1no-- 1 
Z o~ 
Pi > - -  
- 2mno '
i----C-b2mnO 
respectively, where c ___ 0 is a integer, then Theorem 1 and 2 are still valid. 
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