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ОБЩАЯ ХАРАКТЕРИСТИКА РАБОТЫ
1. Актуальность темы. Метод конечных элементов является од-
ним из наиболее распространённых методов решения задач математиче-
ской физики. Это связано с большой универсальностью метода, соче-
тающего в себе лучшие качества вариационных и разностных методов.
К его несомненным достоинствам относятся возможность использования
разнообразных сеток, сравнительная простота и единообразие способов
построения схем высоких порядков точности в областях сложной фор-
мы. Метод естественным образом сохраняет основные свойства опера-
торов исходных задач, такие как симметрия, положительная определен-
ность и т. п.
Классические варианты МКЭ повышенного порядка точности пред-
полагают использование пространств элементов высокой гладкости. Воз-
никающие на этом пути численные алгоритмы зачастую оказываются
весьма трудоемкими. Стремление использовать более простые элемен-
ты объясняет появление специального класса схем МКЭ — смешанных
методов конечных элементов. Главное преимущество таких схем состо-
ит в возможности использования простейших конечных элементов.Это
достигается путем снижения порядка уравнений при помощи введения
вспомогательных неизвестных. Как правило, эти неизвестные связаны
с производными искомых функций и имеют определенный физический
смысл (например, — это поток, изгибающие моменты, и т.д.), их вычис-
ление зачастую представляет даже больший практический интерес.
Смешанные методы для линейных задач изучены достаточно хоро-
шо. Достаточно полный обзор таких методов проведён в книге Ф. Бреззи
и М. Фортина «Смешанные и гибридные методы конечных элементов».
Изучением смешанных методов для решения нелинейных задач, таких,
как уравнения Кармана, нелинейные задачи монотонного типа, упруго-
пластические пластины, занимались Л.Ш. Заботина, М.М. Карчевский,
А.Д. Ляшко, М.Р Тимербаев, Х. Манузи, М. Фархлул.
Теория смешанных методов для линейных, а также весьма широ-
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ких классов нелинейных эллиптических уравнений в пространствахW
(1)
2
развита к настоящему времени достаточно полно. Значительно слабее
изучены теоретические вопросы смешанного метода конечных элемен-
тов для эллиптических уравнений в пространствах W
(1)
p и уравнений
в W
(1)
2 допускающих вырождение по нелинейности. В то же время, мно-
гие важные прикладные задачи приводят именно к таким уравнениям.
К ним относятся, например, стационарные задачи теории фильтрации
жидкости, подчиняющейся закону фильтрации с предельным градиен-
том сдвига.
2. Цель и задачи работы состоят в построении смешанных схем
метода конечных элементов для квазилинейных эллиптических уравне-
ний второго порядка, получении условий разрешимости и сходимости
схем, оценок точности; построении и исследовании итерационных мето-
дов их численной реализации.
3. Научная новизна. Построены и исследованы смешанные схе-
мы метода конечных элементов для уравнений с квазилинейными сильно
монотонными операторами в пространствахW
(1)
p и вырождающимися по
нелинейности операторами в W
(1)
2 . В частности, получены оценки ско-
рости сходимости схем для задач с сильно монотонными операторами,
для задач с монотонными операторами, допускающими вырождение по
нелинейности, доказана слабая сходимость приближенного решения к
точному при стремлении шага сетки к нулю, получены условия, при ко-
торых «поток» однозначно определяется по исходным данным задачи.
Предложены итерационные методы решения рассмотренных сме-
шанных схем, получены оценки скорости сходимости для задач с сильно
монотонными операторам и доказана сходимость приближенных реше-
ний и «потоков» к точным.
Предложенные смешанные схемы применены для решения нелиней-
ных задач теории фильтрации с предельным градиентом и точечным
источником.
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4. Основные результаты работы.
1. Оценки точности схем МКЭ для уравнений с квазилинейными силь-
но монотонными операторами в пространствах W
(1)
p и теоремы о
сходимости схем МКЭ для уравнений с вырождающимися по нели-
нейности операторами в W
(1)
2 .
2. Итерационные методы решения смешанных схем МКЭ для уравне-
ний с квазилинейными сильно монотонными операторами и вырож-
дающимися по нелинейности операторами в W
(1)
2 .
3. Оценки скорости сходимости итерационных методов решения сме-
шанных схем МКЭ для уравнений с квазилинейными сильно мо-
нотонными операторами и теоремы о сходимости для уравнений с
вырождающимися по нелинейности операторами в W
(1)
2 .
4. Смешанные методы решения нелинейных задач теории фильтрации
с предельным градиентом сдвига и точечными источниками.
5. Теоретическая и практическая ценность. Полученные в
диссертации результаты и предложенные приближенные методы могут
быть использованы при численном решении конкретных прикладных
задач, при теоретическом исследовании смешанного метода конечных
элементов для нелинейных задач, в учебном процессе — при разработке
новых учебных курсов.
6. Достоверность результатов работы. Все результаты, полу-
ченные в диссертации, верны и подтверждены строгими математиче-
скими доказательствами и результатами численных экспериментов для
модельных задач.
7. Апробация работы. Основные результаты диссертации до-
кладывались на Пятом Всероссийском семинаре «Сеточные методы для
краевых задач и приложения», посвященном 200-летию Казанского го-
сударственного университета, Казань, 17–21 сентября 2004 г., на Между-
народной научной конференции «Актуальные проблемы математики и
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механики», Казань, 26 сентября–1 октября 2004 г., на V Республиканской
научно-практической конференции молодых учёных и специалистов, Ка-
зань, 9 июня 2005 г., на Шестом Всероссийском семинаре «Сеточные ме-
тоды для краевых задач и приложения», Казань, 1–4 октября 2005 г.,
на III международной конференции «Математические идеи П.Л. Чебы-
шёва и их приложение к современным проблемам естествознания», Об-
нинск, 14–18 мая 2006 г., на VII международной конференции «Диффе-
ренциальные уравнения и их приложения», Саранск, 17–19 мая 2006 г.,
на I международной научно-технической конференции «Аналитические
и численные методы моделирования естественнонаучных и социальных
проблем», Пенза, 14–15 сентября 2006 г., на Седьмом Всероссийском се-
минаре «Сеточные методы для краевых задач и приложения», Казань,
21–24 сентября 2007 г., на итоговых научных конференциях Казанско-
го государственного университета за 2004–2006 г.г., на научных семина-
рах кафедры вычислительной математики Казанского государственного
университета под руководством А.Д. Ляшко и М.М. Карчевского.
8. Публикации результатов. По теме диссертации опубликова-
но 11 работ, в том числе одна статья в издании из списка ВАК.
9. Благодарности. Диссертационная работа выполнена при ча-
стичной финансовой поддержке РФФИ (грант №06-01-00633).
10. Структура и объём работы. Диссертация состоит из вве-
дения, трёх глав, списка литературы, содержащего 108 наименований.
СОДЕРЖАНИЕ РАБОТЫ
Во введении обоснована актуальность тематики исследований,
сформулирована цель работы, дан обзор работ, близких к тематике дис-
сертации, изложено содержание диссертации.
В первой главе диссертации рассмотрена задача Дирихле для ква-
зилинейного эллиптического уравнения второго порядка в ограниченной
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области Ω с липшицевой границей ∂Ω:
− div a(x,∇u) + a0(x, u) = f(x), x ∈ Ω,
u(x) = 0, x ∈ ∂Ω,
(1)
где a(x, ξ) = (a1(x, ξ), a2(x, ξ)), ξ ∈ R
3.
Относительно коэффициентов задачи предполагаются выполненны-
ми условия сильной монотонности и ограниченности, т. е. при 1 < p < 2
функции ai(x, ξ), i = 0, 2 удовлетворяют неравенствам
|ai(x, ξ)− ai(x, η)| 6 c1|ξ − η|
p−1, i = 0, 2, (2)
(a(x, ξ)− a(x, η)) · (ξ − η) (|ξ|+ |η|)2−p > c4|ξ − η|
2
∀ξ, η ∈ R3, x ∈ Ω, c4 = const > 0,
(3)
где a(·) = (a0(·), a1(·), a2(·)), при p > 2
|ai(x, ξ)− ai(x, η)| 6 c2|ξ − η|(|ξ|+ |η|)
p−2, i = 0, 2 (4)
(a(x, ξ)− a(x, η)) · (ξ − η) > c3|ξ − η|
p ∀ξ, η ∈ R3,
x ∈ Ω, c3 = const > 0.
(5)
Для исходной задачи введено понятие обобщённого решения. Под
обобщённым решением задачи (1) понимается функция u ∈
◦
W 1p (Ω),
p > 1 , удовлетворяющая интегральному тождеству
L(u, v) ≡
∫
Ω
(a(x, u,∇u) · ∇v + a0(x, u,∇u)v)dx =
=
∫
Ω
fvdx ≡ (f, v) ∀v ∈
◦
W
1
p (Ω).
Существенным при построении смешанной схемы первой главы, яв-
ляется наличие обратного оператора у a(x, ·), что обусловлено выбором
«потока» в качестве вспомогательной переменной. В связи с этим далее
предполагается, что a(x, ·) не зависит от u, т. е. a(x, u,∇u) = a(x,∇u).
Относительно a0(x, ·) будем считать, что a0(x, u,∇u) = a0(x, u) и удо-
влетворяет условию
(a0(x, ξ)− a0(x, η)) · (ξ − η) > 0 ∀ξ, η ∈ R
1. (6)
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Лемма 1. Пусть выполнены условия (2)–(6). Тогда оператор
a(x, ·) имеет обратный оператор a−1(x, ·), обладающий свойствами
(φ− ψ) ·
(
a−1(x, φ)− a−1(x, ψ)
)
> c5|φ− ψ|
q,∣∣a−1(x, φ)− a−1(x, ψ)∣∣
p
6 c6|φ− ψ|
q−1
q 6
6 c6 (|φ|+ |ψ|)
q−2 |φ− ψ|, 1 < p < 2 ∀φ, ψ ∈ R2;
(φ− ψ) ·
(
a−1(x, φ)− a−1(x, ψ)
)
(|φ|+ |ψ|)2−q > c7|φ− ψ|
2,
|a−1(x, φ)− a−1(x, ψ)|p 6 c8|φ− ψ|
q−1
q , p > 2 ∀φ, ψ ∈ R
2.
В третьем параграфе сформулирована смешанная постановка зада-
чи. При этом используется пространство
H(div,Ω) = Hq(div,Ω) =
{
j ∈ (Lq(Ω))
2 : div j ∈ Lq(Ω)
}
с нормой ‖j‖qHq(div, Ω) =
∫
Ω
(|j|q + | div j|q)dx.
Если u — обобщённое решение задачи (1), то при j = a(x,∇u)
j ∈ Hq(div, Ω) и выполнены соотношения∫
Ω
[−div j+a0(x, u)] v dx =
∫
Ω
f(x)v(x) dx ∀v ∈ Lp(Ω),∫
Ω
a−1(x, j) · q dx+
∫
Ω
u div q dx = 0 ∀q ∈ Hq,
(7)
которые кладутся в основу расширенной постановки задачи (1), а имен-
но, разыскивается пара функций (u, j) ∈ Lp(Ω)×Hq(div,Ω), удовлетво-
ряющих интегральным тождествам (7).
Те о р ема 1. При любой функции f ∈ Lq(Ω) решение задачи (7)
существует.
Для смешанной постановки задачи доказана теорема устойчивости,
из которой следует единственность решения задачи.
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Те о р ема 2. Задача (7) является устойчивой по правой части,
то есть если (u1, j1) – решение, соответствующее правой части f1,
а (u2, j2) – решение, соответствующее правой части f2, то в случае
p > 2 справедлива оценка
‖u2 − u1‖
p
Lp(Ω)
+ ‖j2 − j1‖
q
Hq(div, Ω)
6 C
(
‖f2 − f1‖
p
2p−3
Lq(Ω)
+
+ ‖f2 − f1‖
q
3−q
Lq(Ω)
+
(
‖f2 − f1‖Lq(Ω) + ‖f2 − f1‖
1
2p−3
Lq(Ω)
,
)q) (8)
а в случае 1 < p < 2 — оценка
‖u2 − u1‖
p
Lp(Ω)
+ ‖j2 − j1‖
q
Hq(div, Ω)
6 C
(
‖f2 − f1‖
p(p−1)
Lq(Ω)
+
+ ‖f2 − f1‖
p
Lq(Ω)
+
(
‖f2 − f1‖
p−1
Lq(Ω)
+ ‖f2 − f1‖Lq(Ω)
)q)
.
(9)
Постоянная C имеет вид
C = max
(
1, c(‖f2‖Lq(Ω) + ‖f1‖Lq(Ω))
q(2−q)/(3−q),
c
(
‖f2‖
q−1
Lq(Ω)
+ ‖f1‖
q−1
Lq(Ω)
)q(p−2))
при p > 2 и
C = max
(
1, c
(
‖f2‖Lq(Ω) + ‖f1‖Lq(Ω)
)q(q−2)/(q−1)
,
c(‖f2‖
p−1
Lq(Ω)
+ ‖f1‖
p−1
Lq(Ω)
)(q−2)(q+p)/(q−1)
)
при 1 < p < 2.
В четвёртом параграфе проводится дискретизация задачи в смешан-
ной постановке. При этом полагается, что область Ω является много-
угольником, на котором выполнена правильная регулярная триангуля-
ция Th. Для приближения функции u на каждом конечном элементе
используется пространство Pk полиномов степени k по совокупности пе-
ременных, а для приближения функции j — пространство полиномов
Равьяра — Тома вида
RTk(K) = (Pk(K))
2 ⊕ xPk(K), x = (x1, x2),
где K — треугольник триангуляции. На всей области Ω функции u и j
приближаются соответственно функциями из пространств
Mh = {vh ∈ Lp(Ω); vh|K ∈ Pk(K) ∀K ∈ Th} ,
Nh = {qh ∈ Hq; q|K ∈ RTk(K) ∀K ∈ Th} .
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Под приближенным решением задачи (7) понимается пара функций
(uh, jh) ∈Mh ×Nh = Xh, удовлетворяющих системе уравнений
∫
Ω
[− div jh + a0(x, uh)] vh dx =
∫
Ω
f(x)vh(x) dx,∫
Ω
a−1(x, jh) · qh dx+
∫
Ω
uh div qh dx = 0 ∀(vh, qh) ∈ Xh.
(10)
Приближенная задача является устойчивой по правой части, при
этом имеют место оценки аналогичные (8) и (9). Относительно прибли-
женного решения задачи доказана
Те о р ема 3. Задача (10) имеет единственное решение при лю-
бой правой части f ∈ Lq(Ω).
В пятом параграфе получены оценки точности смешанной схемы.
Те о р ема 4. Пусть (u, j) — решение смешанной задачи (7),
а (uh, jh) — решение приближенной смешанной задачи (10), выполнены
условия гладкости
u ∈ W (k+1)p (Ω), j ∈
(
W (k+1)p (Ω)
)2
, div j ∈ W (k+1)q (Ω).
Тогда в случае p > 2
‖u− uh‖
p
Lp(Ω)
+ ‖j − jh‖
q
Lq(Ω)
+ ‖ div(j − jh)‖
p
Lq(Ω)
6
6 ch(k+1)
q
3−q
(
‖u‖q
W
(k+1)
p (Ω)
+ ‖j‖q
W
(k+1)
q (Ω)
+ ‖ div j‖q
W
(k+1)
q (Ω)
) 1
3−q
6
6 Ch(k+1)
q
3−q
и в случае 1 < p < 2
‖u− uh‖
p
Lp(Ω)
+ ‖j − jh‖
q
Lq(Ω)
+ ‖ div(j − jh)‖
q
Lq(Ω)
6
6 c
(
h(k+1)p‖u‖p
W
(k+1)
p (Ω)
+
+h(k+1)q
(
‖j‖q
W
(k+1)
q (Ω)
+ ‖ div j‖q
W
(k+1)
q (Ω)
))
6 Ch(k+1)p.
В шестом параграфе предложены итерационные методы решения
приближенной задачи (10) и рассмотрены способы их численной реа-
лизации.
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Оператор Ah введён соотношением
Ahuh · vh =
∫
Ω
(− div j(uh) + a0(x, uh))vhdx ∀uh, vh ∈Mh,
где j(uh) ∈ Nh определяется уравнением∫
Ω
a−1(jh(uh)) · qhdx+
∫
Ω
uh div qhdx = 0 ∀qh ∈ Nh.
При таком определении оператора Ah приближенная задача (10) может
быть переписана в виде
Ahuh = fh, fh · vh =
∫
Ω
fvhdx ∀vh ∈Mh. (11)
Оператор Bh определён как частный случай Ah, соотношением
Bhuh · vh =
∫
Ω
j∗h(uh) · j
∗(vh)dx ∀uh, vh ∈Mh,
где j∗h(uh) ∈ Nh удовлетворяет соотношению∫
Ω
j∗h(uh) · qhdx+
∫
Ω
uh div qhdx = 0 ∀qh ∈ Nh.
Для решения задачи (10) предлагается использовать итерационный про-
цесс:
Bh
uk+1h − u
k
h
τ
+ Ahu
k
h = fh, k = 0, 1, . . . , (12)
где u0h задана, а τ > 0 — итерационный параметр.
Реализация итерационного метода (12) может быть сведена к реше-
нию системы уравнений с седловой матрицей:
Dhg
k
h +Chw
k
h = 0,
−CTh g
k
h = F
k
h ,
(13)
и uk+1h = u
k
h + τw
k
h. Здесь
Dhjh · qh =
∫
Ω
jh · qhdx ∀jh, qh ∈ Nn,
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Chvh · qh =
∫
Ω
vh div qhdx ∀vh ∈Mh, qh ∈ Nn,
F kh · vh =
∫
Ω
(f + div jkh − a0(x, u
k
h))vhdx ∀vh ∈Mh.
Система (13) возникает при решении уравнения Пуассона с исполь-
зованием смешанного метода конечных элементов. Прямые и итераци-
онные методы решения таких системы достаточно хорошо изучены.
Из (13) видно, что Bh = C
T
hD
−1
h Ch. Матрицы Bh и B˜h = h
−2CTh Ch
энергетически эквивалентны:
c−11 B˜h 6 Bh 6 c
−1
0 B˜h,
поэтому наряду с итерационным процессом (12) предлагается использо-
вать итерационный процесс
B˜h
uk+1h − u
k
h
τ
+Ahu
k
h = fh, k = 0, 1, 2, . . . .
Реализация нового итерационного процесса с B˜h существенно проще,
чем реализация итерационного процесса с Bh, так как вместо решения
системы с седловой матрицей здесь приходится решать систему с сим-
метричной положительно определенной ленточной матрицей B˜h мень-
шей размерности.
Те о р ема 5. Пусть p = 2 и выполнены условия (2), (3), (6). Тогда
оператор Ah является сильно монотонным и липшиц-непрерывным в
энергетической норме Bh, т. е. имеют место неравенства
(Ahuh − Ahvh) · (uh − vh) > c3‖uh − vh‖
2
Bh
∀uh, vh ∈Mh,
|(Ahuh −Ahvh) · wh| 6 c1‖uh − vh‖Bh‖wh‖Bh ∀uh, vh, wh ∈Mh.
Здесь ‖uh‖Bh = (Bhuh ·uh)
1/2 – это норма, соответствующая операто-
ру Bh.
С использованием свойств сильной монотонности и липшиц-непре-
рывности в энергетической норме Bh доказана
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Те о р ема 6. Пусть выполнены условия (2), (3), (6). Тогда после-
довательность ukh, построенная с использованием итерационного ме-
тода (12), сходится для любого начального приближения u0h, и для лю-
бого τ ∈ (0, c50/c
4
1] к решению задачи (11) и имеет место оценка
‖uk+1h − uh‖Bh 6 q(τ)‖u
k
h − uh‖Bh,
где 0 < q(τ) < 1.
Оценки скорости сходимости итерационного метода (12) не зависят
от шага сетки h. Следовательно, объём вычислительной работы, необ-
ходимый для решения исходной системы, определяется в основном ис-
пользуемым для решения системы (12) методом.
Вследствие эквивалентности матриц B˜h и Bh все утверждения от-
носительно сходимости первого итерационного метода сохраняются (с
очевидной корректировкой условий на параметр τ) и для второго пред-
ложенного итерационного метода с матрицей B˜h.
Во второй главе рассмотрена задача Дирихле для двумерного ква-
зилинейного дивергентного эллиптического уравнения второго порядка,
допускающего вырождение по нелинейности на некоторой подобласти
определения решения. Решается задача
−div a(x, u,∇u) + a0(x, u,∇u) = f(x), x ∈ Ω,
u(x) = 0, x ∈ Γ
(14)
в ограниченной области Ω ⊂ R2 с липшицевой границей Γ. Здесь
a(x, φ) = (a1(x, φ), a2(x, φ)), a0(x, φ) — заданные функции, непрерыв-
ные при x ∈ Ω, φ = (φ0, φ1, φ2) ∈ R
3.
Относительно коэффициентов задачи предполагаются выполненны-
ми алгебраические условия монотонности, коэрцитивности и ограничен-
ной нелинейности:
(a(x, φ)− a(x, ψ)) · (φ− ψ) > 0 ∀x ∈ Ω, φ, ψ ∈ R3, (15)
a(x, φ) · φ > c1(φ
2
2 + φ
2
3)− c2 ∀x ∈ Ω, φ ∈ R
3, (16)
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|a(x, φ)| 6 c3(1 + |φ|) ∀x ∈ Ω, φ ∈ R
3, (17)
где a(x, φ) = (a0(x, φ), a1(x, φ), a2(x, φ)), c1, c2 = const > 0.
Условия, налагаемые на функции, образующие уравнение, являются
весьма общими и допускают вырождение уравнения по градиенту на
некоторой подобласти определения решения. Оператор задачи при этом
оказывается лишь монотонным.
Под обобщённым решением задачи (14) понимается функция
u ∈
◦
W 12 (Ω), удовлетворяющая интегральному тождеству
L(u, v) ≡
∫
Ω
(a(x, u,∇u) · ∇v + a0(x, u,∇u)v) dx =
=
∫
Ω
fv dx ≡ (f, v) ∀v ∈
◦
W
1
2 (Ω).
(18)
Во втором параграфе формулируется смешанная задача. В качестве
вспомогательной переменной при построении смешанной задачи пред-
лагается выбирать функцию j = ∇u. При этом, если u — обобщённое
решение задачи (14), то тождественно выполняется система
∫
Ω
a(x, u, j(u)) · j(v) + a0(x, u, j)v dx =
∫
Ω
fv dx ∀v ∈ L2(Ω),
∫
Ω
j(u) · q dx+
∫
Ω
u div q dx = 0 ∀ q ∈ H(div,Ω).
(19)
Система (19) кладётся в основу смешанной постановки, а именно, разыс-
кивается пара функций (u, j) ∈ L2(Ω)× (L2(Ω))
2, удовлетворяющая ин-
тегральным тождествам (19).
В третьем параграфе формулируется дискретная смешанная зада-
ча. Относительно области Ω, как и в первой главе, предполагается, что
она является многоугольником. Вводится правильная регулярная три-
ангуляция Th. Функции u и h приближаются функциями из пространств
Mh и Nh соответственно.
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Под приближенным решением задачи (14), понимается пара функ-
ций (uh, jh) ∈ Xh = Mh ×Nh таких, что∫
Ω
(a(x, uh, jh(uh)) · jh(vh) + a0(x, uh, jh(uh))vh) dx =
∫
Ω
fvh dx (20)
для любых vh ∈Mh, где функция jh(uh) ∈ Nh определяется по uh ∈Mh
как решение уравнения∫
Ω
jh(uh) · qh dx+
∫
Ω
uh div qh dx = 0 ∀qh ∈ Nh. (21)
В четвёртом параграфе доказаны существование решения прибли-
женной задачи и слабая сходимость подпоследовательности приближен-
ных решений к точному.
Те о р ема 7. Пусть выполнены условия (15)–(17). Тогда задача
(20), (21) имеет по крайней мере одно решение при любой правой части
f ∈ L2(Ω). Для любого решения задачи (20), (21) справедлива априорная
оценка
‖jh(uh)‖L2(Ω) 6 c‖f‖L2(Ω), (22)
где c — постоянная не зависящая от h.
Доказано, что для любого решения (20), (21) имеет место оценка
типа неравенства Фридрихса∫
Ω
u2h dx 6 c
∫
Ω
|jh(uh)|
2 dx ∀uh ∈Mh,
которая совместно с (22) позволяет оценить ‖uh‖L2(Ω).
Те о р ема 8. Пусть выполнены условия (15)–(17). Тогда суще-
ствуют последовательности решений uh и jh(uh) и функции u
∗ и j∗
такие, что uh ⇀ u
∗, jh(uh) ⇀ j
∗ 1 в L2(Ω), причём, пара функций
u∗, j∗ является точным решением задачи (19).
1Как обычно, символ ⇀ обозначает слабую сходимость в соответствующем пространстве.
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Использование вместо условия монотонности (15) более сильного
условия (условия подчинения)
|a¯(x, ξ)− a¯(x, η)| 6 c((a¯(x, ξ)− a¯(x, η)) · (ξ − η))1/2 ∀ξ, η ∈ R3 (23)
даёт возможность доказать единственность точного и приближенного
потоков и сильную сходимость приближенного потока к точному по шагу
сетки, а именно, установлены следующие результаты.
Лемма 2. Пусть выполнены условия (16), (17), (23). Тогда «по-
ток» a¯(x, u, j(u)), построенный по решению задачи (19) и его конеч-
ноэлементная аппроксимация a¯(x, uh, jh(uh)), построенная по решению
задачи (20), (21), определяются исходными данными задачи (14) одно-
значно.
Те о р ема 9. Пусть выполнены условия (16), (17), (23). Тогда су-
ществует последовательность h→ 0 такая, что имеет место силь-
ная сходимость a(x, uh, jh(uh))→ a(x, u, j(u)) в пространстве L2(Ω).
В пятом и шестом параграфах рассматриваются итерационные ме-
тоды для решения задач допускающих вырождение по нелинейности.
Введены конечномерные операторы Ah, Ch и вектор fh соотношениями
Ahuh · vh =
∫
Ω
(a(x, uh, jh(uh)) · jh(vh) + a0(x, uh, jh(uh))vh) dx,
Bhuh · vh =
∫
Ω
jh(uh) · jh(vh) dx, fh · vh =
∫
Ω
fvh dx
∀uh, vh ∈Mh.
Для решения задачи (20), (21) предложено использовать итерационный
метод
Bh
uk+1h − u
k
h
τ
= fh − Ahu
k
h = r
k
h, k = 0, 1, 2, . . . , (24)
либо итерационный метод с B˜, рассмотренный в первой главе.
Доказана
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Те о р ема 10. Пусть выполнены условия (16), (23). Тогда суще-
ствует решение задачи (20), (21), и при любом начальном приближе-
нии u0h, 0 < τ < 2/c1 последовательность невязок Ahu
k
h−fh стремится
к нулю.
Сходимость последовательности приближений построенных с ис-
пользованием предлагаемых итерационных методов имеет место только
при более сильных ограничениях на a¯(x, p).
Те о р ема 11. Пусть выполнены условия (23) и
(a¯(x, p)− a¯(x, q)) · (p− q) > c0|p− q|
2 ∀p, q ∈ R3,
где c0 — положительная постоянная. Тогда задача (20), (21) имеет
единственное решение. Последовательность приближений, построен-
ная по итерационному методу (24), сходится к приближенному ре-
шению, т. е. ukh → uh при k → ∞. Справедлива следующая оценка
скорости сходимости итерационного метода (24):
‖uk+1h − uh‖Bh 6 ρ(τ)‖u
k
h − uh‖Bh,
где ρ(τ) = (1− 2τc0 + τ
2c21)
1/2 < 1 при 0 < τ < 2c0/c
2
1.
Таким образом, можно использовать предлагаемые итерационные
методы для решения задач с сильно монотонным оператором когда в
качестве вспомогательной переменной выбирается градиент искомого ре-
шения, при этом последней теоремой даётся оценка скорости сходимо-
сти. Важно отметить, что при этом не требуется независимость функции
a(x, ·) от u, в отличие от условий налагаемых на функцию a в первой
главе.
В третьей главе работы проведено подробное исследование сме-
шанного метода конечных элементов применительно к квазилинейным
эллиптическим вырождающимся уравнениям, возникающим при описа-
нии фильтрации жидкости, следующей закону фильтрации с предель-
ным градиентом. Особое внимание при этом уделяется построению ре-
шения, соответствующего точечному источнику заданной интенсивно-
сти. Приведены также результаты численных экспериментов.
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Рассмотрена краевая задача
− div
(
g(|∇u|)
|∇u|
∇u
)
= f(x), x ∈ Ω ⊂ R2,
u(x) = 0, x ∈ Γ.
(25)
Поле скоростей фильтрации определяется как
v = −g(|∇u|)|∇u|−1∇u,
где u — поле давлений жидкости. Изучается фильтрация в области
Ω из R2, с липшиц-непрерывной границей Γ, на которой давление счи-
тается равным нулю, при наличии источников плотности f(x).
Считаем, что функция g, определяющая закон фильтрации, пред-
ставима в виде
g(s) =
{
0, s < s0,
g∗(s− s0), s > s0,
(26)
где s0 > 0 — заданное число, называемое предельным градиентом сдви-
га.
Уравнение (25) вырождается при |∇u| 6 s0. Подобласти области Ω,
в которых выполнено это условие называются застойными зонами. Ско-
рость фильтрации в застойных зонах обращается в нуль.
Относительно функции g∗ : [0,+∞) → R1 предполагаются выпол-
ненными условия:
g∗(0) = 0, g∗(s) > g∗(t) ∀s > t > 0, (27)
g∗(s∗) > ks∗, g∗(s)− g∗(t) > k(s− t) ∀s > t > s∗, (28)
g∗(s)− g∗(t) 6 L(s− t) ∀s > t > 0, (29)
где k > 0, L > 0, s∗ > 0 — заданные постоянные.
По функции g определён оператор G : R2 → R2:
Gy =
{
g(|y|)|y|−1y, y 6= 0;
0, y = 0.
С точки зрения приложений особенно интересен случай, когда в ка-
честве функции плотности источников f(x) рассматривается функция
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qδ(x), где δ(x) есть δ-функция, сосредоточенная в начале координат.
Это соответствует задаче с точечным источником (скважиной) с задан-
ной интенсивностью (дебитом) q. Предполагается, что начало координат
принадлежит Ω.
Под обобщённым решением задачи (25), понимается функция v из
пространства
◦
W11(Ω), удовлетворяющая интегральному тождеству∫
Ω
G(∇v(x)) · ∇η(x)dx = qη(0) ∀η ∈ C∞0 (Ω). (30)
Существование решения задачи (30) доказано в работе О.А. Задвор-
нова1 на основе представления его в виде v = vr+vΓ+u, где u—функция
из
◦
W12(Ω) такая, что∫
Ω
(G(∇(vr + vΓ + u))−G(∇vr)) · ∇η dx = 0 ∀η ∈ C
∞
0 (Ω),
vr ∈ W
1
1 (Ω) — сужение на область Ω решения задачи (30) для круга
Br = {x ∈ R
n : |x| < r} ⊃ Ω,
где r > 0 фиксировано, vΓ — произвольная фиксированная функция из
пространства W 12 (Ω) такая, что
vΓ = −vr(x) ∀x ∈ Γ.
Функция vr существует и допускает явное представление, а именно,
vr(x) = pr(|x|), где
pr(s) =
r∫
s
h
( q
2π
ξ
)
dξ,
а h(s) = s∗+h∗(s), h∗ — функция, обратная к функции g∗, существование
которой обеспечивается, условиями (27)–(29) .
При построении численного метода решения задачи (30) использу-
ется ее расширенная смешанная формулировка.
1Задворнов О. А. Исследование нелинейной стационарной задачи фильтрации при наличии то-
чечного источника / Задворнов О. А. // Известия вузов. Математика. — 2005. — № 1. — С. 58–63.
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Разыскивается пара функций (u, j) ∈ L2(Ω) × (L2(Ω))
2, удовлетво-
ряющая системе
∫
Ω
(G(∇(vr + vΓ) + j(u))−G(∇vr)) · j(v) dx = 0 ∀v ∈ L2(Ω),
∫
Ω
j(v) · q dx+
∫
Ω
v div q dx = 0 ∀ q ∈ H(div,Ω).
(31)
В силу того что любое обобщённое решение задачи (25) порождает ре-
шение задачи (31), имеет место
Те о р ема 12. Пусть выполнены условия (26)–(29). Тогда реше-
ние задачи (31) существует.
Во втором и третьем параграфах третьей главы проводится дискре-
тизация смешанной постановки задачи и её исследование. При этом су-
щественно используются результаты второй главы.
Под приближенным решением задачи (25) понимается пара функций
(uh, jh(uh)) ∈ Xh таких, что∫
Ω
G0(jh(uh)) · jh(vh)dx = 0, ∀vh ∈Mh, (32)
где G0(jh(uh)) = G(∇(vr + vΓ) + jh(uh))−G(∇vr), функция jh(uh) ∈ Nh
определяется по uh ∈Mh как решение уравнения:∫
Ω
jh(uh) · qh dx+
∫
Ω
uh div qh dx = 0 ∀qh ∈ Nh. (33)
Те о р ема 13. Пусть выполнены условия (26)–(29). Тогда задача
(32), (33) имеет по крайней мере одно решение. Для любого решения
задачи (32), (33) справедлива априорная оценка:
‖jh(uh)‖L2(Ω) 6 c(‖vΓ‖L2(Ω) + 1),
где c — постоянная не зависящая от h.
В качестве приближения к скорости фильтрации естественно рас-
сматривать функцию Vh(uh) = G(∇vr +∇vΓ + jh(uh)), где uh — какое-
либо решение задачи (32), (33), для которого доказана
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Те о р ема 14. Пусть выполнены условия (26)–(29). Тогда функ-
ция Vh определяется единственным образом, и существует последо-
вательность h → 0 такая, что имеет место сильная сходимость
Vh(uh)→ V (u) в пространстве L2(Ω).
В четвёртом параграфе предлагается использовать для решения за-
дачи (32), (33) итерационный метод
Bh
uk+1h − u
k
h
τ
+ Ahu
k
h = 0, k = 0, 1, 2, . . . ,
где
Ahuh · vh =
∫
Ω
G0(jh(uh)) · jh(vh) dx ∀uh, vh ∈Mh,
Bhvh · vh =
∫
Ω
jh(uh) · jh(vh) dx ∀uh, vh ∈Mh.
Такой итерационный процесс сходится при любом начальном приближе-
нии u0h и итерационном параметре τ ∈ (0, 2/L1).
В заключительном, пятом параграфе рассмотрены варианты реали-
зации предлагаемых методов, приведены результаты численных экспе-
риментов.
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