In this note we apply the recently established Wiener-Hopf Monte Carlo (WHMC) simulation technique for Lévy processes from Kuznetsov et al. [22] to path functionals, in particular first passage times, overshoots, undershoots and the last maximum before the passage time. Such functionals have many applications, for instance in finance (the pricing of exotic options in a Lévy model) and insurance (ruin time, debt at ruin and related quantities for a Lévy insurance risk process). The technique works for any Lévy process whose running infimum and supremum evaluated at an independent exponential time allow sampling from. This includes classic examples such as stable processes, subclasses of spectrally one sided Lévy processes and large new families such as meromorphic Lévy processes. Finally we present some examples. A particular aspect that is illustrated is that the WHMC simulation technique (provided it applies) performs much better at approximating first passage times than a 'plain' Monte Carlo simulation technique based on sampling increments of the Lévy process.
Introduction
Let X := (X t ) t≥0 be a Lévy process, i.e. a (real valued) stochastic process starting from 0 with cadlag paths (right continuous and with left limits) and stationary, independent increments whose law we denote by P. A Lévy process may be thought of as a Brownian motion with drift to which an (infinite) sequence of independent compound Poisson processes are added; infinite to the extent that its small jumps may not be summable. The Lévy-Khintchine formula entails that the characteristic exponent Ψ, defined as E[e izXt ] = e −tΨ(z) for all t ≥ 0 and z ∈ R, can be expressed as Ψ(z) = σ 2 2 z 2 + iaz +
R\{0}
(1 − e izx + 1 {|x|<1} izx)Π(dx) , (1.1)
as h vanishes, due to the fact that the random walk approach misses excursions over the level u between the grid points. See Broadie et al. [6] and the references therein. The WHMC simulation method does not suffer from this bias, due to the fact that the method simulates the path of the pair (X, X) rather than just X. See also Subsection 5.2. Even though this bias is -to our best knowledge -only documented for Brownian motion, since any Lévy process can be decomposed as an independent sum where one of the components is a Brownian motion, there is no reason to expect this issue to be any less significant for a more general Lévy process or the rest of the quantities involved in (1.2). It should be mentioned that some prominent examples of Lévy processes used in finance do not allow to apply our method directly. For example, Merton's jump-diffusion model (see Merton [26] ) where the driving Lévy process X is a drifted Brownian motion plus a compound Poisson process with normally distributed jumps. As the Wiener-Hopf factors are not explicitly known in this case, the WHMC cannot be applied while plain Monte Carlo does. The same applies to the popular CGMY (see Carr et al [8] ) and NIG (see Barndorff-Nielsen [3] ) models; however due to the unavailability of the exact law of X h for a given h > 0 additional simulation techniques are necessary (see e.g. Chen et al [10] and Glasserman and Liu [16] ) and an extra error is incorporated to the plain Monte Carlo method. It is worth to mention with respect to the latest examples that a parametrisation of the β-family (a particular subclass of Lévy processes for which our methodology is straightforward, see Subsection 5.1) is such that the CGMY and NIG processes can be obtained as a limit of β-processes (see Section 4 in Kuznetsov [20] ). For such cases a dedicated study would be helpful to decide whether or not the advantages the WHMC simulation method has over plain Monte Carlo as described in the previous paragraph outweighs the disadavantage that the WHMC method only applies to an approximation of the actual driving Lévy process (cf. Ferreiro-Castilla and Schoutens [14] or Schoutens and van Damme [32] for some results in this direction).
The second approach concerns using the quintuple law from Doney and Kyprianou [12] , which can be written in the form E e −qτu 1 {Xτ u −u∈dx, u−X τu− ∈dy, u−X τu− ∈dz} = 1 q P X e(q) ∈ u − dz P −X e(q) ∈ dy − z Π(dx + y) (1.3) for q, x, y > 0 and z ∈ [0, u ∨ y]. Here and throughout e(q) denotes an exponentially distributed random variable with mean 1/q, independent of X. Hence, if we know the laws of X e(q) and X e(q) -which is exactly the condition under which our simulation method can be implemented -we might use this result to compute (1.2). However, to obtain the law of τ u from the above expression we would need to invert the right hand side over q which is in general not a very straightforward operation, see for instance Section 5 for how the laws of X e(q) and X e(q) depend on q when X is a meromorphic Lévy process. Furthermore, obtaining (1.2) still requires computing a potentially four dimensional integral, for which in general a numerical method will be required. Since the simulation method we propose in this note is a straightforward, easy to implement and efficient method for approximating (1.2) directly, with only the laws of X e(q) and X e(q) as input, in general there seems no reason not to prefer it over the quintuple law alternative.
To return to the focus of this note, in Kuznetsov et al. [22] the Wiener-Hopf Monte Carlo (WHMC) simulating technique is introduced which allows to sample from a law that is a good approximation of the law of (X T , X T ), provided that samples can be produced from X e(q) and X e(q) . This method was extended to a multilevel version and a theoretical analysis was given in Ferreiro-Castilla et al. [13] . In this note we pursue the observation that the main idea behind the WHMC simulating technique can also be used to generate samples from (an approximation of)
rather than only (an approximation of) (X T , X T ). In fact, not only (1.4) but any functional of the pair (X, X) could be handled by the method, cf. Remark 3.4. Once this observation has been established it is simply a matter of applying the usual setup: generate a large number of such samples, apply the function f to each of them and compute the resulting average to obtain an approximation of (1.2). For simplicity, in the sequel we will refer to (1.4) as the 4-tuple. The rest of this note is organized as follows. In Section 2 we recall the original WHMC simulating technique and discuss how the underlying idea is useful for path functionals as well. Section 3 is devoted to the main result, describing how to obtain an approximation of (1.4) in terms of X e(q) and X e(q) , and the convergence in distribution of this approximation to the exact law of (1.4). In Section 4 we explore the convergence rate of the approximation of the first passage time, as this is the key quantity involved in (1.2). We will show that
, where τ n u is the approximation of τ u as given by the extended WHMC simulating technique. We will also show that the extended WHMC simulating technique admits a multilevel version to approximate τ u and that such enhancement makes the algorithm optimal. Finally, the implementation, some examples and some numerical results supporting the theoretical claims and exposing the practical side of the extended WHMC simulating technique are collected in Section 5.
The WHMC simulating technique
Let us shortly recall the WHMC simulating technique as introduced in Kuznetsov et al. [22] and discuss how that setup can be used for path functionals as well. Fix some t > 0. The idea in Kuznetsov et al. [22] is to construct an approximation of the joint law of (X t , X t ) making use of a 'stochastic grid' on the time axis together with the Wiener-Hopf factorisation as follows. Recall that e(λ) denotes an exponentially distributed random variable with mean 1/λ independent of X. For any n ≥ 1, enlarge the probability space on which X lives with an i.i.d. sequence {e i (n/t)} i≥1 and define a set of grid points as
For any n the set of random points {0 = g(0, n/t) < g(1, n/t) < ...} forms a grid on the time axis, the distance between the grid points forming a sequence of i.i.d. exponentially distributed random variables; equivalently the grid points can be seen as the arrival times of a Poisson process with rate n/t. For convenience we still denote the law of X and the grid by P. The idea of using such a 'stochastic grid' was first coined in Carr [7] in the context of finding the value of American put options in a Black & Scholes model. The usefulness of this setup to sample from an approximation of (X t , X t ) relies on the following three facts.
Firstly, the celebrated Wiener-Hopf factorisation tells us that for any Lévy process X and q > 0 we have (X e(q) , X e(q) )
Secondly, making use of stationary independent increments of X, it can be shown that the above equality can be extended in the sense that we have for any n (X g(n,n/t) , X g(n,n/t) )
where V (n/t) n and J (n/t) n are random variables on a new probability space whose law can be expressed in terms of the laws of X e(n/t) and X e(n/t) in a straightforward way. See Theorem 2.1 below. i ) i≥1 ) be a sequence of i.i.d. random variables with common law equal to the law of X e(λ) (resp. X e(λ) ). Then we have for any n ∈ N
where V 
→ t as n → ∞ by the law of large numbers and since X does not jump at fixed times, we have (X g(n,n/t) , X g(n,n/t) ) a.s.
→ (X t , X t ) as n → ∞ and hence for large n the law of (V (n/t) n , J (n/t) n ) provides an approximation of the joint law of (X t , X t ). Thirdly and finally, especially in recent years many families of Lévy processes have emerged for which the laws of both X e(n/t) and X e(n/t) are known in explicit enough form to allow sampling from. Besides classical examples such as stable processes, we can mention the class of spectrally one sided Lévy processes for which the so-called scale functions are explicit enough (see e.g. Hubalek and Kyprianou [17] , Kyprianou [23] or Kyprianou et al. [24] ), meromorphic Lévy processes (cf. Kuznetsov et al. [21] ) and Vigon's [34] technique for constructing new Lévy processes from prespecified ladder height processes (and hence, through the Wiener-Hopf factorization, with prespecified laws for X e(n/t) and X e(n/t) ). Now let us discuss how the above setup is useful for producing samples from the 4-tuple as well. The idea is quite straightforward: the 'stochastic grid' as defined in (2.1) does not only satisfy g(n, n/t) a.s.
→ t as n → ∞, but for any sequence k(n) such that k(n) ∈ {0, . . . , n} and k(n)t/n a.s.
→ s ∈ [0, t] as n → ∞, we have again by the law of large numbers g(k(n), n/t) a.s.
→ s. Consequently, as above, for large n the law of (V
) provides an approximation of the law of (X s , X s ). In this sense the 'stochastic grid' becomes dense in the interval [0, t]. Furthermore, as is obvious from Theorem 2.1, due to the iterative nature of the definitions of V and J, obtaining a sample from the pair (V (n/t) n , J (n/t) n ) requires producing a sample from the vector
. Hence constructing the approximative law of (X t , X t ) automatically yields an approximative law of the vector ((X 0 , X 0 ), (X 1/n , X 1/n ), . . . , (X t , X t )) -see Proposition 2.2 below -and it is therefore at least intuitively clear that we should also be able to approximate a quantity like (1.2) . This is made rigorous in Theorem 3.1. The difficulty to be overcome is that convergence on the 'stochastic grid' is less obvious than on a traditional deterministic grid. Proposition 2.2. Let X be a Lévy process, λ > 0 and recall V and J as defined in Theorem 2.1 and the definition of the stochastic grid in (2.1). Then
Proof. This is a straightforward adaptation of the proof of Theorem 1 in Kuznetsov et al. [22] , we include it here for completeness. The proof is by induction over k. It is trivially true for k = 1 on account of (2.2). Let k ≥ 2. We have, where Y is an independent copy of X and we use the notation X s 1 ,s 2 := sup s 1 ≤u≤s 2 X u :
where the second equality uses that X has stationary, independent increments and the third equality uses (2.2) together with the induction hypothesis and the definition of the sequences (S
There is yet another heuristic justification to support the skeleton {X g(k,n/t) } k≥0 as a good random walk approximation of the Lévy process to compute pathwise quantities. It can be inferred from Doney [11] that, for all k > 0, the random variables
can be written as
k } k≥0 are random walks with the same distribution as {X g(k,n/t) } k≥0 and independent of S (n/t) 0 and I (n/t) 0 respectively. Since it is clear that
the derivations in Doney [11] assert that it is possible to 'stochastically' bound the path of X from above and below by two random walks which are equal in distribution to the skeleton constructed in Proposition 2.2, but with different random starting points. Heuristically, the random walk produced in Proposition 2.2 should be particularly useful when used to approximate pathwise quantities of X.
Approximate distribution of the 4-tuple
Let us now show how the setup introduced in the above Section 2 can be used to generate an approximate distribution of the 4-tuple as well. The idea is to approximate τ u by finding points on our 'stochastic grid' (2.1) enclosing it, i.e. k(n) ∈ N such that g(k(n) − 1, n/t) ≤ τ u ≤ g(k(n), n/t) for all n ∈ N, and evaluate the functionals involving overshoots and undershoots using these grid points.
Theorem 3.1. Let X be any Lévy process. Fix some t > 0 and u > 0. Recall V and J as defined in Theorem 2.1. Set for all n ∈ N κ (n)
(where as usual we understand inf ∅ = ∞). Then we have as n → ∞
Before we prove the above main result let us prove two technical lemmas, the first of which is a well know result reproduced here for the sake of completeness and the second one is a computation which will appear in the proof of Theorem 3.1.
Lemma 3.2. Suppose Z is a compound Poisson process with only positive jumps following an exponential distribution with mean 1/θ. Then for any u > 0 and ε ∈ [0, u)
Proof. Condition on the event that first passage over u happens at the n-th jump, this jump is now from an independent random level below u over u and follows an exponential distribution. Hence, using the lack of memory property the result for the overshoot follows. For the undershoot u − Z τu− , one can condition on the same event and use that the undershoot is the difference between u and the sum of n − 1 independent exponentially distributed random variables to conclude the proof.
Lemma 3.3. Let X be a Lévy process, T a random time, (A (n) ) n≥1 a sequence of events and (T (n) ) n≥1 a sequence of random times such that
Proof. For (3.2), fix some ε > 0 and let ε > 0, then we have
where the second term vanishes as n → ∞ by assumption, while the first can be made arbitrarily small by choosing ε small enough on account of right continuity and path regularity. Clearly (3.3) follows by similar means and left continuity of (X s− ) s≥0 .
Proof of Theorem 3.1. The proof goes by defining an auxiliary random vector which would be equal in distribution to the left hand side of (3.1) and which is such that converges in probability to the right hand side of (3.1), thus obtaining the claim of the statement. In order to define such auxiliary random vector let us first introduce the following quantities:
We first observe some relationships between the above variables. Note that we may write
Indeed, on the event {X g(k,n/t) ≤ u} we have on the one hand τ u ≥ g(k, n/t) and hence k (n) g > g(k, n/t); on the other hand we have k
X > k and hence σ (n) + > g(k, n/t). On the event {X g(k,n/t) > u}, since X does not jump at fixed times it neither does at g(k, n/t) and thus τ u < g(k, n/t), so k
Summarizing up, on the event {X g(k,n/t) ≤ u} we have that k
+ > g(k, n/t) and on the event {X g(k,n/t) > u} we have k
+ can only take values on the stochastic grid. Furthermore, we have
since by construction σ
X < ∞}, and σ (n) − = τ u can not happen a.s. due to the fact that X and {g(k, n/t)} n k=0 are independent. Now, with these definitions we have
which follows from applying the same functional to the left and right hand side of (2.3) (with λ = n/t). Hence the main result follows if we show
for which in turn it is enough to show that each component on the left hand side converges in probability to its counterpart on the right hand side. This takes up the remainder of the proof.
To prove the convergence in probability of the first component in (3.6), note that since g(n, n/t) a.s.
→ t as n → ∞ we have
and hence it is enough to show that
To prove (3.7), let ε > 0 and take 0 = t 0 < t 1 < . . . < t N = t such that t i − t i−1 < ε/2 for all i. Then
where for any
Fix 1 ≤ i ≤ N and let k(n) = n(t i + ε/2)/t and k(n) = n(t i−1 − ε/2)/t for n ≥ 1, then we see
as n → ∞ since the law of large numbers ensures that
Finally, we use (3.9) and (3.10) in (3.8) to conclude (3.7). For the second component of (3.6), we use again the convergence of g(n, n/t) → t and the fact that X does not jump at fixed times to note
Using this with 1 {k
In virtue of (3.2) in Lemma 3.3 and recalling (3.4) to check that σ
X < ∞}, the above limit will hold if we show that
For any ε > 0 recall the partition of [0, t] in (3.8). Then
where for any x ≥ 0
Since υ (n) is nothing but the first passage time over x by a compound Poisson process with exponential jumps with mean t/n we see from Lemma 3.2 that the right hand side of (3.11) indeed vanishes as n → ∞.
For the third and forth component of (3.6), a similar argument as the one in the beginning of the previous paragraph will tell us that it is enough to show
as n → ∞. Recalling (3.5) to check the assumptions of (3.3) in Lemma 3.3, both limits above will hold if we prove 1 {k
For this we may apply the obvious analogue to the argument in (3.11), with the understanding that rather than υ (n) (x) − x we now need to make use of
as it is apparent from the definition of σ (n) − and (3.5). However this expression is nothing but the undershoot of a compound Poisson process with exponential jumps at first passage over x, hence Lemma 3.2 again applies to yield the result. Remark 3.4. As will be clear from the setup and the above proof, there is nothing special about the entries in the 4-tuple other than that they can be expressed as path functionals of the pair (X, X). Any other functional of this type can be handled by the method as well, and by symmetry so can path functionals of the pair (X, X). It is worth noting though that path functionals depending on both X and X can (in general) not be handled by the current method as there is no analogue of (2.2) for the pair (X e(q) , X e(q) ).
Remark 3.5. One might argue that a weakness of the WHMC simulation method is the fact that we replace the fixed time t by a random variable g(n, n/t) and the a priori error this causes. In Ferreiro-Castilla et al. [13] a comprehensive error analysis is carried out for the bivariate distribution (X g(n,n/t) , X g(n,n/t) ) from where convergence rates are derived in terms of the moments of g(n, n/t). For a Lévy process with finite second moment it is deduced that E[(X g(n,n/t) − X t ) 2 ] = O(n −1/2 ). Reassuringly, the WHMC simulation technique clearly outperforms 'plain' Monte Carlo when the running supremum gets involved. Cf. also Subsection 5.2 below.
Convergence rate of the first passage time
All quantities involved in (1.2) ultimately depend on the first passage time. We now derive a convergence rate for the approximation of the first passage time in order to gain some insight into the efficiency of the Monte Carlo scheme based on the construction in Theorem 3.1. Recall from the proof of Theorem 3.1 that κ
X lives on the same probability space as X. Theorem 4.1. Using the same notation as in Theorem 3.1, we have
X in the proof of Theorem 3.1 is
X := inf{k ∈ {0, . . . , n} | g(k, n/t) > τ u } and hence, conditioned on τ u , k
(n)
X follows a truncated Poisson distribution. Let us write α = τ /t to ease the notation and denote by N := {N t } t≥0 a Poisson process with rate n/t. We then write
. (4.1) We note that when τ u ≥ t (α ≥ 1) the term (I) vanishes and hence
where the last equality follows from the observation that N τu has a Poisson distribution with parameter τ u n/t = αn and the one-sided Chebyshev inequality, i.e.
for a real random variable Z with mean µ and variance σ 2 . We now bound the probability factor in (II) by 1 and note
where the last equality follows from (1 + x) ≤ e x for x ≥ 0. The claim of the statement follows by noting that (4.2) and (4.3) are upper bounds independent from τ u and applying the tower property in (4.1).
The convergence rates for the rest of the tuple seem less straightforward to derive, which is due to the fact that the error for the other entries in the tuple (1.4) depend more heavily on the path of X. To briefly illustrate that this is a somewhat subtle problem, it seems that if X is any Lévy process with jumps it holds that
does not vanish as n → ∞. (This claim is currently supported by numerical evidence only.) Indeed, if a joint realisation of the stochastic grid and of the process X is such that at least one jump of X occurs in the set
then the random variable inside the expectation in (4.4) is bounded below by the size of that jump squared. Hence (4.4) could only vanish if in the limit no jumps occur in J n . However some numerical experiments conducted by the authors suggest that the Lebesgue measure of J n tends to t as n → ∞ which suggests this requirement is not satisfied.
Nevertheless, even though the vanishing of (4.4) would facilitate deriving error bounds for the other entries of the tuple in the spirit of Theorem 4.1, this is not a necessary condition. Indeed, it could very well be the case that (4.4) does not vanish while the expected squared error for the remaining entries in the tuple does vanish. In Section 5 some numerical results can be found, suggesting this is indeed the case and yielding empirical numerical convergence rates.
Multilevel Monte Carlo schemes for the first passage time
In Ferreiro-Castilla et al. [13] the original WHMC simulation technique as introduced in Section 2, i.e. to approximate quantities of the form E[f (X t , X t )], was extended to a multilevel Monte Carlo algorithm under the assumption that f is uniformly Lipschitz. In principle the same multilevel scheme presented in that paper can be used to approximate (1.2) as well, provided that X has finite second moment (and provided that the random tuple approximation converges in mean square error). It is out of the scope of this paper to give the full details of such a scheme, we refer the reader to Giles [15] for the general theory of multilevel Monte Carlo methods and to Ferreiro-Castilla et al. [13] for the specifics in the adaptation to the Wiener-Hopf scheme for Lévy processes. However since we have derived the convergence rate for the first passage time approximation in the above Theorem 4.1 we are able to derive the convergence rate for its multilevel version as well. Its numerical performance is checked in Section 5.
For the following discussion it is enough to consider f : [0, t] → R Lipschitz with constant 1, fix n 0 , L ∈ N and set n = 2 n 0 for = 0, . . . , L. Let us write
The multilevel Monte Carlo algorithm proposes to estimate
In other words, the multilevel version of a Monte Carlo estimator proposes to perform regular Monte Carlo estimators in each of the expectations in the right hand side of (4.5) as an
are the Monte Carlo trials in each level and f n ,(i) denotes the i-th sample from f n . The following theorem describes the gain of this approach:
Theorem 4.2 (Ferreiro-Castilla et al. [13] ). Let t > 0 and n = n 0 2 , for some , n 0 ∈ N, suppose that there are positive constants α, β > 0 with α ≥ 1 2
where C n represents the cost of computing a single sample of f n . Then, for every ν ∈ R >0 , there exists a value L and a sequence
In Section 5 below we perform some numerical simulations for a Lévy process X belonging to the class of so-called meromorphic Lévy processes (cf. Subsection 5.1). It is inferred from Ferreiro-Castilla et al. [13] that any functional applied to the random walk generated in (2.3) satisfies condition (iii) above. The Lipschitz assumption on f and the triangle inequality together with Theorem 4.1 ensure that β = 1 and therefore, up to logarithms, the multilevel Monte Carlo estimator of f (τ u ∧ t) provided by the above Theorem 4.2 is optimal. Note that in the regime β = 1 the bias does not play a role in the convergence of the algorithm. That is, the scheme proposed here used in a multilevel Monte Carlo estimator of the quantity E [f (τ u ∧ t)] is optimal.
Numerical implementation
In this section we discuss some examples of implementations of the method. Our aim is to show that the method is easily implemented, has a clear advantage over a 'plain' Monte Carlo approach (cf. Subsection 5.2) and give some intuition about the convergence rates of the method. There are already other studies available which highlight the numerical performance of the WHMC simulation technique in terms of computation time (cf. Ferreiro-Castilla et al. [13] or Schoutens and van Damme [32] ), at least for the original setup to approximate quantities depending on (X t , X t ) for some t > 0 (cf. Section 2). For this reason we focus here on a more qualitative numerical analysis in order to gain further insight into how the WHMC simulation technique performs and we omit speed comparisons which ultimately depend on the particular problem in hands.
The β-family
With the exception of Subsection 5.2 we choose X to be a member of the β-family of Lévy processes to perform the numerical experiments. This is a subclass, like the θ-processes (cf. Kuznetsov [19] ) and general hypergeometric Lévy processes (cf. Kuznetsov et al. [22] ), of the family of so-called meromorphic Lévy processes as recently introduced in Kuznetsov et al. [21] . The class of meromorphic Lévy processes is very rich: paths of bounded and unbounded variation and both finite and infinite activity jumps can be generated. In terms of the triplet (cf. (1.1) ) a meromorphic Lévy process can be characterized by any σ, a and any Lévy measure that can be written as a (possibly infinite) mixture of exponential distributions on R <0 and R >0 . The name comes from the fact that their characteristic exponent Ψ can be extended to a meromorphic function on C.
In particular, a member of the β-family has a Lévy measure with a density π given by
where α i , β i > 0, c i ≥ 0 and λ i ∈ (0, 3). For our simulation method we need to know the laws of X e(q) and X e(q) ; they are easily obtained as follows (cf. Kuznetsov [20] for more details).
With the usual notation B(x, y) = Γ(x)Γ(y)/Γ(x+y) and ψ(x) = d dx log Γ(x), the characteristic exponent (1.1) of the Lévy-Khintchine representation can be written as
For any q > 0, the equation ζ → q + Ψ(iζ) has infinitely many zeros, all real and simple, located as follows:
Finally, under the above notation the characteristic functions for X e(q) and X e(q) are given by
In order to implement the WHMC simulation technique we need to sample from the random variables X e(q) and X e(q) . This hence requires truncation of the infinite product representation in (5.2). (Note that this applies to any meromorphic Lévy process, since in that case ϕ + q and ϕ − q take the same infinite product form albeit with different roots and poles generated by the function ζ → q + Ψ(iζ)). For example, if we truncate ϕ − q after N factors then we effectively sample from the random variable X N e(q) with characteristic function
Samples from X N e(q) are easily obtained using the observation that each factor of the finite product in (5.3) can be rewritten as
The above is nothing but the characteristic function of a measure consisting of an atom in zero plus a defective negative exponential distribution, i.e. 4) and it is straightforward to obtain samples according to such a measure. Hence the law of X N e(q)
can be expressed as a finite sum of independent random variables with a probability measure as in (5.4) . A similar construction is valid for the supremum. The above observation provides a very straightforward way to simulate the supremum and the infimum for general meromorphic Lévy processes and, as far as we know, novel. Furthermore in Ferreiro-Castilla and Schoutens [14] the mean squared error due to the truncation of the infinite product was derived:
The recent literature working with meromorphic Lévy processes typically inverts the distribution functions of X e(q) and X e(q) which are also available (cf. Kuznetsov [20] ) for producing samples. However these distribution functions are expressed as infinite sums, hence truncation has to be applied in this approach as well. Furthermore the truncated distribution function has to be inverted numerically. Since this has to happen very efficiently this inevitably introduces additional error, and it it is not easy to analyse how such error influences the end result. The above approach does not suffer from this problem.
First passage time of Brownian motion
In this subsection we take X to be a standard Brownian motion. Our goal is to present some numerical evidence for the fact that 'plain' Monte Carlo (i.e., a random walk approximation of X by sampling increments of X) yields a significant bias when it comes to approximating the first passage time, as already alluded to in the Introduction. As is well known we have P(τ u ≤ s) = 2(1−Φ(u/ √ 2s)) for s > 0, furthermore both X e(q) and −X e(q) follow an exponential distribution with mean 1/ √ 2q. It is hence straightforward to implement the WHMC simulation technique and approximate τ u . Since in the WHMC simulation technique a time step requires two samples, namely one from X e(q) and one from X e(q) (cf. Section 3) we take for the plain Monte Carlo half the step size (i.e. 1/(2n)). Figure 1 shows a plot of t → P(τ 2 ≤ t) for t ∈ [0, 50]. Figure 2 shows the errors of both plain Monte Carlo and the WHMC simulation technique. Note that also if we decrease the step size and increase the number of samples considerably for the plain Monte Carlo approximation, the corresponding error remains several factors larger than the error the WHMC simulation technique makes. Xτ u ∧ t− u u − X ( τ u ∧ t ) − u − X ( τ u∧ t ) − Figure 4 : Mean square error for the difference in consecutive levels of the approximation for the overshoot, undershoot and last maximum before passage (using log 2 -scales).
passage. We observe numerically that the decreasing rate is very close to 1/2, i.e. Nevertheless it suggests that the above convergence is plausible and indicates its possible convergence rate. The same conclusions can be derived for the overshoot and the last maximum before the first passage time according to Figure 4 .
The joint law of first passage time and overshoot
We conclude with a final example, namely consider This expression depends both on the first passage time and the overshoot. Indeed it is a simplified version of the quintuple law mentioned in the Introduction, cf. (1.3) . Note that the algorithm described in Section 2 will be the same for any functional f in (1.2) and therefore we only provide here a simplified example of (1.2) for the sake of completeness. Note that any comprehensive numerical analysis of (1.2) will require some assumptions on the smoothness of f , see for instance Ferreiro-Castilla et al. [13] for an error analysis of E[f (X 1 , X 1 )] where f is uniformly Lipschitz. Indeed, the above quantity is a simplified version of the Gerber-Shiu penalty function as used in the insurance literature (see e.g. [2] and the references therein). For meromorphic Lévy processes a closed form expression is available for v -which is a reason for choosing this example -in terms of the roots and poles of the function ζ → q+Ψ(iζ), cf. Theorem 3 in Kuznetsov [21] . We choose X the same as in Subsection 5.3. Figures 5 and 6 depict the performance of our algorithm as we decrease the exponential step rate 1/n. We set the monitoring time t = 10 to let the process cross the barrier in most of the samples. (Note that τ u is defined as the first passage time when the process is left to run indefinitely, in a practical implementation such as this one we have to consider τ u ∧ t rather. However due to the exponential decay, in (5.5) the effect of replacing τ u by τ u ∧ t can be neglected for t large enough). Both plots in Figures 5 and 6 show a similar behavior consistent with the results and convergence rates in [13, 14, 32] -which only approximated the joint distribution (X t , X t ) -and the results in Section 5.3. This is a further indication that the approximation of the 4-tuple exhibits similar behaviour as the approximation of (X t , X t ) derived in earlier work.
