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Résumé
Effectuer le diagnostic automatique des réseaux de télécommunications requiert la
compréhension du phénomène de propagation de pannes et d’alarmes sur ces réseaux.
Cette compréhension permet d’acquérir des connaissances pertinentes nécessaires pour
résoudre automatiquement le problème inverse de la propagation de pannes. Deux mé-
thodes principales peuvent être utilisées pour comprendre la propagation de pannes et
d’alarmes afin de deviner ou approximer autant que possible les causes racines des ano-
malies observées sous formed’alarmes ou de paramètres hors du standard de fonctionne-
ment nominal d’un réseau. Les systèmes experts qui formulent des lois ou des règles qui
décrivent le phénomène. Lesméthodes artificielles ou inspirées des sciences de l’artificiel
pour lesquelles un phénomène n’est compris que s’il peut être reproduit par modélisa-
tion. Cette thèse propose uneméthode générique probabiliste qui facilite lamodélisation
de la propagation de pannes sur les réseaux de télécommunications de grande dimen-
sion. Cette méthode basée sur le formalisme des réseaux bayésiens est appliquée pour
développer un modèle de la propagation de pannes et d’alarmes sur le réseau d’accès
FTTH (Fiber To TheHome) de type GPON (Gigabit Passive Optical Network). Les connais-
sances métiers dites "expertes" du réseau GPON-FTTH sont utilisées pour construire la
structure et déterminer approximativement les paramètres du modèle ainsi appelé mo-
dèle "expert" du réseau GPON-FTTH. Cemodèle est confronté à la réalité en effectuant le
diagnostic des anomalies observées sur le réseauGPON-FTTH commercial de l’opérateur
de télécommunications Orange. Les résultats de diagnostic sont satisfaisants puisqu’ils
sont cohérents avec l’expertise métier du réseau GPON-FTTH. Nous montrons comment
et pourquoi les résultats de diagnostic du modèle probabiliste sont plus cohérents avec
l’expertise métier, et plus raisonnables sur un échantillon de cas de diagnostic représen-
tatifs que le système expert à base de règles actuellement en exploitation dans le système
de gestion du réseau GPON-FTTH d’Orange.
Avec l’objectif d’améliorer davantage les performances de localisation de pannes du
modèle probabiliste, nous étudions et appliquons l’algorithme EM (Expectation Maxi-
mization) afin d’ajuster automatiquement les paramètres "experts" du modèle, à par-
tir des données réelles générées par les équipements du réseau GPON-FTTH commer-
cial d’Orange. Nous montrons que le modèle probabiliste avec les paramètres optimisés
améliore raisonnablement les performances de diagnostic du modèle "expert" du réseau
GPON-FTTH.
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Abstract
Carrying out self-diagnosis of telecommunication networks requires an understan-
ding of the phenomenon of fault propagation on these networks. This understanding
makes it possible to acquire relevant knowledge in order to automatically solve the pro-
blem of reverse fault propagation. Twomain types of methods can be used to understand
fault propagation in order to guess or approximate as much as possible the root causes of
observed alarms. Expert systems formulate laws or rules that best describe the phenome-
non. Artificial intelligence methods consider that a phenomenon is understood if it can
be reproduced by modeling. We propose in this thesis, a generic probabilistic modeling
method which facilitates fault propagation modeling on large-scale telecommunication
networks. A Bayesian network (BN) model of fault propagation on GPON-FTTH (Gigabit
capable Passive Optical Network-Fiber To The Home) access network is designed accor-
ding to the generic model. GPON-FTTH network skills are used to build structure and
approximatively determine parameters of the BN model so-called expert BN model of
the GPON-FTTH network. This BN model is confronted with reality by carrying out self-
diagnosis of real malfunctions encountered on the commercial GPON-FTTH network of
Orange telecommunication operator. Obtained self-diagnosis results are very satisfying
and we show how and why the BNmodel improves self-diagnosis of this network compa-
red to the rule-based expert system currently operated by Orange.
With the main goal to improve diagnostic performances of the BN model, we study
and apply EM (Expectation Maximization) algorithm in order to automatically fine-tune
parameters of the BNmodel from tremendous amount of real data generated by the com-
mercial GPON-FTTH network of Orange.We show that the new BNmodel with optimized
parameters reasonably improves self-diagnosis previously carried out by the expert Baye-
sian network model of the GPON-FTTH access network.
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Chapitre 1
Introduction
« The actual science of logic is
conversant at present only with things
either certain, impossible or entirely
doubtful... Therefore the true logic for
this world is the calculus of
probabilities, which takes account of
the magnitude of the probability which
is, or ought to be, in a reasonable man’s
mind. »
James Clerk Maxwell, 1850
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1.1 Énoncé du problème
Les opérateurs de télécommunication font de plus en plus d’efforts pour fournir des
services de très bonne qualité à leurs abonnés. En outre, les réseaux de télécommuni-
cation doivent être fiables et robustes pour garantir également la haute disponibilité de
ces services. La gestion des réseaux est de ce fait devenue un problème central pour les
opérateurs de télécommunication qui développent des travaux de recherches afin d’auto-
matiser autant que possible les opérations complexes de gestion et d’administration des
réseaux, telles que la gestion de pannes. Le diagnostic de pannes est un aspect central de
la gestion et de l’administration d’un réseau. Une panne se définit comme la cause ra-
cine d’une ou de plusieurs anomalies survenues sur un réseau et observées sous forme
d’alarmes ou de paramètres hors du standard de fonctionnement nominal de ce réseau.
Les alarmes ou symptômes sont des manifestations externes des pannes JAKOBSON et
WEISSMANI [1993]. Le but principal du diagnostic est de retrouver aussi rapidement que
possible les causes racines des anomalies observées qui interrompent ou dégradent la
qualité de service fournie aux abonnés.
Traditionnellement, le diagnostic de pannes sur un réseau était effectué manuelle-
ment par des experts avérés de ce réseau. Cependant, le développement des réseaux de
télécommunication ces deux dernières décennies a considérablement augmenté leurs di-
mensions et complexifié leurs architectures. Les réseaux sont devenus des systèmes dis-
tribués et dynamiques de très grande dimension. Une panne survenue sur un réseau se
propage et engendre d’autres pannes et alarmes qui à leur tour en engendrent d’autres.
Ce phénomène est appelé propagation de pannes. Il s’agit d’un ensemble de relations
de causes à effets entre les causes racines, les causes intermédiaires et les alarmes ob-
servées. La conséquence de la propagation de pannes et d’alarmes est qu’une seule et
unique cause racine peut engendrer une cascade complexe et distribuée de plusieurs
autres pannes et de leurs alarmes correspondantes HOUNKONNOU [2013]. Ceci est d’au-
tant plus vrai lorsque plusieurs pannes se propagent simultanément au travers de l’ar-
chitecture distribuée d’un réseau de télécommunication de très grande dimension. La
propagation de pannes établit une relation f entre une configuration p de pannes surve-
nues sur le réseau à un instant t −δt et la configuration a d’alarmes observées à l’instant
t telle que a = f (p) ou alors p = f −1(a).
Le diagnostic de pannes est devenu trop complexe pour les experts humains qui ne
peuvent formuler et traiter que très peu d’hypothèses dans leurs raisonnements. En effet,
les humains ont besoin d’une solide expérience pour bien comprendre le phénomène de
propagation de pannes sur un réseau de grande dimension. La propagation de pannes est
un phénomène très complexe dû à la nature dynamique, distribuée et non déterministe
d’un réseau. Une seule panne peut déclencher plusieurs alarmes distinctes et une alarme
peut être déclenchée par plusieurs causes racines distinctes. Comprendre le phénomène
de propagation de pannes afin d’automatiser le diagnostic de pannes est un problème
central et critique pour les opérateurs de télécommunication. En effet, la compréhension
de ce phénomène permet d’acquérir des connaissances pertinentes sur le comportement
du réseau et nécessaires à la résolution du problème inverse de la propagation de pannes.
Diagnostiquer une anomalie observée sur un réseau revient donc à deviner ou approxi-
mer autant que possible le comportement caché f −1 de la propagation inverse de pannes
sur ce réseau. Il s’agit de partir d’une configuration a d’alarmes observées à un instant
t , de retourner dans un passé assez récent t −δt pour trouver leurs explications causales
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p = f −1(a). Ainsi le diagnostic consiste essentiellement à déterminer ou approximer la
fonction cachée f −1, c’est-à-dire trouver une application, une méthode ou un modèle h
telle que les hypothèses de pannes h(a), formulées sur la base de ce modèle, expliquent
les anomalies observées a. Autrement dit, les hypothèses de pannes h(a) sont valides si
et seulement si h(a)≃ f −1(a)= p.
1.2 Contribution
Nous présentons dans cette section le projet de recherche dans lequel s’inscrivent les
travaux menés dans cette thèse ainsi que les contributions de la thèse.
1.2.1 Le programme de recherche NOEMI d’Orange Labs
Le programme de recherche NOEMI (Network OpEration, administration, Mainte-
nance and Integration) d’Orange Labs poursuit un objectif principal : développer des
Opérations d’Administration et de Maintenance (OAM) pour la gestion flexible et auto-
matisée des équipements et des périphériques réseau, afin de faciliter l’exploitation et
la valorisation des réseaux. Cet objectif nécessite notamment le développement de nou-
velles approches de déploiement et d’intégration des réseaux ainsi que les fonctionnali-
tés associées, comprenant les aspects relatifs à la convergence fixe-mobile et à l’organi-
sation automatisée des réseaux. Le programme NOEMI se subdivise en cinq projets de
recherche parmi lesquels le projet FABOAM (Fixed Access, Backhaul and core network
OAM) qui s’intéresse au développement des opérations d’administration et de mainte-
nance des réseaux d’accès fixes, des réseaux de "backhaul" ou réseau de collecte et des
coeurs de réseaux. Les travaux de cette thèse se focalisent sur le développement des opé-
rations d’administration et de maintenance des réseaux d’accès fixes bien qu’ils soient
suffisamment génériques pour être appliqués à d’autres types de réseaux.
1.2.2 Les contributions de la thèse
Nous énumérons dans cette sous-section les contributions de cette thèse dans le do-
maine du diagnostic des réseaux d’accès fixes s’inscrivant dans le projet de recherche FA-
BOAM d’Orange Labs. De façon très synthétique, cette thèse propose une méthodologie
facilitant la modélisation des réseaux de télécommunication pour des raisons de diag-
nostic, et applique cette méthode pour le diagnostic du réseau d’accès optique GPON
(Gigabit Passive Optical Network) de type FTTH (Fiber To The Home). Les contributions
détaillées sont les suivantes :
— Unmodèle générique basé sur le formalisme des réseaux bayésiens, qui intègre les
propriétés de modularité et d’extensibilité facilitant ainsi la modélisation d’un ré-
seau de télécommunication et la reconfiguration automatique dumodèle.
— L’application de la méthode générique pour construire un modèle de la topologie
et de la propagation de pannes et d’alarmes sur le réseau d’accès optique GPON
(Gigabit Passive Optical Network) de type FTTH (Fiber To The Home). Le modèle
dit "modèle expert" puisque construit en s’appuyant sur les connaissances métiers
(dites "expertes") du réseau GPON-FTTH, est composé de deux blocs fonctionnels :
le réseau de transport et le réseau de connexion ou branchement des abonnés. Le
réseau de distribution optique (ODN) qui constitue le troisième bloc fonctionnel du
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réseau GPON-FTTH sera pris en considération un peu plus tard dans cette thèse.
— Le développement d’un outil de diagnostic appelé PANDA (Probabilistic tool for Ac-
cess Network self-DiAgnosis). Il s’agit d’une implémentation en Python du modèle
probabiliste du réseau GPON-FTTH et de l’inférence sur ce modèle. L’outil PANDA
est expérimenté pour le diagnostic de pannes sur le réseau GPON-FTTH de l’opé-
rateur Orange France. Les performances de localisation de pannes sont comparées
avec celles de l’outil DELC (Diagnostic Expert de la Ligne Cliente), un système ex-
pert à base de règles actuellement en exploitation dans le système de gestion du
réseau GPON-FTTH d’Orange.
— L’ajustement automatique des distributions de probabilités conditionnelles dumo-
dèle "expert" par une application de l’algorithme EM (Expectation Maximization)
sur un échantillon de données réelles générées par les équipements du réseau d’ac-
cès GPON-FTTH opérationnel d’Orange. Le modèle "expert" avec les paramètres
ajustés par l’EM améliore les performances de diagnostic précédemment effectué
avec le modèle "expert" initial.
— L’extension du modèle "expert" initial pour prendre en compte le réseau de dis-
tribution optique (ODN). Le modèle du bloc fonctionnel ODN proposé s’adapte à
toutes les ingénieries de distribution optique. L’ajout du modèle de l’ODN dans le
modèle "expert" initial permet d’obtenir un modèle complet pour le diagnostic de
pannes sur un réseau GPON-FTTH.
1.3 Structure de la dissertation
Cemanuscrit de thèse est organisé en neuf chapitres :
— Chapitre 1 : Il s’agit du chapitre courant qui introduit ce document tout en défi-
nissant le diagnostic dans les réseaux de télécommunication comme la résolution
exacte ou approchée du problème inverse de la propagation de pannes et d’alarmes
sur ces réseaux.
— Chapitre 2 : l’état de l’art dans le domaine du diagnostic des réseaux est présenté
dans ce chapitre. Deux approches principales sont exposées : (1) les systèmes ex-
perts à base de règles qui formulent des règles ou des lois pour décrire et com-
prendre le phénomène de propagation de pannes, (2) les approches inspirées des
sciences de l’artificiel qui considèrent qu’un phénomène n’est compris que lors-
qu’il peut être reproduit ou simulé. Ces approches prennent de la distance par rap-
port au phénomène de propagation de pannes et essayent de l’approcher dans son
comportement. Dans cette dernière catégorie se rangent les méthodes de diagnos-
tic à base de modèle qui développent des raisonnements sur un modèle ou une
représentation explicite de la structure et du fonctionnement du réseau, les mé-
thodes qui essayent d’apprendre artificiellement le comportement du réseau sans
le modéliser. L’apprentissage se fait dans ce cas à partir des données générées par
les équipements du réseau à diagnostiquer. Ces études nous ont permis de choi-
sir objectivement le formalisme basé sur les réseaux bayésiens autour duquel nous
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avons développé une méthode générique de modélisation d’un réseau de télécom-
munication pour des raisons de diagnostic.
— Chapitre 3 : Les algorithmes de raisonnement ou d’inférence probabiliste exacte sur
un réseau bayésien sont étudiés dans ce chapitre. Les réseaux bayésiens ayant une
topologie en arbre ou réseaux non connectés, en polyarbre ou réseaux simplement
connectés et les réseaux avec des boucles acycliques ou réseaux multi connectés
sont tous considérés.
— Chapitre 4 : Nous étudions l’apprentissage artificiel des paramètres d’un réseau
bayésien grâce à la méthode du maximum de vraisemblance (MLE) d’un échan-
tillon de données complet ou incomplet. Les bases de l’estimation au sens dumaxi-
mum de vraisemblance sont tout d’abord rappelées dans le cas d’un échantillon
de données complet avant d’étudier dans les détails l’algorithme EM (Expectation
Maximization) dans le cas d’un échantillon incomplet. Ce dernier cas est d’ailleurs
celui qui nous intéresse particulièrement puisque les données générées par les équi-
pements d’un réseau de télécommunication ne sont presque jamais complètes,
c’est-à-dire qu’il existe presque toujours des variables manquantes ou cachées.
— Chapitre 5 : Nous présentons ici une méthode générique qui facilite la modélisa-
tion de la topologie et du comportement (propagation de pannes) d’un réseau de
télécommunication. C’est un modèle en trois couches, basé sur les réseaux bayé-
siens, qui intègre les propriétés demodularité et d’extensibilité lui permettant de se
reconfigurer et de s’adapter facilement aux éventuels changements sur la topologie
et le comportement du réseau de télécommunication.
— Chapitre 6 : La méthode générique est appliquée pour construire un modèle de
la topologie et de la propagation de pannes et d’alarmes sur le réseau GPON-FTTH.
Cemodèle dit "modèle expert" puisque construit en s’appuyant essentiellement sur
les connaissancesmétiers du réseau GPON-FTTH est utilisé pour faire le diagnostic
de pannes sur ce réseau d’accès fixe. Ce modèle est doublement validé. Une pre-
mière validation est faite sur la plateforme expérimentale du réseau GPON-FTTH
d’Orange Labs. Une seconde validation est faite sur le réseau GPON-FTTH opé-
rationnel de l’opérateur de télécommunication Orange. Les résultats de cas réels
de diagnostic sont comparés avec ceux du système expert de diagnostic à base de
règles en exploitation chez Orange.
— Chapitre 7 : Ce chapitre présente une implémentation en Python de l’algorithme
EM pour ajuster automatiquement les paramètres du modèle "expert" du réseau
GPON-FTTH.Cette implémentationutilise les données réelles générées par les équi-
pements du réseauGPON-FTTHde l’opérateur de télécommunicationOrange.Nous
discutons des difficultés rencontrées lors de la manipulation des données réelles
par l’algorithme EM et des solutions proposées. La valeur ajoutée de l’EM est éva-
luée en comparant les précédents résultats de diagnostic du modèle "expert" aux
résultats de diagnostic obtenus avec le modèle du réseau GPON-FTTH dont les pa-
ramètres ont été ajustés automatiquement par l’algorithme EM.
— Chapitre 8 : Lemodèle "expert" initial du réseau GPON-FTTH est composé de deux
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blocs fonctionnels. Le modèle du réseau de transport en amont et celui du réseau
de connexion des abonnés en aval. Dans ce chapitre nous proposons une exten-
sion du modèle "expert" initial pour prendre en compte la structure du réseau de
distribution (ODN). Nous proposons un modèle de l’ODN qui s’adapte à toutes les
ingénieries de distribution optique. L’ajout dumodèle de l’ODNdans lemodèle "ex-
pert" initial nous donne unmodèle complet de diagnostic du réseau GPON-FTTH.
— Chapitre 9 : Ce chapitre conclut les travaux menés dans le cadre de cette thèse.
Plusieurs travaux futurs y sont également envisagés.
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Chapitre 2
État de l’art dans le domaine du
diagnostic des réseaux de
télécommunication
« The theory of probabilities is at
bottom nothing but common sense
reduced to calculus ; it enables us to
appreciate with exactness that which
accurate minds feel with a sort of
instinct for which oftimes they are
unable to account. »
Pierre Simon Laplace, 1819
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2.1 Introduction
Ce chapitre présente l’état de l’art dans le domaine du diagnostic des réseaux de télé-
communication. Deux approches principales sont exposées. Les systèmes experts à base
de règles qui formulent des règles ou des lois pour décrire et comprendre le phénomène
de propagation de pannes et d’alarmes sur un réseau de télécommunication. Les ap-
proches inspirées des sciences de l’artificiel qui considèrent qu’un phénomènen’est com-
pris que lorsqu’il peut être reproduit ou simulé. Ces dernières approches prennent de la
distance par rapport au phénomène de propagation de pannes et essayent de l’approcher
dans son comportement. Dans cette catégorie se rangent les méthodes de diagnostic à
base de modèle qui développent des raisonnements sur une représentation explicite de
la structure et du fonctionnement du réseau et lesméthodes qui essayent d’apprendre ar-
tificiellement le comportement du réseau sans le modéliser. L’apprentissage se fait dans
ce cas à partir des données générées par les équipements du réseau à diagnostiquer, et
consiste essentiellement à résoudre par interpolation ou induction le problème inverse
de la propagation de pannes et d’alarmes sur un réseau de télécommunication.
2.2 Système expert à base de règles
Un système expert de diagnostic est une suite d’applications informatiques qui in-
tègrent une grande base de connaissances ou de raisonnements d’experts sur des tâches
de diagnostic bien précises et qui infèrent de façon automatique les causes racines des
anomalies observées. Pour constituer une base de raisonnements valides, les connais-
sances d’experts en matière de diagnostic peuvent être formalisées sous forme de règles,
d’arbre de décisions, de logique propositionnelle, etc. Une évaluation de différents sché-
mas de représentation des connaissances est faite dans PAU [1986]. La complexité des
systèmes experts se situe principalement au niveau de la représentation formelle des
connaissances spécialisées HOUNKONNOU [2013]. Un système expert se distingue d’un
logiciel classique. En effet, un logiciel classique est développé autour d’un ensemble de
procédures algorithmiques. La résolution d’un problème suit une séquence d’étapes bien
définie par le programmeur qui doit de ce fait connaître toutes les combinaisons pos-
sibles des données d’entrée du logiciel et les traitements associés à ces états. Un système
expert quant à lui n’est pas construit autour d’un ensemble de procédures prédéfini. En
effet, un système expert peut intégrer la capacité à déterminer lui même les traitements
adaptés à un état donné des paramètres d’entrée, c’est-à-dire une séquence d’étapes non
prédéfinie par le programmeur pour cet état. Cette différence entre un logiciel classique
et un système expert est essentiellement due à la méthode d’organisation et d’utilisation
des connaissances spécialisées.
Un programme traditionnel est organisé en deux niveaux : les données et le contrôle
CRONK et collab. [1998], c’est-à-dire le code qui résout le problème. La reconnaissance
des tâches et laméthode de résolution du problème sont explicitement codées par le pro-
grammeur. Il est donc très difficile d’ajouter une nouvelle connaissance sur une tâche
donnée ou de changer la méthode de résolution d’un problème complexe. Un système
expert quant à lui effectue une séparation entre la reconnaissance des tâches et la résolu-
tion duproblème. Cette séparation lui confère une architecture logicielle en trois niveaux :
les données ou faits enmémoire (workingmemory), les connaissances sur les tâches (task
knowledge ou knowledge base) et lemoteur d’inférence (control) CRONK et collab. [1998].
Une inférence est une conclusion déduite sur la base de faits ou d’hypothèses. Cette archi-
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tecture réduit considérablement les difficultés relatives à la construction et à la modifica-
tion des programmes informatiques complexes. La Figure 2.1 présente cette architecture.
Auniveau "control", lemoteur d’inférence est unprogrammequi détermine comment
appliquer les connaissances contenues dans la "knowledge base" aux faits et hypothèses
courants décrits dans la "workingmemory" afin d’inférer de nouvelles données qui pour-
ront être utilisées pour de prochaines inférences. Une donnée est un ensemble d’attributs
et de valeurs associées qui décrivent explicitement un fait. Pour des faits correspondant à
une situation donnée, le moteur d’inférence détermine dans un premier temps les règles
potentielles applicables. Dans un second temps, le moteur d’inférence détermine parmi
ces règles candidates la règle la plus appropriée à la situation courante. Une règle experte
est exprimée sous la forme IF< condi t ion >THEN< action >.
FIGURE 2.1 – Organisation des systèmes experts à base de règles CRONK et collab. [1998].
La condition peut être évaluée directement si les données ou les hypothèses requises
sont disponibles. Certains systèmes experts automatisent des tests sur le domaine exper-
tisé tel qu’un réseau de télécommunication par exemple, et les résultats servent à enrichir
les faits et doncmieux évaluer les conditions. L’action peut être une décision définitive ou
la création de nouveaux attributs de données, la modification ou la suppression de cer-
taines données dans la mémoire de travail (workingmemory). Le mécanisme de contrôle
implémenté par le moteur d’inférence est un cycle de reconnaissance de faits et d’activa-
tion de règles. Ce cycle exécute les trois étapes suivantes CRONK et collab. [1998] :
— Le "matching" ou la recherche de toutes les règles applicables au contenu courant
de la mémoire de travail (working memory). Cet ensemble de règles candidates est
appelé "conflict set".
— La sélection ou la résolution du conflit détermine parmi les règles concurrentes,
laquelle est la plus appropriée pour être invoquée à cemoment, c’est-à-dire la règle
qui correspond aumieux aux données dans la mémoire de travail.
— L’invocation ou l’exécution de la règle précédemment choisie qui consiste à appli-
quer les actions spécifiées par cette règle. Ces actions changent typiquement les
données dans la "working memory". Dans certains systèmes experts, des règles
elles-mêmes sont ajoutées dans la "knowledge base", supprimées ou modifiées.
Le cycle est répété jusqu’à ce qu’aucune règle correspondant au contenu de la mé-
moire de travail ne soit trouvée (ou une interruption externe du système). Par conséquent,
le mécanisme de contrôle est la répétition de l’évaluation des conditions des règles basée
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sur des données changeantes et non pas sur une structure statique du programme. Ce
mécanisme qui n’est pas utilisé dans les logiciels traditionnels est appelé "data-driven
control" ou "forward-chaining".
FIGURE 2.2 – Un exemple de l’algorithme "fordward chaining" PHAM [1988].
Le raisonnement d’un système expert repose essentiellement sur la procédure d’infé-
rence qui peut varier d’un système à l’autre. Avec l’algorithme de chaînage avant (forward
chaining), le système essaye de faire correspondre les faits disponibles dans la mémoire
de travail, avec la portion IF des règles dans la base des connaissances (knowledge base)
PHAM [1988]. Lorsque de telles règles sont trouvées (l’ensemble des règles concurrentes),
l’une d’entre elles est sélectionnée sur la base d’un critère discriminant approprié, et exé-
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cutée. L’exécution génère de nouveaux attributs de données qui enrichissent les faits en
mémoire dont le contenu sera utilisé à la prochaine itération pour de nouveau déterminer
un ensemble de règles concurrentes et sélectionner celle d’entre elles qui sera exécutée.
Les itérations se terminent lorsqu’aucune règle ne peut plus être exécutée, c’est-à-dire
qu’aucune règle ne correspond au contenu courant de la mémoire ou lorsqu’il est im-
possible de discriminer entre les règles concurrentes. La Figure 2.2 présente un exemple
illustratif de l’algorithme "forward chaining" (data-driven inferencing). Dans l’exemple
présenté par la Figure 2.2, chacune des portions IF des règles R2 et R3 correspond au fait
F1 en instanciant la variable X à "lathe". Le critère discriminant adopté dans cet exemple
est "first come, first served". La règle R2 est donc sélectionnée et exécutée puisqu’elle
est rencontrée avant R3 dans la base de connaissances. Un autre critère discriminant tel
que la "priorité" ou la "récence" aurait pu être appliqué pour résoudre le conflit entre les
règles concurrentes.
Notons aussi qu’il existe d’autres procédures d’inférence comme alternative au chaî-
nage avant. On peut noter par exemple le chaînage arrière (backward chaining ou goal-
driven inferencing) qui consiste à prouver une assertion appellée "objectif" PHAM [1988].
Si l’assertion ne peut être directement prouvée par les faits disponibles dans la base des
connaissances, le système examine les règles pour lesquelles la portion THEN contient
l’assertion. En effet, pour chacune de ces règles, le système vérifie s’il existe un fait dans la
base correspondant à la portion IF. Si un tel fait est disponible, alors la règle est exécutée.
Dans le cas contraire, le fait dérivant de la portion IF de la règle est considéré comme une
autre assertion (appelée "sous-objectif") à prouver. Le processus se poursuit récursive-
ment jusqu’à ce que tous les faits requis pour prouver l’assertion initiale sont trouvés, ou
qu’une assertion correspondant à un "sous-objectif" ne peut être prouvée. Dans ce der-
nier cas, l’assertion initiale est elle même désapprouvée.
L’efficacité de la procédure d’inférence d’un système expert est étroitement liée à la
pertinence des connaissances acquises et à leur représentation. Les difficultés relatives
à la conception des systèmes experts sont justement l’acquisition et la représentation
des connaissances. En effet, il est difficile de formaliser le problème à résoudre lors de
la conception d’un système expert DAVID et KRIVINE [1987]. Pourtant il faut que le pro-
blème soit bien formalisé afin de faciliter l’extraction des connaissances pertinentes de
l’énorme quantité d’informations ou de données collectées durant la période d’exper-
tise. L’extraction des connaissances peut s’avérer très complexe si les informations et les
données collectées contiennent beaucoup d’incohérences ou de redondances qu’il faut
pouvoir identifier et supprimer, mais aussi beaucoup d’insuffisances ou d’absences d’in-
formations qu’il faut pouvoir compléter. Enfin, nous noterons comme conséquence des
difficultés précitées qu’il est très difficile de valider un système expert. Néanmoins, mal-
gré ces difficultés, des systèmes experts ont été conçus dans le passé avec plus ou moins
de succès.
DENDRAL est le tout premier système expert développé en 1965, par les informati-
ciens Edward Feigenbaum, Bruce Buchanan, le médecin Joshua Lederberg et le chimiste
Carl Djerassi, à l’université de Stanford, pour permettre à la NASA (National Aeronautics
and Space Administration) d’effectuer des analyses chimiques du sol de la planète MARS
durant les missions spatiales. L’objectif principal de DENTRAL était d’aider les chimistes
organiques à l’identification des molécules organiques inconnues, par analyse de leurs
spectres de masse et en utilisant les connaissances en chimie.
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Le programme DENDRAL est constitué de deux sous-programmes : Heuristic Dendral et
Meta Dendral.
— Heuristic Dendral est un programme qui utilise des spectres de masse ou d’autres
données expérimentales conjointement avec une base de connaissances en chi-
mie, pour produire un ensemble de structures chimiques possibles. Le spectre de
masse d’un composé est produit par un spectromètre de masse, et est utilisé pour
déterminer son poids moléculaire, c’est-à-dire la somme des masses de ses consti-
tuants atomiques. Par exemple, le composé eau (H2O), a unemasse moléculaire de
18 puisque l’hydrogène a une masse de 1,01 et de l’oxygène 16,00, et son spectre
de masse présente un pic à 18 unités. Heuristic Dendral utilise cette masse d’en-
trée et la connaissance du tableau périodique des éléments chimiques ainsi que
des règles de valence, pour déterminer les combinaisons possibles des constituants
atomiques dont la somme des masses atomiques serait 18. Lorsque la masse mo-
léculaire augmente et que les molécules deviennent plus complexes, le nombre de
composés possibles augmente de manière drastique. Ainsi, un programme qui est
en mesure de réduire ce nombre de solutions candidates au moyen d’un processus
de formation d’hypothèses est essentiel, d’ou le rôle de Meta Dendral.
— Meta Dendral est un système d’acquisition de connaissances qui reçoit en entrée,
l’ensemble des structures chimiques possibles (produites par Heuristic Dendral) et
les spectres de masse correspondants, et propose un ensemble d’hypothèses pour
expliquer la corrélation entre certaines des structures proposées et le spectre de
masse de la molécule inconnue à identifier. Ces hypothèses sont ensuite renvoyées
à Heuristic Dendral pour tester leur applicabilité. Ainsi, Heuristic Dendral est un
système de performance et Meta Dendral est un système d’apprentissage.
Lor et collab. LOR et KAR-WING [1993] ont développé un système de diagnostic des ré-
seaux demultiplexeurs. Les connaissances expertes de diagnostic sont classifiées en deux
catégories : les connaissances expertes génériques et les connaissances expertes spécia-
lisées sur des tâches de diagnostic bien précises. Le système expert utilise une base de
données contenant des informations statiques et des informations dynamiques néces-
saires durant le processus de diagnostic. Ces informations concernent les relations entre
les entités logiques (groupes de canaux) et les entités physiques (équipements et liens)
telles que les informations de routage, les attributs des entités physiques et les relations
d’incidences entre les noeuds du réseau et les liens, etc. Le diagnostic est un processus in-
teractif entre l’expertise générique et l’expertise spécialisée. La survenance d’une panne
spécifique invoque une règle spécialisée, qui à son tour, invoque une règle générique. Les
règles génériques produisent un diagnostic général et un plan de réparation pour cette
panne. Les règles spécialisées sont invoquées pour appliquer ce plan. Plusieurs échanges
entre la base de connaissances expertes génériques et celle des connaissances expertes
spécialisées sont nécessaires dans une session de diagnostic d’une anomalie survenue
sur le réseau.
DELC (Diagnostic Expert de la Ligne Cliente) est un système expert à base règles déve-
loppé par Orange Labs France pour le diagnostic automatique des réseaux d’accès cuivre
xDSL (Digital Subscriber Line) et optiqueGPON (Gigabit passiveOptical Network) de type
FTTH (Fiber To The Home). Le diagnostic d’une ligne se fait en deux étapes. On com-
mence d’abord par collecter les données disponibles de cette ligne, telles que les niveaux
de puissances transmises et reçues par les équipements de cette ligne, les tensions d’ali-
mentation, les courants de polarisation, les températures des équipements de cette ligne,
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les compteurs d’erreurs de transmission, les alarmes observées, etc. Chaque donnée est
stockée dans une KPI (Key Performances Identifier). Ensuite des règles expertes prédéfi-
nies utilisent ces KPIs pour produire une indication ou une décision finale de diagnostic
appelée conclusion. Une règle n’est invoquée et exécutée par le moteur d’inférence que
si toutes les KPIs utilisées par cette règle, c’est à dire les KPIs présentent dans la portion
IF de la règle, ont été renseignées lors de la phase de collecte des données de la ligne.
La reconnaissance des faits (combinaisons de valeurs de plusieurs KPIs) et le déclenche-
ment des règles sont assurés par le programme Drools développé par la communauté
JBoss, qui fournit un moteur d’inférence. L’outil DELC est actuellement en exploitation
dans le système de gestion du réseau GPON-FTTH de l’opérateur Orange France. L’objec-
tif opérationnel de cette thèse pour Orange, est de développer une nouvelle approche de
diagnostic qui doit non seulement améliorer les performances de localisation de pannes
de DELC mais aussi requérir beaucoup moins de maintenance en plus d’être capable de
s’adapter facilement aux évolutions des ingénieries du réseau GPON-FTTH.
Un système expert est un outil capable de reproduire les mécanismes cognitifs d’un
expert humain, dans un domaine particulier. Il s’agit de l’une des voies tentant d’abou-
tir à l’intelligence artificielle. Plus précisément, un système expert est un logiciel capable
de répondre à des questions, en effectuant un raisonnement à partir de faits et de règles
connus dans le cas d’un système expert à base de règles. Lorsque la dimension du do-
maine étudié est très grande, l’acquisition des connaissances nécessaires pour consti-
tuer les faits et formuler des règles peut s’avérer très difficile et fastidieuse. En effet, il
faut pouvoir agréger les connaissances de plusieurs experts, exploiter de nombreux do-
cuments et parfois même effectuer des tests expérimentaux pour lever certaines ambi-
guïtés. Plusieurs cycles entre l’acquisition de connaissances, leur représentation en un
langage descriptif comme des règles, l’implémentation du système et des tests peuvent
être nécessaires pour obtenir un système correct LEWIS [1993]. L’avantage principal d’un
système expert est qu’il est très performant pour résoudre les problèmes rencontrés du-
rant la période d’expertise pour lesquels des règles ont été formulées. Cependant, pour un
domaine de grande dimension, le nombre de règles augmente drastiquement et il devient
très difficile d’assurer leur maintenance. En effet, il faut pouvoir poursuivre l’expertise du
domaine étudié, formuler de nouvelles règles et les corréler manuellement avec toutes
les règles existantes. Cet inconvénient des systèmes experts à base de règles est connu
sous l’anglicisme "knowledge acquisition bottleneck". Un système expert est donc très
adapté pour des domaines très peu changeants. Par contre, si le domaine est très dyna-
mique, certaines règles expertes peuvent devenir très rapidement obsolètes et fragiliser le
système qui deviendra incapable de résoudre certains problèmes. Ces faiblesses des sys-
tèmes experts à base de règles ont conduit au développement d’une nouvelle approche
de représentation des connaissances expertes.
2.3 Système expert à base demodèles
Cette seconde classe de systèmes experts n’utilise plus une base de raisonnements
spécialisés sur des tâches précises de diagnostic, mais des connaissances sur le compor-
tement ou le fonctionnement du réseau de télécommunications. Ces connaissances sont
utilisées pour construire une représentation structurée et explicite du fonctionnement du
réseau. Il s’agit d’une description des équipements, de la topologie, de l’architecture et
surtout du processus de propagation d’évènements et de la corrélation d’évènements JA-
KOBSON et WEISSMAN [1995]. On prend en compte la capacité d’une panne sur une entité
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du réseau à changer l’état d’autres entités MALGORZATA et ADARSHPAL [2001]. La structure
du réseau et son comportement sont doncmodélisés GARDNER et HARLE [1997]. La com-
plexité de développement d’un système de diagnostic à base de modèle est due au fait
qu’un réseau de télécommunications de grande échelle est très souvent hétérogène avec
un grand nombre d’équipements de types et de fabricants différents. Les composants lo-
giciels sont aussi de différents types (protocoles, services, applications, etc.). La topolo-
gie peut changer et certains protocoles peuvent être dynamiques HOUNKONNOU [2013].
Les dépendances dynamiques entre équipements ou composants logiciels rendent éga-
lement dynamique la propagation de pannes.
La construction du modèle n’est que la première étape du développement d’une ap-
proche de diagnostic d’un réseau à base d’un modèle de ce réseau. La seconde étape
consiste à développer ou à appliquer un algorithme de raisonnement sur le modèle. L’al-
gorithme de raisonnement commence par les entités ayant déclenché des alarmes, et ex-
plore les relations entre les entités du réseau formalisées par le modèle MALGORZATA et
ADARSHPAL [2004]. L’algorithme est ainsi capable de déterminer quelles alarmes sont cor-
rélées et localiser ainsi les entités incriminées du réseau.
De nombreuses techniques à base de modèle proposées dans la littérature utilisent
une représentation orientée objet du réseau à diagnostiquer HOUCK et collab. [1995]. Jor-
daan et Paterok JORDAAN et PATEROKL [1993] ont présenté un algorithme de corrélation
d’évènements basé sur l’exploration d’un modèle générique orienté objet du réseau. Ce
modèle générique est lui-même basé sur le "framework" OSI (Open Systems Intercon-
nection) de gestion des réseaux (OSI Management Framework). L’exploration commence
par l’objet sur lequel une anomalie est observée. Tous les objets qui lui sont reliés sont
inspectés pour localiser la cause racine. L’inspection des objets est faite dans un ordre ar-
bitraire. Houck et collab. HOUCK et collab. [1995] ont également proposé un système de
corrélation d’alarmes basé sur unmodèle orienté objet de la couche physique des réseaux
de télécommunication.
FIGURE 2.3 – Modèle en couche des dépendances entre services et fonctions d’un réseau
MALGORZATA et ADARSHPAL [2001].
Une approche très intéressante proposée dans GOPAL [2000] s’inspire du modèle OSI
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(Open Systems Interconnection) pour développer unmodèle en couche des dépendances
entre les protocoles, services et fonctions d’un réseau. Dans GOPAL [2000], un service
fourni par un protocole de la couche L, entre les noeuds a et b (Ser viceL(a,b)), est implé-
menté par les fonctions de la couche L sur les entités a et b (NetworkFunctionsL(a)
et NetworkFunctionsL(b)), et les protocoles de la couche L au travers desquelles les
noeuds a et b communiquent. Les protocoles de la couche L s’exécutant entre les noeuds
a et b utilisent les fonctions de la couche L−1 sur les noeuds a et b. Les fonctions de la
couche L sur le noeud a dépendent des fonctions de la couche L− 1 sur le noeud a. Le
modèle est donc un graphe de dépendances récursives entre services, protocoles et fonc-
tions. Dans MALGORZATA et ADARSHPAL [2001], ce modèle est simplifié en supposant que
les protocoles sont correctement implémentés. Les noeuds du graphe relatifs aux proto-
coles sont donc éliminés. La Figure 2.3 présente lemodèle en couche simplifié dans lequel
Ser viceL(a,c) dépend directement de Ser viceL−1(a,c).
Dans un tel modèle en plusieurs couches, il est possible d’appliquer un raisonnement
de couche en couche. Dans un premier temps, une recherche horizontale est faite dans
la couche dans laquelle une anomalie a été observée KÄTKER et PATEROK [1997]. Lorsque
le composant défectueux de cette couche est localisé, une recherche verticale déplace le
processus de localisation de pannes à la couche adjacente inférieure. Dans cette couche
inférieure, une recherche horizontale est initiée et ainsi de suite. Dans NetFACT HOUCK
et collab. [1995], le diagnostic est effectué en deux phases. Premièrement, lors de la re-
cherche horizontale, des votes sont assignés aux composants potentiellement incriminés
en se basant sur le nombre de symptômes relatifs à ces composants. La cause racine est
identifiée dans la seconde phase de recherche, qui détermine si le composant qui a reçu
le plus grand nombre de votes dans la première étape était la cause racine ou si l’anomalie
observée sur ce composant est une conséquence de la panne d’un autre composant dont
il dépend.
Lorsque l’on réalise un modèle, il est important de sélectionner un niveau d’abstrac-
tion approprié. En effet, d’une part, le niveau d’abstraction doit être suffisamment élevé
afin de limiter la complexité du système de gestion des pannes. D’autre part, l’isolation
des pannes est un processus qui requiert des connaissances et des informations détaillées
relatives aux ressources du réseau ainsi qu’à leurs comportements. Pour faire face à ces
exigences contradictoires, un modèle générique hiérarchique est proposé dans KÄTKER
et GEIHS [1997]. Ce modèle générique est présenté par la Figure 2.4 et est inspiré de l’ar-
chitecture logique en quatre couches du standard TMN (Telecommunication Manage-
ment Network) de la recommandation M.3010 de l’ITU (International telecommunica-
tion Union). Ce "framework" définit quatre couches logiques pour la gestion des réseaux :
(1) la couche "Business" qui inclut les fonctions relatives aux aspects commerciaux tels
que la facturation, l’analyse des tendances boursières et d’autres rapports financiers, (2)
la couche "Service" définit et administre les services, (3) la couche "Network" distribue les
ressources réseaux et effectue les tâches de configuration, de contrôle et de supervision
du réseau, (4) la couche "Element"manipule individuellement les éléments du réseau in-
cluant la gestion des alarmes des composants matériels et logiciels.
Chaque couche dans l’architecture TMN dispose d’un système de gestion de pannes
spécifique aux exigences des composants et des fonctions de la couche KÄTKER et GEIHS
[1997]. Dans la couche "Element" par exemple, les outils de diagnostic des composants
matériels spécifiques fournis par les fabricants peuvent être appliqués. Le modèle de dé-
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pendances de services (Abstract Service Dependency Model), qui constitue la couche su-
périeure de l’architecture (voir la Figure 2.4), fournit une vue intégrée et abstraite du sys-
tème de diagnostic dans sa totalité. Cemodèle abstrait est l’intégrateur et le coordinateur
des modèles de gestion des pannes spécifiques aux différentes couches inférieures qui
sont supposées indépendantes les unes des autres. Les symptômes agrégés sont transfé-
rés des systèmes de gestion des pannes spécifiques aux couches inférieures vers le sys-
tème de gestion de pannes intégré. Le système intégrateur et coordinateur est capable de
corréler les symptômes agrégés des différentes couches inférieures d’une part, et de dé-
clencher le diagnostic dans une couche inférieure spécifique. Par exemple, si la couche
"Network" reporte une anomalie de connectivité due à un dysfonctionnement sur un
switch, la couche supérieure sollicite le modèle de diagnostic de la couche "Element"
pour diagnostiquer ce switch dans les détails.
FIGURE 2.4 – Modèle hiérarchique basé sur l’architecture TMN KÄTKER et GEIHS [1997].
Dans FROHLICH et collab. [1997], est introduite uneméthode à base d’unmodèle pour
la corrélation d’alarmes dans les réseaux de téléphones cellulaires. Ce modèle appelé SD
(SystemDescription) consiste enun ensemble d’axiomes caractérisant le fonctionnement
des composants du réseau. La topologie du réseau estmodélisée par un ensemble de faits.
Un ensemble de formules logiques basées sur des prédicats est utilisé pour spécifier les
alarmes et leurs types. Un autre ensemble de formules logiques spécifie le comportement
des alarmes ainsi que leur propagation. La corrélation des alarmes repose sur le langage
de calcul de prédicats ainsi défini qui permet de définir de nouveaux prédicats grâce aux
formules logiques. Nous noterons aussi que cetteméthode sépare les connaissances rela-
tives à la topologie du réseau de celles relatives à son fonctionnement, facilitant ainsi les
changements sur la topologie du réseau.
D’autres méthodes de diagnostic à base de modèle construisent le modèle de façon
semi-automatique. Ce concept est appelé "self-modeling". Dans HOUNKONNOU [2013],
une approche de modélisation semi-automatique est développée, basée sur des motifs
ou "patterns" qui décrivent de façon générique les dépendances entre les ressources uti-
lisées par les services du réseau IMS (IP Multimedia Subsystem). Un motif est un graphe
de dépendances acyclique probabiliste (réseau bayésien), manuellement construit, mais
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automatiquement instancié lorsqu’une panne survient dans un service IMS quelconque.
Une approche similaire de modélisation semi-automatique est proposée dans SANCHEZ
et collab. [2015], appliquée au contexte des réseaux SDN (SoftWare Defined Network) et
NFV (Network Functions Virtualization). Elle est basée sur des motifs qui modélisent les
composants d’un réseau SDN. Un algorithme interprète la topologie courante donnée
par le contrôleur SDN et un motif, basé sur un réseau bayésien, est instancié automati-
quement avec d’éventuelles dépendances en plus selon la topologie.
L’approche à base demodèle est facile à déployer et à modifier, et est appropriée pour
un réseau à grande échelle si les informations relatives aux ressources du réseau sont
disponibles MIYAZAWA et NISHIMURA [2011]. Cette méthode peut diagnostiquer un plus
grand nombre de pannes que les méthodes expertes à base de règles, elle peut diagnosti-
quer les problèmes qui sortent de son expertise même si ses performances se dégradent
dans ces cas-là. Les explications causales des anomalies sont intelligibles puisque chaque
étape du diagnostic peut être comprise. Le modèle structurel et fonctionnel du réseau
peut être conçu de façonmodulaire ou incrémentale facilitant ainsi samise à jour lorsque
de nouvelles connaissances sur le fonctionnement du réseau sont acquises. Par contre, il
est assez difficile de construire un modèle proche de la réalité structurelle et fonction-
nelle du réseau tout en gardant un niveau d’abstraction suffisamment élevé pour rendre
le modèle indépendant des différentes techniques d’ingénierie mises en oeuvre dans un
réseau de télécommunications de grande échelle. Le modèle obtenu n’est qu’une image
figée du réseau et peut donc devenir rapidement obsolète si le réseau est très dynamique.
Pour pallier les insuffisances des systèmes experts à base de règles et des systèmes experts
à base de modèles, de nouvelles méthodes de diagnostic inspirées de l’apprentissage ar-
tificiel ont été proposées par la communauté de l’intelligence artificielle.
2.4 Le diagnostic comme systèmed’apprentissage artificiel
Effectuer le diagnostic d’un réseau de télécommunication requiert la compréhension
du phénomène de propagation de pannes et d’alarmes dans ce réseau. Cette compréhen-
sion permet d’acquérir des connaissances pertinentes afin de résoudre automatiquement
le problème inverse de la propagation de pannes et d’alarmes.
2.4.1 Science naturelle et science de l’artificiel
De façon très générale, deux principales approches peuvent être utilisées pour com-
prendre un phénomène. Les méthodes dites naturelles ou inspirées des sciences natu-
relles qui formulent des lois sous-adjacentes ou des règles, de préférence simples, qui
décrivent le phénomène CORNÉJOLS et MICLET [2013]. Les méthodes artificielles ou ins-
pirées des sciences de l’artificiel pour lesquelles la compréhension d’un phénomène doit
passer par la construction de modèles capables de reproduire ou de simuler le phéno-
mène. Ainsi, selon le point de vue des sciences de l’artificiel, comprendre implique la ca-
pacité de fabriquer pour reproduire CORNÉJOLS et MICLET [2013]. Connaître dans cette
optique, c’est concevoir un modèle opératoire du monde pour le soumettre à des mani-
pulations réglées. Connaître c’est donc prendre de la distance par rapport à un phéno-
mène et se donner les moyens de l’approcher dans son comportement.
Un système expert à base de règles est uneméthode dite naturelle puisque la connais-
sance du domaine expertisé est un ensemble de règles qui décrivent le domaine en ques-
21
tion. La fragilité ou la moindre flexibilité des systèmes experts à base de règles ou leur
incapacité à réagir aux anomalies inconnues de leur base de connaissances est une consé-
quence de leur raisonnement au cas par cas, c’est-à-dire de leur capacité de généralisa-
tion très limitée, voiremême inexistante, dans certains cas. Les approches de diagnostic à
base de modèle quant à elles sont artificielles puisqu’elles essaient de reproduire le phé-
nomène de propagation de pannes et d’alarmes en le modélisant. De ce fait, la portée
du raisonnement sur le modèle est nettement plus étendue et permet de couvrir plus de
cas de diagnostic que le système expert à base de règles. Cependant, les performances du
modèle peuvent se dégrader pour certaines situations s’écartant assez considérablement
de l’expertise encodée dans le modèle.
En science de l’artificiel, la capacité de généraliser, c’est-à-dire de tirer des lois de por-
tée générale en partant de l’observation des cas particuliers, s’appelle l’induction COR-
NÉJOLS et MICLET [2013]. Pour diagnostiquer un très grand nombre de signatures d’ano-
malies qui pourraient survenir sur un réseau de télécommunications, le système de diag-
nostic doit être un système apprenant, c’est-à-dire doté des capacités d’induction qui lui
permettront d’utiliser sa base de connaissances pour trouver les causes racines de nou-
velles anomalies qui lui étaient jusqu’alors inconnues. Cette nouvelle approche basée sur
le concept d’apprentissage artificiel est notamment utilisée par une autre génération de
systèmes experts. La troisième génération de systèmes experts utilise le raisonnement à
base de cas « case-based reasoning » et intègre la capacité d’apprendre naturellement avec
l’expérience et à éviter une maintenance excessive LEWIS [1993].
2.4.2 Apprentissage artificiel par induction
L’induction se définit comme le processus par lequel on tire des lois de portée gé-
nérale en partant de l’observation des cas particuliers CORNÉJOLS et MICLET [2013]. Le
système apprenant reçoit les données de l’univers dans lequel il est placé. Dans le cas de
l’induction supervisée, chacune de ces données prend la forme d’un couple dans lequel
on distingue d’une part la description d’une situation encore appelée observation (par
exemple des alarmes observées sur un réseau ainsi que les paramètres scalaires mesurés
sur ce réseau à un instant t quelconque) et d’autre part une réponse, que l’on appelle
souvent étiquette ou sortie désirée (par exemple la panne ou cause racine des alarmes
observées, survenue à un instant t −δt ), qui est généralement fourni par un oracle. Une
donnée di est donc un couple (observation, étiquette ou panne) que nous pouvons noter
(oi ,pi ).
L’induction peut être considérée comme la détermination ou l’approximation d’une
fonction. Considérons par exemple que f est une fonction qui définit le comportement
du phénomène de propagation de pannes et d’alarmes dans un réseau, c’est-à-dire que
∀oi , f (pi )= oi . Le but d’un système de diagnostic apprenant serait dans ce cas de déter-
miner ou d’approximer autant que possible la fonction f −1 qui définit le comportement
caché de propagation inverse de pannes et d’alarmes sur le réseau. L’induction supervi-
sée consiste alors à déterminer à partir des données étiquetées, une fonction h telle que
les hypothèses de pannes h(oi )≈ f −1(oi )= pi (voir la Figure 2.5).
Dans le cas de l’induction non supervisée, les données ne sont pas étiquetées. Le sys-
tème de diagnostic apprenant peut dans ce cas identifier des motifs ("patterns"), des ré-
gularités dans les observations qui lui permettent de corréler ces observations pour re-
22
FIGURE 2.5 – Système de diagnostic apprenant.
trouver leurs causes racines. Un système apprenant sans supervision peut découvrir de
nouvelles étiquettes inconnues par les experts du domaine étudié. Par exemple, un sys-
tème de diagnostic apprenant sans supervision peut découvrir de nouvelles signatures
de pannes, ce qui est très intéressant compte tenu de la grande diversité de signatures
de pannes dans un réseau de télécommunications de grande dimension fournissant une
panoplie de services différents. Le concept d’induction a été appliqué par les méthodes
de diagnostic raisonnant à base de cas ("case based reasonning"), la troisième génération
des systèmes experts.
2.4.3 Raisonnement à base de cas
L’idée principale du raisonnement à base de cas ou "case-based reasoning" (CBR), est
de récupérer, adapter et exécuter les solutions des précédents problèmes pour évaluer
les problèmes actuels PENIDO et collab. [1999]. Les solutions de diagnostic passées sont
stockées sous forme de cas dans une base de connaissances. Les cas contiennent les ca-
ractéristiques les plus pertinentes des solutions de diagnostics passés, ils sont adaptés et
utilisés pour résoudre les nouveaux problèmes. L’expérience acquise en diagnostiquant
ces nouveaux problèmes constitue de nouveaux cas stockés pour une prochaine utilisa-
tion. Un système de diagnostic raisonnant à base de cas est donc un système apprenant.
Ce système intègre la capacité d’apprendre non seulement de ses précédentes solutions
correctes de diagnostic, mais aussi de ses échecs. En effet, lorsqu’une tentative de diag-
nostic d’une situation échoue, le système identifie et journalise la raison de cet échec afin
de s’en souvenir lors de futurs diagnostics de situations similaires GARDNER et HARLE
[1996].
Un système CBR dispose d’une base de cas. Chaque cas possède une description dé-
taillée du problème et une solution. Pour utiliser ces informations, un moteur est aussi
nécessaire. Celui-ci va retrouver les cas similaires au nouveau problème posé. Après ana-
lyse, le moteur fournit une solution adaptée qui doit être validée. Enfin, le moteur ajoute
le problème et sa solution dans la base de cas. La Figure 2.6 résume ces quatre étapes du
cycle de vie d’un système CBR. De ces étapes se dégagent trois problèmes majeurs : (1)
la représentation des cas, (2) la recherche des cas, (3) la création de la fonction d’adapta-
tion. Pour développer un système de raisonnement fiable et efficace à base de cas, il est
donc nécessaire de trouver une solution efficace à chacun de ces problèmes. La révision
et l’apprentissage sont deux autres problèmes qui découlent des trois premiers.
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FIGURE 2.6 – Cycle de vie d’un système de raisonnement à base de cas.
La représentation des cas détermine l’efficacité et la rapidité de la recherche des cas
dans la base. Il faut donc bien sélectionner les informations pertinentes du cas à repré-
senter et le formalisme de cette représentation. De façon générale, les caractéristiques
contiennent les informations relatives à la description du problème à résoudre, la solu-
tion du problème et les étapes de sa résolution, la fiabilité de cette solution et l’explication
des échecs éventuels. Généralement, un cas est représenté comme un dictionnaire, c’est-
à-dire un ensemble de couples attribut-valeurs. Les attributs des caractéristiques les plus
discriminantes sont utilisés comme des index lors de la recherche et l’ajout de cas. Les
index doivent être suffisamment concrets et abstraits à la fois pour qu’ils concernent un
maximum de cas et qu’ils soient réutilisables dans les raisonnements futurs. Ils doivent
aussi permettre de déduire rapidement les cas.
Avant la recherche des cas similaires, il est nécessaire d’étudier le problème posé. Il
faut identifier ses caractéristiques,mais aussi son contexte si cela est possible. Si certaines
informations sont manquantes, il est possible de négliger certaines caractéristiques ou
d’interroger l’utilisateur. C’est au cours de cette étape, préambule à la recherche à pro-
prement parler, que le système CBR doit essayer de déterminer et corriger les données
bruitées ou incohérentes. Pour cela, on peut faire appel à des outils de "datacleaning".
Il est aussi possible d’essayer de déduire des caractéristiques à partir d’un modèle d’ap-
prentissage par induction. En ce qui concerne la réutilisation de cas, les situations les
plus simples ou idéales sont celles pour lesquelles le cas similaire retrouvé dans la base
est quasiment identique au problème posé, dans ce cas on peut réutiliser directement la
solution existante sans adaptation. Le plus souvent, et notamment dans un système CBR
complexe, tel que celui du diagnostic d’un réseau de télécommunication avec une très
grande diversité de signatures d’anomalies, une adaptation des solutions préexistantes
est presque toujours requise. L’adaptation consiste à construire une nouvelle solution à
partir des caractéristiques du problème courant et des cas similaires trouvés. Cette phase
met l’accent sur les différences entre les cas trouvés et le problème, et sur l’information
utile à transférer à la nouvelle solution. Cette phase nécessite des capacités d’apprentis-
sage par induction du système CBR.
24
La solution au problème posé est ensuite évaluée pour déterminer sa fiabilité. Si la
solution n’est pas fiable, c’est-à-dire que son évaluation n’est pas concluante, le système
CBR doit réviser si possible son analyse du problème posé ou tout au moins identifier
et journaliser les raisons de l’échec. La révision ou réparation peut être vue comme une
autre fonction d’adaptation. La seule différence est que dans la réparation, on travaille à
partir d’une solution incorrecte, mais adaptée au problème au lieu de solutions correctes
inadaptées. Le système CBR s’appuie sur les explications de l’échec pour réaliser les mo-
difications. Lorsque l’évaluation de la solution est concluante, c’est-à-dire que la solution
est fiable, le système CBR doit retenir cette nouvelle expérience. Il faut donc déterminer
quelles informations doivent être sauvegardées et sous quelle forme, et comment indexer
ce nouveau cas dans la base.
Plusieurs projets et logiciels utilisant le raisonnement à base de cas ont été dévelop-
pés dans le passé. CHEF HAMMOND [1989] est un système CBR qui réalise des recettes de
cuisine. L’utilisateur indique au programme les aliments dont il dispose et CHEF cherche
à élaborer une recette à partir de ces ingrédients. CHEF possède une grande base de don-
nées de recettes de cuisines valides et cherche à créer par adaptation à ces recettes pré-
existantes, une nouvelle recette contenant les ingrédients choisis. Lorsque les contraintes
imposées par l’utilisateur sont trop fortes et qu’aucune solution n’a été trouvée, CHEF
donne une explication indiquant les raisons de l’échec.
Les projets européens INRECA (INduction and REasoning from CAses) RALPH [2001]
de 1992 à 1995 et INRECA II de 1996 à 1999 ont apporté plusieurs contributions dans le do-
maine de la représentation des connaissances des systèmes CBR. Le concept de "Know-
ledge Container" a été développé dans RICHTER [1995]. Quatre conteneurs sont utilisés
pour stocker les connaissances (voir la Figure 2.7). En principe, chaque conteneur est ca-
pable de stocker toutes les connaissances disponibles, mais cela ne signifie pas que cette
approche soit souhaitable. Les trois premiers conteneurs contiennent des connaissances
compilées (par "compilation", on entend le temps de développement avant la résolution
du problème courant, et "compilation" est pris dans un sens très général, y compris les
activités de codage), tandis que la base de cas contient les connaissances spécifiques aux
cas qui sont interprétées au moment de l’exécution, c’est à dire lors de la résolution du
problème courant. L’atout principal de ce schéma de représentation est la souplesse né-
cessaire pour décider pragmatiquement quel récipient contient quelles connaissances et
donc de choisir le degré approprié de compilation. Une stratégie générale pour le déve-
loppement de systèmes CBR est de compiler le moins de connaissances possible.
FIGURE 2.7 – Distribution des connaissances dans un système CBR RICHTER [1995] .
INRECA était l’un des premiers projets de systèmes CBR ayant développé une repré-
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sentation strictement orientée objet des cas BERGMANN et STAHL [1998]. Ces représen-
tations sont particulièrement appropriées pour les domaines complexes dans lesquels
des cas avec des structures différentes se produisent. Les cas sont représentés sous forme
de collections d’objets, dont chacun est décrit par un ensemble d’attributs-valeurs. La
structure d’un objet est décrite par une classe d’objets qui définit l’ensemble d’attributs
conjointement avec un type (ensemble de valeurs possibles) pour chaque attribut. Les
classes d’objets sont disposées dans une hiérarchie de classes, c’est habituellement un
arbre n-aires dans lequel les sous-classes héritent des attributs ainsi que de la définition
de la classe parente.
Dans LEWIS et DREA [1993], le problème de l’adaptation des cas est étudié. Une tech-
nique appelée adaptation paramétrique est proposée. Elle se base sur l’existence dans
un ticket d’incident ("trouble ticket"), d’une relation entre les variables qui décrivent un
problème et les variables qui spécifient la solution correspondante. Le système CBR dé-
veloppé prend en considération les paramètres de ladite relation lors de la proposition
d’une solution à un nouveau problème posé. Ces paramètres sont représentés avec des
variables linguistiques (c’est-à-dire des variables qui prennent des valeurs linguistiques
et non numériques), et des fonctions d’appartenance des variables à des ensembles flous
sont proposées telles que la valeur numérique des variables correspond à leurs degrés
d’appartenance aux ensembles flous. Lewis a revisé dans LEWIS [1993], les techniques de
représentation, de recherche, d’adaptation et d’intégration des connaissances dans une
librairie de cas appelée CRITER, un système CBR basé sur des tickets d’incidences pour
la gestion et le diagnostic de pannes d’un réseau. Nous rappelons qu’un système à ti-
ckets d’incidences ("trouble ticket system") est utilisé pour stocker les problèmes surve-
nus sur le réseau, agissant commeunemémoire historique du réseau.Melchiors et collab.
ont aussi proposé dans MELCHIORS et ROCKENBACH TAROUCO [1999], un système CBR de
diagnostic des pannes d’un réseau appelé DUMBO qui utilise les connaissances des cas
de diagnostic stockés dans un système à tickets d’incidences pour proposer des solutions
de diagnostic aux nouvelles anomalies survenues.
Une approche avec une architecture hybride entre un système expert à base de règles
et un système CBR est proposée dans ANDREAS [2006] pour le diagnostic des dysfonction-
nements des services fournis par un réseau. Les règles du système expert sont dérivées
d’un modèle des services et de l’infrastructure sous-jacente. Le module CBR avec ses ca-
pacités d’apprentissage par induction utilise les cas de diagnostic résolus par le système
expert à base de règles, pour proposer des solutions aux problèmes non résolus par les
règles expertes. L’expérience ainsi acquise est utilisée pour améliorer le modèle de ser-
vices et donc d’améliorer également les règles expertes.
Comme l’approche à base demodèle, le raisonnement à base de cas (CBR, case based
reasoning) pallie également les deux inconvénients majeurs des systèmes experts à base
de règles : la fragilité et la difficulté relative à l’acquisition des connaissances qui conduit à
une maintenance difficile et fastidieuse. Les capacités d’un système CBR d’apprendre de
son expérience acquise lui permettent de proposer des solutions à des problèmes nou-
veaux qui sortent de l’expertise contenue dans sa base des connaissances, facilitant ainsi
lamaintenance du système. D’autre part, l’unité de connaissance d’un système CBR est le
cas et non pas la règle. Il est plus facile d’articuler, d’examiner et d’évaluer un cas qu’une
règle HOUNKONNOU [2013]. Un système CBR est également capable d’apprendre de ses
propres erreurs/échecs et d’auto améliorer ses performances. Cependant, comme pour
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les deux premières générations de systèmes experts, les systèmes CBR qui sont perçus
comme la troisième génération de systèmes experts sont également trop façonnés pour
le domaine applicatif investigué. L’efficacité temporelle d’un système CBR peut être pro-
blématique pour le diagnostic en temps réel qui nécessite de trouver à la volée des so-
lutions aux problèmes qui surviennent. En effet, la phase de recherche et d’adaptation
des cas peut être lourde surtout si le format de représentation des cas ne s’y prête pas.
Il faut également faire attention à la phase d’évaluation des solutions de nouveaux pro-
blèmes. En effet, une mauvaise évaluation pourrait entraîner l’intégration de cas erronés
dans la base des connaissances et faire ainsi dériver le système dans son ensemble. C’est
d’ailleurs la raison pour laquelle cette phase est souvent externe au système CBR. La pré-
sence d’experts peut être nécessaire pour évaluer la fiabilité des nouveaux cas avant leur
intégration.
2.4.4 Réseaux de neurones
Le cerveau humain peut être décrit comme un réseau de neurones biologiques, c’est-
à-dire un ensemble de neurones interconnectés transmettant des modèles élaborés de
signaux électriques. Les dendrites reçoivent les signaux d’entrée et, sur la base de ces en-
trées, un neurone produit un signal de sortie via un axone SHIFFMAN [2012]. La Figure 2.8
présente un schéma synoptique de deux neurones biologiques connectés.
FIGURE 2.8 – Schéma synoptique de deux neurones connectés SHIFFMAN [2012].
Les informaticiens ont longtemps été inspirés par le cerveau humain. En 1943,Warren
S.McCulloch, un neuro-scientifique, etWalter Pitts, un logicien, ont développé le premier
modèle conceptuel d’un réseau de neurones artificiels (ANN). Dans leur article, «A logical
calculus of the ideas imminent in nervous activity», ils décrivent le concept d’un neu-
rone, une seule cellule vivante dans un réseau de cellules qui reçoit des entrées, traite ces
entrées, et génère une sortie. Par analogie à un neurone biologique, un neurone artifi-
ciel est perçu comme un processeur autonome avec des canaux unidirectionnels pour la
communication avec les autres neurones qui lui sont connectés. Un neurone artificiel à
plusieurs canaux d’entrées fonctionnant comme des dendrites, et un seul canal de sortie
fonctionnant comme un axone. Les points de connexions entre les neurones sont appelés
synapses. L’opération typique d’unneurone artificiel est de calculer une sommepondérée
des signaux d’entrée et de générer un signal de sortie si cette somme dépasse un certain
seuil. La somme pondérée des signaux d’entrée est effectuée par la fonction de combinai-
son, qui multiplie le vecteur des entrées par une matrice de transformation. Le signal de
sortie est généré par la fonction d’activation (ou fonction de seuillage, ou encore fonction
de transfert) qui sert à introduire une non-linéarité dans le fonctionnement du neurone.
La Figure 2.9 présente la structure fonctionnelle d’un neurone artificiel.
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FIGURE 2.9 – Structure fonctionnelle d’un neurone artificiel.
Un ANN est en général composé d’une succession de couches dont chacune prend ses
entrées sur les sorties de la précédente. Chaque couche i est composée de Ni neurones,
prenant leurs entrées sur les Ni−1 neurones de la couche précédente. A chaque synapse
est associé un poids synaptique, de sorte que les sorties des neurones de la couche i −1
sont multipliées par ces poids, puis additionnées par les neurones de niveau i , ce qui
est équivalent à multiplier le vecteur d’entrée par une matrice de transformation. Mettre
l’une derrière l’autre les différentes couches d’un réseau de neurones reviendrait àmettre
en cascade plusieurs matrices de transformation et pourrait se ramener à une seule ma-
trice, produit des autres, s’il n’y avait pas à chaque couche, la fonction de sortie qui in-
troduit une non-linéarité à chaque étape. Ceci montre l’importance du choix judicieux
d’une bonne fonction de sortie : un réseau de neurones dont les sorties seraient linéaires
n’aurait aucun intérêt.
La structure simple d’un ANN, celle dite statique, ne présente pas de boucles de rétro-
action et est le plus souvent utilisée dans un but d’apprentissage supervisé. Les structures
plus complexes avec des boucles de rétroactions entre les neurones, sont celles des ANNs
dites “cartes de Kohonen” ou cartes auto-organisatrices. Ces derniers sont en fait utilisés
pour des algorithmes d’apprentissage non supervisé. Dans le contexte du diagnostic des
réseaux, les ANNs sont très souvent utilisés pour faire de l’apprentissage supervisé puis-
qu’il est assez facile d’obtenir des données étiquetées, c’est à dire des correspondances
entre des observations ou des mesures sur le réseau et les pannes associées. L’appren-
tissage dans ce cas consiste à utiliser les données étiquetées pour ajuster les poids des
connexions entre les neurones. Des symptômes observés sur le réseau sont placés en
entrée des neurones de la première couche du réseau de neurones et la sortie (pannes)
produite est comparée avec l’étiquette des symptômes observés. Si le résultat de la com-
paraison n’est pas concluant, les poids des connexions entre les neurones sont ajustés
pour minimiser la différence.
Reategui et collab. ont proposé dans REATEGUI et collab. [1997], une approche hy-
bride qui intègre le raisonnement à base de cas (CBR) avec un réseau neuronal artificiel
(ANN) pour le diagnostic médical. Lors de la résolution d’un nouveau problème posé, le
réseau neuronal est utilisé pour faire des hypothèses et guider ainsi le module CBR dans
la recherche de précédents cas similaires qui vérifient ces hypothèses. La connaissance
acquise par le réseau de neurones est interprétée et associée à des descripteurs symbo-
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liques de diagnostic, qui sont conservés et utilisés par le système pour déterminer si une
réponse définitive est crédible, et de construire des explications pour le raisonnement ef-
fectué. Le modèle hybride ANN-CBR a été utilisé pour le développement d’un système
de diagnostic des maladies cardiaques congénitales. Le système a été évalué en utilisant
deux bases de données cardiologiques avec un total de 214 cas de coronaropathie. Le sys-
tème hybride parvient à résoudre des problèmes qui ne peuvent pas être résolus par le
réseau neuronal avec un bon niveau de précision. En outre, le système hybride propose
des solutions aux problèmes communs des modèles CBR, tels que l’indexation et l’adap-
tation de cas, ainsi que pour des problèmes des réseaux de neurones, tels que l’interpré-
tation des connaissances stockées dans un réseau de neurones et l’explication du raison-
nement. Cette approche hybride a aussi été utilisée dans YANG et collab. [2003] pour le
diagnostic de pannes dans les moteurs électriques.
Les réseaux de neurones et plus précisément les réseaux de neurones multicouches
intègrent d’importantes capacités d’induction, c’est-à-dire qu’ils sont capables de tirer
des généralisations plausibles sur la base d’observations limitées. En effet, un réseau de
neurones assimile aisément sous une forme dense, des exemples éventuellement nom-
breux. Ensuite, grâce aux exemples appris, le réseau traite des exemples distincts encore
non rencontrés, mais similaires. Ces capacités d’induction font des réseaux de neurones
un outil très efficace pour la corrélation d’alarmes ainsi que d’autres applications telles
que la reconnaissance de formes ou demotifs ("patternmatching"), la régression ou l’ap-
proximation de fonctions complexes, etc. Ils ont été utilisés dans GARDNER et HARLE
[1997] HERMANN [2002] pour la localisation de pannes dans les réseaux. Dans leur ver-
sion probabiliste, les réseaux de neurones font davantage face aux données manquantes,
ambiguës ou même erronées. Cependant les réseaux de neurones demandent beaucoup
d’entraînement ("training") pour être capables de généraliser en plus de n’être pas intel-
ligibles pour leurs utilisateurs.
2.5 Réseau de Petri
Les réseaux de Petri sont couramment utilisés pour modéliser le comportement dy-
namique de systèmes discrets. Ils sont composés de deux types d’objets : les places et les
transitions, l’ensemble des places permet de représenter les états du système, l’ensemble
des transitions représente alors l’ensemble des évènements dont l’occurrence provoque
la modification de l’état du système BRAMS [1983]. Les places sont des variables d’états
du système à valeurs entières. De façon imagée, ces valeurs entières sont représentées
par autant de marques ou jetons affectés à une place. L’état du système est alors associé
à un marquage définissant pour chaque place le nombre de marques ou de jetons qui lui
est affecté (ou bien qu’elle contient). À l’occurrence d’un évènement correspond le fran-
chissement d’une transition dépendant de la satisfaction de préconditions. Ces précon-
ditions portent sur le nombre de marques contenues dans les places attachées à la tran-
sition associée à l’évènement. Ces places seront appelées places d’entrée de la transition.
Le franchissement d’une transition a pour effet de modifier le marquage et donc l’état du
système : on retire toutes les marques qui ont satisfait la précondition associée à la tran-
sition, on ajoute des marques dans des places appelées places de sortie de la transition.
Dans BRAMS [1983], un réseau de Petri est défini par un quadruplet R= (P,T,Pré,Post ) où :
P et T désignent respectivement l’ensemble fini des places et l’ensemble fini des transi-
tions tel que P∩T =;, Pré et Post sont des applications définies de P×T versN. Un réseau
de Petri marqué est un couple N= (R,M) formé du réseau de Petri R et d’une application
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M : P→ N appelée marquage, tel que ∀p ∈ P, M(p) est le nombre de marques ou d’états
possibles de la place p. Une transition t ∈ T est franchissable pour un marquage M si et
seulement si ∀p ∈ P,M(p) ≥ Pré(p, t ), c’est la précondition de franchissement de t . Si t
est franchissable pour M (un état du système), le franchissement de t permet d’obtenir
un nouveau marquage M
′
tel que ∀p ∈ P,M
′
(p) = M(p)−Pré(p, t )+Post (p, t ). Puisque
M(p)≥ Pré(p, t ) alors M
′
(p)≤ Post (p, t ), c’est la postcondition pour qu’un marquage M
′
puisse résulter du franchissement de la transition t . L’utilisation d’un réseau de Petri est
très souvent associée à son graphe des marquages. Un marquage désigne la distribution
des jetons dans les places. Le graphe des marquages d’un réseau de Petri (R,M0) de mar-
quage initial M0 est un graphe orienté dont les nœuds sont les marquages, et chaque arc
relie unmarquage à un autre qui est immédiatement accessible par une transition : si une
transition t provoque un passage du système de l’étatM0 à l’étatM1, un arc est tracé entre
les marquages M0 et M1 et il est marqué avec t . Le graphe des marquages donne une vue
simple de l’évolution d’un réseau de Petri, mais sa construction nécessite l’énumération
exhaustive de tous les états du systèmemodélisé.
Une utilisation des réseaux de Petri pour le diagnostic dans les systèmes distribués
a été proposée dans AGHASARYAN et collab. [1998] avec une application concernant la
gestion de pannes dans les réseaux de télécommunications. Cette approche de diagnos-
tic AGHASARYAN et collab. [1998] : (1) utilise la capacité naturelle des réseaux de Petri à
modéliser la concurrence dans les systèmes distribués, (2) n’utilise pas le graphe desmar-
quages du réseau de Petri dans les algorithmes de diagnostic, ceci pour éviter l’explosion
du nombre d’états due à l’énumération complète de tous les évènements possibles tels
que les alarmes par exemple, pouvant survenir dans le réseau de Petri, (3) mais s’appuie
plutôt sur la sémantique d’ordre partiel, notamment à travers les techniques de dépliage
ou de déploiement du réseau de Petri. En effet, le dépliage est un algorithme utilisant
un ordre partiel entre les évènements qui évite de tous les énumérer contrairement au
graphe des marquages dont l’utilisation limiterait cette approche de diagnostic aux pe-
tits réseaux de télécommunication modélisés avec de petits réseaux Petri ayant un petit
nombre d’évènements ou de transitions.
FIGURE 2.10 – Propagation d’une perte de signal sur le port P dumodule STM-1 du réseau
SDH AGHASARYAN et collab. [1998].
Cette approche de diagnostic introduit la notion demotif d’alarmes ("alarm pattern")
désignant un ensemble d’alarmes avec des dépendances ou concurrences entre elles, tra-
duisant l’occurrence d’une panne. Un motif d’alarmes peut être vu comme un état tran-
sitoire entre deux pannes, c’est-à-dire que les pannes sont vues comme des états locaux
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entre motifs d’alarmes. De ce fait, la propagation de pannes et d’alarmes dans un réseau
de télécommunications est modélisée comme suit par un réseau de Petri AGHASARYAN
et collab. [1998] : (1) les pannes sont représentées par les places, (2) le passage d’une
panne à une panne secondaire est représenté par une transition à laquelle est associée
le motif d’alarmes correspondant. Ce travail effectué en collaboration entre l’IRISA et le
CNET (le centre de recherche de France-Telecom actuellement appelé Orange Labs) a été
appliqué au réseau SDH (Sychronous Digital Hierarchy). La Figure 2.10 présente la pro-
pagation de pannes et d’alarmes dues à la survenance d’une perte de signal (LOS) sur un
port P dumodule (Synchronous TransportModule) STM-1 d’un réseau SDH, on y observe
notamment un ordre partiel entre ces alarmes. La Figure 2.11 présente le modèle de Petri
associé. Les places sont représentées par des petits cercles et les transitions par de petits
rectangles. Il faut remarquer que le réseau de Petri 2.11 respecte bien l’ordre partiel entre
les alarmes présenté à la Figure 2.10.
FIGURE 2.11 – Réseau de Petri modélisant la propagation d’une rupture du signal sur un
port STM-1 dans le réseau SDH AGHASARYAN et collab. [1998].
La détection de pannes consiste à reconnaitre un motif d’alarmes et le diagnostic est
calculé en appliquant les techniques de dépliage des réseaux de Petri BENVENISTE et col-
lab. [2003] ESPARZA et collab. [2002] CABASINO et collab. [2012] , afin de tirer parti de la re-
présentation par ordre partiel qui évite l’énumération des séquences d’évènements qui se
produisent, notamment si l’analyse se fait par la construction d’un graphe de marquage.
Notons qu’un réseau de Petri déplié est un autre réseau de Petri plus dense, mais dont
la structure est plus simple, car acyclique, ce qui permet de partir d’un motif d’alarmes
reconnu et remonter le réseau de Petri déplié pour retrouver la cause racine. Une version
probabiliste de cette approche a aussi été développée dans AGHASARYAN et collab. [1998].
L’intérêt de probabiliser le réseau de Petri est (1) de prendre en compte l’incertitude per-
mettant de traiter les mesures aberrantes du réseau de télécommunication modélisé, les
pertes d’alarmes et les alarmes ambiguës, (2) de discriminer entre plusieurs pannes pos-
sibles en estimant leurs vraisemblances par rapport aux alarmes observées, (3) d’apporter
de la robustesse dans le processus de diagnostic qui se base sur une extension de l’algo-
rithme de Viterbi pour calculer le chemin le plus vraisemblable dans le réseau de Petri
probabilisé.
2.6 Graphe de dépendances
Dans la Section 2.3, nous avons présenté l’approche de diagnostic d’un réseau à base
d’un modèle de ce réseau, le modèle étant une représentation structurelle et fonction-
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nelle du réseau, construit à partir de l’expertise métier du réseau. Un graphe de dépen-
dances est un formalisme graphique de représentation des connaissances expertes enco-
dées dans le modèle du réseau. Un graphe de dépendances modélise plus précisément la
propagation des pannes et d’alarmes sur le réseau. Les causes racines et les symptômes
qu’elles génèrent sont représentés, mais aussi les chaînes complexes de dépendances
entre ces causes racines, les causes intermédiaires et les symptômes KÄTKER et PATEROK
[1997]. Les connaissances représentées graphiquement proviennent des standards ou des
normes du réseau modélisé, mais aussi de l’analyse par des experts, des résultats d’éven-
tuels tests expérimentaux, des "logs" des équipements et surtout des "logs" du système
de gestion du réseau qui contient des informations très pertinentes sur les états de fonc-
tionnement et de dysfonctionnement du réseau. Puisque le graphe est construit par des
experts humains, les dépendances entre les noeuds du graphe indiquent des relations de
causes à effets entre eux. En effet, le phénomène de propagation de pannes et d’alarmes
sur un réseau est un ensemble de relations de causes à effets, et le mode de la pensée
privilégié et naturel des humains pour représenter de telles relations est un graphe de
dépendances causales. Le raisonnement ou l’inférence sur un graphe de dépendances
consiste à déterminer l’état de tous les noeuds pertinents, étant donnée l’observation de
certains noeuds (généralement des alarmes ou des paramètres scalaires mesurés sur le
réseau).
Un graphe de dépendances causales est un graphe orienté acyclique G= (N,S), ou N
est l’ensemble des noeuds et S ⊆ N×N est l’ensemble des arcs représentant les dépen-
dances causales. Le terme acyclique signifie qu’il n’existe pas de boucles orientées entre
les noeuds, c’est-à-dire que l’ensemble des descendants et l’ensemble des ascendants de
chaque noeud sont disjoints. Plusieurs algorithmes de diagnostic des réseaux utilisant
ce formalisme ont été proposés dans la littérature. Nous nous focalisons principalement
sur les travaux exemplaires de JINGXIAN et collab. [2010] JINGXIAN et collab. [2011]. Ces
travaux décrivent un algorithme innovant pour le diagnostic des réseaux de télécommu-
nications avec un modèle basé sur un graphe de dépendances causales. Dans JINGXIAN
et collab. [2010] JINGXIAN et collab. [2011], la structure du graphe est basée sur cinq types
de noeuds et un type d’arc (voir la Figure 2.12).
FIGURE 2.12 – Les composants du graphe de dépendances causales JINGXIAN et collab.
[2010] JINGXIAN et collab. [2011].
Les causes racines ("primary causes") qui n’ont aucun prédécesseur, les causes inter-
médiaires ("intermediate causes") qui représentent des états partiels ou temporaires de
la propagation de pannes, les observations qui sont les signatures visibles des pannes, les
tests utilisés pour vérifier une hypothèse ou lever une incertitude, l’action de réparation
("reparing action") est un noeud spécial puisqu’il ne fait pas partie des relations de causes
à effets, et l’arc labellisé "should cause" dénote une dépendance déterministe. Notons que
les noeuds observables peuvent tout aussi bien être des noeuds intermédiaires succédés
par d’autres noeuds observables. Le fait qu’ils soient considérés comme les "feuilles" du
graphe et n’ont de ce fait aucun successeur signifie tout simplement que les conséquences
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d’un noeud observable ne peuvent être que des noeuds observables. Les noeuds de type
"reparing action" sont factices, ce sont juste des labels qui indiquent l’action de répara-
tion à exécuter une fois que le diagnostic est déterminé.
Le processus de diagnostic consiste à collecter toutes les observations courantes, et
déterminer sur la base de ces observations, les causes racines. Certains tests peuvent être
déclenchés durant le processus de diagnostic pour discriminer entre certaines ambiguï-
tés. Les noeuds du graphe de dépendances sont des variables binaires. Un noeud peut
être incriminé ("guilty") ou non ("innocent") JINGXIAN et collab. [2010] JINGXIAN et col-
lab. [2011]. Pour une image instantanée du réseau, on positionne les noeuds correspon-
dants aux symptômes observés à leur état "guilty", si ces symptômes sont négatifs. Les
noeuds correspondants aux symptômes positifs observés sont positionnés à "innocent",
et les états des autres noeuds du graphe sont inconnus. L’objectif de l’inférence sur le
graphe de dépendances causales est de calculer la combinaison des états des noeuds non
observés y compris les noeuds à la racine du graphe. Cinq règles consistantes sont défi-
nies pour guider le processus de diagnostic : (R1) si un noeud est incriminé, alors tous ses
successeurs doivent être également incriminés, (R1′) si un noeud différent d’une cause
racine est incriminé, alors au moins un des ses prédécesseurs doit être incriminé, (R2) si
un noeud est innocent, alors tous ses prédécesseurs doivent être innocents, (R2′) si tous
les prédécesseurs d’un noeud sont innocents, alors le noeud doit être innocent, (R3) l’état
d’un noeud de test est incriminé ou innocent selon le résultat de l’exécution du test en
question, c’est-à-dire qu’un test permet d’ajouter de nouvelles observations utiles au pro-
cessus de diagnostic.
Plusieurs définitions introduites dans JINGXIAN et collab. [2010] JINGXIAN et collab.
[2011] sont nécessaires pour formaliser le modèle et le raisonnement exploitant les règles
consistantes pour effectuer un diagnostic. Pour chaque noeud n ∈ N, on note S(n) l’en-
semble des successeurs du noeud n, Sˆ(n) l’ensemble de tous les descendants de n, S−1(n)
l’ensemble des parents de n et Sˆ−1(n) l’ensemble de tous les ascendants de n. De fa-
çon plus générale, si N ⊂ N est un sous-ensemble de noeuds du graphe, l’ensemble des
descendants du sous-ensemble N est Sˆ(N) = ∪n∈NSˆ(n) et l’ensemble des ascendants est
Sˆ−1(N) = ∪n∈NSˆ−1(n). L’hypothèse de graphe causal acyclique est formalisée par la pro-
priété∀n ∈N,n ∉ Sˆ(n). L’ensembleP des pannes considérées dans le graphe et l’ensemble
O des observations se définissent par P = {n ∈ N|S−1(n) = ;} et O = {n ∈ N|S(n) = ;}.
Une observation a ∈O est un symptôme (une alarme par exemple) d’une panne p ∈ P, si
et seulement s’il existe un chemin causal de p à a, c’est-à-dire que a ∈ Sˆ(p). Par consé-
quent, l’ensemble des symptômes d’une panne p est défini par Sˆ(p)∩O. Si deux causes
racines p1 et p2 sont indépendantes, alors les effets (symptômes observés et causes inter-
médiaires) de ces deux pannes sont l’union des effets de chaque panne, c’est-à-dire que
Sˆ({p1,p2}) = Sˆ(p1)∪ Sˆ(p2). Notons que cette assertion n’est plus absolument vérifiée si
les deux pannes sont dépendantes, parce que certains effets de l’une des pannes peuvent
neutraliser des effets de l’autre, et certains symptômes peuvent donc ne pas être observés.
Le diagnostic D d’un ensemble d’observations A ∈ O est défini dans JINGXIAN et col-
lab. [2010] JINGXIAN et collab. [2011] comme un sous-ensemble de P qui explique les
observations. En d’autres mots D est un diagnostic de A si et seulement si A ⊆ Sˆ(D) et
Sˆ(D)=∪p∈DSˆ(p) si on fait l’hypothèse d’indépendance entre les pannes. Avec cette hypo-
thèse, si D est un diagnostic de A, alors ∀p ∈P, D∪ {p} est aussi un diagnostic de A. Ainsi,
pour un ensemble de symptômes A on peut ordonner les diagnostics correspondants en
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utilisant la relation ⊆. L’objectif du diagnostic est donc de chercher tous les diagnostics
minimaux. Un diagnostic D de A est minimal si et seulement s’il n’existe pas un autre
diagnostic D
′
de A tel que D
′
(D, c’est-à-dire que si D et D
′
sont deux diagnostics mini-
maux de A tel que D
′
⊂D, alors D=D
′
. La recherche de l’ensemble des diagnostics de A,
est basée sur la formulation et l’explication d’hypothèses de diagnostic. Une hypothèse
H est définie par : (1) un ensemble G(H) ⊆ N de noeuds incriminés, avec A ⊂ G(H), (2)
un ensemble I(H)⊆N de noeuds innocents, (3) un ensemble X(H)⊆G(H) contenant des
noeuds inexpliqués, c’est-à-dire des noeuds qui n’ont pas de prédécesseurs incriminés.
Une hypothèse H est close lorsqu’elle explique tous les symptômes observés c’est-à’dire
que X(H)=;.
La procédure d’inférence ou de recherche de l’ensemble (initialisé à ;) des diagnos-
tics des observations A commence avec un ensemble H = {H0} d’hypothèses contenant
la seule hypothèse {H0} définit par G(H0) = X(H0) = A et I(H0) = O \ A. Cette procédure
d’inférence est un algorithme itératif qui se termine lorsque chacune des hypothèses de
l’ensembleH est close et supprimée de l’ensembleH, c’est-à-dire que la condition de ter-
minaison estH=;. Chaque itération traite (essaie d’expliquer) une hypothèseH ∈H, et le
traitement d’une hypothèse peut conduire à la formulation d’autres hypothèses ajoutées
dans l’ensemble H. Si X(H) =;, l’hypothèse H est close et supprimée de H, le diagnostic
associé qui est ajouté à l’ensemble des diagnostics, est défini par G(H)∩P. Si X(H) 6= ;,
c’est-à-dire que l’hypothèse de diagnostic H n’explique pas tous les noeuds du graphe
de dépendances, alors l’hypothèse H doit être développée. Le développement d’une hy-
pothèse H est une sous procédure qui tente d’expliquer les noeuds de l’ensemble X(H).
La sous-procédure consiste à choisir aléatoirement un noeud n ∈ X(H), le supprimer de
X(H) et vérifier s’il est expliqué ou pas. Le noeud n choisit est expliqué si la condition
S−1(n)=; ou S−1(n)∩G(H) 6= ; est vérifiée, c’est-à-dire que n est une cause racine ou au
moins un prédécesseur de n est incriminé. Dans le cas contraire, pour chaque prédéces-
seurm ∈ S−1(n) den, une nouvelle hypothèseH
′
est formulée telle queG(H
′
)=G(H)∪{m},
X(H
′
)=X(H)∪{m} et I(H
′
)= I(H). La cohérence de l’hypothèseH
′
avec les règles de consis-
tance causale est ensuite vérifiée. L’hypothèseH
′
est inconsistante si aumoins un descen-
dant dem est innocent (alors quem est supposé incriminé, ce qui est inconsistant avec
la règle R1), c’est-à-dire que Sˆ(m)∩ I(H
′
) 6= ;, sinon H
′
est consistante, et dans ce dernier
cas, l’ensemble G(H
′
) est actualisé en ajoutant les noeuds de l’ensemble Sˆ(m). H
′
est en-
suite ajoutée à l’ensemble des hypothèsesH. La procédure d’inférence se termine avec un
ensemble de diagnostics expliquant toutes les observations A. Le diagnostic minimal est
obtenu en ordonnant les diagnostics selon la relation ⊆.
Le formalisme proposé dans JINGXIAN et collab. [2010] JINGXIAN et collab. [2011] pré-
sente deux autres caractéristiques intéressantes. La première c’est la possibilité d’effec-
tuer des tests et collecter des observations additionnelles qui permettent de confirmer
ou d’infirmer certaines hypothèses de diagnostic. La sélection des tests les plus appro-
priés à effectuer devient donc importante. En effet, il faut bien sélectionner les tests qui
lèvent le maximum d’incertitudes dans le processus du diagnostic. On parle dans ce cas
de diagnostic actif. Le nombre de tests doit être aussi réduit au maximum pour éviter de
surcharger le réseau avec un trafic important. La seconde caractéristique c’est la possi-
bilité de faire du diagnostic distribué. L’idée consiste dans ce cas à séparer le graphe de
dépendances causales en plusieurs sous-graphes, partageant certains noeuds. Chaque
sous-graphe modélise un segment du réseau et le diagnostic de ce segment est effectué
localement dans le sous-graphe. Un algorithme de passage de messages entre les sous-
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graphes, au travers des noeuds communs, permet d’agréger les diagnostics locaux tout
en vérifiant leurs compatibilités.
Les graphes de dépendances causales permettent d’adapter les avancées algorith-
miques en matière de théorie des graphes au diagnostic des réseaux. En effet, une fois
le graphe construit, le raisonnement ou l’inférence sur ce graphe permettant de détermi-
ner les causes racines des anomalies observées, relève plus du domaine de la théorie des
graphes que de la gestion des réseaux. Au délà de la détection des causes racines, de tels
modèles graphiques permettent d’expliquer ce qui se passe dans le réseau en identifiant
également les conséquences des pannes, ce qui permet aux opérateurs de vérifier les dé-
cisions automatiques du modèle et la pertinence du modèle vis-à-vis des connaissances
expertes relatives au fonctionnement du réseau. La difficulté majeure de cette approche
est l’obtention du graphe. En effet, la construction du graphe nécessite l’acquisition de
connaissances très précises relatives à la propagation des pannes et des alarmes. En plus,
le graphe de dépendances n’est qu’une image figée du réseau et peut devenir obsolète si
le réseau est très dynamique. D’autre part, le graphe de dépendances est un modèle dé-
terministe qui n’est pas toujours adapté à la représentation graphique de la propagation
des pannes et d’alarmes qui peut contenir beaucoup de dépendances non déterministes.
2.7 Réseaux bayésiens
Un réseau bayésien ou réseau de croyances est un graphe de dépendances acyclique
probabiliste, c’est donc une extension des graphes de dépendances présentés dans la
sous-section précédente. Le graphe est dit probabilisé parce que, pour chaque noeud, la
force de dépendance entre ce noeud et ses prédécesseurs est quantifiée au moyen d’une
distribution de probabilités conditionnelles. Chaque noeud est considéré comme une va-
riable aléatoire prenant ses valeurs ou états dans un ensemble fini connu. La distribution
donne la probabilité de chaque état du noeud conditionnellement à toutes les combinai-
sons d’états possibles de ses prédécesseurs. Cette distribution permet ainsi de représenter
et quantifier l’incertitude pouvant exister dans la relation de dépendance entre un noeud
et ses prédécesseurs. Cette représentation de l’incertitude constitue la vraie plus-value
des réseaux bayésiens par rapport aux graphes de dépendances. Notons au passage que
l’incertitude joue un rôle fondamental dans le raisonnement et la prise de décision né-
cessaires pour automatiser un processus de diagnostic.
Un réseau bayésien donne une représentation graphique factorisée de la loi de pro-
babilités jointe de toutes les variables aléatoires du graphe. Considérons un réseau bayé-
sien (G,Θ) dont la structure G contient n variables {X1, . . . ,Xn}, et le vecteur de paramètres
Θ = (θi , j ,k)i , j ,k tel que θi , j ,k = P(Xi = k|pa(Xi ) = j ) désigne la probabilité que la variable
Xi prenne la valeur k sachant que la combinaison des valeurs de ses parents pa(Xi ) est
j . La loi jointe des variables du réseau peut se factoriser comme le produit suivant, ou
le logarithme de cette loi jointe peut se factoriser comme une somme. En effet il plus fa-
cile d’additionner des quantités négatives avec précision que demultiplier de très petites
quantités positives.
P(G;Θ) =
∏N
i=1P(Xi |pa(Xi ))=
∏N
i=1θi ,pa(Xi ),Xi
L(G;Θ) =
∑N
i=1 logθi ,pa(Xi ),Xi
(2.1)
Un réseau bayésien encode les dépendances, mais aussi les indépendances entre les
variables aléatoires. Étant données deux variables quelconques du réseau, elles sont dé-
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pendantes si et seulement si l’une appartient à la couverture de Markov de l’autre, si-
non elles sont indépendantes. La couverture de Markov d’une variable dans le réseau est
l’union entre l’ensemble des parents ou prédécesseurs de cette variable, l’ensemble de
ses fils ou successeurs et l’ensemble des autres parents des fils de cette variable.
FIGURE 2.13 – Un simple réseau bayésien RUSSEL et NORVIG [2003].
La Figure 2.13.a présente la structure d’un simple réseau bayésien de cinq variables
binaires. On imagine la situation suivante : vous avez un nouveau système d’alarme ins-
tallé à la maison, il est assez fiable pour détecter un cambriolage, mais répond aussi à
l’occasion, aux tremblements de terre mineurs. Vous avez également deux voisins, John
et Mary, qui ont promis de vous appeler au travail quand ils entendent l’alarme. John
appelle toujours quand il entend l’alarme, mais confond parfois la sonnerie de son télé-
phone avec l’alarme et appelle ensuite. D’autre part, Mary aime plutôt lamusique forte et
parfois manque complètement l’alarme. Étant donnée une évidence indiquant qui a ou
n’a pas appelé, le réseau bayésien présenté par la Figure 2.13.b peut être utilisé pour es-
timer la probabilité d’un cambriolage RUSSEL et NORVIG [2003]. La force de dépendance
entre les variables M,A est quantifiée par la distribution de probabilités conditionnelles
P(A|M), celle entre les variables J,A est quantifiée par la distribution P(J|A) et la distri-
bution P(A|B,E) mesure l’incertitude dans la corrélation entre la variable A et ses parents
B,E. Les variables B et E n’ayant pas de prédécesseurs, leurs distributionsP(B) etP(E) sont
appelées distributions a priori.
Le réseau bayésien présenté par la Figure 2.13.b permet de factoriser la loi jointe des
cinq variables selon le produit suivant :
P(B,E,A,J,M)=P(J|A)P(M|A)P(A|B,E)P(B)P(E)
Un réseau bayésien est une représentation compacte et efficace pour le calcul des dis-
tributions de probabilités en exploitant les indépendances conditionnelles. Par exemple,
sur la Figure 2.13.b, les variables J et M sont indépendantes conditionnellement à la va-
riable A. Contrairement à un graphe de dépendances, l’inférence sur un réseau bayésien
ne nécessite pas de règles déterministes sur lesquelles la procédure d’inférence se base
pour déterminer les états des variables non observées connaissant les variables obser-
vées. L’inférence sur un réseau bayésien repose sur des algorithmes de renforcement de
probabilités ou croyances permettant de calculer des quantités telles que des probabili-
tés marginales conditionnelles ou de répondre à des requêtes de type MPE (Most Plau-
sible Explanation) des variables observées. Concernant le calcul des probabilités margi-
nales conditionnelles, l’inférence sur un réseau bayésien de n variables G = {X1, . . . ,Xn}
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consiste à calculer par exemple, la probabilité jointe de l’ensemble Xm (la lettre "m" si-
gnifie "missing") des variables non observées connaissant les valeurs des variables ob-
servées Xo (la lettre "o" signifie "observed") telle que G = Xm ∩Xo . Si l’on note xo le vec-
teur désignant la combinaison des valeurs des variables observées, P(Xm |xo) = P(X
m ,xo)
P(xo)
et P(xo) =
∑
Xm P(X
m ,xo). On peut remarquer que ce calcul nécessite l’énumération de
toutes les combinaisons possibles de valeurs des variables non observées, ce qui n’est pas
efficace oumême pratiquement impossible si le cardinal de l’ensemble Xm est très grand.
Des algorithmes qui exploitent la structure graphique du réseau bayésien pour calculer de
façon très efficace une telle probabilité ont été proposés dans PEARL [1985] PEARL [1986]
PEARL [1988] MADSEN et JENSEN [1999]. Ces algorithmes sont étudiés en détail dans le
Chapitre 3 de cette thèse.
La combinaison de valeurs xm∗ la plus plausible des variables non observées expli-
quant les observations, ou "MPE pourMost Probable Explanation", se calcule enmaximi-
sant la probabilité conditionnelleP(xm |xo) par rapport à xm de telle sorte queP(xm∗|xo)=
maxxm P(xm |xo). L’algorithme somme-produit proposé dans PEARL [1985] PEARL [1986]
PEARL [1988] permet de calculer le vecteur xm∗, en laissant chaque variable Xm
i
non ob-
servée, calculer localement et en interaction avec ses noeuds voisins, la fonction (BELief)
BEL∗(xm
i
) = maxwxi P(x
m
i
,wxi |x
o), ou WXi = X
m \ {Xm
i
} et BEL∗(xm
i
) désigne la probabi-
lité que les observations xo soient consistantes avec l’évènement Xm
i
= xm
i
. Le vecteur
BEL∗(Xm
i
) contenant les probabilités BEL∗(xm
i
) des valeurs de la variable Xm
i
est appelé
le maximum à postériori (MAP) de la variable Xm
i
connaissant les observations. Notons
que le problème de maximisation de P(xm |xo) par rapport à xm est décomposé en plu-
sieurs problèmes demaximisationdeP(xm
i
,wxi |x
o) par rapportwxi , pour chaque variable
Xm
i
, en exploitant la structure du réseau bayésien. Ces problèmes de maximisation ne
sont pas indépendants puisque pour deux variables distinctes quelconques Xm
i
et Xm
j
,
WXi ∪WX j 6= ;.
FIGURE 2.14 – Segment d’un réseau bayésien en arbre.
L’algorithme somme-produit permet de calculer efficacement les probabilités margi-
nales conditionnelles ou le maximum à postériori de n’importe quelle variable ou sous-
ensemble de variables du réseau. C’est un algorithme de propagation et de renforcement
de croyances qui exploite les indépendances conditionnelles encodées dans le réseau.
Considérons par exemple le segment d’un réseau bayésien présenté par la Figure 2.14
et supposons qu’on souhaite calculer la probabilité des valeurs de la variable X étant
données d’autres variables observées dans le réseau. L’algorithme somme-produit cal-
cule une telle probabilité notée BEL(x) (pour Belief de X = x) connaissant les observa-
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tions e−X dans le sous-graphe G
−
X enraciné en X, et les observations e
+
X dans le reste du
graphe : BEL(x) = P(x|e+X ,e
−
X ) = αλ(x)π(x) tel que λ(x) = P(e
−
X |x), π(x) = P(x|e
+
X ) et α est
une constante denormalisation. Les expressions deλ(x) etπ(x) sont détaillées dans PEARL
[1988] ainsi que dans le Chapitre 3 dédié à l’étude de l’inférence sur les réseaux bayé-
siens. Pour l’instant nous retiendrons simplement que l’expression factorisée de BEL(x)
en un produit de deux termes est vérifiée parce que la représentation graphique du ré-
seau indique que les variables dans G+X sont conditionnellement indépendantes de celles
dansG−X étant donné X. Chaque noeud X du réseau peut évaluer localement sa probabilité
BEL(x) s’il reçoit la contribution π(x) de ses parents et la contribution λ(x) de ses fils, à la
croyance en l’évènement X = x connaissant les observations dans le graphe G. Plusieurs
échanges demessages entre le noeud X et ses parents et ses fils sont nécessaires pour éva-
luer la croyance BEL(x) de X, la croyance BEL(u) d’un parent U de X et la croyance BEL(y)
d’un fils Y de X. La propagation desmessages est appliquée récursivement jusqu’à ce tous
les messages λ et π soient tous absorbés ou traités, et le réseau retrouve ainsi un nouvel
état d’équilibre.
Plusieurs techniques de localisation de pannes proposées dans la littérature CHAO
et collab. [2001] KATZELA et SCHWARTZ [1995] STEINDER et SETHI [2002] YEMINI et col-
lab. [1996] utilisent des modèles de propagation de pannes qui encodent des relations
de dépendances directes entre les pannes et les symptômes. De tels modèles sont appe-
lés graphe de dépendances biparti, c’est-à-dire un graphe dont l’ensemble des sommets
peut être partitionné en deux sous-ensembles disjoints telle que chaque arête du graphe
ait une extrémité dans un sous-ensemble et l’autre extrémité dans l’autre sous ensemble.
Par exemple, les réseaux de Petri introduit dans la Section 2.5 sont des graphes bipartis
puisque l’ensemble des places est disjoint de l’ensemble des transitions. Les graphes bi-
partis sont aussi probabilisés pour obtenir un réseau bayésien. Bien que les relations entre
les pannes et les symptômes sont en réalité plus complexes pour être représentées par un
graphe causal biparti, l’utilisation de ce type de modèle est justifiée par les arguments
suivants MALGORZATA et ADARSHPAL [2004] :
— Effectuer la localisation de pannes avec des représentations complexes est difficile.
En général, le problème est NP-hard KATZELA et SCHWARTZ [1995]. Pour éviter cette
complexité, les modèles très détaillés sont fréquemment réduits à des graphes bi-
partis en appliquant une séquence d’opérations de réductions YEMINI et collab.
[1996],
— la construction de modèles complexes nécessite une connaissance profonde du
système sous-jacent, tandis que l’association symptômes-pannes peut être construite
en observant superficiellement le système; (3) certains sous-problèmes de locali-
sation de pannes peuvent être modélisés avec précision par un graphe de dépen-
dances biparti STEINDER et SETHI [2002],
— Certains sous-problèmes de localisation de pannes peuvent être modélisés avec
précisionpar un graphededépendances biparti STEINDER et SETHI [2002], par consé-
quent nécessitent des algorithmes de localisation de pannes adaptés aux modèles
à base de graphes bipartis.
Une technique de localisation de pannes adaptée à unmodèle à base de graphe causal
biparti est la mise à jour incrémentale des hypothèses, plus connue sous l’anglicisme in-
cremental hypothesis updating (IHU) STEINDER et SETHI [2004]. La technique IHU utilise
un ensemble d’hypothèses, chacune étant une explication complète des symptômes ob-
servés. Les hypothèses sont ordonnées selon une métrique de croyance ("belief metric"),
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b. L’algorithmeprocède selon une architecture orientée évènement et de façon incrémen-
tale. L’exécution déclenchée par le symptôme numéro i , si , créé un ensemble d’hypo-
thèses, Hi , expliquant les symptômes s1, . . . si . L’ensemble Hi est créé en actualisant Hi−1
avec une explication du symptôme si . Après le traitement du symptôme i , la métrique
de croyance bi associée à l’hypothèse h j ∈Hi représente la probabilité que (1) toutes les
pannes appartenant à h j soient survenues, et (2) h j explique chaque symptôme observé
sk ∈ SO,i = {s1, . . . , si }. Pour intégrer une explication du symptôme si dans l’hypothèse de
pannes, à l’itération i de l’algorithme, on analyse chaque hypothèse h j ∈Hi−1. Si h j peut
expliquer le symptôme si , on place h j dans Hi . Dans le cas contraire, h j doit être éten-
due en lui ajoutant une panne de Hsi , ou Hsi est un domaine du symptôme si . Pour éviter
l’augmentation très rapide de la taille de l’ensembleHi , l’heuristique suivante est utilisée :
la panne fl ∈Hsi peut être ajoutée à h j ∈Hi−1 si et seulement si la taille de h j , |h j |, est plus
petite que µ( fl ), la taille minimum d’une hypothèse dans Hi−1 qui contient fl et explique
le symptôme si . L’utilisation de cette heuristique est due au fait que la probabilité d’occur-
rence de multiples pannes simultanées est faible. Tandis que la mise à jour de l’ensemble
des hypothèses, bi (h j ) est calculée itérativement basée sur bi−1(h j ). L’algorithme IHU
crée un ensemble d’hypothèses les plus probables, qui peuvent toutes être présentées à
l’administrateur du système à diagnostiquer. Plutôt que d’attendre une période de temps
déterminée avant de présenter une solution, la technique IHU rend toutes ces hypothèses
disponibles sur une base continue, et les met à jour en permanence avec les informations
acquises de l’observation d’autres symptômes. Ainsi, l’algorithme est incrémental. Cette
caractéristique permet à l’administrateur du système d’initier des actions de correction
plus tôt, et d’effectuer des procédures de tests supplémentaires. Puisque plusieurs hypo-
thèses alternatives sont disponibles, il est plus facile de remplacer une solution lorsque la
plus probable se révèle inexacte.
Dans HOUNKONNOU [2013], une approche demodélisation semi-automatique est dé-
veloppée, basée sur des motifs ou "patterns" qui décrivent de façon générique les dépen-
dances entre les ressources utilisées par les services du réseau IMS (IPMultimedia Subsys-
tem). Un motif est un réseau bayésien, manuellement construit, mais automatiquement
localisé et instancié lorsqu’une panne survient dans un service IMS quelconque. Une ap-
proche similaire de modélisation semi-automatique est proposée dans SANCHEZ et col-
lab. [2015], appliquée au contexte des réseaux SDN (SoftWare Defined Network) et NFV
(Network Functions Virtualization). Elle est basée sur des motifs qui modélisent les com-
posants d’un réseau SDN. Un algorithme interprète la topologie courante donnée par le
contrôleur SDN et unmotif, basé sur un réseau bayésien, est instancié automatiquement
avec d’éventuelles dépendances en plus selon la topologie. Un algorithme d’inférence sur
l’instance du réseau bayésien est appliqué pour calculer les probabilités des causes ra-
cines conditionnellement aux symptômes observés.
Un modèle à base de réseau bayésien est également proposé dans KHANAFER et col-
lab. [2008] pour le diagnostic automatique des réseaux UMTS (Universal Mobile Tele-
communication System). Les composants de ce modèle sont les pannes et leurs symp-
tômes. Les pannes sont représentées par des variables aléatoires discrètes binaires (ab-
sente ou présente). Les symptômes sont tout aussi bien les alarmes que les KPIs (Key
Performances Identifier), c’est-à-dire que les problèmes de connectivité sont considérés,
ainsi que les problèmes de performance. Les alarmes sont également représentées par
des variables discrètes binaires. Les KPIs sont modélisées par des variables discrètes mul-
tivaluées, chaque état représentant un intervalle continu de valeurs pour les KPIs conti-
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nues qui ont été discretisées. Le modèle proposé est un réseau bayésien naïf puisqu’il
suppose que les symptômes observés sont indépendants les uns des autres, ce qui n’est
pas toujours vrai en réalité car il est possible que plusieurs symptômes en engendrent
d’autres. Le modèle graphique est construit comme suit : pour un noeud parent P, dont
les états sont les causes racines pouvant déclencher les symptômes S1, . . . ,Sn , représen-
tant les fils de P, le modèle suppose qu’une seule panne survient à la fois et qu’il n’y a pas
de dépendances entre les symptômes. La simplicité de ce modèle dit naïf est très béné-
fique pour l’inférence, et l’impact sur les résultats de diagnostic est assezmineur. En effet,
les paramètres nécessaires pour ce modèle sont les probabilités a priori P(P = pk) pour
chaque panne pk , et les probabilités conditionnelles P(Si |P = pk) pour chaque symp-
tôme Si . Le diagnostic basé sur le calcul des probabilités conditionnelles des pannes
connaissant les symptômes observés e, se calcul facilement avec la formule de Bayes :
P(P = pk |e) = P(P = pk)
∏n
i=1P(Si |P = pk)/P(e). Il faut remarquer dans l’équation pré-
cédente que la probabilité conjointe des symptômes conditionnellement à une panne
s’écrit comme le produit des probabilités de chaque symptôme conditionnellement à la
panne, traduisant l’hypothèse d’indépendance entre les symptômes faite dans ce réseau
bayésien naïf.
Lamodélisation de la propagation de pannes et d’alarmes dans un réseau de télécom-
munications requiert la représentation des connaissances relatives aux dépendances cau-
sales, la représentation des incertitudes puisque les relations de causes à effets ne sont pas
toujours déterministes, la gestion de donnéesmanquantes, ambiguës oumême erronées.
Un réseau bayésien est un formalisme très approprié pour une telle modélisation. En ef-
fet, un réseau bayésien : (1) modélise la chaîne complète de la propagation des pannes en
incluant les causes intermédiaires qui relient indirectement les causes racines aux ano-
malies observées très souvent sous forme d’alarmes; (2) représente les dépendances et
les indépendances entre les variables du phénomène de propagation de pannes; (3) ex-
prime et quantifie l’incertitude due au caractère non déterministe de certaines relations
de causes à effets ; (4) intègre d’importantes propriétés calculatoires et cognitives per-
mettant de développer des raisonnements probabilistes exacts sur les connaissances en-
codées ; (5) ces propriétés confèrent aux réseaux bayésien la capacité de faire face aux
données manquantes, ambiguës et même erronées ou bruitées. D’autre part, un réseau
bayésien peut être construit de façon modulaire ou incrémentale et les connaissances
sont représentées de façon compacte et intelligible pour un expert humain. Cette repré-
sentation compacte de l’espace des hypothèses de diagnostic permet de trouver une solu-
tion pour toute combinaison d’observations sur un réseau de télécommunications. C’est
un formalisme très polyvalent. Il peut tout aussi bien être utilisé pour le diagnostic réactif
de pannes que pour leur prédiction ou diagnostic proactif, pour l’optimisation, l’analyse
de données, l’apprentissage artificiel supervisé et non supervisé.
Le développement d’un réseau bayésien pour le diagnostic d’un réseau de télécom-
munication de grande dimension requiert des connaissances très approfondies sur ce
réseau.Mais ceci n’est pas forcément un inconvénient puisqu’il est possible de construire
un modèle initial très simple du système et d’enrichir ou compléter automatiquement
ce modèle initial ensuite, en appliquant un algorithme d’apprentissage artificiel à partir
des données générées par les composants du réseau. De notre point de vue, nous pen-
sons que l’inconvénient majeur des réseaux bayésiens est la détermination très difficile
des probabilités a priori exactes, pourtant ces a priori ont une influence forte sur les pro-
babilités a postériori à partir desquelles les décisions finales de diagnostic sont prises. Il
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est difficile de détecter les pannes avec de faibles a priori, c’est-à-dire les pannes qui se
produisent très peu souvent.
2.8 Discussions et conclusion
Le diagnostic de pannes dans un réseau de télécommunications de grande échelle
est un problème complexe qui intéresse aussi bien les opérateurs de télécommunications
que la communauté de l’intelligence artificielle. Ce problème a fait l’objet de nombreuses
recherches dans le passé et différentes approches ont été proposées : (1) les systèmes ex-
perts PAU [1986], qui encodent des raisonnements spécialisés sur des tâches de diagnos-
tic précises hébergées dans des applications informatiques, (2) les approches à base de
modèle JAKOBSON et WEISSMAN [1995] GARDNER et HARLE [1997] qui développent des
raisonnements sur une représentation explicite du réseau, (3) les algorithmes d’appren-
tissage automatique tels que les réseaux de neurones artificiels GARDNER et HARLE [1997]
HERMANN [2002], le raisonnement à base de cas « case-based reasoning » LEWIS [1993]
qui infère les diagnostics en s’appuyant sur l’expérience automatiquement ou artificiel-
lement acquise lors des diagnostics passés. Table 2.1 récapitule ces différentes méthodes
de diagnostic.
Les systèmes experts à base de règles sont les premières méthodes de diagnostic uti-
lisées dans l’industrie des télécommunications. Bien qu’efficaces pour la résolution des
problèmes déjà rencontrés, les systèmes experts à base de règles sont peu flexibles, diffi-
ciles et fastidieux à maintenir. C’est une approche déterministe appliquée pour décrire la
propagation de pannes dans un réseau qui est pourtant un phénomène globalement non
déterministe.
Quant aux méthodes de diagnostic essentiellement basées sur l’apprentissage artifi-
ciel telles que les réseaux de neurones, les cartes auto-organisatrices, l’apprentissage sta-
tistique ou la fouille de données, ce sont des "boîtes noires" généralement dites "aveugles"
puisqu’elles ignorent les informations relatives à la topologie et au comportement du ré-
seau. Le diagnostic avec ces méthodes d’apprentissage repose essentiellement sur une
approximation ou une interpolation faite en analysant les données des précédents diag-
nostics. Si nous faisons le rapprochement avec le domaine dudiagnosticmédical, de telles
méthodes peuvent être assimilées à celles d’un "faux médecin" qui n’a pas de connais-
sances sur l’anatomie du corps humain, mais qui peut quand même diagnostiquer des
maladies en étudiant de nombreux cas de diagnostic fait par les médecins compétents.
Comme avec le diagnostic médical, le diagnostic précis et efficace de pannes dans un
réseau requiert la prise en compte de sa topologie et de son fonctionnement durant les
raisonnements. C’est justement le but des approches de diagnostic à base d’unmodèle du
réseau. Ces approches procèdent en deux étapes : (1) la topologie et le comportement du
réseau ou propagation de pannes et d’alarmes sont modélisés, et le modèle laisse trans-
paraître explicitement la capacité d’un composant (logiciel oumatériel) à influencer l’état
d’un autre, (2) des algorithmes de raisonnement orientés évènements ou objets sont en-
suite dérivés du modèle. Plusieurs contributions dans la littérature se basent sur cette
approche. On peut citer notamment les techniques de diagnostic à base de modèle déve-
loppées dans STEINDER et SETHI [2002] STEINDER et SETHI [2004] et leur généralisation
aux algorithmes de théorie de graphes. Il s’agit par exemple de représenter aumoyen d’un
graphe de dépendances causales la chaîne des relations de causes à effets entre les pannes
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TABLE 2.1 – Tableau récapitulatif des différentes méthodes de diagnostic.
Méthodes Avantages Inconvénients
RBE règles spécialisées peu flexible
efficacité pour les problèmes connus maintenance difficile
induction limitée
CBR cas spécialisés inefficacité temporelle
capacité d’induction façonné pour le domaine
résolution de nouveaux problèmes
MLT capacité d’induction boîte noire
résolution de nouveaux problèmes inintelligibilité
MBA modélisation du réseau complexité de modélisation
large portée de raisonnement
possibilité d’appendre
Légende de la Table 2.1 : RBE (Rule-Based Expert system), CBR (Case-Based Reasoning),
MLT (Machine Learning Techniques), MBA (Model-Based Approach).
ou causes racines, les causes intermédiaires et les symptômes ou alarmes observées. De
tels graphes sont appropriés aux algorithmes d’inférence ou de raisonnement tels que
ceux développés dans JINGXIAN et collab. [2010] JINGXIAN et collab. [2011] GROSCLAUDE
[2008]. D’autresméthodes vont plus loin en probabilisant le graphe de dépendances pour
obtenir un réseau bayésien et apporter de la robustesse et du non déterminisme en ap-
pliquant un raisonnement probabiliste PEARL [1988]. Cependant, les approches de diag-
nostic à base de modèle présentent deux difficultés principales : (1) obtenir le modèle
explicite du réseau et, (2) adapter le modèle aux évolutions du réseau.
Les travaux menés dans le cadre de cette thèse apportent des contributions à ces pro-
blèmes.Modéliser la topologie et le fonctionnement (propagation de pannes) d’un réseau
requiert la représentation des connaissances relatives aux dépendances causales, à l’in-
certitude (la propagation de pannes n’étant pas déterministe), à l’absence de certaines
données, à l’imprécision ou l’ambiguïté de certaines données générées par les équipe-
ments, et à l’évolution temporelle éventuellement. Il faut aussi garder à l’esprit que le
modèle de représentation doit être suffisamment intelligible pour permettre aux opéra-
teurs de comprendre les diagnostics qu’il produira. D’autre part, le modèle ne doit pas se
restreindre à une image figée du réseau qui est par nature un système avec une architec-
ture matérielle et logicielle assez évolutive.
Nous proposons uneméthode générique qui facilite lamodélisation de la topologie et
du comportement (propagation de pannes) d’un réseau de télécommunications. C’est un
modèle en trois couches, basé sur les réseaux bayésiens, qui intègre les propriétés demo-
dularité et d’extensibilité lui permettant de se reconfigurer et de s’adapter facilement aux
éventuels changements sur la topologie et le comportement du réseau de télécommuni-
cations. Le principe que nous utilisons est le suivant : modéliser le comportement d’un
réseau revient à modéliser le comportement des équipements ou des composants qui le
constituent. Le comportement de chaque composant est modélisé par deux graphes de
dépendances acycliques (DAG) : un DAG qui modélise la propagation locale de pannes
et d’alarmes sur ce composant, et un autre graphe qui modélise la propagation distri-
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buée de pannes et d’alarmes entre ce composant et les composants voisins auxquels il
est connecté. Les deux graphes sont interconnectés puisqu’ils se partagent certaines va-
riables. Le modèle générique est construit en trois couches. La couche 1 contient l’en-
semble desDAGsmodélisant la propagation distribuée de pannes et d’alarmes. La couche
2 contient l’ensemble des DAGsmodélisant la propagation locale de pannes et d’alarmes.
Les couches 1 et 2 sont construites de telle sorte que leur combinaison donne un large
DAG Gr qui modéliserait la propagation de pannes et d’alarmes dans le réseau entier.
Mais la séparation entre la propagation locale et la propagation distribuée, permet demo-
déliser également la topologie du réseau, et surtout décompose ce large DAG en plusieurs
sous-DAGs interconnectés, apportant ainsi des propriétés demodularité et d’extensibilité
au modèle générique. La couche 3 quant à elle est une représentation en arbre de jonc-
tion du DAGGr sur laquelle ont peut appliquer un algorithme d’inférence sans se soucier
de la complexité des topologies des DAGs des couches inférieures. Cette méthodologie
favorise la modélisation incrémentale et modulaire d’un réseau de télécommunications,
ce qui permet d’ajouter facilement de nouveaux composants dans le modèle ou de retirer
un composant existant du modèle lorsque l’opérateur le souhaite.
Cette thèse développe et présente également une application concrète de cette mé-
thodologie générique à la modélisation et au diagnostic automatique du réseau d’accès
optique GPON (Gigabit Passive Optical Network) de type FTTH (Fiber To The Home).
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Chapitre 3
Algorithmes d’inférence exacte sur un
réseau bayésien
« I consider the word probability as
meaning the state of mind with respect
to an assertion, a coming event, or any
other matter on which absolute
knowledge does not exist. »
August DeMorgan, 1838
Sommaire
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2 Quelques bases en théorie des probabilités . . . . . . . . . . . . . . . . . . 45
3.3 Opération demarginalisation . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.4 Algorithme de somme-produit . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.4.1 Topologie en arbre . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.4.2 Topologie en polyarbre . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.4.3 Topologie avec des boucles acycliques . . . . . . . . . . . . . . . . . 56
3.5 Algorithme d’inférence sur un arbre de jonction . . . . . . . . . . . . . . 57
3.5.1 Arbre de jonction et potentiel . . . . . . . . . . . . . . . . . . . . . . . 57
3.5.2 Propagation d’évidences . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.6 Discussion et conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
44
3.1 Introduction
Effectuer le diagnostic de pannes sur un réseau de télécommunication à base d’un
modèle graphique probabiliste connu, revient à calculer la probabilité a postériori des
pannes ou causes racines connaissant les observations collectées sur ce réseau. Ce calcul
probabiliste encore appelé raisonnement ou inférence probabiliste devient très difficile
lorsque la topologie graphique dumodèle est complexe. Dans ce chapitre, nous étudions
les algorithmes d’inférence probabiliste exacte. L’étude débute par les algorithmes d’in-
férence simples et progresse vers les plus complexes. Nous commençons par rappeler
quelques bases de la théorie des probabilités dans la Section 2. Ensuite, l’inférence réduite
à une simple opération de marginalisation est traitée dans la Section 3. Dans la Section 4,
l’algorithme de somme-produit est détaillé sur chacune des trois principales topologies
graphiques de réseau bayésien. La Section 5 traite de l’inférence sur une représentation
graphique simplifiée et équivalente à un réseau bayésien appelée arbre de jonction. Nous
terminons ce chapitre par une discussion et une conclusion dans la Section 6.
3.2 Quelques bases en théorie des probabilités
Plusieurs chercheurs COX [1946] GOOD [1950] SAVAGE [1972] DEFINETTI [1972] du
vingtième siècle ont écrit des ensembles différents de propriétés que doivent satisfaire
le degré de croyance en un évènement ou la probabilité que cet évènement survienne. De
chacun de ces ensembles ont été dérivés de mêmes règles appelées règles de la théorie
des probabilités. On note deux règles fondamentales à partir desquelles d’autres règles
seront plus tard dérivées.
La règle de somme : pour tout évènement a et son complément ¬a,
P(a)+P(¬a)= 1 (3.1)
La règle de produit : pour deux évènements quelconques a et b,
P(a,b)=P(b|a)P(a) (3.2)
ou P(b|a) désigne la probabilité que l’évènement b se produise sachant que l’évène-
ment a est déjà survenu. D’autres règles seront par la suite exprimées en terme de va-
riables aléatoires plutôt que d’évènements. Une variable aléatoire discrète prend ses va-
leurs dans un ensemble fini d’états ou d’évènements indépendants. Le théorème de Tho-
mas Bayes BAYES [1958] est une règle très utilisée : pour deux variables aléatoires quel-
conques A et B, la probabilité conditionnelle de A sachant B est donnée par,
P(A|B)=
P(A,B)
P(B)
tel que P(B) 6= 0 (3.3)
Notons que P(A) et P(A|B) sont respectivement la distribution de probabilités de A
avant la connaissance de B et après la connaissance de B. P(A) et P(A|B) sont respecti-
vement appelées distribution a priori et a postériori de A. La règle de chaîne qui est la
généralisation de la règle fondamentale de produit de l’Équation (3.2) : pour un ensemble
de n variables aléatoires quelconques on peut écrire,
P(X1, ...,Xn)=
n∏
i=1
P(Xi |X1, ...,Xi−1) (3.4)
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La généralisation de la règle fondamentale de somme formalisée par l’Équation (3.1),
aussi appelée marginalisation : pour deux variables aléatoires A et B, on peut écrire,
P(A)=
∑
b
P(A,b) (3.5)
ou b désigne l’ensemble des valeurs que peut prendre la variable aléatoire B. La distribu-
tion de A peut aussi s’obtenir par la règle d’expansion définit comme suit :
P(A)=
∑
b
P(A|b)P(b) (3.6)
Les algorithmes d’inférence probabiliste que nous aborderons dans les sections sui-
vantes de ce chapitre s’appuient sur les règles énumérées ci-dessus. Considérons un ré-
seau bayésien {X1, ...,Xn} de n variables aléatoires discrètes et k-multivaluées chacune.
Appelons Xo (avec "o" comme "observed" ) un sous-ensemble de variables observées du
réseau et Xm (avec "m" comme "missing") l’autre sous-ensemble de variables non obser-
vées ou manquantes. Nous développons chacun des algorithmes d’inférence étudiés en
calculant la distribution de probabilité d’une variable non observée X ∈ Xm connaissant
les valeurs ou les états des variables observées Xo , c’est-à-dire la distribution de probabi-
lité a postèriori ou conditionnelle P(X|xo) telle que xo désigne la combinaison de valeurs
prises par les variables observées.
FIGURE 3.1 – Un exemple simple d’un réseau bayésien
TABLE 3.1 – Paramètres du réseau bayésien présenté à la Figure 3.1.
B P(+b)= .001
E P(+e)= .002
J P(+ j |+a)= .950, P(+ j |¬a)= .100
M P(+m|+a)= .990, P(+m|¬a)= .300
A P(+a|+b,+e)= .999, P(+a|+b,¬e)= .710
P(+a|¬b,+e)= .940, P(+a|¬b,¬e)= .050
Chaque algorithme d’inférence est illustré avec le réseau bayésien R présenté par la
Figure 3.1. Il s’agit d’un petit réseau bayésien de cinq variables aléatoires binaires. Les
paramètres du réseau R, c’est-à-dire les distributions de probabilité de chaque variable
conditionnellement à ses prédécesseurs ou parents dans le graphe, sont données par la
Table 3.1. Chaque algorithme d’inférence calcule les distributions de probabilité a posté-
rioriP(A|+ j ,+m),P(B|+ j ,+m) etP(E|+ j ,+m), c’est-à-dire les distributions des variables
non observées A, B, et E connaissant les variables observées J qui prend la valeur + j et M
qui prend la valeur +m. La combinaison des variables observées est donc xo = {+ j ,+m}.
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3.3 Opération demarginalisation
La marginalisation est la forme d’inférence probabiliste exacte la plus simple. Elle
consiste à énumérer de façon exhaustive tous états possibles de chacune des variables
non observées. C’est l’application du théorème de Bayes (3.3) et de la règle généralisée de
somme formalisée par l’Équation (3.5).
P(Xm |xo)=
P(Xm ,xo)
P(xo)
=
P(Xm ,xo)∑
xm P(xm ,xo)
(3.7)
Nous rappelons Xm et xm représentent respectivement l’ensemble des variables man-
quantes et la combinaison des valeurs possibles des ces variables. La probabilité P(xo)
est appelée vraisemblance des observations xo . Nous verrons dans le Chapitre 4 que cette
quantité est très utile pour l’apprentissage automatique ou l’estimation des probabilités
conditionnelles d’un réseau bayésien à partir des données observées. En effet, la vraisem-
blance des observations permet de quantifier l’adéquation ou la convenance du réseau
bayésien à l’échantillon de données d’apprentissage. Dans l’Équation (3.7), la quantité
P(Xm ,xo) se calcule en remplaçant dans la distribution jointe de toutes les variables du
réseau bayésien, donnée par les paramètres de ce réseau, les variables observées par leurs
valeurs respectives. Nous noterons que P(Xm |xo) est la distribution de probabilité jointe
a postériori des variables non observées connaissant les observations xo . À partir de cette
loi jointe, on peut à nouveau faire une opération de marginalisation pour extraire la dis-
tribution de probabilité d’une quelconque variable X non observée conditionnelle à xo .
Nous noterons Xm \ {X} le complémentaire de {X} dans l’ensemble Xm .
P(X|xo)=
∑
wx
P(X,wx |x
o) tel que Wx =X
m \ {X} (3.8)
Pour illustrer l’inférence par une simple opération de marginalisation, calculons les
distributions a postériori de chacune des variables non observées A, B et E du réseau
bayésien R de la Figure 3.1 et de la Table 3.1. Il faut tout d’abord calculer la loi jointe du
réseau conditionnellement aux évidences xo = (+ j ,+m). Cette loi jointe a postériori est
une fonction des variables non observées A, B et E.
P(R|xo)=P(Xm ,xo)=P(A,B,E,+ j ,+m)=P(+ j |A)P(+m|A)P(A|B,E)P(B)P(E)
Ensuite onpeutmarginaliser sur cette loi jointe pour extraire la distribution de probabilité
de chaque variable non observée conditionnellement aux évidences xo .
P(B|xo)=
∑
a,e
P(R|xo)=
[
0.991 0.009
]
(b)
P(E|xo)=
∑
a,b
P(R|xo)=
[
0.977 0.023
]
(e)
P(A|xo)=
∑
b,e
P(R|xo)=
[
0.365 0.635
]
(a)
Nous noterons que le calcul de la loi jointeP(R|xo) n’est pas un produitmatriciel, mais
plutôt un produit tensoriel de fonctions. Par exemple le produit de la distribution f (I) =
[i1, i2](i ) de la variable aléatoire binaire I et celle de la variable aléatoire binaire J, g (J) =
[ j1, j2]( j ) est la fonction h(I, J) définie par une matrice à deux dimensions. La première
dimension est I et la seconde est J.
h(I, J)= [i1, i2](i )[ j1, j2]( j ) =
[
i1 j1 i1 j2
i2 j1 i2 j2
]
(i , j )
(3.9)
47
Bien que très simple, la marginalisation est une opération très coûteuse calculatoi-
rement lorsque le nombre de variables aléatoires non observées est important. La com-
plexité calculatoire de cette opération augmente avec le nombre de variables aléatoires
non observées et la dimension de l’espace des états de chacune des variables non obser-
vées. En effet, pourm variables non observées et k−multivaluées chacune, le nombre de
combinaisons à énumérer est km . De ce fait, l’inférence par une simple opération demar-
ginalisation reste limitée à de très petites topologies de réseau bayésien de quelques va-
riables aléatoires, d’ou l’intérêt d’étudier des algorithmes d’inférence qui passent l’échelle.
3.4 Algorithme de somme-produit
Nous nous intéressons dans cette section à l’algorithme d’inférence exacte de somme-
produit PEARL [1985] PEARL [1986] PEARL [1988] sur diverses topologies de réseaux bayé-
siens.
3.4.1 Topologie en arbre
Considérons le fragment d’un réseau bayésien en arbre représenté par la Figure 3.2,
c’est-à-dire que chaque noeud ou variable aléatoire X du réseau bayésien a un seul parent
ou prédécesseur. Par contre plusieurs noeuds peuvent avoir un prédécesseur commun.
FIGURE 3.2 – Fragment d’un réseau bayésien en arbre.
La croyance aux différents états possibles de la variable X dépend des observations
collectées dans deux sous-ensembles distincts du réseau PEARL [1988]. Le sous-graphe
contenant les descendants de X noté G−X et le sous-graphe contenant les ascendants de
X et leurs autres fils noté G+X , obtenu en supposant que l’arc U −→ X est supprimé (voir
la Figure 3.2). Appelons e−X l’ensemble des évidences collectées dans G
−
X et e
+
X l’ensemble
des évidences collectées dans G+X . Puisque le réseau bayésien a une topologie en arbre,
toutes les évidences provenant de G+X se résument au noeud U qui est l’unique parent du
noeud X. De même toutes les évidences provenant de G−X se résument aux noeuds fils ou
successeurs de X que sont Y et Z. La croyance BEL(x) ("BELief") en l’évènement X = x
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peut donc s’écrire telle que dans l’Équation (3.10) développée ci-dessous PEARL [1988] :
BEL(x)=P(x|e+X ,e
−
X )= [P(e
+
X ,e
−
X )]
−1
P(e+X ,x,e
−
X )
= αP(e−X |e
+
X ,x)P(x|e
+
X )
= αP(e−X |x)P(x|e
+
X )
= αλ(x)π(x)
(3.10)
tel que α = [P(e+X ,e
−
X )]
−1 est une constante de normalisation puisque ne dépendant pas
de la valeur de x, λ(x) = P(e−X |x) et π(x) = P(x|e
+
X ). Notons que dans l’Équation (3.10),
P(e−X |e
+
X ,x)= P(e
−
X |x) par ce que les variables dans G
−
X sont indépendantes de celles dans
G+X connaissant X. La croyance en l’évènement X = x se factorise en un produit de deux
termes, la contribution λ(x) = P(e−X |x) apportée par les fils Y et Z de X et la contribution
π(x) = P(x|e+X ) apportée par l’unique parent U de X. Puisque les évidences e
−
X provenant
de G−X se résument en Y et Z, on peut écrire e
−
X = e
−
Y ∪ e
−
Z . Par ailleurs, les enfants Y et Z
sont indépendants connaissant leur parent commun X. Par conséquent la contribution
des enfants de X à la croyance en l’évènement X = x du parent se factorise.
λ(x)=P(e−X |x)=P(e
−
Y ,e
−
Z |x)=P(e
−
Y |x)P(e
−
Z |x)
= λY(x)λZ(x)
(3.11)
tel que λY(x) = P(e−Y |x) et λZ(x) = P(e
−
Z |x). Puisque U est le seul parent de X, la contribu-
tion de U à la croyance en l’évènement X = x peut se développer en appliquant la règle
d’expansion de l’Équation (3.6). Connaissant U, la variable X est indépendante de toutes
les autres variables de G+X .
π(x)=P(x|e+X )=
∑
u
P(x|e+X ,u)P(u|e
+
X )=
∑
u
P(x|u)P(u|e+X )
=
∑
u
P(x|u)πX(u)
(3.12)
Notons que P(x|u) est donnée par la distribution de probabilités conditionnelles P(X|U)
connue. La quantité πX(u)= P(u|e+X ) peut être calculée localement par le noeud U et dé-
livrée comme un message à son fils X. Finalement, en remplaçant les Équations (3.11) et
(3.12) dans l’expression de BEL(x) donnée par l’Équation (3.10), on obtient l’expression
finale de la probabilité a postériori de l’évènement X = x connaissant les observations xo
collectées dans le graphe tout entier.
BEL(x)=P(x|xo)= αλY(x)λZ(x)
∑
u
P(x|u)πX(u) (3.13)
Dans l’Équation (3.13), les expressions des quantités λY(x), et λZ(x) respectivement
envoyées par les noeuds Y et Z à leur parent commun X sont calculées dans PEARL [1988].
Considérons dans un premier de temps le cas de λY(x). Si la variable Y est observée alors
λY(x) = P(e−Y |x) est réduite à la probabilité conditionnelle connue P(y
′
|x) telle que y
′
est
la valeur observée de Y. Si Y n’est pas observé, on conditionne P(e−Y |x) à Y en utilisant la
règle d’expansion comme suit :
λY(x)=
∑
y
P(e−Y |y,x)P(y |x)
=
∑
y
P(e−Y |y)P(y |x)
=
∑
y
λ(y)P(y |x)=My |x •λ(y)
(3.14)
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ou My |x = P(y |x) est une probabilité conditionnelle connue et My |x •λ(y) est le produit
scalaire entre les vecteurs My |x et λ(y). De même, si z
′
est la valeur observée de Z, λZ(x)=
P(z
′
|x)=Mz ′ |x , dans le cas contraire λZ(x)=Mz|x •λ(z).
Une fois que la croyanceBEL(x) dunoeudX est calculée par l’Équation (3.13), le noeud
X doit à présent envoyer un message à ses fils non observés. La quantité πZ(x) = P(x|e+Z )
est envoyée au fils Z si Y est observé, ou la quantité πY(x) = P(x|e+Y ) est envoyée au fils Y
si c’est plutôt Z qui est observé. Nous noterons que e+Z = e
+
X ∪ e
−
Y et e
+
Y = e
+
X ∪ e
−
Z . Ainsi, on
peut utiliser la formule de Bayes pour développer les expressions πZ(x) et πY(x) comme
suit :
πY(x)=P(x|e
+
Y )=P(x|e
+
X ,e
−
Z )
= [P(e+X ,e
−
Z )]
−1
P(e−Z |x,e
+
X )P(x|e
+
X )
= αP(e−Z |x)P(x|e
+
X )
= αλZ(x)π(x)
= α
λY(x)λZ(x)π(x)
λY(x)
= α
BEL(x)
λY(x)
(3.15)
ou α = [P(e+X ,e
−
Z )]
−1 est une constante de normalisation. En suivant le même raisonne-
ment ci-dessus, si c’est plutôt Y qui est observé, πZ(x)∝
BEL(x)
λZ(x)
.
FIGURE 3.3 – Calcul local de la croyance d’un noeud dans un réseau bayésien en arbre.
La Figure 3.3 extraite du livre PEARL [1988], résume les calculs effectués au niveau
d’un noeud quelconque X pour évaluer la croyance en l’évènement X = x ou la proba-
bilité conditionnelle de l’évènement X = x connaissant les observations ou évidences xo
dans le réseau. Notons que chaque variable X du réseau bayésien se comporte comme un
processeur autonome et peut donc évaluer localement sa croyance BEL(x) = P(x|xo) en
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FIGURE 3.4 – Mécanisme de propagation d’évidences dans un réseau bayésien en arbre.
l’évènement X = x s’il reçoit la contribution de son parent et les contributions de ses fils.
La Figure 3.4 extraite du livre PEARL [1988] décrit le mécanisme de propagation des
évidences à travers les noeuds d’un réseau bayésien en arbre. La Figure 3.4.a décrit un état
d’équilibre du réseau bayésien, c’est-à-dire un état durant lequel aucun calcul probabi-
liste n’est en cours et aucune donnée ou observation n’est collectée. Cet état d’équilibre
est perturbé par l’arrivée de deux données (c’est-à-dire deux variables observées) sur la
Figure 3.4.b. Chacune de ces deux variables calcule et délivre une valeur λ à son parent.
Dans la Figure 3.4.c, chaque parent calcule et délivre à son tour une valeur λ à son parent
et une valeur π à tous ses fils sauf au fils qui lui avait précédemment délivré le message λ.
Le noeud à la racine de l’arbre reçoit donc deux valeurs λ distinctes. Dans la Figure 3.4.d,
le noeud à la racine calcule et délivre une valeur π à chacun de ses deux fils. Le calcul
distribué sur le graphe se poursuit en respectant les règles de propagation de la Figure
3.3 et se termine lorsque chaque noeud de l’arbre n’ayant pas de successeurs reçoit tous
les messages π de son parent. Le réseau bayésien retrouve donc l’état d’équilibre initial
puisque chaque feuille de l’arbre ne délivre pas un message λ à son unique parent par
lequel il reçoit un message π.
3.4.2 Topologie en polyarbre
La seule et unique différence entre un réseau bayésien en arbre et un réseau bayésien
en polyarbre est qu’un noeud X peut avoir plusieurs prédécesseurs dans un polyarbre.
Ce qui veut dire que dans l’expression de la croyance BEL(x) = αλ(x)π(x) d’un noeud X,
seule la fonction π(x) représentant la contribution des parents de X change. Quant à la
contribution λ(x) des fils de X, elle est calculée de la même façon que dans un réseau
en arbre. Ainsi, pour un noeud X ayantm fils Y1, . . . ,Ym , λ(x) =
∏m
j=1λY j (x). De même, la
quantité πYk (x) envoyée par le noeud X à son k − i eme fils, est toujours calculée comme
dans l’Équation (3.15), c’est-à-dire comme suit :
πYk (x)= α
BEL(x)
λYk (x)
=π(x)
m∏
j=1, j 6=k
λYk (x) (3.16)
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Par contre l’expression de la croyance BEL(x) n’est plus la même que dans le cas d’un ré-
seau en arbre, puisque la façon de calculer la fonction π(x) dans un polyarbre change. En
effet, les observations collectées dans le sous-graphe G+X ne se résument plus sur l’unique
parent de X comme c’est le cas dans un arbre, mais sur tous les parents de X dans le po-
lyarbre. Il faut donc pouvoir évaluer la contribution π(x) de la combinaison U =U1, ...,Un
des parents de X à la croyance en l’évènement X = x.
La Figure 3.5 présente un fragment d’un réseau bayésien en polyarbre encore ap-
pelé réseau simplement connecté. Le sous-graphe G+X peut se diviser en n sous-graphes
G+U1X, ...,G
+
UnX
tel que G+UiX, pour i ∈ {1, . . . ,n}, est le sous-graphe obtenu est déconnectant
le lien Ui → X et contenant le noeud Ui . Les évidences e+X peuvent également se sub-
diviser en n partitions e+U1X, ...,e
+
UnX
telles que les évidences e+UiX ⊂ e
+
X , collectées dans le
sous-grapheG+UiX, se résument au niveau du parent Ui du noeud X. Notons u = (u1, ...,un)
une combinaison d’états des parents de X. En appliquant la règle d’expansion (3.6) l’ex-
pression de la contribution des parents peut se développer commedans l’Équation (3.17).
Dans l’Équation (3.17), πX(ui )=P(ui |e+UiX) est la contribution du parent Ui du noeud X à
la croyance en l’évènement X = x.
π(x)=P(x|e+X )=
∑
u
P(x|e+X ,u)P(u|e
+
X )
=
∑
u
P(x|u)P(u|e+X )
=
∑
u1,...,un
P(x|u1, ...,un)P(u1, ...,un |e
+
U1X
, ...,e+UnX)
=
∑
u1,...,un
P(x|u1, ...,un)
n∏
i=1
P(ui |e
+
UiX
)
=
∑
u
P(x|u)
n∏
i=1
P(ui |e
+
UiX
)
=
∑
u
P(x|u)
n∏
i=1
πX(ui )
(3.17)
L’expression finale de la croyance en l’évènement X = x pour un réseau bayésien en
polyarbre s’écrit comme suit :
BEL(x)= α
[
m∏
j=1
λY j (x)
][∑
u
P(x|u)
n∏
i=1
πX(ui )
]
(3.18)
ou la quantité λY j (x) envoyée par le noeud Y j à son parent X est calculée de la même
façon que la quantité λX(ui ) = P(e−UiX|ui ) envoyée par le noeud X à son parent Ui (voir
les Équations (3.19) et (3.20)). L’expression du message λX(ui ) envoyé par le noeud X à
un parent Ui a été développée dans PEARL [1988]. Subdivisons à présent le sous-graphe
G+X en deux sous-graphes G
+
UiX
et G+VX tel que V = U1, ...,Ui−1,Ui+1, ...,Un . Les évidences
e+X se subdivisent également en deux parties e
+
UiX
et e+VX représentant respectivement les
observations collectées dans les sous-graphes G+UiX et G
+
VX. La Figure 3.6 représente gra-
phiquement cette subdivision.
Notons e−UiX la différence entre la totalité des observations e dans le graphe entier et les
observations e+UiX. Dans l’Équation (3.19), la notation e \ e
+
UiX
désigne le complémentaire
de l’ensemble des évidences e+UiX dans l’ensemble e de toutes les observations.
e−UiX = e \e
+
UiX
= e−X ∪e
+
VX (3.19)
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FIGURE 3.5 – Fragment d’un réseau bayésien avec une topologie en polyarbre
FIGURE 3.6 – Message λX(ui ) envoyé par le noeud X à un parent Ui
λX(ui )=P(e
−
UiX
|ui )=P(e
−
X ,e
+
VX|ui )
=
∑
x
∑
v
P(e−X ,e
+
VX|ui ,v,x)P(x,v |ui )
=
∑
x
∑
v
P(e−X ,e
+
VX|v,x)P(x,v |ui )
=
∑
x
∑
v
P(e−X |x)P(e
+
VX|v)P(x,v |ui )
= β
∑
x
∑
v
P(e−X |x)
P(v |e+VX)
P(v)
P(x|v,ui )P(v |ui )
= β
∑
x
∑
v
P(e−X |x)P(v |e
+
VX)P(x|u)
= β
∑
x
∑
k 6=i
λ(x)
∏
k 6=i
P(uk |e
+
UkX
)P(x|u)
= β
∑
x
λ(x)
∑
k 6=i
P(x|u)
∏
k 6=i
πX(uk)
(3.20)
Dans l’Équation (3.20) nous noterons que la constante β=P(e+VX) est la vraisemblance des
évidences e+VX. Puisque les parents du noeud X sontmarginalement indépendants les uns
des autres,P(v |ui )=P(v). La Figure 3.7montre comment chaque noeud X dans un réseau
bayésien en polyarbre peut calculer localement sa croyance BEL(x)=P(x|xo) connaissant
les évidences xo collectées dans le réseau. Il faut tout simplement que le noeud X reçoive
les messages λY j (x) de ses fils et les messages πX(ui ) de ses parents PEARL [1988]. Dans
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la Figure 3.7, M désigne la probabilité conditionnelle P(X|U1, ...,Un) donnée par les para-
mètres du réseau.
FIGURE 3.7 – Calcul de la croyance d’un noeud dans un réseau bayésien en polyarbre.
Revenonsmaintenant à notre exemple de réseau bayésien de la Figure 3.1 et illustrons
l’algorithme somme-produit sur ce petit réseau en polyarbre. Calculons la distribution de
probabilités a postériori aux évidences xo = (+ j ,+m) de chaque variable non observée.
Mais avant, intéressons nous tout d’abord aux distributions de probabilités des variables à
l’état d’équilibre du réseau, c’est-à-dire avant la survenance des évènements J=+ j etM=
+m. Dans cet état, les messages λ envoyés par les fils vers les parents sont des vecteurs
unitaires, par exemple λJ(A)= λM(A)= [1,1]. Ce qui veut dire d’après l’Équation (3.10) que
les distributions sont égales aux quantités π. À l’équilibre initial du réseau, les quantités π
sont calculées comme suit :
π(B)=πA(B)=P(B)=
[
0.999
0.001
]
(b)
π(E)=πA(E)=P(E)=
[
0.998
0.002
]
(e)
π(A)=πJ(A)=πM(A)=
∑
b,e
πA(B)πA(E)P(A|B,E)
=
∑
b,e


[
9.47e−01 4.98e−02
1.19e−04 1.87e−03
]
[
2.89e−04 7.08e−04
2.00e−09 1.99e−06
]


(b,e,a)
=
[
0.947
0.052
]
(a)
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Nous rappelons que P(B), P(E) et P(A|B,E) sont données par la Table 3.1. Lorsque les
évènements J=+ j et M=+m surviennent, chacun des noeuds J et M délivre unmessage
λ à son parent A.
λJ(A)=P(+ j |A)=
[
0.100
0.950
]
(a)
λM(A)=P(+m|A)=
[
0.300
0.990
]
(a)
Le Noeud A reçoit les contributions λJ(A) et λM(A) respectivement de ses fils J et M à
la croyance aux évènements xo = (+ j ,+m). Le noeud A peut donc évaluer localement sa
distribution a postériori P(A|xo). Nous rappelons que α est une constante de normalisa-
tion.
λ(A)=P(+ j ,+m|A)=P(+ j |A)P(+m|A)
= λJ(A)λM(A)
=
[
0.030
0.940
]
(a)
P(A|xo)= αλ(A)π(A)= α
[
0.030
0.940
]
(a)
[
0.947
0.052
]
(a)
=
[
0.365 0.635
]
(a)
Le noeud A doit poursuivre la propagation des évidences en délivrant à son tour les
messages λA(B) et λA(E) respectivement à chacun de ses parents B et E.
Calcul du message λA(B) :
∑
e
P(A|B,E)πA(E)=
∑
e


[
9.49e−01 4.99e−02
1.20e−04 1.88e−03
]
[
2.89e−01 7.08e−01
2.00e−06 1.99e−03
]


(b,e,a)
=
[
0.948 0.051
0.289 0.710
]
(b,a)
λ(B)= λA(B)=
∑
a
λ(A)
∑
e
P(A|B,E)πA(E)=
∑
a
[
0.028 0.008
0.048 0.668
]
(a,b)
=
[
0.077
0.676
]
(b)
Calcul du message λA(E) :
∑
b
P(A|B,E)πA(B)=
∑
b


[
9.49e−01 4.99e−02
5.99e−02 9.39e−01
]
[
2.90e−04 7.10e−04
1.00e−06 9.99e−04
]


(b,e,a)
=
[
0.949 0.050
0.059 0.940
]
(e,a)
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λ(E)= λA(E)=
∑
a
λ(A)
∑
b
P(A|B,E)πA(B)=
∑
a
[
0.028 0.001
0.047 0.884
]
(a,e)
=
[
0.076
0.885
]
(e)
Le noeud B reçoit le message λA(B) en provenance de son fils A. Il peut donc évaluer
localement sa distribution a postériori P(B|xo).
P(B|xo)= αλ(B)π(B)= α
[
0.077
0.676
]
(b)
[
0.999
0.001
]
(b)
=
[
0.991 0.009
]
(b)
Le noeud E reçoit à son tour lemessage λA(E) en provenance de son fils A. Il peut donc
aussi évaluer localement sa distribution a postériori P(E|xo).
P(E|xo)= αλ(E)π(E)= α
[
0.076
0.885
]
(e)
[
0.998
0.002
]
(e)
=
[
0.977 0.023
]
(e)
3.4.3 Topologie avec des boucles acycliques
Un réseau bayésien avec une topologie contenant des boucles acycliques est aussi ap-
pelé réseau bayésien multi-connecté. Il s’agit de la classe de réseaux bayésiens les plus
complexes. Les boucles sont dues au fait qu’un noeud ou plusieurs noeuds du réseau
peuvent à la fois faire partir des descendants et des ascendants d’un autre noeud. L’algo-
rithme somme-produit étant naturellement un algorithme de passage de messages entre
tous les noeuds du réseau, sa convergence n’est plus garantie sur ce type de topologie.
En effet, l’hypothèse d’absence de boucles dans le réseau qui a permis de factoriser la
croyance BEL(x)= αλ(x)π(x) n’est plus juste sur un réseau multi-connecté. L’algorithme
somme-produit ne peut donc pas être appliqué directement sur ce type de topologie.
Une méthode de transformation d’un réseau bayésien multi-connecté en un arbre
non orienté à variables composées a été proposée et développée dans LAURITZEN et SPIE-
GELHALTER [1988] MADSEN et JENSEN [1999] JENSEN et collab. [1990] LAURITZEN [1996]
JENSEN et NIELSEN [2007]. Il s’agit d’un arbre de jonction qui est une représentation sim-
plifiée et équivalente à un réseau bayésien quel que soit sa topologie. Judéa Pearl a en-
suite proposé dans son livre PEARL [1988], une adaptation de l’algorithme somme-produit
sur un arbre de jonction orienté conformément à l’orientation du réseau bayésien initial.
Mais cette réorientation de l’arbre de jonction n’est pas utile puisque l’arbre de jonction
même non orienté est déjà équivalent au réseau bayésien initial. Dans la section qui suit
nous allons étudier l’algorithme d’inférence sur un arbre de jonction non orienté LAURIT-
ZEN et SPIEGELHALTER [1988] MADSEN et JENSEN [1999] JENSEN et collab. [1990] LAURIT-
ZEN [1996] JENSEN et NIELSEN [2007].
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3.5 Algorithme d’inférence sur un arbre de jonction
Le principe utilisé pour construire un arbre de jonction à partir d’un réseau bayésien
est de fusionner des noeuds du réseau bayésien an appliquant successivement trois opé-
rations : la moralisation du graphe de dépendances, la triangulation du graphe moral et
le calcul du "maximal weighted spanning tree" du graphe triangulé.
3.5.1 Arbre de jonction et potentiel
La moralisation d’un graphe orienté se fait en deux étapes. On commence par déso-
rienter tous les arcs du graphe. Ensuite on ajoute une arête entre chaque couple de pa-
rents d’unmême noeud, si l’arête en question n’existe pas déjà. Autrement dit on "marie"
les parents d’un même noeud NAIM et collab. [2008]. De façon formelle, le graphe moral
Gm = (V,Em) du graphe orienté
−→
G = (V,E) est obtenu par l’Équation (3.21). Les notations
V, E et Em désignent respectivement l’ensemble des noeuds de chacun des deux graphes,
l’ensemble des arcs du graphe
−→
G et l’ensemble des arêtes du graphe Gm .
(u,v) ∈ Em⇐⇒ [(u→ v) ∈ E]∨ [(v→ u) ∈ E]
∨ [∃w ∈V | u,v ⊂ parent (w)]
(3.21)
Le graphemoral a donc la propriété de créer une clique pour chaque noeud et ses parents
NAIM et collab. [2008]. Une clique est en ensemble de noeuds du graphe moral adjacents
deux à deux.
La triangulation d’un graphe moral consiste à ajouter, dans chaque cycle de longueur
supérieure à trois, une corde ou une arête entre deux noeuds non adjacents. Autrement
dit, le graphe moral est triangulé si et seulement si tout cycle de longueur supérieure à
trois possède une corde. Tous les cycles minimaux d’un graphe triangulé sont donc de
longueur trois. Notons Gc = (V,Ec) le graphe triangulé du graphe moralisé Gm = (V,Em).
Notons ζ l’ensemble des cycles de Gm , ve(C) l’ensemble des sommets d’un cycle C ∈ ζ,
|ve(C)| le nombre de sommets de C et ed(C) le nombre d’arêtes de C. Le graphe triangulé
Gc est défini par l’Équation (3.22).
(u,v) ∈ Ec ⇐⇒ [(u,v) ∈ Em]∨∃C ∈ ζ with |ve(C)| > 3
tel que [u,v ∈ ve(C)∧ (u,v) ∉ ed(C)]
(3.22)
Il faut noter que la qualité de la triangulation déterminera largement l’efficacité de l’al-
gorithme d’inférence sur l’arbre de jonction qui est en train d’être construit. La triangula-
tion est un problème d’optimisation NP-difficile. En effet, une triangulation optimale est
par exemple celle qui ajoute le moins de cordes ou d’arêtes dans le graphemoralisé, ainsi
appelée triangulation minimale ou "minimum fill-in triangulation". Dans BERRY et col-
lab. [2003], un algorithme de triangulation minimale est proposé.
La troisième et dernière étape pour construire un arbre de jonction est de calculer le
"maximal weighted spanning tree" du graphe triangulé Gc . Le "maximal spanning tree"
du graphe Gc est un sous-graphe avec une topologie en arbre qui connecte toutes les
cliques du graphe Gc , en maximisant la somme totale des poids des arêtes. Le poids dé-
signe la taille de l’intersection entre les cliques adjacentes, c’est-à-dire le nombre de va-
riables non composées que se partagent les cliques adjacentes. Le "maximal weighted
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FIGURE 3.8 – Illustration des étapes de construction d’un arbre de jonction.
spanning tree" d’un graphe non orienté peut se calculer avec l’algorithme de Kruskal. Un
arbre de jonction vérifie la propriété d’intersection courante très utile pour la propagation
d’évidences dans cette structure. La propriété d’intersection courante nous dit que pour
deux cliques quelconques C1 et C2 de l’arbre, tous les cliques et séparateurs qui forment
le chemin entre C1 et C2 dans l’arbre contiennent C1∩C2.
La Figure 3.8 illustre au moyen d’un exemple simple, les trois étapes de construction
d’un arbre de jonction. Les Figures 3.8.A, 3.8.B , 3.8.C et 3.8.D présentent respectivement
un exemple de graphe orienté
−→
G, son graphe moralisé Gm , son graphe triangulé Gc et
l’arbre de jonction équivalent au graphe orienté
−→
G. L’arbre de jonction 3.8.D contient
cinq cliques {ABC},{BCD},{CDE},{EDF}, {HIEG} et quatre séparateurs {BC},{CD},{ED},{E}.
Il faut noter pour cet exemple que dans l’étape 1, il existe un seul cycle du graphe mora-
lisé de longueur supérieure à 3 dont les sommets ne sont adjacents deux à deux, il s’agit
du cycle (B,C,E,D). La triangulation à l’étape 2 consiste à transformer ce cycle en une ou
plusieurs cliques, ce qui peut être fait en ajoutant une corde entre les sommets C,D et
une seconde corde entre les sommets B,E. Mais il ne s’agirait pas dans ce cas d’une trian-
gulation minimale puisque l’ajout d’une seule corde entre les sommets C,D ou entre les
sommets B,E suffit pour trianguler le graphe Gm .
La Figure 3.9.a représente l’arbre de jonction du réseau bayésien R de la Figure 3.1. On
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FIGURE 3.9 – Arbre de jonction du réseau bayésien de la Figure 3.1
note trois cliques et le séparateur commun A qui est l’intersection entre les trois cliques.
Dans la Figure 3.9.b qui représente aussi l’arbre de jonction du réseau bayésien R, le sépa-
rateur A a été dupliqué. Les deux représentations sont donc équivalentes. Mais la repré-
sentation 3.9.b permet demieux appréhender l’algorithme de propagation des évidences
sur cette structure.
3.5.2 Propagation d’évidences
L’algorithme d’inférence ou de propagation d’évidences sur un arbre de jonction re-
pose sur la notion de potentiels de cliques et de séparateurs. En effet, l’arbre de jonction
est initialisé en associant une fonction appelée potentiel à chaque clique et séparateur
de l’arbre de jonction. Le potentiel d’une clique est une fonction des variables de cette
clique. La valeur initiale du potentiel d’une clique Cp adjacente à une autre clique Cq ainsi
que celle du séparateur Spq entre les deux cliques sont calculées comme suit. La notation
pa(Xi ) désigne l’ensemble des parents de la variable Xi dans le réseau bayésien initial.
φCp =
∏
Xi∈Cp ,pa(Xi )⊂Cp∨pa(Xi )=;
P(Xi |pa(Xi ))
φSpq = 1
(3.23)
Nous rappelons que le produit des distributions P(Xi |pa(Xi )) de l’Équation 3.23 n’est
pas un produit matriciel, mais plutôt un produit tensoriel de fonctions. En effet, une
distribution P(Xi |pa(Xi )) est une fonction des variables (Xi ,pa(Xi )). Le potentiel initial
d’une clique se calcule donc comme un produit de fonctions tel que formalisé par l’Équa-
tion (3.9).
Les valeurs initiales des potentiels des cliques dans l’arbre de jonction de la Figure 3.9
se calculent comme suit :φABE =P(A|B,E)P(B)P(E),φAJ =P(J|A),φAM =P(M|A). La valeur
initiale du potentiel du séparateur est φA1 =φA2 = 1.
φAJ =P(J|A)=
[
0.90 0.10
0.05 0.95
]
(a, j )
φAM =P(M|A)=
[
0.70 0.30
0.01 0.99
]
(a,m)
φABE =P(A|B,E)P(B)P(E)=


[
9.47e−01 4.98e−02
1.19e−04 1.87e−03
]
[
2.89e−04 7.08e−04
2.00e−09 1.99e−06
]


(b,e,a)
L’algorithme de propagation des évidences xo sur l’arbre de jonction consiste essen-
tiellement à actualiser les potentiels des cliques Cp et Cq au travers de leur séparateur
commun Spq . Supposons par exemple que le potentiel de la clique Cp a déjà été actualisé
59
et celui de la clique Cq n’a pas encore été actualisé, c’est-à-dire que la propagation des
évidences dans l’arbre de jonction a déjà atteint la clique Cp mais n’a pas encore atteint
la clique Cq adjacente. L’algorithme de propagation procède en deux étapes. Le potentiel
du séparateur Spq est actualisé en appliquant l’opération de marginalisation de l’Équa-
tion (3.24). Le potentiel de la clique Cq est ensuite actualisé à son tour en appliquant le
produit de l’Équation (3.25). La notation Cp \Spq représente l’ensemble des variables de
la clique Cp qui n’appartiennent pas au séparateur Spq .
φ∗Spq =
∑
Cp\Spq
φ∗Cp (3.24)
φ∗Cq =φCq
φ∗Spq
φSpq
(3.25)
On dit que la clique Cq absorbe les évidences en provenance de la clique Cp MAD-
SEN et JENSEN [1999] ou que la clique Cp apporte les évidences à la clique Cq . Notons
que l’algorithme de propagation commence par recalculer le potentiel de chaque clique
observée. Une clique est dite observée lorsqu’au moins une variable de cette clique est
observée. Pour revenir à notre exemple, les cliques AJ et AM sont observées puisque les
variables J et M sont observées avec les valeurs respectives + j et +m. Les potentiels des
cliques observées AJ et AM sont recalculées et ne sont plus que des fonctions de la va-
riable aléatoire A.
φoAJ =
[
0.10
0.95
]
(a)
φoAM =
[
0.30
0.99
]
(a)
Après ce calcul, les opérations de mise à jour des potentiels des cliques et des sépa-
rateurs sont faites en deux phases récursives. La première phase appelée opération de
collecte est initiée par la collecte d’évidences en partant des cliques feuilles de l’arbre
de jonction vers les cliques à la racine de l’arbre. Ceci suppose qu’on se donne arbitraire-
ment un sens d’orientation sur l’arbre en désignant certaines cliques pendantes de l’arbre
comme les cliques à la racine de l’arbre. Les autres cliques pendantes sont donc considé-
rées comme les cliques feuilles de l’arbre. Les cliques à la racine et les cliques feuilles
désignent respectivement des cliques n’ayant pas de prédécesseurs et des cliques n’ayant
pas de successeurs dans l’arbre de jonction selon le sens d’orientation qu’on s’est donné.
La collecte des évidences vers une clique est faite en collectant les évidences vers tous les
successeurs de cette clique suivie par l’absorption des évidences partant de chaque suc-
cesseur.
Concernant notre exemple, nous choisirons la clique ABE comme étant la racine de
l’arbre. Les cliques AJ et AM sont donc les cliques feuilles de l’arbre. La phase de collecte
s’exécute selon l’ordre des équations suivantes. Le potentiel du séparateur A1 est actualisé
ainsi que celui de la clique ABE. Le potentiel actualisé de la clique ABE est noté φ∗1ABE
durant l’absorption des évidences partant de la clique AJ vers la clique ABE au travers du
séparateur commun A1.
φ∗A1 =
∑
j
φoAJ =φ
o
AJ =
[
0.10
0.95
]
(a)
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φ∗1ABE =φABE
φ∗A1
φA1
=


[
9.47e−01 4.98e−02
1.19e−04 1.87e−03
]
[
2.89e−04 7.08e−04
2.00e−09 1.99e−06
]


(b,e,a)
[
0.10
0.95
]
(a)
=


[
9.47e−02 1.19e−05
2.89e−05 2.00e−10
]
[
4.73e−02 1.78e−03
6.73e−04 1.89e−06
]


(b,e,a)
Le potentiel du séparateur A2 est actualisé à son tour. Celui de la clique ABE est ac-
tualisé une seconde fois. Le potentiel actualisé de la clique ABE est notéφ∗2ABE durant l’ab-
sorption des évidences partant de la clique AMvers la clique ABE au travers du séparateur
commun A2.
φ∗A2 =
∑
m
φoAM =φ
o
AM =
[
0.30
0.99
]
(a)
φ∗2ABE =φ
∗1
ABE
φ∗A2
φA2
=


[
9.47e−02 1.19e−05
2.89e−05 2.00e−10
]
[
4.73e−02 1.78e−03
6.73e−04 1.89e−06
]


(b,e,a)
[
0.30
0.99
]
(a)
=


[
2.84e−02 4.68e−02
3.59e−06 1.76e−03
]
[
8.68e−06 6.66e−04
6.00e−11 1.87e−06
]


(b,e,a)
Notons que le choix d’actualiser le potentiel de la clique ABE au travers du sépara-
teur A1 une première fois puis au travers du séparateur A2 une seconde fois est arbitraire.
Nous aurions pu inverser cet ordre et le résultat final φ∗2ABE du potentiel actualisé de la
clique ABE aurait été le même.
La seconde phase appelée opération de distribution consiste à distribuer les évidences
en partant des cliques à la racine de l’arbre de jonction vers les cliques feuilles de l’arbre.
La distribution des évidences partant d’une clique consiste à apporter les évidences à
chaque successeur de cette clique suivi par la distributiondes évidences partant de chaque
successeur. Illustrons également cette seconde phase sur notre exemple. La clique ABE
distribue les évidences aux cliques AJ et AM respectivement au travers du séparateur
commun A. Le potentiel du séparateur A est donc actualisé.
φ∗A =
∑
b,e
φ∗2ABE =
[
0.028
0.049
]
(a)
Le potentiel de chacune des cliques AJ et AM est ensuite actualisé. Notons que ces
potentiels φ∗AJ et φ
∗
AM ne dépendent pas respectivement des variables J et M puisqu’elles
sont observées.
φ∗AJ =φ
o
AJ
φ∗A
φ∗A1
=φ∗A
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φ∗AM =φ
o
AM
φ∗A
φ∗A2
=φ∗A
Notons que la propriété d’intersection courante vérifiée par un arbre de jonction ga-
rantit la cohérence des potentiels actualisés lorsque les deux phases de l’algorithme de
propagation sont terminées. La cohérence des potentiels actualisés garantit que la pro-
babilitémarginale d’une variable aléatoire X soit identique dans chaque clique contenant
X. Le potentiel actualiséφ∗Cp d’une clique quelconque Cp contenant X devient la loi jointe
des variables de cette clique et des évidences xo .
φ∗Cp =P(Cp ,x
o) (3.26)
Ce qui signifie que la vraisemblance P(xo) des évidences xo , ainsi que la probabilité mar-
ginale P(X|xo) de la variable X ∈Cp peuvent se calculer en appliquant les deux opérations
de marginalisations suivantes.
P(xo)=
∑
Cp
φ∗Cp P(X|x
o)=
∑
Cp\X
P(Cp |x
o) (3.27)
Notons que P(Cp |xo) = φ∗Cp/P(x
o) désigne la distribution de probabilités jointe a pos-
tériori des variables de la clique Cp connaissant les évidences xo . Pour notre exemple la
vraisemblance des évidences xo = (+ j ,+m) se calcule donc en sommant tous les éléments
du potentiel actualisé de n’importe quelle clique de l’arbre de jonction.
P(xo)=
∑
abe
φ∗2ABE =
∑
a j
φ∗AJ =
∑
AM
φ∗AM = 0.077
La distribution de probabilités a postériori aux évidences de chacune des variables
B et E se calcule en normalisant le résultat de deux opérations de marginalisation sur le
potentiel actualisé φ∗2ABE de la clique ABE.
P(B|xo)=
1
P(xo)
∑
ae
φ∗2ABE =
[
0.991 0.009
]
(b)
P(E|xo)=
1
P(xo)
∑
ab
φ∗2ABE =
[
0.977 0.023
]
(e)
La distribution de probabilités a postériori aux évidences de la variable A se calcule à
partir du potentiel actualisé de n’importe quelle clique de l’arbre de jonction. En effet, la
variable A appartient aux trois cliques de l’arbre.
P(A|xo)=
1
P(xo)
∑
be
φ∗2ABE =
[
0.365 0.635
]
(a)
=
1
P(xo)
∑
j
φ∗AJ =
[
0.365 0.635
]
(a)
=
1
P(xo)
∑
m
φ∗AM =
[
0.365 0.635
]
(a)
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3.6 Discussion et conclusion
Nous avons étudié dans ce chapitre, les algorithmes d’inférence exacte sur un réseau
bayésien. La marginalisation, est la forme d’inférence la plus simple, mais reste calcula-
toirement impraticable sur des grandes topologies avec des variables dont la dimension
de l’espace des états est grande. L’algorithme somme-produit est un algorithme de ren-
forcement de croyances. Chaque noeud du réseau peut évaluer localement sa croyance
en un évènement ou une observation sur le réseau s’il reçoit l’évaluation de la contribu-
tion de ses prédécesseurs et de ses successeurs à la croyance en cet évènement. L’algo-
rithme somme-produit est donc naturellement un algorithme de passage de messages.
Par conséquent, il ne peut converger lorsque la topologie du réseau contient des boucles
acycliques entre certains noeuds du réseau. L’algorithme somme-produit n’est de ce fait
adapté qu’aux réseaux en arbre et aux réseaux enpolyarbre ou réseaux simplement connec-
tés. Quant aux réseaux multi-connectés, le concept d’arbre de jonction est introduit. Il
s’agit d’une représentation simplifiée et équivalente à un réseau bayésien. Chaque noeud
de cet arbre est une clique de variables du réseau initial. L’algorithme d’inférence sur
cette structure calcule la distribution de probabilités jointes a postériori aux observations
de chaque clique. La distribution de probabilités a postériori aux observations d’une va-
riable appartenant à une clique est donc obtenue par une simple opération de margi-
nalisation. L’algorithme d’inférence sur un arbre de jonction est générique puisque son
principe reste inchangé, quelle que soit la complexité de la topologie du réseau bayésien.
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Chapitre 4
Apprentissage artificiel des paramètres
d’un réseau bayésien
« Imagination is more important than
knowledge. Knowledge is limited.
Imagination encircles the world. »
Albert Einstein, 1929
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4.1 Introduction
La modélisation du comportement d’un réseau est un problème central pour les mé-
thodes à base de modèles de diagnostic automatique des réseaux de télécommunica-
tion. Il existe deux approches principales pour construire de tels modèles. La première
approche est de construire le modèle du réseau à partir des connaissances dites "ex-
pertes" acquises en étudiant les standards ou les normes du réseau. La seconde approche
consiste à appliquer des algorithmes de découverte et d’extraction de connaissances pour
apprendre artificiellement lemodèle du réseau àpartir des données générées par les équi-
pements. Le comportement d’un réseau encore appelé propagation de pannes est un en-
semble de relations de causes à effets non déterministes qui peut être modélisé par un
réseau bayésien. Les relations de causes à effets qui forment le graphe de dépendances
d’un tel réseau bayésien peuvent être devinées par des experts du réseau de télécommu-
nication àmodéliser. Par contre, il est très difficile pour ces experts de déduire sur la seule
base de leurs connaissances "expertes", les paramètres exacts ou les distributions de pro-
babilités conditionnelles qui quantifient les incertitudes sur les dépendances. Nous étu-
dions dans ce chapitre l’algorithme d’apprentissage artificiel des paramètres d’un réseau
bayésien basé sur le concept dumaximumde vraisemblance (MLE) des données générées
par le réseau de télécommunication. Nous commençons par présenter dans la Section 2,
les bases de l’algorithme MLE et son application sur un réseau bayésien lorsque les don-
nées sont complètes. Pour le cas des données incomplètes, nous étudions l’algorithme
d’Espérance-maximisation (EM) dans la Section 3. Dans la Section 4, nous appliquons
l’EM sur un réseau bayésien. Ce chapitre se termine par une discussion et une conclusion
faites dans la Section 5.
4.2 Estimationparamétrique au sensduMaximumdevrai-
semblance (MLE)
En statistique, l’estimation paramétrique consiste à déduire ou inférer les valeurs in-
connues des paramètres d’un modèle statistique en se basant sur un échantillon de don-
nées empiriques de ce modèle.
4.2.1 Les bases de l’algorithmeMLE
Considérons la variable aléatoire X qui prend ses valeurs dans l’espace fini {v1, . . . ,vk}
avec le vecteur de probabilités θ = {p1, . . . ,pk } telles que P(X = vi ) = pi . Supposons que
l’ensemble D = {x1,x2, . . . ,xT} est une suite de T réalisations ou observations indépen-
dantes et identiquement distribuées de X. Pour cet exemple simple, l’estimation des pro-
babilités pi à partir des données observéesD est un problème d’estimation paramétrique.
L’algorithme MLE PFANZAGL et collab. [1994] EDGEWORTH et FRANCIS [1909] SAVAGE
[1976] est une méthode particulière d’estimation des paramètres d’un modèle statistique
lorsque l’on dispose d’un échantillon de données de ce modèle.
θˆ= Ar gmax
θ
L(D;θ) (4.1)
Le principe de cet algorithme est de sélectionner l’ensemble θˆ des valeurs des para-
mètres qui maximisent le logarithme de la vraisemblance (log-vraisemblance) des don-
65
nées L(D;θ). Autrement dit, il s’agit de trouver les valeurs des paramètres du modèle sta-
tistique pour lesquelles les données observées conviennent mieux au modèle. La log-
vraisemblance des données est calculée par l’Équation (4.2). La probabilité jointe des
observations (vraisemblance) peut se factoriser en un produit puisque nous avons fait
l’hypothèse que les observations sont indépendantes et identiquement distribuées.
L(D;θ)= logP(x1,x2, ...,xT;θ)
= log
T∏
t=1
P(x t ;θ)
=
T∑
t=1
logP(x t ;θ)
=
T∑
t=1
k∑
i=1
logP(x t = vi ;θ)1Ix t=vi
=
k∑
i=1
logP(x t = vi ;θ)
T∑
t=1
1Ix t=vi
L(D;θ)=
k∑
i=1
Ni logpi
(4.2)
Nous notons Ni =
∑T
t=11Ix t=vi , le nombre de réalisations de l’évènement X = vi dans
l’échantillon de données D. La notation 1I représente la fonction indicatrice. Ainsi 1Ix t=vi
est égale à 1 si x t = vi ou égale à 0 sinon. En substituant l’Équation (4.2) dans l’Équa-
tion (4.1), on obtient l’Équation (4.3) qui formalise un problème de maximisation avec
contrainte.
Ar gmax
pi
k∑
i=1
Ni logpi sous la contrainte
k∑
i=1
pi = 1 (4.3)
Le problème de maximisation (4.3) peut être facilement résolu avec la méthode des mul-
tiplicateurs de Lagrange LAGRANGE [1888] ZIEMER [1989]. On introduit donc la fonction
Φ(pi ,λ) définie comme suit :
Φ(pi ,λ)=
k∑
i=1
Ni logpi +λ(1−
k∑
i=1
pi ) (4.4)
La résolution du problème (4.3) se fait enmaximisant la fonctionΦ par rapport à pi et par
rapport au multiplicateur de Lagrange λ comme suit :
∂Φ
∂pi
=Ni ×
1
pi
−λ= 0⇒ pi =
Ni
λ
∂Φ
∂λ
= 1−
k∑
i=1
pi = 0⇒
k∑
i=1
pi = 1
(4.5)
La résolution du système d’équations (4.5) donne la valeur du multiplicateur de La-
grange λ=
∑k
i=1Ni = T. La valeur θˆ du vecteur de paramètres θ qui maximise la fonction
logarithmique de la vraisemblance des observations est donnée par l’Équation (4.6).
θˆ=
[
pi =
Ni∑k
i=1Ni
=
Ni
T
, i ∈ {1, ...,k}
]
(4.6)
L’Équation (4.6) montre que les proportions pi sont obtenues par un simple calcul de fré-
quences empiriques, c’est-à-dire en divisant le nombre Ni d’occurrences de l’évènement
X = vi par le nombre total T d’observations dans l’échantillon de données D.
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4.2.2 L’algorithmeMLE sur un réseau bayésien
Considérons à présent le problème de l’estimation paramétrique d’un modèle statis-
tique représenté par un réseau bayésien. Un réseau bayésien PEARL [1985] PEARL [1986]
PEARL [1988] NAIM et collab. [2008] CORNÉJOLS etMICLET [2013] est unmodèle graphique
probabiliste représenté par un graphe de dépendances orienté et acyclique. Les noeuds
du graphe sont des variables aléatoires. La force de dépendance entre chaque noeud et ses
prédécesseurs dans le graphe est quantifiée au moyen d’une distribution de probabilités
conditionnelles. Considérons un réseau bayésien de N variables aléatoires {X1, . . . ,XN}.
Notons θi , j ,k la probabilité conditionnelle que la variable Xi prenne la valeur k sachant
que ses prédécesseurs sont dans la configuration j . Une configuration de plusieurs va-
riables aléatoires est une combinaison d’états observés de ces variables. Les paramètres
du réseau bayésien ainsi défini sont les distributions de probabilités conditionnelles θi , j ,k
pour i ∈ {1, . . . ,N}. Nous notons θ= {θi , j ,k } l’ensemble des paramètres du réseau bayésien
défini tel que :
θi , j ,k =P(Xi = k|pa(Xi )= j ) (4.7)
Un réseau bayésien est un modèle factorisé. La loi jointe des variables aléatoires peut
s’écrire comme un produit de facteurs. Chaque paramètre θi , j ,k est un facteur de cette
loi jointe. L’échantillon de données D= {x t1, . . .x
T
N} pour t ∈ {1, . . .T} contient T réalisations
de chacune des variables aléatoires du réseau telles que x t
i
est l’observation numéro t de
la variable Xi et pa(x ti ) est la configuration des prédécesseurs de Xi lorsque Xi = x
t
i
. La
log-vraisemblance des données est développée par l’Équation (4.8) ci-dessous.
L(D;θ)= logP(x t1,x
t
2, ...,x
t
N;θ)
=
T∑
t=1
log
N∏
i=1
θi ,pa(x t
i
),x t
i
=
T∑
t=1
N∑
i=1
logθi ,pa(x t
i
),x t
i
=
T∑
t=1
N∑
i=1
∑
j
∑
k
logθi , j ,k1I{x t
i
=k,pa(x t
i
)= j }
=
N∑
i=1
∑
j
∑
k
T∑
t=1
(1I{x t
i
=k,pa(x t
i
)= j }) logθi , j ,k
L(D;θ)=
N∑
i=1
∑
j
∑
k
Ni , j ,k logθi , j ,k
(4.8)
Dans l’Équation (4.8), Ni , j ,k =
∑T
t=1(1I{x ti =k,pa(x
t
i
)= j }) représente le nombre d’occurrences
de l’évènement (Xi = k,pa(Xi )= j ) dans l’échantillon de données D. Les valeurs θˆi , j ,k qui
maximisent la log-vraisemblance des données s’obtiennent en résolvant N problèmes de
maximisation sous contrainte. Le problème de maximisation numéro i est formalisé par
l’Équation (4.9).
θˆi , j ,k = Ar gmax
θi , j ,k
N∑
i=1
∑
j
∑
k
Ni , j ,k logθi , j ,k sous la contrainte
∑
k
θi , j ,k = 1 ∀i , j (4.9)
67
Comme le problème de maximisation (4.3), chaque problème i peut être également ré-
solu avec la méthode des multiplicateurs de Lagrange. Les solutions sont :
θˆi , j ,k =
Ni , j ,k∑
hNi , j ,h
=
Ni , j ,k
Ni , j
(4.10)
ou Ni , j =
∑
hNi , j ,h désigne le nombre d’occurrences de l’évènement pa(Xi )= j . Nous no-
tons donc que les valeurs θˆi , j ,k qui maximisent la log-vraisemblance des données obser-
vées d’un réseau bayésien s’obtiennent par un simple calcul de fréquences empiriques,
c’est-à-dire en divisant le nombre d’occurrences de l’évènement (Xi = k,pa(Xi ) = j ) par
le nombre d’occurrences de l’évènement pa(Xi )= j .
4.3 L’algorithmeMLE avec des données incomplètes
4.3.1 Description des données incomplètes
Dans la réalité, un échantillon de données statistiques de plusieurs variables aléa-
toires est très souvent incomplet, c’est-à-dire que certaines variables ne sont pas toujours
observées. De ce fait, les paramètres dumodèle statistique ne peuvent pas être estimés en
calculant des fréquences empiriques sur l’échantillon de données. Désignons par X l’en-
semble des variables observées et Y l’ensemble des variables manquantes ou cachées. La
log-vraisemblance L(x;θ) des données observées peut être très lourde à calculer lorsque
l’échantillon est incomplet.
L(x,θ)= log
∑
y
P(x, y ;θ) (4.11)
En effet, il faut énumérer toutes les combinaisons possibles des valeurs des variables
nonobservées, ce qui est calculatoirement infaisable lorsque le nombre de variablesman-
quantes et les dimensions de leurs espaces d’états sont grands. Par conséquent, la fonc-
tion de vraisemblance des observations n’est pas calculable en pratique et ne peut donc
pas être maximisée avec les méthodes d’optimisation classique telles que la méthode des
multiplicateurs de Lagrange LAGRANGE [1888] ZIEMER [1989] et lesméthodes de descente
de gradient qui nécessitent le calcul de la fonction àmaximiser. L’algorithmed’Espérance-
Maximisation (EM) DEMPSTER et collab. [1977] CELEUX et DIEBOLT [1985] CELEUX et GO-
VAERT [1991] LAURITZEN [1995] LAURITZEN [1996] permet de faire face à se problème.
4.3.2 L’algorithme d’Espérance-Maximisation (EM)
Le problème de l’algorithme MLE sur des données incomplètes peut être résolu avec
l’algorithme EM DEMPSTER et collab. [1977] CELEUX et DIEBOLT [1985] CELEUX et GO-
VAERT [1991] LAURITZEN [1995] LAURITZEN [1996]. Comme nous l’avons déjà expliqué ci-
dessus, calculer la log-vraisemblance L(x;θ) des données observées n’est généralement
pas possible en pratique. Cependant, le calcul de la log-vraisemblance L(x,Y;θ) aurait été
possible si les variables de l’ensemble Y étaient aussi observées comme celles de l’en-
semble X. On aurait donc pumaximiser la log-vraisemblance L(x,Y;θ) par rapport θ.
Le principe de l’algorithme EM est le suivant. Puisque Y est manquant, au lieu de
maximiser L(x,Y;θ) par rapport θ, l’algorithme EM essaie plutôt de maximiser itérati-
vement l’espérance de la log-vraisemblance des données complétées (x,Y). En effet, les
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variables manquantes ou cachées de l’ensemble Y sont inférées par un algorithme d’in-
férence probabiliste. Une étude de ces algorithmes d’inférence a été faite dans le Cha-
pitre 3. L’algorithme EM calcule donc l’espérance mathématique de la fonction L(x,Y;θ)
conditionnellement aux observations x sous le modèle statistique de paramètre θ
′
. Nous
introduisons la fonction Q(θ,θ
′
) qui se définit aussi comme l’espérance mathématique
des variables observées et des variables manquantes (dont les valeurs ont été inférées)
conditionnellement aux variables observées sous le modèle de paramètre θ
′
.
Q(θ,θ
′
)= E(L(x,Y;θ)|x;θ
′
) (4.12)
L’algorithme EM est itératif. Chaque itération r se décompose en deux étapes succes-
sives : une première étape d’espérance et une seconde étape de maximisation.
Dans l’étape d’Espérance (étape E), on calcule la fonction Q(θ,θr ), c’est-à-dire la dis-
tribution de probabilités des données complétées sous lemodèle de paramètre θr (les pa-
ramètres courants du modèle). En pratique, on calcule des statistiques suffisantes qui ré-
sument cette distribution de probabilités conditionnelles aux observations comme nous
l’expliquerons plus tard dans le cas particulier d’un réseau bayésien. L’étape E est la plus
complexe et la plus exigeante de l’algorithme EM.
Dans l’étape de Maximisation (étape M), on maximise Q(θ,θr ) par rapport à θ :
θr+1 = Ar gmax
θ
Q(θ,θr ) (4.13)
Les paramètres θr+1 sont les nouveaux paramètres courants dumodèle statistique qui se-
ront utilisés dans l’étape E de l’itération suivante r +1.
L’algorithme EM débute avec une valeur initiale θ0 des paramètres du modèle. À l’ité-
ration 1, l’étape E calcule la fonction Q(θ,θ0), l’étape M calcule θ1 = Ar gmaxθQ(θ,θ
0). À
l’itération 2, l’étape E calcule Q(θ,θ1), l’étape M calcule θ2 = Ar gmaxθQ(θ,θ
1) et ainsi de
suite jusqu’à ce que l’algorithme converge vers une valeur stable de θ. La valeur initiale θ0
peut être choisie aléatoirement, mais nous verrons dans la sous section suivante que l’ex-
tremum local de la fonction de vraisemblance des données, c’est-à-dire la valeur stable
de θ trouvée par l’algorithme EM, est influencée par le point d’initialisation θ0.
4.3.3 Stabilité numérique et convergence de l’algorithme EM
Nous allons démontrer que la séquence (θr )r des valeurs du paramètre θ calculées par
l’algorithme EM converge vers un extremum ou un point selle de la fonction de vraisem-
blance des données observées. Cette fonction peut avoir plusieurs extrema. L’extremum
trouvé par l’algorithme EM n’est pas nécessairement global. En effet, si le point d’initia-
lisation est plus proche d’un extremum local que des autres extrema de la fonction de
vraisemblance, l’EM aura tendance à converger vers cet extremum local. Par contre si le
point d’initialisation est plus proche de l’extremum global que des autres extrema, l’EM
convergera vers l’extremum global. Il convient donc de bien choisir le point initial θ0 si
l’on veut éviter que l’algorithme reste bloqué sur un extremum local de la fonction de
vraisemblance des données.
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La propriété de stabilité numérique et de convergence de l’algorithme EM est forma-
lisée par l’Équation (4.14). Elle dit que la log-vraisemblace des données observées aug-
mente après chaque itération de l’EM.
L(x;θr+1)≥ L(x;θr ) (4.14)
Preuve de la propriété de stabilité numérique : La fonctionQ(θ,θr ) peut être décom-
posée en la somme de deux fonctions :
Q(θ,θr )= E(L(x,Y;θ)|x;θr )
= E(L(x;θ)|x;θr )+E(L(Y|x;θ)|x;θr )
= L(x;θ)+H(θ,θr )
Ou la fonction H(θ,θr )= E(L(Y|x;θ)|x;θr ). Dans l’étape M de l’algorithme EM, la fonction
Q(θ,θr ) est maximisée par rapport à θ de sorte que :
Q(θr+1,θr )≥Q(θr ,θr )
L(x;θr+1)+H(θr+1,θr )≥ L(x;θr )+H(θr ,θr )
L(x;θr+1)−L(x;θr )≥H(θr ,θr )−H(θr+1,θr )
Pour prouver la propriété de stabilité numérique L(x;θr+1)≥ L(x;θr ), il suffit donc de
montrer l’inégalité suivante :
H(θr+1,θr )≤H(θr ,θr )
Cette inégalité résulte directement de l’inégalité de Jensen. En effet,
H(θr+1,θr )−H(θr ,θr )
= E(L(Y|x;θr+1)|x;θr )−E(L(Y|x;θr )|x;θr )
= E
[
log(
P(Y|x;θr+1)
P(Y|x;θr )
)|x;θr
]
Inégalité de Jensen dans le contexte de la théorie des probabilités : si U est une va-
riable aléatoire et φ une fonction convexe, alors E(φ(U)) ≥ φ(E(U)). Posons φ = − log
et U = P(Y|x;θ
r+1)
P(Y|x;θr ) . U est une variable aléatoire puisque Y (l’ensemble des variables man-
quantes) est une variable aléatoire. Il résulte de la concavité de la fonction logarithme
que,
E(log(U))≤ log(E(U))
Par conséquent, en appliquant l’inégalité de Jensen, nous pouvons écrire que :
E
[
log(
P(Y|x;θr+1)
P(Y|x;θr )
)|x;θr
]
≤ logE
[
(
P(Y|x;θr+1)
P(Y|x;θr )
)|x;θr
]
L’espérance mathématique qui apparait dans le terme de droite de l’inéquation ci-
dessus est égale à 1. En effet, ce terme peut être interprété comme une somme pondérée
par le coefficient P(Y|x;θr ) qui représente la distribution de probabilités de la variable Y
conditionnellement à x sous le modèle de paramètre θr .
E
[
(
P(Y|x;θr+1)
P(Y|x;θr )
)|x;θr
]
=
∑
Y
[
P(Y|x;θr+1)
P(Y|x;θr )
]
P(Y|x;θr )
=
∑
Y
P(Y|x;θr+1)= 1
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Par conséquentH(θr+1,θr )−H(θr ,θr )≤ 0. Ce denier résultat termine la démonstration
de la propriété de stabilité numérique de l’algorithme EM donnée par l’Équation (4.14).
Si la fonction de vraisemblance des données observées L(x;θ) est continue par rapport
à θ, et si l’espace des valeurs possibles de θ est un ensemble borné, il résulte de la pro-
priété de stabilité numérique (4.14) que la séquence (θr )r des valeurs de θ calculées par
l’algorithme EM converge vers un extremum local ou un point selle de la fonction de vrai-
semblance des données observées.
4.4 L’algorithme EM sur un réseau bayésien
L’algorithme EM a été adapté dans LAURITZEN [1995] pour le cas particulier d’un mo-
dèle statistique basé sur un réseau bayésien de N variables aléatoires {X1, . . . ,XN}. Dans
un tel modèle, les variables sont les noeuds du graphe de dépendances. Certains noeuds
Xi peuvent ne pas être observés. Dans ce contexte, l’algorithme EM peut être utilisé pour
inférer les probabilités conditionnelles θˆi , j ,k = P(Xi = k|pa(Xi ) = j ) à partir des données
observées, c’est-à-dire à partir des noeuds du graphe de dépendances qui ne sont pas
manquants.
Définissons explicitement le fait que certains noeuds du réseau bayésien soient ob-
servés tandis que d’autres noeuds ne le sont pas. Nous notons xo,t
i
la valeur prise par le
noeud Xi dans la t − ième observation du réseau bayésien. La lettre "o" signifie que Xi
est observée. Xm,t
i
désigne la variable aléatoire associée au noeud Xi lorsqu’il n’est pas
observé dans la t − ième réalisation du réseau bayésien. La lettre "m" signifie que Xi est
manquante. Une observation ou une configuration t du réseau désigne la combinaison
Xo,t des valeurs prises par les noeuds observés. Les ensembles xo,t et Xm,t sont respec-
tivement appelés données observées et données manquantes pour la configuration t du
réseau bayésien. L’échantillon de données D contenant T observations du réseau bayé-
sien, utilisé par l’algorithme EM pour l’estimation des paramètres du réseau, se définit
donc par D= {(xo,1,Xm,1), . . . , (xo,T,Xm,T)}.
4.4.1 Étape d’Espérance
Nous avons déjà montré dans l’Équation (4.8) que la log-vraisemblance des données
observées xo = {xo,1,xo,2, . . . ,xo,T} dans le cas d’un réseau bayésien s’écrit comme suit :
L(xo ;θ)=
N∑
i=1
∑
j
∑
k
T∑
t=1
(1I{xo,t
i
=k,pa(xo,t
i
)= j }) logθi , j ,k
La fonction Q(θ,θr ) à maximiser dans l’étapeM peut se développer comme le montre
l’Équation (4.15) :
Q(θ,θr )= E(logP((xo,1,Xm,1), . . . , (xo,T,Xm,T);θ|xo ;θr ))
=
N∑
i=1
∑
j
∑
k
T∑
t=1
E(1I{Xi=k,pa(Xi )= j }|x
o,t ;θr ) logθi , j ,k
=
N∑
i=1
∑
j
∑
k
T∑
t=1
P(Xi = k,pa(Xi )= j |x
o,t ;θr ) logθi , j ,k
=
N∑
i=1
∑
j
∑
k
T∑
t=1
γti , j ,k logθi , j ,k
(4.15)
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Notons que le passage de la deuxième à la troisième ligne de l’Équation (4.15) se fait
en appliquant la propriété énoncée comme suit : l’espérance de la fonction indicatrice
d’un ensemble est égale à la probabilité de cet ensemble.
γti , j ,k = E(1I{Xi=k,pa(Xi )= j }|x
o,t ;θr )
=P(Xi = k,pa(Xi )= j |x
o,t ;θr )
(4.16)
Nous appelons réalisations attendues ou expérées (expected counts en anglais) des
variables manquantes de la famille f = (Xi ∪pa(Xi )), la distribution de probabilités jointe
des variables de la famille f conditionnellement à l’ensemble des observations définit par
xo = {xo,1, . . . ,xo,T}. Nous notons cette distribution Nˆ(Xi = k,pa(Xi )= j |xo ;θr ) telle que :
Nˆ(Xi = k,pa(Xi )= j |x
o ;θr )=
T∑
t=1
γti , j ,k (4.17)
En substituant l’Équation (4.17) dans l’Équation (4.15), on obtient l’expression finale
de la fonction Q(θ,θr ) des réalisations expérées des variables non observées de la famille
(Xi ,pa(Xi )) calculée dans l’étape E de l’itération r .
Q(θ,θr )=
N∑
i=1
∑
j
∑
k
Nˆ(Xi = k,pa(Xi )= j |x
o ;θr ) logθi , j ,k (4.18)
De façon synthétique, nous pouvons dire que l’étape E calcule pour chaque noeud Xi
du réseau, les réalisations expérées
∑T
t=1γ
t
i
telle que γt
i
est distribution de probabilités
jointes conditionnelles P(Xi ,pa(Xi )|xo,t ;θr ) à l’itération r . Cette distribution de probabi-
lités est calculée en utilisant le graphe de dépendance du réseau bayésien.
4.4.2 Calculs de l’étape E basés sur la structure graphique du réseau
N’importe lequel des algorithmes d’inférence probabiliste étudiés dans le Chapitre
3 peut être utilisé pour calculer les distributions γt
i
. Nous développons ici les calculs de
l’étape E en utilisant l’algorithme d’inférence sur un arbre de jonction LAURITZEN et SPIE-
GELHALTER [1988] JENSEN et collab. [1990] LAURITZEN [1996] JENSEN et NIELSEN [2007]
puisqu’il convient à n’importe quelle topologie de réseau bayésien quelle que soit sa com-
plexité. L’algorithme d’inférence sur un arbre de jonction, ayant déjà été étudié dans le
Chapitre 3, nous ne montrerons ici que son utilisation dans l’étape E de l’algorithme EM.
Au début d’une itération r , l’arbre de jonction est initialisé en associant un potentiel
à chaque clique de tout couple de cliques (Cp ,Cq ) adjacentes ainsi qu’à leur séparateur
commun Spq . Les valeurs initiales des potentiels sont calculées à partir des paramètres
courants θr .
φSpq = 1
φCp (θ
r )=
∏
Xi∈Cp ,pa(Xi )⊂Cp∨pa(Xi )=;
P(Xi |pa(Xi );θ
r ) (4.19)
Nous notons JT(θr ), l’arbre de jonction dont les potentiels des cliques sont initialisés
à partir des paramètres θr . Pour chaque observation t du réseau bayésien, l’algorithme
de propagation des évidences xo,t sur l’arbre de jonction JT(θr ) actualise le potentiel de
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chaque clique de tout couple de cliques (Cp ,Cq ) adjacentes au travers de leur séparateur
commun Spq .
φ∗Spq (θ
r )=
∑
Cp\Spq
φ∗Cp (θ
r ) (4.20)
φ∗Cq (θ
r )=φCq (θ
r )
φ∗Spq (θ
r )
φSpq (θ
r )
(4.21)
En supposant que le potentiel de la clique Cp a déjà été actualisé, l’algorithme de pro-
pagation procède en deux étapes. Le potentiel du séparateur Spq est actualisé par l’opéra-
tion demarginalisation (4.20). Ensuite le potentiel de la clique Cq est actualisé par l’Équa-
tion (4.21). La clique Cq absorbe donc les évidences en provenance de la clique adjacente
Cp au travers du séparateur Spq . Le lecteur peut se référer au Chapitre 3 pour avoir plus
de détails sur l’algorithme d’inférence sur un arbre de jonction.
Lorsque l’algorithme d’inférence sur l’arbre de jonction JT(θr ) se termine, le potentiel
actualisé φ∗Cp d’une quelconque clique Cp devient la distribution de probabilités jointes
des évidences xo,t et des variables aléatoires appartenant à la clique Cp .
φ∗Cp (θ
r )=P(Cp ,x
o,t ;θr ) (4.22)
A l’itération r , nous pouvons donc calculer la vraisemblance des évidences xo,t sous
le modèle de paramètre θr en marginalisant sur le potentiel actualisé de la clique Cp .
P(xo,t ;θr )=
∑
Cp
φ∗Cp (θ
r ) (4.23)
L’Équation (4.19) montre qu’il existe au moins une clique Cz dans l’arbre de jonction
telle que la famille :
f = {Xi ∪pa(Xi )}⊆Cz (4.24)
Ce qui signifie que pour calculer la distribution γt
i
= P(Xi ,pa(Xi )|xo,t ;θr ), nous n’avons
qu’à choisir parmi les cliques de l’arbre de jonction JT(θr ), une clique Cz qui vérifie l’as-
sertion (4.24) ci-dessus. Par conséquent, nous pouvons calculer γt
i
par une simple opéra-
tion de marginalisation sur le potentiel actualisé de la clique Cz .
γti =P(Xi ,pa(Xi )|x
o,t ;θr )=
∑
Cz\ f φ
∗
Cz
(θr )
P(xo,t ;θr )
(4.25)
4.4.3 Étape deMaximisation
À l’étape M de chaque itération r , la fonction Q(θ,θr ) est maximisée par rapport à
θi , j ,k sous la contrainte
∑
k θi , j ,k = 1,∀i , j . La solution de ce problème de maximisation
sous contrainte est la valeur θr+1 des paramètres qui seront utilisés pour initialiser l’arbre
de jonction à l’itération r +1 suivante.
∑
k
θi , j ,k = 1 ∀i , j
θr+1i , j ,k = Ar gmax
θi , j ,k
∑
i , j ,k
logθi , j ,kNˆ(Xi = k,pa(Xi )= j |x
o ;θr )
(4.26)
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De la même façon que le problème de maximisation sous contrainte (4.3), ce pro-
blème de maximisation sous contrainte se résout également en utilisant la méthode des
multiplicateurs de Lagrange (4.4).
θr+1i , j ,k =
Nˆ(Xi = k,pa(Xi )= j |xo)∑
h Nˆ(Xi = h,pa(Xi )= j |xo)
(4.27)
4.4.4 Pseudo-code de l’algorithme EM sur un réseau bayésien
Nous présentons ci-dessous le pseudo-code de l’algorithme EM appliqué pour ap-
prendre artificiellement les distributions de probabilités conditionnelles d’un réseaubayé-
sien à partir d’un échantillon de données incomplet. La convergence et la terminaison de
l’algorithme sont régulées par un nombre ǫ > 0. Pour éviter d’interrompre les itérations
sans que l’algorithme ait convergé, ǫ doit être très petit.
Algorithm 1 Algorithme EM pour un réseau bayésien
Require: ǫ> 0,θ0 = {θi , j ,k ;∀i , j ,k} et les données D= {xo ,Xm} de taille T
Ensure: calcul du vecteur de paramètres θˆ= {θˆi , j ,k ,∀i , j ,k}
1: r ← 0
2: repeat
3: étape E : Pour chaque noeud Xi , on calcule les réalisations expérées :
4: Nˆ(Xi = k,pa(Xi )= j |xo ;θr )=
∑T
t=1γ
t
i , j ,k ∀ j ,k
5: tel que γt
i , j ,k =P(Xi = k,pa(Xi )= j |x
o,t ;θr )
6: étapeM :On utilise les réalisations expérées comme si elles étaient réelles :
7: θˆi , j ,k =
Nˆ(Xi=k,pa(Xi )= j |x
o)∑
h Nˆ(Xi=h,pa(Xi )= j |xo)
8: Calcul de la log-vraisemblance des donnéesD :
9: logP(D;θr )=
∑T
t=1 logP(x
o,t ;θr ), voir l’Équation (4.23)
10: θr+1← θˆ tel que θˆ= {θˆi , j ,k ,∀i , j ,k}, r ← r +1
11: until | log(P(D;θr ))− log(P(D;θr−1))| ≤ ǫ
12: return le vecteur de paramètres θˆ
La Figure 4.1 est un schéma synoptique qui synthétise le principe général de l’algo-
rithme EM d’après le tutoriel FRIEDMAN et GOLDSZMIDT [1998]. Sur cette figure (G,θr )
désigne le graphe de dépendance G et les paramètres θr du réseau bayésien.
4.4.5 Exemple illustratif de l’algorithme EM sur un réseau bayésien
Considérons le réseau bayésien R de la Figure 3.1 du Chapitre 3. Supposons que les
paramètres initiaux θ0 du réseau sont donnés par la Table 4.2. À titre d’exemple, consi-
dérons l’échantillon de données incomplet D décrit par la Table 4.1 qui contient trois
observations du réseau R. Les deux premières lignes de données contiennent chacune
deux variables manquantes. La troisième ligne est une observation complète (toutes les
cinq variables du réseau sont observées). Nous allons développer la première itération de
l’algorithme EM sur le réseau R à partir de l’échantillon de données incomplet D. Rappe-
lons que les variables du réseau sont binaires. La variable A par exemple prend ses valeurs
dans l’ensemble ordonné {¬a,+a}.
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FIGURE 4.1 – Principe général de l’algorithme EM.
TABLE 4.1 – Un exemple d’échantillon de données incomplet.
E B A J M
- - +a + j +m
¬e ¬b ¬a - -
+e ¬b +a + j +m
Première itération : Les cliques ABE, AJ et AM de l’arbre de jonction équivalent au
réseau R (voir la Figure 3.9) sont initialisés avec des potentiels calculés à partir des para-
mètres courants θ0 donnés par la Table 4.2. La valeur initiale du potentiel du séparateur
est φA = 1.
φAJ =P(J|A)=
[
0.90 0.10
0.05 0.95
]
(a, j )
φAM =P(M|A)=
[
0.70 0.30
0.01 0.99
]
(a,m)
φABE =P(A|B,E)P(B)P(E)=


[
9.47e−01 4.98e−02
1.19e−04 1.87e−03
]
[
2.89e−04 7.08e−04
2.00e−09 1.99e−06
]


(b,e,a)
Etape E : On calcule pour chaque noeud du réseau, les réalisations expérées de sa
famille. Les réalisations expérées d’une famille (un noeud du réseau et ses parents) s’ob-
tiennent en associant un nombre compris dans l’intervalle [0,1] à chaque combinaison
de valeurs (configuration) des variables de cette famille. Pour une quelconque configu-
ration c de la famille f considérée et pour une observation ou une configuration t du
réseau, on distingue trois situations possibles. Si la configuration c est consistante avec la
configuration t , c’est-à-dire que la valeur prise par chaque variable de la famille f dans la
configuration c, est la même que dans la configuration t du réseau, alors le nombre asso-
cié à la configuration c est 1. Si c et t sont inconsistant, le nombre associé à c est 0. Si au
moins une variable de la famille f n’est pas observée dans la configuration t du réseau,
le nombre associé à c est la probabilité conditionnelle P(c|xo,t ). Cette probabilité condi-
tionnelle est calculée par l’algorithme d’inférence sur l’arbre de jonction JT(θ0).
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TABLE 4.2 – Paramètres θ0 du réseau bayésien 3.1.
B P(+b)= .001
E P(+e)= .002
J P(+ j |+a)= .950, P(+ j |¬a)= .100
M P(+m|+a)= .990, P(+m|¬a)= .300
A P(+a|+b,+e)= .999, P(+a|+b,¬e)= .710
P(+a|¬b,+e)= .940, P(+a|¬b,¬e)= .050
Réalisations expérées de la famille (B) :
Nˆ(B|xo ;θ0)=
3∑
t=1
γtB
=P(B|+a,+ j ,+m)+P(B|¬e,¬b,¬a)+P(B|+e,¬b,+a,+ j ,+m)
=
[
0.986
0.014
]
(b)
+
[
1.000
0.000
]
(b)
+
[
1.000
0.000
]
(b)
=
[
2.986
0.014
]
(b)
Réalisations expérées de la famille (E) :
Nˆ(E|xo ;θ0)=
3∑
t=1
γtE
=P(E|+a,+ j ,+m)+P(E|¬e,¬b,¬a)+P(E|+e,¬b,+a,+ j ,+m)
=
[
0.964
0.036
]
(e)
+
[
1.000
0.000
]
(e)
+
[
0.000
1.000
]
(e)
=
[
1.964
1.036
]
(e)
Réalisations expérées de la famille (A, B, E) :
Nˆ(A,B,E|xo ;θ0)=
3∑
t=1
γtA
=P(A,B,E|+a,+ j ,+m)+P(A,B,E|¬e,¬b,¬a)+P(A,B,E|+e,¬b,+a,+ j ,+m)
=


[
9.50e−01 0.000
3.58e−02 0.000
]
[
1.35e−02 0.000
3.81e−05 0.000
]


(b,e,a)
+


[
1.000 0.000
0.000 0.000
]
[
0.000 0.000
0.000 0.000
]


(b,e,a)
+


[
0.000 0.000
0.000 1.000
]
[
0.000 0.000
0.000 0.000
]


(b,e,a)
=


[
1.95e+00 0.000
3.58e−02 1.000
]
[
1.35e−02 0.000
3.81e−05 0.000
]


(b,e,a)
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Réalisations expérées de la famille (J, A) :
Nˆ(J,A|xo ;θ0)=
3∑
t=1
γtJ
=P(J,A|+a,+ j ,+m)+P(J,A|¬e,¬b,¬a)+P(J,A|+e,¬b,+a,+ j ,+m)
=
[
0.000 0.000
0.000 1.000
]
(a, j )
+
[
0.900 0.100
0.000 1.000
]
(a, j )
+
[
0.000 0.000
0.000 1.000
]
(a, j )
=
[
0.900 0.100
0.000 2.000
]
(a, j )
Réalisations expérées de la famille (M, A) :
Nˆ(M,A|xo ;θ0)=
3∑
t=1
γtM
=P(M,A|+a,+ j ,+m)+P(M,A|¬e,¬b,¬a)+P(M,A|+e,¬b,+a,+ j ,+m)
=
[
0.000 0.000
0.000 1.000
]
(a,m)
+
[
0.700 0.300
0.000 0.000
]
(a,m)
+
[
0.000 0.000
0.000 1.000
]
(a,m)
=
[
0.700 0.300
0.000 2.000
]
(a,m)
Etape M : On utilise les réalisations expérées comme si elles étaient réelles. Les dis-
tributions de probabilités conditionnelles du réseau R qui seront utilisées par l’EM à la
prochaine itération s’obtiennent en faisant de simples calculs de fréquences empiriques.
θˆB =P(B)=
Nˆ(B|xo ;θ0)∑
b Nˆ(B|xo ;θ0)
=
1
3
[
2.986
0.014
]
(b)
=
[
0.995 0.005
]
(b)
θˆE =P(E)=
Nˆ(E|xo ;θ0)∑
e Nˆ(E|xo ;θ0)
=
1
3
[
1.964
1.036
]
(e)
=
[
0.655 0.345
]
(e)
θˆA =P(A|B,E)=
Nˆ(A,B,E|xo ;θ0)∑
a Nˆ(A,B,E|xo ;θ0)
=
[
1.95e+00 1.03e+00
1.35e−02 3.81e−05
]−1
(b,e)


[
1.95e+00 0.000
3.58e−02 1.000
]
[
1.35e−02 0.000
3.81e−05 0.000
]


(b,e,a)
=


[
9.99e−01 5.12e−10
3.45e−02 9.65e−01
]
[
9.99e−01 7.40e−08
9.99e−01 2.62e−05
]


(b,e,a)
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θˆJ =P(J|A)=
Nˆ(J,A|xo ;θ0)∑
j Nˆ(J,A|xo ;θ0)
=
[
1.000
2.000
]−1
(a)
[
0.900 0.100
0.000 2.000
]
( j ,a)
=
[
0.900 0.100
0.001 0.999
]
( j ,a)
θˆM =P(M|A)=
Nˆ(M,A|xo ;θ0)∑
m Nˆ(M,A|xo ;θ0)
=
[
1.000
2.000
]−1
(a)
[
0.700 0.300
0.000 2.000
]
(a,m)
=
[
0.700 0.300
0.001 0.999
]
(a,m)
4.5 Discussion et conclusion
Nous avons étudié dans ce chapitre l’apprentissage artificiel des paramètres d’unmo-
dèle statistique à partir d’un échantillon de données. Deux cas de figure se distinguent.
L’apprentissage des paramètres à partir d’un échantillon de données complet et l’appren-
tissage à partir d’un échantillon de données incomplet. Indépendamment du cas consi-
déré, le principe de l’apprentissage est de chercher les valeurs des paramètres du modèle
qui expliquent ou qui conviennent mieux à l’échantillon de données observées. Il s’agit
de chercher les paramètres quimaximisent la vraisemblance de l’échantillon. Cependant,
selon que l’échantillon soit complet ou incomplet, la méthode utilisée par le système ap-
prenant pour résoudre ce problème de maximisation diffère.
Lorsque l’échantillon est complet, l’algorithme d’apprentissage calcule la fonction de
vraisemblance des données qu’il peut ensuitemaximiser enutilisant des techniques d’op-
timisation classiques telles que les méthodes du gradient, de Newton, ou des multipli-
cateurs de Lagrange. Par contre avec un échantillon incomplet, la fonction de vraisem-
blance des données est pratiquement incalculable compte tenu du nombre très impor-
tant de combinaisons de valeurs possibles des variables aléatoires manquantes. On est
maintenant face à un problème d’optimisation non linéaire avec potentiellement de très
nombreux optima locaux. De ce fait, les techniques d’optimisation classiques qui néces-
sitent de calculer au préalable la fonction à optimiser ne peuvent plus être utilisées. L’al-
gorithme d’Espérance-Maximisation (EM) permet de contourner cette problématique.
À défaut de calculer la fonction de vraisembance des données, l’EM calcule et maxi-
mise plutôt de façon itérative l’espérance mathématique des données complétées (par
un algorithme d’inférence probabiliste) conditionnellement aux données observées. Par
contre, l’extremum de la fonction de vraisemblance des données, calculé par l’EM n’est
pas nécessairement global. En effet, cet extremumdépend encore du point d’initialisation
de la fonction de vraisemblance. Il convient donc d’avoir un minimum de connaissances
sur les données empiriques si l’on souhaite choisir un point d’initialisation de telle sorte
que l’algorithme EM ne reste pas bloqué sur un extremum local donc l’image par la fonc-
tion de vraisemblance est très inférieure à celle de l’extremum global.
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Chapitre 5
Modèle générique pour le diagnostic
automatique d’un réseau de
télécommunication
« Model traversing techniques use
formal representation of a
communication system with clearly
marked relationships among network
entities. »
Malgorzata, 2004
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5.1 Introduction
La nature dynamique et distribuée d’un réseau de télécommunication complexifie la
conception de méthodes à base de modèles pour le diagnostic automatique de ces ré-
seaux. En effet, ces méthodes de diagnostic développent des raisonnements basés sur
une représentation explicite du réseau à diagnostiquer. Un tel effort de modélisation né-
cessite beaucoup de connaissances dites "expertes" sur la structure et le fonctionnement
du réseau. Cependant, malgré cet effort important, le modèle obtenu n’est qu’une image
figée du réseau et peut devenir rapidement obsolète si le réseau est très dynamique. Nous
proposons dans ce chapitre unmodèle générique reconfigurable en trois couches pour le
diagnostic automatique des réseaux de télécommunications. Ce modèle intègre des ca-
pacités de reconfiguration dynamique afin de suivre ou de s’adapter automatiquement
aux éventuels changements sur la topologie et le comportement du réseau encore ap-
pelé propagation de pannes dans le contexte du diagnostic des réseaux. Nous définissons
et décrivons ce phénomène de propagation de pannes dans la Section 2. Les différentes
couches du modèle générique sont décrites dans la Section 3. La Section 4 expose le for-
malisme mathématique du modèle générique. Les capacités de reconfiguration du mo-
dèle sont décrites, formalisées par des machines à états et illustrées par des exemples de
scénarios dans la Section 6. Nous terminons ce chapitre par une conclusion et quelques
perspectives discutées dans la Section 7.
5.2 Propagation de pannes dans un réseau
Dans le contexte du diagnostic des réseaux, une panne se définit comme la cause ra-
cine d’une ou de plusieurs anomalies survenues sur le réseau et observées sous forme
d’alarmes ou de paramètres hors du standard de fonctionnement nominal du réseau.
Les alarmes ou symptômes sont des manifestations externes des pannes JAKOBSON et
WEISSMANI [1993]. Puisqu’un réseau de télécommunication est par nature un système
distribué, une panne survenue sur le réseau se propage et engendre d’autres pannes et
alarmes qui à leurs tours en engendrent d’autres. Ce phénomène est appelé propagation
de pannes. Il s’agit d’un ensemble de relations de causes à effets entre les causes racines,
les causes intermédiaires et les alarmes observées. La conséquence de la propagation de
pannes et d’alarmes est qu’une seule et unique cause racine peut engendrer une cascade
complexe et distribuée de plusieurs autres pannes et de leurs alarmes correspondantes
HOUNKONNOU [2013]. Ceci est d’autant plus vrai lorsque plusieurs pannes se propagent
simultanément au travers de l’architecture distribuée d’un réseau de télécommunication
de très grande dimension.
Comme dans tout système distribué, dans un réseau, les pannes se propagent typi-
quement entre les composants connectés du réseau. Nous appelons ce type de propa-
gation, la propagation distribuée de pannes, c’est-à-dire qu’un dysfonctionnement sur
un composant affecte l’état d’un ou de plusieurs autres composants voisins qui lui sont
connectés physiquement ou même logiquement. Par exemple, une atténuation trop im-
portante sur une liaison optique entre deux équipements quelconques engendre une dé-
gradation voire même la perte de la communication entre ces deux équipements ; dans
un système de partage temporel d’un canal de communication entre plusieurs équipe-
ments, un équipement qui ne respecte pas correctement la fenêtre de temps qui lui est
allouée peut provoquer la désynchronisation de plusieurs autres équipements qui uti-
lisent le même canal. Cependant, il existe aussi des situations pour lesquelles une panne
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peut se propager localement sur un composant du réseau sans affecter l’état d’un com-
posant voisin. Nous appelons ceci, la propagation locale de pannes. Par exemple, une
mauvaise alimentation d’un émetteur/récepteur optique peut engendrer un courant très
faible qui à son tour engendre une très faible puissance d’émission.
La propagation de pannes dans un réseau de télécommunication de grande dimen-
sion est un phénomène très complexe principalement dû à son caractère non détermi-
niste. En effet, une seule panne peut générer plusieurs alarmes distinctes et une alarme
peut être déclenchée par plusieurs pannes distinctes. Cette complexité relative au contexte
réseau est d’autant plus grande que les alarmes générées par les équipements corres-
pondent à des comportements très variés du réseau de télécommunication :
— la multiplication ou la redondance d’alarmes due à plusieurs tentatives sans suc-
cès d’une même opération telle que la synchronisation entre deux équipements du
réseau,
— l’absence d’alarmes pouvant être due soit à une perte (dans le cas d’une signali-
sation en bande "inband signaling"), soit à un filtrage ou à des règles de priorités
entre les alarmes mises en place par les fabricants d’équipements ou par l’opéra-
teur conduisant ainsi à une propagation incomplète des pannes,
— les alarmes transitoires dues à des états temporaires du réseau parmi lesquelles il
faut pouvoir identifier et distinguer les alarmes transitoires non répétitives de celles
qui se répètent régulièrement, notifiant des pannes chroniques. Il faut donc pou-
voir distinguer les « pépins » des pannes chroniques qui non seulement affectent
la qualité des communications lorsqu’elles surviennent, mais aussi indiquent une
dégradation des performances et d’autres pannes potentielles dans le réseau SASI-
SEKHARAM et collab. [1996],
— les alarmes ambigües qui apparaissent très souvent lorsque les anomalies d’une
couche sont reportées à la couche supérieure HOUNKONNOU [2013],
— les alarmes retardées du fait que la cascade d’alarmes engendrée par une seule
panne n’est pas toujours une séquence temporelle totalement ordonnée puisque
même si les horloges d’équipements sont parfaitement synchronisées, les temps de
propagation d’alarmes varient selon les supports de transmissions.
En somme, la propagation de pannes dans un réseau de télécommunication est un
phénomène dynamique et distribué par ce que le réseau l’est aussi, non déterministe
par ce que les relations de causes à effets entre causes racines, causes intermédiaires et
alarmes ne sont pas toujours absolument certaines. En pratique, sur un réseau, la pro-
pagation distribuée de pannes entre composants connectés est plus fréquente que celle
locale à un équipement.
5.3 Description dumodèle générique
Le modèle générique propose une séparation entre la propagation locale de pannes
sur un composant du réseau et la propagation distribuée de pannes entre composants
connectés. Cette séparation permet également de dissocier la modélisation de la topolo-
gie du réseau de celle de son comportement ou propagation de pannes.
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5.3.1 Principe général
Le modèle générique est construit en trois couches. La couche 1 est un graphe non
orienté qui modélise la topologie du réseau. Chaque noeud de ce graphe non orienté est
un graphe de dépendances acycliques (DAG) qui symbolise un composant du réseau et
modélise la propagation distribuée de pannes entre ce composant et les composants voi-
sins auxquels il est connecté. La couche 2 est un ensemble de DAGs modélisant chacun
la propagation locale de pannes sur un composant du réseau. La couche 3 est une repré-
sentation simplifiée et équivalente de la combinaison des couches 1 et 2.
FIGURE 5.1 – Modèle générique d’un réseau de télécommunication.
Le principe de modélisation utilisé est le suivant : modéliser le comportement d’un
réseau de télécommunication revient à modéliser le comportement de chacun de ses
composants. Un réseau de n composants est modélisé avec 2n DAGs interconnectés. Le
composant i du réseau est modélisé avec deux DAGs. Un DAG à la couche 2 noté L2Ni
qui modélise la propagation locale de pannes sur ce composant. Un DAG à la couche 1
noté L1Ni qui modélise la propagation distribuée de pannes entre ce composant et les
composants auxquels il est connecté. La Figure 5.1 représente graphiquement cette ap-
proche demodélisation qui décompose la propagation de pannes sur un réseaude grande
dimension en plusieurs parties dépendantes. Cette décomposition apporte deux proprié-
tés fondamentales aumodèle générique qui facilitent sa reconfiguration : lamodularité et
l’extensibilité. Sur la Figure 5.1, les DAGs L1Ni symbolisent les composants Ei du réseau
et sont appelés noeuds de la couche 1. Les variables Om , Np et Lu sont respectivement les
noeuds des DAGs L2N1, L2N2 et L2Nn de la couche 2. Ces variables sont appelées noeuds
de la couche 2. Les noeuds Cy , Cz et Syz de la couche 3 sont des cliques et des séparateurs
de cliques adjacentes de l’arbre de jonction équivalent à la combinaison des couches 1 et
2. Les rôles des agents de calcul cL1A, cL2A, cL3A et des agents de reconfiguration rL1A,
rL2A, rL3A seront discutés un peu plus tard dans ce chapitre.
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Afin de prendre en compte, le caractère non déterministe du phénomène de propaga-
tion de pannes, les graphes de dépendances des couches 1 et 2 peuvent être transformés
en graphes de dépendances probabilistes communément appelés réseaux bayésiens ou
réseaux de croyances. Il s’agit de quantifier au moyen d’une distribution de probabilités
conditionnelles, la force de dépendances que certains noeuds d’un DAG exercent sur leur
successeur commun.
FIGURE 5.2 – Un exemple illustratif du modèle générique.
Ainsi, pour modéliser le comportement d’un réseau de télécommunication de grande
échelle, on peut débuter par modéliser le comportement de quelques segments pour
lesquels les connaissances "expertes" sur leurs fonctionnements sont déjà très bien ac-
quises. Ensuite, au fur et àmesure que de nouvelles connaissances "expertes" sur le fonc-
tionnement des autres segments sont acquises, le modèle initial peut facilement être
étendu grâce aux propriétés de modularité et d’extensibilité. De même, un ou plusieurs
segments du réseau peuvent facilement être retirés du modèle si l’opérateur le souhaite
pour une quelconque raison. La Figure 5.2 présente un exemple simple illustratif du mo-
dèle générique. Il pourrait s’agir par exemple du modèle d’un segment de réseau de trois
composants connectés selon une topologie en bus. La propagation de pannes sur ce petit
réseau est modélisée par six DAGs interconnectés.
5.3.2 Première couche
La couche 1 modélise la topologie du réseau de télécommunication et la propagation
distribuée de pannes entre les composants connectés. C’est un graphe non orienté dont
les noeuds symbolisent les composants du réseau et les arêtes représentent les liaisons
bidirectionnelles entre eux (voir la Figure 5.1). Chaque noeud de cette couche est un DAG
L1Ni qui symbolise le composant Ei et qui contient les dépendances distribuées entre
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le composant Ei est ses voisins auxquels il est connecté. Sur la Figure 5.1, la couche 1
représente la topologie d’un réseau de n composants E1, . . . ,En respectivement symbo-
lisés par les DAGs L1N1, . . . ,L1Nn . Par exemple, sur la Figure 5.2, les composants E1 et E3
sont connectés au composant E2. Les DAGs L1N1 et L1N3 représentent respectivement les
composants E1 et E3 et contiennent respectivement les dépendances distribuées entre les
composants E1 et E2 et entre les composants E2 et E3. Le DAG L1N2 symbolise le compo-
sant E2 et contient les dépendances distribuées entre E2 et ses voisins E1 et E3.
5.3.3 Deuxième couche
La couche 2 est un ensemble de DAGs. Chaque DAG L2Ni modélise la propagation
locale de pannes sur le composant Ei du réseau. Les DAGs L2Ni et L2N j qui modélisent
respectivement la propagation locale de pannes sur les composants Ei et E j connectés
sont reliés par les dépendances distribuées de la couche 1 qui modélisent la propagation
distribuée depannes entre Ei et E j . Par exemple, sur la Figure 5.2, les graphes L2N1 et L2N2
contiennent respectivement les dépendances locales aux composants E1 et E2. Ces deux
DAGs sont interconnectés par les dépendances distribuées du noeud L1N1 de la couche 1.
Demême, lesDAGs L2N2 et L2N3 de la couche 2 sont reliés par leDAGL1N3 de la couche 1.
Il faut remarquer que l’union des DAGs de la couche 2 et ceux de la couche 1 donne
un large graphe que nous notons G qui modélise la propagation de pannes dans le ré-
seau tout entier de n composants. Cependant, la séparation entre la propagation locale
de pannes sur un composant et la propagation distribuée de pannes entre composants
connectés, décompose G en 2n sous graphes interconnectés.
G=
n⋃
i=1
L2Ni ∪L1Ni (5.1)
Ainsi la construction des couches 1 et 2 implémente cette décomposition qui apporte
les propriétés de modularité et d’extensibilité nécessaires à la reconfiguration automa-
tique du modèle générique. Notons que l’Équation (5.1) ne garantit pas que le graphe G
soit acyclique, ce qui veut dire que les DAGs L2Ni et L1Ni pour i ∈ {1, . . . ,n} doivent être
construit de telle sorte que l’union G des 2n DAGs soit aussi un DAG.
5.3.4 Troisième couche
La nature distribuée d’un réseau de télécommunication introduit des dépendances
mutuelles entre les composants connectés. Ce qui signifie que certaines dépendances re-
latives à la propagation distribuée de pannes entre composants connectés peuvent in-
troduire des boucles acycliques dans le graphe de dépendances orientées G défini par
l’Équation (5.1). Des boucles peuvent également apparaître dans la propagation locale de
pannes sur un composant du réseau. Ces boucles locales sont principalement dues au fait
que les couches adjacentes du modèle OSI (Open Systems Interconnection) d’ISO (Inter-
national Standard Organization) se rendent mutuellement service.
La présence des boucles locales ou distribuées dans la propagation de pannes com-
plexifie la structure du graphe G qui devient un réseau graphique multi-connecté. C’est
pourquoi nous avons choisi de construire une troisième couche qui est une représenta-
tion graphique simplifiée et équivalente de la combinaison des deux premières couches.
Cette représentation est un arbre de jonction sur lequel l’inférence peut être faite sans
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se soucier de la présence ou non des boucles au niveau des couches 1 et 2. Nous rap-
pelons que la construction d’un arbre de jonction et l’algorithme d’inférence sur cette
structure ont été étudiés auChapitre 3. Les cliques et les séparateurs de cliques adjacentes
de l’arbre de jonction sont les noeuds de la couche 3. Comme tout arbre de jonction, la
couche 3 vérifie la propriété d’intersection courante qui assure que l’intersection Ci ∩C j
est un sous-ensemble de chaque clique et séparateur sur le chemin entre les cliques Ci
et C j . Par exemple, sur la Figure 5.2, l’intersection G = {GDBC}∩ {GKML} appartient aux
cliques {GDHO}, {CGMO} et aux séparateurs {SGD}, {SGO}, {SGM} qui forment le chemin
entre les cliques {GDBC} et {GKML}.
5.4 Formalisme dumodèle générique
Soient L2Ni et L2N j 6=i deux graphes de dépendances distincts de la couche 2. Une
dépendance locale au graphe L2Ni est un tuple (u,v) tel que u et v appartiennent à l’en-
semble des noeuds de L2Ni . Une dépendance distribuée entre les graphes L2Ni et L2N j 6=i
est tuple (u,v) tel que u appartient à l’ensemble des noeuds du graphe L2Ni et v appar-
tient à l’ensemble des noeuds du graphe L2N j 6=i . Par exemple, sur la Figure 5.2, (B,D) est
une dépendance qui fait partir dumodèle de propagation locale de pannes sur le compo-
sant E1. (G,D) est une dépendance distribuée entre les composants connectés E1 et E2.
La couche 1 que nous notons L1Gr aph est un graphe non orienté dont les noeuds
sont des graphes orientés, L1Gr aph =
(
L1Nodes,L1Edges
)
. L1Nodes est l’ensemble des
n noeuds de la couche 1 qui symbolisent les composants du réseau modélisé.
L1Nodes = {L1N1,L1N2, ...,L1Nn} (5.2)
L1Edges est l’ensemble des liens bidirectionnels entre les composants. Chaque noeud
L1Ni est défini comme suit : L1Ni = (L1Vi ,L1Ei ) tel que L1Vi est le sous-ensemble de
noeuds de la couche 2 appartenant aussi au graphe orienté L1Ni . Chaque noeud de la
couche 2 appartenant à L1Vi fait partie d’au moins une dépendance distribuée de l’en-
semble L1Ei des dépendances distribuées entre le composant Ei et ses ki ≥ 1 voisins aux-
quels il est connecté, L1Vi est défini comme suit :
L1Vi =Ni
⋃(
∪
ki
j=1N
i
j
)
(5.3)
Dans l’Équation (5.3), Ni ⊂ L2Vi ,Nij ⊂ L2V j , j ∈ {1, ...,n}\{i } tel que∀u ∈Ni ,∃v ∈N
i
j
|u ∈
parent (v)∨ v ∈ parent (u). L2Vi désigne le sous-ensemble de noeuds de la couche 2 ap-
partenant au graphe orienté L2Ni de la couche 2 qui modélise la propagation locale de
pannes sur le composant Ei (voir la Figure 5.1). Nous notons parent (x) l’ensemble des
parents d’un noeud x de la couche 2 et nous supposons dans l’Équation (5.3) que le noeud
L1Ni de la couche 1 (qui symbolise le composant Ei ) est connecté à ki composants voi-
sins. Par exemple, sur la Figure 5.2, L1N2 = (L1V2,L1E2) tel que L1V2 = N2
⋃
N21∪N
2
3 avec
N2 = {G,I, J}, N21 = {D} et N
2
3 = {M,O}. L1E2 = {(G,D),(G,M),(D,I), (O,I), (D,J), (O,J)} est l’en-
semble des dépendances distribuées entre le composant E2 ou L1N2 et ses voisins L1N1
et L1N3 auxquels il est connecté.
La couche 2 est un ensemble de n DAGs. Le DAG L2Ni = (L2Vi ,L2Ei ) modélise la pro-
pagation locale de pannes sur le composant Ei ou L1Ni . L2Ei désigne l’ensemble des dé-
pendances locales au graphe L2Ni de la couche 2. La construction de l’arbre de jonction
qui constitue la couche 3 a été étudiée dans le Chapitre 3.
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5.5 Calcul de diagnostic dumodèle générique
Comme nous l’avons déjà expliqué, la construction des couches 1 et 2 apportent des
propriétés de reconfiguration automatique au modèle générique. La couche 3 quant à
elle est essentiellement utile pour la prise de décision du modèle générique puisque l’in-
férence peut être faite sur cette couche sans se soucier de la complexité relative à la to-
pologie et au comportement du réseau de télécommunication modélisés par les couches
1 et 2. Les calculs de diagnostics effectués par le modèle sont basés sur l’algorithme d’in-
férence sur l’arbre de jonction qui constitue la couche 3. Cet algorithme d’inférence a
été étudié au Chapitre 3. Nous ne montrerons donc ici que son utilisation par les agents
de calcul du modèle générique. En effet, les opérations de mise à jour des potentiels des
noeuds de la couche 3 (cliques et séparateurs de cliques adjacentes) sont réalisées par
l’agent de calcul de la couche 3 que nous avons appelé cL3A (Computing Layer 3 Agent)
sur la Figure 5.1. Le cL3A actualise le potentiel de chaque noeud de la couche 3 lorsqu’il
reçoit une évidence de son équivalent de la couche 2 appelé cL2A. Une évidence est une
configuration observée de certains noeuds ou variables de la couche 2. Lorsque le cL2A
reçoit les potentiels actualisés des noeuds de la couche 3, il calcule la croyance ou dis-
tribution de probabilités marginales de chaque variable de la couche 2 conditionnelle à
l’évidence observée. Ces deux agents peuvent communiquer en utilisant un simple mé-
canisme demémoire partagée à travers l’interface entre la couche 2 et la couche 3 appelée
"Interface L2-L3" (voir la Figure 5.3).
FIGURE 5.3 – Communication entre les couches 2 et la couche 3 pour le calcul des
croyances des noeuds de la couche 2.
Comme nous l’avons vu dans le Chapitre 3, pour un quelconque noeud X de la couche
2 appartenant à une clique C de la couche 3, la croyance P(X|e) consistante avec l’évi-
dence e se calcule en marginalisant sur le potentiel actualisé φ∗C de la clique C.
P(X|e)=
∑
C\Xφ
∗
C∑
Cφ
∗
C
(5.4)
Nous rappelons que lorsque l’inférence se termine à la couche 3, c’est-à-dire que tous
les potentiels des cliques et séparateurs de cliques adjacentes sont actualisés, la propriété
d’intersection courante vérifiée par la couche 3 garantit la cohérence des potentiels ac-
tualisés. Ce qui veut dire que la croyance de la variable X est la même, quelle que soit la
clique C contenant X sur laquelle l’opération de marginalisation (5.4) est faite. Dans le
contexte du diagnostic, on s’intéresse particulièrement à l’état le plus probable de la va-
riable X consistante avec l’évidence e. Cet état est celui ayant la plus grande probabilité
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dans la distribution a postériori P(X|e). Notons aussi qu’il existe une seconde approche
permettant de trouver les états les plus probables des noeuds de la couche 2 sans appli-
quer des opérations de marginalisation sur les potentiels actualisés. Avec cette approche,
le diagnostic r ∗ est calculé directement à partir de l’explication la plus plausible w∗ des
observations e.
w∗ =
⋃
C∈{Couche3}
w∗C tel que φC(w
∗
C)=maxwC
φC(wC) (5.5)
Dans l’Équation (5.5), wC est une configuration des variables de la couche 2 apparte-
nant à la clique C et w∗C est la configuration qui maximise le potentiel φC de C. Le diag-
nostic r ∗ est l’état le plus probable des noeuds de la couche 2 n’ayant pas de prédéces-
seur (causes racines) consistant avec les observations e. Si nous notons i∗ l’état le plus
probable des noeuds n’étant pas à la racine de la couche 2, le diagnostic se définit par
l’Équation (5.6). Il s’agit du complémentaire de i∗ dans w∗.
r ∗ =w∗ \ i∗ (5.6)
5.6 Capacité de reconfiguration dumodèle générique
Dans cette section, nous montrons les capacités dumodèle générique à facilement se
reconfigurer automatiquement pour suivre d’éventuels changements sur la topologie et
le comportement (propagation de pannes) du réseau de télécommunication. Les chan-
gements sur la topologie concernent essentiellement l’ajout d’un nouveau composant ou
la suppression d’un composant existant du réseau. Les changements relatifs au compor-
tement du réseau sont principalement la mise à jour de lois conditionnelles de certains
noeuds de la couche 2 suite à l’ajout, la suppression d’une variable de la couche 2, l’ajout
d’une nouvelle dépendance entre deux noeuds de la couche 2 ou la suppression d’une
dépendance existante.
5.6.1 Les agents de reconfiguration
Sur la Figure 5.1, chacune des trois couches du modèle générique a un agent de re-
configuration qui peut communiquer par un simple mécanisme de partage de la mé-
moire avec ses homologues des couches adjacentes. L’agent de reconfiguration rL1A de la
couche 1 est système apprenant qui traque les changements liés à la topologie du réseau
ainsi que les dépendances distribuées entre les composants. Le rL1A communique avec
son homologue de la couche 2 appelé rL2A à travers l’interface L1-L2 entre les couches 1
et 2. Le rL2A est également un système apprenant qui traque les dépendances locales aux
composants du réseau et les éventuels changements sur les lois conditionnelles de cer-
tains noeuds de la couche 2. L’agent de reconfiguration de la couche 3 rL3A est sollicité
par le rL2A pour reconstruire l’arbre de jonction qui forme cette couche ou tout simple-
ment mettre à jour les potentiels initiaux des noeuds de cette couche. La communication
entre rL2A et rL3A se fait via l’interface L2-L3 entre les couches 2 et 3.
5.6.2 Reconfiguration initiée par la couche 2
Le rL2A est un système d’apprentissage artificiel qui implémente un algorithme d’ex-
traction de données et de découverte de connaissances à partir de l’énorme quantité de
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données que génèrent les composants du réseau. Cet agent doit être capable de décou-
vrir de nouvelles dépendances locales à un composant du réseau, de nouveaux états de
certaines variables de la couche 2, des connaissances statistiques qui exigent la réestima-
tion des distributions de probabilités conditionnelles de certains noeuds de la couche 2.
Par exemple, les lois conditionnelles peuvent être recalculées lorsque la vraisemblance
des données générées par le réseau (données d’apprentissage) sous le modèle existant à
l’instant t devient supérieure à la vraisemblance à l’instant t−δt . Les lois conditionnelles
peuvent aussi être recalculées si par exemple le score du modèle à l’instant t est meilleur
que celui à l’instant t −δt . Dans ce dernier cas, le choix de la fonction de score est laissé
libre selon l’implémentation souhaitée. Lorsque le rL2A apprend de nouvelles connais-
sances pertinentes sur le comportement du réseau, il reconfigure la couche 2 du modèle
et envoie une commande de reconfiguration (reconf cmd) à ses homologues des couches
1 et 3. La Figure 5.4 présente graphiquement le mécanisme de reconfiguration initié à la
couche 2. Le message reconf done est un acquittement à la commande reconf cmd.
FIGURE 5.4 – Processus de reconfiguration initié à la couche 2.
Notons que lorsque le processus de reconfiguration est initié par le rL2A, celui-ci n’en-
voie une commande de reconfiguration au rL1A que si la nouvelle connaissance apprise
est une dépendance distribuée. En effet, les dépendances locales ne sont pas connues à
la couche 1. Notons aussi que c’est le type de la connaissance apprise au niveau 2 qui per-
met au rL3A, après avoir reçu la commande de reconfiguration envoyée par le rL2A, de
savoir s’il doit reconfigurer ou reconstruire entièrement l’arbre de jonction qui forme la
couche 3. Par exemple, si la loi conditionnelle d’un noeud de la couche 2 change, le rL3A
n’a besoin que de déclencher un évènement notifiant le cL3A de recalculer les paramètres
concernés de l’arbre de jonction, c’est-à-dire recalculer le potentiel initial de chacune des
cliques dont ce noeud de la couche 2 appartient. Par contre, si de nouvelles dépendances
locales ou distribuées sont apprises, le rL3A doit reconstruire la couche 3.
La Figure 5.5 spécifie le comportement dynamique du rL2A aumoyen d’unemachine
à trois états. Initialement, le rL2A est à l’état Data mining, c’est-à-dire qu’il cherche de
nouvelles connaissances relatives à la propagation de pannes sur le réseau à partir des
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FIGURE 5.5 – Machine à états de l’agent de reconfiguration de la couche 2.
données générées par les équipements. Lorsqu’une nouvelle connaissance est apprise,
le rL2A transite à l’état Layer 2 Reconf dans lequel il intègre cette nouvelle connaissance
dans la couche 2 du modèle. Le rL2A déclenche ensuite la reconfiguration des couches
adjacentes en envoyant une commande aux agents de reconfiguration de ces couches.
L’état Blocked implémente la synchronisation entre deux processus de reconfiguration
successifs, c’est-à-dire que le rL2A attend que le processus de reconfiguration courant se
termine avant de déclencher éventuellement un autre. Ainsi, la complétude et la consis-
tance du modèle restent garanties après l’intégration d’une nouvelle connaissance ap-
prise dans le modèle.
5.6.3 Reconfiguration initiée par la couche 1
La fonction du rL1A est principalement de traquer les éventuels changements sur la
topologie du réseau tels que l’ajout ou la suppression d’un composant. Le rL1A peut être
un système de découverte automatique de la topologie d’un réseau BEACON [2000] RA-
MANATHAN et collab. [2000] ou une interface d’administration permettant aux experts du
réseau modélisé de spécifier et d’ajouter un nouveau composant dans le modèle ou de
supprimer un composant du modèle. La spécification d’un nouveau composant inclut :
le nom ou l’identifiant de ce composant, les composants voisins déjà existants dans le
modèle auxquels il est connecté, les dépendances locales (le modèle de propagation lo-
cale de pannes sur ce composant) et les dépendances distribuées entre ce composant et
chaque composant voisin.
Comme on peut le remarquer sur la Figure 5.6, tout changement sur la topologie du
réseau ou relatif à la propagation distribuée de pannes entre plusieurs composants en-
traîne la reconfiguration des trois couches dumodèle. La Figure 5.6 présente ce processus
de reconfiguration initié par le rL1A. Le comportement dynamique du rL1A est modélisé
par unemachine à trois états présentée par la Figure 5.7. Initialement, le modèle est dans
un état d’équilibre, c’est-à-dire qu’aucun processus de reconfiguration n’est en cours. Le
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FIGURE 5.6 – Processus de reconfiguration initié à la couche 1.
FIGURE 5.7 – Machine à états de l’agent de reconfiguration de la couche 1.
rL1A est de ce fait dans l’étatDatamining, c’est-à-dire qu’il est attente d’une spécification
d’un nouveau composant à ajouter, il cherche dans les données du réseau, de nouvelles
connaissances relatives à la topologie ou à la propagation distribuée de pannes entre les
composants. Lorsque le rL1A acquiert de nouvelles connaissances concernant la topo-
logie du réseau ou la propagation distribuée de pannes sur le réseau, il ne reconfigure
pas immédiatement la couche 1. Il envoie un message reconf cmd au rL2A et transite à
l’état d’attente Blocked. Dans l’état Blocked, le rL1A reste bloqué jusqu’à ce qu’il reçoit
le message reconf cmd en provenance du rL2A lui notifiant la terminaison des processus
de reconfiguration des couches supérieures. Le rL1A transite ensuite à l’état Layer 1 Re-
conf dans lequel il reconfigure la couche 1. Dans le cas ou le rL2A apprend une nouvelle
dépendance distribuée, il demande la reconfiguration de la couche 1 en envoyant le mes-
sage reconf cmd au rL1A qui transite de l’état Data mining à l’état Layer 1 Reconf, puis
retransite à l’état initial Data mining lorsqu’il termine la reconfiguration de la couche 1.
Le modèle retrouve donc un nouvel état d’équilibre.
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Supposons par exemple qu’un nouveau composant spécifié doit être ajouté dans le
modèle du réseau. La spécification de ce nouveau composant donne les dépendances
locales à ce composant et les dépendances distribuées entre ce composant et les compo-
sants déjà existants dans lemodèle auxquels il est connecté. La reconfigurationdumodèle
est dans ce cas initiée par le rL1A qui envoie un message reconf cmd au rL2A, attend que
les couches 2 et 3 soient reconfigurées et reconfigure la couche 1. La reconfiguration de
la couche 1 consistera à ajouter un nouveau noeud à la couche 1 qui symbolise le nou-
veau composant. Ce nouveau noeud est unDAGqui contient les dépendances distribuées
avec les voisins du nouveau composant. Ensuite le rL1Adoitmettre à jour les noeuds de la
couche 1 (représentés par des DAGs) qui symbolisent les composants voisins. Cette mise
à jour consiste essentiellement à ajouter dans chacun de ces DAGs, les dépendances dis-
tribuées entre le nouveau composant et le composant symbolisé par le DAG courant. La
reconfiguration de la couche 2 consistera à construire le DAG de la couche 2 qui contient
les dépendances locales au nouveau composant. Ensuite le rL2A notifiera le cL2A de cal-
culer les lois conditionnelles des nouvelles variables de la couche 2 (si ces lois n’ont pas
été données dans la spécification du nouveau composant) et recalculer celles des anciens
noeuds de la couche 2 dont l’ensemble des prédécesseurs a été modifié. La reconfigura-
tion de la couche 3 consistera à reconstruire l’arbre de jonction et recalculer les potentiels
initiaux des cliques.
Il faut remarquer que seul le rL2A prend une décision de reconfiguration après l’ap-
prentissage d’une nouvelle connaissance. Les autres agents de reconfiguration (rL1A et
rL3A) attendent une commande reconf cmd en provenance du rL2A avant de reconfigu-
rer leur couche respective. Par conséquent, le rL2A est le coordonnateur du systèmemulti
agents ainsi conçu.
5.7 Conclusion et perspectives
Nous avons présenté dans ce chapitre un modèle générique en trois couches basé
sur les réseaux bayésiens pour le diagnostic automatique des réseaux de télécommuni-
cations. Ce modèle propose une séparation entre la propagation locale de pannes sur
un composant du réseau et la propagation distribuée de pannes entre les composants
connectés. Cette séparation permet également de dissocier la modélisation de la topolo-
gie du réseau de celle de son comportement ou propagation de pannes apportant ainsi
au modèle les propriétés de modularité et d’extensibilité qui facilitent la reconfiguration.
Le modèle générique a la capacité de prendre des décisions de diagnostic basées sur un
raisonnement probabiliste et de se reconfigurer automatiquement lorsque de nouvelles
connaissances relatives à la topologie et au comportement du réseau de télécommunica-
tion sont acquises. La reconfiguration du modèle est basée sur un schéma de communi-
cation entre les agents de reconfiguration des différentes couches.
Deux principales perspectives peuvent être envisagées. Comme les couches 1 et 2, il
est envisageable de décomposer également l’arbre de jonction qui constitue la couche
3. On pourra ainsi avoir, pour chaque composant du réseau de télécommunication, un
arbre de jonction équivalent au graphe de dépendances de la couche 2 qui modélise la
propagation locale de pannes sur ce composant. Cette conception permettra de transfor-
mer le modèle générique en un système distribué avec par conséquent la possibilité de
paralléliser et de distribuer l’inférence ou les calculs de diagnostic. Une autre perspective
pourrait être de donner plus d’intelligence à l’agent de reconfiguration de la couche 3 en
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développant un algorithme permettant de prendre en compte de nouvelles dépendances
apprises au niveau des couches inférieures sans reconstruire entièrement la couche 3.
Ceci permettra notamment d’augmenter le passage à l’échelle et l’efficacité de reconfigu-
ration dumodèle générique.
Dans le chapitre suivant, nous étudierons le réseau d’accès optique GPON-FTTH (Gi-
gabit Passive Optical Network-Fiber To The Home) et nous montrerons comment le mo-
dèle générique peut être appliqué pour modéliser la topologie et le comportement de ce
réseau d’accès pour des raisons de diagnostic.
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Chapitre 6
Modélisation probabiliste du réseau
FTTH (Fiber To The Home) de type GPON
(Gigabit Passive Optical Network)
« Probability is not really about
number ; it is about the structure of
reasoning. »
Glenn Shafer
Sommaire
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.2 Modèle du réseau GPON-FTTH . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.2.1 Le réseau de transport . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.2.2 Le réseau de branchement . . . . . . . . . . . . . . . . . . . . . . . . 98
6.2.3 Le modèle initial d’un PON . . . . . . . . . . . . . . . . . . . . . . . . 99
6.3 Paramètres experts dumodèle initial d’un PON . . . . . . . . . . . . . . . 100
6.4 Validation dumodèle initial d’un PON . . . . . . . . . . . . . . . . . . . . 104
6.4.1 Validation sur une plateforme expérimentale . . . . . . . . . . . . . 104
6.4.2 Validation sur un réseau GPON-FTTH opérationnel . . . . . . . . . 109
6.5 Comparaison entre système expert et modèle probabiliste de diagnostic 113
6.6 Discussion et conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
93
6.1 Introduction
Le développement d’une méthode de diagnostic d’un réseau de télécommunication
à base d’un modèle de ce réseau se fait en deux étapes. La première étape construit une
représentation explicite de la topologie et du comportement du réseau. La seconde étape
consiste à développer ou appliquer un algorithme de raisonnement sur le modèle précé-
demment construit. Nous proposons dans la Section 2 de ce chapitre, un modèle proba-
biliste de la topologie et de la propagation de pannes et d’alarmes sur le réseau d’accès
optique GPON-FTTH. Ce modèle, basé sur le formalisme d’un réseau bayésien, est une
application de laméthode générique demodélisation d’un réseau de télécommunication
développée dans le Chapitre 5. La Section 3 détermine approximativement les paramètres
du modèle du réseau GPON-FTTH proposé, sur la base des connaissances métiers dites
"expertes" acquises à partir de la norme ITU-TG.984 de ce réseau. Lemodèle probabiliste
de diagnostic ainsi construit est doublement validé dans la Section 4. Une première vali-
dation expérimentale avec des cas simples de diagnostic provoqués sur un réseau en la-
boratoire suivie d’une seconde validation avec des cas réels issus du réseau GPON-FTTH
opérationnel de l’opérateur Orange est faite. Dans la Section 5, les résultats de diagnostic
effectués avec le modèle probabiliste sont comparés avec ceux du système de diagnostic
à base de règles "expertes" actuellement en exploitation dans le système de gestion du ré-
seau GPON-FTTH d’Orange. Ce chapitre se termine par une discussion et une conclusion
faites dans la Section 6.
6.2 Modèle du réseau GPON-FTTH
Le réseau GPON-FTTH est constitué de trois blocs fonctionnels : le composant OLT
(Optical Line Termination), le composant ONT (Optical Network Terminal) et le réseau de
distribution optique ODN (Optical Distribution Network). L’OLT est un équipement actif
situé au central de l’opérateur. L’ONT est un équipement actif placé chez l’abonné, sur
lequel se connecte une passerelle résidentielle RG (Residential Gateway). Un OLT est un
châssis équipé d’unmaximumde 16 cartes électroniques. Chaque carte pouvant disposer
de 8 ou 16 ports selon le fabricant et la génération de l’OLT. Un port d’unOLT est connecté
à un PON (Passive Optical Network), voir la Figure 6.1. Il s’agit d’un réseau arborescent
permettant de connecter un maximum de 64 ou 128 ONTs sur un port d’un OLT.
FIGURE 6.1 – Architecture du réseau GPON-FTTH.
La connexion sur un port d’un OLT, de plusieurs ONTs situés chez les abonnés, se fait
au travers de l’architecture en arbre du réseau de distribution ODN (Optical Distribution
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Network) qui constitue le troisième bloc fonctionnel. Puisque tous les PONs d’un réseau
GPON-FTTH ont le même comportement et qu’il n’y a pas d’interaction entre les PONs,
nous avons fait le choix de modéliser un seul PON sachant que ce modèle peut être ré-
pliqué à tous les PONs d’un réseau GPON-FTTH. Par ailleurs, compte tenu de la diversité
des ingénieries du réseau de distribution qui complexifie la modélisation du composant
ODN, nous nous sommes proposé de modéliser dans un premier temps le composant
OLT et les ONTs d’un même arbre PON. Le modèle de ces deux composants est appelé le
modèle initial du réseau GPON-FTTH. Lemodèle de l’ODN sera développé plus tard dans
cette thèse (dans le Chapitre 8) et rajouté facilement au modèle initial grâce aux proprié-
tés demodularité et d’extensibilité de la méthode générique demodélisation d’un réseau
que nous appliquons.
6.2.1 Le réseau de transport
Nous présentons dans cette sous-section unmodèle de propagation locale de pannes
et d’alarmes sur le composant OLT, ainsi que la propagation distribuée de pannes entre
l’OLT et les ONTs du même arbre PON qui lui sont connectés. Conformément au mo-
dèle générique, le composant OLT est modélisé par deux graphes de dépendances acy-
cliques. La Figure 6.2.a présente ces deux graphes de dépendances. Il s’agit d’un graphe
de la couche 2 qui modélise la propagation locale de pannes et d’alarmes sur le compo-
sant OLT, un graphe de la couche 1 qui modélise la propagation distribuée de pannes et
d’alarmes entre les composants OLT et ONT. Ces graphes présentent trois types de va-
riables : les pannes ou causes racines qui sont surlignées, les causes intermédiaires et les
faits observés. Une cause est dite intermédiaire si la variable qui lui est associée admet
au moins un prédécesseur et au moins un successeur dans le modèle de propagation de
pannes et d’alarmes. Il faut noter que certaines variables dumodèle sont des vecteurs afin
de prendre en compte la topologie en arbre d’un PON. En effet, chacune de ces variables
est un regroupement de plusieurs variables de même nom, mais propre à des ONTs dif-
férents. Par exemple, la variable RxOLT[] est un regroupement des variables désignant les
puissances reçues à l’OLT, des ONTs du même arbre PON. Ainsi la variable RxOLT[i ] dé-
signe la puissance reçue à l’OLT de l’ONT numéro i sur l’arbre PON.
Les causes racines : elles ont été considérées selon les besoins de diagnostic de l’opé-
rateur de télécommunications Orange. Nous les énumérons ci-dessous :
— La fibre optique de transport du PON représentée par la variable FiberT. Cette va-
riable peut prendre trois états possibles. L’étatOK signifie qu’il n’y a aucune anoma-
lie de transmission sur la fibre optique. Les états AT et BR signifient respectivement
que l’atténuation de la fibre est trop importante ou que la fibre est rompue.
— La température de l’OLT notée TcOLT, est une variable continue que nous avons dis-
cretisée en trois états T0, Tn et Th , correspondants respectivement à un intervalle de
très basses températures, de températures normales ou de températures très éle-
vées du composant OLT.
— L’ alimentation de l’OLT dénotée par la variable binaire Al tOLT. L’alimentation peut
être bonne, c’est-à-dire qu’elle délivre un courant de polarisation et une tension
suffisants pour faire fonctionner l’OLT. Un courant de polarisation faible ou très im-
portant peut être dû à une alimentation défectueuse ou un vieillissement du laser.
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FIGURE 6.2 – Modèle initial d’un PON du réseau d’accès GPON-FTTH.
— La variable binaire FaultyONT[i ], avec i ∈ {1, . . . ,64} pour un PON de 64 ONTs, sym-
bolise l’état global de l’ONT numéro i sur ce PON, tel qu’il est connu de l’OLT.
Un ONT est dit "rogue" ou défectueux lorsqu’il émet un signal dans un intervalle
de temps qui ne lui a pas été alloué par l’OLT auquel il est connecté. Ce compor-
tement hors du standard de fonctionnement nominal d’un ONT peut engendrer
des conflits avec les signaux de données transmis par les autres ONTs sur le PON
causant ainsi des interférences entre les signaux de données d’un quelconque en-
semble d’ONTs, rendant donc le PON inutilisable. Nous notons qu’il s’agit bien
d’une panne relative à un ONT, mais les alarmes causées par un ONT "rogue" sont
déclenchées par l’OLT. De façon plus générale, un ONT est dit "faulty" lorsqu’il est
défaillant pour une raison qui n’est pas forcément identifiée.
— Une incompatibilité entre le logiciel IOS (Image Operating System) d’un ONT et ce-
lui de l’OLT auquel il est connecté est un dysfonctionnement qui cause des échecs
de (re)synchronisation entre les deux composants. Cette panne déclenche très sou-
vent une alarme SWV[i ] (SoftWare Version) pour l’ONT numéro i sur l’arbre PON.
— La variable binaire ONTConfMis[i ] (ONT Configuration Mismatch) dénote une er-
reur faite lors de la configuration nécessaire pour connecter logiquement l’OLT et
l’ONT numéro i sur l’arbre PON.
Les causes intermédiaires et les alarmes : une cause est dite intermédiaire si la va-
riable qui la représente dans le graphe de dépendances qui modélise la propagation de
pannes admet aumoins un prédécesseur et un successeur. Quant aux alarmes observées,
elles peuvent être déclenchées aussi bien par les causes racines que par les causes inter-
médiaires. Nous énumérons ci-dessous, les causes intermédiaires et les alarmes tout en
justifiant les dépendances entre les noeuds correspondants dans la Figure 6.2.a.
96
— Le courant de polarisation de l’OLT, noté IOLT, est influencé par l’alimentation et la
température de l’OLT d’ou les dépendances locales Al tOLT −→ IOLT et TcOLT −→ IOLT.
Nous avons discrétisé la variable IOLT en trois états I0, Il ou In correspondants res-
pectivement à des intervalles dans lesquels le courant est très faible ou quasiment
nul, faible ou nominal. La tension d’alimentation VOLT de l’OLT dépend de l’état de
son alimentation. On peut donc aussi considérer la dépendance Al tOLT −→VOLT.
— La puissance TxOLT transmise par l’OLT est régulée par son courant de polarisation
IOLT. Cette corrélation est représentée par la dépendance IOLT −→ TxOLT locale au
composant OLT. La variable TxOLT peut prendre les états Tx0, Txl et Txn correspon-
dants respectivement à des intervalles dans lesquels la puissance émise par l’OLT
est très faible ou tend vers −∞ en décibel-milliwatt (dBm), faible ou nominale.
— Le niveau de puissance RxOLT[i ] de l’ONT numéro i reçu à l’OLT est une variable
pouvant prendre les états Rx0, Rxl et Rxn correspondants respectivement à des in-
tervalles dans lesquels la puissance reçue est très faible ou tend vers −∞ en dBm,
faible ou nominale. RxOLT[i ] dépend de la tension VOLT et de l’état de la fibre de
transport (feeder fiber en anglais) FiberT. Le niveau de puissance RxOLT[i ] dépend
aussi de l’état de la fibre de branchement FiberDB[i ] de l’ONT numéro i et de la
puissance TxONT[i ] transmise par cet ONT. Ces corrélations sont modélisées par
deux dépendances (FiberT −→RxOLT, VOLT −→RxOLT) locales au composant OLT et
deux autres dépendances (FiberDB −→ RxOLT, TxONT −→ RxOLT) distribuées entre
les composants OLT etONT. Il faut remarquer que, conformément à lamodélisation
générique développée dans le Chapitre 5, les dépendances distribuées font partie
des arêtes du graphe de dépendances de la couche 1 qui représente le composant
OLT dans la topologie physique du réseau PON.
— Le compteur BIPus[i ] (Bit Interleaving Parity usptream) est un calcul de parité sur
les trames (montantes dans ce cas, c’est-à-dire les trames émises par un ONT).
L’évolution de ce compteur est corrélée avec la valeur du BER (Bit Error Rate) d’une
transmission de données sur le canal montant, c’est-à-dire de l’ONT numéro i vers
l’OLT. Une mauvaise réception à l’OLT, du signal optique transmit par l’ONT nu-
méro i , peut causer des erreurs sur des bits de données d’ou la dépendance locale
RxOLT −→ BIPus . La variable BIPus[i ] peut prendre trois états correspondants à des
intervalles dans lesquels le nombre d’erreurs sur les bits de données est très faible,
grand ou très important. Les erreurs de transmission sur le canalmontant d’un PON
impactent la qualité du signal reçu à l’OLT qui peut déclencher les alarmes relatives
à la qualité du signal telle que SD (Signal Degraded), SF (Signal Fail), LCDG (Loss of
GEM Channel Delineation) et MEM (Message Error Message).
— Les alarmes SD et SF ne pouvant être observées simultanément, pour des raisons
de simplicités, nous les avons considérées comme faisant partie des états d’une va-
riable ternaire notée O1. Le troisième état noté + de cette variable correspond à une
situation pour laquelle aucune des alarmes SD ou SF n’est observée. La relation
entre ces alarmes et les erreurs de transmission est représentée par la dépendance
BIPus −→O1 locale au composant OLT.
— Une alarme MEM[i ] indique que l’OLT reçoit des messages de synchronisation in-
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connus en provenance de l’ONT numéro i sur le PON. L’alarme MEM[i ] peut être
due à des erreurs de transmission qui ont corrompu les entêtes des messages de
synchronisation, d’ou la dépendance BIPus[i ]−→MEM[i ]. Une incompatibilité des
versions des logiciels "firmware" de l’ONT numéro i et l’OLT peut également en-
gendrer l’alarme MEM[i ]. De ce fait, nous considérons aussi la dépendance locale
SWV[i ] −→ MEM[i ]. Notons aussi qu’une dégradation très importante du signal
montant cause des erreurs de transmission et donc des trames de données erronées
reçues à l’OLT qu’il supprime s’il ne parvient pas à corriger les erreurs et déclenche
l’alarme LOF[i ]. Cette relation est modélisée par la dépendance locale O1 −→ LOF.
— L’alarme LCDGus[i ] (Loss of upstream GEM Channel Delineation) est déclenchée
par l’OLT lorsqu’il ne parvient pas à séparer ou délimiter les trames de plusieurs
services différents dans un flux multiplexé en provenance de l’ONT numéro i . Cet
échec de "délinéation" peut causer la perte d’une ou de plusieurs trames dans le
flux, d’ou la dépendance LCDGus −→ LOFus .
— L’alarme LOSus[i ] (Loss Of upstreamSignal) est déclenchée par l’OLT lorsqu’il ne re-
çoit aucun signal optique valide attendu, envoyé par l’ONT numéro i après quatre
intervalles de temps non consécutifs qui lui ont été alloués par l’OLT. Ceci peut
être dû à une mauvaise réception du signal optique par l’OLT, d’ou la dépendance
RxOLT[i ] −→ LOSus[i ]. L’alarme LOSus[i ] peut aussi être due au fait que l’ONT nu-
méro i n’a tout simplement pas transmis un signal parce qu’un ONT numéro j 6= i a
utilisé l’intervalle de temps alloué à l’ONT numéro i . Dans ce cas, l’OLT déclenche
l’alarme TIA[ j ] (Transmission Interference Alarm) pour signaler que l’ONT numéro
j a utilisé un "time slot" qui ne lui était pas alloué. L’ONT numéro j est dit "rogue
ONT" ou "faulty ONT". Un ONT "rogue" peut aussi provoquer le déclenchement de
l’alarme DOW[ j ] (Drift Of Window) au lieu de TIA[ j ] lorsque l’ONT numéro j émet
au délà du "time slot" qui lui est alloué. L’alarme LOS peut non seulement révéler
une dégradation de la qualité du support (fibre atténuée ou rompue) mais aussi un
dysfonctionnement majeur de l’ONT. Nous modélisons ces comportements par les
dépendances FaultyONT −→DOW, FaultyONT −→TIA et TIA−→ LOSus .
— Une alarme DOW[i ] affecte la qualité du signal reçu et transmit par l’ONT numéro
i ainsi que celle de l’ONT numéro j 6= i donc une partie du "time slot" a été utilisé
par l’ONT numéro i . Ceci qui signifie qu’une alarmeDOW peut aussi déclencher les
alarmes relatives à la qualité du signal que sont SD et SF (FaultyONT −→O1), causer
un échec d’un processus de délinéation (DOW −→ LCDGus), déclencher les alames
LOA (Loss Of Acknowledge) ou LOAM (Loss Of Physical Layer OAM). Puisque les
alarmes LOA et LOAM ne peuvent pas être déclenchées simultanément, nous les
avons considérées comme faisant partie des états d’une variable ternaire appelée
O2 (voir la Figure 6.2.a). Le troisième état noté + de la variable O2 correspond à
une situation pour laquelle ni l’alarme LOA, ni l’alarme LOAM n’est déclenchée.
Enfin, la perte desmessages PLOAMentre l’OLT et unONTpeut entraîner l’échec de
(re)synchronisation de cet ONT, d’ou la dépendance O2 −→ SUF (StartUp Failure).
6.2.2 Le réseau de branchement
La Figure 6.2.b présente le graphe de dépendances qui modélise la propagation locale
de pannes et d’alarmes sur le composant ONT ainsi que le graphe de dépendances qui
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modélise la propagation distribuée de pannes entre les composants OLT et ONT.
Les causes racines : l’alimentation Al tONT[i ], la température TcONT[i ] et la fibre de
branchement FiberDB[i ] de l’ONT numéro i sur le PON sont les trois causes racines du
réseau de branchement des abonnés quenous avons considérés selon les besoins de diag-
nostic de l’opérateur Orange.
Les causes intermédiaires et les alarmes :
— La puissance RxONT[i ] reçue à l’ONT numéro i dont le niveau peut provoquer le
déclenchement des alarmes LLO (Level LOw) ou LHI (Level HIgh) selon qu’il soit
trop faible ou trop élevé. Puisque les alarmes LLO et LHI ne peuvent pas être dé-
clenchées simultanément, nous les avons considérées comme faisant partie des
états d’une variable ternaire appelée N2 (voir la Figure 6.2.b). Le troisième état noté
+ de la variable N2 correspond à une situation pour laquelle ni l’alarme LLO, ni
l’alarme LHI ne sont déclenchées. Le niveau de puissance RxONT[i ] dépend de la
tension d’alimentation VONT[i ], de l’état de la fibre de branchement FiberDB[i ] de
l’ONT numéro i , de l’état de la fibre de transport FiberT du PON et de la puis-
sance TxOLT transmise par l’OLT. Nous notons deux dépendances locales au com-
posant ONT que sont VONT −→ RxONT et FiberDB −→ RxONT ainsi que deux dépen-
dances distribuées entre les composants OLT et ONT que sont TxOLT −→ RxONT et
FiberT −→RxONT.
— Le compteur d’erreurs de transmission BIPds[i ] sur le canal descendant, les alarmes
LOSds[i ], SDds[i ], SFds[i ], LCDGds[i ] et LOFds[i ] ont chacune la même significa-
tion que leur homologue du canal montant. Les alarmes relatives à la qualité du
signal sur le canal descendant peuvent engendrer une dégradation de la qualité des
services fournis aux abonnés. En effet, supposons par exemple que nous souhai-
tons étendre le modèle initial du réseau GPON-FTTH en ajoutant le composant
RG (Résidential Gateway) (voir la Figure 6.1). La passerelle résidentielle RG est un
composant du réseau domestique sur lequel sont déployés les services fournis aux
abonnés. Ce n’est donc pas un composant du réseauGPON-FTTH,mais l’ajouter au
modèle initial du réseauGPON-FTTH, permettrait de corréler les alarmes de l’infra-
structure GPON-FTTH aux dysfonctionnements des services fournis aux abonnés.
Par exemple, sur la Figure 6.2.b, une telle corrélation peut être faite avec la dépen-
dance N1,N2,LOFds ,LCGDds −→ IPConnect distribuée entre les composants ONT
et RG. La variable binaire IPConnect désignerait dans ce cas l’état du service d’ac-
cès à Internet fournit par le composant RG aux abonnés.
6.2.3 Lemodèle initial d’un PON
Le modèle initial d’un PON du réseau GPON-FTTH est présenté par la Figure 6.2.
La propagation locale de pannes et d’alarmes sur chacun des composants OLT et ONT
est modélisée ainsi que la propagation distribuée de pannes entre ces deux composants.
Conformément à la méthode générique présentée dans le Chapitre 5, chacun de ces deux
composants est modélisé par deux graphes de dépendances interconnectés. Cette mé-
thode de modélisation du réseau GPON-FTTH permet de séparer la propagation locale
de pannes et d’alarmes sur chacun des composants OLT et ONT de la propagation distri-
buée de pannes et d’alarmes entre ces deux composants. Cette séparation implémentée
par les couches 1 et 2 du modèle de la Figure 6.2 apporte les propriétés de modularité et
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d’extensibilité. Ainsi lemodèle initial du réseau d’accès GPON-FTTHpeut être facilement
étendu pour inclure des composants du réseau de collecte en amont du composant OLT
modélisé par la Figure 6.2.a, ou pour inclure des composants du réseau domestique des
abonnés en aval du composant ONTmodélisé par la Figure 6.2.b.
6.3 Paramètres experts dumodèle initial d’un PON
Dans la section précédente, nous avons montré comment utiliser les connaissances
métiers dites "expertes" du réseau GPON-FTTH pour construire un modèle de la topolo-
gie et de la propagation de pannes et d’alarmes sur ce réseau. Dans cette section, nous
montrons comment ces connaissances "expertes" peuvent être utilisées pour déterminer
approximativement les paramètres du modèle, c’est-à-dire les distributions de probabi-
lités conditionnelles qui permettent de quantifier les incertitudes sur certaines relations
de causes à effets du phénomène de propagation de pannes et d’alarmes. Ce choix est
motivé par le fait que l’apprentissage automatique des paramètres d’un modèle statis-
tique basé sur un réseau bayésien, à partir d’un échantillon de données très souvent in-
complet comme c’est notre cas, avec un algorithme basé sur le principe du maximum de
vraisemblance des données, nécessite une valeur initiale du vecteur des paramètres as-
sez proche de la réalité afin d’espérer contourner les problèmes liés aux optimaux locaux
de la fonction de vraisemblance des données. Les paramètres que nous déterminons ap-
proximativement dans cette section pourront servir plus tard de point d’initialisation à
un algorithme tel que l’EM (Expectation Maximization) qui pourra donc les ajuster auto-
matiquement.
Considérons une variable quelconque Xi du modèle d’un PON présenté par la Figure
6.2. Soit θi , j ,k = P(Xi = k|pa(Xi ) = j ) la probabilité que la variable Xi prenne la valeur
k lorsque ses parents sont dans la configuration j . Une configuration d’un ensemble de
variables est une combinaison de valeurs prises par ces variables. On se propose de déter-
miner approximativement pour chaque variable Xi du modèle d’un PON, la distribution
de probabilités conditionnelles θi =P(Xi |pa(Xi )), sur la base des connaissances dites "ex-
pertes" du réseau GPON-FTTH. L’idée n’est pas de déterminer précisément les quantités
θi , j ,k mais plutôt de trouver :
— un ordre de grandeur entre les proportions du vecteur θi , j ,•, pour toutes les valeurs
possibles de k, avec les contraintes
∑
k θi , j ,k = 1 et θi , j ,k ∈ [0,1],
— un ordre de grandeur entre les probabilités du vecteur θi ,•,k , pour toutes les valeurs
possibles de j .
En bref, nous cherchons à déterminer un ordre de grandeur entre les éléments de
chaque ligne et entre les éléments de chaque colonne de la matrice à deux dimensions
θi = P(Xi |pa(Xi )). La distribution θi n’est donc pas précise, mais elle doit être cohérente
avec le comportement d’un PON du réseau GPON-FTTH. Nous illustrons avec quelques
exemples ci-dessous, cette approche d’estimation paramétrique d’un modèle à base des
connaissances métiers dans le domaine modélisé, c’est-à-dire la propagation de pannes
et d’alarmes sur un PON d’un réseau GPON-FTTH.
Distribution de probabilités conditionnelles P(LOFus|O1,LCDGus) : la Table 6.1 re-
présente cette distribution. Notons +lo f l’évènement de perte d’une trame de données
qui se manifeste par l’observation de l’alarme LOF (Loss Of Frame). ¬lo f est le complé-
mentaire de l’évènement +lo f . Sur le canal montant entre un ONT et l’OLT, il est plus
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probable que la perte d’une trame de données (+lo f ) se produise lorsqu’une erreur de
délimitation des trames transmises par cet ONT se produit (+lcd , loss of gem channel
delineation), que lorsque l’OLT parvient à délimiter les trames sans erreurs (¬lcd). Cette
connaissance métier nous permet de considérer une contrainte telle que celle de l’In-
équation (6.1), dans laquelle l’évènement +e correspond à l’évènement +lcd et le com-
plémentaire ¬e de +e correspond à ¬lcd (voir la Table 6.1).
θ¬ep,q ≤ θ
+e
p,q pour p = 1,q ∈ {1,2,3} (6.1)
Par ailleurs, puisque le taux d’erreurs de transmission est plus important lorsqu’une
alarme SF (Signal Fail) est observée que lorsqu’une alarme SD (Signal Degraded) l’est,
il est plus probable que la perte d’une trame se produise lorsque le niveau de dégrada-
tion du signal est important (SF) que lorsqu’il est moyen (SD). Nous pouvons donc aussi
considérer une seconde contrainte telle que celle donnée par l’Inéquation (6.2).
θ+ep,q ≤ θ
+e
p,q+1
θ¬ep,q ≤ θ
¬e
p,q+1 pour p = 1,q ∈ {1,2}
(6.2)
Enfin, nous pouvons dire qu’il est plus probable qu’une perte de trames survienne sur
le canal montant lorsque ses deux causes potentielles se sont produites, c’est-à-dire la
dégradation du signal optique observée au travers de l’alarme SDus ou SFus et une erreur
de délimitation de trames observée via l’alarme LCDGus , que lorsqu’une seule des deux
causes potentielles s’est produite. Onpeut donc aussi considérer une troisième contrainte
telle que l’Inéquation (6.3) (voir la Table 6.1).
θ¬e1,2 ≤ θ
+e
1,3 et θ
¬e
1,3 ≤ θ
+e
1,2 (6.3)
TABLE 6.1 – Distribution de probabilités conditionnelles P(LOFus |O1,LCDGus).
O1 LCDGus +lo f ¬lo f
+ θ+lcd1,1 ≈ 0.600 1−θ
+l cd
1,1
SD +lcd θ+lcd1,2 ≈ 0.800 1−θ
+l cd
1,2
SF θ+lcd1,3 ≈ 0.800 1−θ
+l cd
1,3
+ θ¬lcd1,1 ≈ 0.100 1−θ
¬l cd
1,1
SD ¬lcd θ¬lcd1,2 ≈ 0.700 1−θ
¬l cd
1,2
SF θ¬lcd1,3 ≈ 0.700 1−θ
¬l cd
1,3
Les probabilités conditionnelles de la distribution P(LOFus |O1,LCDGus) doivent donc
satisfaire les contraintes formalisées par les inéquations (6.1), (6.2) et (6.3). En d’autres
termes, ces trois contraintes formalisent les connaissances dites "expertes" encodées dans
la distribution P(LOFus |O1,LCDGus). La Table 6.1 donne également une valeur approxi-
mative de chaque probabilité conditionnelle cohérente avec l’ordre de grandeur défini
par les trois contraintes ci-dessus. Les paragraphes ci-dessous présentent d’autres exemples
illustrant également laméthodeutilisée pour déterminer approximativement les lois condi-
tionnelles du modèle présenté à la Figure 6.2.
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Distribution de probabilités conditionnelles P(LCDGus|BIPus,DOW) : La Table 6.2
présente la loi conditionnelle de la variable LCDGus déterminée approximativement sur
la base des contraintes (6.1), (6.2) et (6.3), dans lesquelles l’évènement +e correspond à
l’évènement +dow et le complémentaire ¬e de +e correspond à ¬dow . La contrainte
(6.1) exprime que, pour un quelconque taux d’erreurs de transmission BIPus , il est plus
probable qu’une erreur de délimitation de trames (évènement +lcd) se produise lors-
qu’un saut de fenêtre de temps est observé (évènement +dow), que lorsqu’il ne l’est pas.
La contrainte (6.2) formalise qu’indépendamment de l’évènement +dow , la probabilité
qu’une erreur de délimitation de trames se produise, augmente avec le taux d’erreurs
BIPus . D’après la troisième contrainte (6.3), il est plus probable qu’une erreur de déli-
mitation de trames survienne lorsque ses deux causes potentielles sont considérées que
lorsqu’une seule d’entre elles est considérée.
TABLE 6.2 – Distribution de probabilités conditionnelles P(LCDGus |BIPus ,DOW).
BIPus DOW +lcd ¬lcd
+ θ+dow1,1 ≈ 0.100 1−θ
+dow
1,1
low +dow θ+dow1,2 ≈ 0.800 1−θ
+dow
1,2
high θ+dow1,3 ≈ 0.900 1−θ
+dow
1,3
+ θ¬dow1,1 ≈ 0.001 1−θ
¬dow
1,1
low ¬dow θ¬dow1,2 ≈ 0.700 1−θ
¬dow
1,2
high θ¬dow1,3 ≈ 0.700 1−θ
¬dow
1,3
Distribution de probabilités conditionnelles P(LOSus|RxOLT,TIA) : La Table 6.3 pré-
sente la loi conditionnelle de la variable LOSus déterminée approximativement sur la base
des contraintes (6.1) et (6.2). La contrainte (6.1) exprime que, pour une quelconque va-
leur du niveau de puissance RxOLT, il est plus probable qu’une rupture de communication
entre l’OLT et unONT (évènement+los) se produise lorsqu’une interférence de transmis-
sion est observée (évènement +t i a) sur le PON, que lorsqu’il ne l’est pas. La contrainte
(6.2) formalise qu’indépendamment de l’évènement+t i a, la probabilité d’une rupture de
communication entre l’OLT et unONT augmente lorsque la puissance de cet ONT reçue à
l’OLT diminue. Nous noterons que la contrainte (6.3) n’est pas vérifiée pour cette distribu-
tion. En effet, la perte de communication LOSus entre l’OLT et un ONT est très influencée
par le niveau de puissance RxOLT de cet ONT reçu à l’OLT, que par une interférence TIA.
TABLE 6.3 – Distribution de probabilités conditionnelles P(LOSus |RxOLT,TIA).
RxOLT TIA +los ¬los
Rxn θ+t i a1,1 ≈ 0.500 1−θ
+t i a
1,1
Rxl +t i a θ
+t i a
1,2 ≈ 0.890 1−θ
+t i a
1,2
Rx0 θ+t i a1,3 ≈ 0.990 1−θ
+t i a
1,3
Rxn θ¬t i a1,1 ≈ 0.010 1−θ
¬t i a
1,1
Rxl ¬t i a θ
¬t i a
1,2 ≈ 0.800 1−θ
¬t i a
1,2
Rx0 θ¬t i a1,3 ≈ 0.990 1−θ
¬t i a
1,3
Intéressons nous à présent à un exemple plus dense : l’approximation de la loi condi-
tionnelle du niveau de puissance RxOLT. Cette variable est influencée par ses quatre pré-
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décesseurs dans le modèle présenté par la Figure 6.2, d’ou la difficulté a priori introduite
par le nombre de combinaisons des états de ces prédécesseurs. Cependant, nous verrons
ci-dessous comment les connaissances métiers relatives à la manière dont les prédéces-
seurs de la variable RxOLT l’influencent, simplifie l’approximation de sa loi conditionnelle.
Distribution de probabilités conditionnelles P(RxOLT|FiberT,VOLT,FiberDB,TxONT) :
— Indépendamment des états de la fibre de transport FiberT, de la fibre de bran-
chement FiberDB et de la puissance TxONT transmise par un ONT, le niveau de
puissance RxOLT reçu à l’OLT de cet ONT est très faible ou tend vers −∞ en dBm
(RxOLT = Rx0) lorsque la tension d’alimentation de l’OLT est très faible voir quasi-
ment nulle (VOLT =V0). La Table 6.4 représente cette connaissance. Le nombre ǫ est
un réel positif et très proche de zéro. Il permet d’éviter de rencontrer des problèmes
numériques tels que la division par zéro.
TABLE 6.4 – Distribution de probabilités conditionnelles P(RxOLT|•,V0,•,TxONT).
FiberT VOLT FiberDB TxONT Rx0 Rxl Rxn
Tx0 1.0−ǫ ǫ/2 ǫ/2
• V0 • Txl 1.0−ǫ ǫ/2 ǫ/2
Txn 1.0−ǫ ǫ/2 ǫ/2
— Lorsque la fibre optique de transport est rompue (FiberT =BR, avec "BR" signifiant
"BRoken") ou la fibre de branchement d’un ONT (FiberDB =BR), on est quasiment
certain que le niveau de puissance reçue à l’OLT de cet ONT est très faible (tend vers
−∞ en dBm). La Table 6.5 encode cette connaissance.
TABLE 6.5 – Distribution de probabilités conditionnelles P(RxOLT|•,•,BR,TxONT).
FiberT VOLT FiberDB TxONT Rx0 Rxl Rxn
Tx0 1.0−ǫ ǫ/2 ǫ/2
• • BR Txl 1.0−ǫ ǫ/2 ǫ/2
Txn 1.0−ǫ ǫ/2 ǫ/2
— Lorsque la tension d’alimentation de l’OLT est nominale (VOLT = V1) et que l’une
des deux fibres est en bon état tandis que l’autre souffre d’atténuation, le niveau de
puissance RxOLT est très influencé par la puissance TxONT transmise par l’ONT. La
Table 6.6 représente cette connaissance.
TABLE 6.6 – Distribution de probabilités conditionnelles P(RxOLT|OK,V1,BR,TxONT).
FiberT VOLT FiberDB TxONT Rx0 Rxl Rxn
Tx0 1.0−ǫ ǫ/2 ǫ/2
OK V1 AT Txl 0.8−ǫ 0.2 ǫ
Txn 0.6 0.4−ǫ ǫ
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— Lorsque la tension d’alimentation de l’OLT est nominale (VOLT =V1) et que les deux
fibres introduisent de l’atténuation, l’atténuation conjointe des deux fibres est pro-
bablement plus importante que celle d’une seule fibre. C’est pourquoi les probabi-
lités des évènements RxOLT = Rx0 sont un peu plus grandes dans la Table 6.7 que
dans la Table 6.6.
TABLE 6.7 – Distribution de probabilités conditionnelles P(RxOLT|AT,V1,AT,TxONT).
FiberT VOLT FiberDB TxONT Rx0 Rxl Rxn
Tx0 1.0−ǫ ǫ/2 ǫ/2
AT V1 AT Txl 0.9−ǫ 0.1 ǫ
Txn 0.7 0.3−ǫ ǫ
Les Tables 6.4, 6.5, 6.6 et 6.7 permettent de prendre en considération toutes les combi-
naisons possibles des états de la fibre de transport du PON, de la tension d’alimentation
de l’OLT, de la fibre de branchement d’un ONT et de la puissance transmise par cet ONT.
On parvient donc à approximer la loi conditionnelle de la variable RxOLT.
Un raisonnement similaire à celui développé dans cette section est appliqué pour dé-
terminer approximativement la loi de chaque variable conditionnellement à ses prédé-
cesseurs dans le modèle de la Figure 6.2. Nous rappelons que l’approximation de ces dis-
tributions de probabilités conditionnelles ne consiste pas à trouver des nombres comme
cela peut le sembler, mais plutôt à structurer un raisonnement cohérent avec le compor-
tement d’un PON du réseau d’accès GPON-FTTH. Nous suivons ainsi la logique de Glenn
Shafer : "Probability is not really about numbers ; it is about the structure of reasoning".
6.4 Validation dumodèle initial d’un PON
Nous présentons dans cette section, la méthodologie de validation du modèle proba-
biliste de propagation de pannes et d’alarmes sur le réseau GPON-FTTH. La validation
consiste à vérifier que les résultats de diagnostic effectués avec ce modèle probabiliste
sont conformes avec les connaissances métiers relatives au fonctionnement du réseau
GPON-FTTH. Le modèle probabiliste est doublement validé. Une première validation est
faite sur la plateforme expérimentale du réseauGPON-FTTHd’Orange Labs. Une seconde
validation est faite sur le réseau GPON-FTTH opérationnel de l’opérateur Orange.
6.4.1 Validation sur une plateforme expérimentale
Les expériences sont faites sur la plateforme expérimentale du réseau GPON-FTTH
d’Orange Labs. Nous avons considéré un PON de deux ONTs nommés ONT1 et ONT2. La
plateforme nous permet d’émuler des pannes et de collecter les alarmes déclenchées. Il
est aussi possible de lire, s’ils sont disponibles, les valeurs des compteurs d’erreurs BIPus ,
BIPds , des paramètres scalaires RxOLT,RxONT,TxOLT,TxONT, des courants de polarisation
IOLT, IONT, des tensions VOLT,VONT et des températures TcOLT,T
c
ONT de l’OLT et des deux
ONTs connectés sur le PON considéré. Chaque table de la Table 6.8 à la Table 6.14montre
les croyances ou probabilités a postériori des variables représentants les causes racines,
calculées par notre implémentation en Python dumodèle du réseau GPON-FTTH à la Fi-
gure 6.2, sur la base des évidences observées. Le titre de chacune de ces tables est un fait
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résumant les évidences observées et décrites en détail en dessous de chaque table.
Nous débutons l’évaluation du modèle probabiliste pour le diagnostic automatique
du réseau d’accès GPON-FTTH, en vérifiant que l’inférence sur ce modèle ne retourne
aucune panne lorsqu’ aucune alarme n’est observée sur le PON et les valeurs des comp-
teurs et paramètres scalaires sont nominaux. La Table 6.8 présente le résultat de ce test.
On y observe que l’état positif ou nominal en gras de chaque cause racine est l’état le plus
probable avec une très forte croyance.
TABLE 6.8 – État nominal de l’arbre PON.
Causes Racines États Croyances
FiberT [OK,AT,BR] [0.99, 6.e-03, 7.e-12]
Al tOLT [OK,¬OK] [0.99, 4.e-07]
FaultyONT[1] [+ f to,¬fto] [0.007, 0.993]
FaultyONT[2] [+ f to,¬fto] [0.014, 0.986]
IOS[1] [OK,¬OK] [0.980, 0.020]
IOS[2] [OK,¬OK] [0.980, 0.020]
ONTConfMis[1] [+ocm,¬ocm] [0.002, 0.998]
ONTConfMis[2] [+ocm,¬ocm] [0.002, 0.998]
FiberDB[1] [OK,AT,BR] [0.91, 8.e-02, 9.e-07]
FiberDB[2] [OK,AT,BR] [0.91, 8.2-02, 9.e-07]
Al tONT[1] [OK,¬OK] [0.99, 1.e-07]
Al tONT[2] [OK,¬OK] [0.99, 1.e-07]
Aucune alarme n’est observée sur le PON, les compteurs et les paramètres scalaires sont
nominaux pour l’OLT et pour chacun des deux ONTs, ONT1 et ONT2 connectés au PON.
La Table 6.9 montre que l’ONT1 est diagnostiqué comme étant en panne ou défec-
tueux lorsqu’il perd la communication bidirectionnelle avec l’OLT, bien qu’aucune alarme
relative à la qualité du signal n’est observée. Il faut noter l’absence des valeurs des comp-
teurs et des paramètres scalaires de l’ONT1 puisque le système de gestion NMS (Network
Management System) du réseau GPON-FTTH ne dispose d’aucunmoyen pour récupérer
ces valeurs dans la MIB (Management Information Base) de l’ONT1. Ces valeurs man-
quantes, pourtant utiles pour calculer le diagnostic le plus probable, sont inférées par le
modèle probabiliste sur la base de ses distributions de probabilités conditionnelles déter-
minées approximativement à la Section 6.3.
Cependant, la perte de la communication entre l’OLT et l’ONT1 peut être aussi due
à la coupure de la fibre de branchement de l’ONT1 puisque cette fibre optique se trouve
chez l’abonné et par conséquent, elle n’est pas protégée par les infrastructures de l’opéra-
teur de télécommunications. En plus, d’après le fonctionnement du réseau GPON-FTTH,
l’alarme LOS[1] observée toute seule ne permet pas,même à un expert avéré de ce réseau,
de discriminer entre ces deux causes racines potentielles. Nous verrons un peu plus tard
dans la Table 6.10 que la présence d’autres alarmes en plus telles que celles relatives à la
qualité du signal optique permettent de lever cette incertitude. Sur la Table 6.10, la pré-
sence des alarmes indiquant une dégradation du signal optique entre l’OLT et l’ONT1, ap-
porte des données additionnelles aumodèle probabiliste et change les probabilités a pos-
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tériori précédemment obtenues dans la Table 6.9. l’ONT1 n’est plus diagnostiqué comme
étant défectueux, mais c’est plutôt sa fibre de branchement qui souffre d’une atténuation
trop importante provoquant la rupture de communication avec l’OLT. Il faut remarquer
sur la Table 6.10 que, contrairement à la Table 6.9, la probabilité que l’ONT1 soit défec-
tueux diminue en faveur de l’augmentation de la croyance que la fibre de branchement
de l’ONT1 atténue trop.
TABLE 6.9 – Rupture soudaine de la communication entre l’OLT et l’ONT1.
Causes racines États Croyances
FiberT [OK,AT,BR] [0.99, 6.e-03, 1.e-11]
FaultyONT[1] [+fto,¬ f to] [0.998, 0.002]
FaultyONT[2] [+ f to,¬ f to] [0.014, 0.986]
FiberDB[1] [OK,AT,BR] [0.91, 8.e-02, 1.e-06]
FiberDB[2] [OK,AT,BR] [0.91, 8.e-02, 9.e-07]
Les alarmes LOSus[1] et LOSds[1] sont respectivement observées sur le canal montant et
sur le canal descendant entre l’OLT et l’ONT1, les compteurs et les paramètres scalaires
de l’ONT1 sont inconnus tandis que ceux de l’ONT2 sont connus et nominaux.
TABLE 6.10 – Rupture progressive de la communication entre l’OLT et l’ONT1.
Causes racines États Croyances
FiberT [OK,AT,BR] [0.94, 5.e-02, 1.e-7]
FaultyONT[1] [+ f to,¬ f to] [0.422, 0.578]
FaultyONT[2] [+ f to,− f to] [0.014, 0.986]
FiberDB[1] [OK,AT,BR] [0.409, 0.577, 0.014]
FiberDB[2] [OK,AT,BR] [0.92, 7.e-02, 1.e-06]
Les alarmes LOSus[1], LOSds[1], ainsi que les alarmes relatives à la qualité du signal
LCGDus[1],LCGDds[1], SDus[1],SDds[1] sont observées. Les compteurs et les paramètres
scalaires de l’ONT1 sont inconnus tandis que ceux de l’ONT2 sont connus et nominaux.
La Table 6.11 présente une situation pour laquelle le diagnostic le plus probable est
l’atténuation importante de la fibre de branchement de l’ONT1, lorsque l’alarme SD[1]
(Signal Degraded) est observée sur le canal montant et sur le canal descendant, suite à
des erreurs de transmission et des niveaux de puissances faibles observées. Si pour une
quelconque raison, le NMS (Network Management System) du réseau GPON-FTTH ne
parvient pas à récupérer les valeurs des compteurs d’erreurs et des niveaux de puissances,
le modèle probabiliste est toujours capable de calculer le bon diagnostic bien que des
données très importantes soient manquantes. Dans ce dernier cas, la croyance en l’atté-
nuation importante de la fibre de branchement de l’ONT1 diminue de 0.92 sur la Table
6.11 à 0.76 sur la Table 6.12. Mais la décision finale reste la même sur les deux Tables. Le
scénario décrit par la Table 6.12 met donc bien en évidence la capacité du modèle et du
raisonnement probabiliste à faire face à certaines données manquantes pourtant utiles
pour effectuer un diagnostic efficace.
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TABLE 6.11 – Dégradation complètement observée du signal entre l’OLT et l’ONT1.
Causes racines États Croyances
FiberT [OK,AT,BR] [0.91, 8.e-02, 1.e-11]
FaultyONT[1] [+ f to,¬ f to] [1.e-06, 0.999]
FaultyONT[2] [+ f to,¬ f to] [0.014, 0.986]
FiberDB[1] [OK,AT,BR] [7.e-02, 0.92, 2.e-06]
FiberDB[2] [OK,AT,BR] [0.92, 7.e-02, 1.e-06]
Les alarmes SDus[1] et SDds[1] sont observées, une variation de chacun des compteurs
BIPus[1] et BIPds[1] est observée, les niveaux de puissances RxOLT[1] et RxONT[1] sont
faibles. Les compteurs et les paramètres scalaires de l’ONT2 sont nominaux.
TABLE 6.12 – Dégradation partiellement observée du signal entre l’OLT et l’ONT1.
Causes racines États Croyances
FiberT [OK,AT,BR] [0.93, 6.e-02, 1.e-09]
FaultyONT[1] [+ f to,¬ f to] [0.082, 0.918]
FaultyONT[2] [+ f to,¬ f to] [0.014, 0.986]
FiberDB[1] [OK,AT,BR] [2.e-01, 0.76, 1.e-04]
FiberDB[2] [OK,AT,BR] [0.92, 7.e-02, 1.e-06]
Les alarmes SDus[1] et SDds[1] sont observées, les compteurs et les paramètres scalaires
de l’ONT1 sont inconnus tandis que ceux de l’ONT2 sont nominaux.
Maintenant, si l’on observe une dégradation du signal entre l’OLT et l’ONT1 d’une part
et entre l’OLT et l’ONT2 d’autre part, telle que décrit par la Table 6.13, le modèle probabi-
liste diagnostique l’atténuation importante de la fibre de transport du PON partagée par
les deux ONTs et non pas l’atténuation de chacune des fibres de branchement des deux
ONTs. Il faut remarquer sur la Table 6.13 que la probabilité d’atténuation de la fibre de
transport est 0.58 tandis que celle de chacune des deux fibres de branchement est 0.50.
La différence entre ces probabilités semble ne pas être très significative. Par conséquent,
on peut avoir tendance à croire que le modèle a du mal à prendre la meilleure décision
entre l’atténuation de la fibre de transport ou celle de chacune des fibres de branche-
ment. Mais, si on calcule la probabilité jointe de l’atténuation des deux fibres de bran-
chement (0.5× 0.5 = 0.25), on remarque que la différence entre cette probabilité jointe
et celle de l’atténuation de la fibre de transport est très significative. Ce dernier résultat
renforce la croyance que c’est bien la fibre de transport qui atténue trop. Il faut noter
que la probabilité jointe d’atténuation des deux fibres de branchement est le produit des
probabilités d’atténuation de chacune des deux fibres. En effet, la couverture de Markov
MB(FiberDB[i ]) de la variable FiberDB[i ] est définie par l’union des ensembles suivants :
l’ensemble PAi des parents de FiberDB[i ] dans le modèle, l’ensemble CHi de ses enfants
et l’ensemble OPi des autres parents de ses enfants.
MBi = PAi ∪CHi ∪OPi (6.4)
l’ensemble PAi est vide puisque FiberDB[i ] est une cause racine, l’ensemble CHi est égal à
{RxOLT[i ],RxONT[i ]} et l’ensembleOPi = {TxONT[i ],VONT[i ],VOLT,TxOLT,FiberT}. Les fibres
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TABLE 6.13 – Dégradation du signal entre l’OLT et chacun des deux ONTs.
Causes racines États Croyances
FiberT [OK,AT,BR] [0.41, 0.58, 1.e-09]
FaultyONT[1] [+ f to,¬ f to] [1.e-04, 0.999]
FaultyONT[2] [+ f to,¬ f to] [5.e-04, 0.999]
FiberDB[1] [OK,AT,BR] [0.49, 0.50, 1.e-05]
FiberDB[2] [OK,AT,BR] [0.49, 0.50, 1.e-05]
Les alarmes SDus[1], SDds[1], SDus[2] et SDds[2] sont observées, une variation de chacun
des compteurs d’erreurs BIPus[1], BIPds[1], BIPus[2] et BIPds[2] est observée, les niveaux
de puissances reçues sont faibles pour les deux ONTs.
de branchement FiberDB[1] et FiberDB[2] sont indépendantes puisque la variable aléa-
toire FiberDB[1] ∉MB(FiberDB[2]) et FiberDB[2] ∉MB(FiberDB[1]).
TABLE 6.14 – Perte de la communication sur le canal descendant entre l’OLT et l’ONT1
Causes racines États Croyances
FiberT [OK,AT,BR] [0.92, 7.e-02, 3.e-11]
FaultyONT[1] [+ f to,¬ f to] [0.094, 0.906]
FaultyONT[2] [+ f to,¬ f to] [0.014, 0.986]
FiberDB[1] [OK,AT,BR] [8.e-02, 0.91, 4.e-06]
FiberDB[2] [OK,AT,BR] [0.92, 7.e-02, 1.e-06]
L’alarme LOSds[1] est observée, les compteurs et les paramètres scalaires de l’ONT1 sont
inconnus tandis que ceux de l’ONT2 sont connus et nominaux.
La Table 6.14 illustre une situation pour laquelle on observe une perte de commu-
nication sur le canal descendant entre l’OLT et l’ONT1. Il s’agit donc d’une rupture uni-
directionnelle de la communication. Contrairement à une rupture bidirectionnelle de la
communication telle qu’illustrée par la Table 6.9, le modèle probabiliste ne diagnostique
plus l’ONT1 comme étant défectueux. Le diagnostic est plutôt l’atténuation de la fibre de
branchement de l’ONT1. Dans ce cas l’atténuation de cette fibre n’est pas suffisamment
importante pour impacter également le canal montant entre l’OLT et l’ONT1. Le canal
montant est justement moins sensible à l’atténuation de la fibre de branchement que le
canal descendant.
Les Tables ci-dessus montrent que les résultats de diagnostic obtenus avec le modèle
probabiliste du réseau GPON-FTTH sont cohérents avec les expériences faites sur la pla-
teforme de test du réseau GPON-FTTH d’Orange Labs. En effet, ces résultats ont été ins-
pectés manuellement afin de vérifier leur fiabilité. Ceci démontre bien que le diagnostic
automatique d’un réseau de télécommunication avec unmodèle à base de réseaux bayé-
siens est une méthode pertinente et très prometteuse.
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6.4.2 Validation sur un réseau GPON-FTTH opérationnel
Les résultats de l’outil de diagnostic PANDA (Probabilistic tool for GPON-FTTHAccess
Network self-DiAgnosis) qui implémente le modèle probabiliste, sont présentés et analy-
sés dans cette sous-section. Il s’agit de confronter le modèle probabiliste à la réalité en
s’intéressant aux anomalies réelles observées sur le réseau GPON-FTTH opérationnel de
l’opérateur Orange. Plusieurs arbres PON de tailles différentes (nombre d’ONTs connec-
tés) sont considérés. Pour chaque PON, nous appelons "ONT testé" noté ONT1, l’ONT de
l’abonné qui sollicite un diagnostic de sa ligne FTTH. Les autres ONTs du PON sont ap-
pelés les voisins de l’ONT testé. Nous collectons les alarmes observées, les valeurs éven-
tuelles des compteurs BIPus , BIPds , des paramètres scalaires RxOLT,RxONT,TxOLT,TxONT,
des courants de polarisation IOLT, IONT, des tensions d’alimentationVOLT,VONT et des tem-
pératures TcOLT,T
c
ONT de l’OLT et des ONTs connectés sur le PON considéré. Une base de
données de 10611 cas réels de diagnostic est construite pour confronter l’outil PANDA à
la réalité. Un cas est un ensemble de données réelles collectées sur les équipements du
réseau GPON-FTTH opérationnel d’Orange. Ces données réelles constituent les obser-
vations ou évidences en entrée du modèle probabiliste. Chaque Table de la Table 6.15 à
la Table 6.25, excepté les Tables 6.16, 6.22 et 6.25 présente une instance de cas de diag-
nostic basé sur des observations réelles générées par le réseau GPON-FTTH opération-
nel d’Orange. Le titre de chaque table est une brève description des observations du cas
considéré. Ces observations sont détaillées en dessous de chaque table.
TABLE 6.15 –Dégradation du signal entre l’OLT et chacun desONTs connectés sur un PON
de grande dimension.
Causes racines États Croyances
FiberT [OK,AT,BR] [2.e-02, 0.97, 9.e-06]
Le PON contient quarante ONTs. L’alarme LEVELLO est observée pour tous les ONTs,
c’est-à-dire que N2[i ∈ {1, ...,40}] = LLO (voir la Figure 6.2). Le niveau de puissance de
l’ONT1 reçue à l’OLT est faible ainsi que le niveau de puissance reçue à l’ONT1, c’est-à-
dire que les variables RxOLT[1] et RxONT[1] ont des valeurs non nominales. Les compteurs
et les paramètres scalaires des ONTs voisins sont inconnus.
TABLE 6.16 – États inférés des variables manquantes du cas de la Table 6.15.
Variables manquantes États Croyances
RxOLT[i 6= 1] [Rx0,Rxl ,Rxn] [ 0.88, 0.10, 0.02]
RxONT[i 6= 1] [Rx0,Rxl ,Rxn] [ 0.82, 0.17, 0.01]
BIPus[i ] [+, low,high] [0.01, 0.49, 0.50]
BIPds[i ] [+, low,high] [9.e-04, 0.98, 1.e-03]
O1[i ] [+,SD,SF] [0.01, 0.49, 0.50]
N1[i ] [+,SD,SF] [0.01, 0.98, 0.01]
Les états les plus probables des variables non observées pourtant utiles pour détecter une
atténuation de la fibre de transport du PON sur la Table 6.15.
Sur la Table 6.15, le diagnostic le plus probable calculé avec PANDA est l’atténuation
importante de la fibre de transport du PON, puisque tous les ONTs connectés sur ce PON
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ont de faibles niveaux de puissances sur les deux canaux de communications. La Table
6.16 montre les probabilités a postériori des variables manquantes pourtant très utiles
pour trouver le diagnostic de la Table 6.15. On peut remarquer que les états les plus pro-
bables de ces variables non observées, inférés par le modèle probabiliste, sont consis-
tants avec le diagnostic de la Table 6.15. En effet, l’état le plus probable des puissances
reçues RxOLT[i 6= 1] sur le canal montant et celles reçues RxONT[i 6= 1] sur le canal des-
cendant de chaque ONT voisin de l’ONT1 est Rx0, dénotant un intervalle de valeurs de
puissances considérées comme très faibles. On note aussi une variation très probable du
compteur d’erreurs BIP sur les deux canaux de chaqueONT voisin, conduisant à une forte
probabilité qu’une alarme SD ou SF indiquant une dégradation du signal, aurait été dé-
clenchée pour chaque ONT sur le PON. Il faut bien remarquer que la probabilité d’ob-
server l’alarme SDds sur le canal descendant (P(N1[i ]= SD)= 0.98) est significativement
supérieure à celle d’observer SDus sur le canal montant (P(O1[i ] = SD) = 0.49). Ce résul-
tat montre que le modèle probabiliste embarque suffisamment d’intelligence pour com-
prendre que le canal descendant d’un PON est plus sensible à l’atténuation de la fibre
que le canal montant. Notons au passage qu’une règle experte aurait été incapable de
produire un diagnostic pour une pareille situation dans laquelle plusieurs variables utiles
pour calculer le diagnostic ne sont pas observées.
TABLE 6.17 – Dégradation du signal entre l’OLT et chacun des voisins de l’ONT1 sur un
PON de grande dimension.
Causes racines États Croyances
FiberT [OK,AT,BR] [0.12, 0.87, 0.01]
Le PON contient quarante ONTs. Aucune alarme n’est observée pour l’ONT1. Les comp-
teurs et les paramètres scalaires de l’ONT1 sont nominaux. L’alarme LEVELLO est obser-
vée pour chaque voisin de l’ONT1, c’est-à-dire N2[i ∈ {2, ...,40}] = LLO. Les compteurs et
les paramètres scalaires des voisins sont inconnus.
TABLE 6.18 – Dégradation du signal entre l’OLT et l’ONT1 connecté sur un PON de grande
dimension.
Causes racines États Croyances
FiberDB[1] [OK,AT,BR] [1.e-03, 0.94, 5.e-02]
FiberDB[i 6= 1] [OK,AT,BR] [0.91, 8.e-02, 2.e-06]
FiberT [OK,AT,BR] [0.99, 2.e-09, 1.e-48]
Le PON contient quarante ONTs. L’alarme LEVELLO est observée pour l’ONT1. Les puis-
sances RxOLT[1] et RxONT[1] sont faibles. Aucune alarme n’est observée pour chaque voi-
sin de l’ONT1. Les niveaux de puissances de chaque ONT voisin sont nominaux.
Contrairement à la Table 6.15, la Table 6.17 illustre une situation pour laquelle l’alarme
LEVELLO est observée seulement pour les voisins de l’ONT1. Aucun symptôme relatif à
l’atténuation du signal n’est observé pour l’ONT1. Un humain ou une règle experte de
diagnostic qui se focalise seulement sur l’ONT1 diagnostiquera qu’il n’a aucun problème
concernant l’ONT1 puisqu’ aucune alarme n’est observée pour cet ONT en plus du fait
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que ses compteurs et paramètres scalaires sont tous nominaux. Mais, le modèle proba-
biliste, avec son analyse globale ou généralisée de l’arbre PON, nous indique que la fibre
de transport du PON atténue. En effet, l’atténuation de la fibre de transport n’a pas af-
fecté l’ONT1 puisque les niveaux de puissances RxOLT[1] et RxONT[1] étaient très élevés
avant le début de l’atténuation de la fibre de transport. Par contre les ONTs voisins ont été
affectés puisque leurs niveaux de puissances reçues sur au moins un des canaux étaient
nominaux avant le début de l’atténuation, mais très proches de la borne inférieure de la
plage de puissances nominales. La Table 6.18 présente un cas symétriquement similaire
au cas de la Table 6.17, c’est-à-dire que les symptômes relatifs à l’atténuation du signal
sont plutôt observés pour l’ONT1 et absents pour les voisins. Dans ce dernier cas, le mo-
dèle probabiliste raisonne très bien : parmi tous les ONTs connectés au même PON, si
un seul ONT manifeste les symptômes d’atténuation du signal et que les autres ONTs
ne le manifestent pas, alors ce n’est pas la fibre de transport partagée par tous les ONTs
qui souffre d’atténuation. C’est plutôt la fibre de branchement de l’ONT manifestant les
symptômes d’atténuation qui dégrade la qualité du signal entre l’OLT et cet ONT.
TABLE 6.19 – Rupture soudaine de communication entre l’OLT et l’ONT1 sur un PON de
grande dimension.
Causes racines États Croyances
FaultyONT[1] (1) [+fto,¬ f to] [0.59, 0.41]
FiberDB[1] (2) [OK,AT,BR] [0.13, 0.36, 0.49]
FiberDB[i ] [OK,AT,BR] [0.91, 8.e-02, 1.e-06]
Le PON contient vingt ONTs, les alarmes LOSus[1] et LOSds[1] sont observées pour
l’ONT1. Les compteurs et les paramètres scalaires de l’ONT1 sont inconnus tandis que
ceux des ONTs voisins sont connus et nominaux.
La Table 6.19 présente une situation similaire à celle présentée par la Table 6.9 dans
la sous-section 6.4.1. Les deux tables montrent le diagnostic probabiliste de l’alarme LOS
bidirectionnelle. Cependant, dans la situation illustrée par la Table 6.19, le PON a vingt
ONTs contre seulement deux dans la Table 6.9. Ce qui signifie que dans la Table 6.19, on
a beaucoup d’observations relatives aux dix-neuf voisins de l’ONT1. Ce flux de données
aide lemodèle probabiliste à prendre une décision plus raisonnable que dans la Table 6.9.
Le modèle probabiliste calcule un podium de causes racines probables. La première est
que l’ONT1 est défectueux et la seconde est la rupture de la fibre de branchement de cet
ONT. Nous avons néanmoins vu avec la situation décrite par la Table 6.10 que la présence
d’autres alarmes relatives à la qualité du signal change ce résultat de diagnostic. La Table
6.20 décrit une situation dans laquelle les alarmes LOSus et LOSds ne sont plus seulement
observées pour l’ONT1 comme dans la Table 6.19, mais sur tous les ONTs connectés au
PON. Comme on pouvait s’y attendre, l’outil PANDA calcule que la cause racine la plus
probable est la rupture de la fibre de transport partagée par tous les ONTs.
L’observation d’une alarmeDG (DyingGasp) pour unONT, indique que l’alimentation
de cet ONT est éteinte ou défectueuse. Lemodèle probabiliste détecte correctement cette
situation telle que décrite par la Table 6.21. On peut en plus remarquer sur la Table 6.22
que les valeurs les plus probables des paramètres scalaires de l’ONT en question, inférées
par le modèle, renforcent la croyance que l’alimentation de cet ONT est éteinte ou défec-
tueuse. En effet, l’état le plus probable du courant de polarisation est I0, c’est-à-dire un
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courant quasiment nul. La tension d’alimentation est également quasiment nulle avec
une croyance de 0.98. La puissance transmise par l’ONT, influencée par son courant de
polarisation, est très faible (ou tend vers −∞ en dBm) avec une probabilité de 0.99 ainsi
que les puissances reçues qui dépendent de la tension d’alimentation.
TABLE 6.20 – Rupture soudaine de communication entre l’OLT et chacun des ONTs
connectés sur un PON de grande dimension.
Causes racines États Croyances
FiberT [OK,AT,BR] [0.02, 0.25, 0.73]
Le PON a vingt ONTs. Les alarmes LOSus et LOSds sont observées pour tous les ONTs,
c’est-à-dire que les variables LOSus[i ] et LOSus[i ], pour i ∈ {1, ...,20}, prennent la valeur
+los. Les compteurs et les paramètres scalaires de tous les ONTs sont inconnus.
TABLE 6.21 – Interruption différée de l’alimentation électrique d’un ONT.
Causes racines États Croyances
Al tONT[1] [OK,¬OK] [0.001, 0.999]
Al tONT[i 6= 1] [OK,¬OK] [0.999, 0.001]
Le PON contient quarante ONTs, l’alarmeDG[1] est observée pour l’ONT1. Les compteurs
et les paramètres scalaires de l’ONT1 sont inconnus tandis que ceux desONTs voisins sont
connus et nominaux.
TABLE 6.22 – Les états probables des variables manquantes pourtant utiles pour détecter
une alimentation éteinte ou défectueuse de l’ONT1 dans la Table 6.21.
Variables manquantes États Croyances
IONT[1] [I0, I1] [0.95, 0.05]
VONT[1] [V0,V1] [0.98, 0.02]
RxOLT[1] [Rx0,Rxl ,Rxn] [ 0.99, 2.e-03, 1.e-03]
RxONT[1] [Rx0,Rxl ,Rxn] [ 0.99, 4.e-03, 4.e-03]
TxONT[1] [Tx0,Txl ,Txn] [ 0.99, 3.e-02, 3.e-03]
Il existe aussi des situations sur le réseau dans lesquelles les compteurs et les para-
mètres scalaires d’unONT sont nominaux bien que l’alarmeDGest observée (voir la Table
6.23). Dans ce cas, le modèle comprend que l’alimentation de cet ONT n’est pas encore
éteinte au moment ou l’alarme DG est diagnostiquée.
La Table 6.24 présente une situationdans laquelle l’alarme SDest observée pour l’ONT1
sur les deux canaux de communications. Le modèle probabiliste diagnostique logique-
ment l’ONT1 commeétant défectueux. En effet, les puissances reçues RxOLT[1] et RxONT[1]
relatives à l’ONT1 sont nominales, ce qui veut dire que la dégradation du signal observée
ne peut être due qu’à un dysfonctionnement intrinsèque à l’ONT1. La Table 6.25 confirme
davantage ce résultat. On n’y observe que les alarmes DOW[1] (drift of windows) et TIA[1]
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(transmission interference alarm) qui indiquent que l’ONT1 se comporte anormalement,
auraient dues être observées avec de très fortes probabilités.
TABLE 6.23 – Interruption instantanée de l’alimentation électrique d’un ONT.
Causes racines États Croyances
Al tONT[1] [OK,¬OK] [0.910, 0.090]
Al tONT[i 6= 1] [OK,¬OK] [0.999, 0.001]
Le PON a quarante ONTs, l’alarme DG[1] est observée pour l’ONT1. Les compteurs et les
paramètres scalaires de l’ONT1 sont nominaux ainsi que ceux des ONTs voisins.
TABLE 6.24 –Dégradation du signal entre l’OLT et unONT avec des paramètres nominaux.
Causes racines États Croyances
FaultyONT[1] [+fto,¬ f to] [0.992, 0.008]
FiberDB[i ] [OK,AT,BR] [0.967, 8.e-02, 9.e-07]
Le PON a quarante ONTs, les alarmes SDus[1] et SDds[1] sont observées pour l’ONT1. Les
compteurs et les paramètres scalaires relatifs à l’ONT1 sont connus et nominaux, ainsi
que ceux des ONTs voisins.
Il faut noter que toutes les instances de cas de diagnostic présentées par chacune des
tables ci-dessus ont été inspectées manuellement afin de vérifier leur fiabilité. Les résul-
tats sont cohérents vis-à-vis de l’expertise métier du réseau GPON-FTTH. Cependant, il
est difficile et très fastidieux de vérifier manuellement les résultats de tous les 10611 cas
de diagnostic. En plus, nous souhaitons quantifier la plus value de l’outil PANDA qui im-
plémente lemodèle probabiliste de diagnostic par rapport à l’outil DELC qui implémente
une méthode experte de diagnostic à base de règles métiers. L’outil DELC est le système
expert à base de règles actuellement en exploitation dans le système de gestion du réseau
d’accès GPON-FTTH de l’opérateur Orange.
TABLE 6.25 – Probabilités d’observer les alarmes DOW[1] et TIA[1] relatives à l’ONT1 et a
postériori aux évidences du cas de la Table 6.24.
Causes racines États Croyances
DOW[1] [+dow,¬dow] [0.999, 0.001]
TIA[1] [+tia,¬t i a] [0.973, 0.027]
6.5 Comparaison entre système expert et modèle probabi-
liste de diagnostic
Cette section présente analyse et quantifie les performances du modèle probabiliste
de diagnostic comparativement au système expert exploité par l’opérateur Orange. Cha-
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cun des 10611 cas est diagnostiqué séparément par le système expert DELC en exploita-
tion et par l’outil probabiliste PANDA que nous avons développé. Une matrice de confu-
sion à deux dimensions présentée par la Table 6.26 est utilisée pour comparer les deux
approches de diagnostic.
TABLE 6.26 – Matrice de confusion entre le système expert à base de règles de diagnostic
DELC et l’outil de diagnostic probabiliste PANDA.
Causes racines 1 2 3 4 5 6 7 8
1 No Default 7393 39 17
2 Faulty ONT 3
3 Attenuate drop fiber 72 18
4 Broken drop fiber 1463
5 Power Supply shutdown 2 780
6 Attenuate feeder fiber 0
7 Broken feeder fiber 1 57
8 Unknown root cause 716 4 19 27 0
Chaque ligne de la Table 6.26 est labellisée par un résultat de diagnostic de DELC tan-
dis que chacune colonne correspond à un diagnostic de PANDA. Bien que le modèle pro-
babiliste effectue simultanément le diagnostic de tous les ONTs connectés sur un PON,
nous avons restreint la comparaison des deux outils, au diagnostic d’un seul ONT. Il s’agit
de l’ONT précédemment appelé "ONT testé" ou ONT1, c’est-à-dire l’ONT de la l’abonné
qui signale un dysfonctionnement sur sa ligne FTTH. Nous sommes contraints de procé-
der ainsi par ce que le système expert DELC en exploitation, ne s’intéresse qu’au diagnos-
tic de l’ONT dit "ONT testé". Pour chaque cas parmi les 10611, DELC et PANDA effectuent
séparément le diagnostic de ce cas sur la base des mêmes observations. Sur la Table 6.26,
les nombres en gras placés sur la diagonale de la matrice de confusion représentent les
cas pour lesquels le système expert et le modèle probabiliste donnent le même résultat
de diagnostic. Parmi les 10611 cases, DELC et PANDA prennent la même décision dans
9768 cas parmi lesquels on note 7393 cas pour lesquels le résultat de diagnostic commun
aux deux méthodes est "No Default", c’est-à-dire que chacun des deux outils signale un
fonctionnement nominal de l’infrastructure GPON-FTTH.
Pour analyser la comparaison nous nous focalisons sur les cas pour lesquels DELC
et PANDA calculent un diagnostic différent. Il s’agit notamment des cas placés hors de
la diagonale de la matrice de confusion. Nous énumérons et analysons une instance de
chacun de ces cas ci-dessous. L’analyse de chaque cas consiste à inspecter manuellement
les observations de ce cas afin de déterminer dans un premier temps, lequel des deux ou-
tils présente un résultat de diagnostic plus raisonnable vis-à-vis du fonctionnement du
réseau GPON-FTTH. Dans un second temps, l’analyse nous permet également de com-
prendre pourquoi les diagnostics des deux outils sont parfois différents.
— Nous notons 39 cas pour lesquels le système expert retourne "No Default" tandis
que le modèle probabiliste diagnostique une atténuation de la fibre de branche-
ment de l’ONT1 (ONT testé). L’exploration des observations de ces cas nousmontre
qu’au moins une des puissances RxOLT[1] sur le canal montant entre l’OLT et ONT1
ou RxONT[1] sur le canal descendant est faible et l’autre n’est pas observé. Par contre
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les puissances des ONTs voisins sont nominales. Aucune règle du système expert
DELC ne décrit clairement cette situation, tandis que le modèle probabiliste le fait
naturellement. On remarque aussi que lorsque les puissances des ONTs voisins de
l’ONT1 sont aussi faibles, le modèle probabiliste analyse très bien que c’est la fibre
de transport partagée par tous les ONTs du PON qui atténue. Cette dernière situa-
tion est rencontrée dans 17 cas pour lesquelles DELC ne détecte aucune panne.
— Lorsque les niveaux de puissances de tous les ONTs connectés sur le PON consi-
déré sont tous faibles, le système expert DELC diagnostique une atténuation de la
fibre de branchement de l’ONT1 tandis que PANDA diagnostique une atténuation
de la fibre de transport. Bien que ces deux résultats sont différents, ils sont tous les
deux raisonnables. En effet, le système expert DELC effectue une corrélation entre
les observations des ONTs de l’arbre PON pour lesquels des alarmes ont été déclen-
chées. L’outil probabiliste PANDA quant à lui effectue une corrélation entre les ob-
servations de tous les ONTs connectés sur l’arbre PONmême si ces observations ne
contiennent pas d’alarmes. Ce qui veut dire que lorsque les niveaux de puissances
RxOLT[1] et RxONT[1] de l’ONT1 sont faibles et que l’alarme SD (Signal Degraded) re-
lative à la dégradation du signal est observée pour l’ONT1, mais n’est pas observée
pour chacun des ONTs voisins bien que leurs niveaux de puissances soient égale-
ment faibles, le système expert DELCne fait pas la corrélation entre les observations
relatives à l’ONT1 et celles relatives aux ONTs voisins. De ce fait, DELC se focalise
donc sur les observations de l’ONT1 et diagnostique une atténuation de sa fibre de
branchement. Par contre, le modèle probabiliste, avec sa vision globale de l’arbre
PON, c’est-à-dire qu’il corrèle toutes les observations en supposant que l’absence
d’une alarme est une donnéemanquante et non une observation positive, diagnos-
tique une atténuation de la fibre de transport lorsque les niveaux de puissance de
tous les ONTs du PON sont faibles. même si les alarmes relatives à la qualité du si-
gnal ne sont pas tous observées.
— Nous notons 2 cas pour lesquelles DELC diagnostique une alimentation éteinte ou
défectueuse de l’ONT1 tandis que PANDA ne détecte aucun défaut. Cette diver-
gence de diagnostic est due au fait que la règle experte de DELC déduit que l’ali-
mentation de l’ONT1 est éteinte ou défectueuse sur la base de la seule observation
de l’alarmeDG[1]. Cette règle ne considère pas les situations ou l’alarmeDG[1] peut
être observée, mais les compteurs et les paramètres scalaires de l’ONT1 sont encore
disponibles et nominaux. Le modèle probabiliste, grâce à son analyse globale de la
situation, déduit que l’alimentation de l’ONT1 est encore en service et en bon état
au moment où l’alarme DG[1] est diagnostiquée (voir la Table 6.23).
— Nous notons 1 cas pour lequel DELC diagnostique une coupure de la fibre de trans-
port tandis que PANDA calcule un podium de deux causes racines (l’ONT1 est dé-
fectueux ou sa fibre de branchement est rompue) comme sur la Table 6.19. En re-
gardant de près les observations de ce cas, on se rend compte que l’arbre PON ne
contient qu’un seul ONT (l’ONT1) pour lequel une alarme LOS[1] est observée sur
les deux canaux, telle que sur la Table 6.19. Le résultat de DELC est dû au fait qu’il
a effectué la corrélation entre l’alarme LOS[1] et les alarmes LOS des autres ONTs
n’étant pas sur le même arbre PON que l’ONT1, mais géolocalisés au même en-
droit que l’ONT1. Cette différence pour ce cas très rare est donc due au fait que l’en-
semble des ONTs pour lesquels les observations sont corrélées n’est pas le même.
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— Les cas pour lesquels la différence entre les résultats de diagnostic des deux outils
est très significative sont ceux pour lesquels le système expert DELC ne parvient
pas à produire un diagnostic dû au fait que certaines données ne sont pas obser-
vées ou que la situation rencontrée est nouvelle, c’est-à-dire qu’elle n’est pas encore
couverte par les règles existantes du système expert. Pour chacun de ces cas, DELC
retourne "unknown root cause", c’est-à-dire qu’il est incapable de prendre une dé-
cision, tandis que l’outil probabiliste PANDA calcule naturellement le diagnostic le
plus probable basé sur les données disponibles même si certaines d’entre elles sont
parfois manquantes. Nous notons 716+4+19+27 cas pour lesquels le système ex-
pert DELC échoue par ce que les données observées ne sont pas suffisantes pour
déclencher une de ses règles expertes, tandis que le modèle probabiliste PANDA
utilise le peu d’observations disponibles pour compléter les données en inférant
l’état le plus probable des variables manquantes. Le diagnostic est alors calculé en
se basant sur les données complétées. Par exemple, il existe 19 cas pour lesquels
DELC ne sait pas diagnostiquer une alarme LEVELLO[1] lorsque les puissances re-
çues RxOLT[1] et RxONT[1] ne sont pas mesurées. Pour chacun de ces cas, le modèle
probabiliste infère que ces niveaux de puissances sont très probablement faibles et
en déduit que l’explication la plus probable de l’alarme LEVELLO[1] est l’atténua-
tion de la fibre de branchement de l’ONT1.
— On note aussi 716 cas pour lesquels DELC ne produit aucun diagnostic tandis que
PANDA retourne qu’il ne détecte aucune panne sur le réseau GPON-FTTH. Ce ré-
sultat peut sembler anodin pour certains alors qu’il présente un intérêt capital pour
un opérateur de télécommunications. En effet, ce résultat indique un fonctionne-
ment nominal de l’infrastructure GPON-FTTH et permet d’en déduire que la panne
se trouve très certainement dans le réseau domestique de l’abonné qui se plaint.
Ceci permet à l’opérateur d’éviter de déclencher des interventions inutiles sur l’in-
frastructure GPON-FTTH mais d’intervenir éventuellement plutôt chez l’abonné.
Ce résultat de PANDA permet ainsi de réduire le nombre d’interventions et de ga-
gner du temps et de l’argent au service après-vente de l’opérateur.
En somme, nous pouvons dire que les résultats de diagnostic du réseaud’accèsGPON-
FTTH du modèle probabiliste PANDA sont plus cohérents avec l’expertise métier, et plus
raisonnables sur un échantillon de cas représentatifs, que le système expert à base de
règlesDELC.Nous notons que pour 7%des cas, le système expert est incapable de calculer
un diagnostic dû à l’absence de certaines données, tandis que le modèle probabiliste cal-
cule toujours le diagnostic le plus probable consistant avec les observations disponibles.
La principale explication de ces différences est due au fait que, contrairement au système
expert, le modèle probabiliste intègre une capacité de raisonnement très étendu et diver-
sifié qui lui permet de faire des analyses globales ou généralisées des situations.
6.6 Discussion et conclusion
Nous avons construit et présenté dans ce chapitre un modèle de la topologie et de la
propagation de pannes et d’alarmes sur un PON du réseau d’accès optique GPON-FTTH.
Le modèle dit "initial" inclut deux des trois blocs fonctionnels d’un PON, à savoir l’OLT
et les ONTs. Le modèle est basé sur le formalisme des réseaux bayésiens, et est construit
selon la méthode générique développée dans le Chapitre 5. Par conséquent, il hérite des
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propriétés de modularité et d’extensibilité qui nous permettront un peu plus tard dans
cette thèse d’y ajouter le modèle du troisième bloc fonctionnel, le bloc fonctionnel ODN
(Optical Distribution Network). Les paramètres du modèle initial ainsi construit ont été
approximativement déterminés en se basant sur les connaissances métiers relatives au
comportement d’un PON du réseau GPON-FTTH. Un raisonnement structuré et cohé-
rent avec ce comportement est présenté dans ce chapitre.
Le modèle initial est ensuite doublement vérifié afin de s’assurer qu’il est bien cohé-
rent avec l’expertise métier du réseau GPON-FTTH. Dans un premier temps, la vérifica-
tion est faite avec des cas de diagnostic simples émulés sur la plateforme expérimentale
du réseau GPON-FTTH d’Orange Labs. Ceci nous a permis de vérifier l’adéquation de
notre approche à base d’unmodèle probabiliste avec le diagnostic automatique du réseau
GPON-FTTH. Dans un second temps, le modèle probabiliste a été confronté à la réalité.
Des cas réels de diagnostic sur le réseau GPON-FTTH opérationnel de l’opérateur Orange
ont été traités. Les résultats de diagnostic du modèle probabiliste ont été comparés avec
ceux du système à base de règles expertes de diagnostic actuellement en exploitation dans
le NMS (Network Management System) d’Orange. L’analyse comparative entre les résul-
tats de diagnostic de l’outil probabiliste PANDA et ceux du système expert DELC montre
que le modèle probabiliste est plus cohérent avec l’expertise métier, et plus raisonnable
sur un échantillon de cas de diagnostic représentatifs que le système expert DELC.
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Chapitre 7
Ajustement automatique des paramètres
dumodèle GPON-FTTH : application de
l’algorithme EM
« I am enough of an artist to draw
freely upon my imagination.
Imagination is more important than
knowledge. Knowledge is limited.
Imagination encircles the world. »
Albert Einstein, 1929
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7.1 Introduction
Lamodélisation du comportement d’un réseau est un problème central pour le déve-
loppement d’une méthode de diagnostic à base d’un modèle de ce réseau. Il existe deux
approches principales pour concevoir un tel modèle. Lemodèle peut être construit à par-
tir des connaissances "expertes" acquises par exemple des standards de l’ITU-T de ce
réseau. Le modèle peut être automatiquement appris en développant ou en appliquant
un algorithme de découverte et d’extraction de connaissances, à partir des données géné-
rées par les équipements du réseau. Dans le Chapitre 6, nous avons construit un modèle
de la topologie et de la propagation de pannes et d’alarmes sur le réseau d’accès GPON-
FTTH. Le développement de ce modèle s’est fait essentiellement sur la base des connais-
sances métiers du réseau GPON-FTTH. Cemodèle est basé sur le formalisme d’un réseau
bayésien qui encode les connaissancesmétiers. Il s’agit notamment des dépendances qui
encodent la propagation de pannes et d’alarmes ainsi que des distributions de probabi-
lités conditionnelles qui quantifient la force des dépendances. Les résultats de diagnos-
tic d’un réseau GPON-FTTH opérationnel effectué avec ce modèle sont très satisfaisants.
Nous les avons présentés et analysés dans le Chapitre 6. Néanmoins, nous pensons que
ces résultats peuvent être améliorés si les paramètres du modèle, c’est-à-dire les distri-
butions de probabilités conditionnelles, sont automatiquement ajustés ou affinés par un
algorithme d’apprentissage artificiel, à partir des données générées par les équipements
du réseau GPON-FTTH. Ceci est un problème d’estimation paramétrique d’un modèle
statistique à partir d’un échantillon de données incomplètes, que nous pouvons résoudre
avec l’algorithme EM (Expectation Maximization). L’algorithme EM a été étudié dans le
Chapitre 4. Le chapitre courant se focalise donc essentiellement sur son application avec
un échantillon de données réelles d’un réseau GPON-FTTH opérationnel. La Section 2 de
ce chapitre précise justement le contexte applicatif de l’algorithme EM. Son implémenta-
tion est présentée dans la Section 3 tout en discutant des difficultés rencontrées relatives
à la manipulation des données réelles et des solutions proposées. Dans la Section 4 nous
évaluons l’apport de l’EM pour le diagnostic du réseau GPON-FTTH. La Section 5 conclut
ce chapitre et ouvre plusieurs perspectives.
7.2 Contexte applicatif de l’algorithme EM
Cette section décrit les conditions dans lesquelles l’algorithme EM est appliqué pour
ajuster les paramètres du modèle du réseau GPON-FTTH présenté par la Figure 6.2.
7.2.1 Contexte relatif au réseau GPON-FTTH
Comme nous l’avons dit dans le Chapitre 6, la Figure 6.2 présente le modèle initial
d’un PONdu réseau GPON-FTTH. Un PONpeut contenir jusqu’à 64 ONTs dans notre cas.
Les PONs d’un réseau GPON n’interagissent pas et tous les PONs ont le même comporte-
ment, c’est-à-dire que les pannes et les alarmes sont identiques et se propagent de façon
identique, quel que soit le PON considéré. Par ailleurs, même si les fabricants des ONTs
d’un même PON peuvent être différents, tous ces ONTs ont le même fonctionnement
puisqu’ils implémentent chacun les mêmes standards de l’ITU-T TELECOMMUNICATION
STANDARDIZATION SECTOR OF ITU [2008] TELECOMMUNICATION STANDARDIZATION SEC-
TOR OF ITU [2003]. Par conséquent, nous avons choisi d’appliquer l’EM sur le modèle
probabiliste d’un PON contenant un seul ONT. Les paramètres de cet ONT peuvent être
généralisés à tous les autres ONTs. Par exemple, pour deux quelconques ONTs i et j 6= i
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connectés à un PON, la probabilité P(LOSds[i ]|RxONT[i ]) d’observer une perte de com-
munication entre l’OLT et l’ONTi sachant le niveau de puissance reçue à l’ONTi est la
même pour l’ONT j . Dans le Chapitre 4, nous avons expliqué que l’algorithme EM doit
être initialisé avec une valeur θ0 du vecteur de paramètres, choisie de façon non aléatoire
pour espérer éviter que l’algorithme reste coincé sur unmaximum local de la fonction de
vraisemblance des observations. Pour notre problème, θ0 est la valeur du vecteur de para-
mètres déterminée approximativement dans le Chapitre 6, sur la base des connaissances
métiers relatives à la propagation de pannes et d’alarmes sur un PON du réseau GPON-
FTTH. En procédant ainsi, nous sommes certains d’améliorer ces paramètres "experts"
du modèle. En effet, la propriété de stabilité numérique de l’EM formalisée par l’Équa-
tion (4.14) garantit que l’algorithme converge vers une valeur du vecteur de paramètres
meilleur que θ0 sous le critère de la vraisemblance de l’échantillon de données d’appren-
tissage. Il convient donc de vérifier la pertinence et la cohérence de cet échantillon pour
s’assurer que les paramètres affinés par apprentissage artificiel ne s’écartent pas de la réa-
lité au lieu de s’en approcher comme nous le souhaitons.
7.2.2 L’échantillon de données réelles
L’algorithme EM est appliqué sur un échantillon de données réelles générées par les
équipements du réseau GPON-FTTH opérationnel de l’opérateur Orange. L’échantillon
est une table de 10611 lignes de données. Chaque ligne correspond à un cas à diagnosti-
quer, c’est-à-dire une configuration ou une combinaison de valeurs prises par certaines
variables dumodèle du réseauGPON-FTTHprésenté à la Figure 6.2. L’échantillon contient
les alarmes, les compteurs d’erreurs de transmission, les puissances transmises et reçues,
les courants de polarisation, les tensions d’alimentation, les températures des OLTs et
des ONTs du réseau. Ces données correspondent aux mesures effectuées sur le réseau
GPON-FTTH opérationnel pendant les mois de juillet et août 2015. Cependant, toutes les
variables dumodèle représenté par la Figure 6.2 ne sont pas mesurées. Il existe des situa-
tions ou le système de gestion du réseau ne parvient pas récupérer certaines mesures sur
certains équipements. Ces situations sont dues par exemple à la politique de filtrage des
données appliquée par l’opérateur, la rupture momentanée de la communication entre
le système de gestion du réseau et un ou plusieurs équipements, ou dues à certains vieux
équipements qui ne génèrent pas certains faits. Ces situations conduisent à des variables
manquantes ou non observées. C’est pourquoi l’algorithme EM est utilisé pour faire face
à ces données manquantes.
Nous avons divisé les données mesurées en deux sous-ensembles. Le premier sous-
ensemble correspond à 5121 cas de diagnostic ou de mesures effectuées sur le réseau
GPON-FTTH opérationnel durant le mois de juillet 2015. Le second sous-ensemble cor-
respond à 5490 cas de diagnostic collectés durant le mois d’août 2015. Le premier sous-
ensemble est l’échantillon de données d’apprentissage utilisé pour ajuster artificielle-
ment les paramètres "experts" dumodèle initial du réseau GPON-FTTH. Le second sous-
ensemble correspond aux données de test que nous utilisons pour évaluer les perfor-
mances de diagnostic du modèle ajusté.
7.3 L’EM avec les données réelles d’apprentissage
Cette section présente l’application de l’EM selon le contexte défini ci-dessus. Nous
commençons tout d’abord par vérifier la cohérence de l’échantillon de données réelles.
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7.3.1 Vérification de la cohérence des données réelles
Soit D l’échantillon de données d’apprentissage et d ∈D une ligne ou un cas de diag-
nostic de la table D. Nous voulons vérifier que chaque cas d n’est pas très invraisemblable
sous le modèle du réseau GPON-FTTH de paramètres θ0. En effet, la présence de nom-
breux cas aberrants dans l’échantillon de données d’apprentissage peut faire dériver le
modèle, c’est-à-dire que les paramètres ajustés automatiquement ne refléteront pas le
comportement de la propagation de pannes et d’alarmes sur le réseau GPON-FTTH. Le
modèle s’écartera dans ce cas de la réalité puisque ses paramètres auront été ajustés à
partir d’un échantillon de données aberrant.
D’après l’Équation (4.23), la vraisemblance P(d ;θ0) d’une configuration d sous le mo-
dèle de paramètres θ0 se calcule par la formule :
P(d ;θ0)=
∑
C
φ∗C(θ
0),
ou φ∗C(θ
0) est le potentiel actualisé d’une quelconque clique C, par l’algorithme de pro-
pagation des évidences d sur un arbre de jonction équivalent au modèle de paramètres
θ0. Cet algorithme a été étudié dans le Chapitre 3. La Figure 7.1 présente l’histogramme
des logarithmes des vraisemblances des cas de l’échantillon de données d’apprentissage.
On peut y remarquer qu’il n’existe aucun cas pour lequel la log-vraisemblance s’écarte
considérablement de la médiane de la série statistique des log-vraisemblances. Le mini-
mum et le maximum de la série sont presque équidistants de la médiane. Ce qui signifie
que l’échantillon d’apprentissage ne contient pas de données aberrantes sous le modèle
de paramètres θ0. Nous pouvons donc utiliser cet échantillon pour ajuster les paramètres
du modèle initial sans risque d’apprendre des paramètres complètement dénués de sens
vis-à-vis du fonctionnement du réseau GPON-FTTH.
FIGURE 7.1 – Histogramme des log-vraisemblances des cas de l’échantillon de données.
7.3.2 Implémentation de l’EM : difficultés rencontrées et solutions
Nous avons codé une implémentation en Python de l’algorithme EM. Les calculs né-
cessaires pour évaluer les matrices appelées "expected counts" dans l’étape E de l’EM,
sont basés sur l’algorithme d’inférence sur un arbre de jonction équivalent au modèle
GPON-FTTH, étudié dans le Chapitre 3. D’un point de vue pratique, nous mentionnons
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ci-dessous quelques difficultés rencontrées durant lamise en oeuvre de l’EMavec les don-
nées réelles d’apprentissage générées par le réseau GPON-FTTH opérationnel d’Orange :
— Des problèmes numériques dans l’étape E : l’Équation (3.23) qui calcule le potentiel
initial d’une clique de l’arbre de jonction est un produit de distributions de proba-
bilités conditionnelles, c’est-à-dire un produit de petites quantités comprises dans
l’intervalle ]0,1[. Ce qui signifie que les potentiels initiaux sont des matrices de plu-
sieurs dimensions qui contiennent des éléments de très petites valeurs. D’autre
part, le calcul des "expected counts" est basé sur l’Équation (3.24) qui multiplie
et inverse plusieurs fois les potentiels des cliques adjacentes pour les actualiser.
Durant l’inférence sur l’arbre de jonction, on se retrouve parfois avec des poten-
tiels contenant des nombres à virgule flottante tellement petits ou tellement grands
qu’ils ne peuvent plus être représentés sous le format double précision à 64 bits
de la norme IEEE 754. On obtient dans ce cas des NaN (Not a Number) pour les
nombres très petits ou des InF (Infini) pour les nombres très grands, ce qui inter-
rompt les calculs dans l’étape E de l’itération courante. Pour contourner ce pro-
blème, à chaque fois que la valeur d’un élément d’un potentiel est NaN, nous la
remplaçons par le plus petit nombre positif normalisé différent de zéro, c’est-à-dire
le nombre 2−1022 ≈ +2.2250738585072014e − 309. De même chaque valeur InF est
remplacée par le plus grand nombre positif fini représentable sur 64 bits, c’est-à-
dire (21024−2971)≈ 1.7976931348623157e+308.
— Des problèmes numériques dans l’étape M : l’Équation (4.27) qui donne la solu-
tion du problème de maximisation sous contrainte (4.26) est une fraction. Le nu-
mérateur est la matrice des "expected counts" Nˆi , j ,k qui estime le nombre d’occur-
rences de la combinaison des évènements Xi = k et pa(Xi ) = j dans l’échantillon
de données d’apprentissage, c’est-à-dire le nombre d’occurrences qu’une variable
Xi prenne la valeur k lorsque ses parents pa(Xi ) sont dans la configuration j . Le
dénominateur est la quantité Nˆi , j qui donne une estimation du nombre d’occur-
rences de l’évènement pa(Xi ) = j dans l’échantillon de données. Lors de la mise à
jour de la loi conditionnelle de la variable Xi , on se retrouve parfois avec une va-
leur nulle de Nˆi , j ,k lorsque Nˆi , j 6= 0. Ce qui veut dire que la combinaison des évè-
nements Xi = k et pa(Xi )= j n’est probablement jamais observée dans le données
tandis que l’évènement pa(Xi ) = j l’est. Dans ce cas la probabilité conditionnelle
P(Xi = k|pa(Xi )= j ) est nulle. Ce résultat engendre, dans l’étape E de la prochaine
itération, certaines valeurs nulles dans les potentiels initiaux des cliques contenant
la variable Xi , causant ainsi des problèmes de division par zéro lorsque certains
potentiels sont inversés lors de leur mise à jour (Équation 3.24). L’inférence dans
l’étape E s’interrompt dans ce cas. Le problème numérique de division par zéro est
aussi souvent rencontré dans l’étape M de l’itération courante, lorsque le dénomi-
nateur Nˆi , j est nul.
— Pour contourner les problèmes numériques de division par zéro, la première solu-
tion que nous avons testée est d’éviter demettre à jour la probabilité conditionnelle
P(Xi = k|pa(Xi )= j ) lorsque Nˆi , j ,k = 0 ou Nˆi , j = 0 à l’itération courante, et de renor-
maliser ensuite le vecteur P(Xi |pa(Xi )= j ). Mais cette approche ne fonctionne pas
bien qu’elle permet d’éviter les divisions par zéro. En effet, les valeurs des autres
probabilités conditionnelles P(Xi = h|pa(Xi ) = j ) telles que h 6= k, sont aussi mo-
difiées. Ceci fausse complètement les résultats de l’algorithme EM. La seconde so-
lution testée est d’éviter de mettre à jour le vecteur P(Xi |pa(Xi ) = j ) à l’itération
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courante. Les proportions P(Xi = k|pa(Xi )= j ,∀k), à l’itération courante sont donc
identiques à celles de l’itération précédente. Cette seconde approche fausse égale-
ment les résultats de l’EM puisque la loi conditionnelle P(Xi |pa(Xi )) est partielle-
ment actualisée à l’itération courante. La troisième approche qui est la bonne est de
tout simplement considérer que la loi conditionnelle P(Xi |pa(Xi )) ne fait pas partir
des paramètres à actualiser à l’itération courante. La valeur de ce paramètre à l’ité-
ration courante est la même qu’à l’itération précédente, mais ce paramètre est nor-
malement actualisé à la prochaine itération pour laquelle les conditions Nˆi , j ,k 6= 0
et Nˆi , j 6= 0 sont vérifiées.
7.3.3 Convergence de l’algorithme EM
La Figure 7.2 affiche l’évolution de la log-vraisemblance des données réelles d’ap-
prentissage, en fonction des itérations de l’algorithme EM. Comme définit par l’Équation
(4.14), on peut remarquer que la log-vraisemblance des données mesurées sur le réseau
GPON-FTTH augmente après chaque itération et se stabilise au bout de 7 ou 8 itérations.
L’algorithme EM converge donc bien avec les solutions proposées pour contourner les
problèmes numériques dans la sous-section précédente.
FIGURE 7.2 – L’évolution de la log-vraisemblance des données mesurées sur un réseau
GPON-FTTH opérationnel avec les itérations.
La propriété de stabilité numérique formalisée par l’Équation (4.14), nous garantit que
les paramètres θc obtenus après la convergence de l’EM sontmeilleurs que les paramètres
"experts" initiaux θ0 sous le critère de la vraisemblance aux données. A ce stade de nos
travaux, on se retrouve donc avec deuxmodèles du réseau GPON-FTTH. Lemodèle initial
"expert" M0 de paramètres θ0 et le modèleMc de paramètres θc . Il est question de vérifier
dans la section suivante que le modèle Mc est plus performant que le modèle M0 pour le
diagnostic du réseau GPON-FTTH. En effet, on s’attend à ce que le modèle Mc soit plus
performant queM0 puisque les paramètres θc reflètentmieux le comportement du réseau
GPON-FTTH que les paramètres θ0.
7.4 Valeur ajoutéede l’EMpour lediagnostic du réseaud’ac-
cès GPON-FTTH
Nous utilisons les données de test contenant 5490 cas de diagnostic pour évaluer la
plus-value de l’algorithme EM pour le diagnostic du réseau GPON-FTTH. Pour cela, cha-
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cun de ces cas est diagnostiqué séparément par chacun des modèles M0 et Mc . La Table
7.1 présente une matrice de confusion à deux dimensions qui compare les résultats de
diagnostic des deux modèles. Les lignes et les colonnes de cette matrice représentent
respectivement les diagnostics effectués avec le modèle initial M0 et avec le modèle Mc .
On note que l’ajustement automatique des paramètres θ0 pour obtenir les paramètres θc
du modèle Mc , change les résultats de diagnostic de 185 cas parmi les 5490 cas de test,
soit environ 3.37%. Ce qui signifie que la détermination approximative des paramètres
initiaux θ0 faite dans le Chapitre 6 est raisonnablement correcte. Cependant, il convient
d’analyser dans les détails les pour lesquels les diagnostics des deux modèles sont diffé-
rents. Il s’agit notamment des cas correspondant aux valeurs non nulles placées hors de la
diagonale de lamatrice de confusion. Chaque table de 7.2 à 7.7 compare les deuxmodèles
pour une instance de chacun de ces cas. Le titre de ces tables est une brève description
des observations collectées sur le réseauGPON-FTTHopérationnel pour le cas considéré.
Ces observations sont détaillées en dessous de chaque table.
TABLE 7.1 – Matrice de confusion à deux dimensions pour la comparaison des résultats
de diagnostic des deux modèles.
Causes racines 1 2 3 4 5 6 7
1 No Default 4030 7 6 9
2 Configuration Mistake 183
3 Faulty ONT 0
4 ONT power supply 402
5 Drop fiber attenuated 56
6 Drop fiber broken 14 602 1
7 Feeder fiber attenuated 148 32
TABLE 7.2 – Affaiblissement du signal sur le canal montant entre l’ONT1 et l’OLT.
Modèle Causes racines États Croyances
Expert M0 FiberDB1 [OK,AT,BR] [0.9, 8.e-02, 3.e-06]
FiberDBi 6=1 [OK,AT,BR] [0.9, 8.e-02, 3.e-06]
Appris Mc FiberDB1 [OK,AT,BR] [9.e-02, 0.9, 2.e-06]
FiberDBi 6=1 [OK,AT,BR] [0.9, 8.e-02, 3.e-06]
Le PONcontient 40ONTs et aucune alarmen’est observée. La puissance reçueRxOLT[1] de
l’ONT1 à l’OLT est faible. La puissance RxONT[1] reçue à l’ONT1 est nominale. Les comp-
teurs et les paramètres scalaires des ONTs voisins sont nominaux.
La Table 7.2 montre que, sur un PON de 40 ONTs, lorsque la puissance reçue à l’OLT
de l’ONT numéro 1 (ONT1), sur le canal montant est faible, tandis que la puissance reçue
à l’ONT1 sur le canal descendant est nominale, le modèle expert M0 ne détecte aucune
panne. Ceci est un diagnostic incorrect puisque le canal montant entre l’OLT et l’ONT1
introduit une atténuation trop importante du signal optique. Par contre, le modèle ap-
pris artificiellement Mc calcule le diagnostic correct, c’est-à-dire l’atténuation trop im-
portante de la fibre de branchement FiberDB1 de l’ONT1. Nous rappelons que les nota-
tions OK, AT et BR désignent respectivement l’état d’une fibre optique en bon état, qui
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TABLE 7.3 – Affaiblissement du signal entre l’OLT et chacun des ONTs voisins de l’ONT1.
Modèle Causes racines États Croyances
Expert M0 FiberDB1 [OK,AT,BR] [0.9, 8.e-02, 3.e-06]
FiberDBi 6=1 [OK,AT,BR] [8.e-02, 0.9, 3.e-06]
FiberDB1 [OK,AT,BR] [0.9, 9.e-02, 2.e-06]
Appris Mc FiberT [OK,AT,BR] [5.e-03, 0.99, 5.e-39]
FiberDBi 6=1 [OK,AT,BR] [0.68, 0.31 , 0.001]
Le PONcontient 40ONTs et aucune alarmen’est observée. Les puissances reçues RxOLT[1]
et RxONT[1] sont nominales. Les puissances reçues RxOLT[i ] et RxONT[i ], pour i ∈ {2, ...,40},
des ONTs voisins sont faibles.
atténue trop ou alors qui est rompue. Cette situation se produit 6 fois dans l’échantillon
de test. La Table 7.3 présente une situation dans laquelle les niveaux de puissances reçues
de l’ONT1 sont nominaux tandis que ceux des ONTs voisins de l’ONT1 sont faibles. Dans
cette situation, le modèle expert M0 diagnostique que la fibre de branchement de chaque
ONT voisin souffre d’atténuation. Le modèle M0 assume donc que lorsque les niveaux de
puissances d’au moins un ONT sur un PON sont nominaux, alors la fibre de transport
FiberT partagée par tous les ONTs connectés sur ce PON ne peut pas souffrir d’atténua-
tion, bien que les puissances reçues des autres ONTs sont faibles. Ce raisonnement n’est
pas absolument vrai puisque pour ce cas de diagnostic, c’est justement la fibre de trans-
port qui atténue. Mais cette atténuation n’a pas affectée l’ONT1 puisque ses niveaux de
puissances reçues étaient très élevés avant le début de l’atténuation de la fibre de trans-
port. Par contre les niveaux de puissances des ONTs voisins de l’ONT1 étaient nominaux,
mais très proches de la borne inférieure de la plage des puissances nominales. Nous avons
rencontré 9 occurrences de ce cas dans les données de test.
TABLE 7.4 – Transmission à très faible puissance de l’ONT1.
Modèle Causes racines États Croyances
Expert M0 Al tONT1 [OK,¬OK] [0.90, 0.10]
Appris Mc Al tONT1 [OK,¬OK] [0.05, 0.95]
Le PONcontient 20ONTs et aucune alarmen’est observée. Les puissances reçues RxOLT[i ]
et RxONT[i ], pour i ∈ {1, ...,20}, sont nominales. La puissance transmise TxONT[1] de
l’ONT1 est très faible.
La Table 7.4 illustre un cas pour lequel le modèle appris Mc diagnostique que l’ali-
mentation de l’ONT1 désignée par la variable binaire Al tONT1, est défectueuse puisque
la puissance transmise par cet ONT est très faible tandis que ses niveaux de puissances
reçues sont nominales. Le modèle expert quant à lui ne comprend pas cette situation
étrange et diagnostique qu’il n’a aucun défaut.
La Table 7.5 illustre une situation dans laquelle l’alarme LOF[1] (Loss of Frame) est
observée pour l’ONT1 et les puissances reçues de cet ONT n’ont pas pu être mesurées par
le système de gestion du réseau GPON-FTTH. Le modèle expert diagnostique que la fibre
de branchement de l’ONT1 est rompue. Ceci est un diagnostic incorrect puisque la perte
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TABLE 7.5 – Perte de trames de données entre l’OLT et l’ONT1.
Modèle Causes racines États Croyances
Expert M0 FiberDB1 [OK,AT,BR] [0.14, 0.34, 0.52]
FiberDBi 6=1 [OK,AT,BR] [0.9, 8.e-02, 2.e-06]
Appris Mc FiberDB1 [OK,AT,BR] [0.08, 0.86, 0.06]
FiberDBi 6=1 [OK,AT,BR] [0.9, 8.e-02, 3.e-06]
Le PON contient 40 ONTs. Les alarmes LOFus[1] et LOFds[1] sont observées pour l’ONT1.
Les puissances RxOLT[1] et RxONT[1] de l’ONT1 ne sont pasmesurées tandis que celles des
ONTs voisins sont nominales.
de trames entre l’OLT et l’ONT1 n’est pas due à une coupure de la fibre, mais plutôt à la
mauvaise qualité du signal transmis sur cette fibre, c’est-à-dire l’atténuation importante
de cette fibre. Le modèle appris calcule le diagnostic approprié. Cette situation apparaît
14 fois dans l’échantillon de données de test.
TABLE 7.6 – Rupture soudaine de la communication sur un PON à un seul ONT.
Modèle Causes racines États Croyances
FaultyONT1 [+fto,¬ f to] [0.532, 0.468]
Expert M0 FiberT [OK,AT,BR] [0.28, 0.43, 0.29]
FiberDB1 [OK,AT,BR] [0.24, 0.35, 0.41]
FaultyONT1 [+fto,¬ f to] [0.960, 0.040]
Appris Mc FiberDB1 [OK,AT,BR] [0.33, 0.36, 0.31]
FiberT [OK,AT,BR] [0.33, 0.34, 0.33]
Le PON contient un seul ONT. Les alarmes LOSus[1] et LOSds[1] sont observées pour
l’ONT1. Les puissances reçues RxOLT[1] et RxONT[1] ne sont pas mesurées.
La Table 7.6 présente une situation de perte de communication entre l’OLT et l’unique
ONT connecté sur le PON. Dans cette situation, aucune donnée relative aux ONTs voisins
de l’ONT1 n’est disponible pour aider le modèle expert à discriminer entre trois causes
racines potentielles, l’atténuation de la fibre de transport du PON, la coupure de la fibre
de branchement de l’ONT1 ou un dysfonctionnement intrinsèque à l’ONT1. Le modèle
appris diagnostique que l’ONT1 est défectueux, mais en pratique c’est impossible de dis-
criminer entre les trois causes racines potentielles même pour un expert avéré du réseau
GPON-FTTH. Il faut très souvent une intervention d’un technicien qui effectuera des tests
sur l’infrastructure GPON-FTTHafin d’identifier la cause racine. Cette situation est obser-
vée 148 fois dans l’échantillon de données de test. Dans la Table 7.7, l’ONT1 n’est plus seul
sur le PON. Trente-neuf autres ONTs sont également connectés sur le PON et l’alarme SD
relative à la dégradation du signal est observée pour chacun des ces trente-neuf ONTs.
Dans ce cas, le modèle expert M0 diagnostique une coupure de la fibre de transport du
PON tandis que le modèle appris Mc diagnostique plutôt une atténuation importante de
cette fibre. Le diagnostic du modèle Mc est plus approprié aux observations, puisque les
alarmes de perte de signal LOS et de dégradation de signal SD peuvent être dues à une at-
ténuation trop importante de la fibre de transport. Par contre, une coupure de cette fibre
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TABLE 7.7 – Rupture soudaine de la communication entre l’OLT et l’ONT1 et dégradation
du signal entre l’OLT et chacun des ONTs voisins.
Modèle Causes racines États Croyances
Expert M0 FiberT [OK,AT,BR] [0.01, 0.18, 0.81]
FaultyONT1 [+ f to,¬ f to] [0.46, 0.54]
Appris Mc FiberT [OK,AT,BR] [3.e-42, 0.998, 1.e-03]
FaultyONT1 [+fto,¬ f to] [0.932, 0.062]
Le PON contient quarante ONTs. Les alarmes LOSus[1] et LOSds[1] sont observées pour
l’ONT1. Les puissances reçues RxOLT[1] et RxONT[1] ne sont pas mesurées. Les alarmes
SDus[i ] et SDds[i ], pour i ∈ {2, . . .40}, sont observées pour les ONTs voisins.
aurait engendré une alarme LOS pour l’ONT1 ainsi que pour tous ses ONTs voisins. Une
seule occurrence de ce cas est observée dans l’échantillon de données de test.
7.5 Discussion et conclusion
Ce chapitre présente une mise en oeuvre de l’algorithme EM (Expectation Maximi-
zation) étudié dans le Chapitre 4. Une implémentation en Python de cet algorithme est
développée et appliquée pour ajuster automatiquement les paramètres dumodèle initial
du réseau GPON-FTTH proposé dans le Chapitre 6. En effet, les paramètres de ce mo-
dèle ont été approximativement déterminés dans le Chapitre 6, à partir des connaissances
métiers dites "expertes" relatives au fonctionnement du réseau GPON-FTTH. Notre im-
plémentation de l’EM utilise ces paramètres "experts" comme point d’initialisation et les
ajuste artificiellement en recherchant de façon itérative d’autres paramètres qui sont plus
vraisemblables aux données réelles d’un réseau GPON-FTTH opérationnel que les pa-
ramètres "experts" initiaux. Les données réelles mesurées sur le réseau GPON-FTTH ont
été divisées en deux parties. Un premier échantillon de 5121 cas de diagnostic utilisé pour
ajuster automatiquement les paramètres "experts" initiaux et obtenir de nouveaux para-
mètres dits "appris", et un second échantillon de 5490 cas utilisé pour évaluer les perfor-
mances de diagnostic du modèle appris comparativement au modèle expert. Une ana-
lyse détaillée des cas pour lesquels les diagnostics des deux modèles divergent est faite.
Comme l’on pouvait s’y attendre, les résultats de diagnostic du modèle appris sont rai-
sonnablement meilleurs que ceux dumodèle expert.
Une perspective intéressante de ce travail serait d’ajuster automatiquement le mo-
dèle expert dans sa totalité (dépendances et paramètres) avec pour objectif d’améliorer
davantage les résultats de diagnostic. Un algorithme tel que SEM (Structural EM) pour-
rait être appliqué dans ce cas. Une application concrète des travaux de ce chapitre pour
un opérateur de télécommunications serait par exemple de mettre en oeuvre un système
de diagnostic complètement autonome dans lequel une boucle fermée serait créée entre
le modèle probabiliste de diagnostic intégrant des capacités d’apprentissage artificiel, les
diagnostics donnant lieu à des interventions sur le réseau et les données remontées par
les techniciens d’interventions qui serviront à ajuster automatiquement le modèle pour
le rendre plus performant. Cependant, la fiabilité de ces données doit être garantie pour
éviter de faire plutôt dériver le modèle au lieu de l’améliorer.
127
Chapitre 8
Extension dumodèle GPON-FTTH : prise
en compte du réseau de distribution
optique
« The optical distribution network in
the PON context, is a tree of optical
fibers in the access network,
supplemented with power or
wavelength splitters, filters or other
passive optical devices. »
ITU-T G.984.2, 2003
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8.1 Introduction
Le réseau d’accès GPON-FTTH est composé de trois blocs fonctionnels. Dans le Cha-
pitre 6 nous avons construit un modèle de propagation de pannes et d’alarmes sur un
PON de ce réseau. Ce modèle dit "initial" que nous désignons M0, n’est constitué que
de deux blocs fonctionnels : le composant OLT et le composant ONT. La structure du ré-
seau de distribution optique (ODN) qui constitue le troisième bloc fonctionnel physique-
ment placé entre les composants OLT et ONT, n’est pas pris en compte dans le modèle
initial M0. Le modèle M0 effectue donc un diagnostic de bout en bout puisqu’il considère
l’ODN comme transparent, car essentiellement constitué d’équipements passifs ne gé-
nérant pas d’alarmes. Cependant, une panne d’un équipement passif dans le réseau de
distribution peut être la cause racine d’une ou de plusieurs anomalies observées au ni-
veau du composant OLT ou ONT. Il convient donc de corréler les trois composants d’un
PON pour effectuer un diagnostic plus précis des anomalies observées sur un arbre PON,
d’ou l’intérêt de développer un modèle qui intègre les trois composants d’un arbre PON.
Dans ce chapitre nous proposons une extension du modèle initial M0 pour prendre en
compte le réseau de distribution. Nous proposons un modèle de l’ODN qui s’adapte à
toutes les ingénieries de distribution optique. L’ajout dumodèle de l’ODN dans lemodèle
M0, conçu selon la méthode générique développée dans le Chapitre 5, est facilité par les
propriétés de modularité et d’extensibilité du modèle générique. La Section 8.2 présente
les diverses ingénieries de l’ODN qui rendent complexe sa modélisation. Un algorithme
de construction automatique d’unmodèle de l’ODN est présenté et formalisé dans la Sec-
tion 8.3. Le modèle complet de propagation de pannes et d’alarmes sur un arbre PON du
réseau GPON-FTTH est présenté dans la Section 8.4. La valeur ajoutée de la modélisation
de l’ODN pour le diagnostic automatique d’un PON est présentée dans la Section 8.5. La
Section 8.6 synthétise et conclut ce chapitre.
8.2 Diversité des ingénieries de l’ODN (OpticalDistribution
Network)
Comme lemontre la Figure 6.1, un PON est une liaison optique entre un port du com-
posant OLT et plusieurs instances du composant ONT. Cette liaison est établie au travers
du réseau de distribution optique (ODN). L’ingénierie d’un PON ou l’ingénierie de son
ODN désigne la topologie physique des coupleurs utilisés pour répartir la puissance op-
tique transmise par l’OLT, entre tous les ONTs connectés sur ce PON. Un coupleur est un
équipement passif qui possède la propriété de répartir équitablement la puissance op-
tique reçue via sa fibre entrante ou fibre tronc, entre ses fibres sortantes. La Figure 8.1
présente le schéma synoptique d’un coupleur avec un taux de 1/4, c’est-à-dire un cou-
pleur avec une fibre tronc et quatre fibres sortantes.
FIGURE 8.1 – Schéma synoptique d’un coupleur de taux 1/4.
L’ODN est constitué d’un ou de plusieurs niveaux de couplage et chaque niveau de
couplage est constitué d’un ou de plusieurs coupleurs. La Figure 6.1 présente l’ingénierie
la plus simple d’unODNavec un seul niveau de couplage et un seul coupleur de taux 1/64.
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La Figure 8.2 présente une ingénierie un peu plus dense avec trois niveaux de couplage.
Le niveau 0 contient un seul coupleur de taux 1/2, le niveau 1 contient deux coupleurs
chacun de taux 1/2 et le niveau 2 contient quatre coupleurs chacun de taux 1/16. Le PON
présenté par la Figure 8.2 permet donc de desservir un maximum de 16×4= 64 ONTs.
FIGURE 8.2 – Schéma synoptique de l’ingénierie ODN [(2,), (2, 2), (16, 16, 16, 16)].
Sur un PON, le segment entre l’OLT et le premier niveau de couplage est appelé réseau
de transport. Le segment entre le dernier niveau de couplage et les ONTs est appelé réseau
de connexion ou de branchement des abonnés. L’ingénierie ODN utilisée pour connecter
le réseau de transport et le réseau de branchement des abonnés varie d’un PON à l’autre.
Cette diversité d’ingénieries dans un réseau GPON-FTTH complexifie la modélisation du
réseau de distribution. En effet, le modèle de l’ODN doit rester valable, quel que soit le
PON sur lequel une ou plusieurs anomalies doivent être diagnostiquées.
8.3 Modélisation automatique de l’ODN
Pour faire face à la diversité des ingénieries du réseau de distribution optique, deux
approches peuvent être utilisées pour sa modélisation. La première consiste à dévelop-
per unmodèle générique très abstrait de l’ODN de telle sorte que toutes ou la plupart des
ingénieries s’y retrouvent. Dans ce cas, le modèle peut être bien adapté pour certaines
ingénieries, mais aussi très imprécis pour d’autres. Par exemple, le modèle initial M0 d’un
PON développé dans le Chapitre 6 convient parfaitement à un PON dont le réseau de dis-
tribution se réduit à un seul niveau de couplage avec un seul coupleur de taux 1/64. Par
contre, le modèle M0 est imprécis pour toutes les autres ingénieries.
La seconde approche consiste à développer également unmodèle générique de l’ODN,
mais en lui donnant cette fois-ci de l’intelligence pour générer une instance du modèle
parfaitement adaptée à l’ingénierie du PON considéré. Si l’on fait la similitude avec la
programmation orientée objet, le modèle générique est vu comme une classe et l’algo-
rithme qui lui est associé peut être assimilé au constructeur de cette classe. Le construc-
teur est donc un algorithme qui reçoit en entrée les paramètres propres à une ingénierie
de l’ODN, et génère automatiquement une instance de la classe ou dumodèle générique.
Le principal avantage de cette approche est que chaque instance est très précise puisque
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construite avec les paramètres du PON pour lequel elle est générée. L’inconvénient est le
coût de calcul nécessaire pour générer les instances et le temps d’acquisition des para-
mètres de l’ingénierie du PON.
Nous avons choisi la seconde approche puisque notre objectif principal est de faire
un diagnostic efficace des anomalies qui surviennent sur un PON, c’est-à-dire localiser
avec précision les pannes. Ceci n’est possible que si le modèle de propagation de pannes
et d’alarmes sur ce PON est lui même déjà précis.
8.3.1 Modèle générique de l’ODN et algorithme d’instanciation
Nous rappelons que pour être rajouté au modèle initial M0, le modèle du composant
ODN doit être conçu conformément à méthodologie de modélisation développée dans
le Chapitre 5. Sur un PON, le composant ODN est physiquement placé entre les compo-
sants OLT et ONT auxquels il est connecté. Comme le modèle des composants OLT et
ONT déjà présent dans le modèle initial M0 d’un PON, le modèle de l’ODN est constitué
de deux graphes de dépendances acycliques (DAGs). Un graphe qui modélise la propa-
gation locale de pannes dans le réseau de distribution et un autre graphe qui modélise la
propagation distribuée de pannes entre l’ODN et les composants OLT et ONT qu’il relie.
FIGURE 8.3 –Modèle du réseau de distribution optique d’un PONdu réseau GPON-FTTH.
La Figure 8.3 présente le modèle générique de l’ODN d’un PON ainsi que l’algorithme
permettant de construire automatiquement une instance de ce modèle pour une ingé-
nierie donnée. Les noeuds et les dépendances du modèle de l’ODN sont générés auto-
matiquement par l’algorithme formalisé par la Figure 8.3. Les noeuds représentent les
coupleurs et les dépendances représentent les liaisons optiques entre eux. Cet algorithme
requiert deux paramètres pour générer une instance dumodèle de l’ODN et ajouter cette
instance aumodèle initial M0. Le premier paramètre désigne l’ingénierie de l’ODN, c’est-
à-dire la topologie physique des coupleurs. Par exemple, [(2, ), (2,2), (16,16,16,16)] dé-
signe le paramètre qui identifie l’ingénierie présentée par la Figure 8.2. Le second pa-
ramètre permettant de rajouter l’instance du modèle ODN générée au modèle initial M0,
désigne la configuration de la liaison entre le dernier niveau de couplage de l’instance
générée et le réseau de branchement des ONTs. Ce second paramètre permet précisé-
ment de connaître les fibres de branchement qui sortent d’un quelconque coupleur du
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dernier niveau de couplage. En d’autres mots, le second paramètre permet d’identifier
pour chaque ONT, le coupleur du dernier niveau de couplage sur lequel il est connecté.
Par exemple, pour un PON de quarante ONTs, [10,10,10,10] indique que les dix premiers
ONTs sont connectés sur le premier coupleur du dernier niveau de couplage de l’ODN re-
présenté par la Figure 8.2, les dix deuxièmes, les dix troisièmes et les dix quatrièmes ONTs
sont respectivement connectés sur le deuxième, troisième et quatrième coupleur du der-
nier niveau de couplage.
Le réseau de distribution optique est constitué de plusieurs niveaux de couplage. Le
DAG de la couche 2 qui modélise la propagation locale de pannes dans l’ODN est égale-
ment constitué de plusieurs niveaux de couplage.
8.3.2 Le premier niveau de couplage
Le premier niveau de couplage noté Niveau 0 sur la Figure 8.3 contient k0 coupleurs.
Un coupleur de ce niveau noté C0
x,t0x
désigne le coupleur numéro x qui distribue la puis-
sance optique reçue en entrée sur sa fibre tronc, à t0x fibres sortantes numérotées de 1 à t
0
x .
Évidemment qu’en pratique, le premier niveau de couplage d’un PON du réseau GPON-
FTTH comporte un seul coupleur dont la fibre tronc est la fibre de transport du PON no-
tée FiberT sur le modèle initial M0 et partagée par tous les ONTs connectés sur ce PON.
Cependant, le modèle de l’ODN proposé suppose qu’il existera peut-être dans le futur,
certaines configurations avec plusieurs coupleurs au premier niveau de couplage, même
si cela semble impossible aujourd’hui. Pour l’instant, la variable x sera donc considérée
comme une constante (x = 1) lors de la génération d’une instance du modèle de l’ODN.
Il faut bien noter que le premier niveau de couplage est le point de démarcation entre
le composant OLT et le composant ODN. Ces deux composants sont connectés aumoyen
des dépendances distribuées C0
x,t0x
−→ RxOLT[•] et Cv•,z,t vz
−→ RxOLT[⋆] ou z est le numéro
d’un coupleur du dernier niveau de couplage v , comme lemontre la couche 1 de la Figure
8.3. La première dépendance distribuée indique que l’état de l’unique coupleur C0
1,t01
du
niveau 0 influence la puissance reçue à l’OLT de chaque ONT connecté sur le PON consi-
déré (RxOLT[•]). La seconde dépendance distribuée indique que l’état d’un coupleur de
numéro z dans le dernier niveau de couplage influence uniquement la puissance reçue à
l’OLT de chaque ONT qui lui est connecté (RxOLT[⋆]). Les autres ONTs du PON qui sont
connectés à d’autres coupleurs du dernier niveau de couplage ne sont pas influencés par
le coupleur numéro z.
8.3.3 Les niveaux de couplage intermédiaires
Chaque coupleur noté Cl
p,q,t lq
est un coupleur du niveau l 6= 0 tel que 0 < l ≤ v ou v
représente le numéro du dernier niveau de couplage. Nous notons p le numéro de la fibre
tronc de ce coupleur, c’est-à-dire la fibre qui connecte ce coupleur du niveau l avec son
coupleur parent du niveau l−1. Les notations q et t lq désignent respectivement le numéro
du coupleur dans le niveau de couplage l et le taux de ce coupleur. Par exemple, sur la
Figure 8.3, une fibre numérotéem sortant du coupleur C0
x,t0x
du premier niveau est reliée
au coupleur C1
m,y,t1y
du second niveau noté Niveau 1. Cette liaison optique est modélisée
par une dépendance locale entre les deux coupleurs. L’indice y ∈ {1, ...,k1} représente le
numéro de ce coupleur dans la liste des coupleurs du niveau 1 et k1 est le nombre total
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de coupleurs du niveau 1. k1 est déterminé en sommant les taux t0x pour x ∈ {1, ...,k0}, des
coupleurs du niveau 0.
FIGURE 8.4 – Modèle de l’ODN pour l’ingénierie : [(2,), (2, 2), (16, 16, 16, 16)]
Un autre exemple, le coupleur Cv−1
u,w,t v−1w
de l’avant-dernier niveau de couplage notéNi-
veau v −1, distribue la puissance optique qu’il a reçue sur sa fibre tronc à t v−1w fibres sor-
tantes. Chacune de ces fibres sortantes numérotées s ∈ {1, ..., t v−1w } est reliée au coupleur
Cv
s,z,t vz
du dernier niveau de couplage notéNiveau v. La Figure 8.4 représente l’instance du
modèle de l’ODN générée automatiquement pour l’ingénierie [(2,), (2, 2), (16, 16, 16, 16)].
8.3.4 Le dernier niveau de couplage
Le dernier niveau de couplage est le point de démarcation entre le réseau de distri-
bution et le réseau de branchement des abonnés ou des ONTs. C’est le point de jonction
entre les composants ODNetONT. En effet, chaque fibre sortante d’un coupleur Cv
•,z,t vz
du
dernier niveau de couplage v , est la fibre de branchement d’un ONT du PON considéré.
C’est pourquoi l’état de ce coupleur influence les niveaux de puissances RxOLT et RxONT
des ONTs qui lui sont connectés au moyen des fibres de branchement.
Les deux composants ODN et ONT sont connectés au moyen des dépendances dis-
tribuées C0
x,t0x
−→ RxONT[•] et Cv•,z,t vz
−→ RxONT[⋆] comme le montre la couche 1 de la
Figure 8.3. La première dépendance distribuée indique que l’état de l’unique coupleur
C0
1,t01
du niveau 0 influence la puissance reçue à chaque ONT connecté sur le PON consi-
déré (RxONT[•]). La seconde dépendance distribuée indique que l’état d’un coupleur de
numéro z dans le dernier niveau de couplage influence uniquement la puissance reçue à
chaque ONT qui lui est connecté (RxONT[⋆]). Les autres ONTs du PON qui sont connectés
à d’autres coupleurs du dernier niveau de couplage ne sont pas influencés par le coupleur
numéro z.
8.4 Modèle complet du réseau GPON-FTTH
La combinaison de la Figure 6.2 qui représente le modèle initial M0 d’un PON déve-
loppé dans le Chapitre 6 et de la Figure 8.3 qui représente le modèle générique de l’ODN,
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forme le modèle complet M1 de propagation de pannes et d’alarmes de n’importe quel
PON, quel que soit l’ingénierie de son réseau de distribution. Le modèle M1 intègre les
trois composants OLT, ONT et ODN d’un PON. Nous rappelons que chaque composant
i est modélisé par deux DAGs selon l’architecture en couche proposée dans le Chapitre
5, un graphe L2Ni pour la propagation locale de pannes et d’alarmes sur le composant i
et un graphe L1Ni pour la propagation distribuée entre ce composant et ses voisins aux-
quels il est connecté. Le modèle complet M1 est utilisé pour effectuer le diagnostic du
réseau GPON-FTTH. Nous rappelons aussi que les calculs de diagnostic sont basés sur
l’algorithme d’inférence sur la représentation en arbre de jonction du large réseau bayé-
sien G=
⋃3
i=1L2Ni ∪L1Ni . Cet algorithme d’inférence a été étudié dans le Chapitre 3.
8.5 Valeur ajoutée du modèle de l’ODN pour le diagnostic
GPON-FTTH
Dans cette section, nous effectuons le diagnostic d’un réseau GPON-FTTH opération-
nel. Afin d’évaluer le modèle de l’ODN, les résultats de diagnostic du modèle complet
M1 et ceux du modèle initial M0 sont évalués par rapport au fonctionnement du réseau
GPON-FTTH. Les expériences consistent à considérer un PON opérationnel et de géné-
rer automatiquement une instance du modèle de son ODN en fonction de l’ingénierie
lue dans une base de données du système de gestion du réseau GPON-FTTH de l’opéra-
teur Orange. Nous lisons également, le second paramètre qui nous permet de connaître
la répartition des ONTs de ce PON sur les coupleurs du dernier niveau de couplage du
réseau de distribution du PON. L’instance générée de l’ODN de ce PON est ensuite rajou-
tée au modèle initial M0 pour obtenir le modèle complet M1 du PON en question. Nous
effectuons ensuite le diagnostic de plusieurs cas réels séparément avec les deuxmodèles.
Un cas de diagnostic est un ensemble d’évidences ou d’observations collectées sur le ré-
seau GPON-FTTH opérationnel d’Orange. Pour bien évaluer la plus-value du modèle de
l’ODN, les cas de diagnostic sont choisis de telle sorte que la répartition des ONTs incri-
minés sur les coupleurs du dernier niveau de couplage varie d’un cas à l’autre. Un ONT
est dit incriminé si certaines observations le concernant sont négatives.
Nous présentons et analysons ci-dessous les résultats de diagnostic effectués sur les
PONs dont l’instance de l’ODN générée est celle de l’ingénierie [(2,), (2, 2), (16, 16, 16, 16)]
présentée par la Figure 8.4. Le second paramètre d’un de ces PONs contenant quarante
ONTs nous indique que les dix premiers, les dix deuxièmes, les dix troisièmes et les dix
quatrièmes ONTs sont respectivement connectés aux coupleurs C21,1,16, C
2
2,2,16, C
2
1,3,16 et
C22,4,16 du dernier niveau de couplageNiveau 2. Chaque Table de 8.1 à 8.5 décrit un scéna-
rio de diagnostic et montre les probabilités marginales des causes racines calculées par
notre implémentation en Python des deux modèles, conditionnelles aux évidences briè-
vement décrites dans le titre de chaque table, et détaillées en dessous de la table.
La Table 8.1 décrit un scénario pour lequel le modèle initial M0 et le modèle complet
M1 calculent le même diagnostic, c’est-à-dire l’atténuation de la fibre de branchement
FiberDB1 de l’ONT1. Nous rappelons que les états OK, AT et BR dénotent respectivement
une fibre qui n’atténue pas le signal qu’elle transporte, une fibre qui atténue ou une fibre
rompue. L’état du réseau de distribution (ODN) est nominal puisque l’état de chaque fibre
et chaque coupleur sur la Figure 8.4 est nominal, c’est-à-dire qu’il distribue la puissance
optique qu’il reçoit sans perte considérable. L’état d’un coupleur est dit non nominal si la
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TABLE 8.1 – Affaiblissement du signal entre l’OLT et l’ONT1 et prise en compte de l’ODN.
Modèle Causes racines États Croyances
FiberT [OK,AT,BR] [0.99, 4.e-20, 3.e-22]
M0 FiberDB1 [OK,AT,BR] [1.e-03, 0.99, 3.e-06]
FiberDBi 6=1 [OK,AT,BR] [0.99, 8.e-02, 2.e-06]
FiberT [OK,AT,BR] [0.99, 4.e-20, 3.e-22]
M1 FiberDB1 [OK,AT,BR] [1.e-03, 0.99, 3.e-06]
FiberDBi 6=1 [OK,AT,BR] [0.99, 8.e-02, 3.e-06]
ODN [OK,¬OK] [0.99, 1.e-08]
Le PONcontient 40ONTs et aucune alarmen’est observée. Les puissances reçues RxOLT[1]
et RxONT[1] de l’ONT1 sont faibles. Les puissances reçues RxOLT[i ] et RxONT[i ], avec i 6= 1,
des voisins de l’ONT1 sont nominales.
répartition de la puissance se fait avec des pertes importantes ou si sa fibre tronc atténue
ou est rompue. Dans le scénario de la Table 8.1, l’ODN semble transparent comme le
suppose lemodèleM0 puisque les observations négatives collectées ne concernent qu’un
seul ONT parmi quarante.
TABLE 8.2 – Connexion de toutes les sorties d’un coupleur à desONTs à faibles puissances.
Modèle Causes racines États Croyances
FiberT [OK,AT,BR] [0.99, 4.e-20, 3.e-22]
M0 FiberDBi [OK,AT,BR] [1.e-03, 0.99, 3.e-06]
FiberDB j [OK,AT,BR] [0.99, 8.e-02, 2.e-06]
C21,1,16 [OK,¬OK] [0.273, 0.727]
FiberT [OK,AT,BR] [0.99, 4.e-20, 3.e-22]
M1 FiberDBi [OK,AT,BR] [0.24, 0.52, 0.24]
FiberDB j [OK,AT,BR] [0.91, 8.e-02, 2.e-06]
Le PON contient 40 ONTs. Les puissances reçues RxOLT[i ] et RxONT[i ] de l’ONTi , pour
i ∈ {1, ...,10} sont faibles. Les alarmes SD[i ] sont observées. Les puissances RxOLT[ j ] et
RxONT[ j ], pour j ∈ {11, ...,40} des ONT j sont nominales.
Dans la Table 8.2, les puissances reçues relatives aux dix ONTs connectés sur le PON
par les fibres de branchement sortantes du coupleur C21,1,16 sont faibles, tandis que les
puissances reçues relatives aux trente autres ONTs connectés sur ce même PON par les
fibres de branchement sortantes des autres coupleurs, sont nominales. Le modèle M0
diagnostique que chaquefibre de branchement sortante du coupleurC21,1,16 atténue, igno-
rant ainsi que l’observation de faibles puissances peut aussi être due à une perte de puis-
sance par le coupleur ou par la fibre "tronc" qui l’alimente. LemodèleM1 comprend bien
que, la première cause racine la plus probable de faibles niveaux de puissances relatifs à
tous ONTs connectés sur un même coupleur, est un dysfonctionnement de ce coupleur
ou alors l’atténuation de sa fibre tronc. En effet, le modèle M1 calcule un podium de deux
causes racines probables. La seconde cause est l’atténuation de chaque fibre de bran-
chement. Le diagnostic du modèle M1 est très intéressant puisqu’il isole dans le réseau
de distribution, le segment le plus probablement incriminé ou défectueux, c’est-à-dire le
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lien optique entre le coupleur C21,1,16 du dernier niveau de couplage et le coupleur C
1
1,1,2
de l’avant-dernier niveau. On remarque donc très bien pour ce scénario que le diagnostic
du modèle complet M1 est plus précis et donc meilleur que ce lui du modèle initial M0.
TABLE 8.3 – Connexion des ONTs à faibles puissances à toutes les sorties de deux cou-
pleurs précédés par un coupleur commun dans l’arborescence du réseau de distribution.
Modèle Causes racines États Croyances
FiberT [OK,AT,BR] [0.99, 4.e-20, 3.e-22]
M0 FiberDBi [OK,AT,BR] [1.e-03, 0.99, 3.e-06]
FiberDB j [OK,AT,BR] [0.99, 8.e-02, 2.e-06]
C21,1,16 [OK,¬OK] [0.004, 0.996]
C22,2,16 [OK,¬OK] [0.004, 0.996]
M1 C11,1,2 [OK,¬OK] [0.010, 0.980]
FiberT [OK,AT,BR] [0.99, 4.e-20, 3.e-22]
FiberDBi [OK,AT,BR] [0.24, 0.52, 0.24]
FiberDB j [OK,AT,BR] [0.91, 8.e-02, 2.e-06]
Le PONcontient 40ONTs. Les puissances RxOLT[i ] et RxONT[i ] desONTi , pour i ∈ {1, ...,20}
sont faibles. Les alarmes SD[i ] sont observées. Les puissances RxOLT[ j ] et RxONT[ j ], pour
j ∈ {21, ...,40} des ONT j sont nominales.
La Table 8.3 décrit une situation pour laquelle lemodèleM1 isole trois segments incri-
minés dans le réseau de distribution du PON. Une situation similaire est présentée par la
Table 8.4 pour laquelle deux segments défectueux dans l’ODN sont identifiés.
TABLE 8.4 – Connexion des ONTs à faibles puissances à toutes les sorties de deux cou-
pleurs n’étant pas précédés par un coupleur commun dans l’arborescence de l’ODN.
Modèles Causes racines États Croyances
FiberT [OK,AT,BR] [0.99, 4.e-20, 3.e-22]
M0 FiberDBi [OK,AT,BR] [1.e-03, 0.99, 3.e-06]
FiberDB j [OK,AT,BR] [0.99, 8.e-02, 2.e-06]
C21,1,16 [OK,¬OK] [0.004, 0.996]
C22,4,16 [OK,¬OK] [0.004, 0.996]
M1 FiberT [OK,AT,BR] [0.99, 4.e-20, 3.e-22]
FiberDBi [OK,AT,BR] [0.24, 0.52, 0.24]
FiberDB j [OK,AT,BR] [0.91, 8.e-02, 2.e-06]
Le PON contient 40 ONTs. Les puissances RxOLT[i ] et RxONT[i ] des ONTi , pour i ∈
{1, ...,10,31, ...,40} sont faibles. Les alarmes SD[i ] sont observées. Les puissances RxOLT[ j ]
et RxONT[ j ], pour j ∈ {11, ...,30} des ONT j sont nominales.
La Table 8.5 présente une situation pour laquelle il y a vingt ONTs sur le PON avec
de faibles niveaux de puissances reçues sur le canal montant et descendant du PON. Ces
vingt ONTs sont équitablement répartis sur les quatre coupleurs du dernier niveau de
couplage. Le modèle M1 ne diagnostique aucun coupleur comme étant défectueux. Ce
qui est tout à fait logique puisque chaque coupleur du dernier niveau de couplage est
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TABLE 8.5 – Connexion des sorties d’un coupleur à certains ONTs à faibles niveaux de
puissances et d’autres ONTs à puissances nominales.
Modèles Causes racines États Croyances
FiberT [OK,AT,BR] [0.99, 4.e-20, 3.e-22]
M0 FiberDBi [OK,AT,BR] [1.e-03, 0.99, 3.e-06]
FiberDB j [OK,AT,BR] [0.99, 8.e-02, 2.e-06]
C2•,•,• [OK,¬OK] [0.955, 0.045]
M1 FiberT [OK,AT,BR] [0.99, 4.e-20, 3.e-22]
FiberDBi [OK,AT,BR] [1.e-03, 0.99, 9.e-05]
FiberDB j [OK,AT,BR] [0.91, 8.e-02, 2.e-06]
Le PON contient 40 ONTs. Aucune alarme n’est observée. Les puissances RxOLT[i ] et
RxONT[i ] des ONTi , pour i ∈ {1, ...,5,11, ...,15,21, ...,25,31, ...,35} sont faibles. Les puis-
sances RxOLT[ j ] et RxONT[ j ], pour j ∈ {6, ...,10,16, ...,20,26, ...,30,36, ...,40} des ONT j sont
nominales.
connecté à certains ONTs avec des puissances reçues faibles et d’autres ONTs avec des
puissances reçues nominales. Par conséquent, le réseau de distribution n’est pas incri-
miné dans ce cas, c’est plutôt l’état du réseau de branchement qui n’est pas nominal
puisque c’est l’atténuation introduite par les fibres de branchement des vingt ONTs in-
criminés qui cause l’observation de niveaux de puissances faibles.
8.6 Discussion et conclusion
Ce chapitre propose une extension du modèle initial d’un PON du réseau GPON-
FTTHdéveloppé dans le Chapitre 6. En effet, cemodèle initial ne comportait que deux des
trois composants d’un PON, à savoir l’OLT et l’ONT. Nous avons proposé dans ce chapitre
unmodèle du réseau de distribution optique (ODN) qui constitue le troisième composant
d’un PON. Ce modèle de l’ODN, basé sur un réseau bayésien, s’adapte à toutes les ingé-
nieries de PONs. En effet, ce modèle est vu comme une classe qui est automatiquement
instanciée en fonction de l’ingénierie du PON considéré. L’algorithme qui génère auto-
matiquement une instance et qui la rajoute au modèle initial est présenté dans ce cha-
pitre. Le nouveau modèle obtenu est dit complet puisqu’il intègre les trois composants
OLT, ONT et ODN, et modélise la chaîne complète des dépendances entre les pannes ou
causes racines, les causes intermédiaires et les alarmes observées sur un PON.
Afin d’évaluer la plus-value du modèle de l’ODN pour le diagnostic d’un PON, nous
avons analysé et comparé les résultats de diagnostic dumodèle initial et dumodèle com-
plet. Il existe des cas pour lesquels le diagnostic des deux modèles n’est pas exactement
le même, ceci dû au fait que, contrairement au modèle initial, le modèle complet est ca-
pable d’isoler un ou plusieurs segments optiques défectueux dans le réseau de distribu-
tion. Cette différence s’explique par le fait que le modèle initial effectue un diagnostic de
bout en bout d’un PON en ne considérant que les deux composants aux extrémités du
PON. Il ne s’intéresse pas à ce qui passe entre les extrémités OLT et ONT, c’est-à-dire dans
le réseau de distribution, raison pour laquelle le diagnostic du modèle complet est plus
précis. Cependant, lorsque le modèle complet diagnostique un ou plusieurs segments
incriminés dans le réseau de distribution comme dans les situations présentées par les
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Tables 8.2, 8.3 et 8.4, bien que ce résultat soit en accord avec la logique "experte" atten-
due, il ne permet pas de savoir si une liaison incriminée est due à un dysfonctionnement
intrinsèque au coupleur ou à une perte de puissance de la fibre "tronc" qui alimente ce
coupleur. En effet, aucune observation sur le réseau GPON-FTTH ne permet actuelle-
ment de discriminer entre ces deux causes racines potentielles. Par contre, le diagnostic
du modèle complet permet à l’opérateur d’envoyer un technicien d’intervention au bon
endroit sur l’infrastructure GPON-FTTH. Le technicien pourra utiliser ses outils de tests
pour lever les incertitudes résiduelles et effectuer une réparation efficace.
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Chapitre 9
Conclusion
« Misunderstanding of probability may
be the greatest of all impediments to
scientific literacy. »
Stephen Jay Gould, 1995
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9.1 Rappel des objectifs de la thèse
Cette thèse s’inscrit dans le projet FABOAM (Fixed Access, Backhaul and core net-
work OAM) du programme de recherche NOEMI (Network OpEration, administration,
Maintenance and Integration) d’Orange Labs dont l’objectif est de développer des Opé-
rations d’Administration et de Maintenance (OAM) pour la gestion flexible et automa-
tisée des équipements et des périphériques réseau, afin de faciliter l’exploitation et la
valorisation des réseaux. Les travaux de cette thèse se focalisent sur le développement
d’un outil de diagnostic automatique des réseaux d’accès fixes bien qu’ils soient suffi-
samment génériques pour être appliqués à d’autres types de réseaux. L’objectif est de dé-
passer les méthodes courantes de diagnostic basées sur des règles spécialisées qui ont
déjà montré leurs limites lorsque la dimension du réseau à diagnostiquer est grande et
les signatures de pannes très diversifiées. L’idée sous-jacente est de développer une mé-
thode de diagnostic qui s’appuie sur un modèle ou une représentation explicite de la
structure et du fonctionnement du réseau en faisant recours aux méthodes probabilistes
de gestion de l’incertitude puisque le fonctionnement d’un réseau encore appelé propa-
gation de pannes et d’alarmes est un phénomène non déterministe en plus d’être dis-
tribué et parfois dynamique. L’objectif opérationnel pour l’opérateur de télécommunica-
tionOrange est d’améliorer les performances de localisation de pannes du système expert
DELC (Diagnostic Expert de la Ligne Cliente) actuellement en exploitation dans son sys-
tème de gestion des réseaux d’accès cuivre et optique, et de réduire ainsi les coûts relatifs
aux interventions dans les infrastructures.
9.2 Synthèse des contributions
9.2.1 Modèle générique
Bien que l’objectif opérationnel de la thèse se focalise sur les réseaux d’accès, nous
avons proposé uneméthode générique qui facilite la modélisation de tout système distri-
bué y compris les réseaux de télécommunications. Cette méthode repose sur un principe
simple : modéliser le fonctionnement ou le comportement d’un réseau revient à modéli-
ser le comportement de chacun des composants qui le constituent. Chaque composant
est modélisé par deux graphes de dépendances acycliques (DAG) : un DAG qui modélise
la propagation locale de pannes et d’alarmes sur le composant considéré et autre DAG
qui modélise la propagation distribuée de pannes et d’alarmes entre ce composant et
les composants voisins auxquels il est connecté. En effet, nous séparons la propagation
locale de pannes et d’alarmes sur un composant, de la propagation distribuée entre com-
posants connectés. Procédant de cette façon, nous modélisons également la topologie
du réseau. Le modèle générique est organisé en trois couches. La couche 1 contient l’en-
semble des DAGs modélisant la propagation distribuée entre composants connectés. La
couche 2 contient l’ensemble des DAGs modélisant chacun la propagation locale sur un
composant. Les couches 1 et 2 sont conçues de telle sorte que leur combinaison donne
un large DAG qui modélise le fonctionnement du réseau tout entier. Mais la séparation
entre la propagation locale et la propagation distribuée, implémentée par les couches 1
et 2, décompose ce large DAG en plusieurs parties interconnectées apportant ainsi des
propriétés demodularité et d’extensibilité aumodèle. La couche 3 est une représentation
en arbre de jonction du réseau bayésien obtenu en probabilisant le large graphe. Notons
que cette méthode générique apporte une solution permettant de réduire la complexité
de modélisation des réseaux de très grande dimension. En effet, on peut modéliser le ré-
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seau de façon incrémentale, c’est-à-dire composant après composant. Le modèle du ré-
seau peut donc être modifié facilement pour s’adapter aux éventuelles évolutions de son
architecture. En effet, de nouveaux composants peuvent être ajoutés dans le modèle ou
être retirés du modèle lorsque l’opérateur le souhaite.
9.2.2 Diagnostic du réseau d’accès optique GPON-FTTH
La méthode générique a été appliquée pour modéliser la propagation de pannes et
d’alarmes sur le réseau d’accès optique GPON-FTTH. Nous avons commencé par mo-
déliser deux des trois composants d’un PON du réseau GPON-FTTH : les composants
OLT et ONT situés aux extrémités d’un PON. Les paramètres de ce modèle initial ont
été approximativement déterminés sur la base des connaissances expertes relatives au
fonctionnement du réseau GPON-FTTH. Une implémentation en Python appelé PANDA
1.0 de ce modèle ainsi que de l’algorithme d’inférence sur un arbre de jonction, nous a
permis de doublement valider ce modèle initial. La validation consiste à vérifier que le
modèle donne des résultats tout à fait cohérents et raisonnables vis-à-vis de l’expertise
métier du réseau GPON-FTTH. Dans un premier temps, la vérification est faite avec des
cas de diagnostic simples générés en laboratoire sur une plateforme expérimentale. Dans
un second temps, la vérification est faite avec des cas de diagnostic réels issus du réseau
GPON-FTTH commercial de l’opérateur Orange. L’outil PANDA 1.0 donne des résultats
de diagnostic cohérents avec l’expertise métier du réseau d’accès GPON-FTTH, et plus
raisonnables sur un échantillon de cas de diagnostic représentatifs, que le système expert
à base de règles DELC.
Puisqu’il est très difficile même pour des experts avérés d’un réseau de déterminer
avec précision les paramètres d’un modèle statistique de ce réseau, nous avons pensé
que les performances de diagnostic du modèle probabiliste seraient meilleures si les pa-
ramètres de ce modèle sont artificiellement appris à partir des données générées par les
équipements du réseau. Une étude détaillée de l’algorithme EM (Expectation Maximiza-
tion) a été réalisée et nous avons ajusté automatiquement les paramètres "experts" du
modèle initial en appliquant l’EM sur des données réelles du réseau GPON-FTTH. No-
tons que l’EM a été initialisé avec les paramètres "experts" afin d’être sûr qu’il converge
vers de nouveaux paramètres plus vraisemblables aux données du réseau GPON-FTTH
que les paramètres "experts". Cette seconde implémentation a été appelée PANDA 2.0 et
ses performances sont raisonnablementmeilleures que ceux de PANDA 1.0 sans toutefois
s’en écarter considérablement, ce qui veut dire que les paramètres "experts" de PANDA
1.0 ont bien été calibrés.
Cependant, les deux premières versions de l’outil PANDA sont des implémentations
d’unmodèle partiel ou initial du réseau GPON-FTTH. En effet, lemodèle initial n’effectue
que le diagnostic de bout en bout d’un PON puisqu’il ne contient que les composants aux
extrémités du PON. Nous avons proposé une extension du modèle initial appelé PANDA
3.0 en y intégrant le modèle du réseau de distribution optique (ODN) qui constitue le
troisième composant d’un PON. PANDA 3.0 est de ce fait capable de regarder ce qui se
passe dans l’ODN puisqu’il permet de corréler ou déduire l’état des coupleurs et des liai-
sons optiques dans l’ODN sur la base des observations aux extrémités d’un PON. PANDA
3.0 reproduit les calculs de diagnostic des deux premières versions en plus d’être capable
d’isoler un ou plusieurs liens incriminés dans le réseau de distribution optique.
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9.3 Perspectives envisagées
Une perspective très intéressante des travauxmenés dans le cadre de cette thèse serait
de décomposer l’arbre de jonction qui constitue la couche 3 dumodèle générique. En ef-
fet, la représentation en arbre de jonction de la combinaison des couches 1 et 2 n’est pas
unique. Au lieu d’avoir une couche 3 faite d’un seul grand arbre de jonction, on peut envi-
sager d’avoir plutôt n arbres de jonction pour un réseau de n composants tel que l’arbre
de jonction i est équivalent au DAG i qui modélise la propagation locale de pannes sur le
composant i . Les arbres de jonction de deux composants connectés i et j 6= i seront ainsi
connectés au moyen des cliques communes, c’est-à-dire les cliques contenant certaines
variables appartenant au DAG i et d’autres variables appartenant au DAG j . L’intérêt de
cette approche serait de distribuer et de paralléliser l’inférence sur la couche 3 dumodèle
entre les arbres de jonction.
Une autre perspective serait d’ajuster automatiquement les dépendances et les pa-
ramètres du modèle probabiliste du réseau GPON-FTTH avec l’objectif d’améliorer en-
core davantage les performances de diagnostic. Un algorithme tel que l’algorithme SEM
(Structural Expectation Maximization) pourrait être étudié et appliqué dans ce cas. No-
tons que l’application de l’algorithme EM paramétrique ou structurel s’avère très intéres-
sante pour un opérateur de télécommunications. En effet, une application pratique pour-
rait être d’implémenter un système de diagnostic complètement autonome dans lequel
une boucle fermée est créée entre lemodèle probabiliste de diagnostic intégrant les capa-
cités d’apprentissage artificiel, les résultats de diagnostic conduisant à des interventions
ciblées des techniciens sur l’infrastructure et les données reportées par les techniciens
qui pourront être utilisées pour ajuster automatiquement le modèle probabiliste pour le
rendre plus performant. Cependant la fiabilité de ces données doit être garantie pour évi-
ter de faire dériver le modèle au lieu de l’améliorer.
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Résumé 
Les réseaux de télécommunication doivent être fiables et robustes 
pour garantir la haute disponibilité des services. Les opérateurs 
cherchent actuellement à automatiser autant que possible les 
opérations complexes de gestion des réseaux, telles que le diagnostic 
de pannes. 
 
Dans cette thèse nous nous sommes intéressés au diagnostic 
automatique de pannes dans les réseaux d'accès optiques de 
l'opérateur Orange. L'outil de diagnostic utilisé jusqu'à présent, nommé 
DELC, est un système expert à base de règles de décision. Ce 
système est performant mais difficile à maintenir en raison, en 
particulier, du très grand volume d'informations à analyser. Il est 
également impossible de disposer d'une règle pour chaque 
configuration possible de panne, de sorte que certaines pannes ne 
sont actuellement pas diagnostiquées. 
 
Dans cette thèse nous avons proposé une nouvelle approche. Dans 
notre approche, le diagnostic des causes racines des anomalies et 
alarmes observées s'appuie sur une modélisation probabiliste, de type 
réseau bayésien, des relations de dépendance entre les différentes 
alarmes, compteurs, pannes intermédiaires et causes racines au 
niveau des différents équipements de réseau. Ce modèle probabiliste a 
été conçu de manière modulaire, de façon à pouvoir évoluer en cas de 
modification de l'architecture physique du réseau. 
 
Le diagnostic des causes racines des anomalies est effectué par 
inférence, dans le réseau bayésien, de l'état des noeuds non observés 
au vu des observations (compteurs, alarmes intermédiaires, etc...) 
récoltées sur le réseau de l'opérateur. La structure du réseau bayésien, 
ainsi que l'ordre de grandeur des paramètres probabilistes de ce 
modèle, ont été déterminés en intégrant dans le modèle les 
connaissances des experts spécialistes du diagnostic sur ce segment 
de réseau. L'analyse de milliers de cas de diagnostic de pannes a 
ensuite permis de calibrer finement les paramètres probabilistes du 
modèle grâce à un algorithme EM (Expectation Maximization). 
 
Les performances de l'outil développé, nommé PANDA, ont été 
évaluées sur deux mois de diagnostic de panne dans le réseau GPON-
FTTH d'Orange en juillet-août 2015. Dans la plupart des cas, le 
nouveau système, PANDA, et le système en production, DELC, font un 
diagnostic identique. Cependant un certain nombre de cas sont non 
diagnostiqués par DELC mais ils sont correctement diagnostiqués par 
PANDA. Les cas pour lesquels les deux systèmes émettent des 
diagnostics différents ont été évalués manuellement, ce qui a permis 
de démontrer dans chacun de ces cas la pertinence des décisions 
prises par PANDA. 
 
 
Mots clés : Diagnostic, Réseau d'accès, GPON-FTTH, Localisation de 
pannes, Réseau Bayésien, Inférence probabiliste, Estimation 
paramétrique, Expectation Maximization 
 
 
 
 
 
Abstract 
Telecommunication networks must be reliable and robust to ensure 
high availability of services. Operators are currently searching to 
automate as much as possible, complex network management 
operations such as fault diagnosis. 
In this thesis we are focused on self-diagnosis of failures in the optical 
access networks of the operator Orange. The diagnostic tool used up 
to now, called DELC, is an expert system based on decision rules. This 
system is efficient but difficult to maintain due in particular to the very 
large volume of information to analyze. It is also impossible to have a 
rule for each possible fault configuration, so that some faults are 
currently not diagnosed. 
We proposed in this thesis a new approach. In our approach, the 
diagnosis of the root causes of malfunctions and alarms is based on a 
Bayesian network probabilistic model of dependency relationships 
between the different alarms, counters, intermediate faults and root 
causes at the level of the various network component. This probabilistic 
model has been designed in a modular way, so as to be able to evolve 
in case of modification of the physical architecture of the network. 
Self-diagnosis of the root causes of malfunctions and alarms is made 
by inference in the Bayesian network model of the state of the nodes 
not observed in view of observations (counters, alarms, etc.) collected 
on the operator's network. The structure of the Bayesian network, as 
well as the order of magnitude of the probabilistic parameters of this 
model, were determined by integrating in the model the expert 
knowledge of the diagnostic experts on this segment of the network. 
The analysis of thousands of cases of fault diagnosis allowed to fine-
tune the probabilistic parameters of the model thanks to an Expectation 
Maximization algorithm. 
The performance of the developed probabilistic tool, named PANDA, 
was evaluated over two months of fault diagnosis in Orange's GPON-
FTTH network in July-August 2015. In most cases, the new system, 
PANDA, and the system in production, DELC, make an identical 
diagnosis. However, a number of cases are not diagnosed by DELC 
but are correctly diagnosed by PANDA. The cases for which self-
diagnosis results of the two systems are different were evaluated 
manually, which made it possible to demonstrate in each of these 
cases the relevance of the decisions taken by PANDA. 
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