Abstract-Universal prediction of the next outcome of a binary sequence drawn from a Markov source with unknown parameters is considered. For a given source, the predictability is defined as the least attainable expected fraction of prediction errors. A lower bound is derived on the maximum rate at which the predictability is asymptotically approached uniformly over all sources in the Markov class. This bound is achieved by a simple mqjority predictor. For Bernoulli sources, bounds on the large deviations performance are investigated. A lower bound is derived for the probability that the fraction of errors will exceed the predictability by a prescribed amount A > 0. This bound is achieved by the same predictor if A is sufficiently small.
I. INTRODUCTION N [l], universal finite-state (FS) predictors have been
I sought that minimize the asymptotic fraction of errors for an individual binary sequence. It has been shown in [l] that the best prediction performance is asymptotically attained by a (randomized) Markov predictor with a slowly growing order, i.e., a predictor based on current estimates of the conditional probabilities of the next outcome given the k preceding bits, where the order k increases gradually with time. A predictor based on the Lempel-Ziv (LZ) algorithm [2] has been demonstrated in [l] to be such a growing-order Markov predictor and hence to attain asymptotically the least possible fraction of errors made by any FS predictor, that is, the FS predictability [ 13. Independently, in [3] a similar predictor (though nonrandomized) has been proposed with application to prefetching memory pages in computers, where the page sequence is modeled as being governed by a probabilistic unifilar FS source. It has been shown in [3] that the resulting expected fraction of errors (page faults) converges to the optimum. However, if the source is known to have no more than S states, then the LZ algorithm, which does not utilize this prior information, might yield a relatively slow convergence. A natural question that arises and that we shall be concerned with, is: how fast can the optimum performance of approached when the predictor knows the class of sources but not the parameter value? In [4] , a similar question has been addressed in the context of predicting Gaussian autoregressive moving average (ARMA) processes under the minimum-mean-square-error (mmse) criterion. It has been shown in [4] that no predictor exists that approaches the asymptotic mmse faster than n-l log n, n being the sample size, for all ARMA processes except for a collection of ARMA processes corresponding to a subset of parameter values whose volume is vanishingly small. This argument was based on an analogous result in universal data compression (proved in [4] as well), which rules out the existence of a lossless code whose compression ratio converges to the entropy faster than n-l log n for a considerably large subset of parameter values. Note that an exception of a small subset of parameter values is necessary if every scheme is allowed, including the optimal scheme for a specific parameter value.
In this paper, an attempt is made to investigate, in the same spirit, fundamental limitations in universal prediction of finite-alphabet Markov sources, and in particular, binary Markov sources. We derive a lower bound on the rate at which the optimum prediction performance can be uniformly approached by any sequential predictor when the underlying Markovian source is known to be of order k, but otherwise unknown. However, in contrast to [4] , here one cannot expect a nontrivial lower bound that holds simultaneously for most sources in the class. Consider, for example, a Bernoulli source parametrized by 6' = Pr {xt = l} = 1 -Pr {xt = 0). Here, predicting constantly "0" is a uniformly optimal strategy for every 0 5 6' 5 1/2, namely, for "half" of the sources in the class there cannot be a lower bound on the rate of approaching optimality. Thus, the bound here will hold for only half of the sources. In the Markovian case, the bound will still hold for a "considerably large" portion of the parameter space, i.e., for a fixed fraction of its volume. In either case, the corresponding bound is attained by a simple predictor based on a majority count.
Finally, we examine the achievable large deviations performance for Bernoulli sources under the criterion of minimizing the probability that the fraction of errors would exceed the optimum by a prescribed amount A. We derive an exponentially tight lower bound and show that it is uniformly attained by the majority predictor in some range 0 < A 5 As, but not for A > A,.
A LOWER BOUND ON THE EXPECTED FRACTION OF ERRORS
We start with Bernoulli sources and later extend our discussion to Markov sources. 
b) The predictor f* satisfies both and Egne(f*) 5 n~i j
Part a) tells us that every predictor must make on the average at least co(8) = CO($) extra prediction errors beyond the minimum nre = nrg, for either 8 or e. Part b) implies that f* is optimal in the sense of doing no worse for both sources. It follows from the simple inequality 0.5Eene(f) + 0.5Esne(f) 2 0.5Eene(f*)+0.5Een,(f*), which is justified below and has been observed independently by Rissanen [5] . Thus the convergence rate is O(l/n).
In [l] , [6] - [8] where prediction of individual sequences is considered, the convergence rate to the predictability (defined in [l] for the deterministic case) slows down to O ( l / f i ) . The reason for the difference is that in the deterministic setup of [l] , [6] - [8] , a uniform upper bound is derived from a worst case analysis rather than the expectation over an ensemble of sequences.
Proof of Theorem 1: First we find a tight lower bound on
M ( f ) 6 0.5Eene(f) + 0.5Egne(f) for an arbitrary predictor f, and then we argue that this lower bound must hold for either E s n e ( f ) , or Egne(f), or both, and hence for at least one half of the Bernoulli sources. We show that the tightest lower bound is M ( f * ) and hence it remains to evaluate the performance of f*. First observe that by (l) , Een,(f) = Cy=, Po{& # xt}, where PO{.} denotes a probability w.r.t 8.
Without loss of generality, let 0 < 1/2. Since xt is independent of 51, x2,...,xt-1, and hence also of lit,
Similarly,
The second term on the right-most side of (2) describes the excess in error probability beyond the predictability incurred by using a nonoptimal predictor for 8. Since ?re = rs, the minimization of M ( f ) is equivalent to the minimization of
This, in turn, can be thought of as a binary hypothesis testing problem where one seeks a rule f t for deciding in favor of 8 or $ with priors
, and the goal is to minimize the error probability. This is accomplished by comparing the likelihood ratio
to unity, which is equivalent to f,*-l in (1). Thus the average of Esne(f) and
To complete the proof, it remains to prove part b). To do this, we evaluate the performance of f* for 8 < 1/2.
where the summation on the right-hand side converges to a
], which can be calculated by generating function techniques [9, ch. IV, section 171 in the following manner.
Define yt = 2xt -1 and a random walk St = Ef=,YZ.
We wish to calculate
For Irl 5 1 we first factor, in two different ways,
where f+ and f-contain positive and negative powers of z , respectively. A direct spectral factorization of the second-
On the other hand,
, where we have used the Taylor expansion of the logarithmic function and the fact that [ E O Z~~]~ = EezSt for independent copies of Y1. Now, E0zSt is composed from contributions of negative and positive powers of z in accordance to the sign of S,. Thus, the exponent can be factored as cf+ f-
, and f-(r, z ) = and n* is the number of times t that e(t) = 1/2, i.e., n* = l{e(t) = 1/2). Next, we consider binary Markov sources. For simplicity, we shall confine our discussion to the first-order case, but the results will generalize straightforwardly to the kth-order case. A first-order Markov source is indexed by a vector 0 = (60, el), where 00 = Pr{zt+l = 1 1 zt = 0) and 81 = Pr {xt+l = 1 I xt = 1). To guarantee that the source is irreducible and aperiodic (see, e.g., [lo] ), we shall assume that Pe{&+i # ~t + i )
. Pe{zt = 0,&+1 # 1{00 2 1/2))
))
. 
and similarly, -rt(g0, 91, 00, 01) = (1 -2 min {eo, $0))
Similar to the hypothesis testing consideration of Theorem 1, the average of the first terms on the right-hand side of (6) and (7) is minimized if go is replaced by go*, which means using (4) when the current state xt is zero. The second term in both (6) and (7) , which corresponds to state one, remains unaffected. Hence, 
z C 8 / c G ( 8 ) r t ( f ,
We now return to Bernoulli sources and evaluate the large deviations performance of f*, i.e., the exponential decay rate ofPe{n,(f) > n(.iro+A)} for aprescribeda E (0, l/a-.rro).
We show that f* attains the optimal error exponent for a certain range 0 < A 5 &. However, if a > A8 this is no longer true. We first derive an exponentially tight upper where the second inequality follows from the hypothesis testing consideration applied to gT, i.e., the predictor (4) One might wonder whether optimality of f * on a quarter of 0 , as was mentioned earlier, is the strongest possible statement that can be made when allowing simultaneously both every 0 and every f . There seems to be two answers to this question. 
00
(The proof appears in the Appendix.) This means that the lower bound given in the right-hand side of (11) holds for three quarters of the binary first-order Markov sources. Again, note that this result cannot be strengthened as there exists a predictor that indeed violates (11) at one point 0' E 0 : the optimal predictor for 0 E G(0), which satisfies nR,(f, 0) = 0 simultaneously for all sources in the same quarter as 0.
-where ( 4 + A < 1/2 and D(<ll.rre) A < In ( </ . e) +
The bound is exponentially tight because, for 0 5 1/2 and f = 0, n,(f) = n(1) and the large deviations behavior of n(1) is obviously characterized by D(<ll0).
Proof of Theorem 3: Define E = {z: min {n(O), n(l)} 2 n(< + E ) } , F = {z: n,(f) 2 min{n(O), n(l)} -E } , and
, where the notation a,=b, means that n-l log(a,/b,) -+ 0. The exponent on the right-hand side can be made arbitrarily close to D(<ll.rre) by choosing E sufficiently small. Thus, to complete the proof it suffices to show that Po(F"IE) + 0 as n + CO. To see this, divide the space of binary n-tuples into types, where the type T, associated with a binary n-tuple z = ( X I , . . . , z , ) is the set of all n-sequences with the same composition {n(O), n ( l ) } as that of z. Now < 1n(T/.6' ).
P@(EnF) = [ l -P e ( F C I E ) ] P~( E ) .
NOW P@(E) = P@{<+f 5 5 ( n + 1) . maxP8(FcIT,).
(12)

TZ
Since all sequences of a given type are equiprobable, we see that P@(FcITz) is just the fraction of T,-typical sequences with n,(f) < min{n(O), n ( l ) } -ne. We claim that this fraction is exponentially small. Indeed, a type T, that corresponds to a composition {n(O) = na, n(1) = nE} contains n!/[(na)!(nE')!]=enh(a) sequences where h(a) = -a In Q: -Q In E'. Without loss of generality, assume that a 5 1/2 and observe that for a given f, the mapping from z to the error Note that for a > ij the set {z: n* > na} is empty because n* 5 min{n(O), n(1)). The last step in (15) is obtained by
The lower limit C/2 is obtained from the fact that n* 5 min {n(O), n ( l ) } and hence a = C -ij 5 6. For the upper limit, observe that for sequences with 6 > (which means a < 0), the event n* > n a obviously holds. These sequences contribute a probability which is exponentially equivalent to e-nD(Cl16). Since the exponent on the right-most side of (17) never exceeds D((ll6') (set q = 6 = C in (17) and show that f" outperforms f * at these three points. For 8 in the lower left quarter of 0, this result is obvious by making the two following observations. First, r t ( f , 8) depends of f only through the probability that f does not agree with the optimal predictor for that quarter (see (6) , (7)), namely, the probability 
Proofof(1l):
The idea is to observe that at each state xt = x both the next outcome and the best prediction strategy behave like these of a Bernoulli process with a parameter 8,.
Any predictor (go, 91) can be improved if go is replaced by the optimal strategy for state " 0 , i.e., &+I = l(80 2 1/2}
while at state xt = 1 the strategy g1 remains unchanged. A straightforward application of Theorem la) to state "1" implies that for every value of 80 and for half of the values of 01, i.e., 
