In this paper, we propose a new adaptive control system design using internal model principle (IMP) for a bounded polynomial parameters. In this method, we regard time varying parameters as variable disturbance and design an estimating law used the internal model of the disturbance so that the law is able to rejected the effectness of the disturbance. Our method has the features that the tracking error can converge to zero. Furthermore, we give a sufficient condition for the stability based on a small-gain theorem. The condition shows that our proposed method relax the stability condition more than the conventional methods based on a passivity theorem. Finally, we contain a numerical simulation to show an effect of our system. key words: adaptive control, linear time varying system, internal model principle, small-gain theorem
Introduction
A real system can be consider to be a system with variable parameters depending on an environment changes or time, so that the system is able to be modeled as a time-varying system. However, it is difficult to obtain the information about the system parameters accurately. For the reason, the design on a adaptive control for the linear time-varying (LTV) system is greatly important for actual plants and many designs for the LTV system are recently proposed [1] - [3] , [5] . Generally, employment of a forgetting factor is simple but its tracking ability strongly depends on the forgetting factor. However it is difficult to decide the optimum factor [4] , so that the estimation is not effective for all of LTV systems. To avoid the limitation, the parameter update laws without forgetting factor are developed in adaptive control recently. In [9] , Tsakalis and Ioannou proposed the gradient algorithm used a projection operator. Peng and Chen proposed the parameter estimation employing the dead zone and the σ-modification in [6] . However these approaches are not effective for the system with fast time varying parameters. To overcome the problem, a new adaptive control system used the high-order estimator was proposed and the stability of the system is shown in [7] . The method can use not only the estimated parameter but also the first relative Manuscript received August 28, 1998. Manuscript revised December 28, 1998. † The author is with the Department of Electrical Enginering, Keio University, Yokohama-shi, 223-8522 Japan.
† † The authors are with the Department of System Design Engineering, Keio University, Yokohama-shi, 223-8522 Japan.
* This paper was presented at Control'98, U.K.
degree ρ time derivatives without the information of the parameter structure. However, this method can not ensure that the output error of the system with simple parameters, such as polynomial parameters, converges to zero, because robust estimator is used. In this paper, we propose a adaptive system used internal model principle (IMP) and prove the bounded input bounded output (BIBO) stability. Firstly, we introduce Model Reference Control (MRC) and give the error system of the LTV system, which has bounded polynomial parameters under the assumption that the maximum degree of the parameters is known. In conventional methods, the error system has swapping term and the term is regarded as unbounded disturbance, because the term includes a control input. Thus the robust estimator with the normalization signal is used [9] . Consequently, the tracking error can not converge to zero and the instant response is not good. On the other hand, we give the error system without the swapping term and introduce a parameter estimator used the internal model principle on the varying parameters. Hence it is possible that the error converges to zero. Furthermore, we give the bounded condition in closed system by using the small-gain theorem. The remaining of the paper is organized as follows. In Sect. 2, we set up the notation and problem formulation. We introduce the MRC and give the error system and derive the control input in Sect. 3. In Sect. 4, we give the BIBO condition for the system by small-gain theorem. Section 5 contains numerical simulations, and conclusions are given in Sect. 6. Notice that s is used for a differential operator and Laplace operator in this paper.
Problem Statement
We consider a single input and a single output (SISO), continuous-time LTV system of the relative degree one described by the input-output (I/O) relationship
where the polynomial differential operator (PDO) A(s, t), B(s, t) are as follows: is the set of undifferentiable points of a i (t) and b i (t) [9] . (A3) The order of the plant n is known. (A4) The PDO B(s, t) is an exponentially stable polynomial integral operator (PIO) [9] . (A5) The maximum order of the parameters
The number of undifferentiable points n J satisfies
where C and ν are positive constants. We choose a reference model of the form
where r(t) is a piecewise continuous bounded reference. Then the aim of this paper is to design a adaptive input without swapping term and a novel parameter estimator for time-varying parametera.
Design on Model Reference Adaptive Control System
To obtain the controller structure, we firstly introduce Model Reference Control (MRC) [7] . The control law is designed so that the plant model is able to match the reference model. Let us consider the system given by (1) and satisfying the assumptions (A1)-(A6). Furthermore, we give a Hurwitz polynomial H(s) and we solve the equation such as
Using Eq. (2), we can rewrite the system (1) as the another form given by
where the parameter vectors θ i (t) (i = 1, 2) are known, then the MRC can be attained by the error
Next we realize the y 1 (t) and y 2 (t) in the state-space by using the operative identification such as
and y 2 (t) iṡ
where A and c are
and the parameters, θ i (t) (i = 1, 2), have the points
Notice that the control input is determined in a piecewise sense. We design the adaptive input based on MRC. firstly, we show the equations, y 1 (t) and y 2 (t), as
From the systems (3) and (4), the system (1) can be written as
i.e.
T and ξ(t) is the regressor vector defined as
is a swapping term given by
Generally, conventional methods treat the term η(t) as an unbounded disturbance. Thus robust estimations with a normalization signal are used [3] , [6] , [9] . However, since the unknown parameters are bounded polynomials, we can divide the swapping term between system parameters and regressor vectors by repeating the swapping lemma l times, so that the system can be shown by
where Θ(t) and Ξ(t) are the (2n−2)×(l+1)+1 vectors defined as
Then the error system e(t) = y(t) − y m (t) in (t i , t i+1 ) can be written as
Allowing for the condition, we design the adaptive system by using certainty equivalence principle (CE) given by
Finally, the tracking error e(t) can be given as
Parameter Estimation with IMP and Its Stability Analysis
We assume the unknown parameters to be time invariant in conventional adaptive systems [8] . Then the error of the parameter vectorθ(t) is equal toθ(t). If, however, we assume that the unknown parameters are time varying, then the relation does not remain and thė θ(t) is given byθ(t) +θ(t). Since we can not get the precisely information of θ(t), we regard the term as unknown disturbance, so that robust estimations are used. However the error does not ensure convergence to zero by the laws. Furthermore the instant response in the estimations are not good. In this paper, we propose a parameter estimation used the internal model of the unknown parameters so that the disturbance can be rejected by the parameter update law including IMP.
By the way, we analyze the stability of the system by passivity theorem in conventional methods, so that the operators, H 1 and H 2 in Fig. 1 , are required to be strictly passive and passive, respectively. However the operator H 2 in our proposed method is not passive, then we can not design and analyze the system by using the passivity theorem. Therefore, We transfer the operators H 1 and H 2 to the operators S 1 and S 2 by using the transformation as
and we apply the small gain theorem to the operators. Before analyzing the stability, we have to introduce the passive or strictly-passive operator for the design and stability [11] .
Definition 1: A operator with an input vector u(t)
and an output vector y(t) is passive if there exist a semi-positive definite function V (x) ≥ 0 and a positive constant δ 0 such that Fig. 1 Parameter estimation used IMP.
and strictly passive if there exist a semi-positive definite function V (x) ≥ 0 and a positive constant δ 0 such that
where x T is the truncation of x at T > 0 defined as
Notice that G(s) in Fig. 1 is   1 Am(s) and strictly positive real, so that H 1 is a strictly passive [11] . Next we give the relation between the passive operator H and the transformed operator S.
Lemma 1:
where γ(·) is the operator gain defined by
and X is a normed linear extended subspace defined as
Proof: In [11] . ✷ We show the following theorem on BIBO stability.
Theorem 1:
Consider the system in Fig. 1 . Let γ(S i )(i=1 , 2) be the gains of the operator S 1 and S 2 . Then the closed-loop system is BIBO stable if
Proof: In [12] . ✷ Having shown the stability theorem, we propose the new parameter tuner by using IMP and we show the stability of the system by applying small gain theorem.
The operator H 1 is strictly passive, so that Lemma 1 shows that there exist a constant term ε > 0 such that γ(S 1 ) ≤ 1 − ε < 1. We regard the constant ε as the margin of the system and we design the operator S 2 by using the term. We show the algorithm of the parameter law.
• The algorithm of the parameter update law 1) Find a some polynomial f i (s) that satisfies the condition
where the denominator of f i (s) is a Hurwitz polynomial. 2) We set up the matrix F (s) in Fig. 1 such as
where F (s) is a {(2n − 2)(l + 1) + 1} × {(2n − 2)(l + 1) + 1} matrix. Using the matrix F (s), we update the estimated parametersΘ(t) by the following law:
Θ(t) = −F (s)Ξ(t)e(t) (9)
Remark 1: If the maximum degree of unknown parameters is 1, then the parameter update law is given asΘ
The term Now, we show the bounded stability of the system. we can not analyze the stability by the passivity theorem because the operator H 2 is not passive. So that we give the stability condition based on small-gain theorem. The stability of the method based on the IMP is given by the following theorem.
Theorem 2:
Let S 2 be designed that the condition is satisfied by γ(S 2 ) ≤ 1 + . Then the closed-loop system in Fig. 1 is BIBO stable.
Proof:
By the small-gain theorem, the closed-loop system is BIBO stable. ✷
ThusΘ(t), e(t)Ξ(t)
belong to the L 2 (0, T ) (∀T > 0) space without the discontinuity instants by the small gain theorem. Next let V be the positive definite function given by V = 1 2 e 2 (t). Theṅ
Integrating the inequality, we obtain
without the discontinuity instants. Finally, y(t) and u(t) also belong to L ∞ (0, T ) without the discontinuity instants. We emphasize at this point that the class of the plant allows for the discontinuities in the parameters. In such a case, the plant contains the jump points at instants t i . However, considering a plant with discontinuities separated by large time intervals and the small variation of the jump, θ i (t i − 0) − θ i (t i + 0) , after the discontinuities occurs the plant, output depart from the reference output but the plant output can follows the reference trajectory for most of time since the interval of the discontinuities is long. This intuitive idea will be illustrated by numerical simulations in the next section.
Numerical Simulation Result
To demonstrate the effectiveness of our method, we simulates the systems given by
where a 1 (t), a 0 (t) and b 0 (t) are unknown parameters. We apply the algorithms described Sects. 2 and 3 to design MRACS. We consider the two cases of the unknown parameters.
(1) All parameters are piecewise polynomial given by Table 1 System parameters of a 1 (t) , a 0 (t) and b 0 (t) ( k = 1, 2, · · · ). 
where A i1 , A i0 B 1 and B 0 are shown in Table 1 and inital values are given as a 0 (0) = 1, a i (0) = 5 and b 0 (0) = 1. (2) a 1 (t) and a 0 (t) are time varying parameters in (10) but b 0 (t) is time invariant given by 3.
The control objective is to make the plant output y(t) track the output of the reference model
where the reference signal r(t) is given by 
θ1(t)
;θ 10 (t) ,θ 20 (t)
θ2(t)
,θ 21 (t)
Thus the error system e(t) is written as
Since the maximum degree of the system parameter l is one, we set up the IMP given by To show the feature of the proposed method, we also simulate the system by σ-modification with normalization signal m(t), in which σ is given by 0.01 and the normalization signal is defined aṡ
Furthermore, adaptive gains are given by all 50. In case (1), adaptive gain in proposed method γ 1 , γ 2 and γ 3 are given by all 50. The unknown parameters have the period of varying parameters and invariant parameters, so that the system does not have indeed the parameters θ 2 (t) for some periods and the plant parameters include discontinuity points. Figure 2 shows the error for a reference signal r(t) = 0.5 sign[sin(0.5t)] and Fig. 3 shows the error of a reference signal r(t) = sin(0.5t). Figures 2 and 3 show that an instant response of proposed method is more better than the response of the conventional method. Furthermore the parameters θ 1 (t), θ 2 (t) and θ 3 (t) have discontinuity instants. So that oscilation arises in Figs. 6 and 7 showing output responses. However Fig. 2 shows that the proposed system is not unstable at the time and attain the good performance. In case (2), adaptive gain γ 1 , γ 2 and γ 3 are given by same in case (1) and the reference signals in Figs. 4 and 5 are given by the same in Figs. 2  and 3 , respectively. Notice that the unknown parameters a 1 (t) and a 0 (t) are varying parameters but the parameter b 0 (t) is invariant. However we design the estimation law under the assumption that the parameter is time varying. Figures 4 and 5 show proposed method attains good performance for a tracking error. Thus output trackings shown in Figs. 8 and 9 can achive good performances. Then the system with IMP is effective for the plant including the invariant parameter. The results show the parameter law included IMP attains good performance of instant response for the LTV system and the law is effective for the plant with jump parameters.
Conclusions
In this paper, the continuous time model reference adaptive control design method was introduced. The method is the design used the IMP of system parameters. In the method, we regarded the system parameters as unknown and unbounded disturbance and we gave the estimator with the IMP to reject the unknown disturbance. Furthermore, the stability of the system was obtained by small-gain theorem. The approach relaxes the stability condition more than the design based on passivity theorem. The result showed that the system allows the estimator not to be passivity. The simulation results indicate that the system can track the reference model well without robust estimators and can attain the good instant response. Furthermore, the results are illustrated that the proposed method is useful of the plant with jump parameters.
