Finite generating functions for the sum of digits sequence by Vignat, C. & Wakhare, T.
ar
X
iv
:1
70
8.
06
47
9v
2 
 [m
ath
.N
T]
  1
8 O
ct 
20
17
FINITE GENERATING FUNCTIONS FOR THE SUM OF DIGITS SEQUENCE
C. VIGNAT AND T. WAKHARE
Abstract. We derive some new finite sums involving the sequence s2 (n) , the sum of digits of the
expansion of n in base 2. These functions allow us to generalize some classical results obtained by
Allouche, Shallit and others.
1. Introduction and main results
The sum of digits sequence s2 (n) counts the number of ones in the binary expansion of n, and
starts, from n = 0, as follows:
0, 1, 1, 2, 1, 2, 2, 3, 1, 2, 2, 3, 2, 3, 3, 4 . . . .
This sequence has a strong redundancy expressed by the identities{
s2 (2n) = s2 (n) ,
s2 (2n+ 1) = s2 (n) + 1,
which suggests that series of the form∑
n
s2 (n) f (n) or
∑
n
(−1)s2(n) f (n)
can be computed explicitly for some simple sequences {f (n)} . Many results have been obtained in
this direction, such as the beautiful
(1.1)
+∞∑
n=1
s2 (n)
(
1
np
− 1
(n+ 1)
p
)
=
1− 21−p
1− 2−p ζ (p) =
1
1− 2−p η (p)
for any complex number p with ℜ (p) > 0, where ζ (p) is Riemann’s zeta function ζ (p) = ∑n≥1 1np
and η (p) is Dirichlet’s eta function η (p) =
∑
n≥1
(−1)n−1
np
. This identity was proved by Allouche and
Shallit [3]. Another classic result is
(1.2)
+∞∑
n=1
s2 (n)
n (n+ 1)
= 2 log 2,
a proof of which was one of the problems at the 1981 Putnam competition [12]. This result was
generalized by Allouche and Shallit [3] to an arbitrary base b as follows:
(1.3)
+∞∑
n=1
sb (n)
n (n+ 1)
=
b
b− 1 log b,
where sb (n) is the sum of all digits in the expansion of n in base b.
The sum of digits sequence is intimately connected to computer science and various aspects of
discrete mathematics. The sequence
{
(−1)s2(n)} is the prototype for an automatic sequence. These
sequences, fundamental to the study of ‘combinatorics on words’, have been extensively explored by
Allouche and Shallit [2]. Any method developed to address finite sums involving s2(n) could potentially
transfer to other automatic sequences.
Key words and phrases. sum of digits, Hurwitz zeta function, infinite products, Lambert transform.
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Moreover, the Prouhet-Thue-Morse sequence {tn} defined by tn = s2 (n) mod 2 appears to be
ubiquitous, as underlined in the famous article [5] by Allouche and Shallit. It is regular yet not
ultimately periodic, which means that it can serve as a constructive element of many proofs.
Another motivation to study the sequence s2 (n) is its link with the valuation sequence ν2 (n) , the
valuation of n being defined as the exponent of the highest power of 2 that divides n; this function
is important in number theory. Identity (4.5) in Thm 14 shows that some results about the sequence
s2 (n) can potentially transfer to the valuation sequence ν2 (n) .
Interestingly, the recursive properties of sb(n) also have an unexpected connection to L-functions
from analytic number theory. An L-function is defined as
∑∞
n=1
χ(n)
ns
, where χ is a Dirichlet character
which is periodic with period k. It satisfies recurrences of the type χ(nk + r) = χ(r) , which resemble
the recurrence sb(nb + r) = sb(n) + r. Therefore, any methods developed to address finite sums
involving sb(n) could potentially lead to the discovery of new finite sums involving Dirichlet characters
or finite L-functions; both applications are of fundamental importance to analytic number theorists.
Finally, identity (1.1) expresses the remarkable result that a variation of the Dirichlet series related
to the sequence s2 (n) is proportional to the Riemann zeta function: given such a remarkable result,
one may wonder if its elegance extends to a wider class of functions such as the Hurwitz zeta function
- this is indeed the case as shown in Thm 5. Another relevant question is to wonder if the truncation
of this series to a finite sum has an attractive closed form; this is positively answered in Thm 1.
As a consequence, in this article, we are interested in finite sums that involve the sequence sb (n) ,
of the form
bp−1∑
n=0
sb (n) f (n) ,
the idea being that summing over a fundamental interval of the form [0, bp − 1] keeps some symmetry
that allows us to find explicit values for these series for a variety of sequences {f (n)} . In particular,
when expressed in base b, the interval [0, bp − 1] runs over all possible words of the form {w1w2 . . . wp :
wi ∈ {0, . . . , b− 1}}.
The second main idea of this paper is to replace sequences f (n) by functions f (n+ z) of an addi-
tional real variable z, noticing that many tools that allow to compute these sums - such as telescoping
- still apply; the extra variable z allows us (see for example the proof of Thm 1) to extend any identity
based on a function f to a family of identities based on functions related to f by integral transforms.
For example, the generalization of the series in (1.1) to a function of a variable x allows us to show
in Thm 12 that the obtained function can be related by a Laplace transform to a Lambert series type
expression of the generating function of the sequence sb (n).
Our first result is the finite sum from Thm 1: for all α > 0, α 6= 1 and z ≥ 0,
bp−1∑
n=1
sb (n)
(
1
(z + n)α
− 1
(z + n+ 1)α
)
=
p−1∑
l=0
1
bαl
[
ζ
(
α, 1 +
z
bl
)
− ζ
(
α, 1 +
z + bp
bl
)]
−
p∑
l=1
b
bαl
[
ζ
(
α, 1 +
z
bl
)
− ζ
(
α, 1 +
z + bp
bl
)]
.
It is a common generalization of both (1.1) and (1.3) which also depends on the extra variable z and
has a finite upper summation limit. The limit case p → ∞ at z = 0 is shown to recover (1.1), while
the special case α = 1 is given by identity (2.2). We also prove, at the end of Section 6, the following
explicit expression for a finite zeta function: for α > 2 and z ≥ 0,
bp−1∑
n=1
sb (n)
(n+ z)α
=
p−1∑
l=0
[
ζ2
(
α, z + bl,
(
1, bl
))− ζ2 (α, z + bl + bp, (1, bl))](1.4)
− b
p∑
l=1
[
ζ2
(
α, z + bl,
(
1, bl
))− ζ2 (α, z + bl + bp, (1, bl))]
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and its asymptotic version
+∞∑
n=1
sb (n)
(n+ z)α
= −zζ (α, z + 1) + ζ (α− 1, z + 1) + (1− b)
+∞∑
l=1
ζ2
(
α, z + bl,
(
1, bl
))
,(1.5)
where ζ2 (α, z, (a, b)) is the Barnes zeta function ζ2 (α, z, (a, b)) =
∑
m1,m2≥0
(z + a1m1 + a2m2)
−α
.
We also deduce an expression for the special case α = 2, given by Cor 30.
Our second main result is the general formula
(1.6)
2N+1−1∑
n=0
(−1)s2(n) f (x+ n) = (−1)N+1 2N(N+1)2
2N+1−N−2∑
k=0
p
(N)
k ∆
N+1f (x+ k) ,
where ∆ is the forward finite difference operator, and the positive weights p
(N)
k are characterized in
Thm 17.
Our final result is the following formal infinite sum for any sequence {g (n)}, as given in Thm 22:
∑
n≥1
s2 (n) g (n) =
∑
n,k≥0
2k−1∑
l=0
g
(
2k+1n+ 2k + l
)
.
Setting g(n) = 0 for n ≥ N0 recovers a finite sum for s2(n). Its extension to an arbitrary base b is
given in Thm 27 and its explicit finite counterpart is
2p−1∑
n=1
s2 (n) g (n) =
2p−1−1∑
n=1
p−l2n+1∑
k=0
2k−1∑
l=0
g
(
n2k+1 + 2k + l
)
,
as described in Thm 28, where ln is the number of digits in the binary representation of n.
2. About the series
∑N
n=1
sb(n)
(x+n)(x+n+1)
Let us write
J
(b)
N (x) :=
N∑
n=1
sb (n)
(x+ n) (x+ n+ 1)
.
We will also use the auxiliary function
γN (x) :=
N∑
n=0
1
(x+ 2n+ 1) (x+ 2n+ 2)
.
A simple computation shows that it can be expressed as the difference
γN (x) = β (x+ 1)− β (x+ 2N + 3) ,
where
β (x) :=
1
2
[
ψ
(
x+ 1
2
)
− ψ
(x
2
)]
is Stirling’s beta function and ψ (z) is the digamma function. We also denote the Hurwitz zeta function
by
ζ (α, z) =
∑
n≥0
1
(z + n)α
.
Our first result is as follows:
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Theorem 1. For all α > 0, α 6= 1 and z ≥ 0, we have
bp−1∑
n=1
sb (n)
(
1
(z + n)
α −
1
(z + n+ 1)
α
)
=
p−1∑
l=0
1
bαl
[
ζ
(
α, 1 +
z
bl
)
− ζ
(
α, 1 +
z + bp
bl
)]
−
p∑
l=1
b
bαl
[
ζ
(
α, 1 +
z
bl
)
− ζ
(
α, 1 +
z + bp
bl
)]
.
The case α = 1 is given, for all z ≥ 0, by
bp−1∑
n=1
sb (n)
(z + n) (z + n+ 1)
=
p−1∑
l=0
1
bl
[
ψ
(
1 +
z + bp
bl
)
− ψ
(
1 +
z
bl
)]
−
p∑
l=1
b
bl
[
ψ
(
1 +
z + bp
bl
)
− ψ
(
1 +
z
bl
)]
.
The binary case b = 2 has the following simple form:
Corollary 2. For all α 6= 1 and z ≥ 0,
2p−1∑
n=1
s2 (n)
(
1
(z + n)
α −
1
(z + n+ 1)
α
)
=
p−1∑
l=0
1
(2l+1)
α
[
ζ
(
α,
1
2
+
z
2l+1
)
− ζ
(
α, 1 +
z
2l+1
)
(2.1)
−ζ
(
α,
1
2
+
z + 2p
2l+1
)
+ ζ
(
α, 1 +
z + 2p
2l+1
)]
.
The special case α = 1 is given, for all z ≥ 0, by
2p−1∑
n=1
s2 (n)
(z + n) (z + n+ 1)
=
p−1∑
l=0
1
2l+1
[
ψ
( z
2l+1
+ 1
)
− ψ
(
z
2l+1
+
1
2
)
(2.2)
−ψ
(
z + 2p
2l+1
+ 1
)
+ ψ
(
z + 2p
2l+1
+
1
2
)]
.
Remark 3. The right-hand side of (2.1) can also be expressed as the double sum
2α
p−1∑
l=0
∑
n≥1
(
(−1)n
(z + n · 2l+1)α −
(−1)n
(z + 2p + n · 2l+1)α
)
.
Proof. As for most other results in this section, the main part of the proof of Thm 1 is provided only
in the case b = 2 for two reasons: first, its extension to an arbitrary base b is elementary and does not
require any extra tools; second, the binary case is easier to write and reveals the mechanism of the
proof more directly. Let us thus assume b = 2. We first need the following recurrence for the function
J
(2)
N (x), which we write as JN (x) for simplicity.
Lemma 4. A recurrence for JN (x) is
(2.3) J2N+1 (x) =
1
2
JN
(x
2
)
+ γN (x) .
As a consequence, for all integers N and p,
(2.4) JN ·2p−1 (x) =
1
2p
JN−1
( x
2p
)
+
p−1∑
l=0
1
2l
γN ·2p−1−l−1
( x
2l
)
.
The case N = 1 is
J2p−1 (x) =
p−1∑
l=0
1
2l
[
β
( x
2l
+ 1
)
− β
( x
2l
+ 2p−l + 1
)]
(2.5)
or equivalently (2.2).
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Proof. Using the recurrences
s2 (2n) = s2 (n) , s2 (2n+ 1) = s2 (n) + 1,
we deduce
J2N−1 (x) =
N−1∑
n=1
s2 (n)
[
1
(x+ 2n) (x+ 2n+ 1)
+
1
(x+ 2n+ 1) (x+ 2n+ 2)
]
+ γN−1 (x)
=
N−1∑
n=1
2s2 (n)
(x+ 2n) (x+ 2n+ 2)
+ γN−1 (x)
=
1
2
N−1∑
n=1
s2 (n)(
x
2 + n
) (
x
2 + n+ 1
) + γN−1 (x) = 1
2
JN−1
(x
2
)
+ γN−1 (x) .
Iterating this identity gives
JN ·2p−1 (x) =
1
2p
JN−1
( x
2p
)
+
p−1∑
l=0
1
2l
γN ·2p−1−l−1
( x
2l
)
.
Choosing N = 1 and noticing that J0 (x) = 0 gives (2.5). 
The proof of Thm 1 starts with the Mellin transform [16, Entry 2.2.4.25]∫ +∞
0
xα−1
(x+ z) (x+ z + 1)
dx =
pi
sinpiα
(
zα−1 − (z + 1)α−1
)
,
with 0 < α < 1 and z ≥ 0; replacing z by z + n produces∫ +∞
0
xα−1
(x+ z + n) (x+ z + n+ 1)
dx =
pi
sinpiα
(
(z + n)
α−1 − (z + n+ 1)α−1
)
.
Replacing x by x+ z in the left-hand side of (2.2), multiplying by xα−1 and integrating yields
pi
sinpiα
2p−1∑
n=1
s2 (n)
(
1
(z + n)
1−α −
1
(z + n+ 1)
1−α
)
.
Next, using [17, Entry 2.3.1.5],∫ +∞
0
xα−1 [ψ (x+ a)− ψ (x+ b)] dx = pi
sinpiα
[ζ (1− α, b)− ζ (1− α, a)] ,
for a, b > 0 and 0 < α < 1, allows us to deduce∫ +∞
0
xα−1
[
ψ
( x
2l+1
+ a
)
− ψ
( x
2l+1
+ b
)]
dx =
(
2l+1
)α pi
sinpiα
[ζ (1− α, b)− ζ (1− α, a)] .
Replacing x by x+ z in the right-hand side and integrating after multiplication by xα−1 produces
p−1∑
l=0
1
2l+1
∫ +∞
0
xα−1
[
ψ
(
x+ z
2l+1
+ 1
)
− ψ
(
x+ z
2l+1
+
1
2
)
− ψ
(
x+ z
2l+1
+ 2p−l−1 + 1
)
+ ψ
(
x+ z
2l+1
+ 2p−l−1 +
1
2
)]
dx
=
pi
sinpiα
p−1∑
l=0
1
(2l+1)
1−α
[
ζ
(
1− α, 1
2
+
z
2l+1
)
− ζ
(
1− α, 1 + z
2l+1
)
−ζ
(
1− α, 2p−l−1 + 1
2
+
z
2l+1
)
+ ζ
(
1− α, 2p−l−1 + 1 + z
2l+1
)]
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and we deduce, for all z ≥ 0 and for 0 < α < 1,
2p−1∑
n=1
s2 (n)
(
1
(z + n)1−α
− 1
(z + n+ 1)1−α
)
=
p−1∑
l=0
1
(2l+1)
1−α
[
ζ
(
1− α, 1
2
+
z
2l+1
)
− ζ
(
1− α, 1 + z
2l+1
)
−ζ
(
1− α, 1
2
+
z + 2p
2l+1
)
+ ζ
(
1− α, 1 + z + 2
p
2l+1
)]
.
Replacing α by 1− α produces identity (2.1) for any 0 < α < 1.
Taking the derivative with respect to the variable z of the left-hand side of (2.1) replaces α by α+1
with a prefactor (−α) . The representation of the Hurwitz zeta function [15, 25.11.8]
ζ
(
α,
w + 1
2
)
− ζ
(
α,
w
2
+ 1
)
= 2α
∑
n≥1
(−1)n
(w + n)
α
shows that computing the derivative with respect to z of the right-hand side of (2.1) produces exactly
the same effect. Hence α ∈ (0, 1) can be replaced by α+1 so that (2.1) holds in fact for all non-integer
α > 0. By continuity, it holds for all α > 0 such that α 6= 1.
In the case of an arbitrary base b, the previous result can easily be shown to extend to the following
identity:
bp−1∑
n=1
sb (n)
(
1
(z + n)α
− 1
(z + n+ 1)α
)
=
p−1∑
l=0
1
(bl+1)
α
b−1∑
k=1
k
[
ζ
(
α,
k
b
+
z
bl+1
)
− ζ
(
α,
k
b
+
z
bl+1
+ bp−l−1
)
− ζ
(
α,
k + 1
b
+
z
bl+1
)
+ ζ
(
α,
k + 1
b
+
z
bl+1
+ bp−l−1
)]
.
Then denoting
αk = ζ
(
α,
k
b
+
z
bl+1
)
− ζ
(
α,
k
b
+
z
bl+1
+ bp−l−1
)
,
the inner sum in Thm 1 reads
b−1∑
k=1
k [αk − αk+1] =
b∑
k=1
αk − bαb.
Moreover,
b∑
k=1
αk =
b∑
k=1
ζ
(
α,
k
b
+
z
bl+1
)
− ζ
(
α,
k
b
+
z
bl+1
+ bp−l−1
)
=
b∑
k=1
ζ
(
α,
k + z′
b
)
− ζ
(
α,
k + z′′
b
)
with
z′ =
z
bl
and z′′ =
z
bl
+ bp−l.
This expression can be simplified using the multiplication formula for the Hurwitz zeta function [15,
25.11.15]
(2.6) bαζ (α, z)−
(
b
z
)α
=
b∑
k=1
ζ
(
α,
z + k
b
)
.
By applying this multiplication formula, we obtain
b∑
k=1
αk =
(
bαζ (α, z′)−
(
b
z′
)α)
−
(
bαζ (α, z′′)−
(
b
z′′
)α)
.
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Noticing that ∑
n≥1
1
(z + n)
α = ζ (α, z)−
1
zα
= ζ (α, z + 1) ,
this sum reads equivalently
b∑
k=1
αk = b
α
[
ζ
(
α, 1 +
z
bl
)
− ζ
(
α, 1 +
z + bp
bl
)]
.
We deduce
b−1∑
k=1
k [αk − αk+1] = bα
[
ζ
(
α, 1 +
z
bl
)
− ζ
(
α, 1 +
z + bp
bl
)]
− b
[
ζ
(
α, 1 +
z
bl+1
)
− ζ
(
α, 1 +
z
bl+1
+ bp−l−1
)]
.
Finally, the right-hand side sum in Thm 1 is
p−1∑
l=0
1
bαl
[
ζ
(
α, 1 +
z
bl
)
− ζ
(
α, 1 +
z + bp
bl
)]
−
p−1∑
l=0
b
b(l+1)α
[
ζ
(
α, 1 +
z
bl+1
)
− ζ
(
α, 1 +
z
bl+1
+ bp−l−1
)]
and can be simplified to the final result
p−1∑
l=0
1
bαl
[
ζ
(
α, 1 +
z
bl
)
− ζ
(
α, 1 +
z + bp
bl
)]
−
p∑
l=1
b
blα
[
ζ
(
α, 1 +
z
bl
)
− ζ
(
α, 1 +
z + bp
bl
)]
.
The case b = 2 is equivalent to, but more involved than that in Corollary 2.
In the case α = 1, we use the multiplication formula for the digamma function [15, 5.15.7]
ψ (bz) =
1
b
b−1∑
k=0
ψ
(
z +
k
b
)
+ log b.
Similarly to the above computation, we obtain
b−1∑
k=1
k [αk − αk+1] =
b∑
k=1
αk − bαb
with
αk = ψ
(
k
b
+
z + bp
bl+1
)
− ψ
(
k
b
+
z
bl+1
)
.
Therefore
b∑
k=1
αk =
b∑
k=1
ψ
(
k
b
+ z′
)
− ψ
(
k
b
+ z′′
)
,
with
z′ =
z + bp
bl+1
, z′′ =
z
bl+1
.
Since
b∑
k=1
ψ
(
z +
k
b
)
=
b−1∑
k=0
ψ
(
z +
k
b
)
+ ψ (z + 1)− ψ (z)
=
b−1∑
k=0
ψ
(
z +
k
b
)
+
1
z
,
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we deduce
b∑
k=1
αk =
1
z′
− 1
z′′
+ bψ (bz′)− bψ (bz′′)
=
bl+1
z + bp
− b
l+1
z
+ bψ
( z
bl
+ bp−l
)
− bψ
( z
bl
)
= b
[
bl
z + bp
+ ψ
( z
bl
+ bp−l
)
− b
l
z
− bψ
( z
bl
)]
= b
[
ψ
(
1 +
z + bp
bl
)
− ψ
(
1 +
z
bl
)]
.
Hence
b−1∑
k=1
k [αk − αk+1] = b
[
ψ
(
1 +
z + bp
bl
)
− ψ
(
1 +
z
bl
)
− αb
]
= b
[
ψ
(
1 +
z + bp
bl
)
− ψ
(
1 +
z
bl
)]
− b
[
ψ
(
1 +
z + bp
bl+1
)
− ψ
(
1 +
z
bl+1
)]
.
The right-hand side of Thm 1 reads then
p−1∑
l=0
1
bl
[
ψ
(
1 +
z + bp
bl
)
− ψ
(
1 +
z
bl
)
− ψ
(
1 +
z + bp
bl+1
)
+ ψ
(
1 +
z
bl+1
)]
and can be easily simplified to the final result.

3. Asymptotics
As a consequence of (2.4), we deduce several expressions for J∞ (x). Notice that a limit such as
(3.1) lim
p→+∞
2p−1∑
n=1
s2 (n)
(
1
(z + n)
α −
1
(z + n+ 1)
α
)
is the limit of a subsequence of the sequence
q∑
n=1
s2 (n)
(
1
(z + n)
α −
1
(z + n+ 1)
α
)
.
Since the latter is convergent as q → +∞, any subsequence will converge toward the same limit so
that there is no ambiguity in computing the limit (3.1).
Theorem 5. For any α > 0 such as α 6= 1 and for any z ≥ 0, the series
+∞∑
n=1
sb (n)
(
1
(z + n)α
− 1
(z + n+ 1)α
)
is equal to
bζ (α, 1 + z) + (1− b)
+∞∑
l=1
1
blα
ζ
(
α, 1 +
z
bl
)
.
Proof. We prove the case b = 2 by showing that the term
p−1∑
l=0
1
(2l+1)
α
[
ζ
(
α,
1
2
+
z + 2p
2l+1
)
− ζ
(
α, 1 +
z + 2p
2l+1
)]
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in (2.1) converges to 0 as p→ +∞. This sum can be expressed, using the integral representation [15,
25.11.35]
ζ
(
α,
a
2
)
− ζ
(
α,
a+ 1
2
)
=
2α
Γ (α)
∫ +∞
0
xα−1
1 + e−x
e−axdx,
as follows:
1
Γ (α)
∫ +∞
0
xα−1
1 + e−x
p−1∑
l=0
2−αle−
1
2l
(z+2p)xdx.
The sum can be upper-bounded as follows
p−1∑
l=0
2−αle−
1
2l
(z+2p)x ≤
p−1∑
l=0
2−αle−2
p−lx.
A study of the function
h (u) = 2−αue−x·2
p−u
= e−αu log 2−x2
p−u
shows that it satisfies
h′ (u) = h (u)
(−α log 2− x2p−u log 2) .
It is positive on u ∈ [0, p] and its unique maximum value over this interval can be computed as follows:
max
u∈[0,p]
h (u) = h
(
p− log (α/x)
log 2
)
= 2α(
log(α/x)
log 2 −p)e−x·2
log(α/x)
log 2 ≤ K · 2−αp,
where the positive constant K depends on x and α only. Therefore, we have the bound
p−1∑
l=0
2−αle−
1
2l
(z+2p)x ≤ Kp2−αp.
Since α > 0, this bound goes to 0 with p, which proves the result. The case of an arbitrary value of b
can be proved accordingly. 
Corollary 6. The series
J (b)∞ (x) =
+∞∑
n=1
sb (n)
(x+ n) (x+ n+ 1)
(3.2)
can be expressed as follows
(3.3) J (b)∞ (x) =
b
b− 1 log b+
∑
l≥0
1
bl
[
ψ
( x
bl+1
)
− ψ
( x
bl
)
+
b− 1
x
]
.
It has a Taylor expansion at x = 0 given by
J (b)∞ (x) =
b
b− 1 log b− b
∑
n≥1
1− bn
1− bn+1
ψ(n) (1)
n!
xn(3.4)
=
b
b− 1 log b+
∑
n≥1
(−1)n ζ (n+ 1) b
n+1 − b
bn+1 − 1x
n.(3.5)
Proof. The identity
(3.6) J (b)∞ (x) =
∑
l≥0
1
bl
b−1∑
k=1
k
b
[
ψ
(
k + 1
b
+
x
bl+1
)
− ψ
(
k
b
+
x
bl+1
)]
.
is obtained either as the limit case α = 1 in Theorem 5, or as the limit case p → ∞ followed by
elementary simplifications in Thm 1. Using the multiplication theorem for the digamma function in
identity (3.6) gives the second result. The Taylor expansion is a direct consequence of this identity. 
Remark 7. The special case x = 0 in (3.4) coincides with identity (1.3).
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Integration of (3.6) yields the following infinite product:
Theorem 8. The following identity holds for all z ∈ R,
(3.7)
∏
n≥1
(
1 + z
n
1 + z
n+1
)sb(n)
= bz
b
b−1
∏
l≥0
Γb
(
1 + z
bl+1
)
Γ
(
1 + z
bl
) .
Proof. Integrating both representations
J (b)∞ (x) =
+∞∑
n=1
sb (n)
(x+ n) (x+ n+ 1)
=
∑
l≥0
1
bl
b−1∑
k=1
k
b
[
ψ
(
k + 1
b
+
x
bl+1
)
− ψ
(
k
b
+
x
bl+1
)]
gives on one side ∫ z
0
+∞∑
n=1
sb (n)
(x+ n) (x+ n+ 1)
dx = log
∏
n≥1
(
1 + z
n
1 + z
n+1
)sb(n)
and on the other side ∫ z
0
∑
l≥0
1
bl
b−1∑
k=1
k
b
[
ψ
(
k + 1
b
+
x
bl+1
)
− ψ
(
k
b
+
x
bl+1
)]
dx
=
∑
l≥0
1
bl
b−1∑
k=1
k
b
bl+1 log
(
Γ
(
z
bl+1
+ k+1
b
)
Γ
(
+k+1
b
) Γ
(
k
b
)
Γ
(
z
bl+1
+ k
b
)
)
= log
∏
l≥0
b−1∏
k=1
[
Γ
(
z
bl+1
+ k+1
b
)
Γ
(
k+1
b
) Γ
(
k
b
)
Γ
(
z
bl+1
+ k
b
)
]k
.
Taking the exponential of both sides gives
∏
n≥1
(
1 + z
n
1 + z
n+1
)sb(n)
=
∏
l≥0
b−1∏
k=1
[
Γ
(
z
bl+1
+ k+1
b
)
Γ
(
k+1
b
) Γ
(
k
b
)
Γ
(
z
bl+1
+ k
b
)
]k
.
Denote
αk =
Γ
(
z
bl+1
+ k
b
)
Γ
(
k
b
)
so that the right-hand side reads
∏
l≥0
b−1∏
k=1
(
αk+1
αk
)k
=
∏
l≥0
α2
α1
α23
α22
· · ·
(
αb
αb−1
)b−1
=
∏
l≥0
b−1∏
k=1
(
αb
αk
)
and can be expressed as
αb
αk
=
Γ
(
z
bl+1
+ 1
)
Γ (1)
Γ
(
k
b
)
Γ
(
z
bl+1
+ k
b
) = z
bl+1
B
(
z
bl+1
,
k
b
)
where B is Euler’s beta function. Thus right-hand side is
∏
l≥0
( z
bl+1
)b−1 b−1∏
k=1
B
(
z
bl+1
,
k
b
)
.
Using Euler’s duplication formula allows to simplify the product of Beta functions as
b−1∏
k=1
B
(
z
bl+1
,
k
b
)
= bb
z
bl+1
−1Γ
b
(
z
bl+1
)
Γ
(
b z
bl+1
)
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so that the right-hand side is∏
l≥0
( z
bl+1
)b−1
b
z
bl
−1Γ
b
(
z
bl+1
)
Γ
(
z
bl
) =∏
l≥0
b
z
bl
Γb
(
1 + z
bl+1
)
Γ
(
1 + z
bl
) = bz bb−1 ∏
l≥0
Γb
(
1 + z
bl+1
)
Γ
(
1 + z
bl
) ,
which is the desired result. 
Using Legendre’s duplication formula for the Gamma function and Knar’s formula
Γ (1 + z) = 22z
∏
k≥1
Γ
(
1
2 +
z
2k
)
Γ
(
1
2
) ,
the binary case b = 2 simplifies as follows:
Corollary 9. We have
(3.8)
∏
n≥1
(
1 + z
n
1 + z
n+1
)s2(n)
=
22z
Γ (z + 1)
∏
l≥1
Γ
( z
2l
+ 1
)
.
Considering this identity with special values of z gives the following result.
Corollary 10. We have
(3.9)
∏
n≥1
(
1 + 1
n
1 + 1
n+1
1 + 12n+2
1 + 12n
)s2(n)
=
pi
2
.
Proof. Evaluating (3.8) at z = 1 gives
∏
n≥1
(
1 + 1
n
1 + 1
n+1
)s2(n)
= 4
∏
l≥1
Γ
(
1
2l
+ 1
)
,
while at z = 12 we obtain
∏
n≥1
(
1 + 12n
1 + 12n+2
)s2(n)
=
4√
pi
∏
l≥1
Γ
(
1
2l+1
+ 1
)
.
Dividing the former identity by the latter gives the result. 
More generally, evaluating (3.7) at z = 12p with p a positive integer gives
∏
n≥1
(
1 + 1
n·2p
1 + 1(n+1)·2p
)s2(n)
=
22
1−p
Γ
(
1
2p + 1
) ∏
l≥1
Γ
(
1
2p+l
+ 1
)
,
from which we deduce
∏
n≥1
(
1 + 1
n
1 + 1
n+1
1 + 1(n+1)2p
1 + 1
n·2p
)s2(n)
= 22−2
1−p
Γ
(
1
2p
+ 1
) ∏
1≤l≤p
Γ
(
1
2l
+ 1
)
and ∏
n≥1
(
1 + 1
n·2p
1 + 1(n+1)2p
1 + 1(n+1)2p+1
1 + 1
n·2p+1
)s2(n)
= 22
−p Γ2
(
1 + 12p+1
)
Γ
(
1 + 12p
) .
The case p = 0 is (3.9) and the case p = 1 is
∏
n≥1
(
1 + 12n
1 + 12n+2
1 + 14n+4
1 + 14n
)s2(n)
= 2
√
2
pi
Γ2
(
5
4
)
=
pi
2
∏
k≥1
tanh2
(
k
pi
2
)
,
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where the infinite product representation is obtained as a consequence of the infinite product repre-
sentation ∏
k≥1
tanh
(
k
pi
2
)
=
(pi
2
) 1
4 1
Γ
(
3
4
)
and the duplication formula which links Γ
(
1
4
)
, Γ
(
3
4
)
and Γ
(
1
2
)
.
As a consequence of the identity [10, Table 3, (iii)]
Γ
(
1
4
)
= 2pi
1
4
√
K
(
1√
2
)
,
where K (k) is the complete elliptic integral of the first kind
K (k) =
∫ pi
2
0
dt√
1− k2 sin2 t
,
we also have ∏
n≥1
(
1 + 12n
1 + 12n+2
1 + 14n+4
1 + 14n
)s2(n)
=
1√
2
K
(
1√
2
)
.
The case p = 2 is ∏
n≥1
(
1 + 14n
1 + 14n+4
1 + 18n+8
1 + 18n
)s2(n)
= 2
1
4
Γ2
(
1 + 18
)
Γ
(
1 + 14
) .
Remark 11. Taking the p−th derivative at x = 0 in (3.2) gives
J (p)∞ (0) = (−1)p p!
∑
n≥1
s2 (n)
[
1
np+1
− 1
(n+ 1)
p+1
]
,
which is also equal, by (3.4), to
J (p)∞ (0) = −2
1− 2p
1− 2p+1ψ
(p) (1) .
Therefore, with
ψ(p) (1)
p!
= (−1)p+1 ζ (p+ 1) ,
and after replacing p+ 1 with p, we recover the well-known result [3]∑
n≥1
s2 (n)
[
1
np
− 1
(n+ 1)p
]
=
21−p − 1
2−p − 1
∑
n≥1
1
np
.
4. Lambert series
4.1. Inverse Laplace transform. The inverse Laplace transform provides variations of the previous
identities. We use the inverse Laplace formulas
L−1
[
1
p+ a
]
= e−au,
and [18, Entry 3.1.4.2]
L−1 [ψ (ap+ b)− ψ (ap+ c)] = 1
a
e−
c
au − e− bau
1− e−ua .
Taking the inverse Laplace transform of (3.6) gives
+∞∑
n=1
sb (n)
[
e−nu − e−(n+1)u
]
=
∑
l≥0
1
bl
b−1∑
k=1
k
b
bl+1
e−kb
lu − e−(k+1)blu
1− e−ubl+1 .
Denoting z = e−u and simplifying gives the following result:
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Theorem 12. A generating function for the sequence sb (n) is
∑
n≥1
sb (n) z
n =
1
1− z
∑
l≥0
zb
l
+ 2z2b
l
+ · · ·+ (b− 1) z(b−1)bl
1 + zbl + z2bl + · · ·+ z(b−1)bl(4.1)
=
1
1− z
∑
l≥0
zb
l − bzbl+1 + (b− 1) z(b+1)bl(
1− zbl) (1− zbl+1) .
This result is not new [1, Thm 1]. The binary case is interesting since it involves a Lambert series:
(4.2)
∑
n≥1
s2 (n) z
n =
1
1− z
∑
l≥0
z2
l
z2l + 1
.
Analogously, taking the inverse Laplace of the finite generating function (2.1) gives a finite version
of the previous result.
Theorem 13. The finite generating function of the sequence s2 (n) can be expressed as the finite
Lambert series
(4.3)
bp−1∑
n≥1
sb (n) z
n =
1− zbp
1− z
∑
l≥0
zb
l − bzbl+1 + (b− 1) z(b+1)bl(
1− zbl) (1− zbl+1) .
The binary case is
2p−1∑
n≥1
s2 (n) z
n =
1− z2p
1− z
p−1∑
l=0
z2
l
1 + z2l
.
Looking at the function
1− z2p
1− z
p−1∑
l=0
z2
l
1 + z2l
in the case p = 3 produces
1− z8
1− z
[
z
1 + z
+
z2
1 + z2
+
z4
1 + z4
]
=
1− z8
1− z
[
z
1− z
1− z2 + z
2 1− z2
1− z4 + z
4 1− z4
1− z8
]
= z
(
1 + z2 + z4 + z6
)
+ z2 (1 + z)
(
1 + z4
)
+ z4
(
1 + z + z2 + z3
)
.
The first term z
(
1 + z2 + z4 + z6
)
counts all the occurrences of 1’s as the rank 0 (least significant)
bit in the binary representations of the numbers from 0 to 7. The second term z2 (1 + z)
(
1 + z4
)
counts all the occurrences of 1’s as the rank 1 bit in these numbers, and so on. Hence formula (4.3)
has a simple combinatorial interpretation: it counts the ones in the binary expansions of the integers
between 0 and 2p − 1 rank-wise. This interpretation extends directly to the case of an arbitrary base.
4.2. The sequence ∆s2 (n). The sequence
∆s2 (n) = s2 (n+ 1)− s2 (n)
appears naturally in the generating function (4.2). In this section we exhibit some links between this
sequence and other sequences that appear in number theory.
First, write (4.2) in the equivalent form
∑
n≥1
∆s2 (n− 1) zn =
∑
l≥0
z2
l
z2l + 1
.
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Together with ∑
n≥1
s2 (n)
[
1
np
− 1
(n+ 1)p
]
=
21−p − 1
2−p − 1 ζ (p) ,
both identities are recognized as instances of a more general equivalence that has appeared before [9,
Pb 11 page 300]. First, denote the Dirichlet eta function by
(4.4) η (s) =
∑
n≥1
(−1)n−1
ns
=
(
1− 21−s) ζ (s) .
Given two sequences {an} and {bn},
η (s)
∑
n≥1
an
ns
=
∑
n≥1
bn
ns
if and only if ∑
n≥1
an
xn
1 + xn
=
∑
n≥1
bnx
n.
The special case obtained here corresponds to bn = s2 (n)− s2 (n− 1) and an =
{
1, n = 2p;
0, otherwise.
This
is a consequence of the way both Lambert and Dirichlet series encode divisors sums, a viewpoint which
we now will explore.
Let us denote the 2−adic valuation of n, i.e. the exponent of the highest power of 2 that divides n,
by ν2 (n) . We have the following result due to Legendre.
Theorem 14. The 2−adic valuation sequence and the ∆s2 (n− 1) sequence are related as follows:
(4.5) ∆s2 (n− 1) + ν2 (n) = 1, n ≥ 1.
As a consequence,
(4.6) s2 (n) = n−
n∑
k=1
ν2 (k) , n ≥ 1.
Although this result is well-known, we propose a proof that is a consequence of the Lambert series
representation (4.2) obtained for the generating function of the sequence s2 (n) .
Proof. Let
{
δ
(2)
n
}
denote the indicator of a power of 2 sequence defined by
(4.7) δ(2)n =
{
1, if n = 2l;
0, otherwise.
The Lambert generating function (4.2) can be expressed equivalently as follows:∑
n≥1
∆s2 (n− 1) zn =
∑
n≥1
δ(2)n
zn
1 + zn
.
Expansion of the right-hand side gives∑
n≥1
δ(2)n
zn
1 + zn
=
∑
n≥1
δ(2)n
∑
j≥1
znj (−1)j+1 =
∑
j≥1
zj
∑
d|j
δ
(2)
d (−1)
j
d+1 ,
so that
(4.8) ∆s2 (n− 1) =
∑
d|n
(−1)nd+1 δ(2)d .
Since
{
δ
(2)
n
}
is the indicator sequence for the powers of 2, only those divisors d that are powers of 2
contribute to this sum. More precisely, each of the ν2 (n) values of d ∈
{
1, 2, . . . , 2ν2(n)−1
}
contributes
FINITE GENERATING FUNCTIONS FOR THE SUM OF DIGITS SEQUENCE 15
a (−1) term since, for all these values, n
d
is a non-zero power of 2 so that n
d
+ 1 is odd. Only the
highest value d = 2ν2(n) contributes a (+1) term, so that the sum of all these contributions is 1−ν2 (n).
Identity (4.6) is obtained by replacing n by k in (4.5) and summing over k in the interval [1, n] . 
We thank V. H. Moll for suggesting that this result is also in fact equivalent to Legendre’s formula
(4.9) ν2 (n!) + s2 (n) = n.
Indeed,
ν2 (n) = ν2 (n!)− ν2 ((n− 1)!)
by the multiplicative property of the valuation function; then using (4.9) gives (4.5), and proving the
other way is equally simple.
The next result is an equivalent form of (4.8).
Theorem 15. The sequence
{
δ
(2)
n
}
is related to the sequence {∆s2 (n)} by
δ(2)n =
∑
d|n
cn
d
∆s2 (d− 1) ,
where the sequence {cn} is defined in terms of the Möbius function {µ (n)} by
(4.10) cn =
{
µ (n) , n odd;
2ν2(n)−1µ
(
n
2ν2(n)
)
, n even.
Proof. This result can be obtained by Möbius-inverting identity (4.8). However, we give a second proof
by rewriting the generating function (4.2) in the form
(4.11)
∑
n≥1
δ
(2)
n
ns
=
1
η (s)
∑ ∆s2 (n− 1)
ns
where, as above,
{
δ
(2)
n
}
is the indicator function (4.7). The inverse of Dirichlet’s eta function can be
computed from (4.4) so that
1
η (s)
=
1
1− 21−s
1
ζ (s)
=
1
1− 21−s
∑
n≥1
µ (n)
ns
where µ (n) is the Möbius function. Identifying gives
1
η (s)
=
∑
n≥1
cn
ns
with {cn} as in (4.10). We deduce the desired result from (4.11). 
Our last result in this section is a combinatorial interpretation of the sequence
{
δ
(2)
n
}
.
Theorem 16. Denote the number of partitions of n into an even and odd number of parts by po (n)
and pe (n) respectively, and the number of powers of 2 in all partitions of n into distinct parts by P2 (n).
The sequences
{
δ
(2)
n
}
, {P2 (n)} , po (n) and pe (n) are related by the convolution formula
δ(2)n = P2 ∗ (pe − po)
=
n∑
k=1
P2 (k) (pe (n− k)− po (n− k)) .
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Proof. Denote the q−Pochhammer symbol by
(a; q)∞ =
∏
k≥0
(
1− aqk) .
Merca and Schmidt have recently shown [14] the Lambert series factorization
∑
n≥1
an
qn
1 + qn
=
1
(−q; q)∞
∑
n≥1
qn
n∑
k=1
(so (n, k) + se (n, k)) ak,
where so (n, k) and se (n, k) are the number of k
′s in all partitions of n into an odd and even number
of distinct parts respectively. We first notice that 1(−q;q)
∞
is the generating function for the difference
of the number of partitions of n into an even and an odd number of parts, so that
1
(−q; q)∞
=
∑
n≥0
qn (pe (n)− po (n)) .
Moreover,
{
δ
(2)
n
}
being the indicator function for powers of two, we have
∑
n≥1
qn
n∑
k=1
(so (n, k) + se (n, k)) ak =
∑
n≥1
qnP2 (n) ,
where P2 (n) counts the number of powers of 2 in all partitions of n into distinct parts, so that∑
n≥1
δ(2)n
qn
1 + qn
=
∑
n≥0
qn (pe (n)− po (n))
∑
n≥1
qnP2 (n) .
Comparing coefficients gives the result. 
5. About sums of the form SN (x) =
∑2N−1
n=0 (−1)s2(n) f (x+ n)
5.1. A general identity. Here we give the first values of SN (x):
with N = 1,
S1 (x) = f (x) − f (x+ 1) = −∆1f (x) ,
N = 2,
S2 (x) = f (x) − f (x+ 1)− f (x+ 2) + f (x+ 3)
= −∆1f (x) + ∆1f (x+ 2) = ∆1∆2f (x) ,
and N = 3,
S3 (x) = f (x)− f (x+ 1)− f (x+ 2) + f (x+ 3)
− f (x+ 4) + f (x+ 5) + f (x+ 6)− f (x+ 7)
= S2 (x)− S2 (x+ 4) = −∆1∆2∆4f (x) .
Here ∆i is the finite forward difference operator
∆if (x) = f (x+ i)− f (x) .
These first cases suggest the general identity
(5.1) SN (x) = (−1)N ∆1∆2∆4 . . .∆2N−1f (x) ,
which can be easily proved by induction on N. In this formula, the operators ∆k commute, and the
right-hand side can be expanded using
(5.2) ∆kf (x) = f (x+ k)− f (x) = kf ′ (x+ kU)
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with the symbolic notation
(5.3) f (x+ U) =
∫ 1
0
f (x+ u) du.
We can then rewrite
SN (x) = (−1)N 2
(N−1)N
2 f (N)
(
x+ U0 + 2U1 + · · ·+ 2N−1UN−1
)
.
This formula can be simplified since, for example,
f (x+ 2U1) =
∫ 1
0
f (x+ 2u)du =
1
2
∫ 2
0
f (x+ v) dv
=
1
2
∫ 1
0
f (x+ v) dv +
1
2
∫ 2
1
f (x+ v) dv
=
1
2
f (x+ U) +
1
2
f (x+ U + 1) .
More generally
f
(
x+ 2iUi
)
=
1
2i
2i−1∑
ki=0
f (x+ Ui + ki) ,
so that, with1 VN = U0 + · · ·+ UN−1,
(5.4) SN (x) = (−1)N
1∑
k1=0
. . .
2N−1−1∑
kN−1=0
f (N) (x+ VN + k1 + · · ·+ kN−1) .
Now consider an arbitrary function g and the multiple sums
TN (x) =
1∑
k1=0
. . .
2N−1∑
kN=0
g (x+ k1 + · · ·+ kN ) .
For example,
T1 (x) =
1∑
k1=0
g (x+ k1) = g (x) + g (x+ 1) ,
T2 (x) =
1∑
k1=0
3∑
k2=0
g (x+ k1 + k2) = g (x) + 2g (x+ 1) + 2g (x+ 2) + 2g (x+ 3) + g (x+ 4) ,
and
T3 (x) =
1∑
k1=0
3∑
k2=0
7∑
k3=0
g (x+ k1 + k2 + k3) = g (x) + 3g (x+ 1) + 5g (x+ 2)
+ 7g (x+ 3) + 8g (x+ 4) + 8g (x+ 5) + 8g (x+ 6) + 8g (x+ 7) + 7g (x+ 8)
+ 5g (x+ 9) + 3g (x+ 10) + g (x+ 11) .
The sequences of 2N+1 −N − 2 coefficients α(N)k that appear in the sum
(5.5) TN (x) =
2N−N−1∑
k=0
α
(N)
k g (x+ k)
1Note that the symbol VN is defined by its action on f as follows
f (x+ VN ) =
∫
1
0
. . .
∫
1
0
f (x+ u0 + · · ·+ uN−1) du0 . . . duN−1
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are, for N = 1 to 3 and 0 ≤ k ≤ 2N+1 −N − 2,
1, 1
1, 2, 2, 1
1, 3, 5, 7, 8, 8, 8, 8, 7, 5, 3, 1
The sequence
1, 1, 1, 2, 2, 2, 1, 1, 3, 5, 7, 8, 8, 8, 8, 7, 5, 3, 1, . . .
appears as sequence A131823 in the Online Encyclopedia of Integer Sequences (OEIS), along with the
generating function
(5.6)
2N+1−N−2∑
k=0
α
(N)
k x
k =
N−1∏
i=0
(
1 + x2
i
)N−i
.
For example, the case N = 2 is
(1 + x)2
(
1 + x2
)1
=
(
1 + 2x+ x2
) (
1 + x2
)
= 1 + 2x+ 2x2 + 2x3 + x4.
Although this result is not mentioned in its OEIS entry, this sequence has a combinatorial interpretation
as a restricted partition function, namely
α
(N)
k = #
{
0 ≤ k1 ≤ 1, . . . , 0 ≤ kN ≤ 2N − 1 | k1 + · · ·+ kN = k
}
.
Also, it can be checked by induction on N that
(5.7) f (N) (x+ VN ) =
N∑
l=0
(
N
l
)
(−1)N−l f (x+ l) = ∆Nf (x) .
For example, using (5.3),
f ′ (x+ V1) = f
′ (x+ U0) = f (x+ 1)− f (x)
and
f ′′ (x+ V2) = f
′′ (x+ U0 + U1) = f
′ (x+ 1 + U1)− f ′ (x+ U1)
= f (x+ 2)− 2f (x+ 1) + f (x) .
Using (5.7) and (5.5), we finally obtain the following result:
Theorem 17. For integer N and an arbitrary function f
(5.8)
2N−1∑
n=0
(−1)s2(n) f (x+ n) = (−1)N
2N−N−1∑
k=0
α
(N−1)
k ∆
Nf (x+ k) .
Remark 18. Note that, by substituting x = 1 in (5.6), we have the sum
2N−N−1∑
k=0
α
(N−1)
k = 2
N(N−1)
2
so that the 2N −N − 1 positive coefficients
(5.9) p
(N−1)
k =
1
2
N(N−1)
2
α
(N−1)
k
sum to 1 and can be interpreted as probability weights; we can then rewrite identity (5.8) as follows:
(5.10)
2N−1∑
n=0
(−1)s2(n) f (x+ n) = (−1)N 2N(N−1)2
2N−N−1∑
k=0
p
(N−1)
k ∆
Nf (x+ k) .
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Example 19. Assuming that f is a polynomial of degree ≤ N − 1, we have ∆Nf = 0 so that the
right-hand side in (5.8) equals zero. We then recover the fact that the Prouhet-Thue-Morse sequence
(−1)s2(n) satisfies the following property [5, Section 5.1]: for all x,
2N−1∑
n=0
(−1)s2(n) P (x+ n) = 0
for any polynomial P with degP ≤ N − 1.
Example 20. The following identity, for k ≥ 1,
(5.11)
2N−1∑
n=0
(−1)s2(n) (x+ n)N = (−1)N 2N(N−1)2 N !
appears in Allouche and Shallit’s book concerning automatic sequences [2, page 116]. This can be
verified using (5.8) by choosing f (x) = xN so that ∆Nf (x) = N !. This hinges on the fact that
through (5.2),
∆xN = N (x+ U)N−1
and more generally
∆kxN =
N !
(N − k)! (x+ U1 + · · ·+ Uk)
N−k .
Therefore,
∆NxN = N !
and by noticing that the right-hand side of (5.10) reduces to
(−1)N 2N(N−1)2 N !
2N−N−1∑
k=0
p
(N−1)
k
with the sum equal to 1, we recover (5.11).
Example 21. Still in Allouche and Shallit’s book on automatic sequences [2, Pb 39 page 115], one
can find
(5.12)
2N−1∑
n=0
(−1)s2(n) (x+ n)N+1 = (−1)N (N + 1)!2N(N−1)2
(
x+
2N − 1
2
)
.
This can be verified by computing
∆NxN+1 =
(N + 1)!
1!
(x+ U1 + · · ·+ UN ) = (N + 1)!
(
x+
N
2
)
;
next we obtain for the right-hand side of (5.10)
(5.13)
(−1)N (N + 1)!2N(N−1)2
2N−N−1∑
k=0
p
(N−1)
k
(
x+ k +
N
2
)
= (−1)N (N + 1)!

x+ N
2
+
2N−N−1∑
k=0
kp
(N−1)
k

 .
The moment of order 1,
∑2N−N−1
k=0 kp
(N−1)
k , can be deduced from the generating function (5.6) by
computing its logarithmic derivative
d
dx
∏N−1
i=0
(
1 + x2
i
)N−i
∏N−1
i=0
(
1 + x2i
)N−i =
N−1∑
i=0
(N − i)
(
1 + x2
i
)N−i−2
2ix2
i−1
(
1 + x2i
)N−i
and evaluating at x = 1 to obtain
2N−N−1∑
k=0
kp
(N−1)
k =
1
2
2
N(N−1)
2
(
2N −N − 1) .
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Inserting in (5.13) gives (5.12).
We notice that two other proofs of (5.12) appear in [8], one by D. Callan based on purely combina-
torial arguments, and the other by R. Stong that uses the representation (5.2).
6. A general formula
In this last section, we derive a general formula for sums of the form
∑
n s2 (n) f (n) .
6.1. The base b = 2 case. Consider an arbitrary sequence f (n) and compute, as usual,∑
n≥1
s2 (n) f (n) =
∑
n≥1
s2 (2n) f (2n) +
∑
n≥0
s2 (2n+ 1) f (2n+ 1)
=
∑
n≥1
s2 (n) f (2n) +
∑
n≥0
s2 (n) f (2n+ 1) +
∑
n≥0
f (2n+ 1) ,
so that ∑
n≥0
s2 (n) [f (n)− f (2n)− f (2n+ 1)] =
∑
n≥0
f (2n+ 1) .
Hence, given an arbitrary function g (n) , solving for f (n) in the implicit equation
(6.1) g (n) = f (n)− f (2n)− f (2n+ 1)
would allow for the computation of the sum
∑
n≥0 s2 (n) g (n) as follows:∑
n≥0
s2 (n) g (n) =
∑
n≥0
f (2n+ 1) .
The next theorem gives the solution to equation (6.1).
Theorem 22. The equation
(6.2) g (n) = f (n)− f (2n)− f (2n+ 1)
has formal solution
(6.3) f (n) =
∑
k≥0
2k−1∑
l=0
g
(
2kn+ l
)
.
As a consequence,
∑
n≥1
s2 (n) g (n) =
∑
n≥0
f (2n+ 1) =
∑
n,k≥0
2k−1∑
l=0
g
(
2k+1n+ 2k + l
)
.
Proof. We introduce the dilation operator
ηf (n) = f (2n)
and the shift operator
δf (n) = f
(
n+
1
2
)
.
We then rewrite equation (6.2) symbolically as follows 2
g (n) = (1− η − ηδ) f (n) ,
so that we formally have
f (n) =
1
1− η − ηδ g (n) =
∑
k≥0
(η + ηδ)
k
g (n) .
Note that the two operators η and δ do not commute. However, we have
(η + ηδ) g (n) = g (2n) + g (2n+ 1) ,
2We borrow this elegant operational technique from G. E. Andrews [6].
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(η + ηδ)
2
g (n) = (η + ηδ) (g (2n) + g (2n+ 1))
= g (4n) + g (4n+ 2) + g (4n+ 1) + g (4n+ 3) ,
and more generally, by induction,
(η + ηδ)
k
g (n) =
2k−1∑
l=0
g
(
2kn+ l
)
.
Therefore, we have
f (n) =
∑
k≥0
2k−1∑
l=0
g
(
2kn+ l
)
.
It can be verified by substitution that
f (n) = g (n)
+ g (2n) + g (2n+ 1)
+ g (4n) + g (4n+ 1) + g (4n+ 2) + g (4n+ 3)
+ · · ·
indeed satisfies (6.2). 
Remark 23. The triple summation is formidable to solve. It is often easiest to deal with g(n) of a form
which allows for a high degree of telescoping. For example, in the simple case
g (n) =
1
ns
− 1
(2n)s
,
the sequence f (n) is evaluated as the telescoping sum
f (n) =
∑
k≥0
2k−1∑
l=0
1
(2kn+ l)
s −
1
(2k+1n+ l)
s =
1
ns
− 1
(n+ 1)s
.
Note that Allouche and Shallit [3] previously looked for all eigenfunctions of the operator
f (x) 7→ f (2x) + f (2x+ 1) .
They show that, under some technical conditions, this same sequence 1
ns
− 1(n+1)s is the only solution
to
f (2x) + f (2x+ 1) = λf (x) .
Corollary 24. More generally, the equation
(6.4) g (x+ n) = f (x+ n)− f (x+ 2n)− f (x+ 2n+ 1)
has formal solution
f (x+ n) =
∑
k≥0
2k−1∑
l=0
g
(
x+ 2kn+ l
)
.
As a consequence, ∑
n≥1
s2 (n) g (x+ n) =
∑
n≥0
f (x+ 2n+ 1)
=
∑
n≥0
∑
k≥0
2k−1∑
l=0
g
(
x+ 2k+1n+ 2k + l
)
.
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Remark 25. Choosing x = 0 and g (n) = zn in this identity yields
∑
n≥1
s2 (n) z
n =
∑
n≥0
∑
k≥0
2k−1∑
l=0
z2
k+1n+2k+l;
after summation over l first, then over n, we recover
∑
n≥1
s2 (n) z
n =
1
1− z
∑
k≥0
z2
k
1 + z2k
which is the Lambert series (4.2).
6.2. Recovering J∞. Our goal is to recover, from result (6.3), the expression
J∞ (x) =
∑
n≥1
s2(n)
(x + n)(x+ n+ 1)
=
∑
l≥0
1
2l
β
( x
2l
+ 1
)
.
Using the expansion of the digamma function
ψ(x+ 1) = −γ +
∑
k≥1
(
1
k
− 1
x+ k
)
,
we can express the Stirling β function as follows:
β(2x+ 1) =
1
2
ψ(x+ 1)− 1
2
ψ
(
x+
1
2
)
=
1
2
∑
k≥1
1
(x+ k)(x− 12 + k)
.
Therefore,
J∞ (x) =
∑
l≥0
1
2l+2
∑
k≥1
1
( x
2l+1
+ k)( x
2l+1
− 12 + k)
.
Now using the general formula (6.3) with
g(n) =
1
(x+ n)(x+ n+ 1)
=
1
x+ n
− 1
x+ n+ 1
gives
f(n) =
∑
k≥0
2k−1∑
l=0
g(2kn+ l) =
∑
k≥0
1
x+ 2kn
− 1
x+ 2k(n+ 1)
,
since the inner sum telescopes. Now we have
J∞ (x) =
∑
n≥1
f(2n− 1) =
∑
n≥1
∑
k≥0
2k
(x+ 2k(2n− 1))(x + 2k(2n))
=
∑
k≥0
1
2k+2
∑
n≥1
1
( x2k+1 + n− 12 )( x2k+1 + n)
,
which, after relabelling variables, gives the desired result.
6.3. Extension to arbitrary base b. The extension of the results of the previous section to an
arbitrary base is given next. We denote the sum of digits of n in the base b by sb (n).
Theorem 26. The sequence sb (n) satisfies
∑
n≥1
sb (n)

f (n)− b−1∑
j=0
f (bn+ j)

 = b−1∑
j=1
j
∑
n≥0
f (bn+ j) .
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Proof. We thank J.-P. Allouche for notifying us that this result can be deduced directly from the
Lemma p. 21 of [3]. We provide an alternate proof which could lead to future generalization. The only
useful fact we have is that sb(bn+ j) = sb(n) + j for 0 ≤ j ≤ b− 1, so we attempt to get something to
telescope using this recurrence. Also note that sb(0) = 0, so that many of the summations can start
at either n = 0 or n = 1. Therefore, consider
∑
n≥1
sb(n)f(n) =
∑
n≥1
b−1∑
j=0
sb(bn+ j)f(bn+ j) =
∑
n≥1
b−1∑
j=0
sb(n)f(bn+ j) +
∑
n≥1
b−1∑
j=0
jf(bn+ j).
Subtracting the right terms from both sides gives
∑
n≥1
sb(n)

f(n)− b−1∑
j=0
f(bn+ j)

 = b−1∑
j=1
j
∑
n≥0
f (bn+ j) .

This suggests a natural extension: consider higher order recurrences for sb, such as sb(b
2n + j) =
sb(n) + sb(j) (in this case j only has two digits so we can even give an explicit formula like sb(j) =
j− (b− 1) ⌊j
b
⌋
). However, nothing along these lines appears to yield a nice closed form expression, and
the most natural recursive formula appears to be the one given above.
We can give an explicit solution to this implicit equation. However, in practice this formula is
extremely difficult to apply, due to the presence of a quadruple summation.
Theorem 27. The equation
g (n) = f (n)−
b−1∑
j=0
f(bn+ j)
has formal solution
f (n) =
∑
k≥0
bk−1∑
l=0
g
(
bkn+ l
)
.
As a consequence, ∑
n≥1
sb (n) g (n) =
b−1∑
j=1
j
∑
n,k≥0
bk−1∑
l=0
g
(
bk+1n+ bkj + l
)
.
Proof. Introduce the operators
ηf (n) = f (bn)
and
δf (n) = f
(
n+
1
b
)
.
Then rewrite
g (n) =
(
1− η − ηδ − ηδ2 − · · · − ηδb−1) f (n)
so that
f (n) =
1
1− η − ηδ − ηδ2 − · · · − ηδb−1 g (n) =
∑
k≥0
(
η + ηδ + · · ·+ ηδb−1)k g (n) .
Note again that the two operators do not commute; however, we have
(
η + ηδ + · · ·+ ηδb−1) g (n) = b−1∑
l=0
g(bn+ l),
(
η + ηδ + · · ·+ ηδb−1)2 g (n) = b−1∑
j=0
b−1∑
l=0
g(b2n+ bl + j) =
b2−1∑
l=0
g(b2n+ l),
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and by induction
(
η + ηδ + · · ·+ ηδb−1)k g (n) = b
k−1∑
l=0
g
(
bkn+ l
)
.
Therefore,
f (n) =
∑
k≥0
bk−1∑
l=0
g
(
bkn+ l
)
.

6.4. A finite version. This corresponds to taking g(n) = 0 for n ≥ 2p − 1 in the results of Section
6.1. In this finite case, paying special attention to the upper indices of all of our summations, we write
2p−1∑
n=1
s2 (n) f (n) =
2p−1−1∑
n=0
s2 (2n) f (2n) +
2p−1−1∑
n=0
s2 (2n+ 1) f (2n+ 1)
=
2p−1−1∑
n=1
s2 (n) (f (2n) + f (2n+ 1)) +
2p−1−1∑
n=0
f (2n+ 1) .
We define the sequence g (n) as follows:
(6.5) g (n) =
{
f (n)− f (2n)− f (2n+ 1) , 0 ≤ n ≤ 2p−1 − 1;
f (n) , 2p−1 ≤ n ≤ 2p − 1,
so that we have
(6.6)
2p−1∑
n=1
s2 (n) g (n) =
2p−1−1∑
n=0
f (2n+ 1) .
Given a sequence {g (n)} , solving equation (6.5) for f (n) allows for the computation of the sum∑2p−1
n=1 s2 (n) g (n) using (6.6).
Looking at the simple case p = 4 will help us understand how to solve (6.5). This system of equations
is made of the trivial
g (n) = f (n) , 8 ≤ n ≤ 15
and
g (7) = f (7)− f (14)− f (15)
g (6) = f (6)− f (12)− f (13)
...
g (1) = f (1)− f (2)− f (3) .
The solution is given by
f (n) = g (n) , 8 ≤ n ≤ 15
and
f (7) = g (7) + g (14) + g (15)
...
f (4) = g (4) + g (8) + g (9) .
Then
f (3) = g (3) + f (6) + f (7)
= g (3) + g (6) + g (12) + g (13) + g (7) + g (14) + g (15) ,
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f (2) = g (2) + f (4) + f (5)
= g (2) + g (4) + g (8) + g (9) + g (5) + g (10) + g (11) ,
and
f (1) = g (1) + f (2) + f (3)
= g (1)
+ g (2) + g (4) + g (8) + g (9) + g (5) + g (10) + g (11)
+ g (3) + g (6) + g (12) + g (13) + g (7) + g (14) + g (15) .
The following result can be proved by induction on p.
Theorem 28. For p a fixed integer, the solution to the system of equations (6.5) is given by
f (n) =
p−ln∑
k=0
2k−1∑
l=0
g
(
2kn+ l
)
where ln = ⌊log2 n⌋ is the number of bits in the binary representation of n.
As a consequence,
2p−1∑
n=1
s2 (n) g (n) =
2p−1−1∑
n=1
p−l2n+1∑
k=0
2k−1∑
l=0
g
(
2k+1n+ 2k + l
)
.(6.7)
6.5. A last result. To state our last result, we introduce the Barnes zeta functions - see for example
[19] - defined by
ζp (α;x; (a1, . . . , ap)) =
∑
m1,...,mp≥0
(x+ a1m1 + · · ·+ apmp)−α
where the variables x and ai are positive, and α > p.
Theorem 29. The following Hurwitz-type generating function can be computed explicitly: for α > 2
and z ≥ 0,
bp−1∑
n=1
sb (n)
1
(n+ z)
α =
p−1∑
l=0
[
ζ2
(
α, z + bl,
(
1, bl
))− ζ2 (α, z + bl + bp, (1, bl))](6.8)
− b
p∑
l=1
[
ζ2
(
α, z + bl,
(
1, bl
))− ζ2 (α, z + bl + bp, (1, bl))] .
The case p→∞ is
+∞∑
n=1
sb (n)
1
(n+ z)
α = −zζ (α, z + 1) + ζ (α− 1, z + 1) + (1− b)
+∞∑
l=1
ζ2
(
α, z + bl,
(
1, bl
))
.(6.9)
Proof. This identity can be obtained from Thm 28; however, this would be a non-rigorous derivation.
Therefore, we provide a rigorous proof by induction on the value of p. We consider here the case b = 2
since the proof is identical for other values of b.
The base case p = 1 is as follows: the left-hand side in (6.8) is simply 1
(z+1)2
, while the right-hand
side is
ζ2 (α, z + 1, (1, 1))− ζ2 (α, z + 1 + 2, (1, 1))− 2 (ζ2 (α, z + 2, (1, 2))− ζ2 (α, z + 4, (1, 2))) .
The first difference is
ζ2 (α, z + 1, (1, 1))− ζ2 (α, z + 1 + 2, (1, 1)) =
∑
n,p≥0
1
(z + 1 + n+ p)
α −
1
(z + 1 + (n+ 1) + (p+ 1))
α .
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Through 2-dimensional telescoping, each (n, p) term cancels the next (n+ 1, p+ 1) term so that only
the boundary terms∑
n,p≥0
1
(z + 1 + n+ p)α
− 1
(z + 1 + (n+ 1) + (p+ 1))α
= 2ζ (α, z + 1)− 1
(z + 1)α
remain. Similarly, the second difference
ζ2 (α, z + 2, (1, 2))− ζ2 (α, z + 4, (1, 2)) =
∑
n,p≥0
1
(z + 2 + n+ 2p)
α −
1
(z + 2 + (n+ 1) + 2 (p+ 1))
α
telescopes to give −2ζ (α, z + 2) . The sum of the two terms gives
2ζ (α, z + 1)− 1
(z + 1)
α − 2ζ (α, z + 2) =
2
(z + 1)
α −
1
(z + 1)
α =
1
(z + 1)
α ,
which proves the case p = 1.
As p is replaced by p+ 1, the left hand side in (6.8) becomes
2p+1−1∑
n=0
s2 (n)
(z + n)
α =
2p−1∑
n=0
s2 (n)
(z + n)
α +
2p+1−1∑
n=2p
s2 (n)
(z + n)
α =
2p−1∑
n=0
s2 (n)
(z + n)
α +
s2 (n+ 2
p)
(z + n+ 2p)
α .
Since, for 0 ≤ n ≤ 2p − 1,
s2 (n+ 2
p) = s2 (n) + 1,
we deduce, using the induction hypothesis, that
2p+1−1∑
n=0
s2 (n)
(z + n)
α =
2p−1∑
n=0
(
s2 (n)
(z + n)
α +
s2 (n) + 1
(z + n+ 2p)
α
)
= fp (z) + fp (z + 2
p) +
2p−1∑
n=0
1
(z + n+ 2p)α
.
We use the shorthand notation
fp (z) =
p−1∑
l=0
hl
(
z + 2l
)− hl (z + 2l + 2p)− 2 p∑
l=1
hl
(
z + 2l
)− hl (z + 2l + 2p)
to denote the right-hand side of (6.8), with
hl (z) = ζ2
(
α, z,
(
1, 2l
))
.
However,
fp (z) + fp (z + 2
p) =
p−1∑
l=0
hl
(
z + 2l
)− hl (z + 2l + 2p)− 2 p∑
l=1
hl
(
z + 2l
)− hl (z + 2l + 2p)
+
p−1∑
l=0
hl
(
z + 2l + 2p
)− hl (z + 2l + 2p+1)− 2 p∑
l=1
hl
(
z + 2l + 2p
)− hl (z + 2l + 2p+1)
=
p−1∑
l=0
hl
(
z + 2l
)− hl (z + 2l + 2p+1)− 2 p∑
l=1
hl
(
z + 2l
)− hl (z + 2l + 2p+1)
These two sums are extended to sums over [0, p] and [0, p+ 1] respectively by adding one extra term
to obtain
p∑
l=0
hl
(
z + 2l
)− hl (z + 2l + 2p+1)− 2 p+1∑
l=1
hl
(
z + 2l
)− hl (z + 2l + 2p+1)
− (hp (z + 2p)− hp (z + 2p + 2p+1))+ 2 (hp+1 (z + 2p+1)− hp+1 (z + 2p+2))
= fp+1 (z)−
(
hp (z + 2
p)− hp
(
z + 2p + 2p+1
))
+ 2
(
hp+1
(
z + 2p+1
)− hp+1 (z + 2p+2)) .
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We thus only need to prove that
fp+1 (z) = fp (z) + fp (z + 2
p) +
2p−1∑
n=0
1
(z + n+ 2p)α
or, equivalently, that
2p−1∑
n=0
1
(z + n+ 2p)
α =
∑
r,s≥0
(z + 2p + r + 2ps)
−α − (z + 2p + 2p+1 + r + 2ps)−α
− 2 (z + 2p+1 + r + 2p+1s)−α + 2 (z + 2p+2 + r + 2p+1s)−α .
The first two terms are∑
r,s≥0
(z + 2p + r + 2ps)
−α − (z + 2p + 2p+1 + r + 2ps)−α
=
∑
r≥0,s≥0
(z + 2p + r + 2ps)
−α −
∑
r≥0,s≥0
(z + 2p + r + 2p (s+ 2))
−α
=
∑
r≥0,s≥0
(z + 2p + r + 2ps)
−α −
∑
r≥0,s≥2
(z + 2p + r + 2ps)
−α
=
∑
r≥0
(z + 2p + r)
−α
+
∑
r≥0
(
z + 2p+1 + r
)−α
,
while the last two terms are
− 2
∑
r,s≥0
(
z + 2p+1 + r + 2p+1s
)−α − (z + 2p+1 + 2p+1 + r + 2p+1s)−α
= −2
∑
r,s≥0
(
z + 2p+1 + r + 2p+1s
)−α − (z + 2p+1 + r + 2p+1 (s+ 1))−α
= −2
∑
r,s≥0
(
z + 2p+1 + r + 2p+1s
)−α
+ 2
∑
r≥0,s≥1
(
z + 2p+1 + r + 2p+1s
)−α
= −2
∑
r≥0
(
z + 2p+1 + r
)−α
.
We deduce
hp (z + 2
p)− hp
(
z + 2p + 2p+1
)− 2hp+1 (z + 2p+1)+ 2hp+1 (z + 2p+2)
=
∑
r≥0
(z + 2p + r)
−α
+
∑
r≥0
(
z + 2p+1 + r
)−α − 2∑
r≥0
(
z + 2p+1 + r
)−α
=
∑
r≥0
(z + 2p + r)−α −
∑
r≥0
(
z + 2p+1 + r
)−α
=
∑
r≥0
(z + 2p + r)−α −
∑
r≥0
(z + 2p + r + 2p)−α
=
∑
r≥0
(z + 2p + r)
−α −
∑
r≥2p
(z + 2p + r)
−α
=
2p−1∑
r≥0
(z + 2p + r)
−α
,
which is the desired result. The asymptotic case p→∞ is deduced from (6.8) using the same approach
as in Thm 5 and the easily checked specific value of the Barnes zeta function
ζ2 (α, z + 1, (1, 1)) = −zζ (α, z + 1) + ζ (α− 1, z + 1) .

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The limit case α = 2 in Thm 29 can be obtained in terms of Barnes’ double Gamma function
Γ2 (z, (ω1, ω2)), which is defined as the derivative
Γ2 (z, (ω1, ω2)) =
∂
∂α
ζ2 (α, z, (ω1, ω2))|α=0 .
Barnes shows [7, p. 286] that the third order logarithmic derivative of the double log-Gamma function
satisties
ψ
(3)
2 (z, (ω1ω2)) =
d3
dz3
log Γ2 (z, (ω1, ω2)) = −2
∑
m1,m2≥0
1
(z +m1ω1 +m2ω2)
3 ,
so that
lim
α→2
∑
m1,m2≥0
1
(z +m1ω1 +m2ω2)
α = ψ
(2)
2 (z, (ω1, ω2)) .
As a consequence,
∑
n≥1
sb (n)
(n+ z)
2 = ψ
(2)
2 (z, (1, 1)) + (1− b)
+∞∑
l=1
ψ
(2)
2
(
z,
(
1, bl
))
.
An explicit computation of the ψ
(2)
2 function yields the following result.
Corollary 30. The following identity holds for z > 0:
∑
n≥1
sb (n)
(n+ z)2
= −ψ (z) + (1− z)ψ′ (z) + (1− b)
∑
l≥1

−1− ψ (z) + 1
b2l
∑
m≥0
ψ˜′
(
mbl + z
)
with
ψ˜′ (z) = ψ′ (z)− 1
z
.
Proof. The explicit expression of the ψ
(2)
2 function is provided by Spreafico [20], where the residue at
the simple pole at α = 2 and corresponding finite part of the double zeta function are given by
ζ2 (α, z, (ω1, ω2)) ∼
α=2
1
ω1ω2
1
α− 2
− 1
ω1ω2
(
1 + logω1 + ψ
(
z
ω1
))
+
1
ω22
∑
m≥0
[
ζ
(
2,
ω2m+ z
ω1
)
− ω1
ω2m+ z
]
.
Substituting in (6.9) shows that the residue at α = 2 cancels and only the finite part remains, which
yields
∑
n≥1
sb (n)
(n+ z)
2 =
∑
m≥0
[
ζ (2,m+ z)− 1
m+ z
]
+ (1− b)
∑
l≥1

−1− ψ (z) + 1b2l
∑
m≥0
[
ζ
(
2,mbl + z
)− 1
mbl + z
]
 .
The first sum on the right-hand side can be simplified to
∑
m≥0
[
ζ (2,m+ z)− 1
m+ z
]
= (1− z)ψ′ (z) + 1
FINITE GENERATING FUNCTIONS FOR THE SUM OF DIGITS SEQUENCE 29
as follows: since ζ (2, z) = ψ′ (z) , consider the finite sum
M∑
m=0
ψ′ (z +m)− 1
m+ z
=
M∑
m=0
[ψ′ (z +m)− ψ (m+ z + 1) + ψ (m+ z)]
=
M∑
m=0
ψ′ (z +m)− (ψ (M + z + 1)− ψ (z)) .
Since moreover, by basic properties of the digamma function,
M∑
m=0
ψ (z +m) = −M − 1 + (1− z)ψ (z) + (M + z)ψ (M + z + 1) ,
so that, by differentiation,
M∑
m=0
ψ′ (z +m) = −ψ (z) + ψ (M + z + 1) + (1− z)ψ′ (z) + (M + z)ψ′ (M + z + 1) .
and
M∑
m=0
ψ′ (z +m)− 1
m+ z
= (1− z)ψ′ (z) + (M + z)ψ′ (M + z + 1) .
The limit
lim
M→+∞
(M + z)ψ′ (M + z + 1) = lim
z→+∞
zψ′ (z + 1) = 1,
as a consequence of the asymptotic behavior
ψ′ (z) =
1
z
+
2
z2
+O
(
1
z3
)
as z → +∞, yields the result.

As a last remark, computing
∑bp−1
n=1
sb(n)
(n+z)α from the difference
∑bp−1
n=1 sb (n)
(
1
(z+n)α − 1(z+n+1)α
)
amounts to solving a difference equation; we could have used a general result by Ruijsenaars [19] about
minimal solutions of difference equations to obtain this result.
7. Conclusion and open questions
This article provides several instances of finite sums involving the digit function s2 (n) . Its aim is to
provide some basic tools that allow us to compute these sums; many other instances can be deduced
from these basic methods.
There are two obvious ways to generalize our results: one is to consider the sum sb(n) of the
base-b digits of n, and the associated sequence {(−1)sb(n)}. This was accomplished in many of our
theorems, which shows that some results transfer from base 2 to base b almost identically. The second
generalization is to k-automatic sequences, which are characterized by a finite set of recurrences. For
example, the Rudin-Shapiro sequence {bn} is completely characterized by the recurrences b2n = bn,
b2n+1 = (−1)nbn, and initial values. Many of the proofs given in this paper depend on the recursive
properties of s2(n), and may generalize to related automatic sequences.
Another remark is that we can write identity (5.8) in Thm 17 under the form
(7.1)
2N+1−1∑
n=0
(−1)s2(n) 2−N(N+1)2 (−∆)−N−1 f (x+ n) = Ef (x+ ZN) ,
where E is the expectation operator, and consider the standardized (zero mean and unit variance)
version of the random variable ZN
Z˜N =
ZN − µN
σN
.
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The mean and variance of ZN are respectively
µN = EZN = 2
N − N
2
− 1,
σ2N =
1
9
(
22N − 3
4
N − 1
)
.
This produces
2N+1−1∑
n=0
(−1)s2(n) 2−N(N+1)2 (−∆)−N−1 f
(
x+
n− µN
σN
)
= Ef
(
x+ Z˜N
)
.
This identity suggests that, as N →∞, one could expect a formula of the type
lim
N→∞
2N+1−1∑
n=0
(−1)s2(n) 2−N(N+1)2 (−∆)−N−1 f
(
x+
n− µN
σN
)
=
∫ +∞
−∞
f (x+ z)dλ (z)
for some limit measure λ that is interesting to look at. A detailed analysis of the random variables ZN
and Z˜N is given in the Annex. Surprisingly, all cumulants of the standardized random variable Z˜N
can be computed explicitly and are given by (8.6). Their expression shows that the limit distribution
λ of Z˜∞ is not Gaussian. We leave as an open question whether this distribution has a density or not.
Finally, the possibility to write an identity such as (7.1) is related to the theory of discrete splines:
the reader is referred to [11].
8. Annex: A study of the associated random variable
The random variable ZN with probability weights p
(N)
k can be characterized as follows: denote a
random discrete variable uniformly distributed over
{
0, 1, . . . , 2i − 1} by Vi so that
Pr {Vi = k} =
{
2−i, 0 ≤ k ≤ 2i − 1;
0, otherwise,
and define the random variable
ZN = V1 + · · ·+ VN .
Then
Pr {ZN = k} =
{
p
(N)
k , 0 ≤ k ≤ 2N −N − 1;
0, otherwise.
.
For example,
Pr {V1 = 0} = Pr {V1 = 1} = 1
2
and
Pr {V2 = 0} = Pr {V2 = 1} = Pr {V2 = 2} = Pr {V2 = 3} = 1
4
,
so that
Z2 = V1 + V2
takes values in the set {0, 1, 2, 3, 4} with respective probabilities {1, 2, 2, 2, 1} .
Proposition 31. The moment generating function of ZN is
EezZN =
N−1∏
i=0
(
1
2
+
1
2
e2
iz
)N−i
.(8.1)
It is also equal to
(8.2) EezZN =
N∏
k=1
1
2k
1− e2kz
1− ez .
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Proof. Each random variable Vi has moment generating function
EezVk =
1
2k
2k−1∑
k=1
ezk =
1
2k
1− ez2k
1− ez ,
so that
EezZN =
N∏
k=1
1
2k
1− e2kz
1− ez .
From the identity
1− e2kz
1− ez =
k−1∏
i=0
(
1 + e2
iz
)
,
we deduce
N∏
k=1
1− e2kz
1− ez =
N∏
k=1
k−1∏
i=0
(
1 + e2
iz
)
=
N−1∏
i=0
N∏
k=i+1
(
1 + e2
iz
)
=
N−1∏
i=0
(
1 + e2
iz
)N−i
.

From the moment generating function, we deduce the following:
Proposition 32. A stochastic representation of ZN is
(8.3) ZN =
N∑
k=1
Wk,
where Wk are independent, and each Wk has discrete uniform distribution
Pr {Wk = l} =
{
1
2k
, 0 ≤ l ≤ 2k − 1;
0, otherwise.
Equivalently,
ZN = V
(0)
0 +
(
V
(1)
0 + 2V
(1)
1
)
+
(
V
(2)
0 + 2V
(2)
1 + 4V
(2)
2
)
+ · · ·
+
(
V
(N−1)
0 + 2V
(N−1)
1 + · · ·+ 2N−1V (N−1)N−1
)
where the V
(k)
i are independent Bernoulli random variables with
Pr
{
V
(k)
i = 0
}
= Pr
{
V
(k)
i = 1
}
=
1
2
.
Proof. This follows from the characteristic functions (8.1) and (8.2). 
These stochastic representations allow an easy computation of the first moments of ZN .
Proposition 33. The random variable ZN has mean
µN = EZN = 2
N − N
2
− 1
and variance
σ2N =
1
9
(
22N − 3
4
N − 1
)
.
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Proof. Using the stochastic representation (8.3) and the fact that
EWk =
2k − 1
2
,
we deduce
EZN =
N∑
k=1
2k − 1
2
= 2N − N
2
− 1.
The variance is computed as follows:
σ2N =
N∑
k=1
σ2Wk
with
σ2Wk =
22k − 1
12
so that
σ2Wk =
N∑
k=1
22k − 1
12
=
1
9
(
22N − 3
4
N − 1
)
.

As a consequence, the standardized random variable
(8.4) ZˆN =
ZN − µN
σN
has zero mean and unit variance. It can be further characterized as follows.
Proposition 34. The moment generating function of the standardized random variable ZˆN is
(8.5) EezZˆN = Ee
z
σN
(ZN−µN ) =
N∏
k=1

 1
2k
sinh
(
z
2σN
2k
)
sinh
(
z
2σN
)

 = N∏
1≤l≤k
cosh
(
2k−l
z
2σN
)
.
Its cumulant generating function is
logϕ
ZˆN
(z) =
N∑
k=1
log

 1
2k
sinh
(
z
2σN
2k
)
sinh
(
z
2σN
)

 = ∑
n≥1
κ
(N)
2n
z2n
2n!
,
so that its cumulants are given by
(8.6) κ
(N)
2n =
9n(
4N − 34N − 1
)n B2n2n 4
n
(
4nN −N − 1)+N
4n − 1 .
Proof. Using
1
2k
sin
(
2kx
)
sinx
=
k∏
l=1
cos
(
2k−lx
)
,
we deduce
EezZˆN =
N∏
1≤l≤k
cosh
(
2k−l
z
2σN
)
.
The cumulant generating function is
logϕ
ZˆN
(z) =
N∑
k=1
log

 1
2k
sinh
(
z
2σN
2k
)
sinh
(
z
2σN
)

 = ∑
n≥1
κ
(N)
2n
z2n
2n!
.
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Using
log sinh (az) = log a+
∑
n≥1
B2n
2n
a2n
z2n
2n!
we deduce
logϕ
ZˆN
(z) =
N∑
k=1
∑
n≥1
B2n
2n
(
22nk − 1)
σ2nN
z2n
2n!
=
∑
n≥1
B2n
2n
(
N∑
k=1
(
22nk − 1)
σ2nN
)
z2n
2n!
=
∑
n≥1
B2n
2n
4n
(
4nN −N − 1)+N
σ2nN (4
n − 1)
z2n
2n!
so that the cumulants are
κ
(N)
2n =
9n(
4N − 34N − 1
)n B2n2n 4
n
(
4nN −N − 1)+N
4n − 1 .

The asymptotic values of the cumulants can be explicitly computed from expression (8.6).
Corollary 35. The cumulants of the limit distribution are
κ
(∞)
2n = lim
N→+∞
κ
(N)
2n =
B2n
2n
62n
22n − 1 .
As a consequence, the limit distribution is not Gaussian.
Remark 36. For large n, the asymptotic cumulants of the limit law behave like
κ
(∞)
2n =
B2n
2n
32n
which correspond to those of the uniform distribution on the interval [−3, 3] . This fact could help us
approximate the limit distribution λ (z) .
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