Background {#Sec1}
==========

Prostate cancer (PCa) is one of the most commonly diagnosed cancers among North American men, encompassing an estimated 14 *%* and 24 *%* of all new cancer cases in the United States and Canada respectively. In 2014, an estimated 233,000 American and 23,600 Canadian men are expected to be diagnosed with PCa and of those cases, 29,480 and 4,000 are expected to result in death \[[@CR1], [@CR2]\]. Prostate specific antigen (PSA) blood assay and digital rectal exams are exams used for screening PCa. High PSA levels indicate high PCa risk. The use of PSA is controversial and often inadequate as it over-detects clinically insignificant prostate cancer, resulting in a high degree of over-treatment. Treatment of prostate cancer with radiation or surgery carries significant risk of life altering side effects such as sexual dysfunction, urinary and rectal incontinence and thus should not be undertaken unless necessary \[[@CR3], [@CR4]\]. After a positive screening, the next step is systematic transrectal ultrasound (TRUS) guided biopsy which involves systematic regional sampling of the prostate with typically 8 or more samples being taken. This is invasive and uncomfortable and suffers from sampling error as the tumors are not easily visible with TRUS. As such, it is important to consider detection alternatives. Magnetic Resonance Imaging (MRI) has been shown to be a viable alternative as it can visualize the cancer and has a good negative predictive value for significant cancer, helping avoid unnecessary biopsy and reduction of sampling error.

MRI has become a commonly used diagnostic imaging tool for detecting PCa due to its improved contrast between cancer and background healthy tissue in a tomographic view. Better signal-to-noise ratio (SNR) can be achieved using a localized surface receiver coil placed directly over the body region of interest (ROI) to increase the magnetic sensitivity. Placed on the skin surface, these surface coils are relatively far from the centrally located prostate (i.e. \>10 cm). Alternatively, endorectal coils (ERCs) placed in the rectum are within a few millimeters of the prostate gland. With both surface and ERCs, the signal decreases farther away from the coil and consequently introduces intensity inhomogeneities. ERCs have recently been shown to offer a diagnostic advantage \[[@CR5]\] in the detection of prostate cancer compared to surface coils at 3 T. As such, there remains a strong interest in utilizing ERC despite the discomfort associated with insertion of the endorectal balloon. For lower field systems operating at 1.5 T, an ERC is helpful in achieving significant improved SNR (10-fold) \[[@CR6]\] and performance that is superior to 3 T MRI with phased-array coils (PAC) \[[@CR7]\]. The results demonstrated no significant visualization difference between the two approaches, although according to Beyersdorff et al. \[[@CR7]\] ERCs exhibited improved SNR. Thus, the use of ERCs remains a particular interest at 1.5 T as well. Conversely, the ERC's inhomogeneous sensitivity results in high intensities at the prostate's peripheral zone nearest the coil and decreases in intensity near the upper region of the central gland, making visualization, delineation and diagnosis difficult \[[@CR8]\].

Due to physiological limitations, ERCs are designed to be small, which causes inhomogeneous signal distribution. To counterbalance this, MRI scanners are equipped with coil intensity correction techniques that improve images through a post-reconstruction or a pre-calibration correction technique. Built-in MRI pre-calibration correction approaches are often preferred for MRI acquired using ERCs when compared to post-reconstruction techniques as they provide more accurate bias field estimates which leads to more reliable corrected MRI images. A pre-calibration correction approach proposed by Liney et al. \[[@CR9]\] uses a series of proton-density (PD) weighted images acquired prior to the acquisition to generate the bias field estimate to be used for correction during the actual acquisition. This approach has been realized in commercial systems such as Phased array UnifoRmity Enhancement (PURE - General Electric (GE)), Prescan Normalize (Siemens), CLEAR (Philips) and NATURAL (Hitachi). One of the consequences of using such intensity correction approaches is it creates a spatial dependence on background noise (which is uniformly distributed \[[@CR9], [@CR10]\] prior to correction). This results in increasing noise levels as we move away from the coil in the corrected images, which is particularly visible in regions distant from the coil \[[@CR10]\]. An example is shown in Fig. [1](#Fig1){ref-type="fig"} where the regions outside the red ellipse indicate low SNR regions where noise has been intensified as a result of pre-calibrated intensity bias correction. One approach to addressing this noise amplification is to perform multiple acquisitions and average over the acquired data. However, such an approach is very prohibiting and not feasible in a clinical setting given that the imaging time increases significantly to perform multiple acquisitions, which reduces the number of patients that can be scanned, as well as the fact that such an approach increases the possibility of motion artifacts due to patient motion during long imaging sessions. As such, a post-processing approach to address this noise amplification due to pre-calibration correction of coil intensity for endorectal MRI would be very beneficial, given its widespread use. This is particularly useful for retrospective studies where the original raw data is not available and only the coil intensity corrected data is accessible. Fig. 1An example of amplified noise in low SNR regions (ie. regions outside the red ellipse) following a pre-calibrated intensity bias correction approach. Exam was performed on a 1.5 T system using a Hologic endorectal receiver coil

MRI noise is an issue under active research \[[@CR11], [@CR12]\]. It amounts to difficult analysis and hinders post-processing approaches such as segmentation and registration \[[@CR13]--[@CR18]\]. Raw MRI data is complex (both real and imaginary components) and represented in the frequency domain with additive Gaussian noise. Transforming this complex data to the spatial domain renders the magnitude data to be Rician distributed \[[@CR14], [@CR19], [@CR20]\]. The data distribution is also dependent upon the SNR, where low SNR regions (mainly described by noise only) can be modeled as Rayleigh distributed \[[@CR20], [@CR21]\] and high SNR regions as Gaussian distributed \[[@CR14], [@CR20], [@CR22]\]. Moreover, the signal-dependent nature of noise in the intensity corrected images introduces challenges to noise compensation.

Taking the characteristic distributions of MRI data into consideration, noise can be compensated. Numerous approaches have been proposed using MRI magnitude data to compensate for noise, using a variety of methods including total variation \[[@CR23]--[@CR25]\], analyzing multiple scales using wavelet denoising \[[@CR26]--[@CR28]\], via non-local means \[[@CR13], [@CR22], [@CR29]--[@CR31]\] and linear minimum mean-square estimators (LMMSE) \[[@CR14], [@CR32]\]. These approaches combine a mixture of techniques to handle the particular nature of MRI noise: spatial-adaptation to the noise variance \[[@CR11], [@CR24], [@CR29], [@CR33]\], Rician distribution \[[@CR24], [@CR25], [@CR28], [@CR29], [@CR34]\] and accounting for signal-dependent bias when using a Gaussian assumption \[[@CR11], [@CR27]--[@CR29]\].

In this study, a new approach called Adaptive Coil Enhancement Reconstruction (ACER) is introduced that is suitable for coil intensity corrected endorectal MR images. ACER reconstructs noise-compensated endorectal MR magnitude images using a stochastic Bayesian estimation framework. A spatially-adaptive Monte Carlo sampling approach is introduced to estimate the posterior distribution using a Rician model. The Monte Carlo posterior estimation is modified to model the Rician-nature of MRI magnitude data. Moreover, the SNR profile of the specific ERC used is incorporated into the posterior estimation by integrating a learned parametric non-stationary Rician model. The model is learned using maximum likelihood estimation based on the data and specifications of the ERC. The posterior estimate is then used to form a noise-suppressed reconstruction using Bayesian least-squares estimation. Given the pressures of acquiring MRI data more quickly, the proposed approach offers an alternative to obtain increased SNR by post-processing retrospective coil intensity corrected data for improved visualization.

Methods {#Sec2}
=======

In this section, the problem is formulated and the process of how the noise-compensated image is reconstructed is discussed.

Problem formulation {#Sec3}
-------------------

The acquired MRI magnitude image, *V*, can be expressed as the following relationship \[[@CR35]\]: $$\documentclass[12pt]{minimal}
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where *s* is the pixel location, *G* is the noise-compensated reconstruction and *N* is the non-stationary noise. Knowing the noise process *N*, Eq. [1](#Equ1){ref-type=""} can be reformulated as an inverse problem where the noise-compensated reconstruction *G* can be found. Bayesian least-squares estimation \[[@CR36]--[@CR38]\] is used to estimate *G* that minimizes the expected squared estimation error. This formulation is shown below: $$\documentclass[12pt]{minimal}
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Taking the derivative of Eq. [2](#Equ2){ref-type=""}: $$\documentclass[12pt]{minimal}
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Then setting the derivative in Eq. [3](#Equ3){ref-type=""} to zero: $$\documentclass[12pt]{minimal}
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Simplifying to: $$\documentclass[12pt]{minimal}
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In Eq. [5](#Equ5){ref-type=""}, *G*(*s*) can be estimated using the conditional mean of *G*(*s*) on *V*(*s*), *E*(*G*(*s*)\|*V*(*s*)), or the mean of the posterior distribution, *p*(*G*(*s*)\|*V*(*s*)). An estimate of the posterior distribution, *p*(*G*(*s*)\|*V*(*s*)), can be calculated using a spatially-adaptive importance-weighted Monte-Carlo sampling approach. The approach is adapted to account for the non-stationary Rician characteristics of MRI magnitude data. This is explained in more detail in the next section.

Spatially-adaptive Rician distributed Monte Carlo Posterior estimation {#Sec4}
----------------------------------------------------------------------

MRI magnitude data is Rician distributed, following: $$\documentclass[12pt]{minimal}
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where *Φ* and *ν* are parameters that control the distribution's scale and skew and *I*~0~ is the modified Bessel function of the first kind with order zero. As a result of coil intensity correction, the data's Rician distribution becomes spatially-dependent and results in the following distribution, where *x*\>0;*ν*,*Φ*≥0: $$\documentclass[12pt]{minimal}
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This distribution can be accounted for in estimating the posterior distribution via an importance-weighted Monte Carlo sampling approach \[[@CR39]\]. The approach forms *Ω*, a set of samples and importance weights selected from a search space, *η*. Pixels, *s*~*k*~, are selected in a region around a pixel of interest, *s*~0~, and from these samples, a subset are collected randomly using an instrumental distribution, *Q*(*s*~*k*~\|*s*~0~), such as a uniform distribution. For each randomly drawn pixel, *s*~*k*~, an acceptance probability, *α*(*s*~*k*~\|*s*~0~) (Eq. [8](#Equ8){ref-type=""}), is calculated which indicates the probability that the neighbourhood of *s*~*k*~ is similar to the neighborhood of *s*~0~: $$\documentclass[12pt]{minimal}
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where *x*(*j*)=*h*~*k*~\[*j*\] and *ν*(*j*)=*h*~0~\[*j*\]. The terms *h*~*k*~\[*j*\] and *h*~0~\[*j*\] denote the *j*^*th*^ pixels in the neighbourhoods around *s*~*k*~ and *s*~0~. The variable *λ* normalizes *α*(*s*~*k*~\|*s*~0~) so that in the case the neighbours of *s*~*k*~ are duplicates of *s*~0~, *α*(*s*~*k*~\|*s*~0~)=1. The variables $\documentclass[12pt]{minimal}
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                \begin{document}$\hat {\Phi }(s_{0})$\end{document}$ is the estimated scale, for the pixel of interest, *s*~0~ (its estimation is explained in more detail in the following section). This acceptance probability is used to determine if the sample *s*~*k*~ is a realization of the posterior *p*(*G*(*s*)\|*V*(*s*)) and should be accepted into the set *Ω*. The acceptance probability reformulates the Rician-distributed statistics to handle the non-stationarity of the coil-intensity corrected MRI data when deciding whether a pixel is accepted or rejected. To use the acceptance probability, a random value *u* is first generated from a uniform distribution. Then, the pixel *s*~*k*~ is accepted into the set *Ω* if *u*≤*α*(*s*~*k*~\|*s*~0~), otherwise it is rejected. The process of selection and acceptance is continued until *N* samples are accepted into *Ω*. The posterior distribution estimate can then be calculated using a weighted-histogram \[[@CR39]\]: $$\documentclass[12pt]{minimal}
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where *δ*() is the Dirac delta function and *Z* is a normalization term to enforce $\documentclass[12pt]{minimal}
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Non-stationary unified ERC parametric model {#Sec5}
-------------------------------------------

To estimate the posterior distribution *p*(*G*(*s*)\|*V*(*s*)) in a spatially-adaptive manner, the scale parameter of each pixel of interest, $\documentclass[12pt]{minimal}
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                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$ {\small{\begin{aligned} \hat{\theta}_{ML} = \arg \max_{\theta} f(x|\theta) \end{aligned}}}  $$ \end{document}$$

where x are the observed intensities in *V*(*s*) and *θ* are the parameters to be estimated: in this case, the scale parameter, $\documentclass[12pt]{minimal}
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                \begin{document}$\hat {\Phi }(s_{0})$\end{document}$. To refine the scale estimation, an existing SNR profile, defined as *γ*(*θ*), which is characteristic to a given ERC, is fitted. Given an ERC, an SNR profile can be mapped to characterize the change in SNR as a function of distance from the ERC surface. Literature has shown that the ERC SNR profile differs from a rigid and inflatable coil, however both coils share a common trend where there is an SNR gain nearest the coil surface which diminishes with distance \[[@CR40]--[@CR42]\]. Considering the SNR depth profile from posterior to anterior of a rigid coil, a sharp increase in SNR of 3 to 5 times the normal SNR is demonstrated at the ERC surface. This increase is followed by a decrease through the peripheral zone and central gland. Despite the quick decline in SNR, the peripheral zone still experiences a gain in SNR of 1.5 to 3 times. The continual decrease then finds the central gland with only a fraction of the SNR \[[@CR40]--[@CR42]\]. An inflatable coil has demonstrated a weaker response with less SNR increase near the coil. In addition to the variation between SNR profiles for inflatable and rigid ERC, ERC brands have their own characteristic profiles which can be determined by measuring phantoms. Two SNR profiles were modeled in this study using the findings from Venugopal et al. \[[@CR40]\] for two ERCs: a Hologic rigid ERC and a Medrad inflatable ERC. The inflatable and rigid ERC SNR profiles demonstrate a 1 and 5-fold improvement in SNR at the ERC surface respectively with an exponential drop leading to a final abrupt drop. The full algorithm, Adaptive Coil Enhancement Reconstruction (ACER), is summarized in Algorithm 1.

Experiments {#Sec6}
-----------

To interpret the performance of the proposed approach, clinical patient data and phantom data were used. Clinical patient and phantom endorectal T2 (spin-spin relaxation time) and axial diffusion-weighted MRI (DWI) corrected with the pre-calibration coil intensity correction approach by GE called Phased array UnifoRmity Enhancement (PURE) was collected at Sunnybrook Health Sciences Center. Two types of coils were used to acquire the data: an inflatable Medrad eCoil ERC and a rigid Hologic ERC. The data was collected using a GE Discovery MR750 3 T MRI for phantom data (inflatable coil only) and a GE Signa HDxt 1.5 T MRI for patient data (collected with both rigid and inflatable ERCs).

The proposed approach was compared against three other MRI denoising approaches: 1.) an optimized variance-stabilizing transformation for Rician distributions (ROVST) \[[@CR19]\], 2.) noise removal by a multi-resolution adaptive non-local means approach (ANLM) \[[@CR29]\] and 3.) a linear minimum mean squared error estimator (LMMSE) \[[@CR32]\]. The ROVST, LMMSE and ANLM codes used for comparison were provided by their respective authors. All approaches were implemented using MATLAB and the parameters were selected to provide a reasonable balance between prostate detail and noise compensation in the background. The experimental setup for the phantom and patient experiments are described in more detail in the following sections.

### Phantom experimental setup {#Sec7}

For phantom experiments, a multi-modality prostate training phantom from Computerized Imaging Reference Systems Inc (CIRCS Model 053) was used. The phantom is contained within a 12×7.0×9.5 cm clear container made of acrylic. The container has two openings for the probe (front - 3.2 cm diameter and rear - 2.6 cm diameter). Located inside the container is a prostate replica composed of high scattering Blue Zerdine (5.0×4.5×4.0 cm) that is placed in a water-like background gel with little backscatter attenuation (≤0.07 dB/cm-MHz). Within the prostate itself, there are three 0.5−1.0 cm lesions placed hypoechoic to the prostate. The urethra and rectal wall are made of low scattering Zerdine with diameter of 0.70 cm and dimensions 6.0×11×0.5 cm respectively.

This phantom was then placed in a tub of water to increase signal amplification and placed between cushions to elevate and stabilize the phantom during acquisition and to improve the realism of the phantom. The phantom was then imaged with the inflatable Medrad Prostate eCoil MR endorectal coil using T2 MRI and DWI. Both T2 and DWI MRI were acquired with the built-in pre-calibration correction approach PURE using one excitation with a 3 T GE Discovery MR750. The three phantom data sets were acquired using 1) DWI *b*=0 s/ mm^2^, 2) DWI *b*=1000 s/ mm^2^ and 3) T2 and the central slice selected for experimentation. As a result of PURE correction, the cushion in these slices are emphasized by a noise band shown in Fig. [2](#Fig2){ref-type="fig"} for T2. To focus on the phantom itself, these slices were cropped. Fig. 2Left: Uncorrected uncropped T2 slice. A noise band (red) is present due to PURE correction which amplifies the noise around the cushion used to stabilize the phantom during imaging. Right: Corresponding slice cropped for processing to include only the ROI with selected regions (blue and red) for SNR and CNR calculation on phantom DWI and T2

The T2 data collection protocol using the GE Discovery MR750 scanner used for phantom imaging is based on a standard clinical endorectal DWI data collection protocol used at the Sunnybrook Health Sciences Centre, and described in detail in Table [1](#Tab1){ref-type="table"}. Furthermore, the DWI data collection protocol using the GE Discovery MR750 scanner used for phantom imaging is a standard clinical endorectal DWI data collection protocol used at the Sunnybrook Health Sciences Centre, and described in detail in Table [2](#Tab2){ref-type="table"}. Central slices from each modality were then considered for SNR and CNR. Table 1Phantom endorectal T2 data collection protocolParameterSettingCoilMedrad eCoil ERCNEX1TE107 msTR3,200 msDFOV16×16 cmpixel spacing0.3 mmslice thickness3 mmTable 2Clinical endorectal DWI data collection protocolParameterSettingCoilMedrad eCoil ERCb-values0 s/ mm^2^, 1000 s/ mm^2^NEX1TE72 msTR10,000 msDFOV16×16 cmpixel spacing0.6 mmslice thickness3 mm

### Patient experimental setup {#Sec8}

The second experiment evaluates the image reconstruction performance of the various tested approaches on endorectal T2 axial MRI with PURE within a clinical scenario. The data was collected and then selected for this study retrospectively using a GE Discovery 1.5 T Signa HDxt MRI scanner, a Medrad eCoil inflatable ERC or a Hologic rigid ERC. Institutional research ethics board approval was obtained from the Research Ethics Board of Sunnybrook Health Sciences Centre and patient informed consent for this study was obtained. For the purpose of evaluating imaging reconstruction performance, fourteen patient cases were used in this study. Eleven patients were imaged using an inflatable Medrad coil and the central slices were selected for analysis. Three patients were imaged using a rigid Hologic coil and three slices were selected from each volume and considered as a separate case. The patients ranged in age from 54−79 years with a median age of 72 years. The T2 data collection protocol using the GE Discovery 1.5 T Signa HDxt MRI scanner used to perform patient imaging is a standard clinical endorectal T2 data collection protocol used at the Sunnybrook Health Sciences Centre, and described in detail in Table [3](#Tab3){ref-type="table"}. The central slices from each patient case were assessed using SNR, CNR and edge preservation and 3 cases were selected to be qualitatively assessed via a subjective scoring method. Table 3Clinical endorectal T2 data collection protocolParameterSettingNEX0.5TE100 -- 107 ms (median: 104 ms)TR3,400 msDFOV16×16 cmpixel spacing0.3 mmslice thickness3 mm

Results and discussion {#Sec9}
----------------------

Following the experimental setup, a number of quantitative and qualitative analysis methods were executed to evaluate the performance of the proposed approach against the state-of-the-art techniques.

### Phantom experiment {#Sec10}

For the phantom experiments, the noise suppression approaches were compared using signal-to-noise ratio (SNR), contrast-to-noise ratio (CNR) and visual analysis. *P*-values were also calculated to determine the statistical significance of the SNR and CNR results. The null hypothesis used was that the proposed ACER approach had no improvement for a subjective metric as compared to a given correction approach. *P*-values were calculated for a two-tailed normal distribution with a statistical significance level of 5 *%*.

Due to the known homogeneity of the phantom, for quantitative analysis, SNR and CNR were calculated for two regions: one region on the phantom farthest away from the coil and a second region on the prostate itself. These regions are shown in Fig. [3](#Fig3){ref-type="fig"} in the uncorrected image in blue and red respectively. SNR and CNR (in decibels) were calculated as follows: $$\documentclass[12pt]{minimal}
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                \begin{document} $$ SNR = 20\log\frac{\bar{x}}{\sigma}, \qquad CNR = 20\log\frac{|\bar{x_{A}}-\bar{x_{B}}|}{\sigma}  $$ \end{document}$$Fig. 3Noise suppressed T2 phantom experiment results: A background region (blue) and a prostate region (red) are shown where the SNR and CNR were calculated in the uncorrected (UC) slice. ACER maintains a good balance between noise compensation in smooth regions while retaining edges

In the SNR equation, the parameter, $\documentclass[12pt]{minimal}
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                \begin{document}$\bar {x}$\end{document}$, defines the mean value of the region and *σ* signifies the standard deviation of the region. The SNR metric used in this study is based on the region-of-interest (ROI) approach commonly used in clinical practice \[[@CR43], [@CR44]\]. In CNR, $\documentclass[12pt]{minimal}
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                \begin{document}$\bar {x}_{B}$\end{document}$, denote the mean values of the selected background and prostate regions respectively and *σ* is the standard deviation of the background region which is more indicative of the noise process.

The final SNR and CNR results are shown in Tables [4](#Tab4){ref-type="table"}, [5](#Tab5){ref-type="table"}, and [6](#Tab6){ref-type="table"} with visual results for the T2 phantom case in Fig. [3](#Fig3){ref-type="fig"}. All approaches demonstrated improvement upon the uncorrected (UC) slice with the proposed approach, ACER, having the highest average SNR in the selected background and prostate regions. The uncorrected (UC) slice refers to the slice with no application of any algorithm. ROVST and LMMSE proved to have the next best SNRs in the two regions however, considering the visual results, noise was under or overcompensated with deterioration of structure. In the case of DWI at *b*=1000 s/mm^2^, where noise was more prominent and contrast was already low, ROVST had greater SNR metrics over ACER however, at the cost of structure preservation. Finally, ANLM exhibited the least SNR improvement in both selected regions, indicating an inaccurate noise estimate. Table 4Phantom SNR analysis of a selected prostate region (in dB with highest measures in bold). ACER proved to have the greatest SNR improvement in the prostate regions. ANLM showed an inaccurate noise variance estimate which led to less significant SNR improvementCaseACERROVSTLMMSEANLMUC*D* *W* *I* ~*b*=0~**27.0**26.826.726.226.1*D* *W* *I* ~*b*=1000~27.3**27.5**26.925.925.7T2**27.2**26.726.926.726.7Avg./Std.**27.2/0.15**27.0/0.4326.8/0.1226.3/0.4026.2/0.50Table 5Phantom SNR analysis of a selected background region (in dB with highest measures in bold). ACER proved to have the greatest SNR improvement in the background regions. ANLM showed an inaccurate noise variance estimate which led to less significant SNR improvementCaseACERROVSTLMMSEANLMUC*D* *W* *I* ~*b*=0~**33.2**32.031.630.930.6*D* *W* *I* ~*b*=1000~27.5**27.6**26.426.025.9T2**29.2**27.027.627.026.9Avg./Std.**30.0/2.9**28.9/2.728.5/2.727.9/2.627.8/2.5Table 6Phantom CNR analysis based on the selected background and prostate regions (in dB with highest measures in bold). ACER demonstrated the greatest improvement in CNR illustrating its capacity to augment the detail within the prostateCaseACERROVSTLMMSEANLMUC*D* *W* *I* ~*b*=0~**27.1**25.925.424.724.5*D* *W* *I* ~*b*=1000~**20.9**21.019.719.419.4T2**19.7**17.618.117.517.5Avg./Std.**22.6/3.9**21.5/4.121.1/3.820.5/3.720.4/3.6

CNR analysis (Table [6](#Tab6){ref-type="table"}) showed that ACER had the highest average CNR. ROVST had the second highest average CNR and ANLM with the least improvement. These results indicate ACER's ability to increase the contrast between the background and prostate regions, thereby improving the visibility of detail within the prostate.

*P*-values (Table [7](#Tab7){ref-type="table"}) were also calculated for the SNR and CNR results to verify the statistical significance of the differences between the average SNR and CNR compared to ACER. ACER demonstrated statistical significance for SNR and CNR compared to all other methods except for ROVST, in which it was shown that the improvements of ACER over ROVST is statistical insignificant for SNR and CNR. Table 7The p-values for the metrics measured for the phantom experiments compared to the proposed ACER method. Values below 0.05 are shown bolded which indicate the average score across the cases has statistical significanceMetricUCROVSTLMMSEANLMSNR**0.004**0.15**0.020.005**CNR**0.02**0.23**0.010.02**

The noise suppressed T2 phantom slices for each approach are shown in Fig. [3](#Fig3){ref-type="fig"}. The proposed method demonstrates the best noise compensation while enhancing the detail contrast within the prostate. LMMSE and ROVST also compensate for noise however at the cost of visible structure and edge blurring.

### Patient experiment {#Sec11}

The noise suppression approaches were then compared using patient data by analyzing SNR, CNR (Eq. [11](#Equ11){ref-type=""}), edge preservation (Eq. [12](#Equ12){ref-type=""}) and subjective scores. *P*-values were also calculated to determine the statistical significance of the SNR and CNR results. Here, the null hypothesis used was that a given approach had no improvement for a subjective metric as compared to the uncorrected image. *P*-values were calculated for a two-tailed normal distribution with a statistical significance level of 5 *%*.

For the SNR and CNR assessment, a high noise, structure-free region in the background was selected similar to the phantom experiments. A second homogeneous region with higher intensity was then selected for CNR calculation. The results are shown in Tables [8](#Tab8){ref-type="table"} and [9](#Tab9){ref-type="table"} where all approaches improved upon the background SNR of the uncorrected slice. In the case of background SNR, ACER had the highest average SNR with ROVST in second. The visual results for ROVST and LMMSE demonstrated that in regions far away from the ERC, noise was effectively removed however, at the cost of detail within the prostate. ACER and ANLM were more effective in retaining the prostatic detail, with ACER having an average improvement over the uncorrected slice of 11.7 dB. Similar to the background SNR results, ACER had the highest average CNR with ROVST in second. ACER demonstrated an average 11.2 dB improvement over the uncorrected slice in CNR. Subsequent p-value analysis (Table [10](#Tab10){ref-type="table"}) showed the average improvement over the uncorrected slices for each approach was statistically significant with p-values of less than 0.05. Table 8The patient experiment SNR of a background region are shown (largest values are shown in bold). ACER demonstrates an average increase of 11.7 dB for SNR over the uncorrected (UC) slice which has no noise suppression appliedCaseACERROVSTLMMSEANLMUC1**34.2**22.631.523.119.42**26.8**21.725.721.118.5333.1**34.7**32.226.619.6432.3**36.3**34.827.720.25**34.1**33.432.526.722.16**34.8**31.633.126.519.97**34.1**33.233.325.722.3832.6**36.2**33.927.319.5933.6**35.0**34.527.419.61034.0**37.0**35.727.619.611**33.0**27.925.421.013.812**26.5**23.520.320.113.21328.1**28.2**19.022.313.31422.8**24.9**20.421.413.715**25.9**23.918.420.713.21625.4**25.6**21.521.514.11724.8**25.7**19.621.413.418**19.2**13.116.815.012.819**18.7**13.316.015.512.62012.911.9**13.8**13.011.7Avg./Std.**28.3/6.1**27.0/7.625.9/7.322.6/4.316.6/3.5Table 9The patient experiment CNR of two regions are shown (largest values are shown in bold). ACER demonstrates an average increase of 11.2 dB for CNR over the uncorrected (UC) slice which has no noise suppression appliedCaseACERROVSTLMMSEANLMUC1**37.0**25.334.525.822.12**31.3**26.230.725.723.0336.1**37.7**35.329.622.6430.6**34.6**33.326.018.45**29.1**28.427.621.717.26**30.9**27.929.522.716.17**33.6**32.732.925.221.8835.6**39.2**37.030.322.5934.6**36.0**35.728.520.71033.0**36.2**35.126.718.81136.1**41.0**39.234.026.812**26.8**23.820.720.413.51324.8**24.9**15.919.010.01422.3**24.5**20.321.113.415**26.6**24.619.421.413.81624.7**24.9**21.220.913.51724.0**25.0**19.320.712.618**17.9**11.715.513.611.419**18.3**12.815.715.112.22010.69.5**11.5**10.69.3Avg./Std.**28.2/6.9**27.3/8.626.5/8.522.9/5.617.0/4.9Table 10The p-values for the metrics measured for the patient experiments. Values below 0.05 indicate the average score for all slices corrected by each approach represents statistically significant change from the uncorrected slices. All approaches have p-values below 0.05MetricACERROVSTLMMSEANLMSNR4.56E-111.30E-078.96E-098.93E-10CNR1.54E-111.30E-075.99E-098.88E-10

The edge preservation (EP) measurement evaluates image edge degradation. The EP measurement compares the noise-free reconstruction with the uncorrected image and can be calculated as follows \[[@CR45]\]: $$\documentclass[12pt]{minimal}
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                \begin{document}$\bigtriangledown ^{2}\hat G$\end{document}$. An image where there is perfect EP results in a measurement of *Υ*=1. This refers to the technique's ability to retain the structure and edges of the image. For the purpose of this study, since noise can be recognized as edges or details, the EP metric is calculated for the prostate gland only using a user defined mask. This region was selected for high SNR and high importance for detail preservation.

Considering the EP of the noise compensation approaches (Table [11](#Tab11){ref-type="table"}), ANLM had the highest average EP with ACER having the second highest. In the real T2 cases, noise was more prominent than compared to the phantoms and as a result, more compensation was required to suppress the noise. This led to overcompensation in other regions where detail is important. Following the conclusions made in the phantom experiment, ROVST and LMMSE led to over suppression of noise and a lower EP measurement. ANLM however, had better EP for all but one case, as a consequence of its insufficient noise compensation. Due to the strong presence of noise in these slices, the Laplacian operator of the EP metric realized noise as edges. The insufficient noise suppression by ANLM resulted in structure preservation in the prostate, however also retained noise in regions of low SNR. This was demonstrated by the lower average background SNR compared to ACER. ACER proved to have a suitable balance of noise suppression and EP as a result of the non-stationary unified ERC parametric model used. Table 11Patient experiment edge preservation results: ANLM has the highest average edge preservation (EP) metrics as a result of insufficient noise suppression. ROVST and LMMSE demonstrate lower average metrics as a result of overcompensation. ACER defines an optimal balance between noise suppression and edge preservation which enhances visualization with the second highest EP metricsCaseACERROVSTLMMSEANLM10.9770.9940.982**1.000**20.9360.9820.954**0.996**30.9530.8750.932**0.979**4**0.956**0.8400.8470.95450.8460.8320.836**0.957**60.9330.8810.907**0.980**70.8950.8840.890**0.979**80.9710.8630.930**0.975**90.8960.8610.881**0.963**100.9540.8690.903**0.976**110.9230.7920.938**0.973**120.9700.8670.872**0.981**130.9600.8960.902**0.984**140.9850.9230.921**0.987**150.9350.8380.860**0.969**160.9520.8680.868**0.978**170.9730.9030.906**0.984**180.9570.9860.957**0.999**190.9800.9930.981**1.000**200.9740.9920.971**1.000**Avg./Std.0.946/0.030.897/0.050.912/0.04**0.981/0.01**

The EP analysis is further supported by the visual results shown in Figs. [4](#Fig4){ref-type="fig"}, [5](#Fig5){ref-type="fig"} and [6](#Fig6){ref-type="fig"}. LMMSE and ROVST are able to apply moderate noise suppression in the background regions where signal is low, however nearest the coil the prostate details are difficult to visualize due to overcompensation. ANLM is more effective in retaining the detail within the prostate region however at the cost of retaining the noise farther away from the ERC at high noise levels. ACER strikes an optimal balance between detail preservation within the prostate where signal is higher and effectively suppresses noise in the regions with low signal. This correction allows for improved visibility for diagnosis. Fig. 4Case 12: A central T2 MRI slice from a patient imaged using a Hologic rigid ERC with moderate noise compensated by various approaches. ACER maintains the detail within the prostate while compensating for the background noiseFig. 5Close-up views of background (left column) and prostate (right column) regions for Case 12. The selected regions are shown in Fig. [8](#Fig8){ref-type="fig"}Fig. 6Case 3: A central T2 MRI slice from a patient imaged using a Medrad inflatable ERC compensated by various approaches. LMMSE and ROVST suppress noise in the background, consequently blurring details within the prostate. ACER effectively compensates the noise in low signal regions while taking advantage of the high signal near the coil. ANLM maintains similar detail preservation however retains some noise

### Image analysis and subjective interpretation {#Sec12}

To appropriately assess the quality of the noise compensation approaches, a blind subjective scoring system similar to the evaluation system proposed by Walsh et al. \[[@CR46]\] was used. In this system, the scorers were unaware of which approach was applied on the compensated data presented to them. A central slice from three volumes was selected and evaluated by seven evaluators ranging in experience. They are listed below from most to least experience: MH, 16 years of clinical radiology experience with specialization in genitourinary cancers and 11 years of experience interpreting prostate MRILM, 7 years of clinical radiology experience with specialization in cancer imagingFK, 5 years of prostate MRI research experienceHC, 1.5 years of clinical radiology experienceAM, 1.5 years of clinical imaging research experienceJK, 2 months of clinical prostate MRI experienceKC, 50 hours of clinical prostate MRI experience

To collect the subjective scores, the noise-suppressed and uncorrected versions of three slices were presented to the evaluators in an unknown and random sequence. Based on the individual slice, they were asked to assess the reconstruction based on the following criteria: contrast, sharpness, lack of noise and fitness for purpose. These criteria can be scored using the following terms: very poor, poor, satisfactory, good or very good. For the sake of our evaluation, we assigned these scores from 1 to 5, with 1 being very poor and 5 being very good. The rank sums (Eq. [13](#Equ13){ref-type=""}), median and F-pseudosigma scores (Eq. [14](#Equ14){ref-type=""}) across all slices and evaluators were calculated and are shown in Tables [12](#Tab12){ref-type="table"}, [13](#Tab13){ref-type="table"} and [14](#Tab14){ref-type="table"}. Histograms of each scoring criterion and the frequency of each score across all evaluators is included in Fig. [7](#Fig7){ref-type="fig"}. Fig. 7Subjective scoring histograms for the compared approaches. The y-axis depicts Frequency (0 to 22) and the x-axis depicts the subjective score (1 to 5)Table 12The rank sum subjective score values (with highest scores shown in bold): ACER has the highest rank sum for contrast and lack of noiseScoring CriterionACERROVSTLMMSEANLMUCContrast**63**61476062Sharpness58482165**68**Lack of noise**80**76767262Fitness for purpose**70**5427**70**65Table 13The median subjective score values (with the highest scores shown in bold): ACER and ANLM demonstrated the same median scores as UC except for lack of noise where all approaches improved upon UCScoring CriterionACERROVSTLMMSEANLMUCContrast**33**2**33**Sharpness**3**21**33**Lack of noise**4444**3Fitness for purpose**3**21**33**Table 14The F-pseudosigma subjective score values (with the lowest scores shown in bold): With the exception of the unanimous decision that LMMSE had poor sharpness, most of the criteria for the approaches had high variance indicating large inconsistencies in opinion implying that personal preference has a large impact upon the approachScoring CriterionACERROVSTLMMSEANLMUCContrast**0.37**0.740.740.741.48Sharpness0.930.74**0.00**0.930.93Lack of noise0.930.931.480.74**0.19**Fitness for purpose0.93**0.740.740.74**1.48

The rank sum, *S*~*R*~, is the total of all subjective scores by all the evaluators for a particular criterion. $$\documentclass[12pt]{minimal}
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where *N* is the number of evaluators and *M* is the number of slices evaluators evaluated and *S*~*ij*~ are the individual scores of each evaluator for each slice. The total rank sum can then be used to determine whether in general the evaluators decided a particular criterion was high or low for a given approach.

The next metric considered is the F-pseudosigma, *F*~*σ*~, which is a measurement of variance and is calculated using: $$\documentclass[12pt]{minimal}
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where IQR is the interquartile range. A smaller F-pseudosigma denotes a more precise score.

Considering the histograms (Fig. [7](#Fig7){ref-type="fig"}), rank sum (Table [12](#Tab12){ref-type="table"}), median (Table [13](#Tab13){ref-type="table"}) and F-pseudosigma (Table [14](#Tab14){ref-type="table"}) metrics for contrast, ACER had the highest rank sum with a median score of satisfactory. It also had the smallest F-pseudosigma which indicates there was little variation between all scores. For the sharpness criterion, it was interesting that the uncorrected image had the largest rank sum with ANLM having the next highest rank sum. ACER, ANLM and uncorrected tied with the highest median scores of satisfactory however also had the highest F-pseudosigmas indicating large variation in opinion. It was unanimous however that LMMSE had very poor sharpness and was found to be less sharp than the uncorrected slices. For the lack of noise criterion, ACER again had the largest rank sum with a median score of good. All correction approaches had high rank sums and median scores of good however again, F-pseudosigmas hinted at large variance in opinion. This may have been caused by the large number of evaluators and the variance in noise level between cases. Finally, ACER and ANLM had the highest rank sums for fitness for purpose with a median score of satisfactory. LMMSE and ROVST were found to be unfit for the purpose in comparison to uncorrected slices. It is intriguing to point out that evaluators found that the uncorrected slices were just as sufficient for analysis as ACER and ANLM however there was large variance in opinion with large F-pseudosigma scores.

### Visual analysis {#Sec13}

Visual results for two different cases are shown in Figs. [4](#Fig4){ref-type="fig"} and [6](#Fig6){ref-type="fig"} for a Hologic rigid ERC and a Medrad inflatable ERC respectively. The results demonstrate ACER's ability to retain prostate detail with effective compensation of background noise using different ERCs with different SNR characteristics. In Fig. [4](#Fig4){ref-type="fig"}, it is evident that LMMSE and ANLM are able to reduce the noise in the background regions however with noise still visibly present. ROVST does a better job at compensating for noise however upon closer inspection of Fig. [4](#Fig4){ref-type="fig"} in regions specified by Fig. [5](#Fig5){ref-type="fig"} for a background and prostate region (Fig. [8](#Fig8){ref-type="fig"}) it is apparent that the level of detail is compromised for these approaches. ROVST and LMMSE approaches were unable to preserve the tissue texture within the prostate, demonstrating oversmoothing in the prostate in order to compensate for the high level of noise in the background. In contrast, ANLM was able to retain the detail within the prostate however showed some noise in the background. ACER successfully balances the noise reduction and the detail preservation by incorporating the ERC SNR profile as well as the non-stationary characteristics of the MRI data. Similar conclusions can be made when considering the performance of the approaches for the inflatable ERC case (Fig. [6](#Fig6){ref-type="fig"}). In this example, the ANLM applies insufficient noise compensation and shows evidence of noise. ROVST and LMMSE suppress the noise however at the cost of removing detail in the prostate. Again, ACER exhibits apt noise compensation while retaining tissue texture and details. Fig. 8Selected background and prostate regions (shown on the uncorrected image) for closer inspection in Fig. [5](#Fig5){ref-type="fig"}

Timing analysis {#Sec14}
---------------

The various MRI compensation approaches were also analyzed based on their computation times. Tests were completed on a 3.10 GHz AMD Athlon(tm) II X3 445 processor with 4.00 GB of RAM. The various approaches were not optimized for timing performance. The timing analysis is shown for the patient data in Table [15](#Tab15){ref-type="table"}. The LMMSE approach demonstrated the fastest computation times with an average computation time of 0.13 s while ANLM exhibited the slowest computation time with an average calculation time of 1060 s. The proposed approach, ACER, showed middle range performance with an average computation time of 284 s. Table 15Computation times for each approach on the real T2 endorectal MRI shown in seconds. Shortest computation times are shown bolded. LMMSE had the shortest average computation time with 0.13 s while ANLM had the longest average computation time with 1060 sCaseACERROVSTLMMSEANLM13709.82**0.17**117022658.22**0.12**109032568.33**0.13**131042708.43**0.13**134052688.47**0.11**131062748.34**0.12**128072998.32**0.12**133083618.43**0.13**133092958.5**0.12**1240102858.42**0.12**1210112728.31**0.12**1210122767.22**0.19**923132756.99**0.11**888142746.85**0.12**848152737.03**0.12**846162736.99**0.12**789172727.06**0.14**871182727.28**0.13**753192727.34**0.14**693202737.28**0.12**690Avg./Std.284/28.77.88/0.77**0.13/0.01**1060/234.7

Conclusion {#Sec15}
==========

In this study, a novel noise compensation approach for coil intensity corrected endorectal MRI images is presented. Adaptive Coil Enhancement Reconstruction (ACER) uses a spatially-adaptive Monte Carlo sampling approach to estimate the Rician-distributed posterior in MRI images to reconstruct the noise compensated image. ACER takes advantage of the known SNR characteristics of an ERC to develop a non-spatial unified ERC parametric model that models the SNR profile presented by the ERC. This allows for effective noise suppression and detail preservation in the prostate. This approach to noise compensation for coil intensity corrected endorectal MRI images is particularly useful for retrospective studies where the original raw data is not available and only the coil intensity corrected data is accessible. Experimental results using both phantom and patient data showed that ACER provided strong performance in terms of SNR, CNR and edge preservation when compared to a number of existing approaches. Future work involves extending ACER to automatically estimate the SNR profile of the ERC, thus eliminating the necessity for the ERC SNR profile, investigating the effect and efficacy of ACER on improving the quality of multi-sequence endorectal modalities such as correlated diffusion imaging \[[@CR47]\], as well as investigating the extension of ACER for endorectal compressed sensing MRI \[[@CR48]\]. Furthermore, as future work it would be of great interest to perform a more comprehensive study in the effects of noise compensation on resolution, as well as utilize other metrics for quality assessment such as signal-to-noise ratio computed based on multiple acquisitions for a more thorough assessment of image quality.
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