Motivation
Tableau algorithms are dominantly used in sound and complete reasoning systems, which are able to deal with ontologies specified in the OWL 2 DL ontology language [18] . Such algorithms are usually specified in terms of Description Logics (DLs) [1] , which provide the formal basis for OWL, e.g., OWL 2 is based on the DL SROIQ [12] .
To our knowledge, all competitive systems for reasoning with SROIQ knowledge bases such as FaCT++ [20] , HermiT, 3 jFact, 4 or Pellet [19] use a variant of the tableau method -a refutation-based calculus that systematically tries to construct an abstraction of a model for a given query by exhaustive application of so called tableau rules.
Due to the wide range of modelling constructs supported by expressive DLs, the typically used tableau algorithms have a very high worst-case complexity. Developing optimisations to nevertheless allow for highly efficient implementations is, therefore, a long-standing research area in DLs (see, e.g., [14, 21] ). A very effective and widely implemented optimisation technique is "caching", where one caches, for a set of concepts, whether they are known to be, or can safely be assumed to be, satisfiable or unsatisfiable [4] . If the set of concepts appears again in a model abstraction, then a cache-lookup allows for skipping further applications of tableau rules. Caching even allows for implementing worst-case optimal decision procedures for ALC [6] .
Unfortunately, with increasing expressivity some of the widely used optimisations become unsound. For instance, naively caching the satisfiability status of interim results easily causes unsoundness in the presence of inverse roles due to their possible interactions with universal restrictions [1, Chapter 9] . On the other hand, for features such as cardinality restrictions there are nearly no optimisations yet. An attempt to use algebraic methods [10, 5] , i.e., by combining a tableau calculus with a procedure to solve systems of linear (in)equations, performs well, but requires significant changes to the calculus and has not (yet) been extended to very expressive DLs such as SROIQ.
Our contribution in this paper is two-fold. We push the boundary of known optimisations, most notably caching, to the expressive DL SROIQ. The developed method is based on a sophisticated dependency management and a precise unsatisfiability caching technique, which further enables better informed tableau backtracking and more efficient pruning (Section 3). In addition we optimise the handling of cardinality restrictions, by introducing a strategy called pool-based merging (Section 4). Our techniques are grounded in the widely implemented tableau calculus for SROIQ [12] , which makes it easy to transfer our results into existing tableau implementations. The presented optimisations are implemented within a novel reasoning system, called Konclude [17] . Our empirical evaluation shows that the proposed optimisations result in significant performance improvements (Section 5).
Preliminaries
Model construction calculi, such as tableau, decide the consistency of a knowledge base K by trying to construct an abstraction of a model for K, a so-called "completion graph". A completion graph G is a tuple (V, E, L,˙ ), where each node x ∈ V represents one or more individuals, and is labelled with a set of concepts, L(x), which the individuals represented by x are instances of; each edge x, y represents one or more pairs of individuals, and is labelled with a set of roles, L( x, y ), which the pairs of individuals represented by x, y are instances of. The relation˙ records inequalities, which must hold between nodes, e.g., due to at-least cardinality restrictions.
The algorithm works by initialising the graph with one node for each Abox individual/nominal in the input KB, and using a set of expansion rules to syntactically decompose concepts in node labels. Each such rule application can add new concepts to node labels and/or new nodes and edges to the completion graph, thereby explicating the structure of a model. The rules are repeatedly applied until either the graph is fully expanded (no more rules are applicable), in which case the graph can be used to construct a model that is a witness to the consistency of K, or an obvious contradiction (called a clash) is discovered (e.g., both C and ¬C in a node label), proving that the completion graph does not correspond to a model. The input knowledge base K is consistent if the rules (some of which are non-deterministic) can be applied such that they build a fully expanded, clash free completion graph. A cycle detection technique called blocking ensures the termination of the algorithm.
Dependency Tracking
Dependency tracking keeps track of all dependencies that cause the existence of concepts in node labels, roles in edge labels as well as accompanying constrains such as inequalities that must hold between nodes. Dependencies are associated with so-called facts, defined as follows:
Definition 1 (Fact) We say that G contains a concept fact C(x) if x ∈ V and C ∈ L(x), G contains a role fact r(x, y) if x, y ∈ E and r ∈ L( x, y ), and G contains an inequality fact x˙ y if x, y ∈ V and (x, y) ∈˙ . We denote the set of all (concept, role, or inequality) facts in G as Facts G .
Dependencies now relate facts in a completion graph to the facts that caused their existence. Additionally, we annotate these relations with a running index, called dependency number, and a branching tag to track non-deterministic expansions:
Definition 2 (Dependency) Let d be a pair in Facts G × Facts G . A dependency is of the form d n,b with n ∈ IN 0 a dependency number and b ∈ IN 0 a branching tag. We inductively define the dependencies for G, written Dep G . If G is an initial completion graph, then Dep G = ∅. Let R be a tableau rule applicable to a completion graph G with {c 0 , . . . , c k } a minimal set of facts in G that satisfy the preconditions of
Let G be the completion graph obtained from G by applying R and let c 0 , . . . , c be the newly added facts in G , then
The branching tag indicates which facts were added non-deterministically: D) . Thus, the completion graph is initialised with the node a 0 , which has the three concepts in its label. Initially, the set of dependencies is empty. For the concepts and roles added by the application of tableau rules, the dependencies are shown with dotted lines, labelled with the dependency. The dependency number increases with every new dependency. The branching tag is only non-zero for the non-deterministic addition of C to the label of a 0 in order to satisfy the disjunction (C D). Note the presence of a clash due to B and ¬B in the label of x 1 .
Extended Caching and Backtracking
In the following we introduce improvements to caching and backjumping by presenting a more informed dependency directed backtracking strategy that also allows for extracting precise unsatisfiability cache entries.
Dependency Directed Backtracking
Dependency directed backtracking is an optimisation that can effectively prune irrelevant alternatives of non-deterministic branching decisions. If branching points are not involved in clashes, it will not be necessary to compute any more alternatives of these branching points, because the other alternatives cannot eliminate the cause of the clash. To identify involved non-deterministic branching points, all facts in a completion graph are labelled with information about the branching points they depend on. Thus, the united information of all clashed facts can be used to identify involved branching points. A typical realisation of dependency directed backtracking is backjumping [1, 21] , where the dependent branching points are collected in the dependency sets for all facts.
Unsatisfiability Caching
Another widely used technique to increase the performance of a tableau implementation is caching, which comes in two flavours: satisfiability and unsatisfiability caching. For the former, one caches sets of concepts, e.g., from node labels, that are known to be satisfiable. In contrast, for an unsatisfiability cache, we cache sets of concepts that are unsatisfiable. For such a cached set, any superset is also unsatisfiable. Thus, one is interested in caching a minimal, unsatisfiable set of concepts. Although the caching of satisfiable and unsatisfiable sets of concepts is often considered together, we focus here on the unsatisfiability caching problem since the two problems are quite different in nature and already the required data structure for an efficient cache retrieval can differ significantly.
Definition 4 (Unsatisfiability Cache) Let K be a knowledge base, Con K the set of (sub-)concepts that occur in K. An unsatisfiability cache UC K for K is a subset of
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Con K such that each cache entry S ∈ UC K is an unsatisfiable set of concepts. An unsatisfiability retrieval for UC K and a completion graph G for K takes a set of concepts S ⊆ Con K from a node label of G as input. If UC K contains a set S ⊥ ⊆ S , then S ⊥ is returned; otherwise, the empty set is returned.
Deciding when we can safely create a cache entry rapidly becomes difficult with increasing expressivity of the used DL. Already with blocking on tableau-based systems for the DL ALC care has to be taken to not generate invalid cache entries [8] . There are some approaches for caching with inverse roles [2, 3, 6] , where possible propagations over inverse roles from descendant nodes are taken into account. The difficulty increases further in the presence of nominals and, to the best of our knowledge, the problem of caching with inverses and nominals has not yet been addressed in the literature. In this setting, it is difficult to determine, for a node x with a clash in its label, which nodes (apart from x) are also labelled with unsatisfiable sets of concepts. Without nominals and inverse roles, we can determine the ancestor y of x with the last non-deterministic expansion and consider the labels of all nodes from x up to y as unsatisfiable. With inverse roles, a non-deterministic rule application on a descendant node of x can be involved in the creation of the clash, whereby the node labels that can be cached as unsatisfiable become limited.
In order to demonstrate the difficulties with inverse roles, let us assume that the example in Figure 1 is extended such that ((∀r
results from the non-deterministic expansion of the disjunction. For the resulting clash in L(x 1 ), it is not longer sufficient to consider only non-deterministic expansions on ancestor nodes. The label of x 2 cannot be cached because some facts (¬B) involved in the clash are located on different nodes (x 1 ). Furthermore, if trying the disjunct E also leads to a clash, the disjunction ((∀r
is unsatisfiable in the context of this completion graph. Nevertheless, a cache entry cannot be generated because (at least) the first disjunct involves facts of an ancestor node. In order to also handle inverse roles, it would, therefore, be necessary to remember all nodes or at least the minimum node depth involved in the clashes of all alternatives. In the presence of nominals, it further becomes necessary to precisely manage the exact causes of clashes, e.g., via tracking the dependencies as presented in Section 2.1. If such a technique is missing, often the only option is to deactivate caching completely [19, 21] .
Since node labels can have many concepts that are not involved in any clashes, the precise extraction of a small set of concepts that are in this combination unsatisfiable would yield better entries for the unsatisfiability cache. With an appropriate subset retrieval potentially more similar also unsatisfiable node labels can be found within the cache. We call this technique precise caching. Although techniques to realise efficient subset retrieval exist [11] , unsatisfiability caches based on this idea are only implemented in very few DL reasoners [9] . Furthermore, the often used backjumping only allows the identification of all branching points involved in a clash, but there is no information about how the clash is exactly caused. As a result, only complete node labels can be saved in the unsatisfiability cache. We refer to this often used form of caching combined with only an equality cache retrieval as label caching.
For precise caching, the selection of an as small as possible but still unsatisfiable subset of a label as cache entry should be adjusted to the cache retrieval strategy, i.e., the strategy of when the cache is queried in the tableau algorithm. Going back to the example in Figure 1 , for the node x 1 the set {¬B, (∃r.(∀r − .B))} could be inserted into the cache as well as {¬B, (A (∃r.(∀r − .B)))}. The number of cache entries should, however, be kept small, because the performance of the retrieval decreases with an increasing number of entries. Thus, the insertion of concepts for which the rule application is cheap (e.g., concept conjunction) should be avoided. Concepts that require the application of non-deterministic or generating rules are more suitable, because the extra effort of querying the unsatisfiability cache before the rule application can be worth the effort. Optimising cache retrievals for incremental changes further helps to efficiently handle multiple retrievals for the same node with identical or slightly extended concept labels.
The creation of new unsatisfiability cache entries based on dependency tracking can be done during backtracing, which is also coupled with the dependency directed backtracking as described next. Basically all facts involved in a clash are backtraced to collect the facts that cause the clash within one node, whereby then an unsatisfiability cache entry can be created.
Dependency Backtracing
The dependency tracking defined in Section 2.1 completely retains all necessary information to exactly trace back the cause of the clash. Thus, this backtracing is qualified to identify all involved non-deterministic branching points for the dependency directed backtracking and also to identify small unsatisfiable sets of concepts that can be used to create new unsatisfiability cache entries.
Algorithm 1 performs the backtracing of facts and their tracked dependencies in the presence of inverse roles and nominals. If all facts and their dependencies are collected on the same node while backtracing, an unsatisfiability cache entry with these facts can be generated, assuming all facts are concept facts. As long as no nominal or Abox individual occurs in the backtracing, the unsatisfiability cache entries can also be generated while all concept facts have the same node depth. Thus, an important task of the backtracing algorithm is to hold as many facts as possible within the same node depth to allow for the generation of many cache entries. To realise the backtracing, we introduce the following data structure:
Definition 5 (Fact Dependency Node Tuple) A fact dependency node tuple for G is a triple c, d
n,b , x with c ∈ Facts G , d n,b ∈ Dep G and x ∈ V. Abbreviatory we also write C, d
n,b , x if c is the concept fact C(x).
If a clash is discovered in the completion graph, a set of fact dependency node tuples is generated for the backtracing. Each tuple consists of a fact involved in the clash, an associated dependency and the node where the clash occurred. The algorithm gets this set T of tuples as input and incrementally traces the facts back from the node with the clash to nodes with depth 0 (Abox individuals or root nodes).
In each loop round (line 3) some tuples of T are exchanged with tuples, whose facts are the cause of the exchanged one. To identify which tuple has to be traced back first, the current minimum node depth (line 4) and the maximum branching tag (line 5) are extracted from the tuples of T . All tuples, whose facts are located on a deeper node and
Algorithm 1 Backtracing Algorithm
Require: A set of fact dependency node tuples T obtained from clashes 1: procedure dependencyBacktracing(T ) 2: pendingUnsatCaching ← f alse 3:
pendingUnsatCaching ← true 10:
for all t ∈ A do 11:
T ← (T \ t) ∪ getCauseTuplesByDependency(t) 12:
end for 13:
if B = ∅ then 16:
if pendingUnsatCaching = true then 17:
pendingUnsatCaching ←tryCreateUnsatCacheEntry(T ) 18:
if hasNoDependency(t) for all t ∈ T then 20:
pendingUnsatCaching ←tryCreateUnsatCacheEntry(T ) 21:
end if 25:
pendingUnsatCaching ←tryCreateUnsatCacheEntry(T ) 35: whose dependencies are deterministic, are collected in the set A. Such tuples will be directly traced back until their facts reach the current minimum node depth (line [10] [11] [12] . If there are no more tuples on deeper nodes with deterministic dependencies, i.e., A = ∅, the remaining tuples from deeper nodes with non-deterministic dependencies and the current branching tag are copied into B (line 14) in the next round. If B is not empty, one of these tuples (line 25) and the corresponding non-deterministic branching point (line 29) are processed. The backtracing is only continued, if all alternatives of the branching point are computed as unsatisfiable. In this case, all tuples, saved from the backtracing of other unsatisfiable alternatives, are added to T (line 31). Moreover, for c the fact in t, t can be replaced with tuples for the fact on which c non-deterministically depends (line 32).
For a possible unsatisfiability cache entry all remaining tuples, which also depend on the non-deterministic branching point, have to be traced back until there are no tuples with facts of some alternatives of this branching point left (line 33). An unsatisfiability cache entry is only generated (line 34), if all facts in T are concept facts for the same node or on the same node depth.
Unprocessed alternatives of a non-deterministic branching point have to be computed before the backtracing can be continued. It is, therefore, ensured that tuples do not consist of facts and dependencies from this alternative, which also allows for releasing memory (line 36). The tuples are saved to the branching point (line 37) and the algorithm jumps back to an unprocessed alternative (line 38).
If B is also empty, but there are still dependencies to previous facts, some tuples based on the current branching tag have to remain on the current minimum node depth. These tuples are collected in the set C (line 23) and are processed separately one per loop round, similar to the tuples of B, because the minimum node depth or maximum branching tag may change. The tuples of C can have deterministic dependencies, which are processed like the tuples of A (line 27). If all tuples have no more dependencies to previous facts, the algorithm terminates (line 21).
Besides the creation of unsatisfiability cache entries after non-deterministic dependencies (line 34), cache entries may also be generated when switching from a deeper node to the current minimum node depth in the backtracing (line 9 and 17) or when the backtracing finishes (line 20). The function that tries to create new unsatisfiability cache entries (line 17, 20, and 34) returns a Boolean flag that indicates whether the attempt has failed, so that the attempt can be repeated later.
For an example, we consider the clash {¬B, B} in the completion graph of Figure 1 . The initial set of tuples for the backtracing is T 1 (see Figure 2) . Thus, the minimum node depth for T 1 is 1 and the maximum branching tag is 0. Because there are no tuples on a deeper node, the sets A and B are empty for T 1 . Since all clashed facts are generated deterministically, the dependencies of the tuples have the current maximum branching tag 0 and are all collected into the set C. The backtracing continues with one tuple t from C, say t = B, k 11,0 , x 1 . The dependency k of t relates to the fact (∀r − .B)(x 2 ), which is a part of the cause and replaces the backtraced tuple t in T 1 . The resulting set T 2 is used in the next loop round. The minimum node depth and the maximum branching tag remain unchanged, but the new tuple has a deeper node depth and is traced back with a higher priority to enable unsatisfiability caching again. Thus, (∀r − .B), i 9,0 , x 2 is added to the Fig. 2 . Backtracing sequence of tuples as triggered by the clash of Figure 1 set A and then replaced by its cause, leading to T 3 . Additionally, a pending creation of an unsatisfiability cache entry is noted, which is attempted in the third loop round since A and B are empty. The creation of a cache entry is, however, not yet sensible and deferred since T 3 still contains an atomic clash. Let t = B, j 10,0 , x 1 ∈ C be the tuple from T 3 that is traced back next. In the fourth round, the creation of a cache entry is attempted again, but fails because not all facts are concepts facts. The backtracing of r(x 1 , x 2 ), h 8,0 , x 1 then leads to T 5 . In the following round an unsatisfiability cache entry is successfully created for the set {¬B, (∃r.(∀r − .B))}. Assuming that now the tuple ¬B, e 5,0 , x 1 is traced back, we obtain T 6 , which includes the node a 0 . Thus, the minimum node depth changes from 1 to 0. Two more rounds are required until T 8 is reached. Since all remaining facts in T 8 are concept assertions, no further backtracing is possible and an additional cache entry is generated for the set {(∃r.(A (∃r.(∀r − .B)))), (∀r.¬B)}. If a tuple with a dependency to node a 0 had been traced back first, it would have been possible that the first unsatisfiability cache entry for the set {¬B, (∃r.(∀r − .B))} was not generated. In general, it is not guaranteed that an unsatisfiability cache entry is generated for the node where the clash is discovered if there is no non-deterministic rule application and if the node is not a root node or an Abox individual. Furthermore, if there are facts that are not concept facts, these can be backtraced with higher priority, analogous to the elements of the set A, to make unsatisfiability cache entries possible again. To reduce the repeated backtracing of identical tuples in different rounds, an additional set can be used to store processed tuples for the alternative for which the backtracing is performed.
The backtracing can also be performed over nominal and Abox individual nodes. However, since Abox and absorbed nominal assertions such as {a} C have no previous dependencies, this can lead to a distributed backtracing stuck on different nodes. In this case, no unsatisfiability cache entries are possible.
A less precise caching can lead to an adverse interaction with dependency directed backtracking. Consider the example of Figure 3 , where the satisfiability of the combination of the concepts (∃r. (∃s.(A B)) ), ((C 1 ∀r.C) (C 2 ∀r.C)), and ((D 1 ∀r.(∀s.¬A)) (D 2 ∀r.(∀s.¬A))) is tested. Note that, in order to keep the figure readable, we no longer show complete dependencies, but only the branching points for non-deterministic deci-
b. concepts precisely cached, dependency set {2} x 2 L(x 2 ) = {(A B), A, B, ¬A 2 } clash {A, ¬A}, dependency set {2} 2 } is generated. The branching points indicate which concepts depend on which non-deterministic decision. For example, C is in L(x 1 ) due to the disjunct (C 1 ∀r.C) of the first nondeterministic branching decision (illustrated in Figure 3 with the superscript 1). In the further generated s-successor x 2 a clash is discovered. For the only involved nondeterministic branching point 2, we have to compute the second alternative. Thus, an identical r-successor x 1 is generated again for which we can discover the unsatisfiability with a cache retrieval. If the entire label of x 1 was inserted to the cache, the dependent branching points of all concepts in the newly generated node x 1 would have to be considered for further dependency directed backtracking. Thus, the second alternative of the first branching decision also has to be evaluated (c.f. Figure 3, a. ). In contrast, if the caching was more precise and only the combination of the concepts (∃s.(A B)) and (∀s.¬A) was inserted into the unsatisfiability cache, the cache retrieval for the label of node x 1 would return the inserted subset. Thus, only the dependencies associated to the concepts of the subset could be used for further backjumping, whereby it would not be necessary to evaluate the remaining alternatives (c.f. Figure 3, b. ).
Optimised Merging
At-most cardinality restrictions require the non-deterministic merging of role neighbours until the cardinality restriction is satisfied. Only for cardinalities of 1, merging is deterministic. The usual merging approach [12] , which can still be found in several available reasoner implementations, employs a ≤-rule that shrinks the number of role neighbours by one with each rule application. Each such merging step gathers pairs of potentially mergeable neighbouring nodes. For each merging pair a branch is generated in which the merging of the pair is executed. Without optimisations, this approach leads to an inefficient implementation since for merging problems that require more than one merging step, several identical merging combinations have to be evaluated multiple times. Throughout this section, we consider the following example: a node in the completion graph has four r-neighbours w, x, y and z, which have to be merged into two nodes. The naive approach described above leads to eighteen non-deterministic alternatives (c.f. Figure 4 ): in the first of two necessary merging steps there are n−1 i=1 i, i.e., six possible merging pairs. A second merging step is required to reduce the remaining three nodes to two. If the merging rule is applied again without any restrictions, each second merging step generates three more non-deterministic alternatives. However, only seven of these eighteen alternatives overall are really different. For example, the combination wxy, z, where the nodes w, x and y have been merged, can be generated by merge(merge(w, x), y), merge(merge(w, y), x) and merge(merge(x, y), w).
The amount of redundant alternatives depends also strongly on the test cases and on the strategy of rule application. Applying the ≤-rule with a higher priority than the generating rules, can, in some cases, reduce the number of redundant merging combinations. Going back to the example, if the merging rule is applied already before the creation of the forth r-neighbour z, we only have three non-deterministic alternatives for the first merging step ( Figure 5 ). After also adding z to the completion graph, a furw, x, y wy, x, z wx, y, z w, xy, z merge(w, y) m e rg e (w , Fig. 5 . Non-deterministic alternatives for pair-based merging with a prioritized ≤-rule ther merging step is necessary resulting in three further possible merging pairs for each of the three alternatives. Out of the nine alternatives, there are again merging combinations that lead to the same outcome: merge(merge(w, x), y), merge(merge(w, y), x) and merge(merge(x, y), w). Although the amount of redundant merging combinations can be reduced, it is not always possible to apply this strategy since the concept that triggers the application of the ≤-rule can be hidden within disjunctions or may be added via propagations over inverse roles at a later stage. The problem is very similar to the syntactic branching search [1] , where unsatisfiable concepts of non-disjoint branches might have to be evaluated multiple times. The semantic branching technique is commonly used to avoid such redundant evaluations and in the merging context an analogous approach can be very beneficial.
In order to apply this technique, all nodes of previously tested merging pairs are set to be pairwise distinct. For example, when merging (w, x) in the first merging step leads to a clash, w and x are set to be distinct because this combination has been tested and should be avoided in future tests. In the second alternative, the nodes w and y are merged, which leads to wy˙ x. As a result of the inequality, merge(merge(w, y), x) is never tested in the second merging step ( Figure 6 ). If also merging w and y fails, a further inequality w˙ y is added. Finally, for the last two alternatives of the first merging step the inequality constraints prevent further merging and show that these alternatives are unsatisfiable. Summing up, with the inequalities the total number of nondeterministic alternatives can be reduced to nine in this example. Unfortunately, similarly sophisticated merging techniques can hardly be found in current reasoners.
Apart from using the inequality information, the pool-based merging method that we propose also prevents the redundant evaluation of previously computed merging attempts. Furthermore it works very well in combination with dependency directed backtracking due to the thin and uniform branching tree.
Regarding the implementation of the pool-based merging method, the nodes that have to be merged are managed in a queue. Each merging step takes the next node from the queue and non-deterministically inserts this node into a so-called pool, where the number of pools corresponds to the required cardinality. All pools are considered as distinct and nodes within one pool are merged together. If there are several empty pools, we will only generate one alternative, where the node is inserted in one of these empty pools. If several empty pools were initialised with the same node, once again redundant merging combinations would have to be evaluated. For the example, the generated merging combinations due to the pool based merging procedure are illustrated in Figure 7 . At the beginning, all nodes are in the queue and both pools are empty. In the first merging step the node w is taken from the queue and inserted to the first empty pool. In the second step the next node x is non-deterministically inserted into the first pool together with the node w or into another empty pool. This process continues until the cardinality restriction is satisfied. Note that z is not removed from the queue for the alternative shown on the left-hand side since the cardinality is already satisfied. If a clash occurs in an alternative, all relevant merging steps can be identified with the dependency directed backtracking. Different insertion alternatives are, therefore, only tested for nodes that are involved in the clashes. In the worst-case also the pool based merging is systematically testing all possible combinations, but the different generation of these alternatives prevents redundant evaluations. Other tableau expansions rules for SROIQ, such as the choose-or the NN-rule, are not influenced by the merging method, consequently also qualified cardinality restrictions are supported in combination with the pool based merging.
Evaluation
Our Konclude reasoning system implements the enhanced optimisation techniques for SROIQ described above. In the following, we first compare different caching methods. Furthermore, we benchmark our pool-based merging technique against the standard pair-based approach that is used in most other systems. We evaluate dependency directed backtracking and unsatisfiability caching with the help of concept satisfiability tests from the well-known DL 98 benchmark suite [13] and spot tests regarding cardinality restrictions and merging first proposed in [15] . From the DL 98 suite we selected satisfiable and unsatisfiable test cases (with _n resp. _p postfixes) and omitted those for which unsatisfiability caching is irrelevant and tests that were too easy to serve as meaningful and reproducible sample.
With respect to caching, we distinguish between precise caching and label caching as described in Section 3.2. To recall, precise caching stores precise cache entries con- sisting of only those backtraced sets of concepts that are explicitly known to cause an unsatisfiability in combination with subset retrieval, while label caching stores and returns only entire node labels. Independent of the caching method, we distinguish between unfiltered and relevant dependencies for further dependency backtracing after a cache hit. Unfiltered dependency denotes the backtracing technique that uses all the concept facts and their dependencies within a node label, for which the unsatisfiability has been found in the cache. In contrast, relevant dependency uses only those facts and dependencies of a node label for further backtracing that caused the unsatisfiability (as if the unsatisfiability would be found without caching).
Konclude natively maintains relevant dependencies and implements precise unsatisfiability caching based on hash data structures [11] in order to efficiently facilitate subset cache retrieval. Figure 8 shows the total number of processed non-deterministic alternatives for five configurations of caching precision and dependency handling for a selection of test cases solvable within one minute. Note that runtime is not a reasonable basis of comparison since all configuration variants of Figure 8 have been implemented (just for the purpose of evaluation) on top of the built-in and computationally more costly precise caching approach. Figure 8 reveals that, amongst the tested configurations, precise caching provides the most effective pruning method. For some test cases it can reduce the number of nondeterministic alternatives by two orders of magnitude in comparison to label caching with unfiltered dependencies. Particularly the test cases k_path_n/p are practically solvable for Konclude only with precise caching at their largest available problem size (#21). The difference between relevant and unfiltered dependencies is less significant at least within our set of test cases. If label caching and unfiltered dependencies are used together, then, sometimes, (here for the test cases k_t4p_p/n and k_poly_p) the number of processed alternatives is even increasing in comparison to the configuration without unsatisfiability caching. The reason for this is that with the less exact unfiltered dependencies additional non-deterministic branching points are identified as relevant after a cache hit (described in Section 3.3). This adverse interaction with dependency directed backtracking can also occur with the precise caching and unfiltered dependency configuration. However, precise caching generally reduces the number of processed alternatives, because the precise cache entries and the subset retrieval allows that the unsatisfiability can be found earlier in the cache. Figure 9 shows the reasoning time for precise and no unsatisfiability caching for our Konclude reasoning system. In all test cases precise caching significantly improves or at least does not downgrade overall reasoning time. For the test cases k_poly_p/n the number of processed non-deterministic alternatives can be reduced with precise caching, but the additional effort of managing and querying the cache prevents performance improvements. This effect can sometimes be observed, if the work in the alternatives is negligible, but the cache entries are relatively complex. Additionally, we have experienced an increase of memory usage by a worst-case factor of two in case of dependency tracking in comparison to no dependency handling. In Figure 10 the total reasoning time is splitted into three parts: (i) the time required for the subset retrieval of the precise unsatisfiability cache, (ii) the time for dependency backtracing including the time for the creation of new cache entries, and (iii) the remaining other reasoning time. Only for the test cases k_ph_n and 1b-SHIN the times for dependency backtracing and the subset retrieval have a significant contribution to the total reasoning time. Nevertheless, with precise caching many alternatives are pruned and the reasoning time decreases. In contrast to this, traditional label caching cannot improve the reasoning time for these test cases, because the algorithm does not create exact identical node labels in the different alternatives and, therefore, the label caching has no cache hit at all.
A comparison between Konclude and other widely used reasoning systems is shown in Figure 11 . Now the total processing time is shown for the test cases, i.e. the loading and pre-processing times are also included. The tests are conducted with the OWLlink interface [16] on an Intel Core i7 940 quad core processor running at 2.93 GHz. HermiT, FaCT++ and Pellet are queried with the help of the OWLlink API 5 and Konclude and RacerPro [7] are supporting OWLlink natively. The results show an average over five runs. Although Konclude can achieve good results, other reasoning systems are 5 http://owllink-owlapi.sourceforge.net/ even faster for some test cases. Especially FaCT++ significantly outperforms all other reasoning systems for the k_path_p/n test cases. Without precise caching Konclude is not even able to solve these test cases within the time limit of one minute. A possible reason for this might be the different processing strategy of nodes in the completion graph or the different optimised data structures. Moreover, we have not implemented all known optimisations into Konclude so far. Figure 12 compares pool-based with pair-based merging in terms of non-deterministic alternatives that have to be processed in order to solve selected test cases from [15] . In addition to the built-in pool-based merging we also added pair-based merging to our Konclude system. The test cases 10c and 10d are variants of the original test case 10a in terms of different problem sizes (10c) as well as more hidden contradictions nested within disjunctions (10d). The pool-based approach introduced in Sec. 4 clearly dominates the naive pair-based merging, especially when dealing with satisfiable problems (1b and 2b) and expressive DLs. Note that the test cases 1b and 2b are only solvable with pool-based merging within a one minute timeout. The required reasoning times strongly correlate to the number of processed alternatives for all test cases of Figure 12 .
Advantages of the pool-based merging can also be observed, if Konclude is compared to other reasoning systems. Figure 13 shows a comparison between Konclude, HermiT, FaCT++, Pellet and RacerPro for the merging test cases, which are analogously conducted to the previous reasoner comparison. Konclude outperforms all other reasoners for all these test cases. RacerPro can use algebraic methods only for 2b-SHN and 41_1-ALCQ. However, if these test cases are extended to much greater cardinalities, then RacerPro eventually outperforms the other reasoners.
Conclusions
We have presented a range of optimisation techniques that can be used in conjunction with the very expressive DL SROIQ. The presented dependency management allows for more informed backjumping, while also supporting the creation of precise cache unsatisfiability entries. In particular the precise caching approach can reduce the number of tested non-deterministic branches by up to two orders of magnitude compared to standard caching techniques. Regarding cardinality constraints, the presented poolbased merging technique also achieves a significant improvement and a number of test cases can only be solved with this optimisation within an acceptable time limit. Both techniques are well-suited for the integration into existing tableau implementations for SROIQ and play well with other commonly implemented optimisation techniques.
