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ABSTRACT
This paper develops a Pareto scale-inflated outlier model. This model is intended for use
when data from some standard Pareto distribution of interest is suspected to have been
contaminated with a relatively small number of outliers from a Pareto distribution with the
same shape parameter but with an inflated scale parameter. The Bayesian analysis of this
Pareto scale-inflated outlier model is considered and its implementation using the Gibbs
sampler is discussed. The paper contains three worked illustrative examples, two of which
feature actual insurance claims data.
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1. Introduction
The Pareto distribution is arguably one of the most popular and widely used of those in the
class of continuous univariate distributions. Excellent overviews of the Pareto distribution
are available in Arnold (1983) and Johnson, Kotz and Balakrishnan (1994). Vilfredo Pareto
originally formulated it to describe the allocation of wealth among individuals, a situation in
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which a larger portion of the wealth in a society is owned by a smaller percentage of people
therein. The Pareto distribution has since been used to profitably model many other situa-
tions, particularly those in which an equilibrium is found in the distribution of the “small”
values to the “large”. Some of the applications of the Pareto (and its related) distributions
include modelling distributions of city population sizes, the occurrence of natural resources
(e.g. size of oil reserves in oil fields), stock price fluctuations, size of firms, and error clus-
tering in communication circuits (see Johnson et al. (1994)). The Pareto distribution is also
commonly used to model the severity of large casualty losses for certain lines of business
such as fire and general liability, motor insurance, and workers compensation (e.g., McNeil
(1997), Scollnik (2007), Schmutz and Doerr (1998)).
This paper will develop a model based on the Pareto distribution for use in certain
situations when it is feared that the data is contaminated with one or more outliers. An
outlier may be thought of as an outlying observation that is numerically distant from the
rest of the data. Or, harkening back to Grubs (1969), “one that appears to deviate markedly
from other members of the sample in which it occurs”. A thick tailed Pareto distribution
will as a matter of course generate occasional observations distant from the rest of the data.
However, an outlier can also arise as an observation that does not come from the assumed
default model. Depending upon the statistical approach taken, the distribution of the outliers
generated by something other than the assumed default model may or may not be specified.
For instance, as noted by an anonymous reviewer of a related paper of ours, in the field of
robust statistics it is usually assumed that the main part of the data follows a model and
the distribution of outliers is not specified. The aim there is to reduce the influence of the
outliers on the estimation of the model for the main part of data, but not to model the
outliers themselves.
In this paper, the approach taken is that most observations are from an assumed default
Pareto(α, θ) model with a certain threshold of θ, but that occasional outliers are generated
from a different Pareto model with a higher threshold, say, βθ with β > 1. We will refer
to the parameter β as a scale inflation factor. Note, if the expected value of the default
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Pareto distribution exists (i.e., if α > 1) then the expected value of the alternative Pareto
distribution is β times as great. We will refer to the model developed in this paper as a
Pareto scale-inflated outlier model. However, it could also be described as a two-component
mixture of Pareto distributions model. Our aim in this paper is primarily to use this model
to reduce the influence of a relatively small number of outliers as discussed above on the
estimation of the model parameters, especially α, for the main part of the data. This model
certainly may also be utilized when a set of data is more evenly split between the default
and the higher-threshold Pareto models. However, that scenario is not the main topic of this
paper.
Dixit and Jabbari Nooghabi (2011a) previously considered a Pareto based model with the
presence of outliers and claimed that their “work is the first in estimation in the Pareto distri-
bution with outliers”. In their paper, they let the set of n random variables (X1, X2, . . . , Xn)
represent claim amounts of a motor insurance company, and assume that k of these (k ≥ 1)
claims are associated with some particular sort of vehicles (e.g. more expensive and / or
more severely damaged) such that these claims are β times higher than those of the standard
(or typical) vehicles. Their assumption is that the claim amounts of the standard (or typical)
vehicles are distributed with Pareto(α, θ) probability density function (pdf)
f(x;α, θ) =
α θ α
xα+1
, 0 < θ ≤ x, α > 0, (1.1)
and that those of the remainder (the outliers) have the Pareto(α, βθ) pdf
f(x;α, β, θ) =
α (β θ)α
xα+1
, 0 < β θ ≤ x, α > 0, β > 1, θ > 0. (1.2)
Dixit and Jabbari Nooghabi (2011a) assume that β, θ, and k (the number of outliers) are
all known, and that α is unknown. Dixit and Jabbari Nooghabi (2011a) employ maximum
likelihood estimation and uniformly minimum variance unbiased estimation. See Scollnik
(2012) for a reexamination and correction of some of their reported results. Dixit and
Jabbari Nooghabi (2011b) develop an extension of their model in which θ and β may also
be unknown. However, the estimation method they employ in this case (a combination of
method of moments and least squares) can yield parameter estimates that are inconsistent
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with the observed data. See Scollnik (2012) for the details on this, as well as the derivation
of a maximum likelihood estimation procedure. It is important to note that the random
variables (X1, X2, . . . , Xn) are not independent in Dixit and Jabbari Nooghabi’s models. For
more on the nature of the dependence, see Dixit and Jabbari Nooghabi (2011a, page 342)
and (2011b, page 819).
The Pareto scale-inflated outlier model to be developed and discussed in this paper is
more along the lines of the contaminated outlier models explored in Verdinelli and Wasser-
man (1991). In particular, and unlike the situation in Dixit and Jabbari Nooghabi’s models,
the observations will be assumed to be independent of one another given the model param-
eters. And, also as in Verdinelli and Wasserman (1991), this paper will develop a Bayesian
statistical analysis using the Gibbs sampler. The estimation methodology used in this paper
will always be the same, regardless of which particular model parameters are known and
which are unknown (i.e. unlike the situations described above concerning estimation of the
parameters in the Dixit and Jabbari Nooghab models). Neither the exact number of outliers,
nor the probability that an observation is an outlier, will need to be known. The Bayesian
approach will, however, allow prior information with respect to the number of outliers, or any
model parameter, to be included in the analysis. The Bayesian approach will also allow the
posterior inferences to be averaged over, or marginalized with respect to, the possible values
of k. Predictive inferences incorporating parameter uncertainty are also available using this
methodology.
The Pareto scale-inflated outlier model will be defined and discussed in Section 2. Its
Bayesian analysis using the Gibbs sampler will be developed in Section 3. This will be
followed by three worked illustrative examples. The first example makes use of simulated
data and appears in Section 4. The remaining two examples feature actual insurance claims
data. Specifically, Section 5 considers a motor insurance claims data set and Section 6
addresses a medical insurance claims example.
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2. The Pareto outlier model
An early and well-studied form of outlier model is the contaminated location-shift normal.
See, for example, Guttman, Dutter, and Freeman (1978). This is also one of the outlier
models discussed in Verdinelli and Wasserman (1991). It assumes that the random variables
(X1, X2, . . . , Xn) are a sample from the distribution with pdf of the form
f(xi |µ, σ2, , Ai) = (1− )φ(xi |µ, σ2) +  φ(xi |µ+ Ai, σ2), (2.3)
where φ(x |µ, σ2) is the normal density with mean µ and variance σ2, and  is the probability
that the observation is from the normal distribution with its location shifted by an amount
given by Ai. Given the model parameters, the Xi are all independent of one another.
Verdinelli and Wasserman (1991) re-express this model by introducing independent Bernoulli
trials δi, i = 1, . . . , n, each with success probability . Then,
f(xi |µ, σ2, , Ai, δi) = φ(xi |µ+ δiAi, σ2). (2.4)
Verdinelli and Wasserman (1991) assume standard conjugate priors for µ and σ2 and assume
that the Ai s are independent with identical zero mean normal prior distributions. They
implement the corresponding Bayesian analysis using the Gibbs sampler.
The Pareto scale-inflated outlier model considered in this paper is similar in spirit to
the one above, but with some significant differences. Specifically, assume that the random
variables are from the distribution with pdf
f(xi |α, θ, β, ) = (1− ) αθ
α
xα+1i
I(xi − θ) +  α(βθ)
α
xα+1i
I(xi − βθ) (2.5)
in which α > 0, θ > 0, and β > 1. Here, I is the indicator function defined as
I(y) =
1 y ≥ 0,0 otherwise. (2.6)
The indicator functions arise in the definition of the model as the constituent Pareto dis-
tributions have different support. In this model, the outlying observations are seen to be
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coming from a scale-inflated Pareto distribution. The model can be re-expressed as
f(xi |α, θ, β, , δi) = α(β
δiθ)α
xα+1i
I(xi − β δiθ). (2.7)
As before, the δi are independent Bernoulli random variables with an identical probability
of success given by . Note that the Xi are conditionally independent of one another, and
also of , given the other model parameters.
The Pareto scale-inflated outlier model differs from the contaminated location-shift nor-
mal model in a couple of ways, beyond the obvious that the former is built up using Pareto
distributions whereas the latter uses normal. Another difference is that the scale-inflation
parameter β is assumed to be common for all observations, whereas the location shift param-
eter Ai varies from observation to observation. This is simply due to the nature of the model
we are constructing. That is, a common β seems appropriate for many insurance contexts
and in particular is an assumption that is appropriate for the illustrative examples to follow
later in this paper. However, it would not be difficult to adjust the model to allow differing
values of β, say βi, for different observations. The analysis could still go forward using the
methodology described in this paper with just a few changes. (For some insurance exam-
ples we have considered, this model adjustment did not greatly affect the overall analysis.)
Another difference has to do with the support of the Xi. Under the contaminated location-
shifted normal model, the support of these variables is independent of δi, µ, and Ai. But
under the Pareto scale-inflated outlier model, the support of Xi varies with the values of δi,
θ, and β. This introduces subtleties and complications into the Pareto scale-inflated outlier
model that do not exist in the contaminated location-shifted normal model. In particular,
given the observed values of the Xi variables, the varying support implies range restrictions
on some model parameters. These restrictions must be monitored and incorporated in the
implementation of the Gibbs sampler.
In order to perform a Bayesian analysis of the Pareto scale-inflated outlier model defined
above using the Gibbs sampler, we need to consider the selection of prior distributions
for the model parameters and establish the form of the resulting full conditional posterior
distributions. This is all discussed and illustrated in the following sections.
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We assume that readers are familiar with the basic ideas underlying the Gibbs sampler
and other methods of Markov chain Monte Carlo (MCMC). An excellent review of these
subjects, and of Bayesian inference in general, is available in Gelman et al. (2004). See
Ntzoufras (2009) for another excellent overview. MCMC methods have attracted widespread
use and attention in the statistics community and literature over the last two decades. Many
papers featuring MCMC methods have also appeared in the actuarial literature in recent
years. These include papers by Scollnik (2001), Verrall (2004), Ntzoufras et al. (2005), de
Alba (2006), and Verrall (2007), to name just a few.
3. Implementing the Bayesian analysis of the model
Let X = (X1, X2, . . . , Xn) be a random sample from the Pareto scale-inflated outlier model
(2.5) and let δ = (δ1, . . . , δn). Then
f(x |α, θ, β, , δ) = α
n(β kθ n)α∏n
i=1 x
α+1
i
n∏
i=1
I(xi − β δiθ) (3.8)
with α > 0, θ > 0, β > 1, and where k =
∑n
i=1 δi.
Assume that the model parameters, with the exception of  and δ, are conditionally
independent of one another a priori. In this case, the posterior distribution for all of the
model parameters is given by
f(α, θ, β, , δ |x) ∝ f(α)f(θ)f(β)f()f(δ | )
(
θ nβ k∏n
i=1 xi
)α n∏
i=1
I(xi − β δiθ). (3.9)
Recall, the δi, i = 1, . . . , n, are independent Bernoulli trials with common success probability
, a priori, so that
f(δ | ) ∝
n∏
i=1
 δi(1− )1−δi . (3.10)
In order to implement a Gibbs sampler, we must first identify the form of the full condi-
tional posterior distributions for each of the unknown model parameters. Next, we sample
iteratively in an alternating fashion from each of the relevant full conditional posterior dis-
tributions in turn in order to obtain a random sample from the joint posterior. Details
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of this methodology can be found in any of many standard references now available, such
as Gelman et al. (2004). The forms of the full conditional posterior distributions for the
unknown model parameters are now established below, assuming some flexible but standard
prior density specifications.
The conjugate prior for α is the gamma(a1, a2) distribution (with mean a1/a2 and variance
a1/a
2
2). This choice of prior leads to a full conditional posterior distribution for α with a
density given by
f(α |x, θ, β, δ) ∝ αa1+n−1e−αa2
(
θ nβ k∏n
i=1 xi
)α
∝ αa1+n−1e−α[ a2+
∑n
i=1 ln(xi)−n ln(θ)−k ln(β)]. (3.11)
This is readily identified as a gamma(a1+n, a2+
∑n
i=1 ln(xi)−n ln(θ)−k ln(β)) distribution.
Observe that this full conditional posterior distribution is independent of , and depends on
δ only through the current value of k, i.e. in the current iteration of the Gibbs sampling
algorithm. If we are confident that the mean (variance) of the model (1.1) exists, then the
corresponding restriction α > 1 (α > 2) may be imposed on the prior distribution. Any such
restriction will pass through and apply to the posterior as well.
The form of the full conditional posterior distribution for  is given by
f( |x, α, θ, β, δ) ∝ f()
n∏
i=1
 δi(1− )1−δi . (3.12)
This full conditional posterior distribution also depends on δ only through the value of k. If
the prior for  is taken to be beta(b1, b2), then it is clear that the full conditional posterior
distribution for  is beta(b1 + k, b2 + n− k).
The full conditional posterior for each δi, i = 1, . . . , n, will be a discrete probability
distribution. From (2.7) and (3.10), its form is seen to be given by
f(δi |x, α, θ, β, ) ∝  δi(1− )1−δiβ δi I(xi − β δiθ) , (3.13)
where δi is equal to either 0 or 1. Observe that the δi are conditionally independent of one
another, given the observed data and the other model parameters. From (3.13), it follows
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that
Pr(δi = 0 |x, α, θ, β, ) =
1 if θ ≤ xi < βθ1−
1−+βα if β θ ≤ xi
(3.14)
and
Pr(δi = 1 |x, α, θ, β, ) =
0 if θ ≤ xi < βθβα
1−+βα if β θ ≤ xi,
(3.15)
for i = 1, 2, . . . , n. Note that the conditional posterior probabilities for δi do not depend
upon the precise value of xi, only upon whether or not xi < β θ or xi ≥ β θ. As the Gibbs
sampler proceeds, the value of k =
∑n
i=1 δi can also be monitored at the end of each iteration
in order to develop posterior inferences with respect to the number of outliers.
If the values of the parameters θ and β are fixed and known, e.g., as in the example con-
tained in Dixit and Jabbari Nooghabi (2011a), then the Gibbs sampler can be implemented
using only (3.11), (3.12), (3.14) and (3.15). When the values of the parameters θ and β are
fixed and known, it also follows from (3.14) and (3.15) that any observation xi below β θ has
zero marginal posterior probability of being an outlier, whereas any observation greater than
or equal to β θ has the same marginal posterior probability of being an outlier as any other
such observation. This is simply a consequence of the assumed Pareto outlier model when
θ and β are fixed and known. This result may or may not be appropriate in a particular
application.
Recall that the motivation in Dixit and Jabbari Nooghabi (2011a) was to develop a model
assuming that claims associated with some particular sort of special vehicles are exactly β
times higher than those of standard (or typical) vehicles, with β a known value (θ was
also assumed to be known). However, β is not likely to be known precisely in practice.
Furthermore, it may be useful to rank the observations (vehicle claims) according to how
probable they are, a posteriori, of being outliers (with the understanding that a larger
observation should have a correspondingly larger such posterior probability). For instance,
vehicles associated with posterior probabilities above some set level may be targeted for
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inspection, either to identify possible fraud or to determine whether this particular type of
vehicle is being properly classified. Allowing β to vary addresses both of these issues.
Let f(β) denote the prior distribution of β, and assume that β > β∗ ≥ 1 where β∗ is
some assumed known lower limiting value. Then the full conditional posterior distribution
of β, from (3.9), is of form
f(β |x, α, θ, δ, ) ∝ f(β) β αk
n∏
i=1
I(xi − β δiθ) . (3.16)
This may be written as
f(β |x, α, θ, δ, ) ∝ f(β) β αk (3.17)
where 1 ≤ β∗ < β when k = ∑ni=1 δi = 0, and 1 ≤ β∗ < β ≤ x∗/θ where x∗ = min
i3δi=1
(xi) (i.e.
the smallest xi for which δi = 1) when k =
∑n
i=1 δi ≥ 1. Of course, the value of x∗ may and
typically will vary from iteration to iteration of the Gibbs sampler. For the examples later
in this paper, we will assign β a shifted exponential prior distribution such that
p(β) = λ e−λ(β−β
∗), (3.18)
with β > β∗ ≥ 1 and λ = 1. This leads to a shifted and sometimes (i.e., when k ≥ 1)
truncated from above exponential full conditional posterior distribution for β, with the
truncation as previously described.
Finally, let f(θ) denote the prior distribution of θ as before. Then the full conditional
posterior distribution of θ, from (3.9), is of form
f(θ |x, α, β, δ, ) ∝ f(θ) θ αn
n∏
i=1
I(xi − β δiθ) . (3.19)
This may be written as
f(θ |x, α, β, δ, ) ∝ f(θ) θ αn (3.20)
where 0 < β δiθ ≤ xi for all i or, more concisely, 0 < θ < min
i
(xi/β
δi). For the examples
later in this paper, we will assign θ a gamma(t1, t2) prior distribution. This leads to a
truncated gamma(t1+αn, t2) full conditional posterior distribution for θ, with the truncation
as previously described.
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4. An example with simulated data
In order to illustrate the Pareto scale-inflated outlier model (2.5) and its Bayesian analysis,
we first explore its application in the context of a simulated data set. Sixteen observations
were simulated from the Pareto(α, θ) model (1.1) using α = 2.5 and θ = 50000. These
represent standard (or typical) claim amounts. Four observations were simulated from the
scale-inflated Pareto(α, βθ) model (1.2) using α and θ as above, and with β = 3. These
represent the outlier claim values. The complete set of observations are given below (the
outliers are the final four entries in the last line):
57,726, 51,806, 82,475, 75,840, 86,115
140,691, 53,960, 57,176, 66,577, 81,512,
57,099, 71,053, 56,012, 50,291, 59,197,
51,918, 170,781, 161,296, 330,773, 219,582.
This example will proceed under the assumption that the true value of θ is known. Interest
is primarily in the estimation of the parameter α as it is the single parameter remaining that
determines the distribution (1.1) for the standard claims.
For this illustrative Bayesian analysis we adopt the following prior specification. The
parameter α is assigned a relatively diffuse, or noninformative, gamma(0.001, 0.001) prior so
that it has a mean of one and a very large variance. The parameter β is assigned a shifted
exponential prior distribution as in (3.18). Finally, the parameter  is assigned a beta(b1, b2)
prior distribution with b1 = 0.1842 and b2 = 3.5. These last two values come from Verdinelli
and Wasserman (1991) and their review of some of the literature pertaining to outlier models.
This specification assigns  a prior mean of 0.05, and assigns any observation “less than half
a chance of being an outlier with high probability” a priori (Verdinelli and Wasserman,
1991, page 109). Specifically, this high prior probability is Pr( < 0.5) = 0.99. A different,
and arguably more informative, prior density specification will be considered in the next
example.
11
Table 1.
Quantiles of the predictive distribution for standard claims under various models.
Pareto model Median 75% 90% 95%
Actual 65,975 87,055 125,594 165,722
Scale-shifted 69,364 98,351 158,719 232,623
Basic 71,749 104,260 174,328 261,562
This Bayesian analysis was implemented using a Gibbs sampler constructed using the full
conditional posterior distributions developed in Section 3. The summary inferences discussed
below are based on a total of 200,000 kept iterations (following burn-ins of 10,000 iterations)
of this Gibbs sampler. The parameter α has posterior mean of 2.193 and posterior standard
deviation of 0.687. The posterior density of α is plotted with a solid line in Figure 1(a). For
comparison, the posterior density of α that results when the basic Pareto model (1.1) (i.e.
a Pareto model with no special accommodation made for outliers) is applied to the data in
conjunction with the same prior for α as before is also given. This posterior density for α is
of the same form as that given by (3.11) when β = 1. That is, the resulting posterior for α
in the case of no outliers is gamma(20.001, 10.23953). This density is plotted in Figure 1(a)
with a dotted line. From a comparison of the two posterior density plots, it is clear that the
Pareto scale-inflated outlier model shifts more of the posterior mass towards the true value
of α, i.e. 2.5. This leads, in turn, to more reasonable and accurate statements about the
predictive distribution of the future standard claim amounts.
Table 1 lists a number of the quantile values for various predictive claim amount models.
The first line of quantiles correspond to those of the actual Pareto(α, θ) model (1.1) with
α = 2.5 and θ = 50000. Recall, this is the model that generated the sixteen simulated
standard claims. The second line of quantiles correspond to those of the Bayesian predictive
distribution for the standard claims under the Pareto scale-inflated outlier model (2.5). This
predictive distribution is defined by (1.1) averaged over the posterior distribution of α that
results under the Pareto scale-inflated outlier model analysis. The third line of quantiles in
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Table 1 correspond to those of the Bayesian predictive distribution arising when the basic
Pareto model (1.1) (i.e. a Pareto model with no special accommodation made for outliers) is
applied to the data. It is apparent from Table 1 that the Pareto scale-inflated outlier model
did a better job in this example of estimating these quantiles than did the basic Pareto
model (which makes no allowance for outlying observations from a scale-inflated Pareto
model). That the quantile values for the predictive distribution associated with the Pareto
scale-shifted outlier model analysis are still slightly greater than the corresponding quantiles
associated with the actual model is to be expected. This is a reflection of the effect of the
parameter uncertainty in the former versus the parameter certainty in the latter.
The parameter β has posterior mean of 2.133 and posterior standard deviation of 0.954.
The posterior density of β is plotted in Figure 1(b). Note that the bumps and dips in this
marginal posterior density plot are a consequence of the varying range restrictions on β that
go along with (3.16), and correspond to the possible values of x∗/θ. The posterior density
for  and the posterior probabilities than given observations are outliers are presented in
the bottom left and bottom right graphs in Figure 1, respectively. Observe that the four
observations associated with the largest posterior probabilities of being outlying observations
are, in fact, the known outliers. Figure 2 contains a plot of the posterior probability function
for k, i.e. the number of outliers. The mode of this posterior distribution is at k = 0, the
same as the mode of the prior. However, the posterior clearly assigns more probability than
the prior to the event that k > 0.
5. An illustrative motor insurance example
The Pareto scale-inflated outlier model and its Bayesian estimation will now be considered
in the context of a motor insurance example using the data from Dixit and Jabbari Nooghabi
(2011a). This example involves an insurance company in Iran that provides motor insurance
as one of its services. Claim amounts vary according to the damage to the vehicles, and
the vehicles themselves are of different (and in some cases very high) costs. The company
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assumed that claims of the most expensive and severely damaged vehicles (i.e. the outliers)
are 1.5 times higher than those of the standard (or typical) vehicles. A random sample of
size 20 of the claim amounts (in Iranian Rials) from the year 2008 is available, and is given
below:
750,000, 780,000, 630,000, 1,750,000, 1,450,000
3,000,000, 7,650,000, 4,210,000, 890,000, 950,000,
1,240,000, 1,800,000, 1,630,000, 9,020,000, 4,750,000,
3,250,000, 1,135,000, 1,326,000, 1,280,000, 760,000.
Dixit and Jabbari Nooghabi (2011a) note that claims of at least 500,000 Rials can be made
and that claims below 500,000 Rials are not entertained. So, in this example, β = 1.5 and θ =
500,000. The parameters α and  (as well as δ) are unknown, and the main objective in this
example is to develop posterior inference concerning the parameter α. This will be compared
to the posterior inference concerning α that results in a case when β is not precisely known,
and also to the posterior inference resulting in the instance that a basic Pareto model with
no outliers is applied to the claims. In order to implement any Bayesian analysis, we must
first specify the priors for the unknown parameters.
For many lines of property and casualty insurance, values of α are typically in the range
from ≈ 0.8 to ≈ 2.5 (e.g., see Schmutz and Doerr, 1998). Of course, values of α outside of
this range are also possible. As the claim amounts in this example relate to motor insurance,
so that the possible claim amounts are relatively constrained and certain not to be incredibly
catastrophic, it is quite reasonable to assume that α > 1 in order so that the mean of (1.1)
exists. Indeed, it is not uncommon for values of α in the case of motor insurance to exceed
2. E.g., see Rosenbaum (2011). With all of this in mind, for the purpose of this illustrative
example the prior distribution for the parameter α is taken to be a gamma(10, 5) truncated
below at 1. The mean of this prior distribution is 2.038 and its standard deviation 0.608.
The discussion and context of the motor insurance data set in Dixit and Jabbari Nooghabi
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(2011a) suggests that the number of outliers (i.e., k) in this sample of size n = 20 should be
relatively small (e.g., k ≈ 1 to 4). Given , the conditional prior distribution for the number
of outliers in a sample of size 20 is binomial(20, ). Recall, the prior for  is beta(b1, b2).
This implies a beta-binomial marginal prior distribution on k. As this example involves an
insurance company, it is reasonable to assume that actuaries or other knowledgeable experts
at the company can make use of internal company and / or industry wide knowledge and /
or insurance statistics in order to fashion informative a priori statements about k. Assume
their prior determination is that 2 outliers are expected in the sample (of size 20), and that
5 or less outliers should occur with 95% probability. Given the previously mentioned beta-
binomial distribution on k, the values b1 = 2.17484 and b2 = 19.57356 are consistent with
this prior opinion. The corresponding prior mean of  is 0.1 and its prior standard deviation
is approximately 0.0629. The resulting marginal prior discrete distribution for k is displayed
in Figure 4(a).
The first Bayesian analysis was performed assuming that β was fixed and set at 1.5. The
parameter α has posterior mean of 1.188 and posterior standard deviation of 0.145. The
parameter  has posterior mean of 0.153 and posterior standard deviation of 0.086. The
marginal posterior density of α and that of  are both shown in Figure 3 (the densities
corresponding to the value of β being known and equal to 1.5). From what was said in
Section 3 concerning the conditional posterior probabilities of δi, it follows that the marginal
posterior probability of any given observation xi greater than βθ = 750, 000 being an outlier
will be the same for all such observations. This follows as it is equal to the value of the
corresponding outlier probability given in (3.15) marginalized over the simulated values of
the other parameters. This estimated probability is approximately equal to 0.221. The
posterior discrete distribution of k (assuming β = 1.5) is illustrated in Figure 4(b). The
random variable k has a posterior mean of 4.211, a posterior standard deviation of 2.795,
and a posterior median equal to 4. Note that the simulation based inferences described above
(and below) in this Section are all based on a total of 200,000 kept iterations (following burn-
ins of 10,000 iterations) of a Gibbs sampler constructed as indicated in Section 3. Of course,
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each different Bayesian analysis was implemented using Gibbs sampler runs of its own.
The second Bayesian analysis was performed assuming that the precise value of β was
unknown, but above some known limit. As in Section 3, assume that β is assigned a shifted
exponential distribution such that
p(β) = λ e−λ(β−β
∗), β ≥ β∗ > 1. (5.21)
We take β∗ = 1.5 and λ = 1. This says that outliers have claims β times higher than standard
vehicles where β is some unknown value, but one that is known to be at least β∗ = 1.5. Under
this second Bayesian analysis, α has a posterior mean of 1.228 and a posterior standard
deviation of 0.176, β has a posterior mean of 2.498 and a posterior standard deviation of
0.962, and  has posterior mean of 0.141 and posterior standard deviation of 0.078. The
marginal posterior densities for the parameters α, β, and  are plotted in Figure 3. The first
of these plots shows that the marginal posterior density of α is concentrated more heavily
on larger values of α, compared to the first analysis in which β was known. Note that the
bumps and dips in the marginal posterior density plot for β are a consequence of the varying
range restrictions on β that go along with (3.16), and correspond to the possible values of
x∗/θ. The marginal posterior probabilities that the different observations are outliers are
also shown in Figure 3. These are obtained as the conditional outlier probabilities given in
(3.15) marginalized over the simulated values of the other parameters. As β is no longer
assumed to be fixed, unlike in the previous analysis, the posterior outlier probabilities now
vary from observation to observation. As was remarked earlier, an insurance company may
be interested in flagging a vehicle with a posterior probability of being an outlier above
some set high level for further examination, either to identify possible fraud or to determine
whether this particular vehicle is being properly classified. The posterior discrete distribution
of k when β is unknown is illustrated in Figure 4(c). The random variable k has a posterior
mean of 3.711, a posterior standard deviation of 2.391, and a posterior median equal to 4. It
is apparent that the marginal posterior distribution for k is less dispersed and concentrated
more on the smaller values in this analysis, than it was in the previous one (when β was
assumed equal to 1.5).
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Table 2.
Quantiles of the predictive distribution for standard motor claims under various models.
Pareto model Median 75% 90% 95%
Scale-shifted (β > 1.5) 882,127 1,571,983 3,408,270 6,267,162
Scale-shifted (β = 1.5) 902,218 1,632,503 3,598,453 6,546,247
Basic 912,938 1,680,812 3,757,930 6,909,201
As previously remarked, for the sake of comparison a Bayesian analysis of the basic Pareto
model (with no outliers), i.e. (1.1), applied to the data was also carried out. The posterior
density for α under this analysis is plotted in Figure 3(a) with a dotted line. Comparing
the three posterior density curves for α, it is apparent that the Bayesian analyses associated
with the Pareto scale-inflated outlier model places more posterior probability on larger values
of α (especially so with the model when β is unknown, with β > 1.5). This should lead,
as in the previous example, to more sensible estimates of α and to more reasonable and
accurate statements about the predictive distribution of future standard claim amounts and
hence more reasonable motor insurance premiums for the standard vehicles. The effect on
the predictive distribution is illustrated in Table 2, which lists a number of the quantile
values for the predictive claim amount distributions associated with the standard vehicles
that result under the three analyses described above.
Recall, the Bayesian analyses of the basic Pareto and two Pareto scale-inflated outlier
models above (i.e. when β = 1.5 and when β > 1.5) assumed that the prior distribution for
α was gamma(10, 5) truncated below at 1. This was an informative prior but is perhaps not
as informative as may often be available in practice, especially for a motor line of insurance.
For illustrative purposes, we also considered the Bayesian analyses of these models when the
prior for α was gamma(40, 16) truncated below at 1. This prior is significantly less dispersed
than the earlier one and concentrates the prior probability of α fairly symmetrically around
about 2.5. It also assigns about 80% of the prior probability to the interval between the
values 2 and 3. The resulting posterior distributions for the various parameters under the
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Table 3.
Quantiles of the predictive distribution for standard motor claims under various models.
Pareto model Median 75% 90% 95%
Scale-shifted (β > 1.5) 755,085 1,142,615 1,996,918 3,070,095
Scale-shifted (β = 1.5) 781,865 1,237,816 2,271,377 3,586,312
Basic 803,536 1,294,355 2,460,126 4,049,355
different models appear in Figures 5 and 6. Note that the posterior marginals for α are shifted
under the different models in the same way as in the previous set of analyses in this Section.
Table 3 lists various quantile values for the predictive claim amount distributions associated
with the standard vehicles that result under the different models, using this revised prior
distribution on α.
6. An illustrative medical insurance example
The Pareto scale-inflated outlier model and its Bayesian estimation will now be considered
in the context of a medical insurance example using data from Dixit and Jabbari Nooghabi
(2011b). In this example, the values of α, θ, and β are all unknown. This example involves
an insurance company in Iran that provides medical insurance as one of its services. Claims
may be made by passengers involved in a motor accident for medical expenses related to
injuries sustained therein. Dixit and Jabbari Nooghabi (2011b) note that the amount of
compensation (in Iranian Rials) is to be at least θ as claims less than this amount are not
reasonable to claim. Claim amounts vary according to factors such as the type and nature
of the injury. Most claims are near the value of θ, which is assumed to be at (or near) the
modal value of the standard (or typical) claims. However, it is observed that a small number
of outlying passenger claims are approximately a multiple β times higher than those whose
claims are near the modal value. A random sample of size 25 of the claim amounts from the
year 2009 is available, and is given below:
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280,870, 110,147, 100,483, 108,729, 142,800
102,108, 107,852, 163,073, 118,722, 108,948,
117,307, 180,237, 115,422, 123,086, 113,936,
221,617, 112,211, 106,790, 178,104, 101,561,
104,325, 110,343, 112,843, 131,537, 138,744.
For this illustrative Bayesian analysis we adopt the same prior specification as in the
example in Section 4. That is, the parameter α is assigned a diffuse gamma(0.001, 0.001)
prior distribution, β is assigned a shifted exponential prior distribution as in (3.18), and  is
assigned a beta(0.1842, 3.5) prior distribution. As θ is unknown, it also requires the assig-
nation of a prior distribution. We assume that local experts can say something informative
about the amount of a minimum reasonable claim, and suppose for the purpose of this ex-
ample that this is well described by assigning θ a gamma(10, 0.0001) prior distribution. The
mean of this distribution is 100,000 and its standard deviation is approximately 31,623. It
assigns prior probability of approximately 90% to the interval between 50,000 and 150,000.
Results of the Gibbs sampler based Bayesian analysis of the model and data are displayed
in Figures 7 and 8. Figure 7(a) also displays the posterior marginal density for α that results
when the basic Pareto model (1.1) (i.e. a Pareto model with no special accommodation
made for outliers) is applied to the data in conjunction with the same prior for α and θ
as before. As in the previous examples, it is clear that the Pareto scale-inflated outlier
model shifts more of the posterior mass towards larger values of α so as to be more in line
with the underlying distribution or value of α driving the amount of the standard claims.
This should result in more sensible estimates and more reasonable and accurate statements
about the predictive distribution of future standard medical claim amounts. Table 4 lists a
number of the quantile values for the predictive claim amount distributions associated with
the standard vehicles that result under the scale-inflated outlier and basic Pareto models.
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Table 4.
Quantiles of the predictive distribution for standard medical claims under various models.
Pareto model Median 75% 90% 95%
Scale-shifted 882,127 1,571,983 3,408,270 6,267,162
Basic 912,938 1,680,812 3,757,930 6,909,201
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Figure 1: Marginal posteriors for α, β, , and δ.
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Figure 2: Marginal prior and posterior probability mass functions for k.
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Figure 3: Marginal posteriors for α, β, , and δ.
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Figure 4: Marginal prior and posterior probability mass functions for k.
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Figure 5: Marginal posteriors for α, β, , and δ.
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Figure 6: Marginal prior and posterior probability mass functions for k.
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Figure 7: Marginal posteriors for α, β, θ, and δ.
29
Figure 8: Marginal prior and posterior probability mass functions for k.
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