ABSTRACT. -A model of interacting identical quantum particles performing one-dimensional anharmonic oscillations around their unstable equilibrium positions, which form the d-dimensional simple cubic lattice Z d , is considered. For this model it is proved that for every fixed value of the temperature β −1 there exists a positive m * (β) such that for the values of the physical mass of the particle m ∈ (0, m * (β)), the set of tempered Gibbs measures consists of exactly one element. 
Introduction
Let us first explain the problem studied in this paper from a purely probabilistic point of view. Subsequently, we shall describe the physics behind it.
We consider a lattice spin system over Z d with single spin spaces equal to the space of continuous loops on R indexed by [0, β] . The single spin space is equipped with 45
The most spectacular physical phenomenon in infinite-particle systems is a phase transition. It occurs when for the same values of the parameters describing a system, one has several temperature Gibbs states. In our case the phase transition is connected with the appearance of macroscopic displacements of particles from their equilibrium positions (a long-range order) if the dimension d, the mass m, the temperature β −1 , and the parameters of the potential energy satisfy certain conditions. A mathematical study of these phenomena was performed in various papers, see, e.g., [13, 20, 26, 30] . The essential problem in this context is to understand the role of quantum effects in phase transitions in such models. By physical arguments (see [32] and Ch. 2.5.4.3 of [17] ), the quantum effects may suppress the long-range ordering. For a model similar to the one considered in this work, this was proved in [36] . Later on it was shown in [3, 4, 27] that not only the long-range order but also any critical anomaly of the displacements of particles are suppressed if the model is "strongly quantum", which may occur in particular if the mass of the particle is small. Therefore, one may expect that the "strong quantumness" of the model implies the uniqueness of its temperature Gibbs states.
The same question may be considered in the above mentioned approach based on probabilistic methods. Namely, is it possible to prove uniqueness for the Euclidean Gibbs measures if the diffusion is intensive? So far, such uniqueness, for the model considered in this work, was proved to occur under conditions which are irrelevant to the diffusion intensity. We refer to [7] [8] [9] where this was done by means of logarithmic Sobolev inequalities. In this paper we present a proof for uniqueness of the Euclidean Gibbs measures for small values of the physical mass m of the particle, which in probabilistic interpretation corresponds to large diffusion. We describe the diffusion intensity (see (3.34) ) by a parameter, which is defined by the spectral properties of the diffusion generator H (i.e. the one-particle Hamiltonian) as D = m ∆ 2 , where ∆ is the minimal distance between the eigenvalues of H . We show (Lemma 3.4) that D tends to +∞ when m 0. This enables us to obtain the contractivity which implies uniqueness. The research is performed by means of a version of the lattice approximation technique known in the Euclidean quantum field theory [33, 34] . A similar approach has already been used in [3, 4, 27] . It makes possible to involve the physical mass into consideration, so that it appears explicitly in the uniqueness conditions. The paper is organized as follows. In Section 2 we introduce temperature loop spaces and define Euclidean Gibbs measures. Section 3 contains the uniqueness theorem and its proof. It is based on Dobrushin's criterion, formulated in that section, and on a number of lemmas. Section 4 contains the proofs of these lemmas, which in turn are based on two correlation inequalities formulated here as Theorems 4.1 and 4.2. The proof of these theorems follows in Section 5.
Temperature loop formalism for Gibbs measures
We study Euclidean Gibbs measures on a temperature loop space describing equilibrium states at a temperature β −1 of a system of identical quantum particles performing anharmonic one-dimensional oscillations around their unstable equilibrium positions, which form a lattice the space of continuous periodic functions
and let H β def = L 2 (I β ) be the real Hilbert space of functions on I β which are square integrable with respect to the Lebesgue measure, equipped with inner product (·, ·) β and norm · β . The temperature loop space is
For Λ ⊂ L, we set
The spaces Ω β,Λ , Ω β are equipped with the product topology and with the σ -algebra B(Ω β,Λ ) generated by the cylinder sets
where L is the set of all finite subsets of L and B l are Borel subsets. Define on H β the following strictly positive trace class operator
where ∆ β stands for the Laplace-Beltrami operator on I β (considered as a circle of length β). Let γ β be the Gaussian measure on H β , uniquely determined by its Fourier transform
For this measure, one may show that 5) and γ β (C(I β )) = 1. This measure is canonically generated by the oscillator bridge process of length β [34] . For a finite Λ ⊂ L, we set
For every ζ ∈ Ω β and each finite Λ, we define the Gibbs measure in Λ, subject to a chosen ζ , as the following probability measure on
The polynomial
where a > 1, b p > 0, and b s 0 for all s p, describes the self-interaction of the particles, whereas
is the interaction of the particles in Λ between themselves and with the particles outside Λ fixed by the external boundary condition
Here ε ll = 1 for the pairs of nearest neighbors, i.e. if |l − l | = 1, and is zero otherwise. Z β,Λ (ζ ) is the normalizing factor known also as the local partition function. For B ∈ B(Ω β ) and ω ∈ Ω β , let 1 1 B (ω) take values 1, resp. 0, if ω belongs, resp. does not belong, to B. For a subset Λ and a pair ω, ζ ∈ Ω β , let ω Λ × ζ Λ c stand for ξ ∈ Ω β such that ξ l = ω l if l ∈ Λ, and ξ l = ζ l for l ∈ Λ c . Now we introduce a family of probability kernels
These kernels satisfy the consistency condition [22] 
for all Λ ∈ L and B ∈ B(Ω β ).
Among all measures solving the DLR equation we distinguish a class of the so called tempered measures (see [7, 24] ). To this end we introduce 
(2.15)
Here and further on we write
if the integral makes sense.
As it has been proved in [10] (see also [7] and the references therein), the class G β is actually nonempty. Moreover, the model has a critical point and long-range order behaviour if its parameters satisfy certain conditions (see, e.g., [13, 26, 30] ). This means that for one and the same value of the parameters describing the model, G β contains more than one element. The rest of the paper is devoted to the proof of this theorem. Let (X , ρ) be a complete separable metric space, M be the set of all probability measures on (X , B(X )), and
Uniqueness theorem
for some y 0 ∈ X . Let also Lip(X ) stand for the set of Lipschitz functions f : X → R, for which we write
A key role in the proof will be played by Dobrushin's matrix. It is defined by the measures µ β,Λ (2.7)-(2.10) with Λ = {l}. To simplify notations we set
Then the elements of Dobrushin's matrix are
They will be used to check Dobrushin's criterion [18, 19, 22, 28] .
then there exists exactly one tempered Gibbs measure.
Directly from the definitions (2.7)-(2.10), (3.5) one obtains
If |l − l | = 1, all C ll are equal to each other, thus the condition (3.7) is satisfied if:
By the translation invariance of the model, each µ l (·|ξ ) is a copy of the following measure
where
and Z y is the normalizing constant. Thereafter, the Dobrushin coefficients (3.9) may be written as
Having in mind (3.4) let us estimate the variance of the function
with a fixed f ∈ Lip 1 (H β ). This function is Fréchet differentiable [7] and its derivative in the direction ϕ ∈ H β is
By the Schwarz inequality one has
The idea of proving Theorem 3.1 may be outlined as follows. Suppose that we have estimated, uniformly for all y ∈ H β , the first variance by a continuous function of β, of the parameters a, b s (2.9), and of the mass m. Let also the second variance be bounded by a function of β, a, b s , and m, multiplied by ϕ 2 β . Then the mean-value theorem together with (3.12) imply that the condition (3.9) is satisfied provided the product of the mentioned bounds is sufficiently small. Below we shall implement this idea.
One observes that (3.17) defines a quadratic form on H β
with the operator K y given as follows
One may show that it is a continuous function of τ, τ ∈ I β . Clearly, for every y ∈ H β , the operator K y is symmetric and positive, and (cf. (2.5))
For a bounded linear operator A : H β → H β , let S pp (A) denote the pure point spectrum and let A stand for its operator norm. For a positive compact operator A, one has
On the other hand, if A is symmetric and positive, then (see [31, p. 216 
where p, a, b s are as in (2.9), and
The latter operator is defined in L 2 (R, dx), the operator q acts as follows
Further, along with the measures defined by (2.7) and (3.10), we introducẽ 27) where Z y is the normalizing constant. It appears (see, e.g., [1, 23] ) that for a function F :
, which is integrable with respect to the measureμ y , one has
By means ofμ y we define by (3.19) the operator K y with the kernel 
It is known (see [15, p. 57] ) that (the closure of) H is a self-adjoint operator with a discrete spectrum, all its eigenvalues E s , s ∈ N, are simple. Set
(3.32) LEMMA 3.3. -The following estimate holds
In what follows, as a parameter describing the diffusion intensity or, in quantum interpretation, the "quantumness" of the particle, one may choose
LEMMA 3.4. -There exists an independent of m quantity g 0 > 0, such that for sufficiently small values of the mass m, the following estimate holds
where p is the same as in (2.9).
To estimate the variance (3.16) one may use the logarithmic Sobolev inequality, as it was done in [7] . LEMMA 3.5. -Let in (2.9) p = 2, then for all y ∈ H β and every f ∈ Lip 1 (H β ), one has
Another estimate of the variance of f is linear in β. We will use it for p > 2.
LEMMA 3.6. -There exists an independent of m and β quantity h 0 > 0 such that for all y ∈ H β , arbitrary f ∈ Lip 1 (H β ), the following estimate holds 
Thus in view of (3.12), the condition of Dobrushin's criterion (3.9) is satisfied provided
Therefore, in the case p > 2 the upper bound for m is
For p = 2, we use (3.36) and obtain
, which implies in turn that Dobrushin's criterion is satisfied provided
Proof of Lemmas
The proof of Lemmas 3.1, 3.2 is based upon certain correlation inequalities, which we state just below and prove in the next section. 
where the measure µ β,Λ (·|ζ ) is given by (2.7). In particular, For a finite Λ, let us define the following probability measure on Ω β,Λ
where Y is the normalizing constant, the measure γ β,Λ is defined by (2.6), and the function W : R → R has the following form 
Now we apply these inequalities to proving certain statements which then will be used to prove Lemmas 3.1, 3.2.
LEMMA 4.1. -For every y ∈ H β and all τ, τ ∈ I β , one has
Proof. -The representation (3.20) may be rewritten as
Here we apply the following orthogonal transformation of the space H β × H β :
which yields (see (3.10), (2.9))
where we have put
For such Π and the polynomials P p , P p given by (2.9), (3.24), one has
Since all b s in (2.9), (3.24) are nonnegative, all the coefficients π s (u) are also nonnegative for all u ∈ R. For ϑ ∈ [0, 1], we set
where expectation is taken with respect to the following probability measure on H β 
For every fixed υ ∈ H β , τ ∈ I β , and ϑ ∈ [0, 1], the coefficients π s (υ(t)), s = 1, . . . , p − 1, are nonnegative, hence this measure has the form (4.3) with a one-point subset Λ. Therefore, its moments possess the properties described by Theorem 4.2. The estimate (4.5) yields
which yields in turn
The lower bound for Ξ 1 follows from (4.1). Applying these results in (4.9) we obtain 
Proof of Lemma 3.1. -Applying the inequalities (4.2), (4.6), and the representation of the norm of K 0 (3.23), one gets
2
Proof of Lemma 3.2. -One has trace(K
which gives (3.31) by means of (4.6). 2
Statements similar to Lemmas 3.3, 3.4 were proved in [4] . Here we give the proof of these lemmas to make the paper self-content.
Proof of Lemma 3.3. -For y = 0, one has in (3.29)
The periodicity of the loops ω(τ ) implies
where addition is modulo β. The latter yields in turn (see (3.28)) 
The case of zero denominator is excluded, thus it may be estimated by means of (3.32), which yields 
is unitary equivalent to H given by (3.25) . Here
Let ∆ and ∆ 0 be defined by (3.32) but with the eigenvalues of the operators T and T 0 respectively. Then
It can be observed that the operator T is a perturbation of T 0 , which is analytic (with respect to the variable λ = m 1/(p+1) ) at the point λ = 0. Thus there exists a constant c 0 > 0 such that
These arguments yield (3.35)
Proof of Lemma 3.5. -The estimate of the type of (3.36) has been proved in [7] by means of the logarithmic Sobolev inequality. Its realization (3.36) was obtained for the choice of V (3.24) with p = 2. For more details we refer to Section 6 of [7] . 
It turns out that max S pp ( K 0 ) may be expressed in terms of the Duhamel two-point function [21] and hence may be estimated from below as 25) where the function f was introduced and estimated in [21] . It has the following bound Thus one may find a constant h 0 such that
Applying this in (4.24) one obtains (3.37). 2
Lattice approximation
To prove Theorems 4.1 and 4.2 we will use a version of the lattice approximation technique known in the Euclidean quantum field theory [33, 34] . Since our version has certain peculiarities, we give its detailed description.
For a ζ ∈ Ω β , we define the measure
where γ β,Λ was given by (2.6), Y (ζ ) is the normalization constant, and W is given by (4.4). The measures (2.7), (4.3) may be written in this form . For τ 1 , . . . , τ n ∈ I β and l 1 , . . . , l n ∈ Λ, ζ ∈ Ω β , let us consider
Having (2.5) and employing the tightness of the measure γ β,Λ , as well as the continuity of the loops ω Λ , one may prove the following statement.
The measure (2.6) is defined by the operator S β (2.3). The set of its eigenfunctions
3)
may serve as a base of H β . Let {P k |k ∈ K} be the family of orthogonal projectors onto the corresponding elements of E. Then
Now we choose N = 2L, L ∈ N and set
It is a technical exercise to prove the following statement. as covariance operator. This measure may be written in a "coordinate form". To do this we introduce Gaussian measures on R, χ 
where By means of {γ (N) β , N ∈ N} one may construct via (2.6), (2.7) corresponding approximations of the measure (·|ζ ) (5.1). The reason to use them is that by (5.9) the integrals with respect to the approximating measures may be written as integrals over finite-dimensional spaces. Then one could apply classical ferromagnetic interpretation, which would lead to the correlation inequalities we are going to prove.
It appears that we can get the ferromagnetic approximations of the function (5.2) only for the arguments belonging to Q n β ⊂ I n β , where Q β consists of such τ that τ/β is rational. Since Q β is dense in I β , it is enough for our purposes in view of Proposition 5.1. In the sequel, we use the following types of functions Ω β,Λ → R:
. . , l n ∈ Λ, ζ ∈ Ω β , and keep them fixed.
Then for n 1, there exist tending to infinity sequences
Below we drop the symbol (k) assuming that N and ν j tend to infinity in such a way that (5.12) holds. We also suppose that all N are even. The set of N satisfying (5.12) is denoted by N (τ 1 , . . . , τ n ). For N ∈ N (τ 1 , . . . , τ n ), we set
For fixed τ 1 , . . . , τ n ∈ Q β , l 1 , . . . , l n ∈ Λ, we write (5.14)
The basic element of our construction is the following convergence statement, the proof of which will be given at the end of this section.
LEMMA 5.2. -For arbitrarily fixed τ 1 , . . . , τ n ∈ Q β , l 1 , . . . , l n ∈ Λ, ζ ∈ Ω β , the following convergence Having the representation (5.9), one may change the variables in 16) in such a way that in the new variables this integral would be finite-dimensional. To this end we pass to the variablesω by means of the Fourier transformations (cf. (5.10)) 18) where 
For the functions of the type (ii) taken at ω
and
As for the functions of the type (iii), instead of (5.17) it is more convenient to use the following transformation of ω l (τ )
Then one has
Having such representations, we introduce
for which one has
Then (5.25) may be rewritten
Returning to (5.24) one obtains
At last, (5.18) takes the form
The next step is to construct the measure on a finite-dimensional space which has the mentioned ferromagnetic properties and such that (5.16) would be equal to the integral with respect to this measure. To this end by means of (5.9) we construct a finitedimensional analog of γ 
Here S Λ stands for the following N|Λ|-dimensional vector
In what follows, by construction
, where the probability measure ρ (·|ζ ) .
Since the measure µ β,Λ (·|ζ ) given by (2.7)-(2.10) has the form (5.1), the above inequality may be rewritten as (4.1). Now we take in (5.1) ζ = 0 and obtain (·|0) = , where the latter measure is given by (4.3). Thus to prove (4.5) we have to show that for l 1 = · · · = l 2s = λ, τ 1 = · · · τ 2s = t, the following inequality holds N ∈ N (τ 1 , . . . , τ n ) and ζ ∈ Ω β , the function
