Abstract: Visible reflectance spectroscopy technique combined with three chemometrics methods were applied to predict the age of bloodstains for forensic purposes. The performance of models established by principal component regression (PCR), partial leastsquares regression (PLSR), and least-squares-support vector machines (LS-SVM) methods were compared. Three models, built on three different age periods from 2 to 24 h, one to seven days, and seven to 45 days, were implemented to improve the predictive accuracy. The performance of three LS-SVM models are much better than that of PCR models and just a little better than that of PLSR models. Considering the effect of the specificity of bloodstains on model, LS-SVM model, built on the age period from 2 hours to 45 days, achieved correlation coefficient of the prediction set (Rp) = 0.9900, root mean square error of prediction (RMSEP) = 42.7920 hours, residual predictive deviation (RPD) = 7.6709. Models built on three age periods could significantly improve the predictive capability. The results demonstrate that the visible reflectance spectroscopy combined with LS-SVM would be a reliable tool to accurately estimate the age of bloodstains for forensic practical application.
Introduction
Bloodstains, which are found most frequently at crime scenes, provide enormous forensic value in many forensic investigations, such as pattern reconstruction and DNA analysis [1] . Accurately estimating age of bloodstains can be used to determine the time when a crime was committed, which is particularly significant in case bloodstains are the only evidence available [2] . The estimated age of a bloodstain would enable investigator to verify witnesses' statements, to set terms of reference for an alibi or to judge whether a bloodstain is crime-related. In 1930, Schwarzacher attempted to explore the relationship between the age of bloodstains and the solubility of bloodstains in water [3] . Recently, various spectroscopy techniques, including oxygen electrode [4] , RNA degradation [5] , [6] , electron paramagnetic resonance spectroscopy [7] , [8] , high performance liquid chromatography [9] , [10] , near infrared (NIR) spectroscopy [11] , atomic force microscopy (AFM) [12] , hyperspectral imaging [2] , [13] , Raman spectroscopy [14] , [15] , and visible reflectance spectroscopy [16] - [18] , have been proposed for estimating the age of bloodstains. However, most of methods need sophisticated, expensive equipment and have disadvantage of destructing specimens, which limit their implementation in forensic practice. The color of a fresh blood stain changes from red to dark brown since the haemoglobin (HbO 2 ) would convert to met-haemoglobin (met-Hb) and then to hemichrome (HC) [14] . Enlightened by the color change, visible reflectance spectroscopy technique has been implemented to determine the age of bloodstains [14] , [16] . Moreover, with the distinguished advantages of non-destructive, noncontact, simple, low cost, visible reflectance spectroscopy technique attracted highly attention in the forensic investigation community. Recently, Brememer et al. have proposed diffuse reflectance spectroscopy for estimating the age of bloodstains from 0 to 60 days [14] . Based on the reference absorption spectra of three hemoglobin derivatives, the average fractions of HbO 2 , met-Hb and HC in the training experimental spectra were estimated by using a linear least squares. The age of bloodstains in the test set was estimated on the basis of three above average fractions. The estimated age of a bloodstain with an actual age of 35 days varied between 25 and 55 days. Li et al. used a microspectropotometer (MSP) to record visible reflectance spectra of bloodstains and established a linear discriminant analysis (LDA) model to predict the age of bloodstains [16] . The predictive results demonstrated that the predictive accuracy decreased to 37.3% when a separate bloodstain was used for the test dataset. The effect of specificity of bloodstains withdrawn from the same individual [15] on model was not taken into account. Obviously, both of these methods did not take the specificity of bloodstains withdrawn from different individual into account and resulted in large predictive errors. It is noted that an effective statistics method could play a crucial role in optimizing predictive ability [19] - [21] . However, statistics methods used in previous studies, such as linear discriminant analysis [13] , [18] and linear least squares fitting [16] , did not build a robust model. Due to the poor effectiveness of statistics method, the accurate age estimation of bloodstains remains an unsolved situation in forensic practice [22] . Hence, in order to solve this problem, it is urgent to build a powerful multivariate statistics model with the specificity of bloodstains considered.
The factor analysis methods, especially principal component regression (PCR) and partial least square regression (PLSR), as most widely and powerfully used multivariate chemometrics methods, have been successfully applied to the quantitative analysis of spectroscopic data [23] - [29] . The support vector machine (SVM), as a non-linear multivariate data analysis method, is widely used for pattern regression [28] and predicting future data [30] . The least squares support vector machine (LS-SVM), which is a re-formulations of the standard SVM, can reduce the computational complexity and improve the accuracy of the regression [31] , [32] . Therefore, a question naturally arises as whether the powerful statistics methods could be employed to improve the accuracy of age estimation of bloodstains further.
In this work, we applied visible reflectance spectroscopy combined with three multivariate statistical regression techniques to accurately estimating the age of bloodstains. Models, established in different age regions, were used to accurately estimate the age of bloodstains and improve the predictive capabilities. In order to obtain the model, the prediction performance of models, built by methods of PLSR, PCR, LS-SVM, were evaluated and compared.
Methods and Materials

Sample Preparation and Reflectance Spectroscopy
Eight blood samples were withdrawn from eight healthy volunteers between 8:00 to 8:20 a.m. Eight bloodstains were prepared by placing a small 15 μL drop on a glass slide. Eight bloodstains were stored in calorstats where temperature is 37°C, and the relative humidity was about 10%.
The reflectance spectra were collected using a USB-4000 spectrometer (Ocean Optics Inc., USA). The spectrometer, equipped with a fiber optic reflection probe (R400-7-Vis/NIR), has a high sensitivity range from 200 nm to 1100 nm at a sampling interval of 0.22 nm. Besides, an ALS-1 tungsten halogen lamp (3.6W output) was used as light source. Before collecting the reflection spectra, the white standard was implemented to balance the spectrum. Spectra were saved as percent reflection relative to a reflection standard. The reflection spectra of eight bloodstains were measured at 2h, 4h, 8h, 12h, 24h, 36h, 48h, 3d, 7d, 10d, 15d, 30d, and 45d and 104 measurements in total. The photo of the complete experimental setup is presented in Fig. 1 .
Chemometrics Analysis
Spectral Pre-Processing:
The reflectance spectra can be utilized for gaining information about the chemical composition of a specimen. However, several non-chemical factors, including the particle size of the red blood cells [33] , the roughness and thickness of the bloodstains [16] , were collected at the same time, which can induce systematic variations between spectra. Hence, it is necessary to apply suitable spectral pre-processing techniques to reduce or minimize variations, such as standard normal variate correction (SNV) [16] , multiplicative scattering correction (MSC) [34] and Savitzky-golay differentiation [35] . It was difficult to obtain an essential common reference signal for MSC, thus, SNV was selected to remove variations resulting from scattering effects and path length variations [36] . The following equation shows the mathematical transformation required for SNV [16] .
where a 0 is the average value of the sample spectrum to be corrected, a 1 is the standard deviation of the sample spectrum, X corr is the spectrum after SNV transformation, and X org is the original spectrum.
Chemometrics Methods:
In this work, three chemometrics methods, including partial least square regression, principal component regression and least square support vector machines, were used to establish models for estimating the age of bloodstains.
Partial Least Square Regression:
In this work, PLSR was used to established mathematical model for accurately estimating the age of bloodstains. PLSR method undertakes to clarify the latent variables (LVs) which account for the systematic majority of variation in spectral data versus the age of bloodstains. The first several LVs usually account for the most amounts of the spectra and age variances. Leave-one-out cross validation was implemented to determine the optimum numbers of LVs.
Principal Component Regression:
Principal component regression (PCR) is a twostep procedure, where the first step is to decompose the spectral data by a principal component analysis; the second step is to fit a multiple linear regression model with a small number of principal components (PCs). The principal components mainly account for most variances in the observed variables instead of the original variables as predictors [20] , [37] , [38] . Leave-one-out cross validation was used to determine the optimal number of PCs.
Least Square Support Vector Machines:
Least-square support vector machines (LS-SVM), as a modified classical SVM algorithm, which is capable of dealing with linear and nonlinear multivariate calibration in a relatively fast way [39] . LS-SVM regression model can be expressed as follows [21] :
where K(x, x i ) is the kernel function, x i is the input vector, a i is the Lagrange multipliers called support value, and b is the bias term. In this work, the Radial basis function (RBF) is selected as the kernel function to construct the LS-SVM models, and its formula can be expressed as follows:
The implementation of LS-SVM requires the specification of two free parameters, σ and γ, which influence the performance of LS-SVM model and control the risking of over-fitting and the complexity of the boundary [30] , [40] .
Model Reliability
A combination of root mean square error (RMSE), correlation coefficient (R) and the value of residual predictive deviation (RPD) are used to evaluate the validity and the prediction capability of the model. Root mean square error of calibration (RMSEC) and root mean square error of prediction (RMSEP) is defined as follows:
where y pred is the predicted value, y ref is the laboratory measured value, and N is the number of samples.
Correlation coefficients between the predicted and the measured values are calculated for the calibration set (Rc) and the prediction set (Rp), which are calculated as follows:
where y i , y i are the predicted and measured value of sample i in the calibration set and the prediction set,ȳ is the mean of the reference measurement results of all samples in the calibration set and prediction set and n is the number of observation in calibration and prediction set.
The value of residual predictive deviation (RPD) is used to evaluate the robustness of a model and a relative high RPD value indicate model having greater power for prediction purpose [41] . It was defined as follows:
S.D. is the standard deviation for the prediction set. Generally, an RPD value greater than 3 could be considered that the model is very well for prediction purposes [37] , [41] . Fig. 2 . Spectral of eight bloodstains at the same age before and after pre-processing. (a) Reflectance spectra on the edge region of 400-1000 nm, (b) spectra after applying standard normal variate correction, (c) reflectance spectra on the edge region of 500-780 nm, and (d) spectra after applying standard normal variate correction.
Software
Custom data analysis software created in MATLAB2012b (Math Work, USA) was used for all the data processing including spectral pre-processing, PLSR, PCR, and LS-SVM analysis.
Results and Discussion
Eight bloodstains were randomly divided into two sets in a proportion of 3 to 1. Calibration set, consisting of 78 spectra which were measured from six bloodstains, was used to establish the PCR, PLSR and LS-SVM models. In addition, prediction set, including 26 spectra which were measured from two bloodstains, was used for testing the robustness of the models. Generally, a good model should have lower RMSEC and RMSEP, and higher R and RPD but small differences between RMSEC and RMSEP.
Spectral Pre-Processing
In this paper, SNV was selected as the method for spectral pre-processing. The effect of spectral pre-processing on reflectance spectra was demonstrated in Fig. 2 . The left panes showed the raw spectra measured from eight bloodstains at the age of 8 hours. As can be seen, the spectra with the same age showed relative large differences, which were caused by the baseline shifts and scattering effects. After pre-processing, the spectral variations were greatly removed, as shown in the right panes. Through the comparison of the two panes, it was concluded that SNV method could effectively remove the variations resulted from baseline shifts and scattering effects.
PLSR Model
In general, the number of LVs more than 10 is correlated with a high risk of over-fitting [42] , [43] . Therefore, the number of LVs used in PLSR models was no more than 10. The performance of PLSR models on three fragments of 400-500, 500-780, 780-1000 nm, as well as full spectra were compared. The results can be seen in the Table 1 . The model built on fragment of 500-780 nm presented better predictive ability than those on other regions. The predictive ability of PLSR model built on the edge region of 500-780 nm was obviously improved, while, the predictive ability of models built on the edge regions of 400-500 nm and 780-1000 nm were decreased, which indicated that the spectral data on the two edge regions contain too much noise. Table 1 also showed the performance of the models on fragment of 500-780 nm. It can be observed that the pretreatment of SNV could increase the predictive accuracy of models. The effect of LVs on RMSECV values was visualized in Fig. 3(a) . Taking the lowest RMSECV into account, the best LVs number was selected as 8. The performance of the model was shown in line 2 of Table 1 with Rc = 0.9848, Rp = 0.9838, RMSEP = 57.1007 hours and RPD = 5.6865. The model with good robustness was considered acceptable for predicting the age because that the value of the RPD was greater than 3. However, as seen from the Fig. 4 (A1) , the relative predicted error was large when the age of bloodstains ranged between 2 hours and 7 days. Thus, models built on different age periods were introduced to solve this problem.
Two models were established on two age periods from 2 hours to 7 days and 7 days to 45 days respectively. As presented in the Fig. 3(e) and Fig. 3(d) , the best latent variables of two models were selected as 7, 6 separately. The performance of the model established on the age period from 2 hours to 7 days was shown in line 7 of Table 1 with RPD of 5.9413. The performance of the model from 7 days to 45 days was shown in line 9 of Table 1 with RPD of 6.8236. The values of RPD were increased, meanwhile, the values of RMSEP and RMSEC were decreased. It was demonstrated that the performance of two models established on two age period were better than that of the model established on the age period from 2 hours to 45 days. Building models on two age periods could improve the predictive ability. Similarly, two models were built on the age periods from 2 hours to 24 hours and 24 hours to 7 days. The best latent variables of two models were selected as 6, 7 separately according to the lowest RMSECV shown in Fig. 3(b) and Fig. 3(c) . The performance of the model built on the age period from 2 hours to 24 hours was shown in line 6 Fig. 4 . Prediction results of five models built on different age periods for calibration set (A) and prediction set (B). (A1) and (B1), from 2 hours to 1080 hours; (A2) and (B2), from 2 hours to 24 hours; (A3) and (B3), from 24 hours to 168 hours; (A4) and (B4), from 168 hours to 1080 hours; (A5) and (B5), from 2 hours and 168 hours. of Table 1 with RPD = 9.7768 and RMSEP = 0.9365 hours. The performance of the model from 24 hours to 7 days can be seen in line 8 of Table 1 with RPD = 7.0384. The predictive ability of two models was largely improved. Fig. 4 shows the prediction results of five PLSR models built on five different age periods for the calibration data set (A) and prediction data set (B). Finally, the age of bloodstains can be predicted by three models built on the age periods from 2 hours to 24 hours, 24 hours to 7 days and 7 days to 45 days. The predictive ability of three PLSR models with the RPD value of 9.7768, 7.0384, and 6.8236 were satisfactory.
The procedure to predict the age of the bloodstain was shown in Fig. 5 . Three spectra were used to predict the age of bloodstains following the procedure. The real ages of three spectra were 8 hours, 48 hours and 720 hours. The predicted result was demonstrated in Table 2 . It can be seen that the final estimated age were 9.2271 hours, 48.2462 hours, and 672.7706 hours. The ages of three spectra, estimated by applying the model which was built on the age period from 2 hours to 45 days, were 40.1776 hours, 50.3443 hours and 651.8326 hours. It is obvious that the error between the estimated and the real age is decreased.
PCR Models
In this work, the spectral data on the edge region of 500-780 nm after pre-processing were used to establish five PCR models on five age period from 2 hours to 45 days, 2 hours to 7 days, 2 hours to 24 hours, 1 day to 7 days and 7 days to 45 days. The performance of five PCR models was presented in Table 3 . The RPD values of models, built on the age periods from 2 hours to 24 hours, 1 day to 7 days and 7 days and 45 days, were 4.6217, 3.5942, 3.7757, respectively, and all values are larger than 3; thus, this model could be considered to have good prediction ability, but the RPD values of PCR models are lower than that of PLSR models, and the RMSEP values of models are larger than that of PLSR models. The prediction ability of the PLSR models was much better than that of PCR models. Therefore, the article did not show the images which were about the actual age versus the estimated age.
LS-SVM Models
Five LS-SVM models with kernel function of RBF were established on five age periods. The aforementioned LVs were applied as inputs of LS-SVM models for improving the training speed and reducing the training error. The regularization parameter gamma (γ), and the kernel parameter sigma 2 (σ 2 ) are two very critical parameters. A two-step grid searching method with leave-one-out cross validation was used to obtain the global optimal (γ and σ 2 ). The prediction results of five LS-SVM models were shown in Table 4 . The actual age values and the predicted values calculated from the optimal model (calibration set and prediction set) were shown in Fig. 6 . The performance of the LS-SVM model built on the age periods from 2 hours to 45 days was shown in line 1 of Table 4 with RPD = 7.6709 and Rp = 0.9900. The precision and robustness of this model was very well. However, it was difficult to accurately predict the age of bloodstains at the age periods from 2 hours to 168 hours. Thus, models built on different age periods were implemented to improve the predictive capability. Although the values of the RPD Fig. 6 . Prediction results of LS-SVM models built on different age periods for calibration set (A) and prediction set (B). (A1) and (B1), from 2 hours to 1080 hours; (A2) and (B2), from 2 hours to 24 hours; (A3) and (B3), from 24 hours to 168 hours; (A4) and (B4), from 168 hours to 1080 hours; (A5) and (B5), from 2 hours and 168 hours. calculated from the models built on the age periods from 1 days to 7 days and 7 days to 45 days were a little lower than 7.6709, the value of RMSEP were largely decreased. The models could be considered to have excellent precision and robustness. The results showed that LS-SVM models outperformed PLSR and PCR models.
Comparison of the Multivariate Data Analysis Methods
Both calibration and prediction sets were used to evaluate the efficiencies of three multivariate techniques (PCR, PLSR and LS-SVM). The methods of PLSR, PCR, and LS-SVM were compared and, with respect to prediction accuracy, they could be arranged in the following order: LS-SVM > PLSR > PCR. In PLSR, the data decomposition is done by using spectral information and age data, while PCR employs only spectral. It is noted that the relationship of the fractions of three hemoglobin derivatives and the age of bloodstains is non-linearity [14] ; meanwhile, the performance of LS-SVM models was a little better than that of PLSR models, which indicated that LS-SVM with RBF kernel function could make good use of the linear and latent nonlinear information of spectral data and the latent nonlinear information.
Conclusion
Three chemometrics methods combined with visible reflectance spectroscopy were successfully applied for accurately determining the age of bloodstains. The predictive accuracy and robustness of PLS and LS-SVM models for age determination between 2 hours and 45 days old are significantly better than all previous studies in the literature. Models, established on three age periods by PLSR and LS-SVM methods, can greatly improve the predictive capability. The performance of LS-SVM models was a little bit better than that of PLSR models. The result shows that visible reflectance spectroscopy combined with LS-SVM method is a reliable tool to estimate the age of bloodstains accurately and non-destructively for forensic purposes.
