ABSTRACT Process models are used to describe or verify the correctness of business processes before their implementation by enterprise information systems. With the development of data mining technologies, a lot of event logs generated from such systems can be used to check conformance of business processes and process models. For models containing a choice with concurrency structure, although the model repaired by the existing method can replay the event log, it is quite different from the business process. Therefore, we propose a model repair method based on logic Petri net. First, we give an algorithm to find the position of the deviation. Then, we add directed arcs from a place to a transition or from a transition to a place via logic Petri nets. Finally, we repair the model by adding logic transitions with logic functions. The repaired model can efficiently enhance conformance dimensions, such as simplicity and precision. The correctness and effectiveness of the method are verified by experimental results.
I. INTRODUCTION
As a data mining technology, process mining can establish associations between business processes and event logs generated from modern enterprise information systems [1] . There are three types of process mining techniques: process discovery [2] - [4] , conformance checking [5] , [6] , and process enhancement [7] . Process discovery technique takes an event log as input and produces a model that can best describe the behavior observed in the log. Conformance checking compares an existing process model with event logs generated from the process. It checks if the real process, as recorded in the log, conforms to the model and vice versa. Process enhancement uses event logs to extend or improve the existing process models.
There are four dimensions to measure the quality of process models: fitness, simplicity, precision, and generalization [1] . The value of fitness refers to that the process model should allow the behaviors found in the event log. A model has a perfect fitness if all sequence of events called traces in the log can be completely replayed by the model. Simplicity indicates that the process model should be as simple as possible. A high precision value indicates that the process model does not allow behaviors unrelated to what was seen in the event log. Generalization indicates that the process model is able to reproduce the activities that will happen in the future.
The process mining algorithms can extract information from the event log generated in the enterprise information system and use this information to directly construct a process model. At present, many process mining algorithms have been proposed. For example, α algorithm scans the event log to find a specific pattern and get log-based ordering relations [8] . However, the constructed process model by α algorithm usually has noise, infrequent/incomplete behaviors, and complex routing constructs [1] . Medeiros et al. extend α algorithm and propose α + algorithm [9] to find short loop structures whose length is no more than two, i.e., it contains at least two behaviors. α # algorithm is proposed in [10] to mine invisible transitions. Wen et al. [11] extend the α algorithm and propose an α ++ algorithm which aims at discovering non-free-choice constructs. However, the aforementioned algorithms have some shortcomings. When the structure of the model to be mined is very complicated, the existing mining methods may not dig out the correct model. One solution is to repair the known process model, which is a process enhancement technique. The repaired model can better reflect the business process and more coherent than the known model. The model repair method proposed in [12] repairs a model by collecting precursor sets and successor sets of activities. Specifically, some relations between the transitions in a choice structure are studied in order to decide the positions where to repair the model. Xu et al. [13] propose a model repair method. It first defines two new kinds of relations between new and original activities called logical concurrent and casual relations, respectively. Then, a ladder matrix is constructed, and the differences between an original process model and event logs can be obtained. Different from the methods in [12] and [13] , our Petri net-based method does not add any places and transitions. We propose a new algorithm to find deviation, which can locate the deviation more accurately. Finally, the model is repaired by adding directed arcs between transitions and adding logical input and output functions.
The existing model repair approaches aim to repair a model based on deviations between a model and an event log. Fahland and Aalst [14] propose a model repair method that uses alignment to find the deviation of the model and the log, and collect unfitting sub-logs. The sub-logs are mined by an inductive miner mining algorithm in [15] , and the subprocesses are added to appropriate positions of the original model. The repaired model has a very high fitness value, i.e., most traces in the event log can be replayed in the repaired model. However, since the sub-process is added to the model, it will cause the repeat of the transition, making the model redundant and complex. Besides, the value of simplicity and precision of the repaired model are not high. Goldratt method and Knapsack method in [16] repair a model by adding a single active self-loop or an invisible transition. The repaired models by the three methods in [14] and [16] cannot effectively repair the process models, and the added self-loop and invisible transitions make the repaired models have a low simplicity and precision value. Though the repaired model by existing approaches may have good fitness, it cannot guarantee a high simplicity and precision value if the process models contain a choice with concurrency structure. Therefore, this paper proposes a new method to find deviation and repair model via an extended Petri net named as logic Petri net (LPN) [17] - [19] .
LPNs are the abstraction and extension of the Petri nets with inhibitor arcs and high-level Petri nets [17] , [18] . To further improve the simplicity and fitness of the process models of complex systems [19] , especially the systems with a complex and-or relation in parallel or selective activities. A method of model repair is proposed based on logic Petri nets in this paper. It can correctly describe the complex relationships between activities, and add input/output logical functions on transitions. This work has the following contributions:
(1) We have proposed a new method to find the position of the deviation.
(2) For models containing a choice with concurrency structure, we design a model repair method. We can obtain the relationship between log-based logical transitions. Then, we add directed arcs from a place to a transition or from a transition to a place in logic Petri net at the appropriate positions. Next, we add logic transitions with logic functions. Thus, the model is repaired by our proposed method.
(3) The process model and the event logs used in the experiment are derived from an orthopedics department in a hospital in Tsingtao. Experimental results show that the proposed model repair method can improve the precision and simplicity of the model.
The rest of the paper is organized as follows. Section II reviews some basic concepts. In order to locate the deviation, the concepts of simplest alignment and logic simplest alignment are defined in Section III. Section IV presents a new model repair method for repairing process model containing a choice with concurrency structure. Experiments are conducted to evaluate the correctness and effectiveness of our method in Section V. Finally, Section VI concludes this work and draws the future work.
II. PRELIMINARIES
This section first recalls some basic notions on Petri net [20] - [27] , multiple set, and event logs. Then it introduces the concepts of alignment, process tree [28] , [29] , process model [30] - [33] , and logic Petri net [17] - [19] . 
Definition 3 (Traces and Event Logs):
Let A be all sets of activities. A ⊆ A, and a trace σ ∈ A * is a sequence of activities. An event log denoted by L ∈ B(A * ) is a multi-set of traces.
For example, let A = {a, b, c, d} be a set of activities. σ = <a, c, d> is a trace, and L = {<a, c, d> , <b, c, d>} is an event log.
Definition 4 (Tuple): Let A be a set and t = (a 1 , a 2 , . . . , a n ) ∈ A × . . . × A be a tuple with n elements. π i (t) refers to the i-th element of tuple t. A tuple that has two elements is called a pair.
For example, let (a, b) ∈ A × A be a pair. We have
Definition 5 (Pre-Sets and Post-Sets): Let N = (P, T ; F) be a net and x ∈ P ∪ T be a node in N . We have:
(1)
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Sequential, parallel, choice, and loop structures are four basic structures of Petri net-based workflow and process models as shown in Fig. 1 . Let a and b be two activities. A sequential structure means that a and b activities are executed sequentially if the execution of one activity is followed by the next activity. A parallel structure means that a and b are executed at the same time or in any order. A choice structure means that only one of a and b can be executed. A loop structure means that a and b execute infinitely in sequence. For these structures, any one of them can be embedded in the other three or even itself. A structure can contain other structures or the same type structure. In this paper, if a choice structure contains a parallel structure, it is called a choice with concurrency structure as shown in Fig. 2 . σ,Ns denotes a set of all alignments between σ and N s . For a move (a, t), it is called: a) log move if a ∈ A and t = , b) model move if a = and t ∈ T , c) synchronous move if a ∈ A and t ∈ T , and d) illegal move otherwise. We give an example to illustrate the above definitions. Let σ = <a, c, d> be a trace. 
(2) lc(a, t) = 1 if the move is a log move or model move; and (3) lc(a, t) = 0 if the move is a synchronous move.
Ns is called an optimal alignment between σ and N s if for all γ ∈ σ,Ns : (a,t)∈γ lc((a, t)) ≤ (a ,t )∈γ lc(a , t ). Definition 12 (Process Tree): Let A ⊆ A be a set of activities. Notation ⊕ represents a given operator set, where (1) a ∈ A ∪ {τ } is a process tree; and (2) If PT 1 , PT 2 , . . ., and PT n (n > 0) are process trees, then ⊕(PT 1 , PT 2 , . . . , PT n ) is also a process tree. The operator set ⊕ includes four types of operators: →, ×, ∧, and . a) → represents a sequential relation among PT 1 -PT n , which denotes that they occur in sequence; b) × represents a choice relation among PT 1 -PT n , which denotes that only one of them can occur; c) ∧ represents a concurrent relation among PT 1 -PT n , which denotes that all of them occur; and d) represents a loop relation among PT 1 -PT n , and if PT 1 is the loop body (i.e., the part that can be repeated many times), then PT 2 -PT n (n ≥ 2) is the loop back path (i.e., the path which can go back to the loop body).
Definition 13 (Projection):
Let D be a multi-set over A,
Definition 14 (Pre-Order Transition Set): Let PN= (P, T ; F, m) be a Petri net. The pre-order transition set of t k ∈ T is defined as
Notice that T bef |t k includes all pre-order transitions of t k in the model. By projecting the logs on T bef |t k , a logical relationship between the transitions in T bef |t k and t k can be obtained. For example, in Fig. 5 , the pre-order transition set of t 9 is T bef |t 9 = {t 7 , t 8 }. Given a log σ 1 = <t 1 , t 2 , t 3 , t 5 , t 6 , t 7 , t 9 >, the projection of σ 1 on T bef |t 9 is σ 1 = <t 7 >.
Definition 15 (Logic Petri Net): A six-tuple LPN = (P, T ; F, I , O, m) is called a logic Petri net, where
(1) P is a finite set of places;
is a finite set of transitions, and 
(4) I represents a mapping from a logic input transition to a logic input function, and for ∀t ∈ T I , we denote that I (t) = f I (t); (5) O represents a mapping from a logic output transition to a logic output function, and for ∀t ∈ T O , we denote that
(6) m: P → {0, 1} is the marking function of Petri nets, and for ∀p ∈ P, m(p) represents the token numbers in p; and (7) Transition firing rules: a) For ∀t ∈ T D , transition firing rules are consistent with classical Petri nets;
T ., i.e., the logic input function f I (t) of t is true, then t can be fired and recorded as m[t > m , and ∀p
T ., i.e., the logic input function f O (t) of t is true, then t can be fired and recorded as m[t > m , and ∀p ∈ • t: m (p) = 0, Fig. 4 where t 2 is a classical transition, t 1 represents a logic input transition, and 
III. SIMPLEST ALIGNMENT AND LOGIC SIMPLEST ALIGNMENT
If an alignment contains log moves and model moves, we know that there are deviations between the process model and the event log. The process model can't accurately express the event log. Model repair belongs to the third application of process mining technique: process enhancement. The purpose is to repair the known model to make it better reflect the real business. It takes the event log and the original model as input, analyzes the log, finds the location of the deviation, repairs the deviation, and then obtains the repaired model. The repaired model should be similar to the original model, and the basic structure of the original model cannot be changed. By using alignment, the log move and model move can be found, but the position of these deviations in Petri net cannot be found. In order to repair process models well and accurately locate the position of the deviation, the alignment [29] has been extended. The formal definition is given as follows. (1) The simplest alignment denotes the least number of log moves and model moves between the event log and the process model;
(2) π 1 (β) = σ , i.e., its sequence of movements in the trace (ignoring ) yields a trace; (3) m i [π 2 (β) > m f , i.e., its sequence of movements in the model (ignoring ) yields a complete firing sequence of N s ; and (4) π 3 (β) = M , i.e., the third element of β yields a reachable marking, M denotes a set of reachable marking.
We take N 1 in Fig. 5 as an example. After replaying t 1 , N 1 reaches the marking [p 2 ]. σ,Ns is the set of all simplest alignments between a trace σ and N s . In Definition 16, if the token is missing for a transition to fire, it is marked as ''−'', indicating that there is a deviation. If a token is missing in p 2 before t 3 is fired, we denote −p 2 .
Example 1: As shown in Fig. 5 , N 1 is a Petri net model containing a choice with concurrency structure. If there is an event log L 1 ={<t 1 , t 2 , t 3 , t 5 , t 6 , t 7 , t 9 >, <t 1 , t 2 , t 3 , t 5 , t 6 , t 7 , t 8 , t 9 >}, two simplest alignments between L 1 and N 1 are shown in Figs. 6 and 7 , respectively.
Figs. 6 and 7 are the simplest alignment of the trace σ 1 and σ 2 . Their value of likelihood cost function are lc(β 1 ) = 1 and lc(β 2 ) = 2, respectively. In Fig. 6 , there is a log move (t 2 , ), so the value of likelihood cost function is 1. In Fig. 7 , there are two log moves (t 2 , ) and (t 8 
B. LOGIC SIMPLEST ALIGNMENT
After the simplest alignment is obtained, the position of the deviation can be found, but the value of the likelihood cost function is still high. Based on different network models, a new simplest alignment is defined for logic Petri nets. The log and the model can be fitted in the repaired logic Petri net. There are no log moves and the model moves in the logic Petri net, so the value of likelihood cost function is 0. As shown in Fig. 8 , N 2 is a Petri net model. If there is an event log L 2 = {<t 1 , t 3 , t 2 , t 5 >}, Fig. 9 shows a simplest alignment between σ 3 and N 2 .
For a move (t 1 Fig. 10 shows a logic Petri net model LPN 2 . Compared with N 2 , a directed arc is added, and a logical input function I (t 2 ) = p 2 ⊗ p 3 is given to t 2 .
In Fig. 11 , the value of likelihood cost function is lc(a, t) = 0. The event log and process model are entirely fitting. Thus, the process model can execute each case in event log. For a move (t 1 In LPN 2 , when a logical input function I (t 2 ) = p 2 ⊗ p 3 is added to t 2 , as long as one of p 2 or p 3 has a token, transition t 2 can be fired. 
IV. MODEL REPAIR BASED ON LOGIC PETRI NETS
This section gives related definitions and algorithms of the logic Petri net-based repair approach, which can be used to repair process models containing the choice with concurrency structures.
For a Petri net model with a choice structure, all branches have the same initial place and final place. For convenience, p start and p end denote the initial and final place of the choice structure, respectively [29] , [30] . The Petri net structure and transitions are recorded in the process tree [29] . The process tree of N 1 is shown in Fig. 12 . 
LLN(K ) denotes a leftmost leaf node, and RLN(K ) denotes a rightmost leaf node. A choice recognition pair set is
By traversing the process tree, when the node of a choice structure is obtained, we can find the leftmost leaf node and the rightmost leaf node. In the choice structure, the pre-set of the leftmost leaf node is the initial place p start and the post-set of the rightmost leaf node is the final place p end . The 2-tuple consisting of the initial place and the final place of the choice structure is referred to as a choice recognition pair, and the set of all the choice recognition pairs appearing in the Petri net are referred to as a choice recognition pair set.
Theorem 1: Let PN = (P, T ; F, m) be a Petri net, and PT be a process tree obtained from PN. In PT, the number of operator ''×'' equals to the number of crp.
Proof: The leaf nodes of the process tree PT are all transitions, and the operators are non-leaf nodes. When subnode ∈ PT and subnode = ''×'' corresponding to choice relationship among PT 1 -PT n , only one of them can occur. When the child node is subnode = ''×'', whether or not its left or right sub-tree is a leaf node, the pre-set of the leftmost leaf node denoted by • (LLN(K ) ) is p i ; and the post-set of the
Algorithm 1 Choice Recognition Pairs
Input: The node of process tree PT denoted by subnode, the leaf node of PT denoted by K and PN = (P, T ; F, m)
Output: The set of choice recognition pairs denoted by
rightmost leaf node denoted by (RLN(K )) • is p j . Therefore, when the operator is ''×'', it indicates that it is a non-leaf node, and there must be a corresponding crp = (p i , p j ). So the number of times ''×'' is equal to the number of crp. Theorem 1 shows that in order to obtain a choice recognition pair, we must first find the child node whose operator is ''×'' in the process tree [29] .
Algorithm 1 is used to find the choice recognition pair of the choice structure. crp(p i , p j ) and CRPS are initialized by step 1. Steps 2-4 traverse all child nodes in the process tree. According to Theorem 1, the child node whose operator is ''×'' is obtained. Then we look for leaf nodes under the child node ''×''. The two elements of the choice recognition pair, the pre-set of the leftmost leaf node denoted by • (LLN(K ) ), and the post-set of the rightmost leaf node denoted by (RLN(K )) • are obtained. Steps 5-6 merge the choice recognition pair into the set of choice recognition pairs denoted by CRPS.
We take the process tree PT 1 as an example. In PT 1 , under the subnode=''×'', the leftmost leaf node is t 2 , and the rightmost leaf node is t 7 . The pre-set of the leftmost leaf node is p 2 , the post-set of the rightmost leaf node is p 9 , and the choice recognition pair (p 2 , p 9 ) is obtained.
Theorem 2: Let PN = (P, T ; F, m) be a Petri net. After the simplest alignment β is obtained, if a token is missing in place before a transition is fired, denoted as −p i (i ∈ 1, . . . , |β|), there exists a deviation.
Proof: In PN, for ∀t ∈ T , if ∀p ∈ • t: m(p) = 0, p does not contain a token. Then we have ¬m[t >. When the −p i (i ∈ 1, . . . , |β|) appear multiple times in the set of the reachable marking, m(p i ) = 0. This indicates that only an activity of Petri net or an activity of log occurred. Therefore, there is a deviation between the event log and the Petri net model. Algorithm 2 is used to find the position of the deviation. When the log move occurs, go to the next step. If we find the same place multiple times in H , it shows that there is a deviation between the event log and the model. Then we return the pre-set and post-set of the place in which the deviation occurs. In Example 1, −p 2 appears multiple times in M ={m 1 , m 2 , . . . , m |β| }, so the position of the deviation is Dev(t 1 , t 3 ) .
Algorithm 2 An Algorithm to Discover the Deviation
Input: An event log L ∈ B(A * ), the simplest alignment β and PN= (P, 
Algorithm 3 Log-Based Logical Transition Algorithm
Input: An event log L ∈ B(A * ), 0 < m < n < 1, k 1 and k 2 Output: Log-based logical transition relationship lr(a, b)
RETURN lr(a, b).

Definition 19 (Logical Transition Relation):
Let PN = (P, T ; F, m) be a Petri net and L ∈ B(A * ). The pre-order transition set of t k ∈ T is defined as T bef |t k . L is the log of L projected on T bef |t k , and σ is a trace of the log. For T 1 , Algorithm 3 is a log-based logical transition algorithm, and steps 3, 5, 7 and 9 can be executed simultaneously. By Algorithm 3, four relationships of logical transitions can be obtained. 
Algorithm 4 Model Repair Algorithm Based on Logic Petri Net
Input: An event log L ∈ B(A * ),PN= (P, T ; F, m), and the simplest alignment β Output: The repaired logic Petri net LPN= (P, T ;
3. Using Algorithm 2 to get Dev(t m , t n ); 4. Traversing the simplest alignment β, if (a i ∈ A and Algorithm 4 can find the position of the deviation, repair the original model at the deviation, and add a directed arc. By step 2, Algorithm 1 is used to get the set of reachable markings. By steps 3-4, Algorithm 2 is used to get the position where the deviation occurs and traverse the simplest alignment β. When the log move occurs, go to the next step. By steps 5-6, if the post-set of the deviation position denoted by t • m is p i , and t i is not the leftmost lead node LLN(K ), then we add a directed arc from (LLN(K )) • to t i . By steps 7-8, if the post-set of the deviation position denoted by t • n is p j , and t n is not the rightmost lead node RLN(K), then we add a directed arc from RLN(K) to • t n . Finally, we use Algorithm 3 to get the logical transition relationship and add logic transitions with logic functions to get the final repaired model.
Example 2: Fig. 13 shows a logic Petri net denoted by LPN 3 . For example, there is an event log L 1 = {<t 1 , t 2 , t 3 , t 5 , t 6 , t 7 , t 9 >, <t 1 , t 2 , t 3 , t 5 , t 6 , t 7 , t 8 , t 9 >}. After the logic simplest alignment is obtained, it is found that there is a deviation between the model LPN 3 and the event log L 1 . Figs. 14 and 15 are the logic simplest alignments between the trace σ 1 and σ 2 . The main idea is to find the position of the deviation, and add logic transitions with logic functions. Under the premise of not significantly changing the original model, we repair model by adding directed arcs, logic transitions with logic functions, so that the log is fitted to the model.
As shown in Figs. 14 and 15, two traces σ 1 and σ 2 are entirely fitted to the model LPN 3 . The logic input function I (t 3 ) = p 2 ⊗ p 3 and the logic output function O(t 3 ) = p 4 ∧ p 5 are added to t 3 . The logic input function I (t 7 ) = p 7 ∧ p 8 and the logic output function O(t 7 ) = p 6 ⊗ p 9 are added to t 7 . In a logic Petri net, a ⊗ b means that only one of a and b can occur, and a ∧ b means that a and b can occur simultaneously. Different from the classical Petri net, only one of p 2 or p 3 can be input at t 3 , and the output places p 4 and p 5 after t 3 can occur simultaneously in LPN 3 . In the classical Petri net, t 3 can be fired only if both p 2 and p 3 have token. In LPN 3 , the input of t 7 needs to fire simultaneously with p 7 and p 8 , and the output of t 7 only allow one of p 6 and p 9 having a token. In the classical Petri net, once the transition t 7 is fired, two tokens are generated, which are respectively assigned to p 6 and p 9 .
For a move (t 1 The repaired model by the Fahland's approach is shown in Fig. 16 , the sub-processes from the two traces are added to the appropriate locations of the original model. In the repaired model, there are many repeated transitions, which make the model more complex. This only achieves the replay of the trace, but cannot generate a correct model.
Since the self-loop is added, the repaired process model allows this self-loop to repeat infinitely. In the actual process, there may not be such a situation, so the value of fitness and precision are not high. The method based on the logic simplest alignment will achieve a complete fitting of the trace and the model, and the described model is more accurate. It also improves the value of simplicity and precision in the model.
V. SIMULATION EXPERIMENTS
The model and event logs used in the experiment come from a hospital in Qingdao. The model repaired by Fahland's approach is implemented in ProM 6.6, which is available from http://www.promtools.org/prom6/. The model repaired by Goldratt method and Knapsack method is implemented in the DOS window.
A. NEW SIMPLICITY CALCULATION METHOD
The simplicity dimension refers to the Occam's Razor [1] . In the process mining, this means that the simplest model that can explain the behavior seen in the log, is the best model. Since the invisible transition is an internal change, it is invisible to the outside world, so it is ignored in the new definition of simplicity. The precision of this paper is calculated according to [31] . The simplicity presented in this section is different from the original simplicity. It is originally defined by the number of nodes and arcs in the graph, or use more complex standards, such as standards that consider model structure and entropy. In terms of the number of arcs, since the method of this paper is similar to the other three aforementioned methods, it is ignored. The concept of frequency of event log trace is introduced, which is more practical. The simplicity of the new definition is as follows
indicates the frequency of occurrence of a trace in the event log, σ ∈L L(σ ) indicates the total number of traces in the event log. P denotes a finite set of places, T denotes a finite set of transitions. L(σ , P, T ) represents the total number of places and transitions which is active in a trace, and σ ∈L L(σ , P, T ) represents the total number of places and transitions which is active in all traces. Fig. 17 shows the business process model of a hospital orthopedics department. First of all, if the patient is seriously ill, he/she will go to the emergency department. If the illness is not serious, the patient can register through the selfservice registration machine. Patient can choose the department to visit on the self-service registration machine. After selecting the department, the patient can choose specialist clinic or general clinic according to their own situation. After the patient is in the outpatient clinic according to the registration order and type, the doctor will arrange Computed Tomography (CT) or Magnetic Resonance Imaging (MRI). When the doctor makes a diagnosis, the patients are divided into two situations: (1) If the patient is seriously ill, the patient will be hospitalized after further examination. After the condition is improved, the patient will be discharged from the hospital after reimbursement with the medical insurance card; (2) If the condition is mild, the patient will undergo basic treatment. The doctor prescribes a medical treatment list on the computer. After the patient pays the fee, he/she goes to the pharmacy to dispense the medicine. After taking the medicine, the patient can leave the hospital. In the actual treatment process, doctors often cannot make the correct diagnosis only by CT or MRI, and further detailed examination is needed. A thorough examination is followed by basic treatment, which also ensures that the patient is cured as soon as possible. Since the national medical insurance catalogues are different in different years. In the pharmacy dispensing process, some drugs will be newly included in the national medical insurance, patients which cannot be reimbursed before can be reimbursed now. The occurrence of these processes indicates that there is a situation in the model that jumps from one branch of the choice structure to another. The repair method proposed in this paper can guarantee that on the basis of the original model, only the directed arcs and the input and output logic relationship of the transition are added. Table 1 gives the main information of the three sets of event logs, including the number of traces, the length of the traces, and the number of deviations. There are 1107 traces in the log L 1 , and the length of the trace ranges from 9 to 13, with 1029 deviations. There are 1417 traces in the log L 2 , and the length of the trace ranges from 9 to 13, with 1276 deviations. There are 2109 traces in the log L 3 , and the length of the trace ranges from 9 to 13, with 1956 deviations. The event log can be accessible at https://pan.baidu.com/s/1rwCPpzoO8kEIjQ9Tyf_5eg.
B. MODEL AND DATA FOR EXPERIMENTS
C. MODEL REPAIR EXPERIMENTS BASED ON LOGIC PETRI NETS
The existing approach uses alignment to find deviations between the model and the log and collect unmatched sub-logs. Sub-log mining is performed by the inductive mining algorithm, and then adds the mined sub-process as a selfloop to appropriate locations of the original model. Due to the repeated sub-processes, the same transition may have multiple occurrences, and the value of precision and simplicity of the repaired model are not high.
Goldratt method and Knapsack method repair models by adding a single active self-loop or an invisible transition. Adding self-loop and invisible transitions improves the fitness values, but may reduce the precision values of the model. Fig. 18 shows the model repaired by Fahland's approach. Fig. 19 shows the model repaired by Goldratt method and Knapsack method. Since the model structure is relatively simple, the model repaired by Goldratt method and Knapsack method is the same model. Fig. 20 shows the model repaired by our approach. The log move occurs several times in the event log, the deviation is found through the simplest alignment. Then we can obtain the relationship between log-based logical transitions. We get the logic input function I (t 11 ) = P 7 ⊗ P 8 and I (t 16 ) = P 12 ∧ P 13 and the logic output function O(t 11 ) = P 9 ∧ P 10 and O(t 16 ) = P 11 ⊗ P 14 . Finally, we repair the model by adding logic transitions with logic functions. Classical Petri nets cannot describe the logical relationship between such activities. Because the method proposed in this paper does not have self-loop and invisible transition, the value of simplicity and precision of the model are greatly improved. Table 2 compares the elements of the resulting model with three sets of event logs that have been repaired by different methods. We can see from the table the number of places, transitions, invisible transitions, and directed arcs. It can be seen that the variation between the repair methods based on the proposed method and the known model is minimal. It also shows that the method proposed in this paper is more concise. Tables 3-5 are the repair results of the three repair methods, respectively. These include added place count |P|, added transition count |T + τ |, added directed arc count |F|, added duplicate transition count |T |, and the simplicity values.
From the analysis of these tables, the methods proposed in this paper add fewer elements than other methods. The repaired model is more concise, and it can better express the logical relationship between activities than other methods. At the same time, simplicity is better than other methods.
In this paper, different number of event logs are used to perform model repair through the above four methods. From the log L 1 -L 3 , 1000 traces are randomly selected to form 10 groups of logs denoted by Log1-Log10. Figs. 21 and 22 show the comparison of the precision and simplicity values of the different methods under different number of event logs. Since the values of fitness obtained by different methods are all 1, there is no need to compare this metric.
The precision of the model represents the ability of the model to replay the event log. The higher precision values of a model, the less the traces the model generates in addition to the given event log record. The precision value of the four methods is shown in Fig. 21 . The precision of our proposed approach is better than those of the Fahland's approach, Knapsack method, and Goldratt method with the increase number of the traces.
As shown in Fig. 22 , due to the simple structure of the original model, the model repaired by Knapsack method and Goldratt method is the same. Therefore, the simplicity value of the model repaired by the two methods is the same. The simplicity value of the method based on this paper has been maintained at a high level as shown in the Fig. 22 , which is higher than the other methods.
VI. CONCLUSIONS
In this work, a model repair method based on logic Petri net is proposed to deal with a choice with concurrency structure. In order to find the position of the deviation, the concept of the simplest alignment is proposed, and the set of reachable marking is added to help determine the position of the deviation. The repaired model can correctly reflect the actual behavior and solve the problem of branch jump in the choice structure. Due to the addition of logical relationships, the relationship between activities can be expressed more precisely by logic Petri nets than by classical Petri nets. The repaired model can greatly reduce the complexity of the model. Since there is no self-loop and invisible transition, the precision value of the model is also higher. The method proposed in this paper is better than the existing approach in terms of the value of precision and simplicity. In our future work we will consider other conformance metrics such as generalization and fitness. Future work will consider other complex structures of the process model.
