We report on extragalactic sources detected in a 455 square-degree map of the southern sky made with data at a frequency of 148 GHz from the Atacama Cosmology Telescope 2008 observing season. We provide a catalog of 157 sources with flux densities spanning two orders of magnitude: from 15 mJy to 1500 mJy. Comparison to other catalogs shows that 98% of the ACT detections correspond to sources detected at lower radio frequencies. Three of the sources appear to be associated with the brightest cluster galaxies of low redshift X-ray selected galaxy clusters. Estimates of the radio to mm-wave spectral indices and differential counts of the sources further bolster the hypothesis that they are nearly all radio sources, and that their emission is not dominated by re-emission from warm dust. In a bright (> 50 mJy) 148 GHz-selected sample with complete cross-identifications from the Australia Telescope 20 GHz survey, we observe an average steepening of the spectra between 5, 20, and 148 GHz with median spectral indices of α 5−20 = −0.07 ± 0.06, α 20−148 = −0.39 ± 0.04, and α 5−148 = −0.20 ± 0.03. When the measured spectral indices are taken into account, the 148 GHz differential source counts are consistent with previous measurements at 30 GHz in the context of a source count model dominated by radio sources. Extrapolating with an appropriately rescaled model for the radio source counts, the Poisson contribution to the spatial power spectrum from synchrotrondominated sources with flux density less than 20 mJy is C Sync = (2.8 ± 0.3) × 10 −6 µK 2 .
INTRODUCTION
Large (> 100 square-degrees) millimeter-wave surveys are beginning to probe arcminute angular scales, corresponding to spatial frequencies ℓ > 3000. At these small angular scales, the fluctuations in the extragalactic sky temperature become dominated by emission from galaxies and the thermal Sunyaev-Zeldovich (SZ) effect from galaxy clusters (Sunyaev & Zel'dovich 1970) , rather than primordial fluctuations in the Cosmic Microwave Background (CMB).
The predominant extragalactic point sources of emission at 148 GHz (2.0 mm) are active galactic nuclei (AGN) and dusty, star-bursting galaxies. AGN detected at 148 GHz are characterized by a synchrotrondominated spectrum extending to lower radio frequencies. On the other hand, dusty, star-bursting galaxies at 148 GHz display a grey body spectrum increasing with frequency into the submillimeter. The source of 148 GHz flux from AGN is synchrotron emission concentrated near the central accreting super massive black hole while for dusty star-bursting galaxies the millimeter flux is sourced by re-emission from dust that is heated primarily by prodigious star formation. While the millimeter emission from the majority of dusty star-bursting galaxies is below the nominal flux density limits of current large-scale surveys, a recent 150 and 220 GHz study by Vieira et al. (2010) using the South Pole Telescope identifies a subpopulation of these sources with anomalously high fluxes which likely belong to a rare, lensed population of highredshift dusty galaxies (Negrello et al. 2007; Lima et al. 2010) . It follows that current and future wide-area millimeter surveys will identify important sub-populations of core-exposed, radio-loud AGN and lensed dusty galaxies. With the members of these sub-populations identified, detailed follow-up studies will help us better understand these high-energy states of galaxy formation as well as their important role in providing energy feedback to their environments.
Because source emission is a significant contributor to the overall sky brightness at small scales, the characterization of extragalactic sources is essential for interpreting the primary CMB anisotropies and the SZ signal from galaxy clusters. Measurements of the primary CMB power spectrum at high spatial frequencies (ℓ ≥ 2000) will constrain the form of the inflationary potential (e.g., the spectral index n s of primordial fluctuations). Such measurements will require information about the spectral and spatial distribution of millimeter sources in order to separate foregrounds from the primordial signal. At still smaller scales (ℓ > 3000), studies of the CMB spectrum attempt to constrain fluctuations in the matter density field from the contribution of the SZ to the power spectrum (Lueker et al. 2010; Fowler et al. 2010) . For these studies an in-depth understanding of the point source populations is even more critical for separating the power spectrum of the SZ from that of sources. Furthermore, an understanding of the energy feedback from AGN and star-formation to the cluster environment will be important for constraining the form of the SZ spectrum (Battaglia et al. 2010; Shaw et al. 2010; Trac et al. 2010) . Finally, SZ surveys attempting to measure Ω M , σ 8 , and dark energy through the evolution of the cluster mass function will likewise need to consider the spectral behavior and cluster occupation numbers for sources in order to avoid systematically biasing mass estimates based on SZ flux density (Lin et al. 2009; Sehgal et al. 2010; Vanderlinde et al. 2010) .
The Atacama Cosmology Telescope (ACT) is a millimeter-wave observatory which will ultimately survey thousands of square degrees of sky at arcminute resolution with milli-Jansky sensitivity to sources. ACT is located at 5200 m in the Atacama Desert in the Andes of northern Chile.
1 This high desert site in the tropics was chosen for its excellent atmospheric transparency and its access to northern and southern celestial latitudes. ACT observes simultaneously in bands centered at 148 GHz (2.0 mm), 218 GHz (1.4 mm), and 277 GHz (1.1 mm), each band having a dedicated 1024-element array of bolometric transition edge sensors. As of mid-2010, ACT has completed three seasons of observations: 2007, 2008, and 2009 , and the 2010 season is underway. In each season, ACT has conducted two surveys: a 9
• -wide survey centered at declination −53.5
• and a 5
• -wide stripe centered on the celestial equator.
In this paper we report on extragalactic sources in the ACT 2008 148 GHz dataset. This is the first report devoted to ACT source science and complements the 148 GHz power spectrum study in Fowler et al. (2010) . In what follows we give an overview of the observations and data reduction (Section 2), describe the source catalog (Section 3 and the Appendix), and discuss implications of the study including constraints on source models (Section 4).
OBSERVATIONS AND DATA REDUCTION
The data used for this analysis were collected by ACT at 148 GHz during its second observing season in 2008. This section gives an overview of the survey observations and the reduction of the raw data to a map as well as a detailed description of the source extraction. For a more thorough introduction to the ACT facility, observations, and data reduction pipeline, we refer the reader to Fowler et al. (2010) , Swetz et al. (2010) GHz dataset considered for this study lies between right ascension 00 h 12 m and 07 h 08 m and declination −56 • 11 ′ and −49 • 00 ′ (455 square-degrees). The gray-scale encodes the rms of the map in mJy. The deepest data correspond to an exposure time of 23.5 minutes per square-arcminute and a 1σ sensitivity of 2.5 mJy. White circles mark the locations of ACT sources. The diameter of each circle is proportional to the log of the associated source flux density. Towards the edge of the map, the noise properties display local variation. For this reason, detections with flux density values below 50 mJy have been discarded in regions where the rms exceeds 4.6 mJy, corresponding to less than 7 minutes of integration. This, together with an exclusion of all detections below 5.25 σ, accounts for the relative dearth of detections in areas of shallow coverage (See Section 2.4.).
(2010) and represents a large fraction of the most deeply covered regions from the 2008 148 GHz dataset. Figure  1 shows the area of the sky used and associated point source sensitivies. Typical white noise levels in the map are 30-50 µK-arcminute, tending to higher values towards the map boundaries. As described in Section 2.4, this white noise level, when match filtered with the ACT beam, results in typical sensitivities to point source flux densities from 2.5 to 5 mJy.
The 2008 ACT observing season extended from midAugust to the final week of December. Observations took place during nighttime hours: from roughly 20:00 to 06:00 local time. Of the total observing time, approximately 85% was devoted to the southern region. ACT observed by scanning at a constant elevation of 50.5
• while the survey region drifted through the scan with the rotation of the Earth. During the first half of a night, ACT scanned at azimuth 150
• , targeting a rising section of the survey area. During the second half of the night, ACT scanned the same section setting on the other side of the south celestial pole at azimuth 210
• . The rising scans cross the survey region from southwest to northeast and back (in equatorial coordinates), while the setting scans cross the survey region from southeast to northwest. Together, the rising and setting scans cross-link each point on the sky with all adjacent points. The resulting cross-linked temperature data in principle contain all information necessary to recover an unbiased, lownoise map of the millimeter sky. In addition to survey observations, ACT also executed regular observations of Uranus and Saturn during 2008 to provide gain calibration, beam profiles, and pointing.
With the telescope scan strategy described above, any given location in the survey area would be observed over a period of approximately two months during a season. Therefore, source flux densities reported here are the average flux density over a two month period. This is an important point as the vast majority of sources presented in this paper are AGNs which are known to be variable (e.g., Kesteven et al. 1977; Valtaoja et al. 1992 ).
Reduction to Maps
The raw 148 GHz data consist of 1024 time-ordered data streams, one per element of the detector array. Approximately 25% of the data are rejected on the basis of telescope operation and weather. After further cuts based on individual detector performance, the data from 680 148 GHz detectors over 850 hours (∼ 3200 GB) are retained from the 2008 southern survey.
Pointing reconstruction is accomplished in two steps. First, the relative detector pointings are established with 1.2 ′′ certainty through observations of Saturn. Second, absolute detector array pointings for our two southern survey configurations (rising and setting: 150
• and 210
• azimuth, 50.5
• elevation) are established with 3.5 ′′ precision through an iterative process in which the absolute pointing is adjusted based on offsets of ACT-observed radio source locations with respect to source locations taken from the Australia Telescope 20 GHz (AT20G) survey (Murphy et al. 2010) .
Nightly calibrations of the detectors' responsivity (power-to-current conversion) are based on load curves taken at the start of each night. Stability of this calibration through the night is monitored using small steps in the detector bias voltages and established at the few percent level. Relative detector flux density calibrations are based on normalizing the detector responses to the beam-filling atmospheric signal. The resulting relative calibration is shown to be constant through the season at the few percent level. The final brightness temperature calibration is based on ACT observations of Uranus throughout the season and the WMAP7 Uranus temperature (Weiland et al. 2010) extrapolated to the ACT 148 GHz band. The calibration is more fully described in Fowler et al. (2010) . The overall calibration is certain to 6% rms, a number dominated by systematic uncertainties in extrapolating the temperature of Uranus to 148 GHz from WMAP frequencies.
The final step in the data reduction is map-making. An iterative preconditioned conjugate gradient solver is used to recover the maximum likelihood (ML) maps. The Fig. 2.-Model ACT auto-power spectra used for the matched filter. Left. One-dimensional spectra decomposed by component. The CMB spectrum is taken from WMAP5 (Nolta et al. 2009 ). The undetected sources and the Sunyaev-Zel'dovich effect from galaxy clusters are 1D templates fit to the high-ℓ 148 GHz spectrum in Fowler et al. (2010) . The 1D noise spectrum is obtained by radially-binning the average of 2D spectra from ACT 148 GHz jackknife maps. The spectra are dominated at low-ℓ by the CMB and atmospheric noise and at high-ℓ by white detector and photon shot noise. Convolution of all celestial components by the ACT beam results in attenuation of the corresponding spectra at high-ℓ. Right. The model two-dimensional auto power spectrum. The spectrum includes noise, CMB, undetected sources and the Sunyaev-Zel'dovich effect from galaxy clusters. The latter three components were obtained from the 1D models. The ACT noise is isotropic except for extra noise in scan parallel (from residual 1/f) and scan perpendicular (from detector row correlations) directions. For each rising and setting scan direction, two orthogonal bands of excess power are centered on the origin rotated 60
• with respect to one another. To minimize contamination, it is important to deweight data in these diagonal modes through the two-dimensional matched filter.
algorithm solves simultaneously for the millimeter sky as well as correlated noise (e.g., a common mode from atmospheric emission). The map projection used is cylindrical equal area with a standard latitude of −53.5
• and 0.5 ′ square pixels. For more details on the mapping and other reduction steps, refer to Fowler et al. (2010) .
2.3. Data Modeling The next step toward a source catalog is the construction of a filter which optimizes the signal-to-noise ratio (S/N) of sources in the 148 GHz map.
3 In order to construct such a filter it is necessary to obtain best estimates of the power spectra of the different components, signal and noise, which contribute to the ACT data. We model the temperature T at position x as the sum over sources plus other components in the map:
where T i is the peak amplitude of the i th source, b is the ACT 148 GHz beam function normalized to unit amplitude and taken to be isotropic (Hincks et al. 2009 ), and T other includes contributions from the primary CMB, undetected point sources, SZ from clusters and noise from the detectors and atmosphere. Figure 2 shows graphs of the power spectra of the contributors to T other . For the primary CMB component we use the WMAP5 best fit model from Nolta et al. (2009) . The SZ and undetected source components are taken from models fit to the ACT 148 GHz power spectrum in Fowler et al. (2010) . The spatial power spectrum from Fowler et al. (2010) sources from a preliminary version of the catalog presented in this paper. As such the derived contribution to T other from undetected sources should be a suitable estimate for the matched filter in this work. Specifically, the source model is a Poisson spectrum normalized to ℓ(ℓ + 1)C p /2π = 11.2 µK 2 at ℓ = 3000, and the SZ model is a combined thermal and kinetic SZ model (σ 8 = 0.8) from Sehgal et al. (2010) normalized by a best-fit factor of 0.63. These celestial models (CMB, sources, and SZ) are all convolved with the ACT 148 GHz beam function. The celestial models are natively one-dimensional functions of multipole ℓ (as shown in the left graph in Figure 2) with corresponding azimuthally symmetric twodimensional representations (as shown in the right graph in Figure 2 ). The noise term, on the other hand, is natively a two-dimensional power spectrum estimated by the average of power spectra from difference maps. The difference maps were constructed by subtracting a map made from one half of the data (with a random selection of observing days contributing) from a map made from the other half (using the remaining observing days). The two-dimensional noise power spectrum is binned radially to obtain the one-dimensional representation shown by the line of connected dots in the left graph of Figure 2 .
From Figure 2 it is clear that the primary contributions to T other come from the CMB and atmosphere at large scales (ℓ < 2500) while the white detector and photon shot noise dominates the power at small scales. In the spectral trough around ℓ = 2500 − 3500 the detectable sources will have their greatest signal-to-noise ratio.
An important feature of the two-dimensional power spectrum in the right graph of Figure 2 is the anisotropic nature of the noise term which corresponds to striping in the map. The stripes are a result of large scale drifts in atmospheric emission along the scan directions as well 10 -6 10 -5 10 -4 10 -3 10 -2 10 -1 10 0 Fig. 3. -148 GHz map. The submap shown above is a sample 64 square-degrees of the survey field. The data have been matched filtered such that the gray-scale is in units of flux density (mJy). The inset shows the flux density distribution across the data weighted by the max-normalized square-root of the number of data per pixel N obs (x)/ N obs,max . Thus the distribution represents the data in the deepest part of the map (although it uses weighted data from all regions). The data distribution is shown as a grey histogram on which is plotted a dashed Gaussian distribution with standard deviation 2.5 mJy. The positive non-Gaussian tail may, in part, be attributed to sources and the negative tail to ringing from the filter about sources as well as SZ (e.g., ACT-CL J0438-5419 from Menanteau et al. (2010) ). Several sources are apparent as white points surrounded by darker rings from the filter. The white contour marks the transition at the edge of the map where the rms exceeds 4.6 mJy, corresponding to less than 7 minutes of integration per arcminute. In this region we have excluded detections below 50 mJy due to contamination from local noise. The source above the contour at δ ≈ −50 • has a flux density of 150 mJy and is included in the catalog.
as from correlations among rows of ACT detectors perpendicular to the scan directions. Accounting for this anisotropy when filtering the map is important for extracting an uncontaminated sample of sources. To properly down-weight these noisy diagonal modes, we adopt a two dimensional noise covariance in the matched filtering technique described in Section 2.4.
The final significant noise term that is not captured in difference maps is consistent with scan synchronous noise. The noise is likely due to instabilities induced by acceleration at scan turn-arounds. The noise manifests itself as horizontal striping in the maps and as excess power isolated to a vertical strip −100 < ℓ x < 100 in Fourier space. For simplicity, we set the noise power to infinity in this section of Fourier space such that modes contaminated by this noise will be completely downweighted by the filter as described in the next section.
Detection and Catalog Construction
To optimize the S/N of the sources with respect to the background, we use a matched filter. This approach has been proposed and used in previous work to find both sources (Tegmark & de Oliveira-Costa 1998; Wright et al. 2009; Vieira et al. 2010 ) and the Sunyaev-Zel'dovich effect from clusters (Melin et al. 2006; Staniszewski et al. 2009 ). For completeness of presentation, here we rederive the form of the filter and its basic properties. Without loss of generality, we consider a field centered on a source such that
We apply a filter Φ(k) in Fourier space such that the temperature at the center of filtered field is (3) whereb and T other are the Fourier transform of the beam and noise temperature field, respectively. The S/N of the central source is
A filter that maximizes this S/N is
where the normalization has been chosen to produce an unbiased estimate of the amplitude of the source T 0 at x = 0. The noise variance of the filtered data is
In practice, the noise variance of the filtered map is obtained from the filtered map itself after masking the brightest six sources (S/N > 50). These sources increase the rms of the maps by 10%. The remaining sources contribute approximately 1% to the rms. This slightly more conservative estimate of the variance agrees with the estimate from Equation 6 in which T other has been constructed as described in Section 2.3. In what follows, the S/N at a location in the filtered map is defined as the temperature at that location divided by the square-root of this variance. Before applying the global matched filter from Equation 5, we multiply the map, pixel-wise, by the squareroot of the number of observations per pixel normalized by the observations per pixel in the deepest part of the map, N obs (x)/N obs,max . This is equivalent to weighting the data by the inverse of the estimated white noise rms shown in Figure 1 and accounts for local variation in the white noise amplitude. Furthermore, the map is tapered to zero in a 10 ′ boundary region around the edge of the map to mitigate the artifacts arising from data aperiodicity when filtering. This windowed data is excluded from the final analysis, reducing the usable sky area from the total 455 square-degrees to 443 squaredegrees. Next, because the ringing of the filter around the brightest sources can cause false detections, we identify and mask the six most significant ( > 50σ ) sources before applying the matched filter to the map. These brightest sources are treated and included in the catalog in the same manner as the fainter sources with the exception they are recovered through an initial run of the pipeline with the S/N lower limit increased. An important final caveat: in constructing the noise term T other , the component models need to be tapered and weighted in the same fashion as the data for the matched filter formalism to hold. This is particularly true for components with red spatial spectra, such as the atmosphere and CMB, because aliasing due to a particular windowing scheme can significantly alter the spectrum. Figure  3 shows a sample 64 square-degrees of the filtered map. For this reason the catalog includes only detections with S/N 5.25 and above. See Section 3.3 for a discussion of purity determination.
Localized, non-white noise in the map requires that we take further measures beyond the global matched filter solution outlined above. First, local large-scale atmospheric noise requires us to add a low-ℓ taper to the term | T other (k) | −2 (Equation 5) which rises from zero at ℓ = 0 to one at ℓ = 1200 as sin 5 (πℓ/2400). This filter removes the local atmospheric noise while downweighting only a small fraction (∼1%) of the data containing source power in Fourier space. Second, in areas of the map which are particularly shallow, uneven coverage leads to excess striping. In these parts of the map the noise model described in Section 2.3 is invalid and nonwhite noise remains even after the filter is applied. For this reason, we exclude sources from the catalog which are detected with flux densities below 50 mJy in areas of the map with exposure times less than 7 minutes per square-arcminute. This exposure time is approximately one-third the exposure time in the deepest areas of the map and corresponds to 4.6 mJy rms. The cut level of 50 mJy at 7 minutes per square-arcminute was chosen to broadly eliminate contamination observed in simulations. Future studies will make use of local noise estimation to avoid such an exclusion. The sample submap in Figure 3 demarcates the region at the edge of the map in which we exclude 50 mJy detections with a white contour. With this exclusion, the area used for sources with flux density below 50 mJy is 366 square-degrees.
The final step in the catalog generation is to derive the flux densities associated with the detections. Given the form of the filter in Equation 5, the source-centered value of the filtered map, multiplied by the solid angle of the beam profile, is the source flux density. It is this value, rescaled by the inverse of the square-root of the number of observations per pixel normalized by the number of observations per pixel in the deepest part of the map ( N max /N obs,max (x)), that we record as the raw flux density estimate for a detection. It follows that an error in source location results in an error in flux estimation. Such an error arises due to finite pixel size: a detection rarely falls in the center of a pixel. Source location error due to finite pixel size causes a systematic negative bias and increased scatter. The 0.5 ′ ACT map pixels cause a 10% negative bias with comparable scatter in the flux density estimate. To remove this bias and scatter, we zero-pad the filtered data in Fourier space (e.g., Press et al. (1992) ) such that the pixel spacing in map space is decreased by a factor of sixteen. This Fourier interpolation of the filtered data onto 0.03125 ′ pixels is a convenient way to better locate the peak of source emission and therefore mitigate systematic errors in position and flux density estimation to less than 1%. An important caveat to this technique is that the pixel window function must be taken into account when reducing the pixel size. As discussed further in Section 3.2.3, simulations show that flux densities thus derived are unbiased at the sub-percent level.
CATALOG
The catalog of 157 ACT extragalactic sources is given in Table A1 rectly from the map as described in Section 2.4. Deboosted flux densities (Section 3.2.2) are also given. The seventh column gives the exposure time in minutes per square-arcminute at the location of the source. Finally, we provide the ID of AT20G sources collocated within 30
′′ of an ACT source. The following subsections provide the necessary information for interpreting the catalog data.
Astrometric Accuracy
The positions of the twenty-seven ACT sources with S/N > 20 were compared to positions of associated sources in the AT20G catalog. The AT20G pointing is checked against VLBI measurements of International Celestial Reference Frame calibrators and is shown to be accurate to better than one arcsecond (Murphy et al. 2010) . Figure 4 shows the offsets of the twenty-seven ACT source locations with respect to associated AT20G locations. The mean of the offsets is −0.3 ′′ ± 0.7 ′′ in right ascension and 0.0 ′′ ± 0.6 ′′ in declination. The rms of offsets is 3.5 ′′ in right ascension and 3.3 ′′ in declination. One ACT source with S/N > 20 is cross-identified with an AT20G source 18 ′′ away. This source is ACT-S J042906-534943 and is flagged as extended in the AT20G catalog. Furthermore, there are multiple SUMSS sources located within the search radius suggesting a nontrivial geometry. Therefore, this source represents an outlier in this analysis and is not used. For twenty-four crossidentified sources with S/N < 8, the ACT location rms with respect to AT20G position was inflated by the effect of the noise: 8.8
′′ in right ascension and 6.2 ′′ in declination.
We have identified a systematic shift in pointing throughout the season likely associated with movement of the telescope. A significant fraction of the scatter in Figure 4 is attributable to this systematic effect. Because of this effect, the distribution of pointing errors in Figure  4 does not appear Gaussian. We plan to eliminate this effect in a future study. The radially binned and normalized brightness profile observed for ACT-S J021046−510100 is represented by the points with error bars. The solid line running through the points is the measured ACT beam from Hincks et al. (2009) convolved with a Gaussian with σ = 3 ′′ plus an additive background term. The Gaussian convolution is intended to represent spreading of the beam by random pointing error. The value of σ = 3 ′′ describes the best-fit to a Gaussian-convolved beam plus background term. Note that 3 ′′ is consistent with pointing uncertainty from Figure 4 . The dashed line shows the model with background and beam amplitude fit to the data, but no Gaussian convolution. Without the Gaussian convolution, the background term increases to fit the data at small angles and forces the model high at large angles. The data clearly prefer the Gaussian-convolved model. Similar fits to the twenty brightest sources in the ACT data suggest bias in the reported flux density level due to misestimation of the source profile is at the sub-percent level. The error bars shown on the radially binned points are correlated.
Flux Density Recovery
As discussed in Section 2.2, the overall calibration has an uncertainty of 6%, dominated by systematic errors in the temperature of Uranus. In addition to this uncertainty, errors in the flux estimation may arise due to errors in the assumed source profile, to flux boosting of lower significance candidates, and to a failure of the mapmaker to converge. In this section we describe tests of these potential sources of flux density error as well as an end-to-end check of the match-filter recovery and deboosting through simulations.
Beam Profile
Flux density recovery is a function of the form of the source profile b assumed in the filter (See Equations 2 and 5.). For the filter's source profile b we adopt the ACT 148 GHz beam from Hincks et al. (2009) . Deviation of the actual source profile from the ACT 148 GHz beam will result in a biased estimate of the flux density as determined from the filtered map.
To search for a difference between the actual and assumed profiles, we examine the profiles of the twenty most significant sources in the ACT map. We fit the data with a background term plus an altered ACT beam (respectively broadened or squeezed by the convolution or deconvolution with a Gaussian). The Gaussian convolution we employed models the broadening of the beam The Gaussian flux density distribution P (Sm | S 0 ) (dashed) derived directly from the maps is multiplied by the prior distribution P (S 0 ) (dotted) of the intrinsic source flux to obtain the deboosted posterior flux distribution (solid). Since the mean of the maps is set to zero through filtering, P (S 0 ) can assume negative values. The peak in the distribution shifts to lower density flux (a <10% effect for 20 mJy sources). For the S/N=5.6 source shown here, there is little volume in the posterior P (Sm | S 0 ) at negative flux.
resulting from the random pointing error. The average best-fitted profile is the beam from Hincks et al. (2009) convolved with a Gaussian with σ = +3 ′′ ± 1 ′′ . This smearing is consistent with the pointing rms in Figure 4 . The fit is performed out to a radius of 3 ′ . Figure 5 shows the fit for the brightest source. The effect of this convolution on the 84
′′ full width at half maximum (FWHM) of the ACT beam is at the sub-percent level: 0.05 ′′ . Flux density misestimation will scale roughly as the ratio of the actual profile solid angle to the assumed profile solid angle. In the present case, the misestimation is below 1%.
As an additional check on the reported flux densities, the matched filter based flux density estimates are compared to 1 ′ -diameter aperture flux densities. The aperture flux density is defined as the background subtracted flux within a circle (the aperture) centered on the source. The aperture flux density is estimated from the unfiltered ACT maps and as such is complementary to the flux density estimates from the filtered maps. As the source profile extends well beyond a 1 ′ diameter, the aperture flux density estimates are expected to be biased low with respect to true flux density. For the thirty brightest sources from the ACT data, the average ratio of aperture flux density to matched filter flux density is 0.610 ± 0.003. In simulations which featured sources with the ACT beam shape, the same ratio is 0.607 ± 0.004. If the source profiles in the data were different from the ACT beam shape, then this ratio from the simulation would differ from the data. The agreement between data and simulation further bolsters the claim that flux density bias due to source profile misestimation is at the sub-percent level.
Deboosting
In a source population for which the counts are a steeply falling function of flux, a source's measured flux density S m in the presence of noise is likely to be an overestimate of its intrinsic value S 0 . The overestimation is most pronounced for sources at low S/N. The process of deboosting accounts for this overestimate by constructing the posterior flux distribution based on prior knowledge of the source population. Given the relatively high flux density and significance of the detections in this work, we adopt the straightforward Bayesian approach from Coppin et al. (2005) :
where the probability P (S m | S 0 ) of measuring S m given S 0 is taken to be normal with mean S 0 and variance derived from the S/N. The prior probability of flux S 0 in a pixel, P (S 0 ), is computed by generating simulations of the (filtered) intrinsic source flux distribution per pixel. Individual, filtered source profiles, T 0 Φ(k)b(k)dk, are added to a blank survey map at randomly chosen locations. The numbers and associated amplitudes, T 0 , of the sources are chosen in accordance with infrared and radio counts from Toffolatti et al. (1998) rescaled to fit the counts from this study (See Section 4.4.). The procedure for computing the prior probability based on source counts fit to our data involved an initial rescaling of the Toffolatti et al. (1998) data model to counts computed with raw flux densities. Given deboosted flux densities based on this initial prior, counts were then recomputed, the prior was re-estimated and and used to obtain new deboosted flux densities. This process was iterated until corrections to the counts and the deboosted flux densities became negligible. Only one iteration was required for the relatively small level of deboosting used in this initial study. Furthermore, we cut off the radio counts at 150 mJy, reflecting the fact that the brightest six sources (S > 150 mJy) are detected and subtracted before constructing the rest of the catalog. A function P i (S 0 ) is then generated by binning the fluxes associated with map (indexed here by i) pixels in 0.5 mJy bins. The final distribution P (S 0 ) was then computed as the average of P i (S 0 ) from ten-thousand independent simulations. The deboosting algorithm is illustrated for a single source in Figure 6 where the dashed Gaussian represents P (S m | S 0 ) and the dotted profile peaking just below zero flux is the prior probability P (S 0 ). The posterior probability P (S 0 |S m ) is the solid line.
The deboosted flux S db reported in the ACT catalog for sources below 50 mJy is the median of the associated P (S 0 |S m ), and the reported asymmetric errors enclose the 68% confidence interval. The abrupt 150 mJy cutoff imposed on the radio counts in combination with finite pixel size effects the smoothness of the prior estimate P (S 0 ) at higher fluxes. To mitigate this effect, the simulated maps used to construct the prior feature a pixel size of half that of the data (0.25 ′ ). Furthermore, deboosted fluxes are only provided for sources with flux below 50 mJy where the computed prior is smooth: for sources above 50 mJy, we simply report the center and 68% confidence level of P (S m |S 0 ).
The prior probability P (S 0 ) in Figure 6 is broader and, for the range of flux densities plotted, more symmetric than analogous distributions derived in previous work (e.g., Figure 6 of Scott et al. (2008) ). The difference arises because our simulations include the radio popu-lation whose source counts are much shallower than the infrared populations. The bright radio sources, in addition to having a bright positive tail, produce significant negative ringing when filtered. A more familiar form of P (S 0 ) would be generated if we were to recover fluxes using the CLEAN technique (Högbom 1974) as described in, e.g., Vieira et al. (2010) .
In future multi-band work that considers detections of lower significance, we will employ important extensions of the simple deboosting used here, e.g., Austermann et al. (2010) 
Simulations and Flux Recovery
Having established that the source profile used in the matched filter is a good approximation to that in the data (Section 3.2.1), it remains to test the flux estimation and deboosting through simulation. Source flux densities were derived from maps with celestial components and noise modeled as described in Section 2.3 with two exceptions. First, the SZ component was excluded to prevent confusion due to cluster-galaxy correlations. This effect caused negative outliers in derived flux density due to brightness cancellation by the cluster decrement. Second, we excluded several (> 10) peculiar instances of superposed, very bright, (30 mJy) infrared sources. This apparent clustering of ultra-bright dusty sources caused positive outliers in derived flux density.
With the exceptions noted above, the simulated sources were detected with the same blind algorithm that was described for source extraction from the data. Similarly, the deboosted flux densities of the simulated sources were derived. Figure 7 shows the result. At the percent level, the derived deboosted flux density S db is a consistent estimate of the intrinsic flux density S 0 with a best fit of S db = −0.09 ± 0.29mJy + 1.008 ± 0.005
where the fit (reduced χ 2 = 1.06 for 451 degrees of freedom) was performed only for sources with flux density Figure 10 for a graph of purity/completeness-corrected differential source counts. b For a discussion of flux density dependent area, see Section 2.4.
greater than 20 mJy to restrict the analysis to a complete (and thus symmetric) distribution. The errors (68% c.l.) are derived from one thousand bootstrap samplings. Furthermore, the model S db = S 0 fits the 451 sources with flux densities greater than 20 mJy with a reduced χ 2 = 1.07. This one-to-one model fits the entire population (down to the S/N=5.25) with reduced χ 2 =1.19 over 651 degrees of freedom. This improbable statistic likely results from a combination of unaccountedfor astrophysics (e.g., source clustering) in Sehgal et al. (2010) , errors in our deboosting, and an underestimate of flux density error.
Convergence
As described in Section 2, maximum-likelihood maps generated from the cross-linked ACT 148 GHz data are unbiased for modes corresponding to multipoles in excess of a few hundred (i.e., exactly those used for source flux estimation). We checked this claim through signal-only simulations and found that the flux density estimates of the sources converged to within 1% of their simulation values before the twenty-fifth iteration of the preconditioned conjugate gradient map-solver (See Fowler et al. (2010) for a fuller description of the solver.). This study uses a map from the hundredth iteration of the ACT maps. Therefore, we conclude that the flux densities are not biased by failure of the mapping algorithm convergence.
Purity and Completeness
The number of false detections in our catalog of 157 sources is estimated by running the detection algorithm on an inverted (negative temperature) map in which the SZ decrements from all ACT-detected and opticallyconfirmed clusters have been masked. A full description of the ACT SZ cluster population and optical followup can be found in Menanteau et al. (2010) . With this approach, three spurious detections are found, giving a purity of 98% for detections above a S/N of 5.25. Below this S/N, the purity of the sample was found to decrease rapidly with only ∼50% purity in the range 5 < S/N < 5.25 (seven false detections). These results are consistent with estimates of purity based on crossidentification of the ACT detections with other catalogs (See Section 4.1.). From simple Gaussian statistics, one expects fewer than five false detections in a sample selected with S/N > 5. Thus, some fraction of the false detections are may be the result of localized noise not accounted for by the weighting and matched filter.
Simulations from Sehgal et al. (2010) with noise from difference maps (see Section 2.3) were used to estimate completeness. Table 1 summarizes the findings. Due primarily to the uneven depth of coverage, the population of sources detected between 15 and 20 mJy was found on average to be 86% complete and the population between 20 and 30 mJy to be 97% complete. Because of the strict 50 mJy lower bound set for detections in areas of the map characterized by integration times below 7 minutes, the 50 -90 mJy range also suffers from an incompleteness of 94%. The full simulations of Sehgal et al. (2010) include a correlation between radio sources and galaxy clusters, and we have excluded the SZ component in order to simplify the current study. At 148 GHz, clusters manifest themselves as arcminute-scale temperature decrements in the map which will cancel source flux in superposed source-cluster pairs. We also ran the test described here with the SZ component from Sehgal et al. (2010) included in the simulations. The resulting cancellation of source flux density by cluster decrements was found to cause an additional few percent of the incompleteness in the source population with flux densities below 30 mJy.
DISCUSSION

Comparison to Other Source Catalogs
As a first step in ACT source characterization we consider cross-identifications with other catalogs. Matches are established within a 30 ′′ radius about an ACT source. The choice of association radius was made based on the positional rms of the ACT catalog and comparison catalogs (allowing for outliers) as well as the fact that the source of low-frequency radio signals in a given system may be physically displaced from the source of highfrequency radio signal. A general search through the NASA/IPAC Extragalactic Database finds that thirtyone ACT sources have measured redshifts, ranging from 0.003 to 2.46. In what follows we consider in more detail several catalogs of particular relevance to the 148 GHz source population.
Of our 157 sources, 109 match sources in the 5, 8, and 20 GHz AT20G catalog. There are 180 AT20G sources in the survey area such that a random cross-identification would occur once in roughly 11600 cases.
4 The AT20G catalog is incomplete below 100 mJy (Murphy et al. 2010) . Given that nearly all the radio sources detected at 148 GHz are expected to have relatively flat spectra (e.g., Vieira et al. 2010) , faint ACT sources may not have matches in AT20G (See Section 4.3.). We have proposed for time on the Australia Telescope Compact Array to measure flux densities for sources in the ACT catalog that do not appear in AT20G.
All but six of the ACT sources are co-located within 30 ′′ of sources from AT20G or the 0.84 GHz Sydney University Molonglo Sky Survey (SUMSS) catalog (Mauch et al. 2003) . Within our survey area, the sample of 14030 SUMSS sources is complete to 8 mJy. A random cross-identification with a SUMSS detection is a 1-in-150 event and thus a spurious SUMSS association is likely. Of the six ACT sources without cross-identification in AT20G or SUMSS, two (ACT-S J011830−511521, ACT-S J033133−515349) are within 50
′′ of a SUMSS source, and the former is relatively bright with a 148 GHz flux density of 47.6 mJy. Furthermore, a preliminary reduction of the ACT 218 GHz data identifies one of the remaining four (ACT-S J031823−533148) as a 5σ detection. ACT-S J034157−515140, ACT-S J004042−511830, and ACT-S J035343−534553 have no match in the auxiliary catalogs and may be false detections. This number of false detections is consistent with the study of sample purity presented in Section 3.3.
Comparing to the recently reported 2.0 mm measurements from the South Pole Telescope (SPT) , we find twenty-four cross-identifications with ACT sources. The Vieira et al. (2010) study used a square survey of 87 square-degrees centered at 05h right ascension. As such, the ACT and SPT surveys have only fractional overlap. Nevertheless, 2304 of the 3496 SPT source candidates (S/N > 3) fall within the ACT survey. All twenty-four matching sources were categorized in Vieira et al. (2010) as synchrotron-dominated.
Finally, we compare the ACT catalog to the Infrared Astronomical Satellite Point Source Catalog (IRAS PSC; Helou & Walker 1988) . Three of the detections, ACT-S J041959−545622 (NGC 1566), ACT-S J04285−542959 and ACT-S J033133−515352 (IC 1954) , are identified with sources in the IRAS PSC. All three sources display lower frequency radio emission and have been identified in the preliminary ACT 218 GHz analysis.
Correlation with X-ray Clusters
Radio-loud AGN are frequently found in Brightest Cluster Galaxies (BCGs). From a study of radio-loud AGNs in the SDSS using data from the National Radio Astronomy Observatory (NRAO) Very Large Array (VLA) Sky Survey (Condon et al. 1998 ) and the Faint Images of the Radio Sky At Twenty Centimeters survey (Becker et al. 1995) , Best et al. (2007) found that the probability of a BCG hosting a radio-loud AGN is significantly enhanced compared to field galaxies of the same stellar mass. Lin & Mohr (2007) found that the fraction of BCGs being radio-loud is higher compared to that of cluster galaxies of similar luminosity. This enhancement of radio activity is probably due to the fact that BCGs are located in special places -the centers of clusters -and the AGN activity is likely fueled by gas cooling, or due to galaxy interactions in these high density regions.
We performed a simple check to test whether any of the ACT 148 GHz sources were associated with clusters by cross matching against the REFLEX catalog (Böhringer et al. 2004) , which is a homogeneous, X-ray selected sample with a nominal (0.1-2.4 keV) flux limit of 3 × 10 −12 erg s −1 covering δ < +2.5 deg. The RE-FLEX catalog is > 90% complete above its nominal flux limit, and 23 REFLEX clusters are located within 2008 ACT survey region, spanning the redshift range 0.03 < z < 0.34. Using a generous 5 ′ matching radius, we find that three ACT sources are associated with REFLEX clusters: ACT-S J062142-524136 (RXC J0621.7-5242); ACT-S J042906-534943 (RXC J0429.1-5350/AS0463); and ACT-S J062620-534136 (RXC J0626.3-5341/A3391). The separation between the ACT sources and the corresponding REFLEX cluster positions is 0.3 − 1.1 ′ . All of these clusters are at very low redshift (0.041-0.055), and have low masses (∼ (0.4 − 2) × 10 14 M ⊙ , inferred from their X-ray luminosities).
All three of these ACT sources have corresponding matches in the AT20G catalog. For ACT-S J062142-524136, both the ACT and AT20G sources are located within < 5 ′′ of each other and are coincident with the BCG, from inspection of DSS imaging. For the other two sources, we find that either the ACT source position (in the case of RXC J0626.3-5341) or the AT20G position (in the case of RXC J0429.1-5350) is coincident with the BCG, although the AT20G and ACT positions are offset by < 19 ′′ . In all cases, the projected radial distance between the BCG and the REFLEX X-ray position is < 60 kpc.
Source Spectra
It is established that radio source spectra extending to 148 GHz are not well characterized by a simple power law S(ν) ∝ ν α (e.g., de Zotti et al. (2010)). Murphy et al. (2010) used a color-color comparison of spectral indices at 5-8 GHz and 8-20 GHz to show that the AT20G population may be decomposed into classical steep (and steepening) spectrum sources, sources that peak between their bands, and sources that show flat, rising or upturned spectra. Following this example we construct a color-color comparison of 5-20 GHz and 20-148 GHz measurements, where the 5 and 20 GHz flux densities are from AT20G. The variability of these sources makes a per-source comparison difficult, but a study using the 109 ACT-AT20G cross-identifications as an ensemble is meaningful. Figure 8 is the α 5−20 vs. α 20−148 colorcolor diagram. The figure shows that the ACT-AT20G cross-identified sources are predominantly characterized by spectral steepening. The sample is biased towards steepened spectra at low flux density (S 148 < 50 mJy) due to incompleteness in AT20G.
The population can be further divided according to 148 GHz flux density. In Figure 8 , the black crosses correspond to the forty-two brightest sources in the ACT sample, and the gray crosses correspond to the faint half. The dividing flux density, 50 mJy, was chosen such that all but two of the ACT detections in the brighter sample have cross-identifications in AT20G. As described in Section 4.1, below this flux density the mean spectral indices of the population of ACT-AT20G cross-identified sources is biased negative by the incompleteness in AT20G below 100 mJy. The two sources in this high-flux subset which do not have AT20G counterparts are characterized by 150 GHz flux densities close to the 50 mJy cutoff and may have flatter spectra than the sample average. Including two extra sources with α = 0 changes the mean spectral indices by ∼ 25% of the statistical error, and therefore we simply use the forty sources with AT20G counterparts in the following analysis. Considering only the unbiased, bright half of the distribution, the average spectrum steepens between 5-20 GHz and 20-148 GHz. The median spectral indices of the unbiased sample of sources are α 5−20 = −0.07 ± 0.37(±0.06) and α 20−148 = −0.39 ± 0.24(±0.04).
5 In obtaining the spectral indices we compare the deboosted flux densities from ACT with the raw flux densities from AT20G. Using the raw AT20G should not significantly bias the index estimates because the AT20G detections are all characterized by a S/N greater than 15. Figure 8 , the data are divided between high flux densities (black crosses) and low flux densities (gray crosses) at 50 mJy. The unbiased 50 mJy sample has a 5-148 GHz spectral index of α 5−148 = −0.20 ± 0.21(±0.03). The low flux density data suffer a selection bias that excludes sources with flat or rising spectra.
When restricted to the unbiased sample with flux densities above 50 mJy, the 5-148 GHz spectral index is α 5−148 = −0.20 ± 0.21(±0.03). This distribution is in 2.5 σ tension with the SPT-reported mean 5-150 GHz spectral slope (for 57 sources) of α 5−150 = −0.13 ± 0.21(±0.03) ).
6 Vieira et al. (2010) claim that the mean spectral index of the synchrotrondominated species remains near −0.1 to 2.0 mm (≈ 148 GHz) after which it steepens such that the average slope between 2 mm and 1.4 mm (≈ 220 GHz) is −0.5. This study suggests that the transition to the steep spectrum is more gradual. In fact, the spectral slope α 20−148 = −0.39±0.24(±0.04) approaches the −0.5 slope between 2.0 mm and 1.4 mm reported in Vieira et al. (2010) . This picture is further supported by the rescaling of ACT 148 GHz source counts relative to source counts at 30 GHz (See Section 4.4). Figure 9 shows the ACT 5-148 GHz spectral indices as a function of flux density. The low flux density sample, represented by gray crosses, is incomplete for high spectral indices. Follow-up of the 148 GHz selected sources without matches in AT20G will complete the picture in the range 20-50 mJy.
Source Counts
The differential number counts for ACT sources based on data in Table 1 are plotted in Figure 10 . The figure shows that the ACT counts are fit reasonably well by the model for radio sources from Toffolatti et al. (1998) scaled by a factor of 0.34 ± 0.04. Depending on whether the rescaling is fit to the data in log or linear coordinates the best fit value varies from 0.31 to 0.35. As in Figure 10 , we adopt the rescaling of 0.34 which lies between these two values. The ACT results are also consistent with counts reported by the SPT . As part of the WMAP 7-year analysis, Wright et al. (2009) fit differential source counts at 30 GHz from WMAP, the VSA (Cleary et al. 2006) , CBI (Mason et al. 2003) , and DASI (Kovac et al. 2002) . They found that the best fit scaling for the Toffolatti et al. (1998) model at 30 GHz is 0.64. This result was also consistent with 30 GHz measurements by the SZA which covered a fainter range of flux densities (Muchovej et al. 2010) . The apparent discrepancy between the 30 GHz and 148 GHz scalings can be explained by the steepening of the radio source spectrum described in Section 4.3. The source count model traditionally adopted from Toffolatti et al. (1998) uses an average spectral index of α = 0 for radio sources between 20 and 200 GHz. From the unbiased sample of spectral indices (dark crosses) in Figure 8 , the slope between 20 and 148 GHz is α ≈ −0.4. As can be seen from Figure 10 Toffolatti et al. (1998) to the ACT data. Also shown in the plot are radio source models from De Zotti et al. (2005) and Sehgal et al. (2010) . The De Zotti et al. (2005) model is consistent with the ACT source counts at low flux densities (S < 0.1 Jy) and over-predicts the counts at higher flux densities. The model presented in Sehgal et al. (2010) , although underestimating the source counts at S < 0.1 Jy, seems to be consistent with ACT data at higher fluxes. Differential source counts derived from the 150 GHz catalog from ACBAR (Reichardt et al. 2009 ) are consistent with Toffolatti et al. (1998) scaled by 0.64. However, ACBAR's resolution and sensitivity made it sensitive to only the brightest sources with flux densities mainly in excess of 100 mJy where there are fewer sources. Furthermore, the ACBAR fields were chosen specifically to have bright quasars for beam measurement (Kuo et al. 2007 ) such that the differential source counts derived from the ACBAR data are biased high. The ACT field was chosen with no a-priori knowledge of source population. Allowing for variability, there is reasonable agreement in the flux densities reported by ACBAR and ACT for the seven sources common to both catalogs.
Also shown in Figure 10 are models for counts of dusty starburst galaxies (Toffolatti et al. 1998; Lagache et al. 2004; Negrello et al. 2007) .
The brightest infrared sources in these models are 10 mJy. Given that all sources in the ACT catalog have flux densities greater than 10 mJy, these models predict that the 148 GHz selected ACT catalog should have few or no infrared sources.
Contribution to the Power Spectrum
The ℓ=3000-10000 power spectrum of the 148 GHz sky is dominated by synchrotron and infrared sources as well as the thermal SZ from clusters (Hall et al. 2010; Fowler et al. 2010 ) . In particular, the power spectrum at the highest multipoles constrains the Poisson distributed component of the source population, and an understanding of the residual synchrotron population helps break the high-ℓ spectral degeneracy between synchrotron and infrared sources. The contribution to the power spectrum by a Poisson-distributed population of sources is a function of the number counts:
where S lim is the upper-limiting flux density of the residual (i.e., unmasked) sources in the data. With a limiting flux density of 20 mJy and the rescaled model of Toffolatti et al. (1998) from Section 4.4, one expects a synchrotron contribution to the Poisson power spectrum of C Sync = (2.8 ± 0.3) × 10 −6 µK 2 . Fowler et al. (2010) used a 20 mJy cut for masking sources and found a Poisson spectrum from all residual sources of C PS = (7.8 ± 2.3) × 10 −6 µK 2 . Thus from this study we expect an infrared contribution to the Poisson spectrum of C IR = (5.0 ± 2.3) × 10 −6 µK 2 . A similar argument applied to the study of Lueker et al. (2010) results in an estimate of the residual Poisson term for infrared sources of C IR ≈ (6.3 ± 0.5) × 10 −6 µK 2 . Thus, within the Fowler et al. (2010) errors, the two studies of the high-ℓ power spectrum at 148 GHz are consistent. Table 1 and corrected for completeness, the ACT differential source counts (bold diamonds) are plotted together with models of radio and infrared source populations at 143 GHz (as computed for the 2 mm band of the Planck satellite). The data are consistent with being dominated by radio sources. Data (gray diamonds) from the SPT are consistent with the ACT counts. Errors (1σ) are Poissonian.
CONCLUSIONS
We have presented results on extragalactic sources at 148 GHz from data taken by ACT during the 2008 observing season. A catalog of 157 millimeter sources has been presented with sources detected across two decades in flux density, from 15 mJy to 1500 mJy. The flux density calibration of the sources derives from observations of Uranus with 6% error. Bias in the quoted flux densities due to beam shape uncertainty is estimated at less than 1%. Typical statistical 1σ errors for the source flux density range from 2.5 mJy to 5 mJy. The catalog astrometry error for the brightest sources is characterized by an rms of 3.5
′′ . The catalog is estimated to be 98% pure and complete above 20 mJy.
Comparison to other catalogs shows that 98% of the ACT detections correspond to sources detected at lower radio frequencies. The differential source counts are also consistent with the finding that ACT detections correspond to sources detected at lower radio frequencies. In particular, the source counts are fit reasonably well by the radio model of Toffolatti et al. (1998) scaled by 0.34. This scaling, compared to a scaling 0.64 found at 30 GHz by Wright et al. (2009) , suggests that the population of radio sources is characterized, on average, by spectral steepening between 30 GHz and 148 GHz. This conclusion is consistent with the average spectral indices derived from the combined AT20G and ACT datasets. Future work will address the more involved comparison with the De Zotti et al. (2005) and Sehgal et al. (2010) radio source models. With the rescaled model from Toffolatti et al. (1998) and a 20 mJy cut, the residual contribution of the synchrotron population to the Poisson power spectrum is C Sync = (2. 
