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Abstract 
The paper presents a subspace type of identification method 
for multivariable linear parameter-varying systems in state 
space representation with affine parameter dependence. It 
is shown that a major problem with subspace methods for 
this kind of systems is the enormous dimensions of the data 
matrices involved. To overcome the curse of dimensional- 
ity, we suggest to use only the most dominant rows of the 
data matrices in estimating the model. An efficient selection 
algorithm is discussed that does not require the formation 
of the complete data matrices, but can process them row by 
row. 
1 Introduction 
Subspace identification is by now a well-accepted method 
for identification of multivariable linear systems [l], [2] .  
Recently, subspace methods have been developed to handle 
certain classes of nonlinear system, like Wiener [3], [4], 
Hammerstein [5] and bilinear systems [61, [7], [SI, [9], [ 101. 
In this paper we present a subspace identification method for 
linear parameter-varying (LPV) systems with affine param- 
eter dependence. These systems can be represented as 
x k + l  = A O x k  + [A17 A 2 7 . .  . > A s ] ( p k  8 X k )  
+ B O u k  + [Bl ,  B 2 , .  . ., B s ] ( p k  @ u k )  + K e k  (1) 
y k  = C X k  + D U k  + e k  (2)  
where €9 denotes the Kronecker product, Xk E IR" repre- 
sents the unknown state, U k  E IR" is the input, Y k  E IR' is 
the output, p k  E IR" is the time-varying parameter vector, 
and e k  E Re is an unknown white noise sequence which is 
independent of U k  and p k .  The identification problem that 
we consider is: given measurements of the input tLk, the out- 
put Y k  and the parameter vector p k ,  determine the matrices 
Ao, A i , .  . . , A , ,  Bo, B1,. . . , B,, C and D. 
The LPV model can be thought of as a weighted combina- 
tion of linear models. The weighting functions are then the 
elements of the parameter vector p k .  This allows us to use 
the LPV model to estimate local linear state space models 
[ 1 11. We do not require the weighting functions to be slowly 
time-varying. Hence, we can also model systems in which 
the parameters vary quite fast. We also do not need full state 
measurement as in earlier work reported in [ 121. 
The LPV model can also be used for identification of bi- 
linear systems, if we take the parameter vector p k  equal to 
the input U k .  For bilinear state space systems, the matrices 
B1, . . . , B, are equal to zero. This can easily be taken into 
account in the LPV identification method presented below. 
In fact, the theory for the LPV subspace method presented in 
this paper is an extension of the theory for bilinear systems 
developed by Favoreel [7]. 
A major problem with subspace methods for bilinear and 
LPV systems is the enormous dimensions of the data ma- 
trices involved. The number of rows in the data matrices 
grows exponentially with the order of the system. Already 
for very low order systems the matrices become too large to 
be handled on a standard computer. For bilinear systems this 
has already been observed by Favoreel [7]. He has pointed 
out some possible directions to reduce this curse of dimen- 
sionality, but their viability still needs to be proven. In this 
paper we suggest a novel approach to tackle the dimepsion- 
ality problem. We present a procedure to select a subset 
of the most dominant rows, that does not require the for- 
mation of the complete data matrices, but can process them 
row by row. Since only a subset of rows is used, the iden- 
tified LPV model is an approximate model. If the perfor- 
mance of this LPV model is not satisfactory, the model can 
be improved using a nonlinear parameter optimization based 
identification procedure, like the one presented by Lee [13]. 
Because of the nonconvex nature of such a nonlinear opti- 
mization based procedure, a good initial guess of the model 
is required. This is exactly what our method can provide. 
The paper is organized as follows. In section 2 the theory for 
subspace identification of LPV systems is explained. Sec- 
tion 3 describes a selection procedure to reduce the number 
of rows in the data matrices. Section 4 discusses the imple- 
mentation of this selection procedure and section 5 presents 
a multivariable identification example. 
2 LPV Subspace Identification Method 
First, we introduce some notation to explain the subspace 
method. In the definitions below, we use the symbol 0 to 
denote the Khatri-Rao product, which is a column wise Kro- 
necker product for two matrices with an equal number of 
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columns. where 
xj [ P j O X j  ] 
The key to subspace identification is the derivation of the 
data equations. These equations describe the relations be- 
tween the previously defined matrices. They are formulated 
in the following two lemmas. The proof of these lemmas 
is a straightforward evaluation of the LPV system equations 
(1) and (2) and will be omitted here, for the sake of brevity. 
Lemma 1 State equations 
(4) 
where 
Lemma 2 Output equation 
] CBo CBi . . *  D 0 ... I HY := 
H," := 
HE := 
G; := 
Gi := 
Now, we state the basic theorem for LPV subspace identifi- 
cation. 
Theorem1 Define 
Given the following QR factorization 
Under the assumption that [Wzol 2{3,0]T hasfull row rank, 
the noise e k  diflers from Zero, rhe system is observable and 
j is such that A; = 0, we have 
where 
and n, is the total number of rows in Wj,o. 
+ Hi&+j-iIj[QT, Q i f l +  GZEk+,[QT, QTl (10) 
Note that for ,li approaching infinity the matrix 
h[WTo, Z ~ , , o ] T [ E ~ + + 3 - 1 , J . E ~ + , ]  will go to zero. There- 
fore, we have 
The lower triangular matrix is invertible due to the full rank 
assumption on [Wzo, 2[,,o]T, therefore 
Now (10) can be written as 
Using equation (8) we obtain 
This completes the proof. 0 
According to theorem 1 the state sequence can be recovered 
as the row space of the right hand side of equation (7). Given 
the following singular value decomposition 
E ( : ,  1 : nw)Wj,o = [ U1 lJ2 I[ 2 i 2 ]  [ $ 1  
where Cl is a diagonal matrix containing the dominan! sin- 
gular values, the state sequence can be estimated as X, = 
C:"V?. Note that the number of dominant singular values 
provides an estimate for the order of the system. Finally, 
the system matrices are determined by solving the following 
two least squares problems. 
1 Pj 0 uj J 
Table 1: Total number of rows of the matrices W,,O and z k , j , O ;  
s = 3 ,m = 1 , j  = k.  1 eTo; eTl; eTl; eT2; e 
k = 2  
k = 3  1701 3402 5103 6804 8505 
k = 4  27285 54570 81855 109140 136425 
k = 5  436821 873642 1310463 1747284 2184105 
3 Reducing the Dimension of the Data Matrices 
The subspace identification method presented in the previ- 
ous section is not very useful in practice, because of the huge 
dimensions of the data matrices involved. The number of 
rows in the matrices Wj,0 and z k , j , O  grows exponentially 
with the order of the system. Hence, already for relatively 
low order systems the amount of memory required to com- 
pute the QR factorization exceeds the limits of what is cur- 
rently available on the average desktop computer. Table l 
shows the number of rows of the data matrices W>,O and 
Z,, j ,~ as a function of system dimensions for a square sys- 
tem with three time-varying parameters ( p k  E I R ~ ) .  
Equally important, to be able to perform the QR decompo- 
sition the number of columns in both W,,O and z k , j , O  needs 
to be larger than the total number of rows of W,,O and Zk,,,, . 
together. Since, the number of columns equals the number 
of data samples, an enormous amount of data is required to 
fulfill this condition. 
These problems can be overcome if we do not use all the 
rows of W?,o and z k , j , O  to compute the QR factorization. 
This will of course be at the expense of introducing an error, 
so that we are only able to compute an approximation of 
the original system. However, this approximation can be 
used to initialize a nonlinear parameter optimization based 
identification procedure as in [ 131. 
First, we explain how to reduce the number of rows in W?,O. 
Then we use a similar procedure to reduce the number of 
rows in Z,,j,~. Let the matrix f i j , 0  contain a subset of the 
rows of W,,O and the matrix Zk,,,O contain a subset of the 
rows of z k , , , O .  Then the reduced QR factorization is defined 
as: 
R31 R32 R33 
We app;ox[mate the state sequence given in equation (8) as 
X j  x Q?Wj,o, where Q? contains the columns of the ma- 
trix @? that correspond to the rows of @j,o. To determine 
the row of W3,0 that has the largest contribution to the matrix 
X j ,  we would like to solve the following set of least squares 
problems and compute the corresponding residuals. 
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The row with the smallest residual has the largest contribu- 
tion to the matrix Xj and should hence be selected. In prac- 
tice, of course we cannot solve the least squares problems 
(1 1), because the state is unknown. Therefore, we propose 
to solve the following set of problems instead. 
where Q; := CQ,. Since C does not have full column 
rank, the or&ring of the residuals obtained by solving (12) 
can be different. The explanation is that for the full row 
rank matrices M, and M,, the relation 1 1  CMi I I 5 I ICM, I I 
does not necessarily imply that I I M, I I I I I M, I I. In practice 
this will not be a big problem as the example in section 5 
illustrates. 
To select the next row of W,,O we have to take into account 
the effect of the previously selected row. This means that 
we have to recompute the residuals and then select again the 
row that yields the smallest residual. More specifically, we 
can use the following procedure [14] to select the rows: 
Take W 1  := W,,O and Y1 := 5. For i ranging from 1 to 
n, we perform the following steps 
Select the row of WZ that has the smallest residual 
when solving 
Interchange the ith row of Wi with the row selected 
in the previous step, by the permutation matrix llz. 
Compute a Householder rotation H i  such that 
pi+l Wi+l 
The rows of W,,O can now be ordered according to their 
contribution to Y,, by applying the permutation matrices I', 
i.e. nnw . ~ ~ n w - 1  . . . It1 . W,,O. Next, we have to decide on 
how many rows we use. This will determine the accuracy of 
the approximation. A condition that can be used to decide 
on the number of rows is the norm of the residual. After 
applying the permutation matrices-we take the A, first rows 
and store them into the matrix W3,0. This matrix with a 
reduced number of rows will now be used instead of W,,O. 
As a nice side effect, this selection procedure already yields 
the first part of the reduced QR factorization: 
Wj$ = [ All 0 3 01 
The next step is to reduce the number of rows in the matrix 
Z,,j,o. For this we use a similar procedure as for the selec- 
tion of the rows of Wj,o. As a selection criterion we use 
where y' := &+,ljQT, which is inspired by equation (9). 
We can ccntinue applying Householder rotations to compute 
R21 and R22. 
Since we do not need the matrix R33 in the subsequent com- 
putations, there is no need to complete the reduced QR fac- 
torization. The matrices 1231 and ii32 are obtained by ap- 
plying all the Householder rotations used in the selection 
procedures for Wj,o and Zk,,,o to the matrix Y k + j ~ j .  
Now an approximation of the state can be computed from 
the SVD of the matrix 
R(: ,  1 : A,)Wj,O 
where 
and fi, is the total number of rows in @j,o. The system 
matrices can be computed in a similar way as described in 
section 2. 
4 Implementation Issues 
An efficient implementation of the selection algorithm de- 
scribed above is of paramount importance. Due to the huge 
dimensions of the data matrices, it is not feasible to store 
the complete matrices W,,o and Zk,,,o into memory. There- 
fore, we propose to construct only one row at a time. After 
evaluating the associated value for the residual, the row is 
replaced by the next one. In this way, we only need to store 
the residuals. If we come across a row that has the lowest 
residual thus far, we store it. We also store the Householder 
rotations associated with the selected rows. The implemen- 
tation of this method might look like this: 
Select A, rows from W,,o E IRnwXN. The matrix R E 
is the result from the reduced QR factorization. 
The matrix S E E t A w x N  contains the selected rows from 
W,,O. Define the index set Z1 = {1,2, . . . , nw}. 
forq E { l , 2 , .  . . ,&,} 
R?LW X i L W  
1. Select the row from P that has the smallest residual 
for k E 2 4  
Construct the lcth row 01 Wj,o: 
f o r i €  { l , 2 ,  . . . , q -  1} 
W; = Wj,O(k, 1 : N )  
0 Apply all previously computed House- 
holder rotations Wi+* = WiHZ 
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(c) Compute the residuals 
+k 
r: = m;nllYq(:,q : N )  - (p",w,"(:,q : ~ ) l l ' $  
Note that this can be done efficiently by first 
computing a Householder rotation Q;f, such that 
IR and then evaluating 
W,Q(:,q : WQJt. = [p:, O(q+l)xN] With p,Q E 
r: = l1Yq(:, q : N)Q;f,(:, 2 : N - q + 1)lIg 
(d) if rf 5 r: for all i E ZQ then row k has the 
smallest residual thus far and we select this row, 
that is, we make the qth row of S equal to 
and we take D+' = 2Q \ { k} as the new index 
- set. 
2. Compute a Householder rotation H Q  such that 
S(q, : ) H Q  = [RQ, O(q+l)x~] with Rq E IRRlxq. 
3. The qth row of the R matrix is constructed as 
[RQ, 0(,+1)x,1. 
4. Apply the rotation HQ to YQ: YQ+' = Y Q H Q .  
For an efficient implementation, the Householder matrices 
HQ should not be explicitly formed. It is much more ef- 
ficient to use and store the associated Householder vectors 
Wl. 
A further improvement can be obtained by observing that 
there is no need to recompute the residuals completely at 
each step. After computing the residuals in the first step, the 
residuals for the following steps can be obtained with the 
update rule: 
r 4  k -   - IIYq(:,q WQ;f,(:, 1)IE 
where rQ-' is the residual of the row selected in the previous 
step. 
With this implementation, it is possible to handle systems 
of moderate dimensions, because the data matrices do not 
need to be stored. However the computation time increases 
drastically. This is mainly due to the need to construct one 
row at a time. Depending on its place in the data matrix, 
the construction of a row involves several times N multipli- 
cations. It is possible to reduce this computational burden 
a bit by stepping through the rows in a special order. For 
example, if we are processing the rows of U3-llo, we could, 
after processing a row in the first part of the matrix (that is: 
U3-2p), store the row, and use it to first compute the rows 
in the third part of the matrix (that is: P3-l @ U3-210) which 
can be obtained by element-wise multiplication with a row 
from P3- 1. This requires only N multiplications, in contrast 
with several times N when the row needs to be constructed 
from scratch. 
The computation time can also be reduced by shrinking the 
set of rows to be processed at each step. We discard some 
rows that have the largest residuals. We shrink the set of 
rows at every step with a constant factor, such that in the 
final step the number of rows left to choose from, equals 
the total number of rows that have been selected. Although, 
we do not have any guarantee on not losing important rows, 
it turned out to work quite well for the example presented 
below. 
Finally, the initial set of rows to be considered can be re- 
duced by discarding the ones that are formed by more than 
h multiplications. This in fact boils down to discarding the 
terms with order higher than h. It can be argued that be- 
cause of the limited number of samples available, higher or- 
der terms cannot be computed accurately anyway. 
5 Example 
We have applied the described method to identify a fourth 
order LPV system with three outputs, two inputs and three 
time-varying parameters. 
The time-varying parameter vector p k  and the input signal 
Uk are generated as: 
where Pk is a uniformly distributed random sequence with 
unit variance, pk, Vk and & are zero mean white Gaussian 
noise sequences of unit variance, q denotes the shift oper- 
ator, G(q) := 0.75 + 1.05q-' + O.15qT2, and H ( q )  is a 
second-order low-pass Butterworth filter with a cut-off fre- 
quency of one-fifth of the sample frequency. We simulate 
the system for 1000 samples, and use the generated data to 
estimate the system matrices. Measurement noise of unit 
variance has been added to the simulated output signal. 
The block size of the data matrices has been chosen to be 
k = j - 1 = 5. For this identification problem, the data ma- 
trix W3,,-, contains 3751 rows and the matrix Zk,3,0 957187 
rows. To reduce the problem we discard all the rows that 
contain more than five multiplications. This reduces the 
number of rows to 2860 for w3,o and 66225 for & , j , O .  We 
use the described selection procedure to select the 28 most 
dominant rows from the remaining rows of W3,0 and the 66 
most dominant rows from the remaining rows of Zk,J,O. Se- 
lecting the rows and computing an LPV model takes approx- 
imately 20 hours with Scilab [I61 running on a 400 MHz 
Pentium 11. 
We simulate the identified model using both the data set used 
for identification and a fresh data set of another 1000 sam- 
ples (without noise). The quality of the output signals gen- 
erated by the identified LPV model, is measured using the 
variance accounted for (VAF), which is defined as 
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Figure 1: Output signals of the example LPV system. 
where y k  denotes the estimated output signal, and var( .) de- 
. notes the variance of a quasi-stationary signal. The VAF on 
the data used for identification is 92.33 %, the VAF on the 
fresh data set is 70.921%. 
We used the LPV model obtained from the subspace iden- 
tification algorithm asan initial guess for the nonlinear pa- 
rameter based optimization described in [13]. After 190 it- 
erations, the optimization was finished and the VAF values 
were 99.13 % and 99.53 % for the identification data and 
fresh data, respectively. It is no use showing the output sig- 
nals, because you cannot tell the difference between the real 
and simulated outputs from such a graph. 
6 Conclusion 
We have discussed a. subspace identification method for 
multivariable linear parameter-varying state space systems. 
The original method cannot be used in practice, because the 
number of rows in the data matrices used, grows exponen- 
tially with the order of: the system. To address this problem 
we have presented an algorithm that selects the most impor- 
tant rows from the data matrices and uses this subset to esti- 
mate a model of the LPV system. This algorithm processes 
the rows one by one, so that there is no need to construct the 
entire data matrices. By means of an example it has been 
demonstrated that an enormous reduction in the number of 
rows can be achieved without deteriorating the quality of the 
estimated model much: 
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