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Harmonic analysis in power systems is a challenge that is always evolving due to a constantly 
changing power grid. Advances in power electronics have led to the installation of many new 
non-linear power loads, such as power converters, arc furnaces and motor drive systems, which 
in turn change the existing infrastructure and inject new types of harmonics. This study analyzes 
a static Kramer drive system for its harmonic behavior. The system is broken down component-
by-component and analyzed. The analysis includes classical harmonics of integer multiple of the 
fundamental frequency as well as sub-harmonics and interharmonics. This paper shows that there 
are significant harmonic issues in a static Kramer drive that are likely to be present in similar 
drive systems.  
Due to the unknown frequencies at which interharmonics and sub-harmonics arise it is 
difficult to estimate the magnitude and phase of these harmonics. It is proposed that state 
estimation techniques such as digital filtering coupled with windowing techniques can be used to 
properly pinpoint the frequency components, magnitudes and phases of harmonics, 
interharmonics and sub-harmonics in the motor drive systems. Once identified, the harmonics, 
interharmonics and sub-harmonics can be eliminated by means of passive filtering or self-tuning 
active filtering. 
The optimal methods of estimation of harmonics, interharmonics and sub-harmonics will 
be both developed analytically and through the means of simulation with the use of CAD tools 
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University of Pittsburgh, 2014
 
 v 
such as PSCAD and MATLAB.  The development of the optimal techniques for estimation of 
harmonics, interharmonics and sub-harmonics for that static Kramer drive will aid in estimation 
of harmonics, interharmonics and sub-harmonics in similar motor drive systems.  
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1.0  INTRODUCTION 
One of the greatest challenges that exist in the power systems of today is how to deal with 
voltage and current harmonics. This problem has been around nearly as long as the existence of 
alternating current power systems and continues to be a challenge for power systems engineers 
[1]. To this day, harmonics in power systems still continue to be a problem because the electrical 
grid is always changing. There is an increasing number of non-linear loads being introduced to 
the grid such as power converters, arc furnaces and controlled motor drives, all which cause 
power systems harmonics [2]. 
1.1 BACKGROUND 
Motor drive systems have several unwanted harmonic components to their current waveforms 
due to the makeup of these systems. Motor drive systems usually are made up of an induction 
machine which has two different frequencies associated with it and hence is likely to cause 
current harmonics. Also, motor drive systems contain power electronic devices such as rectifiers 
and inverters. As was stated earlier power electronics devices such as rectifiers and inverters are 
known sources of harmonic distortion.  
The problem of harmonics in power systems has been investigated for quite some time. 
However, the problem of interharmonics and sub-harmonics has not been studied as long [3-5]. 
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This should be clear from the last IEEE standard on power systems harmonics [4] which does not 
give a thorough treatment of sub-harmonics and interharmonics. The study of interharmonics is 
still evolving today, and that goes especially for specific components in power systems which are 
known to generate interharmonics.  
1.2 STATEMENT OF THE PROBLEM 
It is quite common for motor drive systems to contain harmonics, sub-harmonics and 
interharmonics throughout the makeup of the system. Many of these drive systems have been 
thoroughly analyzed in the past for their harmonic components alone but not for their 
interharmonic and sub-harmonic components [6]. A motor drive system was analyzed for its 
harmonics, sub-harmonics and interharmonics through the use of Fourier analysis to gain insight 
on the problem areas of the drive system. This analysis was used to develop signal processing 
techniques such as parameter estimation through filtering to accurately yield the magnitude and 
phase or signals in motor drive systems. Three different methods of filtering, simple band-pass 
filtering, simple low-pass filtering and phase shifting low-pass filtering were used and compared 
for their strengths and weaknesses to determine the most optimal method of filtering for this 
particular problem. The development of adequate estimation through these signal processing 
techniques will lead to active or passive filtering, chosen based on some economic analysis, so 
that the harm to the system due to harmonic distortion can either be removed or at least reduced. 
This work will lead into further harmonic, interharmonic and sub-harmonic analysis, estimation 
and elimination in other drive systems, arc furnaces and similar non-linear loads.  
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1.3 THESIS LAYOUT 
Chapter 2.0 provides a review of the literature that was used for this study. Power systems 
harmonics were studied as classical harmonics, interharmonics and sub-harmonics. Methods of 
eliminating harmonics through passive and active filtering are covered in this chapter. Some 
common techniques of estimating harmonics in power systems are reviewed and discussed in 
this chapter as well. 
Chapter 3.0 gives a detailed technical representation of the test system that was used for 
this study. The system that was chosen was the Static Kramer Drive System due to its abundance 
of harmonic generating components. 
Chapter 4.0 provides harmonic analysis on each of the systems components to pinpoint 
exactly where the harmonic distortion in the system may arise from. This analysis was 
simulation based using of combination of the CAD packages PSCAD and MATLAB. Each 
component is analyzed using classical Fourier analysis. 
Chapter 5.0 provides the simulation of the system as a whole including the construction 
of the system in MATLAB’s SimPowerSystems, analysis of the performance of the system and 
the method of transferring signals from different MATLAB components. 
Chapter 6.0 describes the methods of estimation that were used on the Static Kramer 
Drive System. These methods of estimation were analytically derived and compared versus their 
respective simulation results. The method of phase shifting low pass filtering couple with tuning 
methods to achieve optimal estimation is derived and analyzed in detail both in the Laplace 
domain and the time domain. The effectiveness of tuning parameters and their ability to produce 
then most optimal method of estimation is described in this chapter as well. 
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Chapter 7.0 provides a brief discussion of this study which compares the test system used 
in this study with similar systems and elaborates on how the study can be used for similar motor 
drive systems. 
Chapter 8.0 provides some concluding remarks about the study including possible future 
work and projects that can be produced as a result of this study. 
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2.0  LITERATURE REVIEW 
This chapter describes harmonics in power systems as well as the methods of harmonic state 
estimation and adaptive filtering that currently exists. These methods are elaborated by 
describing their pros and cons as well as their usefulness in further solving this problem. 
2.1 THE POWER SYSTEM HARMONIC 
Harmonics in power systems are voltages and currents which have frequencies other than the 
fundamental frequency. For the most part, power systems harmonics have a frequency which is 
an integer multiple of the fundamental frequency, however that is not always the case [1, 7-9]. 
Power signals can also contain components which have frequencies which are non-integer 
multiples of the fundamental frequency. These components are referred to as inter-harmonics. 
Similarly to the inter-harmonics contained in power systems are sub-harmonics. Sub-harmonics 
are components of a power signal which have a frequency that is a fraction of the fundamental 
frequency. This section gives a treatment of power systems harmonics of integer multiples of the 
fundamental, interharmonics and sub-harmonics including their causes and the effect that they 
have on components of the power system. 
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2.1.1 Harmonics of Integer Multiple of the Fundamental 
The most common harmonics in power systems are those which are of an integer multiple of the 
fundamental frequency [8]. In 1822 J.B.J. Fourier proposed in [10], that any function that is 
continuously repetitive on an interval T can be represented as the summation of a D.C. 
component, a fundamental sinusoid component and a series of higher-order sinusoids at 
frequencies which are multiples of the fundamental frequencies. These harmonics usually have a 
magnitude which is much smaller than the magnitude of the fundamental and are usually shifted 
in phase from the fundamental. An example of a power system signal with harmonic components 
can be seen in Figure 2-1. 
 
Figure 2-1. Power Systems Signal Showing the Fundamental, Some Odd Harmonics and their Combined Waveform 
[8] 
Figure 2-1 illustrates a power system signal with the 5th, 7th, 11th and 13th harmonic 
components, as well as the fundamental component. Likewise Figure 2-1 illustrates the 
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combination of all of these components and the distorting effect that they have on the 
fundamental waveform.  
A periodic power systems signal can be mathematically represented as given in [10] by 
the following equation 
 ( ) ( )tnbtnaatx n
n
n 1
1
10 sincos)( ωω ++= ∑
∞
=
 (2.1) 
where 1ω  is the signal's fundamental frequency given in radians. Each component of equation 
(2.1) can be calculated by equations (2.2)-(2.4). 
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Equation (2.1) can be manipulated according to the methods given in [1] and represented in a 
more practical representation as given in equation (2.5). 
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Equation (2.5) is more practical because it clearly gives a magnitude and phase shift of 
each of the harmonic components. A second way that that equation (2.1) can be manipulated is 
according to the methods given in [1, 11, 12] yielding the complex representation of equation 
(2.1) given in equation (2.8). 
 
∑
∞
−∞=
=
n
tjn
nectx 1)(
ω  (2.8) 
where  
 
 ( )nnn bac −= 2
1  (2.9) 
 *nn cc =−  (2.10) 
 00 ac =  (2.11) 
 
Each individual cn term can individually be calculated using equations (2.12) and (2.13). 
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Power systems signals are primarily measurements of voltage and current [13, 14]. 
Hence, it is helpful to implement equation (2.5) in terms of voltage and current. Using 
trigonometric identities, equation (2.5) can take the form of voltage and current in equations 
(2.14) and (2.15) as given in [15]. 
 
 ( )∑
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where 00  and IV  are the D.C. components of the voltage and current signals, )()(  and rmsnrmsn iv  are 
the root mean squared values of the nth voltage and current harmonic and nn βα  and  are the 
respective phases of for the nth voltage and current harmonic. 
 An important quantity which gives an overall measure of the “distortion” of the signal is 
referred to as the total harmonic distortion (THD) [4, 15]. The equations for total harmonic 
distortion of voltage (THDv) and total harmonic distortion of current (THDi) are given in 
equations (2.16) and (2.17). 
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Some last and final quantities that may be of interest when performing a study on power 
systems harmonics are the real, reactive and apparent power of the D.C. component, the 
fundamental and each subsequent harmonic [1, 13-15]. The real, reactive and apparent powers 
for the quantities aforementioned are given in equations (2.18) and (2.19). 
  
 ( )nnrmsnrmsnn IVP βα −= cos)()(  (2.18) 
 ( )nnrmsnrmsnn IVQ βα −= sin)()(  (2.19) 
 )()( rmsnrmsnn IVS =  (2.20) 
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where Pn represents the real power for the nth harmonic, Qn represents the reactive power for the 
nth harmonic and Sn represents the apparent power for the nth harmonic. Moreover, the total real, 
total reactive and total apparent powers are given in equations (2.21)-(2.23). 
 ∑
∞
=
=
0
total
n
nPP  (2.21) 
 ∑
∞
=
=
1
total
n
nQQ  (2.22) 
 ∑
∞
=
=
1
total
n
nSS  (2.23) 
 It should be noted that in the treatment of power systems harmonics in this section, all 
equations consider harmonics ranging from zero to infinity. For power systems studies the 
highest harmonic nmax is sufficient in a range of two to twenty-five but most standards use fifty 
[1, 2, 9, 15]. All equations in practice will have an upper limit of nmax rather than infinity and this 
value will be clearly stated in this study. 
2.1.2  Interharmonics 
Harmonics with frequency of integer multiple of the fundamental frequency, or traditional 
harmonics one could say, have been studied extensively since nearly the dawn of ac systems. As 
the power systems grid continually changes, however, new phenomena related to traditional 
power systems harmonics are being introduced. As intermodulation between the fundamental 
and the harmonic components of a system occur, a component with a frequency of a non-integer 
multiple can occur [3]. These components are referred to as interharmonics. A precise definition 
of interharmonics  is given in [3, 16] as: 
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“Between the harmonics of the power frequency voltage and current, further frequencies 
can be observed which are not an integer (multiple) of the fundamental. They can appear 
as discrete frequencies or as a wide band spectrum.” 
Moreover the interharmonic frequency component of a power systems signal can be defined 
mathematically as was done is [3] as 
 
 0integer an  is    where1 >≠ nnωω  (2.24) 
Figure 2-2 illustrates a waveform that has both harmonic and interharmonic components. In a 
power systems waveform such as a voltage or current waveform one would not expect the effects 
of the harmonic and interharmonic components to be as drastic as in Figure 2-2, however, this 
figure is a good illustration of how a waveform can be distorted. 
 
Figure 2-2. Waveform with Harmonic and Interharmonic Components [3] 
Interharmonics are rapidly becoming a problem in power systems due to the drastic 
increase in interharmonic inducing loads. These loads include but are not limited to [3, 16, 17] 
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• Static frequency converters 
• Cycloconverters 
• Sub-synchronous converter cascades 
• Induction motors 
• Arc furnaces 
• HVDC schemes 
• Large DC link drives to synchronous or induction motors 
The chief source of interharmonic generation is the cycloconverter [3, 18, 19]. However, 
with the exponentially increasing number of power electronic devices in power systems, several 
interharmonic sources are of interest. Figure 2-3 illustrates the frequency spectrum for the 
current of a typical cycloconverter in a 60 Hz system. It can be seen from Figure 2-3 that there 
are significant current magnitudes at frequencies other than the fundamental 60 Hz component or 
integer multiples of the fundamental. Also, it should be noted that there are magnitudes at 
frequencies below the fundamental 60 Hz component. These are a special type of interharmonic 
called a sub-harmonic. Sub-harmonics will be given a brief treatment in the following section. 
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Figure 2-3. Typical Cycloconverter Current Spectrum (60 Hz Power System) [3] 
2.1.3 Sub-harmonics 
As was described in the previous section, sub-harmonics have a frequency which is a non-integer 
multiple of the fundamental frequency and their frequency is less than the fundamental 
frequency. A sub-harmonic frequency is described mathematically in equation (2.25). 
 
 1  and0 fff <>  (2.25) 
 
These components can be seen clearly from the frequency spectrum of the cycloconverter 
illustrated in Figure 2-3. This is illustrated in Figure 2-4. 
 14 
 
Figure 2-4. Illustration of Sub-harmonic Frequencies in the Frequency Spectrum of a Typical Cycloconverter 
As expected, because sub-harmonics are a specific type of interharmonic, sub-harmonics 
are caused by many of the same sources as the interharmonics with a frequency greater than the 
fundamental frequency. These sources include cycloconveters, arc furnaces, automated spot 
welders and so on [5, 18, 20]. Also, it should be noted that systems which contain more than one 
power converter cascaded together such as vehicular systems i.e. electric and hybrid electric 
vehicles, sea vehicles, aircraft and space stations [21]. While this subset of interharmonics is 
only a class of interharmonics and affect power quality in much the same way, they should be 
noted as a class of their own for further analysis. 
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2.1.4 Harmonic Elimination 
This section gives a brief explanation of some well-defined methods of eliminating harmonic 
components in power systems. Of course, the optimal solution for the elimination of trouble 
causing harmonics is to design a system that does not contain them. This is often the approach 
taken on D.C. systems which have cascaded converters, however this is not always feasible. 
When this design approach is not feasible, other means of harmonic elimination must be 
implemented. 
2.1.4.1 Passive Harmonic Filters 
The simplest method for the elimination of harmonics in power systems is the method of filtering 
by means of a passive filter. For the most part we only want to use a clean fundamental 
component of a power systems signal. Therefore, it only makes sense to design a filter which 
attenuates the undesirable harmonic, interharmonic and sub-harmonic components of a power 
systems signal. This approach is straight forward and easy to implement however it has its 
drawbacks, mainly being cost and ineffectiveness to filter interharmonics and sub-harmonics [1]. 
Passive filters in power systems are commonly designed as second order shunt filters of one of 
two flavors. The first is a single tuned shunt filter which can be seen in Figure 2-5 (a). The 
second is a second-order damped shunt filter which can be seen in Figure 2-5 (b). 
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L
R
 
(a) 
RL
C
 
(b) 
Figure 2-5. (a) Single-Tuned Shunt Filter; (b) Second-Order Damped Shunt Filter 
Due to the fact that both of the aforementioned passive filters are of second order they 
both have a quality factor (Q). The quality factor of a filter is a dimensionless value which 
describes how under-damped a second order filter is [22]. This relates to the transfer function of 
the special case of a low pass second order filter as would be used to passively filter power 
systems harmonics as given in equation (2.26). 
 
 
( )
22
2
n
n
n
s
Q
s
sH
ω
ω
ω
++
=  
(2.26) 
Looking at the quality factor in the form of equation (2.26) puts it into perspective quite 
well. Using some basic knowledge of second order systems, as the Q becomes larger the system 
becomes less damped and conversely as Q becomes smaller the system becomes more damped. 
Generally the value of Q ranges from 0.5 to 500 [23]. 
 Though passive filters are generally a straight forward method of eliminating harmonics 
in practice they have the drawbacks of design complexity, high cost, limited range of 
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effectiveness and the introduction of system resonance [1, 24]. For these reasons other means of 
harmonic elimination have been developed. 
2.1.4.2 Active Harmonic Filters 
Due to some of the drawbacks of passive harmonic filtering that were previously mentioned 
active filters are designed and implemented. The concept of actively filtering power systems 
harmonics has been studied since the early 1970s shortly thereafter put into practice [25, 26]. 
One of the particular benefits of active filters over their passive counterpart is the ability to 
eliminate interharmonics and sub-harmonics.  
The active filter works on a similar principal to reactive power compensation, but rather 
than compensating reactive power, unwanted harmonic current is compensated. There are two 
methods of active filtering, active filtering through a series connection and active filtering 
through a shunt connection. Figure 2-6 shows a circuit with a non-linear load and a series 
connected active filter. 
AC
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Active 
Filter
 
Figure 2-6. A Series Connected Active Filter with an AC Source and a Non-Linear Load 
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The second configuration for active filtering is illustrated in Figure 2-7. This figure 
shows the shunt connected active filter. 
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Shunt 
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Filter
 
Figure 2-7. A Shunt Connected Active Filter with an AC Source and a Non-Linear Load 
The topologies that are mentioned in Figure 2-6 and Figure 2-7 implement an active filter 
through means of power electronic devices. Many of the above topologies implement a passive 
filter combined with an active filter to allow the harmonic currents to circulate through the 
passive filter component. Figure 2-8 illustrates the effect of compensation effect of a shunt 
connected active filter. 
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Figure 2-8. (a) Distored Load Current; (b) Effect of Compensation by Means of a Shunt Connected Active Filter 
[27] 
Although, active filtering has many benefits, it still has the downfall of being expensive 
due to its power electronic components. As the cost of inverters goes down with advancements in 
semiconductor technology, however, this should be less of a problem. 
2.2 ESTIMATION TECHNIQUES 
State feedback is used in power systems to provide stability, optimality and other performance 
standards as required by some specifications [28]. Ideally all of the state variables or all 
components of the state vector are available. However, often times in large power systems this is 
not the case. Often times one or more of these variables are not available or cannot be obtained 
practically because of accessibility or the high cost of measurement instrumentation [29]. If any 
of these variables is not available either the power flow solution or some other calculation for a 
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power systems network cannot be calculated or it will be so erroneous that it will be of no use 
[14].  In order to provide the missing state variables so that state feedback can be applied the 
technique of state estimation is used. State estimation refers to the technique of using available 
measurement to estimate missing data in some optimal way. The technique of state estimation 
was first implemented around the 1800s by Carl Friedrich Gauss [30]. Gauss had invented the 
technique of deterministic least-squares which was applied to an orbit measurement problem 
[31]. Many new techniques have developed since Gauss had formulated the method of 
deterministic least-squares. This section will give a summary of existing state estimation 
techniques. 
2.2.1 The Method of Least-Squares 
As was previously mentioned, the method of least-squares was first developed by Gauss for the 
use of astronomical studies. However, since then, this method has been used for many other 
areas which have a use for estimation [32].    
To describe the method of least-squares we first must look at the linear observation 
equation.  
 
 vHxz +=  (2.27) 
 
Equation 2.27 gives the linear observation equation of a system which requires state estimation. 
In this equation x is the state vector which has dimension n, H is referred to as the observation 
matrix which has dimensions (k1 x n), where k1≥n, v is the error vector or the measurement noise 
vector of dimension k1 and z is the measurement vector which also has dimension k1. The goal is 
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to calculate an estimate of the state x notated as xˆ . Using this estimate the output of the system 
can be calculated using equation (2.28). 
 
 xHy ˆˆ =  (2.28) 
From equations (2.27) and (2.28) two terms can be defined. The term state residual is 
mathematically defined as given in equation (2.29) 
 
 xxex ˆ−=  (2.29) 
 
And the term measurement residual is mathematically defined as given in equation (2.30) 
 
 yzez ˆ−=  (2.30) 
 
Using the quadratic cost function for both the state residual as given in equation (2.31) and the 
measurement residual as given in equation (2.32) the least squares estimator can be developed. 
 
 
xx eexJ
T
2
1)( =  (2.30) 
 
zz eezJ
T
2
1)( =  (2.31) 
Equations (2.30) and (2.31) can then be manipulated by the methods described in [28] to yield 
the least squares estimator. The least squares estimator is given in equation (2.32). 
 
 zHHHx TT 1)(ˆ −=  (2.32) 
This least-squares estimator yields an optimal estimate of the state in question by minimizing the 
sum of the squared errors. 
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2.2.2 The Method of Weighted Least-Squares Estimation 
Because there are errors in measurements and not all of these errors are the same, one would 
conclude that all of these measurements should not hold equal weight when used to estimate a 
state of a system. For this reason the method of weighted least-squares estimation was developed 
[33].  
The method of weighted least-squares estimation uses a weighting factor which weights 
good data (data without a lot of measurement error) more heavily than bad data (data with a lot 
of measurement error). This method is good for the parameter estimation of harmonic 
components of sinusoidal signals [34]. To illustrate this concept the technique of least-squares 
estimation which was discussed in Section 2.2.2 will be expanded upon. 
The measurement residual for the kth data point can be derived using equation (2.27), 
(2.28) and (2.30). This measurement residual is given in equation (2.33). 
 kn+= xkz eHke  (2.33) 
 
where Hk is the kth row on the matrix H. For each k of equation (2.33), the equation can be 
normalized. Equation (2.34) shows this normalization 
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and 
 23 
 
 kk nv += xkeH  (2.36) 
Using equation (2.35) the diagonal weighting matrix can be developed. This matrix is 
given in equation (2.37) 
 
 NNS T=  (2.37) 
 
Then using equation (2.37) the weighted least-squares estimator can be derived as was 
done in [28]. The weighted least-squares estimator is given in equation (2.38). 
 
 ( ) zSHHSH TT 111ˆ −−−=x  (2.38) 
2.2.3 The Kalman Filter 
Another method that has been used successfully for state estimation is the the Kalman filter. The 
Kalman filter uses a set of linear equations that are similar to the state space method of forming 
equations. Equation (2.39) gives the equation that governs the systems. 
 11 −− ++= kkk wukBAxx  (2.39) 
The object is to estimate the value of nx ℜ∈  based on the previously mentioned equation and a 
measurement which is given in equation (2.40). 
 kv+= kk Hxz  (2.40) 
where kk vw  and are the system noise and the measurement instrumentation noise respectively 
and H is the observance matrix. In order for the Kalman filter to work correctly both the system 
noise and the measurement noise must be white normal Gaussian distributed. There are however, 
some techniques to alter the Kalman filter slightly so that it can be used with noise that is not 
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white normal Gaussian distributed. The Kalman gain matrix is given by the following equation. 
The derivation of this equation is quite extensive and can be seen in [28]. 
 [ ] 1)()( −+−−= KTkTkk RHPHHPK kkk  (2.41) 
Where P(-)  is the covariance estimate extrapolation and the derivation for it can be found in 
[28]. Finally the estimator is given by equation (2.42) 
 
 ( )−− −+= kkkk xHzKxx ˆˆˆ kk  (2.42) 
Where −kxˆ  replaces 1−kx . 
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3.0  TEST SYSTEM 
In order to analyze and estimate harmonics in a motor-drive system a test system would have to 
be created. The test system that was used was a static Kramer drive system. The static Kramer 
drive is composed of a three phase 60 Hz voltage source, a doubly fed induction motor, three 
phase rectifier, a three phase inverter and a transformer. The three phase 60 Hz source and the 
secondary end of the transformer are connected together so that excess power is fed back into the 
system. Figure 3-1 illustrates the topology for a static Kramer drive system. 
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Figure 3-1. Static Kramer Drive System [35] 
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The induction motor of this system does not operate at exactly 60 Hz by the principle of 
an induction machine and it also has the slip frequency which is not at 60 Hz. For both of these 
reasons an induction motor generates interharmonics. As was stated in Chapter 2.0 sub-
harmonics are often generated when cascading more than one power converter together. For this 
reason the static Kramer drive is a good candidate for sub-harmonics due to its cascaded 
rectifier-inverter combinations. Finally, integer multiple harmonics will be naturally generated 
by nearly every component of this system. The static Kramer drive system was chosen for this 
study because of the aforementioned harmonics, interharmonics and sub-harmonics that it 
generates. 
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4.0  HARMONIC ANALYSIS 
This section provides some of the preliminary results obtained in the proposal phase of the 
project based on simulation of the static Kramer drive system. The CAD software packages 
which are used to implement these simulations are PSCAD and MATLAB. The version of 
PSCAD that was used for the preliminary results is the student version which can analyze an 
electrical system of up to fifteen nodes. For this reason, the Kramer drive system was broken up 
into individual components. These components include the three-phase, 60 Hz voltage source 
which feeds the stator of the doubly fed induction motor, the uncontrolled six-bridge rectifier, the 
three phase inverter and a wye-delta transformer. 
4.1 FOURIER ANALYSIS OF THE STATIC KRAMER COMPONENTS 
This section analyzes each component of the static Kramer drive system and provides some 
discussion on each component of the system. 
4.1.1 Fourier analysis of the Doubly Fed Induction Motor 
The induction motor is of interest in a study of interharmonics because as a system it contains 
more than just one frequency. For an induction motor, the upper limit of motor speed is the 
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mechanical equivalent of the electrical system frequency [38]. For example the upper limit of 
motor speed for a two pole machine would be 3600 rpm. This is referred to as the machine’s 
synchronous speed. The difference in the actual speed of the motors shaft, or the mechanical 
speed of the motor and the synchronous speed of the motor is defined as the slip speed of the 
motor. This relationship is given in equation 4.1. 
 
 mechsyncslip nnn −=  (4.1) 
 
There is also the per-unit value (percentage value) of slip which is mathematically defined as 
 
 
( )%100
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−
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s  (4.2) 
An induction motor operates similarly to a transformer where the stator of the machine is 
referred to as the primary side of the machine and the rotor is referred to as the secondary side of 
the machine. An induction motor is also sometimes referred to as a rotary transformer [38]. What 
makes the induction motor different from a stationary transformer is that the primary side and 
secondary side have different frequencies. The primary side frequency will be the same 
frequency as the electrical input to the stator. The rotor however, will have a different frequency. 
The frequency of the machines rotor can be mathematically defined as 
 
 statorrotor sff =  (4.3) 
 
Due to equation (4.3) it is clear that there will be more than one frequency present in any 
system that contains an induction motor. It should also be noted that if the rotor frequency is less 
than the stator frequency (which is the fundamental). For this reason the induction motor is likely 
to generate interharmonics and sub-harmonics in a system in which it is implemented. 
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 This component of the static Kramer drive system was analyzed to get an understanding 
of its harmonic components. To do this a simulation of an induction motor was performed using 
PSCAD. The circuit simulated in PSCAD is shown in Figure 4-1. 
 
Figure 4-1. PSCAD Schematic of a Wound-Rotor Induction Motor 
For this simulation the stator windings of the induction motor were supplied by a three-
phase, 60 Hz, 460 VL-L source. The motor was rated at 460 V, 150 Hp. The motor ratings were 
gathered from a Baldor motor datasheet [39] so that the parameters were as realistic as possible. 
The default values of mechanical damping and angular moment of inertia were used. These 
values were 0.05 p.u. and 0.3 s respectively. The induction motor has two modes of operation; 
speed control and torque control. For this simulation the motor is run in speed control mode with 
a constant speed of 0.9 p.u. This yields a slip percentage of 10%. Using this information and 
equation (4.3) the rotor frequency can be calculated. This calculation is carried out in equation 
(4.4). 
 ( )( ) Hz 6601.0 ==rf  (4.4) 
 
 30 
This result can be verified through the simulation. The simulation was carried out for 
three seconds to ensure that any transient effects would die out. The only transient effects that 
are seen in this simulation are those of mechanical and electrical torque. The motor is operated in 
speed control mode with a constant speed so there are no speed transients. This behavior can be 
seen in Figure 4-2 
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Figure 4-2. Speed, Electrical Torque and Mechanical Torque vs. Time During the Transient Period of Simulation 
Both the stator current and rotor current was measured as can be seen from Figure 4-1. 
This is illustrated in Figure 4-3. 
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Figure 4-3. Stead State Motor Stator and Rotor Currents after Transient Effects have Terminated 
It should be noted that in Figure 4-3 that the plot is considering the steady state operation 
of these currents, therefore the plot considers when the transients die out as time equal to zero 
seconds. 
 Finally to confirm that the frequencies of both the stator current and the rotor current 
were equal to those calculated in equation (4.4) the FFT of the stator current signal and the rotor 
current were calculated using MATLAB’s FFT algorithm. The length of this FFT is 100,000 
points. It can be seen from Figure 4-4 that the stator current is equal to the 60 Hz source current 
as expected and the rotor current is equal to the stator current multiplied by the slip yielding 6 Hz 
also as expected. 
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Figure 4-4. Single Sided Frequency Spectrum of Stator and Rotor Current 
 The simulation of the wound-rotor induction motor confirmed the theoretical results that 
the motors stator current and rotor current would have not only different magnitudes but also 
frequencies. From this result it can by concluded that rotor frequency which is a fraction of the 
system’s fundamental frequency will be a source sub-harmonics and interharmonics throughout 
the remainder of the system.  
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4.1.2 Fourier analysis of the Uncontrolled Six-Bridge Rectifier 
It can be seen from Figure 3-1 that the rotor windings of the doubly fed induction motor are fed 
into a three phase rectifier. This section analyzes the behavior of current in a three phase rectifier 
and how it relates to harmonics. An uncontrolled three-phase rectifier uses six diodes to rectify 
each phase into a direct current equivalent. This can be seen in Figure 4-5. 
 
Figure 4-5. top: Three-phase Alternating Current Waveform; bottom: Resulting Rectified Direct Current Waveform 
[40] 
By examining the resultant DC waveform in Figure 4-5 one can conclude that the 
waveform would contain frequencies at six times the fundamental since the rectified waveform 
has six periods for every fundamental period of the each phase of the AC waveform. Also one 
could conclude that there will be a large DC harmonic. However, there is a good deal of ripple in 
a circuit that only uses diodes to rectify the current or voltage. To reduce ripple the resulting 
waveform can be filtered by the use of an inductor to smooth current waveforms or a capacitor to 
smooth voltage waveforms. An inductor was chosen because this study is concerned with current 
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harmonics. It should be noted that this inductor will further distort the DC waveform shown in 
Figure 4-5. 
 Figure 4-6 shows the PSCAD circuit that was constructed to simulate a three-phase 
rectifier. The source is a three-phase, 60 Hz, 460 VL-L voltage source. The inductor is a 10 mH 
inductor that was chosen through trial and error. Increasing the value of this inductor will 
continue to reduce ripple in the output current waveform; however, a large inductor will slow the 
response time of the circuit. Therefore, an inductor value must be chosen that both reduces the 
ripple of the output waveform and has a fast enough response time. For this study 10 mH was 
adequate. 
 
Figure 4-6. PSCAD Circuit of a Three-Phase Rectifier 
The simulation length was three seconds long to ensure that all transients have died out. 
This is verified in Figure 4-7. It can be seen that at time equal to zero the inductor begins 
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charging up because a DC current is applied to it. The inductor then charges to full capacity and 
acts as a short circuit as expected from DC circuit theory. This transient effect occurs and dies 
out much earlier than the first tick of 0.05 s. Figure 4-7 illustrates that the three phase current is 
indeed rectified into a DC current; however, some ripple in the DC waveform can still be 
observed. 
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Figure 4-7. Illustration of the First 0.3 Seconds of the Three-Phase Rectifier Circuit 
The ripple in this circuit can be observed more closely in Figure 4-8. It can be seen from 
this figure that while the ripple is only a small percentage of the total DC value it still is more 
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than one amp. It can also be seen from Figure 4-8 that the waveform is distorted from the 
rectified waveform without the use of a smoothing inductor as was shown in Figure 4-5. This 
further distortion will add to interharmonic content. 
The harmonic spectrum of the three-phase rectifier circuit is illustrated in Figure 4-9. It 
can be seen from Figure 4-9 that most of the signals energy is concentrated at its DC value as 
would be expected for a DC circuit. The majority of the remaining energy for the signal is 
concentrated in the frequencies which are an integer multiple of 360 Hz which is the 
fundamental frequency for a rectified three-phase waveform. The fundamental frequency of the 
rectified waveform is six times that of the 60 Hz input to the system as was expected.  
These integer multiples of 360 Hz are also integer multiples of the 60 Hz system so they 
fall into the class of classical harmonics which are integer multiples of the fundamental 
frequency. However to see if there are energy in frequencies that are not an integer multiple of 
the 60 Hz system frequency the y-axis of Figure 4-9 was reduced. 
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Figure 4-8. DC Current Ripple in Three-Phase Rectifier Circuit 
 Figure 4-10 illustrates the frequency spectrum of the three-phase rectifier circuit with the 
y-axis reduced. The maximum value of the y-axis for this plot is 100 μA. It can be seen from 
Figure 4-10 that there is energy at sub-harmonic and interharmonic frequencies. Besides the DC 
component and the integer multiples of 360 Hz the two frequencies that contain the most energy 
are slightly greater than and slightly less than 60 Hz respectively. 
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Figure 4-9. Single Sided Frequency Spectrum of the Three-Phase Rectifier Circuit 
While these sub-harmonics and interharmonics range in between 10 μA and 50 μA and 
most likely will not be harmful to power systems components with large power ratings. These 
components cause erroneous readings in measurement equipment or other communications 
circuits. 
 The three-phase rectifier circuit rectifies each phase of an alternating current signal and 
yields a DC current with ripple. The ripple DC resultant waveform is then reduced by an 
inductor which in turn slightly distorts the waveform but does reduce the ripple. The harmonics 
spectrum of resultant DC waveform contains sub-harmonics, interharmonics and harmonics of 
integer multiples of the fundamental AC source. 
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Figure 4-10. Illustration of Sub-Harmonics and Interharmonics for the Three-Phase Rectifier Circuit 
While the majority of the energy is focused in the DC component of the resulting DC 
waveform as desired, it was shown in this simulation that there is a significant harmonic 
component of the waveform and a small contribution from the sub-harmonic and interharmonic 
components. 
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4.1.3 Fourier analysis of the Three-Phase Inverter 
Figure 3-1 shows that the three-phase rectifier that feeds the three-phase inverter with its 
rectified DC current. This section describes the behavior of the three-phase inverter used in the 
static Kramer drive system and analyzes the inverters frequency spectrum. 
The schematic diagram of the three-phase inverter can be seen from the PSCAD circuit 
given in Figure 4-11. 
 
Figure 4-11. Three-phase Inverter PSCAD Schematic 
The circuit contains a 460 V direct current source, six IGBTs labeled as Q1 through Q6, 
and a smoothing inductive filter for each of the phase. Figure 4-12 illustrates the firing sequence 
for each of the transistors and the voltage waveform that results. The square wave current that is 
produced in turn yields a three phase 60 Hz sinusoidal current. The current is of course not a 
perfect sinusoid and contains harmonic distortion. The resulting three phase current waveform 
can be seen in Figure 4-13.  
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Figure 4-12. Transistor Firing Sequence and Resultant Line to Line Voltage Waveform 
The simulation was run for 3 seconds. Figure 4-13 captures the last two cycles of the 
simulation. It is shown in this simulation that there are three phases of current which appear to be 
displaced by 120˚ from each other. These waveforms appear to have some harmonic distortion in 
them. To more clearly see the effect of harmonic distortion, only one phase the inverter is 
plotted. This can be seen from Figure 4-14. 
The phase A current that is plotted in Figure 4-14, was analyzed for its frequency 
components. The FFT of the signal was taken using  MATLAB and its single sided frequency 
spectrum is plotted in Figure 4-16. It can be seen from this figure that the majority of the energy 
in the signal has a frequency of 60 Hz as expected. However, there is a significant amount of 
energy that lies in the fifth harmonic at 300 Hz. 
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Figure 4-13. Inverted Three-Phase Current 
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Figure 4-14. Inverted Phase A Current 
Figure 4-15 has a scale in which the only harmonics that can be seen are the fundamental 
component at 60 Hz and the fifth harmonic at 300 Hz. To examine any sub-harmonic and 
interharmonic components the scale of the figure must be changed. Figure 4-16 reduces the scale 
enough so that these interharmonic components can be observed. It can be seen from this figure 
that there are interharmonic components in between each of the first five harmonics which have 
a significant contribution to the total harmonic distortion. It can also be seen from this figure that 
there is a seventh harmonic contribution to the total harmonic distribution.  
 44 
 
0 60 120 180 240 300 360 420 480 540 600
0
5
10
15
20
25
30
Frequency (Hz)
C
ur
re
nt
 M
ag
ni
tu
de
 
Figure 4-15. Single Sided Frequency Spectrum of Three Phase Inverter 
The three phase inverter takes a direct current source and converts that source to a three 
phase alternating current signal. It would be ideal for the three-phase output signal to be a 
sinusoid only composed of a fundamental frequency. However, as with all power electronic non-
linear systems there are harmonics generated. As was shown in this simulation the vast majority 
of the energy in the three-phase inverter is concentrated in the fundamental with a smaller but 
still significant contribution of energy lying in the fifth harmonic. On a much smaller level there 
is the existence of sub-harmonic and interharmonic components. While the magnitude of these 
sub-harmonic and interharmonic components most likely not large enough to damage large 
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power system equipment they are significant enough to effect communications equipment such 
as transmitters.  
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Figure 4-16. Single Sided Frequency Spectrum of Three-Phase Inverter with Interharmonic Components 
These harmonic, sub-harmonic and interharmonic components can cause significant 
problems in the static Kramer drive system especially after they are fed through a transformer 
and amplified by some degree. The results found in this section will aid in further analysis and 
estimation. 
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4.1.4 Fourier analysis of a Three-phase Transformer System 
The final component of the static Kramer drive system is a three-phase transformer. The three-
phase transformer operates under the same principle as the single-phase transformer however 
there is some phase shift associated with the delta-wye or wye-delta connections. For this 
simulation a wye-delta grounded transformer was chosen. The wiring diagram for a wye-delta 
grounded transformer can be seen in Figure 4-17. 
 
Figure 4-17. Wiring Diagram for a Wye-Delta Grounded Transformer 
The PSCAD schematic diagram is shown in Figure 4-18. The transformer is rated at 34.5 
KVA and has a voltage turns ratio of 115/460 VL-L. The circuit was simulated using PSCAD and  
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Figure 4-18. PSCAD Schematic Diagram for Three Phase Transformer 
the data was plotted using MATALB. Both the line current for the primary and secondary 
circuits was simulated. These signals can be seen plotted in Figure 4-19. 
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Figure 4-19. Primary and Secondary Current for the Wye-Delta Transformer 
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It can be seen from the plot that the secondary current is simply a fraction of the primary 
current with a 30˚ phase shift. It should be noted that this is only one phase of the primary and 
one phase of the secondary currents. Since the voltage ration is 1:4 in a step up fashion, the 
current ratio is therefore 4:1 in a step down fashion. This can also be verified through Figure 
4-19. Lastly the frequency spectrum for the three phase transformer was plotted and can be seen 
in Figure 4-20. It should be noted from this figure that there is not a significant contribution to 
these signals in any frequency other than the fundamental. 
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Figure 4-20. Single Sided Frequency Spectrum for Primary Current (a); Single Sided Frequency Spectrum for 
Secondary Current (b) 
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The three-phase transformer is the last element in the static Kramer drive system. It steps 
voltage up and in turn steps current down. There are mainly only contributions from the 
fundamental frequency as was shown in these simulation results. However it should be noted that 
any harmonic or interharmonic components that are fed into the transformer will end up on the 
secondary side of the transformer and back into the system. 
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5.0  SYSTEM SIMULATION 
This section describes the results of the static Kramer drive system once the system was 
completed and put all together. Due to the fact that there were some limitations in PSCAD both 
in number of busses aloud in the student version and its limitations regarding its Fourier analysis 
tools the total system was built and simulated using MATLAB. The MATLAB tool that was 
used for this simulation was SimPowerSystems. SimPowerSystems is a sub-package of Simscape 
which is a sub-package of Simulink. 
5.1 CONSTRUCTION OF THE STATIC KRAMER DRIVE SYSTEM IN 
SIMPOWERSYSTEMS 
The static Kramer drive system that is illustrated in Figure 3-1 was constructed in 
SimPowerSystems as was previously mention. The overall system that was constructed can be 
seen in Figure 5-1.  
It can be seen from this figure that the model is constructed of several components. From 
left to right the first component of the system is a three-phase 460 VLL, 60 Hz, 184 KVA source, 
which had an X/R ratio of 5. 
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The next component in the system was a simple measurement device. The device used is 
a three-phase measurement device which is set to measure the three-phase voltage as a phase to 
ground measurement and the three-phase current flowing through the device. 
 
Figure 5-1. SimPowerSystems Model of Static Kramer Drive System 
The next component of the model is a three-phase parallel RLC load. It can be seen from 
Figure 5-1 that this load is simply resistive. The reason that this load is used in the 
SimPowerSystems model but is not seen in the traditional static Kramer drive schematic is 
because it is needed to keep the model stable. SimPowerSystems will not permit a voltage source 
to be connected to a wound rotor induction machine because the voltage source is obviously 
treated as a voltage source but the induction machine is treated as a current source. This causes a 
problem with the way that the simulation is solved and would not permit the system to be solved. 
Hence, the solution to this problem was to put large resistance which would draw virtually no 
current, keeping the system virtually the same in parallel with either the motor or the source. The 
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current that is being drawn by this parallel load can be seen in Figure 5-2. It should be noted that 
this current is less than one amp which can effectively be considered zero for this study. 
 
Figure 5-2. Current Drawn by the Stabilizing Resistive Load 
The next component in this system is the wound rotor induction motor. The motor in this 
system is a 2-pole, 460 VLL, 150 Hp motor. The stator resistance and inductance of the motor 
were 0.029 Ω and 60 mH respectively. The rotor resistance and inductance of the motor were 
0.022 Ω and 60 mH respectively. The mutual inductance of the machine was 34.5 mH. The 
motor was run in speed control mode with the speed set at 3240 rpm which is equivalent to 90% 
of the synchronous speed of a two-pole machine. This is the same speed that the motor was run 
in the PSCAD simulation done in 4.1.1. The motor being run at this speed resulted in a 6 Hz 
output voltage on the rotor windings. 
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The next component of the model was a three-phase rectifier which converted the output 
voltage signal from the induction motor into a direct current voltage signal. The converter that 
was used a three-bridge universal bridge IGBT. The control strategy that was used for this 
converter was the same control strategy that was used in [41]. This strategy used was pulse width 
modulation with pulses being sent the device at 2 KHz. 
The direct current output of the converter had a capacitor connected to the positive and 
negative terminals of the device which was used to smooth out the direct current waveform. The 
size of the capacitor used was 1800 μF.  
The direct current output of the rectifier was smoothed out by the aforementioned 
capacitor and then fed into another power converter. This time the converter was an inverter 
which was composed of the same three-bridge universal bridge IGBT as the rectifier. Also this 
inverter used the control strategy derived in [41]. 
After the three phase inverter the voltage is stepped back up to the original 460 VLL level 
that the original system was operating at. The voltage was stepped up via a three-phase Y-Y 
grounded transformer. 
The last component in the static Kramer drive system was a simple load which is 
connected to ground, thus completing the static Kramer drive system’s loop that was illustrated 
in Figure 3-1. The load is a simple real power resistive load which draws 460 W at 460 VLL and 
is placed in parallel with the static Kramer drive circuit. 
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5.2  PERFORMACE OF THE STATIC KRAMER DRIVE CIRCUIT 
The section analyzes the performance of the static Kramer drive circuit showing the significant 
problems of harmonics and interharmonics that were expected from the component by 
component analysis that was performed on each component of the system. The voltage and 
current waveforms of the source can be seen in Figure 5-3. The top waveform is the per-unit 
phase-to-ground measurements for source voltage. The middle waveform is the per-unit current 
flowing through the measurement device and through measurement device. The bottom 
waveform is the line-to-line voltage that is read from the phase A to phase B.  
 
Figure 5-3. Voltage and Current Waveforms Measured from the Source 
It can be seen in all of these waveforms that there is some distortion caused by the system 
that the source is feeding. This can be seen in the most detail in the voltage waveforms. In fact, it 
appears that the 60 Hz voltage wave is enveloping a much higher frequency waveform. This 
follows the expected prediction from the component-by-component analysis that was performed 
in the previous chapter. 
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The next waveform that was analyzed was the direct-current voltage waveform that was 
flowing in-between the power converters. This waveform can be seen in Figure 5-4. It should be 
noted that there is a large total harmonic distortion. 
 
Figure 5-4. Rectified Direct Current Waveform with Strong Harmonics Present 
The next waveform that was measured in the system was the three-phase voltage output 
of the inverter. This waveform can be seen in Figure 5-5. 
 
Figure 5-5. Output Waveform Sent Back to the System Load 
It should be noted that in this output waveform has a great deal of total harmonic 
distortion. It is clear that for this voltage wave there are at least two very distinct frequencies.  
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The last and final waveform that was analyzed is the phase-to-phase voltage between 
phase A and phase B. This waveform also contains a very noticeable amount of total harmonic 
distortion. This waveform can be seen in Figure 5-6. 
 
Figure 5-6. Phase-to-Phase Voltage of the System Output 
5.3 EXPORTING SIGNALS INTO MATLAB 
The three phase voltage signals for the input and output of the static Kramer drive system were 
exported from SimPowerSystems back into MATLAB so they could be captured and analyzed 
via an .m file. These signals were captured using the simout block from Simulink. This can be 
seen in Figure 5-7. 
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Figure 5-7. Capturing Voltage Signals Using the Simout Simulink Block 
The signals that were captured were captured in the form of an array with an associated 
time. The time that was associated with this array was the 2 μs. These signals were captured 
using the simout block and then copied and imported back into a text file. The exported signal 
can be seen in a text file in Figure 5-8. In the leftmost column the time is contained. This time is 
incremented in steps of 2 μs. 
The text file was then used as a file import to MATLAB so that the overall input and 
output voltage signals could be analyzed. The method of analysis that was performed on the 
system was the same Fourier analysis that was performed on each component of the system in 
the previous chapter. Both the input and output voltage signal were plotted in MATLAB and 
compared against the SimPowerSystems simulation to make sure that everything was converted 
to text correctly. It can be seen Figure 5-9 where the voltage from the systems source is the top 
voltage plot and the voltage from the systems output is the bottom voltage plot. These plots agree 
with the previously simulated results from SimPowerSystems. Once the voltage plots were 
capture and verified for correctness versus their SimPowerSystems counterparts they could be 
analyzed for their frequencies. 
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Figure 5-8. Text File Containing Input and Output Voltage Readings 
The signals that were taken from the text file that is illustrated in Figure 5-8 were then 
analyzed for their harmonic components. 
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Figure 5-9. Voltage from the System's Source (top); Voltage from the System’s Output (bottom) 
The MATLAB script that was used to analyze these signals for their harmonic 
components is illustrated below: 
L = length(time); 
Ts = abs(time(2)-time(1)); 
Fs = 1/Ts; 
  
VOLTAGE_IN = fft(Va_in,L)/L; 
VOLTAGE_OUT = fft(Va_out,L)/L; 
freq = Fs/2*linspace(0,1,(L/2)+1); 
  
figure(2) 
stem(freq,sqrt(2)*abs(VOLTAGE_IN(1:L/2+1))) 
axis([0 200 0 25*sqrt(2)*max(VOLTAGE_IN)]) 
title('Single-Sided Amplitude Spectrum of Input Voltage Signal') 
xlabel('Frequency (Hz)') 
ylabel('Voltage Magnitude') 
 
This script takes the signal and performs the fast Fourier transform of the signal so that it 
can be analyzed for its harmonic components. The output results for this script can be seen in 
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Figure 5-10. We can see that the input signal has very little harmonic distortion in the 
frequencies that surround the fundamental 60 Hz frequency however the output signal has a great 
deal of sub-harmonic and interharmonic distortion. We can see that when changing the x axis of 
the plots in Figure 5-10 that there is some significant harmonic distortion in the input signal at 
very high frequencies that are much larger than the fundamental 60 Hz signal.  
 
Figure 5-10. Fast Fourier Transform of the Input and Output Signal for the System 
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Figure 5-11. Fast Fourier Transform of the Input and Output Signal from a Larger Scale of Frequencies 
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6.0  HARMONIC ESTIMATION TECHNIQEUS 
This section studies the techniques were used in an attempt to estimate the harmonics of the 
static Kramer drive signals. Three methods in total are explored. 
The first thing that had to be done in order to design a proper filter was to decimate the 
signals. To get an accurate simulation in SimPowerSytems an adequate sampling time of 2 μs 
was selected, however this led to a signal that contained many data points and had to be 
decimated.  
Since the frequencies that contained the majority of the energy were around the 60 Hz, 
1000 Hz and 2000 Hz frequencies a decimated sampling frequency of 5000 Hz was selected. 
This new frequency satisfies the Nyquist criterion for the 2000 Hz signal so it is an adequate 
choice. 
6.1.1 Estimation through the Use of a Band Pass Filter 
The first logical choice to estimate the harmonics of the output wave was the band-pass filter. 
Since the only frequency that we are interested in is the 60 Hz frequency, theoretically, a filter 
could be designed so that it only passes the 60 Hz frequency and all of sub-harmonics below 60 
Hz and the inter-harmonics and harmonics above 60 Hz are not passed. However, this provided 
to be more difficult in practice. The band pass filter would be probably be an adequate choice if 
 63 
the frequencies in the 60 – 360 Hz range were considered, however since the higher frequencies 
were in the 1000 – 2000 Hz region the band pass filter did not suffice.  
6.1.1.1 Analytical Development for Band Pass Filter 
The analytical development of the band bass filter is derived in this section. As is the case with 
standard signal processing techniques we will use the input signal whether it be voltage or 
current denoted by x[n] in the time domain and X[z] is the z domain. The output signal will be 
denoted by y[n] in the time domain and by Y[z] in the z domain. Lastly the transfer function or 
the digital FIR filter will be represented by hb[n] in the time domain and Hb[z] in the z domain. 
hb[n]Hb[z]x[n]X[z] y[n]Y[z]
 
Figure 6-1. Block Diagram Representation of the Band Pass Filter 
It can be seen from Figure 6-1 that the output is simply the input signal with the proper 
filtering of the frequencies which are specified in the beginning of this section. A band pass filter 
would need to cut off the frequencies below and above the 60 Hz fundamental frequency. 
Therefore taking a proper δ which would correctly attenuate the signal would be the goal for the 
filter to achieve. This δ can be seen in the following equation 
 δ±= 1ffc  (6.1) 
Choosing one delta makes the band pass filter symmetrical. For this study a symmetrical 
band pass filter was chosen. Using the δ  which was described previously the band pass filter’s 
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frequency response equation could be derived. Using a signal length of 500 discrete points gives 
filter parameters as follows. 
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Using the previously derived parameters the equation for the frequency response of the 
ideal band pass filter which produces the results described in this section is determined as the 
following. 
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The frequency response of the filter derived above can be seen on a normalized frequency 
scale in the following figure. 
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Figure 6-2. Frequency Response of Analytic Band Pass Filter 
Likewise the magnitude response of the band pass filter can be seen in Figure 6-3. A 
comparison with the analytic band pass filter and the MATLAB simulated band pass filter will 
be made at the end of this section. 
 
Figure 6-3. Magnitude Response of Analytic Band Pass Filter 
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6.1.1.2 Simulation Results of the Band Pass Filter 
The filter that was derived in the previous section was implemented using MATLAB. In the ideal 
situation as was derived in the analytic section only the frequencies from 30-90 Hz would be 
passed.  Figure 6-4 illustrates the normalized frequency response for the MATLAB band pass 
filter that was used in an effort to filter out the undesirable frequencies. 
 
Figure 6-4. Frequency response for Least-Squares Band-Pass Filter  
It can be seen from this figure that although the undesirable frequencies were filtered out, 
the bandwidth of the filter was too small to accurately pass the 60 Hz fundamental frequency. It 
can be seen from Figure 6-5 that the peak to peak output voltage wave has been reduced 
significantly compared to the original output voltage waveform in Figure 5-9. 
It can be seen from Figure 6-5 that signal was cleaned up quite a bit, however there are 
three problems that exist with this signal. The first problem was that the peak-to-peak value of 
the voltage was reduced significantly and this voltage is too small to feed back into the system. 
The second problem is that there is still some noticeable harmonic distortion that remains in the 
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signal. The third and last problem with the band pass filter is that the output waveform is shifted 
in phase from the original signal. For the aforementioned reasons the band pass filter was not the 
optimal filtering choice to clean up the output waveform and feed 60 Hz power back into the 
system. 
 
Figure 6-5. Voltage Wave with Band Pass Filter Applied 
6.1.2 Estimation through the Use of a Low Pass Filter 
The second choice of a filter to use to clean up the output waveform was a low-pass filter. For 
this application, both an analytic low pass filter and an equiripple low pass filter were designed 
using MATLAB which has a pass band of 200 Hz and a stop band of 300 Hz.  
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6.1.2.1 Analytical Development of the Low Pass Filter 
The analytical development of the low bass filter is derived in this section. As is the case with 
standard signal processing techniques we will use the input signal whether it be voltage or 
current denoted by x[n] in the time domain and X[z] is the z domain. The output signal will be 
denoted by y[n] in the time domain and by Y[z] in the z domain. Lastly the transfer function or 
the digital FIR filter will be represented by hb[n] in the time domain and Hb[z] in the z domain. 
hL[n]HL[z]x[n]X[z] y[n]Y[z]
 
Figure 6-6. Block Diagram Representation of the Low Pass Filter 
It can be seen from Figure 6-6 that the output is simply the input signal with the proper 
filtering of the frequencies which are specified in the beginning of this section. A low pass filter 
would need to cut off the frequencies above the 60 Hz fundamental frequency. Therefor taking a 
proper δ which would correctly attenuate the signal would be the goal for the filter to achieve. 
This δ can be seen in the following equation 
 δ+= 1ffc  (6.6) 
Using the δ  which was described previously described, the low pass filter’s frequency 
response equation could be derived. Using a signal length of 500 discrete points gives filter 
parameters as follows. 
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Using the previously derived parameters the equation for the frequency response of the 
ideal band pass filter which produces the results described in this section is determined as the 
following. 
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The frequency response of the filter derived above can be seen on a normalized frequency 
scale in the following figure. 
 
Figure 6-7. Frequency Response of Analytic Low Pass Filter 
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Likewise the magnitude response of the band pass filter can be seen in Figure 6-3. A 
comparison with the analytic band pass filter and the MATLAB simulated band pass filter will 
be made at the end of this section. 
 
Figure 6-8. Magnitude Response of Analytic Low Pass Filter 
 
6.1.2.2 Simulation Result of the Low Pass Filter 
The frequency response for this filter can be seen in Figure 6-9. Subsequently the filtered 
output waveform for the low pass filter is shown in Figure 6-10. It can be seen from this figure 
that the low pass filter is a great improvement from the band pass filter in the sense that the peak-
to-peak voltage remained intact. Also, it can be seen from this figure that there is less harmonic 
distortion then there was with the band pass filter. The problem with the method of low pass 
filtering alone was also a problem that was seen with the band pass filter. That problem was that 
the filtered waveform is shifted in phase from the original waveform. To solve this problem an 
additional filtering technique must be applied.  
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Figure 6-9. Frequency Response for Low Pass Equiripple Filter 
 
 
Figure 6-10. Voltage Wave with Low Pass Filter Applied 
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6.1.3 Estimation through the a Phase Shifting Low Pass Filter 
The same lower pass filter that was used in the previous section cascaded with an all pass filter. 
The purpose of the all pass filter is to simply shift the wave form so that it is in phase with the 
original signal. 
6.1.3.1 Analytical Development of the Phase Shifting Low Pass Filter 
 
The analytical development of the phase shifting low pass filter is derived in this section. As is 
the case with standard signal processing techniques we will use the input signal whether it be 
voltage or current denoted by x[n] in the time domain and X[z] is the z domain. The output 
signal will be denoted by y[n] in the time domain and by Y[z] in the z domain. Lastly the transfer 
function or the digital FIR filter will be represented by hb[n] in the time domain and Hb[z] in the 
z domain. 
hL[n]HL[z]x[n]X[z] hA[n]HA[z]xL[n]XL[z] y[n]Y[z]
 
Figure 6-11. Block Diagram Representation of the Phase Shifting Low Pass Filter 
In order to derive the phase shifting low pass filter it is useful to derive both the low pass 
and the all pass filter in terms of the frequency response and their phase response in order to 
properly see how the filters work. The following equation shows the Laplace transform of a low 
pass filter. 
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where α  is a constant which determines the cutoff frequency of the filter. Taking the frequency 
response of the low pass filter we have. 
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Equation 6.11 will give both the magnitude and phase of the low pass filter with varying 
frequency. The magnitude response of the filter is given by equation 6.12. 
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It can be seen from this equation that as the frequency ω increases the magnitude of the 
filter subsequently decreases. This is how the filter is expected to operate. In a similar fashion the 
phase response of the low pass filter is derived in equation 6.13. 
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It can be seen by this equation where the problem arises when using a low pass filter. 
With the increasing of the frequency the closer the phase is to zero and hence the largest phase 
shift is at low frequencies. The fundamental frequency in this case is considered a low frequency 
and hence there is a significant shift in phase.  
Next the all pass filter will be derived in this Laplace domain. The following equation 
shows the equation for the Laplace transform of an all pass filter. 
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where β  is a constant which determines the phase shift of the filter. Taking the frequency 
response of the all pass filter we have. 
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It can be seen from equation 6.14 that the filter passes all frequencies which is the 
expected result. In a similar fashion the phase response of the low pass filter is derived in 
equation 6.15. 
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Equation 6.15 shows that for a frequency of zero, the phase shift of the filter is equal to 
180 degrees decreases with increasing frequency. The limit of the filters phase shift as the 
frequency approaches infinity is zero phase shift. The constant β  dictates the amount that the 
signal is shifted for a given frequency. 
Then to derive the phase shifting low pass filter’s time domain function there are two 
options. The first option is to take the convolution of the two filters as is shown in equation 6.17.  
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However, a much easier approach to deriving the transfer function for the phase shifting 
low pass filter’s time domain function is to multiply the transfer function of each of the filters in 
the Laplace domain, decompose them with partial fraction decomposition and then take the 
inverse Laplace transform yielding the time domain equation. This is shown in the following 
derivation. 
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Then decomposing the function into partial fractions we have 
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This can then be transformed to the matrix system shown in equation 6.21 
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Solving the system in equation 6.21 yields the solution in equation 6.22. 
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Taking the inverse Laplace transform of equation 6.22 yields the time domain solution for the 
phase shifting transform. 
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6.1.3.2 Analysis of the Phase Shifting Low Pass Filter’s Tuning Parameters 
The zero crossing of the input signal x[n] can then be used to properly tune the parameters α and 
β so that the filter both attenuates the proper frequencies and shifts the phase in a manner such 
that original signal and the estimated signal are in phase. The result of this can be seen in the 
following section. 
As was previously stated the tuning parameters α and β can be varied to achieve the desired attenuation and phase shift of the filter. The effects of varying these tuning 
parameters were shown using MATLAB. Figure 6-11 and Figure 6-12 illustrate the effect of 
varying the α parameter with respect to the filter’s magnitude frequency response and phase 
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frequency response respectively. It can be seen from these figures that both the magnitude and 
phase response are quite versatile and can achieve the desired attenuation, which in turn results 
in a shift in phase. 
 
Figure 6-12. Magnitude Response of Phase Shifting Low Pass Filter with Respect to Varying α 
The benefit of the phase shifting low pass filter is that one can effectively attenuate a 
signal passing the desired frequencies like in the case of the low pass filter but there is also one 
extra tuning parameter β which can be used to shift the phase to the desired value. Therefore the 
correct method of using the phase shifting low pass filter is to choose a value of the tuning 
parameter α such that the signal is properly attenuated and then use the β tuning parameter to 
correct any phase shift produced by the low pass filter component.  
The effectiveness of the β tuning parameter with respect to phase shift can be seen in 
Figure 6-13. It can be seen from this figure that one could produce the desired phase shift for a 
given frequency easily by varying the value of β.   
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Figure 6-13. Phase Response of Phase Shifting Low Pass Filter with Respect to Varying α 
This should be very apparent especially for the smaller frequencies that would be produced from 
a power system.  
It should be noted that the magnitude response for a varying value of the tuning 
parameter β does not need to be analyzed due to the fact that this parameter arises from the all 
pass filter.  
 
Figure 6-14: Phase Response of Phase Shifting Low Pass Filter with Respect to Varying β 
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It was previously shown in equation 6.15 that the all pass filter has a magnitude response 
of 0 dB for all operating frequencies. For this reason the magnitude response as a function of the 
β parameter is omitted. 
The phase shifting low pass filter was used with the zero crossing computation from the 
low pass filter implementation showed that the output signal from the low pass filter was 
approximately 200 degrees or 3.49 rads out of phase with the original signal. Solving for the β 
parameter is shown in the following set of equations. 
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Then solving for the α parameter is shown in the following equation. 
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This yields the numeric time domain solution to the phase shifting low pass filter given in the 
following equation 
 ( ) ttps eeth 2806.05916.1 4281.07628.0 −− +−=  (6.27) 
6.1.3.3 Simulation of the Phase Shifting Low Pass Filter 
The phase shifting low pass filter that was derived in the previous equation was simulated using 
MATLAB. The results of the simulation are shown in this section. The original signal is plotted 
versus the clean estimated signal in Figure 6-14. It can be seen from this new signal that the 
method described in this section was quite efficient in estimating a clean 60 Hz signal which was 
in phase with the original signal. 
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The resulting Fourier analysis plot is shown in Figure 6-15. It can be seen from this 
figure that the vast majority of the energy is focused in the 60 Hz frequency as desired. All of the  
 
Figure 6-15. Voltage Wave with Low Pass and All Pass Filter Applied 
energy that existed in around the 1000 and 2000 Hz frequencies was eliminated by the filtering 
techniques applied. There is still a small amount of energy in the sub-harmonic and 
interharmonics frequencies that surround the 60 Hz frequency but the total harmonic distortion 
was significantly reduced from the original signal that was being fed back into the original 
system. 
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Figure 6-16. Fourier Analysis for the Low Pass and All Pass Filtered Signal 
There are further techniques that may be applied to try and clean up the signal even more 
and reduce the overall harmonic distortion such as active filtering by means of current injection 
at these sub-harmonic and interharmonic frequencies but these methods may provide too costly 
for the little benefit that they may provide. 
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7.0  DISCUSSION 
The static Kramer drive system was chosen to be the main focus test system for this doctoral 
thesis. However, this work is not only intended to be for the static Kramer drive system. The goal 
here is to develop the methodology to eliminate interharmonics and sub-harmonics while still 
doing an effective job of eliminating classical harmonics. Therefore the methods that are used 
here will be a platform to solutions to other systems. Many motor drive systems will be very 
similar to the static Kramer drive system and some of the techniques that will be developed will 
be applicable without making any alterations. However, some systems may be quite a bit 
different but the techniques developed in this work will still be effective after some kind of 
alteration. It is with this is mind that the techniques will be developed and therefore there will be 
some “hooks” left into the development so that these alterations can be made easily without 
having to alter too much. 
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8.0  CONCLUSION 
The focus of this study was to apply signal processing techniques of estimation to the 
Static Kramer Drive system in order to adequately estimate classic harmonics, interharmonics 
and sub-harmonics to aid the power industry in the eventual elimination of costly harmonic 
distortion. 
It is evident that with the ever changing power system grid that new challenges due to 
harmonic distortion will continue to be a factor as long as there are new advances in power 
electronic technology. One of the most effective ways to eliminate harmonics in power systems 
today are through adequate means of estimation especially when considering the lesser studied 
interharmonics and sub-harmonics.  
A great deal of information which is essential for the estimation of harmonics in power 
system is determined by Fourier analysis of a system broken down and likewise as a whole. In 
this study the major components which produced harmonic distortional was determined by 
breaking the system down and performing Fourier analysis on the system. It was shown that this 
analysis could be used as the building blocks for classic techniques of signal processing 
estimation such as digital filtering and likewise for more advanced techniques such digital filter 
tuning to provide optimal estimation. The methods that were used in this study such as phase 
shifting digital low pass filtering were shown to be quite superior to those of the more classical 
techniques such as simple low pass and simple band pass filtering. 
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This study can be used to develop further research topics which fall into the same 
category. The main focus presented was the estimation of harmonics in motor drive systems. 
Simply estimating harmonic signals provides a great deal of useful information about damaging 
voltage and current signals in a system but the overall solution to maintain a nearly harmonic 
free system is to couple the methods of estimation shown in this study with methods of harmonic 
elimination which were discussed in the literature review of this paper. 
Work that can be done in the near future which will further the developments stated in 
this paper is the coupling of the developed estimation techniques with signal processing 
measurement techniques and active filtering to ultimately remove the harmonic distortion from 
the system. 
Furthermore it is known that methods of estimation, measurement and active filtering are 
all a solution but come at a cost. A cost analysis would determine if an overall 
estimation/elimination solution would indeed provide a cost effective solution and in turn 
determine if an adequate return on investment would be achieved. 
It is apparent from this study that the Static Kramer Drive System is just one of many 
systems that exist in power systems today which generate harmonic distortion. Ultimately it 
would be a worthy experiment to compare the methods that were used for the Static Kramer 
Drive System on other motor drive systems to compare the effectiveness of the methods. It 
would also be useful to compare these methods to systems that exist in power systems which 
generate harmonics but are not motor drive systems such as arc furnace systems and data center 
systems. 
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