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ABSTRACT
In this research, application of a least squares spectral element method for compressible
laminar and turbulent flow problems is investigated. For the turbulent Reynolds Averaged Navier-
Stokes (RANS), a modified Spalart-Allmaras (SA) turbulence model is employed and integrated
with the mean flow equations in a segregated fashion. Two different approaches are presented
for solving the SA model using the least squares method. The first method represents a simple
rearrangement of the equation. However, proper arrangement of the SAmodel is required in order to
produce a stable scheme for the least squares methodology. The second approach is into divide the
SA equation to two hyperbolic and elliptic partial differential equations. To improve and condition
number of the Jacobian matrix, as well as the convergence of the nonlinear system, a weighting
for the least squares spectral method is introduced. This modification is essential for systems that
include different scales in the formulation. Least squares formulations require the Navier-Stokes
equations be re-cast in first order form. Therefore, additional independent variables, are introduced
which in turn increases the memory requirements. Fortunately due to symmetry only half of the
Jacobian matrix needs to be stored. To further reduce memory requirements, an assembly free
pleasingly parallel discontinuous methodology is developed by modifying the cost function. This
approach eliminates the storage of the Jacobian matrix and its preconditioner at the expense of
adding an extra Newton iterative-loop. As such, the system can be solved at the element level
using a Cholesky factorization algorithm. This formulation is ideally suited for shared memory
iv
paradigms such as OpenMp or CUDA, as it does not need blocking communication. H-refinement
is implemented for both steady and unsteady test cases using the discontinuous formulation. Feature
based adaptation is utilized in the adaptive refinement process. Least squares method is known to
be conditionally stable. In this study, an unconditionally stable method is derived by modifying
the weighting function and the results are presented for the method of manufactured solution for
Euler equations only for steady state case. To demonstrate the versatility of the assembly free
least squares approach, this methodology is additionally applied to incompressible flows. For all
simulations presented P5 quadrilateral elements are utilized. A simple method is presented for
generating smooth higher order meshes from given P1 meshes for two-dimensional problems.
v
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CHAPTER 1
LEAST SQUARES SPECTRAL ELEMENT METHOD
In this chapter the mathematical theory of the spectral element method and the least squares
formulation are presented.
1.1 Introduction to Spectral Element Method
In the current work, the nodal spectral element method is used to solve the governing equa-
tions. It has been previously established that using equidistant nodes for Lagrangian interpolating
functions leads to systems with high condition numbers [2]. For element orders higher than cubic
(P3), if equidistant points are used in constructing the Lagrange polynomials, the maxima of the
Lagrangian interpolating functions do not occur at the corresponding nodes, even though the delta
property is satisfied. To resolve this problem in higher order elements, Lagrangian polynomials are
constructed at the Gauss-Lobatto-Legendre (GLL) quadrature points [2]. Alternatively, the location
of these points can be determined independently by using the Lagrange polynomials derived at a
given location using the delta property, with an additional constraint to enforce the maxima to occur
at that location. The results obtained by both methods are identical. The location of the GLL points
for P5 element are illustrated in Fig. 1.1. The node numbering convention is illustrated in Fig. 1.2.
1
Figure 1.1 P5 element in computational domain
Figure 1.2 P5 element node numbering
For quadrilateral elements, the polynomials in any dimension can be constructed by the
tensor product of the one dimensional polynomials. These polynomials for the one-dimensional P5
spectral elements are graphically shown in Fig. 1.3. For comparison, the basis functions for the P5
element using Lagrange polynomials, which are commonly used in finite element methodologies,
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is shown in Fig. 1.4. Once again, the polynomials in spectral elements leads to better conditioning
of the Jacobian matrix [2].
Figure 1.3 Basis functions for P5 spectral element
1.2 Least Squares Formulation
Least squares spectral element methods convert the numerical solution of the partial differ-
ential equation to an equivalent optimization problem. In this methodology the weighted integral
statement is used, hence secondary variables are not present in the discrete equations. In fluid
3
dynamics, the corresponding equations do not contain boundary integrals and thus flux evaluation
is not necessary. When applied to the nonlinear governing equations of fluid flow, this leads to
symmetric positive definite systems. Proper implementation of the boundary conditions of the
system is required to preserve symmetry. Therefore, the entire assembled system can efficiently be
solved by the preconditioned conjugate gradient method, requiring only half of the storage of the
Jacobian matrix. Another very important feature is that one can use the value of the cost function
for each element as an indicator for mesh refinement.
Figure 1.4 Basis functions for P5 finite element
4
1.3 Source of Dissipation in LSSEMMethod
In order to illustrate the details of this method, a model hyperbolic equation is analyzed. If
we apply a high-order spectral element method to the spatial derivatives and backward Euler for the
time derivative, the dominant term in the truncation error comes from the temporal discretization.
Considering the following nonlinear equation
∂u
∂t
+
∂ f
∂x
= 0 (1.1)
where f = u2 is assumed. Applying a backward Euler approximation for the time derivative, an
implicit formulation may be written as
un+1 − un
∆t
+ (
∂ f
∂x
)n+1 = 0 (1.2)
The implicit approximation for the time derivative may be expanded as
(
∂u
∂t
)n+1 =
un+1 − un
∆t
− (1
2
∂2u
∂t2
)n+1 +O((∆t)2) (1.3)
the term ∂2u
∂t2 can be expressed taking the derivative of the PDE, that is
∂2u
∂t2
= − ∂
∂t
∂ f
∂x
= − ∂
∂t
∂u2
∂x
= −2∂u
∂t
∂u
∂x
− 2u ∂
2u
∂x∂t
(1.4)
∂u
∂t
+ 2u
∂u
∂x
= 0 (1.5)
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replacing u with ∂u∂t yields
∂
∂x
(
∂ f
∂x
) + 2
∂ f
∂x
∂2 f
∂x2
= 0 (1.6)
therefore,
∂2u
∂t2
= 4u
∂u
∂x
∂u
∂x
+ 4u
∂2u
∂x2
(1.7)
substituting this relation into the semi-discrete form gives
∂u
∂t
+ 2u(1 − ∆t ∂u
∂x
)
∂u
∂x
= 2∆tu2
∂2u
∂x2
(1.8)
The above equation implies that the coefficient of the second derivative, and hence the dissipative
term, is proportional to ∆t. Furthermore the wave speed is also modified due to this method.
Therefore, LSSEM is only conditionally stable, meaning that time step must be selected to be large
enough to produce sufficient dissipation for stability and small enough not to modify the wave
speeds unsatisfactorily.
1.4 Literature Review
Least squares finite element methods have received sporadic attention in the past decade
[3–8]. The least squares finite element method has been previously applied to low Mach number
flows by Sheng-Tao et al. [9]. This method for viscous incompressible flow provides sufficient
dissipation and has been shown to be inherently stable [10]. Patera et al. [11] used this to simulate
laminar channel flow. Celikkale et al. [12] show that conservation is recovered by this approach
6
when used in combination with mesh adaptation. Adaptation is also studied by Mavriplis [13].
Application of this method to non-conforming grids has been studied by Sert et al. [14]. Akargun
et al. [15] have applied h-refinement to capture discontinuities in an unstructured finite element
grid. Ponanza et al. [10, 16] have utilized the least squares method for the Euler and Navier-
Stokes equations in primitive variables. Garrisma et al. [17] have demonstrated the use of Newton
linearization for the Euler equations using the conservative variables as the primary unknowns.
Discontinuous least-squares formulation was first introduced by Aziz et al. [18] for a two-domain
transmission problem, for whichmathematical analysis and numerical results were given byCao and
Gunzburger [19]. Application of the discontinuous least-squares finite element formulation has also
been demonstrated by Gerritsma and Proot [20] for a first-order one-dimensional model problem,
and by Heinrichs [21] for a one-dimensional singular perturbation model problem. Application of
different filtering techniques is given by Blackburn et al. [22]. Taylor et al. [23] have studied the
implementation of this method for unstructured grids.
1.5 Motivation
The least squares spectral element method is not typically used for high Reynolds number
turbulent flows, and has been limited to only first-order temporal accuracy. Additionally, this
methodology has been found to be very memory intensive. Hence, the primary motivation of the
current work is to investigate alternative formulations of this approach to provide a turbulent flow
simulation capability that is applicable for high Reynolds numbers. Furthermore, a matrix free
approach is developed to significantly reducememory requirements of themethod. For higher-order
temporal accuracy, approaches in the literature resort to the use of space-time formulations. In the
7
current work, a second-order temporally accurate scheme is proposed based on the semi-discrete
approach.
1.6 Mesh Generation for Higher Order Spectral Element Methods
Nearly all commercial grid generation software are only capable of generating P1 elements.
Therefore, the generation of higher-order meshes utilizes the meshes generated by these software
packages. The most conventional way is to linearly interpolate the points for the higher order
elements, at the locations required by the tensor product of the GLL points in the nodal spectral
element method. This procedure works well provided that the initial P1 mesh is sufficiently
resolved. However, when the order increases the number of elements required to capture the same
accuracy reduces dramatically. Generating higher order mesh from a very coarse P1 mesh using
only linear interpolation will typically result in a poor quality mesh. This is due to the fact that
using linear interpolation no information regarding the neighboring elements is used. Therefore,
quality deteriorates as the order increases. In numerical methods, it is generally preferred to have
some geometric orthonormality condition between the adjacent elements. To achieve this using the
linear interpolation, one must increase the number of mesh points which in turn defeats the purpose
of using higher order elements.
1.6.1 Mesh Generation Methodology
In the current work a simple but efficient methodology that is capable of generating smooth
spectral element mesh of arbitrary order is presented. The procedure is specifically designed for
structured grids where there is a one to one map between the surfaces. Here, as an example the
generation of P2 mesh is explained in detail. Subsequently, one can also generate any higher order
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element using the P2 element and produce a mesh with much higher quality. In this approach each
O-type (or C-Type) curve is selected. To initialize, nodes are inserted at the mid points between
the two nodes that are obtained from the P1 mesh. Next every segment (or face) is represented
parametrically by using P2 polynomials. The location of the midpoint is assumed to be unknown.
The nodes are numbered based on the right hand rule convention. The curves are expressed using
the basis functions
x(ξ) = Σψi (ξ)Xi (1.9)
y (ξ) = Σψi (ξ)Yi (1.10)
Using the above definition the tangential vector at the node can be computed as
−→
T = Σ Xi
dψ(i)
dξ
iˆ + ΣYi
dψ(i)
dξ
jˆ (1.11)
This tangential vector is calculated in the two elements sharing this particular node. In computa-
tional space, this implies
(
−→
T1)ξ=+1 × (−→T2)ξ=−1 = 0.0 (1.12)
For each edge there will be 4 unknowns. As every segment has a midpoint location that is to
be determined, and each node has x and y coordinates in a two-dimensional space. A second
constraint is added such that the node should be moved in a direction normal to the line connecting
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the adjacent nodes. This leads to the following equation
−→r = (xn − xm)iˆ + (yn − ym) jˆ (1.13)
where xm = 0.5 × (X0 + X1) and ym = 0.5 × (Y0 +Y1) and xn an yn are the coordinates of the third
node to be determined from
−→r × −→N = 0 (1.14)
where the unit normal vector −→N = nx iˆ + ny jˆ is obtained as follows
l =
√
((X1 − X0)2 + (Y1 − Y0)2) (1.15)
nx =
−(Y1 − Y0)
l
(1.16)
ny =
X1 − X0
l
(1.17)
In the above X0, X1,Y0,Y1 are the X and Y coordinates of the two nodes at the ends of each edge,
respectively. For any smooth simply connected curve with n segments there are n nodes, and for
each node inserted at the midpoints, the two aforementioned equations apply. Therefore the system
is defined and has a unique solution. The Gauss-Seidel method is utilized here to solve for the
location of the midpoints, which is needed for generating the P2 mesh from the P1 mesh. This
procedure can be implemented using either a forward sweep or a backward sweep. Forward sweep
means that each node location is obtained by assuming everything is fixed at the next segment,
whereas backward sweep indicates that each node location is obtained assuming everything is fixed
at the previous segment. This iterative method is easily converged to machine zero, generating a
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nearly analytic mesh for the cylinder case, irrespective of which mode being used. However, care
must be taken while applying this method to the geometries with singularities like NACA0012
airfoil. Due to this singularity this procedure as is, will not converge to any solution. To overcome
this problem, the smoothing operations are carried out in both forward and backward directions.
This will generate a fairly smooth curve, and will eliminate the rough edges. This alternation in
sweep directions will prevent the numerical errors from growing intractably.
1.6.2 Simple Example for Smoothing Curves
Two adjacent segments are shown Fig. 1.5. It is assumed that the location of the nodes
generated by the P1 mesh generation software will not be altered and only the nodes that are added
from increasing the order from P1 to Pn elements are placed in a way that it will generate a smoother
mesh. Here, for P2 one may write
Figure 1.5 Segment
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TL = (X0
dψ0
dξ
+ X1
dψ1
dξ
+U
dψ2
dξ
)iˆ + (Y0
dψ0
dξ
+ Y1
dψ1
dξ
+ V
dψ2
dξ
) jˆ
TR = (X1
dψ0
dξ
+ X3
dψ1
dξ
+ X4
dψ2
dξ
)iˆ + (Y3
dψ0
dξ
+ Y1
dψ1
dξ
+ Y4
dψ2
dξ
) jˆ (1.18)
where U and V are to be determined and TL and TR are the tangential vectors at the node calculated
from the left and the right hand sides. The derivatives of the basis functions at any given point can
easily be calculated, and on substitution into the above equation yields
T (+1) = (X01/2 + X13/2 − 2U)iˆ + (Y01/2 + Y13/2 − 2v ) jˆ
T (−1) = (X1(−3)/2 + X3(−1)/2 + 2X4)iˆ + (Y1(−3)/2 + Y3(−1)/2 + 2Y4) jˆ (1.19)
It is assumed that the node locations of the second segment are all known.
At this point there is only one equation with two unknowns. A second equation may be
obtained from the fact that the displacement of the midpoint of the segment will be perpendicular
to the line connecting the two neighboring nodes. This equation ensures that the distance between
the location of the midpoint from the neighboring nodes remains the same and hence the finite
element requirement that the node be at the midpoint is satisfied. The system of equations may be
solved iteratively over all segments until there are no more changes in the locations. Once again,
either a forward or backward sweep may be employed.
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1.6.3 Generating Arbitrary Order Spectral Elements using Geometrically Quadratic Mesh
The aforementioned method can easily be extended to generate geometrically higher order
meshes. By increasing the order, continuity of the higher order derivatives are enforced at the
nodes that are shared between the two neighboring segments such that the system is well defined.
However, the minimal improvement in the quality may not be computationally economical in
practical problems. The purpose of the method used in this study is to generate arbitrary order
spectral element structured mesh, after constructing geometrically quadratic mesh from the linear
mesh. Once the curves on the edges of the elements are obtained analytically, they can be sampled
at as many points as required. Subsequently, it is fairly straight forward to apply transfinite
interpolation (TFI) [24] to each element to generate the interior nodes for the mesh. Arc-length
based transfinite interpolation will generate a spectral element mesh with the interior nodes at
the GLL roots. This procedure can be applied to viscous layers as well. The results before and
after smoothing for cylinder and airfoil test cases are given in Figs. 1.6-1.7 and Figs. 1.8-1.9,
respectively.
1.7 Geometry Snapping for Higher Order Elements
To be able to maintain the order of accuracy, the geometry under study should be modeled
at least with the same order of accuracy. This requires the snapping of the GLL points on the
elements at the boundaries to the actual solid boundaries of the geometry being considered. For
the results shown in this study, this is accomplished by using a parametric curve distribution for the
configuration of interest. In order to maintain the quality of the mesh, linear elasticity equations
are used to deform the interior mesh according to the locations of the points obtained from the
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geometry. A Galerkin Spectral Element approach is used to solve the linear elasticity equations
subjected to Dirichlet boundary conditions at the boundaries. These equations are formulated at the
same order as the flow solver to take advantage of the developed code infrastructure and maintain
the order of accuracy for curved elements [1]. Robust methods concerning mesh deformation may
be found in the literature [25, 26]. The spectral element O-type grid generated from P1 elements
with and without geometry snapping are shown for the leading edge of a NACA0012 airfoil in Fig.
1.10 and Fig. 1.11, respectively. It should be noted that this method, when used for excessively
large elements with high orders, introduces error for the interior GLL locations. To eliminate these
errors it is recommended that the interior nodes in each element be generated via arc-length based
TFI once the node locations on the element boundaries are determined.
1.8 Reordering the Generated Mesh by Reverse Cuthill-Mckee
As is fairly common, after mesh generation a node reordering algorithm is utilized in order
to reduce the bandwidth of the Jacobian matrix. In current work, the Reverse Cuthill-Mckee
algorithm [27–29] is used for this purpose. A sample reordered mesh and its original form are
given in Figs. 1.12, 1.13.
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Figure 1.6 Geometrically linear P5 mesh for cylinder
Figure 1.7 Geometrically quadratic P5 mesh for cylinder
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Figure 1.8 Geometrically linear P5 mesh for NACA0012
Figure 1.9 Geometrically quadratic P5 mesh for NACA0012
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Figure 1.10 Mesh generated by P1 element
Figure 1.11 Mesh generated by P1 element after boundary snapping and mesh movement
17
Figure 1.12 Sample matrix before reordering
Figure 1.13 Sample matrix after reordering
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CHAPTER 2
INVISCID FLOW
This LSSEM method is inherently stable for compressible flows as shown in [17], and the
present study represents an extension to that research. In the current work, a conservative formula-
tion of the Euler equations are used and primitive variables are chosen as the primary variables in
the LSSEM approach. Therefore, the formulation will be consistent and will prevent shear locking
type phenomena for lower order elements. Furthermore it will enable the determination of the
Gauss points required for exact integration, as there are no rational polynomials present in the
formulations.
2.1 Euler Equations in Conservative Form in Two Dimensions
A conservative formulation is necessary to accurately capture locations of possible dis-
continuities (i.e. shocks) that may be present in the flow. The Euler equations may be written
as
∂Q
∂t
+
∂F
∂x
+
∂G
∂ y
= 0 (2.1)
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Q =

ρ
ρu
ρv
ρE

, F =

ρu
ρu2 + p
ρuv
(ρE + p)u

,G =

ρv
ρuv
ρv2 + p
(ρE + p)v

(2.2)
Performing a chain rule, the linearized form of the flux gradients may be expressed as
∂F
∂x
=
∂F
∂Q
∂Q
∂x
= A
∂Q
∂x
(2.3)
∂G
∂x
=
∂G
∂Q
∂Q
∂ y
= B
∂Q
∂ y
(2.4)
∂Q
∂t
+ A
∂Q
∂x
+ B
∂Q
∂ y
= 0 (2.5)
At this point one can assume that the coefficients appearing at the nonlinear terms are known from
the previous iteration. This assumption will lead to the Picard linearization. In other words, a
nonlinear convective term at iteration (n+1) is approximated in the following manner
Qn+1
∂Qn+1
∂x
= Qn
∂Qn+1
∂x
(2.6)
The alternative is to use Newton linearization. This approach may be realized by noting that the
conservative variable Qn+1 at iteration n+1 may be expressed as Qn+1 = Qn + (∆Q)n. For Newton
linearization equation (2.6) would be written as
Qn+1
∂Qn+1
∂x
(2.7)
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Inserting the above relation for Qn+1, the above yields
(Qn + (∆Q)n)
∂(Qn + (∆Q)n)
∂x
= Qn
∂Qn
∂x
+Qn
∂(∆Q)n
∂x
+ (∆Q)n
∂Qn
∂x
+ (∆Q)n
∂(∆Q)n
∂x
(2.8)
By neglecting the higher order terms it follows
(Qn + (∆Q)n)
∂(Qn + (∆Q)n)
∂x
' Qn ∂Q
n
∂x
+ (∆Q)n
∂Qn
∂x
+Qn
∂(∆Q)n
∂x
(2.9)
Inserting back the relation for (∆Q)n yields
Qn
∂Qn
∂x
+ (∆Q)n
∂Qn
∂x
+Qn
∂(Qn+1 −Qn)
∂x
(2.10)
by rearranging and substituting back in (∆Q)n + Qn = Qn+1 the approximation for equation (2.6)
becomes
Qn+1
∂Qn+1
∂x
= Qn+1
∂Qn
∂x
+Qn
∂Qn+1
∂x
−Qn ∂Q
n
∂x
(2.11)
For additional details concerning this linearization method, the reader is directed to [17]. One
disadvantage of using this type of linearization is the generation of rational polynomials, for
which the number of Gauss points required for exact integration cannot be determined beforehand.
However, it is often sufficient to evaluate these terms approximately for many problems. Although
the conservative form of the equations are used, primitive variables were selected as the primary
variables in the solution procedure in this study. Using the transformation between the primitive
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and conservative variables i.e. Q = Mq, equation (2.1) may be written as
M
∂q
∂t
+ AM
∂q
∂x
+ BM
∂q
∂ y
= 0 (2.12)
where q is given as
q =

ρ
u
v
p

, (2.13)
M
∂q
∂t
+ L1
∂q
∂x
+ L2
∂q
∂ y
= 0 (2.14)
Using the Newton linearization on the nonlinear terms in L1 ∂q∂x + L2
∂q
∂ y the equation takes the
following form
M
∂q
∂t
+ L0q + L1
∂q
∂x
+ L2
∂q
∂ y
= f (2.15)
At convergence L0q = f , and the equation reduces to the original form. This fact can be used
as a verification of the derivations of L0 and f . These coefficient matrices are all presented
in Appendix [A]. Since the equations are not multiplied by M−1, the conservative property is
preserved at each time step. The change in the conservative variables are calculated at each
iteration. Another advantage of this technique is that neither of the coefficients above contain any
rational polynomials. Therefore, the number of Gauss points can be specified for exact integration
of each term. Additionally the method used here provides better up-winding and dissipation,
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in comparison to the direct linearization of the conservative Euler equations with conservative
variables as primary variables [17].
2.2 Least Squares Spectral Element Implementation for Euler Equations
In the LSSEM, the squares of the residuals for each equation is integrated over an element
as follows
I =
1
2
∫ neq∑
i=1
R2i dΩ (2.16)
where neq = 4 for Euler equations. R1, R2, R3, and R4 represent conservation of mass, x- and y-
momentum and energy. These residuals are a function of the primitive variables q = [ρ, u, v, p].
Before proceeding, the time derivatives should be expressed,and the Implicit Euler method is used
for this purpose. The first order backward differentiation formula (BDF1) may be written as
∂q
∂t
=
qn+1 − qn
4t (2.17)
With a semi-discrete approach, for a given time iterate, the primitive variables over an element may
be written in terms of the basis function in natural coordinates as
qn(ξ, η) =
∑
qnj ψ j (ξ, η) (2.18)
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For a least squares implementation, the element equations are determined from the stationary point
of the cost function with respect to the primary variables at the current time step
∂I
∂qn+1
= 0 (2.19)
This leads to a system of equations that may be simply written as
KX = F (2.20)
which will result in a system of equations of size nnodes × neq. nnodes and neq refer to number
of nodes and number of equations, respectively. For P5 elements number of points per element
(nppe) is 36 and for two-dimensional Euler equations neq = 4.
2.3 Verification using the Method of Manufactured Solutions
Method of manufactured solution is the conventional way to verify the numerical methods.
In this approach the dependent variables are expressed as arbitrary functions. These expressions
are then substituted in the PDE. As these expressions are not a solution to the PDE, source terms
will be introduced into the equations. The dependent variables used here are expressed as follows
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ρ = A(2.0 + sin(pix)cos(piy))
u = B(2.0 + sin(2pix)cos(2piy))
v = C(2.0 + cos(2pix)sin(2piy)) (2.21)
E = D(2.0 + sin(2pix)sin(2piy))
p = (γ − 1)(E − 0.5ρ(u2 + v2))
Where A, B, C and D are constant coefficients and are chosen such that the pressure field is not
negative anywhere in the computational domain. For this example A = B = C = 0.1 and B = 1.0
are selected. By plugging these expressions into Euler equations the source terms are calculated.
This operation can be carried out using any symbolic manipulator software. The new set of
equations are solved using the numerical method presented here. The grid used for this simulation
is depicted in Fig. 2.1. The numerically calculated contour plots for these variables are presented
in Fig. 2.2-2.5 and their exact counterparts are given in Fig. 2.6-2.9. As can be seen comparing the
aforementioned figures, the numerically calculated variables are indistinguishable from the exact
solution given in equation (2.21).
To confirm that the design order of accuracy is obtained, the method of manufactured
solutions was utilized. The L2 − norm of the error with the exact solution was computed on
two meshes, and then the observed order of accuracy calculated. These meshes contain 9 and 25
elements respectively. As seen in table 2.1, the observed order of accuracy of each of the flow
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variable is approximately 6, which is the design order of accuracy of P5 elements.
Table 2.1 Order of accuracy
ρ U V P
(L2 of error using mesh a) *(1.e-4) 0.062347540 0.3211810 0.365824200 0.003372988
(L2 of error using mesh b) *(1.e-8) 0.107202300 0.63689130 0.60342760 0.002298059
Order of Accuracy 6.0084 5.9095 6.0372 6.6501
Figure 2.1 Mesh used in verification of the solution
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Figure 2.2 Numerical solution for density
Figure 2.3 Numerical solution for U component of velocity
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Figure 2.4 Numerical solution for V component of velocity
Figure 2.5 Numerical solution for pressure
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Figure 2.6 Contour plots for density using exact expression
Figure 2.7 Contour plots for U component of velocity using exact expression
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Figure 2.8 Contour plots for V component of velocity using exact expression
Figure 2.9 Contour plots for pressure using exact expression
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2.4 Comparison of the Convergence History for Picard and Newton Linearization Methods
The system of equations obtained from the manufactured solution technique is solved using
Picard and Newton linearization techniques. The convergence history for both methods is presented
for comparison in Fig. 2.10. Since the exact solution is smooth, the time step is chosen to be 10
for all elements. A fixed number of iterations for the linear solver is used in this experiment. As
expected, the Newton linearization is much more efficient.
Figure 2.10 Comparison of Picard and Newton linearizations
2.5 Strong Impositions of Solid Boundary Conditions
Strong imposition of the solid boundary conditions are implemented by setting the normal
velocity vector at each node to zero. Coordinate rotation [30] is used to convert the system of
equations for each node from the Cartesian coordinates to the local n − t coordinates. These
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operations are performed for each boundary element. The rotation is only concerned with the U
and V components of velocity. To perform this operation the normal vectors (or tangential vector)
at each node is calculated using the parametric representation of the curve.
N = −ΣYi dψ(i)dξ iˆ + Σ Xi
dψ(i)
dξ
jˆ (2.22)
The transformation matrix may be written as
Figure 2.11 Normal vector for a higher order element

1 0 0 0
0 cos(θ) −sin(θ) 0
0 sin(θ) cos(θ) 0
0 0 0 1

×

ρ
U
V
p

=

ρ
Un
Vt
p

(2.23)
where θ is illustrated in Fig. 2.11. This operation is equivalent to multiplying the corresponding
column by the transformation matrix. In order to retain the symmetry of the system, the rows
corresponding to this nodes are also multiplied by the transpose of the transformation matrix. This
multiplication is additionally applied to the right hand side vector. The zero mass flux boundary
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condition with this rotation becomes a Dirichlet boundary condition which can be easily imposed
by settingUn = 0. It should be noted, however, settingUn = 0 at the trailing edge node (geometric
singularity) is not a valid assumption for transonic flows and should be avoided.
2.6 Incorporation of Kutta Condition and Reduced Integration at Singularity
In order to incorporate the Kutta condition at the trailing edge, the velocity normal to the
tangent to the camber line is imposed to be zero. For a more detailed discussion on the Kutta
condition for transonic flow the reader is directed to [31]. In addition, a reduced integration
technique is applied to all the elements that contain the trailing edge node. This technique allows
for increased dissipation in the vicinity of the geometric singularity.
2.7 Weak Implementation of Solid Boundaries
Another approach for implementing solid boundary conditions to to add another term to the
cost function to penalize the mass flux across the solid boundaries. The weak implementation may
be written as
I¯ = I +
λ
2
∮
(unx + vny )2dl; (2.24)
This approach has been extensively used in least squares spectral element methods for the imple-
mentation of solid surface boundary conditions [16, 32]. The convergence behavior is dependent
upon the Lagrange multiplier, which must be specified before starting the solution procedure. This
method can accommodate larger time steps in the initial iterations, however at the expense of not
satisfying the zero normal velocity condition. Therefore, the selection of the coefficient λ for high
speed flows may be problematic.
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2.8 Weak Implementation of Far-field Boundaries
The far-field boundaries can be implemented weakly using the characteristic information
from subsonic inflow and outflow. In subsonic outflow, three pieces of information comes from
outside the domain and one from the inside. Density and free stream velocity components are set
at the inflow boundaries, while pressure is to be calculated. Conversely, for subsonic outflow three
pieces of information come from inside, and only one piece comes from the outside. Typically
the information used from outside the domain is the free stream pressure and other variables are
computed [33]. This method works well for subsonic flow, but will generate reflecting waves for
transonic cases and, thus, prevents the solution from converging.
2.9 Roe Riemann Solver and Strong Implementation of Far-field Boundaries
In this method each boundary node is treated as a discontinuity of the Riemann problem. In
order to permit the numerical waves to enter and exit the computational domain effectively, Roe’s
approximate Riemann solver is used [34] . Considering free stream as the right state, the left state
may be calculated at a point that is inside the computational domain. Using this right and left states,
the value of the variables at the discontinuity is calculated by Roe’s method [35]. These values are
then imposed as the Dirichlet boundary conditions for the next iteration. It is important to note that
the left state cannot be chosen as the boundary value and must come from inside the domain. This
is due to the fact that when enforced as Dirichlet condition in one iteration, it will not be updated
in the next iteration. This is due to the absence of the flux terms, hence there is no mechanism in
place to update the boundary node from one iteration to the next, if used in the conventional way.
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2.10 Numerical Simulation Results
2.10.1 Subsonic Low-Speed Flow over Cylinder
Flow conditions over the cylinder assume a Mach number of 0.3 and a 0◦ angle of attack.
Due to symmetry the result for any angle of attack will be a rotation of the present solution. To
illustrate the accuracy of the higher order spectral element method, the solution for this problem
is obtained using a very coarse mesh with only 72 elements. The P1 mesh used to generate the
P5 mesh is shown in Fig. 2.12. The higher order mesh is generated using the method previously
described, and is shown in Fig. 2.13. The numerical results for this case are presented in Figs.
2.14-2.17. As can be observed in these figures, all solution variables exhibit symmetry as expected
for this geometry and flow conditions. Inadequate resolutions, or lower order methods, typically
under resolve the wake region and the stagnation point on the downstream side of the cylinder.
Therefore, the solution in those cases will not be symmetric. For inviscid, incompressible flow
the analytic solution may be readily found. However, the current result retains compressibility
and, therefore, in order to have a more meaningful comparison for verification the Prandtl-Glauert
compressibility correction may be applied to the potential flow solution as
Cp =
1 − 4sin2(θ)√
1 − M2∞
(2.25)
The coefficient of pressure from equation (2.25) is compared with the current numerical
result in Fig. 2.18. Overall good agreement is observed. Slight discrepancy between the corrected
potential flow theory and the numerical results can be seen at +90◦ and −90◦ locations (top and
bottom of the cylinder). This discrepancy is expected since the Prandtl-Glauert correction is based
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on the thin airfoil theory and the current geometry is a blunt body.
Figure 2.12 P1 magnified view of mesh used to generate P5 mesh for flow around a cylinder
Figure 2.13 P1 magnified view of the P5 mesh for flow around a cylinder
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Figure 2.14 Contour plots for density at M=0.3, AOA=0.0
Figure 2.15 Contour plots for U component of velocity at M=0.3, AOA=0.0
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Figure 2.16 Contour plots for V component of velocity at M=0.3, AOA=0.0
Figure 2.17 Contour plots for pressure at M=0.3, AOA=0.0
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Figure 2.18 Comparison of analytical and numerical Cp for flow around the cylinder
2.10.2 Subsonic Compressible Flow over NACA0012
The mesh used for all the airfoil cases is shown in Figs. 2.19-2.20, and only has 494
elements. For this case, the flow over the NACA0012 airfoil is assumed to be at a Mach number
and angle of attack 0.5 and 2◦, respectively. The solution variables and mach number contours are
shown in Figs. 2.21-2.25. As seen, the typical stagnation point slightly below the leading edge and
the pressure drop as the flow accelerates over the suction side of the airfoil can be observed. For
the numerical results presented here, the lift coefficient is calculated to CL = 0.2513. This result
is in good agreement with the one obtained by thin airfoil theory corrected by Prandtl-Glauert as
CL = 2piα√(1−M2∞) = 0.2531.
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As an additional verification case, the flow around the NACA0012 at the same Mach num-
ber, but a slightly different angle of attack of 1.25◦ is assumed. As illustrated in Fig. 2.26, the
Cp distributions obtained using LSSEM are compared with those in [36]. Excellent agreement is
observed. Vassberg et al [36] use a traditional second-order finite volume method, and the number
of grid points used in that study is considerably larger than required for the current high-order
method.
Figure 2.19 NACA0012 P1 mesh
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Figure 2.20 NACA0012 P5 mesh
Figure 2.21 Contour plots for density at M=0.5, AOA=2.0
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Figure 2.22 Contour plots for U component of velocity at M=0.5, AOA=2.0
Figure 2.23 Contour plots for V component of velocity at M=0.5, AOA=2.0
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Figure 2.24 Contour plots for pressure at M=0.5, AOA=2.0
Figure 2.25 Contour plots for Mach Number at M=0.5, AOA=2.0
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Figure 2.26 Comparison of the LSSEM Cp and FVM Cp for M=0.5, AOA=1.25
2.10.3 Transonic Flow over NACA0012
For this case, flow is assumed to have a Mach number and angle of attack of 0.8 and
1.25◦,respectively. The solution variables and Mach number contours are illustrated in Figs. 2.27-
2.31. In the wake, the discontinuous jump in the axial velocity component in Fig. 2.28, or Mach
number Fig. 2.31, is evident. Furthermore, in these figures the strong shock on the upper surface
of the airfoil can be clearly seen. It should be noted that the current least squares method does not
require added artificial viscosity or a shock capturing scheme when discontinuities are present in
the flow. For this flow condition, the coefficient of pressure distributions are compared to those
of [36] in Fig. 2.32. As can be observed, the current least squares method, posses much more
dissipation than the finite volume method, and hence, the smearing of the shock wave on the upper
and lower surfaces. However, the mesh used for the current results only contains 494 elements and
much of this dissipation may be due to under resolution in the vicinity of the shock waves.
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Figure 2.27 Contour plots for density at M=0.8, AOA=1.25
Figure 2.28 Contour plots for U component of velocity at M=0.8, AOA=1.25
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Figure 2.29 Contour plots for V component of velocity at M=0.8, AOA=1.25
Figure 2.30 Contour plots for pressure at M=0.8, AOA=1.25
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Figure 2.31 Contour plots for Mach number at M=0.8, AOA=1.25
Figure 2.32 Comparison of the LSSEM Cp and FVM Cp for M=0.8, AOA=1.25
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CHAPTER 3
LAMINAR COMPRESSIBLE FLOW
3.1 Governing Equations
The two-dimensional laminar Navier Stokes equations are given by
∂Q
∂t
+ 5.(Fe(Q) − Fv (Q, 5Q)) = 0 (3.1)
The vector of conservative flow variables Q, the inviscid (Euler) and viscous Cartesian flux vectors,
Fe and Fv , are defined by
Q =

ρ
ρu
ρv
ρE

, Fe =

ρu
ρu2 + p
ρuv
(ρE + p)u

i +

ρv
ρuv
ρv2 + p
(ρE + p)v

j
Fv =

0
τxx
τx y
uτxx + vτx y − qx

i +

0
τx y
τy y
uτx y + vτy y − qy

j (3.2)
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where qx = −k ∂T∂x and qy = −k ∂T∂ y . The total energy is related to the pressure via the relation
p = (γ − 1)(ρE − ρ1
2
(u2 + v2)) (3.3)
assuming air, the ratio of specific heats γ is 1.4. The viscous stress tensor for a Newtonian fluid is
given by
τi j = µ(
∂ui
∂x j
+
∂u j
∂xi
− 2
3
∂uk
∂xk
δi j ) (3.4)
where ρ, p, and E and T denote the fluid density, pressure, specific total energy per unit mass and
temperature, respectively, and u,v are the x and y components of the velocity vector.
3.1.1 Non-dimensionalization Procedure
The following parameters are chosen as the reference quantities for non-dimensionalization
procedure
ρ =
ρ
ρ∞
, u =
u
c∞
, v =
v
c∞
, c =
c
c∞
, p =
p
ρ∞c2∞
, k =
k
k∞
,T =
T
T∞(γ − 1)
µ =
µ
µ∞
, t =
tc∞
lre f
, E =
E
c2∞
, q =
q
ρ∞c3∞
, R =
R
Cp∞
, x =
y
lre f
, y =
y
lre f
(3.5)
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on substitution into equation (3.2) yields
Q =

ρ
ρ(u)
ρ(v )
ρ(E)

, Fe =

ρ(u)
ρ(u2 + p)
ρ(u)(v )
(ρE + p)u

i +

ρ(v )
ρ(u)(v )
ρ(v2 + p)
(ρE + p)v

j
Fv =

0
τxx
τx y
u(τxx) + v (τx y ) − qx

i +

0
τx y
τ y y
u(τx y ) + v (τ y y ) − qy

j (3.6)
With the following non-dimesional parameters introduced in the viscous flux, the coefficient in
front of the stress tensor components in the momentum equations is
µ
µ∞
ρ∞lre f c∞
= µ
µ∞
ρ∞lre f c∞
u∞
u∞
= µ
M∞
Re∞
(3.7)
therefore
τxx =
2
3
µ
M∞
Re∞
(2
∂u
∂x
− ∂v
∂ y
)
τx y = µ
M∞
Re∞
(
∂u
∂ y
+
∂v
∂x
) (3.8)
τ y y =
2
3
µ
M∞
Re∞
(2
∂v
∂ y
− ∂u
∂x
)
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and the coefficient for the terms containing the temperature derivative becomes
kk∞T∞(γ − 1)
lre f ρ∞c2∞
=
kk∞T∞(γ − 1)
lre f ρ∞c2∞
u∞
u∞
µ∞
µ∞
Cp∞
Cp∞
=
µ∞
ρ∞u∞lre f
T∞(γ − 1)
c2∞
k∞
µ∞Cp∞
u∞
c∞
k =
M∞
Re∞
1
Pr∞Ec∞
k (3.9)
The advantage of choosing Ec = c∞T∞(γ−1)Cp∞ instead of the conventional Ec =
u∞
T∞(Cp∞ )
is shown
below [37], starting with
Ec∞ =
c2∞
T∞(γ − 1)Cp∞
=
γRT∞
(γ − 1)T∞Cp∞
=
γ R¯
γ − 1 (3.10)
and for a calorically perfect gas, i.e e = CvT
p = (γ − 1)ρ(E − 1
2
(u2 + v2)) = (γ − 1)ρe = (γ − 1)CvT
→ ρRT = ρT (γ − 1)Cv → R = (γ − 1)CvCpCp
→ R
Cp
=
γ − 1
γ
→ R¯ = γ − 1
γ
(3.11)
and hence
Ec∞ = 1.0 (3.12)
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Therefore, the heat flux for the x- and y- directions may be expressed as
qx = −k
M∞
Re∞Pr∞Ec∞
∂T
∂x
= −k M∞
Re∞Pr∞
∂T
∂x
qy = −k
M∞
Re∞Pr∞Ec∞
∂T
∂ y
= −k M∞
Re∞Pr∞
∂T
∂ y
For convenience, the bars are removed from the variables.
3.1.2 Sutherland Law
Sutherland’s law accounts for the dependence of the dynamic viscosity on the temperature.
Temperature is non-dimensionalized as T¯ = TT∞∗(γ−1) . The reference temperature and the far-field
temperature are set as Tre f = 110.4 and T∞ = 273, respectively. Sutherland’s law in non-
dimensoionalized form is given as
µ¯(T¯ ) = ((γ − 1)T¯ ) 32 (
1 + Tre fT∞
(γ − 1)T¯ + Tre fT∞
) (3.13)
where (γ − 1) in the equation comes from the non-dimensionalization.
3.1.3 Conversion of PDE’s to First Order System
Unlike the Euler equations presented in Chapter 2, the Navier-Stokes equations are second
order. In order to convert the fluid equations to a first order system, additional independent variables
are introduced. Once again, this increases the number of degrees of freedom, however this added
expense is partially offset with computational efficiency gains by eliminating the need to compute
second derivatives. In the current formulation, the components of the viscous stress tensor and
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the heat flux are selected as additional independent variables. Accordingly, the solution variables
become
Q =
[
ρ, ρu, ρv, ρE, τxx, τx y, τy y, qx, qy
]T
(3.14)
The corresponding non-dimensionalized residual vector may be written as
R1 =
∂ρ
∂t
+
∂(ρu)
∂x
+
∂(ρv )
∂ y
R2 =
∂(ρu)
∂t
+
∂(ρu2 + p)
∂x
+
∂(ρuv )
∂ y
− ∂τxx
∂x
− ∂τx y
∂ y
R3 =
∂(ρv )
∂t
+
∂(ρuv )
∂x
+
∂(ρv2 + p)
∂ y
− ∂τyx
∂x
− ∂τy y
∂ y
R4 =
∂(ρE)
∂t
+
∂((ρE + p)u)
∂x
+
∂((ρE + p)v )
∂ y
− ∂(τxxu + vτx y − qx)
∂x
− ∂(τx yu + vτy y − qy )
∂ y
R5 = τxx − 23 µ
M∞
Re∞
(2
∂u
∂x
− ∂v
∂ y
) (3.15)
R6 = τx y − µ M∞Re∞ (
∂u
∂ y
+
∂v
∂x
)
R7 = τy y − 23 µ
M∞
Re∞
(2
∂v
∂ y
− ∂u
∂x
)
R8 = qx + k
M∞
Re∞Pr∞Ec∞
(− p
ρ2R
∂ρ
∂x
+
1
ρR
∂p
∂x
)
R9 = qy + k
M∞
Re∞Pr∞Ec∞
(− p
ρ2R
∂ρ
∂ y
+
1
ρR
∂p
∂ y
)
where, the temperature gradients in the heat fluxes have been written in terms of pressure and
density using the equation of state. The free stream Reynolds number, Prandtl number and speed
of sound are defined as, Re∞, Pr∞, and c∞, respectively.
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3.2 Least Squares Spectral Element Implementation
The linearization of the fluxes for the compressible laminar Navier-Stokes equations may
be expressed as
∂F
∂xi
=
∂F
∂Q
∂Q
∂xi
= Ai
∂Q
∂xi
i = 1, 2 (3.16)
using equation (3.16)
∂Q
∂t
+ A1
∂Q
∂x
+ A2
∂Q
∂ y
= 0 (3.17)
It should be noted, that this linearization only pertains to the first four components in equation
(3.15). In this study, conservative law form of the equations are used, as opposed to a primitive
variable formulation. However, the primitive variables are chosen as the primary variables in the
finite element formulation. This again implies
M
∂q
∂t
+ A1M
∂q
∂x
+ A2M
∂q
∂ y
= 0 (3.18)
M
∂q
∂t
+ L1
∂q
∂x
+ L2
∂q
∂ y
= 0 (3.19)
where M represents the transformation matrix from primitive to conservative variables. The cost
function is selected as the element integral of the squares of the residual
I =
1
2
∫ neq∑
i=1
R2i dΩ (3.20)
where neq = 9 for the laminar Navier-Stokes equations. In the current work, for steady flow
simulations, the implicit Euler method (BDF1) is used for the time derivative in equation (3.19)
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and is given by
∂q
∂t
=
qn+1 − qn
4t (3.21)
using a semi-discrete approach, for a given time iterate, the primitive variables over an element
may be written in terms of the basis function in natural coordinates as
qn(ξ, η) =
∑
qnj ψ j (ξ, η) (3.22)
As was done in Chapter 2, for a least squares implementation, the element equations are determined
from the stationary point of the cost function with respect to the primary variables at the current
time step
∂I
∂qn+1
= 0.0 (3.23)
which will result in a system of equations of size nnodes × neq.
3.3 Weighted Least Squares Spectral Element Method
The primary variables chosen in this first order formulation of Navier-Stokes equations
have different scales. Generally speaking, the stress tensor as well as heat flux terms are orders of
magnitude smaller than that of the density, velocity and pressure. To better condition the system it
is recommended that the last five equations be weighted by a factor greater than one. This factor can
be adjusted based on the Reynolds number in an ad-hoc manner. This improvement in condition
number will in turn improve the convergence behavior of the linear solver. Here, a comparison of
the solution with and without weighting is presented in Fig. 3.1 and 3.2 for a steady flow around
a cylinder, respectively. The time step for both cases is set as 2. The unweighted streamlines in
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Fig. 3.1 indicate that the solution has not progressed far from the initial conditions of the free
stream flow. As can be seen from the streamlines in the Fig. 3.2 after 5 iterations the weighted
least squares approach has already established the classic symmetric separated flow structure
Figure 3.1 Streamlines for cylinder at M=0.2, Re=20, with W=1
Figure 3.2 Streamlines for cylinder at M=0.2, Re=20, with W=100
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3.4 Verification of the Numerical Method using Method of Manufactured Solution
Same set of functions that were used in verifying the Euler equations are again used here.
This leads to a new set of source terms as now the viscous fluxes are also included. The additional
stress tensor components and heat fluxes that are introduced as new independent variables can
easily be calculated by using these manufactured solutions. Additionally, the same mesh that was
used in the inviscid case is utilized for this case. The Mach number and Reynolds number used in
deriving the manufactured solutions are 0.2 and 100, respectively. Numerical results are presented
in Figs. 3.3-3.10. The same computational mesh that was shown in Fig. 2.1 is used here. Once
again, the numerically calculated variables are indistinguishable from the specified manufactured
solutions. The L2 − norm of the error on this mesh is 6.54e-04.
57
Figure 3.3 Numerical solution for density
Figure 3.4 Numerical solution for U component of velocity
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Figure 3.5 Numerical solution for V component of velocity
Figure 3.6 Numerical solution for pressure
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Figure 3.7 Numerical solution for τxx
Figure 3.8 Numerical solution for τx y
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Figure 3.9 Numerical solution for τy y
Figure 3.10 Numerical solution for temperature
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3.5 Steady Laminar Flow
3.5.1 Laminar Flow over Cylinder
In this section the results for steady flow over cylinder at Mach number of 0.1 and Reynolds
number of 40 are presented. The P1 mesh, and the correspondingly generated P5 mesh that is
used in this study, are shown in Fig. 3.11 and Fig. 3.12, respectively. The P5 mesh only consists
of 178 elements and 4605 nodes. The contour plots of the primitive variables for this case are
given in Figs. 3.13-3.16. and illustrate the typical steady flow pattern that is expected from this
low Reynolds number condition. For validation, the coefficient of pressure distributions using the
current numerical method are compared with the experimental data provided by Grove et al. [38]
in Fig. 3.17 . Overall good agreement is observed, with only minor discrepancies seen on the
down stream of the cylinder (−90◦to − 180◦). Additionally, for verification, the streamlines for a
Reynolds number of 20 and 40 are illustrated in Fig. 3.18 and Fig. 3.19, respectively. From these
the re-attachment length may be computed and compared with the results of Reddy [39]. For a
Reynolds number of 20, the computed re-attachment length is approximately 1.84, which compares
well with the value of 1.86 reported in [39].
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Figure 3.11 P1 grid for cylinder
Figure 3.12 P5 grid for cylinder
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Figure 3.13 Density contours for cylinder flow M=0.1, Re=40
Figure 3.14 U component of velocity contours for cylinder flow M=0.1, Re=40
64
Figure 3.15 V component of velocity contours for cylinder flow M=0.1, Re=40
Figure 3.16 Pressure contours for cylinder flow M=0.1, Re=40
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Figure 3.17 Comparison of Cp with experimental data
Figure 3.18 Streamlines and re-attachment length illustration for cylinder flow at M=0.1, Re=20
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Figure 3.19 Streamlines and re-attachment length illustration for cylinder flow at M=0.1, Re=40
3.5.2 Laminar Flow over NACA0012
For the laminar flow over NACA0012 airfoil, the flow is considered to have a Mach number,
Reynolds number and angle of attack of 0.5, 5000, and 3◦, respectively. The computational mesh
used for this case is shown in Fig. 3.20 and consist of only 864 P5 elements. The outer boundaries of
this mesh are 10 chord lengths upstream, above and below the airfoil. The wake grid is extended 20
chord lengths downstream. The contours for primitive flow variables are shown in Figs. 3.21-3.24.
To illustrate the resolution of the wake, the zoomed out view of the axial component of velocity is
shown in Fig. 3.25. The coefficient of pressure distributions are compared with those of Erwin et
al. [1] in Fig 3.26. The results of Erwin et al. [1] were obtained using a SUPG method. As seen,
good agreement is observed between the two numerical results. Furthermore, Fig. 3.27 depicts the
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streamlines around the airfoil surface, indicating that the flow separates at approximatelymid-chord.
Figure 3.20 P5 Mesh for NACA0012
Figure 3.21 Density contours for NACA0012 flow M=0.5, AOA=3 and Re=5000
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Figure 3.22 U component of velocity contours for NACA0012 flowM=0.5, AOA=3 and Re=5000
Figure 3.23 V component of velocity contours for NACA0012 flowM=0.5, AOA=3 and Re=5000
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Figure 3.24 Pressure contours for NACA0012 flow M=0.5, AOA=3 and Re=5000
Figure 3.25 U component of velocity contours for NACA0012 flowM=0.5, AOA=3 and Re=5000
zoomed out view
70
Figure 3.26 Verification of Cp with Erwin et al. [1] for M=0.5, AOA=3 and Re=5000
Figure 3.27 Streamlines and separation illustration for NACA0012 flow at M=0.5, Re=5000
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3.6 Unsteady Laminar Flow
Thus far, first order temporal accuracy has been utilized for convergence to steady-state. In
the following sections, the procedure for obtaining second order accuracy is described in detail.
3.6.1 Higher Order Accuracy in Time
As discussed earlier and shown in Gerrisma [17], the dissipation is proportional to the time
step in implicit Euler discretization. The drawback of this method is that the time step and, hence,
the dissipation should be large enough to ensure the stability of the scheme. This value is dependent
upon the flow condition as well as the mesh quality. The higher the time step, the larger the amount
of dissipation in the scheme. For steady-state flows, this does not pose a significant problem as large
time steps are desirable to march towards the final solution. The difficulty arises while studying
unsteady phenomena, since in addition to stability, the physics also affects the selection of the time
step. Difficulty arises when attempting to increase the order of time accuracy. These challenges
are the motivating reasons that some researchers resort to space-time formulations for least squares
spectral element methods. For most engineering applications, second order in time is sufficient.
Unfortunately, any discretization of time for the semi-discrete approach using Crank-Nicolson,
BDF2 or θ-methods [40] will lead to an unstable scheme.
3.6.2 Pseudo-Time and Second Order Accuracy in Time
Pseudo-time stepping is a standard procedure for analysis of unsteady problems using finite
volume methods. This is either because the exact linearization does not exist or it is prohibitively
expensive to calculate. The same concept can be applied in the least squares spectral element
calculation [41] as well. Ultimately this will enable the use of smaller time steps. It is also
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possible to achieve second order accuracy using a combination of BDF1 and BDF2. However,
added computational work is required due to the need to perform several Newton iterations at each
physical time step. Similar to finite volume implementations, pseudo-time may be introduced as
M
∂q
∂τ
+ M
∂q
∂t
+ A1M
∂q
∂x
+ A2M
∂q
∂ y
= 0 (3.24)
3.6.3 Well-Posed Navier-Stokes Boundary Conditions
Well-posed boundary conditions for Navier-Stokes equations are introduced by Nordstrom
et al. [42] and later by Svard [43]. For a two-dimensional problem, well-posed boundary conditions
include seven eigenvalues as opposed to four eigenvalues for the Euler equations. This type of
boundary is important specially for low Reynolds number unsteady flows. This procedure is a
generalization of Roe’s method for the Navier-Stokes equations and can be used in a similar fashion
for inflow and outflow boundaries using the left and right states. For the right state, viscous related
terms are set to zero. The interested reader is directed to [42] for a detailed description of these
boundary conditions.
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3.6.4 Unsteady Flow over Cylinder
For the unsteady vortex shedding over a cylinder the Mach number and Reynolds number
are assumed to be 0.1 and 200, respectively. The same mesh previously utilized for the low
Reynolds number steady flow case is again utilized. The velocity components, pressure , and
velocity magnitude at a snapshot in time are shown in Figs. 3.28-3.31. As seen, classical vortex
shedding is evident. From experimental data [38, 44], the variation of the Strouhal number with
Reynolds number is illustrated in Fig. 3.32. The experimental data indicates a Strouhal number of
approximately 0.169 at the current Reynolds number. Shown in Fig. 3.33 is the vertical velocity
component as a function of iteration. From this figure, the numerically calculated Strouhal number
is 0.166 which is in good agreement with the experimentally determined value.
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Figure 3.28 U component of velociy contours for unsteady flow around cylinder M=0.1 and
Re=200
Figure 3.29 V component of velociy contours for unsteady flow around cylinder M=0.1 and
Re=200
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Figure 3.30 Pressure contours for unsteady flow around cylinder M=0.1 and Re=200
Figure 3.31 Velociy magnitude contours for unsteady flow around cylinder M=0.1 and Re=200
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Figure 3.32 St number with Re number variation for flow around circular cylinder
Figure 3.33 Variation of V-component of velocity at x=2.0 y=0.0 with Time, dt=1.0
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CHAPTER 4
TURBULENT FLOW USING SPALART-ALLMARAS (SA) MODEL
4.1 Reynolds (Favre) Averaged Navier Stokes Equations
For compressible flow, ρ and p are decomposed using Reynolds averaging and velocity and
energy are decomposed using Favre averaging, which leads to the need to model
ρuiu j = 2µT (Si j − 13
∂uk
∂xk
δi j ) − 23 ρkδi j (4.1)
where µT is modeled in this chapter using the Spalart-Allmaras (SA) model. The heat fluxes may
be obtained by taking the derivatives of the thermal conductivity and temperature product given as
KT =
µCp
Pr
P
ρR
=
µ
Pr R¯
P
ρ
(4.2)
The turbulent component is added to equation (4.2) as
KT =
µ
Pr R¯
P
ρ
+
µT
(Pr)T R¯
P
ρ
(4.3)
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The corresponding residual vector for the turbulent Navier-Stokes equations may be expressed as
R1 =
∂ρ
∂t
+
∂(ρu)
∂x
+
∂(ρv )
∂ y
R2 =
∂(ρu)
∂t
+
∂(ρu2 + p)
∂x
+
∂(ρuv )
∂ y
− ∂τxx
∂x
− ∂τx y
∂ y
R3 =
∂(ρv )
∂t
+
∂(ρuv )
∂x
+
∂(ρv2 + p)
∂ y
− ∂τyx
∂x
− ∂τy y
∂ y
R4 =
∂(ρE)
∂t
+
∂((ρE + p)u)
∂x
+
∂((ρE + p)v )
∂ y
− ∂(τxxu + vτx y − qx)
∂x
− ∂(τx yu + vτy y − qy )
∂ y
R5 = τxx − 23 (µ + µT )
M∞
Re∞
(2
∂u
∂x
− ∂v
∂ y
) (4.4)
R6 = τx y − (µ + µT ) M∞Re∞ (
∂u
∂ y
+
∂v
∂x
)
R7 = τy y − 23 (µ + µT )
M∞
Re∞
(2
∂v
∂ y
− ∂u
∂x
)
R8 = qx + (
µ
Pr
+
µT
PrT
)
M∞
Re∞
(− p
ρ2R
∂ρ
∂x
+
1
ρR
∂p
∂x
)
R9 = qy + (
µ
Pr
+
µT
PrT
)
M∞
Re∞
(− p
ρ2R
∂ρ
∂ y
+
1
ρR
∂p
∂ y
)
The Spalart-Allmaras equation [45–47] is used to model turbulence. This model is well-suited for
high Reynolds number external flows. It is well understood that this model is not sufficient for
airfoils at high angles of attack where separation occurs.
4.2 Spalart-Allmaras Model
The SA model in terms of the turbulence working variable, ν, is given as
∂ν
∂t
+ u
∂ν
∂x
+ v
∂ν
∂ y
= cb1 S¯ν − cw fw ( νd )
2 +
1
σ
[5.(( µ
ρ
+ ν) 5 ν) + cb2(5ν)2] (4.5)
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X = ννL =
ρν
µ ,
fv1 = X
3
X3+c3
v1
,
Production = cb1 S¯ν,
where S′ = S+ νk2d2 fv2, and S is the magnitude of vorticity, and d is the closest distance to the wall.
Distruction = cw fw ( νd )
2,
fv2 = 1 − X1 − X fv1 , fw = g
1 + c6w
g6 + c6w
,
g = r + cw2(r6 − r), r = min( ν
S¯κ2d2
, rlim), rlim = 10
(4.6)
the constant coefficients are given below
cb1 = 0.1355, cb2 = 0.622, σ =
2
3
, κ = 0.41, cv1 = 7.1,
cw1 =
cb1
κ2
+ (
1 + cb2
σ
) = 3.239, cw2 = 0.3, cw3 = 2.0, νT = ν fv1
(4.7)
4.3 Non-dimensionalization of Spalart-Allmaras Model
SA Turbulence model is non-dimenionalized using same parameters that were used for non-
dimensionalization of the NS equations. The turbulence working variable is non-dimensionalized
using the far-field dynamic viscosity, giving the non-dimensional form of the equation as
∂ν¯
∂t
+ u¯
∂ν¯
∂x
+ v¯
∂ν¯
∂ y
= cb1 S¯ν¯ − M∞Re∞ cw fw (
ν¯
d
)2 +
1
σ
M∞
Re∞
[5.(( µ¯
ρ¯
+ ν¯) 5 ν¯) + cb2(5ν¯)2] (4.8)
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where
ν¯ =
ν
ν∞
, ui
∂ν
∂xi
= u¯i
∂ν¯
∂ x¯i
ν∞C∞
Lre f
,
∂ν
∂t
=
∂ν¯
∂t¯
ν∞C∞
Lre f
(4.9)
the vorticity vector, ω = 5 × V , for two-dimensional flows has only one component, that is
ωz =
∂v
∂x
− ∂u
∂ y
(4.10)
non-dimensionalizing this will lead to
ωz = (
∂v¯
∂ x¯
− ∂u¯
∂ y¯
)
C∞
Lre f
ωz = ω¯z
C∞
Lre f
(4.11)
noting that fv1, fv2 and fw are already in non-dimensional form, start non-dimensionalizing the
right hand side, consider the first term in r = min( νS¯k2d2 , rlim)
ν
S′k2d2 =
ν¯
S¯′κ2 d¯2
ν∞
C∞Lre f
for the production term, P = Cb1(S′ + νκ2d2 fv2)ν = Cb1(S¯
′ ν∞
C∞Lre f +
ν2∞
Lre f
ν¯
κ2 d¯2
∗ fv2)
P¯ = Cb1(S¯′ + ( M∞Re∞ )
ν¯
κ2 d¯2
fv2) ν¯
similarly for distruction and diffusion terms, D¯d = Cw1 fw ( M∞Re∞ )(
ν¯
d¯
)2
D¯ f = ( M∞Re∞ )D f
from here on, bars are dropped for convenience.
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4.4 Coupling Spalart-Allmaras Model with Reynolds Averaged Navier Stokes Equations
4.4.1 Tight Coupling
Tight coupling of the NS equations with the SA model would lead to specification of 12
independent variable. This model was implemented in this study and it was observed that this
type of coupling leads to an unstable system. An alternative solution procedure is to couple these
equations as shown in Fig. 4.1 . Another advantage of loose coupling is that the turbulence model
can easily replaced without the need to modify the NS solver.
4.4.2 Source Term Definition Suitable for Spalart-Allmaras Model in LSSEM
The SA model in FVM, DG, or SUPG methods are rearranged such that similar terms can
be generated and be integrated with the NS equations as
∂ν
∂t
+ O.Fe − O.Fv = S (4.12)
where Fe and Fv represent the convective and diffusive fluxes of the turbulence model, respectively.
In the LSSEM approach, there is no need to express the equation in the above mentioned form. In
fact, theoretically one may linearize the equation and solve the entire equation without separating it
into fluxes and source terms. This approach was implemented in this study and was found that with
the exception of low Reynolds number flows, it did not represent a robust solution procedure. One
of the well-known difficulties associated with the SA model is the need for the turbulent working
variable to remain positive, especially for higher order methods. Even with Moro’s fix [48] for
the SA model, the above approach remained unstable for high Reynolds number flows. This is
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mostly due to the destruction term, which can generate large negative values and make the method
unstable. In order to retain the effect of the second order derivatives in the Jacobian matrix,
the entire diffusion terms as well as the destruction term are moved to the left hand side. This
formulation additionally eliminates the need to deal with the large source term which is not well
suited for LSSEM methods. Using this arrangement, the source term is assumed to be that due to
production as
∂ν
∂t
+ u
∂ν
∂x
+ v
∂ν
∂ y
− Dd − D f = P (4.13)
where the production term is evaluated at the previous time step, discretizing the time using Implicit
Euler method as
νn+1
M t
+ (u
∂ν
∂x
+ v
∂ν
∂ y
− Dd − D f )n+1 = Pn + ν
n
M t
(4.14)
and assuming that the values of the turbulence working variable from the previous step are positive,
the source term is always positive due to the fact that P ≥ 0, With the above proposed rearrange-
ment, this approach preserved positivity and was robust for high Reynolds number flows.
Figure 4.1 Schematic presentation of segregated algorithm
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4.4.3 Positivity Preserving using Segregation of the Model to Hyperbolic and Elliptic Parts
The formulation that was presented in the previous section produces a robust LSSEM im-
plementation. The SA model consists of two parts with two different scales. The hyperbolic part
and the diffusion part. One approach is to use a predictor-corrector to calculate the turbulence
working variable as schematically shown in Fig. 4.2. To do this, the SA model is divided into two
equations. The procedure here is similar to projections method commonly used for incompressible
flow. The value of turbulence working variable should be positive, there is no mechanism in the
PDE to enforce this condition. Generally negative values are explicitly filtered. It has been shown
and mathematically proven in [49] that this segregation is positivity preserving.
Figure 4.2 Schematic presentation of projection based segregated algorithm
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Therefore, recasting the time derivative as
νn+1 − νn
4t =
νn+1 − ν∗
4t +
ν∗ − νn
4t (4.15)
where ν∗ is the predictor. Substitution into equation (4.5) yields
ν∗ − νn
4t + u
∂ν
∂x
+ v
∂ν
∂ y
= P − Dd (4.16)
νn+1 − ν∗
4t = D f (4.17)
For convergence, an additional inner Newton loop is required, which will result in increased
computational costs. Therefore , due to these added costs, the previously discussed loosely coupled
approach is adopted in the current work.
4.5 Conversion of the Spalart-Allmaras Model to First Order Form
In order to avoid second order derivatives, this system must be converted to first order form.
This is accomplished by considering the following as dependent variables in the SA turbulence
model
W0 = ν,W1 =
∂ν
∂x
,W2 =
∂ν
∂ y
(4.18)
Using equation (4.18)
DW0
Dt
+ Dd − M∞Re∞
Cb1
σ
[(
∂W1
∂x
)2 + (
∂W2
∂ y
)2] − M∞
Re∞
1
σ
[
∂
∂x
((ν +W0)W1) +
∂
∂ y
((ν +W0)W2)] = P
(4.19)
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where
DW0
Dt
=
∂W0
∂t
+UW1 + VW2 (4.20)
4.6 Numerical Results
4.6.1 Subsonic Compressible Flow over NACA0012
Fully turbulent flow over a NACA0012 airfoil at a Mach number, angle of attack, and
Reynolds number of 0.5, 0◦, and 5× 105, respectively, is investigated. The mesh spacing normal to
the wall is approximately 10−4. Computational mesh consists of 864 elements and 22070 points.
Neuman boundary conditions are imposed on the turbulent working variable at the outflow. Figs.
4.3-4.4 graphically present the results for this case. It can be observed that the higher order accuracy
allows the wake of the turbulent working variable to be resolved to the far-field.
4.6.2 Subsonic High Angle of Attack Flow over NACA0012
This test case is the fully turbulent flow over a NACA0012 airfoil at a Mach number, angle
of attack, and Reynolds number of 0.15, 10◦, and 6 × 106, respectively. This case is studied in
detail in [50]. The turbulent working variables and the U-component of velocity is shown in Figs.
4.5 and 4.6, respectively. The magnified view for the U- component of velocity is also presented in
Fig. 4.7. Variation of U- component of velocity 10 chords length downstream along y- coordinate
of the wake is shown in Fig. 4.8. As shown in Fig. 4.8, and noting that a much coarser mesh
(with 2688 elements) is used the solution varies between 0.1405-0.148. The results for this velocity
component in [50] varies between 0.142-0.148 using 920 thousand degrees of freedom. Thus these
preliminary results and comparisons indicate that the much higher order of accuracy used in the
current work is greatly beneficial in resolving the flow far down stream.
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Figure 4.3 Turbulent working variable
Figure 4.4 U component of velocity
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Figure 4.5 Turbulent working variable
Figure 4.6 U component of velocity
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Figure 4.7 Turbulent working variable
Figure 4.8 U component of velocity 10 chords downstream
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CHAPTER 5
ASSEMBLY FREE PLEASINGLY PARALLEL DISCONTINUOUS APPROACH
In this section a discontinuous methodology is utilized; that is, each element has its own
set of degrees-of-freedom. This formulation possesses a greater sparsity pattern in the Jacobian
matrix, and has a smaller bandwidth when compared to the continuous counterpart. However,
these attributes come at the expense of an increased number of degrees-of-freedom on a given
discretization. In the current work, the conventional discontinuous approach is modified to convert
the equations to a matrix free system where there is no need for assembling the global system.
The continuity in the formulation between two neighboring elements is imposed in a weak sense
with a penalty equation added to the original PDE in each element. This penalty term minimizes
the integral of the square root of the difference between the unknown state-vectors on each edge
for neighboring elements. The conventional discontinuous approach evaluates this integral at the
current time iterate. Using that approach, assembly of the system is required and is not matrix
free. It will be shown that by modifying this equation it is possible to obtain a matrix free system.
Additionally each element becomes independent from other elements, and the direct solution for
each element is possible. Therefore, the storage and iterative solution of the system, which may
possess a high condition number, can be performed economically. The system matrix obtained by
this least squares method is symmetric positive definite and can be effectively solved by Cholesky
decomposition. This solution procedure is well suited for parallelization using Pthreads and CUDA.
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This is due to the fact that there is now no need for any communication, and each element only reads
the data from the neighboring elements, while solving for its own unknowns. Another advantage
of the matrix free approach is that adaptation is easily implemented by only introducing new
state-vectors into the data structures and updating the neighbor connectivity. The value of the cost
function in the formulation may be used to select the elements that need to be refined. Each tagged
element is then divided by h-refinement. This results in a non-conformal mesh. Utilization of a
non-conformal mesh alleviates the need for increasing the resolution in unnecessary locations. To
require conformality of the mesh, the extent of refinement and the number of degrees-of-freedom
are increased. In the current work, quintic quadrilateral elements are used in the simulations, and a
C++ vector class is used for updating mesh refinement data structures. More details on adaptation
is discussed in Chapter 6.
5.1 Discontinuous Least Squares Spectral Element Method
In the discontinuous approach, each element has its own set of degrees of freedom, thus
there are no nodes where continuity is enforced. Therefore, any node within an element is only
dependent on the nodes within the element and the edge nodes on the adjacent connecting faces.
This effectively reduces the bandwidth of the Jacobianmatrix. For the least squares spectral element
method the continuity can be weakly imposed by adding the following penalty function
I =
1
2
∫ neq∑
i=1
R2i dΩ + λ
∮
(q − q∗)2dl, i = 1, ..., n (5.1)
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where n is the number of equations and dl stands for the line integral along the edge and q∗ is
the unknowns state-vector along the edge of the neighboring element. The penalty term enforces
continuity in a weak sense.
5.2 Conversion to Assembly Free System
The discontinuous least squares spectral element method can easily be converted to a matrix
free system by modifying the penalty term. Matrix free means the assembly stage of the regular
finite element analysis is eliminated and the Jacobian matrix is only formed for each element. To
accomplish this, instead of evaluating the q∗ at time step n + 1, it is evaluated at time step n,
making the system semi-implicit. For higher order elements, using a preconditioner is inevitable
for conventional discontinuous or continuous FEM methods. Conversion to matrix free eliminates
the storage of the Jacobian matrix as well as the corresponding preconditioner. Note that this
approach can also be used for the discontinuous Galerkin as well as the discontinuous Petrov-
Galerkin formulations. However, those methods have highly restrictive CFL number constraints
and therefore are better suited for explicit discretization, particularly when small time steps are
necessitated by the physics.
5.3 Method of Manufactured Solution to Verify the Assembly Free Approach
The same set of equations used in the continuous approach, as given in equation (2.21),
are used. The initial mesh is adapted prior to solution and is depicted in Fig. 5.1. The primitive
variables are illustrated in Figs. 5.2-5.5, and once again are indistinguishable from the specified
manufactured solutions. The magnified view of the mesh and the U-component of velocity is
shown in Fig. 5.6 to demonstrate the continuity on non-conformal grid. The details concerning the
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solution procedure on non-conformal meshes is the subject matter of next chapter.
Figure 5.1 MMS grid with three level adaptation
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Figure 5.2 MMS density
Figure 5.3 MMS U component of velocity vector
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Figure 5.4 MMS V component of velocity vector
Figure 5.5 MMS pressure
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Figure 5.6 Magnified view to illustrate continuity in weak form
5.4 Memory Requirement Comparison
The amount of memory usage in terms of number of variables required to be stored for
the continuous and assembly free discontinuous least squares methodologies is examined. Two
sample meshes are used for demonstration and have 178 and 2688 elements. Assuming first-order
in time and sixth-order in space the memory usage for continuous, and parallel discontinuous
methodologies may be written as
MC = 2 × npts × neq + nnz × neq2 (5.2)
MDParallel = 2 × nelem × nppe × neq + nprocs × nppe × neq2 (5.3)
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where neq, nppe, npts, and nnz stand for number of equations, number of points per element, total
number of points and number of non-zeros in the Jacobian matrix. Once again, only half of the
Jacobian is stored. The number of processors was set to 32. The results are presented for Euler and
laminar Navier-Stokes equations in Tables 5.1 and 5.2, respectively.
Table 5.1 Memory consumption comparison for Euler equations
Number of elements Continuous Assembly free Ratio
178 1826760 69696 26.21
2688 27474120 792576 34.66
Table 5.2 Memory consumption comparison for Navier-Stokes equations
Number of elements Continuous Assembly free Ratio
178 9144360 208656 43.82
2688 137558070 1835136 74.96
Therefore, the amount of memory required for the semi-implicit assembly free method is
much less compared to the fully implicit continuous formulation. It is in fact comparable to the
explicit discontinuous formulation, however, this methodology does not exhibit CFL restriction
behavior of explicit discretization.
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CHAPTER 6
NON-CONFORMAL ADAPTIVE REFINEMENT
Adaptive refinement is crucial for improving the accuracy of a solution in an economic way.
For conformal structured grids (i.e. quadrilateral elements), local adaptation of one element will
lead to adaptation of all the neighboring elements, and will extend to the boundaries. This increases
the cost of the calculations unnecessarily. On the other hand, if the requirement of conformality is
removed in the grid generation process, local mesh adaptation is possible. This in turn can make
the mesh generation process using quadrilateral elements less burdensome for practical geometries.
6.1 Non-Conformal Mesh Refinement
Both h-refinement and p-refinements lead to hanging nodes; that is, the modified mesh will
include different number of nodes from different sides. Due to mismatch, this form of adaptive
refinement is referred to as non-conformal. An example of this is demonstrated in Fig. 6.1. In this
study, refinement of the P5 quadrilateral elements are accomplished by dividing the element into
four new elements. The elements are generated using the midpoints of each edge and the centroid
of the element. The element located at the bottom left will retain the original element number of
the element before refinement, and the three new elements are labeled in increasing order in counter
clockwise rotation as shown in Fig. 6.2. To keep the order of accuracy in curved elements, the
geometry is approximated using P2 polynomials inside each refined element.
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Figure 6.1 Non-conformal mesh
Figure 6.2 Refined element in computational domain
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6.2 Satisfying Continuity via Virtual Edge Construction
In the DLSSEM, the continuity across the elements are enforced weakly using a penalty
function. At each non-conformal edge, a virtual edge is constructed and the continuity is enforced
between this virtual edge and the current edge. There are two types of non-conformal edges. One
that has several neighbors, and one that only has one neighbor but shares that edge with some
other elements as depicted in Fig. 6.3. To find the location of the Gauss points in neighboring
non-conformal edges, Newton’s method is used. Consider two abutting elements ‘a‘ and ‘b‘, while
integrating the continuity penalty parameter, the following procedure is implemented to obtain q∗:
1) Given the Gauss point location for element ‘a‘ in the natural coordinates calculate the
location of the Gauss point in the physical space, i.e. Xp and Yp
X ap =
∑
X ai Φi
Y ap =
∑
Y ai Φi (6.1)
2) Identify which neighbor holds that points (as now each element can have multiple
neighbors)
3) Using these coordinates of the neighbor, form the iso-parametric representation of the
neighboring edge, in other words
X ap =
∑
X bi Φi (ζ, η)
Y ap =
∑
X bi Φi (ζ, η) (6.2)
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4) Solve the above nonlinear equation using Newton’s method for ζ, η
5) Interpolate the unknown vector at that location for the element
6) Assume this value as q∗
7) Repeat for the next Gauss point
Figure 6.3 Virtaul edge construction
6.3 Interpolating Variables for newly Generated Elements
As noted previously a P5 element is divided into four new elements by connecting the
centroid of the element to the mid-point along each edge. One of the children will be labeled
as the current parent element number, whereas the other three are added to the end of the list of
elements. Interpolation from the mother elements to the children is carried out using the original
P5 polynomials. The x and y location in each node at each child element is calculated using the
iso-parametric representation of the geometry. Subsequently a Newton’s method is used to find
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the corresponding ξ and η locations in the mother element. After determining these coordinates,
interpolating the independent variables is straight forward. A similar procedure is used for de-
refinement, with the additional step that before solving for the locations of the points, one has to
identify the element that holds the points first.
6.4 Adaptive Refinement Applied to Inviscid Flow
The adaptation procedure is presented for inviscid flow. Several standard test cases are used
to demonstrate the ability of this method. The analysis includes flow over a cylinder at subsonic
flow, and a NACA0012 airfoil in subsonic and transonic flow conditions. The NACA0012 geometry
is included to examine the effect of geometric and solution singularities on the method. The final
test case is the supersonic flow over a 5◦ ramp. Three levels adaptation is applied to the cases unless
stated otherwise.
6.4.1 Subsonic Inviscid Flow around a Cylinder
The flow around a cylinder is simulated at a Mach number and angle of attack of 0.3 and 0◦,
respectively. The results for this case is presented in Fig. 6.4. The initial mesh and the final mesh
consist of 24 and 228 elements, respectively. The solutions for these two cases are presented in Fig.
6.5 for comparison. As can be clearly seen, adaptive refinement results are considerably improved.
In order to preserve symmetry, symmetric adaptation is enforced. Since the path the optimization
takes to convergence is not necessarily symmetric, without enforcing this condition, the solver will
perform adaptation in an asymmetric way which is not desirable for the case under study here.
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(a) Density (b) U component of velocity
(c) V component of velocity (d) Pressure
Figure 6.4 Low-speed inviscid flow around cylinder, M=0.3 and AOA=0
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(a) Initial mesh (b) Final mesh
(c) Pressure contours using initial mesh (d) Pressure contours using final adapted mesh
Figure 6.5 Comparison of solutions on initial and final meshes for flow around cylinder, M=0.3
and AOA=0
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6.4.2 Inviscid Flow over NACA0012 Airfoil
Two flow conditions are utilized to study the inviscid flow over a NACA0012 airfoil. The
first condition assumes subsonic flow with a Mach number and angle of attack of 0.5 and 2◦,
respectively. The initial mesh contains 266 elements and is additionally used for the transonic flow
test case discussed in the next section. For this subsonic test case the adaptive refinement process
resulted in 554 elements. The final result at the end of adaptation is presented in Fig. 6.6. Figure
6.7 is presented to illustrate the initial and adapted meshes and their corresponding solutions for
pressure. As can be seen, the stagnation point and the pressure drop on the suction surface of the
airfoil are greatly resolved.
The second test case assumes transonic flow with a Mach number and angle of attack of 0.8
and 0◦, respectively. Since the airfoil geometry is symmetric, and a 0◦ angle of attack assumed, the
flow should be symmetric about the centerline of the airfoil. Therefore, the mesh was adaptively
refined in a symmetric manner as was previously done for the cylinder test case. The final adapted
mesh contains 2078 elements. The contours of the primitive variables on the adaptively refined
mesh are shown in Fig. 6.8. For comparative purposes, the pressure contours on the initial and
final adapted mesh are illustrated in Fig. 6.9. As can be seen, the stagnation point on the leading
edge of the airfoil, as well as the shock waves on the upper and lower surfaces are highly resolved.
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(a) Density (b) U component of velocity
(c) V component of velocity (d) Pressure
Figure 6.6 Flow around NACA0012, M=0.5 and AOA=2
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(a) Initial mesh (b) Final adapted mesh
(c) Pressure contours using initial mesh (d) Pressure contours using final adapted mesh
Figure 6.7 Comparison of solutions on initial and final meshes for flow around NACA0012,
M=0.5 and AOA=2
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(a) Density (b) U component of velocity
(c) V component of velocity (d) Pressure
Figure 6.8 Flow around NACA0012, M=0.8 and AOA=0
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(a) Initial mesh (b) Final adapted mesh
(c) Pressure contours using initial mesh (d) Pressure contours using final adapted mesh
Figure 6.9 Comparison of solutions on initial and final meshes for flow around NACA0012,
M=0.8 and AOA=0
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6.4.3 Supersonic Inviscid Flow over Ramp
The flow over a 5◦ rampwith a supersonicMach number of 2 is considered. For this test case
the initial grid has 30 elements and four levels of adaptive refinement are utilized. The contours of
the primitive variables are shown in Fig. 6.10. As can be seen, the strong shock wave emanating
from the leading edge of the ramp is highly resolved. The final mesh contains 786 elements.
For comparison the initial and final meshes, as well as the pressure contours, are shown in Fig.
6.11. The shock wave on the initial mesh is smeared and in the incorrect location. However, as is
evident from the adapted mesh in Fig. 6.11(b), the adaptive process refines in the vicinity of the
discontinuity, but does not refined upstream or downstream of the shock wave. This is appropriated
since the flow has a constant state in these regions. For this case, given the deflection angle of
the ramp and the Mach number, the angle of the shock wave may be determined from theory [51]
and is found to be 34.3 degrees. The numerically computed shock wave angle is 34.1 degrees and,
therefore, is in excellent agreement with the theoretical value.
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(a) Density (b) U component of velocity
(c) V component of velocity (d) Pressure
Figure 6.10 Supersonic flow over ramp, M=2.0 and AOA=0
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(a) Initial mesh (b) Final adapted mesh
(c) Pressure contours using initial mesh (d) Pressure contours using final adapted mesh
Figure 6.11 Comparison of solutions on initial and final meshes for supersonic flow over ramp,
M=2.0 and AOA=0
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6.5 Adaptive Refinement Applied to Laminar Steady Flow
To demonstrate the adaptive procedure for viscous flow, a NACA0012 airfoil at a Mach
number, angle of attack, and Reynolds number of 0.5, 3◦, and 5000, respectively, is examined.
The initial mesh has 864 elements, whereas the final adapted mesh contained 1887 elements and
is shown in Fig. 6.12. Furthermore, the axial component of velocity and density on the final mesh
are depicted in Figs. 6.14 and 6.13, respectively. As seen, the adaptive procedure resolves the wake
far downstream of the airfoil.
Figure 6.12 Final adapted mesh for laminar flow around NACA0012, M=0.5, AOA=3 and
Re=5000
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Figure 6.13 Density contours for flow around NACA0012, M=0.5, AOA=3 and Re=5000
Figure 6.14 U-component of velocity contours for flow around NACA0012, M=0.5, AOA=3 and
Re=5000
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6.6 Dynamic Adaptive Refinement Applied to Unsteady Laminar Flow
For unsteady cases, de-refinement is also required due to the fact that elements of interest
for refinement will vary with time. As an example, consider a vortex shedding cylinder. The
location of the vortex is time dependent, considering the location of the vortex as the primary target
for adaptation, the elements to be refined to improve predictive accuracy are constantly changing
with time. Without de-refinement, the area behind the cylinder would be heavily refined even in
regions where high resolution is no longer required at the current time step. Therefore, the lack of
de-refinement will lead to a computationally expensive procedure. The de-refinement process is
carried out using a quad tree structure as depicted in Fig. 6.15. Only elements that do not have any
children, and satisfy a prescribed threshold will be eliminated. To be more memory efficient, the
original parent element is replaced by the first child. In other words, only three new elements are
added at each refined element. The de-refinement will not go beyond the initial grid.
6.6.1 Interpolation and Conservation
A polynomial of degree n is replaced by several polynomials of the same order in the
refinement process. Since the latter can represent the original surface perfectly no error will be
introduced into the adaptive process, therefore refinement introduces no error provided that same
order interpolation is used. On the other hand, in the de-refinement process exactly the opposite
occurs. To illustrate this a simple one dimensional example is used.
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Figure 6.15 Quad tree structure
Figure 6.16 Error in derefinement
Consider the function in shown in Fig. 6.16, which is represented by two abutting linear
elements. The figure on the right is the equivalent function de-refined to one element. It can be
observed that the area under the two lines are not the same. This introduces error in the calculation,
eliminates the conservative characteristic of the numerical method, and should be avoided in the
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de-refinement. One way to avoid this is to monitor the the change in the integral of the curve before
and after de-refinement.
6.6.2 Unsteady Laminar Flow around Cylinder
In this section, unsteady laminar flow at Mach number and Reynolds number of 0.2 and
100, respectively, are presented. The time step is selected to be 0.1. Magnitude of the vorticity
vector is used as the refinement and de-refinement criteria. It is demonstrated that this method can
successfully track the vortices shedding from the cylinder. Figures 6.17-6.20 illustrate the mesh
status at 10 non-dimensional time steps apart. U- and V- components of velocity and vorticity are
shown at a snapshot in Figs. 6.21-6.23, respectively.
Figure 6.17 Refinement de-refinement illustrations 1
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Figure 6.18 Refinement de-refinement illustrations 2
Figure 6.19 Refinement de-refinement illustrations 3
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Figure 6.20 Refinement de-refinement illustrations 4
Figure 6.21 U component of velocity contours for unsteady flow around a cylinder, M=0.2 and
Re=100
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Figure 6.22 V component of velocity contours for unsteady flow around a cylinder, M=0.2 and
Re=100
Figure 6.23 Vorticity contours for unsteady flow around a cylinder, M=0.2 and Re=100
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6.7 Unconditionally Stable Least Squares Spectral Element Method
To this end, it was demonstrated that the dissipation in the LSSEM method is proportional
to the time step, which implies that the method is conditionally stable for a given numerical
discretization. In real engineering problems, smaller time steps may be imposed by the physics. In
this section themethodology ismodified such that the formulation can bemade to be unconditionally
stable. This is demonstrated for the Euler equations and is verified using themethod ofmanufactured
solution.
6.7.1 Effect of Time Step on the Weighting Function
The weighting function for the LSSEM is given by ( ∂Ri∂U j )
T , this consists of two parts
expressed as
W =
φi
dt
+ A
∂φi
∂x
+ B
∂φi
∂ y
(6.3)
multiplying by time step dt
W ′ = φi + (A
∂φi
∂x
+ B
∂φi
∂ y
)dt (6.4)
As the time step decreases, theweighting function approaches theweighting function of theGalerkin
formulation, i.e. W ′ ' φi. It is well known that this formulation will lead to an unconditionally
unstable scheme for hyperbolic problems.
6.7.2 Modification of PDE
To circumvent the difficulty associated with small time steps the original PDE for Euler
equations is modified as follows
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∂Q
dt
+ R + αR − αR = 0 (6.5)
In equation (6.5), αR is added and subtracted from the governing equations. Discretization in time
using a semi-implicit approach yields
Qn+1 −Qn
∆t
+ (R + αR)n+1 − αRn = 0 (6.6)
where α is a coefficient to be determined based on the residual. The value of this coefficient is
selected to vanish as the residual goes to zero. Hence, this modification will have negligible effect
on the results. The drawback of this method is that it increases the condition number of the system.
To illustrate this, the convergence of the modified set of equations for α = 0 and α = 1 are presented
in Fig. 6.24.
Figure 6.24 Convergence deterioration due to introduction of α
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CHAPTER 7
INCOMPRESSIBLE FLOW
7.1 Pleasingly Parallel Discontinuous Assembly Free Methodology for Laminar
Incompressible Flow
The purpose of this chapter is to investigate the use of the developed methodology for
incompressible flow. The incompressible Navier-Stokes equations are recast in first order form by
introducing vorticity as a new independent variable. These equations are numerically solved via the
assembly free discontinuous methodology described in the previous chapters. Adaptive refinement
is additionally included in this analysis.
7.1.1 Conversion of the Incompressible Navier-Stokes to First Order Form
The first step in applying the DLSSEM method for incompressible flow is to convert the
incompressible Navier-Stokes equations to first order form. The governing equationsmay bewritten
as
∂u
∂x
+
∂v
∂ y
= 0
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂ y
= −1
ρ
∂p
∂x
+ υ(
∂2u
∂x2
+
∂2u
∂ y2
) (7.1)
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂ y
= −1
ρ
∂p
∂ y
+ υ(
∂2v
∂x2
+
∂2v
∂ y2
)
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assuming ρ = 1 and choosing the U∞ and Lre f as reference parameters, the equations are non-
dimensionalized as
∂u
∂x
+
∂v
∂ y
= 0
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂ y
= −∂p
∂x
+
1
Re
(
∂2u
∂x2
+
∂2u
∂ y2
) (7.2)
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂ y
= − ∂p
∂ y
+
1
Re
(
∂2v
∂x2
+
∂2v
∂ y2
)
Once again bars are dropped for convenience. Introducing vorticity as
ω = − ∂u
∂ y
+
∂v
∂x
(7.3)
and using the fact that the flow has a divergence free velocity field, the Laplacian of the velocity
component may be written as
∆u =
∂
∂x
(
∂u
∂x
) +
∂
∂ y
(
∂u
∂ y
)
∂
∂x
(− ∂v
∂ y
) +
∂
∂ y
(
∂u
∂ y
) =
∂
∂ y
(−∂v
∂x
) +
∂
∂ y
(
∂u
∂ y
) =
∂
∂ y
(−∂v
∂x
+
∂u
∂ y
) = −∂ω
∂y
similarly
∆v =
∂w
∂x
(7.4)
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Substitution of these equations into equation (7.2) yields
∂u
∂x
+
∂v
∂ y
= 0
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂ y
+
∂p
∂x
+
1
Re
∂w
∂ y
= 0
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂ y
+
∂p
∂ y
− 1
Re
∂w
∂x
= 0 (7.5)
ω +
∂u
∂ y
− ∂v
∂x
= 0
7.1.2 Validation of the Numerical Method using Kovasznay Flow
To validate the numerical procedure for viscous incompressible flow, the Kovasznay ana-
lytical solution on a rectangular grid is used. This grid consists of 49 elements. The Reynolds
number for this test case was selected as 40. The analytic solution for this problem is given as
u = 1 − eλxcos(2piy)
v =
λ
2pi
eλxsin(2piy)
p =
1
2
(1 − e2λx) (7.6)
λ =
Re
2
− (Re
2
4
+ 4pi2)
1
2
Dirichlet conditions for the velocities and pressure are imposed on the boundaries. There is no
need to impose any condition on vorticity. The numerically calculated results are in excellent
agreement with the exact solution and are presented in Figs . 7.1-7.4 for pressure, vorticity, U- and
V- components of velocity, respectively. The L2 − norm of error for pressure field is 6.326× 10−4.
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Figure 7.1 Kovasznay flow pressure
Figure 7.2 Kovasznay flow vorticity
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Figure 7.3 Kovasznay flow U component of velocity
Figure 7.4 Kovasznay flow V component of velocity
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7.1.3 Unsteady Cylinder Test Case on Non-conformal Grid
A circular cylinder in laminar flow, at a Reynolds number of 100 is presented, in this section.
The initial mesh is a non-conformal mesh and is shown in Fig. 7.5. No adaptation is used for this
case. Non-dimensional time step of 0.2 is selected for the simulation. Five Newton iterations are
used to enforce continuity across the element faces in a weak sense. For outflow boundaries zero
traction is applied. The velocity components and pressure at a snapshot are shown in Figs. 7.6-7.8
for demonstrative purposes.
7.1.4 Unsteady Flow around Cylinder with Adaptive Refinement and De-refinement
The second test case is the flow around the cylinder at Reynolds number of 1000. Once
again five Newton iterations used to enforce continuity in a weak sense. and the non-dimensional
time step is chosen as 0.1. Shown in Figs. 7.9-7.12 are the instantaneous adapted meshes and
velocity magnitudes at snapshots taken at 2.5 (non-dimensional time) apart.
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Figure 7.5 Initial non-conformal mesh
Figure 7.6 U component of velocity contours for non-conformal mesh at Re=100
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Figure 7.7 V component of velocity contours for non-conformal mesh at Re=100
Figure 7.8 Pressure contours for non-conformal mesh at Re=100
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(a) Computational adapted mesh
(b) Velocity magnitude contours
Figure 7.9 Instanteneous computational adapted mesh and velocity magnitude contours for
Re=1000
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(a) Computational adapted mesh
(b) Velocity magnitude contours
Figure 7.10 Instanteneous computational adapted mesh and velocity magnitude contours for
Re=1000
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(a) Computational adapted mesh
(b) Velocity magnitude contours
Figure 7.11 Instanteneous computational adapted mesh and velocity magnitude contours for
Re=1000
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(a) Computational adapted mesh
(b) Velocity magnitude contours
Figure 7.12 Instanteneous computational adapted mesh and velocity magnitude contours for
Re=1000
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CHAPTER 8
CONCLUSION AND FUTURE WORK
8.1 Concluding Remarks
The main disadvantage of least squares approaches, compared to other stablized finite
element techniques, is that it introduces new independent variables in order to convert the system
to first order form. To mitigate this problem in this study some modifications to the cost function
have been introduced. By modifying the cost function it is possible to obtain a discontinuous
version of the least squares methodology. This is equivalent to the discontinuous formulation in
strong form, which does not require any artificial dissipation. This method is expensive in terms
of memory requirement. To alleviate this problem a semi-implicit formulation is proposed that
leads to a pleasingly parallel assembly free algorithm suitable for shared memory paradigm. In this
approach, the continuity across the faces are satisfied in a weak sense. This in turn removes the need
to store the Jacobian matrix, and its preconditioner, at the expense of an extra Newton loop. This
method reduces the memory requirement dramatically, especially for the higher order elements.
Removing the assembling stage from the formulation, however, deteriorates speed of convergence
of the system of equations. This degradation in convergence speed may be somewhat compensated
by utilizing more computational resources. This methodology is only economically plausible if
implemented using threaded programming. It is not recommended to be used in serial fashion.
Pseudo-time was shown to be effective in increasing the time accuracy without degrading stability
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for compressible flow. The assembly free approach is shown to work well for both compressible and
incompressible flows. Furthermore, it was additionally demonstrated that the proper arrangement
of the terms in the Spalart-Allmaras turbulence model, combined with loose coupling with the
mean flow equations, permitted the methodology to be extended to high Reynolds number flows.
8.2 Recommendations for Future Work
In this study, the numerical algorithmwas developed rather than the computational efficiency
examined. Implementation of the algorithm presented here in CUDA and studying the effect of
assembly free on the memory usage as well as computational speed are topics required for further
study. More mathematically rigorous investigation is required in order to ascertain stability bounds
and convergence behavior. Additionally, the use of artificial viscosity approaches should be explored
for capturing strong shock waves that may be present in the flow. Exploration of the assembly free
methodology using a discontinuous SUPG (D-SUPG) formulation is also recommended.
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APPENDIX A
EULER EQUATION COEFFICIENTS IN CONSERVA-
TIVE FORM EXPANDED IN PRIMITIVE VARI-
ABLES BY NEWTON LINEARIZATION
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M
∂q
∂t
+ L0q + L1
∂q
∂x
+ L1
∂q
∂ y
= f (A.1)
L0(0, 0) = ∂u∂x +
∂v
∂ y , L0(0, 1) =
∂ρ
∂x , L0(0, 2) =
∂ρ
∂ y , L0(0, 3) = 0.0
L0(1, 0) = 2 ∂u∂xu +
∂v
∂ yu +
∂u
∂ y v
L0(1, 1) = 2 ∂u∂x ρ +
∂v
∂ y ρ + 2
∂ρ
∂xu +
∂ρ
∂ y v
L0(1, 2) = ∂u∂ y ρ +
∂ρ
∂ yu
L0(1, 3) = 0.0
L0(2, 0) = 2 ∂v∂ y v +
∂u
∂x v +
∂v
∂xu
L0(2, 1) = ∂v∂x ρ +
∂ρ
∂x v
L0(2, 2) = 2 ∂v∂ y ρ +
∂u
∂x ρ + 2
∂ρ
∂ y v +
∂ρ
∂xu
L0(2, 3) = 0.0
L0(3, 0) = 12 (3u
2 + v2) ∂u∂x +
1
2
∂v
∂ y (u
2 + 3v2) + uv ( ∂u∂ y +
∂v
∂x )
L0(3, 1) = ∂ρ∂x (3u
2 + v2) + ρ( ∂v∂ yu +
∂u
∂ y v ) + ρ(3
∂u
∂xu +
∂v
∂x v ) +
γ
γ−1
∂p
∂x +
∂ρ
∂ yuv
L0(3, 2) = ∂ρ∂ y (u
2 + 3v2) + ρ( ∂v∂xu +
∂u
∂x v ) + ρ(3
∂v
∂ y v +
∂u
∂ yu) +
γ
γ−1
∂p
∂ y +
∂ρ
∂xuv
L0(3, 3) = γγ−1 (
∂u
∂x +
∂v
∂ y )
f0 = ∂u∂x ρ +
∂v
∂ yu +
∂ρ
∂ y v
f1 = 2 ∂ρ∂xu
2 + 4 ∂u∂x ρu + 2
∂v
∂ y ρu + 2
∂u
∂ y ρv + 2
∂ρ
∂ yuv
f2 = 2 ∂ρ∂ y v
2 + 2 ∂v∂x ρu + 4
∂v
∂ y ρv + 2
∂v
∂v ρu + 2
∂ρ
∂xuv
f3 = 32
∂ρ
∂xu(u
2 + v2) + 32
∂ρ
∂ y v (u
2 + v2) + γγ−1 (
∂p
∂xu +
∂p
∂ y v ) +
3
2
∂u
∂x ρ(3u
2 + v2) + 32
∂v
∂ y ρ(3v
2 + u2) +
γ
γ−1p(
∂u
∂x +
∂v
∂ y ) + 3ρuv (
∂u
∂ y +
∂v
∂x )
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