Abstract. Given a skew-symmetric matrix J, we prove that a bounded oper-
Introduction
Let A be a C -algebra with norm · A and let B A (R d ) denote the Fréchet algebra of all functions from R d to A possessing bounded partial derivatives of all orders. Given a d × d real matrix J, a deformed product on B A (R d ),
was defined by Rieffel [6] , with the above integral interpreted as an oscillatory one. If J = 0, one then gets the pointwise product.
Let · denote the norm
A is finite for all multi-indices α and β. If one assumes that J is skew-symmetric, then the operator
, Theorem 4.6). That result is a vector-valued version of Calderon-Vaillancourt theorem, since, if G = g belongs to S
A (R d ), the oscillatory integral in (1) becomes an iterated convergent integral and we get
That is, L F is a pseudodifferential operator with A-valued symbol 
Since × J is associative, it is obvious that every L F commutes with the right multiplications. That they are smooth vectors for the action of the Heisenberg group follows, as in the scalar case ( [4] , Section VIII.2), from the fact that the norm of L F is bounded by a continuous seminorm on
So, every L F is as conjectured. We would like to point out in this paper that, already for the simplest case A = C, the converse to that statement is an interesting problem in pseudodifferential operators. Our result is stated below, in Theorem 1, which actually requires that the given bounded operator commutes only with
x). Let L(H) denote the algebra of bounded operators on H, with operator-norm also denoted by · . Let us define an operator A ∈ L(H) to be Heisenberg-smooth if the mapping
is (normtopology) infinitely differentiable. When A = C, we omit the superscripts and write B and S instead of B C and S C . Cordes proved [3] that an operator in L(H) is Heisenberg-smooth if and only if it is of the form a(x, D), for some a ∈ B(R 2d ). That is closely related to another abstract characterization of pseudodifferential operators proved by Beals [1] . We follow Taylor [8] in calling a result of that kind a Beals-Cordes-type characterization.
A generalization of the above-quoted Cordes result to the case of C -algebravalued symbols is the main obstacle for a full proof of Rieffel's conjecture. Once that is achieved, our proof of Theorem 1 could be adapted to the more general setting.
In Lemma 1, the symbols a of the L F 's are described in terms of the symbols b of the right × J -multiplications R G 's. It turns out that a Heisenberg-smooth operator is an L F if and only if all Poisson brackets {a, b}'s vanish, with the corresponding G's ranging in a larger class, where the R G 's are not necessarily bounded.
In order to prove that every Heisenberg-smooth operator which commutes with the R G 's is the strong-operator limit of L F 's, we use the fact that every Heisenbergsmooth operator leaves S(R d ) invariant (this follows from the above quoted Cordes' characterization of the Heisenberg-smooth operators as pseudodifferential operators), and Lemma 2; which means precisely that the norm-closure of {L F ; F ∈ S(R d )} is a nondegenerate C -subalgebra of L(H). Lemma 2 also implies that
, with product × J , is a Hilbert algebra, in the sense of [5] . Hence, Theorem 1.11 of [7] implies that every bounded operator which commutes with the right regular representation belongs to the von Neumann algebra generated by the left regular representation. We stress, however, that this more general argument is not needed here, since the given operator is Heisenberg-smooth.
Proof of Theorem 1
Given smooth functions on R 2d , a = a(x, ξ) and b = b(x, ξ), let us define, as usual, their Poisson bracket by
Let us denote by P B (R d ) the space of all smooth complex functions on R d which, together with all its derivatives, are polynomially bounded.
Lemma 1. Given a skew-symmetric d × d-matrix J and given
a ∈ C ∞ (R 2d ), there exists F ∈ C ∞ (R d ) such that a(x, ξ) = F (x − Jξ) if and only if {a, b} = 0 for all b of the form b(x, ξ) = G(x + Jξ), G ∈ P B (R d ).
Proof. Let F and G be any smooth functions on R d , and let a(x, ξ) = F (x − Jξ) and b(x, ξ) = G(x + Jξ). Then we have
Then, a satisfies the system of linear partial differential equations
This means that, for each (x, ξ) ∈ R 2d and for each k, a is constant along the line
Proof. Let ψ be a smooth, positive function, with support contained in the open unit ball centered at the origin, and with ψ(ξ)dξ = 1. For each non-negative
, a non-negative integer l, and > 0 are given, then there exists δ > 0 such that
It is easy to see that right × J -multiplication is the same as left × (−J) -multiplication. So, the argument of the previous paragraph applied with (−J) replacing
This follows from ϕ k (x) = ϕ 1 (x/k) and from the fact that L F is bounded by the sum of the supremums of a finite number of derivatives of F ( [2] ; or [6] , Chapter 4, for the A-valued case).
Let A satisfy the hypotheses of Theorem 1. Being Heisenberg-smooth, A must be equal to a(x, D) for some a ∈ B(R 2d ). In particular,
, with E k as in Lemma 2. Using that A commutes with right × J -multiplications, and that
Let K k and K denote the Schwartz kernels of L F k and A, respectively. The fact that L F k converges to A strongly implies that K k converges to K with respect to the weak topology of S (R 2d ). Using the well-known relation between the symbol and the Schwartz kernel of a pseudodifferential operator (see, for example, [4] , Proposition I. 
