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 Vision is one of the most important human senses that facilitate rich interaction with the external 
environment. For example, optimal spatial localization and subsequent motor contact with a specific 
physical object amongst others requires a combination of visual attention, discrimination, and sensory-
motor coordination. The mammalian brain has evolved to elegantly solve this problem of transforming 
visual input into an efficient motor output to interact with an object of interest. The frontal and parietal 
cortices are two higher-order (i.e. processes information beyond simple sensory transformations) brain 
areas that are intimately involved in assessing how an animal’s internal state or prior experiences should 
influence cognitive-behavioral output. It is well known that activity within each region and functional 
interactions between both regions are correlated with visual attention, decision-making, and memory 
performance. Therefore, it is not surprising that impairment in the fronto-parietal circuit is often observed 
in many psychiatric disorders. Network- and circuit-level fronto-parietal involvement in sensory-based 
behavior is well studied; however, comparatively less is known about how single neuron activity in each 
of these areas can give rise to such macroscopic activity. The goal of the studies in this dissertation is to 
address this gap in knowledge through simultaneous recordings of cellular and population activity during 
sensory processing and behavioral paradigms. Together, the combined narrative builds on several themes 
in neuroscience: variability of single cell function, population-level encoding of stimulus properties, and 
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CHAPTER 1: GENERAL INTRODUCTION 
 
The brain effortlessly solves the monumental challenge of recreating our sensory environment as 
neural impulses, efficiently processing and integrating that information with our internal state and 
memory representations, and generating an action that appropriately interacts with said environment. Like 
a well-oiled, interlocking machine, the brain is composed of multiple specialized regions that are highly 
interconnected and synchronized to enable such behavioral engagement (Sporns et al., 2000). Such an 
organization of interconnected modules extends to the many spatial scales of the brain, including, but not 
limited to, the circuit and network levels (Kandel, 2013; Fröhlich, 2016). At the circuit level, individual 
cells that hold their own modicum of information communicate to produce a collective representation of 
processed information. At the network level, structurally and functionally distinct brain regions work 
serially and in parallel to integrate processed information and ultimately send signals to downstream 
motor structures for action engagement. Brain imaging and recording techniques such as functional 
magnetic resonance imaging and electrophysiology can be used to measure network and circuit functional 
interactions, respectively (Ogawa et al., 1990; Bastos and Schoffelen, 2015). Indeed, modern 
neuroscience is supported by the foundation of studies that have revealed relationships between brain 
region and brain network activity to sensory processing and cognitive function across animal species. 
The technologies available to the scientific community dictate the depth of insight we can gain 
from our experiments. Fortunately, the vast array of neuroscience tools in this age provides unprecedented 
spatial and temporal resolution in recording and stimulation. Functional magnetic resonance imaging 
(fMRI) excels in recording neuronal activity-related signals from across the whole brain. Extracellular 
electrophysiology can be used to acquire high temporal resolution action potential (spiking) activity from 
population (multi-unit) and putative single neurons (single-unit). Electrophysiology also records another 
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critical electrical component of population neural activity, the local field potential (LFP), which 
represents subthreshold rhythmic fluctuations in cell membrane and synaptic currents (Buzsaki and 
Draguhn, 2004; Fröhlich, 2016). Importantly, specific rhythmic signatures of the LFP, defined by how 
often they oscillate within a given amount of time (typical oscillation frequency bands of studies consist 
of 1-3 Hz named delta, 4-8 Hz for theta, 8-12 Hz for alpha, 12-30 Hz for beta, and 30-60 Hz for gamma), 
have been linked to sensory processing and behavioral performance (Cardin et al., 2009; Boyce et al., 
2016; Herrmann et al., 2016; Lustenberger et al., 2016). In order to obtain a comprehensive understanding 
of how neurons in a specific brain region are directly involved with producing a specific pattern of 
activity or generating a behavior, one must show causation using stimulation of said neurons. 
Optogenetics, optical stimulation of genetically-identified neurons via viral expression of light-activated 
ion channels, allows for temporally-precise activation of specific cell type-specific populations (Boyden 
et al., 2005). 
Observation of both single neuron and population activity enhances our understanding of how 
neural activity gives rise to sensory processing and behavior. Particularly with higher-order brain areas 
like frontal and parietal cortices, neurons make up groups that exhibit distinct functions and response 
profiles. For example, early characterization of parietal cortex neuron classes found that 31% of neurons 
were light-sensitive, 10% were involved in oculomotor response, 12% were involved with reach 
movements, 16% were responsive to eye fixation, and the rest did not exhibit activity related to the 
oculomotor behavioral task (Motter and Mountcastle, 1981). Several of these groups could be divided into 
additional subcategories, some consisting of only a handful of neurons that, for example, activated when 
animals fixated on a visual target. On the other hand, in frontal cortex, larger proportions of the neural 
population can perform better in decoding behavior compared to smaller groups of neurons (Tremblay et 
al., 2015). Therefore it is important to take into account single neuron and population-level activity when 
attempting to understand the mechanisms underlying complex sensory processing and behavior. 
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A crucial feature of many mammalian species is the presence of higher-order brain areas that 
facilitate cognition, executive function, and top-down regulation of upstream areas (Kandel, 2013). Here, 
top-down regulation refers to the ability of certain brain areas to influence activity based on internal state 
or existing mental representations (e.g. expectation of the next stimulus based on stimulus history). Once 
sensory stimuli are faithfully reconstructed in early sensory regions, higher-order brain areas such as 
parietal and frontal cortices add context and a general framework for how such information is to be 
interpreted. This framework represents the animal’s current state, emotions, previous experiences, and 
recent memories that may contribute to stimulus interpretation and variability from encounter to 
encounter. Although parietal and frontal cortices occupy similar niches in higher-order cognition, their 
nuanced functions fill vital roles in the pipeline of transforming sensory input into behaviorally-relevant 
output. 
The parietal cortex is positioned at the end of the visual circuit primarily responsible for spatial 
identification and interaction of objects in the environment, classically called the dorsal visual stream 
(Goodale and Milner, 1992). An early study focused on delineating the response properties of single 
parietal neurons to moving, drifting stimuli: about 30% of neurons were visually responsive and 90% of 
those neurons exhibited stronger activity towards one direction and not the opposing direction (Motter 
and Mountcastle, 1981). Later, the behavioral relevance of these neurons was investigated by two main 
opposing groups arguing that the primary function of parietal cortex was either a sensori-motor 
integration center for planning of motor actions (Andersen and Buneo, 2002) or a priority map for 
enhancing visual responses to attended stimuli (Colby and Goldberg, 1999). More recently, parietal cortex 
has been implicated in higher-order functions such as evidence accumulation (Hanks et al., 2015), where 
neurons show gradual increases in activity leading up to a decision, and trial history-dependent decision 
making (Raposo et al., 2014; Hwang et al., 2017). Taken together, parietal cortex plays a key role in a 
variety of sensory and cognitive function crucial to proper behavioral engagement with the environment: 
the topics of parietal research range from basic sensory response properties to sophisticated models of 
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decision-making. Despite this existing body of parietal research, there remains a gap in the literature of 
how parietal sensory responses are modulated by internal animal states and external contextual demands, 
and how such sensory representations ultimately contribute to signals that influence behavior. A portion 
of the work that I have conducted aims to address this gap in knowledge through careful dissection of 
parietal neuron activity and parietal circuit interactions as a function of animal arousal states and stimulus 
context. 
The frontal cortex is often considered to be the regulator of voluntary, purposeful behavioral 
actions, providing top-down control onto upstream regions and directly influencing motor output regions. 
The source and content of top-down control may differ by frontal cortex subregion; this dissertation 
specifically focuses on the dorso-lateral prefrontal cortex (dlPFC) subdivision which is involved with 
target stimulus selection, response inhibition, and behavioral output (Snyder et al., 1997; Menon et al., 
2001; Heekeren et al., 2004). Signals in frontal cortex are thought to be in a near-final processed form and 
represents a binary signal of whether or not an action should be performed (Hanks et al., 2015). Indeed, 
when compared to parietal cortex which exhibits graded firing responses that may encode the weight of 
sensory information gathered, frontal cortex activity exhibits a binary, categorical encoding of the 
accumulated sensory information during a behavioral task (Hanks et al., 2015). Based on this information, 
frontal cortex can then provide executive control over facilitating motor response to target stimuli or 
suppressing inappropriate responses (Ridderinkhof et al., 2004; Blasi et al., 2006).  
Frontal and parietal cortex share similar cognitive functions so it is not surprising that the two 
regions are heavily interconnected anatomically (Barbas and Pandya, 1989; Cavada and Goldman-Rakic, 
1989; Felleman and Van Essen, 1991; Sellers et al., 2016). This anatomical connectivity is the foundation 
by which frontal and parietal cortices communicate during coordinated behavior. Such cortico-cortical 
communication is exemplified in recordings in monkeys during a spatial attention task: the carrier 
frequency of fronto-parietal coherence, a measure of synchrony between the LFP activity of two regions, 
differs as a function of the type of attention required to complete the task (Buschman and Miller, 2007). 
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Our laboratory has recently published a study showing fronto-parietal functional interactions support 
anticipatory visual attention in an environment where the animal is able to freely move and is motivated 
to interact with stimuli presented on a touchscreen monitor (Sellers et al., 2016). As a whole, these studies 
highlight the importance of both parietal and frontal cortex in identifying and engaging with salient, 
behaviorally-relevant stimuli.  
Frontal and parietal cortex activity and connectivity are often found to be impaired in psychiatric 
disorders. The most famous case of Phineas Gage illustrates frontal cortex involvement in the top-down 
regulation of emotions and decisions: after an explosion accident that drove a railroad iron through the 
orbitofrontal cortex, Mr. Gage experienced, among other symptoms, volatile mood changes and decision 
making impairments (Harlow, 1999). Lesions of dlPFC produce deficits in working memory, oculomotor 
execution, planning, and attention (Funahashi et al., 1993; Barcelo et al., 2000; Szczepanski and Knight, 
2014). Further, transcranial magnetic stimulation of frontal cortex is the only FDA-approved non-invasive 
brain stimulation treatment for clinical depression (Pascual-Leone et al., 1996). Lesions and reversible 
inactivation of parietal cortex result in inaccurate saccades to attended visual targets and behavioral 
deficits in visual decision-making potentially via disruption of evidence accumulation (Li et al., 1999; 
Licata et al., 2017). In humans, decreased functional connectivity and synchronization between frontal 
cortex and sensory areas are hallmarks of psychiatric disorders characterized by sensory processing 
impairments, such as schizophrenia (Ford et al., 2002; Gallinat et al., 2002) and autism spectrum disorder 
(ASD) (Courchesne and Pierce, 2005; Villalobos et al., 2005). In fact, the frontal and parietal cortices 
make up the main hubs of a species-conserved functional network identified through fMRI called the 
default mode network (DMN) (Raichle et al., 2001; Raichle, 2015). In healthy participants, the DMN 
exhibits elevated activity and synchronization when subjects are at rest, and decreased activity when 
subjects are performing a goal-directed task (Raichle, 2015). Importantly, decreased functional 
connectivity within the DMN is a consistent marker of several psychiatric disorders (Whitfield-Gabrieli et 
al., 2009; Assaf et al., 2010; Zhu et al., 2012). Causal evidence of the involvement of frontal and sensory 
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cortices synchronization in psychiatric disorders is limited; however, recent studies using non-invasive 
brain stimulation have made progress. Transcranial alternating current stimulation (tACS), a non-invasive 
electrical brain stimulation technique that applies biologically-relevant rhythmic weak electric fields to 
the subject’s scalp, applied to both frontal and temporal regions has been shown to enhance brain activity 
in patients with schizophrenia; such enhancements in activity correlate with clinical improvements of 
auditory hallucinations (Ahn et al., 2019). In summary, severe impairment in cognitive-sensory 
processing in psychiatric disorders and the lack of in-depth insight to underlying mechanisms highlight 
the need for additional studies of sensory processing in frontal cortex and higher-order sensory cortices. 
One solution to gain mechanistic insight is to use animal models with strengths that facilitate the 
study of a specific hypothesis. The studies presented in this dissertation utilize the ferret because it 
possesses: 
1) A rich history of visual system study: The first landmark studies of ferret visual cortex structure and 
function (Law et al., 1988; Zahs and Stryker, 1988; Chapman and Stryker, 1993) were performed 
almost in parallel with studies in cats and monkeys (Hubel et al., 1978; LeVay et al., 1978). These 
studies identified ocular dominance columnar structure in ferret primary visual cortex, similarly seen 
in cats and primates. Further, there’s a large body of literature investigating how orientation and 
direction tuning maps form and develop with experience at post-natal and juvenile ages (Katz and 
Crowley, 2002; Basole et al., 2003; Li et al., 2006; Li et al., 2008; Smith et al., 2015). 
2) A well-structured primary visual cortex akin to humans and non-human primates: Orientation 
preference maps in the developing ferret primary visual cortex exhibit pinwheel-like structures, 
similar to those found in macaque and cats (Sharma and Sur, 2014), that form with visual experience 
(Li et al., 2006). Further, these specific patches with orientation preference possess sub-divisions 
where neurons also exhibit other feature preferences such as direction selectivity. Such organization 
of stimulus preference maps in primary visual cortex may be conserved in ferret higher-order sensory 
areas such as parietal cortex and may be crucial to how information is processed. 
7 
 
3) A gyrencephalic brain: Similar to the human brain, the ferret brain is folded with gyri and sulci. This 
is particularly important for the study of how non-invasive brain stimulation may affect cortical tissue 
differently than that of a lissencephalic animal (smooth brain). Indeed, modeling studies have 
suggested that electric fields propagate through and affect folded brain tissue in a unique fashion 
(Thielscher et al., 2011; Miranda et al., 2013). Therefore, the ferret is a suitable animal model to 
explore how non-invasive brain stimulation can affect brain activity and ultimately restore function in 
animal models of psychiatric disorder. 
A further advantage of using the ferret that is not immediately apparent in my studies is that the brain 
development period of the post-natal ferret is equivalent to the developmental period of the human fetus 
in the third trimester (Empie et al., 2015). As several psychiatric disorders are characterized by abnormal 
developmental patterns, sometimes occurring during neural proliferation, the juvenile ferret allows for the 
natural study of early brain development. Our laboratory has recent publications and ongoing studies 
examining the relationship between abnormal early brain development and the manifestation of 
developmental disorders (Li et al., 2017; Li et al., 2018). 
  In summary, frontal and parietal cortices play key roles in sensory-driven behavior. Network 
and circuit-level interrogations within and between these two areas highlight the causal relationship 
between their activity and behavioral performance. Despite this body of literature, it remains unclear how 
single neurons give rise to population activity in such higher-order areas during visual processing. This 
gap in knowledge produces a general question: how do single neurons in higher-order cognitive brain 
areas contribute to population activity to enable proper visual processing and discrimination, and how 
does such activity change as a function of an animal’s internal state or an external stimulus’ properties. 
The work in this dissertation aims to address this question in four chapters to investigate: 
Chapter 2: How distributed brain regions, such as frontal and parietal cortices, form functionally 
connected networks in the ferret brain. We identified several sensory, motor, and higher-order functional 
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networks, including two interconnected DMN networks centered around posterior parietal cortex and 
frontal cortex.  
Chapter 3: How perceptual difficulty, operationalized by stimulus contrast, and target stimulus location 
are represented in frontal cortex neural activity. Results revealed that single neurons were able to encode 
target stimulus location and perceptual difficulty; however, optimal encoding occurred at the level of the 
population. Further, optogenetic silencing of frontal neurons decreased behavior reaction time, potentially 
indicating a mechanism of disinhibition onto downstream motor regions. 
Chapter 4: How animal arousal state affects sensory processing in the higher-order visual thalamo-cortical 
circuit. We found that the direction and carrier frequency of higher-order cortical and thalamic function 
interactions switched as a function of animal arousal indexed by pupil diameter. 
Chapter 5: How a higher-order visual cortical region, PPC, neurons give rise to context-dependent 
processing. We found that single neurons in PPC exhibit context differentiation and that the local PPC 
population exhibits stimulus and context-dependent regulation of neural activity. 
In Chapter 6, I provide a general discussion about how these works contribute to the neuroscientific body 
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CHAPTER 2: RESTING STATE NETWORK TOPOLOGY OF THE FERRET BRAIN 1 
 
INTRODUCTION 
Behavior and cognition are supported by the brain’s intrinsic anatomical and functional 
connectivity (i.e. correlated activity patterns between distinct brain regions) (Fox et al., 2012; Brusa et al., 
2014; Zhou et al., 2016a). Resting state functional magnetic resonance imaging (rsfMRI) has emerged as 
a powerful tool for measuring functional connectivity non-invasively across species (Biswal et al., 1995; 
Damoiseaux et al., 2006; Vincent et al., 2007; Belcher et al., 2013; Mechling et al., 2014; Kyathanahally 
et al., 2015). Groups of functionally connected brain regions measured using rsfMRI can be defined as 
networks that likely reflect the underlying structural organization and communication in the brain 
(Greicius et al., 2009; van den Heuvel and Hulshoff Pol, 2010). However, functional connectivity within 
such resting state networks (RSNs) is impaired in human psychiatric disorders such as schizophrenia, 
Alzheimer’s disease, and autism spectrum disorders (Liu et al., 2008; Minshew and Keller, 2010; Sanz-
Arigita et al., 2010; Zhang et al., 2011; Karbasforoushan and Woodward, 2012; Spetsieris et al., 2015; 
Wang et al., 2015). In particular, the default mode network (DMN), which is composed of the hubs in the 
parietal and medial prefrontal cortices, has been shown to exhibit elevated activity in neurotypical 
participants at rest, while the aforementioned disorders show either hypo- or hyperconnected DMNs 
(Raichle et al., 2001; Greicius et al., 2004; Minshew and Keller, 2010; Sheline et al., 2010; Wang et al., 
2015). Resting state studies using graph theory analysis, a set of techniques that assesses the ease of 
information transfer among distributed brain regions within the whole brain system, have suggested that 
                                                          
1 This chapter previously appeared as an article in Neuroimage; 10.1016/j.neuroimage.2016.09.003 
(https://www.sciencedirect.com/science/article/pii/S1053811916304645). The original citation is as 
follows: Zhou ZC, Salzwedel AP, Radtke-Schuller S, Li Y, Sellers KK, Gilmore JH, Shih YY, Fröhlich 
F, Gao W. Resting state network topology of the ferret brain. Neuroimage. 2016 Dec;143:70-81.  
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human and animal brains exhibit small-world network topology (Watts and Strogatz, 1998; Achard et al., 
2006; Bullmore and Sporns, 2012). This network attribute characterizes optimized trade-off between cost-
efficient wiring and network resilience, and has shown to be altered in neuropsychiatric disorders (Liu et 
al., 2008; Zhang et al., 2011; Zhao et al., 2012).   
Animal models bridge the gap between human psychiatric disorders and their underlying 
mechanisms. However, the study of these underlying mechanisms relies on accurate comparisons between 
animal model and human brain dynamics. Therefore, it is important to identify RSNs and their 
impairments across all research models. The ferret has a rich history of developmental research due to its 
early post-natal (P) ages corresponding to 25 weeks of gestation in the human (Barnette et al., 2009), as 
well as its manageable gestation time of ~42 days. Importantly, the ferret brain is born lissencephalic and 
begins cortical folding (gyrification) at P10 (Sawada and Watanabe, 2012), allowing for translational 
study of early brain insults and impairments (Empie et al., 2015; Kou et al., 2015). Due to its well-
developed sensory and higher-order brain structures, the ferret can be a useful model for studying sensory 
and cognitive impairments across a broad range of developmental time points (Basole et al., 2003b; Fritz 
et al., 2010a; Foxworthy et al., 2013a; Atiani et al., 2014). A map of neurotypical functional connectivity 
patterns would serve as a framework for translational studies in the ferret. Despite studies exploring the 
structure and function of individual brain regions, such large-scale brain network topology in the ferret 
has yet to be examined (Manger et al., 2002; Basole et al., 2003b; Bizley and King, 2009; Fritz et al., 
2010a; Sellers et al., 2013; Bizley et al., 2015; Yu et al., 2015; Zhou et al., 2016b).  
Here, we aimed to identify sensory and default mode RSNs in the ferret. We hypothesized that 
the ferret brain would exhibit RSNs comparable to those found in humans and non-human primates. To 
do this, we performed group-level independent component analysis (gICA), a data-driven approach to 
identify spatially independent functional networks, on anesthetized ferret resting state scans. Regions of 
interest composing the gICA functional networks were then compared to histological sections for 
identification of anatomical brain regions. Network connectivity measured by correlation analysis further 
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validated within-network connectivity, and revealed the presence of interconnected somato-motor and 
putative default mode networks. We subsequently used graph theory analyses to demonstrate that the 
ferret brain network topology resembles that of a small-world network. As a whole, these findings add to 
the wealth of studies arguing for homologous cross-species RSNs (Vincent et al., 2007; Lu et al., 2012; 
Belcher et al., 2013; Hutchison et al., 2013; Mechling et al., 2014; Miranda-Dominguez et al., 2014; 
Sforazzini et al., 2014; Barks et al., 2015; Kyathanahally et al., 2015; Liang et al., 2015; Pan et al., 2015), 
and support the notion that ferrets are a robust animal model for translational research. 
METHODS 
Subjects 
A total of six adult  (16-19 weeks old) female ferrets (weighing 0.7 to 1kg, group housed in a 12 
hr light/ 12 hr dark cycle; Marshall BioResources, North Rose, NY) were included in this study. All 
animal procedures were performed in compliance with the National Institutes of Health guide for the care 
and use of laboratory animals (NIH Publications No. 8023, revised 1978), and approved by the 
Institutional Animal Care and Use Committee of the University of North Carolina at Chapel Hill and the 
United States Department of Agriculture (USDA Animal Welfare).  
Animal Preparation 
Ferrets were initially anesthetized with intramuscular injection of ketamine/xylazine (30 mg/kg of 
ketamine, 1-2 mg/kg of xylazine) for subsequent intubation and setting of an intravenous (IV) line in the 
right saphenous vein. To control for the variability in eyelid position after anesthesia induction, the skin 
above and below the eyes were sutured individually such that the eyelids remained open throughout the 
scans. Lights within the scanner room were turned off for the duration of the experiment. The animal was 
then moved and placed into a custom-made, MRI-compatible stereotaxic holder. The holder was lined 
with a heating pad to maintain the rectal temperature of the animal at 38-39°C. Animals were stabilized 
using custom ferret-compatible ear-bars and a tooth-bar. Animals were mechanically ventilated through 
an MRI compatible ventilator (0.5% to 0.75% isoflurane, 8-10cc, 50 bpm, medical grade air) and 
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administered 5% dextrose lactated ringer’s (4.264mL/hr), xylazine (1.5 mg/kg/hr), and vecuronium 
bromide paralytic (0.0769mg/kg/hr) via IV. The end-tidal CO2 (EtCO2; maintained around 3%), oxygen 
saturation, heart rate (estimated through the pulse oximeter), and rectal temperature were closely 
monitored through the procedure. EtCO2 values from this system were previously calibrated against 
invasive sampling of arterial blood gas in rats, reflecting a pCO2 level of ~35 mmHg (Shih et al., 2012; 
Shih et al., 2013). Paralube and saline drops were applied to protect the eyes.  
fMRI Protocol 
All data were acquired in a Bruker 9.4 Tesla scanner (Bruker AVANCE, Billerica, MA). A 72 
mm volume coil and four-channel phased array coil were used for excitation and signal reception, 
respectively. Anatomical images were acquired with the following Rapid Acquisition with Relaxation 
Enhancement (RARE) sequence: repetition time (TR) = 3500 ms, echo time (TE) = 35 ms, RARE factor 
= 8, matrix size = 280 x 280, FOV = 2.8 x 2.8 cm2, slice thickness = 1 mm. Blood-oxygenation level 
dependent (BOLD) functional resting state scans were acquired with the following gradient-echo planar 
imaging (EPI) sequence: TR = 2000 ms, TE = 13 ms, matrix = 80 x 80, field of view (FOV) = 2.8 x 2.8 
cm2, slice thickness = 1 mm. For both anatomical and functional scans, 24 adjacent slices were acquired 
with the same geometric positioning. Ten-minute resting state scans were acquired for all animals; for two 
animals, two additional resting state scans were acquired.  
MR Data Pre-processing 
Images were preprocessed using the Analysis of Functional NeuroImages software suite (AFNI 
v2011-12-21-1014, Bethesda, MD) and FMRIB’s Software Libraries (FSL v5.0, University of Oxford, 
Oxford, UK).  Briefly, the anatomical data workflow included removal of non-brain tissue (skull-
stripping) and tissue segmentation. The anatomical data were skull-striped automatically (AFNI 
3dautomask) and then hand-corrected for errors on a case-by-case basis. Tissue segmentation (FSL fast) 
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was performed on the skull-stripped datasets to produce volumes representing cerebral spinal fluid (CSF) 
and white-matter (WM) for nuisance signal regression. 
The functional data workflow included discarding volumes collected during scanner 
disequilibrium, slice-timing correction, motion correction, alignment to a pre-existing high-resolution T2-
weighted template, spatial smoothing, band-pass filtering, and orthogonalization of nuisance signals 
including motion-derived parameters. Specifically, the first 10 volumes were excluded and the remaining 
data underwent slice- timing correction (AFNI 3dTshift). Then, the data were motion corrected using the 
first functional volume post-exclusion as the target image (AFNI 3dvolreg). Next, the data were smoothed 
(FWHM = 2.5 mm), filtered (0.01-0.10 Hz), and effectively regressed of whole-brain, white matter 
(WM), cerebral spinal fluid (CSF), and six motion parameters corresponding to roll, pitch yaw, and 
displacement in the superior, left, and posterior directions (AFNI function: 3dBandpass). Note, the 
inclusion of motion vector orthogonalization was likely redundant given that the estimated motion in 
these anesthetized animals was negligible (e.g. the derivative of all motion parameters < 0.001). Within-
animal alignment was performed via rigid body transformation of the functional data to the anatomical 
images (AFNI 3dAllineate). Between-animal alignment was performed by co-registering each animal’s 
anatomical dataset to a separate template via a combination of linear (AFNI 3dAllineate) and non-linear 
(AFNI 3dQwarp) transformations. Each step in the pre-processing pipeline (tissue segmentation, 
alignment, etc.) was visually inspected for quality assurance. 
Anatomical Labeling 
Brain structures of regions of interest in the 24 slices of the MR scans were determined using the 
relevant plates of a ferret brain atlas (included both histological and MRI structural sections of separate 
animals; Radtke-Schuller et al., unpubl.) as reference. Each in vivo MR slice (from the resting state data) 
was related to the corresponding atlas in vivo MRI image and histology section stained for cells (Nissl). 
The nomenclature of anatomical structures used is based on so far published data on the ferret and/or 
other carnivores (mainly cat and dog). Nissl stained sections of the brain atlas series (50 µm thick cryostat 
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sections) referenced to the 24 MR slices of this study are shown with the anatomical and functional labels 
relevant for this study. 
Connectivity Analysis 
Following preprocessing, rsfMRI connectivity analyses were carried out using AFNI, FSL, and 
the Brain Connectivity Toolbox (Rubinov and Sporns, 2010). First, RSNs were produced using a data-
driven gICA approach (FSL melodic).  The number of independent components was set to 10. This 
number was chosen based on the observation that in humans, about 10 RSN can be consistently identified 
(Smith et al., 2009) and because we were using pre-processed data; thus we expected a smaller number of 
‘meaningful’ components. The IC maps were thresholded (voxel-wise Z-score >= 1.96, i.e. two standard 
deviations) using an alternative hypothesis test based on fitting a Gaussian/gamma mixture model to the 
distribution of voxel intensities within spatial maps (Beckmann and Smith, 2004; Beckmann et al., 2005). 
The IC maps were then visually inspected and certain RSNs were selected for further analyses. RSNs 
were selected based on the following criteria, 1) consisted of relatively large continuous regions, 2) were 
largely bilateral, and/or 3) could be referred to anatomical landmarks comparable to well-known 
structures in existing literature of ferrets and other mammals. For identification of brain regions within 
gICA connectivity maps, main foci were defined as regions that exhibited high connectivity strength 
(labeled in yellow) and satisfied the above criteria. 
Ferret rsfMRI network connectivity properties were further analyzed using a graph theory 
approach. Graph measures (GMs) were computed using a graph representation of rsfMRI connectivity 
measures. Regions-of-interest (ROIs), representing the graph nodes, were defined within the pre-selected 
gICA networks (N = 7). For each network, spherical ROIs (radius = 1 mm, spatially non-overlapping) 
were defined as the top five local maxima (AFNI 3dExtrema, minimum distance = 3 mm) resulting in a 
semi-dense (# of nodes = 35) coverage of the brain. The minimum distance was based on a smoothness 
estimate from all animals ([X,Y,Z] = 2.80, 2.96, 2.20 mm; AFNI 3dFWHMx). The strength of connection 
between nodes was computed via temporal correlation analysis using each ROI as a seed region (AFNI 
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3dNetCorr). Fisher-Z transformed temporal correlation values, characterizing the connection strength 
between each pair of ROIs, were generated for each animal and then used to calculate various GMs. 
Within (average connectivity within a set of nodes) and between (average connectivity between sets of 
nodes) were compared across animals for each RSN. Within- and between-network connectivity was 
statistically validated across animals using standard t-tests. Significance was determined using a 
combined approach; P < 0.05 (uncorrected) and μz-Corr. ≥ 0.1. The small-world (SW) metric—a common 
brain network signature across species—was also computed. SW was computed using the clustering 
coefficient (CC; BCN Toolbox function) and characteristic path length (PL; BCN Toolbox function) and 
was determined by comparing the average CC and PL of the actual data (CCA and PLA) against random 
(CCR and PLR) permutations (BCN ToolBox function, n = 1000 permutations);  
SW = [CCA / CCR] / [PLA / PLR] 
where values > 1 are indicative of a small world network. The SW parameter was calculated using 
thresholded (Z-correlation > 0.1) connectivity matrices. Distance measures (required for the PL measure) 
were computed as one minus the temporal correlation (i.e. high correlation values were represented by 
shorter distances). The ratio measures (log-transformed CC, PL, and SW) were also compared across 
animals using t-tests (h0; log [XA/XR] = 0). 
RESULTS 
Identification of resting state network (RSNs) in the ferret brain 
We used gICA to derive RSNs in the ferret brain (Figs. 2.1-2.3). Pre-processed BOLD rsfMRI 
data collected from lightly anesthetized (0.5-0.75% isoflurane with xylazine, an anesthetic regimen 
studied in previous ferret studies (Sellers et al., 2013; Sellers et al., 2015)) female ferrets (N = 6) were 
used for the analysis. The components—or putative networks—were visually inspected and those not 
meeting our selection criteria (Fig. 2.3, N = 3 networks) were excluded and the remaining networks (Figs. 
2.1 & 2.2, N = 7 networks) were further evaluated. These networks were topological consistent with 
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RSNs observed in other species, and included the motor/somatosensory (#1 and #9), somatosensory (#2), 
auditory (#3), visual (#4) and putative default mode (DMN) (#5 [anterior] & #6 [posterior]) networks. 
The functional (bolded) and anatomical structures that exhibited high connectivity strengths (main foci) in 
each of these networks are listed as follows: 
The main connectivity foci of the motor/somatosensory network (Fig. 2.1, IC[#1]) included 
primary motor cortex (M1) of the posterior sigmoid gyrus (PSG), premotor cortex (PM) of anterior 
sigmoid gyrus (ASG), primary somatosensory cortex (S1) in posterior sigmoid gyrus (PSG) and 
coronal gyrus (CNG), higher order somatosensory cortex namely the tertiary somatosensory area (S3) 
of suprasylvian gyrus (SSG) and caudate nucleus (NC) of the basal ganglia.  
The second motor/somatosensory network (Fig. 2.1, IC[#9]) also included the main foci primary 
motor cortex (M1) in PSG, premotor cortex (PM) in ASG and higher order somatosensory cortex 
namely tertiary somatosensory area (S3) in lateral gyrus (LG), but the relative positions of these main foci 
were medial to that of IC[#1], and the primary somatosensory cortex and caudate nucleus were not 
included.  
Main connectivity foci of the somatosensory network (Fig. 2.1, IC[#2]) included primary 
somatosensory cortex (S1) of PSG and CNG, higher order somatosensory cortex namely the tertiary 
somatosensory area (S3) of CNG, multisensory cortex in the medial bank of rostral suprasylvian sulcus 
(MRSS) of CNG, rostral part of posterior parietal cortex (PPr) of SSG and functionally unidentified 
cortex rostrally adjacent to S1 in PSG, pro-PSG and CNG. 
Main connectivity foci of the auditory network (Fig. 2.1, IC[#3]) included primary auditory 
cortex (A1) in medial ectosylvian gyrus (MEG), secondary and higher order auditory cortex  namely 
the anterior auditory field (AAF) in MEG, the posterior suprasylvian field (PSF) in posterior ectosylvian 
gyrus (PEG), the posterior pseudosylvian field (PPF) and pro-PPF (the rostral border region of PPF) of 
PEG, anterior ventral field (AVF) of the anterior ectosylvian gyrus (AEG), anterior dorsal field (ADF) of 
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AEG, ventroposterior field (VP) in PEG, multisensory cortex in the medial bank of rostral suprasylvian 
sulcus (MRSS) of CNG,  lateral bank of rostral suprasylvian sulcus (LRSS) of AEG, pseudosylvian sulcal 
cortex (PSSC) of AEG and PEG, higher order visual cortex in the anteromedial lateral suprasylvian 
cortex (AMLS) of SSG and anterolateral lateral suprasylvian cortex (ALLS) of MEG.  
Main foci of the visual network (Fig. 2.1, IC[#4]) included primary visual cortex (area 17), 
secondary and higher order visual cortex  namely area 18/19, area 21 of SSG, the anteromedial lateral 
suprasylvian cortex (AMLS) of SSG and anterolateral lateral suprasylvian cortex (ALLS) of MEG, the 
suprasylvian cortex (SSy), the caudal part of posterior parietal cortex (PPc) of SSG and LG, 
postsplenial cortex (PSC), functionally undefined cortex in rostral ventral PEG (vPEG) and NC of the 
basal ganglia.  
We labeled the network #5 (Fig. 2.2, top, IC[#5]) as a putative anterior default mode network 
as it was composed of main foci in medial prefrontal cortex namely prelimbic cortex (PL), medial 
dorsal prefrontal cortex (dPFC) in PRG and premotor cortex (PM) in ASG.  
Additionally network #6 (Fig. 2.2, bottom, IC[#6]) was deemed a putative posterior default mode 
network as it composed of main foci in posterior parietal cortex namely rostral posterior parietal cortex 
(PPr) in SSG and LG, caudal posterior parietal cortex (PPc) in SSG and LG, posterior cingulate cortex 
(CG), higher order somatosensory cortex tertiary somatosensory area (S3) in CNG, multisensory 
cortex of the medial bank of rostral suprasylvian sulcus (MRSS) in CNG and primary motor cortex 
(M1) in PSG. 
Table 1 summarizes the location of each RSN in the corresponding anatomical regions in the 
ferret brain where main foci were defined as areas with strong correlation (labeled in yellow). All labeled 





Anatomical Labeling of RSN brain regions 
Main foci structures of high connectivity within networks were referenced to the relevant plates 
of a ferret brain histology atlas (Radtke-Schuller et al., unpubl.). The sections of the histology atlas (Nissl-
stained) were selected based on the corresponding in vivo atlas MR slices. Therefore, the structural 
template used for registering the resting state MR images was directly comparable to the sections of the 
atlas (Fig. 2.4). The nomenclature of anatomical structures used in the atlas was based on so far published 
data on the ferret and/or other carnivores. We used the references in the following paragraph to define 
brain regions within the gICA networks. 
To localize the ferret’s somatosensory cortex we used the following references for S1: Leclerc et 
al. (1993); Rice et al. (1993); McLaughlin et al. (1998); MRSS, LRSS: Keniston et al. (2009); S2,S3: 
Foxworthy and Meredith (2011); Meredith and Allman (2015); for posterior parietal cortex (PPr and 
PPc): Manger et al. (2002); Foxworthy and Meredith (2011); Foxworthy et al. (2013b); for visual cortex 
area 17: Rockland (1985); Henderson (1987); Law et al. (1988); Innocenti et al. (2002) (also for areas 18, 
19 and 21); area 20 (20a, 20b): Manger et al. (2004); SSy and other areas: Cantone et al. (2005). The 
region of SSy has been renamed by several authors, for example see Homman-Ludiye et al. (2010). For 
AMLS, ALLS we used Manger et al. (2008); for auditory cortex (primary and higher order cortex) we 
used Bizley et al. (2005); Bajo et al. (2007); Atiani et al. (2014); for PSSC we used Ramsay and Meredith 
(2004). For frontal cortex (dPFC, PM and CG; also for primary motor cortex) we referenced Mustela and 
Cercoleptes (Brodmann, 1909), dog (Kreiner, 1961), ferret PFC (Duque and McCormick, 2010b; Fritz et 
al., 2010a) studies; for PL (cat) (Room et al., 1985). For RSG and PSC we referred to the cat (Olson and 
Musil, 1992). 
Quantification of within- and between-network connectivity 
We noticed two interesting features in our data set: first, gICA analysis revealed two separate 
components embodying the anterior and posterior DMNs. Previous studies have shown that the DMN is 
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composed of dissociate, yet interconnected subnetworks (Andrews-Hanna et al., 2010; Lu et al., 2012; 
Kyathanahally et al., 2015). Second, we found an abundance of motor and somatosensory related gICA 
components, which seemed to be unique to our dataset. To shed light on these two features and to further 
quantify the connectivity patterns present within our dataset, we computed within- and between-network 
connectivity using correlation analysis. The ferret brain was subdivided into a set of non-overlapping 
nodes or regions-of-interest (ROIs, Fig. 2.5A) using the included RSNs detailed above (Fig. 2.1: IC’s #1-
4 & #9, and Fig. 2.2; IC’s #5 & #6]).  Temporal correlation was used to define the strength of connection 
between nodes and the total pair-wise representation, or correlation matrix, was used to compute graph 
measures. The mean Fisher’s-Z transformed correlation matrix (Fig. 2.5B) was typified by strong within 
network connectivity (main diagonal) and moderate between network connectivity. Within and between 
RSN connectivity was quantified using the average correlation measures for each set of nodes (Fig. 2.5C 
within-white and between-grey). All RSNs had significant (Fig. 2.5C; * represents P < 0.05 uncorrected, 
μZ-Correlation ≥ 0.10) within-network connectivity. Significant between-network connectivity was also 
detected for a subset of networks including somatosensory/motor (IC #1 and #2; P = 0.011), anterior 
DMN and posterior DMN (IC #5 and #6; P = 0.015), and motor with both anterior DMN (IC #9 and #5; P 
= 0.014) and posterior DMN (IC #9 and #6; P = 0.012). 
Graph measures confirm “small-world” brain network behavior in ferrets 
The human brain exhibits network properties that are characterized by optimal spatial and 
metabolic efficiency for global and local parallel information processing (Bullmore and Sporns, 2012; 
Uehara et al., 2014). To determine if the ferret brain also displays this economic network organization, we 
used graph theory to quantify the efficiency of ferret brain connectivity. Overall brain network 
architecture was assessed in each animal using the “small-world” (SW) graph measure (Table 2), a metric 
based on the clustering coefficient (CC) and characteristic path length (PL) of the actual data versus 
random simulations (see methods for full details). Small-world networks (SW > 1) are characterized by a 
short overall PL and a high CC. The PL was similar between the actual and random data however the CC 
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was statistically different (P = 0.002) resulting in an average SW significantly greater than 1 (P = 0.003). 
Taken together, these results indicate that the functional connectivity patterns within and between 
networks in the ferret brain are optimized for efficient local and long-range communication. 
DISCUSSION 
Due to the ability to acquire data from both animals and humans in the same manner, rsfMRI has 
emerged as a powerful translational method for bridging preclinical and human studies. In conjunction 
with data-driven gICA and graph theory analysis methods, rsfMRI has proven to be a robust approach to 
identify and characterize similar brain networks across species. Here we report the presence of seven 
networks (two motor/somatosensory, somatosensory, auditory, visual, anterior DMN, and posterior 
DMN) in the ferret brain similar to those previously shown in human and animal data (Damoiseaux et al., 
2006; Vincent et al., 2007; Lu et al., 2012; Belcher et al., 2013; Mechling et al., 2014; Stafford et al., 
2014; Kyathanahally et al., 2015). We found interconnected motor and somatosensory networks, and 
interconnected DMN sub-networks using correlation analyses. We further explored the network topology 
using graph theory analysis and found that the ferret brain is economically organized in a small-world 
manner. Together, our data supports the presence of modular and stereotyped resting state networks, 
including a DMN, conserved across species. Further, these results argue for the study of the ferret as an 
animal model for translational research, and provide a foundation for future ferret brain mapping. 
Comparison to human and animal resting state literature 
Previous resting state functional connectivity studies have reported a breadth of canonical resting 
state networks stable across species and sessions. Consistent with existing studies, we observed the 
presence of multiple sensory and motor networks (Damoiseaux et al., 2006; Lu et al., 2012; Belcher et al., 
2013). Fractionation of sensory and motor networks is observed in human and non-human primate 
literature (Damoiseaux et al., 2006; Belcher et al., 2013), perhaps indicative of distinct primary and 
higher-order networks. We found several somatosensory and motor networks similar to studies in mice, 
rats, and non-human primates (Hutchison et al., 2010; Belcher et al., 2013; Mechling et al., 2014; Gozzi 
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and Schwarz, 2016); however, we found a single network for the visual regions, contrasting the primary 
and higher-order separations seen in the aforementioned studies. This may be explained by the limited 
coverage of V1 in our scans (due to constrained field of view parameters), or that the ferret visual system 
is integrated in its functional connectivity. The fractionation of sensory areas may arise from a structural 
basis: for example, S1, S2, and S3 of rats, ferrets, monkeys receive inputs from distinct regions of 
thalamus (Friedman and Murray, 1986; Spreafico et al., 1987; Foxworthy and Meredith, 2011). Thalamic 
subdivisions encode and relay unique information (Marlinski and McCrea, 2008), and may synchronize 
with cortical subregions in different communication channels (ie. functional networks).  
The DMN, which has been extensively characterized in several other animals and the human, is 
of particular interest due to its involvement in states of self-reference and rest and its relevance to mental 
disorders (Raichle and Snyder, 2007; Buckner et al., 2008; Raichle, 2015). Human and non-human 
primate studies consistently show that the DMN is comprised of the medial PFC, posterior cingulate 
cortex (PCC), inferior parietal cortex, lateral temporal cortex, and the hippocampus (Damoiseaux et al., 
2006; Buckner et al., 2008). Similar connectivity patterns have been observed in animal studies with 
medial PFC and PCC showing up the most consistently in the reported DMNs (Vincent et al., 2007; 
Andrews-Hanna et al., 2010; Lu et al., 2012). We found in the ferret a putative anterior DMN that 
included the medial and dorsal PFC, and a posterior DMN that included the posterior cingulate and 
posterior parietal cortex. Key differences between the ferret and rodent DMNs lie in the presence of the 
orbitofrontal cortex and hippocampus (Lu et al., 2012; Sforazzini et al., 2014; Zerbi et al., 2015). The 
orbitofrontal cortex is present in the DMN of both rodents but not the ferret, and the hippocampus is 
present in the rat, but not the ferret and mouse. The absence of orbitofrontal cortex in the ferret DMN may 
not be a surprising observation as it seems to form its own network in higher order animals (Belcher et al., 
2013), and occupies a functional role in reward-related behavior rather than rest and quiescence 
(Kringelbach, 2005). Despite these differences, our results overall support the presence of defined and 
consistent resting state networks, invariant of animal species. 
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While there is evidence that anesthesia alters the dynamic properties of functional connectivity 
(Barttfeld et al., 2015; Liang et al., 2015), resting state networks persist during anesthesia, albeit slightly 
diminished in connectivity magnitude (Vincent et al., 2007; Hutchison et al., 2013). Signatures of 
functional networks in awake states, such as anatomically-confined and bilateral connectivity patterns, 
remain prominent under low levels of isoflurane anesthesia (Grandjean et al., 2014). Nevertheless, the use 
of anesthesia is a potential confound and limitation for our study (Sellers et al., 2013; Sellers et al., 2015). 
The functionally connected brain regions that comprised the gICA network maps ultimately 
depend on the analysis method and the level of thresholding applied to the dataset (Hutchison et al., 
2013). We opted for a conservative approach to identify brain regions that contribute to the gICA 
networks. Brain regions were defined by areas in the gICA connectivity map that passed the criteria of 1) 
Z-Correlations > 1.96, 2) strong, contiguous correlation values, and 3) labels spanning at least two 
consecutive slices. Using these criteria, we identified functional network maps that were both 
anatomically relevant and stringently defined. 
Significance of the ferret DMN 
Several studies have reported that the DMN exhibits modular organization; in other words, the 
DMN is composed of sub-networks centered on key hubs. Comparative anatomy in monkeys and humans 
suggest that the medial PFC and PCC serve as hubs due to their rich connectivity patterns with other 
association areas that are also present in the DMN (Buckner et al., 2008). Indeed, we found two distinct 
interconnected networks that contained the PFC and PCC, suggesting that ferrets possess a subset of 
resting state networks that resemble the DMN in higher-order animals.  
Lu and colleagues highlighted that the rat DMN runs along the length of the midline from medial 
PFC to the PCC, as opposed to a focal localization in the monkey (Lu et al., 2012). Taking into account 
the motor sub-network connected with the DMN, we observed a similar pattern of posterior to anterior 
spread. Cat PCC receives input from higher-order sensory and premotor areas (Olson and Musil, 1992), 
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and is active during visually-guided eye movements (Olson and Musil, 1992; Vogt and Gabriel, 1993). 
Given that cats and ferrets are both in the order Carnivora, it may be possible that PCC of both species 
share similarities in connectivity, explaining the inclusion of the midline motor regions in ferret DMN. 
The conclusions we are able to draw regarding the relationship between structural and functional 
connectivity are restricted by the limited number of ferret brain anatomical, and especially connectivity, 
studies. Future work may address this gap in the literature using diffusion tensor imaging and tract 
tracing.   
While the functional relevance of the DMN in animals is debated, some studies shed light on how 
such a network could be important in animal behavior. One study showed that the homologous DMN in 
chimpanzees is most active at rest, moderately active during social tasks, and minimally active during 
non-social tasks (Barks et al., 2015). Additionally, the DMN sub-network centered on the posterior 
cingulate and mPFC is active during self-relevant affective cognition (Andrews-Hanna et al., 2010). 
Social behavior is evolutionarily conserved across animals and is beneficial to species survival. It may be 
possible that collective DMN brain activity relates to social, affective cognition known to be present in 
rodents, non-human primates, and potentially ferrets (Poole, 1978; Trezza et al., 2011; Gunaydin et al., 
2014; Harris, 2015). Given these previous findings, the DMN poses as a prime target for the study of 
brain pathologies and impairments in social cognition. Although our study lacked targeted manipulation 
of the resting state networks, such perturbation would be the logical progression for future translational 
studies. 
Small-world network properties of the ferret brain 
This modular organization of the DMN and, more broadly, complex networks subserves 
efficiency and optimization of information transfer across brain regions. Highly complex natural networks 
that require a balance between metabolic cost and information processing exhibit a large degree of local 
clustering and few random, long-range connections (Watts and Strogatz, 1998; Achard et al., 2006; 
Bullmore and Sporns, 2012). Such organization facilitates specialization within local nodes, as well as 
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efficient parallel processing of distributed sub-networks. Several studies have utilized graph theory 
metrics, such as small-world and rich-club properties, to show that human and animal brain networks 
exhibit pronounced local clustering with sparse long-range connections (Hosseini and Kesler, 2013; 
Baliki et al., 2014; Collin et al., 2014; Miranda-Dominguez et al., 2014). We used the small-world graph 
theory metric to similarly measure how efficiently the ferret brain is connected. We found that, consistent 
across all recorded animals, the ferret brain network exhibits small world properties of high clustering 
coefficients. The characteristic path length was longer than expected of a small world network; however, 
recent studies have shown that path length increases with loss of consciousness (Monti et al., 2013; 
Uehara et al., 2014). As a whole, these data concur with previous reports of small-world characteristics of 
human and animal resting state networks. Our results add to the growing evidence that optimal brain 
metabolism and information processing benefit from highly-connected, specialized local nodes and 
distributed long-range wiring patterns.  
Importance of ferret brain research 
Systems neuroscience has experienced a dramatic shift away from using a broad set of model 
species towards the almost exclusive use of mice due to the availability of genetic tools. More recent 
developments in the realm of genetic engineering are now enabling a reconsideration of model species 
beyond the mouse. As a result, the interest in intermediate model species such as the ferret is undergoing 
a resurgence. For example, recent research has made considerable headway in mapping distinct 
anatomical and functional regions of the ferret brain. In particular, the function of the ferret visual and 
auditory cortices has been well characterized (Basole et al., 2003b; Li et al., 2008a; Bizley and King, 
2009; Bizley et al., 2015; Smith et al., 2015; Town et al., 2015; Roy et al., 2016). There is substantial 
evidence for the sophistication of the ferret visual system through development. Specifically, the 
development of motion and orientation selectivity in the ferret visual cortex depends on propagating 
population activity dynamics within stimulus-selective columns (Li et al., 2008a; Smith et al., 2015). 
These stimulus-property-selective dominance columns, present in cats, non-human primates, and humans, 
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may play an expanded role in downstream visual information processing. Studies in the ferret auditory 
cortex have highlighted similarities between ferret and human uni-modal and multi-modal auditory 
processing (Bizley et al., 2012; Atiani et al., 2014; Town et al., 2015). As many neuropsychiatric 
disorders involve multi-modal impairments in sensory processing, the dissection of mechanisms 
underlying such facilities is particularly important. Additionally, recent efforts have been made to explore 
the role of frontal cortex regions in sensory regulation (Fritz et al., 2010a; Zhou et al., 2016b). Here, ferret 
frontal cortex provides top-down sensory gating and stimulus selection in both auditory and visual 
conditions, reminiscent of the regulatory role of prefrontal cortex in monkeys and humans (Fuster, 2015). 
Results in our study provide functional validation for the inter-areal connections (overlapping sensory 
regions in networks 3 and 4) important for cross-modal cognitive processing, and may serve as a 
foundation for exploring new circuits involved in such processes. 
Conclusion 
In summary, we assessed whether the resting ferret brain exhibits distinct, functionally connected 
networks similar to those reported in humans and non-human primates. Indeed, we provided evidence for 
the presence of multiple, consistent sensory, motor, and higher-order networks in the ferret brain. 
Importantly, these results support the notion that resting state functional networks are conserved across 
species, and reflect the optimized brain architecture that subserves demanding cognitive computations. 
Our data provide a foundation for modeling psychiatric disorders through perturbation of intrinsic 








Figure 2.1. Ferret gICA networks 
IC[#1] Motor/somatosensory network identified from the gICA analysis. Connectivity maps included 
primary motor cortex (M1 located on the PSG), premotor cortex (PM on ASG), primary 
somatosensory cortex (S1 on PSG and CNG), higher order somatosensory cortex (tertiary 
somatosensory area (S3 on SSG), and basal ganglia (caudate nucleus (NC)). Connectivity maps are 
overlaid onto T2-anatomical images with red-yellow color encoding using a 1.96 < Z-score < 12 
threshold (see colorbar); same conventions for ICs #2-4. 
IC[#2] Somatosensory network identified from the gICA analysis. Connectivity maps included the brain 
regions primary somatosensory cortex (S1 on PSG and CNG), multisensory cortex (MRSS on medial 
bank of rostral suprasylvian sulcus), posterior parietal cortex (PPr on SSG) and higher order 
somatosensory cortex (tertiary somatosensory area (S3 on SSG), and functionally unidentified cortex 
rostrally adjacent to S1 (on PSG, pro-PSG, and CNG).  
IC[#3] Auditory network identified from the gICA analysis. Connectivity maps included all primary and 
higher order auditory cortex fields, and adjacent multisensory and higher order visual cortex fields 
(summarized, see List 1 for all included regions).  
IC[#4] Visual network identified from the gICA analysis. Connectivity maps included the brain regions 
primary visual cortex (area 17), secondary and higher order visual cortex  (area 18/19 on LG; area 21 
on SSG; ALMS on SSG; ALLS on MEG; suprasylvian cortex (SSy), posterior parietal cortex (PPc on 
SSG and LG), postsplenial cortex (PSC), functionally undefined cortex (presumed higher order 
auditory cortex on vPEG) and basal ganglia (caudate nucleus (NC)). 
IC[#9] Motor/somatosensory network identified from the gICA analysis. Connectivity maps included the 
brain regions primary motor cortex (M1 on PSG), premotor cortex (PM on ASG), and higher order 




Figure 2.2. Anterior and posterior default mode networks of the ferret brain 
(A) Putative anterior default mode network (IC[#5])  identified from the gICA analysis. Connectivity 
maps included the brain regions medial PFC, medial dPFC, and PM. Connectivity maps are overlaid onto 
T2-anatomical images with red-yellow color encoding using a 1.96 < Z-score < 12 threshold (see 
colorbar).  
(B) Putative posterior default mode network (IC[#6])  identified from the gICA analysis. 
Connectivity maps included the brain regions posterior parietal cortex, posterior cingulate cortex, S3, 




Figure 2.3. Excluded gICA Networks 
Group-level ICA components #7, 8, and 10 were excluded from further analysis upon failing the 
following criteria, components 1) consisted of relatively large continuous regions with Z-Correlations > 
1.96, 2) connectivity patterns were largely bilateral, and/or 3) could be referred to anatomical landmarks 
comparable to well-known structures in existing literature of ferrets and other mammals. Connectivity 
maps are overlaid onto T2-anatomical images with red-yellow color encoding using a 1.96 < Z-score < 12 




Figure 2.4. Nissl stain sections corresponding to MRI slices 
Nissl stained sections of the ferret brain atlas (50 µm thick cryostat sections; Radtke-Schuller et al., 
unpubl.) corresponding to the MR images from this study are shown with relevant anatomical and 
functional labels for the main foci found in the gICA maps and further anatomical labels for orientation. 
The labeling of anatomical structures used in this atlas was based on currently published data on the ferret 
and/or other carnivores (mainly cat and dog). Functional and structural nomenclatures are indicated on the 




Figure 2.5. Within- and between-network connectivity analysis 
(A) Seeds for connectivity analysis. To compute within- and between-network connectivity, five 
spherical (radius of 1 mm) regions-of-interest (ROIs) were identified for each network. These ROIs were 
centered at the top five local maxima of the correlation map (minimum distance between each maxima 
was 3 mm), and served as representative samples of each network. Average BOLD time-series were 
extracted from each of the ROIs for subsequent correlation analysis. 
(B) Mean connectivity matrix. Group-level connectivity matrix of the average pair-wise correlations 
between the generated ROIs. Cells along the diagonal represent within-network connections and those 
that are off the diagonal represent between-network connections. Z-correlation strengths from 0 to 1 are 
represented by colors ranging from black to red to white (see colorbar).    
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(C) Quantification of within- and between-network connectivity. To quantify the degree of within- 
and between-network connectivity, ROI correlation values were averaged across pairs for each network. 
Each bar graph represents mean correlation values relative to a particular network. White bars signify 
average correlation values for ROI pairs within the network and gray bars signify average correlation 
values for pairs where native ROIs were connected to ROIs in outside networks. * P < 0.05 (uncorrected) 
and μZ-Corr. ≥ 0.1 
Network # Main anatomical regions included in gICA networks 
Network 1 M1, PM, S1, S3, NC 
Network 2 S1, MRSS, PPr, S3 
Network 3 A1, AAF, PPF/proPPF, PSF, AVF, ADF, PSSC, VP, 
MRSS, LRSS, AMLS, ALLS 
Network 4 Area 17, Area 18/19, Area, 21, PPc, SSy, AMLS, ALLS, 
PSC, vPEG, NC   
Network 5 mPFC (PL), dPFC, PM 
Network 6 PPr, PPc, CG, S3, MRSS, M1 
Network 9 M1, PM, S3 
 
Table 2.1. Main anatomical regions labeled in gICA maps 
Anatomical regions that were labeled in the gICA connectivity maps are listed for each network. These 
main foci structures were defined by areas with strong correlation (Z-scores labeled in yellow in the gICA 
maps). All labeled brain areas spanned at least two consecutive slices. Additional conventions and criteria 
































1 0.123 0.101 1.221 0.853 0.841 1.013 1.206 
2 0.063 0.049 1.281 0.891 0.888 1.003 1.277 
3 0.094 0.069 1.365 0.889 0.887 1.002 1.362 
4 0.055 0.047 1.161 0.912 0.912 1.000 1.161 
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5 0.129 0.106 1.213 0.843 0.825 1.021 1.187 
6 0.120 0.075 1.596 0.884 0.881 1.004 1.590 
μ 0.097 0.075 1.306 0.879 0.872 1.007 1.297 
SE 0.013 0.010 0.065 0.011 0.013 0.003 0.066 
 
Table 2.2. Consistent small-world network properties across animals 
The small-world (SW) metric was calculated as a ratio of the relative clustering coefficient (CC) to the 
relative characteristic path length (PL). Relative CC and PL were calculated as a ratio of the average 
values from the actual data (A) to that of randomly generated permutations (R). As small-world networks 
exhibit higher local clustering and similar path lengths compared to random networks, we would expect 
CC > 1 and PL = 1. A SW value significantly greater than 1 indicates that the network exhibited small-
world properties. μ = mean, SE = Standard Error. 
List 1. Anatomical abbreviations. 
abbreviation name 
18 area 18 
19 area19 
20 area 20 
20a  area 20a 
20b area 20b 
21 area 21 
A amygdala 
A1 primary auditory cortex 
AAF anterior auditory field 
ac anterior commissure 
ADF anterior dorsal field 
AEG anterior ectosylvian gyrus 
ALLS anteriolateral lateral suprasylvian cortex 
AMLS anterior medial lateral suprasylvian 
cortex 
AON anterior olfactory nucleus 
AP pretectal area  
ASG anterior sigmoid gyrus 
AVF anterior ventral field 
cc corpus callosum 
Cb cerebellum 




CNG coronal gyrus 
dPFC dorsal prefrontal cortex 
f fornix 
Ent entorhinal cortex 
Hip hippocampus 
Hy hypothalamus 
IC inferior colliculus 
LG lateral gyrus 
LGN lateral geniculate nucleus 
LRSS lateral bank of rostral suprasylvian 
sulcus 
mPFC medial prefrontal cortex 
M1 primary motor cortex 
MEG medial ectosylvian gyrus 
MGN medial geniculate nucleus 
MRSS medial bank of rostral suprasylvian 
sulcus 
NC caudate nucleus 
OB olfactory bulb 
och  optic chiasm 
OBG orbital gyrus, orbital cortex 
opt optic tract 
PAG periaqueductal grey  
PEG posterior ectosylvian gyrus 
Pir piriform cortex 
PL prelimbic cortex 
PM premotor cortex 
PN pontine nuclei 
PPc posterior parietal cortex, caudal part 
PPF posterior pseudosylvian field 
PPr posterior parietal cortex, rostral part 
PRG proreal gyrus 
proCNG CNG-like cortex bordering CNG 
rostrally 
proPPF PPF-like cortex bordering PPF rostrally 
proPSG PSG-like cortex bordering PSG rostrally 
PSC postsplenial cortex 
PSSC pseudosylvian sulcal cortex 
PSF posterior suprasylvian field 
PSG posterior sigmoid gyrus  
RN red nucleus 
RSG retrosplenial cortex 
S1 primary somatosensory cortex 
S2 secondary somatosensory cortex  
S3 tertiary somatosensory cortex 
SC superior colliculus 
S septal nuclei 
SN substantia nigra 
SSG suprasylvian gyrus 
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SSy suprasylvian cortex  
Tha thalamus 
Tu olfactory tubercle 
VP vetroposterior field  
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CHAPTER 3: DORSO-LATERAL FRONTAL CORTEX OF THE FERRET ENCODES 
PERCEPTUAL DIFFICULTY DURING VISUAL DISCRIMINATION 2 
 
INTRODUCTION 
Prefrontal cortex (PFC) is widely interconnected with other cortical and sub-cortical areas 
(Pandya and Kuypers, 1969; Jacobson et al., 1978; Fuster, 2008; Yeterian et al., 2012). Neurons in PFC 
are therefore ideally situated to (1) prioritize and integrate sensory signals, (2) prepare behavioral 
responses, and (3) assess outcomes. Indeed, PFC neurons encode a broad range of task-related signals. 
PFC neurons preferentially respond to behaviorally relevant sensory input (Funahashi et al., 1993b; 
Tomita et al., 1999; Zanto et al., 2011), provide top-down control signals that shape sensory processing 
by allocating attention in preparation for goal-directed actions (Miller and Cohen, 2001; Buschman and 
Miller, 2007; Squire et al., 2013; Suzuki and Gottlieb, 2013), and provide behavioral inhibition to 
overcome habitual responses (Niki and Watanabe, 1976, 1979; Miller and Cohen, 2001; Li et al., 2006; 
Narayanan and Laubach, 2006). 
Together, these findings support a model in which goal-directed behavior arises through the 
interaction of bottom-up signals from sensory areas and top-down control signals from PFC. Sensory 
discrimination tasks provide a behavioral assay of how bottom-up sensory signals are processed and how 
they lead to goal-directed behavior. Indeed, visual discrimination between two stimuli is a common 
element of many tasks that are used to study the neuronal correlates of perception. Accordingly, the role 
                                                          
2 This chapter previously appeared as an article in Scientific Reports; doi: 10.1038/srep23568 
(https://www.nature.com/articles/srep23568). The original citation is as follows: Zhou ZC, Yu C, Sellers 
KK, Fröhlich F. Dorso-Lateral Frontal Cortex of the Ferret Encodes Perceptual Difficulty during Visual 




of (cortical) visual areas in tasks that require discrimination between different visual stimuli has been 
extensively studied (Logothetis and Pauls, 1995; Vogels, 1999; Op de Beeck et al., 2001; Heuer and 
Britten, 2004). In contrast, the role of PFC in visual discrimination, in particular as a function of 
perceptual difficulty, has remained mostly unstudied. To address this gap, we investigated the neuronal 
spiking dynamics in dorso-lateral frontal cortex (dl-FC) of freely-moving ferrets during a two-alternative 
forced choice, visual discrimination task with two levels of perceptual difficulty. We hypothesized that dl-
FC neurons dynamically encode task variables and that they are differentially recruited in trials with high 
perceptual difficulty. We further hypothesized that this brain area is causally involved in performing the 
discrimination task. 
To test these hypotheses, we trained ferrets to perform a touchscreen-based visual discrimination 
task. In this task, the animals initiated trials, selected the conditioned stimulus out of two simultaneously 
presented images, and retrieved a water reward at the end of successful trials. One group of animals was 
implanted with electrode arrays in left dl-FC (Duque and McCormick, 2010a) for recording single-unit 
action potentials. We first investigated the preference of neuronal spiking responses by fitting linear 
models that predicted binned (instantaneous) firing rate as a function of the task difficulty (“easy” or 
“hard” corresponding to “high” and “low” visual contrast) and the target location on the touch-screen 
(“left” or right”). We next used support vector machine analysis to assess how well the population activity 
encoded these task properties (Cristianini and Shawe-Taylor, 2000; Tremblay et al., 2015). In a second 
group of animals, we expressed ArchT (Chow et al., 2010; Han et al., 2011) in dl-FC to elucidate the 
functional implications of dl-FC activity during this task.  
METHODS 
All animal procedures were performed in compliance with the National Institutes of Health guide 
for the care and use of laboratory animals (NIH Publications No. 8023, revised 1978) and approved by the 





Spayed adult female ferrets (Mustela putoris furo, n = 3 for electrophysiology experiments, n = 5 
for optogenetics experiments; group housed in a 12 hr light/ 12 hr dark cycle) were trained to perform a 
two-choice visual discrimination task. The task was carried out in a custom-made sound-attenuated 
behavioral box fitted with a touchscreen monitor (IRTOUCH, Beijing, China) to display stimulus images 
and to record nose-poke responses (Fig. 3.1A). A black Plexiglas sheet with left and right square cutouts 
was mounted in front of the touchscreen. Auditory tones were delivered through a speaker (HP Compact 
2.0 Speaker) mounted on the opposite wall. A spout for water delivery and an infrared sensor to detect 
nose-poke initiation were positioned in the same wall 5 cm above the floor. A houselight mounted on the 
ceiling was turned on for the duration of the session, except during incorrect trials. 
The task was adapted from an established behavioral protocol, and consisted of five training 
stages (Bussey et al., 2008; Mar et al., 2013). Each ferret learned to associate nose-poke of one image 
(conditioned stimulus, CS+) of an image pair with water reward delivery. The ferrets initiated each trial 
by nose-poke of the infrared sensor (Fig. 3.1). Following initiation, each image within the pair was 
simultaneously presented in the left or right windows of the touchscreen monitor (geometric black and 
white images from the Microsoft Clipart Gallery). CS+ and CS- locations were randomized for each trial 
with the added contingency that the CS+ could not appear in the same location for three consecutive 
trials. Upon nose-poke of the CS+ window, the stimuli were extinguished, an auditory pure tone (200 Hz, 
63.5 dB, 500 ms duration) was played, and a water reward was released at the back of the behavioral 
chamber. The reaction time to touch the stimulus (time from trial initiation to stimulus touch), and thus 
the duration of stimulus presentation, depended on when the animal nose-poked the screen. Incorrect 
responses resulted in extinguishing the houselight for five seconds. For electrophysiological experiments, 
trials with high and low contrast versions of the image pair were randomly interleaved to assess behavior 
and network dynamics for low (“hard”) and high (“easy”) signal-to-noise sensory inputs. In a typical 
session, the animal would complete 56 trials consisting of equal numbers of all four trial types (“easy, 
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CS+ left,” “easy, CS+ right,” “hard, CS+ left,” and “hard, CS+ right” trials). For the first session, image 
contrasts in the hard condition were set based on an initial calibration session where accuracy was 
assessed for different contrast levels. For each animal, the image contrast that produced around 75% 
accuracy was designated for the test first session. For subsequent sessions, image contrast for the hard 
condition was calibrated based on the performance in the previous session such that the accuracy of each 
ferret was within the range of 60% to 90%. The goal of this calibration was make sure that the hard trials 
remained difficult enough such that the animal would make a substantial number of mistakes. Typically, 
if the overall performance for the hard condition was above 90% on a given session, the contrast of the 
hard image pair was lowered for the next session.  
Prior to behavioral training and testing, the animals were water restricted to enhance motivation 
to perform the task. Water sources were removed from animal home cages each Sunday before weekdays 
of behavioral testing. The water intake of each animal was maintained at 60mL/kg/day as a sum of the 
water received during the behavioral task and supplemental water at the end of the day. Water sources 
were returned to the animal home cages on Friday night. Ferrets were trained twice a day (50 trials per 
session) and performed the final task once a day in the afternoon. 
Surgery and Electrode Implantation 
Electrode implantation surgery was performed for each animal (n = 3) after completion of 
behavioral training. After initial anesthesia induction with intramuscular (IM) injection of 
ketamine/xylazine (30 mg/kg of ketamine, 1-2 mg/kg of xylazine), ferrets were intubated and deep 
anesthesia was maintained with isoflurane (0.5-2% in 100% oxygen). Throughout the procedure, partial 
oxygen saturation, end-title CO2, electrocardiogram, and rectal temperature were monitored. The body 
temperature was maintained at 38-39°C and end-title CO2 at 30 to 50 mmHg. Using aseptic technique, 
tissue and muscle were resected to expose the skull surface. A small craniotomy was made above the 
anterior sigmoid gyrus (5 mm anterior of bregma and 2 mm lateral to the midline). Sixteen channel micro-
electrode arrays (tungsten electrodes oriented in a 2 by 8 fashion, Innovative Neurophysiology, Durham, 
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NC) were positioned above the craniotomy using a stereotaxic arm, gradually lowered to target deep 
layers of cortex, and fixed with dental cement. Muscle and tissue around the implant were then sutured 
together. Following surgery, animals were allowed to recover in their home cage for two weeks before 
behavioral testing. Animals were administered meloxicam for pain relief (0.2 mg/kg IM injection) and 
antibiotics (enrofloxacin, 5 mg/kg IM injection) during recovery. 
Viral Delivery and Fiber Implantation 
The viral delivery and optical fiber implantation surgery was performed in a separate set of 
animals (n = 5) once the behavioral training (identical to the one for animals for electrophysiology) was 
complete. Similar asceptic surgery procedures as for the electrode implantation were used. For the virus 
delivery, we prepared either rAAV5-CamKII-ArchT-GFP (titer of 7.5 x 1012 vg/ml; UNC Vector Core, 
Chapel Hill, NC) or rAAV5-CamKII-GFP (titer of 6 x 1012 vg/ml; UNC Vector Core, Chapel Hill, NC) 
constructs in a 1 µL Hamilton syringe (Hamilton Company, Reno, NV) prior to injection. At the location 
of electrode implantation in the first set of animals, 1 µL of virus was delivered (0.1 µL/min) bilaterally at 
a depth of 0.9 mm below the surface of cortex. Ferrules with 200 um fibers (validated with > 80% 
transmission) were positioned above the virus delivery location and secured using dental cement. A 
custom designed plastic cylinder implant was cemented around the ferrule to provide stability during 
behavior. Custom fiber implants and patch cables were fabricated according to previously published 
guidelines (Sparta et al., 2012).  
Optogenetic Experiments 
Animals that had undergone virus injection and fiber implantation (ArchT: n = 3, GFP: n = 2, one 
ArchT animal was excluded from the analysis due to only minimal virus expression determined by post-
mortem histology) were subject to optogenetic experiments four weeks post-surgery. Animals were 
water-restricted and essentially performed the same visual discrimination task as the animals implanted 
with recording electrodes. The task structure differed in that each session was composed of (1) 
counterbalanced trials with stimulation or no stimulation and, (2) a single difficulty level (high or low 
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contrast). A 532 nm laser (GL532T3-150; Shanghai Laser & Optics Century, Shanghai, China) coupled to 
an optical commutator (Doric, Quebec, Canada) was used to deliver green light to the neuron population 
of interest. Custom-made or commercially available (Doric, Quebec, Canada) patch cables from a 1x2 
rotary commutator (Doric, Quebec, Canada) were secured to the ferrule implant with a ceramic sleeve and 
stabilized with the plastic cylinder implant. Prior to each behavioral session, optical emission from the 
patch cable fiber tips was calibrated to 15-25 mW. For stimulation trials, the laser was turned on for a 
time window that ranged from trial initiation to stimulus touch (constant stimulation over the duration of 
stimulus presentation, also referred to as reaction time to touch). For a subset of the sessions, stimulation 
was applied from stimulus touch to reward acquisition. Prior to behavioral data analysis, trials where 
reaction time to touch exceeded 15 seconds were excluded. For the reaction time to touch analysis, we 
exclusively analyzed trials with correct responses. For each animal, we analyzed mean across-session 
accuracy, and across-trial reaction time to touch or drink for each condition (grouped by stimulation/no-
stimulation and difficulty). Two-way ANOVA tests were performed on accuracy (across-session) and 
reaction time (pooled across trials and sessions) data. Significant results were determined based on a 
threshold alpha level of 0.05. Significance shown in figures was determined post-hoc using Tukey’s 
honest significant difference test. 
Histology 
When animals reached their scientific end-point, electrolytic lesions were produced by passing 
current (5 µA, 10s, unipolar) through the middle and outer metal electrodes of the recording array. 
Animals were then humanely euthanized with an overdose of sodium pentobarbital and immediately 
perfused with 0.1 M PBS and 4% paraformaldehyde solution in 0.1 M PBS. For histological verification 
of electrode recording sites, brains were segmented into 60 micron slices using a cryostat (CM3050S, 
Leica Microsystems). Brain slices were then washed with 0.1 M PBS and stained for cytochrome oxidase 
(Wong-Riley, 1979b; Wiser and Callaway, 1996). Slides were subsequently imaged using a widefield 
microscope (Nikon Eclipse 80i; Nikon Instruments, Melville, NY) 
55 
 
Tissue from animals used in the optogenetic experiment was segmented into 50 micron slices and 
mounted with DAPI (Sigma-Aldrich, St. Louis, MO). Slides were subsequently imaged using a confocal 
microscope with a 10x objective (Zeiss LSM 780; Zeiss, Jena, Germany). 
In Vivo Electrophysiological Recordings 
Electrophysiological data (from 30 sessions across animals) were acquired at a sampling rate of 
10 kHz through wireless headstages with a bandwidth of 1 Hz to 5 kHz (Multi Channel Systems, 
Reutlingen, Germany). All electrophysiological data were analyzed using custom-written MATLAB 
scripts (Mathworks, Natick, MA). Raw traces were high-pass filtered (4th order Butterworth filter at 300 
Hz) and spikes were extracted each time when the trace crossed the threshold of -4-times the standard 
deviation (2 ms deadtime). Trials exhibiting clear artifacts in the broadband trace were excluded from the 
analysis.  
Single-Unit Analysis 
Spikes were sorted into putative single units (SUs) based on similar waveform characteristics 
using k-means overclustering and subsequent linkage analysis (Fee et al., 1996). First, a subset of spike 
waveforms (5000 spikes) in a session was sorted into a large number of groups using k-means clustering. 
Next, similar spike waveform clusters were combined using linkage analysis in order to create templates 
of single unit waveforms. Finally, all spikes within the session were matched and sorted into the 
waveform templates. Corresponding spike times were extracted for subsequent analyses. Previous studies 
have revealed differences in action potential waveform duration, measured by the peak-to-trough time, 
between regular-spiking (RS) pyramidal or fast-spiking (FS) interneurons (McCormick et al., 1985; 
Barthó et al., 2004). To determine the cutoff point for the classification of RS and FS units, we calculated 
the 10th percentile value of the distribution of spike peak-to-trough durations. This threshold was 
motivated by the non-normal property of the distribution (Kolmogorov-Smirnov test comparing to normal 
distribution, p < 0.0001) and its heavy tail towards short durations. Accordingly, we classified putative 
RS and FS units by peak-to-trough durations of greater than or less than 0.52 ms, respectively. The peri-
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event time histograms (PETH) of the firing rate (FR) were calculated using bin widths of 200 ms for each 
trial. The trial PETHs were then z-scored normalized by subtracting the mean baseline FR (calculated 
from the preceding seven second portion of the intertrial interval) from each bin and dividing by the 
standard deviation.  
General Linear Model 
We used a multi-variable linear model to explain how task conditions contribute to the variability 
in single unit firing response and to identify single units that displayed differential firing rates as a 
function of the trial type (Mante et al., 2013). For each single unit, a general linear model was generated 
for each time bin of the analysis window. The linear model was set up using the following equation:  
𝑟(𝑖, 𝑡) =  𝛽1Difficulty + 𝛽2Location +   (1) 
where the dependent variable r(i,t), the z-scored firing rate values across trials for single unit i at time bin 
t, is modeled as the linear combination of the independent task variables, conditions Difficulty and 
Location across trials. The β coefficients were used to create regression coefficient time-series; the model 
included an error term, ε. Task conditions were encoded with the following values: task difficulty (easy = 
-1, hard = +1) and target location (left = -1, right = +1). The time-series of the regression coefficients 
derived from the linear model then represented the dynamics of condition preference. For example, a 
positive task difficulty coefficient value indicated higher firing rate in the hard condition compared to the 
easy condition in that particular time bin. This approach also provided the linear model F-statistics that 
corresponded to the regression coefficient time-series. To determine which single units exhibited 
significant preference, we set a threshold for the minimum number of contiguous significant bins (F-
statistics) (function to find contiguous bins adapted from MATLAB File Exchange, David Fass). 
Specifically, we performed bootstrap analysis (100 times per single unit) of the linear model with shuffled 
condition identifiers, and pooled the number of contiguous significant bins found. We obtained the 95th 
confidence interval cutoff as the threshold value of 1 significant bin. Any single unit exhibiting at least 2 
contiguous significant bins was deemed to have preference for a task condition. To validate the linear 
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model and shuffle control, we plotted regression coefficient time-series of SUs that passed the contiguous 
bins criteria in the shuffled analysis; we found substantially fewer SUs (< 10% of un-shuffled analysis) 
and no observable pattern in the peaks. We included an interaction term to the linear model in a 
subsequent analysis, and identified which SUs exhibited a significant main effect and interaction. 
Clustering Analysis 
We clustered regression coefficient time-series into groups with similar preference dynamics. Our 
primary approach was to use hierarchical linkage clustering and dendrogram analysis on the coefficient 
peak times of units grouped by cell type and condition (positive or negative coefficient peak) of 
preference (Supplementary Fig. 3.C). We used this method to capture the salient feature that the 
preference time-series typically peaked at a given moment in time of a trial. In contrast, clustering of the 
whole time-series de-emphasizes these peaks since it considers the entire trial-duration to which the 
preference peak is only a small contributor due to its short duration. We first sorted peak times into 
hierarchical clusters with Ward’s method which minimizes within cluster variance. Using these clusters 
created from the linkage analysis, we constructed dendrograms to visualize the hierarchical tree. We 
determined the number of cluster families required to optimally separate coefficient time-series as the 
number of dendrogram tree leaves at 95% of the full tree. Hierarchical clusters were then merged to create 
cluster families. 
Support Vector Machine 
To test the effectiveness of population decoding of task properties, we performed support vector 
machine (SVM) analysis on session-averaged population FR data (Cristianini and Shawe-Taylor, 2000; 
Tremblay et al., 2015) for each of the two task variables. FR was calculated using a 400 ms sliding 
window (100 ms increments) across the analysis window centered at target touch. We utilized a “leave-
one-out” algorithm for computing the SVM where, for each FR bin in each session, the model was trained 
on data from all except one test trial. In other words, the FR data for each bin was a matrix with the 
dimensions of SU by non-test trials, and was used to predict the trial task conditions (a vector of trial 
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identifiers coding for either difficulty or location). We performed multiple iterations of the SVM such that 
each trial was tested in the model. Prediction accuracy for each time bin was calculated by taking the ratio 
of correctly predicted trials to total trials.  
We compared population decoding of task variables between session-averaged and session-
pooled data. In the former analysis, we performed SVM analysis on each session and took the average 
accuracy across sessions (average of 20 SUs per session). In the latter analysis, we trained the SVM on 
pooled SU activity across sessions. In this analysis, we randomly selected 20 trials for each of the two 
task variables (hard versus easy, left versus right, respectively). The FR data matrix and trial condition 
vector were organized in such a way that all trials of one condition were positioned in the first half of the 
matrices and trials of the other condition were positioned in the second half. This method ultimately 
allowed for assessment of population encoding pooled across sessions in a pseudo-simultaneous manner 
(Rigotti et al., 2013). Fifteen iterations of the session-pooled SVM analysis was performed in order to 
include the majority of trials and to perform statistics. 
To determine significance, we first calculated chance performance by training the decoder with 
the same data but with shuffled trial identifiers. After decoding accuracy time-series were calculated, 
paired t-tests were performed for each bin between test data, and shuffle control data. Confidence 




Ferrets (Fig. 3.1A) were trained to perform a two-choice visual discrimination task adapted from 
an existing rodent paradigm (Bussey et al., 2008). To initiate a trial, the animals triggered an IR sensor at 
the back of the behavioral apparatus. Upon initiation, a pair of images (abstract shapes) was 
simultaneously presented in the left and right windows of the touchscreen monitor (Fig. 3.1A). Prior to 
electrode array implantation, each animal was trained to associate one image (conditioned stimulus: CS+) 
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of an image pair with subsequent reward delivery. Different stimulus pairs were used for different 
animals. Upon nose-poke touch of the window displaying the CS+, an auditory pure tone (200 Hz, 63.5 
dB) was played and a water reward was released at a central lickspout in the back of the behavioral 
chamber (Fig. 3.1B). The visual stimuli remained on the screen until animals made a nose-poke to one of 
the windows. Trials with high and low contrast image pairs were randomly interleaved to assess behavior 
and dl-FC activity for sensory inputs with high (“easy”) and low (“hard”) signal-to-noise ratios.  
We first determined behavioral performance with respect to the task components that varied from 
trial to trial: task difficulty (easy or hard conditions) and target CS+ location (left or right conditions, i.e. 
stimulus presentation ipsi- and contralateral to the recording location in left dl-FC, respectively). We 
predicted, based on the fact that low signal-to-noise sensory stimuli require longer integration times 
(Näsänen et al., 2001; Murray and Plainis, 2003), that the low contrast condition would result in not only 
lower accuracy rates but also longer reaction times compared to the high-contrast condition. We indeed 
found that percent accuracy in the low contrast condition (Fig. 3.1C, animal 1: 92.3 ± 2.20%, animal 2: 
73.5 ± 3.16%, animal 3: 89.4 ± 1.31%; mean ± SEM, n = 12 sessions, n = 24 sessions, n = 11 sessions, 
respectively) was lower than in the high contrast condition (Fig. 3.1C, animal 1: 99.5 ± 0.45%, animal 2: 
99.0 ± 0.53%, animal 3: 98.4 ± 1.47%; paired t-test, p < 0.05, p < 0.001, p < 0.01). Reaction times to 
touch the CS+ were significantly longer in the low contrast condition (Fig. 3.1D, pooled across sessions, 
animal 1: 5.35 ± 0.275 s, animal 2: 5.52 ± 0.203 s, animal 3: 6.22 ± 0.307 s) than in the high contrast 
condition (Fig. 3.1D, animal 1: 4.59 ± 0.254 s, animal 2: 3.87 ± 0.120 s, animal 3: 4.82 ± 0.259 s; 
unpaired t-test, p < 0.05, p < 0.001, p < 0.001). These results support the designation of low and high 
contrast trials as hard and easy, respectively. We did not find significant differences between reaction 
time for left and right target locations; however, one animal displayed a marginally significant difference 
in accuracy with respect to target location (animal 1; left: 92.8%, right: 98.5%; paired t-test, p = 0.03). 
Further, reaction times for left and right windows split by difficulty were also not significant (unpaired t-
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test, left vs. right in easy trials, p > 0.05 for all animals; left vs. right in hard trials, p > 0.05 for all 
animals). We exclusively analyzed correct trials for the electrophysiology data. 
Electrophysiological Recordings 
Electrode arrays were targeted to rostral anterior sigmoid gyrus (1-3 mm from midline) that has 
been suggested to be the ferret analogue to the primate PFC due to reciprocal connections with 
mediodorsal thalamus (Duque and McCormick, 2010a). Electrodes arrays were implanted in the left 
hemisphere and electrode locations were confirmed through histological methods (Figs. 3.2A, 
Supplementary Fig. 3.A). We refer to this area as dl-FC due to the limited anatomical characterization of 
the ferret frontal cortex (Fritz et al., 2010b) and continued contention about the definition of PFC across 
species. We classified single units (SUs) based on action potential duration measured by peak-to-trough 
time which provides optimal differentiation between regular-spiking (RS) neurons and fast-spiking (FS) 
interneurons (Barthó et al., 2004). Putative RS and FS units were identified by peak-to-trough durations 
of >0.52 ms and <0.52 ms, respectively (Fig. 3.2B). Out of the total of 587 SUs identified, we found 525 
(89.4%) putative RS and 62 (10.6%) putative FS neurons. FS units exhibited significantly higher baseline 
activity compared to RS units (mean firing rate ± SEM, RS: 2.88 ± 0.004 Hz, FS: 6.56 ± 0.091 Hz, 
unpaired t-test, p < 0.001). 
Task-evoked Modulation of Neuronal Firing Activity in dl-FC 
Frontal cortex is key to a diverse range of cognitive functions, including stimulus categorization, 
adaptive decision making, attentional processing, and working memory (Duncan, 2001; Buschman and 
Miller, 2007; Fuster, 2008; Mante et al., 2013). We therefore anticipated that neurons in dl-FC would 
exhibit task-evoked modulation of firing rates (FR) during behavior. As expected, we found modulation 
of spiking activity in SUs recorded during the behavioral task; averaged across trials, units exhibited both 
time-locked enhancement and suppression of their firing rate as a function of time. Activity modulation 
occurred throughout the behavioral task including the pre-touch stimulus viewing and approaching 
(relative to stimulus touch, -2 to -0.5 seconds), touch (-0.5 to 0.5 seconds), and post-touch reward 
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acquisition (0.5 to 3 seconds) epochs (Fig. 3.3). The task was self-paced; as a result, reaction times from 
stimulus onset to stimulus touch varied from trial to trial. We performed subsequent analyses exclusively 
on correct trials. Accordingly, we refer to touching of the correct stimulus as “target touch.” 
Encoding of Task Variables 
We first asked if neuronal firing in dl-FC was modulated by task variables difficulty and target 
location. We defined preference as an elevated firing rate for trials with one versus the other value of a 
task variable. First, we asked if neurons in dl-FC encode one or both task variables. We performed a 
general linear model analysis (see details in methods). For each single unit, a general linear model was 
generated for each time bin of the analysis window (Mante et al., 2013). We used task conditions as 
independent variables and FR values across trials as dependent variables in the model. The resulting time-
series of regression coefficients represented the dynamics of condition preference; the sign of the 
regression coefficients indicated which condition was preferred and the magnitude indicated the strength 
of preference. 
We next identified SUs that exhibited contiguous significant time-series bins through bootstrap 
analysis in which we shuffled trial identifiers. We obtained a 95th confidence interval cutoff value for the 
number of significant bins required for a SUs coefficient time-series to exhibit significant preference for a 
task condition. Using this criterion, we identified SUs (394 of 587, 67.1%; RS: 66.9%; FS: 69.4%) that 
had significant preference for at least one of the two task conditions (Table 1). Substantially more cells 
exclusively encoded location (RS: 165 units, 31.4%. FS: 11 units, 17.7%; 52 of these units exhibited a 
significant interaction term) than task difficulty (RS: 97 units, 18.5%. FS: 12 units, 19.4%; 34 of these 
units exhibited a significant interaction term; Chi-square comparing number of units with preference for 
difficulty or location, Chi-square (1,285) = 20.8, p < 0.001). We also found units that encoded both task 
variables (RS: 89, 17.0%. FS: 20, 32.3%; 34 of these units exhibited a significant interaction term). To 
ensure that these results were not produced by an artifact of the shuffled bootstrap analysis, we plotted the 
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coefficient time-series of spurious “significant” SUs (less than 10% of all units) from the shuffled data 
and confirmed the absence of a meaningful pattern. 
dl-FC Single Units Encode Task Difficulty 
First, we studied how dl-FC represents differential task difficulty, i.e. the contrast of the visual 
stimuli. We hypothesized that the difficult stimuli require more engagement of neurons in dl-FC. To test 
this hypothesis, we analyzed coefficient time-series of SUs with significant difficulty preference grouped 
by cell type (Fig. 3.4, sorted by time of peak value). Indeed, we found a larger number of RS units (Fig. 
3.4A, top, n = 106; Chi-square (1,186) = 7.3, p < 0.01) that exhibited preferential activity for the hard 
condition compared to RS units that exhibited preference for the easy condition (Fig. 3.4A, bottom, n = 
80), while the number of FS units that showed preference for either conditions was equal (Fig. 3.4B, n = 
16, for both conditions). This difference indicates a functional dissociation between RS and FS neurons in 
dl-FC where RS neuron recruitment varied as a function of task difficulty, whereas FS neuron recruitment 
remained constant. 
Then, we asked if the preference for easy or hard trials was maintained through the trial or 
restricted to a certain epoch. We found that the differential activity peaks of individual units were 
constrained to certain epochs within trials, and that these epochs were distributed across time at the 
population level (Fig. 3.4, blue and red histograms). This suggests the presence of a temporal 
information-binding mechanism in dl-FC neuron populations that encode task information across the span 
of the trial. Interestingly, the distribution of peak preference values was not uniformly distributed across 
time (Kolmogorov-Smirnov test comparing to uniform distribution, p < 0.001). Importantly, units not 
only showed preferential activity for a given condition prior to target touch (t < 0 seconds), but their 
patterns of temporally constrained preference peaks also persisted into response feedback and subsequent 
reward acquisition epochs (t > 0 seconds). In addition, we observed that a majority of RS units exhibited 
preferential activity in the hard condition later in time, i.e. shorter time before target touch, in comparison 
to the RS units that preferred the easy trials (Fig. 3.4A, top and bottom, unpaired t-test of peak times, p < 
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0.05). Interestingly, about two-thirds of hard-preferring FS units peaked in differential activity prior to 
target touch; however, the distributions for both FS groups were not statistically different from uniform 
distributions, likely due to the comparably low number of FS units (Fig. 3.4B, Kolmogorov-Smirnov test 
comparing to uniform distribution, p > 0.05 for both). Due to the nature of the task, the time elapsed 
between stimulus onset (triggered by approaching the lick spout) and stimulus offset (caused by stimulus 
touch) was determined by the animal. Therefore, the observed sequential patterns could be an artifact 
caused by different average response times for different sessions such that all units from a given 
suggestion would correspond to one of the peaks in the preference signal. To exclude this explanation, we 
plotted the histogram of reaction times for the sessions during which each neuron was recorded from 
(Supplementary Fig. 3.B). These plots show that the behavior was consistent across sessions and that 
there was no structure that would correspond to the one found for the coefficient time-series, confirming 
that SU preferential activity indeed reflected the temporal evolution of population activity.  
Due to the widespread distribution of preference peaks across time, we further quantified these 
population preference profiles by clustering SUs according to the time of peak in the coefficient time-
series (preference peak time). We restricted our clustering analyses to RS units due to the low FS unit 
count. We performed linkage clustering analysis to identify SUs that displayed similar preference peak 
times (Supplementary Fig. 3.C). We then calculated population-averaged coefficient time-series and FR 
PETHs (peri-event time histograms) for each cluster (separately for easy and hard trials). We found a 
large cluster of RS units that preferred the hard condition prior to target touch (Fig. 3.5A, cluster 1: n = 
64) and a small cluster of RS units that preferred the easy condition (Fig. 3.5A, cluster 3: n = 22); cluster 
3 exhibited an earlier peak in its preference for the easy condition than cluster 1 in its preference for the 
hard condition (unpaired t-test of peak times, p < 0.01). In the case of cluster 1, preference for the hard 
condition resulted from an increase and decrease in firing rate for hard and easy trials, respectively (Fig. 
3.5A, mean firing rate in interval [-2 -0.5] seconds relative to target touch ± SEM; hard: 0.15 ± 0.032, 
easy: -0.04 ± 0.025; paired t-test, p < 0.0001, n = 64). The corresponding peaks and troughs in firing rate 
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occurred at the same time (unpaired t-test of peak times, p = 0.16, n = 64). In cluster 3, we found the 
opposite dynamics; preference for the easy condition at target touch results from a decrease and increase 
in firing rate for hard and easy trials, respectively (Fig. 3.5A, mean firing rate in interval [-2 -0.5] seconds 
relative to target touch ± SEM; hard: -0.11 ± 0.035, easy: 0.19 ± 0.047; paired t-test, p < 0.0001, n = 22). 
This pattern in differential FR could also be seen earlier in the trial, near trial initiation (Supplementary 
Fig. 3.D, cluster 3, mean firing rate in interval [0 2] seconds relative to trial initiation ± SEM; hard: 0.005 
± 0.0290, easy: 0.16 ± 0.037; paired t-test, p < 0.001, n = 22). Two further clusters (Fig. 3.5A, Cluster 2: 
hard, n = 42; Cluster 4: easy, n = 58) demonstrated significant preference during reward acquisition 
(paired t-test of firing rates in the interval [0.5 2.5] seconds relative to target touch; cluster 2: p < 0.001, 
cluster 4: p < 0.001). In summary, clusters 1 and 3 contained the neurons that showed pronounced 
preference for one of the two difficulty levels during the decision-making process and the goal-directed 
action of touching the stimulus. The number of SUs that were preferentially active during hard trials 
greatly outnumbered the SUs that preferred easy trials (64 versus 22 SUs). 
dl-FC Single Units Encode Target Location 
Given this bias towards difficult trials, we next asked (1) if the dl-FC neurons that encoded the 
target location exhibited a similar bias to one of the two locations, and (2) if the target-location encoding 
exhibited a similar distributed population representation. To answer these questions, we examined the 
SUs that displayed preference for one of the target locations (Fig. 3.6). The electrode arrays were 
implanted in the left hemisphere, thus targets on the left are ipsilateral whereas targets on the right are 
contralateral. We found similar numbers of ipsilateral and contralateral preferring RS units (ipsilateral: n 
= 124, contralateral: n = 130; Chi-square (1,254) = 0.28, p = 0.60; Fig. 3.6A) and FS units (ipsilateral: n = 
15, contralateral: n = 16; Fig. 3.6B) and therefore a lack of differential recruitment of left dl-FC neurons 
for ipsilateral and contralateral target locations. However, we found distinct dynamics in the temporal 
evolution of location preference. RS units with preference for presentation of the CS+ in the contralateral 
window showed peak differential activity in a nearly uniform distribution across the behavioral epoch 
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with modest concentration prior to target touch (Fig. 3.6A, Kolmogorov-Smirnov test comparing to 
uniform distribution, p < 0.001). In contrast, nearly half of the SUs with preference for ipsilateral CS+ 
images exhibited peak preference around the time of target touch (Kolmogorov-Smirnov test comparing 
to uniform distribution, p < 0.001). Peak time distributions for FS units were not statistically different 
from uniform distributions (Fig. 3.6B, Kolmogorov-Smirnov test comparing to uniform distribution, p > 
0.05 for both). 
We again plotted session-specific reaction time distributions for each SU in the same order as Fig. 
6 (Supplementary Fig. 3.B), and found no observable pattern. We also examined if extension of the 
analysis window would alter results: the prescribed results for both difficulty and location heatmaps were 
unchanged when we performed the same linear model analysis on the window from [-6 3] seconds 
relative to target touch. 
We then further dissected these population response dynamics for target location preference by 
clustering the task coefficient time-courses by their peak value (Fig. 3.7). RS units with contralateral 
preference (Fig. 3.7A, cluster 1: n = 79) peaked in location preference prior to target touch, while units 
with ipsilateral preference (Fig. 3.7A, cluster 3: n = 87) peaked later at around time of target touch 
(unpaired t-test of peak times, p = 0.01). The PETHs of contralateral preferring units (Fig. 3.7A, cluster 1) 
suggest that firing activity was suppressed around target touch for ipsilateral trials, while firing activity 
increased for preferred, contralateral trials. Indeed, there was a significant difference in average firing rate 
between the two trial types (Fig. 3.7A, mean firing rate in interval [-2 -0.5] seconds relative to target 
touch ± SEM; ipsilateral: -0.04 ± 0.023; contralateral: 0.10 ± 0.030; paired t-test, p < 0.001, n = 79). We 
observed the same pattern of differential FR earlier in the trial, closer to trial initiation (Supplementary 
Fig. 3.E, cluster 1, mean firing rate in interval [0 2] seconds relative to trial initiation ± SEM; ipsilateral: -
0.02 ± 0.017, contralateral: 0.04 ± 0.018; paired t-test, p < 0.001, n = 79). For cluster 3, there was the 
opposite response pattern with an increase and decrease for ipsilateral and contralateral trials, respectively 
(Fig. 3.7A, mean firing rate in interval [-1 1] seconds relative to target touch ± SEM; ipsilateral: 0.30 ± 
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0.037, contralateral: 0.06 ± 0.026; paired t-test, p < 0.001, n = 87). For both clusters (1 and 3), firing rate 
peaks and troughs for the contralateral trials occurred before those of the ipsilateral trials (unpaired t-test 
of peak times, cluster 1: p < 0.05, n = 79; cluster 3: p < 0.01, n = 87). We also found that more RS units 
exhibited preference for contralateral (n = 51) than ipsilateral (n = 37) trials during reward retrieval (Fig. 
3.7A, clusters 2 and 4, Chi-square (1, 88) = 4.5, p < 0.05). 
Next, we were interested in the population of neurons that modulated their activity during the 
task, but lacked preference for a task component. To do this, we calculated FR PETHs for the remaining 
non-selective RS SUs (Supplementary Fig. 3.F, left, n = 174) and FS units (Supplementary Fig. 3.G, 
right, n = 19). Interestingly, RS and FS units displayed different firing behaviors. For RS units, the largest 
increases in normalized firing rate occurred shortly after target touch and reward acquisition (unpaired t-
test between FR of neurons with peaks within [0.5 1.5] and [2 3] seconds and FR of all other neurons, 
both p = 0); in fact about a third of all non-selective RS units peaked in their FR in this early phase of 
reward acquisition ([0.5 1.5] seconds relative to target touch, 30.5% of total RS units). On the other hand, 
non-selective FS units exhibited the most concentrated and strongest peak FR changes during the stimulus 
viewing epoch (42.1% of FS units, unpaired t-test between FR of neurons with peaks within [-2 -0.5] 
seconds and FR of all other neurons, p = 0). We found that RS units exhibited significantly higher FRs 
compared to FS units within the [0.5 3] second epoch (mean ± SEM, RS: 0.169 ± 0.0004, FS: 0.07 ± 
0.002, unpaired t-test, p < 0.001). On the other hand, FS units exhibited significantly higher FRs within 
the [-2 -0.5] second epoch (mean ± SEM, RS: 0.13 ± 0.001, FS: 0.61 ± 0.008, unpaired t-test, p < 0.001). 
In summary, non-selective RS units increased their activity leading up to and during reward acquisition, 
whereas FS units increased their activity during stimulus viewing. This suggests that non-selective RS 
and FS units play a role in general reward or stimulus processing, respectively. 
Population Decoding of Task Properties 
So far, we have provided evidence that single units in dl-FC show differential activity for 
difficulty and location conditions. We next asked if (1) population activity from a given session can be 
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used to decode task variables (difficulty and location) and (2) decoding accuracy improves with 
population size. To do this, we used support vector machine (SVM) analysis to assess the decoding 
accuracy of task variables (Fig. 3.8). In order to address the first question, for each session, we trained the 
SVM on SU FR data to predict trial conditions (test data). Decoder accuracy was subsequently averaged 
across sessions (Fig. 3.8A, n = 30 sessions, average 20 units per session). We compared test data SVM 
decoding performance to that of a shuffle control (trial identifiers shuffled), and found that population 
activity poorly encoded difficulty (Fig. 3.8A top, from [-1 1] centered on target touch, mean = 51%, 95% 
confidence interval of the mean = 50.6-52.3%, n = 30 sessions), but reasonably encoded location (Fig. 
3.8B top, from [-1 1] centered on target touch, mean = 58%, 95% confidence interval of the mean = 57.2-
59.1%, n = 30 sessions).  
We next examined decoder performance with population activity pooled across sessions (total of 
461 units included). Population decoding performance improved markedly for both difficulty encoding 
(Fig. 3.8A bottom, from [-1 1] centered on target touch, mean = 64%, 95% confidence interval of the 
mean = 63.1-65.9%, n = 15 iterations) and location (Fig. 3.8B bottom, from [-1 1] centered on target 
touch, mean = 89%, 95% confidence interval of the mean = 88.1-90.7%, n = 15 iterations). These findings 
further highlight the distributed nature of the encoding used in dl-FC since most units exhibit preference 
only for a short window of time and thus a larger number of neurons are required to achieve improved 
classifier performance. Indeed, the more distributed nature of the encoding of preference for difficulty 
versus target location that we found with the linear model is reflected in the differential performance of 
the classifier for the two task variables. 
Inactivation of dl-FC Pyramidal Neurons Affects Visual Discrimination Response  
To explore the causal role of dl-FC in visual discrimination, we expressed ArchT(Han et al., 
2011) (n = 3) or GFP (control animals, n = 2) under the CaMKII promoter and implanted optical fibers in 
bilateral dl-FC of a different group of animals (Fig. 3.9A). Expression of ArchT and implant locations 
were verified in post-mortem tissue histology (Fig. 3.9B and Supplementary Fig. 3.H). These animals 
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performed a similar visual discrimination paradigm with the difference that sessions were composed 
entirely of either easy or hard trials (stimulation/no-stimulation and stimulus location conditions were 
randomized across trials with each session). We found that when constant light stimulation was delivered 
to dl-FC during stimulus presentation (from initiation to target touch), reaction time to touch was reduced 
for ArchT (Fig. 3.9C, two-way ANOVA, Animal A: main effect of difficulty with F(1,509) = 56.2, p = 0, 
main effect of stimulation with F(1,509) = 13.8, p < 0.001, and significant interaction between stimulation 
and difficulty with F(1,509) = 6.58, p < 0.01; Supplementary Fig. 3.G, Animal B: main effect of 
stimulation with F(1,461) = 3.87, p < 0.05) but not GFP control animals (Supplementary Fig. 3.G, two-
way ANOVA, Animal C: F(1,546) = 0, p = 0.94); Animal D: F(1,647) = 1.51, p = 0.22). A third ArchT 
animal did not show an effect of stimulation on reaction time, but post-mortem histology confirmed that 
there was only minimal viral expression. One explanation for the reduction in reaction time could be that 
suppressing dl-FC pyramidal neurons make the animals more impulsive, and as a result impairs decision 
making. To explore this possibility, we examined performance accuracy across conditions. Surprisingly, 
stimulation did not alter accuracy (Fig. 3.9C, two-way ANOVA, ArchT Animal A: F(1,21) = 0.36, p = 
0.55; Supplementary Fig. 3.G, ArchT Animal B: F(1,20) = 0.14, p = 0.71; GFP Animal C: F(1,20) = 0.06, 
p = 0.81; GFP Animal D: F(1,20) = 0, p = 0.96) suggesting that the animals may be over-trained for the 
assay to show a change in error rates. There was a main effect of difficulty and session when accuracy 
was plotted as a function of session (Supplementary Fig. 3.G, two-way repeated measures ANOVA; for 
ArchT animals, session: F(1,5) = 5.2, p < 0.001 and difficulty: F(1,1) = 27.6, p = 0; for GFP animals, 
session: F(1,5) = 5.4, p < 0.001 and difficulty: F(1,1) = 34.1, p = 0); however, there was no significant 
effect of stimulation or interaction (Supplementary Fig. 3.G, two-way repeated measures ANOVA, p > 
0.05 for effects and animal groups). We also found a main effect of stimulation in reaction time when 
plotted as a function of time for ArchT (Supplementary Fig. 3.G, two-way repeated measures ANOVA, 
F(1,1) = 4.5, p < 0.05), but not GFP (two-way repeated measures ANOVA, F(1,1) = 0.67, p = 0.42) 
animals. Further, we reasoned that the effects on reaction time could either be due to a reduced wait-
signal (Li et al., 2006; Narayanan and Laubach, 2006) or a direct increase in locomotion. To test the 
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hypothesis that stimulation affects pure motor activity, we stimulated ArchT animals during the reward 
acquisition epoch in “hard” sessions. We found that stimulation during this epoch did not affect reaction 
time to drink (mean reaction time pooled across trials ± SEM; ArchT Animal A, no-stim: 4.94 ± 0.22, 
stim: 4.64 ± 0.21, unpaired t-test, p = 0.38; ArchT Animal B, no-stim: 3.78 ± 0.19, stim: 3.79 ± 0.20, 
unpaired t-test, p = 0.58) or reaction time to touch the target (mean reaction time pooled across trials ± 
SEM; ArchT Animal A, no-stim: 1.28 ± 0.003, stim: 1.32 ± 0.003, unpaired t-test, p = 0.27; ArchT 
Animal B, no-stim: 0.96 ± 0.003, stim: 0.94 ± 0.002, unpaired t-test, p = 0.94). If dl-FC pyramidal neuron 
suppression were to affect locomotion, we would have expected a change in reaction time to drink. These 
results from the optogenetics experiments suggest a causal role of dl-FC in visual discrimination that is 




We studied the role of ferret dl-FC in sensory processing and action execution during a visual 
discrimination task that required freely-moving behavior. In agreement with the well-described role of 
(P)FC in cognition and behavior, we found pronounced modulation of neuronal activity in dl-FC during 
the task. We studied how neuronal activity encoded the task variables “difficulty” and “target location” 
and found that about two-thirds of the units we recorded exhibited preference for one of the two values of 
at least one of these task variables. Importantly, many more neurons exhibited preference for the hard 
condition (than for the easy condition) during the pre-touch epoch. With respect to location, we found an 
equal distribution of the number of neurons that preferred the left or the right target location. However, 
the temporal patterning of the preference time-courses was different; a large subdivision of neurons 
exhibited preference for the ipsilateral condition during the touch epoch whereas preference for the 
contralateral location was more distributed in time across neurons. Our analysis demonstrated that 
preferential activation and therefore encoding of task features was dynamic such that most neurons 
exhibited a relatively short, well-defined time window during which it exhibited such differential firing 
activity. Across the population, the units exhibited preference at different time-points such that together at 
any time within the trial, a subset of neurons encoded specific task variables. Indeed SVM analysis further 
supported this finding of a distributed code. Finally we used optogenetics in freely-moving, behaving 
ferrets to establish a causal role of neuronal activity in ferret dl-FC during the visual discrimination task. 
Together, our electrophysiological and optogenetic studies show that hard trials recruit more neuronal 
activity in dl-FC and that this activity prolonged the reaction time of the animal to touch the target. This 
suggests that the differential recruitment of neuronal activity in dl-FC for the hard trials does not reflect 
sensory processing. Rather, the differentially increased activity appears to provide behavioral inhibition 
that controls other brain structures such that the animal slows down its stereotyped behavioral response, 
presumably to enable sensory processing of the low signal-to-noise ratio visual input. In further support 
of this interpretation of our data, we observed a large proportion of active ipsilateral (left) preferring units 
around target touch. Given the proposed inhibitory role of dl-FC in our study, inhibition of the ipsilateral 
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hemisphere by dl-FC may favor activity in the right hemisphere for successful target touch on the left 
hand side of the behavioral apparatus. 
Our electrophysiology results agree with what is known about PFC function in humans and 
animal studies, and add an important new dimension given the choice of model species and the fact that 
our task was designed for freely-moving animals. Our data concur with previous rodent and non-human 
primate studies that have illustrated the involvement of PFC in sensory decision making (Freedman et al., 
2001; Euston et al., 2012; Mante et al., 2013; Insel and Barnes, 2014; Pinto and Dan, 2015), action 
selection (Hyman et al., 2013; Mante et al., 2013; Pinto and Dan, 2015), and motor-related activity 
(Narayanan and Laubach, 2006; Insel and Barnes, 2014). With regards to dl-FC location selectivity, we 
observe similar results to previous studies, albeit on a larger time-scale. In non-human primates, neurons 
that preferentially responded to contralateral targets were activated before those that preferred ipsilateral 
targets (Lennert and Martinez-Trujillo, 2013). Similarly, contralateral-preferring neurons came online 
shortly after stimulus presentation, followed by an increase in number of active ipsilateral preferring 
neurons (Kadohisa et al., 2015). Both studies agree with our findings of target preference in the ferret. 
The results revealed in the optogenetics experiments shed further light on the above theories. We 
found a decrease in reaction time to target touch when dl-FC pyramidal neurons expressing ArchT were 
stimulated with light. One potential explanation for this decrease in reaction time could be that 
stimulation increased the speed of locomotion. To address this, we performed ArchT stimulation in the 
same animals during reward retrieval. We did not find a change in reaction time to retrieve the water 
reward, suggesting that the stimulation did not simply enhance locomotion. Control animals did not show 
an effect of stimulation, which ruled out the possibility that the results were driven by the visible light 
from stimulation or by neuronal heating. An extensive history of studies, mostly in non-human primates, 
suggests that dlPFC inactivation results in decreased accuracy (Funahashi et al., 1993a; Sawaguchi and 
Iba, 2001; Iba and Sawaguchi, 2003; Curtis and D'Esposito, 2004; Javadi and Walsh, 2012; Suzuki and 
Gottlieb, 2013; Plakke et al., 2015) and increased reaction time (Iba and Sawaguchi, 2003; Johnston et al., 
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2014). There are several possible explanations for the discrepancy in our results. Mechanistically, a large 
body of literature suggests that dlPFC provides top-down inhibitory control over downstream decision 
making and motor brain regions (Selemon and Goldman-Rakic, 1985, 1988; Seger and Cincotta, 2005; 
Aron et al., 2007; Wiecki and Frank, 2013). When dlPFC is inactivated, these inhibitory blocks against 
goal-directed motor sampling may be lifted (Narayanan and Laubach, 2006), hence the decrease in time 
to touch the target. A recent transcranial magnetic stimulation study supports this theory by showing that 
disruption of lateral PFC disinhibited the motor selection of both target and non-target stimuli, and 
produced a reduction in reaction time (Duque et al., 2012). Finally, the optogenetic silencing did not 
affect behavioral accuracy in our study; this may be explained by how well-trained the animals were on 
the task. 
While several studies have utilized similar touch-screen-based visual discrimination tasks to 
assay pharmacological manipulations on executive functions (Brigman et al., 2009; Karlsson et al., 2009; 
Graybeal et al., 2011; Barkus et al., 2012; Horner et al., 2013; Nithianantharajah et al., 2013), little is 
known about the resulting neural activity patterns. Of particular interest, Graybeal and colleagues showed 
that stress or ventro-medial PFC (vmPFC) lesions facilitated visual discrimination during late reversal 
learning, suggesting that vmPFC provides top-down control of the striatum during performance of the 
visual discrimination task (Graybeal et al., 2011). Our conclusion based on electrophysiological and 
optogenetic evidence, that PFC regulates habitual actions through task-relevant inhibition, provides 
insights into the neural mechanisms of behavioral inhibition. 
The opposing locations of the touch-screen and lickspout effectively separated task response from 
reward retrieval. This represents an important difference to the more classical task design (Busse et al., 
2011; Pinto and Dan, 2015) in which the animal is head-fixed or provides the response at a feeder where 
it also retrieves the reward. Our task design allowed us to uncover units that encoded aspects of the 
stimulus (difficulty, target location) several seconds after completion of the discrimination component 
and motor response of the task (i.e. after screen touch). The functional meaning of this sustained encoding 
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of these task features remains open to interpretation. Possibly, these late preference peaks after the target 
response reflect integration of past events for future optimization of behavior to increase reward retrieval 
opportunities (Watanabe, 1996; Donahue and Lee, 2015). Although such sustained encoding is 
reminiscent of memory cells (Fuster, 1973; Bauer and Fuster, 1976; Fuster, 2008) in PFC, they likely 
represent a different underlying mechanism. Our task design did not allow for the study of memory cells 
in the classical sense as there was no retention period with visual stimulation in the task since the two 
stimuli were presented together on the screen until screen touch. Eye and head position relative to the 
stimuli in our task may contribute to the underlying neural activity in PFC. However, given that our 
stimuli spanned a substantial fraction of the visual field since the animals were close to the screen due to 
the size of the behavioral apparatus, it appears unlikely that activation of cells with specific, localized 
receptive fields play a major role in our study. Nevertheless, our study is limited by the absence of video-
tracking, and we cannot fully rule out the confounding factor of eye and head location. To address this 
concern with rigor, a new study in the head-fixed animal would be required. We deliberately decided to 
study the discrimination behavior in the freely-moving animal which actively engages with the stimulus 
through whole-body movement, an arguably more naturalistic paradigm than the head-fixed preparation. 
Yet, follow-up studies of similar tasks in head-fixed conditions will provide additional important insights 
into the neuronal mechanisms of prefrontal cortex activation in visual discrimination. 
Anatomical localization of prefrontal cortex in non-primate species remains a question of 
continued debate. The classical definition uniquely applies to primates and requires the presence of 
dopaminergic projections, granulation of layer IV, and reciprocal connectivity with the medio-dorsal 
(MD) nucleus of the thalamus (K., 1909; Tobias, 1975; Divac et al., 1978). Modified definitions for other 
species have been proposed although no consensus has been reached (Wise, 2008). The frontal cortex of 
ferrets has been only the subject of few studies (Haider et al., 2006; Duque and McCormick, 2010a; Fritz 
et al., 2010b; Sellers et al., 2013; Sellers et al., 2015). Anatomically, both orbital gyrus and the rostral part 
of the anterior sigmoid gyrus are connected to the MD nucleus (Duque and McCormick, 2010a), 
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consistent with connectivity in other species (Tobias, 1975; Markowitsch et al., 1978; Markowitsch and 
Pritzel, 1981). Following this notation, our recordings were localized in dl-PFC on the anterior sigmoid 
gyrus. However, in keeping with the only other study of ferret frontal cortex during behavior (Fritz et al., 
2010b), we designated the recording location as dl-FC due to the poorly understood overall cyto-
architectonic organization of ferret frontal cortex and its connectivity. 
The only previous study of ferret dl-FC during behavior demonstrated selective responses to 
visual and auditory signals that were behaviorally relevant (Fritz et al., 2010b). Intriguingly, dual 
recordings in dl-FC and auditory cortex revealed modulation of inter-area coherence as a function of 
behavioral context, suggesting that the behaviorally-gated responses in dl-FC contribute to the attention-
related, task-optimized top-down modulation of sensory areas. Several key differences to the work 
presented are recognizable. First, the task used by Fritz and colleagues was a go/no go task in contrast to 
the alternate forced-choice task as employed in our study. Second, our task was performed by animals that 
could move freely within the behavioral box (wireless recordings, no head fixation). As a result, our data 
may be biased towards movement and spatial encoding in contrast to head-fixed experiments. In 
particular, we found a representation of space that outlasted the actual movement to the target, which 
provides important insight into the overall functional organization of dl-FC. Despite these differences in 
task and questions addressed, together these studies motivate the further study of ferret frontal cortex. 
Summary 
Our study combined neurophysiological recordings from dl-FC with a visual discrimination task. 
Despite the extensive use of ferrets as a model study for the developing and adult visual system (Zahs and 
Stryker, 1988; Chapman and Stryker, 1993; Basole et al., 2003a; Li et al., 2008b; Wu et al., 2011), we 
provide – to our knowledge - the first evidence that ferrets can be easily trained in two-alternative forced 
choice visual tasks. Of note, we employed abstract shapes as stimuli and therefore were not able to extract 
basic visual tuning curves such as contrast or orientation sensitivity. Rather, our aim was to understand 
higher-order cortical processing and how it relates to perceptual difficulty of visual discrimination. We 
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found an increased engagement of dl-FC for hard trials where the visual stimuli exhibited low contrast. 
The use of freely-moving animals combined with the layout of the behavioral chamber enabled us to 
study neuronal processes that were related to the movement of the animal, in particular the target location. 
Thus, we provided evidence for neural populations in dl-FC that dynamically process and perpetuate 
multi-dimensional information throughout the duration of the behavioral task. Finally, through targeted 
optogenetic silencing of pyramidal neurons during behavior, we demonstrate that activity in ferret dl-FC 
likely provides top-down inhibition that scales with perceptual difficulty. It remains to be seen if the 
dynamic encoding of task features generalizes to the more unconstrained real world that lacks the 
laboratory-controlled trial structure. Nevertheless, our work introduces a new model species for combined 
electrophysiological/optogenetics and behavioral studies of higher-order cortical function during visual 
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Figure 3.1. Experimental task design and behavioral performance 
(A) Operant behavioral chamber. Ferrets were trained to perform a visual discrimination task in an 
operant chamber fitted with a touchscreen monitor. Ferrets initiated trials by nose-poking an infrared 
sensor positioned within the water spout in the rear of the chamber. Upon water release after nose-poke of 
the correct stimulus, the animal returned to the spout for reward acquisition. Neural activity was recorded 
using a wireless headstage. Visual stimuli shown in figure are similar to the ones used in the study. 
(B) Two-alternative forced choice, visual discrimination task. Upon initiation of a trial at the water 
spout, image pairs were simultaneously presented in the left and right windows of the touchscreen. Trials 
were randomly interleaved with easy and hard image pairs. Nose-poke to the conditioned stimulus 
window triggered a tone and a water reward at the spout. 
(C) Mean accuracy performance in “easy” (black), “hard” (gray), “left” (yellow), and “right” (green) 
trials for each ferret. The dashed line represents chance performance. Error bars, standard error of the 
mean (SEM) across sessions. *p < 0.05; **p < 0.01. 
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(D) Mean reaction time to target touch in easy (black), hard (gray), left (yellow), and right (green) 
trials for each ferret. Error bars, SEM across trials. *p < 0.05; **p < 0.001. 
 
Figure 3.2. Classification of single unit cell types 
(A) Coronal sections of FC stained for cytochrome c oxidase for histological verification of recording 
sites. Left and right images show locations of electrolytic lesions within red boxes. Middle images show 
electrode insertion site at higher magnification. Black arrows indicate the insertion points of the electrode 
arrays. Data from two animals are shown, histology from third animal shown in Supplementary Fig. 3.A. 
Black scale bars represent 1 mm. 
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(B) Action potential duration was characterized by half-amplitude time (x-axis) and peak-to-trough 
time (y-axis). Single units were classified as presumed regular spiking (RS) or fast spiking (FS) based on 
the 10th percentile cut-off point in peak-to-trough times. RS units (blue) were identified by long duration 
(>0.52 msec). FS units (red) were identified by short duration <0.52 msec. Inset: Average waveforms of 
identified RS (blue) and FS (red) units. Spike peak-to-trough time (a) and half-amplitude time (b) are 
shown for the black sample waveform. 
 
Figure 3.3. Dynamics of task-modulated single units 
Rasterplots and corresponding raw FR PETHs of example task-modulated SUs. Activity is aligned to 
initiation (left column) and target touch (right column). Plots aligned to initiation and target touch are not 
continuous due to variable response times across trials. Behavioral epochs are defined, relative to target 
touch, as follows: stimulus viewing (-2 to -0.5 seconds), stimulus touch (-0.5 to 0.5 seconds), reward 
acquisition (0.5 to 3 seconds). Dashed red lines indicate average baseline activity levels. 
(A)  RS unit with increased activity prior to stimulus touch and during reward acquisition.  
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(B)  RS unit with activity suppression during stimulus viewing.  
(C)  FS unit with increased activity during reward acquisition.  
(D)  FS unit with suppression during the stimulus viewing epoch.  
 
Figure 3.4. Coefficient time-series of task difficulty preference 
(A)  Heat maps and corresponding probability density functions of regression coefficient time-series 
extracted from the linear model for populations of RS units with difficulty preference. Positive and 
negative peak sorted (top and bottom, respectively) time-series heat maps and corresponding probability 
density functions. Time-series are aligned to target touch.  





Figure 3.5. Dynamics of units with difficulty preference 
Coefficient time-series, PETHs, and sample rastergrams of RS units clustered by coefficient peak times. 
Rows correspond to clusters of units grouped by linkage analysis. Left column: Coefficient time-series 
averaged across units. Middle column: Normalized PETHs averaged across units for “easy” and “hard” 
conditions. Right column: Rastergrams and corresponding PETHs of easy and hard trials for a sample 
unit in each cluster; dashed red lines indicate average baseline activity levels. All plots are aligned to 





Figure 3.6. Coefficient time-series of location preference 
(A)  Heat maps and corresponding probability density functions of regression coefficient time-series 
extracted from the linear model for populations of RS units with CS+ location preference. Positive and 
negative peak sorted (top and bottom, respectively) time-series heat maps and corresponding probability 
density functions. Time-series are aligned to target touch.  





Figure 3.7. Dynamics of units with target location preference 
Coefficient time-series, PETHs, and sample rastergrams of RS units clustered by coefficient peak times. 
Rows correspond to clusters of units grouped by linkage analysis. Left column: Coefficient time-series 
averaged across units. Middle column: Normalized PETHs averaged across units for ipsilateral and 
contralateral conditions. Right column: Rastergrams and corresponding PETHs of ipsilateral and 
contralateral trials for a sample unit in each cluster; dashed red lines indicate average baseline activity 
levels. All plots are aligned to target touch. Upper and lower dotted lines indicate SEM across units, “n” 





Figure 3.8. Population Coding of Task Properties 
A) Support vector machine analysis was used to establish whether population activity encodes task 
properties. Top: Session- and animal- averaged decoding accuracies are aligned to target touch. The test 
data decoding performance is represented by the red line. Shuffle control performance, which was 
calculated by performing the SVM analysis using shuffled trial identifiers, is plotted in blue. Bottom: 
Mean decoding accuracy of the session-pooled SVM analysis (SUs pooled across sessions and animals). 
For each session, a random subset of trials (n = 20) from each condition was included in the model. We 
computed multiple iterations of the SVM (n = 15) for test data (red lines) and shuffle control data (blue 
lines). Gray blocks represent statistically significant epochs (paired t-test, p < 0.05, Bonferroni-corrected). 
Error bars, SEM across units. 





Figure 3.9. Optogenetics experiment and behavioral performance 
(A) ArchT experimental design. dl-FC of animals were injected bilaterally with either 
rAAV5.CaMKII.ArchT.GFP or rAAV5.CaMKII.GFP constructs. Virus was allowed to express for 4 
weeks before behavioral experiments. Animals performed the same visual discrimination task as the 
electrophysiology experiment with the exception that sessions were composed of counterbalanced trials 
with left/right and stimulation/no-stimulation. Difficulty conditions were designated at the level of session 
for these optogenetics experiments. During stimulation trials, 532 nm light (15-25 mW) was delivered 
bilaterally through ceramic-ferrule patch cables during the stimulus presentation epoch (from trial 
initiation to stimulus touch) or during reward retrieval (from stimulus touch to reward acquisition). 
(B) Coronal section from dl-FC of ArchT animal A for histological verification of virus expression. 
DAPI stain shown in blue and ArchT.GFP expression shown in green. Inset: 20x close-up of the 
expression outlined by the white box. Images were acquired with a confocal microscope.  
(C) Accuracy (left) and reaction time to target touch (right) of the ArchT animal in (B). Means pooled 
across trials and sessions for each condition (split by easy/hard and no-stim/stim) shown as bars. Error 




Preference RS Units FS Units 








Location 165 31.4% 11 17.7% 
Both 89 17.0% 20 32.3% 
None 174 33.1%  19 30.6%  
Total 525 100%  62 100%  
 
Table 3.1. Distribution of single units by cell type and task component preference 
A total of 587 units were included in the analysis. The table summarizes the number of units that were 




Figure 3.A. Frontal cortex coronal sections of electrophysiology animal 3 
Bottom: Location of electrode array implantation within red boxes. Top: Red box (higher magnification). 






Figure 3.B. Reaction time to touch distributions for sorted units 
(A) Session-specific reaction time to touch distributions for difficulty preferring SUs in each group of 
Fig. 3.4. Histograms of reaction time to touch were created for each session. To examine the spread of 
response latencies for experienced by each SU, reaction time histograms were plotted as heatmaps in the 
same order shown in Fig. 3.4. Heatmaps were grouped by cell-type and sorting scheme (positive or 
negative coefficient peak sorted). Colors in the heatmap correspond to the number of occurrences within a 
bin of reaction time. 





Figure 3.C. Initiation and touch-centered PETHs of difficulty preferring units 
(A) PETHs centered at initiation (left column) and target touch (right column) of units with 
preference for difficulty clustered by coefficient peak time. Traces are averaged across units for “easy” 
and “hard” conditions. For all clusters, paired t-test of the unsmoothed firing rate traces prior to initiation 
did not come out to be significant. Upper and lower dotted lines indicate SEM across RS units. 





Figure 3.D. Initiation and touch-centered PETHs of location preferring units 
(A) PETHs centered at initiation (left column) and target touch (right column) of units with 
preference for location clustered by coefficient peak time. Traces are averaged across units for ipsilateral 
and contralateral conditions. For all clusters, paired t-test of the unsmoothed firing rate traces prior to 
initiation did not come out to be significant. Upper and lower dotted bands indicate SEM across RS units. 





Figure 3.E. Activity of neurons without task variable preference 
(A) Heat maps and corresponding probability density functions of FR PETHs of RS units without 
task variable preference. PETHs are sorted by peak FR time and aligned to target touch.  





Figure 3.F. Histology and behavioral performance of additional optogenetics animals 
(A) Right hemisphere coronal sections from dl-FC of a second ArchT (left) and a GFP control animal 
(GFP animal 2, right). DAPI is shown in blue, and ArchT or GFP is shown in green. Images were 
acquired with a confocal microscope with a 10x objective.  
(B) Accuracy performance for each condition (split by easy/hard and no-stim/stim) in the 
optogenetics experiments. Means pooled across sessions for each condition shown as bars. Error bars, 
SEM across sessions. *p < 0.05 
(C) Reaction time to target touch for each condition (split by easy/hard and no-stim/stim) in the 
optogenetics experiments. Means pooled across trials and sessions for each condition (split by easy/hard 
and no-stim/stim) shown as bars. † For ArchT animal 2, we found a significant main effect of stimulation: 
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CHAPTER 4: AROUSAL DEPEDENT MODULATION OF THALAMO-CORTICAL 
FUNCTIONAL INTERACTION 3 
 
INTRODUCTION 
As exemplified by the daydreaming student drifting in and out of focus during class, the brain 
exhibits the ability to rapidly transition between states of varying engagement with the external world. 
Rather than resulting from changes in anatomical connections between neurons, such moment-to-moment 
variability in internal brain state arises through changes in network-level activity patterns that are 
constrained by the brains structural framework(Deco et al., 2011). In this scheme, cognition and behavior 
emerge from the dynamic interaction of widely distributed, but functionally specialized cortical and 
subcortical brain regions(Siegel et al., 2012; Koch et al., 2016).  
In the visual system, higher order brain structures such as the lateral posterior (LP) / Pulvinar 
nuclear complex of the thalamus play an essential role in orchestrating the patterns of large-scale cortical 
interaction that underlie visual behavior(Jones, 2001; Saalmann and Kastner, 2011; Saalmann et al., 
2012). Providing the structural framework for this coordinating role, LP/Pulvinar exhibits reciprocal 
anatomical connectivity with widely distributed visual cortical areas(Jones, 2001). In particular, poster 
parietal cortex (PPC), a higher-order association area that itself is a hub of sensory integration, sends 
dense projections to PL/Pulvinar(Manger et al., 2002). Converging evidence suggests that the selective 
synchronization of neuronal oscillations between LP/Pulvinar and cortex facilitates communication 
                                                          
3 This chapter previously appeared as an article in Nature Communications; doi: 10.1038/s41467-018-
04785-6 (https://www.nature.com/articles/s41467-018-04785-6). The original citation is as follows: Stitt 
I, Zhou ZC, Radtke-Schuller S, Fröhlich F. Arousal dependent modulation of thalamo-cortical functional 




between inter-connected cortical sites, and that such patterns of thalamo-cortical dynamics reflect the 
circuit-level computations that underlie visual sensory processing and behavior(Siegel et al., 2012; Fries, 
2015). Yet, despite the established importance of thalamo-cortical interaction for visual processing and 
behavior(Saalmann and Kastner, 2011; Saalmann et al., 2012), we still lack a clear understanding of how 
the relative strength of thalamus-to-cortex and cortex-to-thalamus signals are dynamically tuned to meet 
current behavioral demands.  
Recent theoretical work proposed neuromodulators as a mechanism for modifying information 
flow in neuronal networks on a short temporal scale(Heeger, 2017). Indeed, the neuromodulators 
noradrenaline and acetylcholine modulate the intrinsic properties of neurons across both cortical and 
thalamic areas(Rogawski and Aghajanian, 1980; McCormick, 1989; Pape and McCormick, 1989; 
McCormick et al., 1993; Polack et al., 2013; Zagha and McCormick, 2014). Beyond the effects of such 
neurotransmitters on the local cellular level in cortex and thalamus, it remains unclear if neuromodulators 
help to shape emergent patterns of information routing in thalamo-cortical networks. Recent findings have 
linked ongoing fluctuations in pupil diameter to the release of noradrenaline and acetylcholine from 
synaptic terminals in the cortex(Reimer et al., 2016),  indicating that non-invasive measurement of pupil-
linked arousal enables the indirect inference of neuromodulatory tone in the brain.  
METHODS 
Animals 
Five adult spayed female ferrets (Mustela putorius furo) were used in this study. Animals had ad 
libitum access to food pellets and water, and were group housed in cages under standard ambient 
conditions (12 hour day/light cycle).  All animal procedures were performed in compliance with the 
National Institutes of Health guide for the care and use of laboratory animals (NIH Publications No. 8023, 
revised 1978) and the United States Department of Agriculture, and were approved by the Institutional 




Headpost and electrode implantation 
Animals were initially anesthetized with an intramuscular injection of ketamine/xylazine 
(30mg/kg of ketamine, 1–2mg/kg of xylazine). After loss of the paw pinch reflex, animals were intubated 
to enable artificial ventilation and delivery of isoflurane anesthesia (0.5-2% isoflurane in 100% oxygen). 
Throughout surgical procedures, physiological parameters such as the electrocardiogram, end-tidal CO2, 
partial oxygen concentration, and rectal temperature were constantly monitored to maintain the state of 
the animal. All surgical procedures were performed under sterile conditions. To enable the accurate 
planning of LP/Pulvinar electrode penetrations, animals were fixed into a stereotactic frame with stainless 
steel ear bars. The skull was then tilted such that it was oriented perpendicular to the surface of the 
surgical table. The skin and muscle were reflected to expose the surface of the skull. A custom-designed 
stainless steel headpost was firmly secured to the anterior extent of the exposed skull with bone screws. A 
craniotomy was performed on the left hemisphere to expose PPC(Manger et al., 2002) and the cortex 
overlying LP/Pulvinar. The dura was carefully removed, before lowering a multielectrode array into 
LP/Pulvinar along stereotactic coordinates (2x8 tungsten electrodes, 250µm spacing, 9mm length, 
Microprobes for Life Science). A second multielectrode array (4x8 tungsten electrodes, 200µm spacing, 
Innovative Neurophysiology) was then inserted into the deep cortical layers of PPC. Both microelectrode 
arrays had reference electrodes that were directly adjacent to recording electrodes in the brain. In 3 
animals, the PPC electrode was placed into the lateral gyrus, while in 1 animal the PPC electrode was 
placed in the suprasylvian gyrus. Multielectrode arrays were fixed in place with dental cement. Skin and 
muscle around the incision was then sutured together. After surgery, animals were administered 
preventative analgesics and antibiotics for one week. Animals were allowed to recover in their home cage 
for at least one week prior to recordings.  
Anatomical tracing experiments 
One adult female ferret was used for anatomical tracing. Preparation of the animal for aseptic 
surgery was performed according to procedures described above. Craniotomies were drilled above the 
PPC on both hemispheres and the dura was removed to expose the underlying cortical surface. A total of 
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0.8µL of anterograde tracer (rAAV5-CaMKII-mCherry; UNC Vector Core) was injected between depths 
of 800 µm and 400 µm below the cortical surface in the left hemisphere. The location of the injection 
matched coordinates of cortical microelectrode array implantation in animals used for electrophysiology 
experiments (Supplementary Fig. 4.A). Retrograde tracer (0.8µL cholera toxin subunit B conjugated to 
Alexa 488; Thermo Fisher Scientific) was injected at the corresponding location in the right hemisphere. 
Kwik-kast (World Precision Instruments) was applied to the cortex to seal the craniotomy, before a layer 
of dental cement was applied to prevent regrowth of tissue over the injection sites. Three weeks following 
tracer injection surgery, the animal was humanely euthanized with an overdose of ketamine/xylazine, and 
then perfused with 0.1 M PBS initially, followed by 4% paraformaldehyde solution in 0.1 M PBS. After 
two days of fixation in 4 % paraformaldehyde, the brain was transferred to 30% sucrose in 0.1 M PBS 
solution for cryoprotection. The brain was then sectioned into 50 μm slices using a cryostat (CM3050S, 
Leica Microsystems). Sections were imaged on a Nikon Eclipse 80i widefield microscope, with green, 
red, and brightfield images overlaid to construct composite images to illustrate fluorescent labeling in 
PPC and LP/Pulvinar.  
Recording procedure 
After recovery from surgery, animals were placed into a custom designed behavioral tube and 
were head-fixed with a stainless steel headpost clamp. PPC and LP/Pulvinar multichannel recording 
electrodes were then connected to a data acquisition system (INTAN technologies). An infra-red eye 
tracking camera was focused on the animal’s right eye (ISCAN ETL-200, 240 Hz sample rate), with 
instantaneous measurements of pupil diameter, and pupil center x/y position delivered as voltage signals 
to the data acquisition system. The infrared light source was positioned in the lower right of the animal’s 
visual field and emitted non-visible light at a wavelength of 940 nm. Broadband extracellular potentials 
from both multielectrode arrays and eye tracking data were sampled at 30 kHz. Unless otherwise stated, 
recordings took place in a completely dark room under constant luminance (0.6 Fc). There was a dark 
adaptation period of at least 30 seconds prior to the start of each recording. To prevent animals from 
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falling asleep while head-fixed, two experimenters engaged in verbal discourse in front of the animal. 
Recordings in the dark typically lasted between 8 to 13 minutes. In addition to recordings in the dark, data 
were collected also while animals passively viewed a library of 20 naturalistic images and 20 videos on a 
screen placed 28.5cm in front of the animal. The eye tracking camera and infra-red light source did not 
occlude the animal’s view of any part of the screen. Images and videos were randomly interspersed with a 
stimulus duration of 10 seconds. A gray screen was presented during the inter stimulus interval (inter-
stimulus interval = 10 seconds, Figure 4.5A). Visual stimuli were presented in a well-lit room (ambient 
luminance 32.6 Fc). Data were collected from multiple sessions across several days or weeks from each 
animal (number of sessions per animal: 6, 4, 7, 8). 
Verifying electrode positions with histology 
Animals were deeply anesthetized according to methods described above. Electrolytic lesions 
were then produced on both PPC and LP/Pulvinar probes by passing 5 μA of current (10 second pulse) 
between selected recording electrodes and the reference electrode on each probe. Animals were perfused 
and brains sectioned according to procedures described above. Brain slices were washed with 0.1 M PBS 
and stained for cytochrome oxidase(Wong-Riley, 1979a), and then imaged with a widefield microscope 
(Nikon Eclipse 80i; Nikon Instruments). Electrode positions in thalamus were confirmed by either the 
location of electrode tracks or electrolytic lesions. Electrodes that were deemed to fall outside of 
LP/Pulvinar were omitted from analysis (number of electrodes omitted per animal: 0, 2, 8, 6).  
Data analysis 
All offline data analyses were performed using custom software in Matlab (Mathworks).  
Data preprocessing: To extract multi-unit spiking activity from broadband extracellular 
potentials, we band-pass filtered data between 300 and 5000Hz and applied a threshold at -4 standard 
deviations. Spikes that were detected on more than 3 channels simultaneously were omitted from further 
analysis. LFPs were obtained by low pass filtering broadband extracellular potentials at 300 Hz in both 
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the forward and reverse direction to avoid phase shifts (4th order Butterworth filter). LFPs were then 
downsampled to a sample rate of 1 kHz. Eye position and pupil diameter signals were processed in the 
same way as the LFP.  
Pupil diameter: To enable a thorough analysis of neuronal dynamics related to changes in pupil 
dilation, pupil diameter time series were discretized into eight bins of equal size, such that each bin 
represented 12.5% of samples from the entire recording (Fig. 4.2a). If the total number of samples per 
pupil bin did not exceed 30 seconds of cumulative data, then the recording was discarded (n = 6).  
Saccade detection: Eye azimuth and elevation signals were low pass filtered at 50 Hz to remove 
potential noise. Blinks were detected automatically, and data within ± 1 second from blinks were removed 
from analysis. Elevation and azimuth time series were converted into eye velocity vectors. A threshold 
was then set at 4 standard deviations of the eye velocity vector to detect saccades. A subset of recording 
sessions in the dark were excluded from saccade based analyses due to high frequency noise in eye-
position signals (n = 12).     
Spectral decomposition: Time frequency estimates were computed by convolving LFP time series 
with Morlet wavelets that were Gaussian shaped in both the time and frequency domain(R. Kronland-
Martinet, 1987; Tallon-Baudry et al., 1997).   





Where 𝑤(𝑡, 𝑓0) is the complex Morlet wavelet at carrier frequency 𝑓0, and σt is the standard deviation of 





Where 𝜎𝑓 is the standard deviation in the frequency domain, and is defined as a constant depending on the 
wavelet carrier frequency 𝜎𝑓 = 𝑓0/7. Time frequency estimates 𝑋(𝑡, 𝑓0) were then computed by 
convolving LFP time series 𝑥(𝑡) with complex Morlet wavelets 𝑤(𝑡, 𝑓0).     
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𝑋(𝑡, 𝑓0) = 𝑥(𝑡) ∗ 𝑤(𝑡, 𝑓0) 
 
Where * denotes the convolution operation. We convolved LFP signals with a family of 80 Morlet 
wavelets that had carrier frequencies logarithmically spaced between 0.5 and 128 Hz. The power of LFP 
signals across all carrier frequencies was computed by taking the absolute value of squared time 
frequency estimates.  
LFP phase synchronization: To quantify phase synchronization between simultaneously recorded 
LFP signals, we computed the phase locking value(Lachaux et al., 1999) (PLV). Briefly, the phase angle 
between real and complex components of time frequency estimates was calculated for thalamic 𝜃t  and 












Assuming a uniform circular distribution of phases, the magnitude of 𝑃𝐿𝑉tc is biased towards 1 with few 
observations, and towards 0 with many observations. To control for this bias, pupil diameter based PLV 
analyses were computed using a constant number of randomly drawn phase angles between conditions 
and animals (30000 samples equating to 30 seconds of data). This was repeated for each thalamo-cortical 
channel pair 100 times, with the mean 𝑃𝐿𝑉tc across all permutations used for further analysis. For each 
recording session, the average thalamo-cortical 𝑃𝐿𝑉tc between all PPC and LP/Pulvinar channel pairs was 
calculated, and then used to compute the across-session average PLV.  
One potential confound that arises when comparing PLV analyses between conditions with 
varying spectral power (for example alpha/theta power across pupil diameter bins), is that significant 
differences in PLV may emerge spuriously due to changes in the signal to noise ratio. To control for any 
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potential signal to noise confounds for PLV estimates, we performed additional analyses where data were 
subsampled to match the power distributions across pupil diameter bins for each frequency band 
(Supplementary Fig. 3.D).  
Spike-LFP phase synchronization: To determine the dependence of spike timing on LFP 
oscillation phase, we computed the PLV(Lachaux et al., 1999) between co-recorded spikes and LFPs both 
within and between brain regions. For within region analysis, spike PLV was computed between all 
channel combinations on each microelectrode array. Spike PLV analysis was not computed using the LFP 
on the same electrode to avoid spectral bleeding of spike waveforms contaminating phase synchronization 
estimates. For between region analyses, spike PLV was computed for all thalamo-cortical channel pairs. 












 represents the instantaneous LFP phase at the occurrence of each spike. Spike PLVs were 
computed from 200 randomly drawn spikes for each channel pair combination. This process was repeated 
40 times to obtain an estimate of the mean spike PLV. Channels where less than 200 spikes were detected 
for each pupil diameter bin were omitted from spike PLV analysis.  
Granger causality: We computed Granger causality to measure the directed influence thalamic 
LFPs have on cortical LFPs, and vice versa. Granger causality is rooted in the autoregressive (AR) 
modeling of time series, where future values of a process 𝑥(𝑡) are modeled based on previous values of 
𝑥(𝑡). In this framework, a separate process 𝑦(𝑡) can be said to have a causal influence on 𝑥(𝑡) if the past 
values of 𝑦(𝑡), when accounted for in a bivariate AR-model, improve the prediction of future values of 
𝑥(𝑡) beyond that obtained by the univariate AR-model of 𝑥(𝑡) alone(Granger, 1969). While classically 
employed in the time domain, the computation of Granger causality can be operationalized in the 
frequency domain to uncover the physiological carrier frequencies of directed interaction between brain 
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regions(Geweke, 1982). We computed Granger causality between co-recorded LP/Pulvinar and PPC LFP 
signals in the frequency domain using the multivariate Granger causality (MVGC) toolbox for Matlab. 
LFP signals from both regions were low-pass filtered at 100 Hz with a phase preserving filter, and then 
downsampled to 200 Hz. To reduce dimensionality, we computed representative signals from thalamus 
and cortex by calculating the median downsampled LFP signal across all channels in PPC and 
LP/Pulvinar microelectrode arrays. These signals were then windowed into segments of one second (200 
samples) length. Model order was then selected based on the minimum Akaike information criterion 
value(Barnett and Seth, 2014), with a maximum model order of 20 allowed. Vector AR-models were then 
checked to ensure that they reliably captured the spectral content of input data. Spectral Granger causality 
was then computed according to routines from the MVGC toolbox. A random permutation test was used 
to determine the significance of Granger causality peaks for individual recording sessions. Data segments 
from one brain region were randomly shuffled in a procedure that maintained spectral content, while 
disturbing the temporal codependence of co-recorded LFP signals. Granger causality measured on 
shuffled data represented the directed interaction that arises by chance based on the spectral signatures of 
the underlying neural processes. This procedure was repeated 100 times to generate a distribution of 
thalamo-cortical causal influence expected by chance. The distance of original Granger causality 
estimates from the shuffled mean were expressed in terms of standard deviation of the shuffled 
distribution, with values larger than 3 indicating significant Granger causal influence (p < 0.01). For 
Granger causality analysis based on pupil diameter, recordings were split into segments representing the 
lowest 25% or highest 25% of the pupil diameter distribution (Fig. 4.3b). Only data segments where pupil 
diameter was maintained in low or high states for more than one second were included. To control for 
signal to noise confounds, we subsampled data to match power distributions between low and high pupil 
diameter conditions (Supplementary Fig. 4.H). Power subsampling was performed based on the power of 
the predominant carrier frequency of thalamo-cortical causal influence in each direction (theta for 
LP/Pulvinar to PPC, alpha for PPC to LP/Pulvinar). To detect significant differences in the strength of 
Granger causality between low and high pupil diameter conditions, we performed t-tests on identified 
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spectral peaks from data pooled across all recordings. In addition to pupil diameter linked granger 
causality, we computed time-resolved Granger causality around the occurrence of saccades with a sliding 
window of 1 s length and a step size of 0.25 s. To determine the significance of saccade related changes in 
Granger causality, we recomputed Granger causality at random time points throughout each recording 
session, where the number of data segments is equal to the number of detected saccades. This was 
repeated 1000 times for each recording session. Saccade triggered Granger causality spectra were then 
normalized by the mean and standard deviation of randomly computed Granger causality spectra. 
Significant time and frequency points were those that deviated from the mean of randomly computed 
Granger causality estimates by 2 standard deviations (p < 0.05).  
Phase slope index: Phase slope index (PSI) analysis is a non-autoregressive model based method 
that was used to quantify effective connectivity between co-recorded thalamic and cortical LFP signals. 
This form of analysis is grounded in the idea that if one brain region drives another brain region with a 
constant time lag, then one might expect the relative phase lag between signals in each region to increase 
as a function of carrier frequency(Nolte et al., 2008). PSI analysis was computed as described 
previously(Nolte et al., 2008). Briefly, LFP time series were windowed into segments of 1024 samples 
and the Fast Fourier Transform (FFT) on each data segment was computed. The complex coherency 





Where 𝑆tc(𝑓0) represents the cross spectra, or the Fourier transform of thalamic signals ŷt multiplied with 




〈   〉 indicates the computation of the expectation value. The phase slope is then computed across the 
frequency band of interest 𝑓→ 𝐹 as follows 
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𝛹tc = 𝐼𝑚𝑎𝑔(∑ 𝐶tc




Where * denotes the complex conjugate and 𝛿𝑓 denotes the (𝑓 + 1)𝑡ℎ resolved frequency of the Fourier 
transform. The standard deviation of  𝛹tc was estimated using the jackknife resampling method. Finally, 
𝛹tc was normalized by the standard deviation to estimate significance of effective thalamo-cortical 
connectivity, with values above 2 indicating that thalamus significantly drives cortex, and values below -2 
indicating that cortex significantly drives thalamus (p < 0.05). We initially computed PSI using a sliding 
bandwidth of 4 Hz in the frequency domain to determine the carrier frequencies of thalamo-cortical 
effective connectivity. Since we observed both significant drivers and receivers across multiple frequency 
bands, the standard deviation of normalized PSI values was used to quantify the spread of reciprocal 
thalamo-cortical effective connectivity in the frequency domain. After identifying that the theta and alpha 
bands represent the carrier frequencies of thalamo-cortical effective connectivity, PSI values were 
recomputed using a frequency resolution of 2.5-6 Hz and 11-18 Hz for theta and alpha bands, 
respectively. Finally, as a control measure PSI was additionally computed for the gamma band (30-60 
Hz). 
Spike-spike correlation: Spike cross correlation analysis was used to determine the temporal 
dependence of co-recorded spiking activity in LP/Pulvinar and PPC. Spike time series in thalamus and 
cortex were binarized at a sample rate of 1 kHz. Cross correlation functions were then computed on 
binarized time series for all possible combinations of LP/Pulvinar and PPC channel pairs. To determine 
the oscillatory structure of spike cross correlations, an FFT was computed on spike cross correlation 
functions from -0.5 to 0.5 seconds, with oscillatory power defined as the absolute value of the square of 
the FFT at each carrier frequency. To determine the dependence of synchronized oscillations in spiking 
on pupil diameter, spike cross correlation functions were computed for spikes occurring during each pupil 
diameter bin. As above, the oscillatory power of pupil diameter dependent spike correlations was 
computed using a FFT for all pupil bins.  
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Statistics: All statistical tests were performed in Matlab (Mathworks). To test if 
neurophysiological and functional connectivity metrics significantly vary with fluctuations in pupil 
diameter, we computed a one-way ANOVA across the eight pupil diameter bins. For frequency resolved 
analyses, one-way ANOVAs were computed across the entire frequency spectrum, with p-values 
corrected for multiple comparisons using false discovery rate (Matlab function mafdr.m, with ‘BHFDR’ 
set to ‘true’). To quantify the linear relationship between neural dynamics and changes in pupil diameter, 
we computed the Pearson correlation of neuronal and functional connectivity variables across the eight 
pupil diameter bins.  
Code and data availability: Electrophysiological and pupillometry data, as well as MATLAB 
code that was used to perform outlined analyses, can be made available from the corresponding author 
upon request.  
RESULTS 
To investigate the role of neuromodulation in shaping thalamo-cortical functional interaction, we 
monitored ongoing fluctuations in pupil-linked arousal in awake head-restrained ferrets, while 
simultaneously recording spiking and local field potential (LFP) activity from LP/Pulvinar and PPC (Fig. 
4.1a). We found that the carrier frequency of thalamo-cortical synchronization varied with arousal, and 
that the direction of causal interaction between cortex and thalamus switched between low and high 
arousal levels. Moreover, we show that such transitions in network dynamics are not exclusive to ongoing 
activity in relative absence of visual input, but also occur when animals are actively engaged in sensory 
processing. We suggest that neuromodulators shape thalamo-cortical functional interaction by altering the 
relative contribution of thalamic and cortical signals to emergent network dynamics.  
Reciprocal connectivity between PPC and LP/Pulvinar  
Functional interaction between brain regions is constrained by structural connectivity. To map the 
precise anatomical connectivity of the regions of interest in this study, we injected anterograde (AAV5-
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CaMKII-mCherry) and retrograde (CTB-488) tracers into the left and right PPC, respectively (Fig. 
4.1b,c). PPC injections were made at locations that corresponded to the site of cortical multielectrode 
array implantation in other animals (Supplementary Fig. 4.A). We observed anterograde labeled fibers in 
the ventral portion of LP/Pulvinar (Fig. 4.1d) indicating that PPC neurons send projections to this sub 
region of the thalamus. In addition, we observed retrograde labeled cell bodies at the corresponding 
location in the opposite hemisphere (Fig. 4.1d), indicating that LP/Pulvinar also projects back to the 
location of the injection site in PPC. These results indicate that regions of thalamus and cortex where 
electrophysiological recordings were obtained display reciprocal connectivity, establishing the physical 
substrate for studying how thalamo-cortical interaction varies with pupil-linked arousal.  
Arousal dependent changes in neuronal spiking and LFP 
Given that both PPC and LP/Pulvinar receive dense projections from brainstem neuromodulatory 
systems(Foote and Morrison, 1987), we first examined how firing rate was modulated with pupil-linked 
arousal. Large and small pupil sizes indicated high and low arousal states, respectively. Consistent with 
previous in vitro and in vivo work on the influence of noradrenaline on neuronal excitability(Rogawski 
and Aghajanian, 1980; McCormick, 1989; Pape and McCormick, 1989; McCormick et al., 1993; Polack 
et al., 2013; McGinley et al., 2015a; McGinley et al., 2015b; Salgado et al., 2016), we found that neuronal 
firing rate at the population level in both PPC and LP/Pulvinar significantly increased with pupil diameter 
(Fig. 4.2b population, PPC: P = 0.003 one-way ANOVA, r = 0.30, LP/Pulvinar: P = 9.56 x 10-11, r = 
0.55). Multi-unit spiking activity in PPC could be more generally separated into three groups based on 
correlation with pupil diameter (Supplementary Fig. 4.B); units that increased firing rate with pupil 
dilation (40.3% of units, n = 209/519), units that decreased firing rate with pupil dilation (26.0% of units, 
n = 135/519), and units that showed no significant correlation with pupil diameter (33.7% of units, n = 
175/519). Such diversity in PPC spiking activity related to arousal is in general agreement with work in 
mouse visual and frontal cortices, which found that subpopulations of neurons in mouse visual cortex 
either increased or decreased firing rate with arousal(Vinck et al., 2015; Garcia-Junco-Clemente et al., 
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2017). In contrast to PPC, the majority of multi-units in LP/Pulvinar displayed increased firing rate with 
pupil diameter (72.2%, n = 122/169), with only a negligible portion of units displaying a decrease in 
firing rate (3.0%, n = 5/169). Together, these results suggest greater heterogeneity of spiking dependence 
on arousal in cortex, and may reflect the greater complexity and diversity of neuronal populations that 
comprise cortical circuits(Garcia-Junco-Clemente et al., 2017).  
To examine how signatures of local network dynamics were altered by arousal, we computed 
changes in LFP power spectra as a function of pupil diameter (Figure 4.2c, d). Pupil diameter-related 
changes in LFP power were characterized by opposing effects on low (< 30 Hz) and high frequency (> 30 
Hz) LFP oscillations in PPC (for raw power spectra, see Supplementary Fig. 4.C); low frequency power 
was stronger during small pupil diameter epochs, while high frequency power was stronger during large 
pupil diameter epochs (Figure 4.2c). LP/Pulvinar displayed similar pupil size-dependent antagonism 
between low and high frequency LFP signals, with the exception of LFP power in theta band (3.3-4.5 
Hz), which displayed peak power during large pupil diameter epochs (Figure 4.2d). In both PPC and 
LP/Pulvinar, large pupil diameter epochs were associated with reduced LFP power in the 12-17 Hz 
frequency range. Since LFP signal power and thalamo-cortical coherence in 12-17 Hz frequency range 
was reduced during visual stimulation (Supplementary Fig. 4.C), we posit that rhythms in this frequency 
band represents a homologue of the alpha oscillation in the ferret. 
Arousal dependent modulation of thalamo-cortical synchronization 
Considering that complex behaviors such as attention require the coordination of neural activity 
between cortex and thalamus(Saalmann et al., 2012), we next asked if signatures of thalamo-cortical 
functional interaction varied with ongoing fluctuations in pupil-linked arousal. We observed thalamo-
cortical LFP phase synchronization in the theta and alpha carrier frequency bands (Figure 4.3a, Phase 
delay in theta band = 9.6ms, 0.55 circular variance; Phase delay in alpha band = 30.2ms, 0.78 circular 
variance). Strikingly, the strength of phase synchronization in these frequency bands was modulated in 
opposing directions by changes in pupil diameter, with theta phase synchronization significantly 
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increasing (P < 0.01 one-way ANOVA), and alpha phase synchronization significantly decreasing with 
pupil dilation (Fig. 4.3a, P < 0.01 one-way ANOVA; see Supplementary Fig. 4.D for power-matched 
PLV analysis).  
These results suggest that fluctuations in pupil-linked arousal coincide with a shift in the carrier 
frequency of thalamo-cortical functional interaction from the alpha band in low arousal states, to the theta 
band in high arousal states. In line with this hypothesis, spike cross-correlation analysis uncovered 
synchronous oscillatory patterns of thalamo-cortical neuronal firing occurring in the alpha band 
(Supplementary Fig. 4.E). Transition from small to large pupil diameter was marked by a significant 
decrease in oscillatory spike correlations in the alpha band (Supplementary Fig. 4.5c, P = 4.1-6 one-way 
ANOVA, r = -0.42). In addition to LFP-LFP and spike-spike correlations, we also observed spike-LFP 
phase synchronization in the alpha frequency band both locally within LP/Pulvinar and PPC, as well as 
between thalamus and cortex (Fig. 4.3b). Spike-LFP phase synchronization in the alpha band significantly 
decreased with pupil dilation locally within PPC, as well as between regions (P < 0.001 one-way 
ANOVA). Consistent with previous work in humans(Bonnet and Arand, 2001), peak alpha frequency 
significantly increased in PPC with arousal (Supplementary Fig. 4.F, P = 0.003 one-way ANOVA, r = 
0.32), however LP/Pulvinar displayed no such relationship. In contrast to results in the alpha band, spike-
spike correlation and spike-LFP phase synchronization were weak in the theta frequency band both 
locally and between regions (Fig. 4.3b). Together, these results suggest that alpha rhythms synchronize 
thalamo-cortical network activity in low arousal states, with increasing arousal leading to the 
desynchronization of spiking activity and a transition to the theta carrier frequency for thalamo-cortical 
functional interaction.  
Arousal dependent thalamo-cortical effective connectivity 
Given that we observed two distinct carrier frequencies of thalamo-cortical functional interaction 
that were differentially modulated by arousal, we asked if activity in these frequency bands reflected 
directed interaction between LP/Pulvinar and PPC. We quantified directionality in thalamo-cortical 
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interaction by computing spectrally resolved Granger causality and performing phase slope index (PSI) 
analyses between LP/Pulvinar and PPC LFP signals (Fig. 4.4a; see Supplementary Fig. 4.G for PSI 
analysis). In line with previous results(Saalmann et al., 2012), we found significant reciprocal causal 
interaction between PPC and LP/Pulvinar in the alpha frequency band (P < 0.001, permutation test). 
However, in contrast to a previous report(Saalmann et al., 2012), we found that the cortical influence on 
thalamus was significantly stronger than thalamic influence on cortex in the alpha band (P = 0.003, t-test). 
PSI analyses confirmed this result (Supplementary Fig. 4.G), with a larger proportion of cortical channels 
driving thalamus (32%) than vice versa (11%). Both Granger causality and PSI findings are consistent 
with the hypothesis that alpha rhythms arise from reciprocal interaction between thalamic and cortical 
alpha oscillators. In contrast to alpha rhythms, Granger causal interaction in the theta band was only 
observed from LP/Pulvinar to PPC (P < 0.001 permutation test, Fig. 4.4a). PSI analyses agreed with this 
result, with 19% of channel pairs displaying significant thalamus-to-cortex interaction, while only 3% 
displayed significant cortex-to-thalamus interaction (Supplementary Fig. 4.G). Collectively, these results 
suggest that theta rhythms predominantly propagate from thalamus to cortex, while alpha rhythms 
propagate principally from cortex to thalamus. 
To examine how thalamo-cortical effective connectivity is modulated by arousal, we recomputed 
Granger causality for epochs that represented the lower and upper 25% of pupil diameter for each 
recording, respectively. Since LFP power was highly dependent on arousal, we subsampled data to match 
power distributions across pupil diameter bins (Supplementary Fig. 4.H). The causal influence of PPC on 
LP/Pulvinar in the alpha band was significantly stronger for small pupil diameter states (P = 0.018 t-test, 
Fig. 4.4b left). In contrast, LP/Pulvinar causal influence on PPC in the theta band was significantly 
stronger in large pupil diameter states (P = 0.0015 t-test, Fig. 4.4b right). These results indicate that 
fluctuations in pupil linked arousal result in a dynamic switch in the predominant carrier frequency of 




Thalamo-cortical network dynamics during visual processing 
Until now, we have examined how variability in thalamo-cortical network dynamics relate to 
ongoing fluctuations in pupil-linked arousal in the absence of visual input. Are such patterns of thalamo-
cortical network dynamics exclusive to recordings in the dark, or are they reflective of more generalizable 
network states that also emerge during periods when animals are engaged in sensory processing? To 
answer this question, we investigated how patterns of activity in LP/Pulvinar and PPC are modulated in 
response to the presentation of naturalistic images or videos (Figure 4.5a). Naturalistic visual stimuli 
elicited increased gamma power and decreased alpha power in both LP/Pulvinar and PPC (Figure 4.5b-c 
for videos; see Supplementary Fig. 4.I for images). In general, naturalistic video stimuli elicited more 
robust spiking and LFP responses than static images (PPC static image firing rate = 13.45 ± 1.65, video 
firing rate = 14.33 ± 1.64, P = 8.8-5, sign test; LP/Pulvinar static image firing rate = 8.72 ± 1.04, video 
firing rate = 9.68 ± 1.09, P = 8.0-7, sign test). In the prestimulus period we found thalamo-cortical LFP 
synchronization at theta and alpha carrier frequencies (Figure 4.5d), similar to small pupil diameter states 
in the dark. However, upon presentation of video stimuli, thalamo-cortical synchronization rapidly shifted 
to the theta carrier frequency, with an accompanying reduction in alpha synchronization. LFP power 
modulations during visual processing were significantly correlated with LFP power spectra during large 
pupil diameter states in the absence of any stimulus (PPC correlation per animal: 0.51*, 0.94*, 0.92*, 
0.82*; LP/Pulvinar correlation per animal: 0.13, 0.66*, 0.06, 0.54*; * P < 0.001). Theta synchronization 
maintained throughout the duration of stimulus presentation, before returning to the theta and alpha 
carrier frequencies after stimulus offset (Figure 4.5d). Granger causality analysis confirmed that video 
stimuli induce a rapid reversal in the direction and carrier frequency of thalamo-cortical effective 
connectivity similar to what we observe during small and large pupil diameter epochs in the dark (Figure 
4.5e). These findings suggest that during presentation of video stimuli the LP/Pulvinar – PPC network 
shifts towards a state defined by thalamus driven theta oscillations. In addition, these results illustrate that 
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arousal dependent thalamo-cortical network states that spontaneously occur in the dark are also recruited 
when animals are processing sensory information.  
Thalamo-cortical network dynamics and pupil-linked arousal correlate with saccade behavior 
What is the link between the emergence of these patterns of thalamo-cortical network dynamics 
and behavior? Given the well-established link between saccadic eye movements and cognitive 
processes(Liversedge and Findlay, 2000), we answer this question by examining how thalamo-cortical 
network dynamics relate to saccade behavior. Saccade kinetics in the ferret displayed similar 
characteristics to saccades in humans(Otero-Millan et al., 2008) and non-human primates(Bosman et al., 
2009) (Figure 4.6a, Supplementary Fig 4.J), albeit with a lower overall saccade rate (0.32 ± 0.03 Hz). 
Animals displayed an elevated rate of saccades while viewing video stimuli (0.35 ± 0.03 saccades/s 
videos stimuli, 0.19 ± 0.02 saccades/s prestimulus, P = 2.7-7 t-test, Figure 4.6b), illustrating that ferrets 
utilize saccades to actively sample the visual environment.  
Animals also performed saccades in the dark (Supplementary Fig. 4.J), where saccade rate was 
significantly modulated by ongoing fluctuations in pupil diameter (Figure 4.6c, P = 3.80-15 one-way 
ANOVA). Indeed, saccade-triggered analysis of pupil diameter in the dark revealed significant pupil 
dilations prior to the onset of saccadic eye movements (P = 0.004 t-test, Figure 4.6d). This result suggests 
that oculomotor behavior may arise from a more general shift towards an aroused state. In line with this, 
PPC and LP/Pulvinar LFP power during saccades was significantly correlated with power spectra during 
large pupil diameter states (PPC correlation per animal: 0.95*, 0.99*, 0.91*, 0.94*; LP/Pulvinar 
correlation per animal: 0.71*, 0.91*, 0.81*, 0.88*; * P < 0.01), with power modulations occurring over a 
time course of several seconds around saccades (Figure 4.6e, P < 0.05, test against random saccade times, 
Supplementary Figure 4.K.a-b). Similarly, thalamo-cortical synchronization in the alpha band tended to 
decrease during saccades, while theta band synchronization tended to increase (Figure 4.6f), however 
these changes were significant in a minority of recordings (P < 0.05, Supplementary Figure 4.K.c). To 
disentangle the role of saccades and pupil-linked arousal in modifying thalamo-cortical network 
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dynamics, we repeated functional connectivity analyses after removing peri-saccadic epochs. Overall, we 
found that pupil-linked arousal based analyses reflected results prior to removal of peri-saccadic epochs 
(Supplementary Figure 4.L), with the exception of alpha LFP synchronization, which did not reach 
significance.  
To test if the direction of thalamo-cortical interaction also changed during saccade behavior, we 
computed spectrally resolved Granger causality analysis time-locked to saccades (Figure 4.6g). Saccades 
were associated with a significant decrease in PPC causal influence on LP/Pulvinar in the alpha band, 
accompanied by a significant increase of LP/Pulvinar causal influence on PPC in the theta band (P < 0.05, 
test against random saccade times, Supplementary Figure 4.K.d). These results strongly support the 
hypothesis that dynamic changes in thalamo-cortical causal interaction facilitate active visual sampling of 
the environment. 
How do ongoing fluctuations in thalamo-cortical network dynamics affect the way animals 
sample visual stimuli? To answer this question, we correlated the number saccades performed during each 
trial of visual stimulus presentation with the strength of thalamo-cortical synchronization in the theta and 
alpha frequencies bands (Figure 4.7a). We found a weak but significant positive correlation between 
synchronization in the theta band and the number of saccades performed per trial for both video and 
image stimulus conditions (Figure 4.7a for video stimuli, P = 0.0002 R = 0.17; for image stimuli see 
Supplementary Fig. 4.M, P = 0.0009 R = 0.15). In contrast, we found a significant negative correlation 
between synchronization in the alpha band and the number of saccades per trial (video stimuli P = 0.011 
R = -0.11; image stimuli P = 0.0001 R = -0.17). Thus, the state of the thalamo-cortical system as defined 
by its oscillatory functional connectivity indexed the level of engagement with the external world. 
Finally, to show that fluctuations in pupil-linked arousal also affect how animals process 
incoming sensory information, we correlated the prestimulus pupil diameter with the latency of the first 
saccade for each trial. We found a small but significant negative correlation between prestimulus pupil 
diameter and first saccade latency for both image and video stimuli (Figure 4.7b, P = 0.0001 R = -0.19 for 
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video stimuli; for images see Supplementary Fig. 4.M, P = 6.39-5 R = -0.22), indicating that animals 
sampled more rapidly when incoming sensory input arrived during a state of heightened arousal. Taken 
together, these results show that ongoing fluctuations in pupil-linked arousal and associated changes in 
thalamo-cortical functional interaction affect the way in which animals sample the external environment 
with saccadic eye movements.  
Fast and slow fluctuations in pupil linked arousal correlate with distinct spectral signatures of 
thalamo-cortical interaction 
Recent work has shown that faster pupil dilations are correlated with noradrenergic input to 
cortex, whereas slower fluctuations are correlated with cholinergic input(Reimer et al., 2016). To 
disentangle how thalamo-cortical network dynamics change with fast and slow fluctuations in pupil 
diameter, we computed the derivative of pupil diameter time series and repeated functional connectivity 
analyses based on pupil derivative (Figure 4.8a). In contrast to the monotonic profile of LFP power 
changes with respect to pupil diameter (Figure 4.2c, d), pupil derivative based analyses of LFP power, 
LFP synchronization, and spike-LFP synchronization were characterized by distinctive ‘U’ and inverted 
‘U’ shaped curves (Figure 4.8b-d).  Rapid positive and negative deflections in pupil diameter correlated 
with strong thalamo-cortical synchronization in the theta band, and weak synchronization in the alpha 
band (Figure 4.8c). Conversely, epochs of more constant pupil diameter were characterized by weak 
thalamo-cortical synchronization in the theta band, and strong LFP and spike-LFP synchronization in the 
alpha band (Figure 4.8c, d). Analysis of spike rate, LFP power, and saccade rate time-locked to transient 
pupil dilations revealed the fast timescale on which thalamo-cortical network dynamics and saccade 
behavior reorganized following rapid fluctuations in pupil diameter (Supplementary Fig. 4.N). Together, 
these results illustrate that fast and slow fluctuations in pupil-linked arousal correlate with distinct 
signatures of thalamo-cortical functional interaction, and are consistent with a role for different 





Due to their reciprocal connectivity with widely distributed cortical areas, higher-order thalamic 
structures are proposed to play an important role in orchestrating patterns of large-scale cortico-cortical 
and thalamo-cortical interaction that underlie cognition(Saalmann and Kastner, 2011). Our results provide 
the first evidence that pupil-linked arousal, and by extension neuromodulation, play an important role in 
dynamically sculpting these patterns of thalamo-cortical functional interaction. We demonstrate that 
ongoing fluctuations in pupil-linked arousal lead to dynamic switching of both the direction and carrier 
frequency of thalamo-cortical communication, with low arousal states marked by cortical alpha 
oscillations driving synchronized activity between LP/Pulvinar and PPC, while higher arousal states were 
marked by LP/Pulvinar driving PPC in the theta frequency band. Furthermore, we show similar 
transitions in thalamo-cortical network dynamics during visual processing, and in particular, during active 
sampling of the external environment via saccades.  
What is the functional role of cortically driven alpha synchronization in thalamo-cortical 
networks? One prominent hypothesis is that alpha oscillations reflect the precise temporal parsing of 
cortical activity via phasic inhibition(Klimesch, 2012). Under this framework, layer 5 projection neurons 
in PPC entrain local alpha oscillations in the LP/Pulvinar through pulsed volleys of action potentials. 
Given that LP/Pulvinar projections to superficial layers of early visual cortex influence cortical 
state(Purushothaman et al., 2012; Roth et al., 2016), PPC to LP/Pulvinar synchronization in the alpha 
band may act to gate or suppress the processing of incoming sensory information at early stages of visual 
cortex. Beyond this gating role, alpha oscillations have also been associated with cognitive processes that 
require internalization of attention, such as working memory(Klimesch, 2012; Roux and Uhlhaas, 2014) 
and creativity(Fink and Benedek, 2014). In agreement with the internalization of attention, we 
consistently observed reduced saccade behavior during periods of elevated alpha oscillations. Similar to 
humans(Adrian, 1934), this alpha-dominant mode of network dynamics was disrupted by the presentation 
of visual stimuli. Interestingly, we found that the degree to which animals actively sampled stimuli with 
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saccades was negatively correlated with thalamo-cortical synchronization in the alpha band. Thus, the 
dynamic switching away from the synchronized alpha oscillation network state may be a signature of the 
transition between internalized and overt processes of attention.  
We note that the endogenous alpha frequency identified here does not match the classic 10 Hz 
rhythm reported in humans. Indeed, we favor a definition of neural rhythms based on underlying 
physiological mechanisms, as opposed to the arbitrary assignment of bands based on carrier frequency. 
Given that alpha oscillations are proposed to arise through reciprocal thalamo-cortical 
interaction(Bollimunta et al., 2011), it is unsurprising that these rhythms exhibit a shorter period in 
animals with smaller brains (and therefore shorter conduction delays), such as dogs(da Silva et al., 1973), 
cats(Hughes et al., 2004), and ferrets(Stitt et al., 2015).  
In contrast to states of low arousal, thalamus-driven theta oscillations during states of high 
arousal were associated with an increase in saccade behavior. We found that transitions between alpha- 
and theta-dominant modes of thalamo-cortical synchronization arose transiently around the occurrence of 
saccades. These data suggest that the causal influence of thalamus on cortex in the theta band may play a 
role in active visual sampling and overt attention. Lending support to this, previous studies in primates 
found that cortical LFP signals synchronize to microsaccades occurring rhythmically at the theta 
frequency(Bosman et al., 2009). Furthermore, theta oscillations temporally coordinate gamma band 
synchronization between lower and higher order visual cortices during attention allocation(Bosman et al., 
2012). Therefore, the thalamic causal influence on cortex in the theta band may represent a mechanism to 
selectively synchronize distributed visual cortical regions(Jones, 2001; Saalmann et al., 2012), facilitating 
visual exploration and attentional selection. Given that LP/Pulvinar is reciprocally connected with widely 
distributed visual cortical regions, it certainly exhibits the anatomical framework to play such a role in 
orchestrating cortical network dynamics and information routing(Jones, 2001). However, we observed 
only weak locking of spiking activity to theta oscillation phase in LP/Pulvinar, suggesting the inputs that 
synchronize LP/Pulvinar and PPC theta oscillations are likely subthreshold and do not predominantly 
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originate from the population of LP/Pulvinar neurons we recorded from. Alternatively, these theta-
synchronizing inputs may originate from other brain regions such as prefrontal cortex(Saalmann, 2014).  
Fluctuations in pupil diameter under constant luminance have been used as a general measure of 
arousal and cognitive load(Laeng et al., 2012). A common assumption regarding the relationship between 
pupil diameter and arousal was that the locus coeruleus (LC), the main source of noradrenergic 
neuromodulatory input to the forebrain, must somehow form part of the brainstem circuit that controls 
pupil motility. Indeed, several invasive electrophysiological studies in monkeys have shown that 
fluctuations in pupil diameter under constant luminance are correlated to neural activity in the LC(Aston-
Jones and Cohen, 2005; Joshi et al., 2016). Further work in humans showed that pupil diameter 
fluctuations correlate with blood-oxygenation-level dependent signals localized to the LC(Murphy et al., 
2014; de Gee et al., 2017). However, correlations were generally weak, and no direct anatomical 
connection linking the LC and brainstem pupil motility nuclei could be found to explain such 
correlations(Nieuwenhuis et al., 2011; Wang and Munoz, 2015). In a recent study Reimer et al(Reimer et 
al., 2016) showed that fluctuations in pupil diameter track both noradrenergic and cholinergic input to 
cortex, with more rapid pupil dilations reflecting changes in noradrenergic input, and longer-lasting 
fluctuations reflecting the sustained activity of cholinergic synapses. Considering we observe distinct 
patterns of thalamo-cortical network activity and saccade behavior related to fast and slow fluctuations in 
pupil diameter (Supplementary Fig. 4.L), we postulate that the combined actions of neuromodulatory 
subsystems play a crucial role in shaping thalamo-cortical network dynamics and oculomotor behavior.  
How do ongoing fluctuations in neuromodulatory tone alter large-scale network interactions in 
the brain? Previous in vitro work has classified in detail the effects of various neuromodulatory 
subsystems on intrinsic cellular properties (Rogawski and Aghajanian, 1980; McCormick, 1989; Pape and 
McCormick, 1989; McCormick et al., 1993; Salgado et al., 2016) and the generation of rhythmic activity 
in local circuits(Lorincz et al., 2008). However, these local cellular changes do not explain the dynamic 
rerouting of thalamo-cortical communication that we observe at the network level. Experimental evidence 
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relating pupil-linked arousal or neuromodulatory tone to the dynamic reorganization of network-level 
interaction is sparse. Recent data has shown that pharmacological blocking of noradrenaline reuptake in 
humans leads to a network-specific reduction in the correlation of hemodynamic signals between brain 
regions(van den Brink et al., 2016). These findings are consistent with our results on the pupil-linked 
arousal related reduction in thalamo-cortical spike correlations. 
A compelling mechanistic description of how neuromodulation shapes network interactions has 
come from computational modeling and theoretic studies of complex networks. Most recently, 
Heeger(Heeger, 2017) proposed a computational framework of cortical processing where network 
dynamics emerge from the interaction of feedforward and feedback inputs, as well as prior (expectation) 
driving factors. In this model, a number of state parameters modify the relative contribution of 
feedforward and feedback processing stages toward the predominating network dynamic. Our findings 
support Heeger’s hypothesis that such state parameters represent the various neuromodulatory 
subsystems. Furthermore, Kirst et al(Kirst et al., 2016) showed that alteration of low-level features of 
complex networks not only leads to perturbations in the collective dynamics of the network, but can also 
result in the self-organized rerouting of information flow between network modules. Therefore, although 
neuromodulators act primarily on intrinsic cellular properties of neurons in cortex and thalamus, when 
translated to the network level, these local changes may lead to emergent shifts in thalamo-cortical 
functional interaction.   
Although we studied the LP/Pulvinar – PPC thalamo-cortical network here, we speculate that our 
findings on arousal-dependent changes in interaction may generalize to other thalamo-cortical networks, 
and perhaps even modes of cortico-cortical functional interaction. One intriguing possibility is that 
subpopulations of neurons in the LC or basal forebrain differentially modulate the dynamics of specific 
sub-networks in the brain. Indeed, the heterogeneous nature of LC neuronal activity(Totah et al., 2017) 
coupled with non-overlapping projection patterns of ascending neuromodulatory fibers(Chandler et al., 
2014) may enable such network specific modulation of functional interaction.  
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Extending these results further, we speculate that deficiencies in the neuromodulatory control of large-
scale network interaction may represent a key mechanism underlying the pathology of various 
neuropsychiatric disorders(Uhlhaas and Singer, 2012). A broader understanding of how neuromodulators 
shape functional interaction within affected brain networks will enable the targeted design of therapies 






Figure 4.1. Experimental setup and anatomical connectivity between LP/Pulvinar and PPC.  
a, Diagram illustrating how neural signals from PPC and LP/Pulvinar were simultaneously recorded with 
pupil diameter. Inset image shows a typical view of the ferret infra-red eye tracking, with the pupil 
outlined in white. Below are raw traces of ongoing fluctuations pupil diameter and co-recorded spiking 
and LFP activity in PPC and LP/Pulvinar. Note that pupil diameter spontaneously fluctuates on both short 
and long time scales. b, Anterograde (rAAV5-CaMKII-mCherry) and retrograde (CTB-488) tracers were 
injected into PPC in the left and right hemispheres, respectively. c, Brightfield image of a brain section 
containing the PPC injection sites overlaid with green and red fluorescence channels. Fluorescent blobs 
show the location of anterograde and retrograde tracer in PPC. d, Brightfield image of thalamus overlaid 
with fluorescence from red and green channels. Retrograde labeling of cell bodies (green) and 
anterograde labeling of axonal projections (red) in corresponding locations of LP/Pulvinar illustrate 
reciprocal connectivity between PPC and LP/Pulvinar in the ferret. Abbreviations: LG lateral gyrus; PPC 




Figure 4.2. Neuronal spiking rate and LFP spectral power in PPC and LP/Pulvinar are modulated 
with pupil diameter.  
a, A representative example of how pupil diameter time series were divided up into bins (each bin 
represents 12.5% of all samples). Neurophysiological data were then analyzed according to pupil 
diameter bin. b, The normalized spiking rate in both PPC and LP/Pulvinar increases with pupil dilation. 
Color denotes pupil diameter, as indicated in a. c, The mean (± SEM) z-scored LFP power in PPC as a 
function of carrier frequency across pupil diameter bins. Low (< 30 Hz) and high (> 30 Hz) frequency 
LFP power displayed opposing relationships to pupil diameter. d, the same as c but for LP/Pulvinar LFP 
power. Note the antagonism between low and high frequency LFP oscillatory power is similar to PPC, 





Figure 4.3. Thalamo-cortical synchronization varies with ongoing fluctuations in pupil-linked 
arousal.  
a, PLV measured between LP/Pulvinar and PPC as a function of LFP frequency and pupil diameter. Pupil 
diameter is denoted by color (see legend). Note the prominent thalamo-cortical phase synchronization in 
the theta (~4Hz) and alpha (12-17Hz) carrier frequency bands. Significant modulation across pupil 
diameter bins is indicated by bars plotted below PLV traces (one-way ANOVA, FDR-corrected P-values). 
PLV in the theta band significantly increased with pupil dilation, while alpha PLV significantly decreased 
with pupil dilation. b, The phase synchronization (PLV) of spiking activity to LFP rhythms recorded 
within the same brain structure (top row), as well as between regions (bottom-row). Spike-PLV both 
locally within PPC and LP/Pulvinar, as well as between PPC and LP/Pulvinar revealed phase locking of 
spiking activity to alpha oscillations. Significant modulation of spike-PLV across pupil diameter bins is 
indicated by color bars plotted below PLV traces (one-way ANOVA, FDR-corrected P-values). Note that 





Figure 4.4. Arousal level determines the direction and carrier frequency of thalamo-cortical causal 
interaction.  
a, Spectrally resolved Granger causality shows the carrier frequencies of directed interaction from 
LP/Pulvinar to PPC (magenta), and PPC to LP/Pulvinar (green, ± SEM). LP/Pulvinar has a causal 
influence on PPC in the theta and alpha frequency bands. In the opposing direction, PPC has a causal 
influence on LP/Pulvinar in the alpha band. b, Granger causality was measured for time periods where the 
pupil diameter was small (< 25%, dark blue), and large (> 25%, light blue), respectively. Data were 
subsampled to match power distributions between conditions. The causal influence of PPC alpha 
oscillations on LP/Pulvinar was significantly stronger during small pupil diameter epochs (left plot, P = 
0.018 t-test). In contrast, the causal influence of LP/Pulvinar theta oscillations on PPC was significantly 





Figure 4.5. Visual processing induced changes in thalamo-cortical network dynamics.  
a, Animals passively viewed a collection of naturalistic images or videos. During the inter stimulus 
interval a gray screen was presented. The image "Running Cheetah" by Freder is licensed under the 
Standard iStock Photo License (Getty Images). b, Population mean spike rate in PPC and LP/Pulvinar 
during presentation of video stimuli. The gray bar at the top of the plot indicates the duration of 
stimulation. c, Population LFP spectrograms from PPC (left) and LP/Pulvinar (right) during presentation 
of naturalistic videos. LFP power was normalized to the period -5 to -1 seconds before stimulus onset. 
Note the decrease in alpha oscillatory power in PPC during stimulus presentation. d, Across session 
average thalamo-cortical phase synchronization in response to naturalistic video stimuli. PLV in the theta 
band is elevated during stimulus presentation, while alpha PLV is weaker. e, Time and frequency resolved 
Granger causality analysis computed between PPC and LP/Pulvinar LFP signals for naturalistic video 
stimuli. The onset of video stimuli leads to a breakdown of PPC causal influence on LP/Pulvinar in the 
alpha band (left plot), and an increase of LP/Pulvinar causal influence on PPC in the theta frequency band 





Figure 4.6. Saccades link visual sensory processing and pupil-linked arousal related changes in 
thalamo-cortical dynamics.  
a, Distribution of inter saccade interval (top, ± SEM) shows that ferrets actively sample the visual 
environment rhythmically. The relationship between saccade magnitude and peak velocity (bottom) 
reflects the ballistic nature of saccades in ferrets. b, Saccade rate during naturalistic video presentation 
illustrates that animals actively sample visual stimuli by showing an elevated rate of saccades (n = 26 
sessions). c, Saccade rate as a function of pupil diameter in the dark. The rate of saccades during large 
pupil diameter states is comparable to the rate of saccades when animals are actively sampling naturalistic 
videos. d, Mean (± SEM) fluctuations in pupil diameter time locked to saccadic eye movements in the 
dark. Transient increases in pupil diameter precede saccades (P = 0.004, t-test). e, Population average 
LFP power spectrograms in PPC (left) and LP/Pulvinar (right) time locked to saccades in the dark. LFP 
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power was z-score normalized across the entire recording session. f, Population average PPC to 
LP/Pulvinar PLV time locked to saccades in the dark. Dotted line indicates a break in the color scale, as 
shown to the right of the figure. g, Across session average time and frequency resolved Granger causality 
between PPC and LP/Pulvinar around the occurrence of saccades in the dark. Active sampling by 
saccades was associated with a decrease in PPC causal influence on LP/Pulvinar in the alpha band and an 
increase in LP/Pulvinar on PPC in the theta band.  
  
 
Figure 4.7. Thalamo-cortical synchronization and pupil-linked arousal correlate with saccade 
behavior  
a, Correlation of thalamo-cortical phase synchronization in the theta (left) and alpha (right) carrier 
frequency bands and the number of saccades performed during presentation of naturalistic video stimuli. 
Theta PLV displays a significant positive correlation with saccadic sampling of stimuli, whereas alpha 
PLV displays a significant negative correlation. b, Correlation of pre-stimulus pupil diameter to the 
latency of the first saccade for subsequent naturalistic video stimulus presentation. Significant negative 






Figure 4.8. Rapid fluctuations in pupil diameter correlate with the reorganization of thalamo-
cortical functional connectivity 
a, Raw pupil diameter (top) and pupil diameter derivative (middle) traces for one example recording 
(blinks have been removed from trace), and a histogram of pupil derivative time series broken into eight 
bins of equal size (bottom). Dark colors correspond to rapid pupil constriction, light colors correspond to 
rapid pupil dilation, and intermediate colors correspond to epochs of little change in pupil diameter. b, 
The mean (± SEM) z-scored LFP power in PPC (left) and LP/Pulvinar (right) as a function of carrier 
frequency across pupil derivative bins. The insets in each figure illustrate how LFP power in theta, alpha, 
and gamma frequency bands changes across pupil derivative bins (frequency band indicated by asterisk). 
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c, PLV measured between LP/Pulvinar and PPC as a function of LFP frequency and the derivative of 
pupil diameter. d, The phase synchronization (PLV) of spiking activity to LFP rhythms recorded within 
the same brain structure (top row), as well as between regions (bottom-row) as a function of pupil 
derivative. Significant modulation of PLV and spike-PLV across pupil derivative bins is indicated by 
color bars plotted below traces (one-way ANOVA, FDR-corrected P-values). Note the distinctive ‘U’ and 
inverted ‘U’ shape of many inset figures, indicating alpha synchronization/power is maximized during 
epochs of constant pupil diameter, and theta synchronization/power is maximized during epochs of rapid 






Figure 4.A. Histological confirmation of multielectrode array recording sites in anatomically 
connected sites of PPC and LP/Pulvinar.  
a, Coronal sections of LP/Pulvinar (left) and PPC (right) stained for cytochrome oxidase were used for 
verifying the location of multielectrode array recording sites. The middle panel shows a schematic 
representation of the ferret brain, with the approximate location of LP/Pulvinar and PPC electrode 
implantation shown in red. Left: A representative section showing electrode tracks and recording site in 
the LP/Pulvinar. Right: A representative section showing the recording site of a PPC microelectrode 
array. The location of the electrode implantation is illustrated by the damage induced from removing the 
microelectrode array (indicated by *). b, The location of LP/Pulvinar and PPC microelectrode 
implantation overlapped with patterns of anatomical connectivity outlined in previous tracing 
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experiments, indicating that electrophysiological data were obtained from reciprocally connected regions 





Figure 4.B. Pupil-linked arousal dependent changes in PPC and LP/Pulvinar firing rate.  
a, Distribution of multi-unit firing rates in PPC (n = 519) and LP/Pulvinar (n = 169). b, Population box 
plots of PPC firing rate across each pupil diameter bin. PPC multi-units were sorted into three 
populations; units that significantly increased firing rate with increasing pupil diameter (40.3% of units), 
units that significantly decreased firing rate with increasing pupil diameter (26.0% of units), and units 
where there was no relationship between firing rate and pupil diameter (33.7% of units). c, The same 
analysis as b performed for LP/Pulvinar multi-unit spiking activity. In contrast to PPC, where units 
displayed both increases and decreases in firing rate with pupil-linked arousal, the vast majority of multi 
units in LP/Pulvinar (72.2%) displayed significantly increased firing rate with increasing pupil diameter. 





Figure 4.C. PPC and LP/Pulvinar LFP power spectra under different visual stimulus conditions.  
a, Animals were presented with a library of static images and videos that were randomly interleaved. 
During the inter-stimulus interval a gray screen was presented. The image "Running Cheetah" by Freder 
is licensed under the Standard iStock Photo License (Getty Images). b, The mean LFP power spectrum in 
PPC and LP/Pulvinar for the different stimulus conditions. Note the presence of a prominent peak in the 
power spectrum at around 12-17 Hz in PPC, which was strongest in the gray screen and static images 
conditions. LP/Pulvinar LFP spectra were marked by a large peak in the theta frequency band (3.3-4.5 
Hz). c, The coherence spectrum between co-recorded signals in PPC and LP/Pulvinar. Note the peak in 
coherence in the 12-17 Hz frequency band that reduces in magnitude for the video condition. Given that 
LFP signal power and thalamo-cortical coherence in this frequency range was reduced following visual 
stimulation, we interpreted the frequency band centered around 14Hz to reflect the endogenous alpha 
frequency in the ferret. This is in line with a mechanistic definition of the alpha rhythm as a thalamo-
cortically generated oscillation that reduces in amplitude when networks are engaged in processing 





Figure 4.D. Thalamo-cortical phase synchronization with matched power distributions.  
a, LFP data were subsampled within each frequency band to match the power distributions across all 
pupil diameter bins. b, Thalamo-cortical phase synchronization based on LFP data that were matched for 
power across pupil diameter bins. The color bars below PLV plots illustrate frequency bands that display 
a significant effect of pupil diameter (one-way ANOVA, FDR corrected P values). PLV in the theta 
frequency band remains significant after subsampling data to match power values across conditions. 
Power matched PLV analysis in the alpha band shows no significant change across pupil diameter bins. 
However, this result is in contrast to thalamo-cortical spike-spike correlation analysis, which displays a 
clear effect in the alpha band (Supplementary Figure 4.E). Given that spike correlations more closely 
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reflect the physiological processes underlying thalamo-cortical functional interaction, we argue that the 
lack of significant modulation of PLV across pupil diameter bins in the alpha band is an artifact of the 




Figure 4.E. Thalamo-cortical spike correlation as a function of pupil diameter.  
a, Population average spike cross-correlation measured between LP/Pulvinar and PPC recording sites. 
Note the synchronous oscillatory structure occurring within the alpha frequency band (period of 68 ms 
~14.7 Hz). b, The mean power spectrum (± SEM) of thalamo-cortical spike cross-correlation displays a 
prominent peak in the alpha band. c, Alpha oscillatory power in thalamo-cortical spike cross correlation 











Figure 4.F. Endogenous alpha frequency speeds up in cortex with arousal.  
a-b, Alpha frequency was measured by taking the peak of spike-LFP phase synchronization spectra 
within PPC (a), and LP/Pulvinar (b). Note that peak alpha frequency speeds up in PPC with increasing 
pupil diameter (P = 0.003 one-way ANOVA). In contrast, peak alpha frequency in LP/Pulvinar displays 



















Figure 4.G. Phase slope index (Ψ) uncovers reciprocal thalamo-cortical effective connectivity in the 
theta and alpha frequency bands.  
a, The mean and standard deviation of population level phase slope index (PSI) analyses. PSI was 
initially computed on LP/Pulvinar and PPC LFP signals in a 4 Hz sliding window in the frequency 
domain (1-100 Hz in 1 Hz steps). We observed both significant drivers and receivers in each recording, 
with values greater than 2 indicating that LP/Pulvinar significantly drives PPC, and values lower than -2 
indicating that PPC significantly drives LP/Pulvinar (p < 0.05). The standard deviation of PSI values was 
therefore used to infer the width of the PSI distribution, or the extent to which each carrier frequency 
displays significant drivers or receivers. At the same time the mean indicates if thalamo-cortical (positive 
PSI values) or cortico-thalamic (negative PSI values) effective connectivity dominates population level 
PSI analyses. We observed the largest PSI standard deviation in the theta and alpha frequency bands, 
indicating these are the carrier frequency bands of thalamo-cortical effective connectivity. The mean of 
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the PSI distribution shifted from positive in the theta band to negative in the alpha band, with all other 
frequencies converging on zero. Together, these results indicate there is generally greater effective 
connectivity in the theta and alpha bands, but that these frequency bands reflect effective connectivity in 
opposing directions, with theta band effective connectivity indicating LP/Pulvinar drives PPC, and alpha 
band effective connectivity indicating PPC drives LP/Pulvinar. b, Population level PSI analysis computed 
on all channel pairs for the theta (2.5-6 Hz), alpha (11-18 Hz), and gamma (30-60 Hz) frequency bands. 
In each histogram, red bars indicate the proportion of channel pairs where LP/Pulvinar significantly 
drives PPC, gray bars indicate no significant interaction, and blue bars indicate where PPC significantly 
drives LP/Pulvinar. The percentage of total channel pairs for each sub-group are given as insets in each 
figure. Note that theta and alpha PSI values show wider distributions, and that the center of mass is 
shifted away from zero. In contrast, gamma PSI values are closely centered around zero, indicating this 










Figure 4.H. Power matched Granger causality analysis.  
Granger causality was measured for time periods where the pupil diameter was small (< 25%, dark blue), 
and large (> 25%, light blue), respectively. Data were subsampled to match power distributions for the 
theta and alpha frequency bands between conditions. Given that the theta band was the main carrier 
frequency of thalamus-to-cortex effective connectivity, we matched power distributions in the theta band 
while computing LP/Pulvinar to PPC Granger causality. Similarly, since alpha was the predominant 
carrier frequency of cortex-to-thalamus effective connectivity, we matched power distributions in the 
alpha band while computing PPCto LP/Pulvinar Granger causality. The power distributions of data that 







Figure 4.I. PPC and LP/Pulvinar responses to naturalistic images.  
a, Across session average firing rate during presentation of naturalistic images. b, Across session average 
LFP spectrogram for PPC (left) and LP/Pulvinar (right) in response to naturalistic images. LFP power 
was normalized by the prestimulus power (-5 to -1 seconds). c, Average thalamo-cortical PLV during the 
time course of naturalistic image presentation. d, Average time and spectral resolved Granger causality 
analysis for naturalistic image presentation. The gray bar at the top of each plot indicates the duration of 






Figure 4.J. Basic saccade properties and saccade-locked measures of spiking activity and LFP 
power.  
a-b, Inter saccade interval (± SEM) and scatter plot of saccade magnitude versus peak velocity for 
saccades performed with the lights on (a) and in a dark room (b). c, Across session average firing rate in 
PPC (left) and LP/Pulvinar (right) time locked to the occurrence of saccades in the light and dark (shaded 
regions indicate ± SEM). Saccade-locked increases in firing rate in PPC and LP/Pulvinar are only present 
when the lights are on, suggesting that these responses depend on visual input. d-e, Across session 
average LFP spectrograms computed around the occurrence of saccades with the lights on (d) and in a 
dark room (e). LFP power was z-score normalized within each frequency band across the entire recording 
session. In contrast to the fast modulation of spiking activity during saccades, LFP power spectra in both 







Figure 4.K. Significant modulation of thalamo-cortical power spectra and functional connectivity 
time locked to saccades in the dark.  
In each of the plots above, significance was estimated by building surrogate distributions of LFP power 
(a-b), PLV (c), and Granger causality (d) at random time points during each recording. Time and 
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frequency points relative to the onset of saccades that deviated 2 standard deviations from the mean of 
randomly computed metrics were then deemed as significant deviations (P < 0.05). a, Most recordings in 
PPC display significant reductions in alpha and low frequency LFP oscillations for the several seconds 
surrounding saccades. b, Most recordings from LP/Pulvinar display significant increases in narrowband 
theta oscillations coinciding with saccadic eye movements. c, Although thalamo-cortical PLV tended to 
increase in the theta band, and decrease in the alpha band around saccades, these changes were significant 
in only a minority of recordings. d, These plots show that the causal influence of cortical alpha rhythms 
on thalamus breaks down as animals begin to actively sample the visual environment with saccades. 
Conversely, thalamic causal influence on cortex in the theta band increases predominantly after animals 
begin to saccade.  
 




Figure 4.L. Thalamo-cortical functional connectivity analysis after controlling for peri-saccade 
epochs.  
a, To attempt to disentangle saccade- and pupil-related changes in thalamo-cortical functional 
connectivity, we reanalyzed LFP recordings after removing epochs 1000ms before and after saccades. b, 
PLV measured between LP/Pulvinar and PPC as a function of LFP frequency and pupil diameter after 
removing peri-saccadic epochs. c, The phase synchronization (PLV) of spiking activity to LFP rhythms 
recorded within the same brain structure (top row), as well as between regions (bottom-row) as a function 
of pupil derivative after removing peri-saccadic epochs. Note that despite removing peri-saccade epochs, 
the main findings of theta synchronization and alpha spike-LFP phase synchronization remain significant. 
Despite pupil linked arousal dependent changes in alpha thalamo-cortical synchronization not reaching 







Figure 4.M. Correlation of thalamo-cortical functional connectivity and prestimulus pupil diameter 
to oculomotor behavior while viewing naturalistic images.  
a, Correlation of thalamo-cortical phase synchronization in the theta (left) and alpha (right) carrier 
frequency bands and the number of saccades performed during presentation of naturalistic images. Theta 
PLV displays a significant positive correlation with saccadic sampling of stimuli, whereas alpha PLV 
displays a significant negative correlation. b, Correlation of pre-stimulus pupil diameter to the latency of 
the first saccade for subsequent naturalistic image stimulus presentation. Significant negative correlation 










Figure 4.N. Transient pupil dilations lead to the reorganization of oculomotor behavior and neural 
activity in PPC and LP/Pulvinar.  
a, Pupil diameter (top) and pupil diameter first derivative (bottom) for one example recording. Transient 
pupil dilations were detected by finding local peaks in pupil diameter derivative time series. 
Discontinuities in plots indicate where data have been removed around the occurrence of large-amplitude 
saccades or eye-blinks. b, Mean saccade rate (± SEM) time locked to the occurrence of pupil dilations. c, 
Average multiunit spike rate in PPC and LP/Pulvinar time locked to pupil dilations. d, LFP power 
spectrograms in PPC (left) and LP/Pulvinar (right) time locked to pupil dilations. LFP power was z-score 
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CHAPTER 5: STIMULUS-SPECIFIC REGULATION OF CONTEXT DIFFERENTIATION IN 
POSTERIOR PARIETAL CORTEX  
 
INTRODUCTION 
An impressive feature of the brain is its ability to give rise to unique cognitive representations and 
interpretations of a specific stimulus when it is presented in different contexts. For example, seeing the 
boss in the office evokes different thoughts and emotions compared to encountering the same person at 
the grocery store. The latter case is much more surprising since the stimulus-context pairing rarely occurs. 
Such context differentiation is routinely found to be impaired in psychiatric disorders such as 
schizophrenia and autism spectrum disorder (Umbricht and Krljes, 2005; Urban et al., 2008; Clery et al., 
2013a; Clery et al., 2013b; Kremlacek et al., 2016). 
The oddball paradigm is a classic sensory stimulus assay used to evaluate context-dependent 
processing with respect to frequency of stimulus presentation (Naatanen et al., 1978; Maekawa et al., 
2005). In this paradigm, the neural response to a rare, deviant stimulus is compared to the response to a 
frequently-presented standard stimulus; context differentiation is quantified as the difference in responses 
between the standard and deviant. For example, the mismatch negativity (MMN) is a neurophysiological 
difference waveform peaking in the 150-250 ms window after stimulus onset. The MMN has been studied 
extensively in humans using EEG, MEG, and fMRI (Czigler et al., 2002; Polich, 2003; Astikainen et al., 
2004; Naatanen et al., 2007; Kremlacek et al., 2016), and to an extent, in animal models with local field 
potential (LFP) (Astikainen et al., 2000; Harms et al., 2014; Kaliukhovich and Vogels, 2014; Hamm and 
Yuste, 2016; Vinken et al., 2017). Yet, few studies have extensively probed how individual neurons that 
together form a local population give rise to MMN. Stimulus preference and tuning in single neurons may 
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influence MMN responses at the population level, highlighting the need for neural recordings at higher 
spatial granularity using methods such as 2-photon calcium imaging. 
It has been postulated that the MMN is a precursor to sensory discrimination (Naatanen and Alho, 
1995; Garrido et al., 2009). Within this framework, sensory areas such as visual or parietal cortex may 
show enhanced activity to the surprising deviant stimulus which is likely to be behaviorally more relevant 
to the animal. However, individual neuron contribution to this gross-level population activity 
enhancement is not well understood. One hypothesis is that only neurons that are tuned to the stimulus 
exhibit enhanced activity and contribute to population context signaling. In an alternate hypothesis (Grill-
Spector et al., 2006), neurons may modulate their activity differentially across the population (enhance or 
suppress) based on their intrinsic stimulus tuning properties to enhance signal-to-noise ratio. That is, 
neurons that show congruent preference to the presented stimulus enhance, whereas neurons that do not 
prefer the presented stimulus suppress activity. Accordingly, neurons encoding different stimulus features 
(e.g., orientation) effectively compete to relay behaviorally-relevant information to downstream areas. 
Posterior parietal cortex (PPC) is well positioned in the visual circuit to transform basic sensory tuning to 
signals reflecting the context of stimulus presentation due to its functional involvement in stimulus 
motion processing and evidence accumulation (Steinmetz et al., 1987; Andersen, 1989; Hanks et al., 
2015; Morcos and Harvey, 2016). 
To understand which hypothesis explains how PPC neural populations modulate their activity in 
response to stimuli presented in a context-dependent manner, we recorded extracellular electrophysiology 
and performed 2-photon calcium imaging in PPC of head-fixed ferrets during a drifting grating visual 
oddball paradigm. Results indicated that PPC LFP and single neuron activity exhibited stimulus-specific 
contextual modulation. Spectral decomposition of the LFP revealed MMN in the gamma frequency band 
for the preferred stimulus only. We leveraged the strength of 2-photon calcium imaging by comparing 
context-dependent activity for each spatially-resolved neuron and found that mismatch responses (MMR, 
equivalent to MMN but for calcium imaging data) scaled in magnitude with neuronal tuning to the 
157 
 
population-preferred stimulus. For the stimulus direction opponent to the preferred stimulus, we found 
population suppression of activity in the deviant context, suggesting that the local neural population 
differentially modulated its activity based on if the preferred or the opponent stimulus was presented in 





A total of six adult (16-19 weeks old) female ferrets (weighing 0.7 to 1kg, group housed in a 12 
hr light/ 12 hr dark cycle; spayed, Marshall BioResources, North Rose, NY) were included in this study. 
Three animals were included in the electrophysiological experiment (across these animals, we acquired 14 
sessions) and four were included in the 2-photon calcium imaging experiment. All animal procedures 
were performed in compliance with the National Institutes of Health guide for the care and use of 
laboratory animals (NIH Publications 8th edition, 2011), and approved by the Institutional Animal Care 
and Use Committee of the University of North Carolina at Chapel Hill and the United States Department 
of Agriculture (USDA Animal Welfare).  
Electrophysiology Surgery 
Each animal was initially anesthetized with a ketamine/xylazine cocktail (30 mg/kg of ketamine, 
1–2 mg/kg of xylazine, intramuscular) and was checked for toe-pinch response for a stable, deep plane of 
anesthesia before continuing with intubation with an endotracheal tube for subsequent artificial 
ventilation and vaporized anesthetic maintenance (0.5–2% isoflurane in 100% oxygen). The animal was 
then positioned into a stereotaxic to allow for precise measurement of target brain regions and to provide 
stability of the head throughout the surgical procedure. All following surgical procedures were performed 
under asceptic conditions. After applying alcohol and betadine swabs to the scalp, the skin and muscle 
overlying the skull were cut and resected. A custom-machined headpost was secured to the area of the 
skull above the right parietal cortex and dental cement (C&B metabond, Parkell, Edgewood, NY) was 
applied to the base of the headpost. Craniotomies for both left parietal and visual cortex were drilled and 
duramater and pia mater were resected. Sixteen channel electrode arrays (local reference electrode 500 
μm shorter than recording electrodes; Innovative Neurophysiology, Durham, NC) were then lowered into 
cortical tissue at the depth of around 600 μm. Dental acrylic (Lang Dental, Wheeling, IL) was applied to 
secure electrodes and seal the craniotomy. Skin, connective tissue, and muscle were then sutured together; 
triple antibiotic ointment was applied to the wound margin and animals were administered pain relief 
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medication (meloxicam, 0.2 mg/kg). Post-operative care included pain medication (meloxicam, 0.2 
mg/kg) and infection control (12.5-13 mg/kg, clavamox, Zoetis, Parsippany, NJ) in addition to headcap 
cleaning. 
Calcium Imaging Surgery 
Animals in the calcium imaging group (n = 4) underwent two surgeries: virus injection and 
cranial window implantation. Surgery procedures for the virus injection were similar to that of the 
electrophysiology group with the following differences: a smaller craniotomy above PPC was drilled (~2-
3 mm in diameter). After the dura was resected, a mix of 800 nL of 
AAV9.CaMKII.GCaMP6f.WPRE.SV40 (UNC Viral Vector Core) and 200 nL of 1% fast green in saline 
was injected into cortical tissue at a depth of about 200 to 400 μm below cortex using a glass pipette 
injector system (Nanoject, Drummond Scientific, Broomall, PA). The tip of the glass pipette was sharp 
enough to penetrate through the intact pia mater with minimal damage. The craniotomy was then sealed 
using kwik-kast (World Precision Instruments, Sarasota, FL); then muscle, tissue, and skin were sutured 
back together.  
After around 3-5 weeks of virus expression time, the same animals underwent the cranial window 
surgery. The goal of the cranial window surgery was to make a larger craniotomy around the virus 
expression site and implant a custom coverslip holder (a machined metal ring-like structure that holds and 
secures a coverslip) and a glass coverslip above cortical tissue to allow for optical access. After animals 
were prepared for asceptic surgery and tissue overlying the skull was resected, an 8 mm circular area 
around the virus injection craniotomy was shaved down; this ultimately allows the coverslip structure to 
be as close to the brain as possible. The coverslip holder was then secured to the skull using C&B 
metabond and the exposed skull in the middle of the ring was then drilled out. Dura was then resected and 
a coverslip assembly (an 8 mm, 200 μm thick circular coverslip optical glued to a 5 mm, 1.4 mm thick 
cylindric glass piece; Swiftglass, Elmira, NY) was lowered into the coverslip holder. Importantly, the 
coverslip pressed firmly on the brain which prevents dura regrowth under the coverslip and stabilizes the 
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brain during imaging. A retaining ring (McMaster-Carr, Atlanta, GA) was secured above the glass 
coverslip and superglue was applied to seal the structure.   
Oddball Stimulation Paradigm 
Prior to surgery, animals were habituated to a custom, 3d-printed fixation setup that included a 
body holding tube and a head-fixation post (Thorlabs posts, Thorlabs, Newton, NJ; and custom-machined 
head-post clamp).  After habituation and electrode/window implantation surgery, visual oddball 
stimulation and recordings commenced. Visual stimulation was displayed via presentation software 
(Neurobehavioral  Systems, Berkeley, CA) on a computer monitor (120 Hz frame rate) positioned 40 cm 
away from the animal. The oddball stimulation paradigm was designed as follows: stimuli consisted of 
grayscale full-field sine wave drifting gratings with a spatial frequency of 0.2 cycles per degree and 
drifting at 4 Hz. On the first day of neurophysiological recordings, animals were administered a session 
consisting of 10 drifting gratings of different motion directions (0, 36, 72, 108, 144, 180, 216, 252, 288, 
324 degrees) presented at equiprobability to assess which stimuli elicited the most activity from the 
population. Typically the stimulus evoking the largest amplitude response during stimulus presentation 
(0-400 ms) and opposing direction stimulus were chosen for the following sessions. The following 
oddball paradigm sessions consisted of three randomized blocks of 300 trials where each trial consisted of 
stimulus presentation for 400 ms and an equi-luminance gray screen inter-trial interval (ITI) following for 
1000 to 1500 ms. Trial order was randomized for each block. In one block (oddball A), the two best 
responsive stimuli from the first session were chosen to be presented in either the standard (90% of trials) 
or deviant (10% of trials) context (ie. stimulus A was the deviant and B was the standard). In another 
block (oddball B), the same two stimuli were used but the contexts were switched (ie. stimulus B was the 
deviant and A was the standard). The reason for presenting both of these blocks is to be able to compare 
the same stimulus presented in different contexts, thus removing the confounding factor of stimulus-
preference when examining neural activity. A third block’s (many standards control block) stimuli 
consisted of 10 equiprobable drifting gratings of different motion directions (same structure and stimuli as 
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the initial tuning curve session); stimuli presented in this context served as controls that do not elicit 
adaptation effects of the standard context or surprise effects like the deviant context. A series of random 
salt-and-pepper images (white noise checkerboard – 10x6 squares, 33.3 ms presentation with 1000-1500 
ms ITI gray screen) were presented in between the oddball paradigm blocks to reset the visual system and 
minimize adaptation (method adapted from a previous publication (Vinken et al., 2017)). 
Electrophysiology Sessions 
Animals were first placed into a custom 3d-printed tube and head-fixed using a custom-machined 
head-post clamp. Broadband signals (1 Hz hardware lowpass cutoff) from both VC and PPC were 
acquired at a 30 kHz sampling rate and digitized using an electrophysiology data acquisition system 
(Intan Technologies, Los Angeles, CA). The electrophysiology system also recorded TTL pulses sent 
from a separate computer running the visual stimulation via a data acquisition system (DAQ, Texas 
Instruments, Dallas,TX). All recording sessions were performed in a dark room save the computer 
monitor that displayed visual stimuli. 
Two-photon Imaging 
Recording of optically-resolved population GCaMP activity was performed using a resonant 
scanner, 2-photon microscope (Neurolabware, Los Angeles, CA), 16x water-immersion objective (Nikon, 
0.8 NA, 3 mm working distance), and the Scanbox acquisition software (Scanbox, Los Angeles, CA). 
Two-photon excitation of GCaMP fluorophores was delivered through the microscope using a Mai-tai Tai 
Sapphire laser (Spectra Physics, Santa Clara, CA) at 940 nm, and light emission was collected using a 
GaAsP photo-multiplier tube. Data were acquired at the frame rate of 15.49 fps. At the beginning of each 
session, the objective was lowered to a focal plane of 150-200 μm below the cortical surface, around layer 
II/III of the ferret cortex (Manger et al., 2002). Data were typically acquired at 1.4x digital zoom, 






All analyses were performed in Matlab (Mathworks, Natick, MA). All Broadband 
electrophysiological data were preprocessed in three different ways for event-related potential (ERP), 
spectral decomposition, and spiking analysis. For ERP analysis, broadband data were first low-pass 
filtered at 30 Hz using a 4th order, phase-preserving Butterworth filter then downsampled to 300 Hz. For 
spectral analysis, broadband data were first low-pass filtered at 300 Hz using a 4th order, phase-preserving 
Butterworth filter then downsampled to 300 Hz. For spiking analysis, broadband data were first band-pass 
filtered between 300 and 5000 Hz using a 4th order Butterworth filter. Spike events were detected in each 
channel whenever activity fell below 4 standard deviations below the mean activity across the session.  
ERPs were calculated by extracting data in a window around each trial onset, then baseline 
corrected by subtracting the mean activity from -100 to 0 ms relative to stimulus onset. Note that all times 
reported are relative to stimulus onset. Data were first averaged across trials for each context and 
stimulus, then averaged across recording channels and sessions. Stats and standard error of the mean 
(SEM) were calculated across sessions. Context contrasts (MMN: deviant-standard, DD: deviant-control) 
were calculated at the level of channels after averaging over trials. 
For spectral analysis, we wanted to examine changes in ongoing oscillations that are not phase-
locked to stimulus presentation (induced oscillations). Accordingly, the average ERP across trials was 
calculated and subtracted from each trial before subsequent analysis. The analytic signal for each 
frequency was then calculated by convolving a family of Morlet wavelets with the LFP from 1 to 50 Hz 
in 0.5 Hz increments. Power was then calculated as the absolute value of the analytic signal squared. Data 
for each trial were then extracted and averaged for each context and stimulus. Finally, data were averaged 






Calcium Imaging Analysis 
Calcium imaging video data were first preprocessed using the Suite2p toolbox (Pachitariu et al., 
2016). Using this toolbox, images were aligned using non-rigid motion correction and subject to singular 
value decomposition (SVD) across time to reduce dimensionality and reduce subsequent computation 
time. Pixels in the image were then clustered into regions-of-interest (ROIs) based on optimization of 
their spatial footprint and activity time-series using a model loosely based on expectation-maximization 
(EM). Using these ROIs, fluorescence activity was calculated by first taking the average time-series 
across pixels within the ROI; then neuropil background activity was estimated by defining a ring area 
around the ROI (inner diameter = 3 pixels away from ROI border, outer diameter = 5 pixels away), 
calculating principal component analysis (PCA) across pixels in the ring, and taking the first principal 
component’s (PC) activity; finally neuropil-corrected time-courses were calculated by subtracting the 
neuropil 1st PC activity from that of the ROI. Change in fluorescence was defined as ∆𝐹/𝐹(t) = (𝐹(t) −
𝐹avg)/𝐹avg where 𝐹(t) is the fluorescence at a given time t and 𝐹avg is the average fluorescence across the 
whole session. 
ROIs that exhibited stimulus-evoked activity (300 to 1500 ms) 1.5 standard deviations above 
baseline (-200 to 0 ms) mean activity for at least 400 consecutive milliseconds for at least 25% of trials, 
and 1.5 standard deviations above baseline mean activity for at least 400 consecutive milliseconds in the 
trial average were identified as visually responsive and were included for further analysis (n = 73). 
Activity for each trial was then extracted and averaged for each context and stimulus. Time-courses were 
baseline corrected by subtracting the mean activity from -200 to 0 ms relative to stimulus onset. Data 
were averaged across recording ROIs and sessions. Statistics and standard error of the mean (SEM) were 
calculated across ROIs. Due to the slow decay kinetics of the GCaMP6f fluorescence indicator, it is 
difficult to interpret when certain processes are occurring during periods of neural activity. Accordingly, 
we chose the period of time that calcium responses largely decayed back to baseline (from 300 to 1500 
ms relative to stimulus onset) when performing statistics or averaging across the epoch of time related to 
stimulus response. The comparison between standard and deviant contexts for the calcium imaging data 
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was called mismatch response (MMR) due to the GCaMP protein exhibiting primarily positive increases 
in activity and its slow decay kinetics. Context contrasts (MMR: deviant-standard, DD: deviant-control) 
were calculated at the level of ROIs after averaging over trials). 
A concern arises when comparing activity between contexts for a certain stimulus: observed 
differences could arise and be confounded by block-to-block differences in baseline fluorescence. To 
account for this concern, we baseline corrected (-200 to 0 ms window) all time-courses on a trial level 
(independently for each trial). Further, when calculating the context contrasts, we performed a trial 
condition shuffle control. This first involved computing trial-averaged activity with trial conditions 
shuffled within each block (effectively preserving block-to-block differences in activity, while 
eliminating context-dependent differences). The context contrast was then computed (MMN or DD). 
Finally, trial-averaged shuffle data were subtracted from trial condition-intact data on a ROI-by-ROI 
basis.  




𝑆Pref and 𝑆Opp corresponded to the trial-averaged response during the 300-1500 ms epoch to the preferred 
stimulus and B, respectively. This modulation index was calculated for both the MMN and control 





To dissect how context-dependent processing occurs as a function of stimulus preference, we first 
delineated population stimulus tuning by presenting a series of randomized drifting gratings to head-fixed 
ferrets during 2-photon calcium imaging (Fig. 5.1 A-D, n = 4 animals) or extracellular electrophysiology 
(Fig. 5.1E, n = 3 animals) recording sessions. We found that ferret posterior parietal cortex (PPC) 
population activity and local field potentials (LFP) primarily showed strong responses to two opposing 
directions, similar to reports in other animal species (Fig. 5.1D and E) (Steinmetz et al., 1987; Andersen, 
1989). The stimulus direction that elicited the largest normalized amplitude was deemed the preferred 
stimulus and the stimulus drifting in the opposite direction, which typically showed the second largest 
response, was deemed the opponent stimulus.  
Using 2-photon calcium imaging, we next sought to examine single-neuron responses to the 
preferred and the opponent stimulus when presented in the standard, deviant, and control contexts of the 
oddball paradigm (Fig. 5.2A). Importantly, this version of the oddball paradigm allowed us to compare 
neuronal responses across contexts for each stimulus. We found that out of all the recorded putative 
neurons (regions of interest – ROIs; n = 1402 ROIs, 4 animals), 73 ROIs showed stringently-defined, 
robust visual responses to at least one context and stimulus. Analyzing the context-dependent responses 
for these visually-responsive ROIs, we observed that the majority displayed strong stimulus-evoked 
activity in the preferred stimulus deviant context and comparatively weaker responses in the standard 
context, indicating the presence of MMR (Fig. 5.2B and E). Indeed, the population average showed 
consistently higher activity for the preferred stimulus in the deviant context compared to the standard 
context across the period of 300 to 1500 ms relative to stimulus onset (Fig. 5.2C and D, paired t-test; t(72) 
= 3.71, p<0.001; Holm-Bonferroni corrected). We did not find a significant difference between standard 
and deviant contexts for the opponent stimulus (paired t-test; t(72) = 0.022, p=0.982; Holm-Bonferroni 
corrected), indicating that MMR occurs in parietal cortex in a stimulus-specific manner. The MMR can be 
dissected into two key components characterizing the surprise (deviance detection - DD) and adaptation 
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(stimulus-specific adaptation - SSA) responses by comparing the control context to the deviant or 
standard context, respectively. Population responses to both the preferred and the opponent stimuli in the 
standard context adapted to a lower level compared to the control context (paired t-test; preferred 
stimulus: t(72) = 2.27, p=0.052; opponent stimulus: stimulus: t(72) = 3.16, p<0.01; Holm-Bonferroni 
corrected). There was an absence of DD (deviant vs. control) for the preferred stimulus (paired t-test; 
t(72) = 1.39, p=0.168; Holm-Bonferroni corrected); however, the deviant context responses for the 
opponent stimulus were lower in magnitude than the control context at trend-level (paired t-test; t(72) = 
2.07, p=0.085, Holm-Bonferroni corrected).  
One would expect that a stimulus presented in a surprising context elicits higher activity 
compared to presentation in the control context, or at the very least the same level; however, population 
activity showed decreases in magnitude when the opponent stimulus was deviant. To investigate how 
single neurons in the population contributed to such stimulus-specific “deviance suppression” (relative to 
the control context), we analyzed context contrasts (MMR, DD, and SSA) as a function of stimuli for 
each ROI (Fig. 5.3). We computed MMR for each ROI in the analysis window (300 to 1500 ms) and 
found that the mean of the distribution was significantly different from 0 for the preferred stimulus but 
not the opponent stimulus (Fig. 5.3A, 2nd column; preferred stimulus: μ = 3.107, σ = 1.488; opponent 
stimulus: μ = 0.203, σ = 1.076). Such stimulus-specific MMR was confirmed by computing for each ROI 
the difference between stimuli for the MMR (Fig. 5.3A, 4th column; μ = 2.904, σ = 2.223; paired t-test; 
t(72) = 2.52, p<0.05, Holm-Bonferroni corrected). DD also manifested in a stimulus-specific manner, but 
specifically for the opponent stimulus: a negative DD indicated lower deviant activity compared to 
control (Fig. 5.3B, 3rd column; μ = -1.352, σ = 1.304). DD magnitude was significantly different between 
the two stimuli in the stimulus contrast (Fig. 5.3B, 4th column; μ = 2.392, σ = 1.853; paired t-test; t(72) = 
2.57, p<0.05, Holm-Bonferroni corrected). As expected, both stimuli showed a similar amount of SSA 
(Fig. 5.3C; preferred stimulus: μ = 2.067, σ = 1.490; opponent stimulus: μ = 1.555, σ = 1.018; stimulus 
contrast: μ = -0.512, σ = 1.616; paired t-test; t(72) = 0.659, p=0.512; Holm-Bonferroni corrected). Since 
167 
 
the standard and deviant contexts for a particular stimulus were recorded in different blocks, changes in 
baseline activity over time could contribute to our findings of context-dependent activity. Innate to the 
study design, block order was randomized across sessions, minimizing this effect. Further, we performed 
pre-stimulus baseline trial-to-trial correction of calcium time-series to account for baseline shifts. 
Taken together, the population activity revealed the presence of stimulus-specific MMR, favoring 
the population-preferred stimulus; components of the MMR included suppression of activity for the 
opponent deviant stimulus and SSA for both stimuli. We next took advantage of 2-photon calcium 
imaging’s high spatial resolution by examining the relationship of MMR response to each ROI’s control 
context response and stimulus preference. We found that the preferred stimulus MMR magnitude scaled 
with control context response (Fig. 5.4A, left; Spearman’s correlation, Rho=0.311, p<0.001). In other 
words, ROIs with strong preferred stimulus control-context activity showed strong MMR. The opponent 
stimulus showed no clear relationship between MMR and control context magnitude (Fig. 5.4B, right; 
Spearman’s correlation, Rho=0.012, p=0.919). These results suggest that a neuron’s control context 
response to the preferred stimulus, but not the opponent stimulus, predicts MMRs. However, these 
metrics do not show how MMR relates to a neuron’s stimulus tuning. Therefore, we calculated a 
modulation index (MI) from control context responses where positive and negative values reflected 
preference congruent with the population or preference to the opponent stimulus, respectively. We 
noticed that neurons in the local field of view showed varying levels of stimulus preference where the 
majority of ROIs showed congruent stimulus preference to the population and a minority preferred the 
opponent stimulus (Fig. 5.4B; population-congruent preference: n=50; opponent stimulus preference: 
n=23). MMR to the preferred stimulus showed a positive correlation with control context MI (Fig. 5.4C; 
Spearman’s correlation, Rho=0.451, p<0.001), such that ROIs with congruent population stimulus 
preference showed stronger MMR compared to ROIs with opponent stimulus preference (Fig. 5.4C; 
unpaired t-test; t(72) = 2.38, p<0.05).  
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Finally, we investigated if the single neuron-level stimulus-specific context differentiation is 
reflected in the LFP. We found a significantly larger magnitude negative deflection in the event-related 
potential (150 - 250 ms MMN epoch) for the population-preferred stimulus presented in the deviant 
context compared to that of in the standard context (Fig. 5.5A, preferred stimulus: paired t-test; t(14) = 
2.16, p<0.05). Consistent with findings in the 2-photon calcium imaging data, such context differentiation 
was not found for the opponent stimulus (paired t-test; t(14) = 0.252, p=0.805). We noticed differences in 
rhythmic content of the ERP across contexts and followed up with spectral decomposition analysis of the 
LFP (Fig. 5.5B). When we analyzed the 150 - 250 ms MMN epoch, we found a significant difference in 
the 25-50 Hz gamma frequency band power between the preferred stimulus standard and deviant context, 
where the deviant context exhibited higher power (Fig. 5.5C, paired t-test; t(14) = 2.25, p<0.05), but not 
for the opponent stimulus (paired t-test; t(14) = 0.860, p=0.404). The alpha frequency band is also related 
to visual processing, attention, and arousal (Sewards and Sewards, 1999; Klimesch, 2012; Stitt et al., 
2018). To examine if context differentiation was specific to the gamma frequency band or a general 
feature across multiple frequency bands, we calculated alpha frequency band power as a function of 
context and stimulus. Context differentiation was not observed for the opponent stimulus or in the alpha 
frequency band for either stimuli (Fig. 5.5D, preferred stimulus: paired t-test; t(14) = 0.958, p=0.354; 
opponent stimulus: paired t-test; t(14) = 0.404, p=0.692), indicating again stimulus-specific MMN that 




Posterior parietal cortex is situated at the nexus between early visual and higher-order brain areas 
such as frontal cortex, and thus is ideally equipped to integrate basic tuning properties and environmental, 
contextual information. We investigated how PPC’s direction preference influences contextual processing 
at the level of single neurons in the population using 2-photon calcium imaging. We found that MMRs 
manifested in a stimulus-specific manner in both the population average in 2-photon calcium imaging and 
in the LFP: MMR occurred for the local population-preferred stimulus, but not for the opponent direction 
stimulus. Further we identified a unique mechanism of enhancing SNR whereby local population activity 
exhibited decreased activation when the opponent stimulus was presented in the deviant context. Finally, 
we found that both stimuli exhibited adaptation when presented in the standard, frequent context. 
Together, these results highlight population-level computations that facilitate context-dependent 
processing in a higher-order sensory area. 
Animal models provide a unique window for viewing the cellular and circuit mechanisms 
underlying MMN; such spatial and temporal resolution is needed to understand what substrates are 
impaired in psychiatric disorders with context processing impairments and how to develop rationally-
designed therapies to target specific regions or brain signatures involved in such deficits. Visual MMN 
has been observed in several animal models including non-human primates, rats (Vinken et al., 2017), 
mice (Hamm and Yuste, 2016), and rabbits (Astikainen et al., 2000). It was recently found that both V1 
and latero-intermediate area of the rat exhibits MMN in multi-unit firing responses to static images 
varying in texture (Vinken et al., 2017). An important visual oddball study in monkey inferior temporal 
(IT) cortex revealed stronger responses in the deviant context compared to the standard (MMN), but 
failed to find a difference between deviant and many-standard equiprobable control context 
(Kaliukhovich and Vogels, 2014). At the population level, we find similar results; however, our single-
cell 2-photon calcium imaging analysis revealed putative neurons that showed diminished responses in 
the deviant compared to the control context, which we deem “deviance suppression”. 
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Our deviance suppression finding fits well with the sharpening (Grill-Spector et al., 2006) and 
biased competition models (Desimone, 1996). In these models, neural populations with different sensory 
representations must compete to determine if a stimulus is to be considered for further processing and 
behavioral engagement. As a result, the population that represents the stimulus with the most relevance to 
the animal, determined by the intersection of top-down influences or properties intrinsic to the local 
circuit, exhibits elevated activity while other neural populations quiet down. Contributing to this model 
and relevant to our work, monkey V4 neurons exhibit antagonistic modulation of firing when a sequence 
violation occurs based on if the stimulus was preferred or non-preferred (Haenny and Schiller, 1988). One 
additional interpretation of the function of opponent direction deviance suppression is to facilitate 
direction encoding: based on our data, the local PPC population exhibits tuning in opposite directions (ie. 
orientation tuning). To transform the orientation tuning into direction tuning, one direction must show 
higher activity than the other. Deviance suppression amplifies this difference in activity by suppressing 
the irrelevant direction. Recent work has provided support for the causal involvement of somatostatin-
positive (SOM+) neurons in MMN modulation (Hamm et al., 2017). Inspired by reports of inhibitory 
interneuron involvement in lateral inhibition and regulation of surround suppression (Adesnik and 
Scanziani, 2010; Adesnik et al., 2012), one mechanistic explanation could be that these SOM+ neurons 
receive input from deviance-enhancing neurons and provide lateral inhibition to deviance suppression 
neurons. Another avenue of future work is to understand how specific cell-type populations contribute to 
context-dependent suppression of activity. Thus far, evidence shows that suppression of activity may arise 
from SOM+ interneurons regulation of pyramidal neurons, as reversible inactivation of SOM+ neurons 
impair context differentiation in population activity (Hamm and Yuste, 2016), or from parvalbumin 
positive (PV+) interneurons which are heavily implicated in N-methyl D-aspartate receptor (NMDAr)-
dependent impairments in MMN and patients with schizophrenia (Shelley et al., 1991; Spencer et al., 
2008; Jadi et al., 2016).   
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Our results may provide insight to the mechanisms underlying the dysfunction of context-
dependent sensory processing in psychiatric disorders. One prominent mechanistic theory in 
schizophrenia research revolves around the role of NMDAr-dependent PV+ interneuron activity. Gamma 
oscillations arise from the interaction between excitatory pyramidal neurons and PV+ interneurons 
(Whittington et al., 2000; Tiesinga et al., 2001; Borgers and Kopell, 2003; Buzsaki and Wang, 2012). 
Further, NMDArs are causally involved in the regulation of PV+ neuron-mediated gamma oscillations 
(Carlen et al., 2012). As reduced gamma power has been associated with cognitive and sensory 
processing deficits in patients with schizophrenia (Cho et al., 2006; Spencer et al., 2008), it is 
hypothesized that NMDAr and PV+ interneuron dysfunction are underlying causes (Gonzalez-Burgos et 
al., 2011; Rotaru et al., 2012; Jadi et al., 2016). Indeed, NMDAr antagonist administration to humans 
(Krystal et al., 1994; Malhotra et al., 1996; Umbricht et al., 2000; Lahti et al., 2001) and animal models 
(Rung et al., 2005; Neill et al., 2010; Todd et al., 2013; Harms, 2016; Hamm et al., 2017) recapitulates 
symptoms of schizophrenia such as psychosis, social withdrawal, cognitive-behavioral deficits, and 
relevant to this study, MMN presence. The results from our study are consistent with the role of gamma 
oscillations in context differentiation, and provide a further nuance that a higher-order sensory area, PPC, 
exhibits MMN in a stimulus-specific manner.   
To synthesize these results into a framework for how PPC could participate in the pipeline of 
transforming basic sensory input to behaviorally-relevant information, we propose a model of distributed 
population organization whereby patches of PPC neurons up- and down-regulate activity as a function of 
stimulus and context (Fig. 5.6). In this model, patches of PPC exhibit strong responses to two opposing 
directions where one direction exhibits the strongest response (preferred). In the control context, the patch 
of PPC that prefers the presented stimulus exhibits strong activation, whereas the patch of PPC that is 
tuned to the opponent stimulus shows comparatively lower activity. In the standard context, both areas 
exhibit adaptation which reduces the signal-to-noise (SNR) of such irrelevant stimuli to allow for 
surprising/novel stimuli to dominate. In the deviant context, the system optimizes SNR where the patch of 
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PPC that prefers the presented stimulus exhibits strong activation and the patch of PPC that is tuned to the 






Figure 5.1 Direction tuning in posterior parietal cortex (PPC) single cell-resolved population and 
multi-unit firing activity 
A) Schematic of cranial window implant and calcium imaging setup.  
B) Sample coronal section of PPC expression of GCaMP6f. Bolded labels represent anatomical 
region names. Italicized labels represent functional region names. Red scale bar represents 5 mm 
distance. Inset: close up of recording area with cells labeled with GCaMP6f. Abbreviations: 
lateral gyrus (LG), posterior parietal cortex (PPC), cingulate gyrus (CG), retrosplenial cortex 
(RSC), suprasylvian gyrus (SSG), middle ectosylvian gyrus (MEG), hippocampus (Hip).  
C) Left: Sample max fluorescence projection of a calcium imaging recording. Black contours 
represent regions of interest (ROIs) that were identified using a calcium imaging cell detection 
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algorithm (suite2p). Colored contours correspond to the sample fluorescence activity traces 
shown on the right. Signal extraction from ROIs was performed using a custom-designed 
algorithm with neuropil subtraction and dF/F calculation. 
D) Left: To assess population tuning, head-fixed ferrets were presented a series of drifting gratings 
during 2-photon calcium imaging sessions. Ten drifting gratings with different motion directions 
were presented across randomized trials. Trials consisted of 400 ms stimulus presentation and 1 
to 1.5 second inter-trial intervals (ITI). Middle: Trial-averaged event-related calcium responses 
for each drifting grating direction (in color). Traces are average of all imaged ROIs (n = 73) in a 
representative animal. Black bar represents the duration of stimulus presentation. Right: Polar 
histogram of normalized time-averaged (300 to 1500 ms) calcium responses as a function of 
drifting grating direction. Note the two opposing directions that elicit the largest responses; the 
direction with the strongest response was deemed the preferred stimulus, the opposite direction 
was deemed the opponent stimulus.  





Figure 5.2. Population 2-photon calcium imaging reveals stimulus-specific MMR 
A) 2-photon calcium imaging experiment in posterior parietal cortex (PPC) during a visual oddball 
paradigm. Each session consisted of three randomized blocks of 300 randomized trials. Drifting 
grating stimuli were presented for 400 ms with an inter-trial interval of 1000-1500 ms. In one 
oddball block (stimulus A deviant), two drifting gratings of different motion directions were 
presented where one stimulus was presented in 90% of trials (standard context) and the other 
stimulus was presented in 10% of trials (deviant context). In the other oddball block (stimulus B 
deviant), the contexts were switched for the two stimuli. In a many-standards control block, ten 
different drifting gratings (two of which were used in the oddball blocks) were presented at 
equiprobability. 
B) Top: Heatmaps of each ROI’s trial-averaged activity as a function of time relative to stimulus 
onset for the preferred stimulus. ROIs are sorted by mean activity during the calcium response 
(300 to 1500 ms) in the deviant context. The black bar next to the x-axis represents stimulus 
presentation duration. Bottom: the same format but for the opponent stimulus. ROIs are resorted 
according to the opponent stimulus’ deviant context activity. Importantly a substantial number of 
ROIs exhibited stronger deviant context responses compared to standard context (mismatch 
response) for the preferred, but not the opponent stimulus. The opponent stimulus standard and 
deviant context show lower amplitude responses compared to that of in the control context. 
C) ROI-averaged calcium responses for each context (traces in color) and stimulus (left panel: 
preferred stimulus, right panel: opponent stimulus). The black bar next to the x-axis represents 
stimulus presentation duration. 
D) Time- and trial-averaged calcium responses as a function of context and stimulus. * p < 0.01, ** 
p < 0.001 
E) Example ROIs (columns) mean fluorescence close-ups (top row), trial-averaged event-related 
calcium responses for the preferred stimulus (middle row), and responses for the opponent 
stimulus (bottom row). Note that ROI 1 shows both MMN (p < 0.001) and DD (p < 0.01) for the 
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preferred stimulus, but “deviant suppression” for the opponent stimulus (p < 0.05). ROI 2 shows 
preferred stimulus MMN (p < 0.001), but no differences between contexts for the opponent 
stimulus (p > 0.05). ROI 3 shows MMN (p < 0.001) and trend-level deviance suppression (p = 
0.051) for the preferred and opponent stimuli, respectively. Error bars represent SEM. Statistical 
tests were unpaired t-tests with Holm-Bonferroni correction. 
 
 
Figure 5.3. Stimulus-specific MMR is composed of “deviance suppression” and stimulus-specific 
adaptation 
A) Left panel: Distribution of trial-averaged MMR across all ROIs for the preferred stimulus. Note 
the shift of the distribution towards higher values, indicating a significant MMR for the preferred 
stimulus. Middle panel: Distribution of trial-averaged MMR across all ROIs for the opponent 
stimulus. No MMR was found for the opponent stimulus. Right panel: Distribution of trial-
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averaged, stimulus-difference (preferred-opponent stimulus) MMR across all ROIs. Note the shift 
of the distribution towards higher values, indicating a difference in MMR between stimuli, 
specifically stronger MMR for the preferred stimulus.  
B) Same format as in (B), but for DD. Note the significant shift of the opponent stimulus distribution 
towards negative values, indicating smaller responses in the deviant context compared to the 
control. In the DD stimulus contrast, the distribution was shifted to higher values, indicating a 
significant difference between DD for the two stimuli. 
C) Same format as in (B), but for SSA. Note that for both stimuli, the distributions were shifted to 
higher values, indicating significant SSA; however, SSA magnitude did not differ between 




Figure 5.4. MMR scales with preferred stimulus control context magnitude and stimulus-
preference congruency with the population 
A) Left: Time-averaged (300 to 1500 ms) MMR plotted against time-averaged control context 
activity for each ROI for the preferred stimulus. A significant positive correlation (p<0.01) 
between the two measurements indicates that ROIs with strong preferred stimulus control activity 
also show strong MMR. Right: same format as in the left panel but for the opponent stimulus. 




B) Distribution of control context modulation index (MI) across ROIs. A positive value represents 
congruent stimulus preference with the population average, whereas a negative value represents 
preference to the opponent stimulus. While there was variability in stimulus preference, the 
majority of ROIs showed congruent stimulus preference with the population. The distribution was 
split at 0 into high and low control MI groups. 
C) Preferred stimulus time-averaged MMR plotted against the control context MI for each ROI. A 
significant positive correlation between the two measurements indicate that ROIs with congruent 
stimulus preference with the population exhibit strong MMRs. These ROIs contributed strongly 
to the correlation (p<0.001) whereas ROIs with opponent stimulus preference seemed to show the 
same level of preferred stimulus MMR invariant of MI magnitude. Further, the high MI group 




Figure 5.5. Stimulus-specific MMN in the ERP and the gamma frequency band  
A) Electrophysiology ERPs in as a function of contexts for PPC (left) and VC (right). PPC exhibited 
significant MMN (* p < 0.05) and SSA (** p < 0.005) during the 150-250 ms epoch. SEM 
computed across sessions. Time zero represents stimulus onset for all following plots. MMN 
(deviant-standard) and DD (deviant-control) responses for PPC (left) and VC (right). 
B) Power spectrograms for VC (top) and PPC (bottom) as a function of contexts (standard, deviant, 
control in left, middle, and right columns respectively). Color represents power normalized to a 
baseline pre-stimulus epoch (-100 to 0 ms relative to stimulus onset) on a trial basis. Note the 
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strong enhancement in the gamma frequency band (25-50 Hz) in parietal cortex for deviant and 
control contexts.  
C) Frequency- (12-14 Hz) and context-averaged power fluctuations in PPC and VC showing 
significant suppression of the alpha frequency band during visual stimulation. SEM computed 
across sessions. 
D) Frequency-averaged (top: 12-14 Hz, bottom: 25-50 Hz gamma) power fluctuations in PPC (left) 
and VC (right). PPC exhibited significant enhancement of gamma power during the classical 150-
250 ms MMN epoch (paired t-test, standard vs deviant across sessions, * p < 0.001); however, we 
observed no differences between contexts in alpha power for either regions. SEM computed 
across sessions. 
 
Figure 5.6. Conceptual framework of network-level SNR regulation 
A) Different spatial patches of PPC show unique direction preferences. For this example, the focus is 
on one area that shows population preference for one stimulus direction (stim A; this is the 
recorded region that we have data on) and another area that shows population preference for the 
opponent stimulus (stim B; this area is outside our field of view, but we can infer its response 
properties based on our data).  
B) Cartoon representation of each areas’ (top and bottom row for stim A preferred and stim B 
preferred areas, respectively) average population activity (encoded in color) for each context 
(panels) and stimulus presented (columns for each panel). Relative levels of average population 
activity were taken from Fig. 5.2D bar graphs. In the control context (right panel) the areas with 
congruent and incongruent preference to the presented stimulus display high and medium levels 
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of activity, respectively, indicating a baseline level of stimulus differentiation. In the standard 
context (left panel), both regions exhibit adapted low levels of activity regardless of stimulus 
preference. For the deviant context, the areas with congruent and incongruent preference to the 
presented stimulus display high and low levels of activity, respectively, allowing for PPC as a 
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CHAPTER 6: GENERAL DISCUSSION 
 Both the parietal and frontal cortices are paramount to transforming sensory information into the 
execution of complex behaviors. Parietal cortex allows animals to process moving stimuli, attend to 
behaviorally-relevant stimuli, and coordinate planned motor output (Motter and Mountcastle, 1981; Colby 
and Goldberg, 1999; Andersen and Buneo, 2002). Frontal cortex is responsible for top-down regulation of 
sensory areas, adjusting behavior based on changing rules and task-demands, and behavioral inhibition 
(Miller and Cohen, 2001; Narayanan and Laubach, 2006; Fuster, 2015). Reports of lesions in human 
patients as well as reversible inactivation in animal studies underscore the causal role of parietal and 
frontal cortices in these aforementioned functions (Grea et al., 2002; Alvarez and Emory, 2006; Kim et 
al., 2016; Driscoll et al., 2017). It is also well known that diminished frontal cortex activity and frontal-
parietal functional connectivity are hallmarks of several psychiatric disorders (Kaiser et al., 2015; Dong et 
al., 2018). There are few well-supported explanations for how such impairments in activity and 
connectivity give rise to clinical symptoms, stressing the need for mechanistic studies. The studies 
described here in this dissertation are humble attempts to reveal insight to this general question.  
 In Chapter 2, I first established the large-scale network functional connectivity patterns in the 
ferret brain using fMRI, focusing on fronto-parietal-centered networks. Functional networks were 
identified as groups of brain regions that showed intrinsic co-fluctuating blood oxygenations dynamics. 
We identified a couple of motor/somatosensory, an auditory, a visual, and two interconnected divisions of 
the default mode network (DMN). Posterior parietal cortex (PPC) was present in both the visual and the 
default mode networks, highlighting the prevalence of PPC involvement in distinct functional networks. 
Importantly, we found two higher-order networks that centered around PPC and frontal cortex, 
respectively. Further connectivity analysis revealed that these two networks showed correlated activity 
and formed a putative DMN. These results fit into the building narrative in functional imaging literature 
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that distinct dynamically interconnected brain networks found at rest or under unconscious conditions are 
conserved across species (Damoiseaux et al., 2006; Vincent et al., 2007; Lu et al., 2012; Belcher et al., 
2013; Mechling et al., 2014; Stafford et al., 2014; Kyathanahally et al., 2015). 
 The results from Chapter 2 provide evidence of communication between frontal and parietal 
cortices in the ferret brain; however, direct functional interactions are predicated on anatomical 
connections. In a recent report from our lab, we provide strong evidence of reciprocal anatomical 
connections between ferret frontal and parietal cortices using viral tracing strategies (Sellers et al., 2016). 
Further, we found strong bidirectional communication in the theta LFP frequency band between frontal 
and parietal cortices during a sustained attention task. Following this study’s results, my next goal was to 
understand how single neurons and population dynamics in each of these two regions can give rise to 
sensory processing and behavior. 
 In Chapter 3, I focused on higher-order sensory processing in frontal cortex during a two-
alternate forced choice visual discrimination task. Spike sorting of extracellularly recorded 
electrophysiology allowed for identification of putative neurons by cell type. Many more regular spiking 
(RS) neurons exhibited strong preferential activity to the hard difficulty trials (operationalized by low 
stimulus contrast to the background); whereas this difference in cell number was not observed for the fast 
spiking (FS) interneurons. A substantial number of putative neurons exhibited encoding of the target 
stimulus location. This result was further supported by utilizing a machine learning classifier to predict 
trial condition (difficulty level or target stimulus location) by neural activity; I found that population 
activity encoded both aspects of the stimulus, but larger groups of neurons performed particularly well for 
the target stimulus location. Optogenetic inhibition of frontal cortex enhanced behavioral reaction times, 
suggesting that these neurons may be playing an inhibitory role on downstream motor areas. 
 During our experiments in Chapter 3, I was proud of the innovative methodologies utilized, but 
was also acutely aware of the limitations of the freely-moving animal: neural activity associated with 
decision making and sensory processing was sometimes confounded by motor movement. In Chapter 4, 
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the team and I began to explore neural activity in a well-controlled head-fixed setup. Specifically, we 
investigated how higher-order cortical and thalamic (PPC and lateral posterior pulvinar complex – 
LP/pulvinar) interactions changed as a function of animal arousal levels. We found that high arousal 
states, indexed by pupil diameter, and visual stimulus presentation switched the carrier frequency and 
functional interaction direction from the PPC to LP/pulvinar alpha frequency to LP/pulvinar to PPC theta 
functional coupling. We also found that the majority of single neurons in PPC showed a positive 
correlation between firing rate and arousal, and that PPC multi-unit action potentials consistently locked 
to local and LP/pulvinar alpha oscillation phases. These findings build on the emerging theory that 
activity in specific frequency bands originating from cortex or LP/pulvinar serve as substrates for gating 
or facilitating sensory processing (Purushothaman et al., 2012; Saalmann et al., 2012; Roth et al., 2016; 
Zhou et al., 2016; Fiebelkorn et al., 2019). For example, monkey pulvinar coordinates theta oscillations in 
frontal and parietal cortex between alternating states of high and low attention (Fiebelkorn et al., 2019). 
Our results add a unique feature to this framework where higher-order cortex, PPC, is also involved in 
regulating activity in LP/pulvinar in the alpha frequency band. 
 Finally in Chapter 5, I sought to gain insight to how PPC single neurons can give rise to 
population activity that facilitates sensory processing in different environmental contexts. Using 2-photon 
calcium imaging and extracellular electrophysiology, I found that single neurons and the LFP 
differentiated contexts with respect to the frequency of drifting/moving visual stimulus presentation. 
Importantly, results revealed that context-dependent processing in PPC neural activity differed as a 
function of stimulus preference where the local population of neurons showed elevated activity to 
preferred stimuli and diminished activity to the stimulus drifting in the opposite direction (i.e. a non-
preferred stimulus). The significance of this study lies in its ability to explain how population orientation 
tuning can contribute to direction tuning in PPC, and further, how context can modulate the strength of 
direction tuning. In the control context, the population exhibits orientation tuning and a baseline level of 
direction tuning (i.e. opposing motion directions in the preferred orientation angle exhibits different levels 
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of activity). This disparity between opposing directions becomes larger when the stimuli are presented in 
the deviant, rare presentation context, thereby enhancing the direction tuning of PPC as a whole. Several 
authors have proposed theoretical frameworks for how single neurons in the population can facilitate 
context-dependent sensory encoding (Grill-Spector et al., 2006). My data lends to a model where single 
neurons show varying levels of response amplitudes across all contexts, and that specifically in PPC, the 
magnitude of context differentiation depends on how the presented stimulus relates to the local population 
preference. This framework is similar to the sharpening model where diminished responses in neurons 
that encode non-preferred or irrelevant stimuli pose as a mechanism for sharpening and increasing signal-
to-noise across the neural population (Desimone, 1996; Grill-Spector et al., 2006). 
An important component of science is striking a compromise between the strengths and 
weaknesses of methodologies and questions to be answered; as a result shortcomings of methods and 
experimental paradigms are to be expected. For Chapter 3’s study involving electrophysiology in frontal 
cortex, two important limitations of spike sorting are the bias towards pyramidal neurons with large action 
potentials and the degree of uncertainty that each single unit’s activity truly corresponds to a distinct 
neuron. To circumvent both shortcomings, one can utilize optogenetics to tag cell-types of interest and 
use stimulation-evoked action potentials to better separate single neurons from the rest of the multi-unit 
population (Kim et al., 2017). In Chapter 5, I used an oddball paradigm to assess context-dependent 
processing in a passive setting. It is ultimately difficult to draw conclusions on how passive visual 
responses may influence behavior; a follow-up study should include a target, rare stimulus that the animal 
must behaviorally engage with. It is also important to mention that due to slow calcium indicator decay 
kinetics, it is difficult to compare calcium responses to classically recorded ERP signals. This could be 
addressed by performing simultaneous calcium imaging and electrophysiology using new technologies 
(Qiang et al., 2018). 
 These studies provide a strong foundation for exciting follow-up experiments that dig deeper into 
the mechanisms underlying sensory-driven, goal-oriented behaviors. Two main routes of future study 
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involve either a vertical expansion into delineating cell-type specific roles or a horizontal expansion into 
identifying causal circuits that facilitate behavior and are impaired in psychiatric orders. For the former 
path, my experiments in Chapter 3 served as a brief foray into dissecting cell-type specific encoding of 
task parameters using spike sorting of extracellular electrophysiology recordings. However as mentioned 
in the limitations discussion we cannot be sure of each single unit’s identity. To address this limitation, a 
follow-up study should express calcium indicators of different colors in distinct cell types (i.e. pyramidal 
and parvalbumin positive interneurons) and record spatially-resolved neural activity using 1-photon 
miniscopes (Resendez et al., 2016).  To expand on the optogenetics results in this study, the next step 
would be to perform projection-specific stimulation of axon terminals in a downstream action execution 
area such as motor cortex or superior colliculus. For Chapter 4’s PPC-LP/pulvinar study, the logical next 
step would be to add a causal manipulation of arousal level such as pharmacological modulation of 
noradrenergic tone (e.g. dexmedetomidine or xylazine). The hypothesis would be that decreasing 
noradrenergic tone would shift interaction dynamics to favor PPC driving LP/pulvinar alpha. Several 
additional experiments can be performed to support the theories arising from Chapter 5’s context-
dependent processing study. The theory of PPC local populations that show elevated activity to preferred 
stimuli and diminished activity to non-preferred stimuli should be validated by imaging across a larger 
field of view, ideally including patches of PPC that show population preference to opposing stimulus 
motion directions. The mechanisms underlying the generation of stimulus presentation frequency context-
dependent processing remains elusive; one prominent theory posits that top-down representations of 
stimulus history from frontal cortex are reconciled with sensory information of the current presented 
stimulus (Näätänen, 1992; Garrido et al., 2009). If the presented stimulus differs from the stimulus 
history, a larger amplitude response is generated in both sensory and frontal areas. To shed light on the 
neuron- and circuit-level mechanisms that may explain this theory, one could perform dual-site 
extracellular electrophysiology or calcium imaging in both frontal and parietal cortices. The hypothesis 
would be that frontal cortex neurons encode stimulus history whereas parietal cortex neurons better 
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encode information about the current drifting grating stimulus. The information flow of stimulus history 
relays from frontal cortex to parietal cortex, followed shortly by context differentiation in parietal cortex.   
The results that compose this dissertation support the overarching, integrated perspective that 
healthy brain function and behavior are based on the foundation of diverse functional specialization and 
connectivity patterns across multiple spatial scales in the brain (Bassett and Gazzaniga, 2011; Foster et 
al., 2016; Fröhlich, 2016; Bassett and Sporns, 2017). Further, the findings touch on several themes in 
neuroscience: (1) the importance of single cell resolution recordings, (2) the relationships between 
sensory-processing, behavior, and functional connectivity in higher-order brain areas, (3) the context and 
state-dependency of neural activity. Diversity of neural cell types with unique functions and diversity of 
information processing in distributed brain regions allow for flexibility in tackling the various scenarios 
and environments animals encounter in daily life. In chapters 3 and 5’s studies, single neurons exhibited 
unique activation profiles as a function of stimulus, context, and trial condition. Trial condition encoding 
could occur with small populations of neurons and was strongest when the whole population was 
considered, suggesting that even though optimal encoding occurs at the population, small groups of 
neurons may still contribute to behavior in a substantial manner. This framework is in line with the theory 
that the neural population is composed of single “soloist” and group “chorister” neurons (Britten et al., 
1996; Chen et al., 2013; Okun et al., 2015; Pitkow et al., 2015). At the level of circuits and networks, in 
chapter 2, we identified synchronized brain regions with similar functional roles that formed numerous 
different networks; importantly, specific brain regions, such as PPC, were found in several different 
networks suggesting that certain brain regions were flexible enough to participate in distinct networks and 
ultimately different functions. In chapter 4, we found a double dissociation of carrier frequency and 
direction in thalamo-cortical circuit interaction as a function of arousal, suggesting that synchronized 
oscillatory activity between different brain regions can serve as distinct channels of communication. 
These results build on the rising theory that brain function is supported by rhythmic interactions in 
specific communication channels between specialized regions (Singer, 1999; Engel et al., 2001; Fries, 
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2005). Finally, the animals’ internal state and prior experiences substantially influence brain activity and 
behavior (Hermans et al., 2011; Polack et al., 2013; McGinley et al., 2015; Vinck et al., 2015; Morcos and 
Harvey, 2016). In chapter 4 we observed that arousal levels related to higher-order thalamo-cortical 
functional interaction and saccadic sampling of visual stimuli. In chapter 5, stimulus history and context 
modulated the activity levels amongst unique populations of neurons. 
 The work in this dissertation provides a narrative that sensory processing in higher-order brain 
areas is strongly influenced by internal and external factors. Frontal cortex sensory processing 
differentiates perceptual difficulty, operationalized by stimulus contrast, and target stimulus location. In 
PPC, neural firing and functional interactions with higher-order thalamus are strongly related to arousal 
levels. Further, response profiles for different conditions also depend on the cell population observed.  
Together, the studies point to a future of neuroscience that focuses on circuit and network-level 
interactions, but still valuing the encoding and response properties of single neurons. The hope is that the 
findings in this dissertation make a humble, but impactful imprint in the neuroscience and psychiatric 
literature to further basic and translational science. 
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