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Abstract
Microcombustion, releasing the chemical energy in a sub-millimeter scale flame, has the potential to provide
a high energy density portable power source. Microburners have not realized this potential because of
detrimental thermal and chemical surface effects. Investigation of macro-scale (>mm) flames has shown
that plasma coupling can be an effective method to stabilize and enhance combustion. The applicability
of plasma in the particular case of micro-scale flames has yet to be investigated. In this dissertation, a
multi-scale approach is used to build models for surface mechanisms to better predict their effect on flame
quenching. We simulate the effects of plasma coupling on flame stability at the microscale and evaluate the
efficacy of two proposed plasma-coupled microburner devices.
Recombination of radical species on surfaces is a chain-terminating step that hinders combustion. Most
models for calculating reaction rates on surfaces are based on the simple Langmuir isotherm for reaction and
diffusion on an atomically flat surface. The effects of atomic-scale surface defects can be taken into account
with molecular dynamics simulations, but these methods are limited by short accessible time scales. Using
Grand Canonical Monte Carlo and Monte Carlo Variational Transition State Theory, we overcome the time
scale challenge of atomic-scale methods while maintaining a high level of detail for surface structure and
reaction dynamics. The recombination rate of hydrogen on silica is calculated using an atomic-scale Monte
Carlo approach. Multiple reaction pathways are taken into account and calculated reaction rates are in
agreement with experiments and molecular dynamics simulations.
Solid surfaces have a limited number of active sites, so adsorption in multicomponent systems can be a
competitive process. Species that bind strongly to surfaces will occupy active sites and prevent other species
from adsorbing and reacting. In experiments, variability in surface reaction rates has been attributed to
this “poisoning” effect, but the lack of a model for this complex process makes it difficult to verify these
claims. We build a two-layer Langmuir isotherm model for competitive adsorption of water and hydrogen
on silica surfaces. Reactive hydrogen atoms are able to chemically bond with the silica, creating hydroxyl
groups on the surface. Polar water molecules form a strong bond with the surface in a physisorption layer
on top of these hydroxyl groups. Water molecules block incoming hydrogen atoms from reaching the surface
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and reacting with adsorbed hydrogen. Hydrogen recombination rate is reduced by 10–100× in our two-layer
model when the mole fraction of water vapor is as low as 5% in the gas phase, consistent with experimental
observations.
Experiments and simulations have shown that sub-millimeter scale plasma devices are capable of sus-
taining plasmas with the field emission of electrons. We model a radio-frequency field-emission dielectric
barrier discharge (FE-DBD) actuator in conditions relevant to hydrogen combustion using particle-in-cell
simulations. Quantities of interest such as momentum transfer, radical generation, and Joule heating are
calculated and the effects of gas temperature and composition are investigated. Source terms from the
particle-in-cell model are added to a continuum model of hydrogen combustion. With our physics based
models, we anticipate that FE-DBDs can sustain combustion in a non-premixed microburner and reduce the
autoignition delay time of a stoichiometric, 950 K H2/O2 mixture by a factor of two.
We simulate H2/O2 and CH4/O2 combustion in an experimentally tested non-premixed microburner.
Flame structure and low combustion completeness (< 50%) in the microburner is consistent with experi-
mental observations for these fuels and flow rates. Notably, the cell flame instability is simulated for the
highest flow rate with methane, the first time this phenomenon has been captured in a 3D simulation. FE-
DBD source terms are added to the hydrogen burner to simulate the effect of plasma actuators in three
separate configurations. In each case, plasma coupling increases combustion completeness, with the best
performance (72% completeness) in the design that forces mixing of fuel and oxygen. Flame temperature is
reduced by plasma coupling, a result of flame stretching and mixing.
Finally, design and fabrication of an FE-DBD actuator is discussed. The actuator array is tested with an
applied voltage frequency of 60 kHz, where the device operates in the microdischarge regime. Observations
from these experiments are summarized and resulting damage to the device is characterized.
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Chapter 1
Introduction
1.1 Motivation
Over the last decade, there has been a growing trend in the miniaturization of mechanical and electrome-
chanical engineering devices, due in large part to progress made in microfabrication techniques. This trend
has been accompanied by a proliferation of battery-powered portable electronics devices in everyday life.
These devices benefity from compact, long lifetime, and easily rechargeable power sources capable of sup-
plying ∼ 10−3 to ∼ 10 W [16]. Despite recent advances, energy density of batteries remains relatively low
(100-500 W·h/kg) [17]. In many cases, portable electronics and microelectromechanical systems (MEMS)
depend on battery systems that occupy significant fractions of their overall mass and volume. Recharging
these batteries requires access to specialized or sensitive equipment, and in some cases the MEMS device
must be discarded once the battery loses its initial charge. These drawbacks have motivated a search for
more robust and flexible sources of small-scale power.
Hydrocarbon fuels, through combustion, have an energy density around 100 times larger than batteries
(12 000 W·h/kg) [18], so a miniature combustion device with relatively low efficiency (< 10%) could still be
an attractive portable power source. Such a device would also have a few notable advantages over batteries:
hydrocarbon fuels are readily available, burners can be fabricated out of common materials such as quartz
or aluminum oxide (alumina), and in some cases heat is desired (such as in chemical analysis or Stirling
engines) [19, 20].
Difficulty sustaining small-scale flames has prevented microcombustion from flourishing. Laminar flow
in microchannels supresses mixing of fuel with oxygen, and the high surface-to-volume ratio at small scales
enhances detrimental effects such as heat conduction to walls and radical recombination on surfaces [21, 22,
23, 24]. Up to this point, microburner designs have relied on two strategies to enhance flames: catalysis and
heat-recirculating geometry. These designs are functional in a lab setting, but limit the choice of fuel and
flow rate (and thereby the power generation) in the burner [25].
Recent work has shown that plasma can be used to enhance or augment flames [26, 27]. Plasma can
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accelerate chemical kinetics by generating radicals, create body forces that influence hydrodynamics, and
generate heat with concentrated electric current (Joule heating). These effects can be controlled by changing
the power input, so the level of combustion enhancement can be finely tuned with a response time of
microseconds [28]. In a microburner, plasma coupling could stabilize combustion and the tunability would
allow a variety of fuels and flow rates. This dissertation focuses on the development of a high-fidelity model
of plasma-coupled microcombustion. The model is used to assess the effectiveness of plasma coupling in the
context of microcombustion and to test proposed microburner designs. Before discussing the details of the
model, some general background is given in Sections 1.2 and 1.3 on microcombustion and plasma-coupled
combustion. A review of surface chemistry is given in Section 1.4 to explain some fundamental concepts and
terminology used throughout this dissertation.
1.2 Review of Microcombustion
1.2.1 Flame Quenching
The study of sub-millimeter scale flames began around 200 years ago, when it was demonstrated that the
cooling influence of small diameter tubes could prevent flame propagation below a critical diameter of around
1 mm [29]. This critical length scale, referred to as “quench length” or “quench distance,” varies between
different fuels and wall materials because of complex chemical and thermal interactions between flame and
surface.
In recent years, dynamics of millimeter-scale flames have been rigorously studied and the mechanisms of
flame quenching are better understood. At small scales, the surface-to-volume ratio is high and surface effects
have a large impact on flame behavior. These surface effects are depicted in Figure 1.1. Chain-terminating
recombination reactions on surfaces remove key combustion radicals from the flame and replace them with
stable products. At the same time, heat conduction from the flame to surrounding surfaces lowers the
flame temperature. These mechanisms are referred to as radical quenching and thermal quenching [30, 31].
Both mechanisms inhibit combustion by reducing the population of radicals in the reaction zone. Radical
quenching directly removes radicals from the gas phase, while thermal quenching pulls heat from the flame
and reduces the available energy needed for endothermic radical-generating, chain-branching reactions.
1.2.2 Microburner Design
Microburners generally fall into one of two categories: “heterogeneous” designs, where fuel and oxidizer
adsorb and react on a catalyst surface, and “homogeneous” designs that rely only on gas-phase combustion.
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Figure 1.1: (a) Thermal and chemical mechanisms in flame quenching. (b) The effect of quenching on
species distribution, combustion completeness, and temperature.
Most recently, catalytic microburners have attracted a great deal of attention [32, 33, 34, 35]. “Flameless”
combustion has a number of advantages over gas-phase combustion:
• the reaction zone is fixed at the catalyst surface, preventing the formation of instabilities
• catalytic combustion is more resilient to thermal quenching and produces a lower-temperature reaction
zone, and
• catalytic burners are self-igniting.
Because of the low temperatures inside heterogeneous microburners and the limited surface area over which
reactions may occur, a long combustion channel is required. This is in contrast to homogeneous combustion,
where most of the fuel is consumed in a compact, high temperature region. Additionally, catalyst surfaces
can become degraded or “poisoned” by adsorption of inert species such as sulfur that are present in liquid
fuels. A monolayer of atoms on the catalyst surface can inhibit heterogeneous reactions and the burner
becomes ineffective. Recent work has focused on the design of homogeneous-heterogenous burners that
support a gas-phase flame with catalysts, but the coupling between flames and surface chemistry poses a
difficult design challenge.
Chemically inert materials and heat-recirculating designs allow devices that can sustain combustion in
sub-millimeter scale channels. Notable examples include variations on the Swiss-roll design, shown in Figure
3
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Figure 1.2: (a) Flow in a Swiss-roll burner and (b) propane combustion in a Swiss-roll burner [2].
1.2. These burners are based on a heat-recirculating counterflow geometry surrounding a central catalytic
combustion chamber. Swiss-roll burners are generally effective at stabilizing a flame with gaseous fuels by
pre-heating the incoming fuel-air mixture, but efficiency varies with flow rate and emission of undesired
products such as CO can be high [2]. Most of the heat generated by combustion is used to pre-heat the
incoming mixture, reducing the amount of heat available for power generation.
A microburner we consider closely is the simple non-premixed, non-catalytic design tested at the Univer-
sity of Illinois by Masel et al. shown in Figure 1.3 [3, 36]. Oxygen and fuel were injected through separate
inlets, so mixing and combustion occurred in the same reaction channel without the aid of any catalytic
surfaces or mix-enhancing design elements. Despite these disadvantages, combustion was sustained in the
burner with hydrogen, methane, and propane. Homogeneous combustion produced high flame temperatures
(∼ 2000 K), but slow diffusive mixing of fuel and oxygen produced a variety of flame instabilities, most com-
monly the “cell flame” instability shown in Figure 1.3. The high flame temperature in this burner limited the
emission of harmful combustion products, but fuel consumption was low due to poor mixing in the channel.
For hydrocarbon fuels, less than half of the fuel was consumed inside of the channel with the remainder
exhausted.
While many designs are now able to sustain a micro-scale flame, a number of challenges must be overcome
for these devices to be practical for power generation. Flame instabilities lead to inconsistent power output,
hot spots limit device lifetime by jeopardizing structural integrity, and incomplete combustion produces
dangerous ignitable exhaust. To compound these issues, limitations in fuel and acceptable flow rates further
limit the usefulness of microburners [37, 25].
1.2.3 Small-scale Flame Instabilities
Investigation of instabilities in sub-millimeter flames has identified two mechanisms affecting microburner
performance: flames with repetitive extinction/ignition (FREI) and cell flames, also known as “flame streets”
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Figure 1.3: (a) Geometry of the non-premixed homogeneous microburner. (b) An image of the cell flame
instability in the reaction channel with methane and oxygen [3].
Figure 1.4: Flame instabilities seen at the micro-scale: (a) FREI and (b) cell flames.
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[38, 39, 40]. FREI arise in premixed and non-premixed combustion due to thermal gradients exist in the
streamwise direction, as shown in Figure 1.4. The FREI instability proceeds as follows: the flame moves
upstream to where the walls are sufficiently cold to thermally quench the flame. This allows unburned fuel
and oxygen to flow downstream where wall temperature exceeds the ignition temperature of the mixture,
causing the flame to reignite and rush upstream again. The frequency of the ignition-extinction cycle is
determined by flow speed, channel diameter, and wall temperature. Cell flames occur in non-premixed
combustion when low Reynolds number precludes advective mixing. Due to diffusive–reactive imbalance,
where mixing diffusion is much slower than reaction, edge flames in the mixing layer collapse into a small
region of active combustion due to quenching. Incomplete combustion and diffusion downstream of the flame
allow additional “cell” flames to form. The number and position of these cells varies with flow rate and
severity of quenching. These instabilities represent an undesireable mode of combustion because much of the
fuel in the burner is left unburned. In experiments with methane and oxygen in a non-premixed microburner,
around 30% of the fuel is consumed in the combustion chamber [36]. Such a high fuel concentration in the
exhaust is wasteful and can ignite upon contact with the outside air, posing a safety hazard.
1.3 Review of Plasma-Coupled Combustion
1.3.1 Motivation
Around 80% of the world’s energy is produced by the combustion of fossil fuels [41, 42]. Growing concern
over sustainability, security, and climate change has motivated efforts to increase combustion completeness
and reduce harmful combustion by-products. The variety of physical and chemical properties of modern
fuels, coupled with the many designs and methodologies for energy-conversion devices, pose a challenge for
the development of combustion enhancement techniques. Recent work has identified plasma discharge as an
effective and adaptable method of improving flame stability and reducing harmful emission [43, 44].
1.3.2 Mechanisms
In a plasma, electrons are stripped from molecules, leaving a mixture of neutral, positively charged, and
negatively charged particles. Because of the disparity in charge and mass, electrons are often not in thermal
equilibrium with ions and molecules in the plasma. If the mixture is in thermal equilibrium, electron and
ion temperatures are equally high, resulting in high gas temperatures (typically 1000-10 000 K) [45]. High
gas temperatures increase chemical reaction rates, but sudden inhomogeneous gas heating can disturb the
flow and cause undesired wear combustion devices. In non-equilibrium, low-temperature plasma, electron
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temperature is high, but ion and gas temperature are increased by only 1-10 K [46]. Elevated electron tem-
perature increases the rates of excitation, dissociation, and ionization of gas molecules without the extreme
effects or high power cost of thermal plasma. Typically, nonthermal plasma is generated by disrupting a
discharge before it transitions to a thermal plasma. At this point, electron temperature is high, but the more
sluggish ions are still close to the background gas temperature [47]. This is commonly achieved by applying
a rapidly oscillating (AC) voltage and placing a dielectric material between electrodes (a dielectric barrier
discharge). Because dielectric materials are poor conductors of electric current, charge builds up on the
dielectric surface when a discharge starts to develop. The charge buildup opposes the applied electric field,
terminating current flow in the discharge. When the oscillating electric field reverses polarity, surface charges
are accelerated back into the gas phase [48]. Many of these self-terminating discharges, or “microdischarges”
can occur at different locations in the electrode gap during a single dielectric barrier discharge cycle [49].
Because electrons are much more mobile than ions, their fluxes are much greater. Because of this,
materials in contact with plasma will generally charge negatively with respect to the plasma potential. At
equilibrium, the negative bias of surfaces will repel electrons and attract ions, resulting in a layer of charge
non-neutrality, referred to as a “plasma sheath” [50]. The thickness of the sheath region varies with the
plasma potential, charge density, and gas density [51].
In an electric field, charged particles accelerate and exchange momentum with neutral gas molecules
through collisions. In some regions of the plasma, particularly near surfaces, where an imbalance in positive
and negative charge density can develop in the plasma sheath [52]. When a charge imbalance is present, the
imbalance in collisional momentum exchange produces a net Lorentz force on the gas. This effect can be
used to control hydrodynamics through an “ionic wind” [53].
1.3.3 Experiments and Modeling
The combined kinetic and flow actuation effects of non-equilibrium plasma allow combustion to be sustained
in previously inaccessible extremes of temperature, pressure, and mixture ratio. Plasma can also be used to
reduce harmful emissions by enhancing chemical pathways that ensure more complete combustion. Plasma
coupling is being actively investigated in supersonic and sub-sonic macro-scale combustion, though plasma-
coupled combustion has yet to be studied at the microscale, where surface effects alter the behavior of both
plasma and flame.
Many demonstrations of plasma-assisted ignition and combustion have been performed for aerospace
applications, where flame holding and extension of flame blow-off limits are required for a wide range of flow
rates and pressures. Plasma-assisted ignition and combustion has already shown promise in the supersonic
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Figure 1.5: Configuration of the supersonic recirculation zone tested by Do et al. [4].
regime, where the residence time of mixtures can be close to the chemical kinetic timescale of combustion.
Plasma accelerates kinetics by accelerating dissociation reactions and seeding the flow with radical species.
In a series of experiments using the setup shown in Figure 1.5, the influence of pulsed plasma discharges on
hydrogen ignition and combustion was tested at Ma = 1.7–3.0 [4, 54]. Without plasma discharge, ignition
did not occur for a gas temperature of 900 K. With plasma active with a power input of 10 W, the mixture
self-ignited with a delay time of 175µs and a flame was stabilized. The autoignition delay decreased as the
power input to the plasma was increased, down to 25µs at 100 kW. Kinetics modeling found that most of
the combustion enhancement effect came from the dissociation of H2 and O2 in the discharge.
In lower Reynolds number flows, body forces generated by the plasma can have a substantial effect on
flame morphology. In simulations and experiments with the actuator shown in Figure 1.6a, an AC dielectric
barrier discharge (DBD) was used to flatten a hydrogen flame in cross-flow [5, 55, 56]. The extent of flame
flattening scaled with the voltage applied to electrodes, as shown in Figure 1.6b. Subsequent modeling
found that the observed flattening could be explained by collisions in the plasma sheath near the dielectric
surface. In addition to flattening the flame, the DBD was demonstrated to enhance flame ignition, an effect
attributed to radical generation and mixing induced by plasma body forces.
Some plasma effects occur on fast time scales (streamer propagation and radical generation), while others
are apparent only over longer time scales (ionic wind). As a result, modeling plasma-coupled combustion
is difficult. Data for the electron cross section of combustion-relevant species can be incomplete or missing,
complicating the calculation of electron-impact dissociation, excitation, and ionization [57]. Electron impact
in the plasma gives rise to molecules in a variety of excited states, opening additional reaction pathways
but requiring more complex chemistry models [58]. For plasma systems where the mean free path is small
compared to the system length scale (Kn = λ/L < 0.05), continuum models can be used to describe the
plasma and flame chemistry [59]. In micron-scale plasma devices, mean free path can be comparable to
system dimensions and continuum assumptions are no longer a good approximation. In this case, kinetic
models are required to simulate the motion of individual particles or groups of particles. With methods
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Figure 1.6: (a) Configuration of the “stand burner” used in low Reynolds number plasma-coupled combustion
experiments. (b) Flame shape for various applied voltages with no cross-flow [5].
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such as particle-in-cell and direct simulation Monte Carlo, collision cross-sections for electrons and other
active species are used to calculate the frequency of collisions that result in momentum transfer or excitation
[60, 28]. These rates then provide sources for Joule heating, body force, and radical generation.
1.4 Review of Surface Chemistry
In macro-scale (>1 mm) non-catalytic combustion, chemical dynamics at surfaces are typically unimportant.
This assumption is usually justified by comparing the time scale of species transport to surfaces with reaction
time scale in the system, given by the Damko¨hler number
Da =
Diffusion time
Reaction time
=
RL
D
, (1.1)
where R is the gas-phase reaction rate, L is the characteristic length scale of the system, and D is diffusivity.
For Da  1, species near surfaces react in the gas phase much faster than they can diffuse to a reacting
surface. Reactions at surfaces are diffusion limited and their effects on bulk chemistry are minimal. When
Da  1, gas-phase reactants diffuse to surfaces faster than they are consumed in the gas phase, so surface
chemistry has a strong influence on system behavior. For macro-scale flames, the Damko¨hler number is
usually large (10-105) [61, 62]. In microcombustion, length scales are reduced by 100-1000 times, so Da = 0.1-
1 and chemical dynamics at surfaces are equally important as reactions in the gas phase [25, 63].
Even materials typically considered to be inert (such as quartz) can influence chemical dynamics in
high surface-to-volume systems [36]. At the molecular scale, surface atoms have fewer nearest neighbors
than atoms in the bulk solid. As a result, they have atomic and electronic structure that can exhibit high
chemical reactivity. Dangling bonds and imperfections on surfaces act as “active sites” that can capture gas
molecules in a process called adsorption. There are two primary modes of adsorption: chemisorption, where
reactive species form a chemical bond to the active site and physisorption, where molecules form a weaker
bond to the surface through van der Waals or hydrogen bonds. Adsorbed species diffuse across the surface
and react with gas molecules near the surface or with other adsorbed species. Ultimately, adsorbed species
are ejected (desorbed) off of the surface as a result of thermal vibration or changes in electronic structure
[64].
Although this is a complex process, relatively simple models for surface chemistry have proven to be
surprisingly robust [65]. The most widely used model (the Langmuir isotherm) was introduced by Irving
Langmuir in 1918 [66]. As shown in Figure 1.7, this model represents the surface as a set of open and
occupied active sites with a total fractional occupancy θ = noccupied/ntotal. In the model, adsorption can
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Figure 1.7: Surface dynamics as represented in the idealized Langmuir isotherm model.
only occur on an empty site, so once all of the sites are filled, incoming gas molecules are reflected by the
surface. Adsorbed species may hop to an adjacent site, react with neighboring adsorbed species, or desorb
from the surface.
With knowledge of energy barriers for each process, these simple rules accurately predict reaction rates
and fractional coverage for combustion-relevant temperatures and pressures. Obtaining energy barriers and
other model parameters, such as adsorption site density, can be difficult, especially in amorphous materials
where adsorption sites are not in a regularly repeating structure [67]. Net reaction rates can be found with
experiments, but competitive adsorption and interaction between adsorbed molecules makes it difficult to
isolate individual reaction mechanisms [1, 68]. Molecular dynamics simulations offer a more detailed look at
surface dynamics, but limitations in accessible time scale and length scale limit their utility.
1.5 Dissertation Goals and Outline
A high-fidelity computational model is developed to study plasma-coupled microcombustion. To achieve
this, we need detailed models for radical quenching, physics-based models for plasma sources, and a model
for the reacting flow with thermal coupling to solid surfaces. Chapter 2 presents an atomic-scale method
for calculating rates for hydrogen recombination on silica — an important reaction for radical quenching
in H2-O2 combustion. Due to uncertainty related to the recombination pathway, existing models models
predict conflicting reaction rates. Monte Carlo methods are used to overcome time-scale challenges of atomic-
scale simulations. Predictions of the Monte Carlo model are compared to experimental results, molecular
dynamics simulations, and existing models.
During combustion, a mixture of radical and stable species is in contact with surfaces, so we need a model
for radical quenching that includes competitive adsorption of many species on surfaces. In Chapter 3, the
silica surface chemistry model is extended by accounting for water adsorption. Water does not participate in
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surface reactions, but the molecule has a high binding energy to oxide surfaces. As a result, water adsorbs on
the silica surface and occupies active sites, preventing the adsorption and reaction of reactive species. The
inhibiting, or “poisoning”, of surface reactions by water vapor has been well documented in experiments,
and predictions of the extended model are consistent with these observations.
In Chapter 4, a micron-scale plasma is modeled in H2-O2-H2O mixtures using particle-based meth-
ods. The plasma is generated by a field-emission dielectric barrier discharge (FE-DBD) in atmospheric
pressure mixtures at temperatures between 300 K and 2000 K. Particle-in-cell with Monte Carlo collisions
(PIC/MCC) is used to model the device and calculate quantities relevant to combustion: radical generation
rates, body force, and Joule heating in the plasma. The PIC/MCC model is coupled to continuum simula-
tions of autoignition and hydrogen combustion in a microchannel. In these simulations, the plasma enhances
combustion and reduces ignition delay time.
A detailed computational model for a well-documented non-premixed microburner is presented in Chap-
ter 5. The burner is simulated for homogeneous combustion of H2-O2 and CH4-O2 mixtures at various flow
rates. For the fuels and flow rates modeled, flame behavior matches experimental observations. Notably, the
model is able to reproduce the flame cell instability in methane combustion — a first for detailed simulations.
This model is used in Chapter 6, where designs for a plasma-coupled microburner are proposed and tested
for hydrogen combustion. FE-DBD plasma is modeled in the microburner using the approach outlined in
Chapter 4 and the beneficial effects of plasma coupling are explored.
In Chapter 7, design and fabrication of a micron-scale plasma device are summarized. Initial tests of
the device are discussed. The plasma discharge is characterized and damage sustained by the device during
operation is examined.
Finally, we conclude with a summary of the principal results and an outlook on future directions for
microcombustion and plasma-coupled microcombustion.
The main contributions of this dissertation are:
1. a model for hydrogen recombination on silica surfaces, based on atomic scale calculations, that accounts
for multiple reaction pathways and hindering of reaction rates due to water adsorption,
2. calculation of combustion-relevant source terms for a field-emission dielectric barrier discharge in H2-
O2-H2O mixtures across a range of temperatures (300-2000 K),
3. simulation of the effect of a field-emission dielectric barrier discharge on autoignition and combustion
in a microchannel, and
4. simulation of the effect of several FE-DBD configurations in a well-tested microburner design.
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Chapter 2
Hydrogen Recombination on Silica
Surfaces: An Atomic-Scale Approach
The work described in this chapter appears in a journal article entitled, “Hydrogen Recombination Rates
on Silica From Atomic-Scale Calculations,” published in the Journal of Physical Chemistry C [69] .
2.1 Introduction
Recombination of hydrogen on surfaces is a key mechanism for radical quenching in hydrocarbon combustion.
The reaction removes reactive H atoms from the reaction zone near the surface, replacing them with stable
H2 molecules in a chain-terminating step. During recombination, momentum is transferred from the reacting
atoms to surface molecules. This removes energy from the mixture near the surface and inhibits further
reactions.
2.1.1 Hydrogen Recombination on Silica
In addition to its importance in combustion, recombination of hydrogen on surfaces can be a key factor in
the production of molecular hydrogen in the interstellar medium [70, 71, 72, 73], in controlled fusion devices
[74, 75, 76], and for the storage of hydrogen in low-density carbon nanostructures [77, 78]. This elementary
reaction must be taken into consideration for many modern engineering applications.
Because it is abundant, relatively inert, and a good insulator, silica is a common material used in the
construction of microburners and plasma devices. Recombination of hydrogen on glass surfaces is thought
in some cases to serve as a source of contamination in plasma experiments, obscuring the phenomena
being studied and destroying radicals unless suitable precautions are taken [79, 80, 81]. As a result, many
experimental and theoretical studies have to consider the effects of surface-mediated hydrogen recombination.
Quartz and other silica derivatives are likewise commonly chosen materials for surfaces intended to be
chemically inert. However, reported reactivities of silica vary widely, with surface catalycity reported to be
on par with platinum for high temperatures [82]. Experiments have also found that hydrocarbon flames are
more prone to extinction in quartz microburners than in burners made of other ceramic materials, indicating
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that a better understanding of radical quenching on silica is required [36]. The lack of a surface chemistry
model for silica prevents a quantitative prediction of the influence these materials have on bulk chemistry
[83, 84]. This is particularly important in combustion applications on the micron scale, where the high
surface-to-volume ratio exaggerates the relative importance of radical quenching at the walls [85, 86].
2.1.2 Background: Experiments and Models
Langmuir first observed that hydrogen radicals were strongly bound to glass surfaces, proposing that these
adatoms formed a tightly packed monolayer on the silica surface [87, 66]. However, it was later shown that
while hydrogen was adsorbed, it was not closely packed [88]. Subsequent studies suggested two main bound
states, one weak and one strong, with approximately equal density. Though their energies are shown to be
different, their specific values have been hard to quantify, with values ranging from 25-45 kcal/mol for the
strongly bound state and 1.5-4 kcal/mol for the weakly bound state [9, 79, 89, 90, 91, 92]. While some of the
proposed models for hydrogen-quartz interactions can be applied to surfaces with micro- and nanometer-
scale roughness, they are unable to account for atomic-scale variations in the surface. These variations
provide pits and crevasses that can significantly increase the strength of H-atom adsorption, resulting in
measured bond energy being larger than model predictions by a factor of four [9].
Most of the experimental studies of hydrogen recombination on silica are based on the axial decay of
radical number density in a silica tube [9, 89]. Radicals are generated by a plasma discharge at one end of
a tube and diffuse to the walls and down the length of the tube. The basic model for this sets a uniform
radical number density at the inlet and assumes that radicals recombine at the walls at a constant rate due
to recombination. The estimated recombination rates are sensitive to the wall boundary conditions for the
diffusion problem. Studies of this reaction have made a number of assumptions to reduce and interpret the
data. Some models are based on low (θ ≈ 0) or high (θ ≈ 1) surface coverage while others assert that either
Langmuir–Hinshelwood or Eley–Rideal recombination dominates the production of molecular hydrogen [9, 7].
Figure 2.1 summarizes disparities in experimental data and model predictions. Some of these are particularly
large due to different methods of calculating γ from measurements of radical density and different reaction
pathways in the models. By representing reactions at the atomic scale, we can circumvent many of the
assumptions made in experimental studies by directly measuring activation energies and reaction rates.
2.1.3 Simulation Model
Molecular dynamics (MD) simulations are commonly used to study nanometer- to micrometer-scale dynam-
ics, however only short time scales (. 10−9 s) and small systems can be directly simulated. As a result,
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direct MD simulation is restricted to unrealistically high partial pressures for radical species in order to
observe enough radical-surface interactions to converge meaningful statistics [93, 94]. More recently, semi-
classical dynamics calculations with quantized lattice vibrations and classically modeled gas particles have
been used to estimate the recombination coefficient of hydrogen on crystalline quartz [95]. However, even
these simulations have been fundamentally limited to small time and length scales (10−12 s and 10−9m) —
a result of the need to accurately simulate the time dynamics of the system.
So to make conclusions about reaction pathways and rates for hydrogen recombination on silica, we
develop a method to bridge these challenging time-scale disparities while retaining the detail afforded by
atomic-scale calculations. For our model, we consider four types of surface reactions. The first is Eley–Rideal
(ER) recombination, where a gas-phase hydrogen atom directly impinges on an adsorbed hydrogen atom
and recombines, or
H(g) + H(s)
kER−−→ H2(g).
This is first order with respect to both gas-phase radical concentration and surface coverage. At high
temperatures (> 500 K), adsorbed atoms become mobile on the surface, enabling a second mechanism:
Langmuir–Hinshelwood (LH) recombination, given by
H(s) + H(s)
kLH−−→ H2(g).
This reaction is second order with respect to surface coverage and occurs when two adsorbed hydrogen atoms
meet each other due to diffusion on the surface. At even higher temperatures (> 1000 K), adsorbed hydrogen
atoms are ejected from the surface due to thermal desorption, or
H(s)
kD−−→ H(g),
which is first order with respect to surface coverage. Finally, the adsorption of gas-phase hydrogen radicals
on the surface is considered, and noted by
H(g)
kA−−→ H(s).
This process is first order with respect to gas-phase radical concentration and populates the surface with
hydrogen atoms from the gas phase, enabling surface reactions.
The interatomic potential used in our calculations is described in Section 2.2.1. The model is used
to quantify hydrogen recombination rates on a realistic but ideally ‘clean’ amorphous quartz (silica) sur-
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Figure 2.1: Summary of models (solid lines) and measurements (scatter points) for the recombination coef-
ficient of hydrogen on silica. [6]
face, which is introduced in Section 2.2.1. In Section 2.2.2, radical-surface interactions are simulated with
molecular dynamics at high pressures (∼ 10 atm) in order to measure recombination rates in an extreme
high-pressure regime inaccessible to experiments. A Monte Carlo procedure to calculate surface reaction
rates using atomic-scale methods is outlined in Section 2.2.3. Section 2.2.4 addresses the Grand Canonical
Monte Carlo calculations used to measure the density and binding energy for hydrogen adsorption sites on
the silica surface. Reaction rates for Eley–Rideal recombination are estimated using semi-equilibrium the-
ory. Section 2.2.5 covers the Monte Carlo Variational Transition State Theory (MCVTST) calculations used
to quantify the rates of the Langmuir–Hinshelwood and thermal desorption reactions. A multi-time-scale
Langmuir kinetics model is constructed in Section 2.3.1 using the reaction rates found in these atomic-scale
simulations. Finally, recombination rates predicted by this model are compared to molecular dynamics
simulations and experimental results in Sections 2.3.1 and 2.3.2.
2.2 Computational Methods and Results
2.2.1 Preliminaries
All MD simulations in this work were performed using LAMMPS [96]. The ReaxFF bond-order potential for
Si-O-H systems (ReaxFFSiO [97]) was used with the parameterization of Si terms for free surfaces [98, 99].
ReaxFFSiO has been used extensively in studying the interactions of gasses [98], liquids [100], and acids [101]
with crystalline and amorphous silica. In many cases, the potential has been shown to produce interaction
energies and bond lengths that are in agreement with quantum calculations and experimental results [102].
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In general, ReaxFF reproduces heats of formation to within 2.0 kcal/mol (0.1 eV), bond lengths to within
0.01 A˚ and bond angles to within 2◦ of their reported values, and it has been validated by comparing its
predictions with an extensive set of experimental data and quantum chemistry (DFT) calculations [103, 97].
The current ReaxFF Si-O-H surface was constructed using electronic structure data and validated with
experimental data, [97] with further refinement for surfaces in Ref. 99.
An established [104] repeated melt–quench procedure was used to produce the amorphous surface used
in later calculations. An α-quartz slab consisting of 1575 atoms (5×7×5 unit cells) was initialized at a
temperature of 300 K. The temperature of the slab was raised to 4000 K at a rate of 25 K/ps under NVT
dynamics using a Nose´–Hoover thermostat. The silica melt was then cooled back down to 300 K at the
same rate. The system temperature was raised once again to 4000 K using NPT dynamics with a Berendsen
barostat [105], after which it was cooled to 300 K. The latter melt-quench procedure was performed with
heating and cooling rates of 25 K/ps at a pressure of 1 atm. This procedure has been found to reliably
replicate the structural and chemical properties of amorphous silica using the ReaxFF potential in several
past studies [97, 106, 107].
2.2.2 Molecular Dynamics
Methods
By directly simulating recombination with molecular dynamics, we can measure reaction rates in regimes
outside of those commonly explored in experiments, thus providing additional data for the assessment of
a multi-time-scale model. MD simulations of the sequential impact of H radicals on a silica surface were
performed at several surface temperatures in the range of 10 to 600 K. In each case, the gas was assumed
to be in thermal equilibrium with the surface. A schematic of the simulation cell can be seen in Figure 2.2.
Hydrogen radicals were generated in a random position on a plane 10 A˚ above the silica surface and given
a velocity sampled from the Maxwell–Boltzmann distribution. The composition of each molecule crossing a
plane 15 A˚ above the surface was determined, after which the molecule was removed from the simulation.
At each temperature, 1500–2000 hydrogen impacts were simulated and the recombination coefficient was
calculated as the fraction of H atoms that left the surface as part of an H2 molecule according to
γH2 =
2×NH2,out
2×NH2,out +NH,out
, (2.1)
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Figure 2.2: A schematic of the simulation box for MD bombardment simulations.
where Ni,out is the number of species i that crossed the deletion plane over the course of the MD simulation.
The time between each hydrogen-surface impact was
τ =
A
nH
(
2pimH
kBT
) 1
2
, (2.2)
where nH is the number density of hydrogen radicals in the gas phase, mH is the mass of a hydrogen atom, kB
is the Boltzmann constant, T is the temperature of the gas, and A is the quartz surface area. Unfortunately,
molecular dynamics simulation is restricted to short time scales. In order to sample a sufficient number of
hydrogen impacts in MD-accessible time scales, we must resort to simulating high partial pressures of the
H radical. In these simulations, we chose a gas-phase number density of nH = 2.7 × 1020 cm−3 for the H
radical, corresponding to a pressure of approximately 10 atm at 300 K.
Results
For each temperature, the first 100–1000 impacts populated the surface with hydrogen atoms. After hy-
drogen coverage on the surface reached steady-state, subsequent hydrogen impacts were used to estimate
the recombination coefficient. This process was repeated for Tsurf = Tgas = 10, 20, 50, 100, 200, 275, 350,
400, 500, and 600 K. In agreement with other high-pressure molecular dynamics studies, the recombination
coefficient is quite high [94]. Due to the extremely high number density of H radicals in the gas phase,
recombination is dominated by the Eley–Rideal mechanism which is first order with respect to gas phase
number density. This recombination mechanism also has a significantly lower activation energy compared to
the LH mechanism and occurs on a faster time scale. The collected recombination coefficients can be seen
in Figure 2.3. The error bars on the MD data come from the finite number of impacts performed at each
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Figure 2.3: Recombination coefficients measured in MD bombardment simulations (described in Section
2.2.2) and computed using a Langmuir kinetics model (parameterized using the procedure described in
Section 2.2.3.)
temperature. Computed recombination coefficients increase with temperature until 275 K, at which point
they begin to decrease with increasing temperature. This is due to the thermal desorption of physisorbed
H atoms. As weakly bound H atoms are removed from the surface, the lowest energy barrier in the recom-
bination process is removed and incoming H radicals must overcome greater energy barriers to recombine
with chemisorbed hydrogen atoms.
2.2.3 Monte Carlo Procedure
In order to calculate reaction rates relevant to surface-mediated recombination, we must overcome the
limited time scales of MD simulations. To account for the relevant surface processes (LH recombination, ER
recombination, and thermal desorption), we use a two-step Monte-Carlo procedure:
1. Grand Canonical Monte Carlo (GCMC) is used to estimate the density of adsorption sites on the silica
surface and the heat of adsorption of H radicals in each of these sites. From this information, we can
estimate an ER reaction rate.
2. After generating a surface with full hydrogen coverage, Monte Carlo Variational Transition State
Theory (MCVTST) [108] is used to calculate the reaction rate for LH recombination and thermal
desorption.
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2.2.4 Grand Canonical Monte Carlo
Methods
The grand canonical ensemble, in which the temperature (T), volume (V), and chemical potential (µ) of
the system are fixed, provides the appropriate conditions for studying adsorption. After exposing the silica
surface to a reservoir of gas-phase H radicals at a fixed chemical potential, an equilibrium will be reached
where the potential energy of H atoms adsorbed on the surface and the chemical potential of radicals in the
reservoir are equal, i.e.:
µ(H(s)) = µ(H(g)).
The Grand Canonical Monte Carlo (GCMC) method therefore samples in the µ, V, T ensemble, and we use
it to calculate the average number of particles adsorbed on the surface (or equivalently the surface coverage
θ) at a prescribed chemical potential µ.
Simulation of adsorption in this ensemble proceeds through three steps [109, 110, 111]:
1. Displacement of a particle: a random particle with position R is selected and given a random displace-
ment δR. This move is accepted with probability
P (R→ R + δR) = min (1, exp{−β[U(R + δR)− U(R)]})
2. Insertion of a hydrogen atom: a new particle is inserted at a random position in the volume V. Atom
insertion is accepted with probability
P (N → N + 1) = min
(
1,
V
Λ3(N + 1)
exp{β[µ− U(N + 1) + U(N)]}
)
3. Removal of a hydrogen atom: a random hydrogen atom in V is removed. The deletion is accepted
with probability
P (N → N − 1) = min
(
1,
Λ3N
V
exp{−β[µ+ U(N − 1)− U(N)]}
)
,
where β = 1/kBT and Λ =
(
h2/2pimkBT
) 1
2 is the thermal de Broglie wavelength (h is Planck’s constant
and m is the particle mass). U is the potential energy of the system, which we calculate using the ReaxFF
potential. Because we are interested in low number densities of H radicals, the reservoir potential, µ, is
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Parameter Value
|δR| 0.1 A˚
nH 10
12 cm−3
pdisp 0.2
padd 0.4
pdel 0.4
Table 2.1: The values used for various parameters in GCMC simulations of H adsorption on silica.
calculated with the Sackur-Tetrode equation for an ideal gas,
µ = −kBT log
[
1
nH
(
2pimHkBT
h2
)3/2]
, (2.3)
where nH is the number density of H radicals in the gas phase and mH is the mass of a hydrogen atom.
Beginning with the uncontaminated silica surface obtained in Section 2.2.1, one of these three procedures
(displacement, insertion, or removal) is attempted each GCMC step. An acceptance rate of 20% for proposed
moves was achieved with atomic displacement magnitude of 0.1 A˚ and by changing the probability that a
move will be atomic displacement or atomic creation/deletion. The acceptance rate for addition and deletion
of particles is typically low (around 3% at steady-state, compared to 50% for moving a particle). The
relatively rare acceptance of particle deletion/creation does more to advance the simulation than particle
displacement, however. Deleting a particle in one position and creating another particle in a different
position is equivalent to many successive particle displacements. For this reason, proposed moves in the
GCMC process are biased toward particle creation and deletion. Steps are repeated until surface coverage
and system potential energy reach steady-state.
A reflecting barrier for silicon and oxygen atoms was set 1 A˚ above the surface to prevent removal of these
atoms from the silica. In order to prevent the formation of gas-phase H2, any proposed move that resulted
in a chemical bond between H atoms was rejected. Other parameters used in these simulations, including
the probability of a proposed move being a particle addition (padd), deletion (pdel), or displacement (pdisp)
can be seen in Table 2.1.
After obtaining a surface with full coverage, the heat of adsorption for each accessible site was measured
as the difference in system potential energy after the atom occupying the site was displaced to a location 1
nm above the surface. Increasing this distance further had no effect on the measured heat of adsorption.
Results
The convergence of system potential energy and hydrogen coverage for T = 750 K can be seen in Figure 2.4.
High-temperature cases with low surface coverage typically reach steady-state within 1-2×106 moves while
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Figure 2.4: Number of adsorbed H and system potential energy as a function of GCMC steps for T = 750 K.
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Figure 2.5: Density of adsorbed H atoms as a function of temperature from GCMC results. Surface coverage
predicted by surface chemistry models found in Refs 7 and 8 are shown for comparison.
Figure 2.6: Cross-section of a silica surface with fully occupied strong adsorption sites (θS = 1).
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low-temperature simulations with high surface coverage converge at only half the rate.
As seen in Figure 2.5, the density of accessible surface sites at high temperatures (1000 > T > 70 K)
remains relatively constant at 9.3 nm−2, resulting in a surface similar to the one seen in Figure 2.6. Hy-
drogen adatoms are tightly bound to the surface, sitting in atomic-scale pits and forming bonds with pre-
viously under-coordinated surface atoms. These surface defects, primarily under-coordinated silicon and
non-bridging oxygen atoms, play a critical role in heterogeneous recombination. In addition to serving as
adsorption sites, they lower the barrier of reactions, catalyzing recombination on the silica surface. The effect
of individual silica defects on oxygen recombination has been explored in detail using electronic structure
calculations [112]. While the effect of specific defects is not explored here, they are expected to contribute
similarly to hydrogen recombination.
The distribution of heats of adsorption for these “strong” surface sites is seen in Figure 2.7. The peak
centered at 40 kcal/mol is mostly composed of hydrogen atoms in silanol (Si-O-H) groups on the surface
while higher heats of adsorption correspond to Si-H bonds and adsorption sites in pits on the surface. The
density of chemisorption sites on the surface is similar to the measured values of 10–13.5 nm−2 [113, 114].
The density of hydroxyl groups on the surface, defined as hydrogen atoms with a bond order of 0.9 or greater
with a surface oxygen atom, is 4.2 nm−2. This value is in agreement with the density of 4.5 nm−2 measured
by Zhuravlev [115].
After reducing the temperature below 70 K, the chemical potential of the H reservoir increases to the
point that physisorption sites become accessible to gas-phase radicals. The number of adsorbed hydrogen
atoms approximately doubles and we obtain the surface pictured in Figure 2.8. GCMC calculations predict
a physisorption site density of 10.5 nm−2. Due to the finite size of the simulated surface, an error of ±1
adsorption site is assumed, which translates to an error in surface site density of ±0.15 nm−2.
Due to the double-plateau behavior seen in Figure 2.5, we adopt the “strong” and “weak” surface coverage
model used in previous studies. “Strong” surface coverage, θS , corresponds to hydrogen atoms occupying
chemisorption sites while “weak” surface coverage, θW , refers to hydrogen radicals occupying physisorption
sites on the surface.
The Eley–Rideal Rate Constant
The GCMC calculations provide atomic-level information about active sites and surface coverage, partic-
ularly the total number of occupied active sites and their respective heats of adsorption. According to
semi-equilibrium theory, the probability of a gas-phase radical recombining with an atom in adsorption site
j is equal to the probability of the gas atom directly impinging on the occupied active site multiplied by the
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probability of the gas atom having enough kinetic energy to overcome the reaction barrier
γj = 2gNjσ0j exp [−Ea,j/kBT ] , (2.4)
where g is a statistical factor to account for electronic degeneracies and is equal to 0.25 for H2 [7]. Nj is the
density of sites of type j per unit area, σ0j is the collisional cross-section of an active site of type j, and Ea,j
is the activation energy of ER recombination for an active site of type j. If we treat each adsorption site on
the surface as unique, the ER recombination coefficient for full surface coverage can be calculated as a sum
over all active sites found in our GCMC calculations
γER = A
−1
nsites∑
j=1
2gσ0j exp [−βEa,j ] (2.5)
RER = kAγER (2.6)
where A is the area of the silica surface in our GCMC simulations and kA is the rate at which gas phase
hydrogen radicals impinge on the silica surface. The collisional cross-section of an adsorbed hydrogen atom
is approximated as a circle with a radius equal to the H2 bond length (0.741 A˚), or
σ0j = pir
2
H2
= 1.72× 10−16cm2
and the activation energy of the ER reaction is estimated using the Hirschfelder relation [116] for hetero-
geneous recombination, Ea,j = 0.055Qa,j , where Qa,j is the heat of adsorption of a hydrogen atom in site
j.
2.2.5 Monte Carlo Variational Transition State Theory
Transition state theory (TST) estimates reaction rates of elementary chemical reactions by assuming a state
of quasi-equilibrium between reactants and activated transition state complexes. By using Monte Carlo
variational transition state theory (MCVTST), we integrate over the contribution of each active site to find
the total reaction rates for the chemically active surface, obtaining Langmuir–Hinshelwood and thermal
desorption rates for hydrogen atoms on the silica surface.
In the past, this method has been used to calculate rate coefficients for various reactions such as the
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Figure 2.7: Distribution of heats of adsorption for strong adsorption sites from Grand Canonical Monte
Carlo simulations.
Figure 2.8: Cross-section of a silica surface with fully occupied strong and weak adsorption sites (θS = θW =
1).
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Figure 2.9: Reaction diagram for Langmuir–Hinshelwood recombination. States include (1) a pair of ad-
sorbed hydrogen atoms, (3) physisorbed hydrogen molecule, and (5) desorbed hydrogen molecule. States (2)
and (4) are transition states between these equilibrium configurations.
recombination and desorption rates of H atoms on a pristine Si surface [117, 108], self-diffusion on metal
surfaces [118], and dissociation of complex molecules [119].
Using transition state theory, we calculate reaction rates for Langmuir–Hinshelwood recombination and
thermal desorption. Figure 2.9 shows a reaction diagram showing relevant “transition states” for LH recom-
bination of hydrogen.
Methods
Given a surface with two adsorbed hydrogen atoms, the TST rate coefficient for the recombination/desorption
of H2 is calculated in terms of the flux across a dividing surface S. This flux is found by integrating over
the momentum (P) and position (R) space of atoms in the system
kLH =
∫
dP
∫
dRδH2(Rp −Rs)|Vs| exp(−βH)
ns
∫
dP
∫
dR exp(−βH) , (2.7)
where Vs is the velocity normal to the surface S, β = (kBT )
−1, ns is the density of adsorption sites on the
surface, and δ(Rp −Rs) is the Dirac delta function with Rs denoting the location of the dividing surface
and Rp the location of the reaction product. The canonical ensemble average can be evaluated using Monte
Carlo sampling, meaning that we replace the integrals above by the following sum over N states [120, 121]:
kLH = lim
N→∞
[
(Nns)
−1
N∑
i=1
δH2(Rp −Rs)i|Vs|i
]
. (2.8)
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The Dirac function is modeled by a narrow Gaussian
δH2(Rp −Rs) =
1√
2piω
exp
[−(zcm − zs)2/2ω2] , (2.9)
where zcm is the center of mass height of an H2 molecule above the surface and zs is the height of the
dividing plane above the surface. ω is assigned a value of 0.275 A˚ for our calculations and Vs = z˙cm.
Similarly, the rate of thermal desorption of hydrogen atoms from the surface can be calculated as
kD =
0.5
∫
dP
∫
dRδH(Rp −Rs)|Vs| exp(−βH)∫
dP
∫
dR exp(−βH)
= lim
N→∞
[
(2N)−1
N∑
i=1
δH(Rp −Rs)i|Vs|i
]
. (2.10)
Here the delta function of position, δH(Rp −Rs), and velocity normal to the dividing surface, |Vs|, use the
position and velocity of the H radical nearest the dividing surface.
The convergence rate of the Monte Carlo sum is accelerated with importance sampling. With an “ex-
pected distribution” function of
P 0 = exp[−β(Ug-s + Ug-g)], (2.11)
where Ug-s is the potential energy due to gas-surface interactions and Ug-g is the potential energy of bonds
between gas atoms, we restrict states with high kinetic energy or excessive deviation of lattice atoms from
their equilibrium positions. The reaction rates are calculated as
kD =
N∑
i=1
δH(Rp −Rs)i|Vs|iP 0i
2
N∑
i=1
P 0i
(2.12)
kLH =
N∑
i=1
δH2(Rp −Rs)i|Vs|iP 0i
ns
N∑
i=1
P 0i
(2.13)
With this choice, a proposed system state is accepted with a probability of
Paccept = exp [β(H
′
old −H ′new)] , (2.14)
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where
H ′ =
Ns∑
i
1
2mi
Pi ·Pi +
Ng∑
j
1
2mj
Pj ·Pj + Us-s, (2.15)
with Us-s denoting the potential energy from bonds between surface atoms, Ns is the number of atoms in
the silica surface and Ng is the number of gas atoms [122]. In each proposed move, selected surface atoms
and gas atoms have their positions and velocities varied by random vectors dx and dv, respectively. The
acceptance rate of moves can be modified by varying the fraction of atoms subject to these displacements
each step and by changing the magnitude of dx and dv. After sampling enough states, the sum for kLH
converges.
To quantify LH recombination for strongly-bound H atoms, a silica surface with an exposed area of
3.5 nm2 is prepared with the melt-quench procedure outlined in Section 2.2.1 and populated with two hydro-
gen adatoms (the “gas” atoms). For reactions of weakly-bound hydrogen atoms, a silica surface is prepared
and occupied with H atoms by performing a GCMC simulation with T = 750 K and nH = 1 × 1012 cm−3
until the number of adsorbed H atoms and system potential energy reached steady-state. After all of the
chemisorption sites are occupied, two additional hydrogen atoms are added above the fully covered silica
surface. In the latter case, chemisorbed hydrogen atoms are considered “surface” atoms while the two
physisorbed hydrogen atoms are “gas” atoms.
In each case, the dividing plane is located 9 A˚ above the surface. For every proposed step in the Markov
chain, the two gas-phase hydrogen atoms and two surface atoms are selected to have their positions and
velocities modified. Each selected atom is displaced by the vector
dx = δx(ξ1i + ξ2j + ξ3k),
and has its velocity changed by the amount
dv = δv(ξ4i + ξ5j + ξ6k),
where ξi are random numbers from a uniform distribution U(−1, 1). In our simulations, the magnitude of
these vectors is chosen to be
δx = 0.05 A˚
δv = 0.05 vrms,
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where vrms is the root-mean-square velocity of an atom of mass m at temperature T
vrms =
(
3kBT
m
) 1
2
.
A reflecting barrier for gas particles is placed at a depth of 1.5 A˚ beneath the surface to prevent penetration of
H and H2 into the bulk material. Surface atoms at a depth greater than 2.5 A˚ did not have their positions and
velocities altered. For H2 desorption, zH2 and z˙H2 are taken to be the center of mass Z-position and velocity
of the gas-phase H2 molecule. For recombination/desorption on a clean silica surface, rate coefficients are
calculated for temperatures between 100 K and 2000 K. For a surface with fully occupied strong surface sites,
these reaction rates are calculated between 10 K and 250 K.
Results
The rates of H2 and H desorption for full surface coverage, defined as
RLH = n
2
skLH
RD = nskD
are presented in Figures 2.10-2.12. For MCVTST calculations, 1-4×107 moves are performed in each Markov
random walk. The convergence of the LH rate constant in one such random walk is shown in Figure 2.10. To
estimate an uncertainty on each obtained rate coefficient, the standard deviation of kLH during the last 8×106
moves was measured. In each case, the magnitude of the uncertainty was approximately 10% of the calculated
rate constant. The distribution of TST reaction rates can be seen in Figures 2.11 and 2.12 for hydrogen
atoms in strong and weak adsorption sites, respectively. In each case, the rate constants follow a linear
trend in the Arrhenius plot. The slope of atomic desorption rate constants is greater than that of molecular
desorption, indicating a higher activation energy for the thermal desorption of hydrogen atoms. Despite the
higher activation energy, atomic desorption appears to be the dominant process at high temperatures. At
this extreme, mobile hydrogen adatoms are capable of overcoming the barrier for desorption without needing
to first find another mobile hydrogen atom (a rate-limiting step for LH recombination).
Kinetic Rate Model
By performing a least-squares fit of the Arrhenius equation
R(C,Ea, T ) = Ce
−Ea/kBT [1/cm2s], (2.16)
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Figure 2.10: Convergence of the Langmuir–Hinshelwood rate constant over a surface with full hydrogen
coverage at T = 250 K.
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Figure 2.11: Calculated Langmuir–Hinshelwood and thermal desorption reaction rates for strongly bound
hydrogen coverage.
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Figure 2.12: Calculated Langmuir–Hinshelwood and thermal desorption reaction rates for weakly bound
hydrogen coverage.
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to the calculated Langmuir–Hinshelwood and thermal desorption rate constants and accounting for the
uncertainty on each measurement, we can find the effective activation energy Ea and pre-exponential factor
C for these processes. The likelihood of Ea and C for each reaction is defined as
P (Ea, C | {RTST, σ}) =
Nk∏
i=1
P (Ea, C |RTST(Ti), σi)
=
Nk∏
i=1
1√
2piσ2i
exp
[
− (RTST(Ti)−R(C,Ea, Ti))
2
2σ2i
]
, (2.17)
where Nk is the number of reaction rates calculated using transition state theory, RTST(Ti) is the TST
reaction rate calculated at temperature Ti, and σi is the uncertainty of the corresponding TST reaction
rate. The likelihood distribution of these parameters for Langmuir–Hinshelwood recombination and thermal
desorption in strong surface sites can be seen in Figures 2.13 and 2.14, respectively. The maximum likelihood
points and the error we obtain from the least-squares fits are
Ea = 21.96± 0.1 kcal/mol
C = 1.28± 0.2× 1026 1
cm2s
for LH recombination of hydrogen in the strongly bound state, and
Ea = 46.06± 0.2 kcal/mol
C = 4.6± 2× 1028 1
cm2s
for thermal desorption of hydrogen in the strongly bound state. For hydrogen in weak surface sites, we find
Ea = 1.22± 0.02 kcal/mol
C = 3.4± 0.6× 1026 1
cm2s
for LH recombination, and
Ea = 2.18± 0.02 kcal/mol
C = 2.5± 0.5× 1027 1
cm2s
for thermal desorption.
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Activation Energy (kcal/mol)
Reaction
Wood/
Wise
Gelb/
Kim
This
Model
LH Recombination (S) 22.5 – 21.96
Atomic Desorption (S) 45 42 46.06
LH Recombination (W) 0.75 – 1.22
Atomic Desorption (W) 1.5 2.1 2.18
Table 2.2: Activation energies for reactions of strongly bound (S) and weakly bound (W) hydrogen on silica
predicted by various surface chemistry models.
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Figure 2.13: Likelihood of activation energy (Ea) and pre-exponential factor (C) for LH recombination in
strong surface sites. Maximum likelihood point marked by •. Contours are colored by likelihood and are
equally spaced between the maximum likelihood point and 5% likelihood.
The activation energies here compare well to values estimated in other studies (see Table 2.2). The
activation energies calculated for reactions in strong surface sites are closest to those of Wood and Wise, while
values for reactions in weak sites show better agreement with energies predicted by Gelb and Kim. However,
it should be noted that the latter model does not account for Langmuir–Hinshelwood recombination. Because
the activation energy for thermal desorption of the weakly-bound state is higher than that predicted by Wood
and Wise, hydrogen atoms linger in weak surface sites at higher temperatures. Recombination of weakly-
bound hydrogen remaining on the surface leads to higher recombination coefficients in the low-temperature
regime, seen in Figure 2.15.
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Figure 2.14: Likelihood of activation energy (Ea) and pre-exponential factor (C) for thermal desorption in
strong surface sites. Maximum likelihood point marked by •. Contours are colored by likelihood and are
equally spaced between the maximum likelihood point and 5% likelihood.
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Figure 2.15: Comparison of the recombination coefficient calculated with Monte Carlo results to Langmuir
kinetics models from the literature.
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2.3 Discussion
2.3.1 Langmuir Kinetics Model
After calculating Eley–Rideal, Langmuir–Hinshelwood, and thermal desorption rates for hydrogen atoms
in strong and weak binding sites, we calculate steady-state coverage of these sites by finding the fractional
coverage that satisfies a simple Langmuir kinetics model. Steady-state coverage for sites of type i is defined
as the fractional coverage θi that satisfies
(1− θi)kA︸ ︷︷ ︸
Adsorption rate
= 2θ2iRLH,i︸ ︷︷ ︸
LH desorption
+ θiRER,i︸ ︷︷ ︸
ER desorption
+ θiRd,i︸ ︷︷ ︸
Thermal
desorption
(2.18)
where ka is the rate at which H radicals impinge on the surface assuming a sticking coefficient of unity, given
by
kA = nH
(
kBT
2pimH
) 1
2
. (2.19)
Once we find steady-state coverage for the temperature and gas-phase radical density of interest, we calculate
a recombination coefficient based on the ratio of reactive flux to incident flux of radicals
γ =
2ΓH2,out
ΓH,in
=
2(θ2SRLH,S + θSRER,S + θ
2
WRLH,W + θWRER,W )
kA
, (2.20)
where the subscripts S and W denote reaction rates and coverage of strong and weak surface sites, respec-
tively.
A comparison between molecular dynamics results and a Langmuir kinetics model paramterized using
our Monte Carlo procedure can be seen in Figure 2.3. In this high-pressure extreme, the model is able
to reproduce the behavior seen in MD simulations, though the molecular dynamics data generally falls
above model predictions. This may be the result of multilayer coverage of physisorbed hydrogen atoms,
particularly in the low temperature limit. Any additional atoms sticking to the surface would increase the
effective number of surface sites for recombination and be even more weakly bound than atoms in the first
physisorbed layer.
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Source γ(300 K) nH (cm
−3)
Ref. 125 2.22×10−3 1016
Ref. 126 > 10−3 1012 *
Ref. 127 1.8× 10−5 1016 *
Current 1.9×10−3 1016
Table 2.3: Experimental estimates of the recombination coefficient for H on silica at Tsurf =300 K.
∗ nH
estimated based on pressure and a dissociation degree of 0.1.
2.3.2 Comparison to Other Models
Few detailed studies of the behavior of H recombination on silica exist in the literature and the recombination
coefficient predicted by the available models varies greatly. While the recombination coefficient estimated
by our model shows the same temperature dependence as the models of Wood, Wise, Gelb, and Kim, it is
significantly higher than values proposed by Kim and Boudart at high temperatures. As seen in Figure 2.15
for nH = 10
12 cm−3, the Langmuir kinetics model parameterized with Monte Carlo simulations displays the
complex, non-Arrhenius behavior found in previous experimental studies. This model predicts a maximum
of the recombination coefficient between 500 and 2000 K due to Langmuir–Hinshelwood recombination and
reliably produces a recombination coefficient within an order of magnitude of the model of Wood and Wise.
Several experimental studies have also estimated the recombination coefficient at 300 K using a variety
of techniques, including PLIF and LIF methods. The recombination coefficient at a gas-phase number
density of 1016 cm−3 and 300 K also agrees with these experiments (see Table 2.3). As this Monte Carlo
procedure does not take into account the “poisoning” of surface reactions due to adsorbed molecular species
blocking active sites on the surface, the calculated recombination coefficient represents an upper bound. As
will be discussed in Chapter 3, recombination in physisorption sites is particularly susceptible to poisoning,
providing one possible explanation for this model’s overprediction of γ at low temperatures when compared
to models that have been calibrated with experimental data. Due to the high heat of physisorption of water
on quartz (10-20 kcal/mol [123, 124]), H2O is a powerful inhibitor of the surface reactions investigated here.
In experiments described in Ref. 1, the addition of water vapor to hydrogen plasma increased gas-phase
concentration of atomic hydrogen by a factor of 90, the result of suppressed recombination on the quartz
walls of the reaction vessel.
Roughness of the quartz surface should also be considered when comparing to models calibrated with
experimental data. Increased surface area of rough surfaces increases the apparent reaction rate at surfaces.
As investigated by Kim and Boudart with silica powder on quartz surfaces, recombination rates increase
linearly with micro-scale surface roughness [9]. Even atomic scale surface roughness can increase the density
of defects and adsorption sites, thereby increasing reaction rates.
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2.4 Conclusions
The recombination rates of hydrogen have been evaluated on clean surfaces using atomic-scale calculations
to quantify reaction rates and build a multi- timescale Langmuir kinetics model for hydrogen recombination.
These reaction rates will be important to predict the effects of radical quenching in microburner models, as
atomic hydrogen is a key radical in hydrocarbon combustion. This is demonstrated in Appendix A, where
surface reactions prevent flame propagation in narrow (< 0.5 mm), high-temperature (> 800 K) channels
and increase the autoignition temperature of hydrogen-air mixtures.
Molecular dynamics simulations were used to measure recombination coefficients in a high-pressure regime
inaccessible to experiments, providing additional data to compare model predictions against. MD simulations
were carried out for temperatures between 10 and 600 K with a gas-phase radical number density of 2.7 ×
1020 cm−3. The recombination coefficient was high under these conditions, never dropping far below 0.1 for
the simulated temperatures, and reaching a maximum around 275 K.
The Eley–Rideal, Langmuir–Hinshelwood, and thermal desorption mechanisms were considered as part
of the Langmuir kinetics model for hydrogen recombination. Values of rate constants in this model were
found with Grand Canonical Monte Carlo and Monte Carlo Variational Transition State Theory calculations.
GCMC simulations provide us with the density and strength of adsorption sites on the silica surface. Strong
and weak binding sites for hydrogen on a silica surface are found, with densities of 9.3 nm−2 and 10.5 nm−2,
respectively. Using semi-equilibrium theory with the heat of adsorption for hydrogen atoms, an Eley–Rideal
rate constant is calculated.
Rates of the Langmuir–Hinshelwood and thermal desorption reactions are quantified by MCVTST calcu-
lations. Collected reaction rates follow an Arrhenius trend. Activation energies and pre-exponential factors
are estimated using a least-squares fit and the activation energy for desorption is found to be approximately
twice that of Langmuir–Hinshelwood recombination, though the greater pre-exponential factor for desorption
indicates that it dominates at high temperatures. The activation energies for recombination and desorption
agree with existing models, particularly those predicted by Gelb and Kim.
The Langmuir kinetics model with TST reaction rates is capable of reproducing the non-Arrhenius
behavior of the recombination coefficient seen in both the high-pressure molecular dynamics simulations and
in low-pressure experiments. Estimated recombination rates are significantly higher than those obtained by
the Kim and Boudart model, while quantitative agreement is achieved with the more reactive surface model
of Wood and Wise. The predicted recombination coefficient is greater than experimentally calibrated models
at low temperatures, possibly a result of surface poisoning due to adsorbed molecules.
Arrhenius parameters are used in a surface chemistry model for continuum-scale combustion simulations
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to account for radical quenching near walls. The combined effects of heat generation and radical destruction
due to surface reactions have been shown to influence flame ignition and extinction; quantifying these reaction
rates is important for predictive simulations and design of combustion devices, particularly those with a high
surface to volume ratio.
Finally, we note that the methods used here are not restricted to the study of hydrogen on silica. A
similar Monte Carlo procedure may be used to calculate recombination rates on any surface where the
Eley–Rideal and Langmuir–Hinshelwood mechanisms are prevalent.
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Chapter 3
An Isotherm Model for Competing
Adsorption and Reaction Processes
on Oxide Surfaces
The work described in this chapter appears in a journal article entitled, “Poisoning of Hydrogen Recombi-
nation on Silica Due to Water Adsorption” in the Journal of Physical Chemistry C [128].
3.1 Introduction
During combustion, the gas mixture is made up of un-reacted fuel and oxidizer, radicals, and stable product
species. This environment naturally results in complex gas-phase chemistry; it is accompanied by equally
complex chemical dynamics on solid surfaces, though surface chemistry is frequently ignored because the
effects are limited to within 0.5 mm of surfaces [86, 37, 129]. Because there are a limited number of adsorption
sites on surfaces, radical species compete for space and mutually inhibit or enable reactions of other species.
Inert species adsorb on the surface and block the reactions of radicals. On oxide surfaces, one particular
molecular species typically dominates surface chemistry: H2O [130, 131, 132]. Adsorbed water holds tightly
to active sites on the surface due to its polar structure, preventing the adsorption of other species and even
inhibiting the reaction of radical species on the surface[133]. Water vapor is one of the main products of
hydrocarbon combustion, so the effect of H2O on radical quenching must be considered for microcombustion.
As in the previous chapter, we focus on silica surfaces.
The hydrophilic/hydrophobic character of silica surfaces has attracted much attention, making it a pop-
ular candidate material for studies of surface wettability [134, 135, 136, 137, 138, 139, 140, 141, 142]. The
general hydrophilicity is attributed to the presence of silanol (Si-O-H) groups on exposed surfaces. At high
temperatures, these groups are progressively removed as they recombine to form water. This process pro-
duces a water molecule and a siloxane bridge on the surface (Si-O-Si), resulting in a hydrophobic quartz
surface [115]. In addition to controlling surface wettability, these silanol groups can serve as active sites for
adsorption and heterogeneous recombination of reactive species. In particular, the adsorption of hydrogen
atoms on these sites is believed to be an essential step in the heterogeneous recombination of hydrogen on
silica [9, 7, 89].
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It is known from experiments that the addition of water vapor to the feed gas (or adding oxygen, which
reacts to form water in the discharge) can greatly boost radical production in a plasma [1, 68], which has
been attributed to two possible mechanisms:
1. the generation of OH radicals that can react with H2 to form an H radical and a water molecule
(opening a new pathway for H2 dissociation), and
2. the “poisoning” (slowing) of heterogeneous hydrogen recombination on the inner wall of the silica tube
downstream of the plasma.
Each of these effects has been observed, but their relative contribution to increased H production in particular
applications is unclear [143, 144], but important for applications such as our microburner.
The affinity of water molecules for silica surfaces has been investigated extensively, in wettability studies
and in measurement of the large heat of adsorption of water on hydroxylated silica [123, 124]. However,
models for the poisoning effect of water on hydrogen recombination (and proper surface chemistry models
for silica in general) are still lacking. The goal of this study is to develop a surface chemistry model to
describe the poisoning of hydrogen recombination by water adsorbed on silica.
Isotherm models for hydrogen recombination on silica surfaces are introduced in Sections 3.2.1 and
3.2.2. The surface reaction mechanisms are listed in Section 3.2.3. Calculation of surface coverages and
recombination coefficients are outlined in Sections 3.2.4 and 3.2.5, respectively. The model prediction of the
effect of water on hydrogen recombination rates is quantified in Section 3.3.1. The effect of this poisoning
on a particular configuration is examined in Section 3.3.2 and the results compared with experiments in
Section 3.3.3, which is followed by a summary of the principal conclusions.
3.2 Surface Chemistry Model
3.2.1 Two-Layer Langmuir Isotherm
A schematic of the two-layer isotherm model is shown in Figure 3.1. We use a two-layer Langmuir isotherm
composed of a discrete set of adsorption sites that can accomodate only a single molecule at a time. The
bottom layer represents chemisorbed species tightly bound to the surface and the top layer represents
relatively weakly bound physisorbed species. Similar models have been used to reproduce the non-Arrhenius
recombination rates on silica surfaces seen in experimental and computational studies [89, 69]. In our model,
the adsorbed water molecules reside in the physisorption top layer and block radical species from reaching
chemisorption sites on the surface in the bottom layer. This physisorbed shield layer of water molecules thus
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Figure 3.1: Schematics of the Langmuir isotherm models used in this study. In the single-layer model (a),
water and hydrogen atoms adsorb in the same monolayer. In the two-layer model (b), physisorbed molecules
(red) block incoming radicals (blue) from adsorbing or reacting on the chemisorption layer below. Blocked
chemisorption sites are represented by pink squares.
hinders adsorption and the Eley-Rideal mechanism, poisoning surface reactions.
3.2.2 Single-Layer Langmuir Isotherm
Results obtained with our two-layer model are contrasted with a single-layer Langmuir isotherm model.
In this model, hydrogen atoms and water molecules adsorb in a common monolayer and compete for the
same adsorption sites on the surface. In the single-layer model, the species with higher heat of adsorption
dominate and cover a majority of the surface. Because atomic hydrogen has a higher heat of adsorption
than water, we would expect water to have a diminished poisoning effect in the single-layer model.
3.2.3 Surface Processes
For both isotherm models, we include four types of reactions. Both inert and reactive species can adsorb
and desorb from their respective layers. In addition, radical species in the chemisorption layer may also
participate in the Eley-Rideal and Langmuir-Hinshelwood recombination reactions. In the two-layer model,
quantities with a subscript C apply to processes in the chemisorption layer while those with a subscript P
apply to processes in the physisorbed shield layer.
Adsorption and Sticking Probability
Adsorption is represented by
H(g)
RA−−→ H(s).
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For an ideal gas, the rate at which gas particles impact the surface is
kin = ng
(
kBT
2pim
) 1
2
, (3.1)
where kB is the Boltzmann constant and ng, T , and m are the number density, temperature and molecular
weight of the gas-phase species. Not all incident atoms adsorb to the surface — only those that reach empty
adsorption sites can form bonds with the surface, so the rate of adsorption is
RA = s(T )(1− θ)kin, (3.2)
where θ is the fraction of occupied adsorption sites and s(T ) is the sticking probability for atoms that reach
empty adsorption sites. The adsorption of water molecules is hindered only by the availability of top-layer
physisorption sites, while chemisorption of radicals is hindered both by the availability of bottom-layer
chemisorption sites and by water molecules in the top physisorption layer, so the corresponding net reaction
rates are
RAP = s(T )(1− θP )kin, (3.3)
RAC = s(T )(1− θC)(1− θP )kin. (3.4)
To include the effect of temperature, we employ the simple Baule-Weinberg-Merrill model [64], represented
in Figure 3.2. It predicts that incident atoms will be trapped if the component of kinetic energy normal to
the surface is below the threshold given by,
Ecrit =
4
(
m
ms
)
(
1 + mms
)2 (QP − 0.5kBT ), (3.5)
otherwise the atom scatters. In (3.5), the potential energy well depth is set as the heat of physisorption QP ,
T is the surface temperature, m is the mass of a gas atom, and ms is the mass of a surface atom. We assume
equilibrium conditions in the gas and calculate the average trapping probability for gas atoms by averaging
over the Maxwell-Boltzmann energy distribution, so that
s(T ) =
1√
2pimkBT
∫
Ptrap(Ez) exp
[
− Ez
2pimkBT
]
dEz, (3.6)
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Figure 3.2: A depiction of the Baule-Weinberg-Merrill trapping model used to determine sticking probability
in our isotherm model. The potential well near the surface is represented with a thick black line and gas
atoms with blue circles.
where Ez is the energy associated with the normal velocity, which needs to be absorbed by the surface. For
the Baule-Weinberg-Merrill model, Ptrap(Ez) = 0 for Ez > Ecrit and Ptrap(Ez) = 1 for Ez < Ecrit, so
s(T ) = erf
(√
Ecrit
kBT
)
. (3.7)
Since the quartz surface is composed of multiple elements (Si and O), we calculate s(T ) using Ecrit determined
by oxygen atom mass (sO(T )) and silicon atom mass (sSi(T )) and set the total sticking probability to a
reference level of
stot(T ) =
1
3
sSi(T ) +
2
3
sO(T ),
based on the stoichiometry of quartz.
Eley-Rideal Recombination
The first recombination mechanism considered is the Eley-Rideal pathway, where a gas-phase hydrogen atom
directly impinges on an adsorbed hydrogen atom and recombines, or
H(g) + H(s)
RER−−−→ H2(g).
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The probability of an incident atom recombining with an adsorbed atom on a fully covered surface is
pER = 2gN0σ0 exp
[
−EER
kBT
]
, (3.8)
where g = 0.25 is a statistical factor to account for the electronic degeneracies of the H atom and the H2
molecule [145, 7], N0 is the density of adsorption sites per unit area, σ0 is the collisional cross-section of an
adsorbed atom, and EER is the activation energy of ER recombination. Cross section σ0 is approximated
using the bond length of H2
σ0 = pir
2
H2
= 1.72× 10−16cm2.
The overall rate of the ER reaction is
RERC = (1− θP )θCkERC = (1− θP )θCkinpER, (3.9)
where prefactor of (1 − θP ) accounts for incident atoms blocked by the shield layer. From Hirschfelder’s
semiempirical model based on hydrogen reaction rates, we take the activation energy for ER hydrogen
recombination to be
EER = 0.055QC ,
where QC is the heat of chemisorption [116, 89, 7].
Langmuir-Hinshelwood Recombination
At higher temperatures, adsorbed atoms are more mobile and a second recombination pathway opens:
H(s) + H(s)
RLH−−−→ H2(g).
This reaction is second order with surface coverage, so
RLHC = θ
2
Ck
LH
C = θ
2
CCLH exp
[
−ELH
kBT
]
, (3.10)
with a pre-exponential factor CLH and activation energy ELH . This reaction only occurs between atoms
already adsorbed in the chemisorption layer, so there is no effect of the shield layer. This reaction is expected
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to be dominant in the high-temperature regime, presumably after most of the molecules physisorbed in the
shield layer have desorbed from the surface. Based on atomic-scale simulations of hydrogen recombination
[69], we set the activation energy for LH hydrogen recombination to 21.96 kcal/mol.
Thermal Desorption
We also include thermal desorption, which becomes important at even higher temperatures,
H(s)
kD−−→ H(g).
with overall reaction rates
RDC = θCk
D
C = θCC
D
C exp
[
−QC,H
kBT
]
, (3.11)
RDP = θP k
D
P = θPC
D
P exp
[
−QP,H2O
kBT
]
, (3.12)
with pre-exponential factors CD and activation energy determined by the heats of chemisorption QC and
physisorption QP . Because chemidesorption is dominant only at high temperatures, any effects of the shield
layer on this reaction are neglected because the more weakly bound physisorbed molecules will have almost
completely desorbed.
Values used for the thermal desorption pre-exponential factors are likewise based on atomic scale simu-
lations of hydrogen-silica interactions [69] and semiequilibrium theory [7]
CDC = 3.4× 1026 1/cm2s for chemisorbed hydrogen
CDP = 1.1× 1027 1/cm2s for physisorbed water.
3.2.4 Calculated Surface Coverages
In the two-layer model, it is necessary to first calculate the steady-state coverage of water in the physisorption
layer. Equilibrium RAP = R
D
P yields
(1− θP )kAP = θP kDP =⇒ θP =
kAP
kAP + k
D
P
. (3.13)
The coverage of the physisorption layer is then used in the rates of chemisorption and Eley-Rideal recombi-
nation to find steady-state chemisorption coverage by using the zero-flux condition RAC = R
D
C +2R
LH
C +R
ER
C ,
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Table 3.1: Values used in the isotherm models.
Parameter Value
N0 9.30×1014 cm−2 [69]
nH 3.22 ×1016 cm−3 [1]
nH2O (10%) 0.35 ×1016 cm−3 [1]
nH2O (5%) 0.175 ×1016 cm−3
QP,H 2.18 kcal/mol [69]
QC,H 46.06 kcal/mol [69]
QP,H2O 13.20 kcal/mol [146, 147]
or
s(T )(1− θC)(1− θP )kin︸ ︷︷ ︸
H onto surface
= (1− θP )θCkERC + 2θ2CkLHC + θCkDC︸ ︷︷ ︸
H & H2 off of surface
, (3.14)
to solve for θC .
3.2.5 Recombination Coefficient
Finally, we define the overall surface reactivity with recombination coefficient γ. This parameter represents
the probability that an incident radical (an H atom in this case) will react and leave the surface as part of
a stable molecule (H2). Given the surface coverages and reaction rates,
γ =
(1− θP )θCkERC + 2θ2CkLHC
kinC
. (3.15)
3.3 Results and Discussion
3.3.1 Recombination Coefficient
The procedure outlined in Section 3.2 was used to calculate the recombination coefficient for hydrogen atoms
across a wide temperature range with and without water vapor. The conditions were selected to represent
corresponding experimental conditions (1 Torr, and 0.1 water mixture ratio) [1]. The same conditions are
tested again with the water concentration halved (a mixture ratio of 0.05) to test the sensitivity of the
poisoning effect to water concentration. Relevant physical and model parameters are listed in Table 3.1. We
assume the surface is in thermal equilibrium with the gas.
Temperature dependence of recombination on the poisoned and unpoisoned silica surface is shown in
Figure 3.3. With water vapor, recombination rates drop significantly in the two-layer model. The room
temperature recombination coefficient drops from its unpoisoned value of γ(300 K) ≈ 3×10−3 to γ(300 K) ≈
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1× 10−4. The reduction in recombination activity is even more severe as temperature is reduced and water
condensation blocks more active sites on the surface. Above 450 K, most water has desorbed from the surface,
with the result that poisoning is negligible at high temperatures. With water concentration reduced by a
factor of two, the poisoning effect on hydrogen recombination is essentially unchanged. For all temperatures,
the difference between the recombination coefficient for the water-containing mixtures is less than 10%.
Because hydrogen radicals have a higher heat of adsorption than water on the silica surface, atomic
hydrogen is preferentially adsorbed in the single-layer model. As a result, the poisoning effect of water is
diminished — when water and hydrogen adsorb in a mixed monolayer, hydrogen recombination rates are
unaffected at temperatures above 250 K. For lower temperatures, the single-layer model predicts a drop-off
similar to the two-layer model. While the effect of halving water concentration is still somewhat small in the
mixed monolayer model, the sensitivity of poisoning to water concentration is greater than in the two-layer
model.
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Figure 3.3: Recombination coefficient for H radicals in a pure H-H2 gas (blue line) and with water vapor
added to the mixture (red and violet lines), as calculated by the two-layer (TL) model. Results for a mixed
monolayer (MM) of water and hydrogen radicals are shown in light and dark green.
3.3.2 Diffusive Transport in a Reactive Tube
In an apparatus commonly used to study heterogeneous reaction rates, radical species are generated by a
plasma at one end of a tube with reactive walls (Figure 3.4). Reactive molecules diffuse down the tube
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Figure 3.4: A schematic of an experimental apparatus frequently used to quantify recombination rates on
silica. Hydrogen radicals are generated in a microwave plasma and diffuse down a silica tube, recombining
on the inner walls. Any remaining radicals that reach the end of the tube are destroyed by a catalyst. [9, 1]
and are consumed by reactions on the surface. The recombination coefficient of these reactive species is
determined by measuring the decay of radical concentration along the axis of the tube.
An analytical solution for radical concentration has been obtained for this system, with the assumptions
that (1) radical concentration is uniform at the inlet, (2) convective transport is negligible, and (3) diffusivity
and recombination coefficient are uniform down the length of the tube [148]. The steady-state radical
concentration is given by
n(r, x) =
∞∑
i=1
AiJ0(ξir) exp(−ξix), (3.16)
where
Ai =
2n0
Rξi(1 + δ2R2ξ2i )J1(ξiR)
(3.17)
and ξi are the positive roots of the equation
J0(ξR) = δRξJ1(ξR). (3.18)
Here, R is the radius of the tube, J0 and J1 are Bessel functions, n0 is the radical concentration at the inlet,
and δ is the similarity parameter, given by
δ =
4D
γcR
(2− γ)
2
, (3.19)
where D is the diffusivity of radical species and c is the mean atomic velocity in any one dimension, given
by
c =
√
2kBT
pim
. (3.20)
This analytic solution was used, along with our poisoned and unpoisoned recombination coefficients at
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Figure 3.5: Fraction of remaining radicals down the centerline of the quartz tube (r = 0) with and without
poisoning by water vapor. A radical source is located at x = 0. Here, a larger value means less recombination
has occurred. Increase of nH(0.3) from experiments is also shown [1, 10].
Table 3.2: Values used in an analytical model to replicate the experimental setup of Kikuchi et al. [1]. L
represents the x-position where radical concentration was measured in experiments. δP represents the value
of the similarity parameter with poisoned surface reactions and δU represents the value with unpoisoned
surface reactions.
Parameter Value
T 300 K
D 0.18 m2/s
R 0.9 cm
L 30 cm
δP 761
δU 114
room temperature, to model the corresponding experimental setup [1]. The diffusivity of hydrogen atoms in
the H2 gas was calculated using the mean free path estimate of the binary diffusion coefficient,
DH−H2 =
8
3p(dH + dH2)
2
√
k3BT
3
pi3
√
1
2mH
+
1
2mH2
, (3.21)
where m is atomic mass, d is molecular diameter, and p is pressure of the mixture [149]. Experimental and
model parameters are listed in Table 3.2.
Figure 3.5 shows the fraction of remaining H radicals down the length of the silica tube with poisoned
and unpoisoned recombination coefficients, as predicted by the analytical model. As expected, the reduced
recombination coefficient in the case with added water vapor results in a higher radical concentrations
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throughout the tube. As the distance from the radical source is increased, the disparity in radical concen-
tration for the poisoned versus unpoisoned cases becomes more significant. At x = 30 cm, the fraction of
remaining radicals is 122 times larger with water vapor than without it. In general, the hydrogen-water
mixture needs over three times as much axial distance as the pure hydrogen gas to achieve the same level of
radical destruction.
3.3.3 Comparison to Experiments
The poisoning effect of water on hydrogen recombination on silica has been observed for a half-century
[89, 143]. However, the effect has been experimentally quantified only much more recently. Tomasini et
al. [125] used laser induced stimulated emission (LISE) measurements of hydrogen density downstream of a
hydrogen plasma indicated a room-temperature recombination coefficient on silica of γH(300 K) = 2.2×10−3
for a pure H2 feed gas. Similar values have been obtained in past experiments [126, 89]. This value is in
close agreement with our model predictions of γH(300 K) = 3× 10−3 for unpoisoned recombination.
In LISE experiments, it was observed that the recombination coefficient dropped by a factor of 10, down
to γH(300 K) = 1.8× 10−4, when air was added to the feed gas (resulting in a 90% H2, 10% air mixture). A
similar drop is seen in our two-layer isotherm model when even a small amount of water vapor was added to
the gas, with a recombination coefficient of γH(300 K) = 1×10−4 for a mixture with 10% water. Experiments
have shown that for small mixing ratios in the H2 gas (≤ 10% O2) , O2 has a poisoning effect equal to that
of water while recombination rates are largely unchanged by the presence of N2 [1, 10]. Thus, a comparable
reduction in recombination coefficient is expected.
The poisoning effect of water has also been studied by directly measuring radical concentration down the
length of a quartz tube, as in Figure 3.4 [1, 10]. In these experiments, the fraction of remaining hydrogen
radicals at the end of a 30 cm tube was between 80 and 100 times larger for a feed gas of 1-80% water
when compared to the fraction remaining in a pure H2 feed gas. These results are also shown in Figure 3.5
by increasing the un-poisoned radical density nH(x = 30 cm) by factors of 80 and 100. This disparity in
the fraction of remaining radicals is in quantitative agreement with the results of the analytical model in
Section 3.3.2. When the poisoned recombination coefficient is used, the fraction of remaining radicals at
x = 30 cm increases by a factor of 122. For the temperatures of these experiments, the single-layer isotherm
model predicts no change in recombination activity when water vapor is added.
49
3.4 Summary and Conclusions
The poisoning of hydrogen recombination on silica by water adsorption is studied using a two-layer Langmuir
isotherm model. In the two-layer model, hydrogen atoms chemisorb directly on the silica surface while water
molecules physisorb in a layer above the surface, blocking the adsorption and reaction of radical species.
When water vapor is included in the hydrogen gas, the two-layer model predicts significantly lower recom-
bination rates on the silica surface for temperatures below 400 K. At room temperature, the recombination
coefficient of hydrogen on silica drops from γH(300) = 3 × 10−3 (pure H-H2 gas) to γH(300) = 1 × 10−4
(hydrogen and water vapor). The poisoning effect in the two-layer model is insensitive to the water content
of the gas mixture, consistent with experimental measurements, which have shown nearly uniform poisoning
for water mixture ratios between 1% and 80%. The single-layer isotherm model predicts no poisoning of
surface reactions for temperatures above 250 K.
An analytical solution is used to predict radical concentration in a semi-infinite tube with hydrogen
recombination occurring at the walls. With water vapor, the reduced reactivity of the walls results in a
higher radical concentration throughout the tube. The fraction of radicals remaining an axial distance 30 cm
from the radical source increases by a factor of 100 when the recombination coefficient is switched from its
unpoisoned to its poisoned value.
The predicted unpoisoned and poisoned values of the room-temperature recombination coefficient are
in agreement with previous experiments with plasmas in pure hydrogen and hydrogen-air mixtures. The
predicted rate of decay of radical concentration in the semi-infinite tube is also in agreement with experiments
studying radical generation in hydrogen and hydrogen-water plasmas.
The poisoning effect of water on recombination appears to be unique to the hydrogen atom. Neither
nitrogen nor oxygen recombination are hindered by the addition of water vapor to the mixture [143]. Atomic
oxygen and nitrogen may not use surface hydroxyl groups as primary adsorption and reaction sites, resulting
in the reduced influence of water on heterogeneous recombination rates of these species.
Wide variations in temperature and gas composition can occur inside of a micro-combustion device.
A model that can reliably predict surface reaction rates across this parameter space is anticipated to be
important for predicting the effects of radical quenching in micro-combustion, where these are expected to
be critical to the overall behavior.
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Chapter 4
Microcombustion Enhancement Using
Field Emission Dielectric Barrier
Discharge
The work described in this chapter appears in a journal article entitled, “Enhancement of Hydrogen Mi-
crocombustion via Field-Emission Dielectric Barrier Discharge” in the journal Plasma Sources Science and
Technology [150].
4.1 Introduction
Micron-scale plasma devices are useful in a variety of applications, from consumer electronics to biological
treatments, flow control, and thrust generation [151, 152, 153]. These devices leverage miniaturization trends
and are attractive for their low power requirement and the strong thermal non-equilibrium that is achievable
[154].
Atmospheric-pressure, non-equilibrium plasmas are susceptible to instabilities and, in particular, to arcing
(glow-to-arc transition). Spatially confining the plasma to dimensions of < 1 mm is a promising approach
to the generation of stable, glow discharges at atmospheric pressure [155]. In small-scale devices, plasma-
surface interactions gain importance due to the increased the surface area-to-volume ratio. This means
that processes in the sheath and at surfaces (secondary electron emission and field emission, shown in
Figure 4.1) are more important than in larger (> 1 mm) plasmas. Because of the shorter distance between
electrodes, electrons undergo few collisions across the discharge gap, preventing glow-to-arc transition from
from ionizing collisions. As a result, plasmas at low gas temperatures can be generated with electron
energy distributions which contain large concentrations of high energy electrons [156]. The energy losses
to the surfaces surrounding the plasma contribute to enhanced plasma stability. The resulting non-thermal
plasmas can operate at atmospheric pressure and low temperature environments and accelerate chemical
reactions to rates typical of much higher gas temperatures.
Recent efforts have shown that microplasma devices can operate in a wide variety of atmospheric condi-
tions because of the field emission of electrons, which can support plasma discharges in conditions that would
typically be deemed inaccessible by simple application of Paschen’s law—high pressures (0.7-10 MPa) and
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Figure 4.1: Charge density and plasma potential (Φ) near a wall. Secondary electron emssion (SEE) and
field emission (FE) are shown.
submicron-scale discharge gaps [157, 158, 159]. In one example, Tholeti et al. [28] develop a micron-scale
dielectric barrier discharge actuator that uses field emission to sustain a plasma at atmospheric pressure.
This field-emission dielectric barrier discharge (FE-DBD) device produces a body force that can force and
heat flow in a microchannel. The predicted effect is similar to that of larger-scale (> 1 mm) DBDs, though
field emission of electrons allowed the device to be operated with low applied voltages (∼300 V).
Efforts to tailor combustion for efficiency and emissions reduction have shown that plasma–flame coupling
can result in more stable, more complete combustion [58, 160]. The combined thermal, kinetic, and transport
effects resulting from plasma coupling can reduce emissions and increase flame stability, though the effect
is sensitive to the system configuration and characteristics of the plasma discharge [161, 53]. While the
interaction of plasma with flames has been and continues to be extensively studied, the interaction of
microplasmas with submillimeter-scale flames has not yet been investigated. At small scales (. 1 mm), high
surface-to-volume ratios present challenges for combustion, and plasmas offer a means to engineer combustion
in such regimes, though their character is also scale sensitive due to mean-free-path effects.
The goal of this study is to build a simulation model of a realizable FE-DBD device (shown in Figure 4.2)
with sufficient fidelity to anticipate its efficacy. With physically grounded models, we calculate source terms
relevant for microcombustion, include them in a flow simulation, and demonstrate FE-DBD augmented
hydrogen combustion.
The plasma chemistry model is developed in Section 4.2, and its particle-in-cell (PIC) discretization is
discussed in Section 4.3. Results of the PIC simulations for a variety of gas mixtures and temperatures are
presented in Section 4.4 and coupled into a continuum simulation for hydrogen combustion in Section 4.5.
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Figure 4.2: Schematic of the field emission dielectric barrier discharge device in the intended microcombustion
application.
The central results — the effect of microplasma coupling on combustion in a simple microburner — are
presented in Section 4.5.2. Some general results, important for any similar system, are in Section 4.6, where
we quantify the effects of plasma on autoignition delay time. Finally, Section 4.7 summarizes the principal
conclusions.
4.2 Plasma Chemistry Model
4.2.1 H2 Chemistry
Reactions included in the H2 chemistry model are listed in Table 4.1. Slow electrons lose energy to elastic,
rotational excitation, and vibrational excitation collisions with H2 molecules. High energy electrons dissociate
H2 via induced electronic excitations. Finally, for high electron energies, ionization becomes the most
probable collision process. Following common practice, electronic excitations that lead to dissociation of the
H2 molecule (b, e, and c excitations) are combined into a single dissociation reaction [11]. The population
of rotational states in the background gas was determined using the Boltzmann distribution,
nJ=1
nJ=0
= exp
(
∆E
kT
)
, (4.1)
where nJ=i is the number of molecules in the ith rotational energy level and ∆E is the energy difference
between the rotational levels.
Cross sections and threshold energies are taken from and verified against a variety of calculations and
measurements [11, 12, 162, 163, 164]. The electron-H2 cross sections in our model are shown in Figure 4.3.
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Table 4.1: Reactions included in the MCC model for an H2 background gas
Reaction Type Threshold (eV) Reference
e + H2 −−→ e + H2 elastic scattering — [11]
e + H2(r=0) −−→ e + H2(r=2) rotational excitation 0.045 [11]
e + H2(r=1) −−→ e + H2(r=3) rotational excitation 0.073 [11]
e + H2(v=0) −−→ e + H2(v=1) vibrational excitation 0.516 [11]
e + H2(v=0) −−→ e + H2(v=2) vibrational excitation 1.001 [11]
e + H2(v=0) −−→ e + H2(v=3) vibrational excitation 1.457 [11]
e + H2 −−→ 2e + H +2 ionization 15.43 [11]
e + H2 −−→ e + H2(B1Σ+u ) electronic excitation 11.18 [11]
e + H2 −−→ e + H2(C1Πu) electronic excitation 12.29 [11]
e + H2 −−→ e + 2H dissociation 8.90 [11]
H +2 + H2 −−→ H +3 + H proton attachment — [12]
H +3 + H2 −−→ H +3 + H2 elastic scattering — [12]
H +3 + H2 −−→ H2 + H + H +2 charge exchange — [12]
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Figure 4.3: Cross sections for electron-impact processes for the hydrogen molecule listed in Table 4.1.
These include momentum transfer (MT), rotational excitation (J), vibrational excitation (v), ionization
(Iz), dissociation (Diss), and electronic excitations of the H2 molecule [11, 12].
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Table 4.2: Reactions included in the MCC model for an O2 background gas.
Reaction Type Threshold (eV) Reference
e + O2 −−→ e + O2 elastic scattering — [166]
e + O2(r=0) −−→ e + O2(r>0) rotational excitation 0.02 [166]
e + O2(v=0) −−→ e + O2(v=1) vibrational excitation 0.193 [166]
e + O2(v=0) −−→ e + O2(v=2) vibrational excitation 0.383 [166]
e + O2(v=0) −−→ e + O2(v=3) vibrational excitation 0.570 [166]
e + O2(v=0) −−→ e + O2(v=4) vibrational excitation 0.754 [166]
e + O2 −−→ 2e + O +2 ionization 12.06 [166]
e + O2 −−→ e + O2(a1∆g) electronic excitation 0.977 [166]
e + O2 −−→ e + O2(b1Σ+g ) electronic excitation 1.627 [166]
e + O2 −−→ e + O2(A3Σ+u A′3∆uc1Σ–u ) electronic excitation 4.050 [166]
e + O2 −−→ e + O(3P) + O(3P) dissociation 6.14 [166]
e + O2 −−→ e + O(3P) + O(1D) dissociative excitation 8.40 [166]
e + O2 −−→ e + O(1D) + O(1D) dissociative excitation 9.97 [166]
O +2 + O2 −−→ O +2 + O2 elastic scattering — [166]
O +2 + O2 −−→ O2 + O +2 charge exchange — [166]
e + O2 −−→ O– + O dissociative attachment 4.20 [169]
e + O2 + M −−→ O –2 + M attachment — [169, 167]
O– + O2 −−→ O + O2 + e detachment 1.46 [168]
4.2.2 O2 Chemistry
The O2 chemistry model (Table 4.2) is based on the PIC-MCC model of Vahedi et al. [165] with additional
reactions from the extended O2 plasma model of Gudmundsson et al. [166]. We account for electron
attachment to O2 with cross sections taken from the lxcat database [167, 168]. The cross-sections provided
by Gudmundsson et al. are not reproduced here [166].
4.2.3 H2O Chemistry
Reactions involving H2O (Table 4.3) and cross sections (Figure 4.4) are based on reviews of measurements
provided by Itikawa and Lishawa [13, 170, 15, 14].
The electron-collision cross section of the water molecule is of particular note. At thermal electron
energies (E . 0.1 eV), the water molecule has a cross section 10–100 times larger than that of H2 or O2.
Mean free path scales as,
λ ∼ 1〈σ〉n, (4.2)
where 〈σ〉 is the average cross section of gas molecules and n is the number density of gas molecules. Thus,
even small amounts of water significantly reduce the mean free path of electrons. Collisions with H2O
molecules would keep low-energy electrons in the low-energy regime, reducing the number of electrons that
reach energies necessary for ionization and dissociation.
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Table 4.3: Reactions included in the MCC model for an H2O background gas.
Reaction Type Threshold (eV) Reference
e + H2O −−→ e + H2O elastic scattering — [13]
e + H2O(r=0) −−→ e + H2O(r>0) rotational excitation 0.077 [13]
e + H2O(v=0) −−→ e + H2O(v=1) bending excitation 0.375 [13]
e + H2O(v=0) −−→ e + H2O(v=2) stretching excitation 0.196 [13]
e + H2O −−→ 2e + H2O+ ionization 13.31 [13]
e + H2O −−→ e + H2O(A1B1) electronic excitation 7.54 [14, 170]
e + H2O −−→ e + OH + H dissociation 9.51 [13]
H2O
+ + H2O −−→ H2O+ + H2O elastic scattering — [15]
H2O
+ + H2O −−→ H2O + H2O+ charge exchange — [15]
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Figure 4.4: Cross sections for electron-impact processes for the water molecule. Displayed processes include
momentum transfer (MT), rotational excitation (J), vibrational excitation (v), ionization, dissociation into
OH + H, and electronic excitations of the H2O molecule [13], [14] and [15].
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Table 4.4: Reactions between ions and different background gas molecules.
Reaction Type Threshold (eV) Reference
H +2 + H2O −−→ H +2 + H2O elastic collision — [171]
H +2 + H2O −−→ H2 + H2O+ charge exchange — [171]
O +2 + H2O −−→ O +2 + H2O elastic collision — [172]
O +2 + H2O −−→ O2 + H2O+ charge exchange — [172]
H +2 + O2 −−→ H +2 + O2 elastic collision — [173, 174]
H +2 + O2 −−→ H2 + O +2 charge exchange — [173, 174]
O +2 + H2 −−→ O +2 + H2 elastic collision — [173, 174]
O +2 + H2 −−→ O2 + H +2 charge exchange — [173, 174]
O– + H2 −−→ O– + H2 elastic collision — [175, 176, 177]
O– + H2 −−→ H2O + e detachment — [173, 175, 178]
4.2.4 Other Ion–Neutral Collisions
To link the gas kinetic models for H2, O2, and H2O, we include an additional set of ion-neutral collisions,
so each ion type is capable of interacting with every neutral species represented as a background gas. These
are listed in Table 4.4. For the most part, these are simple elastic and charge exchange collisions with the
exception of the electron detachment reaction between O– and H2. We neglect the formation of cluster ions.
Cross sections for all these reactions are taken from measurements [179, 180, 181, 182].
4.2.5 Simplifying Assumptions
Due to the low ionization fraction (< 10−3), ion–ion and electron–ion collisions are neglected, which is
common for PIC/Monte Carlo collisions (PIC/MCC) models of atmospheric pressure and radio-frequency
(rf) discharges [183, 184, 185, 186]. Vibrational states of background gasses (O2, H2, and H2O) are also not
explicitly represented. Instead, electron energy loss processes are assumed to involve ground-state species
for vibrational and rotational excitation.
4.3 FE-DBD Model
The FE-DBD configuration, shown in Figure 4.5, consists of two flat electrodes separated by a thin dielectric
layer. A unipolar rf voltage is applied to the exposed electrode and the buried electrode is grounded (φ = 0 V).
This configuration resembles a typical ∼ 1 mm scale asymmetric DBD actuator, however the length scales
have been reduced by about a factor of 100 per the scale of the proposed application, opening the possibility
of leveraging field effects. The small gap between electrodes can produce electric fields strong enough for
field emission of electrons from the exposed electrode (> 108 V/m). Thus, the plasma is sustained primarily
by field emission and not by the secondary electron emission of larger-scale discharges.
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Figure 4.5: The FE-DBD domain used for the PIC simulations.
Of several electrode configurations tested in a previous study, this FE-DBD design was found to produce
the largest force in pure N2 gas under atmospheric conditions [28, 187]. In simulations, Joule heating from
this design generated temperatures exceeding 1800 K in the plasma. This temperature is more than sufficient
to trigger ignition in many combustible gas mixtures. Discharge behavior can change drastically with minor
changes in gas composition, so we investigate the device proposed by Tholeti et al. in gas mixtures and
conditions relevant to combustion and measure quantities important for combustion: body force, Joule
heating, and generation of radical species [28].
4.3.1 PIC Discretization
The length of the discharge gap is d = 1µm (the height of the exposed electrode). Based on the momentum
transfer collision frequency of electrons and neutrals at p = 760 Torr and T = 300 K, the Knudsen number
(Kn) comparing the mean free path of the collisions with the geometric length scale is
Kn =
λ
d
≈ 0.1. (4.3)
At higher temperatures, lower gas density leads to Knudsen numbers near unity. Thus non-continuum effects
are anticipated to be important, so we use a PIC/MCC model to describe the discharge. This self-consistent
kinetic approach predicts the electron energy distribution function (EEDF) and ion energy distribution
function (IEDF) in plasma systems.
Detailed descriptions of the PIC/MCC algorithm are available elsewhere [188]. In short, particles are
initialized in the domain, and the velocities and positions of these particles are updated by integrating the
equations of motion. Macroscopic quantities like charge density are calculated on a regular mesh by binning
the charge of individual particles. The electric field is computed by solving Poisson’s equation discretized on
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the mesh. Then, the forces acting on the particles are interpolated to the particles from the grid points. As
appropriate, particles are reflected or deleted at edges of the domain and exposed surfaces. Finally, the MCC
model is applied using the method of null collisions. A collision probability is calculated for each particle
every time step based on the background gas density and collision cross-sections. If triggered, a collision can
generate new particles, remove particles, or modify the velocity of existing particles.
The neutral background gas is assumed to have a uniform temperature T and an initially uniform
composition n0. The initial gas density is determined by the specified pressure and temperature. Dissociation
reactions deplete molecular species from the background and replace the dissociated molecules with the
corresponding atomic species. The depletion of molecular species was not significant in our simulations
(∆n/n0 < 0.001) and simulated time scales were short. Transport of species in the neutral background gas
by diffusion or advection is therefore neglected.
Simulations were performed using the XOOPIC code [189], which is based on a 2D-3V scheme: the phase
space for particles consists of two spatial dimensions and three velocity components. The simulations are
in an electrostatic regime and the action of a magnetic field is neglected [190]. A few modifications of the
XOOPIC code were required. Subroutines for dissociative attachment, electron detachment, and dissociation
were added to the MCC module of the code. Neutral species generated by dissociation or detachment are
treated as a neutral background gas. Only charged species are explicitly simulated as particles in the
simulation.
4.3.2 Boundary Conditions
The boundary conditions on the electric potential φ are shown in Figure 4.5. We take ∂φ/∂n = 0 at the
domain edge since away from the plasma the gas is insulating. An appropriate uniform potential φ is specified
on each electrode. For the grounded electrode, this is a constant 0 V and for the exposed electrode
φapp(t) =
φmax
2
[1 + sin(2pift)] . (4.4)
Electrons are emitted from the exposed electrode based on the Fowler–Nordheim equation for field
emission,
jFN =
AFNβ
2E2n
φwt2(y)
exp
[
BFNφ
3
2
wν(y)
βEn
]
, (4.5)
where jFN is the Fowler–Nordheim electron current density, AFN and BFN are the Fowler–Nordheim con-
stants, β is a surface roughness factor, En = E · n is the surface-normal electric field, φw is the work
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function of the electrode material, and the exponent correction factor ν for a barrier of unreduced height
φw is ν(y) = 0.95 − y2, with the Schottky lowering of the work-function barrier y = 3.79 × 10−5
√
βEn/φw
and t2(y) ≈ 1.1 [191]. In the PIC simulation, the electrons are emitted uniformly from the edge of cells on
the electrode surface to match the current density. They are assigned kinetic energy 3kBT/2 with random
velocity direction, where kB is the Boltzmann constant.
A secondary-emission boundary condition is applied for electrons on the exposed electrode. Each ion
incident on the exposed electrode (with probability equal to the secondary electron coefficient γ) causes
emission of an electron from the surface.
Particles that reach the edge of the PIC domain are removed. Most particles do not reach the domain
edge, so this has little bearing on the results. Wall reflection of charged particles is neglected. Particles that
reach the exposed electrode are removed to represent neutralization at the surface. Particles that reach the
dielectric surface are converted to a surface charge.
4.3.3 Discretization Details
The computational domain is discretized by 900 points in the x-direction and 220 points in the y-direction
with a grid spacing of 0.3µm in both directions. Further grid refinement changed body force and Joule
heating magnitude by less than 5%. Similar resolution was sufficient in previous PIC simulations [28]. A
time step of 0.1 ps for electrons and 0.2 ps for ions resolved the electron plasma frequency ωe =
√
e2ne/0me
and νmax∆t  1 for accuracy of the null collisions [192]. The number of real particles represented by
each superparticle of the discrete model was 5 000. After testing a range of particle weights, this value was
found to accurately reproduce results obtained with lower particle weights and keep a manageable number
of computational particles (105 – 106).
4.3.4 Initial Transient
Simulations were initialized without charged particles and no accumulated charge on the dielectric surface.
In dielectric barrier discharges, charge buildup on the dielectric surface counteracts the applied electric
potential, slowing or stopping the flow of charge across the gap. The initial absence of surface charge and
charged particles in the gas phase led to a transiently large electric current during the first rf cycles. This
transient period lasted for 30–50 rf cycles, depending on the particular case, and can be seen in Figure
4.6. The large transient electric currents lead to a large number of computational particles. All cases were
simulated for 50 AC cycles before any statistics were computed. The results presented in Section 4.4 are
averaged over the two rf cycles following this transient (i.e. cycles 51–52).
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Table 4.5: Values used for model parameters in the PIC/MCC model.
Parameter Value
φmax -300 V
f 10 MHz
φw 4.7 eV
β 50
p 760 Torr
T 300-2000 K
γ 0.001
εr 7.5
4.4 PIC Results
The parameter values listed in Table 4.5 are typical for microcombustion and were specifically selected to
match the configuration of Tholeti et al. [28] with copper electrodes and silicon nitride dielectric.
4.4.1 Source Terms
Describing plasma–flame coupling particularly requires sources representing body force, Joule heating, and
the generation of radicals. In this section we consider a discharge in a pure O2 gas at a temperature of
2000 K.
Body Force
The electrohydrodynamic (EHD) force per unit volume in continuum models of electric discharges entails
momentum transfer from charged to neutral particles. Neglecting the mean velocity of the neutral particles
with respect to the charged particles, the EHD force due to ions and electrons is
fi = nimiνimui and fe = nemeνemue, (4.6)
where ni and ne are the ion and electron number densities, mi and me their masses, νim and νem the
momentum exchange frequencies for ion–neutral and electron–neutral collisions, and ui and ue the ion and
electron mean velocities. In terms of species mobility µj = e/(mjνmj), the net force per unit volume f is
f =
j+
µ+
− j−
µ−
− je
µe
, (4.7)
where j is current density and subscripts indicate positive and negative ions and electrons. Due to the
high collision rates in atmospheric pressure plasma, we use the drift-diffusion form for current densities and
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express the force as [193]
f = e (n+ − n− − ne) E−∇ (n+kT+ + n−kT− + nekTe) . (4.8)
Following the initial emission of electrons during each rf cycle, electrons are rapidly lost to the dielectric
surfaces and the surrounding gas. The slower ions remain in the gas longer before reaching a surface and
being neutralized, resulting in a charge imbalance above the actuator. We approximate the resulting body
force using[28, 193, 194, 195]
fB ≈ e(n+ − n− − ne)E. (4.9)
In a similar microdevice, this approximation for the body force agrees well with that calculated by summing
the momentum transferred from individual collisions [196, 28].
Period-averaged ion and electron densities are shown in Figure 4.7. Electrons are lost to the dielectric,
to the far field, and to electron attachment, so electron density is lower than ion density. Ions take longer
to diffuse to surfaces, resulting in a net positive region. Period-averaged electric field strength is shown
in Figure 4.8. The electric field includes contributions from charged particles and surface charge on the
dielectric. Together, space charge and electric field produce a body force according to Equation (4.9).
Period-averaged body forces are shown in Figure 4.9. The force pushes gas around the corner of the
exposed electrode with magnitude greatest at the corner: 40 × 106 N/m3 in pure O2 and 10.5 × 106 N/m3
in pure H2. Its distribution and magnitude in H2 match those predicted for the same electrodes in nitrogen
[28, 187]. This previous study also found a force magnitude of 10× 106 N/m3 at the corner of the exposed
electrode, matching our magnitude of 10.5×106 N/m3. The similarity in this case is caused by the comparable
ionization energy (∼ 15.5 eV) and collision cross-sections (10−16 cm2 for ionization, 10−15 cm2 for elastic
collisions) with the H2 and N2 molecules. As indicated in (4.9), similar rates of ion generation will produce
similar body force magnitude and, as shown in Section 4.4.4, changes in ionization energy, electronegativity,
and collision cross-sections can drastically change body force magnitude.
Body force magnitude in O2 is similar to values found in a coplanar microscale DC discharge in an O2–N2
mixture (9× 107 N/m3), though the total imparted force in our discharge is larger on account of the larger
non-neutral region generated by the rf discharge [60].
Joule Heating
The Joule heating is given by
Q˙ = E · j, (4.10)
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Figure 4.6: Number of ions and electrons during the first 55 AC cycles of a typical FE-DBD simulation of
an atmospheric pressure discharge in pure H2 gas at 300 K.
Figure 4.7: Electron number density (a) and net ion charge density (n+ − n−) (b) averaged over two rf
cycles. The exposed electrode in x ≤ 150µm, y ≤1µm is also shown.
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Figure 4.8: x-component of electric field (a) and y-component of electric field (b) averaged over two rf cycles.
The exposed electrode, buried electrode, and dielectric region are shown.
Figure 4.9: Horizontal (a) and vertical (b) body force components averaged over two rf cycles. The exposed
electrode in x ≤ 150µm, y ≤ 1µm is also shown.
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where j is the total current flux and E = −∇φ is the electric field. We distinguish contributions from ions
and electrons according to
Q˙i = E · j+ + E · j− (4.11)
Q˙e = E · je, (4.12)
with Q˙ = Q˙e + Q˙i.
Figure 4.10 shows Joule heating as well as the ion and electron contributions. The electron current is
intense only during a small fraction of each cycle in which electrons are being emitted from the exposed
electrode. As a result, the contribution of electrons to the total heating is relatively small.
For the Figure 4.10 case, the magnitude of ion and electron Joule heating differ only by a factor of two.
This is not always the case. With other gas compositions we report, ion and electron Joule heating can
differ by over a factor of 10 with ion heat generation generally being more intense and distributed. The
maximum amount of Joule heating occurs at the corner of the exposed electrode. For pure H2, the peak of
period-averaged Joule heating is 19×109 W/m3. This is similar to the prediction of 20×109 W/m3 reported
in similar studies for an FE-DBD in atmospheric pressure N2 [28, 187].
Radical Production
The volume rates of electron-neutral and ion-neutral reactions are obtained in the PIC/MCC discharge
simulation. Collisions with charged particles remove stable molecules from the neutral background and
replace them with the corresponding radical species. The source term ω˙k for each species is,
ω˙k =
dnb,k
dt
, (4.13)
where k is the species index and nb,k is the number density of neutral background species k. Figure 4.11
shows the period-averaged rate of production for the O radical for a discharge in pure O2. Radical production
is also largest near the corner of the exposed electrode. The distribution of production of the O, H, and OH
radicals is used in the combustion simulations of Section 4.5.
4.4.2 Time Dependence
The magnitude of all calculated source terms over two rf cycles is shown in Figure 4.12. Sources that rely
primarily on the action of electrons (radical generation and, to a lesser extent, Joule heating) are near zero
when free electrons are not present in the gas phase. Radical generation is significant only while electrons are
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Figure 4.10: Total rate of Joule heating from charged particle motion averaged over two rf cycles in pure O2
(a). Electron (b), and ion (c) contributions to heat generation are also shown.
Figure 4.11: Oxygen radical production rates averaged over one cycle in pure O2. The red rectangle is the
exposed electrode.
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Figure 4.12: Magnitude of spatially integrated body force, heat source, and radical source terms over two
rf cycles in a stoichiometric H2:O2 mixture. Potential of the exposed electrode is shown (Right axis) for
reference.
emitted from the exposed electrode, for only about 20 ns over the 0.1µs cycle. Slow ion motion is reflected
in the comparatively slow decay of Q˙. Net forces, on the other hand, are mainly produced by positive
ions, which remain in the gas phase well after electron emission has ceased, resulting in extended periods of
significant net force. As ions reach the exposed electrode, they are neutralized.
This behavior differs from millimeter-scale DBD actuators in several ways. First, electron emission (and
electric current) spikes only when the applied voltage reaches its peak. At larger scales, current spikes
(“microdischarges”) occur during voltage rise and fall [197]. Second, each cycle contains a single discharge
that gradually increases in intensity before terminating. Typical atmospheric pressure DBD devices consist
of 10s to 1000s of microdischarges throughout each cycle [197, 198, 199]. This switch is mediated by multiple
factors: the mean free path of electrons is similar to (but shorter than) the distance between electrodes, and
electron energy is high, due to the large reduced electric field (E/N = 4×10−18 V·m2 = 4000 Td). The same
behavior can be seen in glow discharges, where low gas pressure produces similar effects [52]. The limited
pulse duration in our system is also below the time for glow-to-arc/spark transition (typically ∼100 ns),
which further suppresses microdischarge formation[200].
4.4.3 Temperature Dependence
Figure 4.13 shows the domain-integrated x-component body force for operating temperatures. The maximum
magnitude of the body force decreases as temperature increases due to the decreasing number density of the
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background gas. For lower background gas densities, electrons undergo fewer ionization collisions as they
traverse the gap between the exposed electrode and the dielectric surface. In high-temperature conditions,
charged particles that are generated in the discharge gap have a larger mean free path and higher mobility.
As a result, ions remain in the gas phase for a shorter period of time, which further reduces the force at high
temperatures.
This behavior is consistent with simulations of FE-DBD devices in pure nitrogen, where lower gas densities
produced smaller body forces [28]. The opposite behavior is seen in millimeter-scale surface DBD actuators,
which are stronger for lower gas density [201]. This can be attributed to the mechanism of discharge
formation. In millimeter-scale DBD actuators, plasma breakdown generally follows Paschen’s law, with
increasing pressure increasing the onset voltage of breakdown. This reduces the fraction of the AC cycle
over which there is any significant ionization. The present small-scale discharges deviate from Paschen’s law
because field emission provides a constant source of electrons. The onset voltage is set by Fowler–Nordheim
tunneling and properties of the emitting electrode, which are both independent of conditions in the gas
phase.
4.4.4 Gas Composition Dependence
Figure 4.14 shows the integrated body force and Joule heating in H2-O2 mixtures. Oxygen is generally found
to enhance the discharge. Compared to pure H2 gas, a pure O2 gas produces body forces 10 times more
intense and Joule heating 2.5 times more intense. For mixtures of the two gasses, the magnitude of body
force and heat generation increases monotonically with oxygen concentration. There are several reasons for
this. The low ionization energy of oxygen relative to hydrogen yields more ions in mixtures that contain
oxygen. Oxygen also has both a larger mass and collision cross-section than hydrogen, resulting in slower
moving ions. As O2 is introduced to the mixture, more charged particles are generated each rf cycle, and ions
respond more sluggishly to electric fields. Increased charge density in the plasma increases the magnitude
of body forces and current density.
The generation of atomic radicals in H2-O2 mixtures is shown in Figure 4.15. Generation of O is in
proportion with the concentration of O2. Generation of H depends on H2 concentration, but is enhanced for
intermediate O2 concentrations because of two competing effects. First, as O2 displaces H2 with a constant
total number density, H2 concentration simply decreases. Second, oxygen enhances the discharge, resulting
in more electrons that increase dissociation rates. This is enough to overcome the depletion of hydrogen for
YO2 = 0.5 to 0.8, producing the local maximum for H production seen in Figure 4.15. Similar enhancement
of plasma discharges has been seen in models and experiments for similar larger-scale actuators [202, 203].
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Figure 4.16 shows the integrated body force magnitude evolution over one rf cycle. Figure 4.17 shows
the period-averaged body force and Joule heating in a stoichiometric H2-O2 mixture with varying amounts
of water vapor. As water is introduced in the gas phase, body force magnitude and production of H and
O radicals is reduced. Volumetric heating is not significantly affected by the addition of water to the gas
phase. The large cross-section of water reduces the mean free path of charged species and limits the discharge
extent (and its effects). Continual collisions with water molecules impede the electrons, making it harder
for electrons to reach energies necessary for ionization and dissociation. However, the dissociation of water
molecules in the plasma offers an efficient pathway for OH production, which is important for combustion.
As seen in Figure 4.18, the presence of small amounts of water vapor results in a rapid increase in OH
generation.
The power per unit length consumed by a FE-DBD varies with the gas composition. Power consumption
is calculated by integrating the product of current density and applied voltage over several rf cycles at the
surface of the exposed electrode according to
P =
1
τ
∫ S ∫ τ
0
φ(t)j(t) · n dtdx, (4.14)
where P is power consumption per unit length, τ is the integration time, n is the surface normal for the
surface of the exposed electrode S. At 2000 K, power consumption is highest in pure oxygen at 5.49 W/m and
lowest in pure hydrogen at 0.581 W/m. Each of these values is much higher than the 16 mW/m reported by
Tholeti et al for operation in N2 at 300 K. Some of the disparity can be attributed to differences in calculation
method. If the product of period-averaged voltage and period-averaged current density is used (as in Ref.
[28]) our estimate for power consumption drops to 3.10 W/m in oxygen and 0.225 W/m in hydrogen. A
major source of the disparity is likely due to differences in simulated conditions. The ionization energy of
molecular nitrogen (15.6 eV) is higher than molecular oxygen (12.1 eV), resulting in lower current densities.
At a lower gas temperature, mean free path and excitation levels in the background gas would also change,
affecting the current density and thereby the power consumption. Our calculated power consumption is
similar to values reported in recent experiments with a field-emission driven dielectric barrier discharge in
supercritical CO2 (3–30 W/m) [157].
The effect of gas composition on FE-DBD performance is consistent with millimeter-scale DBD devices.
Increased humidity reduces the number of microdischarges and streamers produced by a DBD, suppressing
ionic wind [204, 205, 206]. It is also found to have an impact on the discharge chemistry, leading to an increase
in the production of OH [207]. More generally, water vapor has been found to significantly reduce flow forcing
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in electrohydrodynamic pumps with a wide variety of geometries and discharge types [208, 209, 53, 210].
In millimeter-scale surface DBD actuators, the detrimental effect of humidity is attributed to the adsorp-
tion of water molecules on the dielectric surface, which lowers the secondary electron emission coefficient
and hinders the ignition of the plasma [206]. Our model does not account for this effect, but microplasma
generation relies primarily on field emission of electrons from the electrode and would be insensitive to a
reduced secondary electron coefficient on the dielectric.
Oxygen has also been found to alter the performance of DBD actuators due to its low ionization energy
relative to other species in air (12.1 eV for O2, 15.6 eV for N2, 15.4 eV for H2) and its electronegativity
[202, 211, 204]. The formation of negative oxygen ions is insufficient to have a significant impact on body
force magnitude here, as has been seen in other DBD devices. Electron energy in this system is too high to
favor attachment to the O2 molecule and the cross section for dissociative electron attachment is sufficiently
small that the rate of O– generation is low compared to positive ion generation.
4.4.5 Effect on Flow Speed and Temperature
Before considering a full microcombustor configuration in the following section, we first assess the overall
actuator impact on the flow and its temperature distribution in the reduced model of a viscous boundary
layer. We set its conditions to match scales and flow speeds of target microcombustor designs. For the
conditions we consider, we neglect any changes in gas properties. Even the strong actuators we consider
only lead to 0.1% ionization, so this will be sufficient for our purposes.
The configuration is shown in Figure 4.19. We focus on the region influenced by body forces and Joule
heating with streamwise length L and boundary layer thickness, δ. The vertical dimension of the plasma
is small (∼ 50µm) and large horizontal body forces are produced, so L  δ. The equations of motion and
thermal transport for a two-dimensional flow with horizontal Coulombic body force fb and Joule heating Q˙
are
∂u
∂x
+
∂v
∂y
= 0 (4.15)
u
∂u
∂x
+ v
∂u
∂y
= −1
ρ
∂p
∂x
+ ν
(
∂2u
∂y2
+
∂2u
∂x2
)
+
fb
ρ
, (4.16)
u
∂v
∂x
+ v
∂v
∂y
= −1
ρ
∂p
∂y
+ ν
(
∂2v
∂y2
+
∂2v
∂x2
)
, (4.17)
u
∂T
∂x
+ v
∂T
∂y
= α
(
∂2T
∂y2
+
∂2T
∂x2
)
+
Q˙
ρcp
, (4.18)
where u and v are the horizontal and vertical velocities, ν is kinematic viscosity of the gas, p is the fluid
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Figure 4.13: Domain-integrated amplitude of the horizontal body force over two rf cycles in pure H2 for
various gas temperatures.
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Figure 4.14: Spatially integrated body force magnitude and Joule heating averaged over two rf cycles for
several various H2-O2 mixtures at 2000 K.
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Figure 4.15: Spatially integrated radical generation averaged over two rf cycles for several various H2-O2
mixtures at 2000 K.
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Figure 4.16: Spatially integrated body force for various water vapor concentrations. The remainder of the
gas is a stoichiometric H2-O2 mixture at 2000 K.
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Figure 4.17: Spatially integrated body force magnitude and Joule heating averaged over two rf cycles with
varied water concentration in a stoichiometric H2-O2 mixture at 2000 K.
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Figure 4.18: Spatially integrated OH generation averaged over two rf cycles in stoichiometric mixtures of H2
and O2 at 2000 K with different amounts of added water vapor.
73
cathodeanode
plasma region with body
force and Joule heating
fb, Q
T0, u L
δ
T0+ΔT, u +Δu
x
y
Figure 4.19: Schematic showing quantities used in the boundary layer model.
Figure 4.20: Contours of velocity (a) and temperature increase with an isothermal (b) and adiabatic (c) wall
in a stoichiometric mixture of hydrogen and oxygen. The location of the plasma actuator is indicated by a
red semicircle.
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pressure, α is the thermal diffusivity, and ρ is gas density. We nondimensionalize as,
x∗ =
x
L
y∗ =
y
δ
u∗ =
u
U
p∗ =
p
U2ρ
Pe =
LU
α
v∗ =
v
U
L
δ
f∗b =
fbL
ρU2
Re =
UL
ν
T ∗ =
T − T0
T0
Q˙∗ =
LQ˙
UT0ρcp
,
where U is the free-stream horizontal velocity, Re is the Reynolds number, Pe is the Peclet number, cp is
the thermal capacity of the fluid, and T0 is the free-stream fluid temperature. Inside the boundary layer,
viscous forces balance inertia and Coulombic forces, so
1
Re
(
L
δ
)2
= O(1) =⇒ δ = O
(
L√
Re
)
. (4.19)
Likewise, thermal conduction is balanced by convection and Joule heating
1
Pe
(
L
δ
)2
= O(1) =⇒ Pe = O
(
L
δ
)2
. (4.20)
Consistent with standard boundary layer theory, we model the large Re by Re → ∞ and assume Pe is
similarly large. With these approximations, the flow equations become
∂u∗
∂x∗
+
∂v∗
∂y∗
= 0 (4.21)
u∗
∂u∗
∂x∗
+ v∗
∂u∗
∂y∗
= −∂p
∗
∂x∗
+
∂2u∗
∂y∗2
+ f∗b (4.22)
0 = −∂p
∗
∂y∗
(4.23)
u∗
∂T ∗
∂x∗
+ v∗
∂T ∗
∂y∗
=
∂2T ∗
∂y∗2
+ Q˙∗ (4.24)
In this boundary layer model, we numerically solve the mass conservation equation (4.21) with equations
(4.22)-(4.24) using the body forces and volumetric heating from PIC simulations (shown in Figures 4.14
and 4.17). We estimate the change in velocity and temperature across the region affected by the plasma
actuator. The thermodynamic and transport properties of each gas mixture are approximated using a
linear combination of the properties of H2, O2, and water vapor at standard temperature and pressure (e.g.
ρ = xO2ρO2 + xH2ρH2 + xH2OρH2O, where xi is the mole fraction of species i). Properties of the gas are
assumed to be constant across the control volume. A no-slip (u = v = 0) boundary condition is used for the
surface at the bottom of the domain. We consider both isothermal (T = T0) and adiabatic (∇T · n = 0)
conditions for the bottom wall in our analysis, but we will focus on the isothermal case.
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The equations are solved in a domain that for δ = 50µm extends 0.75 mm vertically and 5 mm horizontally
on a square grid with spacing 0.2µm using the DuFort–Frankel method [212]. Results were confirmed
independent of the domain height and mesh density. The mixture is given an initial temperature of 300 K
with a small uniform speed of of 10−3 m/s to approximate quiescent flow. For the case of isothermal walls,
the bottom surface is held at 300 K. The induced flow field and temperature distribution for stoichiometric
H2:O2 is shown in Figure 4.20.
Figure 4.21 shows the maximum induced velocity and temperature change predicted by the boundary
layer model for various gas mixtures with an isothermal wall. In general, adiabatic walls approximately
double the maximum temperature change compared to the isothermal case. Without heat loss to the walls,
the entire downstream region has an elevated temperature, unlike the case with a fixed wall temperature
where the temperature increase is negligible a few millimeters downstream of the actuator. The FE-DBD
device generates a plasma directly on the surface of the channel wall, so omitting heat loss to walls – already a
serious concern for submillimeter combustion – would overestimate the effect of the FE-DBD in application.
For most of the room temperature, atmospheric pressure mixtures examined here, velocity is increased
by about 5–10 m/s and the change in temperature is around 10–20 K. The body forces that occur for high
oxygen concentrations are partially offset by its higher oxygen density and viscosity. Adding water vapor
to the mixture reduces the induced velocity, a result of lower body forces. Joule heating is not significantly
changed by increasing water vapor concentrations, but the heat capacity of water vapor is higher than the
heat capacity of a stoichiometric H2:O2 mixture so the change in gas temperature increases with water
vapor content. Similar velocity changes were found in simulations using pure nitrogen gas [28]. A larger
temperature increase (∼ 1000 K) was found in Ref. [28], but differences in FE-DBD placement, operating
conditions, and thermal boundary conditions make a direct comparison difficult. Most importantly, in all
cases the FE-DBD has a significant effect on the flow and its temperature, which will affect combustion even
without accounting for radical generation, as we do in the following section.
4.5 Microburner Simulation
The full two-dimensional microburner configuration is shown in Figure 4.22. A 0.4 mm wide inlet injects
oxygen into a channel that is 0.4 mm wide and 10 mm long. FE-DBDs are placed on both walls of the
horizontal channel at x =1.9, 2.3, 2.9, and 3.3 mm, for a total of eight actuators. The FE-DBDs are oriented
to produced a body force in the positive x direction. Actuators upstream of the O2 inlet dissociate fuel
molecules and pump hydrogen into the flame while actuators downstream of the inlet lower pressure behind
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Figure 4.21: Maximum change in velocity and temperature predicted by the boundary layer simulation for
gas mixtures: (a) pure O2-H2 and (b) a stoichiometric O2-H2 mixture with added water vapor.
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Figure 4.22: Simulated microburner showing the positioning of FE-DBD actuators and ignition location.
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the flame, alleviating blockage of flow from thermal expansion in the channel. The Knudsen number with
respect to the smallest lengthscale in the system (the channel width) is Kn = 0.001−0.01, which is sufficiently
small to justify a continuum description, as suggested in previous microplasma actuator simulations [60, 28].
FE-DBD body forces are added as a momentum source, Joule heating as a thermal source, and radical
generation as a source of species and energy.
The magnitude of heat, momentum, and radical source terms are parameterized by mass ratio of hydro-
gen to oxygen, mass fraction of water, and gas temperature and tabulated from PIC simulations. A PIC
simulation was performed for each combination of the parameter values listed below:
YH2
YO2
=
{
∞ (pure H2), 3, 1, 1
3
,
1
6
,
1
100
, 0 (pure O2)
}
YH2O = {0, 0.01, 0.05, 0.25, 0.5, 1}
T = {300 K, 500 K, 1000 K, 2000 K} .
To reduce the complexity of interfacing with data from 168 PIC simulations, continuum source terms
are a Gaussian fit to the period-averaged PIC data for the corresponding conditions (except for fy, which is
bimodal and fit with two Gaussians). Each Gaussian was constrained to match the domain-integrated PIC
source term. These are interpolated using a cubic spline to find source term magnitudes for local conditions
in the continuum simulation. The time step ∆t = 1.0 × 10−9 s used is much smaller than the rf period
(1.0× 10−7 s) so source terms are implemented as periodic functions of time,
S
(
x, t, T,
YH2
YO2
, YH2O
)
= [1 + sin(2pift)]
∑
i
wiS
PIC
Fit
(
x, Ti,
YH2,i
YO2,i
, YH2O,i
)
, (4.25)
where f is the rf frequency, S is the continuum source term magnitude at position x, time t, temperature
T , and gas composition defined by mass fractions YH2 , YO2 , and YH2O. Gaussian fits of PIC data, S
PIC
Fit , are
combined with their interpolation weights wi.
4.5.1 Governing Equations and Neutral Chemistry
The source terms calculated from PIC simulations are added to the two-dimensional chemically reacting
flow equations, given by
∂U
∂t
+
∂Fi
∂xi
− S = 0, (4.26)
where U = [ρ, ρu1, ρu2, ρE, ρYk]
T
is the vector of conserved variables, which includes the density ρ,
momentum ρui in direction i, total energy density ρE (including thermal, kinetic, and chemical energy),
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and the density of reactant k, ρYk, for k = 1, ..., N − 1. The density of the N -th component is ρYN =
ρ−∑N−1k=1 ρYk, with the constraint ∑Nk=1 Yk = 1, where Yk is the k-th species mass fraction. The fluxes in
(4.26) are expressed as Fj = F
I
j − FVj , for j = 1, 2, and
F Ii =

ρui
ρu1ui + pδi1
ρu2ui + pδi2
ui(ρE + p)
ρYkui

, FVi =

0
τ1i
τ2i
ujτij − qi
fVk

, and S =

−fb
0
0
ω˙T + Q˙
−ω˙k − ω˙DBD

,
where τij is the viscous stress tensor for a Newtonian fluid and δij is the Kronecker delta. The energy source
ω˙T and species source term ω˙k are provided by the 12-reaction H2–O2 model of Boivin et al. [213], which
includes 9 species: H2, O2, H, H2O, HO2, N2, OH, O, and H2O2. The momentum source fb, heat source Q˙,
and species source ω˙DBD are provided by PIC simulations with (4.25). The flow equations with sources are
solved with the PlasComCM code [214]. Additional details regarding this formulation and its discretization
with high-order finite differences are available elsewhere [215, 216]. Transport coefficents (thermal diffisivity
and conductivity, viscosity, and species diffusivities) are calculated using Cantera libraries for gas mixtures
[217]. The mixture transport models in these libraries come from formulations for reacting flows and kinetic
theory [218, 219].
The computational mesh is Cartesian with uniform spacing of 4µm in each direction. A grid convergence
study was conducted with number of cells in the mesh ranging from 150,000 to 540,000. A particular concern
when simulating flow with flames is providing sufficient resolution for ignition fronts and flames. The fast
time scales of radical branching leads to the explosive multiplication of radical species, which can occur
on a spatial scale considerably smaller than the flame thickness. Laminar flame velocity SL computed on
a one-dimensional grid with spacing of 70µm leads to an error less than 10% of the experimental value,
consistent with expectations for this model, so we expect our finer grid to sufficiently resolve the flame edge
[220, 213].
Walls in the fuel inlet and combustion channel are isothermal at 300 K and no-slip. A constant recom-
bination coefficient of γ = 0.001 is specified for the H and O radicals on the walls of the channel based on
surface reaction rates for silica [69, 9]. Pure H2 enters the inlet on the left side of the combustion channel at
a pressure of 1 atm, a temperature of 300 K, and with a parabolic flow profile that has a centerline velocity
of 0.75 m/s. Pure O2 enters the top inlet under the same conditions (1 atm, 300 K) with a parabolic flow
profile that has a centerline velocity of 0.75 m/s. The volume flow rate of oxygen and hydrogen are equal,
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Figure 4.23: (a) Maximum temperature (Tmax) inside the microburner with and without plasma actuation.
(b) Temperature and flowfield without FE-DBD actuators.
so combustion in this system is fuel-lean. At the inlet, the Reynolds number Re = wU/ν = 20.
The flow is ignited using a Gaussian deposition of energy at the centerline of the channel near the fuel
inlet as shown in Figure 4.22. This is on the stoichiometric surface of O2 and H2 and has a full width at
half maximum of 0.1 mm. Temperature inside the pulse increases to 1000 K, after which we investigate the
ignition and ensuing combustion dynamics of this system with and without FE-DBD actuation.
4.5.2 Results and Discussion
Figure 4.23a shows the evolution of maximum temperature in the combustion channel with and without FE-
DBD actuation. Without the FE-DBD plasma, the O2–H2 begins reacting and the flame is soon extinguished.
The temperature distribution and flow field inside the burner during the extinction process are shown in
Figure 4.23b. Expanding gasses in the flame restrict flow from the hydrogen and oxygen inlets. This effect,
combined with thermal and radical quenching in the narrow combustion channel, leads to a low-temperature
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Figure 4.24: Flow structure and temperature in the microburner with FE-DBD actuators.
flame that is extinguished 300µs after ignition. The maximum temperature inside the channel drops below
the ignition temperature of hydrogen (850 K) and continues to drop.
With FE-DBD plasma actuation, the flame is sustained. Upstream actuators heat and partially disso-
ciate the incoming stream of hydrogen and generate body forces to overcome adverse pressure gradients.
Downstream actuators heat and dissociate some of the remaining oxygen molecules to facilitate complete
combustion. Body forces generate suction downstream of the flame that prevents expanding gasses from
impeding the inflow of fuel or oxygen. In this case, the flame temperature stabilizes at 1650 K. The temper-
ature distribution and flow field inside the burner during the extinction process are shown in Figure 4.24.
As indicated by the streamlines in Figure 4.24, incoming hydrogen is pulled toward the channel walls by the
strong body forces at the surface. The momentum added by FE-DBDs is enough to pump hydrogen into
the flame to sustain it, but stagnation points form in the center of the channel. This stagnation partially
obstructs the channel, but not so significantly as to counter the FE-DBD actuation.
When combustion is sustained by the FE-DBDs, the burner efficiently consumes the incoming fuel. Figure
4.25a shows the mass fraction of water in the burner and Figure 4.25b shows the average mass fraction of
species in the horizontal channel (from y = 0 mm to y = 0.4 mm) at steady-state. Because of the small scale
of the burner, most of the mixing occurs through diffusion. Nearly all (∼99%) of the hydrogen entering
the burner is consumed. Downstream of the oxygen inlet, most of the remaining O2 remains at the top
half of the channel due to the slow diffusive mixing. The exhaust primarily consists of water and oxygen,
which is expected for efficient lean combustion. Trace amounts of H2 and H2O2, as well as the relatively
unreactive HO2 radical make up a total of 0.2% of the mass in the exhaust. Generation of radicals by the
FE-DBDs cannot be seen in Figure 4.25b within the high radical concentration inside the flame. A simpler
configuration is considered in the following section to assess the effect of radical generation.
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4.6 Autoignition
A second simulation is used to measure the effect of the FE-DBD on autoignition in the domain shown in
Figure 4.26a. The gas is a uniform, stoichiometric mixture of hydrogen and oxygen initially at T = 950 K.
Walls are isothermal at 950 K with a recombination coefficient of γ = 0.001 for O and H radicals. A
single FE-DBD is placed at the center of the bottom wall. The initial temperature is above the nominal
autoignition temperature (T ≈ 850 K) of the mixture, so we will investigate how the plasma discharge
changes the autoignition delay time.
Figure 4.26b shows the maximum temperature in simulations with and without the FE-DBD. Without
the DBD, the maximum temperature remains at 950 K until the mixture ignites at t = 117µs. With the
DBD turned on, a hot spot is generated at the location of the plasma actuator due to Joule heating. The
maximum temperature in this hot spot is steady at 960 K until combustion is initiated at t = 49µs, less
than half of the time required for ignition without the plasma.
Acceleration of ignition is primarily due to kinetic effects in the DBD plasma. To test this, we remove
the FE-DBD radical and momentum source terms, leaving only Joule heating. In this heating-only case,
autoignition time is reduced by less than 2µs relative to the case without plasma sources (Figure 4.26b).
Most of the autoignition delay is spent building up the pool of radicals necessary for combustion. The
82
1mm
1mm
T = 950K, p = 1atm
2:1 H2:O2
Twall = 950K
a)
0.5mm
0 20 40 60 80 100 120
0
1,000
2,000
3,000
b)
t (µs)
T
m
a
x
(K
) DBD Off
DBD On
Only Q˙
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Figure 4.27: Radical mass fraction (Yrad = YO + YH + YOH) during autoignition simulations. The top row
(a) is without FE-DBD and the bottom row (b) is with FE-DBD. The exposed electrode is indicated by a
red rectangle.
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radicals in the plasma significantly reduce this time. Figure 4.27 shows the mass fraction of radical species
during ignition for simulations with and without plasma source terms. Without DBD radical generation,
radical concentration slowly increases in the center of the domain, away from the walls where heterogeneous
reactions destroy radical species. When a critical density of radical species is achieved, ignition occurs and
spreads from the center of the domain. With DBD radical generation, a critical density of radicals is reached
at the bottom wall, near the plasma actuator. Ignition occurs in the DBD plasma and spreads from the
bottom of the domain. The slight asymmetry seen in the plasma-coupled flame at t = 55µs is due to body
forces in the FE-DBD plasma.
4.7 Summary and Conclusions
A field emission dielectric barrier discharge (FE-DBD) is modeled in conditions relevant for hydrogen-oxygen
combustion. The size of the device is comparable to the electron mean free path, so a particle-in-cell model
with Monte Carlo collisions is used to quantify important discharge mechanisms: body force, Joule heating,
and radical generation. Generally, oxygen is found to enhance the body forces and volumetric heating while
water vapor reduces body force magnitude. Rarefaction that occurs at high temperatures decreases body
force magnitude and Joule heating because electrons participate in fewer ionizing collisions as they cross the
electrode gap.
A boundary layer model is used to estimate the change in velocity and change in temperature resulting
from body forces and Joule heating in the FE-DBD plasma. For the considered case of room temperature
mixtures at atmospheric pressure, the magnitude of induced velocity varies between 10 and 20 m/s and
temperature change varies between 5 and 20 K. The variation in flow response is caused by changes in fluid
properties and plasma behavior for different gas compositions.
Source terms calculated in the PIC-MCC model are implemented in a continuum model for combustible
H2-O2 mixtures. In a two-dimensional jet-in-crossflow microburner, FE-DBDs placed in the combustion
channel enhance the mixing of fuel and oxygen and prevent flame extinction. In another example, radical
generation in the plasma of a single FE-DBD reduces the autoignition delay time of a 950 K H2-O2 mixture
by a factor of two. These examples demonstrate that FE-DBD devices have the potential to enhance the
ignition and combustion behavior of microscale flames, even in the presence of severe thermal and radical
quenching.
Microplasma devices like the one investigated here can provide an alternative to (or act in conjunction
with) catalytic surfaces in microburner channels. Catalysts anchor flames and lower activation energies
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for combustion reactions, but they can become fouled by the buildup of soot or impurities present in fuel
mixtures. Plasmas perform a similar function in the gas phase and produce energetic particles that can
clean the catalyst surface and even accelerate surface reactions [221].
The examples here are idealized representations of more complex laboratory microburners. These results
suggest that field-emission plasma coupling has a beneficial effect on micro-flame stability and temperature,
but more work is still needed to measure how this flame enhancement can translate to increased power
generation in traditional microburner geometries and fuel mixtures. Hydrogen and oxygen were investigated
here because of the simple plasma and combustion chemistry compared to more complex hydrocarbon fuels.
Difficulties in storage and transport of hydrogen make it an impractical choice for portable power generation.
Methane and propane pose fewer logistical challenges, but these fuels are more sensitive to quenching and
have narrower flammability limits, making them prone to blowoff and extinction. These fuels could benefit
from radical and heat generation from plasma actuation. However, the far more complex chemistry and the
lack of plasma models for these fuels pose a challenge in predictive modeling of these systems.
Finally, there is a particular need for experimental confirmation for field-emission driven microscale
plasma actuators and plasma-coupled microcombustion. These models and simulations show that a FE-
DBD can significantly enhance microscale flows and combustion, but experimental measurements of flow
enhancement, heat generation, and radical generation will be invaluable for further development and vali-
dation of these computational models.
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Chapter 5
Microburner Simulations
5.1 Introduction
Because the length scales involved are small, microcombustion is limited to a laminar regime, where mixing
is achieved only through diffusion [222, 223]. The resulting poor mixing results in various flame instabilities,
and flame extinction [224, 225]. Our goal in this chapter is to build a computational model of a well-tested
microburner where the combined effects of poor mixing and quenching produce unstable flames. The model
will then be used in Chapter 6 to determine the effect of FE-DBDs in this device.
Different approaches to overcome the challenges of microcombustion have produced two classes of mi-
croburners: heterogeneous burners, where a flame is sustained by a catalyst, and non-catalytic burners,
where combustion reactions occur exclusively in the gas phase [37]. Catalytic microburners are effective
with small channel diameters < 0.5 mm and are resilient against flame extinction and blowout, but they
require long residence times to achieve complete fuel consumption [37]. Catalyst surfaces are also easily
fouled by chemicals like the sulfur present in common fuel mixtures, rendering them ineffective after brief
periods of operation [25]. non-catalytic combustion is effective in channels with a diameter of &1 mm, but
these are more sensitive to heat loss because higher temperatures are required to sustain the flame [226].
Non-catalytic microcombustors must also be carefully designed to avoid flame blowout. As flow rate in-
creases, the potential power output also increases, but the flame is more easily pushed out of the channel by
the flow [227, 228].
It is well-understood that plasma can enhance or augment combustion [26, 160, 58]. Electron impact
excitation, dissociation, and ionization of the gas produce radicals and other active species that accelerate
the chain reactions necessary for combustion. Lorenz forces from an electric field on space charges can
influence hydrodynamics, particularly in low-speed flows[229, 5]. Finally, heat is generated by concentrated
electric current in the discharge. These effects are proportional to the power input, so the level of combustion
enhancement can be controlled with a response time on the order of microseconds [28, 230]. Recent devel-
opment of sub-millimeter scale plasma devices has has shown that plasma can be used to alter small-scale
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flows [231]. Experiments and models have also demonstrated that micron-scale plasma devices can leverage
field emission of electrons to enhance or sustain plasma discharge in conditions where a larger-scale device
could not operate [28, 157, 158]. Recent computational work has shown that field emission dielectric barrier
discharge (FE-DBD) can efficiently pump gas in sub-millimeter scale channels [28] and even enhance ignition
through radical generation [150]. Severe thermal and radical quenching at the micron scales produce weak
and unstable flames that could benefit from plasma coupling, though the efficacy of plasma-coupled micro
combustion has not yet been investigated.
Our target is the non-premixed, non-catalytic microburner designed and tested by Miesse et al.[36, 224].
The microburner configuration, shown in Figure 5.1, consists of separate fuel and oxygen inlets that are
2.5 mm wide, 5 mm long, and 0.75 mm deep. They join at a 90◦ angle in a Y-shape into a 5 mm wide, 40 mm
long, and 0.75 mm deep channel, where diffusive mixing and combustion occur. The channels are milled into
an aluminum oxide (alumina) substrate, chosen for its low chemical activity and high melting temperature
(2300 K). The alumina was annealed in high-temperature oxygen to remove surface imperfections and en-
hance the surface oxide layer, further reducing the chemical reactivity of the alumina to minimize radical
quenching. H2-O2 and CH4-O2 flames were sustained in the burner, but poor mixing resulted in low fuel
consumption (around half of the fuel was exhausted from the burner without being oxidized). Quenching
effects and poor mixing produced low-temperature flames, making it possible for the device to operate for
long periods without melting or destroying the burner material. In one case, the burner was operated con-
tinuously for 72 hours without noticeable damage to the channel walls. At certain flow rates with methane,
unburned fuel and oxygen formed a sufficiently rich diffusion layer that a second, “cell” flame would develop
downstream of the first flame in the channel [225]. The cell flame was free-floating with a stable position and
for some flow rates, multiple cell flames could be seen in the combustion channel. Our objective is to build a
simulation model of this well-tested microburner with sufficient fidelity to reproduce flame instabilities and
burner performance in experiments. Then, with this model, we will evaluate the efficacy of field emission
plasma actuation and assess the roles of chemical, thermal, and momentum sources on burner performance.
The microburner model is developed in Section 5.2. The burner is simulated and performance with H2-O2
and CH4-O2 flames is discussed in Section 5.3. Finally, Section 5.4 summarizes the principal conclusions.
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Figure 5.1: Microburner channel geometry with a single anchored flame.
5.2 Computational Model
5.2.1 Governing Equations
The flow is represented by the three-dimensional chemically reacting compressible flow equations,
∂~U
∂t
+
∂ ~Fi
∂xi
− ~S = 0, (5.1)
where ~U = [ρ, ρu1, ρu2, ρu3, ρE, ρYk]
T
is the vector of conserved variables, which includes the density ρ,
momentum ρui in direction i, total energy density ρE (including thermal, kinetic, and chemical energy), and
the density ρYk of reactant k for k = 1, ..., N−1. The density of the N -th component is ρYN = ρ−
∑N−1
k=1 ρYk,
with the constraint
∑N
k=1 Yk = 1, where Yk is the k-th mass fraction. The fluxes in (5.1) are expressed as
~Fj = ~F
I
j − ~FVj , for j = 1, 2, 3, and the components of the fluxes and volumetric source term are given by
~F Ij =

ρui
ρu1ui + pδi1
ρu2ui + pδi2
ρu3ui + pδi3
ui(ρE + p)
ρYkui

, ~FVj =

0
τ1i
τ2i
τ3i
ujτij − qi
fVk

, and ~S =

−fb
0
0
0
ω˙T
−ω˙k

,
where τij is the viscous stress tensor for a Newtonian fluid and δij is the Kronecker delta. The energy source
ω˙T and species source ω˙k are provided by the combustion chemistry model. Additional details regarding this
formulation and its discretization with high-order finite differences are available elsewhere [215]. Transport
88
Figure 5.2: Detailed view of the 3D fluid mesh at the junction of fuel and oxidizer inlets.
coefficents are calculated using Cantera libraries for gas mixtures [217] using common models in [218, 219].
Hydrogen combustion is modeled with the 12-reaction model of Boivin et al. [213], which includes 9
species: H2, O2, H, H2O, HO2, N2, OH, O, and H2O2. This chemistry model accurately predicts flame speed,
flame temperature, and autoignition delay time for a wide range of equivalence ratios and gas pressures.
Methane combustion is modeled with the 83-reaction model of Lu and Law, which includes 19 species:
H2, H, O, O2, OH, H2O, HO2, H2O2, CH3, CH4, CO, CO2, CH2O, CH3O, C2H2, C2H4, C2H6, CH2CO,
and N2. This model was accurately reproduces flame speed and structure in laminar flames [232].
5.2.2 Discretization
We discretize the fluid domain Ωf with a single structured grid. A detailed view of the mesh around the
inlet region is shown in Figure 5.2. The fluid grid is Nx ×Ny ×Nz = 795× 201× 20 points with an average
spacing of around 30µm in each direction. Laminar flame velocity SL computed on a one-dimensional grid
with spacing of 70µm matches experimental measurements to within 10%, consistent with expectations for
this model, indicating that our finer grid should sufficiently resolve the flame edge [220, 213].
The domain for thermal transport in the walls Ωw consists of a 1D chunk of material coupled to each
fluid boundary node. A schematic of the interface between the fluid and wall grids is shown in Figure 5.3.
Each wall has a uniform thickness of 0.5 mm and the grid spacing for thermal transport inside the wall is
62.5µm.
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90
5.2.3 Boundary Conditions
Experiments and simulations indicate that temperature gradients in the burner walls are higher in the wall-
normal direction (> 400 K/cm) than the lateral direction (100 K/cm) [83]. For computational efficiency,
our model accounts only for the dominant heat loss mechanism — conduction through the wall to a room
temperature external environment. Radiative heat transfer and heat conduction in the plane of the wall are
ignored. This will have the added effect of preventing heat flow from the hot exhaust to the cold inlets.
Without the pre-heating of incoming fuel and oxygen, the effects of thermal quenching will be enhanced.
We solve the 1D heat equation,
∂T
∂t
− αw ∂
2T
∂x2w
= 0 (5.2)
inside of the wall, with the axis orthogonal to the fluid-wall interface. In (5.2), αw is the thermal diffusivity
of the wall and xw is distance in the wall-normal direction. Temperature and heat flux are continuous across
the fluid-wall interface, so
T (xw = 0) = Tf (5.3)
dT
dxw
(xw = 0) =
kf
kw
dTf
dn
(5.4)
where Tf is the fluid temperature at the surface and
dTf
dn is the wall-normal temperature gradient in the
fluid. The exterior surface of the wall is subjected to convective heat loss,
∂T
∂xw
∣∣∣∣
xw=Xw
=
h
kw
(T (Xw)− T∞), (5.5)
where h is the heat transfer coefficient and Xw is the wall thickness, and T∞ is the ambient external
temperature.
A schematic showing the boundary conditions applied to the grid is shown in Figure 5.4. Inflow-outflow
conditions are applied at the extents of the grid in the x-direction and the wall is treated as a no-slip
boundary. Fluid boundary conditions are enforced via simultaneous approximation term (SAT) penalty. At
the inlets and outlet, an absorbing sponge zone is also applied to suppress spurious reflections [233], with
damping
−Υ (Q−Qtarget) (5.6)
for
Υ =
1
2
( |x− x0|
|xb − x0|
)2
(5.7)
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added to the flow equations (5.1). All these sponge zones span the channel width and extend 1 mm in the
x-direction. The target solution Qtarget at the inlets is the initial condition; and burner behavior was found
to be insensitive to the choice of target for the outlet sponge.
The flow is initialized with a laminar Poiseuille flow in each of the two inlets that smoothly combine into
a single parabolic profile in the main combustion channel. Initially, vz is zero everywhere. The bottom half
of the channel (y < 0) is initially pure O2 and the top half is pure fuel. The initial flow profile is nonphysical
but its associated transients are negligible well before quantities of interest are measured. When the cold
flow of fuel and oxygen reaches steady-state, the flow is ignited using an ad-hoc Gaussian shaped deposition
of energy near the microburner exit. The simulation proceeds until steady-state is achieved.
5.2.4 Solution Method
The equations with sources are solved with the PlasComCM code using fourth-order Runge–Kutta time
integration [214, 216]. Additional details regarding this formulation and its discretization with high-order
finite differences are available elsewhere [215, 216].
Due to the relatively low Mach numbers used in the microburner (Ma = 0.04 at the inlets based on the
speed of sound in air), direct simulation of the compressible flow equations would lead to extremely small
time steps. To alleviate this, the flow velocity is artificially increased and the viscosity is proportionally
decreased in order to increase the Mach number to 0.1 while maintaining the Reynolds numbers used in the
experiments. The time scales of the chemistry are adjusted accordingly.
5.2.5 Ignition of a Cell Flame
In experiments, the initial flame is a single diffusion flame anchored at the junction of fuel and oxygen inlets
[3]. The subsequent formation of cell flames occurs after seconds to minutes of thermal equilibration. Cell
flames spread from the burner exit toward the burner inlets, reaching an equilibrium position midway down
the length of the channel.
Fast chemical kinetics in methane combustion limit the time step (∆t = 5 ns), making long simulation
times inconvenient. To circumvent this problem, we force the ignition of the secondary (cell) flame to occur
over a time period of 500µs. To do this, a Gaussian heat source is placed near the channel exit with a
peak intensity of 109 W/m3. Naturally, this results in a far more violent secondary ignition than seen in
experiments. The ignition process is shown in Figure 5.5. Expanding gasses near the channel exit produce a
strong pressure wave that travels upstream toward the fuel and oxygen inlets. The pressure wave extinguishes
the anchored flame by forcing it against the channel wall and temporarily reversing the flow in the fuel and
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Figure 5.5: Ignition of the cell flame showing extinction of the anchored flame at the inlet.
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Figure 5.6: The process used to generate the initial condition for flame cell simulations. Contours of
temperature are shown.
93
Table 5.1: Values of physical parameters used for microburner simulations.
H2-O2 QH2 = 200, 133, 100 ccm
Flow Parameters QO2 = 100, 66, 50 ccm
Re = 200, 133, 100
CH4-O2 QCH4 = 100, 66, 50 ccm
Flow Parameters QO2 = 200, 133, 100 ccm
Re = 200, 133, 100
Thermal Parameters kw = 15 W/m K
αw = 4.62× 10−4 m2/s
h = 10 W/m2K
T∞ = 300 K
oxygen inlets. After this transient, a flame stabilizes near the channel exit, and flow in the channel returns
to the anticipated equilibrium, though the anchored flame is absent. As shown in Figure 5.6, the front half
of the pre-transient solution and the rear half of the post-transient solution are smoothly combined so both
the cell flame and the anchored flame are present, according to
Q = QAF
[
0.5− 0.5 tanh
(
x− 20 mm
2.5 mm
)]
+ QCF
[
0.5 + 0.5 tanh
(
x− 20 mm
2.5 mm
)]
, (5.8)
where QAF is the pre-transient solution with an anchored flame and QCF is the post-transient solution with
the cell flame. This solution is then simulated until the cell flame moves to an equilibrium position and
its temperature stabilizes, which takes 23 ms. Over the course of the transient, the cell flame shifts 4-5 mm
toward the inlet and its temperature is reduced by over 400 K.
5.3 Results
A stoichiometric ratio of fuel and oxygen was simulated with CH4-O2 and H2-O2 at three flow rates: QTot =
300, 200, and 150 ccm. Flow parameters match experiments performed by Miesse et al. with this microburner
[36, 223, 224]. The walls are given the properties of alumina, but thermal capacity has been reduced by a
factor of 100 to speed up temperature change in the walls and reduce the time to a steady-state solution. The
heat transfer coefficient on the outside of the burner represents that of free convection in air. A summary of
physical parameters is shown in Table 5.1. Fuel consumption in the burner model is calculated by measuring
the mass flow rate of fuel near the exit and dividing it by the mass flow rate at the fuel inlet.
For both fuels, a flame anchors at the junction of fuel and oxygen inlets. Maximum temperature for
methane is shown in Figure 5.7. Flame temperature for the higher flow rates is stable above 2000 K, but a
flame could not be sustained at 150 ccm. A second ignition method was used to confirm flame extinction at
150 ccm. Starting with a stable flame at 200 ccm, the flow rate was linearly decreased to 150 ccm over the
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Table 5.2: Fraction of fuel consumed in the microburner for different flow rates and fuels.
Flow Rate Fuel Consumed
H
2
-O
2 150 ccm 37%
200 ccm 45%
300 ccm 40%
C
H
4
-O
2
150 ccm 0% (extinguished)
200 ccm 28%
300 ccm 34%
(Anchored flame)
300 ccm 54%
(Anchored flame
and flame cell)
0 200 400 600 800
1,800
2,000
2,200
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w/ cell flame
no cell flame
t (µs)
T
m
a
x
(K
)
150 ccm
200 ccm
300 ccm
Figure 5.7: Maximum temperature inside the CH4-O2 microburner for three flow rates. Flame temperature
is stable for 300 ccm and 200 ccm, but the flame extinguishes when the flow rate is reduced to 150 ccm.
course of 100µs (t = 0 – 100µs). Shortly after the transition period, temperature drops and the anchored
flame is extinguished within 800µs.
Distribution of CH4 and O2, and temperature are shown in Figure 5.8 for 200 ccm. When present, the
anchored flame in the methane burner is limited in size. Heat loss in the burner quenches the trailing
diffusion flame, resulting in a relatively short region of active combustion. Fresh fuel and oxygen diffuse into
the mixing layer behind the edge flame and for higher flow rates, the resulting mixing layer is capable of
supporting an additional flame in the burner. For 300 ccm, a cell flame is stabilized following the procedure
outlined in Section 5.2.5. Species concentrations and flame structure with the cell flame are shown in Figure
5.9. Temperature contours in the mixing plane of the burner (y = 0) are shown in Figure 5.10. Temperature
in the cell flame is higher than in the anchored flame, increasing the maximum temperature in the burner
to nearly 2300 K. Figure 5.11 shows flow streamlines in the methane burner with a cell flame. Thermal
expansion in each flame obstructs flow down the center of the channel, forcing the fuel and oxygen streams
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Figure 5.8: Fuel and oxygen distribtion in the methane burner at z = 0 for Q = 200 ccm.
Figure 5.9: Fuel and oxygen distribtion in the methane burner at z = 0 for Q = 300 ccm with a cell flame.
Figure 5.10: Contours of temperature at y = 0 for methane at QTot = 300 ccm with a cell flame.
Figure 5.11: Flow structure in the methane burner for Q = 300 ccm with a cell flame. Location of anchored
flame and cell flame are indicated with temperature contours.
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Figure 5.12: Mole fraction of radical species (OH+O+H+HO2) in the z = 0 midplane of the H2-O2 burner
with QTot = 300 ccm.
Figure 5.13: Temperature and reactant concentrations at z = 0 for H2-O2 with QTot = 300 ccm.
to diverge and hindering mixing.
Because of mass transfer limitations and thermal quenching, the region of active combustion (where
radical mole fraction is > 10−4) only occupies 5% of the burner volume with a single anchored flame and
20% of the burner volume when a cell flame is added. Flame structure and flame size are consistent with
experimental observations of flame luminescence, where it was estimated that 5-25% of the burner was
occupied by the flames [36].
Strong thermal quenching limits fuel conversion inside the methane burner. Table 5.2 lists the fraction
of fuel consumed for the tested flow rates and fuels. Fuel consumption generally increases with flow rate
and is improved by the addition of a cell flame, but even in the best case only half of the methane is
consumed. These values are consistent with experimental estimates of 30-50% fuel conversion based on gas
chromatography measurements of the burner exhaust [225, 224]. Remaining methane is ejected in the hot
burner exhaust as a fuel-air mixture.
Hydrogen is more diffusive and has wider flammability limits than methane, so a flame is sustained
for all three flow rates.The hydrogen flame structure is shown in Figures 5.12 and 5.13. In each case, a
single diffusion flame extends a significant fraction of the channel length. The robust hydrogen combustion
produces significantly higher flame temperatures compared to methane. Figure 5.14 shows temperature
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Figure 5.14: Temperature averaged across the channel for H2-O2 combustion. Maximum temperature in the
flame is also listed for each flow rate.
averaged across the channel. After an initial peak in temperature, the flame is quenched over a span of
10-15 mm depending on the flow rate. For flow rates of 200 and 300 ccm, flame temperature exceeds 2400 K
in the center of the channel. This exceeds the melting temperature of alumina, but as we see in Figure
5.15, even at the highest flow rate, temperature near the alumina surfaces does not exceed 2300 K. The
highest wall temperature is achieved with a flow rate of 300 ccm, where the internal surface reaches 2190 K.
Aluminum oxide is mechanically stable up to around 2100 K, so while the immediate problem of melting is
avoided, prolonged operation with hydrogen at high flow rates would make the burner more susceptible to
damage outside of the carefully controlled laboratory environment.
As shown in Table 5.2, fuel consumption of the hydrogen burner is superior to the methane burner. Of
the flow rates tested, the highest combustion completeness is achieved at 200 ccm. At 300 ccm, the faster
flow rate reduces residence time in the burner and leaves a larger fraction of fuel unburned.
In each case, flame structure matches experimental observations with this burner. In tests with methane,
flames were extinguished at 150 ccm, a single anchored flame was present at 200 ccm, and a cell flame
appeared at 300 ccm. In tests with hydrogen, a single diffusion flame was observed at each flow rate and
burner temperature was higher than with methane [225, 36].
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Figure 5.15: Contours of temperature at the mixing plane (y = 0) of the hydrogen burner for QTot = 300 ccm.
5.4 Summary and Conclusions
A non-premixed homogeneous micro burner is simulated for hydrogen-oxygen and methane-oxygen combus-
tion. The high surface-to-volume ratio in the burner inhibits combustion, causing flame instabilities and
only partial consumption of fuel in the device. With hydrogen, flame temperature is near the melting point
of alumina, risking the structural integrity and longevity of the device. Methane is less diffusive than hy-
drogen and produces a smaller, low temperature flame that leaves more of the fuel unburned. This allows
the formation of the“flame cell” instability. Our model reproduces flame structure seen in experiments for
each flow rate and both fuels, including the flame cell instability. In the model, around half of the reactants
are consumed in the burner, consistent with experiments.
This is the first three-dimensional simulation to successfully reproduce the flame cell instability. Previous
simulations of this microburner have used more detailed heat transfer models that account for radiative
heat transfer, but simplified transport and chemistry models only produced single diffusion flames with
unphysically high flame temperatures (> 3000 K) [83]. The ability of our model to reproduce the cell flame
instability and to match experimental observations makes it a good candidate to test the effects of plasma
coupling.
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Chapter 6
Plasma-Coupled Microburner
Simulations
As shown in Chapter 5, combustion can be sustained inside of the non-premixed microburner, but the design
has a number of drawbacks that present challenges for portable power generation. Flame temperature can
be high enough locally to damage the burner and incomplete combustion results in dangerous, flammable
exhaust. A small fraction of the combustion channel is occupied by the flame, which is unacceptable for a
device where space efficiency is an objective.
We test the efficacy of field emission DBD actuators (FE-DBDs) to improve performance with temper-
atures still low enough to avoid damage to the device. Plasma can accelerate gas-phase chemical kinetics,
allowing complete combusion to occur in a smaller region or at a lower temperature. This would allow for
smaller, safer microcombustion devices with fewer harmful emissions.
Plasma source terms in the microburner simulation are described in Section 6.1. Design options for the
plasma-coupled microburner are discussed in Section 6.2. The central results — the effect of microplasma
coupling on H2-O2 combustion in the microburner — are presented in Section 6.3.
6.1 Plasma Sources
Radical source, heat source, and momentum source terms in the right hand side of (5.1) introduce the plasma
effects. Sources are from particle-in-cell (PIC) simulations of a field emission dielectric barrier discharge (FE-
Figure 6.1: Electrode configuration for the FE-DBD actuator.
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Figure 6.2: Electrode configuration and body force direction in the Pump and Mixer designs.
DBD) in atmospheric pressure H2-O2-H2O mixtures [150]. Figure 6.1 shows the electrode configuration. The
configuration matches that of a standard surface dielectric barrier discharge (DBD) actuator with length
scales reduced by a factor of 103 [234, 193]. Two electrodes are positioned across the channel with one
electrode buried under a 3µm dielectric layer. A 10 MHz sinusoidal AC potential difference of 300 V is
applied to the electrodes. This generates a ∼ 108 V/m electric field, which induces the field emission of
electrons from the exposed electrode. The resulting low-temperature, non-equilibrium plasma stimulates
chemical reactions, generates a Coulombic body force, and increases gas temperature through Joule heating.
Details of the PIC model are reported elsewhere[150]. In short, source terms are cubic fits to PIC results
for a variety of H2-O2-H2O mixture ratios and gas temperatures between 300 K and 2000 K at atmospheric
pressure [150]. H, O, and OH are generated by the dissociation of H2, O2, and H2O. Body force densities
are around 107 N/m3 and Joule heating is around 109 W/m3 in the small (∼20µm) region at the corner of
the exposed electrode. Body forces and Joule heating generally increase with oxygen content and decrease
with temperature and water concentration. Body forces are added as a momentum source, Joule heating as
a thermal source, and radical generation as a source of species and energy.
6.2 Actuator Location
Arrays of five parallel FE-DBDs are placed on the +z and −z walls of the burner. Electrodes are 5 mm
long with a spacing of 0.5 mm between actuators. We examine the three designs shown in Figure 6.2,
differentiated primarily by the orientation of plasma actuators. In the first design, shown in red in Figure
6.2, electrodes are placed parallel to the y-axis. Body forces in this configuration push in the positive x-
direction, countering viscous losses in the combustion channel. The second design, (blue in Figure 6.2) has
electrodes oriented parallel to the x-axis. The actuators on one wall generate body force in the positive
y-direction and actuators on the opposite wall generate body force in the negative y-direction, mixing
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Table 6.1: Fraction of fuel consumed in the H2-O2 microburner for different actuator orientations with
QTot = 300 ccm.
Design Fuel Consumed Improvement
No Plasma 39.8% —
Pump 46.2% 1.16×
Intermediate 56.0% 1.41×
Mixer 71.5% 1.80×
unburned fuel and oxidizer. Different electrode orientations will change the location of radical generation
and volumetric heating in the device, but the FE-DBD array is located in approximately the same location
in each design so we anticipate the largest distinguishing factor will be the direction of body forces. Because
of the anticipated hydrodynamic effects, the first design is referred to as the “Pump” and the second as the
“Mixer.” Finally, an “Intermediate” configuration (green in Figure 6.2) is simulated, where actuators are
inclined 45◦ relative to the y-axis and momentum transfer is split equally between the x- and y-directions.
Because of the availability of results for H2-O2-H2O mixtures and the relative simplicity of hydrogen
chemistry compared to methane, plasma coupling is only modeled in the hydrogen-fueled burner. Simulation
of each design began with the steady-state flow-field for H2-O2 combustion at 300 ccm. The designs are
simulated with plasma sources until transient behavior disappears. In each case, flame temperature and flow
structure reach steady-state within 5 ms.
6.3 Results & Discussion
Fuel consumption for each configuration is listed in Table 6.1. All designs increase the fuel consumption. The
Mixer shows the greatest improvement, followed by the Intermediate design, and finally the Pump design has
the smallest effect on fuel consumption. Average temperature across the microburner channel for each design
is shown in Figure 6.3. In each case, plasma coupling has reduced the temperature of the anchored flame
while increasing the temperature downstream, near the electrode arrays. This effect is most pronounced in
the Mixer, where the maximum temperature in the anchored flame is reduced from over 2400 K down to
1870 K and enhanced mixing of fuel with oxygen produces a large, diffuse flame near the electrodes, shown in
Figure 6.4. The result is a flatter temperature distribution down the length of the device, reducing thermal
stresses in the walls and making better use of the full burner volume.
The Intermediate design produces a similar temperature profile, but only a fraction of the body force is
used to enhance mixing so the second flame is smaller in size with a lower temperature. Joule heating and
radical generation in the Pump design increase temperature locally (visible as local peaks at each FE-DBD
in Figure 6.3), but the low mixedness prevents the energy deposition from translating to increased fuel
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Figure 6.3: Temperature averaged across the channel for the three electrode configurations compared to the
case without plasma for QTot = 300 ccm.
Figure 6.4: Flame structure in the Mixer design. Values are measured at the midplane (z = 0) of the burner.
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Figure 6.5: (a) y-velocity in the Mixer design and streamlines showing the mixing region. (b) Streamlines
are colored by vorticity.
Figure 6.6: Mixture ratio (Φ = 0.5nH2/nO2) (a) without plasma and (b) with plasma in the Mixer design.
consumption.
In each case, lowered temperature of the anchored flame is the result of hydrodynamic effects induced
by the field emission plasma. FE-DBD actuation has a visible effect on flow structure in each design and
the induced changes are steady in time. The flow induced in the Mixer design is shown in Figure 6.5. Near
the electrode arrays, y-velocities, which are near zero without actuation, are as high as 9 m/s. Gas is pulled
toward the wall near each electrode, where body forces accelerate the flow, producing the ripples visible in
Figure 6.5a. A vortex is generated on the oxygen side of the burner near the center of the channel. This
asymmetry is present because plasma is stronger in O2 due to its low ionization energy and electronegativity,
so body forces are stronger here. The shearing flow forces cold fuel and oxygen into the reaction zone and
stretches the flame, which lowers flame temperature.
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Figure 6.7: x-velocity (a) and temperature (b) in the Pump design at y = 0.
The increased fuel consumption in the Mixer design comes from stretching of the stoichiometric surface,
shown in Figure 6.6. Without plasma, mixing of H2 and O2 is limited by diffusion and only a small fraction
of the burner is occupied by a combustible mixture. Forces from the plasma expand the mixing region so it
occupies most of the channel.
Flow in the Pump design is shown in Figure 6.7. Body forces localized near the walls bring the Poiseuille
flow to a more uniform plug flow. The new flow profile enhances heat transfer to the walls, decreasing
temperature of the anchored flame. Body forces in the x-direction are parallel to the primary concentration
gradients without actuation, so the shape and size of the mixing region is largely unaffected by the plasma.
Figure 6.8 shows the flow structure in the Intermediate burner. There is mixing of fuel and oxidizer,
though vorticity is less intense than in the Mixer and the vortex is located toward the oxygen side of the
channel, lowering its effectiveness at mixing fuel and oxygen. Body force in the x-direction generates a
plug flow in the affected region, though the effect is asymmetric because mixing has resulted in a higher O2
concentration on the +z side of the channel, enhancing the plasma on that side.
6.3.1 Power Generation
The energy release in hydrogen combustion is
H2 +
1
2
O2 −−→ H2O + 286 kJ/mol, (6.1)
so an ideal burner with flow rates of 200 ccm H2/100 ccm O2 at room temperature and atmospheric pressure
can potentially deliver 2.37 kW with complete combustion. In our microburner model with QTot = 300 ccm,
less than half (40%) of the reactants are consumed inside of the burner without plasma, so its power is
950 W. With the addition of 10 FE-DBDs in the Mixer configuration, fuel consumption was increased to
71.5% giving 1.70 kW.
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Figure 6.8: (a) Streamlines and (b) streamwise x-velocity at y = 0 showing the flow field in the Intermediate
design.
Particle-in-cell models of FE-DBDs at room temperature and atmospheric pressure predict power con-
sumption of 0.225 W/m of electrode in pure H2 and 3.10 W/m in pure O2[150]. The devices tested here used
10 FE-DBDs, each with a length of 5 mm. The power input required to generate the plasma (0.01–0.16 W) is
negligible compared to the increase in power output of the burner (747.9 W). Even the modest improvement
provided by the Pump design (152 W) easily recovers the necessary power input. There would be a net gain
even if the efficiency of converting thermal energy were only 0.1%. The efficiency of typical thermoelectric
devices is 5–10% [235].
6.4 Conclusions
Field-emission dielectric barrier discharge (FE-DBD) actuators are modeled by adding species, energy, and
momentum sources to the flow equations based on physical models used with previous PIC simulations.
The effects of plasma-coupled combustion in the microburner are evaluated for three microburner designs,
differentiated by the orientation of the electrodes. One design uses body forces to mix fuel and oxygen (the
“Mixer”) and another uses body forces to combat viscous losses in the channel (the “Pump”). The third
configuration uses an intermediate electrode orientation that shows characteristics of the previous two de-
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signs. Plasma coupling improves combustion completeness in each configuration, with the Fuel Mixer having
the best fuel consumption at 71%, compared to 40% without plasma. Increased combustion completeness is
accompanied by proportional boost in power output from 950 W to 1.7 kW, a net increase of around 750 W.
Ideally, the microburner would consume all of the fuel supplied without creating temperatures high
enough to jeopardize the structural integrity of the burner. The simple designs we demonstrate here show
that plasma coupling can help achieve both of these effects. Flame temperature is lowered, but the flame
occupies a larger fraction of the burner volume because of additional mixing and radical generation in
the plasma. Microplasma can provide an alternative to (or act in conjunction with) catalytic surfaces in
microburner channels. Catalysts anchor flames and lower activation energies for combustion reactions, but
they can become fouled by the buildup of soot or impurities present in fuel mixtures. Plasmas perform a
similar function in the gas phase and produce energetic particles that can clean the catalyst surface and even
accelerate surface reactions [221]. More advanced plasma-coupled microburner designs could use plasma to
control flame instabilities or enhance heat transfer within the burner.
Micrometer-scale field emission plasma also offers increased versatility compared to current approaches
to microcombustion stabilization. Catalyst-based microburners and microburners with heat recirculating
designs may only be effective for certain fuels and flow rates. The level of microcombustion enhancement
cannot be altered during operation to respond to changes in operating conditions or power demand. Plasma
coupling is effective for a wide variety of gaseous and liquid fuels and the level of microcombustion enhance-
ment is generally proportional to the voltage supplied to the plasma actuator. A plasma-coupled microburner
could be controlled with no moving parts and with a response time of less than a millisecond.
We conclude by stressing the need for experimental work on the topic of field-emission driven microscale
plasma actuators and plasma-coupled microcombustion. Models and simulations show that a FE-DBD can
significantly enhance microscale flows and combustion, but experimental measurements of flow enhancement,
heat generation, and radical generation will be invaluable for further development and validation of these
computational models.
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Chapter 7
Design, Manufacture, and Testing of
an FE-DBD
7.1 Introduction
Though designed using physics-based models, the FE-DBD device of Chapters 4 and 6 has not been manufac-
tured. However, experiments show that small-scale DBD can be sustained by the field emission of electrons.
Using a millimeter-scale DBD, Pai et al. demonstrated that plasma could be generated in high-pressure
conditions (supercritical CO2 at pressures 1–8 kPa), contrary to the predictions of Paschen’s law, which
does not account for field emission [157, 158, 236]. Discharge current in the device was consistent with
the Fowler–Nordheim equation for field emission and the emission spectrum of the plasma was continuous,
indicating that emission from the plasma was the result of bremsstrahlung radiation. The conditions in these
experiments are far from the atmospheric pressure gas mixtures relevant for combustion, but they confirm
that field emission can sustain DBD plasma in situations where secondary electron emission and gas-phase
ionization are insufficient.
The anticipated success of this design based on our modeling and analysis motivates our design, manufac-
ture, and testing of a FE-DBD. Measurements of quantities of interest like radical generation, heating, power
consumption, and body forces are needed to validate the numerous computational models of micrometer-
scale atmospheric pressure discharges. Our goal is to produce a sub-millimeter-scale FE-DBD suitable for
operation in a combustion environment and perform detailed diagnostics for model validation.
7.2 Design & Manufacture
The basic FE-DBD design is shown in Figure 7.1. The device is functionally similar to the FE-DBD simulated
in previous chapters, with minor changes to simplify manufacture. The dielectric material has been changed
to polyimide (also known by its commercial name, Kapton) instead of Si3N4. Polyimide is easily obtained
in liquid form and can be spin-coated to an arbitrary thickness. Deposition of micron-thick silicon nitride
layers is difficult and expensive, and it is anticipated that defects accumulated in the deposition process
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Exposed Electrode (50 nm Cr + 300 nm Au)
Buried Electrode (Cr + Au)
3 μm
Glass 250 μm
10 μm
350 nm
1 mm
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Microscope Slide1 mm
Two arrays per slide1 array = 4 FE-DBDs
Figure 7.1: Cross-section of a single pair of FE-DBD electrodes (top). Layout of electrodes in the manufac-
tured device (bottom). Lengths in the top figure are not to scale.
crack or delaminate the dielectric layer from the substrate. The electrode material is gold because gold does
not grow a native oxide layer like copper. For sub-micrometer thick copper electrodes, this oxide layer can
penetrate the entire thickness of the electrode and disrupt the electrical properties of the device. Gold does
not adhere well to non-metal surfaces, so chromium is used to act as an adhesive between gold and substrate.
Finally, electrode thickness is reduced to 350 nm: 300 nm of gold on top of 50 nm of chromium since the
maximum allowable thickness of a single layer in a Temescal electron beam evaporator (the machine used for
deposition) is 300 nm. Electrode thickness is not expected to significantly affect the electric field strength
at the corner of the exposed electrode.
FE-DBDs are fabricated into arrays of four electrode pairs each, separated by 1 mm, deposited on glass
microscope slides. The process is summarized in Figure 7.2. These steps were performed in the Materials
Research Lab cleanroom at the University of Illinois. Micrometer-scale features and layer thickness in the
device require the use of microfabrication techniques such as spin-coating, photolithography, and electron-
beam physical vapor deposition. A detailed recipe for the device is included in Appendix B
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Figure 7.2: Steps in the fabrication process for a FE-DBD device.
Figure 7.3: A FE-DBD array.
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Figure 7.4: The experimental setup used in the initial FE-DBD stress test.
7.3 Experiments
7.3.1 Preliminary Setup and Testing
The dielectric breakdown strength of polyimide films is 300–520 V/µm, depending on film thickness, voltage
waveform, and atmospheric conditions [237]. We are interested in applying voltages in excess of 300 V across
a 3µm film. After accounting for electric field enhancement at sharp corners, it is possible this threshold
could be exceeded during normal operation. A preliminary test was used to determine voltages at which the
FE-DBD could operate without destructive arcing.
The simple setup used in the preliminary survivability test of one electrode pair is shown in Figure 7.4.
The exposed electrode was connected to a high voltage power supply and the buried electrode was grounded.
A current probe and a voltage probe were mounted on the side of the exposed electrode. Starting at 50 V
and a frequency of 60 kHz, the amplitude of the supplied voltage was increased in 50 V increments. At each
step, voltage and current readouts were monitored for signs of breakdown for at least 30 s before proceeding
to a higher voltage.
Up to the target voltage (300 V AC), there were no signs of dielectric breakdown and visible or audible
signs of plasma generation. This behavior persisted up to 400 V AC. Current and voltage readings displaying
normal behavior at 400 V are shown in Figure 7.5. Above 400 V, intermittent current spikes appeared in
the measurements, though no evidence of breakdown could be seen or heard. Spikes like the one shown in
Figure 7.6 occurred around once every 10 s at 450 V and increased in frequency for higher voltages.
Ultimately, the device failed at 500 V AC, after a rapid succession of spikes in current. After this, a
potential difference could not be maintained across the electrodes and a nonzero current was measured
111
Figure 7.5: Voltage and current readings during normal FE-DBD operation at 400 V before any signs of
breadown.
Figure 7.6: Voltage and current readings at 450 V showing a current spike.
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Figure 7.7: (a) Damage resulting from the stress-test of the FE-DBD. (b) The same region in an unused
FE-DBD.
flowing through the device. A small defect could be seen on the surface of the FE-DBD. Upon inspection
under a microscope, it appears the dielectric material broke down at the corner of the exposed electrode.
The resulting damage is shown in Figure 7.7. In addition to the point of failure at the center of the image,
a number of pinholes have been created in the dielectric material where the two electrodes overlap. These
pinholes are likely the result of local dielectric breakdown, corresponding to the spikes in electric current
before the final failure of the device.
These tests confirm that, while we are close to the dielectric breakdown strength of polyimide, we should
not exceed the dielectric strength during normal operation at 300 V.
7.3.2 Plasma Diagnostics
Previous experiments with small-scale dielectric barrier discharge have found evidence of field emission
using current and voltage measurements, spectrometry, and optical images of the plasma. In Figure 7.8, we
illustrate these same measurements. The FE-DBD is secured vertically in a dark enclosure. The enclosure is
initially filled with atmospheric air, but a flow controller was connected and pumped argon into the enclosure
at a rate of 1 LPM. Argon was chosen because it is inert and has been found to generally enhance plasma
discharge [238].
The procedure outlined in Section 7.3.1 was repeated. Beginning at 50 V at 67 kHz, the voltage was
increased in 50 V increments. At each step, a 240 s exposure was taken using a Nikon D60 camera with a
50 mm lens. No signs of discharge were observed up to 250 V. Beginning around 300 V, many small spikes
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Figure 7.8: The setup used for the second round of experiments.
in current were seen each discharge cycle. These spikes, shown in Figure 7.9, were more frequent and less
intense than spikes resulting from polyimide breakdown seen in previous experiments (Figure 7.6). This
behavior is consistent with the formation of “microdischarges,” observed in larger-scale DBDs [239, 240].
Microdischarges are formed by gas breakdown and are not necessarily indicative of field emission of electrons.
Light emission for microdischarges appears uniform across the electrodes, as seen in the 240 s exposure in
Figure 7.10a. The shorter 60 s exposure in Figure 7.11 shows individual microdischarges at the edge of the
exposed electrode. After around 10 minutes operating in the microdischarge regime at 375 V, the polyimide
broke down and shorted the circuit. At 375 V, the micro-DBD has a power consumption of 60 mW. For an
electrode length of 5 mm, this converts to 12 W/m, which is roughly twice the power consumption obtained
in PIC calculations for the field-emission regime (5.5 W/m for pure O2).
As seen in Figure 7.12, failure in the microdischarge regime occurred through a short-circuit resulting
from breakdown of the polyimide. Interestingly, the pinholes that formed in the first round of “stress-tests”
did not form in the microdischarge regime, further indicating that the current spikes were the result of gas
breakdown and not breakdown of the dielectric film.
7.3.3 Summary and Observations
These experiments indicate that a few changes will be required to operate and perform further diagnostics
on the FE-DBD. First, a high-frequency power supply is needed. Experiments were performed in the 60–
70 kHz range because this was the highest frequency achievable by readily available power supplies in the
laboratory. The low frequency relative to computational models (which use 10-100 MHz) makes it impossible
to directly compare these experiments with simulations. Operating at higher frequency will also help avoid
the transition to arc discharge. Experiments have found that a diffuse, glow discharge can be sustained at
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Figure 7.9: Current and voltage in the “microdischarge” regime at 375 V. Multiple spikes in electric current
are seen every AC cycle.
Figure 7.10: (a) A 240 s exposure of the actuator in “microdischarge” operation. (b) The discharge super-
imposed on top of an image of the actuator.
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Figure 7.11: A 60 s exposure of the actuator in “microdischarge” operation. Individual discharges are visible
along the edge of the exposed electrode.
Figure 7.12: Visible damage to the electrodes after different modes of operation. Pinholes developed in air
at 400 V, but not in argon at 375 V. Both electrodes ultimately failed from short-circuit.
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Figure 7.13: FE-DBDs patterned on ultrathin glass.
atmospheric pressure using radio frequency (13.56 MHz) power source because the RF period is shorter than
the glow-to-arc transition time [241, 242, 243]. Simulations of FE-DBDs also indicate that the field emission
plasma is enhanced for higher frequencies [196].
The second change is in the FE-DBD design. While the FE-DBD is capable of operating for over 10
minutes with 400 V at 68 kHz, each experimental test has ended in destruction of the FE-DBD by short-
circuit. It is unclear whether the longevity of the device will change at a higher frequency, but the dielectric
breakdown raises concerns if the device will be used in combustion environments, where chemical and thermal
effects will accelerate degradation of the polyimide. For this reason, a second FE-DBD design has been
manufactured using glass as the dielectric. Glass has a higher dielectric breakdown field (500-1200 V/µm),
so it will be less prone to short-circuit, the primary cause of failure seen in the polyimide device [244]. The
devices are shown in Figure 7.13. The same electrode configuration is used, but electrodes are printed on
opposite sides of a sheet of 30µm thick glass. The dielectric layer is ten times thicker in this device so it
will require applied voltage of ∼ 3 kV for field emission, but the increased thickness and new material will
make the device more robust.
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Chapter 8
Summary
Starting at the atomic scale and working up to the millimeter-scale, we have constructed a high-fidelity model
for a realizable plasma-coupled microburner and used the model in predictive simulations. The main results
and observations in this dissertation can be summarized in three categories: (i) models for silica surface
chemistry informed by atomic-scale simulations, (ii) a model for field-emission plasma-coupled hydrogen
combustion, and (iii) detatiled simulations of a realistic microburner and plasma-coupled microburner.
8.1 Silica Surface Chemistry
To study long-time surface reaction dynamics while preserving molecular-level detail, we use atomic-scale
Monte Carlo methods to calculate adsorption site density on a silica surface as well as rates for the Langmuir–
Hinshelwood and Eley–Rideal hydrogen recombination reactions. Two adsorption layers were found in
the Monte Carlo calculations: the chemisorption layer that strongly binds H atoms with a bond energy
of 46 kcal/mol and the physisorption layer that holds hydrogen atoms with a weaker bond strength of
2.2 kcal/mol. Because the physisorption layer can only hold atoms with low kinetic energy, this layer remains
empty except at low temperatures (<70 K). Hydroxyl (−OH) groups formed in the chemisorption layer are
filled except when thermal desorption of hydrogen or the mutual recombination of hydroxyl groups become
significant (>1000 K).
The activation energy we find for the Langmuir–Hinshelwood reaction, (21.96 kcal/mol), is in agreement
with experimental findings. The activation energy is high because it requires the mobilization of adsorbed
hydrogen atoms. As a result, the LH reaction is only active at high temperatures (>500 K). The Eley–
Rideal reaction has a lower activation energy (2.2 kcal/mol) because only one adsorbed atom needs to break
its bond with the surface. The ER reaction is the dominant recombination mechanism for lower temperatures
(<500 K).
Water molecules form a strong hydrogen bond to hydroxyl groups on the silica surface. The heat of
adsorption for water is 10-20 kcal/mol, much higher than for hydrogen atoms in the physisorption layer.
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As a result, the physisorption layer is filled mostly with water molecules even when a small amount of
water vapor is present in the gas phase. Adsorbed water molecules block gas-phase hydrogen radicals from
adsorbing and reacting with chemisorbed hydrogen atoms, reducing the recombination rate on the surface.
Using a two-layer Langmuir isotherm model, we find that hydrogen recombination rates can be reduced by
over 100× for small mole fraction of water (≤10%) in the gas phase. The reduced rate of consumption of
H atoms on the surface raises the radical density in the gas phase when water vapor is present, consistent
with experimental observations.
The approach developed in Chapters 2 and 3 is not restricted to silica surfaces. Because these methods
maintain atomic-scale accuracy, they can be used to measure reaction rates and build chemistry models for
surfaces with nano-scale structures and surface modifications. This is of particular importance in catalysis,
where atomic-scale structures and computational models play an increasingly important role in design of
solid catalysts [245, 246, 247].
8.2 FE-DBD for Combustion Applications
Using a particle-in-cell model, we simulate a micron-scale plasma actuator in H2-O2-H2O mixtures at atmo-
spheric pressure. Large electric fields (∼ 108 V/m) induce field emission of electrons, ionizing and dissociating
the gas around the electrodes. Electrons are lost to surfaces and to the far-field more quickly than slow-
moving ions. The resulting non-neutral plasma results in a strong body force (> 107 N/m3) over a ∼ 30µm
region. Body force and radical generation are accompanied by Joule heating as large as (> 109 W/m3) from
large electric currents.
These effects are enhanced by O2 due to its low ionization threshold and electronegativity. The effects
are quenched by water vapor, a result of its higher ionization energy, large collision cross-section and many
vibrational and rotational excitation levels. The actuator induces velocities as high as 16 m/s and increases
temperature by 10–15 K near the electrodes. In a simple jet-in-crossflow microburner, the combined effects
of plasma sources prevents flame extinction. In a 950 K stoichiometric H2-O2 mixture, the plasma reduces
autoignition delay from 110µs to 50µs, an effect largely due to radical generation.
While there has been a great deal of recent work on plasma-coupled combustion, the effect on sub-
millimeter scale flames had not been investigated up to this point. In small-scale systems, the predominance
of surface effects changes the behavior of both the flame and the plasma. In general, these surface effects are
undesirable for combustion, but this work has shown that plasma surface effects, in particular field emission,
can be leveraged for beneficial effect in plasma-coupled combustion. Thanks to field emission, plasma can be
119
sustained with a voltage lower than predicted by the pd scaling of Paschen’s law. This means that plasma-
coupled microcombustion can be achieved with a relatively small power input, which is important because
the purpose of microcombustion is power generation.
The results of Chapter 4 indicate that FE-DBD plasma can assist the autoignition of combustible mix-
tures. Flame extinction can be a frequent occurrence in sub-millimeter scale combustion channels and a
small-scale plasma device can be used to re-ignite the mixture, providing a similar function to catalysts in
small-scale burners.
8.3 Plasma-Coupled Microcombustion
Using a high-fidelity computational model, we simulate an experimentally tested non-premixed, non-catalytic
microburner with a 5 mm×40 mm×0.75 mm combustion channel. Because of the small lengthscales, mixing
of reactants occurs only through diffusion ,and thermal quenching tends to extinguish the flame. As a
result, combustion completeness is low and generally less than half of the fuel is consumed inside the burner.
Because it has a high diffusivity and wide flammability limits, H2 produces high-temperature flames with
higher fuel consumption at low flow rates. For the highest flow rate (300 ccm), flame temperature was as
high as 2470 K in the center of the flame and 2190 K at surfaces, risking damage to the alumina walls of the
burner. Methane is less diffusive and has narrower flammability limits, so flames in the burner are small
and have a lower temperature. Unlike H2, CH4 is unable to sustain a flame at low flow rate of 150 ccm.
Combustion completeness is low enough in the methane burner that a second, “cell” flame is able to be
sustained inside the burner near the channel exit.
Plasma coupling is simulated with three FE-DBD configurations. Designs that induce body forces that
mix the fuel and oxygen show the greatest improvement in combustion completeness – up to 1.8× the fuel
consumption as the burner without plasma. The design that uses body forces to pump the flow downstream
displays the smallest improvement in combustion completeness, with 1.2× the fuel consumption of the
normal burner. In the plasma-coupled microburners, the increase in combustion completeness allows power
generation of 1.1-1.7 kW compared to 0.95 kW without plasma. The large boost in power output is more
than enough to sustain the plasma, which requires only 0.16 W.
This work represents the first investigation of plasma-coupled combustion at the micro-scale. The model
is notably the first to reproduce the flame cell instability in a 3-dimensional simulation, allowing us to
investigate causes of this instability and techniques to control flame cells in realizable microburners.
These results have implications not only for portable power generation, but also for chemical analysis.
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Small-scale (∼ 0.5 mm) flames are used in flame ionization detectors and gas chromatography [248, 249].
These devices work by measuring the concentration of certain charged species and radicals inside of flames
to detect the presence of certain species of interest. The sensitivity of these devices varies with flame
temperature, a result of changing reaction rates and transport coefficients in the gas phase, as well as
temperature-dependent sensor response. In some cases, sensitivity of the detector could vary by around
100× for temperature fluctuations of 80◦C [250]. Plasma coupling produces low-temperature, radical-rich
flames, suppressing temperature fluctuations and increasing the density of species of interest inside the flame.
8.4 Implications and Future Directions
The results presented in this thesis suggest that atmospheric pressure, field-emission plasma generated by
micron-scale devices can have an appreciable impact on sub-millimeter combustion. Our detailed, physics-
based models for combustion and plasma account for surface effects that are important at small length scales
and are able to reproduce experimental observations. The effect of coupling is consistent with results for
larger-scale systems, though the required power input is low due to field emissions, matching the power
consumption in experiments with FE-DBD [157, 158]. Experimental work is still needed to confirm these
findings. We have shown that the fabrication of the simulated micro-plasma device is possible and that the
device can operate in the microdischarge regime at atmospheric pressure. Limitations on the experimental
operating frequency have thus far prevented direct comparison to simulations and limit us from exploring
the glow-like regime where field emission is anticipated to play a larger role. The micro-plasma devices will
need to be tested at radio-frequency (≥10 MHz) to confirm the findings of our particle-in-cell simulations.
Similarly, further experiments are needed to characterize the effects of micron-scale plasma on sub-
millimeter scale combustion. By measuring quantities of interest like chemical composition of the exhaust and
burner temperature, we can validate our models. Computational tools and simulations allow a detailed look
inside of the microburner, where the small length scale makes experimental measurements of temperature
and species difficult. As a result, rigorously tested computational models will be useful in the design and
analysis of practical plasma-coupled microburners.
The computational model presented in this dissertation is by no means comprehensive and could be
improved with further development. In particular, heat transfer has been simplified for computational
efficiency. Radiative heat is neglected and heat conduction inside of walls occurs only in the wall-normal
direction. Because large temperature variations (> 1000 K) are present inside the combustion channel, a
more detailed look at heat transfer inside the burner and to the outside environment is warranted. This
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will also be required to accurately predict power generation when the burner is coupled to devices such as
thermoelectrics or Sterling engines. These devices use the temperature difference between the microburner
and the external environment to generate useful energy; neglecting additional pathways of heat transfer to
the external environment could overestimate the temperature difference and the power generation.
This work anticipates that micro-plasma can improve combustion completeness in application relevant
conditions. Further work will be needed to determine whether the plasma has a similar beneficial effect
on the operational envelope of the microburner. Another limitation of microburners is the inconsistency of
power generation due to extinction and flame blowout. FE-DBD actuation would be even more advantageous
if it supports combustion in conditions where a flame could not normally be sustained. Because non-catalytic
microburners are prone to flame extinction and are not self-igniting, they are mostly overlooked in favor
of catalytic designs. Plasma coupling provides the means to reduce or even eliminate these undesireable
characteristics. Unlike catalysts, plasma effects are not constrained to surfaces, are not poisoned by the
presence of species like sulfur in fuel mixtures, and are effective for many fuels and flow rates. As a result, a
burner utilizing gas-phase chemistry that is resilient to flame extinction would be an attractive alternative
to catalytic designs.
Finally, there is the design challenge of creating a self-contained plasma-coupled microburner. A concept
drawing of a plasma-coupled microburner is shown in Figure 8.1. In order to be suitable for portable
power generation, the device must be compact and lightweight. Electrical components required for power
generation and plasma operation must tolerate large temperature fluctuations and materials should be able
to withstand large temperature gradients. The outside of the burner also must be kept cool to maintain
the necessary temperature difference across the thermoelectric. An interesting problem is presented in the
control of fuel flow and power input to the plasma. These parameters must be carefully controlled in order
to achieve a desired power output with satisfactory combustion completeness for a potentially wide range of
fuels. Further computational work will be useful in the design and optimization of these controls.
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Figure 8.1: Concept of a portable plasma-coupled microburner.
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Appendix A
Effect of Surface Chemistry on
Propagation of a Confined
Hydrogen-Air Flame
A.1 Introduction
The critical diameter of a tube, below which a flame cannot propagate, is known as the quench diameter.
This length is determined by properties of the gas mixture (the fuel, the equivalence ratio, the temperature)
and of the walls (temperature and reactivity). To test the effects of radical quenching on confined sub-
millimeter scale flames, we calculate the quench diameter of hydrogen-air flames with and without surface
reactions. We repeat the calculation for a range of temperatures so the influence of radical quenching can
be compared to thermal quenching.
A.2 Setup
We perform axisymmetric continuum simulations with PlasComCM and the H2 chemistry model of Boivin
et al. [213, 216]. A structured mesh with a spacing of 25µm in each direction is used. Tube diameter
varies, but the length of each simulated tube is 20 mm. Initially, the tube is filled with a quiescent, uniform
stoichiometric H2-air mixture at a pressure of 1 atm. Temperature smoothly transitions from the adiabatic
H2-air flame temperature (Tad = 2527 K) near the left inlet to a uniform initial temperature, Ti throughout
the rest of the domain. The tube wall is no-slip and isothermal with temperature profile matching the initial
gas temperature. Surface reactions are enforced as Neumann boundary conditions on hydrogen radical
concentration using Fick’s first law of diffusion,
n · ∇Yi = − Ri
ρDi
, (A.1)
where Yi is the mass fraction of species i, Ri is the rate of generation of species i at the surface, ρ is the
mixture density, and Di is the diffusivity of species i. Reaction rates are calculated from radical concentration
and wall temperature using the un-poisoned silica surface chemistry model outlined in Chapter 2.
For a given temperature Ti, an initial tube diameter is chosen and is simulated for 1 ms. If a flame
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Figure A.1: (a) Initial temperature and H2 concentration in the tube and (b) boundary conditions for the
domain used in quench diameter calculations.
develops and propagates in the tube, the diameter is decreased. If a flame does not develop, the diameter is
increased. The process is repeated using the bisection method until the difference between the burn/no-burn
diameter is less than 0.025 mm. The process is shown in Figure A.2 for Ti = 600 K with surface reactions.
In the figure, flames are formed and propagate through the tube for diameters larger than 0.6 mm. At
d =0.5 mm, no flame forms and at 0.6 mm, a small flame forms but it is extinguished after traveling around
1 mm away from the hot end of the tube. In this case, the quench distance is between 0.7 mm and 0.6 mm.
A.3 Results and Discussion
The results of quench distance calculations are shown in Figure A.3. Without surface reactions, the gas
mixture self-ignited for Ti > 850 K regardless of tube diameter. This is consistent with the autoignition
temperature of hydrogen and air, which is around 850 K. When hydrogen recombination was active on
surfaces, autoignition was prevented and sufficiently small tube diameters could quench flames, even for
Ti = 1000 K.
Directly comparing the quench distance with and without surface reactions, we see that the difference
is minimal up to Ti = 800 K. Below this temperature, thermal quenching is the dominant mechanism
preventing flame propagation. At higher temperatures, heat loss from the flame is minimal and radical
quenching becomes the primary mechanism. In this case, the effects of radical quenching are strong enough
at high temperatures to increase the autoignition temperature from 850 K to over 1000 K.
125
Figure A.2: Flames propagating in tubes with Ti = 600 K. Radical mass fraction is YOH +YOH +YO +YHO2.
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Figure A.3: Results of flame propagation simulations (a) without and (b) with H recombination.
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Appendix B
Detailed Process for Manufacturing
FE-DBDs
1. Start with 2×3 in glass slides.
2. Rinse with acetone, IPA, water. Blow dry.
3. Bake at 110◦C for 3 min.
B.1 Base Polyimide spincoating
1. UV treat glass slides for 5 min.
2. Blow particles away before spincoating. If still dirty, rinse with acetone, isopropyl alcohol (IPA), and
water again.
3. Spincoat PI 2545: 500 rpm with 100 ramp for 5 s; then 2500 rpm with 500 ramp for 60 s
4. Bake at 110◦C for 2 min.
5. Bake 150◦C hotplate for 2 min.
6. Fully cure in PI oven. ∼80 min.
B.2 Lift-off layer patterning
1. Rinse with acetone, IPA, water. Blow dry.
2. Spincoat AZ 5214 photoresist at 3000 rpm, 1000 ramp for 30 s.
3. Bake at 110◦C for 1.5 min.
4. Expose patterns for 15 s.
5. Develop in MIF 917 developer for 40 s. Rinse with water, blow dry.
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B.3 Cr/Au patterning
1. Deposit Cr/Au, 50/300 nm using e-beam evaporator.
2. Soak in acetone overnight, remove loose material from the slide using an ultrasonic bath.
B.4 Top Polyimide spincoating
1. Rinse with acetone, IPA, water, blow dry.
2. Spincoat PI 2545: 500 rpm with 100 ramp for 5 s; then 2500 rpm with 500 ramp for 60 s
3. Bake at 110◦C for 2 min.
4. Bake 150◦C hotplate for 3 min.
5. Fully cure in PI oven. ∼80 min.
B.5 Lift-off layer patterning
1. Rinse with acetone, IPA, water. Blow dry.
2. Spincoat AZ 5214 at 3000 rpm, 1000 ramp for 30 s.
3. Bake at 110◦C for 1.5 min.
4. Align and expose patterns for 15 s.
5. Develop in MIF 917 developer for 40 s. Rinse with water, blow dry.
B.6 Cr/Au patterning
1. Deposit Cr/Au, 50/300 nm using e-beam evaporator.
2. Soak in acetone overnight, remove loose material from the slide using an ultrasonic bath.
B.7 Exposing buried electrode pads
1. Secure a glass slide on top of FE-DBD arrays, leaving the only the soldering pads of the buried
electrodes uncovered.
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2. Expose slides to oxygen plasma at 350 mTorr in March reactive ion etch machine with an input power
of 90 W for 15 minutes.
3. Use multimeter to determine whether the polyimide has been removed from the soldering pads. If the
resistance between two points on the soldering pad is very low (<1Ω), the dielectric layer has been
removed. If not, put back in RIE for 5 minute increments.
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