INTRODUCTION
Accurate estimation of the multipath channel profile is important for wireless communication system design and performance analysis. Channel estimation is not only critical for optimum data detection, but is equally important for other applications such as positioning and radiolocation in wireless sensor networks (WSN) and mobile cellular systems. In this paper, we focus on multipath channel tap delay and amplitude profile estimation in ultra-wideband (UWB) wireless sensor networks, which are finding increased interest in a wide array of applications (Benedetto et al., 2006; Sahinoglu et al., 2008) . UWB schemes employ broadband, impulse-like high-resolution signaling waveforms, which offer many advantages for high accuracy ranging and localization, but also pose challenges for signal delay and amplitude estimation. It is known that Kalman filtering (KF) techniques use dynamic state space models to obtain recursive solutions to optimal minimum mean square error (MMSE) filtering problems without the need for storing the entire past observed data, thereby providing computationally efficient means for finding optimal estimates at each step of the filtering process (Wan & Merwe, 2001 ). In the context of wireless multipath channel estimation, KF techniques use state and observation models representing the channel amplitudes and delays, and have the advantage of tracking time-changing multipath profiles. In previous works, KF channel estimation techniques have efficiently been applied to delay estimation, especially when closely-spaced multipath echoes are present. For example, KF-based algorithms have been used in direct-sequence (DS) spread-spectrum code delay estimation with sub-chip spaced paths (Caffery & Stuber, 2000; Kim & Iltis 2002; Lakhzouri et al., 2003) . For UWB systems, different channel estimation approaches for data detection purposes have been proposed in Cheng et al. (2012); Fang et al. (2012) ; Cheng et al. (2010) ; Chen & Beaulieu (2010) ; Thomas et al. (2010) ; Sato & Ohtsuki (2006) . In particular, the application of KF methods to DS-type and orthogonal frequency division multiplexing (OFDM) UWB was also discussed in Islam & Kwak (2010) ; Zhiyuan et al. (2009); Sethi et al. (2006) . However, it is noted that many of these works assume a linearized system model, and adopt the extended Kalman filter (EKF), which relies on simplifying assumptions that can introduce errors. In our case, we consider the use of the unscented Kalman filter (UKF), a newly introduced structure by Julier & Uhlmann (2004) which is particularly well-suited for estimation models with nonlinearities (e.g., for timing delays), and is also robust in the presence of dense multipath propagation with closely-spaced signal epochs commonly encountered in UWB signaling. Unlike the EKF approach, which uses linearization to obtain a first-order Taylor series truncation of the system representation, the UKF utilizes the "full" nonlinear system model, and the state distribution is estimated with low complexity using a minimal set of selected sample points as will be discussed shortly. A comparison of the UKF, EKF and other related methods can be found in . It is also noted that UKF-based channel estimation and iterative decoding was applied by Kang & Ilti (2007) to OFDM schemes, and by Meng et al. (2013) to 2D-spread WCDMA. It has been recently adopted to relay networks in Zhang et al. (2014) and Li & Xia (2013) as well.
In this work, we develop and implement a system model for UKF-based discrete channel tap amplitude and delay estimation, and demonstrate its effectiveness with UWB signaling in Nakagami wireless multipath fading environments. This is then used in a second part of the paper where the important issue of channel type classification in terms of line-of-sight (LOS) versus non-line-of-sight (NLOS) propagation is addressed based on the multipath channel profile. This classification is useful for aiding radiolocation algorithms in the mitigation of NLOS-biased measurements and improving ranging accuracy Mucchi & Marcocci, 2009; Marano et al., 2010; Muqaibel et al., 2013) . It is indeed possible to exploit certain statistical parameters derived from the channel response amplitude and delay information to determine the channel type (Shen et al., 2010; Yanjia & Law, 2012; Ying et al., 2012) . In particular, the channel response kurtosis, mean excess delay and root mean square delay statistics can effectively be used for LOS/NLOS classification. In Guvenc et al. (2008) , this was done assuming the "full" multipath profile (which includes a very large number of echoes) is readily available. However, this would not be easily feasible in practice. Instead, we take a more practical approach with a two-step procedure that can be applied in real-time to continuously monitor LOS/NLOS links. First, a UKFbased procedure is applied to estimate and track a number of dominant multipath taps. Then, using the known statistics of key parameters (kurtosis and mean-excess delay), a likelihood ratio test is performed in a second stage to decide on LOS/NLOS classification. This approach will be implemented and tested to demonstrate its viability for a variety of UWB channel models pertaining to different user environments.
The rest of the paper is organized as follows. In Section 2, the UKF framework is developed and applied to channel amplitude and delay estimation. In Section 3, the multipath channel response characterization and its various parameters are presented. In Section 4, LOS/NLOS classification for various channel profiles is discussed, and numerical results based on likelihood ratio tests are presented to quantify the viability of the proposed techniques. Final conclusions are then summarized in Section 5.
UKF-BASED UWB CHANNEL ESTIMATION

System model
We consider a discrete-time multi-tap channel UWB model commonly used for wireless propagation scenarios. At the l-th sampling instant lT s (where the sampling period is T s ), the received multipath channel output can be represented by:
( 1) where M is the number of resolvable channel multipaths, and are the fading channel tap amplitude and time delay of the i th path, is the impulse-like UWB signal sample, and represents additive white Gaussian noise (AWGN). Without loss of generality, the dependence on transmitted data symbols has been omitted (as with a deterministic pilot sequence) in order to simplify the model. It is also noted that the representation takes into account small-scale multipath fading modeled by Nakagami distributions commonly encountered for UWB channels with discrete path delay profiles (Simon & Alouini, 2005; Molish et al., 2006) . Other models may encompass shadowing and pathloss effects, but these are not relevant to the smallscale average channel response amplitude and delay estimation being pursued in this work.
As discussed in the introduction, the UKF framework is well-suited for the problem at hand and will be adopted for channel tap gains and delays estimation and tracking. To this end, a state-space representation is used, whereby the M-tap channel has 2M unknown parameters (multipath amplitudes and delays) to be estimated are represented by a 2M-long vector:
T denote the amplitudes and delays, respectively. For a time-varying system, the unknown channel parameters (state vector) is assumed to obey a Gauss-Markov dynamic channel model given by: (6) (7) where F c & F τ are M-by-M state transition matrices, and and are M-long mutually independent zero-mean Gaussian random vectors. Hence, the state model can be rewritten as: (8) where F= is a 2M-by-2M state transition matrix and is a 2M-long noise vector. On the other hand, from Eq.(1) the system output measurement is expressed in terms of the state vector as follows:
and it is seen that is a nonlinear transformation of the state because of its dependency on the multipath delays, as shown in Equation (1). The optimal estimation of using the state-space dynamic Gauss-Markov model can be addressed by means of the UKF filter presented next. The UKF is applied to the nonlinear system model to recursively achieve optimum estimation of the channel response.
The UKF Algorithm
The UKF algorithm was introduced by Julier & Uhlmann (2004) and uses a nonlinear transformation known as the unscented transformation (UT) in which a given state probability distribution is represented by a minimal set of sampled points that can be used to parameterize the true mean and covariance of the state distribution. The UT provides a method for obtaining the statistics of a random variable (or vector) that undergoes a nonlinear transformation, and can capture the mean and covariance information, while allowing the direct propagation of the data through the nonlinear transformation. This is achieved by using a minimum set of "sigma" (sample) points, where each point is directly transformed by the nonlinear mapping. For a given Gaussian-distributed vector with a given mean and covariance, the state distribution is defined using the set of selected sigma points to completely capture the true mean and covariance of the Gaussian vector, and when propagated through the nonlinear system, this will also represent the posterior mean and covariance accurately up to the 2 nd order for any nonlinearity.
For the unknown state 'X i ' assumed to have n-dimensional Gaussian distribution with a given mean and covariance P, the set of 2n sigma points are given, as noted in Julier & Uhlmann (2004) , by: (10) (11) (12) with [ ] i denoting the i-th column vector, is a scaling parameter, α can be used to control the spread of the sigma points, k is a parameter used to describe the scaling direction, and Q is the covariance of the noise process. Sigma points are translated using the unscented transformation where the sigma points for x are first evaluated using Equations (10)- (12), and transformed to a new set of points for y by means of the nonlinear mapping. The new sigma points are then used to evaluate the posterior mean and posterior covariance of y.
The formulation of the UKF algorithm is as follows. First, the state prediction is performed using: (13) Next, the predicted state vector mean and covariance matrix are computed as: (14) ( 15) where the weights can be chosen as: (16) (17) where the parameter controlling the sigma points spread can be set between 0 and 1 ( ), and the parameter β may add prior knowledge about the distribution of x. Based on the nonlinear transformation h(.), the propagated sigma points are updated through:
The predicted observation mean and posterior covariance are computed as:
The innovation covariance is obtained as: (21) where is the noise variance. On the other hand, the cross-covariance of x and y is obtained from: (22) and the Kalman gain is calculated as: (23) Finally, the updated mean state estimate is obtained as: (24) where is the innovation component given by:
and the updated covariance is:
Channel estimation results
The UKF processing steps described above have been implemented in numerical simulations to demonstrate the efficiency of the UKF in both estimating and tracking the tap amplitudes and delays for channels with Nakagami-fading path gains and decaying average power delay profiles. DS-UWB signals are assumed with 32 bit-long frames, spreading sequence of length 16 chips per bit, and a sampling rate of 16 samples per chip is used. In the subsequent results, a 10dB average SNR is assumed, and the impulse-like waveform is based on the 2 nd derivative of the Gaussian monocycle pulse widely adopted in UWB and given by where A and are parameters chosen to have normalized unit energy and pulse duration (set to T c =1ns). The path delays are assumed slowly varying, with constant values over each bit period, but the path gains are assumed to change at faster pace for each chip. Fractional-chip spacing of the path delays is also assumed. Simulations were run for various values of the Nakagami parameter μ, but for space limitation results are only reported for the case μ=1 as other values led to similar observations (Mahmoud, 2011) . A number of 2M positive and negative sigma points are used for the UKF algorithm. The parameters and are set to one and zero, respectively. For algorithm initialization, delay errors to within half a chip, and initial amplitude errors of 50% were used. The state space model is assumed to use a transition matrix F=0.999I n×n and process noise covariance matrix Q=0.001I n×n .
The UWB multipath profile estimation results are illustrated in Figures 1 and 2 . First, in Figure 1 , channel tap delay estimation and tracking capability is demonstrated for a 4-tap channel, where it is observed that the UKF estimates converge to the actual delays, and can track newly changing values quite accurately.
Likewise, in Figure 2 , channel amplitude estimates for the 4 paths are shown, and it is again seen that the UKF is able to reliably estimate and track the channel tap amplitudes. It should be noted that the convergence in this case is faster than for the delays, because the system model is linear in terms of the amplitudes and non-linear vis-à-vis the delays. It was also found that accurate UKF-based channel amplitude and delay estimation capability is achievable with an increased number of paths as well. However, this is at the expense of a higher computational load and increased number of iterations.
In summary, the UKF viability for obtaining the UWB multipath channel response is clearly established, and the channel profile characteristics will be used next for subsequent LOS/NLOS classification. 
UWB CHANNEL CLASSIFICATION
Classification parameters
There are several important parameters that can be extracted from the multipath channel response and used for the characterization of the type (LOS or NLOS) of propagation environment. This is particularly useful in positioning applications with UWB signals, where NLOS identification is crucial since the NLOS paths introduce strong bias in the time-of-arrival ranging measurements used in position determination. The relevant parameters needed for this classification are related to either amplitude information, e.g., channel response kurtosis (K), or delay information as with mean excess delay (MED). Other parameters may also be considered, but in this work we find that the use of K and MED provides a reliable means for proper channel identification, as will be shown subsequently. In Guvenc et al. (2008) , these parameters have also been used for channel classification, but the results were based on simulated IEEE 802.15.4a UWB channel response profiles, which include hundreds of multipath echoes . However, in this paper, we emphasize that only a limited number of multipath channel taps can be practically estimated in actual UWB receiver operation (by means of the UKF, as suggested in this work, or by any other estimation technique), since it is not feasible to estimate a very large number of paths with acceptable processing complexity. As will be shown next, with a reasonable number of 10 to 20 dominant paths for the estimated channel profiles, it is possible to achieve highly reliable UWB LOS/NLOS channel type identification results.
Going back to the key channel characteristics that will be employed for classification, first we have kurtosis which is defined as the ratio of the fourth central moment of the data to the square of the second central moment; this gives the following expression for given a channel response h(t): (27) where is the mean of the magnitude of h(t). Kurtosis is related to the flatness of the data (relative to a normal distribution). Data with high kurtosis tend to have a distinct peak near the mean and decline rapidly with heavy tails, while data with low kurtosis has a flat top around the mean. As noted, while kurtosis provides information about the amplitude distribution of the channel response, it does not provide information regarding the delay spread properties. This information may be captured by other parameters such as the mean excess delay, which gives an indication of the time spread of the channel response, and is defined by: (28) Other parameters could be used as well . However, we find that that the kurtosis and mean excess delay measures are sufficient. For the UWBbased wireless sensor networks being considered, the classification will be based on eight types of channel profiles defined by the IEEE 802.15.4a channel models and designated by CM1 through 8, where the odd (CM1, CM3, CM5, and CM7) represent LOS scenarios, and the even (CM2, CM4, CM6 and CM8) are NLOS ones. More specifically, CM1 & CM2 are for residential indoors, CM3 & CM4 correspond to office environments, CM5 & CM6 apply to outdoor environments; and CM7 & CM8 are for industrial sites.
Statistics of the classification parameters
For the purpose of illustrating the usefulness of kurtosis and MED parameters for channel identification, the probability density function (PDF) for both LOS/NLOS channels (in a given environment) were obtained by normalized histograms with up to 1000 realizations of channel responses, and twenty paths were used in generating the PDF plots. From the results, it can be observed that the statistics of K and MED vary considerably depending on whether the link is LOS or NLOS. This is clearly seen in Figure 3 , which shows that CM1-CM2, CM3-CM4 and CM7-CM8 have very distinct ranges for kurtosis, although the distinction becomes less sharp for CM5-CM6 (but still informative). Likewise, in Figure 4 , clear differences in MED are observed in CM3-CM4, CM5-CM6 and CM7-CM8, but the distinction is more blurred for CM1-CM2. These observations suggest that both parameters should be taken into account to yield a more reliable classification. The next section discusses a likelihood ratio test that can be implemented to perform systematic LOS/NLOS channel classification. 
LOS/NLOS LIKELIHOOD CLASSIFICATION
Likelihood ratio test
Once the multipath channel taps are estimated, it is possible to obtain reliable LOS/ NLOS classification by exploiting the statistical differences in channel response parameters (K and MED) described previously. To this end, the problem may be formulated as a binary hypothesis testing, where a likelihood ratio test (LRT) can be applied as suggested in Guvenc et al. (2008) . However, as noted above, only a subset of the dense channel response may be estimated in a practical reduced-complexity implementation. Therefore, we use selected paths corresponding to the peaks of the multipath channel profile that are easily tracked by means of the UKF, as discussed in Section 2.
The PDFs of the channel response kurtosis K and mean excess delay MED can be used to perform LRT under LOS and NLOS hypotheses for any pair of environments (CM1-CM2 to CM7-CM8). The PDFs of these parameters are first stored (offline) based on histograms built with multiple channel realizations under both LOS and NLOS assumptions, and for a given channel response realization with unknown type (but know environment, e.g., office, outdoors, etc.), the following LRT tests can be performed with minimal complexity to test the LOS and NLOS hypotheses. If the LRT is larger than 1, the LOS hypothesis (H 0 ) is chosen. Otherwise, NLOS hypothesis (H 1 ) is selected instead:
It is possible to further simplify the LRT by using a single threshold comparison, as can be seen from the PDF plots. For instance, with CM1 and CM2 channels, a kurtosis threshold around 220 may be used to distinguish LOS from NLOS links. For CM3-CM4, the threshold is around 80. Likewise, for MED, a threshold of 12 is applicable for CM1-CM2, and so on. Using the LRT approach, numerical results that illustrate the accuracy of channel type identification are presented next.
Numerical classification results
For each of the UWB eight channel profiles, likelihood ratio test results are obtained based on extensive simulation runs with up to 1000 channel realizations to check the reliability of identification for each channel model. The percentage of correct channel identification is computed and results are tabulated in Table 1 for LOS and Table for NLOS. As can be seen from the data, kurtosis proves to be quite reliable in general for identifying true LOS or NLOS channels. Except for CM5, the percentage of correct identification exceeds 85% for all other scenarios (and 90% for most cases). For CM5, it is seen from Figure 4 that the large overlap in the PDF's is the main reason for the reduced identification accuracy. On the other hand, with mean excess delay, the identification accuracy is generally less than kurtosis, especially for CM1-CM2, which is attributed to the largely overlapping PDFs in Figure 5(a) . However, it is found to be better for CM5 in particular, which suggests that both parameters should be used together to complement each for more reliable classification. It is also noted that in outdoor/industrial environments, the statistics of the different parameters are clearly distinct, and nearly perfect identification is always achievable. This is quite useful as many sensor positioning applications would be in such environments.
In summary, it is therefore observed that the joint use of kurtosis and mean excess delay can provide very reliable LOS/NLOS classification for different types of UWB WSN environments. 
