Abstract-The performance of a fingerprint matching system is affected by the nonlinear deformation introduced in the fingerprint impression during image acquisition. This nonlinear deformation causes fingerprint features such as minutiae points and ridge curves to be distorted in a complex manner. A technique is presented to estimate the nonlinear distortion in fingerprint pairs based on ridge curve correspondences. The nonlinear distortion, represented using the thin-plate spline (TPS) function, aids in the estimation of an "average" deformation model for a specific finger when several impressions of that finger are available. The estimated average deformation is then utilized to distort the template fingerprint prior to matching it with an input fingerprint. The proposed deformation model based on ridge curves leads to a better alignment of two fingerprint images compared to a deformation model based on minutiae patterns. An index of deformation is proposed for selecting the "optimal" deformation model arising from multiple impressions associated with a finger. Results based on experimental data consisting of 1,600 fingerprints corresponding to 50 different fingers collected over a period of two weeks show that incorporating the proposed deformation model results in an improvement in the matching performance.
INTRODUCTION
T HE uniqueness of a fingerprint is dictated by the topographic relief of its ridge structure and the presence of ridge anomalies, termed minutiae points. The problem of automatic fingerprint matching involves determining the degree of similarity between two fingerprint impressions by comparing their ridge structure and the spatial distribution of the minutiae points [2] , [3] , [4] , [5] . However, the image acquisition process introduces nonlinear distortions in the ridge structure due to the nonuniform finger pressure applied by the subject and the elastic nature of the skin. The effects of these nonlinear distortions must be addressed when matching two fingerprint images. Models based on affine transformations invariably lead to unsatisfactory matching results since the distortions are basically elastic (nonrigid) in nature ( Fig. 1 ).
To deal with the problem of nonlinear distortion in fingerprint images, four types of approaches have been discussed in the literature. The first approach accounts for distortion in the image acquisition stage by capturing the least distorted print from the user while rejecting the others. Ratha and Bolle [6] describe a system which does not accept a fingerprint image if the user applies excessive force on the sensor. The system operates by measuring the forces and torques applied on the sensor. Dorai et al. [7] observe a video sequence of the fingertip as it interacts with the sensor and measure the distortion across successive frames. When excessive distortion is observed, the system requests the user to provide another fingerprint. These systems require specialized hardware and the ability to perform extensive computations in real-time. As a result, they do not offer a practical solution to fingerprint deformation in real-time embedded fingerprint applications.
In the second approach, the distortion is estimated during the matching stage. Thebaud [8] uses a gradient descent technique to compute local warps when comparing two fingerprints. The fingerprint correlation score is used as the objective function. Besides being time consuming, this technique potentially results in a higher False Accept Rate (FAR) since it performs local warping to force a match between the two images. Kovács-Vajna [4] uses minutiae triplets to compare two minutiae sets. By not using the entire minutiae pattern at once, the cumulative effect of distortion is avoided. Bazen and Gerez [9] use a thin-plate spline (TPS) model to account for nonlinear distortions when comparing two minutiae sets.
In the third approach, the distortion is removed before the matching stage. Senior and Bolle [10] have developed a model which assumes that ridges in a fingerprint are constantly spaced and that deviations from this model indicate the presence of elastic distortions. They apply local warps in regions exhibiting such deviations so that local ridge distances nearly equal the average interridge spacing. Their experimental results show a significant improvement in genuine matching scores (i.e., the matching score when comparing two impressions of the same finger), as indicated by the t-statistic. However, their assumption that interridge spacing in a fingerprint is a constant is not always valid. Watson et al. [11] construct distortion tolerant filters for each (template) fingerprint. These filters when applied to the image before matching are shown to result in improved system performance.
The fourth approach is more suited for introducing distortions in synthetic fingerprints. Cappelli attempted to model the distortions that could occur in a fingerprint image by considering three concentric regions in a fingerprint; the inner and outer regions are assumed to have no distortions although ridges in the outer region can be translated and rotated with respect to the ridges in the inner region; the region in between is assumed to undergo nonlinear distortions in order to accommodate the transition of ridges from the inner to the outer region. The authors, however, do not use this model to perform fingerprint matching. Rather, they use it to synthesize multiple impressions of the same finger [13] . Most current techniques deal with the problem of nonlinear distortion on a case by case basis, i.e., for every pair of fingerprint impressions (or for every fingerprint impression), a distortion removal technique is applied and a matching score generated. No attempt has been made thus far to develop a finger-specific deformation model that can be computed offline and later used for matching. The advantage of such a scheme is that, once a finger-specific model has been computed and stored along with the template, recomputation of the model is not necessary during matching. In this paper, we propose a technique for computing the average deformation model of a fingerprint impression by using the thin plate spline (TPS) warping model. It is assumed that multiple impressions of a user's fingerprint are available during the training phase. The model is expected to capture the intraclass variability due to nonlinear deformations in a fingerprint impression. The relative distortion between two impressions is estimated based on their ridge curve correspondences. The average deformation model associated with an arbitrary fingerprint impression (called the baseline impression) is an indication of its average distortion with respect to other impressions of the same finger. For a single finger, an optimal baseline impression with the most consistent distortions (i.e., distortions that deviate the least from the average) is selected based on its index of deformation. We demonstrate that predistorting the baseline impression using the average deformation model can improve matching performance.
Earlier work in modeling the nonlinear distortion in fingerprint images [14] , [9] , [15] used only the spatial distribution of the minutiae points (Fig. 2) . In this paper, the relative distortions are estimated based on ridge curve correspondence (Fig. 3) . Modeling the distortion using ridge curve correspondences offers several advantages over minutiae correspondences, resulting in improved matching performance. Unlike minutiae points, which can be sparsely distributed in certain regions of a fingerprint image, ridge curves are present all over the image domain, thereby permitting a more reliable estimate of the distortion. The spatial continuity of ridge curves enables sampling of a large number of points on the ridges for establishing correspondences, including points in the vicinity of undetected minutiae points. Also, in some poor quality images, minutiae information cannot be reliably extracted and, thus, cannot be used to construct a fingerprint distortion model. For these reasons, ridge curve-based warping techniques are expected to provide a robust and reliable estimate of the distortion in fingerprint impressions.
The rest of the paper is organized as follows: Section 2 lists a few warping (deformation) models commonly used in the literature and presents the warping model based on thinplate splines (TPS) that has been used in this work, Section 3 describes the average deformation model that we propose, Section 3.1 defines the index of deformation that is utilized to select the optimal deformation model from a given set of models, Section 4 describes the experiments conducted and the results obtained, and Section 5 summarizes the paper and presents future directions for research.
THE FINGERPRINT WARPING MODEL
Warping methods can be used to obtain global deformation models for image registration. Applications of warping techniques abound in the statistical, medical imaging, and computer vision literature. Examples include warping by elastic deformations [16] , [17] , optical or fluid flow [18] , [19] , [20] , diffusion processes [21] , Bayesian prior distributions [22] , [23] , and thin-plate splines (TPS) [24] , [25] , [26] . Only recently have warping techniques based on deformation models been used to describe distortions in fingerprint images for the purpose of matching [14] , [9] . Bazen and Gerez [9] show that the use of nonlinear deformation models, as opposed to simple rigid transformations, can result in significant improvement in fingerprint matching performance.
In this work, a landmark-based registration scheme is employed. Specifically, we use a skeletonized version of a fingerprint image, known as the thinned image, to extract ridge curve information (see Fig. 1 ) that is sampled at regular intervals in order to derive landmark points. Estimating the deformation model based on ridge curves offers several advantages over minutiae point patterns. First, ridge lines are distributed over the entire fingerprint image and, thus, a more reliable deformation model can be obtained. Second, the likelihood of incorrectly associating two ridge curves is much less than incorrectly associating two minutiae points due to the richer intrinsic information available in curves compared to points. Consequently, the deformation model based on ridge curves yields better matching performance compared to minutiae points.
When multiple impressions of a finger are available, the relative distortion between one pair can be significantly different from another pair (Fig. 4) . Furthermore, even in a single impression, the deformation of the ridges can vary from region to region. Thus, we address the following two problems: 1) Obtain a deformation model based on ridge curve correspondences that can be incorporated in the matching stage and 2) given multiple deformation models for a finger (each model corresponds to one impression of the finger), select the optimal model that has the most consistent distortion effects as measured from a baseline impression.
Let I 0 ðx; yÞ and I 1 ðx; yÞ denote two fingerprint impressions, where ðx; yÞ 2 S for a domain S & R 2 . Our convention is to refer to I 0 and I 1 as the template and query (or input) images, respectively. A warping of I 0 to I 1 is defined as the function F : S ! S such that
We register the two impressions I 0 and I 1 by matching corresponding ridge curves. Thus, in (1) denote a discretized ridge curve in I 0 for k ¼ 1; 2; . . . ; n, and let v k v k ðtÞ ¼ ðv k1 ðtÞ; v k2 ðtÞÞ T , k ¼ 1; 2; . . . ; n, denote the corresponding discretized ridge curves in I 1 . Here, t is the index of discrete points on a single ridge curve and n is the total number of corresponding curves. The two sets of ridge curves, one set in I 0 and the other in I 1 , with known correspondences is denoted by the pair ðU; V Þ where U ¼ ðu 1 ; u 2 ; . . . ; u n Þ T and V ¼ ðv 1 ; v 2 ; . . . ; v n Þ T . We assume that each correspondence pair is aligned as close as possible using rigid transformation prior to nonlinear warping. This can be achieved using the Procrustes analysis ( [27] , [28] ) after pairs of corresponding points are obtained using the methodology outlined in Section 2.2. For n pairs of ridge curve correspondences, a warping function, F , that warps U to V , subject to perfect alignment, is given by the conditions
for k ¼ 1; 2; . . . ; n.
Establishing Ridge Curve Correspondences
Given a pair of gray-scale fingerprint images, I 0 and I 1 , we obtain their thinned versions, R 0 and R 1 , using the algorithm described in [29] . A thinned image is a binary image (see Figs. 1c and 1d) with gray-scale values of 0 (indicating ridges) and 255 (indicating valleys). Each thinned image can be thought of as a collection of ridge curves. In order to develop ridge curve correspondences, we proceed as follows:
1. Minutiae points are extracted from I 0 and I 1 using the algorithm described in [29] . Let M 0 ¼ ðm 0;1 ; m 0;2 ; . . . ; m 0;K0 Þ and M 1 ¼ ðm 1;1 ; m 1;2 ; . . . ; m 1;K1 Þ denote the two minutiae sets of cardinalities K 0 and K 1 , respectively. Here, each minutiae point m i;j is characterized by its location in the image, the orientation of the associated ridge, and the gray-scale intensity of pixels in its vicinity. 2. Minutiae correspondences between M 0 and M 1 is obtained using the elastic string matching technique described in [29] . The output of the matcher is a similarity score in the range [0, 1000] and a set of correspondences of the form C ¼ fðm 0;a j ; m 1;b j Þ : j ¼ 1; 2; . . . ; Kg, where K minfK 0 ; K 1 g, and the a j s (b j s) are all distinct. Fig. 2 shows an example of the minutiae point pattern correspondence for two impressions of a finger. 3. Once the correspondence between M 0 and M 1 is established, the ridge curves associated with these minutiae points are extracted from R 0 and R 1 using a simple ridge tracing technique. A minutiae point that is a ridge ending has one ridge curve associated with it, while a ridge bifurcation has three associated ridges. In the case of a ridge ending, the ridge curve correspondence between the two images can be easily established since each minutiae point has only one associated ridge curve. However, in the case of a ridge bifurcation, the problem of establishing ridge curve correspondences is nontrivial due to the presence of multiple ridge curves for each minutiae point; each of the three component ridge curves of one minutiae point can potentially match with any component of the other impression.
To resolve this ambiguity, each ridge curve corresponding to the minutiae point in I 0 (I 1 ) is represented as a directional vector r j (s j ), j ¼ 1; 2; 3, based on two points on the ridge curve: the minutiae point and the dth point (d ¼ 20) on the ridge from the minutiae (see Fig. 5 ). We define j;k ( j;k ) to be the angle that r j (s j ) makes with r k (s k ), for k 6 ¼ j. We find the vector r j (s j ) for which the angles f j;k ; k 6 ¼ jgðf j;k ; k 6 ¼ jgÞ are both obtuse. This establishes the first ridge curve correspondence, say, r 1 $ s 1 , without loss of generality. We then compute the cross products c r ¼ r 2 Â r 3 and c s ¼ s 2 Â s 3 . We assign the correspondence r 2 $ s 2 and r 3 $ s 3 if c r and c s are of the same sign and r 2 $ s 3 and r 3 $ s 2 , otherwise. Fig. 3 shows an example of ridge curve correspondence for a pair of impressions of a finger. 
Sampling Ridge Curves
. . . ; g k . Thus, we have a total of N ¼ P n k¼1 g k points in establishing the correspondence. We denote this set of corresponding points by U ¼ ðu
We use TPS to estimate the nonlinear deformation F based on these points. TPS represents a natural parametric generalization from rigid to mild nonrigid deformations. The deformation model for TPS is given in terms of the warping function F ðuÞ, with
where u 2 S, c is a 2 Â 1 translation vector, A is a 2 Â 2 affine matrix, W is a N Â 2 coefficient matrix, sðuÞ ¼ ððu À u 
In (3), there are 6 and 2N parameters corresponding to the rigid and nonrigid parts of the deformation model, respectively, resulting in a total of 2N þ 6 parameters to be estimated. The restrictions 
where H is the N Â N matrix with entries h ij ¼ ðu
The matrix in (6) gives rise to a TPS model that minimizes the bending energy subject to the perfect alignment constraints in (5). A more robust TPS model can be obtained by relaxing the constraints in (5) and instead determining the function F which minimizes the expression
where
represents the bending energy associated with
F j is the jth component of F , and > 0. The case ¼ 0 gives rise to the TPS model described by (6) . For general > 0, the parameters of the resulting TPS model can be obtained using (6) with H replaced by H þ I N , where I N is the N Â N Identity matrix.
AVERAGE DEFORMATION MODEL
Suppose we have L impressions of a finger, T 1 ; T 2 ; . . . ; T L . Each impression, T i , can be paired with the remaining impressions, T j ; j 6 ¼ i, to create L À 1 pairs of the form ðT i ; T j Þ. For the pair ðT i ; T j Þ, we obtain a nonlinear transformation F ij by employing the technique described in Section 2. Note that F ij transforms every pixel in the template fingerprint, T i , to a new location. Thus, we can compute the average deformation of each pixel u in T i as
There will be L average deformation models corresponding to the L impressions of the finger. The average deformation is the typical deformation that arises when we compare one fingerprint impression of a finger (the baseline impression) with other impressions of the same finger. Fig. 6 shows that changing the baseline impression for the finger will result in a different average deformation model for that finger (the È values are as discussed in Section 3.1). Fig. 7 shows the average deformation for three different fingers; it can be clearly seen that the average warping functions are different for the three fingers, indicating that the fingerprint deformation is finger-specific.
The È Index of Deformation
We consider the following two questions in this section:
1. Which of the L average deformation models can be considered to be the optimal model for this finger? 2. Will the optimal model, when incorporated in the matching stage, result in improved performance compared to the suboptimal models? In order to address these questions, we first define the pixel-wise covariance matrix associated with the ith average deformation, " F F i , as follows:
where F ij is the deformation function that warps T i to T j . The covariance matrix, defined at each pixel u, is a measure of the variability associated with the estimated deformation functions. Two choices of pixel-wise measures of variability are given by 1) the determinant, ðD " F Fi ðuÞÞ ¼ jD " F Fi ðuÞj, and 2) the trace, ðD " F Fi ðuÞÞ ¼ trðD " F Fi ðuÞÞ. Pixels with large (small) values of indicate high (low) variability in the deformations F ij . We propose using the values of to determine the optimal model for a given finger. We define the ith index of deformation, È i , as where ðDÞ ¼ trðDÞ and jSj is the number of pixels in the domain S. Subsequently, we choose T i Ã as the template with the smallest variability in deformation if i Ã ¼ arg min i È i . In effect, we choose that template T i that minimizes the average variation across pixels measured in terms of È i . Low (high) values of the index of deformation indicate that the warping functions are similar (dissimilar) to each other.
Eliminating Erroneous Correspondences
For each baseline fingerprint impression, it is important to determine the set of minutiae points that are correctly paired to form a correspondence. The average deformation model is sensitive to the accuracy of the ridge curve correspondence, which, in turn, depends on the minutiae correspondence. It is, therefore, necessary to check the correctness of the minutiae correspondences prior to obtaining the ridge curve correspondences. Fig. 8a presents an example of two incorrect minutiae correspondences which result in incorrect ridge curve correspondences (Fig. 8b) . These erroneous correspondences have to be eliminated prior to computing the average deformation model; failure to exclude such minutiae points results in a warping model exhibiting spurious distortions.
For the given baseline fingerprint impression, minutiae points that have a correspondence with at least ' (' ¼ 5) of the remaining L À 1 impressions are extracted. We denote the set of all such minutiae points by M ¼ fm i ; i ¼ 1; 2; . . . ; Kg. Each m i has a corresponding minutiae point in at least ' of the L À 1 impressions. We denote these pairings by ðm i ; p 1 Þ; ðm i ; p 2 Þ; . . . ; ðm i ; p 'i Þ, where ' i is the total number of pairings. We next develop a measure of reliability for minutiae point m i as follows:
1. Sampled ridge point correspondences are obtained for each ðm i ; p j Þ, j ¼ 1; 2; . . . ; n i , based on which a TPS deformation model, F ðmi;pjÞ is computed. The average deformation model for the minutiae point m i is given by
F ðmi;pjÞ ðuÞ:
Here, the average deformation model is obtained in a 10 Â 10 square region, say S m i , centered at m i . denote the site-wise variability measure of the deformations F ðmi;pjÞ around " F F mi . The average variability is measured by
Let
ðuÞÞ with small values of R m i indicating better reliability. Correspondences pertaining to those minutiae points with R mi values lower than the pth percentile (e.g., p ¼ 60) are used to develop the average deformation model for the template fingerprint. For the incorrect minutiae correspondences in Fig. 8 , the value of R for the top minutiae point was 93.2 (the sixtieth percentile value of R was 55:5 for this template), while the lower minutiae point occurred in less than five corresponding pairs and was, therefore, eliminated. Fig. 9a shows the average deformation model that results for this template when all correspondences are used (i.e., p ¼ 100); Fig. 9b gives the deformation model for p ¼ 60.
EXPERIMENTAL RESULTS
In order to apply the TPS model to reliably estimate fingerprint deformation, we need to have several impressions of the same finger. Large number of impressions of a finger are not available in standard fingerprint databases (e.g., FVC 2002 [30] ). Therefore, fingerprint images of 50 fingers (corresponding to five subjects) were acquired using the Identix sensor (256 Â 255, 380 dpi) over a period of two weeks in our lab. The subjects did not deliberately distort their fingerprints while interacting with the sensor. There were 32 impressions corresponding to every finger, resulting in a total of 1,600 impressions. One half of the impressions (L ¼ 16 for each finger, resulting in 800 impressions) were used as templates to compute the average deformation model for each finger, while the remaining 800 impressions were used as query images for testing. For each template image, T , the minutiae set, M T , and the thinned image, R T , were extracted (Fig. 10) . The average deformation model of T , " F F T , was obtained based on pairings with the remaining 15 impressions of the same finger ( (7) with ¼ 0:1). The minutiae set M T was transformed to the deformed set, MD T " F F T ðM T Þ using " F F T . A total of 800 sets (50 Â 16) of deformed minutiae points were thus obtained. In order to test the matching performance of the deformed minutiae sets and the utility of the index of deformation, È, the following two experiments were conducted. In both these experiments, the minutiae matcher described in [29] was used to generate the matching (similarity) score.
In the first experiment, the matching performance using the average deformation model was evaluated. Every template image, T , was compared with every query image, Q, and two types of matching scores were generated for each comparison: the matching score obtained by matching 1) M T with M Q and 2) MD T with M Q . The Receiver Operating Characteristic (ROC) curve plotting the genuine accept rate (GAR) against the false accept rate (FAR) at various matching thresholds is presented in Fig. 11 . An overall improvement is observed when the average deformation model is used to distort M T prior to matching.
In the second experiment, the advantage of using the index of deformation is demonstrated. The È-index of deformation (with ðDÞ ¼ trðDÞ) of every template image is used to rank the templates according to their variability in the distortion. The template images can now be split into two sets: 1) impressions with the least È values for every finger (the È-optimal templates) and 2) the remaining impressions for every finger (the È-suboptimal templates). We repeated the matching procedure outlined above using these two template sets. The resulting ROC curve is shown in Fig. 12 . From the figure, it is clear that using È-optimal templates results in better performance compared to using È-suboptimal templates. Further, the È-suboptimal templates still yield better performance compared to the nondistorted templates, thus demonstrating the importance of the average deformable model.
The registration between the query and the template minutiae sets is significantly improved when the average deformation model based on ridge curves is applied prior to the rigid transformation. The improved registration allows our minutiae matcher to specify stricter bounding boxes when the query and deformed template minutiae points are compared without compromising the genuine matching scores. The added advantage of specifying stricter bounding boxes is that the number of false accepts is highly reduced resulting in a better ROC curve.
SUMMARY AND FUTURE WORK
In this paper, we have developed a deformation model for estimating the distortion effects in fingerprint impressions based on ridge curve correspondence. The proposed model was observed to result in a better performance compared to a model based on minutiae pattern correspondence. Our warping model samples the ridge curve and uses thin-plate splines for estimating the nonlinear deformation. The average deformation model of a finger is a compact description of the intraclass variability due to nonlinear distortions. We have also proposed an index of deformation, È, for selecting the optimal average deformation model corresponding to a finger by minimizing distortion variability. It was shown that the È-optimal deformation models result in superior matching performance compared to È-suboptimal models.
The subjects did not consciously distort their fingerprints when interacting with the sensor and, hence, one cannot predict the nature of the distortions present in the acquired images before hand. The significance of the proposed technique is its ability to compare multiple impressions of a finger with a baseline impression, thereby determining the nonlinear average distortion automatically. However, the accuracy of the technique is largely defined by the reliability of minutiae point correspondences generated by the algorithm. Therefore, excessive deformations may result in erroneous minutiae (and ridge) correspondences confounding the average deformation model. Furthermore, the proposed model assumes that the elastic nature of the skin can be approximated using thin-plate splines. It may be instructive to use alternate models based on the NavierStokes equation in order to describe the deformation [31] . Future work includes developing an incremental approach to updating the average deformation model, i.e., updating the current average deformation model of a finger by using information presented by newly acquired fingerprint impressions. We have used a simple pixel-wise averaging measure to compute the average deformation model in this paper. This measure is sensitive to extreme deformations born out by outliers; thus, we seek more robust measures of describing the finger specific average deformation model. We are also working on developing ridge curve correspondences between pairs of fingerprint impressions by viewing the thinned images solely as a set of curves in R 2 .
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