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Abstract
We study the existence and uniqueness of the mixed boundary value problem for Laplace equation in
a bounded Lipschitz domain Ω ⊂ Rn, n  3. Let the boundary ∂Ω of Ω be decomposed by ∂Ω = Γ =
Γ1 ∪ Γ 2 = Γ 1 ∪ Γ2, Γ1 ∩ Γ2 = ∅. We will show that if the Neumann data ψ is in H−
1
2 (Γ2) and the
Dirichlet data f is in H
1
2 (Γ1), then the mixed boundary value problem has a unique solution and the
solution is represented by potentials.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we consider a mixed boundary value problem for Laplace equation in a bounded
Lipschitz domain Ω ⊂ Rn, n 3. We assume that the boundary ∂Ω = Γ of Ω is decomposed as
Γ = Γ 1 ∪Γ2 = Γ1 ∪Γ 2 and Γ1 ∩Γ2 = ∅. We also assume that ∂Γ1 = ∂Γ2 is Lipschitz. But, it is
possible that Γ1 and Γ2 are not connected. A mixed boundary value problem is stated as follows:
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u = 0 in Ω,
u = f on Γ1,
∂u
∂n
= ψ on Γ2,
u ∈ H 1(Ω),
(1.1)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
u = 0 in Rn \Ω,
u = f on Γ1,
∂u
∂n
= ψ on Γ2,
u ∈ H 1loc
(
Rn \Ω),∣∣u(X)∣∣+ |X|∣∣∇u(X)∣∣= O(|X|−n+2) at ∞.
(1.2)
Here ∂u
∂n represents the outward normal derivative on Γ . The spaces H
1
2 (Γ1),H
− 12 (Γ2) are de-
fined in (3.1).
When the boundary data are f ∈ H 1(Γ1), ψ ∈ L2(Γ2), the result was given by R.M. Brown [1]
for some restricted domains. Indeed, he assumed that the domains are bounded with Lipschitz
boundary, and Γ1 and Γ2 must meet with angles strictly less than π in the interface. The assump-
tion on the angle in [1] provides the Rellich type inequality. It does not seem to be possible to
apply his method to more general Lipschitz domains.
Moreover, R.M. Brown and J.D. Sykes [5] extended the result of [1] to the case of more
general boundary data f ∈ Lp1 (Γ1), g ∈ Lp(Γ2), 1 < p  2, and f ∈ H 11,at (Γ1), g ∈ H 1at (Γ2)
in 2001. They also assumed that Γ1 and Γ2 meet with angles strictly less than π .
For the boundary data f ∈ H 12 (Γ1), ψ ∈ H− 12 (Γ2), E.P. Stephan [4] showed the existence and
uniqueness of this problem for a sufficiently smooth bounded domain using pseudo-differential
operator. He used Taylor’s extension to divide the Fundamental solution of Laplace equation into
the principal part and the trivial part. (See [4].) If the boundary of Ω is not smooth, then we
cannot apply above method.
In this paper, we will show the existence and uniqueness of Eqs. (1.1) and (1.2) with the
boundary data f ∈ H 12 (Γ1), ψ ∈ H− 12 (Γ2) in bounded Lipschitz domains.
As a by-product, we will show the existence and uniqueness of the screen problem⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
u = 0 in Rn \ Γ1,
u|Γ1 = f ∈ H
1
2 (Γ1),
u ∈ H 1loc
(
Rn \Ω),∣∣u(X)∣∣, |X|∣∣∇u(X)∣∣= O(|X|−n+2) as |x| → ∞,
(1.3)
where Γ1 is the same as (1.1).
Our main result is stated in the followings:
Theorem 1.1. Let Ω ⊂ Rn, n 3, be a bounded Lipschitz domain with ∂Ω = Γ = Γ1 ∪ Γ 2 =
Γ 1 ∪ Γ2, Γ1 ∩ Γ2 = ∅. Suppose that there is open neighborhood N of ∂Γ1 = ∂Γ2 such that Γ is
smooth in Γ ∩N . Then for the given boundary data f ∈ H 12 (Γ1) and ψ ∈ H− 12 (Γ2), the mixed
boundary value problems (1.1) and (1.2) have a unique solution u. Furthermore, u satisfies
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H
1
2 (Γ )
+
∥∥∥∥∂u∂n
∥∥∥∥
H
− 12 (Γ )
 c
(‖f ‖
H
1
2 (Γ1)
+ ‖ψ‖
H
− 12 (Γ2)
) (1.4)
for some c independent of f,ψ .
2. Notations and preliminaries
Let us define Hs(Γ ), 0 s  1, by
Hs(Γ ) = {f |Γ ∣∣ f ∈ H 12 +s(Ω)}, 0 < s < 1,
H 0(Γ ) = L2(Γ ),
H 1(Γ ) = {f ∈ L2(Γ ) ∣∣ |∇T f | ∈ L2(Γ )},
where ∇T is tangential derivative on Γ . We let H−s(Γ ) be the dual space of Hs(Γ ), i.e.,
H−s(Γ ) = (Hs(Γ ))∗ for 0  s  1. We denote 〈·,·〉 by duality paring between Hs(Γ ) and
H−s(Γ ), i.e.,
〈φ,f 〉 := φ(f )
for any φ ∈ H−s(Γ ), f ∈ Hs(Γ ).
Let G be a fundamental solution of Laplace equation, i.e.,
G(X) = −1
(n− 2)ωn
1
|X|n−2 , X ∈ R
n, X = 0, (2.1)
where ωn is the measure of the unit sphere in Rn.
For φ ∈ H−s(Γ ), 0 s  1, we define single layer potential
u(X) = Sφ(X) = 〈φ,G(X − ·)〉, X ∈ Rn \ Γ. (2.2)
Then u is harmonic in Rn \ Γ with u ∈ H 1−s(Γ ). Moreover, if we define
Sφ(P ) = lim
Γ±(P ),X→P
Sφ(X), P ∈ Γ,
then S :H−s(Γ ) → H 1−s(Γ ) is a bounded operator (see [4]). For the later use, we denote
u±(P ) = lim
Γ±(P ),X→P
Sφ(X), P ∈ Γ.
We also define double layer potential. For g ∈ Hs(Γ ), 0  s  1, we define double layer
potential as
v(X) =Kφ(X) =
∫
Γ
∂
∂nQ
G(X −Q)φ(Q)dQ,
where n(Q) is the outward normal unit vector at Q ∈ Γ . Then v is harmonic in Rn \ Γ with
v ∈ Hs(Γ ). Recall the identity
lim
X∈Γ±,X→P
v(X) =
(
±1
2
I +K
)
g(P ), P ∈ Γ,
where
Kg(P ) =
∫
∂
∂nQ
G(X −Q)g(Q)dQ.Γ
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v±(P ) = lim
X∈Γ±,X→P
v(X).
From the fundamental results by G. Verchota (see [6]), we have:
Proposition 2.1.
(1) S :L2(Γ ) → H 1(Γ ) is bijective.
(2) ( 12I +K) :L2(Γ ) → L2(Γ ) is bijective.
(3) ( 12I +K) :H 1(Γ ) → H 1(Γ ) is bijective.
Remark 2.2. From (2), (3), we have 12 (I +K) :Hs(Γ ) → Hs(Γ ) are bijective for all 0 s  1
by the property of real interpolation. (See [2].)
It is easy to show that S is the same operator as S∗ (the adjoint operator of S) to the operator
from H−1(Γ ) to L2(Γ ). From (1), we have S :H−s(Γ ) → H 1−s(Γ ) are bijective for all 0 
s  1 by the property of real interpolation. (See [2].)
Let u = Sφ for some φ ∈ H− 12 (Γ ). Then u is harmonic in Rn \ Γ and satisfies that
u ∈ H 1(Ω), |∇u| ∈ L2(Rn \Ω) and ∣∣∇u(X)∣∣= O(|X|n−1) at ∞. (2.3)
Now, we define outer normal derivatives ∂u
∂n± ∈ H−
1
2 (Γ ) for a single layer potential by〈
∂u
∂n+
,w1
〉
=
∫
Ω
∇u · ∇w∗1,
〈
∂u
∂n−
,w2
〉
=
∫
Rn\Ω
∇u · ∇w∗2 . (2.4)
Here w∗1 ∈ H 1(Ω), w∗2 ∈ H 1(Rn \ Ω) are extensions of w1 and w2 satisfying ‖w∗1‖H 1(Ω) 
c‖w1‖
H
1
2 (∂Ω)
and ‖w∗2‖H 1(Rn\Ω)  c‖w2‖H 12 (∂Ω) for some constant c > 0 independent of
w1,w2 (see [3]). By Hölder inequality, we have∣∣∣∣〈 ∂u∂n+ ,w1
〉∣∣∣∣ ‖∇u‖L2(Ω)∥∥∇w∗1∥∥L2(Ω)  c‖∇u‖L2(Ω)‖w1‖H 12 (∂Ω),∣∣∣∣〈 ∂u∂n− ,w2
〉∣∣∣∣ ‖∇u‖L2(Rn\Ω)∥∥∇w∗2∥∥L2(Rn\Ω)  c‖∇u‖L2(Rn\Ω)‖w2‖H 12 (∂Ω).
Hence∥∥∥∥ ∂u∂n+
∥∥∥∥
H
− 12 (∂Ω)
 c‖∇u‖L2(Ω),
∥∥∥∥ ∂u∂n−
∥∥∥∥
H
− 12 (∂Ω)
 c‖∇u‖L2(Rn\Ω). (2.5)
Furthermore,
∂u
∂n+
=
(
−1
2
I +K∗
)
φ,
∂u
∂n−
= −
(
1
2
I +K∗
)
φ, (2.6)
where K∗ is adjoint operator of K .
Similarly, if v = Kg for some g ∈ H 12 (Γ ), then v is harmonic in Rn \ Ω satisfying (2.3).
Hence by similar argument in the case of single layer potential, we have ∂v± ∈ H− 12 (∂Ω) with∂n
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∥∥∥∥
H
− 12 (∂Ω)
 c‖∇v‖L2(Ω),
∥∥∥∥ ∂v∂n−
∥∥∥∥
H
− 12 (∂Ω)
 c‖∇v‖L2(Rn\Ω). (2.7)
Since ∂v
∂n± ∈ H−
1
2 (Γ ), we define an operator D± :H 12 (Γ ) → H− 12 (Γ ) by
D±g = ∂
∂n±
Kg.
3. Statement of main results
We let Ω be a bounded Lipschitz domain in Rn and Γ 1 ∪ Γ2 = Γ1 ∪ Γ 2 = Γ , Γ1 ∩ Γ2 = ∅.
We refer to [4] for the related definition.
We introduce Banach spaces
H
1
2 (Γi) =
{
f |Γi
∣∣ f ∈ H 12 (Γ )}, i = 1,2,
H˜
1
2 (Γi) =
{
f |Γi
∣∣ f ∈ H 12 (Γ ), suppf ⊂ Γ i}, i = 1,2, (3.1)
and define H− 12 (Γi) and H˜−
1
2 (Γi) by the dual spaces of H˜
1
2 (Γi) and H
1
2 (Γi), respectively, i.e.,
H− 12 (Γi) = (H˜ 12 (Γi))∗, H˜− 12 (Γi) = (H 12 (Γi))∗, i = 1,2.
We denote 〈·,·〉Γi the duality paring between H
1
2 (Γi) and H˜−
1
2 (Γi) (or H˜ 12 (Γi) and
H− 12 (Γi)), i.e.,
〈φ,f 〉Γi := φ(f )
(〈ψ,g〉Γi := ψ(g))
for φ ∈ H˜− 12 (Γi), f ∈ H 12 (Γi) (ψ ∈ H− 12 (Γi), g ∈ H˜ 12 (Γi)).
For g ∈ H˜ 12 (Γi), i = 1,2, we extend g to a function g˜ defined by
g˜ =
{
g in Γi,
0 in Γ \Γi. (3.2)
Then we have
g˜ ∈ H 12 (Γ ).
Similarly, if φ ∈ H˜− 12 (Γi), i = 1,2, we extend φ to a functional φ˜ ∈ H− 12 (Γ ) as
〈φ˜,H 〉 := 〈φ,H |Γi 〉Γi (3.3)
for all H ∈ H 12 (Γ ).
By above statement, we can define fractional operators
Sij : H˜
− 12 (Γi) → H 12 (Γj ), Sijφ = Sφ˜|Γj for φ ∈ H˜−
1
2 (Γi),
Kij : H˜
1
2 (Γi) → H 12 (Γj ), Kij g = Kg˜|Γj for g ∈ H˜
1
2 (Γi),
K∗ij : H˜−
1
2 (Γi) → H− 12 (Γj ), K∗ij φ = K∗φ˜|Γj for φ ∈ H˜
1
2 (Γi),
D±ij : H˜
1
2 (Γi) → H− 12 (Γj ), D±ij g = D±g˜|Γj for g ∈ H˜
1
2 (Γi).
We will denote D := D+.
We introduce the matrix operator
A : H˜
1
2 (Γ2)× H˜− 12 (Γ1) → H− 12 (Γ2)×H 12 (Γ1)
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A
[
g
φ
]
:=
[
D22, −K∗12
K21, −S11
][
g
φ
]
.
Let f ∈ H 12 (Γ1) and ψ ∈ H− 12 (Γ2) be the given boundary data in (1.1) and lf ∈ H 12 (Γ ), lψ ∈
H− 12 (Γ ) be extension of f,ψ satisfying
‖lf ‖
H
1
2 (Γ )
 c‖f ‖
H
1
2 (Γ1)
, ‖lψ‖
H
− 12 (Γ )
 c‖ψ‖
H
− 12 (Γ2)
. (3.4)
The extension is possible because ∂Γ1 = ∂Γ2 is Lipshitz (see [3]). We set
f ′ = f −
(
1
2
I +K
)
(lf )|Γ1 + S(lψ)|Γ1 (3.5)
and
ψ ′ = ψ −D(lf )|Γ2 +
(
−1
2
I +K∗
)
(lψ)|Γ2 . (3.6)
Then f ′ ∈ H 12 (Γ1),ψ ′ ∈ H− 12 (Γ2). Suppose that there are (g,φ) ∈ H˜ 12 (Γ2) × H˜− 12 (Γ1) such
that
A
[
g
φ
]
=
[
D22, −K∗12
K21, −S11
][
g
φ
]
=
[
ψ ′
f ′
]
.
Then
u =K(lf + g˜)− S(lψ + φ˜) (3.7)
is a solution of the mixed boundary value problem (1.1) with data f,ψ , where g˜ is zero extension
of g and φ˜ is zero extension of φ defined in (3.2) and (3.3). It says that the solvability of the mixed
boundary value problem (1.1) is related to the bijectivity of A.
Our main results are the followings:
Theorem 3.1. Let Ω be a bounded Lipschitz domain in Rn, n 3, with ∂Ω = Γ . If Γ1 ⊂ Γ , then
S11 : H˜
− 12 (Γ1) → H 12 (Γ1) is bijective.
Theorem 3.2. Let Γ2 ⊂ Γ , then D22 : H˜ 12 (Γ2) → H− 12 (Γ2) is bijective.
Theorem 3.3. Let Γ1 and Γ2 satisfy the assumption of Theorems 3.1 and 3.2. Suppose that there
is neighborhood N of ∂Γ1 = ∂Γ2 such that Γ is smooth in N ∩ Γ . Then
A : H˜
1
2 (Γ2)× H˜− 12 (Γ1) → H− 12 (Γ2)×H 12 (Γ1) (3.8)
is bijective.
The following corollary is a direct consequence of Theorem 3.1.
Corollary 3.4. Let Γ1 be as in Theorem 3.1. Then, for f ∈ H 12 (Γ2), the screen problem (1.3) has
unique solution.
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Theorem 3.5. Let Ω,Γ,Γ1,Γ2 be the same as in Theorem 3.3, then for the boundary data
(f,ψ) ∈ H 12 (Γ2)×H− 12 (Γ1) the mixed boundary value problems (1.1) and (1.2) have a unique
solution u. Furthermore, u satisfies (1.4).
4. Proof of Theorem 3.1
For the proof of Theorem 3.1, it suffices to prove the subsequent lemmas.
Lemma 4.1. S11 : H˜−
1
2 (Γ1) → H 12 (Γ1) is one-to-one.
Proof. To prove that S11 is one-to-one, we suppose that S11φ = 0 on Γ1 for some φ ∈ H˜− 12 (Γ1).
Let
u(X) = 〈φ˜,G(X − ·)〉, (4.1)
where G is defined in (2.1) and φ˜ ∈ H− 12 (Γ ) is zero extension of φ defined in (3.3). Then, as
mentioned in Section 2, ∂u
∂n± ∈ H−
1
2 (Γ ) with definition (2.4). The identity (2.4) also holds after
replacing w∗1 = u in Ω and w∗2 = u in Rn \Ω . Since u+ = u− ∈ H−
1
2 (Γ ) and ∂u
∂n+ + ∂u∂n− = −φ˜
by (2.6), adding two terms of (2.4), we have
0 = 〈φ,S11φ〉Γ1 = 〈−φ˜, u〉 =
〈
∂u
∂n+
+ ∂u
∂n−
, u
〉
=
∫
Rn
|∇u|2. (4.2)
By the continuity of u on Γ and the decay property of u at infinity, we obtain u = 0 in Rn. Then
−φ˜ = ∂u
∂n+
+ ∂u
∂n−
= 0 in H− 12 (Γ ).
Hence φ = 0 and S11 is one-to-one. 
Lemma 4.2. S11 : H˜−
1
2 (Γ1) → H 12 (Γ1) has a closed range.
Proof. For φ ∈ H− 12 (Γ1), let us define u as in (4.1). Using (4.2) and by the trace theorem, we
have that∣∣〈−φ,S11φ〉Γ1 ∣∣= ∫
Rn
|∇u|2  ‖u‖2
H 1(Ω) − ‖u‖2L2(Ω)
 c‖u‖2
H
1
2 (Γ )
− ‖u‖2
L2(Ω). (4.3)
By the invertibility of S :H− 12 (Γ ) → H 12 (Γ ) (see Remark 2.2.), we have that
‖u‖2
H
1
2 (Γ )
 c‖φ˜‖
H
− 12 (Γ )
. (4.4)
By the definition of ‖φ‖˜− 1 ,H 2 (Γ1)
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H˜
− 12 (Γ1)
= sup
‖f ‖
H
1
2 (Γ1)
=1
∣∣〈φ,f 〉Γ1 ∣∣= sup‖f ‖
H
1
2 (Γ1)
=1
∣∣〈φ˜,F 〉∣∣.
Since ‖f ‖
H
1
2 (Γ1)
= inf{‖F‖
H
1
2 (Γ )
| F |Γ1 = f }, we have that
‖φ‖
H˜
− 12 (Γ1)
= sup
‖f ‖
H
1
2 (Γ1)
=1
∣∣〈φ˜,F 〉∣∣ c‖φ˜‖
H
− 12 (Γ )
. (4.5)
Hence by (4.3), (4.4) and (4.5), we obtain that∣∣〈φ,S11φ〉Γ˜1 ∣∣ c‖φ‖2
H˜
− 12 (Γ1)
− ∥∥Comp(φ)∥∥2
H
1
2 (Γ )
(4.6)
for all φ ∈ H˜− 12 (Γ1), where Comp is a compact operator.
To show that S11 has closed range, we assume that S11φk → f for some φk ∈ H˜− 12 (Γ1), f ∈
H
1
2 (Γ1). If {φk} is bounded in H˜− 12 (Γ1), then there exists subsequence (we says {φk}) of {φk}
and φ ∈ H˜− 12 (Γ1) such that φk converges weakly to φ in H˜− 12 (Γ1). We denote l(ψ) = 〈〈l,ψ〉〉
for l ∈ (H˜− 12 (Γ1))∗, ψ ∈ H˜− 12 (Γ1). Then
〈ψ,f 〉Γ1 =
〈
ψ, lim
k→∞S11φk
〉
Γ1
= lim
k→∞〈ψ,S11φk〉Γ1
= lim
k→∞
〈〈
S∗11ψ,φk
〉〉
= 〈〈S∗11ψ,φ〉〉
= 〈ψ,S11φ〉Γ1
for all ψ ∈ H˜− 12 (Γ1). Since H˜ 12 (Γ1) is reflexive, we have that S11φ = f . If {φk} is unbounded
in H˜− 12 (Γ1), then we set
Φk = φk‖φk‖
H˜
− 12 (Γ1)
.
(Note that ‖Φk‖
H˜
− 12 (Γ1)
= 1 for all k.) Then there is subsequence (we say {Φk}) of {Φk} and
Φ ∈ H˜− 12 (Γ1) such that {Φk} converges weakly to Φ in H˜− 12 (Γ1). Since S11Φk converges to
zero in H
1
2 (Γ1), S11Φ = 0. By the injectivity of S11 in Lemma 4.1, Φ = 0. Then by (4.6), we
have
0 c > 0
and this leads to a contradiction. Hence we conclude that S11 has a closed range. 
By Lemmas 4.1 and 4.2, we have that ‖φ‖
H˜
− 12 (Γ1)
 c‖S11φ‖
H
1
2 (Γ1)
for some c > 0 by the
closed graph theorem.
For the proof of bijectivity of S11, it remains only to show S11 is onto. Because of Lemma 4.2,
we have only to show that S11 has dense range. Let Ker(S∗11) be the kernel of S∗11, R(S11) be the
range of S11 and R(S11)⊥ be an orthogonal complement of R(S11). Then there is a relation
Ker
(
S∗11
)= R(S11)⊥ = R(S11)⊥.
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φ ∈ H˜− 12 (Γ1). Then 0 = 〈〈S∗11φ,ψ〉〉 = 〈φ,S11ψ〉 for all ψ ∈ H˜−
1
2 (Γ1). Taking ψ = φ, then
by (4.2),
0 = 〈−φ,S11φ〉Γ1 =
∫
Rn
|∇u|2.
It says that φ = 0. Hence S∗11 is one-to-one and thus S11 is onto.
Remark 4.3. In fact, S∗11 = S11 as in Remark 2.2.
5. Proof of Theorem 3.2
Lemma 5.1. D22 : H˜
1
2 (Γ2) → H− 12 (Γ2) is one-to-one.
Proof. To prove that D22 is one-to-one, we suppose that D22g = 0 on Γ2 for some g ∈ H˜ 12 (Γ2).
Let us define
u(X) =Kg˜(X), X ∈ Rn \ Γ2,
where g˜ is zero extension defined in (3.2). As mentioned in Section 2, u is harmonic in Rn \ Γ2
and satisfies (2.3). Hence ∂u
∂n± ∈ H−
1
2 (Γ ) in the sense of (2.4). Here
u+ − u− =
(
1
2
I +K
)
g˜ +
(
1
2
I −K
)
g˜ = g˜. (5.1)
In the proof of Theorem 3.3 in [6], we know that
1
2
I +K = S
(
1
2
I +K∗
)
S−1 (5.2)
in H 1(Γ ). By Remark 2.2, (5.2) is true in H 12 (Γ ). By adding −I , we have that
−1
2
I +K = S
(
−1
2
I +K∗
)
S−1 (5.3)
in H
1
2 (Γ ). Hence by (5.2), (5.3) and the uniqueness of boundary value problem of Laplace
equation, we have that
u(X) =
{
S( 12I +K∗)S−1g˜ if X ∈ Ω,
S(− 12I +K∗)S−1g˜ + c if X ∈ Rn \Ω
(in fact, c = 0 because u(X) = O(|X|−n+1) at infinity). Hence
D+g˜ = ∂u
∂n+
=
(
−1
2
I +K∗
)(
1
2
I +K∗
)
S−1g˜,
D−g˜ = ∂u
∂n−
=
(
−1
2
I −K∗
)(
−1
2
I +K∗
)
S−1g˜.
Hence we obtain that
D+g˜ = −D−g˜ (5.4)
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and (5.4), we have that
0 = 〈D22g,g〉Γ2 = 〈Dg˜, g˜〉 =
〈
∂u
∂n+
, u+
〉
+
〈
∂u
∂n−
, u−
〉
=
∫
Ω
|∇u|2 +
∫
Rn\Ω
|∇u|2.
Because u is continuous in Rn \ Γ2 and has behavior O(|X|−n+1) at infinity, u is zero in Rn. It
implies that
u+ − u− = g˜ = 0 on Γ.
Hence g = 0 and thus D22 is one-to-one. 
Lemma 5.2. D22 : H˜
1
2 (Γ2) → H− 12 (Γ2) has a closed range.
Proof. Let g ∈ H˜ 12 (Γ2) and u(X) = Kg˜(X) for X ∈ Rn \ Γ2. In the proof of Lemma 5.1, we
have Dg˜ = ∂u
∂n+ = − ∂u∂n− , u+ − u− = g˜. Hence
〈D22g,g〉Γ2 = 〈Dg˜, g˜〉
=
〈
∂u
∂n+
, u+
〉∣∣∣
Γ2
+
〈
∂u
∂n−
, u−
〉∣∣∣
Γ2
=
∫
Rn
∣∣∇u(X)∣∣2 dX. (5.5)
The right-hand side of (5.5) is estimated by the trace theorem,∫
Rn
∣∣∇u(X)∣∣2 dX  ‖u‖2
H 1(Ω) − ‖u‖2L2(Ω)
 c
∥∥∥∥(12I +K
)
g˜
∥∥∥∥2
H
1
2 (Γ )
− ‖u‖2
L2(Ω)
 c‖g˜‖2
H
1
2 (Γ )
− ‖u‖2
L2(Ω)
= c‖g‖2
H˜
1
2 (Γ1)
− ‖u‖2
L2(Ω).
Hence
〈D22g,g〉Γ2  c‖g‖2
H˜
1
2 (Γ1)
− ‖Compg‖2
H
1
2 (Γ )
.
By the same argument as in the proof of Lemma 4.2, we obtain that D22 has closed range. 
For the proof of bijectivity of D22, it remains only to show D22 is onto. As in the proof of
Theorem 3.1, we will show that D∗22 is one-to-one.
For α ∈ (H− 12 (Γ2))∗, φ ∈ H− 12 (Γ2), we denote α(φ) = 〈〈α,φ〉〉. Since H˜ 12 (Γ2) is reflexive,
the operator
J : H˜
1
2 (Γ2) →
(
H˜
1
2 (Γ2)
)∗∗ = (H− 12 (Γ2))∗, J (f ) = fˆ
is bijective, where 〈〈fˆ , l〉〉 = 〈l, f 〉Γ2 for l ∈ H−
1
2 (Γ2) and f ∈ H˜ 12 (Γ2).
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1
2 (Γ2). Then for all g ∈ H˜ 12 (Γ2),
0 = 〈D∗22fˆ , g〉Γ2 = 〈〈fˆ ,D22g〉〉 = 〈D22g,f 〉Γ2 .
We take g = f . By the same argument as in the proof of Lemma 5.1, we have f = 0 and D∗22 is
one-to-one. This implies that D22 has a dense range and thus D22 is onto.
6. Proof of Theorem 3.3
Lemma 6.1. A : H˜ 12 (Γ2)× H˜− 12 (Γ1) → H− 12 (Γ2)×H 12 (Γ1) is one-to-one.
Proof. Suppose that A(g,φ) = 0 for some (g,φ) ∈ H˜ 12 (Γ2)× H˜− 12 (Γ1). Define the potential u
in Rn \ Γ by
u(X) =Kg˜(X)− Sφ˜(X). (6.1)
Then u satisfies the following equations:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
u = 0 in Ω,
u = 0 on Γ1,
∂u
∂n+
= 0 on Γ2,
u ∈ H 1(Ω),
(6.2)
and ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
u = 0 in Rn \Ω,
u = 0 on Γ1,
∂u
∂n−
= 0 on Γ2,
u ∈ H 1loc(Ω),∣∣u(X)∣∣+ |X|∣∣∇u(X)∣∣= O(|X|−n+2) as |x| → ∞.
(6.3)
Therefore by the uniqueness of mixed boundary value problem (see Lemma 7.1), u = 0 in Rn.
Then, u+ − u− = g˜ = 0 and ∂u
∂n+ + ∂u∂n− = −φ˜ = 0. It says that g = 0, φ = 0 and thus A is
one-to-one. 
For the proof of bijectivity of A, it remains only to show A is onto. Below, we will decompose
A into B and C, where B is some invertible matrix operator and C is some compact matrix
operator. And then we will adopt Fredholm operator Alternating Theorem. Let us decompose A
into
A =
[
D22, −K∗12
K21, −S11
]
=
[
D22, 0
0, −S11
]
+
[ 0, −K∗12
K21, 0
]
= B +C.
Since S11,D22 are bijective, B is bijective with its inverse
B−1 =
[
D−122 , 0
0, −S−111
]
.
To show that C is compact operator, it suffices to show that K21 and K∗12 are compact oper-
ator. By the assumption, there is an open neighborhood N of ∂Γ1 = Γ2 such that Γ is smooth
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C10(N2) such that η = 1 in N1. We represent K12 to K21 = ηK21η + (1 − η)K21η +K21(1 − η).
Where ηK21η is compact since Γ is smooth in N . Because supp(η)∩ Γ2 = ∅, there is a positive
distance between supp(1 − η) ∩ Γ c2 and Γ1. It says that (1 − η)K21η is a compact opera-
tor. Also, K21(1 − η) are compact operator since there is a positive distance between support
of supp(1 −η)∩Γ c2 and Γ1. Hence K21 is a compact operator. By the similar argument, we have
K∗12 is a compact operator. Therefore C is a compact operator and hence A is bijective. 
Next, we find the inverse of A. Let (ψ,f ) ∈ H− 12 (Γ2)×H 12 (Γ1) and let
f ′ = f −
(
1
2
I +K
)
(lf )|Γ1 + S(lψ)|Γ1ψ ′ = ψ −D(lf )|Γ2 +
(
−1
2
I +K∗
)
(lψ)|Γ2
as in (3.5) and (3.6). Assume that (g,φ) ∈ H˜ 12 (Γ2) × H˜− 12 (Γ1) such that A(g,φ) = (ψ ′, f ′).
Then,
D22g −K∗12φ = ψ ′,
K21g − S11φ = f ′. (6.4)
From the first identity of (6.4), using bijectivity of D22, we obtain that
g = D−122
(
ψ ′ +K∗12φ
)
. (6.5)
Insert it in the second identity of (6.4), then we obtain that(
S11 −K21D−122 K∗12
)
φ = −f ′ +K21D−122 ψ ′. (6.6)
We induce the operator
S11 −K21D−122 K∗12 : H˜−1(Γ1) → H
1
2 (Γ1). (6.7)
If S11 −K21D−122 K∗12 is invertible, then (g,φ) is represented by
φ = (S11 −K21D−122 K∗12)−1(−f ′ +K21D−122 ψ ′),
g = D−122 ψ ′ +D−122
(
S11 −K21D−122 K∗12
)−1(−f ′ +K21D−122 ψ ′).
Indeed, the following lemma holds.
Lemma 6.2. S11 −K21D−122 K∗12 : H˜−
1
2 (Γ1) → H 12 (Γ1) is bijective.
Proof. Since K21,K∗12 are compact operators, K21D
−1
22 K
∗
12 is compact operator. Since S11 is
bijective, we have only to show that S11 − K21D−122 K∗12 is one-to-one to apply Fredholm Alter-
nating Theorem. Suppose (S11 −K21D−122 K∗12)φ = 0 for some φ ∈ H˜−
1
2 (Γ1). Let
u(X) = Sφ˜(X)−K ˜D−122 K∗12φ(X).
In Γ1, we have u = (S11 −K21D−122 K∗12)φ = 0; and in Γ2
∂u
∂n+
= K∗12φ −D22
(
D−122 K
∗
12
)
φ = K∗12φ −K∗12φ = 0.
Hence u satisfies (6.2). By the same argument as in the proof of Lemma 6.1, φ = 0. Therefore
S11 −K21D−122 K∗12 is one-to-one. 
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Let (ψ,f ) ∈ H− 12 (Γ2)×H 12 (Γ1) and let define (φ′, f ′) ∈ H− 12 (Γ2)×H 12 (Γ1) as (3.5), (3.6).
Let (g,φ) ∈ H˜ 12 (Γ2)× H˜− 12 (Γ1) such that A(g,φ) = (ψ ′, f ′). Then
u(X) =Kg(X)− Sφ(X) (7.1)
satisfies (1.1). Therefore the existence of solution is the result of Theorem 3.3.
Lemma 7.1. Let u be a solution of (6.2) or (6.3). Then u ≡ 0 in Ω or Rn \Ω .
Proof. Because the proof in the case of (6.3) is similar to the proof in the case of (6.2), we
only show in the case of (6.2). Clearly, u ∈ H 12 (Γ ) and ∂u
∂n+ ∈ H−
1
2 (Γ ). Since u = 0 in Γ1,
u|Γ2 ∈ H˜
1
2 (Γ2). Then, since ∂u∂n+ |Γ2 = 0,
0 =
〈
∂u
∂n+
, u
〉
=
∫
Ω
∣∣∇u(X)∣∣2 dX.
Hence u is constant in Ω and zero because u|Γ1 = 0. 
Finally, let u defined in (7.1) for some (g,φ) ∈ H˜ 12 (Γ2) × H˜− 12 (Γ1) be the solution of (1.1)
with data (ψ,f ) ∈ H− 12 (Γ2)×H 12 (Γ1). Then
‖u‖
H
1
2 (Γ )
= ‖lf + g˜‖
H
1
2 (Γ )
by (3.7)
 ‖lf ‖
H
1
2 (Γ )
+ ‖g˜‖
H
1
2 (Γ )
 c
(‖f ‖
H
1
2 (Γ1)
+ ∥∥ψ ′ +K∗12φ∥∥
H
− 12 (Γ2)
)
by (3.4) and (6.5)
 c
(‖f ‖
H
1
2 (Γ1)
+ ‖ψ ′‖
H
− 12 (Γ2)
+ ‖φ‖
H˜
− 12 (Γ2)
)
 c
(‖f ‖
H
1
2 (Γ1)
+ ‖ψ ′‖
H
− 12 (Γ2)
+ ∥∥−f ′ +K21D−122 ψ ′∥∥H 12 (Γ1)) by (6.6)
 c
(‖f ‖
H
1
2 (Γ1)
+ ‖ψ ′‖
H
− 12 (Γ2)
)
 c
(‖f ‖
H
1
2 (Γ1)
+ ‖ψ‖
H
− 12 (Γ2)
)
by (3.6) and (3.4).
Similarly, we have that∥∥∥∥ ∂u∂n+
∥∥∥∥
H
− 12 (Γ )
 c
(‖f ‖
H
1
2 (Γ1)
+ ‖ψ‖
H
− 12 (Γ2)
)
.
This completes the proof of Theorem 3.3.
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