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INTRODUCTION THE CLASSICAL THEORY of linear statistical models is fundamentally a theory of conditional expectations.2 In their influential text Mosteller and Tukey
note that, "What the regression curve does is give a grand summary for the averages of the distributions corresponding to the set of x's. We could go further and compute several different regression curves corresponding to the various percentage points of the distributions and thus get a more complete picture of the set. Ordinarily this is not done, and so regression often gives a rather incomplete picture. Just as the mean gives an incomplete picture of a single distribution, so the regression curve gives a correspondingly incomplete picture for a set of distributions."
Means and other measures of central tendency rightfully occupy a distinguished place in the theory and practice of statistical data analysis. But we are entitled to ask, "Does the conditional expectation or any other measure of conditional central tendency adequately characterize a statistical relationship among variables?" An affirmative answer seems possible only within the confines of extremely restrictive parametric models. In principle, we would like to know the entire conditional distribution function, or equivalently, but perhaps preferably (see Parzen [20] ), the conditional quantile function.
In this paper we suggest a natural approach to the estimation of the conditional quantile function based on the analogues of the sample quantiles for linear models introduced in Koenker and Bassett [17] . The asymptotic theory of these regression quantiles is extended to linear models with a family of linear scale processes. The problem of estimating the precision of these "regression quantile" estimates is addressed, and a new robust approach to problems of testing homoscedasticity is developed. Several examples of the proposed techniques are discussed in a final section. The emphasis here is rather different than our 'The authors wish to thank Robert Hogg and Colin Mallows for helpful comments on a previous draft. We are also deeply indebted to an anonymous referee whose "rough calculations" on an example stimulated an extensive revision of Sections 3 and 4. Complete responsibility for remaining errors and malapropisms rests with the authors. 2An exposition of least squares theory from this point of view may be found in a valuable monograph by Goldberger [14] . we are led to define an empirical conditional quantile function, for the sample Y1,*, Yn, (2.7) Qy(uIx) = inf{xI(u)I Pu(Y1-xfi(u)) = min!} In Koenker and Bassett [17] we have studied in some detail the behavior of the statistics /l(u) which we call "regression quantiles." 1 regression is an important where /3 is some fixed vector of parameters and Qj(u) is the quantile function of the error distribution. In this case,
The exogenous variables influence only the location of the conditional distribution F(y I x). Note that due to the intercept we are free to choose the first element of /3 so that Qj( I ) = 0. In the iid case, the conditional quantile functions constitute a family of parallel hyperplanes.
Departing from the assumption of identically distributed errors, we consider the following rather general model of systematic heteroscedasticity,
where lt(x) may be thought of as the conditional mean of the regression process, a (x) as the conditional scale, and e as an error term independent of x from a distribution with quantile function Qj(u). The conditional quantile functions of Y are then simply, (2.11) Qy(u I x) = (X) + a((X) Q (u).
We will assume that both It and a are linear functions of x, and we will write Bickel's work, the present paper proposes an alternative approach to robustified tests for heteroscedasticity.
In the next section we sketch the asymptotic theory of "regression quantile" statistics under slightly weaker conditions than we have employed in previous work. This theory leads directly to new tests for heteroscedasticity in linear models.
THE ASYMPTOTIC THEORY OF REGRESSION QUANTILES
The asymptotic theory of regression quantiles in linear models with independent and identically distributed errors is treated in Koenker and Bassett [17] and with somewhat different methods in Ruppert and Carroll [25] . In this section we weaken the iid assumption slightly to consider the asymptotic behavior of Let D = (/l(ul), . . ., fl(um)) and D = ( /(ui)) with /l(u) as defined in (2.9), and let Q(u) = ( uQ(u1) .. ., Qe(um)). We may now state our main result. If( Qe(u,)) f( Qe(u;)).
PROOF: We adopt the approach and notation of Ruppert and Carroll [25] . Let From Ruppert and Carroll [25] and Bickel [6] we have for any L > 0 so for n sufficiently large we may write
Expanding F(hQ) to two terms we have
thus,
The term in square brackets converges to D, so
and thus (3.5) implies the following asymptotic linearity result:
The design hypothesis (A2) implies maxIkI = o(Vn) so Vn (/(u1)-/U(uO), ... ., 8(um) -/3(uM)) satisfies the standard multivariate Lindeberg condition and therefore is asymptotically Gaussian. The expectation of the right hand side of (3.11) converges to QE(u)'yo using (3.9) and the covariance matrix follows from routine but somewhat tedious calculations. See, for example, the proof of Corollary 1 in Ruppert and Carroll [25] . Q.E.D.
Under iid conditions Theorem 3.1 reduces to Theorem 3.1 of Koenker and
Bassett [17] . Conditional quantile functions are parallel hyperplanes in K space.
And the slope coefficients of all regression quantiles converge in probability to the same vector. When the errors are not identically distributed the situation is quite different. In the linear scale model of heteroscedasticity described above, /3(u) converges in probability to /l(u) + Q,(u) y0, so slope coefficients depend in a nontrivial way on u. A convenient aspect of making yn = 0(11/JH) is that the limiting covariance structure of /8(u) is independent of y. This is essential for the hypothesis testing discussion to follow, but by no means necessary for consistency results for example. Consistency obtains as long as Qy(u I x) is strictly linear in x as for example in (2.12).
In Koenker and Bassett [17] we emphasized that robust estimators of the parameters of iid linear models can be constructed from linear combinations of a few regression quantile estimates.3 In addition, analogues of trimmed means were suggested for iid linear models based on regression quantiles. These "trimmedleast-squares estimators" have been studied intensively by Ruppert and Carroll [25] . Methods of estimation and tests of hypotheses based on regression quantiles in linear models with iid errors can substantially improve upon traditional least-squares methods in non-Gaussian situations. This is especially true when error distributions are longer-tailed than the Gaussian distribution. which rests, shakily in our view, on the hypothesis of Gaussianity. As Bickel [6] and others have recently pointed out, tests based on least squares residuals from a preliminary fit of the model are highly sensitive to Gaussian assumptions.
Slight perturbations from Gaussianity can wreak havoc with the behavior of least-squares based test statistics. We will illustrate this phenomenon in Section 4.2.
A Test Statistic
Now consider the general linear hypothesis Note that this approach is adopted by White [30] in proposing a similar test for heteroscedasticity based on least squares residuals.
The local power of our test, (, and the appropriately Studentized test, (*, may be compared by computing Pitman's asymptotic relative efficiency (ARE) of the two tests. For any two tests of the same hypothesis, the same size, and same power with respect to the same alternative: if the first test requires n1 observations and the second requires n2 observations, then the relative efficiency of the second test with respect to the first is nI / n2. The limit of this ratio as both numerator and denominator tend to infinity is the asymptotic relative efficiency of the two tests. See Pitman [22] or Rao [24] for additional details.
In an effort to obtain some quantitative feel for plausible ARE's in applications we have calculated some for members of the family of contaminated Gaussian distributions. This family is often suggested as affording plausible longer-tailed alternatives to strictly Gaussian errors, see Tukey [26] . In its simplest form, the family is indexed by two parameters: g, the proportion of contamination, and 4, the scale of the contaminating Gaussian distribution, i.e., is the derivative of a quantile function. Tukey [27] has aptly called such functions "sparsity functions." See also Bloch and Gastwirth [7] .
In the one-sample (location) model the problem of estimating elements of Q is essentially a problem of smoothing the empirical quantile function. For an important recent discussion of such problems, see Parzen [20] . In the linear model setting a natural approach would be to replace F or Q based on a single sample with an F or Q based on residuals from a preliminary fit of the model. However, here we adopt an alternative approach. In (2.7) we defined an empirical conditional quantile function Qy(u I x) at an arbitrary design point x.
We have studied these functions in some detail in Bassett and Koenker [5] . We restate two important results here without proof. 
SOME EXAMPLES
We now illustrate the methods introduced above with several examples. We begin with a particularly simple form of design. The next two empirical examples are simple bivariate models which lend themselves to visual analysis.
Two Sample Problems
We have already noted that in the one-sample (location) model our methods specialize to consideration of the ordinary sample quantiles. In the two sample If we now consider tests for departures from homoscedasticity like those suggested above, we see that they reduce to tests of hypotheses of the form, (5.6) (Q2(u1) -QI(u)) -( Q2(u2) -QI(u2)) = 0.
Engel's Food Expenditure Data
In this subsection we investigate the data originally presented by Ernst Engel [11] to support the proposition that food expenditure constitutes a declining share of personal income. The data consists of 235 budget surveys of 19th century
European working class households. An interesting discussion of the data sources and Engel's analysis of the data may be found in Perthel [21] . Following established custom we transform the data on annual household income and food expenditure to natural logarithms. In Figure 3 we present the scatter of original data on double log axes. Figure 4 . Sparsity estimates at the quartiles for the three degrees of smoothness are given in Table I .
We we have t'l -'= 5.0. In Table I we present sparsity estimates and test statistics for varying degrees of smoothness. A x2 variable on 2 degrees of freedom exceeds 6.0 with probability .05 so the null hypothesis of homoscedasticity cannot be rejected on the basis of the tests reported in Table I .
Demand for Admen
In this subsection we investigate a simple model of labor demand by advertising agencies. In Figure 5 we have plotted data on the number of employees and 
CONCLUSION
We have proposed a method for estimating linear models for conditional quantile functions. The method makes no parametric assumptions on the shape of the error distribution, and employs the "regression quantile" statistics previously introduced in Koenker and Bassett [17] . Tests for heteroscedasticity are proposed based on the large sample theory of the proposed estimators. We believe these methods should prove to be useful diagnostic tools in a wide range of linear model applications.
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