We prove a criterion that allows to construct units in product systems of correspondences with prescribed infinitesimal characterizations. This criterion summarizes proofs of known results and new applications. It also frees the hypothesis from the assumption that the units are contained in a product system of time ordered Fock modules.
Introduction
An Arveson system is a (measurable) family H ⊗ = H t t∈R + of (infinite dimensional when t > 0 and separable) Hilbert spaces with a (measurable) associative identification H s ⊗ H t = H s+t . A unit is a (measurable nontrivial) section u ⊗ = u t t∈R + that factors according to that identification: However, when we wish to apply the idea for such type of constructions of new units to product systems of Hilbert modules then we meat two obstacles. Firstly, the limit in (1.1) is only weak. In Hilbert spaces this is not a big problem, because weak and norm closures of subspaces coincide and proofs of the Mazur theorem even show how to transform a weakly convergent sequence into a norm convergent sequence. In Hilbert modules having only convergence of inner products is deadly. Secondly, the best modification of the limit in (1.1) allows to have convex combinations on the infinitesimal level in (1.2). (For positive κ, λ with κ + λ = 1 consider w t = lim n→∞ u κt n ⊗ vλt n ⊗n . Then γ x,w = κγ x,u + λγ x,v .) In critical applications like, for instance, the Trotter product of units in spatial product systems as defined in Skeide [Ske01] , convex combination is not enough. We need affine combinations, that is, κ, λ complex with
In these notes we prove a powerful criterion (split into two lemmata) that allows to subsummarize all existing constructions of units in a general abstract scheme. In that way we avoid to have to repeat the same sort of argument in every individual case just because the formulation is not sufficiently general. The limits will be in norm. And we do not use the hypothesis (either by explicit assumption as in [Ske01] 
We do not pose any continuity or measurability condition. (Those will be encoded into continuity properties of the units. For a definition of continuous product system see Skeide [Ske03] .)
A unit in a product system E ⊙ is a family ξ ⊙ = ξ t t∈R + of elements ξ t ∈ E t that factors as ξ s ⊙ ξ t = ξ s+t and ξ 0 = 1 ∈ B = E 0 . The trivial unit is 0 for all t > 0. For every t > 0 we define the J t = {(t n , . . . , t 1 ) : |t| = t (n ∈ N, t i > 0)}, where the length of a tuple t = (t n , . . . , t 1 ) is |t| := t n + . . . + t 1 , while the norm of t is t := max(t n , . . . , t 1 ). We note that J t becomes a lattice when we consider t as the interval partition
Clearly, for an arbitrary set S of units the spaces
and E S 0 = B form a product subsystem of E ⊙ , the subsystem generated by S . Every subset S of units in a product system E ⊙ gives rise to a CPD-semigroup U on S defined by setting
We say the set S of units is continuous, if U is uniformly continuous. A product system is type I, if it is generated by a continuous subset of units. Recall that type I product systems need not be spatial in the sense of [Ske01] (generalizing the definition of Powers [Pow88] ). In fact, it is a major achievment of Section 3 that the results hold for general type I systems. Only type I product systems of von Neumann modules are spatial automatically; see [BBLS04] . The unique minimal version among these product systems we call the GNS-system of K.
The criterion
Suppose t → y t ∈ E t is differentiable at t = 0 in a suitable sense. It is our goal to find a criterion to check when y t n ⊙ . . . ⊙ y t 1 converges over the net J t to ζ t (necessarily forming a unit). In a first step (Lemma 3.1) we show (by rather algebraic means like GNS-construction) that there exists a product system, possibly bigger than the original one, that contains a unit ζ ⊙ which fits suitably the infinitesimal characterization of y t . Then (Lemma 3.4) we show that convergence happens, if and only if the new product system matches the old one, and give an applicable criterion for that it happens.
3.1 Lemma. Let E ⊙ be a product system that is generated by a continuous subset S of units.
Suppose there is a function t → y t ∈ E t and there are mappings K,
Then there exists a product system F ⊙ that contains E ⊙ and a unit ζ ⊙ such that S ∪ {ζ ⊙ } is continuous and
P. We are done, if we show that the kernel L on S extended to S ∪ {ζ ⊙ } in the way stated in the lemma (and L ξ,ζ = * • K ξ • * ) is still conditionally completely positive definite. In this case, e tL is a uniformly continuous CPD-semigroup on S ∪ {ζ ⊙ } and for the product system F ⊙ we may choose the GNS-system of that CPD-semigroup.
We define the family of completely positive definite kernels K t on S ∪ {ζ ⊙ } (think of S ∪ {ζ ⊙ } as disjoint union), by setting
These kernels are CPD but need not form a semigroup. Nevertheless, as for CPD-semigroups one easily shows that the kernel L ξ,ξ ′ = lim t→0
, as a limit of conditionally completely positive definite kernels, is a conditionally completely positive definite kernel, too.
3.2 Remark. Of course, F ⊙ is unique, if we require that S ∪ {ζ ⊙ } is generating.
In Lemma 3.4 we will show that the elements of the unit ζ ⊙ can be obtained as a norm limit of
over the net J t , if and only if ζ ⊙ ∈ E ⊙ , and we will provide an easily applicable necessary and sufficient criterion. But, first we draw some consequences from Lemma 3.1 that are independent.
Proposition.
Under the hypothesis of Lemma 3.1:
All limits are in t → 0 uniformly in t ∈ [0, T ] for every T ∈ R + .
P. By assumption there is a constant
, and further
for all t and all t with t sufficiently small. In other words, the net y t t∈J t is eventually bounded.
Let us write Y t := y t , •y t and Z t := ζ t , •ζ t . We compute
This shows 1.
Similarly, we compute
By hypothesis for every ξ ⊙ ∈ S there is a constant M ξ > 0 such that y t − ζ t , •ξ t ≤ t 2 M ξ for all sufficiently small t. And, of course, y t , •ξ t ≤ y t ξ t . By an estimate very similar to (3.4) we show also 2.
3.4 Lemma. For the product system F ⊙ in Lemma 3.1 the following conditions are equivalent:
P. E t is complete. So, if ζ t is the norm limit of elements in E t , then ζ t ∈ E t . Therefore, 1 implies 2.
As elements of the form b n ξ
b 0 span E t and the y t are bounded for small t , this implies that lim t∈J t y t , •x = ζ t , •x for all x ∈ E t . Now suppose that ζ ⊙ ∈ E ⊙ , that is, ζ t ∈ E t for all t. Therefore, 2 implies 3.
By Proposition 3.3 we have lim t∈J t y t , •y t = ζ t , •ζ t . Therefore, if 3 holds, then we find
Therefore, 3 implies 1.
Observation. If also in 3 the convergence is O(t 2 )
, then all estimates in (3.5) are in t (uniformly in t ∈ [0, T ] for all T ∈ R + ). Therefore, in this case we may pass to sequences It cannot be applied without constructing first in Lemma 3.1 a space that is sufficiently big to contain a candidate for the limit. Of course, we would like to give a one-step criterion allowing to check immediately norm convergence of y t just by looking at inner products of the y t with elements in E t . The failure to be able to do so underlines once more the importance of the possibility to examine properties of a CPD-semigroup in terms of its GNS-systems. Also in [BBLS04, Theorem 4.4.12] we proved an intrinsic result about CPD-semigroups by passing to the GNS-system of the CPD-semigroup.
Applications
4.1 A counter example. We consider Arveson's Trotter product given by the limit in (1.1).
Specifically, as product system we consider H t = Γ L 2 ([0, t]) and u ⊗ with u t = ω t , the vacuum, By Parthasarathy and Sunder [PS98] or Skeide [Ske00] , these two units generate the whole product system.
As indicated in Observation 3.5, to treat only the case of sequences is sufficient. For the section y we read from (1.1) that
and it is clear that the assumptions from Lemma to which, therefore, the limit in (1.1) converges weakly. However, w t , w t = e t 4 is strictly smaller than the limit e t 2 of the norm square of y ⊗n t n , so that the limit is not a norm limit. In fact, it is easy to check that the (minimal) product system from Lemma 3.1 is
)II [0,t] . Clearly, the criterion Lemma 3.4(3) is violated.
Examples from [BBLS04] and [Ske01] (now without embedding into Fock modules).
We discuss two constructions of units that have been proved in [BBLS04] explicitly assuming units in a time ordered product system and in [Ske01] by first constructing an embedding into a time ordered product system. Here we give a proof based on Lemmata 3.1 and 3.4 without any reference to a time ordered product system. (In fact, it is Lemma 3.1 that gives the construction of a type I product system that contains a suitable unit by rather algebraic means and it is Lemma 3.4 that helps to find out whether this unit is contained in the original system.)
For the first construction we study immediately a multi summand version, instead of the two summand versions considered inside a time ordered product system in [BBLS04, Ske01] .
Suppose that ξ ℓ ⊙ (ℓ = 1, . . . , k) are units in a continuous generating subset S of units of a product system E ⊙ . Let κ ℓ be complex numbers such that κ 1 + . . .
Then the section y fulfills the assumptions of Lemma 3.1 with
Therefore,
From this it follows like in (3.4) that the criterion in Lemma 3.4(3) is fulfilled.
The other construction allows to "normalize" a given (continuous) unit ξ ⊙ suitably within the product subsystem generated by ξ ⊙ . Let β ∈ B and put y t = ξ t e tβ . It follows that y fulfills the assumptions of Lemma 3.1 with
Also here one checks easily that Lemma 3.4(3) holds. Choosing β =
+ih (h ∈ B selfadjoint but otherwise arbitrary), then the unit ζ ⊙ we obtain in that way determins a unital CP-semigroup ζ t , •ζ t that has a generator with the same CP-part as L ξ,ξ . Obviously we obtain the same unit ζ ⊙ , if we start with y t = e tβ ξ t .
We discuss a further construction, so far not yet considered elsewhere. Suppose that ξ Then y t converges in norm to the elements ζ t of a unit that fulfills
This allows to modify the conditionally positive definite kernel L rather arbitrarilly by a com- have shown that the vacuum vector of the Fock space is cyclic for the minimal version of the process. Here is not the place to repeat all the somewhat heavy definitions. We refer the reader to the lecture notes of Franz [Fra03] where also a sketch of a proof can be found. The proof uses exactly the techniques employed in Lemmata 3.1 and 3.4 to construct a sufficiently large subset of units by applying the process to the vacuum.
