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1. Introduction
In this paper, we say {fn(x)} is a function sequence if for every n = 0, 1, . . ., fn(x) 6≡ 0. A polynomial sequence {pn(x)}
is one satisfying that p0(x) 6= 0, pn(x) (n = 1, 2, . . .) is a polynomial of degree n exactly. All functions in this paper are
defined on a real fieldR = (−∞,∞).
Let {fn(x)} and {gn(x)} be two function sequences. Their binomial convolution fn(x) ∗ gn(y) is defined by
fn(x) ∗ gn(y) =
n∑
k=0
(
n
k
)
fk(x)gn−k(y).
A function sequence {fn(x)} is called a function sequence of binomial type if
fn(x+ y) = fn(x) ∗ fn(y) (1.1)
holds for all n, x and y. For the sake of simplicity, we use the same notions and notation as [1] or [2, Chapter 2] for entities
which we do not define in this paper.
Reiner [3] investigated function sequences of binomial type, cross sequences, Sheffer sequences and Steffenson sequences
by using the notion of binomial convolution, and established many interesting theorems. The following lemma, Lemma 1.1,
is one of the bases of [3].
Lemma 1.1 ([3, Lemma 1.4]). For every function sequence of binomial type {fn(x)} there exists a unique polynomial sequence of
binomial type {pn(x)} such that fn(x) = f0(x)pn(x). This sequence is determined by the condition pn(1) = fn(1)/f0(1).
[3] did not give the proof of Lemma 1.1. Unfortunately, there is an oversight in the above lemma. In fact, we have the
following:
Counterexample 1.2. There exists a function sequence of binomial type {φn(x)} satisfying that φn(x)/φ0(x) (n = 0, 1, . . .)
is not a polynomial sequence.
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Proof. It is known (see [4, Chapter 2, Example 26]; also [5, pp. 108–113]) that there exists a discontinuous linear function
ϕ(x) such that
ϕ(x+ y) = ϕ(x)+ ϕ(y) (∀x, y ∈ R).
Now for some α > 0 define
φ0(x) = αϕ(x), φn(x) = αϕ(x)ϕn(x) (n = 1, 2, . . .). (1.2)
Then we have
φ0(x+ y) = φ0(x)φ0(y),
φn(x+ y) = αϕ(x+y)ϕn(x+ y) = αϕ(x+y)(ϕ(x)+ ϕ(y))n
=
n∑
k=0
(
n
k
)
αϕ(x)ϕk(x)αϕ(y)ϕn−k(y)
=
n∑
k=0
(
n
k
)
φk(x)φn−k(y) (n = 1, 2, . . .).
This proves that sequence (1.2) is a function sequence of binomial type. But φn(x)/φ0(x) = ϕn(x) is not a polynomial.
Actually, for n > 0 they are discontinuous at every x ∈ R. 
This counterexample shows that the conditions of [3, Lemma 1.4] are not sufficient. Using the above function sequence
{φn(x)}, it is easy to construct the following:
Counterexample 1.3. There exists a function cross sequence
rn(λ, x) = φn(λ) ∗ qn(x),
where qn(x) is a basic sequence and φn(λ)/φ0(λ) (n = 1, 2, . . .) are not polynomials.
Counterexample 1.3 shows that some of the assertions of Decomposition Theorem 1.6 of [3] do not hold.
In Section 2, wewill give a revision of [3, Lemma 1.4] and further study function sequences of binomial type. In Section 3,
we investigate cross sequences and give a revision of Decomposition Theorem 1.6 of [3]. Finally, in Section 4, Sheffer and
Steffenson sequences are researched.
2. On sequences of binomial type
To prove the main result (Theorem 2.4) in this section, we require the following lemmas.
Lemma 2.1. Suppose function f0(x) 6≡ 0 and f0(x + y) = f0(x)f0(y) holds for all x, y ∈ R. Then, we have f0(x) > 0 (∀x ∈ R)
and f0(0) = 1.
Proof. Since
f0(x+ y) = f0(x)f0(y), (2.1)
we have f0(0) = f 20 (0). It follows that f0(0) = 0 or f0(0) = 1. Assume f0(0) = 0. From (2.1) it follows that for all x ∈ R
f0(x) = f0(x+ 0) = f0(x)f0(0) = 0.
This shows f0(x) ≡ 0 which contradicts the condition. Hence f0(0) = 1.
Observe that
f0(x) = f0
( x
2
+ x
2
)
= f 20
( x
2
)
≥ 0.
Assume that there exists a point x0 6= 0 such that f0(x0) = 0; then f0(0) = f0(x0)f0(−x0) = 0. This is impossible, which
completes the proof. 
Lemma 2.2. Suppose {fn(x)} is a function sequence of binomial type and fn(x) (n = 0, 1, . . .) is continuous at x = 0. Then we
have:
(1) fn(x) (n = 0, 1, . . .) is continuous onR,
(2) f0(x) = αx (α > 0), fn(0) = 0 (n ≥ 1).
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Proof. Using Lemma 2.1 and (2.1), for every x ∈ R
lim
y→0 f0(x+ y) = f0(x) limy→0 f0(y) = f0(x).
This proves that f0(x) is continuous onR. Then, it is easy to deduce that there exists a constant α > 0 such that
f0(x) = αx (see [5]).
Since
f1(x+ y) = f0(x)f1(y)+ f1(x)f0(y), (2.2)
setting x = y = 0 in (2.2) yields f1(0) = 2f1(0) fromwhich f1(0) = 0 follows. Setting y→ 0 in (2.2), it is easy to obtain that
f1(x) is continuous onR. By induction, we can complete the proof of this lemma. 
From the above Lemma 2.2, we can deduce that the function ϕ(x) in Counterexample 1.2 is discontinuous at every x ∈ R.
Lemma 2.3. Let g(x) = 1+∑∞k=1 gkxk (gk ∈ R). Then
rk(λ) :def=
[
dk
dxk
gλ(x)
]
x=0
(k = 0, 1, . . .)
is a polynomial of degree≤ k with rk(0) = 0 (k ≥ 1) in the variable λ.
Moreover, if g1 6= 0, then rk(λ) is of degree k exactly.
Proof. The conclusion follows from the equality
gλ(x) = 1+ λx(g1 + g2x+ · · · + gnxn−1 + · · ·)+ λ(λ− 1)2! x
2(g1 + g2x+ · · · + gnxn−1 + · · ·)2 + · · ·
+ λ(λ− 1) · · · (λ− k+ 1)
k! x
k(g1 + g2x+ · · · + gnxn−1 + · · ·)k + · · · .
Denote by r ′k−1(λ) a polynomial of degree≤ k− 1 in the variable λ. It is clear that
rk(λ) = gk1λ(λ− 1) · · · (λ− k+ 1)+ r ′k−1(λ)
is a polynomial of degree k exactly if g1 6= 0 and
rk(0) =
[
dk
dxk
g0(x)
]
x=0
= 0 (k = 1, 2, . . .).
This completes the proof. 
The following theorem, Theorem 2.4, gives a revision of [3, Lemma 1.4]. Counterexample 1.2 shows that the condition
‘‘fn(x)/f0(x) (n = 1, 2, . . .) is continuous at x = 0’’ is necessary.
Theorem 2.4. Suppose {fn(x)} is a function sequence of binomial type satisfying that fn(x)/f0(x) (n = 1, 2, . . .) is continuous at
x = 0. Then there exists a unique polynomial sequence of binomial type {pn(x)} (n = 1, 2, . . .) such that fn(x) = f0(x)pn(x) (n =
1, 2, . . .).
Furthermore, if f0(x) is continuous at x = 0, then there exists a constant α > 0 such that f0(x) = αx and fn(x) = αxpn(x).
Proof. Set pn(x) = fn(x)f0(x) (n = 0, 1, . . .). Since f0(x) 6= 0 by Lemma 2.1, dividing by f0(x + y) = f0(x)f0(y) the two sides of
(1.1), it deduced that {pn(x)} is a function sequence of binomial type and pn(x) is continuous onR by Lemma 2.2.
Now we are going to prove that pn(x) is a polynomial. Define
F(γ , t) =
∞∑
k=0
pk(γ )
k! t
k (p0(λ) = 1) (2.3)
as a formal power series. Since
pn(γ + µ) =
n∑
i=0
(
n
i
)
pi(γ )pn−i(µ),
we have
F(γ + µ,D)xn =
( ∞∑
i=0
pi(γ )
i! D
i
)( ∞∑
k=0
pk(µ)
k! D
k
)
xn
(
D = d
dx
; n = 0, 1, . . .
)
.
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From the above it follows that
F(2γ , t) =
( ∞∑
k=0
pk(γ )
k! t
k
)2
.
Similarly,
F(mγ , t) =
( ∞∑
k=0
pk(γ )
k! t
k
)m
(m = 1, 2, . . .).
That is,
F(γ , t) = Fm(γ /m, t) (m = 1, 2, . . .).
Hence
F(γ /m, t) = F 1/m(γ , t) (m = 1, 2, . . .).
Therefore,
F
( n
m
γ , t
)
= F n/m(γ , t) (m, n = 1, 2, . . .).
That is
F(γ , t) =
(
1+
∞∑
k=1
pk
( n
mγ
)
k! t
k
)m/n
. (2.4)
Since function f1(x) 6≡ 0, without loss of generality, assume that there exists a point ξ > 0 such that f1(ξ) 6= 0. Then we
have p1(ξ) 6= 0.
Setting mn → γξ > 0, from (2.4) we obtain
F(γ , t) =
(
1+
∞∑
k=1
pk(ξ)
k! t
k
)γ /ξ
. (2.5)
Since from (2.3) and (2.5)
pk(x) =
[
dk
dtk
F(x, t)
]
t=0
=
 dk
dtk
(
1+
∞∑
k=1
pk(ξ)
k! t
k
)x/ξ
t=0
,
using Lemma 2.3 and observing p1(ξ) 6= 0, it is easy to deduce that pk(x) (k = 0, 1, . . .) are polynomials of degree k exactly.
If f0(x) is continuous at x = 0, then from Lemma 2.2 there exists a constant α > 0 such that f0(x) = αx. Hence
fn(x) = αxpn(x) (n = 1, 2, . . .) hold. 
From the proof of Theorem 2.4, we have the following:
Corollary 2.5. Suppose {fn(x)} is a function sequence of binomial type. If for every n = 0, 1, . . . there exists a point xn such that
function fn(x) is continuous at x = xn, then {fn(x)} is a polynomial sequence of binomial type.
Proof. It is sufficient to prove that under the conditions for every n = 0, 1, . . . ; fn(x) is continuous at x = 0.
For n = 0, we have
f0(x0) = lim
t→0 f0(x0 + t) = f0(x0) limt→0 f0(t).
From the above and Lemma 2.1,
lim
t→0 f0(t) = 1 = f0(0).
This shows that f0(x) is continuous at x = 0. Assume the fk(t) (k = 0, 1, . . . , n− 1) are continuous at t = 0. Then
fn(xn) = lim
t→0 fn(xn + t) = f0(xn) limt→0 fn(t)+
n∑
k=1
fk(xn)fn−k(0).
From the above we deduce
f0(xn)fn(0) = f0(xn) lim
t→0 fn(t).
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Since f0(xn) > 0 by Lemma 2.1, it follows that
lim
t→0 fn(t) = fn(0).
This shows that fn(t) is continuous at t = 0. 
3. On cross sequences
Denote by P(λ, t) = Pλ(t) the indicator of the invertible shift-invariant operator group Pλ (λ ∈ R).
A function cross sequence hn(λ, x) is a function sequence fromR toR in two variables such that
hn(λ+ µ, x+ y) = hn(λ, x) ∗ hn(µ, y), (3.1)
for all λ,µ, x, y and n.
Note that this definition of a cross sequence is different to that of [3] where hn(λ, x) are polynomials of degree n in
variable x.
If for each fixed λ and for all n, hn(λ, x) is a polynomial of degree n in variable x satisfying (3.1), then we say {hn(λ, x)} is
a polynomial cross sequence.
Set µ = 0, x = 0 in (3.1). We have
hn(λ, y) = hn(λ, 0) ∗ hn(0, y).
Since hn(λ, 0) and hn(0, y) are function sequences of binomial type in variables λ and y respectively, applying Lemma 2.2
and Theorem2.4, we give a revision of Decomposition Theorem1.6 of [3]. The Counterexample 1.3 shows that the continuity
condition is necessary.
Theorem 3.1. Let hn(λ, x) be a function cross sequence. If for every n = 0, 1, . . ., hn(0, x) is continuous at x = 0 and hn(λ, 0)
continuous at λ = 0, then there exist two constants α > 0, β > 0 such that
hn(λ, x) = α−λβxqn(λ) ∗ pn(x),
where qn(λ), pn(x) are polynomial sequences of binomial type.
According to Theorem 8 of [2, Chapter 2, p. 34], p[λ]n (x) is a polynomial cross sequence if and only if there exists an one-
parameter group P−λ of shift-invariant operators and a polynomial sequence of binomial type pn(x) such that
p[λ]n (x) = P−λpn(x), p[0]n (x) = pn(x).
Using the First Expansion Theorem [2, Chapter 2, p. 13], we have
Pλ =
∑
k≥0
ak(λ)
k! D
k, ak(λ) = [Pλxk]x=0 (∀λ ∈ R).
The following theorem, Theorem 3.2, gives the construction of the operator group Pλ.
Theorem 3.2. Let the indicator P(λ, t) of Pλ have the following form:
P(λ, t) =
∑
k≥0
ak(λ)
k! t
k, ak(λ) = [Pλxk]x=0 (∀λ ∈ R). (3.2)
Then:
(1) ak(λ) is a sequence of binomial type in λ,
(2) if a1(1) 6= 0, ak(λ) (k = 0, 1, . . . , ) is continuous at λ = 0, then there exists a formal power series
g(t) =
∑
k≥0
gk
k! t
k, gk = ak(1), g0 > 0
such that P(λ, t) = gλ(t).
Proof. Since the operator Pλ (∀λ ∈ R) is invertible, then
a0(λ) = Pλ 1 6= 0 (∀λ ∈ R). (3.3)
Since P0 = I , the identity operator, from (3.3) it follows that
a0(0) = 1, ak(0) = 0 (k ≥ 1). (3.4)
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Now (see [2, Chapter 2])
Pλ+µ =
∑
n≥0
an(λ+ µ)
n! D
n
= PλPµ =
(∑
k≥0
ak(λ)
k! D
k
)(∑
l≥0
al(µ)
l! D
l
)
=
∑
n≥0
(
n∑
k=0
(
n
k
)
ak(λ)an−k(µ)
)
Dn
n! . (3.5)
From (3.5) it follows that
an(λ+ µ) =
n∑
k=0
(
n
k
)
ak(λ)an−k(µ) (∀λ, µ ∈ R). (3.6)
(3.6) shows that coefficients ak(λ) (k = 0, 1, . . .) satisfy the relation of binomial type. Therefore assertion (1) holds.
Now we turn to proving assertion (2). Since
P(λ, t)P(µ, t) = P(λ+ µ, t) (∀λ, µ ∈ R),
we have
P(λ, t) = P2
(
λ
2
, t
)
≥ 0 (∀λ ∈ R).
From (3.3) it follows that
P(λ, 0) = a0(λ) > 0. (3.7)
Using a similar method to the proof of Theorem 2.4, we can obtain form, n = 1, 2, . . .,
P(λ, t) = P mn
( n
m
λ, t
)
=
(∑
k≥0
ak
( n
mλ
)
k! t
k
)m
n
. (3.8)
Since ak(λ) (k = 0, 1, . . . , p) is continuous at λ = 0 and satisfies the relation of binomial type, applying Lemma 2.2, it
follows that ak(λ) (k = 0, 1, . . .) is continuous on λ ∈ R. Setting mn → λ (λ > 0) in (3.8) and using the continuity of ak(λ),
we get for λ > 0
P(λ, t) = gλ(t), (3.9)
where
g(t) = P(1, t) =
∑
k≥0
gk
k! t
k,
and gk = ak(1) and g0 = a0(1) > 0 by (3.7). Observing (3.4), (3.9) is true for λ = 0. Since
P(−λ, t)P(λ, t) = P(0, t) = 1,
we get
P(−λ, t) = 1
P(λ, t)
= g−λ(t).
Hence (3.9) holds for all λ ∈ R. 
Remark 3.3. From (3.8) to (3.9), we used the continuity of ak(λ) (k = 0, 1, . . .) at λ = 0. Setting in (3.2) ak(λ) = φk(λ),
where {φk(λ)} is the function sequence in Counterexample 1.2, then the indicatorP (λ, t) for shift-invariant operator group
P λ does not have the type (3.9). Here we give another counterexample.
Counterexample 3.4. There exists a shift-invariant operator group P λ where for its indicator P (λ, t) there does not exist
a function g(t) such that P (λ, t) = gλ(t).
Proposition 1 of [2, p. 35] pointed out that the coefficients ck(n, λ) of a cross sequence
P−λpn(x) = p[λ]n (x) =
∑
k≥0
ck(n, λ)
k! x
k
are polynomials of degree at most n in variable λ. Theorem 3.5 gives the more exact form of this proposition.
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Theorem 3.5. Suppose the indicator of Pλ has the following form:
P(λ, t) = gλ(t), g(t) =
∞∑
k=0
gk
k! t
k (g0 > 0).
Then coefficient ck(n, λ) of a cross sequence p[λ]n (x) has the following form:
ck(n, λ) = g−λ0 rn−k(λ),
where rk(λ) (k = 0, 1, . . . , n) is a polynomial of degree≤ k in variable λ.
Furthermore, if g0 = 1 and g1 6= 0, then ck(n, λ) is a polynomial of degree n− k exactly.
Proof. Applying Corollary 6 of [2, p. 32],
p[λ]n (x) =
n∑
k=0
ck(n, λ)
k! x
k =
n∑
k=0
xk
k! [P
−λQ kxn]x=0,
where Q is a delta operator for the reverse sequence of pn(x).
Set
gn(t) =
n∑
k=0
gk
k! t
k
as the partial sum of g(t). Denote by
q(t) =
∑
k≥1
bk
k! t
k (b1 6= 0)
the indicator of the delta operator Q , and by
qn(t) =
n∑
i=1
bi
i! t
i (b1 6= 0)
its partial sum. Assume for every k,
g−λ(D)qk(D) =
∑
i≥k
di
i! D
i.
Observing that gn(t) and qn(t) are continuous and differentiable, we obtain
ck(n, λ) =
[
g−λ(D)qk(D)xn
]
x=0
=
[∑
i≥k
di
i! D
ixn
]
x=0
=
[
Dn
∑
i≥k
di
i! x
i
]
x=0
= [Dn (g−λn (x)qkn(x))]x=0 = {dn, k ≤ n0, k > n.
Since g0 > 0, write gn(x) = g0
(
1+∑ni=1 gig0 xii! ) :def= g0Gn(x). By Leibniz’s formula,
ck(n, λ) =
n∑
m=0
(
n
m
)
[Dn−mg−λn (x)]x=0[Dmqkn(x)]x=0
= g−λ0
n∑
m=0
(
n
m
)
[Dn−mG−λn (x)]x=0[Dmqkn(x)]x=0. (3.10)
Observing qn(0) = 0, b1 6= 0, we get[
Dmqkn(x)
]
x=0 =
{
0, m < k
k!bk1, m = k. (3.11)
Applying (3.11) and Lemma 2.3 to (3.10) we obtain
ck(n, λ) = g−λ0
n∑
m=k
(
n
m
)
rn−m(λ)[Dmqkn(x)]x=0
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= g−λ0
{(
n
k
)
rn−k(λ)k!bk1 + Rn−k−1(λ)
}
, (3.12)
where
Rn−k−1(λ) =
n∑
m=k+1
(
n
m
)
rn−m(λ)[Dmqkn(x)]x=0
is a polynomial of degree≤ n− k− 1. From (3.12) we get the desired conclusion. 
4. On Sheffer and Steffensen sequences
In this section we consider Sheffer and Steffenson sequences. Reiner gave a lemma [3, Lemma 2.2]: {sn(x)} is a Sheffer
sequence for the basic sequence {pn(x)} if and only if
sn(x) = sn(0) ∗ pn(x). (4.1)
The right assertion of this lemma should be the following form: Under the hypothesis that {pn(x)} is a basic sequence, {sn(x)}
is a Sheffer sequence for {pn(x)} if and only if (4.1) holds. Otherwise, we have the following:
Counterexample 4.1. There exist two polynomial sequences {sn(x)} and {pn(x)} satisfying the relation (4.1) which are not
Sheffer and basic sequences respectively.
Proof. Set
p0(x) = 1, p2k−1(x) = x2k−1, p2k = x(x+ 1) · · · (x+ 2k− 1) (k = 1, 2, . . .),
and for some c > 0
sk(x) = cpk(x) (k = 0, 1, . . .).
It is clear that pn(x) is not a basic sequence and sn(x) is not a Sheffer sequence. Since sk(0) = 0 (k = 1, 2, . . .), it is easy to
verify that (4.1) holds. 
Theorem 4.2 will show that except for the point x = 0 condition (4.1) can yield the inverse result of the lemma of
Reiner [3]. We will prove that if for a y0 6= 0
sn(x+ y0) = sn(y0) ∗ pn(x) (n = 0, 1, . . .) (4.2)
holds, then {sn(x)} and {pn(x)} are Sheffer and basic sequences respectively. Theorem 4.2 greatly weakens the conditions of
Theorem 1.1 in [6].
Theorem 4.2. Assume pn(x) and sn(x) are two polynomial sequences. Then pn(x) is a basic sequence and sn(x) a Sheffer sequence
relative to the same delta operator Q if and only if there exists a real number y0 6= 0 such that (4.2) holds for all x.
Proof. The necessity is the Binomial Theorem [2, Proposition 2, p. 22].
Sufficiency. Setting n = 0, x = 0 in (4.2) yields
s0(y0) = s0(y0)p0(0).
Since s0(y0) 6= 0, then
p0(0) = 1. (4.3)
Setting x = 0, n = 1 in (4.2) gives
s1(y0) = s0(y0)p1(0)+ s1(y0)p0(0) = s0(y0)p1(0)+ s1(y0).
From the above it follows that
p1(0) = 0.
Assume pk(0) = 0 (k = 1, . . . , n− 1). From (4.2) we have
sn(y0) = sn(y0)p0(0)+ s0(y0)pn(0) = sn(y0)+ s0(y0)pn(0).
From the above we obtain that
pn(0) = 0 (n = 1, 2, . . .). (4.4)
Define a linear operator Q by setting
Q 1 = 0, Qpn(x) = npn−1(x) (n = 1, 2, . . .). (4.5)
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First, from (4.2) and (4.5) we have
Qsn(x+ y0) =
n∑
k=0
(
n
k
)
sn−k(y0)Qpk(x)
= n
n∑
k=1
(
n− 1
k− 1
)
sn−k(y0)pk−1(x)
= nsn−1(x+ y0) (∀x ∈ R).
Hence
Qsn(x) = nsn−1(x) (∀x ∈ R). (4.6)
Now for any y ∈ R we have by (4.6)
QEysn(x) = Qsn(x+ y) = nsn−1(x+ y) = Eynsn−1(x) = EyQsn(x).
This shows that Q is shift-invariant.
Now we are going to prove Qx 6= 0. In fact, setting p1(x) = ax+ b (a 6= 0), we have
Qp1(x) = aQx = p0(x) = 1.
Hence Qx 6= 0. This shows that Q is a delta operator. Therefore, (4.3)–(4.5) show that pn(x) is a basic sequence and (4.6)
yields that sn(x) is a Sheffer sequence with the same delta operator Q . 
The following theorem, Theorem 4.3, greatly weakens the conditions of Theorem 2.1 in [6].
Theorem 4.3. For every real number λ,µ ∈ R, let p[λ]n (x) and s[µ]n (x) be two polynomial sequences. Then, p[λ]n (x) is a cross
sequence and s[µ]n (x) a Steffensen sequence if and only if there exists a real number y0 6= 0 such that
s[λ+µ]n (x+ y0) =
n∑
k=0
(
n
k
)
s[µ]k (y0)p
[λ]
n−k(x) (n = 0, 1, . . .) (4.7)
holds for all x and all λ, µ ∈ R.
Proof. Setting λ = µ = 0 in (4.7) yields
s[0]n (x+ y0) =
n∑
k=0
(
n
k
)
s[0]k (y0)p
[0]
n−k(x) (n = 0, 1, . . .). (4.8)
Applying Theorem 4.2, we get that p[0]n (x) is a basic sequence, and s[0]n (x) a Sheffer sequence. Define a linear operator P−λ for
every λ ∈ R such that
p[λ]n (x) = P−λp[0]n (x). (4.9)
From (4.9) we deduce that P−λ (λ ∈ R) is invertible and P0 = I , the identity operator.
Now applying P−λ to the two sides of (4.8) and using (4.7) and (4.9), we get
P−λs[0]n (x+ y0) =
n∑
k=0
(
n
k
)
s[0]k (y0)P
−λp[0]n−k(x)
=
n∑
k=0
(
n
k
)
s[0]k (y0)p
[λ]
n−k(x) = s[λ]n (x+ y0) (∀x ∈ R).
That is
P−λs[0]n (x) = s[λ]n (x) (∀x ∈ R). (4.10)
From (4.10) it follows that for every y ∈ R,
P−λEys[0]n (x) = P−λs[0]n (x+ y) = s[λ]n (x+ y) = Eys[λ]n (x) = EyP−λs[0]n (x) (n = 0, 1, . . .).
This shows that P−λ is shift-invariant. Using (4.7), (4.9) and (4.10), we obtain
P−λ−µs[0]n (x+ y0) = s[λ+µ]n (x+ y0)
= P−λ
n∑
k=0
(
n
k
)
s[µ]k (y0)p
[0]
n−k(x)
= P−λs[µ]n (x+ y0) = P−λP−µs[0]n (x+ y0) (n = 0, 1, . . .),
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from which we get
P−λ−µ = P−λP−µ. (4.11)
This shows that P−λ (λ ∈ R) is an invertible shift-invariant operator group. Applying Theorem 8 [2, p. 34], and (4.9), we
obtain that p[λ]n (x) is a cross sequence.
Since p[0]n (x) is basic sequence, and s[0]n (x) a Sheffer sequence, we have
s[0]n (x+ y) =
n∑
k=0
(
n
k
)
s[0]k (x)p
[0]
n−k(y). (4.12)
Applying P−µ to the two sides of (4.12) in variable x, we get
s[µ]n (x+ y) =
n∑
k=0
(
n
k
)
s[µ]k (x)p
[0]
n−k(y). (4.13)
Exchanging x and y in (4.13) and applying P−λ to it yields
s[λ+µ]n (x+ y) =
n∑
k=0
(
n
k
)
s[µ]k (y)p
[λ]
n−k(x)
for all λ,µ ∈ R and x, y. This shows that s[µ]n (x) is a Steffensen sequence. 
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