A n umerical integration method that has rapid convergence for integrands with known singularities is presented. Based on endpoint corrections to the trapezoidal rule, the quadratures are suited for the discretization of a variety o f i n tegral equations encountered in mathematical physics. The quadratures are based on a technique introduced by Rokhlin (Computers Math. Applic. 20, pp. 51-62, 1990). The present modication controls the growth of the quadrature weights and permits higher-order rules in practice. Several numerical examples are included.
1 (Nystr om method). Both methods lead to a system of n linear algebraic equations in n unknowns, which are then solved by one of a variety of techniques. It is well known that the rate of convergence of the Galerkin method is determined by the convergence of the subspace projections to the underlying functions, as well as the accuracy of the computed projection coecients (inner products) for K and g. Also known, though perhaps less widely appreciated, is the fact that the Nystr om solution converges, as a function of n, to the true solution f at a rate equal to the rate of convergence of the quadrature to the integral (see, e.g., Mikhlin [5] ).
For a large variety o f p h ysical problems, the kernel K is singular for x = t, dooming most conventional quadrature schemes to slow convergence. Often, however, the kernel is derived from a Green's function with singularity of known type. For this case Rokhlin [6] constructed quadratures based on corrections to the trapezoidal rule. His scheme achieves kth order convergence by altering 2k weights to exactly integrate the functions t i 1s(x0t)+t j , for i; j = 0; : : : ; k 01, where the function s contains the singularity o f K. Rokhlin's method is restricted to fairly low orders of convergence, due to explosive growth in magnitude of the altered weights with k. Starr [7] constructed quadratures based on points at Chebyshev nodes on subintervals of [a; b], with quadrature weights again determined so that the functions t i 1 s(x 0 t) + t j are integrated exactly for i; j = 0 ; : : : ; k 0 1. To prevent the rapid growth of the quadrature weights with k, he allowed extra weights (e.g., 3k weights for 2k constraining equations) and minimized their sum of squares.
This paper introduces quadrature rules inspired by the rules of Rokhlin and Starr. Global rules are developed, based on corrections to the trapezoidal rule, that achieve arbitrary order convergence, with weights of small magnitude, for integrands with known singularities. The rules are constructed as follows:
1. For dierentiable integrands on [a; b], the trapezoidal rule is corrected at the endpoints according to the Euler-Maclaurin formula. The derivatives at a and b appearing in the Euler-Maclaurin formula are computed to the necessary order by nite-dierence expressions of the integrand. The coecients in the expressions are limited in magnitude by using values of the integrand at more points than dictated by the order of convergence. 2. For an integrand with a singularity of known type at x, the interval of integration is divided into subintervals [a; x] and [x; b] so that the singularity lies at one endpoint o f each subinterval. The trapezoidal rule for each i n terval is corrected at the dierentiable end according to 1. At the singular end, corrections are made so that the functions t i 1 s(x 0 t) + t j are integrated exactly, for i; j = 0 ; : : : ; k 0 1. Here the integrand is assumed to have the form f(t)1s(x0t)+g(t), where f and g have m ultiple continuous derivatives. As in 1., the correction weights are limited in magnitude by allowing more than 2k weights and minimizing their sum of squares. We dene these quadrature rules in x2, establish their analytical properties in x3, present numerical examples in x4, and conclude with a brief discussion in x5.
2 Corrected Trapezoidal Rules It is well known that the trapezoidal rule for integration can be modied at the ends via the Euler-Maclaurin summation formula to a rapidly convergent rule, provided that the integrand is suciently dierentiable. We will suppose, instead, that the integrand is singular at one end of the interval and the form of the singularity is known. In this case a modication at that end may be determined so that the corrected trapezoidal rule is rapidly convergent. In the following subsection, we dene endpoint corrections, for dierentiable integrands, that depend on the node spacing h for the trapezoidal rule with n subintervals, the order k of the corrected rule, the number of correction weights m, and the node spacing h 0 = h=c of the corrections. In the following subsection, we use these corrections at the smooth end and dene corrections at the singular end with order k 0 , n umber of correction weights m 0 , and correction node spacing h 00 = h=c 0 .
Dierentiable Integrands
We begin with the assumption that the integrand is dierentiable throughout the interval of integration. 
B j denotes the jth Bernoulli number (see, e.g., [1] ), and superscript I denotes pseudoinverse (see, e.g., [3] ). We dene the linear operator T n (1; a ; b ) b y the formula 
Proof. The Euler-Maclaurin formula (see, e.g., [3] ) states . . .
The matrix M m k is of rank k 0 1, for the functions x j =j!, for j = 0 ; 1; : : : , form a Chebyshev system; hence (M m k ) I M m k = I k01 ; (13) the identity matrix of dimension k 0 1. Combination of (7), (9), (11), (12), and (13) yields (8). . We assume that the numerical separation of f into the two summands of (14) is unavailable in practice; for quadratures in the contrary case see Kress [4] . We will see that endpoint corrections of the trapezoidal rule which make the quadrature exact for functions x i 1 s(x) + x j , for i; j = 0 ; : : : ; k 0 1, are in general kth order convergent. We dene the right-end corrected rule R mn ck (1; b ) b y the formula and the following theorem holds. Its proof is based on the observation that the integrand f is the sum of two parts, one integrated exactly, and the other vanishing at 0 along with several of its derivatives. The proof directly follows that of Theorem 2.1 in [6] , and is omitted. 
We will see that the condition on mm 0 n ckc 0 k 0 is met if k 0 < k , i.e., if the correction at the smooth end is of higher order than the correction at the singular end. In this case, then, we obtain quadrature rules with order of convergence k 0 , which is arbitrary. In the next section we demonstrate that the other parameters determining the quadrature weights can be chosen so that the convergence is not overshadowed by roundo error.
3 The Size of the Correction Weights It is well known that Newton-Cotes quadrature rules, with n equispaced nodes, and weights determined so as to exactly integrate polynomials of degree less than n, are impractical for large n due to explosively growing weights (see, e.g., [8] ). It might be expected that nitedierence approximations to the high-order Euler-Maclaurin corrections to the trapezoidal rule would suer a similar fate, which is indeed the case. But the size of the weights can be controlled by using more weights than the order of the rule and (for the Euler-Maclaurin corrections) by increasing the spacing between correction nodes. The following theorem governs the behavior of the elements of d m ck as c and m are varied. 
is bounded with respect to m.
Proof. Let = c=m (not necessarily a constant). We rearrange equation ( We n o w use the observation (see [6] ) that for p > 01 and a quadrature R mn ck (x p ; b ) o f right-end order k 2, there is a constant C > 0 such that for p < k , Table 1 .
We h a ve tested the convergence of these rules for the function f(x) = sin(23x)+cos(24x) on the interval [0; 1]. The errors for various parameter choices are shown in Table 2 , as computed with double precision arithmetic. It can be seen that the rules perform well and the expected order of convergence is achieved in each case. The close spacing of the corrections for c = k reduces the error considerably, compared with c = 1. The largest correction weight for c = k = m=2 = 12 has magnitude 3h=2, so cancellation errors are minimal. . The correction coecients were computed using REAL *16 (quadruple precision) arithmetic, due to the poor conditioning of the small scale linear systems to be solved. Note that although the correction coecients dier for various n, they reach limiting values as n ! 1 (see [6] ); this property enables us to compute them for several n and obtain them for other values of n by i n terpolation. Table 3 shows the limiting values of the correction coecients for k 0 = 4 . F or each o f the three singularities, two v alues of the pair (c 0 ; m 0 ) w ere used. These results demonstrate that while the correction coecients are rather large for k 0 = 4, their size can be controlled (to avoid cancellation errors) by decreasing c 0 and increasing m 0 . Table 4 displays the quadrature errors resulting from using the correction coecients on the test function. The quadrature computations were made using double precision arithmetic. These examples demonstrate that with appropriate choices of the parameters c; k; c 0 ; k 0 ; m and m 0 , eective, high-order quadratures for known singularities are practical. In this paper we h a ve developed quadratures based on the trapezoidal rule that achieve highorder convergence for integrands with known singularities. These rules, with quadrature nodes that are equispaced except for the correction terms, are well suited to the evaluation of integral operators, which t ypically must be evaluated at multiple points. We remark that the locations of the density v alues can be equispaced, with the values at correction nodes determined by local interpolation (see, e.g., [2] ).
The quadratures presented here overcome a limitation of similar quadratures developed by Rokhlin [6] , namely that the correction weights grow rapidly with increasing order. The slowdown in growth is achieved by allowing more correction weights than required by the number of constraining equations and minimizing their sum of squares.
We h a ve demonstrated the asymptotic behavior of the quadratures and the quadrature weights analytically, while giving numerical examples to demonstrate their eectiveness for typical parameter values.
