Abstract. The concept of strongly central reversible rings has been introduced in this paper. It has been shown that the class of strongly central 
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ARNAB BHATTACHARJEE AND UDAY SHANKAR CHAKRABORTY Proposition 2.9. For a ring R, the following are equivalent:
(1) R is strongly central reversible.
(2) R[x 1 , x 2 , · · · , x n ] is strongly central reversible. Proof. The equivalence of (1), (2) and (3) can be established by showing that R is strongly central reversible ⇐⇒ R[x] is strongly central reversible.
The argument here is essentially due to [3, Theorem 2] . ( =⇒ ) Let R be a strongly central reversible ring, and let f (t), g(t) ∈ R[x][t] with f g = 0. We can write f (t) = f 0 + f 1 t + · · · + f n t n and g(t) = g 0 + g 1 t + · · · + g m t m where
where the degree is as polynomials in x and the degree of zero polynomial is taken to be 0.
Then f (x k ) = f 0 +f 1 x k +· · ·+f n x kn , g(x k ) = g 0 +g 1 x k +· · ·+g m x km ∈ R[x] and the set of coefficients of the f i 's (resp., g i 's) equals the set of coefficients of f (x k ) (resp., g(x k )). Since f (t)g(t) = 0 and x commutes with elements of R, f (x k )g(x k ) = 0.
Since, R is strongly central reversible, therefore, g(
) and hence
g(t)f (t) ∈ Z(R[x][t]). ( ⇐= ) Obvious as R can be considered as a subring of
Proposition 2.10. Let R be a central Armendariz ring with the property that ab ∈ Z(R) implies ba ∈ Z(R) for a, b ∈ R. Then R is strongly central reversible. Since, R is central Armendariz, therefore, a i b j ∈ Z(R) for all i, j. By hypothesis, b j a i ∈ Z(R) for all i, j. Since, Z(R) is a subring of R, therefore, g(x)f (x) is central in R[x] and hence R is strongly central reversible.
Recall that for a ring R and an (R, R)-bimodule M , the trivial extension of R by M is the ring T (R, M ) = R ⊕ M with usual addition and the following multiplication: (r 1 , m 1 )(r 2 , m 2 ) = (r 1 r 2 , r 1 m 2 + m 1 r 2 ). This ring is isomorphic to the matrix ring {( r m 0 r ) : r ∈ R and m ∈ M }. Also for a ring R,
for any positive integer n, where (x n ) is the ideal generated by x n . ON SOME GENERALIZATIONS OF REVERSIBLE AND SEMICOMMUTATIVE RINGS 15
. The rest follows from Proposition 2.11.
We next generalize Corollary 2.12 as follows:
Proposition 2.13. Let R be a central reduced ring. Then T (R, R) is strongly central reversible.
We can
. Now,
Multiplying by g 0 from left, we get
Using commutativity of g 0 f 0 , we get
Again multiplying by f 1 from right and using commutativity of g 0 f 0 , we get
Again multiplying by g 0 from right and using f 0 g 0 = 0, we get
and so is central in
. By similar computations, it can be shown that
. Hence,
From Proposition 2.13, one may suspect that if R is strongly central reversible, then T (R, R) is strongly central reversible. However the following example eradicates the possibility. Recall that an element u of a ring R is called right (resp. left) regular if ur = 0 (resp. ru = 0) implies r = 0 for r ∈ R. An element is called regular if it is both right and left regular. For a ring R, we denote by ∆, a multiplicatively closed ON SOME GENERALIZATIONS OF REVERSIBLE AND SEMICOMMUTATIVE RINGS 17 subset of R consisting of central regular elements. Let ∆ −1 R be the localization of R at ∆. Then we have the following results:
Lemma 2.16. For a ring R and an element x ∈ R, x ∈ Z(R) implies (x/u) ∈
Proposition 2.17. A ring R is strongly central reversible if and only if ∆ −1 R is strongly central reversible.
The ring of Laurent polynomials in x over a ring R consisting of all formal sums n i=k r i x i with usual addition and multiplication, where
Corollary 2.18. For a ring R, the following are equivalent:
(2) R[x] is strongly central reversible.
Proof.
(1) ⇐⇒ (2) Follows directly from Proposition 2.9.
The rest follows from Proposition 2.17.
Strongly central semicommutative rings
Remark 3.2.
(1) All commutative, reduced, strongly semicommutative rings are strongly central semicommutative.
(2) The class of strongly central semicommutative rings is closed under subrings and direct products. over Z 2 generated by six indeterminates a 0 , a 1 , a 2 , a 3 , b 0 , b 1 . Let I be the ideal of R generated by Proof. Let R be a central reduced ring, and let Proposition 3.8. Let {R λ : λ ∈ Λ} be rings. The following are equivalent:
(1) R λ is strongly central semicommutative for each λ ∈ Λ.
(2) The direct product λ∈Λ R λ is strongly central semicommutative.
(3) The direct sum λ∈Λ R λ is strongly central semicommutative. (1) R is strongly central semicommutative.
is strongly central semicommutative.
Proof. The equivalence of (1), (2) and ( We can write f (t) = f 0 + f 1 t + · · · + f n t n and g(t) = g 0 + g 1 t + · · · + g m t m where
where the degree is as polynomials in x and the degree of zero polynomial is taken
and the set of coefficients of the f i 's, g i 's and h i 's equal to the set of coefficients of f (x k ), g(x k ) and h(x k ) respectively.
Since f (t)g(t) = 0 and x commutes with elements of R, f (
(R[x]) and hence f (t)h(t)g(t) ∈ Z(R[x][t]). Since, h(t) ∈ R[x][t] is arbitrary, therefore, R[x]
is strongly central semicommutative. ( ⇐= ) Obvious as R can be considered as a subring of R[x].
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ARNAB BHATTACHARJEE AND UDAY SHANKAR CHAKRABORTY Proposition 3.11. Let R be a central Armendariz ring with the property that ab ∈ Z(R) implies aRb ⊂ Z(R) for a, b ∈ R. Then R is strongly central semicommutative.
Since, R is central Armendariz, therefore, a i b j ∈ Z(R) for all i, j. By hypothesis,
) and hence R is strongly central semicommutative. Corollary 3.13. Let R be a reduced ring. Then T (R, R) is strongly central semicommutative.
We next generalize Corollary 3.13 as follows:
Proposition 3.14. Let R be a central reduced ring. Then T (R, R) is strongly central semicommutative. 
Multiplying by g 0 from left and using commutativity of g 0 f 0 , we get
Again multiplying by g 0 from right and using f 0 g 0 = 0, we get ON SOME GENERALIZATIONS OF REVERSIBLE AND SEMICOMMUTATIVE RINGS 21
This gives (g 0 f 1 ) 3 = 0. Therefore, g 0 f 1 is nilpotent in R[t] and so is central in R[t].
By similar computations, it can be shown that
From Proposition 3.14, one may suspect that if R is strongly central semicommutative then T (R, R) is strongly central semicommutative. However the following example eradicates the possibility. 
Proposition 3.17. A ring R is strongly central semicommutative if and only if
Obvious as R can be considered as a subring of ∆ −1 R.
Corollary 3.18. For a ring R, the following are equivalent:
(1) R is strongly central semicommutative.
] is strongly central semicommutative.
Concepts related to Armendariz and semicommutative rings
Proposition 4.1. Let R be a central reduced ring. Then the trivial extension
central semicommutative.
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Armendariz.
(2) Follows from Proposition 2.13.
(3) Follows from Proposition 3.14. 
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with r ∈ A and r 1 r 2 r 3 r 4 with r 1 , r 2 , r 3 , r 4 ∈ A. Then A 4 = I. Let
, R is semicommutative and so R is central semicommutative.
We identify a 0 , a 1 , a 2 , b 0 , b 1 , b 2 , c with their images in R for simplicity.
Then R is not central Armendariz by [5, Example 1. Example 4.3. Let F be a field and let R = M 2 (F ). Since, E 11 E 21 = 0, but (1) R is nil-semicommutative,
Proposition 4.5. Every central reversible ring is nil-semicommutative.
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Proof. Let R be a central reversible ring, and let a ∈ N (R). Then there exists n ∈ N such that a n = 0. Let r ∈ R. Then a n r = 0. This gives a(a n−1 r) = 0. Since R is central reversible, therefore, a n−1 ra ∈ Z(R). This gives (a n−1 ra)ra = ra(a n−1 ra) = ra n ra = 0 from which we get a(a n−2 (ra) 2 )r = 0. Using central reversibility of R, we get a n−2 (ra) 3 ∈ Z(R). This gives [a n−2 (ra) 3 ]ra = ra[a n−2 (ra) 3 ] = ra n−1 ra(ra) 2 = 0 from which we get a n−3 (ra) 5 ∈ Z(R). Proceeding in this way, we get (ra) 2n = 0.
Therefore, ra ∈ N (R). Since, r ∈ R is arbitrary, therefore, Ra ⊂ N (R). Hence R is nil-semicommutative.
Converse of Proposition 4.5 is however not true in general as shown in the following example:
Example 4.6. Let F be a field. Consider the ring R = U 3 (F ). By [6, Proposition 2.5], R is nil-semicommutative. Consider the elements a = E 13 +E 23 , b = E 11 +E 12 of R. Then ab = 0, but ba = 2E 13 / ∈ Z(R). Therefore, R is not central reversible.
By [9, Proposition 1.4], a ring R is reversible if and only if ab ∈ E(R) implies ba ∈ E(R) for a, b ∈ R. By the proof of [9, Proposition 1.6], if R is a ring and a, b, c ∈ R such that abc ∈ E(R) implies acb ∈ E(R), then R is symmetric. Jung et al. in [9, pp. 249 ] left the converse as an open question, i.e., does every symmetric ring R satisfy the condition abc ∈ E(R) implies acb ∈ E(R)? We shall next give an example to show that even a division ring need not satisfy the above property.
Example 4.7. We have H being a division ring is symmetric. Now i, j, k ∈ H such that ikj = 1 ∈ E(H), but ijk = −1 / ∈ E(H).
By [9, Proposition 1.8], if R is a ring and a, b ∈ R satisfy ab ∈ E(R) implies arb ∈ E(R) for all r ∈ R, then R is semicommutative. The converse is however not true even if R is a division ring.
Example 4.8. We have H being a division ring is semicommutative. Let a = −j, b = j. Then ab = (−j)j = 1 ∈ E(H). But for r = −i, arb = (−j)(−i)j = i / ∈ E(H).
