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Abstract
Today, there exist many centrality measures for assessing the impor-
tance of nodes in a network as a function of their position and the un-
derlying topology. One class of such measures builds on eigenvector cen-
trality, where the importance of a node is derived from the importance
of its neighboring nodes. For directed and weighted complex networks,
where the nodes can carry some intrinsic property value, there have been
centrality measures proposed that are variants of eigenvector centrality.
However, these expressions all suffer from shortcomings. Here, an exten-
sion of such centrality measures is presented that remedies all previously
encountered issues. While similar improved centrality measures have been
proposed as algorithmic recipes, the novel quantity that is presented here
is a purely analytical expression, only utilizing the adjacency matrix and
the vector of node values. The derivation of the new centrality measure is
motivated in detail. Specifically, the centrality itself is ideal for the anal-
ysis of directed and weighted networks (with node properties) displaying
a bow-tie topology. The novel bow-tie centrality is then computed for a
unique and extensive real-world data set, coming from economics. It is
shown how the bow-tie centrality assesses the relevance of nodes similarly
to other eigenvector centrality measures, while not being plagued by their
drawbacks in the presence of cycles in the network.
1 Introduction
Centrality measures have a long history in the social sciences as a structural
attribute of nodes in a network Katz [1953], Hubbell [1965], Bonacich [1972],
Freeman [1978], Bonacich [1987]. The intuition is to identify important nodes
depending on their network position. To this day, centrality measures remain a
fundamental concept in network analysis Bonacich and Lloyd [2001], Borgatti
and Everett [2006], Newman et al. [2006] and find their application in networks
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Figure 1: Bow-tie network topology. An example consisting of an in-section
(IN), an out-section (OUT), a strongly connected component (SCC) or core,
and tubes and tendrils (TT).
form physics and biology Freeman [2008] to economics Schweitzer et al. [2009],
Glattfelder [2013], Glattfelder and Battiston [2019].
The centrality measure that is proposed here utilizes the maximal informa-
tion available from a network. For one, the links are expected to be directed
and can have weights. Moreover, it is assumed that the nodes have an intrinsic
degree of freedom. In detail, this is a non-topological state variable describing
a property value of the nodes. An example of such a network is an ownership
network, where the links represent weighted and directed shareholding relations
and some of the nodes, representing firms, are assigned an economic value Glat-
tfelder and Battiston [2009], Vitali et al. [2011], Glattfelder [2013], Glattfelder
and Battiston [2019].
In any directed network, each connected component (CC) can display a bow-
tie topology. This happens once a strongly connected component (SCC) forms
in the CC. In a SCC, each node is connected to each other node in the SCC via
a direct or indirect path. While a CC can contain SCCs of various sizes, most
real-world complex networks have a dominant SCC, called a core. Once the core
is defined, the bow-tie naturally forms around it, as seen in Fig. 1, with the
various bow-tie components. Some real-world examples of complex networks
with a bow-tie topology are:
• ownership networks Glattfelder and Battiston [2009], Vitali et al. [2011],
Glattfelder [2013], Glattfelder and Battiston [2019]
• the World Wide Web Broder et al. [2000], Donato et al. [2008]
• production networks Fujiwara and Aoyama [2008]
• online video social networks Benevenuto et al. [2009]
• Java online expertise forums Zhang et al. [2007]
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2 The Evolution of Centrality
2.1 Eigenvector Centrality
A lot of attention has been devoted to feedback-type centrality measures. These
are based on the idea that a node is more central the more central its neighboring
nodes themselves are. This notion leads to a set of equations which need to be
solved simultaneously. In general, this type of centrality is also categorized as
eigenvector centrality. The colloquialism “the importance of a node depends on
the importance of the neighboring nodes” can be generically quantified as
ci =
∑
j
Aijcj , (1)
where A is the adjacency matrix of the graph and ci denotes the centrality score
of node i. More generally, by understanding c as an eigenvector of the adjacency
matrix, the last equation can be reformulated as
λc = Ac, (2)
with the eigenvalue λ. Note that Google’s search engine is based on a variant of
eigenvector centrality, called PageRank Brin and Page [1998], Page et al. [1999].
Eigenvector-based centralities have been extensively studied in the literature.
For instance, Bonacich and Lloyd [2001] introduced the following variation
λc = αAc+ e, (3)
where α is a parameter and the vector e represents an exogenous source. If
e is assumed to be a vector of ones, the solution of Eq. (3) can be related
to the well-known centrality measure introduced in Katz [1953]. Transitioning
to weighted and directed graphs, a further refinement is given by the Hubbell
index cH Hubbell [1965]. Similarly to the term e above, now the nodes are
thought to posses an intrinsic importance c0, to which the importance from
being connected to neighboring nodes is added. In kinship to Eq. (3), the new
centrality measure is defined as
cH = WcH + c0, (4)
where W is the weighted adjacency matrix of the directed network. The solution
is given by
cH = (1−W )−1c0. (5)
For the matrix (1 −W ) to be non-negative and non-singular, a sufficient con-
dition is that the Perron-Frobenius root is smaller than one, λ(W ) < 1. This is
ensured by the requirement that in each strongly connected component S there
exists at least one node j such that
∑
i∈SWij < 1 Glattfelder and Battiston
[2009]. A similar centrality measure is found in Bonacich and Lloyd [2001].
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A final variant of eigenvector centrality, setting the stage for the new measure
to be introduced in the following, was defined in Bonacich [1987]
ci(α, β) =
∑
j
(α+ βcj)Aij , (6)
with the solution
c(α, β) = α(1− βA)−1Ae, (7)
and e being the column vector of ones and α, β the parameters to be chosen. This
new centrality measure is essentially a refinement of Katz [1953] and Hubbell
[1965]. While it was originally defined in terms of the adjacency matrix A, it can
be recast in the context of weighted and directed networks utilizing W . Note
that Wij ∈ [0, 1] and
∑
jWij ≤ 1 (i.e., column-stochastic).
Additional information on eigenvector-based centrality variants and general
node importance in complex networks can be found in Martin et al. [2014] and
Lu¨ et al. [2016], respectively.
2.2 Centrality in Ownership Networks
Prompted by the study of firms connected through a network of cross-shareholdings
Brioschi et al. [1989], Brioschi and Paleari [1995] proposed an algebraic model,
based on the input-output matrix methodology introduced to economics in
Leontief [1966], to calculate the value of the firms. This methodology can be
generalized to ownership networks and recast in the context of centrality Vi-
tali et al. [2011], Glattfelder [2013]. The corresponding equation defining the
centrality χ is found to be
χ = Wχ+Wv, (8)
where v is a vector representing the economic values of the nodes. Note, however,
that v can be a general non-topological node property, allowing the methodology
to be applied to generic networks. Eq. (8) can be interpreted as follows: A
node’s centrality score is given by the centrality scores of its neighbors plus the
neighbors intrinsic properties. The solution is given by
χ = (1−W )−1Wv =: W˜v. (9)
In other words, the centrality χ can be derived from the centrality c(α, β) from
Eq. (7), by setting α = β = 1 and replacing the vector e with the node properties
defined by v.
Note that by using the series expansion
(1−W )−1 = 1 +W +W 2 +W 3 + . . . (10)
one finds that
W˜ = (1−W )−1W = W (1−W )−1 =
∞∑
n=1
Wn, (11)
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and the centrality matrix equation is
W˜ = W +WW˜ = W + W˜W. (12)
The centrality χ has a direct economic interpretation in terms of the value of
the total portfolio of shareholders Glattfelder and Battiston [2019]. The direct
portfolio value is the aggregated monetary value representing a shareholder’s
investments. In detail, it is defined for a shareholder i as
pdiri =
∑
j∈Γ(i)
Wijvj , (13)
where Γ(i) is the set of indices of the neighbors of i, denoting all the companies
in the portfolio. In the presence of a network, the notion of the indirect portfolio
naturally arises Vitali et al. [2011], Glattfelder and Battiston [2019]. This is the
value found in the portfolio of portfolios. Specifically, the indirect portfolio
value is found by traversing all the indirect paths reachable downstream from i
pindi =
∑
j∈Γ(i)
∑
k∈Γ(j)
WijWjkvk + · · ·+
∑
j1∈Γ(i)
∑
j2∈Γ(j1)
· · ·
∑
jm−1∈Γ(jm)
Wij1Wj1j2 · · ·Wjm−1jmvjm + · · · .
(14)
As a result, one can assign the sum of the direct and indirect portfolio values
to each shareholder, retrieving the total portfolio value
ptoti = p
dir
i + p
ind
i . (15)
In matrix notation, this can be re-expressed as
ptoti =
∞∑
n=1
Wnv. (16)
By virtue of Eq. (11), it is found that χ = ptoti .
In generic terms, Eq. (8) can be interpreted in the context of a system
in which a resource (e.g., energy or mass) is flowing along the directed and
weighted links of the network. In this picture, the intrinsic property value vi
associated with the nodes represents the quantity of the resource produced by
them. Now χi measures the inflow of this resource which accumulates in node
i from all the nodes downstream Glattfelder and Battiston [2009], Vitali et al.
[2011].
In the following, this eigenvector centrality variant χ is called the access
centrality, as it computes how much a node can access the intrinsic properties
of all other nodes reachable downstream via the direct and indirect weighted
links.
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2.3 The Problems
It was realized that the access centrality χ suffers from undesirable issues. When
the number of cycles in the network is large, for example in the core of the bow-
tie, the measure computes overestimated results, due to the nodes’ intrinsic
property value flowing many times through the cycles. A remedy was proposed,
where, in essence, links are removed in the computation Baldone et al. [1998b],
Rohwer and Po¨tter [2005]. In detail, Eq. (12) is adapted as follows:
Ŵij = Wij +
∑
k 6=i
ŴikWkj . (17)
This is equivalent to the introduction of a correction matrix Vitali et al. [2011],
Glattfelder [2013]
D = diag ((1−W )−1)−1 . (18)
Recall that diag(A) is defined as the matrix of the diagonal elements of the
matrix A. The components of D are
Dkk = 1
(1−W )−1kk
, (19a)
Dij = 0, i 6= j. (19b)
The corrected centrality matrix equation is
Ŵ = DW˜ , (20)
and the new corrected centrality emerging from these manipulations is
χ̂ = Ŵv. (21)
As a result, in networks with cycles, by construction, χ̂i ≤ χi, otherwise χ̂i = χi.
While this approach remedies the problem of overestimating the centrality
due to cycles, it introduces another problem Vitali et al. [2011], Glattfelder
[2013], Glattfelder and Battiston [2019]. Cutting links in the network tames the
cycles but makes root nodes dominant. A single root node in a bow-tie will have
the highest corrected centrality score, regardless of the level of interconnectivity
in the network. This is an undesirable effect, as the topology becomes irrelevant.
In Glattfelder and Battiston [2019] the authors propose a centrality measure
addressing the above mentioned issues. In detail, an algorithm is described
which computes the centrality score for each node, called the influence index
ξ. For its computation, only the trails in the network are traversed. These are
unique paths where each node is only visited once, thus terminating any further
flow through cycles. In other words, for each iteration of the algorithm, the
calculation considers the jump from node to node along the directed links until
either a terminating leaf node is reached or a node that was visited some steps
earlier is detected (the result of a cycle). In effect, the cycles in the network
are cut. This algorithmically computed centrality represents a lower bound to
6
Figure 2: Simple bow-tie network example with a high degree of interconnect-
edness of nodes in the SCC. All nodes have unit value vi = 1. Reproduced from
Vitali et al. [2011].
the access centrality ξi ≤ χi. It should be noted that the influence index offers
an algorithmic solution to the above mentioned problems. In this sense, it is
a desirable centrality measure. The analytical bow-tie centrality emulates its
properties.
2.4 An Example
Fig. 2 presents the bow-tie example introduced in Vitali et al. [2011], Glattfelder
[2013]. One finds for vi = 1
χ =

5
49
26
48
54
0
 , χ̂ =

5.000
4.900
4.216
4.571
4.629
0.000
 , ξ =

0.360
2.600
1.400
2.520
3.050
0.000
 . (22)
This simple example highlights the mentioned problems. Namely, the overesti-
mation of nodes in cycles affecting χ (i.e., χ2–χ5 having large values) and the
dominance of root nodes affecting χ̂ (i.e., χ̂1 being larger than χ̂2 – χ̂6). More-
over, it is confirmed that ξ indeed acts as the lower bound for the calculations.
3 Deriving the Bow-Tie Centrality
While the access centrality χ and the corrected centrality χ̂ are well-defined mea-
sures with clear interpretations, in practice, as mentioned, they have drawbacks
when applied to weighted and directed networks with many cycles. Another
measure, the influence index ξ, while remedying the problems can only be de-
fined algorithmically. In essence, what is missing in the literature is an analytical
expression (utilizing the adjacency matrix) which allows a centrality score to be
computed that is similar to the influence index (and hence is also not plagued
by the problems detailed above) and which can be applied to bow-tie networks
(with intrinsic node properties). In the following, such a new centrality measure
is derived.
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Let the auxiliary matrix V be defined as
V = (1−W )−1. (23)
This allows some equations to be re-expressed. Eq. (11) is now
W˜ = WV (24)
and Eq. (20) becomes
Ŵ = DW˜ = DWV, (25)
highlighting how the correction matrix impacts the original centrality matrix.
However, the correction matrix D could be applied at a different position in Eq.
(25), unveiling yet another corrected eigenvector centrality variant
W = WDV. (26)
In essence, the non-commutative nature of matrix multiplication DW 6= WD
results in two analytical expressions. It should be noted that in mathematics
and physics, non-commutative behavior is a source of rich structure Connes
[1994], Seiberg and Witten [1999], Douglas and Nekrasov [2001].
For the new centrality measure, one finds
W = WD(1−W )−1 = WD (W (1−W )−1 + 1) = WD(W˜ + 1) = W (Ŵ +D),
(27)
by noting that from Eq. (10)
1 +W +W 2 + · · · = W (1 +W +W 2 + . . . ) + 1. (28)
In a nutshell, the new centrality matrix is
W = WW ∗, (29)
with
W ∗ = Ŵ +D, (30)
or in scalar notation
W ∗ij =
{
1, i = j,
Ŵij , i 6= j.
(31)
The final resulting centrality measure, called the bow-tie centrality, is
ζ = Wv. (32)
It is an analytical expression that does not overestimate the importance of nodes
in cycles and root nodes.
In the example seen in Fig. 2 one finds
χ =

5
49
26
48
54
0
 , ζ =

0.500
5.465
2.443
4.329
7.023
0.000
 , ξ =

0.360
2.600
1.400
2.520
3.050
0.000
 . (33)
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Theorem 1. The bow-tie centrality measure ζ is bounded by the access centrality
χ and the influence index ξ:
χi ≥ ζi ≥ ξi. (34)
Proof. Recall that the adjacency matrix of an ownership network is column-
stochastic if all the ownership information is known. In general,
∑
jWij ≤ 1
and Wij ∈ [0, 1]. The matrix V is defined in Eq. (23) and from Eq. (10),
Vij ≥ 0.
The first inequality translates into W˜ijvj ≥W ijvj . Componentwise
W ij =
∑
k,l
WikDklVlj Eq.(19b)=
∑
k
WikDkkVkj ≤
∑
k
WikVkj = W˜ij . (35)
The inequality follows by observing that from Eq. (19a), Dkk = V −1kk ∈]0, 1],
because Vkk = 1 +Wkk + · · · ≥ 1, and thus DkkVkj ≤ Vkj .
The second inequality arises by construction. In the absence of cycles, all the
centrality measures are identical. In the presence of cycles, the influence index
algorithm only traverses the trails in the network. These are unique paths where
each node is only visited once, thus terminating any further flow through cycles.
In other words, cycles are never actually fully traversed and the computation
stops one node before completion. This is the minimum possible contribution
from cycles. The bow-tie centrality is defined using powers of W , resulting in
paths of various lengths being considered. In essence, contributions from cycles
are incorporated in the computation, exceeding the bare minimum arising from
the trails. It should be noted that if a centrality measure yields lower values
than the influence index this means that information from the cycles has been
lost in the computation.
4 Empirical Application
A prototypical bow-tie network can be found in the global ownership network
Glattfelder and Battiston [2019]. Ownership networks are comprised of eco-
nomic actors which are connected via ownership relations (i.e., by holding a
percentage of a corporations’ equity). Shareholders can be other firms, natu-
ral persons, families, foundations, research institutes, public authorities, states,
and government agencies. Ownership networks are directed and weighted, and
some of the corporations have an intrinsic node property, coming in the guise
of an economic value (e.g., the firm’s operating revenue in USD). Typical for
ownership networks is the emergence of a tiny but highly interconnected core
(SCC) of influential shareholders. Hence, this is an ideal real-world use-case for
the bow-tie centrality measure.
The global ownership information is taken from Bureau van Dijk’s Orbis
database1. In Glattfelder and Battiston [2019], six yearly network snapshots
1See http://www.bvdinfo.com/en-gb/our-products/company-information/
international-products/orbis.
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IN 13,374
SCC 2,554
OUT 48,338
Total 64,266
Table 1: Bow-tie components of the reduced global ownership network of 2012.
The number of nodes in the various components of the network are shown,
totaling 64,266 nodes. The different centrality measures are applied to this
empirical network.
were constructed and analyzed from this. Here, we focus on the largest con-
nected component of 2012. In detail, we analyzes the IN, the SCC, and the
OUT, omitting the TT. From a set of 35,839,090 nodes and 27,307,642 links,
the largest connected component was identified as being comprised of 5,933,836
nodes. In the following, a subnetwork of the 2012 global ownership network is
analyzed. By considering all of the IN and SCC nodes, plus all OUT nodes
with an operating revenue larger or equal to USD 100,000,000 (i.e., vouti ≥ 100
million), a reduced ownership network is retrieved. It contains 64,266 nodes
and 540,405 links. In Table 1 the bow-tie component sizes are shown. There
are 52,001 nodes with an operating revenue vi > 0 contained in the reduced
network, totaling USD 84,287,655,740,000. This represents 66.30% of the to-
tal global operating revenue of the entire global ownership network, which is
approximately USD 127 trillion Glattfelder and Battiston [2019].
4.1 Comparing the Rankings
For the empirical analysis, all the discussed centrality measures are computed
for this network. Namely
1. the access centrality χ = (1−W )−1Wv = W˜v
2. the corrected centrality χ̂ = DW˜v = Ŵv
3. the bow-tie centrality ζ = W (Ŵ +D)v = Wv
4. the algorithmic influence index ξ.
As a result, there are six possible comparisons of the rankings. By utilizing the
Jaccard index, a statistic used for assessing the similarity of sets Jaccard [1912],
such a comparison can be quantified. The index is defined as
J (A,B) = |A ∩B||A ∪B| , (36)
for two sets A and B. A value of one indicates a total overlap of the sets, while
zero denotes no similarity.
The truncated Jaccard index Jn is employed to uncover the similarity be-
tween the n highest ranked nodes of two centrality measures Glattfelder and
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Figure 3: Jaccard indices comparing the centrality rankings. The similarity of
the four network centrality measures is visualized by computing the Jaccard
index Jn for all ranked sets of length n = 1, . . . , 64, 266. The x-axis shows the
number of centrality-ranked nodes, where n = 1 represents the node with the
highest centrality. See discussion in text.
Battiston [2019]. For instance, Jn(ζ, χ) compares the bow-tie centrality with
the access centrality for the firs n nodes ranked by centrality. Jn can then be
plotted for all centrality comparisons of all lengths.
Fig. 3 shows the results of this computation. The three analytical centrality
measures χ, χ̂, and ζ display a high similarity among themselves. In contrast,
the algorithmic centrality ξ shows a pronounced dissimilarity with respect to
the analytical measures. The two centrality variants based on χ, utilizing the
correction matrix D, show the highest similarity. Symbolically, ζ ∼ χ̂. This
implies that the way the bow-tie centrality adjusts for cycles yields similar re-
sults as the corrected centrality. Recalling that both χ and χ̂ are affected by
topology-dependent issues, the bow-tie centrality ζ emerges as a superior ana-
lytical centrality measure, while still accurately reflecting the behavior of the
access centrality χ.
By further comparing the bow-tie centrality to the influence index, the fol-
lowing is revealed. Of the 64,266 nodes in the reduced ownership network,
26,758 have a non-zero analytical centrality. Symbolically, |{ζi > 0}| = |{χi >
0}| = |{χ̂i > 0}| = 26, 758. For the algorithmic influence index, the number is
the following |{ξi > 0}| = 25, 512. From Theorem 1 it is known that the influ-
ence index is a lower bound for the bow-tie centrality, i.e., ζi ≥ ξi. In Fig. 4
the monetary values of each node for each centrality variant is shown in ranked
plots. Indeed, in the network at hand, the algorithmic centrality is below the
analytical ones, which all have similar values.
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Figure 4: Ranked centrality value semi-log plots. For all four centrality mea-
sures, their monetary value is shown for each node. The inset shows the details
for 500 nodes ranked between 10,000 and 15,000.
4.2 Top-Ten Rankings
In Glattfelder and Battiston [2019] the entire global ownership network was
analyzed. In other words, the centrality scores for 35,839,090 nodes was algo-
rithmically evaluated (i.e., ξi). From a computational perspective, calculating
the analytical centrality measures for such a matrices can be challenging.
However, by focusing on the core structures of the network, a smaller rep-
resentation can be found. The reduced ownership network analyzed here, com-
prised of 64,266 nodes, represents 66.30% of the total global operating revenue.
A key question to be answered is how representative this subnetwork is? More-
over, as a different centrality measure was used, are the two resulting rankings
comparable? In other words, how similar is the influence index, computed for
the entire network, to the bow-tie centrality, calculated for the reduced network?
In Table 2 the two centralities are compared for the top-ten list. While the
individual rankings are expected to change, the group of actors is very similar.
Both centrality measures crucially identify a similar set of most relevant nodes in
the network. Furthermore, although there is not as much value in the reduced
network, the bow-tie centrality is a less conservative estimation resulting in
higher centrality values.
In summary, this result can be seen as evidence that it suffices to focus
on the relevant part of the network for quantitative analysis. In this case it
was a combination of topology (all the nodes in the IN and SCC) and value
(nodes in the OUT with a minimum of 100 million operating revenue in USD).
For rapid testing of ideas and approximating indicators, this approach can be
invaluable. The analytical bow-tie centrality is straightforward to apply while
the implementation of the algorithmic influence index required the utilization
of a graph database.
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Influence Index (entire network) Bow-Tie Centrality (reduced network)
Name ξ (t USD) Name ζ (t USD)
BLACKROCK INC 2.177 BLACKROCK INC 2.421
VANGUARD GROUP INC 1.314 VANGUARD GROUP INC 1.516
GOVERNMENT OF NORWAY 1.220 STATE STREET CORP 1.359
SASAC 1.210 GOVERNMENT OF NORWAY 1.299
CAPITAL GROUP COMPANIES 1.201 CAPITAL GROUP COMPANIES 1.246
STATE STREET CORP 1.190 BPCE SA 1.155
GOVERNMENT OF FRANCE 0.982 FMR LLC 1.096
FMR LLC 0.955 BARCLAYS PLC 0.796
BARCLAYS PLC 0.675 JP MORGAN CHASE & CO 0.715
ROYAL DUTCH SHELL PLC 0.619 T. ROWE PRICE GROUP INC 0.643
Table 2: Comparing the top-ten rankings. The exhaustive results taken from
[Glattfelder and Battiston, 2019] are seen on the left-hand side. The right-hand
side shows the results from the reduced network utilizing the bow-tie centrality
from Eq. (32). The values are in trillion USD.
5 Conclusion
Which are the most important nodes in a network? This question has a long
history in network science and there are different ways of approaching it. For
instance, algorithms can be developed which traverse the network and compute
the centrality scores of the nodes. While such an approach requires a compu-
tational framework, it can be applied to very large networks. A more classical
approach is to utilize equations. In this analytical context many centrality mea-
sures have been proposed. However, for a relevant class of directed and weighted
real-world networks, characterized by a bow-tie topology, these centralities suf-
fer from drawbacks. Specifically, the emergence of cycles represents a formidable
challenge.
We introduce a novel centrality measure ideally applied to networks display-
ing a bow-tie topology. The quantity represents a final iteration in a stream
of research originating from the study of ownership networks Brioschi et al.
[1989], Brioschi and Paleari [1995], Baldone et al. [1998a], Rohwer and Po¨tter
[2005], Glattfelder and Battiston [2009], Vitali et al. [2011], Glattfelder [2013],
Glattfelder and Battiston [2019]. The new centrality measure can be applied in
general to weighted and directed complex networks, where the nodes carry an
intrinsic non-topological degree of freedom. The ideal domain of application are
such networks, where the bow-tie contains important nodes. Here, older cen-
trality measures overestimate the relevance of such nodes (in the SCC and IN
bow-tie components) and blur important features. Indeed, the bow-tie central-
ity yields a precise score for every node in the network, regardless of its location
in the bow-tie.
The bow-tie centrality can be clearly motivated analytically and does not
possesses the undesirable features plaguing older variants (such as the access
and corrected centralities). Comparing these different centrality measure to
each other reveals that the novel bow-tie centrality achieves this while still cap-
turing the desired features of ownership-inspired eigenvector centralities. In
13
essence, this centrality represents the analytical counterpart to an algorithmic
implementation used to decode empirical ownership networks, namely the in-
fluence index Glattfelder and Battiston [2019] (or an older, more cumbersome
variant found in Vitali et al. [2011]).
Finally, it was demonstrated that large networks can be reduced to smaller
subsets which, when analyzed, show very similar properties as the whole. In
essence, the characteristic features of a network are encoded in the subnetwork
of important nodes, making the detection of this backbone crucial. To this aim,
better centrality measures are important.
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