Purpose: Our goal was to validate linear and nonlinear intersubject image registration using an automated method (AIR 3.0) based on voxel intensity.
Registration of tomographic images acquired from different subjects poses unique problems not encountered with intrasubject registration. Biological considerations place few constraints on the choice of an appropriate intersubject spatial transformation model, and the very existence of a fully valid one-to-one mapping is doubtful, even at the macroscopic level (1) . Despite such difficulties, intersubject registration tools are routinely used to map imaging data from one subject to another or to a common atlas. These methods allow data to be either compared or pooled across subjects for statistical purposes. When used to map data into a standardized reference space such as the Talairach coordinate space (2, 3) , these methods also simplify interlaboratory communication and archiving of anatomic locations.
A new method for intersubject registration is described and validated here. The method is part of the Automated Image Registration (AIR 3.0) package. Many other methods have been suggested for manual, automated, or semiautomated intersubject registration (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) . The new method has the following distinguishing cardinal characteristics: (a) It is general, requiring no explicit identification of anatomic features and allowing arbitrary selection of the registration target; (b) it makes no assumptions about voxel intensities within the brain, making it equally applicable to a variety of data types; (c) aside from removal of the scalp, skull, and dura from images in which these features are prominent, it requires no user intervention; (d) it includes a variety of linear and nonlinear spatial transformation models, allowing systematic comparison and selection of the model most appropriate for a given situation; (e) the spatial transformation models are invariant under affine transformations such as rotation, translation, and linear rescaling; (f) it has been validated using anatomic criteria; and (g) it is a fully integrated part of AIR 3.0, which also allows intrasubject registration within and across modalities and is freely available to the research community at the World Wide Web Universal Resource Locator (URL):http://bishopw.loni.ucla.edu/AIR3/index.html 1. Global rescaling linear model. This model adds a single global rescaling parameter to the 6 df required for rigid body rotation and translation. Angles and relative distances are preserved, but absolute distances are not. 2. Nine parameter "Talairach" linear model. This model allows for independent rescaling along each of the three primary coordinate axes of the reference volume in addition to the arbitrary rotation and translation provided by a rigid body model. If the brain represented in the reference volume has been oriented properly with respect to the line between the anterior and posterior commissures (AC-PC line) and the midsagittal plane, the model is mathematically equivalent to a model used to derive stereotaxic Talairach coordinates (3, 6) . This model does not preserve angles or distances but does have the property that parallel lines will remain parallel. In this sense it can be viewed as a specific case of the more general affine model. 3. Affine linear model. This model has 12 parameters and allows for rotation, translation, and independent rescaling along any arbitrary set of axes. The model does not preserve distances or angles, but lines that were parallel before transformation remain parallel after transformation. 4 . Second order nonlinear model. This model computes the coordinate location of a voxel in the reslice file (x', y',z') as a second order polynomial of its location in the reference file (x, y, z):EquationThis model has a total of 30 spatial transformation parameters.
Equation 4D
5. Third, fourth, and fifth order nonlinear models. These models are analogous to the second order model but involve higher order polynomials. They have 60, 105, and 168 parameters, respectively.
For linear spatial transformation models, AIR allows all model parameters to be adjusted immediately from the first iteration. For nonlinear models this is not generally advisable: Misalignments that could have been corrected by simple rotations, translations, or rescaling can lead instead to large inappropriate high order deformations. The nonlinear registration algorithm is designed so that second order nonlinear transformations are initialized with the results of an affine registration, and successively higher order models are sequentially initialized with the best results obtained at lower orders.
Unlike intrasubject registration the brain images are edited to remove the scalp, skull, and dura when these structures are prominent (e.g., MRI data) before performing intersubject registration. The rationale for excluding these structures is that they are likely to vary in size and shape in ways that are distinct from the brain itself, making their inclusion likely to lessen the accuracy with which homologous structures within the brain are aligned. PET images of glucose metabolism or blood flow are not typically edited since the scalp, skull, and dura are not prominent. glucose metabolism or blood flow are not typically edited since the scalp, skull, and dura are not prominent.
For nonlinear models the usual AIR procedure (12) for removing biases associated with defining one image as the reference image and the other as the reslice image cannot be used because the nonlinear transformations are not analytically invertible. To compensate, the nonlinear algorithm includes in its cost function not only those voxels that are suprathreshold in the reference file but also those that are subthreshold in the reference file but that are suprathreshold in the corresponding voxel of the interpolated reslice image. Without this compensation, optimization of the cost function tends to enlarge the reslice image until it completely covers all the edges of the reference image.
Some default values for the nonlinear registration algorithm differ from those used by the linear algorithm. The primary termination criterion is based on the predicted change in the cost function (a value of 0.5 is the 8 bit default), and secondary termination criteria allow up to 50 total iterations at a given sampling density or 3 consecutive iterations without improvement in the cost function. To increase speed and compensate for the large number of derivatives that must be computed when the number of parameters is large, the final default sampling density is set at every ninth voxel. Routines are available for analytically combining nonlinear transformations with linear transformations to avoid the need to resample data more than once.
The benchmark work described here was performed on a Fujitsu HALstation 330 that is roughly two to three times faster than a Sun SPARCstation 10 when executing AIR registration algorithms.
INTERSUBJECT REGISTRATION VALIDATION

Subjects and Data Acquisition
A group of 22 healthy volunteers who had undergone PET scanning using H 2 15 O and T1-weighted MR scanning at
Hammersmith Hospital in London according to approved human subject protocols were identified. The subjects ranged in age from 20 to 51 years. Twenty were male and two were female. All but four were white. Those four were of West Indian, Japanese, Indian, and Middle Eastern descent. At least one subject was left-handed, and handedness data were not available for the other subjects. All subjects' MR images had already been manually edited to remove scalp, skull, and dura, and the images had already been manually transformed using trilinear interpolation and a rigid body model so that the midsagittal plane of the brain was centered and parallel to the primary image axes. The orientations of the brains in the sagittal plane were similar but not rigorously standardized. All images had already been interpolated to cubic voxels with isotropic voxel dimensions of 1.0 mm. Proper positioning of the midsagittal plane was verified independently before inclusion in subsequent analysis.
The original MRI data sets had been acquired using a 1 T Picker HPQ Vista system with a T1-weighted radiofrequency spoiled volume acquisition (TR 24 ms, TE 6 ms, flip angle 35°, in-plane field of view 25 × 25 cm, 192× 256 in-plane matrix with 128 secondary phase-encoding steps oversampled to 256, resolution 1.3 × 1.3 × 1.5 mm). The PET data had been acquired using a CTI 953B PET scanner (CTI, Knoxville, TN, U.S.A.) with septa removed for 3D acquisition. The scanner has an axial field of view of 10.65 cm, and data were reconstructed to generate 31 axial images with a resolution of 8. O scans from each subject had been aligned to one another using an automated intramodality registration algorithm (13) , and the resulting average image of each subject was made available for use here. All images were screened to verify image quality before inclusion in this study. MRI to PET registration for each subject was performed as described previously (14) .
Creation of Target Atlases
Target atlases having the average size and shape of the brains of the 22 subjects were created for subsequent use in validation. The strategy for preparing the target atlases is illustrated in Fig. 1 . First, all possible pairwise registrations of the 22 MRI data sets were performed using a 12 parameter affine spatial transformation model with the ratio image uniformity (RIU) cost function (12) . This computationally intensive step was performed with a prototype implementation (15) of the AIR 3.0 registration algorithm and was not repeated with the newer algorithm. Aside from the quality and affine shape of the resulting target atlases, this particular use of the registration algorithm has no direct bearing on the subsequent validation studies performed using these target atlases. The matrix averaging and reconciliation procedures subsequent validation studies performed using these target atlases. The matrix averaging and reconciliation procedures described in Appendix used the results of the pairwise registrations to define a transformation that would map each individual's MRI into a common space while preserving the average orientation, size, and affine shape of the group. Each MRI data set was resampled into this common space using trilinear interpolation, and voxel intensities were averaged across subjects to create an average brain MRI target atlas. With use of the known relationship between each MRI data set and the corresponding PET data set, all 22 PET data sets were also resampled into the same common space and similarly averaged to generate a co-registered average brain PET target atlas. Both target atlases had voxels that were 1.0 mm in each dimension.
FIG. 1.
Creation of target atlases (dark outlines). MR images are represented in white and PET images in gray. Dotted lines represent registration of the images connected by the line. Solid black lines represent resampling of data. The average orientation of the AC-PC line and of a line perpendicular to it passing through the AC are superimposed on the atlases.A: All possible pairwise registrations of the 22 MRI data sets were performed using an affine spatial http://gateway.tx.ovid.com/gw2/ovidweb.cgi transformation model. B: By the method described in Appendix, the results of the pairwise registrations were used to define affine transformations from each MR image into a space having the average size, shape, and orientation of the original images. All MR images were resampled into this space and averaged to create the MR average brain atlas. As illustrated, the resulting average AC-PC line was rotated 6.6° from the horizontal. C: Each PET study was aligned to the corresponding MRI study. Combining this transformation (dashed lines) with the affine transformation used in (B) (gray lines) produced an affine transformation (black lines) used to resample the original PET data into an orientation, size, and shape identical to that of the average MRI atlas. The sampled PET images were averaged to create the average PET atlas.D: Combining the transformations used in (B) with an additional 7.5° rotation around each of the three primary axes produced transformations that were used to resample and then average each MR scan to create a rotated average MRI atlas. E: Combining the transformations used in (B) with an additional 6.6° rotation produced transformations that resulted in an atlas with the average position of the AC-PC line oriented horizontally.
Since all the MRI data sets had already been preprocessed to orient them with respect to the midsagittal plane, a second target atlas was specifically designed to test the ability of the algorithm to correctly identify oblique rotational misregistration of the data. This MRI target atlas was identical to the first MRI target atlas except that its relative position was rotated 7.5° around the anteroposterior, left-right, and superoinferior axes (in that order). Since the exact relationship between the two target atlases was known, results of registrations using the rotated atlas could be mapped precisely back into the original unrotated atlas. The original PET data sets had not been preprocessed to correct for rotational misalignment, so a similar rotated PET atlas was not necessary.
It was also necessary to create a special version of the average brain MRI atlas with a properly oriented AC-PC line to evaluate and compare with the nine parameter Talairach model. The transformation from Talairach space to the average brain space described in the next section was used to define the additional rotation needed to create this atlas.
Manual Registration
To compare automated with manual registrations, the AC and PC were identified in each MR image anatomically, and the rigid body transformation necessary to horizontally align the superior margin of the AC with the inferior margin of the PC was performed. Since the images had already been rotated to make the midsagittal plane perpendicular to the leftright coordinate axis, this placed the images in the proper orientation for identifying the extreme edges of the cortex needed to map the images into Talairach space. Multiplicative factors were computed to rescale each brain independently along the x, y, and z axes such that the bounding box dimensions of each rescaled brain image would equal the geometric mean of the corresponding bounding box dimension computed across all 22 brains. The two preceding transformations were mathematically combined into a single transformation, together with the necessary translations to ensure that the AC of each original image would be mapped to the same common coordinate location. This method is conceptually identical to that described by Lancaster et al. (3) , except that the images were not rescaled to match the bounding box dimensions of the 1988 Talairach atlas (16) . The final bounding box dimensions were as follows: left-right, 133 mm; anteroposterior 174 mm; and superoinferior 119 mm. The corresponding dimensions in the 1988 Talairach atlas were 136, 172, and 118 mm. The manual method just described will be referred to here as the manual Talairach method and the resulting space as Talairach space, but it should be noted that the method originally described by Talairach et al. actually used 12 9 parameter transformations joined together in a piecemeal fashion (2, 16) for a total of 13 independent parameters.
To define a transformation from Talairach space to a space that could be directly compared with the average brain MRI target atlas (which was not oriented on the AC-PC line), the matrix averaging procedure from Appendix was used to compute the average of the 22 manually derived transformations for mapping the MR images into Talairach space. Inversion of this transformation provided the average transformation from Talairach space back to the original images, thereby defining an average brain space analogous to the average brain MRI target space. The resulting transformation from Talairach space to the average brain space turned out to be a rigid body transformation (to three significant figures) and specified a rotation of 6.6° around the right-left axis.
Validation Using Landmarks
To define landmarks for anatomic validation, each of the 22 original brain data sets was rendered three dimensionally, and selected landmarks were traced manually by one of us using anatomic criteria. The landmarks chosen were the right and left precental and postcentral gyri, the right and left parietooccipital and calcarine sulci, and the right and left superotemporal gyri including the posterior extension of this gyrus into the parietal lobe. Gyri were traced along http://gateway.tx.ovid.com/gw2/ovidweb.cgi and left superotemporal gyri including the posterior extension of this gyrus into the parietal lobe. Gyri were traced along their crests at the gray-white interface. The sulci, which were located on the mesial surface of the brain, were traced along their centers as viewed mesially. Consequently, the portion of the sulcus closest to the midline, not the depth of the sulcus, determined the location. The landmarks were traced before reviewing the results of any registration, and the same landmark tracings were used to evaluate all of the intersubject registrations. This was accomplished by mathematically projecting each traced landmark point on the 3D renderings back into the original 3D volume of data and then onward into the final common space using the particular set of registration parameters being evaluated. For nonlinear transformation models, this required numerical inversion of the spatial transformation at each voxel using an iterative multivariate calculus-based search strategy. This approach ensures that any inaccuracies in landmark identification are unbiased with respect to the model or method being tested and equally likely to be detrimental to the apparent performance of any of the registration strategies.
The manually identified AC and PC were also used as anatomic landmarks. The 3D coordinates of these two landmarks in the original images were projected into the average brain atlas space using the transformation being evaluated. To determine the correct location of the AC and the correct slope of the AC-PC line in the atlas, the two commissural landmarks were also projected into the average brain MRI atlas using the same transformations originally used to create the atlas. The resulting mean coordinate location of the AC was defined as the origin of the atlas. For each registration method evaluated, the mean coordinate location of the AC was determined, and the mean and maximal 3D distances of each individual's AC from this mean coordinate location were computed. The mean angulation of the AC-PC line relative to the horizontal axis in sagittal projection was also determined, and the mean and maximum angular deviations from this mean angulation were established for the 22 individual AC-PC lines in the atlas space. Each of the individual MR images was registered to the average brain MRI atlas using the 7 and 12 parameter spatial transformation models with the RIU and scaled least squared (SLS) difference cost functions. Similarly, the nine parameter model was used to align each MRI to the special average brain MRI atlas in Talairach space with these cost functions. The average brain MRI atlas that had been rotated by 7.5° around each axis was used as a target for a separate set of registrations using the 12 parameter spatial transformation model. For these registrations, the maximum number of iterations allowed at a given sampling interval was increased from the linear registration algorithm default of 25 to a value of 50 after noting that the cost function was often still decreasing after 25 iterations. The original PET data sets (not the resampled versions that had been individually aligned to the MRI scans) were registered to the average brain PET atlas using the 12 parameter model. For the RIU cost function, a convergence threshold of 10 -5 was used, and for the SLS cost function, a convergence threshold of 0.1. MRI registrations initially sampled every 81st voxel. PET registrations initially sampled every 27th voxel. The final sampling interval included every voxel for both types of data. The cost function was computed in an unbiased manner by inverting the role of reference image and reslice image to recompute the cost function with each iteration.
Nonlinear registrations used the average brain MRI atlas for MRI data and the average brain PET atlas for PET data. Full Newton type minimization and Marquardt-like minimization (12) were both evaluated. The latter method is designated here by appending "LM" to the cost function. Second order nonlinear registrations were initialized with the results previously obtained with the linear 12 parameter model using the SLS cost function. Higher order nonlinear models were initialized with the results obtained from the next lower order nonlinear model that used the same minimization strategy. A convergence threshold of 0.5 was used. Initial sampling of data was every 81st voxel for MRI data and every 27th voxel for PET data. Final sampling was at every ninth voxel for both data types. Up to 50 iterations were allowed at each sampling density. For MRI data, up to three consecutive iterations without improvement in the cost function were allowed before increasing the sampling density or terminating. For PET data the sampling interval was immediately decreased or the algorithm terminated if the cost function was not improved on any iteration. Each spatial transformation model and method was assessed by using the resulting transformations to map the traced landmarks from all 22 subjects into a single volume in the space defined by the average brain MRI atlas so that the overlap of homologous landmarks could be evaluated both visually and quantitatively. Since the cortical landmarks consisted of sets of voxel locations defining homologous structures, rather than of individual point landmarks having oneto-one correspondences, quantitative comparisons could not be based on errors in the locations of individual homologous points. Instead, for a given landmark voxel in one subject, the distances to each of the voxels comprising the corresponding landmark in a second subject were calculated, and the shortest of these distances was defined as the distance function for that landmark voxel with respect to that second subject. This resulted in 21 different distance http://gateway.tx.ovid.com/gw2/ovidweb.cgi distance function for that landmark voxel with respect to that second subject. This resulted in 21 different distance functions (one for each of the other subjects) for each landmark voxel of a given subject. These 21 distance functions were then averaged to produce a mean distance function for that particular landmark voxel in that particular subject. Over 90,000 mean distance functions were computed for each registration strategy, corresponding to several hundred voxels per cortical landmark for each of five landmarks in both hemispheres of 22 subjects. The cumulative distributions of these mean distance functions for each registration strategy were then displayed graphically using S-plus (MathSoft, Seattle, WA, U.S.A.). Table 1 shows the specific intersubject MRI registrations that were performed with the SLS cost function and lists the average registration times. Data regarding the location of the AC and the angulation of the AC-PC line are also shown. The average error in the angulation of the AC-PC line was no more than 0.3° and the standard deviation of the angulation no more than 1.5° for any registration strategy. Errors in the location of the AC decreased as the number of parameters in the transformation model was increased from 7 to 60 and remained stable for fourth and fifth order nonlinear transformations. Excluding the seven parameter model, the mean 3D error in the location of the AC was no more than 1.3 mm with a standard deviation of no more than 0.6 mm. Table 2 shows corresponding values for PET registrations using affine or nonlinear models with the SLS cost function. In using the SLS cost function to align PET data with the affine model, there was one registration failure due to a nonpositive definite Hessian matrix(indicating a nearby local maximum or saddle point that disrupts minimization) during the initial iteration. Satisfactory results were obtained in all cases with the RIU cost function. Inspection of the one problematic PET data set revealed that its intensity was substantially lower than that of all the other PET images. Changing the default initial intensity scaling factor by a factor of 2 for that particular registration rectified the problem, and the resulting registration was used for the subsequent analysis reported here. Analysis of the individual transformations showed that the PET images required rotation by as much as 23° (mostly in the sagittal plane) to match the average PET atlas. Eighteen of the 22 PET images required rotations between 5 and 15°. After registration, the average error in the angulation of the AC-PC line was no more than 0.2° with a standard deviation of no more than 1.8°f or any strategy investigated. Mean errors in the location of the AC were no more than 1.5 mm with a standard deviation of no more than 0.8 mm. Values are not listed for the SLS cost function with full Newton type minimization for third, fourth, or fifth order nonlinear models because these models consistently resulted in problems with saddle points or local maxima when extended to higher orders with PET data, preventing further minimization. With Marquardt-like minimization (SLS-LM), it was possible to optimize these registrations at higher orders, but the algorithm did not always find new higher order parameters that actually improved the cost function. After fifth order registration, only 1 of the 22 http://gateway.tx.ovid.com/gw2/ovidweb.cgi find new higher order parameters that actually improved the cost function. After fifth order registration, only 1 of the 22 registrations actually contained any fifth order terms. Eleven included only terms up to fourth order, nine only to third order, and one only to second order.
RESULTS
TABLE 1. Intersubject registration speed and accuracy in identifying the anterior commissure and angulation of the AC-PC line in MRI data as a function of registration method
TABLE 2. Intersubject registration speed and accuracy in identifying the anterior commissure and angulation of the AC-PC line in PET data as a function of registration method
The results of linear registrations with the RIU cost function were very similar to those obtained with the SLS cost function, though registration times were always longer with the RIU cost function. Consequently, in the interest of space, the details of the RIU registrations are not reported or shown here. Figure 2 shows the superimposition of homologous landmarks achieved with specific linear registration strategies, and Fig. 3 shows similar results for affine and nonlinear registration strategies. Except the seven parameter global rescaling model, all automated strategies produced results superior to those obtained using manual Talairach registration. The typical locations of the landmarks obtained with Talairach registration were extremely similar to their typical locations obtained with the automated methods. Increasing the number of parameters in the model led to subtle but noticeable improvements from one model to the next for MRI data. For the PET data shown in Fig. 3 , the second order nonlinear model was better than the affine model, but additional benefit with higher order models is difficult to discern. Figures 2 and 3 also serve to verify that the quantitative values shown in Fig. 4 are not artifacts caused by systematic differences in overall scaling of the images by different models. The landmarks in the first and second rows were aligned manually using a nine parameter Talairach method. Registrations for the remaining rows were automated and used the SLS cost function. The average brain MRI atlas was used as the target for the seven parameter model. The average brain MRI atlas in Talairach space was used as the target for the 9 parameter model, and the rotated average brain MRI atlas was used as the target for the 12 parameter model.
FIG. 3.
Comparison of linear and nonlinear automated registration for intersubject registration of MRI data sets and PET data sets. Landmarks are illustrated as in Fig. 2 . The average brain MRI atlas was used as the target for all MRI registrations and the average brain PET atlas for all PET registrations. For MRI registrations, the SLS cost function was used. PET registrations were based on the SLS-LM cost function. http://gateway.tx.ovid.com/gw2/ovidweb.cgi
FIG. 4. Quantitative comparisons of different spatial transformation models for MRI (top)
and PET (bottom) data. The distance function reflects the shortest distance from a given point to a homologous landmark from another subject, and the mean distance function averages this value across all other subjects. For a given value of the mean distance function on the x axis, the proportion of landmark voxels having a mean distance function less than or equal to that value is plotted on the y axis. Each registration method is represented by a separate curve. Curves that are shifted to the left http://gateway.tx.ovid.com/gw2/ovidweb.cgi 
FIG. 5.
the spatial transformation model is increased. All models retain the overall pattern of sulci and gyri evident in the original undistorted images.
FIG. 6.
Surface renderings of the left side of the brain of four subjects selected based on their dissimilarity after manual Talairach registration. The images are positioned with the AC-PC line oriented at an average angle of 6.6°. Note the gradual increase in similarity of brain shape as the number of parameters in the spatial transformation model is increased and the preservation of the overall pattern of sulci and gyri.
DISCUSSION
The linear and nonlinear registration algorithms described here provide reliable methods for aligning images from a group of subjects to allow intersubject comparisons or to allow derivation of standardized coordinate locations. For MR images, editing of the scalp, skull, and dura is required. Automated registration of MRI or PET data using these algorithms consistently resulted in better superimposition of homologous cortical landmarks than nine parameter manual registration based on the Talairach landmarks as identified on MRI. The AC and the orientation of the AC-PC line were also aligned quite accurately using the automated approach. For linear registration, only one registration failure occurred as a result of a poorly scaled image, a problem that was easily corrected by initializing the algorithm with a more http://gateway.tx.ovid.com/gw2/ovidweb.cgi
Spatial Transformation Model
Biological considerations place very few constraints on the choice of spatial transformation model for inter-subject registration. Choosing the most general spatial transformation model available is not necessarily the most appropriate strategy. For example, linear affine transformations have unique advantages over nonlinear transformations of being analytically invertible, of maintaining uniform spatial resolution, and of being compatible with the most efficient image resampling methods. More nonlinear parameters do not necessarily guarantee better results, and any empirically demonstrated improvements in accuracy must be weighed against associated increases in computational burden.
For linear registration, the validation studies show that the seven parameter model is a little faster than the affine model but is inferior in terms of accuracy. The affine model is no slower than the nine parameter Talairach model and achieves better superimposition of homologous landmarks. It also avoids a unique disadvantage of the nine parameter Talairach model, which requires specific orientation of the target before registration.
Nonlinear models lead to further improvements in the match of the shape of the brain to that of the target and in the superimposition of homologous cortical landmarks. For PET data, fourth and fifth order polynomial models provide no additional benefit over a third order model and are considerably slower. For MRI data, continued improvement is seen through the fifth order polynomial model at the expense of increasingly large computation times.
Nonlinear polynomial spatial transformation models can potentially produce distortions that disrupt the expected oneto-one correspondence between the original and the resampled image. For example, a portion of the brain in the original image could be represented twice in the resampled image. Despite the absence of any absolute formalism to prevent such reduplications, none were encountered here within the brain itself. Reduplications of data outside the brain could sometimes be demonstrated by replacing the edited brain image with its unedited counterpart before resampling. Reduplications are penalized by the cost function, so the field of view of the target space should be kept as small as possible when using nonlinear polynomial models.
Except for the nine parameter Talairach model, all of the spatial transformation models have the property of invariance under affine transformation. Consequently, the specific orientation of the brain within the images has no effect on the constraints imposed by the spatial transformation model. Spatial invariance also makes it easy to mathematically redefine the target space. If it is decided after registration that the target actually should have been rotated by 10°, it is not necessary to reregister the images to be able to resample the data to match this new target orientation.
Optimizing Registration Speed
Based on the successful use of sparse sampling as an effective means of increasing speed with minimal loss of accuracy for intrasubject registration (12) , sparse sampling was used here routinely for nonlinear intersubject registration. The continued improvement in registration accuracy when proceeding from linear models with full sampling to nonlinear models with sparse sampling provides empiric support for this approach. The RIU cost function was slower and no more accurate than the SLS cost function for intersubject registration with linear models and was therefore not evaluated for nonlinear models. Marquardt-like minimization was faster, more robust, and at least as accurate as full Newton type minimization with the SLS cost function.
Evaluating Intersubject Registration Accuracy
The lack of gold standard transformations makes evaluation of intersubject registration accuracy difficult. For nonlinear spatial transformation models, it is especially important that the assessment of accuracy not rely solely on simple visual inspection of resampled images such as those shown in Figs. 5 and 6. High order nonlinear transformations may be able to create and destroy sulci and gyri to make the resampled image look similar to the target. The resulting images may suggest excellent registration, and only discrepancies in the locations of homologous anatomic landmarks identified in the original images and mapped into the target atlas will reveal whether the procedure has failed to achieve its true objective. The results in Figs. 2-4 show that the relatively low order nonlinear transformations used here do indeed http://gateway.tx.ovid.com/gw2/ovidweb.cgi its true objective. The results in Figs. 2-4 show that the relatively low order nonlinear transformations used here do indeed lead to genuine improvements in the mapping of homologous anatomic landmarks to consistent locations.
Registration Targets and Standardized Coordinates
For the validation work described here, the target atlases were created by averaging images of all of the subjects after preliminary affine registration. Additional analyses not reported here show that qualitatively similar overlap of homologous landmarks can be achieved by targeting data of a single subject or by targeting averaged data after preliminary fifth order nonlinear registration. However, targets with different shapes do result in different typical coordinates for landmarks, even when the final target orientation has been standardized using the Talairach rules. The simplest way to standardize target shape is to generate the target by averaging brain images after preliminary registration using the manual Talairach method (5, 17) . Alternatively, the matrix averaging technique described in Appendix, which generalizes the Talairach rescaling procedure to apply to affine transformations, can be used to define the target shape from a preliminary set of affine registrations to a single arbitrarily chosen target or from a preliminary set of all possible pairwise affine registrations. Ideally, the Talairach procedure should be further generalized to allow a definition of the average brain shape based on nonlinear registrations so that the quality of the target atlas can be improved.
In routine use, the images used to create the registration target will probably not be the same images that are being registered to the target. Consistent use of a single, well designed target atlas may lead to better reproducibility of coordinate locations than creation of a new atlas de novo for every experiment. The accuracy of the methods described here when the target atlas is derived using different subjects and less standardized imaging parameters warrants further investigation.
Generality of Results
Although designed for intersubject registration of 3D human brain data, the AIR intersubject registration method may be useful in other contexts as well. Since the method does not rely on explicit landmark identification, it should be applicable to brain images from other species and possibly to images of other parts of the body. The nonlinear registration tools may also be helpful for intrasubject registration of developmental data and for data containing nonlinear image distortions. Two-dimensional implementations of the method may be helpful in correcting distortions in 3D photographic images. Finally, the transformations derived by the nonlinear algorithm may prove useful in characterizing and measuring low order morphological differences, and removal of these low order differences may reveal higher order distinctions that are relevant to human behavior and to diseases that affect the brain and its morphology.
A meaningful average transformation cannot be derived by simply averaging the elements of the individual transformation matrices. Proper averaging should preserve common attributes shared by the individual transformations(e.g., the average of a series of rigid body transformations should itself be a rigid body transformation), and quantifiable geometric attributes that vary across individuals should have intermediate values in the average. Fully rigorous mathematical methods exist for defining average geometric transformations (18) but require that differences between transformations be formally quantifiable as a metric on a multidimensional Riemannian manifold. Currently lacking this formal metric, a provisional approximation that meets the general criteria outlined above has proved to be sufficient for reconciling the Talairach transformation model and the resulting coordinate system with other linear transformation models.
The approximate method is based on the fact that a linear transformation for mapping image A to image B can be broken down into an arbitrary number of identical smaller linear transformations by computing the appropriate positive root of the original transformation. These smaller transformations preserve the geometric properties of the original. For example, computing the square root of a rigid body transformation from image A to image B defines a rigid body mapping from image A to a position halfway to that of image B in the sense that a second application of this same transformation will complete the mapping to image B.
Given linear transformations from images A and B to a common reference, the direct transformation from image A to image B can be derived by simple linear algebra. The square root of this direct transformation defines an average space with properties midway between those of the original two images. The transformation from this average space to the original common reference can be computed using linear algebra. A third image can be incorporated into the average by analogously averaging this first result with the new transformation for image C. In this case, the first value, which http://gateway.tx.ovid.com/gw2/ovidweb.cgi analogously averaging this first result with the new transformation for image C. In this case, the first value, which represents the cumulated mean of two of the original transformations, should be weighted twice as heavily when generating the new average. This is accomplished by computing the cube root of the derived direct transformation instead of the square root. This method can be generalized to average any arbitrary number of initial transformations to a common reference. The order in which the transformations are incorporated does change the result, but in the current context, differences between different orderings are negligible.
In addition to being used for defining an average brain size, shape, and orientation, this matrix averaging procedure can be used as part of a procedure for reconciling differences among all pairwise registrations of a set of images. If the direct registration of image A to image B is averaged together with all indirect transformation matrices derived by combining transformations for registering image A to any other image X and for registering that same image X to image B, iterative replacement of the original transformations with the corresponding averages will eventually lead to convergence on a set of internally consistent transformations. In fact, this method was provisionally used to define the average rigid body transformations for the intrasubject validation study reported separately (12) . After changing to the fully rigorous method(applicable only to rigid body transformations) described in that study, the two different methods were compared and found never to differ from one another by more than 1 µm.
Implementations of the approximate method for defining average brain size, shape, and orientation and the corresponding method for reconciling pairwise discrepancies to define mean transformations are included in the AIR 3.0 package. [Context Link] 
