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1. Introduction
The agenda of solid state physics is to study the properties of solids and to explain
them in terms of microscopic models. Even though the components of solids—atomic
nuclei and electrons—and the interactions between them—electromagnetic forces—
are known, it is not possible to predict the behavior starting from these components
in general. The reason is the enormous amount of interacting objects. On the one
hand, it prohibits an analytic prediction—actually, this method already fails with the
three-body problem. On the other hand, it also does not permit exact numerical cal-
culations with today’s technology. I even dare to hypothesize that a machine being
able to perform such calculations would reach a complexity similar to the original
subject of interest. Thus, such a machine would not give any gain of knowledge. Ad-
mittedly, one could simulate the resulting behavior, but one would not get any insight
into the essential connections and processes which lead to this behavior. One task of
solid state physics is thus to reveal such essential connections. For this purpose, mod-
els are searched which reproduce the measured properties as good as possible with a
strong reduction of the original complexity. An essential simplification is the Born-
Oppenheimer approximation, which allows the isolated consideration of the system
of positively charged atomic cores and the system of electrons; i.e. the atomic cores
move within the mean fields produced by electrons which in turn move within the
quasi-static fields generated by atomic cores. Considering the isolated electronic sys-
tem only, the question of simplification arises again. In general, one has to deal with
an entangled many-body quantum state. Especially for the description of metals,
mean-field theories have been used with great success. These theories approximate
the many-body state as a product state of single particles which move within the
potential of the other dressed electrons. The Fermi gas and the Fermi liquid are
well known examples for this approach. If it is not possible to neglect the quantum
mechanical correlations, i.e. if it is not possible to perform any kind of single particle
approximation, one is dealing with a so called strongly correlated electronic system.
Single particle states emerge there only as quasiparticles—a concept which is used to
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describe collective excitations. Two prominent representatives of those kinds of sys-
tems are superconductors and magnetic systems, whose close relation got manifested
with the discovery of the high temperature superconductors. Wide and continuous
interest is paid to the effects of impurities in such systems. This interest is based
on different aims as the possibility to distinguish which properties are intrinsic and
which are due to impurities in real materials, a better understanding of the pure
system from its reaction on an impurity, and the technological benefit of being able
to tune the materials properties by intentional doping.
This work is devoted to the study of in-chain impurities in spin 1/2 antiferromag-
netic Heisenberg chains (𝑆 = 1/2 aHC’s)—a model which accompanies the research
on magnetism since the early days of quantum theory and which is one of the few
integrable spin systems. With respect to impurities it is special insofar as an impu-
rity perturbs the system strongly due to its topology: there is no way around the
defect. In crystalline solids, such one-dimensional spin chains are realized as a result
of exchange couplings which couple localized electron spins almost only along one
direction. Thus, there are bunches of chains which can be effectively described as
isolated 𝑆 = 1/2 aHC’s within certain limits. To what extend this one-dimensional
picture stays a good basis for the description of real materials even if the chains are
disturbed by in-chain impurities is an interesting question which is addressed by this
work. For this purpose, the cuprate spin chain compounds SrCuO2 and Sr2CuO3
intentionally doped with different impurities have been studied by means of Nuclear
Magnetic Resonance (NMR) on the copper nuclei. These materials are well known to
be among the best realizations of the 𝑆 = 1/2 aHC model and their large exchange
coupling constants allow the investigation of the low-energy dynamics within exper-
imentally easily feasible temperatures. Moreover, a better understanding of these
materials might support the research on the layered cuprate compounds, some of
which are high temperature superconductors, whose Cooper pairs are supposed to
be coupled by the magnetic subsystem. The peculiar ability of NMR is to address
certain species of atomic nuclei in a molecule or a solid and to use them as local
probes for the properties of magnetic and electric fields in their surrounding. Thus,
it provides the unique ability to study the static and dynamic magnetic properties
of the spin chains locally. This is important since randomly placed impurities break
the translational invariance. Because copper is the magnetically active ion in those
materials and the copper nuclear spin is most directly coupled to its electron spin,
the NMR measurements have been performed on the copper site.
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More specifically, single crystals of SrCuO2 and Sr2CuO3 doped with nickel (Ni), zinc
(Zn) and palladium (Pd) have been studied by measuring spin-lattice relaxation rates
and NMR spectra for temperatures between 4.2K and 300K. In all cases, there are
changes in the results of these measurements as compared to the pure compounds
which indicate the opening of gaps in the excitation spectra of the spin chains and
the emergence of oscillations of the local susceptibility close to the impurities. These
experimental observations are compared to theoretical predictions to clarify if and
to what extend the already proposed model for these doped systems—the finite spin
chain—is suitable to predict the behavior of real materials. Thereby, each impurity
shows peculiarities. While Zn and Pd are know to be spin 0 impurities, it is not clear
if Ni carries spin 1. To shed some light on this issue is another scope of this work.
For Zn impurities, there are indications that they avoid to occupy copper sites, other
than in the layered cuprate compounds. Also this matter is considered.
This thesis is subdivided into two parts. While Part I serves as an introduction
to the topic and covers the theoretical background and the methodology, the re-
sults and their discussion are located in Part II. In Chapter 2 the theoretical con-
cepts of the 𝑆 = 1/2 aHC in general and of impurities in this system in particular
are briefly introduced and discussed, while the studied materials are presented in
Chapter 3. Chapter 4 is dedicated to an introduction of the experimental method of
NMR and contains also advanced information which is needed to discuss the NMR
results in Part II. Chapter 5 presents experimental details concerning setup and
samples. Part II starts in Chapter 6 with a presentation of the measurements on the
pure compounds as a basis for following analyses. Afterwards, a detailed discussion
of the results on the Ni-doped compounds, which have been most intensively stud-
ied, is given in Chapter 7. In Chapter 8, the measurements on a Pd-doped sample
of SrCuO2 are shown and compared to the Ni-doped case, which primarily allows
conclusions about the latter. The Zn-doped compounds are considered in Chapter 9,
where the comparison to Ni doping is again of importance to allow for conclusions.
Finally in Chapter 10, the threads are collected and open ends are revealed.
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Part I
Overture
5

2. One-Dimensional
Antiferromagnets
Patrik Fazekas starts his 700 pages book about electron correlation and magnetism
[1] with the words "Magnetism is a vast subject and only a small part of it can be
dealt with in these notes." The reason for the complexity of the magnetism of solids
lies in its collective nature. Going beyond para- and diamagnetism, descriptions
based on a single electron picture fail and seemingly arbitrary complicated models
come into play to describe the behavior of the strongly correlated electrons and their
spin. Thus, this chapter can only give a feeling about the nature of magnetism on
the way to the description of the spin 1/2 antiferromagnetic Heisenberg chain—the
fundamental paradigm for this work. Thereby, the discussion mostly stays on the
level of theoretical concepts, without bringing them into contact with real materials.
These concepts are then used in Chapter 3 to describe the here-studied cuprate spin
chains and later on in Part II to discuss the experimental results. The chapter starts
with an informal introduction to the quantum mechanical exchange interaction, which
is the basis of the Heisenberg model, pass into the presentation of the 1D version of
this model for spin 1/2 and deal with its modifications. The last section is devoted
to the topic of impurities in such systems. For the deeper understanding, the reader
is referred to [1–4], which also build the basis for the following pages.
2.1. The Heisenberg Model
The so-called exchange interaction is at the heart of the magnetism of solids. It is
an effective interaction, which can only be understood in the framework of quantum
mechanics and which arises from the combined effect of Coulomb interaction and
Pauli exclusion principle. For example, two electrons in a common potential will
energetically favor a parallel alignment of their spins. By doing so, they can take
7
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advantage of the exchange hole effect, which results from the Pauli principle and
which just implies that two electrons with the same spin state avoid to be at the same
place. This leads to a lowering of Coulomb energy as compared to the antiparallel
spin configuration, which allows the electrons to approach each other. The energy
difference establishes the effective exchange interaction, which is called ferromagnetic
in this case. While this example is rather straight-forward, other cases claim for
a more elaborate treatment for which the reader is referred to the literature, e.g.
[1]. However, it should be noted, that depending on the details of the situation the
exchange coupling may also lead to the favoring of an antiparallel spin alignment, i.e.
antiferromagnetic coupling. For example, two electrons on separate sites but with
overlapping wave functions, like in the case of the hydrogen molecule, are coupled
antiferromagnetically. Another important case which emerges in most of the spin
systems realized by solids, also by the here-studied cuprate spin chains, is the so called
superexchange. This is an exchange coupling between electrons of two magnetically
active ions1 via a third non-magnetic ion. It depends on details like bond angles if
the coupling is ferro- or antiferromagnetic.
Based on these exchange interactions, which depend on the overlap of orbital wave
functions and, therefore, on the crystal structure, different spin structures can be
realized in crystalline solids. These structures of relevant2 interactions are not nec-
essarily three-dimensional. For example a crystal might contain planes of triangu-
larly arranged spins without an interaction between the planes, quasi-one-dimensional
structures like ladders, or an array of 1D chains which hardly interact between each
other—the structure realized by the cuprate spin chains (see Chapter 3).
Regardless of the details of the underlying mechanisms, localized electrons coupled
by isotropic exchange interactions can be described by the Heisenberg model which
considers only spin degrees of freedom and which is represented by the Hamiltonian
ℋ̂Heis = 𝐽
∑︁
<𝑖,𝑗>
̂⃗
𝑆𝑖 ·
̂⃗
𝑆𝑗 , (2.1)
where 𝑖 and 𝑗 label nearest neighbors on the considered spin lattice. Here, the spin
shall be restricted to 𝑆 = 1/2. 𝐽 is the exchange coupling constant and equals the
energy difference between the two possible spin orientations. As such, 𝐽 < 0 models
1Magnetically active means that the total electron spin of the ion is 𝑆tot ̸= 0 in contrast to an
non-magnetic ion with 𝑆tot = 0.
2In real solids there are always finite exchange interaction in all directions. However, they can
be that small that they can be neglected except for very low temperatures.
8
2.2 The 𝑆 = 1/2 Antiferromagnetic Heisenberg Chain
ferromagnetic and 𝐽 > 0 antiferromagnetic exchange. For the ferromagnetic case,
this model shows a ferromagnetic ground state, i.e. all spins are aligned along one
direction. For the antiferromagnetic case, it depends very much on the underlying
lattice if the system has an ordered ground state or not.
There are numerous generalizations of this model taking into account the vast variety
of manifestations of the exchange interaction in real solids. Among them are in
particular anisotropic exchange constants (𝐽𝑥𝑆𝑥𝑖 𝑆
𝑥
𝑗 + 𝐽
𝑦𝑆𝑦𝑖 𝑆
𝑦
𝑗 + 𝐽
𝑧𝑆𝑧𝑖 𝑆
𝑧
𝑗 ), different
exchange constants along different crystallographic axes, and next-nearest neighbor
exchange.
At last, the Heisenberg model shall be brought into contact with another important
paradigm of correlated electron physics—the Hubbard model. The Hubbard model
describes electrons on a lattice which can hop from site to site and which are exposed
to a Coulomb repulsion if two of them sit on the same site. Thereby, the opposing
tendencies of delocalization due to kinetic energy and localization due to electron-
electron interaction are modeled (see [1] for details). This model is able to explain
the existence of Mott insulators—a class of materials where one would expect to find
metallic behavior due to incomplete filling of the conduction band but where one finds
insulating behavior instead. This happens because in these cases hopping to a already
occupied site costs more energy due to the coulomb electron-electron repulsion than
kinetic energy is gained. At low energies and half-filling—i.e. one electron per site—,
only the spin degrees of freedom show dynamics and can approximately be described
by the Heisenberg model. SrCuO2 and Sr2CuO3 are such Mott insulators. For this
work however, only the low-energy sector and, therefore, the Heisenberg model is
of relevance, as in the NMR experiment electronic transitions are only driven by
temperature.
2.2. The 𝑺 = 𝟏/𝟐 Antiferromagnetic Heisenberg
Chain
This work is devoted to the simplest antiferromagnetic Heisenberg model possible:
the 𝑆 = 1/2 aHC. It is one of the few models for magnetism which are exactly
solvable, which makes it an interesting playground for theoreticians and which allows
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clear-cut predictions which can be tested in real systems. In the following, this model
is presented and its basic features are discussed.
The 𝑆 = 1/2 aHC is represented by the Hamiltonian
ℋ̂ = 𝐽
∑︁
𝑛
̂⃗
𝑆𝑛
̂⃗
𝑆𝑛+1 , (2.2)
where 𝑛 labels the sites of the one-dimensional arrangement of 𝑆 = 1/2 spins, which
are coupled by the isotropic exchange coupling 𝐽 > 0. This model does not show long
range order. This is nothing special for finite temperatures 𝑇 > 0K as the Mermin-
Wagner theorem [5] excludes the spontaneous breaking of a continuous symmetry at
finite temperatures for systems with a dimensionality of 𝐷 ≤ 2. However, an ordered
state is not even achieved as ground state at 𝑇 = 0K. The reason for this can be
seen by rewriting Eq. (2.2) in another way:
ℋ̂ = 𝐽
∑︁
𝑛
{︂
1
2
(︁
𝑆+𝑛 𝑆
−
𝑛+1 + 𝑆
−
𝑛 𝑆
+
𝑛+1
)︁
+ 𝑆𝑧𝑛𝑆
𝑧
𝑛+1
}︂
. (2.3)
The scalar product was split into its components and the transverse components
are expressed using the ladder operators 𝑆±𝑛 = 𝑆
𝑥
𝑛 ± 𝑖𝑆𝑦𝑛. Néel states—the states
with antiparallel alignment of consecutive spins (see Fig. 2.1a)—are not invariant
under application of this Hamiltonian. Two neighboring antiparallel spins will be
reversed by either 𝑆+𝑛 𝑆
−
𝑛+1 or 𝑆
−
𝑛 𝑆
+
𝑛+1. This means that the Néel states are not
even eigenstates of the Hamiltonian. Therefore, they cannot be ground states. Also
every other thinkable static arrangement of spins—something which one would call
order—cannot be a ground state for the same reason. Sometimes, one also uses the
terminology that "the ordered state is destroyed by quantum fluctuations", which
just means that the projection of the real ground state on the subspace of the single
spin states is not an eigenstate of 𝑆𝑧𝑛 and therefore the individual spins "fluctuate".
The real ground state of the 𝑆 = 1/2 aHC model is much more complicated and can
be exactly determined with the help of the Bethe ansatz [6]. A detailed description
can be found in [2]. The resulting state is highly entangled and is a superposition of
all states which can be formed by inverting half of the spins starting from the fully
polarized state. It can be characterized by its total spin quantum number 𝑆𝑡𝑜𝑡 = 0
and is thus a macroscopic singlet state, which fully preserves the rotational invariance
in contrast to the Néel states. Even though this spin chain does not show order, it
shows long range spin-spin correlations. In contrast to many similar systems, the
10
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correlation function does not decay exponentially but shows the algebraic behavior
|⟨𝑆𝑧𝑛𝑆𝑧𝑛+𝑅⟩| ∝ 1/𝑅 for 𝑅 → ∞. Thus, the 𝑆 = 1/2 aHC is said to show quasi-long-
range order.
The elementary excitations of this model are exotic quasiparticle excitations with
fractional quantum number. They are called spinons and carry spin 1/2. To grasp
the nature of spinons, it is useful to first have a look at an anisotropic version of the
antiferromagnetic spin 1/2 chain—the XXZ model:
ℋ̂𝑋𝑋𝑍 = 𝐽
∑︁
𝑛
{︂
1
2
(︁
𝑆+𝑛 𝑆
−
𝑛+1 + 𝑆
−
𝑛 𝑆
+
𝑛+1
)︁
+Δ𝑆𝑧𝑛𝑆
𝑧
𝑛+1
}︂
. (2.4)
It includes the isotropic Heisenberg model with Δ = 1. For Δ > 1, the system is
in the so-called antiferromagnetic Ising phase. In the limiting case Δ → ∞, there
are two degenerate ground states, both with 𝑆𝑧𝑡𝑜𝑡 = 0, which are the Néel states.
For any finite value of Δ, the Néel states are not eigenstates, as explicated above.
Nevertheless, it is most illustrative to explain the elementary excitations of this phase
starting from Néel states in the Ising limit. The inversion of one spin leads to the
formation of two domain walls (see Fig. 2.1). This state is separated from the ground
state by the energy 2𝐽Δ and is degenerate with every other state which results from
inverting an arbitrary number of consecutive spins. For finite Δ those states are no
longer eigenstates as the ladder operators lead to a delocalization of the domain walls
(see Fig. 2.1). However, if 1/Δ ≪ 1 they can be treated by perturbation theory. The
excitation spectrum to first order in 1/Δ is given by
𝜔(𝑞,Φ) = 𝜖(𝑞/2 + Φ) + 𝜖(𝑞/2− Φ) with 𝜖(𝑘) = 𝐽Δ+ cos(2𝑘) , (2.5)
where 𝑞 = 2𝜋𝑙/𝑁 with 𝑙 = 1, 2, . . . , 𝑁/2 and Φ = 𝑚𝜋/(𝑁+2) with𝑚 = 1, 2, . . . , 𝑁/2.
Thereby, 𝑞 is the total and Φ the relative momentum of two domain walls which
propagate independently of each other. So, the original excitation—the spin flip—
decays into two quasiparticles with the relative momentum as an internal degree of
freedom. Due to this internal degree of freedom, the resulting excitation spectrum is
not a unique dispersion curve but a continuum above an energy gap.
The spinons can be seen as limiting cases of those moving domain walls. The excita-
tion spectrum of the 𝑆 = 1/2 aHC is given by
𝐸(𝑘1, 𝑘2) = 𝜖(𝑘1) + 𝜖(𝑘2) (and) 𝜖(𝑘) =
𝜋
2
𝐽 | sin(𝑘)| , (2.6)
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(a)
(b)
(c)
𝑆−𝑛
ℋ̂ ⥀
n
Figure 2.1.: Sketch for propagating domain walls in the antiferromagnetic Ising phase.
(a) One of the two Néel states. In (b), the spin on site 𝑛 is flipped and thereby two do-
main walls are created which are marked by the dashed lines. (c) illustrates the propaga-
tion of the domain walls under repeated impact of ℋ̂.
Figure 2.2.: Excitation spectrum of the 𝑆 = 1/2 aHC. (Figure reproduced from [3].)
which is also a continuum as in the antiferromagnetic Ising phase, but which does
not show an energy gap to the ground state, at least for certain wave vectors (see
Fig. 2.2). As the original excitation—a spin flip leading to 𝑆𝑡𝑜𝑡 = 1 decays into two
independent quasiparticles, those spinons can be attributed to carry spin 𝑆 = 1/2.
The NMR experiment involves the application of strong magnetic fields, which makes
it necessary to consider their impact on the properties of the 𝑆 = 1/2 aHC. Therefore,
the Hamiltonian must be extended by the Zeeman term −𝑔𝜇𝐵
∑︀
𝑛 ?⃗?
̂⃗
𝑆𝑛. Then, the
system favors an increased spin projection along the direction of ?⃗?, which is achieved
by creating spinons. Those are affected by an effective repulsion between one another
due to the term 𝑆𝑛𝑆𝑛+1 and therefore they will arrange periodically which leads to
a change of the excitation spectrum. However, this effect is only relevant for cases
where the 𝜇𝐵𝐵 reaches values of the order of 𝐽 . In this work, the studied materials
have 𝐽 ≈ 𝑘𝐵 · 2000K, which corresponds to fields around 1500T. Such fields are
far away from being experimentally feasible. Thus, the effect of magnetic fields on
ground state and spectrum can be neglected.
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However, these field effects lead to a finite susceptibility even at 𝑇 = 0K. The exact
value
𝜒(𝑇 = 0K) =
𝑁𝑔2𝜇2𝐵
𝜋2𝐽
(2.7)
was obtained with a Bethe ansatz method by Griffiths et al. [7]. For the temperature
dependence of the susceptibility, there is no analytic expression, which is valid for the
whole temperature range. A fit to numerical calculations from Bonner and Fisher in
1964 [8] can be used for 𝑇 ≳ 0.4𝐽/𝑘𝐵 and is given by [9]
𝜒(𝑇 ) =
𝑁𝑔2𝜇2𝐵
𝐽
0.5𝐽/2𝑘𝐵𝑇 + 0.2999(𝐽/2𝑘𝐵𝑇 )
2 + 0.60188(𝐽/2𝑘𝐵𝑇 )
3
1 + 1.9862(𝐽/2𝑘𝐵𝑇 ) + 0.68854(𝐽/2𝑘𝐵𝑇 )2 + 6.0626(𝐽/2𝑘𝐵𝑇 )3
.
(2.8)
For low temperatures 𝑇 < 𝐽/𝑘𝐵, Eggert, Affleck and Takahashi found an analytic
expression by field theoretical methods [10]:
𝜒(𝑇 ) =
1
𝜋2𝐽
(︂
1 +
1
2 ln(7.7𝐽/𝑘𝐵𝑇 )
)︂
. (2.9)
Those results have later been confirmed by Klümper et al. using a numerical Bethe
ansatz method [11].
2.3. Modifications
In real solids, the 𝑆 = 1/2 aHC is never perfectly realized. Often, modified versions
can be used to get a more complete picture or to estimate in which cases the approx-
imation by the 𝑆 = 1/2 aHC is appropriate. Moreover, variants of the 𝑆 = 1/2 aHC
are of interest on their own and are used for comparison in this work. In the following,
some variants shall be introduced.
One variant is the isotropic Heisenberg chain with additional next nearest neighbor
interaction:
ℋ̂ = 𝐽
∑︁
𝑛
(︁
̂⃗
𝑆𝑛
̂⃗
𝑆𝑛+1 + 𝛼
̂⃗
𝑆𝑛
̂⃗
𝑆𝑛+2
)︁
. (2.10)
The basic feature of this model is that it shows spin frustration. Nearest and next
nearest neighbor interaction are competing and the interaction energies cannot be
minimized at the same time. Depending on the ratio 𝛼 = 𝐽 ′/𝐽 , different situations
emerge. For example, 𝛼 = 1/2 leads to two degenerate ground states, which are
product states of singlet dimers, i.e. pairs of spins with total quantum number 𝑆 = 0
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each. Such chains show a gap between ground and first excited state, as a dimer
has to be broken up for an excitation. At the same time, the nature of the spin-spin
correlations are changed such that they show exponential decay. Frustrated systems
are of interest in general, as they often show quantum critical behavior, which means
that their dynamics are ruled by quantum fluctuations even at finite temperatures.
In such cases, already small changes in parameters can lead to qualitatively different
ground states.
Another variant of the 𝑆 = 1/2 aHC is the alternating chain:
ℋ̂ = 𝐽
∑︁
𝑛
(1 + (−1)𝑛𝛿) ̂⃗𝑆𝑛
̂⃗
𝑆𝑛+1 , (2.11)
where 𝛿 controls the difference between the two exchange couplings. The ground
state is characterized by singlet dimers, which are formed by the strong bound spins.
Also here, this leads to a spin gap and exponentially decaying spin-spin correlations.
Such models showing spontaneous dimerization are often used to describe spin Peierls
chains, where a spin phonon interaction leads to dimerization due to a lattice distor-
tion and a concomitant change of the coupling constants.
Any realization of the 𝑆 = 1/2 aHC in real solids is only approximately one-dimensional.
Small interchain interactions 𝐽 ′ are always present. As a result, one actually has
to deal with a 3D instead of a 1D system. Arbitrarily small interchain couplings
lead to an ordered ground state. Therefore, realizations of the 𝑆 = 1/2 aHC in real
solids will never show the absence of an ordered ground state as predicted by the
1D model. However, its staggered magnetization density3 in the ordered phase is
related to the ratio of interactions4 by 𝑚 ≈
√︀
𝐽 ′/𝐽 [12] and is therefore small too.
The order survives also at finite temperature up to the Néel temperature, which is
approximately related to the interchain interaction by 𝑇𝑁 ≈ 𝐽 ′ [12]. This sensitivity
to interchain couplings is specific for the 𝑆 = 1/2 aHC and is related to its long-range
spin-spin correlations. Other types of spin chains models with spin gap and exponen-
tially decaying spin-spin correlations show ordering only from a critical value of 𝐽 ′/𝐽
on. Even though, the 𝑆 = 1/2 aHC is sensitive to additional interchain couplings, it
is in many cases a good approximation above 𝑇𝑁 .
3The staggered magnetization density is also called sublattice magnetization density and quan-
tifies the magnetization per site on one of the two sublattices with opposing magnetization vector.
It is positive by definition.
4This holds only for very small 𝐽 ′/𝐽
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2.4. Spin Gaps and Spin-Spin Correlations
In the preceding sections, some attention has been paid to the emergence or absence
of gaps in the spin excitation spectrum of different models. These gaps are more
precisely called spin gaps, which can be defined as "energy of the lowest excitation
which changes the spin character of the system" [1]. There is an interesting relation to
the nature of spin-spin correlations, which shall be explicitly mentioned here. Fazekas
states in this context: "Quite generally a gap above the ground state is associated
with short-range correlations in the ground state." [1] "Short-range correlations"
means that the correlation function decays exponentially. But why is the structure
of the ground state connected to the dispersion of the excitations? This shall be
made plausible in the following. If the ground state is ordered, which means that the
range of the spin-spin correlations is infinite, the Mermin-Wagner theorem holds and
long-wavelength excitations can be generated with arbitrarily low energy. Therefore,
systems with an ordered ground state do not show a spin gap. Also for systems with
quasi-long-range order, characterized by algebraically decaying spin-spin correlations,
long-range excitations with arbitrarily low energy exist. The spinons in the case of the
𝑆 = 1/2 aHC are one example for them. However, systems with short-range spin-spin
correlations, i.e. an exponentially decaying correlation function with the correlation
length 𝜉, behave as finite systems of size 𝜉. For a finite system, the energy levels
are quantized. Thus, the gap Δ can be seen as the energy difference between singlet
ground state and first triplet state of a finite system and is of the order of 𝐽/(𝜉/𝑎)𝑑,
where 𝑎 is the lattice constant and 𝑑 the dimensionality of the system [13].
2.5. Impurities in Antiferromagnetic Spin Chains
This section is devoted to the impact of in-chain impurities on spin chain systems, thus
such impurities which replace the relevant magnetic ions of the material. Thereby,
the realm of pure theory is left and examples for the corresponding effects are given
if available.
Quite generally, such an impurity can be seen as local disturbance of the spin system.
Similar to the so called Friedel oscillations5, spin density oscillations show up around
5Friedel oscillations are charge oscillations which emerge around charge defects in conventional
metals.
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a spin defect in spin systems of arbitrary dimension [14], which means that the local
spin susceptibility
𝜒𝑖(𝑇 ) = (1/𝑇 )
∑︁
𝑗
⟨𝑆𝑧𝑖 𝑆𝑧𝑗 ⟩ (2.12)
oscillates spatially [15]. The specific shape of these oscillations reflects the dominant
spin-spin correlations in the system, which makes the study of this doping effect a
valuable tool to obtain knowledge about the pure compound. The method of choice
to observe the staggered susceptibility is the recording of NMR spectra, which can
be interpreted as a histogram of the different values of the local spin susceptibility
(see also Section 4.2.1).
In gapped systems, where the spin-spin correlations decay exponentially, the ampli-
tude of the staggered susceptibility decays exponentially too with increasing distance
from the defect and is therefore closely confined to the impurity. This has been ob-
served with NMR on various compounds as for example on the Zn- and Ni-doped spin
1/2 two-leg ladder SrCu2O3 [16–18]. At the same time, antiferromagnetic long-range
order (AF-LRO) at low temperatures is induced, because the small but unavoid-
able 3D couplings lead to a freezing of the impurity-induced staggered polarization
[19]. This behavior can be found for example by substituting a few percent of the
copper sites by Zn or Mg in the spin Peierls compound CuGeO3 [20–22] or in the
ladder compound SrCu2O3 [16, 17, 23]. Moreover, calculations have shown [24] that
the antiferromagnetic clouds near impurities are manifestations of induced spin 1/2
states which are weakly interacting among each other. This leads to the emergence of
low-energy spectral weight inside the gap. As the static susceptibility is dominated
by these low energy excitations, early studies [20, 23] relying on measurements of
this quantity concluded a collapse of the spin gap. The picture could be corrected
by methods which allow an energy resolution of the observed excitations as inelastic
neutron scattering [15, 25]. The universal behavior of gapped spin chain systems
upon doping can be qualitatively explained [15, 26] by the short-range version of the
resonating valence bond (RVB) picture [27]. In this picture, the ground state can
be understood as a superposition of singlet dimers between nearby spins. A defect
reduces the ability of the neighboring spin to form dimers in the direction of the
impurity. Therefore, the correlations to the spins in the other direction are enhanced
and an effective spin at the end of the chain is released.
In the gapless 𝑆 = 1/2 aHC, the situation differs due to the long-range character
of the spin-spin correlations. Other than gapped chains, the local susceptibility of
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the 𝑆 = 1/2 aHC has a maximum at a certain distance from the impurity. The
best-studied case, at least from theory, is that of a non-magnetic impurity (𝑆 = 0)
replacing one of the magnetically active ions. Such an impurity corresponds to a chain
break which makes the semi-infinite chain the first model of choice [28]. Based on
a field-theoretical approach, Eggert and Affleck obtained an analytic expression for
the alternating part of the local susceptibility 𝜒𝑙 = 𝜒uni𝑙 + (−1)𝑙𝜒alt𝑙 in this situation
which is given by [29, 30]
𝜒alt𝑙 =
2𝑎
𝜋
𝑙√︁
𝐽
2𝑘𝐵𝑇
sinh(4𝑘𝐵𝑇 𝑙/𝐽)
. (2.13)
Fig. 2.3 shows that the amplitude of the staggered susceptibility obtained from this
formula has a maximum at a certain distance from the chain end. Its position 𝑙max
and its value 𝜒max are both depending on temperature as [30]
𝑙max = 0.48𝐽/(𝑘𝐵𝑇 ) and (2.14)
𝜒max = 0.137
√︀
𝐽/(𝑘𝐵𝑇 ) . (2.15)
So with decreasing temperature, the maximum shifts further into the chain and its
value increases. At 𝑇 = 0K, the staggered susceptibility is even expected to extend
infinitely far into the chain and to increase monotonically with decreasing distance
from the impurity. This is unphysical and shows therefore the limitations of the
model of the semi-infinite chain. In NMR spectra the maximum leads to a sharp
edges which broaden with a 1/
√︀
(𝑇 ) behavior. This has been observed by Takigawa
et al. on the linear chain compound Sr2CuO3, which is naturally affected by chain
breaks due to excess oxygen [30].
Due to the long-range spin-spin correlations in the ground state, the next impurity
has to be taken into account as soon as the temperature is low enough to allow
comparable correlation and chain lengths. Therefore, one has to deal with finite-sized
chain segments whose average length depends on the impurity concentration, instead
of isolated impurities. The consideration of finite chain segments is a substantial
change of the physical picture and a specialty of the 1D world. In higher dimensions,
an impurity is a defect in a unperturbed infinitely large system. In 1D, however, a
single impurity is enough to divide the system into two parts.
Already the ground state shows differences to the infinite case. It is either a doublet
with total spin 𝑆tot = 1/2 for chain segments with odd number of sites or singlet
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Figure 2.3.: Local susceptibility of the semi-infinite 𝑆 = 1/2 aHC close to a chain end
calculated from Eq. (2.13) with 𝑇 = 𝐽/15 and 𝑎 = 0.58. The blue lines are guides to the
eyes.
with 𝑆tot = 0 for chain segments with even number of sites [31]. Also the structure
of the excitation spectrum changes. In a simple picture, one can state that similar
to a particle in a box, the spinons get discrete energy levels due to the finite length.
Therefore, the first excited state is separated from the ground state by a gap which
is inversely proportional to the chain length [28].
The behavior of the staggered magnetization depends in this model on parity of the
chain length. While Nishino et al. calculated the local susceptibility of finite chain
segments with a quantum Monte Carlo method [31], Sirker and Laflorencie obtained
an analytical formula based on field theory [32]:
𝜒alt𝑙 =−
𝑐
𝑇
(︂
𝜋
𝑛+ 1
)︂1/2 𝜂3/2(︂e− 𝜋2𝐽2𝑘𝐵𝑇𝐿)︂
𝜃
1/2
1
(︂
𝜋𝑙
𝑁+1
, e
− 𝜋2𝐽
4𝑘𝐵𝑇𝐿
)︂
·
∑︀
𝑚 𝑚 sin[2𝜋𝑚𝑙/(𝑁 + 1)]e
−𝜋2𝐽𝑚2/(2𝐿𝑘𝐵𝑇 )∑︀
𝑚 e
−𝜋2𝐽𝑚2/(2𝐿𝑘𝐵𝑇 )
, (2.16)
where 𝑐 is a prefactor which can in principle be determined, 𝜂(𝑥) is the Dedekind eta
function and 𝜃1(𝑢, 𝑞) the elliptic theta function of the first kind. This formula is valid
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for low temperatures6 𝑇/𝐽 ≪ 1 and arbitrary impurity concentrations. In the follow-
ing, the plots in Fig. 2.4 which were obtained with Eq. (2.16) are used to explain this
behavior. They show the alternating susceptibility of even and odd, long (100/101
sites) and short (50/51 sites) chain segments calculated using7 𝐽 = 𝑘𝐵 · 2000K. At
high temperatures (300K), the approximation by the semi-infinite chain is valid and
the local alternating magnetization (LAM) from both ends do not interfere. There is
no difference between even and odd chains. Short chains differ from long ones only
by a larger portion of sites which show finite values of the local susceptibility. At
100K the LAM from both ends are connected for the displayed chain lengths. One
can already see a difference between even and odd chains. Even chains have a node
in the center—i.e. the envelope reaches zero—while odd chains have finite values
everywhere. The short odd chain (51 sites) shows already an increased amplitude as
compared to the short even chain (50 sites). This tendency continues towards low
temperatures. At 10K the envelopes of the oscillations of even and odd chains differ
strongly. Also their amplitudes differ: even chains have susceptibilities close to zero
while the local susceptibility of odd chains is huge compared to the high temperature
value. This difference even increases with decreasing chain length. In conclusion, the
local susceptibility of even chains vanishes at low temperature, while the amplitude
of the oscillations diverges for odd chains. Thereby, it depends on the chain length
from which value on a temperature is called "low". Already existing experimental
studies which demonstrate this behavior in real solids are not known to the author.
To what extend the NMR spectra of the here-studied doped cuprate spin chains can
be explained by this behavior is discussed in Section 7.1.
For magnetic impurities the available theoretical picture is less complete. First of all,
by replacing a magnetic ion of the chain by another type, not only the spin at this site
changes but also the corresponding exchange couplings. In-chain impurities carrying
spin 𝑆𝑖𝑚𝑝 can therefore be described as two adjacent modified exchange couplings
𝐽 ′ with a spin 𝑆𝑖𝑚𝑝 in between [28]. Eggert and Affleck claim [28] that in all cases
in the low-temperature infinitely long chain limit, the chain is effectively cut by the
defect and an effective decoupled impurity spin 𝑠 remains. The value of the effective
impurity spin depends on the sign of 𝐽 ′. For ferromagnetic 𝐽 ′ it is just 𝑆imp. For
antiferromagnetic coupling, the impurity spin is screened by the surrounding spin 1/2
6The cuprate spin chains which are considered in this work have exchange couplings 𝐽 ≈ 2000K
and the studied temperature range does not exceed 300K. Therefore, this formula is applicable.
7The specific value for 𝐽 is chosen such that it close to the exchange couplings of SrCuO2 and
Sr2CuO3 (see Chapter 3).
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Figure 2.4.: Local alternating susceptibility (−1)𝑙𝜒alt𝑙 of finite chain segments with
different length and for different temperatures simulated according to Eq. (2.16) (see
Appendix A). The blue lines are guides to the eyes connecting the calculated values,
which are visible as kinks of these lines. The exchange coupling constant was set to
𝐽 = 𝑘𝐵 · 2000K. (−1)𝑙𝜒alt𝑙 is measured in arbitrary units and plotted over the position
𝑙 in the chain. See Appendix A for details.
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Figure 2.5.: Theoretical NMR signal of the spin 1 impurity for J’/J=0.1 (left) and
J’/J=1.4 (right). Taken from [33].
and therefore takes the value 𝑠 = 𝑆imp − 1. For a spin 1 impurity this means that
it would effectively just cut the chain and therefore have essentially the same effect
on the excitation spectrum as a spin 0 impurity: a gap inversely proportional to the
chain length.
The screening of the impurity spin also changes the spin density oscillations. In addi-
tion to the backscattering contribution, which is due to a bare chain end, a screening
contribution occurs, which has the same periodicity as the backscattering part but a
different envelope [33]. In fact, the problem of two modified links with an impurity
spin in between is equivalent to the two channel Kondo effect [33, 34]. Therefore, an
additional temperature scale appears: the Kondo temperature 𝑇𝐾 which is propor-
tional to e−0.85𝐽/𝐽
′
. For the 𝑆imp = 1 case, explicit calculations exist [33]. Above 𝑇𝐾
the screening cloud increases with decreasing temperature so that the sharp edges
in the NMR spectrum8 should vanish in a quickly broadening line shape due to the
screening cloud. Below 𝑇𝐾 however, the screening has saturated and the backscat-
tering contribution dominates again, which leads again to a sharpening of the edge
feature (see Fig. 2.5). Theoretical approaches combining the spin 1 impurity with
finite sized segments are not known to the author. Theoretical predictions of this
case would be interesting as they would allow to check for the signatures of spin 1
impurities in NMR spectra.
8For information on how the NMR spectrum is related to local susceptibility see Section 4.2.1.
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3. Materials: SrCuO𝟐 and
Sr𝟐CuO𝟑
SrCuO2 and Sr2CuO3 are excellent materials to study the impact of impurities on
spin chain systems. They are among the best known realizations of the 𝑆 = 1/2 aHC
model and they have large exchange couplings, which means that the low-energy
sector, where the impurity effects are most prominent, is located at experimentally
easily feasible temperatures. Additional motivation stems from the fact that these
compounds belong to the wide class of cuprates, which realize different magnetic
structures. Some of them also show high temperature superconductivity. The com-
pounds studied in this work are the simplest of the cuprates from the modeling point
of view and single crystals can be grown with very high quality. The study of impu-
rity effects in these materials might also help to understand the effect of impurities
in the more complicated cuprates.
3.1. Structure and Magnetic Properties
Both materials crystallize in orthorhombic symmetry. SrCuO2 has the space group
CmCm and the lattice parameters are 𝑎 = (3.556± 0.002) Å, 𝑏 = (16.27± 0.04) Å,
𝑐 = (3.904± 0.002) Å [35, 36], while Sr2CuO3 has the space group Immm and the lat-
tice parameters 𝑎 = (12.7090± 0.0009) Å, 𝑏 = (3.9138± 0.0004) Å, 𝑐 = (3.4986± 0.0002) Å
[37–39]. Their structure consists of CuO layers separated by Sr layers (see Fig. 3.1).
The copper ions are surrounded by a square arrangement of oxygen. In Sr2CuO3,
these CuO plaquettes are strung together sharing their corners, while the plaquettes
are arranged in an edge sharing way in SrCuO2(see Fig. 3.2). In the former case,
this leads to a linear chain of copper ions and in the latter it results in a zig-zag
structure.
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Figure 3.1.: Structure of Sr2CuO3 (a) and SrCuO2 (b). Taken from [40].
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Figure 3.2.: Cu-O chain in the 𝑎𝑏 plane of Sr2CuO3 (a) and Cu-O zigzag chain in the 𝑏𝑐
plane of SrCuO2 (b).
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While the Sr2+ and O2− ions have complete shells, the Cu2+ is in the 3𝑑9 configura-
tion and contributes one unpaired electron. Even though the Cu 3𝑑 orbitals overlap
with the O 2𝑝 orbital, the electron stays localized on the copper site as these ma-
terials are charge transfer insulators1 [41]. Therefore, the Heisenberg model delivers
the appropriate description for the low-energy sector (see Section 2.1). The 180∘
Cu-O-Cu bond gives rise to the exchange coupling 𝐽 , which is antiferromagnetic
in accordance with the Goodenough-Kanamori-Anderson rules [42–44]. For both
materials, similar values have been obtained by measurements of the magnetic sus-
ceptibility, inelastic neutron scattering and optical spectroscopy. They are between
𝐽/𝑘𝐵 = (2100± 200)K [45, 46] and 𝐽/𝑘𝐵 = (2620± 140)K [35] for SrCuO2 and
between 𝐽/𝑘𝐵 = (2200± 200)K [45, 46] and 𝐽/𝑘𝐵 = 3000K [47] for Sr2CuO3. In
SrCuO2, the additional 90∘ Cu-O-Cu bond gives rise to the ferromagnetic coupling 𝐽 ′
which is estimated to 𝐽 ′/𝐽 = 0.1 to 0.2 [45, 48]. As it is much smaller than J and ad-
ditionally frustrated due to the triangular arrangement of the copper spins, SrCuO2
can nevertheless be well described by the linear chain Heisenberg model, which is also
justified by the experiments showing the excellent 1D properties (see below). A small
but finite interchain coupling 𝐽⊥ leads to 3D ordering at low temperatures — below
𝑇𝑁 = 2K to 3K for SrCuO2 [35, 49] and below 𝑇𝑁 = 5.4K for Sr2CuO3 [50]. Based
on 𝜇SR and neutron studies the ordered moment in Sr2CuO3 has been determined
to be ≈ 0.06 𝜇𝐵. There is no consensus about the size of the interchain coupling.
Based on the Néel temperature, it is estimated by a Green function method [51] to
be in the order of 𝐽⊥/𝐽 ≈ 10−5 [45]. An estimation based on a mean-field approxi-
mation comes to the same result [12]. However, a theoretical study [52] taking full
account of the electronic structure draws another picture. The authors point out that
there should be a large difference between the interchain coupling within (𝐽⊥,in−plane)
and perpendicular (𝐽⊥,perp−plane) to the Cu-O planes. The coupling within the plane
should be much larger with values of 𝐽⊥,in−plane/𝑘𝐵 ≈ 5K to 10K
Both materials are well described by the 1D Heisenberg model, which is proven by a
variety of experiments. The predicted gapless spinon excitations have been found by
inelastic neutron scattering on SrCuO2 [53]. The NMR spin lattice relaxation rate
(see Section 4.3.1) is expected to be constant over temperature [54, 55], which has
been experimentally confirmed for both compounds [56, 57]. The integrability of the
𝑆 = 1/2 aHC model leads to a divergent heat conductivity along the chain direction.
1A charge transfer insulator is very similar to a Mott insulator. But the gap between upper and
lower Hubbard band is that large, that another low lying band is closer to the UHB than the LHB.
See also Section 2.1.
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This so-called ballistic heat transport has also been observed on SrCuO2 [58] and
Sr2CuO3 [59]. Even in the high-energy sector, the excellent one-dimensionality is
experimentally well established, since spin-charge separation, a generic 1D effect, has
been observed on both compounds [41, 60, 61] and spin-orbital separation has been
discovered on Sr2CuO3 as well [62].
3.2. Doping on the Copper Site
To study the theoretically expected impurity effects (see Section 2.5), suitable dopants
acting as in-chain spin 0 and spin 1 impurities are necessary. In the cuprate high
temperature superconductors, zinc and nickel are used as standard spin 0 and spin
1 dopants, respectively [14]. Assuming a similar behavior in the 1D cuprates due to
the chemical similarity, those elements were initially used during this work as spin 0
and spin 1 impurities. However, as explicated in the following and in Chapter 7 and
Chapter 9, the effect of these impurities differs from the expected behavior. There-
fore, palladium has been used as an additional spin 0 impurity.
There is an important difference between the copper site in the 2D cuprates and the
copper site in the spin chain compounds. While the former is surrounded by 6 oxygen
ions in octahedral coordination, the latter builds a square planar arrangement with
4 surrounding oxygen ions. This has consequences for the crystal field splitting and
therefore for the spin state of the magnetic ions. Especially for the Ni2+ ion, which
has a 3𝑑8 configuration, it might be that the splitting between the high lying d𝑥2−𝑦2
and the low lying d𝑧2−𝑟 orbital is that large that the Hund’s rule fails and the Ni ions
are in the low-spin state with 𝑆 = 0 [63]. Such a situation has already been found
in another material: The square planar arrangement of the four O2− ions around the
copper site in the cuprate spin chains is very similar to the nickel environment in
BaNiO2 [64]. There, the Ni2+ is also assumed to be in the low spin state even though
this issue has never been ultimately resolved [65].
Indeed, all published susceptibility studies on Ni-doped SrCuO2 [64] and Sr2CuO3
[38, 66] come to the conclusion that the observed upturn in susceptibility at low
temperatures can be explained by the effect of chain breaks [67] only and Nickel acts
as a spin 0 impurity. However, from this macroscopic measurement it is not clear
whether the nickel ions are in the low-spin state or if the spin 1 is just screened by
the surrounding copper spins as it is expected from theory for an 𝑆 = 1 impurity [28]
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(see also Section 2.5). As the screening of a potentially existing spin 1 should modify
the staggered susceptibility around the defect, NMR which is capable of resolving
the spatial variations in spin density (see also Section 4.2.1) is a perfect tool to study
this issue.
Also zinc seems to show a different behavior when doped into the cuprate spin chain
compounds as compared to the high temperature superconductors. Kojima et al.
claim that zinc avoids to occupy copper sites [68]. This might be related to the fact
that the Zn2+ ion has a filled 3𝑑 orbital and is, therefore, not a transition metall.
The authors of [68] used palladium as 𝑆 = 0 impurity instead. Recent susceptibility
measurements on Zn-doped SrCuO2 suggest that not all of the zinc occupies copper
sites [38]. Moreover, it has been observed that during the growth of single crystals
of Zn-doped Sr2CuO3 Zn accumulates in the floating zone meaning that it is not
completely incorporated into the crystal [37].
Palladium (Pd), however, seems to act as a scalar defect which just cuts the chains
and really occupies Cu sites. The Pd2+ ion has 4𝑑8 configuration, thus 8 electrons
in the outer 𝑑 orbital similar to the Ni2+ ion. However, for the palladium case, it is
known that the Pd2+ ion is in the low-spin state in the compound Sr2PdO3, which
has the same structure as Sr2CuO3 [69]. This strongly suggests, that Pd2+ impurities
in the chain cuprates are also in the low-spin state. Further evidence comes from the
analysis of susceptibility measurements on Pd-doped Sr2CuO3 [67, 68, 70].
Remarkable impact of doping has also been observed on the heat conductivity and
the long-range ordering at low temperatures. Ni and Pd doping strongly suppress
the spinon contribution to heat conductivity with increasing doping level [40, 70, 71],
which is expected upon doping the spin chain. Zn doping, however, rather seems
to suppress the phonon contribution [72], which is a further hint that zinc avoids to
occupy copper sites.
The impact on the long-range ordering is two-fold. In contrast to gapped systems
where doping creates magnetic order [19, 21, 24, 73, 74], a suppression of the Néel
temperature2 has been observed on Zn-doped, Ni-doped and Pd-doped Sr2CuO3 [38,
68]. From theory, this is expected as a consequence of the disruption of the chains and
the thereby caused distortion of the long range correlations.[75, 76]. This ordering
2The Néel temperature was determined by measurements of the specific heat in the first two
cases and by muon spin relaxation measurements in the third case.
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strongly inhomogeneous, which has been observed on Pd-doped Sr2CuO3 and Ni-
doped SrCuO2 by muon spin relaxation [68, 77].
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Spectroscopy
The advance of Nuclear Magnetic Resonance Spectroscopy—usually just called Nu-
clear Magnetic Resonance (NMR)—is closely related to the discovery of the spin
angular momentum of atomic nuclei. Already in 1924, Pauli hypothesized that the
hyperfine structure of certain spectral lines might be related to the internal struc-
ture of nuclei [78]. After Uhlenbeck and Goudsmit proposed that electrons carry spin
in 1925 [79], the idea came up that also neutrons and protons and, therefore, also
atomic nuclei as composite particles have such a property. Thereupon, physicists
tried to confirm this assumption and to measure the magnetic moments of nuclei as
precisely as possible. In 1936, a first attempt to detect the nuclear Zeeman levels with
a resonance method was done by Gorter [80]. A magnetic field oscillating with high
frequency should induce transitions between nuclear energy levels split by a strong
magnetic field. It was expected that in case of resonance, energy is absorbed, which
should lead to heating of the sample. However, the attempt failed. The first who
succeeded in observing nuclear magnetic resonance was Rabi in 1938 [81] with a mod-
ified version of the Stern-Gerlach experiment. It involves defocussing and focusing
of an ion beam by inhomogeneous magnetic fields and the inhibited focusing in the
case that a re-orientation of the spins occurs due to an oscillating field in resonance
with the nuclear spins—a method which is far away from what we call NMR today.
Two experiments performed independently of each other in 1946 by Purcell [82] and
Bloch [83] mark the birth of NMR spectroscopy. They succeeded in demonstrating
magnetic resonance for protons in paraffin or water, respectively. The principle was
quite similar to Gorter’s attempt. However, Purcell observed the resonance absorp-
tion by measuring the detuning of a high frequency circuit, while Bloch measured the
AC voltage induced to a pick-up coil by the precessing nuclear magnetic polarization.
For these breakthroughs, they shared the Nobel prize in physics in 1952. Finally, the
pulsed NMR technique was developed by Hahn in 1950 [84, 85].
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Meanwhile, NMR has become a powerful spectroscopy method, which is used in such
diverse fields as the determination of molecular structures in biochemistry, as diag-
nostic medical tool with the tomographic version MRI (magnetic resonance imaging)
and also as method to study solids. The peculiar ability of NMR is to address certain
species of atomic nuclei in a molecule or a solid and to use them as local probes for the
properties of magnetic and electric fields in their surrounding. In solid state physics,
NMR is used to study various matters as for example the mobility of lithium in po-
tential anode and cathode materials for a new generation of batteries, the differences
of the electronic structure inside and outside of vortices in high temperature super-
conductors and local dynamic and static properties of spin systems of any kind.
In this chapter, the method NMR is described starting from the basics and by putting
emphasis on aspects which are important for this work. Therefore, the focus lies on
the pulsed NMR technique and continuous wave NMR is not considered. Thereby,
the theoretical foundation of the method is discussed in the Sections 4.1 to 4.3 which,
thus, also deliver the background for the discussion of the NMR results in Part II.
How an NMR experiment is actually performed and which experimental procedures
are important for this work is explained in Section 4.4. The chapter closes with the
consideration of inhomogeneous relaxation in Section 4.5, which is an advance topic
needed for the discussion of the spin-lattice relaxation measurements in Part II. The
discussion follows in parts the text books [86–90], some Ph.D. theses [91–93] and [94].
Derivations and formulas taken from there are not marked explicitly.
4.1. Isolated Nuclei in a Magnetic Field
The total angular momentum ̂⃗𝐼 of an atomic nuclei is called nuclear spin. It is the
sum of all orbital angular momenta ̂⃗𝑙𝑖 and spins ̂⃗𝑠𝑖 of the nucleons and is, therefore,
not a spin in the strict sense.
̂⃗
𝐼 =
̂⃗
𝐿+
̂⃗
𝑆 =
∑︁
𝑖
(︁
̂⃗
𝑙𝑖 + ̂⃗𝑠𝑖
)︁
(4.1)
In general, it is not known how to predict the nuclear spin of an isotope. However, it
is known that nuclei consisting of an even (odd) number of nucleons in total have a
(half-)integer spin quantum number. Furthermore, it is known that such nuclei with
even number of protons and even number of neutrons carry spin 𝐼 = 0, while those
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with odd number of both types of nucleons carry spin 𝐼 > 0. Usually, the nuclear
spin is just given as an empirical fact.
The nuclear spin is linked to a magnetic moment
̂⃗𝜇 = 𝛾
̂⃗
𝐼 (4.2)
by the gyromagnetic ratio 𝛾 = 𝑔𝜇𝑁/ℏ whose value is distinctive for every isotope. Due
to the small nuclear magneton 𝜇𝑁 as compared to the Bohr magneton 𝜇𝐵, magnetic
moments of nuclei are three orders of magnitudes smaller than those of electrons.
In a static magnetic field1 ?⃗?0 = 𝐵0?⃗?𝑧, the degenerate nuclear energy levels are split
by the Zeeman interaction
ℋ̂𝑍 = − ̂⃗𝜇?⃗?0 = −𝛾
̂⃗
𝐼?⃗?0 = −𝛾𝐼𝑧𝐵0 (4.3)
into (2𝐼 + 1) equidistant energy levels
𝐸𝑚 = ⟨𝑚| ℋ̂𝑍 |𝑚⟩ = −𝛾𝑚ℏ𝐵0 = −𝑚ℏ𝜔𝐿 = −𝑚𝑕𝜈𝐿 (4.4)
with 𝑚 = −𝐼,−𝐼+1, ..., 𝐼. This splitting is called nuclear Zeeman effect. Transitions
between the levels can be induced by additional magnetic field perpendicular to ?⃗?0
alternating with the frequency 𝜔𝐿. This process is utilized by NMR spectroscopy and
is described in the following sections.
4.1.1. Free Precession in a Static Magnetic Field
In this section, the dynamics of isolated nuclear spins in a magnetic field is discussed.
Starting from a quantum mechanical description of spin 1/2 nuclei, which is the
easiest case, the motion of the magnetization is deduced and connected to the classical
picture, which is in most of the cases sufficient to explain the physics of NMR.
1Most of the NMR literature incorrectly uses the magnetic field strength ?⃗?, which has the unit
A/m, instead of the magnetic induction ?⃗? = 𝜇0?⃗?, which is measured in units of T, by just replacing
the letters (see discussion "B vs H" in [89]). In this thesis, the NMR basics are presented correctly
using ?⃗?. However, ?⃗? joins the external field and the induced magnetization. In cases, where the
external field needs to be referred to separately, ?⃗? is used in the sense ?⃗?𝑒𝑥𝑡 = 𝜇0?⃗?.
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The eigenstates of the time-independent Schrödinger equation of a 𝐼 = 1/2 nucleus
under the influence of the Zeeman interaction only (ℋ̂ = ℋ̂𝑍) are here called |+⟩ and
|−⟩. They are defined by
𝐼𝑧 |+⟩ = 12 |+⟩ and (4.5)
𝐼𝑧 |−⟩ = −12 |−⟩ , (4.6)
which leads to
ℋ̂ |+⟩ = −1
2
ℏ𝛾𝐵0 |+⟩ , (4.7)
ℋ̂ |−⟩ = 1
2
ℏ𝛾𝐵0 |−⟩ . (4.8)
The general time-dependent solution for an arbitrary initial state is given by
|Ψ(𝑡)⟩ =
1/2∑︁
𝑚=−1/2
𝑐𝑚e
− iℏ𝐸𝑚 |𝑚⟩ = 𝑐+ei
𝛾
2
𝐵0 |+⟩+ 𝑐−e−i
𝛾
2
𝐵0 |−⟩ , (4.9)
with the complex coefficients 𝑐+ and 𝑐−. The expectation value of the 𝑥 component
of the magnetic moment results then to
𝜇𝑥(𝑡) = ⟨?̂?𝑥(𝑡)⟩ = ⟨Ψ(𝑡)| 𝛾𝐼𝑥 |Ψ(𝑡)⟩ = ⟨Ψ(𝑡)| 12𝛾(𝐼
+ + 𝐼−) |Ψ(𝑡)⟩
= 1
2
𝛾ℏ
(︀
𝑐*+𝑐−e
−i𝛾𝐵0𝑡 + 𝑐*−𝑐+e
i𝛾𝐵0𝑡
)︀
= 𝛾ℏ|𝑐+||𝑐−|Re
(︀
e−i(𝛾𝐵0𝑡+arg(𝑐+)−arg(𝑐−))
)︀
= 𝜇𝑥𝑦,0 cos(𝜔𝐿𝑡+ 𝜑0) , (4.10)
with 𝜇𝑥𝑦,0 = 𝛾ℏ|𝑐+||𝑐−| and 𝜑0 = arg(𝑐+) − arg(𝑐−). Similarly, the 𝑦 component
results to
𝜇𝑦(𝑡) = −𝜇𝑥𝑦,0 sin(𝜔𝐿𝑡+ 𝜑0) (4.11)
and the 𝑧 component is given by
𝜇𝑧(𝑡) = 𝜇𝑧,0 with 𝜇𝑧,0 =
𝛾ℏ
2
(|𝑐+|2 − |𝑐−|2) . (4.12)
Putting everything together, the magnetic moment ?⃗? has a constant length, its angle
with respect to the 𝑧 axis is fixed and it is rotating around the 𝑧 axis with the Larmor
frequency 𝜔𝐿. In other words: the nucleus precesses around the 𝑧 axis.
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One can obtain the same time dependence by using directly the equation of motion
of a magnetic moment of a spin in a magnetic field
d
d𝑡
?⃗? =
i
ℏ
⟨[ℋ̂, ̂⃗𝜇]⟩ = ?⃗?× 𝛾?⃗?0 . (4.13)
This equation is valid for arbitrary spin2. Moreover, it can also be derived in a purely
classical way. The equation derivation does not require the magnetic field to be static.
Therefore, it can also be used to deal with alternating fields. It easily extents to the
equation of motion for the magnetization ?⃗? = 1
𝑉
∑︀𝑁
𝑖=0 𝜇𝑖 of an ensemble of nuclei, if
they do not interact with each other.
d
d𝑡
?⃗? =
i
ℏ
⟨[ℋ̂, ̂⃗𝑀 ]⟩ = ?⃗? × 𝛾?⃗?0 . (4.14)
The time dependence of the overall nuclear magnetization is, therefore, given by
𝑀𝑥(𝑡) = 𝑀𝑥𝑦,0 cos(𝜔𝐿𝑡+ 𝜑0) ,
𝑀𝑦(𝑡) = −𝑀𝑥𝑦,0 sin(𝜔𝐿𝑡+ 𝜑0) ,
𝑀𝑧(𝑡) = 𝑀𝑧,0 . (4.15)
The nuclear magnetization precesses around the static magnetic field, as soon as the
former is not parallel to the latter.
For a statistical ensemble in thermal equilibrium the off-diagonal elements of the
density matrix vanish and the occupation numbers follow the Boltzmann distribution.
Thus, the 𝑥 and 𝑦 components of the magnetization are equal to zero and its 𝑧
component is temperature-dependent.
𝑀𝑧 = 𝑁𝛾ℏ
∑︀𝐼
𝑚=−𝐼 𝑚 exp 𝛾ℏ𝐵0/𝑘𝐵𝑇∑︀𝐼
𝑚=−𝐼 exp 𝛾ℏ𝐵0/𝑘𝐵𝑇
(4.16)
Usually, 𝛾ℏ𝐵0/𝑘𝐵𝑇 is small for experimentally feasible fields and temperatures. There-
fore, for the NMR case, the linear approximation
𝑀𝑧 ≈
𝑁𝛾2ℏ𝐼(𝐼 + 1)
3𝑘𝐵𝑇
𝐵0 (4.17)
can be used.
2This statement holds only for cases where the quadrupolar interaction (see Section 4.2.3) equals
zero and, therefore, the level spacing is uniform.
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4.1.2. Resonance Absorption
In this section, the effect of an additional small and alternating magnetic field
?⃗?alt = 𝐵alt?⃗?𝑥 cos(𝜔𝑡) (4.18)
perpendicular to the static one ?⃗?0 = 𝐵0?⃗?𝑧 on a set of nuclear spins is discussed. ?⃗?alt
can also be written as the sum of two fields rotating in opposite direction in the 𝑥𝑦
plane with frequencies ±𝜔. However, close to resonance—meaning |𝜔| ≈ 𝜔𝐿—one of
the opposed components can be neglected and in total, the resulting field is given
by
?⃗? = ?⃗?0 + ?⃗?1(𝑡) = 𝐵0?⃗?𝑧 +𝐵1(⃗𝐞𝑥 cos(𝜔𝑡) + ?⃗?𝑦 sin(𝜔𝑡)) , (4.19)
with 𝐵1 = 12𝐵alt.
To simplify the problem, one changes to a coordinate system
∑︀′ rotating around
the 𝑧 axis with frequency 𝜔 in a way that ?⃗?1 stays parallel to the 𝑥′ axis. Thereby,
Eq. (4.14) transforms to{︃
d?⃗?
d𝑡
}︃′
= ?⃗? × 𝛾
(︂(︂
𝜔
𝛾
+𝐵0
)︂
?⃗?𝑧′ +𝐵1?⃗?𝑥′
)︂
. (4.20)
It can be seen that in the rotating coordinate system
∑︀′ the time dependence of the
alternating field ?⃗?1 vanishes and the magnetization precesses around the effective
magnetic field
?⃗?′ =
(︂(︂
𝜔
𝛾
+𝐵0
)︂
?⃗?𝑧′ +𝐵1?⃗?𝑥′
)︂
. (4.21)
In case of resonance (𝜔 = −𝜔𝐿), the 𝑧 component of the effective field ?⃗?′ vanishes.
Therefore, the magnetization precesses around the 𝑥′ axis and stays perpendicular to
it.
Now, the effect of short pulses of the alternating field shall be considered as it is used
by the pulsed NMR technique (see Section 4.4). At the beginning, the alternating field
is switched off and the nuclei are in thermal equilibrium. Therefore, the magnetization
?⃗? is parallel to ?⃗?0. When the alternating field is switched on with 𝜔 = −𝜔𝐿 for a
short time 𝑡𝑝, the magnetization is rotated by the angle
𝜃 = 𝛾𝐵1𝑡𝑝 (4.22)
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around the 𝑥′ axis. If 𝑡𝑝 is chosen such that 𝜃 = 90∘, the magnetization is rotated
from the 𝑧 onto 𝑦′ axis and precesses in the 𝑥𝑦 plane after the alternating field is
switched off. This absorption process is called resonance absorption and builds the
basis of the pulsed NMR technique.
4.2. Interactions
So far, the behavior of isolated nuclei exposed only to external fields was discussed,
which is rather boring for a solid state physicist, who can have a look here [95] if he
needs to know the gyromagnetic ratio of a certain isotope. To be able to use atomic
nuclei as probes, they need to interact with their environment, i.e with electrons and
nuclei in their surrounding. Moreover, the fundamental tool of pulsed NMR, the spin
echo, cannot be understood without knowing about interactions between nuclei. The
complete Hamiltonian
ℋ̂ = ℋ̂𝑍(?⃗?) + ℋ̂𝑒(?⃗?) + ℋ̂𝑕𝑓 + ℋ̂𝑄 + ℋ̂𝑛𝑛 (4.23)
contains not only the nuclear Zeeman coupling ℋ̂𝑍 to the applied field ?⃗? and the
coupling between nuclear spins ℋ̂𝑛𝑛, but also the complete electronic system ℋ̂𝑒,
which depends on ?⃗? as well. The nuclei are coupled to the electrons by magnetic
interactions ℋ̂𝑕𝑓 and the electric quadrupolar interaction ℋ̂𝑄. Fortunately, one does
not have to deal with this complicated Hamiltonian. The fact that the mass of
atomic nuclei is four orders of magnitude larger than the mass of electrons allows
to consider the latter separately and plug the resulting fields into the interaction
terms. This is nothing else than the Born-Oppenheimer approximation. In this
section, the interaction terms of Eq. (4.23) are presented and discussed with regard
to their effect on the nuclear energy levels for special cases of the electronic system
ℋ̂𝑒(?⃗?). Fluctuations are not considered here. Dynamic effects of interactions—
namely relaxation—are discussed in Section 4.3.
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4.2.1. Magnetic Hyperfine Interactions
The hyperfine interactions subsumed by ℋ̂𝑕𝑓 couple spin ?⃗? and orbital angular mo-
mentum ?⃗? of the electrons to the nuclear spin.
ℋ̂𝑕𝑓 =
𝜇0
4𝜋
𝛾𝑛𝛾𝑒ℏ2𝐼
{︃(︃
3
(?⃗? · ?⃗?) · ?⃗?
𝑟5
− ?⃗?
𝑟3
)︃
+
8𝜋
3
?⃗?𝛿(?⃗?) +
?⃗?
𝑟3
}︃
(4.24)
The coupling is based on the fact, that the surrounding electrons produce local mag-
netic fields ?⃗?loc at the position of the nucleus. They will sum to the applied field
𝜇0𝐻 and, therefore, shift the nuclear energy levels. The details of how these fields
behave, depend on the involved electronic system ℋ̂𝑒. In general ?⃗?loc depends on
?⃗?. Thus, one usually3 combines Zeeman term and hyperfine interactions to a term
linearly depending on ?⃗?
ℋ̂𝑍 + ℋ̂𝑕𝑓 = −𝛾ℏ𝜇0𝐼(1 +𝑲)?⃗? (4.25)
with the magnetic shift4 tensor 𝑲, which may depend on ?⃗? too. In the following,
some contributions to the magnetic shift are presented.
Orbital Contributions
The last term in Eq. (4.24) 𝜇0
4𝜋
𝛾𝑛𝛾𝑒ℏ2𝐼 ?⃗?𝑟3 represents the orbital interaction between
the nuclear spin 𝐼 and the orbital angular momentum ?⃗? of the electrons.
The diamagnetism of the inner electron shells and the Landau diamagnetism of the
conduction electrons leads to the temperature independent diamagnetic shift. How-
ever, for NMR on conducting or magnetic materials, diamagnetic shifts can usually
be neglected as other contributions are much larger then the typical 𝐾dia = 10−5.
A relevant contribution comes from the Van Vleck paramagnetism. For transition
metal ions in a crystal field, the total angular momentum is quenched in the ground
state. However, the applied magnetic field mixes the ground state with low lying
excited states and, therefore, the angular momentum is partially recovered and gives
3Exceptions are e.g. magnetically ordered systems, where a description by a magnetic shift 𝐾
is not too useful
4In recent literature there is some confusion about the name of this shift. It is sometimes referred
to as Knight shift, even though the Knight shift originally describes only the magnetic shift due to
the conduction electrons of metals.
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a paramagnetic contribution [91]. The resulting orbital shift is also temperature
independent and given by [96]
𝐾orb = 2
⟨︀
𝑟−3
⟩︀
𝜒𝑉 𝑉 (4.26)
with 𝜒𝑉 𝑉 being the Van Vleck susceptibility.
Spin Contributions
The first term in Eq. (4.24)
𝜇0
4𝜋
𝛾𝑛𝛾𝑒ℏ2𝐼
(︁
3 (?⃗?·?⃗?)·?⃗?
𝑟5
− ?⃗?
𝑟3
)︁
describes the dipolar interaction between nuclear and electronic magnetic mo-
ments. A dipolar approximation is only valid for large distances 𝑟 between nucleus
and electron. It breaks down for s-states because they comprise a nonzero probability
density at the nuclear site. Such electrons interact with the nucleus via the Fermi
contact term
𝜇0
4𝜋
𝛾𝑛𝛾𝑒ℏ2𝐼 8𝜋3 ?⃗?𝛿(?⃗?)
which takes the finite size of the nucleus and relativistic effects into account. While
the contact shift5 𝐾𝑐𝑜𝑛𝑡𝑎𝑐𝑡 is isotropic, the dipolar shift𝐾𝑑𝑖𝑝 depends on the orientation
of the crystal (and therefore the related orbitals) relative to the applied field ?⃗?. Thus,
these contributions can be distinguished by their different orientation dependence.
For localized electrons, it is convenient to summarize the spin contributions by
ℋ̂𝑕𝑓,𝑠𝑝𝑖𝑛 = −
∑︁
𝑖,𝑗
𝐼 𝑖𝑨𝑖𝑗?⃗?𝑗 (4.27)
where 𝑨𝑖𝑗 is the hyperfine coupling tensor which couples a nuclear spin on lattice
site i with an electron spin on site j. For paramagnetic substances with isotropic
5Some distinguish between contributions stemming from 𝑠-electrons of outer partially filled shells
and electrons in closed 𝑠-orbitals, which can be polarized by outer electrons. The later is the core
polarization term 𝐾𝑐𝑜𝑟𝑒, which has opposite sign than the direct contribution.
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susceptibility, the spin shift for a static field applied along a certain crystallographic
direction 𝛼 = 𝑎, 𝑏, 𝑐 can then be expressed using the static spin susceptibility 𝜒𝑠 by
𝐾spin,𝛼 =
1
𝑔𝑒𝜇𝐵𝛾ℏ
∑︁
𝑗
𝐴𝑖𝑗𝛼𝛼𝜒𝑠 (4.28)
with the Landé factor of electrons 𝑔𝑒 = 𝛾𝑒ℏ/𝜇𝐵.
The hyperfine coupling is not limited to on-site orbitals only, but can also include
transferred hyperfine interaction via different coupling paths to orbitals of neighbor-
ing sites. However, the range of the hyperfine coupling is usually limited to on-site
orbitals and nearest neighbors. Therefore, the local spin susceptibility can be re-
solved. This means that different nuclei can show different spin shifts even if they
reside on equivalent lattice sites, when they are exposed to an electronic system which
shows a locally varying susceptibility.
4.2.2. Hyperfine Couplings in Cuprate Spin Chains
In cuprate compounds in general, it is common that the hyperfine coupling of the cop-
per nuclear spin to the electronic system is anisotropic and involves not only an on-site
contribution 𝐴0 but also a transferred hyperfine coupling 𝐴1 to the nearest neighbors
due to the strong exchange coupling of the electron spins among themselves. For the
linear chain, the hyperfine coupling constant is then given by 𝐴(𝑞) = 𝐴0 + 2𝐴1 cos 𝑞
[56]: The summed hyperfine coupling constant gets dependent on the wave vector
𝑞 of the susceptibility 𝜒(𝑞), which is easy to see considering the antiferromagnetic
case 𝑞 = 𝜋: the neighboring electron spins are aligned opposite to the on-site spin
and, therefore, their contributions interfere destructively. Takigawa and cowork-
ers state for Sr2CuO3 summed hyperfine couplings of |𝐴𝑎(𝜋)|/2ℏ𝛾𝑛 = (6.2± 0.2)T,
|𝐴𝑏(𝜋)|/2ℏ𝛾𝑛 = (7.3± 0.3)T and |𝐴𝑐(𝜋)|/2ℏ𝛾𝑛 = (22± 1)T. With the anisotropic
on-site couplings 𝐴0𝑐(𝜋)/2ℏ𝛾𝑛 = −16.4T and 𝐴0𝑎𝑏(𝜋)/2ℏ𝛾𝑛 = 3.2T and the isotropic
nearest-neighbor coupling 𝐴1(𝜋)/2ℏ𝛾𝑛 = 4.1T determined on YBa2CuO6+𝑥 [97],
these values can be well reproduced [30]. For SrCuO2 there are no hyperfine coupling
constants available in literature. However, the situation should be quite similar to
SrCuO2 except for the additional coupling to the neighboring chain due to the zig-zag
structure. This contribution should be much smaller than the in-chain contribution
as also the exchange coupling 𝐽 ′ is much smaller than the intra-chain coupling 𝐽 (see
Section 3.1).
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4.2.3. Quadrupolar Interaction
Atomic nuclei possess not only a magnetic dipole moment, but also a positive electric
charge, which is distributed over the volume of the nuclei. In solids, it interacts with
electric fields generated by surrounding electrons and nuclei. This leads to further
shifts of the nuclear energy levels. In contrast to the magnetic shifts, quadrupolar
shifts are different for different energy levels so that they are no longer equally spaced.
This leads to a splitting of the resonance lines as those result from transitions between
consecutive energy levels.
Charge distributions can be described by their multipole expansion. The total electric
charge—the electric monopole—is not relevant for NMR as its interaction with the
electric field does not depend on the orientation of the nucleus. Also, an electric dipole
moment does not have to be taken into account as atomic nuclei do not possess one
due to their well defined parity. However, nuclei with 𝐼 ≥ 1
2
have a non-zero electric
quadrupole moment which is described by the quadrupole moment tensor
?̂?𝛼𝛽 =
∫︁
(3𝑥𝛼𝑥𝛽 − 𝛿𝛼𝛽𝑟2)𝜌(?⃗?) d3𝑟 , (4.29)
where 𝜌(?⃗?) is the charge distribution inside the nucleus. The electric quadrupole
moment couples to the electric field gradient (EFG), which is characterized by the
EFG tensor 𝑽 . The components of the EFG tensor are obtained as second derivative
of the electric potential 𝑈 .
𝑉𝛼𝛽 =
𝜕2𝑈
𝜕𝛼𝜕𝛽
⃒⃒⃒⃒
𝑟=0
(4.30)
In its principle axis system (
∑︀PAS), the tensor 𝑽 is diagonal and, usually, the conven-
tion 𝑉𝑧𝑧 ≥ 𝑉𝑦𝑦 ≥ 𝑉𝑥𝑥 is applied. The potential 𝑈 has to fulfill the Laplace equation
∇2𝑈 = 0, therefore 𝑽 is traceless
𝑉𝑥𝑥 + 𝑉𝑦𝑦 + 𝑉𝑧𝑧 = 0 . (4.31)
Hence, only two independent parameters are necessary to describe the EFG tensor.
Usually
𝑒𝑞 = 𝑉𝑧𝑧 and (4.32)
𝜂 =
𝑉𝑥𝑥 − 𝑉𝑦𝑦
𝑉𝑧𝑧
, (4.33)
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the largest component and the asymmetry parameter, respectively, are used with
0 ≤ 𝜂 ≤ 1.
With the components of quadrupole moment tensor and EFG tensor, the quadrupolar
coupling is given by
ℋ̂𝑄 =
1
6
∑︁
𝛼,𝛽=𝑥,𝑦,𝑧
𝑉𝛼𝛽?̂?𝛼𝛽 . (4.34)
As the orientation of the nucleus and of the related quadrupolar moment tensor is
connected to the orientation of the nuclear spin6, this Hamiltonian can also be written
using the angular momentum operators and the quadrupole moment 𝑄
ℋ̂𝑄 =
𝑒𝑄
6𝐼(2𝐼 − 1)
∑︁
𝛼,𝛽=𝑥,𝑦,𝑧
𝑉𝛼𝛽
[︁
3
2
(𝐼𝛼𝐼𝛽 + 𝐼𝛽𝐼𝛼)− 𝛿𝛼𝛽𝐼(𝐼 + 1)
]︁
. (4.35)
Taking into account the insight on the properties of the EFG tensor from above, it
can be simplified to
ℋ̂𝑄 =
𝑒2𝑞𝑄
4𝐼(2𝐼 − 1)
[︁
3𝐼2𝑧 − 𝐼(𝐼 + 1) + 𝜂(𝐼2𝑥 − 𝐼2𝑦 )
]︁
(4.36)
=
𝑕𝜈𝑄
2
[︂
𝐼2𝑧 −
𝐼(𝐼 + 1)
3
+
𝜂
6
(𝐼2+ + 𝐼
2
−)
]︂
, (4.37)
with the quadrupole frequency defined as
𝜈𝑄 =
3𝑒2𝑞𝑄
2𝐼(2𝐼 − 1)𝑕
. (4.38)
The quadrupolar interaction ℋ̂𝑄 does not commute with the Zeeman Hamiltonian
ℋ̂𝑍 , which can be seen in Eq. (4.37), where the ladder operators 𝐼+ and 𝐼− show up,
which do not commute with 𝐼𝑧 contained in ℋ̂𝑍 (see Eq. (4.3)). In the case of NMR,
the quadrupolar interaction ℋ̂𝑄 can usually be treated as a small perturbation of the
Zeeman Hamiltonian ℋ̂𝑍 , because strong external magnetic fields are used leading
to 𝜈𝐿 ≫ 𝜈𝑄. The shift of the 𝑚th nuclear energy level due to the first order
quadrupolar interaction is given by
𝐸(1)𝑚 (𝜃, 𝜑) =
1
4
𝑕𝜈𝑄(3 cos
2 𝜃 − 1 + 𝜂 sin2 𝜃 cos 2𝜑)[𝑚2 − 1
3
𝐼(𝐼 + 1)] , (4.39)
6A rigid derivation would involve the Wigner-Eckhart theorem.
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𝑍
𝑋
𝑌
𝜑
𝜃 ?⃗?
∑︀PAS
Figure 4.1.: Euler angles defining the direction of ?⃗? in the principle axis system
∑︀PAS
of the EFG.
where 𝜃 and 𝜑 denote the Euler angles7 defining the direction of the external magnetic
field 𝐻 in the principal axis system
∑︀PAS of the EFG (see Fig. 4.1).
In Eq. (4.39), it becomes obvious that the quadrupolar interaction introduces a fun-
damental difference in the level arrangement as compared to the magnetic interac-
tions. The magnetic quantum number 𝑚 contributes quadratic instead of linear.
Therefore, the nuclear energy levels are no longer equally spaced, which means that
different transitions have different resonance frequencies. For example in the case of
a nuclear spin 𝐼 = 3/2, which is relevant for the Cu NMR used in this work, the
spectrum consists no longer of a single resonance line only, but of a central mainline
which is enclosed by two satellite lines. The discussion of the resonance absorption
in Section 4.1.2 is, thus, not valid for quadrupolar nuclei exposed to an EFG. How-
ever, close to resonance, the considered transition can be treated approximately as a
two level system and those are equivalent to spin 1/2 systems. The above described
mechanisms for the resonance absorption can be applied to this virtual spin 1/2 and
its corresponding magnetic moment. For relaxation effects however, the other levels
have to be taken into account too.
Transitions between level 𝑚− 1 and level 𝑚 experience a frequency dependent shift
due to first order quadrupolar interaction which is given by
Δ(1)𝜈𝑚,𝑚+1 = 𝐸
(1)
𝑚−1/𝑕−𝐸(1)𝑚 /𝑕 = −
𝜈𝑄
2
(3 cos2 𝜃 − 1 + 𝜂 sin2 𝜃 cos 2𝜑)(𝑚− 1
2
) . (4.40)
7In literature different definitions of the Euler angles are used, which leads sometimes to confu-
sion. Here, the convention chosen by Narita [98] is applied.
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𝑚 = −3/2
𝑚 = +3/2
𝑚 = +1/2
𝑚 = −1/2
𝐸
𝐼 = 3/2
(1 +𝐾)𝛾𝜇0𝐻 + 𝜈𝑄
(1 +𝐾)𝛾𝜇0𝐻
(1 +𝐾)𝛾𝜇0𝐻
(1 +𝐾)𝛾𝜇0𝐻 − 𝜈𝑄
𝛾𝜇0𝐻
ℋ̂𝑍 ℋ̂𝑕𝑓 ℋ̂
(1)
𝑄
Figure 4.2.: Nuclear energy levels of a nucleus with 𝐼 = 3/2 shifted by magnetic and
quadrupolar interactions for the case of a magnetic field 𝐻 parallel to the direction of the
largest component of the EFG tensor.
One can see that the central transition of half-integer spins is not affected and that
consecutive lines in the spectrum are separated by a common quantity which depends
on the orientation of the applied field ?⃗?. A schematic illustration for the case of a
spin 𝐼 = 3/2 nucleus with the magnetic field ?⃗? parallel to the largest component of
the EFG tensor (meaning 𝜃 = 0) can be found in Fig. 4.2. The central transition
does not change, while the two satellite transitions are shifted by 𝜈𝑄 but in opposite
directions.
In many cases, the second order quadrupolar interaction also has to be taken
into account. It shifts only the central line by
Δ(2)𝜈−1/2,1/2 = −
𝜈2𝑄
6𝜈𝐿
[𝐼(𝐼 + 1)− 3
4
][𝐴(𝜑, 𝜂) cos4 𝜃 +𝐵(𝜑, 𝜂) cos2 𝜃 + 𝐶(𝜑, 𝜂)] , (4.41)
with the auxiliary functions
𝐴(𝜑, 𝜂) = −27
8
+ 9
4
𝜂 cos 2𝜑− 3
8
(𝜂 cos 2𝜑)2
𝐵(𝜑, 𝜂) = 30
8
− 1
2
𝜂2 − 2𝜂 cos 2𝜑+ 3
4
(𝜂 cos 2𝜑)2 (4.42)
𝐶(𝜑, 𝜂) = −3
8
+ 1
3
𝜂2 − 1
4
cos 2𝜑− 3
8
(𝜂 cos 2𝜑)2 .
Higher order terms are usually neglected.
4.2.4. Spin-Spin Interaction
So far, only interactions between nuclei and electrons have been considered. Here,
the coupling between different nuclear spins shall be shortly discussed. More detailed
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treatments can be found in [87, 88]. The internuclear coupling between two nuclei on
sites 𝑖 and 𝑗
ℋ̂𝑛𝑛 =
∑︁
𝑖,𝑗
̂⃗
𝐼𝑖𝒂𝑖𝑗
̂⃗
𝐼𝑗 = ℋ̂dip𝑛𝑛 + ℋ̂indir𝑛𝑛 , (4.43)
with the coupling tensor 𝒂𝑖𝑗, can be divided into two parts.
The direct dipolar coupling ℋ̂dip𝑛𝑛 results from the fact that nuclei are exposed
to the dipolar fields of nearby nuclear magnetic moments. The orientation of the
moments fluctuates individually over time, therefore, different nuclei are exposed to
different local mean fields8. This leads to a broadening of the nuclear energy levels
and, correspondingly, of the resonance lines, which is independent of the external
magnetic field ?⃗?. This is called homogeneous broadening. In solids, the typical
local fields due to neighboring nuclei are of the order of 1× 10−4T. As usual lab-
oratory fields are of the order of 1T, homogeneously broadened lines are still very
sharp.
The indirect nuclear coupling ℋ̂indir𝑛𝑛 is mediated by electrons which couple to the
nuclei via the hyperfine interaction. The details on this coupling depend very much
on the situation. For example with high resolution NMR on liquids, the so called 𝐽
coupling can be observed, which couples nuclei within a molecule by involving the
spin of bonding electrons. In metals, nuclear spins can be coupled via the conduction
electrons by the RKKY9 mechanism. Similarly, the antiferromagnetic Cu electrons
in the copper-oxygen planes of cuprates strongly couple the copper nuclear spins [99,
100]. Therefore, by measuring the spin-spin relaxation time, one can draw conclu-
sions on the dynamic spin susceptibility of the correlated electrons system (see also
Section 4.3)
4.3. Relaxation
The picture drawn up to now shows nuclei in the magnetic field whose energy levels
are shifted by diverse interactions. At first they are in thermal equilibrium and the
magnetization is parallel to the magnetic field. By applying a high frequency pulse,
the magnetization can be rotated to the 𝑥𝑦 plane and precesses there indefinitely.
But how is the thermal equilibrium initially establish? The missing part is relaxation.
8The effect of fluctuations is considered in Section 4.3.
9Ruderman, Kittel, Kasuya and Yosida
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Relaxation occurs due to the coupling to the environment, which does not only evoke
static but also fluctuating fields, which was not taken into account in the preceding
section. To introduce the relaxation times, the macroscopic Bloch equations are
useful:
d𝑀𝑥
d𝑡
= 𝛾𝜇0(?⃗? × ?⃗?)𝑥 −
𝑀𝑥
𝑇2
(4.44)
d𝑀𝑦
d𝑡
= 𝛾𝜇0(?⃗? × ?⃗?)𝑦 −
𝑀𝑦
𝑇2
(4.45)
d𝑀𝑧
d𝑡
= 𝛾𝜇0(?⃗? × ?⃗?)𝑧 −
𝑀𝑧 −𝑀0
𝑇1
(4.46)
These equations are an extension to the vector equation Eq. (4.14). While the spin-
lattice relaxation time 𝑇1 describes the relaxation of the 𝑧 component of the
magnetization back to thermal equilibrium, the decay of the transverse magnetization
is governed by the spin-spin relaxation time 𝑇2. The Bloch equations are only
valid10 for 𝐼 = 1/2 nuclei. In contrast to Eq. (4.14), the Bloch equations cannot
be generalized to spin 𝐼 ≥ 1 in the sense to treat the individual transitions isolated
of the others effectively as spin 1/2 systems, because relaxation always involves a
redistribution of the occupation numbers of all energy levels.
The discussion in this chapter is be kept as simple as possible to provide the concepts
and ideas needed for this work. Details and derivations can be found in the cited
literature.
4.3.1. Spin-Lattice Relaxation
Spin-lattice relaxation is the recovery of the 𝑧 component of the magnetization back
to its equilibrium value 𝑀0. Therefore, it involves a change of the magnetic energy
𝜇0𝑀𝑧𝐻 of the nuclear spin system and, thus, energy exchange with the environment
is necessary. Fluctuations of the EFG or the local magnetic field can induce tran-
sitions between the nuclear energy levels and, therefore, lead to relaxation. So, one
can get information about the dynamics of the environment, which is the source of
these fluctuations, by measuring 𝑇1. In this work, the subject of interest are the spin
fluctuations of localized electrons. One method of measuring 𝑇1 is presented in detail
10Moreover, the Bloch equations are only strictly valid in the absence of an additional alternating
field. To account for general cases, the Redfield theory of saturation in solids (see [87]) can be used.
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in Section 4.4.6. In principle, the nuclear magnetization is rotated by 180∘ and after-
wards the time dependence of the 𝑧 component of the magnetization is observed.
For an ensemble of spin 1/2 nuclei, the time evolution of 𝑀𝑧 can be derived from
the Bloch equations. After the inversion of the magnetization both, ?⃗? and ?⃗?, are
parallel to the 𝑧 direction. Therefore, one is left with the equation
d𝑀𝑧
d𝑡
= −𝑀𝑧 −𝑀0
𝑇1
, (4.47)
which leads to the relaxation function
𝑀𝑧(𝑡) = 𝑀0
(︁
1− e−
𝑡
𝑇1
)︁
. (4.48)
So, the relaxation of spin 1/2 nuclei is purely single exponential. For 𝐼 ≥ 1, things
get more complicated. Firstly, one observes only a partial magnetization associated
with the transition selected by the frequency of the pulse. Secondly, even though
the high frequency pulse inverts only the population difference between two levels,
the relaxation process involves a redistribution of the population of all levels. This
leads to multi-exponential relaxation functions. Thirdly, in the case of quadrupolar
relaxation11, not only Δ𝑚 = ±1, but also Δ𝑚 = ±2 transitions are possible. For
this work, the case of purely magnetic relaxation of 𝐼 = 3/2 nuclei is important and,
therefore, the related relaxation functions are stated here only. Their derivation can
be found in [91, 101–103]. For the central transition (𝑚 = +1
2
) ↔ (𝑚 = −1
2
) the
time evolution of the magnetization follows
𝑀𝑧(𝑡) = 𝑀0
[︁
1−
(︁
0.9e
− 6𝑡
𝑇1 + 0.1e
− 𝑡
𝑇1
)︁]︁
. (4.49)
For the satellite transitions (𝑚 = +1
2
) ↔ (𝑚 = 3
2
) and (𝑚 = −3
2
) ↔ (𝑚 = −1
2
) the
expression
𝑀𝑧(𝑡) = 𝑀0
[︁
1−
(︁
0.4e
− 6𝑡
𝑇1 + 0.5e
− 3𝑡
𝑇1 + 0.1e
− 𝑡
𝑇1
)︁]︁
(4.50)
is valid.
In the case of mixed quadrupolar and magnetic relaxation, the recovery functions
differ from the above. Expressions for different spins can be found here [104]. How-
ever, practically it is often not easy to decide from an experimentally obtained time-
dependence if it is purely magnetic or not. In the case of copper NMR however, as it
11Relaxation due to fluctuations of the EFG.
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is used in this work, one is in the lucky situation to have two isotopes with sufficient
natural abundance: 63Cu and 65Cu. As both are exposed to the same fluctuations
when residing on equivalent lattice sites, the differences in relaxation are only due
to the different 𝛾 and 𝑄. For purely magnetic relaxation 𝑇−11 ∝ 𝛾2 and for purely
quadrupolar relaxation 𝑇−11 ∝ 𝑄2 [96]. If
63𝑇1
65𝑇1
≈
(︂
65𝛾
63𝛾
)︂2
, (4.51)
is valid for the experimentally obtained 𝑇1-values one can be sure to have purely
magnetic relaxation.
As described before, fluctuations of the local magnetic fields and fluctuating compo-
nents of the EFG tensor may induce relaxation processes. The latter may stem from
phononic excitations or from charge fluctuations, while fluctuating magnetic fields
leading to spin-lattice relaxation may arise from nuclear spin-spin coupling to unlike
nuclei, from fluctuations of conduction electrons or from excitations of a system of
localized electrons. In antiferromagnetic materials, fluctuations of localized electron
spins are the dominant reason for spin-lattice relaxation [105]. The hyperfine cou-
pling tensor 𝑨𝑖𝑗 mediates the interaction between the electronic spin system and the
nuclei (see Eq. (4.27)). Thus, the spin-lattice relaxation rate 𝑇−11 is related to the
imaginary part of the dynamic spin susceptibility 𝜒′′(𝑞, 𝜔) = Im𝜒(𝑞, 𝜔) by [56, 106]
1
𝑇1
=
𝑘𝐵𝑇
ℏ
∫︁
d𝑞
2𝜋
[𝐴2𝑥(?⃗?) + 𝐴
2
𝑦(?⃗?)]
𝜒′′(𝑞,𝜔0)
𝜔0
. (4.52)
Here, the static magnetic field ?⃗? is assumed to be parallel to one of the crystallo-
graphic axes, which is then called 𝑧 axis. 𝜔0 is the frequency of the corresponding
transition, and 𝐴𝛼(?⃗?) =
∑︀
𝑗 𝐴
𝑖𝑗
𝛼𝛼e
𝐼𝑞?⃗?𝑖𝑗 are the Fourier transformed hyperfine coupling
constants.
4.3.2. Spin-Spin Relaxation
The decay of the transverse magnetization—meaning the 𝑥 and 𝑦 components of
?⃗?—is called spin-spin relaxation. In contrast to spin-lattice relaxation, an energy
exchange with the environment is not involved in this process, but the nuclei can
exchange energy among each other. The decay of the transverse magnetization is
solely caused by a loss of coherence between the precession of the individual nuclear
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spins. The reason for this decoherence are inhomogeneities of the local magnetic fields.
If one nucleus is exposed to a slightly different magnetic field than another one, it
precesses with a slightly different frequency and the spins defocus. There are different
sources for inhomogeneities of the magnetic field. The obvious one is that the static
external field is never perfectly uniform due to imperfections of the magnet and due to
susceptibility effects of the sample. This leads to time-independent inhomogeneities
of the magnetic field. However, this contribution is not intrinsic but dependent
on the setup and sample geometry and is, therefore, usually not of great interest.
Other static field inhomogeneities may arise from local varying susceptibilities or
ordering of the electron spins. As all these time-independent contributions also affect
the spectrum so that the contained information can be obtained from there, one
is usually only interested in the dynamic contributions to the spin-spin relaxation
process. Luckily, it is possible to separate static from dynamic contributions by
the Hahn spin echo technique described below (see Section 4.4.4). Often the time
constant of overall decay of the transverse magnetization is called 𝑇 *2 to contrast it
with the intrinsic relaxation time 𝑇2. They are related by
1
𝑇 *2
=
1
𝑇2
+
1
𝑇 inhomog2
. (4.53)
The time-dependent contributions stem from direct and indirect inter-nuclear inter-
actions (see Section 4.2.4) and from fluctuating fields, which induce transitions be-
tween energy levels as well and which are, therefore, also responsible for spin-lattice
relaxation. The contribution due to fluctuating fields is called Redfield contribution
[107].
Usually, the decay of echo intensity measured by the above-mentioned Hahn spin
echo experiment can be fit with the function
𝑀𝑥𝑦(2𝜏) = 𝑀0 exp(−2𝜏/𝑇2) , (4.54)
where 2𝜏 is the time interval between the generation and the readout of the trans-
verse magnetization12. This function results from the Bloch equations Eq. (4.44) and
Eq. (4.45). However, in cases where the indirect nuclear spin-spin coupling dominates
and the dipolar contribution is negligible as for cuprates, the Bloch equations are no
12𝜏 is the time interval between 90∘ and the 180∘ pulse of the Hahn spin echo sequence and
the spin echo—i.e. the measured signal—appears 𝜏 after the 180∘ pulse. See Section 4.4.2 and
Section 4.4.4 for description of the pulse sequence.
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longer valid. As the indirect interaction is mediated by electrons via the hyperfine
coupling and is, therefore, a second order process, the decay of transverse magneti-
zation contains a Gaussian term. Following [100, 108], Takigawa and coworkers [96]
fit the spin echo intensity measured on Sr2CuO3 with
𝑀𝑥𝑦(2𝜏) = 𝑀0 exp[−2𝜏/𝑇2𝐿 − (2𝜏)2/(𝑇2𝐺)2] . (4.55)
1/𝑇2𝐿 is the Redfield contribution and can be determined from spin-lattice relaxation
rates 1/𝑇1 [109], while 1/𝑇2𝐺 contains information about the real part of the dy-
namic spin susceptibility 𝜒′(𝜔, ?⃗?) and is, therefore, complementary to the spin-lattice
relaxation rate.
In this work 𝑇2 measurement are of minor importance concerning the study of the
electronic properties. However, it is important to have an idea about the order
of magnitude of spin-spin relaxation to optimize the experimental parameters (see
Section 4.4.4).
4.4. Pulsed NMR: Experimental Procedures
Up to here, the behavior of nuclear spins exposed to various interactions and external
static and alternating magnetic fields was explained. This section is devoted to the
question of how an NMR measurement actually works. Therefore, the basics of the
pulsed NMR technique are presented with respect to the methods used for this work,
but without going into the technical details of the actual setup. This subject is
treated in Chapter 5. The term "pulsed NMR technique" implies that there is also a
continuous-wave NMR technique. Indeed, it is. However, it is nowadays hardly used
as its alternative is much more efficient. Therefore and because it was not used for
this work, only the pulsed technique is presented.
For the pulsed NMR technique, the sample is brought into a strong static magnetic
field ?⃗?0 which is produced by either a resistive or a superconducting electromagnet.
It has to be as homogeneous as possible to ensure equal conditions for all nuclei
within the sample. Additionally, a coil is wrapped around the sample with its axis
perpendicular to ?⃗?0. This coil is used to produce the alternating field ?⃗?1 by applying
a pulse of alternating current to the coil. Moreover, it is also used to observe the
precessing magnetization by measuring the induced alternating voltage.
48
4.4 Pulsed NMR: Experimental Procedures
𝑧
𝑥′
𝑦′
𝑈
𝑡
Figure 4.3.: Sketch of the defocussing nuclear spins in the rotating frame and thereby
induced FID signal.
4.4.1. Free Induction Decay
The most simple pulse sequence is just a 90∘ pulse. This means the current alter-
nating with frequency 𝜈 is switched on for a time 𝑡𝑝 such that the resulting pulse of
alternating magnetic field rotates the nuclear magnetization by 90∘. After the pulse
duration, the nuclear magnetization precesses in the 𝑥𝑦 plane and induces, therefore,
an alternating current into the coil (see Fig. 4.3). Due to the spin-spin relaxation
process, which leads to a decay of transverse magnetization, the signal is exponen-
tially damped13 . This alternating damped signal is called free induction decay (FID)
and was first observed by Hahn [85].
The Fourier transform of the FID is a section of the NMR spectrum. The width of
this section is related to the pulse duration. Signals of finite length always have a
Fourier spectrum with finite width and for a rectangular pulse it is roughly given by
Δ𝜈 = 1
𝑡𝑝
. Therefore, Δ𝜈 is the section of the spectrum which is exited by the pulse.
However, the FID is used seldom for solid state NMR measurements. Its big disad-
vantage is that the FID signal starts right after the end of the pulse. If the signal
decays fast due to a short spin-spin relaxation time 𝑇 *2 , a major portion of the signal
might be covered by the dead time of the receiver or the tail of the exciting pulse.
Moreover, it is not possible to measure the intrinsic spin-spin relaxation time 𝑇2 with
the FID. Only 𝑇 *2 can be determined from the decay of the induced signal.
13To be more precise: In the standard case the signal is exponentially damped. In the case of indi-
rect spin-spin coupling the envelope can also contain Gaussian contributions (Redfield contribution,
see also Section 4.3.2).
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Figure 4.4.: The upper half of the figure shows Hahn spin echo pulse sequence and the
spin echo itself, while the lower half illustrates the effect on the nuclear spins in the rotat-
ing frame.
4.4.2. Hahn Spin Echo
The before-mentioned disadvantages of the FID can be overcome by the usage of the
Hahn spin echo sequence [84]. It consists of a 90∘ pulse followed by a 180∘ pulse, which
is separated from the first one by a time 𝜏 (see Fig. 4.4). After the first 90∘ pulse,
the nuclear magnetization precesses in the 𝑥𝑦 plane, the individual spins defocus
and the FID is induced. When the additional 180∘ pulse is applied, the transverse
magnetization is usually already completely decayed. However, by its application the
nuclear spins are rotated by 180∘ around the 𝑥′ axis. The are mirrored. After they
are still precessing in the 𝑥𝑦 plane—each with its own frequency related to the local
magnetic field. However, now they approach each other due to the mirroring. At the
time 𝜏 after the second pulse, the spins are refocused again and decay afterwards.
With this process, the effect of static field inhomogeneities is canceled out. As the
signal of interest appears only after the chosen time 𝜏 , the dead time problem does not
appear for spin echos. Again, the spectrum can be obtained by performing a Fourier
transformation of the echo signal. However, the width of the section is smaller than
for the FID as the 180∘ pulse is twice as long as the 90∘ pulse.
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4.4.3. Pulse Width Measurement
To determine the correct length of a 90∘ pulse, one uses the fact that the maximal
signal is induced into the coil if the nuclear magnetization precesses in the 𝑥𝑦 plane.
Therefore, the Hahn spin echo sequence is applied repeatedly with varying 𝑡𝑝 which
is the length of the first pulse while the length of the second is set to 2𝑡𝑝. From the
value of 𝑡𝑝 which makes the integrated echo intensity maximal one gets the corrected
lengths for 90∘ and 180∘ pulse.
4.4.4. 𝑻𝟐 Measurement
The Hahn Spin Echo sequence can also be used to measure the intrinsic spin-spin
relaxation time 𝑇2. As explained above, the decay due to static field inhomogeneities
is canceled out by the echo formation. Therefore, the residual decay of transverse
magnetization during the time 2𝜏 , from the initial 90∘ pulse to the appearance of the
echo, is solely caused by dynamic contributions to spin-spin relaxation. This can be
exploited to measure 𝑇2. For that, the Hahn spin echo sequence is applied repeatedly
with varying time span 𝜏 between the 90∘ and the 180∘ pulse. The integrated echo
intensity plotted over 2𝜏 shows directly the intrinsic decay of transverse magnetiza-
tion and can be fit by a corresponding function, e.g. Eq. (4.54) or Eq. (4.55). These
measurements are not only important to extract physics from 𝑇2. In fact, this appli-
cation is of minor importance for this work. More important is its application for the
optimization of the pulse sequence. It is essential to have an idea about the order of
magnitude of 𝑇2 to choose a reasonable value for 𝜏 . On the one hand, it should not
be long compared to 𝑇2 because this would lead to a massive loss of intensity. On
the other hand, it should not be too short to avoid an overlap of the echo with the
tail of the 180∘ pulse.
4.4.5. Wide Spectra
In solid state NMR, the resonance lines are often too broad to be captured by the
Fourier transform of spin echoes. To overcome this problem, either the static magnetic
field or the frequency are swept and spectra are constructed out of the result of single
spin echo experiments. To fully understand these methods, it is important to know
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that the integral of the spin echo is the absorption signal at the irradiated frequency,
even though the spin echo contains contributions from a range of frequencies [110].
Field sweeps are mainly used in this work to obtain spectra. For those, the irradi-
ated frequency is kept constant and spin echo experiments are performed for various
field values. The spectrum is obtained by plotting the echo intensity over magnetic
field. To resolve spectra which are rich in features, it is necessary to sweep the field
in small steps.
Frequency sweeps are performed in principle in the same way as field sweeps, but
the magnetic field is kept constant while the irradiated frequency is swept. There are
two different ways of obtaining spectra from the individual spin echo experiments.
One way is to just integrate the echo intensity and plot it over frequency in analogy
to the field sweeps. However, this method has the same limitations concerning the
resolution. Another method is the so called frequency step and sum (FSS) method
[110]. Thereby, the Fourier transform of each spin echo is determined and they are
summed to obtain the full spectrum. As a result, also tiny features are resolved.
Nevertheless, the steps between the frequency values may not be too large. They
have to be less than the bandwidth of the single Fourier spectra, which is given by
the pulse duration 𝑡𝑝.
The two kind of spectra obtained by different sweep methods cannot be directly
compared. It is straight forward to convert one type to another in simple cases where
there is no quadrupolar interaction and the resonance condition is just
𝜈 = 𝛾𝜇0(1 +𝐾)𝐻 . (4.56)
However, for quadrupolar split or even quadrupolar broadened spectra, the conversion
is not possible without additional assumptions, which makes a comparison difficult
or even impossible.
4.4.6. Spin-Lattice Relaxation Measurements
To observe spin-lattice relaxation, different procedures are applicable. For this work,
the inversion recovery method was used—a variation of the Hahn spin echo sequence
(see Fig. 4.5). An initial 180∘ pulse inverts the nuclear magnetization such that it
is still parallel to the external magnetic field but in opposite direction. Afterwards,
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Figure 4.5.: Inversion recovery method to measure the spin-lattice relaxation time 𝑇1:
pulse sequence and effect on the nuclear spins in the rotating frame. The sequence is ap-
plied repeatedly with varying 𝜏1.
it starts to recover due to the spin-lattice relaxation mechanism. After the time
𝜏1 the Hahn spin echo sequence is applied to readout the current magnetization in
𝑧 direction. The spins are flipped to the 𝑥𝑦 plane, precess and defocus, and are
refocused by the last 180∘ pulse to form an echo. As only the current magnetization
in 𝑧 direction is involved in the formation of the spin echo, one can observe the spin-
lattice relaxation process by repeated application of this pulse sequence with varying
𝜏1. Plotting the echo intensity over 𝜏1 results in the recovery curve which can be fit
by a suitable recovery function (see Section 4.3.1 and Section 4.5). For homogeneous
relaxation, the spin-lattice relaxation time 𝑇1 results from this fit.
4.4.7. Signal Averaging
In most cases, the echo signal or the FID are very weak and indistinguishable from
the unavoidable noise. Therefore, one usually repeats every experiment many times
and sums the result. The signal will accumulate faster than the noise, because the
latter is random in contrast to the former. The signal-to-noise-ratio S/N increases
with the number of experiments 𝑛 as
√
𝑛. When repeating spin echo experiments,
one has to be careful to wait for long enough time to allow the nuclear spins to relax
completely to thermal equilibrium before applying the next sequence. Otherwise, the
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initial conditions are not constant. Thus, depending on 𝑇1, the signal averaging can
be very time consuming14. Therefore, one usually tries to improve the experimental
conditions such that the S/N ratio is as good as possible to avoid the necessity of
large numbers of repeats. Typical numbers of repeats during this work where between
several hundred at low temperatures and several thousand at high temperatures.
4.4.8. Absolute Signal Intensity
Usually, one is only interested in the relative signal intensity, i.e. the shape of the
spectra. But in certain cases the absolute signal intensity is of interest to be able
to compare different spectra with each other, for example to find out if the portion
of nuclei contributing to the spectra changes over temperature. Therefore, it is im-
portant to know what actually influences the absolute signal intensity. Beside the
intrinsic influences by temperature 𝑇 and number of nuclei 𝑁 (see Eq. (4.17)), the
experimental conditions add further dependencies. Obviously, the measured signal
intensity depends linearly on the number of summed scans 𝑛. When using the spin
echo method, one also has to take the relation between spin-spin relaxation time 𝑇2
and time between 90∘- and 180∘-pulse 𝜏 into account. In the case of exponential
spin-spin relaxation this gives a factor e−2𝜏/𝑇2 . Altogether, the intensity shows the
following relations:
𝐼 ∝ 𝑁𝑛𝑇−1e−2𝜏/𝑇2 (4.57)
Also the quality factor of the resonance circuit has some influence. But it is not
straight forward. Therefore, for measurements comparing intensities it is best to
keep the quality factor constant.
4.5. Inhomogeneous Relaxation
There are cases, in which different nuclei of the same kind and on equivalent lattice
sites show different relaxation, even though their resonance frequencies are the same.
The reasons for such an unusual behavior are inhomogeneities in the dynamics of the
electron system. This means, the dynamic spin susceptibility 𝜒(?⃗?, 𝜔) varies locally.
14For example, several days of measurement time where necessary for the recording of some of
the here-presented field-swept spectra each.
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Thereby, spin-lattice and spin-spin relaxation can be affected. Here, only inhomo-
geneous spin-lattice relaxation shall be discussed. However, many aspects apply to
spin-spin relaxation correspondingly.
In the case of inhomogeneous spin-lattice relaxation, the measured recovery curve
ℳ𝑧(𝑡) of the overall nuclear magnetization is a superposition of relaxation curves
𝑀𝑧(𝑡, 𝑇1) with varying spin-lattice relaxation time 𝑇1. It can be written as
ℳ𝑧(𝑡) =
∫︁ ∞
0
𝒫(𝑊1)𝑀𝑧(𝑡,𝑊−11 )d𝑊1 , (4.58)
where 𝒫(𝑊1) is the probability distribution function of spin-lattice relaxation rates
𝑊1 = 𝑇
−1
1 . In principle, all kinds of distributions are possible, depending on the
underlying electron system. In many cases, the so called stretched exponential
function turns out to be a good approximation for ℳ𝑧(𝑡). For purely magnetic
relaxation measured on the mainline or satellite line of 𝐼 = 3/2 nucleus, it is given
by
ℳ𝑧(𝑡) = 𝑀0
[︁
1−
(︁
0.9e−(6𝑡/𝑇
*
1 )
𝜆
+ 0.1e−(𝑡/𝑇
*
1 )
𝜆
)︁]︁
(4.59)
or
ℳ𝑧(𝑡) = 𝑀0
[︁
1−
(︁
0.4e−(6𝑡/𝑇
*
1 )
𝜆
+ 0.5e−(3𝑡/𝑇
*
1 )
𝜆
+ 0.1e−(𝑡/𝑇
*
1 )
𝜆
)︁]︁
, (4.60)
respectively, which are variations of the equations Eq. (4.49) and Eq. (4.50). 𝑇 *1 and
the stretching exponent 0 < 𝜆 ≤ 1 give an idea about the most probable 𝑇1 values
and the width of the distribution. The simple form of this function makes it very
convenient for use as fitting function and, therefore, it is often used to analyze non-
exponential decay. For example, it has been used in such diverse cases as 29Si nuclear
relaxation in the random Heisenberg chain BaCu2(Si1−𝑥Ge)2O7 [111, 112], 7Li NMR
on the heavy fermion system LiV2O4 [113] and 139La NMR on the superconductor with
striped and glassy magnetic order La2−𝑥Sr𝑥CuO4 [114]. However, the distribution
behind this function is complicated and the parameters 𝑇 *1 and 𝜆 cannot be connected
in general to its mean or width. One can just state, that the width of the distribution
is larger the smaller 𝜆 and that for 1/3 ≲ 𝜆 < 1 it is in about equally likely to find
𝑇−11 < (𝑇
*
1 )
−1 and 𝑇−11 > (𝑇
*
1 )
−1 [113, 115].
Alternatively, an arbitrary distribution with 𝒫(𝑊1) = 0 for 𝑊1 < 0 can be used with
Eq. (4.58). Even though very similar curves are obtained with asymmetric Gaussian
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or Lorentz distributions, the log-Gaussian distribution is readily used due to its
simplicity [114]. The log-Gaussian distribution is given by
𝒫(𝑊1) =
1
𝑊1𝜎
√
2𝜋
e−
1
2(
𝑙𝑛𝑊1−𝜇
𝜎 ) , (4.61)
where the median of the distribution is 𝑊1,median = e𝜇 and the standard deviation is
𝜎1 =
√︀
e2𝜇+𝜎2 (e𝜎2 − 1). Using this function together with Eq. (4.58) has, however,
the drawback that fitting is computationally expensive. In reality, the experience
shows that fitting measured curves with either the stretched exponential or the log-
Gaussian function does not make too much difference. While 𝑇 *1 from the stretched
exponential fit almost coincides with 𝑇1,median = e−𝜇 from the log-Gaussian fit, 𝜆
behaves as 𝜎 except for a coefficient [114].
There are also cases in which spin-lattice relaxation shows not only a distribution
for a certain frequency by a non-exponential decay but the parameters of e.g. the
stretched exponential function also vary within broad resonance lines. Such a spectral
distribution of spin-lattice relaxation has for example been observed on the super-
conducting Bi2Sr2CaCu2O8+𝛿 [116] or on the vortex cores of the high temperature
superconductor YBa2Cu3O7−𝛿 [117]. It means, that there is not only a distribution
of the dynamic but also of the static spin susceptibility, with some arbitrary relation
between both. This relation does not have to be a 1-to-1 correspondence.
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5.1. Samples
The measurements were performed on high purity single crystals. The samples where
prepared by the traveling solvent floating zone (TSFZ) technique using starting ma-
terials of at least 99.99% purity [37, 38, 71, 118, 119]. Their high quality has been
checked by x-ray diffraction (phase determination) and energy-dispersive x-ray spec-
troscopy (chemical composition) measurements. After determining the orientation
with a Laue camera, preferably cubic shaped pieces where cut out of the crystal to
have samples with the edges aligned along the crystallographic axes. Tab. 5.1.1 shows
an overview of the samples, their sizes and orientations and their producers.
5.2. NMR Setups
For the measurements presented in this thesis all three NMR setups which are avail-
able in our lab where used: The "7T Magnet" has a fixed field of 7.0494T, the "9T
Magnet" can be set to any value between 0T and 9.2T and the field can be swept
with an additional small coil in a range Δ𝐻 ± 0.2T around this value, and the "16T
Magnet" can be swept from 0T to 16T. The bores of all magnets are equipped with
continuous-flow cryostats which allow to cool the sample mounted on a sample probe
down to 4.2K using liquid helium1. For generation of the pulses and detection of the
NMR signal, phase coherent NMR spectrometers (Tecmag Apollo) were used. The
generated pulses are amplified by high frequency amplifiers. Those setups follow the
standard scheme of a pulsed NMR setup. Further details of the specific setups can be
1By operating the cryostat as bath cryostat with liquid helium and pumping on it, even tem-
peratures as low as 1.5K can be reached
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Short Name Material (nominal) Shape Axes Grown By
112 SrCuO2 2.82mm× 1.15mm× 0.51mm 𝑎 axis || long edge R. Saint-Martin1
112Ni0.25 SrCu0.9975Ni0.0025O2 0.9mm× 0.9mm× 2mm 𝑏 axis || long edge R. Saint-Martin1
112Ni0.5 SrCu0.995Ni0.005O2 3.6mm× 1.6mm× 1mm 𝑎 axis || long edge R. Saint-Martin1
112Ni1
SrCu0.99Ni0.01O2 1mm× 1.6mm× 3.6mm 𝑎 axis || long edge A. Mohan2
SrCu0.99Ni0.01O2 2.8mm× 0.74mm× 0.72mm 𝑎 > 𝑐 > 𝑏 A. Mohan2
SrCu0.99Ni0.01O2 3mm× 1.4mm× 0.72mm 𝑎 > 𝑐 > 𝑏 A. Mohan2
112Zn1 SrCu0.99Zn0.01O2 3.88mm× 1.14mm× 0.69mm 𝑐 axis || long edge S. Singh3
112Zn2 SrCu0.98Zn0.02O2 4.4mm× 1.6mm× 1.55mm 𝑎 axis || long edge S. Singh3
112Pd1 SrCu0.99Pd0.01O2 3mm× 1.15mm× 0.5mm 𝑎 axis || long edge D. Bounoua1
213 Sr2CuO3 3.5mm× 1.76mm× 0.63mm 𝑏 axis || long edge N. S. Beeseetty1
213Ni1 Sr2Cu0.99Ni0.01O3 3.31mm× 1.16mm× 0.7mm 𝑐 > 𝑏 > 𝑎 N. S. Beeseetty1
213Ni2 Sr2Cu0.98Ni0.02O3 3.98mm× 0.85mm× 0.55mm 𝑐 axis || long edge N. S. Beeseetty1
213Zn1 Sr2Cu0.99Zn0.01O3 4mm× 1.86mm× 0.88mm 𝑐 axis || long edge K. Karmakar3
Table 5.1.1.: Overview of used samples, their composition and geometry. The samples
where grown by different persons from different groups. The superscripts refer to the fol-
lowing affiliations:
1SP2M-ICMMO UMR-CNRS 8182, Université Paris-Sud, France
2IFW-Dresden, Institut for Solid State Research, Germany
3IISER, Pune, India
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found in the PhD thesis of Franziska Hammerath [91]. A difference to the setups de-
scribed there is that meanwhile the "16T Magnet" and the "7T Magnet" are equipped
with an Automatic Adjustment System (AAS)2 which made it possible to perform au-
tomatic frequency sweeps and automatic measurements of the frequency-dependent
spin lattice relaxation rates.
5.3. Sample Probes and Coils
To allow the orientation of the samples along a specific direction (see below), sample
probes equipped with goniometers were used. Thus, the samples could be rotated
around an axis perpendicular to the external magnetic field while mounted in the
NMR magnet. The sample coils, which are used to produce the additional alternating
field and to pick up the NMR signal, were wrapped around the samples such that
their axis where parallel to the rotational axis of the goniometer. To avoid disturbing
signals during the Cu NMR measurements, the sample coils where produced out of
silver wire instead of copper wire.
5.4. Orienting the Samples
For the measurements it was important to align the samples as good as possible
with one of the crystallographic axes along the direction of the external magnetic
field. Often, this was not possible by eye because of the small size of the samples.
Moreover, sometimes not all of the crystallographic axes were known. Therefore, the
angular dependence of the resonance frequency of the 63Cu mainline was utilized for
the orientation of the samples. This was done by aligning one of the known axes—
usually the one parallel to the long edge of a sample—parallel to the rotational axis
of the goniometer. Then the angle dependence of the resonance frequency of the
63Cu mainline was measured for rotation about this axis. This angular dependence is
caused by the 2nd order quadrupolar shift (see Section 4.2.3) and follows Eq. (4.41).
Therefore, local extrema correspond to angles where one of the crystallographic axes is
2The Automatic Adjustment System is an assembly of stepper motors, a network analyzer and
a high frequency switch connected to a computer and controlled by a self-written software. It
can be used to automatically tune the resonant circuit of the sample probe and, therefore, to
perform automatic measurements which involve the change of the applied frequency. The system
was designed by the author.
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Figure 5.1.: Angle dependence of the resonance frequency of the 63Cu mainline mea-
sured on SrCu0.995Ni0.005O2 for a rotation around the crystallographic 𝑎 axis and fit of
Eq. (4.41) to the data. This plot was taken from [121].
parallel to the external magnetic field. These angle dependencies were already known
from earlier measurements [120, 121], which could be used as reference. Fig. 5.1 shows
a typical example of such an angular dependence.
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6. NMR on pure compounds
Before studying the impact of doping in the following chapters, NMR measurements
on the pure compounds are presented here. This chapter is intended as a preparation
in two respects. On the one hand, the basic NMR features are shown so that it is
not necessary to repeat them during the discussion of the impurity effects. On the
other hand, the intrinsic behavior of the pure compounds is discussed to be able to
decide which features are actually caused by doping and which not. Even though this
intrinsic behavior has already been studied by others and parts of it can be found
in literature, it is important to record reference data under the same experimental
conditions as for the doped samples to be able to make direct comparisons.
6.1. NMR Spectra
NMR spectra for high purity samples of SrCuO2 and Sr2CuO3 have been measured
with a fixed frequency of 80MHz by varying the magnetic field along a certain crys-
tallographic direction in steps of 1mT and plotting the integrated echo intensity. The
orientation of the samples with respect to the magnetic field has been chosen such
that the 65Cu spectrum does not overlap with the 63Cu spectrum. Suitable orienta-
tions for this requirement were known due to earlier studies on a less pure sample
of SrCuO2 (starting materials of 99% purity)[122] and on SrCu0.99Ni0.01O2 [121] and
published spectra of Sr2CuO3 and Sr1.9Ca0.1CuO3 [30, 123]. The resulting spectra
are displayed in Fig. 6.1.
At room temperature (300K), the three 63Cu resonance lines are visible for both
samples: the mainline, which corresponds to the central transition (𝑚 = −1/2) ↔
(𝑚 = +1/2), in the center and the two quadrupolar split satellite lines left and right
of it. Some spectra at lower temperatures also show the 65Cu high field satellite. The
assignment of the single resonance lines can in principle be done by using the known
63
6 NMR on pure compounds
6.7 6.8 6.9 7 7.1 7.2 7.3
6.8 6.9 7 7.1 7.2 7.3 7.4
In
te
n
si
ty
(a
.u
.)
𝜇0𝐻 (T)
SrCuO2
b||H300K
200K
100K
50K
25K
10K
4.5K
In
te
n
si
ty
(a
.u
.)
𝜇0𝐻 (T)
Sr2CuO3
a||H300K
200K
100K
50K
25K
20K
15K
10K
Figure 6.1.: NMR spectra of SrCuO2 and Sr2CuO3 for different temperatures measured
with a fixed frequency of 80MHz by varying the magnetic field. The black arrows indi-
cate the positions of the broad background corresponding to the 1/
√
𝑇 -behavior with√
𝑇Δ𝐻/2𝐻0 = 0.544
√
𝐾.
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gyromagnetic ratio 𝛾 of the isotopes and by comparing the intensities of resonance
lines. With the gyromagnetic ratio, the position of the mainline can be calculated
apart from the contribution of the second order quadrupolar shift. Additionally,
the resonance lines of 63Cu are known to be lager in intensity than the ones of 65Cu
due to the larger natural abundance (69.17%) of the 63Cu isotope as compared to the
abundance (30.83%) of the 65Cu isotope [95]. Satellite lines can be distinguished from
main lines by their smaller intensity, which is due to different transition probabilities
between the nuclear energy levels. However, it was not necessary to identify the
resonance lines in this way due to the already known spectra and their analysis [30,
121–123].
In both samples, mainlines and satellite lines have equal linewidths with a full width
at half maximum (FWHM) of about 3mT. This evidences the high purity of the
samples. Impurities would broaden the satellite lines, since they cause lattice distor-
tions which are accompanied by modulations of the electric field gradients, which in
turn causes a distribution of quadrupolar shifts.
Towards low temperatures the spectra change. The quadrupolar splitting gets
larger, which can be explained by decreasing lattice parameters and a corresponding
increasing electric field gradient [122]. Below 50K, a broadening of the resonance
lines, the formation of shoulder structures and a splitting of the tips is observed.
At the lowest measured temperatures—4.5K for SrCuO2 and 10K for Sr2CuO3—the
resonance lines are split into two very broad lines. However, the degree of broaden-
ing differs between SrCuO2 and Sr2CuO3. Mainlines and satellite lines are equally
affected by the broadening, which shows that it is due to a distribution of hyperfine
fields—i.e. it has magnetic origin.
The magnetic broadening in the case of Sr2CuO3 has been studied in detail by Taki-
gawa et al. [30] for temperatures down to 30K. The study identifies several features—
a broad background with a width Δ𝐻, shoulder features (𝐷𝐻) and a splitting of the
tip with the separation 𝛿𝐻—and makes chain breaks responsible for their emergence.
The broad background could be described with a model for the LAM of a semi-
infinite chain, which predicts Δ𝐻 to be proportional to 1/
√
𝑇 (see Section 2.5) and
the authors find
√
𝑇Δ𝐻/2𝐻0 ≈ 0.05 for the experimentally obtained spectra with
𝐻||𝑎 .
For SrCuO2, the broad background (indicated by arrows in Fig. 6.1), the shoulder
feature and the splitting of the tip can only be observed in the spectrum at 10K.
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That these features are too low in intensity to be observed at higher temperatures
indicates that the amount of chain breaks is quite low (even though one should be able
to find these features also at high temperatures with more precise measurements).
The width of the broad background corresponds to
√
𝑇Δ𝐻/2𝐻0 = 0.0206. According
to [30], this value, which is just a manifestation of the maximal hyperfine fields, can
be connected to the hyperfine coupling |𝐴𝛼(𝜋)| between electrons and copper nuclei
by the relation
|𝐴𝛼(𝜋)|
2ℏ𝛾𝑛
=
√
𝑇Δ𝐻𝛼/2𝐻0
𝑘𝐵
√
𝐽
0.274 ℏ𝛾𝑒
, (6.1)
where 𝛾𝑛 (𝛾𝑒) is the nuclear (electronic) gyromagnetic ratio1 . With 𝛾𝑒 = 1.7609× 1011 s−1/T [124],
𝐽 = 2100K [10] and the above described width of the broad background for H||b, it
results to |𝐴𝑏(𝜋)|/(2ℏ𝛾𝑛) = 2.6T. This is less than half of the hyperfine coupling con-
stant for H||a of Sr2CuO3, which amounts to |𝐴𝑎(𝜋)|/(2ℏ𝛾𝑛) = 6.2T [30]. However, in
Section 7.1 it will turn out that the broad background observed on the pure compound
is probably not due to open ends, as nickel doping leads to a background showing
the 1/
√︀
(𝑇 ) behavior with
√
𝑇Δ𝐻/2𝐻0 = 0.0326 and not only a single broad back-
ground at one temperature. The borad background marked here with black arrows
might just be related to reflections of the LAM in a neighboring chain. Therefore, the
hyperfine coupling constant for H||b rather amounts to |𝐴𝑏(𝜋)|/(2ℏ𝛾𝑛) = 4.1T. The
different hyperfine couplings of both materials are probably related to the different
magnetic structures. While in the linear chain Sr2CuO3 only two nearest neighbors
contribute besides the on-site coupling, in the zig-zag chain SrCuO2 there are also
hyperfine coupling paths to spins in the neighboring chain (see Section 4.2.2).
For Sr2CuO3, the broad background (indicated by arrows in Fig. 6.1) and the other
two features are visible in the spectra at 25K and 20K. The appearance of these fea-
tures at higher temperatures shows that the amount of chain breaks is larger than in
the case of SrCuO2, even though the purity of the starting materials used to synthe-
size both samples was the same. This might either indicate a higher stability of the
double chain as compared to the single chain or simply result from better growing con-
ditions at the preparation of the sample. Δ𝐻 corresponds to
√
𝑇Δ𝐻/2𝐻0 = 0.0544
for both temperatures, which on the one hand confirms the 1/
√︀
(𝑇 )-dependence of
the maximal local susceptibility and on the other hand reproduces the value found
by Takigawa et al. [30]. Moreover at low temperatures, field-swept spectra have been
measured with different fixed frequency of 40MHz and 80MHz, and therefore with
1Here, the gyromagnetic ratio is measured in units of rad𝑠−1𝑇−1 deviating from the usual
practice in this work.
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different magnetic fields (see Fig. 6.2). The two spectra at 20K show the discussed
shoulder feature. One can see that the width of the broad background is proportional
to the fixed NMR frequency and, thus, to the magnetic field. This proves that the
cause for this feature is indeed an alternating susceptibility and not something like a
field induced ordering of magnetic moments.
While the features at 10K for SrCuO2 and 25K and 20K for Sr2CuO3 are known
and at least the broad background can be explained in terms of a single chain model,
the spectra at 4.5K for SrCuO2 and at 10K for Sr2CuO3 are not understood, yet.
The widening of the resonance lines with increasing NMR frequency and, thus, with
increasing magnetic field, as it can be observed for the spectra at 15K and 20K (see
Fig. 6.2), shows that the strong broadening and the splitting into two lines has still
nothing to do with static magnetic order. However, the proximity to 3-dimensional
magnetic ordering—𝑇𝑁 = 2K for SrCuO2 [125] and 𝑇𝑁 = 5K for Sr2CuO3 [50,
126]—suggests that the splitting into two very broad lines is related to the interchain
coupling. Another hint is the evolution of the shoulder feature of Sr2CuO3 from
20K to 15K. It broadens and smears out. One has the impression that actually
this shoulder feature expands until it reaches the very broad humpy line shape at
10K. The shoulder feature however, has been explained by Sirker and Laflorencie
[32] as due to reflections of the LAM in one chain at the neighboring chains mediated
by the interchain interaction. This means that the interchain interaction leads to
an increased proliferation of the LAM. So it seems natural to assume that below a
certain temperature, there are oscillations of the local susceptibility everywhere in
the crystal, which in turn means that there are almost no sites any more without a
finite local field leading to these two broad humps.
Another feature observed in the spectra of both samples is that at low temperatures
the intensity of the mainline becomes smaller than the intensity of the satellite lines.
This is quite unusual, as the transition probability is the largest for the central tran-
sition. The reason for this strange behavior can be found in measurements of the
spin-spin relaxation time 𝑇2. Tab. 6.1.1 shows 𝑇2 measured at different temperatures
on the three 63Cu resonance lines of SrCuO2. The values were obtained by varying
the distance 𝜏 between the two pulses of a Hahn spin echo sequence, plotting the
integrated intensity and fitting the decay with a usual exponential function2 . The
2The relaxation curves actually deviate from an exponential form in a way, which suggests
Gaussian decay of the form 𝑀0 exp(−𝑡/𝑇2𝐿 − 𝑡2/𝑇 22𝐺) as it has been observed on Sr2CuO3 [56].
However, as a complete set of 𝑇1 measurements for all directions is missing to be able to calculate
the value 𝑇2𝐿 and as here only an estimate for the decay rate matters, exponential fits were used.
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Figure 6.2.: Comparsion between NMR spectra of Sr2CuO3 measured with different
fixed frequency of 40MHz (red) and 80MHz (blue). The spectra are obtained by vary-
ing the magnetic field and plotting the echo intensity. The x-axis is shifted so that the
center of the 63Cu high field satellite coincide for 40MHz and 80MHz.
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low field sat mainline high field sat
𝑇 (K) 𝑇2 (𝜇s) 𝑇2 (𝜇s) 𝑇2 (𝜇s)
300 46± 1 33.6± 0.8 47± 1
100 26.1± 0.9 17.8± 0.4 24.2± 0.8
25 9.5± 0.2 7.4± 0.2 10.9± 0.2
Table 6.1.1.: Spin-spin relaxation times 𝑇2 measured on different 63Cu resonance lines of
SrCuO2.
resulting values show that 𝑇2 decreases with decreasing temperature and is smaller for
the mainline than for the satellite lines at all temperatures. As the spacing between
the pulses during the measurements of the spectra was never smaller than 𝜏 = 10 µs,
𝑇2 < 10 µs, as measured at 25K, leads to a strong reduction of the signal intensity.
This reduction is stronger the smaller the spin-spin relaxation time 𝑇2. The mea-
sured decrease in spin-spin relaxation time towards low temperatures is consistent
with what has been found on a less pure sample of SrCuO2 [122] and on Sr2CuO3
[56]. The difference between mainline and satellite lines, however, has not been ob-
served before and a plausible explanation has not been found during course of this
work.
6.2. Spin-Lattice Relaxation Measurements
Fig. 6.3 shows spin-lattice relaxation rates measured on SrCuO2 and on Sr2CuO3
with the field ?⃗? parallel to the crystallographic 𝑎 axis. In both cases the measure-
ments were performed on the center of the high field satellite with external magnetic
fields close to 7T. To simplify the comparison of both datasets in spite of the large
differences of the hyperfine couplings in these directions (see Section 4.2.2), the 𝑇−11
values of SrCuO2 are scaled by a factor of 9. One can see, that 𝑇
−1
1 is constant over
a wide temperature range as it is expected for a spin 1/2 antiferromagnetic Heisen-
berg chain [54, 56]. For both samples, however, 𝑇−11 increases strongly below about
50K. This has been already observed by Takigawa et al. on Sr2CuO3 [56]. Possible
explanations for this upturn could be either a marginally irrelevant operator, which
was neglected with the prediction of the constant behavior, or the divergence due to
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Figure 6.3.: Spin-lattice relaxation rates of pure SrCuO2 [127] (scaled by a factor of 9)
and Sr2CuO3.
critical fluctuations associated with the phase transition to 3D ordering at 𝑇𝑁 = 5K
or 𝑇𝑁 = 2K for Sr2CuO3 or SrCuO2, respectively. The similar 𝑇
−1
1 behavior of
the zig-zag chain compound SrCuO2 and the single chain compound Sr2CuO3 shows
again the close relation between these two materials and that it is justified to assume
that SrCuO2 effectively realizes a single chain, too.
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In this chapter, the effects of nickel doping on both of the compounds SrCuO2 and
Sr2CuO3 are presented and discussed from an NMR perspective. Therefore, Cu NMR
spectra and spin-lattice relaxation measurements are shown and compared to model
predictions. Earlier experimental studies suppose the nickel to act as scalar, i.e.
𝑆 = 0, impurity (see Section 3.2). Therefore, this chapter attempts to explain the
data with the assumption that the nickel impurities just cut the chains.
The NMR spectra and the spin-lattice relaxation measurements of SrCu1−𝑥Ni𝑥O2
(𝑥 = 0.0025, 0.005, 0.01) which are presented in Section 7.1 and Section 7.2 have
already been discussed in [121]. Here, it is analyzed in view of new insights1 and
with the aim to draw a complete picture. The data measured on Sr2Cu1−𝑥Ni𝑥O3
(𝑥 = 0.001, 0.002) and essential parts of their interpretation have also been published
in [128].
7.1. NMR Spectra
Field-swept NMR spectra have been obtained for all Ni-doped samples at various
temperatures with a fixed frequency of 80MHz. As for the pure compounds (see
Section 6.1), the magnetic field was chosen to be perpendicular to the chains and
to the strontium planes—i.e. the field was parallel to the crystallographic 𝑏 axis for
SrCuO2 and to the 𝑎 axis for Sr2CuO3 (see Fig. 3.1). In the following, these spectra
are analyzed and discussed in detail.
Fig. 7.1 and Fig. 7.2 show the complete temperature-dependent spectra for Ni-doped
SrCuO2 and Sr2CuO3. At 𝟑𝟎𝟎 𝐊 and for all five samples, one can see the following
resonance lines from left to right: the 65Cu high field satellite, the 63Cu low field
1The major progress is the finding that it is possible to interpret the data by means of the model
of finite chain segments (see below).
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satellite, the 63Cu mainline and the 63Cu high field satellite. Essentially, they do not
differ from the high temperature spectra of the pure compounds (see Section 6.1).
However, the satellites slightly broaden with increasing doping level (see also Fig. 7.4a
for SrCu1−𝑥Ni𝑥O2), in contrast to the mainline which keeps its width. This is a natural
consequence of the increasing structural disorder induced upon doping, which leads
to slight variations of the EFG and, therefore, of the quadrupolar splitting. Towards
low temperatures, the resonance lines develop a pronounced broadening with some
structure. As satellites and mainline are equally affected, one can conclude that it is
of magnetic origin and, therefore, a result of the spin chain physics.
Before studying the magnetic broadening in detail, another feature showing up at
low temperatures shall be discussed: an additional set of lines. As it is best
observed on SrCu1−𝑥Ni𝑥O2, the discussion is started there. From about 100K on,
four additional lines are visible in Fig. 7.1, indicated by black arrows. Fig. 7.3 shows
the 50K spectrum of SrCu0.99Ni0.01O2 as an example on a larger scale and contains
also the complete 65Cu spectrum. There, one can see that indeed 6 new lines emerge
which are labeled in the plot. The line positions are equal for all dopings and do
not vary within the observed temperature range. The emergence of an additional set
of 63Cu and 65Cu lines indicates that a part of the Cu ions is exposed to another
environment than the majority. The new set of lines is characterized by a larger
quadrupolar splitting as compared to the usual lines and a small shift of the mainline,
which is probably due to 2nd order quadrupolar interaction. As the emergence of
this additional environment is related to Ni doping only, I call these lines nickel
peaks. Further insight comes from the analysis of the relative integrated intensity2
𝐼nickel/𝐼normal of the nickel peaks as compared to the usual ones. The ratio of intensities
turns out to be independent of temperature and to increase monotonically with the
doping level: 𝐼nickel
𝐼normal
= 0.022±0.007, 𝐼nickel
𝐼normal
= 0.034±0.001, and 𝐼nickel
𝐼normal
= 0.056±0.001
for 0.25%, 0.5%, and 1% of Ni doping, respectively. The number of differing copper
environments is thus independent of temperature and just depends on the doping
level. Therefore, the nickel peaks should also be visible at higher temperatures if
the signal-to-noise ratio would be enhanced. Similar peaks also exist in the spectra
of Sr2Cu1−𝑥Ni𝑥O3 (indicated by the black arrows in Fig. 7.2). However, they are
poorly visible as they distribute their intensity on a broader shape. Moreover, only
two lines — presumably the 63Cu satellites — show up anyway. The nickel peak
2To calculate the relative integrated intensity, the 63Cu high field satellite of the normal set of
lines and of the nickel peaks was integrated. A comparison of the mainlines was not possible, as
they overlap.
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Figure 7.1.: Spectra of SrCu1−𝑥Ni𝑥O2 for different temperatures and 𝐵||𝑏 measured with
a fixed frequency of 80MHz by varying the magnetic field. The black arrows indicate the
nickel peaks (see text). 73
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Figure 7.2.: Spectra of Sr2Cu1−𝑥Ni𝑥O3 for different temperatures and 𝐵||𝑎 measured
with a fixed frequency of 80MHz by varying the magnetic field. The black arrows indicate
the nickel peaks (see text).
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Figure 7.3.: NMR spectrum of SrCu0.99Ni0.01O2 measured at 50K with a fixed frequency
of 80MHz by varying the magnetic field 𝐵 while keeping it parallel to the crystallographic
𝑎 axis. The additional set of Cu lines—the nickel peaks—are labeled. The usual Cu lines
are from the left to the right the 65 low field satellite, mainline, and high field satellite
and the 63 low field satellite, mainline, and high field satellite.
mainline is probably hidden in the normal 63Cu mainline, while the 65Cu high field
satellite nickel peak might be covered by the normal 63Cu low field satellite. The
ratio 𝐼nickel/𝐼normal which is independent on temperature but dependent on the doping
level indicates that the additional copper environment, which is responsible for nickel
peaks, results from local lattice distortions in the vicinity of the nickel impurities. An
open question is, however, why this happens only with nickel doping and not for other
impurities. While the formation of local lattice distortions seems to be reasonable
for Sr2Cu1−𝑥Ni𝑥O3 as single crystals of Sr2NiO3 do not exist [129], the emergence
of these distortions is surprising for SrCu1−𝑥Ni𝑥O2 as SrNiO2 crystallizes with the
same lattice structure and almost the same lattice parameters as SrCuO2[130]. The
overlap of normal and additional 63Cu mainline of SrCu1−𝑥Ni𝑥O2 has to be taken into
account while measuring. For example below, the 63Cu high field satellite is used for
𝑇1 measurements as it is not affected by any overlap.
In the following, themagnetic broadening of the normal Cu lines shall be discussed.
Therefore, one of the lines of each sample is plotted in larger scale in Fig. 7.4 — the
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63Cu high field satellite3 for SrCu1−𝑥Ni𝑥O2 and the 63Cu mainline for Sr2Cu1−𝑥Ni𝑥O3.
In both cases, the lines develop shoulder features upon lowering the temperature.
These shoulders resemble very much the result of the LAM due to open chain ends in
the model of semi-infinite chains (see Section 2.5). As expected from this model, the
intensity of the shoulder feature increases with increasing doping level. This can be
seen best at 100K for SrCu1−𝑥Ni𝑥O2 and at 200K for Sr2Cu1−𝑥Ni𝑥O3. The width of
the shoulder at high temperatures is the same for all samples with the same parent
compound and follows the predicted 1/
√
𝑇 -behavior, which is indicated by the black
dashed lines. For Sr2Cu1−𝑥Ni𝑥O3 it is even exactly the same 1/
√
𝑇 -behavior which
was observed on the pure compound with natural chain breaks:
√
𝑇Δ𝐻/2𝐻0 =
0.0544. For SrCu1−𝑥Ni𝑥O2
√︀
(𝑇 )Δ𝐻/2𝐻0 = 0.0326 is much larger than the value
obtained for the pure compound, but this is rather a hint that the shoulder observed
there only at 10K is not related to the model prediction of the semi-infinite chain.
Towards even lower temperatures however, the shoulder feature is smeared out. The
higher the doping level, the higher the onset of the smearing. At the lowest measured
temperatures, one can see that the resonance line is even narrower the higher the
doping level — a quite unusual behavior. While the spectrum of SrCu0.9975Ni0.0025O2
at 10K shows two broad humps, which can be argued to be result of the LAM
spreading all over the crystal, this humpy structure vanishes with increasing doping
level and the lines approach a Lorentzian-like shape.
Is it possible to explain the spectra assuming that Ni doping does nothing else than
just cutting the chains in spite of the unexpected low-temperature behavior? As
discussed in Section 2.5, it is necessary to take the finite size of the chain segments
into account. This model predicts a suppression of the staggered susceptibility of
even-length chain segments at low temperatures while the one of odd chains should
get very large and should, therefore, be unobservable. To compare the model to the
measurements, spectra have been simulated based on the analytic formula for the
staggered susceptibility obtained by Sirker and Laflorencie [32] and by assuming a
Poisson distribution of chain lengths (see Appendix A). Segment sizes occurring with
lower probability than 10−5 were neglected. The result4 can be seen in Fig. 7.5.
3The satellite is chosen because the mainline is affected by the nickel peak.
4In fact, the simulate spectra are histograms of the simulated local susceptibility. I.e. they can
not be used for a quantitative comparison concerning absolute linewidth and line position as the
hyperfine coupling is not considered. Moreover, the shape of an measured spectrum might be altered
by the effect of transfered hyperfine couplings—i.e. couplings of a nuclear spin to an electron spin
of a neigboring site. However, this effect is expected to be small [30].
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(a) 63Cu high field satellite of SrCuO2 and SrCu1−𝑥Ni𝑥O2 measured with a fixed fre-
quency of 80MHz by varying the magnetic field 𝐵||𝑏. 1/
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(b) 63Cu mainline of Sr2CuO3 and Sr2Cu1−𝑥Ni𝑥O3 measured with a fixed frequency
of 80MHz by varying the magnetic field 𝐵||𝑎. 1/
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Figure 7.4.: Zoomed NMR spectra of the Ni-doped samples and their corresponding par-
ent compounds for different temperatures. The black dashed lines (more precise: the ends
of their segments) indicate the 1/
√︀
(𝑇 )-behavior, which is expected from the model of
semi-infinite chains.
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The simulated spectra resemble very much the measured ones in Fig. 7.4. At high
temperatures (e.g. 100K), there are shoulder features which show increasing intensity
with increasing doping level. Towards lower temperatures, these shoulder features are
degraded. The onset of this process depends, as in the experiment, on the doping
level. But in contrast to the experiment, the low temperature spectra get very narrow,
as the even-length segments are frozen in their singlet ground states. This can also
be seen in the last panel, where the contribution of even and odd chain segments
is displayed separately for a doping level of 1%. It shows furthermore, that the
contribution of odd segments should vanish at lowest temperatures according to the
model as their local susceptibility gets very large and unobservable.
Which additional aspect might be responsible for the broadening of experimental
low-temperature spectra as compared to the simulated ones based on a finite-size
single chain model? Preliminary calculations performed by S. Eggert [131] suggest
that the spectra could be completely understood taking into account the inter-chain
coupling. Basis of these considerations is that the finite spin chain model does not
only show a staggered response to a uniform field but also to a staggered field [75].
Therefore, a staggered magnetization in one chain can induce a staggered response in a
neighboring one. If this scenario really explains the broad spectra at low temperatures
is not clear yet. However, the reflection of staggered magnetization in neighboring
chains is closely connected to the formation of Néel order. As the width of the broad
low-temperature lines is suppressed with increasing doping level, this scenario would
perfectly agree with the observation that the Néel temperature is suppressed with
increasing content of in-chain impurities (see Section 3.2), too.
Up to here, it cannot be excluded that the deviation from the finite-size single chain
model is due to the assumed nickel spin 1. The smearing of the shoulder feature might
be just related to the screening of the impurity spin (see Section 2.5). However within
this scenario, it would be difficult to explain why the low-temperature linewidth
should decrease with increasing doping level. Why should the screening cloud be
suppressed when more impurities are screened?
7.2. Spin-Lattice Relaxation Rates
NMR spin-lattice relaxation measurements have been performed on the center of the
63Cu high field satellite for all nickel doped samples. The used external magnetic fields
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Figure 7.5.: Spectra simulated based on the model of finite-sized chain segments (see
text). The spectra are each normalized to to their maximum. The last panel shows the
contribution of chain segment with even and odd number of sites separately.
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were close to 7T and parallel to the crystallographic 𝑐 axis or to the crystallographic
𝑎 axis for SrCu1−𝑥Ni𝑥O2 or Sr2Cu1−𝑥Ni𝑥O3 respectively. Only for SrCu0.99Ni0.01O2,
measurements have been performed along all crystallographic axes.
At first, the observed relaxation curves shall be discussed. Fig. 7.6 shows some repre-
sentative examples. At high temperatures5, all measured relaxation curves look like
the examples in panel (a) and can be fit by the usual recovery function (Eq. (4.50))
for magnetic relaxation on a satellite line of a spin 3/2 nucleus. At low tempera-
tures however, this function does not fit the measured recovery curves, which can be
seen in panel (b). This curve can be smoothly fit with a stretched recovery function
(Eq. (4.60)), which means that different nuclei relax with different relaxation rates.
This distribution is characterized by the fitting parameters 𝑇 *1 and 𝜆 (see Section 4.5
for details). Here, 𝑇 *1 is called 𝑇1 for simplicity. However, there are also recovery
curves which cannot be smoothly fit with a stretched exponential function which gets
obvious in panels (c) and (d) of Fig. 7.6. Even though such curves show up for every
sample at intermediate temperatures, the deviations were most pronounced for low
doping levels (0.25% and 0.5%). Particularly, the recovery curve displayed in panel
(d) suggests that the relaxation curve is the sum of two spin species with two different
relaxation rates. However, it turns out that good fits can only be obtained with a
function consisting of one stretched and one unstretched component:
ℳ𝑧(𝑡) = 𝑀0
{︁
1− 𝛼
(︀
0.4e−6𝑡/𝑇1𝛼 + 0.5e−3𝑡/𝑇1𝛼 + 0.1e−𝑡/𝑇1𝛼
)︀
− 𝛽
(︁
0.4e−(6𝑡/𝑇1𝛽)
𝜆
+ 0.5e−(3𝑡/𝑇1𝛽)
𝜆
+ 0.1e−(𝑡/𝑇1𝛽)
𝜆
)︁}︁
, (7.1)
where 𝛼 and 𝛽 give the relative intensities of the two contributions. Hence, the recov-
ery of nuclear magnetization seems to be ruled by a certain distribution of relaxation
rates (defined by 𝑇1𝛽 and 𝜆) and one unique relaxation rate 𝑇1𝛼. Nevertheless, I
used the simple stretched exponential function to characterize the recovery curves
keeping in mind that it is not a perfect description of the distribution of spin-lattice
relaxation rates. Several reasons lead to this decision. One reason is that Eq. (7.1)
contains already 6 parameters. This means that the function is overfitting the data.
The physical significance is, therefore, limited. Moreover, the errors of the resulting
fitted parameters are huge, which casts further doubts on their significance. If the
5What "high temperatures" actually means here differs from sample to sample. The criterium
is the following: a temperature at which the spin-lattice relaxation behavior does not differ from
the pure compound. With further reading, it will become clear what this means for the individual
samples.
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Figure 7.6.: Examples of different types of occurring relaxation curves. All of the curves
(black squares) were measured on the center of the 63Cu high field satellite with the mag-
netic field 𝜇0𝐻 ≈ 7T parallel to the crystallographic 𝑎 axis. The straight lines correspond
to different fitting functions (see text for details).
𝑇1 values obtained from the 2-component fit could have been smoothly connected to
the values obtained from the stretched fit at higher temperatures, a treatment with
the 2-component fit would have been still justified. However, this was not possible
in most of the cases. The stretched exponential function was also used for the high
temperature recovery curves. With this strategy the treatment becomes independent
of the subjective evaluation of what a "smooth fit" is and with 𝜆 = 1 the "normal"
relaxation behavior is retained.
The resulting values for 𝑇−11 and 𝜆 are plotted in Fig. 7.7 and Fig. 7.8 together with
the behavior of the pure compounds. For all samples, 𝑇−11 follows from high tem-
peratures on the behavior of the corresponding pure compound down to a certain
crossover temperature 𝑇 * (see Tab. 7.2.1) which depends on the doping level. Below
this temperature, 𝑇−11 decreases strongly for all samples—for the single chain com-
pounds even by two orders of magnitude. The decrease of 𝑇−11 is accompanied by
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Sample 𝑇 *
112Ni0.25 35K
112Ni0.5 50K
112Ni1 110K
213Ni1 110K
213Ni2 200K
Table 7.2.1.: Crossover temperatures of the Ni-doped samples.
a decrease of the stretching exponent 𝜆, as discussed above, and thus by a growing
spatial distribution of spin-lattice relaxation rates. Moreover, the decrease occurs
simultaneously for all directions, which can be seen on the data for SrCu0.99Ni0.01O2.
The relaxation is of purely magnetic origin in this temperature range too, which
is evidenced by the ratio of 63Cu and 65Cu spin-lattice relaxation rates6 (see also
Section 4.3.1) and by relaxation curves which can be fit with magnetic relaxation
functions. For purely magnetic relaxation, 𝑇−11 measures the imaginary part of the
dynamic spin susceptibility 𝜒′′ (see Eq. (4.52)). On a more intuitive level, the relax-
ation mechanism can be described as the scattering of thermally excited spinons by
the copper nuclei [133]. Thus, the decrease in spin-lattice relaxation rates indicates
the depletion of low-lying states in the spin excitation spectrum and therefore points
toward a spin gap. However, the distribution of spin-lattice relaxation rates as indi-
cated by 𝜆 < 1 implies that this spin gap varies spatially. This is also the reason why
the spin-lattice relaxation rates do not decrease exponentially (see Fig. 7.9), because
the fast relaxation stemming from nuclei exposed to small gaps will dominate the
recovery progress. Usually, the magnitude of a spin gap is estimated by fitting the
temperature dependence of 𝑇−11 to an activated behavior [57, 96, 134–136], which is
not possible here. I use the temperature 𝑇 * as an estimate for the average gap energy,
instead.
6The gyromagnetic ratios are 63𝛾 = 11.285MHz and 65𝛾 = 12.089MHz [132] which leads to
(65𝛾/63𝛾)2 ≈ 1.15. On Sr2Cu0.98Ni0.02O3 spin-lattice relaxation rates have been measured on the
63Cu and 65Cu mainline for different temperatures. The corresponding ratios are 63𝑇1/
65𝑇1 =
1.16, 1.24, 1.16, 1.15 for 𝑇 = 200K, 160K, 120K, 60K respectively. Thus, they stay close to
(65𝛾/63𝛾)2 which proves purely magnetic relaxation.
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Figure 7.7.: Spin-lattice relaxation rates 𝑇−11 and stretching exponents 𝜆 of
SrCu1−𝑥Ni𝑥O2 for varying 𝑥 and spin-lattice relaxation rates 𝑇
−1
1 of pure SrCuO2 [127]
for comparison, each measured on the center of the 63Cu high field satellite. While all
doped samples were measured with the magnetic field 𝜇0𝐻 ≈ 7T parallel to the crystallo-
graphic 𝑐 axis, for 𝑥 = 0.01 data for the other two directions is also shown and the values
of the pure compound were obtained with the magnetic field parallel to the 𝑎 axis. 𝑇−11
values measured with 𝑎||𝐻 are scaled. The black arrows indicate the crossover tempera-
tures 𝑇 * (see text).
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Figure 7.8.: Spin-lattice relaxation rates 𝑇−11 and stretching exponents 𝜆 of
Sr2Cu1−𝑥Ni𝑥O3 for varying 𝑥 and spin-lattice relaxation rates 𝑇
−1
1 of pure Sr2CuO3 for
comparison, each measured on the center of the 63Cu high field satellite. All samples were
measured with the magnetic field 𝜇0𝐻 ≈ 7T parallel to the crystallographic 𝑎 axis. The
black arrows indicate the crossover temperatures 𝑇 * (see text).
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Figure 7.9.: Spin-lattice relaxation rates 𝑇−11 of SrCu1−𝑥Ni𝑥O2 (a) and of
Sr2Cu1−𝑥Ni𝑥O3 (b) for varying 𝑥. The same data as in Fig. 7.7 and Fig. 7.8 presented
as Arrhenius plots.
Key: (a) 0.25% Ni – green squares, 0.5% Ni – blue circles, 1% Ni a||B – yellow dia-
monds, 1% Ni b||B – red triangles, 1% Ni c||B – dark red inverted triangles, (b) 1% Ni
– green squares, 2% Ni – blue circles.
Simutis et al. [137] also observed a depletion of low-lying states upon doping SrCuO2
with 1% of nickel by means of inelastic neutron scattering. They found this macro-
scopic behavior to have pseudogap character and argue that microscopically it could
result from a sum over a distribution of gaps with varying magnitude. They state
an average gap energy of Δ ≈ 90K. This is quite close to the crossover temperature
𝑇 *112𝑁𝑖1 = 𝑇
*
213𝑁𝑖1 ≈ 110K, which suggests that the 𝑇 * is a good estimate for the
average gap energy, indeed. Assuming that nickel impurities act as scalar defects
and do nothing more than just cutting the chains into segments with finite length
𝑙, Simutis et al. could reproduce the pseudogap behavior as a sum over a Poisson
distribution of chain lengths, where each segments shows a spin gap Δ ∝ 1, no matter
if it has even or odd number of sites. However, they needed to assume a chain break
concentration of 1.7%, which is almost twice as large as the doping level. I also tried
to model the distribution of spin lattice relaxation rates in a similar way as result of
varying chain lengths to reproduce the recovery curves. However, this attempt failed
(see Appendix B). The reason is examined in the next section.
Nevertheless, the relation for the gap between ground state and first excited state
of a chain segment of length l given by Eggert and Affleck [28] Δ ∝ 1/𝑙 can be
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confirmed. No matter how the distribution of chain lengths exactly looks like, a
doubling of the doping level should lead to a halving of all chain lengths and, therefore,
to a doubling of the the average gap energy. So, the average gap energy should be
proportional to the doping level. In fact, the crossover temperature 𝑇 * shows about
this proportionality (see Tab. 7.2.1). The conclusion of this section is, therefore, that
there is a distribution of spin gaps which can be explained by a distribution of chain
segments with varying length. The theoretically claimed proportionality between
chain length and magnitude of the gap has been confirmed.
7.3. Frequency-Dependent Spin-Lattice Relaxation
Rates
To gain further knowledge about the spatial variation of spin gaps, the frequency
dependence of spin-lattice relaxation within the broad resonance lines has been stud-
ied. Fig. 7.10a, Fig. 7.10b and Fig. 7.11 show spin-lattice relaxation rates 𝑇−11 and
stretching exponents 𝜆 measured at different positions within the 63Cu high field
satellite or mainline of SrCu0.99Ni0.01O2, Sr2Cu0.99Ni0.01O3, and Sr2Cu0.98Ni0.02O3.
While on the last one the frequency dependence has only been studied at 140K, the
others have been examined at various temperatures. Thereby, the upper limit of
these temperature series was determined by practical considerations concerning the
temperature-dependent width of the resonance lines. On the one hand it makes no
sense to place the points closer together. On the other hand it gets extremely time
consuming to perform 𝑇1 measurements on the tails on the resonance lines which are
very low in intensity, especially at higher temperatures.
For all of the studied sample, a strong frequency dependence of 𝑇−11 and 𝜆 is observ-
able. I assume that this temperature dependence sets in at 𝑇 *, which is supported
by the measurement on Sr2Cu0.99Ni0.01O3 at 90K (see Fig. 7.10b) which is close to
𝑇 *213𝑁𝑖1 = 110K. There, 𝑇
−1
1 is in about constant while 𝜆 already shows a variation
over the linewidth. Spin-lattice relaxation rates 𝑇−11 at all positions decrease towards
low temperatures. However, this decrease is less steep the larger the distances to the
center of the resonance line. Therefore, 𝑇−11 is smallest in the center of the line and
largest at its edge. With decreasing temperature, the differences get smaller again,
as 𝑇−11 at the edge approaches zero too. 𝜆 is minimal at the center and larger at the
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Figure 7.10.: Frequency-dependent spin-lattice relaxation measurement on the 63Cu
high field satellite of SrCu0.99Ni0.01O2 (a) and of Sr2Cu0.99Ni0.01O3 (b) at different tem-
peratures. Spin-lattice relaxation rates 𝑇−11 (filled black squares), stretching exponents 𝜆
(open cyan circles) and spectrum (dark gold line) where measured with the 𝑏 axis parallel
to the field 𝜇0𝐵 = 6.9981T (a) or with the 𝑎 axis parallel to the field 𝜇0𝐵 = 7.049 32T
(b). The spectral intensity is normalized to the maximum of the high field satellite and
the scale is not shown in the graph.
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Figure 7.11.: Frequency-dependent spin-lattice relaxation measurement on the 63Cu
mainline of Sr2Cu0.98Ni0.02O3 at 140K. Spin-lattice relaxation rates 𝑇
−1
1 (filled black
squares), stretching exponents 𝜆 (open cyan circles) and spectrum (dark gold line) where
measured with the 𝑎 axis parallel to the field 𝜇0𝐵 = 7.0488T. The spectral intensity is
normalized to the maximum of the high field satellite and the scale is not shown in the
graph.
outer parts of the resonance lines. Its frequency dependence also flattens towards low
temperatures.
Putting everything together one can conclude that Cu nuclei which contribute to the
outer parts of the resonance lines probe a narrow distribution of small spin gaps, while
Cu nuclei contributing to the center of the resonance lines probe a broad distribution
of large and small spin gaps. In principle, there are two possibilities on how the
gap could vary to get such a frequency dependence in combination with the LAM.
One possibility is that the gap varies within single chain segments in a way that it is
small at sites where the local susceptibility is large and large at sites where the local
susceptibility is close to zero. Assuming a one-to-one correspondence between local
susceptibility and gap, this idea can easily be disproved: it would mean a well-defined
𝑇1 value at every point in the spectrum and 𝜆 < 1 would not occur. The results
from the preceding section suggest another interpretation. The doping dependence
of the spin-lattice relaxation measurements showed that the magnitude of the spin
gap depends on the chain length — they are inversely proportional to each other.
Moreover, the analysis of the spectra showed that the shape of the LAM depends on
the chain length too. The amplitude of the local susceptibility at low temperatures
of even segments is smaller the shorter its length. In fact, both dependencies are
intimately related according to the model of finite chain segments (see Section 2.5).
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These conclusions fit remarkably well to the frequency dependence of spin-lattice
relaxation. Upon cooling down, the temperature reaches at first values comparable
to the size of the gap of the shortest chain segments (which are existing in sufficient
number to make a measurable effect). Two things are happening then during cooling:
the relaxation rate of these segments starts to decrease and their local susceptibility is
suppressed, which means that their contribution to the spectral intensity is rearranged
toward the center of the resonance line. By further cooling the sample, longer chain
segments start to take part in this process. Chain segments, whose local susceptibility
is not suppressed yet and whose spin-lattice relaxation corresponds still to the high-
temperature behavior, contribute to the full width of the resonance line. The shorter
the chain segment and, therefore, the smaller its corresponding spin-lattice relaxation
rate, the narrower is the region around the center where this segment contributes to
the resonance line. Thus, one finds a broad distribution of large and small relaxation
rates close to the center of the resonance line, while far away from the center there
is a narrow distribution of large relaxation rates only.
However, an additional variation of 𝑇−11 within one chain segment cannot be excluded.
There is no reason to assume that the imaginary part of the dynamic susceptibility 𝜒′′
in such a translational invariant system is constant. The static susceptibility varies
within one chain segment too, as one can see in the NMR spectra. Nevertheless, there
is no possibility to prove the possible variation of 𝑇−11 within one chain segment, as
long as a complete model for the local static susceptibility, i.e. for the spectra, is
missing.
One important outcome of this section is that it explains why it was not possible to
fit the spin-lattice recovery curves measured at the center of the resonance lines with
the model of a distribution of finite chains (see Appendix B). Depending on length
and temperature, the chain segments contribute by varying extend to the center of
the resonance lines. Also here, a complete model for the local static susceptibility
would be necessary to be able to perform such simulations. Fig. 7.10a shows also
that the spin-lattice relaxation rate on the nickel peak corresponds to the spin-lattice
relaxation rate at the center of the "normal" line. The implications of this finding
are not clear yet.
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Figure 7.12.: Corrected integrated intensity measured on a field sweep of the 63Cu high
field satellite of SrCu0.99Ni0.01O2. The field was oriented parallel to the crystallographic 𝑏
axis and the frequency was fixed to 𝜈 = 80MHz.
7.4. Odd chains?
While the contribution of even chain segments to spin-lattice relaxation and to the
spectra seems to be quite clear, the role of the odd chain segments in NMR measure-
ments is still not completely understood. For even chain segments, it is clear that a
gap between singlet ground state and the first triplet state leads to a decrease in the
spin-lattice relaxation rate at low temperatures, as the spins do not fluctuate when
frozen into the singlet state. But what happens if the ground state is a doublet, as
in the case of the odd chains segments? Do odd chain segments evoke spin lattice
relaxation even at low temperatures? The model of finite chain segment provides an
escape from this question: it does not matter for the measurements because when
the temperature reaches a value comparable to the gap of an odd chain segment, its
local susceptibility starts to diverge and it will not contribute to the resonance line
any more (see last panel of Fig. 7.5). Therefore, an effect on the spin-lattice relax-
ation rate should not be measurable. There is an obvious way to check if the odd
chain segments indeed do not contribute to the resonance lines at low temperatures:
If the model prediction is correct, the absolute integrated signal intensity corrected
for temperature T, number of scans n and 𝑇2 (see Section 4.4.8) should decrease by
one half toward low temperatures. Otherwise it should be constant over the whole
temperature range.
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To perform this check, the 63Cu high field satellite of SrCu0.99Ni0.01O2 has been care-
fully re-measured with high accuracy for several temperatures, together with the
corresponding spin-spin relaxation time 𝑇2. The resulting corrected integrated inten-
sity is displayed in Fig. 7.12. While the corrected intensity stays constant at high
temperatures, it increases towards low temperatures by a factor of about 10. The
measured behavior is completely unexpected and not understood yet. There has to
be an additional effect which either leads to an enhancement of the signal at low tem-
peratures similar to the signal enhancement observed in ferromagnets [138–140] or to
a reduction of the high temperature signal, for example by very fast relaxation due to
spin fluctuations which are suppressed at low temperatures. Such a ’wipeout’ due to
strong spin fluctuations has already been observed on the charge-stripe ordered phase
of La2−𝑥Ba2CuO4 [141]. Whatever might be the reason for the unusual behavior of
absolute signal intensity: the question if odd chains contribute or not could not be
clarified.
7.5. Summary
In this chapter, Cu NMR spectra and spin-lattice relaxation measurements of Ni
doped SrCuO2 and Sr2CuO3 have been presented and analyzed. The temperature
and doping dependence of the spectra, the temperature dependence of spin-lattice
relaxation and its variation with the broad resonance lines as well can be basically
understood using the model of finite chain segments. Therefore, the results strongly
indicate that nickel impurities behave as scalar defects in the cuprate spin chains.
Thereby, single and double chain compounds show identical behavior besides their
differing hyperfine couplings, which proves once again that the approximation as
single chain is valid even for SrCuO2.
However, there are open questions. One is that the spectra show additional peaks re-
lated to local lattice distortions created by nickel doping. Why these distortions occur
is not clear. While the formation of local lattice distortions seems to be reasonable
for Sr2Cu1−𝑥Ni𝑥O3 as single crystals of Sr2NiO3 do not exist [129], the emergence of
these distortions is surprising for SrCu1−𝑥Ni𝑥O2 as SrNiO2 crystallizes with the same
lattice structure and almost the same lattice parameters as SrCuO2[130]. Another
open issue is the role of odd chain segments. The model of finite chain segments
predicts a loss of spectral intensity at low temperatures because the contribution
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of odd chain segments should get unobservable. This could not be verified due to
an unknown effect which leads to a strong increase of the spectral intensity at low
temperature.
The last and most important open question concerns the shape of the low-temperature
spectra. Even though these lines get narrower with increasing doping level as pre-
dicted by the model, they are still much broader than they should be. The obvious
interpretation is that this broadening is related to interchain coupling which is not
considered in the model calculations. Also preliminary calculations [131] taking these
couplings into account suggest this interpretation. However, up to here, I cannot ex-
clude that this broadening is result of a potential spin 1 of the Ni impurities. This can
only be clarified by a comparison to measurements on samples doped with an element
which surely acts as spin 0 impurity. This case is regarded in the next chapter.
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Palladium is known to be an 𝑆 = 0 impurity (see Section 3.2). NMR measurements
on Pd doped samples shall provide the necessary comparison to be able to judge if
the nickel impurities act as scalar defects or not, as a sufficiently complete theoretical
description is not available. Therefore, spectra and spin-lattice relaxation on the
center of the 63Cu mainline have been measured on a sample of SrCu0.99Pd0.01O2 for
various temperatures under the same conditions as for the sample of SrCu0.99Ni0.01O2
(see Chapter 7).
The spectra are plotted in Fig. 8.1 and compared to the ones of SrCu0.99Ni0.01O2.
One can see that they are almost exactly congruent. The main difference is the
absence of the nickel peak. Thus, Pd doping does not lead to local lattice distortions.
Further differences can be observed on the 63Cu high field satellite. On the one hand
its center is slightly shifted. The reason for this is a small but almost unavoidable
misalignment of the sample. On the other hand, the satellite line shows less structure
than the mainline. Especially at 100K the shoulder features are barely visible on the
satellite line of SrCu0.99Pd0.01O2 while they are well resolved for SrCu0.99Ni0.01O2.
As this smearing only concerns the satellite lines, it must have quadrupolar origin
and, therefore, indicates that the palladium doped sample includes a slightly higher
amount of structural disorder than the nickel doped sample. This may either be
intrinsic or due to differences in the sample production.
The spin-lattice relaxation measurement have been analyzed in the same way as the
one on SrCu0.99Ni0.01O2 (see Fig. 7.2). The resulting fitting parameters — 𝑇
−1
1 and
𝜆 — are plotted in Fig. 8.2. Both quantities follow very closely the behavior of
SrCu0.99Ni0.01O2.
As spectra as well as spin-lattice relaxation measurements reproduce essentially the
corresponding observations on the Ni doped sample, the reader is referred to Chapter 7
for a more thorough analysis and interpretation. The coincidence of the NMR results
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Figure 8.1.: NMR spectra of SrCu0.99Pd0.01O2 for different temperatures measured
with a fixed frequency of 80MHz by varying the magnetic field 𝐵||𝑏. The spectra of
SrCu0.99Ni0.01O2 are plotted as black lines for comparison.
on both samples proves that nickel acts as a scalar defect in the chain cuprates. The
fact that even the spectra are essentially the same suggests that nickel is in its low
spin state as a screened nickel 𝑆 = 1 should lead to a signature of the screening in
the NMR spectra (see Section 2.5). However, it is also possible that for the impurity
spin the observed temperature range is far below the Kondo temperature 𝑇𝐾 , the
screening has saturated and is, therefore, not visible (see Section 2.5).
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Figure 8.2.: Spin-lattice relaxation rates 𝑇−11 and stretching exponents 𝜆 of
SrCu0.99Pd0.01O2 and of SrCu0.99Ni0.01O2 for comparison. All measurements have been
performed on the 63Cu high field satellite with the magnetic field 𝜇0𝐻 ≈ 7T parallel to
the crystallographic 𝑏 axis.
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9. The Effect of Zinc Doping
Zinc is supposed to act as an in-chain 𝑆 = 0 impurity. However, experimental studies
suggest that it avoids to occupy the copper site (see Section 3.2). In this chapter,
measurements on Zn doped SrCuO2 and Sr2CuO3 are shown and discussed. Thereby,
the insights from the previous chapters are used to determine whether Zn occupies
copper sites to the extend expected from the nominal doping level. Therefore, the
comparison of the NMR measurements to the corresponding ones on the nickel doped
compounds is of importance. In analogy to the treatment in Chapter 7, NMR spectra
are shown at first, then spin-lattice relaxation measurements on the center of the reso-
nance line are presented and at last the frequency dependence of these measurements
are discussed.
9.1. NMR Spectra
Fig. 9.1 shows the complete set of NMR spectra which were measured on
SrCu1−𝑥Zn𝑥O2 𝑥 = {0.01, 0.02} and Sr2Cu0.99Zn0.01O3. They were obtained with a
fixed frequency of 80MHz in a magnetic field parallel to the crystallographic 𝑏 axis
or 𝑎 axis, respectively. From left to right, the 63Cu low field satellites, the 63Cu
mainlines and the 63Cu high field satellites are depicted. Not every spectrum was
recorded spanning all three lines. As in the case of Ni doping, the lines are about
equally narrow1 at 300K. Towards low temperatures, they broaden and obtain some
structure. This process is again of magnetic origin, as mainline and satellites show
the same behavior. An additional set of peaks as in the case of Ni doping does not
show up.
1In Fig. 9.2 one can see that especially the high field satellite of SrCu0.99Ni0.01O2 at 300K is
substantially broader than the ones on the pure and the Ni doped samples. However, this line
becomes narrower again with decreasing temperature. This is a hint that this broadening is just an
experimental artifact related to the low signal-to-noise ratio of the high-temperature spectra.
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Figure 9.1.: NMR Spectra of SrCu1−𝑥Zn𝑥O2 and Sr2Cu0.99Zn0.01O3 for different tem-
peratures measured with a fixed frequency of 80MHz by varying the magnetic field. The
magnetic field was aligned parallel to the crystallographic 𝑏 axis for SrCu1−𝑥Zn𝑥O2 and
parallel to the crystallographic 𝑎 axis for Sr2Cu0.99Zn0.01O3.
98
9.1 NMR Spectra
In Fig. 9.2, the high field satellites of Zn doped SrCuO2 are compared to the pure
and Ni doped versions. The black dashed lines show again the 1/
√
𝑇 -behavior of
the edges of the shoulder feature which is expected from the model of semi-infinite
chains. Also the Zn doped samples show shoulder features which follow essentially
this behavior. However, the intensity of the shoulders is much smaller than the one of
the corresponding Ni doped samples. The model of semi-infinite chains predicts the
intensity of the shoulder feature to be proportional to the chain break concentration
(see Section 2.5). Therefore, the samples can be put in an order with increasing real
defect concentration. This has been done in Fig. 9.2 by the arrangement of the panel
which reflects an increasing in-chain doping from the left to the right. This order is
particularly comprehensive by considering the spectra at 50K and 100K. One can
see that the shoulder feature of nominal 1% Zn doping is even lower in intensity than
of 0.25% Ni doping. The shoulder feature of nominal 2% Zn doping seems to be
almost the same as for 0.5% Ni doping. This sequence is also reflected in the low-
temperature spectra. However, the behavior is more complex. For example at 10K
the spectra broaden at first with increasing defect concentration. They develop two
broad humps. Then the spectra loose this humpy structure and get narrower again.
This behavior fits remarkably good into the picture drawn in Chapter 7. Low doping
levels lead to a proliferation of the local alternating susceptibility at low temperatures.
Eventually it is even reflected in neighboring chains. Anyhow, most of the Cu spins
are polarized, which leads to the broad and humpy lines. Higher doping levels result
in shorter chain segments. As short even chains lock in the singlet state and short
odd chains are not observable anymore, the lines get narrow with further increase of
the doping level. Thus, from the NMR spectra one can conclude in a consistent way
that the in-chain defect concentration of Zn doped SrCuO2 is much lower than the
nominal doping level. It seems to be smaller than 0.25% for 1% nominal Zn doping
and almost 0.5% for 2% nominal Zn doping.
The same can be observed for Zn-doped Sr2CuO3. In Fig. 9.3 the shoulder feature of
the 63Cu mainline of Sr2Cu0.99Zn0.01O3 is not observable above 100K and even there
it is barely visible with the scaling chosen for the plot. At 50K one can easily see that
the intensity of the shoulder feature is only a fraction of the corresponding Ni-doped
version. Thus the real defect concentration should be much lower than 1%.
That the broad lines at low temperatures are really due to a local varying suscep-
tibility and not due to some static ordering effect is demonstrated with Fig. 9.4
where a field sweep obtained with a fixed frequency of 120MHz is compared to the
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Figure 9.2.: Zoomed 63Cu high field satellite of SrCuO2, SrCu1−𝑥Zn𝑥O2 and
SrCu1−𝑥Ni𝑥O2 measured with a fixed frequency of 80MHz by varying the magnetic field
𝐵||𝑏. The black dashed lines (more precise: the ends of their segments) indicate the
1/
√︀
(𝑇 )-behavior, which is expected for the shoulder feature from the model of semi-
infinite chains with
√︀
(𝑇 )Δ𝐻/2𝐻0 = 0.0326. The plots are arrange such that they show
increasing impurity effects from the left to the right (see text).
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Figure 9.3.: Zoomed 63Cu mainline of pure, 1% Zn doped and 1% Ni doped Sr2CuO3
measured with a fixed frequency of 80MHz by varying the magnetic field 𝐵||𝑎. The black
dashed lines (more precise: the ends of their segments) indicate the 1/
√︀
(𝑇 )-behavior,
which is expected from the model of semi-infinite chains with
√︀
(𝑇 )Δ𝐻/2𝐻0 = 0.0544.
standard 80MHz-sweep. The line is broader for the higher frequency which implies
higher magnetic fields. Noticeable features are shoulders which are marked in the
plot. The distance between these shoulders increases with increasing frequency from
Δ80MHz = 49mT to Δ120MHz = 73mT. As this distance is a manifestation of the
local magnetization it should be proportional to the magnetic field assuming we are
dealing with local susceptibility. The ratio Δ120MHz/Δ80MHz = 1.49 is almost exactly
the same as 120MHz/80MHz = 1.5. As the acting magnetic fields are in about
proportional to the frequency, this verifies the claimed proportionality.
9.2. Spin-Lattice Relaxation Rates
Spin-lattice relaxation measurements have been performed on the center of the 63Cu
high field satellite of SrCu1−𝑥Zn𝑥O2 𝑥 = {0.01, 0.02} and Sr2Cu0.99Zn0.01O3. The mea-
surements were analyzed in the same way as in the Ni-doped case (see Section 7.2).
101
9 The Effect of Zinc Doping
−0.1 −0.05 0 0.05 0.1
In
te
n
si
ty
(a
.u
.)
𝜇0𝐻 (T)
39mT 34mT
25mT 24mT
Figure 9.4.: Comparsion between NMR spectra of SrCu0.98Zn0.02O2 measured with dif-
ferent fixed frequency of 80MHz (red) and 120MHz (blue). The spectra are obtained by
varying the magnetic field and ploting the echo intensity. The x-axis is shifted such that
the center of the 63Cu mainline coincides for 80MHz and 120MHz.
Fig. 9.5 shows the results of SrCu1−𝑥Zn𝑥O2 and of SrCu1−𝑥Ni𝑥O2 for comparison.
One can see that 𝑇−11 of the Zn-doped samples follows also the behavior of the pure
compound down to a certain temperature 𝑇 * and decreases strongly towards lower
temperatures. This decrease of 𝑇−11 is accompanied by a decrease of the stretching
exponent 𝜆. Thus, the behavior is essentially the same as for the Ni-doped samples. It
suggests that Zn doping also induces a distribution of spin gaps by cutting the chains
into segments with finite length. However, also this effect is much smaller than with
nickel or palladium doping. A nominal Zn content of 1% leads to 𝑇 *112𝑍𝑛1 = 25K
only, which is even smaller than 𝑇 *112𝑁𝑖0.25 = 35K for 0.25% Ni doping. A nominal
Zn content of 2% results in 𝑇 *112𝑍𝑛2 = 50K, which coincides with 𝑇
*
112𝑁𝑖0.5 = 50K for
0.5% Ni doping. According to the results in Section 7.2, 𝑇 * should be proportional
to the in-chain defect concentration. Therefore, also the 𝑇1 measurements indicate
that the real defect concentration is much smaller than the nominal doping level.
Moreover, the same sequence of increasing defect concentrations can be deduced: 1%
Zn, 0.25% Ni, 2% Zn ≈ 0.5% Ni, 1% Ni.
Fig. 9.6 shows the results of Sr2Cu0.99Zn0.01O3 compared to pure and Ni-doped
Sr2CuO3. One can see that 𝑇
−1
1 deviates from the behavior of the pure compound, but
it does not show such a clear drop as the Zn-doped double chain compound. Never-
theless, a tendency of decreasing spin-lattice relaxation rates is observable. Moreover,
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Figure 9.5.: Spin-lattice relaxation rates 𝑇−11 and stretching exponents 𝜆 of
SrCu1−𝑥Zn𝑥O2 for varying 𝑥 and of SrCu1−𝑥Ni𝑥O2 for comparison, each measured on the
center of the 63Cu high field satellite. All samples were measured with the magnetic field
𝜇0𝐻 ≈ 7T parallel to the crystallographic 𝑐 axis. The black arrows indicate the crossover
temperatures 𝑇 *.
the stretching exponent 𝜆 shows a clear drop towards low temperatures. Thus, one
can assume that also in Sr2CuO3 spin gaps are induced by the Zn doping, even though
the real defect concentration is much smaller than for the nominal doping level. The
ambiguous behavior of 𝑇−11 at low temperatures might be related to enhanced spin
fluctuations associated with the transition to 3D ordering. In the pure compound the
Néel temperature is 𝑇𝑁 = 5.4K (see Chapter 3). As the real defect concentration
turned out to be much lower than the nominal doping level, one can expect that the
suppression of the Néel temperature (see Chapter 3) is only moderate. Therefore,
the effects of the probably nearby phase transition might be already noticeable in the
low-temperature part of the plot.
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Figure 9.6.: Spin-lattice relaxation rates 𝑇−11 and stretching exponents 𝜆 of
Sr2Cu0.99Zn0.02O3 and of pure and Ni doped Sr2CuO3 for comparison, each measured on
the center of the 63Cu high field satellite. All samples were measured with the magnetic
field 𝜇0𝐻 ≈ 7T parallel to the crystallographic 𝑎 axis.
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9.3. Frequency-Dependent Spin-Lattice Relaxation
Rates
Fig. 9.7 shows spin-lattice relaxation rates 𝑇−11 and stretching exponents 𝜆 mea-
sured at different positions within the 63Cu high field satellite of SrCu1−𝑥Zn𝑥O2
𝑥 = {0.01, 0.02}. While for SrCu0.99Zn0.01O2 these measurements have been per-
formed at 𝑇 = 4.5K only, Fig. 9.7b shows the temperature dependence for
SrCu0.98Zn0.02O2 between 50K and 4.2K. As in the case of Ni doping, a strong
frequency dependence of 𝑇−11 and 𝜆 can be observed for both doping levels. 𝑇
−1
1
and 𝜆 are smallest at the center of the resonance lines and get larger the longer the
distance to the center. In Fig. 9.7b one can see that at 50K — the temperature
where the spin-lattice relaxation rate at the center of the resonance line starts to
drop — the frequency dependence is not much pronounced. It intensifies toward low
temperatures as it is expected from the results in Section 7.3.
However, there is one difference to the case of Ni doping. At the outer parts of the
resonance line, relaxation rates of 𝑇−11 > 6000 s
−1 and even 𝑇−11 > 10 000 s
−1 are
obtained. This is more than the high temperature value of 𝑇−11 ≈ 5500 s−1. The
model of semi-infinite chains (see Section 7.3 and Section 2.5) does not predict an
increase of spin-lattice relaxation rates towards low temperatures. Thus, there has
to be an additional effect. As everything else agrees with the behavior of Ni-doped
SrCuO2, it seems natural to assume that the same effect would also be visible for
low doping levels of nickel. An upturn toward low temperatures is also observable for
the spin-lattice relaxation rates measured on the center of the resonance line of pure
SrCuO2 (see Fig. 7.7), which is most probably a manifestation of critical fluctuations
associated with the nearby phase transition to 3D ordering (see Chapter 6), i.e. an
additional effect due to the interchain coupling. So, it might be that the critical
fluctuations are still effectual for long chain segments which contribute to the outer
parts of the resonance lines, whose spin-lattice relaxation rate is, thus, not suppressed
yet. This would also explain why this increase in spin-lattice relaxation rate is not
observed for 1% of Ni doping. There, the suppression of 𝑇−11 due to the finite chain
lengths concerns already the full width of the resonance line before the temperature
range with critical fluctuations is reached for two reasons: on the one hand 𝑇−11
decreases at higher temperatures and on the other hand 𝑇𝑁 is suppressed by the
doping [38].
105
9 The Effect of Zinc Doping
0
1000
2000
3000
76 77 78
0.5
1
𝐓 = 𝟒.𝟓 𝐊
𝜆
𝑇
−
1
1
(s
−
1
)
𝜈(MHz)
(a)
0
3000
6000
9000
0.5
1
77 78
𝐓 = 𝟓𝟎 𝐊
𝜆
𝑇
−
1
1
(s
−
1
)
0
3000
6000
9000
0.5
1
𝐓 = 𝟒𝟎 𝐊
0
3000
6000
9000
0.5
1
𝐓 = 𝟑𝟎 𝐊
0
3000
6000
9000
0.5
1
𝐓 = 𝟐𝟓 𝐊
0
3000
6000
9000
0.5
1
𝐓 = 𝟏𝟎 𝐊
0
3000
6000
9000
77 78
0.5
1
𝐓 = 𝟒.𝟐 𝐊
𝜈(MHz)
𝜈(MHz)
(b)
Figure 9.7.: Frequency-dependent spin-lattice relaxation measurement on the 63Cu high
field satellite (a) of SrCu0.99Zn0.01O2 and (b) of SrCu0.98Zn0.02O2 at different temper-
atures. Spin-lattice relaxation rates 𝑇−11 (filled black squares), stretching exponents 𝜆
(open cyan circles) and spectrum (dark gold line) were measured with the 𝑏 axis parallel
to the field 𝜇0𝐵 = 7.001T (a) or 𝜇0𝐵 = 7.0488T (b). The spectral intensity is normalized
to the maximum of the high field satellite and the scale is not shown in the graph.
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9.4 Chemical Analysis
Sample nominal doping level measured doping level
112Zn1 1% (0.357± 0.001)%
112Zn2 2% (1.493± 0.008)%
213Zn1 1% (0.302± 0.002)%
112Ni0.25 0.25% (0.268± 0.002)%
112Ni0.5 0.5% (0.437± 0.002)%
112Ni1 1% (0.996± 0.004)%
213Ni1 1% (1.004± 0.005)%
213Ni2 2% (2.009± 0.012)%
Table 9.4.1.: Real doping levels obtained by the ICP-OES method. The measurements
were performed by Andrea Voß, IFW Dresden. The above shown doping levels were calcu-
lated from the ICP-OES data, which delivers the masses 𝑚 of the studied elements, in the
following way: 𝑥 =
𝑚Zn/Ni
𝑚Cu+𝑚Zn/Ni
9.4. Chemical Analysis
To determine the actual zinc content, the samples have been studied by the ICP-OES2
method. For comparison, the Ni-doped samples have also been examined. Tab. 9.4.1
shows the results. One can see that the real zinc content is in fact much smaller than
the nominal doping level, whereas for nickel, real and nominal doping level agree
well. However, the real Zn content is still much higher than expected from the NMR
measurements and their comparison with the Ni doped samples. As shown in the last
sections, one would expect the sample 112Zn1 to contain less than 0.25% of Zn and
the sample 112Zn2 to contain in about 0.5% of Zn. The reason for this discrepancy
is that the chemical analysis measures the total zinc content, while the analysis of
the NMR measurements is only susceptible to Zn on the Cu site. Therefore, one
can conclude that a fraction of the contained Zn occupies other lattice sites. Thus,
the zinc used in the growth process does not only avoid to be incorporated into the
sample but also avoids to occupy the copper site.
2For the Inductively Coupled Plasma Optical Emission Spectroscopy the samples ground and
dissolved by a suitable solvent. Then the material is brought in an argon plasma and the optical
emission of the elements is analysed. The measurements have been performed by Andrea Voß, IFW
Dresden.
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9.5. Summary
In this section, Cu NMR measurements on Zn-doped SrCuO2 and Zn-doped Sr2CuO3
have been presented and have been compared to the corresponding measurements on
Ni doped samples. It appears that the spectra and the temperature dependence of
the spin-lattice relaxation rate of a Zn-doped sample differ from those of a Ni-doped
sample with the same nominal doping level. These differences can be understood
assuming that Zn acts as a scalar impurity and causes spin gaps in the same way
as Ni. Only the real in-chain defect concentration is smaller than the nominal Zn
doping level. On the basis of the NMR measurements, one can order the samples
by increasing doping content. This order is the same no matter if spectra or 𝑇1-
measurements are used to establish it, which emphasizes the reliability of the method.
This order does not agree with the real Zn contents obtained from a chemical analysis,
which are indeed lower than the nominal doping levels but higher than expected from
the NMR measurements. This shows that not all of the Zn which is incorporated
into the samples ends up on Cu sites.
The low in-chain defect concentrations of the Zn-doped samples leads to additional
effects. Due to the larger chain lengths, the suppression of the spin-lattice relaxation
rate 𝑇−11 occurs at lower temperatures. Therefore, this process competes with the
increase of 𝑇−11 due to critical fluctuation close to the transition to 3D ordering which,
at the same time, is less suppressed than with higher doping levels.
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10. Conclusions
In this work, the cuprate spin chain systems SrCuO2 and Sr2CuO3 intentionally doped
with Ni, Zn, and Pd impurities have been studied by means of Nuclear Magnetic Res-
onance (NMR). The experimental results have been compared to the predictions of
the semi-infinite and the finite version of the spin 1/2 antiferromagnetic Heisenberg
chain (𝑆 = 1/2 aHC) to evaluate to what extend these models are sufficient to de-
scribe the effect of doping in those quasi-one-dimensional spin systems.
For all samples, Cu NMR spectra have been obtained and Cu NMR spin-lattice re-
laxation measurements have been performed within a wide temperature range from
300K to 4.2K. The NMR spectra of all doped samples show a characteristic broad-
ening with decreasing temperature, which reacts very sensitively on slight doping
differences. The spin-lattice relaxation measurements of almost all doped samples
reveal a broadening distribution of decreasing spin-lattice relaxation rates upon cool-
ing down, which vary within the broad resonance lines. These measurements can be
essentially understood using the model of finite segments of the 𝑆 = 1/2 aHC. This
means that all of the studied impurities seem to simply cut the infinitely long chains
into segments with random lengths. There are three main lines of evidence support-
ing this perspective:
1. The structured broadening of the NMR spectra can be ascribed to a local alter-
nating magnetization (LAM) which forms initially around the impurities and which
extends at low temperatures over the hole chain segment. Additionally, the magni-
tude of the LAM of even segments is strongly suppressed towards low temperatures
as these segments freeze into the singlet ground state, while the odd segments do not
contribute any more due to the large magnitude of the susceptibility in their doublet
ground state. This freezing into the corresponding ground states is dependent on the
chain length, which leads to a smearing of the spectral features and to an decrease
of the low-temperature linewidth with increasing doping level.
2. The decrease of spin-lattice relaxation rates towards low temperatures can be ex-
plained by the finite size gap between ground state and first excited state of the chain
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segments. Since the magnitude of the gap depends on the chain length, there is a
distribution of spin-lattice relaxation rates. This agrees to the finding of a spin pseu-
dogap behavior on a macroscopic scale by inelastic neutron scattering experiments
on Ni-doped SrCuO2 [137].
3. The variation of spin-lattice relaxation within the broad resonance lines can be
understood as combined effect of gap and LAM both being dependent on the ran-
domly distributed chain lengths.
However, the measurements also show that the ability of the model to describe the
behavior of the real compounds is limited. Even though the measured spectra qual-
itatively show the predicted behavior, at very low temperatures they do not fully
agree with model-based calculations—they are too broad. This additional broaden-
ing is most likely due to unavoidable interchain couplings which were not considered
in the model calculations.
Another major result of this work concerns the role of nickel impurities. While for
the 2D cuprates nickel impurities are known to be in the high-spin state (𝑆 = 1),
this was not clear for the chain cuprates. The comparison of the NMR spectra and
the spin-lattice relaxation measurements of a sample of Ni-doped SrCuO2 with the
corresponding measurements of a Pd-doped sample with the same impurity concen-
tration shows that both impurities lead to almost exactly the same behavior. The
only difference is the existence of the "nickel peaks"—an additional set of NMR lines
related to Cu nuclei affected by a local lattice distortion. The strong agreement of
the NMR results on Pd- and Ni-doped samples strongly suggests that Ni impurities
in cuprate spin chains adopt the low spin state (𝑆 = 0) and, therefore, act as native
scalar impurities in contrast to their behavior in the 2D cuprates. However, it cannot
be excluded that the absence of any sign of a screening cloud in the NMR spectra of
the Ni-doped samples, which would be expected for a 𝑆 = 1 impurity, is just related
to the value of the ratio of the impurity coupling 𝐽𝑖𝑚𝑝 to 𝐽 . This ratio might be
such that the screening cloud has already saturated within the studied temperature
range. Maybe this question could be ultimately clarified using a method called x-ray
magnetic circular dichroism (XMCD), which can give direct information about the
spin state of a magnetic ion [142].
Beyond these results, further insights are worth to be mentioned in this concluding
section. The experiments showed also that even in the case of in-chain doping there
are no essential differences between the behavior of SrCuO2 and Sr2CuO3. This
confirmed once again that the single chain model is suitable to describe the magnetic
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behavior of SrCuO2 in spite of its double chain structure. Some light has been shed
on the case of Zn doping. By comparing the measurements on the Zn-doped samples
with the Ni-doped case, it could be shown that only a fraction of the contained
Zn occupies copper sites. Zinc is therefore not a good dopant for the intentional
evocation of chain breaks in the cuprate spin chains.
Further improvement and confirmation of the obtained insights could become possible
with a complete model of the low-temperature spectra taking into account the inter-
chain couplings. This would allow to simulate the variation of spin-lattice relaxation
measurements within the broad resonance lines and, therefore, also the distribution
of spin-lattice relaxation rates at the center.
In conclusion, it was possible to help for a better understanding of the impact of
in-chain impurities in cuprate spin chains and to select and confirm, based on exper-
iments, earlier theoretical considerations. The here-drawn model concept is capable
of being extended to include also the so far unexplained experimental features and
might therefore lead to further fruitful theoretical and experimental work.
111

Appendix
113

A. Simulation of Local
Susceptibilities and Spectra of
Finite Chain Segments
To simulate the local alternating susceptibilities shown in Fig. 2.4 and the spectra
shown in Fig. 7.5 self-made software has been used. The local susceptibility at a
certain position within a chain segment with given length for a certain temperature
was calculated based on Eq. (2.16) which was taken from [32]. For the simulation of
the spectra a distribution of chain length was assumed. Following [137], the distribu-
tion to find a non-interrupted chain segment with length 𝐿 is 𝑃𝐿 = 𝑥2(1− 𝑥)𝐿 for a
given defect concentration 𝑥. Local susceptibilities have been calculated for all chain
length 𝐿 with 𝑃𝐿 < 10−5. Each single susceptibility value is then used as the center
of a Gaussian function with the corresponding prefactor 𝑃𝐿 and all this functions are
summed to the overall spectrum. The width of the Gaussian has been adjusted such
that smooth spectra results. It has to be noted that the calculated susceptibilities
are not absolute values.
For the implementation, the interpreted programming language Python in the version
2.7 has been used. The code is shown below. The local susceptibilities calculated for
the simulation of the spectra are saved to files such that the can reused to speed up
further runs.
Listing A.1: lamsimcore.py The module which contains all functions
1 #!/usr/bin/python2 .7
2
3
4 from matplotlib import pyplot as plt
5 import numpy as np
6 import mpmath
7 import os.path
8 import pickle
9 import os
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10
11 ####
12 # For the calculation of the LAM of finite spin chain segments following Sirker and
13 # Laflorencie , EPL 86, 57004
14 ####
15
16 #
------------------------------------------------------------------------------------
17 # Parameters
18 #
------------------------------------------------------------------------------------
19 J=2000.0 # exchange coupling constant
20 K_L = 1.0 # the Luttinger parameter is 1 for the Heisenberg case
21 a = 1.0 # lattice parameter set to 1
22 v = mpmath.pi*J/2.0 #spin velocity
23 c=1 # c is the amplitude of the oscillating suscept and can in principle
24 # be caculated (see Sirker , EPL 86,c 57004. and the named reference
25 # there) but will here be set to 1 first for simplicity and because
26 # now only the shape matters
27 plpiecelimit =1e-5 # segments with smaller probability than pliecelimit /(1/x) will
28 # not be taken into account
29 #
------------------------------------------------------------------------------------
30
31
32 pathtoscriptfolder = os.path.dirname(os.path.realpath(__file__))
33
34 #
------------------------------------------------------------------------------------
35 ### Local Susceptibility following Sirker et al. ##########
36 #
------------------------------------------------------------------------------------
37 def dedekind_eta(q):
38 return mpmath.qp(q)*q**( -1.0/24)
39
40 def oscillating_part(s,N,T):
41 L=a*N
42 denominator =( mpmath.jtheta(1, mpmath.pi*s/(N+1), mpmath.exp(-mpmath.pi*v/2.0/T/L
)))**( K_L /2.0)
43 while denominator ==0: #increase precision if the result is zero and try
again
44 mpmath.mp.prec +=2
45 denominator =( mpmath.jtheta(1, mpmath.pi*s/(N+1), mpmath.exp(-mpmath.pi*v
/2.0/T/L)))**( K_L /2.0)
46 return (mpmath.pi/(N+1))**( K_L /2.0)*( dedekind_eta(mpmath.exp(-mpmath.pi*v/T/L)))
**(3.0* K_L /2.0) / denominator
47
48 def zero_mode_part(s,N,T):
49 L=a*N
50 if N%2==0:
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51 enumerator= mpmath.nsum(lambda n: n*mpmath.sin(2* mpmath.pi*n*s/(N+1))*mpmath
.exp(-mpmath.pi*v*n**2/ K_L/L/T),[-mpmath.inf ,mpmath.inf])
52 denominator = mpmath.nsum(lambda n: mpmath.exp(-mpmath.pi*v*n**2/ K_L/L/T),[-
mpmath.inf ,mpmath.inf])
53 else:
54 enumerator= mpmath.nsum(lambda n: ((2.0*n+1) /2.0)*mpmath.sin (2* mpmath.pi
*((2.0*n+1) /2.0)*s/(N+1))*mpmath.exp(-mpmath.pi*v*((2.0*n+1) /2.0) **2/ K_L
/L/T),[-mpmath.inf ,mpmath.inf])
55 denominator = mpmath.nsum(lambda n: mpmath.exp(-mpmath.pi*v*((2.0*n+1) /2.0)
**2/ K_L/L/T),[-mpmath.inf ,mpmath.inf])
56
57 return - enumerator/denominator
58
59
60 # s: position (goes from 1 to N), L: chain length(number of spins), T: temperature
61 def staggered_local_suscept(s,N,T):
62 return mpmath.fp.mpf(mpmath.mp.re(c/float(T)*oscillating_part(s,N,T)*
zero_mode_part(s,N,T)))
63
64
65 def local_suscept(s,N,T): #uniform part is missing here
66 return staggered_local_suscept(s,N,T)*(-1)**(s+1)
67
68 #
------------------------------------------------------------------------------------
69 ### functions and helper functions to calculate spectra from the calculated local
70 ### susceptibilities (spectra as intensity over susceptibility)
71 #
------------------------------------------------------------------------------------
72 def PLpiece(L,x): #Probability to find a nchain segment of length L
73 return x**2*(1 -x)**(L)
74
75 def GaussianConv(x, mu, prob , sig):
76 return prob*np.exp(-np.power(x - mu, 2.) / (2. * np.power(sig , 2.)))
77
78 # takes a list of arrays containing the local susceptibilities at every site for the
79 # different chain length and gives an arry with the intensities of the spectrum at
80 # the frequencies specified in "freqsarray"
81 def ShiftsToSpec(susceptarraylist , freqsarray ,gaussianwidth ,x):
82 intensity=np.zeros(freqsarray.size)
83 for susceptarray in susceptarraylist:
84 intensity += np.array([np.sum(GaussianConv(freq ,susceptarray ,PLpiece(len(
susceptarray),x),gaussianwidth)) for freq in freqsarray ])
85 return intensity
86
87 #x: doping level , T: temperature
88 def spectrum(x, T, numberofpoints , gaussianwidth=c/100.0 , freqrange=c):
89 minL=2
90 maxL =1000
91 print "... Calculating spectrum for x="+str(x)+", T="+str(T)+", with "+str(
numberofpoints)+" points , a gaussian width of "+str(gaussianwidth)+ " and a
freqrange="+str(freqrange)
92 susceptarraylist=list()
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93
94 #save calculated LAMs in a file and reuse it if necessary
95 susceptdatafilename=pathtoscriptfolder+ "\\ pickle \\LAM_x"+str(x)+"_T"+str(T)+".
dat"
96 if os.path.isfile(susceptdatafilename):
97 print ".... Loading previously calculated susceptibility data from file."
98 with open(susceptdatafilename , ’rb’) as expfile:
99 susceptarraylist=pickle.load(expfile)
100 else:
101 for N in range(minL ,maxL):
102 if PLpiece(N,x) >= plpiecelimit /(1.0/x):
103 print ".... Calculating local susceptibilities of segments with
length "+str(N)
104 s_array = np.arange(1,N+1)
105 susceptarraylist.append ([ local_suscept(s,N,T) for s in s_array ])
106 if not os.path.exists(pathtoscriptfolder+ "\\ pickle"):
107 os.mkdir(pathtoscriptfolder+ "\\ pickle")
108 with open(susceptdatafilename , ’wb’) as expfile:
109 pickle.dump(susceptarraylist , expfile)
110 print ".... Composing spectrum"
111 freq= np.arange(-freqrange , freqrange ,2* freqrange/float(numberofpoints))
112 return (freq , ShiftsToSpec(susceptarraylist ,freq ,gaussianwidth ,x))
113
114 #oddeven =1 for odd , oddeven =0 for even chain segments
115 def spectrum_onlyOddEven(oddeven ,x, T, numberofpoints , gaussianwidth=c/100.0 ,
freqrange=c):
116 minL=2
117 maxL =1000
118 if oddeven ==1:
119 oddevenstr=’odd’
120 elif oddeven ==0:
121 oddevenstr=’even’
122 print "... Calculating spectrum only for "+str(oddevenstr)+" with x="+str(x)+", T
="+str(T)+", with "+str(numberofpoints)+" points , a gaussian width of "+str(
gaussianwidth)+ " and a freqrange="+str(freqrange)
123 susceptarraylist=list()
124 #use calculated LAMs if existing
125 susceptdatafilename=pathtoscriptfolder+ "\\ pickle \\LAM_x"+str(x)+"_T"+str(T)+".
dat"
126 if os.path.isfile(susceptdatafilename):
127 print ".... Loading previously calculated susceptibility data from file."
128 with open(susceptdatafilename , ’rb’) as expfile:
129 templist=pickle.load(expfile)
130 susceptarraylist=list()
131 for i in np.arange(abs(oddeven -len(templist [0]) %2),len(templist) ,2):
132 susceptarraylist.append(templist[i])
133 else:
134 for N in np.arange(minL+oddeven -(minL %2),maxL ,2):
135 if PLpiece(N,x) >= plpiecelimit /(1.0/x):
136 print ".... Calculating local susceptibilities of segments with
length "+str(N)
137 s_array = np.arange(1,N+1)
138 susceptarraylist.append ([ local_suscept(s,N,T) for s in s_array ])
139 print ".... Composing spectrum"
140 freq= np.arange(-freqrange , freqrange ,2* freqrange/float(numberofpoints))
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141 return (freq , ShiftsToSpec(susceptarraylist ,freq ,gaussianwidth ,x))
142
143 # calculates the spectrum of a chain with a certain length. The doping level is used
144 # to estimate the intensity , so that one knows which contribution such a segment
145 # would give.
146 def monochain_spectrum(x,N,T, numberofpoints , gaussianwidth=c/100.0 , freqrange=c):
147 print "... Calculating spectrum for a chain of length "+str(N) +" in a system
with x="+str(x)+", for T="+str(T)+", with "+str(numberofpoints)+" points , a
gaussian width of "+str(gaussianwidth)+ " and a freqrange="+str(freqrange)
148 susceptarraylist=list()
149
150 print ".... Calculating local susceptibilities of segments with length "+str(N)
151 s_array = np.arange(1,N+1)
152 susceptarraylist.append ([ local_suscept(s,N,T) for s in s_array ])
153
154 print ".... Composing spectrum"
155 freq= np.arange(-freqrange , freqrange ,2* freqrange/float(numberofpoints))
156 return (freq , ShiftsToSpec(susceptarraylist ,freq ,gaussianwidth ,x))
Listing A.2: calculateLAMs.py Script which calculates local susceptibilities for defined
chain lengths and temperatures and writes them to files
1 #!/usr/bin/python2 .7
2
3
4 from matplotlib import pyplot as plt
5 from lamsimcore import *
6 import numpy as np
7 import csv
8
9 # This script calculates LAMs for the given temperature and chain lengths and stores
10 # them in files at resultlocation
11
12 #
------------------------------------------------------------------------------------
13 # Parameters
14 #
------------------------------------------------------------------------------------
15 temperaturearray =[300 ,100 ,10]
16 chainlengtharray =[100 ,101 ,50 ,51]
17 resultlocation=r’X:\ projekte\LAM -Sim\results\LAMs_J2000K ’
18 #
------------------------------------------------------------------------------------
19
20 for T in temperaturearray:
21 for N in chainlengtharray:
22 print "..Do calculations for T="+str(T)+" and N="+str(N)
23 s_array=np.arange(1,N+1)
24 susceptarray =[ local_suscept(s,N,T) for s in s_array]
25 exportfile=resultlocation+r’\LAM_T ’+str(T)+’_N’+str(N)+’.csv’
26 with open(exportfile , ’wb’) as csvfile:
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27 datawriter = csv.writer(csvfile)
28 for i in range(len(s_array)):
29 datawriter.writerow ([str(s_array[i]),str(susceptarray[i])])
Listing A.3: calculateLAMandSpectra.py Script which calculates NMR spectra
based on a distribution of chain lengths for given doping level and defined temperatures
1 #!/usr/bin/python2 .7
2
3
4
5 from matplotlib import pyplot as plt
6 from lamsimcore import *
7 import numpy as np
8 import csv
9
10 # This script calculates spectra and the shapes of the LAMs of chains with the mean
11 # chain length (or close to mean: even and odd) for the given temperatures and
writes
12 # the results to files.
13
14 #
------------------------------------------------------------------------------------
15 #Parameters
16 #
------------------------------------------------------------------------------------
17 temperaturearray =[4.5 ,10 ,25 ,50 ,75 ,100 ,200 ,300]
18 x=0.005 #dopinglevel; a value between 0 and 1, not in percent!
19 freqrange =0.01
20 numberofpoints =10000
21 gaussianwidth =0.00005
22 resultlocation=r’X:\ projekte\LAM -Sim\results\spectra_J2000_x0 .005 _freqrange0 .01
_gaussianwidth0 .00005 ’
23 #
------------------------------------------------------------------------------------
24
25 for T in temperaturearray:
26 print "..Do calculations for T="+str(T)
27 # at first calculate the shape of the LAM of segments with
28 # length N=1/x and N=1/x+1
29 N=int (1.0/x)
30 s_array=np.arange(1,N+1)
31 susceptarray =[ staggered_local_suscept(s,N,T) for s in s_array]
32 exportfile=resultlocation+r’\LAM_T’+str(T)+’_N’+str(N)+’.csv’
33 with open(exportfile , ’wb’) as csvfile:
34 datawriter = csv.writer(csvfile)
35 for i in range(len(s_array)):
36 datawriter.writerow ([str(s_array[i]),str(susceptarray[i])])
37
38 N=int (1.0/x+1)
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39 s_array=np.arange(1,N+1)
40 susceptarray =[ staggered_local_suscept(s,N,T) for s in s_array]
41 exportfile=resultlocation+r’\LAM_T ’+str(T)+’_N’+str(N)+’.csv’
42 with open(exportfile , ’wb’) as csvfile:
43 datawriter = csv.writer(csvfile)
44 for i in range(len(s_array)):
45 datawriter.writerow ([str(s_array[i]),str(susceptarray[i])])
46
47 #then calculate the spectrum
48 freqs ,intensities = spectrum(x,T,numberofpoints ,gaussianwidth ,freqrange)
49 exportfile=resultlocation+r’\Spectrum_x ’+str(x)+’_T’+str(T)+’.csv’
50 with open(exportfile , ’wb’) as csvfile:
51 datawriter = csv.writer(csvfile)
52 for i in range(len(freqs)):
53 datawriter.writerow ([str(freqs[i]),str(intensities[i])])
Listing A.4: calculateLAMandSpectra_ofOddEvenChains.py Script which cal-
culates NMR spectra based on a distribution of chain lengths for given doping level and
defined temperatures. It distinguishes thereby between contributions from even and odd
chain segments.
1 #!/usr/bin/python2 .7
2
3
4 from matplotlib import pyplot as plt
5 from lamsimcore import *
6 import numpy as np
7 import csv
8
9 # Calculates the contributions to the spectra for odd and even segments seperately
10
11 #
------------------------------------------------------------------------------------
12 #Parameters
13 #
------------------------------------------------------------------------------------
14 temperaturearray =[4.5 ,10 ,25 ,50 ,75 ,100 ,200 ,300]
15 x=0.01 #dopinglevel; a value between 0 and 1, not in percent!
16 freqrange =0.01
17 numberofpoints =10000
18 gaussianwidth =0.00001
19 resultlocation=r’X:\ projekte\LAM -Sim\results\spectra_J2000_x0 .01 _freqrange0 .01
_gaussianwidth0 .00001 ’
20 #
------------------------------------------------------------------------------------
21
22 for T in temperaturearray:
23 #odd chains
24 freqs ,intensities = spectrum_onlyOddEven (1,x,T,numberofpoints ,gaussianwidth ,
freqrange)
25 exportfile=resultlocation+r’\Spectrum_oddChains_x ’+str(x)+’_T’+str(T)+’.csv’
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26 with open(exportfile , ’wb’) as csvfile:
27 datawriter = csv.writer(csvfile)
28 for i in range(len(freqs)):
29 datawriter.writerow ([str(freqs[i]),str(intensities[i])])
30
31 #even chains
32 freqs ,intensities = spectrum_onlyOddEven (0,x,T,numberofpoints ,gaussianwidth ,
freqrange)
33 exportfile=resultlocation+r’\Spectrum_evenChains_x ’+str(x)+’_T’+str(T)+’.csv’
34 with open(exportfile , ’wb’) as csvfile:
35 datawriter = csv.writer(csvfile)
36 for i in range(len(freqs)):
37 datawriter.writerow ([str(freqs[i]),str(intensities[i])])
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B. Attempt to model the
distribution of 𝑻−𝟏𝟏 to fit the
recovery curves
As demonstrated in Section 7.2, the measured recovery curves of the nuclear magneti-
zation at low temperatures are stretched due to a distribution of spin lattice relaxation
rates 𝑇−11 . This distribution was taken into account by fitting the phenomenological
stretched exponential function to the measured recovery curves. However, this ap-
proach just gives a rough idea about the width of the distribution in terms of the
stretching exponent 𝜆. In the following another approach is presented, which has
already been published as supplementary material of [128].
Instead of fitting with a stretched exponential function, it is also possible to convolute
the recovery curve 𝑀𝑧(𝑡, 𝑇1) with a chosen probability distribution function of 𝑇1. In
accordance with the approach described by [137], the distribution of 𝑇1 can be mod-
eled as result of the distribution of gaps due to a given distribution of chain lengths.
Following [137], the probability to find a copper atom inside a non-interrupted seg-
ment of length 𝐿 for a totally random distribution of defects with a concentration 𝑥
is given by
𝑃𝐿 =
𝐿 · 𝑥2(1− 𝑥)𝐿∑︀∞
𝑖=1 𝐿 · 𝑥2(1− 𝑥)𝐿
= 𝑥2𝐿(1− 𝑥)𝐿−1 . (B.1)
A segment of length 𝐿 has an energy gap Δ𝐿 = Δ0/𝐿 with Δ0 = 3.65𝐽 [28, 137].
Assuming an activated behavior, the temperature dependence of 𝑇1 for copper nuclei
within a chain segment of length 𝐿 is given by
𝑇1(𝑇, 𝐿) = 𝑇1,∞ exp(Δ𝐿/𝑇 ) = 𝑇1,∞ exp(Δ0/𝐿/𝑇 ) . (B.2)
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𝑇1,∞ labels the high temperature limit, which is independent of the gap magnitude.
The recovery function for magnetic relaxation of 𝐼 = 3/2 nuclei measured on a
satellite transition with a unique spin-lattice relaxation time 𝑇1 is [101]:
𝑀𝑧(𝑡, 𝑇1) = 𝑀0
[︁
1− 𝑓
(︁
0.4𝑒−6𝑡/𝑇1 + 0.5𝑒−3𝑡/𝑇1 (B.3)
+ 0.1𝑒−𝑡/𝑇1
)︁]︁
.
The recovery function based on the distribution of chain length can then be obtained
as weighted sum over 𝐿 of Eq. (4.50), where 𝑇1 is given by Eq. (B.2):
𝑀𝑧(𝑡) =
∞∑︁
1
𝑀𝑧(𝑡, 𝑇1(𝑇, 𝐿)) · 𝑃𝐿 . (B.4)
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Figure B.1.: Recovery curve of the nuclear magnetization measured at the center of the
63Cu high field satellite of Sr2Cu0.99Ni0.01O3 at 25K in a magnetic field 𝜇0𝐻 = 7.0493T
oriented parallel to the crystallographic a-axis. The green line illustrates the fit with the
described model. The fitting parameters are: 𝑥 = 0.020 ± 0.003, 𝑇1,∞ = (0.22± 0.07)ms,
𝑀0 = 1.36 ± 0.08 and 𝑓 = 1.66 ± 0.06. 𝑇 = 25K and 𝐽 = 2000K where set fixed
during the fitting procedure. The blue line is simulated corresponding to the model with
the same parameters as the fit except of 𝑥 = 0.01. The red line depicts a stretched fit for
comparison, with 𝑇1 = (7.5± 0.3)ms and 𝜆 = 0.47 ± 0.01. This figure has already been
published in the supplementary material of [128].
For the fitting, we set 𝐽 = 2000K and 𝑇 corresponding to the current temperature
fixed. 𝑥, 𝑇1,∞, 𝑀0, and 𝑓 were used as adjustable parameters.
However, it was not possible to obtain satisfactorily fits. Fig. B.1 shows a curve
measured at 25K and its fit as an example. One can see, that the fitting curve
does not reach full recovery for very long time in contrast to the measured curve.
124
Moreover, the resulting doping level 𝑥 = 0.02 is double as large as the nominal one.
The parameters 𝑥 and 𝑇1,∞ vary a lot over temperature, which should not be the
case. Setting 𝑥 and 𝑇1,∞ to reasonable values and holding them constant during the
fitting procedure resulted in even worse fit quality.
The reason for the failed fitting could be that the original distribution of gaps is spread
over the broad resonance lines, so that only excerpts of the original distribution are
measured at different positions, as stated in Section 7.3. This is supported by the
differences between measured and fitted curves. In Fig. B.1 one can see that the
measured curve realizes a narrower distribution of 𝑇1 than assumed by the model.
This is manifested by the fact that the initial recovery of the measured curve is much
slower than it should be for 𝑥 = 0.01 (see simulated curve in Fig. B.1) and that the
very slow recovery at long times it not visible in the measured data. Even though
there are differences between fitted and measured curve, the resulting doping level
𝑥 = 0.02 and the much faster relaxation of the simulation for 𝑥 = 0.01 shows that at
the center of the resonance line the contribution of short chain segments is enhanced.
This agrees with the results in Section 7.3
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List of Abbreviations
NMR Nuclear Magnetic Resonance
FWHM full width at half maximum
LAM local alternating magnetization
EFG electric field gradient
FID free induction decay
FSS frequency step and sum
𝑆 = 1/2 aHC spin 1/2 antiferromagnetic Heisenberg chain
AF-LRO antiferromagnetic long-range order
XMCD x-ray magnetic circular dichroism
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