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Searching for naturally bounded relative orbits in a zonal gravitational field is a crucial
and challenging task in astrodynamics. In this work, a semi-analytical approach based on
high-order Taylor expansions of Poincaré maps is developed. Entire families of periodic orbits,
parameterized by the energy and the polar component of the angular momentum, are com-
puted under arbitrary order zonal harmonic perturbations, thus enabling the straightforward
design of missions with prescribed properties. The same technique is then proven effective in
determining quasi-periodic orbits that are in bounded relative motion for long time and with
very large aperture. Finally, an illustrative example on how to frame the design of bounded
relative orbits with prescribed properties as an optimization problem is presented.
I. Introduction
Formation flying is an emerging technology that features the collaboration of two or more spacecraft to achieveshared mission objectives. The formation flying concept can overcome some of the limitations associated with a
single-spacecraft mission. The benefits that can be obtained by distributing a payload over multiple platforms includes
simpler designs, cheaper replacement resulting in higher redundancy, realization of larger baselines, and the ability to
observe targets from multiple angles or at multiple times. Because of this, formation flying has developed into one
of the most stirring space technologies. The concept has already been successfully tested in orbit with missions such
as PRISMA [1], GRACE [2], and TerraSAR-X (TSX) & TanDEM-X (TDX) [3], which have further stimulated the
research by astronautical scholars and organizations.
The design of configurations that enables spacecraft to fly in formation both satisfying constraints on relative
distances and minimizing stationkeeping maneuvers is of fundamental importance to either reduce the launch mass and
overall mission costs or to increase mission lifetime and scientific/economic return. To achieve this goal it is necessary
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to study the spacecraft relative dynamics and determine the initial conditions that generate bounded relative orbits.
When Keplerian dynamics are considered, bounded relative motion can be achieved either by finding appropriate initial
conditions that produce periodic relative orbits in the linearized relative equations of motion (Hill-Clohessy-Wiltshire
[4, 5] and Tschauner-Hempel equations [6]) or by matching the energy between neighboring orbits in the full nonlinear
relative dynamics [7]. The solutions in the two-body approximation provide good insight into the relative dynamics
problem; however, when applied in real-word scenarios, expensive formation-keeping strategies are required to cope
with the effect of unmodeled perturbations [8–11].
A strategy to limit the formation maintenance costs consists in designing bounded relative motion in a relative
dynamical model that includes as many perturbations as possible. In this context, astrodynamicists posed their attention
on the identification of bounded relative orbits under zonal harmonic perturbations, mainly J2. Schaub and Alfriend [12]
were the first to propose first-order conditions that enable J2-invariant relative orbits. These conditions were obtained
by setting the chief and deputy on orbits with equal rate of both the right ascension of the ascending node (RAAN)
and mean argument of latitude [12]. It is important to note that in this work mean orbital elements were considered,
thus the effect of short-periodic oscillations was neglected. Due to this approximation and the error introduced by
linearization, the relative motion remains bounded only for short times and small relative distances. Later studies aimed
to overcome these limitations. In [13] more general conditions for J2-invariant relative orbits were obtained by using
non-osculating orbital elements based on the concept of gauge-generalized equations. Dang et al. [14] introduced an
additional corrective factor to the standard invariant constraints to enhance the performance of J2 invariance. The
first-order bounded constraints under higher-order (Jn, n ≥ 2) zonal perturbations were given in [15] by initializing the
chief on the frozen orbit. Despite the fact that mean orbital elements-based analytical approaches are limited in the
size and duration of the bounded relative orbits, they offer a clear mathematical and physical insight into the nature of
bounded relative motion generation problem.
Within the framework of analytical theory for bounded relative motion in the J2 problem, the investigations
performed by Lara and Gurfil [16] and Chu et al. [17] are worth being mentioned. In the first work a radial intermediary
Hamiltonian was introduced to obtain an integrable approximation of J2-perturbed relative motion without averaging
the short-periodic terms. By imposing the relative motion boundedness conditions from [18, 19], numerical simulations
showed that the intermediary-based orbits could produce bounded relative motion in the full J2 perturbation at various
inclinations. Nevertheless, only the argument of the perigee and RAAN were left as degrees of freedom, whereas the
chief and deputy must have the same values of semi-major axis, eccentricity, inclination, and true anomaly. The second
work was based on another approximation of the gravitational potential and presented a full separable Hamiltonian
in terms of spherical coordinates. By applying the Hamilton-Jacobi theory and action-angle variables, canonical
solutions were derived resulting in both constant nodal period (Td) and drift of RAAN per nodal period (∆Ωd) for the
pseudo-elliptical orbits. Thus, matching these two constant values between pair of orbits achieved the bounded relative
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motion.
In parallel to the analytical studies, several numerical methods were proposed to tackle the problem. Koon et al. [20]
introduced the Routh reduction and Poincaré section techniques, originally devised by Broucke [21], for the investigation
of periodic orbits in the J2 problem. However, as first observed by Xu et al. [22] and subsequently discussed by Baresi
and Scheeres [23, 24], the initialization of the chief on a pseudo-circular (periodic) orbit and deputies on pseudo-elliptical
(quasi-periodic) orbits with the same energy level is not suitable for the generation of bounded relative motion. To
illustrate the reason, Xu et al. [22] studied the mapping from (E, Hz,∆r) to (Td,∆Ωd), where E is the Jacobi energy,
Hz is the polar component of the angular momentum and ∆r is the measure of distance between the pseudo-circular
orbit and its pseudo-elliptical orbits. Using a fully numerical approach it was shown that for ∆r , 0 the same value of
image (Td , ∆Ωd) corresponds to different values of inverse image (E, Hz), thus demonstrating the existence of bounded
relative orbits. Further and comprehensively, Baresi and Scheeres [23] obtained entire families of quasi-periodic orbits
producing bounded relative motion about a periodic one. This result was achieved via stroboscopic maps and a fully
numerical technique, referred to as revised GMOS algorithm [25]. In the same work the authors showed the validity of
the algorithm applied to the primary of the binary asteroid 1999 KW4α, under J5 zonal harmonic perturbations. In [24]
the same revised GMOS method was used to study the bounded relative motion at different altitudes (low-Earth orbit,
medium-Earth-orbit, and geostationary-Earth-orbit) and for scenarios with either mission-specified or user-defined Td .
Unlike the previous results computed with analytical methods, the aforementioned numerical ones were developed to
satisfy the bounded relative motion conditions without any approximation. Consequently, mission designers can utilize
the provided initial conditions to initialize the neighboring orbits yielding bounded relative orbits with arbitrary size
over very long periods of time (or infinite time in theory). However, the achievement of such highly accurate results
requires the implementation of a complex algorithm that deals with the numerical propagation of the dynamics and
its associated variational equations for several initial conditions, followed by the solution of a large-scale system of
nonlinear equations through Newton’s iterations [23, 24].
The aim of this work is to introduce semi-analytical techniques for the design of bounded relative motion in the
Earth’s zonal problem. The idea is based on the work by Wittig and Armellin [26], in which it was shown that the
computation of high-order Taylor expansions of the flow of repetitive systems enabled the forward propagation of a
point for many revolutions by the repetitive evaluation of a Taylor map. As in [26], the high-order Taylor polynomials
computed in this work are obtained via differential algebra (DA) techniques. These were first introduced in the field of
particle accelerator physics by Berz [27] and later applied in a variety of problems in astrodynamics, including asteroid
encounter analysis [28], uncertainty propagation [29], orbital conjunctions assessment [30], space debris evolution [31],
and initial orbit determination [32]. In this work the key capability of DA to efficiently expand both the flow of ordinary
differential equations (ODEs) and the solution of parametric implicit equations (PIEs) is exploited to compute the
high-order Taylor expansion of Poincaré maps with respect to both initial conditions and an arbitrary number of relevant
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parameters. This feature is first used to compute families of periodic orbits (in the J15 zonal problem) parametrized in
both E and Hz . These two degrees of freedom are then used to design a periodic orbit with specified properties, e.g.
repeat ground-track (RGT) and sun-synchronous (SS). The expansion of Poincaré map about the selected fixed point
then allows propagating neighboring conditions for thousands of revolutions by simple evaluations of a Taylor map,
similarly to what shown in [26]. The degrees of freedom available in the Poincaré map are exploited to compute families
of quasi-periodic orbits with desired properties. In particular, families of quasi-periodic orbits in bounded relative
motion are obtained by setting matching conditions on Td and ∆Ωd . The achieved relative orbits are bounded for very
long times and for aperture size comparable with fully numerical methods, with the advantage that the entire set of
initial conditions producing bounded relative motion is obtained via a single orbit propagation for a single nodal period.
In order to explain our DA-based semi-analytical approach, the remainder of this paper is presented as follows. In
Sec. II, we use the Routh’s reduction approach to model the orbital dynamics in the zonal gravitational field. This is
followed by a brief introduction of the DA techniques and their use for the high-order expansion of the solution of ODEs
and PIEs (Sec. III). In Sec. IV fixed points (i.e., periodic orbits or quasi-circular orbits [21]) are computed, and the
family of fixed points parametrized by E and Hz is also obtained only by the analytical evaluation of Taylor polynomials.
Furthermore, the effects the zonal harmonic order on the constrained fixed points are also discussed to illustrate the
convergence of the results for order greater than ten. In Sec. V, a systematic DA-based method combined with the
high-order Poincaré maps is proposed to compute the central manifolds (i.e., quasi-periodic orbits or quasi-elliptical
orbits [21]) around the fixed point (away from the critical inclination case). This result enables the identification of the
family of bounded relative orbits for different values of Hz and E. Finally, an example on how to design the bounded
relative orbits with predefined targets on maximum radial and cross-track separation is provided. Conclusions are drawn
in Sec. VI.
II. Reduced Orbital Dynamics of the Zonal Problem
In the inertial frame of an axial symmetric celestial body with the origin located at its center, the x axis pointing to
the vernal equinox, the z axis along the body’s pole direction and the y axis completing the orthogonal triad, the zonal
gravitational potential is generally modeled as
V = − µ
ρ
+
µ
ρ
∞∑
n=2
Jn
(
R
ρ
)n
Pn(sin α), (1)
in which µ is the gravitational parameter of the central body, ρ is the distance of the spacecraft from the mass center of
the body, R is the mean radius of the body, Jn (n ≥ 2) is the zonal harmonic coefficient of degree n, α is the latitude
of the spacecraft, and Pn(sin α) are the latitude-associated Legendre polynomials. The degree n needs to be selected
according to the required accuracy. As an example, in the work by He et al. [33], it was pointed out that n = 15 provided
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sufficiently stable values of the nodal period for spacecraft orbiting the Earth. Unless otherwise indicated, all the
parameters and values reported in this paper are scaled by the characteristic length R = 6378.1363 km and characteristic
time
√
R3/µ = 806.81099 sec.
As shown in the previous research from [20–24, 34], using Routh reduction and introducing the cylindrical coordinate
variables (r, z, φ) with the coordinate transformation

sin ϕ = z/ρ,
ρ =
√
r2 + z2,
(2)
the Jn Hamiltonian governing the motion is expressed by
H (r, z, r˙, z˙) = 1
2
(r˙2 + z˙2 +
H2z
r2
) + V (r, z), (3)
in which the integral of motion Hz = r2φ˙ is the polar component of the angular momentum, (r˙, z˙, φ˙) are the conjugate
momenta of variables (r, z, φ). The variables (r, z, φ) represent the distance from the spacecraft to the z axis, the height
above or below the equatorial plane, and the instantaneous longitude of meridian plane of the spacecraft, respectively.
As the Jn Hamiltonian [Eq. (3)] is time-independent, it is an integral of motion and it coincides with the energy E of the
system. As in previous studies, the pair (E,Hz) is also used in our work to parameterize the orbits.
The time evolution of the spacecraft reduced state x = [r, z, r˙, z˙]T is determined in the zonal problem by the
integration of the system of ODEs
x˙ = f
(
x, Hz
)
=

r˙
z˙
H2z
r3
− ∂V∂r
− ∂V∂z

. (4)
Once the reduced state is integrated, the time derivative of the longitude is computed by φ˙ = Hz/r2 and the longitude
φ(t) by the integral
φ(t) = φ0 + Hz
∫ t
t0
1
r2(τ)
dτ, (5)
in which φ0 is its initial value at time t0.
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The six-dimensional Cartesian state of the spacecraft y = [x, y, z, x˙, y˙, z˙]T is determined via the transformation:

x(t) = r (t) cos φ(t),
y(t) = r (t) sin φ(t),
z(t) = z(t),
x˙(t) = r˙ (t) cos φ(t) − r (t)φ˙(t) sin φ(t),
y˙(t) = r˙ (t) sin φ(t) + r (t)φ˙(t) cos φ(t),
z˙(t) = z˙(t).
(6)
Finally, two relevant quantities for bounded relative motion design are the nodal period Td and the drift of the RAAN
in one nodal period, ∆Ωd. The first one is defined as the time interval between any two consecutive passages of the
spacecraft at the ascending node. The latter can be computed from the spacecraft longitude by
∆Ωd = φ(t0 + Td) − φ0 − 2pi sgn(Hz ) = ∆φ − 2pi sgn(Hz ), (7)
in which sgn(∗) indicates the sign function.
III. Differential Algebra Techniques
In this section we give a brief introduction to the DA framework and its application to the automatic computation of
high-order expansions of the solution of ODEs and PIEs. The interested reader can find further details in the works of
Berz [27] and Valli et al. [29].
A. The Framework of Differential algebra
DA enables the efficient tools to compute the derivatives of functions within a computerized environment. More
specifically, by substituting the classical implementation of real algebra with the implementation of a new algebra
of Taylor polynomials, any deterministic function f of v variables that is Ck+1 in the domain of interest [−1, 1]v
(these properties are assumed to hold for any function dealt with in this work) is expanded into its Taylor polynomial
up to an arbitrary order k. In addition to basic algebraic operations, operations for differentiation and integration
can be easily introduced in the algebra, thus finalizing the definition of the differential algebraic structure of DA.
Similarly to algorithms for floating point arithmetic, various algorithms were introduced in DA, including methods to
perform composition of functions, to invert them, to solve nonlinear systems explicitly, and to treat common elementary
functions [27]. The DA used for the computations in this work was implemented by Dinamica [35] in the software DA
Computational Engine (DACE), including all core DA functionality and a C++ interface. Before introducing DA-based
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algorithms, it is worth noting that time complexity of DA calculations is exponential with both v and k. For applications
in astrodynamics that require a large number of operations in 6 variables (e.g. the expansion of the flow of complex
ODEs) it has been found that an expansion order of 6 represents, in most cases, a good compromise between accuracy
of the Taylor expansion and computational time (see [29] for more details).
B. High-Order Expansion of the Flow of an ODE
An important application of DA is the automatic computation of the high-order Taylor expansion of the solution of
ODEs with respect to either the initial conditions and/or any parameter of the dynamics [29, 36]. This can be achieved
by replacing the classical floating point operations of the numerical integration scheme, including the evaluation of
the right-hand side of the ODE, with the corresponding DA-based operations. In this way, starting from the DA
representation of the initial condition x0, the DA-based ODE integration supplies the Taylor expansion of the flow in x0
at all the integration stpng, up to any final time t f . Any explicit ODE integration scheme can be adapted to work in the
DA framework in a straightforward way. For the numerical integrations presented in this paper, a DA version of a 7/8
Dormand-Prince (8-th order solution for propagation, 7-th order solution for step size control) Runge-Kutta scheme is
used. The main advantage of the DA-based approach is that there is no need to write and integrate variational equations
to obtain high-order expansions of the flow. It is therefore independent on the particular right hand side of the ODE and
the method is quite efficient in terms of computational cost.
C. Expansion of the Solution of Parametric Implicit Equations
Well-established numerical techniques (e.g., Newton’s method) exist to compute numerically the solution of an
implicit equation
c(x) = 0, (8)
with c : Rn → Rn. Suppose the vector function c depends explicitly on a vector of parameters p, which yields the PIE
c(x, p) = 0. (9)
The solution of Eq. (9) is the function x = f (p) that solves the equality for any value of p.
DA techniques can effectively solve the previous problem by representing f (p) in terms of its Taylor expansion
with respect to p. This result is achieved by applying partial inversion techniques as detailed in the work by Lizia et al.
[36]. The final result is
x = T kf (p), (10)
which is the k-th order Taylor expansion of the solution of the implicit equation. For every value of p, the approximate
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solution of c(x, p) = 0 can be easily computed by evaluating the Taylor polynomial (10). Apparently, the solution
obtained by means of the polynomial map (10) is a Taylor approximation of the exact solution of Eq. (9). The accuracy
of the approximation depends on both the order of the Taylor expansion and the displacement of x from its reference
value.
The capability of expanding the solution of PIEs is of key importance for this work, as it appears in the high-order
expansion of Poincaré sections, the expansion of the quasi-circular orbits with respect to E and Hz , and the computation
of quasi-circular orbit with prescribed properties (e.g., RGT and SS).
IV. Families of Fixed Points in the Earth’s Zonal Problem
In this section the DA-based approach to compute families of fixed points (quasi-circular orbits) in the Earth’s zonal
problem is presented. Section IVA contains a general algorithm to compute the quasi-circular orbits, while in Sec. IVB
we explain how to use DA tools to parametrize the fixed points with respect to E and Hz . In Sec. IVC these two degrees
of freedom are utilized to compute fixed points that satisfy RGT and SS constraints. In addition, the same section
includes an analysis on the effect of the order of zonal harmonics on the accuracy of the results.
A. Computation of Quasi-Circular Orbits
The spacecraft crosses the equatorial plane twice during one nodal period with the vertical velocity z˙ > 0 and z˙ < 0,
respectively. Here, we can select the surface of section S(r, z, r˙, z˙) = z = 0, z˙ > 0 to find the fixed point on it. The
fixed point can be then represented by a reduced state s∗ = [r∗, r˙∗]T , because z∗ = 0 and the vertical velocity z˙∗ can be
computed from the conserved energy E [Eq. (3)], as already identified from the previous researches [20, 22, 23].
Starting from an initial guess s0 = [r0, r˙0]T on the selected surface of section with a known (i.e., computed
numerically) nodal period Td , we first compute the map that projects any arbitrary point in the neighborhood of s0 to the
next surface of section crossing. To achieve this it is convenient to change the independent variable of Eq. (4) from t
into τ = t/Td , where the coefficient τ ∈ [0, 1]. Accordingly, Eq. (4) can be rewritten as

dx
dτ = Td f
(
x, Hz
)
,
dl
dτ = 0,
(11)
in which the adjoint variable l satisfies the condition l (0) = Td . In this way, the state of the dynamics x is augmented to
X =
[
xT , φ, l
]T
.
If both the initial guess s0 and its nodal period Td are initialized as DA variables, the integration of Eq. (11) delivers
the high-order Taylor map
X f = TX f (s0,Td). (12)
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The computation of the fixed point requires first to determine how the nodal period changes as a function of s0. This
is achieved by solving the PIE
z f = Tz f (s0,Td) = 0, (13)
(i.e., finding the zeros of the second component of map (12) ) in which Td is the unknown and s0 is the vector of
parameters. The application of the algorithm of Sec. IIIC, provides
Td = TTd (s0), (14)
i.e, the Taylor approximation of the nodal period for variations of s0. By substituting map (14) into map (12), we obtain
X1 = TX1 (s0,TTd (s0)) = TˆX1 (s0). (15)
The Taylor polynomial TX1 (s0) maps any point s0 onto the surface of section after one nodal period (explaining the
use subscript "1"), approximated by TTd (s0). In particular, the first and the third polynomial of TX f (s0) are

r1 = Tr1 (s0),
r˙1 = T˙r1 (s0),
(16)
or in compact form
s1 = Ts1 (s0). (17)
The computation of the fixed point s∗ is achieved by solving numerically the polynomial constraint s0 − Ts1 (s0) = 0.
In this work the trust-region dogleg method implemented in the MATLAB fsolve solver is used (this is algorithm we
selected whenever we need to solve a set of nonlinear equations in this work). Note that only a single DA numerical
integration is necessary to compute the fixed point. In addition, as the problem is reduced in polynomial form, all the
derivatives required by fsolve are readily available. For these reasons we classify our method as a semi-analytical one.
A circular orbit is always found to provide a good initial guess for the computation of a fixed point (quasi-circular
orbit). For illustrative purposes an initial guess corresponding to an approximate RGT-SS orbit is considered. A guess
for the nodal period is obtained from T0 = TsnM/nN , in which nN and nM are integer numbers representing the number
of nN nodal periods in nM nodal days and Ts is a sidereal day. For the following example nN = 14, nM = 1 are used,
giving T0 = 7.62827715989582. From T0 the guess for the radial position is computed by r0 = a0 =
(√
µT0
2pi
)2/3
=
1.13805800280097, which also determines the specified value of orbit energy by E = −µ/(2a0) = −0.439344918070439.
To compute the polar component of the angular momentum, we first determine the inclination of the circular orbit for
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Fig. 1 Motion of fixed point (periodic orbit) and quasi-periodic orbit displayed in the configuration space (a),
and their corresponding orbital elements (a, e, i, and ω) expressed in the ECI frame (b).
which the secular variation of RAAN induced by J2 equates the angular velocity, ωS , of the Earth around the Sun:
− 32 J2R2
√
µ a−7/20 cos i0 = ωS [37]. Using ωS = 1.99096871 × 10−7 s−1 we obtain i0 = 98.947912173341763 deg and
Hz =
√
µa0 cos i0 = −0.16592601760462. With these guesses for r0 and r˙0 (initialized to be 0) as well as the specified
values of E and Hz , the DA approach (at 6-th order and including J15 zonal harmonic perturbations) computes the fixed
point [r∗, r˙∗]T = [1.1385091108548187,−0.0010602088953075785]T and the nodal period T∗
d
= 7.632482485088449.
The accuracy of the fixed point is 10−12, an accuracy comparable with the fully numerical methods used in [22, 23].
Correspondingly, if we display the orbit originating from the fixed point in the configuration space [i.e., (r − z) rotating
meridian plane of the spacecraft] and the Earth-centered inertial (ECI) frame, respectively, a very precise periodicity
and frozen property can be observed, as shown in Fig. 1. In Fig. 1(a), the dotted zero velocity curve places the bounds
on the motion of the spacecraft for the specified energy. The forbidden realm extends outside the curve; the spacecraft
moves inside the allowed region starting from the equatorial plane and oscillating up and down until the boundaries
are hit. Only the fixed point-corresponding periodic orbit repeats completely (the red trajectory); whereas, starting
from the same surface of section and energy level, the quasi-periodic orbits (corresponding to the central manifolds
of periodic orbit plotted in blue) do not display the same periodic behavior, even though they exhibit oscillatory
motion. Furthermore, if we transform the reduced states of periodic and quasi-periodic orbits into the orbital elements
(semi-major axis a, eccentricity e, inclination i, and argument of perigee ω) as shown in Fig. 1(b), the periodicity is
straightforwardly revealed from the osculating variations of the orbital elements of the periodic orbit, and its frozen
property is demonstrated by a mean argument of perigee of 90 deg and a constant mean eccentricity of order of
magnitude 10−3. This explains the reason why the fixed point is referred to as the quasi-circular orbit.
It is worth mentioning that quite differently from the previous methods [22] for the search of periodic orbits under
J2 perturbation, this algorithm is the more general one; therefore, it can work for the zonal problem at any order. In
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particular, if only the even order terms [J2n (n ≥ 1)] are included, the fixed point has zero radial velocity (i.e., the
perigee lies on the equatorial plane); however, in the presence of the odd harmonics, the radial velocity is no longer zero
and the periodic orbits are actually frozen orbits with the mean argument of perigee of 90 deg.
B. Families of Fixed Points
In the previous section a fixed point was computed for the specified values of E0 and Hz,0. In this section DA tools
are used to compute families of fixed points parameterized in terms of E and Hz . This study is important to later design
bounded relative motion about a chief orbit that satisfies some specific requirements.
As reported in [21], except at some critical inclinations, the periodic orbits are always stable, thus the locations of
fixed points are continuous with respect to the parameters E and Hz . As a result, DA techniques provide a powerful tool
for the representation of families of fixed points. The algorithm starts from a known fixed point s∗ with nodal period T∗
d
,
which has been computed for specified values of E0 and Hz,0. All these quantities are initialized as DA variables and
propagated forward to obtain
X f = TX f (s∗,T∗d, E, Hz ). (18)
The first, second and third components of this map are

r f = Tr f (s∗,T∗d, E, Hz ),
z f = Tz f (s∗,T∗d, E, Hz ),
r˙ f = T˙r f (s∗,T∗d, E, Hz ),
(19)
on which the following constraints can be imposed

Tr f (s∗,T∗d, E, Hz ) − r∗ = 0,
Tz f (s∗,T∗d, E, Hz ) = 0,
T˙r f (s∗,T∗d, E, Hz ) − r˙∗ = 0.
(20)
Equation (20) is a set of three PIEs in which s∗ and T∗
d
are the unknown, and E and Hz the parameters. Its solution
by means of DA techniques gives 
s∗ = Ts∗ (E, Hz ),
T∗
d
= TT ∗
d
(E, Hz ).
(21)
The first row of map (21) is the Taylor approximation of the family of fixed points, parameterized by E and Hz ;
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whereas the second one delivers the corresponding nodal periods of the family. By substituting T∗
d
= TT ∗
d
(E, Hz ) into
map (18), the high-order approximation of the state of the family of fixed points after one nodal period is obtained as
X f = X1 = TX1 (Ts∗ (E, Hz ),TT ∗d (E, Hz ), E, Hz ) = TˆX1 (E, Hz ). (22)
Given any assigned values of E and Hz in the proximity of the reference values, the mere evaluation of the
polynomials in Eq. (21) provides the corresponding fixed point and the associated nodal period. In Fig. 2 the family
of fixed points, computed with a 6-th order expansion in 45.45 s on a Lenovo ThinkPad with a 2.60 GHz Intel
Core i5 CPU and 4 GB RAM, is plotted for the space E × Hz = [−0.479344918070439,−0.399344918070439] ×
[−0.315926017604620,−0.015926017604620]. As the orbit energy is strictly related to the semi-major axis of the orbit,
for higher E the fixed points have greater values of both the radial distance r∗ and nodal period T∗
d
. On the other hand,
for a fixed energy, the absolute value of polar component of the angular momentum Hz is related to the inclination of
the orbit; this explains the increase of the RAAN drift per nodal period ∆Ω∗
d
and decrease of the vertical velocity z˙∗
when the absolute value of Hz increases.
It must be noticed that Eq. (21) is a Taylor approximation of the family of fixed points, and thus it is necessary to
assess its accuracy. To this aim, a fine grid is built on the (E, Hz ) space and the corresponding fixed points, computed by
evaluating Eq. (21), are numerically propagated forward from τ = 0 to τ = 1. The accuracy if then assessed by analyzing
the residuals z1 − Tz∗1 (E, Hz ), r1 − Tr∗1 (E, Hz ), and r˙1 − T˙r∗1 (E, Hz ), in which z1, r1, and r˙1 are the values computed
numerically after one nodal period. In Fig. 3 the logarithmic values of the residuals are plotted for the considered ranges
of Hz and E. It is found that around the reference value there are large regions with the error not exceeding the 10−8
order of magnitude (distance in centimeter and velocity in hundredths of a millimeter per second), and the maximum
error is at the boundary of the region. Obviously, if the range of Hz and E is further increased, the error introduced by
the approximation can result in an accuracy not compatible with the stringent requirements imposed by bounded relative
motion design. However, when the accuracy requirement is met, the proposed approach computes an entire family
of fixed points with a single DA propagation and without the need of any iterations (only polynomial inversions and
composition).
C. Constrained Fixed Points
For practical mission design it is often important that the fixed point orbits possess some specific properties, such as
RGT and/or SS. Thus, devising an algorithm capable of including additional constraints in the computation of fixed
points is highly desirable. Independently from the number and type of constraints considered, the values of the fixed
points are affected by the number of harmonics used to model the Earth’s gravitational potential. As a result, a study on
the sensitivity to the zonal harmonics order is useful to understand the value required for a sufficiently accurate design.
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(a) Tr∗ (E, Hz ) (b) Tr˙∗ (E, Hz )
(c) TT ∗
d
(E, Hz ) (d) T∆Ω∗
d
(E, Hz )
(e) Tz˙∗ (E, Hz )
Fig. 2 Family of fixed points parametrized by E and Hz , effect on radial distance r∗(a); radial velocity r˙∗(b);
nodal period T∗
d
(c); RAAN drift ∆Ω∗
d
(d); vertical velocity z˙∗(e).
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(a)
z1 − Tz∗1 (E, Hz ) (b) r1 − Tr∗1 (E, Hz )
(c)
r˙1 − Tr˙∗1 (E, Hz )
Fig. 3 Logarithmic error of the Taylor representation of the family of fixed points in the space E × Hz =
[−0.04, 0.04] × [−0.15, 0.15] in terms of the achievement of the final constraint: |z1 | = 0 (a); |r1 − r∗ | = 0 (b);
|r˙1 − r˙∗ | = 0 (c).
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Both these aspects are addressed in this section, in which RGT and SS constraints are considered, as frequently used for
remote sensing missions.
The RGT and SS constraints can be expressed (note that simplified ones were used in Sec. IVA) as

nN (ωETd − ∆Ωd) − 2pinM = 0,
∆Ωd/Td − ωS = 0,
(23)
in which ωE = 7.2921159 × 10−5 s−1 is the rotation rate of the Earth. In Sec. IVB the family of fixed points has
been parametrized by E and Hz ; the application of both constraints (23) will remove these two degrees of freedom
and provide with a single fixed point. The RGT constraint is addressed first. The Taylor approximations for the nodal
period T∗
d
= TT ∗
d
(E, Hz ) and RAAN drift ∆Ω∗d = T∆Ω∗d (E, Hz ), obtained by evaluating in DA Eq. (7), is substituted in
the expression of the RGT constraint, resulting in
nN [ωETT ∗
d
(E, Hz ) − T∆Ω∗
d
(E, Hz )] − 2pinM = 0. (24)
Equation (24) is a PIE in which E is the unknown and Hz is the parameter. The solution of Eq. (24) provides
the Taylor approximation E = TE (Hz ), which is substituted back in maps (21) and (22), delivers the 1D family of
quasi-circular RGT orbits satisfying the nM − nN repetition pattern. The subsequent imposition of the SS constraint
removes the remaining degree of freedom, Hz , and a single quasi-circular RGT-SS orbit is obtained. Both the family of
quasi-circular RGT orbits and the quasi-circular RGT-SS orbit are plotted in Fig. 4, where the J15 perturbations are
considered. The family of RGT orbits are displayed by the solid line, on which the point possessing both the RGT and
SS proprieties can be located.
It is worth noting that the RGT and SS constraints are used in the section only for illustrative purposes and that they
can straightforwardly substituted by different ones, such as specific values of the semi-major axis and/or inclination.
However, as reported by Broucke [21], the periodic orbit should be far from the critical inclination one in case of the
appearance of the bifurcation which is beyond the scope of our current work.
To assess how the number of harmonics affects the orbit design, the following numerical simulations are presented.
Figure 5 displays the variation of the RGT family of fixed points when different zonal terms are taken into account.
In Fig. 6 the same analysis is offered by plotting the corresponding orbital elements. It is clear that stable results are
achieved in terms of all the relevant quantities for n ≥ 10. When the SS constraint is added both the E and Hz degrees
of freedom are removed and therefore there is only one possible pair of (E, Hz ). In Fig. 7 the variation of relevant
quantities as function of the selected order for the zonal harmonics is plotted, showing also in this case that convergence
is reached for n ≥ 10.
15
(a) (b)
(c) (d)
Fig. 4 Family quasi-circular RGT orbits (solid line) and quasi-circular RGT-SS orbit (diamond).
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Fig. 5 Deviation of the fixed point quantities from J2 perturbation under higher-order [Jn (n = 3, . . . , 15)]
perturbations.
From Figs. 5, 6 and 7 it can be concluded that all the fixed point quantities show a stable behavior for values of
n ≥ 10, as already shown in [33]. This reveals the significance of the higher-order perturbations in dealing with the
zonal problem and it is actually the reason why the J15 perturbations are always adopted in this work.
V. Design of Long-Term Bounded Relative Orbits
In this section, the constraints for designing bounded relative motion are first introduced (Sec. VA). These are
followed by the presentation of the algorithm to calculate the high-order approximation of Poincaré maps and how these
are used to efficiently propagate perturbed initial conditions for thousands of revolutions (Sec. VB). Afterwards, the
algorithm to efficiently compute invariant curves around the periodic orbit is detailed together with the presentation of
some bounded relative motions in Sec. VC1. Section VC2 introduces a method to numerically refine the results for
cases in which the high-order Poincaré maps are not sufficiently accurate and Sec. VC3 introduces an optimization
method for the design of bounded relative orbits with some specific requirements.
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Fig. 6 Deviation of orbital elements corresponding to the fixed point from J2 perturbation under higher-order
[Jn (n = 3, . . . , 15)] perturbations.
Fig. 7 Variations of fixed point quantities with the order of Jn (n = 2, ..., 15) zonal harmonic perturbations.
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A. Constraints for Bounded Relative Orbits
Bounded relative motion in the zonal problem is generated by the relative dynamics of two spacecraft that share both
the same average nodal period and RAAN drift over one nodal period [22]. As already numerically demonstrated by Xu
et al. [22], two fixed points cannot generate bounded relative motion; this is only possible between the combination of one
periodic and one quasi-periodic orbit, as well as the combination of two quasi-periodic orbits. To achieve long-lasting
bounded relative motion, it is first required to consider the long-periodic effect of the perturbations. That is to say, for
any initial conditions in the zonal problem, it is observed that the resulting Td and ∆Ωd exhibit periodic-oscillation
behaviors. Accordingly, the averaged values of Td and ∆Ωd are
T¯d = lim
N→∞
1
N
N∑
i=1
T id and ∆Ω¯d = limN→∞
1
N
N∑
i=1
∆Ωid, (25)
in which T i
d
and ∆Ωi
d
are, respectively, the values of Td and ∆Ωd in the i-th revolution. In particular, Td and ∆Ωd of
the fixed point are constant and hereinafter referred to as T∗
d
and ∆Ω∗
d
. To generate the bounded relative orbits, the
following two constraints on nodal period and drift in RAAN per nodal period are imposed
T¯d = T∗d and ∆Ω¯d = ∆Ω
∗
d . (26)
Using the DA techniques, we could easily impose these constraints by the repetitive evaluation of high-order Poincaré
maps, as explained in Sec. VC.
B. High-Order Poincaré Maps
To compute the central manifolds (i.e., quasi-periodic orbits) around the fixed point, a DA-based method is proposed
to generate a high-order Poincaré map that maps any point on the surface of section to the same surface of section after
one revolution. The algorithm starts from the availability of a fixed point, e.g. the one satisfying the RGT and SS
constraints of Sec. IVC. The full state vector X = [r, z, r˙, z˙, φ,Td]T and φ˙ are all initialized as DA variables and the
dynamics (11) are propagated from τ = 0 to τ = 1. This delivers the Taylor approximation
X f = TX f (r, z, r˙, z˙, φ, φ˙,Td). (27)
Note that, differently from before, here E and Hz are dealt as dependent quantities that can be calculated from the
state vector and φ˙. The first step is to remove the Td degree of freedom by solving for
Tz f (r, z, r˙, z˙, φ, φ˙,Td) = 0, (28)
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thus delivering
Td = TTd (r, z, r˙, z˙, φ, φ˙), (29)
which is then substituted back into map (27) and provides
X f = X1 = TX1 (r, z, r˙, z˙, φ, φ˙). (30)
The map (30) projects any point in the neighborhood of the fixed point X∗ (note that φ∗ can be arbitrarily selected
and that its variation, not its value, is fixed in a nodal period) on the surface of section z = 0 after one revolution, and
the map (29) provides the required time. For this reason we also refer to X1 = TX1 (r, z, r˙, z˙, φ, φ˙) as the 1-turn map. If
the initial point is initially placed on the surface of section, then map (30) is nothing else than the high-order expansion
of the Poincaré map, and map (29) provides the nodal period. The computation of this map requires performing a DA
propagation in 7 variables and thus it is much more computationally expensive than a floating point propagation (e.g., at
order 6 it takes as much as 94.05 s). However, due to the nature of perturbed Keplerian motion, the 1-turn map is close
to an identity and this property enables its repetitive use to project a point on the surface of section for many (thousands
of) revolutions [26]. Thus, while the computation of the 1-turn map is computationally intensive, the propagation of a
point for multiple revolutions is extremely efficient as it just involves the evaluation of polynomials.
Figure 8 illustrates how an arbitrary initial deviation from the fixed point δX0 can be repeatedly mapped on the
surface of section, thus obtaining the sequence δX0, δX1, . . . , δXN . It is worth highlighting that any perturbed initial
condition has a different nodal period, and thus the intersection with the surface of section occurs at different times.
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Fig. 8 Schematic illustration of the evaluation of the high-order Poincaré map to approximate the solution at
each surface of section crossing.
The sequence X0, X1, . . . , XN is accurately computed by the high-order Poincaré map as long as its truncation error
is small when evaluated in the deviations δX0, δX1, . . . , δXN , in which δXi = Xi − X∗. This map is generally valid in
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the zonal problem when orbits with limited eccentricity are considered, such that the precession of the argument of
perigee causes limited deviations from the expansion point (i.e., the fixed point). In Wittig et al. [38] and Armellin and
Lizia [32] it was illustrated that it was possible to estimate the size (the order of magnitude) of the region in which the
truncation error of the Taylor approximation was lower than a prescribed value relying exclusively on the use of the
coefficients of the map. However, in this work we evaluate the accuracy of the Taylor representation by numerically
validating the results, as this method provides a more precise assessment and it represents a viable approach during the
mission design phases. As will be shown in the following sections, it is found that a 6-th order expansion allows us to
accurately map meaningful perturbed initial conditions for thousands of revolutions in the J15 zonal problem.
As a final note it is worth mentioning 1-turn map method is particularly suited for autonomous dynamics, like the
zonal problem. The extension to non-autonomous systems, e.g. to include the effect of luni-solar perturbations or full
geopotential, is complicated by the need of computing accurate Taylor approximations of trigonometric functions for
entire revolutions of their arguments, e.g. an entire revolution of the Greenwich sidereal time [39].
C. Generation of Bounded Relative Motion
1. Quasi-Periodic Invariant Curves
The map X1 = TX1 (r, z, r˙, z˙, φ, φ˙) has 6 degrees of freedom, while only two constraints are needed to design the
bounded relative motion, i.e. Eq. (26). The additional degrees of freedom can be used to parameterize the family of
quasi-periodic invariant curves, i.e. the curves that satisfy the bounded relative motion constraints. In particular, δr
is used to parametrize the invariant curves, δφ is selected to shape the cross-track component of the relative motion
between the chief and the deputy (δφ = 0.5 deg is used in this section and more details are provided in Sec. VC3), it is
assumed that δz = δr˙ = 0, and δ z˙ and δφ˙ are solved to match the constraints provided by Eq. (26).
The procedure to find δ z˙ and δφ˙ is rather simple. The high-order Poincaré map is evaluated for a large number of
times (to allow for multiple revolutions of Td and Ωd) starting from assigned values of δr and δφ and initial guesses
δ z˙ = δφ˙ = 0. This delivers the sequence T i
d
, ∆Ωi
d
, with i = 1, . . . , N . These time series are analyzed to identify the
approximate integer number of revolutions per period for Td and ∆Ωd , NTd and N∆Ωd , and Eqs. (25) are approximated
by
T¯d =
1
NTd
NTd∑
i=1
T id and ∆Ω¯d =
1
N∆Ωd
N∆Ωd∑
i=1
∆Ωid . (31)
Note that multiple periods can be identified within the generated time series, and the values of T¯d and ∆Ω¯d are actually
obtained by averaging the slightly different results obtained for the different periods. Once T¯d and ∆Ω¯d are computed,
Eqs. (26) are solved using the MATLAB fsolve function. As this algorithm requires only polynomial evaluations we
classify our approach as semi-analytical. The main advantages of the approach are its simplicity and efficiency. The
computational time for the determination of invariant curves is dominated by the time required for building the 6-th
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Table 1 Initial conditions for the chief and deputy on the invariant curves to generate the bounded relative
motion.
Orbital states
Case A: periodic orbit vs. quasi-periodic orbit Case B: quasi-periodic orbit vs. quasi-periodic orbit
Chief (δr = 0) Deputy (δr = 0.09) Chief (δr = 0.01) Deputy (δr = 0.07)
r , [-] 1.140167494395865 1.230167494395865 1.150167494395865 1.210167494395865
z, [-] 0 0 0 0
r˙ , [-] -0.00105621369827 -0.00105621369827 -0.00105621369827 -0.00105621369827
z˙, [-] 0.925189539301464 0.855032970538899 0.917107123913856 0.870147342945336
φ, [-] 0 0.008726646259972 0.008726646259972 0.008726646259972
order expansion of the Poincaré map (only one map required for the entire family), as its multiple evaluations are very
efficient; e.g., requiring only about a second when N = 6, 000. Figure 9 shows the family of invariant quasi-periodic
curves obtained by running the semi-analytical procedure for increasing values of δr . Each curve is characterized by
a specific value of Hz or E, which is readily available once δ z˙ and δφ˙ are solved for. The Hz values are highlighted
directly in Fig. 9, whereas the relation between Hz and E is shown in Fig. 10. Note that fsolve takes in general 3-4
iterations to compute an invariant curve when the solution obtained for a specified value of δr is used as the first guess
for the next value on the grid to facilitate convergence.
Points belonging to different curves in Fig. 9 are characterized by different values of E and Hz , but they all satisfy
T¯d = T∗d and ∆Ω¯d = ∆Ω
∗
d
, as shown for the δr = 0.09 case in Fig. 11. Thus, any point belonging to an invariant curve
satisfies the bounded relative motion conditions not only with respect to the periodic orbit, but also with respect to any
other point belonging to an invariant curve. As a result, Fig. 9 provides us with all of the possible combinations that
yield bounded relative orbits (as long as the DA-based high-order maps are accurate). Specifically, the initial values
of the chief and deputy can be assigned using the combination of a periodic orbit and a quasi-periodic orbit or the
combination of any two quasi-periodic orbits (as well as the trivial combination of different points belonging to the
same invariant curve).
Figure 12 shows, for 6,000 revolutions (more than 400 days), the relative motion between a chief initialized on a
periodic curve and a deputy initialized on a quasi-periodic orbit with δr = 0.09. Their initial conditions, expressed as[
r, z, r˙, z˙, φ
]T in normalized units, are given in the Case A by Table 1. Figure 13 illustrates the evolution of the relative
distance between the two spacecraft in the same time frame. It is worth noting that while the initial conditions are
calculated with the semi-analytical procedure, the plots are obtained by numerically propagating the initial conditions,
thus proving the suitable accuracy of a 6-th order DA map. In particular, the absence of drift in the radial-along-track
plane (refer to Fig. 12(b)), is a further proof of the high accuracy achieved in the computation of the initial values.
Remarkably, even when the propagation time is further extended, e.g. to 10 years, the initial values still provide an
accurate bounded relative motion, as displayed in Fig. 14.
When both the chief and deputy are initialized on quasi-periodic invariant curves, results as those presented in
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(a) (b)
(c) (d)
Fig. 9 Invariant curves of the Poincaré maps corresponding to different values of Hz generated with the
DA-based method.
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Fig. 10 One-to-one correspondence of Hz and E for invariant curves generated with the DA-based method.
Figs. 15 and 16 are obtained. In this example δr = 0.01 and δr = 0.07 were used for the chief and deputy, respectively,
resulting in the initial conditions, reported as Case B in Table 1. Figure 15 depicts the long-term evolution of Td and
∆Ωd , showing that the chief and deputy share the same average values of these quantities. Consequently, a long-term
bounded relative motion is achieved, as highlighted in Fig. 16.
To assess how the tesseral and sectorial perturbations affect the solutions obtained in the zonal problem, the solutions
from Table 1 are validated in the J4,4 model. Figure 17 shows the variation of relative distance starting from the initial
conditions of Case A and Case B with respect to different initial longitudes λ0. It can be observed that a drift in
the relative distances shows up and that its magnitude is dependent on the initial longitude. Although higher-degree
zonal terms have been used in the design of bounded relative orbits, other neglected perturbations (such as the tesseral
and sectorial harmonic terms) could significantly contribute to alter the relative motion, and thus suitable formation
maintenance strategies will be required.
2. Numerical Refinement of Large Amplitude Relative Motion
The main limitation of the proposed DA-based algorithm is the accuracy of the Taylor approximation of the Poincaré
map. This limitation shows up when searching for relative motion with large amplitudes, e.g. when δr = 0.11 is used
(note that δr ≈ 1 is the estimated order of magnitude at which the truncation error of the 6-th order expansion of the
Poincaré map is ≈ 10−8, according to the coefficient-based method presented in Armellin and Lizia [32]). This is clearly
shown in the top panels of Fig. 18 in which a drift in relative distance starts to develop after roughly 50 days. One way
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(a) (b)
Fig. 11 Variation of Td (left) and ∆Ωd (right) of orbits on the invariant curves with the periodic orbit and
quasi-periodic orbit (identified by δr = 0.09).
(a) (b)
(c) (d)
Fig. 12 Bounded relative orbits in the chief’s local-vertical, local-horizontal coordinate frame.
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Fig. 13 Relative distance between the chief and deputy from the bounded relative motion.
to address this issue would be to apply the automatic domain splitting technique developed in [38] to guarantee that
Taylor approximation of the Poincaré map is sufficiently accurate in the entire domain of interest. An alternative (and
simpler) approach is proposed here by leveraging the fact that the solution computed with a single DA map provides a
very good initial guess for a numerical refinement based on an optimization. The objective function to be minimized is
J = σ(ρp) (32)
in which σ(∗) is the standard deviation and ρp is a vector containing the peaks of the relative distance during the
propagation windows. The optimization variables are δ z˙ and δφ˙, whose first guess values are provided by the DA-based
approach. The optimization is carried out using the Broyden–Fletcher–Goldfarb–Shanno algorithm implemented in the
MATLAB fminunc function. Note that a single evaluation of Eq. (32) requires a fully numerical propagation of the
equations of motion, resulting in numerically intensive computations. However, as the approach based on the high-order
Poincaré map provides a very good initial condition, only a couple of iterations are required by the optimizer to converge.
The results obtained with the numerical refinement are shown in the bottom panels of Fig. 18. Clearly, the drifts along both
the radial and along-track directions is effectively suppressed and a more stable relative motion is achieved. Remarkably
the correction applied by the optimizer to
[
δ z˙, δφ˙
]T
are just [5.10759192655603 × 10−7,−9.901059438085 × 10−8]T ,
showing the high sensitivity of the results to the initial conditions.
As a remark note that the objective function (32) is selected among different options [e.g., J =
(
T¯d − Td∗
)2
+(
∆Ω¯d − ∆Ω∗d
)2
] as it provides accurate results with reduced computational time.
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Fig. 14 Bounded relative orbit (left) and distance (right) for large time scale yielded by the same initial values
in Fig. 12.
Fig. 15 Variation ofTd (left) and∆Ωd (right) for a chief and a deputy both initialized on quasi-periodic invariant
curves with δr = 0.01 and δr = 0.07.
Fig. 16 Bounded relative motion (left) and corresponding relative distance (right) between a chief and a deputy
both initialized on quasi-periodic invariant curves with δr = 0.01 and δr = 0.07.
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(a) case A, λ0 = 0 deg (b) case B, λ0 = 0 deg
(c) case A, λ0 = 10 deg (d) case B, λ0 = 10 deg
Fig. 17 Relative distances of bounded initial conditions with respect to different initial longitudes: λ0 = 0 deg
(top); λ0 = 10 deg (bottom) in the J4,4 model.
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Fig. 18 Relative motion in the radial-along-track plane (left) and the relative distance (right) of relative orbits
before (top) and after (bottom) the numerical refinement.
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3. Bounded Relative Orbits Design via Optimization
The algorithm for finding bounded relative motion presented in Sec. VC1 is based on the numerical solution of
two nonlinear equations, which allows for the determination of δ z˙ and δφ˙. The invariant curves are parametrized by
δr keeping fixed the value of δφ. It is worth noting that in practical design problems, it may not be that necessary to
compute the entire family of invariant curves, but just those initial conditions that provide a bounded relative motion
with some specified properties. Moreover, the selection of the value of δφ can be relevant to ensure a desired shape for
the relative geometry. In these cases the search for bounded relative motion can be better framed as an optimization
problem, rather just than a constraint satisfaction one.
As explained in [40, 41], the radial and along-track motions share the same fundamental frequency and their bounds
have a specific ratio value (radial:along-track ≈ 1 : 2), while in general the cross-track motion is independent from the
in-plane motion. The dependency of the relative motion on the differential orbital elements of the chief and the deputy
can be approximated by [41]

rx = δρ,
ry = ρd (δu + δΩ cos ic),
rz = ρd (− sin icδΩ cos ud + δi sin ud) = ρd
√
(sin icδΩ)2 + (δi)2 sin(ud + β),
(33)
where rx, ry , and rz are, respectively, the radial, along-track and cross-track relative positions and subscripts "c" and "d"
denote the chief and the deputy. The orbit radius, argument of latitude, inclination of the spacecraft are represented by
ρ, u, and i; δρ, δu, δi, and δΩ are the differential orbit radius, argument of latitude, inclination and RAAN between the
chief and the deputy, respectively. The auxiliary variable β satisfies tan β = − sin icδΩ/δi.
Equation (33) provides the instantaneous variations of the radial, along-track, and cross-track separation that can be
computed when the trajectories of both the chief and deputy are known. However, our approach to bounded relative
orbit design is exclusively based on Poincaré sections, thus the orbital elements of the spacecraft are available only at
equatorial crossings, which occur at different times. Nevertheless, with the assumption that within an orbital revolution
the motion remains Keplerian (the usual approximation of orbital averaging), it is possible to fully reconstruct the relative
motion between the chief and the deputy. To reduce the computational load we can reconstruct the relative motion at
predefined times, e.g. when the chief crosses the equatorial plane (i.e., it is possible to reconstruct an approximation of
the stroboscopic map). In order to do so the only part that needs some care is the computation of the term δu in Eq.
(33), which requires tracking the accumulated difference between the nodal periods of the chief and the deputy.
Figure 19 shows, in the left panels, the maximum values of the radial, along-track, and cross-track separation as
functions of δr and δφ reconstructed from the DA Poincaré map. These results are compared, in the right panels,
with those computed by a fully numerical propagation of the bounded relative motion. It can be observed that the
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Fig. 19 Bounds of the bounded relative motions computed with the reconstruction (left) and the corresponding
absolute errors compared with the actual values (right) as the function of δr and δφ.
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Fig. 20 The effect of initial longitudinal separation on the relative motion (left) and relative distance (right):
δφ = 0 deg (top); δφ = 1 deg (bottom).
relevant features of the relative motion can be reconstructed quite accurately starting from the Poincaré maps from the
point view of the size of relative geometry. The errors are induced due to both the accuracy of the Taylor expansion
(for large deviation from the fixed point) and more importantly by the approximation introduced in the procedure of
relative motion reconstruction (i.e., simplified formulas (33) and Keplerian motion for δu computation). Note that in
case of a chief on a RGT-SS periodic orbit (i.e. almost polar orbit), δr almost exclusively determines the radial and
along-track motion, while δφ the cross-track separation. This last aspect is further analyzed in Fig. 20, in which the
chief is initialized on the RGT-SS periodic orbit of Table 1 and deputy on a quasi-periodic orbit with δr = 0.09 and
δφ equal to either 0 deg or 1 deg. Comparing this figure with Fig. 12 (in which δφ = 0.5 deg), it is apparent that the
cross-track amplitude, and therefore the relative distances, increases with δφ, and that “wave-like” fluctuations develop
in the variation of relative distance. It needs to be stressed that the observation of these fluctuations is general and the
initialization of SS (nearly polar) orbit would magnified it because of the term |sin icδΩ| in Eq. (33).
Now that effects of both δr and δφ on the relative motion have been addressed, we just provide an illustrative
example on how the bounded relative motion design can be framed as an optimization problem. Consider the case
in which we want to design a bounded relative geometry with prescribed targets on maximum radial and cross-track
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separations (along-track separation is not included in this example as it is coupled with the radial component). An
optimization problem is formulated by defining the objective function
J = (rmaxx − r tx )2 + (rmaxz − r tz )2, (34)
and the optimization vector v = [δr, δφ]T , where r tx and r tz are, respectively, the target values of the maximum radial
and cross-track separations prescribed by the mission designer. Note that for each value of the optimization vector the
evaluation of the objective function requires solving for the bounded relative motion constraints, using the algorithm
of Sec. VC1. The landscape of the objective function for r tx = 500 km and r tz = 120 km is shown in Fig. 21, which
is obtained with a 20 × 20 grid on the optimization variables. The initial guess for the optimization variables are
Fig. 21 Objective function evaluation with respect to δr and δφ.
derived from Eq. (33), resulting (in normalized units) in δr = r tx = 0.0783928 and δφ =
r tz
(rc+δr ) sin ic = 0.0154398,
corresponding to the initial objective function J = 5.6383779 × 10−5, as marked in Fig. 21. In 8 iterations the
MATLAB nonlinear solver fmincon (interior point algorithm) converges to the optimal solution δr∗ = 0.0786168 and
δφ∗ = 0.0155731, corresponding to J∗ = 1.0004808 × 10−5 as highlighted in Fig. 21. Finally, the optimal relative
orbits satisfying both the prescribed boundaries and bounded constraints are provided in Fig. 22.
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(a) (b)
(c) (d)
Fig. 22 Bounded relative orbits with the prescribed boundaries after the optimization.
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VI. Conclusions
In this paper, the problem of generating naturally bounded relative orbits in the full zonal problem was addressed
by combining Poincaré map method with high-order Taylor expansions. The main achievements of this work are
summarized as two points: the computation of families of fixed points parametrized in the energy (E) and the polar
component of the angular momentum (Hz ), and the determination of invariant curves around them. Noticeably, both
achievements were obtained by a single differential algebra (DA) propagation of the dynamics for a single nodal period.
It was shown that the computation of families of fixed points can be effectively used in mission design, e.g.
by straightforwardly embedding repeat ground-track (RGT) and sun-synchronous (SS) constraints. Similarly, the
determination of bounded relative motion conditions was reduced to a simple constraints satisfaction problem. This
problem was solved numerically by exploiting the fact that the Taylor approximation of the Poincaré maps can be used to
propagate points close to a periodic orbit for thousands of revolutions in a very efficient way. Although based on Taylor
approximations, the proposed approach produces bounded relative motion with large apertures (up to over one thousand
kilometers) and with negligible drifts in several years. This result is possible due to the fact that the proposed approach
fully captures the nonlinearities of the problem and, like fully numerical approaches, it works directly with osculating
quantities (thus, mean-to-osculating approximations are avoided). Although the accuracy of the Taylor approximations
deteriorates when very large relative distances are considered, our approach provides very good initial conditions that
are easily refined with a fully numerical techniques.
Current effort is focused on the application of normal form transformations to the Poincaré maps, which is expected
to enable the evaluation of the average values of nodal period (T¯d) and drift of right ascension of the ascending node per
nodal period (Ω¯d) directly in the DA framework, thus reducing also the bounded relative orbits design to the solution of
simple parametric implicit equations (PIEs).
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