Abstract
Introduction
It is natural to boost the pose estimation performance by adding con-48 straints among joints. One of the most widely used approach in this direc-49 tion is to use graph model-based prior structure, which was first proposed 50 in [15] for general computer vision problems and later applied to the pose 51 estimation problem in [16] . It assumes that the relationships among joints 52 are state-constrained among the body parts. Two important components into classifiers to learn appearance models and prior models. As a result, the 96 diversity of the appearance and prior in each cluster would be reduced and 97 the prior model can be better learned and the discrimination ability of the 98 appearance model can be largely enhanced.
99
The inference stage. As the blue arrows indicate, to estimate one body 100 pose on depth image I, we shall first evaluate its latent state. This is, the The graph model on human pose. The circle with a number is a vertex in V , which presents a joint/part of the body; the line between two joints is an edge in E, which indicates that the connected joints/parts are dependent.
maximized when given image I can be written as
where ϕ(x i |I) denotes the appearance likelihood, which models the probabil-114 ity of a part at a particular location and orientation given the input image
115
I, and the factor ϕ(x i , x j ) denotes a prior, which models the probability dis-116 tribution over pose space. In this paper, the factor ϕ(x i , x j ) describes the 117 distribution of relative position between joint i and joint j.
118
In most existing methods based on the general pictorial structure model,
119
only one tree-structured Gaussian prior is used to speed up the inference, and 
134
Then based on the latent structure we obtain the posterior probability of
where p P S (X|c k , I) denotes the posterior probability conditional on the spe-137 cific cluster corresponding to c k . The latent variable c may encode any de-138 sirable properties of the target objects. In this paper, we propose to utilize 139 it to encode the whole human pose through body silhouette.
140
The inference stage is show in Fig 3. To the given image I, we first extract and those of sub-models. We sort the sub-models in descending order of the 144 likelihood p(c|I) and the first K * sub-models that have their total likelihood beyond threshold T are selected. At last, a linear strategy is used to build the final detection model for the pose inference using (3):
where K * is the number of selected sub-model, T is the threshold and N is 148 a variable for counting sub-models. In this way we can adjust the number In the following, we discuss how to generate and select the latent variable 
185
To tackle this issue, we use the method in [23] to align these shape context 186 features, which will be then used to form a feature vector for the construction 187 of our latent variable. Specifically, we run k-means on the shape context to the kth cluster c k by using a simple histogram distance as influence on the performance will be discussed.
(1) (2) (3) (5) (6) (4) split subsets. As a result, the destination function can be written as
where H(·) is the entropy or the sum-of-squared-differences depending on 
where H(S c ) is the entropy from the sample subset under the same latent splitting function ζ for sample s could be:
where f s (k) is the kth value in the depth comparsion features and η is the 249 random threshold. Gaussian Parzen density estimators as:
where x s is the 3D location of sampled point s, b is the kernel bandwidth
260
and we set an empirical value 0.05m in the experiments. While (10) models 261 the probability for a voting element arriving at the leaf ι of a single tree, the 262 probability over the forest is calculated by averaging over all trees,
where ι t is the corresponding leaf of tree T t in the forest. 
where x i and x j are the estimated positions of joints i and j, and b ij is the 273 kernel bandwidth, which we set to the average limb length in the training 274 data. As a result, the probability of the forest is calculated by averaging over
Compared with the Gaussian prior model, our prior model builds its expres- 
Preprocessing of the training data

297
We assume the foreground is clear in our model. So to ensure this, some 298 preprocessing should be done before training. We perform a motion-based 
Performance evaluation
305
To evaluate our algorithm, we compare our proposed method with some can be calculated by
where M is the number of testing samples,x i (m) is the estimated position the processing at about 36fps on our 4-cores computer. This would be fast 337 enough for many visual interaction tasks. We compare our approach to a state-of-the-art method proposed by Gir- Figure 11 : The centers of clusters on the THU dataset2. Cluster Number K. We retrain our models with different cluster num-
361
bers K from 1 to 32 on both datasets. The results are shown in Fig. 14 Table 2 . We can observe that our proposal obtains the 
390
After that, more and more models are involved in the inference. Considering 391 both the results in Fig. 15 and Fig. 16 , we find that merging the proper 392 number of models can improve the performance. 
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