Third-order modification of Newton's method  by Jisheng, Kou et al.
Journal of Computational and Applied Mathematics 205 (2007) 1–5
www.elsevier.com/locate/cam
Letter to the Editor
Third-order modiﬁcation of Newton’s method
Kou Jishenga,b,∗, LiYitianb, Wang Xiuhuac
aDepartment of Mathematics, Shanghai University, Shanghai 200444, China
bState Key Laboratory of Water Resources and Hydropower Engineering Sciences, Wuhan University, Wuhan 430072, China
cDepartment of Mathematics, Xiaogan University, Xiaogan 432100, Hubei, China
Received 23 January 2006; received in revised form 27 March 2006
Abstract
In this paper, we present a new modiﬁcation of Newton’s method for solving non-linear equations. Analysis of convergence
shows that the new method is cubically convergent. Numerical examples show that the new method can compete with the classical
Newton’s method.
© 2006 Elsevier B.V. All rights reserved.
MSC: 41A25; 65D99
Keywords: Newton’s method; Third-order convergence; Non-linear equations; Root-ﬁnding; Iterative method
1. Introduction
Solving non-linear equations is one of the most important problems in numerical analysis. In this paper, we consider
iterative methods to ﬁnd a simple root of a non-linear equation f (x) = 0, where f : D ⊂ R → R for an open interval
D is a scalar function.
The classical Newton’s method for a single non-linear equation is written as
xn+1 = xn − f (xn)
f ′(xn)
. (1)
This is an important and basic method [7], which converges quadratically.
Recently, some modiﬁed Newton methods with cubic convergence have been developed in [9,1,8,2], by considering
different quadrature formulae for the computation of the integral arising from Newton’s theorem
f (x) = f (xn) +
∫ x
xn
f ′(t) dt . (2)
Weerakoon and Fernando [9] rederive the classical Newton’s method by the rectangular rule to compute the integral
of (2) and derive the following modiﬁed Newton method with third-order convergence by the trapezoidal rule
xn+1 = xn − 2f (xn)
f ′(x∗n+1) + f ′(xn)
, (3)
where x∗n+1 = xn − f (xn)/f ′(xn).
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The midpoint rule for the integral of (2) gives that [1,8]
xn+1 = xn − f (xn)
f ′
( 1
2 (xn + x∗n+1)
) . (4)
The scheme (4) has also been derived in [4] independently. The multivariate case is treated in [5,3].
In [6], instead of using the Newton’s theorem for y = f (x), Homeier uses it for the inverse function x(y)
x(y) = x(yn) +
∫ y
yn
x′(t) dt ,
to obtain a class of cubically convergent Newton-type methods, the best efﬁcient one of which is
xn+1 = xn − f (xn)2
(
1
f ′(xn)
+ 1
f ′(x∗n+1)
)
. (5)
The scheme (5) has also been derived in [8] independently.
Now, we introduce the idea used in this paper. Eq. (3) is rewritten as
xn+1 = xn − f (xn)(
f ′
(
x∗n+1
)+ f ′(xn)) /2 . (6)
So the scheme (4) can be viewed as obtained by using the midpoint value f ′( 12 (xn + x∗n+1)) instead of the arithmetic
mean of f ′(xn) and f ′(x∗n+1) in (6). Here, we will apply this idea to (5) and obtain a new modiﬁcation of Newton’s
method.Analysis of convergence shows the new method is cubically convergent. Per iteration the new method requires
one evaluation of the function and two evaluations of its ﬁrst derivative. Its practical utility is demonstrated by numerical
examples.
2. The method and analysis of its convergence
Now, we rewrite Eq. (5) as
xn+1 = xn − f (xn)2
(
1
f ′(xn)
+ 1
2((f ′(x∗n+1) + f ′(xn))/2) − f ′(xn)
)
. (7)
We replace the arithmetic mean (f ′(x∗n+1) + f ′(xn))/2 with the midpoint value f ′( 12 (xn + x∗n+1)) in (7) and obtain a
new method
xn+1 = xn − f (xn)2
(
1
f ′(xn)
+ 1
2f ′( 12 (xn + x∗n+1)) − f ′(xn)
)
, (8)
where x∗n+1 = xn − f (xn)/f ′(xn). For (8), we have
Theorem 1. Assume that the function f : D ⊂ R → R has a simple root  ∈ D, where D is an open interval. If f (x)
has ﬁrst, second and third derivatives in the interval D, then the method deﬁned by (8) converges cubically and satisﬁes
the following error equation:
en+1 = − 14c3e3n + O
(
e4n
)
, (9)
where en = xn −  and ck = (1/k!)f (k)()/f ′(), k = 2, 3, . . . .
Proof. Using Taylor expansion and taking into account f () = 0, we have
f (xn) = f ′()
[
en + c2e2n + c3e3n + O
(
e4n
)]
. (10)
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Furthermore, we have
f ′(xn) = f ′()
[
1 + 2c2en + 3c3e2n + O
(
e3n
)]
. (11)
Dividing (10) by (11) gives us
f (xn)
f ′(xn)
= en − c2e2n + 2
(
c22 − c3
)
e3n + O
(
e4n
)
, (12)
and hence, we have
x∗n+1 + xn
2
= xn − 12
f (xn)
f ′(xn)
=  + 1
2
en + 12c2e
2
n +
(
c3 − c22
)
e3n + O
(
e4n
)
. (13)
Again expanding f ′( 12 (xn + x∗n+1)) about  and using (13) we have
f ′
(
x∗n+1 + xn
2
)
= f ′()
[
1 + c2en +
(
c22 +
3
4
c3
)
e2n + O
(
e3n
)]
. (14)
From (11) and (14), we have
2f ′
(
x∗n+1 + xn
2
)
− f ′(xn) = f ′()
[
1 +
(
2c22 −
3
2
c3
)
e2n + O
(
e3n
)]
. (15)
Thus, division of (10) by (15) gives us
f (xn)
2f ′
( 1
2 (xn + x∗n+1)
)− f ′(xn) = en + c2e2n −
(
2c22 −
5
2
c3
)
e3n + O
(
e4n
)
. (16)
Since from (8) we have
en+1 = en − 12
f (xn)
f ′(xn)
− 1
2
f (xn)
2f ′
( 1
2
(
xn + x∗n+1
))− f ′(xn) , (17)
substituting (12) and (16) into (17), we have
en+1 = en − 12
[
en − c2e2n + 2
(
c22 − c3
)
e3n
]
− 12
[
en + c2e2n −
(
2c22 − 52c3
)
e3n
]
+ O
(
e4n
)
= − 14c3e3n + O
(
e4n
)
.
This means that the method deﬁned by (8) is cubically convergent. 
Under the conditions of Theorem 1, the method deﬁned by (3) satisﬁes the following error Eq. [9]:
en+1 =
(
c22 + 12c3
)
e3n + O
(
e4n
)
, (18)
the method deﬁned by (4) satisﬁes [8]
en+1 =
(
c22 − 14c3
)
e3n + O
(
e4n
)
, (19)
and the method deﬁned by (5) satisﬁes [8,6]
en+1 = 12c3e3n + O
(
e4n
)
. (20)
We can see that the error estimate of the new method may be smaller than the one of the method deﬁned by (5).
However, it seems to be not claimed by the error estimates that the new method and the method deﬁned by (5) are
superior to the methods deﬁned by (3) and (4). For all this, numerical results in [8,6] show the method deﬁned by (5)
converge faster than the methods deﬁned by (3) and (4) in many cases. Moreover, the cubically convergent methods
mentioned in this paper may be preferable to Newton’s method, especially in the case where the computational cost of
the ﬁrst derivative is not more than that of the function itself.
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3. Numerical examples
After the nomenclature used in [8], iterative formulae (1), (3)–(5) are, respectively, called the classical Newton’s
(CN)method, arithmeticmeanNewton’s (AN)method,midpoint Newton’s (MN)method and harmonicmeanNewton’s
(HN) method. Here, we call formula (8) midpoint-harmonic mean Newton’s (MHN) method. Now, we employ MHN
to ﬁnd the simple roots of some non-linear equations and compare it with CN, AN, MN and HN. All computations
are carried out with double arithmetic precision. Displayed in Table 1 are the number of function evaluations (NFE)
required such that |f (xn)|< 1 · E − 14 .
The computational results inTable 1 show that the cubically convergentmethods, especiallyMHN, can be comparable
to CN. Also for many cases considered, MHN requires the less NFEs than CN.
We use the following functions with the simple roots:
f1(x) = x3 + 4x2 − 10,  = 1.3652300134140969,
f2(x) = x2 − ex − 3x + 2,  = 0.25753028543986084,
f3(x) = xex2 − sin2(x) + 3 cos(x) + 5,  = −1.207647827130919,
f4(x) = sin(x)e−x + ln(x2 + 1),  = 0,
f5(x) = (x − 1)2 − 1,  = 2,
f6(x) = (x − 1)3 − 2,  = 2.2599210498948734,
Table 1
Comparison of various methods: the case of simple roots
x0 CN AN MN HN MHN
f1 −0.5 224 18 30 171 30
−0.3 106 18 54 273 15
1 10 9 9 9 9
2 10 9 9 9 9
f2 2 10 12 9 12 12
3 12 12 12 12 12
f3 −3 28 27 27 24 18
−2 16 18 15 15 12
f4 3 12 15 12 12 9
f5 3.5 12 12 12 9 9
f6 1.85 12 12 12 9 9
3 12 12 12 9 9
f7 1.5 30 1401 174 21 18
3 18 18 18 15 12
f8 −0.3 10 9 12 12 9
1 8 6 9 9 9
1.7 8 9 9 9 9
f9 1 12 12 12 9 9
2 10 12 12 9 9
f10 3.25 16 18 15 15 12
3.5 24 24 21 21 15
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Table 2
Comparison of various methods: the case of multiple roots
NFE COC |xn − | |f (xn)|
f11
CN 88 1.00 5.68e − 15 3.23e − 29
AN 84 1.00 4.37e − 15 1.91e − 29
MN 84 1.00 4.37e − 15 1.91e − 29
HN 66 1.00 5.68e − 15 3.23e − 29
MHN 66 1.00 5.68e − 15 3.23e − 29
f12
CN 114 1.00 9.21e − 12 1.56e − 33
AN 114 1.00 6.10e − 12 4.54e − 34
MN 108 1.00 5.99e − 12 4.29e − 34
HN 90 1.00 6.87e − 12 6.49e − 34
MHN 78 1.00 6.13e − 12 4.60e − 34
f7(x) = (x − 1)6 − 1,  = 2,
f8(x) = cos(x) − x,  = 0.73908513321516067,
f9(x) = sin2(x) − x2 + 1,  = 1.4044916482153411,
f10(x) = ex2+7x−30 − 1,  = 3.
Finally, we employ these methods to ﬁnd the multiple roots of some non-linear equations. Displayed in Table 2 are
NFE, the distance between the roots and the approximations (|xn −|) and |f (xn)|.Also displayed is the computational
order of convergence (COC) deﬁned as:   ln |(xn+1−)/(xn−)|/ ln |(xn−)/(xn−1−)|.When f (x) has multiple
roots, AN and MN are proved to converge linearly as CN [2], while numerical results show that MHN and HN are also
of order one. But as far as the results are considered, the cubically convergent methods, especially MHN, can be more
efﬁcient than CN.
We use the following functions with the multiple roots:
f11(x) = x2,  = 0, x0 = 0.1,
f12(x) = x5 + 2x3,  = 0, x0 = 0.1.
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