On an infinite grid with uniform spacing h, the cardinal basis Cj (x; h) for many spectral methods consists of translates of a "master cardinal function", Cj (x; h) = C(x/h − j). The cardinal basis satisfies the usual Lagrange cardinal condition, Cj(mh) = δjm where δjm is the Kronecker delta function. All such "shift-invariant subspace" master cardinal functions are of "localized-sinc" form in the sense that C(X) = sinc(X)s(X) for a localizer function s which is smooth and analytic on the entire real axis and the Whittaker cardinal function is sinc(X) ≡ sin(πX)/(πX). The localized-sinc approximation to a general f (
Introduction
The sinc pseudospectral method is an exponentially-convergent and easily programmed tool to approximate smooth functions and solve differential equations on an unbounded interval (x ∈ R) with uniform grid spacing h [23, 35, 36] . The interpolation points (for this basis and all bases throughout this article) are
x j = jh, j = 0, ±1, ±2, . . . ∞ (1) and the approximation to a function f(x) is
where sinc(X) ≡ sin(πX)/(πX). The sinc basis is a "cardinal" or "Lagrange" basis in the sense that, defining
The cardinal property implies that the coefficients of the cardinal series are simply the "grid point values" or "samples" of f(x), the set f(x j ). The sinc basis for a given grid spacing h spans a "shift-invariant subspace" in the sense that all the cardinal functions are translations of a single "master cardinal function" C(X), which is notationally distinguished by the lack of a subscript C j (x; h) ≡ C([x − jh]/h) (5) where C(X) ≡ sinc(X) for the sinc basis. Note that the cardinal function for h = 1 is just the dilation of the cardinal function for unit h. When the grid points are uniformly spaced, it is always possible to rescale the spatial coordinate to unit spacing without changing the accuracy of the approximation or the cardinal series coefficients
We shall simplify some formulas by giving them for h = 1, indicated by using X and K as the spatial coordinate and Fourier Transform argument, respectively. There is no loss of generality because of this change of coordinate. Although spectrally accurate, the sinc method has the large disadvantage that its differentiation matrices are dense and it is not possible to circumvent dense matrix manipulations by using the Fast Fourier transform, which is inapplicable to the sinc basis. However, a wide variety of other "shift-invariant" bases are available.
The sinc basis is unusual in that it is always written in sinc form. Other spectral bases are usually defined by sets of functions that lack the cardinal property. However, it is always possible with any basis set and interpolation point set to take linear combinations C j of the basis functions so that the new basis functions do satisfy (5) .
In order to satisfy the cardinal property (for unit grid), the master cardinal function must vanish at all integers except the origin. This implies that all shift-invariant uniform cardinal bases can be written in sinc-factored form as
where s(X) is a "localizer" function that is analytic for all real x with s(0) = 1. Below, we shall prove a theorem that explicitly gives the error of the interpolating approximation for general s(X). Later, we shall specialize to a couple of particular classes of shift-invariant, uniform grid bases (DSC and RBF, defined below) to analyze the approximation error more precisely.
Guowei Wei and his collaborators have published an extensive series of articles about a modified sinc pseudospectral method that they dubbed the Discrete Singular Convolution (DSC). This is identical to the standard sinc expansion except that the basis functions are localized by the substitution sinc(X) → s(X) sinc(X) (8) where s(X) is a user-chosen localizer function that decays rapidly as |X| → ∞.
Because of the s(X) factor, the modified master cardinal function C(X) ≡ s(X) sinc(X) now decays rapidly away from its peak at the origin. This makes it possible to truncate the DSC differentiation matrices to sparse matrices. Wei usually chooses the localizer to be a Gaussian, s(X) ≡ exp(−X 2 /L 2 ) for some positive constant L [4, 37, 17, 1, 14, 15] , but our results are general, and only restricted to Gaussian-DSC where explicitly noted. The Gaussian-localized basis was independently invented as the "sinc-Gaussian" interpolation [34] . Whatever the name, some DSC/sinc-Gaussian convergence and error theory can be found in [34, 25, 28, 30, 29, 31] . Radial basis functions (RBFs) are a popular method for multidimensional interpolation on irregular or scattered grids [11, 38, 10, 33] and for solving differential equations [13, 16, 19, 20, 21, 22, 26, 27, 39] . RBFs seem at first glance to have little connection with the DSC scheme. In any number of dimensions d, RBF basis functions are of the form :
for some univariate function φ(r) and some set of N points x j , which are called the "centers". (Many species of φ(r) have been used in the literature as reviewed in [18] ). The error falls exponentially with N for smooth f( x) and certain choices of φ(r); these "spectrally accurate" RBFs contain a "shape parameter" or "relative inverse width" α. We shall write the various RBF species φ as φ([α/h]x). The user-choosable constant α is the "shape parameter " or "relative inverse width" [these terms are synonyms]. The RBF width is written as the ratio α/h because only the width relative to the grid spacing is significant.
The RBF basis functions can be recombined into cardinal bases, but unfortunately, the localizers equivalent to the standard RBF species φ(r) are not known in exact explicit form. However, as shown in [7, 24] , the cardinal function localizer for Gaussian RBFs is, to very accurate approximation,
where α is the shape parameter of the RBFs. (In the limit α → 0, the localizer for Gaussian RBFs becomes s(X) ≈ 1 over an increasingly large interval in X, thus yielding an alternative proof of the theorem by Riemenschneider and Sivakumar [32] that Gaussian RBFs on an unbounded domain tend to a sinc series in the limit α → 0.)
Later work by the author showed that the localizer for sech, inverse quadratic (IQ), multiquadric (MQ) and inverse multiquadric (IMQ) RBFs is also approximately of the form s(X) = (πX/ρ)/ sinh(πX/ρ). The localizer width ρ depends on the shape parameter of the RBFs with a different functional form for each RBF species [5] as catalogued in Table 1 . The same article shows that the multidimensional Gaussian RBF cardinal function on a uniform square lattice is, without approximation, the product of the corresponding one dimensional cardinal functions. The same tensor product factorization property is true, though only approximately, for multidimensional sech, IQ, MQ and IMQ cardinal functions. Collectively, we shall dub these 5 RBF species the "sinh-localized RBFs".
Because of this similarity of form, the Fourier Transform of all these RBF cardinal functions has the common shape, exponentially decaying for |K| > π,
where the two forms are equivalent with a relative error of O(exp(−2πρ)) as shown in [5] . This common form for the Fourier transform of the cardinal function will appear in the Fourier error theorem proved below. Thus, there is great interest in an error theorem for basis functions of localized-sinc form as proved in Sec. 3. It was previously known that when α is large, that is, when the RBFs are very narrow, the approximation error for a smooth f(x) is huge because the smooth function is approximated by a finite sum of narrow spikes. In between the spikes, all the basis functions are near zero and so f RBF must fall to zero even though f(x) does not.
In the opposite limit, RBFs tend to the sinc basis. This was first proved for Gaussian RBFs in [32] . The theorem proved below, together with the approximations to the RBF cardinal function that are exact in the limit α → 0, is a new proof that the flat limit of RBFs is a sinc approximation for all five species of RBFs considered here.
A Theorem on Errors in Fourier Transform Space
Sinc and sinc-localized interpolation is simpler than competitors like Chebyshev interpolation because the sinc and sinc-cardinal functions
) are all translates (by an integer multiple of the grid spacing h) and dilations (by h) of a single function, dilated so its roots fall on the unit grid, C(X) = s(X)sinc(x), which we dub the "master cardinal function". To prove the error theorem, we first need Fourier Transforms of cardinal functions which are given by the following:
as the Fourier Transform of the localizer function s(X):
and recall that the cardinal functiions are generated from Define
Then the Fourier Transforms of the cardinal functions are 1.
2.
Proof: Proposition 1 is an expression for the transform of the cardinal function in terms of the transform of the mollifer s(X). This can be derived through the Convolution Theorem, which asserts that for any pair of functions s(X) and sinc(X)
where we have inserted the Fourier Transform of the sinc function,
(Note that for the special case s(x) ≡ 1, the sinc basis, the transform of the sinc cardinal function is C sinc (K) = T (K; π).) The Convolution Theorem becomes
The second proposition requires an evaluation of the Fourier Transform of the dilated-and-translated master cardinal function
However, a standard Fourier Transform identity asserts that for any function g(x) with transform G(k) and any shift s (not necessarily an integer) and an arbitrary dilation h, 
for some localizer function s(X). Define
where the two forms are equivalent under the Poisson Summation Theorem [2] . Denote the error of the RBF or DSC series by
Then the following propositions are true:
1.
Proof:
The first step is to apply the Fourier Transform operator to both sides of the definition of f localized−sinc , (22) .
Next, apply the preceding theorem on Fourier Transforms of cardinal functions, which yields
where in the last line we replaced F T {s(x) sinc(x)}(kh), the transform of the master cardinal function, by the symbol we defined to be this transform, C. Substituting the definition of F folded , Eq. (23), for the expression in braces in the last line gives the first proposition (25) .
The second proposition for the error then follows immediately by taking the Fourier Transform of E(X) ≡ f(x) − f localized−sinc (x; h) and invoking the first proposition.
Error Norm in Physical Space
In most applications, we are more interested in the error in physical space than in Fourier transform space. It is therefore helpful that the L 2 error norm in physical space is identical with the L 2 error norm in Fourier space because of the Parseval identity, 
for any > 0 and some q > 0. Then the Fourier Transform exists, is analytic in the strip −q < (k) < q and satisfies
This is equivalent to the statement that
where A(k) is a factor that may oscillate and also contain slower-than-exponential factors such as a combination of powers and logarithms of k, but no growing or decaying exponentials.
[Theorem 12.4 on pg. 229 of [40] .]
The crucial takeaway is that functions which are analytic on the entire real axis and also decay rapidly -this is precisely the class of f(x) whose sinc, DSC and RBF expansions will converge exponentially fast -have Fourier Transforms which decay exponentially fast, too. We will show that the knowledge that F (k) asymptotically decays proportionally to exp(−µ|k|) for some positive constant µ is sufficient to understand much about sinc, DSC and RBF errors.
A Brief Digression on Symmetry
The RBF basis smears out the step functions (in k) of sinc theory. This in turn yields dramatically different behavior for symmetric versus antisymmetric f(x) as we shall show below. Because an arbitrary function can always be separated into its symmetric and antisymmetric parts, it is helpful to analyze f(x) that are of even or odd parity with respect to x = 0, that is, are symmetric or antisymmetric. We can then recover the general case by adding the contributions of the target function's symmetric and antisymmetric parts. It is then further convenient to restrict attention to positive k; for F sym (k) and F anti (k), the errors for negative k are by symmetry equal in magnitude to those for k > 0.
First, note that an arbitrary f(x) can always be decomposed into its symmetric and antisymmetric parts
where
for all x where
Since the Fourier Transform is a linear operator, the symmetric and antisymmetric parts of f(x) transform independently of one another. The Fourier Transform of the symmetric part, F sym (k), is real-valued if f sym (x) is real-valued and is always symmetric with respect to k = 0. Similarly, F anti (k) is pure imaginary if f anti (x) is real, and the transform is antisymmetric with respect to k = 0. In the following sections and also in Part 2 [6] , we shall find it very illuminating to analyze the symmetric and antisymmetric parts of f(x) separately.
Splitting the Error
If F (k) decays exponentially with |k| as justified above, then the infinite series for F folded can be simplified to just two terms, and the RBF error becomes
This split of the error is convenient for two reasons. First, for a symmetric f(x), invoking symmetry shows that, with k ≡ π/h + κ,
We shall see below that the error is concentrated around |k| = π/h; thus, F sym (k − 2π/h) will have the same sign as F sym (k) at k = π/h and in at least a small neighborhood around it whereas for an antisymmetric function, the signs are opposite, though the magnitudes of F anti (k) and F anti (k − 2π/h) are still the same. The two parts of the error will therefore constructively add or destructively partially cancel, depending on the symmetry of f(x). The second reason for the error splitting is that these two error terms have simple but different interpretations in the sinc limit, α → 0. The term E T is identically zero for wave numbers |k| ≥ π/h ≡ k alias and is therefore the "truncation error" due to the omission of all wave numbers beyond the aliasing limit in the sinc approximation. The term E D is the "discretization error" or "aliasing error"; higher wave numbers are spuriously aliased to wave numbers on the interval k ∈ [−k alias , k alias ]. With an RBF or DSC basis, both errors are diffused as explained above, but the distinction between these two contributions to total error remains conceptually useful.
Sinc Pseudospectral Errors
To understand how mollification has changed the interpolation error, it is useful to look at the special case of unlocalized interpolation, i. e., classic sinc interpolation.
The Fourier transform of the error in the sinc basis is
where T (kh; π) is the top-hat function, equal to one for |k| ≤ π/h and zero elsewhere. (Recall that C sinc (K) = T (K; π).)
The sinc approximation is "bandlimited" in the sense that F T (f localized−sinc (k; h) is zero for all |k| > π/h. The Shannon-Kotelnikov-Whittaker Sampling Theorem [12] states that if f(x) is bandlimited, that is, if F (k) = 0 for all |k| ≥ π/h, the sinc approximation with grid spacing h is exact. These facts, long known in signal processing, imply that all the error for a non-bandlimited function must come entirely from F (k) for |k| > π/h. The crucial wavenumber k = π/h is usually called the "aliasing wavenumber"
The reason for the name is that exp(ik alias x) is a wave with a wavelength of 2h, which is the shortest oscillation that can be represented on a uniform grid of spacing h. All waves with |k| > k alias will be aliased to shorter waves as explained in [3] . The aliasing of each wavenumber k such that |k| > k alias triggers two errors simultaneously. First, there is a "truncation error"; because the sinc approximation is bandlimited, all the high wavenumbers such that |k| > π/h are zero in the approximation:
The second error, dubbed the "discretization error" in [3] and in the previous section, arises because aliasing distorts the Fourier spectrum of F sinc (k) for |k| < π/h. This discretization error is
where the last line is restricted to |k| ≤ π/h. If F (k) is decaying exponentially fast with |k| and h is small enough so that F (k) is very small for |k| > π/h, the aliasing limit, then the summation in the second line of (42 ) can be neglected. Indeed, for positive k, F (kh + 2π) is negligible, too, leaving only, for small but otherwise arbitrary δ > 0:
The sinc error is
(Note that at k = 0, the sinc error is approximately F (−2π) + F (2π); the restriction to k > δ/h excludes the region where F (kh + 2π) makes a significant contribution to F folded (k; h).) If we assume that F (k), the Fourier Transform of f(x), decays exponentially as |k| → ∞, then Fig. 1 is a schematic of the errors. The crucial point is that these errors (in Fourier space) are dominated by errors near the "aliasing wavenumber", k alias = π/h, as claimed earlier. The error decays exponentially with k in either direction away from these peaks.
Diffusion in Fourier Wavenumber Space
All DSC and sinh-localized RBF errors have the form in Fourier space of
In this formula, the sole difference between different basis sets is the difference in C(kh), the Fourier Transform of the cardinal function on the unit grid. For the sinc basis, the transform of the cardinal function is the "top-hat" function, also known as a "rectangle" function or "normalized boxcar" function, that is one on the interval k ∈ [−π/h, π/h] and zero for all other k, i. e.,
The DSC and RBF cardinal functions are smoothed top-hat functions.
To define precisely what we mean by "smoothed", recall that the diffusion equation,
is solved by the convolution integral
If the initial condition is a top-hat function T (k; π), then u(x, t) for any positive t is the sum of two error functions; this sum is also the Fourier Transform of the DSC cardinal function. In other words, the DSC is the result of diffusively smoothing the top-hat transform of the sinc cardinal function in Fourier space.
For the sinh-localized RBFs, the smoothing is a different convolution:
where "time" t = π/(ρ h). If q = T (x; π), then u is the shape of the Fourier Transform C of the RBF cardinal function. Although (51) is not the solution to any simple partial differential equation, it is similar to diffusion in that it is also a convolution with a kernel that is symmetric and monotonically falls in either direction from its peak. If the smoothing is weak, then the approximation will be close to the sinc approximation and therefore spectrally-accurate. This provides an intuitive justification for RBF and DSC methods.
Analysis of the Consequences of Mollifying the Sinc Basis
Is this smearing of the sinc error good? The answer is: It depends. Sinc interpolation employs a "guillotine" truncation in Fourier space. That is to say, all wave numbers less than the aliasing limit are captured perfectly. All wave numbers k larger than the aliasing wave number π/h are aliased to lower wave numbers and thus completely misrepresented. There is no smooth transition from fidelity to failure: the transition is as abrupt as a slice of the guillotine blade.
In reality, the Fourier transform F (k) does not stop abruptly at some wave number, but rather smoothly and exponentially decays are larger and larger wave number all the way to infinity. The Fourier space diffusion means that the same smooth decay is likewise a property of the error of sinc-localized interpolation. If f(x) is symmetric in x, F (k) will be symmetric in wave number. It is then possible by tuning the degree of mollification by a wise choice of the RBF shape parameter α to match this beyond-the-aliasing-limit behavior of F (k) in its sinc-localized approximation. This makes it possible for RBFs to sometimes be much more accurate than sinc interpolation -"spectral-plus". This is true even though RBFs tends to sinc interpolation in the "flat limit" that α → 0.
Alas, this happy situation that RBFs are "spectral-plus" is rather special. It requires that f(x) be symmetric. It also requires careful tuning of the RBF shape parameter. Doing justice to the relative merits of localized versus unlocalized sinc interpolation demands an extensive study with lots of examples as provided in Part 2 [6] .
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On a uniform, unbounded grid, sinh-localized RBFs and the Discrete Singular Convolution (DSC) basis of Wei are here provided with a simple error analysis in Fourier space. If a function f(x) is such that its Fourier Transform decays exponentially fast with wavenumber, then we show that the sinc, RBF and DSC methods will converge exponentially fast, too.
All five RBF "shift-invariant" RBF species (Gaussian, sech, Multiquadric, Inverse Multiquadric and Inverse Quadratic) converge to the sinc basis as the RBF shape parameter α → 0; these five basis sets are essentially the same [5] . This was previously known, but our new theorem provides a novel proof of the "flat limit" behavior of these RBFs.
We have shown that mollification effectively diffuses the error of unqualified sinc interpolation, but the diffusion is not in physical space but rather in the space of Fourier wave numbers k. We show that this diffusion makes it possible for radial basis functions to sometimes be much more accurate than sinc interpolation, but only under special conditions. The full treatment of the relative merits of localized versus unlocalized sinc interpolation requires much further analysis and many examples and is therefore postponed to a second article [6] .
The most interesting applications of radial basis functions are not to a onedimensional, uniform grid, but rather to an irregular grid in two or more dimensions. Nevertheless, this paper and its companions [8, 7, 9, 6] have given some useful insights for practical applications.
This work was supported by NSF grants OCE 0451951, ATM 0620100 and ATM 0723440. series (thick solid curve). The schematic assumes a typical f(x) that is analytic on a strip of some width µ > 0 about the whole real axis and decays rapidly as |x| → ∞. This implies that F (k) is exponentially-decaying proportionally to exp(−µ|k|) for large k; this rate of decay appears linear on this log-linear graph. The horizontal axis is K ≡ kh where h is the grid spacing in x. The peaks of the error at K = ±π, equivalent to k = ±k alias = ±π/h.
