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Abstract Soil, through its various functions, plays a vital role in the Earth’s ecosystems and provides
multiple ecosystem services to humanity. Pedotransfer functions (PTFs) are simple to complex
knowledge rules that relate available soil information to soil properties and variables that are needed to
parameterize soil processes. In this paper, we review the existing PTFs and document the new generation
of PTFs developed in the different disciplines of Earth system science. To meet the methodological
challenges for a successful application in Earth system modeling, we emphasize that PTF development
has to go hand in hand with suitable extrapolation and upscaling techniques such that the PTFs correctly
represent the spatial heterogeneity of soils. PTFs should encompass the variability of the estimated soil
property or process, in such a way that the estimation of parameters allows for validation and can also
conﬁdently provide for extrapolation and upscaling purposes capturing the spatial variation in soils. Most
actively pursued recent developments are related to parameterizations of solute transport, heat exchange,
soil respiration, and organic carbon content, root density, and vegetation water uptake. Further
challenges are to be addressed in parameterization of soil erosivity and land use change impacts at
multiple scales. We argue that a comprehensive set of PTFs can be applied throughout a wide range of
disciplines of Earth system science, with emphasis on land surface models. Novel sensing techniques
provide a true breakthrough for this, yet further improvements are necessary for methods to deal with
uncertainty and to validate applications at global scale.
Plain Language Summary For the application of pedotransfer functions in current Earth system
models, and speciﬁcally for the different ﬂuxes of water, solutes, and gas between soil and atmosphere,
subject of the land surface models, recent developments of knowledge are entered in a new generation of
pedotransfer functions. Methods for development and evaluation of pedotransfer functions are described in
this comprehensive review, and perspectives for future developments in different Earth system science
disciplines are presented. Challenges are still present for the application in some extreme environments of
the Earth. We argue that a comprehensive set of pedotransfer functions can be applied throughout a wide
range of disciplines of Earth system science, with emphasis on land surface models. Even though
methodological challenges are still present for extrapolation and scaling, as outlined, integration and
validation in global-scale models is an achievable goal.
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1. Introduction
1.1. Outline
An accurate description and prediction of soil processes and properties is essential in understanding the
Earth system and the impacts of climate and land use changes. This, however, requires an accurate parame-
terization of soil processes and appropriate and reliable ways to represent the spatial heterogeneity of land
surface. In many cases observations of essential soil properties, states and parameters that control water,
energy, and gas ﬂuxes of the terrestrial systems are not available due to the unfeasibility of performing
measurements with sufﬁcient spatial and temporal coverage. For the soil, hydrological, land surface, and
climate sciences, obtaining accurate estimates of, for example, soil moisture and soil temperature, is essential
for reducing the uncertainty in predicting soil respiration and heat and water ﬂuxes. To this purpose, the soil
science community has developed pedotransfer functions to estimate soil properties from data that are avail-
able from soil surveys (Figure 1).
Land surface models (LSMs) are a component of Earth system models (ESMs), which are key tools to predict
the dynamics of land surface under changing climate and land use. However, reliable model representations
of many critical variables (soil mineral content, water content, temperature, and carbon stocks) and processes
(solute transport, heat, and water ﬂow) of the soil system are needed in order to reduce the existing uncer-
tainty in projecting the response of the terrestrial compartment of the Earth system (Beer et al., 2010;
Friedlingstein et al., 2014; Qiu, 2014) under changing climate and land use scenarios. Improvement of the
representation of soil properties that crucially determine prediction of soil states and related processes could
alleviate shortcomings of LSMs (Pitman, 2003; Sato et al., 2015), for example, in the context of short to
medium range weather forecasts (e.g., persistent temperature biases) or in the prediction of the carbon
balance of critical biomes such as the Amazonian rain forest.
PTFs also play an important role in quantifying and predicting ecosystem services of soils (Vereecken et al.,
2016). Ecosystem services of soils include regulatory services such as carbon sequestration and provisional
services such as food supply and water storage. PTFs are used to quantify soil parameters and processes
needed to estimate the delivery of ecosystem services and to quantify degrading and supporting processes.
These services and processes are closely connected to societal issues and are key to scientiﬁc underpinning of
our planet functioning (Adhikari & Hartemink, 2016). A discussion on pedotransfer functions, soil modeling,
and ecosystem services is presented in Vereecken et al. (2016).
In this context, there is a high demand for high-resolution soil parameter estimation, necessary for improving
land surface representations and predictions. We believe that the potential of available PTFs has not fully
been exploited and integrated into LSMs and other models in Earth system sciences but also ecosystem
services provided by soils. In addition, development of new PTFs might help in improving the description
of soil processes and their parameterization. Access to novel databases such as Global Soil Map products
(www.globalsoilmap.net) offers new opportunities to develop and apply PTFs in Earth system science. The
grid-based soil information (organic carbon content, pH, sand, silt and clay content, bulk density, cation
exchange capacity, and depth to bedrock) is being generated at various spatial resolutions (for, e.g.,
1 km × 1 km to 250 m × 250 m) (e.g., Arrouays et al., 2014; Batjes, 2012; Food and Agriculture Organization
(FAO), 2012; Hengl et al., 2014, 2017; Sanchez et al., 2009).
However, grid data represent points while the landscape dimension is essential when running hydrological,
agronomic, ecological, or climate models. Just introducing spatially nonstructured point data in the develop-
ment of PTFs, and implicitly assuming only one-dimensional (vertical) movement of water and nutrients, is
not an appropriate assumption (van Tol et al., 2013). Information about small-scale spatial heterogeneity of
soil properties is crucial for construction of knowledge rules for estimation of soil parameters that are used
in large-scale models. The higher-resolution information supports improved PTFs and novel methods for
extrapolation and upscaling that we discuss in this contribution.
Here the focus is on derivation of PTFs for improving parameterization of Earth system models, for which we
envisage two possible approaches to bring about this improvement. One is looking at models’ coefﬁcients
that are currently set constant, for example, temperature sensitivity coefﬁcient Q10 (measure of rate of
change following 10°C temperature increase, see section 5.4) values that are kept constant globally for all
soils. Here PTFs can help to provide spatially distributed values that honor the impact of soil properties
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effecting Q10 values. The second avenue of improving parameterization is to translate new knowledge of
environmental controls and variation of soil properties into spatially exploitable PTFs to parameterize
speciﬁc processes. So either currently ﬁxed parameters or proxies might be improved with PTFs, or
equations and relationships that need parameterization could beneﬁt from newly available methods for
spatial extrapolations making use of the currently developed ﬁne-grained soil information. In this paper
we will show the opportunities for the Earth system modeling community to couple improved
parameterization through novel PTFs with newly developed methods to spatial extrapolation and
upscaling, integrating geographical and soil map information into LSMs with a suite of PTFs in
combination with techniques like geographically weighted regression (Mishra & Riley, 2014, 2015).
The overall objective of this paper is to review the state of the art in developing and applying PTFs in Earth
system sciences several reviews have been written in the past addressing speciﬁc topics and aspects of PTFs.
McBratney et al. (2002) presented an overview of past and currently available PTFs with a list of physical,
mechanical, and chemical properties estimated next to the classic soil hydraulic application and conclude
that though most of the important soil physical properties are being predicted by PTFs, yet there is a striking
absence for PTFs describing soil biological properties. Other reviews consider hydrological PTFs only
(Vereecken et al., 2010; Wösten et al., 2001). Thus, there is not only scope for an update but a strong need
for integration of existing knowledge on the linked processes in Earth system science with model develop-
ments trying to predict these processes in space and time for the cycles of water, energy, carbon, and nutri-
ents. We speciﬁcally address the development and use of PTFs beyond the classical soil science and vadose
zone research activities. In addition, we will highlight the use and development of PTFs in the framework of
newly developed methods and databases that allow the coverage of large areas of estimated attributes
derived from PTFs.
The paper is organized in the following sections. After a brief introduction of the historical context in section 1,
we ﬁrst refer to the methodological backgrounds and innovations in the derivation and evaluation of PTFs in
section 2. Section 3 introduces the methodological challenges for PTFs in Earth system models. Sections 4
and 5 present the development and perspectives of PTFs for the vadose zone and land surface models,
extending the long-standing experience on hydraulic characterization with current experience for solutes
and thermal properties, onto novel applications for biogeochemical, biotic, and vegetation properties.
Section 5 introduces the ways to new developments of PTFs by identifying weaknesses in parameteriza-
tions—either in variables entered as constants or in oversimpliﬁed functions—that can be solved by
Figure 1. PTFs relate simple to measure soil properties to less available parameters of Earth system processes. Even for
some more “standard” properties like soil organic matter and dry bulk density, PTFs are developed based on basic tex-
tural and structural properties trying to capture the biogeochemical processes context (this sums the four groups of
parameterization dealt with: hydraulic, solute, thermal ﬂuxes, and biogeochemical processes).
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improved process understanding and high-resolution data availability, illustrated for ecological and biogeo-
chemical model elements, also in the context of climate change predictions. These conﬁdent perspectives to
the applications of PTFs in Earth system models are continued in section 6 with an outlook to further
improvements and a roadmap toward a full set of PTFs in Earth system modeling. The review ends with
drawing conclusions in section 7.
1.2. A Brief History of PTFs
Estimation of soil properties from other more easily measurable soil properties has been a challenge in soil
science from its early beginning. Earliest estimation equations date back to the beginning of twentieth
century. They relate, by regression, for the ﬁrst time the soil moisture characteristics to soil texture (Briggs
& Lane, 1907; Veihmeyer & Hendrickson, 1927). By the second half of the century, these equations were well
anchored in extensively used soil classiﬁcation and cartography initiatives. The concept of pedotransfer func-
tion (PTF) proposed by Bouma (1989) basically embraces all these earlier estimation approaches, most of
which have been reviewed by McBratney et al. (2001). Bouma (1989) described its concept as translating soil
data we have into data we need but do not have, and its introduction was part of a framework of quantitative
land evaluation. The proposal was initiated at a time when soil surveys in many countries were either
completed or terminated and questions were raised as to what would be a logical next activity of pedology,
the science of studying the formation, occurrence, and behavior of soils in the ﬁeld (Bouma, 1988). In land
evaluation, interpretations of soil surveys are made in terms of limitations for a wide range of uses and also
in terms of suitability (Bouma et al., 2012; FAO, 2012). Already in 1989 it was clear that such qualitative and
empirical judgements could be relevant when producing initial assessments over large areas. However, they
would require more quantitative procedures to be adequate enough to face modern land use questions. The
key aspect of the PTF proposal was the link between pedology and soil survey, allowing a comprehensive
landscape perspective based on localized samples. More speciﬁcally, PTFs aim at transferring structural
and compositional data of soils into information that characterizes soil functioning (and thus allows parame-
terization), such as parameters to deﬁne soil hydraulic functions, mineralization constants, and sorption prop-
erties. This information can then lead to quantiﬁcation of soil ecosystem services such as providing water and
nutrients to plants, regulating climate and biogeochemical cycles, buffering and ﬁltering of solutes, and
trafﬁcability/accessibility of soils, for example, through the use of mathematical process models (Bouma,
1989; Vereecken et al., 2016). The data used in PTFs include soil horizonation, color patterns, texture, qualita-
tive structural andmorphological information, organic matter content, pH, redox, andmineral concentrations
(Bouma, 1989; McBratney et al., 2002). Moreover, these data have spatial attributes and cover the land surface
of countries and continents making them valuable for the use in simulation of processes occurring at the land
surface. Bouma (1989) recognized that simulation models of soil processes such as water ﬂow, heat ﬂow, and
solute transport at the ﬁeld and catchment scale were already operational in the 1980s and model develop-
ment since that time has been remarkable. Thesemodels need a number of parameters; most of which can, in
principle, be measured but at great expense and effort. The proposed PTFs attempt, therefore, to link global
data obtained in soil surveys, which are nowadays globally available in databases with high resolution, to
model parameters.
Bouma (1989) distinguished two types of PTFs: continuous and class PTFs. Continuous PTFs use continuous
quantities such as clay, sand, or organic matter content. Class pedotransfer functions relate modeling
parameters to classes of soil properties, as distinguished in a soil surveys (Bouma, 1989). Baker and Bouma
(1975) made, for example, multiple measurements of water retention and hydraulic conductivity curves in
subsurface horizons of silt loam soils that were classiﬁed as Tama silt loam. Curves obtained formed relatively
narrow bands, expressing spatial variability. When making new measurements in Tama silt loams at other
locations, results obtained ﬁtted well within the bands that were earlier established, demonstrating the
possibility to extrapolate measured data in a given soil series to sites without measurements but with the
same soil classiﬁcation. The soil series is thus used as a class pedotransfer function that can also relate to
particular soil horizons within a given soil series or to more general texture classes (Baker, 1978). Wösten
et al. (1986) made a similar analysis for soil horizons in the Netherlands and compared four methods to
generate soil hydraulic functions, including direct measurements and use of both class and continuous
PTFs (Wösten et al., 1990). Differences between the methods were not statistically signiﬁcant, demonstrating
the potential of both types of PTF.
Reviews of Geophysics 10.1002/2017RG000581
VAN LOOY ET AL. PTFS IN EARTH SYSTEM SCIENCE PERSPECTIVE 1202
Currently, continuous PTFs are typically used to parametrize soil processes in simulation models of water,
energy, and carbon cycles from the ﬁeld to the continental scale. Continuous PTFs can in this respect be
divided/classiﬁed as point or parametric PTFs (Vereecken et al., 2010). Point PTFs estimate, for example,
speciﬁc points of the water retention curve such as wilting point (deﬁned as the minimal point of soil
moisture the plant requires not to wilt), whereas parametric PTFs estimate, for example, the parameters
of the Mualem-van Genuchten (MvG) model (see section 4.1.1; van Genuchten, 1980). The continuous
PTFs also capture the early work that was done on deriving soil hydraulic properties such as the water
retention characteristic, unsaturated and saturated hydraulic conductivity, and soil water content at
prescribed pressure heads for simple soil properties (Bloemen, 1977, 1980; Clapp & Hornberger, 1978;
Cosby et al., 1984) and which has been reviewed by, for example, Wösten et al. (2001), Rawls and
Pachepsky (2002a), and Vereecken et al. (2010). In fact, most of the early work on PTFs has focused on esti-
mation of soil hydraulic parameters of the water retention characteristic and hydraulic conductivity
functions (e.g., Vereecken et al., 2010; Wösten et al., 2001) as these parameters are difﬁcult and cumber-
some to measure but key for all simulations of water, matter, and energy ﬂuxes of the land surface.
Later on, PTFs were also developed for other soil properties or soil functions beyond soil water ﬂow
(Breeuwsma et al., 1986; McBratney et al., 2002). Some recent PTFs make distinctions between top soil
and subsoil hydraulic parameters (Wösten et al., 1999) and include further predictors such as chemical soil
properties (CaCO3, pH, and cation exchange capacity (CEC)) to estimate hydraulic parameters (Botula et al.,
2013; Pachepsky & Rawls, 1999; Tóth et al., 2015).
These hydraulic parameter estimations are not only the best known and most developed examples of PTFs;
they also are at the basis of the construction of other PTFs—for example, of soil thermal conductivity (see
section 4.3)—and exemplary to the development of other transfer functions. In this contribution, we propose
to beneﬁt from this exceptional richness in methodological development of parameter estimation and go
beyond its classic application for hydraulic parameters.
2. Methods to Derive and Evaluate Pedotransfer Functions
2.1. General Considerations
Before we discuss the wide variety of methods available, it is worthwhile to discuss the general concept of
PTF development as illustrated in Figure 2. The general purpose of PTF development is to establish predictive
models using databases of soil properties which hold suitable predictors (“basic soil properties”) and desired
“estimands” (“estimated less available soil properties”). Such databases are often highly specialized because
they must hold both predictor and estimand observation data, and as a rule, they are often much smaller
(typically hundreds to thousands of records) than soil survey-based pedological databases (refer to
National Cooperative Soil Survey, 2017, WoSIS (Batjes et al., 2017)), which hold tens or even hundreds of thou-
sands of records. Databases used in PTF development may therefore not reﬂect the true population of soils in
a region or the world, and as a result, PTFs tend to be biased to the database on which they were calibrated
(Schaap & Leij, 1998a). Once a PTF is calibrated, it is usually published in the form of a relatively simple math-
ematical formula, a look-up table, or a software package. A typical “user”will then incorporate the PTF in their
work, which usually requires the PTF outcome to be transformed in a relevant way. The user of a PTF may
therefore be interested in other soil attributes (e.g., inﬁltration capacity) than for which the PTF was speciﬁ-
cally calibrated (e.g., saturated hydraulic conductivity or key parameters of the moisture release curve).
Beyond some general conceptual understanding there are no precise a priori relations that link predictors
with the estimands. In addition, most PTFs differ with regard to the set of predictors (“input variables”) and
with regard to the estimands (“output variables”). Typical sets of predictors are therefore sand, silt, and clay
percentages (Campbell & Shiozawa, 1992; Cosby et al., 1984; Rawls & Brakensiek, 1985; Saxton et al., 1986),
bulk density and organic carbon, or organic matter content (De Lannoy et al., 2014; Rawles & Brakensiek,
1982; Rawls et al., 1983; Saxton & Rawls, 2006; Vereecken et al., 1989; Weynants et al., 2009; Wösten et al.,
1999)—though morphological properties (Ali & Biswas, 1968; Lin et al., 1999) and soil structural information
(Nguyen et al., 2015; Pachepsky & Rawls, 2004; Pachepsky et al., 2006; Rawls & Pachepsky, 2002b) have also
been used. Some PTFs even use one or several moisture retention points to improve their estimation of
the rest of the water retention curve (Ahuja et al., 1985; Paydar & Cresswell, 1996; Rawles & Brakensiek,
1982; Schaap et al., 2001; Zhang & Schaap, 2017). Finally, recognizing that users are often faced with different
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levels of data availability, some researchers developed PTFs that can deal with limited and more extended
sets of predictors (Nemes et al., 2003; Schaap et al., 2001, 2004; Tóth et al., 2015; Twarakavi et al., 2009;
Zhang & Schaap, 2017).
The mathematical/statistical frameworks to establish PTFs, that is, the derived relationships between predic-
tors and estimands (Figure 2), have been extremely diverse. While some (semi)empirical approaches exist,
most methods are entirely empirical, purely data driven and vary from look-up tables that provide soil
hydraulic parameters for speciﬁc soil textural classes to simple linear/nonlinear regression models, to more
sophisticated data mining methods such as artiﬁcial neural networks (ANNs), regression and classiﬁcation
trees and their derivatives (e.g., classiﬁcation and regression trees, chi-square automatic interaction detection
(CHAID), boosted trees, and random forests), k-nearest neighbor-type algorithms and support vector
machines (SVM), and some other methods that are less commonly used, like, for example, group method
of handling data (Nemes et al., 2005; Pachepsky & Rawls, 1999).
2.2. Look-Up Tables and Class PTFs
The simplest PTFs, yet widely applied, are the look-up tables that provide textural class-average hydraulic
parameters (Baker, 1978; Bouma, 1989). Such look-up table is the ﬁrst step to identify the dependence of soil
hydraulic parameters on soil texture class (Cosby et al., 1984). Because of simplicity, the look-up table has
been widely used in soil sciences and other disciplines, such as land surface modeling. For example,
Rosetta model H1 (Schaap et al., 2001), which is essentially a look-up table, is incorporated in variably satu-
rated media codes Hydrus 1-D, 2-D, and 3-D. The look-up table developed by Cosby et al. (1984) is widely
used in land surface modeling, such as the Biosphere-Atmosphere Transfer Scheme developed by
Dickinson et al. (1986, 1993) and the Global Land Data Assimilation System developed by Rodell et al.
(2004) to estimate soil hydraulic parameters. Today, look-up tables are also included in several widely used
soil survey guidelines, with textural class averages for, for example, ﬁeld capacity, values of saturated hydrau-
lic conductivity, and even pressure-based descriptions of “typical” water retention curves. The drawback of
look-up table PTFs is the variability of many parameters within soil textural classes. For example, depending
on the measurement, very different soil water retention parameters and saturated hydraulic conductivity (Ks)
can be documented per texture class. Table 1 lists Ks values calculated for U.S. Department of Agriculture
(USDA) soil textural classes in selected publications. Cosby et al. (1984) and Carsel and Parrish (1988) have
Figure 2. General concept of PTF development, based on a calibration database with both the basic and “estimand” soil
properties measured.
Reviews of Geophysics 10.1002/2017RG000581
VAN LOOY ET AL. PTFS IN EARTH SYSTEM SCIENCE PERSPECTIVE 1204
data from the USA, with 1,448 and 5,097 data sets, respectively, while
Zhang and Schaap (2017) used 1,306 data sets from the USA and
Europe. Carsel and Parrish (1988) estimated lower Ks values for ﬁne soil tex-
tural classes, but higher Ks values for coarse soil texture compared with the
other two soil PTFs. Cosby et al. (1984) estimated higher Ks values com-
pared with the estimations of Zhang and Schaap (2017) with some excep-
tions. Such important differences between PTFs may result from the
calibration data and from different methods to develop PTFs. It immedi-
ately stresses the need for contextualization (see extrapolation and upscal-
ing in section 3) of the application of PTFs.
Recently, Twarakavi et al. (2010) observed the validity of texture-based
classiﬁcations for soil hydraulic studies and compared it against a classiﬁ-
cation based on soil hydraulic characteristics. Although they found simila-
rities between both classiﬁcation schemes, they found larger differences
for soils with lower sand contents where the water ﬂow was dominated
by capillary forces. However, the soil hydraulic classiﬁcation led to only
marginal improvements regarding the prediction of soil hydraulic para-
meters compared to the classical soil textural classiﬁcation. The authors attributed the lack of comprehensive
soil hydraulic databases as main bottleneck for the further development of soil classiﬁcation systems.
2.3. Regression Techniques
Regression technique is widely used to determine the relationship between predictors and estimands
because of its simplicity. Regression analysis can use linear regressions or nonlinear regressions depending
on the expected relationship among variables. They typically follow the general form:
p ¼ aSandþ bSiltþ cdry bulk densityþ⋯þ x varX (1)
where p is the soil property that is to be estimated. a, b, c, and x are regression coefﬁcients, and varX any
other basic soil property that can easily be measured (Wösten et al., 2001). Gupta and Larson (1979) were
probably among the ﬁrst to build a linear regression to estimate soil water retention characteristics from
soil particle size distribution, organic matter, and bulk density. Rawls and Brakensiek (1985) built an expo-
nential relationship between soil hydraulic parameters and soil texture as well as bulk density. The advan-
tage of regression analysis is that it is straightforward to carry out and easy to be used, while the
disadvantage is that the regression equations (for example, linear, logarithmic, or exponential) and predic-
tors have to be determined as a priori and that the relationships between soil properties and predictors
may be different in different portions of the database. Boosted multiple linear regression can be an efﬁ-
cient method if relationship between dependent and independent variables is not complex. Cosby et al.
(1984) performed analysis of variance to determine the signiﬁcance of hydraulic parameters with the pre-
dictors and then established relationships to estimate hydraulic parameters based on univariate and mul-
tivariate functions of the predictors.
2.4. Neural Networks
Artiﬁcial neural networks (ANNs) require no a priori model concept. Being described as universal function
approximators, ANNs are the powerful technology available modeling complex “input-output” relationships
(Haykin, 1994; Hecht-Nielsen, 1990; Maren et al., 2014). The relationship can then be used similar to a regres-
sion formula to make predictions of soil properties.
Pachepsky et al. (1996), Schaap and Bouten (1996), and Tamari et al. (1996) are among the ﬁrst to build
PTFs to estimate soil hydraulic parameters using ANNs, and later publications that further pursued this
topic include Schaap and Leij (1998b), Schaap et al. (1998, 2004), Pachepsky and Rawls (1999), Minasny
and McBratney (2002), Nemes et al. (2003), Minasny et al. (2004), Sharma et al. (2006), Parasuraman
et al. (2006), Agyare et al. (2007), Ye et al. (2007), Baker and Ellison (2008a), Jana and Mohanty (2011),
Haghverdi et al. (2012, 2014), and Zhang and Schaap (2017). It should be stressed that there are many
types of neural networks (Hecht-Nielsen, 1990). Among these, so-called feed-forward backpropagation
ANNs are most widely used to map input-output relationships. A typical feed-forward backpropagation
ANN contains input, hidden, and output neurons. The hidden neurons extract useful information from
Table 1
Ks Values of USDA Soil Texture Classes in Look-Up Tables of Selected
Publications
Texture class
Cosby et al.
(1984)
Carsel and Parrish
(1988)
Zhang and
Schaap (2017)
Clay 8.4 4.8 14.8
Silty clay 11.6 0.5 9.6
Sandy clay 62.4 2.9 11.4
Clay loam 21.1 6.2 7.1
Silty clay loam 17.6 1.78 11.1
Sandy clay loam 38.5 - 13.2
Loam 29.2 25.0 13.3
Silt loam 24.3 10.8 18.5
Sandy loam 45.2 106.1 37.5
Silt - 6.0 43.8
Loamy sand 121.7 350.2 108.2
Sand 402.8 712.8 643.0
Note. All results are transformed to the same unit: cm/d.
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the input and utilize them to predict the output, with the determination of the number of hidden
neurons empirically or based on the performance of calibration and validation data set (Zhang & Schaap,
2017). The input vector of neurons xj (j = 1…J) in network is weighted, summed, and biased to produce
the hidden neuronsyk(k = 1…K):
yk ¼
XJ
j¼1
wjkxj þ bk ; (2)
where J is the number of input neurons and k is the number of hidden neurons. The hidden neurons consist
of the weighted (wjk) input and a bias (bk). The hidden neurons yk are then operated by an activation or trans-
fer function f to produce
rk ¼ f ykð Þ: (3)
The activation function is usually a monotonic function, which can reﬂect the nonlinearity in the input-output
relationship. Commonly used activation functions include sigmoid, hyperbolic, tansig, and pure
linear functions.
The output from the hidden neurons is processed by a similar procedure to that in equation (2) as follows:
vl ¼
XK
k¼1
uklrk þ bl (4)
and then are transformed by another activation function F to produce the output z:
zl ¼ F vlð Þ: (5)
The weights and biases are obtained in ANN by minimizing the following objective function through an itera-
tive procedure,
O wjk ; bk ; ukl ; bl
  ¼XNs
n¼1
XNp
m¼1
tn;m  t 0n;m wjk ; bk ; ukl; bl
  2
(6)
where Ns is the number of calibration samples, Np the number of parameters, and t and t0 the observed and
predicted variables (see Figure 2). Originally, the backpropagation algorithm was used to minimize the above
objective function, while other alternative algorithms such as Levenberg-Marquardt are also available
(Press et al., 1992).
Although several studies suggest that ANNs perform better than regression-based PTFs (Schaap & Bouten,
1996; Schaap et al., 1998; Tamari et al., 1996), there are still several issues with the ANN use. One of the
problems is overﬁtting, which means that, as the ﬁtting proceeds, the objective function (equation (6)) will
continue to decrease for the calibration data set, while the objective function will eventually start to rise
for the validation data set. The implementation of cross-validation methods (Hastie et al., 2001) is an
approach to help overcome the issue by dividing the data set into calibration and validation, with the most
optimal ANN models being where the validation error is the lowest (Schaap et al., 2001, 2004; Zhang &
Schaap, 2017). Another drawback of ANNs is that they often contain a considerable number of coefﬁcients,
which prevents publication of the PTF as a closed-form equation, especially when combined with the boot-
strap method (Efron & Tibshirani, 1993).
2.5. Support Vector Algorithms
Support vector machines (SVMs) are another data mining tool frequently applied to build PTFs. SVMs use
a supervised nonparametric statistical learning method, which is originally presented with a set of labeled
data, and SVM training is to ﬁnd a hyperplane which can separate the data set into a discrete predeﬁned
number of classes (Vapnik, 2013; Vapnik & Vapnik, 1998). The optimal separation hyperplane is a decision
boundary that minimizes misclassiﬁcations, obtained in the calibration process in an iterative way
(Mountrakis et al., 2011; Zhu & Blumberg, 2002). In their simplest form, SVMs are linear binary classiﬁers
that allocate a class (from one of the possible labels) to a given test sample. In practice, linear separability
is not often present.To divide the data set into classes accurately in such cases, the use of kernel func-
tions can solve this problem.
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Suppose that we have training data set (xi, yi)(i = 1,…, nt), where xi is the data point, yi corresponding proper-
ties of data point xi. In ε support vector regression, the goal is to ﬁnd a function f(x) to estimate an unknown
variable x that has at most ε deviation from the actually obtained targets yi for all the training data, and that is
as ﬂat as possible.
The regression is formulated as
f xð Þ ¼
Xl
i¼1
wiΦ xð Þ þ b; (7)
where Φ(x) denotes nonlinear transformation (using kernel functions) that map data into better representa-
tion space, making nonseparable problem separable. wi are weights and b the bias term; both wi and b are
parameters estimated by minimizing the following objective function:
1
2
wj j2 þ C
Xl
i¼1
ξ þ ξð Þ (8)
subject to
yi  f xð Þ  b ≤ εþ ξi
f xð Þ þ b yi ≤ εþ ξ i
ξ i; ξ

i ≥ 0; i ¼ 1;…l
8><
>: ; (9)
where wj j2 ¼
Xl
i¼1
w2i . ξ , ξ
* are slack variables introduced to cope with infeasible constrains (Vapnik, 2013).
The cost parameter C > 0 determines the trade-off between the complexity of the SVM structure and the
amount up to which deviations larger than ε are tolerated. The insensitivity parameter, ε, controls the width
of the insensitive zone; larger values of ε will lead to smaller numbers of support vectors and result in poor
generalization (Twarakavi et al., 2009). A number of kernel function are available (Vapnik, 2013; Vapnik &
Vapnik, 1998). Twarakavi et al. (2009) used radial basis kernel function to perform the nonlinear
transformation.
Lamorski et al. (2008) developed PTFs with a soil data set in Poland using SVMs and ANNs. They found that
SVMs outperformed or had the same accuracy compared with ANNs. Twarakavi et al. (2009) developed
SVM-based PTFs using the data set of Rosetta (Schaap et al., 2001) and found SVMs outperforming ANN-
based PTFs. More recent applications include Skalová et al. (2011), Haghverdi et al. (2014), Nguyen et al.
(2015), and Khlosi et al. (2016).
2.6. k-Nearest Neighbor Methods
The k-nearest neighbors (KNN) method is another machine learning algorithm, which has been used to
derive PTFs for soil properties (Jagtap et al., 2004; Nemes, Rawls, & Pachepsky, 2006; Nemes, Rawls,
Pachepsky, & Van Genuchten, 2006). KNN uses a distance-based approach where the distance for each
soil from a target soil can be calculated as the square root of the sum of squared differences in predic-
tors between the target soil and each of the soils of a reference data set that corresponds to the devel-
opment data set in other techniques. As the units of the predictors can be different, for example, sand
fraction between 0 and 100, but organic matter content between 0 and a maximum of 15% in nonor-
ganic soils, a potential bias to one or another variable is avoided either by prior normalization (e.g.,
Nemes, Rawls, Pachepsky, & Van Genuchten, 2006) or by using an extended standardized Euclidean dis-
tance metric that takes into account the covariance structure among the predictor variables (cf.
Mahalanobis distance; e.g., Tranter et al., 2009). The output of KNN is the property value for the object,
and the value is the average of soil property values of its k-nearest neighbors for the estimated soil sam-
ples. The optimal choice of k depends upon the data, and the user can choose among different weight-
ing schemes of the selected samples. In a simple case, the resemblance of each sample in the reference
data to the sample in question is evaluated by calculating its “distance” in terms of the previously nor-
malized variables as
di ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXx
j¼1 Δaij
2
r
(10)
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where di is the “distance” of the ith soil from the target soil and Δaij is the difference of the ith soil from the
target soil in the jth soil attribute. The user then sets how many samples (k) are necessary to account for in
formulating the estimate, and a weight term is then assigned to each of the selected k soils. As opposed
to simple averaging or rank-dependent weighting solutions found in literature (e.g., Lall & Sharma, 1996),
Nemes, Rawls, and Pachepsky (2006) proposed a distance-dependent weighting as
wi ¼
Xk
i¼1 di = di
 p
=
Xk
i¼1
Xk
i¼1 di = di
 p
; (11)
where k is the number of nearest neighbors considered, wi is the assigned weight, di is the “distance” value
of the ith selected neighbor calculated as above, and p is a power term, which was found to be dependent
on the size of the reference data set (Nemes, Rawls, & Pachepsky, 2006). The ﬁnal output is then formulated
as the weighted sum of observed values of the output variable of the selected k-nearest neighbors.
Nemes, Rawls, and Pachepsky (2006) developed PTFs using 2,125 soil samples from U.S. normalized radar
cross section soil characterization database by utilizing ANN and KNN. They found that the KNN method
has a nearly identical performance to that of ANN in terms of the evaluated criteria. Nemes, Rawls,
Pachepsky, and Van Genuchten (2006) analyzed the sensitivity of KNN variant to different data and algo-
rithms. Subsequent applications of KNN to develop PTFs include, for example, Ghehi et al. (2012), Botula
et al. (2013), and Nguyen et al. (2015). A kriging-based Gaussian process approach similarly utilizes nearest
neighbors, measuring the “distance” between neighbors based on a covariance function (Rasmussen, 2004).
2.7. Decision/Regression Trees
Different parts of the data set may have different PTF dependencies, and using one unique PTF equation for
the entire data set may not be justiﬁed. It may be beneﬁcial to split the entire data set into homogeneous
parts and develop independent PTFs for different parts of the data set (Schaap, 2004).
Decision trees are recursive data partitioning algorithms that have a continuous response variable and recur-
ringly subdivide the presented data into two subsets, making subsets as homogeneous as possible at each
level of partitioning (Breiman et al., 1984). Each partitioning can be viewed as a branching of tree (Wösten
et al., 2001). Regression trees have continuous response variable, which is the case most frequently in
PTFs. For categorical-type dependent variable classiﬁcation trees can be applied. In regression-type problems
the partitioning is to divide the data into R1, …, RJ subsets by minimizing the residual sum of squares (RSS)
(equation (12)):
RSS ¼
XJ
j¼1
XnRj
i¼1
yi  y^Rj
 2
(12)
where J is the number of subsets, nRj is the number of observations belonging to Rj subset, y^Rj is the mean
response for the training observations within the jth set, and yi is the observation in Rj subset.
The most important features of recursive partitioning methods are reviewed in Strobl et al. (2009). Another
possibility for recursive partitioning is the chi-square automatic interaction detector (CHAID) method (Kass,
1980) in which the stopping criterion is based on statistical signiﬁcance tests. The independent variable with
highest association to the dependent variable is selected for splitting. Efﬁciency of CHAID was found to be
similar to that of regression trees for the derivation of point PTFs on Hungarian salt-affected soils (Tóth
et al., 2012).
The regression tree approach was ﬁrst used to develop PTFs by McKenzie and Jacquier (1997). Subsequent
applications of regression trees to develop PTFs include McKenzie and Ryan (1999), Rawls and Pachepsky
(2002a), Pachepsky and Rawls (2003), Pachepsky et al. (2006), Lilly et al. (2008), Nemes et al. (2011), Gharahi
Ghehi et al. (2012), Koestel and Jorda (2014), Jorda et al. (2015), and Tóth et al. (2015).
A limitation of the regression tree is that it only produces an estimate under a “terminal node,” which can
cause a discontinuity in the response function (Staver & Hansen, 2015). Another advanced form of regression
tree is called the model tree or M5 or Cubist model (Solomatine & Dulal, 2003), which produces a linear
regression at the terminal node. Recent progress includes using an ensemble of many regression trees in a
procedure called boosting which was used to identify qualitative/categorical soil properties that help
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improve the estimation of Ks (Lilly et al., 2008) and derive a PTF of bulk density for forest soils (Jalabert et al.,
2010) or Ks (Jorda et al., 2015).
2.8. Random Forest
A single regression tree is limited in accuracy, to solve this problem, and therefore, an ensemble of trees has
been introduced (Breiman, 2001). During the construction of the model lots of regression trees are grown
with randomly selected combination of input variables. In this way the model will be more robust to outliers
and noise than a single regression tree. Prediction is based on a whole set of regression trees, while the
results of all individual trees are averaged or weighted average is calculated.
This technique has been widely used in recent years (Akpa et al., 2016; Koestel & Jorda, 2014; Sequeira et al.,
2014) given its reported prediction performance. De Souza et al. (2016) analyzed the performance of the
random forest technique in predicting bulk density based on soil properties and environmental covariates.
Koestel and Jorda (2014) used this method to predict the strength of preferential transport. Tóth et al.
(2014) developed point PTFs to predict water retention at 0,33,1,500, and150,000 kPa matric potential
with the conditional inference forest (cforest) method, a random forest method based on conditional infer-
ence trees (ctree) (Strobl et al., 2008). The advantage of the method is that selection of variables is unbiased
when independent variables measured at different scales (e.g., clay content—interval, soil type—nominal,
and topsoil and subsoil distinction—dichotomous) are used—that is, in ctree continuous variables or predic-
tors with more categories are not favored—because statistics analyzing the relationship between indepen-
dent and dependent variables use conditional distribution of those (Hothorn et al., 2006). As it is
sometimes being used as a silver bullet, we advise to use with caution due to its “unexpected” behavior when
dealing with noisy data (Segal, 2004).
2.9. PTF Evaluation Criteria
2.9.1. Evaluation Methods
Donatelli et al. (2004) and Schaap (2004) reviewed various methods to evaluate and quantify the quality of
PTFs for predicting soil water retention parameters and hydraulic conductivities. These methods are applic-
able to any type of PTF developed. The most common metrics used to evaluate PTF performance are
root-mean-square errors (RMSEs), mean errors (MEs), and the coefﬁcient of determination (R2). RMSE values
quantify the root of the average bivariate variance between estimated and measured quantities. ME quanti-
ﬁes systematic errors or bias. Negative ME values indicate an average underestimation of the quantity being
evaluated, while positive values indicate an overestimation of target variables. For a truly well performing
PTF, both RMSE and ME should be as low as possible. We note that the ME pertains to an average estimation
over N data points. So it is possible that ME is 0, but the PTF, for example, overestimates soil properties for
coarse-texture soils and underestimates soil properties for ﬁne-texture soils. In case the overestimation and
underestimation might cancel out, absolute mean errors can be computed.
Sometimes, it is useful to quantify the relative size of the systematic errors, which can be computed using the
relative mean errors (RME), or the unbiased RMSE (URMSE) values, succesfully used by Tietje and Hennings
(1996) and Schaap et al. (2004) that separate the systematic errors from the random errors. URMSE values
should always be equal to or smaller than the corresponding RMSE value.
For evaluating PTF performance and the development method, both the choice of the data set
(local-regional, within or across soil types) and the range of input variables play crucial roles. Results of such
evaluations to the methodological performance need to be considered with care. For example, many techni-
ques were tested to estimate bulk density based on clay and sand content, calcium carbonate equivalent, pH,
and organic carbon content, with differing conclusions to the best performing technique of PTF develop-
ment (Table 2). Shiri et al. (2017) documented that for this application the novel gene expression program-
ming technique performed strongest, but the differences from the other methods were not signiﬁcant.
Typically not as a metric to be published with a PTF, but as a diagnostic tool while deriving PTFs, one should
evaluate patterns in the estimation residuals and correlations between residuals and input or output proper-
ties (Boschi et al., 2014, 2015). This has helped, for instance, to diagnose and improve models (e.g., Nemes,
Rawls, Pachepsky, & Van Genuchten, 2006; Nemes et al., 2011) or to help understand sources of errors and
differences between models (Nemes et al., 2009).
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It is plausible to analyze and compare the usefulness of PTFs by using them as input information in Earth
system models and evaluating the Earth system model performance rather than just PTF performance.
Such “functional evaluation” can clearly quantify the utility and value of the PTFs (Vereecken et al., 1992;
Xevi et al., 1997). Finally, PTFs form no goal in themselves; their function is in estimating functional soil prop-
erties that users are interested in such as water supply capacity and leaching of chemicals. It may very well
turn out that calculated properties using PTFs are different frommeasured ones but that when put into mod-
els as parameters, modeling results may not signiﬁcantly differ. The differences between measured and cal-
culated parameters should certainly be established, but the value of the evaluation process is increased when
the next step is taken as well. Especially, when an application is oriented to complex models at continental to
global scales, there can be a trade-off between gain in precision and accuracy of prediction, which may be
triggered (and optimized) by the method of PTF development as well.
2.9.2. Strengths and Weaknesses of PTF Development Methods
When selecting PTF development techniques for future work, many authors focus purely on reported model
performance in terms of the above metrics. It is, however, recommended that other characteristics of
modeling techniques are considered as well, especially since the differences in reported performance are
often very small and/or inconsistent, and their signiﬁcance is reduced when functionally tested in an applica-
tion. We provide some guidance on some strengths and weaknesses of popular PTF development techniques
cited in this paper (Table 3). Note that this is a rough, generic guide that cannot account for the variety of all
software options that one has—and will have—to implement a particular technique. Software keeps
evolving, and a modeler always has implementation options whose features may differ from those of
off-the-market software.
Table 3 presents a nonexhaustive list of seven categories of model qualities that may be useful for a
user to consult prior to choosing modeling techniques. It is apparent that strengths and weaknesses
often come as trade-offs, although that is not a rule. Users may want to capitalize on strengths that
are essential for the purpose of their study. For example, PTF studies may assume one of two primary
purposes: research or application. Authors who intend to advance research knowledge may ﬁnd it more
desirable that the model is ﬂexible and can work with various data sizes and types efﬁciently or help
mine auxiliary information (e.g., variable importance) given their structure or features. Application-oriented
Table 2
Examples of Documented Bulk Density PTF Development Method Evaluation and Comparison
Bulk density PTF method evaluation Linear regression Nonlinear regression ANNs SVMs KNN Regression trees Random forest
Jalabert et al. (2010) X
Ghehi et al. (2012) X X
Patil and Chaturvedi (2012) X XXX
Al-Qinna and Jaber (2013) X X XXX
Botula et al. (2015) X X
Rodríguez-Lado et al. (2015) X XXX
Xiangsheng, Guosheng, and Yanyu (2016) X XXX
Shiri et al. (2017) X X X X
Note. X successfully applied method and XXX strongest performing method in evaluation.
Table 3
Comparison of Different Mathematical Predictive Models, ++ = Good, + = Fair, and = Poor (Adapted From Hastie et al., 2001)
Feature
Class
PTF
MLR,
GLM GAM
Regression
tree
Random
forests
Neural
net SVM
Nearest
neighbor
Parsimony ++ ++  ++   + 
Interpretability of the model ++ ++ + ++    
Variable selection  ++  ++ ++   
Nonlinearity   ++ ++ ++ ++ ++ ++
Handling of mixed data type (qualitative and quantitative) + + + ++ ++  ++ +
Computational efﬁciency (large data) ++ ++ + ++   + ++
Predictive power  + + + ++ ++ ++ ++
Reviews of Geophysics 10.1002/2017RG000581
VAN LOOY ET AL. PTFS IN EARTH SYSTEM SCIENCE PERSPECTIVE 1210
studies may beneﬁt from better transparency, interpretability, and ease of applicability. There is also an
increasing need for application oriented PTF studies that are designed to consider inputs or input levels that
serve large-scale applications, as was recently done with the hydraulic pedotransfer functions for Europe (EU-
HYDI PTFs) (Tóth et al., 2015).
3. Methodological Challenges for PTF Use in Earth System Sciences
Theoretical understanding of soil formation suggests that soil properties can be predicted as a function of
soil-forming factors such as climate, biota, topography, parent material, and time (Jenny, 1941; McBratney
et al., 2002). Information of these soil-forming factors can be used to capture and predict the spatial variation
of soil properties, for example, illustrated for soil organic carbon (SOC) stocks over Alaska (Mishra & Riley,
2012; Vitharana et al., 2017). The high-resolution soil information available nowadays allows for improved
PTFs and improved methods for extrapolation and upscaling. PTFs are basic tools to extrapolate knowledge
on soil properties from one location to another, for their application over larger geographical entities (region
to global) constrained by the understanding of interactions with the soil-forming factors. Furthermore, they
are critically determined by scale; PTFs derived in the lab at the pore scale are not applicable at ﬁeld scale, and
estimations at the landscape level do not comply with regional-scale estimates. Sources of information on soil
variability are essential for the application of PTFs. Topographical and geographical information, together
with soil maps, can contribute to extrapolation of soil properties like layer depth, structure, compaction,
and organic content (Figure 3).
In this perspective of development of PTFs for land surface models, the spatial interpretation of actual high-
resolution soil information (e.g., SoilGrids https://soilgrids.org) is essential for estimating relations between
soil properties and needs to be combined with topographical and geographical information in extrapolation
and upscaling. Digital terrain models can provide detailed information on surface topography and that, in
combination with knowledge about soil types and soil properties in a landscape, can improve simulation
of 3-D landscape processes. This is a crucial step in optimizing the applicability of PTFs in Earth system
models. Soil maps show the succession of soil types as a function of soil-forming factors and deﬁne occur-
rence of slow permeable subsurface horizons that may induce seasonal lateral ﬂow patterns, or possible
surface soil crusting causing runoff. These considerations are increasingly relevant in the light of appropriate
model benchmarking. Remote and proximal sensing and in situ monitoring devices are nowwidely available,
allowing for much better model benchmarking than was possible in the past. Such benchmarking is, of
course, essential to further model development and guiding future soil observation collection (Mishra
et al., 2017; Mishra & Riley, 2014).
Final challenge for methodological improvement that we address here is the integration of PTFs as knowl-
edge rules for different processes. Parameterization for complex models can imply different PTFs, which
Figure 3. Simpliﬁed illustration of the interpretation of landscape topography and soilmaps (background USDA-SCS diagram) to soil structure from soil samples.
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needs precaution as they can refer to same basic properties, but offers also opportunities of integration. Earth
system models incorporate and integrate many different processes, and the applied modules/rules/algo-
rithms for the different processes have to be carefully and consistently parameterized, incorporating existing
ﬁeld knowledge and validation (Luo et al., 2016).
3.1. Extrapolation
A PTF user has to select the PTF to use. Many studies were conducted to test different PTFs for predicting
soil water retention. However, we are spoiled for choice as a result of the large number of available PTFs
(Gijsman et al., 2002). Probably due to this, current LSMs mostly use default soil parameters, which gen-
erally do not represent spatial variability (Kishné et al., 2017; Mishra & Riley, 2015). Kishné et al. (2017)
found that 95% of the default soil parameters in the model were signiﬁcantly different from the
region-speciﬁc observations.
Besides picking a PTF based on its performance, an equally important factor, usually overlooked, is how
representative the training data are on the domain of application. The data used to generate a PTF represents
soil within a context (e.g., spatial or variables dimension); hence, it has been recommended that a given PTF
should not be extrapolated beyond the geomorphological region or soil type from which it was developed
(McBratney et al., 2002), as they may lose their validity (Minasny et al., 1999). It has been reported that general
PTFs yield poor results when applied in different pedogenetic environments. Casanova et al. (2016)
compared laboratory measured bulk density from alluvial soils from Chile with the predictions of 10
published PTFs and highlighted the need to develop local models. Nanko et al. (2014) reported similar results
for forest soils in Japan. As a result, many PTFs have been developed for speciﬁc regions (Cosby et al., 1984,
for USA, andWösten et al., 1999 and Tóth et al., 2015, for Europe), implicitly deﬁning a spatial context, or more
explicitly like the hydraulic parameter maps generated with PTFs by Marthews et al. (2014). Pringle et al.
(2007) stressed that when the predictions of PTFs are distributed in space, a spatial evaluation should be per-
formed. They found that the correlation between predicted and observed values varied in space when eval-
uating four PTFs used to predict soil hydraulic properties.
Nemes (2015) noted that while the rule of thumb is that a PTF should not be used outside the given
geographic area, a difference in the geographic area is likely not the true reason for a PTF to fail. It is rather
the similarities or differences between the development and application data in data range, as well as the
underlying correlation patterns that will determine if a PTF will perform well or fail. However, usually, there
is very little general information and metadata published about the respective data sets.
It is possible to measure the suitability of PTFs from different standpoints. McBratney et al. (2002) pro-
posed the use of fuzzy k-means as a measure to describe the training data. Tranter et al. (2010)
expanded the idea by using the clustering information to estimate the uncertainty and also assessed
whether a sample is within the training data domain, penalizing the prediction uncertainty when the
sample is different to the training set. With this approach, the applicability of the PTF is ultimately
determined by the uncertainty level of the predictions. The nearest-neighbor-type techniques can also
produce a similar functionality if, at the time of calculating the distance metric of a sample from each
of the training samples, the distance metrics are intercepted and evaluated. Some aspects of working
with various data patterns have been studied in such context by Nemes, Rawls, Pachepsky, and Van
Genuchten (2006).
More generally, most of the possible extrapolations that a PTF can generate are related to how well we are
able to describe the conditions in which the PTF has been developed. Not only having an idea of the training
data is important but also the soil information that is not explicitly used in the model. For example, in certain
PTFs to predict water retention, bulk density might not be an important predictor, but information about its
magnitude can be an indicator of compaction, which affects porous space and ultimately water retention.
Even if complementary measurements are unavailable, information like management attributes can be used
as a proxy to understand the pedological context of the training data. We encourage not only the provision of
this PTF metadata (including timing and conditions of sampling) but also information about ﬁeld and labora-
tory methodology used to obtain the data. The EU-HYDI (Weynants et al., 2013) gives an example of including
detailed information on such context of data collection. This idea was also proposed by McBratney et al.
(2011), but it is yet to be widely adopted.
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PTFs are usually used as inputs into process-based simulation models (Jong & Bootsma, 1996; Mayr & Jarvis,
1999; Young et al., 2002), digital soil mapping routines (Behrens & Scholten, 2006; Marthews et al., 2014;
Mishra & Riley, 2012), or even to generate other pedotransfer function (Morris, 2015).
In all applications, the assessment of uncertainty in PTF predictions is crucial. For example, in soil carbon stock
assessment, where bulk density is usually not measured, PTFs for bulk density are required and can be the
main source of uncertainty (Hollis et al., 2012). PTF uncertainty should be propagated through subsequent
models, so that it is quantitatively represented. While many PTFs predictions have been generated, it has
not been a general practice to provide uncertainty levels for them. The minimum requirement can be a
general measure of error like root-mean-square error. A more advanced approach is to provide uncertainty
information per (predicted) point following Tranter et al. (2010). Alternative uncertainty metrics can also be
provided by the use of techniques that involve multiple models by design (ensemble modeling) or that
can easily implement data resampling (e.g., bootstrapping).
Whilemany PTFs have been developed at different places using different algorithms (Jana et al., 2007; Schaap
et al., 2004), less effort has been put into using published PTFs more efﬁciently. Guber et al. (2009) suggested
the use of all available PTFs in a multimodel prediction technique. They used 19 published PTFs as inputs in
Richards’ (1931) soil water ﬂow equation, the output of the 19 simulations were then combined to obtain a
more optimal soil water prediction. The challenge in this type of ensemble method is how to calibrate and
use appropriate weighting for each of the PTFs to obtain an optimal prediction.
McBratney et al. (2002) proposed a soil inference system that would match the available input with the most
appropriate PTF to predict properties with the lowest uncertainty. The soil inference system was proposed as
a way of collecting and making better use of pedotransfer functions that have been abundantly generated.
McBratney et al. (2002) demonstrated the ﬁrst approach toward building a soil inference system (SINFERS). It
had two essentially new features; ﬁrst, it contained a suite of published pedotransfer functions. The output of
one PTF can act as the input to other functions (if no measured data are available). Second, the uncertainties
in estimates were inputs and the uncertainties of subsequent calculations are performed. The input consists
of the essential soil properties. The inference engine will predict all possible soil properties using all available
combinations of inputs and PTFs and will select the combination that leads to a prediction with theminimum
variance. There have been some attempts at pattern matching of PTFs using a distance metric (Tranter et al.,
2009) or nearest-neighbor algorithms (Nemes, Rawls, & Pachepsky, 2006). However, there have been no
research applications that do what SINFERS aims to do, to build a system that would chain the PTF predictions
together while accounting for uncertainty.The main beneﬁt of the SINFERS approach is that, given a
minimum amount of input, it provides themaximum soil property data and expert interpretation of that data,
providing soil science expertise as a service. Morris (2015) built an expert system software, which uses rules to
select appropriate PTFs and predicts new property values and error estimates. SINFERS can use the estimated
property values as new inputs, which can trigger more matching patterns and more PTFs to “ﬁre” cyclically
until the knowledge base is exhausted and SINFERS has inferred everything it can about what it was originally
given. The next logical step after accounting for cumulated uncertainty will be to test how those translate in a
mapping or numerical simulation application.
In support to the general applicability, PTFs have been reported to be rather ﬂexible with respect to local
calibration, especially for functional behavior of a system, illustrated for soil hydraulic characterization
calibrated with information from digital elevation models (Romano & Palladino, 2002; Romano, 2004).
Digital soil mapping for modeling the spatial and temporal variability in soil properties can further be
achieved with pedotransfer functions applying auxiliary data from landscape and terrain analysis, remote
or proximal sensing, geostatistics, etc. (Mulla, 2012). The use of spatially referenced soil proﬁle description
data and environmental variables (topography, climate, and land cover) through different regression
approaches shows possibilities for improvement of PTFs (Mohanty, 2013) to predict the spatial variability
of soil properties, as has been explored for carbon stocks by Mishra and Riley (2012) and for determining
active layer thickness of soils in permafrost regions (Mishra & Riley, 2014).
In spite of the aforementioned efforts, still, there is a huge knowledge gap, especially for speciﬁc, often under-
represented soil systems, such as saline (Tóth et al., 2012) and calcareous soils (Khodaverdiloo et al., 2011),
volcanic ash soils (Nanko et al., 2014), peat soils (Hallema et al., 2015; Rudiyanto et al., 2016), paddy soils,
soils with well-expressed shrink-swell behavior (Patil et al., 2012), and soils affected by freeze-thaw cycles
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(Yi et al., 2013). Difﬁculties with determining hydraulic and geochemical behavior for deriving PTFs in these
soil types are due to processes such as temporary nonequilibrium conditions and uncertain estimates of the
actual ﬁeld conditions due to measurement uncertainty (e.g., Dettmann & Bechtold, 2016).
3.2. Scaling
The spatial heterogeneity of land surfaces affects energy, moisture, and greenhouse gas exchanges with
the atmosphere. However, representing the heterogeneity of terrestrial hydrological and biogeochemical
processes in ESMs remains a critical scientiﬁc challenge (Mishra & Riley, 2015). Most PTFs have been
calibrated from point source data and assume absence of spatial correlation. In digital soil mapping
the main interest is in estimating the spatial distribution of soil properties. Pringle et al. (2007) recom-
mended that an investigator who wishes to apply a PTF in a spatially distributed manner ﬁrst has to
establish the spatial scales relevant to their particular study site. Following this, the investigator must
ascertain whether these spatial scales correspond to those that are adequately predicted by the avail-
able PTFs. They proposed three aspects of performance in the evaluation of a spatially distributed PTF:
(i) the correlation of observed and predicted quantities across different spatial scales, (ii) the reproduc-
tion of observed variance across different spatial scales, and (iii) the spatial pattern of the model error.
For an example of predicting water retention across a 5 km transect, Pringle et al. (2007) showed that
the tested PTFs performed quite well in reproducing a general spatial pattern of soil water retention.
However, the same study reported that the magnitude of observed variance was well underestimated,
exemplifying how PTF estimates tend to be smoother than the original data.
A formidable challenge is PTF development for coarse-scale soil modeling, such as for LSMs. Soil parameters
in these models cannot be measured, and the efﬁciency of PTFs can be evaluated only in terms of their utility
(Gutmann & Small, 2007; Shen et al., 2014). The general problem of change in spatial resolution of the input
data by aggregating small-scale information and the resulting output uncertainty for various model states
was reported, for example, by Cale et al. (1983), Rastetter et al. (1992), Hoffmann et al. (2016), and Kuhnert
et al. (2016). Besides presenting spatially dependent variability, PTFs may also have scale dependence
(Pringle et al., 2007). This characteristic has been widely reported in hydropedology where upscaling PTFs
is needed to model watershed processes (Pachepsky & Rawls, 2003; Pachepsky et al., 2006). A potential solu-
tion to get an adequate representation of coarse-scale parameters might be the ﬁtting of the target function
through all subgrid function representations. Montzka et al. (2017a) generated a global map of soil hydraulic
parameters for a coarse 0.25° grid based on the ﬁne SoilGrids 1 km database by ﬁtting a single water retention
curve through all subpixel retention curves. Dai et al. (2013) have prepared a soil hydraulic map of China of
seven soil depths of up to 1.38 m at 1 km resolution using several widely accepted point and parametric PTFs
applied on the soil map of China. Tóth et al. (2017) have calculated soil water retention, hydraulic conductivity
at certain matric potential values, and MvG parameters at seven soil depths of up to 2 m depth at 250 m reso-
lution for Europe with the EU-HYDI PTFs of Tóth et al. (2015) based on SoilGrids 250 m (Hengl et al., 2017).
Chaney et al. (2016) estimated van Genuchten hydraulic parameters at various depths (from 0 to 2 m) based
on PTFs input of sand, clay, bulk density, and water content at33 and1500 kPa. The resulting soil map of
the contiguous USA at a resolution of 30 m, with data available at www.polaris.earth, is probably the highest-
resolution soil hydraulic map at (sub)continental domain.
Using these approaches, PTFs can be applied on high-resolution data sets of basic soil properties. It needs
to be stressed that SoilGrids and other global products were derived from point measurement. While the
grid spacing is at either 1 km or 250 m, its spatial support is still at a point. Thus PTFs (derived from point
observations) are mainly applied to rasters of regional, continental, or global maps, which is not an
upscaling issue.
Also, the coarse spatial scale often assumes a coarse temporal support, which requires an understanding of
how to include other environmental variables in PTFs, such as weather and management attributes. Such
incorporation might be derived with nearest-neighbor methods, with sets of global parameters obtained
from the k-nearest-neighboring region using various metrics to take into account the uncertainty of its para-
meterization (Samaniego, Kumar, & Attinger, 2010). Other proposed approaches were recently developed to
tackle the deﬁciencies in existing models such as overparameterization, the lack of an effective technique to
integrate the spatial heterogeneity of physiographic characteristics, and the nontransferability of parameters
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across scales and locations. A multiscale parameter regionalization technique is proposed as a way to address
these issues simultaneously (Samaniego, Bárdossy, & Kumar, 2010). In this multiscale parameter regionaliza-
tion (Samaniego, Bárdossy, & Kumar, 2010) model parameters instead of basin predictors are aggregated ﬁrst.
Other proposed ameliorations lie in the use of geographically weighted regression enabling to enter
scale-speciﬁc relationships both in the development and application of PTFs.
3.3. Integration
There is an urgent need to determine combinations of PTFs, together with upscaling procedures that can
lead to the derivation of suitable coarse-scale soil model parameters. However, simple regressions and any
statistically derived inference may provide wrong conclusions when combined. Several recent papers report
on combinations of PTFs; Tang et al. (2015) demonstrated the coupled modeling of root and soil water trans-
port being more robust than the sequentially coupled modeling. These authors also quantiﬁed the uncer-
tainty related to the use of different PTFs in global evapotranspiration (ET) estimation. The strength of
coupled estimations was also shown by Huang et al. (2016) who present a coupled carbon-nitrogen Earth
ecosystemmodel with robust coupled estimations at global scale for total gross ecosystem productivity, eco-
system respiration (Re), net ecosystem productivity, net primary productivity, latent heat, sensible heat (H),
soil organic carbon (SOC), and total vegetation biomass. Same way, biogeochemical models of competition
for soil N that estimate multiple processes simultaneously match the observed patterns of N losses better
than models based on sequential competition (Niu et al., 2016).
Examples of exploration of relationships for process parameterization are metaanalyses. For example, Fóti
et al. (2016) deﬁned the correlations between environmental gradients and spatial patterns of soil respira-
tion Rs, soil water content, and soil temperature. Other possible ways to develop improved empirical rela-
tionships are by data mining techniques as explored by Jarvis et al. (2013) in collating a global database
of hydraulic conductivity measured by tension inﬁltrometers under ﬁeld conditions. Their resulting PTFs
contrast markedly with the existing to estimate Kr. For example, saturated hydraulic conductivity, Ks, in
the topsoil (<0.3 m depth) was found to be weakly related to texture. Instead, they inferred stronger rela-
tionships between Ks and bulk density, organic carbon content, and land use, which they determined
more rigorously afterward with boosted regression trees (Jorda et al., 2015). With spatial data mining
the scaling problems for application of estimations for soil, ecosystem, and climate can also be solved
(Feoli et al., 2017).
Another recent technique that has merits in this respect is ensemble modeling—that is, the use of a number
of models in combination. This technique is a natural part of weather and climatemodeling today, yet it is less
used in the prediction of soil properties (Baker & Ellison, 2008b). Ensemble modeling carries a number of
beneﬁts and potential over the use of a single model. Models can differ in their theory and structure and also
in the information that they require. As a result, their sensitivity and scale of support may also differ. The use
of ensemble modeling is easy to justify if it is difﬁcult to determine which, if any, single model may be super-
ior to others. In ensemble modeling, the main aim is not to make the single model perfect but to capture the
trend that multiple models agree on. The ensemble will amplify trends that are common among models,
while by-chance predictions will be softened. The outputs, therefore, can be interpreted—qualitatively or
quantitatively—as a measure of uncertainty. In the context of integrated Earth system models, the repre-
sented complex processes—integrating physical and biochemical processes typically—can be covered by
a number of models with strongly varying concept and structure. Here lies an opportunity to construct
ensemble models entering different PTF-based parameterizations.
Up to now, in soils related predictions two different types of ensemble models have been explored. Guber
et al. (2009) used 19 published PTFs in an ensemble prediction scheme to parameterize a Richards’ soil water
ﬂow model. In their scheme, they used different models that required different sources and levels of input
and that had different structure. A more popular approach—and one that is more straightforward to imple-
ment—is the use of several schemes to resample data of the main data pool and use those to develop a
given number of predictive models of the same structure, which are then statistically pooled to give a pre-
diction—optionally with a measure of uncertainty. Such schemes include bagging and bootstrapping and
have been used by some authors in this ﬁeld (e.g., Baker & Ellison, 2008b; Nemes et al., 2010; Schaap
et al., 2001).
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4. PTFs in Earth System Sciences
The process formulations of models in Earth system sciences, and more speciﬁcally of
ESMs with regard to their Land Surface Model (LSM) compartments, rely on equations
that capture as much as possible the underlying processes describing the complex nature
of the Earth system. Hereby, the different compartments of the LSM require equations for,
for example, radiation exchange between the land surface and atmosphere, root water
uptake by vegetation, andmathematical descriptions for hydraulic as well as thermal ﬂow
processes in the soil compartment. Poor descriptions of soil physical processes and/or
related parameter choice have been listed as one of the possible explanations for the lack
of consensus on the correct magnitude of the land surface-atmosphere coupling strength
in general circulation models. This coupling strength plays a role in closing the hydrologi-
cal cycle at various time scales, which the model modulates via memories in the terrestrial
water balance (see Koster et al., 2000; Seneviratne et al., 2006). A number of studies have
illustrated the considerable sensitivity of the hydrological cycle (and related energy
ﬂuxes) to soil hydraulic properties on the global scale (e.g., Ducharne et al., 2000;
Oleson et al., 2013), regional scale, for example, on the skill of the UK numerical weather
prediction model (“UniﬁedModel,” see Dharssi et al., 2009) and ﬁeld scale (Brimelow et al.,
2010). Most LSMs mainly use default soil parameters, oversimplifying their inﬂuence.
Kishné et al. (2017) found that using measured and PTF-estimated water content at ﬁeld
capacity and wilting point yielded a 35 to 76% decrease in plant available water com-
pared to default model settings.
For the parameterization of hydraulic and thermal properties of the soil, LSMs greatly
rely on PTFs because the models they are part of are generally run on regional to global
scale, where measured data for the water retention and hydraulic conductivity as well as
thermal property functions are not available. For the estimation of the shape of the
hydraulic and thermal functions the different LSMs mainly use embedded PTFs, which
are fed by external data from regional to global soil maps. These inputs can be discrete
textural information (percentage of sand, silt, and clay content), organic carbon content,
and bulk density (among others) or soil class information (e.g., sand, loam, and
sandy clay).
This part of the review is dedicated to summarizing the recent developments of PTFs
employed for calculation of water, solute, and heat ﬂow, as used in LSMs. PTFs for the
hydraulic properties (section 4.1) are mainly needed in the LSM to help calculate the water
movement in the vadose zone, for example,with Richards’equation (see equation (17) and
Table 5) and related soilmoisture proﬁles. Section 4.2 focuses on the useof PTFs to describe
solute transport processes in soils. Soil thermal properties (section 4.3) used in LSMs have a
large inﬂuence on soil heat ﬂux, and hence on the available energy at the land surface (in
particular for sparsely vegetated surfaces) and also on the soil water balance via soil
moisture-ice phase changes, via latent heat release and temperature effects (see, e.g.,
Peters-Lidard et al., 1998, one of the few studies available on this topic).
4.1. PTFs of Water Flow
4.1.1. Soil Water Content and Flows
A major ﬁeld of application of PTFs in Earth system sciences is the prediction of soil
hydraulic parameters (see Table 4) that are key in the prediction of the water and energy
balance of the land surface-vadose zone system and control, for example, the transport of
solutes in the subsurface environment. The parameter estimation approach introduced in
section 2.2 is used in most of vadose zone models based on Richards’ equation
(equation (17)) to describe water ﬂow. Early PTFs were mainly regression equations that
either estimate soil water content at ﬁxed pressure head (e.g., ﬁeld capacity or permanent
wilting point) from texture, bulk density, and organic matter (Gupta & Larson, 1979) or
parameter estimation methods that relate soil properties to the parameters in simple
power law equations such as the Brooks-Corey or Campbell equation used to describeT
ab
le
4
Se
le
ct
io
n
of
W
id
el
y
A
pp
lie
d
PT
Fs
fo
r
th
e
Pa
ra
m
et
er
iz
at
io
n
of
M
oi
st
ur
e
Re
te
nt
io
n
(M
RC
)a
nd
H
yd
ra
ul
ic
Co
nd
uc
tiv
ity
(H
CC
)C
ur
ve
s
of
th
e
M
ua
le
m
-v
an
G
en
uc
ht
en
(M
vG
)a
nd
Br
oo
ks
-C
or
ey
(B
C)
M
od
el
s
PT
F
So
ur
ce
Re
gi
on
M
od
el
N
o.
of
sa
m
pl
es
Sa
nd
Si
lt
In
pu
tc
la
y
Bu
lk
de
ns
ity
O
rg
an
ic
m
at
te
r
O
th
er
1
Ba
um
er
(1
99
2)
U
SA
18
,0
00
+

+
+
+
2
Pa
ch
ep
sk
y
et
al
.(
19
82
)
H
un
ga
ry
BC
23
0
+
+
+
+

3
C
la
pp
an
d
H
or
nb
er
ge
r
(1
97
8)
U
SA
BC
1,
44
6
(+
)
(+
)
(+
)

So
il
cl
as
se
s
4
C
os
by
et
al
.(
19
84
)
U
SA
BC
1,
44
8
+
+
+


5
Ra
w
ls
et
al
.(
19
82
)
U
SA
BC
5,
32
0
(+
)
(+
)
(+
)

(+
)
So
il
cl
as
se
s
6
Ra
w
ls
an
d
Br
ak
en
si
ek
(1
98
5)
U
SA
BC
5,
32
0
+

+
+

7
Sa
xt
on
et
al
.(
19
86
)
U
SA
BC
5,
32
0
+

+


8
C
ar
se
la
nd
Pa
rr
is
h
(1
98
8)
U
SA
M
vG
5,
09
7–
5,
69
3
(+
)
(+
)
(+
)


9
Ve
re
ec
ke
n
et
al
.(
19
89
)
Be
lg
iu
m
M
vG
18
2
+

+
+
+
10
W
ill
ia
m
s
et
al
.(
19
92
)
A
us
tr
al
ia
BC
19
6
+

+

+
11
W
ös
te
n
et
al
.(
19
99
)
Eu
ro
pe
M
vG
1,
13
6–
2,
89
4
+
+
+
+
+
T/
S
12
Sc
ha
ap
et
al
.(
20
04
)(
RO
SE
TT
A
)
U
SA
an
d
Eu
ro
pe
M
vG
2,
13
4/
1,
30
6
+
+
+
+

13
W
ey
na
nt
s
et
al
.(
20
15
),
W
ei
he
rm
ül
le
r
et
al
.(
20
17
)
Be
lg
iu
m
M
vG
13
6
(H
C
C
),
16
6
(M
RC
)
+

+
+
+
14
Tó
th
et
al
.(
20
15
)
Eu
ro
pe
M
vG
13
4–
6,
07
4
+
+
+
+
+
T/
S,
pH
,C
EC
,a
nd
C
aC
O
3
15
Zh
an
g
an
d
Sc
ha
ap
(2
01
7)
U
SA
an
d
Eu
ro
pe
M
vG
2,
13
4/
1,
30
6
+
+
+
+

Reviews of Geophysics 10.1002/2017RG000581
VAN LOOY ET AL. PTFS IN EARTH SYSTEM SCIENCE PERSPECTIVE 1216
the moisture retention characteristic and the unsaturated hydraulic conductivity (Clapp & Hornberger, 1978;
Saxton et al., 1986; Saxton & Rawls, 2006).
For the interpolation of measured water retention and hydraulic conductivity data for the whole tension or
suction range, mathematical expressions describing the full moisture retention (MRC) and hydraulic conduc-
tivity curve (HCC) are used (Smettem et al., 2004). Table 5 lists the most widely used functions for the descrip-
tion of the MRC and HCC. For consistency in numerical soil hydraulic modeling a coupling of the MRC with
the HCC is needed, for which most frequently the model of Mualem-van Genuchten (MvG) is applied
(equations (13)–(16)).
θ hð Þ ¼ θr þ θs  θr
1þ αhð Þn½ m (13)
m ¼ 1 1=n (14)
K Seð Þ ¼ K0SLe 1 1 S1=me
 mh i2
; (15)
Se hð Þ ¼ θ hð Þ  θrθs  θr ; (16)
where θ(h) is the water content of the soil (cm3 cm3) at a given matric potential value (centimeter of water
column); θr is the residual water content (cm
3 cm3); θs is the saturated water content (cm
3 cm3); and α
(cm1), n (), and m () are ﬁtting parameters; K(Se) is the soil hydraulic conductivity (cm d1) at certain
effective saturation (); K0 is the hydraulic conductivity acting as a matching point at saturation (cm d1)
and L is a shape parameter related to tortuosity of the pore space ().
The models were further improved to decrease the uncertainty close to saturation, for example, by
Schaap and van Genuchten (2006), Ippisch et al. (2006), and Jarvis (2008). MRC and HCC models have
been recently reviewed by Assouline and Or (2013). Weynants et al. (2009) found that MRC model of
Ippisch et al. (2006) coupled with HCC of Mualem (1976) did not improve the description of water reten-
tion but signiﬁcantly improved the simulation of hydraulic conductivity near saturation. Improvement of
Table 5
Models for the Description of Moisture Retention (MRC) and Hydraulic Conductivity (HCC) Curve (After Assouline & Or, 2013; Kosugi et al., 2002; Kutílek and Nielsen, 1994;
Lal & Shukla, 2004; Li et al., 2014; Vereecken et al., 2010)
Model name Expression Parameters
Moisture retention curve
Burdine (1953)
S ¼ 1
1þ αhð Þnð Þ12=n
S: degree of saturation S ¼ θθrθsθrh: matric
potential; α, n: ﬁtting parameters
Brooks and Corey (1964)
S ¼ hAh
 
λS = 1
if h < hAif h ≥ hA hA: air entry matric potential; λ: ﬁtting parameter
related to tortuosity and connectivity of the pores
Brutsaert (1966)
S ¼ 11þ h αð Þnð Þ
Campbell (1974)
θ
θs
¼ hAh
 
λ θθs ¼ 1
if h < hAif h ≥ hA
Mualem (1976) S(1 + (αh)n)1 + 1/n
van Genuchten (1980) S = [1 + (αh)n]m m : ﬁtting parameter m = 1  1\n
Fredlund and Xing (1994) S = (ln(e + (h/α)n))m α, n, m: constant; e: base of natural logarithm
Kosugi (1996)
S ¼ 12 θr  θsð Þ erfc
ln hh0:5
 
σ
ﬃﬃ
2
p
2
4
3
5
θr: residual water content; θs: saturated water
content; σ: constant, erfc: complementary error
function, h0.5: median matric potential,
corresponding to the median pore radius
Hydraulic conductivity curve
Gardner (1958) K(θ) = KS exp [c(h  hA)] θ: water content; a, b, m are empirical coefﬁcients
Brooks and Corey (1964)
K θð Þ ¼ KS hhb
 n
K(θ) = KS
if h < hAif h ≥ hA KS: hydraulic conductivity at saturation
Mualem and Dagan (1978)
K θð Þ ¼ KSSl ∫
θ
01 h
1þbdθ
∫θ0sat 1 h
1þbdθ
	 
2 b: ﬁtting parameter related to tortuosity; l: ﬁtting
parameter related to pore size
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the MvG model can be achieved at low matric potential values as also mentioned by Tuller and Or (2001)
who highlighted the importance of ﬁlm ﬂow contribution in unsaturated hydraulic conductivity. Soil water
ﬂow is a process of transient nature. Using pressure-based soil water contents to determine characteristic
points of the water retention curve like ﬁeld capacity implies the risk to neglect this transient behavior.
Several authors discussed this problem critically and developed methods to describe the ﬁeld capacity
using dynamic approaches (e.g., Assouline & Or, 2014; Nachabe, 1998; Meyer & Gee, 1999; Twarakavi
et al., 2009; Zacharias & Bohne, 2008).
The Brooks and Corey (1964) and Campbell (1974) models are still in use, but the Mualem-van Genuchten
(MvG) model is now one of the most used models to describe the MRC and HCC in vadose zone research
as it has the largest ﬂexibility in describing a large range of moisture retention curve shapes and is currently
implemented in several vadose zone models (e.g., HYDRUS and SWAP) and LSMs (e.g., ORCHIDEE, see
section 4.1.3). Yet this model, as all other models developed to estimate water retention and unsaturated
hydraulic conductivity characteristics, relies heavily on the concept of ﬂow in capillary pores and rigid porous
media. Recent developments in predicting the parameters of the MvG model using pedotransfer functions
have been reviewed by Vereecken et al. (2010). In addition, several reviews analyze the state of the art in
developing PTFs (Pachepsky & Rawls, 2004; Wösten et al., 2001). Various databases are now available that pro-
vide soil hydraulic information as well as basic soil properties to derive PTFs, such as HYPRES (Wösten et al.,
1999), UNSODA (Leij et al., 1996; Nemes et al., 2001), ROSETTA (Schaap et al., 2001), IGBP-DIS soil data set
(Tempel et al., 1996), EU-HYDI (Weynants et al., 2013), and Ahuja database (Schaap & Leij, 1998a). Nemes
(2011) provided an overview of the pros and cons and availability of most independent databases of interna-
tional interest—available at the time—that contain signiﬁcant quality and quantity of soil physical and
hydraulic information of point samples. Based on a literature analysis of published data, Vereecken et al.
(2010) showed that the root-mean-square error (RMSE) of the ﬁtted MvG model to moisture retention char-
acteristic data is of the order of 0.017 (cm3 cm3). The accuracy of most PTFs that are used to generate moist-
ure retention characteristics is now approaching this value but still with a scope for improvements as RMSEs
are still 2 to 5 times larger than RMSEs values obtained from ﬁtting the MvG model to measured data. The
lowest RMSE values were obtained when organic matter (or organic carbon) was included in the equation
in addition to texture and bulk density (Cornelis et al., 2001; Tietje & Tapkenhinrichs, 1993). There have been
attempts to omit the use of organic matter as predictor in the PTFs (e.g, Campbell & Shiozawa, 1992; Nemes
et al., 2003; Oosterveld & Chang, 1980; Zacharias & Wessolek, 2007) because in general bulk density is corre-
lated with soil organic matter content. On the other hand, bulk density can be a very dynamic soil property
inﬂuenced by other factors than organic carbon content, such as agricultural management practices, weath-
ering, drainage, or biological activities. Forgoing the organic matter content in the list of PTF predictors can
help to achieve a better representation of this dynamic character in the prediction of soil hydraulic properties
(Zacharias & Wessolek, 2007).
The most common PTFs for predicting hydraulic conductivity either use soil properties as predictors using
regression statistics (e.g., Cosby et al., 1984; Saxton et al., 1986; Vereecken et al., 1990; Wösten et al., 1999)
or apply physical-empirical relationships relating particle size distribution and hydraulic conductivity using
the concept of effective porosity and effective pore radii (e.g., Ahuja et al., 1984; Campbell, 1974;
Millington & Quirk, 1959; Timlin et al., 1999).
For the hydraulic conductivity curve the RMSE ratio of the estimated hydraulic conductivity from PTFs to
the direct ﬁt was about two. The most accurate PTFs to estimate the complete hydraulic conductivity
curve described by MvG used the estimated saturated hydraulic conductivity rather than the measured
one and an estimated tortuosity parameter, L, rather than the standard value of 0.5 proposed by
Mualem (1976). The reason for the preference for estimated values of hydraulic conductivity over mea-
sured ones in general is the inherent scale dependency of this parameter (Gelhar, 1986; Roth, 2008).
The value for hydraulic conductivity is dependent upon the pore geometry at the scale of interest
(Nieman & Rovey, 2009; Sánchez-Vila et al., 1996; Schulze-Makuch et al., 1999) and may show atmospheric
dependence (Oosterwoud et al., 2017) seasonal effects (Suwardji & Eberbach, 1998; Farkas et al., 2006;
Borman & Klaasen, 2008), and its quantiﬁcation methods can produce as much variation as the other
mentioned factors (Fodor et al., 2011). An approach similar to that used in groundwater hydrology, where
the heterogeneity in the hydraulic conductivity is remediated with deﬁning an effective conductivity,
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may be useful for use of hydraulic conductivity PTFs in ESMs. Bevington et al. (2016) have applied factorial
kriging analysis for identifying the processes that affect soil variables by removing their scale dependency.
Vereecken et al. (2010) identiﬁed a series of challenges in the development of hydraulic PTFs. These included
the following: (1) improving measurements of soil hydraulic properties used to derive the PTFs, (2) the devel-
opment of comprehensive databases and new data exploration techniques, (3) the deﬁnition of comprehen-
sive metadata, (4) adding relevant predictors such as structural properties, and (5) the development of
time-dependent PTFs. Alternative approaches to the concept of capillary ﬂow as a basis for deriving models
of unsaturated hydraulic conductivity have been proposed by, for example, Tuller and Or (2001). The
approach of Tuller and Or (2001) allows accounting for ﬁlm and corner ﬂow, important features under dry
conditions. The same idea has been also taken up by Peters and Durner (2008). In addition, we need to
move beyond unimodal soil hydraulic functions such as MvG if we want to include the impact of soil struc-
ture on these functions and water ﬂow. Fitting multimodal models (e.g., multiporosity) for soil hydraulic
properties is a prerequisite for incorporating soil structural information in PTFs. However, for multimodal
models no PTFs have been developed yet. Most PTFs that are nowadays being used in vadose zone
research, as well as in weather and climate research and prediction, strongly rely on the use of texture
as predictor. Yet the inclusion of bulk density, organic matter, and soil chemical properties such as pH, cal-
cium carbonate content, or cation exchange capacity may greatly improve the prediction capabilities of
PTFs (Tóth et al., 2015; Vereecken et al., 2010). Recently, a global soil data set has been published that pro-
vides information on up to 250 m resolution not only on texture but also basic further soil physical and
chemical properties along with the depth of soil proﬁles based on the GlobalSoilMap speciﬁcations
(Arrouays et al., 2014; SoilGrids 250 m; Hengl et al., 2017). These data may provide an excellent basis for
the derivation of global depth-dependent soil hydraulic parameters as well as their statistical properties
(e.g., variance and spatial correlation). This may, for instance, prove to be very valuable in relating empirical
inﬁltration parameters to basic soil properties or derive information that is key to quantify inﬁltration (e.g.,
depth to bedrock). Quantiﬁcation of inﬁltration in LSMs is either based on empirical equations or analytical
numerical solutions of water ﬂow models based on either Richards or bucket-type equation. The para-
meters needed for this purpose include the hydraulic conductivity and the soil moisture characteristic.
Therefore, existing PTFs can be used to predict and quantify the inﬁltration process including its spatial
variability. Improvements can also be made in the way the inﬁltration process is described as typically
the role of structure is neglected. These improvements can be obtained by developing PTFs of soil hydrau-
lic properties that account for the role of macropores, stoniness, and by considering concepts like dual per-
meability models or the multimodal models.
4.1.2. Root Zone Hydraulic Processes
Plant roots have an important impact on key soil processes such as water ﬂow, solute transport, carbon ﬂuxes,
and biogeochemical processes. Soil process and land surface models are therefore very sensitive to the para-
meterization of the root zone (Hinsinger et al., 2011; Javaux et al., 2013). The ﬁrst crucial parameterization
concerns root water uptake—and the resulting transpiration ﬂux. Typically, root water uptake is accounted
for in Richards’ equation with a sink-source term S (L3 L3 T1):
∂θ
∂t
¼ ∇ K hð Þ∇h½  þ ∂K hð Þ
∂z
þ S; (17)
where z denotes the vertical coordinate (L), h the soil water pressure head (L), and K(h) the soil hydraulic
conductivity tensor (L T1). The two ﬁrst terms describe the water ﬂow redistribution between layers or soil
locations, while the third one describes the water uptake by plant roots (S< 0) or root exudation (S> 0). This
sink term S is mostly estimated based on root length density distribution, and the soil hydraulic resistance
distribution often represented by a PTF of the bulk soil matric and/or osmotic potential. For root water uptake
and the nonequilibrium water retention in the root zone, speciﬁc PTFs have been developed based on soil
matric potential and dry weight of soil (Schwartz et al., 2016).
The second crucial parameterization concerns root nutrient uptake for which models describe uptake
processes in relation to soil hydraulic properties, as by Michaelis-Menten kinetics (Darrah et al., 2006).
For nutrients of low mobility such as phosphate, speciﬁc parameterization exists for uptake models. In addi-
tion, these nutrient uptake models have been coupled with soil water ﬂow models (Somma et al., 1998;
Roose & Fowler, 2004). An additional speciﬁc rhizosphere related question is the impact of soil physical
Reviews of Geophysics 10.1002/2017RG000581
VAN LOOY ET AL. PTFS IN EARTH SYSTEM SCIENCE PERSPECTIVE 1219
properties on roots and vice versa. How macropores are used by roots and how roots create macropores
or induce compaction are still challenging questions, which only start to be included in models (Kautz,
2014). However, until now these improved descriptions have not yet been sufﬁciently incorporated into
larger-scale models (Hinsinger et al., 2011; Vereecken et al., 2016). Recent initiatives in this context
already include soil resistance, plant root distribution, and climatic demand, to scale up to the macroscale
(Javaux et al., 2013).
Root zone depth and root density are the structural parameters that have to be estimated, which are
intimately linked to basic soil properties such as soil texture, structure, and organic matter content.
Subsequently, the activity of the roots within the root zone (i.e., water and nutrient uptake, respiration,
and root exudation) is deﬁned to be proportional to root density. However, root density can be deﬁned
in terms of several parameters: root length density, root surface density, or root mass density.
Furthermore, root activity can be attributed to different types of roots, which are assigned to different
functions: for example, ﬁne roots have a water/nutrient uptake function and thick roots have storage
and transport functions. The functional classiﬁcation of roots is still a matter of intensive research
(Rewald et al., 2011). Root physiologists determined root properties and parameters such as root hydraulic
conductance and nutrient uptake rates and related these to key structural features of cells and tissues,
which in turn can be related to plant functional type classiﬁcations. The function of a root segment does
depend not only on the properties of that segment but also on the location of the segment in the larger
root architecture. Root architecture models describe the structure of plant roots using plant species spe-
ciﬁc parameters (Dunbabin et al., 2013; Leitner et al., 2010; Pages et al., 2004). When linked to growth
models, the dynamics of the root architecture can be represented and coupled to the environmental soil
conditions and soil properties. Root growth rate is, for instance, described in these models as a function
of soil penetration resistance. “Pedotransfer functions” that relate root growth rate to proxies of penetra-
tion resistance, that is, soil bulk density and soil water content, have been derived (Bengough et al., 2006;
Gao et al., 2014).
In fully integrated soil-plant models, which couple the description of processes within the plant to soil
processes, the function of different roots with different properties and of roots in soil layers with different
environmental conditions emerges from the coupled process descriptions. This modeling approach allows,
for example, to infer the role of deep roots for water uptake directly (Javaux et al., 2013). However, the appli-
cation of these fully coupled root-soil models is computationally expensive since processes must be
described at the scale of single plant roots. Therefore, these processes are generally parameterized in
larger-scale simulation models, with root zone depth and root distribution being the most common input
parameters that have to be deﬁned.
To this end, LSMs often deﬁne root parameters as a function of the plant functional type or ecosystem. This
approach represents the interaction between climate, soil, and vegetation indirectly by the spatial correlation
that exists between vegetation types and climate. However, large variations of rooting depth within ecosys-
tems or plant functional types have been observed. Therefore, models have been developed to link root
depths with climate and soil type. The ﬁrst type of model is a statistical model (generalized linear regression
models) that predicts the median root depth and 95th percentile of the root depth distribution based on
climate and soil data (Schenk & Jackson, 2002, 2005). Climate variables (potential ET, precipitation, and length
of the growing season) were found to explain the largest part of the variance in a global data set of rooting
depths. Soil texture and the thickness of an organic top layer explained part of the variance of the rooting
depth. A close link between root zone water storage, which depends both on the rooting depth and the
water storage capacity of the soil, and climate variables could also be inferred from catchment discharge data
(Gao et al., 2014). The study of Gao et al. (2014) supported the hypothesis that plant roots develop in such a
way that they optimize water and nutrient uptake and survival after droughts at minimal carbon cost. This
hypothesis is the basis of models that use optimality criteria to predict root distributions (Guswa, 2008;
Kleidon & Heimann, 1998; Schymanski et al., 2008; van Wijk & Bouten, 2001). The key soil parameter in these
models is the total plant available water content (estimated from the difference between the water content
at ﬁeld capacity and the wilting point), which is derived from soil texture using pedotransfer functions.
Schenk (2008) used a simple soil water balance model to predict the “shallowest model for root water
extraction” and found an amazingly good agreement between measured and predicted root distributions.
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Yang et al. (2016) used the model of Guswa to generate global soil root depth maps and found that the
prediction of actual evapotranspiration could be improved when using these maps.
4.1.3. Hydraulic Parameterization in LSMs
The different LSMs use different hydraulic PTFs (see Table 4), for the Brooks and Corey (1964), Campbell
(1974), or Mualem van Genuchten (1980) models of the soil moisture retention and hydraulic conductivity
function. As can be seen from Figure 4 the estimation always starts with input data, which are either con-
tinuous soil information (e.g., sand, silt, clay and organic carbon content, and bulk density) or soil class
information (e.g., 12 USDA textural classes) or combination of continuous and class/categorical data. In
a next step, this information will be fed into the embedded PTF. The output of the PTF will be hydraulic
parameters for the corresponding function implemented into the LSM conﬁguration, which are then used
to solve the hydraulic functions over the entire range of water contents or pressure heads. This is neces-
sary because estimates of soil moisture content, matric potential, and hydraulic conductivity are required
at each time step.
Figure 5a shows a global map of saturated hydraulic conductivity (log10(Ks) (cm d
1)) as an example for a PTF
result applied to global soil data. Here the SoilGrids 1 km data set (Hengl et al., 2014) provides soil texture and
bulk density at global 1 km scale based on several soil proﬁle databases and automated mapping of covari-
ates data such as topography, climate, and vegetation information. MvG parameters were estimated by pixel-
wise application of the ROSETTA PTF (Schaap et al., 2004). Low Ks values can be found in India, the Sahel, the
Mediterranean, central Asia, Middle East, the U.S. prairie regions, California, and South Central Canada.
Highest Ks are located in Sahara and Arabian Peninsulas, where sandy soils dominate, and also in the upper
Amazon basin and in cold climates (Montzka et al., 2017b). WRC and HCC can be estimated from the hydraulic
parameter set for each pixel to provide ﬁeld capacity, wilting point, and soil moisture for the LSM. However,
we have to keep in mind that the PTF for estimating Ks was developed from 1,306 soil samples mainly from
Europe and North America.
Figure 4. Flow chart for the estimation of hydraulic parameters and the hydraulic functions using pedotransfer functions (PTFs).
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For some LSMs, additional point information from the hydraulic functions are needed such as ﬁeld capacity or
permanent wilting point to parameterize, for example, plant water stress functions and carbon turnover rates.
The most straightforward way would be to calculate these points from the estimated water retention func-
tion. However, some land surface models (for example, ISBA-SURFEX, MPI-HM, and JSBach; see Table 6)
calculate these key soil moisture points using a separate embedded PTF (indicated by the point PTF box in
Figure 4). The reasons for this “two-way” PTF solution can be found in the development of LSMs from a
bucket-type model to a multilayer approach, where originally single retention points such as ﬁeld capacity
and wilting point information were used to describe water ﬂow and other processes. By substituting the
bucket model by Richards’ equation (equation (17), Richards, 1931) these points were not any longer neces-
sary to predict water ﬂow but still needed for description of other processes related to plant water availability,
for example. Instead of solving the water retention curve for predeﬁned points (e.g., wilting point and ﬁeld
capacity) another set of PTFs was introduced. This could potentially cause inconsistencies between soil water
ﬂow and plant water uptake, for example. In some cases (e.g., ISBA-SURFEX, MPI-HM, and JSBach; see Table 6)
the reason for this approach is related to error reduction with regard to spatial aggregation of the parameters
(see Noilhan & Lacarère, 1991).
In order to illustrate potential issues caused by combining different PTFs and different retention models,
Figure 5b shows a map of relative differences in permanent wilting point (PWP, h = 15,000 cm) between
the Cosby PTF (Cosby et al., 1984) with the Brooks-Corey model and the Rosetta PTF (Schaap et al., 2001) with
the van Genuchten model. It is obvious that sandy regions such as the deserts and northern Europe show no
difference in PWP, whereas in clay-rich soils the differences can reach up to 40% of the effective saturation.
The use of different PTFs within one simulation model, even when using this information for different
processes, can introduce inconsistencies within the model results and weaken interpretations related to
water and energy ﬂuxes at Earth’s surface.
Figure 5. (a) Global map of saturated hydraulic conductivity (log10(Ks)) and (b) differences in permanent wilting point (h = 15,000 cm) between the Cosby et al.
(1984) PTF with the Brooks-Corey model and the Rosetta PTF with the MvG model in terms of effective saturation (%). Calculations are based on the SoilGrids
1 km data set (Hengl et al., 2014).
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For a set of widely used LSMs (current as well as some historical) the hydraulic parameterization (Brooks &
Corey, 1964; Campbell, 1974; van Genuchten, 1980) and PTFs used are listed in Table 6. Additionally, informa-
tion of speciﬁc point PTFs for the estimation of auxiliary parameters such as permanent wilting point and ﬁeld
capacity are provided. Most models rely on the Campbell (1974) parameterization of the water retention and
hydraulic conductivity functions. For those models the PTF of Clapp and Hornberger (1978) and Cosby et al.
(1984) are mainly used, whereby Clapp and Hornberger (1978) is a so called class transfer function for 11
USDA textural classes, whereas the PTF by Cosby et al. (1984) refers to a continuous PTF using textural infor-
mation (percent sand, silt, and clay) as inputs. The NASA “catchment” LSM model in comparison used the
Campbell (1974) parameterization in combination with a look-up table of Dirmeyer et al. (2002), which is
based on the PTF of Cosby et al. (1984). The Simpliﬁed Simple Biosphere model (SSiB), on the other hand, uses
a Clapp and Hornberger (1978) PTF for the water retention curve and a modiﬁed Clapp and Hornberger
(1978) PTF according to Jame and Norum (1980) for the hydraulic conductivity function. Here it has to be
noted that a mixture of soil hydraulic parameterization or the use of different sets of PTFs for the water reten-
tion and the hydraulic conductivity functions may cause inconsistencies.
Brooks and Corey’s (1964) soil hydraulic parameterization is only used in the JULES LSM, although note that
apart from the residual moisture content it is the same as Campbell’s model. In some cases, the LSM can han-
dle different soil hydraulic parameterizations such as Campbell (1974) or van Genuchten (1980), for example,
JSBach, LEAF-OLAM, NOAH-MP, or JULES, whereby JSBach is based on a modiﬁed form of the van Genuchten
model according to Disse (1995). The only LSM that uses van Genuchten (1980) only is the ORCHIDEE model
(see Table 6).
4.2. PTFs of Solute Transport
4.2.1. Solute Transport Processes
At present there exists a multitude of solute transport models available for a range of applications (Köhne
et al., 2009a, 2009b). Among the most commonly used are the convection dispersion equation
(Scheidegger, 1954) and its conceptual counterpart, the stochastic convective equation (Simmons, 1982),
and two-domain models like the mobile-immobile model (Coats & Smith, 1964), dual-models like, for exam-
ple, DUAL (Gerke & Van Genuchten, 1993) and MACRO (Larsbo et al., 2005). The amount of different model
concepts might indicate that there is still little consensus for a parsimonious, uniﬁed solute transport model.
Model choice, however, can lead to very different solute transport predictions (see, e.g., Vanderborght &
Vereecken, 2007a).
Attempts to develop solute transport PTFs have, so far, been mostly restricted to small, local data sets and
speciﬁc models. They have therefore very limited value for practical applications. Commonly, these PTFs
aim at predicting parameters for the convective dispersive equation (Perfect et al., 2002) and the mobile-
immobile model (e.g., Goncalves et al., 2001; Shaw et al., 2000). Examples for PTFs for more complex models
like in Moeys et al. (2012) are rare. An extensive overview on PTF approaches for solute transport related
model parameters is given in the review of Minasny and Perfect (2004).
It is difﬁcult to relate and compare the physical meaning of speciﬁc model parameters. We instead give an
overview on the state of knowledge of important factors that are inﬂuencing solute transport properties of
soils using a basic, generalized transfer function to illustrate the relation between soil properties and basic
solute transport features. Solute transport may be described by partitioning any respective transfer function
f(x,t) into four components so that
f x; tð Þ ¼ f m1 fm2 þ fmh þ f dp
 
; (18)
where x (L) and t (T) are space and time coordinate, fm1 (L
1 T1) and fm2 () are transfer functions associated
with the ﬁrst and second spatiotemporal moments describing the solute transport process and fmh () stands
for the transfer function for the third and all higher spatiotemporal moments. The last term fdp () represents
a source and sink term for the considered solute. The transfer functions terms were furthermore split up into
contributions of water ﬂow ﬁeld with which the solutes are transported and biogeochemical interactions
such as solute adsorption or chemical reactions.
4.2.2. Hydraulic Parameterization of Solute Transport
Hydraulic properties affect all four transfer-function terms. The water ﬂow velocity, which is associated with
the ﬁrst transfer function fm1, depends on the ﬂow rate and the effective conducting porosity, which in turn
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depends on the water saturation. Approaches for estimating the effective conducting porosity are presented
in Shaw et al. (2000) and Goncalves et al. (2001). A more comprehensive PTF for the effective water ﬁlled por-
osity would need to include PTFs for the soil hydraulic properties as the fraction of water conducting porosity
is inﬂuenced by the water saturation state of the soil.
The transfer function related to the second moment, fm2, describes the average spread of a solute plume and
is expressed as parameters for the molecular diffusion and the hydrodynamic dispersion, which are often
combined, at least in the models that are based on the convection-dispersion equation. Several models for
estimating the molecular diffusions are available of which an overview is presented in Minasny and Perfect
(2004). These models estimate the diffusion coefﬁcient from the water content, occasionally in combination
with the soil porosity. Some models include a tortuosity factor instead of the porosity. It may, for example, be
estimated from the water retention curve as in the model published by Moldrup et al. (2003).
The solute spread is sometimes also described as the dispersivity or, in model-independent studies, as the
apparent dispersivity (Vanderborght et al., 2001). Two recent comprehensive metastudies on dispersivities
have been published by Vanderborght and Vereecken (2007a, n = 635) and Koestel et al. (2012, n = 733).
These studies have demonstrated that the dispersivity is positively correlated with the lateral and longitudi-
nal scale of the experiment, the ﬂow rate, and the clay content and negatively with the sand content, and the
geometric mean particle size (Koestel et al., 2012). It is likewise known from the same study that dispersivities
are smaller for repacked than for undisturbed soil by 1 order of magnitude. It follows that soil macrostructure
contributes strongly to the spreading of a solute plume, provided that it is present. Vanderborght and
Vereecken (2007b) found that only a quarter of the observed variance in dispersivities could be explained
by a combination of the scale of the experiment, transport distance, and an interaction term of scale and soil
texture. Estimating the dispersivity with larger precision accuracy hence requires including more or more sui-
table predictors or both.
The term “preferential ﬂow” is well established in soil science to address transport features related to the third
and all higher spatiotemporal moments of a solute plume, fmh. Preferential ﬂow is associated with localized
ﬂow paths (Hendrickx & Flury, 2001) and solute breakthrough curves with early tracer arrival times and long
tailings (Brusseau & Rao, 1990). The strength of preferential ﬂow is therefore crucial for estimating the fate of
solute in the subsurface: a solute may reside for long times in a soil that is exhibiting preferential ﬂow if it is
located distantly from the preferred transport paths. But it may be ﬂushed out quickly when located within or
close to them. Ideally, the strength of preferential ﬂow would be estimated from 2-D breakthrough data or
3-D data of a solute displacement. A suitable candidate is the dilution index-based reactor ratio (Kitanidis,
1994), which directly quantiﬁes all higher moment features of a solute transport. For now, the respective
measurement techniques for inferring to the reactor ratio, for example, by using multicompartment samplers
(de Rooij et al., 2006) or X-ray imaging (Koestel & Larsbo, 2014), are still under development and there is only a
minimum amount of respective data collected yet. Numerical simulations (e.g., Knudby & Carrera 2005) and
metastudies (Koestel et al., 2011) suggest, however, that the arrival time of the ﬁrst 5% of an applied inert
solute relative to the average solute arrival time is a suitable indicator for the strength of preferential ﬂow that
can be derived from breakthrough curve data. In this respect, Koestel and Jorda (2014, n = 558) found that the
relative 5% arrival time was strongly dependent on the clay content in a nonlinear fashion. Strong preferen-
tial ﬂow was observed for clay contents above 10% but not below this threshold, which roughly coincides
with the clay content necessary to form stable soil macrostructures (Horn et al., 2006). Furthermore, the water
saturation is fundamental for estimating preferential ﬂow strengths (Jarvis, 2007; Larsbo et al., 2014; Paradelo
et al., 2016). Larger water saturations are by trend related to stronger preferential ﬂow, indicating that macro-
pore ﬂow is the dominating preferential ﬂow mechanism. Other important predictors in the study of Koestel
and Jorda (2014) were the ratio of clay content and organic carbon, the lateral scale, air entrapment, and the
ﬂow rate, which all were found to be positively correlated to the strength of preferential transport.
Furthermore, strong correlations between strength of preferential ﬂow and bulk density (Koestel et al.,
2013, positive correlation) and soil organic carbon content (Larsbo et al., 2016, negative correlation) have
been reported. However, these studies also show that bulk density and soil organic carbon were strongly cor-
related with the water saturation that had established under a deﬁned ﬂow rate, which in turn may have been
responsible for triggering preferential ﬂow. Recent imaging-based studies have also investigated predictors
for the relative 5% arrival time: Katuwal et al. (2015) found that the X-ray-derived density of the soil matrix was
highly correlated to the strength of preferential ﬂow. Karup et al. (2016) were able to estimate the arrival
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times for a range of the applied solute (5% to 50%) from the clay and silt contents for 193 leaching experi-
ments of predominantly sandy, Danish soils. Their study, however, also suggests that the correlation between
the soil ﬁne texture and the solute arrival time breaks down for the samples with clay contents of more than
10 to 15%.
Still, the validity of the above ﬁndings for relative 5% arrival times refer to transport processes observed at
transient or steady state water ﬂow, that is, for macropore ﬂow or funnel ﬂow (Hendrickx & Flury, 2001).
They are not covering preferential ﬂow and transport phenomena that establish predominantly under tran-
sient conditions, namely, due to ﬂow instabilities and water repellency (Ritsema & Dekker, 1996). The former
is associated with sandy soils, whereas the latter may occur at all soil textures but is induced by organic
matter or biological activity (Lichner et al., 2013). We are not aware of PTF approaches aiming at predicting
the strength of preferential ﬂow for these two ﬂow mechanisms.
Finally, the solute decay and production is also related to the water ﬂow ﬁeld because it deﬁnes the residence
times of the solute in biogeochemical domains with speciﬁc conditions, which in turn may also be altered by
the water ﬂow ﬁeld and the solutes that are transported with it (Jarvis, 2007).
4.2.3. Geochemical and Biogeochemical Parameterization of Solute Transport
Biogeochemical interactions inﬂuence all four transfer function terms, albeit they may be perceived as being
mostly associated with the ﬁrst moment of a solute transport plume and decay or production of the solute.
The ﬁrst moment of a solute transport plume, represented by fm1, is often modeled as the product of water
ﬂow velocity and a retardation factor, which expresses the average transport velocity differences between
water and solute transport, which are caused by the biogeochemical interactions. It is often inferred from
adsorption isothermsmeasured in batch studies, that is, by creating a slurry out of sieved soil and an aqueous
solution that is shaken for a deﬁned amount of time to bring soil particles and solute into intimate contact.
There are several studies on PTFs for adsorption isotherm parameters published. These mostly concern con-
taminants such as heavy metals (e.g., Horn et al., 2006) or excess pesticides (e.g., Kodesova et al., 2011; Moeys
et al., 2011) and fertilizers (e.g., Achat et al., 2016). Virtually all these studies include the soil organic carbon
content as a predictor. In fact, it is common to normalize adsorption coefﬁcients of pesticides to the soil
organic carbon content of the soil as it is argued that it provided the majority of pesticide adsorption sites.
There is, however, recent evidence that such a normalization is not always justiﬁed (Jarvis et al., 2013), albeit
that the soil organic carbon may still be crucial for estimating adsorption coefﬁcients. Other common predic-
tors for PTFs of adsorption properties are the pH and the clay content. Sometimes, also an ion exchange capa-
city is included. Otherwise, substance speciﬁc additional soil properties are occasionally considered, such as
aluminium and calcium oxide contents in the case of phosphorus (Achat et al., 2016). A systematic overview
of existing respective publications is not within the scope of this study but more publications featuring PTFs
for adsorption isotherms are listed in Minasny and Perfect (2004). A caveat for measuring adsorption isotherm
in batch experiments is that the lab conditions differ considerably from the conditions encountered in the
ﬁeld (Vereecken et al., 2011). The latter authors found in their metaanalysis that there was a systematic
mismatch between batch and leaching experiment derived adsorption coefﬁcients that was dependent on
the water saturation, the packing procedure used for the soil columns, and the water ﬂow velocity. It is noted
that in the case of nonlinear adsorption and kinetic adsorption, also the higher moments of a solute plume
are inﬂuenced, that is, fm2 and fmh. Nkedi-Kizza et al. (1984) demonstrate this for the latter case by showing
that the equations of the mobile-immobile model for chemical and physical nonequilibrium are
mathematically identical.
Establishing PTF approaches for estimating solute degradation or production rates in soil, fdp, is very difﬁcult
since fdp depends strongly on the presence of microbial communities and their activity. Among the few stu-
dies that have so far tried to take on this challenge, von Gotz and Richter (1999) identiﬁed initial microbial
biomass to predict the degradation of the pesticide bentazone. Fenner et al. (2007) developed a quadratic
regression relationship using soil pH, organic carbon and sand content, annual mean temperature, and the
sampling depth and sample height of the respective soil sample to appraise atrazine persistence in soil.
Some of the listed predictors are proxies for atrazine adsorption, that is, its availability to microorganisms.
Among these predictors are the organic carbon and sand contents. Other predictors, like the soil pH and
the temperature, are estimators for the quality of habitats for soil microorganisms. Ghafoor et al. (2011)
extended a similar approach to metadata on the degradation of 16 pesticides that had been collated from
peer-reviewed literature. They found that the organic matter and clay content as well as the soil depth,
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the microbial biomass, the water content, and the adsorption isotherm of the respective soil-pesticide com-
bination were important estimators for pesticide degradation.
From the above it is obvious that PTFs for solute transport parameters require knowledge of the hydraulic
properties. In most practical cases this entails that PTFs for solute transport properties must be built on top
or together with PTFs for hydraulic properties. Approaches following the ones presented in Shaw et al.
(2000) and Goncalves et al. (2001) seem therefore reasonable, as long as they are built upon a larger database.
Furthermore, the scale of the transport process must be considered in a respective PTF. A similar conclusion
had already been reached by earlier, less comprehensive studies (Kolenbrander, 1970; Perfect, 2003). In this
context Vanderborght and Vereecken (2007b) notably suggest that the dispersivities are lognormally distrib-
uted in space, which may help creating upscaling relationships for solute transport PTFs. Also, predictors for
soil macrostructure are important. These include the clay content and the soil organic carbon content.
Approaches that also include biological activity as a structure forming agent like the one of Jarvis et al.
(2009) are considered promising. The above statements concern inert solute transport. PTFs for reactive
solute transport require a plethora of additional information that are solute speciﬁc and concern the soil
chemistry (e.g., pH, redox conditions, and ion exchange capacities) and the soil microbiology and, probably,
also additional soil biological features, for example, the presence or absence of speciﬁc root exudates.
The establishment of PTFs for solute transport is still work in progress, and respective approaches have barely
reached a precision that is required for practical applications. Larger databases on solute transport data are
needed for building and validating the PTFs. This conclusion echoes the one of Minasny and Perfect (2004),
albeit some efforts toward larger respective databases have meanwhile been undertaken (see Koestel et al.,
2012; Vanderborght & Vereecken, 2007b). New databases should also include data from neighboring
research ﬁelds and from new measurement approaches like remote sensing, isotope analyses, omics data,
imaging techniques, and critical zone observatories (Li et al., 2017).
4.3. PTFs of Heat Exchange
Thermal properties like heat capacity or thermal conductivity are needed for calculation of the thermal
regime in vadose zone and Earth system models, including LSMs. Subsurface temperature proﬁles are in
the vast majority of cases derived from the general heat diffusion equation in the vertical direction. In this
way, the change in soil temperature for each soil layer, at each model time step, depends on the ﬂow of heat
into and out of that layer, the thickness of the layer, the length of the time step, and the volumetric heat capa-
city, Ch, of each layer (Ch is often called “apparent” heat capacity if phase changes are included; see, e.g., Cox
et al., 1999). In some cases, advection of heat by water ﬂow is considered as an extra term in the heat diffusion
equation (e.g., Best et al., 2011). The ﬂow of heat is determined by a vertical temperature gradient multiplied
by a thermal conductivity, λ; this is generally referred to as Fourier’s law.
Thermal properties can be measured directly in the ﬁeld using heat needle probes or in the laboratory
(Horton et al., 1983). However, because these methods are time consuming, especially in light of the spatial
and temporal variability of these properties, equations have been established for the calculation of thermal
properties that depend on soil textural, structural properties (de Vries, 1963; Farouki, 1986; Johansen, 1975),
and on soil water content and its phase (liquid or frozen). Provided that the volumetric fractions of moisture
(liquid and/or frozen), minerals, and organic matter are known, the heat capacity can be calculated easily (de
Vries, 1963). The estimation of thermal conductivity relies on empirical models, analogous to the hydraulic
functions, and similarly, with uncertainties in parameter values (Peters-Lidard et al., 1998; Tarnawski et al.,
2011). For example, the present thermal conductivity models face an uncertainty in parameterization of
the shape factor of soil particles (Lu et al., 2007). To increase conﬁdence in these models, more data of mea-
sured thermal conductivities are needed, gathered from a wider range of soil types (Stolte et al., 1996), as the
equations are based on a relatively small number of measured data, in particular, compared to the number of
samples available for derivation of the hydraulic PTFs (see Table 4). Recent advances to improve vadose zone
and land surface models are looking to solve this uncertainty (Calvet et al., 2016; Decharme et al., 2016; Dong
et al., 2015; Lu et al., 2007; Tarnawski et al., 2009).
Information on soil texture (in all cases, and in some cases quartz content, see also Calvet et al., 2016), and
organic matter (in most models) is required to calculate key parameters in the equations that describe soil
thermal properties as a function of soil moisture content or relative saturation. Although these are not
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traditionally referred to as pedotransfer functions they can deﬁnitely be viewed as such. Soil porosity,
required to calculate relative saturation, for example, can be derived from the hydraulic PTFs described in
section 4.2. Below the broad types of thermospeciﬁc equations and their “PTFs” are discussed.
Soil heat capacity, Ch, is generally a linear function of the heat capacities of the soil solids (mineral and organic
matter), liquid water, and ice constituents (Van Wijk & de Vries, 1963). In order to get the bulk heat capacity
required in the general heat diffusion equation, these component heat capacities (see, e.g., Johansen, 1975;
Van Wijk & de Vries, 1963) are weighed by their constituent volume fractions (so that the heat capacity for
water is multiplied by soil moisture content). Simple thermal PTFs are used to calculate the solid Ch values
(dry heat capacity) as a function of mineral and organic content. There are some subtle differences between
models, relating mainly to howmineral and organic components are weighed, but overall, LSMs follow a very
similar approach.
Equations and related thermal PTFs employed to calculate soil thermal conductivity, λ, are more complex and
differ considerably among LSMs. Most thermal conductivity parameterizations in the LSMs are predicted
based on the work of Johansen (1975) and Farouki (1986). This includes, for example, CLM, ISBA-SURFEX,
and JULES. Soil moisture content is considered to be the main driver of change for changes in thermal con-
ductivity (Sourbeer & Loheide, 2015; Subin et al., 2013). The value of λ depends nonlinearly on the way in
which the best conducting mineral particles are interconnected by the less conducting water phase and
separated by the poorly conducting gas phase (Koorevaar et al., 1983). In the case of λ a weighing function,
generally called the “Kersten” equation (e.g., Johansen, 1975), is employed, to express this soil moisture
dependency. It is a function of the degree of saturation and different Kersten functions can be used depend-
ing on the phase of water (frozen or unfrozen soil water). Generally, λ varies between a minimum (dry) and
saturated λ value. The dependence on relative saturation is often logarithmic, or as a quadratic function in
the case of the OLAM model (Walko et al., 2000).
Thermal PTFs are mainly required to calculate these “dry” and “saturated” thermal conductivity and in some
cases to get parameters relating to the shape of the “Kersten” function. These PTFs require thermal conduc-
tivities of solid soil components (clay, silt, sand, and organic matter), water, and in some cases of air, as well as
porosity or dry bulk density. In some cases the mineral solid components are split into quartz (with a high
thermal conductivity around 8 W m1 K1) and other minerals (2 W m1 K1 for quartz content >20%,
3 W m1 K1 for lower values). In most cases quartz fraction is directly related to sand content, but recently,
PTFs for quartz fraction have been proposed in a LSM context (e.g., Calvet et al., 2016).
With soil moisture determining the temporal pattern of thermal conductivity (Sourbeer & Loheide, 2015;
Subin et al., 2013), for given soil moisture conditions, thermal conductivity spatially depends to a large extent
on the fraction of soil minerals presenting high thermal conductivities such as quartz, hematite, dolomite, or
pyrite (Côté & Konrad, 2005). In midlatitude regions of the world, quartz is the main driver of thermal conduc-
tivity for mineral soils, and PTFs for the quartz fraction are proposed in this context (Calvet et al., 2016). In
organic rich soils the soil organic matter (SOM) content is most relevant. With actual global soil grid informa-
tion available for SOM, gravels, and bulk density (Hengl et al., 2014; Nachtergaele et al., 2012), application of
PTFs to derive porosity and quartz fraction now allows estimation of heat properties to soils globally. The
restriction to the use of these PTFs for now is for soils containing a rather large amount of organic matter
as the derived PTFs are currently valid for volumetric fractions msand/mSOM ratio values lower than 40
(Calvet et al., 2016).
4.4. PTFs of Biogeochemical Processes
4.4.1. Soil Carbon and Nutrient Cycling Processes
Earth system models explicitly model the movement of carbon through the Earth system. Still, there is an
overall lack of spatially explicit models that properly describe soil carbon and nutrient dynamics at different
spatial scales (Manzoni & Porporato, 2009). In many cases input data for land surface models cannot be mea-
sured directly such as the initial carbon pool size distribution or root water uptake and need to be estimated.
Therefore, a great demand exists to expand available databases by states and parameters derived from
model inversion/data assimilation or statistical approaches to develop PTFs. The estimation of model para-
meters using ﬁeld data is a standard procedure to calibrate models to site speciﬁc conditions for soil carbon
and nitrogen turnover (Bauer et al., 2012; Carvalhais et al., 2008; Klier et al., 2011; Ludwig et al., 2007),
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crop growth models (Billen et al., 2009; Priesack et al., 2006), and long-term experimental data (Bauer et al.,
2012; Sakurai et al., 2012). Soil carbon dynamics are typically conceptualized by multicompartment
approaches where each compartment is composed of organic matter with similar chemical composition or
degradability (Bricklemyer et al., 2007; Coleman et al., 1997). Nitrogen turnover is strongly related to carbon
turnover, and both are often part of overall land surface and terrestrial ecosystemmodels (Batlle-Aguilar et al.,
2011; Manzoni & Porporato, 2009; Priesack et al., 2008).
4.4.2. Soil Carbon Parameterization
The frequently applied, yet criticized, conversion factor of 1.724 (van Bemmelen, 1890) to estimate the SOM
from the SOC organic carbon (SOC) content can probably be seen as one of the earliest PTFs. So also in the
ﬁeld of biogeochemical or ecological research many of those simple conversion rules exist and are commonly
applied to convert the soft information of soil maps into hard numbers.
Against the background of climate change the exact quantiﬁcation of soil carbon stocks is of paramount rele-
vance. Carbon stocks are given as mass C per unit area, which requires the reference depth, the gravimetric
SOC content of that layer, and the soil bulk density. The application of a PTF to estimate bulk density could
thus lead to substantial uncertainty in the carbon stock prediction (Kobal et al., 2011; Xu et al., 2015), particu-
larly for repeated inventories to quantify temporal changes in soil carbon stocks (Schrumpf et al., 2011). Many
PTFs to estimate bulk density exist. However, their application is often limited to a speciﬁc region (Bernoux
et al., 1998; De Souza et al., 2016), forest soil (Kobal et al., 2011; Nussbaum et al., 2016), or a soil taxonomic
database (Benites et al., 2007; Manrique & Jones, 1991). PTF estimates of bulk density are always based on
SOC content according to the model of Adams (1973) where bulk density of a soil can be modeled as mixture
of organic matter and mineral component. The mineral components expressed as clay and/or silt content are
identiﬁed as statistically signiﬁcant explanatory variables (Bernoux et al., 1998; Benites et al., 2007; Botula
et al., 2015; De Souza et al., 2016; Manrique & Jones, 1991). Also, the coarse fraction (>2 mm) and soil depth
has predictive potential (Nussbaum et al., 2016) as well as the sum of basic cations (Benites et al., 2007) and
other environmental covariates (De Souza et al., 2016). Based on clay content, silt content, soil color, and
depth, Minasny et al. (2006) derived PTFs for SOC contents and bulk density and applied exponential depth
functions to subsequently estimate carbon stocks for a 1,500 km2 region in Australia. Hengl et al. (2017) gath-
ered global-scale SOC and bulk density data, and based on classical PTFs, they also estimated SOC contents
and provide estimates of global soil carbon stocks and their uncertainty.
The turnover of soil SOC represents a crucial component of the global carbon cycle and models are valuable
tools to improve understanding and make predictions of carbon sequestration and soil CO2 emission. As an
example Wang et al. (2016) estimated the carbon inputs to wheat systems required to maintain current SOC
stocks at global scale. They applied the PTFs of Weihermüller et al. (2013) to estimate the initial SOC model
pools from the SOC and the clay content assuming equilibrium. For the RothC model (Coleman &
Jenkinson, 2005) another PTF by Falloon et al. (1998) exists, which allows the estimation of the inert organic
matter pool from the total SOC content, even though the authors did not explicitly refer to this as a PTF. Also,
the regression equations determined by Zimmermann et al. (2007) for the estimation of the ratio between
the resistant and the decomposable plant material pool of the RothC model was not referred to as a PTF
by the authors. The PTFs of Falloon et al. (1998), Zimmermann et al. (2007), and Weihermüller et al. (2013)
could, analogous to the continuous PTFs for the estimation of soil water retention parameters, be classiﬁed
as parameter estimation PTFs since model speciﬁc parameters, which could not be measured directly, are
estimated. Also, the PTFs of Moore et al. (1992) fall into to this class as the parameters of the dissolved organic
carbon sorption isotherm were estimated from SOC, oxalate-extractable Al, and dithionite-extractable
Fe contents.
In addition, the C saturation level or the capacity of soils to store organic C can be predicted as a function of
clay and silt content by Hassink (1997) or clay content (Dexter et al., 2008). These authors postulated that car-
bon has to be associated with clay (and silt particles) to form microaggregates that enable the carbon to be
physically stabilized.
4.4.3. Soil Mineralization and Decomposition Parameterization
Against the background of greenhouse gas emissions and nutrient cycling, nitrogen mineralization is a cru-
cial process. Most of the coupled C and N biogeochemical models include plant N uptake, soil organic N
decomposition, microbial N mineralization and immobilization, biological N ﬁxation, and various pathways
of N export (Xu-Ri & Prentice, 2008). All models follow the mass balance principle where the inorganic N
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added to an ecosystem equals the cumulative changes in plant N uptake, soil N retention, and N loss through
leaching and gaseous emission (Zaehle & Dalmonech, 2011). Rasiah (1995) compared existing PTFs to esti-
mate the one and two pool sizes and related rate constants of N turnover based on total N, cation exchange
capacity (CEC), SOM, and other soil properties. Rasiah and Kay (1998) developed PTFs for the estimation of N
mineralization parameters in dependence of the fraction of the total volume that is air-ﬁlled and the fraction
of the air-ﬁlled porosity. A PTF for the estimation of the slow N pool size in sandy arable soils based on SOC,
total N, C:N ratio, andmineral fraction<20 μmwas proposed by Heumann et al. (2003). A larger textural spec-
trum of soils located in northwestern Germany was covered by Heumann et al. (2011) where regressions of
the fast and the slowly mineralizable N pool size with clay content, humus class, mean fall temperature, and
total N were established following the analysis of incubation experiments. Against the background of poten-
tial NH4 leaching risk Vogeler et al. (2011) identiﬁed clay content and the CEC to be most related to the
Freundlich isotherm parameters for NH4 adsorption. Glendining et al. (2011) compiled a rather extensive
database on total N measurements in soil and derived regression-based PTFs for global-scale estimates.
Highest predictive power for total N at global scale was detected for SOC, latitude, soil group factor, and tex-
ture class as inputs.
Phosphorus stimulates C and N mineralization and is also a limiting nutrient for plant production. Remaining
P is a simple index indicating the adsorption of P in soil. Cagliari et al. (2011) derived a PTF for remaining P in
dependence of pH, sum of exchangeable bases, and exchangeable Al, however, for a relatively small set of
soils located in the Sao Paulo state, Brazil. Also, based on the investigation of Brazilian soils, Camargo et al.
(2016) derived a PTF for the adsorption of P accounting for iron oxide content and magnetic susceptibility.
Cohen et al. (2007) investigated the sorption of P in wetland soils in southeastern USA in dependence of
either visible/near-infrared diffuse reﬂectance spectra or biogeochemical properties and found comparable
predictive capacities of both approaches. Using a global data set, Achat et al. (2016) derived PTFs for inor-
ganic P availability and identiﬁed oxides and SOC as best explanatory variables, even for nonforest soils.
Other biogeochemically relevant soil properties like CEC could be related to clay content, SOM, and pH via
PTFs (Bell & van Keulen, 1995). Liao et al. (2015) additionally identiﬁed silt and sand content as having signiﬁ-
cant predictive potential for the estimation of CEC. Soil-speciﬁc surface area could also be estimated from tex-
tural composition (Whitﬁeld & Reid, 2013) or from additional information on plastic limit, liquid limit, and free
swelling index (Bayat et al., 2015).
The vast majority of PTFs developed in a biogeochemical context rely on regression equations. ANNs were
applied by Cagliari et al. (2011) and Bayat et al. (2015), whereas De Souza et al. (2016) used random forests.
5. Challenges for PTFs in Earth System Science
The necessity to improve LSMs and terrestrial ecosystem models is timely, and here we look for the possibi-
lities PTFs offer with speciﬁcally new opportunities and solutions for parameterization of biogeochemical and
biotic processes.
There are two avenues to bring about this improvement: one is to translate current knowledge on environ-
mental relationships into spatially exploitable PTFs to parameterize speciﬁc processes and the other is look-
ing to model coefﬁcients currently set constant, which appear to be spatially and temporally variable. So
either improved knowledge and data availability on environmental relationships can be exploited, as we pre-
sent for vegetation parameters in section 5.1, and biodiversity and biotic processes in section 5.2, or currently
ﬁxed parameters or proxies might be improved with PTFs, as demonstrated for the Q10 temperature coefﬁ-
cient in section 5.4. This approach of soil-based spatial (geographical) weighting can be extended to all
equations/relationships that need parameterization, and that could beneﬁt from existing ﬁne-grained soil
information to make spatial extrapolations. The availability of soil data globally that provides information
up to 250 m resolution of texture, bulk density, and organic matter along the depth of soil proﬁles (Hengl
et al., 2017) offers unseen opportunities for the development and application of PTFs in Earth system science.
The ambition here is to show how PTFs can be improved to better parameterize soil processes by better
quantifying rate parameters in biogeochemical processes related to soil carbon (e.g., Q10 and ﬁrst-order rate
constants), nitrogen (e.g., mineralization constants), and biotic and biodiversity-related processes. The latter
has been largely neglected as there is a rising awareness of the different soil biotic processes and their role in
the C, N, and general nutrient cycling in terrestrial ecosystems (Filser, et al., 2016).
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With that exercise, challenges arise for increasing understanding and modeling of climate change inﬂuences
on soil processes, biota, and biodiversity controls to the biogeochemical processes and furthermore impacts
of land use changes and (adaptation) management. These knowledge gaps are recently addressed in many
speciﬁc studies and are topical in Earth system science in general. Yet integration of the knowledge of differ-
ent disciplines remains challenging.
5.1. Applying Soil Information to Improve Vegetation Parameter Estimation
5.1.1. Replacing Plant Functional Types by PTF-Based Vegetation Parameterization
LSMs usually classify plant species into plant functional types, within which all parameters are identical. This
abstraction is necessary for simulating large geographical scales. However, current LSMs have only about
3–12 plant functional types, and hence, they typically ignore most biodiversity within a simulation grid
(Sato et al., 2015). This oversimpliﬁcation can lead to LSMs overestimating the strength of some climate
responses, since it neglects adaptation capacity. Negative effects on vegetation due to climate change can
be mitigated by increases in those species best adapted to the new conditions (Purves & Pacala, 2008).
Adaptation of plants and plant communities to the soil and functional interactions between soils and plants
are not currently included in plant functional types.
On the global scale, basic plant functional classiﬁcations capture an important fraction of trait variation to
represent functional diversity (Kattge et al., 2011). This assumption is implicit in today’s dynamic global vege-
tation models, used to assess the response of ecosystem processes and composition to CO2 and climate
changes. Owing to computational constraints and lack of detailed information, these models have been
developed to represent the functional diversity of 4,300,000 documented plant species on Earth with a small
number (5–20) of basic plant functional types. This approach has been successful, so far, but limitations are
becoming obvious and challenge the use of suchmodels in a prognostic mode, for example, in the context of
Earth systemmodels (Lavorel et al., 2008; McMahon et al., 2011). The plant functional types capture a substan-
tial fraction of the observed variation, but for several traits most variation occurs within plant functional types.
In the context of vegetation models these traits would better be represented by state variables rather than
ﬁxed parameter values (Kattge et al., 2011).
There are new approaches in Earth system modeling to better account for the observed variability: suggest-
ingmore detailed plant functional types, modeling variability within plant functional types, or replacing plant
functional types by continuous trait spectra. The global plant trait database TRY (www.try-db.org) provides
information about ecological strategy type, phenology, morphology traits, and habitat characteristics. It con-
tains a large data set that gives an important input for the deﬁnition of new, more detailed plant functional
types, and in particular for independently parameterizing the plant traits (Kattge et al., 2011). Deﬁning trait
ranges and state variables based on geographic (biomes/bioclimates/plant geographic regions) and soil con-
ditions would allow for a plant functional type-based parameterization of plant traits in the dynamic vegeta-
tion models. This is a more than obvious step since soil conditions of moisture retention and nutrient
provision to plants crucially determine the essentially used traits for the vegetation models (speciﬁc leaf area,
foliage nitrogen concentration). Some recent models represent trait ranges as state variables along environ-
mental gradients rather than as ﬁxed parameter values. The dynamic global vegetation model O-CN (Zaehle
& Friend, 2010) is an example of a land surface model development toward such a new generation of vegeta-
tion models, also the nitrogen carbon interaction model (Esser et al., 2011), or in combination with an optim-
ality approach toward vegetation water use the vegetation optimality model (Schymanski et al., 2008). The
earlier discussed rooting depth and density (section 4.1.2) could in the same way beneﬁt from this proposed
combination of information of soil conditions and plant traits—instead of the rough plant functional type
classiﬁcation. Rooting depth (or more exactly, maximum water extraction depth) is among the most inﬂuen-
tial plant traits in global vegetation models, yet we have estimates for only about 0.05% of the vascular plant
species—as measurements are difﬁcult and laborious. However, many aboveground traits correlate with
belowground traits (Kerkhoff et al., 2006), so the data in TRY could be indicative about belowground traits.
Especially, in combination with the here proposed coupling to soil information. Furthermore, it is important
to understand the feedbacks between environmental/climate change and subsequent responses of vegeta-
tion (Engelbrecht et al., 2007; Hare et al., 2003; Hartnett et al., 2013; Rodriguez et al., 2008; von Arx et al., 2012)
and crops (Jones, 2007); many of these feedbacks come together in the notion of coevolution (Pelletier et al.,
2013). Coevolution may depend on the survival strategy of a particular species and ask for different
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approaches regarding PTF development. For example, it may be beneﬁcial for perennial species to adjust
their root length density to a certain soil type in order to encertain optimal water supply deﬁned by the water
storage capacity over the root zone, which may lead to a reduced expression of soil variability. While annual
plants may have invested more in seed dispersal and be more prone to senescence when soil moisture
becomes depeleted, and thus express soil varaibility in full. Coevolved soil-plant relationships have been
shown for photosynthetic traits, soil pH, available phosphorus, and ratio of precipitation to potential evapo-
transpiration (Maire et al., 2015).
5.1.2. PTFs for Parameterization of Vegetation Water Content
Not only the application of plant functional types, but also the estimation of crucial vegetation para-
meters associated with these plant functional types, like in section 4.1.2 described root density, but also
the vegetation water content (VWC), and other functional traits for processes of transpiration, transforma-
tion, and ecosystem production, could be strongly improved by entering soil information in their estima-
tion. Nowadays, these parameters are mostly derived from satellite measured leaf area index (LAI) and
normalized difference vegetation index (NDVI), combined with Moderate Resolution Imaging
Spectroradiometer (MODIS) land cover data (Jackson et al., 2011). VWC is often even entered as a con-
stant in functions of land surface models. To obtain a relevant estimation of these vegetation parameters,
applicable in model estimation of gas exchanges and ecosystem production, basic soil properties like
water and organic carbon content obviously bring in additional information to just the canopy cover esti-
mation in NDVI/LAI. Especially, VWC should be improved in its parameterization, for which current meth-
ods use NDVI and MODIS land cover derived stem factor (an estimate of the peak amount of water
residing in the stems).
VWC ¼ 1:9134  NDVI2  0:3215  NDVI þ stem factor  NDVImax  NDVImin
1 NDVImin : (19)
With NDVI ranges between 1.0 and 1.0, the stem factor (with ranges up to 20) has a strong impact
on VWC.
The currently used stem factor estimates in Table 7 are based on roughly estimated average values for
LAI and tree height for a given biome in Hunt et al. (1996). Obviously, water content of vegetation can
vary strongly within biomes, depending on soil water and organic matter content, for which improved
functions might be derived based on improved estimations of these basic soil properties. Here we argue
that there is sufﬁcient data available to derive relationships between biomass production, vegetation
water content (based on dry weight methods biomass measurement), and soil conditions over the differ-
ent biomes, land use, and vegetation types. Globally derived PTFs for these soil parameters of water and
organic matter content might thus enable to obtain improved estimations of VWC, adding to the satellite-
derived information.
Where the satellite derived indices can detect “greenness” and thus directly indicate canopy density
(vegetation parameters of LAI and phenology), they are also generally considered robust proxies for other
ecosystem elements of vegetation dynamics and production (Jackson et al., 2011). These applications
prove successful for (homogeneous) rangelands and crop systems. For more heterogeneous (layered/
structured) vegetation types like forests, these measures prove little accurate for detection of production
or vegetation water content detection. NDVI is deﬁnitely useful in estimating photosynthetic activity for
model purposes (prediction oriented), possibly even for estimating production to a certain extent
(descriptive), but not as proxy for VWCs in processes like transpiration and other water ﬂow/retention pro-
cesses with important implications to model predictions of ecosystem impacts of climate changes. For
instance, where a recent study indicates a general strong correlation between evapotranspiration and
NDVI for an urban environment with different vegetation types (Nouri et al., 2014), which they consider
promising for global applications, they document the correlation to disappear under water stress condi-
tions. So even though one could argue that current NDVI-derived VWC estimates are sufﬁciently differen-
tiated for global model purposes, when applied in the perspective of climate change impacts, the
estimation of effects of drought stress to vegetation becomes essential. The improved understanding
of responses of plants to drought stress ruled by water potentials in soils stems, strongly depending
on soil type/properties (Malavasi et al., 2016), offers crucial information to feed such models, possible
through improved parameterization of VWC with PTFs.
Reviews of Geophysics 10.1002/2017RG000581
VAN LOOY ET AL. PTFS IN EARTH SYSTEM SCIENCE PERSPECTIVE 1232
5.2. Biotic Processes and Biodiversity in Biogeochemical Processes
5.2.1. Biotic Process Parameterization
Most of the important soil physical properties can be predicted by PTFs, but little work has been done
on soil biological properties (McBratney et al., 2002). Fundamental biotic processes like photosynthesis
can be predicted based on vapor pressure deﬁcit and soil moisture content but without “accurate
PTF” at hand (Rogers et al., 2016). Filser et al. (2016) suggest that inclusion of soil biota activity (plant
residue consumption and bioturbation altering the formation, depth, hydraulic properties, and physical
heterogeneity of soils) can strongly affect the predictive outcome of SOM models, yet this soil biotic
activity can on its turn be predicted from soil properties (Bardgett & van der Putten, 2014). And, of
course, there are many more links, for which it is important here to draw the perspective of integra-
tion in Earth system models.
Approaches to model temporal changes of soil structure, biotic activity, and root growth are relatively rare
(e.g., Leij et al., 2002; Stamati et al., 2013). There are still relatively fewmodels of interactions between physical
and biological processes (e.g., Laudone et al., 2011; Šimůnek et al., 2009; Tartakovsky et al., 2009). Recent
advances in measurement technologies have provided new insights about the role of soil biota and biodiver-
sity on soil and crop processes generating new knowledge and opening new perspectives for their
mathematical description.
Recent models describe both the mechanical processes of soil biota (Barot et al., 2007; Blanchart et al.,
2009), food web properties (de Vries et al., 2013) and biotic compartment contributions to C and N
cycles in soil (Huang et al., 2010; Li et al., 2017). Over the past decade, major advances have been
made in incorporating plant and soil N cycling processes in the terrestrial ecosystem models. The
TEMs nowadays include plant and soil nutrient cycling processes and N constraints on the C cycle,
Table 7
Stem factors for different MODIS IGBP land cover types
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as reviewed by Thomas et al. (2015). These authors describe the different methods of how N limitations
are currently implemented and evaluated in TEMs used in Earth system models. They point out some
challenges to the development and inserting of N/C-coupled TEMs in Earth system models, challenges
to temporal and spatial scales, to the lack of observation data for their systematic evaluation, and chal-
lenges associated with mechanistic representation of plant controls on N availability and turnover,
including N ﬁxation and organic matter decomposition processes. Similarly, Zaehle and Dalmonech
(2011), observe that C-N coupled terrestrial ecosystem models use different approaches to parameterize
complex, nonlinear C-N processes and linkages. This limits the validation of predicted N cycling impacts
on terrestrial C budgets, and due to the scarcity of relevant observed data sets to evaluate the perfor-
mance of coupled C-N models, the validity of C-N models is inferred from their ability to reproduce
local, regional, and global features of the C cycle and comparing them with associated C-only model
versions (Bonan & Levis, 2010; Huang et al., 2016; Zaehle & Friend, 2010). Global models now correct
for the nitrogen limitation and general plant controls to biogeochemical processes (Niu et al., 2016;
Thomas et al., 2013) but still lack many biotic controls that govern the (nonlinearity of) C-N processes
and linkages. Same way, existing ecosystem productivity models (based on C models) show differences
>25% even for temperate prairie grassland regions where much effort to construct such models is con-
centrated (Huang et al., 2016). Nonlinear models integrating pore volume and water content to describe
microorganism growth and formation of organic matter (and conservation in oxygen-less microzones)
are recently developed (Vasilyeva et al., 2016), opening alleys for PTF development. Yet much improve-
ment of knowledge bases in this domain is still possible.
5.2.2. PTFs at Hand and Potential Development
With more accurate estimation of the soil variables of soil pH and N, and especially the knowledge on
soil temperature and water retention parameters, the development of better performing models is
achievable using PTFs to estimate the soil microbial biodiversity and C-N processes. Indeed, the relative
importance analysis of regressors supported the ﬁnding that soil water availability variables are the
main drivers of CMic, alone accounting for more than 80% of the explained variance (Serna-Chavez
et al. 2013). Still, study in Mediterranean semiarid conditions revealed higher microbial biomass under
dry conditions than under mesic conditions (Sherman et al., 2012). So here again speciﬁc relationships
for biomes need to be identiﬁed. Estimates of the global storage of soil microbial biomass C and N in
0–30 cm and 0–100 cm soil proﬁles are derived, based on speciﬁc relationships for the major biomes
(boreal forest, temperate coniferous forest, temperate broadleaf forest, tropical and subtropical forests,
mixed forest, grassland, shrub, tundra, desert, natural wetland, cropland, and pasture), at 0.05° by 0.5°
spatial resolution (Xu et al., 2013).
Major soil microbial and mycorrhizal activity of heterotrophic respiration and nutrient mineralization are
strongly affected by soil moisture content (Zhao et al., 2016). Both hydrologic variability and its effects
on soil moisture (Rodriguez-Iturbe & Porporato 2004) transferred on decomposer activity need to be
accounted for in mathematical models of soil C and nutrient cycling. The effects of soil moisture on
decomposer activity and decomposition rates are typically described by kinetic rate correction functions
deﬁned at the whole decomposer-community level. When soil moisture decreases, so does decomposer
activity, with strong differences in the responses of individual decomposer groups to moisture availabil-
ity (e.g., bacteria are typically more sensitive than fungi to water stress). The shape of the soil-moisture
response and the threshold soil moisture at which decomposer activity effectively ceases (the water-
stress threshold) varies across biomes and soil types and thus the responses of organism types (e.g., soil
fauna, bacteria, and fungi) (Freckman, 1986). Manzoni et al. (2012) showed that responses of decompo-
sers at the community level are different in soils and surface litter but similar across biomes and cli-
mates. This results in a nearly constant soil-moisture threshold corresponding to the point when
biological activity ceases, at a water potential threshold comparable to the soil moisture value where
solute diffusion becomes strongly inhibited in soil, while in litter it is dehydration rather than diffusion
that likely limits biological activity around the stress point. Because of these intrinsic constraints and
lack of adaptation to different hydroclimatic regimes, changes in rainfall patterns (primary drivers of
the soil moisture balance) may have dramatic impacts on soil carbon and nutrient cycling (Manzoni
et al., 2012). The kind of relationships between activity of organism groups (bacteria and fungi) derived
in these studies allows for deduction of relevant PTFs for soil functions over larger territories
and biomes.
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Current terrestrial ecosystem models in Earth system models are mostly based on multivariate regressions
with more robust climatic variables as independent variables. This also applies to the models proposed to
predict soil biodiversity. Regional to global soil biodiversity mapping is mostly based on microbial diversity,
which is proved to correspond to microbial mass estimates (Fierer et al., 2009), based on the microbial carbon
CMic (Serna-Chavez et al., 2013). Soil proﬁle CMic seems best explained by a combination of precipitation, eva-
potranspiration, temperature, soil pH, and total nitrogen. The model presents a typical combination of classic
large-scale distribution modeling elements of coarse-grained climate variables (precipitation and tempera-
ture) that are robust in predicting patterns at global to continental scales.
The biodiversity ecosystem function relationship is underlying most actual soil biodiversity study (Bender
et al., 2016; Bradford et al., 2014; He et al., 2009; Jing et al., 2015; Ramirez et al., 2015), and some authors
even go as far as stating that soil quality is primarily determined by soil biodiversity (Gardi et al., 2008,
2013). The premise to these assumptions is that more diverse soil communities exhibit higher functional
diversity and thus play a stronger role in more soil ecosystem functions, directly or indirectly (Eisenhauer
et al., 2012; Lefcheck et al., 2015). This straightforward assumption is backed up by some ongoing modeling
attempts for speciﬁc groups like earthworms (Zaller et al., 2011) or soil microbial and fungal diversity (Fierer
et al., 2009). Soil bacteria and fungi are largely responsible for key ecosystem services, including soil fertility
and climate regulation, yet our understanding of these relationships—especially in the light of changing
environmental conditions—is still in its infancy. Soil microbial diversity is documented to be related to soil
moisture, C/N ratios, and pH (Fierer & Jackson, 2006; Manzoni et al., 2012). From a global dryland study,
recent studies report that contrary to previously reported global-scale results (Fierer & Jackson, 2006), soil
pH was not a major driver of bacterial diversity, in contrast to soil fungal diversity (Figure 6, Maestre
et al., 2015).
The application of PTFs to validate the reported relationships between soil microbial biodiversity and soil
parameters (SOC, soil moisture, pH, and soil/root depth) speciﬁed per biome might enhance our understand-
ing and predictive capacities to soil respiration and nutrient mineralization under changing environmental
conditions. Relationships between soil fungal diversity and vegetation (crops and trees) resistance to chan-
ging climatic conditions, together with water holding capacity of both soil and vegetation, are recently
acknowledged and might lead to more structured application of this knowledge—through the construction
of PTFs—in terrestrial ecosystem models and LSMs.
5.3. Heterogeneity of Soils, Hot Spots of Soil Processes, and Functions
More and more evidence has been gathered recently for the existence of hot spots for biogeochemical pro-
cesses like denitriﬁcation (McClain et al., 2003; Palta et al., 2014), carbon sequestration (Khosravi Moshizi et al.,
2015; Timilsina et al., 2013), and also of biodiversity (Mittermeier et al., 2011). These hot spots are mostly asso-
ciated to distinct “critical interfaces” as interactive boundaries between zones of distinct hydrological, bio-
geochemical, and topographic properties. Reaction rates at these interfaces are often orders of magnitude
Figure 6. Structural equation models ﬁtted to the diversity and abundance (qPCR) of (a) soil bacteria and (b) fungi.
Measured relationships between soil biodiversity and soil organic C content, pH, aridity (measure of soil moisture based
on soil water retention), total plant cover, latitude, and longitude indicate the potential development of inference based on
PTFs for Earth system models (adapted from Maestre et al., 2015).
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higher than the rest of the domain. These discrete interfaces—like hyporheic zones or bioﬁlms—can in some
cases dominate reactions within an entire watershed (Li et al., 2017). Integrating the knowledge on these hot-
spots and heterogeneity in general is a question of translating and scaling of speciﬁc features and relation-
ships. This has been achieved for carbon stock hot spots combining soil texture and moisture, with PTFs
(Bhatti et al., 2002), and also with integration of land use and speciﬁc management types (Lal, 2005).
Speciﬁc investigations to the inﬂuence of particle size distribution heterogeneity on soil bulk density values
also showed ways of improvement through integration of a Shannon information entropy metric of soil tex-
ture in existing PTFs (Martín et al., 2017). This entropy index and soil texture heterogeneity in general might
furthermore be estimated based on general lithological character enhancing the possibility to apply such
measures more widely (Cámara et al., 2017).
Where it can be considered as a methodological issue, it remains an important challenge to identify sufﬁ-
ciently robust empirical relationships (objective of PTFs) for such hot spots and for processes with hot
moments. This points at the need for improved parameterization and validation where a vast array of remote
and proximal sensing methods provide now new opportunities (see section 6).
5.4. Global Change Inﬂuences on Soil Processes
With atmospheric CO2 expected to double by 2100, provoking strong changes in hydrological cycles and
vegetation cover, CO2 consumption rates on carbonaceous shale are predicted to increase by more than
three times (Davidson & Janssens, 2006). Recent studies further demonstrate that chemical weathering can
be highly sensitive to climate changes (Beaulieu et al., 2012). The predicted response to the atmospheric car-
bon doubling stresses the importance of including chemical weathering in understanding the evolution of
global carbon cycle under changing climate conditions (Goddéris & Brantley, 2013). Evidenced relationships
between lithology and soil properties should allow for the development of PTFs to predict rock weathering
inﬂuence on CO2 consumption. Furthermore, there are PTFs at hand for the interaction between soil-
biosphere-atmosphere in diffusion schemes to predict climate-induced changes (Decharme et al., 2011).
It is long time understood that ecosystem models that simulate responses of photosynthesis and respiratory
processes to elevated atmospheric CO2 and increased temperature are fundamental to projecting carbon
balance and impacts of global change on the biosphere (Bernacchi et al., 2001; Lloyd & Taylor, 1994; Long,
1991; Sellers et al., 1997). Photosynthetic activity—the terrestrial photosynthetic CO2 assimilation which
can be estimated through soil water content and vapor pressure deﬁcit (Rogers et al., 2016) and thus poten-
tially estimated with PTFs—is directly inﬂuenced by the climatic changes and predictions on larger scales
(Bernacchi et al., 2001), but up to now without clear accuracy to inform global Earth system models
(Rogers et al., 2016). Most terrestrial ecosystemmodels are able to predict the basic processes of photosynth-
esis, respiration, and plant growth, yet interactions with the soil nutrient cycle or feed backs from climate
change effects are still mostly lacking (Xu-Ri & Prentice, 2008). Temperature sensitivity of soil heterotrophic
respiration (i.e., Q10 temperature coefﬁcient measure of the rate of change of a biological or chemical system
as a consequence of increasing the temperature by 10°C) is another critical parameter regulating carbon-
climate feedback. Although many ecosystem models commonly use a constant Q10 (Chen & Tian, 2005;
Schimel et al., 2000; Tian et al., 1999), a small deviation of the variable Q10 will signiﬁcantly change the esti-
mate of the total CO2 efﬂux from soil to the atmosphere (Xu & Qi, 2001). This temperature sensitivity of soil
heterotrophic respiration has recently been assessed globally (Zhou et al., 2009).
Also, for basic hydraulic properties and dynamics in LSMs, estimation in the light of climatic changes is still
quite uncertain (Fisher et al., 2005). Meteorological forcing to evapotranspiration PTFs at a global scale to pre-
dict climate change effects have been documented (Tang et al., 2015), but such large-scale exercises are still
rare and uncertainties remain high. Fierer et al. (2009) and Xu et al. (2013) present global analyses of soil
microbial responses and relationships to soil organic carbon, nitrogen, and phosphorus in terrestrial ecosys-
tems. Perspectives to explore PTFs are highlighted by recent work quantifying global soil carbon losses in
response to warming, based on the newly available Soilgrids information (Crowther et al., 2016). Their analy-
sis might be extended to soil carbon stocks deeper than the upper 10 cm based on existing knowledge and
application of PTFs.
Thedependenceof soil C stabilizationanddecompositiononsoilmineral compositionhasnotbeenconsidered
in models until recently (Sulman et al., 2014). Carbon decomposition is commonly described with ﬁrst-order
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dependence on soil moisture and/or temperature (Manzoni & Porporato, 2009), possibly with an extra
Michaelis-Menten term to account for microbial processes (Wieder et al., 2013). The ﬁrst-order dependence
on soilmoisture can reproduce Cbehavior under steady statemoisture conditions but not under dynamic con-
ditions such as pulsed rewetting perturbations (Lawrence et al., 2009). Recent studies have recognized this
inadequacy in the representation of complex soil C processes, especially when predicting the soil C losses
(Rey et al., 2017) and soil C climate feedbacks (Li et al., 2017).
5.5. Fields to Explore
Both in techniques of acquisition of soil information, and in model elements to be parameterized, there are
new ﬁelds of opportunity for the development of improved PTFs. Based on the reviewed literature here, we
can state that the major opportunities that need to be explored are for the development and use of regiona-
lized, scaled, and globally applicable PTFs in Earth System models in order to account for soil diversity, het-
erogeneity in space and time and speciﬁc environmental conditions (e.g., tropics and freeze-thaw cycles).
5.5.1. Soil Spectroscopy
New sources of PTF inputs stem from technology advances in remote and proximal sensing. Development in
soil spectroscopy provides such an interesting source of information to be used within a PTF framework. It
allows a rapid acquisition of soil information based on the spectral signature of soil materials, which present
a unique reﬂection depending on their molecular structure. McBratney et al. (2006) explore the idea of using
spectral data within a soil inference system, which produces predictions based on PTFs.
Spectral data present a large amount of information, and current research focuses on obtaining soil informa-
tion from visible, near-, and middle-infrared spectra. Fundamental soil properties, such as texture, C content,
CEC, pH, and others, can be estimated with a high degree of accuracy. These spectral estimates of soil proper-
ties can be used as inputs to various physical and biochemical PTFs as outlined above.
5.5.2. Novel Integration Domains for PTFs: Global Land Use Prediction, Soil Erosion, and
Soil-Landscape Development Models
Land use is often subject of global change predictions, yet mostly with rough estimations and moreover irre-
levant projections over territories without accounting for geographical and land suitability information.
Models have recently been proposed for land use change based on spatial inferences (Hany & Cohen,
2015) that could be extended with soil information to build PTFs for Earth system modeling purposes. The
same goes for landscape evolution models, which run on basic equations that contain soil thickness, texture,
and structure (Minasny et al., 2015). Also, soil erosion models are recently explored for approaches to inte-
grate the horizontal (spatial) and vertical processes and ﬁrst model approaches with PTFs successfully couple
erosion and overland ﬂow (Guber et al., 2014). The potential for development of PTFs can be seen in recent
global soil erosion model adjustments with soil erodibility estimated based on soil properties of sand, silt and
clay fractions, organic matter percent, and gravel percent (Naipal et al., 2015). These relationships between
soil properties and soil erodibility are based on recent works exploring the variability across soil types globally
(Cerdan et al., 2010; Doetterl et al., 2012).
Applying suites of models with coupled parameterization (Duffy et al., 2014), allow integrating geomorpho-
logical, hydrological, and biogeochemical models into LSMs (Brantley et al., 2017). Still, clearly much work is
required to better model the effect of climate and organisms on the soil chemistry, mineralogy, physics, and
biology (Chadwick et al., 2003). In conclusion, there is still an essential model coupling needed to integrate
soil processes, which are usually only represented at a proﬁle scale, with landscape processes (Minasny
et al., 2015).
6. Outlook
6.1. Perspectives in Methodological Advances and Dealing With Uncertainty
Since geomorphic information has long been routinely used in soil mapping, geomorphometry may be a
valuable data source to predict basic soil properties. In particular, soil texture, organic matter content, and
bulk density are known to reﬂect both landscape position and land surface shape. Because these soil proper-
ties are most often included in PTFs, one can hypothesize that soil hydraulic properties should have some
relationship to landscape position and land surface shape. Overall, the reported studies and related discus-
sions conﬁrm the usefulness of topographic attributes as ancillary data to indirectly estimate soil properties.
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In order to account for soil diversity and spatial heterogeneity in the here crucially identiﬁed extrapolation
and scaling, the nonlinearity of responses has to be treated in the development of PTFs in the perspective
of global model applications. The use of high-resolution soil proﬁle data can be combined with environmen-
tal variables (topography, climate, and land cover) through different model approaches for developing
broader applicable PTFs to predict the spatial variability of, for example, soil properties or environmental
forcing. Difﬁculty for extrapolation and upscaling lies in the nonlinearity of environmental relationships
entered in PTFs.
Therefore, major methodological improvement can be expected ﬁrst in the replacement of linear models
with nonlinear models to account for nonlinear relationships—such as for soil property-depth relationships
—and also more complex models to better represent soil-covariate relationships. With an improved under-
standing of environmental drivers (covariates) for the construction of PTFs and less restrictions of computing
capacities, better estimations can be obtained including more covariates in more complex PTFs. Second,
improvement can also be expected by the replacement of single prediction models with an ensemble frame-
work, that is, using at least two methods for each soil variable, in order to reduce overshooting effects.
Although PTFs in their origin and essence are simple rules, in view of the complexity we can handle nowa-
days, even a multiple and multivariate model formulation that enables estimating soil properties and pro-
cesses, responds to the call for PTFs applicable in Earth system science.
Novel (remote) sensing techniques offer a real breakthrough, not only for the development of PTFs but also in
the possibilities for model validation. The vast array of remote and proximal sensing methods provides now
new opportunities for estimation and validation of relationships between properties, states, and parameters.
The importance of these novel sensing techniques, hand in hand with development of PTFs and other spatial
inferences, is undeniably at the basis of the huge progress in Earth systemmodeling. Geophysical techniques,
such as ground-penetrating radar, penetrometers, electrical conductivity surveys, and remote geophysical
sensing, provide spatial coverage that shows great potential to be incorporated in future PTF developments
and applications (Mohanty, 2013). In the near future another growing source of informationmight be spectral
reﬂectance parameters, which can provide the possibility to gain more information about soils. Therefore, a
further possibility to provide more accurate information at catchment and regional scale is to derive predic-
tion methods that rely on spectral data, possibly combined with other environmental data, thereby deriving
spectral pedotransfer functions (Babaeian Homaee, Vereecken, et al., 2015).
Measurement uncertainty of soil properties varies (Vereecken, 2002) and can greatly inﬂuence model uncer-
tainty. It would be desirable to consider it more explicitly in the development of PTFs to providemore realistic
information about the deviation between measured and predicted values. To quantify measurement uncer-
tainty, it is indispensable to deﬁne the representative elementary volume of the dependent variable.
Information on sample dimension—for example, height or diameter—of the response properties can further
improve the prediction accuracy (Ghanbarian et al., 2015), because it provides information on the support of
the data from the scale triplet.
The uncertainty in estimated soil properties using PTFs at the model grid scale is composed of three potential
sources: (1) the uncertainty in information about texture and other input data, (2) the uncertainty in esti-
mated soil properties propagated through the uncertainty in the PTFs, and (3) the uncertainty induced by
aggregating soil information to the grid scale of models. To our knowledge, the impact of uncertainty in
PTFs and the different types of PTFs used to predict ﬂuxes and states have not yet been evaluated in global
climate models. Also, the inﬂuence of the different aggregation/upscaling approaches—Pachepsky and Hill
(2017) overviewed concepts of scaling methods in soil science—in global climate models needs clariﬁcation.
The upscaling of local-scale soil properties used in the various PTFs to predict soil water and energy-related
ﬂuxes at the global scale has not been fully clariﬁed especially in view of the newly available high-quality glo-
bal soil maps.
6.2. Outlook Directions
The identiﬁed ways of improving the development and application of PTFs in Earth system science can be
represented under three axes: the identiﬁcation (axis 1), validation (axis 2), and integration (axis 3) of relation-
ships between soil properties, states, and process parameters (Figure 7). The ﬁrst axis of improvement lies in
bridging knowledge gaps in soil process parameterization. Many unknowns, for example, are still present to
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relate biotic processes and parameters to soil properties, states, and parameters. These challenges were
addressed in section 5 where we identiﬁed new pathways for PTFs in Earth system modeling. Especially,
the default parameters in models such as soil respiration Q10 or vegetation parameters are in need of
validation. The second axis for improvement is present in the validation of identiﬁed relationships to a
more general application in large-scale models. The methodological challenges (see section 3) for
extrapolation and upscaling are described here, and many examples of recent developments in this ﬁeld
are given, such as the estimation of preferential ﬂow and carbon stocks. Finally, for integration especially
the linkages between hydraulic and biogeochemical parameters offer strong perspectives currently. Here
not only methodological improvements (see section 3.3) but also experimental studies are necessary to
derive PTFs for complex models of solute transport including biotic adsorption (see section 4.2) or
boundary layer heat exchange processes (see section 4.3).
This scheme can also be presented as a framework for a stepwise development of an ensemble or suite of
PTFs for Earth system model applications. The ﬁrst axis represents the ﬁrst step in improving the better inte-
gration of soil information in Earth system sciences. The second step depicts the necessary step of spatially
deploying this knowledge (PTF validation at regional to global scales) and third the integration and linking
of the complex model parameterizations to be approached. In this last step, current developments of
coupled nitrogen-carbon ESMs show the high potential for the proposed suite of PTFs in the light of predict-
ing gross ecosystem production, respiration, and carbon stocks. Such integration approaches are currently
also proposed in global programs to improve carbon stock estimation. Recently, the Global Soil
Partnership launched a global endeavor to develop a global soil organic carbonmap by the end of 2017, with
a soil organic carbon mapping cookbook—with integration recipes (http://www.fao.org/3/a-bs901e.pdf).
Other applications of such suites of PTFs can be for land evaluation and crop productivity or for land protec-
tion and sustainability. An overview of soil models using pedotransfer functions with speciﬁc application to
quantifying ecosystem services is already given in Vereecken et al. (2016). With the here described examples
of coupled C-N global model applications and vegetation dynamics parameterizations, speciﬁc Earth system
research topics can be positioned in this scheme for their prioritization. The process parameterization of pre-
ferential ﬂow has priority between the second and third axis, for validation of parameterization and coupling
of physical with biogeochemical estimations. A process like root water uptake (or Earth surface exchange pro-
cesses) needs more input from identifying speciﬁc relationships with soil biota in relationship and linking
with hydraulic parameters or root zone water storage capacity, driven by rooting depths, needs more
model-derived estimations to determine its inﬂuence to catchment scale hydrology (Gao et al., 2014).
Integration and validation of existing and novel information is in general a crucial but often retarded process
in Earth systemmodeling. Most of the currently applied parametric PTFs do not yet account for improved soil
water ﬂow models (for MRC and HCC), such as presented by Ippisch et al. (2006) or Schaap and van
Genuchten (2006), which might be incorporated in land surface models in the future. Further research in pre-
diction of the parameters of bimodal functions (Li et al., 2014) would also yield desirable progress in increas-
ing the performance of Earth system models.
Figure 7. Outlook scheme for PTF development and application of suites of PTFs in Earth system modeling.
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6.3. Time-Dependent PTFs
It is well known that many soil properties vary not only in space but also in time. At present almost all of the
PTFs developed up to now assume that predictors remain constant in time. A ﬁrst approach toward develop-
ing time-dependent PTFs (TPTFs) would be to include time-dependent predictor variables (Vereecken et al.,
2010). Classical time-dependent predictors in regression-based equations include, for example, bulk density,
pH, or vegetation parameters (LAI and NDVI), to estimate, for example, water content and MvG parameter.
TPTFs would also be of use for a better acknowledgement of soil structure; for example, in systems with til-
lage (Kargas et al., 2016), clay soils with swell/shrink behavior (Brake et al., 2013), or soils with proliferic root
growth (Fisher et al., 2015). Despite the need for development, TPTFs seem to be challenging. An a priori esti-
mation of the expected temporal variation at scales relevant for Earth systemmodels is rather difﬁcult, as the
extent of the variability is unknown and cannot adequately be determined in the laboratory.
In situ estimation of the soil hydraulic parameters by means of data assimilation—combining measurements
and models and including all corresponding uncertainties—has been accomplished by Bauser et al. (2016)
for a 1-D instrumented ﬁeld site, with the exception of the local equilibrium assumption during a rain event.
Using such an approach for larger-scale assessment is difﬁcult, but some attempts have been done on assimi-
lated soil water content for soil hydraulic parameter estimation (Han et al., 2014; Montzka et al., 2011).
Another data-driven approach was presented by Over et al. (2015) using the method of anchored distribu-
tions (Rubin et al., 2010), which is a stochastic Bayesian approach using a data-driven and assumption-free
likelihood function.
One way for developing TPTFs in Earth systems modeling may be to use the current available posteriori data
on changes in PTFs. Climate manipulation sites have been used in long year experiments that may reveal
interesting irreversible changes in the soil structure and hence in related PTF values (Robinson et al., 2016).
Another way may be to use multiple PTFs to get an ensemble of possible responses, as, for example, shown
by Ramírez et al. (2017) for assessing the effect of land use changes in tropical mountain cloud forests.
Furthermore, assessing the variability in existing data sets, either by traditional methods or by use of large-
scale data sets obtained from satellite remote sensing (Babaeian, Homaee, Montzka, et al., 2015; Paloscia
et al., 2013) in combination with soil maps (Levi et al., 2015), may be instrumental in determining a probability
density function of expected changes in TPTFs.
Another time-relatedproperty at larger scales signifying timedependencyofPTFs is the response lagofacatch-
ment or Earth system in question. The challenge herein lies in biophysical feedbacks that are asynchronous,
with time lags in system reponse that need to be attributed to speciﬁc time-dependent variables in the PTFs.
7. Conclusions
In this contribution we outline the perspectives for the development and application of PTFs with speciﬁc
focus on improving parameterizations of soil processes in Earth system models. The Earth surface governs
ecosystem production, carbon sequestration, and nutrient cycling and controls the heat, moisture, and
greenhouse gas exchanges with the atmosphere, which can be determined by the physical properties of
the soil and soil state variables through PTFs. The review of current advancements in use of PTFs in Earth sys-
tem sciences identiﬁed the following highlights and targets for further study:
1. A large body of literature exists on PTFs for water, solute, heat, and biogeochemical soil processes applic-
able for Earth system models, with some recent developments in the ﬁelds of root water uptake, solute
transport constrained by biogeochemical processes and preferential ﬂows, mineralization, and decompo-
sition processes.
2. Methodological advances are still needed for applications in Earth system models: state-of-the-art extra-
polation and upscaling methods are promising, with techniques like geographically weighted regressions
to couple PTF-derived parameters with more accurate topographical and geographical information for
spatial extrapolation.
3. Challenges for PTF development are determined along three axes: ﬁrst taking beneﬁt from increased pro-
cess understanding and determined relationships to enhance parameter estimations. This ﬁrst axis is
furthermore boosted by the newly available high-resolution soil information, and its applications are
mainly present in the improved opportunity to incorporate biogeochemical and biotic processes in
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Earth systemmodeling. This enables evaluation of currently set constants (default parameters) that in rea-
lity appear to be spatially and temporally variable. Here again, the increased information and high-
resolution data allow for validation and to develop improved knowledge rules, as demonstrated for the
Q10 relationship and the processes of soil respiration, with implications for climate change prediction
in Earth system models. Examples of current developments are the replacement of plant functional types
(or completing) with PTFs for some crucial elements like rooting depth and density, to estimate water
uptake. It appears feasible and notably better to use models to simulate the root distribution, applying
PTFs than to use one value for a plant functional type. This might offer better spatially differentiated esti-
mates of water uptake, caused by the variability of root depths within a plant functional type, and pro-
vides better predictions of evapotranspiration. Plant functional types, as commonly used in vegetation
models, would better be represented by state variables rather than ﬁxed parameter values (Kattge
et al., 2011), and in combination with soil information, more relevant plant functional parameters (for root
density and vegetation water content) can be derived.
4. The second axis of PTF development refers to the validation of developed PTFs for large-scale applica-
tions. Here both methodological advances of extrapolation and upscaling, as well as newly derived global
soil hydraulic functions with their uncertainties, need to be presented and validated.
5. The third axis or step in the framework is to further integrate knowledge in Earth system modeling, with
the development of (coupled) suites of PTFs that can be used for solving complex biogeochemical pro-
cesses in land surface models. Clear perspectives are present for applying suites of models with coupled
parameterization, coupling geographical and soil property and state descriptors with the different hydro-
logical and biogeochemical processes in LSMs and also for applications addressing pressing environmen-
tal issues like carbon sequestration, soil ecosystem services, and sustainability.
6. Finally, perspectives for novel methods are provided to retrieve detailed soil information (such as spectro-
scopy and novel remote sensing platforms) applicable in PTF development and model validation and
dealing with uncertainty in estimation.
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