A new approach is presented for inverse modeling to reconstruct continuous features in space, such as channels, that exhibit sparseness in a complementary basis (e.g. a Fourier basis) using observations in spatial domain. Continuity in space is used to constrain the solution to be sparse in the discrete cosine transform (DCT) domain. The DCT is used to effectively reduce the dimension of the search space to a low frequency subspace to improve estimation efficiency. The methodology is related to compressive sensing, which is a recently introduced paradigm for perfect reconstruction of sparse signals from partial linear measurements in a complementary basis. The suitability of the inversion method is demonstrated through synthetic experiments in characterization of geological facies distribution using scattered point measurements and noise-corrupted areal observations resembling seismic data.
Introduction
Estimating patterns and structures using uncertain prior models and limited point measurements is frequently encountered in earth sciences applications. These problems are often ill-posed (have more unknowns than measurements), which results in non-unique solutions. For example, estimating subsurface structures such as channels and faults using discretized pixelbased models in the spatial domain can be severely ill-posed if limited point observations are available. Therefore, important prior assumptions about the solutions, namely regularization, are usually built into the solution algorithm [1] [2] [3] . These assumptions can limit the application of the algorithms when prior knowledge is not available or is inaccurate.
Patterns are nearly constant (continuous) features that can have irregular shapes, which makes their parametric description in spatial domain challenging. Therefore, resorting to pixel-based descriptions that can introduce significant redundancy is a common practice. In this paper the inverse problem of estimating high-dimensional spatially distributed parameters from limited measurements is better posed by reducing the dimension of the underlying model parameters to provide an effective description in a suitable coordinate system and by eliminating parameters that represent insignificant (high frequency) details. This approach is often taken in lossy image compression [1] [2] [3] .
Compression transform algorithms that are used for parsimonious signal representation may also be applied to parameterization of ill-posed problems [4] . The commonality between image compression and parameterization of inverse problems lies in the basis used to describe the underlying property (image). However, in image compression the image and its transform are both known, which implies that the important basis elements are known. Compression is then achieved by truncating insignificant basis elements and retaining the significant modes. In contrast, parameterization is used to constrain the solution space in inverse problems and to eliminate redundancy. In this case, the parameter field and its transform are unknown a priori. Therefore, the significant basis vectors and their corresponding coefficients are also unknown. In practice, prior knowledge and observations may be among available information that can be used for identifying the appropriate basis vectors and estimating their respective coefficients [4] . The discrete cosine transform (DCT) [5, 6] Figure 1 shows an original image a building and its DCT coefficients, using the same ordering convention as the top panel. The bottom panel shows the approximation using the largest 1% and 2% of the original DCT coefficients. The concentration of the large coefficients on the top left corner (low frequency modes) of the DCT coefficients in Figure 1 (middle panel) is apparent.
In this paper, an estimation approach is developed for reconstruction of channelized facies in the DCT domain by using limited point (and noisy areal) observations of the original feature in the spatial domain and constraining the solution to be sparse in the DCT domain. The sparsity assumption is the key behind the new formulation and stems from the continuity that characterizes geological media.
Methodology
Compressed sensing [9] is a recently introduced paradigm for estimation and perfect reconstruction of sparse signals from partial observations in a complementary domain using convex optimization. A simple formulation of the approach is given in this section to illustrate the concept [9] [10] [11] [12] .
For a sparse signal x N with sparsity S (a signal with S nonzero coefficients), the transform coefficients y N under the transformation matrix Φ N×N can be written as:
Reconstruction of the signal x N using only K<<N observations of it in the transform domain (y K ) is achieved through:
, and y ЄR K . The reconstruction is shown [9-12] to be perfect under specific conditions by solving the following l 1 norm constrained minimization:
This minimization problem can be posed as a linear program (LP) [13] [14] . For an appropriate choice of the complementary basis Φ (one in which the signal is not sparse), and a signal x with sparsity S, reconstruction is exact with very high probability when K≥C·S·logN [9-12] , where C is a constant in the range 3-5 [9] . A critical assumption for this outcome is the sparsity of the solution.
To illustrate this, consider the channelized facies and its corresponding DCT coefficients magnitude (in logarithmic scale) after transformation in Figure 2 (top row). Although the coefficients are not exactly zero, most of them are small and can be zeroed out resulting in a sparse signal without a major loss in quality. The bottom row in Figure 2 shows the (S=15) largest DCT coefficients and their corresponding approximation. For this example, it is assumed that the true signal is the sparse DCT coefficients with S=15 (this assumption will be relaxed in the next examples). For K observed pixels of this facies distribution model in spatial domain reconstruction of the DCT coefficients is carried out following the above formulation. The results for K = 40, 80, and 100 are shown in Figures 3. After including 100 randomly located observations the original signal is perfectly reconstructed in almost all trials with different sets of random observations. Examination of Figure 3 indicates that perfect reconstruction is not possible for smaller number of observations due to existence of solutions with smaller l 1 -norm that matches the observations perfectly. As the number of observations increases it becomes less likely to fit the observations with a set of DCT coefficients that have a smaller l 1 -norm than the truth. Since the problem is convex in the limit as K C·S·logN the minimum l 1 solution is expected to converge to perfect reconstruction [9] [10] [11] [12] .
Another important observation is the distribution of the DCT solution coefficients when perfect reconstruction is not achieved. The wide frequency spread in the coefficients suggests that by imposing certain constraints on the solution, such as excluding high frequency modes, the probability of achieving perfect reconstruction can be increased. This is demonstrated in Figure 4 . In this figure, K=40 observations are used to constrain the reconstruction. Figure 4 shows the representation when the entire N=2025 space is searched to find the solution. It is seen that some of the estimated DCT coefficients are selected from the highfrequency region of the DCT basis. 
General Formulation
A general formulation of the problem that allows for noise in the observations can be written as: 
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where the first term in the objective function represents the penalty for deviation from the observations. Matrix 2 contains the information about the quality (importance) of each observation. The second term represents prior knowledge or regularization, which is used to improve the illposedness of the inversion. In our application, W is the weighting matrix that can be computed using the prior information (next section). The weighting coefficients can be used to exclude irrelevant basis vectors in the approximation and give more weight to the ones that are likely to have significant contribution in approximating the unknown parameters. The coefficient γ is used to adjust the fidelity to prior versus observations.
Reconstruction of sparse signals can be achieved through an l 1 -norm constraint on the solutions [9] [10] [11] [12] . This formulation is used to estimate nearly sparse signals (signals with many nonzero but insignificant coefficients). By specifying p=q=1 a least absolute deviation (LAD) solution can be obtained that is similar to the linear programming formulation of the previous section [13] [14] . When p=2 and q=1 a least mixed norm (LMN) solution is obtained that reduces to a quadratic programming (QP) problem [14] . In both of these cases the solution is constrained to be sparse and relatively similar results are obtained (only results for LMN are shown in here). Figure 5 summarizes the results for LMN reconstruction. This figure shows the LMN reconstruction results for the case in which the original signal is not sparse (row one of Figure 2 ). The three columns in Figure 5 correspond to three different prior assumptions. In the first column no directional preference is assumed and the main prior assumption is that the facies can be sufficiently described by low frequency DCT basis. The second column imposes a horizontal directional preference on the solution by assuming that the search subspace is spanned by horizontal basis elements. In the last column a prior library of 1000 members that are statistically similar to the solution (i.e. with mostly horizontal channels) is used to select (train) the search subspace. (see [3] for details). Clearly, the columns in Figure 5 (from left to right) incorporate more prior assumption into the reconstruction algorithm. Since these assumptions are consistent with the solution the quality of estimation increases from left to right (lower panel). This of course would not be the case if the specified prior information is inaccurate [3] .
Inversion Using Scattered Point Observations

Inversion Using Noisy Areal Observations
In this section, the LMN formulation with the l 1 -norm to impose sparsity on the DCT coefficients is used to estimate the channel features using very noisy observations, which is 
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typically the case in seismic data. Figure 6 shows the estimation results with increasing amount of prior information (left to right). As expected, the estimation quality is improved with increasing prior knowledge of the solution. The sparsity constraint imposed on the DCT coefficients appears to filter out the high level of noise in the observations and provide a smooth reconstruction of the underlying feature in the observations. The saprsity requirement imposes a smooth structure in space while matching the major trends in the observations. Because of the expected high level of noise in this type of measurements smaller weights are given to observation deviations in the objective function (4). The
Conclusions
In this paper, an estimation approach was introduced for solving inverse problems with unknown parameters that are approximately sparse in a complementary linear transform domain such as DCT. The formulation has its origin in basis pursuit and compressed sensing with widespread application in sparse signal processing and compression. The method was examined in several interpolation examples, starting with a setup that satisfied the theoretical requirements of the formulation followed by relaxing some of the restrictive assumptions that are hard to realize in practice. The theoretical perfect reconstruction was observed in the interpolation problems only when a relatively large number of observations (compared to degree of sparsity) at random locations were used. In general, it is concluded that the sparsity constraint can improve the solution of problems in which the unknown parameters can have approximately sparse representations in a different domain. The sparsity constraint appeared to enhance the reconstruction of the unknown features in the examples of this paper by providing a systematic way of identifying the significant basis vectors and tuning their corresponding coefficients. In summary, the proposed method in this paper seems promising for inversion problems with approximately sparse unknown parameters in a complementary transform domain. These results and the important implications that they may have in solving ill-posed inverse problems call for evaluation of the proposed inversion algorithm in large-scale problems. While the proposed approach in this paper was evaluated with examples from inverse problems in earth sciences, the framework appears to be promising for detecting continuous features/objects in other imaging applications such as pattern recognition, computer vision, and medical imaging. Figure 7 Non-sparse facies reconstruction from noise-corrupted spatial measurements using a reduced low-frequency subspace: true non-sparse facies distribution, its corresponding non-sparse log-|DCT| coefficients, and noisy observations in space (first, second, and third columns of row one); masks used to define a N=78-dimensional search subspaces in the DCT 
