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Abstract
In this paper, the bifurcation of limit cycles for a cubic polynomial system is investigated. By
the computation of the singular point values, we prove that the system has 12 small amplitude limit
cycles. The process of the proof is algebraic and symbolic.
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1. Introduction
In the qualitative theory of planar differential equations, the bifurcation of limit cycles
for planar polynomial differential systems
dx
dt
= P(x, y), dy
dt
= Q(x,y) (1)
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article [1] has discussed this problem and reported the recent new progress. Let H(n) be
the maximum possible number of limit cycles of system (1) when P and Q are of degree
at most n. [2] shows H(2) 4 and [3–5] give H(3) 11. Recently, P. Yu and M. Han [6]
use the normal form theory to study the following cubic system:
dx
dt = ax + by + a30x3 + a21x2y + a12xy2 + a03y3,
dy
dt = bx + ay + b30x3 + b21x2y + b12xy2 + b03y3
(2)
where a = 0, |b| > |a|, a21 = a, b12 = 1+4a22b − b, a03 = −b, b03 = −a, a12 = a, b21 =
−a( 2a2
b2
+ 2a21b(10b2+10ba21−1)−(40b4−32b2+9)10b2(2b2−2ba21−1) ) and find this system have twelve small am-
plitude limit cycles. Among the twelve limit cycles, there are six small limit cycles around
the focus (0,1) and other six small limit cycles around the focus (0,−1). This is so far the
best result of bifurcation of limit cycles for cubic polynomial systems. But the 5th and 6th
focal values of the system (2) are too complicated to express in the text. The authors have
to use approximate computation to prove the existence of limit cycles.
In this paper, we study the bifurcations of limit cycles for a class of systems with the
following form
dx
dt = − δ2x +
(− 52 − A1 + 4A2)y + δ2x3 + ( 32 + A1 − 4A2)x2y
+ ( 3A45 − 4A1A45 − 3δ2 )xy2 + (− 12 − A1 + 8A23 − 8A33 )y3,
dy
dt = − 12x +
(−A1A4 + 5δ2 )y + 12x3 + (A1A4 − 3δ2 )x2y
+ (− 32 − 2A1 + 4A2)xy2 + (−A45 − A1A415 − 8A53 + δ2)y3,
(3)
where δ, Ai (i = 1,2,3,4) are real constants. This system is symmetric with the origin and
has two foci at (1,0) and (−1,0). By the computations of the singular point values and
focal values, we construct Poincaré succession function exactly and prove that the system
has twelve small amplitude limit cycles. In addition to the difference of the method used
in the paper, comparing with [6], our results are concise (especial that in the expressions
of the singular point values) and the proof of existence of limit cycles is algebraic and
symbolic.
Section 2 discuss the relation between focal values and singular point values at the
origin which is necessary for investigating bifurcations of limit cycles. In Section 3, we
compute the singular point values and derive the conditions of the point (1,0) to be a 6th
fine focus. In Section 4, we construct two perturbed cubic systems which bifurcate 12 small
limit cycles, respectively.
2. Some properties of focal values and singular point values
In order to using the algorithm of the singular point value to compute focal values and
construct Poincaré succession function, we need discuss some properties of focal values
and singular point values.
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dx
dτ
= δx − y +
∞∑
k=2
Xk(x, y),
dy
dτ
= x + δy +
∞∑
k=2
Yk(x, y),
(4)
with Xk =∑α+β=k Aαβxαyβ, (x, y), Yk(x, y) =∑α+β=k Bαβxαyβ, under the polar co-
ordinates x = r cos θ , y = r sin θ system (4) takes the form
dr
dθ
= r δ +
∑∞
k=2 rk−1ϕk+1(θ)
1 +∑∞k=2 rk−1ψk+1(θ) (5)
where
ϕk+1(θ) = cos θXk(cos θ, sin θ) + sin θYk(cos θ, sin θ),
ψk+1(θ) = cos θYk(cos θ, sin θ) − sin θXk(cos θ, sin θ),
k = 2,3, . . . .
For sufficiently small h, let
d(h) = r(2π,h) − h, r = r(θ,h) =
∞∑
m=1
vm(θ)h
m (6)
be the Poincaré succession function and the solution of Eq. (5) satisfying the initial-value
condition r|θ=0 = h. It is evident that
v1(θ) = eδθ > 0, vm(0) = 0, m = 2,3, . . . . (7)
Lemma 2.1 (see [7]). For system (4) and any positive integer m, among v2m(2π), vk(2π)
and vk(π), there exists expression of the relation
v2m(2π) = 11 + v1(π)
[
ξ (0)m
(
v1(2π) − 1
)+ m−1∑
k=1
ξ (k)m v2k+1(2π)
]
, (8)
where ξ (k)m are all polynomials of v1(π), v2(π), . . . , vm(π) and v1(2π), v2(2π), . . . ,
vm(2π) with rational coefficients.
In addition to indicating that v2m = 0 under the conditions v1(2π) = 1, v2k+1(2π) =
0, k = 1,2, . . . ,m − 1, Lemma 2.1 plays an important role in construction of Poincaré
succession function.
Definition 2.1. For system (4), in the expression (6), if v1(2π) = 1, then the origin is called
the rough focus (strong focus); if v1(2π) = 1, and v2(2π) = v3(2π) = · · · = v2k(2π) = 0,
v2k+1(2π) = 0, then the origin is called the fine focus (weak focus) of order k, and the
quantity of v2k+1(2π) is called the kth focal value at the origin (k = 1,2, . . .); if v1(2π) =
1, and for any positive integer k, v2k+1(2π) = 0, then the origin is called a center.
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z = x + yi, w = x − yi, T = it, i = √−1 (9)
system (4)|δ=0 can be transformed into following complex system
dz
dT
= z +
∞∑
k=2
Zk(z,w) = Z(z,w),
dw
dT
= −w −
∞∑
k=2
Wk(z,w) = −W(z,w),
(10)
where z,w,T are complex variables and
Zk(z,w) =
∑
α+β=k
aαβz
αwβ, Wk(z,w) =
∑
α+β=k
bαβw
αzβ.
It is obvious that the coefficients of system (10) satisfy conjugate condition, i.e.,
aαβ = bαβ, α  0, β  0, α + β  2. (11)
We call that system (4)|δ=0 and (10) are concomitant.
Lemma 2.2 (see [8,9]). For system (10), we can derive successively the terms of the fol-
lowing formal series:
F(z,w) =
∞∑
k=2
Fk(z,w) =
∞∑
α+β=2
cαβz
αwβ (12)
such that
dF
dT
= ∂F
∂z
Z − ∂F
∂w
W =
∞∑
m=1
µm(zw)
m+1 (13)
where c11 = 1, c20 = c02 = 0, ∀ckk ∈ R, k = 2,3, . . . , and to any integer m, µm is deter-
mined by following recursive formulas:
c1,1 = 1, c2,0 = c0,2 = 0,
if (α = β > 0 and β = 1) or α < 0, or β < 0, then cα,β = 0
else
cα,β = 1
β − α
α+β+2∑
k+j=3
[
(α − k + 1)ak,j−1 − (β − j + 1)bj,k−1
]
cα−k+1,β−j+1,
(14)
µm =
2m+4∑
k+j=3
[
(m − k + 2)ak,j−1 − (m − j + 2)bj,k−1
]
cm−k+2,m−j+2. (15)
µk in Lemma 2.2 is said the singular point value at the origin of system (10).
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holds:
v2m+1(2π) = iπ
(
µm +
m−1∑
k=1
ξ (k)m µk
)
, (16)
where ξ (k)m (k = 1,2, . . . ,m − 1) be polynomial functions of coefficients of system (10).
Proof. Firstly, from F(z,w) = F2(z,w) +∑∞k=3 Fk(z,w) = zw +∑∞α+β=3 cαβzαwβwe
get F2(1,1) = 1.
For sufficiently small h, let
r = r(θ,h) = v1(θ)h + v2(θ)h2 + · · · = h + v2(θ)h2 + · · · (17)
be the solution of system (5)|δ=0 satisfying r|θ=0 = h and let
Fˆ (θ, h) = F (r(θ,h)eiθ , r(θ, h)e−iθ )= ∞∑
k=2
Fk(e
iθ , e−iθ )rk(θ, h), (18)
then
Fˆ (2π,h) − Fˆ (0, h)
=
∞∑
k=2
Fk(1,1)
[
rk(2π,h) − hk]
= (r(2π,h) − h) ∞∑
k=2
Fk(1,1)
[
rk−1(2π,h) + rk−2(2π,h)h + · · ·
+ r(2π,h)hk−2 + hk−1]
= (r(2π,h) − h) ∞∑
k=2
Fk(1,1)
(
khk−1 + o(hk−1))
= (r(2π,h) − h)(2h + o(h))
= 2h
∞∑
m=2
vm(2π)hm
(
1 + o(1))
= 2
∞∑
m=2
vm(2π)hm+1
(
1 + o(1)). (19)
On the other hand,
Fˆ (2π,h) − Fˆ (0, h)
=
2π∫ dFˆ
dθ
dθ =
2π∫ dFˆ
dT
dT
dθ
dθ = i
2π∫ dFˆ
dT
dt
dθ
dθ
0 0 0
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2π∫
0
∞∑
m=1
µmr
2m+2(θ,h) r
2(θ,h)
1 +∑∞k=2 rk−1ψk+1(θ) dθ
= 2π i
∞∑
m=1
µmh
2m+2
2π∫
0
r2m+2(θ,h)
2πh2m+2
1
1 +∑∞k=2 rk−1ψk+1(θ) dθ
= 2π i
∞∑
m=1
µmh
2m+2
2π∫
0
1
2π
(
1 + c1(θ)h + c2(θ)h2 + · · ·
)
dθ
= 2π i
∞∑
m=1
µmh
2m+2(1 + o(1)), (20)
where ψk+1(θ), ck−1(θ) (k = 2,3, . . .) are analytic.
According to (19), (20) and applying mathematical induction to m, we complete the
proof. 
3. Singular point values of the system
Since the system (3) is symmetric with two foci (1,0) and (−1,0), without loss of
generality, we only discuss the case of the focus (1,0).
By means of transformation
x = u + 1, v = y (21)
system (3) takes the following form
du
dt = uδ − v + 3δ2 u2 + (3 + 2A1 − 8A2)uv +
( 3A4
5 − 3δ2 − 4A1A45
)
v2 + δ2u3
+ ( 32 + A1 − 4A2)u2v + ( 3A45 − 4A1A45 − 3δ2 )uv2
+ ( 8A23 − 12 − A1 − 8A33 )v3,
dv
dt = u + vδ + 32u2 + (2A1A4 − 3δ)uv +
(
4A2 − 32 − 2A1
)
v2 + 12u3
+ (A1A4 − 3δ2 )u2v + (4A2 − 32 − 2A1)uv2
+ ( δ2 − A45 − A1A415 − 8A53 )v3
(22)
and the focus (1,0) becomes the origin correspondingly.
Under the transformation
z = u + vi, w = u − vi, T = it, i = √−1, (23)
system (22)|δ=0 becomes its concomitant complex system
dz
dT = z + a20z2 + a11zw + a02w2 + a30z3 + a21z2w + a12zw2 + a03w3,
dw
dT = −(w + b20w2 + b11wz + b02z2 + b30w3 + b21w2z + b12wz2 + b03z3),
(24)
where
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a02 = 30+20A1−60A2+3iA4+6iA1A420 , a30 = 20A2−20A3+3iA4−14iA1A4−20iA560 ,
a21 = A3 + iA5, a12 = −10A1+20A2−20A3−3iA4+4iA1A4−20iA520 ,
a03 = 20A2−20A3+3iA4−14iA1A4−20iA560 ,
bαβ = aαβ, α  0, β  0, α + β = 2,3.
(25)
We now discuss the computation of the singular point values of system (24). According
to Lemma 2.2, we have the following recursive formulas to compute the singular point
values of the origin of system (24).
Theorem 3.1. For system (24), the singular point values at the origin µm, m = 1,2 . . . ,
are give by the following formulas:
c(1,1) = 1, c(2,0) = c(0,2) = 0,
if (α = β and β = 1) or α < 0, or β < 0, then c(α,β) = 0
else
c(α,β) = 1−α+β
(−(b03(1 + β)c(−3 + α,1 + β))+ (a30(−2 + α) − b12β)
× c(−2 + α,β) − b02(1 + β)c(−2 + α,1 + β) +
(
a21(−1 + α)
− b21(−1 + β)
)
c(−1 + α,−1 + β) + (a20(−1 + α) − b11β)c(−1 + α,β)
+ (a12α − b30(−2 + β))c(α,−2 + β) + (a11α − b20(−1 + β))
× c(α,−1 + β) + a03(1 + α)c(1 + α,−3 + β) + a02(1 + α)
× c(1 + α,−2 + β)).
µm = −
(
b03(2 + m)c(−2 + m,2 + m)
)+ (a30(−1 + m) − b12(1 + m))
× c(−1 + m,1 + m) − b02(2 + m)c(−1 + m,2 + m) + (a21m − b21m)
× c(m,m) + (a20m − b11(1 + m))c(m,1 + m) + (−(b30(−1 + m))
+ a12(1 + m)
)
c(1 + m,−1 + m) + (−(b20m) + a11(1 + m))c(1 + m,m)
+ a03(2 + m)c(2 + m,−2 + m) + a02(2 + m)c(2 + m,−1 + m).
From the recursive formulas in Theorem 3.1 and using computer algebra system – Math-
ematica, we compute the singular point values of the origin of system (24) and simplify
them, we have
Theorem 3.2. The first six singular point values at the origin of system (24) are as follows:
µ1 = − i10 (−3A1A4 + 14A21A4 − 20A1A2A4 − 20A5);
µ2 = − i15A1(−3 + 8A1 + 8A21 − 20A1A2)A4(5 + 2A1 − 8A2 − A24 + 2A1A24);
(1) if A1 = 0 or A4 = 0, then
µ3 = µ4 = µ5 = µ6 = 0;
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µ3 = − i45000A31 A4H0H1,
µ4 = i13125000A31 A4H0H2,
µ5 = − i259136718750A21 A4H0H3,
µ6 = 11i4369860183473864573225955468750000000000A4H0H4;
(3) if 5 + 2A1 − 8A2 − A24 + 2A1A24 = 0, then
µ3 = −i144000A1A4(−1225 + 350A1 + 2800A3 + 1802A24 − 6458A1A24
+ 6644A21A24 − 206A31A24 − 525A44 + 2800A1A44 − 4900A21A44
+ 2800A31A44)H5,
µ4 = −i1968750 (−2 + A1)A1(−1 + 3A1)(−3 + 4A1)(282 − 767A1 + 463A21)A54H5,
µ5 = −4i111659452875 (−2 + A1)A1(−1 + 3A1)(−3 + 4A1)(−34125 + 85087A1)A74H5,
µ6 = 0;
where
H0 = −27 + 24A1 + 62A21 − 79A31 + 18A41 + 100A21A3,
H1 = 189 − 150A1 − 521A21 + 364A31 − 12A41 − 700A21A3 − 63A21A24
+ 357A31A24 − 486A41A24 + 96A51A24,
H2 = 2700 − 2700A1 − 31725A21 − 10800A31 + 35100A41 − 10800A51
− 18900A1A24 + 72450A21A24 + 13100A31A24 − 276700A41A24
+ 246400A51A24 − 59600A61A24 + 4851A21A44 − 32340A31A44
+ 72240A41A44 − 40320A51A44 − 41120A61A44 + 29632A71A44,
H3 = (−2 + A1)2(1 + 2A1)(16268850 + 91374075A1 + 153053550A21
+ 36328500A31 − 68866200A41 + 90131400A24 − 446289075A1A24
− 551091600A21A24 + 1631638575A31A24 + 265208850A41A24
− 380039400A51A24 − 246781080A44 + 1194729480A1A44
− 801831492A21A44 − 3260604091A31A44 + 4650186162A41A44
− 1245035264A51A44 + 188948448A61A44 + 61297236A1A64
− 461252484A21A64 + 1240489068A31A64 − 1151110296A41A64
− 318007368A51A64 + 744400288A61A64),
H4 = (−2 + A1)5(1 + 2A1)4(−1 + 3A1)3(−3 + 4A1)5(−3 + 5A1)(−4 + 7A1)2
× (−12 + 11A1)(−6 + 13A1)(3843336946380532539280814258071037
− 23394755417800037233936992295405192A1
+ 13684811890426203298011352533981343A21),
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− 40A1A44 + 20A21A44.
In the above expression of µk , we have already let µ1 = µ2 = · · · = µk−1 = 0, k =
2,3, . . . ,6.
From Theorem 3.2, we have
Theorem 3.3. For system (24), µ1 = µ2 = µ3 = µ4 = µ5 = 0 and µ6 = 0 if and only if
the following conditions hold:
A5 = 120A1A4(−3 + 14A1 − 20A2),
A2 = 120A1 (−3 + 8A1 + 8A21),
A3 = 18322880 (65162103 − 126022248A1 + 55218637A21),
A31 = 149 (12 − 83A1 + 124A21),
A24 = 152018 (133769 − 523972A1 + 276605A21).
(26)
Proof. We first prove the sufficiency. A1 = 0, A4 = 0 and µ1 = µ2 = 0 are visible.
Equation A2 = 120A1 (−3 + 8A1 + 8A21) implies that the case (2) of Theorem 3.2 holds.
Thus, apply the rules {A3 = 18322880 (65162103 − 126022248A1 + 55218637A21), A31 =
1
49 (12 − 83A1 + 124A21), A24 = 152018 (133769 − 523972A1 + 276605A21)} iteratively into
H1, H2, H3 and H4, to obtain
H0 = 24062447609 (1343532 − 8216282A1 + 5979513A21) = 0,
H1 = H2 = H3 = 0,
H4 = 0.
Therefore, µ1 = µ2 = µ3 = µ4 = µ5 = 0, µ6 = 0.
Conversely, if µ1 = µ2 = µ3 = µ4 = µ5 = 0, µ6 = 0, then,
A5 = 120A1A4(−3 + 14A1 − 20A2), A2 = 120A1 (−3 + 8A1 + 8A21)
and H1 = H2 = H3 = 0, H4 = 0.
Computing the resultant of the polynomials H2 and H3 with respect to the variable A4
to get:
Resultant[H2,H3,A4] = 3165014760212038253460503062500000000
× (−2 + A1)14A41(1 + 2A1)12(−1 + 3A1)6
× (−3 + 4A1)10(−3 + 5A1)2(−4 + 7A1)4
× (−12 + 11A1)2(−6 + 13A1)2
× (−12 + 83A1 − 124A21 + 49A31)2. (27)
Since
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×(−4 + 7A1)4(−12 + 11A1)2(−6 + 13A1)2 = 0
gives H4 = 0 (i.e., µ6 = 0) in the real number field, the only possible case is −12+83A1 −
124A21 + 49A31 = 0, i.e.,
A31 = 149 (12 − 83A1 + 124A21). (28)
Applying repetitively the rule A31 = 149 (12 − 83A1 + 124A21) to compute H3H2 , we get the
remainder from dividing H3 by H2 with respect to the variable A4:
Remainder[H3,H2,A4] = 25784467491706936153595498901244702983806990464
× (1 + 2A1)(−2 + A21)
× (702619043051111 − 1359009392546008A1
+ 590109596045725A21)2
× (36190783188822071492792725140
− 226594597212050592276503735865A1
+ 225426786836748371330066142385A21
+ 86077349660681280038886956724A24
− 538940207287415572944633204929A1A24
+ 536162687800986225102902097521A21A24). (29)
Under the condition (28),
1
16320160537039114149786250353682970640389862758400
×(154373230550894735215793911279
−887349835858308129613344231512A1
+515362351184402523503727139205A21)
×(86077349660681280038886956724
−538940207287415572944633204929A1
+536162687800986225102902097521A21) = 1.
So, from Remainder[H3,H2,A4] = 0 we have
A24 = −245(147717482403355393848133572
− 924875906987961601128586677A1
+ 920109334027544372775780173A21)
× (86077349660681280038886956724
− 538940207287415572944633204929A1
+ 536162687800986225102902097521A21)−1
= 152018 (133769 − 523972A1 + 276605A21).
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523972A1 + 276605A21)} into equation H1 = 0 to get:
A3 = 18322880 (65162103 − 126022248A1 + 55218637A21), 
The equations{
A31 = 149 (12 − 83A1 + 124A21),
A24 = 152018 (133769 − 523972A1 + 276605A21)
(30)
has two sets of real roots:
A1 = 124147 −
5
√
127 cos
( 1
3 arctan(
147
√
2319
1048 )
)
147
−
5
√
127
3 sin
( 1
3 arctan(
147
√
2319
1048 )
)
49
,
A4 = ±
√
5
52018
√
H6
21
,
where
H6 = −2656437 + 171956
√
127 cos
( 1
3 arctan
( 147√2319
1048
))
− 3584575 cos( 23 arctan( 147√23191048 ))
+ 171956√381 sin( 13 arctan( 147√23191048 ))
+ 3584575√3 sin( 23 arctan( 147√23191048 )).
In the following, we conveniently denote
a = 124
147
− 5
√
127 cos
( 1
3 arctan(
147
√
2319
1048 )
)
147
−
5
√
127
3 sin
( 1
3 arctan(
147
√
2319
1048 )
)
49
,
b = ±
√
5
52018
√
H6
21
.
(31)
From a3 = 149 (12 − 83a + 124a2), there is (a × 83−124a+49a
2
12 ) = 1, then
A2 = −3 + 8a + 8a
2
20a
= −3 + 8a + 8a
2
20a
× a (83 − 124a + 49a
2)
12
= 1
80
(−51 + 156a − 49a2).
Thus, expression (26) takes the following simple form:
A1 = a,
A4 = b,
A2 = 180 (−51 + 156a − 49a2),
A3 = 18322880 (65162103 − 126022248a + 55218637a2),
A5 = 120 (−3 + 2a)(−1 + 3a)b. 
(32)
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In our study, although δ is a function of ε, we conveniently denote vm(θ) in expres-
sion (6) by vm(θ, ε, δ).
For polynomial systems, the solution of Eq. (5) r = r(θ,h, ε) = r(θ,h, ε, δ) is analytic
at δ = 0 to parameter δ. So the following holds:
vm(2π, ε, δ) = vm(2π, ε,0) + δϕm(Aαβ,Bαβ, δ), (33)
where ϕm(Aαβ,Bαβ, δ) are analytic at δ = 0, m = 0,1,2, . . . . And more, from (16), there
is
v2m+1(2π, ε, δ) = v2m+1(2π, ε,0) + δϕ2m+1(Aαβ,Bαβ, δ)
= iπµm + iπ
m−1∑
k=1
ξ (k)m µk + δϕ2m+1(Aαβ,Bαβ, δ). (34)
Now, we consider bifurcations of limit cycles at the origin for perturbed system (22).
Starting from expressions (26) and (32), we get the following main theorem, after comput-
ing carefully.
Theorem 4.1. Let
k1 = − 116383279279214848 (40879030399186853012 − 257485990863286149697a
+ 254750944593784476173a2)bc5,
k2 = − 116383279279214848 (36246680792218319018 − 214001225075280518313a
+ 202625585264526814467a2)c5,
k3 = 130084941079759029814481118294479011840
× (−15833779078727384335957702330700330310656c4
+ 40837260873526323599755500721762411488256ac4
− 22051662469353536667795248306333203339264a2c4
− 439726108017233207397231902218970274854889675bc25
+ 2751001443312947171277525030271842591865345925abc25
− 2739225740770140941131595157810850934808436700a2bc25),
k4 = 13006720b (−8340751 + 337304a + 7287427a2)c2,
k5 = 18120b (673217 − 1014187a + 342853a2)c3,
k6 = − c12 ,
j0 = − 16896823691829011524508164912784309245 (1207487762541080736421929012
− 2214633963048559117307450197a
+ 932803490478167069309657983a2b).
a, b are given by expression (31). If
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A1 = a + ε2k1,
A4 = b + ε2k2 + ε4k3,
A2 = −3+8A1+8A
2
1
20A1 + ε8k4,
A3 = 189−150A1−521A
2
1+364A31−12A41−63A21A24+357A31A24−486A41A24+96A51A24
700A21
+ ε6k5,
A5 = A1(−3+14A1−20A2)A420 + ε10k6,
where ε is a small parameter and c0, c1, . . . , c5 are constants which so that
g(h) = c0 + c1h2 + c2h4 + c3h6 + c4h8 + c5h10 + j0h12 (35)
has m simple positive roots: h1, h2, . . . , hm, m ∈ {1,2,3,4,5,6}, then, when ε = 0, the
origin of system (22) is a 6th fine focus, when 0 < ε  1, there are m limit cycles in a
small enough neighborhood of the origin of system (22), which are near circles u2 + v2 =
h2kε
2
, k = 1, . . . ,m. Correspondingly, system (3) has 2m limit cycles, that are near circles
(x − 1)2 + y2 = h2kε2 and (x + 1)2 + y2 = h2kε2 respectively, k = 1, . . . ,m.
Proof. According to (7), it is easy to get
v1(2π, ε, δ) − 1 = e2πδ − 1 = c0πε12 + o(ε23).
Applying formulas (8) and (34) we have, after computing carefully
v3(2π, ε, δ) = c1πε10 + o(ε11),
v5(2π, ε, δ) = c2πε8 + o(ε9),
v7(2π, ε, δ) = c3πε6 + o(ε7),
v9(2π, ε, δ) = c4πε4 + o(ε5),
v11(2π, ε, δ) = c5πε2 + o(ε3),
v13(2π, ε, δ) = j0π + o(ε),
v2m(2π, ε, δ) = O
(
v2m−1(2π, ε, δ)
)= O(ε14−2m) (m = 1,2, . . . ,6).
Poincaré succession function
d(εh) = r(2π, εh) − εh
= (v1(2π, ε, δ) − 1)εh + v2(2π, ε, δ)(εh)2 + v3(2π, ε, δ)(εh)3 + · · ·
+ v11(2π, ε, δ)(εh)11 + v12(2π, ε, δ)(εh)12 + v13(2π, ε, δ)(εh)13 + · · ·
= (c0πε12 + o(ε23))εh + O(ε12)ε2h2 + (c1πε10 + o(ε11))ε3h3 + · · ·
+ (c5πε2 + o(ε3))ε11h11 + O(ε2)ε12h12 + (j0π + o(ε))ε13h13 + · · ·
= πε13h[g(h) + εhG(h, ε)] (36)
where G(h, ε) is analytic at (0,0).
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ple positive zero points which are close to h1, h2, . . . , hm sufficiently. Thus, the proof has
been completed. 
From Theorem 4.1, let ci (i = 0,1, . . . ,5) be suitable values such that g(h) has m sim-
ple positive roots (m ∈ {1,2,3,4,5,6}), can we get respectively, that system (3) bifurcates
2m small amplitude limit cycles. The following is the case of m = 6.
Theorem 4.2. In Theorem 4.1, let
c0 = 518400j0,
c1 = −773136j0,
c2 = 296296j0,
c3 = −44473j0,
c4 = 3003j0,
c5 = −91j0,
then, when 0 < ε  1, there are 6 limit cycles in a small enough neighborhood of the origin
of system (22), which are near circles x2 + y2 = k2ε2, k = 1,2, . . . ,6. Correspondingly,
system (3) has 12 limit cycles that are near circles (x−1)2 +y2 = k2ε2 and (x+1)2 +y2 =
k2ε2 respectively, k = 1, . . . ,6.
Proof. Substituting ci (i = 0,1,2, . . . ,5) into (35) and simplify it, we have
g(h) = (h2 − 1)(h2 − 22)(h2 − 32)(h2 − 42)(h2 − 52)(h2 − 62)j0,
g(h) has just six simple positive roots (i.e., h = 1,2,3,4,5,6). 
We also can prove that system (3) has 12 small amplitude limit cycles by using [7,
Theorem 6.6]. The following is a another perturbed form of system (22).
Theorem 4.3. Let
k0 = (36246680792218319018−214001225075280518313a+202625585264526814467a2)j016383279279214848 ,
k1 = (−3268+1733a+8408a2)bk014255 ,
k2 = (−2907811856928−23900284743061a+10807330443340a
2)k20
35826232624846 ,
k3 = 1279897973415834370618644406720 (−147310997349153838239924188644173j0
+ 379933154199992090311854631338723aj0
− 205159638480219555539878739270562a2j0
− 523440692057659089603393569566k30
+ 2198162997618381986929481685296ak30
− 1278722291007248148069542106314a2k30),
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k5 = −(673217−1014187a+342853a2)j08120b ,
k6 = j02 ,
j0, a, b are given in Theorem 4.1.
If
δ = 12j0ε21,
A1 = a + εk1 + ε2k2,
A4 = b + εk0 + ε3k3,
A2 = −3+8A1+8A
2
1
20A1 + ε10k4,
A3 = 189−150A1−521A
2
1+364A31−12A41−63A21A42+357A31A24−486A41A24+96A51A24
700A21
+ ε6k5,
A5 = A1(−3+14A1−20A2)A420 + ε15k6,
where ε is a small parameter. Then, when ε = 0, the origin of system (22) is a 6th weak fo-
cus. When 0 < ε  1, there are 6 limit cycles in a small enough neighborhood of the origin
of system (22), which are near circles u2 + v2 = εk , k = 1,2, . . . ,6. Correspondingly, sys-
tem (3) has 12 limit cycles, that are near circles (x −1)2 +y2 = εk and (x +1)2 +y2 = εk
respectively, k = 1,2, . . . ,6.
Proof. According to (7), it is easy to get
v1(2π, ε, δ) − 1 = e2πδ − 1 = j0πε21 + o(ε41).
Applying formulas (8) and (34) we get
v3(2π, ε, δ) = −j0πε15 + o(ε15),
v5(2π, ε, δ) = j0πε10 + o(ε10),
v7(2π, ε, δ) = −j0πε6 + o(ε6),
v9(2π, ε, δ) = j0πε3 + o(ε3),
v11(2π, ε, δ) = −j0πε + o(ε),
v13(2π, ε, δ) = j0π + O(ε).
From [7, Theorem 6.6], we complete the proof. 
The computational programs of Theorems 3.2 and 4.1 are available in the following
Email address: huangwt@gliet.edu.cn.
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