Distributed Beam Scheduling for Multi-RAT Coexistence in mm-Wave 5G
  Networks by Nekovee, Maziar et al.
ar
X
iv
:1
60
6.
05
13
5v
1 
 [c
s.I
T]
  1
6 J
un
 20
16
1
Distributed Beam Scheduling for Multi-RAT
Coexistence in mm-Wave 5G Networks
Maziar Nekovee, Yinan Qi and Yue Wang
Samsung Electronics R&D Institute UK, Staines, Middlesex TW18 4QE, UK
Abstract—Millimetre-wave communication (licensed or
unlicensed) is envisaged to be an important part of the
fifth generation (5G) multi-RAT ecosystem. In this paper,
we consider the spectrum bands shared by 5G cellular
base stations and some existing networks, such as WiGig.
Sharing the same band among such multiple radio access
technologies (RATs) is very challenging due to the lack of
centralized coordination and demands novel and efficient
interference mitigation and coexistence mechanisms to
reduce the mutual interference. To address this impor-
tant challenge, we propose in this paper a novel multi-
RAT coexistence mechanism where neighbouring 5G and
WiGig base stations, each serving their own associated
UEs, schedule their beam configurations in a distributed
manner such that their own utility function, e.g. spectral
efficiency, is maximized. We formulate the problem as a
combinatorial optimization problem and show via simu-
lations that our proposed distributed algorithms yield a
comparable spectral efficiency for the entire networks as
that using an exhaustive search, which requires global
coordination among coexisting RATs and also has a much
higher algorithmic complexity.
Index Terms—Millimeter-wave; 5G; Coexistence; Spec-
trum sharing
I. INTRODUCTION
One of the primary contributors to global mobile
traffic growth is the increasing number of wireless de-
vices that are accessing mobile networks. Over half a
billion (526 million) mobile devices and connections
were added in 2013 and the overall mobile data traffic is
expected to grow to 15.9 exabytes per month by 2018,
nearly an 11-fold increase over 2013 [1].
In order to address this issue, a recent trend in 3GPP
is to utilize both the licensed and unlicensed spectrum si-
multaneously for extending available system bandwidth.
In this context, LTE in unlicensed spectrum, referred
to as LTE-U, is proposed to enable mobile operators
to offload data traffic onto unlicensed frequencies more
efficiently and effectively, and provides high perfor-
mance and seamless user experience [2]. Integration of
unlicensed bands is also considered as one of the key
enablers for 5G cellular systems [3]. However, unlike
the typical operation in licensed bands, where operating
base stations (BS) have exclusive access to spectrum
and therefore are able to coordinate by exchanging of
Fig. 1. Coexistence scenario in 60 GHz deployment with beamform-
ing
signaling to mitigate mutual interference, such a multi-
standard and multi-operator spectrum sharing scenario
imposes significant challenges on coexistence in terms
of interference mitigation.
Licensed Assisted Access (LAA) with listen-before-
talk (LBT) protocol has been proposed for the current
coexistence mechanism of LTE-U [4]. For coexistence
in 5G, one of the major issues is that the use of highly
directional antennas as one of the key enablers for 5G
networks [7], [8] becomes problematic for the current
coexistence mechanisms where omni-directional anten-
nas were mostly assumed. For example, transmission by
a different nearby 5G BS or WiGig access Point (AP)
may not be detected due to the narrow beam that has
been used, resulting a transmission that causes excessive
interference to the victim user equipment (UE), e.g., UEs
in the central area as illustrated in Fig. 1. In this regard,
the simultaneous transmission should be coordinated and
exploited fully to greatly enhance the network capacity.
Such a mechanism is referred as beam scheduling. There
has been some related work on this topic based on
TDMA [9], [10] and a concept of exclusive region is
introduced in [11] to enable concurrent transmission with
significant interference reduction. However, the effect
of interference aggregation is not captured. Other ap-
proaches are proposed based on centralized coordination
2in [12], [13], where the access points are coordinated in a
centralized manner to reduce interferences and improve
network capacity.
In this paper, we consider a multi-RAT deployment
where 5G BSs and other 60GHz APs, e.g., WiGig APs,
co-exist, all transmitting via beamforming. We form a
scheduled beam sequence containing the indices of the
beams used at different time slots, and formulate an
optimization problem to find the optimal scheduled beam
sequence to maximize the spectral efficiency of the entire
network. It is known that such a combinatorial problem
is NP-hard and highly computationally costly when using
exhaustive search [14]. We therefore further propose
a novel distributed learning algorithm where different
BSs cooperatively and iteratively update the beam se-
quences such that near maximum spectral efficiency is
achieved. It is shown that the proposed algorithm almost
achieves comparable spectral efficiency to that using the
exhaustive search, while at the same time having a much
reduced complexity and signaling overhead. It should
be noted that the proposed algorithm and analysis are
general and can be easily applied to other bands, such
as 28 GHz. The rest of the paper is organized as follows.
System model will be introduced in the next section and
the optimization problem is formulated in section III. In
section IV, we detail the proposed distributed learning
algorithm and compare its complexity with that using
exhaustive search and distributed greedy scheduling.
Simulation results are presented in section V and Section
VI concludes the paper.
II. SYSTEM MODEL
In this paper, we assume that both 5G BSs and co-
existing APs employ beamforming to tackle the in-
creased path loss in 60 GHz band. From now on, we do
not differentiate 5G BS and co-existing AP and refer to
them as 5G AP for simplicity. We also assume that each
5G AP is only able to transmit data using a single beam
at a time for simplicity and the mechanism considered
here can be extended to the multi-beam case.
We assume a coexistence deployment scenario with N
5G APs, which could either be 5G BSs or co-existing
APs or a mixture of both, and M associated UEs for
every AP. Each 5G AP has Nt transmit antennas, whilst
each UE has one receive antenna. At a given time, the
nth (n = 1, . . . , N ) 5G AP transmits to the mth (m =
1, · · · ,M ) UE using a beam wnm, where wnm is vector
with length Nt. To obtain the beamforming vector wnm,
we assume that the 5G AP selects the beam configuration
within a predefined beam codebook with cardinality C
that uniformly covers the azimuth directions around the
AP. In particular, the codebooks at the transmitter are
formed by vectors {v1, · · · ,vC}, with the ith length-
Nt vector vi denoting the beam for the ith codebook
entry. The nth AP selects the iˆth entry in the codebook
according to
iˆ = arg max
i=1,··· ,C
∣∣vTi hmn∣∣2 (1)
and
wnm = viˆ. (2)
We define a scheduling cycle with duration of M time
slots. Within each scheduling cycle, we consider schedul-
ing the beams for M UEs associated with a particular
5G AP, for example, the nth AP. Suppose at a given
time slot m (m = 1, · · · ,M ), this AP is transmitting to
only one of the UEs via one beam in a round robin
manner, which could be any one of the beams from
wn1, · · · ,wnM , indexed as beam 1, · · · ,M . During one
scheduling cycle, the indices of the transmitted beams
therefore form a beam sequence vector with a length
M , denoted as bn(t) = [bn1(t), · · · , bnM (t)]T , where
bnm(t) ∈ [1, · · · ,M ].
It is known that there are
∏M
m=1m = M ! permu-
tations of such beam sequences, whereas there may
exist only one optimal sequence given particular network
criterion. This paper therefore aims at finding an optimal
bn(t) for the nth 5G AP, such that certain utility function
is optimized in every scheduling cycle. In particular,
we consider using the spectral efficiency as the utility
function and aim to find an optimal beam sequence that
maximizes the spectral efficiency.
III. PROBLEM FORMULATION
Let B denote the set that contains all M ! possible
beam sequences. The mathematical description of the
problem is given by
bˆn = argmax
bn∈B
U(bn) (3)
where U(bn) is a utility function obtained when the
sequence bn is chosen as the beam sequence within one
scheduling cycle with duration of M time slot. When
spectral efficiency is considered, the utility function for
the entire scheduling cycle is given by
U(bn) =
1
M
M∑
m=1
U(bnm) (4)
where U(bnm) is the utility function for the mth user.
We then consider the problem of finding the optimal bˆn
such that the average spectral efficiency is maximized.
A. Derivation of Spectral Efficiency
We now show the derivation of spectral efficiency
U(bnm). Suppose at a given time slot, the mth UE is
scheduled and the 5G AP is transmitting via beam wnm.
3The spectral efficiency for the given time slot can be
expressed as [15]
U(bnm) = log2
(
1 +
Pr(n,m)
I(m) +N(m)
)
(5)
where Pr(n,m) is the received signal power at the
scheduled UE m, and I(m) and N(m) are the inter-
ference and noise term, respectively.
The received signal power is given by
Pr(n,m)(dB) = Pn +Gn(m)− PL(d) (6)
where Pn and Gn(m) are the transmission power and
beamforming gain at the nth 5G AP. In this paper we
consider a constant transmission power, given by Pn =
Ptotal
B
, where B is the bandwidth.
In addition, the beamforming gain at the nth 5G AP
Gn(m) is calculated as
Gn(m) =
∣∣wHnmhnm∣∣2 (7)
where hnm is the channel between the nth base station
to the scheduled UE given in [15] as
hnm =
√
N
L
L∑
l=1
αlaUE
(
γUEl
)
a
∗
AP
(
γAPl
)
. (8)
In (8), αl is the complex gain of the lth path, γUEl
and γAPl ∈ [0, 2pi] are the uniformly distributed random
variables representing the angles of arrival and departure,
respectively, and aUE and aAP are the antenna array re-
sponses at the UEs and 5G APs, respectively. Assuming
uniform linear arrays, aAP can be written as
aAP =
1√
NAP
[
1, · · · , ej(NAP−1) 2piλ D sin(γAPl )
]T
.
For single antenna UE, we have
aUE = 1.
Lastly, PL(d) is the path loss component between the
nth 5G AP and the mth user, which is a function of
the distance d between two nodes. We now look at the
interference term given in (5), which is given by
I(m) =
N∑
n′=1
n′ 6=n
Pr(n
′,m) (9)
where Pr(n′,m) is calculated in the same manner as
Pr(n,m). The noise term N(m) in (5) is simply white
Gaussian noise, given by
N(m) = KBTB (10)
where KB is the Boltzmann constant and T is the noise
temperature.
Having obtained the spectral efficiency, the optimiza-
tion problem given in (3) can then be solved and the
optimal beam sequence can be found. One could per-
form an exhaustive search in the finite set of possible
beam sequences, known to yield a high computational
complexity. In the following section, we propose a novel
distributed learning algorithm to solve the optimization
problem, which is shown to yield comparable perfor-
mance than that using exhaustive search, while achieving
a much reduced complexity.
IV. BEAM SCHEDULING ALGORITHMS
We first present a distributed greedy scheduling mech-
anism, followed by a detailed description of the dis-
tributed learning algorithm.
A. Distributed Greedy Scheduling
In the distributed greedy scheduling algorithm, at the
beginning of each scheduling cycle, bn is randomly
chosen from the M ! possible permutation sequences
for each 5G AP. A block-coordinate optimization algo-
rithm is then applied to maximize the individual utility
function of each 5G AP sequentially [16]. Different
from exhaustive search, where a global optimization is
reached and maximum spectral efficiency is achieved for
all BSs, the distributed greedy scheduling mechanism
maximizes the utility function with respect to bn while
keeping other bi(i 6= n) unchanged. In other words,
the nth 5G AP computes the utility functions for all
possible permutations of bn, and then greedily selects
the sequence that yields the maximum utility value, i.e.,
spectrum efficiency, for itself, assuming the first (n− 1)
5G APs are using the optimal sequences obtained in the
previous selection process. The process continues until
it reaches the last 5G AP, which completes one iteration
of greedy selection. The same iteration will be repeated
NDG times until a scheduling decision is made.
B. Distributed Learning Scheduling
In this section, we propose a distributed learning
algorithm for beam scheduling. In the proposed learning
algorithm, we allocate each sequence a probability at
the beginning of each scheduling cycle and then update
the probability and utility functions of the sequences
iteratively. The optimal beam sequence is then selected
at the end of the learning procedure according to such
a probability. Such a learning algorithm is detailed as
follows.
Suppose the kth (k ∈ [1, · · · ,M !]) beam sequence is
selected for 5G AP n at iteration t, which we denote as
b
(t)
nk ∈ B. At the beginning, i.e., t = 1, each sequence
is assigned with the same probability p(U(b(1)nk )) =
1
M ! ,
and one sequence b(1)nk ∈ B is randomly selected for
the nth 5G AP according to this probability. The utility
4Fig. 2. Flow chart of the distributed learning scheduling algorithm
functions are then calculated for each 5G AP. At the end
of the tth iteration, the probability p(U(b(t+1)ni )) (1 6
i 6M !) is updated for the nth 5G AP according to [17]
as
p(U(b
(t+1)
ni )) = p(U(b
(t)
ni ))− w
U(b
(t)
ni )
Umax(t)
p(U(b
(t)
ni ))
(11)
subject to ∑M !i=1 p(U(b(t+1)ni )) = 1, where i 6= k, w is
a weighting factor, and Umax(t) is the maximum utility
function obtained up to iteration t, given by
Umax(t) = max{U(b(1)n ), · · · , U(b(t)n )}. (12)
For i = k, p(U(b(t+1)nk )) is updated as
p(U(b
(t+1)
nk )) = p(U(b
(t)
nk)) + w
U(b
(t)
nk)
Umax(t)
P sumn (13)
where
P sumn =
M !∑
i=1,i6=k
p(U(b
(t)
ni )) (14)
The similar learning procedure is applied to the next
5G AP until it reaches the last one and then the (t +
1)th iteration starts. Such a learning process continues
until the maximum number of iteration T is hit and then
the training phase stops. The final probabilities used to
choose the optimal sequence for the nth 5G AP among
all permutations is given by
kˆn(M) = arg max
k∈{1,··· ,M !}
{p(U(b(1)n )), · · · , p(U(b(M !)n ))}.
(15)
A flow chart of the distributed learning scheduling
algorithm is given in Fig. 2.
TABLE I
MAIN SYSTEM PARAMETERS
Parameter Value
Carrier frequency 60 GHz
Total bandwidth 500MHz
Base station Tx power 30dBm
Inter-cell distance 200 or 400m
Number of base station antenna 8
Beam codebook size of base stations 16
Number of base stations 2 or 10
Number of UEs per base station 3 or 5
Number of UE antennas 1
Number of scatters 3
Noise temperature 300 K
C. Complexity and Signaling Overhead Analysis
It is known that for exhaustive search, the statistical
utility functions need to be computed for all APs and
all possible beam sequences, yielding a complexity of
O((M !)N ), which becomes prohibitive especially with
a large number of APs. For the distributed greedy
scheduling algorithm, for N APs and NDG iterations,
we need to calculate NDGNM ! utility functions in total,
having a computational complexity of O(NDGNM !).
The proposed distributed learning algorithm, on the
contrary, computes only one utility function for each
5G AP at a given iteration, yielding a complexity of
O(NLEN), which is much smaller than the exhaustive
search as well as the distributed greedy scheduling. In
addition, as illustrated in the next section, the number of
iterations required by the proposed leaning algorithm is
also less than that of the greedy ones, i.e., NLE < NDG,
leading to even less calculations.
In terms of signaling overhead, exhaustive search
requires global utility function information to be ex-
changed among all 5G APs, whilst the signaling over-
head of the proposed distributed learning scheduling
algorithm is similar to the distributed greedy scheduling
algorithm since there is no need for exchanging utility
function globally.
V. SIMULATIONS
In this section, we present simulation results obtained
based on the scheduling algorithms proposed in the
previous section. We assume a total transmission power
of 30 dBm and a total bandwidth of 500 MHz and
the 5G APs distribute the power uniformly over the
entire bandwidth. The pathloss model used here is given
in [7]. The noise temperature T is taken as the room
temperature of 300K . The detailed system parameters
are presented in Table I.
Fig. 3 shows an example of a deployment scenario
with 2 5G APs, each covering 5 UEs. In the figure,
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Fig. 3. Deployment of 2 5G APs (5 UEs per AP)
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algorithm
UEij denotes the jth UE associated with the ith 5G AP.
It can be seen that if UE13 and UE22 are scheduled at
the same time, the transmission beam of AP1 to UE13
will cause interference to UE22. Fig. 4 illustrates the
fluctuation of the utility functions of two APs obtained
during the entire learning procedure with weighting
factor w = 0.15. As illustrated, the utility functions
rapidly converge to the optimal values in less than 55
learning iterations. The average utility function of two
also converges to the maximum at the same pace.
The cumulative distribution functions (CDFs) of utility
functions for different scheduling algorithms are illus-
trated in Fig. 5. For comparison purpose, we present
the results obtained by using random selection of per-
mutation sequences. As expected, the exhaustive search
algorithm achieves the maximum overall utility function
and the performance of the distributed greedy scheduling
algorithm is slightly worse than the exhaustive one,
which also serves as a performance boundary for all dis-
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Fig. 5. CDF of spectrum efficiency (inter-cell distance = 400m)
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Fig. 6. CDF of spectrum efficiency (inter-cell distance = 200m)
tributed scheduling algorithms. The performance of the
proposed distributed learning algorithm is very close to
the greed one but with significantly reduced complexity
and signaling overhead as aforementioned. When the cell
size is changed from 400m to 200m, the performance gap
between the distributed greedy scheduling algorithm and
the learning algorithm becomes even smaller.
Then we increase the number of deployed 5G APs to
10, each covering 3 UEs, and clearly such deployment
will result in a higher probability for a UE to receive
interferences from other 5G APs. In Fig. 7, the conver-
gence speed of the distributed greedy algorithm and the
proposed learning algorithm is compared. Even though
the greedy algorithm achieves a higher utility value, the
convergence speed of the proposed learning algorithm is
much higher (more than 150 iterations less), therefore
leading to further reduced complexity. The CDFs of the
utility function are illustrated in Fig. 8. The proposed
learning algorithm outperforms the random one and is
close to the greedy one.
60 100 200 300 400 500
Iteration t
1.32
1.34
1.36
1.38
1.4
1.42
1.44
1.46
Ut
ilit
y F
un
ct
io
n
Distributed Learning Scheduling (BS1 )
Distributed Greedy Scheduling (BS1 )
Fig. 7. Convergence behavior of two scheduling schemes
VI. CONCLUSION AND FUTURE WORKS
In this paper, we propose a novel multi-RAT coex-
istence mechanism where neighboring 5G and WiGig
APs, each serving their own associated UEs, schedule
their beams in a distributed manner such that their own
utility function, e.g., spectral efficiency, is maximized.
The proposed distributed algorithm yields a comparable
spectral efficiency for the entire networks as that using
exhaustive search, which requires centralized coordi-
nation among multi-RAT networks with much higher
algorithmic complexity. Our future work will focus on
game theoretical analysis of our proposed algorithm with
respect to fairness and its convergence properties.
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