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Abstract
Deep convolutional neural networks (CNNs) have structures that are
loosely related to that of the primate visual cortex. Surprisingly, when
these networks are trained for object classification, the activity of their
early, intermediate, and later layers becomes closely related to activity
patterns in corresponding parts of the primate ventral visual stream. The
activity statistics are far from identical, but perhaps remaining differences
can be minimized in order to produce artificial networks with highly brain-
like activity and performance, which would provide a rich source of insight
into primate vision. One way to align CNN activity more closely with
neural activity is to add cost functions that directly drive deep layers to
approximate neural recordings. However, suitably large datasets are par-
ticularly difficult to obtain for deep structures, such as the primate middle
temporal area (MT). To work around this barrier, we have developed a
rich empirical model of activity in MT. The model is pixel-computable,
so it can provide an arbitrarily large (but approximate) set of labels to
better guide learning in the corresponding layers of deep networks. Our
model approximates a number of MT phenomena more closely than pre-
vious models. Furthermore, our model approximates population statistics
in detail through fourteen parameter distributions that we estimated from
the electrophysiology literature. In general, deep networks with internal
representations that closely approximate those of the brain may help to
clarify the mechanisms that produce these representations, and the roles of
various properties of these representations in performance of vision tasks.
Although our empirical model inevitably differs from real neural activity,
it allows tuning properties to be modulated independently, which may
allow very detailed exploration of the origins and functional roles of these
properties.
1 Introduction
Among primates, the visual system of the rhesus macaque, an old-world mon-
key with a visual system similar to that of humans, has been studied in the
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most detail. The macaque visual cortex consists of about thirty distinct visual
regions (Felleman and Essen, 1991) that make up a richly connected network
(Markov et al., 2014). Responses to visual stimuli have been studied exten-
sively in many of these regions (Orban, 2008; Kru¨ger et al., 2013).
These networks are intricate, with hundreds of millions of neurons and mul-
tiple levels of organization. Individual neurons are also quite complex (e.g.
Markram et al., 2015), with a wide variety of ion channels, dynamics on a
wide range of time scales (Lundstrom et al., 2008), complex and electrically
significant dendrite morphologies (Schaefer et al., 2003), and nonlinear inter-
actions within dendrites (Polsky et al., 2004). Nonetheless, highly abstract
deep neural networks not only perform closely related functions (He et al.,
2015), but also exhibit closely related internal activity (Yamins et al., 2014;
Khaligh-Razavi and Kriegeskorte, 2014; Cadieu et al., 2014; Hong et al., 2016).
Thus highly abstract models may be sufficient to explain human-level core ob-
ject recognition (a major function of the visual cortex) and many details of the
associated neural representations.
1.1 Activity in CNNs and the Visual Cortex
Relationships between activity in the primate visual cortex and CNNs has been
studied mostly in the context of the ventral visual stream, which is involved
in object recognition and classification (DiCarlo et al., 2012). In CNNs that
are trained for object classification in natural scenes, early layers often have
Gabor-like receptive fields (Krizhevsky et al., 2012) that resemble the receptive
fields of neurons in the primary visual cortical area (V1). Activity in later
layers of the CNNs is relatively invariant to changes in position, size, and ori-
entation (Zeiler and Fergus, 2014), as is activity in higher visual areas in the
brain. Furthermore, activity in intermediate and later layers, respectively, is
closely related to activity of real neurons in V4 and the inferotemporal cortex
(IT), which occupy similar positions in the ventral visual stream. Specifically,
multilinear regression with CNN unit activities accounts well the activity of
real neurons (Yamins et al., 2014; Cadieu et al., 2014). Suitable combinations
of the CNN unit activity are also correlated within object categories, in much
the same way as IT neuron activity (Yamins et al., 2014), and to a greater
extent that previous ventral-stream models (Khaligh-Razavi and Kriegeskorte,
2014). Later CNN layers and IT neurons also contain similar information about
non-category stimulus properties such as object position (Hong et al., 2016).
CNN units themselves (as opposed to optimal linear combinations of these
units) have different correlation patterns than IT neurons (Yamins et al., 2014;
Khaligh-Razavi and Kriegeskorte, 2014). Relatedly, we found in unpublished
work that certain response properties of CNN units (e.g. the distribution of
size-tuning bandwidths) closely resembled those in IT, while others (e.g. ori-
entation tuning curves) were quite different. This suggests that there is room
to further align CNNs with the ventral stream. There has been little com-
parison of the dorsal visual stream (which processes spatial and action-related
visual information) with CNNs that are trained for spatial tasks. However,
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Gu¨c¸lu¨ and van Gerven (2016) found that networks trained for action recogni-
tion could predict functional magnetic resonance imaging (fMRI) data from the
dorsal stream.
To develop CNNs that more closely resemble the primate visual system, it
may be necessary to incorporate additional brain-like mechanisms (e.g. Rubin et al.,
2015). Another complementary approach is to directly train deep layers to ap-
proximate some kind of neural data. Yamins et al. (2014) tried this, and found
that it did not lead to better approximations of a validation dataset of neural
activity than simply training the network for object classification. However,
their neural dataset was small (5760 images). Much larger datasets are becom-
ing available (Minderer et al., 2012; Obien et al., 2015). However, unless large
parts of the brain are removed, these methods are so far limited to superficial
areas, whereas much of the macaque visual cortex is within sulci. Small arrays
of up to 11 electrodes have been driven together for parallel recordings deep in
primate sulci (Diogo et al., 2003), but these have been small-scale acute record-
ings, whereas large-scale chronic recordings are needed to provide many training
examples.
1.2 Empirical Activity Models
An alternative to using large-scale chronic recordings as a source of deep-layer
labels is to generate an approximate set of labels for a given visual area, using
an empirical model derived from the electrophysiology literature (Tripp, 2016).
This may be the only way to generate large neural datasets in the near future
for areas within cortical sulci. This approach also has an advantage over us-
ing real data, in that a model allows artificial variation of tuning properties.
For example, one could modulate tuning curve widths, or correlations between
different parameters, and explore both the ability of CNNs to reproduce these
variations, and their effects on performance of visual tasks. Furthermore, an
empirical model may be better suited for approximating the effects of attention
on neural activity, because the model can produce activity that is consistent
with the network’s focus of attention (rather than the animal’s focus).
To explore this approach, we have developed a sophisticated model of activity
in the primate middle temporal area (MT), an area deep in the superior temporal
sulcus that is important for processing of visual motion. Below we briefly review
MT physiology.
1.3 Area MT
The middle temporal cortex (MT) receives strong feedforward input from early
visual areas V1, V2, and V3 (Maunsell and Van Essen, 1983; Markov et al.,
2014), as well as direct sub-cortical input (Sincich et al., 2004; Born and Bradley,
2005). It projects to the higher-level middle superior temporal and ventral in-
traparietal areas, and also receives strong feedback connections from these areas.
Electrical stimulation of MT affects perception of visual motion (Nichols and Newsome,
2002). Inactivation or damage of MT impairs motion perception (Newsome and Pare,
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1988; Rudolph and Pasternak, 1999) and the ability to smoothly follow a moving
object with the eyes (Newsome et al., 1985). Illusions in speed perception have
also been linked with subtle properties of MT neuron responses (Boyraz and Treue,
2011).
Consistent with these effects, many neurons in MT respond strongly to vi-
sual motion. The spike rates of individual MT neurons vary with a number of
stimulus features, including direction and speed of visual motion, and binocular
disparity. Many MT neurons are sensitive to motion in depth, i.e. toward or
away from the eyes (Czuba et al., 2014). MT is the earliest visual region in
which a substantial number of neurons solve the motion “aperture problem”,
responding to the actual direction of motion of a stimulus, rather than the
component of motion that is orthogonal to local edges (Pack and Born, 2001;
Smith et al., 2005), which requires only local computations.
In summary, MT exhibits a particular representation of visual motion, which
is similar in scope to scene flow (Mayer et al., 2015). We are interested in
whether the particular representation of this information in MT, one of the most
thoroughly studied visual areas, can be precisely reproduced in deep artificial
neural networks. We have developed the present model to provide synthetic
datasets to help address this question.
2 Methods
See (https://github.com/omidsrezai/empirical-mt) for model code.
2.1 Model Structure
Our model is pixel-computable, i.e. it produces approximations of MT spike
rates directly from input images. We focus on producing spike rates, rather
than spike sequences. As an aside, given these rates, it is straightforward to
produce Poisson spike sequences (Dayan and Abbott., 2001), including those
with noise correlations that are realistic for MT (Tripp, 2012).
The model structure is sketched in Figure 1. The model requires five fields
as input. The field values are defined at each image pixel x, y. The five fields
are u(x, y) (horizontal flow velocity), v(x, y) (vertical flow velocity), d(x, y) (dis-
parity), c(x, y) (contrast), and a(x, y) (attention). Section 2.3 below discusses
calculation of these fields.
The response of each neuron is approximated as a nonlinear-linear-nonlinear
(NLN) function of these fields. The first nonlinear step requires calculation of
four additional fields for each neuron, each of which is a point-wise nonlinear
function of the five input fields. We refer to these functions as tuning functions
(see details in Section 2.4). Each of these tuning functions is used to scale
the neuron’s response to a different stimulus feature. Specifically, we calculate
gs(u, v, c) (a function of flow speed and contrast), gθ(u, v) (a function of flow
direction), gd(d) (a function of disparity), and gg(a, c) (a function of attention
and contrast).
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The full model therefore requires calculation of four times as many of these
tuning-function fields as there neurons with distinct sets of parameters. Since
the model is intended for training convolutional networks, there is one such
set of parameters per channel in the MT layer. This number can be speci-
fied at run time, but we would expect it to normally be on the order of 500-
2000, so something like 2000-8000 of these fields must be calculated by the full
model. One additional field per neuron is then calculated as the point-wise
product of these fields (consistent with data from Rodman and Albright, 1987;
Treue and Mart´ınez Trujillo, 1999). We refer to this as the neuron’s tuning
field,
t(x, y) = gsgθgdgg. (1)
This completes the first nonlinear stage of the NLN model. Since the model
is meant to train convolutional networks, only one tuning field is needed per
MT channel (corresponding to a set of model parameters), regardless of the
pixel dimensions of the channel. Henceforward, when we talk about a “neuron
model”, it should be understood that this “neuron model” is ultimately tiled
across the MT layer to simulate many neurons with different receptive field
centres.
The remaining linear and nonlinear steps consist of a conventional convo-
lutional layer, with one channel per MT neuron. Kernels combine tuning-field
values t(x, y) over a receptive field. However (in contrast with typical convolu-
tional layers), kernels are parameterized to resemble MT receptive fields . The
kernels include excitatory, direction-selective suppressive, and non-selective sup-
pressive components. Such components have been found to account well for MT
responses to complex motion stimuli (Cui et al., 2013). The excitatory compo-
nent of the kernel models the neuron’s classical receptive field. This component
has positive weights and a Gaussian structure. It spans a single channel of the
tuning-field layer, and therefore has a speed and direction selectivity that match
that channel. The direction-selective suppressive component also spans a single
tuning-function channel. It has negative weights, and is modelled as a Gaussian
function that may be larger than the excitatory kernel, or offset from it, or
elongated. For each neuron, we draw at random from these spatial relationships
with the proportions reported by Xiao et al. (1997). The preferred direction
of this suppressive component is generally different from that of the excitatory
component. We draw this difference from the distribution in Cui et al. (2013)
(their Figure 5). Finally, the non-direction-selective suppressive component has
uniform weights across all tuning-layer channels. It has negative weights and an
annular structure that we model as a rectified difference of Gaussians. The full
kernel is the sum of these components. These kernel structures are somewhat
oversimplified, and are the subject of ongoing work. Another possible approach
for future work would be to hold the rest of our model constant, learn optimal
kernels for tasks that are related to the dorsal stream, and assess whether the
statistics of the learned kernels are consistent with the MT data.
When we fit tuning curves for speed, disparity, and direction tuning in re-
sponse to stimuli that were spatially uniform in these properties, we simplified
5
Video
Optic Flow
Contrast
Disparity
Attention
Nonlinear-
Linear-
Nonlinear
Model
Poisson
Spikes
neuron #1 of n
Figure 1: Model structure. The model uses nonlinear-linear-nonlinear models to
approximate neuron responses as functions of optic flow, contrast, disparity, and
attention fields. Optic flow, contrast, and disparity are calculated from input
images, as described in the text. Poisson spikes can optionally be generated at
the estimated spike rates to emulate neural activity more closely, but they are
not used in this paper.
the kernels as broad Gaussian functions.
The final nonlinearity is,
f(x) = [Ax+B]n
+
, (2)
composed of a half-wave rectification ([]+) followed by a power function ([]
n).
A and B are a scaling factor and a background spike rate, respectively.
2.2 Eccentricity and Receptive Field Size
The visual cortex differs from convolutional networks in that the receptive fields
of neurons in many visual areas scale almost linearly with eccentricity (visual
angle from the fovea). This difference could be reduced by remapping the
input images. However, we instead model the whole visual field uniformly,
as is typical in convolutional networks. There is also variation in receptive
field sizes at any given eccentricity. We modelled the spread of receptive field
sizes on parafoveal receptive fields (2-10 degree eccentricity) from Figure 2 of
Maunsell and van Essen (1987).
2.3 Input Fields
The model requires contrast, attention, optic flow, and binocular disparity fields.
2.3.1 Contrast Field
The contrast field is calculated using the definition of Peli (1990). This is is
a local, band-limited measure, in contrast with other notions of contrast (e.g.
root-mean-squared luminance) that are global and frequency-independent. A
local definition is needed to modulate neuron responses according to contrast
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within their receptive fields (as opposed to remote parts of the image). Fre-
quency dependence allows us to match the contrast definition to primate con-
trast sensitivity (Robson, 1966; De Valois et al., 1982).
In Peli’s definition, contrast at each spatial frequency band (i) is defined as
a ratio of two functions,
ci(x, y) =
αi(x, y)
li(x, y)
. (3)
The numerator function is,
αi(x, y) = I(x, y) ∗ gi(x, y), (4)
where I is the image, gi is a spatial frequency dependent filter, and ∗ denotes
convolution. The denominator function is,
li(x, y) = I¯ +
i−1∑
j=1
αj(x, y), (5)
where I¯ is the image mean. Peli suggested cosine log filters as the choice for
gs since an image filtered by a bank of these filters can be reconstructed by
a simple addition process without distortion. However, to relate the contrast
definition more directly to V1, we instead used a bank of Gabor filters with four
different frequencies and four different orientations (for a total of 16 contrast
channels). We combined these channels in a weighted sum, with weights chosen
to approximate macaque contrast sensitivity. We then smoothed the resulting
contrast field with a 2D Gaussian kernel (σ = 10pixels) that was meant to
approximate integration over V1 cells, and scaled it so that its mean over the
image was equal to the root-mean-squared contrast measure.
2.3.2 Attention Field
Attention is typically driven by task demands, so in general it can not be
derived from images alone. Recent models approximate top-down influences
(Borji and Itti, 2013). However, in the context of training neural networks that
have attention mechanisms (e.g. Xu et al., 2015), the attention field should ide-
ally be defined by the network itself, to align attention modulation of activity
with the network’s focus of attention. Therefore we treated the attention field as
an input to the model. To test the model, and to compare its output with elec-
trophysiology data, we manually defined attended stimulus regions by drawing
polygons around them in a custom user interface.
2.3.3 Flow and Disparity Fields
Flow and disparity fields were calculated using computer-vision algorithms.
Specifically, we used the Lucas-Kanade method (Lucas and Kanade, 1981) to
estimate both optic flow and disparity from images. Interestingly, a variety
of other algorithms produced poorer results, including semi-global matching
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(Hirschmuller, 2005) and loopy belief propagation on a Markov random field
(Felzenszwalb and Huttenlocher, 2006). These methods extrapolated beyond
well-textured regions in ways that were inconsistent with MT activity. Explor-
ing and perhaps rectifying these differences is an interesting topic for future
work. However, the Lucas-Kanade method generally produced better fits with
the MT data than previous MT models (see Results).
The classical Lucas-Kanade algorithm does not capture large displacements,
but this limitation is addressed by a multi-scale version of the algorithm (Marzat et al.,
2009). In this version, the Gaussian pyramids method is used to repeatedly
halve the image resolution. Flow or disparity is then estimated at the lowest
resolution first. Then at each finer resolution, the immediate lower-resolution
estimate is used to warp the earlier image, and the Lucas-Kanade algorithm is
used to find residual differences between the warped earlier image and the later
image. The multi-scale version of the algorithm also helps to solve the aper-
ture problem, since it finds estimates that are consistent with global motion
apparent in downsampled images. We typically used the multiscale algorithm
in our simulations, with 4-5 scales. To simulate combined local and pattern
motion selectivity (Pack and Born, 2001), we mixed the outputs of single-scale
and multi-scale versions of the algorithm.
2.4 Tuning Functions
Given these fields, the next step in approximating a neuron’s activity was calcu-
lation of a new four-channel image that consisted of pixel-wise nonlinear func-
tions of the fields. Specifically, we calculated gs(u, v, c) (a function of flow speed
and contrast), gθ(u, v) (a function of flow direction), gd(d) (a function of dispar-
ity), and gg(a, c) (a function of attention and contrast). These functions were
adopted from previous studies, as described below.
2.4.1 Speed Tuning
We used a contrast-dependent speed tuning function, (Nover et al., 2005),
gs = exp
(
− [log
(
q(s, c)
)
]2
2σ2s
)
, (6)
where,
q(s, c) =
s+ s0
sp(c) + s0
, (7)
s =
√
u2 + v2 is motion speed, sp is the preferred speed. The tuning curve has
parameters s0 (offset) and σs (width). Preferred speed is a function of contrast,
sp(c) =
Apc
c+Bp
, (8)
where Ap and Bp are additional parameters that define a saturating dependence
of preferred speed on contrast.
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Note that many MT neurons are selective for spatiotemporal frequency,
rather than speed, when stimulated with sinusoidal gratings (Priebe et al., 2006).
However more complex stimuli that contain many frequencies elicit responses
to motion speed.
2.4.2 Direction Tuning
Direction tuning was modeled as (Wang and Movshon, 2016),
gθ = exp
(
cos
(
θ − θp
)− 1
σθ
)
+ an exp
(
cos
(
θ − θp − pi
)− 1
σθ
)
, (9)
where θ = atan2(v, u) is motion direction, θp, σθ, and an are the preferred
direction, direction width, and relative amplitude in null direction (i.e. 180
degrees away from preferred direction), respectively.
2.4.3 Disparity Tuning
Similarly, disparity tuning was modeled using Gabor functions (DeAngelis and Uka,
2003),
gd = exp

− (d− dp)2
2σ2d

 cos (2pifd(d− dp) + φd) , (10)
where dp and σd set the centre and width of the Gaussian component and fd
and φd are the frequency and phase of the oscillatory component.
2.4.4 Attention
Lastly, the gain function was (Treue and Mart´ınez Trujillo, 1999; Martınez-Trujillo and Treue,
2002),
gg(a, c) =


Aggc(c), if a = 1
gc(c), if a = 0
(11)
where Ag is the attentional gain and gc, is the contrast response function defined
as:
gc(c) =
Acc
n
c
cnc +Bc
. (12)
2.5 Extension to a Binocular Model
In many of the electrophysiology experiments that inform the model, monkeys
were free to converge their eyes on a single, flat computer display, bringing
binocular disparity close to zero. Recent evidence indicates that in the presence
of stereo stimuli, some MT neurons are tuned for motion-in-depth (Czuba et al.,
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2014). To account for such 3D motion encoding of MT neurons, we extended
our model to a binocular version by modifying Equation 2 as,
f(x) = [ALxL +ARxR +B]
n
+
, (13)
where AL and AR are left and right eye gains, and xL and xR are weighted
sums of tuning functions in left and right eye respectively.
2.6 Tuning Curve Fits
To test the model, we fit various tuning curves from the electrophysiology liter-
ature using Matlab’s nonlinear least-squares curve fitting function, lsqcurvefit.
The fitting procedure for a given tuning curve selected the parameters of the
relevant tuning functions (e.g. gs(u, v, c)), along with parameters A and B of
Equation 2. As the optimization was non-convex, we initiated it from at least
100 different starting points for each neuron, and took the best answer.
This approach was designed to have a high success rate, in order to reliably
support development of a rich statistical model of MT activity. Aside from
failures of the optimization procedure (which we minimized by restarting from
many initial parameter values), the approach has two potential failure modes.
The first would arise from a poor choice of nonlinear function, however we chose
functions that are well supported by previous work. The second would be a fail-
ure of the computer vision algorithms to estimate the relevant parameters from
the images. We generally had good results with the Lucas-Kanade algorithm,
although several other computer vision algorithms (including more sophisticated
ones) produced poorer matches.
2.7 Parameter Distributions
For simulations with many neurons, we drew the neurons’ tuning parameters
from statistical distributions that were based on histograms and scatterplots
in various MT electrophysiology papers. The model required distributions
of preferred disparity, preferred speed, speed tuning width, attentional index
(Treue and Mart´ınez Trujillo, 1999), and a number of other tuning properties.
As a first step in approximating these distributions, we extracted histograms
and scatterplots of various tuning properties from the literature using Web Plot
Digitizer (http://arohatgi.info/WebPlotDigitizer/). We then modeled each his-
togram using either a standard distribution (one of Gaussian, log-Gaussian,
Gaussian mixture, gamma, t location-scale, exponential, and uniform), or the
Parzen-window method (Parzen, 1962). For Parzen-window method, we se-
lected the bandwidths using Silverman’s rule of thumb (Silverman, 1986). In
each case, we chose the distribution model that minimized the Akaike Informa-
tion Criterion (Akaike, 1974). The parameter distributions are summarized in
Table 1.
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Table 1: Distribution families used for various tuning parameters, and sources
in the literature from which distributions were estimated. The number in the
bracket specifies the dimension of a parameter, for those that have more than
one.
Parameter Distribution Source
Preferred direction Uniform DeAngelis and Uka (2003)
Direction bandwidth Gamma Wang and Movshon (2016)
Null-direction
amplitude
t location-scale Maunsell and Van Essen (1983)
Preferred speed Log uniform Nover et al. (2005)
Speed width Gamma Nover et al. (2005)
Speed offset Gamma Nover et al. (2005)
Attentional index t location-scale Treue and Mart´ınez Trujillo (1999)
Contrast influence
on preferred speed (2)
2D Gaussian mixture Pack et al. (2005)
Contrast influence
on gain (3)
Conditional on
attentional index
Martınez-Trujillo and Treue (2002)
Preferred disparity t location-scale DeAngelis and Uka (2003)
Disparity frequency Log normal DeAngelis and Uka (2003)
Disparity phase
Gaussian mixture
(two components)
DeAngelis and Uka (2003)
Ocular dominance t location-scale DeAngelis and Uka (2003)
CRF size t location-scale Maunsell and van Essen (1987)
2.8 Correlation between Model Parameters
To make our model more realistic, we looked for studies that examined the corre-
lation between the tuning parameters in area MT. Bradley and Andersen (1998)
found that the center-surround effects of disparity and direction are mainly in-
dependent of each other, supporting the way we combine them over the MT
receptive field. In another study, DeAngelis and Uka (2003) did not find a cor-
relation between direction and disparity tuning parameters. They reported a
non-zero correlation between speed and disparity tuning (neurons with higher
speed preference tend to have weak and broad disparity tuning). However, this
correlation was weak (see their Figure 11.A) and therefore we ignored it in our
model. The other correlation they found was between the preferred disparity
and the disparity phase of the neurons whose preferred disparity is close to
zero. We included this correlation by modelling the conditional distribution of
disparity phase given the preferred disparity.
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2.9 Comparison with Previous Models
We compared our model to the models of Nishimoto and Gallant (2011) and
Baker and Bair (2016). We chose these models because they are recent and
pixel-computable. Both build on a previous influential MT model (Rust et al.,
2006).
2.9.1 Nishimoto & Gallant
Here we briefly describe the model; see Nishimoto and Gallant (2011) for more
details. Briefly, a video sequence first passes through a large bank of V1-like
spatiotemporal filters with rectifying nonlinearities. The filter outputs are com-
bined over local neighborhoods through divisive normalization. Finally, the
normalized outputs are weighted optimally to approximate neural data.
In more detail, a luminance movie I(x, y, t) (where x and y are pixel coor-
dinates and t is time) is first passed through spatiotemporal Gabor kernels to
produce linear responses,
Li(t) =
∑
x
∑
y
∑
τ
Gi(x, y, τ)I(x, y, t − τ), (14)
where i is an index, and Gi is the i
th Gabor function. Each Gabor function
has a certain centre, spatial frequency, phase, and orientation, and temporal
frequency.
V1 simple-cell responses are approximated as,
Si(t) =
[
Li(t)
]a
+
, (15)
where []+ indicates half-wave rectification and a is an exponent that allows lin-
ear, sublinear, and supralinear functions. Their results were best with a = 0.5.
Complex-cell responses Cj(t) were produced as the root-sum-squared output of
a quadrature pair of simple cells (i.e. two cells with the same parameters except
for a spatial phase difference of 90◦).
Divisive normalization (Carandini and Heeger, 2011) was implemented as,
Xj(t) =
Cj(t)∑
j Cj(t) + β
, (16)
where β controls saturation and prevents division by zero. Finally, a spike rate
was produced as a weighted sum of normalized responses,
r(t) =
∑
j
∑
τ
wj(τ)Xj(t− τ), (17)
where wj is a weight and τ is a time offset. The weights were optimized sep-
arately for each model neuron. As in Nishimoto and Gallant (2011), we used
a bank of N = 1296 filters, including those with spatial frequencies up to two
cycles per receptive field.
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We used multivariate linear regression to optimize the weights, as in Rust et al.
(2006). More specifically, to find the optimized weights, we generated training
and testing movies for each tuning curve. Each movie was 2000×M frames in
length, where M was the number of data points in the tuning curve. We used
the training movie as input to the model and found the weights that minimized
the error function,
E(w) =‖Xtrainw −R‖2 + λ‖w‖2 , (18)
where w ∈ IR10N is the weight vector, Xtrain ∈ IR2000M×10N is a matrix con-
taining normalized V1 responses when the training movie was used as input,
R ∈ IR2000M is a vector containing the MT responses, and λ is the tolerance
constant. The optimal weights that minimize this error function can be com-
puted from,
w =
(
XTtrainXtrain + λI
)
−1
XTtrainR, (19)
where T denotes the transpose, −1 denotes the inverse, and I denotes the
identity matrix.
To avoid overfitting, we used the testing movie as input and defined λ = 2p.
Then the value for p was chosen such that,
E(w) =‖Xtestw−R‖2 , (20)
was minimized.
2.9.2 Baker & Bair
The model of Baker and Bair (2016) is composed of two cascaded circuits. The
first circuit calculates the motion response while the second calculates disparity.
However, they used only the first circuit to approximate the motion tuning of
MT neurons. We implemented their motion circuity, which is similar to that of
Nishimoto & Gallant, but it includes an additional V1 opponency stage.
The motion circuity described by Baker and Bair (2016) included a popu-
lation of units tuned to different motion directions. However, their population
did not span multiple motion speeds or texture frequencies. To ensure that
the model responded realistically to a wider range of stimuli, we replaced their
groups of twelve direction-selective units with the filter bank (1296 filters) that
we used for the Nishimoto and Gallant (2011) model. We used the same pro-
cedure to find the optimal weights as we did for Nishimoto and Gallant (2011)
model, except that due to a nonlinearity at the output of Baker & Bair’s model,
we first transformed the tuning curves that we wanted to approximate by the
inverse of this nonlinearity.
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3 Results
3.1 Tuning Curve Approximations
We tested the accuracy with which our model could reproduce tuning curves of
real MT neurons from the electrophysiology literature. For each tuning curve,
we generated the same kinds of visual stimuli (e.g. drifting gratings, plaids, and
fields of moving random dots) that were shown to the monkeys. We used these
stimuli as input to the model, and optimized the model parameters to best fit
the neural data.
Table 2 summarizes the results of the tuning curve fits for our model, which
we call Lucas-Kanade Nonlinear-Linear-Nonlinear (LKNLN), and our imple-
mentations of the previous models by Nishimoto and Gallant (2011) (NG) and
(Baker and Bair, 2016) (BB). Note that Baker and Bair (2016) provide a soft-
ware implementation of their model, but it has a small filter bank (see Methods)
that is inadequate for processing many stimuli. We optimized relevant model
parameters individually for each tuning curve. In the LKNLN model, there were
relatively few such parameters, because the tuning curves are independent, and
we did not change the calculation of the input fields, so only the parameters
of the relevant tuning function and final nonlinearity were optimized. For the
NG and BB models we optimized all the models’ variable parameters, including
weights of the spatiotemporal filters, for each tuning curve. Examples of tuning
curve fits are shown in the following figures.
Figure 2 shows the speed tuning curves of four neurons (with different pre-
ferred speeds) where the monkeys were shown fields of random dots moving with
different speeds. Our model approximates the neural data more closely than the
models of Nishimoto and Gallant (2011) and Baker and Bair (2016).
Figure 3 illustrates the speed tuning of a neuron for moving random dots
in two cases: when dot luminance was high, resulting a high contrast stim-
ulus (Figure 3A), and when dot luminance was low, resulting a low contrast
stimulus (Figure 3B). As shown in the figure, increasing the contrast not only
modulated the response gain (peak spike rate) but it also shifted the preferred
speed (position of the peak on the speed axis). Our model reproduces both
these phenomena, whereas the previous models reproduce only the first. It is
important to note that the previous models were intended to provide mecha-
nistic explanations of MT response phenomena, whereas our goal is to imitate
MT responses as accurately as possible. Our model does not provide a better
explanation for the MT data, only a better fit, which is what is needed to train
deep networks.
Figure 4 shows our approximation of the effect of attending to stimuli in a
neuron’s receptive field, which is an increase in gain. The degree of modulation
varies across MT neurons.
Majaj et al. (2007) showed that motion integration by MT neurons occurs
locally within small sub-regions of their receptive fields, rather than globally
across the full receptive fields. They identified two regions within the receptive
fields of a neuron where presenting the stimulus evoked similar neural responses.
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#Tuning Curves LKNLN NG BB
Speed 11 (8) 0.0531 0.1075 0.1654
Speed/Contrast 2 (8) 0.0543 0.2959 0.3650
Attention/Direction 2 (12) 0.0384 0.0848 0.1100
Local motion 6 (12) 0.1187 NA NA
Disparity 13 (9) 0.0316 NA -
3D Motion 8 (12) 0.2144 NA 0.2450
Stimulus size 2 (7) 0.0667 0.0841 0.0599
Table 2: Summary of RMSE comparison between our model (LKNLN),
Nishimoto and Gallant (2011) (NG), and Baker and Bair (2016) (BB) to the
neural data for different tuning parameters. The second column provides the
number of tuning curves (along with the number of points in each tuning curve).
“NA” indicates properties that models do not reproduce according to the lit-
erature. For example, the NG model is monocular, so it does not reproduce
binocular phenomena. The dash indicates the simulation of the BB model for
disparity, which we have not yet performed (we expect BB to perform similarly
to our model).
Then, they studied motion integration by comparing the direction selectivity of
MT neurons to overlapping and non-overlapping gratings presented within the
receptive field. Since motion integration was local, the ability of the neurons
to integrate the motions of the two gratings was compromised when gratings
were separated. Our model approximates this neural behavior well (see Figure
5). According to Nishimoto and Gallant (2011), their model does not account
for this phenomenon, and extending it to do so would require including non-
linear interactions between the V1 filters of the model, which would drastically
increase the number of parameters, making estimation more difficult. Other
previous models that treat overlapping and non-overlapping features identically
(Simoncelli and Heeger, 1998; Rust et al., 2006; Baker and Bair, 2016) would
also not reproduce this phenomenon.
MT neurons also encode binocular disparity, with a variety of responses
across the MT population, including preferences for near and far disparities, and
various selectivities and depths of modulation. Our model closely approximates
a wide variety of MT neuron disparity-tuning curves (Figure 6).
Recent studies (Czuba et al., 2014) have revealed that some of the MT neu-
rons respond to 3D motion, confirming area MT’s role in encoding information
about motion in depth, which is vital in accomplishing visually-guided naviga-
tion. Figure 7 shows the neural responses of two different neurons to monocular
and binocular stimuli. One neuron (Figure 7A-D) is tuned for fronto-parallel
motion while the other neuron is tuned for motion toward the observer (Fig-
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Figure 2: Speed tuning curves of four MT neurons, plotted on a logarithmic
speed axis. Responses have been normalized so that the peak response of each
neuron is equal to 1 . Mean ± SD error for (A): 0.00± 0.06 spike/s (LKNLN),
0.00 ± 0.18 spike/s (NG), and 0.06 ± 0.21 spike/s (BB); for (B): −0.01 ± 0.06
spike/s (LKNLN), −0.00± 0.18 spike/s (NG), and 0.09± 0.23 spike/s (BB); for
(C): −0.01± 0.06 spike/s (LKNLN), −0.00± 0.08 spike/s (NG), and 0.11± 0.21
spike/s (BB); for (D): −0.00±0.02 spike/s (LKNLN), −0.00±0.02 spike/s (NG),
and 0.02± 0.09 spike/s (BB). Data replotted from Nover et al. (2005).
ure 7E-H). The binocular version of our model approximates both types of the
neurons.
Size tuning is a result of antagonistic surrounds. Increasing the size of the
stimulus to a specific point (optimal size) will increase an MT neuron’s response,
while any stimulus larger than the optimal size will often evoke a smaller re-
sponse. Figure 8 shows an approximation of two size-tuning curves using a
symmetric difference-of-Gaussians kernel, one of three types that we adapt from
(Xiao et al., 1997).
3.2 Parameter Distributions
Our model is intended to closely approximate population activity in MT. There-
fore, statistical distributions of parameters are also an important part of the
model. Such distributions have frequently been estimated in the literature.
However, past computational models of MT have typically not attempted to
produce realistic population responses, except along a small number of tuning
dimensions (e.g. Nover et al., 2005).
Figure 9 shows nine examples of fits of parameter distributions. In each
case we chose the best of seven different distributions according to the Akaike
Information Criterion (Akaike, 1974).
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Figure 3: Effect of contrast on speed tuning curves. A, Speed tuning in high
contrast. Mean ± SD error: −1.19±3.35 spike/s (LKNLN), −0.18±4.40 spike/s
(NG), and 1.55±8.90 spike/s (BB). B, Speed tuning in low contrast. Mean ± SD
error: 1.19±2.97 spike/s (LKNLN), 13.09±17.83 spike/s (NG), and 3.22±24.84
spike/s (BB). Contrast modulates the response and also shifts the peak (i.e., the
preferred speed). While contrast modulates the response amplitude in all three
models, only our model (LKNLN) accurately shifts the peak. Data replotted
from Pack et al. (2005).
4 Discussion
We have developed an artificial, pixel-computable reconstruction of activity in
the primate middle temporal visual area (MT) that is more accurate in several
ways and more comprehensive than state-of-the art models (Nishimoto and Gallant,
2011; Baker and Bair, 2016). Our model is empirical, so it is not a source of
insight into neural mechanisms on its own. However, we think it will provide a
powerful way to explore how various aspects of MT-like activity can be produced
in deep networks, as well as the roles of its tuning properties in visual tasks (e.g.
visual odometry, action recognition, segmentation with motion cues).
4.1 Limitations
The main limitation of the model is that it does not address changes in re-
sponses over time. The parallels between deep networks and the visual cortex are
strongest in the context of short-term responses to brief stimuli, but responses
in the brain develop more fully on longer timescales. For example, in the ventral
stream, inferotemporal neurons become more selective for specific stimuli after
a few tens of milliseconds (Tamura and Tanaka, 2001). In MT, neurons have
temporal receptive fields with diverse biphasic profiles (Perge et al., 2005). Sur-
round interactions evolve over tens of milliseconds (Huang et al., 2007). There is
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Figure 4: Attentional modulation of direction tuning. A, When the stimu-
lus inside the RF was not attended. Mean ± SD error: −0.90 ± 2.73 spike/s
(LKNLN), −0.02± 8.51 spike/s (NG), and 3.34± 11.26 spike/s (BB). B, When
the stimulus inside the RF was attended. Mean ± SD error: 0.90± 4.63 spike/s
(LKNLN), −1.73 ± 7.44 spike/s (NG), and −3.52 ± 7.43 spike/s (BB). Neu-
ral data for both cases replotted from Treue and Mart´ınez Trujillo (1999). Our
model (i.e., LKNLN) receives attention masks as input, so we defined the masks
so that they did not cover the stimulus for the unattended case and covered for
the attended case. For the other two models, we first found the best fit for the
unattended case by multivariate regression. Given the unattended solution we
then found the gain that minimized the error difference between the attended
tuning curve and the modulated unattended solution.
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Figure 5: Response of an MT cell to gratings and plaids placed within different
regions of the cell’s receptive field (RF). The response magnitude is plotted on
the radial axis, and the angular axis is the direction of motion. A,D, The neu-
ron’s response to grating stimuli at two different patches within RF. B, E, The
neuron’s response to plaids placed at two different regions over RF. The plaid
stimuli are made by overlapping two gratings oriented 120◦ apart. Since this
cell is selective for the motion of plaids independent of the orientation of their
components (gratings), it is classified as a pattern direction selective (PDS)
neuron. D, F, The two grating components of the plaids in (B,E) separated
to different parts of the receptive field. If motion integration in MT cells were
global (i.e., if these cells simply pooled all of their inputs from V1 cells), these
plots would be similar plots as (B,E). Instead, the response in this case is close
to the component direction selective (CDS) prediction, indicating that motion
integration in MT cells are local rather than global. Our model produces re-
alistic responses. Neural data (red) and CDS prediction (gray) replotted from
Majaj et al. (2007); blue is our model.
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Figure 6: Disparity tuning curves of four neurons. Data replotted from
(DeAngelis and Uka, 2003). A, Near (0.00 ± 1.96 spikes/s; mean error ± SD).
B, Far (0.50 ± 1.58 spikes/s; mean error ± SD). C, Tuned-zero (−0.43 ± 2.93
spikes/s; mean error ± SD). D, Tuned inhibitory (1.38 ± 3.77 spikes/s; mean
error ± SD).
also a gradual evolution in the population response to objects’ actual motion di-
rections, versus the components of this motion that are orthogonal to local edges
(Pack and Born, 2001; Smith et al., 2005). On longer timescales, adapation-
related effects develop over tens of seconds (Kohn and Movshon, 2004), nar-
rowing direction tuning and shifting preferred directions. Although our present
focus is on training feedforward networks to emulate short-latency activity pat-
terns, an important next step would be to address changes over time, perhaps
through recurrent connections.
There are also several additional details that are works in progress at the
time of writing. For example, we have approximated distributions of pattern and
component cells, and we have modelled various points in these distributions with
weighted sums of tuning functions that are driven by optic flow fields with dif-
ferent numbers of pyramids. However, more work is needed to accurately model
relationships between direction tuning width and correlations between neuron
responses and idealized component and pattern responses. Further work is also
needed to produce more accurate surround kernels, and to further compare our
model with that of Baker and Bair (2016).
4.2 Empirical models vs. neural recordings for neural-
representation learning
A previous effort to train deep networks to approximate neural activity (Yamins et al.,
2014) may not have used a sufficiently large neural dataset. Suitably large
chronic datasets are emerging (e.g. Minderer et al., 2012; Obien et al., 2015).
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Figure 7: Examples of direction tuning of two MT neurons to monocular and
binocular stimuli. A–D, An MT neuron tuned for frontoparallel motion. A-B,
Direction tuning for gratings presented monocularly to the left (A) and right
eye (B). C, Direction tuning for binocular presentation of identical gratings.
D, Direction tuning for gratings drifting in opposite directions in the two eyes.
E–H, Responses of an MT neuron tuned for motion toward the observer. Di-
rection tuning curves for monocular gratings (E, F), binocularly matched (G),
and binocularly opposite motion (H). Neural data replotted from Czuba et al.
(2014) in red, prediction of our model (LKNLN) in blue, and prediction of
Baker and Bair (2016) model (BB) in gray. Mean ± SD error, A: -1.11 ± 1.77
spikes/s (LKNLN) and 4.62 ± 10.63 spikes/s (BB), B: -0.25 ± 7.04 spikes/s
(LKNLN) and 5.70 ± 11.39 spikes/s (BB), C: -0.61 ± 5.25 spikes/s (LKNLN)
and 5.27 ± 9.85 spikes/s (BB), D: -0.71 ± 12.91 spikes/s (LKNLN) and 8.95 ±
9.40 spikes/s (BB), E: 1.48 ± 2.88 spikes/s (LKNLN) and 2.84 ± 3.02 spikes/s
(BB), F: 0.52 ± 1.30 spikes/s (LKNLN) and 2.58 ± 4.84 spikes/s (BB), G: -
2.47± 3.98 spikes/s (LKNLN) and -0.45 ± 1.42 spikes/s (BB), H: 1.42 ± 4.96
spikes/s, (LKNLN) and 8.15 ± 10.85 spikes/s (BB).
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Figure 8: Two examples of size tuning curves. The kernels, which gave rise to
the size tuning in our model (LKNLN), were radially symmetric difference of
Gaussians centered at the center of video frames (the same as neuron’s receptive
field center). A, Neural data replotted from DeAngelis and Uka (2003). Mean
± SD error: -0.00 ± 5.32 spikes/s (LKNLN), 4.21 ± 7.86 spikes/s (NG), and
2.18 ± 6.16 spikes/s (BB). B, Neural data replotted from Pack et al. (2005).
Mean ± SD error: 0.00 ± 4.54 spikes/s (LKNLN), -0.35 ± 2.50 spikes/s (NG),
and -0.01 ± 0.59 spikes/s (BB).
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Figure 9: Examples of parameter distributions. In each case we replot the
data (histograms) along with the selected distribution. A-C, speed parame-
ters including preferred speed (log uniform) in logarithmic space, speed width
(gamma), and speed offset (gamma) (Nover et al., 2005). D-F, disparity param-
eters including preferred disparity (t location-scale), disparity frequency (log
normal), and disparity phase (Gaussian mixture) (DeAngelis and Uka, 2003).
G, Attentinal index (t location-scale) (Treue and Mart´ınez Trujillo, 1999). H,
Direction bandwith (gamma) (Wang and Movshon, 2016). I, Ocular dominance
(t location-scale) (DeAngelis and Uka, 2003).
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However, it is unlikely that we will soon have chronic recordings of many neurons
in sulci of the intact cortex. Empirical models based on the electrophysiology
literature can fill this gap. They require caution due to inevitable departures
from real neural responses. However (as discussed in the Introduction) empiri-
cal models also seem to have certain advantages over real data. One is that the
model properties can be modulated, allowing systematic investigation of a deep
network’s ability to reproduce various response features, and also allowing in-
vestigation of the influence of individual response features on task performance.
Second, empirical models allow specification of an attention field at run-time.
This should allow generation of attention-modulated activity labels that are
consistent with the attention focus of the network, rather than the (perhaps
different and/or unknown) attention focus of the animal.
4.3 Parallels between deep networks and the visual cortex
Goodfellow et al. (2016) review some of the structural parallels between deep
convolutional neural networks (CNNs) and the visual cortex. Among the sim-
ilarities, both have feature hierarchies that develop through a sequence of lin-
ear combinations, nonlinearities, and pooling operations; both have sparse and
spatially localized connections; and both represent features that are generally
similar (in the cortex) or identical (in CNNs) across the visual scene. There
are more subtle parallels as well. For example, divisive normalization is ubiq-
uitous in the cortex (Carandini and Heeger, 2011) and similar operations can
improve performance in deep networks (Krizhevsky et al., 2012). As another
example, Poisson spike variability is ubiquitous in the cortex, and is related to
Dropout (Srivastava et al., 2014), in that both consist of high response variabil-
ity across repeated presentations of the same stimulus (although the statistics
are somewhat different).
Early layers of CNNs often converge on Gabor-like kernels (e.g. Zeiler and Fergus,
2014), which resemble receptive fields in the primary visual cortex (V1). Inter-
estingly, splitting early layers and restricting connections between them has led
to separation of edge-detecting and colour-detecting units (Krizhevsky et al.,
2012), analogous to interstripes and blobs in V1. Similarities have also been
reported between V2 and related networks (Lee et al., 2007).
Recently, it was shown (Yamins et al., 2014; Cadieu et al., 2014; Khaligh-Razavi and Kriegeskorte,
2014; Hong et al., 2016) that internal representations of deep networks trained
for object classification have strong parallels with representations in the ventral
visual stream, which is the main path for object vision in the primate. Relation-
ships between CNNs and the dorsal visual stream have been less studied, but
Gu¨c¸lu¨ and van Gerven (2016) found that action-recognition CNNs were predic-
tive of function magnetic resonance imaging data from the dorsal stream.
There are also many differences between standard deep networks and the vi-
sual cortex, including learning mechanisms, the predominance of feedback and
lateral connections in the latter, and the far greater complexity of neurons than
CNN units. Furthermore, even in core object recognition (Cadieu et al., 2014),
a feedforward process in which deep networks have much in common with the
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cortex, the representations are clearly different. Also, comparisons in the litera-
ture have not yet addressed a number of response properties, including responses
to occlusion and clutter in complex scenes. Our preliminary unpublished obser-
vations suggest however that responses to clutter and occlusion are fairly similar
in object-classification CNNs and IT.
In general, the similarities suggest that further work to align CNNs with the
primate visual cortex may lead to networks that approximate the visual cortex
very closely.
5 Conclusion
We have presented a detailed, pixel-computable, empirical model of activity in
the primate middle temporal area (MT). This model closely approximates many
tuning properties of MT neurons, and statistical distributions of many response
parameters. The model also approximates an MT response phenomenon that
has not previously been addressed in models, namely local motion integration.
We hope to use the model as an infinite and customizable (but approximate)
source of labels for training deep networks to approximate MT activity.
Acknowledgements
This work was supported by Mitacs and CrossWing Inc.
References
Akaike, H. (1974). A New Look at the Statistical Model Identification. Auto-
matic Control, IEEE Transactions on, 19(6):716–723.
Baker, P. M. and Bair, W. (2016). A Model of Binocular Motion Integration in
MT Neurons. The Journal of Neuroscience, 36(24):6563–6582.
Borji, A. and Itti, L. (2013). State-of-the-art in visual attention modeling. IEEE
Transactions on Pattern Analysis and Machine Intelligence, 35(1):185–207.
Born, R. T. and Bradley, D. C. (2005). Structure and function of visual area
MT. Annual Review of Neuroscience, 28:157–89.
Boyraz, P. and Treue, S. (2011). Misperceptions of speed are accounted for by
the responses of neurons in macaque cortical area MT. Journal of Neurophys-
iology, 105(3):1199–211.
Bradley, D. C. and Andersen, R. A. (1998). Center–surround antagonism based
on disparity in primate area mt. The Journal of Neuroscience, 18(18):7552–
7565.
25
Cadieu, C. F., Hong, H., Yamins, D. L. K., Pinto, N., Ardila, D., Solomon,
E. A., Majaj, N. J., and DiCarlo, J. J. (2014). Deep Neural Networks Rival
the Representation of Primate IT Cortex for Core Visual Object Recognition.
PLoS Computational Biology, 10(12).
Carandini, M. and Heeger, D. J. (2011). Normalization as a canonical neural
computation. Nature Reviews Neuroscience, 13:51–62.
Cui, Y., Liu, L. D., Khawaja, F. a., Pack, C. C., and Butts, D. a. (2013).
Diverse Suppressive Influences in Area MT and Selectivity to Complex Motion
Features. Journal of Neuroscience, 33(42):16715–16728.
Czuba, T. B., Huk, A. C., Cormack, L. K., and Kohn, A. (2014). Area
MT Encodes Three-Dimensional Motion. The Journal of Neuroscience,
34(47):15522–33.
Dayan, P. and Abbott., L. F. (2001). Theoretical Neuroscience. MIT Press.
De Valois, R. L., Albrecht, D. G., and Thorell, L. G. (1982). Spatial frequency
selectivity of cells in macaque visual cortex. Vision research, 22(5):545–559.
DeAngelis, G. C. and Uka, T. (2003). Coding of horizontal disparity and velocity
by MT neurons in the alert macaque. Journal of Neurophysiology, (2):1094–
111.
DiCarlo, J. J., Zoccolan, D., and Rust, N. C. (2012). How does the brain solve
visual object recognition? Neuron, 73(3):415–434.
Diogo, A. C. M., Soares, J. G. M., Koulakov, A., Albright, T. D., and Gattass, R.
(2003). Electrophysiological imaging of functional architecture in the cortical
middle temporal visual area of Cebus apella monkey. Journal of Neuroscience,
23(9):3881–3898.
Felleman, D. J. and Essen, D. C. V. (1991). Distributed hierarchical processing
in the primate cerebral cortex. Cerebral Cortex, 1:1–47.
Felzenszwalb, P. F. and Huttenlocher, D. P. (2006). Efficient belief propagation
for early vision. International journal of computer vision, 70(1):41–54.
Goodfellow, I., Bengio, Y., and Courville, A. (2016). Deep learning. Book in
preparation for MIT Press.
Gu¨c¸lu¨, U. and van Gerven, M. A. J. (2016). Increasingly complex representa-
tions of natural movies across the dorsal stream are shared between subjects.
NeuroImage, pages 6–13.
He, K., Zhang, X., Ren, S., and Sun, J. (2015). Delving deep into rectifiers: Sur-
passing human level performance on ImageNet classification. In International
Conference on Computer Vision, pages 1026–1034.
26
Hirschmuller, H. (2005). Accurate and efficient stereo processing by semi-global
matching and mutual information. In 2005 IEEE Computer Society Con-
ference on Computer Vision and Pattern Recognition (CVPR’05), volume 2,
pages 807–814. IEEE.
Hong, H., Yamins, D. L. K., Majaj, N. J., and DiCarlo, J. J. (2016). Ex-
plicit information for category-orthogonal object properties increases along
the ventral stream. Nature Neuroscience, 19(4):613–622.
Huang, X., Albright, T. D., and Stoner, G. R. (2007). Adaptive surround
modulation in cortical area MT. Neuron, 53(5):761–70.
Khaligh-Razavi, S. M. and Kriegeskorte, N. (2014). Deep Supervised, but Not
Unsupervised, Models May Explain IT Cortical Representation. PLoS Com-
putational Biology, 10(11).
Kohn, A. and Movshon, J. A. (2004). Adaptation changes the direction tuning
of macaque MT neurons. Nature Neuroscience, 7(7):764–72.
Krizhevsky, A., Sutskever, I., and Hinton, G. E. (2012). ImageNet Classification
with Deep Convolutional Neural Networks. In Advances in Neural Informa-
tion Processing Systems, pages 1–9.
Kru¨ger, N., Janssen, P., Kalkan, S., Lappe, M., Leonardis, A., Piater, J.,
Rodr´ıguez-Sa´nchez, A. J., and Wiskott, L. (2013). Deep hierarchies in the
primate visual cortex: what can we learn for computer vision? IEEE Trans-
actions on Pattern Analysis and Machine Intelligence, 35(8):1847–71.
Lee, H., Ekanadham, C., and Ng, A. (2007). Sparse deep belief net model for
visual area V2. In NIPS, page 8.
Lucas, B. and Kanade, T. (1981). An iterative image registration technique
with an application to stereo vision. In Proc 7th Intl Joint Conf on Artificial
Intelligence, pages 121–130.
Lundstrom, B. N., Higgs, M. H., Spain, W. J., and Fairhall, A. L. (2008). Frac-
tional differentiation by neocortical pyramidal neurons. Nature neuroscience,
11(11):1335–1342.
Majaj, N. J., Carandini, M., and Movshon, J. A. (2007). Motion integration by
neurons in macaque MT is local, not global. The Journal of Neuroscience,
27(2):366–70.
Markov, N. T., Ercsey-Ravasz, M. M., Ribeiro Gomes, a. R., Lamy, C., Magrou,
L., Vezoli, J., Misery, P., Falchier, A., Quilodran, R., Gariel, M. a., Sallet, J.,
Gamanut, R., Huissoud, C., Clavagnier, S., Giroud, P., Sappey-Marinier, D.,
Barone, P., Dehay, C., Toroczkai, Z., Knoblauch, K., Van Essen, D. C., and
Kennedy, H. (2014). A weighted and directed interareal connectivity matrix
for macaque cerebral cortex. Cerebral Cortex, 24(1):17–36.
27
Markram, H., Muller, E., Ramaswamy, S., Reimann, M., Abdellah, M., Sanchez,
C., Ailamaki, A., Alonso-Nanclares, L., Antille, N., Arsever, S., Kahou, G.,
Berger, T., Bilgili, A., Buncic, N., Chalimourda, A., Chindemi, G., Courcol,
J.-D., Delalondre, F., Delattre, V., Druckmann, S., Dumusc, R., Dynes, J.,
Eilemann, S., Gal, E., Gevaert, M., Ghobril, J.-P., Gidon, A., Graham, J.,
Gupta, A., Haenel, V., Hay, E., Heinis, T., Hernando, J., Hines, M., Ka-
nari, L., Keller, D., Kenyon, J., Khazen, G., Kim, Y., King, J., Kisvarday,
Z., Kumbhar, P., Lasserre, S., LeBe´, J.-V., Magalha˜es, B., Mercha´n-Pe´rez,
A., Meystre, J., Morrice, B., Muller, J., Mun˜oz-Ce´spedes, A., Muralidhar,
S., Muthurasa, K., Nachbaur, D., Newton, T., Nolte, M., Ovcharenko, A.,
Palacios, J., Pastor, L., Perin, R., Ranjan, R., Riachi, I., Rodr´ıguez, J.-R.,
Riquelme, J., Ro¨ssert, C., Sfyrakis, K., Shi, Y., Shillcock, J., Silberberg, G.,
Silva, R., Tauheed, F., Telefont, M., Toledo-Rodriguez, M., Tra¨nkler, T.,
VanGeit, W., Dı´az, J., Walker, R., Wang, Y., Zaninetta, S., DeFelipe, J.,
Hill, S., Segev, I., and Schu¨rmann, F. (2015). Reconstruction and Simulation
of Neocortical Microcircuitry. Cell, 163(2):456–492.
Martınez-Trujillo, J. C. and Treue, S. (2002). Attentional modulation strength
in cortical area mt depends on stimulus contrast. Neuron, 35(2):365–370.
Marzat, J., Dumortier, Y., and Ducrot, A. (2009). Real-time dense and accurate
parallel optical flow using CUDA. In WSCG.
Maunsell, J. H. and Van Essen, D. C. (1983). Functional properties of neurons in
middle temporal visual area of the macaque monkey. I. Selectivity for stimulus
direction, speed, and orientation. Journal of Neurophysiology, 49(5):1127–47.
Maunsell, J. H. and van Essen, D. C. (1987). Topographic organization of
the middle temporal visual area in the macaque monkey: representational
biases and the relationship to callosal connections and myeloarchitectonic
boundaries. Journal of Comparative Neurology, 266(4):535–555.
Mayer, N., Ilg, E., Ha¨usser, P., Fischer, P., Cremers, D., Dosovitskiy, A., and
Brox, T. (2015). A large dataset to train convolutional networks for disparity,
optical flow, and scene flow estimation.
Minderer, M., Liu, W., Sumanovski, L. T., Ku¨gler, S., Helmchen, F., and Mar-
golis, D. J. (2012). Chronic imaging of cortical sensory map dynamics using a
genetically encoded calcium indicator. The Journal of physiology, 590(1):99–
107.
Newsome, W. T. and Pare, E. B. (1988). A selective impairment of motion
perception following lesions of the middle temporal visual area (mt). The
Journal of Neuroscience, 8(6):2201–2211.
Newsome, W. T., Wurtz, R. H., Dursteler, M., and Mikami, A. (1985). Deficits
in visual motion processing following ibotenic acid lesions of the middle tem-
poral visual area of the macaque monkey. The Journal of Neuroscience,
5(3):825–840.
28
Nichols, M. J. and Newsome, W. T. (2002). Middle Temporal Visual Area
Microstimulation Influences Veridical Judgments of Motion Direction. The
Journal of Neuroscience, 22(21):9530–9540.
Nishimoto, S. and Gallant, J. L. (2011). A three-dimensional spatiotemporal
receptive field model explains responses of area MT neurons to naturalistic
movies. The Journal of Neuroscience, 31(41):14551–64.
Nover, H., Anderson, C. H., and DeAngelis, G. C. (2005). A logarithmic,
scale-invariant representation of speed in macaque middle temporal area ac-
counts for speed discrimination performance. The Journal of Neuroscience,
25(43):10049–60.
Obien, M. E. J., Deligkaris, K., Bullmann, T., Bakkum, D. J., and Frey, U.
(2015). Revealing neuronal function through microelectrode array recordings.
Frontiers in neuroscience, 8:423.
Orban, G. (2008). Higher order visual processing in Macaque extrastriate cortex.
Physiological Reviews, 88:59–89.
Pack, C. C. and Born, R. T. (2001). Temporal dynamics of a neural solu-
tion to the aperture problem in visual area MT of macaque brain. Nature,
409(6823):1040–2.
Pack, C. C., Hunter, J. N., and Born, R. T. (2005). Contrast dependence
of suppressive influences in cortical area mt of alert macaque. Journal of
Neurophysiology, 93(3):1809–1815.
Parzen, E. (1962). On estimation of a probability density function and mode.
The Annals of Mathematical Statistics, 33(3):1065–1076.
Peli, E. (1990). Contrast in complex images. Journal of the Optical Society of
America. A, Optics and Image Science, 7(10):2032–2040.
Perge, J. a., Borghuis, B. G., Bours, R. J. E., Lankheet, M. J. M., and vanWezel,
R. J. a. (2005). Temporal dynamics of direction tuning in motion-sensitive
macaque area MT. Journal of neurophysiology, 93(4):2104–2116.
Polsky, A., Mel, B. W., and Schiller, J. (2004). Computational subunits in thin
dendrites of pyramidal cells. Nature Neuroscience, 7(6):621–7.
Priebe, N. J., Lisberger, S. G., and Movshon, J. A. (2006). Tuning for spatiotem-
poral frequency and speed in directionally selective neurons of macaque striate
cortex. The Journal of Neuroscience, 26(11):2941–2950.
Robson, J. (1966). Spatial and temporal contrast-sensitivity functions of the
visual system. Josa, 56(8):1141–1142.
Rodman, H. R. and Albright, T. D. (1987). Coding of visual stimulus velocity
in area mt of the macaque. Vision research, 27(12):2035–2048.
29
Rubin, D. B., Hooser, S. D. V., and Miller, K. D. (2015). The stabilized supra-
linear network: A unifying circuit motif underlying multi-input integration in
sensory cortex. Neuron, 85(1):1–51.
Rudolph, K. and Pasternak, T. (1999). Transient and permanent deficits in
motion perception after lesions of cortical areas mt and mst in the macaque
monkey. Cerebral Cortex, 9(1):90–100.
Rust, N. C., Mante, V., Simoncelli, E. P., and Movshon, J. A. (2006). How MT
cells analyze the motion of visual patterns. Nature Neuroscience, 9(11):1421–
31.
Schaefer, A. T., Larkum, M. E., Sakmann, B., and Roth, A. (2003). Coincidence
detection in pyramidal neurons is tuned by their dendritic branching pattern.
Journal of neurophysiology, 89(6):3143–3154.
Silverman, B. W. (1986). Density estimation for statistics and data analysis,
volume 26. CRC press.
Simoncelli, E. P. and Heeger, D. J. (1998). A model of neuronal responses in
visual area MT. Vision Research, 38(5):743–761.
Sincich, L. C., Park, K. F., Wohlgemuth, M. J., and Horton, J. C. (2004).
Bypassing v1: a direct geniculate input to area mt. Nature neuroscience,
7(10):1123–1128.
Smith, M. A., Majaj, N. J., and Movshon, J. A. (2005). Dynamics of motion
signaling by neurons in macaque area MT. Nature Neuroscience, 8(2):220–8.
Srivastava, N., Hinton, G. E., Krizhevsky, A., Sutskever, I., and Salakhutdinov,
R. (2014). Dropout: A simple way to prevent neural networks from overfitting.
Journal of Machine Learning Research (JMLR), 15:1929–1958.
Tamura, H. and Tanaka, K. (2001). Visual response properties of cells in the
ventral and dorsal parts of the macaque inferotemporal cortex. Cerebral Cor-
tex, 11(5):384–399.
Treue, S. and Mart´ınez Trujillo, J. (1999). Feature-based attention influences
motion processing gain in macaque visual cortex. Nature, 399(575-579).
Tripp, B. (2016). A convolutional model of the primate middle temporal area.
In ICANN.
Tripp, B. P. (2012). Decorrelation of Spiking Variability and Improved Infor-
mation Transfer through Feedforward Divisive Normalization. Neural Com-
putation, pages 1–27.
Wang, H. X. and Movshon, J. A. (2016). Properties of pattern and component
direction-selective cells in area MT of the macaque. Journal of Neurophysi-
ology, page 74.2/OO9.
30
Xiao, D., Raiguel, S., Marcar, V., and Orban, G. (1997). The Spatial Distri-
bution of the Antagonistic Surround of MT / V5 Neurons. Cerebral Cortex,
7:662–677.
Xu, K., Ba, J. L., Kiros, R., Cho, K., Courville, A., Salakhutdinov, R., Zemel,
R. S., and Bengio, Y. (2015). Show, attend and tell: Neural image caption
generation with visual attention. In ICML-2015.
Yamins, D. L. K., Hong, H., Cadieu, C. F., Solomon, E. a., Seibert, D., and Di-
carlo, J. J. (2014). Performance-optimized hierarchical models predict neural
responses in higher visual cortex. PNAS.
Zeiler, M. D. and Fergus, R. (2014). Visualizing and Understanding Convolu-
tional Networks. Computer Vision–ECCV 2014, 8689:818–833.
31
