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Stability of the isotropic pressure condition.
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We investigate the conditions for the (in)stability of the isotropic pressure condition in collapsing
spherically symmetric, dissipative fluid distributions. It is found that dissipative fluxes, and/or
energy density inhomogeneities and/or the appearance of shear in the fluid flow, force any initially
isotropic configuration to abandon such a condition, generating anisotropy in the pressure. To
reinforce this conclusion we also present some arguments concerning the axially symmetric case.
The consequences ensuing our results are analyzed.
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I. INTRODUCTION
In theoretical physics it is usual to resort to different
kinds of assumptions in order to solve (almost) any spe-
cific problem. Assumptions are restrictions imposed to
simplify the problem under consideration, reflecting some
of the essential aspects of the systems. Since all physi-
cal systems are subject to fluctuations, those essential
aspects are as well. Accordingly the following questions
naturally arise in the study of almost any physical prob-
lem, namely:
• Is any result obtained under the assumption A sim-
ilar to that obtained under the “quasi–assumption”
A+ ǫ (where ǫ << 1)? This question concerns the
stability of the result.
• Under which conditions does assumption A remain
valid all along the evolution of the system? This
question concerns the stability of the assumption
itself.
In this paper we endeavour to answer the questions
above, in relation to the isotropic pressure condition.
For many years, both in the Newtonian and the rela-
tivistic regime, the isotropy of the pressure (the Pascal
principle) has been a common (and a fundamental) as-
sumption in the study of stellar structure and evolution.
Therefore the two questions above deserve to be answered
for the isotropic pressure condition.
The first question, concerning the stability of the re-
sult, has a known answer. Indeed, let us recall that even a
small pressure anisotropy may lead to results drastically
different from the ones obtained by assuming isotropic
pressure, due to the possible appearance of crackings in
the fluid distributions produced by the presence of ar-
bitrarily small pressure anisotropy [1]. Thus, the stabil-
ity of a specific result against small deviations from the
isotropic pressure condition is not assured in general, and
should be checked in each case.
∗ lherrera@usal.es
Here, we shall focus on the question concerning the
stability of the isotropic pressure condition, i.e. under
which conditions such an assumption remains valid all
along the evolution? More specifically, we endeavor to
answer the following (related) questions:
• What physical properties of the fluid distribution
are related (and how) to the appearance of pressure
anisotropy in an initially isotropic fluid?
• Under which conditions does an initially isotropic
configuration remain isotropic all along its evolu-
tion (stability problem)?
The relevance of the problem under consideration is
illustrated, on the one hand, by the fact that many im-
portant results concerning relativistic fluids rely on the
Pascal principle, and on the other hand, by the fact
that pressure anisotropy is expected to be produced by
physical processes usually present in very compact ob-
jects. This in turn explains the renewed interest in self-
gravitating systems with anisotropic pressure observed in
recent years. Indeed, the number of papers devoted to
this issue is so large that we ask for the indulgence of
the reader for not being exhaustive with the correspond-
ing bibliography. Just as a small partial sample, let us
mention the review paper [2] with a comprehensive bib-
liography until 1997, and some of the recent works that
have appeared so far in the current (2020) year [3–38].
Our approach heavily relies on a differential equation
relating the Weyl tensor to different physical variables.
It is an evolution equation containing time derivatives of
those variables. This equation was first derived in [39–41]
for configurations without any specific symmetry; after-
wards it was reobtained and used in different contexts
(see for example [42–44]).
We consider general fluid distributions endowed with
anisotropic pressure and dissipating energy during its
evolution. The specific physical (microscopic) phenom-
ena behind these fluid characteristics are not discussed
here; instead we are concerned only by the macroscopic
(hydrodynamic) manifestations of those phenomena.
As we see, only a highly unlikely cancellation of terms
containing the heat flux, the energy–density inhomogene-
2ity and the shear of the fluid, could ensure that the pres-
sure isotropy condition remains valid all along the evo-
lution. To complement our discussion, we also consider
the axially symmetric case.
The manuscript is organized as follows: In the next sec-
tion we introduce all the variables and conventions used
throughout the paper, for the spherically symmetric case.
In sections III we briefly present the basic differential
equation our study is based upon. Then with all these el-
ements we tackle in section IV the problem of identifying
the conditions required for the pressure isotropy assump-
tion to remain valid all along the evolution of the system,
and to identify the physical causes of the departure from
such a condition. In order to strengthen further our case,
we expose some arguments concerning the axially sym-
metric case in section V. A summary of the obtained
results and a discussion on their potential consequences,
are presented in section VI. Finally an appendix with the
expressions of Einstein equations and conservation equa-
tions for the spherically symmetric case is included.
II. ENERGY–MOMENTUM TENSOR,
RELEVANT VARIABLES AND FIELD
EQUATIONS
Let us consider a spherically symmetric distribution of
collapsing fluid, non–necessarily bounded. The fluid is
assumed to be locally anisotropic (principal stresses un-
equal) and undergoing dissipation in the form of heat flow
(to model dissipation in the diffusion approximation).
Choosing comoving coordinates, the general metric can
be written as
ds2 = −A2dt2 +B2dr2 +R2(dθ2 + sin2 θdφ2), (1)
where A, B and R are functions of t and r and are
assumed positive. We number the coordinates x0 = t,
x1 = r, x2 = θ and x3 = φ.
The matter energy-momentum tensor Tαβ has the form
Tαβ = (µ+ P⊥)VαVβ + P⊥gαβ + (Pr − P⊥)χαχβ + qαVβ
+ Vαqβ , (2)
where µ is the energy density, Pr the radial pressure,
P⊥ the tangential pressure, q
α the heat flux describing
dissipation in the diffusion approximation, V α the four
velocity of the fluid, and χα a unit four vector along the
radial direction. These quantities satisfy
V αVα = −1, V αqα = 0, χαχα = 1, χαVα = 0. (3)
We do not explicitly add dissipation in the free stream-
ing approximation, bulk viscosity and/or shear viscosity
to the system because they can be absorbed into the en-
ergy density µ, and the radial and tangential pressures,
Pr and P⊥, of the collapsing fluid.
Alternatively, we may write the energy–momentum
tensor in its canonical form:
Tαβ = µVαVβ + Phαβ +Παβ + q (Vαχβ + χαVβ) (4)
with
P =
Pr + 2P⊥
3
, hαβ = gαβ + VαVβ ,
Παβ = Π
(
χαχβ − 1
3
hαβ
)
, Π = Pr − P⊥.
Since we assume that our observer is comoving with
the fluid then
V α = A−1δα0 , q
α = qB−1δα1 , χ
α = B−1δα1 , (5)
where q is a function of t and r.
The four–acceleration aα and the expansion Θ of the
fluid are given by
aα = Vα;βV
β, Θ = V α;α, (6)
and its shear σαβ by
σαβ = V(α;β) + a(αVβ) −
1
3
Θhαβ . (7)
From (6) with (5) we have for the four–acceleration
and its scalar a,
a1 =
A′
A
, a2 = aαaα =
(
A′
AB
)2
, (8)
where aα = aχα, and for the expansion
Θ =
1
A
(
B˙
B
+ 2
R˙
R
)
, (9)
where the prime stands for differentiation with respect to
r and the dot stands for differentiation with respect to t.
With (5) we obtain for the shear (7) its non zero com-
ponents
σ11 =
2
3
B2σ, σ22 =
σ33
sin2 θ
= −1
3
R2σ, (10)
and its scalar
σαβσαβ =
2
3
σ2, (11)
where
σ =
1
A
(
B˙
B
− R˙
R
)
. (12)
Then, the shear tensor can be written as
σαβ = σ
(
χαχβ − 1
3
hαβ
)
. (13)
We can define the velocity U of the collapsing fluid as
the variation of the areal radius R as measured from its
area, with respect to proper time, i.e.
U =
R˙
A
. (14)
3A. Weyl tensor
In general the Weyl tensor Cραβµ may be defined
through its electric and magnetic parts. However in the
spherically symmetric case the magnetic part vanishes
identically, and the electric part of the Weyl tensor is
defined by
Eαβ = CαµβνV
µV ν , (15)
with the following nonvanishing components
E11 =
2
3
B2E ,
E22 = −1
3
R2E ,
E33 = E22 sin
2 θ, (16)
where
E = 1
2A2
[
R¨
R
− B¨
B
−
(
R˙
R
− B˙
B
)(
A˙
A
+
R˙
R
)]
+
1
2B2
[
A′′
A
− R
′′
R
+
(
B′
B
+
R′
R
)(
R′
R
− A
′
A
)]
− 1
2R2
. (17)
Observe that we may also write Eαβ as:
Eαβ = E(χαχβ − 1
3
hαβ). (18)
Finally, using the field equations the following expres-
sion may be obtained for E (see [43] or [44] for details),
E = −4πΠ+ 4π
R3
∫ r
0
R3µ′dr˜ − 12π
R3
∫ r
0
qUBR2dr˜. (19)
III. AN EVOLUTION EQUATION FOR E
As mentioned in the Introduction a differential equa-
tion for the Weyl tensor plays a central role in our work;
this equation which follows from the Bianchi identities,
was originally found in [39, 40] and was reobtained in
[42]. Here we use the notation used in [44]; it reads:
∂
∂t
[E − 4π (µ−Π)] = 3R˙
R
[4π (µ+ P⊥)− E ] + 12πqAR
′
BR
. (20)
In the next section we elaborate on this equation,
rewriting it in such a way that it may be regarded as
an evolution equation for the anisotropy Π, thereby pro-
viding the conditions ensuring the propagation in time of
pressure isotropy.
IV. THE EVOLUTION OF THE PRESSURE
ISOTROPY CONDITION
Let us start our discussion by noticing a fact which is
seldom mentioned in the study of relativistic hydrody-
namics; we have in mind the “asymmetry” in the role
played by the radial and tangential pressure in the con-
text of general relativity. Indeed, in the static case the
TOV equation may be written at once from (A7) as
P ′r + (µ+ Pr)
A′
A
+ 2(Pr − P⊥)R
′
R
= 0. (21)
The above equation is the hydrostatic equilibrium
equation and the physical meaning of its different terms is
well known: the first term is just the gradient of pressure
opposing gravity, the second term describes the gravi-
tational “force” and finally the third term describes the
effect of the pressure anisotropy, whose sign depends on
the difference between principal stresses.
The remarkable fact is that while the radial pressure
enters into the gravitational force term, the tangential
pressure does not. In other words there is not a “self–
regenerative effect ” of the tangential pressure, which ex-
plains why anisotropic spheres may be more compact
than isotropic ones (if P⊥ > Pr). This is a purely
relativistic effect, since in the Newtonian limit the ra-
dial pressure in the second term of (21) vanishes and
both principal stresses appear symmetrically in the hy-
drostatic equilibrium equation. In other words, in rel-
ativistic hydrodynamics there seems to be an intrinsic
anisotropy, in the sense that the role played by principal
stresses is different.
A hint about the origin of the departure from the pres-
sure isotropy condition during the evolution is provided
by the following “qualitative” analysis of a system leav-
ing the equilibrium from a static fluid distribution with
isotropic pressure.
Thus, let us assume that our system is forced to aban-
don the state of equilibrium, and we take a “snapshot”
of the system immediately after that, at a time scale
shorter than the thermal relaxation time, the thermal
4adjustment time and the hydrostatic time. Therefore, at
this time scale we have:
q ≈ U ≈ Θ ≈ σ ≈ 0⇒ R˙ ≈ B˙ ≈ 0, (22)
obviously the time derivatives of the above quantities are
small but nonvanishing.
Then, evaluating the anisotropic scalar Π at this time
scale, we obtain from (A4) and (A5)
8πΠ ≈ 1
A
(
B¨
B
− R¨
R
)
≈ σ˙, (23)
where the fact has been assumed that the fluid is ini-
tially isotropic in the pressure.
Thus it appears that unless we assume that the fluid
evolves shear–free, at least within the time scale under
consideration, it will depart from the initial isotropic
pressure condition. It might be argued that for some
unknown physical reasons, some “isotropization” process
brings the system back to the isotropic pressure condi-
tion. However this is a highly speculative assumption
and the fact remains that the expected tendency of the
system is to develop pressure anisotropy.
This result, although valid only for the time scale un-
der consideration, should not be underestimated. Indeed,
once the system is removed from equilibrium, it faces two
possible scenarios: a) the fluid is stable and gets back to
a static regime within a time scale of the order of hy-
drostatic time, or, b) it is unstable, and enters into a
dynamic regime until eventually reaching a final equilib-
rium state. In the former case a), there is no reason to
think that the acquired anisotropy given by (23) would
disappear in the new equilibrium state, and therefore the
resulting configuration, unlike the initial one, even if it is
static should in principle exhibit, pressure anisotropy.
In the latter case b), we see next that the departure
from the isotropic pressure condition is the rule, for any
time scale, even if we assume that the evolution proceeds
shear–free.
For doing so we shall elaborate on (20) as follows.
Using (A6) and (12) we may write (20) in the form,
∂
∂t
(E + 4π Π) + R˙
R
(3E + 4πΠ) = −4π (µ+ Pr)Aσ − 4πq
B
(
2A′ − AR
′
R
)
− 4πq
′A
B
, (24)
or introducing for simplicity the dissipative factor (Ψdiss.),
Ψdiss ≡ −4π
B
[(
2A′ − AR
′
R
)
q + q′A,
]
, (25)
we may rewrite (24) as an evolution equation for the
anisotropy Π, as
Π˙ +
R˙
R
Π+
1
4π
(
E˙ + 3ER˙
R
)
= − (µ+ Pr)Aσ + 1
4π
Ψdiss.. (26)
The above equation may be integrated, producing,
Π = − 1
4πR
∫ t
0
R
(
E˙ + 3ER˙
R
)
dt˜− 1
R
∫ t
0
(µ+ Pr)AσRdt˜+
1
4πR
∫ t
0
RΨdiss.dt˜, (27)
where the initial condition Π(t = 0) = 0 has been im-
posed.
At this stage, we may identify in the equation above
three different factors forcing the system to abandon the
pressure isotropy condition. The first integral provides
the contribution from the Weyl tensor, the second one de-
pends on the shear of the flow and the last one describes
the role played by the dissipative processes through the
5dissipative factor.
We next transform the equation above by expressing
the Weyl tensor terms in the first integral, through its
expression (19).
Thus using (19) in (27), we obtain after some simple
calculations
ΠR˙ =
R
2
(µ+ Pr)Aσ − RΨdiss.
8π
− 3
2R2
∂
∂t
(∫ r
0
qUBR2dr˜
)
+
1
2R2
∂
∂t
(∫ r
0
R3µ′dr˜
)
. (28)
We see from the above equation that unless a highly
unlikely cancellation of the four terms on the right occurs,
the system will abandon the pressure isotropic condition.
We shall next analyze the axially symmetric dissipative
case.
V. THE AXIALLY SYMMETRIC CASE
A general approach to analyze axially and reflection
symmetric fluids was developed in [45] based on the 1+3
formalism [39–41]. Thus it is not difficult to realize that
the analysis presented in the previous section could be
extended to the axially symmetric case, by using equa-
tions (B10)–(B13) in [45]. However such analysis would
involve extremely long expressions making it difficult to
extract a useful information. Instead, still using the re-
sults of [45], we present in this section a more qualitative
approach, which however provides enough arguments as
to consider the departure from the pressure isotropy as
the rule instead of the exception, in this case too.
More specifically, as we already did at the beginning
of the previous section, we analyze the behaviour of the
system immediately after its departure from equilibrium.
By “immediately” we mean at the smallest time scale at
which we can observe the first signs of dynamical evolu-
tion. Such a time scale is assumed to be smaller than the
thermal relaxation time, the hydrostatic time, and the
thermal adjustment time.
Thus, we consider, axially (and reflection) symmetric
sources. For such systems the line element may be writ-
ten as:
ds2 = −A2dt2 +B2 (dr2 + r2dθ2)+ C2dφ2 + 2Gdθdt,
(29)
where A,B,C,G are positive functions of t, r and θ. We
number the coordinates x0 = t, x1 = r, x2 = θ, x3 = φ.
We assume that our source is filled with an anisotropic
and dissipative fluid.
The energy momentum tensor may be written in the
canonical form, as
Tαβ = (µ+P )VαVβ +Pgαβ +Παβ + qαVβ + qβVα. (30)
Choosing the fluid to be comoving in our coordinates,
then
V α =
(
1
A
, 0, 0, 0
)
; Vα =
(
−A, 0, G
A
, 0
)
. (31)
We next define a canonical orthonormal tetrad (say
e
(a)
α ), by adding to the four–velocity vector e
(0)
α = Vα,
three spacelike unitary vectors (these correspond to the
vectors K,L,S in [45])
e(1)α = (0, B, 0, 0); e
(2)
α =
(
0, 0,
√
A2B2r2 +G2
A
, 0
)
,
(32)
e(3)α (0, 0, 0, C), (33)
with a = 0, 1, 2, 3 (latin indices labeling different vectors
of the tetrad).
Then the anisotropic tensor may be expressed through
three scalar functions defined as (see [46] for details):
Π(2)(1) = e
α
(2)e
β
(1)Tαβ, (34)
Π(1)(1) =
1
3
(
2eα(1)e
β
(1) − eα(2)eβ(2) − eα(3)eβ(3)
)
Tαβ, (35)
Π(2)(2) =
1
3
(
2eα(2)e
β
(2) − eα(3)eβ(3) − eα(1)eβ(1)
)
Tαβ. (36)
The heat flux vector may be defined in terms of the
two tetrad components q(1) and q(2), as:
qµ = q(1)e
(1)
µ + q(2)e
(2)
µ (37)
or, in coordinate components (see [45])
qµ =
(
q(2)G
A
√
A2B2r2 +G2
,
q(1)
B
,
Aq(2)√
A2B2r2 +G2
, 0
)
,
(38)
qµ =
(
0, Bq(1),
√
A2B2r2 +G2q(2)
A
, 0
)
. (39)
The four acceleration, may be expressed through two
scalar functions
aα = V
βVα;β = a(1)e
(1)
µ + a(2)e
(2)
µ , (40)
with
a(1) =
A′
AB
; a(2) =
A√
A2B2r2 +G2
[
A,θ
A
+
G
A2
(
G˙
G
− A˙
A
)]
,
(41)
6where the dot and the prime denote derivatives with re-
spect to t and r respectively.
For the expansion scalar we obtain
Θ = V α;α =
1
A
(
2B˙
B
+
C˙
C
)
+
G2
A (A2B2r2 +G2)
(
− A˙
A
− B˙
B
+
G˙
G
)
, (42)
whereas, the shear tensor is defined in terms of two
scalar functions σ(1)(1) and σ(2)(2), which may be written
in terms of the metric functions and their derivatives as
(see [45]):
σ(1)(1) =
1
3A
(
B˙
B
− C˙
C
)
+
G2
3A (A2B2r2 +G2)
(
A˙
A
+
B˙
B
− G˙
G
)
, (43)
σ(2)(2) =
1
3A
(
B˙
B
− C˙
C
)
+
2G2
3A (A2B2r2 +G2)
(
− A˙
A
− B˙
B
+
G˙
G
)
. (44)
Finally, for the vorticity tensor
Ωβµ = Ω(a)(b)e
(a)
β e
(b)
µ , (45)
we find that it is determined by a single basis component:
Ω(1)(2) = −Ω(2)(1) = −Ω = −
G(G
′
G
− 2A′
A
)
2B
√
A2B2r2 +G2
. (46)
It is important to recall that we have to impose regu-
larity conditions, necessary to ensure elementary flatness
in the vicinity of the axis of symmetry, and in particular
at the center (see [47], [48], [49]), thus as r ≈ 0
Ω =
∑
n≥1
Ω(n)(t, θ)rn, (47)
implying, because of (46) that in the neighborhood of the
center
G =
∑
n≥3
G(n)(t, θ)rn. (48)
Next, we need a transport equation, here we use
the Mu¨ller-Israel-Stewart second order phenomenologi-
cal theory for dissipative fluids [50–53]). However, the
main conclusions generated by our analysis are not de-
pendent on the transport equation chosen, as far as it is
a causal one, i.e that it leads to a Cattaneo type equa-
tion [54], leading thereby to a hyperbolic equation for the
propagation of thermal perturbations.
Thus, the transport equation for the heat flux reads
[51–53],
τhµν q
ν
;βV
β+qµ = −κhµν(T,ν+Taν)− 1
2
κT 2
(
τV α
κT 2
)
;α
qµ,
(49)
where τ , κ, T denote the relaxation time, the thermal
conductivity and the temperature, respectively. Con-
tracting (49) with e
(2)
µ we obtain
τ
A
(
q˙(2) +Aq(1)Ω
)
+ q(2) = −
κ
A
(
GT˙ +A2T,θ√
A2B2r2 +G2
+ATa(2)
)
− κT
2q(2)
2
(
τV α
κT 2
)
;α
, (50)
whereas the contraction of (49) with e
(1)
µ , produces
τ
A
(
q˙(1) −Aq(2)Ω
)
+ q(1) = −
κ
B
(
T ′ +BTa(1)
)
−κT
2q(1)
2
(
τV α
κT 2
)
;α
. (51)
Let us now take a snapshot of the system, just after it
has abandoned the equilibrium. As mentioned before, by
“just after” we mean on the smallest time scale, at which
we can detect the first signs of dynamical evolution. The
following results follow from this evaluation (see [46] for
details).
• At the time scale at which we are observ-
ing the system, which is smaller than the hy-
drostatic time scale, the kinematical quantities
Ω(G),Θ, σ(1)(1), σ(2)(2) keep the same values they
have in equilibrium, i.e. they are neglected (of
course not so their time derivatives which are as-
sumed to be small, say of order O(ǫ), (where ǫ <<
1), but non–vanishing.
• The heat flux vector should also be neglected (once
again, not so its time derivative).
• From the above conditions it follows at once that
first order time derivatives of the metric variables
A,B,C can be neglected.
7Then, we have for the four acceleration
a(1) =
A′
AB
; a(2) =
1
Br
(
A,θ
A
+
G˙
A2
)
, (52)
and from the remaining kinematical variables
Θ˙ =
1
A
(
2B¨
B
+
C¨
C
)
, σ˙(1)(1) = σ˙(2)(2) ≡ ˙¯σ =
1
3A
(
B¨
B
− C¨
C
)
,
(53)
Ω˙ =
1
AB2r
(
G˙′
2
− G˙A
′
A
)
. (54)
Now, at thermal equilibrium, when the heat flux van-
ishes, the Tolman conditions for thermal equilibrium [55]
(TA)′ = (TA),θ = 0, (55)
are valid.
Thus, the evaluation of (51) and (50) just after leaving
the equilibrium, produces respectively
q˙(1) = 0, (56)
and
τ q˙(2) = −
κAT,θ
Br
− κATa(2), (57)
or, using (55)
τ q˙(2) = −
κT G˙
ABr
. (58)
Therefore, at the very beginning of the evolution, the
dissipative process starts with contributions along the
e
(2)
µ (meridional) direction.
With the information above we may calculate the com-
ponents of the Einstein tensor Gαβ and evaluate them
just after the system leaves the equilibrium. At this time
scale, this tensor has three types of terms: On the one
hand, there are terms with first time derivatives of the
metric functions A,B,C, which are set to zero, next,
there are terms that neither contain G, nor first time
derivatives of A,B,C, these correspond to the expres-
sions in equilibrium, and finally, there are terms with first
time derivatives of G and/or second time derivatives of
A,B,C, which of course are not neglected. Then it fol-
lows from the Einstein equations (see [46] for details),
8πµ = 8πµ(eq), (59)
8πP = 8πP(eq)−
2
3A
Θ˙+
2
3A2B2r2
(
G˙,θ + G˙
C,θ
C
)
, (60)
8πΠ(1)(1) = 8πΠ(1)(1)(eq) +
˙¯σ
A
+
1
3A2B2r2
[
G˙,θ − G˙
(
3B,θ
B
− C,θ
C
)]
, (61)
8πΠ(2)(2) = 8πΠ(2)(2)(eq) +
˙¯σ
A
+
1
3A2B2r2
[
−2G˙,θ + G˙
(
3B,θ
B
+
C,θ
C
)]
, (62)
8πΠ(2)(1) = 8πΠ(2)(1)(eq) −
Ω˙
A
+
G˙
A2B2r
[
(Br)′
Br
− A
′
A
]
,
(63)
where (eq) stands for the value of the quantity at equi-
librium.
Now, let us assume that initially the pressure of the
system is isotropic i.e. Π(1)(1)(eq) = Π(2)(2)(eq) and
Π(2)(1)(eq) = 0. The fundamental question we have to
answer is: may these conditions propagate in time? To
simplify the discussion, let us assume that out of equi-
librium, at the time scale considered here, we still have
Π(1)(1) = Π(2)(2), then it follows from ( 60, 61), that:
G˙ = B2f(t, r), (64)
which by an appropriate choice of the arbitrary function
f (referred to as the fluid news function in [46]), satisfies
regularity conditions and is not in contradiction with any
of the equations describing the system. Thus in princi-
ple we may assume that once the system abandons the
equilibrium, it may keep (at the time scale under con-
sideration) the condition Π(1)(1) = Π(2)(2). However, the
situation is quite different for the scalar Π(2)(1). In fact,
if we impose the condition Π(2)(1) = 0, then because of
(63), we have
Ω˙
A
=
G˙
A2B2r
[
(Br)′
Br
− A
′
A
]
, (65)
which together with (46) produces
G˙ = B2r2g(t, θ), (66)
where g is an arbitrary function of its arguments. But,
(66) clearly violates the regularity condition (48), close
to the center. Accordingly, at the time scale under con-
sideration we must have Π(2)(1) 6= 0, more precisely
8πΠ(2)(1) =
f(t, r)
2A2r
(
ln
r2
f
)′
. (67)
Thus we see that, after leaving the equilibrium, at the
time scale under consideration, the condition Π(1)(1) =
Π(2)(2) may be assumed to hold. However for the off
diagonal tension Π(2)(1) the situation is quite different,
at our time scale. Indeed, the function f controls the
evolution of the system as it abandons the equilibrium,
8accordingly it must be different from zero, and so should
Π(2)(1), even if we assume it to vanish initially.
It is worth emphasizing that a non–vanishing function
f , triggers the onset of dissipative processes as it fol-
lows from (58), and the appearance of shear, according to
Equation (62) in [46]. Additionally, as shown in [45] (sec-
tion X), the dissipative processes are responsible (among
other factors) for the appearance of energy–density inho-
mogeneities. Therefore, as in the spherically symmetric
case, here too, the above mentioned physical factors bring
on the onset of pressure anisotropy as the system exits
from the initial state with isotropic pressure.
Although the above argument is valid only for the time
scale under consideration, it nevertheless brings out the
tendency of the system to develop pressure anisotropy
during the evolution. More so, it should be stressed,
as we did in the spherically symmetric case, that if the
system returns to a static regime within a time scale of
the order of hydrostatic time scale, it will do so keeping
the non vanishing value of Π(2)(1) acquired after leaving
the equilibrium, i.e. in the new static regime the fluid
would be anisotropic.
VI. DISCUSSION
Fundamental results have been obtained during the
last decades, concerning Newtonian and relativistic flu-
ids, under the assumption that the pressure is isotropic.
However we know that the appearance of small amounts
of pressure anisotropy may be enough to produce quite
different results, under otherwise the same general condi-
tions. Also, we know that many physical processes pro-
ducing pressure anisotropy are expected to be present
in very compact objects. Based on these comments we
felt compelled to pose the following question: under
which conditions would an initial fluid configuration with
isotropic pressure remain so during its evolution?
For the spherically symmetric case the qualitative anal-
ysis presented at the beginning of section IV, points out
the tendency of the system to abandon the isotropic pres-
sure condition (at least for a specific time scale). Fur-
thermore, this result strongly suggests that if the system
is stable and gets back to equilibrium after having been
removed from it, in this new state of equilibrium the
fluid would be anisotropic. The more rigorous analysis
presented next, confirmed this tendency for an arbitrary
scale time, and allows us to identify the physical factors
inducing the appearance of pressure anisotropy. Accord-
ing to (28) these factors are: the shear, the heat flux
vector through the dissipative factor and the first inte-
gral in (28), and the energy density inhomogeneity. This
point deserves a deeper analysis.
Indeed, as is apparent from (28), in order for an ini-
tial fluid configuration with isotropic pressure to remain
isotropic all along the evolution, we must require the fluid
to be nondissipative, shear–free and homogeneous in the
energy–density, unless we admit the highly unlikely can-
celation of the four terms on the right of (28). Alterna-
tively, as can be seen form (27), the conditions ensuring
the stability of the pressure isotropic condition are, con-
formal flatness, vanishing shear and absence of dissipa-
tion, unless, again, we assume the exceptional cancella-
tion of the three terms on the right of (27).
Now, it has been shown in [44] that the shear, and/or
local anisotropy of pressure and/or dissipative fluxes en-
tail the formation of energy density inhomogeneities. On
the other hand it has been shown in [43] that the de-
parture from the shear–free condition is controlled by a
single scalar function defined in terms of the anisotropy
of the pressure, the dissipative variables and the energy
density inhomogeneity. Thus even if we assume that ini-
tially not only the pressure anisotropy but also the shear
and the energy–density inhomogeneity vanishes, the dis-
sipative flux would enhance the departure of the isotropic
pressure condition through two different channels: on the
one hand by its contribution as described by (28), and on
the other hand by inducing departures from the shear–
free condition and energy density homogeneity. Thus
only imposing the conformal flatness, the nondissipation,
and the shear–free conditions all along the evolution, can
we ensure that the fluid evolves keeping the isotropic
pressure condition at all times. However, it is worth re-
calling that dissipation due to the emission of massless
particles (photons and/or neutrinos) is the only plausible
mechanism to carry away the bulk of the huge binding
energy of the collapsing star, leading to a neutron star
or black hole. In other words, the adiabatic condition
imposed to a collapsing scenario is very unrealistic and
dissipation has to be taken into account in any physi-
cally meaningful description of stellar evolution, thereby
entailing the departure from the isotropic pressure con-
dition.
In section VI we analyzed the same question for axi-
ally symmetric fluid systems. However, for simplicity, we
did not deduce the explicit equation of evolution for the
anisotropic scalars, but, instead, considered the system
at the shortest time scale at which the first signs of dy-
namical evolution can be observed. It was shown that
starting from an initially isotropic fluid, at the time scale
under consideration, the evolution leads to an anisotropic
fluid. Indeed, it appears that even if we assume that
the two anisotropic scalar functions Π(1)(1) and Π(2)(2)
remain equal after the departure from equilibrium, the
third anisotropic scalar Π(2)(1) must be necessarily dif-
ferent from zero after leaving the initial state. Also, as
in the spherically symmetric case, shear, dissipative pro-
cesses and energy–density inhomogeneities are related to
the onset of pressure anisotropy. Once again, since we
expect that the final stages of stellar evolution should be
accompanied by intense dissipative processes, we should
expect some degree of pressure anisotropy to appear in
the nonspherical collapse too.
To summarize: what we have learned so far is that an
initial fluid configuration with isotropic pressure would
tend to develop pressure anisotropy as it evolves, under
9conditions expected in stellar evolution. Of course the
magnitude of the acquired pressure anisotropy would de-
pend on the specific data of the system. However the
obtained result allows us to conclude that as well as it is
wise to check the stability of any specific result obtained
under the assumption of the isotropic pressure condition
against fluctuations of this latter condition, it would also
be wise to check the stability of the condition itself, in
each case.
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Appendix A: Einstein equations and conservation
equations for the spherically symmetric case
Einstein’s field equations for the interior spacetime (1)
are given by
Gαβ = 8πTαβ , (A1)
and its non zero components with (1) and (2) become
8πT00 = 8πµA
2 =
(
2
B˙
B
+
R˙
R
)
R˙
R
−
(
A
B
)2 [
2
R′′
R
+
(
R′
R
)2
− 2B
′
B
R′
R
−
(
B
R
)2]
, (A2)
8πT01 = −8πqAB = −2
(
R˙′
R
− B˙
B
R′
R
− R˙
R
A′
A
)
, (A3)
8πT11 = 8πPrB
2 = −
(
B
A
)2 [
2
R¨
R
−
(
2
A˙
A
− R˙
R
)
R˙
R
]
+
(
2
A′
A
+
R′
R
)
R′
R
−
(
B
R
)2
, (A4)
8πT22 =
8π
sin2 θ
T33 = 8πP⊥R
2 = −
(
R
A
)2 [
B¨
B
+
R¨
R
− A˙
A
(
B˙
B
+
R˙
R
)
+
B˙
B
R˙
R
]
+
(
R
B
)2 [
A′′
A
+
R′′
R
− A
′
A
B′
B
+
(
A′
A
− B
′
B
)
R′
R
]
. (A5)
The nontrivial components of the Bianchi identities, Tαβ;β = 0, from (A1) yield
T
αβ
;β Vα = −
1
A
[
µ˙+ (µ+ Pr)
B˙
B
+ 2 (µ+ P⊥)
R˙
R
]
− 1
B
[
q′ + 2q
(AR)′
AR
]
= 0, (A6)
T
αβ
;β χα =
1
A
[
q˙ + 2q
(
B˙
B
+
R˙
R
)]
+
1
B
[
P ′r + (µ+ Pr)
A′
A
+ 2(Pr − P⊥)R
′
R
]
= 0, (A7)
[1] L. Herrera, Phys. Lett. A 165, 206 (1992).
[2] L. Herrera and N. O. Santos, Phys. Rep. 286, 53 (1997).
[3] S. Maurya and F.Tello–Ortiz, Phys. Dark Univ.
27,100442 (2020).
[4] M. Bhatti and Z. Tariq, Phys. Dark Univ. 28, 100482
(2020).
[5] G. Abbas and M. Shahzad, Chin. J. Phys. 63,1 (2020).
[6] M. Sharif and A. Waseem, Chin. J. Phys. 63, 92 (2020).
[7] T. Nawaz, S. Rani and A. Jawad, Chin. J. Phys. 63, 220
(2020).
[8] H. Nazar and G. Abbas, Chin. J. Phys. 63, 436 (2020).
[9] S. Mardan, A. Siddiqui, I. Noureen and R. Jamil, Eur.
Phys. J. P. 135, 3 (2020).
[10] R. Bogadi, M. Govender and S. Moyo, Eur. Phys. J. P.
135, 170 (2020).
[11] S. Maurya and F.Tello–Ortiz, Ann. Phys. 414, 168070
10
(2020).
[12] M. Jassim, S. Maurya and A. Al–Sawaii, Astr. Sp. Sci.
365, 9 (2020).
[13] D. Pandya, B. Thakore, R. Goti and S. Shan, Astr. Sp.
Sci. 365, 30 (2020).
[14] R. Nasheeha, S. Thirukkanesh and F. Ragel, Eur. Phys.
J.C 80, 6 (2020).
[15] G. Mustafa, M. Zubair, S. Waheed and X. Tieching, Eur.
Phys. J.C 80, 26 (2020).
[16] M. Shamir and I. Fayyaz, Mod. Phys. Lett. A35, 1950354
(2020).
[17] R.Tamta and P. Fuloria, Mod. Phys.Lett. A 35, 2050001
(2020).
[18] R. Ahmed and G. Abbas, Mod. Phys.Lett. A 35, 2050103
(2020).
[19] S. Gedela, R. Bisht and N. Pant, Mod. Phys.Lett. A 35,
2050097 (2020).
[20] G. Abellan, V. Torres, E. Fuenmayor and E. Contreras,
Eur. Phys. J.C 80, 177 (2020).
[21] M. Bhatti, Z. Yousaf and M. Yousaf, Phys. Dark Univ.
28, 100501 (2020).
[22] M. Cadoni, A. P. Sanna and M. Tuveri,
arXiv:2002.06988v1 [gr-qc].
[23] J. Ovalle and R. Casadio, Beyond Einstein Grav-
ity. The Minimal Geometric Deformation Approach
in the Brane-World (Springer, New York) (2020).
https://doi.org/10.1007/978-3-030-39493-6.
[24] J. Ospino and L. Nun˜ez, Eur. Phys. J.C 80, 166 (2020).
[25] S. Chowdhury, D. Deb, F. Rahaman, S. Ray and B.
Guha, Int. J. Mod. Phys.D 29, 2050001 (2020).
[26] S. Thirukkanesh, A.Kaisauelve and M. Govender, Eur.
Phys. J.C 80, 214 (2020).
[27] M. Sharif and S. Saba, Chin. J. Phys. 64, 374 (2020).
[28] B. Ivanov, Eur. Phys. J. P. 135, 377 (2020).
[29] B. Ivanov, arXiv:2004.07047 [gr-qc].
[30] G. Abellan, E. Fuenmayor and L. Herrera, Phys. Dark
Univ. 28, 100549 (2020).
[31] S. Hansraj, M. Govender, L. Moodly and Ksh. Newton
Singh, arXiv:2003.04568v1 [gr-qc]
[32] M. Farasat Shamir and T. Naz, Phys. Dark Universe 27,
100472 (2020).
[33] F. Tello-Ortiz, S. K. Maurya and Y. Gomez-Leyton, Eur.
Phys. J.C 80, 324 (2020).
[34] A. K. Yadav, M. Mondal and F. Rahaman,
arXiv:2004.07956 [gr-qc].
[35] I. G. Salako, M. Khlopov, S. Ray, M. Z. Arouko, P. Saha,
and U. Debnath, arXiv:2004.07959 [gr-qc].
[36] J. Estevez-Delgado, R. Soto-Espitia, J.A. Rodriguez, A.
Cleary Balderas and J. Vega Cabrera, Mod. Phys. Lett.
A https://doi.org/10.1142/S0217732320501333 (2020).
[37] J. Estevez-Delgado, J. Vega Cabrera, J.A. Ro-
driguez and J.M. Paulin-Fuentes, Mod. Phys. Lett. A
https://doi.org/10.1142/S0217732320501321 (2020).
[38] T. Naz and M. Farasat Shamir Int. J. Mod. Phys. A 35,
2050040 (2020).
[39] G. F. R. Ellis, Relativistic Cosmology in: Proceedings
of the International School of Physics “ Enrico Fermi”,
Course 47: General Relativity and Cosmology. Ed. R. K.
Sachs (Academic Press, New York and London) (1971).
[40] G. F. R. Ellis, Gen. Rel. Grav. 41, 581 (2009).
[41] G. F. R. Ellis and H. van Elst arXiv: 9812046 [gr-qc].
[42] L. Herrera, J. Ospino, A. Di Prisco, E. Fuenmayor and
O. Troconis, Phys. Rev. D 79, 064025 (2009).
[43] L. Herrera, A. Di Prisco and J. Ospino, Gen.Rel.
Grav.42, 1585 (2010).
[44] L. Herrera, Int. J. Mod. Phys. D. 20, 1689 (2011).
[45] L. Herrera, A. Di Prisco, J. Iba´n˜ez and J. Ospino, Phys.
Rev. D 89, 084034 (2014).
[46] L. Herrera, A. Di Prisco, J. Ospino and J. Carot, Phys.
Rev. D 94, 064072 (2016).
[47] H. Stephani, D. Kramer, M. MacCallum, C. Honselaers,
and E. Herlt, Exact Solutions to Einsteins Field Equa-
tions (Cambridge University Press, Cambridge, Eng-
land), (2003), 2nd Ed.
[48] J. Carot, Class. Quantum Grav. 17, 2675 (2000).
[49] G. T. Carlson, Jr. and J. L. Safko, Ann. Phys. (N.Y.)
128, 131 (1980).
[50] I. Mu¨ller, Z. Physik 198, 329 (1967)
[51] W. Israel, Ann. Phys., NY, 100, 310 (1976).
[52] W. Israel and J. Stewart, Phys. Lett. A, 58, 213 (1976).
[53] W. Israel and J. Stewart, Ann. Phys. (NY) 118, 341
(1979).
[54] C. Cattaneo, Atti Semin. Mat. Fis. Univ. Modena 3, 3
(1948).
[55] R. Tolman, Phys. Rev. 35, 904 (1930).
