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Preface
This issue contains papers that were originally presented at the Sixth Inter-
national Workshop on the Practical Application of Stochastic Modelling (PASM)
and the Eleventh International Workshop on Parallel and Distributed Methods in
Veriﬁcation (PDMC), held at Imperial College London in September 2012. These
two workshops were collocated with the International Conference on Quantitative
Evaluation of Systems (QEST).
PASM follows in a long tradition of the application of stochastic modelling to
real-world problems. Such models have led to signiﬁcant advances in modelling
theory, as well as insights into the speciﬁc problem areas concerned. Coming from
a computer science background, PASM is concerned with applications of speciﬁ-
cation and analysis techniques and tools developed for computer science, as well
as computing and communications applications. In particular, the aim of PASM
is to give a forum for which applies current well-developed formalisms (stochastic
Petri nets, stochastic process algebras, layered queueing networks, etc) to real-world
case-studies.
The PDMC workshop series covers all aspects related to the veriﬁcation and
analysis of very large and complex systems using, in particular, methods and tech-
niques that exploit current parallel hardware architectures. The growing importance
of automated formal veriﬁcation in the industry is driving a growing interest in as-
pects that directly impact its applicability to real world problems. One of the main
technical challenges lies in devising tools and techniques that allow to handle very
large industrial models. At the same time, the computer industry is undergoing a
major paradigm shift. Processor manufacturers are introducing new generations of
multicore processors with large numbers of cores and high performance GPUs, cloud
based computing resources are easily accessible, and external memory devices, such
as hard disks or solid state disks, are getting more powerful. It is inevitable that
veriﬁcation techniques and tools need to undergo a deep technological transition to
catch up with these new hardware architectures. This has created an increasing
interest in parallelizing and distributing veriﬁcation techniques.
The papers cover a broad range of research in the area of applied stochastic
modelling and formal veriﬁcation and involve both applications and the theory to
enable practical application of techniques. These studies are not only of traditional
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computing applications, but also from inter-disciplinary collaborations in biological
systems and broader aspects of performance, such as energy eﬃciency. These links
are particularly relevant at this time as we experience a convergence of methods
and cross-fertilisation of ideas between previously distinct communities working on
common problems. Successful contributions will have demonstrated some novel the-
oretic advance related to systems modelling or will have been diligent in construct-
ing a detailed and realistic model and carried the modelling through to the analysis
phase. This results in a collection of papers which could be used as examples of
outstanding practice in the ﬁelds of stochastic modelling and formal veriﬁcation.
Barbierato et al present an application of some novel product form results to
a multi-formalism environment called SIMTHESys. SIMTHESys uses a powerful
language called Labelled Exponential Events Formalism, which allows models to
be expressed as a combination of Petri nets, queueing network models and process
algebra. Pairwise product form results are then identiﬁed across these diﬀerent
formalisms. This is a potentially signiﬁcant result in the development of multi-
formalism modelling.
Amparore and Donatelli consider practical issues in the solution of Markov
chains through the use of the backward Kolmogorov equations. These equations
have routinely been used to compute steady state measures, but here the authors
consider non-ergodic models and derive expressions for computing absorbing prob-
abilities. They relate their results to the use of model checking logics such as CSL
and CSLTA and show that the method based on the backward solution has some
advantages over other approaches. Finally, an eﬃcient and matrix-free algorithm is
derived to obtain the backward solution of Markov reward processes, which has the
potential to allow much larger models to be studied.
Assunc¸a˜o et al tackle a problem in a very novel application domain for stochas-
tic modelling, namely the study of the formation of a geological feature, speciﬁcally
what happened in the Pelotas basin during the last 130 million years. The timescales
involved in the evolution covered in this model is clearly far beyond anything nor-
mally considered in computer science. The authors employ Stochastic Automata
Networks to capture the behaviour leading to the formation of the feature, based on
measured data. The model is shown to give reasonable qualitative and quantitative
predictions of the formation and as such demonstrates the promise of the approach
in modelling the evolution of other natural phenomena.
Scott et al consider a novel application in determining energy eﬃciency in the
farming of oysters. The paper presents a conversion between Dynamic Energy
Budget (DEB) models and the Bio-PEPA process algebra in the context of biologi-
cal/ecological modelling. DEB models deﬁne sets of ordinary diﬀerential equations
(ODEs) to describe system behaviour. Similarly Bio-PEPA supports an ODE se-
mantics, therefore it is quite appropriate to consider BioPEPA as a supporting
language for DEB. The results presented demonstrate that there is considerable po-
tential to tackle considerably more complicated systems and leverage the powerful
Bio-PEPA toolset.
Clark et al address the problem of validating a network of chemical reactions
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(arising from biological models) by means of the BioPEPA process algebra. The
authors use invariant analysis to check compliance with the mass conservation law
in the model. The problem is far from trivial because, although physical reactions
should satisfy the mass conservation, the model studies may only be a part of the
whole system, hence boundary species are generally assumed to be available at all
times. The authors propose a methodology based on reaction removals in order to
deal with this class of model. The technique is applied to a case study, where it is
shown to perform well.
Aidirov et al present a model of a service centre where servers can be turned oﬀ
and on in order to save energy and yet still meet service level agreements. Penalties
are incurred if quality of service levels are not met; hence a classical trade-oﬀ can be
speciﬁed between the cost of providing the service against the net revenue gained
(income minus penalties). The model is used to evaluate proposed operating policies
which aim to maximise revenue and minimise energy usage.
Milios and Gilmore propose a novel and computationally eﬃcient method of
simulation for (discretized) continuous time Markov chains (CTMCs). The method
relies on computing random sequences of transitions, rather than considering in-
dividual transitions. Since random number generation is a signiﬁcant cost in any
CTMC simulation there is clearly an advantage in such an approach as long as ac-
curacy is maintained at an acceptable level. The approach is demonstrated through
two examples drawn form systems biology and is shown to oﬀer an improvement in
accuracy over related techniques.
Tarasyuk et al consider a a discrete time stochastic Petri box calculus extended
with immediate multiactions. The authors give a small step operational seman-
tics and a denotational semantics and demonstrate consistency between the two.
The denotational semantics are deﬁned by means of a mapping into discrete time
stochastic Petri nets. This is then used to construct a Petri Net formalism, with
labels used to provide synchronization among sub-models. The new formalism is
demonstrated using an example of a system with two processors and shared memory.
Markovski et al present an extension to existing supervisory controller synthesis
with probabilistic model checking. This is achieved through augmenting the existing
functional system deﬁnition with ‘uncontrollable’ Markovian delays. These delays
are treated as internal events within components. The goal is to carry out perfor-
mance evaluation on the resulting system. The approach is illustrated through a
detailed case study of a pipeless plant.
Zhang et al propose a method to analyse the correctness and performance of
wireless sensor networks (WSN) using stochastic timed automata with a combi-
nation of classical and statistical model checking. The approach aims to capture
timing eﬀects in WSN protocols and attempts to address issues with state space
explosion which limit many analysis techniques. A case-study of a sensor network
protocol, called Timing-sync Protocol for Sensor Networks (TPSN), is considered,
showing the inﬂuence of message loss and node dynamics on the performance of the
protocol.
Banks et al consider the stochastic modelling of the Kai-based Circadian Clock
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using process algebra based models expressed in Bio-PEPA and continuous pi-
calculus. The Bio-PEPA model is used to develop a simple model which is then
extended to include observed periodic oscillation eﬀects. A continuous pi-calculus
model is then derived of the same system and ordinary diﬀerential equations are
obtained. Continuous time logic is used to extract measures of the behaviour under
a variety of conditions for validation.
Barnat et al describe an approach for combining hash compaction with the One-
Way-Catch-Them-Young (OWCTY) algorithm for the detection of accepting loops
in product Buchi automata. While this saves memory by storing hashes rather
than full states, for reachability this may miss some errors, and for LTL this can
lead to spurious false positives. The solution is to modify the OWCTY algorithm
by keeping all accepting states in a queue and verifying counterexamples if they
are not spurious. The authors provide pseudocode, a correctness argument, an
implementation, and experiments demonstrating a 25-70% memory reduction at
the price of a time penalty.
Ka¨hko¨nen et al present the LIME Concolic Tester (LCT), an open source au-
tomated testing tool that allows testing of both sequential and multithreaded Java
programs. Concolic testing allows for the simultaneous concrete and symbolic ex-
ecution of a program in order to explore its behaviour. Dynamic Partial Order
Reduction is applied to limit the number of thread interleavings that have to be
considered. Alongside a distributed tool architecture, the authors conduct several
case studies demonstrating excellent speedups.
Garavel et al present the latest distributed veriﬁcation tools added to the Con-
struction and Analysis of Distributed Processes (CADP) toolbox. These enable
CADP to handle explicit state spaces that exceed the capacity of a single processing
node. On-the-ﬂy veriﬁcation is employed to ﬁght state space explosion. The system
is evaluated using substantial case studies, some with over 200 million states, on
both a single cluster and a large-scale multi-cluster grid with up to 512 distributed
processes.
Van Dijk et al report on algorithms for the parallel manipulation of Binary De-
cision Diagrams (BDDs) suitable for modern multi-core hardware. The novelty lies
in two lockless algorithms on hash tables for storing BDD nodes (with garbage col-
lection support) and memoization of operation results. Considering recent decades
have seen little progress made on the development of scalable parallel BDDs algo-
rithms, it is impressive that the corresponding implementation manages to achieve
a speedup of 12 times on 48 cores.
Finally, Van der Berg et al extend the SPINJA tool (the Java implementation of
the SPIN model checker) to allow for the translation of PROMELA models into C
code that can then be veriﬁed using the high performance model checker LTSmin.
This provides SPINJA users with access to a broad range of LTSmin analysis fea-
tures and algorithms including multi-core model checking of assertion violations,
deadlocks and never claims, symbolic reachability using decision diagrams etc.
This is certainly a varied and interesting set of papers, and we are indebted to
the authors for their dedication and for choosing to present their work at PASM and
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PDMC. The organisation of events such as these is a team eﬀort and we have learnt
to choose our team carefully. Particular thanks must go to the programme commit-
tees, who thoroughly refereed all the submissions and made some diﬃcult choices
easier by their detailed comments. We would also like to express our gratitude to the
workshop keynote speakers: Gerard Holzmann from NASA’s Jet Propulsion Labo-
ratory, who presented a stimulating perspective on the frontiers of software model
checking, and Bill Sanders from the University of Illinois at Urbana Champaign,
who gave some fascinating insights into the challenges inherent in cybersecurity
modelling and analysis.
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