parvovirus. For example, we found that lions were more likely to be exposed to CDV at a 55 young age but only in low rainfall years. 4. When combined with our data calibration approach, our framework helped us to answer 58 questions about risk of pathogen exposure which are difficult to address with previous 59 methods. Our framework not only has the potential to aid in predicting disease risk in 60 animal populations, but also can be used to build robust predictive models suitable for 61 other ecological applications such as modelling species distribution or diversity patterns. 
the FOI is equal across age groups (Fig. 1) , gaining a reliable estimate of the year of exposure
158
(and therefore calibration, as described below) is difficult.
159
Depending on the interpretation of the age-and year-prevalence curves, temporal features can be 160 estimated, or calibrated, including age exposed, time since last epidemic, last epidemic year, year 161 exposed, and age sampled (Fig. 1) . 166 167 It is important to account for missing data either by imputation or removal prior to model 168 construction (Fig. 2) . Some machine learning algorithms, such as gradient boosting, bin missing Yellow boxes indicate which data split is being tested in that particular 'fold'. 197 198 We incorporated an internal repeated 10-fold cross-validation (CV) process to estimate model 199 performance. CV can help prevent overfitting and artificial inflation of accuracy due to use of the 200 same data for training and validation steps (Fig. 2) . To run and evaluate each model, our pipeline sensitivity and specificity for classification models). Another advantage of this package is that it 208 can perform classification or regression using 237 different types of models from generalized 209 linear models (GLMs such as logistic regression) to complex machine learning and Bayesian 210 models using a standardized approach (see Kuhn, 2008 for a complete list of models).
Pre-processing

Model training
211
In our pipeline, we compare supervised machine learning algorithms (RF, SVM, and GBM) as 212 well as logistic regression. These models are among the most popular and best tested machine Blood samples were collected from 300 individual lions of known age (estimated to the month) For both CDV and parvovirus, machine learning models had higher predictive performance 316 (higher AUC) compared to logistic regression models ( Age and rainfall were the most important features predicting CDV exposure, but both features 338 were relatively less important in the calibrated models (Fig. 3) . Even though the features 339 associated with exposure risk in each model were broadly similar for both pathogens, the 340 relationships between each feature and exposure risk varied. Partial dependency plots showed 341 that risk of CDV increased relatively linearly across age classes in in the uncalibrated model 342 (Fig. 3b) , whereas in the calibrated model exposure risk was much more constant across age 343 classes with an increase in risk in individuals between 1-2 y.o. (Fig. 3f) . Rainfall also showed 344 different relationships in each model with reduced exposure risk when the average monthly 345 rainfall > 40 mm in the age calibrated model (Fig. 3c ). There was a much shallower decline in 346 CDV risk associated with rainfall in the calibrated model (Fig 3e) compared to the uncalibrated 347 model (Fig. 3c) .
Fig. 3:
Plots showing the differences in model predictions and the features that contribute to Similar to CDV, age sampled followed by rainfall were the most important features associated 362 with parvovirus exposure risk in the uncalibrated models (Fig. S4a) . Parvovirus exposure risk 363 slightly increased across age classes in the uncalibrated models, however in the calibrated 364 models exposure risk increased rapidly at early ages (0-1), but then was relatively constant 365 across ages >3 (Fig. S4b) . The signature of rainfall on parvovirus risk in the uncalibrated model 366 was remarkably like that of CDV with a large drop in risk when the monthly rainfall was > 40 367 mm a month (Fig. S4c) . However, rainfall was much less important in the calibrated model (Fig.   368 S4d). Strikingly epidemic year was important in the calibrated model with exposure risk much 369 higher for animals likely exposed in the 1992 epidemic (Fig. S4f) . We further interrogated the calibrated models to visualize how interactions between features 374 could be important for exposure risk of both pathogens. We focussed on interactions with 375 epidemic year, as we were interested to see if exposure risk could vary with each outbreak (see 376 Fig. S5 for a summary of all interactions detected). For CDV, the strongest interaction with 377 epidemic year was age exposed (Fig. 4a) . Even though exposure risk was predicted to be 378 reasonably similar in each CDV outbreak (Fig. S6) , exposure risk was higher for lions 2-5 y.o. in 379 the 1994 epidemic compared to the 1981 epidemic (Fig. 4b) . For parvovirus, territory overlap 380 had the strongest interaction with epidemic year (Fig. 4c) with individuals in prides with low 381 overlap having an increased risk of parvovirus during the 1992 epidemic only. There was also an 382 interaction with epidemic year and age exposed with lions aged 10-12 y.o. more likely to be exposed to parvovirus during the 1992 epidemic (Fig. 4d) 
