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za pomoč pri vzpostavljanju računalnǐskega okolja, svetovanju ter odpravljanu






1.1 Cilji diplomskega dela . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 Struktura diplomske naloge . . . . . . . . . . . . . . . . . . . . . 6
2 Pregled področja 7
2.1 Nevronska omrežja . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.1 Perceptron . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
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3.5.2 Vrisovanje Telea . . . . . . . . . . . . . . . . . . . . . . . . 22
4 Rezultati 23
4.1 Semgentacija . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
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združevanja, vrisovanje z uporabo generativnih nevronskih mrež,
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združevanja, vrisovanje z metodo Telea, vrisovanje z uporabo ge-
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1 Veličine in simboli . . . . . . . . . . . . . . . . . . . . . . . . . . . xi
4.1 Rezultati binarne klasifikacije. . . . . . . . . . . . . . . . . . . . . 27
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V pričujočem diplomskem delu so uporabljene naslednje veličine in simboli:
Tabela 1: Veličine in simboli
Veličina / oznaka Enota
Ime Simbol Ime Simbol
aktivacijska funkcija f(·) kot obraza α
vektor uteži w razdalja med y koord. očes ∆y
vektorj značilk φ(x) razdalja med x koord. očes ∆x
pragovna vrednost b željena x koord. desnega očesa xD
y koordinata desnega očesa yD željena x koord. levega očesa xL
x koordinata desnega očesa xD evklidova razdalja med očesoma d
y koordinata levega očesa yL željena razdalja med očesoma dz
x koordinata levega očesa xL željena velikost slike dz
x koordinata sredǐsča xS y koordinata sredǐsča yS
pravilno potrjen TP pravilno zavrnjen TN
napačno potrjen FP napačno zavrnjen FN
F -mera F
Pri tem so vektorji in matrike napisani s poudarjeno pisavo. Natančneǰsi po-
men simbolov in njihovih indeksov je razviden iz ustreznih slik ali pa je pojasnjen
v spremnem besedilu, kjer je simbol uporabljen.
xi
xii Seznam uporabljenih simbolov
Povzetek
V delu je predstavljena aplikacija za navidezno pomerjanje frizur s postopki
računalnǐskega vida. Delo predstavlja problem navideznega pomerjanja frizur z
uporabo dveh različnih metod segmentacije, ki vhodno sliko osebe razdelita v tri
semantična področja (lase, obraz in ozadje), ter dveh metod vrisovanja, ki na sliki
po zamenjavi frizur smiselno zapolnita luknje.
Na podatkovni zbirki LFW smo naučili in ovrednotili dve globoki segmenta-
cijski nevronski mreži FCN-8s in U-Net. Rezultati kažejo, da je za namen se-
gmentacije las bolj primerna mreža U-Net, z natančnostjo po slikovnih elementih
0.910 v primerjavi z natančnostjo 0.902, ki jo je dosegla mreža FCN-8s. Izračun
F -mere prav tako potrdi zgornjo trditev. Za vrisovanje smo preizkusili globoko
generativno nevronsko omrežje in postopek Telea, ki temelji na polnjenju lukenj
glede na vrednosti okolǐskih slikovnih pik. S povprečno oceno 4.214 pri testih
s človeškimi ocenjevalci, v primerjavi s 3.429, se je za namen vrisovanja bolje
izkazala metoda Telea.
Poglavje 2 predstavi teoretično ozadje za delom, ter pregled podobnih apli-
kacij. V poglavju 3 so opisane uporabljene metode. Poglavje 4 poda rezultate
segmentacije, normalizacije, združevanja slik in vrisovanja, ter ovrednotenje zgor-
njih rezultatov. Zaključki pa so podani v poglavju 5.
Ključne besede: globoko učenje, računalnǐski vid, konvolucijske nevronske




The thesis presents an application designed to virtually fit different hairstyles
to an image using computer vision tools. It uses two methods of segmentation,
which divide the input image into three separate semantic regions (hair, face and
background) and two methods of inpainting, which fill the holes left in the process
of combining hair with faces.
The neural networks FCN-8s and U-Net used in this work, are trained and vali-
dated on the LFW dataset. The results indicate, that U-Net outperforms FCN-8s
in hair segmentation tasks, where it achieved a higher average per-pixel accuracy
of 0.910, where FCN-8s’ average per-pixel accuracy was 0.902, respectively. The
F -score results, where U-Net achieved better accuracy across all classes, further
confirms the previous observations. We used a deep generative neural network
and the Thelea method, which fills holes according to its neighboring pixels, for
inpainting. The Thelea method achieved a slightly better average score of 4.214 in
the human rating test, as opposed to 3.429 of the deep generative neural network.
The first part of Chapter 2 presents a short overview of the fundamental ele-
ments in deep learning, whereas the second part explores related work. Chapter 3
explains the methodology behind the application. Chapter 4 presents the results,
and validates the segmentation and inpainting methods. Chapter 5 presents the
conclusion and further work.





1.1 Cilji diplomskega dela
Človekova samopodoba in s tem zadovoljstvo v osebnem življenju močno slonita
na lastnem zunanjem izgledu. Lasje in izgled pričeske so temeljni dejavniki našega
izgleda, zato v lepotni industriji posvečajo veliko pozornosti urejanju frizure.
Za podporo frizerskim storitvam se je v zadnjem času razvilo veliko aplikacij,
ki ponujajo inovativne rešitve za virtualno pomerjanje pričesk. S tem stranki
omogočimo bolǰso predstavo o naboru frizerskih storitev in možnost pomerjana
pričeske pred samo storitvijo. Tržno dostopne aplikacije za virtualno pomerjanje
frizure trenutno ponujajo predvsem možnost spreminjanja barv las strank, pri
čemer pričeska ostane enaka. Sodobni postopki globokega učenja pa omogočajo
menjavo celotne pričeske posameznika in s tem pomerjanje več, kot samo barve
nove frizure.
Cilj te diplomske naloge je bilo razviti aplikacijo za menjavo pričeske z uporabo
najsodobneǰsih tehnologij konvolucijskih nevronskih mrež, pri čemer naj bi se
frizura lično prilegala posamezni stranki ne glede na obliko njihovega obraza.
Glavne cilji diplomskega dela so:
• Vzpostavitev segmentacijske metode za menjavo pričeske. Za na-
men segmentacije las je bilo izmed sodobnih pristopov potrebno preizkusiti




• Implementacija metode za vrisovanje manjkajočih prostorov v
sliki po menjavi frizure. Menjava frizure zaradi različnih oblik obrazov
povzroči pojav lukenj v sliki, ki jih je za dovršen izdelek potrebno zapolniti.
Različne pristope vrisovanja manjkajočih prostorov je potrebno ovrednotiti
in izbrati najbolǰso rešitev za zgoraj omenjen problem.
• Integracija zgornjih rešitev v aplikacijo za navidezno pomerjanje
frizur. Obe zgoraj razviti komponenti je potrebno združiti v enostavno
aplikacijo.
S tem želimo uporabnikom omogočiti navidezno pomerjanje pričesk, pred iz-
vedbo frizerskih storitev in povečati število zadovoljnih strank kozmetične indu-
strije.
1.2 Struktura diplomske naloge
Diplomsko delo je razdeljeno na 5 poglavij. V sledečem poglavju 2 predstavimo
temeljne metode globokih nevronskih mrež, ter pregled področja. V poglavju
3 opǐsemo metode uporabljene v aplikaciji. Rezultate in njihovo ovrednotenje
podamo v poglavju 4. V poglavju 5 obnovimo glavne ugotovitve, ter navedemo
nadaljne delo.
2 Pregled področja
V tem poglavju najprej na kratko predstavimo temeljne elemente nevronskih




Perceptron predstavlja dvorazredni model, kjer se vhodni vektor x najprej trans-
formira z uporabo nelinearne transformacije, in vrne vektor značilk φ(x). Nad
seštevkom pragovne vrednosti b (tipično vrednosti 1) in Hadamardovega pro-
dukta vektorja značilk φ(x) ter vektorja uteži w se nato uporabi aktivacijska
funckcija f(·), ki je v primeru perceptrona enotna stopnica (enačba (2.2)). Izhod
perceptona je vrednost -1 ali 1. Primer perceptrona je prikazan na sliki 2.2. [4]
y(x) = f(wTφ(x) + b) (2.1)
f(a) =
 +1, a ≥ 0−1, a < 0 (2.2)
2.1.2 Večplastni perceptron
Večplastni perceptron je nadgradnja osnovnega perceptrona. Sestavljen je lahko



















Slika 2.1: Matematični model nevrona.
plastmi; vhodne, prikrite in izhodne. Osnovni gradniki vsake plasti so medse-
bojno povezani umetni nevroni (slika 2.1) prikazani na sliki 2.2. Z večplastnim
perceptronom je možno definirati ločilne meje poljubne oblike. Najpogosteje upo-
rabljena aktivacijska funkcija je sigmoidna funkcija σ (enačba (2.3)). Sigmoidna
funkcija presilika vhodo vrednost x v vrednost, ki leži intervalu med 0 in 1. Ker je
sigmoidna funkcija zvezna, omogoča perceptronu lažje učenje, saj uteži funkcije





2.1.3 Konvolucijske nevronske mreže
Konvolucijske nevronske mreže so vrsta globokih nevronskih mrež, ki se upo-
rabljajo za podatke, ki imajo prostorsko strukturo (npr. slike). Ker slikovne
točke najbolj korelirajo med sosednjimi točkami, so konvolucijske mreže, ki
se osredotočajo na pridobivanje lokalnih značilk primerne za segmentacijo slik.
Glavni gradniki konvolucijskih nevronskih mrež so konvolucijska plast, plast
podvzorčenja z maksimalnimi vrednostmi (angl. ”max pooling”), aktivacijska
funkcija ReLU, ter polno povezana plast. Vse omenjene gradnike na kratko pred-
stavimo v nadaljevanju. [4]









Slika 2.2: Večplastni perceptron.
2.1.3.1 Konvolucijska plast
Konvolucijske plasti so glavni sestavni del konvolucijskih nevronskih mrež. Vhodi
prve konvolucijske plasti so RGB slike, ki so zapisane v obliki 3 dimenzionalnih
matrik. Prvi dve dimenziji vhodne matrike predstavljata širino in vǐsino slike,
tretja pa vsebuje svetilnosti slikovnih pik v vsakem od treh barvnih kanalov RGB.
Vse nadaljne konvolucijske plasti kot vhod prejmejo aktivacijske mape dimenzij n
iz konvolucijskih plasti pred njimi. Vhodne matrike algoritem postopoma množi
s skalarnim produktom manǰsih matrik (tipično oblike 3 × 3), imenovanih filtri.
Filtri predstavljajo na začetku mreže osnovne geometrijske prvine, kot na pri-
mer kote, robove, ipd., v kasneǰsih plasteh pa začnejo vsebovati vǐsje-razredne
značilke, na primer dele obraza. Vsak filter se premika po celotni sliki kot je






















































Slika 2.3: Delovanje konvolucijske nevronske mreže.
2.1.3.2 ReLU
ReLU (angl. ”Rectified Linear Units”) je aktivacijska funkcija, ki v primeru
negativne vrednosti vhoda x vrne vrednost 0, v primeru pozitivne vrednosti vhoda
x, pa se ta preslika na izhod (enačba 2.4). Uporablja se jo za uvedbo nelinearnosti.
Na sliki 2.3, se vidi rezultat aktivacijske funkcije ReLU. [4]
f(x) =
 0, x ≤ 0x, x > 0 (2.4)
2.2 Sorodna dela 11
2.1.3.3 Podvzorčenje z maksimalnimi vrednostmi
Podvzorčenje z maksimalnimi vrednostmi (angl. Max pooling) je metoda
podvzorčenja, ki se uporablja za manǰsanje računske zahtevnosti, vplivov pre-
ujemanja, ter za boľse posploševanje. Podvzorčno okno se premika skozi vhodno
matriko po korakih, katerih dolžina je odprti parameter mreže, ki vpliva na veli-
kost izhodne matrike. Za vsako pozicijo v matriki se v izhod shrani le največja
vrednost, ostale pa se zavržejo. S tem se izhodna matrika tudi zmanǰsa (slika
2.3).
2.1.3.4 Polno povezana plast
Polno povezana plast je po arhitekturi enaka večplastnem perceptronu, torej je
vsak nevron v plasti povezan z vsemi nevroni v naslednji plasti. Tipično se
uporablja na zadnjih plasteh konvolucijskih nevronskih mrež, kjer značilke iz
izhodov podvzorčnih plasti pretvori v verjetnostni pripadanja razredu.
2.2 Sorodna dela
V tem razdelku predstavimo nekaj sorodnih del s področja segmentacije las z
uporabo nevronskih mrež.
2.2.1 Segmentacija las z uporabo hevristično-učenih nevronskih mrež
V članku z naslovom ”Hair Segmentation Using Heuristically-Trained Neural
Networks”[5] predstavijo metodo za binarno klasifikacijo las z uporabo nevronskih
mrež, katere cilj je izvajanje učenja in klasifikacije na istih podatkih s pomočjo
pred-naučenih hevrističnih klasifikatorjev. S heurističnimi klasifikatorji najprej
segmentirajo podatke v 3 množice; visoko prepričjive pozitive, visoko prepričjive
negative in nizko prepričjive množice. Z visoko prepričjivimi množicami nato
naučijo nevronske mreže, katere kasneje uporabijo za učenje nizko prepričljive
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množice. Z uporabo te metode so segmentacijo las izbolǰsali za 2.2% glede na
druge sorodne metode.
2.2.2 Avtomatična segmentacija las v slikah
Cilj članka z naslovom ”Automatic Segmentation of Hair in Images”[6] je razviti
hevristično metodo za zaznavanje in segmentacijo las s pomočjo izluščevanja barve
ozadja, pozicije obraza, barve las in kože, ter kožne maske. Za ta namen so
uporabili 115 ročno segmentiranih slik las. Z metodo so dosegli natančnost 75%,
ter 34% napake pri prekomernem ocenjevanju napačnih las. Pravtako so dokazali,
da s podvzorčenjem obraza na velikost 25 slikovnih pik pospešijo računanje za
73% z zanemarljivo spremembo natančnosti zaznavanja.
2.2.3 Frekvenčna in barvna analiza za segmentacijo lasnih mask
V članku z naslovom ”Frequential and color analysis for hair mask
segmentation”[7] predstavijo metodo, katere cilj je somedejna segmentacija las
s pomočjo frekvenčne in barvne analize. Algoritem sestoji iz 2 delov. Najprej
se z uporabo frekvenčne in barvne analize generira binarne maske, ki označujejo
lokacijo las v sliki. V drugem delu pa uporabijo metodo za izluščevanje objektov
v ospredju s pomočjo kazalcev, ki jih inicializirajo iz kobinacije frekvenčnih in
barvnih mask. Rezultati tega postopka se uporabijo pri segmentaciji las.
3 Metode
V tem poglavju opǐsemo metode, ki smo jih uporabili pri izdelavi aplikacije.
Začnemo s predstavitvijo delovanje celotne aplikacije, nato pa posamično opǐsemo
metode, s katerimo smo to realizirali.
3.1 Struktura
Sistem za navidezno pomerjanje frizur je sestavljen iz večih komponent, kot je
prikazano na sliki 3.1. Vhod v sistem predstavlja frontalna slika osebe, ki ji
želimo zamenjati frizuro, izhod pa prilagojena slika iste osebe z novo pričesko.
Sam sistem je sestavljen iz komponente za segmentacijo slike, ki iz vhodne slike
generira segmentacijsko masko na kateri so označeni trije razredi (lasje, obraz in
ozadje) , komponente za združevanje slik (vhodne slike osebe in ciljne pričeske)
ter komponente za vrisovanje, ki zapolni prazne prostore po združevanju vhodne
slike in ciljne slike pričeske. Sistem dopolnjujeta še dve podpornih komponenti,
katerih namen je normalizacija vhodnih slik in generiranje mask za vrisovanje.
V nalogi smo za segmentacijo frizure in obraza uporabili dve konvolucijski
mreži U-Net [2] in FCN-8s [1]. Z uporabo podatkovne zbirke LFW [3] smo mreži
najprej naučili segmentirati lase in obraze. Nato smo izbrali ločeno množico slik
za samo menjavo las in obraza. Te slike smo normirali in jih z uporabo naučenih
konvolucijskih mrež segmentirali. Kot izhod segmentacije smo dobili segmen-
tacijske maske, ki označujejo tri dele slike - ozadje, obraz in lase. S pomočjo
segmentacijske maske je moč izrezati lase, ter jih prilepiti na nov obraz. Kjer se
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obraz in lasje ne prilegajo popolnoma, se pojavijo luknje, ki jih je potrebo zapol-
niti. Algoritem te luknje prepozna in jih shrani v masko za vrisovanje. V zadnjem
koraku delotoka z uporabo vrisovanja in vrisovalne maske zapolnimo luknje med
frizuro in obrazom. Končnu produkt je slika obraza z željeno zamenjano frizuro.
Posamezne komponente sistema natančneje predstavimo v nadaljevanju. Shema
celotnega sistema je prikazana na sliki 3.1.
3.2 Normalizacija slik
Popolno ujemanje las ter obraza različnih oseb je praktično nemogoče, saj ima
vsak posameznik edinstveno obrazno strukturo, ki vpliva na pozicijo las na glavi.
Dejavniki, ki vplivajo na ujemanja las ter obraza so sledeči:
• rotacija obraza po x, y, in z osi,
• oddaljenost osebe od kamere,
• lastnosti objektiva (popačenje),
• osvetljenost,
• šum.
Da bi zagotovili bolǰso robustnost aplikacije, smo slike normirali. Zgledovali
smo se po aplikaciji [8], kjer so rotacijo, translacijo ter skaliranje normalizirali
s pomočjo lokacije oči. Sliko so normirali na podlagi vodoroavno poravnanih oči,
za kar je potrebno pridobiti x in y koordinate oči obraza na sliki. Sledi izračun
kota α med očmema po sledečem zaporedju enačb:
∆y = yD − yL (3.1)
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Slika 3.1: Shema celotnega sistema.
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Ko izračunamo kot med očesoma α, lahko nadaljujemo z izračunom željene po-
zicije koordinate x desnega očesa xD glede na koordinato levega očesa xL. To
storimo z izračunom x koordinate desnega očesa xD tako, da bo enako oddaljeno
od desnega roba, kot je levo oko xL oddaljeno od levega. To storimo s pomočjo
sledeče enačbe:
xD = 1 − xL (3.4)
Nato izračunamo željeno velikost obraza s s pomočjo razdalje med očesoma tre-
nutne slike d in razdalje med očesoma željene slike dz. To storimo tako, da najprej




∆x2 + ∆y2 (3.5)





Sedaj smo izračunali kot α in željeno velikost s. Nazadje potrebujemo še točko ki










Z dobljenimi prarametri lahko izračnunamo transformacijsko matriko, kjer defini-
ramo točko zasuka, kot zasuka, ter željeno velikost transformirane slike. Izhodna
slika je normirana glede na zasuk, translacijo in velikost obraza. Primer slik pred
in po normalizaciji je prikazan na sliki 3.2.
3.3 Segmentacija las
Za namen segmentacije las sem se poslužil 2 globokih konvolucijskih nevronskih
mrež:
3.3 Segmentacija las 17
• FCN-8s,
• U-Net.
Obe kot vhod sprejmeta sliko velikosti 250×250 slikovnih pik (Slika 3.3 levo).
Slika se nato obreže na velikost 224 × 224 slikovnih pik. Izhod mreže pa je 3
barvna segmentacijska maska (Slika 3.3 desno), katera označuje 3 razrede:
• obraz - zelena barva,
• lasje - modra barva,
• ozadje - črna barva.
Slika 3.2: Slike pred normalizacijo (levo) in slike po normalizaciji (desno).
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Slika 3.3: Vhodna slika (levo) in segmentacijska maska(desno).
3.3.1 FCN-8s
Polno konvolucijske nevronske mreže (angl. Fully Convolutional Networks - FCN)
so družina konvolucijskih nevronskih mrež, katere ne uporabljajo nobenih polno
povezanih plasti. Raziskovalci univerze UC Berkley so prvi predpostavili model
takše mreže v članku [1]. Za to družino nevronskih mrež je značilno, da sprejmejo
vhod poljubne velikosti in vrnejo izhod iste velikoti vhodnemu. Slika 3.4 prikazuje
strukturo treh različic mreže FCN. Prva variacija (FCN-32s) je enotokovna mreža,
kjer se izhod iz zadnje konvolucijske plasti še 32 krat nadvzorčijo. v drugi vrstici
je prikazana mreža FCN-16s, kjer se izhod cele mreže združi z izhodom iz 4.
podvzorčne plasti, kar omogoča bolj natančno napoved. Zadnja različica mreže
(FCN-8s) doda mreži fcn-16s še izhode iz 3. podvzorčne plasti, kar dodatno
izbolǰsa natančnost.
3.3.2 U-net
Za segmentacijo las ter obrazov smo uporabili mrežo U-Net [2]. U-Net je glo-
boka konvolucijska nevronska mreža, razvita s strani raziskovalcev iz univerze
v Freiburgu [2]. Ustvarjena je bila iz potrebe po mreži, katero bi bilo možno
uspešno naučiti z omejenim številom biomedicinskih vzorcev. Število vzorcev
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Slika 3.4: Struktura mreže FCN-8s. [1]
umetno povečamo z uporabo različnih transformacij na že obstoječe vzorce, kar
posledično poveča količino učnih podatkov. Mreža je dobila ime po njeni značilni
obliki, ki je podobna črki ”U”. Leva, oziroma enkoderska stran (angl. con-
tracting side) omogoča zajemanje konteksta, medtem ko desna dekoderska stran
(angl. expanding side) omogoča natančno lokalizacijo. Leva stran mreže upo-
rablja klasično zaporedje konvolucijkih plasti, katerim sledijo aktivacijske funk-
cije ReLU ter Max Pooling plasti. Desna stran pa sestoji iz dekonvolucije ter
združevanja z ustreznimi značilkami iz leve strani. Slika 3.5 prikazuje strukturo
mreže U-Net. Primerjava izhodov mrež je prikazana na sliki 3.6.
3.4 Združevanje slik
Iz segmentiraih slik je potrebo izluščiti obraz osebe kateri želimo zamenjati friz-
uro, sliko ciljne pričeske, ki jo želimo združiti z novim obrazom. To storimo tako,
da iz segmentacijske maske razberemo območja las in frizure. Za izrez delov
slike potrebuje program črno belo masko prikazano na sliki 3.7, kjer bela barva
označuje območje katerega želimo izrezati. Za izrez las je potrebno segmenta-
cijski maski (slika 3.3 desno), zeleno barvo spremeniti v črno, modro pa v belo.
Pri obrazu pa velja ravno obraten postopek. Modro barvo moramo spremeniti v
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Slika 3.5: Struktura mreže U-net. [2]
Slika 3.6: Primerjava izhodov mrež. Desna slika predstavlja vhodno sliko, sre-
dinjska slika je segmentacijska maska, ki jo vrne FCN-8s, leva slika pa predstavlja
segmentacijsko masko, ki jo vrne mreža U-Net.
črno, zeleno pa v belo. S pomočjo pridobljenih segmentacijskih mask izrežemo
željene lase in obraz, ter jih združimo v skupno sliko (Slika 3.8).
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Slika 3.7: Maska za izrez las.
Slika 3.8: Združena slika obraza in las.
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3.5 Vrisovanje
V procesu združevanja slik (razdelek 3.4) se pojavijo luknje med lasmi in obra-
zom. V tem poglavju predstavimo dve metodi vrisovanja (”angl. inpainting”) za
zapolnitev zgoraj omenjenih lukenj. Ti metodi sta: Metoda vrisovanja z uporabo
generativnih nevronskih mrež [9, 10], ter metoda iz članka [11], ki jo bomo za
lažje referenciranje nazivali po priimku avtorja tj. Telea.
3.5.1 Vrisovanje z uporabo generativnih nevronskih mrež
Metoda za vrisovanje z uporabo generativnih nevronskih mrež [9, 10] je zasnovana
po modelu iz članka [12]. Omogoča polnjenje več lukenj na poljubnih lokacijah
znotraj slike. Mreža lahko sintetizira kompleksne slikovne strukture s pomočjo
zgledovanja po okolǐsnjih regijah slike. Za delovanje zahteva binarne maske, kjer
bela barva definira področje slike, katerega želimo zapolniti.
3.5.2 Vrisovanje Telea
Vrisovanje Telea [11] je bilo razvito za rekonstrukcijo majhnih poškodb v slikah.
Zasnovan je po metodi hitrega koračenja (angl. Fast Marching Method). Algo-
ritem začne luknje polniti najprej ob robovih, nato pa se premika proti sredǐsču.
Algoritem za uspešno vrisovanje potrebuje barvno informacijo sosednjih slikov-
nih pik, preko katerih izračuna primerno barvo vrisane slikovne pike. Barva se
izračuna kot utežena vsota vseh poznanih slikovnih pik v okolici.
4 Rezultati
V tem poglavju predstavimo eksperientalno ovrednotenje razvite aplikacije. Po-
glavje začnemo z opisom podatkovne zbirke, ki smo jo uporabili za učenje in
testiranje. Nadaljujemo z ovrednotenjem učenja segmentacijskih mrež in delova-




Za učenje konvolucijskih mrež smo uporabili podakovno zbirko Labled Faces in
the Wild (LFW) [3]. Zbirka je bila prvotno namenjena učenju mrež za razpo-
znavanje obrazov oseb, vendar so ji naknadno dodali tudi segmentacijske maske
las in obraza. Celotna zbirka vsebuje več kot 13000 slik znanih ljudi iz spleta,
katere so posnete v nenadzorovanem okolju. 2927 vsebovanih slik ima priložene
tudi segmentacijke maske, katere smo razdelili na 3 dele, kjer je učna množica
vsebovala 2341 slik, validacijska 293 in testna 293. Učno in validacijsko množico
smo uporabili pri učenju segmentacijskih mrež U-net ter FCN-8s, testno pa smo




Slika 4.1: Primeri slik iz podatkovne zbirke LFW. [3]
.
4.1.2 Učnenje mreže
Za segmentacijo las smo uporabil 2 izvedbi globokih konvolucijskih mrež, U-net
in FCN-8s. Vhodne slike obeh mrež so dimenzij 250 × 250 , vendar se zaradi
lažjega deljenja obrežejo na velikost 224 × 224, kar je deljivo z 16. Ostale enake
nastavitve hiperparametrov so:
• velikost učne serije : 16,
• velikost validacijske serije: 1,
• učna stopnja: 0,0001,
• zmanǰsanje učne stopnje: 0,00001.
Edina nastavitev, ki ni enotna med mrežama je števila epoh. Iz grafov na
slikah 4.2 in 4.3 je razvidno, da mreža U-net hitreje doseže lokalni minimum
izgubne funkcije. Iz grafa smo razbrali, da je optimalno število epoh za učenje
mreže U-net pri zgoraj omenjenih natavitvah 17. Mreža FCN-8s pa za doseg
podobnege vrednosti izgubne funkcije potrebuje več kot 100 epoh. Najmanǰsi
izgubni vrednosti validacijskega seta z uporabo kriterijske fukcije križne entropije
(angl. cross entropy loss) sta bili 0.086 za U-Net in 0.121 za FCN-8s. Iz rezultatov
je razvidno, da se je mreža U-Net hitreje in bolǰse naučila segmentacije.
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Slika 4.2: Vrednost izgubne funkcije glede na število epoh mreže FCN-8s.
4.1.3 Segmentacija las in obraza
Za ovrednotenje segmentacije smo uporabili 293 iz podatkovne zbirke LFW [3], ki
niso bile uporabljene za učenje mreže. Izhodi mreže so v obeh primerih trobarvne
slike velikosti 224x224, kjer vsaka barva označuje enega od razredov, tj. obraz,
lasje in ozadje. Na sliki 4.4 je prikazana primerjava vhodne slike, segmetacijske
maske, prekrivanje maske z vhodno sliko in referenčna segmentacijska maska.
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Slika 4.3: Vrednost izgubne funkcije glede na število epoh mreže U-Net.
Slika 4.4: Primerjava vhodne slike, segmentacijske maske, združene vhodne slike
in referenčne segmentacijske maske.
4.1.4 Binarna validacija
Za ovrednotenje uspešnosti segmentacije po posameznih razredih smo uporabil
naslednje mere vrednotenja:
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• Natančnost - PPV (enačba (4.1)),
• Priklic - TPR (enačba (4.2)),
• F -mera - F (enačba (4.3)).
Natančnost PPV , priklic TPR in F -mero F izračunamo po enačbah (4.1),
(4.2), (4.3), kjer TP predstavlja število pravilno potrjenih vzorcev, FP število










F = 2 ∗ PPV ∗ TPR
PPV + TPR
(4.3)
Pri vredontenju binarnih rezultatov segmentacije nas je torej zanimala
uspešnost segmentacije enega razreda proti vsem ostalim (problem smo tolmačili
kot dvorazredni problem). Rezultati binarnega vrednotenja segmentacije v ta-
beli 4.1 potrjujejo rezultate iz razdelka 4.1.2, saj je pri validaciji za vsak razred
posebej, dobila boľso natančnost mreža U-Net.
Natančnost Priklic F-Mera
FCN-Lasje 0.542 0.671 0.600
FCN-Obraz 0.714 0.865 0.782
FCN-Ozadje 0.874 0.888 0.881
U-Net-Lasje 0.653 0.732 0.690
U-Net-Obraz 0.789 0.871 0.828
U-Net-Ozadje 0.929 0.932 0.930
Tabela 4.1: Rezultati binarne klasifikacije.
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4.1.5 Ovrednotenje po slikovnih pikah
Celotno segmentacijo sem ovrednotil z metodo preverjanja posameznih slikovnih
pik. Zanimal nas je torej delež slikovnih pik, ki smo jih pravilno razvrstili v
enega od treh razredov. V tem primeru smo uspešnost segmentacije vrednotili kot
trorazredni problem razvrščanja. Iz histogramov na slikah 4.5 in 4.6 je razvidno,
da so si rezultati segmentacije med mrežama zelo podobni. Povprečna natančnost
med obema mrežama je bila zelo podobna, in sicer 0.910 za U-Net in 0.902 za
FCN-8s.




























Slika 4.5: Histogram natančnosti po slikovnih pikah U-Net.
Če si ogledamo nekaj primerov segmentacije mrež U-Net in FCN-8s (slika 4.7),
lahko opazimo, da ima najmanǰso natančnost (0.54 pri U-Net in 0.55 pri FCN-8s)
slika v prvi vrstici. Ob primerjavi izhodne maske in referenčne maske je razvidno,
da se je program zmotil pri klasifikaciji las. Pokrivalo osebe je namreč pridelil
razredu las. Ker pokrivalo zaseda veliko povšrino slike, je posledično velika tudi
napaka segmentacije. Druga najslabše je bila ovrednotena slika v drugi vrstici z
natančnostjo 0.64 pri obeh mrežah. V tej sliki se je zgodil podoben pojav kot v
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Slika 4.6: Histogram natančnosti po slikovnih pikah FCN-8s.
prvi sliki. Tretja najslabše ocenjena (0.72 pri U-Net in 0.71 pri FCN-8s) je bila
slika v tretji vrstici, kjer je program pravilno zaznal dodatno osebo v sliki, vendar
ta ni bila vključena v referenčni maski. Ob primerjavi rezultatov mreže U-net in
FCN-8s iz slike 4.7 smo ugotovili, da so slike, ki imajo majhno natačnost v obeh
primerih iste. Iz zgoraj navedenih primerov je razvidno, da lahko pokrivala, ki
imajo podobno obliko in teksturo kot določene frizure, zmedejo program, kateri
posledično uvrsti pokrivalo v razred las. Program pravtako zazna več kot eno
osebo v slikah kjer je oseb več. To je samo po sebi pravilno, vandar je v nadalnjih
fazah aplikacije nezaželjeno.
Najbolǰso natančnost (0.96 pri obeh mrežah) je dosegla slika v prvi vrstici
slike 4.8. Oseba na sliki ima malo las, ki so kratki, kar olaǰsa njihovo zaznavanje.
Podobno kot slika v prvi vrstici, sta sliki v drugi (pravtako z natančnostjo 0.96 pri
obeh mrežah) in tretji (z natančnostjo 0.96 pri U-Net in 0.95 pri FCN-8s) vrstici
tudi sliki oseb, ki imata kratke lase. Slika v tretnji vrstici je dosegla manǰso
natančnost kot ostale, saj je kontrast med lasmi in kožo manǰsi.
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Slika 4.7: V sliki so prikazani primeri slabih segmentacij. V levem stolpcu so
rezultati mreže U-Net, v desnem pa rezultati mreže FCN-8s.
Iz zgornjih rezultatov smo ugotovili, da je razlika v natančnosti med mrežama
minimalna. Primerjave rezultatov kažejo, da najboľse rezultate dobimo v pri-
meru, ko segmentiramo osebo, ki ima kratke lase, ki so kontrastni glede na kožo.
Slika 4.8: V sliki so prikazani primeri dobrih segmentacij. V levem stolpcu so
rezultati mreže U-Net, v desnem pa rezultati mreže FCN-8s.
4.2 Združevanje slik
Za dobre rezultate pri združevanju slik, je klučnega pomena normalizacija slik.
Z uporabo normalizacije se znebimo spremeljivk kot so, nagib obraza, oddalje-
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nost, ter pozicije v sliki. Retultati združevanja se prav tako izbolǰsajo, če ima
slika pokritega čim manj obraza. Na obraze, ki niso zakriti z lasmi, je možno
prilepiti lase praktično brez pojavljanja lukenj (slika 4.9). V večini primerov se
najbolje skladajo obrazi moških, ter frizure žensk. Večina moških ima kratke lase,
kar posledično pusti večjo površino obraza. Ženski lasje, ki so načeloma dolgi,
pa prekrijejo potencialne dele obraza, ki v sliki obraza niso prisotni. Problemu
zakrivanja obraza bi se lahko izognili s spenjanjem las v čop za glavo.
Slika 4.9: Rezultat združevanja slik.
4.3 Vrisovanje
Ker vrisovanje nima metode, s katero bi lahko objektivno ovrednotil njegovo
delovanje, smo anketirali 10 ljudi, kateri so z ocenemi med 1 in 10 ovrednotili
14 parov primerov, kjer so bili vsi pari obdelani z različno metodo vrisovanja.
Podatki v tabeli 4.2 prikazjejo povprečne rezultate ocenjevanja. Iz tabele je
razvidno da ima metoda Telea bolǰse rezultate kot generativna mreža v vseh
kategorija, vendar se sami rezultati med metodama ne razlikujejo veliko. Med
posameznimi slikami, je imela pravtako bolǰse rezultate metoda Telea, kjer je v
vseh razen v enem primeru dobila bolǰso oceno kot generativna mreža (tabela
4.3).
Slika 4.10 je bila edina, pri katera je bila bolje ocenjena metoda generativnih
mrež. Slika 4.10 je bila pravtako med najslabše ocenjenimi slikami pri obeh
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Povprečna ocena Najbolǰsa Najslabša
Generativne mreže 3.429 7.1 1.1
Telea 4.214 8.8 1.6




Tabela 4.3: Primerjava metod vrisovanja.
metodah. Iz prve slike je razvidno da je v fazi združevanja nastala velika luknja v
območju čela. Zaradi te luknje se je izgubilo veliko informacij v področju čela, kar
je posledično otežilo vrisovanje. Na drugi strani pa Slika 4.12 prikazuje najbolje
ocenjeno sliko. Iz slike je razvidno, da prvotna slika praktično nima lukenj, kar
posledično izbolǰsa rezultate vrisovanja do te mere, da se na sliki ne vidi skoraj
nobenih negativnih posledic. Iz zgornjih primerov smo ugotovili, da imajo pri
uspešnosti vrisovanje večjo vlogo velikosti lukenj, kot same metode vrisovanja. V
sliki 4.11 so prikazane primerjava metod vrisovanja iz ankete.
Slika 4.10: Najslabše ocenjena slika. Od leve proti desni: Rezultat združevanja,
vrisovanje z uporabo generativnih nevronskih mrež, vrisovanje z metodo Telea.
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Slika 4.11: Primeri iz ankete.
Slika 4.12: Najbolǰse ocenjena slika. Od leve proti desni: Rezultat združevanja,
vrisovanje z metodo Telea, vrisovanje z uporabo generativnih nevronskih mrež.
4.4 Kvalitativni primeri
Na sliki 4.13 so prikazani primeri vhodnih slik in končnih rezultatov. Na levi
strani je prikazana slika željenega obraza, sledi ji slika željene pričeske, nato je
prikazana slika pred vrisovanjem, na koncu je pa prikazana še končna slika.
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Slika 4.13: Primeri željenega obraza, željene frizure, rezultata združevanja in
konče slike.
5 Zaključek
V diplomskem delu smo razvilii aplikacijo za navidezno pomerjanje frizur s po-
stopki računalnǐskega vida. Aplikacija temelji na uporabi konvolucijskih nevron-
skih mrež U-Net in FCN-8s za segmentcijo las ter obrazov. V primerjavi segmen-
tacijskih mrež smo ugotovili, da se je mreža U-Net v vseh testih odrezala bolje
kot mreža FCN-8s. Razlike v natančnosti segmentacije so med mrežama precej
majhne, občutna razlika pa je v hitrosti učenja posameznih mrež, kjer je mreža
U-net dosegla največjo natančnost na 17. epohi, medtem ko je FCN-8s dosegla
svojo minimalno vrednost okoli 200 epohe. Pokazali smo, da je za vrisovanje
bolj primerna metoda Telea, ki je dosegla večjo povprečno oceno iz ankete. Iz
primerjav ocen ankete in izhodov vrisovanja smo ugotovili, da ima velikost samih
lukenj večji vpliv na kvaliteto izhodne slike, kot izbira metode vrisovanja.
5.1 Nadaljnje delo
Aplikacija bi lahko nagradili v več področjih. Segmentacijo bi lahko izbolǰsali
z uporabo učne zbirke, ki bi imela več slik, in kjer bi bile referenčne maske
bolj natančno definirane. Natančnost bi prav tako lahko izbolǰsali z uporabo na-
predneǰsih segmentacijskih mrež, ter bolj podrobnim nastavljanjem hiperparame-
trov. Največje izbolǰsave bi doprinesla uvedba standardizirane metode zajemanja
slik, iz katerih kasneje izluščimo lase in obraze. Slike, kjer bi bila poza, osvetljava,
razdalja, ter nastavitve kamere konstantne, bi v fazi združevanje zagotovile bolj
prepričljive rezultate. Največje težave pri navidezno pomerjanje frizur povzročajo
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luknje med frizuro in obrazom. Glavni povročitelj lukenj je originalna frizura, saj
predvsem v primeru žensk, pogosto prekriva dele obraza, katere je potrebno v
zadnji fazi rekonstruirati z uporabo vrisovanja. Tej težavi bi se lahko preprosto
izognili s spenjanjem las za glavo v času slikanja.
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