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Résumé 
Avec les progrès technologiques réalisés au cours de ces dernières décennies, la complexité et les vitesses 
de fonctionnement des circuits intégrés ont beaucoup été augmentées. Bien que ces évolutions aient permis de 
diminuer les dimensions et les tensions d’alimentations des circuits, la compatibilité électromagnétique (CEM) 
des composants a fortement été dégradée. Identifiée comme étant un verrou technologique, la CEM est 
aujourd’hui l’une des principales causes de « re-design » des circuits car les problématiques liées aux 
mécanismes de génération et de couplage du bruit ne sont pas suffisamment étudiées lors de leur conception. 
Ce manuscrit présente donc une méthodologie visant à étudier la propagation du bruit à travers les circuits 
intégrés par mesures et par simulations. Afin d’améliorer nos connaissances sur la propagation d’interférences 
électromagnétiques (IEM) et les mécanismes de couplage à travers les circuits, nous avons conçu un véhicule 
de test développé dans la technologie SMOS8MV® 0,25 µm de Freescale Semiconductor. Dans ce circuit, 
plusieurs fonctions élémentaires telles qu’un bus d’E/S et des blocs numériques ont été implémentées. Des 
capteurs de tensions asynchrones ont également été intégrés sur différentes alimentations de la puce pour 
analyser la propagation des perturbations injectées sur les broches du composant (injection DPI) et sur les 
conducteurs permettant d’alimenter ce dernier (injection BCI).  En outre, nous proposons différents outils pour 
faciliter la modélisation et les simulations d’immunité des circuits intégrés (extraction des modèles de PCB, 
approches de modélisation des systèmes d’injection, méthode innovante permettant de prédire et de corréler les 
niveaux de tension/ de puissance injectés lors de mesures d’immunité conduite, flot de modélisation). Chaque 
outil et méthode de modélisation proposés sont évalués sur différents cas test. Enfin, pour évaluer notre 
démarche de modélisation, nous l’appliquons sur un bloc numérique de notre véhicule de test et comparons les 
résultats de simulations aux différentes mesures internes et externes réalisées sur le circuit. 
Mots Clés : Compatibilité électromagnétique, Immunité des Circuit Intégrés, Capteur de tension sur puce, Flot 
de Modélisation et de Simulation, Technologie CMOS, Propagation des perturbations électromagnétiques, 
Mécanismes de couplage, Prédictions des risques de défaillances des circuits intégrés, Injections de 
perturbations de types DPI et BCI, Corrélation des tests DPI et BCI 
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Abstract 
With technological advances in recent decades, the complexity and operating speeds of integrated circuits 
have greatly increased. While these developments have reduced dimensions and supply voltages of circuits, 
electromagnetic compatibility (EMC) of components has been highly degraded. Identified as a technological lock, 
EMC is now one of the main causes of circuits re-designs because issues related to generating and coupling 
noise mechanisms are not sufficiently studied during their design.  
This manuscript introduces a methodology to study propagation of electromagnetic disturbances through 
integrated circuits by measurements and simulations. To improve our knowledge about propagation of 
electromagnetic interferences (EMI) and coupling mechanisms through integrated circuits, we designed a test 
vehicle developed in the SMOS8MV® 0.25µm technology from Freescale Semiconductor. In this circuit, several 
basic functions such as I/O bus and digital blocks have been implemented. Asynchronous on-chip voltage 
sensors have also been integrated on different supplies of the chip to analyze propagation of disturbances 
injected on supply pins and wires of the component (DPI and BCI injection). In addition, we propose various tools 
to facilitate modeling and simulations of Integrated Circuit’s immunity (PCB model extraction, injection systems 
modeling approaches, innovative method to predict and correlate levels of voltage / power injected during 
conducted immunity measurements, modeling flow). Each tool and modeling method proposed is evaluated on 
different test cases. To assess our modeling approach, we finally apply it on a digital block of our test vehicle and 
compare simulation results to various internal and external measurements performed on the circuit.  
Keywords: Electromagnetic compatibility, Immunity of integrated circuits, On-chip voltage sensor, Modeling 
and Simulation Flows, CMOS Technology, Propagation of electromagnetic interference, Coupling mechanisms, 
Prediction of Integrated Circuit failure risks, DPI and BCI injection, Correlation of DPI and BCI tests 
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Introduction Générale 
1. Contexte de l’étude 
Au cours des dernières décennies, l’industrie de l’électronique a connu une importante évolution, notamment 
dans le domaine des systèmes embarqués qui se sont fortement développés pour des applications civiles, 
militaires et spatiales. Les concepteurs ont ainsi été contraints de développer des circuits à forte densité 
d’intégration faisant cohabiter de multiples fonctionnalités, tout ceci en minimisant les coûts de production. 
Simultanément, l’effort d’intégration a permis d’améliorer les performances électriques des circuits comme leurs 
vitesses de fonctionnement et leurs consommations énergétiques. Cette évolution technologique a cependant eu 
des répercussions néfastes sur la fiabilité des systèmes intégrés dans les équipements. Bien que les tensions 
d’alimentation des transistors aient été réduites avec ces avancées, leurs marges de bruit ont été diminuées, ce 
qui a énormément augmenté leur sensibilité aux perturbations électromagnétiques. Parallèlement, 
l’augmentation du nombre de transistors fonctionnant sur des bandes de fréquences toujours plus larges a 
amplifié les risques d’interférences entre circuits. En outre, le développement de nouveaux protocoles de 
communication et systèmes de télécommunications sans fils (radio, téléphonie mobile, systèmes de 
géolocalisation, etc.) ont multiplié le nombre de sources d’interférences électromagnétiques susceptibles de 
perturber le fonctionnement des équipements électroniques. Au vu de la sévérité des conditions 
environnementales, il est donc devenu fondamental pour tout concepteur de maîtriser la compatibilité 
électromagnétique (CEM) de leur produit en développant des méthodes innovantes pour mesurer, analyser, 
comprendre et prévoir les performances électromagnétiques de leurs circuits. 
 Les problèmes de CEM restent à ce jour l’une des principales causes de « re-design » des circuits intégrés 
car la propagation et les mécanismes de couplage du bruit à l’intérieur des circuits ne sont toujours pas 
suffisamment maitrisés lors des phases de conception. La plupart du temps, la mesure est le seul moyen de 
s’assurer que leur sensibilité aux interférences électromagnétiques (IEM) soit conforme aux normes CEM. De 
plus, les méthodes de mesure normalisées ne sont pas adaptées pour quantifier précisément les niveaux de 
bruits véhiculés sur la puce et définir réellement la sensibilité des fonctions qui y sont intégrées. Faute de 
moyens de mesure interne, de moyens de prédiction fiables, le design des circuits est donc fréquemment 
modifié après les phases de qualifications CEM car leur fonctionnement dans des conditions environnementales 
sévères n’est pas garanti. Pour éviter des surcoûts de production pouvant s’élever jusqu’à 10 % du prix de 
revient du produit, les concepteurs essayent ainsi depuis peu d’étudier la propagation des IEM à l’intérieur de 
leur composant.  La mise en place de méthodes de modélisation qui permettraient de prédire la susceptibilité 
d’un bloc interne d’un circuit soumis à un test de qualification CEM normalisé reste aujourd’hui un des verrous 
technologiques sur lequel se penchent de nombreuses équipes de recherche. De nombreuses méthodes de 
modélisation ont effectivement été proposées ces dernières années pour anticiper les risques de défaillance des 
circuits soumis aux IEM. La modélisation à l’échelle transistor et la macro-modélisation sont par exemple des 
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approches efficaces pour analyser le comportement d’un circuit vis-à-vis d’une perturbation. Mais ces méthodes 
requièrent une réelle expertise car il n’existe aucune procédure de modélisation et/ou de simulation intégrée 
dans les outils de CAO (Conception Assistée par Ordinateur) permettant d’appréhender les effets induits par les 
perturbations électromagnétiques à travers les circuits. En outre, les méthodes de mesure existantes permettent 
difficilement de valider les modèles développés. Bien que le réseau d’impédance de l’architecture interne d’un 
circuit puisse par exemple être caractérisé à l’aide de sondes RF, cette technique de mesure est trop coûteuse 
pour valider un simple modèle [BENDHIA98].  
Par conséquent, pour éviter des phases de « re-design » onéreuses, il est aujourd’hui capital pour tout 
concepteur de circuits de développer des procédures de modélisation afin de prédire le comportement de leurs 
composants face aux IEM. La validation de leur méthodologie de prédiction passe par une meilleure 
connaissance des mécanismes de couplages et de propagation des ondes au cœur du circuit intégré. Des outils 
de mesures sur puce permettant d’évaluer avec la plus grande précision la propagation du bruit à travers les 
circuits peuvent apporter une solution à cette problématique.  
2. Objectifs 
Un des objectifs de l’équipe CEM de la société Freescale Semiconductor Toulouse est de développer de 
nouveaux moyens d’investigations qui permettront à ses designers de fiabiliser leurs circuits dans le domaine de 
la compatibilité électromagnétique. Pour répondre cette problématique, Freescale a notamment entamé une 
étroite collaboration avec le laboratoire LATTIS dont les principales thématiques de recherche visent à proposer 
de nouvelles méthodes permettant d’améliorer les performances CEM des circuits intégrés (méthodes de 
mesures innovantes [AKUE09], règles de design [VRIGNON-1-05], modélisation d’immunité [NDOYE10], etc.). 
Dans le cadre de cette coopération, plusieurs axes de recherche ont été définis dont un qui porte sur le 
développement de système de mesure de bruit sur puce à des fins de modélisation d’immunité des circuits 
mixtes. Ainsi, cette thèse CIFRE a eu pour but de développer de nouveaux outils de mesure et de modélisation 
afin d’analyser la propagation d’interférences électromagnétiques à l’intérieur des circuits intégrés.  
Un véhicule de test a été développé en technologie CMOS dans lequel plusieurs capteurs de tension 
asynchrones sont implémentés. Dans un premier temps, nous nous intéresserons à quantifier les niveaux de 
bruits véhiculés dans notre circuit par injections normalisées de type conduites. Après avoir déterminé par 
mesures externes et internes la sensibilité des fonctions intégrées dans le circuit, nous développerons plusieurs 
méthodes et outils de modélisation visant à faciliter la prédiction des couplages de perturbations 
électromagnétiques en mode conduit sur les circuits intégrés. Nous proposerons ensuite un flot de modélisation 
qui sera évalué sur différents blocs de notre circuit. Les mesures sur puce réalisées avec les capteurs de tension 
asynchrones seront finalement utilisées pour analyser la précision des modèles développés et valider le flot 
proposé. 
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3. Composition du manuscrit 
Ce manuscrit est composé de 4 chapitres. 
Dans le premier chapitre, nous définirons la notion de compatibilité électromagnétique et rappellerons 
l’évolution technologique des semiconducteurs. Nous présenterons les principales sources d’interférences, les 
modes de couplages et les potentielles victimes. Les effets induits par les perturbations électromagnétiques sur 
les circuits développés en technologie CMOS seront ensuite présentés selon leur nature (numérique ou 
analogique). Nous effectuerons enfin un état de l’art sur les méthodes de modélisation d’environnements de test 
et de circuits proposées jusqu’à aujourd’hui. 
Dans le second chapitre, nous nous intéresserons à la propagation du bruit à travers les circuits. Pour cela, 
nous présenterons dans en premier temps le véhicule de test MIXITY, développé en technologie SMOS8MV® 
0,25 µm à Freescale. Ensuite, nous décrirons l’architecture et le principe d’acquisition des capteurs de tensions 
asynchrones qui ont été intégrés dans ce circuit. Après avoir calibré ces capteurs et évaluer leurs performances, 
nous caractériserons les systèmes d’injection DPI et BCI que nous utiliserons pour mesurer la sensibilité de 
notre circuit de test. Cette étude montrera notamment l’influence des éléments constituant ces systèmes 
d’injection sur leur capacité à transmettre des signaux perturbateurs. Enfin, nous caractériserons la propagation 
du bruit injecté sur différents blocs de MIXITY par mesure interne et montrerons toute l’utilité d’intégrer des 
capteurs de tensions sur une puce. 
Le troisième chapitre sera consacré aux développements d’outils de modélisation. Nous présenterons 
premièrement l’outil d’extraction que nous avons développé pour modéliser les pistes et les cavités formées par 
les plans conducteurs d’un circuit imprimé. Ensuite, nous évaluerons trois approches de modélisation différentes 
(modèles polynomiale, N-port et discret) pour modéliser les systèmes d’injection DPI et BCI utilisés lors des 
mesures d’immunité de notre véhicule de test. Cette étude montrera notamment les avantages et inconvénients 
de chaque méthode et nous permettra de définir l’approche la plus adéquate dans un contexte industriel. Enfin, 
nous proposerons une approche innovante permettant de prédire et de corréler les niveaux de bruits injectés sur 
un circuit par couplages inductif et capacitif. Un outil de prédiction basé sur cette approche sera par ailleurs 
développé et évalué sur charges passives. 
Dans le quatrième chapitre, nous proposerons un flot de modélisation visant à faciliter l’analyse de la 
susceptibilité des circuits intégrés par simulations. Ce flot décrira toutes les étapes à suivre pour modéliser 
convenablement un circuit et son environnement de test. En vue d’évaluer la procédure proposée, nous 
l’utiliserons pour prédire les niveaux de bruits injectés par couplages capacitif et inductif sur un bus d’E/S et un 
bloc numérique de notre véhicule de test. A l’aide des mesures internes réalisées avec les capteurs de tension, 
nous évaluerons la précision des modèles développés et déterminerons l’efficacité de notre flot de modélisation. 
Ces investigations nous permettront par ailleurs de définir les besoins de notre environnement logiciel pour 
simuler des tests de susceptibilité. Enfin, nous évaluerons les outils de prédictions qui auront été présentés dans 
le troisième chapitre sur ces mêmes blocs. Il sera alors intéressant de comparer les prédictions déduites de 
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notre approche aux résultats de simulations obtenus avec nos modèles. Ces comparaisons montreront 
essentiellement l’intérêt d’utiliser notre méthode pour prédire les mesures de susceptibilité électromagnétique de 
type conduite réalisées sur un circuit intégré. 
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CHAPITRE 1   
Susceptibilité des circuits intégrés face aux perturbations 
électromagnétiques 
Dans ce chapitre, nous définirons premièrement la notion de compatibilité électromagnétique. Pour mieux 
comprendre l’origine des problèmes CEM, nous effectuerons ensuite un bref historique de l’évolution 
technologique et détaillerons les premières études visant à analyser la susceptibilité des circuits intégrés face 
aux agressions électromagnétiques. Après avoir détaillé les principales sources d’interférences et leurs modes 
de couplage, nous présenterons l’impact que peuvent avoir de telles agressions sur les circuits développés en 
technologie CMOS. Enfin, nous effectuerons un état de l’art sur la modélisation des circuits et de leur 
environnement de test, et discuterons de l’intérêt de prédire leur susceptibilité aux IEM dès leur phase de 
conception. 
1. La compatibilité électromagnétique 
1.1. Définition 
Selon la directive européenne 2004/108/CE, la compatibilité électromagnétique (CEM) est l’aptitude d’un 
dispositif, d’un appareil ou d’un système à fonctionner dans son environnement électromagnétique de façon 
satisfaisante et sans produire lui-même des perturbations électromagnétiques intolérables pour d’autres 
équipements qui se trouvent dans cet environnement. En d’autres termes, les performances CEM d’un circuit ou 
d’un système sont son émission et sa susceptibilité (ou immunité) face aux perturbations électromagnétiques. 
Par définition, la susceptibilité d’un circuit décrit son aptitude à être perturbé par un signal issu d’une activité 
électrique parasite. 
1.2. Historique 
Depuis un demi-siècle, la microélectronique connaît une évolution considérable pour répondre à la fois aux 
besoins des consommateurs et des industriels. Au cours des quarante dernières années, notre société a 
effectivement connu un réel bouleversement avec l’émergence de nouvelles technologies. Pour satisfaire à la 
fois un besoin de confort et d’innovation, l’utilisation des circuits intégrés s’est multipliée à travers nos diverses 
applications quotidiennes. La fabrication de circuits de hautes performances pour la grande distribution étant 
onéreuse, les fondeurs ont eu recours à la miniaturisation des circuits intégrés afin de réduire leur coût de 
production unitaire. C’est ainsi qu’en 1965 G. Moore a proposé une théorie pour prévoir l’évolution de leurs 
performances à long terme [MOORE65]. Cette loi prédit que le nombre de transistors d’un microprocesseur sur 
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une puce de silicium double tous les deux ans. Bien que cette loi ne soit qu’empirique, cette prédiction se révèle 
exacte car entre 1971 et 2001, la densité des transistors sur une surface de silicium a doublé tous les deux ans.  
Cette évolution a été possible grâce aux perfectionnements des procédés et des moyens de fabrication 
permettant des gravures de plus en plus fines. La réalisation de telles gravures implique néanmoins l’utilisation 
d’outils photolithographiques précis et très couteux. Selon A. Rock [ROCK03], depuis le passage de l'épaisseur 
du trait de gravure à 90 nm, le coût de fabrication d’une puce double tous les quatre ans car l’évolution 
technologique contraint la photolithographie à se rapprocher de ses limites physiques. 
Malgré l’augmentation des coûts de production, l’évolution technologique aura grandement contribué à 
l’amélioration des performances des circuits intégrés. Effectivement, comme le montre le tableau 1-1, la 
multiplication du nombre de transistors s’accompagne par des gains de performances. Depuis 1970, la vitesse 
de fonctionnement et la consommation énergétique des circuits intégrés n’ont cessé d’être améliorées. Ceci 
s’explique notamment par la réduction des dimensions géométriques des transistors « MOS » (Metal Oxide 
Semiconductor) et principalement celles de leur canal dont la longueur était encore supérieure au micron au 
début des années 80 alors qu’aujourd’hui elle est de l’ordre du nanomètre. 
Date Nom des microprocesseurs Nombre de transistors 
Finesse de 
gravure (µm) 
Fréquence  
d’horloge 
Tensions  
d’alimentations  
Longueur  
du canal 
E/S Cœur 
1971 4004 2 300 10 108 kHz 5 V 5 V 10 µm 
1985 80386 275 000 1,5 12 MHz 5 V 5 V 1,5 µm 
1993 Pentium 3 100 000 0,8 à 0,28 60 à 233 MHz 5 V 5 V 0,8 µm 
2004 Pentium 4D « Prescott » 125 000 000 0,09 à 0,065 2.66 à 3,6 GHz 3,3 V 1,8 V 0,12 µm 
2006 Core 2™ Duo 291 000 000 0,065 2,4 GHz 2,5 V 1 V 90 nm 
2010 Intel Core i7 980X (6 cores) 1 170 000 000 0,032 3,33 GHz 1,2 V 0,8 V 32 nm 
Tableau 1-1: Evolution technologique 
Les premiers travaux visant à étudier le comportement électromagnétique des circuits intégrés et 
notamment leur susceptibilité sont ainsi apparus dès les années 65. Le développement des armes nucléaires et 
l’utilisation d’émetteur radio de fortes puissances sont principalement à l’origine de ces études dont l’objectif était 
de durcir la robustesse des circuits vis-à-vis de ces agresseurs. En effet, le premier simulateur aidant à la 
modélisation de la susceptibilité des CI fut développé, en 1965, pour étudier les couplages des radiations 
d’origine nucléaire sur les circuits électriques et systèmes de défense [SPECTRE]. En 1979, un dossier spécial 
sur la susceptibilité des CI fut publié dans la revue « IEEE transaction on Electromagnetic Compatibility », par 
J.J. Whalen [WHALEN79]. Cette revue est à ce jour reconnue comme l’une des principales références traitant 
des effets des interférences électromagnétiques sur les CI. Depuis cette période, la susceptibilité des circuits 
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numériques et analogiques n’a cessé d’être l’objet de nombreuses publications avec l’avancée technologique 
[BAKOGLU90] [GRAFFI91] [HAUWERMEIREN92]. Ce n’est qu’à partir des années 90 que les premiers résultats 
d’études sur les technologies CMOS et TTL sont apparues [KENNEALLY90]. Ces études ont ainsi révélé la 
faible robustesse des circuits CMOS face aux perturbations électromagnétiques. 
2. Susceptibilité électromagnétique des circuits intégrés 
Pour analyser la susceptibilité d’un composant ou d’un système face aux IEM, il est nécessaire d’identifier 
la source de perturbation, la victime susceptible au signal parasite et le chemin de couplage entre l’agresseur et 
la victime. La figure 1-1 illustre le schéma de principe généralement utilisé pour ce type d’étude. 
 
Figure 1-1: Notions de la compatibilité électromagnétique  
Les origines et les conséquences d’une agression électromagnétique sont diverses et variées. Les 
défaillances d’un circuit intégré dépendent à la fois de sa catégorie (analogique, numérique, logique 
programmable, etc.), du type de perturbation et des modes de couplage et de propagation du signal parasite. 
2.1. Sources de perturbations électromagnétiques  
De nombreuses sources de perturbation sont aujourd’hui identifiées comme étant à l’origine de défaillance 
de circuits intégrés (figure 1-2). Ces sources sont classées suivant deux familles distinctes : les perturbations 
artificielles (émetteurs de communications, émetteurs radar et de télémesure, émetteurs de radio navigation, 
téléphones portables, oscillateurs locaux, récepteurs périphériques, ordinateurs, relais, contacteurs, lignes 
d’énergies, tubes fluorescents, moteurs, appareils HF et médicaux, etc.) et les perturbations naturelles (foudre, 
décharges électrostatiques, rayonnements cosmiques, etc.).  
 
Figure 1-2: Sources de perturbation de CI 
Source de 
perturbation 
électromagnétique 
Victime de 
l’agression 
électromagnétique 
Chemin de couplage 
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Le niveau de puissance et la fréquence sont les principaux critères caractérisant une perturbation 
électromagnétique (figure 1-3).  
 
Figure 1-3: Occupation spectrale des principales sources de perturbations électromagnétiques  
Deux types d’agressions sont ainsi identifiés : les perturbations permanentes et les perturbations 
transitoires. 
2.1.1. Perturbations permanentes [SHNEIDER] 
Une perturbation permanente est généralement définie par un signal à fréquence fixe. Comme l’illustrent les 
figures 1-4 et 1-5, tout signal permanent résulte d’une fonction périodique de fréquence « f » pouvant être 
représentée sous la forme d’une somme composée d’un fondamental (terme sinusoïdal de fréquence « f »), 
d’harmoniques (termes sinusoïdaux dont les fréquences sont issues du fondamental) et d’une éventuelle 
composante continue [FOURIER]. Les signaux appartenant à cette catégorie de perturbations 
électromagnétiques peuvent être modulés ou non. Les principaux générateurs de ces agressions sont entre 
autres les communications hertziennes, les radars, les circuits intégrés et les onduleurs. 
 
Figure 1-4: Représentation temporelle d'un signal                Figure 1-5: représentation fréquentielle d’un signal 
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2.1.1.1. Communications hertziennes 
Comme le montre la figure 1-3, les communications hertziennes occupent une large bande spectrale. De 
nombreuses applications sans fil dédiées à la télécommunication sont utilisées entre 30 kHz et 3 GHz. Parmi les 
communications longues distances (SHF et EHF), on distingue les radars automobiles et les satellites. Les 
bandes UHF et VHF sont par ailleurs les plus utilisées. Plusieurs sources destinées à des communications de 
plus courtes distances y sont recensées. On y trouve, entre autres, les émetteurs radio, les réseaux locaux tels 
que le Wifi et le Bluetooth, les appareils domestiques comme la télévision, mais également la téléphonie mobile 
(GSM≈900 MHz, DCS≈1,8 GHz et UMTS Є [1,9 GHz ; 2 GHz]) et ses stations de base.  
2.1.1.2. Radars et sources « champs forts »  
A l’inverse des radars dédiés à l’automobile, les sources « champ fort » et les radars (figure 1-6) sont les 
sources de perturbations les plus puissantes avec certaines armes électromagnétiques émergentes telles que 
les MFP (Micro-onde de forte puissance). Ils fonctionnent à des fréquences supérieures au Giga Hertz et 
émettent des puissances pouvant atteindre des dizaines de giga watts. Les applications aéronautiques et 
militaires sont les plus vulnérables aux énergies émises par ces sources de perturbations. 
 
Figure 1-6: Exemple d’une impulsion radar 
2.1.1.3. Circuits intégrés  
Enfin, l’activité interne d’un circuit intégré est souvent à l’origine des défaillances observées dans les 
systèmes électroniques. La commutation des transistors se traduit par une variation brusque du courant et de la 
tension aux bornes du circuit. Il en résulte généralement de forts gradients de tension « dV/dt » et de courant 
« dI/dt » qui sont susceptibles de perturber les circuits et systèmes voisins, en mode conduit ou rayonné.  
La commutation des portes logiques d’un circuit numérique induit un rayonnement électromagnétique à 
travers les rails d’alimentation du circuit résultant de la consommation en courant lors des transitions d’états. Par 
ailleurs, la commutation d’une entrée/sortie (figure 1-7) crée une perturbation de mode conduit qui se traduit par 
une fluctuation de tension de l’alimentation du circuit.  
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Figure 1-7: Perturbation induite par la commutation d’une entrée/ sortie 
Bien que les niveaux de perturbation puissent être faibles en fonction du composant, les perturbations 
issues de ces sources recouvrent une large bande spectrale. En fonction de leur durée et de leur périodicité, les 
signaux parasites générés par les circuits intégrés peuvent alors appartenir à deux catégories différentes de 
perturbations : harmoniques et transitoires. 
2.1.2. Perturbations transitoires [SHNEIDER] 
Une perturbation transitoire se traduit par une surtension impulsionnelle couplée par mode conduit dans les 
circuits électriques. Les signaux transitoires sont caractérisés par leur amplitude, leur temps de montée, la durée 
et la périodicité de leur impulsion. En fonction de l’allure du signal transitoire et principalement de son temps de 
montée, le spectre peut être de large bande allant de 0 à 100 MHz, voire plus. Les figure 1-8 et 1-9 montrent 
respectivement la répartition temporelle et spectrale d’un signal transitoire normalisé [IEC 61000-4-4] dont les 
principales caractéristiques sont : un temps de montée égal à 5 ms, une durée d’impulsion égale à 50 ms et une 
amplitude de la surtension inférieure ou égale à 4 kV.  
   
Figure 1-8: Illustration temporelle d'un signal   Figure 1-9: Illustration spectrale d'un signal 
                            transitoire normalisé (IEC 61000-4-4)                               transitoire normalisé (IEC 61000-4-4) 
 
Les sources de perturbations transitoires peuvent être d’origines humaines (intentionnelles ou non) ou 
naturelles. Les principales agressions identifiées comme transitoires sont les décharges électrostatiques (DES 
ou ESD en anglais), la foudre, les impulsions électromagnétiques nucléaires (IEMN) et la commutation de 
dispositifs électriques et électroniques (transistors, charges inductives). 
Alimentation 5 V de l’entrée/ sortie 
Signal d’entrée  
(signal carré faisant commuter l’entrée/ sortie) 
Fluctuation de la tension d’alimentation 
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2.1.2.1. Charges inductives [SHNEIDER] 
Comme nous l’avons présenté précédemment, la commutation d’un interrupteur (transistor, portes logiques, 
etc.) peut générer une perturbation. Le caractère de la perturbation (harmonique ou transitoire) dépend de la 
nature de la charge commandée par l’interrupteur.  
En régime établi, l’alimentation d’un circuit inductif transfert l’énergie magnétique dans la bobine. 
L’ouverture du circuit crée une importante surtension aux bornes du contacteur pouvant atteindre plusieurs 
dizaines de kilovolts, générant ainsi une série de claquages diélectriques. La perturbation transitoire induite se 
traduit ensuite par une oscillation amortie de la tension d’alimentation à la fréquence propre du circuit (figure1-
10).  
 
Figure 1-10: Perturbation transitoire induite par la commutation d’une charge inductive 
Les surtensions conduites sur le réseau d’alimentation augmentent avec la vitesse d’ouverture de la 
commande et dépendent de l’énergie stockée dans le circuit. Ces perturbations s’accompagnent également par 
un rayonnement électromagnétique relatif au gradient de tension dV/dt. Le spectre de fréquence des 
perturbations émises est compris entre quelques kilohertz et plusieurs mégahertz. Ces phénomènes sont par 
exemple observés dans les circuits de puissance où plusieurs interrupteurs, contacteurs et autres disjoncteurs 
sont utilisés pour commander l’alimentation des dispositifs électriques.  
2.1.2.2. Foudre et Impulsion Electromagnétique Nucléaire (IEMN) 
La foudre est une source de perturbation transitoire d’origine naturelle [DEGAUQUE90]. Elle se produit lors 
d’une décharge électrostatique entre les nuages et la terre. Le canal ainsi produit entre le sol et les nuages est 
assimilable à un conducteur éphémère parcouru par un courant qui peut atteindre plusieurs dizaines de kilo 
ampères en quelques microsecondes. Lors du processus de décharge, le rayonnement le plus énergétique est 
généré par l’arc électrique de retour. Cet arc produit des impulsions électromagnétiques de plus d’un volt par 
mètre dans un rayon de plus de 200 km, avec des niveaux de tension moyen s’élevant à 10 kV/ m à moins de 
100 mètres. 
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Une impulsion électromagnétique nucléaire a pour origine l’interaction entre les rayonnements émis par 
l’explosion d’une bombe atomique et le champ magnétique terrestre. Une telle explosion provoque un 
déplacement de charges créant un courant électrique. L’amplitude de ce courant est telle que ce type de 
perturbation perturbe brièvement mais intensément tout système électrique et électronique. Le champ 
électromagnétique rayonné par ce phénomène est maximal lorsque l’explosion a lieu en haute altitude (IEMN 
HA). Dans un tel cas, l’impulsion émise s’élève à 50 kV/ m pendant 600 ns, dans un rayon de 800 à 2000 km. En 
revanche, l’effet est plus limité lors d'explosions situées dans la basse atmosphère ou au niveau du sol. 
2.1.2.3. Décharges électrostatiques (ESD) [SHNEIDER] 
Une décharge électrostatique est une impulsion de courant induite par le contact (direct ou indirect) d’un 
corps chargé avec un objet référencé à une masse. Le transfert de charge brutale crée un arc électrique 
générant la circulation d’un courant élevé sous une forte différence de potentiel. La figure 1-11 illustre l’allure 
d’une décharge électrostatique typique [IEC 61000-4-2]. Les principales caractéristiques de ce signal transitoire 
sont : une faible durée du temps de montée avoisinant 1 ns, une durée d’impulsion égale à 60 ns, une tension 
très élevée à l’origine de la décharge et une impulsion unique. 
 
Figure 1-11: Allure d'une décharge électrostatique typique 
L’échange d’électrons est favorisé par la combinaison de matériaux synthétiques ou métalliques et une 
atmosphère sèche. Les principales sources sont en général non-intentionnelles et d’origine humaine. Nous 
distinguons trois types d’ESD : les décharges produites par le contact avec un être humain, les décharges 
induites par le contact entre objets métalliques chargés touchant un circuit et les décharges d’un circuit sur un 
plan de référence lors d’un assemblage. Les effets de telles perturbations sur un circuit intégré peuvent aller du 
dysfonctionnement jusqu’à sa destruction.  
Pour éviter les conséquences induites par ces transitoires énergétiques, plusieurs éléments de protection 
sont intégrés dans les CI. Des structures non-linéaires tels que des diodes et des transistors sont régulièrement 
utilisées dans la conception des entrées/ sorties pour prévenir des risques de destruction. 
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2.2. Couplage des perturbations électromagnétiques 
Le couplage est le processus par lequel l'énergie émise par une source perturbatrice atteint la victime. Les 
deux types de couplage existant sont : le couplage par rayonnement et le couplage par conduction illustrés 
figure 1-12.  
 
Figure 1-12: Modes de couplage entre un agresseur et une victime 
2.2.1. Couplage par rayonnement 
Les perturbations rayonnées sont généralement couplées à un circuit par effet d’antenne. Plusieurs 
éléments présents dans l’environnement d’un circuit sont alors à l’origine de ce couplage. Les câbles 
[TAYLOR65], le boîtier de l’équipement électrique [MURANO04], la carte (ou PCB : Printed Circuit Board) 
[SIM97] et le boîtier du circuit [CAGGIANO01] [HAUWERMEIREN92] en sont les principaux acteurs. Leurs 
caractéristiques géométriques et les propriétés de leur matériau influent sur la propagation de l’onde incidente 
en fonction de la fréquence. La pénétration de l’onde est notamment modifiée par les éléments parasites et les 
résonnances de ces structures. 
Par ailleurs, selon la nature du champ véhiculé par le milieu ambiant (air), le couplage peut être inductif ou 
capacitif. Un couplage inductif est identifié lorsqu’un champ magnétique résultant d’une importante variation en 
courant dans un conducteur induit une tension parasite à travers un élément voisin (câble, piste, CI, etc.). Le 
schéma de principe de ce couplage est illustré figure 1-13.  
 
Figure 1-13: Schéma de principe d’un couplage inductif [SHNEIDER] 
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A l’inverse, la circulation de courant induit par le transfert de charge entre deux éléments présentant une 
différence de potentiel caractérise un couplage capacitif et génère un champ électrique. Ce courant parasite est 
d’autant plus élevé que la fréquence de la tension aux bornes de la capacité parasite est élevée. Les 
interconnexions et les pistes des cartes peuvent par exemple être à l’origine de ce type de couplage puisqu’il 
existe toujours une capacité non nulle entre deux éléments conducteurs. 
Le couplage entre deux éléments conducteurs est également appelé « diaphonie » (ou « crosstalk » en 
anglais). On parle alors de diaphonie inductive ou capacitive suivant la nature du couplage. 
2.2.2. Couplage par conduction 
Outre le couplage par rayonnement, le couplage par conduction est à l’origine de nombreuses défaillances 
de circuits intégrés. En effet, toute impédance commune entre deux éléments conducteurs peut transmettre un 
signal parasite et ainsi induire le dysfonctionnement des circuits connectés à leurs bornes. D’autre part, les 
signaux parasites sont également conduits par différents modes de transmission: le mode commun et le mode 
différentiel. 
2.2.2.1. Mode de transmission différentiel 
La propagation s’effectue en mode différentiel lorsque la perturbation est transmise à un seul des 
conducteurs actifs. Comme l’illustre la figure 1-14, le courant de mode différentiel se propage sur l’un des 
conducteurs, passe à travers l’élément perturbé et revient par un autre conducteur. Ce mode de transmission 
aussi appelé mode symétrique est le mode de fonctionnement de la plupart des signaux électroniques et des 
alimentations. 
 
Figure 1-14: Schéma de principe du mode de transmission différentiel 
Les signaux parasites conduits par ce mode de transmission peuvent être réduits en diminuant la distance 
entre les deux conducteurs et en créant ainsi un découplage de la perturbation. 
2.2.2.2. Mode de transmission commun 
La propagation s’effectue en mode commun lorsque le signal parasite est transmis à l’ensemble des 
conducteurs actifs. A l’inverse du courant de mode différentiel, le courant de mode commun se propage sur tous 
les conducteurs dans le même sens et revient par la masse à travers les capacités parasites (figure 1-15). 
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Figure 1-15: Schéma de principe du mode de transmission commun 
Les perturbations induites par ce mode de transmission peuvent être réduites en minimisant la distance 
entre les conducteurs et le plan de masse (ou terre) et en réduisant ainsi la boucle de mode commun formée par 
ces éléments. 
Ayant recensé les principales agressions électromagnétiques et leurs différents modes de couplage, nous 
allons désormais décrire leurs effets sur les circuits intégrés développé en technologie CMOS. 
2.3. Effets des perturbations électromagnétiques sur les circuits intégrés de 
technologie CMOS 
2.3.1. Classifications des défaillances des circuits intégrés 
Selon la norme IEC 62132 [IEC62132], les effets des perturbations électromagnétiques sur les circuits 
intégrés peuvent être classés en fonction des conséquences induites sur leur fonctionnement. Les niveaux de 
gravité définis par cette norme sont détaillés dans le tableau 1-2. Nous y distinguons quatre classes différentes 
allant du fonctionnement nominal à la destruction du circuit. 
NIVEAU OBSERVATIONS 
A Performances normales 
B Dégradations ou pertes de fonctionnalité temporaires, fonctionnement nominal récupérable après 
suppression de la défaillance 
C Dégradations ou pertes de fonctionnalité temporaires, la récupération du fonctionnement nominal 
nécessite une remise à zéro (reset) de système sous test 
D Dégradations ou pertes de fonctionnalité permanentes dues à un endommagement du système 
Tableau 1-2: Classification des niveaux de défaillances des CI induits par une perturbation électromagnétique 
Plusieurs paramètres influent sur la défaillance d’un circuit intégré. Outre les caractéristiques de la 
perturbation, la technologie et la nature des circuits intégrés ont une influence sur leur sensibilité aux bruits. Une 
perturbation peut effectivement avoir un impact différent sur le fonctionnement des circuits numériques et 
analogiques développés en technologie CMOS.  
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Afin de mieux comprendre le type de défaillances engendrées par les perturbations électromagnétiques sur 
les circuits intégrés, nous allons désormais présenter la technologie CMOS et détailleront ensuite l’impact des 
IEM sur des circuits de différentes natures. 
2.3.2. Technologie CMOS 
Le terme CMOS (Complementary Metal Oxide Semiconductor) désigne une technologie de circuits 
électroniques composés de fonctions logiques (OR, AND, NAND, etc.) réalisées à partir d’un assemblage 
symétrique de transistors MOS à effet de champ. Les circuits CMOS présentent comme avantages d’avoir une 
faible consommation en courant et un encombrement minime sur une puce. 
Pour concevoir de tels circuits, deux catégories de transistors sont alors utilisés: le transistor MOS à 
enrichissement et le transistor MOS à appauvrissement. Ces deux structures se différencient par leur conduction 
en l’absence de polarisation. On retiendra essentiellement que les transistors MOS à enrichissement sont les 
plus utilisés car ils ne consomment aucun courant en l’absence de polarisation et parce qu’ils présentent une 
forte capacité d’intégration. Ces transistors MOS sont également caractérisés par la charge de leurs porteurs 
majoritaires. On distingue ainsi deux types de transistors : les transistors MOS à canal N (ou NMOS) et les 
transistors MOS à canal P (ou PMOS).  
Le fonctionnent de ces transistors constitués de 3 ports distincts (grille, drain et source) peut être assimilé à 
celui d’un interrupteur (ou d’une source de courant) contrôlé(e) en tension. La tension grille-source VGS régule la 
création d’un canal entre le drain et la source, et contrôle ainsi l’état passant ou bloqué de la structure. Le canal 
est la zone de substrat où le courant électrique circule lorsque le transistor est sous tension. La réduction de sa 
longueur « L » (figure 1-16) favorise le transfert des électrons entre les deux zones de diffusion et augmente 
ainsi le courant disponible pour une largeur « W » identique. 
  
Figure 1-16: Coupe transversale d'un transistor MOS à canal N 
Si la tension VGS est inférieure à la tension de seuil VTH alors le transistor est bloqué car il ne conduit aucun 
porteur. Dans le cas contraire (lorsque VGS est supérieure ou égale à VTH), le transistor conduit le courant entre 
le drain et la source. Quelque soit son type, le transistor MOS se caractérise en mesurant son courant drain-
source IDS en fonction de ses tensions VDS et VGS. Illustrés figure 1-17, les trois principaux régimes qui 
définissent le fonctionnement du transistor sont: le régime bloqué (VGS < VTH), le régime linéaire (VGS ≥ VTH) et le 
régime saturé (VGS ≥ VTH et VDS > VGS - VTH).  
SOURCE 
GRILLE 
DRAIN 
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Figure 1-17: Caractéristiques d’un transistor MOS (NMOS) 
Suivant le type de transistor (NMOS ou PMOS), ces caractéristiques de transfert sont différentes. Comme 
l’illustre la figure 1-3, le transistor NMOS est passant (RDS(ON) ≈ 1 kΩ) lorsque la tension VGS est égale à 5 V. Si 
VGS est égale à 0 V alors celui-ci est bloqué et la résistance drain-source RDS(OFF) peut être considérée comme 
infinie. A l’inverse, le transistor PMOS est passant (RDS(ON) ≈ 1 kΩ) lorsque la tension VGS est égale à 0 V. Et si 
VGS est égale à 5 V alors celui-ci est bloqué en ayant une résistance drain-source RDS(OFF) considérée comme 
infinie. Il est important de souligner qu’en réalité, lorsque ces transistors sont bloqués, leur résistance drain-
source est de l’ordre de plusieurs millions d’ohms, ce qui entraine par ailleurs des consommations non-
négligeables des circuits constitués de millions de transistors. 
          
Figure 1-18: Symbole et schéma équivalent des transistors MOS 
Grâce à la symétrie de leurs caractéristiques, des fonctions logiques peuvent être développées. L’une des 
fonctions les plus simples conçue à partir de ces transistors est l’inverseur illustré figure 1-19. Cette fonction est 
obtenue en montant un transistor de type N et de type P en tête bêche.  
Si un niveau haut est appliqué à l’entrée de la structure (Vi = VDD), le transistor NMOS est passant et le 
PMOS est bloqué. La sortie est alors mise à l’état bas (Vo = Vss). Inversement, lorsque l'entrée est à l'état bas, le 
transistor P est passant et le N est bloqué. La sortie est donc à l'état haut. 
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Figure 1-19: Structure et caractéristique de transfert d’un inverseur 
2.3.3. Susceptibilité des circuits numériques 
Comme nous l’avons vu précédemment, l’évolution technologique a permis de réduire considérablement la 
consommation énergétique et les tensions d’alimentations des circuits intégrés. Cette diminution a eu de fortes 
répercussions sur leur susceptibilité aux IEM car elle tend notamment à réduire les marges de bruits et les seuils 
de commutations des circuits numériques.  
La marge de bruit caractérise le seuil de susceptibilité des portes logiques intégrées dans un circuit 
numérique. Cette marge relative à la famille logique (CMOS, TTL, etc.) permet de rendre compte de 
l’insensibilité d’un circuit aux signaux perturbateurs. Ainsi, plus cette marge est élevée, plus le circuit peut être 
utilisé dans un environnement pollué. Comme l’illustre la figure 1-6, les grandeurs NMH et NML sont 
respectivement les marges de bruits du niveau haut et du niveau bas. Un niveau de fluctuation parasite couplé à 
la tension S1 et supérieure à la marge de bruit modifie le signal d’entrée E2 (passage dans la région 
d’incertitude ou provocation d’une transition d’état non souhaitée) et génère alors une erreur logique. 
 
Figure 1-20: Marges de bruit d’un circuit 
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La réponse d’un circuit numérique à une agression électromagnétique dépend de sa technologie et de 
l’allure du signal perturbateur. Dans ce cas précis, si la durée du signal agresseur est inférieure au temps de 
réponse de la porte logique (durée avoisinant le temps de montée/ de descente de la logique), il est nécessaire 
d’augmenter son amplitude pour générer une défaillance. Le niveau et la durée du signal perturbateur sont donc 
des facteurs à prendre en considération lorsqu’on analyse la susceptibilité électromagnétique d’un circuit 
numérique. 
Selon le mode de fonctionnement des portes logiques (synchrone ou asynchrone), les défaillances des 
circuits numériques peuvent alors être caractérisées par des erreurs statiques et dynamiques lorsque la 
fréquence des perturbations est comprise dans la bande de fonctionnement du composant.  
2.3.3.1. Erreur statique  
Une erreur statique s’identifie par un changement brutal d’un niveau logique, ou par le non-respect de la 
marge statique, et résulte du couplage d’une perturbation sur un signal logique (entrée ou sortie) ou sur les rails 
d’alimentation d’une porte (VDD ou VSS). La figure 1-21 illustre les effets d’une agression radiofréquence (RF) 
couplée au signal d’entrée d’un inverseur. Si l’amplitude de la perturbation RF est suffisamment élevée pour 
atteindre les seuils de commutation de la porte (VIH_MIN et VIL_MAX), l’état logique de sa sortie change de niveau. 
Ces phénomènes sont appelés « glitchs ». 
 
Figure 1-21: Illustration d’une erreur statique provoquée sur un inverseur 
D’autre part, si la somme d’une perturbation RF et d’un signal logique ne respectent pas la marge statique 
d’une chaîne de portes, une erreur statique peut alors apparaître. La figure 1-22 illustre la susceptibilité statique 
de deux inverseurs en série. Si l’amplitude du bruit présent sur la sortie de l’inverseur n°1 est inférieure à sa 
marge statique (marge de bruit de l’état haut dans ce cas), aucune erreur n’apparaît en sortie de l’inverseur n°2. 
Cependant, si le bruit a un niveau et une durée suffisamment élevés pour dépasser la marge statique, un 
changement d’état non-souhaité apparaît à la sortie de la chaîne d’inverseurs. 
ENTREE SORTIE INVERSEUR 
VOL_MAX 
VOH_MIN 
VDD 
VIH_MIN 
VIL_MAX 
Perturbation RF 
VSS VSS 
VDD 
Glitchs 
E S 
VSS 
VDD 
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Figure 1-22: Défaillance d’une chaîne d’inverseur par non-respect de la marge statique 
Nous pouvons donc en conclure que l’amplitude d’une perturbation « in-band » est à l’origine des erreurs 
statiques induites sur les portes logiques. Néanmoins, même si le niveau de perturbation RF n’est pas suffisant 
pour générer la défaillance d’un circuit numérique dans sa bande de fonctionnement, des erreurs dynamiques 
peuvent être appréhendées. 
2.3.3.2. Erreur dynamique  
Une erreur dynamique s’identifie par l’apparition d’un changement d’état indésirable lié à la 
désynchronisation d’un signal logique (apparitions des fronts retardées ou avancées) résultant d’une 
perturbation de l’alimentation, d’un signal d’horloge ou d’un signal logique. Comme l’illustre la figure 1-23, 
l’agression d’un signal logique modifie ses instants de commutation en retardant ou en avançant l’apparition de 
ces fronts. Ce phénomène appelé « jitter » peut créer une désynchronisation d’une porte et ainsi générer des 
erreurs logiques dans une chaîne de portes logiques [ROBINSON03] [LAURIN95].  
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VOL_MAX 
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Figure 1-23: Illustration d’une erreur dynamique sur un inverseur 
Une marge de délai peut alors être définie pour décrire le fonctionnement dynamique d’une chaîne de porte. 
Cette marge détermine le délai maximal admissible pour ne pas entraîner une désynchronisation et des 
changements d’état intempestifs. 
Par conséquent, les marges de bruit et de délai définissent la sensibilité des circuits numériques. 
Indépendamment, la symétrie du seuil de commutation et la bande passante d’une famille logique caractérisent 
aussi leur susceptibilité au bruit.  
En effet, le caractère passe-bas des transistors bipolaires et MOSFET tend à améliorer la susceptibilité des 
circuits numériques lorsque la fréquence de la perturbation augmente. Nous distinguons ainsi deux types de 
perturbations : les perturbations « in-band » et « out-of-band » dont les fréquences sont respectivement 
inférieures et supérieures à la fréquence de fonctionnement du composant. Les défaillances induites par une 
perturbation « out-of-band » diffèrent de celles présentées précédemment. Plusieurs études [MAURICE97] 
[FORCIER79] montrent que ce type d’agression perturbe les circuits par des effets de rectification. Ces 
phénomènes résultent notamment d’effets de redressement induits par les jonctions PN. La détection de 
l’enveloppe du signal RF par la jonction crée un offset qui modifie les points de fonctionnements et les 
caractéristiques I(V) des transistors. En d’autres termes, les non-linéarités translatent l’énergie haute fréquence 
aux fréquences quasi-continues. Cette translation d’énergie crée un nouveau signal pouvant appartenir à la 
bande de fonctionnement de la logique et ainsi causer des défaillances dans le circuit. La capacité de 
rectification d’un transistor dépend essentiellement de ces paramètres technologiques telles que sa capacité de 
grille (ou de base), sa résistance du canal et sa transconductance [FORCIER79]. Enfin, il est important de 
souligner que ces effets peuvent se manifester quelque soit la nature du circuit puisque tous les types de 
transistors sont constitués de jonctions PN (bipolaires ou MOSFET). 
Afin de comparer les familles TTL et CMOS, plusieurs caractéristiques de fonctionnement telles que la 
bande passante et la marge de bruit sont recensées dans le tableau 1-3. Selon [MARDIGUIAN], la bande 
passante BP d’une famille logique peut être calculée à partir de son temps de montée en fonction de l’équation 
suivante : BP = 0,35/tm, avec tm : temps de montée de la famille logique.  
ENTREE SORTIE INVERSEUR 
VOL_MAX 
VOH_MIN 
VDD 
E S 
VSS 
VDD 
VSS 
VIH_MIN 
VIL_MAX 
Perturbation RF 
VSS 
VDD 
Jitter 
Marge  
de délai 
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FAMILLE 
LOGIQUE 
TEMPS DE  
MONTEE/ DESCENTE (ns) BANDE PASSANTE (MHz) 
MARGES DE BRUIT 
Etat Bas (V) Etat Haut (V) 
CMOS 5 V 70/ 70 5 1.2 1.2 
CMOS 12 V 25/ 35 12 4 4 
HCMOS 3.5/ 3.5 100 0.9 1.4 
TTL 10/ 8 35 0.4 0.7 
TTL-LS 10/ 4 50 0.4 0.7 
TTL-S 3/ 2.5 125 0.3 0.5 
Tableau 1-3: Bandes passantes et Marges de bruit des logiques CMOS et TTL [GOUEDARD05] 
Nous remarquons que les familles TTL ont des temps de montée globalement inférieurs à ceux des familles 
CMOS, ce qui élargie les bandes de fréquences dans lesquelles les perturbations sont « in-band ». De plus, à 
l’inverse des familles CMOS, les familles TTL ont des marges de bruit à l’état bas qui sont inférieurs à celle de 
l’état haut. Ainsi, étant donné que leur seuil de commutation n’est pas symétrique et que leur bande passante 
est supérieure à celle des familles CMOS, nous pouvons en conclure que les circuits de type TTL (-LS : Long 
Schottky, -S : Schottky) sont les plus sensibles aux perturbations. 
2.3.4. Susceptibilité des circuits analogiques 
Contrairement aux circuits numériques, les circuits analogiques sont très sensibles aux perturbations 
électromagnétiques. Leurs défaillances ont néanmoins la particularité d’être temporaires et de disparaitre dès 
que l’agression est supprimée. Dans la bande de fonctionnement des circuits, il faut généralement peu d’énergie 
pour venir les perturber et ce quelque soit leur fonction (tableau 1-4). Par exemple, une fluctuation d’alimentation 
de 10 mV suffit pour perturber une boucle a verrouillage de phase. 
FONCTION 
ANALOGIQUE 
Boucle à Verrouillage 
de Phase (PLL) 
Comparateur 
Analogique 
Convertisseur Analogique-
Numérique (12 bits, VDD = 2.5 V) 
Amplificateur 
RF Faible Bruit 
SEUIL DE 
SENSIBILITE 10 mV 1 mV 600 µV 10 µV 
Tableau 1-4: Exemples de sensibilité de fonctions analogiques [BENDHIA06] 
Les défaillances induites s’illustrent par des dégradations de performances [LARSON79] [FIORI00]. Au-delà 
de leur fréquence de coupure, les défaillances sont principalement des créations d’offsets résultant des mêmes 
détections d’enveloppes que ceux présentés précédemment [FIORI02].  
La figure 1-24 illustre l’exemple d’une injection de courant simulée sur un transistor MOS monté en diode où 
le drain et la source sont communs. La fluctuation de courant IEMI ajoutée sur le drain du transistor provoque une 
dérive de son point de fonctionnement (P0 → PEMI). Cette dérive résulte d’un offset négatif induit par la 
perturbation de la tension VD0.  
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Figure 1-24: Effet de rectification sur un transistor MOS    
Ce type de montage est utilisé pour la conception d’amplificateurs et notamment comme élément d’entrée 
des « miroirs de courant » (figure 1-25). Les miroirs de courant sont fréquemment utilisés pour polariser les 
blocs fonctionnels analogiques tout en réalisant des fonctions simples telles que des multiplications et des 
additions. 
 
Figure 1-25: Miroir de courant 
Essentiels à la conception des systèmes électroniques, les circuits analogiques doivent donc être 
systématiquement protégés par des filtres pour éviter leur perturbation car ils fournissent souvent des références 
vitales aux bons fonctionnements d’autres circuits. Par exemple, la perturbation des régulateurs de tension et 
des boucles à verrouillage de phase peuvent respectivement être à l’origine d’une diminution de l’alimentation et 
d’apparition de « jitter » sur les horloges d’un circuit intégré. 
 
 
 
 
I1 I2
M1 M2
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3. Prédiction de la susceptibilité des circuits intégrés 
Au cours de ces dernières années, l’évolution technologique a très nettement réduit les marges de bruit des 
circuits intégrés. La sensibilité aux bruits résultante de cette évolution est une cause récurrente de leur « re-
design ». Autrefois qualifié après fabrication (figure 1-26), les performances CEM des composants sont 
aujourd’hui étudiées dès leur phase de conception afin de réduire leur temps et coût de production. Pour mener 
à bien ces études, l’utilisation de flots et d’outils de simulations est donc devenue incontournable. 
 
Figure 1-26: Flot de conception des CI 
Par ailleurs, la plupart des équipementiers exigent des modèles prédictifs précis car les CI sont soumis à 
des contraintes CEM très strictes selon leur domaine d’application. L’architecture des CI étant tenue secrète par 
les fondeurs, ces demandes s’opposent régulièrement à des problèmes de confidentialité. Plusieurs normes et 
techniques de modélisation telle que [ICEM06] ont ainsi été développées pour étudier rapidement l’émission et 
l’immunité des CI dans le domaine fréquentiel, tout en répondant aux exigences industrielles. Dans cette partie, 
nous nous focalisons uniquement sur la modélisation de circuit dont la susceptibilité est mesurée par couplage 
conduit. Quelque soit la nature du composant, la prédiction de sa susceptibilité aux IEM nécessite une 
modélisation précise du chemin d’injection sur lequel la perturbation est véhiculée et de la fonction interne 
agressée.  
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3.1. Modélisation de l’environnement de test 
La perturbation RF couplée au circuit agressé est véhiculée à travers plusieurs éléments conducteurs tels 
que les câbles, la carte d’application, le boitier du CI ou encore le système d’injection utilisé lors des mesures de 
susceptibilité. En fonction de leurs propriétés physiques et géométriques, ces éléments peuvent avoir une 
influence non négligeable sur les caractéristiques de l’onde perturbatrice ainsi que sur la susceptibilité du circuit. 
Les méthodes de modélisation étant diverses et variées, nous allons réaliser un état de l’art succinct pour 
chacun de ces paramètres. 
3.1.1. Modèle de câble 
Similaire à une ligne de transmission, tout câble de longueur « l » peut être décomposé en une succession 
de cellule d’une longueur inférieure à λ/10 (figure1-27). Cette cellule est composée de deux éléments séries L et 
R et de deux éléments parallèles G et C. R correspond à la résistivité finie du matériau conducteur et caractérise 
les pertes par effet Joule de la ligne. L’inductance par unité de longueur L est le quotient du flux du champ 
magnétique induit par le courant traversant le conducteur. La conductance G et la capacité linéique C 
caractérise respectivement les pertes diélectriques le long de la ligne et l’influence électrostatique entre le 
conducteur et le potentiel référent le plus proche (masse ou terre). Le nombre « n » de cellule est définie en 
fonction de la longueur de la ligne et du domaine fréquentiel de validation du modèle : (l/n) < λ/10 avec l/n : 
longueur d’une cellule. 
 
Figure 1-27: Eléments linéiques d’une cellule modélisant un tronçon de ligne 
Le calcul analytique, la mesure d’impédance et l’extraction par éléments finis sont les principales méthodes 
pour déterminer les valeurs des éléments linéiques par unité de longueur [BUCCELA05] [CUVILLIER06]. 
[IDIR09] montrent que la précision des modèles de ligne dans le domaine fréquentiel et temporel peut être 
améliorée en prenant en compte les pertes cuivre et diélectrique.  
Les pertes cuivre se caractérisent essentiellement par effet Joule. La variation de ces pertes en fonction de 
la fréquence du courant résulte d’un phénomène électromagnétique appelé effet de peau. A fréquence élevée, 
cet effet provoque la décroissance de la densité de courant à mesure que l'on s'éloigne de la périphérie du 
conducteur. La largeur de la zone où se concentrent les courants HF en est ainsi réduite. Cette réduction de 
section utile induit alors une augmentation de pertes par effet joule résultant de l’augmentation de la résistance 
du câble. L’effet de peau se modélise par un réseau d’éléments résistifs et inductifs séries mis en parallèles 
[WHEELER77].  
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Symbolisés par la conductance et la capacité linéique de la ligne, les pertes diélectriques résultent 
généralement d’une fuite de courant entre deux conducteurs isolés par des isolants solides ou liquides. Lorsque 
deux conducteurs sont situés dans le vide, aucun courant de conduction ne peut circuler de l’un à l’autre. C’est 
approximativement le cas dans l’air qui est très bon isolant s’il n’est pas trop humide. L’effet de ces pertes est 
donc négligeable lorsque les conducteurs ne sont pas isolés. Il est en revanche nécessaire de considérer ces 
pertes pour modéliser les types de câble véhiculant de fortes puissances [IDIR09]. Le modèle des pertes 
diélectriques d’une ligne peut être extrait par logiciel de simulation électromagnétique (méthode d’éléments finis) 
ou déduit par calcul analytique [VEIJOLA88]. 
3.1.2. Modèle de circuit imprimé  
Les propriétés physiques et géométriques d’un circuit imprimé peuvent avoir une influence significative sur 
le signal perturbateur. Les pistes et différents plans (masse et alimentation) qui le constituent sont notamment 
les éléments les plus influents sur le courant véhiculé au CI.  
Les pistes sont des lignes de transmission de type microruban. Plusieurs études [HAMMERSTAD75] 
[WHEELER77] [SHNEIDER68] montrent qu’il est possible de calculer les composantes linéiques d’une ligne 
microruban à partir de sa géométrie. Les équations développées par Hammerstad en 1975 permettent par 
exemple de développer un modèle de ligne précis en calculant son impédance caractéristique ZC en fonction du 
rapport W/h, où w est largeur du conducteur et h sa hauteur vis-à-vis du plan de masse le plus proche. Les 
relations entre cette impédance et les composantes linéiques de la ligne sont établies à partir de la vitesse de 
propagation.  
Les pertes induites par ces lignes sont principalement les mêmes que celles présentées précédemment. 
Plusieurs études montrent l’importance d’inclure ces pertes dans les modèles de piste pour qu’ils soient valides 
dans les domaines temporel [GORDON92] [SVENSSON01] et fréquentiel [PUCEL68] [HJELLEN97]. Selon 
[ENGIN04] [ENGIN10], les pertes diélectriques prédominent les pertes cuivre lorsque la fréquence du signal 
véhiculé à travers la ligne est inférieure au giga hertz car la conductance varie linéairement avec la fréquence, 
contrairement à la composante résistive de l’effet de peau. Le modèle de Debye est l’une des méthodes 
d’extraction les plus utilisées pour développer un modèle discret des pertes diélectriques d’une ligne microruban 
[BRANCH02] [ZONG04] [ZHANG10]. 
Les plans d’alimentation et de masse d’un PCB forment des guides d’onde parallèles susceptibles d’être 
d’excellents chemins de couplage pour véhiculer du bruit. Le bruit couplé à ces structures peut détériorer 
l’intégrité des signaux véhiculés sur un PCB par mode conduit ou rayonné. Il est donc essentiel de modéliser ces 
plans lors de la conception d’un circuit imprimé pour minimiser l’effet de ces structures sur les signaux et ainsi 
réduire les problèmes CEM. Le comportement de ces plans d’alimentation peut être modélisé de trois manières 
différentes. La première méthode de modélisation est numérique et s’appuie sur l’utilisation des simulateurs 
électromagnétiques 2D (plan à deux dimensions : x, y) et 3D (plan à trois dimensions : x, y, z). La seconde est 
basée sur des modèles SPICE équivalents [KIM02]. Et la troisième s’inspire des modèles de cavité résonante.  
Chapitre 1 : Susceptibilité des circuits intégrés face aux perturbations électromagnétiques 
M. Deobarro – Université de Toulouse 49 
 
Les techniques PEEC [RUEHLI72] (Partial Element Equivalent Circuit) et FDTD [YEE66] (Finite-Difference-
Time-Domain) employées par les simulateurs électromagnétiques sont souvent utilisées pour étudier l’intégrité 
du signal sur un circuit imprimé. Bien que ces méthodes soient précises, elles requièrent des temps de 
simulation élevés et d’importants espaces mémoires. Pour s’affranchir des inconvénients des simulateurs 
électromagnétiques, [KIM02] propose de modéliser les plans d’alimentation des circuits imprimés par une 
matrice de cellules composées d’éléments discrets. [XU02], [NA02] et [WANG06] proposent également de 
calculer la matrice d’impédance des réseaux d’alimentation et d’en déduire un modèle discret équivalent. Cette 
technique utilise un modèle de cavité résonante dont les principales composantes sont déduites à partir des 
modes de propagation, la géométrie et l’angle de perte diélectrique du PCB. La particularité de ces méthodes 
est de développer des modèles précis et simulables par tous simulateurs SPICE, dans les domaines temporel et 
fréquentiel. 
3.1.3. Modèle de système d’injection 
Le système d’injection utilisé pour injecter un courant par couplage capacitif (DPI) est relativement simple à 
modéliser puisqu’il est seulement constitué d’une capacité CDPI dont le modèle équivalent se compose d’une 
capacité C, d’une inductance L et d’une résistance R montées en série. Le profil d’impédance de la capacité 
d’injection mesurée à l’analyseur de réseau fournit des informations essentielles telles que la fréquence de 
résonnance pour définir la valeur de chaque composante du modèle [ALAELDINE08]. 
L’injection de courant par couplage inductif (BCI) est en revanche plus difficile à modéliser car le système 
d’injection est composé d’une pince d’injection et d’un câble. La difficulté réside essentiellement dans la 
modélisation de la pince où l’effet de peau est important à hautes fréquences et de son couplage sur les 
conducteurs.  
En 1986, [SULTAN86] propose de modéliser l’injection de courant sur un toron de câbles par un générateur 
de Thévenin pour évaluer l’influence du positionnement de la pince sur la ligne de transmission. La source de 
tension et l’impédance du générateur équivalent sont définies à partir du calcul des mutuelles d’inductance entre 
pince et conducteurs. La complexité de ces calculs rend le protocole de modélisation long à mettre en œuvre. 
Malgré l’accessibilité de cette méthode, la précision du modèle est limitée dans le domaine fréquentiel.  
Depuis, de nombreuses études [ORLANDI03] [LAFON08] ont été réalisées afin de trouver un bon 
compromis entre le temps nécessaire pour développer un modèle d’injection et sa précision. [UWE05] propose 
par exemple de modéliser la pince d’injection par une table SPICE spécifiant l’impédance de transfert entre la 
pince et le conducteur, en fonction de la fréquence du signal injecté. Bien que cette technique permette de 
modéliser le système d’injection rapidement, le modèle développé manque de précision.  
Les approches proposées par [GRASSI07] soulignent par ailleurs l’importance de caractériser le système 
d’injection pour modéliser sa réponse fréquentielle avec précision. Deux approches de modélisation sont 
proposées et comparées à partir des mesures d’impédance de la structure d’injection. L’approche la plus 
explicite permet une modélisation par éléments discrets de type R, L et C. Malgré sa précision, cette méthode 
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requière des connaissances approfondies des caractéristiques physiques du système d’injection. Pour 
s’affranchir de cette analyse physique, une méthode de modélisation implicite par boîte noire  (black box 
modeling) est alors proposée. La comparaison de ces modèles montrent que quelque soit l’approche utilisée, 
implicite ou explicite, la réponse fréquentielle de la structure d’injection BCI est modélisée avec une excellente 
précision. 
Cet état de l’art met notamment en valeur l’importance de caractériser un système d’injection pour 
modéliser précisément son comportement électrique dans le domaine fréquentiel.  
3.1.4. Modèle de boitier 
Face à l’évolution technologique (miniaturisation des circuits, augmentation des vitesses de fonctionnement, 
etc.) et notamment à l’augmentation des entrées/ sorties (E/S), le nombre de broches des boitiers n’a cessé de 
se multiplier au cours de ces dernières années. Pour minimiser leur encombrement, les concepteurs ont été 
contraints de développer de nouveaux boitiers. La première évolution significative est apparue dans les années 
80 avec le montage en surface des composants. Dès lors, les premiers boîtiers de types SOP (Small Outline 
Package) et QFP (Quad Flat Package) ont fait leur apparition pour remplacer les boîtiers de type DIP (Dual 
Inline Package) soudés sur PCB par l’intermédiaire de trous. C’est ensuite au cours des années 90 qu’une 
nouvelle technique d’assemblage est apparue. Les boîtiers BGA (Ball Grid Array) à matrice de bille résultant de 
cette évolution ont la particularité d’intégrer un très grand nombre d’E/S sur des surfaces relativement faibles. 
Enfin, depuis l’émergence de la téléphonie mobile, deux nouvelles techniques tendent à se développer pour 
optimiser l’intégration des systèmes électroniques: l’intégration de plusieurs puces dans un même boitier (figure 
1-28) et de plusieurs circuits sur un même substrat (SIP : System-In-Package, figure 1-29). 
                                                  
Figure 1-28: Empilement de puces                             Figure 1-29: Multiple circuits sur même substrat 
                                                                                              (Technologie de type SIP) 
Bien que ces méthodes d’intégrations permettent de réduire l’encombrement et le coût de production, la 
proximité des circuits peut induire de nombreux problèmes d’interférences électromagnétiques.  
Par ailleurs, il est important de souligner que les effets parasites des boîtiers ont également été à l’origine 
de ces évolutions. Les caractéristiques physiques des « leads » et fils de « bondings » qui les constituent (figure 
1-30) peuvent influencer l’intégrité des signaux véhiculés dans le circuit intégré [FAIRCHILD03].  
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Figure 1-30: Vue en coupe d’un boîtier de type QFP (Quad Flat Package) 
Pour évaluer l’impact des boitiers sur l’intégrité des signaux, plusieurs articles proposent différentes 
méthodes de modélisation. Les simulateurs électromagnétiques 2D et 3D offrent la possibilité de résoudre les 
équations de Maxwell appliquées à des géométries complexes des « leads » et « bondings » à partir de 
techniques de calcul spécifiques telle que la méthode PEEC [RUEHLI72]. Cette méthode basée sur une 
approximation quasi-statique simplifie la résolution des équations de Maxwell en supposant que la vitesse de 
propagation de l’onde est infinie dans une structure équipotentielle d’une longueur donnée. Bien que ces solvers 
électromagnétiques puissent extraire les éléments discrets d’un boitier [YANG95], les temps de calcul requis 
sont néanmoins un inconvénient puisqu’ils peuvent atteindre plusieurs jours dans certains cas [KELANDER04]. 
Pour éviter de consacrer trop de temps à la modélisation d’un boitier, [LIN97] et [ZHAO08] montrent qu’un 
modèle discret peut être facilement déduit à partir d’une caractérisation à l’analyseur de réseau puisque le profil 
d’impédance mesuré donne des informations essentielles (pentes, fréquences de résonnance, etc.) à son 
développement.  
Le tableau 1-5 présente différents types de boîtiers et l’ordre de grandeur des inductances équivalentes à 
leurs éléments conducteurs. Cette analyse comparative montre que l’évolution des boîtiers (DIL → MCSP) a 
grandement contribué à la diminution de leur inductance équivalente et a ainsi minimisé leurs effets parasites. 
 
Tableau 1-5: Caractéristiques des éléments parasites de différents boitiers [SICARD06] 
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3.2. Modélisation de l’architecture interne des circuits intégrés 
La modélisation des CI pour analyser leur susceptibilité aux agressions électromagnétiques est une tâche 
compliquée à réaliser car la complexité de leur architecture et les effets non-linéaires de certaines structures 
internes complexifient le développement de modèles valides dans le domaine fréquentiel. Par ailleurs, un 
modèle doit être en mesure de traduire le comportement d’un circuit en fonctionnement nominal ou perturbé, et 
ce quelque soit le type d’agression (permanente ou transitoire). Afin de faire face à ces difficultés et respecter 
les contraintes de confidentialité industrielle, les approches visant à modéliser les circuits de différentes natures 
n’ont cessé de se diversifier au cours des trente dernières années. Les principales méthodes de modélisation 
existantes à ce jour sont : les modèles à l’échelle transistor, les modèles empiriques, les modèles 
comportementaux et les macro-modèles. 
3.2.1. Modèle à l’échelle transistor 
Les premiers modèles d’immunité ont été développés en 1979 pour étudier le comportement de circuits 
analogiques vis-à-vis de perturbation RF [WHALEN79] [LARSON79]. Ces modèles conçus à l’échelle transistor 
leur permettaient de faire apparaître les effets de rectification induits par l’agression de jonction PN. Bien que 
leur précision fût satisfaisante, les temps de calcul requis par le simulateur SPICE utilisé étaient trop importants. 
Suite à ces études, il était donc fondamental de se focaliser sur la minimisation des temps de calculs pour 
analyser le comportement CEM des circuits. La simplification des modèles d’immunité et l’amélioration des 
méthodes de résolution utilisée par le simulateur devenaient alors une nécessité. C’est ainsi qu’en 1980 
[CHEN80] proposa une approche de modélisation différente afin de simplifier le modèle d’un amplificateur 
opérationnel (AOP) de type 741 et ainsi réduire les temps de simulation. Constitué de deux transistors, la 
particularité de ce modèle était d’avoir une précision comparable au modèle complet qui en contenait 25 et de 
diviser le temps de simulation par 10. Par la suite, [HATTORI98] proposa une nouvelle méthode de résolution 
appelée « harmonic balance » pour étudier l’impact d’une agression sur des transistors bipolaires et des 
amplificateurs différentiels, en réduisant les temps de simulation. 
Malgré les solutions proposées pour optimiser les temps de simulation et l’évolution des vitesses de calcul, 
cette méthode n’est pas la mieux adaptée pour modéliser des circuits car les critères de confidentialité requis 
par les industriels ne sont pas respectés. Néanmoins, les concepteurs ont régulièrement recours à cette 
approche pour simuler le comportement électrique et électromagnétique des CI durant leur phase de conception 
puisqu’ils ont la possibilité d’utiliser de puissants calculateurs et n’ont aucun souci de confidentialité en interne. 
3.2.2. Modèle empirique 
Cette méthode analytique a été développée pour être en mesure d’étudier facilement et rapidement des 
défauts induits par des agressions RF dès la phase de conception d’un circuit. Ces modèles ont la particularité 
de donner une estimation du seuil de susceptibilité d’un circuit sans être contraint d’analyser son activité interne. 
[ROBINSON03] propose par exemple d’utiliser cette approche pour étudier l’effet du « jitter » sur les marges de 
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délai d’un circuit numérique. Cette technique de modélisation est également utilisée par [LAURIN91] pour 
prédire les délais induits par des perturbations « in-band » sur une chaîne d’inverseurs de type CMOS.  
Cette approche empirique est donc adéquate pour modéliser l’immunité d’un CI dont la structure interne est 
confidentielle puisque le développement d’un modèle nécessite peu d’informations sur son architecture. 
3.2.3. Modèle comportemental 
Similaire à l’approche empirique, le développement de modèles comportementaux ne nécessite aucune 
connaissance sur l’architecture et l’implantation d’un circuit. Seules des mesures d’impédance et d’immunité 
sont requises pour concevoir de tels modèles. Selon la méthode utilisée, ces modèles peuvent également 
traduire les comportements non-linéaires d’un circuit.  
Les modèles comportementaux sont apparus dans les années 90 avec le développement du modèle IBIS 
[IBIS]. Ce modèle décrit le comportement des buffers et des structures de protection des E/S d’un circuit intégré, 
ainsi que les effets parasites de son boîtier. A l’origine conçus pour étudier l’intégrité des signaux des circuits 
numériques dans le domaine temporel [TEHRANI96], ces modèles ont par la suite été utilisés pour évaluer le 
bruit induit par la commutation des E/S [VARMA04]. Bien que ces modèles soient limités dans le domaine 
fréquentiel, il est important de souligner que les fichiers IBIS sont souvent utiles pour analyser le comportement 
électromagnétique des E/S puisqu’ils donnent des informations essentielles à leur modélisation (modèle discret 
du boitier, comportement électrique des éléments de protection, etc.) [FU07].  
Pour évaluer l’impact d’agression RF sur d’autres blocs fonctionnels d’un CI, [CHAHINE06] propose 
d’utiliser une fonction mathématique déduite à partir d’un réseau neuronal. Cet article montre que l’immunité 
d’un inverseur CMOS peut être prédite mathématiquement avec une précision satisfaisante qui est inférieure à 3 
dB entre 15 MHz et 100 MHz.  
Plus récemment, [LAFON09] prédit l’immunité d’un transceiver LIN, d’un transistor BC 847 et d’un capteur 
capacitif à l’aide de boîtes noires. Ces modèles sont déduits par la résolution de fonctions polynomiales dont les 
vecteurs d’entrée sont les mesures de paramètres S des circuits. Bien que les comparaisons mesures-
simulations montrent que l’immunité des circuits est prédite avec précision jusqu’à 3 GHz, le domaine de validité 
des modèles est limité par l’impédance d’entrée des circuits. Pour que ces modèles soient valides dans le 
domaine fréquentiel, l’agression RF ne doit pas induire des effets non-linéaires tel que le déclenchement des 
structures de protection ESD (« Electro Static Discharge »), puisque les mesures de caractérisation permettant 
de développer les modèles sont réalisées avec des niveaux de puissance inférieurs à la puissance incidente 
requise pour perturber le CST.  
En revanche, l’utilisation du VHDL AMS est adéquate pour modéliser un CI quelque soit l’impact de 
l’agression sur son fonctionnement. Ce langage simplifie considérablement la modélisation EMC et garantie les 
exigences des industriels en terme de confidentialité [PERDRIAU04]. Cette méthode peut également être 
complémentaire aux simulations SPICE et donc être bien adaptée pour décrire le comportement haut niveau de 
circuits mixtes et de systèmes complexes [FRANK08]. 
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3.2.4. Macro-modèles 
La macro-modélisation a initialement été pensée pour simplifier la prédiction du comportement CEM des 
circuits intégrés et respecter les clauses de confidentialité des industriels. Contrairement aux approches 
empiriques et comportementales, cette technique est beaucoup plus proche de l’architecture même du 
composant. Son principe est de modéliser la fonction ou la structure d’un circuit agressée par un réseau 
d’impédance traduisant son comportement électrique en fonctionnement nominal et perturbé. A ce jour, de 
nombreuses normes de modélisation telles que LECCS (« Linear Equivalent Circuit and Current Source »), IMIC 
(« I/O Interface Model for Integrated Circuits ») et ICIM (« Integrated Circuit Immunity Model ») s’inspirent de 
cette approche pour prédire l’immunité d’un circuit.  
 
Le modèle LECCS est à l’origine utilisé pour modéliser les « buffers » des E/S et ainsi évaluer le niveau de 
courant véhiculé sur les rails d’alimentation d’un CI [WADA08]. Traduisant le comportement fréquentiel de la 
structure modélisée, l’impédance interne de ce modèle peut fournir une estimation de sa susceptibilité.  
 Le modèle IMIC proposé en 2001 par la JEITA (« Japan Electronics and information Technology industries 
associations ») est une version évolué du modèle comportemental IBIS [JEIT01]. Comparé à ce dernier, son 
principal avantage est d’introduire un modèle discret équivalent aux rails d’alimentation du CI. 
Le modèle ICIM est dérivé du modèle ICEM (« Integrated Circuit Emission Model ») développé pour étudier 
l’émission des circuits intégrés. C’est en 2003 que [BAFFREAU03] proposa de s’inspirer de la norme ICEM pour 
prédire l’immunité d’un circuit numérique. L’idée est de remplacer la source de courant décrivant l’activité interne 
du circuit par une impédance équivalente de son cœur numérique. Bien que cette proposition soit ingénieuse, le 
modèle d’immunité déduit est limité à l’étude du comportement du réseau distribué de l’alimentation. Selon le 
critère de défaillance choisi (signal de sortie, jitter sur l’horloge, etc.), l’unique impédance du cœur ne serait pas 
suffisante pour étudier l’immunité d’un circuit. 
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4. Conclusion  
L’évolution technologique a donc grandement contribué à l’amélioration des performances des circuits 
intégrés mais aussi entraîné une augmentation de leur susceptibilité vis-à-vis des perturbations 
électromagnétiques. Comme nous l’avons vu dans ce chapitre, la constante diminution des marges de bruit rend 
les circuits de plus en plus sensibles aux agressions RF. Pour éviter qu’elles aient des conséquences sur leur 
fonctionnement voire des endommagements irréversibles, il est nécessaire que chaque fondeur se mobilise sur 
la résolution des problématiques liées à la CEM.   
Bien que la compatibilité électromagnétique des composants soit étudiée depuis presque un demi-siècle, 
les fondeurs ont toujours été perplexes sur l’utilité d’introduire ce type d’étude dans le flot de conception de leurs 
circuits. Or, au vue de l’avancement technologique (diminution de la  technologie CMOS, intégration des circuits 
dans un même boîtier ou sur un même substrat, effervescence des outils de télécommunication, etc.) et de la 
sévérité des normes de qualification, ils sont aujourd’hui contraints d’évaluer à la fois la sensibilité et l’émissivité 
de leurs circuits intégrés. Jusqu’à ce jour, ces études étaient réalisées par mesures, après fabrication du produit. 
Mais en constatant le nombre de circuits non-conformes aux normes CEM lors des phases de qualifications, il 
est devenu fondamental d’étudier le comportement électromagnétique des circuits à l’aide de modèle précis, dès 
leur phase de conception.  
En vue de réduire la susceptibilité des circuits intégrés face aux agressions électromagnétiques, nous 
avons donc conçu un véhicule de test dont l’architecture interne a été élaborée de manière à évaluer plusieurs 
règles de conception de circuits numériques. Des capteurs de tension y ont été intégrés pour caractériser la 
propagation des IEM injectées en mode conduit et évaluer la précision des modèles développés.  
Nous utiliserons deux approches différentes pour modéliser certains blocs sensibles de notre véhicule de 
test : la modélisation à l’échelle transistor et la macro-modélisation. La comparaison de ces deux approches 
nous permettra notamment de définir la plus appropriée au contexte industriel. 
Les études réalisées sur ce circuit nous permettront ainsi d’étudier la propagation des perturbations 
électromagnétiques à l’intérieur du circuit mais également de valider le flot de modélisation et les outils de 
simulation que nous proposerons dans ce manuscrit.  
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CHAPITRE 2  
Etude des mécanismes de couplage des ondes électromagnétiques 
en mode conduit sur un circuit intégré 
Dans ce chapitre, nous analysons la propagation des perturbations électromagnétiques véhiculées à 
l’intérieur d’un circuit développé en technologie SMOS8MV® 0,25 µm dans lequel plusieurs capteurs de tension 
asynchrones ont été intégrés. Cette méthode de mesure innovante a l’avantage de caractériser précisément les 
interférences électromagnétiques présentes au cœur du circuit intégré tout en s’affranchissant des limites des 
mesures externes. Les informations déduites de ces mesures donnent des indications précises sur la sensibilité 
des blocs implémentés dans notre véhicule de test et permettent d’améliorer nos connaissances sur la 
propagation des interférences à l’intérieur des CI.  
1. Nécessité de caractériser la propagation des interférences en mode 
conduit 
1.1. Problématiques 
Avec l’évolution technologique, la sensibilité des circuits intégrés a augmenté de telle sorte que les 
problèmes de compatibilités électromagnétiques sont aujourd’hui récurrents [RAMDANI09]. Pour minimiser les 
temps de développement et réduire les coûts de production, les concepteurs ont donc été contraints d’anticiper 
les risques de défaillances des circuits dès leurs phases de conception. Pour cela, de nombreux outils et autres 
méthodes de prédiction ont été développés ces dernières années [OKUMOTO04] [STEINECKE06] [ICEM06]. 
Malgré les progrès considérables réalisés en termes de modélisation et de mesure, les techniques mises en 
œuvre pour caractériser la susceptibilité des circuits sont encore limitées. Les tests d’immunité décris par les 
normes demandent effectivement à ce que la sensibilité d’un circuit soit analysée en observant uniquement les 
niveaux de tension (et/ou de courant) présents à ses bornes. Or, il serait crucial pour tout concepteur de 
caractériser le bruit véhiculé sur la puce pour que la sensibilité des fonctions perturbées soit réellement définie. 
Ces informations permettraient par ailleurs de quantifier les effets induits par le boîtier, les interconnexions et le 
découplage du circuit, ce qui faciliterait alors l’optimisation de son design et sa modélisation. 
Pour répondre à ces besoins, plusieurs types de capteurs sur puce ont ainsi été proposés ces quinze 
dernières années. Les résultats publiés par [TAKAMIYA02] et [KRUPPA06] ont montré que ces outils de 
mesures ont l’avantage de caractériser précisément l’intégrité des signaux, le couplage substrat, les bruits de 
commutation sur les alimentations et les diaphonies entre interconnexions. Les systèmes intégrés dans ces 
capteurs peuvent être classés selon deux catégories. La première catégorie considère tous les circuits 
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permettant de capturer la forme d’onde d’un signal périodique. Généralement basé sur le principe 
d’échantillonnage des oscilloscopes, ces systèmes sont souvent constitués d’échantillonneurs-bloqueurs 
spécialement élaborés pour mesurer des signaux rapides sur une large bande de fréquence [BENDHIA99] 
[SHEPARD01]. La seconde catégorie englobe tous les systèmes permettant de détecter la présence de bruit à 
l’intérieur d’un CI. Essentiellement constitués de comparateurs, ces circuits ont la particularité de détecter la 
présence d’un défaut (jitter et/ou amplitude) sur un signal sans avoir à reconstituer sa forme d’onde 
[MUTHAROGLU04] [SCHAUB08].  
Bien que ces techniques de mesures aient montré toute leur efficacité pour quantifier les niveaux de 
puissance émis en mode conduit [VRIGNON05], elles ont jusqu’à présent été très peu utilisées pour analyser la 
sensibilité des circuits intégrés aux interférences électromagnétiques (IEM) [LAMOUREUX06]. Par conséquent, 
nous avons décidé d’intégrer plusieurs capteurs de tensions dans un circuit spécialement conçu pour étudier la 
propagation du bruit injecté en mode conduit. 
1.2. Objectifs 
Au vu de la difficulté de synchroniser la perturbation incidente avec la logique de contrôle des capteurs, 
nous avons choisi d’implémenter des capteurs de tension asynchrones  dans notre véhicule de test pour 
caractériser la propagation d’IEM injectées sur les alimentations d’un bus d’E/S et d’un bloc numérique. Pour 
cela, nous décrirons dans un premier temps l’architecture de ces blocs et présenterons le principe d’acquisition 
de nos capteurs. Nous montrerons ensuite la nécessité de calibrer ces capteurs en analysant leurs 
performances en régime statique et dynamique. Après avoir caractérisé les systèmes d’injection DPI et BCI qui 
seront mis en place pour étudier la sensibilité de notre circuit, nous évaluerons les niveaux de bruit injectés par 
mesures externes et internes. En fonction des informations déduites de ces mesures, nous montrerons les 
limites des mesures externes et quantifierons les effets de filtrage et de découplage induit par l’environnement 
de test et le circuit. Nous étudierons enfin les mécanismes de couplage interne et définirons les sensibilités de 
chaque bloc agressé.  
2. Présentation du circuit de test MIXITY 
2.1. Description de l’architecture interne du circuit 
Développé en technologie SMOS8MV® 0,25 µm et encapsulé dans un boîtier de type QFP (« Quad Flat 
Package ») de 128 broches, le véhicule de test MIXITY a été conçu pour étudier la susceptibilité aux bruits des 
circuits mixtes et évaluer certaines règles de design visant à augmenter leur immunité. Ce circuit intègre 
plusieurs blocs de nature numérique et analogique tels qu’un bus d’entrée/sorties, quatre cœurs numériques, 
une boucle à verrouillage et un régulateur. Pour éviter de perturber l’ensemble de ces fonctions lors d’injections 
d’IEM et minimiser certains mécanismes de couplage, chaque bloc détient sa propre paire d’alimentation. Pour 
contrôler les niveaux de fluctuation injectés sur les rails d’alimentation de chaque bloc, plusieurs capteurs de 
tension ont été intégrés dans le véhicule de test.  
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Dans le cadre de notre étude, nous évaluerons notamment la sensibilité du bus d’E/S et d’un bloc 
numérique de MIXITY. Pour cela, nous allons détailler l’architecture de ces blocs et celles des capteurs de 
tension intégrés dans le circuit. 
2.1.1. Bus d’E/S 
Le bus d’E/S est composé d’un terminal d’entrée et de huit terminaux de sortie. Le terminal d’entrée illustré 
figure 2-1 a pour fonctions de protéger le circuit aux décharges électrostatiques (DES) et de transformer les 
signaux d’entrée en signaux définis entre 0 et 2,5 V. Ce bloc est constitué de protections DES, de circuits pull-
up/pull-down, d’un inverseur et de buffers. A l’inverse, les terminaux de sortie transforment des signaux définis 
entre 0 et 2,5 V en signaux dont les niveaux logiques bas et haut sont respectivement équivalents à 0 et 5 V. 
Comme l’illustre la figure 2-2, ces blocs sont composés de pré-drivers, de buffers et de protections DES. Un 
capteur de tension a été placé sur l’alimentation 5V OVDDSSNIO au plus proche du bloc d’entrée afin de mesurer 
le bruit d’alimentation. 
       
               Figure 2-1 : Bloc d’entrée du bus d’E/S                                  Figure 2-2 : Bloc de sortie du bus d’E/S 
2.1.2. Bloc numérique 
Les blocs numériques « coren » intégrés dans MIXITY ont été élaborés pour analyser la propagation du 
bruit à travers leur rail d’alimentation et étudier les mécanismes de couplages substrats. Chaque bloc est 
constitué de deux chemins critiques « critpath » composés d’une chaine de buffers suivie d’une bascule D, d’un 
arbre d’horloge « cktree » composé de 32 ramifications de buffers, de quatre générateurs de bruits 
« noisegen25 » semblables à « cktree » et d’une capacité de découplage localisée entre VDDcore(n) et VSScore(n).  
Les quatre cœurs numériques ont également été conçu de manière différente afin d’évaluer des méthodes 
de découplage et de design visant à réduire leur sensibilité aux bruits. A l’exception du cœur n°4 où l’arbre 
d’horloge détient sa propre paire d’alimentation, les blocs de chaque cœur (chemins critiques, arbre d’horloge et 
générateurs de bruits) partagent la même paire d’alimentation comme illustré figure 2-3. Les chemins critiques 
des cœurs n°1 et n°3 détiennent par ailleurs des capacités de découplage distribuées sur leur chaine de buffers 
entre VDDcore(1-3) et VSScore(1-3).  
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D’autre part, la structure du cœur n°3 a spécifiquement été conçu de sorte à atténuer la propagation de 
signaux parasites dans le substrat. Pour cela, chaque élément actif de ce cœur a été isolé électriquement du 
substrat (P+) par des couches enterrés de type N et des tranches de diélectriques (figure 2-4). 
        
Figure 2-3 : Architecture des blocs numériques n°0, 1 et 3   
 
 
 
 
 Figure 2-4 : Vue en coupe de la structure du cœur n°3 
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2.1.3. Capteurs de tensions asynchrones 
2.1.3.1. Architecture 
Les capteurs de tension implémentés dans MIXITY ont été élaborés de manière à être « non-invasifs ». Les 
trois principaux éléments qui les constituent sont: un atténuateur, un circuit échantillonneur-bloqueur et un 
amplificateur opérationnel (figure 2-5). Le circuit échantillonneur-bloqueur et l’étage d’entrée de l’amplificateur 
sont alimentés par une tension VDDSENS de 2,5 V délivrée par un régulateur de tension interne au circuit. Ce 
régulateur et l’étage de sortie de l’amplificateur sont alimentés par une tension OVDDSENS de 5 V.  
Pour mesurer les niveaux de fluctuation injectés sur les alimentations du circuit (12 V pour le régulateur, 5 V 
pour le bus d’E/S et 2,5 V pour les cœurs), plusieurs versions de capteurs ont été développées selon trois 
gammes de tensions différentes : les capteurs Low Voltage (0 - 3,75 V), Medium Voltage (0 – 7,5 V) et High 
Voltage (0 – 40 V).  
 
Figure 2-5 : Architecture du capteur de tension asynchrone 
Comme l’indique le tableau 2-1, chaque gamme de tension est fixée par le rapport d’atténuation du pont 
diviseur résistif présent à l’étage d’entrée du capteur (figure 2-6). Pour maintenir constant ces rapports 
d’atténuation sur une large bande de fréquence, des capacités ont été ajoutées en parallèle du pont diviseur, 
permettant ainsi de compenser les effets des capacités parasites des résistances et de la cellule 
d’échantillonnage.  
Versions des capteurs Gamme de tension d’entrée Rapport d’atténuation 
Low Voltage 0 – 3,5 V 2/3 
Medium Voltage 0 – 7,5 V 1/3 
High Voltage 0 – 40 V 1/16 
Tableau 2-1 : Rapport d’atténuation des capteurs de tensions implémentés dans MIXITY 
Le circuit échantillonneur-bloqueur est identifié comme étant l’un des éléments les plus critiques du capteur 
car la gamme de fréquence sur laquelle les mesures sont réalisables en dépend fortement. Pour maximiser la 
bande passante du capteur, la cellule d’échantillonnage a été conçue à partir de transistors PMOS et NMOS à 
faibles épaisseurs d’oxyde. Leurs dimensions ont été rigoureusement choisies de manière à ce que leurs 
résistances RON (résistance à l’état passant) et leurs capacités parasites soient minimisées. Une cellule de 
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compensation a également été utilisée pour réduire les effets d’offsets introduits par les capacités parasites de la 
cellule d’échantillonnage sur les niveaux de tension mesurés. L’architecture de ce circuit a ainsi été optimisée 
pour obtenir une bande passante de 2 GHz avec un offset inférieur à 20 mV. 
Le dernier élément du capteur est un amplificateur opérationnel de type non-inverseur ayant un gain de 2. 
Son étage d’entrée rail-à-rail supporte une gamme de tension en mode commun comprise entre 0 V et 2,5 V. 
L’architecture de son étage de sortie est optimisée de manière à ce qu’il ait une bonne stabilité jusqu’à 2,5 MHz 
et que ses effets d’offsets parasites soient réduits.   
 
Figure 2-6 : Architecture de l’atténuateur et de l’échantillonneur-bloqueur intégrés dans le capteur 
Enfin, la fréquence de la commande d’échantillonnage doit obligatoirement être inférieure à la fréquence de 
coupure de l’amplificateur pour que les tensions échantillonnées puissent être amplifiées par l’étage de sortie du 
capteur. Cette condition est essentielle pour extraire convenablement l’amplitude et l’allure du signal mesuré. 
2.1.3.2. Principe d’acquisition 
Pour éviter de synchroniser l’acquisition sur le signal perturbé, l’échantillonnage des signaux est effectué de 
manière aléatoire. Bien que ce type d’acquisition ne permette pas de reconstruire précisément la forme d’onde 
du signal mesuré en fonction du temps, plusieurs informations peuvent être déduites à partir des échantillons 
extraits à la sortie du capteur, en calculant une densité de probabilité.  
Comme le montrent la figure 2-7, la commande d’échantillonnage contrôle l’acquisition du capteur. A 
chaque front descendant de ce signal, le niveau de tension du signal sondé est extrait et mémorisé dans un 
buffer contrôlé par Labview [LABVIEW]. La densité de probabilité (équation 2-1) de l’amplitude du signal mesuré 
est ensuite calculée dès lors que le nombre de valeurs extraites est suffisamment élevé. L’histogramme ainsi 
déduit fournit de précieuses informations sur le signal perturbateur telles que sa valeur moyenne, son amplitude 
pic-à-pic et son allure. Il est alors possible d’analyser les distorsions induites par les éléments non-linéaires du 
circuit et d’estimer la sensibilité de ce dernier. 
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Figure 2-7 : Principe d’acquisition du capteur de tension asynchrone  
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L’intervalle de discrétisation, le nombre de classes et le nombre d’échantillons sont des données 
essentielles à l’acquisition et au traitement des valeurs échantillonnées. En effet, ces données doivent être 
optimisées pour calculer convenablement la densité de probabilité du signal mesuré et extraire ses 
caractéristiques. Si le nombre de classe et le nombre d’échantillons ne sont pas suffisamment élevés ou encore 
si l’intervalle de discrétisation est trop large, la résolution de l’histogramme est réduite, ce qui complexifie alors 
l’analyse du signal échantillonné. Il est donc fondamental d’optimiser ces données afin que la résolution de nos 
mesures soit adéquate pour identifier la forme d’onde et l’amplitude d’un signal. Pour cela, plusieurs études ont 
montré qu’il était possible de déterminer le nombre de classes à partir d’algorithmes [SHIMAZAKI07] ou de 
formules analytiques [DECLERCQ96]. Bien qu’elles soient efficaces pour optimiser la résolution des 
histogrammes, ces méthodes sont inadaptées à nos mesures car elles requièrent une analyse précise de la 
distribution du signal mesuré et un nombre d’échantillons trop important. Or, nous avons peu d’informations sur 
le signal mesuré en interne et le temps requis pour extraire les valeurs échantillonnées doit obligatoirement être 
minimisé pour éviter d’augmenter la durée des tests. Dans le cadre de nos travaux, l’intervalle de discrétisation 
et le nombre de classes ont donc été définis  pour obtenir un bon compromis entre le nombre d’échantillon et la 
résolution de nos mesures qui est limitée par la sensibilité des capteurs (10 mV). 
2.2. Caractérisation du capteur de tension 
Les effets induits par les capacités parasites de la cellule d’échantillonnage et par l’instabilité de 
l’amplificateur intégré dans les capteurs peuvent avoir une influence non-négligeable sur la résolution des 
mesures. Il est donc fondamental de compenser ces effets en calibrant les capteurs afin que les caractéristiques 
des signaux mesurés soient extraites avec la plus faible erreur de précision. Nous allons ainsi proposer dans 
cette partie une procédure de calibrage permettant de déterminer les caractéristiques de chaque capteur en 
régime statique et dynamique. Leur fiabilité sera également analysée en évaluant l’influence de la température et 
de stress électriques sur leurs performances. Après avoir calibré nos capteurs, nous évaluerons enfin notre 
méthode d’extraction en mesurant un signal basique. 
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2.2.1. Procédure de calibrage du capteur 
2.2.1.1. Performances en régime statique 
Caractériser les performances d’un capteur en régime statique consiste à déterminer la fonction de transfert 
entre ses tensions d’entrée et de sortie. Pour cela, nous appliquons à l’entrée du capteur une rampe de tension 
continue et observons sa réponse en mesurant les niveaux de tensions à sa sortie. Sachant que la fonction de 
transfert de 1er ordre d’un capteur est définie par l’équation 2-2, son gain et son offset peuvent être déduits à 
partir de la caractéristique d’entrée/sortie. 
	  	é      	       Equation 2-2 
La figure 2-8 illustre la caractéristique d’entrée/sortie du capteur Medium Voltage obtenue après avoir 
appliqué sur son entrée une rampe de tension allant de 0 V à 5 V. Cette caractéristique montre que la réponse 
du capteur est linéaire car son gain est constant et égale à 0,667 quelque soit la tension mesurée. En observant 
l’ordonnée à l’origine de cette caractéristique, nous en déduisons également que son offset est égale à 50 mV. 
Après avoir appliqué la même procédure de calibrage sur les autres versions de capteur, les caractéristiques 
d’entrée/sortie déduites ont montré qu’ils étaient tous aussi linéaires que le Medium Voltage. Le gain et l’offset  
de chaque capteur sont recensés dans le tableau 2-2. 
Version des capteurs Gain Théorique = GAtténuateur x GAmplificateur Gain mesuré Offset mesuré 
Low Voltage 1,333 1,353 100 mV 
Medium Voltage 0,667 0,677 50 mV 
High Voltage 0,125 0,134 3 mV 
Tableau 2-2 : Gains et offsets des capteurs de tension intégrés dans MIXITY 
 
Figure 2-8 : Caractéristique d’entrée/sortie du capteur « Medium Voltage » 
2.2.1.2. Performances en régime dynamique 
La bande passante d’un capteur est la gamme de fréquence sur laquelle sa sensibilité est constante. Sur 
cette plage de fréquence, ses caractéristiques (Gain et offset) ne subissent aucune variation significative et la 
densité de probabilité du signal mesuré est extraite sans distorsion. Cette bande passante est essentiellement 
limitée par la fréquence de coupure du filtre RC équivalent au circuit échantillonneur-bloqueur, où les 
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composantes résistives et capacitives sont respectivement les résistances RON des transistors MOS et la 
capacité de stockage. Par ailleurs, il est important de rappeler que l’amplification des valeurs échantillonnées ne 
peut être effectuée que si la fréquence d’échantillonnage est inférieure à la fréquence de coupure de l’étage de 
sortie de l’amplificateur. Pour définir la fréquence maximale d’échantillonnage et la bande passante du capteur, 
nous devons donc caractériser les fonctions de transfert de l’amplificateur et de la structure complète du capteur 
(atténuateur + échantillonneur-bloqueur + amplificateur). 
La fonction de transfert de l’amplificateur est définie en calculant le rapport des tensions de sortie et 
d’entrée du capteur. Pour s’affranchir des cellules d’échantillonnage et de compensation, nous court-circuitons le 
l’échantillonneur-bloqueur en positionnant la commande d’échantillonnage à l’état haut (figure 2-9). Le signal 
sinusoïdal appliqué à l’entrée du capteur a une amplitude constante et une fréquence qui varie de 1 kHz à 2 
MHz. La fonction de transfert déduite des mesures réalisées sur le capteur Medium Voltage est illustrée figure 2-
10 et montre que la fréquence de coupure de l’amplificateur à - 3 dB est égale à 1 MHz. Les résultats de 
mesures obtenus avec les autres capteurs ont montré que cette fréquence de coupure ne variait pas d’une 
version à une autre, ce qui était prévisible car l’amplificateur intégré dans leur architecture est identique. Pour 
assurer une acquisition de données fiable, nous avons donc choisi une fréquence d’échantillonnage de 9 kHz. 
 
Figure 2-9 : Protocole de mesure pour définir la fonction         Figure 2-10 : Fonction de transfert de l’amplificateur              
de transfert de l’amplificateur           intégré dans les capteurs 
Pour déterminer la bande passante du capteur, nous appliquons sur son entrée un signal sinusoïdal 
d’amplitude constante dont la fréquence varie de 10 kHz à 3 GHz (figure 2-11). La fréquence de la commande 
d’échantillonnage est fixée à 9 kHz. La fonction de transfert de l’échantillonneur-bloqueur déduite de ces 
mesures est définie en calculant le rapport entre les tensions de sortie et d’entrée du capteur, à chaque 
fréquence. La figure 2-12 illustrent la fonction de transfert du capteur Medium Voltage. Quelque soit la version 
du capteur, la bande passante déduite des mesures est de 2,5 GHz. Nous pouvons ainsi considérer que le gain 
des capteurs est constant sur toute cette plage de fréquence. En dehors de cette bande, les mesures au capteur 
ne peuvent être réalisées avec précision que si la variation du gain est compensé par post-processing. 
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     Figure 2-11 : Protocole de mesure pour définir    Figure 2-12 : Fonction de transfert du capteur  
  la bande passante des capteurs      « Medium Voltage » 
2.2.2. Tests de fiabilité du capteur 
2.2.2.1. Effet de la température 
Outre sa bande passante et sa résolution, un capteur se caractérise également par sa gamme de 
température sur laquelle sa sensibilité reste inchangée. Lorsque certaines conditions environnementales telle 
que la température varie, les valeurs échantillonnées pourraient effectivement être faussées si les variations des 
caractéristiques du capteur ne sont pas compensées par traitement informatique. Pour évaluer l’effet de la 
température sur le fonctionnement de nos capteurs, nous mesurons leur caractéristiques d’entrée/sortie et 
déterminons leur fonction de transfert pour différentes valeurs de températures comprise entre – 40 °C et 150 
°C. La variation de la température est contrôlée par une enceinte climatique. 
Après investigations, nous constatons que les caractéristiques des capteurs ont légèrement été modifiées 
par les variations de température. En augmentant la température progressivement par pas d’1°C, le gain de 
chaque capteur a diminué linéairement. La valeur des gains des capteurs Low et Medium Voltage a été réduite 
d’1 % seulement. Pour la version High Voltage, cette variation a néanmoins été plus conséquente car le gain du 
capteur a subi une diminution de 6 % par rapport à sa valeur nominale. Leur offset a également subi une légère 
variation de 0,4 mV/°C avec l’augmentation de la température. Enfin, la fréquence de coupure de l’amplificateur 
tend aussi à décroitre de 10 kHz/°C. ¨Par exemple, lorsque la température est de 150 °C, la fréquence de 
coupure est égale à 600 kHz. 
Au vu des résultats obtenus, nous en concluons que les performances des capteurs sont légèrement 
sensibles aux changements de température. Par conséquent, si les mesures doivent être réalisées avec 
précision dans un environnement de tests où les conditions climatiques sont rudes, il sera fondamental de 
compenser la variation des performances des capteurs obtenue grâce aux motifs de calibration. 
2.2.2.2. Effet de stress électriques 
Lorsque nous injectons des perturbations sur les rails d’alimentation de notre véhicule de test, les capteurs 
de tension peuvent être exposés à d’importantes fluctuations de tension pouvant accélérer leur vieillissement et 
ainsi modifier leurs performances. Pour évaluer la robustesse des capteurs implantés dans MIXITY, nous avons 
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appliqué sur leur entrée des stress électriques pendant 120 minutes et contrôlé leurs performances toutes les 20 
minutes (caractéristique d’entrée/sortie et fonction de transfert). Les caractéristiques des stress électriques 
appliqué sur chaque capteur sont recensées dans le tableau 2-3. Ces stress électriques sont des signaux 
sinusoïdaux centrés sur les tensions maximales théoriquement tolérées à l’entrée des capteurs. Leurs 
amplitudes sont égales à 20 % de ces tensions maximales.  
Version des capteurs 
Caractéristiques des stress électriques 
Type Amplitude Offset 
Low Voltage Sinusoïdal 0,75 V 3,75 V 
Medium Voltage Sinusoïdal 1,5 V 7,5 V 
High Voltage Sinusoïdal 8 V 40 V 
Tableau 2-3 : Caractéristiques des stress électriques appliqués sur les capteurs 
Malgré les 120 minutes de tests, les stress électriques n’ont pas eu d’influence significative sur les 
caractéristiques des capteurs. La variation de leurs gains n’a effectivement été que d’1 % par rapport à leurs 
valeurs nominales et leurs offsets n’ont varié qu’au maximum de 20 mV. Par conséquent, les perturbations 
injectées lors des tests d’immunité ont peu de chance de dégrader les performances des capteurs intégrés sur la 
puce. 
2.2.3. Extraction de la densité de probabilité d’un signal sinusoïdal 
Le protocole de mesure mis en place pour évaluer notre méthode d’extraction est illustré figure 2-13. Notre 
objectif est de calculer la densité de probabilité d’un signal sinusoïdal. Pour cela, nous appliquons à l’entrée du 
capteur un signal ayant une fréquence de 10 MHz et une amplitude pic-à-pic de 5 V. La fréquence de la 
commande d’échantillonnage est de 9 kHz. La densité de probabilité du signal mesuré est calculée avec 2000 
échantillons. Pour que la résolution de l’histogramme soit convenable par rapport au nombre d’échantillons 
extraits des mesures, le nombre de classes est défini à 100 et l’intervalle de discrétisation est compris entre 0 V 
et 5,2 V.  
Les résultats illustrés figures 2-14 montrent que l’intervalle de discrétisation, le nombre de classes et le 
nombre d’échantillons ont été convenablement choisis car la résolution des histogrammes est suffisante pour 
caractériser les signaux mesurés. La densité de probabilité calculée à partir des échantillons extraits des 
mesures est distribuée entre les deux extremums du signal sinusoïdal appliqué à l’entrée du capteur. Par 
ailleurs, cette densité de probabilité est en accord avec celle définie théoriquement par les équations 2-3 et 2-4, 
où « x » est la tension du signal mesuré, « xnorm » sa tension normalisée, « x0 » sa valeur moyenne et « A0 » 
l’écart de tension entre ses valeurs moyennes et maximales (figure 2-15). Nous en concluons donc que notre 
méthode d’extraction est adaptée pour caractériser les signaux mesurés sur un circuit intégré. 
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      Figure 2-13 : Protocole de mesure pour calculer  Figure 2-14: Densité de probabilité d’un signal sinusoïdal   
la densité de probabilité d’un signal sinusoïdal                         
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Figure 2-15 : Calcul théorique d’une densité de probabilité        
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3. Caractérisation normalisée de l’immunité des circuits intégrés en 
mode conduit 
3.1. Objectifs 
Comme nous l’avons vu dans le chapitre 1, l’immunité d’un circuit peut être évaluée par différentes 
méthodes de mesures spécifiées par des normes internationales [IEC62132] [ISO] [DO160] et caractérisée par 
leur méthode de couplage pouvant être rayonnée ou conduite. La sensibilité d’un circuit est définie dans le 
domaine fréquentiel et est en général déduite en injectant des perturbations permanentes telles que des signaux 
sinusoïdaux. Les niveaux de courants transmis à un CST dépendent donc de plusieurs éléments des 
environnements de tests tels que la source de perturbation et le système d’injection.  
Avant d’évaluer l’immunité de notre véhicule de test par injections DPI et BCI, nous allons analyser 
l’influence des paramètres de ces systèmes d’injection. Ces investigations nous permettront notamment 
d’optimiser la configuration des bancs d’injection qui seront par la suite mis en place pour étudier la propagation 
du bruit à travers MIXITY. Ces deux méthodes de mesures seront également comparées en évaluant les 
niveaux de puissance injectés sur charges passives entre 1 MHz et 1 GHz. A partir des résultats que nous 
obtiendrons, nous définirons enfin les avantages et inconvénients de chaque méthode. 
3.2. Agression normalisée d’un circuit par couplage capacitif 
3.2.1. Description des tests DPI 
Les tests DPI (Direct Power Injection) illustrés figure 2-16 sont définis par la norme IEC62132-4. Cette 
technique se caractérise par un couplage capacitif de l’agression sur le CST. La bande de fréquence sur laquelle 
les mesures sont réalisées s’étend de 150 kHz à 1 GHz. La puissance maximale injectée varie en fonction du 
composant sous test et du gabarit défini par le client. Elle peut atteindre jusqu’à 36dBm (4 watts) dans le cas 
d’un test réalisé sur contrôleur CAN (Controller Area Network) dédié au domaine de l’automobile.  
 
Figure 2-16: Banc de mesure DPI (IEC 62132-4) 
Chapitre 2 : Etude des mécanismes de couplage des ondes électromagnétiques en mode conduit sur un circuit intégré 
M. Deobarro – Université de Toulouse  72 
 
La perturbation sinusoïdale générée par le synthétiseur (« RF generator ») et l’amplificateur (« RF 
amplifier ») peut être continue (CW) ou modulée en amplitude (AM). Ce signal est transmis au CST via un « T » 
de couplage (« bias-tee ») constitué d’une capacité CDPI et d’une inductance LDPI. La capacité permet le couplage 
de la perturbation RF sur l’alimentation continue véhiculée à travers l’inductance. Ce système d’injection est 
utilisé pour agresser des signaux continus ou de fréquences faibles. Pour des mesures réalisées entre 150 kHz 
et 1 GHz, les valeurs de la capacité CDPI et de l’inductance LDPI sont respectivement égales à 6,8 nF et 1 µH.  
D’autre part, la norme spécifie également l’algorithme décrivant l’asservissement des tests. Cet algorithme 
pilote les appareils du banc de mesure en fonction de la réponse du circuit. Pour analyser l’immunité du CST 
entre 150 kHz et 1 GHz, la puissance injectée à chaque fréquence est augmentée jusqu’à atteindre un critère de 
susceptibilité défini au préalable. Dès lors que ce critère est atteint, les puissances incidentes et réfléchies 
mesurées par le coupleur et le wattmètre sont enregistrées pour finalement tracer la caractéristique P(f) 
décrivant la sensibilité du CST. 
Pour conclure, la méthode DPI est l’une des techniques les plus performantes et adéquates pour étudier 
l’immunité des circuits intégrés car elle a l’avantage d’avoir une injection localisée bien maitrisée 
3.2.2. Influence des éléments du système d’injection DPI 
Comme le montre la figure 2-17 (coefficient de transmission S21 mesuré avec un analyseur de réseau), la 
valeur de la capacité CDPI influe sur le courant transmis au CST. Plus la capacité est faible, plus la bande 
spectrale sur laquelle le courant est injecté est déplacée à hautes fréquences. Lorsqu’une capacité de 4,7 pF est 
utilisée, le domaine de validité du banc d’injection DPI est ainsi étendu jusqu’à 4 GHZ. Par ailleurs, pour des 
broches de composant véhiculant des signaux hautes fréquences, l’inductance du bias-tee est remplacée par 
une résistance d’une centaine d’Ohms. 
 
Figure 2-17: Comparaison de capacités CDPI 
La puissance transmise entre le point d’injection (« RF injection port ») et l’entrée du CST dépend alors de 
la bande passante de cette capacité. Sachant que chaque élément du chemin d’injection influent sur la 
transmission du signal RF, les câbles et le circuit imprimé (PCB : « Printed Circuit Board ») utilisés sont adaptés 
50 Ω pour éviter d’éventuelles pertes énergétiques. 
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3.3. Agression normalisée d’un circuit par couplage inductif 
3.3.1. Description des tests BCI 
Contrairement aux tests DPI, la technique de mesure BCI (« Bulk Current Injection ») a la particularité de 
perturber le CST par un couplage inductif de l’agression. Cette technique est à l’origine pensée pour étudier 
l’immunité d’équipements dédiés aux applications militaires, aéronautiques et automobiles [LEVER90], entre 10 
kHz et 400 MHz. Face aux exigences des clients et aux avantages que présente cette méthode, les mesures 
BCI sont utilisés depuis une vingtaine d’années par les fabricants de semiconducteurs pour étudier l’immunité de 
leurs circuits entre 150 kHz à 1 GHz, pendant leur phase de qualification.  
Les tests BCI illustrées figures 2-18 et 2-19 sont définis par la norme IEC 62132-3. Les principaux éléments 
caractérisant un banc de mesure BCI sont la cage de Faraday et son plan de masse, les sondes d’injection 
[FCC] et de mesure, les câbles sur lesquels le courant perturbateur est injecté et le réseau stabilisé d’impédance 
de ligne (RSIL) pouvant être utilisé pour tenir compte du câblage d’un véhicule.  
Les mesures BCI peuvent être asservies de deux manières différentes : en boucle fermée ou ouverte. Ces 
asservissements consistent respectivement à contrôler la défaillance du CST en fonction de la puissance 
incidente transmise à la pince d’injection (figure 2-18) ou du courant injecté sur les conducteurs à l’aide de la 
sonde de mesure (figure 2-19). Deux graphiques caractérisant l’immunité d’un CST peuvent ainsi être déduits à 
l’issu de ces tests, l’un dépendant de la puissance incidente (PINC(f)) et l’autre du courant mesuré sur les 
conducteurs (IBCI(f)).  
Soulignons également qu’il est vivement conseillé d’analyser le comportement du CST à l’aide d’une 
interface optique pour éviter le couplage de l’onde rayonnée par la pince d’injection sur les conducteurs utilisés 
pour observer la détection du critère d’immunité.  
      
 Figure 2-18: Test BCI asservi en boucle ouverte                        Figure 2-19: Test BCI asservi en boucle fermée 
Comme pour les tests DPI, le courant injecté par le synthétiseur et l’amplificateur peut être continu (CW) ou 
modulé en amplitude (AM). Le niveau de courant injecté est néanmoins défini selon cinq degrés de sévérité 
différents (tableau 2-4) allant de 50 mA à 300 mA. Le cinquième et dernier degré correspond à un niveau 
supérieur à 300 mA qui peut être déterminé librement par l’utilisateur. Par exemple, une application CAN peut 
être testé jusqu’à 400 mA en fonction des exigences du client. 
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Degré de sévérité des tests BCI Niveau de courant (CW) sans perte d’insertion 
I 50 mA 
II 100 mA 
III 200 mA 
IV 300 mA 
V Valeur spécifique définie par l’utilisateur de la norme 
  Tableau 2-4: Degré de sévérité des tests BCI 
Pour les tests des circuits intégrés, l’amplitude du signal perturbateur doit être constante et limitée en 
fonction d’un des degrés de sévérité quelque soit la forme de l’onde (CW ou AM). Comme l’indique la norme 
IEC, cette amplitude est définie à l’aide d’un outil de calibrage appelé « JIG » (figure 2-20). Le calibrage des 
tests BCI consiste à déterminer la puissance délivrée par la source RF pour atteindre le niveau de courant désiré 
sur 50 ohms. Grâce au caractère adapté du « JIG » et de la charge sur laquelle le courant est injecté, la 
puissance maximale PLIMIT peut être définie en limitant les pertes d’insertion sur toute la bande de fréquence. La 
caractéristique PLIMIT (f) représente alors le gabarit d’immunité que doit respecter le CST. 
 
Figure 2-20: Calibrage des tests BCI 
La mesure BCI est ainsi une technique adéquate pour analyser l’immunité puisqu’elle permet un couplage 
inductif et localisée de la perturbation RF qui s’apparente aux types d’agression que peuvent subir les torons de 
câbles des systèmes électroniques et autres circuits intégrés dans leurs applications respectives. 
3.3.2. Influences des éléments des systèmes d’injection BCI 
Notre expérience nous a montré que les tests BCI peuvent parfois être difficiles à mettre en œuvre pour 
évaluer la sensibilité d’un circuit. Hormis la nature du CST, plusieurs paramètres du banc de mesure peuvent 
effectivement avoir des influences non négligeables sur la transmission de courant et les résultats ainsi obtenus. 
Par conséquent, une étude approfondie a été réalisée pour recenser les paramètres influant sur l’injection de 
courant. Les lignes de transmission utilisées pour l’étude sont illustrées figure 2-21 et 2-22. Chaque investigation 
est réalisée de 1 MHz à 1 GHz, avec et sans rappel de masse aux extrémités du conducteur de référence 
(GND). Les principaux résultats de cette étude sont présentés dans les parties suivantes. 
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   Figure 2-21: Paire de fils parallèles          Figure 2-22: Paire de fils torsadés 
3.3.2.1. Influence de la position d’une paire de fils torsadés dans la pince d’injection  
L’influence du positionnement des conducteurs dans la pince d’injection est évaluée en mesurant le 
coefficient de transmission entre son entrée et l’une des extrémités du câble. Les conducteurs utilisés pour cette 
analyse sont des paires de câbles torsadés et parallèles d’une longueur de 115 cm placés à 5 cm d’un plan de 
masse. Le coefficient de transmission S21 est mesuré à l’aide d’un analyseur de réseau vectoriel dont les ports 1, 
2 et 3 sont respectivement connectés à l’entrée de la pince d’injection et aux extrémités de la ligne de 
transmission. Deux configurations sont analysées : l’une où les conducteurs sont placés au centre de la sonde et 
l’autre où ils sont situés en périphérie de la pince d’injection (figure 2-23). 
               
Figure 2-23: Position du conducteur dans la pince d’injection         
Les résultats de la figure 2-24 montrent que le positionnement d’une paire de fils torsadés de 115 cm dans 
une pince d’injection n’a pas d’influence significative sur la transmission de courant jusqu’à 1 GHz. Les résultats 
de l’investigation complémentaire réalisée avec la paire de fils séparés sont identiques. Nous observons 
néanmoins qu’un rappel de masse aux extrémités du conducteur de référence permet d’accroître la transmission 
de courant lorsque la ligne est chargée par 50 Ω.  
 
   Figure 2-24: Influence de la position du conducteur dans la pince d’injection      
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L’écart de puissance injecté sur la ligne avec et sans rappel de masse apparaît essentiellement entre 1 
MHz et 30 MHz. Au-delà de 30 MHz, cet écart n’est plus aussi significatif à cause du couplage capacitif résultant 
de la position de la ligne au-dessus du plan de masse. Afin de mieux comprendre ce phénomène, les deux 
investigations suivantes sont focalisées sur les influences de la distance entre ces deux éléments et l’écart entre 
les deux fils de la ligne de transmission. 
3.3.2.2. Influence de la distance entre conducteurs et plan de masse 
L’influence de la distance entre la paire de fil et le plan de masse est étudiée en mesurant le coefficient de 
transmission entre l’entrée de la pince d’injection et une paire de câbles torsadés de 115 cm. Les distances 
choisies pour cette étude sont de 0 et 5 cm. La figure 2-25 illustre le couplage capacitif et la boucle de courant 
résultants de la présence des câbles au-dessus d’un plan de masse. 
 
Figure 2-25: Couplage capacitive entre conducteurs et plan de masse 
Les résultats de mesure (figure 2-26) montrent l’effet passe-haut des capacités de couplage induites entre 
les câbles et le plan de masse. Plus la distance entre ces deux éléments est grande, plus la fréquence de la 
première résonance de la ligne est élevée. Par ailleurs, lorsqu’aucun rappel de masse n’est réalisé aux 
extrémités du conducteur de référence, le niveau de courant transmis diminue avec l’augmentation de cette 
distance. Ces phénomènes s’expliquent notamment par la diminution de la valeur de la capacité équivalente.  
 
Figure 2-26: Influence de la distance entre un câble et un plan de masse         
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Nous en concluons que la transmission de courant entre une pince d’injection et une ligne chargée par 50 Ω 
est optimisée lorsque la paire de fils est placée au plus proche du plan de masse. 
3.3.2.3. Influence de la distance entre 2 conducteurs 
L’objectif de cette investigation est d’identifier la cause des écarts de puissance mesurés aux bornes d’une 
charge lorsque celle-ci est connectée à une ligne de transmission constituée d’une paire de fils parallèles et 
torsadés. L’influence de la distance entre deux conducteurs parallèles sur l’injection de courant est ainsi 
analysée en mesurant, comme précédemment, le coefficient de transmission. La distance entre la ligne de 
transmission et le plan de masse est de 5 cm et les écarts choisis entre les conducteurs sont de 0 et 3 cm. 
Les résultats de mesure de la figure 2-27 montrent que plus les fils de la ligne sont distants l’un de l’autre et 
plus le niveau de puissance mesuré est important. Cette différence s’élève à plus ou moins 7 dB lorsqu’une 
connexion au plan de masse est réalisée aux deux extrémités du conducteur de référence. Nous pourrions 
supposer que l’injection de courant n’est pas symétrique entre les deux conducteurs de la ligne, ce qui 
impliquerait que le rayonnement de la pince est déséquilibré lorsque le courant est injecté sur une paire de fils 
parallèles. Cependant, nous avons vu précédemment que la position des conducteurs dans la pince n’a aucune 
influence sur la transmission d’énergie. 
 
Figure 2-27: Influence de la distance entre 2 câbles 
La diaphonie capacitive induite par la différence de polarité des conducteurs peut néanmoins expliquer cet 
écart [YUEDONG09]. La valeur de la capacité mutuelle résultant de cette diaphonie est d’autant plus élevée que 
la distance entre les conducteurs est grande. Si les conducteurs sont suffisamment proches l’un de l’autre une 
fuite de courant apparaît par le diélectrique qui les sépare. Cependant, l’air est un isolant quasi-parfait s’il n’est 
pas trop humide. Il parait donc difficile à concevoir qu’il existe un couplage capacitif entre ces conducteurs.  
Par conséquent, la dernière hypothèse pouvant expliquer cet écart est l’effet de peau existant entre les 
conducteurs. Dans une ligne composée de deux fils (aller et retour du courant), il peut se produire un effet de 
proximité à haute fréquence entre les deux conducteurs [CIRINO09]. Similaire et confondu à l'effet de peau, le 
courant véhiculé à travers la ligne a tendance à circuler seulement sur les parties des conducteurs en vis-à-vis 
(figure 1-39). Cet effet totalement dépendant de la géométrie de l'ensemble (section des conducteurs, distance 
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entre conducteurs, distance entre conducteurs et un plan de masse, etc.) induit des pertes d’énergie le long de 
ligne et explique ainsi les écarts de puissance mesurés entre les deux configurations (figure 2-28). 
 
Figure 2-28: Effet de proximité entre deux conducteurs 
Bien que l’utilisation d’une paire (ou d’un toron) de fils torsadés soit généralement recommandée pour éviter 
de créer des boucles susceptibles d’intercepter tout champ électromagnétique voisin à l’application électrique, il 
est préférable de distancer deux conducteurs ayant une polarité différente pour minimiser l’impact de l’effet de 
proximité et ainsi optimiser l’injection de courant lors de tests BCI. 
3.3.2.4. Influence de la distance entre la pince d’injection et le véhicule de test 
Pour analyser l’immunité d’un CST dans un cas empirique lors de tests BCI, la pince doit être placée sur la 
ligne de telle sorte que l’injection de courant soit maximale. Nous proposons ainsi d’évaluer l’influence de son 
positionnement en mesurant le coefficient de transmission entre son entrée et un véhicule de test sur lequel est 
monté une charge inductive (L = 1 µH) ou capacitive (C = 1 nF). L’utilisation de ces charges permet d’étudier la 
transmission de courant sur une ligne terminée par un circuit ouvert et fermé en fonction de la fréquence du 
signal perturbateur. La distance entre la pince d’injection et le véhicule de test varie de 5 cm à 115 cm (figure 2-
29). Une paire de fils torsadés d’une longueur de 2 mètres ayant un rappel de masse de part et d’autre de son 
conducteur de référence est utilisée pour cette étude. La distance entre la ligne et le plan de masse est de 5 cm. 
 
Figure 2-29: Influence du positionnement de la pince d’injection sur la transmission de courant à un véhicule de test 
Les résultats de la figure 2-30 montrent que le positionnement de la pince d’injection n’a pas d’influence 
significative sur le courant transmis entre son entrée et la charge inductive connectée à la paire de fils torsadés, 
jusqu’à une trentaine de mégahertz. Au-delà de cette fréquence correspondant à la bande passante (BP) des 
conducteurs (BP ≈ c / 4*l, avec c : célérité (3.108 m.s-1) et l : longueur du câble), le coefficient de transmission 
mesuré varie en fonction de la fréquence et de la distance entre la pince et le véhicule de test, quelque soit la 
charge connectée à l’extrémité de la ligne (figures 2-29 et 2-30).  
Chapitre 2 : Etude des mécanismes de couplage des ondes électromagnétiques en mode conduit sur un circuit intégré 
M. Deobarro – Université de Toulouse 79 
 
     
Figure 2-30: Mesures du coefficient de transmission en fonction du positionnement de la pince              
La figure 2-31 illustre les résultats de mesure obtenus à fréquence constante (100 MHz, 300 MHz et 1 GHz) 
en injectant un courant sur la ligne de transmission chargé par une capacité de 1 nF. L’amplitude de l’onde 
transmise entre la pince et le véhicule de test passe par des minimas et des maximas distancés d’une longueur 
définie par les propriétés des lignes de transmission [FERRARI]. La distance entre deux minimums ou deux 
maximums est de λ/2 (λ : longueur d’onde (=c/f) et f : fréquence de l’onde). Par exemple, les coefficients de 
transmission mesurés à 300 MHz et 1 GHz passent respectivement par un minimum (ou maximum) tous les 50 
cm et 15 cm. 
 
Figure 2-31: Mesure du coefficient de transmission à fréquence constante 
Par conséquent, au-delà de la bande passante des conducteurs, il est conseillé de modifier l’emplacement 
de la pince pour se placer sur un maxima et ainsi injecter un maximum de courant sur la ligne. Bien que 
l’optimisation de son emplacement soit préconisée dans certaines normes [ISO], cette manœuvre est rarement 
effectuée en pratique car les tests BCI deviendraient manuels et leurs durées seraient alors beaucoup trop 
élevées. 
3.3.2.5. Influence de la longueur des conducteurs 
Le but de cette investigation est d’évaluer l’impact que peut avoir la longueur de la ligne sur le courant 
injecté lors de tests BCI. Nous mesurons ainsi le coefficient de transmission entre l’entrée de la pince d’injection 
et l’une des extrémités d’une paire de câbles torsadés chargé par 50 ohms (figure 2-32). Les conducteurs sont 
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placés à 5 cm du plan de masse et leurs longueurs définies pour cette étude sont 56 cm et 112 cm. La pince est 
positionnée à 12 cm de l’extrémité de la ligne connectée à l’analyseur de réseau. 
 
Figure 2-32: Influence de la longueur des conducteurs sur l’injection de courant réalisée lors de tests BCI 
Les résultats de la figure 2-33 indiquent que la transmission de courant est plus importante lorsque la 
longueur de câble est grande quelque soit la présence de rappels de masse sur le conducteur de référence. Cet 
écart s’explique notamment par la différence d’impédance des deux paires torsadées puisque le niveau de 
courant injecté résulte d’une inductance mutuelle dépendant des inductances équivalentes de la pince et de la 
ligne [ROUX04]. Plus ces inductances sont élevées, plus l’énergie couplée aux conducteurs est grande. Nous 
pouvons également constater que la longueur des conducteurs influe sur leurs effets résonnants. La bande de 
fréquence sur laquelle ces effets interviennent est d’autant plus grande que les conducteurs sont longs. 
 
Figure 2-33: Impact de la longueur de la paire de fils torsadés sur l’injection de courant de tests BCI 
L’injection de courant peut donc être maximisée en optimisant la longueur des conducteurs de sorte à 
réduire les effets résonnants de la ligne et ainsi injecter un niveau de courant conséquent sur une large bande 
spectrale. Pour réaliser les tests de qualification d’un circuit intégré, la longueur des câbles est généralement 
définie par le client. 
Pour résumer les résultats de ces investigations, le tableau 2-5 recense les effets de chaque paramètre 
d’un banc de mesure BCI sur la transmission de courant entre la pince d’injection et les conducteurs ainsi que 
leur degré d’influence.  
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Paramètres influents sur 
l’injection de courant 
Degré 
d’influence Détails 
Position des conducteurs 
dans la pince d’injection - 
Quelque soit la position des conducteurs dans la pince d’injection, le coefficient 
de transmission mesuré reste inchangé 
Distance entre deux 
conducteurs +++ 
La diaphonie capacitive entre deux conducteurs de polarité différente est d’autant 
plus élevée que la distance qui les sépare est petite. 
Distance entre conducteurs 
et plan de masse +++ 
Le couplage capacitif entre conducteurs et plan de masse induit un effet de filtre 
passe-haut sur la propagation de courant 
Distance entre pince 
d’injection et véhicule de test ++ 
Le courant transmis entre la pince d’injection et une carte de test est influencé par 
la position de la pince d’injection au-delà de la bande passante des conducteurs 
Longueur des conducteurs +++ L’impédance des conducteurs (inductances et capacités séries) varie en fonction de leurs longueurs. La longueur de la ligne influe ainsi sur le courant injecté.  
Tableau 2-5: Paramètres du banc de test BCI influent sur la transmission de courant 
Suivant l’application, le système ou le CI testé, les mesures BCI peuvent donc être difficiles à mettre en 
œuvre puisque le courant injecté est influencé par de nombreux paramètres. Les résultats de cette étude 
montrent pourquoi les courbes d’immunités résultantes de ces mesures sont souvent différentes d’un banc de 
tests à un autre, un constat qui est fréquemment établi entre un fournisseur et son client.  
3.4. Comparaison des agressions normalisées par couplage capacitif et 
inductif 
Ayant étudié l’influence des paramètres des bancs de mesures DPI et BCI, il est désormais intéressant de 
comparer les niveaux d’énergie injectés par de tels systèmes sur des charges élémentaires. Pour déterminer la 
différence de puissance transmise entre ces deux méthodes d’injection conduite, nous réalisons une étude sur 
charges passives. 
La figure 2-34 illustre les bancs de mesures utilisées pour cette étude. Les chemins d’injection vers la 
charge sont identiques. Seul le système d’injection (DPI ou BCI) diffère d’un banc de mesure à un autre. La 
perturbation de type « CW » est générée par synthétiseur et un amplificateur. La charge passive sur laquelle 
l’agression est injectée est montée sur une carte de test spécialement conçue pour cette investigation.  
         
Figure 2-34: Bancs de mesures DPI et BCI (comparaison sur charges passives) 
Comme l’illustre la figure 2-35, le véhicule de test est similaire à un « T » de couplage et permet l’injection 
d’une perturbation RF sur une charge quelconque. L’agression est respectivement couplée à l’aide d’une 
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capacité ou d’une résistance 0 Ω pour des mesures de type DPI et BCI. Un pont diviseur ayant un rapport 1/20 
est monté en parallèle de la charge pour mesurer la puissance injectée à l’analyseur de spectre. L’utilisation de 
cette carte permet ainsi de quantifier les puissances injectées sur une charge passive sans modifier le chemin 
d’injection et sans détériorer l’outil de mesure utilisé lors de ces tests. A noter que pour maximiser l’injection de 
courant lors des mesures BCI, nous utilisons une pince montée sur l’outil de calibrage adapté appelé JIG. 
 
Figure 2-35 : Véhicule de test dédié à l’injection sur charge passive 
La puissance injectée aux bornes de la charge est mesurée selon la puissance transmise PINCIDENT aux 
systèmes d’injection (Bias-tee ou pince). Mesurée à l’aide d’un coupleur et d’un wattmètre, la puissance cible 
injectée est constante et égale à 15 dBm. L’étude est réalisée de 1 MHz à 1 GHz sur une charge adaptée (50 
Ω), un circuit ouvert et un court-circuit (1 µH ou 1 nF selon la fréquence du signal perturbateur).  
Les résultats illustrés figures 2-36 indiquent qu’il existe un écart d’environ 10 dB entre les puissances 
mesurées sur charges passives lorsque 15 dBm sont injectés par couplages inductif (BCI) et capacitif (DPI). 
Quelque soit la charge, cette différence est plus ou moins constante de 1 MHz  à 1 GHz.  
    
Figure 2-36: Comparaison DPI/ BCI sur charges passives 
L’écart de puissance mesurée s’explique notamment par les pertes liées au couplage de la perturbation RF. 
Les mesures sur charge adaptée montrent qu’environ 47 % de l’énergie transmise est perdue par couplage 
inductif alors que seulement 20 % de pertes sont induites par couplage capacitif. Ces pertes peuvent être de 
différentes natures. Les pertes d’injection d’une mesure DPI se caractérisent essentiellement par effet Joule 
(matériau de la capacité) et effet de peau (piste et connecteur de la carte de test). Bien que des pertes par effet 
Joule existent également dans l’enroulement de la pince d’injection et les conducteurs sur lesquels le courant est 
injecté, les pertes induites lors d’une mesure BCI sont principalement de nature magnétique (pertes par courant 
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de Foucault et par hystérésis) puisque le système d’injection similaire à un transformateur est constitué d’un 
matériau ferromagnétique. La puissance nécessaire pour perturber un composant est donc plus importante lors 
des tests BCI que DPI. 
Le tableau 2-6 résume les principales caractéristiques de ces méthodes de mesure normalisée et recense 
leurs avantages et inconvénients déduits à partir de cette étude comparative et des investigations présentées 
précédemment. 
Méthode 
normalisée Couplage Fréquence Avantages Inconvénients 
Direct Current 
Injection (DPI) 
 
IEC 62132-4 
Conduit 
(Capacitif) 150 kHz – 1 GHz 
 Faible perte d’injection 
 Puissance d’injection requise faible 
 Méthode économique 
 Facile à mettre en œuvre 
 Domaine de validité fréquentiel 
modulable 
 Influence du chemin d’injection 
Bulk Current 
injection (BCI) 
 
IEC 62132-3 
Conduit 
(Inductif) 150 kHz – 1 GHz 
 Injection sur plusieurs conducteurs 
 Tests de plusieurs broches 
simultanément 
 Technique d’injection semblable 
aux agressions subies dans une 
application 
 Perte d’injection élevée 
 Puissance d’injection requise 
élevée 
 Nécessite une cage de Faraday 
 Mise en œuvre complexe 
Tableau 2-6: Comparaison des méthodes de mesure d’immunité normalisé par l’IEC 
Nous pouvons donc en conclure que la méthode DPI est la plus appropriée pour étudier l’immunité d’un 
circuit intégré car celle-ci est économique et simple à mettre en œuvre. Malgré ces avantages, les 
équipementiers demandent souvent à leur fournisseur d’évaluer le comportement de leurs CI par la méthode 
BCI puisque celle-ci est plus représentative des agressions que subissent réellement leurs applications, 
notamment dans le domaine de l’automobile et de l’aéronautique. 
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4. Caractérisation de la propagation du bruit injecté par DPI et BCI 
4.1. Objectifs 
Caractériser la propagation du bruit à travers un CI est devenu un challenge pour tout fondeur car ces 
informations sont essentielles pour améliorer la compatibilité électromagnétique de leur circuit. Les méthodes de 
mesures existantes sont adéquates pour évaluer le comportement d’un circuit vis-à-vis d’une perturbation 
externe, mais ne permettent pas de caractériser précisément les niveaux de fluctuation à l’entrée de certains 
blocs sensibles du circuit. Cette information cruciale permettrait aux concepteurs d’optimiser leur design afin de 
les rendre plus robustes aux IEM. 
Les capteurs de tension asynchrones présentés précédemment vont ainsi nous permettre d’étudier la 
propagation du bruit à l’intérieur d’un circuit intégré. Les mesures internes donneront effectivement des 
indications précises sur les niveaux de bruit injectés sur le silicium par couplages capacitifs et inductifs. Il sera 
par ailleurs intéressant de comparer les résultats de ces mesures à ceux obtenus par mesures externes pour 
évaluer les effets de filtrage induits par le boîtier et le circuit. Nous en profiterons également pour analyser les 
mécanismes de couplage pouvant intervenir à l’intérieur de notre véhicule de test et identifier le déclenchement 
des protections DES. Nous montrerons enfin toute l’efficacité des capteurs de tension pour valider les modèles 
électriques du circuit que nous pourrions élaborer en vue d’évaluer sa sensibilité aux bruits par simulation. 
4.2. Mesures des niveaux de bruits injectés par couplage capacitif et inductif 
4.2.1. Description des structures sous test 
Les structures du circuit MIXITY que nous avons agressées lors de nos investigations sont le bloc 
d’entrée/sorties et le bloc numérique n°1 illustrés figures 2-37 et 2-38.  
Le bloc d’E/S est alimenté par les deux paires d’alimentation SSNOVDD/SSNOVSS (5 V) et SSNVDD/SSNVSS 
(2,5 V). Ses signaux d’entrée et de sortie sont respectivement nommés SSNDATA-IN et SSNDATA-OUT. Les niveaux 
de bruits injectés sur le rail d’alimentation SSNOVDD peuvent être mesurés en interne par un capteur Medium 
Voltage.  
Les buffers d’E/S et le cœur du bloc numérique sont alimentés par les deux paires d’alimentation 
OVDDCORE/OVSSCORE (5 V) et VDDCORE/VSSCORE (2,5 V). Ses signaux d’horloge, d’entrée et de sortie sont 
respectivement nommés CORECK-IN, COREDATA-IN et CORE DATA-OUT. Les niveaux de bruits injectés sur le rail 
d’alimentation VDDCORE peuvent être mesurés en interne par un capteur Low Voltage. 
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      Figure 2-37 : Mesure de bruit sur le Bloc d’E/S                  Figure 2-38 : Mesure de bruit sur le bloc numérique 
4.2.2. Description des expérimentations 
Pour étudier la propagation du bruit véhiculé sur les alimentations du bus d’E/S et des blocs numériques, 
notre véhicule de test est monté dans un boîtier TQFP (Thin Quad Flat Package) de 128 broches et soudé sur 
un circuit imprimé 4 couches spécialement conçu pour les tests CEM, selon la norme IEC 62132. Comme 
l’illustrent les figures 2-39 à 2-41, les perturbations sont injectées sur les broches d’alimentation VDDCORE et 
SSNOVDD du circuit par couplage capacitif (système d’injection DPI : bias-tee) ou inductif (système d’injection 
BCI : pince d’injection, câbles, RISL, cage de Faraday, etc.) selon les normes IEC 62132-3/4. Délivrés par des 
générateurs de signaux basses fréquences, les signaux d’entrées de chaque bloc (SSNDATA-IN, COREDATA-IN et 
CORECK-IN) sont des signaux carrés compris entre 0 V et 5 V. Les interférences électromagnétiques (IEM) 
injectées sur le circuit sont de type permanentes (signaux CW) et ont une fréquence qui varie de 1 MHz à 1 GHz 
pour les injections DPI, et de 1 MHz à 400 MHz pour les injections BCI. Les niveaux de perturbations sont 
contrôlés à l’aide d’un wattmètre mesurant les puissances incidentes et réfléchies au circuit imprimé. Dans le 
cadre de cette étude, nous déterminons les puissances incidentes au PCB permettant de faire fluctuer de 10 % 
les tensions d’alimentations VDDCORE (2,5 V) et SSNOVDD (5 V) par rapport à leur valeur nominale. Le niveau de 
puissance maximal injecté sur les plages de fréquences est de 45 dBm. A l’extérieur du composant, les tensions 
sont mesurées sur les broches d’alimentation de chaque bloc à l’aide d’un oscilloscope large bande de 3 GHz et 
d’une sonde active de 2,5 GHz. Les mesures internes sont réalisées à partir des capteurs de tensions 
asynchrones connectés aux différents rails d’alimentation.  
 
Figure 2-39 : Banc d’injection DPI sur l’alimentation d’un bus d’E/S 
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Figure 2-40 : Banc d’injection DPI sur l’alimentation d’un bloc numérique 
 
Figure 2-41 : Banc d’injection BCI sur l’alimentation d’un bus d’E/S 
4.2.3. Mesures sur le bus d’E/S 
4.2.3.1. Injection DPI sur l’alimentation du bus d’E/S 
La figure 2-42 présente les niveaux de puissance incidents devant être délivrés à notre circuit pour faire 
fluctuer de 10 % l’alimentation 5 V du bus d’E/S sondée à l’extérieur et à l’intérieur du composant (soit +/- 0,5 V). 
Entre 1 MHz et 100 MHz, aucun écart significatif n’est à signalé entre mesures externes et internes. Néanmoins, 
au-delà de 100 MHz, les niveaux de puissance requis pour atteindre le niveau de fluctuation souhaité sont 
différents selon le point de contrôle de la tension SSNOVDD (sur la broche du boîtier ou sur le rail d’alimentation 
interne). Sur cette plage de fréquences, il est effectivement nécessaire d’injecter davantage de puissance 
lorsque la tension d’alimentation est mesurée à l’intérieur du circuit. Ces résultats montrent donc qu’il existe un 
effet de filtrage entre la broche d’entrée du circuit et le rail d’alimentation sur lesquels les perturbations sont 
véhiculées. Bien que ces effets soient probablement induits par le boîtier, nos moyens de mesures ne nous 
permettent pas d’identifier précisément les éléments pouvant être à l’origine des écarts observés entre mesures 
externes et internes. Des modèles électriques de l’environnement de test et du circuit devront donc être 
développés pour évaluer l’influence des éléments du circuit. 
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Au vu des résultats obtenus, nous constatons que les mesures externes ne sont pas suffisantes pour 
analyser la sensibilité d’un circuit car, à hautes fréquences, les niveaux de bruit mesurés sur ses interconnexions 
sont inférieurs à ceux mesurés sur les broches de son boîtier. Nous pouvons donc en conclure que la 
susceptibilité aux bruits des fonctions intégrées dans les circuits est souvent sous-estimée par les techniques de 
mesures externes spécifiées par les normes. 
 
Figure 2-42 : Comparaison des niveaux de puissances injectés par DPI sur l’alimentation d’un bus d’E/S  
(Contrôle du niveau de fluctuation par mesures externes et internes) 
4.2.3.2. Injection BCI sur l’alimentation du bus d’E/S 
La figure 2-43 illustre les niveaux de puissance injectés par BCI sur la broche SSNOVDD du bus d’E/S 
permettant d’obtenir une fluctuation de 10 % de l’alimentation 5 V. Comme précédemment, les niveaux de 
puissance requis pour atteindre un tel niveau de fluctuation diffèrent à partir de 100 MHz, selon le point de 
contrôle. Cependant, contrairement aux constats établis lors des injections DPI, ces résultats ne montrent pas 
d’effets de filtrage significatifs entre 100 MHz et 400 MHz. Les niveaux de puissance requis pour atteindre notre 
critère sont en effet plus importants lorsque la tension est contrôlée sur la broche d’alimentation du circuit que 
sur ses interconnexions. 
Il nous est donc difficile de tirer des conclusions à partir de ces résultats, d’autant plus que lors de nos 
investigations, les tensions mesurées ont été fortement bruitées par le rayonnement de la pince d’injection. La 
configuration de notre environnement étant tellement complexe, nous avons eu beaucoup de mal à définir les 
niveaux de fluctuations présents à l’entrée et à l’intérieur du circuit. En effet, plusieurs éléments de cet 
environnement tels que le circuit imprimé, la sonde active ou encore les câbles permettant d’extraire les valeurs 
échantillonnées par le capteur ont été parasités par le rayonnement de la pince à travers la cage de Faraday. 
Par conséquent, il serait nécessaire d’optimiser le banc d’injection de manière à ce que tous les éléments de 
l’environnement susceptibles d’être bruités par les rayonnements soient protégés. Plusieurs conditions 
pourraient alors être respectées pour améliorer la qualité de nos mesures : utiliser des câbles blindés pour 
extraire les niveaux de tensions mesurées par le capteur, protéger le circuit imprimé et la sonde active par un 
boîtier métallique, réaliser les mesures dans une chambre anéchoïque, etc.  
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Figure 2-43 : Comparaison des niveaux de puissance injectés par BCI sur l’alimentation du bus d’E/S 
(Contrôle du niveau de fluctuation par mesures externes et internes) 
4.2.4. Mesure sur les blocs numériques 
Pour évaluer au mieux la sensibilité des blocs numériques intégrés dans MIXITY, nous avons agressé leur 
alimentation VDDCORE(n) par injections localisées de type DPI. Les investigations réalisées sur ces blocs ont eu 
pour objectifs : d’évaluer l’influence de leur architecture sur leur sensibilité, d’analyser les effets induits par la 
capacité de découplage externe sur les niveaux de bruits injectés et de comparer les niveaux de fluctuations 
mesurés à l’entrée et à l’intérieur du circuit. Pour cela, nous avons déterminé comme précédemment les niveaux 
de puissance à injecter pour obtenir une fluctuation de 10 % de leur tension d’alimentation (soit +/- 0,25 V). Les 
figures 2-44 à 2-47 comparent la sensibilité de chaque bloc numérique avec et sans capacité de découplage 
lorsque la tension d’alimentation VDDCORE est contrôlée en externe et en interne.  
Le premier constat que nous pouvons établir est que la sensibilité des blocs numériques est quasi-identique 
car les niveaux de puissance requis pour atteindre le critère défini sur leur tension d’alimentation ne diffèrent pas 
de manière significative d’un bloc à un autre. Bien que le bloc numérique n°0 soit le moins sensible lorsqu’une 
capacité de découplage est positionnée à l’entrée du composant, les différences de sensibilité entre chaque 
cœur ne sont pas assez importantes pour valoriser l’une des règles de design (capacité localisée, capacités 
distribuées, paire d’alimentation différente pour l’arbre d’horloge, isolation substrat) implémentées dans MIXITY. 
Les résultats montrent effectivement que la capacité distribuée sur la chaîne de buffers du cœur n° 1 et 
l’isolation substrat du cœur n°3 n’ont pas de réelles influences sur la sensibilité aux bruits des blocs numériques. 
Les effets de découplage induits par la capacité localisée entre la paire d’alimentation VDDCORE/VSSCORE de 
chaque bloc sont donc probablement prépondérants. Pour évaluer la cohérence de cette hypothèse, il serait 
préférable de vérifier les effets induits par ces éléments de protection par simulations. 
En revanche, la capacité de découplage présente à l’entrée du circuit a une réelle influence sur la 
susceptibilité aux bruits de ce dernier. Les niveaux de puissance requis pour atteindre notre critère sont 
effectivement beaucoup moins importants lorsque CDécouplage n’est pas soudée sur le circuit imprimé. Les 
perturbations injectées sur notre véhicule de test sont fortement découplées par cette capacité entre 1 MHz et 
100 MHz. Par exemple, à 10 MHz, la puissance incidente est de – 5 dB sans capacité et d’environ 45 dB avec 
capacité. Au-delà de 100 MHz, l’influence de CDécouplage  n’est plus aussi significative mais reste tout de même 
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satisfaisante car il est nécessaire d’injecter 5 à 10 dB de plus pour perturber l’alimentation des blocs numériques 
lorsque celle-ci est présente. 
Si nous analysons désormais les niveaux de puissance injectés sur le bloc numérique n°1 (figures 2-48 et 
2-49), nous distinguons entre 200 MHz et 1 GHz des effets de filtrages semblables à ceux observés sur le bus 
d’E/S. Sur cette plage de fréquences, il est effectivement nécessaire d’injecter davantage de puissance lorsque 
la tension est contrôlée sur le rail d’alimentation du bloc que sur la broche du circuit. Ayant établi le même 
constat sur les autres cœurs, avec et sans capacité de découplage, nous en concluons que ces effets doivent 
obligatoirement être considérés pour définir précisément la susceptibilité aux bruits d’un circuit intégré.  
Pour conclure, ces investigations nous ont montré toute l’importance de mesurer les niveaux de bruit 
véhiculé à l’intérieur du circuit. Les mesures aux capteurs nous ont révélé qu’il existait d’importants effets de 
filtrage à hautes fréquences, entre la broche du boîtier et le bloc agressé. Il est donc fondamental d’évaluer la 
sensibilité des fonctions intégrées dans un circuit par mesures internes car de tels phénomènes ne peuvent être 
observés par les techniques de mesures externes spécifiées par les normes. Afin d’avoir davantage de précision 
sur ces effets de filtrage, nous analyserons l’influence de certains éléments du circuit par simulation dans le 
chapitre 4.  
     
Figure 2-44: Injection DPI sur blocs numériques   Figure 2-45 : Injection DPI sur blocs numériques  
     avec CDécouplage (mesures externes)                        avec CDécouplage (mesures internes) 
   
Figure 2-46 : Injection DPI sur blocs numériques   Figure 2-47 : Injection DPI sur blocs numériques  
    sans CDécouplage (mesures externes)          sans CDécouplage (mesures internes) 
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4.3. Mesure de l’immunité du circuit 
4.3.1. Descriptions des bancs d’injection DPI  
La susceptibilité aux bruits du bus d’E/S et du bloc numérique n°1 est évaluée par injection DPI entre 1 MHz 
et 1 GHz, comme illustrés figures 2-50 et 2-51. A chaque fréquence, nous déterminons la puissance incidente à 
injecter sur les alimentations SSNOVDD et COREVDD pour perturber le fonctionnement des blocs. Dès qu’une 
défaillance est observée, nous mesurons en interne (utilisation des capteurs Low et Medium Voltage) le niveau 
de fluctuation couplé aux alimentations. Nous considérons ces blocs comme étant perturbés si l’amplitude des 
niveaux logiques et les caractéristiques temporelles de leur signal de sortie sont dégradées. Les critères de 
défaillance ainsi définis sont : un niveau de bruit supérieur à 10 % de la valeur nominale de l’alimentation du 
buffer de sortie (soit +/- 0,5 V) et un jitter supérieur à la moitié de la période du signal d’horloge (soit 50 ns). Les 
signaux d’entrée SSNDATA-IN et COREDATA-IN sont des signaux carrés 0-5 V ayant une fréquence d’1 MHz. Et le 
signal d’horloge CORECK-IN est un signal carré 0-5 V de 10 MHz. Les signaux de sortie sont contrôlés à l’aide 
d’un câble SMA (SubMiniature Type A) connecté à un oscilloscope large bande de 3 GHz. Enfin, le niveau de 
puissance incident injecté est au maximum de 45 dBm. 
 
Figure 2-50 : Mesure de l’immunité du bus d’E/S par injection DPI 
Figure 2-49: Comparaison des niveaux de 
puissance injectés par DPI sur le bloc numérique 
n°1 (Mesures externes vs. Internes sans CDécouplage) 
Figure 2-48 : Comparaison des niveaux de 
puissance injectés par DPI sur le bloc numérique 
n°1 (Mesures externes vs. Internes avec CDécouplage) 
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Figure 2-51 : Mesure de l’immunité du bloc numérique n°1 par injection DPI 
4.3.2. Immunité du bus d’E/S 
La courbe d’immunité déduite des mesures DPI (figure 2-52) montre que la sensibilité du bus d’E/S varie en 
fonction de la fréquence. Ce bloc a une forte sensibilité aux bruits sur différentes plages de fréquences, 
notamment à basses fréquences puis entre 100 MHz et 300 MHz. Les perturbations injectées sur l’alimentation 
SSNOVDD ont essentiellement dégradé les niveaux logiques du signal de sortie. Pour comprendre ces résultats, il 
est intéressant de les comparer aux niveaux de fluctuation pic-à-pic mesurés en interne sur le rail d’alimentation 
(figure 2-53). Entre 100 MHz et 500 MHz, les niveaux de bruits véhiculés sur l’alimentation du bus d’E/S 
corrèlent au pic de sensibilité observé sur la courbe d’immunité. Ces résultats montrent donc que sur cette plage 
de fréquences, la sensibilité du bus d’E/S est liée aux niveaux de bruits couplés à son alimentation SSNOVDD 
lorsque le critère de défaillance est établi sur ses signaux de sortie.  
   
         Figure 2-52 : Immunité du bus d’E/S                    Figure 2-53 : Niveaux de bruits mesurés en interne à chaque 
         (Injection DPI sur SSNOVDD)                        défaillance du bus d’E/S (Injection DPI sur SSNOVDD) 
4.3.3. Immunité du bloc numérique n°1 
Les résultats de mesures illustrés figure 2-54 indiquent que le bloc numérique n°1 de MIXITY est très peu 
sensible aux bruits entre 5 MHz et 10 MHz. Au-delà de 10 MHz, sa susceptibilité aux bruits augmente jusqu’à 
atteindre un pic à 450 MHz. Contrairement aux dégradations observées lors de la perturbation du bus d’E/S, les 
défaillances relevées lors de ces mesures sont de natures différentes selon la fréquence du signal perturbateur. 
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Aux alentours d’1 MHz, les défaillances résultent d’une dégradation des caractéristiques temporelles du signal 
de sortie. En revanche, au-delà de quelques MHz, les IEM véhiculées sur le rail d’alimentation VDDCORE1 
entrainent une dégradation des niveaux logiques du signal de sortie. 
Illustrés figure 2-55, les niveaux de bruits mesurés en interne sur le rail d’alimentation VDDCORE1 montrent 
qu’à 450 MHz la tension d’alimentation est faiblement bruitée car le niveau de fluctuation pic-à-pic est inférieur à 
100 mV. Le bloc numérique étant fortement sensible aux bruits à cette fréquence, nous en concluons que les 
dégradations du signal de sortie ne sont pas uniquement induites par la perturbation du fonctionnement du cœur 
numérique. Entre 200 MHz et 1 GHz, les mécanismes de dégradation pourraient alors être liés à la perturbation 
du buffer de sortie intégré dans le bloc numérique. Si le bruit injecté sur l’alimentation VDDCORE1 parvient à être 
couplé à l’alimentation OVDDCORE des buffers d’E/S, il est effectivement possible que le fonctionnement du 
buffer de sortie soit perturbé. Pour identifier l’origine de ces défaillances et vérifier notre hypothèse, nous allons 
donc étudier les mécanismes de couplage dans le bloc numérique et le bus d’E/S, à l’aide des capteurs de 
tension intégrés dans notre circuit. 
      
       Figure 2-54 : Immunité du bloc numérique n°1           Figure 2-55 : Niveaux de bruits mesurés en interne à chaque 
                    (Injection DPI sur VDDCORE)            défaillance du bloc numérique n°1 (Injection DPI sur VDDCORE) 
4.4. Identifications des mécanismes de couplages et des déclenchements des 
protections DES 
4.4.1. Etudes des mécanismes de couplage internes au circuit 
4.4.1.1. Descriptions des cas d’étude 
Les études réalisées précédemment ont montré que la sensibilité d’un cœur numérique n’est pas 
uniquement liée à son propre fonctionnement mais dépend également de celui des buffers d’E/S. Pour 
comprendre les phénomènes de couplage pouvant avoir lieu à travers ces blocs, nous avons imaginé deux cas 
d’étude. Illustré figure 2-56, le premier cas d’étude consiste à venir perturber l’alimentation SSNVDD (2,5 V) du 
bus d’E/S et à mesurer les niveaux de bruits couplés en interne à son alimentation SSNOVDD (5 V). Semblable à 
ce premier cas d’étude, le second consiste à perturber l’alimentation OVDDCORE (5 V) des buffers d’E/S intégrés 
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dans les blocs numériques de MIXITY et à contrôler les niveaux de bruits couplés en interne à l’alimentation 
VDDCORE1 (2,5 V) du cœur numérique n°1 (figure 2-57).  
Pour chaque cas d’étude, nous allons donc dans un premier temps définir les niveaux de puissance à 
injecter pour dégrader les caractéristiques des signaux de sortie du bus d’E/S et du bloc numérique n°1. Les 
critères de défaillances seront identiques à ceux définis précédemment (jitter de 50 ns au maximum et niveau de 
bruit supérieur à 10 % de la valeur nominale de l’alimentation du buffer de sortie). Après avoir déduit la courbe 
d’immunité, nous réinjecterons les niveaux de puissance requis pour induire des défaillances entre 1 MHz et 1 
GHz, et mesurerons à chaque fréquence les niveaux de bruit couplés aux alimentations qui n’auront pas été 
agressés directement par les injections DPI. 
 
Figure 2-56 : Banc d’injection DPI permettant d’étudier les couplages internes au bus d’E/S 
 
Figure 2-57 : Banc d’injection DPI permettant d’étudier les couplages internes au bloc numérique n°1 
4.4.1.2. Analyses des couplages dans le bus d’E/S 
La courbe d’immunité déduite des injections DPI réalisées sur l’alimentation SSNVDD du bus d’E/S est 
illustrée figure 2-58. Après avoir réinjecté les niveaux de puissance relevés lors de ces tests, nous avons mesuré 
les niveaux de bruits couplés à l’alimentation SSNOVDD à l’aide du capteur Medium Voltage. Illustrés figure 2-59, 
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les résultats de ces mesures montrent que le bruit mesuré en interne sur le rail d’alimentation SSNOVDD 
augmente avec la fréquence du signal perturbateur, jusqu’à atteindre des amplitudes pic-à-pic de 3 V à 200 
MHz. Par conséquent, il existe incontestablement des mécanismes de couplage entre les alimentations SSNOVDD 
et SSNVDD d’un buffer d’E/S. Nous en concluons donc que ces mécanismes sont probablement à l’origine des 
dégradations induites sur le signal de sortie du bloc numérique, entre 300 MHz et 600 MHz (figure 2-52). Au vu 
des résultats obtenus, ces couplages sont certainement de nature capacitive car ils interviennent sur une plage 
de fréquence bien définie. Pour évaluer l’exactitude de nos hypothèses, nous pourrons évaluer les niveaux de 
bruits présents sur chaque alimentation d’un buffer d’E/S par simulations. 
Enfin, comme nous l’avons vu dans la partie 4.3.2, l’immunité du bus d’E/S est liée au niveau de 
perturbation véhiculé sur l’alimentation SSNOVDD, à hautes fréquences. Etant donné les niveaux de bruits 
couplés à l’alimentation SSNOVDD lorsque nous agressons par DPI la broche SSNVDD (figure 2-59), nous en 
déduisons que les mécanismes de couplages entre les deux alimentations entrainent les défaillances observées 
entre 100 MHz et 500 MHz (figure 2-58).  
   
                   Figure 2-58 : Immunité du bus d’E/S                  Figure 2-59 : Niveaux de bruit mesurés en interne à  
                               (Injection DPI sur SSNVDD)               chaque défaillance du bus d’E/S (Injection DPI sur SSNVDD) 
4.4.1.3. Analyses des couplages dans le bloc numérique 
La courbe d’immunité illustrée figure 2-60 est déduite des mesures DPI réalisées sur l’alimentation 
OVDDCORE du bloc numérique n°1 de MIXITY. Lors de ces tests, nous avons relevé les niveaux de bruits 
présents sur l’alimentation VDDCORE1 à l’aide du capteur Low Voltage. Les niveaux de fluctuations mesurés à 
chaque défaillance du circuit (figure 2-61) sont constants et égales à 150 mV entre 1 MHz et 100 MHz. Au-delà 
de cette plage de fréquence, le niveau de bruit augmente avec la fréquence jusqu’à atteindre une amplitude pic-
à-pic de 1,1 V à 600 MHz. Un tel niveau de bruit mesuré en interne sur l’alimentation VDDCORE1 prouve donc une 
fois de plus qu’il existe un couplage non-négligeable entre les alimentations OVDDCORE et VDDCORE d’un buffer 
d’E/S intégré dans un bloc numérique. 
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            Figure 2-60 : Immunité du bloc numérique n°1      Figure 2-61 : Niveaux de bruits mesurés en interne à chaque 
                          (Injections DPI sur OVDDCORE)        défaillance du bloc numérique n°1 (Injection DPI sur OVDDCORE)        
4.4.2. Observations des déclenchements des protections DES 
Au cours des investigations précédentes, plusieurs phénomènes inattendus ont été observés entre 300 
MHz et 1 GHz. En mesurant le bruit injecté en interne sur le bus d’E/S et le bloc numérique n°1 de MIXITY, nous 
nous sommes effectivement aperçus que les densités de probabilité calculées ne correspondaient plus à celles 
de signaux sinusoïdaux. Afin de mieux comprendre comment de tels phénomènes pouvaient intervenir, nous 
avons analysé les densités de probabilité des signaux injectés sur l’alimentation SSNOVDD du bus d’E/S (figure 2-
39) à différentes fréquences et différents niveaux de puissances. Pour faciliter notre étude, la tension du signal 
d’entrée SSNDATA-IN a été fixé à 5 V et le niveau de puissance du signal perturbateur a été augmenté 
progressivement.  
A titre d’exemple, la figure 2-62 illustre les densités de probabilité calculées à 500 MHz pour différents 
niveaux de puissance allant de 0 dBm à 23 dBm. Le tableau 2-7 donne les principales caractéristiques de ces 
densités de probabilité telles que les amplitudes Vmax et Vmin correspondant aux DDP maximales. Lorsque nous 
augmentons la puissance du signal perturbateur jusqu’à 20 dBm, le niveau de fluctuation mesuré en interne 
augmente progressivement sans que nous notions de réelles distorsions du signal mesuré. Cependant, au-delà 
de 20 dBm, l’amplitude pic-à-pic du signal mesuré diminue jusqu’à tendre vers une valeur continue de 5,25 V 
(tension mesurée pour 23 dBm). Des effets de redressement sont par ailleurs observés lorsque nous injectons 
21 dBm sur notre circuit car la probabilité de mesurer Vmax (5,23 V pour 21 dBm) est beaucoup plus importante 
que celle d’extraire un échantillon correspondant à la tension Vmin (4,77 V pour 21 dBm). Etant donné que ces 
phénomènes non-linéaires ne peuvent pas être justifiés par un simple couplage entre les paires d’alimentation, 
nous en avons conclu que ces effets étaient induits par le déclenchement des protections de décharges 
électrostatiques. 
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Figure 2-62 : Densité de probabilité de l’IEM mesuré à 500 MHz sur le rail d’alimentation SSNOVDD du bus d’E/S 
 
Puissance 
Incidente Injectée 
Tensions aux  
DDP max 
Valeur de la DDP aux 
tensions Vmin et Vmax Ecart relatif entre les 
extremums de DDP 
(DDPVmin et DDPVmax) 
Vmin Vmax DDPVmin DDPVmax 
0 dBm 4,97 V 5,01 V 11,36 14,24 20,2 % 
10 dBm 4,87 V 5,09 V 6,38 7,32 12,8 % 
15 dBm 4,79 V 5,17 V 5,5 5,3 3,63 % 
20 dBm 4,67 V 5,31 V 4,26 3,96 7 % 
21 dBm 4,77 V 5,23 V 4,065 11,59 64,9 % 
23 dBm 5,25 V 50,53  
Tableau 2-7 : Caractéristiques des densités de probabilité calculées lors des injections DPI sur le bus d’E/S 
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5. Conclusions 
Dans ce chapitre, nous avons proposé d’étudier la propagation d’interférences électromagnétiques à travers 
un véhicule de test développé en technologie SMOS8MV® 0,25 µm, à l’aide de capteurs de tension 
asynchrones. Ces capteurs ont l’avantage d’avoir une surface réduite, une bande passante relativement large (2 
GHz), une bonne linéarité et une bonne robustesse aux stress électriques. Pour quantifier les niveaux de bruits 
véhiculés sur les rails d’alimentations de différents blocs, plusieurs versions de capteurs ont ainsi été 
implémentées à l’intérieur du circuit. Ces versions se différencient par la gamme de tension tolérée à l’entrée 
des capteurs. Leur principe d’acquisition est basé sur le calcul d’une densité de probabilité permettant de définir 
précisément l’amplitude et l’allure du signal mesuré.  
Après avoir calibré chaque version de capteurs pour compenser leurs erreurs de mesures, nous avons 
caractérisé les systèmes d’injections DPI et BCI utilisés lors de nos investigations. Cette étude nous a permis de 
constater que la mise en œuvre des tests BCI est complexe et difficilement reproductible car de nombreux 
paramètres du système d’injection influent sur le courant transmis au circuit (longueur du câble sur lequel la 
perturbation est injectée, distance entre la pince d’injection et le circuit imprimé, etc.). Bien que ces tests ne 
soient pas les plus adéquates pour évaluer la sensibilité d’un circuit, ils restent appréciés par les systémiers car 
ils permettent de qualifier une application dans des conditions environnementales proches de la réalité. A 
l’inverse, les tests DPI sont faciles à mettre en œuvre et très reproductibles car le système d’injection n’est 
constitué que deux éléments : une capacité d’injection et une inductance (ou une résistance selon le signal 
perturbé. Malgré les avantages et inconvénients de chaque test, nous avons donc décidé d’évaluer la 
susceptibilité de notre circuit par injections DPI et BCI. 
La sensibilité du bus d’E/S et des blocs numériques intégrés dans le véhicule de test a été analysée en 
contrôlant les niveaux de bruits injectés à l’entrée (mesures externes avec sonde et oscilloscope) et à l’intérieur 
(mesures internes avec capteur de tension) du composant. Les résultats de cette étude ont montré qu’à hautes 
fréquences des effets de filtrage induits par certains éléments du circuit réduisaient les niveaux de bruits 
véhiculés sur la puce. Ces observations nous ont donc permis de constater toute l’efficacité des mesures sur 
puce mais aussi de confirmer les limites des mesures externes normalisées. En outre, lorsque nous avons 
étudié l’immunité de ces blocs en définissant un critère de défaillance sur leur signal de sortie, les niveaux de 
bruit mesurés lors des injections d’IEM ont révélé qu’il existait des mécanismes de couplages entre les 
alimentations des buffers d’E/S intégrés dans le circuit. En analysant de plus près ces mécanismes, nous avons 
par ailleurs identifié le déclenchement des protections DES implémentées sur les paires d’alimentations des E/S.  
Au vu des multiples informations déduites de ces investigations, nous en concluons donc que les capteurs 
de tensions intégrés dans notre véhicule de test offrent la possibilité de quantifier les niveaux de bruits injectés 
sur une puce, mais également de caractériser précisément la propagation des IEM à travers un circuit. Par 
conséquent, nous pourrions désormais imaginer d’intégrer un réseau de capteur dans les circuits de test 
développés par les concepteurs afin d’évaluer avec précision la sensibilité des fonctions implémentées et les 
mécanismes de couplage interne au CI (couplages parasites entre bloc, diaphonie, couplage substrat, etc.).
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CHAPITRE 3   
Développement d’outils de simulation destinés à la prédiction 
d’immunité des CI 
Pour comprendre l’origine de la susceptibilité d’un circuit intégré face à une agression RF transmise en 
mode conduit, il est fondamental d’identifier et de modéliser convenablement le chemin d’injection sur lequel le 
courant perturbateur est véhiculé. Ayant comme principal objectif de perfectionner les analyses CEM dès la 
phase de conception d’un produit, nous proposons différents outils de simulation permettant de modéliser les 
éléments du chemin d’injection influant sur la transmission d’énergie. Dans ce chapitre, nos travaux se focalisent 
premièrement sur la modélisation des environnements de tests mis en œuvre pour analyser la sensibilité aux 
bruits de MIXITY (systèmes d’injection normalisés de type conduit (DPI ou BCI) et des circuits imprimés dédié 
aux analyses de performances CEM). Nous proposons également un outil de simulation dédié aux prédictions 
des mesures DPI et BCI conduites sur un circuit intégré. Ces outils ont été développés pour aider les designers 
à prédire l’immunité d’un CI rapidement avec précision. 
1. Modèle de circuit imprimé  
Le circuit imprimé sur lequel le CST est monté est l’un des éléments du chemin d’injection dont l’influence 
sur l’énergie transmise est des plus significatives (influences des composants de découplage, pertes des pistes 
et des plans conducteurs, désadaptation, etc.). Tout d’abord, il est important de souligner que la désadaptation 
de ce dispositif vis-à-vis de la source perturbatrice induit une forte perte d’énergie lors d’une injection de courant 
normalisée en mode conduit. Le niveau de puissance réfléchie vers le générateur peut effectivement être très 
important en fonction de la fréquence du courant injecté. Outre l’impact de son impédance d’entrée, les 
propriétés physiques et géométriques de ses éléments conducteurs (pistes et plans) induisent d’importantes 
pertes en puissance qui peuvent être de différentes natures. Les pertes cuivre par effet de peau, les pertes 
diélectriques et les pertes rayonnées sont les plus significatives en fonction de la fréquence du signal. Selon le 
domaine de validité fréquentiel, il parait donc indispensable de prendre en considération ces pertes pour 
modéliser le comportement électrique d’un circuit imprimé avec précision. Pour atteindre cet objectif, nous 
proposons deux outils de simulation permettant de développer des modèles précis de PCB essentiels à la 
prédiction de l’immunité d’un circuit intégré. 
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1.1. Modélisation d’une piste  
1.1.1. Démarche de modélisation d’une piste 
Afin de développer un outil d’extraction de modèles de piste suffisamment précis en régime sinusoïdal, il est 
au préalable nécessaire d’étudier la physique du conducteur et son processus de propagation. 
Une piste de circuit imprimé est un ensemble de deux conducteurs parallèles dans lesquels la propagation 
s’effectue dans la direction de leur longueur. Une telle structure conductrice est identifiée comme une ligne de 
transmission de type microruban. Cette ligne se caractérise par deux dimensions fondamentales qui sont 
l’épaisseur « h » du diélectrique et la largeur « w » de la piste supérieure (figure 3-1).  
 
Figure 3-1: Coupe transversale d’une piste 
Le mode de propagation d’une ligne microruban est considéré comme étant quasi TEM (Transverse 
Electromagnétique) car les champs électrique E et magnétique H ne sont pas exactement orthogonaux. La 
vitesse de propagation d’une ligne dépend théoriquement de la permittivité relative εr du diélectrique (équation 
3-1). Dans le cas d’un microruban, la vitesse de propagation dépend d’une permittivité effective relative à la 
géométrie du conducteur et à la permittivité du matériau qui le sépare de la masse, car les lignes de champ 
traversent des milieux différents (air et diélectrique).   
  éé	é ,.$+../$√1   1  1   # # 2 #  Equation 3-1 
En régime sinusoïdal, la différence de potentiel mesurée à un instant « t » entre les deux conducteurs peut 
ne pas être identique en tous points selon la longueur de la ligne. Pour éviter ces phénomènes de propagation, 
la longueur de la ligne doit être plus petite que la longueur d’onde λ des signaux mis en jeu. Nous admettons 
ainsi que pour toutes pistes de dimensions supérieures à λ/10, le phénomène de propagation devra être pris en 
compte.  
Pour éviter que ces phénomènes aient un impact sur la précision de nos modèles, toute ligne de longueur 
« L » est décomposées en une succession de cellules d’une longueur inférieure à λ/10. Comme nous l’avons vu 
précédemment (figure 1-50), chaque cellule est composée d’éléments discrets de nature résistive, capacitive et 
inductive. Afin d’être en mesure de développer des modèles de ligne précis en régime sinusoïdal, nous allons 
désormais étudier le comportement de chacun de ces éléments dans le domaine fréquentielle.  
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La fonction de transfert d’une ligne de transmission en fonction de la fréquence angulaire (3  2  5  6) 
est donnée par l’équation 3-2, où « 7 » et « x » sont respectivement la constante de propagation et la longueur 
de la ligne [SVENSSON01]. La constante de propagation (équation 3-3) caractérise l’atténuation et le 
déphasage par unité de longueur d’une ligne.  
9:  ';(         Equation 3-2 
;  <=:. >:           Equation 3-3 
Les matrices d’impédance Z(ω) et d’admittance Y(ω) dépendent des caractéristiques géométriques et des 
pertes de la ligne. L’impédance et l’admittance par unité de longueur d’une cellule peuvent être définies par les 
équations suivantes. 
=:  ?:  @:A:  ?	  ?:  @:A	  A    Equation 3-4 
>:  :  @:B:  @:B:. 1(:)     Equation 3-5 
D’après l’équation 3-4, l’impédance Z(ω) est de nature résistive et inductive. Son caractère résistif exprimé 
par R(ω) est la somme de la résistance par unité de longueur Rpiste et de la résistance d’effet de peau Rs(ω). Les 
pertes induites par effet de peau apparaissent lorsque l’épaisseur de peau δs (équation 3-5) équivaut à 
l’épaisseur « e » du conducteur, soit à la fréquence fs (équation 3-6). Sachant que la fréquence maximale 
d’injection de tests d’immunité conduit est de 1 GHz [IEC62132-3] [IEC62132-4], l’épaisseur de peau maximale 
est égale à 2,087 mm pour un conducteur en cuivre (ρCu ou Al = 1,72.10-2 et µCu = 1). Nous pouvons ainsi en 
conclure que ces pertes sont négligeables dans le cadre de nos études car les pistes de circuits imprimés n’ont 
jamais une telle épaisseur. Par conséquent, la nature résistive de Z(ω) dépend uniquement de la résistance 
linéique Rpiste. 
CD = &)×EB# # *:×F+×F   F+, F: é	é #  	 # 	é#  Equation 3-6 
                EB# # *: é		é # 	é# 
  = EB#)×%×F+×F         Equation 3-7 
Le caractère inductif exprimé par L(ω) résulte également de deux composantes continue et alternative 
respectivement définies par Lpiste et Ls(f). Lpiste est l’inductance par unité de longueur et Ls(f) symbolise la 
variation d’inductance induite par l’effet de peau. Etant donné que cet effet est négligeable pour une piste de 
circuit imprimé, l’inductance L(ω) est donc constante à hautes fréquences et égale à la composante linéique 
Lpiste. Nous en déduisons ainsi que I(3) = I(∞) = IKLMNO. 
Selon l’équation 3-5, l’admittance Y(ω) dépend de la capacité C(ω) et de la permittivité relative du 
diélectrique εr(ω). Les pertes induites par le diélectrique résultent essentiellement des pertes de relaxation du 
matériau [BUR85]. Pour décrire le comportement du substrat dans le domaine fréquentiel, nous utilisons le 
modèle de Debye dont la forme générale est donnée par l’équation 3-8, où εk et PQ sont la force et la constante 
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de temps du mécanisme de relaxation du matériau. Cette approche permet de garantir la causalité du modèle 
tout en admettant que la tangente de perte tan δ(ω) du diélectrique soit constante sur une large bande de 
fréquence. L’admittance d’une cellule peut alors être exprimée par l’équation 3-9. 
1(:) = 1R + ∑ 1T$U@:VTWTX$ = 1 (:) Y @1(:)  	 C(:) = 1
(:)
1 (:)    Equation 3-8 
>(:) = B(:). 	 C(:). : + @:B(:)      Equation 3-9 
A partir de ces équations, nous pouvons en déduire un modèle discret de l’admittance Y(ω) (figure 3-2). 
Constitué d’éléments résistifs et capacitifs, les principales caractéristiques de ce modèle sont la constante Z(∞) 
et les rapports RkC qui représentent respectivement la valeur haute-fréquence de la capacité Z(3) et les 
constantes de temps PQ.  
 
Figure 3-2: Modèle de Debye (tangente de perte du diélectrique constante) 
Afin que la démarche de modélisation des pertes substrat soit plus explicite notamment pour définir la 
valeur de chaque élément du modèle de Debye, nous allons étudier un cas simple où le nombre de branche R-C 
de la figure 3-2 est minimisé. La constante K de l’équation 3-8 est donc définie comme étant égale à 1 pour 
rendre unitaire le nombre de branche R-C parallèles à Z(∞). L’admittance équivalente du modèle ainsi obtenue 
est donnée par l’équation 3-10. 
>(:) = @:B(∞) + @:B$U@:?$B        Equation 3-10 
Si la tangente de perte du matériau est égale à tan δ à la pulsation ω1, les expressions de la capacité C et 
de la résistance R1 peuvent être exprimées par les équations 3-11 et 3-12, en ayant au préalable réalisé une 
analogie entre les équations 3-9 et 3-10.  
B = ). B(∞). 	 C        Equation 3-11 
?$ = $:$.B         Equation 3-12 
Sachant que la capacité linéique Cpiste est égale à la somme de la capacité haute-fréquence Z(∞) et des 
capacités C, les valeurs de chaque élément du modèle de Debye peuvent donc être calculées à la pulsation ω1 
désirée. Un tel modèle permet ainsi de simuler le comportement du diélectrique à une fréquence donnée. 
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Néanmoins, pour développer un modèle valide sur une large bande de fréquence, il est nécessaire de 
maintenir la tangente de perte du matériau constante sur plusieurs décades. [ENGIN04] montre qu’il est possible 
de rendre constant cette propriété du diélectrique avec une précision de plus ou moins 20%, en faisant varier la 
constante de temps PQ de 10% d’une branche R-C à une autre et en échelonnant tan δ avec un facteur k égale à 
0,9 lorsque la constante K est supérieure à 1. Chaque branche étant associée à une pulsation ωk, un modèle de 
pertes substrat large bande peut être déduit à partir des équations 3-12, 3-13 et 3-14. Le domaine de validité 
fréquentiel du modèle ainsi obtenu est compris entre ω1 et ωK-1.  
B = T). B(∞). 	 C    T = $  W = $ 	 T = +, [  W > $    Equation 3-13 
?T = $:TB    :TU$ = $+:T 	 T = $, ), … , W      Equation 3-14 
B(∞) = B	$UWT) 	 C         Equation 3-15 
Pour calculer les composantes linéiques Lpiste, et Cpiste, nous utilisons les formules d’Hammerstad 
[HAMMERSTAD75]. La permittivité efficace du diélectrique εeff et l’impédance caractéristique Zc de la ligne sont 
calculées en fonction du rapport entre la largeur « w » de la piste et l’épaisseur « h » du substrat (équations 3-16 
et 3-17). 
Si w < h :  
= = ^+<1    _.`  +  `ab     1  = 1U$) + 1'$) c_$ + $) `b
'$) + +, +a _$ Y `b)d  Equation 3-16 
Si w > h : 
= = $)+% <1  e`U$, [,U+,^^f _`U$,aaab     1  =  
1U$) +  1'$) _$ + $) `b'
$)
  Equation 3-17 
A partir de l’impédance caractéristique ainsi obtenue et des équations 3-1, 3-18 et 3-19, nous en déduisons 
la valeur des composantes Lpiste et Cpiste pour une cellule d’une longueur I g⁄  inférieure à λ/10 (L: longueur de la 
piste, n : nombre de cellule nécessaire pour éviter les phénomènes de propagation). La composante Rpiste d’une 
cellule est en revanche directement calculée à partir des propriétés physiques de la ligne et de l’équation 3-20. 
A	  A  =B         Equation 3-18 
B	  A   $=        Equation 3-19 
?	  EB# # * × ( A ⁄`×)        Equation 3-20 
En suivant cette démarche, un modèle discret de piste de circuit imprimé peut donc être développé et validé 
sur la bande de fréquence désirée (figure 3-3). Néanmoins, au vu de sa complexité et du nombre de 
connaissances requises, il était inconcevable d’introduire une telle démarche de modélisation dans le flot de 
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simulation des circuits intégrés. Il a donc fallu imaginer un outil d’extraction de modèles de piste suffisamment 
précis et rapide pour prédire la susceptibilité d’un circuit dès sa phase de conception.  
 
Figure 3-3: Modèle discret d’une piste (1 cellule) 
1.1.2. Description de l’outil d’extraction de modèles de pistes PCB 
Pour parvenir à extraire un modèle de piste rapidement une fonction spécifique a été développée sous 
MATLAB. La figure 3-6 illustre l’algorithme de cette fonction.  
Les informations requises pour modéliser une piste de circuit imprimé sont : la géométrie du conducteur, les 
caractéristiques des matériaux (résistivité du conducteur, tangente de perte et permittivité relative du 
diélectrique) et le domaine de validité fréquentiel (fréquence minimum, fréquence maximum et nombre de 
points). A partir de ces informations, la fonction délivre à l’utilisateur le nombre de cellules et les valeurs de 
chaque élément R, L, C qui les constitue, pour développer un modèle discret d’une piste simulable sous Spice.  
Par ailleurs, l’utilisateur a également la possibilité d’extraire les matrices de paramètres S sous la forme 
d’un fichier Touchstone [TOUCHSTONE02] et de paramètres Z sous la forme d’un fichier texte. Ces options lui 
permettent notamment d’évaluer plus facilement la précision de son modèle en comparant ses résultats de 
simulation à des mesures de caractérisation réalisées à l’analyseur de spectre. 
Afin de calculer les matrices de paramètres S et Z, nous considérons qu’un modèle de piste composé de n 
cellules représente n quadripôles mis en cascade. Comme l’illustre la figure 3-4, la matrice de paramètres A est 
ensuite déduite à partir de l’impédance Z(ω) et de l’admittance Y(ω) de chaque quadripôle. L’utilisation des 
paramètres A n’est pas anodine puisque ces paramètres ont la particularité d’être appropriés au calcul de la 
matrice chaîne de plusieurs quadripôles en cascade [WANG07]. Ce procédé est donc répété n fois pour définir 
la matrice de paramètres A du modèle de piste complet. Ce n’est finalement qu’à partir de cette matrice que les 
paramètres Z et S [FRICKEY94] du modèle sont déduits (figure 3-5). 
        
Figure 3-4: Définition de la matrice de paramètres   Figure 3-5: Définition des matrices de paramètres  
              A à  partir de Z(ω) et Y(ω)                           Z et S à partir de la matrice de paramètres A 
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Figure 3-6: Algorithme de l’outil d’extraction de modèle de piste 
 
 Géométrie du conducteur (L, w, h et e) 
 Propriétés des matériaux (ρpiste, tan δ et εr) 
 Domaine de validité (fmin, fmax, nombre de points) 
Données d’entrée 
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1.1.3. Evaluation de l’outil de simulation 
Pour valider l’outil décrit précédemment, il est nécessaire d’évaluer sa capacité à fournir des modèles de 
piste précis quelque soit les propriétés du PCB. Pour cela, nous avons conçu trois lignes adaptées 50 Ω ayant 
des géométries différentes. Ces ligne ont ensuite été modélisées et simulées sous ADS (Advanced Design 
System) [ADS]. Le tableau 3-1 recense les caractéristiques physique et géométrique de chaque piste et de leur 
substrat respectif. Contrairement aux lignes n°1 et n°3, la ligne n°2 peut être segmentée en 3 tronçons (T1, T2 et 
T3) de longueurs différentes. 
 
L W e ρ (cuivre) tan δ h εr 
Ligne n°1 75 mm 2,5 mm 
0,035 mm 1,72.10-5 Ω.mm-1 0,02 
1,6 mm 5,1 
Ligne n°2 
T1: 27 mm 
T2: 57 mm 
T3: 27 mm 
1,1 mm 0,8 mm 4,9 
Ligne n°3 30 mm 0,9 mm 0,4 mm 4,9 
Tableau 3-1: Caractéristiques des lignes modélisées avec l’outil d’extraction 
Le domaine de validité fréquentiel choisi pour extraire les modèles est compris entre 1 MHz et 2 GHz, soit 
un domaine de validité défini sur 4 décades (constante K = 5). A partir de ces informations, le nombre de cellules 
et les valeurs des composantes discrètes par cellule nous sont transmises par l’outil d’extraction (tableau 3-2).   
 
Nombre de 
cellules Rpiste Lpiste Cpiste C∞ C 
R1 
(Rk+1=R1/10k) 
Ligne n°1 5 4,91 mΩ 5,1 nH 1,77 pF 1,5 pF 54 fF 2,943 MΩ 
Ligne n°2 
T1 2 6,03 mΩ 4,9 nH 1,475 pF 1,25 pF 45 fF 3,5 MΩ 
T2 4 6,365 mΩ 5 nH 1,557 pF 1,31 pF 47,28 fF 3,36 MΩ 
T3 2 6,03 mΩ 4,9 nH 1,475 pF 1,25 pF 45 fF 3,5 MΩ 
Ligne n°3 3 5,46 mΩ 2,783 nH 1,486 pF 1,26 pF 45,35 fF 3,5 MΩ 
Tableau 3-2: Valeur des composantes de chaque modèle de ligne pour une cellule 
Afin d’évaluer la précision de l’outil et de montrer l’intérêt de prendre en considération les pertes diélectrique 
dans un modèle de piste de PCB, l’impédance d’entrée Z11 et le coefficient de transmission S21 de chaque 
modèle discret conçu à partir des informations du tableau 3-2 (avec et sans perte diélectrique), sont comparés 
à ceux d’un modèle de ligne issu des librairies d’ADS et aux mesures de caractérisation réalisées à l’analyseur 
de réseau. Les modèles discrets sans pertes diélectrique ne sont développés qu’à partir du nombre de cellule et 
des composantes linéiques (Rpiste, Lpiste et Cpiste) de chaque ligne.  
Illustrés de la figure 3-7 à 3-12, les résultats de cette étude montrent que les modèles discrets avec pertes 
substrat ont une bonne précision de 1 MHz à 2 GHz, puisque les écarts observés entre simulations et mesures 
des paramètres Z11 et S21 sont relativement faibles. 
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          Figure 3-7: Impédance d’entrée de la ligne n°1        Figure 3-8: Coefficient de réflexion de la ligne n°1 
 
  
             Figure 3-9: Impédance d’entrée de la ligne n°2          Figure 3-10: Coefficient de réflexion de la ligne n°2 
 
  
             Figure 3-11: Impédance d’entrée de la ligne n°3          Figure 3-12: Coefficient de réflexion de la ligne n°3 
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Pour évaluer la précision des modèles discrets, nous calculons le pourcentage d’erreur des coefficients de 
transmission simulés en fonction de ceux mesurés. Nous nous focalisons principalement sur le coefficient de 
transmission car le bon transfert d’énergie d’un modèle de ligne est essentiel pour prédire le comportement CEM 
d’un CI.  
En comparant les erreurs de précision des modèles discrets avec et sans pertes (tableau 3-3), nous 
constatons que les erreurs moyennes de transmission sont inférieures à 2 % jusqu’à 2 GHz, et ce quelque soit la 
présence de pertes. Nous pouvons donc en conclure qu’en-dessous du gigahertz, un modèle discret sans perte 
diélectrique est suffisant pour simuler le comportement d’une ligne adaptée 50 Ω. Néanmoins, nous observons 
que les erreurs de précision de ces modèles sont maximales à 2 GHz. Il devient donc indispensable d’inclure les 
pertes substrat dans tous modèles de pistes adaptés lorsque leur domaine de validité fréquentiel est défini au-
delà du gigahertz.  
Erreur 
Ligne n°1 Ligne n°2 Ligne n°3 
Avec perte 
diélectrique 
Sans perte 
diélectrique 
Avec perte 
diélectrique 
Sans perte 
diélectrique 
Avec perte 
diélectrique 
Sans perte 
diélectrique 
Moyenne 0,24 % 0,72 % 0,25 % 1,21 % 0,12 % 0,48 % 
Maximum 1,45 %  à 1,51 GHz 
6,5 %  
à 2 GHz 
1,12 %  
à 417 MHz 
11 %  
à 2 GHz 
0,71 %  
à 914 MHz 
3,73 %  
à 2 GHz 
Tableau 3-3: Erreur de précision des modèles discrets avec et sans pertes diélectrique 
Pour s’assurer que ce constat puisse également être établi sur des pistes désadaptées, une étude 
complémentaire est réalisée en modélisant plusieurs pistes dont les caractéristiques sont basées sur celles de la 
ligne n°3. Cette ligne a été choisie car ces caractéristiques géométriques s’apparentent le plus à celles utilisées 
pour développer des circuits imprimés. Les principaux paramètres qui peuvent avoir une influence sur les pertes 
substrat sont les caractéristiques du diélectrique et le rapport « w/h » de la piste. Etant donné que la permittivité 
et la tangente de perte du diélectrique varient faiblement d’un PCB à un autre, seules les influences de la largeur 
« w » et de l’épaisseur du substrat « h » sont étudiées. Les caractéristiques des lignes modélisées pour cette 
étude sont énumérées dans le tableau 3-4. Le domaine de validité fréquentiel est le même que précédemment. 
 
W h Divers 
Ligne n°3-1 0,5 mm 
0,4 mm 
L = 30 mm, e = 0,035 mm 
ρcuivre = 1,72.10-5 Ω.mm-1 
tan δ = 0,02, εr  = 4,9 
Ligne n°3-2 1,5 mm 
Ligne n°3-3 
0,9 mm 
0,8 mm 
Ligne n°3-4 0,2 mm 
Ligne n°3-5 
0.2 mm 
0,8 mm 
Ligne n°3-6 0,4 mm 
Tableau 3-4: Caractéristiques des lignes modélisées pour l’étude paramétrique 
Illustrés de la figure 3-13 à 3-19, les résultats de cette étude paramétrique montrent que quelque soit les 
caractéristiques de la ligne, l’écart entre le coefficient de transmission d’un modèle avec ou sans pertes 
diélectrique est faible voire quasi nul.  
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    Figure 3-13: Coefficient de transmission de la ligne 3-1       Figure 3-14: Coefficient de transmission de la ligne 3-2 
 
    
    Figure 3-15: Coefficient de transmission de la ligne 3-3       Figure 3-16: Coefficient de transmission de la ligne 3-4 
 
      
    Figure 3-17: Coefficient de transmission de la ligne 3-5       Figure 3-18: Coefficient de transmission de la ligne 3-6 
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Pour quantifier cet écart, le pourcentage d’erreur est calculé pour chaque ligne (tableau 3-5). Contrairement 
aux calculs précédents, l’erreur de précision est cette fois-ci calculée en fonction du coefficient de transmission 
du modèle avec pertes diélectrique. Ce modèle est défini comme référence car il est doté d’une bonne précision 
quelque soit les propriétés du PCB (tableau 3-3).  
Selon les informations du tableau 3-5, l’erreur de précision d’un modèle sans perte reste inférieurs à 1% 
jusqu’à 1 GHz, quelque soit le rapport « w/h » et l’impédance caractéristique ZC de la ligne. En outre, on 
remarque que lorsque le rapport « w/h » est inférieur à 1, le pourcentage d’erreur d’un modèle sans perte 
diélectrique ne dépasse pas 1 % jusqu’à 2 GHz.  
 
Ligne 3-1 Ligne 3-2 Ligne 3-3 Ligne 3-4 Ligne 3-5 Ligne 3-6 
Erreur 
Moyenne 0,27 % 0,5 % 0,26 % 0,5 % 0,12 % 0,13 % 
Maximum 1,96 %  à 2 GHz 
6,5 %  
à 1,91 GHz 
1,77 %  
à 2 GHz 
8 %  
à 2 GHz 
0,97 %  
à 1,44 GHz 
0,9 %  
à 2 GHz 
ZC 60,56 Ω 30,57 Ω 63,83 Ω 26,72 Ω 115 Ω 91 Ω 
W/h 1,25 3,75 1,125 4,5 0,25 0,5 
Tableau 3-5: Erreur de précision d’un modèle discret sans pertes en fonction de  
l’impédance caractéristique ZC et du rapport W/h d’une ligne 
Nous pouvons donc en conclure que les caractéristiques d’une piste de circuit imprimé n’ont aucune 
influence sur ses pertes diélectrique lorsque la fréquence des signaux sinusoïdaux mis en jeu est inférieure à 1 
GHz. Par conséquent, il n’est pas nécessaire de complexifier les modèles de PCB en y incluant ces pertes 
lorsque l’objectif des simulations est de prédire l’immunité conduite d’un CI dans le domaine fréquentiel, selon 
les normes IEC 62132-3/4. 
Bien que la prise en compte des pertes diélectriques dans des modèles de pistes ait été remise en cause 
pour étudier l’immunité d’un CI jusqu’à 1 GHZ, l’outil d’extraction proposé reste très utile à tout utilisateur non-
initié à la CEM puisqu’il leur permet de développer un modèle de ligne pourvu d’une excellente précision sur une 
bande de fréquence de leur choix. Cet outil à l’avantage d’être efficace pour modéliser un des éléments 
essentiels du chemin d’injection en quelques minutes seulement, et répond ainsi aux contraintes temporelles 
régulièrement subies lors des phases de conception des circuits intégrés. 
1.2. Modélisation d’un plan 
Les circuits imprimés multicouches sont constitués de plusieurs plans conducteurs communément utilisés 
pour alimenter les circuits intégrés. En outre d’être d’excellents chemins de couplage, les guides d’onde formant 
les plans d’alimentation émettent des champs électriques et magnétiques qui peuvent être à l’origine 
d’interférences électromagnétiques sur des structures voisines au PCB. Au vu de l’influence que peuvent avoir 
ces larges plans conducteurs, il est donc primordial de prendre en considération leurs effets dans la 
modélisation des circuits imprimés.  
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1.2.1. Démarche de modélisation d’un plan 
L’une des méthodes les plus appropriées pour modéliser ces structures conductrices est d’utiliser les 
modèles de cavité qui ont à l’origine été développés pour analyser le comportement d’antennes microstrip 
[CARVER81]. Associés à la méthode de segmentation, les modèles de cavités sont adéquates pour caractériser 
le comportement d’un guide d’onde ayant une forme rectangulaire, circulaire ou encore triangulaire [LO79]. 
 Les plans d’alimentation et de masse séparés d’un diélectrique d’épaisseur h forment un système 
d’alimentation distribué qui peut être considéré comme un guide d’onde rectangulaire de longueur a et de 
largeur b (figure 3-19). De part sa géométrie, ce guide d’onde s’apparente à une cavité résonnante où le 
rayonnement électromagnétique s’effectue dans un mode magnétique transversal (mode TM). Cette propriété 
induit notamment que la composante Hz du champ magnétique est nulle.  
 
Figure 3-19: Paire de plans parallèles assimilable à un guide d’onde rectangulaire 
Pour modéliser le comportement de la cavité entre deux ports, une matrice d’impédance peut être calculée 
en fonction des propriétés géométriques et physiques des conducteurs, du diélectrique et de chaque port 
présent sur les surfaces métalliques. En supposant que les parois métalliques du système d’alimentation sont 
des conducteurs électriquement parfait et que leurs extrémités sont des conducteurs magnétiquement parfait, 
l’impédance de transfert entre le port i et j est définie selon l’équation 3-21 où la tension V(xj, yj) et le courant I(xi, 
yi) dépendent respectivement du champ électrique E(xj, yj) et du champ magnétique H(xi, yi).  
=,@  (@,w@(,w          Equation 3-21 
La distance entre chaque plan étant généralement inférieure à la plus petite longueur d’onde mis en jeu 
(λmin = c/fmax avec c = 3.108 m.s-1 et fmax = 1 GHz), la distribution du champ électrique à l’intérieur du guide d’onde 
peut être caractérisée par les équations d’Helmholtz 2D (équation 3-22) en fonction de sa composante Ez.  
xyz
x(  xyzxw  T)yz  +         Equation 3-22 
 T²  T(²  Tw²  
Pour résoudre cette équation différentielle, nous appliquons la méthode de séparation des variables et les 
conditions aux limites de Dirichlet qui consiste à poser Ez(x,y) = X(x)Y(y) et Ez(0,y) = Ez(a,y) = Ez(x,0) = Ez(x,b) = 
0. Nous en déduisons ainsi que la composante Ez du champ électrique s’exprime selon l’équation 3-23. 
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yz(, w  y+ % (  _% wb       Equation 3-23 
 y+: 		, T(  % , Tw  % 	     $, ), ,, …  
A partir de l’équation 3-23 et des équations de Maxwell [MAXWELL], nous calculons les composantes 
Ex(x,y), Ey(x,y) du champ électrique (équations 3-24 et 3-25) et Hx(x,y), Hy(x,y) du champ magnétique (équations 
3-26 et 3-27). 
y((, w  − ;T) % y+  _% (b  _% wb      Equation 3-24 
yw(, w  − ;T) % y+  _% (b  _% wb      Equation 3-25 
9((, w  − @:1T) % y+  _% (b  _% wb      Equation 3-26 
9w(, w  − @:1T) % y+  _% (b  _% wb      Equation 3-27 
En fonction des équations des champs électrique et magnétique ainsi obtenues, nous en déduisons la 
matrice d’impédance entre les ports i et j respectivement positionnés aux coordonnées (xi, yi), (xj, yj) et de 
dimensions (wxi, wyi), (wxj, wyj). Comme l’indique l’équation 3-28, cette matrice est définie par une double somme 
indexées par le nombre de modes n et m qui se propagent à travers la cavité. 
=,@:  @:F ∑ ∑ B
)@
T) 'T)
RX+RX+       Equation 3-28 
 q|n} Z  1 ru   g  0,  Z  2 ru , g ≠ 0, Z  √2 ru  s g  0  
L  }r L }r L rug} L rug}L  
  }r  }r  rug}  rug}  
²  _ b
  _ b
   
3  3<lμl _1 −  U ⁄ b  ù m3  &  : n66nt n pnqs  
Grâce aux équations 3-21 et 3-28, nous sommes désormais en mesure de fournir plusieurs informations sur 
les effets induits par le bruit injecté sur un plan d’alimentation. L’impédance d’entrée de chaque port nous 
permet, par exemple, de calculer les surtensions créées par une injection de courant tandis que l’impédance de 
transfert nous informe sur le niveau de bruit transmis entre 2 ports.  
Bien que cette matrice puisse nous fournir des informations essentielles pour traduire les effets induits par 
un circuit imprimé, nous pouvons en conclure que la démarche de modélisation des plans conducteurs d’un PCB 
est longue et complexe. Pour faciliter leur modélisation, un outil d’extraction similaire à celui présenté 
précédemment a donc été développé.  
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1.2.2. Description de l’outil d’extraction des modèles de plans de PCB 
Afin d’extraire un modèle de plan rapidement et sans connaissances fondamentales en électromagnétisme, 
nous avons développé une fonction sous MATLAB dont l’algorithme est illustré figure 3-20. 
Les informations requises pour modéliser un plan de circuit imprimé sont : le domaine de validité fréquentiel 
du modèle (fréquence minimum, fréquence maximum et le nombre de points), le nombre de modes de 
propagation, la longueur et la largeur du plan conducteur, l’épaisseur du diélectrique qui sépare le plan 
d’alimentation et le plan de masse, les coordonnées et les dimensions des ports à travers lesquels le courant 
injecté circule, la permittivité et la perméabilité du vide, la permittivité relative et la tangente de perte du 
diélectrique, la perméabilité relative et la résistivité des conducteurs.  
A partir de ces informations, les vecteurs var_som_i, var_som_j et var_som_ij sont définis selon les 
variables Nmni, Nmnj, r(ω), k(ω) et kmn² calculées pour chaque mode de propagation et chaque fréquence. Les n 
éléments (n = nombre de point en fréquence*m*n) de chaque vecteur sont ensuite additionnés pour calculer les 
différents paramètres Z de la matrice d’impédance de sortie, en fonction de la fréquence du signal mis en jeu. 
Les sommes som_i, som_j et som_ij permettent respectivement de calculer les impédances complexes Zii, Zjj et 
Zij. Enfin, les calculs matriciels réalisés par la fonction se résument simplement à la transformation des 
paramètres Z en paramètres S, selon les équations 3-29 à 3-32. 
D$$  =$$'=+=))U=+'=$)=)$ =$$U=+=))U=+'=$)=)$         Equation 3-29 
D$)  )=+=$)=$$U=+=))U=+'=$)=)$         Equation 3-30 
D)$  )=+=)$=$$U=+=))U=+'=$)=)$         Equation 3-31 
D))  =$$U=+=))'=+'=$)=)$ =$$U=+=))U=+'=$)=)$         Equation 3-32 
Comme pour la fonction dédiée à l’extraction des modèles de pistes, l’utilisateur a la possibilité d’extraire la 
matrice d’impédance sous forme de fichier texte ou les paramètres S équivalents sous forme de fichier 
touchstone. 
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Figure 3-20: Algorithme de l’outil d’extraction de modèle de plan 
 
Calcul du vecteur fréquence 
Calculs kmn², Nmni, Nmnj 
Equations 3-28 
Calculs r(ω) et k(ω) 
Equations 3-28 
Création des vecteurs  
var_som_i, var_som_j, var_som_ij 
Calculs des sommes  
som_i, som_j, som_ij 
f = fmin et m=n=0 
m = m + 1 
[Z]Modèle et [S]Modèle 
Fin 
Début 
YES 
NO 
 Géométrie du plan conducteur (a, b, h) 
 Propriétés des matériaux : ρplan, µplan, µ0, εr, ε0, tan δ  
 Domaine de validité (fmin, fmax, nombre de points) 
 Nombre de modes de propagation (nmax = mmax) 
Données d’entrée 
f ≤ fmax 
m ≤ mmax 
n ≤ nmax 
YES 
YES 
NO 
NO 
6  6  pqr 6méosngtunv 
n = n + 1 
Calculs Matriciels 
 Paramètres Z en fonction de la fréquence (.txt) 
 Paramètres S en fonction de la fréquence (.snp) 
Données de sortie  
Chapitre 3 : Développement d’outils de simulation destinés à la prédiction d’immunité des circuits intégrés 
M. Deobarro – Université de Toulouse 117 
 
1.2.3. Evaluation de l’outil de simulation 
Le circuit imprimé illustré figure 3-21 a spécialement été conçu pour évaluer la précision des modèles de 
plan extraits à partir de l’outil présenté précédemment. Les matériaux utilisés pour la conception de cette carte 
sont du FR4 (Flame Resistant 4) pour le substrat et du cuivre pour les plans conducteurs. Les propriétés 
géométriques et physiques du PCB sont les suivantes : a = 125 mm, b = 48,5 mm, h = 0,8 mm, εr = 4,2, tan δ = 
0,02, µplan = 1, σ = 1,72.10-5 Ω.mm. Deux connecteurs RF (radiofréquence) de type SMA (SubMiniature version 
A) ont été positionnés sur la carte de test pour réaliser la caractérisation des plans à l’analyseur de réseau. Les 
coordonnées des ports P1 et P2 dans le plan 2D X-Y sont : P1 (20 mm ; 33 mm) et P2 (95 mm ; 10 mm). Le 
diamètre de l’âme centrale de ces ports est d’environ 0,762 mm. Le domaine de validité fréquentiel du modèle 
est défini entre 1 MHz et 2 GHz. Le nombre de mode est déterminé de manière à avoir un bon compromis entre 
la précision du modèle et le temps de calcul requis pour l’extraire. 
 
Figure 3-21: Circuit imprimé conçu pour l’évaluation de l’outil d’extraction 
Après investigation, plusieurs modifications ont dû être apportées à la fonction afin de minimiser les temps 
de calcul requis lorsque le nombre de modes est important. Effectivement, la définition des vecteurs var_som_i, 
var_som_j et var_som_ij pour chaque fréquence occupe un tel espace mémoire que le temps de calcul 
nécessaire pour extraire un modèle augmentent fortement. Par conséquent, le calcul des sommes som_i, som_j 
et som_ij est désormais réalisée directement dans la boucle de fréquence pour éviter de stocker un trop grand 
nombre de données. Cette modification permet par exemple de calculer la matrice d’impédance d’un plan à une 
fréquence donnée en moins d’une minute, pour un nombre de mode défini à 500. 
Dans notre cas d’étude, un nombre de modes fixé à 50 est suffisant pour obtenir un modèle doté d’une 
bonne précision entre 1 MHz et 2 GHz. Les figures 3-22 et 3-23 illustrent les comparaisons mesures-simulations 
des coefficients de réflexion S11 et de transmission S21. Le peu d’écarts observés entre mesures et simulations 
nous indiquent que l’outil d’extraction a la capacité de traduire précisément le comportement électrique d’un plan 
conducteur.  
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    Figure 3-22: Coefficient de réflexion du plan modélisé     Figure 3-23: Coefficient de transmission du plan modélisé 
A partir des informations générées par la fonction, l’utilisateur a deux possibilités pour simuler l’influence de 
deux plans conducteurs séparés d’un diélectrique. La première est d’utiliser le fichier touchstone généré par la 
fonction en créant un modèle comportemental de type « boîte noire ». La seconde, et certainement la plus 
adéquate, est de déduire la capacité équivalente de ces plans en vis-à-vis, à partir de l’allure de l’impédance 
d’entrée calculée à chaque port (Z11 et Z22 de la matrice d’impédance [Z]modèle). L’introduction de cette capacité 
dans un modèle discret du chemin d’injection permet ainsi de prendre en considération l’influence qu’un plan de 
PCB peut avoir sur un signal RF transmis à un CI. 
Cet outil répond donc à toutes nos attentes puisqu’en ayant amélioré le code initialement développé, nous 
sommes désormais en mesure d’extraire rapidement un modèle de plan conducteur doté d’une excellente 
précision sur une bande de fréquence de notre choix. 
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2. Modèle d’injection conduite normalisée 
Bien qu’un circuit imprimé puisse avoir une influence significative sur le signal véhiculé à un CST, le 
système d’injection reste l’élément le plus influent puisqu’il définit le niveau de bruit couplé au signal agressé. 
Pour parvenir à évaluer l’immunité d’un circuit intégré par simulation, il est donc fondamental de bien modéliser 
les systèmes d’injection utilisés lors des mesures normalisées. 
D’après l’état de l’art réalisé sur la modélisation des systèmes d’injection (chapitre 1), nous constatons que 
de nombreuses méthodologies ont été proposées ces dernières années pour simuler des mesures d’immunité 
normalisées de type conduites. Nous proposons ainsi d’évaluer trois approches différentes pour modéliser les 
systèmes d’injection définis par les normes IEC 62132-3 et IEC 62132-4. L’objectif de cette étude est de définir 
la méthode de modélisation la plus approprié pour modéliser des injections normalisées dans un contexte 
industriel.  
Pour cela, nous présenterons premièrement les approches de modélisation utilisées. Les modèles proposés 
seront de nature comportementale (« N-port » et polynomiale) ou discrète.  Ensuite, les systèmes d’injection 
seront modélisés en fonction de chaque méthode proposée. Pour chaque système d’injection, nous évaluerons 
les modèles développés selon trois critères : leur précision, leur complexité et leur rapidité d’élaboration. Leur 
domaine de validité fréquentiel étant défini selon la bande de fréquence spécifiée par les normes IEC, nous 
focaliserons nos évaluations entre 1 MHz et 1 GHz. Ces évaluations seront enfin réalisées en comparant 
mesures et simulations. 
2.1. Démarche de modélisation d’un système d’injection conduite 
2.1.1. Modèle « N-port » 
Un modèle « N-port » n’est autre qu’un modèle équivalent à une boite noire. Cette approche de nature 
comportementale a la particularité de retranscrire précisément le comportement électrique d’un système à partir 
d’une simple mesure de caractérisation réalisée à l’analyseur de réseau.  
Les deux étapes à suivre pour développer un tel modèle sont la mesure de la matrice de paramètres S du 
système et l’importation du fichier touchstone résultant sous CADENCE [CADENCE]. Ce logiciel offre 
effectivement la possibilité d’utiliser des instances spécifiques pouvant être liées aux fichiers touchstone et ainsi 
de simuler le comportement d’un système en régime fréquentiel.  
Bien que cette démarche ait l’avantage de développer des modèles rapidement, cette technique de 
modélisation nécessite l’utilisation d’un logiciel dont la licence est payante. Par conséquent, nous proposons une 
méthode alternative en traduisant le comportement électrique d’un système d’injection par une netlist SPICE. 
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2.1.2. Modèle polynomiale 
Semblable au modèle présenté précédemment, un modèle polynomiale est de nature comportementale et a 
l’avantage d’être simulable par la plupart des simulateurs électriques. Cette approche a été imaginée pour 
convertir le fichier touchstone caractérisant un système en une netlist SPICE, et ainsi s’affranchir de l’utilisation 
d’instances spécifiques propres à CADENCE. Malgré la complexité de cette conversion, plusieurs logiciels 
proposent ce type d’outil. Selon le benchmark réalisé par F. LAFON (tableau 3-6), le logiciel le plus performant 
permettant une telle conversion est IdeM [IDEM]. Conçu par l’école polytechnique de Turin, ce logiciel permet de 
générer un modèle SPICE d’un système en calculant un polynôme d’ordre « n » à partir de son fichier 
touchstone. La précision du modèle extrait dépend essentiellement de l’ordre de ce polynôme. 
Outils/ Logiciels 
Précision 
Temporelle/ 
Fréquentielle 
Application large 
bande Accessibilité 
Support 
technique 
IdeM + + + + + + + + + + + 
CST MOR + + + + + + + 
Simlab SLSpice + + / - + + + + + 
EM WONDER 
(EMtoSpice) + - + +  
Sigrity + - + + +  
Tableau 3-6 : Evaluation et comparaison des logiciels permettant de  
convertir un fichier « touchstone » en une netlist SPICE 
2.1.3. Modèle discret 
La modélisation par éléments discrets consiste à modéliser un système passif par un réseau d’impédance 
équivalent à sa structure physique. La mesure des matrices S et Z du système donne des informations 
essentielles pour sa modélisation. L’allure de Z(f) fournie notamment des indications précises sur les circuits 
résonnants du modèle. Sachant qu’il existe deux types de circuits résonnants, l’un série (figure 3-24) et l’autre 
parallèle (figure 3-25) [SHEPHERD07], tout système passif peut ainsi être modélisé par un circuit constitué 
d’éléments discrets de type RLC. 
              
      Figure 3-24: Caractéristiques d'un circuit RLC série         Figure 3-25 : Caractéristiques d'un circuit RLC parallèle 
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Malgré l’avantage d’être l’une des méthodes de modélisation les plus concrètes qu’il soit, sa mise en œuvre 
peut s’avérer longue et complexe en fonction du dispositif à modéliser et de son domaine de validité fréquentiel. 
Notons par exemple qu’il est parfois nécessaire de prendre en considération tous les éléments parasites d’un 
système pour que son modèle soit précis quelque soit la fréquence des signaux mis en jeu [WOODY83]. Par 
conséquent, il est préférable d’être au préalable bien informé sur la structure physique du système avant 
d’entamer cette démarche de modélisation. 
2.2. Système d’injection par couplage capacitif 
2.2.1. Description du système d’injection DPI modélisé 
Dans l’objectif de proposer une méthode de modélisation appropriée au système d’injection DPI et en 
adéquation avec les flots de simulation des designers, nous proposons d’évaluer chaque technique sur le 
véhicule de test présenté dans la partie 3.4 du chapitre 2 (figure 2-35). Ce circuit est constitué d’un « T » de 
couplage dont la valeur de la capacité d’injection CDPI est de 6,8 nF et celle de l’inductance LDPI est de 1 µH. Les 
entrées RF et DC permettent respectivement de véhiculer le courant RF et un signal continu. La charge passive 
sur laquelle le courant est injecté est positionnée sur le port SMA nommé OUT. La sortie OUT_MEAS permet de 
mesurer le niveau de puissance injecté sur la charge par l’intermédiaire d’un pont diviseur. Comme nous l’avons 
vu dans le chapitre 1, l’utilité de ce pont diviseur est d’éviter que l’impédance d’entrée de l’appareil de mesure 
vienne modifier la valeur de l’impédance sur laquelle le courant est injecté. 
2.2.2. Présentation des modèles DPI 
2.2.2.1. Modèles « N-port » et polynomial 
Pour modéliser le système d’injection présenté ci-dessus, nous mesurons premièrement les matrices S et Z 
entre les ports RF (P1), DC (P2) et OUT (P3), en ayant au préalable déconnecté le pont diviseur du chemin 
d’injection (figure 3-26). Le pont diviseur sera pris en compte uniquement lorsque le modèle complet sera évalué 
sur charges passives.  
 
Figure 3-26: Caractérisation du système d’injection DPI 
A partir de ces mesures, les modèles « N-port » et polynomial sont déduits assez rapidement. Sachant que 
le modèle « N-port » retranscrit précisément le comportement électrique et physique du circuit, nous 
n’illustrerons pas la comparaison entre mesures et simulations des paramètres S du système.  
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Cependant, pour le modèle polynomial, il est essentiel que le nombre de pôle soit optimisé de manière à 
obtenir une bonne précision de 1 MHz à 1 GHz. Après investigation, nous constatons que le nombre de pôle 
requis pour développer un modèle polynomial précis est de 15. La figure 3-27 montre qu’il existe peu d’écart 
entre mesures et simulations des coefficients de réflexion S11 (port RF) et de transmission S21 (entre le port RF 
et OUT) du système d’injection DPI. Les simulations réalisées sur le port DC ayant été aussi précises, nous 
pouvons en conclure que l’impédance de ce système est correctement modélisée par l’approche polynomiale. 
     
 
Figure 3-27: Comparaison mesures- simulations des paramètres S11 et S21 du modèle polynomial DPI 
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2.2.2.2. Modèle discret 
Le modèle discret du véhicule de test développé à partir des mesures d’impédance est illustré figure 3-28. 
Chaque élément du circuit pouvant avoir une influence significative sur le signal transmis entre chaque port est 
modélisé afin d’optimiser la précision des simulations d’injections DPI. Les principaux éléments pris en compte 
sont : les connecteurs, les pistes, la capacité CDPI, l’inductance LDPI et le pont diviseur. 
 
Figure 3-28: Modèle discret du véhicule de test DPI 
Déduites des courbes d’impédances extraites des mesures à l’analyseur de réseau, les valeurs des 
différentes composantes du modèle sont ensuite réajustées de manière à ce que ses coefficients de réflexion et 
de transmission corrèlent aux mesures de paramètres S. Afin de donner un aperçu des résultats ainsi obtenus, 
les figures 3-29 et 3-30 illustrent les comparaisons mesures-simulations des paramètres SRF et SRF-OUT. Ces 
résultats montrent une excellente corrélation entre les mesures et simulations des différents coefficients.  
    
      Figure 3-29: Module du coefficient de réflexion SRF 
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Figure 3-30: Module du coefficient de transmission SRF-OUT 
Ayant établi le même constat pour l’amplitude et la phase de chaque paramètre S, nous en déduisons que 
le la structure physique du système d’injection DPI a correctement été modélisée par éléments discrets. Par 
conséquent, nous pouvons en conclure que les trois modèles proposés sont fonctionnels et dotés d’une bonne 
précision jusqu’à 1 GHz. Il est donc désormais nécessaire d’évaluer leur comportement électrique en simulant 
une injection sur charges passives. 
2.2.3. Evaluation des modèles DPI sur charges passives 
Les mesures DPI sont réalisées sur le véhicule de test présenté précédemment (figure 2-35) en fonction de 
la norme IEC 62132-4. La bande de fréquence sur laquelle les mesures sont effectuées est comprise entre 1 
MHz et 1 GHz. La puissance injectée est constante et égale à 15 dBm. Comme l’illustre la figure 3-31, la 
perturbation RF est générée par un synthétiseur de signaux et un amplificateur RF de 100 W. Les niveaux de 
puissances incidents et réfléchis au circuit sont mesurés à l’aide d’un wattmètre associé à un coupleur 
directionnel, tandis que la puissance aux bornes de la charge est mesurée avec un analyseur de spectre. Pour 
ne pas détériorer cet analyseur qui ne tolère aucun signal continu sur son entrée RF, l’entrée DC du circuit de 
test est court-circuitée à la masse. En d’autres termes, le signal RF transmis au CST n’est couplé à aucun signal 
continu. 
 
Figure 3-31: Banc d’injection DPI sur charges passives 
Afin d’évaluer la précision des modèles DPI sur un court-circuit, un circuit ouvert et une charge adapté, les 
charges passives utilisées sont une résistance de 50 Ω, une capacité de 1 nF et une inductance de 1 µH. Dans 
le cadre de cette étude, les éléments parasites des charges passives ont été fixés de manière arbitraire. Comme 
le montre la figure 3-32, la source RF et l’impédance d’entrée de l’analyseur de réseau sont respectivement 
modélisés par un générateur de Thévenin et une résistance de 50 Ω.  
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Figure 3-32: Modèle discret d’injections DPI sur charges passives 
Le premier constat que nous pouvons établir au vu des résultats de la figure 3-33 est que quelque soit 
l’approche utilisée pour modéliser le système d’injection DPI, nous sommes en mesure de prédire le niveau de 
puissance injectée sur différentes charges passives jusqu’à 1 GHz.  
 
 
Figure 3-33: Résultats de l’évaluation des modèles DPI sur charges passives 
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Pour déterminer le modèle le plus performant en terme de précision, nous calculons les écarts de 
puissance moyens et maximums entre simulations et mesures. Les résultats de cette analyse sont recensés 
dans le tableau 3-7. Le modèle discret est le plus précis puisque l’écart moyen de puissance n’excède pas 1,42 
dB quelque soit la charge. La précision des modèles « N-port » et polynomial reste tout de même convenable 
car les écarts calculés sont en moyenne inférieurs à 4 dB.  
 
N-port Polynomial Discret 
Ecart de puissance Moyen Maximum Moyen Maximum Moyen Maximum 
Ch
ar
ge
 
 
50 Ω 2 dB 5,82 dB  à 31,62 MHz 1,4 dB 
4,39 dB 
à 955 MHz 1,2 dB 
2,19 dB 
à 355 MHz 
1 nF 3,44 dB 10,98 dB à 70,79 MHz 3,86 dB 
13,66 dB 
à 70,79 MHz 1,29 dB 
3,01 dB 
à 61,66 MHz 
1 µH 1,54 dB 5,19 dB à 1 GHz 1,44 dB 
6,1 dB 
à 955 MHz 1,42 dB 
3,54 dB 
à 562 MHz 
Tableau 3-7: Ecarts de puissance entre mesures et simulations DPI sur charges passives 
Plusieurs causes sont à l’origine des différences de précisions observées entre modèles. Premièrement, il 
est important de souligner que les câbles utilisés lors des mesures n’ont pas été pris en compte lorsque le 
système d’injection a été caractérisé pour développer les modèles « N-port » et polynomial. Ceci explique 
notamment la dégradation de la précision de ces deux modèles à hautes fréquences. Le même constat ne peut 
en revanche être établi pour le modèle discret puisque ses composantes ont été réajustées pour compenser les 
effets induits par les câbles. 
Nous pouvons donc en conclure que la modélisation par éléments discrets est la démarche la plus 
adéquate pour traduire le comportement électrique d’un système d’injection DPI. Contrairement aux approches 
« N-port » et polynomial, la proximité de cette méthode vis-à-vis de la composition physique d’un circuit nous 
donne une certaine liberté pour ajuster la précision d’un modèle.  
2.3. Système d’injection par couplage inductif 
2.3.1. Description du système d’injection BCI modélisé 
Comme nous l’avons vu dans le chapitre I, les principaux éléments d’un système d’injection BCI sont la 
pince d’injection et les câbles sur lesquels la perturbation RF est injectée. Pour optimiser le couplage de 
l’agression sur une ligne de transmission et ainsi maximiser les niveaux de puissance injectés sur charges 
passives, nous remplaçons les conducteurs par l’outil de calibrage utilisé lors des mesures BCI normalisées.  La 
précision de chaque modèle est évaluée en utilisant le véhicule de test dont nous disposions pour simuler une 
injection DPI, à la seule différence où la capacité CDPI est remplacée par une résistance de 0 Ω. Le système que 
nous modélisons est alors constitué d’une pince d’injection et d’un JIG sur lequel sont connectés une charge 50 
Ω et un véhicule de test dédié à cette étude (figure 3-34).  
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Figure 3-34: Système d’injections BCI sur charges passives  
La modélisation d’un tel système doit obligatoirement être réalisée par étape puisque les éléments qui le 
constituent sont nombreux. Nous nous focaliserons donc dans un premier temps sur la modélisation de la pince 
et du JIG. Ensuite, nous n’aurons plus qu’à récupérer le modèle discret du véhicule de test pour prédire les 
niveaux de puissance injectés sur charges passives et ainsi évaluer chaque modèle BCI développé. 
2.3.2. Présentation des modèles BCI 
2.3.2.1. Modèles « N-port » et polynomial 
Pour développer les modèles « N-port » et polynomial, nous caractérisons le système d’injection constitué 
de la pince, du JIG et de la charge 50 Ω. Les mesures des matrices de paramètres S et Z sont réalisées entre 
l’entrée de la pince et l’une des extrémités du JIG (figure 3-35). 
 
Figure 3-35: Caractérisation du système d’injection BCI 
Bien que le modèle « N-port » retranscrive précisément les propriétés physiques d’un circuit passif, nous 
comparons les mesures et les simulations des paramètres S11 et S21 de ce système afin d’être certain que le 
couplage inductif entre la pince et la ligne de transmission du JIG soit simulable par cette approche.  
Les résultats illustrés figure 3-36 ne montrent aucun écart entre mesures et simulations de l’amplitude des 
différents paramètres S jusqu’à 1 GHz. Ayant établi le même constat pour la phase des paramètres S11 et S21, 
nous en concluons que l’impédance de la structure puis le couplage entre la pince et le JIG sont correctement 
modélisés par le modèle « N-port ». Malgré cela, il sera néanmoins nécessaire d’évaluer le couplage entre la 
pince et le JIG en simulant et mesurant une injection sur charges passives. 
Chapitre 3 : Développement d’outils de simulation destinés à la prédiction d’immunité des circuits intégrés 
M. Deobarro – Université de Toulouse  128 
 
           
Figure 3-36: Coefficients de réflexion et de transmission du modèle N-port BCI 
Le modèle polynomial du système d’injection BCI est développé à partir du fichier « touchstone » extrait des 
mesures de paramètres S. Le nombre de pôles est fixé à 15 pour obtenir un modèle aussi précis que celui 
développé pour le système d’injection DPI. Comme précédemment, nous évaluons la capacité de ce modèle à 
traduire le comportement physique du système en effectuant une comparaison mesures-simulations des 
coefficients de réflexion et de transmission (figure 3-37). Les faibles écarts observés entre mesures et 
simulations indiquent que l’approche polynomiale permet de modéliser la structure physique d’un système 
d’injection BCI avec autant de précision que la démarche « N-port ». 
            
Figure 3-37: Comparaison  mesures-simulations des paramètres S11 et S21 du modèle polynomial BCI 
2.3.2.2. Modèle discret 
Pour développer un modèle discret du système d’injection BCI, nous modélisons chaque élément qui le 
constitue ainsi que leurs interactions. Nous focalisons donc notre étude sur les modélisations de la pince 
d’injection, de la ligne de transmission adaptée (JIG) et des mécanismes de couplage existant entre ces deux 
modules. 
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a. Pince d’injection 
La pince d’injection FCC F140 [FCC] utilisée dans le cadre de notre étude est constituée d’un connecteur 
de type N et d’une spire d’environ 12 cm entourant un noyau magnétique. Pour développer un modèle précis 
jusqu’à 1 GHz, les pertes induites par les propriétés physiques et géométriques de ces éléments ne peuvent être 
négligées car d’importantes variations d’impédance en résultent. Selon [LAFON08], les principales causes de 
ces modifications sont l’effet de peau de la spire et la variation de la perméabilité du noyau en fonction de la 
fréquence. Dans le cadre de nos travaux, nous considérons uniquement les pertes induites par effet de peau. 
Compte tenu des outils de simulation étant à notre disposition, nous proposons deux démarches de modélisation 
différentes pour prendre en considération les variations d’impédance résultantes de l’effet de peau. 
Le premier modèle proposé s’inspire de la méthode de Wheeler [SEN98] qui consiste à modéliser la non-
linéarité d’un conducteur par un réseau d’éléments résistifs et inductifs mis en parallèle. Comme l’illustre la 
figure 3-37, chaque branche du réseau est constituée d’une résistance et d’une inductance montée en série dont 
les valeurs sont déduites du nombre de branche n, d’un coefficient x égale à √10 et de l’impédance mesurée à 
l’analyseur de spectre. Le nombre de branches définie le nombre de décades sur lesquelles le modèle sera 
valide. Sachant que nous souhaitons développer un modèle précis entre 1 MHz et 1 GHz, trois branches 
suffiront. Les valeurs des différentes composantes RLC du modèle discret de la pince sont calculées à partir de 
la courbe d’impédance mesurée (figure 3-38) et des équations 3-33 à 3-35, où ∆6  6 − 6k et ∆¢kk  ¢kk_ −
¢kk_k.  
 
?  =$$ é   Equation 3-33 
A   ∆=$$∆  $)%   Equation 3-34 
B  $)%∆  _ $=$$_) − $=$$_$b  Equation 3-35 
Figure 3-38: Modèle d’effet de peau proposé par Wheeler 
Entre 1 MHz et 1 GHz, l’impédance d’entrée de la pince présente trois résonances situées à environ 26 
MHz, 631 MHz et 932 MHz. Pour chacune d’entre elle, nous en déduisons un circuit résonant de type RLC et 
développons ainsi le modèle de pince illustré figure 3-40. Les résultats (figure 3-39) montrent que les 
impédances d’entrée simulée et mesurée ne corrèlent pas entre 100 kHz et 2 MHz. L’effet de peau de la pince 
ayant correctement été modélisé, cet écart est probablement dû à la variation de perméabilité de la ferrite qui n’a 
pas été prise en compte dans le modèle. Bien que le domaine de validité du modèle ait été défini entre 1 MHz et 
1 GHz, nous proposons une méthode alternative afin que les différences observées entre mesure et simulation 
de l’impédance ne soient pas aussi importantes à basses fréquences. 
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Figure 3-39: Comparaison mesures-simulations       Figure 3-40: Modèle discret de la pince  
de l’impédance d’entrée de la pince (Modèle n°1)            d’injection BCI – version n°1 
 
Pour modéliser la pince avec une précision satisfaisante, nous suggérons donc d’utiliser uniquement les 
mesures d’impédance réalisées à l’analyseur de réseau. Les composantes RLC du modèle illustré figure 3-41 
sont déduites des différentes pentes et résonances de la mesure d’impédance.  
 
Figure 3-41: Modèle discret de la pince d’injection BCI – version n°2 
Contrairement au modèle précédent, la variation du comportement inductif de la pince entre 100 kHz et 26 
MHz est traduite par deux circuits résonants. Comme le montre la figure 3-42, aucun écart significatif n’est 
observé entre simulations et mesures de l’impédance d’entrée, que cela soit pour l’amplitude ou la phase. Bien 
que le calcul des composantes RLC ne s’appuie pas concrètement sur les propriétés physiques et géométriques 
de la pince, la structure physique de cet élément est modélisée avec une excellente précision.  
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Figure 3-42: Comparaison mesures-simulations de l’impédance d’entrée  
de la pince en amplitude et en phase (Modèle n°2) 
Au vu des résultats obtenus, nous pouvons en conclure que cette méthode de modélisation peut s’avérer 
adéquate si nous avons peu d’informations sur le dispositif d’injection. 
b. Ligne de transmission adaptée du JIG 
Le JIG est assimilable à une ligne de transmission dont les principales composantes linéiques sont 
inductives et capacitives. Pour déterminer la valeur de chacune d’entre elles, nous proposons de diviser la 
structure en une succession d’éléments. Illustrés figure 3-43, ces éléments sont : les connecteurs de type N, les 
tronçons de ligne non couplés et ceux couplés à la pince d’injection. La modélisation du JIG nécessite alors 
l’application d’une méthode bien particulière afin que l’impédance de chacun de ces modules soit précisément 
calculée. 
          
Figure 3-43: Modèle générique de la structure JIG/ pince        Figure 3-44: caractérisation de la structure JIG/ pince 
Premièrement, nous déduisons la valeur des composantes inductives et capacitives de la structure en 
mesurant l’impédance d’entrée sur l’une des deux extrémités (figure 3-44) de la ligne de transmission. Selon la 
composante que nous souhaitons définir, nous connectons la deuxième extrémité de la ligne à un circuit ouvert 
ou fermé. Les valeurs de l’inductance et de la capacité linéique du JIG sont ensuite calculées à partir des 
équations 3-34 et 3-35. Les mesures d’impédance sur court-circuit (figure 3-45) et circuit-ouvert (figure 3-46) 
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nous permettent ainsi de déduire que l’inductance LJIG et la capacité CJIG sont respectivement égales à 4,58 µH  
et 17pF.  
   
Figure 3-45: Impédance d’entrée du JIG        Figure 3-46: Impédance d’entrée du JIG  
                     chargé par un court-circuit                chargé par un circuit-ouvert 
Pour calculer la valeur des paramètres linéiques équivalents à chaque élément recensé figure 3-43, nous 
déterminons les composantes des connecteurs en les ayant au préalable caractérisés, et celles des tronçons de 
ligne non-couplés et couplé en fonction des équations 3-36 à 3-39, où h est la distance ligne-masse et d le 
diamètre du conducteur.  
B2  #é¤/  )%1 a           Equation 3-36 
A2  #é9/  F)%  _a b       Equation 3-37  
B2 #é  B¦ −  )B2  #é  B	#     Equation 3-38 
A2 #é  A¦ −  )A2  #é  A	#     Equation 3-39 
Les composantes des connecteurs déduites des mesures de caractérisation sont : Lconnecteur = 1,5 nH et 
Cconnecteur = 1,3 pF. Compte tenu des dimensions du JIG [FCC] et des composantes par unité de longueur 
déduites des équations 3-36 et 3-37, les paramètres linéiques des segments de ligne couplé (lligne non couplé = 0,89 
cm) et non-couplé (lligne couplé = 6,35 cm) à la pince d’injection sont : Lligne non couplé = 8,36 nH, Cligne non couplé = 1,67 
pF, Lligne couplé = 4,56 µH et Cligne couplé = 11,6 pF. Le modèle de JIG ainsi déduit est illustré figure 3-47. 
 
Figure 3-47: Modèle de la ligne de transmission adapté du JIG 
Comportement 
Inductif 
Comportement 
Capacitif 
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c. Couplage entre la pince d’injection et la ligne du JIG 
Les effets induits entre la pince d’injection et le conducteur du JIG sont principalement de nature inductive. 
Pour modéliser l’interaction magnétique existant entre ces deux éléments, nous utilisons une instance spécifique 
de CADENCE appelée « Kcoupling ». Cette instance est un facteur de couplage dépendant d’une mutuelle M12 
entre deux inductances L1 et L2 (équation 3-40). La valeur de ce facteur est définie de sorte optimiser la 
précision du modèle dont les performances sont analysées en comparant mesure et simulation du coefficient de 
transmission entre la pince et la ligne.  
W#2  §$,)<A$A)         Equation 3-40 
Bien que l’interaction entre la pince et la ligne soit essentiellement inductive, nous incluons un léger 
couplage capacitif entre ces deux éléments afin de minimiser les écarts observés entre simulations et mesures 
lors de nos investigations. Suite aux diverses simulations réalisées avec le modèle illustré figure 3-48, la valeur 
du facteur de couplage « Kcoupling » est fixé à 0,98 et celle du couplage capacitif à 2 pF.  
 
Figure 3-48: Modèle du couplage entre la pince d’injection et le JIG (Kcoupling) 
Les résultats illustrés figure 3-49 et 3-50 montrent que le modèle de couplage développé offre une précision 
convenable puisque les écarts entre mesure et simulation du coefficient de transmission sont inférieurs à 4 dB 
jusqu’à 500 MHz. Malgré ces résultats satisfaisants, la précision du modèle n’est pas suffisamment élevée sur la 
bande de fréquence définie par notre domaine de validité. Nous proposons ainsi une méthodologie différente 
pour modéliser le couplage entre la pince et la ligne. 
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Figure 3-49: Module du coefficient de         Figure 3-50: Phase du coefficient de  
transmission entre la pince et la ligne        transmission entre la pince et la ligne 
Selon [SULTAN86], l’injection de courant sur un conducteur peut être modélisée par un générateur de 
Thévenin dont les paramètres VS et ZS sont déduits des impédances et des courants de chaque élément du 
système d’injection (figure 3-51).  
 
Figure 3-51: Générateur de Thévenin équivalent au couplage  
inductif de la pince d’injection sur la  ligne de transmission 
Nous proposons ainsi d’utiliser cette approche pour modéliser le couplage inductif entre la pince d’injection 
et la ligne de transmission. Notre objectif est de déterminer les relations entre les courants (Ip, ILigne) et les 
tensions V induites à travers ces deux éléments. D’après la figure 3-50, la tension Vligne et Vp peuvent être 
définies par les équations 3-41 et 3-42, où M est la mutuelle entre les inductances Lp et Lligne. Les tensions 
induites sur la ligne et la pince, respectivement appelées VL et VG, sont exprimées par l’équation 3-43, où ZS (L ou 
G) et VS (L ou G) sont les composantes de leur générateur de Thévenin respectif.  
2  @:A22 − @:§        Equation 3-41 
  =  @:A  − @:§2       Equation 3-42 
A #   =DA # − DA #        Equation 3-43 
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La tension VL résultante de l’injection de courant sur un conducteur dépend de l’impédance ZS(L) et de la 
tension VS(L) définies par les équations 3-44 et 3-45, où le facteur FP(L) est exprimé par l’équation 3-46. 
=DA  @:A2 − ¤=§        Equation 3-44 
DA  ¤         Equation 3-45  
¤A  =§=   =§  @:§ 	 =  =  @:A      Equation 3-46 
Si nous considérons que le courant I inclus dans l’équation 3-43 est le courant Iligne circulant à travers le 
conducteur, nous en déduisons la tension VL exprimée par l’équation 3-47.  
A  @:AA2A2 − =§        Equation 3-47 
Pour déterminer la tension VG induite sur la pince d’injection, nous appliquons la même démarche. Les 
composantes ZS(G) et VS(G) sont premièrement définies à partir du facteur FP(G) qui dépend de ZLigne et non de Z’P. 
Puis l’expression de VG (équation 3-48) est ensuite déduite en fonction du courant IP circulant dans la pince 
d’injection. 
  @:A  = − =§A2        Equation 3-48 
Selon les équations 3-47 et 3-48, les tensions ¢¨©ª et ¢¨©«L¬O traduisent les effets du couplage inductif 
entre la pince d’injection et la ligne de transmission. En considérant que l’impédance ZM est principalement 
inductive, nous proposons de modéliser le couplage entre chaque élément en utilisant un circuit constitué d’une 
inductance, d’une résistance et de sources de tensions contrôlées en courant (CCVS) et en tension (VCVS). Le 
modèle ainsi obtenu est illustré figure 3-52. La valeur des éléments discrets et du gain des différentes sources 
utilisées sont définis de sorte à optimiser la précision du modèle. Pour obtenir une précision convenable jusqu’à 
1 GHz, d’autres éléments complémentaires sont ajoutés au modèle de couplage telle qu’une source de courant 
contrôlée en courant positionnée sur la composante inductive du segment de ligne couplé à la pince d’injection. 
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Figure 3-52: Modèle du couplage entre la pince d’injection et le JIG (Circuit équivalent au couplage) 
Les résultats illustrés figure 3-53 montrent que le modèle de couplage proposé ci-dessus nous offre une 
meilleure précision que celui présenté précédemment. Bien que la phase du coefficient de transmission ait 
légèrement été dégradée, l’écart entre l’amplitude mesurée et simulée est inférieur à 3 dB jusqu’à 400 MHz. 
Entre 400 MHz et 1 GHz, la précision du modèle a également été améliorée puisque les écarts mesure-
simulation sont moins importants qu’auparavant, notamment à 500 MHz où la résonance observée en mesure 
est désormais traduite par notre modèle.  
Au vu des différents résultats obtenus, nous en concluons que l’utilisation de sources contrôlées en tension 
ou en courant parait être adéquate pour modéliser précisément jusqu’à 1 GHz  le couplage inductif entre chaque 
élément du système d’injection BCI. Ainsi, nous retiendrons uniquement le modèle discret proposé figure 3-52.  
Cette première phase de validation étant concluante, nous allons désormais évaluer et comparer les 
performances des modèles BCI proposés en simulant une injection de courant sur charges passives. 
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Figure 3-53: Coefficient de transmission entre la pince et la ligne (amplitude et phase) 
2.3.3. Evaluation des modèles BCI sur charges passives 
L’évaluation des modèles BCI est réalisé à partir du système d’injection présenté figure 3-34, 
principalement constitué du JIG et du véhicule de test dédié à l’injection sur charge passive. Asservie en boucle 
ouverte, les mesures sont effectuées en fonction de la norme IEC 62132-3. Entre 1 MHz et 1 GHz, nous 
injectons une puissance constante et égale à 15 dBm sur les mêmes charges passives que celle utilisées dans 
la partie 2.2.3. Comme l’illustre la figure 3-54, la perturbation RF est générée par un synthétiseur de signaux et 
un amplificateur RF de 100 W. Les niveaux de puissances incidents et réfléchis au circuit sont mesurés à l’aide 
d’un wattmètre associé à coupleur directionnel. Toujours dans l’optique de ne pas détériorer l’analyseur de 
spectre utilisé pour mesurer la puissance injectée aux bornes des charges passives, nous court-circuitons 
l’entrée DC du circuit de test et connectons la deuxième extrémité du JIG à une charge de puissance 50 Ω.  
 
Figure 3-54: Banc d’injection BCI sur charges passives 
La nature des modèles (N-port, polynomial ou discret) utilisés lors des simulations est identique pour le 
système d’injection BCI et le véhicule de test. Pour évaluer la précision de chaque modèle proposé, nous 
comparons les résultats de ces simulations aux différentes mesures BCI effectuées sur charge passive. 
Illustrées figure 3-55, ces résultats nous indiquent à première vue que quelque soit la nature du modèle, le 
niveau de puissance injecté par BCI est prédit avec une précision convenable jusqu’à 1 GHz. Afin d’avoir 
davantage d’informations sur les performances de chaque modèle, nous calculons les écarts de puissance 
moyens et maximums entre simulations et mesures, pour chaque type de charge. 
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Figure 3-55: Résultats de l’évaluation des modèles BCI sur charges passives 
Selon les résultats recensés dans le tableau 3-8, les performances des modèles proposés sont 
satisfaisantes car les écarts moyens calculés sont inférieurs à 5 dB quelque soit le type de charge sur laquelle 
l’injection BCI est réalisée. Néanmoins, contrairement aux modèles DPI évalués dans la partie 2.2.3, les 
approches comportementales offrent cette fois-ci de meilleures précisions que la modélisation par éléments 
discrets. Ce constat était pour le moins prévisible puisque la qualité des résultats obtenus lors de la première 
phase de validation du modèle discret était inférieure à celles des modèles N-port et polynomial.   
 
N-port Polynomial Discret 
Ecart de puissance Moyen Maximum Moyen Maximum Moyen Maximum 
Ch
ar
ge
 
 
50 Ω 1,05 dB 6,8 dB  à 575 MHz 0,99 dB 
7,46 dB 
à 575 MHz 2,24 dB 
16,72 dB 
à 501 MHz 
1 nF 4,78 dB 19,67 dB à 70,79 MHz 3,1 dB 
22,02 dB 
à 70,79 MHz 4,6 dB 
17,83 dB 
à 77,62 MHz 
1 µH 1,58 dB 9,94 dB à 603 GHz 1,49 dB 
13,92 dB 
à 603 MHz 3,01 dB 
11,73 dB 
à 1 GHz 
Tableau 3-8: Ecarts de puissance entre mesures et simulations DPI sur charges passives 
Nous pouvons ainsi en conclure que selon la complexité du système d’injection conduite, la précision des 
modèles développés diffère en fonction de la démarche de modélisation utilisée. Pour un système d’injection 
purement passif et ne faisant intervenir aucun phénomène de couplage, la modélisation par élément discret est 
la plus adéquate car un modèle précis peut être élaboré rapidement sans réelles difficultés. Cependant, si la 
structure utilisée pour une injection de courant est complexe et constituée de plusieurs éléments distincts, les 
approches comportementales seront probablement plus appropriées. 
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Bien que ces travaux nous aient apportés des résultats très intéressants, il sera nécessaire d’évaluer la 
capacité de ces différentes démarches de modélisation à traduire avec précision le comportement électrique de 
systèmes d’injections conduites utilisés lors des mesures de qualification de CI. La simulation de telles mesures 
nous permettra notamment d’analyser l’aptitude des modèles d’injection à coupler une perturbation RF sur un 
signal quelconque. 
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3. Méthode générique de prédictions des mesures normalisées 
d’injections conduites  
A ce jour, les spécifications des clients requièrent régulièrement d’évaluer la sensibilité des circuits intégrés 
par DPI et BCI. Au vu des résultats concluants obtenus précédemment, nous sommes confiants quant à la 
possibilité d’évaluer la susceptibilité des CI par simulations, lors des phases de design. Cependant, simuler des 
injections DPI et BCI sur un circuit demande encore beaucoup trop de temps car notre processus de simulation 
n’est pas optimisé à ce type d’analyse. Par conséquent, nous allons proposer une approche innovante qui nous 
permettra de prédire précisément le niveau de puissance injecté aux bornes d’un CST, et ainsi d’éviter 
l’accumulation de simulations longues et complexes.  
3.1. Démarche de prédiction 
La méthode de prédiction proposée s’appuie sur le calcul d’un gain en tension GV équivalent à une fonction 
de transfert entre la source RF et la charge sur laquelle nous injectons une perturbation. Pour réaliser ce calcul, 
nous assimilons respectivement les systèmes d’injection DPI et BCI à un quadripôle de deux ports et à un 
multipôle de trois ports. Comme le montrent les figures 3-56 et 3-57, les systèmes d’injections et la charge sont 
respectivement caractérisés par leur matrice de paramètres S et les coefficients de réflexion ΓCharge. 
 
Figure 3-56: Système d’injection DPI assimilé à un quadripôle de 2 ports 
 
 
Figure 3-57: Système d’injection BCI assimilé à un multipôle de 3 ports 
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En fonction des équations des ondes incidentes et réfléchies définies par [KUROKAWA65], nous 
déterminons la tension incidente au système d’injection (équation 3-49) et la tension aux bornes de la charge 
équivalente au CST (équation 3-50).  
	  $<=+      =+ = ­+ Ω       Equation 3-49 
B2 = <=+() + )) = )($ + ¯B2)<=+      =+ = ­+ Ω   Equation 3-50 
Pour faciliter le calcul du gain en tension GV, nous exprimons  les ondes a1, a2 et a3 en fonction de l’onde b2 
dont l’expression dépend du nombre de ports du système d’injection. Les équations 3-51 et 3-52 expriment 
respectivement les ondes réfléchies au port n°2 d’un quadripôle à 2 et 3 ports.   
) = $ D)$($'D))¯B2)         Equation 3-51 
) = $ °
D)$($/D))¯B2$)U
D),D,$¯B2)
_$/D))¯B2$b_$/D,,¯B2)b±
°$' D),D,)¯B2$¯B2)_$/D))¯B2$b_$/D,,¯B2)b ±
      Equation 3-52 
A partir des équations 3-49 à 3-52, nous en déduisons les expressions des gains en tensions entre la 
source RF et une charge équivalente à un CST pour chaque type de tests (équations 3-53 et 3-54). Les gains en 
tensions sont calculés en fonction de la fréquence du signal incident au système d’injection puisque les 
paramètres S et autres coefficients de réflexion sont mesurés dans le domaine fréquentiel. 
 = B2	 =
D)$($U¯B2)$'D))¯B2        Equation 3-53 
²B = B2$	²B =
° D)$($/D))¯B2$)U
D),D,$¯B2)
_$/D))¯B2$b_$/D,,¯B2)b±
°$' D),D,)¯B2$¯B2)_$/D))¯B2$b_$/D,,¯B2)b ±
$ + ¯B2$   Equation 3-54 
Sachant que lors des tests d’immunité conduite, la puissance incidente est mesurée sur 50 Ω en fonction 
d’une tension efficace et que la puissance aux bornes d’une charge dépend de la résistance de son impédance, 
les puissances PIncident et PCharge peuvent donc être exprimées par les équations 3-55 et 3-56. Ainsi, nous 
sommes théoriquement en mesure de prédire les niveaux de puissance injectés sur différentes charges. 
	  	    ( # ²B)²­+        Equation 3-55 
B2 = B2²?(=B2)         Equation 3-56 
Le niveau de tension VCharge requis pour que le fonctionnement d’un CST soit défaillant est théoriquement 
identique quelque soit le type de tests. Par conséquent, en calculant le rapport entre les gains GV-DPI et GV-BCI, le 
niveau de puissance RF à injecter lors de tests DPI peut être déduit à partir de la courbe d’immunité déduite des 
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simulations (ou des mesures) BCI et inversement. La corrélation entre chaque test peut alors être réalisée en 
fonction de l’équation 3-57. Par contre, si nous considérons que le niveau de tension délivré par la source est 
constant, la tension aux bornes de la charge sur laquelle le signal RF est injecté peut être prédite selon 
l’équation 3-58.  
²B =
	²B	         Equation 3-57 
²B =
B2B2²B         Equation 3-58 
Afin qu’une prédiction d’immunité puisse être réalisée rapidement à partir des équations 3-53 à 3-58, 
différents outils de simulation similaires à ceux présentés précédemment ont été développés. 
3.2. Description des outils de prédiction d’injections conduites normalisées 
Pour faciliter la prédiction et la corrélation des mesures DPI et BCI, trois fonctions appelées « DPI.m », 
« BCI.m » et « DPI_BCI.m » ont été développées sous MATLAB. Comme l’indiquent les algorithmes de ces 
fonctions illustrés figures 3-58 et 3-59, les principales informations requises pour réaliser une prédiction sont les 
paramètres S caractérisant les systèmes d’injection et les charges, ainsi que les niveaux de tensions VCible 
définis dans un domaine fréquentiel. Pour rappel, VCible détermine soit la tension VCharge que nous souhaitons 
atteindre aux bornes d’un CST, soit la tension qui doit délivrée par la source RF pour obtenir un niveau tension 
VCharge donné.  
L’importation des tensions VCible est réalisée à partir de la fonction « my_read_immunity.m ». Celle-ci 
permet de créer une matrice [VCible, freq3] à partir d’informations insérées dans un fichier texte. Par ailleurs, une 
fonction « my_read_snp.m » a également été développée afin d’importer les paramètres S recensés dans un 
fichier touchstone et nécessaires aux calculs des gains en tension.  
Les matrices [GV-DPI, freq1] et [GV-BCI, freq2] définissant les gains en tensions sur une bande de fréquence 
donnée sont calculées à partir des fonctions « calcul_gain_g2p_tension.m » et « calcul_gain_g3p_tension.m ». 
Pour simplifier la résolution des équations 3-53 et 3-54 inclues dans ces fonctions, le numérateur et le 
dénominateur de chaque expression est calculé séparément. 
Après avoir importé toutes les informations requises pour déterminer les gains en tensions essentiels à nos 
prédictions, les matrices [GV-DPI, freq1], [GV-BCI, freq2] et [VCible, freq3] sont ensuite ré-échantillonnées en fonction 
d’un vecteur « freq » commun dont les extremums dépendent des fréquences maximales et minimales des 
vecteurs « freq1 », « freq2 » et « freq3 ». Suite à ces ré-échantillonnages, les valeurs des tensions VCharge ou 
VIncident sont calculées pour chaque fréquence définie par le vecteur « freq », selon le type de tests d’injections 
conduites que nous souhaitons prédire. Les résultats ainsi déduits sont enfin insérés dans un fichier texte à 
l’aide du script « my_immunity_prediction.m ». 
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Figure 3-58: Algorithme des fonctions « dpi.m » et « bci.m » 
Début 
Calcul du vecteur fréquence  
commun à GV-DPI et  VCible : freq 
f = freq (fmin)  
f ≤ fmax 
NO 
Calcul du vecteur fréquence  
commun à GV-BCI et  VCible : freq 
f = freq (fmin)  
Ré-échantillonnage des matrices :  
GV et VCible en fonction de freq 
Prédiction  
VCharge (1) ou VIncident (0) ? 
VCharge = GV * VCible VIncident = VCible/ GV 
0 1 
6  6  pqr 6méosngtunv 
YES 
Création d’une matrice [VPrédiction, freq] 
avec VPrédiction = VCharge ou VIncident 
 
Données de sortie (dpi.m) 
my_immunity_prediction.m 
Donnée d’entrée :  
 [VPrédiction-DPI, freq]  
Donnée de sortie :  
 VPrédiction-DPI = f (freq) 
(.txt) 
my_immunity_prediction.m 
Donnée d’entrée :  
 [VPrédiction-BCI, freq]  
Donnée de sortie :  
 VPrédiction-BCI = f (freq) 
(.txt) 
Données de sortie (bci.m) 
my_read_immunity.m 
Donnée d’entrée :  
 VCible = f (freq3) (.txt) 
Donnée de sortie :  
 [VCible, freq3] 
calcul_gain_g2p_tension.m 
Donnée d’entrée :  
 [S]Σ-Injection (.s2p) 
 [S]Σ-Charge (.s1p) 
Donnée de sortie :  
 [GV-DPI, freq1] 
 GV-DPI = f (freq1) 
(.txt) 
Données d’entrée (dpi.m) 
my_read_immunity.m 
Donnée d’entrée :  
 VCible = f (freq3) (.txt) 
Donnée de sortie :  
 [VCible, freq3] 
calcul_gain_g3p_tension.m 
Donnée d’entrée :  
 [S]Σ-Injection (.s3p) 
 [S]Σ-Charge (.s1p) 
Donnée de sortie :  
 [GV-BCI, freq2] 
 GV-BCI = f (freq2) 
(.txt) 
Données d’entrée (bci.m) 
Fin 
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Figure 3-59: Algorithme de la fonction « DPI_BCI.m » 
Début 
f ≤ fmax 
NO 
Ré-échantillonnage en fonction de freq:  
GV-DPI (freq1) → GV-DPI (freq), GV-BCI (freq2) → GV-BCI (freq), VCible (freq3) →  VCible 
(freq) 
³Zℎqmµn¶·© 
¸³¶·©¸³¹Z© ³¹Z©∙Zℎqmµn 
0 1 
6  6  pqr 6méosngtunv 
YES 
Création d’une matrice [VPrédiction, freq] avec 
VPrédiction = VCharge (DPI ou BCI) ou VIncident (DPI ou BCI) 
 
Données d’entrée (DPI_BCI.m) 
calcul_gain_g3p_tension.m 
Donnée d’entrée :  
 [S]Σ-Injection (.s3p) 
 [S]Σ-Charge (.s1p) 
Donnée de sortie :  
 [GV-BCI, freq2] 
 GV-BCI = f (freq2) 
(.txt) 
my_read_immunity.m 
Donnée d’entrée :  
 VCible = f (freq3) (.txt) 
Donnée de sortie :  
 [VCible, freq3] 
calcul_gain_g2p_tension.m 
Donnée d’entrée :  
 [S]Σ-Injection (.s2p) 
 [S]Σ-Charge (.s1p) 
Donnée de sortie :  
 [GV-DPI, freq1] 
 GV-DPI = f (freq1) 
(.txt) 
Prédiction  
DPI (1) ou BCI (0) ? 
0 1 
 
VCharge-DPI (1) ou VIncident-DPI (0) ? VCharge-BCI (1) ou VIncident-BCI (0) ? 
VCible = VBCI VCible = VDPI 
³©g}ungt¶·© 
¸³¹Z©¸³¶·© ³¹Z©∙©g}ungt 
³Zℎqmµn¹Z© 
¸³¹Z©¸³¶·© ³¶·©∙Zℎqmµn 
0 1 
³©g}ungt¹Z© 
¸³¶·©¸³¹Z© ³¶·©∙©g}ungt  
Calcul du vecteur fréquence commun à GV-DPI, GV-BCI et  VCible : freq f = freq (fmin)  
my_immunity_prediction.m 
Donnée d’entrée :  
 [VPrédiction-BCI, freq]  
Donnée de sortie :  
 VPrédiction-BCI = f (freq) 
(.txt) 
Données de sortie (DPI_BCI.m) 
Fin 
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3.3. Evaluation des outils de prédiction d’injections conduites normalisées 
Les outils de prédiction présentés précédemment sont évalués à partir des bancs d’injections conduites 
illustrés figures 3-30 et 3-53, où le véhicule de test sur lequel les charges sont positionnées a été simplifié. 
L’inductance LDC et le pont diviseur ont effectivement été retirés pour cette étude. Par ailleurs, la source RF 
délivre désormais des signaux sinusoïdaux ayant une puissance constante et égale à 10 dBm sur une bande de 
fréquence définie entre 1 MHz et 1 GHz. Cependant, la capacité CDPI et de la charge résistive respectivement 
utilisées pour des injections DPI et BCI restent identiques. Les valeurs des charges passives sur lesquelles les 
signaux RF sont injectés sont toujours de 50 Ω, d’1 nF et d’1 µH. 
Notre analyse va se dérouler en deux étapes distinctes. Nous allons premièrement évaluer la précision des 
fonctions « DPI.m » et « BCI.m » à prédire le niveau de puissance injecté sur charge passive. Ensuite, nous 
corrèlerons les niveaux de puissance injectés aux bornes de ces charges par DPI et BCI. En d’autres termes, 
nous prédirons les tensions VCharge-DPI  atteintes aux bornes de 50 Ω, 1 nF et 1 µH à partir des tensions VCharge-BCI 
obtenues par injections BCI, et inversement.  La précision des outils développés sera estimée en comparant 
chaque prédiction à leur mesure respective. 
Les figures 3-60 à 3-65 illustrent les niveaux de puissances atteints aux bornes de chaque charge passive 
par injection de type DPI et BCI. Les faibles écarts observés entre prédictions et mesures nous indiquent que la 
précision des outils « DPI.m » et « BCI.m » proposés est très satisfaisante. En effet, les niveaux de puissance 
injecté par DPI et BCI aux bornes des charges résistives et inductives sont prédits avec une erreur inférieure à 5 
dB. Néanmoins, faute de ne pas avoir utilisé la même capacité d’1 nF lors des mesures DPI et de son coefficient 
de réflexion à l’analyseur de réseau, nous ne pouvons pas établir un constat aussi bon sur une charge 
capacitive, puisque les erreurs de prédiction sont bien plus importantes au-delà de 100 MHz. Malgré cela, nous 
nous réjouissons des performances des outils développés car les résultats obtenus sur charges passives sont 
très encourageants en vue de prédire l’immunité d’un circuit intégré. 
Les figures 3-66 à 3-71 illustrent les résultats des corrélations réalisées entres les mesures DPI et BCI sur 
charges passives. Etant donné les très faibles erreurs de prédiction observées pour chaque test, l’outil de 
corrélation « DPI_BCI.m » permet de prédire avec une excellente précision les niveaux de puissance injectés 
sur charges passives. Nous pouvons ainsi en conclure que la démarche proposée est adéquate pour corréler 
des injections conduites normalisées sur des charges résistives, capacitives et inductives.  
Il sera désormais très intéressant d’évaluer la capacité de ces approches innovantes à prédire et corréler 
l’immunité conduite d’un circuit intégré. En effet, selon les tensions de déclenchement des structures DES 
(« Décharge Electrostatique ») implémentées sur silicium, l’impédance d’entrée mesurée sur ses broches peut 
présenter des comportements non-linéaires en fonction de l’amplitude du signal RF qui y est injectée. Or, 
sachant que les gains calculés par nos outils s’effectuent à partir de paramètres S mesurés à l’aide d’analyseur 
de réseau injectant une puissance bien inférieure à celles requises pour déclencher ces structures, nos outils de 
prédiction pourraient présenter certaines limites d’utilisation. 
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   Figure 3-60: Prédiction DPI sur 50 Ω        Figure 3-61: Prédiction BCI sur 50 Ω 
 
    
   Figure 3-62: Prédiction DPI sur 1 nF        Figure 3-63: Prédiction BCI sur 1 nF 
 
     
   Figure 3-64: Prédiction DPI sur 1 µH          Figure 3-65: Prédiction BCI sur 1 µH 
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      Figure 3-66: Prédiction DPI à partir de BCI sur 50 Ω         Figure 3-67: Prédiction BCI à partir de DPI sur 50 Ω 
 
   
      Figure 3-68: Prédiction DPI à partir de BCI sur 1 nF          Figure 3-69: Prédiction BCI à partir de DPI sur 1 nF 
 
    
      Figure 3-70: Prédiction DPI à partir de BCI sur 1 µH           Figure 3-71: Prédiction BCI à partir de DPI sur 1 µH 
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4. Conclusion 
Dans ce chapitre, nous avons proposé différents outils de simulation afin d’être en mesure d’évaluer 
précisément l’immunité des circuits intégrés dès leur phase de conception. Pour analyser convenablement la 
susceptibilité d’un CI par simulation, nous avons vu qu’il est fortement recommandé de modéliser avec précision 
tous les éléments du chemin d’injection qui peuvent avoir une influence significative sur les perturbations RF 
transmises au circuit. Nous nous sommes ainsi focalisés sur la modélisation des circuits imprimés et des 
systèmes d’injection utilisés lors des mesures normalisée d’immunité de type conduite.  
Dans un premier temps, nous avons développé deux outils de simulation dédiés à la modélisation des 
circuits imprimés. Ces outils permettent de modéliser les éléments influents d’un PCB (pistes et plans) à partir 
d’informations dont tout utilisateur est en mesure d’obtenir telles que leurs propriétés physiques et géométriques. 
L’évaluation de ces outils sur des cas tests nous a montré leur capacité à extraire des modèles de pistes et de 
plans dotés d’excellentes précisions sur un domaine de validité fréquentiel défini par l’utilisateur. Ces outils ont la 
particularité d’extraire des modèles de pistes et de plans en quelques minutes seulement, et font ainsi face aux 
fortes contraintes de temps endurées lors des phases de conception. 
Nous avons ensuite proposé et évalué trois démarches différentes pour modéliser les systèmes d’injection 
DPI et BCI. Les modèles déduits des ces approches ont été nommées « N-port », polynomial et discret. Suite à 
l’évaluation de chaque modèle sur charges passives, nous avons constaté des divergences de leur précision 
selon la nature du système d’injection (capacitif ou inductif). Pour un système d’injection DPI qui est de nature 
capacitive, la modélisation par éléments discrets aura permis de simuler avec une excellente précision une 
injection conduite sur charges passives. Les modèles « N-port » et polynomial ont néanmoins été préférés au 
modèle discret pour modéliser une injection par couplage inductif. Effectivement, bien que la précision obtenue 
avec un modèle discret BCI est convenable jusqu’à 500 MHz, nous avons pu apprécier la complexité de 
modéliser un tel système par cette approche, à cause des propriétés physiques de chaque élément et de leur 
interaction. 
Enfin, nous avons proposé une démarche innovante permettant de prédire les niveaux de tensions (ou de 
puissance) injectés ou à injecter sur un circuit lors de mesures d’immunité conduites normalisées. En se basant 
sur le calcul d’un gain en tension entre la source RF et la charge, nous déterminons et corrélons les niveaux de 
tensions injectés par DPI et BCI. Suite à l’évaluation des outils de prédiction développée à partir de cette 
approche, nous avons constaté qu’une prédiction et une corrélation des niveaux injectés par couplage capacitif 
et inductif est réalisable sur charge adapté, circuits ouvert et fermé. Les résultats obtenus sur charges passives 
ont par ailleurs été très satisfaisants, ce qui nous laisse espérer qu’ils seront tout aussi bons sur un circuit 
intégré. 
Par conséquent, nous allons désormais évaluer tous ces outils, en simulant les mesures d’immunité  
conduites réalisées sur le circuit intégré conçu dans le cadre notre projet, afin de valider définitivement leur 
utilisation dans un flot de simulation.  
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CHAPITRE 4  
Prédiction des couplages de perturbations électromagnétiques en 
mode conduit 
Afin d’évaluer l’immunité d’un circuit dès sa phase de conception, nous présentons dans ce chapitre une 
méthode de prédiction permettant de caractériser la propagation du bruit injecté sur un circuit par couplage 
capacitif ou inductif. Le flot de modélisation proposé et la méthode de prédiction présenté dans le chapitre 
précédent sont appliqués sur différentes fonctions élémentaires du circuit de tes développé en technologie 
SMOS8MV® 0,25 µm. Pour valider les méthodes mises en œuvre, nous évaluons les erreurs de 
simulations/prédictions en fonction des résultats de mesures obtenus lors des injections de bruits réalisé par DPI 
et BCI sur notre véhicule de test. 
1. Objectifs 
Pour réduire les coûts de conception des circuits intégrés, il est aujourd’hui primordial d’évaluer leurs 
performances électriques et leurs compatibilités électromagnétiques dès leur phase de conception. Bien que les 
logiciels de simulations électriques aient été considérablement perfectionnés avec l’essor des semiconducteurs, 
il existe à ce jour très peu d’outils permettant d’analyser les performances CEM des CI. La nécessité d’anticiper 
les risques de dysfonctionnements liés aux perturbations électromagnétiques devenant ainsi de plus en plus 
critique, nous allons proposer une méthode de prédiction permettant de caractériser par simulation la 
propagation des interférences électromagnétiques au cœur d’un circuit en mode conduit. 
Après avoir rappelé le flot de conception d’un circuit numérique, nous détaillerons notre approche de 
modélisation en décrivant toutes les étapes à suivre pour modéliser les environnements de tests et le bloc 
numérique interne du circuit de test MIXITY. Pour évaluer notre méthode, nous simulerons des injections DPI et 
BCI sur les alimentations de son bus d’E/S et d’un de ses blocs numériques. Cette étape nous permettra 
également d’évaluer les outils d’extraction et de prédiction présentés dans le chapitre précédent. Nous décrirons 
enfin les limites de notre méthode et discuterons de l’intérêt de l’inclure dans un flot de simulation d’immunité.  
2. Démarche d’optimisation du flot de conception des circuits intégrés 
2.1. Présentation du flot de conception des circuits digitaux 
Le flot de conception d’un circuit est généralement décomposé en deux parties (frontale et dorsale) dans 
des environnements de conception pouvant différer au niveau logiciel ou matériel. Dans la partie frontale du flot, 
la solution architecturale du circuit est définie en fonction des contraintes du produit fixées par les spécifications 
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« système ». Dans la partie dorsale, les masques nécessaires à la fabrication du produit sont dessinés à partir 
des différents modèles extraits des conceptions logiques et physiques. Pour concevoir un circuit, trois types 
d’actions sont également requises : le développement des logiciels (programmes d’applications et systèmes 
d’exploitation), le développement de la partie matérielle (cellules standards, bibliothèques, librairies de 
simulation, etc.) et la conception des interfaces logicielles/ matérielles.  
Comme l’illustre la figure 4-1, le flot de conception d’un CI est établi selon cinq niveaux d’abstraction 
[JERRAYA02] allant du niveau système au niveau physique en passant par des niveaux comportementaux 
(architecture et « RTL ») et logique. Au niveau système le fonctionnement du circuit est spécifié par un cahier 
des charges où plusieurs informations essentielles à son développement sont recensées telles que la 
technologie, la surface, la consommation ou encore le coût du produit. Au niveau architecture, le circuit est 
modélisé par des langages de hauts niveaux afin d’évaluer les performances de l’architecture choisie en fonction 
des besoins de l’application définie par les spécifications. La synthèse du modèle architecturale conduit ensuite 
au troisième niveau d’abstraction généralement appelé RTL (Register Transfer Level). A ce niveau, le 
comportement et l’implémentation du circuit sont décrit sous forme d’éléments séquentiels et de différentes 
combinaisons logiques. Le code source résultant de cette description est par la suite synthétisé en équations 
logiques booléennes détaillant le circuit sous forme de portes logiques. Une netlist « logique » du circuit est 
ensuite générée à partir des bibliothèques de cellules de base pré-caractérisées (cellules logiques combinatoires 
de base et complexe: NAND, NOR, AND, NAND-NOR, AND-NOR, etc. et cellules séquentielles : flip-flop, latch, 
compteur, etc.). Pour atteindre le niveau physique constituant le dernier niveau d’abstraction, cette netlist doit 
subir une synthèse physique qui s’effectue en deux étapes distinctes. La première étape, appelée synthèse 
électrique, consiste à transformer la schématique logique du circuit en une schématique au niveau transistor. La 
seconde, nommé synthèse topologique, traduit la schématique au niveau transistor en un layout où les cellules 
de base du circuit sont réparties et interconnectées sur la surface spécifié par le cahier des charges.  
Après avoir effectué différents types de vérifications (respect des règles de design, vérifications électriques : 
présence de court-circuits et nœuds flottants, extraction des composantes électriques parasites, vérifications 
temporelles et fonctionnelles, analyses de la diaphonie et de l’intégrité des signaux, etc.) sur les netlists 
« logique » et « électrique » extraites de ce layout, ce dernier peut enfin être utilisé pour dessiner les masques. Il 
est important de souligner que les vérifications n’interviennent pas uniquement au cinquième et dernier niveau 
d’abstraction. A partir du niveau RTL, les principales caractéristiques du circuit sont constamment vérifiées telles 
que sa fonctionnalité, sa logique ou encore ses performances temporelles et électriques. Bien que l’intégrité des 
signaux et le bruit dans le substrat fassent également l’objet de diverses analyses au niveau physique, force est 
de constater que les performances CEM d’un circuit ne sont pas suffisamment étudiées dans son flot de 
conception. La sensibilité aux bruits des circuits étant en outre de plus en plus importante, il devient fondamental 
d’y inclure des vérifications spécifiques afin d’estimer leur immunité aux bruits et leur émissivité.  
Dans le cadre de notre projet, nous nous intéresserons essentiellement à l’immunité des CI. Les 
vérifications réalisées à partir de la méthode de prédiction que nous allons proposer interviendront au niveau 
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physique afin de prendre en compte chaque élément parasite du circuit pouvant influer sur sa susceptibilité aux 
bruits.  
 
Figure 4-1: Flot de conception d’un circuit numérique 
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2.2. Flot de modélisation dédié à l’analyse des couplages de bruit en mode 
conduit 
Le flot de modélisation illustré figure 4-2 est proposé dans l’optique de guider les concepteurs à développer 
rapidement un modèle d’immunité permettant de caractériser la propagation du bruit couplé en mode conduit 
d’un circuit intégré dès sa phase de conception. Ce flot se décompose en deux étapes distinctes. La première 
consiste à modéliser en parallèle l’environnement de tests d’immunité et le(s) bloc(s) sensible(s) du circuit. La 
seconde étape se résume à la simulation du modèle d’immunité complet et à la mise en forme des résultats.  
Au préalable, il sera donc nécessaire de se munir du cahier des charges du circuit et des spécifications 
CEM décrivant la nature du système d’injection et les caractéristiques du signal perturbateur (puissances, 
fréquences et forme d’onde). Les informations de ces spécifications permettront notamment de définir le 
domaine de validité fréquentiel du modèle d’immunité, de paramétrer le générateur de Thévenin équivalent à la 
source de perturbation et de configurer les paramètres de notre simulateur. 
Par ailleurs, pour développer un modèle d’immunité d’un circuit intégré ayant la capacité de reproduire 
précisément son fonctionnement nominal et perturbé, une étude approfondie de son architecture sera requise au 
niveau physique de son flot de conception. Cette pré-étude aura pour buts d’analyser les différents couplages 
qui pourraient avoir lieu sur le silicium (ex : entre interconnexions et/ou différents blocs), d’évaluer les blocs les 
plus sensibles du circuit mais également de définir un critère de défaillance.  
Après avoir recensé tous les éléments influant de l’environnement de tests d’immunité, le modèle de cet 
environnement pourra être développé à partir de la librairie des systèmes d’injection et des outils d’extraction 
présentés dans le chapitre précédent. Les paramètres Z et S de ce modèle devront être vérifiés par 
comparaisons mesures-simulations, pour évaluer sa précision sur la bande de fréquence définie par le domaine 
de validité. Selon les résultats obtenus lors de cette étape, un réajustement de ses composantes pourra être 
requis pour minimiser ses erreurs de précision. 
La modélisation du circuit pourra être scindée en deux étapes. Premièrement, nous proposons de tenir 
compte des effets parasites de son boîtier en modélisant les éléments influant de ce dernier (pin, lead et 
bonding) par un circuit passif dont les composantes pourront être extraites à partir de la méthode PEEC 
implémentée dans le logiciel IC-EMC [ICEMC]. Dans un second temps, nous proposons de modéliser le(s) 
bloc(s) sensible(s) du circuit en fonction de la complexité de son (leur) architecture. Les modèles au niveau 
transistor de nos bibliothèques seront adéquats si les cellules présentes dans l’architecture du bloc ne sont pas 
trop nombreuses et si la durée requise pour simuler sa netlist est acceptable (ex : Bus d’entrée/ sortie 
[DEOBARRO10]). L’influence des interconnexions et autres phénomènes de couplage pourront être dans ce cas 
pris en compte en effectuant une extraction RC après le placement et le routage des cellules. Cependant, si le 
bloc sensible est constitué de plusieurs sous-fonctions ayant des architectures complexes tels que les circuits à 
cœurs digitaux [ALAELDINE-2-08] [LOECKX09] ou encore les boucles à verrouillage de phase [YAN09], un 
macro-modèle ou un modèle comportemental sera plus approprié. Ces modèles auront l’avantage de n’utiliser 
qu’un réseau de distribution passif (Passive Distribution Network : PDN) assemblé à une netlist constituée des 
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quelques cellules de bases requises pour traduire le comportement interne du circuit et ainsi analyser ses 
principaux signaux (alimentations, entrée/sortie, horloge, reset, etc.). Notons que le choix d’inclure ces cellules 
de bases dans le modèle dépendra également du ou des critère(s) de défaillance qui aura ou auront été 
défini(s). Les composantes du modèle du PDN pourront être extraites à partir des profils d’impédances simulées 
aux bornes des blocs inclus dans le modèle du CI (ex : pad, structures de protection ESD, etc.), des 
caractéristiques des interconnexions (propriétés physique et géométrique) et des couplages internes recensés 
dans l’étude préliminaire (ex : diaphonies inductive et capacitive, couplage substrat, etc.) [KOO09].  Enfin, 
quelque soit la méthode de modélisation choisie, les performances électriques et la fonctionnalité du modèle 
ainsi développé devront être vérifiées par diverses simulations. 
Après avoir élaboré un modèle d’immunité dont les performances électriques et la fonctionnalité sont en 
accord avec les spécifications, la susceptibilité aux perturbations électromagnétiques du circuit pourra alors être 
évaluée par simulation sur la bande de fréquences définie par les normes CEM. Ces analyses étant effectuées 
en fonction de vecteurs fréquentiel et temporel, la stratégie du simulateur devra être optimisée de sorte à 
extraire les caractéristiques du signal perturbateur tout en minimisant les temps de simulation.  
Si les courbes d’immunité résultantes de ces simulations ne respectent pas les gabarits spécifiés par les 
normes, le design du circuit devra être revu afin que sa sensibilité aux interférences soit minimisée. Différentes 
règles de conception CEM pourront alors être appliquées : implantation de filtres et placements appropriés des 
blocs [ARMSTRONG99], capacité de découplage [MUTHANA07] [MUTHANA08], distribution de l’alimentation 
[VRIGNON05], etc. Par ailleurs, il est également important de souligner que l’environnement de tests et 
notamment le design du PCB [CURTIS98] [MONTROSE04] aura une influence considérable sur les 
performances CEM du CI. Bien que les spécifications nous informent sur les charges typiques qui y seront 
connectées, le PCB utilisés lors des mesures n’est généralement pas identique à celui qui est introduit dans 
l’application du client, puisque les clauses de confidentialité signées par les deux parties limitent la divulgation 
de ces informations. Par conséquent, l’immunité aux bruits du CI ne pourra être évaluée qu’à partir d’un modèle 
équivalent au PCB développé dans le cadre des tests de qualification.  
En vue d’évaluer le flot de modélisation proposé, nous allons désormais l’appliquer sur différentes fonctions 
élémentaires (Bus d’entrées/sorties et Cœur digital) de notre circuit de test MIXITY. Après avoir détaillé 
l’environnement de tests d’immunité mis en place pour mesurer la sensibilité de ces fonctions, nous 
présenterons les modèles d’immunité développés dont les précisions seront analysées par différentes 
comparaisons mesures-simulations.  
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2.3. Evaluation du flot de modélisation 
Dans le chapitre 2, nous avons caractérisé par différents moyens de mesure le bruit injecté sur les 
alimentations du bus d’E/S et du bloc numérique n°1 du circuit de test MIXITY. En vue d’évaluer le bruit véhiculé 
à travers le circuit par simulation, nous allons donc modéliser chacun de ces blocs et leurs environnements de 
tests, en utilisant le flot de simulation proposé précédemment.  
Pour rappel, le bruit est injecté en mode conduit par couplage capacitif (CDPI = 6,8 nF) ou par couplage 
inductif (pince d’injection BCI FCC-F140), entre 1 MHz et 1 GHz. Les signaux injectés sur les broches 
d’alimentations SSNOVDD (bus d’E/S) et VDDcore1 (bloc numérique n°1) sont sinusoïdaux. La puissance maximale 
injectée par notre source de perturbation est de 45 dBm. Les niveaux de puissances incidents et réfléchis sont 
mesurés à l’aide d’un wattmètre associé à un coupleur directionnel. Les tensions externes et internes au 
composant sont respectivement mesurées à l’aide d’une sonde active connectée à un oscilloscope de bande 
passante 3 GHz et des capteurs de tension intégrés sur les rails d’alimentation. Les fluctuations maximales 
tolérées sur chaque alimentation sont fixées à 10 % de leur valeur nominale, soit +/- 0,5 V pour SSNOVDD et +/- 
0,25 V pour VDDcore1. Dès que de tel niveau de tension sont atteints à l’extérieur et à l’intérieur du composant, 
nous mesurons la puissance incidente au circuit imprimé.  
Pour faciliter nos travaux de modélisation, nous identifions tous les éléments de nos environnements de 
tests pouvant avoir une influence sur le signal perturbateur transmis au circuit et sur la sensibilité de ce dernier. 
Essentielles pour notre flot de simulation, ces informations sont recensées selon le type de test dans le tableau 
4-1. Les éléments influant sont : la source d’interférences constituée d’un synthétiseur de signaux et d’un 
amplificateur RF, les systèmes d’injection DPI (capacité CDPI) et BCI (pince d’injection couplée aux conducteurs 
torsadés véhiculant l’alimentation de notre circuit, Réseau Stabilisé d’Impédance de Ligne, cage de Faraday), 
le(s) câble(s) RF spécifiquement utilisé(s) pour les injections et le circuit imprimé (les pistes par lesquels les 
signaux fondamentaux du circuit son transmis, plan d’alimentations, capacités de découplage et inductances 
chokes « LDPI » implantées sur chaque chemin d’injection). Le coupleur présent sur le chemin d’injection n’est 
pas pris en considération car il est adapté 50 Ω. 
 
Tableau 4-1: Eléments influant des environnements de tests DPI et BCI 
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3. Modélisation de l’immunité d’un circuit intégré 
Pour étudier la propagation de bruit couplé à notre circuit par simulation, nous nous focaliserons 
premièrement sur la modélisation du circuit MIXITY. Nous modéliserons ensuite tous les éléments influant des 
environnements de tests qui ont été recensés précédemment (tableau 4-1).  
3.1. Modélisation du circuit MIXITY 
Notre objectif est d’analyser la propagation des perturbations électromagnétiques couplées en mode 
conduit par simulations. Pour cela, nous allons proposer un modèle équivalent au réseau de distribution passif 
de notre circuit incluant les effets du boîtier, des rails d’interconnexions, du substrat et de chaque élément 
intégré dans le bloc numérique agressé (entrées/sorties, capacité de découplage localisé, cœur numérique 
« digcore1 »).  
Premièrement, nous déterminerons les composantes discrètes équivalentes aux éléments de ce bloc par 
simulations AC tels que les E/S des alimentations et des signaux. Nous proposerons ensuite un modèle de 
couplage substrat dont les composantes seront définies par mesures et par approximation. Enfin, après avoir 
calculé les éléments inductifs et résistifs des interconnexions, nous développeront un modèle discret du boîtier. 
3.1.1. Modèle d’Entrées/Sorties 
3.1.1.1. Entrée/Sortie des alimentations 
Les alimentations du circuit sont véhiculées par l’intermédiaire d’un bloc d’entrée dont les dimensions sont 
de 116 µm x 435 µm. Comme l’illustre la figure 4-3, ces entrées sont constitués de plots d’accès sur lesquels les 
fils de bonding sont connectés et de rails métalliques permettant de transmettre les signaux d’alimentation aux 
différents blocs du circuit.  
                   
     Figure 4-3 : Entrée d’alimentation VDD (vue layout) Figure 4-4 : Entrée d’alimentation VDD (vue schématique) 
En vue d’étudier la propagation des interférences sur le rail d’alimentation d’un cœur numérique, nous 
développons un modèle équivalent à une paire d’alimentation incluant ces blocs d’entrée. Pour cela,  nous 
effectuons une analyse AC aux bornes de la paire d’alimentation VDD/VSS de l’instance « vdd_v25 » illustrée 
figure 4-4, en ayant au préalable réalisé une extraction des éléments parasites RC des interconnexions. A partir 
du profil d’impédance résultant des simulations (figure 4-5), nous en déduisons que la valeur de la capacité de 
couplage CPAD entre les entrées VDD et VSS est égale à 2,32 pF. 
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Pour affiner le modèle de cette paire d’alimentation, nous calculons également la valeur des composantes 
résistives RPAD des plots d’accès en utilisant l’équation 4-1, où RC est la résistance par carré, l la longueur et w la 
largeur du tronçon métallique.  
»¼½¾  »¿ÀÁÁé  ÂÃ         Equation 4-1 
Les dimensions et la résistance par carré d’un plot d’accès étant respectivement de 82 µm x 60 µm et de 14 
mΩ, nous en déduisons que la valeur de RPAD est de 19 mΩ. Les plots d’accès des entrées VDD et VSS étant 
identiques, le modèle d’une paire d’alimentation peut donc être défini par un circuit RC comme illustré figure 4-6. 
     
Figure 4-5 : Simulation de l’impédance d’une paire d’alimentation   Figure 4-6 : Modèle d’E/S d’alimentation 
3.1.1.2. Entrée/Sortie des signaux 
Les signaux d’entrée (SSNIN, COREDIN, etc.), de sortie (SSNOUT<n>, COREDOUT, etc.), d’horloge (CORECK-IN) 
et de commande (ACN, SELN, etc.) du circuit sont véhiculés par l’intermédiaire des blocs d’entrée et de sortie 
illustrés figure 4-7. En plus de protéger le circuit aux décharges électrostatiques, ces blocs permettent de 
remettre en forme chacun des signaux afin qu’ils soient interprétables par les différentes fonctions intégrées sur 
le silicium. 
  
       Figure 4-7 : E/S des signaux (vue schématique)   Figure 4-8 : E/S des signaux (vue layout) 
Pour connaître la contribution de ces blocs sur les perturbations couplées à l’alimentation d’un cœur 
numérique, nous déterminons par simulations la valeur des capacités CIN et COUT entre VDD et VSS. A partir des 
résultats des analyses AC, nous déduisons les valeurs des capacités CIN et COUT pour différents niveaux 
logiques (tableau 4-2).  
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La valeur des capacités extraites entre VDD et VSS diffère selon la fonction du bloc. Pour un bloc d’entrée, 
la capacité CIN déduite est de 0,86 pF quelque soit le niveau logique, tandis que pour un bloc de sortie la 
capacité COUT est de 0,94 pF pour un niveau haut et de 1,27 pF pour un niveau bas. Cette variation en fonction 
du niveau logique s’explique essentiellement par la différence d’impédance des pré-drivers (PUPDRV et PDPDRV) 
inclus dans le bloc de sortie. 
Bloc Niveau logique d’entrée Capacité extraite de l’analyse AC 
ENTREE 
Etat haut : VIN = 5 V CIN = 0,86 pF 
Etat bas : VIN = 0 V CIN = 0,86 pF 
SORTIE 
Etat haut : VIN = 2,5 V COUT = 0,94 pF 
Etat bas : VIN = 0 V COUT = 1,27 pF 
Tableau 4-2 : Valeurs des capacités équivalentes aux blocs d’E/S des signaux entre VDD et VSS 
3.1.1.3. Impédance d’E/S du bloc numérique 
Le bloc numérique du circuit MIXITY est constitué d’une entrée d’alimentation, de deux entrées (dataIN et 
ckIN) et de deux sorties (dataOUT-NORD et dataOUT-SUD). Connaissant la valeur des composantes discrètes 
équivalente à chaque type d’entrée/sortie (CPAD = 2,32 pF, CIN = 0,86 pF, COUT ≈ 1 pF), la capacité équivalente à 
toutes les E/S est d’environ 6 pF entre la paire d’alimentation VDD/VSS. Le modèle électrique illustré figure 4-9 
peut alors être inséré dans le modèle du circuit entre les nœuds VDD et VSS correspondant aux plots 
d’alimentation. 
 
Figure 4-9 : Modèle des E/S du bloc numérique 
3.1.2. Modèle du bloc numérique 
Notre objectif étant de caractériser les perturbations électromagnétiques couplées à l’alimentation d’un 
cœur numérique, nous allons modéliser son réseau de distribution passif qui inclue les rails métalliques 
véhiculant la paire d’alimentation, sa capacité de découplage localisée et l’impédance équivalente à l’ensemble 
des cellules qui y sont connectées.  
3.1.2.1. Impédance du cœur 
Le cœur numérique « digcore1 » de notre circuit est composé de quatre générateurs de bruits 
« noisegen25 », d’un arbre d’horloge « cktree » et de deux cellules « critpath » intégrant plusieurs inverseurs en 
cascade. Pour déterminer l’impédance équivalente au cœur entre VDD et VSS, nous allons effectuer diverses 
analyses AC sur chaque cellule qui le constitue. La capacité du cœur déduite de ces analyses sera finalement 
validée en réalisant une simulation AC de la cellule « digcore1 ». 
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a. Impédance de la cellule « critpath » 
La cellule « critpath » est composée d’une chaine de 9 cellules « cpb11 », suivies d’une bascule D (Flip 
Flop) permettant de synchroniser les signaux d’entrée du circuit sur les fronts du signal d’horloge ckIN (figure 4-
10). Chaque instance « cpb11 » est constituée de 4 capacités de découplage « decap_6 » distribuées sur une 
chaine de 11 buffers « clkbuf_2 » non-inverseurs (figure 4-11). Le chemin « critpath » est ainsi constitué d’une 
chaîne de 99 buffers « clkbuf_2 » dont le temps de propagation a été estimé à 21,9 ns. 
   
Figure 4-10 : Cellule « critpath » du cœur numérique 
            
 
Figure 4-11 : Cellule « cpb11 » du cœur numérique 
Pour déterminer l’impédance équivalente de la cellule « critpath » entre VDD et VSS, nous effectuons 
diverses analyses AC sur une cellule polarisée, en faisant varier les niveaux logiques de ces signaux d’entrée et 
d’horloge. Les résultats recensés dans le tableau 4-3 montrent que la capacité Ccritpath extraite entre VDD et VSS 
reste inchangée et égale à 2,24 pF quelque soit l’état des signaux d’entrée et d’horloge de la cellule. Bien qu’il 
existe un effet résistif à basse fréquence, nous le considérons comme négligeable puisque le domaine de 
validité de notre modèle est défini entre 1 MHz et 1 GHz. 
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Ccritpath 
 
dataIN = 0 V, ckIN = 0 V 2,24 pF 
dataIN = 0 V, ckIN = 2,5 V 2,24 pF 
dataIN = 2,5 V, ckIN = 0 V 2,24 pF 
dataIN = 2,5 V, ckIN = 2,5 V 2,24 pF 
Tableau 4-3 : Analyses AC de la cellule « critpath » 
b. Impédance de la cellule « cktree » 
Réalisé sur 4 étages, l’arbre d’horloge « cktree » compte 32 ramifications finales chargées par des 
inverseurs « inv16 » (figure 4-12 à 4-14). Chacune de ces branches est constituée de buffers « clkbuf_16 » non-
inverseurs. Au total, la cellule « cktree » est composée de 43 buffers « clkbuf_16 » et de 32 inverseurs 
« inv_16 ». Pour réduire le bruit de commutation des buffers sur l’alimentation VDD, plusieurs capacités de 
découplage « decap_6 » ont également été distribuées dans l’architecture de l’arbre d’horloge. 
Le tableau 4-4 donne les valeurs des composantes capacitives extraites des analyses AC effectuées sur la 
cellule « cktree », en fonction du niveau logique du signal d’horloge ckIN. La capacité Ccktree est égale à 4,82 pF 
pour un niveau bas et à 4,97 pF pour un niveau haut. Malgré cette faible variation, nous pouvons en conclure 
que l’influence du signal d’horloge ckIN sur la capacité équivalente de la cellule « cktree » extraite entre VDD et 
VSS est négligeable. 
  
Figure 4-12 : Arbre d’horloge « cktree » 
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 Figure 4-13 : Cellule « ckt16 » intégrée dans « cktree » 
   
      Figure 4-14 : Cellule « ckt4 » intégrée dans « cktree » 
 
Tableau 4-4 : Analyses AC de la cellule « cktree » 
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c. Impédance de la cellule « noisegen25 » 
Le générateur de bruit « noisegen25 » a spécifiquement été conçu pour étudier les couplages substrat en 
évaluant les niveaux de bruit induits par les commutations des buffers véhiculés sur l’alimentation VDD. 
Semblable à celle de l’arbre d’horloge, son architecture est établie sur 4 étages. Son nombre de branches 
finales est de 96, faisant un total de 129 buffers « clkbuf_16 » et de 96 inverseurs « inv16 » (figure 4-15 à 4-17).  
Le tableau 4-5 donne les résultats des analyses AC réalisées sur la cellule « noisegen25 » en fonction du 
niveau logique du signal ckIN. Les capacités Cnoisegen25 extraites de ces analyses sont égales à 14,5 pF lorsque 
ckIN est à un niveau bas et à 14,9 pF lorsque ckIN est au niveau haut. Au vue de cette faible variation, nous 
établissons le même constat que les études précédentes, à savoir que le niveau logique de l’horloge a très peu 
d’influence sur la capacité équivalente de la cellule « noisegen25 » extraite entre VDD et VSS. 
     
Figure 4-15 : Générateur de bruit « noisegen25 »         
 
 
     Figure 4-16 : Cellule « bufi16 » intégrée dans  « noisegen25 » 
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Figure 4-17 : Cellule « bufi4 » intégrée dans « bufi16 » 
 
 
 Tableau 4-5 : Analyses AC de la cellule « noisegen25 » 
d. Impédance de la cellule « digcore1 » 
La capacité équivalente du cœur « digcore1 » entre VDD et VSS peut être déduite théoriquement à partir 
des composantes capacitives extraites des analyses AC précédentes. Pour calculer la valeur de Cdigcore1, nous 
utilisons l’équation 4-2, où
 
ncritpath et nnoisegen25 sont respectivement le nombre de cellules « critpath » et 
« noisegen25 » intégrées dans la cellule « digcore1 ». Pour rappel, le cœur « digcore1 » est composé de 2 
cellules « critpath », 4 générateurs de bruit « noisegen25 » et d’un arbre d’horloge « cktree ». 
¿ÄÅÆÇÈÁÉ$  ÊÇÁÅËÌÀËÍ  ¿ÇÁÅËÌÀËÍ  ÊÊÈÅÎÉÆÉÊ)­  ¿ÊÈÅÎÉÆÉÊ)­  ¿ÇÏËÁÉÉ   Equation 4-2 
Le tableau 4-6 donne les valeurs de Cdigcore1 déduites de cette équation et d’analyses AC effectuées sur la 
cellule « digcore1 », en fonction des niveaux logiques des signaux d’entrée dataIN et d’horloge ckIN. 
Contrairement aux valeurs des capacités extraites par analyses AC, nous observons une variation d’environ 2 
pF des capacités extraites par calcul selon le niveau logique du signal d’horloge. Par conséquent, nous pouvons 
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en conclure que le modèle d’impédance d’un cœur constitué d’une chaîne de buffers suivie d’une bascule D de 
type Flip Flop peut être défini par l’analyse AC de sa cellule polarisée, avec une erreur inférieure à 3%. Cette 
erreur étant négligeable, nous retiendrons que la capacité équivalente à la cellule « digcore1 » entre VDD et 
VSS est égale à 67,3 pF. 
Niveaux logiques des  
signaux d’entrée  
(état ‘0’ = 0V, état ‘1’ = 2,5V) 
Impédance « digcore1 »  
déduite par  
analyses AC de chaque bloc 
Impédance « digcore1 »  
déduite par  
analyses AC globales 
dataIN ckIN Cdigcore1-analyses AC Cdigcore1-analyses AC globales 
0 0 67,3 pF 67,19 pF 
0 1 69,05 pF 67,35 pF 
1 0 67,3 pF 67,28 pF 
1 1 69,05 pF 67,44 pF 
Tableau 4-6 : Impédance équivalente à « digcore1 » entre VDD et VSS 
3.1.2.2. Impédance de la capacité de découplage « decapblk »  
Comme le montre le layout illustré figure 4-18, l’alimentation du cœur numérique est protégée par une 
capacité de découplage « decapblk » constituée de 592 capacités MOS « decap_6 » de 133 fF, fixant sa valeur 
nominal à 78,7 pF. Sachant que la valeur d’une capacité MOS varie en fonction de sa polarisation [SICARD05], 
nous réalisons une analyse AC d’une cellule « decapblk » polarisée entre VDD et VSS. Les résultats de cette 
analyse (figure 4-19) montrent que la valeur de la capacité de découplage est réduite à 24,39 pF lorsque celle-ci 
est polarisée. Par conséquent, nous retiendrons uniquement cette valeur pour modéliser le réseau de 
distribution passif du cœur numérique puisque notre objectif est de développer un modèle de notre circuit en 
fonctionnement.  
                              
      Figure 4-18 : Layout du cœur numérique               Figure 4-19 : Analyse AC de la cellule « decapblk » 
3.1.2.3. Couplage substrat du cœur numérique 
a. Mécanismes et modélisation du couplage substrat 
Les perturbations électromagnétiques peuvent se propager dans le substrat d’un circuit selon trois régimes 
différents, en fonction de leur fréquence : le régime quasi-statique (substrat résistif), le régime quasi-diélectrique 
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(comportement capacitif : jonction PN) et le régime hautes-fréquences (variation de la résistivité du substrat en 
fonction de la fréquence : effet de peau) [VALORGE06]. La propagation à travers le substrat de courants et de 
tensions parasites, respectivement induits par de forts champs électriques et par le bruit d’alimentation, 
dépendent ainsi des caractéristiques technologiques et du layout du circuit intégré. Pour minimiser ces 
mécanismes de couplage, il existe plusieurs moyens d’isolation tels que les anneaux de garde 
[PARTHASARATHY02], les couches enterrées [ARAGONES99] ou encore les caissons d’isolation 
[BLALACK02].  
Différentes méthodes de modélisation ont été développées pour étudier au mieux les mécanismes de 
couplage à travers le substrat d’un circuit intégré. Les trois principales techniques identifiées sont : les méthodes 
par éléments finis telle que celle intégrée dans CADENCE [QRC], les méthodes numériques basées sur la 
résolution des équations de Poisson [VERGHESE93] ou sur l’utilisation des fonctions de Green 
[GHARPUREY96] et les méthodes d’approximation basées sur le principe de superposition [MILIOZZI96], sur un 
diagramme de Voronoi [WEMPLE95] ou encore sur des expressions empiriques déterminant les composantes 
résistives du substrat [SU93].  
De plus, pour simplifier la caractérisation de la propagation des courants et des tensions parasites dans le 
substrat, il est au-préalable nécessaire de poser certaines conditions [CLEMENT03]. Premièrement, les 
jonctions liées aux caissons doivent toujours être polarisées en inverse afin d’éviter d’éventuels court-circuits au 
niveau des alimentations. Les réactions et autre comportements spécifiques aux semiconducteurs ne doivent 
également pas être pris en compte (couche d’inversion, zone de déplétion, effet de « latch-up », etc.). Enfin, les 
effets inductifs doivent être négligés en considérant que la longueur d’onde maximale est nettement inférieure à 
la taille du circuit. Les propriétés résistives et capacitives du substrat sont ainsi les seules caractéristiques 
considérées pour modéliser le couplage de bruit dans cette structure. 
b. Modélisation du substrat  
Pour tenir compte d’éventuelles fuites de courants parasites à travers le substrat, nous allons identifier les 
principales composantes résistives et capacitives de la structure de notre circuit pouvant avoir une influence sur 
la propagation du bruit couplé à l’alimentation du cœur numérique.  
Développé en technologie SMOS8MV®, le substrat du circuit MIXITY est constitué d’une couche de silicium 
faiblement dopé Pépi déposée par épitaxie sur un wafer fortement dopé P+ (figure 4-20). Si nous supposons que 
les lignes de courant sont unidirectionnelles et verticales, le courant se propage alors à travers les résistances 
Répi et Rsub associées en série. La résistivité de chaque couche étant proportionnelle à leur niveau de dopage 
[SIN99], nous considérons que la valeur de la résistance Répi est prépondérante à celle de la résistance Rsub. 
Les inverseurs inclus dans le cœur « digcore1 » sont conçus de manière standard et ne sont pas isolés 
électriquement par des couches enterrées de type N et des anneaux de garde. Les transistors NMOS polarisés 
par VSS sont intégrés dans des puits Pwell fortement dopé. Les transistors PMOS polarisés par VDD sont 
réalisés dans des caissons Nwell dont la propriété isolante est relativement faible. Etant donné les 
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caractéristiques de ces structures, l’effet des couplages capacitifs induits par les jonctions Pwell-Nwell peut être 
considéré dans le modèle du substrat par une capacité nommée CN-well. 
La vue en coupe de la structure montre par ailleurs que la couche P+ de la puce (équivalente à une 
équipotentielle) et le plan de masse du circuit imprimé sont en vis-à-vis et séparés par divers matériaux non-
conducteurs (oxyde, colle, air, etc.). Par conséquent, une capacité CSUB-PCB résultante du couplage entre ces 
deux éléments peut également être considérée dans le modèle.  
 
Figure 4-20 : Vue en coupe du substrat du circuit Mixity 
Bien que chaque cœur numérique ait sa propre paire d’alimentation, leurs plots de masse sont tous 
connectés à la couche d’épitaxie Pépi (figure 4-21). Selon [CLEMENT03], lorsque la distance entre 2 
plots/contacts est inférieure à 4 fois l’épaisseur de la couche d’épitaxie, le courant passe aussi bien par la 
couche dopée Pépi que par la couche fortement dopée P+. Sachant que l’épaisseur de la couche d’épitaxie est de 
3,6 µm, et que la distance entre deux plots est d’environ 150 µm, le chemin de couplage entre deux plots de 
masse peut alors être modélisé par le schéma électrique illustré figure 4-22. Ces composantes résistives 
connectées aux plots VSS complèteront ainsi le modèle de couplage « substrat » que l’on introduira dans le 
modèle de notre circuit.  
             
              Figure 4-21 : Connexions au substrat des plots VSS                     Figure 4-22 : Modèle électrique plot/substrat 
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Cette structure faiblement isolée augmente donc la possibilité que les courants parasites puissent être 
véhiculés au substrat par différents chemins de couplages. Suite à cette étude, nous proposons de considérer 
uniquement les composantes CN-well, Répi et CSUB-PCB pour modéliser le couplage « substrat », comme l’illustre le 
schéma électrique de la figure 4-23. Les valeurs de ces éléments résistifs et capacitifs recensées dans le 
tableau 4-7 ont été déduites par approximations et par plusieurs mesures (mesures DC et d’impédance) 
réalisées entre les broches d’alimentation du circuit. La résistivité de la couche épitaxiée est modélisée par deux 
résistances égales à 2Répi entre VSScore1 et le nœud équipotentiel, afin que son effet résistif soit distribué sur le 
modèle électrique de l’interconnexion VSScore1. 
                                
  Figure 4-23 : Modèle de couplage substrat          Tableau 4-7 : Composantes du modèle de couplage substrat  
3.1.2.4. Modèle des rails d’alimentation 
La paire d’alimentation VDD/VSS du bloc numérique est véhiculée dans le circuit par plusieurs 
interconnexions routées à différents niveaux de métallisation. Afin d’inclure l’effet de ces rails dans notre modèle, 
nous allons calculer les valeurs des composantes inductives et résistives de chaque tronçons d’interconnexions 
compris entre les plots d’alimentation et le cœur numérique (figure 4-24). Les effets capacitifs des rails seront 
négligés car l’influence des capacités Cdecapblk, Cdigcore1 et CN-well associées en parallèle est prépondérante entre 1 
MHz et 1 GHz.  
 
Figure 4-24 : Schéma des interconnexions VDD/VSS 
A 9  F+F)%  A   _.`  `ab          Equation 4-3 
Les valeurs des résistances et des inductances d’interconnexions sont respectivement déduites des 
équations 4-1 et 4-3, où Rcarré est la résistance par carré du métal, µr est la perméabilité du métal (= 1,257.10-6 
H/m), µ0 la perméabilité du vide, w la largeur du métal, L la longueur du conducteur et h sa hauteur par rapport 
au substrat. Le tableau 4-8 donne la valeur des éléments Rrail et Lrail pour chaque tronçon d’interconnexion. 
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Métal Géométries des conducteurs Composantes Modèle 
Niveau Rcarré (mΩ) L W h Rrail (mΩ) Lrail (nH) 
VDD 
T1 1 82,5 230 35 1,55 542 0,08 
T2 3 59 72,69 49 4,05 87,5 0,02 
T3 4 14 574 28,03 5,55 287 0,12 
T4 4 14 126,73 53,6 5,55 33 0,03 
T5 4 14 210 53,6 5,55 55 0,05 
T6 3 59 455 63 4,05 426 0,13 
VSS 
T1 1 82,5 230 35 1,55 542 0,08 
T2 2 54 63 35 2,55 97 0,02 
T3 2 54 471 35 2,55 727 0,13 
T4 4 14 126,73 53,6 5,55 33 0,03 
T5 4 14 210 53,6 5,55 55 0,05 
VDD/Cdecapblk 3 59 455 63 4,05 426 0,13 
Tableau 4-8 : Composantes résistives et inductives des interconnexions 
A partir des résistances et des inductances parasites calculées pour chaque tronçon d’interconnexion, nous 
en déduisons le schéma électrique illustré figure 4-25.  
 
Figure 4-25 : Modèles électriques des interconnexions 
3.1.3. Modèle du Boîtier 
Le circuit MIXITY est monté dans un boîtier TQFP de 128 broches (figure 4-26). Le modèle électrique de ce 
boîtier est développé à partir de l’outil d’extraction proposé dans le logiciel IC-EMC [ICEMC]. Basé sur la 
méthode PEEC, cet outil délivre la valeur des composantes inductives, résistives et capacitives de chaque 
broche du boîtier, à partir de ses principales caractéristiques telles que ses dimensions, l’espace entre chaque 
broche, le diamètre des fils de bondings, la géométrie du PCB, etc.  
Les figures 4-27 et 4-28 illustrent les schémas électriques des broches VDDcore1, VSS1core1, VSS2core1, 
VSS1core0, VSS2core0, VSS1core4 et VSS2core4 qui alimentent les blocs numériques du circuit MIXITY. Les 
couplages capacitifs et inductif entre chaque broche sont respectivement modélisés par une capacité Ccoupling et 
un facteur Kcoupling exprimé par l’équation 4-4, où M1,2 est la mutuelle d’inductance existant entre deux éléments 
inductifs L1 et L2. Le tableau 4-9 donne les valeurs des composantes passives (Rpkg, Lpkg, Cpkg) et des facteurs de 
couplages pour chaque broche du boîtier que nous considérerons dans le modèle du bloc numérique. 
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               Figure 4-26 : Boîtier TQFP 128 broches                          Figure 4-27 : Modèle électrique des broches  
                         VDDcore1,  VSS1core1 et VSS2core1 
                
Figure 4-28 : Modèle électrique des broches                        Tableau 4-9 : valeurs des éléments RLC du boîtier 
                    VSS1core 0 ou 4 et VSS2core 0 ou 4 
3.2. Modélisation de l’environnement de tests d’immunité conduite 
3.2.1. Modèle de la source d’interférence 
Le modèle de la source d’interférence n’est autre qu’un générateur de Thévenin dont les paramètres VG et 
ZG sont configurés en fonction des spécifications CEM et de la source de perturbation constituée d’un 
synthétiseur de signaux et d’un amplificateur RF. Le générateur de Thévenin utilisé pour nos simulations 
d’immunité est illustré figure 4-29. Celui-ci est composé d’une source de courant alternatif (AC : Alternating 
Current) et d’une résistance 50 Ω équivalente à l’impédance de sortie de l’amplificateur. La source de courant 
alternatif délivre des signaux sinusoïdaux d’amplitudes VG dont les fréquences varient entre 1 MHz et 1 GHz. 
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Figure 4-29: Générateur de Thévenin équivalent à la source de perturbation
La tension VG dépend de la puissance incidente P
est définie sur 50 Ω en fonction d’une tension efficace V
calculée à partir des équations 4-5 à 4
B²  $+ 2 _BÐ		$.$+
B'    <BÐ		
  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Bien que la puissance incidente soit mesurée en sortie de la source d’interférence
synthétiseur de signaux et d’un amplificateur, nous considérons que la tension maximale délivrée par la source 
AC est égale à 56,2 V (valeur relative à P
que l’erreur induite en négligeant la chute de tension aux bornes de la résistance Z
de sortie de l’amplificateur est négligeable au vu des niveaux de puissance que nous injectons.
3.2.2. Modèle du câble et de son connecteur RF
Le modèle du câble RF illustré figure 4
réseau. Comme nous avons pu le voir dans la partie 2.1.3 du chapitre 3, les pentes et les résonnances 
mesurées donnent en effet des indications précises sur les valeurs des compo
discret. Pour définir ces valeurs, nous utilisons les équations 4
Fres la fréquence de résonnance. 
      
Figure 4-30: Câbles RF 
Afin de prendre en compte le connecteur positionné sur
l’impédance d’entrée du câble connecté au PCB, en ayant pris le soin de déconnecter les pistes qui sont en 
contact avec le port RF. Les valeurs des co
d’impédance mesurée entre 1 MHz et 1 GHz (figure 4
égales à 14 nH et 8,12 pF.   
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INC mesurée au wattmètre. Sachant que cette puissance 
INC-efficace, la tension VG du générateur peut alors être 
-7.  

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INCmax = 45 dBm). Après investigations, nous constatons effectivement 
 
-30 est déduit du profil d’impédance mesurée
santes linéiques d’un modèle 
-8 et 4-9 où Zn est l’impédance, F
 le circuit imprimé (figure 4
mposantes linéiques LCâble et CCâble
-32) et des équations précédentes sont respectivement 
BBâ  _ $)%∆=b  Ò_ $¤)b − _ $¤$bÓ   
ABâ  $BBâ)%¤²    
 172 
 
Equation 4-5 
Equation 4-6 
Equation 4-7 
 constituée d’un 
G équivalente à l’impédance 
 
 à l’analyseur de 
n la fréquence et 
  
-31), nous mesurons 
 définies à partir du profil 
Equation 4-8  
Equation 4-9 
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Figure 4-31: Ports RF positionnés sur le PCB       Figure 4-32: Impédance d’entrée du câble RF  
Pour minimiser les phénomènes de propagation et ainsi développer un modèle discret valide jusqu’à 2 GHz, 
nous décidons de distribuer le modèle du câble de longueur lCâble en une succession de cellules en « pi » d’une 
longueur inférieur à λ/10. Sachant que la longueur du câble RF est de 95 mm, le nombre de cellules requis pour 
satisfaire nos conditions est de 7. Les composantes capacitives CCell-pi et inductives LCell-pi de chaque cellule sont 
donc respectivement égales à 1,16 pF et 2 nF. Pour améliorer la précision du modèle, une composante résistive 
RCell-pi de 330 mΩ a été ajoutée à chaque cellule. Le modèle ainsi déduit est illustré figure 4-33. Les 
comparaisons mesures-simulations de la figure 4-32 montrent que ce modèle est doté d’une excellente précision 
jusqu’à 1 GHz qui est la fréquence maximale de notre domaine de validité. 
 
Figure 4-33: Modèle discret du câble RF connecté au PCB 
3.2.3. Modèle du système d’injection 
Dans le chapitre 3, nous avons présenté différentes méthodes pour modéliser les systèmes d’injection DPI 
et BCI. Nos investigations ont montré que les modèles discrets et « N-port » étaient les plus appropriés pour 
simuler respectivement des injections par couplage capacitif et inductif sur charges passives. Nous allons donc 
désormais utiliser ces méthodes pour modéliser les systèmes d’injection DPI et BCI utilisés lors de nos mesures 
d’immunité du circuit MIXITY. Les simulations que nous réaliserons à partir de ces modèles permettront 
notamment d’évaluer la précision de ces approches à simuler des injections sur circuit. 
3.2.3.1. Injection par couplage capacitif 
Le système d’injection DPI utilisé lors de nos mesures est constitué d’une capacité CDPI de 6,8 nF dont 
chaque extrémité est connectée à un port SMA (figure 4-34). Le modèle de ce système est déduit des matrices 
de paramètres Z[2;2] et S[2;2] mesurées entre chaque port. Les valeurs des composantes du modèle (figure 4-
35) ainsi déduites sont : CDPI-model = 6,5 nF, LDPI-model = 2 nH et RDPI-model = 45 mΩ, où LDPI-model et RDPI-model 
traduisent les effets parasites des ports SMA et de la capacité CDPI. 
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   Figure 4-34: Système d’injection DPI
Les comparaisons mesures-simulations de l’amplitude des coefficients de réflexion et de transmission du 
système d’injection (figures 4-36 et 4
satisfaisante entre 1 MHz et 1 GHz. Ayant établi le même constat pour les phases de ces coefficients, nous en 
déduisons que la structure physique de ce système d’injection est correctement modélisé. 
      Figure 4-36: Coefficient de réflexion du modèle DPI 
3.2.3.2. Injection par couplage inductif
Les mesures BCI réalisées sur l
d’une pince d’injection couplée à une paire de conducteurs torsadés, ce système est constitué de nombreux 
éléments pouvant avoir une influence sur le niveau de courant injecté au CST
RSIL, les câbles coaxiaux et RF ou encore la piste de 
éléments à modéliser étant nombreux, nous avons choisi de développer un modèle «
d’injection. Pour cela, il a été nécessaire de positionner un connecteur 
afin de mesurer la matrice S[3 ;3] requise pour développer un tel modèle. Pour ne pas influencer les impédances 
du système mesurées, le circuit a été 
s’est donc effectuée comme illustré figure 4
respectivement été connectés à l’entrée de la pince d’injection, aux conducteurs d’alimen
SMA connecté sur l’empreinte de la broche du CI agressé.
Le fichier touchstone (.s3p) résultant de cette mesure est ensuite importé dans notre environnement de 
simulation (CADENCE) et lié à une instance nommée «
mesurés dans le domaine fréquentiel, aucun signal continu ne peut être véhiculé entre les ports 2 et 3 
équivalents aux extrémités de la paire torsadée. Par conséquent, un «
port n°2 de l’instance pour qu’une perturbation puisse être convenablement couplée au signal continu alimentant 
un CST. Comme l’illustre la figure 4
1 mH, de sorte à ce que leur présence n’ai
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                     Figure 4-35: Modèle du système d’injection DPI
-37) indiquent que le modèle DPI proposé es
    
     Figure 4-37: Coefficient de transmission du modèle DPI
 
e circuit MIXITY sont asservies en boucle ouverte. En 
 tels que la cage de Faraday, les 
PCB par laquelle la perturbation est véhiculée. Les 
SMA au plus proche de l’empreinte du CI 
dessoudé du PCB. La caractérisation réalisée à l’analyseur de réseau 
-38. Les ports 1 (P1), 2 (P2) et 3 (
 
 n3port ». Les paramètres S liés à cette instance étant 
 T » de couplage a dû être inséré sur le 
-39, les valeurs de ses composantes ont respectivement été fixées à 1 mF et 
t aucune influence sur le niveau de perturbation véhiculé au CST. 
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     Figure 4-38: Caractérisation du système d’injection BCI              Figure 4-39: Modèle du système d’injection BCI 
Pour s’assurer que ce « T » de couplage soit non-invasif, les coefficients de réflexion S11 et de transmission 
S21 du modèle ont été simulés avec et sans circuit LC. Les résultats de simulations illustrés figure 4-40 et 4-41 
montrent que les amplitudes des impédances d’entrée et de transfert du modèle d’injection n’ont pas été 
influencées par la présence du circuit LC connecté au port n°2. Ayant établi le même constat pour la phase de 
chaque coefficient simulé, nous pouvons en conclure que le « T » de couplage inséré dans le modèle d’injection 
BCI n’aura aucune influence sur le niveau de courant véhiculé au CST.  
     
 Figure 4-40: Coefficient de réflexion S11 du modèle BCI    Figure 4-41: Coefficient de transmission S21 du modèle BCI 
Pour vérifier la fonctionnalité du modèle, nous évaluons désormais sa capacité à coupler un signal 
perturbateur de type sinusoïdal sur un signal continu alimentant une charge adapté 50 Ω (figure 4-42). Etant 
donné qu’aucun signal continu (DC : Direct Current en anglais) ne peut être transmis entre chaque port de 
l’instance « n3port », il n’est pas nécessaire d’introduire dans le schéma la source d’alimentation normalement 
positionnée sur le port n°3. Par ailleurs, sachant qu’une source de tension est similaire à un court-circuit lors de 
simulations AC, nous la remplaçons par une résistance de 1 MΩ pour éviter de court-circuiter le port n°3 de 
l’instance « n3port » à la masse, et ainsi s’affranchir d’éventuels problèmes de convergences lors de nos 
simulations. Les signaux alternatifs et continus sont générés par des générateurs de Thévenin dont les 
principales caractéristiques sont : VGrf = VRF = 10 V, FRF = 50 MHz, ZGrf = ZRF = 50Ω, VGdc = VDC = 5 V et ZGdc = 
ZDC = 5 mΩ. Les signaux mesurés lors des simulations sont la tension Vrf présente en sortie de la source 
d’interférence et la tension Vload aux bornes de la charge résistive alimentée par le signal continu. 
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Figure 4-42: Schéma équivalent d’une injection BCI sur 50 Ω  
 
      Figure 4-43: Simulation d'Injection BCI d’un signal  sinusoïdale sur alimentation continue 
Les résultats illustrés figure 4-43 montrent que le signal sinusoïdal mesuré aux bornes de la charge a une 
composante continu de 5 V et une fréquence de 50 MHz. La fonctionnalité du modèle BCI est donc valide pour 
simuler les tests d’immunité du circuit MIXITY, puisque le modèle proposé à la capacité de coupler un signal 
perturbateur sur un signal continu. 
3.2.4. Modèle du circuit Imprimé 
Le circuit MIXITY est monté sur un PCB de type FR4 contenant 4 couches. La figure 4-44 illustre le modèle 
électrique de la carte. Ce modèle inclut les principaux éléments du circuit imprimé pouvant avoir une influence 
sur les signaux transmis au CST, tels que les composants de découplage, les pistes et les plans d’alimentation. 
Les modèles d’inductance « choke » et de capacité de découplage ont été déduits de leurs impédances 
mesurées à l’analyseur de réseau. Les pistes et les plans d’alimentation ont été modélisés à l’aide des outils 
d’extraction présentés dans le chapitre précédent, pour un domaine de validité fréquentiel compris entre 1 MHz 
et 1 GHz.  
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Figure 4-44 : Modèle électrique du circuit imprimé 
A titre d’exemple, le tableau 4-10 donne les valeurs des composantes discrètes par cellule pour chaque 
tronçon de piste T(n) du chemin « COREVDD ». Ces données ont été calculées à partir des caractéristiques 
physiques extraites du layout du PCB disponible à l’annexe 1. Les valeurs des composantes CDec+Plan, CDec-pin et 
LChoke calculées à partir des profils d’impédance sont recensées dans le tableau 4-11. 
                             
Tableau 4-10 : Composantes discrètes de la ligne COREVDD             Tableau 4-11 : Modèles électrique des composants  
                                                                                                                            de découplage 
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4. Estimation des niveaux de bruits injectés en mode conduit sur un CI  
4.1. Objectifs 
Dans le but de valider le flot de modélisation proposé dans la partie 2.2, nous allons caractériser par 
simulations les niveaux de puissance à injecter par couplages capacitifs et inductifs, pour faire fluctuer de 10% 
les tensions d’alimentations du bus d’E/S et du bloc numérique de MIXITY. En plus d’évaluer les précisions de 
nos modèles, les comparaisons que nous allons réaliser entre les simulations et les différentes mesures 
effectuées sur ces blocs (chapitre 2) nous permettront d’approfondir nos connaissances sur les mécanismes de 
couplage du bruit à l’intérieur du circuit.  
Nous évaluerons ensuite l’outil de prédiction présenté dans le chapitre 3 à partir de notre véhicule de test. 
Pour cela, nous allons comparer les mesures DPI et BCI effectuées sur le circuit aux diverses prédictions 
déduites des gains en tensions GV-DPI et GV-BCI. En fonction des résultats que nous obtiendrons, nous discuterons 
enfin de l’intérêt d’intégrer cet outil dans notre environnement de simulation. 
4.2. Simulation d’injections DPI et BCI sur un circuit intégré 
4.2.1. Agression d’un bus d’E/S par DPI et BCI 
4.2.1.1. Présentation des modèles d’injections complets 
Les modèles complets permettant de simuler des injections de type DPI et BCI sur l’alimentation du bus 
d’E/S de MIXITY sont respectivement illustrés figures 4-45 et 4-46. Principalement développés à partir des outils 
d’extraction et des méthodes de modélisation présentées dans le chapitre 3, ces modèles intègrent le bloc 
« SSNIO » disponible dans la librairie de notre environnement de simulation. Ce bloc est constitué de deux 
entrées d’alimentation (OVDDSSNIO et VDDSSNIO), d’un bloc d’entrée et d’un bus de huit sorties. L’instance 
« SSNIO » est équivalente à un modèle à l’échelle transistor du bus d’E/S auquel nous avons ajouté, par 
extraction RC, les éléments parasites résistifs et capacitifs des interconnexions.  
 
Figure 4-45 : Modèle d’injection DPI sur le bus d’E/S du circuit MIXITY 
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Figure 4-46 : Modèle d’injection BCI sur le bus d’E/S du circuit MIXITY 
4.2.1.2. Résultats de simulations des modèles d’injection sur un bus d’E/S 
a. Injection de bruits par DPI 
Comme l’illustre la figure 4-47, les résultats de simulation DPI corrèlent bien aux mesures internes 
effectués sur notre circuit avec une erreur inférieure à 5 dB jusqu’à 1 GHz. Nous pouvons donc en 
conclure que les méthodes de modélisation et les outils d’extraction proposés sont efficaces pour 
caractériser le bruit injecté par couplage capacitif sur un bus d’E/S. Nous en déduisons par ailleurs qu’un 
bloc sensible peut être modélisé à l’échelle transistor si son architecture n’est pas trop complexe puisque 
le temps requis pour simuler l’injection d’une perturbation sur le bloc « SSNIO » est de quelques minutes 
seulement, et ce quelque soit la fréquence du signal perturbateur.  
 
Figure 4-47 : Simulation DPI sur un bus d’E/S 
b. Injections de bruits par BCI 
En observant les résultats de simulations BCI illustrés figure 4-48, il est nécessaire d’être très prudent 
quant aux conclusions que nous pourrions tirer. En effet, malgré l’excellente corrélation mesures-
simulations observée à basses fréquences, nous notons des écarts significatifs à partir de 30 MHz. Nous 
pourrions alors imaginer que les modèles proposés ne soient pas suffisamment efficaces pour estimer 
précisément le niveau de bruit véhiculé par couplage inductif sur le rail d’alimentation du bus d’E/S. 
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Cependant, comme nous l’avons vu dans le chapitre 2, il y a de fortes chances pour que les résultats de 
mesures BCI aient été faussés par le rayonnement de la pince d’injection dans la cage de Faraday. Il est 
donc difficile d’évaluer la précision de nos modèles en effectuant de telles comparaisons.  
Si nous observons néanmoins la courbe déduite des simulations, nous pouvons constater les effets 
induits par certains éléments de notre environnement de test tels que la capacité de découplage et la paire 
de conducteurs torsadés sur laquelle nous injectons les perturbations. Bien que nous ayons des doutes 
sur la précision de nos mesures, nous remarquons par ailleurs un comportement similaire des deux 
courbes (mesures et simulations) à partir de 100 MHz, où le couplage des perturbations sur l’alimentation 
du bus d’E/S est plus important.  
Malgré cela, nous ne pouvons pas véritablement tirer de conclusions sur notre approche de 
modélisation qui puissent être justifiées car il nous est impossible de quantifier la précision de nos 
modèles d’injections BCI. Sachant que les comparaisons mesures-simulations sont notre seul moyen de 
valider définitivement nos modèles, nous en concluons qu’il serait préférable de relancer une batterie de 
tests en optimisant la configuration du banc d’injection, de sorte à minimiser le couplage des ondes 
rayonnées sur les éléments de notre environnement de mesures (circuit imprimé, câbles, sonde).  
 
Figure 4-48 : Simulation BCI sur un bus d’E/S 
4.2.2. Agression d’un bloc numérique par DPI 
4.2.2.1. Présentation du modèle d’injection complet  
Les modèles complets de l’environnement de tests et du bloc numérique du circuit sont respectivement 
illustrés figures 4-49 et 4-50. Les injections DPI sur le bloc numérique (environnement de test + bloc sensible du 
circuit) sont simulées à l’aide du logiciel IC-EMC. Contrairement à l’étude faite sur le bus d’E/S, nous choisissons 
de ne pas utiliser les netlists du circuit et les différents outils de simulation que propose CADENCE, pour se 
placer dans le contexte d’un client qui simule un modèle d’immunité. Pour s’assurer que le modèle passif du bloc 
numérique soit valide, nous avons donc comparé les courbes d’impédance mesurées et simulées aux bornes de 
la paire d’alimentation VDDcore1/VSS1core1 du circuit. Comme le montre la figure 4-51, les résultats de simulations 
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corrèlent aux mesures entre 1 MHz et 100 MHz. Au-delà de 100 MHz, l’erreur de précision est d’environ 50 %. 
Cet écart était pour le moins prévisible car nous avons réalisé diverses approximations lors de la modélisation 
du circuit. Or, si nous analysons le profil d’impédance et l’architecture de notre modèle, nous constatons que la 
résonnance située à 129 MHz est essentiellement induite par l’association en série des éléments inductifs du 
boîtier et de la capacité équivalente au bloc numérique. Les capacités du cœur numérique ayant été extraites à 
partir des netlists du circuit (cf. partie 3), nous réévaluerons uniquement les éléments inductifs du boîtier. En 
réajustant LVDDcore1 à 9 nH, LVSS1core1 à 8,5 nH et LVSS2core1 à 8,57 nH, nous réduisons ainsi l’erreur de précision de 
plus de 10 %. Un second modèle du circuit peut alors être considéré avec ces nouvelles valeurs. Bien que 
l’impédance de notre modèle ait été améliorée, il sera intéressant de comparer les simulations d’injections DPI 
sur le bloc numérique avec et sans valeurs réajustées. Ces comparaisons nous donneront notamment des 
indications sur la nécessité de modéliser le PDN du circuit avec une faible erreur de précision. 
Lors de nos investigations, nous avons également remarqué que les composants de découplage pouvaient 
avoir une forte influence sur les niveaux de bruits véhiculés au circuit. Les éléments passifs traduisant le 
comportement et les effets parasites de ces composants sont effectivement susceptibles de résonner avec 
d’autres composantes du modèle complet telles que celles du bloc numérique. Ainsi, pour quantifier l’influence 
que peuvent avoir ces éléments sur les perturbations injectées au circuit, nous proposons de simuler un 
troisième modèle dans lequel nous modifions uniquement les composantes passives de l’inductance choke 
(LLchoke = 1 µH, CLchoke = 4 pF, RLchoke = 230 Ω).  
 
Figure 4-49 : Modèle de l’environnement de tests du bloc numérique 
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    Figure 4-50 : Modèle passif du bloc numérique    
 
Figure 4-51 : Impédance de l’alimentation VDD du bloc numérique 
4.2.2.2. Résultats de simulations du modèle d’injection 
Comme nous l’avons vu dans le chapitre 2, les analyses effectuées sur le bloc numérique montrent que le 
couplage du bruit véhiculé au circuit est maximal à 129 MHz. Au-delà de cette fréquence de résonnance, le 
niveau de puissance requis pour atteindre notre critère diffère suivant l’endroit où nous mesurons la tension 
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d’alimentation (externe ou interne). Pour justifier ces écarts, nous déterminons par simulation la puissance 
incidente qui doit être délivrée par la source de perturbation, pour faire fluctuer de 10 % la tension d’alimentation 
VDDcore1 à l’intérieur (nœud VDDcore1 de la capacité Cdigcore1) et à l’extérieur du circuit (entrée de la broche 
VDDcore1 du boîtier). Les résultats illustrés figures 4-52 et 4-53 ne montrent aucun écart significatif entre mesures 
et simulations. Par déduction, nous en concluons que les fluctuations de tension produites par les injections DPI 
sont filtrées par le découplage interne à partir de 129 MHz. Essentiellement induits par l’effet passe-bas du 
boîtier et de la capacité équivalente au bloc numérique, ces phénomènes de découplage sont donc à l’origine 
des écarts de puissance observés lors des mesures internes et externes au-delà de 200 MHz. 
  
Figure 4-52 : Injections DPI sur bloc numérique (interne)      Figure 4-53 : Injections DPI sur bloc numérique (externe) 
Pour évaluer la précision de nos modèles, nous calculons les écarts de puissance moyen et maximum entre 
mesures et simulations (tableau 4-12). Puisque l’écart de puissance moyen calculé est au maximum de 3,78 dB, 
nous pouvons en conclure que la méthode de modélisation adoptée est efficace pour évaluer les niveaux de 
bruits injectés en mode conduit sur un CI. 
Si nous comparons les résultats de simulations obtenus avec le modèle par défaut et celui où nous avons 
réajusté les éléments du boîtier, nous constatons que ces modifications n’ont pas véritablement amélioré la 
précision de nos simulations. Au contraire, bien que l’erreur de précision induite par l’impédance de notre 
modèle ait été réduite de plus de 10 %, les écarts de puissance moyens ont légèrement été augmentés à la 
suite de nos réajustements. Par conséquent, nous en concluons qu’il n’est pas nécessaire d’ajuster les 
composantes d’un PDN avec la plus grande précision notamment lorsque celui-ci est précédé d’un modèle 
d’environnement de test. Comme nous allons le voir, les effets induits par certains composants de découplage 
externes sur le bruit transmis au circuit peuvent effectivement être bien plus importants. 
Les modifications apportées au modèle d’inductance choke influent essentiellement entre 500 MHz et 1 
GHz. Les niveaux de puissance requis pour atteindre notre critère (fluctuation de 10 % de la tension 
d’alimentation) sont plus importants à hautes fréquences, après avoir réajusté le modèle de l’inductance. La 
sensibilité d’un circuit est donc fortement influencée par les composants de découplage qui l’entourent. Par 
ailleurs, si nous comparons les résultats de simulations obtenus avec ce modèle et celui par défaut, nous 
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constatons qu’ils divergent suivant l’emplacement du point de contrôle de la tension VDDcore1. Lorsque la tension 
d’alimentation est sondée à l’extérieur du circuit, les écarts de puissance moyens définis entre mesures et 
simulations sont réduits d’environ 1,5 dB en modifiant le modèle d’inductance choke. Lorsque le niveau de bruit 
injecté est contrôlé sur le rail d’alimentation du cœur numérique, les écarts entre mesures et simulations 
augmentent entre 500 MHz et 1 GHz. Par conséquent, nous en concluons que les modèles des composants de 
découplage devront être ajustés en fonction des erreurs de précision tolérées et spécifiées par le domaine de 
validité défini pour élaborer nos modèles.  
 
Modèle par défaut Modèle avec éléments inductifs du boîtier modifiés 
Modèle avec éléments parasites 
d’inductance choke réajustés 
Ecart de puissance Moyen Maximum Moyen Maximum Moyen Maximum 
VDDcore1 sondée en interne 1,16 dB ≈ 5 dB  à 40 MHz 1,81 dB 
6,16 dB  
à 125 MHz 2,25 dB 
8,65 dB 
à 1 GHz 
VDDcore1 sondée en externe 3,64 dB 10,85 dB à 1 GHz 3,78 dB 
8,86 dB  
à 1 GHz 2,21 dB 
5,85 dB 
à 200 MHz 
Tableau 4-12 : Ecarts de puissance calculés entre mesures et simulations d’injections DPI sur le bloc numérique 
4.2.3. Conclusion 
Lors de cette étude nous avons constaté toute la difficulté d’évaluer la sensibilité d’un circuit par simulation. 
Bien que le temps requis pour simuler une injection en mode conduit sur le bus d’E/S ait été acceptable, notre 
processus de simulation est apparu limité pour ce type d’analyse. Les niveaux de puissances injectés pour 
atteindre le niveau de fluctuation désiré sur l’alimentation du bus ont été définis dans le domaine temporel, en 
augmentant pas à pas l’amplitude du signal perturbateur. Pour simuler les injections entre 1 MHz et 1 GHz, des 
balayages en fréquence et en amplitude ont été nécessaire. La multiplication des simulations temporelles induite 
par ces balayages a donc augmenté considérablement le temps de simulation global. Par ailleurs, le traitement 
des résultats de simulation a été fastidieux car pour chaque fréquence et chaque amplitude du signal 
perturbateur, le signal agressé devait être affiché afin de quantifier sa fluctuation. Les temps de simulation requis 
pour déduire la sensibilité d’un CI sur une large bande de fréquence ont donc été très importants. Par 
conséquent, il serait nécessaire d’élaborer un flot de simulation optimisé aux analyses d’immunité. 
Simuler la netlist d’un circuit ayant une architecture complexe nécessite également d’importants temps de 
simulation pouvant atteindre quelques jours [VRIGNON-2-05]. Les simulations des modèles élaborés à l’échelle 
transistor étant longues et complexes, nous favoriserons ainsi l’utilisation de macro-modèles incluant le PDN des 
circuits tels que ceux développés pour évaluer la sensibilité du bloc numérique. Cette approche a la particularité 
d’être très flexible puisqu’en étant proche de la structure physique nous avons la liberté de modéliser 
uniquement les éléments du circuit pouvant avoir une influence sur sa sensibilité. Lorsque nous avons simulé les 
injections DPI sur le bloc numérique, nous avons obtenus de bons résultats aussi bien en termes de temps de 
simulation que de précision, ce qui nous permet d’en conclure que le flot de modélisation proposé dans la partie 
1 est valide. 
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4.3. Prédiction des niveaux de bruit couplés à un CI en mode conduit 
4.3.1. Descriptions des données d’entrée requises par l’outil de prédiction 
Notre objectif est d’évaluer la méthode de prédiction présenté au chapitre 3. Pour cela, nous allons prédire  
les niveaux de puissance à injecter sur les alimentations du bus d’E/S et du bloc numérique de MIXITY pour 
obtenir une fluctuation de 10 % de leur tension nominale sondée sur les broches du boîtier (mesure dite 
« externe »).  
Pour utiliser notre outil de prédiction, il est nécessaire d’extraire par mesure les fichiers touchstone 
caractérisant le CST et les principaux éléments de nos environnements de tests. Le tableau 4-13 donnent une 
description détaillée de chaque fichier touchstone utilisé pour prédire les injections DPI et BCI sur notre véhicule 
de test. Assimilé à un quadripôle de 2 ports, le système d’injection DPI caractérisé au VNA est constitué du 
câble RF, de la capacité d’injection CDPI et du circuit imprimé par lequel la perturbation est véhiculée. Présenté 
dans la partie 3.2.3.2, le système d’injection BCI est assimilable à un quadripôle de 3 ports et est composé de la 
cage de Faraday, du RSIL, de la pince d’injection couplée à la paire torsadé, du câble RF et des éléments du 
PCB par lesquels le signal perturbateur est transmis.  
 
Environnement de test Circuit sous test 
Elément 
caractérisé Système d’injection DPI Système d’injection BCI Alimentation  Bus d’E/S Bloc numérique 
Nombre de 
port(s) 2 3 1 1 1 
Détails 
câble RF + CDPI + chemin 
d’injection du PCB 
(piste/plan/composant de 
découplage) 
cage de Faraday + RSIL + 
câbles torsadés + pince 
d’injection + câble RF + 
chemin d’injection du PCB 
(piste/plan/composant de 
découplage) 
Alimentation 
continue 
utilisée lors 
des mesures 
BCI  
Mesures de S11 
entre sur la 
broche 
OVDDSSNIO  
Mesures de S11 
entre sur la 
broche VDDcore1 
Nom du 
fichier dpi_mixity.s2p bci_mixity.s3p alim.s1p s11-ssnovdd.s1p s11-vddcore1.s1p 
Tableau 4-13 : Fichier touchstone requis pour prédire les injections DPI et BCI sur MIXITY 
Afin que notre outil soit en mesure de prédire les niveaux de puissance à injecter pour atteindre les critères 
définis sur les tensions d’alimentation du circuit, nous devons lui fournir un fichier texte dans lequel doit être 
inscrit en deux colonnes distinctes le niveau de fluctuation (en Volt) que l’on souhaite obtenir aux bornes du 
circuit, en fonction de la fréquence (en Hertz).  
A partir des 5 fichiers touchstone présentés ci-dessus et des deux fichiers texte relatifs aux critères de 
tension définis dans le cadre de notre étude (10 % de OVDDSSNIO et 10 % de VDDcore1), nous allons désormais 
prédire des injections DPI et BCI sur notre véhicule de test. 
4.3.2. Prédictions d’injections DPI  
Les prédictions d’injections DPI sur le bus d’E/S illustrées figure 4-54 ont été déduites à partir de l’outil de 
prédiction présenté dans le chapitre 3. Ces prédictions sont très satisfaisantes car l’écart de puissance vis-à-vis 
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des mesures est en moyenne égal à 2,38 dB et est au maximum de 11,5 dB à 500 MHz. Ces faibles écarts 
montrent donc que notre outil permet de prédire avec une précision relativement fine des injections DPI sur 
l’alimentation d’un bus d’E/S (niveaux de perturbations injectées aux bornes du composant). 
Sur la figure 4-55, nous comparons les prédictions d’injections DPI sur le bloc numérique aux résultats de 
mesures et de simulations présentés précédemment. A noter que les simulations sont celles obtenus avec le 
modèle par défaut. En calculant les écarts de puissance moyens et maximums entre les mesures et les 
prédictions, nous constatons que notre outil est tout aussi efficace pour prédire les injections sur l’alimentation 
du bloc numérique que sur le bus d’E/S. En effet, cet écart n’est qu’en moyenne de 2,8 dB et est au maximum 
de 11,04 dB à 1 GHz. En outre, si nous comparons ces chiffres à ceux obtenus lors de nos simulations, nous 
constatons que les prédictions réalisées avec notre outil sont légèrement plus précises. Par conséquent, nous 
en concluons que l’outil de prédiction développé est efficace pour estimer précisément les niveaux de puissance 
à injecter par DPI sur un circuit, pour atteindre un critère de tension donné. 
      
Figure 4-54 : Prédictions DPI sur un bus d’E/S                    Figure 4-55 : Prédictions DPI sur un bloc numérique 
4.3.3. Prédictions d’injections BCI  
Pour prédire les niveaux de puissance injectés par BCI sur le bus d’E/S pour atteindre notre critère de 
tension, nous procédons de deux manières différentes. Ces puissances sont premièrement estimer à partir du 
fichier texte donnant les niveaux de fluctuation (critère de tension) que nous souhaitons atteindre, afin d’évaluer 
l’efficacité de notre outil à prédire des mesures BCI. Ensuite, nous réalisons nos prédictions à l’aide des résultats 
de mesures DPI obtenus sur le bus d’E/S. Ce second et dernier procédé permet d’analyser la capacité de notre 
méthode à corréler les résultats (courbes d’immunité) déduits de tests DPI et BCI.  
La qualité de nos mesures BCI ayant été remise en cause, nous comparons uniquement nos prédictions 
aux résultats de simulations présentés dans la partie 4.2.1.2.b, afin d’évaluer leurs précisions. Le premier 
constat que nous pouvons établir à partir des résultats illustrés figure 4-56 est que les niveaux de puissance 
prédits à l’aide de notre outil sont relativement proches de ceux déduits par simulations de nos modèles. En 
effet, mis à part entre 5 MHz et 10 MHz, aucun écart significatif est à noter entre prédictions et simulations. Nos 
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prédictions semblent donc être convenables car quelque soit la fréquence d’injection la sensibilité du circuit 
paraît être bien estimée.   
Nous pouvons également constater que les deux procédures utilisées pour prédire les niveaux de 
puissance à injecter par BCI permettent d’obtenir des résultats assez similaires. Sur toute la bande de 
fréquence, la sensibilité du circuit estimée par corrélation DPI/BCI est effectivement identique aux prédictions 
BCI à quelques dB prêt. Nous concluons ainsi que nos méthodes de prédictions sont efficaces pour estimer des 
injections BCI à partir d’un critère de défaillance ou des résultats de mesure DPI.  
 
Figure 4-56 : Prédictions BCI sur le bus d’E/S 
4.3.4. Conclusion  
Les prédictions effectuées sur le bus d’E/S de MIXITY ont montrées toute l’efficacité de notre outil à donner 
une estimation précise des niveaux de bruit injectés aux bornes d’un circuit sur une large bande de fréquence, 
car quelque soit le type d’injection (DPI ou BCI) les erreurs de prédiction sont tout à fait acceptables. Il est 
important de souligner que ces prédictions ont été réalisées sans aucuns modèles d’environnement de test et de 
circuit. La méthode mis en œuvre pour développer cet outil est donc adéquate pour analyser rapidement 
l’immunité d’un circuit intégré avant de s’engager dans d’éventuelles procédures de test pouvant être difficiles à 
mettre en œuvre.  
Par ailleurs, il serait tout à fait envisageable d’intégrer notre méthode de calcul dans notre environnement 
de simulation afin que les perturbations véhiculées à l’intérieur d’un circuit puissent être estimés dès sa 
conception. Si nous connaissions par exemple le niveau de tension requis pour perturber un circuit, nous 
pourrions très rapidement prédire les niveaux de fluctuation que nous devrions obtenir aux bornes de son bloc 
sensible en fonction de la fréquence, et inversement. Il suffirait alors d’extraire par simulations les paramètres S 
entre ces deux ports (entrée circuit et nœud critique) et d’en déduire les gains en tension indispensables aux 
prédictions. Aux moyens de quelques simulations, nous pourrions par la même occasion analyser les effets des 
découplages internes induits par certains éléments du circuit tels que le boîtier et les capacités de découplage 
localisées. Outre les multiples avantages dont nous bénéficierions en intégrant cette approche dans nos outils 
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de simulation, nous pourrions minimiser les temps de simulation pour prédire les niveaux de tension injectés à 
l’intérieur d’un circuit, en s’affranchissant complètement d’analyses temporelles.  
Cependant, nous n’avons pas eu l’opportunité d’évaluer cet outil sur un circuit ayant des comportements 
non-linéaires. Selon la nature du circuit et les niveaux de bruit injectés à ses bornes, nous sommes 
effectivement conscients que notre méthode de prédiction pourrait avoir certaines limites. Par conséquent, il 
serait désormais très intéressant d’évaluer la capacité de notre approche à prédire les niveaux de bruit injectés 
sur des circuits non-linéaires tels que des oscillateurs, des régulateurs ou des amplificateurs. Cette étude 
permettrait alors de valider définitivement notre approche, en vue qu’elle soit intégrée dans un flot de simulation 
d’immunité. 
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5. Conclusion 
Dans ce chapitre, deux méthodes ont été présentées et évaluées pour définir les niveaux de perturbations 
électromagnétiques couplées à un circuit intégré en mode conduit.  
Nous avons premièrement proposé un flot de modélisation permettant d’évaluer l’immunité d’un CI dès sa 
phase de conception. Ce flot présente toutes les étapes à suivre pour modéliser les éléments de 
l’environnement de test et du circuit pouvant avoir une influence sur les perturbations transmises au CST. Après 
avoir étudié sa structure et analysé tous les éventuels couplages internes, le circuit a été modélisé en 
considérant uniquement son PDN. Ce réseau d’impédance comprend le boîtier, les interconnexions, les E/S, le 
bloc sensible et les effets induits par le substrat du circuit. Les environnements de tests DPI et BCI mis en 
œuvre pour agresser notre circuit ont été modélisés à partir des outils d’extraction et des méthodes de 
modélisation présentés dans le chapitre 3. Grâce à la précision de nos modèles, les niveaux de bruit injectés par 
DPI et par BCI sur les alimentations OVDDSSNIO et VDDcore1 de MIXITY ont pu être estimés avec des erreurs de 
simulations très acceptables. Le flot de modélisation a ainsi été validé et pourrait désormais être intégré dans 
une procédure de simulation dédiée aux analyses d’immunité. 
 Cependant, nous avons constaté lors de ces travaux que le processus de simulation utilisé n’était pas 
suffisamment optimisé pour ce type d’analyse. La multiplication des simulations temporelles et la mauvaise 
gestion des balayages en fréquence et en amplitude nous ont distinctement montré les limites et les besoins de 
nos outils. C’est pourquoi il serait aujourd’hui primordial de développer un flot de simulation dédié aux analyses 
d’immunité qui intégrerait plusieurs fonctions permettant à la fois de minimiser les temps de simulation et de 
faciliter le traitement des résultats. 
Ensuite, nous avons évalué la méthode de prédiction présentée dans le chapitre 3. Pour cela, plusieurs 
injections DPI et BCI ont été prédites sur les alimentations du bus d’E/S et du bloc numérique. La qualité de nos 
prédictions a pu mettre en évidence toute l’efficacité de notre méthode. Les niveaux de puissance injectés sur le 
circuit ont effectivement été prédits avec une erreur inférieure à 3 dB sur toute la bande de fréquence et ce, sans 
avoir développé aucun modèle d’immunité. D’autre part, les prédictions BCI réalisées à partir des mesures DPI 
ont montré qu’il était possible de corréler les niveaux de puissance (ou de tension) injectés par couplage 
capacitif et inductif sur un CST. Bien que certaines investigations complémentaires soient requises pour évaluer 
précisément les erreurs de prédictions (optimisation du banc d’injection BCI pour minimiser les couplages à 
l’intérieur de la cage), nous restons confiants quant à la qualité de nos résultats car nos prédictions sont 
similaires à nos simulations. Néanmoins, il serait désormais nécessaire d’analyser les limites de notre approche 
en l’appliquant sur plusieurs circuits intégrés de différentes natures (numérique et analogique), ce qui nous 
permettra alors de valider définitivement notre méthode de prédiction. 
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Conclusion Générale 
Malgré les nombreux avantages que présentent les systèmes électroniques embarqués (miniaturisation des 
systèmes, augmentation des vitesses de fonctionnement, diminution des consommations, multiplication des 
fonctionnalités intégrées dans les circuits, etc.), ils sont devenus de plus en plus sensibles aux perturbations 
électromagnétiques. La forte densité d’intégration et le rapprochement des circuits dans les équipements sont 
notamment à l’origine des problèmes d’interférences électromagnétiques auxquels sont confrontés les 
concepteurs. Dans ce contexte, il leur est aujourd’hui fondamental d’étudier et de prédire la propagation des IEM 
à l’intérieur de leur circuit pour anticiper leur défaillance et éviter d’éventuelles phases de « re-design » 
onéreuses.  
Notre projet de recherche s’est inscrit dans le cadre d’une thèse CIFRE entre l’équipe Systèmes 
Embarqués Critiques du laboratoire LATTIS et Freescale Semiconductor. Pour mieux appréhender les 
problèmes d’interférences électromagnétiques dès les phases de design des circuits intégrés, l’étude présentée 
dans ce manuscrit s’est articulée autour de deux axes principaux :  
 La caractérisation des interférences électromagnétiques véhiculées à travers un circuit, à l’aide de 
capteurs de tension asynchrones (mesure des niveaux de bruits et analyse des mécanismes de 
couplage internes),  
 Le développement d’outils de simulation et d’une méthode de prédiction permettant d’évaluer les 
couplages des perturbations électromagnétiques en mode conduit sur les circuits intégrés.  
Dans le premier chapitre, nous nous sommes premièrement intéressés à l’évolution technologique et à 
l’apparition des premières études visant à analyser la compatibilité électromagnétiques des circuits. Bien que 
l’effort d’intégration ait permis d’améliorer considérablement les performances électriques des circuits et de 
multiplier leurs fonctionnalités, nous avons vu que leurs performances électromagnétiques ont été fortement 
dégradées. Pour mieux comprendre l’origine et les conséquences des perturbations électromagnétiques sur les 
circuits intégrés, nous avons ensuite identifié les principales sources d’interférences et leurs modes de couplage, 
puis décrit les dysfonctionnements engendrés dans les circuits numériques et analogiques. Cette étude a 
essentiellement montré que les effets induits par les IEM pouvaient être différents selon les caractéristiques du 
signal perturbateur et la nature du circuit. Enfin, nous avons réalisé un état de l’art sur toutes les méthodes de 
modélisation qui ont été proposées jusqu’à ce jour pour analyser la susceptibilité aux bruits des circuits intégrés. 
Cette première partie aura donc permis de montrer qu’il est aujourd’hui impératif de développer de nouveaux 
outils de mesures et de modélisation pour analyser la propagation du bruit à travers les circuits. 
Le deuxième chapitre a été consacré à l’analyse des IEM injectées par DPI et BCI dans le véhicule de test 
MIXITY développé en technologie SMOS8MV® 0,25 µm. Après avoir décrit l’architecture des principaux blocs 
intégrés dans le circuit, nous avons présenté les capteurs de tension asynchrones utilisés pour analyser la 
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propagation du bruit sur la puce lors de tests DPI et BCI. Les performances électriques de ces capteurs ont été 
évaluées en régime statique et dynamique pour définir leur fonction de transfert et ainsi compenser leur erreur 
de mesure. Les tests de fiabilité réalisés sur ces capteurs ont montré que la température et les stress électriques 
pouvant être appliqués sur leur entrée n’avaient que très peu d’influence sur leurs performances. Pour 
déterminer l’amplitude et l’allure des signaux mesurés sur la puce à l’aide de ces capteurs, nous avons 
développé un principe d’acquisition basé sur le calcul de densités de probabilité. Nous avons par ailleurs vu que 
ce principe d’acquisition n’était efficace que si le nombre d’échantillons extraits des mesures, l’intervalle de 
discrétisation et le nombre de classe définis pour calculer les DDP étaient optimisés.  
Afin de maitriser le chemin d’injection dans sa totalité (du générateur de perturbations au cœur du circuit), 
nous avons tout d’abord évalué l’influence des éléments des systèmes d’injection DPI et BCI sur leurs 
coefficients de transmission. Ces investigations  ont montré combien il était important d’optimiser les paramètres 
des bancs d’injection pour mesurer l’immunité d’un circuit sur une gamme de fréquence bien définie. Les 
éléments de ces systèmes d’injection peuvent effectivement avoir une influence significative sur les niveaux de 
perturbations transmis au CST, notamment lorsqu’un circuit est agressé par injections BCI.  Lors de nos 
mesures, nous avons pu constater toute l’efficacité d’utiliser les capteurs de tensions pour définir la susceptibilité 
aux bruits des blocs intégrés dans le circuit. Les mesures des IEM véhiculées sur les alimentations du bus d’E/S 
et des blocs numériques de MIXITY nous ont effectivement permis de caractériser les niveaux de bruit injectés 
sur le silicium mais également d’analyser les mécanismes de couplage internes. L’utilisation de tels capteurs 
offre donc la possibilité de caractériser précisément la propagation du bruit à travers un circuit tout en 
s’affranchissant des limites des méthodes de mesures externes normalisées. Les designers auront donc un réel 
intérêt à utiliser de tels outils de mesure car ils pourront définir précisément la sensibilité des fonctions 
implémentées sur une puce, valider leurs méthodes de modélisation et ainsi anticiper les défaillances des 
circuits dès leurs phases de design.   
Dans le troisième chapitre, nous avons présenté les outils de simulation qui ont été développés au cours de 
notre projet pour modéliser les principaux éléments des environnements de tests et prédire les niveaux de bruits 
injectés aux bornes d’un circuit. Lors des phases de design d’un circuit, le temps est régulièrement compté pour 
respecter les délais qui ont été fixés. Pour faciliter l’analyse d’immunité des circuits intégrés, nous avons ainsi 
développé deux outils permettant d’extraire les modèles de pistes et de plans conducteurs d’un circuit imprimé à 
partir de leurs caractéristiques géométriques et physiques. Ces outils offrent la possibilité à un utilisateur de 
modéliser les éléments conducteurs d’un PCB sans avoir de connaissances fondamentales en CEM. D’autre 
part, nous avons également évalué différentes méthodes pour modéliser les systèmes d’injection DPI et BCI. 
Ces investigations ont eu pour but de définir les approches les plus appropriées au contexte industriel. Nous 
avons ainsi remarqué que la modélisation par éléments discrets est la plus adéquate pour modéliser un système 
d’injection purement passif tel que celui utilisé lors des tests DPI. Cependant, nous avons préféré les approches 
comportementales pour modéliser un système d‘injection complexe constitué de plusieurs éléments tel que celui 
des tests BCI. Enfin, nous avons proposé une méthode de prédiction innovante pour prédire et corréler les 
niveaux de bruits injectés sur un circuit lors de tests DPI et BCI. Cette méthode est basée sur le calcul d’une 
fonction de transfert entre la source d’interférence et le circuit sous test, en assimilant les systèmes d’injection à 
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des multi-pôles. L’outil de prédiction développé à partir de cette approche a été évalué en définissant les niveaux 
de puissance injectés sur charges passives. Ces investigations ont montré que notre méthode permet de 
déterminer et de corréler avec précision les niveaux de bruits injectés sur une charge par DPI et BCI. 
Dans le quatrième et dernier chapitre, nous avons proposé un flot de modélisation visant à faciliter 
l’évaluation de l’immunité des circuits intégrés pendant leur phase de conception. Ce flot décrit les étapes à 
suivre pour modéliser les éléments influents des environnements de tests (PCB, système d’injection, etc.) et des 
circuits intégrés (boitier, interconnexions, substrat, etc.). Cette méthode ne requiert aucun résultat de mesure 
d’immunité car tous les paramètres du modèle sont essentiellement déduits du schéma électrique du PCB utilisé 
lors des tests et de simulations post-layout du circuit agressé. Cette procédure de modélisation a été évaluée en 
modélisant des injections DPI et BCI sur le bus d’E/S et un bloc numérique de notre véhicule de test. Grâce aux 
mesures de bruit internes et externes, nous avons évalué la précision des modèles développés. L’erreur de 
simulation étant relativement faible vis-à-vis des mesures, nous avons alors pu valider le flot de modélisation 
proposé. Lors de nos simulations, nous avons cependant remarqué que le processus de simulation utilisé n’était 
pas suffisamment optimisé pour ce type d’analyse. La multiplication des simulations temporelles et la mauvaise 
gestion des balayages en fréquence et en amplitude ont effectivement montré les besoins de notre 
environnement logiciel. Suite aux divers constats établis lors de nos travaux, nous avons récemment déposé un 
brevet proposant un flot de simulation dédié aux analyses d’immunité qui intègre plusieurs fonctions permettant 
à la fois de minimiser les temps de simulation et de faciliter le traitement des résultats. Ce brevet est à ce jour en 
cours d’approbation. Enfin, nous avons évalué l’outil de prédiction présenté dans le troisième chapitre en 
déterminant les niveaux de puissance à injecter sur notre circuit pour que l’amplitude du bruit véhiculé à ses 
bornes atteigne un niveau de tension donné. Les résultats de prédiction obtenus ont montré que notre approche 
de prédiction était adéquate pour quantifier les niveaux de bruits injectés sur un circuit lors de tests DPI et BCI, 
en quelques minutes seulement. Bien qu’il soit désormais nécessaire d’évaluer notre outil de prédiction sur des 
circuits ayant des comportements non-linéaires, cette technique de calcul pourrait être intégrée dans nos outils 
logiciel car celle-ci a la particularité de s’affranchir d’analyses temporelles pour évaluer les niveaux de tensions 
sur les nœuds critiques d’un circuit, ce qui permettrait alors de minimiser les temps de simulation. 
Pour conclure, cette thèse s’est essentiellement focalisée sur la caractérisation des interférences 
électromagnétiques véhiculées à l’intérieur des circuits intégrés par mesures et simulations. Pour répondre aux 
besoins des designers de Freescale, de nouvelles méthodes de mesures et de prédictions ont ainsi été 
proposées comme les capteurs de tensions asynchrones intégrés sur puce et le flot de modélisation. Les outils 
développés au cours cette thèse devront désormais être implantés dans l’environnement logiciel utilisé par les 
designers pour faciliter l’analyse des performances CEM des circuits pendant leurs phases de conception. Etant 
donné les limites de notre approche pour simuler des injections sur un circuit, il serait également capital de 
développer un flot de simulation pour optimiser les temps de simulation. Par ailleurs, l’outil de prédiction proposé 
devra être évalué sur des circuits non-linéaires tels que des oscillateurs, des régulateurs ou des amplificateurs 
pour finaliser sa validation. Notre méthode de calcul pourrait également être améliorée en vue de prédire les 
niveaux d’interférences électromagnétiques injectées sur un circuit en mode différentiel. Enfin, notre étude 
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pourrait désormais être complétée en développant un nouveau véhicule de test dans lequel nous pourrions 
intégrer un réseau de capteurs placés sur les nœuds les plus sensibles du circuit (rails d’alimentation et de 
masse, entrées sensibles, tension de référence, etc.), ce qui permettrait par exemple d’améliorer nos 
connaissances sur les mécanismes de couplage entre des blocs de différentes natures (analogique et 
numérique). 
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Glossaire 
AC  Alternative Current 
ADS  Logiciel Advanced Design System 
AM  Amplitude Modulation 
AOP  Amplificateur Opérationnel 
BCI  Bulk Current Injection 
BGA   Ball Grid Array 
Bondings Fils reliant les broches du boitier aux circuits intégrés sur silicium 
BP  Bande Passante 
Buffer En électronique, un buffer est un montage spécifique destiné à amplifier le courant de sortie d'un 
circuit, permettant de raccorder plus d'utilisateurs sur la sortie de ce circuit. En informatique, 
buffer est le terme anglais équivalent à mémoire tampon, une zone de mémoire virtuelle (ou de 
disque dur) utilisée pour stocker temporairement des données, notamment entre deux processus 
ou deux pièces d'équipement ne fonctionnant pas à la même vitesse 
CAN   Controller Area Network 
CAO  Conception Assistée par Ordinateur 
CCVS   Sources de tensions contrôlées en courant 
CEM  Compatibilité Electromagnétique 
CI  Circuit Intégré 
CIFRE  Convention Industrielle de Formation par la Recherche 
CMOS  Complementary Metal Oxyde Semiconductor transistor 
CST  Circuit Sous Test 
CW  Continuous Wave 
DC  Direct Current 
DCS  Digital Cellular System 
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DDP  Densité de Probabilité 
DIL  Dual InLine Package 
DIP   Dual Inline Package 
DPI  Direct Current Injection 
EHF  Extra High Frequency 
ESD (ou DES)  Electrostatic Discharge (ou Décharges électrostatiques) 
E/S  Entrée/Sortie (I/O : Input/Ouput) 
FDTD   Finite-Difference-Time-Domain 
Flip Flop Bascule D qui est munie d'une entrée d'horloge sensible aux fronts 
FR4   Flame Resistant 4 (Matériau couramment utilisé pour concevoir un circuit imprimé) 
GND  Ground (Masse de l’alimentation dont la valeur est égale à 0 V) 
GSM  Global System for Mobile Communication 
HF  Hyper-fréquence 
IBIS  Input/Output Buffer Information Specification 
ICIM   Integrated Circuit Immunity Model 
ICEM   Integrated Circuit Emission Model 
IEC  International Electrotechnical Commission 
IEM  Interférences Electromagnétiques 
IEMN   Impulsion Electromagnétique Nucléaire 
IMIC   I/O Interface Model for Integrated Circuits 
JEITA   Japan Electronics and Information Technology industries associations 
JIG  Outil de calibrage utilisé lors de tests BCI 
Jonction PN  Une jonction PN est créée par la mise en contact d'un semi-conducteur dopé N et d'un semi-
conducteur dopé P 
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Leads Pistes métalliques à l’intérieur des boitiers de composants qui permettent de relier les fils de 
bonding aux circuits intégrés sur silicium 
LECCS  Linear Equivalent Circuit and Current Source 
LIHA  Local Injection Horn Antenna 
LIN  Local Interconnect Network 
MCSP  Mold Chip Scale Package 
MFP   Micro-onde de forte puissance 
MOS   Metal Oxide Semiconductor transistor 
MOSFET Metal Oxide Semiconductor Field-Effect Transistor 
Netlist  Fichier décrivant la topologie d’un circuit 
NFS  Near Field Scan 
NMOS  Transistor MOS à canal N 
PCB   Printed Circuit Board (Circuit imprimé) 
PDN   Réseau de distribution passif (Passive Distribution Network) 
PEEC   Partial Element Equivalent Circuit 
PMOS  Transistor MOS à canal P 
QFP  Quad Flat Package 
RF  Radio Fréquence 
RSIL   Réseau Stabilisé d’Impédance de Ligne 
RTL   Register Transfer Level 
SHF  Special High Frequency 
SIP   System-In-Package 
SMA   SubMiniature Type A 
SMOS8MV® Technologie SMARTMOS 8 Medium Voltage de Freescale Semiconductor 
SOP  Small Outline Package 
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SPICE  Simulation Program with Integrated Circuit Emphasis 
TEM   Mode de propagation Transverse Electromagnetic (Electromagnétique Transverse) 
(G)TEM  Cellule (Giga Hertz) Transverse Electromagnetic 
TM   Mode de propagation Transversal Magnetic (Magnétique Transverse) 
TQFP   Thin Quad Flat Package 
TTL  Transistor-transistor logic 
UHF  Ultra High Frequency 
UMTS  Universal Mobile Telecommunication System 
VCVS  Sources de tensions contrôlées en tension 
VNA  Vectorial Network Analyzer (Analyseur de réseau vectoriel) 
VHDL AMS Very High Speed Integrated Circuit Hardware Description Language – Analog and Mixed Signal 
VHF  Very High Frequency 
WBFC   Workbench Fraday Cage 
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