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Abs t r ac t 
This thesis uses mapping and analysis of C / 0 stable isotopes to explore the distribution 
and evolution of fracture-controlled fluid f low in two vein-rich, l imestone-hosted fault 
systems: The Dar Al Baydha (DAB) Fault system in northern Oman , and a network of 
low-displacement faults in the Helvetic Alps, Switzerland. These faults were chosen 
because they represent two contrasting styles of faulting; the D A B Fault system consists 
of a single large displacement fault surrounded by a subordinate, low displacement fault 
network, whereas the fault networks studied in the Helvetic Alps contain no large 
displacement faults. 
The D A B fault is 25km long and has a maximum throw of >750m. Most of this 
displacement accumulated during an early normal-slip phase of movement , which was 
fol lowed by minor dextral and sinistral reactivations. There is also a subordinate, low-
displacement fault network formed adjacent to the D A B Fault. This study has explored 
a segment of that network in the Hail Ash Shas area (HAS network). 
In the Helvetic nappes, work has predominantly focused on a late to post-nappe 
emplacement fault network. This network consists predominantly of small-scale, N W -
trending normal faults and associated extension veins. Most faults in this network 
cannot be traced beyond a single outcrop and typically have throws <1 Om. 
Quartz-calcite thermometry indicates temperatures at the t ime of vein formation of 
between 165 and 255°C for the D A B Fault and approximately 225°C for the Helvetic 
fault network, indicating minimum depths of 6 - 1 0 k m . 
Hydrothermal calcite fill in the primary slip zones (PSZs), and arrays of 
macroscopic extension veins in the adjacent damage zones indicate significant dilation 
in both systems. Importantly, the association between extension veins and fault ing 
indicates low differential stress and near-lithostatic fluid pressure (Pf) at failure and thus 
predominant ly fluid-driven failure . Several lines of evidence including crosscutt ing 
extension veins and clasts of early vein calcite in PSZs indicate repeated failure and 
sealing that is probably related to the seismic cycle. 
S'^O composi t ions of vein calcite in the DAB Fault vary from host rock values 
(>25.5%o) to 13.7%o. In the Helvetics, S'^O composi t ions of vein calcite vary f rom host 
rock values of >I9%o to 10.6%o. The extent of " 'O-depletion in both systems can be 
caused only by influx of fluids from one or more external reservoirs with S'^O 
composi t ions that are in disequilibrium with the host rock. The near-lithostatic Pr and 
Vlll 
IS 
up-section trends of O-enrichment in vein calcite indicate dominantly upwards fluid 
transport in both systems. 
Reactive transport modelling indicates that the DAB Fault has a modelled time-
integrated fluid flux (TIFF) o f lO'mol/cm^ whereas the HAS network has a modelled 
TIFF of lO'^mol/cml In comparison, the Solalex network (in the Helvetic nappes) has 
an estimated TIFF of 500mol/cml 
The distribution of strongly '^O-depleted vein compositions in the DAB fault 
system indicates a very heterogeneous distribution o f high fluid flux. Across-strike 
around the DAB Fault, the most strongly "'O-depleted samples are localised in the PSZ 
- hence indicating the flow backbone and proximal damage zone. The predominantly 
rock-buffered S'^'O compositions in the distal damage zone suggest that veins there were 
commonly dangling components of the network. 
TIFF estimates indicate that relatively high fluid flux has occurred along much of 
the strike-length o f the DAB Fault. Structural features such as some segment boundaries 
and termination zones locally hosted high fluid fluxes. However, this relationship is not 
ubiquitous and varies with time. This highlights the 4D complexity of fluid pathways in 
the DAB Fault. 
The TIFF estimate for the HAS network is an order o f magnitude greater than for 
the DAB Fault. This demonstrates the effectiveness of low displacement fault networks 
for fluid transport, even when they are proximal to large co-active faults. Possible 
causes of the higher modelled TIFF include either more localised flow relative to the 
DAB Fault, or the volumetrically large network-accessed larger volumes of reservoir. 
The high pore fluid factors and complex hydraulic connectivity in this low displacement 
fault network suggests that it may have predominantly evolved as an invasion 
percolation network. 
In contrast to the DAB Fault system, the network of faults in the Helvetic nappes 
has much lower modelled TIFF. However, the limited spatial extent of faults and 
apparent lack of 2D geometric connectivity, combined with the evidence for transport 
distances greater than 1km again highlights the complexity of 3D hydraulic connectivity 
and indicates that relatively immature fault systems can still effectively drain 
overpressured reservoirs. 
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Chapter 1. In t roduc t ion 
1.1 Overview 
Fault-hosted, fracture-controlled flow plays a key role in a number of processes within 
the upper crust. Many mineral deposits that are being mined today were formed by 
large-scale hydrothermal systems localised within fault-related fracture networks, e.g., 
mesothermal Au deposits (McCuaig and Kerrich 1998; Robert and Poulsen 2001), 
epithermal Au deposits (S immons et al. 2005), Iron Oxide-Cu-Au ( lOCG) deposits 
(Oliver et al. 2003) and Carlin-style Au deposits (Cline et al. 2005). Fracture-controlled 
flow systems are also potentially important in the migration of hydrocarbons from 
source rock to reservoir (Aydin 2000). 
Beyond the economic implications, fault-hosted, fracture-controlled fluid flow is 
also directly relevant to broader society because of its implications for the distribution 
and triggering of seismicity, e.g., the Colflori to (1999) and L 'Aqui la (2009) earthquakes 
in Italy (Miller et al. 2004; Nostro et al. 2005; Chiarabba et al. 2009; Lucente et al. 
2010; Chiaraluce 2012) and the mid-Niigata (2004) earthquake sequence in Japan 
(Sibson 2007). 
An understanding of fracture-controlled flow is also critical for other important 
processes including the recovery of hydrocarbons from fractured and tight reservoirs 
(Wennberg et al. 2007), carbon geosequestration (Zoback and Gorelick 2012), and the 
disposal of contaminated material such as radioactive waste (Stuckless and Dudley 
2002). 
The depths at which these processes are typically active exceed what can be 
physically observed. Therefore we must make inferences from information preserved in 
ancient, fault-hosted flow systems that are now exposed at the ear th ' s surface. However , 
these ancient flow systems represent the integrated result of a complex system evolving 
over a prolonged period of time. Therefore, the interpretation of fundamental processes 
and mechanisms is often limited by the complexity of the system. The fol lowing section 
will summarise some key elements in the current understanding of fault-hosted, 
fracture-controlled flow systems. 
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1.2 Faults and fracture-controlled fluid flow 
1.2.1 Fault growth and architecture 
Fault surfaces develop as a result of the coalescence of microfractures. Initially, mode 1 
fractures develop at small-scale stress concentrations (Gallagher et al. 1974). With time, 
these fractures propagate and new fractures form, resulting in a feedback process as 
larger cracks result in larger stress concentrations (Engelder 1987). Eventually the zone 
of microfracturing may begin to propagate unstably, at which point a through-going 
shear fracture will begin to form in the central part of the microfracture 'process zone ' 
(Reches and Lockner 1994). In isotropic rock this shear fracture will form at an angle of 
approximately 30° to the maximum compressive stress (Anderson 1951). 
Repeated localisation of shear failure causes the shear fracture to propagate. 
Initially growth of the shear fracture may be caused by tip-line propagation. However , 
eventually the shear fracture will interact with other shear fractures and further growth 
will typically be dominated by fault linkage (Peacock and Sanderson 1991; Childs et al. 
1995, 1996; Walsh et al. 2002; Walsh et al. 2003). These fault-linkage zones occur at all 
scales in a fault system and will typically evolve with t ime from soft-l inked (i.e., 
without a through-going fault) to hard-linked zones as a fault surface connect ing two 
fault segments develops and is gradually smoothed out (Peacock and Sanderson 1991; 
Trudgill and Cartwright 1994). Some large, early-stage segment boundaries may act as 
arrest sites for earthquake ruptures; nonetheless, ruptures can often propagate through 
smaller or more evolved segment boundaries (Wesnousky 2006). As fault systems 
evolve and segment linkages are bypassed by smoother rupture surfaces, the spacing of 
active segment linkages increases. 
Brittle faults typically include two main elements; the fault core (referred to in this 
study as a primary slip zone or PSZ) and a surrounding damage zone of distributed 
fracturing and minor faults (Wibberley et al. 2008; Faulkner et al. 2010 and references 
therein). Most of a faul t ' s displacement is accommodated in one or several PSZs, which 
typically consist of fault gouge, cataclasite or fault breccia (Wibberley et al. 2008; 
Woodcock and Mort 2008; Faulkner et al. 2010). However , dilational breccia and fault 
veins (i.e., fault rocks with a significant hydrothermal cement content) occur in some 
faults, particularly those associated with hydrothermal mineralisation (Cox 1995; 
Robert and Poulsen 2001; Woodcock et al. 2007; Woodcock and Mort 2008). PSZ 
thicknesses broadly scale with displacement on a log-log plot (Scholz 1987). However , 
the number and complexity of processes involved in the generation of PSZs and their 
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d e p e n d e n c e on variables , such as faul t k inemat i c s and host rock, m e a n that there can be 
s ign i f ican t local var ia t ions (B lenk insop 1989; Evans 1990; Ship ton et al. 2006) . 
The d a m a g e zone that su r rounds the PSZ of a fault m a y consis t o f a n u m b e r o f 
fea tures inc luding f ractures , ex tens ion veins, de fo rma t ion bands , z one s o f low 
d i sp lacement breccias , and m i n o r faults . The p r e d o m i n a n c e o f any par t icular style o f 
d a m a g e d e p e n d s on the physica l condi t ions at fa i lure and the proper t ies o f the host rock 
(Ches te r and Logan 1986; Fau lkner et al. 2003 ; Wibber ley et al. 2008 ; Fau lkner et al. 
2010) . 
D a m a g e zones in m a n y fault sys tems of ten fo l low scal ing re la t ionships . T h e 
intensi ty o f d a m a g e c o m m o n l y scales exponent ia l ly with d i s tance f rom the fault 
(Ve rmi lye and Scho lz 1998; Wilson et al. 2003 ; Mitchel l and Fau lkner 2009) and the 
width of the d a m a g e zone tends to scale with d i sp lacement (Mitchel l and Fau lkner 
2009) . H o w e v e r , the archi tecture o f a d a m a g e zone evolves as a fault g rows , with 
overpr in t ing d a m a g e caused by a n u m b e r of d i f fe rent p rocesses th rough potent ia l ly 
t housands of fai lure ep isodes (Ship ton and C o w i e 2003 ; Wilson et al. 2003 ; B lenk insop 
2008 ; Mitchel l and Faulkner 2009) . The re fo re , var ia t ions in the archi tec ture and 
d imens ions of the d a m a g e zone are expec ted both a long strike on an individual faul t and 
a lso be tween faults . 
1.2.2 Permeability creation and drivers for failure 
Through-go ing , f rac ture-cont ro l led f low requires a connec ted ne twork o f f rac tures that 
l inks the ups t ream and downs t r eam parts o f the sys tem. In a br i t t le-fai lure env i ronmen t 
there are three fundamen ta l fai lure modes , all of which could potent ia l ly cont r ibute to 
the deve lopmen t of a connec ted f rac ture ne twork . These three f rac ture types are: 
ex tens ion f ractures , ex tens ional -shear f rac tures (also k n o w n as hybr id f rac tures) and 
shear f ractures . 
T h e fai lure cri terion for extensional f rac tur ing is: 
+ J 1-1 
w h e r e Pf is f luid pressure , T is the tensi le strength o f the rock and a s is the 
m i n i m u m principal stress. Extens ion f rac tur ing can only occur if d i f ferent ia l s t ress (i.e., 
o i - a s ) is less than 4T (Secor 1965). 
If d i f fe rent ia l stress is be tween 4 T and 2C/sin29„p,; whe re C is the cohes ive s t rength 
( approx ima te ly 2T) and Oopt is the opt imal angle for react ivat ion be tween a i and the 
faul t (Cox 2010) , then ex tens iona l - shear fai lure will occur . The fa i lure enve lope for 
hybr id ex tens iona l - shear fa i lure is g iven by 
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1 - 2 
167-
When differential stress is greater than 2C/sin2e„p„ brittle fai lure will occur by shear 
fracturing. The C o u l o m b failure criterion for shear fai lure in intact rock is: 
r= C+tii{a„- Pf) 
1-3 
where i is shear stress, m is the coeff ic ient of internal fr ict ion and (?„ is normal 
stress. If ci2 lies in the plane of the fault then normal stress is equal to: 
01+ (73^  •(T,-(T3 
I 2 > I 2 
r = 
cos 261, 
and shear stress is equal to: 
1-4 
^ 2 1-5 
where 6r is the angle between a i and the fault. 
Assuming that |i, Br, T and C are constant in a given system, the dependence of ail 
three brittle failure modes on the differential stress ( o i - CT3) and pore fluid factor (k-,) 
can be evaluated. Pore fluid factor is the ratio of fluid pressure to the vertical 
overburden, i.e., ^v = Pr/ay. Cox (2010) used this relat ionship to deve lop fai lure m o d e 
diagrams in pore fluid factor-differential stress space (Figure i . l ) . These d iagrams 
s impl i fy the evaluation of fault systems in terms of the key drivers for fai lure. Figure 
1.1 highlights the two end-member processes for achieving brittle failure: fluid-driven 
failure and stress-driven failure. 
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F i g u r e 1.1: G e n e r i c fa i lure m o d e d i ag ram in pore fluid fac tor ( ) . , ) /d i f ferent ia l s t ress (01-03) space . Bri t t le fa i lu re 
o c c u r s w h e n the fa i lu re e n v e l o p e is reached , the type o f fa i lure d e p e n d s on the part o f the fa i lu re e n v e l o p e is 
b r e a c h e d : red = ex t ens ion , g reen = ex tens iona l - shea r , b lue = bri t t le shear . T h e d i a g r a m i l lustrates that the bri t t le 
fa i lu re e n v e l o p e can b e r eached by both a f lu id-dr iven fa i lure t ra jec to ry (i.e., i nc reas ing X^  / cons tan t ( a i - 0 3 ) ) and a 
s t r e s s -d r iven fa i lure t r a j ec to ry (i .e. , i nc reas ing 01-03) / cons tan t F igu re m o d i f i e d f r o m C o x (2010 ) . 
Fluid-driven failure results from increasing X^ with constant (c t i - 03), whereas 
stress-driven failure results f rom increasing ( a i - O}) with constant ^ v In general , fault 
zones will probably fail in response to changes in both ( o i - 03) and Xy, but the relative 
rates of change of these variables during the loading phase (i.e., pre-failure) may differ 
between fault systems. 
1.2.3 Percolation networks 
Understanding the key driver for failure is important because it has implications for how 
a fracture network evolves. This in turn affects how fluid flow is distributed if the 
network is connected to a fluid reservoir. Percolation theory provides a useful 
theoretical basis for understanding these differences. In an idealised system with a basal 
fluid reservoir and a supra-hydrostatic, vertical fluid pressure gradient, percolation 
theory describes two end-member models for network growth; ordinary percolation and 
invasion percolation (Sahimi 1994; Cox 2005, 2007). Failure in an ordinary percolation 
model is stress-driven, while failure during invasion percolation is fluid-driven (Cox 
2005). 
During this study, fractures constituting individual elements of a network will be 
described as either isolated, dangling or backbone according to their inferred hydraulic 
connectivity with the upstream (i.e., the external fluid reservoir) and downstream (i.e.. 
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the fluid outlet) parts o f the sys tem. Isolated e l emen t s are f rac tures that are not 
hydraul ica l ly connec ted to the external reservoir . Dang l ing e l emen t s are f rac tures that 
are hydraul ica l ly connected to b a c k b o n e e l emen t s at only one end, so they can hos t 
external f luids but not th rough-go ing f low. B a c k b o n e e l emen t s are hydraul ica l ly 
connec ted to both the external reservoir and the f luid out let and thus are able to host 
th rough-go ing f low. 
Dur ing stress-driven ordinary percolat ion in a h o m o g e n e o u s m e d i u m , f rac tures 
initially form randomly in space and most will be isolated. With con t inu ing 
deformat ion , exis t ing f ractures propagate and n e w f rac tures fo rm until the percola t ion 
threshold is reached , i.e., connect iv i ty be tween the ups t r eam and d o w n s t r e a m parts o f 
the sys tem is establ ished (Figure 1.2). An ordinary percola t ion ne twork p robab ly 
reaches the percolat ion threshold at bulk strains of only a f ew per cent (Cox et al. 2001) . 
All of the th rough-go ing f low is focused on b a c k b o n e e lements , whi le dang l ing 
e lements host very limited external fluid f lux and isolated e lements host none . As this 
ne twork has deve loped by the random l inkage of f rac tures , b a c k b o n e fluid pa thways in 
the ne twork m a y be tor tuous. As strain increases b e y o n d the percolat ion threshold , 
f ractures will cont inue to nucleate and g row and thus more e l emen t s of the ne twork will 
b e c o m e backbone e lements . This should lead to more evenly distr ibuted fluid flux and 
poss ibly shorter path lengths (Cox 2005) . 
ORDINARY PERCOLATION 
/ \ 
/ 
Fluid reservoir 
/ 
\ 
INVASION PERCOLATION 
Isolated element Dangling element -Backbone element 
Figure 1.1: Time-evolut ion of connectivi ty during growth of a f racture-control led flow network via ordinary 
percolation and invasion percolation. Failure in ordinary percolat ion is stress-driven so fractures are initially 
randomly distributed and mostly isolated f rom the fluid reservoir. As the ne twork grows, exist ing fractures propagate 
and new fractures form until the percolation threshold is reached and backbone flow is established. Invasion 
percolation involves f luid-driven failure; so all f ractures are connected to the external reservoir. With t ime, f rac tures 
propagate upwards until the percolation threshold is reached and backbone flow is established. Figure modif ied f rom 
Cox, 2007. 
Reactive Transport and Fluid Pathways in Fracture-Controlled Flow Systems 7 
Fracture formation during invasion percolation is tluid-driven; so all fractures are 
hydraulically connected with the overpressured external reservoir. Fractures initially 
form along the contact with the external fluid reservoir, but elevated fluid pressure will 
drive the generation of more fractures at the downstream tips o f these dangling elements 
(Figure 1.2). Eventually the downstream part o f the system is breached and backbone 
flow is established. 
The key difference between invasion percolation and ordinary percolation is that 
during pure invasion percolation there are no isolated elements in the network, so all 
elements are connected to the external reservoir at all stages of network growth. In a 
real-world situation it is likely that a combination o f both these processes will 
contribute to network development. However, knowing which process is dominant is 
important for understanding how flow in a fracture-controlled flow network has 
evolved. 
1.2.4 Fluid flow 
Once a through-going fracture network has formed (e.g., Time=3 in Figure 1.2), fluid 
can flow from areas of supra-hydrostatic fluid pressure (i.e., >.v>0.4) to areas of 
hydrostatic fluid pressure. In most networks the orientation of this fluid pressure 
gradient is expected to have a strong vertical component. 
Steady state, one-dimensional, vertical fluid flow in an isotropic med ium can be 
described by Darcy's Law: 
q = { K l l l l a > l & - p g ) 1-6 
where q is the fluid flux (m.s"'), k is permeability (m^), rj is fluid viscosity (Pa.s) 
and (5P/5z-pg) is the non-hydrostatic component of the vertical fluid pressure gradient 
(Pa.m"'). Assuming approximately constant viscosity, fluid flux can be reduced to an 
interplay between permeability and the fluid pressure gradient. 
If a flow network includes extension veins/fractures, and the depth o f formation, 
magnitude of the minimum principal stress (as), and tensile strength o f the host rock are 
known, then fluid pressure at failure can be estimated. If it is also assumed that the fluid 
pressure at the outlet of the fracture-controlled network is approximately hydrostatic 
and at a depth o f l-2km, then the vertical fluid pressure gradient can be estimated, 
albeit with some significant uncertainties. 
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However, estimating permeabili ty in exhumed, ancient, fracture-controlled f low 
systems is much more difficult . The theoretical permeabili ty of an idealised fracture 
network can be calculated by the equation: 
Inc'w' ^ 
where c is the radius of the idealised crack, w is the aperture, / is the distance 
between each crack, a n d / r e p r e s e n t s the connectivity of the network, i.e., the proportion 
of cracks that are connected to the percolation network (Gueguen and Palciauskas 
1994). Connectivity i f ) is inversely proportional to tortuosity, i . e . , / ^ ( L 7 L ) ^ where L is 
the straight-line distance between two points and L ' is the actual path-length travelled 
by the fluid. These equations highlight the importance of parameters such as fracture 
aperture and fracture length in controlling permeability. However , it is typically not 
possible to apply this equation directly to active (or ancient) hydrothermal systems, as 
the parameters in this equation are typically even more poorly constrained than 
permeability itself This highlights that the distribution and magnitude of permeabil i ty is 
one of the major unknowns in exhumed, fracture-controlled f low systems. 
1.2.5 Permeability destruction 
Estimation of permeability is further complicated by the fact that permeabil i ty is a 
dynamic variable in many fracture-controlled flow systems (e.g. Olsen et al. 1998; Cox 
1999; Renard et al. 2000). Through-going flow in a fracture network causes 
physicochemical changes in the fluid and in the system as a whole. These changes lead 
to the gradual destruction of permeability by a number of processes including effect ive 
stress changes, mineral precipitation and temperature-dependent crack healing. 
Fluid pressure will tend to decrease post-failure whereas normal stress will tend to 
increase, resulting in an overall increase in effective stress with t ime after failure. This 
will tend to cause compaction in PSZs and potentially decrease fracture apertures. 
Fractures may eventually close to through-going f low depending on competit ion 
between fracture roughness and sealing mechanisms such as pressure solution (Gueguen 
and Palciauskas 1994). The time scale over which this occurs is not well-constrained, as 
it depends on both post-failure stress recovery and decreasing fluid pressure with 
continuing flow. 
Precipitation of minerals f rom solution can also decrease permeabili ty and 
eventually seal a fracture. Mineral solubility is controlled by changes in the 
temperature, pressure and composit ion of the fluid (Parry 1998). The direction and 
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magnitude of solubility changes is mineral-dependent. However in the case of CaC03 
(the dominant mineral in this study) there are four dominant causes of precipitation 
from a hydrothermal solution: increasing temperature, decreasing pressure (including 
CO2 phase separation), decreasing salinity, and increasing pH (Macdonald and North 
1974; Rimstidt 1997; Parry 1998). Fluid mixing could drive solubility in either direction 
depending on the fluids involved. All o f this suggests that there will be competing 
factors affecting solubility during fluid flow along a pressure-temperature gradient. 
However, the abundance of vein-hosted hydrothermal calcite observed in a number o f 
exhumed hydrothermal systems suggests that mineral precipitation is an important 
process in fracture sealing and permeability destruction, e.g., the Taemas vein swarm in 
New South Wales, Australia (Barker et al. 2006; Cox 2007). 
Crack healing is the closure of fractures by diffusional mass transport from adjacent 
parts o f the crack surface (Smith and Evans 1984; Tenthorey et al. 2003). Rate 
controlling variables for this process include fluid pressure, fluid chemistry, crack 
dimensions, and temperature (Brantley et al. 1990). Time constraints are prohibitive for 
experimentation under low temperature hydrothermal conditions. However, Tenthorey 
et al. (2003) have extrapolated data from high-temperature, quartz-water experiments to 
infer that in a 230°C fault zone a 50 per cent decrease in permeability could occur 
within 3-27 years after failure. Experimental work by Brantley et al. (1990) also 
demonstrated that at 400°C in a quartz-water system, a lO^im crack under OMPa 
effective pressure will heal in a matter o f hours. This suggests that over longer 
timescales (weeks to years), the majority o f through-going flow in an upper to mid-
crustal fracture network will be through large-aperture fractures. 
Overall, inferring time-scales for permeability destruction in low temperature 
environments from high temperature or high strain rate experimental data is difficult. 
Extrapolation of experimental data suggests that significant permeability destruction 
could take anywhere from months to decades (Brantley et al. 1990; Tenthorey et al. 
2003; Giger et al. 2007). However, experimental constraints dictate that these estimates 
usually assume either a single permeability destruction process and/or a simple quartz-
water system. Natural systems likely involve a number of competing processes, 
complex fluid chemistry and potentially multiple and non-linear feedbacks between 
these processes and the evolving fluid chemistry. 
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1.2.6 Episodic flow 
Evidence from a number of active faults indicates that permeabili ty generation and 
significant fluid redistribution is often tied to earthquake sequences, e.g., the Umbria 
Marche sequence, 1999, and L'Aquila , 2009 (Miller et al. 2004; Chiarabba et al. 2009; 
Di Luccio et al. 2010; Lucente et al. 2010). Earthquake recurrence intervals for 
individual fault segments are typically >1,000 years in tectonically active regions (Nicol 
et al. 2005). However, as discussed in the previous section, at depths of 5 - l O k m s , 
processes such as compaction, mineral precipitation and crack healing will act to 
destroy significant permeability over t imescales of potentially less than 10 years. This 
suggests that fracture-controlled flow hosted by active brittle faults will often be 
episodic, with short periods of post-failure high-flux fluid flow followed by long 
periods of low or no flow (Cox 1999; Miller and Nur 2000; Sibson 2001). 
1.2.7 Unresolved problems 
As discussed in Section 1, fault-hosted, fracture-controlled flow is locally an important 
process in the upper crust. However, there are still a number of relative unknowns with 
regard to exactly how this process works. Some examples of these unknowns are: 
• How does the distribution of fault-hosted fluid flux vary along strike, e.g., what 
is the role of structurally complex zones such as segment linkages and fault 
terminations? 
• How much along-strike flow occurs within a fault system where flow is driven 
by a largely vertical fluid pressure gradient? 
• Is the distribution of fluid flux between the PSZ and damage zone constant or 
does it vary along strike and between fault systems? 
• How is fluid flux distributed between faults of different sizes within a fault 
system? 
• How are smaller faults connected to the flow backbone and how does this affect 
the distribution of fluid flux? 
• How does the distribution of fluid flux vary in time, both within a single flow 
episode and through successive flow episodes? 
Previous authors have considered many of these issues (e.g. Cox et al. 2001; Sibson 
2001; Cox 2005; Faulkner et al. 2010 and references therein). However, previous 
approaches have often necessarily had to rely on a combination of theory and qualitative 
observation. Where quantitative measurements have been made, they have typically 
been at a scale much smaller than a moderate to large-displacement fault system, or they 
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are measured variables that do not directly indicate fluid flux. Therefore , there is a need 
to evaluate fluid flux quantitatively at the fault-system scale. 
1.3 Stable isotopes and fluid flux 
Stable isotopes have been used by a number of authors to gain insights about fluid f low 
in fracture-controlled systems (e.g. Dietrich et al. 1983; Burkhard and Kerrich 1988; 
Losh 1997; Knoop et al. 2002; Cox 2007). The stable isotopes of oxygen, carbon and 
strontium are the most commonly used, with oxygen being particularly useful because 
of its abundance in both rocks and potential fluids e.g., H2O and CO?. 
In this section we will consider a simplified model of progressive isotopic exchange 
between fluid and wall rock, in a fracture network that is connected to an external fluid 
reservoir. The host rock and the external fluid must initially have isotopic composi t ions 
in disequilibrium with each other for isotopic exchange to occur. Isotopic exchange 
between a mineral and a fluid proceeds by two dominant mechanisms: dif fusion and 
surface reactions such as solution-precipitat ion and the formation of new mineral 
phases (Giletti 1985). With time, isotopic exchange will drive the fluid and host rock to 
an equilibrium state. The difference in isotopic composit ion between a fluid and a 
mineral at equilibrium is defined by the fractionation factor, which is dominant ly a 
function of temperature but is also influenced by the chemical composit ion of the fluid 
and host rock (O'Neil 1986). However , equilibration is typically a slow process, 
particularly at low temperatures (Cole and Ohmoto 1986). Therefore, if fluid transport 
rates are fast relative to rates of isotopic exchange, then isotope exchange will be 
kinetically controlled (Abart and Pozzorini 2000). 
12 I n t r o d u c t i o n 
Kinetically controlled isotopic exchange between rock and an external fluid 
undergoing advective transport can be modeled using the analytical solutions of Lassey 
and Blattner (1988). A simplitled model for this process is presented in Figure 3. In this 
model the fluid and rock are initially separated so there is no isotopic exchange (t=0 in 
Figure 1.3). In a geological context, this situation is similar to a pre-failure state where 
an overpressured external fluid reservoir is separated from the host rock by a low 
permeabili ty seal. If brittle failure breaches this seal then fluid can enter the system via 
the fracture network. As the external fluid moves along the f low path it will undergo 
isotopic exchange with the host rock ( t=l in Figure 1.3). The distance the initial fluid 
batch travels along the flow path before reaching equilibrium with the host rock is a 
function of the relative rates of fluid transport and kinetic isotopic exchange. The 
relative rates of fluid transport and isotopic exchange also control the shape of the 
distended geochemical front (if isotopic exchange was instantaneous then the curve 
of fluid in equi l ibnum ^ e a step f u n c t i o n ) . 
In a modell ing context, fluid flow can be 
conceptualised as a series of fluid batches. 
Each batch takes the place of the preceding 
batch as it migrates through the system in the 
direction of flow. Therefore, fluid batches 
will be interacting with host rock that has 
already undergone some degree of isotopic 
exchange until they reach the position in the 
system where the preceding fluid batch 
attained equilibrium with unaltered host rock. 
This means that the isotopic front, which is 
approximated as the midpoint between the 
original composit ion of the external 
fluid and the composit ion of a fluid in 
equilibrium with host rock, will migrate in 
the direction of flow with t ime (Figure 1.3). 
If we assume constant temperature and 
with host rock 
Isotopic front 
Isotopic front 
migrates with I 
t ime and 
increasing 
fluid flux 
8 
c 
(0 
b 
6'®0 composit ion of 
external ly-derived 
fluid reservoir 
Figure 1.3: Model of a ID flow system with a 
migrating isotopic front (modified from Cox, 2007). 
At time (t)=0 the external reservoir and host rock are f l u i d t r a n s p o r t r a t e , t h e 5 O c o m p o s i t i o n o f 
separated by a seal. When that seal is breached fluid 
flows into the host rock and undergoes isotopic t h e f l u i d a t a n y p o i n t a l o n g t h e f l o w p a t h i s a 
exchange with the host rock. With time, fluid flux . u j -
increases and the isotopic front migrates through the f u n c t i o n o f t w o v a r i a b l e s : t h e d i s t a n c e f r o m 
system in the direction of flow. 
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the external reservoir (i.e., the path length) and the t ime-integrated fluid flux (TIFF). 
However , there is ambiguity associated with this model if the fluid still has the 
composi t ion of the external fluid reservoir or is in equil ibrium with unaltered host rock. 
If a fluid has the same §"^0 composi t ion as the external fluid reservoir then, for a given 
path length, a min imum TIFF can be modelled by assuming that the isotopic front is 
immediately downst ream of this location. However , the actual TIFF could have any 
value greater than or equal to the modelled TIFF. Similarly, if the fluid has a 
composit ion in equil ibrium with unaltered host rock then, for a given path length, only 
the maximum possible TIFF can be modelled by assuming that the isotopic front is 
immediately upstream of this location. However , the actual TIFF could lie anywhere 
between the modelled TIFF and zero. 
There are two important caveats for the application of this model to exhumed, 
fracture-controlled flow systems. First, the model described above assumes cont inuous 
flow (Lassey and Blattner 1988). However , Section 2.6 has already outlined that most 
fault-hosted, fracture-controlled flow systems are probably episodic in nature. The 
extent to which flow pathways vary with time and how this affects the interpretation of 
reactive transport modell ing will be one of the main focuses of this study. Secondly, the 
only evidence for the stable isotope composit ions of fluids in these flow systems is 
preserved in hydrothermal minerals precipitated during flow. To use the hydrothermal 
minerals we must assume that the hydrothermal fluids and the minerals precipitating 
from those fluids were in isotopic equilibrium and that the isotopic composi t ions have 
not been subsequently modif ied. 
There are clear limitations in the application of 1D reactive transport model l ing to a 
complex 4D fracture-controlled flow system. However , when combined with careful 
field mapping and observation it has the potential to be a powerful tool for exploring 
some of the problems outlined in Section 2.7. 
1.4 Aims and objectives 
This thesis will attempt to address some of the key issues in understanding fault-hosted, 
fracture-controlled fluid flow. The main aims of this study are to: 
1. Explore the relafionships and feedbacks between the permeabil i ty structure of 
flow networks and variables such as differential stress, fluid pressure and fault 
kinematics. 
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2. Develop an understanding of how the growth of fracture-controlled flow 
networks and connectivity to the fluid reservoir is related to the evolution and 
seismogenic context o f the hosting fault system. 
3. Quantify the along-strike and across-strike distribution of fluid flux in a fault 
system and explore the influence different structural features (e.g., jogs, relays, 
splays, fault terminations) and damage mechanisms have on flow pathways. 
4. Identify the dominant flow directions within fracture-controlled flow systems 
and explore the interaction between the permeability structure of a fault and the 
driving forces for flow. 
5. Develop an understanding of how fluid pathways change through time, both 
within a single flow episode and through successive flow episodes in an 
episodically failing and sealing fracture system. 
This study will achieve these aims by combining detailed field mapping with stable 
isotope analysis of hydrothermal minerals and host rock from two fault systems. The 
two fault systems chosen for this study are the Dar A1 Baydha (DAB) Fault network in 
the Jabal Akhdar dome of northern Oman and a late-tectonic fault network in the 
Helvetic nappes of western Switzerland. 
These field areas were chosen because they share several important features. Both 
systems consist dominantly of calcite veins and are hosted by carbonate sequences. 
Carbonate-dominant systems were preferred for this study because at low temperatures 
the kinetics of exchange is more rapid than in a silica-dominated system and because 
stable isotope analysis of carbonates is significantly cheaper than for silicates. In 
addition, significantly depleted '^O signatures have previously been identified in both 
field areas (Burkhard and Kerrich 1988; Hilgers et al. 2006), suggesting that flow in 
both fault systems may have involved an external reservoir. Both field areas also have 
exceptional outcrop. The along-strike exposure of the DAB Fault is close to 100 per 
cent over an area of 25km x 5km, while in western Switzerland the extensive network 
of roads and tracks provides easy access to vein systems developed at different 
structural levels within the thick fold nappe pile. 
The tectonic setting of both fault systems is also broadly similar. The DAB Fault in 
Oman formed late in a protracted. Cretaceous collisional event that involved subduction 
and exhumation of a passive margin sedimentary sequence and obduction of the Semail 
Ophiolite and Hawasina nappes (Breton et al. 2004; Searle et al. 2004; Filbrandt et al. 
2006). The fault network in the Helvetic Alps formed relatively late during the 
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emplacement of the Helvetic nappes (part of the Alpine orogeny) , with a late to post-
nappe emplacement t iming (Ramsay 1981; Ramsay 1989; Dietrich 1989). 
However , there are also important contrasts between these fault systems that will 
al low us to explore how fluid f low varies in association with different styles of fault 
networks. The fault system in Oman is dominated by a single large displacement fault 
that is surrounded by a network of subordinate faults. In contrast, the fault system in the 
Helvetic nappes consists of a network of numerous low-displacement faults without an 
obvious master fault. 
1.5 Thesis structure and overview 
With the exception of this chapter and the discussion, each chapter in this thesis has 
been written as a stand-alone unit of research intended to form the basis of a journal 
article. As such, while each chapter may reference previous chapters, it should be 
possible to read and understand individual chapters in isolation. If there is key 
information from a previous chapter that is required for context, then this is summarised 
at the start of each chapter. However, this format does mean that there is some 
duplication of content between chapters, particularly in the introduction, geological 
setting and methodology sections. 
Chapter 2 presents the results of structural mapping and microstructural analysis 
f rom the D A B Fault. It discusses the evolution of the D A B Fault and the associated 
subordinate fault network in terms of fault growth, kinematics, and the drivers for brittle 
failure. It then explores how these factors might affect the permeabili ty structure of the 
fault and how this might vary in space and time. Potential modem analogues to the 
D A B Fault are also evaluated. 
Chapter 3 presents the oxygen and carbon stable isotope data for the D A B Fault and 
parts of the associated subordinate fault network from a narrow stratigraphic interval. It 
explores evidence for an external fluid reservoir and maps out the along strike, across 
strike, and the temporal distribution of and 5 ' ' C in fault-related veins. The chapter 
then discusses why stable isotope composi t ions vary between different elements of the 
flow network and how this varies with time. 
Chapter 4 initially focuses on variations in oxygen and carbon stable isotope 
composi t ion of hydrothermal calcite f rom the Wijmar Fault. The Wi jmar Fault is a part 
of the same fault network as the DAB Fault, but unlike the D A B Fault, sampling of the 
Wijmar Fault covered a large vertical stratigraphic interval. The Wi jmar Fault stable 
isotope data is used to explore flow directions and to constrain reactive transport 
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modelling. The results of this reactive transport modell ing are then used to explore and 
quantify fluid flux in the DAB Fault. 
Chapter 5 presents field observations, structural data and stable isotope data from 
veins associated with a network of low displacement faults in the Helvetic nappes of 
western Switzerland. This data is used to explore spatial and temporal variations in fluid 
flux and to infer the fluid source and dominant direction of flow. Reactive transport 
modelling is used to quantify flux, and fluid transport in fault networks without a major 
through-going fault is discussed. 
In chapter 6 the data from the preceding chapters is summarised and the two fault 
systems (Oman and Switzerland) are contrasted. The seismogenic f ramework for fault-
hosted fluid flow is also discussed before exploring some of the implications of the two 
main themes in this study: fluid-driven failure and 4D connectivity of the flow network. 
After this discussion the key conclusions of this study are summarised. 
Chapter 2. S t ruc tura l 
f r amework of the Dar A1 
Baydha Faul t and 
assoc ia ted faul t and vein 
ne tworks 
2.1 Introduction 
Fault-hosted mesothermal gold systems and their attendant mineralisation and alteration 
are clear indicators that brittle fault systems can act as major fluid conduits, localising 
fluid redistribution between reservoirs in the mid to upper crust. Fluid f low in these 
fracture-controlled hydrothermal systems is dynamic; episodic shear failure and 
associated brittle fracturing causes rapid increases in permeabili ty, which is then slowly 
destroyed between failure events by processes such as compaction, mineral precipitation 
and fracture healing (Brantley et al. 1990; Tenthorey et al. 2003; Tenthorey and Cox 
2006; B a m h o o m et al. 2010). These compet ing processes create a toggle-switch effect 
between periods of high and low permeabili ty leading to an episodic rather than a 
continuous flow system (Cox 1999; Miller and Nur 2000; Sibson 2001). 
Permeability varies in space as well as time. Migration of failure events around a 
fault system in response to changes in parameters, such as fluid pressure and differential 
stress, leads to changes in fluid pathways. Interaction between spatially variable damage 
processes such as wear on irregular fault surfaces and fault linkage also influences 
permeabili ty distribution within individual fault zones (Wilson et al. 2003; Mitchell and 
Faulkner 2009). These variations occur both within individual faults and within an 
entire network as fluid flow is partitioned between large displacement faults and 
associated subordinate faults. 
In this chapter we will present the results of multi-scale structural mapping and 
analysis of the Dar Al Bayhda (DAB) Fault and the Hail Ash Shas (HAS) network; a 
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large, vein-rich, carbonate-hosted normal fault system and its associated subordinate 
fault network in the Jabal Akhdar region of northern Oman. The aim of this study is to 
explore how fault segmentation, variations in displacement and multiple deformat ion 
phases affect the style and amount of veining in the system and what implications all 
these factors have for the distribution of permeabil i ty both along-strike and across-
strike. We will also explore the fluid pressure regime and stress state required to drive 
failure, and thus permeability generation, in a vein-rich fault system. 
2.2 Geological Setting 
Northern Oman is a part of the Alpine-Himalayan chain and its geology records a 
protracted tectonic history. The geology in this area can be broadly split into three parts: 
a pre-obduction autochthonous sedimentary sequence, allochthonous thrust sheets, and a 
post-obduction autochthonous sedimentary sequence. The Jabal Akhdar dome, which is 
the field area for this study, is a 2500km^ antiformal dome in northern Oman. It forms a 
tectonic window through the allochthonous thrust sheets into the underlying pre-
obduction autochthonous sedimentary sequence (Figure 2.1). 
Figure 2.1: Simplif ied geological map of northern Oman . The Jabal Akhdar d o m e is an ant i formal s tructure crea t ing 
a tectonic window through the obducted Semail Ophiol i te and Hawasina nappes into the underlying au toch thonous 
sedimentary rocks. The box in the regional map indicates location. 
Glennie et al. (1973) subdivided the pre-obduction autochthonous sedimentary 
rocks into two units: A and B. Unit A consists of Late Proterozoic to Ordovician, rift-
related carbonates and siliceous clastics (Lovelock et al. 1981; Al-Lazki et al. 2002). 
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This sequence was folded prior to being unconformably overlain by Unit B. Unit B is a 
2500m thick, Permian to late Cretaceous sequence o f dominantly passive margin 
carbonates (Hanna 1990; Pratt and Smewing 1993). Unit B hosts the fault network that 
is the focus o f this study and its stratigraphy is summarised in Figure 2.2. 
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Sahtan (Jurassic) 
Mahil (Triassic) 
Saiq (Late Permian) 
Muaydin - Autochthonous 
Unit A (Late Proterozoic) 
Figure 2.2: Simplif ied stratigraphic column o f Autochthonous Unit B and the upper part o f Autochthonous Unit A in 
the vicinity o f the D A B Fault (modified from Beurrier et al, 1986). Dashed lines = siltstone, brickworic patterns = 
thick-bedded limestone, diagonal lines = thin-bedded limestone and circles = breccia. ' U ' marks the unconformity 
between Autochthonous Units A and B wh i l e ' d ' marks the location o f minor disconformities. 
Between 108Ma and 95Ma, a northeast-dipping intra-oceanic subduction zone 
formed outboard o f the passive margin upon which Autochthonous Unit B was 
deposited (Figure 2.3a). 
noMa • 
Autochthonous 
sedimentary sequences 
yv 
93Ma • 
79Ma 
66Ma 
Figure 2.3: Interpreted tectonic sequence for northern Oman during the Cretaceous and early Tertiary. At 
approximately 1 lOMa an active ridge existed outboard o f the Oman passive margin. By 93Ma the plate boundary had 
switched from divergent to convergent and a subduction zone had reached the passive margin. Subduction o f the 
passive margin continued until sometime between 66Ma and 79Ma when break o f f o f the lower slab or delamination 
o f the lower crust caused a switch to exhumation. Exhumation o f the Jabal Akhdar to shallow upper crustal levels and 
sub-aerial exposure o f the Saih Hatat was complete by approximately 66Ma. Refer to main text for further details. 
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This subduction zone reached the passive margin by about 93Ma and cessation o f 
sedimentation at the passive margin by 90Ma marics the sealing of the basin by 
southwards obduction of allochthonous thrust sheets (Figure 2.3b; Rabu 1988; 
LeMetour et al. 1990; Warburton et al. 1990; Glennie 1995). The Hawasina nappes 
form the lowermost o f these thrust sheets and consist o f continental margin to deep 
marine sedimentary rocks that were deposited outboard from Autochthonous Unit B 
during the Permian to late Cretaceous (Glennie et al. 1973). The Semail nappes overlie 
the Hawasina nappes and consist o f a <12km thick sequence of relict Cretaceous 
Neotethyan oceanic crust (Shelton 1990; Breton et al. 2004). 
While the allochthonous units were being obducted, the underlying passive margin 
began to subduct to the north. Peak metamorphism in Autochthonous Unit B sediments 
in the Saih Hatat area marks the cessation of subduction at 86-79Ma (Alleman and 
Peters 1972; Warren et al. 2003). Cessation of subduction is thought to be related to 
either the detachment of an eclogitic root (Figure 2.3c; Searle et al. 2004) or 
delamination in the lower crust or mantle (Chemenda et al. 1996; Breton et al. 2004). 
Subsequently the passive margin sedimentary rocks were exhumed to relatively shallow 
levels, presumably as a result of isostatic forcing (Breton et al. 2004; Searle et al. 2004). 
Obduction of the upper plate also ceased between 80Ma and 68Ma (Warburton et al. 
1990; Breton et al. 2004; Searle et al. 2004). Between 841VIa and 71 Ma, synchronous 
with exhumation of the subducted passive margin sequence and late- to post-obduction, 
a normal-fault network developed in the lower plate throughout much of what is now 
northern Oman (Filbrandt et al. 2006). 
Parts of the Saih Hatat have been emergent since the Late Cretaceous (Figure 2.3d), 
as indicated by clasts of Saih Hatat rock in the post-obduction Al K.hawd Formation 
(Mann et al. 1990; Searle et al. 2004). However, the bulk of the uplift and doming seen 
in the Jabal Akhdar region is interpreted to have occurred between 7Ma and 4Ma 
(Searle 1985; Glennie 1995; Poupeau et al. 1998). This uplift is broadly synchronous 
with another phase of extensional faulting in younger post-obduction sedimentary rocks 
along the northern margin of the dome, possibly indicating gravity tectonics (Mann et 
al. 1990). Reactivation of Cretaceous normal faults within the Jabal Akhdar dome was 
only minor during the 7Ma-4Ma phase of uplift (Mann et al. 1990). 
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2.3 Methodology 
The southern dip slope of the Jabal Akhdar dome, where the majori ty of the f ie ldwork 
was completed, is an area of nearly 100 per cent outcrop with strong visual contrast 
between white, vein-rich faults and grey limestone host rock. This makes the 
interpretation of faults using satellite imagery highly effective. However , access is 
difficult in this area, with long walk-ins required and fault-perpendicular wadis up to 
1000m deep limiting the distance that can be traversed along strike. 
With the above considerat ions in mind, a 3-step mapping process was applied to the 
D A B Fault in order to target the most important localities efficiently. An initial desktop 
interpretation of the D A B Fault was made using high resolution GeoEye satellite 
imagery. This interpretation was used to highlight areas for ground-checking and 
detailed mapping. Mapping in the field used a Trimble Nomad handheld computer with 
integrated GPS and ArcPad 8.0 software. Initial mapping focused on delineating the 
trace and style of the major displacement surfaces and mapping variations in the 
associated damage zone. Once mapping of a section of the fault was completed, 
representative traverses of the fault were selected that encompassed the different 
geometr ies and fault architectures observed. Simplified traverse maps were completed 
characterising the geometry, texture and size of the fault core as well as the geometry, 
distribution and style of damage. Detailed mapping of the adjacent Hail Ash Shas 
(HAS) subordinate fault network has already been completed by A m d t et al. (2010), so 
only the final step of this process was followed for this area. More than three months 
was spent complet ing fieldwork in the Jabal Akhdar region. 
All fault and vein structural data presented in this chapter is in the form Dip 
Direction/Dip for planar data, and Plunge/Trend for linear data. All structural 
measurements have been rotated to a pre-doming orientation (see Section 2.2). This was 
completed by dividing the strike length of the DAB Fault into six zones of 
approximately identical bedding orientation. The amount and direction of rotation 
required to rotate local bedding back to horizontal was then calculated using an 
est imated fold axis for the dome of 0/110. These rotations were then applied to the 
structural data f rom each zone using GeoCalculator . 
2.4 Regional Fault Network 
Figure 2.4 is a map of all major fault traces within the Jabal Akhdar dome, excluding 
nappe-related thrusts, as mapped by Bechennec et al. (1992). Mapped stratigraphic 
juxtaposi t ion and field evidence (see Sections 2.5 and 2.6.1) indicate that all major 
Reactive Transport and Fluid Pathways in Fracture-Controlled Flow Systems 22 
faults contain a significant amount of hanging wall down-dip separation (all quoted dip 
separations in this thesis are hanging wall down). The rose plot in Figure 2.4 represents 
strike variations within the fault network as a function o f total fault length. It was 
derived by dividing the fault network map into a series o f straight-line segments and 
then summing the segment lengths with similar strike (using 5° increments o f strike). 
Summed segment lengths vary from 3km for fault segments striking 005° (+2.5°) to 
134km for fault segments striking 100° (±2.5°). Overall, the network has a clear W N W -
ESE trend and an average strike of 106°. 
Figure 2.4: Map and cross section o f the Jabal Althdar dome (after Bechennec et al. 1992). Tlie map illustrates the 
distribution o f major normal and strilie-slip faults in the Jabal Al<hdar dome, the D A B Fault is highlighted in red. Al l 
major faults include a significant component o f dip separation. Tick marks indicate the position o f major thrust 
contacts at the top o f the autochthonous sedimentary sequence and at the top o f the Hawasina nappes. The location o f 
major towns is also indicated. The rose diagram on the right plots summed fault lengths for the entire fault network; 
arrow indicates the average fault strike o f 106°. 
Field relations constrain the relative timing of formation for the fault network. One 
fault from the network is mapped offsetting Hawasina Formation rocks (Beurrier et al. 
1986), while several smaller, sub-parallel, normal faults in Wadi Nakhr cut top-to-north 
bedding-parallel shear veins that are inferred by Hilgers et al. (2006) to be associated 
with exhumation of high-pressure metamorphic rocks in the Saih Hatat. This suggests a 
late- or post-exhumation and obduction timing for the development of the fault network, 
which is broadly synchronous with activity on a number o f sub-parallel normal faults 
located southwest of the Jabal Akhdar dome (Filbrandt et al. 2006). This is important, 
because it indicates that the autochthonous sedimentary rocks were buried underneath a 
thick ophiolite sequence during the development o f the regional fault system. 
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All normal faul ts obse rved dur ing this s tudy were s teeply d ipp ing relat ive to 
b e d d i n g (in cont ras t with A l -Ward i and But ler 2007) and there w a s no ev idence for the 
faul t s sha l lowing down-sec t ion into listric geomet r i e s . S tudies by Hi lgers et al. (2006) 
and A m d t et al. (2010) a lso indicate that the acute bisect ion o f con juga t e normal faul ts 
wi th in the ne twork is app rox ima te ly pe rpend icu la r to bedding . Th is is cons is tent 
wi th the faul t ne twork f o r m i n g prior to doming . Recen t su r face t raver t ine depos i t s 
a long the faul t t races are c o m m o n ; howeve r , g o u g e fault-f i l l indicat ive o f recent 
reac t iva t ion is re la t ively rare. This later phase o f f luid f low will not be addressed in 
this paper . 
2.4.1 Quartz-calcite thermometry 
V e i n s with in tergrown calci te and quar tz are exceed ing ly rare in the Jabal A k h d a r 
reg ion , with on ly three veins conta in ing both quar tz and calci te crystals be ing ident i f ied 
du r ing this s tudy. All three veins cons is ted o f interdigi tated, e longa te -b locky crystals o f 
quar tz and calci te ( t e rminology a f te r Bons et al. 2012) . Based on these vein textures it 
has been interpreted that these quar tz and calci te crysta ls g r e w synchronous ly f rom the 
s a m e f luid. H o w e v e r , all t empera tu re es t imates in this sect ion should be t reated with 
caut ion as it is not poss ib le to conf i rm this interpretat ion unequivoca l ly . 
Quar tz -ca lc i te geo - the rmomet ry w a s conduc ted on each of these samples us ing the 
cal ibrat ion o f Clay ton and Kie f fe r (1991) . The cal ibrat ion of Sharp and Ki rschner 
(1994 ) w a s also tested but indicated t empera tu res 1 5 0 - 2 0 0 ° C higher , wh ich is 
s ign i f ican t ly ou ts ide the range sugges ted by the vein de fo rma t ion and recrysta l l isa t ion 
tex tures (see Sect ion 2.7.2.2 and Burkhard 1993; Ferrill et al. 2004) . 
T h e quar tz-calc i te the rmomet ry resul ts f rom these three veins de f ine a t empera tu re 
range o f approx ima te ly 100°C (Table 2.1). However , whi le samples 2 6 1 - O a (166°C) 
and 3 1 1 - O a (205°C) are spatially related to the regional fault ne twork , both are cut by 
minor E - W t rend ing faul ts , sugges t ing that these veins predate the normal fault sys tem 
and m a y be equiva len t to the pre- faul t ing , s t ra ta-bound veins of A m d t et al. (2014) and 
G o m e z - R i v a s et al. (2014) . Only sample 3 0 3 - 0 a (255°C) appears to be direct ly 
assoc ia ted with the regional fault ne twork . 
Table 2.1: compositions of quartz-calcite vein pairs and indicated temperatures. 
Temperature is based on the calibration of Clayton and Kieffer (1991). 
S a m p l e Calci te 5 " 0 Quar tz S '^O T e m p (°C) 
261-Oa 24.1 26.8 166 
311-Oa 23.0 25.2 205 
303-0a 24.9 26.6 255 
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Sample 303-0a is from a steeply dipping extension vein that strikes sub-parallel to 
an immediately adjacent ESE-striking normal fault (making it equivalent to Set 1, as 
defined in Section 2.5.2). The adjacent fault has a similar strike to the DAB Fault and is 
located < l km from the DAB Fault. 
The temperature estimates from samples 261-Oa and 311-Oa are broadly in 
agreement with previous temperature estimates o f <200°C, which were based on 
metamorphic grade (Breton et al 2004; Al Wardi and Butler 2006), whereas the 
temperature estimate for sample 303-0a is slightly higher. However, quartz-calcite 
thermometry only estimates the temperature of the fluid from which the minerals 
precipitated (Sharp and Kirschner 1994). Therefore, quartz-calcite temperature 
estimates may not necessarily be indicative o f the host rock temperature if there has 
been rapid vertical fluid transport. Given the low number o f samples, large temperature 
range and inherent assumptions with respect to the relationship between quartz and 
calcite growth, these temperature estimates should be treated with caution. 
However, assuming a geothermal gradient of 25-30°C/km, a temperature of 166-
255°C infers that these veins, and any synchronous faulting, formed at depths of 
approximately 6 to 10km. Atypical geothermal gradients due to the obduction of the 
Semail Ophiolite could further complicate these depth estimates. 
2.5 Dar Al Baydha Fault 
This study has focused on the Dar Al Baydha (DAB) Fault and its associated network of 
lower displacement faults. The fault, located on the southern dip slope of the Jabal 
Akhdar dome, has a length of greater than 25km, an average strike o f 105° and dips 
steeply, predominantly to the south. Stratigraphic dip separation, fault drag folds, and 
associated steeply dipping, fault sub-parallel extension veins ail indicate a major normal 
component of offset. Maximum dip separation on the DAB Fault is >750m. Figure 2.5 
is a simplified geological map of the area surrounding the DAB Fault, whereas Figure 
2.6 illustrates the distribution o f dip separation along the fault. Where dip separation is 
less than 100m, estimates are based on offsets visible in wadi walls. For displacements 
greater than 100m, dip separation is based on estimates of stratigraphic offset using the 
stratigraphic column of Holland (2009) and the mapping of Beurrier et al. (1986). 
Locally developed sub-horizontal to moderately plunging slickenfibres and sub-vertical 
extension veins that strike obliquely to the fault also indicate some strike slip 
movement; this will be assessed further in Section 2.9.3. 
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Mull Fmmaton Autochthonous Unit A 
OAS Fault 
Other Normal Faults 
Thrust Fault 
Figure 2.5: Geological m a p of the D A B Fault and sur rounding area (modif ied f rom Bechennec et al. 1992) with 
sample localities indicated (red circles). Due to the nature of the outcrop, most samples were collected in Kahmah 
Group l imestones. The oldest rocks sampled a long the D A B Fault were Sahtan Group l imestones, which were 
exposed in the footwall of the D A B Fault in the high displacement central segment and in the bottom o f Wadi Nakhr . 
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Figure 2.6: Dip separation on the D A B Fault, a) Trace of the D A B Fault overlain on GeoEye satellite imagery with 
annota ted est imates of hanging wal l -down dip separat ion in metres, b) Interpolated dip separation prof i le of the D A B 
Fault. Ar rows indicate location of macro-segment boundar ies . 
2.5.1 Fault Segmentation 
The DAB fault has a complex geometry that varies considerably along strike due to 
complex multi-scale segmentation. This necessitated that mapping was based on shared 
kinematic history, geometry and continuity of the damage envelope and displacement 
profile, rather than simply tracing a single slip surface. 
The dip separation profile in Figure 2.6b is highly variable, including several sharp 
changes in gradient and total dip separation. These changes mark the boundaries 
between three macro-scale segments. Spacing for this macro-scale segmentation ranges 
between 5 and 10km. 
A complex relay zone consisting of multiple fault strands marks the westernmost 
macro-scale segment boundary (A in Figure 2.6b). To the east the dip separation profile 
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decreases away from the central high-displacement part of the fault, while to the west , 
total dip separation is consistently low. 
The central macro-scale segment boundary (B in Figure 2.6b) is associated with a 
complex linkage zone between two major fault strands. There is a significant change in 
dip separation on the both E - W fault strands as they traverse this l inkage zone, creating 
a zone of apparent slip deficit relative to the adjacent high-displacement fault segments. 
Bedding rotation and an array of low displacement faults accommodate some dip 
separation in this linkage zone (Figure 2.7); however, quant i fying the contribution of 
this to total dip separation is difficult. Therefore, quantifying the magnitude of actual 
slip deficit, if any, is also difficult. 
b) 
Major north 
strand 
Cliff 
Major south 
strands 
500m Steeply rotated 
bedding in shale 
Figure 2.7: Major step-over on the DAB Fault (B in Figure 2.6); view is looking east, a) Photo of wadi wall exposing 
an oblique section through the step-over. Black lines mark the position of major faults, most of which are associated 
with sub-vertical calcite veins that strike sub-parallel to the fault, b) Interpreted section through step-over. Units mark 
visually distinct lithological packages which approximately correlate as follows: crosses = Mahil Formation; circles = 
Sahtan Group; dashes = Lower Kahmah Group; brickwork = Upper Kahmah Group; no till = unknown. Precise 
correlation with the regional stratigraphy is not possible due to the steep terrain making access difficult. 
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The easternmost macro-scale segment boundary (C in Figure 2.6b) is smaller and 
less complex than the central step-over. A lack of reliable dip separation estimates in 
this area means that the magnitude of slip deficit, if any, is unknown. 
Segmentation of the DAB Fault can also be observed at smaller scales. 
Identification of meso-scale segmentation is based on rapid changes in fault orientation, 
steps in the fault, major splays, changes in the nature of the primary slip zone (PSZ), 
and variations in the amount and style of damage (also see Section 2.7.1.3). However, 
the nature of the PSZ and the amount and style of damage also varies with lithological 
competency. Therefore, segment boundaries were not mapped where changes to these 
two criteria were associated with obvious changes in host rock competency. 
0 250 500m 
t t ' t 
L e g e n d 
- Ptimafy slip zone (P5Z) 
Figure 2.8: Examples of meso-scale segmental ion at d i f ferent locations a long the D A B Fault. Ar rows indicate 
interpreted segment boundaries , a) Overv iew map showing the location of detai led maps , b) M a p of the western 
terminat ion o f the D A B Fault, c) M a p of a major s tep-over in the D A B Fault (also see Figure 2.7). d) Relatively 
planar, modera te d isp lacement section of the D A B Fault. 
Detailed mapping of the DAB Fault indicates a typical spacing of 250-1000m for 
meso-scale segmentation (Figure 2.8). The 2D connectivity between segments varies 
from hard-linked, by single or multiple fault strands, to soft-linked where there is 
continuity of damage but the PSZ is discontinuous. The down-dip continuity of these 
segment boundaries is unconstrained. 
Field evidence for segmentation at scales less than 100m is absent from the DAB 
Fault. 
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2.5.2 Fault and vein geometry 
The DAB Fault PSZ has an average orientation of 195/68 (Figure 2.9a). However, there 
are significant along-strike variations from 
this average. Twenty-five of the twenty-
seven PSZ measurements define a strike 
range of 40°, while the other two 
measurements, both from complex 
segment boundaries, define a >90° range. 
Dip also varies from 52° to 87° and the dip 
direction of the DAB fault actually 
switches from south to north at one 
segment boundary close to the western 
termination. This switch in dip direction is 
still present in the data after rotation to 
pre-doming orientation (see Section 2.3) 
and thus appears to be an original feature 
rather than the result of subsequent 
deformation. 
Vein measurements from the damage 
zone of the DAB Fault define a broad 
range of orientations (Figure 2.9b). Veins 
are dominantly steeply dipping (89 per 
cent >60°), however, strike varies from 
northwest to north-northeast with a weakly 
dominant concentration of east-west-
striking veins. However at the outcrop 
scale, vein orientations typically define 
three distinct sets with consistent 
Relative timing of extension veins 
A 1st generation 3rd/4th generation 
• 2nd generation X Uncertain timing 
Figure 2.9: Stereonets o f fault and vein measurements 
from the D A B Fault, a) Measurements o f the PSZ 
along the D A B Fault. The great circle represents the 
average orientation, b) All extension veins from the crosscutting relationships (Figure 2.10), 
D A B Fault with relative t iming indicated. Timing is 
relative to other veins in the sampled outcrop and does rather than the broad continuum of strikes 
not necessarily correlate between outcrops, as cross-
cutting relationships for every vein set could not be inferred by the total dataset. 
observed in each outcrop. Vein orientations define a 
relatively broad spread; however, outcrop observations The dominant vein set in almost all 
indicate that they can be divided into three distinct 
sets: an approximately E W striking, a N W striking and outcrops strikes sub-parallel tO the DAB 
a NE striking 
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Fault, with an average orientation o f 011/88 (Set 1). The other two vein sets strike 
obliquely to the average DAB Fault orientation, with average orientations o f 052/89 
(Set 2) and 312/84 (Set 3). Set 3 veins are more common than Set 2 veins at most 
localities along the DAB Fault; however, both vein sets vary in intensity along strike, 
causing local reversals in this relationship. Note that any vein visibly sheared or 
brecciated in hand specimen has been excluded from this analysis of vein geometry. 
Timing relationships between the three vein sets are not entirely consistent. Set 3 is 
clearly the last phase of movement, consistently cutting all other vein sets in local 
timing sequences (Figure 2.9b and Figure 2.10). Field relationships between the Set 1 
and Set 2 are less consistent on the DAB Fault, with both vein sets observed cutting the 
other at different localities. In some cases Set I veins that cut Set 2 veins are weakly 
brecciated, indicating that some Set 1 extension veins have been subsequently 
reactivated in shear (also see Section 2.7.2.2). 
Set 2 (m i dd l e ) V ^ : y\ | V Z " . A ' : 
S e t H e a j l i e s t ) t l u . ^ l K i x ^ ' ^ J ' M 
Figure 2.10: Typical extension vein network within the damage zone o f the D A B Fault. There are 3 distinct vein 
orientations with consistent timing; early, fault-parallel ENE striking veins (Set I) , intermediate N W striking veins 
(Set 2) and late NE striking veins (Set 3). 
While these 3 vein sets are useful subdivisions for understanding the overall veining 
associated with the DAB Fault, it is important to understand that there is still 
considerable variation within each vein set. Each set defines a continuum of vein 
orientations, with significant variation along-strike and to a lesser extent within 
individual outcrops. 
Using Set 1 as an example, the range of strike orientations for this vein set has been 
defined as 55° on the basis o f field observations and the large-scale distribution of vein 
orientations. However, the possibility that there is overlap between the different vein 
sets, and that this strike range is larger cannot be ruled out. 
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Set 1 veins also form at a large range of dip angles, varying from sub-parallel to the 
fault plane to >60° from the fault plane. Figure 2.11 highlights the variations in Set 1 
vein orientation within and between three 
D A B Fault outcrops that have been mapped 
in detail: the western termination; a planar, 
high displacement fault segment above the 
Dar A1 Baydha village; and a complex step-
over exposed in Wadi Nakhr. At the western 
termination the angle between the local fault 
dip and the dip of individual extension veins 
was <30° for 19 of the 21 Set 1 extension 
veins, including a number of veins at angles 
of <15°. In contrast, on the planar segment 
Figure 2.11: Stereonet of Set I veins f rom three the angle was <50° for 22 of the 23 Set 1 
outcrops in the D A B Fault. Open squares are from the 
western termination; grey circles are from a planar, extension Veins. The Vcin orientations from 
high displacement segment ; black triangles are f rom a 
complex step-over in Wadi Nakhr. The black great t^g complex s tcp-OVCr in Wadi Nakhr are 
circle is the average fault orientation while the grey 
great circles represent d i f fe rem angles between the different again, with Only three of 15 veins 
average fault orientation and the poles to the extension 
veins. Each outcrop has a distinct distribution of vein forming at an angle <15° to the fault, while 
orientations. Veins f rom the western terminat ion 
dominant ly form at angles <30° to the fault and strike 1Q of the 15 veins are at an angle of between 
between 080° and 100°. Veins f rom the planar 
segment dominant ly form at angles <45° to the fault (50 ^^id 40° tO the fault. The cause of these 
and have a broader strike range. Veins f rom the Wadi 
Nakhr step-over have >60° range in dip angles. variations, both within and between outcrops, 
will be examined further in Section 2.9.5. 
2.6 Hail Ash Shas Subordinate Fault Network 
Surrounding the DAB Fault is a network of smaller faults. This network has been 
mapped in detail by Amdt et al. (2010) in the vicinity of Hail Ash Shas village. The 
following section summarises and builds on their work. 
2.6.1 Faults 
Fault lengths and dip-separations in the Hail Ash Shas (HAS) network are one to two 
orders of magnitude smaller than for the D A B Fault (Figure 2.13). 
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Figure 2.12: M a p o f the larger faults in tiie H A S fault network. Normal dip separat ion is indicated in metres (fault 
traces and dip separat ions f rom A m d t et al, 2010). M a p is overlain on GeoEye satellite imagery. The fault ne twork 
has a dominant E -W to E S E - W S W trend, sub-parallel to the D A B Fault, but there are also subordinate N E and N W 
str iking fault trends. 
Faults in the HAS network have a dominant E - W trend sub-parallel to the D A B 
Fault, but there are also definite N W - S E and N E - S W trends (Figure 2.13a). Faults on 
these N W and NE trends tend to be smaller, varying in length from 50 to 500m. While a 
few of the larger E - W striking faults are segmented or link with other faults, the 
majori ty of faults show no evidence of 2D connectivity with each other. 
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Figure 2.13: Stereonets o f fault and vein measurements from tlie H A S network, a) Fault PSZ measurements from tlie 
HAS networlt. Tile plot is spiit into the tilree subdivisions to emphasise the presence o f three fault trends: E-W, N W 
and NE b) All extension veins from the HAS networlt with relative t iming indicated (symbols as per Figure 2.9). 
Timing is relative to other veins in the sampled outcrop and does not necessarily correlate between outcrops. The 
same three vein sets observed in the D A B Fault are also present in the damage zone o f the H A S network faults and 
broadly correlate with the three fault orientations, c) Extension vein measurements from a traverse across a planar 
segment o f a relatively large, east-striking fault. Al l vein sets are represented, but Set 1 is dominant, d) Extension 
vein measurements from a traverse across a left-step in the same fault as 2.13c. Al l vein sets are represented but the 
NE striking Set 3 veins are more strongly represented in this step-over compared to Figure 2.13c. e) Extension vein 
measurements from a traverse across a N W striking fault. Veins are dominantly N W striking (Set 2). f) Extension 
vein measurements from a traverse across a NE striking fault. Veins are dominantly NE striking (Set 3). 
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2.6.2 Veins 
At the network scale, extension veins in the H A S network def ine a broad continuum of 
orientations with a similar overall spread to that observed on the D A B Fault. At the 
outcrop scale, veins can typically be divided into three dominant vein sets, all of which 
are steeply dipping. These three sets are identical to those already described for the 
D A B Fault: Set 1 is an E - W striking vein set, Set 2 is a northwest striking vein set, and 
the Set 3 vein set is northeast striking (Figure 2.13b). 
Local t iming relationships between fault-related extension veins are more consistent 
in the HAS network than for the D A B Fault. Set 1 is the earliest vein set in 22 of the 27 
observed t iming relationships that involve Set 1 veins. In the remaining five 
relationships where Set 1 cuts another phase, three of these involve Set 1 veins with 
weak breccia textures. Set 2 veins predominantly cut Set 1 veins and are in turn cut by 
Set 3 veins. Set 3 veins are the last vein phase in 24 of the 25 relative t iming 
relationships observed. 
Damage zones of the E - W striking faults are typically dominated by E - W striking 
Set 1 extension veins, but usually include some veins from one or both of the other two 
vein sets (Figure 2.13c). Locally however, structurally complex zones within E - W 
striking faults can be dominated by oblique vein sets (i.e.. Set 2 or 3). Figure 2.14 is a 
map of a left-step on an E - W fault in the HAS network with approximately 50m of dip 
separation (also see Figure 2.13d). Within this step-over is a zone of intense veining 
(>10 veins per metre). All three vein sets are represented in this zone; however , 
summed vein thickness for Set 3 is estimated at 3 - 5 m , whereas estimates for Set 1 and 
Set 2 are approximately an order of magnitude less. 
o 526,800 527,000 527,200 
lOOm 
F i g u r e 2.14: M a p of a left s tep-over on a modera te d isplacement E - W str iking fault within the HAS network . Solid 
black lines represent fault segments with a single PSZ; dashed black lines represent fault segments where slip is 
distr ibuted onto mult iple surfaces . Zones with a hash pattern indicate areas with above-background vein intensities 
that are not obviously related to the damage zone of any individual fault s trand. 
The smaller N W and NE striking faults are also typically dominated by vein sets 
that are sub-parallel to the strike of the fault: Set 2 for N W striking faults and Set 3 for 
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N E striking faults (Figure 2.13e and 0- Eas t -Wes t striking veins are rare to absent on 
these obliquely striking faults. 
2.7 Internal structure of the faults and their damage 
zones 
2.7.1 Mesoscopic observations 
2.7.1.1 Faults 
Fault PSZs in the DAB Fault and HAS network vary in width from <10cm to >2m and 
dominantly consist of fault breccia or less commonly cataclasite. These breccias and 
cataclasites consist of clasts of vein material and host rock within a typically off -whi te 
to orange-coloured matrix. The matrix effervesces easily in dilute HCl and is 
predominantly composed of variably Fe-stained calcite vein material. In most cases, 
calcite vein material also forms more than 90 per cent of the clasts (Figure 2.15a), 
although breccias with significant host rock clasts occur locally (Figure 2.15b). These 
breccias have a large range of clast sizes with typically poor sorting, al though some 
banding can occur in cataclasites from narrower fault strands (Figure 2.15c). 
Foliation is developed locally in both the PSZ of the D A B Fault and some faults 
within the HAS network (Figure 2.15d), however, this is relatively uncommon. Where 
ductile fabrics are weakly developed there is often evidence that the foliation overprints 
earlier brittle structures such as a fault breccias and vein networks. 
Figure 2.15: Outcrop scale fault textures f rom the D A B Fault and H A S network, a) Fault breccia domina ted by vein 
clasts in a fine-grained, orange-brown calcite matrix. This is the most c o m m o n PSZ texture in the D A B Fault and 
HAS network, b) Fault breccia with a mix of vein calcite and host rock clasts in a fine-grained, o range-brown calci te 
matrix. Fault breccias with signif icant host rock clasts occur locally a long the D A B Fault, c) Banded cataclasi te f rom 
a narrow fault PSZ. Cataclasite is s ignif icantly less c o m m o n than fault breccia in the D A B Fault and H A S network, 
d) Mylonitic foliation on the D A B Fault. Foliations only occur locally in the D A B Fault and HAS ne twork and vary 
from weakly anas tomosing fabrics to myloni te . 
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Overall, what is most distinct about the fault core in the DAB Fault and HAS 
network is the high content of vein material (typically >90 per cent). This contrasts 
strongly with many models for brittle fault rock development where host rock is often 
inferred to be the dominant protolith (e.g., Sibson 1977; Childs et al. 1996; Wibberley et 
al. 2008; Mitchell and Faulkner 2009; Faulkner e ta l . 2010). 
2.7.1.2 Fault-related extension veins 
Surrounding the fault core of most faults is a zone of veining. In hand specimen these 
veins are blocky rather than fibrous, so determining an opening direction is difficult 
(Bons et al. 2012), predominantly relying on offset irregularities in the vein wall. Of the 
more than 600 veins in this study, vein wall offset could only be used to interpret 
opening direction for 32 veins. Of these, 29 were extension veins and three were 
extensional shear veins. 
In addition to the extension (and extensional-shear) veins, a number of smaller 
fault-veins are also commonly developed adjacent to major faults. However, as 
mentioned in Section 2.5.2, fault-veins have been excluded from the vein analysis. 
Differentiating extension or extensional shear veins from small-scale fault-veins relies 
predominantly on field observations. Key characteristics for differentiating them 
include thickness (most extension or extensional-shear veins are less than 10cm thick), 
length (most extension or extensional-shear veins are less continuous than fault-veins, 
typically <10m) and texture (breccia textures or foliations in hand specimen are 
indicative of fault-veins). 
Most veins adjacent to the DAB Fault are part of a larger vein network and 
commonly intersect in 2D with either the fault core or other extension veins (Figure 
2.16a-c). These vein networks commonly have a stockwork appearance (e.g.. Figure 
2.16b-c). However, as established in Sections 2.5.2 and 2.6.2, these apparent 
stockworks typically consist of at least three distinct vein sets with consistent 
orientation and timing relationships (also see Figure 2.10). As noted in Section 2.5.2, 
there is a significant spread of vein orientations along the DAB Fault and within the 
HAS fault network and some of these veins intersect at angles of 30-70°, similar to the 
angles expected for conjugate shears (Twiss and Moores 2007). However, these veins 
lack early shear textures (see Section 2.7.2) and beyond the angle of intersection there is 
no other strong evidence to suggest a conjugate origin (also see Section 2.8.2). 
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Figure 2.16: Typical vein styles in outcrop along the D A B Fault. P S Z ' s are marked by ar rows where visible, a) 
North-dipping strand of the D A B Fault surrounded by fault-related extension veins that vary f rom steeply south-
dipping to fault-parallel, b) Large-scale vein network adjacent to the D A B Fault consis t ing of mult iple vein sets, c) 
Complex extension vein network with multiple veins sets adjacent to the D A B Fault PSZ. Extension vein distr ibution 
at this locality is strongly asymmetr ic across the PSZ. d) Irregular network formed adjacent to a minor fault s trand. 
Veins have an irregular trace and often appear isolated in 2D. The distribution of extension veins is strongly 
asymmetr ic across the PSZ. 
Locally, an unusual irregular vein network occurs (Figure 2.16d). These networks 
consist of a large number of relatively short (mostly <20cm) veins with an irregular 
trace. At lower vein densities these irregular networks do not appear strongly connected 
in 2D, but at high intensities they grade into a mosaic or even chaotic breccia texture 
(terminology after Woodcock and Mort 2008). The most vein material dominant 
examples appear to be matrix supported, with no evidence for mechanical support 
between clasts or gravitational settling. These irregular networks are apparently best 
developed in lower displacement faults or fault segments, e.g., the HAS network or the 
western termination of the DAB Fault. 
A number of en echelon vein sets have also been observed within the damage 
zone of the DAB Fault. Unlike some of the strata-bound en echelon vein sets described 
by Gomez-Rivas et al. (2014), en echelon veins associated with the D A B Fault and 
HAS network do not form Type 2 conjugate sets ( terminology after Bons et al. 2012). 
En echelon geometries are most commonly observed immediately adjacent to fault 
strands where they typically form at angles of >30° to the fault (Fig. 2.16a). In some 
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cases the en echelon veins can also be observed forming at the tips of larger veins, 
similar to the model of Pollard et al. (1982). 
Overall , the rarity of conf i rmed extensional shear veins, the lack of shear 
textures and the typically high angle between fault strands and en echelon veins suggest 
that a significant proportion of the veins in the damage zone of the D A B Fault formed 
as extension veins. This will be discussed further in Sections 2.8.2 and 2.8.6. 
2.7.1.3 Fault and damage zone architecture 
Conceptual models of faults typically consist of one or more primary slip zones 
surrounding by a damage zone that can contain fractures, extension veins, deformation 
bands and minor faults, depending on the physical conditions at failure and the 
properties of the host rock (e.g., Chester and Logan 1986; Faulkner et al. 2003; 
Wibberley et al. 2008; Faulkner et al. 2010). The margin of the damage zone is defined 
as where damage products (e.g., vein intensity) falls to background levels. However , 
this can be difficult to define in the field, so we have adopted a cutoff of one vein per 
metre to define this boundary. 
There is considerable along-strike variation in both the style PSZ and the width and 
intensity of the damage zone. However, the fault and damage zone styles observed 
along the DAB fault can generally be divided into two categories: those from relatively 
planar, continuous segments of the fault and those from complexities such as segment-
linkages and terminations. 
Traverse maps of representative planar fault segments f rom the DAB Fault are 
plotted in Figure 2 .17a-c . Damage zone width tends to increase with increasing 
displacement on planar segments. However, this relationship is not perfect and in some 
instances fault segments with roughly 100m of dip separation can have the same 
damage zone width as fault segments with 400m of dip separation. All damage zones 
show an increase in vein intensity towards the fault core (Figure 2.17a-c) . However , the 
maximum vein intensity immediately adjacent to the PSZ can vary from as low as f ive 
veins per metre to vein intensities where vein calcite is volumetrically greater than host 
rock. Minor sub-parallel faults within the damage zone can also be associated with 
localised increases in vein intensity. Qualitative observations indicate that vein 
thickness does not increase as the PSZ is approached; however, there are local 
exceptions to this. 
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Figure 2 .17 : Typ ica l t r ave r se s ac ross the D A B Faul t i l lus t ra t ing v a r i a t i o n s in P S Z s ty le and t h e d i s t r ibu t ion o f 
ex tens ion v e i n i n g ( loca t ions ind ica ted on inset m a p ) . Al l t r ave r se s a re f r o m sou th to nor th , a) P l a n a r s e g m e n t o f t h e 
D A B Faul t wi th > 7 5 0 m n o r m a l d ip sepa ra t ion . Faul t is re la t ive ly s i m p l e w i th a w e a k d a m a g e a s y m m e t r y , b ) P lana r 
s e g m e n t f r o m a low d i s p l a c e m e n t , l ink ing faul t in a m a j o r s t e p - o v e r o n the D A B Faul t . D a m a g e is s t rong ly 
a s y m m e t r i c and s l ip is d i s t r ibu ted ac ross mu l t i p l e su r f ace s , c ) P l a n a r s e g m e n t o f the D A B Faul t w i t h > 7 5 0 m n o r m a l 
d i sp l acemen t . D a m a g e z o n e is s t rong ly a s y m m e t r i c a n d re la t ive ly n a r r o w fo r its d i s p l a c e m e n t . T h e P S Z c o n t a i n s a 
duc t i le fabric , d) S t ruc tura l c o m p l e x i t y l ink ing t w o p l a n a r s e g m e n t s o f t h e D A B Faul t . N o o b v i o u s p r i m a r y s l ip 
s u r f a c e is present but a s t rong ly d e v e l o p e d d a m a g e z o n e ind ica tes the c o n t i n u i t y o f t h e fau l t . 
Most damage zones from planar segments of the DAB Fault have a well-developed 
asymmetry (Figure 2.17b and c), with the more intense damage commonly localised on 
the south (hanging wall) side of the PSZ. In some cases there is a clear lithological 
control, with increased damage associated with lower silt content and thicker bedding. 
However, in the majority of cases the cause of the asymmetry is unclear. In addition to 
the competence of the host rock, previous workers have also highlighted the role of 
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irregularities in the fault trace and preferred rupture propagation direction in generating 
asymmetric damage (Knott et al. 1996; Gabrielsen et al. 1998; Dor et al. 2006b). 
Segment boundaries differ from planar segments in a number of important ways 
(Figure 2.17d and Figure 2.18). Slip tends to be more broadly distributed at segment 
boundaries with slip either on multiple slip surfaces (e.g., Figure 2.18) or spread 
throughout a network of veins and minor fault strands (e.g., Figure 2.16d). Damage 
zone width does not scale with displacement and is often broader than adjacent planar 
segments. The intensity of veining is also higher in complexities than nearby planar 
equivalents and damage appears to be more symmetrical, although this could be a result 
of the difficulty in delineating dominant slip surfaces rather than a real feature, 
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Figure 2.18; Panoramic photo, sicetch and detailed photos f rom a complex step-over between two ma jo r segments o f 
the D A B fault . The step-over is domina ted by mult iple fault s trands and has a relatively broad damage zone 
compared to other parts of the D A B Fault and H A S network with similar dip separation. Outcrop location is in Wadi 
N a k h r (see inset m a p in Figure 2.17). 
2.7.2 Microscopic observations 
2.7.2.! Faults 
Section 2.7.1.1 established that fault breccias are the dominant type of fault rock along 
the DAB Fault and within the HAS network. Thin sections of these fault breccias 
support field observations. Clasts are as per the outcrop descriptions, while the matrix 
consists primarily of fragments of comminuted vein and host rock material (Figure 
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2.19a). Of the matrix f ragments that are large enough to be differentiated in thin section, 
the majority are vein calcite, although rare dolomite crystals can be observed as non-
luminescent grains under cathodoluminescence. 
Late, crosscutting micro-shears cutting the matrix, host rock clasts containing pre-
breccia veins, and vein clasts with significantly different cathodoluminescence 
responses (Figure 2 .19b-c) all indicate multiple phases of calcite precipitation and 
brecciation. A single fault breccia sample has also been identified where clasts are 
r immed by calcite vein material (Figure 2.19d). Ductile fabrics, where observed, vary 
from weak anastomosing foliated zones that separate large pods of comparatively 
undeformed rock, to well-developed mylonite. 
Figure 2.19: Fault microstructures from the D A B Fault and H A S network, a) Image of the same fault breccia as in 
Figure 2.15b. Breccia consists of vein and host rock clasts that grade into a dirty comminu ted matrix. Labeled host 
rock clast also contains a vein formed prior to brecciation. b) Plane polarised light image of a fault breccia cut by a 
stylolite. c) Cathodoluminescence image of Figure 2.19b. There are two distinct luminescence responses a m o n g the 
clasts indicating that the brecciated vein clasts are derived f rom at least two precipitat ion events . The small non-
luminescent grains concentrated along the central stylolite are dolomite, d) Clast of zoned calcite within a fault 
breccia. Clast has several layers of calcite rim material that have been cut by subsequent brecciation. 
2.7.2.2 Fault-related extension veins 
In thin section the majority of extension veins consist of large blocky calcite crystals, 
often with a narrow zone of smaller euhedral to subhedral crystals along one or both of 
the vein margins (Figure 2.20a). These narrow, crystalline margins have similar 
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morphology to the competi t ive growth zones of Dickson (1993). Crack-seal veins 
(Figure 2.20b), and banded veins with blocky-elongate crystals (Figure 2.20c) also 
occur, but are rare. Some extension veins have been reactivated in shear (Fig. 2.20d). 
These reactivated extension veins are distinguished f rom fault-fill veins by their narrow 
width (i.e., typically <2cm wide), the preservation of unbrecciated, crystalline calcite 
along one or both of the vein margins, and evidence that the crystalline infill preceded 
any brecciation. Host rock clasts are rare in extension veins and they tend to be either 
elongate (e.g., when associated with layered or crack-seal veins) or highly localised. 
Some of these highly localised clasts have sigmoidal shapes and are associated with 
minor irregularities in the vein margin, similar to those observed at breached rock 
bridges during linkage of extension veins. Late microvein phases and stylolites have 
been observed in almost all thin sections of vein material. 
Figure 2.20: Typical vein textures f rom the D A B Fault and H A S network, a) Crossed-polars image of a calcite vein 
f rom the d a m a g e zone of the D A B Fault. The vein consists of blocky calcite in the centre and a nar row zone of small , 
weakly elongate crystals a long the margins. This is the most c o m m o n vein texture in the D A B Fault and H A S 
network, b) Extension vein with inclusion bands and narrow, d iscont inuous host rock slivers. These inclusion bands 
and host rock slivers mark the boundar ies of individual crack-seal events . This type of vein texture is rare in the D A B 
Fault and H A S network, c) Crossed-polars image o f sub-parallel veins with e longate calcite crystals. Veins with this 
morphology are relatively rare in the field area, d) Image of a narrow micro-breccia zone a long the margin of an 
extension vein. Clasts include vein and host rock material. Shear reactivation o f extension veins is relatively 
c o m m o n . 
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Intracrystalline deformation, in the form of deformation twins, is ubiquitous in all 
calcite veins examined (Figure 2 . 2 l a - b ) . Type 2 twins ( > l n m ) are much more common 
than the smaller ( < l n m ) type 1 twins (terminology after Burkhard 1993; Ferrill et al. 
2004). Recrystallisation textures such as undulose extinction, sub-grain rotation (Figure 
2.21c), and grain boundary migration (Figure 2 .2 Id ) have all been observed in thin 
section, but are rare. 
m 
Figure 2.21; Deformat ion and recrystallisation textures in calcite veins f rom tlie D A B Fault and H A S networlc. a) 
Crossed-polars image of an ultra-thin section with Type I and Type 2 deformat ion twins in calcite. Type 1 twins are 
<lMm, Type 2 twins are > l n m ( terminology after Burkhard, 1993). b) Crossed-polars image of an ultra-thin sect ion 
with thicker Type 2 deformat ion twins in calcite. c) Crossed- polars image o f an ultra-thin sect ion with irregular grain 
boundaries and subgrain textures in coarse calcite. d) Crossed-polars image of an ultra-thin section with highly 
irregular grain boundaries between two calcite grains. This texture is suggest ive of grain boundary migrat ion and is 
very rare in the D A B Fault. 
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2.8 Discussion 
2.8.1 Segmentation of the D A B Fault 
Segmentation can be observed throughout the DAB Fault and HAS network at a range 
of scales. The linkage zones between individual segments appear to define a continuum 
of styles, varying from broad zones of distributed veining without an obvious PSZ to 
sharp bends or steps in an otherwise continuous PSZ. These variations are interpreted to 
indicate segments in different stages of evolution towards a smooth, hard-linked, 
through-going fault (Peacock and Sanderson 1991; Childs et al. 1995, 1996). This 
indicates that growth by segment linkage was probably an ongoing process throughout 
the history of the fault. 
Fault segments with lengths o f less than 100m are rare. However, it is unclear 
whether this is because systematic meso-scale segmentation at such small-length scales 
never existed, or i f it was an early feature of the DAB Fault's evolution that has been 
overprinted by subsequent displacement. 
Estimates of fault displacement indicate that displacement minima occur within 
macro-scale linkage zones (Figure 2.6). However, this may be due in part to the 
difficulty in identifying slip distributed onto multiple, minor slip surfaces and/or 
accommodated by bedding rotation. There was no observed decrease in displacement on 
individual meso-scale fault segments as linkage zones were approached. However, 
resolution of displacement variations on the DAB Fault is relatively coarse, relying 
dominantly on dip separation o f major stratigraphic units and estimates of offset visible 
in widely spaced wadis. Therefore, the growth model for the DAB Fault (as per Walsh 
et al. 2003) cannot be differentiated with certainty. 
The increased intensity o f extension and shear veins commonly present within 
linkage zones suggests that they were sites o f increased permeability relative to the 
adjacent planar segments. We have been unable to assess the down-dip continuity of 
these mapped segment boundaries and any associated extension and shear veining, due 
to the mostly 2D exposures of the DAB Fault along the southern dip slope of the Jabal 
Akhdar. However, Walsh et al. (2003) highlighted the fact that segment boundaries are 
commonly discontinuous down-dip. The style of linkage between segments may change 
down-dip or the segment boundary may terminate entirely. Therefore, increased 
permeability in these linkage sites may not necessarily correspond to increased fluid 
flux unless the high permeability is combined with good 4D connectivity to a fluid 
reservoir. 
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2.8.2 Timing of vein sets 
The DAB Fault and HAS network host three spatially associated extension vein sets. 
Consistent cross-cutting relationships indicate that Set 3 is the latest of these three vein 
sets. The relationship between Set 1 and 2 is more equivocal, with apparently 
contradictory crosscutting relationships observed locally on the D A B Fault and in the 
HAS network. In six of the 18 recorded crosscutting relationships between Set I and Set 
2 veins. Set 1 is the earliest vein phase, whereas Set 2 is the earliest in the remaining 12. 
In one example where a Set 1 vein cuts a Set 2 vein, examination of the relationship 
in thin section indicates that the Set 1 vein is brecciated. This breceiation was not 
visible in hand specimen, and has destroyed the original cross-cutting relationship 
between the veins. The observation of weak shear reactivation in a number of other Set 
1 veins suggests that shear reactivation of Set 1 veins may be relatively common. 
Reactivation of Set 1 veins would be especially likely during subsequent reactivation of 
the fault system as their orientation would be close to optimally oriented for strike-slip 
movement . 
Another possible cause of these mutually cross-cutting relationships is overlap 
between the orientation ranges of each vein set. Rotation of the local stress regime 
relative to the regional stress field during different stages of the loading-failure cycle 
can cause variations in vein orientation of up to 90° for extension veins related to a 
single kinematic phase (see Section 2.8.7 for further details). This raises the possibility 
that some of the apparently conflicting vein relationships could be due to approximately 
NE-trending Set 3 veins being incorrectly attributed to Set 1. 
Given the equivocal nature of these observed crosscutting vein relationships, other 
less direct lines of evidence must be used to infer timing. 
Anderson (1951) defined three dominant stress regimes for the initiation of a fault 
in intact rock. Which type of faulting occurs depends on the stress regime. In all three 
regimes one of the principal stresses is vertical and 02 lies in the plane of the fault. The 
normal phase of movement on the DAB Fault is the only kinematic phase where 02 is 
inferred to lie in the plane of the fault (assuming a i is sub-vertical). Therefore , 
assuming fault initiation on the D A B Fault was Andersonian, the D A B Fault is inferred 
to have initiated as a normal fault and thus Set 1 would have been the first fault-related 
vein set. 
A further constraint on the relative t iming of the three vein sets (and thus the 
kinematic phases in the DAB fault system) comes from the HAS network. The HAS 
network has three major fault trends: the dominant E - W striking faults and subordinate 
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N W and NE striking faults. The E-W faults have a similar orientation to the D A B 
Fault, host the largest dip separations and their damage zones contain all three 
orientation sets o f veins (e.g., Figure 2.13c). This indicates that these faults existed 
throughout the entire kinematic history of the fault network. Conversely, the N W and 
NE striking faults in the HAS network predominantly host only veins that are parallel to 
the strike o f the fault, i.e.. Set 2 veins on N W striking faults and Set 3 veins on NE 
striking faults (Figure 2.13e-f). The lack of other vein orientations suggests that these 
faults may have been active only during a single phase of movement, possibly 
developing as linking faults between the dominant E-W striking faults during fault 
reactivation. This infers an initial normal phase of slip followed by strike-slip 
reactivation, further supporting the interpretation o f Set 1 and Set 2 veins as separate 
vein phases rather than reactivated conjugate shears. 
Overall, the combination of direct and indirect evidence suggests that the normal-
slip related Set 1 extension veins are the earliest vein phase, followed by Set 2 extension 
veins and then Set 3 extension veins. However, the possibility that some or all of the Set 
2 veins are pre-fault extension veins cannot be excluded. 
2.8.3 Stress field orientations and kinematics during evolution of 
the DAB fault system 
The three different orientation sets of extension veins that are spatially associated with 
the DAB Fault and HAS network (see Sections 2.5.2 and 2.6.2) indicate three different 
regional stress states during the history of the fault system. 
In a regional stress field the kinematics of a fault is controlled by the orientation o f 
the three principal stress axes relative to the fault. For simplicity we will assume that for 
each kinematic phase, bedding was approximately horizontal and that one of the 
principal stress axes is directly down-dip in the plane of the average orientation o f the 
associated extension vein set (i.e., sub-perpendicular to bedding). 
The orientation of the near-field minimum principal stress, 03, adjacent to extension 
veins, is inferred to be perpendicular to the veins at the time of their first opening. 
However, local rotations of the stress field mean that orientations of near-field stresses 
adjacent to extension veins may not reflect the regional minimum principal stress. This 
effect can be partly mitigated by using the average orientation of each extension vein set 
(e.g., Mitchell and Faulkner 2009). 
The intermediate principal stress, 02, is usually assumed to be parallel to the 
intersection of the fault and the spatially and temporally associated extension veins 
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(e.g., Sibson 2001). This assumption is typically correct during the formation and initial 
phase of movement on a fault. However, Blenkinsop (2008) demonstrated that this will 
not necessarily be the case during reactivation under a different regional stress regime. 
This adds a level of complexity in assessing fault kinematics f rom associated extension 
veins. 
The pole to the average Set I extension vein orientation is very close to horizontal 
and approximately 90° to the strike of the D A B Fault. Assuming that another of the 
principal stresses is sub-vertical, this is consistent with a" being approximately parallel 
to the intersection between the average DAB Fault orientation and the average Set 1 
vein orientation, as expected for an extensional tectonic regime. In situations where GJ 
lies in the plane of the fault, the slip vector will be 90° from the fault-extension vein 
intersection lineation. This indicates that the slip vector is approximately 66/168 (Figure 
2.22). This slip vector, combined with the observed large hanging wall down-dip 
separation on the DAB Fault, indicates almost pure normal slip. 
Figure 2 .22: Stereonet including the poles to all set 1 veins, the great circle of the average D A B Fault or ientat ion and 
the inferred slip vector, p is the intersection between the average fault orientat ion and the average Set 1 vein 
orientation. Since CT2 is inferred to lie in the plane of the fault during this phase o f movemen t , the slip vector is 
assumed to be 90° f rom the beta intersection in the plane of the fault (i.e., 66/168). 
The calculation of slip vectors for extension vein sets 2 and 3 is complicated by the 
fact that, assuming extension veins form in the 01-02 plane and that one of the principal 
stress axes was bedding perpendicular, a principal stress axis cannot lie in the plane of 
the fault. To calculate slip vectors for these two phases we use the approach of 
Blenkinsop (2008) where the cosine of the angle {&) between the slip vector and the 
intersection between the average fault and vein orientations is equal to: 
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where k is equal to: 
a n d (j>\s t h e s t r e s s rat io: 
((T,-(T3) 2-3 
whereby /, w and n are the direction cosines of the fault-normal in a coordinate 
f ramework defined by the principal stress axes, i.e., a i , 02 and 0 3 respectively. This 
method does have some ambiguity in that it does not explicitly state in which direction 
the rotation from the fault-extension vein intersection should be applied. However, 
logically the rotation direction is chosen so that as 0 approaches 0 the slip vector 
approaches the projected lineation of oi on the fault plane. 
If the sub-vertical principal stress is presumed to be ct2 (i.e., a strike-slip tectonic 
regime), then using the above equation, a slip vector of between 26/274 (0=1) and 0/285 
(0=0) is indicated for slip associated with Set 2 extension veins. For slip associated with 
Set 3 extension veins, the indicated slip vector is between 16/112 (0=1) and 29/272 
(0=0). However, if o i is vertical, then the slip vector will vary between 26/274 ( 0 = 1 ) 
and 57/246 (0=0) for slip associated with Set 2 extension veining and between 16/112 
(0=1) and 67/174 (0=0) for slip associated with Set 3 extension veining (NB: when 0=1, 
cji is equal to 02 and so assigning cti and CT2 is arbitrary and does not affect the slip 
vector). 
The calculations above highlight the large range of potential slip vectors for slip 
associated with Set 2 and Set 3 extension veining. However, locally developed, late sub-
horizontal to moderately plunging slickenlines in the DAB Fault suggest that slip 
vectors for at least the latest kinematic phase were not steep. The development of NE 
striking normal faults during dextral strike slip reactivation and N W striking normal 
faults during sinistral reactivation of approximately E - W faults in the HAS network 
suggests that a i and 02 may have been of a similar magnitude and therefore 0 was close 
to 1. On the basis of the slickenlines and the inferred 0 of approximately 1, a slip vector 
of 26/274 for dextral slip and 16/112 for sinistral slip will be used for the remainder of 
Reactive Transport and Fluid Pathways in Fracture-Controlled Flow Systems 48 
this paper. For simplicity these two kinematic phases will simply be referred to as 
dextral and sinistral respectively. 
As will be discussed further in Section 2.9.7, there is some overlap between the 
expected orientations of veins related to each kinematic phase. Incorrectly attributing 
veins to the wrong vein set would affect the average vein orientation and thus the 
inferred slip vector. If some Set 2 and Set 3 veins were incorrectly classified as Set 1 
veins, then this would imply that the actual slip vector had a lesser dip-slip component 
than has been suggested here. 
2.8.4 Relative displacements 
Net slip on the DAB Fault is poorly constrained. The maximum dip separation is 
>750m, but the strike separation is uncertain. This is further complicated by the fact that 
total displacement accumulated during three separate kinematic phases. 
While there are no unequivocal indicators of total displacement during normal slip, 
the DAB Fault's Andersonian geometry (for N-S extension), its ratio o f maximum net 
slip to fault length of approximately 0.03 (which is consistent with typical displacement 
to length ratio's e.g.. Fig. 8.50 in Fossen 2010), and the dominance of Set I veins in the 
DAB Fault's damage zone, all suggest that movement during the normal phase was the 
major component of total slip. 
Figure 2.7 highlights the fact that bedding rotation, locally to steep dips, constitutes 
a dominant process, in many of the macro-scale segment boundaries along the DAB 
Fault. No significant vein rotation was observed in association with the bedding 
rotation, suggesting that it occurred relatively early in the development o f these segment 
boundaries. Significant steepening of bedding is a feature common in normal fault 
relays, but relatively rare in strike slip faults (Walsh et al. 1999). This suggests that 
these segment boundaries formed during the initial normal phase of slip. Larger fault 
relays typically require higher displacements before breaching initiates (Childs et al. 
1995). Planar normal fault segments adjacent to relay zones with similar widths (0.5-
1km) and a similar extent of breaching to the macro-scale step-over zones in the DAB 
Fault typically have displacements in the order of hundreds of metres (Childs et al. 
1995; Tesfaye et al. 2008). Therefore, accumulated normal displacement on the 
bounding planar fault segments in the DAB Fault probably also needed to be on the 
order of hundreds of metres. This again indicates that normal slip was early in the D A B 
Fault's evolution and was associated with a significant component o f total 
displacement. 
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Evidence from the HAS network suggests total displacement during strike-slip 
reactivation was significantly lower than during normal slip. As mentioned in Section 
2.8.2, N W and NE striking normal faults within the HAS network are interpreted as 
normal faults that formed during dextral and sinistral reactivation respectively. These 
faults consistently have fault lengths and dip separations an order of magnitude less than 
the larger E - W faults. This suggests that displacement during both sinistral and dextral 
strike slip reactivation was an order of magni tude less than during normal slip. 
Further constraint on the amount of displacement during sinistral slip is provided by 
the left-stepping complex segment boundary illustrated in Figure 2.14. This step-over is 
hosted on an E - W striking fault in the HAS network. The left-stepping geometry of this 
segment boundary means that it was a dilational jog during sinistral strike slip 
reactivation; therefore the summed thicknesses of Set 3 veins can be considered a proxy 
for displacement. The summed vein thicknesses of all Set 3 extension veins associated 
with this step-over is approximately 3 - 5 m , an order of magnitude less than the 4 5 - 6 0 m 
of dip separation on the hosting E - W striking fault (Figure 2.12). This suggests that 
total displacement during sinistral slip was an order of magnitude less than the 
cumulat ive dip separation during normal slip. 
Overall , while there are no unequivocal indicators of displacement for each 
kinematic phase, it is probable that most of the total displacement was accumulated 
during normal slip. Displacement during dextral and sinistral slip was likely to be an 
order of magnitude less. 
2.8.5 Episodic f low 
The D A B Fault and HAS network contain a number of features that indicate multiple 
episodes of brittle failure and subsequent sealing by precipitation of hydrothermal 
calcite. For example: 
• b recc ia c las ts t h a t p r e s e r v e ea r l i e r b recc ia t ion a n d vein ing; 
• a d j a c e n t h y d r o t h e r m a l calci te c las ts wi th d i f f e r e n t c a t h o d o l u m i n e s c e n c e 
r e s p o n s e s ; 
• e x t e n s i o n vein n e t w o r k s w i t h c o m p l e x c r o s s c u t t i n g r e l a t ionsh ips ; 
• a d j a c e n t to t he PSZ, spac ing b e t w e e n para l le l e x t e n s i o n ve ins is c o m m o n l y 
< 1 0 c m . 
Repeated cycles of fracturing and sealing require that permeabil i ty and thus fluid 
f low is also episodic (Cox 1999; Miller and Nur 2000; Sibson 2001). Periods of high 
permeabil i ty associated with fracture growth are followed by a gradual decline in 
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permeabili ty as permeability destructive processes such as compaction, fracture healing 
and mineral precipitation dominate. Whether permeability decreases to a level where 
through-going flow ceases depends on the recurrence interval of brittle failure relative 
to the sealing rate. This will be discussed further in Section 2.8.8. 
2.8.6 Failure Conditions 
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Figure 2.23: Fai lure m o d e plots for 
8km depth in a normal fau l t ing reg ime . 
a) f a i l u r e enve lope for an op t imal ly 
or iented fault , f ai lure m o d e d e p e n d s on 
d i f ferent ia l stress: ex tens ion fai lure 
occurs if d i f ferent ia l s tress is < 4 T ; 
ex tens iona l - shear fai lure occurs if 
d i f ferent ia l s tress is be tween 4 T and 
2C/s in2Bopt ; and shear fa i lure occurs if 
d i f ferent ia l s tress is > 2 C / s i n 2 6 opt . 
Pa ths A and C represent e n d - m e m b e r 
fa i lure t ra jector ies : increas ing 
d i f ferent ia l s tress only (A) and 
increas ing ?.v only (C). Path H 
represents the inferred fai lure t ra jec tory 
for the D.AB Fault dur ing normal slip. 
b) Fai lure m o d e plot for react ivat ion o f 
the D A B Fault with vary ing degrees o f 
cohes ive s t rength recovery. C o h e s i v e 
s t rength o f intact rock is lOMPa. 
Strength recovery needs to be more 
than 3 5 % for the extens ional part o f the 
fa i lure enve lope to be accessed and 
more than 8 5 % for the ex tens iona l -
shear part o f the fai lure enve lope to be 
accessed . 
Brittle failure is controlled by a combinat ion of 
the stress state and fluid pressure. Tectonic 
loading increases shear stress and thus drives the 
rock mass towards the shear failure condition. 
Increases in fluid pressure can also drive the rock 
mass towards the shear failure condition by 
decreasing effect ive normal stress. However , if 
' the differential stress ( c i i - c t j ) is low enough, 
increasing fluid pressure can also push the 
effect ive minimum principal stress ( a s ' ) into the 
tensile field and thus change the failure 
mechanism from shear failure to extensional or 
mixed-mode failure. We will use failure mode 
diagrams, where the failure envelope is plotted as 
a function of the pore fluid factor = Pr/cTv), 
and differential stress (af ter Cox 2010) to 
investigate the relationship between stress state and 
fluid pressure on the D A B Fault. 
Figure 2.23a is a plot of the expected failure 
envelope for intact failure in an extensional tectonic 
regime. Depth (z) is 8km (see Section 2.4.1), tensile 
strength (T) is taken as 5MPa, cohesive strength 
(C) is assumed equal to 2T or lOMPa, and the 
coefficient of internal friction (p) is 0.75 (Byerlee 
1978; .laeger and Cook 1979; Sibson 2000; Cox 
2010). Under these conditions, shear failure 
requires a dilTerential stress >25MPa , extensional 
shear failure requires a differential stress of 
approximately 20"25MPa , and extensional failure 
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requires a differential stress <20MPa. Without further constraints there are a number of 
dif ferent pathways that can lead to brittle failure, with the end members being either 
increasing differential stress with constant Pr(e.g. , Path A of Figure 2.23a) or increasing 
Pf with constant differential stress (e.g.. Path C of Figure 2.23a). 
As established in Section 2.7.1, the damage zone of the DAB Fault contains a large 
number of extension veins. The geometric, spatial and temporal relationship between 
extension veining and shear failure during normal slip on the DAB Fault provides 
constraints on the failure path. To create both extension failure and shear failure during 
a single loading-failure cycle an initial differential stress of less than 4T (20MPa) and a 
failure trajectory that is dominated by increasing Pf rather than increasing differential 
stress (Path B of Figure 2.23a) is required. This loading path must eventually intersect 
the failure curve in the extensional field, indicating a ^v at failure of >0.93. 
Microfracture networks that develop prior to shear failure, similar to what is inferred 
here, have been observed during triaxial experiments in which fluid pressure is used to 
initiate shear failure ( B a m h o o m et al. 2010). Subsequently, the existence of open 
extension veins inhibits further Pf increases while still al lowing differential stress to 
increase. This forces the system into a trajectory along the failure envelope, through the 
extension and extensional-shear fields, until the brittle shear part of the failure envelope 
is intersected at a A,v of 0.9 and differential stress of 25MPa. The stress drop and 
reduction in fluid pressure (due to co-seismic fault dilation and subsequent reservoir 
draining) associated with brittle shear failure then returns the system to lower 
differential stress and lower Overall, this indicates that near-lithostatic Pf and low 
differential stress must have been relatively common in the DAB Fault during normal 
slip. 
Both Hilgers et al. (2006) and A m d t et al. (2014) cite the emplacement of the 
Hawasina nappes and Semail Ophiolite as an important control on the development of 
fluid overpressures within the autochthonous sedimentary sequence. In this context, 
fiuid overpressures could have been caused either directly, by burial of existing fluid 
reservoirs, or indirectly by driving fluid production via metamorphic dehydration 
reactions. 
Between episodes of brittle failure, most mid-crustal flow systems are dominated by 
progressive destruction of permeabili ty and recovery of cohesive strength (Tenthorey et 
al. 2003; Tenthorey and Cox 2006). The degree of cohesive strength recovery between 
failure episodes has important implications for maximum sustainable fluid pressure and 
the development of extension veins. Assuming T, and intact rock cohesion are the 
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same as for Figure 2.23a, i f cohesive strength recovery is less than 3.5MPa (i.e., 35 per 
cent recovery) then the extensional failure part o f the failure envelope cannot be 
accessed (Figure 2.23b). Continuing cohesive strength recovery beyond 3.5IVIPa 
increases the differential stress and lowers the k^ at which the extensional part o f the 
failure envelope can be accessed. At a cohesive strength of 6MPa (60 per cent 
recovery), differential stress needs to be <10MPa and Xy > 0.98 to access the 
extensional part of the failure envelope, while at a cohesive strength o f 8.5MPa (85 per 
cent recovery), differential stress needs to be <20MPa and A.v > 0.93. Importantly, even 
at 85 per cent strength recovery, the hybrid extensional-shear part of the failure 
envelope cannot be accessed. 
In most outcrops of the DAB Fault the majority of displacement is localised on the 
PSZ. Failure is unlikely to repeatedly localise on the PSZ without some contrast in 
material properties (i.e., variation in cohesive strength) between the fault and the host 
rock (Cowie et al. 1993). Therefore cohesive strength recovery between failure episodes 
was probably <100 per cent. Evidence for multiple phases of fracturing and calcite 
precipitation in some extension veins indicates that <100 per cent cohesive strength 
recovery was probably not restricted to the PSZ. If extension veins regained 100 per 
cent cohesion between failure episodes, then new fractures would be distributed more 
evenly rather than repeatedly localising along an earlier vein. Therefore typical cohesive 
strength recovery on the DAB Fault must have been >35 but <100 per cent. This also 
suggests that extensional shear was probably rare along the DAB Fault. Future work on 
the positive identification of extensional-shear veins in the fault system and constraining 
their timing would provide even more accurate constraints on the amount o f cohesive 
strength recovery between failure events. 
Accurate evaluation of A.v and differential stress during subsequent dextral and 
sinistral phases on the DAB Fault is more difficult, as a2 was out o f the plane of the 
fault by approximately 20°. This indicates that during dextral and sinistral reactivation 
the DAB Fault was misoriented with respect to an ideally oriented fault (also see 
Section 2.8.2). The extent to which this misorientation affects the failure mode analysis 
depends in part upon the difference in magnitude between the principal stresses. Since 
these variables are uncertain, we will examine the simpler end-member of pure strike 
slip on an optimally oriented fault. 
150 
( 0 , - 0 3 ) M P a 
Figure 2 .24: Failure mode plot comparing the failure 
envelopes for optimally-oriented normal and strike slip 
faulting at a depth of 8km. Higher X \ or higher 
differential stress is needed to initiate failure on a strike 
slip fault than on a normal fault. 
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T h e m a j o r d i f fe rence be tween an 
extensionai tectonic reg ime and a strii<e 
slip reg ime is the higher sus ta inable fluid 
pressures dur ing strike slip faul t ing (Figure 
2.24; Sibson 2004) . Under the same 
condi t ions as used in Figure 2.23a, 
extension failure of intact rock in a strike 
slip reg ime requires A.v > 0 .98 (c.f. 0.93 in 
an extensionai regime). Under the same 
condi t ions extensional-shear fai lure 
requires >.v > 0.96 (c . f 0 .90 in an 
extensionai regime) . Presuming that soon 
af ter rupture Pf in the downs t ream part of 
the system is hydrostat ic for both tectonic 
regimes , this leads to larger fluid gradients during strike slip reactivation. Making an 
assumpt ion of Darcy flow with identical permeabi l i ty ( 1 0 ' " m^) and fluid viscosi ty (lO'"* 
Pa.s), this indicates that fluid flux could be slightly larger in the strike slip reg ime than 
in the normal slip regime. 
The large number of Set 3 extension veins and to a lesser extent Set 2 extension 
veins at most outcrops indicates repeated cycles of extension failure in conjunct ion with 
strike slip brittle shear. This infers that the initial stress state and failure t ra jectory must 
have been similar to that during normal slip, i.e., an initially low different ial stress (< 
2 5 M P a ) and a fai lure t rajectory driven dominant ly by increasing fluid pressure. The 
constraints on post-fa i lure recovery of cohesive strength are also similar to those for 
normal slip. 
Al though a low initial different ial stress and high 5Pr/5(a|-CT3) pre-fai lure t ra jectory 
is cer tainly c o m m o n to all ma jo r slip phases, there is also local ev idence for shear 
fai lure under higher different ial stress. Microstructures in fault-fill calcite (Sect ion 
2.7.2.1 and Figure 2.19) indicate that brecc ia-producing wear processes overprint an 
earlier, more dilational phase of hydrothermal calcite precipitat ion. This may be 
indicat ive of increased shear stress and ef fec t ive normal stress at fai lure (Cox 2010) . 
Rare myloni t ic textures are also developed locally a long the D A B Fault and within 
the H A S network (Section 2.7.1.1). Viscous creep can occur be tween failure events ; 
however , there is a power law relat ionship be tween strain rate and different ia l stress, so 
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higher differential stress is required for significant plastic shear to accumulate (Cox 
2010). 
Both of the above examples indicate a lower 5Pf/5(cri-CT3) failure trajectory, i.e., 
somewhere between path A and path B in Figure 2.23a. Importantly, the wear breccias 
overprint hydrothermal vein calcite and the foliated fabrics typically overprint both fault 
breccias and veins. This suggests that the change from a high 5Pi /5(a i -a3) pre-failure 
trajectory to a low 5Pr/5(ai-a3) pre-failure trajectory may have been late in the 
evolution of the DAB Fault. This could be related to draining of the fluid reservoir or a 
change in the magnitude of differential stress. 
2.8.7 Damage Accumulation 
Damage zones are defined as the region, adjacent to the PSZ of a fault, where the 
abundance of subsidiary faults, fractures and veins is above the background levels that 
persist from the fault zone. Permeability enhancement is commonly localised within the 
damage zone of a fault (Cox 2005; Mitchell and Faulkner 2009). Therefore, 
understanding the evolution of damage accumulation, and when it forms in the seismic 
cycle, has important implications for understanding the distribution of permeability 
within a fault as it evolves during the seismic cycle, as well as over larger periods as 
displacement accumulates. 
Importantly, fault damage zones vary significantly between different fault systems. 
Faults in higher-porosity sandstones tend to have damage zones dominated by 
compaction bands and deformation bands (e.g., Johansen et al. 2005). Damage zones in 
faults hosted by low-porosity rocks often comprise networks of small shear fractures 
and very low dilation micro and macro-scale extension fractures (e.g., Mitchell and 
Faulkner 2009). An end-member of this style of damage zone is perhaps the 'pulverised 
rocks' observed in parts of the San Andreas, where the host rock retains its original 
texture, but becomes incohesive due to intense, low-dilation fracturing (Dor et al. 
2006a). In contrast, the DAB Fault and its spatially and kinematically related smaller 
faults have damage zones dominated by arrays of macroscopic, highly dilatant, calcite-
filled extension veins and lesser shear veins. This style of highly dilatant, extension 
vein-dominated damage zone is important because it is commonly found in faults that 
host orogenic Au and other styles of mineralisation (e.g., Robert et al. 1995; Cox 1999; 
Robert and Poulsen 2001). These environments are characterised by high fluid flux. 
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2.8.7.1 Mechanical models for extension vein formation 
There are a number o f different mechanical models that describe how extension 
fractures can form in the damage zone o f a fault (Wilson et al. 2003; Blenkinsop 2008; 
Mitchell and Faulkner 2009). In all o f these models the extension fractures form 
perpendicular to the near-field 03; however, in many cases the near-field stress regime is 
likely to be perturbed relative to the far field stress regime. Table 2.2 and Figure 2.25 
summarise some o f the different mechanical models for the formation o f extension 
fractures in the damage zone o f a fault and their expected orientations relative to the 
fault plane. These different processes can be placed in a seismogenic context by 
subdividing the models according to their t iming within the seismic cycle. 
Table 2.2: Summary of different mechanical models for extension fracture formation (also see 
Figure 2.25). Modified from Mitchell and Faulkner (2009). 
Damage 
mode l 
Angle between Notes 
vein & fault 
Regional 25-30° 
Fault linkage 25-30° 
Process zone, 20° and 70° 
Mode II tips 
Process zone, 45° 
Mode III tips 
Wear 0-90° 
Extension veins typically form prior to failure events 
and are distributed throughout rock mass, although 
highest vein densities are typically adjacent to the PSZ. 
Extension veins localised between interacting fault 
segments e.g., fault jogs and relays. Damage is elongate 
parallel to segment boundary. 
Extension veins localised at rupture boundaries 
perpendicular to slip direction. Damage is elongate. 
Extension veins localised at rupture boundaries 
parallel to slip direction. Damage is elongate. 
Extension veins localised at stress concentrations 
during slip on a frictional, irregular fault surface. 
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F i g u r e 2 . 2 5 : S c h e m a t i c d i a g r a m s o f s o m e m o d e l s f o r e x t e n s i o n v e i n d e v e l o p m e n t a s s o c i a t e d w i t h f a u l t i n g ( a f t e r 
W i l s o n 2 0 0 3 , B l e n l < i n s o p 2 0 0 8 , M i t c h e l l a n d F a u l k n e r 2 0 0 9 ) . a ) E x t e n s i o n v e i n i n g f o r m e d u n d e r a h o m o g e n o u s 
r e g i o n a l s t r e s s r e g i m e ( r e f e r r e d t o h e r e a s " r e g i o n a l v e i n s " ) . V e i n s s h o u l d b e d i s t r i b u t e d t h r o u g h o u t t h e r o c k m a s s i f 
e x t e n s i o n a l f a i l u r e is s t r e s s - d r i v e n , a l t h o u g h h i g h e s t v e i n d e n s i t i e s a r e s t i l l e x p e c t e d a d j a c e n t t o t h e P S Z . b ) E x t e n s i o n 
v e i n s f o r m e d d u r i n g f a u l t g r o w t h b y s e g m e n t l i n k a g e ( r e f e r r e d t o h e r e a s " f a u l t - l i n k a g e v e i n s " ) . V e i n s f o r m b e t w e e n 
i n t e r a c t i n g f a u l t s e g m e n t s s o t h e i r a l o n g - s t r i k e d i s t r i b u t i o n s h o u l d b e v a r i a b l e , c ) E x t e n s i o n v e i n s f o r m e d in t h e 
r u p t u r e t i p p r o c e s s z o n e . E x t e n s i o n v e i n s f o r m in z o n e s o f s t r e s s c o n c e n t r a t i o n a r o u n d r u p t u r e t i p s a n d a r e t y p i c a l l y 
n o t p e r p e n d i c u l a r t o r e g i o n a l a j d u e t o l o c a l r o t a t i o n o f t h e s t r e s s f i e l d . T h e l o c a l s t r e s s f i e l d d e p e n d s o n t h e m o d e o f 
f r a c t u r e , w h i c h in t u r n d e p e n d s o n t h e o r i e n t a t i o n o f t h e r u p t u r e b o u n d a r y w i t h r e s p e c t t o t h e s l i p d i r e c t i o n . V e i n 
o r i e n t a t i o n s f o r m o d e II r u p t u r e t i p s a r e i l l u s t r a t e d ( i . e . , 2 0 ° a n d 70") . d ) E x t e n s i o n v e i n i n g a s s o c i a t e d w i t h s l i p a l o n g 
a n i r r e g u l a r , f r i c t i o n a l s u r f a c e ( r e f e r r e d t o h e r e a s " w e a r v e i n s " ) . V e i n i n g is l o c a l i s e d a t s t r e s s c o n c e n t r a t i o n s a d j a c e n t 
t o i r r e g u l a r i t i e s in t h e f a u l t s u r f a c e . E x t e n s i o n v e i n s f o r m a t o r i e n t a t i o n s f r o m 0 - 9 0 ° d e p e n d i n g o n r o t a t i o n o f t h e 
l o c a l s t r e s s field. 
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2.8.7. /. 1 Extension fractures as precursors to fault rupture 
As established in Section 2.8.6, the formation of extension fractures in normal fault 
zones requires very low differential stress and near-lithostatic fluid pressures. Assuming 
that the rock mass already lies within this region immediately prior to rupture, pre-
rupture extension fractures can be induced either by increasing stress or by increasing 
fluid pressure. 
Stress-driven extension fractures will initially form at small-scale stress 
concentrations such as grain boundaries and then propagate laterally (Gallagher et al. 
1974; Engelder 1987). These extension fractures will initially form throughout the rock 
mass, with isolated clusters developing as peak stress is approached (Blenkinsop 2008; 
Mitchell and Faulkner 2009; B a m h o o m et al. 2010). Shear failure will initiate at one of 
these extension fracture clusters. 
Fluid-driven extension fractures may develop in fault systems connected to 
overpressured fluid reservoirs (Cox 2005). Some experimental evidence suggests that 
the density of fluid-driven, pre-rupture extension fractures in systems connected to an 
overpressured fluid reservoir is more heterogeneous than in stress-driven systems, with 
extension fractures being more localised adjacent to the fault trace, and fracture density 
increasing as the fluid reservoir is approached ( B a m h o o m et al. 2010). 
Importantly, permeabili ty enhancement associated with the growth of fluid-driven 
extension fractures (in response to loading and fluid pressurisation prior to fault rupture) 
can provide a positive feedback mechanism for increased fluid flux and accelerated 
fluid pressurisation prior to rupture. This may also be the case for stress-driven 
extension fractures if the pre-rupture fracture network becomes hydraulically connected 
to an overpressured reservoir. 
Since both stress-driven and fluid-driven extension fractures form prior to failure, 
they should both form at angles of 25 -30° to near-optimally oriented faults, 
perpendicular to the far-field 03 orientation. Their similar orientation means that 
differentiat ing stress-driven from fluid-driven pre-failure extension fractures is not 
possible based on field or microstructural observations alone. 
2.8.7.1.2 Extension fractures formed during dynamic rupture propagation 
At the tip of a propagating ear thquake rupture the local stress field becomes perturbed 
relative to the far-field stress (Di Toro et al. 2005; Rice et al. 2005). These dynamic 
stress changes are asymmetric across the mode II rupture tip. A zone of decreased 
differential stress will develop on one side of the mode II rupture tip, whereas a zone of 
increased differential stress will develop on the other side, with the sense of asymmetry 
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depending on the fault kinematics and direction o f rupture propagation (Figure 2.26; Di 
Toro et al. 2005). The magnitude o f the stress change and the amount o f rotation o f the 
near-field stresses relative to the far-field stresses depends primarily on the speed ot 
rupture propagation (Di Toro et al. 2005). 
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Figure 2.26: Variations in differential stress and expected extension vein orientation (biaclc lines) around a mode 11 
shear fracture tip propagating at subsonic speeds (0.6 • ) . This figure highlights the expected asymmetry o f extension 
fracture orientations either side of a propagating mode 11 fracture tip. It also highlights that extension fractures will 
form more readily on tensional side o f the propagating mode II fracture tip. This may be a contributing factor in the 
development o f the asymmetric damage zones commonly observed on the D A B Fault. Figure modified from Di Toro 
etal , 2005. 
Modell ing by Di Toro et al. (2005) indicates that extension fractures can form at 
angles o f up to 90° to the rupture plane at rupture velocities close to the shear wave 
velocity, whereas at higher or lower velocities the angle between extension fractures 
and the rupture plane is closer to 70°. The relative increases and decreases in 03 either 
side o f the fault mean that extension fractures are most commonly localised on the side 
o f the fault with decreased differential stress; however, fractures on both sides may be 
possible i f fiuid pressures are high enough. 
2.8.7.1. • Extension fractures ftjrmed in a fault process J)ne 
In addition to the dynamic modelling o f rupture tip stresses by Di Toro et al. (2005) and 
Rice et al. (2005), the concept o f the 'process zone' has also been used to understand 
the extension fractures formed at the tip o f a propagating fault (Blenkinsop and Drury 
1988; Cowie and Scholz 1992; Scholz et al. 1993; Reches and Lockner 1994; Vermilye 
and Scholz 1998). The distribution and orientation o f extension fractures inferred from 
process zone models share a number o f similarities with the dynamic rupture models o f 
Di Toro et al. (2005). Fractures have a distinct asymmetry either side o f a mode II fault 
tip, forming at angles o f approximately 20° to the fault on the compressional side o f the 
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fault and 70° on the tensional side of the fault (Table 2; Figure 2.25; Scholz et al. 1993; 
Wilson et al. 2003; Mitchell and Faulkner 2009). The sense of asymmetry in extension 
fracture orientations is the same as for the dynamic rupture models and depends on both 
the kinematics of the fault and the direction of propagation (Vermilye and Scholz 1998). 
At mode III fault tips, which Di Toro et al. (2005) did not model, extension fractures are 
symmetrical either side of the fault tip and are expected to occur at an angle of 
approximately 45° to the fault (Table 2.2; Figure 2.27; Wilson et al. 2003; Mitchell and 
Faulkner 2009). 
Strike-Slip Fault 
Extension veins at 
Mode II rupture tip: 
20° and 70° to fault 
Extension veins at 
Mode til rupture 
tip: 45° to fault 
Figure 2.27: Schematic diagram illustrating how process zone fracture orientations are expected to vary depending 
on the mode o f fracture and the direction o f rupture propagation. Process zone fractures at mode III (tearing) rupture 
tips are expected to form at 45° to the rupture plane on both sides o f the rupture tip. Process zone fractures at mode II 
(sliding) rupture tips are expected to be asymmetric across the rupture plane, forming at 20° to the rupture plane on 
the compressional side o f the rupture tip and 70° to the rupture plane on the tensional side o f the rupture tip. 
There are, however, several key differences between the dynamic rupture modelling 
of Di Toro et al. (2005) and the models for process zone development. 
1. While mesoscopic extension fractures are inferred to have formed as a 
result of dynamic rupture processes [Di Toro et al. 2005), models for 
process zone extension fractures are typically microscopic (Blenkinsop and 
Drury 1988; Vermilye and Scholz 1998]. 
2. Process zone extension fractures may extend further from the rupture tip 
than extension fractures formed during dynamic rupture propagation, 
although this will in part depend on variables such as the stress drop, 
rupture velocity, friction and poroelastic coefficients [Cowie and Scholz 
1992; Rice et al. 2005; Mitchell and Faulkner 2009], 
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3. P roces s z o n e s a r e n o t explici t ly m o d e l l e d as f o r m i n g d u r i n g se i smic fa i lu re 
a n d t h u s a r e typical ly t r e a t e d as f r a c t u r e a r r a y s t h a t d e v e l o p p r i o r to a fau l t 
r u p t u r e p r o p a g a t i n g t h r o u g h an a r e a (Cowie a n d Scholz 1992 ; B l e n k i n s o p 
2008). 
However, in a seismogenic context, the t ime between fracture formation and rupture 
propagation may be very small. The ongoing localisation of af tershocks around rupture 
tips after a rupture is arrested (King et al. 1994; King and Coeco 2001) indicates that 
shear failure and associated extension fracturing still occurs in the process zone post-
rupture. Therefore, in a seismogenic context, process zone extension fractures are most 
likely to be syn- or post-rupture, which again crosses over with the t iming of the 
dynamic rupture modelling. 
2.8.7. /. • Extension fractures localised at fault tin age sites 
Extension fractures can also form at linkage sites between separate fault strands. A 
common example of an extension fracture localised at a fault l inkage site is a wing 
crack. Wing cracks form at the tips of the shear-loaded fracture/fault (Segall and Pollard 
1983; Pollard and Segall 1987; Blenkinsop 2008). Field examples indicate that wing 
cracks occur at a range of scales (Engelder 1989; Kim et al. 2004; Kat tenhom and 
Marshall 2006) and are commonly oriented at 2 5 - 3 0 ° to near-optimally oriented faults, 
i.e., sub-perpendicular to the far-field 03 orientation (Mitchell and Faulkner 2009). 
However, the angle can obviously vary for non-optimally oriented faults. The t iming of 
these extension fractures in a seismogenic context has not been clearly established. 
However, wing cracks at linkage sites allow transfer of displacement near the fault tip to 
more distributed strain in the surrounding rock mass. This clearly implies the presence 
of a pre-existing discontinuity, so it is likely that wing cracks would form either syn- or 
post-rupture. 
2.8.7.1. • Extension fractures formed Mfe uxtaposition of geometric irregularities 
Fault surfaces show roughness at a wide range of scales (Power et al. 1987; Power and 
Tullis 1991). Therefore, fault slip events will commonly juxtapose geometr ic 
irregularities. Modelling of wavy frictional faults by Chester and Chester (2000) 
indicates that the juxtaposition of geometric irregularities can cause stress 
concentrations and also significant stress rotations. The local Oi - 0 2 plane and thus the 
orientation of extension fractures can vary from sub-perpendicular to sub-parallel to the 
fault (Figure 2.25c; Chester and Fletcher 1997; Chester and Chester 2000). Extension 
fractures formed by this process have been observed both experimentally (Friedman and 
b ) 
M o d e III tip 
Regional/Fault Linkage 
M o d e II tip 
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Logan 1970; Conrad and Friedman 1976) and in the field (Wilson et al. 2003; Mitchell 
and Faulkner 2009). 
2.8.7.2 Summary of extension vein orientations in the damage zone of the DAB 
Fault 
This section, and other sections 
throughout this thesis where 
comparisons are made between different 
vein sets, will predominantly focus on 
Set I and Set 3 vein sets only. This has 
been done for two main reasons: 
1. Set 2 veins are the least 
common vein set, so data is sparse and 
potentially less representative; 
2. As will be shown in Chapter 3, 
Set 2 veins almost always have 
and 613C compositions similar to the 
host rock and thus are less useful for 
understanding fluid pathways. 
2.8.7.2.1 Set 1 veins 
Set 1 veins, which are related to normal 
slip on the DAB Fault, have a wide 
range of orientations (see Section 2.5.2). 
The major concentration of veins is at 
approximately 25-30° to the average 
fault orientation (Figure 2.28a). 
However, there is also wider 
spread of vein orientations varying 
from sub-parallel to 45° to the average 
fault orientation, including a significant 
number of Set I veins formed at angles 
less than 20° to the fault. A few veins 
also dip more shallowly than the 
average fault orientation, although in 
Figure 2.28: Contoured stereonets of Set 1 (normal slip) 
and Set 3 (sinistral slip) extension veins. Tiie thick black 
great circles are the average orientation for the DAB 
Fault PSZ. The thick grey great circles are the planes 
containing the slip vector and the pole to the average 
fault orientation. The intersections between the thick 
grey great circle and the thin grey great circles represent 
different angles from the DAB Fault. Different angles 
between the extension veining and the fault infer 
different damage models, a) Set 1 veins with damage 
models for normal slip indicated. There is a contoured 
maximum at 25 -30° to the average fault orientation, 
within a broader concentration of veins that range from 
approximately 0 - 4 0 ° to the fault. Veins that strike 0 7 0 -
105° have not been included due to potential overlap 
with Set 3. b) Set 3 veins with damage models for 
sinistral slip indicated. There are contoured maxima at 
45° and 70° to the fault and a weaker concentration of 
veins at approximately 90° to the fault. Veins at angles 
<30° to the fault have not been included due to potential 
overlap with Set 1. 
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all cases this is by less than 10° and in outcrops where: 
1. the fault locally cons is ted of mul t ip le fault s t r ands , s o m e of which had dip 
d i rec t ions oppos i t e to t he average fault o r ien ta t ion; or 
2. the fault locally had a l ower dip angle t han the ave rage faul t o r ien ta t ion ; or 
3. the o r ien ta t ion of t he local PSZ could no t be m e a s u r e d . 
In terms of the spatial distribution of vein orientations, there is no difference 
between planar fault segments and complex segment boundaries. There is also no 
consistent difference in vein distribution between the footwall and hanging wall. At 
fault terminations, however, there is a significant change, with a higher proportion (9 
out of the 14) of Set I extension veins forming at angles of <20° to the fault. 
2.8.7.2.2 SetDveins 
Reactivation of faults complicates interpretation of vein orientation data because, as 
outlined in Table 2.2, there is a 90° range of possible vein orientations for any given slip 
direction. If a fault has been reactivated, there is a high probability of some overlap in 
the range of possible vein orientations for the different phases of movement. To 
eliminate this interference in the DAB Fault data, the area of expected overlap between 
the normal and sinistral phases of movement has been removed from the dataset for this 
analysis. 
This overlap significantly limits the evaluation of the sinistral slip related Set 3 
veins. However, there is still a strong concentration of Set 3 veins at approximately 45° 
to the fault and a broad spread of vein orientations between 45° and 90° to the fault 
(Figure 2.28b). There is also no strong difference in the distribution of vein orientations 
between planar fault segments, complex segment boundaries and fault terminations in 
Set 3. 
2.8.7.3 The origin of variations in vein orientation 
There is wide range of orientations associated with each vein set in the damage zone of 
the DAB Fault and also in many of the lower displacement subsidiary faults of the HAS 
network. While rotation during late doming could explain some small variations, the 
magnitude of these variations and the lack of any along-strike zonation in vein 
orientation (see Section 2.5.2) indicate that most of this variation is probably related to 
transient rotation of the near-field a ' orientation relative to the inferred far-field 
orientation. As illustrated in Table 2.2 and Figure 2.25, the angle between a fault and an 
associated extension vein, and thus the angle between the near-field and far-field c ^ can 
be used to infer the mechanical model by which the extension vein formed (Wilson et 
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al. 2003; Mitchell and Faulkner 2009). However, these are idealised models and it 
should be remembered that there are a number of variables that might affect vein 
orientation such as competency variations, curvature of the fault, and interactions with 
other fractures. 
It should also be noted that hand specimens (and thin sections) of the veins used in 
this analysis showed no evidence of an oblique opening direction or initiation in shear 
(although veins with minor, micro-scale shear reactivation as in Figure 2.20d do occur). 
Therefore, in as far as is practical, fault veins and extensional-shear veins have been 
excluded from this analysis and all veins are assumed to be extension veins. This 
assumption is further supported by results in Section 2.8.6, which demonstrated that 
extensional shear veins are unlikely to be a major contributor to damage accumulation 
unless there is close to 100 per cent cohesive strength recovery between each failure 
event. 
2.8.7.U.1 Set 1 veins 
The major concentration of Set 1 veins at approximately 25-30° is perpendicular to the 
expected far-field a^ orientation. Mechanical models for both 'fault linkage veins' and 
'pre-rupture veins' predict the formation of extension veins in this orientation. 
Extension veins associated with fault linkage would obviously be expected to be 
concentrated at fault linkage sites. However, there is no evidence for this on the DAB 
Fault. Meso-scale to macro-scale fault linkage sites on the DAB Fault tend to be very 
complex and do not fit with a simple wing crack model. Instead, these fault linkage sites 
commonly host an array of variably oriented extension veins and fault veins with 
complex overprinting relationships. While the increased density of extension fractures 
at fault linkage sites (see Section 2.7.1.3) suggests that they are likely to be zones of 
permeability enhancement, there does not appear to be a single mechanical model which 
adequately describes all the vein orientations observed. Instead, the variable orientations 
emphasise the highly variable stress fields that develop in geometrically complex slip 
zones such as fault-linkage sites. 
Given the broad spatial distribution of the 25-30° grouping of Set 1 veins, a pre-
rupture mechanical model is probably the best explanation for the formation of most of 
these veins. As stated previously, such pre-rupture extension fractures can form either 
due to changes in the stress state or increased fluid pressure, or some combination of 
both (Sibson 1996; Cox 2010). 
Brittle failure experiments by Bamhoom et al. (2010) have identified fundamental 
differences between stress-driven and fluid-driven systems in terms of when during the 
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loading-failure cycle through-going permeability (i.e., the percolation threshold) is 
reached. It appears that in stress-driven systems a through-going connected fracture 
network only develops post-failure, requiring linkage between the pre-rupture fractures 
and other syn-rupture and post-rupture extension fractures. In contrast, it was found that 
in fluid-driven systems, by the time peak stress is reached a connected 3D fracture 
network has already developed linking the fluid reservoir with the downstream part o f 
the system (Bamhoom et al. 2010). This indicates that during this pre-rupture stage of 
the loading-failure cycle, through-going permeability networks can be developed via 
fluid-driven extension fracturing alone. 
As stated in Section 2.8.7.1, it is not possible to differentiate unequivocally between 
extension fractures formed by increasing pore fluid factors from those formed by 
increasing differential stress by field evidence alone. However, results in Section 2.8.6 
indicate that failure on the DAB Fault for much of its history was associated with near-
lithostatic fluid pressures and thus extension fracturing was probably driven by 
increasing fluid pressure rather than increasing stress (path C in Figure 2.23). 
Importantly, regardless of the failure driver, formation of pre-rupture extension fracture 
networks requires very low differential stress. 
Also, regardless of the driver for extension failure, the predominance and broad 
distribution of veins oriented at 25-30° to the average fault orientation indicates that 
pre-rupture extension fracturing played a significant role in the development and 
distribution of permeability during normal slip displacement on the DAB Fault. 
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In addition to the extension fractures at 25-30° to the average fault orientation, 
there is also a concentration of normal slip 
related veins at angles from 0-20° to the fault. 
The only mechanical model for extension 
fracture formation in Table 2.2 that fits this range 
of vein orientations is extension fractures formed 
by the juxtaposition of geometrical irregularities 
in the fault surface. As stated earlier, 
juxtaposition o f fault surface irregularities can 
cause local rotation o f the maximum compressive 
stress, so extension fractures formed adjacent to 
these sites can vary in orientation from 0° to 90° 
to the fault (Chester and Chester 2000; Wilson et 
al. 2003). However, at the scale of an entire fault, 
the spread of vein orientations associated with 
this damage mechanism would be expected to be 
broadly symmetrical. I f there is a concentration 
o f veins sub-parallel to the fault, another 
concentration of veins sub-perpendicular to the 
fault would also be expected. Veins that are sub-
perpendicular to the fault are noticeably absent 
from the normal-slip related vein dataset and 
observations in wadis suggest that fault-related 
extension veins at high angles to the fault are 
Figure 2.29: Model for the development of 
fault parallel extension veins, a) Prior to failure u n c o m m o n . Therefore, these low-angle veins 
the orientation of extension veins is controlled 
by the regional stress, b) During rupture of the p r o b a b l y f o r m e d v i a a d i f f e r e n t p r o ce s s , 
fault, steeper sections of the fault such as those 
associated with more competent lithologies will 
dilate, causing rotation of the stress field, c) 
Fluid pressure drops in the fault system post- /\n a l t e r n a t i v e m o d c l f o r t h e d e v e l o p m e n t o f 
rupture, causing collapse of the fault and 
initiation of fault-parallel extension veins extension veins sub-parallel to the fault zone is 
(shown in red). 
that they formed as a result of post-failure 
collapse of fault sidewalls on dilatant fault segments (Figure 2.29). Observations of the 
DAB Fault and the HAS network indicate that there is minor refraction o f fault dip 
across lithological boundaries with significant competence contrasts (e.g., siltstone to 
massive limestone). During normal fault slip, steeper sections o f the fault will dilate, 
causing rotation of 03 to perpendicular to the free surface and a local reduction in P|. 
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T h e large 03' gradient across the free s u r f a c e can result in partial c o l l a p s e o f the v o i d . 
A t l o w dilation, this results in the format ion o f ex tens ion v e i n s a d j a c e n t to the c o l l a p s e d 
sect ion o f fault oriented perpendicular to local CT3. T h i s m e c h a n i c a l m o d e l is c o n s i d e r e d 
the most p lausible c a u s e o f l o w - a n g l e extens ion v e i n s in the D A B Fault . 
F i g u r e 2.30: Diagram illustrating how extension fractur ing associated with dilatant col lapse of s teeper-dipping fault 
segments within a normal fault can create permeabil i ty anisotropics. Steeper-dipping fault segments and associated 
fracturing will predominantly be localised within competent units, creat ing high permeabi l i ty zones parallel to 
layering. In contrast, permeabili ty perpendicular to layering will be lower as sur rounding layers of relatively 
incompetent rock will tend to be be less fractured. 
Extension ve ins formed via c o l l a p s e o f dilatant fault s e g m e n t s w o u l d be e x p e c t e d to 
open immediate ly after rupture. A d d i t i o n a l l y , they w o u l d be loca l ised o n l y in c o m p e t e n t 
units, and generate a s igni f icant permeabi l i ty anisotropy. In a s y s t e m with sub-
horizontal bedding , permeabi l i ty parallel to fault strike w o u l d be e x p e c t e d to be high, 
w h i l e vertical permeabi l i ty w o u l d be potentia l ly p o o r (F igure 2.30). 
2.8.7.D.2 Set Dveins 
A s prev ious ly stated, o v e r l a p b e t w e e n the e x p e c t e d orientations for Set I and Set 3 
extension v e i n s m e a n s that it is not p o s s i b l e to assess w h e t h e r v e i n orientat ions at 
re lat ively l o w angles to the fault (i .e., <30°) o c c u r in Set 3. H o w e v e r , w h a t is apparent 
is that there is a broad spread o f ve in orientations that inc ludes v e i n s at a n g l e s o f 
a p p r o x i m a t e l y 4 5 ° , 70° and 90° to the a v e r a g e fault orientation. T h e s e v e i n orientat ions 
d o not occur in Set 1. T h i s indicates that there is s o m e d i f f e r e n c e in the d e v e l o p m e n t o f 
extension fractures b e t w e e n the normal and sinistral k i n e m a t i c phases . 
T h e extension ve ins formed at a p p r o x i m a t e l y 4 5 ° to the fault h a v e a s imi lar 
orientation to those e x p e c t e d to d e v e l o p dur ing m o d e III rupture tip p r o p a g a t i o n . 
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whereas those at 70° to the fault have a similar orientation to fractures expected to 
develop in association with mode II rupture tip propagation (Figure 2.27; Vermilye and 
Scholz 1998; Di Toro et al. 2005). An additional grouping of extension veins at 20° to 
the fault is also expected in association with mode II rupture tips. However, the overlap 
between expected Set I and Set 3 vein orientations means that it is not possible to assess 
this. 
Importantly, the 12 sampling traverses that contain Set 3 veins (i.e., veins related to 
sinistral slip) oriented at approximately 70° to the DAB Fault are distributed along the 
length o f the D A B Fault without any obvious pattern. However, eight of these localities 
have veins o f this orientation recorded only on the north side of the fault trace, two 
localities have veins o f this orientation recorded only on the south side of the fault trace, 
and the remaining two localities are ambiguous as they do not have a single clearly 
defined PSZ. This apparent predominance of veins on the north side of the fault is 
similar to the pattern observed in syn-rupture pseudotachylyte veins by Di Toro et al. 
(2005). 
The I I Set 3 veins oriented at approximately 45° to the DAB Fault have no obvious 
across-strike pattern, although they do tend to occur more commonly at segment 
boundaries, which is not what would be expected for extension veins related to mode III 
rupture tips during strike-slip faulting. Further detailed work examining the spatial 
distribution o f different vein orientation sets is required to establish conclusively 
statistically significant patterns for both of these vein orientations. 
Why extension veining associated with mode II and III rupture tips would be 
common during sinistral slip but mostly absent during normal slip is also unclear. 
However, the potential implications for fracture connectivity and permeability 
distribution if macro-scale extension vein arrays can be reasonably attributed to rupture 
propagation processes mean that this is a concept that should be explored further. 
Mode II and mode III propagating rupture tips may have differing effects on the 
permeability structure of a flow system, due to the differing orientations of both the 
rupture tip itself and the associated extension vein arrays. For a purely strike-slip fault, 
an idealised mode II rupture tip will have a sub-vertical orientation, so the intersection 
of the fault tip with the associated sub-vertical extension veins will also be sub-vertical. 
I f extension veins are developed relatively homogeneously along the fault tip then this 
could produce relatively high vertical permeability due to connectivity between the 
rupture plane and numerous extension veins (Figure 2.27). In contrast, idealised mode 
HI rupture tips in a strike-slip fault would have a sub-horizontal orientation, so while the 
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intersection between fault and vein would still be vertical, the vein network will only be 
developed horizontally along the fault tip and any associated permeability will likely 
have limited vertical extent. Therefore, in strike-slip faults mode Ill-related extension 
vein networks may have smaller vertical permeability anisotropy than mode ll-related 
extension vein arrays (Figure 2.27). 
In addition to the concentration of vein orientations at 45° and 70° to the D A B 
Fault, there is also a minor cluster o f steeply dipping Set 3 vein orientations at 90° to the 
DAB Fault (Figure 2.28b). Some of these veins contain distinctive, blocky, clear calcite 
(as opposed to the more common white calcite) and cut all extension veins and fault 
breccias, suggesting that they may represent a post-fault vein set. However, other veins 
of this orientation contain white calcite and have clear cross-cutting relationships with 
Set 1 and Set 2 veins, but ambiguous cross-cutting relationships with other Set 3 veins, 
indicating that they probably formed at the same time as the other Set 3 veins, i.e., 
during sinistral reactivation. 
There are two plausible mechanical models that might explain the rotation o f the 
local stress regime so that fault-related extension veins form at 90° to the fault: 
1) syn-rupture stress rotations adjacent to a fault rupture tip, as modelled by 
DiToro et al. (2005); and 
2] an alternative, whereby these veins may have formed post-rupture in 
response to the juxtaposition of irregularities in the fault surface, as 
modelled by Chester and Chester (2000). 
It is not possible to differentiate these two alternatives with the available data; 
however, the possibility that the extension veins at 90° to the fault result from the 
juxtaposition of irregularities in the fault surface has interesting implications for fracture 
connectivity and permeability. 
Fault surfaces tend to become smoother with increasing displacement as asperities 
are removed (Power et al. 1988; Childs et al. 1996). Therefore, it is likely that in large 
displacement faults, such as the DAB Fault asperities, any extension fracturing 
associated with them will become more localised and isolated in 3D with time. 
Therefore, whether the permeability around these asperities plays an important role in 
through-going fluid flow is likely to be dependent on linkage with extension vein arrays 
formed via other processes during repeated seismic cycles. 
As well as the continuity of high-permeability zones, the other important factor to 
consider is the presence of permeability anisotropies. During the hundreds of metres o f 
normal slip on the DAB Fault many asperities that occur at scales of less than the 
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current meso-scale segmentation spacing (i.e., <250m) will likely have been removed. 
Many of the remaining small- to meso-scale asperities will be sub-vertical, sub-parallel 
to the slip direction (Power et al. 1987; Power et al. 1988; Power and Tullis 1991). 
During strike-slip reactivation, these remaining asperities will be perpendicular to the 
slip direction and thus will potentially become a locus of extension fracturing, creating 
zones of high vertical fracture connectivity and permeability. A similar process is 
expected adjacent to meso-scale and macro-scale fault bends and jogs . The larger j ogs 
and bends are expected to have longer down-dip continuity of dilatant fracture arrays 
and thus higher vertical hydraulic connectivity. 
2.8.7.4 Summary 
The variability in vein orientations associated with each stage in the kinematic evolution 
of the D A B Fault and its subsidiary, lower displacement faults indicates that significant 
reorientation of near-field stresses occurred during loading-failure and fluid 
pressurisation cycles. Since the orientation of near-field stresses varies both in time and 
space, the processes whereby various extension vein orientation sets formed can be 
inferred from their orientation and spatial distribution (Wilson et al. 2003; Blenkinsop 
2008; Mitchell and Faulkner 2009). Placing the extension veins into this context and 
understanding the spatial distribution and potential permeability anisotropics that may 
be associated with different mechanical models gives an insight into the complex 
permeabili ty distribution and thus the potentially tortuous flow pathways that are likely 
to be present in a fault during a single loading-failure cycle. This is further complicated 
by the fact that with successive loading-failure cycles the rupture tips will shift, segment 
boundaries will evolve, and asperities will be removed; resulting in a constantly 
changing permeabil i ty structure. 
2.9 Modem analogues 
This section will examine some modem examples of seismogenic permeabili ty 
enhancement in active faults as potential analogues for the processes that created 
permeabili ty in the DAB Fault, its damage zone, and the associated network of minor 
faults that surround it. 
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2.9.1 Origin of episodic slip 
The mechanics of the DAB Fault have been linked to episodic loading and failure 
cycles in Section 2.9.5 and 2.9.6. What has not yet been established is the nature of 
these failure events. 
Earthquakes are an obvious example of episodic failure common to most active 
faults in the upper crust. There is also evidence of large-scale post-rupture and pre-
rupture fluid redistribution associated with some recent mainshock-af te r shock 
earthquake sequences (Chen et al. 2001; Husen and Kissling 2001; Chiarabba et al. 
2009; Di Luccio et al. 2010). 
Earthquake swarms (i.e., clusters of small-magnitude earthquakes without an 
obvious main shock) have also been associated with significant fluid redistribution from 
overpressured fluid reservoirs in the upper crust (Cappa et al. 2009; Koch and Heinicke 
2011; Yukutake et al. 2011). However, earthquake swarms tend to repeatedly reactivate 
only short fault segments, typically only a few kilometres long. Accordingly, repeated 
swarm activity alone is unlikely to result in the development of a large displacement 
fault such as the DAB Fault and its associated lower displacement fault network. 
Episodic tremor and slip (ETS) is another form of episodic slip that appears to be 
associated with the redistribution of pore fluids (Kodaira et al. 2004; Shelley et al. 2006; 
Audet et al. 2009). This slip phenomenon involves recurring slow slip on the fault 
interface combined with synchronous non-volcanic tremors (Schwartz and Rokosky 
2007). However, ETS has been observed only on plate boundary faults (e.g., the 
Cascadia Subduction Zone, San Andreas Fault, and the Alpine Fault in New Zealand) 
and at depths significantly greater than the 8 - I O k m inferred for the presently exposed 
structural levels of the DAB Fault (Rogers and Dragert 2003; Obara et al. 2004; Nadeau 
and Dolenc 2005; Wech et al. 2012). This indicates that it is unlikely that fluid flow on 
the DAB Fault was related to ETS. 
Aseismic slip is most common either at shallow depths (<6km) where granular flow 
is a dominant deformation mechanism, or in the mid to lower crust ( > l 2 k m ) , where 
dislocation creep and/or dissolution-precipitation creep become the dominant 
deformation mechanisms (Sibson 1983; Scholz 2002; Fagereng and Toy 2011 and 
references therein). However, aseismic slip has also been inferred for a number of active 
faults within the seismogenic zone of the upper crust (Demoulin 2006; Rolandone et al. 
2008; Sabadini et al. 2009). There are a number of hypotheses for the cause of aseismic 
slip on these faults including: 
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• the presence of low friction or velocity strengthening material such as 
phyllosilicates in the fault (Collettini et al. 2009; Schleicher et al. 2010; 
Carpenter et al. 2012); 
• increased fluid pressure (Rice 1992]; 
• fluid-assisted pressure solution creep [Gratier et al. 2011]; or 
• a combinat ion of some or all of these mechanisms (Holdsworth etal . 2011). 
However, the large majority o f upper crustal faults between 6 and 12km in depth 
accumulate most o f their slip through seismic failure (Scholz 2002). Therefore, 
regarding the DAB Fault as seismic and thus inferring that the episodic slip for the 
D A B Fault is most likely related to repeated seismic cycles is a useful starting point 
(Fagereng and Toy 2011). This inference is also supported by the calcite-dominant 
mineralogy of the DAB Fault, which is less conducive to high aseismic slip rates 
compared with quartzo-feldspathic fault rocks (Gratier et al. 2011); it is also supported 
by the lack of foliation in the DAB Fault except as a localised, late overprint. 
2.9.2 The 1997 Umbria-Marche earthquake sequence 
As mentioned previously, there are a number of recent earthquakes where Vp/Vs 
anomalies have been observed that potentially indicate large-scale fluid redistribution. 
Some of these include the Antofogasta earthquake, Chile, 1995 (Husen and Kissling 
2001); the Umbria Marche earthquake sequence, Italy, 1997 (Chiarabba et al. 2009); the 
Chi Chi earthquake, Taiwan, 1999 (Chen et al. 2001); and the L'Aquila earthquake, 
Italy, 2009 (Di Luccio etal. 2010; Lucente et al. 2010). 
The 1997 Umbria-Marche earthquake sequence provides an especially relevant 
example because it was hosted by a normal fault system largely within a Mesozoic 
limestone sequence similar to that hosting the DAB Fault system. The Umbria-Marche 
sequence consisted of six large earthquakes (Mw>5) occurring through September and 
October of 1997 and thousands of aftershocks (Figure 2.31; Chiaraluce et al. 2003; 
Chiaraluce et al. 2004). All o f the M„>5 earthquakes and most aftershocks have normal 
slip focal mechanisms, although sequences of strike-slip aftershocks and rare reverse 
aftershocks also occurred (Chiaraluce et al. 2004). Similarly diverse focal mechanisms 
have also been observed in other seismic sequences, e.g., the Canterbury sequence. New 
Zealand, 2010 (Beavan et al. 2012), 
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Figure 2.31: Map of all Umbria-Marche earthquakes with Md>2.5 over a period o f approximately 40 days after the 
itiitial main shock. Focal mechanisms and moment magnitude are indicated for the 8 largest earthquakes (numbering 
is time-sequential). Colour coding of earthquake epicenters according to time after the main shock indicates a clear 
southwards migration o f seismicity. Figure modified from Chiaraluce et al (2003). 
There are several features that make the 1997 Umbria-Marche sequence especially 
interesting. First, there is a clear pattern of southeastward migrating seismicity. 
Chiarabba et al. (2009) have demonstrated that this migration o f seismicity is associated 
with a migrating region of elevated Vp/Vs, indicating the presence of a migrating fluid 
pulse that may have been a significant control on the triggering of seismicity. The 
second unusual feature is that one of the large M„>5 ruptures and at least 18 per cent o f 
the aftershocks (locally this percentage is much higher) are not accounted for by 
increases in Coulomb stress (Nostro et al. 2005). In particular, the concentration o f 
aftershocks in the hanging wall of several major ruptures is inconsistent with purely 
stress-driven triggering of the aftershock sequence (Miller et al. 2004). Instead, these 
aftershocks are attributed to a high-pressure fluid pulse that self-generated permeability 
as it migrated upwards and away from the mainshock rupture (Miller et al. 2004). 
The initial Umbria Marche rupture (Mw 5.7) triggered aftershock seismicity and 
associated permeability enhancement over an area of approximately 400km^ over a 
depth range of 6-8km, and over a period of at least one month. As detailed in the 
previous paragraph, this period of rupture-controlled permeability enhancement is 
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interpreted as being associated with major vertical and lateral fluid redistribution. 
Applying this concept to the DAB Fault, a major rupture (i.e., Mw ==6) on the DAB Fault 
might generate permeability along 13-14km of strike length. The subsequent aftershock 
sequence would probably include roughly 1 Mw«5, 10 M„s;4, 100 Mw~3 and >10,000 
lVIvv<2 aftershocks. These aftershocks would be distributed along strike, across strike on 
subordinate faults (e.g., the HAS network), and potentially on other large, nearby faults. 
This represents a large area of permeability enhancement. The migration o f seismicity 
in the Umbria Marche earthquake sequence also suggests that the locus of high-fluid 
flux is likely to shift during a single seismic sequence, and fluid pathways may include 
a significant along-strike component of migration. 
Estimates for the rate of post-failure permeability destruction are mostly based on 
high-temperature experiments (e.g., Brantley et al. 1990; Zhang et al. 2001; Tenthorey 
et al. 2003; Tenthorey and Cox 2006). While extrapolating these results to lower 
temperatures and larger scales involves inherent uncertainty, they do provide some 
order of magnitude estimates on sealing and cohesive strength recovery. The results of 
Tenthorey and Cox (2006) suggest that for the DAB Fault, a post-rupture cohesive 
strength recovery of lOMPa would take between one month and ten years. Aftershock 
sequences following moderate earthquakes typically last less than a year and so are 
unlikely to extend the timeframe for cohesive strength recovery by an order o f 
magnitude. Therefore, given expected earthquake recurrence intervals of between 100 
and 10,000 years (Nicol et al. 2005), it is likely that permeability will decrease below 
the percolation threshold and through-going fluid flow will cease during the 
interseismic period. 
Empirical relationships between rupture length and slip during earthquakes (Wells 
and Coppersmith 1994) indicate that seismic rupture of the entire 25km length of the 
DAB Fault in an extensional tectonic regime would result in maximum displacement of 
approximately 75cm. Therefore, to accumulate >750m of dip-slip displacement and a 
smaller but unquantified component of strike slip movement would require more than 
1,000 M „ = 6 rupture events and associated high-low permeability cycling. Each large 
rupture would also be associated with hundreds to thousands of aftershocks, with 
Mw>2.5 (i.e., rupture lengths >IOOm). Within the greater DAB Fault network there are 
a large number of heterogeneously distributed small faults with strike lengths varying 
from several metres to several hundred metres. These faults are likely to have been 
activated during microseismic activity (Mw<2.5) associated with these aftershock 
sequences. 
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Assuming an average recurrence interval on the D A B Fault of 1000 years for ma jo r 
ruptures, the net slip could have accumulated in a period of approximately lO'' years. 
However, in a system where brittle failure is fluid-driven, recurrence intervals are likely 
to be dependent on fluid recharge rates in the upstream part of the system. Recurrence 
rates for faults undergoing fluid-driven failure are not well constrained and may be 
significantly shorter. 
2.10 Conclusions 
This study has defined three major extension vein sets in the D A B Fault and in the 
associated HAS network. On the basis of these extension veins and other kinematic 
indicators, three kinematic phases are interpreted on the D A B Fault. The first phase of 
movement involved dominantly normal slip and accommodated most of the dip-slip 
displacement on the fault. This was followed by a dextral-normal reactivation and then 
a sinistral-normal reactivation. Displacement during sinistral slip is approximately an 
order of magnitude less than for the initial normal phase of movement . Displacement 
during dextral-normal slip is not well quantified, but is estimated to be similar to or less 
than displacement during sinistral slip. 
Although there is a clear change from dominantly normal kinematics to strike-slip 
kinematics during the evolution of the DAB fault system, some confl ict ing age 
relationships occur between some Set I and Set 3 extension veins. There may be a 
number of reasons for these conflicting age relationships. Some Set 1 extension veins 
have been weakly reactivated in shear and this can give the impression that these veins 
formed much later. Rotation of the local stress field relative to the regional stress field 
during different stages of the loading-failure cycle may also explain some of these 
apparently conflicting age relationships. The different mechanical models for extension 
vein formation (as detailed in Section 2.8.7) define a theoretical range in orientations of 
up to 90° for extension veins related to a single kinematic phase. Therefore, extension 
veins formed during different kinematic phases could have very similar orientations, 
thus giving apparently conflicting age relationships. Significant post-failure local stress 
rotations are also indicated by the focal mechanism diversity in some m o d e m aftershock 
sequences, e.g., the 1997 Umbria-Marche sequence (Chiaraluce et al. 2004) and the 
2010 Canterbury sequence (Beavan et al. 2012). 
The intimate relationship between extension veining and fault ing during both the 
normal and strike-slip phases is clear evidence for near-lithostatic fluid pressures at 
Reactive Transport and Fluid Pathways in Fracture-Controlled Flow Systems 75 
failure throughout the development of the fault system. This indicates a high oPr/5(ai-
03) pre-failure trajectory during all kinematic phases. This model o f fluid-pressure 
driven failure is similar to what is inferred for a number of moderate to large ruptures 
and aftershocks during the 1997 Umbria-Marche earthquake sequence in Italy (Miller et 
al. 2004). 
Repeated cycles of fault rupture and sealing are indicated by multiple phases of 
brecciation in the fault core and repeated opening and sealing of large extension vein 
networks adjacent to the fault zone. This in turn indicates episodic cycling of 
permeability, with permeability enhancement during failure and permeability reduction 
post-failure. Since the main driver for failure is increasing Pr, these episodic failure and 
flow cycles may be linked to episodic breaching of overpressured fluid reservoirs. A 
similar behaviour can be seen in many modem seismic sequences (Chen et al. 2001; 
Husen and Kissling 2001; Chiarabba et al. 2009; Di Luccio et al. 2010; Lucente et al. 
2010). This supports the inference that the episodic processes observed in the DAB 
Fault and HAS network may also be linked to the seismic cycle. 
Both the distribution of slip between different elements of the fault zone and the 
intensity of extension veining varies considerably along strike. Extension veining in 
some parts o f the DAB Fault is more intense and complex (e.g., terminations, splays 
and step-overs) than in other parts (e.g., planar segments). For the same location there 
can also be differences in extension veining between the different kinematic phases. 
This indicates that the distribution of permeability was highly variable both in space and 
in time. The same is also true for the HAS network. Some parts of the HAS fault 
network are similar to the DAB Fault, with damage dominated by the normal phase of 
slip. However, other parts appear to have been most permeable, or in some cases active 
only during the strike-slip phase of the kinematic history. Overall, these observations 
indicate that high-permeability zones within the fault network have a very 
heterogeneous distribution which is inferred to have changed repeatedly during the 
evolution of the fault system. 
Extension vein orientations associated with each individual kinematic phase are 
highly variable, indicating transient but significant variations in the local stress field 
away from regional stress field orientations. This may be related in part to the 
temporally and spatially variable distribution o f different mechanical models for 
extension vein formation. 
Permeability enhancement associated with pre-rupture growth of extension 
fractures potentially provides a positive feedback mechanism for increased fluid flux 
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and accelerated fluid pressurisation of the fault. Extension fracture arrays formed during 
or soon after rupture events near rupture tips, geometric or frictional asperities, and at 
step-overs, further enhance local permeability in the damage zone. In particular, 
preferential permeability enhancement may occur near rupture tips and fault linkage 
zones. However, the locations of permeability enhancement associated with rupture tips 
will likely be different for successive rupture events unless asperities cause rupture 
arrest repeatedly at the same locations. In contrast, long-lived fault bends and step-overs 
are expected to be sites o f repeated permeability regeneration and could therefore host 
high fluid fluxes if connected to overpressured reservoirs 
At the local scale, the continuity o f permeability and also the direction of 
permeability anisotropics may differ between these different mechanical models. 
However, fluid flow through a fault system is dependent on large-scale connectivity o f 
permeability between the upstream reservoir and downstream parts o f the system. 
Therefore in large fault systems, through-going connected permeability is likely to be 
dependent on the interaction between extension veins (and shear veins) formed via 
multiple mechanical models rather than via any single model. 
O f particular significance for the permeability evolution o f the DAB Fault and HAS 
network is the major change from normal kinematics to sinistral kinematics late in the 
deformation history. This kinematic change has reactivated normal fault relays as 
steeply plunging dilational and contractional jogs. This provides capacity for further 
enhancement of permeability at these sites and potentially increases vertical hydraulic 
connectivity within the fault system after strike-slip ruptures. In the next chapter it will 
be shown, using stable isotope systematics, that this change in kinematics in the DAB 
Fault system has substantially influenced fluid flux in the system. 
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3.1 Introduction 
T h e fo rmat ion o f hydro the rmal minera l depos i t s requires large fluid f luxes to be 
focused into a re lat ively small area (Hen ley et al. 1985; Fy fe 1987; C o x 1999; C o x et al. 
2001) . A large n u m b e r of these hydro thermal mineral depos i t s are hosted within fault 
sys tems , indicat ing that these s t ructures can act as m a j o r f luid condui ts in the upper 
crust (Cox et al. 2001 ; Sibson 2001) . Fai lure in fault sys tems can be dr iven by either 
stress or fluid pressure . However , the c o m m o n 
spatial and tempora l associa t ion be tween faul ts and 
extension veins indicates that whe re fault sys tems 
breach overpressured fluid reservoirs , f luid pressure 
is c o m m o n l y a m a j o r dr iver of shear fa i lure (Cox 
2010) . 
Figure 3.1: Idealised pre-rupture fluid pressure prof i le in tlie upper 
crust . Large fluid pressure gradients develop across seal zones, whi le 
above and below the seal the fluid pressure gradient is hydrostatic. 
When a f racture network breaches these seals, hydraulic connect ivi ty 
is es tabl ished between fluid compar tments and the suprahydrostat ic 
fluid pressure gradient drives transiently large fluid f luxes as the 
sys tem moves towards a hydrostat ic fluid pressure profile. 
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Overpressured fluid reservoirs typically form beneath low-permeability seals within 
a fault system. This results in a large (suprahydrostatic) vertical fluid pressure (Pr) 
gradient across the seal. Fracturing associated with shear failure can form a connected 
network across this seal, allowing high-flux fluid transport from the high Pf 
compartment into the low Pf compartment (Figure 3.1). However, fluid flow in these 
fracture-controlled systems is inherently dynamic. During successive seismic cycles, 
permeability generating processes, such as fracture growth and brecciation, compete 
with permeability destruction processes, such as compaction, mineral precipitation and 
fracture healing (Brantley et al. 1990; Tenthorey et al. 2003; Cox and Ruming 2004; 
Micklethwaite and Cox 2004). This results in episodic flow and changing fluid 
pathways with time (Miller and Nur 2000; Cox 2005, 2007). 
Spatial and temporal variations in the stable isotope geochemistry of minerals that 
were precipitated in veins and breccias during fluid-flow have been used previously to 
explore how fracture-controlled flow systems evolve (e.g., Dietrich et al. 1983; Rye and 
Bradbury 1988; Barker et al. 2006; Cox 2007; Molli et al. 2010; Meneghini et al. 2012). 
The underlying concept behind using stable isotopes to understand fluid flow is 
summarised in Figure 3.2. Initially a seal separates host rock and an isotopically distinct 
external fluid reservoir (t=0). When fault-related fracturing breaches the seal, fluid 
flows from the external fluid reservoir into the host rock ( t=l ) . As the fluid migrates 
through the system, isotopic exchange between the fluid and the host rock progressively 
6 '®0 of fluid in equi l ibr ium 
with host rock 
Isotopic front 
Figure 3.2: Model of a ID flow system 
undergoing kineticaiiy-controlled isotopic 
exchange (modified from Cox, 2007). At time 
(t)=0 the external reservoir and host rock are 
separated by a seal. When that seal is breached, 
fluid flows from the external fluid reservoir into 
the host rock, undergoing isotopic exchange with 
the host rock as it is transported along the flow 
path. Fluid flux increases with time and the 
isotopic front migrates through the system in the 
direction of flow. 
6 '=0 of externally 
derived fluid 
reservoir 
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shifts the fluid towards isotopic equilibrium with the host rock (t=l) . The shape of the 
curve in Figure 3.2 depends on the flow rate and the rate of isotopic exchange between 
the fluid and host rock. The position of the curve along the flow path is typically 
measured in terms of the isotopic front, which can be approximated as the mid-point 
between the initial fluid composition and the composition of a fluid in equilibrium with 
unaltered host rock. With time and increasing fluid flux the isotopic front migrates in 
the direction o f flow. I f flow rate and the rate o f isotopic exchange are constant, then 
stable isotope compositions of fluids closer to the external reservoir composition 
indicate shorter transport distance and/or higher time-integrated fluid flux. In this study 
we assume that the fluid and hydrothermal calcite precipitating from the fluid are in 
isotopic equilibrium. 
The model in Figure 3.2 assumes continuous flow, yet in a fault-hosted, fracture-
controlled flow system episodic flow is probably typical (Cox 1999; Miller and Nur 
2000; Sibson 2001). However, even with this limitation a continuous flow model can 
still create a useful conceptual framework for understanding how the isotopic front 
evolves through time. If the same fluid pathways are reactivated through multiple 
seismic cycles then episodic flow should closely approximate the continuous flow 
system model in Figure 3.2. If new fluid pathways are developed during each cycle then 
the isotopic front may move in more complex ways with time (Cox 2007). 
This chapter combines stable isotope analysis with structural mapping to explore 
the distribution of vein calcite carbon and oxygen isotopic compositions in the DAB 
Fault system; a large fault system in the Jabal Akhdar dome of northern Oman. The 
carbon and oxygen stable isotope compositions will be used as proxies to map spatial 
and temporal variations in the distribution of fluid flux within the fault network. In 
particular, we will explore: 
1. Temporal variations in vein calcite carbon and oxygen isotopic 
compositions, to explore how fluid flux evolved and particularly how high-
flux fluid pathways evolved during the structural evolution of the DAB 
Fault system. 
2. Along-strike variations and their relationships to structural complexity such 
as jogs, relays, fault terminations and splays. 
3. Across-strike variations within the damage zone of the DAB Fault. 
4. Differences in carbon and oxygen isotopic compositions between veins from 
the high-displacement DAB Fault and veins from lower-displacement 
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members of the fault network, to explore partitioning of f low within the 
fault network. 
We will also examine how temporal and spatial variations in fluid flux within the 
fault system can be interpreted in a seismogenic f ramework within which competi t ion 
between largely co-seismic permeability enhancement processes and interseismic 
permeability destruction processes regulate the flow regime. 
3.2 Geological Setting 
Northern Oman is a part of the Alpine-Himalayan chain and its geology records a 
protracted tectonic history. The geology in this area can be broadly split into three parts: 
a pre-obduction autochthonous sedimentary sequence, al lochthonous thrust sheets and a 
post-obduction autochthonous sedimentary sequence. The Jabal Akhdar dome, which is 
the field area for this study, is a 2500km^ antiformal dome in northern Oman. It fo rms a 
tectonic window through the allochthonous thrust sheets into the underlying pre-
obduction autochthonous sedimentary sequence (Figure 3.3). 
Figure 3.3: Simplif ied geological map of 
northern Oman . The Jabal Akhdar dome is an 
ant i formal s tructure creat ing a tectonic window 
through the obducted Semail Ophiolite and 
Hawas ina nappes into the underlying 
au tochthonous sedimentary rocks. The box in 
the regional map ( top right) indicates figure 
location. 
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Glennie et al. (1973) subdivided the pre-obduction autochthonous sedimentary 
rocks into two units: A and B. Unit A consists o f Late Proterozoic to Ordovician, rift-
related carbonates and siliceous clastics (Lovelock et al. 1981; Al-Lazki et al. 2002). 
This sequence was folded prior to being unconformably overlain by Unit B. Unit B is a 
2500m thick, Permian to late Cretaceous sequence o f dominantly passive margin 
carbonates (Hanna 1990; Pratt and Smewing 1993). Unit B hosts the fault network that 
is the focus o f this study, the stratigraphy o f which is summarised in Figure 3.4. 
During the period between 108Ma and 95Ma, a northeast-dipping intra-oceanic 
subduction zone formed outboard o f the passive margin upon which Autochthonous 
Unit B was deposited (Figure 3.5a). This subduction zone reached the passive margin 
by about 931VIa, and cessation o f sedimentation at the passive margin by 90Ma marks 
the sealing o f the basin by southwards obduction o f allochthonous thrust sheets (Figure 
3.5b; Rabu 1988; LeMetour et al. 1990; Warburton et al. 1990; Glennie 1995). The 
Hawasina nappes form the lowermost o f these thrust sheets and consist o f continental 
margin to deep marine sedimentary rocks that were deposited outboard from 
Autochthonous Unit B during the Permian to late Cretaceous (Glennie et al. 1973). The 
Semail nappes overlie the Hawasina nappes and consist o f a <12km thick sequence o f 
relict Cretaceous Neotethyan oceanic crust (Shelton 1990; Breton et al. 2004). 
Whi le the allochthonous units were being obducted, the underlying passive margin 
began to subduct to the north. Peak metamorphism in Autochthonous Unit B sediments 
in the Saih Hatat area marks the cessation o f subduction at 86-79Ma (Al leman and 
Peters 1972; Warren et al. 2003). Cessation o f subduction is thought to be related to 
either the detachment o f an eclogitic root (Figure 3.5c; Searle et al. 2004) or 
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Figure 3.5: Interpreted tectonic 
sequence for northern Oman 
during the Cretaceous and early 
Tertiary. At approximately 1 lOMa 
an active ridge existed outboard of 
the Oman passive margin. By 
93Ma the plate boundary had 
switched from divergent to 
convergent and a subduction zone 
had reached the passive margin. 
Subduction of the passive margin 
continued until sometime between 
66Ma and 79Ma, when break off 
of the lower slab or delamination 
of the lower crust caused a switch 
to exhumation. Exhumation of the 
Jabal Akhdar to shallow upper 
crustal levels and sub-aerial 
exposure of the Saih Hatat was 
complete by approximately 66Ma. 
delamination in the lower crust or mantle (Chemenda et al. 1996; Breton et al. 2004). 
Subsequently the passive margin sedimentary rocks were exhumed to relatively shallow 
levels, presumably as a result o f isostatic forcing (Breton et al. 2004; Searle et al. 2004). 
Obduction o f the upper plate also ceased at some time between 80Ma and 68Ma 
(Warburton et al. 1990; Breton et al. 2004; Searle et al. 2004). Between 84Ma and 
71 Ma, synchronous with exhumation o f the subducted passive margin sequence and late 
to post-obduction, a normal-fault network developed in the lower plate, throughout 
much o f what is now northern Oman (Filbrandt et al. 2006). 
Parts o f the Saih Hatat have been emergent since the Late Cretaceous (Figure 3.5d), 
as indicated by clasts o f Saih Hatat rock in the post-obduction Al Khawd Formation 
(Mann et al. 1990; Searle et al. 2004). However, the bulk o f the uplift and doming seen 
in the Jabal Akhdar region is interpreted to have occurred between 7Ma and 4Ma 
(Searle 1985; Glennie 1995; Poupeau et al. 1998). This uplift is broadly synchronous 
with another phase o f extensional faulting in younger post-obduction sedimentary rocks 
along the northern margin o f the dome, possibly indicating gravity tectonics (Mann et 
al. 1990). Reactivation o f Cretaceous normal faults within the Jabal Akhdar dome was 
only minor during the 7Ma-4Ma phase o f uplift (Mann et al. 1990). 
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3.3 Normal Faulting in the Jabal Akhdar Dome 
3.3.1 Regional Network 
An extensive network of faults has been mapped across the Jabal Akhdar dome 
(Beurrier et al. 1986; Bechennec et al. 1992). This network includes faults with a wide 
range of orientations, although there is a dominant W N W - E S E trend. All faults are 
steeply inclined relative to bedding and larger faults accommodate a significant amount 
of hangingwal l -down, dip separation. 
The t iming of movement in this fault network is partly constrained by field 
relations. One fault f rom the network is mapped offsett ing Hawasina Formation rocks 
(Beurrier et al. 1986), while several faults associated with the network cut top-to-north, 
bedding-parallel shear veins in Wadi Nakhr (Hilgers et al. 2006). The bedding-parallel 
shear veins are inferred by Hilgers et al. (2006) to be associated with exhumation of 
high-pressure metamorphic rocks in the Saih Hatat. These field relationships suggest 
that the development of the fault network commenced some time in the interval f rom 
late during obduction until late during exhumation. This t iming is broadly synchronous 
with activity on sub-parallel normal faults located southwest of the Jabal Akhdar dome 
(Filbrandt et al. 2006). Studies by Hilgers et al. (2006) and Amdt et al. (2010) also 
indicate that the acute bisector of conjugate normal faults within the network is 
approximately perpendicular to bedding. This is consistent with the fault network 
forming prior to doming. 
Quartz-calcite geothermometry and deformation textures within pre-faulting and 
fault-related calcite veins indicate temperatures of between 165 and 255°C. Assuming a 
geothermal gradient of 25-30°C/km, this implies that the veins and any synchronous 
faulting formed at a depth of approximately 6 to 10km (see Section 2.4.1). 
3.3.2 Dar Al Baydha Fault 
The Dar Al Baydha (DAB) Fault is located on the southern dip slope of the Jabal 
Akhdar dome. It is approximately 25km long, has an average strike of 105° and a steep 
dip (average = 68°), predominantly to the south. 
Max imum dip-separation on the D A B Fault is >750m, with a hangingwall-down 
sense (Figure 3.6). There is also a strike-parallel component of total slip; however , 
strike-separation appears to be at least an order of magnitude less than dip-separation 
(see Chapter 2). The various kinematic stages of the D A B Fault will be deah with 
further in Section 3.5. 
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Figure 3 .6: Map of the D A B Fault overlain on GeoEye satellite imagery. Est imates of hangingwal l down dip-
separat ions are annotated. Tlie wliite box indicates the location of the H A S subordinate fault network. 
The DAB Fault has a complex geometry and its structure varies considerably along 
strike. It is segmented at a wide range of scales. Macro-scale segmentation is marked by 
major step-overs (Figure 3.6). Each macro-segment has a length of 5 - 1 0 k m . Meso-scale 
segmentation can also be mapped in the field on the basis of common changes in fault 
orientation, steps in the fault, major splays, changes in the style of the primary slip zone 
(PSZ) and variations in the amount and style of damage. Meso-scale segmentation can 
be recognised on a 100-1000m scale. Segmentation on scales of less than 100m is not 
apparent. 
Due to the nature of the terrain (i.e., a dip slope dissected by deep wadis), the D A B 
Fault has excellent along-strike exposure but is difficult to map or sample down-dip. 
Therefore, most samples collected and analysed in this study are from limestones of the 
Kahmah Group and to a lesser extent the Wasia Group (Figs. 2.5 and 3.4). The oldest 
rocks that can be sampled along the DAB Fault are Sahtan Group limestones, which are 
exposed in the footwall of the D A B Faul t ' s high displacement central segment and also 
in the bottom of Wadi Nakhr. The outcrop of the DAB Fault in the bottom of Wadi 
Nakhr represents the lowest available exposure in section. 
3.3.3 Hail Ash Shas Fault Network 
A network of minor faults immediately south of the DAB Fault has been mapped by 
Amdt et al. (2010). This area, referred to here as the Hail Ash Shas (HAS) fault 
network, will be used as an example of the kinematically related subordinate network of 
lower displacement faults that surrounds the D A B Fault. 
The HAS fault network contains faults with a range of orientations. The dominant 
trend is E - W , sub-parallel to the D A B Fault, but there are also subordinate N W and NE 
trends. Faults on these subordinate trends tend to have shorter fault lengths and smaller 
displacements. Overall, fault lengths and dip-separations in the HAS fault network are 
at least an order of magnitude smaller than on the D A B Fault. Some larger faults are 
segmented or link with other faults, but the majori ty are not physically connected with 
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each other at the current ground surface. The exposed part of the HAS network occurs 
entirely within upper Kahmah Group limestones (Fig. 2.5). 
3.3.4 Fault and damage zone characteristics 
The internal structure of the PSZs and associated damage zones of the D A B Fault and 
HAS fault network are quite similar, varying mainly in scale. As such they will be 
summarised jointly: for a full description see Chapter 2. 
The large majority of PSZs within both the DAB Fault and the HAS fault network 
consist of brecciated calcite fault-fill veins. These fault breccias and lesser cataclasites 
consist o f clasts of vein calcite (typically >95 per cent of the clast population) and lesser 
host rock within a gradational comminuted matrix that has a composition similar to the 
clast content. Late micro-shears cutting the matrix, host rock clasts containing pre-
breccia veins, and vein clasts with significantly different cathodoluminescence 
responses all indicate multiple phases of shear failure and calcite precipitation. Foliated 
PSZs are rare within the DAB Fault and HAS fault network. 
A damage zone is a volume of host rock immediately adjacent to the PSZ with 
increased deformation relative to background levels. The damage zones of the DAB 
Fault and HAS fault network are vein-rich and typically asymmetric across the PSZ, 
with vein intensity increasing towards the PSZ in all faults. These complex vein 
networks often appear to be random stockworks; however, they typically consist o f 
three distinct vein sets with consistent orientation and timing relationships. 
At the micro-scale the majority o f veins consist of blocky calcite, commonly with a 
narrow competitive growth zone along the vein margin. Minor reactivation of these 
veins as brittle micro-faults is relatively common. Type 2 deformation twins are a 
ubiquitous feature of all calcite veins examined, suggesting temperatures up to 
approximately 200°C during formation of the deformation twins (Ferrill et al. 2004). 
Deformation and recrystallisation textures indicative o f dislocation creep, such as 
undulose extinction, sub-grain rotation and grain boundary migration are rare. 
The characteristics of the PSZ and damage zone of the DAB Fault and larger faults 
within the HAS fault network can be broadly divided into two categories: those from 
planar, continuous fault segments and those from structurally complex zones associated 
with fault terminations and segment-linkage (e.g., jogs and relays). Planar segments are 
typically dominated by a single PSZ of variable width together with a vein-rich damage 
zone that typically scales in width approximately with displacement. In contrast. 
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complexities typically have more broadly distributed slip and damage zones that are 
often wider and have higher vein densities than adjacent planar segments. 
3.3.5 Vein geometries and kinematics 
Field observations have identified three main vein sets in the damage zone of the DAB 
Fault. The dominant vein set strikes E-W, sub-parallel to the DAB Fault (Set I), 
whereas the two subordinate vein sets strike approximately N W (Set 2) and NE (Set 3). 
All three vein sets are steeply dipping. Set I is interpreted to be the earliest vein set, 
followed by Set 2 and then Set 3. There are also systematic differences in the abundance 
of each vein set within the damage zone, with Set I veins typically dominant, followed 
by Set 3 veins and then Set 2 veins. However, locally there are spatial variations in the 
abundance of each vein set. 
Each vein set is interpreted to be associated with a different kinematic phase on the 
DAB Fault: Set I with normal slip. Set 2 with dextral to dextral-normal slip, and Set 3 
with sinistral to sinistral-normal slip (see Chapter 2). 
The same three vein sets observed in the DAB Fault are also observed in the HAS 
fault network. However, the distribution o f each vein set varies depending on the 
orientation of the host fault. On E-W striking faults (sub-parallel to the DAB Fault) Set 
I veins are generally the dominant set, with lesser Set 2 and Set 3 veins. On NW-
striking faults. Set 2 veins are dominant, whereas Set I and Set 3 veins are typically 
absent or rare. On NE-striking faults. Set 3 veins are dominant, whereas Set I and Set 2 
veins are typically absent or rare. In Chapter 2 this was interpreted as indicating the 
formation of oblique normal faults during strike-slip reactivation o f E-W faults in the 
HAS fault network, with NW-striking faults and NE-striking faults forming during 
dextral and sinistral reactivation respectively. 
As well as the differences in orientation between the vein sets, there is also a 
continuum of vein orientations within each vein set. In Chapter 2 it was interpreted that 
some of this within-set variation indicated formation of veins at different stages in the 
seismic cycle and via different mechanical models (e.g., Wilson et al. 2003; Blenkinsop 
2008; Mitchell and Faulkner 2009). 
There are no unequivocal indicators of total displacement during any kinematic 
phase. However, the DAB Fault's Andersonian geometry (for N-S extension), large 
dip-separation relative to its fault length, associated bedding rotation (particularly in 
macro-scale step-overs) and the dominance of associated Set I veins in the DAB Fault's 
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damage zone all suggest that normal slip was the major component of total 
displacement (see Chapter 2). 
Quanti tat ive indicators of net strike-slip displacements are rare in the DAB Fault. 
However , evidence from the HAS fault network suggests total displacement during 
strike-slip reactivation was an order of magni tude lower than during normal phase of 
slip. Northwest and northeast-striking normal faults within the HAS fault network, 
interpreted as forming during dextral and sinistral reactivation respectively, consistently 
have fault lengths and dip separations an order of magnitude less than the larger E - W 
faults (see Chapter 2). Also in the HAS fault network, the summed thickness of Set 3 
extension veins associated with a left step-over on an E - W striking fault, infers 
approximately 3 - 5 m of dilation during sinistral strike-slip reactivation. This is an order 
of magni tude less than the dip separation on E - W striking segments of the same fault 
(see Chapter 2). 
3.4 Methodology 
The D A B Fault is exposed in an area of abundant to near-total outcrop on nearly 
bedding-parallel pavements , as well as in deeply incised canyons on the southern dip 
slope of the Jabal Akhdar dome. Being rich in calcite veins, the light-coloured fault 
zone and its associated damage zone contrast with the dark-coloured limestone host 
rocks in satellite imagery. Accordingly, the mapping and sampling strategy applied to 
the D A B Fault was a three-step process. An initial interpretation of the trace and 
geometry of the D A B Fault was made using GeoEye satellite imagery with a 0.5m 
resolution. This interpretation was then used to target areas for subsequent ground 
checking and detailed mapping. Once field mapping of a section of the fault was 
completed, representative sampling transects were selected that encompassed the range 
of geometr ies and structural features observed. Simplified transect maps were 
completed in conjunct ion with across-strike sampling of fault, vein and host rock 
material for subsequent carbon and oxygen stable isotope analysis. As detailed mapping 
of the HAS fault network was completed by A m d t et al. (2010), only the final step of 
this process was required here. 
Sample preparation involved crushing of the calcite vein, breccia cement, or 
l imestone host rock sample, then selection of >2mm^ of calcite for grinding. Only 
samples with no visible evidence of weathering were selected. Due to the nature of the 
crushing process the material selected was a composi te of the whole sample. The only 
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exception to this was where layering or separate vein phases were visible in the sample, 
in which case a wafer saw was used to sample the individual layers or vein phases. 
The sample was then ground to a powder and an approximately 200(ig sub-sample 
was measured out and analysed using a Finnigan M A T 251 mass spectrometer with a 
Kiel carbonate device at the Research School of Earth Sciences, Australian National 
University. The sample was dissolved in 105 per cent phosphoric acid at 90°C for 12 
minutes. Data was corrected for '^O interference using the method of Santrock et al. 
(1985) and normalised so that a sample of solid NBS-19 analysed by this method would 
yield e'^'OCVSMOW) = 28.64%o and 5 '^C(VPDB) = 1.95%o. All composi t ions 
presented in this paper are relative to SMOW, and all 5'^C composi t ions are relative to 
PDB. 
Quality assurance procedures involved the analysis of NBS-19 standards every nine 
samples and duplicate analyses of a number of hydrothermal calcite samples. Repeat 
analyses of NBS-19 standards have a l a of 0.025%o for 5'^C and 0.06%o for a'^'O 
compositions of samples selected for duplicate analysis varied from 13.3%o to 27.9%o 
and S'^C compositions varied from -3.1%o to 4.1%o. Duplicate samples underwent all 
preparation stages separately. The maximum variation between the original sample and 
the duplicate was l.07%o for 5*^0 and 1.19%o for S'^C, the 90"" percentile was 0.82%o 
and 0.38%o respectively. As this range is substantially larger than the l a of NBS-19, 
this range reflects the inherent variability of isotopic composi t ions within individual 
veins. 
All figures and location coordinates used for the remainder of this chapter use the 
WGS 84 datum and a UTM coordinate system (Zone 40N). 
3.5 Carbon and Oxygen Isotopes 
3.5.1 Host Rock 
Distal host rock samples were collected on a number of sampling transects f rom areas of 
low vein abundance (i.e., beyond the distal damage zone) and at least Im from any vein. 
Most of these samples are from the stratigraphic section between the upper Sahtan 
Group and the lower Wasia Group (see Figure 3.4) as these are the major host rocks of 
the DAB Fault and HAS fault network exposed along the southern dip slope of the Jabal 
Akhdar dome. Steep terrain makes sampling down the stratigraphic section difficult , 
while higher stratigraphic units have been eroded off most of the southern dip slope. 
Most analyses from Autochthonous Unit B cluster tightly with S'^O composi t ions of 
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25.5-28.5%o and 5'^C compositions of 1.5-3.0%o (Figure 3.7). Two Autochthonous 
Unit B distal host rock samples have significantly lower compositions than the 
others (23.6%o and 23.8%o). However, both of these samples are from a narrow 
stratigraphic interval (<3.5m) in the stratigraphically and structurally higher upper Natih 
Formation (upper Wasia group). The outcrop from which these samples were collected 
is at the very top of the Natih A member, where the limestone is inferred to have been 
altered by meteoric water interaction during diagenesis, decreasing the host rock 
composition relative to the primary marine calcite composition (Amdt et al. 2014). 
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F i g u r e 3 .7 : Plot o f and 8 '^C composi t ions for all distal l imestone samples analysed dur ing this study. Open 
circles represent samples f rom Autoch thonous Unit B; the black square is a sample f rom Autoch thonous Unit A and 
the grey tr iangle is f rom the Hawas ina nappes. The dashed box represents the range of S '^O and 8 " C compos i t ions 
obtained f rom regional-scale studies o f l imestones in Autoch thonous unit B (Wagner 1990; Immenhause r et al. 2001; 
Hilgers et al. 2006; Breesch et al. 2009). Note : Al though not shown in this figure, regional s tudies have identified 
l imestones in Autoch thonous Unit B with 6'^C compos i t ions as low as -1.9%o. 
A compilation of host rock carbon and oxygen isotope compositions from 
stratigraphically equivalent limestones elsewhere in Oman and the United Arab 
Emirates was conducted for comparison with the distal host rock samples in this study. 
At a regional scale, the Mesozoic limestones have a similar range in S'^O (22.7 to 
28.7%o), but a significantly larger range in 5 " C (-1.9 to 3.9%o) relative to the limestones 
on the southern flank of the Jabal Akhdar dome (Wagner 1990; Immenhauser et al. 
2001; Hilgers et al. 2006; Breesch et al. 2009). However, most samples with low S'^'O 
and 5'^C, reported in Wagner (1990), Immenhauser et al. (2001) and Breesch et al. 
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(2009), are from near the top of the stratigraphic sequence, where episodic emergent 
periods and related interaction with meteoric waters resulted in disturbance of the 
marine carbon and oxygen isotopic signatures over relatively narrow stratigraphic 
intervals(Wagner 1990; Amdt et al. 2014). 
To provide some indication of carbon and oxygen isotope compositions o f 
limestones above and below Autochthonous Unit B, one sample of distal host rock was 
collected from both the underlying Autochthonous Unit A and the overlying Hawasina 
nappes. Both samples have either S'^'O or S'^C compositions distinct from the typical 
Autochthonous Unit B distal host rock in this study (Figure 3.7). However, in both cases 
the difference in or 5'^C is less than 2%o. 
In summary, host rock S'^'O compositions <25.5%o are restricted to very narrow 
stratigraphic intervals, stratigraphically above the sequence that hosts the DAB Fault 
system on the southern dip slope of the Jabal Akhdar dome. No distal host rock samples 
with 5'^C compositions <1.5%o were found during this study, and regionally the host 
rock sequences rarely have 5 " C < 0%o. For the purposes of this study, the 5*^0 and 5 " C 
compositions o f distal host rock adjacent to the DAB Fault will be assumed to be 
>25.5%o and >l.5%o respectively. 
3.5.2 Hydrothermal calcite 
More than 1100 samples o f hydrothermal calcite (i.e., vein and fault-fill material) were 
collected and analysed during this study. Figure 3.8 is a plot o f S'^O and 5 " C 
compositions for all hydrothermal calcite samples from the DAB Fault and HAS fault 
network. There is a clear trend of decreasing away from the distal host rock field. 
The minimum S'^O composition on this trend is l3.68%o, nearly 12%o lower than the 
minimum composition for unaltered distal host rock adjacent to the DAB Fault 
system. 
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Figure 3.8: 8 " ' 0 and 5 " C compos i t ions of all vein calcite samples f rom the D A B Fault (red circles, n= 748) and 
H A S network (blue triangles, n= 251). The grey, dashed box in the top right of the graph represents the distal host 
rock field for l imestone samples f rom Autoch thonous Unit B obtained in this study. Carbon and Oxygen isotope 
compos i t ions of vein samples f rom both the D A B Fault and H A S network fol low a clear trend o f decreas ing 
away f rom the distal host rock field. There are also secondary trends of decreasing 5 '^C a m o n g samples with < 
20%<i and increasing 5 " C a m o n g samples with 8 " 0 < 25.5%o. 
Most 5'^C composi t ions lie within or close to the distal host rock field. However , 
there is a trend of decreasing 6'^C among samples with less than 20%o. The lowest 
5'^C analysis on this trend is -4.90%o, more than 6%o lower than the minimum 6 " C 
composit ion for unaltered, distal host rock adjacent to the DAB Fault system. As this 
'^C depletion trend is associated with " 'O depletion, their spatial distribution is 
essentially identical. However , other than being less than 20%o, there is no 
apparent correlation between and 5 " C for '^C depleted vein calcite samples. 
There is also a minor trend of increasing 5'^C among some samples with S'^'O 
composi t ions within the distal host rock field. Max imum 5'^C on this trend is 5.69%o, 
almost 3%o higher than the maximum distal rock 5'^C composit ion. 
For the remainder of this thesis, hydrothermal calcite with composit ions within 
the distal host rock field (i.e., > 2 5 . 5 % o ) will be referred to as rock-buffered. 
Hydrothermal calcite samples with S'^O composi t ions between 2 5 . 5 % o and 19.5%o (the 
approximate mid-point between the minimum S'^O for distal host rock and the 
min imum 5*^0 for vein calcite) will be referred to as weakly '^'O depleted. 
Hydrothermal calcite samples with S'^'O composi t ions <19.5%o will be referred to as 
strongly depleted. 
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3.5.3 Variations in carbon and oxygen stable isotope 
compositions with time 
Veins within the damage zone of the D A B Fault are all essentially pure calcite and 
commonly have complex overprinting and/or ambiguous field relationships. This means 
that documenting complete sequences of vein timing relationships in outcrops is not 
possible. As such, initially we will restrict the scale of observation to individual 
relationships between pairs of crosscutting veins. Figure 3.9 plots the stable isotope 
composition of every individual t iming relationship in the form: late vein - early vein. 
The majority of vein timing relationships plot within the negative 5 '^0 /nega t ive 5 " C 
quadrant, with 26 vein pairs decreasing in S'^'O and S'^C with time by >l%o. In contrast, 
only four vein pairs increase in and S'^C with time by >l%o. This indicates that 
while there is some variation, overall, veins tend to become more depleted in S'^O and 
with time. 
However, the crosscutting relationships in Figure 3.9 include veins that formed 
during different kinematic phases in the evolution of the fault system. In order to 
understand fully the changes in stable isotope composition with time, variations both 
within and between the different kinematic phases need to be assessed. 
late early 
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F i g u r e 3.9: 8 " ' 0 and 8 " C composi t ions of cross-cut t ing extension vein pairs, presented in the form: later vein minus 
earlier vein, i.e., 6 O n ) and 8 " C „ , I- 5 C,earlier vein). The major i ty of samples lie within the 
negative quadrant, indicating that extension veins predominant ly b e c o m e more depleted in '"O and " C with t ime. 
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Unfortunately, because most veins within each kinematic phase are approximately 
sub-parallel to each other, reliable crosscutt ing relationships among the population of 
'^0-deple ted veins are relatively rare. Out of the entire 1100 sample dataset there are 
only four samples that fit these criteria: S^^O increases with t ime in two of these 
samples and decreases with t ime in the other two. The difference in S'^O between the 
early and the late veins in three of the four vein pairs is <4%o, while the fourth sample 
decreases with t ime by 10%o. 
Figure 3.10 plots the stable isotope composi t ions of all extension vein samples from 
the D A B Fault, subdivided by vein set. 
Set 1 veins (related to normal slip) have a strong "'O depletion trend, whereas 
is dominant ly within the range defined for distal host rock. The minimum S'^O for Set 1 
veins is 1 4 . 2 % o . There are also four Set 1 veins that have significantly depleted S'^C (-
0 . 4 to - 4 . 9 % o ) . All four 5"C-dep le t ed , Set 1 veins derive from just two transects, both of 
which are located at fault terminations. Although reactivation of Set 1 veins during a 
later slip phase cannot be ruled out, there is no field evidence for this. 
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Figure 3.10: Comparison 
o f the S " ' 0 and 8 " C 
compositions o f extension 
veins associated with each 
vein set. a) Set I 
extension veins, b) Set 2 
extension veins, c) Set 3 
extension veins. Set I and 
Set 3 follow a similar 
trend o f " O and " C 
depletion, whereas Set 
2extension veins are 
considerably less depleted 
in both " O and " C . 
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Set 2 veins are significantly less "'O and '^C depleted than both Set 1 and Set 3. 
Only 15 of the 72 Set 2 veins (i.e., 22%) are '^O depleted, compared with 39% and 68% 
for Set 1 and Set 3 respectively, and only one Set 2 extension vein is depleted in '^C 
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relative to distal host rock. The lowest S'^O composition is 20.3%o and the lowest 6 " C 
composition is 1.1 %o. 
The stable isotope compositions of Set 3 veins exhibit the same trends as Set 1; they 
have a strong '^O depletion trend and a secondary '^C depletion trend. The minimum 
S'^O composition is 14.8%o and the minimum 5'^C composition is -4.10%o. 
While there are a number o f similarities in the overall distribution of S'^O and S'^C 
compositions between Set I veins and Set 3 veins, there are also some important 
differences. Sixty-eight percent of Set 3 vein samples from the DAB Fault have 
<25.5%o (n=160) compared with only 39% of Set 1 veins (n=261). A similar pattern 
exists for vein calcite 5'^C compositions, with 12.5% of all Set 3 vein samples having 
< 0.5%o, compared with only 1.5% of Set I veins. The significance of this 
difference is all the more apparent when it is considered that total displacement during 
sinistral slip was probably an order of magnitude less than during normal slip. 
At the outcrop scale a number o f similarities and differences in the 
distributions of Set 1 and Set 3 veins can also be seen. Figure 3.11 plots the 
compositions o f extension veins related to both Set 1 and Set 3 from four different 
sampling transects. The stable isotope composition for each sample is plotted in terms 
of the 'depletion parameter', which is equal to (30 - S'^Ovein%o); the lower the S'^O 
composition the higher the depletion parameter. 
The profiles for Set 1 veins Set 3 veins share some similarities. Set 1 veins typically 
follow a trend of steadily increasing depletion parameter (e.g., Figures 3.1 la and d), as 
do Set 3 veins in outcrops where a significant number o f Set 3 vein samples have been 
analysed (i.e.. Figures 3.11a and d). Both Set 1 and Set 3 vein profiles can also be 
punctuated by occasional steps (e.g.. Figure 3.11a), although the appearance of steps 
may be partially due to low sample numbers. The most important difference between 
Set 1 veins and Set 3 veins is the pattern o f increased '^O depletion in Set 3 veins. Each 
sampling transect in Figure 3.11 is from a different part of the fault and has quite 
different slip accommodation and damage characteristics. Yet in all four outcrops, the 
proportion of veins with depletion parameter >7 (i.e., 5'^0<23%o) is significantly higher 
for Set 3 veins than for Set 1 veins. 
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Figure 3.11 : Plots of the depletion parameter (calculated as 3 0 - 6 " ' 0 ) for extension veins associated with Set I (light 
grey) and Set 3 (dark grey), froin four representat ive sampl ing t ransects across the D A B Fault. T h e dashed line 
represents the boundary between rock-buffered veins (deplet ion parameter <4.5%o) and veins that are " O - d e p l e t e d 
relative to host rock (depletion parameter >4.5%o). Figures 3.1 l a and 3.1 l b are f rom planar fault segments ; 3.1 Ic and 
3.1 Id are from complex segment boundaries . The map in the bot tom right indicates the location of the four sampl ing 
transects. 
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Figure 3.12: Stereonet o f Set I (a) and Set 3 (b) vein 
or ientat ions f rom the D A B Fault. Each vein is coloured 
accord ing to its composi t ion . Red circles represent 
veins with 6 " 0 < 1 9 . 5 % o ; ye l low circles represent veins 
wi th S '^O of 19.5-25.5%o; blue circles represent veins with 
6 " 0 > 2 5 . 5 % o . T h e thick black great circle represents the 
average orientat ion of the D A B Fault (195/58) , whi le the 
thin black great circles represent var ious angles f rom the 
D A B fault . 
3.5.4 Vein orientation and 
oxygen isotopes 
it was established in Chapter 2 that veins 
in the damage zone of the DAB Fault 
define a broad range of orientations. Set 
1 veins have an average orientation of 
011/88, but the total range in dip for this 
set is approximately 60°. Similarly, Set 
3 veins have an average vein orientation 
of 312/84, but even with the zone of 
expected overlap between Set 1 and Set 
3 veins excluded. Set 3 has a strike 
range of approximately 65°. 
Within Set I, there is a strong 
concentration of veins oriented at 2 5 -
30° to the fault and also a large number 
of veins at angles of 0 - 2 5 ° to the fault. 
Set I veins forming at angles of >35° to 
the fault are relatively rare. In terms of 
S'^O composit ion, three of the four 
strongly " 'O-depleted samples are from 
veins oriented at angles of 2 5 - 3 0 ° to the 
average fault orientation and the other 
strongly "'O depleted sample is sub-
parallel to the average fault orientation 
(Figure 3.12). This is broadly similar to 
the overall distribution of Set 1 vein 
orientations. Set 1 vein samples that are 
rock-buffered or weakly '^'O depleted are 
evenly distributed across the full range 
of vein orientations. 
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Set 3 in the DAB Fault's damage zone has a strong concentration o f vein 
orientations at angles of between 40 and 50° to the average fault orientation, and a 
broad spread of veins from 50-90°, possibly with a weak cluster at approximately 70. 
Strongly "'O depleted samples occur across the entire spread of vein orientations. 
However, there is a concentration o f strongly '^O depleted vein samples occurring 
between 65 and 75° to the average fault orientation, with 15 of the 40 strongly '^O-
depleted veins occurring within this 10° strike range (Figure 3.12). This is different to 
the overall distribution of Set 3 vein orientations. Set 3 vein samples that are rock-
buffered or weakly "'O depleted are evenly distributed across the full range of vein 
orientations. 
3.5.5 Along-strike variations in O stable isotopes on the DAB 
Fault 
More than 40 sampling transects were conducted along the length of the DAB Fault. 
These transects targeted a variety of structural settings including planar fault segments, 
fault relays and fault terminations. All but two sampling transects include at least one 
hydrothermal calcite sample that is '^O depleted relative to distal host rock. More than 
half of all sampling transects include hydrothermal calcite samples that are strongly '^O 
depleted (i.e., S'^O less than l9.5%o; Figure 3.13a). In terms of the different stages of 
fault zone evolution, 70% of all transects include "'O-depleted Set I veins (Figure 
3.13b), whereas approximately 90% of transects have "'O-depleted Set 3 veins (Figure 
3.13c). Overall, this indicates that the formation of '"O depleted veins was common 
along much of the DAB Fault during both normal and sinistral phases of slip. 
Although "*0-depleted vein calcite is common along the entire strike length of the 
DAB Fault, Figure 3.13 demonstrates that, at the macro-scale, there is no systematic 
pattern in the distribution of strongly '*'0-depleted veins. There is no clear relationship 
to either displacement or to macro-scale segmentation. The only possible exception to 
this is the eastern macro-segment (east of approximately 537500mE). Only one sample 
in the eastern macro-segment has a S'^'O composition less than 24%o and no samples 
have S'^'O compositions less than 20%o. This is significantly different from the rest o f 
the fault. 
One structural feature that does appear to exert significant control on the 
distribution of "'O-depleted hydrothermal calcite throughout the DAB Fault is the meso-
scale (lOO-IOOOm) segmentation of the DAB Fault. 
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Table 3.1: Median and minimum 6180 compositions for hydrothermal calcite samples from transects across planar 
fault segments and segment boundaries. 'All samples' includes samples from Sets 1, 2 and 3 as well as samples that 
haven't been attributed to a set, such as vein calcite from within a fault PSZ. 
All samples Median vein 5 " 0 M i n imum vein 5 '*0 n 
Planar segment 25.84 15.01 278 
Segment boundary 25.40 14.18 401 
Set 1 only 
Planar segment 26.07 17.19 119 
Segment boundary 25.54 14.18 194 
Set 3 only 
Planar segment 23.97 15.01 53 
Segment boundary 23.33 14.73 72 
Linkage zones between fault segments (referred to herein as segment boundaries) 
appear to be more significant in localising '^0-depleted vein calcite than is the case for 
planar fault segments. Table 3.1 summarises this relationship for the total sample set 
and also separately for Set 1 and Set 3 extension. Application of the Wilcoxon Rank 
Sum test (Wilcoxon 1945; Mann and Whitney 1947) and the Kolmogorov-Smimov test 
(Kolmogorov 1933; Smimov 1948) indicates that the lower median and different 
distribution of compositions at segment boundaries, relative to compositions in 
planar segments, is statistically significant for both the total data set and for Set 1 veins 
at the 95% confidence interval. The difference in vein compositions between 
complex boundaries and planar segments for Set 3 veins is not statistically significant 
using the same tests and confidence intervals. 
Similar differences in S'^O compositions between Set I veins and Set 3 veins are 
also apparent in the minimum 5'®0 values of vein calcite from each sampling transect. 
The minimum S'**© composition of Set 1 veins from transects across complex segment 
boundaries (l4.18%o) is 3%o lower than for transects across planar fault segments 
(17.19%o). In contrast, the minimum 5"*0 composition of Set 3 veins from transects 
across complex segment boundaries (14.73%o) is only 0.3%o lower than for transects 
across planar fault segments (15.01%o). 
However, although Set 1 veins are commonly more '^'O depleted at complex 
segments than at planar fault segments, this is certainly not always the case. There are 
segment boundaries in which the S'^^O compositions of Set 1 veins are almost entirely 
rock-buffered and there are also planar segments which host a number of strongly '®0-
depleted Set 1 veins. 
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The other important feature illustrated in Figures 3.13b and c is that the extent o f 
"'O depletion in normal-slip-related veins is not necessarily a good indicator o f the 
extent o f ' ^O depletion in sinistral-slip-related veins from the same transect. 
3.5.6 Across-strike variations in O stable isotopes on the DAB 
Fault 
The DAB Fault typically consists of one or more PSZs surrounded by a damage zone of 
extension veins and minor faults that decrease in abundance away from the PSZ (see 
Chapter 2). There are some segment boundaries where no PSZ can be identified, but for 
most of the strike length of the DAB Fault this general model holds true. A further 
subdivision of the damage zone into proximal and distal zones has been made to assist 
in evaluating the distribution of hydrothermal calcite 5*^0 compositions. This 
subdivision is based on the intensity of veining, with a cut-off o f approximately five 
veins per m^ separating the proximal and distal zones. 
Figures 3.14 and 3.15 contrast the 5 " 0 composition and location of hydrothermal 
calcite samples with the distribution of fault and damage products from several 
representative sampling transects. These figures demonstrate significant variability in 
the distribution of vein calcite 5*^0 compositions both within and between sampling 
transects. 
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Figure 3.13: Plots o f min imum a '^O composition from sampling transects across the D A B Fault, a) M i n imum 
iiydrothermal calcite 6 " ' 0 composition for each sampling transect. This plot includes samples from all vein sets as 
well as samples with undefined kinematic associations, b) M in imum 5 " ' 0 composition o f Set I veins in each 
sampling transect, c) M in imum 8 ' " 0 composition o f Set 3 veins in each sampling transect. There is no simple macro-
scale pattern to the distribution o f min imum S'^O. There is also no apparent relationship between low S'^O in Set I 
and low 8 ' " 0 in Set 3. 
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The PSZs in Figures 3.14a, 3.14b and 3.15 all contain calcite fault-fill with S'^O 
lower than the distal host rock field, but none have compositions <19.5%o. In 
contrast, o f the three major fault strands from the fault termination in Figure 3.14c, two 
have S'^O <19.5%o and the other is essentially rock-buffered. Overall, 26% of all 
transects include samples from the PSZ that are strongly '^O depleted. 
The lowest S'^O compositions in Figures 3.14a, 3.14c and 3.15 all occur within the 
proximal damage zone, typically within 2-3m of the PSZ. This is relatively common 
along the length of the DAB Fault. However, although some veins within the proximal 
damage zones are strongly depleted, the majority of vein samples have rock-
buffered, or close to rock-buffered 5" '0 compositions (e.g.. Figures 3.14a and 3.14b). 
Similarly, samples from the distal damage zone are dominantly rock-buffered, but there 
are occasional '^0-depleted samples. Therefore, the difference between the vein calcite 
distributions of the proximal and distal damage zone is a matter of percentages 
rather than a sharp boundary, with 45% of all sampling transects including at least one 
strongly '^0-depleted vein calcite sample from the proximal damage zone, compared 
with 21% of all sampling transects for the distal damage zone (e.g.. Figures 3.14a and 
3.14b). 
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Figure 3.14: Across-strike distribution o f hydrothermal calcite 5 " ' o compositions for 3 D A B Fault sampling 
transects, plotted against maps illustrating the distribution o f veining and faulting within each sampling transect. All 
transects are from south to north, a) Transect across a planar, high displacement segment, b) Transect across a planar, 
moderate displacement segment, c) Transect across the western termination o f the D A B Fault. Map in the bottom-
centre indicates the location o f each sampling transect. 
As there is significant variability in vein calcite 5"*0 compositions between 
individual transects, it is important to evaluate how "'O depletion varies between the 
PSZ, the proximal damage zone and the distal damage zone along the entire DAB Fault. 
Figure 3.16 contains a series of histograms summarizing the across-strike distribution of 
vein calcite S'^'O compositions within the DAB Fault. Samples were classified as 
coming from the PSZ, the proximal damage zone, or the distal damage zone. However, 
as not all samples could be classified confidently into one of these three subdivisions, 
the data for Figure 3.16 is a subset o f 438 samples. The three bins used in these 
histograms were S ' ^ O > 2 5 . 5 % o (i.e., rock-buffered), 1 9 . 5 % o < 5 " 0 < 2 5 . 5 % o and 
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6 ^O<19.5%o. The samples have been further subdivided on the basis o f whether they 
come from sampling transects across planar fault segments (Figure 3.16 d-f) or 
sampling transects across complex segment boundaries (Figure 3.16g-i). 
Figure 3.16 confirms and expands on many o f the observations from Figures 3.14 
and 3.15. Overall, both the PSZ and proximal damage zone contain a greater proportion 
o f '^O-depleted samples than rock-buffered samples (Figure 3.16a-b). The difference in 
the distribution o f S'^'O compositions o f vein calcite between the PSZ and proximal 
damage zone is not significant at the 95% confidence level using a Kolmogorov-
Smimov test (Kolmogorov 1933; Smimov 1948). In contrast, the distal damage zone 
has a distribution that is statistically different from both the PSZ and proximal 
damage zone (based on a Kolmogorov-Smimov test, 95% confidence interval), with a 
significantly higher proportion o f rock-buffered samples than "*0-depleted samples 
(Figure 3.16c). 
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Figure 3.15: compositions o f hydrotheimal calcite samples plotted on a cross-section sketch o f veining and 
faulting from a complex, low displacement (<100m) step-over on the D A B Fault, located in Wadi Nakhr (see inset 
map in Figure 3.14). Red features are faults, grey features are veins and dashed black lines indicate bedding. Symbols 
for 6 ' " 0 samples are the same as for Figure 3.14. 
However, it is worth noting that although the distribution o f hydrothermal calcite 
S"*© compositions can differ between the distal damage zone and the other two across-
strike subdivisions, the min imum S'^'O composition in the PSZ, proximal and distal 
damage zones in the D A B Fault is very similar. There is only a 0.3%o range between the 
min imum compositions for the three across-strike subdivisions o f PSZ ( 1 4 . 7 % o ) , 
proximal damage zone ( I 5 . 0 % o ) and distal damage zone ( 1 5 . 0 % o ) . This indicates that at 
the scale o f the entire D A B Fault strongly '®0-depleted hydrothermal calcite can occur 
in any part o f the PSZ and damage zone. 
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Figure 3.16: His tograms of composi t ions for hydrothermal calcite samples f rom the D A B Fault, plotted 
according to the across-strike position of the sample. The three across-str ike subdivis ions used are PSZ (also known 
as the fault-core), proximal damage zone and distal d a m a g e zone. Only samples that can be ass igned to one of these 
three damage zone subdivisions are included in this f igure. Figures 3.16a-c include samples f rom all t ransects, 
Figures 3.16d-f include only samples from transects across planar fault segments . Figures 3.16g-i include only 
samples from transects across segment boundaries. 
Figures 3 .16(d-i) also highlight some important differences in the across-strike 
distribution of composit ions of calcite veins between planar fault segments and 
complex segment boundaries. Complex segment boundaries have an across-strike 
distribution of vein calcite composi t ions similar to the total dataset. There is no 
statistically significant difference between the distribution of vein calcite 
compositions in the PSZ and the proximal damage zone, but there is a statistically 
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significant difference between these two distributions and that of the distal damage zone 
(based on a Kolmogorov-Smimov test, 95% confidence interval). In contrast, the 
difference in the distribution of vein calcite S'^O compositions between any of the three 
across-strike subdivisions in planar fault segments is not statistically significant (based 
on a Kolmogorov-Smimov test, 95% confidence interval). 
3.5.7 Hail Ash Shas subordinate fault network 
As stated in Section 3.3.3, an array of faults in the Hail A1 Shas (HAS) area is part of a 
more widely occurring system of low-displacement faults that surround the DAB Fault 
and share an identical kinematic history with the DAB Fault. 
'®0-depleted hydrothermal calcite occurs in almost all faults within the HAS 
network (Figure 3.17). The overall distribution o f and S'^C compositions o f vein 
calcite in the HAS network is almost identical to that in the DAB Fault, with a dominant 
trend of decreasing and a subordinate trend of decreasing 5'^C among those 
samples with S'^ ^O <20%o (Figure 3.8). Notably, the minimum hydrothermal calcite 
composition in the HAS network (l3.7%o) is slightly lower than any 
composition from the DAB Fault. 
The HAS network includes faults with lengths up to 2000m. However, fault length 
does not appear to strongly affect the extent o f '^O depletion in hydrothermal calcite, as 
faults with lengths down to 100m host strongly '®0-depleted hydrothermal calcite 
(Figure 3.18). 
The HAS network consists o f three main fault orientations: E-W striking, N W 
striking and NE striking. As indicated in Section 3.3.5, the E-W-striking faults are 
inferred to have formed during normal slip on the DAB Fault, whereas the N W and NE-
striking faults are inferred to have formed during dextral and sinistral reactivation 
respectively (See Chapter 2). Faults of all three orientations contain strongly '^O-
depleted hydrothermal calcite (Figures 3.17 and 3.19). However, there are systematic 
differences in which vein set is strongly '®0-depleted for each of these three fault 
orientations. Strongly "'O-depleted Set 1 veins occur only on E-W-striking faults, 
whereas strongly '*'0-depleted Set 3 veins are associated with all three fault orientations 
(Figure 3.19). As stated previously, there are no strongly "'O-depleted extension veins 
and relatively few weakly '^0-depleted extension veins associated with Set 2 in either 
the HAS network or DAB Fault. The NE striking faults are particularly notable as they 
are associated with a large number o f "'O-depleted Set 3 veins. In contrast, the N W 
striking faults, which are dominated by Set 2 veins, are dominantly rock-buffered. 
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Figure 3.17: S O composit ions of hydrothermal calcite samples from the HAS networli. Black lines represent 
mapped faults from A m d t et al. (2010). Samples are colour coded according to composi t ion (see legend). Map 
in bottom left indicates the location of the figure relative to the DAB Fault. The grey dashed square in the main figure 
indicates the location of Figure 3.20. 
As mentioned previously. Set 3 veins occur in the damage zone of most E - W -
striking faults, but are typically less abundant than Set 1 veins. However, locally the 
abundance of Set 3 veins is particularly high. One example of this is the left step-over 
highlighted in Figure 3.20. At this outcrop Set 3 extension veins are approximately an 
order of magnitude more abundant than Set 1 or Set 2 veins (also see Chapter 2). The 
Set 3 extension veins also have the lowest composit ions within the step-over, with 
11 of the 13 analysed Set 3 veins being '^'O-depleted. In contrast, all four analysed Set 1 
vein samples have rock-buffered S'^'O compositions. 
In terms of distance from the DAB Fault, there is little systematic variation in 
hydrothermal calcite compositions within the HAS network. Hydrothermal calcite 
samples that are <1000m from the DAB Fault have a distribution of composit ions 
that is almost identical to that of hydrothermal calcite samples > 1000m from the DAB 
Fault (Figures 3.21a and 3.21b). 
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Figure 3.18: 8 " ' o compositions of Set 1 veins and Set 3 veins from the HAS fault network, plotted against the 
length of the hosting fault. This plot indicates that faults with strike lengths as small as 100m can host strongly "'O-
depleted hydrothermal calcite. Set 2 veins are not plotted, as none of these samples are "O-depleted. 
There is also very little d i f fe rence in the m i n i m u m S'^'O and composi t ions of 
hydro thermal calcite (Figure 3.21c). The m i n i m u m composi t ion of hydrothermal 
calcite in faul ts less than 500m f rom the D A B Fault is 13.7%o, whereas the m i n i m u m 
compos i t ion of hydrothermal calcite in faults l , 5 0 0 - 2 , 0 0 0 m from the D A B fault is 
15.6%o. Th is small (<2%o) d i f fe rence in composi t ion is s ignif icant ly less than the 
a long-s t r ike variat ions observed on the D A B Fault and on individual faults within the 
H A S ne twork . 
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Figure 3.19: S " ' 0 compositions of calcite extension veins from the HAS netwoA, plotted against the dip direction of 
the hosting fault. East-striking faults host veins associated with all three vein sets, including strongly "^0-depleted 
Set 1 and Set 3 related veins. Set 2 related veins dominate northwest striking faults, but all have rock buffered 6 " ' 0 
compositions. Set 3 veins dominate northeast striking faults and many are strongly "*0-depleted. Set 1 veins are rare 
on NE and NW striking faults and of those that are spatially related, none are strongly '"O-depleted. 
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F igure 3.20: Simplified map of a left step-over on an E-W striking fault in the HAS network (location marked on 
Figure 3.17). Set 3 veins are approximately an order of magnitude more abundant than Set 1 and Set 2 veins. Nine of 
the 11 Set 3 vein samples are '"O-depleted (4 of which are strongly "O-deple ted) whereas Set 1 veins are all rock-
buffered. 
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Figure 3.21: Hydrothermal calcite 8 '"0 and 5 " C composi t ions in the HAS n e t w o A , plotted according to the distance 
of the sample f rom the D A B Fault, a) Histogram of composi t ions for hydrothermal calcite samples < l , 0 0 0 m 
from the D A B Fault, b) His togram of S '^O compos i t ions for hydrothermal calcite samples > l , 0 0 0 m f rom the D A B 
Fault, c) and 6 '^C compos i t ions of hydrothermal calcite samples in the H A S network, plotted according to their 
distance f rom the D A B Fault. Orange open circles are samples 0 -500m from the D A B Fault; orange tr iangles are 
samples 500-1 ,000m from the D A B Fault; blue open circles are samples 1.000-1,500m from the D A B Fault; blue 
triangles are samples l ,500-2 ,000m from the D A B Fault. Overall , there are no major d i f ferences in 5 " ' 0 or 6 " C 
composi t ion between hydrothermal calcite samples proximal to the D A B Fault and those distal to the D A B Fault. 
3.6 Discussion 
3.6.1 Potential causes o f ' ^ O depletion in vein calcite 
The difference between the 5*^0 composit ion of the distal host rock and that of the most 
'^O-depleted hydrothermal calcite sample is approximately 12%o for both the D A B 
Fault and HAS network. Knoop et al. (2002) identified a number of potential 
mechanisms for precipitation of vein calcite that is '^0-depleted relative to host rock 
during fluid flow in the Canadian Cordillera: 
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1. Low-5'*'0 originates from older marine carbonates that have lower 5 O 
than the immediate host rocics. 
2. Deposition from fluids that were isotopicaliy equilibrated with and sourced 
from low-5"'0 devolatilising clays, either within the carbonate host rocks or 
interbedded siliciclastic rocks. 
3. Fluid-assisted isotopic exchange with co-existing lower 5"*0 minerals, e.g., 
quartz or muscovite. 
4. Precipitation from a fluid that is in isotopic equilibrium but f lowing up-
temperature. 
5. Deposition o f vein calcite from an externally derived fluid with S'^O lower 
than fluids in equilibrium with the immediate host rocks. 
Regionally, the lowest S'^O composition for Mesozoic limestone is 22.7%o (See 
Section 3.5.1; Wagner 1990; Immenhauser et al. 2001; Hilgers et al. 2006; Breesch et 
al. 2009). A global compilation o f limestone 5'®0 compositions by Veizer et al. (1999) 
also indicates a similar range for Mesozoic limestones, estimating the 95"" percentile to 
be approximately 22.5%o. Therefore, S'^'O compositions in vein calcite o f less than 
22.5%o cannot be explained solely by older, low-5'^0 limestones near the base o f 
Autochthonous Unit B (depletion mechanism 1). 
Dehydration o f clays during low-temperature metamorphism occurs over a wide 
temperature range, initiating at approximately 50-90°C and continuing up to 
approximately 200-250°C (Chamley 1989; Velde 1992). Fluids produced from the 
dehydration o f clays have lower S'^^O compositions than fluids in equilibrium with 
carbonates (Rollinson 1993) and thus represent a possible source for '"O-depleted fluids 
in the D A B Fault (depletion mechanism 2). The most likely sources for clay-derived, 
low-5'^O fluids are interbedded siltstone and dirty limestone beds. These beds will also 
have higher concentrations o f low-5"'0 minerals such as quartz and mica, so any 
isotopic exchange between the fluid and these minerals (depletion mechanism 3) is also 
likely to be most intense within these beds. Local-scale (1-IOm) transport o f these 
fluids into adjacent, more pure limestone beds would result in isotopic exchange with 
CaCOs and progressive " 'O enrichment o f the fluid. Therefore, i f clay dehydration or 
exchange with low-5"'0 minerals is a significant cause o f " 'O depletion in the D A B 
Fault, vein calcite within siltstone and dirty limestone should have significantly lower 
compositions than vein calcite in pure limestone. Autochthonous Unit B is 
dominated by relatively pure limestones, so most o f the vein calcite samples collected 
during this study have been from relatively pure limestone. However, two samples were 
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collected from siltstone beds (S'^'O = 2 5 . 4 % o and 2 5 . 7 % o ) and four f rom dirty limestone 
beds = 2 4 . 9 % o , 2 5 . 1 % o , 2 5 . 2 % o and 2 6 . 9 % o ) . The median composit ion of all 6 
samples is 2 5 . 3 % o , close to the distal host rock field and only 0 . 4 % o lower than the 
median for the total vein calcite dataset. This indicates that clay-derived low-5'®0 fluids 
are unlikely to have the caused the >IO%o '^'O depletions observed in the DAB Fault 
System. 
"^O depletion due to thermal disequilibrium can occur when vein calcite is 
deposited from a fluid that is colder than the surrounding rock (depletion mechanism 4). 
In the context of the D A B Fault, an example of this would be a fluid that was thermally 
and isotopically equilibrated with l imestones near the top of Autochthonous Unit B and 
then transported downwards into isotopically identical but warmer limestones lower 
down Autochthonous Unit B. We assume the following: 
• a host rock temperature of 250°C at the vein precipitation site; 
• a temperature gradient of 30°C/km; 
• downwards fluid transport of 1 km; 
• no change in fluid temperature during transport; 
• and an identical host rock composition of 25.5%o for all of 
Autochthonous Unit B. 
This scenario would result in vein calcite with a of 24.2%o, 1.2%o lower than 
the host rock. This is significantly less than the >10%o "'O depletions observed in the 
D A B Fault system. Therefore, up-temperature fluid transport cannot be the sole cause of 
'^O depletion. 
The only mechanism that can realistically cause "'O depletion to the extent 
observed in the DAB Fault and HAS network is exchange with an externally derived 
fluid (depletion mechanism 5). Previous work in the Helvetic nappes by Burkhard and 
Kerrich (1988) has identified calcite veins precipitated from external meteoric water 
with composit ions as much as 20%o lower than the adjacent l imestone host rock. 
Therefore, '^O depletion of approximately 10%o as observed in the DAB Fault is 
certainly possible. Furthermore, given the strongly overpressured fluids present in the 
D A B Fault hydrothermal system (see Chapter 2), it seems probable that the dominant 
f low direction would be upwards (Cox 2005) and thus the external fluid reservoir would 
be located at depth. This is assumed for the remainder of this chapter and will be 
explored further, along with possible sources of the external fluids in Chapter 4. 
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3.6.2 Variations in O stable isotope compositions with time 
During reactive, fracture-controlled flow, changes in the e'^'O composition o f fluids are 
influenced by (1) the isotopic composition of reactive wall rocks along the flow path, 
(2) the kinetics of isotopic exchange, (3) the path length, and (4) the time-integrated 
fluid flux (Lassey and Blattner 1988; Knoop et al. 2002). 
The limestones of the 2.5km-thick Autochthonous Unit B have a very narrow range 
of isotopic compositions, so assuming the kinetics o f isotopic exchange are 
approximately constant, path length and time-integrated fluid flux (TIFF) are likely to 
be key contributors to variations in the S'^O of fluids and related veins. 
Variations in hydrothermal calcite 5*^0 compositions between successive flow 
episodes during a single kinematic phase can be interpreted in terms of two end-member 
models for pathway evolution: (1) the same pathways are used repeatedly during 
successive rupture-related flow events; and (2) new pathways are generated during each 
rupture-related flow event. If new pathways are generated with every flow episode, then 
the composition of veins will vary in complex ways with time, largely reflecting 
variations in fluid flux and path length between individual flow episodes. If the same 
pathways are reactivated during successive flow episodes, then fluid in later flow 
episodes will be transported through 'armoured' pathways in which the immediate wall 
rock to the fracture has a composition lower than distal host rock (Cathles 1991; 
Cox 2007). In this case the system will approximate a continuous flow system through 
multiple flow episodes, and vein calcite S'^O within an outcrop should progressively 
decrease with time. 
A change in the kinematics of a fault may result in changes to a number o f 
variables, both at the system-scale (e.g., P-T conditions and average fluid flux per 
event) and the local scale (e.g., changing local permeability). Therefore, distinguishing 
between the two end-member models discussed in the previous paragraph would ideally 
be done using temporal variations in the composition o f vein calcite associated 
with a single kinematic phase. Unfortunately, this is poorly constrained in the DAB 
Fault. It is usually not possible to establish cross-cutting relationships between different 
textural zones in fault-fill or extension veins, and only four reliable cross-cutting 
relationships were observed between sub-parallel veins in this study. O f these four vein 
pairs, in two cases S'^O compositions increased with time and in the other two cases 
decreased with time. The inconsistent direction of these shifts in 5'®0 composition 
would tend to support a model where there is at least some generation of new fluid 
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pathways or change in path length between successive tlow episodes. As in the end-
member case where the same fluid pathway is reactivated during each flow episode, the 
shift should always be to lower S'^O vein calcite compositions with increasing time. 
compositions o f veins fi"om a single outcrop, and apparently related to the 
same kinematic phase, can vary by as much as 12%o (Figure 3.11). This is 
approximately the same as the total variation in S'^O compositions from the entire DAB 
Fault and HAS network throughout all kinematic phases. This large variation in vein 
calcite S'**© compositions contrasts with the study of Cox (2007), where in a vein 
network with a total vein calcite range of approximately 24%o, variation within 
individual outcrops was no more than 4%o. The narrow range of compositions 
within a single outcrop (several m^), relative to the total 6 " '0 compositional range of the 
system, was interpreted by Cox (2007) to indicate generation of new pathways with 
each successive flow event in an episodic flow regime. The large within-outcrop 
variations in the compositions of veins in the DAB Fault could be a response to 
either ( I ) repeated reactivation of existing fluid pathways during successive flow 
episodes, or (2) large variations in permeability, flow path lengths and fluid flux 
between individual flow episodes. 
Field observations on the DAB Fault indicate that both reactivation of existing fluid 
pathways and formation of new fluid pathways have occurred. Unfortunately, there are 
not enough cross-cutting relationships between veins from the same vein set to allow a 
reliable assessment of the relative importance of each process. 
In contrast to the temporal variations in S"*© within a single kinematic phase, 
variations in compositions o f hydrothermal calcite between different kinematic 
phases of the DAB Fault indicate a more systematic temporal shift in S'^O. Most o f the 
vein pairs in Figure 3.9 consist of veins from different stages of the kinematic evolution. 
Eighty-three of these vein pairs decrease in 5*^0 with time by more than l%o, whereas 
only 18 vein pairs increase in S '^0 with time by more than l%o. This relationship clearly 
illustrates a dominant trend at scales of several m^ for decreasing S'^O with time. The 
trend for decreasing with time is also evident at larger scales in the data for Set 1 
and Set 3 veins (Figure 3.10). However, the causes of this shift are also difficult to 
interpret. It possibly indicates that during sinistral flow episodes there was significant 
reactivation o f calcite 'armoured' fluid pathways which were established during 
previous stages in the fault system's evolution. 
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Alternatively, the less rock-buffered S'^'O compositions o f Set 3 veins are also 
consistent with shorter reactive path lengths and/or higher fluid fluxes. Possible causes 
o f higher fluid flux are discussed below, while possible causes o f shorter reactive path 
lengths are discussed in Section 3.6.3. 
Chapter 2 has already highlighted how a change in kinematic regime from normal 
to strike slip requires higher pore fluid pressures to initiate failure at any given 
differential stress, assuming the depth o f burial was constant. This, in turn, could result 
in larger vertical fluid pressure gradients and potentially larger fluid tlux per event. 
However, given the number o f variables involved, quantifying the extent o f this 
difference is difficult. 
Higher TIFF could also be related to variations in the productivity o f the external 
fluid reservoir. Overpressured fluid reservoirs in the earths' crust tend to be transient in 
nature, because o f the their ability to self-generate permeability (e.g., Sibson 1992, 
1996) and because o f the often transitory nature o f fluid production e.g., fluids produced 
by metamorphic dehydration reactions or exolution from a cooling magma (Cox 2005 
and references therein). I f the amount o f fluid that the external fluid reservoir was 
producing or bringing up to the base o f the D A B Fault was much higher during sinistral 
slip than normal slip, then this could produce variations in the amount o f fluid flow per 
episode regardless o f the permeability structure o f the fault. I f this effect was significant 
enough, then the higher flux per flow episode during sinistral slip could outweigh the 
cumulative effect o f more flow episodes during the higher displacement normal slip 
stage o f the D A B Faults' evolution. 
Alternative causes o f " 'O depletion between different kinematic phases could 
include a change in temperature or different fluid reservoirs. However, a change in 
temperature is discounted because o f the lack o f evidence for a systematic shift in vein 
isotopic compositions. A different external fluid is also excluded as a possible cause 
because Figure 3.10 and Section 3.6.1 have established already that the 0-isotope 
composition o f the external fluid reservoir was broadly the same for both Set 1 and 3 
veins. 
Overall, there is no conclusive evidence that supports either reactivation o f existing 
fluid pathways or generation o f new fluid pathways as the sole process involved during 
episodic flow. The numerous veins within the damage zone o f the D A B Fault cannot all 
have formed during a single flow episode, yet evidence for multiple brecciation phases 
in the PSZ and the presence o f crack-seal and other layered, multistage veins in the 
damage zone all indicate repeated episodes o f fracturing, flow and sealing along the 
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same fluid pathways (see Chapter 2). Therefore, each flow episode likely involved a 
combination o f reactivation of old fluid pathways and generation of new fluid pathways. 
The majority o f the cross-cutting vein pairs analysed in this study indicate a shift 
towards lower S'^O compositions with time. However, most o f these age relationships 
involve veins associated with different kinematic phases. Comparisons between veins 
related to different kinematic phases necessarily involve more variables. The influence 
of other variables such as changes in either the permeability of the fault system, the 
fluid pressure gradient or the productivity of the external fluid reservoir, cannot be 
excluded as potential causes of the increased '^O depletion during the sinistral slip stage 
(Set 3 veins) relative to the normal slip stage (Set 1 veins) o f the DAB Faults' evolution. 
3.6.3 Along-strike variations in O stable isotope compositions 
At the macro-scale, the distribution o f strongly '^0-depleted veins does not, for the most 
part, appear to follow any pattern (Figure 3.13). The only exception to this is the 
eastern-most segment o f the fault (east o f approximately 537800mE). Only 4 o f the 64 
hydrothennal calcite samples in this eastern macro-segment have compositions 
more than l%o below the distal host rock field. However, all transects in this section o f 
the fault still include '^0-depleted hydrothermal calcite compositions. Assuming none 
of the other methods of '^O depletion mentioned in Section 3.6.1 are contributing to 
depletion, this suggests that the eastern macro-segment was still connected to the 
external fluid reservoir. If this section of fault was connected to the external fluid 
reservoir then either fluid flux through this section of the fault was either significantly 
lower than the rest o f the fault or path lengths were significantly longer. One potential 
reason for longer path lengths could be increased along-strike transport. Significant 
along-strike transport might occur if this segment o f the fault did not penetrate into 
Autochthonous Unit A (maximum normal displacement on this segment is < I85m) or if 
the external fluid reservoir itself was not present beneath the eastern part of the DAF 
Fault. 
Aside from the eastern macro-segment, most of the along-strike variation in 
minimum values of vein calcite S'^O occurs at scales of between 100 and 1000m. A 
significant part o f this small to medium scale along-strike variation appears to be 
influenced by meso-scale segmentation (see Table 3.1). However, although extension 
veins associated with both Set 1 and Set 3 have lower median 5 '^0 compositions in 
segment boundaries than in planar fault segments, the difference is only statistically 
significant during Set 1. The following paragraphs will explore possible reasons why 
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increased fluid flux might be more commonly localised in complex segment boundaries 
than planar fault segments during normal slip (Set 1 veins). 
The distribution of slip at segment boundaries in the DAB Fault is significantly 
more complex than on the planar segments themselves (see Chapter 2). On planar 
segments, slip tends to be localised on a single, relatively planar PSZ. In contrast, slip at 
segment boundaries is typically distributed between multiple fault surfaces and/or a 
network of shear-reactivated veins. This complex pattern o f slip accommodation at 
segment boundaries is interpreted to produce higher fracture density and possibly 
increased fracture apertures and fracture connectivity. Thus making segment boundaries 
higher permeability relative to planar fault segments (Sibson 1987, 1996; Leckenby et 
al. 2005; Kim and Sanderson 2010). 
If permeability enhancement is related to seismicity sequences (see Chapter 2), then 
segment boundaries may also be open to flow longer than adjacent planar segments 
during an individual flow episode. Increases in Coulomb stress are often localised at 
some segment boundaries during propagation of a rupture (King et al. 1994; Cox and 
Ruming 2004). In some cases segment boundaries may even arrest a rupture, resulting 
in even larger Coulomb stress increases (King et al. 1994; Cox and Ruming 2004; 
Mieklethwaite and Cox 2004). Increased coulomb stress will tend to drive ongoing 
seismicity in the vicinity of these segment boundaries, repeatedly regenerating 
permeability, while permeability destruction processes dominate in other planar parts o f 
the fault (Cox and Ruming 2004; Mieklethwaite and Cox 2004). The result is that 
during a single seismicity sequence, segment boundaries are likely to maintain 
permeability for longer than an adjacent planar segment. 
The previous two paragraphs have described how complex segment boundaries 
could localise high fluid flux during an individual flow episode. However, assuming 
that the DAB Fault approximates a continuous flow system through multiple flow 
episodes, then to generate the very low vein calcite S'^'O compositions observed in some 
segment boundaries, these processes need to be repeated during numerous successive 
flow episodes. Segment boundaries often develop in the early stages of fault growth 
(Walsh et al. 2002). However, they also typically have a long lifecycle as they evolve 
from soft-linked to hard-linked structures, and then become progressively smoothed out 
(Peacock and Sanderson 1991). This protracted evolution o f segment boundaries is 
likely important for achieving high total fluid flux as individual high flux episodes can 
be repeatedly channeled through these networks over multiple failure-flow cycles. 
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Figure 3.22: a) T w o discont inuous but proxitnal segment boundaries . This scenario could host high fluid f lux if 
hydraulic connect ivi ty can be established be tween the lower and upper segment boundaries , b) A segment boundary 
occurs in the upstream part of the sys tem but is not cont inuous to the fluid reservoir or another high permeabil i ty 
pathway. This d iscont inuous segment boundary may not host s ignif icant fluid flux, c) A segment boundary is 
connected to the external fluid reservoir , but terminates before reaching the upstream part of the system. Supra-
hydrostat ic fluid pressures may self-generate permeabi l i ty in the planar fault segment above the segment boundary 
terminat ion, potential ly localising signif icant fluid flux in this area. 
However , there are a number of important exceptions to the trends discussed in the 
previous paragraphs. There are complex segment boundaries where all Set 1 veins have 
S'^'O composi t ions close to, or within, the distal host rock field. There are also planar 
segments where a number of Set 1 veins are strongly " 'O-depleted. The cause of these 
variations is not entirely clear, but it does indicate a level of 4 D complexity in the 
evolution of fluid pathways that is difficult to unravel using 2D exposures. 
One possible example of this 4 D complexity is the down-dip continuity of complex 
segment boundaries. In a large fault, many segment boundaries probably do not 
continue down-dip to the base of the system (Walsh et al. 2003a). Therefore, high fluid 
flux is likely to rely on along-strike fluid pathways linking steeply-plunging high 
permeabili ty pathways (Figure 3.22a). Features such as gently plunging dilatant jogs, or 
domains of high fracture density localised in competent lithologies likely provide these 
along-strike, high permeability pathways. However, if the path length between 
discontinuous, steeply-plunging, high permeability pathways is long or if they don ' t 
intersect zones of high along-strike permeabili ty at all, then composit ions of vein 
calcite will be close to rock-buffered (Figure 3.22b). Conversely, a planar fault segment 
could locally host significant fluid flux if it links at depth with a blind, high 
permeabil i ty segment boundary that is connected to the fluid reservoir (Figure 3.22c). 
Even if the planar segment is not an inherently high permeabili ty zone, high fluid 
pressure may self-generate permeability (Sibson 1996). 
One of the unexpected features of Set 3 is that while this vein set is on average 
more '^O-depleted than Se t l , there is no statistically significant difference in 
hydrothermal calcite 5 ' ^ 0 composit ions between segment boundaries and planar 
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segments. The reason for this is unclear; however, some potential explanations are 
explored in the next three paragraphs. 
Regardless o f whether a soft-linked segment boundary is a relay, dilational jog or 
contractional jog, a rupture still needs to propagate across a volume of rock that does 
not contain a through-going PSZ. This suggests that while segment boundaries are soft-
linked they are probably a locus for increased fracturing during seismic rupture, 
regardless o f kinematics. When a segment boundary becomes hard-linked with a 
through-going PSZ, rupture kinematics may have a more significant influence on 
fracturing. Steeply-plunging, hard-linked segment boundaries will be sub-parallel to slip 
direction during normal slip, whereas during strike-slip movement they will form 
dilational or contractional jogs, becoming zones of increased bulk strain and thus 
fracturing (Figure 3.23). As a hard-linked segment boundary evolves further and 
becomes smoothed out during progressive deformation (Peacock and Sanderson 1991) 
fracturing is likely to decrease regardless of kinematics. If this model is correct, then 
permeability in DAB Fault segment boundaries would either stay approximately the 
same or increase when the kinematics changed from normal slip to sinistral slip, 
depending on how mature the segment boundary was. 
Dilational Jog Contractional Jog Relay 
No Slip Normal Slip Sinistral Slip Dextral Slip 
Figure 3.23: The effect o f changing slip direction on a hard-linl<ed left step in a fault surface. During normal slip the 
long-axis o f the relay is parallel to the slip direction, so significant additional fracturing wouldn' t be expected at this 
step-over. During sinistral slip the step-over is a zone o f dilation and likely to focus increased extension fracturing. 
During dextral slip the step over is a zone o f contraction and likely to focus increased fracturing and faulting. 
In planar segments, the effect of changing kinematics may be less complicated. One 
of the key differences between the normal and sinistral kinematic phases on the D A B 
Fault, other than the direction of slip, is the total displacement associated with each 
phase. The architecture of the DAB Fault was created during normal slip o f at least 
several hundred metres. During accumulation o f this displacement the fault surface will 
tend to become smoother as asperities are removed (Power et al. 1988; Childs et al. 
1996). Those asperities that do remain will tend to be sub-parallel to the slip direction 
(Power et al. 1987; Power et al. 1988; Power and Tullis 1991). Displacement during 
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sinistral reactivation was an order of magnitude less. Therefore, during these early 
stages of sinistral slip, there may have been localised increases in permeability as 
asperities that had now become perpendicular to the slip direction were removed. If 
there were enough of these small scale asperities present, this could result in a semi-
pervasive increase in permeability within planar segments. 
If both of the above processes happened in tandem, then the result would be an 
overall increase in '^0-depletion, but a decrease in the difference between planar 
segment and segment boundary distributions. 
Interestingly, the stepping direction of a steeply-plunging segment boundary does 
not seem to have a significant effect on extent of 180 depletion, and hence fluid flux, 
during sinistral slip reactivation. Set 3 veins from both right (contractional) and left 
(dilational) stepping segment boundaries have similar ranges of S'^O composition and 
thus presumably similar fluid flux. This indicates the effect that increasing 
(contractional) or decreasing (dilational) mean stress within these jogs (Nur and Booker 
1972; Segall and Pollard 1980; Sibson 1987) has on permeability is outweighed by 
other factors. As discussed previously, the 3D connectivity of these jogs to the fluid 
reservoir during individual flow episodes will be a key control on fluid flux and will 
probably outweigh any local scale factors. However, even if 3D connectivity is assumed 
to be identical, it is possible that the magnitude of the post-rupture fluid pressure 
changes as near-lithostatic fluids from the external reservoir enter the system (see 
Chapter 2) may overwhelm any change in mean stress produced during the rupture 
process. In this case, fluid-induced fracturing (Sibson 1996) and increased apertures in 
existing fractures due to fluid pressure driven dilation (Walsh 1981) would outweigh 
any initial differences in permeability that may have existed between dilational and 
contractional jogs. 
While the arguments in the previous paragraph have dealt with fluid flux during 
individual flow episodes, it is important to remember that the total fluid flux in a system 
is dependent on the cumulative effect of multiple flow episodes. Wesnousky (2006) 
used mapped earthquake rupture traces to infer that cumulative strike-slip displacement 
is more efficient at developing hard-linkage through contractional step-overs than 
dilational step-overs. This suggests that dilational step-overs could potentially remain 
high permeability sites through more flow episodes than equivalent contractional step-
overs. Therefore, it is possible that high fluid flux would have been maintained for 
longer in left-stepping (dilatant) segment boundaries than in right-stepping 
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(contractional) segment boundaries had sinistral reactivation of the D A B fault cont inued 
to larger displacements. 
3.6.4 Across-strike variations in C / 0 stable isotope compositions 
The permeability distribution in a fault zone is commonly described in terms of an 
idealised model, with a low permeabili ty fault core and a high permeabil i ty lateral 
damage zone that decreases in permeabili ty away from the fault core (e.g., Caine et al. 
1996; Faulkner et al. 2010). However, the highly variable distribution of strongly " 'O-
depleted hydrothermal calcite in the DAB Fault indicates a more complex situation. 
Figures 3.14, 3.15 and 3.16 all highlight the observation that the PSZ commonly 
contains strongly " 'O depleted hydrothermal calcite. This indicates that the PSZ of the 
DAB Fault was a major fluid conduit, similar to the permeabili ty model in Figure 3.24a. 
Some models for fault-hosted fluid flow suggest that the PSZ acts as a barrier to f low 
(e.g.. Figure 3.24b; Caine et al. 1996). However , most of these "barrier to flow" models 
are based on fault systems with low fluid pressures and host rock that has either high 
initial porosity or significant clay or shale content (Faulkner et al. 2010 and references 
therein). In contrast, the DAB Fault has transiently high fluid pressures and a host rock 
that is low porosity and has relatively low shale/clay content. The near-lithostatic fluid 
pressures at failure in the DAB Fault are consistent with the observation that dilation, 
rather than grain size reduction, has been a major process in the PSZ of the D A B Fault. 
Increased dilation in the PSZ would, in turn, result in higher permeabil i ty and 
potentially larger fluid fluxes in the PSZ relative to a fault where PSZ development was 
dominated by grain size reduction. 
a) b) 
Distal ' Proximal 
Damage Zone • 
| N | Proximal ' D i ^ 
.1 Q.I., Damage Zor>e-
Dis tance across-str ike D i s tance across-str ike 
- Damage Zor^e-
Figure 3.24: Different models for the across-str ike distr ibution of permeabi l i ty (modi f ied f rom Fig 4, Anders and 
Scholz, 1993). a) PSZ and damage zone are permeable both along-str ike and across-str ike. This model is typical o f 
fault zones with high fluid pressure and low-porosi ty, low-clay host rocks e.g., the D A B Fault, b) PSZ is relatively 
impermeable whereas the damage zone is highly permeable . Along-s t r ike permeabi l i ty in this model is good, whereas 
across-strike permeabil i ty is poor. This type of permeabi l i ty prof i le is expected in fault zones with low fluid pressure 
and clay-rich, low porosity host rocks. 
The proximal damage zone (i.e., vein intensity > 5 veins/m^) has a high proportion 
of '^0-dpeleted veins, indicating that is also is a major conduit for fluid flow (e.g.. 
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Figure 3.16b). The distribution of vein calcite 5*^0 compositions from the distal damage 
zone (i.e., vein intensity > 5 veins/m^) is statistically different from that of the proximal 
damage zone, with a predominance of rock-buffered compositions. Therefore, the large-
scale distribution of hydrothermal calcite S'^O compositions broadly supports a model 
of decreasing permeability away from the fault core (e.g., Faulkner et al. 2010). This 
indicates that flow was concentrated in the PSZ and proximal damage zone, possibly as 
a result of higher fracture connectivity. The distal damage zone may have contained 
more dangling and isolated elements in their fracture arrays, with more limited 
connectivity to the flow backbone (terminology after Cox et al. 2001). 
However, Figure 3.14 also highlights considerable local variability in the 
distribution of hydrothermal calcite 5*^0 compositions within the damage zone. In each 
sampling transect in figure 3.14, the majority of vein samples in both the proximal 
damage zone and the distal damage zone are rock-buffered. Figure 3.14 also indicates 
that strongly '^0-depleted veins can also occur in both the proximal and distal damage 
zone. This indicates that, while 5*^0 compositions, and thus by inference fluid flux, 
decreases towards the margin of the damage zone "on average", individual flow 
episodes at some locations have been significantly more variable (Figure 3.25). This in 
turn indicates a significant degree of 4D complexity in the across-strike distribution of 
fluid flux. 
Distal ' Proximal 
-Damage Zone 
Proximal ' Distal 
Damage Zone-
Distance across-strike 
F igure 3.25: Conceptual model contrasting the cumulative across-strike distribution o f fluid flux (thick black line) 
with fluid flux distribution during a small sample o f individual flow episodes (thin lines, each colour represents a 
different flow episode). This model illustrates how a relatively simple, cumulative across-strike fluid flux distribution 
can result from multiple flow episodes, during which the across-strike distribution o f fluid flux is actually quite 
complex and variable. 
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One interesting result that has come from this study is the apparent difference in 
across-strike distributions between complex segment boundaries and planar fault 
segments. In complex segment boundaries, as in the total dataset, the distribution o f 
S'^O compositions o f hydrothermal calcite in the distal damage zone is significantly 
different from the distribution o f S'^O compositions in the PSZ/proximal damage zone 
(95% confidence interval). However, in planar fault segments the S'^'O distributions o f 
the three across-strike subdivisions are not statistically different. The reasons for these 
differences are not clear. 
Overall, Figures 3.14, 3.15 and 3.16 indicate that the across-strike distribution o f 
5*^0 compositions of fault-fill and vein calcite (and by inference, fluid flux) within the 
DAB Fault is highly complex, with the locus of high flux flow varying in space and 
time. Therefore, while simpler models of fluid flow may approximate the time-averaged 
distribution of fluid flow, they do not adequately describe the complexity of individual 
flow episodes (Figure 3.25). These results also highlight the potential differences in the 
distribution of fluid flux between (1) high dilation, vein-rich, clay-poor faults such as 
the DAB Fault, and (2) many vein-poor, clay-rich faults with cores dominated by 
frictional wear damage. In particular, the PSZ is an effective fluid conduit in the D A B 
Fault, so the across-strike permeability profile probably resembles the model in Figure 
4a of Scholz and Anders (1993) than the fault core aquitard model suggested by Caine 
et al. (1996) for faults with well-developed PSZs. 
3.6.5 Relationship between damage mechanisms and fluid flow 
A number of papers have used the orientation of extension fractures to understand the 
processes associated with the formation and growth of damage zones around faults (e.g., 
Chester and Logan 1986; Mitchell and Faulkner 2009), although none of these explicitly 
dealt with macroscopic vein networks or fracturing in high Pr environments. These 
various mechanical models for fracture development in fault damage zones are 
summarised in Figure 3.26 and Table 3.2. 
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Table 3.2: Summary of different mechanical models for extension fracture formation (also see Chapter 2). Modified 
from Mitchell and Faulkner (2009). 
Damage 
Model 
Angle between 
vein & fault 
Notes 
Regional 25-30° Extension veins typically form prior to failure events and are 
distributed tliroughout rock mass, althougli highest vein densities 
are typically adjacent to the PSZ. 
Fault linkage 25-0° Extension veins localised between interacting fault segments e.g., 
fault jogs and relays. Damage is elongate parallel to segment 
boundary. 
Process zone, 
Mode II tips 
20° and 70° Extension veins localised at rupture boundaries perpendicular to 
slip direction. Damage is elongate. 
Process zone, 
Mode III tips 
45° Extension veins localised at rupture boundaries parallel to slip 
direction. Damage is elongate. 
Wea r 0-90° Extension veins localised at stress concentrations during slip on a 
frictional, irregular fault surface. 
In Chapter 2 each of these models was evaluated with respect to the observations in 
the damage zone of the DAB Fault and placed into a seismogenic context. The key 
points from Chapter 2 that are relevant to this discussion are: 
1. The various mechanical models can be classified according to the expected 
time of formation within the seismic cycle. 
2. Veins that form in a local stress field that is the same as the expected 
regional stress field probably formed pre-rupture as stress or fluid driven 
fractures. 
3. Veins that form in local stress fields that are rotated relative to the regional 
stress field probably formed syn- or immediately post-rupture. 
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Due to the overlap between the expected orientations for different mechanical 
models and the complexity of the DAB Fault, it is not possible to confidently assign 
individual veins to any one idealised mechanical model. However, by evaluating the 
vein sets as a whole, some patterns do become apparent. 
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Figure 3.26: Schematic diagrams o f different 
models for fault-related extension vein 
formation (after Wilson et al, 2003; 
Blenkinsop, 2008; Mitchell and Faulkner, 
2009 and Di Toro et al 2005). a) Extension 
veining formed under a homogenous regional 
stress regime. Veins should be distributed 
throughout the rock mass i f extensional 
failure is stress-driven, although highest vein 
densities are still expected adjacent to the 
PSZ. b) Extension veins formed during fault 
growth by segment linkage. Veins form 
between interacting fault segments so their 
along-strike distribution should be variable, c) 
Extension veins formed in the rupture tip 
process zone. Extension veins form in zones 
o f stress concentration around rupture tips and 
are typically not perpendicular to regional a , 
due to local rotation o f the stress field. The 
local stress field depends on the orientation of 
the rupture boundary with respect to the slip 
direction. Vein orientations for mode II 
rupture tips are illustrated, d) Extension 
veining associated with slip along an 
irregular, frictional surface. Veining is 
localised at stress concentrations adjacent to 
irregularities in the fault surface, e) Fracturing 
in a zone o f tensional stress developed 
adjacent to a propagating fault rupture tip. 
Most Set 1 veins are at angles o f 25-30° to the average DAB Fault orientation, with 
a smaller but significant spread of veins from 0-25° to the fault. The veins at 25-30° 
occur are inferred to be predominantly associated with pre-rupture stress and/or fluid-
induced fracturing as their broad spatial distribution is inconsistent with a simple fault 
linkage model. Veins at between 0 and 20° to the fault are inferred to have formed 
immediately post-rupture as a result of stress field rotation during collapse of dilatant 
fault segments (see Figure 2.28). 
Reactive Transport and Fluid Pathways in Fracture-Controlled Flow Systems 125 
Evaluation of Set 3 veins was more difficult due to the previously mentioned 
overlap between expected Set I and Set 3 vein orientations. O f the remaining Set 3 
veins, there is a cluster of veins at approximately 45° to the fault and a broad spread of 
veins from 45° to angles o f up to 90° to the fault. Veins at 45° to the fault are consistent 
with the mechanical model for process zone fracturing at Mode 111 rupture tips, while 
the spread of veins up to 90° could be related to several different mechanical models 
including fractures formed at Mode II rupture tips, fractures formed during dynamic 
rupture propagation and fractures formed due to the juxtaposition o f asperities in the 
fault surface. Regardless o f the uncertainty about the exact mechanical processes by 
which these veins formed, it is clear that these vein orientations are different to those 
associated with Set 1 veins and that they probably formed syn- to immediately post-
rupture in the seismic cycle. 
This section will examine the relationships between extension vein orientation and 
5*^0 composition and use this to explore how extension fracturing at various stages in 
the seismic cycle influences the spatial and temporal evolution o f fluid flow. 
Three of the 4 strongly "'O-depleted Set 1 veins formed at angles of between 25 and 
30° to the DAB Fault, while the remaining strongly '^0-depleted vein is sub-parallel to 
the DAB Fault. This distribution is similar to the total vein set, which as stated 
previously has a strong concentration o f veins at 25-30° to the fault and a lesser but 
significant number of veins spread between 0 and 25° to the fault. Weakly "'O-depleted 
and rock-buffered veins also seem to follow a similar pattern to the total vein set. 
Therefore, the distribution of '^O-depletion in Set 1 veins seems to be relatively evenly 
distributed. This indicates that during normal slip on the DAB Fault, the flow network 
involved fractures that formed via different mechanical models and at different stages of 
the seismic cycle. 
Set 3 vein orientations in the DAB Fault's damage zone have a large spread from 
35° to 90° to the fault. Strongly and weakly '^O-depleted Set 3 veins occur at all angles, 
again indicating that the flow network involved fractures formed via different 
mechanical models and at different stages of the seismic cycle. However, there are a 
larger number of strongly '^O-depleted veins oriented at approximately 70° to the fault 
(Figure 3.12b). This concentration is at odds with the overall Set 3 vein distribution, 
which has contoured maxima at approximately 45° to the DAB Fault. 
As stated in Chapter 2, syn-kinematic extension veins oriented at around 70° to the 
fault could be interpreted as being associated with process zone fracturing at Mode II 
fault tips (Scholz et al. 1993; Wilson et al. 2003; Mitchell and Faulkner 2009), 
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fracturing during dynamic rupture propagation (Di Tore et al. 2005; Rice et ai. 2005) -
which in a seismic context is admittedly similar in concept to that o f a process zone - or 
fracturing due to juxtaposition o f irregularities in the fault surface (Wilson et al. 2003; 
Mitchell and Faulkner 2009). Similarly, syn-kinematic extension veins oriented at 
around 45° to the fault could be interpreted as being associated with process zone 
fracturing at Mode HI fault tips (Wilson et al. 2003; Mitchell and Faulkner 2009), 
fracturing during dynamic rupture propagation (Di Toro et al. 2005; Rice et al. 2005) or 
fracturing due to juxtaposition of irregularities in the fault surface (Wilson et al. 2003; 
Mitchell and Faulkner 2009). However, i f both the 45° and 70° vein orientations were 
related to the same process, then variations in fluid flux between different vein 
orientations should be random. The presence of this apparent difference in "'O depletion 
therefore suggests some inherent difference between veins at 45° and 70° to the D A B 
Fault. 
The next paragraph will explore the hypothesis that the difference in '^O depletion 
between veins at 45° and 70°is related to fracturing at rupture tips. It is acknowledged 
that further testing via detailed mapping and analysis o f these vein orientations is still 
required, and that these process zone models may oversimplify the inherent complexity 
of a propagating rupture (Ben-Zion and Rice 1995; Peyrat et al. 2001; Delouis et al. 
2002). 
Mode II fault tips should be sub-vertical during sinistral slip (Figure 3.27). 
Therefore, fracturing related to these fault tips is well-oriented for vertical fluid 
transport during a single flow episode. In contrast. Mode III fault tips should be sub-
horizontal during sinistral slip (Figure 3.27). In the DAB Fault the driving fluid pressure 
gradient is dominantly vertical, so unless mode III fault tips act as along-strike fluid 
conduits connecting high permeability sub-vertical networks, they are unlikely to host 
significant fluid flux and in many cases they may represent dangling elements in the 
network. This contrast in the direction of permeability anisotropy could explain some of 
the apparent difference in '^O depletion between Set 3 veins oriented at 45° to the fault 
and those oriented at 70° to the fault. 
However, one important aspect o f fracturing associated with rupture tips is that 
unlike physical features such as fault relays, the location o f a rupture tip and thus the 
location of associated permeability will potentially migrate both within a single flow 
episode and between flow episodes. These inherent temporal and spatial variations serve 
to reinforce the concept that to localise repeated high fluid fluxes over multiple flow 
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episodes requires a network that uses fractures formed by different mechanical models 
and at different stages of the seismic cycle. 
3.6.6 Hail Ash Shas network. 
Chapter 2 established that the DAB Fault and HAS network shared an identical 
kinematic history and contain the same extension vein sets. The nearly identical 
distribution o f hydrothermal calcite and 5'^C compositions (Figure 3.8) indicate 
that the DAB Fault and HAS network were also connected to the same external fluid 
reservoir and shared a similar flow history. 
The HAS network hosts a number of strongly fluid-buffered samples, including the 
lowest 5*^0 composition for hydrothermal calcite from the combined DAB Fault/HAS 
network dataset. This indicates that the HAS network was at least as effective as the 
DAB Fault as a fluid conduit. However, the HAS network consists of a number o f small 
(length <2km), low displacement (<100m) faults. The length of these faults indicates 
that they are unlikely to penetrate into the basement beneath Autochthonous unit B. 
Rather, connectivity to the basement and possible fluid reservoirs must involve 
hydraulic linkage within a network of small faults. This contrasts with the high-
displacement DAB Fault, which is almost certainly large enough to penetrate beneath 
Autochthonous Unit B, without relying on connectivity to other faults or other high-
permeability fluid pathways. 
An interesting feature of the HAS network is the lack of variation in hydrothermal 
calcite S'^'O compositions between those faults relatively proximal to the DAB Fault 
(<l ,000m) and those faults more distal to the DAB fault (>l,000m). If fluid primarily 
flowed up high-permeability conduits within the DAB Fault before branching out into 
the HAS network, then hydrothermal calcite in faults that are closer to the DAB Fault 
might be expected to have lower 5*^0 compositions. However, since there is no 
significant difference in compositions of veins in HAS network faults proximal to 
the DAB Fault and those distal to the DAB Fault, this suggests that a significant amount 
of the fluid flux in the HAS network may not necessarily have been transported through 
parts o f the DAB fault. Instead, the >2000m of vertical transport from the external fluid 
reservoir may have occurred entirely through a network of linked, low displacement 
faults. However, there is a second moderate-displacement fault approximately I km 
south o f the HAS network. The influence of this fault on fluid transport in the HAS 
network is not well-constrained. 
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If individual faults are not directly connected to the external reservoir or the D A B 
Fault, transport must involve fluids moving from fault to fault within the network. This 
inherently involves longer minimum path lengths than on the sub-planar DAB Fault. 
Therefore, for the HAS network to have similar compositions to the DAB Fault, 
one or a combination of three factors may be involved: 
i. higher permeability and thus faster transport in the HAS network than the 
DAB Fault; 
ii. less along-strike fluid transport relative to the DAB Fault; 
iii. higher fluid flux in the HAS network than in the DAB Fault. 
Currently it is not possible to quantify how much effect any of these factors might 
have. However, the following paragraphs review some possible causes. 
Lower-displacement faults are likely to have rougher fault surfaces (Power et al. 
1988). More irregular fault surfaces would presumably result in more wear-related 
fracturing and potentially higher permeability. However, this would also imply that 
hydrothermal calcite in the DAB Fault and its damage zone should become 
systematically more '^O depleted towards the fault terminations. Since this pattern is not 
apparent in the DAB Fault it is probable that this is not a major factor localising high 
fluid flux and deposition of '^O-depleted hydrothermal calcite in the HAS network. 
As fault networks grow and evolve, smaller displacement faults have been 
interpreted to become inactive while deformation is increasingly localised on a few 
larger faults (Walsh et al. 2002; Walsh et al. 2003b). However, Chapter 2 demonstrated 
that while not necessarily contributing significantly to the total strain, the low 
displacement HAS network was certainly active during all three kinematic phases of the 
DAB Fault and thus appears to be relatively long-lived. This long, shared history 
suggests that the HAS network could represent an ancient aftershock cluster that formed 
adjacent to the DAB Fault and was active throughout the kinematic evolution o f the 
DAB Fault. Co-seismic stress transfer has been identified in many modem fault systems 
as a significant control on aftershock location (King et al. 1994). However, the HAS 
network has been active as a fluid conduit during normal slip as well as two strike-slip 
reactivations, during which the location of positive Coulomb stress changes would have 
been significantly different. I f Coulomb stress changes did not drive the aftershock 
sequence, then this raises the possibility that the aftershock sequences may have been at 
least partially tluid-driven. 
In systems where failure is fluid-driven (i.e., self-generated by pulses o f fluid at 
high pressure) the fracture network evolves by invasion percolation (Sahimi 1994; Cox 
Reactive Transport and Fluid Pathways in Fracture-Controlled Flow Systems 129 
2005, 2007). In invasion percolation all elements o f the fracture network are connected 
to the fluid reservoir, with permeability enhancement localised in the downstream part 
of the flow system as fluid migrates along hydraulic gradients. Since the fluid is 
essentially controlling where permeability is developed, fluid pathways could be more 
efficient, involving less along-strike transport than flow networks that have a 
permeability architecture imposed on it by a preceding mainshock rupture. This may 
partly explain why S '^0 compositions o f hydrothermal calcite in some parts o f the HAS 
network are lower than on the DAB Fault. 
The supply o f external fluids may be an additional limiting factor for the total fluid 
flux per flow episode. It was established in Chapter 2 that the DAB fault and HAS 
network are both dominantly episodic flow systems associated with near-lithostatic 
fluid pressures. In such a system the generation o f new permeability and the 
maintenance of existing fracture apertures is strongly dependent on fluid pressure 
(Sibson 1992, 1996). If the supply o f fluids from the external reservoir is exhausted, 
then fluid pressure will drop rapidly, flow rates will slow, and permeability destruction 
processes such as compaction, mineral precipitation and fracture healing will begin to 
dominate the system (Brantley et al. 1990; Tenthorey et al. 2003). 
It has been assumed in this chapter (and will be proven in Chapter 4) that the 
direction of fluid flow is dominantly upwards, from an external fluid reservoir located 
below the base of Autochthonous Unit B. Autochthonous Unit A, the likely host of the 
external fluid reservoir, is dominated by siltstone, with lesser conglomerates and 
carbonates (Glennie et al. 1974). Siltstone typically has very low permeability 
(Ingebritsen and Appold 2012), whereas experimental evidence indicates that post-
failure fracture networks in low-permeability rocks typically have permeabilities 2-3 
orders of magnitude higher than the surrounding host rock (Simpson et al. 2001; Oda et 
al. 2002; Uehara and Shimamoto 2004; Mitchell and Faulkner 2008). Therefore, the 
ability of the fracture network to transport fluids out of the external fluid reservoir far 
outweighs the ability of the host rock to transport pore fluid into the fracture network. 
As such, the volume of fractured rock in the external fluid reservoir is likely to be a key 
control on the total fluid flux that a fault may host during a single failure episode. 
A simple comparison of the surface expression of the DAB Fault and the HAS 
network (Figure 2.11) illustrates that the across-strike extent of the HAS network is in 
excess of 1km: this is significantly greater than the width of the DAB Fault and its 
associated damage zone (ca. 50m). This analysis is obviously limited as it does not take 
into account the narrower macro-scale damage zones of the individual faults in the HAS 
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network, nor the broader, but transient damage zone of microcracks that are likely to be 
open adjacent to both the DAB Fauh and the HAS network faults immediately post-
rupture (Brantley et al. 1990; Mitchell and Faulkner 2009). However, it does illustrate 
the point that the HAS network covers a wide area and if it maintains a similar extent 
and density of faulting down into the external fluid reservoir, then differences in fluid 
flux between the DAB fault and HAS network could be related to the total volume of 
fluid available in each system during successive flow episodes, rather than any inherent 
difference in permeability. 
In summary, parts of the HAS network appear to be at least as effective as the D A B 
Fault for localising fluid flux. The fact that this is true for both Set 1 and Set 3 veins 
indicates that the hydraulic behaviour of the network, relative to that of the DAB Fault, 
was little affected by changing tectonic regime. Importantly, mineral deposits are often 
located in networks of smaller faults adjacent to larger faults, rather within the large 
fault itself (e.g., Knopf 1929; McKinstry 1948). So the effectiveness of small fault 
networks as fluid conduits is clearly not restricted to only the DAB Fault/HAS network 
system. 
3.7 Conclusion 
The DAB Fault and the subordinate HAS network formed a single, integrated flow 
system involving fluids from an external reservoir(s). This fracture-controlled flow 
system was active through all three kinematic phases of the DAB Fault. Vein 
populations associated with each kinematic phase have slightly different isotopic 
patterns. Both Set I and Set 3 veins define a trend of decreasing S'^'O away from the 
distal host rock field, although Set 3 contains a higher proportion of '^0-depleted veins 
than does Set 1. In contrast, the compositions o f Set 2 veins are almost entirely 
within the distal host rock field. There are also two distinct trends of varying 5'^C 
composition. A trend of increasing 5'^C occurs in all three vein sets, but is only 
apparent in vein samples with rock-buffered compositions. Another trend of 
decreasing 5'^C only occurs in vein samples with 5'^0<20%o and thus is only observed 
in Sets 1 and 3. Again, Set 3 contains a higher proportion o f '^C-depleted veins than Set 
1. 
Variations in hydrothermal calcite e'^'O compositions with time from the same vein 
set are poorly constrained due to the lack of cross-cutting relationships. However, the 
small dataset available indicates that both reactivation o f pre-existing fluid pathways 
and generation of new fluid pathways occur in successive flow episodes. Systematic 
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variations in vein calcite 6*^0 composition between kinematic phases are more obvious, 
with Set 3 having a higher proportion of "*0-depleted veins than Set 1. Possible causes 
of this systematic '^O depletion include reactivation o f preexisting fluid pathways, 
shorter fluid path lengths due to a change in the permeability structure of the DAB 
Fault, or variations in the productivity of the external fluid reservoir. 
There are large along-strike variations in the range of S'^'O compositions for 
hydrothermal calcite. During normal-slip (Set 1 veins), vein calcite in fault segment 
boundaries (e.g., relay structures and terminations) tends to have the lowest S'^O 
compositions and thus such fault segment boundaries are interpreted to have localised 
higher fluid flux than planar fault segments. Variation in fluid flux between different 
segment boundaries does not follow any obvious pattern, but is interpreted to be the 
result of variations in 3D connectivity to the external fluid reservoir and the amount o f 
along-strike flow. During the later sinistral phase of slip (Set 3 veins) there is no 
statistically significant difference in the distribution o f compositions (and thus 
fluid flux) between complex segment boundaries and planar fault segments. 
During sinistral reactivation, segment boundaries that formed as fault relays during 
normal slip were reactivated as either dilatational or contractional jogs. However, the 
stepping direction of structural complexities does not seem to affect the distribution of 
5*^0 compositions of hydrothermal calcite, and hence fluid flux, during sinistral slip. 
This suggests that at least in strongly overpressured systems such as the DAB Fault, 
where new fractures can be self-generated and existing fractures can be dilated by high 
fluid pressure, whether a jog is contractional or dilational is secondary to other factors 
such as permeability generation and 3D connectivity in determining the fluid flow 
potential o f a jog. 
The across-strike distribution o f hydrothermal calcite S'^O compositions within the 
vein-rich damage zone adjacent to the DAB Fault is highly irregular. Overall, the PSZ 
and proximal damage zone both host strongly '^0-depleted veins and have a similar 
distribution o f compositions. Importantly, the PSZ in the DAB Fault, and 
potentially in many other vein-rich faults, is a major fluid conduit. The distribution o f 
S'^O compositions in the distal damage zone is distinct from the PSZ and proximal 
damage zone and hosts the least number of "'O-depleted veins. 
There is some evidence in the Set 3 dataset that during sinistral slip veins formed at 
approximately 70° to the fault are more likely to have lower S'^O compositions and thus 
higher fluid flux than veins formed at 45° to the fault. This could be due to inherent 
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differences in permeability anisotropy between fractures formed at different rupture 
tips; however, a more extensive dataset is needed to test fully this hypothesis. 
Calcite veins from the low-displacement subordinate fault network (as exemplified 
in the HAS area) have compositions as low as those that occur in the DAB Fault. 
This indicates that high fluid flux was not only localised within parts of the high 
displacement DAB Fault, but has also occurred in parts o f the adjacent network of low 
displacement, co-active faults. Hydraulic connectivity in the HAS fault network is 
interpreted to require more tortuous fluid pathways and longer fluid path lengths than is 
the case for flow in the DAB Fault. Given these apparently longer minimum path 
lengths expected in the DAB fault, this suggests that the HAS network was an even 
more effective fluid conduit than the DAB Fault. Possible reasons for this include less 
along-strike transport due to fluid-drive failure, or access to larger volumes of fractured 
external fluid reservoir during each flow episode. 
However, regardless of orientation, distance from the PSZ, along-strike or across-
strike location within the fault network, many veins in the DAB Fault and HAS network 
exhibit localised flow from the external fluid reservoir and therefore have been at least 
transiently connected to the backbone of the flow network. 
Chapter 4. React ive 
t ranspor t model l ing of 
f lu id f low in the Wi jmar 
and Dar A1 Baydha Faul ts 
4.1 Introduction 
Faults and their associated fracture networks can act as major fluid conduits in the upper 
crust (e.g., Parry 1998; Sibson 2001; Miller et al. 2004; Cox 2007). However , the 
irregular distribution of mesothermal gold deposits along and adjacent to some ancient 
fault systems provides compell ing evidence that the distribution of fluid flux within a 
fault system and its associated fracture network is not uniform (McCuaig and Kerrich 
1998; Robert and Poulsen 2001; All ibone et al. 2002). 
Qualitative assessments of fluid tlux can be made, based on observations such as 
the intensity of metasomatism or the grade of mineralisation. However, accurately 
quant i fying the amount of fluid flux in a fault system is more difficult , requiring either 
major element mass transfer/mass balance calculations or using the dispersion of 
exchange fronts for stable isotopes (Lassey and Blattner 1988; Dipple and Ferry 1992a; 
Heinrich et al. 1996). There are a number of case studies applying these methods to both 
ductile shear zones (Dipple and Ferry 1992b; Ferry 1992; Bowman et al. 1994; 
Cartwright and Buick 1999) and fault-hosted systems (Losh 1997; Knoop et al. 2002; 
Cox 2007; Hashimoto et al. 2009). 
The use of kinetically controlled stable isotope exchange to calculate fluid flux, as 
in this study, requires an externally sourced fluid and host rock in isotopic 
disequilibrium. One can consider a conceptual system in which, prior to initiation of 
f low, a seal separates these two reservoirs and no mixing occurs (t=0 in Figure 4.1). 
Once f low is initiated, fluid f lows f rom the external reservoir into the host rock. As the 
fluid migrates it reacts with the host rock along the fluid pathway, progressively shift ing 
to more rock-buffered composit ions until it is in isotopic equilibrium with the host rock 
( t=l in Figure 4.1). This progressive exchange results in a distended front (compared 
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with a step function for non-dispersive equilibrium exchange) in which the position of 
the geochemicai front can be approximated as the midpoint between the original fluid 
composition and the composit ion of a fluid in isotopic equilibrium with the host rock 
(Lassey and Blattner 1988; Abart and Sperb 1997). With continuing flow, the position 
of the isotopic front migrates through the system in the direction of f low ( t=2- t=3 in 
Figure 4.1) and the area underneath the curve is proportional to t ime-integrated fluid 
flux if all other variables remain constant (Abart and Pozzorini 2000; Knoop et al. 
2002). Importantly, to apply this model to vein networks it must also be assumed that 
the hydrothermal mineral (calcite in this study) precipitates in equil ibrium with the 
hydrothermal fluid and thus tracks fluid composit ion. 
5 " 0 of fluid in equil ibrium 
with host rock 
Isotopic front 
Figure 4.1: Model of a ID tlow system with a 
migrating isotopic front (modified from Cox, 2007). 
At time ( t)^0 the external reservoir and host rock are 
separated by a seal. When that seal is breached, fluid 
tlows into the host rock and undergoes isotopic 
exchange with the host rock. With time, fluid tlux 
increases and the isotopic front migrates through the 
system in the direction of tlow. 
8 ' °0 composit ion of 
externally-derived 
fluid reservoir 
The model described above deals with a continuous tlow system as might be expected 
in a ductile shear zone (Zhang et al. 1994). However, fluid t low in a brittle fault is 
typically an episodic process (Cox 1999; Miller and Nur 2000; Sibson 2001). If 
completely new pathways are formed with each f low episode, then the modelled t ime-
integrated fluid flux (TIFF) will represent an individual flow episode. If the same fluid 
pathways are reactivated during successive tlow episodes, then the modelled TIFF for 
the last increment of vein deposition will approach the combined fluid flux for all t low 
events, rather than the TIFF from a single episode. However , fluid transport in fracture-
controlled tlow systems is inherently complex, so there are number of caveats and 
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assumptions associated with these end-member models, which will be discussed in 
Section 4.7. • 
This chapter presents results from stable isotope analysis of hydrothermal calcite 
and proximal host rock within the Wi mar Fault, from the abal Akhdar dome of 
northern Oman. It is presented separately from the DAB Fault stable isotope data in 
Chapter 3 because it is a different fault system and because, initially at least, this 
chapter will only deal with vertical variations in COE stable isotopes as opposed to the 
along-strike and across-strike variations that were discussed in Chapter 3. We use the 
vertical variation in CHI stable isotopes to quantify TIFF and the rate o f kinetic 
exchange relative to fluid transport within the Wi mar Fault. These parameters are then 
applied to the nearby DAB Fault using stable isotope results previously presented in 
Chapter 3. The results of this modelling are used to explore the magnitude of along-
strike and across-strike fluid flux variations within the DAB Fault and the associated 
subordinate fault network, and also to estimate parameters such as the average flow rate. 
4.2 Deological Setting 
Northern Oman is a part of the Alpine-Himalayan chain and its geology records a 
protracted tectonic history. The geology in this area can be broadly split into three parts • 
a pre-obduction autochthonous sedimentary sequence, allochthonous thrust sheets, and a 
post-obduction autochthonous sedimentary sequence. The _iibal Akhdar dome, which is 
the field area for this study, is a 2 OOkm^ antiformal dome in northern Oman. It forms a 
tectonic window through the allochthonous thrust sheets into the underlying pre-
obduction autochthonous sedimentary sequence (Figure 4.2). 
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Figure 4.2: Simplified geological map o f northern Oman. The abal Akhdar dome is an antiformal structure, creating 
a tectonic window through the obducted Semail Dphiolite and Hawasina nappes into the underlying autochthonous 
sedimentary rocks. The box in the regional map indicates figure location. 
• lennie et al. (1973) subdivided the pre-obduction autochthonous sedimentary 
roci<s into two units7A and B. Cnit A consists o f Late Proterozoic to Drdovician, rift-
related carbonates and siliceous clastics (Lovelock et al. 1981; Al-Lazki et al. 2002). 
This sequence was folded prior to being unconformably overlain by Dnit B. Dnit B is a 
2DOOn thick, Permian to late Cretaceous sequence of dominantly passive margin 
carbonates (Hanna 1990; Pratt and Smewing 1993). Dnit B hosts the fault network that 
is the focus of this study and its stratigraphy is summarised in Figure 4.3. 
3000m -
2000m -
1000m-
a 
Jurassic-
Cretaceous 
Muti 
Natih (Upper Wasia) 
NahrUmr (Lower Wasia) 
Upper Kahmah 
Middle Kahamh 
Lower Kahmah 
Sahtan (Jurassic) 
Mahil (Triassic) 
Saiq (Late Permian) 
Muaydin - Autochthonous 
Unit A (Late Proterozoic) 
Figure 4.3: Simplif ied stratigraphic 
column o f Autochthonous Dnit B and 
the upper part o f Autochthonous Dnit A 
in the vicinity o f the D A B Fault 
(modified from Beurrier et al, 198^ . 
Dashed lines = siltstone, brickwork 
patterns = thick-bedded limestone, 
diagonal lines = thin-bedded limestone 
and circles = breccia. DDD marks the 
unconformity between Autochthonous 
• n i t s A and B while d D marks the 
location o f minor disconformities. 
Between 108Ma and 9 Ma, a northeast-dipping intra-oceanic subduction zone 
formed outboard of the passive margin upon which Autochthonous Dnit B was 
deposited (Figure 4.4a). This subduction zone reached the passive margin by about 
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93Ma and cessation of sedimentation at the passive margin by 90Ma marks the sealing 
of the basin by southwards obduction of allochthonous thrust sheets (Fig. 4b; abu 
1988; LeMetour et al. 1990; Warburton et al. 1990; Clennie 199^ . The Hawasina 
nappes form the lowermost of these thrust sheets and consist of continental margin to 
deep marine sedimentary rocks that were deposited outboard from Autochthonous Cnit 
B during the Permian to late Cretaceous (Clennie et al. 1973). The Semail nappes 
overlie the Hawasina nappes and consist of a <12km thick sequence of relict Cretaceous 
Neotethyan oceanic crust (Shelton 1990; Breton et al. 2004). 
nOMa" 
b) 
93Ma 
79Ma 
Autochthonous 
sedimentary sequences Active Ridge 
Continental CruM 
A 
d) 
66Ma 
Figure 4.4: Interpreted tectonic sequence for 
northern Dman dur ing the Cre taceous and early 
Tert iary. At approximate ly l l O M a an active 
ridge existed outboard of the man passive 
margin. By 9 3 M a the plate bounda ty had 
switched f rom divergent to convergent and a 
subduct ion zone had reached the passive margin. 
Subduct ion of the passive margin cont inued until 
somet ime between T M a and 7 9 M a when breal< 
of f of the lower slab or delaminat ion of the 
lower crust caused a switch to exhumat ion . 
xhumat ion o f the abal Akhdar to shal low 
upper crustal levels and sub-aerial exposure of 
the Saih Hatat was comple te by approximate ly 
• O M Cefer to main text for fur ther details. 
While the allochthonous units were being obducted, the underlying passive 
margin began to subduct to the north. Peak metamorphism in Autochthonous Dnit B 
sedimentary rocks in the Saih Hatat area marks the cessation of subduction at 8[>79Ma 
(Alleman and Peters 1972; Warren et al. 2003). Cessation of subduction is thought to be 
related to either the detachment of an eclogitic root (Fig. 4c; Searle et al. 2004) or 
delamination in the lower crust or mantle (Chemenda et al. 199^ Breton et al. 2004). 
Subsequently the passive margin sedimentary rocks were exhumed to relatively shallow 
levels, presumably as a result of isostatic forcing (Breton et al. 2004; Searle et al. 2004). 
•bduction of the upper plate also ceased between 801VIa and 8Ma (Warburton et al. 
1990; Breton et al. 2004; Searle et al. 2004). Between 84Ma and 71 Ma, synchronous 
with exhumation of the subducted passive margin sequence and late- to post-obduction, 
a normal-fault network developed in the lower plate throughout much of what is now 
northern Oman (Filbrandt et al. 200:5-
Parts of the Saih Hatat have been emergent since the Late Cretaceous (Figure 4.4d), 
as indicated by clasts of Saih Hatat rock in the post-obduction Al Khawd Formation 
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(Mann et al. 1990; Searle et al. 2004). However , the bulk of the uplift and doming seen 
in the abal Akhdar region is interpreted to have occurred between 7Ma and 41VIa 
(Searle 198q Dlennie 199ri Poupeau et al. 1998). This uplift is broadly synchronous 
with another phase of extensional faulting in younger post-obduction sedimentary rocks 
along the northern margin of the dome, possibly indicating gravity tectonics (Mann et 
al. 1990). eactivation of Cretaceous normal faults within the abal Akhdar dome was 
only minor during the 7 M a ^ M a phase of uplift (Mann et al. 1990). 
4.3 Degional Fault Network 
An extensive network of faults has been mapped across the i b a l Akhdar dome 
(Beurrier et al. 198CJ Bechennec et al. 1992). All observed faults associated with this 
network are steeply inclined relative to bedding. Faults in this network have a wide 
range of strike orientations, but there is a dominant W N W - " S D trend (Figure 4 . r ) . 
Faults sub-parallel to this trend are dominated by normal slip with late dextral and 
sinistral strike-slip reactivations (Chapter 2; Hilgers et al. 200i:j A m d t et al. 2010). 
Normal faults at oblique angles to the dominant trend appear to have formed as linking 
structures during strike slip reactivation, and while the amount of strike-slip movement 
is not well constrained, local estimates indicate it is an order of magnitude less than 
normal displacement (see Chapter 2). 
F i g u r e 4.5: M a p of ma or non-thrust faults in the abal Akhdar dome , af ter Bechennec et ai (1992) . The Wi mar 
Fault IS highlighted in blue; the D A B Fault is highlighted in red. All ma or faults have s ignif icant hang ingwal l -down 
dip separation. Ticks indicate the position of ma or thrusts at the top of the au toch thonous sedimentary sequence and 
the top of the Hawasina nappes. 
The timing of formation for this fault network is partly constrained by field 
relations. Dne fault in the network offsets the Hawasina Formation (Beurrier et al. 19814 
while small-scale, sub-parallel normal faults in Wadi Nakhr cut top-to-north bedding-
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parallel shear veins that are inferred to be contemporaneous with exhumation of high-
pressure metamorphic rocks in the Saih Hatat (Hilgers et al. 2 0 0 ^ . This suggests a late-
to post-exhumation and obduction t iming for normal faulting, which is broadly 
synchronous with similar normal fault networks located southwest of the abal Akhdar 
dome (Filbrandt et al. 2 0 0 ^ . The acute bisector of c o n u g a t e normal faults is 
approximately perpendicular to bedding, consistent with the fault network having 
formed prior to doming (Hilgers et al. 200q A m d t et al. 2010). 
4.4 Wia ia r Fault 
The deepest stratigraphic unit exposed along the D A B Fault is the urassic Sahtan 
_roup, so attaining a depth profile for stable isotope composit ions of hydrothermal 
calcite through the entire Autochthonous Dnit B sequence is not possible. This lack of 
an isotopic depth profile makes constraining inputs for reactive transport modell ing 
difficult . For this reason, after reconnaissance sampling throughout Wadi As Sahtan and 
Wadi Bani Awf , the Wi mar Fault was chosen for further sampling. 
The Wi mar Fault has a strike of approximately lOOQ sub-parallel to the D A B 
Fault, and dips steeply to the north. It can be traced from the base of the southern Wadi 
As Sahtan headwall (approximately 2km south of Wi mar village), across the southern 
summit of the abal Shams and into Wadi Nakhr (Fig. 4 .Q Beurrier et al. 1981). This 
gives the Wi mar Fault a traceable down-dip extent of more than 2000m, from the 
sil tstone-dominant Muaydin Formation, immediately below the unconformity between 
Autochthonous Dnit A and Autochthonous Dnit B, to the upper Kahmah Droup near the 
top of Autochthonous Dnit B (see Fig. 4.3). As such, it cuts almost the entire 
Autochthonous Dnit B carbonate sequence. 
Although the Wi mar Fault cannot be traced laterally into the lower stratigraphic 
units of Autochthonous Dnit A, it is probable that at least locally the Wi mar Fault does 
extend this far. In the vicinity of the Wi mar Fault, the Muaydin Formation is underlain 
by the Ha i r Formation, a relatively thin (<100m) fetid limestone, and beneath this is the 
Mistal Formation, which consists of a thick sequence of siltstone, sandstone and minor 
dolomite. 
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Figure 4 .6: Ueological map showing the location of the Wi mar Fault (af ter Beurrier et al. 1 9 8 3 and associated 
sample locations (red circles). 
The Wi mar Fault, where observed, has a structure similar to the D A B Fault and 
other faults in the regional network. It consists of a high displacement primary slip zone 
(PSZ) and a surrounding damage zone of calcite-filled extension veins and minor faults. 
The PSZ is typically 10-100cm wide and consists of brecciated calcite vein material ± 
host rock material. Less consolidated PSZs also occur locally, they consist of breccia 
with light brown calcite-clay matrix and clasts of early fault material. Some of these late 
vein breccia deposits within the main slip zone have a crust iform texture typical of 
travertine deposits observed elsewhere in the ^ba l Akhdar dome. These textures are 
interpreted as indicating recent fluid flow, karstification and reactivation within the fault 
and were not sampled. Late, sub-horizontal sl ickenfibres on fault surfaces and some 
reactivated extension veins indicate that this recent reactivation was strike-slip. 
•xtension veins within the low displacement damage zone ad acent to the PSZ 
appear to be entirely early i.e., not related to the late reactivation described above. 
Uxtension veins typically consist of white, coarse-grained calcite and a lways dip more 
steeply than the main fault surface. Timing of the veining and kinematic phases seems 
to follow a similar sequence to that observed on the D A B Fault early, steeply dipping 
veins that strike parallel to the fault (Set 1) indicate an initial normal slip phase, 
followed by veins with an oblique strike (relative to the PSZ) indicative of a dextral (Set 
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2) and then sinistral (Set 3) reactivation. Maximum slip for any of these movement 
phases is not well constrained. However, comparisons with other faults in the network 
suggest that based on the mapped 10km strike extent of the fault (Beurrier et al. 1986), 
the Wijmar Fault probably has several hundred metres of normal displacement. 
Displacement during strike slip reactivation was probably an order of magnitude less, as 
on the DAB Fault (see Chapter 2). 
4.5 Methodology 
4.5.1 Sampling 
Sampling of the Wijmar Fault involved traversing the fault zone vertically and along-
strike. Representative samples were collected of the fault fill and extension veins 
associated either with the main Wijmar fault or related subordinate faults if the main 
Wijmar Fault was not exposed. Previous work in the subordinate fault network of the 
DAB Fault indicates that these subordinate, low displacement faults have a range of 
stable isotope compositions similar to those of the main fault and thus should not 
significantly affect the interpretation of results (see Chapter 3). Fault-fill associated with 
recent reactivation was not sampled. 
A vertical spacing of <50m between sample sites was achieved locally. However, 
the terrain in the headwall of Wadi As Sahtan is extremely steep and the outcrop is 
often covered by debris or difficult to access. This meant that even with rope-access, 
large stratigraphic gaps between some sampling sites were unavoidable. 
Structural height in this chapter is defined as the bedding-perpendicular 
distance be tween the sample site and the unconformity at the base of 
Autochthonous Unit B. The hangingwall side of the fault is always used in this 
measurement , as in a normal fault this represen ts the maximum possible vertical 
t r anspor t dis tance for fluid migration through Autochthonous Unit B. 
All figures and location coordinates for the remainder of this chapter use the UTM 
coordinate system (Zone 40N) and the WGS 84 datum. 
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4.5.2 5 O and 5 C analyses of calcite 
Sample preparation for hydrothermal calcite involved crushing of the sample and 
selection of >2mm^ of material. Only material with no visible evidence of weathering 
was selected. Due to the nature of this process the material selected was a composite of 
the whole sample. The only exception to this is where layering or separate vein phases 
were visible in the sample, in which case a wafer saw was used to sample individual 
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layers or vein phases. For proximal host roci< a wafer saw was used to collect >2mm' of 
unweathered host rock material within 1mm of the vein margin. The approximately 
1 mm thickness of the proximal host rock samples meant that no crushing was required. 
The sample was then ground to a powder and an approximately 200|ig sub-sample 
was measured out and analysed using a Finnigan MAT 251 mass spectrometer with a 
Kiel carbonate device at the Research School of Earth Sciences, Australian National 
University. The sample was dissolved in 105% phosphoric acid at 90°C for 12 minutes. 
Data was corrected for " O interference using the method of Santrock et al. (1985) and 
normalised so that a sample of solid NBS 19 analysed by this method would yield 
5'* '0(VSM0W) = 28.64%o and 5 ' 'C(VPDB) = 1.95%o. All compositions presented 
in this paper are relative to VSMOW and all compositions are relative to VPDB. 
Quality assurance procedures involved the analysis of NBS-19 standards every 9 
samples, and duplicate analyses of samples with S'^'O compositions varying from 
l3.3%o to 27.9%o and 5'^C compositions varying from -3.1%o to 4.1%o. Repeat analyses 
of N B S - 1 9 s tandards have a l o of 0.06%o for S'^'O and 0.025%o for 5 '^C. Dupl ica te 
samples underwent all preparation stages separately to the original sample. The 
maximum variation between the original sample and the duplicate sample was 1.07%o 
and 1.19%o for and 5 " C respectively, while the 90"' percentile was 0.82%o and 
0.38%o. As this range is significantly larger than the 2a for NBS-19, this range probably 
represents the inherent variability of isotopic compositions within individual veins. 
I o 
4.5.3 5 O analyses of vein quartz 
Sample preparation for vein quartz involved crushing of the vein material, soaking it in 
30% HCl to remove any carbonate material, and then grinding it into a powder. Samples 
and standards were heated overnight to 150°C prior to loading into the vacuum 
extraction line. This was then evacuated for approximately six hours, after which blank 
BrFs runs were conducted until yield was less than 0.2 [xmoles oxygen. Oxygen was 
extracted using a COj-laser and BrFs (Sharp 1990); the gas was then analysed on a 
Geo20-20 mass spectrometer. All samples were analysed by GNS Science at their 
National Isotope Centre in Lower Hutt, New Zealand. Samples were normalised so that 
a sample of solid NBS-28 analysed by this method yielded 5 ' ^ 0 ( V S M 0 W ) = 9.6%o. 
NBS-28 was also used for quality assurance. Four analyses of NBS-28 varied in by 
less than O.I5%o. All quartz S'^'O compositions presented in this paper are relative to 
VSMOW 
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4.6 Stable isotopes 
4.6.1 Distal Host Rock 
A s prev ious ly stated, s teep terrain m a d e s ampl ing of host rock outs ide the distal d a m a g e 
zone di f f icul t at m a n y locat ions a long the W i j m a r Fault . H o w e v e r , the host rocks for the 
W i j m a r Fault are part o f the s a m e s t ra t igraphic s equence as the host rocks o f the D A B 
Fault . The re fo re , for the pu rposes o f this s tudy, the 5*^0 and 5 '^C compos i t ion of distal 
host rock ad jacen t to the W i j m a r Fault will be a s s u m e d to be the same as the S'^'O and 
5 ' ^ C compos i t ions of distal host rock ad jacen t to the D A B Fault i.e., 2 5 . 5 - 2 8 . 5 % o 
and 5 " C 1.5-3.0%o. The term ' r o c k - b u f f e r e d ' will be used to descr ibe hydro thermal 
calci te samples with 6*^0 and/or 5 '^C compos i t ions wi thin the distal host rock field, as 
per Chapte r 3. 
4.6.2 Hydrothermal Calcite 
Vein calci te samples were success fu l ly col lected f rom the Muayd in Format ion o f 
Au toch thonous Unit A as well as the Saiq Format ion , Mahil Format ion and K a h m a h 
G r o u p of Au toch thonous Unit B. H o w e v e r , due to the steep terrain ou tc rop of Sahtan 
G r o u p rocks was not accessible . 
4.6.2.1 Oxygen isotopes 
The 5 " 0 compos i t ions of hydro thermal calci te in the W i j m a r Fault fo l low a s imilar 
pat tern to those in the D A B Fault (see Chapte r 3). Set 1 and Set 3 veins, related to 
normal and sinistral slip respect ively , vary f rom s t rongly "^O deple ted (def ined here as 
<l9 .5%o) to rock buf fe red . In contrast , the m i n i m u m S'^^O compos i t ion for Set 2 
(dextral-s l ip related) vein samples is 2 3 . 8 % o , less than 2 % o be low the distal host rock 
field. H o w e v e r , only three Set 2 veins were sampled on the W i j m a r Fault . 
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Figure 4.7b plots the 6 " ' 0 composit ion of hydrothermal caicite against structural height 
for all samples from the Wijmar Fault. In terms of the system as a whole (i.e., all 
kinematic phases), there is a large range in S'^O composit ions at each structural height; 
however, the minimum S^^O composit ion of hydrothermal caicite at each stratigraphic 
level is always depleted relative to distal host rock. There is also a trend of increasing 
minimum S ' ^ ' O up-section, from 15.8%o near the base of the system to 2 2 . 9 % o at the 
highest sampled structural level. Interestingly, the minimum S'^ ^O composi t ion of 
hydrothermal caicite for the Wijmar Fault (l5.8%o) is 2%o higher than the lowest 
hydrothermal caicite 5*^0 composition in the DAB Fault (see Chapter 3). 
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Figure 4.7: Hydrothermal caicite analyses f rom the Wi jmar Fault, a) 8 " ' o and S " C compos i t ions of all hydrothermal 
caicite samples (open circles) and proximal host rock samples (grey tr iangles) f rom the Wi jmar Fault. The grey, 
dashed box in the top right of the graph represents the distal host rock field for l imestone samples f rom 
Autochthonous Unit B obtained in this study, b) Hydrothermal caici te S '^O composi t ions plotted against structural 
height. Open circles are Set 1 veins; black squares are Set 2 veins; dark grey tr iangles are Set 3 veins, c) 
Hydrothermal caicite 8 " C composi t ions plotted against structural height . Symbo l s as per (b). Note that hydrothermal 
caicite samples f rom the Wijmar Fault have a similar 8 " ' o and 8 " C distr ibution to samples f rom the D A B Fault and 
broadly increase up-section. 
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4.6.2.2 Carbon isotopes 
T h e 5 '^C compos i t ions of hydrothermal calcite fo l low a similar pattern to the S '^O 
compos i t ions of hydrothermal calcite. Set 1 and Set 3 veins have compos i t ions that 
vary f rom <-2%o to rock buf fe red . In contrast , the m i n i m u m 5'^C composi t ion for 
dextral-s l ip related vein samples is only l%o, jus t outs ide the distal host rock field 
(F igure 4.7c). The m i n i m u m 5 '^C composi t ion of hydrothermal calcite at each structural 
height is less than the distal host rock field. There is a lso a clear up-sect ion increase in 
m i n i m u m vein 5 '^C, f rom -4.5%o at the base of the sys tem to +0.7%o at the highest 
structural level. 
In addi t ion to the '^C depleted samples , there is a lso a subset of hydrothermal 
calcite samples at structural heights of <200m that have 5 '^C composi t ions be tween 3.0 
and 5.3%o i.e., enr iched relat ive to the distal host rock field. A similar t rend was also 
identif ied on the D A B Fault. However , samples on the D A B Fault with 5'^C 
compos i t ions >3%o all had rock buf fe red 5 '®0 composi t ions . In contrast , samples f rom 
the W i j m a r Fault with S'^C compos i t ions >3%o have 5*^0 compos i t ions ranging f rom 
15.8 to 25.9%o. There is no consistent pattern or covariat ion be tween S'^C and S'^O 
a m o n g these " C enriched samples . 
4.6.3 Proximal host rock 
Samples with the lowest hydrothermal calcite S '^O and 5 '^C compos i t ions at each 
structural height in the Wi jmar Fault were selected for proximal host rock S'^'O and 
5 '^C analysis . A n u m b e r of samples f rom the D A B Fault, with a wide range of 
hydrothermal calcite and S'^C composi t ions , were also selected for proximal host 
rock analysis . All proximal host rock samples f rom both the Wi jmar Fault and D A B 
Fault were l imestone. 
Most proximal host rock samples associated with s trongly '^O-depleted vein calcite 
have S'^^O composi t ions that are be tween 3.5 and 7%o lower than the distal host rock 
field. Th i s low signature can commonly be observed up to 15mm f rom the vein 
margin . 
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F i g u r e 4.8: Plot of the di f ference between vein calcite and proximal host rock S'^O and 8 " C composi t ions f rom the 
Wi jmar Fault (dark grey triangles) and D A B Fault (open circles). Data is presented in the form 8 " ' 0 ( v e i n ) -
6 " 0 ( p r o x i m a l host) and 5 " C ( v e i n ) - S"C(p rox ima l host), so negat ive numbers indicate vein 5 " ' 0 / 5 " C compos i t ions 
less than proximal host rock composi t ions. The majori ty of samples plot in the negat ive quadrant , 
indicating a predominant trend of vein calcite " O and " C deplet ion relative to proximal host rock. 
Figure 4 .8 illustrates the d i f fe rence be tween vein calci te and proximal host rock (in 
te rms o f S '^O and S'^C compos i t ions) for both the W i j m a r Fault and D A B Fault 
samples . The data in Figure 4 .8 is presented in the form (5vein-5proximai host), so nega t ive 
values indicate deplet ion of the vein relative to proximal host rock. For the r ema inde r o f 
this chapter the vein calc i te-proximal host rock re la t ionship will be denoted by S'^Ovein-
host a n d 5 Cvein -host-
Most vein-proximal host rock pairs have negat ive S'^'Ovein-host and nega t ive 5'^Cvein-
host- In 10 of the 13 vein-proximal host rock pairs 5 '^ 'Ovein-hos i is less than - l % o and 
similarly, 10 of the 13 vein-proximal host rock pairs also have 6 '^C vein-host less than -
l % o . However , variat ions in 6 Ovein-host ^nd 6 Cvein-host do not a lways correlate , so 
negat ive S'^'Ovein-host is not a lways associated with negat ive 5'^Cvein-host and v ice versa . 
4.6.3.1 Vertical ^"O variations between veins and host-rock in the Wijmar Fault 
The m i n i m u m 6'^Ovcin-hosi at each structural he ight does not fo l low a cons is tent up-
section trend. 5 '®Ovein-hosi varies f rom l . l % o to -6.0%o near the base of Au toch thonous 
Unit B i.e., < 2 0 0 m structural height , whe reas at the highest s t ructural level o f the 
W i j m a r fault 5'®Ovein-host w a s -3%o, so m i n i m u m S'^'Ovein-host increases be tween the base 
of the system and the top of the sys tem (F igure 4.9a) . H o w e v e r , S'^'Ovdn-host for the 
sample at 1000m is -11.6%o, which is cons iderab ly lower than any other ve in -prox imal 
host rock pair in the W i j m a r Fault. 
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4.6.3.2 Vertical Si^C variations between veins and host-rock in the Wijmar Fault 
T h e m i n i m u m 5"Cvein-host at each structural he ight cons is tent ly increases up-sect ion 
(F igure 4.9b). Nea r the base of A u t o c h t h o n o u s Uni t B (i.e., < 2 0 0 m structural he ight ) 
S'^Cvein-hos t var ies be tween - 2 . 1 % o and - 9 . 8 % o . T h e sample f rom lOOOm is s l ight ly less 
deple ted , with a 5'^Ovein-host o f - 1 . 7 % o , w h e r e a s at the h ighes t structural level, vein and 
host rock are essent ia l ly in equi l ibr ium (5'^C(vein-host) = 0.2%o). 
4.6.4 Vein quartz S'^O 
Vein-hos ted quar tz is ex t r eme ly rare wi thin the Au toch thonous Unit B ca rbona te 
sequence . In contrast , quar tz veins are more c o m m o n than calci te veins in the 
sil iciclastic sed imen t s o f the under ly ing Au toch thonous Unit A and the over ly ing 
Hawas ina nappes . A s ingle quar tz vein s ample w a s ana lysed f rom both of these units. 
T h e samples w e r e taken f rom extens ion veins spatial ly associa ted with normal faul ts , 
but not direct ly connec ted to o ther veins or faults in the 2 D exposure of the outcrop . The 
5 * ^ 0 compos i t ions o f these quar tz veins were 1 5 . 6 % o for the Au toch thonous Uni t A 
sample and 24.8%o for the Hawas ina sample . 
4.7 Discussion 
4.7.1 Potential causes of '^O depletion in vein calcite 
T h e lowest S '^O compos i t ion in hydro thermal calci te f rom the W i j m a r Fault w a s 
l5.74%o, whe reas the m i n i m u m 5 '^C compos i t ion for hydro thermal calci te w a s -4.5 l%o. 
Th is is approx imate ly 10%o and 6%o be low distal host rock compos i t ions for and 
5 '^C respect ively . M i n i m u m 5*^0 and 5 " C compos i t ions f rom hydro thermal calci te in 
the D A B Fault and H A S fault ne twork are s imilar to those in the W i j m a r Fault 
(5" '0=13 .68%o and 5"C=-4 .9%o) . It w a s es tabl ished in Chap te r 3 that the extent of " 'O 
deple t ion in the D A B Fau l t /HAS ne twork requires input f rom a l o w - 5 ' ^ 0 external fluid 
reservoir ( K n o o p et al. 2002) . T h e s e same a rgumen t s apply to the W i j m a r Fault sys tem. 
Given that the W i j m a r Fault and D A B Fault also share the s a m e k inemat ic his tory (and 
thus t iming) , have a s imilar internal s t ructure, and are only 3 .5km across strike f r o m 
each other , it is p robab le that fluid that migra ted th rough the W i j m a r Fault w a s der ived 
f r o m the same external fluid reservoir as the fluid in the D A B Fault . 
4.7.2 Direction of flow in the Wijmar Fault and DAB Fault 
T h e most ' ^0 -dep le t ed and '^C-depleted hydro thermal calci te ( re lat ive to distal host 
rock) occurs at the lowest structural levels in the W i j m a r Fault and m i n i m u m S'^'O and 
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5'^C compositions for iiydrothermal calcite increase as the structural height increases 
(Figure 4.7). This indicates that a low-S'^'O fluid flowed in a predominantly upward 
direction through the Wijmar Fault. Given that the DAB Fault shares the same external 
fluid reservoir as the Wijmar Fault, this indicates that fluid in the DAB Fault was also 
flowing in a dominantly upward direction. There is also likely to be a component of 
along-strike flow in both systems, however, quantifying this component of flow is 
difficult. 
The S'^O compositions of the two analyses of hydrothermal vein quartz (Section 
4.6.3) are also consistent with an upward direction of flow. The e'^'O composition of the 
quartz vein from Autochthonous Unit A is l5.6%o, which assuming a constant fluid 
temperature converts to an equivalent calcite 5*^0 composition of l3.9%o at 255°C (see 
Chapter 2 and Clayton and Kieffer 1991). This is similar to the minimum S'^'O 
compositions for hydrothermal calcite from both the Wijmar Fault and DAB Fault. In 
contrast, the quartz vein from the overlying Hawasina complex has a composition 
of 24.8%o, which is equivalent to a calcite S'^ ^O composition of 23.1%o at 255°C (see 
Chapter 2 and Clayton and Kieffer 1991). If these quartz vein analyses are 
representative of the fluids in equilibrium with Autochthonous Unit A and the Hawasina 
complex when the DAB Fault and Wijmar Fault were active, then only upward flow 
could produce the vertical S'^O variations in found in hydrothermal calcite from both 
faults. 
4.7.3 External fluid reservoirs 
4.7.3.1 Possible origins of the tow-S"'0 fluids 
The lowest composition for hydrothermal calcite from the combined dataset of all 
samples from the DAB Fault, HAS network and Wijmar Fault is l3.68%o. This 
corresponds to an a S'^O composition for H2O of 7.03%o at 255°C (O'Neil et al. 1969). 
Therefore the original 5**0 composition of the external fluid reservoir must have been 
<7.03%o (assuming T=255°C). 
A S'^ 'Owaier composition of 7.03%0 falls within the range expected for magmatic 
fluids, metamorphic fluids and connate water or meteoric water that has partially 
equilibrated with the host rock (Rollinson 1993; Hoefs 1997). It is not possible to 
accurately constrain the fluid source with the available data; however, given the 
geological setting, some fluid sources are more probable than others. For instance, there 
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is no contemporaneous volcanic or magmat ic activity in the region, so a magmatic fluid 
source is unlikely. 
As mentioned in Section 4.2, most of the movement on the D A B Fault was during 
the late Cretaceous (Filbrandt et al. 2006) and therefore synchronous or immediately 
post-dating the obduction of the >7km thick Semail Ophiolite and Hawasina nappe 
sequence (Rabu 1988; LeMetour et al. 1990; Searle 2007). Pro-grade metamorphism 
associated with burial of the autochthonous sedimentary rocks could have produced 
fluids with a 5'®0 of approximately 7%o via dehydration of clays or other hydrous 
minerals (Etheridge et al. 1984; Ferry 1992). Therefore, metamorphic reactions are a 
viable source for the external fluids. 
An alternative possibility for the source of the fluid is that it was derived from 
basinal brines, originally connate or meteoric in origin, that have at least partially 
equilibrated with the Autochthonous Unit A sedimentary rocks. A local analogy for this 
process comes from the pore water composit ions of the Gharif Formation sandstones in 
central Oman. Hartmann et al (2000) tracked changes in pore water S'^O composi t ions 
in the Gharif Formation, using sequences of cement deposition in pore spaces. With 
progressive burial down to 5km and increased residence time, these pore waters shifted 
f rom an original composit ion of approximately -l%o to between 0.5%o and 5%o 
(Hartmann et al. 2000). Given the significantly deeper burial of Autochthonous Unit A 
rocks in the Jabal Akhdar (see Chapter 2), pore water composit ions of 7%o are quite 
feasible. However , there are no measurements of Autochthonous Unit A silicate 
lithologies or pore cements in the Jabal Akhdar region. 
Without additional data these two alternatives (i.e., formation waters versus 
metamorphic fluids) cannot be differentiated, so the origin of the external fluid remains 
unconstrained. 
4.7.3.2 Possible origins of the low S'^C fluids 
The minimum 5'^C composit ion of hydrothermal calcite from the combined dataset of 
all samples from the D A B Fault, HAS network and Wijmar Fault is -4.9%o. This sample 
is located immediately above the basal unconformity between Autochthonous Units A 
and B. Combined with the general trend of increasing S'^C up-seetion; this strongly 
suggests that the low S'^C fluid was derived from the underlying Autochthonous Unit 
A. 
One possible source of this negative 5 " C signature is the Muaydin Formation, a 
lateral equivalent of the Shuram Formation in the Huqf Basin. Locally, both the 
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Muaydin and Shuram Formations are known to have isotopic signatures that are distinct 
from the remainder of the Autochthonous Unit A stratigraphic sequence, with S'^C as 
low as -12%o and 5*^0 as low as 21%o (Bums and Matter 1993). Equilibration of a fluid 
with this unit could produce a negative S'^C signature; however, it could not explain the 
low S'^O compositions observed in the Wijmar Fault and DAB Fault. 
Alternatively, the depleted 13C signatures could be derived from hydrocarbon-
bearing fluids. The presence of hydrocarbons is quite likely given the oil and gas 
producing history of laterally equivalent host rocks. However, exchange between 
oxidised carbon in C 0 2 and reduced carbon from hydrocarbons such as CH4 is 
extremely slow at low temperatures (Ohmoto 1986). Therefore, for this mechanism to 
be feasible the hydrocarbons must first be oxidised before they can be incorporated into 
calcite (Cox 2007). In this case, the most probable place for oxidation to occur is in the 
red bed siltstones of the Muaydin Formation. Along the southern headwall of Wadi As 
Sahtan, in the vicinity of the Wijmar Fault, the Muaydin Formation is located 
immediately below the major unconformity between Autochthonous Units A and B. 
4.7.3.3 Possible origins of the high S'^C fluids 
In addition to the and '^C depletion trends in the Wijmar Fault there is also '^C 
enrichment in some hydrothermal calcite samples near the base of the system. 
Maximum 5 " C in these samples is 5.3%o. These '^C enriched samples only occur within 
200m of the base of Autochthonous Unit B, suggesting that the isotopic signature is 
derived from a fluid reservoir in Autochthonous Unit A. The only carbonate-bearing 
distal host rock sample collected from Autochthonous Unit A during this study has a 
5'^C composition of 4.8%o. While not quite as enriched as the maximum 5 " C 
composition of vein calcite, this sample does support the possibility of an additional 
fluid reservoir in equilibrium with '^C enriched Autochthonous Unit A carbonate host 
rock. 
4.7.3.4 Evidence for multiple fluid reservoirs 
Interestingly, Wijmar Fault hydrothermal calcite samples from both the '^C enrichment 
and depletion trends described above do not appear to have any consistent covariation 
between and For example, sample 486-Ob had a S'^'O composition of 20.0%o 
and a S'^C composition of -4.5%o, whereas sample 484-Oa, which is approximately 
200m along strike and at the same stratigraphic level, had a e'^'O composition of 20.6%o 
and a 8'^C composition of 3.9%o. The same is true for the '^C enrichment and depletion 
trends in the DAB Fault, with both the '^C enrichment and depletion trends occurring at 
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approximately constant but very different 5"*0 compositions (see Figure 3.8). It is 
particularly notable that although every vein calcite sample with 5'^C less than 0%o also 
has a S'^'O composition less than 20%o, of the 30 most '^0-depleted hydrothermal calcite 
samples in this study only 3 have S'^C compositions less than 0%o. A simple tluid-rock 
mixing model could produce an approximately L-shaped hyperbolic curve, assuming 
temperatures o f 200-250°C and a low-C content in the fluid (e.g Zheng and Hoefs 1993; 
Large et al. 2001). However, it cannot explain the lack of covariation between S'^O and 
S'^C at very low 5 " 0 compositions, nor can it explain the '^C-enrichment trend 
associated with some hydrothermal calcite samples that have rock-buffered S'^'O 
compositions. Multiple depletion/enrichment processes (as discussed in Section 3.6.1) 
operating simultaneously within the flow system could cause a degree of scatter away 
from an idealized fluid-rock mixing model, however, it is unlikely to be responsible for 
all o f the systematic variations observed in the data. Periodic mixing is perhaps the 
simplest explanation for the overall distribution of S'^O/S'^C compositions. Episodic 
breaching of various fluid compartments within Autochthonous Unit A could allow 
intermittent, partial mixing between the main "'O-depleted fluid reservoir and at least 
two other fluid reservoirs, one of which would need to have higher 5 " C relative to 
typical limestones within Autochthonous Unit B. 
4.7.4 Vein-proximal host rock relationships 
As detailed in the introduction, isotopic exchange can either be an equilibrium process 
or a kinetically-controlled process. In an isothermal system, the difference in isotopic 
composition between vein calcite and proximal host rock is important for distinguishing 
between these processes. If the vein calcite and proximal host rock are in isotopic 
disequilibrium then this indicates kinetically controlled exchange (Lassey and Blattner 
1988; Knoop et al. 2002). If the vein calcite and proximal host rock have the same 
isotopic composition, this indicates local isotopic equilibrium. Local isotopic 
equilibrium can occur in both kinetically-controlled and equilibrium exchange; 
however, i f equilibrium is maintained throughout the whole system this indicates 
equilibrium exchange for the entire system (Knoop et al. 2002). 
Importantly, the sampling methodology detailed in Section 4.5.2, means that 
each proximal host rock analysis will average out any micro-scale variations in 
composition within each 1mm wide wall rock sample. In marbles from Naxos, Greece, 
Lewis et al (1998) identified a bimodal S'^'O distribution with more intense "'O 
depletion along grain boundaries than in grain cores. This was particularly relevant to 
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fluid flux calculations at Naxos because total flux was relatively small and fluid flow 
occurred predominantly along grain boundaries. While this may have also occurred to 
some extent along the D A B and Wijmar Fault, the impact on fluid flux calculations is 
likely to be far less significant. The flow systems in this study are controlled by 
macroscopic fracture networks and (as will be established later in this chapter) they are 
also much higher flux than the system examined by Lewis et al (1998). Given the large 
contrast in permeability between a dilatant macroscopic fracture network and that of a 
fine-grained (<20 | im) limestone, most of the fluid interaction in the D A B Fault and 
Wijmar Fault will probably occur along the fracture walls, with only a relatively small 
amount of the fluid moving relatively short distances into the wall rock through 
intergranular pore space. Combined with the higher overall fluid fluxes in these flow 
systems, on a mm-scale this is likely to produce a more even isotope front within the 
wall rock that is approximately sub parallel to the vein walls. Micro-analysis of stable 
isotopes using a SHRIMP or similar would be required to confirm this. 
The minimum 5 Ovein-hosi and 6 Cvein-host composit ions at each sampled structural 
height within the Wijmar Fault are negative at all but the highest structural level (Figure 
4.9), indicating widespread depletion of " 'O and '^C of vein calcite relative to proximal 
host rock. This disequilibrium indicates a flow system undergoing kinetically controlled 
isotopic exchange. However, in detail there is a degree of complexity and irregularity in 
the overall trends. Details of two of the most significant irregularities are provided 
below. 
Figure 4 .9: The di f ference between vein calcite and proximal host rock 5 " ' o and 5 " C composi t ions plotted against 
structural height for the Wijmar Fault. Vein-host data is presented in the same form as in Figure 4.8. T h e grey area in 
each figure represents the field for enr ichment of vein calci te " ' 0 / " C relative to proximal host rock. The whi te area 
represents the Held for depletion of vein calcite " ' 0 / " C relat ive to proximal host rock, a) 8'*0,ei„.h>«i plotted against 
structural height. Most veins are " O depleted relative to proximal host rock, however , there isn ' t a c lear up-sect ion 
trend, b) 8 C„i„.h„s, plotted against structural height. Most veins are " C depleted relative to proximal host rock. The 
di f ference between vein calcite 6 " c and proximal host 8 " C decreases with increasing structural height. 
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Sample 486-Ob is from the lowest sampled structural level in the Wijmar Fault. The 
of hydrothermal calcite in this sample is 20.0%o, whereas the composition of 
proximal host rock is 18.9%o. It is the only hydrothermal calcite sample with a 
composition >l%o higher than the immediately adjacent proximal host rock. This 
contrasts strongly with the other two calcite samples from approximately the same 
structural height, which both have compositions >5%o lower than proximal host 
rock. One possible cause of the increase in vein calcite S'^ ^O relative to proximal host 
rock could be sampling of an early, more rock-buffered calcite stage within the vein. 
However, this is not apparent in the texture of the vein and is not supported by the S'^C 
compositions o f the vein calcite and proximal host samples (-4.5%o and 5.3%o 
respectively). An alternative interpretation that is consistent with both the and 5'^C 
variations is that this is the result o f intermittent breaching of a separate fluid reservoir 
that has a higher S'^O composition but lower 5'^C composition relative to the main fluid 
reservoir. This is similar to the model suggested in Section 4.7.3.4, however, further 
sampling is required to confirm the presence of isotopically distinct vein populations 
near the base of the Wijmar Fault. 
Sample 460-0a consists of clasts o f hydrothermal calcite and host rock in a 
comminuted hydrothermal calcite matrix. It is from the 1000m structural level and has a 
S ' ^Ove i n-hos t of -11.6%o, almost 6%o lower than the next lowest 5 ' ^ O v e i n -hosi composition in 
the Wijmar Fault. The composition of hydrothermal calcite in this sample was 
l7.8%o, whereas the proximal host rock 8*^0 composition was 29.4%o, approximately 
l%o above the typical distal host rock range of 25.5-28.5%o. The juxtaposition of 
strongly depleted vein calcite and apparently unaltered proximal host rock does not fit 
the expected pattern for kinetically-controlled isotopic exchange in a continuous flow 
system. However, this flow system is episodic which inherently adds complexity to its 
interpretation as the architecture of the network will evolve through time. It is important 
to note that the host rock in sample 460-0a is actually from a clast, as no wall rock was 
available for analysis. Therefore, one possible reason for the strongly negative 5'^ Ovcin-
host composition may be related to the difficulty in confidently relating comminuted 
hydrothermal calcite with a host rock clast. Juxtaposition o f vein material and a host 
rock clast in a multiphase, comminuted and brecciated fault vein does not necessarily 
indicate that isotopic exchange occurred between them during fluid flow. It is 
noteworthy that sample 460-0a was the only fault-vein selected for proximal host rock 
analysis; this was due to a lack of other suitable vein samples at the 1000m structural 
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level. All other samples used in Figures 4.9a and 4.9b are extension veins rather than 
fault veins. 
In summary, most S'^ Ovein-host and S'^ Cvein-host composi t ions at each structural height 
are negative. This is consistent with kinetically-controlled exchange occurring during 
fluid flow in the Wijmar Fault. There is some irregular variability in S'^O vein-host with 
structural height; however, this can be interpreted partly as an artifact of low sample 
numbers at each structural level. In the next sections, we use the 6 " ' 0 composi t ions of 
these vein and proximal host rock samples to perform reactive transport modell ing and 
to estimate time-integrated fluid fluxes in the Wijmar Fault and the D A B fault system. 
4.7.5 Reactive transport modelling 
The large transport distances (> lkm) , significant '*'0-depletion of vein calcite relative to 
host rock (<10%o) and consistent trend of increasing S'^^O up-section all indicate that 
isotopic exchange occurred between host rock and an upwards advecting externally 
sourced fluid (Cole and Ohmoto 1986; Knoop et al. 2002; Cox 2007). This system can 
be quantitatively modelled in one dimension as a migrating isotopic front, as in Figure 
4.1. In such a model, the position of the migrating front depends on the total fluid flux 
and the shape of the front is the result of a number of processes collectively termed 
hydrodynamic dispersion (Bickle and McKenzie 1987; Lassey and Blattner 1988; 
Bowman et al. 1994; Abart and Sperb 1997; Abart and Pozzorini 2000; Knoop et al. 
2002; Cox 2007). 
There are three main forms of dispersion that affect systems with large transport 
distances: kinematic dispersion, kinetic dispersion, and chemical dispersion. Kinematic 
dispersion is the result of mixing between batches of fluids that have used slightly 
different pathways and thus undergo differing amounts of host rock interaction (De 
Marsily 1986; Bowman et al. 1994). Kinetic dispersion is the result of slow rates of 
isotopic exchange relative to the rate of transport, resulting in incomplete isotopic 
exchange during each transport step (Lassey and Blattner 1988). Chemical dispersion 
occurs where a reaction in one chemical system causes dispersion in an apparently 
unrelated chemical system, e.g., volatilisation reactions changing the S'^^O composit ion 
of a fluid and thus affecting '^'O alteration of the host rock (Dipple 1998). 
The disequilibrium between the S'^O composit ion of vein calcite (which is assumed 
to be in isotopic equilibrium with the fluid) and proximal host rock S'^O, as 
demonstrated in Figure 4.9, indicates that kinetic dispersion occurred in the Wi jmar 
Fault. While other dispersive processes may play a role, we make the s implifying 
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assumption that kinetic dispersion is the dominant dispersion process affect ing the 
system. We will also only deal with oxygen isotope exchange due to the lack of data on 
the C content or speciation in the external fluid and the apparent variability of the 
external fluid reservoir ' s 5'^C composit ion. 
This thesis uses the solution for kinetically-controlled oxygen isotope exchange of 
Lassey and Biattner (1988), which couples transport and kinetic isotope exchange in a 
1-D, steady-state, monomineral ic , isothermal, t luid-mineral system (see Section 4.1. for 
a conceptual explanation of this model). T w o equations govern the isotopic exchange, 
one for mass balance (Equation 4-1) and the other for kinetic exchange (Equation 4-2): 
— = 0 4-1 ^ ^ y water rock J ^ ^ ^ water ^ ^ ' 
= 4-2 
where x is dimensionless time, O ' is the ratio of oxygen in the fluid to that in the host 
rock, 5'^0„atcr and 5'^Orock are the original isotopic composi t ions of the fluid and the 
host rock respectively, Z is the dimensionless position in the system, a is the 
fractionation factor between the fluid and solid phases, A is t he p e r mil d e p a r t u r e of a 
f rom 1, and No is the D a m k o h l e r n u m b e r . The D a m k o h l e r n u m b e r is equa l to kL/(7 
w h e r e K is t h e r a t e c o n s t a n t fo r k inet ic exchange , L is t he p a t h leng th a n d q is t h e 
flow r a t e of t h e fluid. Essent ial ly, No is a m e a s u r e of t he re la t ive r a t e s of advec t ive 
t r a n s p o r t a n d mine ra l - f lu id i so tope exchange . An inf ini te No ind ica t e s e q u i l i b r i u m 
e x c h a n g e wh i l e a n d an No of 0 ind ica tes t h a t no e x c h a n g e t a k e s place. 
The reactive transport modell ing in this thesis uses a program supplied by Greg 
Dipple, which fol lows the original F O R T R A N code of Lassey and Biattner (1988). This 
program solves equations 4-1 and 4-2 analytically, in tandem with an algorithm from 
Lassey (1982) for calculating the K function (equations 5a and 5b in Lassey and 
Biattner 1988). 
The fixed inputs for the modell ing are 5"'Orock, S'^'Owaicr, A and the molar volume of 
H2O (Vm). For simplicity, 5'^Orock is fixed at 25.5%o, the lower limit of the distal host 
rock field (see Chapter 3). However, even when another host rock value (e.g., the 
median value) is used, the differences in the model are minor and do not significantly 
affect the results. Importantly, using the minimum composit ion for host rock 
provides a minimum TIFF and a maximum Nd. S'^'Owaier is set at 7%o; this is based on 
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the composition of water in equilibrium with the lowest S'^O composition of 
hydrothermal calcite from the combined DAB Fault and Wijmar Fault dataset (l3.7%o) 
at a temperature of 255°C (O'Neil et al. 1969). A is fixed at 6.6, this is based on the 
calcite-H20 fractionation equations of O'Neil et al. (1969) and assumes a temperature of 
255°C. The molar volume of H2O (V^) is fixed at l9.58cmVmol, this is based on the 
tables in Bumham et al. (1969) and assumes a constant temperature of 255°C and a QV 
of2 IOMPa(see Chapter 2). 
There are some additional assumptions inherent in this modelling that warrant 
further examination: 
1. Host rock is isotopically homogenous. 
2. The base of the model is the base of Autochthonous Unit B. 
3. There are no other '*'0-depletion mechanisms 
4. The temperature is known. 
The reactive transport model assumes an isotopically homogenous host rock. The 
relatively minor isotopic variations defined in Chapter 3 have been dealt with in part by 
using the lower limit of the distal host rock field. However, the 400-500m thick Triassic 
Mahil Formation was not exposed along the trace of the DAB Fault and distal Mahil 
Formation host rock was not sampled along the Wijmar Fault due to steep topography. 
Therefore, the Mahil Formation's composition is relatively unconstrained. 
Importantly, the Mahil Formation is also predominantly dolomite (Glennie et al. 1974), 
so it will also have a different fractionation factor and rate constant for kinetic exchange 
(Sheppard and Schwarcz 1970). A slower rate of kinetic exchange within the dolomite 
could result in a slightly overestimated TIFF. However, due to the limitations of the 
analytical solutions used in the modeling, the simplifying assumption has been made 
that all of the host rock sequence has an identical composition, fractionation factor 
and rate constant for kinetic exchange (as per Knoop et al. 2002). 
The base of the reactive transport model (i.e., the fluid inlet) has been defined in 
this modelling as the unconformity between Autochthonous Unit A and Autochthonous 
Unit B. The fluid inlet is positioned here because although there are some carbonate 
rocks in the Autochthonous Unit A sequence (e.g., the Hajir Formation), most of the 
sequence is dominated by siliciclastic sedimentary rocks, which at the relatively low 
temperatures indicated for the Jabal Akhdar will undergo very little isotopic exchange 
with the fluid. Additionally, the Muaydin Formation, which forms the top of 
Autochthonous Unit A in the vicinity of the Wijmar Fault, has been identified in 
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Section 4.7.3.2 as a possible source for the low 8'^C isotopic signature observed in vein 
calcite. 
As mentioned in Chapter 3, there are other processes that can also affect the S'^O 
composition of vein calcite. In the context of an upwards advecting fluid, one of the key 
processes likely to be active is the change in fractionation factor as a result of changing 
temperature. The thermal gradient (i.e., increasing temperature with depth) will mean 
that vein calcite in equilibrium with a fluid but at the top of the system will be "'O-
enriched relative to vein calcite at the base of the system (Knoop et al. 2002). Assuming 
a 2km height difference, a 30°C/km temperature gradient and that the host rock and 
fluid are in thermal equilibrium, this mechanism will result in a difference in vein 
calcite composition o f approximately 2%o (O'Neil et al. 1969). However, including 
this and other depletion/enrichment mechanisms in a reactive transport model would 
require a complex and computationally intensive, numerical approach. The analytical 
approach used in this thesis to solve the reactive transport equations means that 
temperature effects and any other minor depletion/enrichment mechanisms cannot be 
accounted for. 
The final assumption is that the temperature was 255°C during fluid flow. This 
temperature is the highest o f the temperature estimates obtained from quartz-calcite 
thermometry. It was chosen because the associated vein was directly associated with an 
east-west striking, normal fault. However, given the uncertainties associated with the 
temperature estimates for the DAB Fault and Wijmar Fault, it is valuable to assess the 
sensitivity of the reactive transport models to different temperatures. Figures 4.10a and 
4.10b clearly demonstrate that the effect of varying the temperature from 165°C to 
255°C in the model is insignificant relative the range of compositions in the 
Wijmar Fault and therefore the use of 255°C as the constant temperature is considered 
reasonable. 
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Figure 4.10: The effect o f changing variables on reactive transport models, a) Vein calcite 8 " ' 0 models with varying 
temperature but constant N D (5) and TIFF (lO.OOOmol/cm^). Black solid line = 165°C, grey solid line = 255''C. b) 
8 " 0 vein-host models with varying temperature. Black solid line = 165°C, grey solid line = 255°C. N D and TIFF as 
per (a), c) Vein calcite models with varying permeable porosity (0). Black solid line = O.OI, grey solid line ^ 
0.1. N D and TIFF as per (a), d) vein-host models with varying permeable porosity (0). Black solid line ^ 0.01, 
grey solid line = 0.1. N D and TIFF as per (a). Note that in both (c) and (d), even with an order o f magnitude 
difference in 0 the different models are essentially identical, e) Vein calcite S'^O models with varying Damkohler 
number (ND ) but constant 0 (0.05) and TIFF (lO.OOOmol/cm"). N D for each model is annotated, f) 6 " ' 0 vein-host 
models with varying Damkohler number (ND) . N D for each model is annotated; 0 and TIFF as per (e). g) Vein 
calcite 8 " ' 0 models with varying TIFF and constant 0 (0.05) and N D (5). TIFF for each model is annotated, h) S'^O 
vein-host relationships with varying TIFF. TIFF for each model is annotated; 0 and N D are constant at 0.05 and I 
respectively. 
Variables in the modelhng are permeable porosity (0), N d and the time-integrated 
fluid flux (TIFF). Permeable porosity is the proportion of the system's total volume that 
is occupied by water, as opposed to rock. Varying permeable porosity between 1 % and 
10% has a negligible effect on the model (Figure 4.10a and 4.10b) and so for this 
modelling it is kept constant at 5%. The two remaining inputs, N d and TIFF, were both 
varied through multiple iterations of the model in order to achieve best fit for the data. If 
TIFF is held constant as Nd is increased, the vein calcite model becomes less distended 
(Figure 4.10c) and the difference in composition between vein calcite and 
proximal host rock decreases (Figure 4.10d). Increasing TIFF, at constant ND, stretches 
the length scale o f the 5 " ' 0 curve for vein calcite without changing its shape. However, 
when viewed at a set length scale this gives the appearance that the curve becomes more 
linear and steeper with increasing TIFF (Figure 4.10e). The S'^ Ovein- host curve becomes 
steeper with increasing TIFF but the x-intercept (i.e., 5'^ Ovein-hosi at the fluid input) 
remains constant (Figure 4.1 Of). 
4.7.6 Modelling the Wijmar Fault 
In a system undergoing continuous, pervasive, grain-scale flow, S'^O compositions at 
various distances along the flow path can be directly compared with different reactive 
transport models to estimate the Damkohler number and TIFF (Abart and Pozzorini 
2000). In a brittle fault system, reactive transport is more complicated because of 
the fracture-controlled and typically episodic nature of flow [e.g., Cox 1999; Miller 
and Nur 2000; S ibson2001) . 
Complex crosscutting relationships between extension veins in the damage zone of 
the Wijmar Fault indicate that, like the D A B Fault, it was an episodic flow system. 
There are two end-member models that describe how 8*^0 compositions of 
hydrothermal calcite might evolve in an episodic flow system. If the same fluid 
pathways are reactivated during each flow episode, then during successive flow 
episodes the fluid will migrate through 'armoured' pathways in which the immediate 
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wall rock of the fracture (i.e., altered limestone or earlier generations of vein calcite) has 
a lower e'^'O composition than the distal host rock (Cathles 1991; Cox 2007). In this 
case the evolving system could approximate a continuous flow system and the position 
of the geochemical front should progressively migrate in the direction of flow (Figure 
4.11). 
8-0 of fluid in equilibrium 
with fiost rock 
F i g u r e 4 .11: M o d e l of a I D f l o w s y s t e m i l lus t ra t ing t h e t w o e n d - m e m b e r 
m o d e l s for m i g r a t i o n o f t h e i so topic f ron t w i th t i m e . T h e g rey t i m e 
s e q u e n c e r ep re sen t s a n ep i sod i c f l o w s y s t e m w h e r e n e w fluid p a t h w a y s a r e 
g e n e r a t e d d u r i n g e a c h flow e p i s o d e . T h e pos i t ion o f t h e i so topic f ron t wi l l 
sh i f t r a n d o m l y wi th t i m e as a resul t o f v a r y i n g T I F F b e t w e e n ind iv idua l 
flow e p i s o d e s ( a s s u m i n g c o n s t a n t Nd) . T h e blacic t i m e s e q u e n c e r e p r e s e n t s 
an ep i sod i c flow s y s t e m w h e r e the s a m e fluid p a t h w a y s a re r e a c t i v a t e d 
d u r i n g s u c c e s s i v e flow e p i s o d e s . F lu id m i g r a t e s t h r o u g h ' a r m o u r e d ' "^O 
dep l e t ed fluid p a t h w a y s , so the pos i t i on o f the i so top ic f ron t wi l l 
p rog re s s ive ly m i g r a t e t h r o u g h the s y s t e m in the d i r ec t i on o f flow. In th is 
c a s e the T I F F c a l c u l a t e d f r o m ve in mater ia l p r ec ip i t a t ed d u r i n g the last 
flow e p i s o d e r ep re sen t s the c u m u l a t i v e T I F F o f all f l o w e p i s o d e s . 
8'®0 composition of 
externally-derived 
fluid reservoir 
Alternatively, if completely new fluid pathways are generated with each failure 
episode, then the position of the geochemical front is related to the TIFF for that flow 
episode alone. In this case, the position of the geochemical front either shifts irregularly 
with time (as a result of variations in TIFF between flow episodes) or remains static (if 
TIFF is the same during each flow episode). 
In the Wijmar Fault, the reality is more complicated than either of these end-
member models. First, each vein is likely the product of calcite deposition during 
multiple failure-flow episodes. However, as layering is typically absent and growth 
directions cannot be determined in most veins f rom the D A B Fault and Wi jmar Fault 
(see Chapter 2); it is not possible to sample the last vein growth increment. Even if 
sampling of different growth increments was possible, the '^O-depletion observed in 
proximal host rock indicates that isotopic exchange with low-8"*0 fluids f rom 
subsequent flow episodes will likely produce measured composi t ions in early vein 
growth increments that are lower than at the t ime of precipitation. Therefore, the 
assumption that the average 8"*0 composit ion of all veins from a locality is indicative 
of the average fluid flux per episode could significantly overestimate fluid flux. 
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Reactivation of fluid pathways (as discussed in Chapters 2 and 3) means that 
(except for the first failure episode) the wall rock along a significant proportion o f the 
pathlength will likely consist o f either "*0-depleted vein calcite or "'O-depleted 
(altered) limestone. As such, assuming that the lowest S'^O composition for vein calcite 
at a given locality is representative of the highest fluid flux from a single flow episode 
will also be likely to overestimate TIFF. 
Given the evidence for significant reactivation, it could be assumed that the lowest 
composition from vein calcite at any locality is approximately representative o f the 
cumulative fluid flux. Potential errors associated with this assumption include the 
likelihood that the analysed composition o f a vein is averaging multiple vein 
growth increments. However, as already discussed, this is partially mitigated by 
alteration of early hydrothermal calcite by low-S'^'O fluids from subsequent flow 
episodes. The evidence for development of new pathways as well as reactivation o f 
existing pathways is also a significant complication (see Chapters 2 and 3). Models for 
reactive transport as applied to pervasive grain-scale flow assume fluid interaction with 
a host rock that is undergoing progressive isotopic exchange (i.e., host rock S'^O is 
decreasing with time). However, as discussed previously, in a fracture-controlled flow 
context where reactivation of existing pathways and formation of new pathways both 
occur, fluids will undergo isotopic exchange with altered host rock (as per the standard 
model); with earlier generations o f vein calcite (which may have significantly lower 
S'^O compositions than altered host rock); and with unaltered host rock (when new 
pathways are generated) at various points along the flow path. These wall rock 
variations are too complex and poorly constrained to model. However, since interaction 
with unaltered host rock and interaction with strongly '^0-depleted vein calcite will 
have the opposite effect, they may to some extent cancel each other out and produce a 
system that approximates simple continuous flow. 
The preceding paragraphs have highlighted the significant complexity associated 
with the Wijmar and DAB Fault flow systems. Due to this complexity certain 
simplifying assumptions need to be made in order to model the system. Given our 
current understanding of pathway evolution, I consider that assuming the Wijmar Fault 
(and DAB Fault) approaches a continuous flow system is the most reasonable option. 
Therefore, it is expected that the position o f the geochemical front should 
predominantly migrate up-section during successive flow episodes and as such, the 
minimum composition at a given structural height will approximate the cumulative 
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fluid flux for all flow episodes. Importantly, unlike alternative assumptions, this 
assumption will probably underestimate TIFF. 
At each stratigraphic level in the Wijmar fault there are a large number of veins and 
a large spread of compositions for hydrothermal calcite (Figure 4.7b). However, 
there is no way of understanding the linkage of veins along contemporaneous flow 
pathways between different structural levels. This is particularly problematic if for 
successive failure episodes the flow system generates pathways with substantially 
different pathlengths and thus No. Therefore, it will also be assumed in this modelling 
that ND does not vary significantly between individual flow episodes. 
Veins related to all kinematic phases will be modelled together as the minimum vein 
calcite S'^ ^O compositions related to normal slip and sinistral slip are relatively similar, 
and flow during sinistral slip is interpreted to have predominantly reactivated fluid 
pathways from earlier slip phases (see Chapter 3). 
For the Wijmar Fault, a TIFF of 10,000mol/cm^ (approximately 2,000mVm^) 
and an ND of 3 provides a good fit to the data for vein calcite (Figure 4.12). At the 
lowest structural levels there is a 2%o gap between the model and the data. This is due to 
the fixing the external fluid reservoir S'^O composition at 7%o. However, given that 
there are two separate lines of evidence for a fluid input of approximately this 
composition, it seems probable that the lowest S'^'O vein calcite at this structural level in 
the Wijmar Fault may not have been sampled. If the composition of the Wijmar 
Fault's external fluid reservoir was higher, then a lower Np and/or higher TIFF would 
be required to fit the data. 
Varying the TIFF in the model by an order of magnitude results in significant 
misfit, so this result appears robust within an order of magnitude. Damkohler numbers 
greater than 3 produce modelled S'^'O compositions greater than the minimum 
hydrothermal calcite S'^ ^O composition at higher stratigraphic levels, indicating that 
higher ND is not realistic. Damkohler numbers less than 3 provide a poorer fit, 
particularly at higher stratigraphic levels. However, as vein calcite with the lowest S'^'O 
at each stratigraphic level may not have been sampled, Damkohler numbers less than 3 
cannot be excluded. 
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Figure 4 .12: Models for vein calcite S'^'O from tlie Wijmar Fault with varying No and TIFF. A Damkohler number 
of 3 and TIFF of lO.OOOmol/cm provides a good fit to the data. However , lower Damkohler numbers and TIFFs 
cannot be excluded, as the lowest vein calcite composit ion at each structural height may not have been sampled. 
It is also worth noting that a Damkohler number of 0.65 and a TIFF of 
8000mol/cm^ produces very similar results to the model for an No of 1 and TIFF of 
10,000mol/cm^. This demonstra tes the degree of ambigui ty in the model , as al though it 
is sensitive to order of magni tude changes in No or TIFF, small co-variations of both Nd 
and TIFF can result in similar models for vein calcite. 
The d i f ference between the composi t ions of hydrothermal calcite and 
proximal host rock provides a separate test for the models derived from the vein calcite 
data (e.g, Knoop et al. 2002). However , if all of the vein-host data is used, this indicates 
that a very low Nd is required, which in turn produces a significant misfi t be tween the 
model and the vein calcite data (Fig 13). 
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F i g u r e 4 .13 : M o d e l s fo r S" 'o„j„ . | ,„„ re la t ionsh ips f r o m the W i j m a r Faul t . T h e best m o d e l for the ve in calc i te S ' ^O 
data (Fig. 4 .12 ; N d = 3 and TIFF=IO,OOOmol/cm") clearly d o e s not fit the 8 ' * 0 ( v e i n - h o s t ) data . A D a m k o h l e r n u m b e r 
o f 0 .65 and T I F F o f 8 ,000mol /cm~ prov ides a s ign i f ican t ly bet ter fit o f the s t ruc tura l ly lowes t and h ighes t da ta po in ts . 
Howeve r , the ex t r eme ly nega t ive S'^Ovein-kwi va lue at lOOOm w o u l d requi re a very low D a m k o h l e r n u m b e r ( < 0 . l ) , 
p roduc ing a large misf i t wi th the rest o f the 5'^Ovein-hosi da ta and the vein calc i te da ta in F igu re 4 .12 . 
In particular, the >10% difference in d l 8 0 between vein and host-rock at 1000m 
places major constraints on the interpretation of this data, requiring an No of <0.1, 
whereas the rest of the vein-host data fits an Nd closer to 1. As discussed in Section 
4.7.4, the 6 ' ^ O v d n -host result at 1000m is from a fault breccia, whereas all other samples 
are from extension veins. Given that the flow regime in the Wijmar Fault was a 
complex system, comparing samples with different textures and context within the fault 
system (i.e., PSZ versus damage zone) is problematic. Therefore, on the basis of the 
textural differences and the significant misfit required to model this anomalous 6 ' ^ O v e i n -
host value, the 1000m sample has been excluded from the present analysis and only vein-
host values from the base and top of the system will be modelled. 
Although a Damkohler number of 3 fits well with the limited S'^'O data for vein 
calcite (Figure 4.12), this Nd value is precluded by the S'^ Ovein-host data, which indicates 
that an Nq of approximately 1 and TIFF of approximately 10,000mol/cm^ provides a fit 
that is more consistent with the limited data. However, the S'^ Ovein-host data is slightly 
lower than predicted by this model. A better fit for the data is obtained at a slightly 
decreased No and TIFF of 0.65 and 8,000mol/cm^ respectively (Figure 4.13). While not 
providing the best fit for the vein calcite data in a least squares sense, overall it provides 
a reasonable fit to both vein calcite 8**0 and 5"'Ovein-host data sets, and in both instances 
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does not contradict the raw data. A larger S'^ Ovein-host data set would improve confidence 
in the model. 
One of the simplifications used in this model is to assume kinetic dispersion only. 
Under these conditions the Peclet number, which is broadly analogous to the Damkohler 
number but applicable to kinematic dispersion, is presumed to be infinite. However, it is 
worth considering what effect including the Peclet number might have on this model. 
Changing the Peclet number to a finite value for a given ND does not affect the initial 
composition for the model on a vein calcite or vein-host plot. However, decreasing 
the Peclet number does tend to stretch the curve, and if path length is short it will appear 
to steepen the curve as well (Blattner and Lassey 1989). This effect is most pronounced 
at low Peclet numbers (<10), whereas at high Peclet numbers (>100) the effect becomes 
much less pronounced (Blattner and Lassey 1989). What this means for the modelling 
of variations in the Wijmar Fault is that if kinematic dispersion was included in the 
model the best fit curve for vein calcite would likely have a slightly higher Nu, while 
the best fit curve for vein-host would have a slightly lower TIFF. However, this 
difference is likely to be less than an order of magnitude. 
The estimate of No from the modelling can be used to constrain the rate of isotopic 
exchange. If L is considered equal to the infiltration front (i.e., the distance the external 
fluid has infiltrated the system) then No can be simplified to ND=t7, where K is the 
kinetic exchange rate constant and t is the duration of flow. Assuming a total of 1000 
slip episodes on the Wijmar Fault, each followed by a month of constant flow, requires 
a total flow duration of 2.6 x IO's. Using an No of 0.65 and / of 2.6x 10's constrains the 
rate constant (K) to approximately 2.5x10"'" s"'. However, it is important to note that 
these assumptions are significant simplifications, especially as the duration of these 
episodic flow events is poorly constrained and both permeability and flow rate should 
decay with time (Brantley et al. 1990; Lowell et al. 1993; Zhang et al. 2001; Braun et al. 
2003; Tenthorey et al. 2003; Hilgers et al. 2004). 
4.7.7 Application to the DAB Fault 
The Wijmar Fault and DAB Fault form part of the same regional fault network, occur 
within the same stratigraphic sequence, and have a similar orientation and kinematic 
evolution. In addition, fault lengths for the Wijmar Fault (10km) and DAB fault (25km) 
suggest that displacement is probably of the same order of magnitude, and stable 
isotope compositions of vein calcite indicate that both faults probably breached the 
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same external fluid reservoir. We therefore make the assumption that the Damkohler 
number is likely to have been similar in both faults. 
3000 
Host Rock 
Figure 4.14: All vein calcite 8 " 0 analyses from the D A B Ft, HAS network, Wi jmar Fault and reconnaissance 
sampling elsewhere in the Jabal Akhdar dome. Curves represent varying TlFFs (annotated) with constant ND (0.65) 
and 0 (0.05). The distal host rock field is to the right o f the dashed line. M in imum 8 " 0 compositions for vein calcite 
from the D A B Fault/HAS network require a local TIFF o f approximately 10^-10*'mol/cm". 
Modelling of all vein S"*© analyses collected during this study indicate that parts of 
the DAB Fault and HAS network hosted TlFFs significantly higher than on the Wijmar 
Fault (Figure 4.14). While most vein calcite S'^'O compositions in the DAB Fault/HAS 
network system require TIFFS <10' mol/cm", the minimum vein calcite composition 
from the DAB Fault/HAS network system (13.68%o) requires a TIFF on the order of 10*" 
mol/cm^ (approximately 200,000mVm^). This is approximately two orders of magnitude 
greater than the estimated TIFF for the Wijmar Fault. 
If we consider only the DAB Fault (excluding the HAS network), maximum TIFF is 
approximately lO'mol/cml Minimum TIFF along the DAB Fault is more difficult to 
quantify as rock-buffered vein calcite 5" '0 compositions could result from an external 
fluid flux of anywhere between 0 and approximately 3,000mol/cml However, only 4 of 
more than 40 sampling traverses along the DAB Fault are entirely rock-buffered and 
thus have a TIFF <3,000mol/cm^. Importantly, these minima and maxima indicate that 
TIFF varies by at least two orders of magnitude along the DAB Fault (Figure 4.15). 
What controls such large differences is not entirely clear. Chapter 3 highlighted the role 
of fault segmentation in the distribution of stable isotope compositions of vein calcite. 
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However, the calculated median TIFF for traverses across planar fault segments was 
I l,000mol/cm^ whereas the median TIFF for traverses across segment boundaries was 
16,000mol/cm^. So although the median TIFF on segment boundaries is higher than on 
planar segments, this difference is significantly less than an order of magnitude and thus 
relatively small when compared to the total range of calculated TIFFs for the DAB 
Fault. 
TIFF(mol/cm') 
• >50,000 
O 10,000 50,000 
0 3,000-10,000 
• <3,000 
F i g u r e 4 .15: Plot o f interred TIFF for a nuinber o f localities a long the D A B Fault, assuming that the m i n i m u m S ' ^O 
compos i t ion o f hydrothermal caleite at each locality is the result o f the cumula t ive TIFF from all f l ow episodes and 
that ND was constant at 0.65. TIFF varies a long strike by approximately two orders o f magni tude . However , the 
major i ty o f localities have an inferred T IFF between 10,000 and 50,000mol/cm-. 
Ten of the sampled complex segment boundaries on the DAB Fault and one 
of the sampled complex segment boundaries in the HAS network have clear 
stepping directions; 5 step to the right and 5 step to the left. During sinistral strike-
slip reactivation, left-stepping segment boundaries would be expected to be sites 
of dilation, whereas right-stepping segment boundaries would be expected to be 
sites of contraction (Sibson 1986). We have tested whether stepping direction has 
a significant impact on fluid flux in the DAB Fault by calculating TIFFs for each of 
the 10 step-overs, based on the minimum Si^O composition of Set 3 vein calcite. 
One sampling traverse associated with each stepping direction had an indicated 
TIFF >50,000mol/cm2, 3 left [dilational] step-overs and 2 right [contractional] 
step-overs had TIFFs between 10,000 and 50,000mol/cm2 and the remainder had 
TIFFs between 5,000 and 10,000mol/cm2 (Figure 4.16]. Applying the Wilcoxon 
Rank Sum test (Wilcoxon 1945; Mann and Whitney 1947] and the Kolmogorov-
Smirnov test (Kolmogorov 1933; Smirnov 1948] indicates that there is no 
statistically significant difference in the median or distribution of TIFF at left-
stepping and right-stepping segment boundaries (95% confidence interval]. 
Limitations of this analysis include the small sample size and the potential effects 
of earlier normal-slip-related flow episodes on 6i®0 compositions in Set 3 vein 
calcite. However, this does suggest that if there is some inherent variation in 
permeability between dilational and contractional stepovers, it is probably 
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s e c o n d a r y to o t h e r con t ro l s on fluid flux such as the 3D connec t iv i ty of t h e s e 
s e g m e n t b o u n d a r i e s . 
C 5 10' E 
Right-step (contractional) 
Figure 4.16: C o l u m n graphs of the inferred TIFF for D A B Fault and H A S ne twork segmen t boundar i e s with left-
s tepping (a) and r ight-s tepping (b) geometr ies . T lFFs are based on the lowest compos i t ion for Set 3 vein calci te 
at each location. 15. Lef t - s tepping segment boundar ies have a sl ightly h igher median TIFF than r ight- s tepping 
segment boundar ies . However , the overall range and distr ibut ion of T I F F in le f t - s tepping and r ight -s tepping segmen t 
boundary complexi t ies is similar. 
The lowest 5'®0 composition for hydrothermal calcite in the HAS network was 
13.68%o, which as previously stated equates to a TIFF of IO''mol/cm^. This TIFF is an 
order of magnitude larger than the maximum TIFF inferred for the DAB Fault, 
demonstrating that, locally at least, faults within this subordinate fault network can host 
larger TIFFs than the DAB Fault itself (assuming similar No). This relationship agrees 
with observations from many mesothermal gold deposits, which are often localised on 
low displacement faults adjacent to a major structure (Knopf 1929; McKinstry 1948; 
McCuaig and Kerrich 1998). Figure 4.17 explores this relationship further by plotting 
TIFF against fault length (a proxy for displacement) and distance from the DAB fault 
for a transect line perpendicular to the DAB Fault. This figure indicates that distance 
from the DAB Fault does not have a significant effect on TIFF, nor does fault length 
above a threshold minimum length of around 100m (see Chapter 3). Below this 
threshold fault length, faults might not be connected to the external reservoir. However, 
it should be noted that only three faults <IOOm were sampled in this study, so further 
sampling is needed to confirm whether this is a pervasive feature of the network. 
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Figure 4.17: Plot of variation in TIFF as a funct ion of fault length and dis tance f rom the D A B Fault a long a N-S 
transect across the D A B Fault and H A S network (East ing approximately 527700m). There does not appear to be a 
s trong relat ionship be tween dis tance f rom the D A B Fault and TIFF. Al though the dataset is small, there does appear 
to be a lower threshold fault length below which TIFF is consistently low. A b o v e this threshold fault length there is 
no apparent relat ionship be tween fault length and TIFF. 
In order to convert the calculated TIFFs to flow rates a number of assumptions are 
required. These include the previously discussed assumptions that f low on the D A B 
Fault was episodic and related to seismogenic failure (as indicated in Chapter 2) and 
that the maximum calculated TIFF represents the cumulat ive TIFF of all flow events at 
a locality on the D A B Fault /HAS network (as indicated in Section 4.7.6). In order to 
estimate a fluid flux per slip event, the number of flow episodes also needs to be 
constrained. Maximum displacement on the DAB Fault during a single seismic event, 
assuming a normal fault rupture of the entire 25km fault length, was approximately 
0.7m per slip event (Wells and Coppersmith 1994), therefore accumulation of the total 
throw (>750m) would have required >1,000 individual slip events. For simplicity a total 
of 1000 slip events will be assumed. The next variable to constrain is the duration of 
post-failure flow. However, as stated previously, the duration of flow and the decay in 
permeabili ty after fault slip events in a natural system is not sufficiently constrained 
(Brantley et al. 1990; Zhang et al. 2001; Tenthorey et al. 2003; Tenthorey and Cox 
2006). As such, we make the simplifying assumption (as for the Wijmar Fault) that fluid 
flow occurred at a constant rate for one month after each event. 
Using these assumptions allows us to place some first-order constraints on the 
maximum, local transport rate and flux per slip event. The maximum calculated TIFF of 
10® mol/cm^ for the DAB Fault and HAS network is equivalent to approximately 2x10" 
L/m if T=255°C and Cv=210MPa. This equates to a flux per event of approximately 
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2x10' L/m\ For a fault with a 50m wide damage zone and an average connected 
porosity of 5%, this equates to a total TIFF of SxlO** litres per metre o f strike length and 
a per event TIFF of 500,000 litres per metre of strike length. 
The average flow rate required to accumulate a TIFF of lO'mol/cm^ over 1000 slip 
episodes of 30 days duration each is on the order of 8xl0"^m/s. For comparison, to 
accumulate a TIFF of IO''mol/cm^ during a single 30-day flow episode would require a 
flow rate of approximately 0.1 m/s. 
As previously stated, the TIFFs calculated in this paper are based on the assumption 
that the episodic flow systems in the Wijmar and DAB Faults approximate continuous 
flow by predominantly reactivating pre-existing fluid pathways. However, the reality is 
that fluid pathways do change to some extent during successive flow episodes. 
Therefore, TIFF estimates in this section are probably at the lower end of possible 
TIFFs for the DAB Fault. 
4.8 Conclusions 
Sampling of hydrothermal calcite in the Wijmar Fault has identified a trend of 
increasing 5*^0 and S'^C compositions with increasing structural height above the base 
of Autochthonous Unit B. This indicates that fluid in this fault network flowed up-
section from an overpressured, low S'^O external fluid reservoir located at or below the 
base of the carbonate sequence. There is a strong disequilibrium between vein calcite 
and proximal host rock and compositions, indicating that isotopic exchange 
was kinetically controlled rather than an equilibrium process. Reactive transport 
modelling of vein calcite and 5"*Ovein-host compositions from the Wijmar Fault, 
assuming distension of the isotopic front is solely due to kinetic dispersion, indicates a 
Damkohler number (No] of approximately 0.65 and a max imum time-integrated 
fluid flux (TIFF) of approximately 8,000mol/cm2. 
Similar kinematic evolution, internal structure and stable isotope compositions of 
vein calcite, for both the Wijmar Fault and the nearby DAB Fault/HAS network, 
indicate that both were part of the same fault system and were connected to the same 
external fluid reservoir. Modelling the DAB Fault/HAS network using an No of 0.65 
[i.e., the same as the Wi jmar Fault] indicates that the TIFF in the DAB Fault and its 
associated subordinate HAS fault network was significantly larger. 
Using and No of 0.65, modell ing indicates that a TIFF in excess of 
3,000mol/cm2 is required for Si^O composit ions of vein calcite at a structural 
height of 2500m to shift outside of the distal host rock gisQ field. There are several 
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localities along the DAB Fault, at approximately this structural height, in which all 
hydrothermal calcite samples have 51^0 compositions within the distal host rock 
field. It is unclear whether these localities hosted flow from the external reservoir 
(but with TIFF less than 3,OOOmol/cm23 or whether these sections of the DAB Fault 
were never hydraulically connected to the external fluid reservoir. 
A maximum TIFF of IxlO^mol/cm^ is inferred to have occurred locally within 
the DAB Fault, and TIFFs up to IxlOf^mol/cm^ are inferred for the HAS network. 
Assuming the maximum TIFF of lO^mol/cm^ accumulated over 1000 flow 
episodes, each of one month duration, this equates to an average flow rate of 
approximately 8xlO''m/s. If this same TIFF accumulated over just a single, month-
long flow episode, the average flow rate would have been approximately O.lm/s. 
The along-strike distribution of fluid flux within the DAB fault can be highly 
heterogeneous, with modelling indicating that the TIFF varies by up to two orders 
of magnitude from lO^mol/cm^ to <3,000mol/cm2. However, the majority of 
localities sampled during this study are inferred to have a TIFF between 10,000 
and 50,000mol/cm2. Segment boundaries do appear to host higher TIFF than 
planar fault segments; however, the difference is commonly less than an order of 
magnitude. Significantly, there is also no systematic difference in TIFF between 
left-stepping [dilational) and right-stepping [contractional) segment boundaries 
during sinistral reactivation of the DAB Fault. 
Overall, this modelling demonstrates that faults within the HAS fault network have 
locally hosted very high fluid fluxes. However, the distribution of this fluid flux is 
highly complex, varying by more than an order of magnitude both along and across 
strike. While previous chapters have identified some features that affect S'^O 
compositions in vein calcite (e.g., complex segment boundaries vs. planar fault 
segments), these features only appear to control less than one order of magnitude 
differences in TIFF. This indicates substantial complexity in the 4D connectivity of 
high permeability pathways. 
Significantly, areas with very high vein abundance (both fault-fill veins and 
extension veins in adjacent damage zones) are associated with both rock-buffered (low 
relative TIFF) and more fluid-buffered (high relative TIFF) 5*^0 compositions in calcite 
veins. Therefore, while very high vein abundance reflects repeated development of 
permeability in a high pore fluid factor regime, it does not necessarily correspond with 
high TIFF. Vein arrays with the highest modelled TIFFS are structurally 
indistinguishable from vein arrays with much lower modelled TIFFS. 
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5.1 Introduction 
There are two major end-member models for solute transport processes during the 
formation of veins: small-scale diffusional mass transfer, and advection (Dumey and 
Ramsay 1973; Etheridge et al. 1984). Diffusional mass transfer rates under greenschist 
facies conditions are considered to be extremely slow (Fyfe et al. 1958; Fletcher and 
Hoffman 1974; Etheridge et al. 1984). This effectively limits the maximum distance 
solutes can realistically be transported by this process to <10m, although distances of 
millimetres to centimeters are probably more common (Oliver and Bens 2001). In 
contrast, geochemical evidence indicates that advection can transport solutes over 
distances in excess of tens of kilometres, e.g., the Swiss Alps (Marquer and Burkhard 
1992), the Reynolds Range in central Australia (Cartwright and Buick 1999), and the 
Canadian Cordillera (Knoop et al. 2002). However, in many vein networks the length 
scales, pathways and direction of fluid transport are not well constrained. 
Evidence for near-i i thostatic fluid pressures is often used to infer up-section 
advective t r anspor t of fluids [e.g., Connolly and Thompson 1989; Marquer and 
Burkhard 1992). However, the presence of surface-derived wa te r at depths of 
10km in some orogenic belts indicates that downward advective flow can also 
occur in many flow systems (e.g., McCaig 1988; Jenkin et al. 1994; Poage et al. 
2000; Sharp et al. 2005). 
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The flow pathways used during large-scale fluid advection depend on the geological 
setting and host rock properties, e.g., permeability and permeability anisotropy. In high-
permeability sedimentary rocks (e.g., shallowly buried sandstones), fluid can flow 
through grain scale permeability. In low permeability rocks (e.g., metamorphic and 
igneous rocks) in mid- to lower-crustal regimes, flow can be dependent on dynamic 
permeability developed during ductile or mixed brittle-ductile deformation (Zhang et al. 
1994; Manning and Ingebritsen 1999). For low-permeability rocks that are within the 
brittle field, large-scale fluid advection requires the generation and maintenance of a 
connected fracture network (Cox et al. 2001). 
This study will focus on a limestone hosted, fracture-controlled flow system 
developed within a collisional zone and at depths that straddle the brittle-viscous 
transition. There are two end-member models for network development in fracture-
controlled flow systems: ordinary percolation and invasion percolation (Sahimi 1994; 
Cox 2005). Stress drives fracture formation during ordinary percolation, with randomly 
distributed 'Andersonian' fractures gradually linking until the percolation threshold is 
reached, i.e., connectivity between the upstream and downstream parts of the system. 
Subsequent deformation increases flow by enhancing connectivity and increasing the 
proportion of 'backbone ' elements. During invasion percolation, high fluid pressures in 
the fluid reservoir drive fracture formation. Fractures initially form in hydraulic contact 
with the overpressured reservoir and this connectivity to the fluid reservoir is 
maintained as the fracture network propagates up through the system. This constant 
connection to the fluid reservoir is one of the key differences between invasion 
percolation and ordinary percolation. 
Fluid-driven failure is probably very common in tectonically active geological 
environments with supra-hydrostatic fluid pressures (Cox 2010); however, stress-driven 
failure cannot be entirely excluded (see Chapter 2). Therefore, fracture network growth 
may include a combination of both ordinary percolation and invasion percolation 
processes. Understanding which process is dominant has important implications for the 
evolution of a fracture-controlled flow network. 
This study combines field mapping with 5 " ' 0 and 5'^C analysis of vein, fault and 
host rock material in a regionally extensive calcite vein system that formed during 
Alpine orogenesis. The field area is in the western Helvetic nappes, where previous 
studies have identified significant variations in carbon and oxygen stable isotope 
compositions in calcite veins (Dietrich et al. 1983; Burkhard and Kerrich 1988; 
Kirschner et al. 1995; Kirschner et al. 1999). This study includes calcite veins with pre-. 
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syn- and post-nappe emplacement timing. However, it will focus on faults and veins 
that formed late in the tectonic evolution of the nappes, as these networks have 
previously been identified as hosting hydrothermal calcite with significant '^O depletion 
relative to host rock (Burkhard and Kerrich 1988). The aim of this study is to use 
structural observations and C / 0 isotopic data to explore the processes controlling fluid 
flow in this system and to address problems regarding the source, direction o f flow, and 
transport mechanisms of low-5'^O fluids in the system. 
5.2 Geological setting 
The Helvetic nappes form a 300km long and up to 40km wide fold and thrust belt 
extending from western Switzerland to eastern Austria. In western Switzerland, the 
Helvetic nappes consist of three major, gently ENE plunging nappes. From top to 
bottom they are the Wildhom, Diablerets and Morcles nappes (Ramsay 1981). 
Traditionally the nomenclature o f the nappes has changed across the Wildstrubel 
depression; however, for consistency only the western succession nomenclature will be 
used here. 
The Helvetic nappes are comprised of limestones, marls, sandstones and shales that 
were deposited on the European passive margin between the Triassic and early Tertiary 
(Ramsay 1981). These sedimentary rocks were subsequently emplaced as thrust nappes 
during the Alpine orogeny. Northwest-directed movement between the orogenic lid o f 
the Austroalpine and Penninic nappes and the underlying crystalline basement of the 
Aar, Mt Blanc and Aiguilles Rouge massifs (Laubscher 1983) led to the emplacement 
of the Ultrahelvetics, followed by emplacement of the Helvetic nappes along three main 
thrusts. It is generally agreed that the emplacement of the Helvetic nappes followed a 
top-to-bottom sequence (Ramsay 1981; Laubscher 1983; Dietrich 1989).The timing of 
nappe emplacement is not well constrained, but probably began in the late Eocene or 
early Oligocene and ceased during the Miocene (Crespo-Blanc et al. 1995; Kirschner et 
al. 1996; Kirschner etal. 1999). 
The Helvetic nappes have been metamorphosed to a maximum of greenschist facies 
(Frey and Mahlmann 1999). Peak metamorphism in the Helvetic nappes was associated 
with formation and emplacement o f the Morcles nappe (Kirschner et al. 1995). Oxygen 
isotope thermometry indicates maximum temperatures of -260 to 290°C in the foreland 
and -330 to 350°C in the hinterland of the Morcles nappe; these results are in broad 
agreement with illite crystallinity and fluid inclusion results (Kirschner et al. 1995). 
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Early syn-nappe emplacement deformation was dominated by folding and the 
development of large, typically ductile thrusts, e.g., the Glarus Thrust. In this chapter 
deformation that was pre- to syn-nappe emplacement will be referred to as Stage 1 in 
the evolution of the Helvetic nappes. 
Northwest oriented extension, synchronous with the emplacement of the Morcles 
nappes and herein referred to as Stage 2, lead to the development of NE-str iking normal 
faulting and veining(Ramsay 1989). Most NE-str iking faults have a dominant SE dip 
direction and are localised in the upper nappes, which formed an orogenic lid to the 
Morcles nappe (Ramsay 1981). 
A late extensional phase, with maximum stretch direction approximately parallel to 
the nappe fold axes (referred to herein as Stage 3), is evident throughout the western 
Helvetic nappes and clearly postdates emplacement of the upper nappes. Northwest 
striking normal faults and associated extension veins are the dominant expression of this 
phase, however, NE stretching is also evident in pressure shadows developed around 
pyrite grains (Ramsay 1981; Dietrich 1989). This NE oriented extension is likely the 
result of a change in the direction of overthrust shear from N W to W during 
emplacement of the Morcles nappe (Dietrich 1989; Ramsay 1989). 
5.3 Fault and vein networks 
5.3.1 Faults 
As discussed briefly in the previous section, faults within the Helvetic nappes can be 
broadly subdivided into two sets: NE-trending faults, which are approximately parallel 
to fold axes, and NW-trending faults, which are approximately perpendicular to fold 
axes (Figure 5.1). Many of the latter are actually oblique to the fold axes, rather than 
exactly perpendicular (Figure 5.1). The terms 'NW-trending faults ' and 'NE- t rending 
faults ' will be used here for simplicity. The NE-trending faults are dominant ly normal 
faults, although some reverse and dextral strike slip faults also occur. The t iming of NE-
trending faults varies f rom syn- to post-nappe emplacement , with reverse fault ing 
occurring during nappe emplacement and normal fault ing occurring late to post-nappe 
emplacement (Ramsay 1981, 1989). In contrast, only normal faults have been observed 
in the northwest-striking fault set and all of the NW-trending faults appear to cut 
foliations and veins associated with thrusting and nappe emplacement , indicating post-
nappe emplacement t iming (also see Ramsay 1981; Burkhard and Kerrich 1988). 
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Figure 5.1: Simplif ied geological map identifying the major tectonic units within the field area. An incomplete set of 
mapped faults is overlain (sourced f rom various 1:25,000 Geoscience Switzerland maps); white faults are oblique to 
the fold-axis (referred to in this study as 'NW-t rending faul ts ' ) whereas black faults are sub-parallel to the fold axis 
(referred to in this study as 'NE-t rending faul ts ' ) . Approximate location of the field area is indicated by the box on 
the inset map. The location of the cross-section in Figure 5.10 is also indicated. 
Small-scale, NE-trending and NW-trending faults are relatively similar in 
appearance. Most low-displacement faults, regardless of orientation, have a laminated 
internal texture due to formation of internal stylolites and the presence of host-rock 
slivers that are parallel to the margins of fault-fill veins, although some fault-fill veins 
have a variably brecciated texture consisting of host rock and cementing vein material. 
The most common and reliable slip indicators in these low-displacement faults are 
spatially associated extension veins and bending of bedding/cleavage immediately 
adjacent to the fault. Some late slickenfibres locally indicate a component of oblique 
slip. The larger displacement, NW-trending faults are dominated by variably developed 
breccia textures and commonly have a strong topographic expression that is often 
recognisable in air photographs and satellite images (Figure 5.2a). 
5.3.2 Veins 
Veining is a ubiquitous feature of the Helvetic nappes. Veins can be subdivided into 
three distinct sets (Burkhard and Kerrich 1988): pre- or early nappe emplacement Stage 
1 veins; syn- to late-nappe emplacement Stage 2 veins; and late- or post-nappe 
emplacement Stage 3 veins. 
Stage 1 veins are characteristically thin ( < l c m ) and parallel or sub-parallel to the 
dominant foliation in the outcrop (Figure 5.2b). Some Stage 1 veins are asymmetrically 
boudinaged, indicating that they have been rotated into parallelism with the cleavage 
(Goscombe et al. 2004). In thin section, pervasive grain boundary migration and bulging 
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in vein calcite indicates significant dynamic recrystailisation. These veins have not been 
routinely sampled during this study as the significant dynamic recrystalhsation indicates 
a strong likelihood of post-precipitation isotopic exchange (Kirschner et al. 1995). 
Figure 5.2: Examples of faults and veins in the Helvetic nappes, a) Strong topographic expression of a nor thwest-
striking, late-tectonic, normal fault. Outcrop southeast of Col du Sanetsch (GR587869 /129812) . b) Asymmetr ica l ly -
boudinaged, cleavage-parallel Type 1 vein. Outcrop north of Sion (GR393890/122455) . c) Northeast-s t r iking, 
bedding-perpendicular Type 2 extension vein conf ined to a narrow l imestone bed. Outc rop north of Leukerbad 
(GR393475/138670) . d) Northwest-s t r iking Type 3 extension vein {with sub-horizontal apparent dip) cut t ing a set of 
northeast striking Type 2 veins (sub-vertical) . Outcrop west of Lac de Salanfe (GR564640 /110930) . 
Stage 2 veins occur at a high angle to bedding and are usually restricted to 
individual beds (Figure 5.2c). Less commonly , Stage 2 veins may also occur as 
conjugate, en-echelon vein networks, or be spatially associated with NE-trending faults. 
Those Stage 2 veins that cut bedding generally cannot be traced vertically for more than 
five metres. While some Stage 2 veins can be distinguished by field relationships and 
their characteristic style, the approximately NE strike of these veins is the most reliable 
method for distinguishing between Stage 2 veins and NW-trending Stage 3 veins. Vein 
mineral assemblages are partly dependent on host rock, with quartz occurring as the 
dominant vein mineral in sandstone, whereas calcite is usually dominant in l imestone 
and calcareous shales. The most common vein texture is blocky calcite or quartz; 
however, fibrous veins are also relatively common. Evidence for crack-seal or repeated 
vein forming events is present locally. Stage 2 veins are largely undeformed, al though 
low-strain internal deformation textures such as Type 2 deformation twins in calcite 
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(terminology after Burkhard 1993) and undulose extinction in quartz are relatively 
ubiquitous. 
Stage 3 veins are similar in appearance and texture to Stage 2 veins, although their 
mineral assemblage is typically more calcite-dominated. Stage 3 veins cut all other vein 
sets (Figure 5.2d) and typically are continuous across multiple beds. However, the main 
distinguishing feature of Stage 3 veins is their orientation, i.e., steeply dipping and 
northwest striking (oblique to nappe fold axes). Internal deformation textures in Stage 3 
veins are the same as for Stage 2 veins, indicating low internal strains. No dynamic 
recrystallisation textures were observed. 
In terms of the mode of opening, almost one third of the Stage 2 and Stage 3 veins 
in this study were identified as extension veins based on offset irregularities in the vein 
wall or fibrous mineral growth (significant recrystallisation makes this difficult to 
identify in Stage 1 veins). In contrast, only two veins were identified as forming in 
extensional shear, although descriptions of conjugate en echelon vein sets in Ramsay 
(1981) suggest they may be more common in the Helvetic nappes than has been 
identified in this study. The opening mode for all other veins could not be determined. 
Evidence for shearing in Stage 2 and Stage 3 veins was relatively rear. 
5.3.3 Vein Networks 
Vein abundance in the Helvetic nappes is highly variable, with veins commonly 
clustering as part o f a swarm or network. Many Stage 2 and to a lesser extent Stage 3 
vein networks are strata-bound, typically within mechanically competent layers. The 
style of veining in these strata-bound networks varies from relatively even-spaced, 
bedding-perpendicular extension veins to crackle breccia textures (without obvious 
shearing), where the volume of vein material is greater than that o f the host rock. 
Conjugate extension vein sets are also very common in these vein networks (Figure 
5.3). As these vein networks are strata-bound, the vertical extent of these networks is 
limited by bedding thickness, typically <2m. 
The largest and vertically most continuous networks are spatially associated with 
faults. Most fault-related vein networks consist of NW-trending faults and Stage 3 
veins, although NE-trending faults with spatially related Stage 2 vein networks occur 
locally. Fault-related vein networks typically consist o f one or several fault-veins, 
surrounded by a damage zone containing abundant extension veins and occasional, 
minor fault veins. Extension veins in the damage zone are typically lensoidal and 
commonly form en-echelon arrays. Vein intensity decreases away from the main slip 
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surface. Conjugate veins appear to be much less common within fault-related vein 
networks than in strata-bound networks. 
Most o f the faults examined during this study (both NE-trending and NW-trending) 
are not traceable beyond a single outcrop and lack evidence for dip-slip displacement 
greater than approximately 10 metres. Where outcrop is continuous over large areas, it 
is evident that many of these faults are either isolated in 2D or form part of a network of 
small, connected faults, rather than forming through-going structures. At any structural 
level within the networks, there can be either a dominant fault (Figure 5.3a), or a mesh-
like network of linked, similarly sized faults and veins (Figure 5.3b). Some mesh-like 
networks resemble the fault-fracture meshes of Hill (1977). Timing relationships 
between veins and faults are commonly unclear within both styles o f fracture network. 
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Figure 5.3: Examples of fault /vein ne tworks in the Helvetic nappes, a) Low displacement normal fault (cutt ing 
outcrop f rom top left to bot tom right) with a network o f veins and minor faults in the damage zone. Outcrop is 
located south of Solalex (GR577340 / I24000) . b) Ne twork of connected minor normal faults, en echelon vein arrays 
and sub-vert ical veins. There is no single, dominant fault in this network. Outcrop is located near Rawil 
(GR600210 /133070) . 
5.4 Methodology 
Sampling traverses followed the many roads and walking trails that cross the Helvetic 
nappes. Sampled outcrops were initially sketched and photographed, before 
representative veins, faults and host rock were selected for sampling. Sampling at each 
outcrop attempted to cover the range of vein textures and orientations observed. 
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Sample preparation involved crushing of the hydrothermal calcite or host rock 
sample and selection of >2mm^ of material for grinding. Only material with no visible 
evidence of weathering was selected. Due to the nature of this process the material 
selected was a composite of the whole sample. The only exception to this is where 
layering or separate vein phases were visible in the sample, in which case a wafer saw 
was used to sample each layer or vein phase individually. 
The sample was then ground to a powder and an approximately 200ng sub-sample 
of the powder was measured out and analysed using a Finnigan M A T 251 mass 
spectrometer with a Kiel carbonate device at the Research School of Earth Sciences, the 
Australian National University. The sample was dissolved in 105% phosphoric acid at 
90°C for 12 minutes. Data was corrected for '^O interference using the method of 
Santrock et al. (1985) and normalised so that a sample of solid NBS-19 analysed by this 
method would yield 5 ' ^ 0 ( V S M 0 W ) = 28.64%o and 5 " C ( V P D B ) = 1.95%o. All 5 " 0 
compositions presented in this paper are relative to V - S M O W and all 5 " C composi t ions 
are relative to V-PDB. 
Quality assurance procedures involved the analysis of NBS-19 standards every 9 
samples and duplicate analyses of a number of hydrothermal calcite samples with a 
wide range of S"*© compositions. Repeat analyses of NBS-19 standards have a l o of 
0.04%o for S'^'O and 0.02%o for 5'^C. Duplicate samples underwent all preparation 
stages separately from the original sample. The maximum variation between the 
original sample and duplicate was 0.46%o for S'^O and 0.12%o for 5 " C . This range is 
substantially larger than the l a NBS-19 and is interpreted to result f rom the inherent 
variability of isotopic composit ions within individual veins. 
All grid reference (GR) coordinates in this chapter use the Swiss national 
coordinate system: CH 1903. 
5.5 Stable isotopes 
5.5.1 Host rock 
The 5"*0 and S'^C composit ions of 23 l imestone host rock samples were analysed 
during this study (Figure 5 . 4 ) . Host rock samples have a median S'^'O of 2 5 . 9 % o and a 
median 5 " C of 1 . 5 % o . However, there is considerable variation in host rock 
compositions, with two weakly developed trends: one involves decreasing S'^'O 
(minimum = 1 9 . 0 % o ) , whereas the other trend involves decreasing 5 " C (min imum = -
4 . 4 % o ) . Due to the pervasiveness of veining, the more restricted outcrop and the need to 
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sample the same bed that hosted associated vein samples, the definition of distal and 
proximal host rock is slightly different to that used in Oman on the D A B Fault. 
Proximal host rock samples were all collected within 50cm of a vein (mostly <20cm) 
and the sample position within the vein network is variable. Distal host rock samples 
were collected more than 50cm from the nearest vein and away from the most intense 
part of the associated vein network. Using these subdivisions, distance from a vein or 
fault does not seem to significantly affect host rock composit ion. The range of host rock 
composi t ions observed in this study is in broad agreement with previous studies in the 
Helvetic nappes (e.g., Dietrich et al. 1983; Burkhard and Kerrich 1988; Kirschner et al. 
1999). However , several of the more depleted distal host rock composit ions fall outside 
the expected range for Mesozoic to Eocene carbonates (Veizer et al. 1999). 
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Figure 5.4: Host rock and 6 " C composi t ions for the western Helvetic nappes. Host rocl< samples f rom this 
study are represented by black squares (>50cm from any vein) and grey tr iangles (<50cm from a vein). Open circles 
represent distal host rock samples f rom Dietrich et al (1983), Burkhard and Kerrich (1988) and Kirschner et al 
(1999). The box in the top right of the figure represents the global range (95"' percenti le) for unaltered Mesozoic and 
early Tertiary marine carbonates (Veizer et al, 1999). 
5.5.2 Vein calcite 
During this study a total of 230 stable isotope analyses were conducted on hydrothermal 
calcite f rom veins and faults in the Helvetic nappes (Figure 5.5). There is a strong 
cluster of hydrothermal calcite samples ( > 6 0 % of all samples) with S ' ^ 0 > 2 3 % o and 
5'^C>l%o, close to the median host rock composit ion. There are also two distinct 
depletion trends within the data. One trend involves decreasing 5*^0 (minimum = 
1 0 . 6 % o ) with constant 5 " C , while the other trend, which is possibly curved, involves 
decreasing 5 ' * ' 0 (minimum = 1 7 . 9 % o ) and 5 ' ^ C (minimum = - 2 . 7 % o ) . The min imum 
S'^O composit ion on both trends is outside of the host rock field defined for this study. 
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Figure 5 . 5 : Plot o f 8 " ' o a n d 8 " C c o m p o s i t i o n s fo r all ve in ca lc i te s a m p l e s f r o m th is s tudy . T h e r e a r e t w o d e p l e t i o n 
t r ends wi th e n d - m e m b e r s o u t s i d e o f the host rock field; o n e wi th d e c r e a s i n g 8 " 0 and c o n s t a n t 8 " C , the o t h e r w i th 
d e c r e a s i n g 8 " C and 8 " ' 0 . 
Many of the samples attributed to depletion trends in Figure 5.5 still plot within the 
broader host rock field defined in Figure 5.4. Therefore, it is important to differentiate 
between veins that are "'O or '^C-depleted relative to local host rock and those that are 
in equilibrium with a host rock that is itself '^'O or '^C-depleted relative to the median 
host rock composition. Figure 5.6 plots vein analyses relative to local host rock 
compositions, i.e., within the same outcrop. Most hydrothemial calcite samples that plot 
within the host rock field in Figure 5.5 have S'^ ^O and S'^C compositions close to that of 
the nearby host rock. However, local variations of up to 7%o for and 4%o for 5'^C 
indicate that some samples that plot within the host rock field are not in equilibrium 
with local host rock. 
Figure 5.5 also indicates that there are differences in the S'^O and 6 " C compositions 
between veins associated with Stage 2 and Stage 3 fault/vein sets. All hydrothermal 
calcite samples from bedding/cleavage-parallel Stage 1 veins (n=12) plot within the 
host rock field. The and S'^C compositions in Stage 2 faults and veins (n=71) are 
more variable than in Stage 1 veins, with some clearly forming a part of the previously 
mentioned depletion trends. However, only one Stage 2, NE-trending vein plots outside 
of the host rock field defined for this study and it is spatially associated with a Stage 3, 
NW-striking fault. Therefore, the possibility exists that it has been overprinted by Stage 
3 fluids. Stage 3-related faults and veins (n=109) include the most '*'0-depleted veins. 
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Stage 3 veins account for 63% of all analyses outside the Mesozoic to Eocene marine 
carbonate field (Veizer et al. 1999) and 80% of all analyses outside the host rock field 
of this study. 
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F i g u r e 5 .6: S t ab le i so tope c o m p o s i t i o n s o f h y d r o t h e r m a l ca lc i t e s a m p l e s re la t ive to local hos t rock (8„i„-5hosi mk)-
G r e y t r i ang les r ep re sen t h y d r o t h e r m a l ca lc i t e s a m p l e s wi th 8 " ' 0 c o m p o s i t i o n s tha t p lo t o u t s i d e the host rock f ie ld 
d e f i n e d in F igu re 5.5 (i .e. , 5 " 0 < 1 9 % o ) . O p e n c i r c l e s a re h y d r o t h e r m a l ca lc i t e s a m p l e s w i th 5 " ' 0 c o m p o s i t i o n s that 
p lo t w i th in t h e host rock field (i .e. , 5 " 0 > l 9 % o ) . T h i s figure ind ica tes that h y d r o t h e r m a l ca lc i t e in s o m e v e i n s and 
fau l t s , e v e n if they a re w i th in the host rock c o m p o s i t i o n a l range , h a v e S ' ^ O a n d 6 " C c o m p o s i t i o n s in d i s e q u i l i b r i u m 
wi th local hos t rock . T h e r e is n o cons i s t en t d i r ec t i on to the sh i f t b e t w e e n h y d r o t h e r m a l ca lc i t e and host rock for t h o s e 
s a m p l e s tha t lie w i th in the hos t rock field w i th e x a m p l e s o f bo th " o / ' ^ C dep l e t ed a n d ' " 0 / " C en r i ched h y d r o t h e r m a l 
ca lc i t e . 
5.5.3 Stable isotope variations with time 
Differences in stable isotope composition with time can offer insight into the evolution 
of fluid flow through time (e.g., Cox 2 0 0 7 ) . Stable isotope variations in the form (5iate 
vein - Seariy vein) are presented in Figure 5 . 7 for all unambiguous crosscutting vein pairs. In 
14 of the 20 crosscutting vein pairs, and S'^C compositions vary by less than l%o 
and 0.5%o respectively. These variations are similar to the variation between duplicate 
vein and host rock samples in this study and in Burkhard and Kerrich ( 1 9 8 8 ) . Of the six 
vein pairs that fall outside of this range, four decrease in 5*^0 with time by >l%o 
(minimum = - 5 . 4 3 % o ) , whereas only one sample increases in with time by more 
than l%o (maximum = 1.01%o). S'^C variations follow a similar pattern, with three 
samples decreasing with time by more than 0 . 5 % o (minimum = - I . 1 0 % o ) ; no samples 
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increase in 5'^C with time. Overall, there is a weak tendency towards decreasing 
and 5'^C with time. 
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F i g u r e 5 .7 : Var ia t ion in S ' ^ O and c o m p o s i t i o n s w i th t ime , b a s e d o n c r o s s - c u t t i n g ve in r e l a t i onsh ips . Resu l t s a r e 
p resen ted in the fo rm (5|a,evein - Seariy vein)- M o s t c r o s s - c u t t i n g ve in pa i r s tha t vary by m o r e t han l%o plo t w i th in the 
nega t ive quadran t , i nd ica t ing an overa l l dep le t ion o f " ' O and '^C wi th t ime . 
5.5.4 Outcrop scale variations in stable isotope composition 
In most outcrops sampled during this study, all veins, regardless of timing or style, tend 
to have S'^O and 5'^C 
compositions similar to that of the local host rock. However, one 
outcrop located in the hinge zone of the Morcles nappe contains veins with 
hydrothermal calcite compositions that vary between 2 5 . 8 % o and 10.6%o (Figure 
5 . 8 ) . The host rock in this outcrop has a composition of 2 2 . 4 % o . Nine of the 11 
hydrothermal calcite samples in this outcrop have 5 " 0 compositions less than local 
host rock, including three hydrothermal calcite samples with compositions more 
than 8%o less than the lowest host rock S'^ ^O composition in the entire study. 
The main structural feature of this outcrop is a WNW-striking, low-angle normal 
fault (dip = 30°) that cuts across cleavage. The fault consists of brecciated host rock and 
discontinuous pods of weakly brecciated calcite. Sub-vertical, unbrecciated extension 
veins occur along the margin of the fault. Hydrothermal calcite associated with the fault 
is very slightly enriched in "'O relative to local host rock (+0.7%o). 
Surrounding the fault is a damage zone that extends approximately 7m horizontally 
into the footwall, but only 2m into the hangingwall. Damage in the hangingwall consists 
Reac t ive T r a n s p o r t a n d Fluid P a t h w a y s in F r a c t u r e - C o n t r o l l e d Flow S y s t e m s 1 8 7 
entirely of extension veins, commonly in en-echelon sets, and is much less intense than 
in the footwall . Of the two hangingwall extension veins sampled, one is significantly 
enriched in relative to host rock (+3.4%o) while the other is very slightly depleted (-
0.5%o). In 2D, no connectivity between extension veins in the hangingwall damage zone 
is apparent. 
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1 1 . 9 & 2 2 . 1 % o 
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Figure 5.8: Sketch of a low-displacement normal fault and its associated damage zone of extension veins and minor 
faults, wi th 8 " ' 0 compos i t ions indicated. Outcrop is located near Solalex, in the headwaters of L ' A v a n c o n de Nant 
( G R 5 7 7 3 4 0 / I 2 4 0 0 0 ) . Black structures are faults, grey structures are extension veins. This example demonst ra tes the 
he terogeneous distribution of hydrothermal calcite 8 " 0 composi t ions within some fault-vein networks. It also 
highlights the lack of 2 D connect ivi ty between some strongly "O-dep le t ed veins and the rest of the fault-vein 
ne twork . 
In the footwall , the proximal damage zone is dominated by arrays of extension 
veins. In 2D, these veins have no apparent connectivity to the fault or other extension 
veins. One hydrothermal calcite sample from this proximal vein network has a S'^O 
composit ion of 2I.O%o, l.4%o lower than local host rock. Further away from the fault, 
the footwall damage zone becomes dominated by a series of minor normal faults and 
en-echelon vein arrays. Some of the en-echelon vein arrays have been breached, i.e., 
veins in the en-echelon array are linked by a through-going vein sub-parallel to the 
enveloping surface. The minor faults are dominantly steep, with steeply plunging 
slickenfibres and a narrow core of brecciated vein material. Associated extension veins 
are also typically steeply dipping, indicating a normal sense of slip. 6 " ' 0 composi t ions 
of vein calcite from the minor faults varies from I0.8-23.4%o, with 4 of the 7 analyses 
being depleted by more than l%o relative to local host rock. Within one of these minor 
faults there are internal variations in S'^'O composit ion in calcite of up to I0.2%o. 
Samples were also collected from two <20cm long extension veins within this distal 
part of the footwall damage zone. The more '^O-depleted of these two extension veins 
has a 5*^0 of 10.6%o; the lowest e '^O composition in this study. Similar to extension 
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veins in the hangingwali damage zone and proximal footwali damage zone, these two 
extension veins have no apparent 2D connectivity with each other or with other fault-
veins and extension veins. 
5.5.5 Large-scale distribution of C/O stable isotopes in 
hydrothermal calcite 
No individual fault or vein sampled in this study could be traced more than 100m 
vertically and most couldn ' t be traced for more than iOm. However , by examining 
trends between outcrops at different structural levels, both within a single area and 
across the Helvetic nappes as a whole, insights can be gained about spatial variations in 
C/O isotopic signatures of calcite veins. This is used to provide constraints on first order 
controls on the distribution and direction of f low, as well as the origin of the fluids. 
g 1860 
< 
1 1 1 1 1 • 1 > 1 / • • ' ' . 
/ u . 
/ : 
• • 
/ 
/ 
/ 
/ 
• 
/ • • • • • 
/ 
^ / 
" / 
• 
/ 
Z ' 
10 15 20 25 30 
Figure 5.9: Vertical profi le of hydrothermal calcite 8 " ' 0 compos i t ions f rom five outcrops that are structurally 
directly above each other. These outcrops are located near Solalex, in the headwaters of L ' A v a n c o n de Nant (basal 
outcrop GR577340/124000) . Black circles are hydrothermal calci te samples ; open squares are host rock samples. 
There is a clear up-section trend of increasing min imum 5 " 0 composi t ion for hydrothermal calci te (see dashed line), 
from strongly "O-dep le ted (10.6%o) 
in the lowest ou tc rop to rock-buf fered compos i t ions (i.e., vein calci te 
similar to local unaltered host rock) in the highest outcrop. This up-sect ion shift of approximate ly 15%o in min imum 
vein calcite 8 " ' o occurs over a vertical distance of <300m. 
Figure 5.9 plots the S'^O composit ion of hydrothermal calcite from several fault 
outcrops that are at increasingly higher structural levels in the Solalex area (Figure 5.8). 
Each outcrop contains a low-displacement, northwest-str iking normal fault (or faults) 
and an associated damage zone comprising extension veins and minor faults. The 
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min imum S'^'O composit ion of vein calcite at each structural level increases 
systematically up-section, f rom 10.6%o (12% lower than local host rock) in the 
structurally lowest outcrop, to 26.6%o (the same as local host rock) in the structurally 
highest outcrop. This l6%o shift occurs over a vertical distance of jus t 300m. At each 
structural level there is at least one rock-buffered vein sample, so the spread of vein 
calcite composi t ions decreases systematically up-section from approximately 15%o 
in the lowest outcrop to 0%o in the highest outcrop. Over the same vertical interval, local 
host rock S'^O composi t ions vary by only 4 % (22.4-26.6%o: 3 samples). 
At a larger scale. Figure 5.10 illustrates the distributions of minimum 
composit ions for vein calcite within the entire Helvetic nappes sequence. Every sample 
has been located in the appropriate stratigraphic and structural position and then 
projected in a line parallel to the fold axis into the plane of the cross section. The cross 
section used in Figure 5.10 is f rom Pf i f fner (1993) and is located approximately through 
the middle of the field area (see Figure 5.1). Where multiple samples occur in the same 
position, only the lowest d^^O and S'^C composi t ions are plotted. This simplification of 
the dataset allows some important patterns to emerge. 
The key observation for the large-scale distribution of minimum § " ' 0 composi t ions 
for vein calcite is that most of the "*0-depleted samples occur deep in the nappe pile. 
All three hydrothermal calcite samples with <19%o (i.e., lower than any host rock 
analysis in this study) are from either the autochthon/para-autochthon or the inverted 
limb of the Morcles nappe. There also does not appear to be as many strongly '^O-
depleted samples in the hinterland compared with the foreland. However, this is 
probably an artifact of low sample numbers from the hinterland part of the nappe 
sequence. Five samples from the Wi ldhom nappe have moderately depleted '^O (i.e., 
1 9 . 0 < 5 ' ^ 0 < 2 2 . 5 ) , all of which are located in approximately the same structural position. 
However, the local host rock associated with three of these vein calcite samples is also 
less than 2 2 . 5 % o and there are no analyses of local host rock samples associated with the 
other two samples, so significant local disequilibrium cannot be verified. 
The large-scale distribution of minimum 5'^C composit ions for vein calcite is 
similar to the large-scale S"*© distribution. Most of the '^C-depleted samples (i.e., 
5 ' 'C<0%o) occur in foreland positions within the autochthon/ para-autochthon and the 
inverted limb of the Morcles nappe. However , there are exceptions to this trend. A 
~ l k m long, northwest-striking normal fault in the Diablerets nappe also hosts a number 
of strongly to moderately '^C-depleted samples. These samples are relatively high in the 
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nappe pile compared to the other strongly ' C-depleted samples. However, this locality 
is also associated with the most '^C-depleted host rock samples from this study. The 
Wildhom nappe hosts a single, moderately '^C-depleted sample (5'^C = -0.003%o). 
However, no host rock data is available to test whether this sample is in disequil ibrium 
with local host rock. 
a) 
b) 
F i g u r e 5 . 1 0 : La rge - sca l e d i s t r ibu t ion o f a ) h y d r o t h e r m a l ca lc i t e 8 ' " o c o m p o s i t i o n s , a n d b) h y d r o t h e r m a l ca l c i t e 8 " c 
c o m p o s i t i o n s fo r all s t ages o f ve in f o r m a t i o n . Each s a m p l e has been p r o j e c t e d o n t o a c r o s s s ec t i on t h r o u g h the m i d d l e 
o t the n e l d a rea ( loca t ion ind ica ted o n F igure 5.1; c ros s sec t ion f r o m P f i f f n e r , 1993). Red c i rc les r e p r e s e n t s a m p l e s 
wi th 8 0 < l 9 % o / 8 C < - l%o , y e l l o w c i rc les r ep re sen t s a m p l e s w i th I 9 < 5 " 0 < 2 2 . 5 % o / - l < 8 " C <0%o, a n d b l u e c i r c l e s 
r epresen t s a m p l e s ^ w i t h 8 ' » 0 > 2 2 . 5 % o / 8 " C > 0 % o . W h e r e m u l t i p l e s a m p l e s o c c u p y a p p r o x i m a t e l y the s a m e pos i t i on 
on ly the lowes t 8 0 / 8 C ana lys i s is p lo t ted . S a m p l e s w i th ' " o a n d " C d e p l e t e d c o m p o s i t i o n s a r e c o n c e n t r a t e d nea r 
the base o f the s y s t e m . A b b r e v i a t i o n s : M o = M o r c l e s th rus t , D i = D iab l e r e t s thrus t , W i = W i l d h o r n th rus t , 
U H = U l t r a h e l v e t i c s . 
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5.6 Discussion 
5.6.1 Origin of depleted C /0 stable isotope signatures in host 
limestones 
Veizer et al. (1999) compiled a worldwide database of marine carbonate analyses 
covering the entire Phanerozoic. This database indicates that 97.5% of all Triassic to 
Eocene marine carbonates (i.e., marine carbonates deposited at the same time as the 
Helvetic nappes host rocks) have and 8'^C greater than 22.5%o and -2.5%o 
respectively. Several distal host rock samples from this study have or 5'^C 
compositions several per mil lower than this range. The fact that these depletion 
signatures occur in relatively distal host rocks indicates that this and '^C depletion 
involved relatively pervasive isotopic alteration of significant rock volumes (outcrop-
scale or greater) and was not necessarily related to macro-scale, fracture-controlled 
flow. 
The lack of any obvious macro-scale fluid pathways such as a vein network or shear 
zone suggests transport mechanisms dominated either by diffijsion or local advection 
via microfracture networks and/or host rock pore space (Etheridge et al. 1984; Oliver 
and Bons 2001). The slow rates of fluid transport via these mechanisms relative to 
advection via macroscopic fracture networks (Oliver and Bons 2001) and the likely 
rates of isotopic exchange at temperatures o f approximately 200-350°C (Dumey 1972; 
Kirschner et al. 1995) suggest that transport distances are relatively limited, probably 
less than a metre for diffiision alone and less than 10m for advection via microcrack 
networks (Etheridge et al. 1984; Oliver and Bons 2001; Cox 2007). 
One obvious local, low-5'^O reservoir is the abundant sandstones and shales 
interbedded with the carbonates. Siliceous sedimentary rocks provide two major 
isotopic reservoirs: detrital minerals derived from the original source rock and 
authigenic minerals such as clay that formed during diagenesis or weathering (Hoefs 
1997). Both of these isotopic reservoirs typically have low 5"*0 relative to marine 
carbonates, in some cases as low as 10%o (Rollinson 1993 and references therein). Clays 
will dehydrate during prograde metamorphism (Chamley 1989; Velde 1992) and thus 
could form low 5"*0 fluids (Knoop et al. 2002). In contrast, detrital minerals such as 
quartz and feldspar contain only trace amounts o f structurally bound water. Therefore, 
the generation o f a low 5*^0 fluid from quartz and feldspar requires isotopic exchange 
between these minerals and a pre-existing fluid. 
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Local advection of a low-6"'0 fluid derived across litiiological boundaries from 
shales or sandstones into adjacent limestones could explain much of the widespread but 
minor '^O depletion of limestones in the Helvetic nappes relative to typical marine 
carbonate values (Veizer et al. 1999). Shales are a relatively common constituent of the 
Helvetic nappes sedimentary sequence (Funk et al. 1987; Pfiffner 1993) and individual 
shale beds were observed in many outcrops during this study. Therefore transport 
distances of <10 m are entirely plausible. A similar process has been invoked to explain 
some of the stable isotope patterns in the Western Ranges of the Rocky Mountains 
(Knoop et al. 2002). 
The origin of the "C-depleted limestones (relative to the range defined by Veizer et 
al. 1999) is not well understood. Again, the alteration of distal host rocks suggests 
relatively pervasive fluid interaction at the outcrop-scale. However, it is also noted that 
the two '^C-depleted host rock samples were collected approximately 1km apart, so on 
the scale of the Helvetic nappes this may be a relatively localised process. Potential 
sources for a "C-depleted fluid are discussed below. 
Previous studies in the Helvetic nappes have attributed '^C depletion to the 
oxidation of organic carbon (Dietrich et al. 1983). Exchange between CO2 and organic 
carbon is extremely slow at temperatures of approximately 300°C (Valley and Oneil 
1981; Ohmoto 1986); however, partial exchange would be possible if the fluids had 
long residence times in organic-rich shale beds prior to advection into adjacent 
limestone beds. 
Hydrocarbon-bearing fluids are also '^C-depleted; however, these fluids would need 
to be oxidised first, again due to the slow isotopic exchange kinematics between C O 2 
and hydrocarbons at low temperature (Valley and Oneil 1981; Ohmoto 1986; Cox 2007; 
Amdt et al. 2014). Given the absence of any nearby oxidising lithologies, such as red-
bed sequences, this process is not favoured as an explanation for "C-depleted 
limestones. 
As temperatures increase during nappe emplacement, "C-depleted fluids could also 
be produced locally by thermal decarboxylation and hydrolysis of organic matter in the 
host rock (Kerrich 1990; Amdt et al. 2014). However, decarboxylation and hydrolysis 
reactions are both controlled by temperature. Therefore, if this was to be a key process it 
would be expected to be most prevalent in the Morcles nappe, where peak metamorphic 
temperatures were highest (Dumey 1972; Ramsay 1981; Dietrich 1989; Dietrich and 
Casey 1989). Given that the two '^C-depleted host rock samples in this study are from 
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the Wi ldhom nappe, the structurally highest and thus lowest temperature nappe, this 
process is not favoured as an explanation for '^C-depleted limestones. 
In summary, outcrop-scale '®0 or '^C depletion of l imestone host rock is likely the 
result of local-scale (metres to tens of metres), pervasive fluid transport. '^0-depleted 
fluids are likely to have formed by dehydration of clays and/or isotopic exchange with 
low-5"*0 minerals (e.g., quartz) in adjacent shale or sandstone beds. The origin of '^C-
depleted fluid is less well constrained; however , the preferred interpretation is that these 
fluids were the result of isotopic exchange between a COi-bear ing fluid and organic 
carbon. The most likely source of organic carbon in the sedimentary sequence is 
carbonaceous shale beds. 
5.6.2 Mechanisms for '^O depletion in Stage 3 hydrothermal 
calcite 
Most Stage 3 hydrothermal calcite samples in the western Helvetic nappes have a stable 
isotope composit ion close to the median host rock composit ion of 25.9%o and 1.5%o for 
6'®0 and S'^C respectively. However, as established in Section 5.5.2, there are two 
subsets of Stage 3 vein calcite that define depletion trends away from the median value 
(Figure 5.5). The first trend involves decreasing S'^'O with rock-buffered 5'^C i.e., 5'^C 
composit ions similar to local host rock. The second trend involves decreasing 5 " C and 
variable S'^^O. There appears to be a weakly developed curve in this second trend, with 
initially strong '^C depletion followed by increasing " 'O depletion as 5'^C approaches -
2%o, however, more data is needed to confirm this. End-members for both these trends 
fall outside the S'^'O range defined for host rock in this study. This indicates that the 
most depleted samples in both of these trends are in disequilibrium with host rock. In 
this section we will examine the origin of these '^O depletion trends. 
Knoop et al. (2002) identified a number of scenarios that could lead to systematic 
decreases in the of vein calcite relative to local host rock. These include: (1) low-
S'^O fluids that originate from older marine carbonates that have lower 
composit ions; (2) deposition from local metamorphic fluids derived from low-S'^'O 
clays, either within the carbonate or in adjacent siliciclastic beds; (3) exchange with co-
existing low-S"*© minerals, e.g., quartz or muscovite; (4) precipitation from a fluid that 
is in isotopic and thermal equilibrium, but flowing along an increasing temperature 
gradient; and (5) deposition of vein calcite f rom an externally derived fluid with a S'^O 
composit ion lower than fluids in equilibrium with the immediate host rock. 
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As discussed in Section 5.6.1, Veizer et al. (1999) compiled a worldwide database 
of marine carbonate analyses which indicates that 97.5% of all Triassic to Eocene 
marine carbonates (i.e., marine carbonates deposited at the same time as the Helvetic 
nappes host rocks) have 5*^0 compositions greater than 22.5%o. Given that the 
minimum S'^'O composition of a Stage 3 vein in this study is 10.6%o, approximately 
12%o lower than the 'minimum' Triassic to Eocene marine carbonate composition o f 
Veizer et al. (1999), the variations in Stage 3 vein compositions cannot be due solely to 
rock buffering by limestones with typical, age-varying C/O isotopic compositions 
(depletion mechanism 1). 
Section 5.6.1 also established that pervasive, outcrop-scale "'O depletion o f 
limestone host rocks was likely the result of exchange with a low-S'^O fluid derived 
from adjacent, sandstone, siltstone and shale beds. These low-S"*© fluids are inferred to 
be produced by dehydration of clays or exchange with low-S"*© minerals (depletion 
mechanisms 2 and 3, respectively). This process only produced "'O depletions of 
several per mil, therefore "'O depletions of up to l2%o are unlikely to be due solely to 
these processes. 
A fluid that is in thermal and isotopic equilibrium with surrounding host rock can 
precipitate "'O-depleted calcite if it is transported up a temperature gradient (depletion 
mechanism 4). The magnitude of this depletion is dependent on the time-integrated fluid 
flux (TIFF) and the geothermal gradient (Dipple and Ferry 1992; Bowman et al. 1994; 
Knoop et al. 2002). In a flow system with a geothermal gradient o f 30°C per km and a 
transport distance of 5km, a TIFF of 4x10"' mol/cm", will result in a "'O depletion o f 
only 3.7%o (Dipple and Ferry 1992). The TIFF used in this example is greater than the 
TIFF estimates for the Glarus thrust (Bowman et al. 1994), so the TIFFs required 
achieve depletions of 12%o via this mechanism alone would be extremely large. 
In a thrust system, up-temperature transport does not necessarily mean down-
section transport, as rapid emplacement of thrust sheets could locally invert temperature 
gradients (Hubbard et al. 1991; Royden 1993). However, since there is no evidence for 
temperature inversion in the Helvetic nappes (Dumey 1972; Ramsay 1981; Dietrich and 
Casey 1989; Kirschner et al. 1995) it will be assumed that in the Helvetic nappes 
increasing temperature is only related to down-section transport. In addition to the 
expected lack of " 'O depletion, there are also conceptual problems with down-
section/up-temperature flow in the Helvetic nappes, which are discussed below. 
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Potential processes that could drive large-scale downward fluid transport within the 
Helvetic nappes are problematic. This study and others such as Ramsay (1981) have 
identified a large number of extension veins throughout the Helvetic nappes. This study 
in particular has identified a common spatial association between extension veining and 
faulting. At depths of 10km (Kirschner et al. 1995) the formation of late tectonic normal 
fault networks and temporally associated extension veins (or extensional-shear veins) 
requires differential stresses O O M P a and pore fluid factors (Pf/Ov) ^ 0.9 (Figure 5.11). 
Assuming a failure trajectory similar to that in Figure 5.11, this infers a Xy of 
approximately 0.9 at shear failure. If cohesion recovery is less than 100% between 
failure episodes then h , must be even higher (see Section 2.8.6). 
Overpressures of this magnitude create Pr gradients that will drive upwards rather 
than downwards flow. Therefore, transient downward flow is only likely to be achieved 
in this brittle, fracture-controlled flow system if syn-rupture dilation (e.g., fault jogs) 
generates transiently sub-hydrostatic fluid pressure gradients (Cox 2005) or via seismic-
pumping mechanisms (McCaig 1988). However, the small size of the faults in this 
study limits the potential vertical extent of downward flow during syn-rupture dilation, 
because no individual fault within the network is large enough to host a dilational 
structural feature that could accommodate downward flow over vertical distances that 
could cause significant '^O depletion. A seismic pumping model for downwards flow in 
the Helvetic nappes is also problematic: potential transport distances for this mechanism 
are limited by the size and the spatial extent of the earthquake rupture. Given that the 
typical vertical continuity of Stage 3 faults is <100m, vertical transport distances of 
approximately 10km from the paleo-surface to the base of the Morcles nappe would 
require repeated low-magnitude seismic ruptures to transport fluids progressively down-
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section. It is unclear if in a complex low-displacement fault network this mechanism 
would be capable of significant fluid transport. However, assuming it is possible, the 
time required for vertical transport of the fluid would be relatively long and given the 
comparatively rapid isotope exchange kinematics between CaCOs and H2O at 
temperatures of approximately 200-350°C (Clayton 1959; O'Neil et al. 1969; Clayton et 
al. 1972), it is likely that isotopic exchange with host rock limestones during the 
interseismic period would minimise any depletion that may result from up-temperature 
(i.e., downwards) flow. Therefore, although downward transport of fluids could result in 
local '^O depletion, particularly on larger structures, it is unlikely to be sufficient to 
cause '^O depletion on the order of l2%o within the low displacement fault/vein 
networks observed in this study. 
The only remaining plausible mechanism for the >8%o '^O depletion in late-tectonic 
veins and faults is that hydrothermal calcite precipitated from an externally sourced, 
low-5"*0 fluid. At temperatures between 200°C and 350°C, a S'^'O of I0.6%o in calcite 
(i.e., the lowest analysis in this study) is equivalent to a of l.5-6.8%o in H2O 
(O'Neil et al. 1969). This range encompasses a number of possible fluid sources, 
including magmatic fluids, metamorphic fluids and meteoric or connate fluids that have 
undergone partial exchange with host rock. Formation waters within siliciclastic 
sedimentary sequences can also have 5" '0 compositions within this range (Rollinson 
1993; Hoefs 1997). The origin of the external fluid reservoir will be discussed further in 
Section 5.6.5. 
5.6.3 Mechanisms for '^C depletion in hydrothermal calcite and 
the number of fluid reservoirs 
In addition to the "'O depletion trend discussed in Section 5.6.2, there is also a 
subordinate " C depletion trend in hydrothermal calcite associated predominantly with 
Stage 3-related veins. The minimum hydrothermal calcite S'^C composition on this 
trend is -2.7%o. This is more than 4%o lower than the median host rock 5 ' 'C 
composition; however, it still lies within the broad host rock field. 
There are a several possible causes of '^C depletion in vein calcite, including: 
1. Isotopic exchange with local, low-5''C host rock; 
2. Exchange between the fluid and organic carbon in the host rock; 
3. Oxidation of hydrocarbon-bearing fluids; 
4. Thermal decarboxylation and hydrolysis of organic matter in the host rock; 
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5. Isotopic fractionation during progressive transport of fluids with low carbon 
content; or 
6. Precipitation from an externally sourced fluid. 
Some vein calcite samples have S'^C compositions up to 3%o lower than the 
immediate host rock; however, the minimum vein calcite 5'^C composition falls within 
the range defined by distal host rock samples from this study. Therefore, while 
exchange with immediate host rocks cannot explain the '^C depletion, isotopic 
exchange with rocks entirely within the Helvetic nappes is a plausible explanation for 
this amount of " C depletion. 
Depletion mechanisms 2 to 4 were discussed in Section 5.6.1 and are all plausible 
to some degree, although the absence of oxidising lithologies is still problematic for 
depletion mechanism 3. 
Progressive " C depletion can also be produced by fractionation of C isotopes 
during fluid transport. In systems where the fluid has a very low total carbon content 
(e.g., H20-rich fluids), the '^C is preferentially fractionated into calcite that precipitates 
early (i.e., in the upstream part of the system), resulting in a ' 'C depleted fluid in the 
downstream part of the system. However, as most '^C depletion is localised near the 
base of the Helvetic nappes rather than the top, and given previous arguments for 
upwards flow (see Section 5.6.2 and Chapter 3), this mechanism is not the preferred 
explanation for '^C depletion. 
While several of the above mechanisms could potentially explain the observed " C 
depletion, they do not take into account the association between strong '^C depletion 
(relative to the median host rock 5'^C composition) and S'^O compositions outside of 
the host rock field. This relationship suggests that some or all o f the low S'^C 
compositions in vein calcite could be derived from an external low-S'^'O/S'^C fluid 
reservoir. 
The apparent curvature of the diffuse S'^O/'^C depletion trend in vein calcite 
(Figure 5.5) could be indicative of mixing between two isotopically distinct C /0 fluid 
reservoirs (Zheng and Hoefs 1993). One end-member reservoir would presumably be 
the limestone-dominated host-rock sequence; the other reservoir would be a fluid that is 
depleted in both '^O and " C by at least as much as the minimum hydrothermal calcite 
compositions on this trend. However, more '^C-depleted hydrothermal calcite samples 
are needed to confirm whether this curvature is a real or apparent feature of the vein 
calcite population and to constrain the original composition of the '^O and '^C-depleted 
fluid, before any meaningful geochemical modelling could be completed. 
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5.6.4 Direction of flow 
Section 5.6.2 established that the fluid which precipitated strongly " 'O-depleted Stage 3 
hydrothermal calcite was from an externally-derived reservoir. The next step is to 
understand where that reservoir was located and thus in what direction the fluid was 
flowing. 
In Section 5.6.2 it was also established that near-lithostatic fluid pressures are 
required to generate fault and associated extension vein networks at depths of 
approximately 10km (Kirschner et al. 1995). The Pr gradients associated with strongly 
overpressured fluids drive dominantly upwards f low (also see Chapter 3), implying the 
presence of an external fluid reservoir located somewhere beneath the Helvetic nappes. 
An upwards flow direction is also supported by the vertical variations in vein calcite 
compositions, both at a local-scale and at a regional scale. Minimum vein calcite 
composit ions from a series of Stage 3 fault and vein network outcrops located near 
Solalex (as described in Section 5.5.4) follow a consistent trend of increasing S'^'O with 
increasing structural height, over a vertical distance of approximately 300m. The 
minimum S'^O composition in the structurally lowest outcrop is 10.6%o, whereas in the 
structurally highest outcrop it is 26.6%o. Host rock S'^'O composit ions are relatively 
constant over the same interval, varying between 22.3 and 26.4%o. This vertical increase 
in S'^O composition is consistent with upwards flow from an external fluid reservoir 
located somewhere beneath the base of the Helvetic nappes. 
The large-scale distribution of also supports a trend of upwards increasing 
minimum e'**© composit ions in vein calcite. All four outcrops with min imum vein 
calcite S'^O composit ions <19%o (i.e., outside of the host rock field) are located within 
the Morcles nappe or the autochthon/para-autochthon. While this analysis is somewhat 
limited by low sample numbers, it does support a model involving upwards flow from 
an external fluid reservoir located somewhere beneath the base of the Helvetic nappes. 
5.6.5 Possible external fluid reservoir sources during Stage 3 fluid 
flow 
As established in Section 5.6.2, the minimum vein calcite S'^ ^O composit ion from Stage 
3 veins and faults is compatible with a number of possible "*0-depleted reservoirs 
including magmatic fluids, metamorphic fluids and meteoric or connate fluids that have 
undergone partial exchange with host rock. Formation waters within siliciclastic 
sedimentary sequences can also have S'^O composi t ions within this range. Meteoric, 
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metamorphic and formation waters are all plausible given the tectonic environment o f 
the Helvetic nappes. 
However, Burkhard and Kerrich (1988) sampled hydrolhermal calcite with S'^'O 
<1.0%o at two localities in the Helvetic nappes. One of these localities was associated 
with a late tectonic fault, whereas the other was a 40cm wide calcite vein. Both were 
northwest-striking and thus inferred to be related to Stage 3 in the evolution o f the 
Helvetic nappes. However, attempts to locate and resample these outcrops were 
unsuccessful and as such it is unclear whether the context o f these samples, in particular 
the vertical extent of the host structures, is the same as the Stage 3 veins and faults in 
this study. At temperatures between 200°C and 350°C, the equivalent 5*^0 of H2O for 
these samples is between -8.2%o and -2.8% (O'Neil et al. 1969). The only natural fluid 
source with isotopic compositions this low is meteoric water. 
Assuming that the fluids associated with precipitation of the two Burkhard and 
Kerrich (1988) samples (which both have meteoric signatures) were derived from 
the same external fluid reservoir as the strongly '"O-depleted samples in this study 
places important constraints on the history of these fluids prior to entering the Helvetic 
nappes. Modem meteoric surface and groundwater in the Swiss Alps has an average 
5"*0 composition o f <-IO%o (Pastorelli et al. 2001; Schurch et al. 2003). 5D 
compositions from fluid inclusions and associated hydrous minerals in Miocene quartz 
veins indicate that meteoric water compositions during Stage 3 late tectonic extension in 
the Helvetic nappes were similar to present-day meteoric water (Sharp et al. 2005). 
However, any host rock through which the fluid was transported on its way from the 
surface to the base of the Helvetic nappes almost certainly had a S'^O composition 
greater than 7%o (Marquer and Burkhard 1992). Therefore, to keep S'^O compositions 
in H2O within the range -8.2 to -2.8%o, fluid-host rock isotopic exchange during 
downward transport must have been relatively minor. With transport distances >10km 
and temperatures potentially up to 350°C this requires either enormous fluid fluxes or 
rapid transport through silicate-dominant lithologies, where the slower reaction kinetics 
will inhibit equilibrium exchange (Clayton et al. 1972). 
The evidence for up-section fluid transport, discussed in Section 5.6.4, supports the 
notion that significant downwards-flow did not occur within the Helvetic nappes during 
Stage 3. However, small-scale downwards flow cannot be excluded at higher structural 
levels in the Helvetic nappes or in association with any larger structures not covered by 
this study. Therefore, this discussion will initially focus on downward transport o f 
meteoric fluids outside of the Helvetic nappes. 
200 Chapter 5 
Transport of surface-derived fluids down to depths of 5-15i<m has been 
documented previously in the European Alps (McCaig et al. 1990; Sharp et al. 2005) 
and elsewhere in the world (Jenkin et al. 1994; Poage et al. 2000). Various models have 
been suggested for how near-surface fluids could be transported to these depths, 
including: (1) topographically driven flow (Poage et al. 2000); (2) seismic pumping 
across the brittle-ductile transition in a shear zone (McCaig 1988); (3) draw-down of 
surface fluids during syn-rupture dilation of a large fault (Cox 2007); and (4) 
underthrusting of meteoric fluid reservoirs and subsequent escape of fluids into the 
hangingwall of the thrust (e.g.. Beach and Fyfe 1972; McCaig et al 2000). 
Overall, there is no unequivocal evidence to support or contradict any of the 
potential mechanisms outlined above for downward transport of a meteoric fluid. 
Underthrusting of a reservoir (containing low d l 8 0 fluids) beneath the Helvetic nappes 
during their emplacement is perhaps the simplest of these explanations, as cross sections 
from Pflffner (1993) indicate that the foreland of the Helvetic nappes overthrusts marine 
molasses, flysch and some of the Ultrahelvetics. If formation waters within the 
dominantly siliciclastic molasse and flysch were sealed from the surface during burial, 
then they would form an overpressured fluid reservoir beneath the Helvetic nappes. A 
similar model has been suggested by McCaig (2000) to explain low S'^'O fluids 
associated with shear zones in the Pyrenees. However, the presence of strongly " 'O-
depleted vein calcite in the para-autochthon, structurally beneath the underthrust 
molasse and flysch sediments indicates a deeper external fluid reservoir within the 
underlying, crystalline massifs. 
The previous two paragraphs have been based on the assumption that the two 
strongly '®0-depleted Burkhard and Kerrich (1988) vein calcite samples and the Stage 3 
vein calcite samples in this study formed from the same external reservoir. However , it 
is also possible that the strongly "*0-depleted Burkhard and Kerrich (1988) samples and 
the '^0-depleted Stage 3 samples in this study formed from different external fluid 
reservoirs. The structures that hosted the strongly '^0-deple ted Burkhard and Kerrich 
(1988) samples could have hosted downwards flowing meteoric fluids, whereas the 
strongly '^0-depelted vein calcite samples in this study, which are all f rom low-
displacement Stage 3 fault and vein networks located close to the base of the Helvetic 
nappes, could have hosted upwards flow from a separate deep fluid reservoir located 
within the underlying Aiguilles Rouge and Aar massifs . In this case, given the tectonic 
setting, the most likely origin for low-e"*© fluids located within the underlying 
basement massifs is probably prograde metamorphic devolatilisation reactions. Further 
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work focused on giving context to the extremely low-5'^O hydrothermal calcite samples 
of Burkhard and Kerrich (1988) may narrow down the possible interpretations. 
In summary, despite many of the Stage 3 veins being close to rock-buffered 
composi t ions, strongly " 'O-depleted veins are developed in several areas and require 
fracture-controlled transport of low- '^O fluids derived from outside the nappe pile. 
Locally, as at Solalex, there is clear evidence for upward migration of '^0-deple ted 
fluids. When considered in conjunct ion with the presence of strongly '^0-deple ted 
samples in the para-autochthon, this suggests an external fluid reservoir located 
somewhere beneath the Helvetic nappes. However, an additional but weaker '^C/'^O 
depletion trend and evidence for meteoric fluids in samples collected by Burkhard and 
Kerrich (Burkhard and Kerrich 1988) suggest even greater complexity, potentially with 
several different external reservoirs. 
5.6.6 Open-system versus closed-system flow during Stage 1 vein 
formation 
Pre- to early syn-nappe emplacement Stage 1 veins all have S'^'O and 5'^C composi t ions 
within 2%o of local host rock (where known) and none lie outside of the host rock field 
defined for this study. This does not necessarily indicate either an internally or 
externally derived fluid. However, if fluid was derived from the external fluid reservoir, 
then this requires one or a combination of the following: 
• A fluid reservoir that is only slightly depleted in and " C relative to the 
limestone host rocks; 
• Low TIFF; 
• Longer pathlengths relative to Stage 3; 
• Faster isotopic exchange as a result of higher temperatures relative to those 
estimated for Stage 3 veins; 
• Post-precipitation isotopic exchange with the host rock. 
The strong dynamic recrystallisation textures suggest that post-precipitation 
isotopic exchange did occur to some extent (Kirschner et al. 1995). The other possible 
causes are more difficult to verify. 
The short length of individual Stage 1 veins (typically < l m ) and foliation-parallel 
orientation suggest that vertical connectivity between Stage 1 veins is likely to be poor 
or at least highly tortuous. However , this vein set has undergone significant 
deformation, so the current orientation and apparent connectivity of these veins is not 
necessarily representative of their orientation and connectivity at the t ime of formation. 
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Burkhard and Kerrich (1988) concluded that the fluids involved in Stage 1 vein 
deposition were derived f rom within the Helvetic nappes, this was based upon several 
lines of evidence: 
• Microstructural evidence (although the nature of this evidence is unclear); 
• The predominance of Stage 1 veins with S'^O and 5'^C composi t ions similar 
to the adjacent host rock; and, 
• The similar distribution of S'^'O and S'^C composi t ions between Stage 1 
veins and pressure shadows, which formed by pressure solution mechanisms 
and thus involved limited transport distances (Durney 1972; Burkhard and 
Kerrich 1988). 
Dietrich et al. (1983) interpreted the <1.5%o differences in 5 " C between host rock 
and Stage 1 veins (similar to the results of this study) as indicating open system flow. 
However, the defmition of 'open system' is dependent on the scale of observation. 
Differences of 2%o are unlikely to be the result of local, centimetre-scale diffusional 
mass transfer. However, these small differences could easily be achieved by fluid 
advection between limestones and adjacent beds of shale, marl or sandstone, as 
discussed in Section 5.6.1. 
Overall, while an externally derived fluid reservoir cannot be excluded, it is not 
required by the isotopic composit ions of this vein set. 
5.6.7 Open-system versus closed-system flow during Stage 2 vein 
formation 
Only one hydrothermal calcite sample from a Stage 2 vein had a composi t ion 
outside of the host rock field defined for this study (i.e., 5 '^0<19%o). This is also the 
only Stage 2 vein sample that has been confi rmed to be depleted in '"O by more than 
2%o relative to local host rock. Importantly, this strongly " 'O-depleted vein is spatially 
associated with a late NW-trending fault (vein classification in this case relies solely on 
orientation), raising the possibility that this vein may have been reactivated during late 
tectonic extension or is in fact a Stage 3 vein that formed under a rotated local stress 
field (e.g., Wilson et al. 2003). If it has been correctly assigned to Stage 2, the presence 
of the one strongly "*0-depleted vein sample indicates at least local influx of fluids that 
were not buffered by the C / 0 isotopic composit ion of l imestones. 
Aside from this single strongly " 'O-depleted vein, of the remaining 70 Stage 2 veins 
sampled during this study, only eight have e'^'O composi t ions between 19 and 22.5%o, 
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and only two of these eight have an associated local host rock sample. In both cases the 
vein calcite is enriched in '"O by 0.5%o relative to local host rock. 
The presence of a number of Stage 2 veins with C / 0 isotopic compositions that are 
a 0.5-2 per mil different from the immediate limestone host rock, and thus not in 
isotopic equilibrium, indicates that vein formation has not occurred in a purely 
diffusional mass transfer regime. Fluid transport during Stage 2 has clearly involved 
advective transport, but isotopic compositions of the veins cannot distinguish between 
large-scale (i.e., km scale) advective flow, or much smaller scale (i.e., <10m) advective 
flow. 
If fluid flow during formation of Stage 2 veins did involve large transport distances 
from an external fluid source, then in all almost all cases the fluids must have almost 
entirely equilibrated with the limestone host rocks prior to calcite precipitation (see 
Section 5.6.6 for possible contributing factors). However, as Stage 2 veins are 
commonly restricted to individual limestone beds, the connectivity (assuming 
predominantly vertical fluid transport) between an external reservoir and many Stage 2 
veins is expected to be very poor, and so this interpretation is not a preferred 
explanation for most Stage 2 veins. 
Alternatively, the Stage 2 fluids could have been derived entirely from within the 
Helvetic nappe sequence. In this case, minor excursions from isotopic equilibrium could 
be explained by fluid advection between limestones and adjacent beds of shale, marl or 
sandstone (see Section 5.6.2). 
In summary. Stage 2 vein calcite was predominantly deposited from a fluid that was 
either derived from - or isotopically equilibrated with - the Helvetic nappes. The fluid 
transport distances involved during Stage 2 are uncertain. However, on the basis o f the 
predominantly rock-buffered isotopic compositions and the limited vertical connectivity 
of many Stage 2 veins, the preferred interpretation is that most fluids only underwent 
local-scale advective transport. 
5.6.8 Fluid transport mechanisms during open system flow 
Figure 5.10 demonstrates that strongly "'O-depleted and/or '^C-depleted fluid signatures 
were maintained for transport distances > l km during Stage 3. This indicates that the 
fracture-controlled flow network hosted large fluid fluxes and/or rapid transport 
(relative to the rate of isotopic exchange), which in turn requires that all parts of the 
flow system, from upstream to downstream, were hydraulically connected and open to 
flow at various stages during vein formation. 
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At the outcrop scale, fracture-controlled fluid flow occurs via low displacement 
faults and their associated damage zones. Importantly, minor faults and extension veins 
within the damage zone, rather than the main fault, appear to host the most strongly '^O-
depleted calcite vein samples (e.g., Figure 5.8), indicating that they are important fluid 
conduits at the outcrop scale. In some cases, extension veins that are apparently 
unconnected to the rest o f the network in 2D are strongly "*0-depleted, indicating that, 
locally at least, fluid pathways within damage zones are quite complicated in 3D, 
potentially involving significant along-strike flow. 
At a larger scale, most o f the NW-trending, Stage 3 normal faults mapped and 
sampled during this study have low net slip (throw is typically <10 m where it can be 
quantified) and are typically not traceable for more than 100m either along-strike or 
up/down-dip. The largest Stage 3 fault mapped in this study has a strike length o f 1km. 
Assuming that this fault trace is close to the maximum strike length and that the fault 
has an elliptical fault surface (Watterson 1986), this fault is unlikely to have penetrated 
more than a few hundred metres down dip. Therefore, vertical fluid transport over 
distances greater than this will require a linked network involving multiple low-
displacement faults and their associated damage zones. This is in many ways simply a 
larger-scale version of the network relationships observed in some individual outcrops 
(e.g.. Figure 5.3b). 
Flow via a number of connected, low-displacement faults raises important questions 
about how permeability is generated and what the key driver is for failure. The low 
displacements on these faults and discontinuous slip surfaces indicate that failure did 
not propagate through the network as a single mainshock event. 
In a seismogenic setting, co-seismic stress transfer resulting from the seismic 
rupture of a single fault could have driven aftershocks that successively triggered 
earthquakes up (or down) section until a linked network was formed. However, 
considering the number of faults that need to be linked to allow fluid transport through 
the entire vertical thickness of the Helvetic nappe sequence, this model requires a large 
degree of serendipity. 
Alternatively failure could have been driven by a migrating fluid pressure pulse 
(e.g.. Cox 2007). The near-lithostatic fluid pressures required to generate temporally 
related extension veining and brittle shear in this network suggest a fluid-driven failure 
trajectory, i.e., a failure trajectory dominated by increasing fluid pressure rather than 
increasing differential stress (Fig. 5.11; also see Cox 2010). In this context, failure 
would initiate at the top of the overpressured fluid reservoir. Fluid could then How 
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along the fluid pressure gradient to higher structural levels. At progressively higher 
structural levels, the degree of overpressuring required for brittle failure decreases. 
Therefore, as long as pore fluid factor remained high the pressure pulse moving with or 
ahead of the migrating external fluid (depending on whether local pore fluids filled the 
fractures ahead of the migrating external fluid) could self-generate brittle failure and 
thus permeability (Sibson 1996). This would allow the fluid - and any associated 
seismicity - to migrate up through the system until it eventually reached the 
downstream part of the system, i.e., the fluid outlet. This model is essentially a rapidly 
evolving invasion percolation network (Sahimi 1994; Cox 2005, 2007) and is similar to 
what has been suggested as a driving mechanism for some earthquake swarms, e.g., 
Novy Kostel (Horaiek and Fischer 2008). 
18 
5.6.9 Reactive transport modelling of 5 O variations 
The evidence presented in this paper indicates that a fracture-controlled flow network 
developed in association with brittle faulting during Stage 3 (NE) extension. Fluid flow 
in this fracture network involved an upwards-advecting, low-6"*0, externally sourced 
fluid that underwent progressive isotopic exchange with host rock along its flow path. 
The best small-scale example o f this process is in a series of outcrops near Solalex that 
contain a network of small, NW-trending normal faults (referred to herein as the Solalex 
network; Figure 5.9). In these outcrops, the minimum composition o f 
hydrothermal calcite progressively shifts from strongly "'O depleted, in the structurally-
lowest outcrop, to rock-buffered in the structurally highest outcrop. 
This system can be quantitatively modelled in one dimension as a migrating 
isotopic front (also see Chapter 4). In a I D reactive transport model, the position o f the 
migrating isotopic front depends on the amount o f fluid flux and the shape of the front 
is the result o f a number of processes collectively termed hydrodynamic dispersion 
(Bickle and McKenzie 1987; Lassey and Blattner 1988; Bowman et al. 1994; Abart and 
Sperb 1997; Abart and Pozzorini 2000; Knoop et al. 2002; Cox 2007). In this study we 
will make the simplifying assumption that kinetic dispersion (i.e., dispersion due to 
slow kinetic rates o f isotopic exchange) is the dominant dispersive process affecting 
fluid flow in the Helvetic nappes. 
The reactive transport modelling in this chapter uses a program supplied by Greg 
Dipple. This program follows the original FORTRAN code of Lassey and Blattner 
(1988) and uses an analytical approach to solve the mass conservation (4-1) and kinetic 
exchange (4-2) equations in conjunction with an algorithm from Lassey (1982) to solve 
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the K function. Further details on the reactive transport modeling can be found Chapter 
4 and in Lassey and Blattner (1988). The fixed inputs for this modelling are 5"*Orock, 
S'^ 'Owaier, permeable porosity (0), the molar volume of H2O [Vm), and A ( the per mil 
depar tu re from 1 of the isotopic fract ionation factor). 
The 518O of the rock is fixed at 26.4%o, which is the 5^80 composi t ion of two of 
the three host rock samples f rom the Solalex network. The third host rock sample 
is from the structurally lowest outcrop and has a 5i®0 composi t ion of 22.4%o. 
However, this will not be used because: 
1. it would inhibit modelling of the two structurally highest outcrops, which 
both have minimum compositions >22.4%o in hydrothermal calcite; 
and 
2. The maximum 5*^0 composition of hydrothermal calcite in the structurally 
lowest outcrop is >3%o higher than the host rock composition, 
indicating that this low-5'^0 host rock composition may only be locally 
developed and not representative of the rest of the local stratigraphic 
sequence. 
S'^ Owater is tlxed at 2.75%o, based on the conversion of the minimum S'^O 
composition in hydrothermal calcite from the Solalex network to an equivalent 
8'^ 'Owaier, at a temperature of 225°C (O'Neil et al. 1969; Kirschner et al. 1995). Chapter 
4 demonstrated that any permeable porosity value between 0.01 and 0.1 does not 
significantly affect the model; as such a permeable porosity of 0.05 will be used for 
modelling. V^ is fixed at 18.92cm' (Bumham et al. 1969) and A is fixed at 7.8%o 
(O'Neil et al. 1969), assuming a temperature of 225°C and a ay of 2IOMPa. 
The variable inputs for this modelling are the Damkohler number (ND) and the 
time-integrated fluid flux (TIFF). The ND is equal to Ki/q, where K is the rate constant 
for kinetic exchange, L is the path length, and q is the flow rate of the fluid. Essentially, 
ND is a measure of the relative rates of advective transport and mineral-fluid isotope 
exchange. An ND of infinity indicates equilibrium exchange, while an ND of zero 
indicates no exchange. 
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Figure 5.12: Vertical profi le of e ' ^O composi t ions for hydrothermal calcite f rom the Solalex vein network (see 
Figure 5.9). Black circles represent vein calcite samples and open squares represent host rock samples. Black curves 
represent the vertical variation in vein calcite 5 " o for reactive transport models using various Nu and TIFF, a) 
Mode l s with variable NQ (annota ted) and constant TIFF (500mol /cm ' ) . Note that with decreasing N p the geochemica l 
front becomes more dis tended, b) React ive transport mode ls with constant ND (1) and variable TIFF (annotated) . 
No te that wi th increasing TIFF the position of the geochemica l front shif ts upwards i.e., in the direction of f low. 
Fitting a modelled curve to the Solalex data (Figure 5.9) involves interplay between 
the variables ND and TIFF. There is generally no unique solution; however, significant 
variations of ND outside of the range 0.5-5 (Figure 5.12a) or TIFF outside the range 
375-1 OOOmoI/cm^ (Figure 5.12b) results in a significant misfit between the data and the 
model. However, small variations of ND and TIFF within this range can be used to find 
a number of models which all provide a good, but slightly different fit (Figure 5.13). 
For simplicity an ND of I and TIFF of 500mol/cm^ will be used as the preferred model 
for the remainder of this discussion. 
An inferred TIFF for the Solalex network of 500mol/cm^ provides a strong contrast 
with the 25km-long DAB Fault in northern Oman, which is inferred to have a TIFF 
greater than 10,000mol/cm^ along much of its strike length (see Chapter 4). While the 
Solalex network is only a small part of a larger fault network, it does host the lowest 
5*^0 composition for hydrothermal calcite in this study. Therefore, it seems reasonable 
to assume that this network probably represents one of the higher TIFFs within the 
network. If so, broadly distributed, low TIFFs may be a pervasive feature of Stage 3 
fault-vein networks in the Helvetic nappes. However, this is not an inherent feature of 
fluid flow through networks of smaller faults, as the Hail Ash Shas network (a network 
of smaller faults surrounding the DAB fault) has a local maximum TIFFof l O ' m o l W . 
The reasons for low TIFF in the Solalex network are not entirely clear. If the flow 
network approximates a continuous flow system (i.e., pathways are repeatedly 
reactivated), low TIFF could be indicative of a more immature flow system with fewer 
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flow episodes. Low TIFF might also occur if these networi^s repeatedly fail to reach the 
percolation threshold (i.e., fluid fills the fracture network but doesn't flow through it), 
or if TIFF is limited by low fluid production rates in the external reservoir. 
In contrast to the TIFF, which varies significantly between the Solalex network and 
DAB Fault, the inferred Damkohler numbers are almost identical (Nd of approximately 
1 in both instances). As stated previously, Nd is equal to Kl/q. Since both flow systems 
were similar in terms of temperature and host rock it can be assumed that k (the rate 
constant for kinetic exchange) was the same. We can also constrain reactive path length 
(L) in the Solalex network as approximately an order of magnitude less than in the DAB 
Fault. Constant Nd and k, but an order of magnitude lower L. infers that q (the flow rate 
of the fluid) in the Solalex network was also approximately an order of magnitude lower 
than in the DAB Fault. Lower flow rates could be indicative of either lower 
permeability or more tortuous fluid pathways (i.e., increased along-strike flow). 
Unfortunately, it is not possible to distinguish between these possibilities. 
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Figure 5.13: Vertical profi le of S O composi t ions for vein calci te in the Solalex network (see also Figures 5.9 and 
5.12). Solid lines indicate three possible reactive-transport mode ls wi th various N o and TIFF (in mol/cm") . An N p o f 
1 and TIFF of 500mol/cm^ provides a close fit to the data. 
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5.7 Conclusions 
The Helvetic nappes in western Switzerland have undergone a protracted history of 
deformation and vein formation during and after nappe emplacement. 
Limestones in the Helvetic nappes have 5i®0 and compositions that are 
significantly more variable than many similarly aged marine carbonate sequences 
elsewhere along the Tethyan margin. This is interpreted as indicating local 
exchange between carbonates and adjacent low-5i®0 shale and sandstone beds. 
Whether this local exchange occurred prior to, or after Stage 1 veining is unclear. 
Stage 1 veins, which formed during nappe emplacement, are thin, typically foliation 
parallel and not clearly associated with faulting. Stage I veins typically have 
compositions similar to local host rock. This is interpreted as indicating that these veins 
formed in a rock-buffered system. Given the absence of systematic spatial variations in 
C/O isotopic compositions, a distinction cannot be made between vein formation in an 
open or closed flow system. 
Stage 2 veins are typically restricted to individual beds in the stratigraphic sequence 
and thus generally have vertical extents less than Im. Less commonly, Stage 2 veins can 
also be spatially associated with NE-trending faults. Stage 2 veins predominantly have 
S'^O compositions within the host rock compositional field. Only one Stage 2 vein is 
depleted by more than 2%o, relative to proximal host rock. However, this vein was 
spatially associated with a NW-trending (Stage 3) fault and as such may in fact be a 
Stage 3 vein that formed in a rotated local stress field. Overall, Stage 2 veins have 
formed in a nearly rock-buffered regime. While an external fluid reservoir cannot be 
excluded, given the limited vertical extent and 2D connectivity of most Stage 2 veins it 
is considered likely that in most cases the observed small isotopic departures from 
equilibrium with the immediate host rock are caused by mass transfer between nearby 
beds with different isotopic compositions 
In contrast to Stage 2 veins, hydrothermal calcite in a number of Stage 3 veins is 
strongly '^O depleted, locally by more than I0%o relative to local host rock. Depletion 
of '^O to this extent can only be explained by open system flow involving influx of an 
externally derived fluid. There are several lines o f evidence indicating that the external 
fluid reservoir was located beneath the Helvetic nappes and the flow direction was 
broadly up-section. These include: the monotonic up-seetion increase in the minimum 
5 '^0 of hydrothermal calcite within the Solalex fault-vein network (located near the 
hinge of the Moreles nappe); the predominance of strongly "'O-depleted and '^C-
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depleted samples near the base of the Helvetic nappe sequence; and evidence for near-
lithostatic fluid pressures (which would drive upwards fluid flow). 
The minimum 5*^0 composition of Stage 3 hydrothermal calcite is 10.6%o. For the 
likely temperature range during vein formation {350< T < 200°C), the maximum S'^'O 
of the fluid was 1.5 -6.8%o. This is compatible with a number of possible external fluid 
sources, including more deeply derived metamorphic fluids and also meteoric water that 
has partially equilibrated with sedimentary host rock. However, Burkhard and Kerrich 
(1988) analysed two Stage 3 calcite veins with <l%o. If this is part of the same 
flow network, then it indicates infiltration, at least locally, of meteoric water. The 
process by which meteoric water could have been transported to the base of the Helvetic 
nappes is not well constrained. However, for a meteoric fluid to be transported to 
>10km depth, while retaining its meteoric signature, the downwards flow path 
cannot have involved reaction with limestones, but could have occurred via less reactive 
silicate-dominant lithologies, e.g., basement massif or molasse/flysch. Alternatively, 
there may be more than one external reservoir involved in Stage 3, including a less-
depleted external reservoir located at depth beneath the Helvetic nappes, which is the 
source for most or all of the '^0-depleted veins in this study, and another strongly "'O-
depleted meteoric fluid reservoir that is the source for the two Burkhard and Kerrich 
(1988) samples. 
Transport of the external fluid, both at the outcrop scale and at larger scales, was via 
a complex 3D network of low-displacement faults and veins. Individually, none of the 
veins or faults associated with transport of the external fluid are likely to have extended 
more than a few hundred metres up- or down-dip. Therefore, transport over vertical 
distances >lkm, as observed for stage 3 veins in the Helvetic nappes, requires a 
through-going, at least transiently hydraulically connected fracture network that was 
open to flow during vein development. Fluid pressure was the most likely driver for 
failure in this fracture-controlled flow system (i.e., fluid-induced shear failure and 
hydraulic extension fracturing), as it has the ability to self-generate permeability, 
potentially forming an invasion percolation style network. 
Reactive transport modelling of the Solalex network indicates an Nr, of 
approximately 1 and a TIFF of approximately 500mol/cml Although other possible 
combinations of No and TIFF could also provide a good fit to the data, estimates of ND 
and TIFF appear accurate within an order of magnitude. The TIFF and q (flow rate) 
estimates for the Solalex network are at least an order of magnitude lower than for the 
DAB Fault and HAS network in Oman. This could indicate some combination of lower 
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permeabilities, more tortuous pathways, or access to smaller volumes of external fluid 
during an individual flow episode (relative to the DAB fault and HAS network). 

Chapter 6. Discuss ion 
6.1 Introduction 
This study has focused on the coupling between faulting processes and fluid flow in 
vein-rich fault systems at two different localities: one in the Jabal Akhdar dome of 
northern Oman and the other in the Helvetic nappes of southwest Switzerland. These 
fault systems share a number of similarities but also some significant differences. 
The D A B Fault in the Jabal Akhdar dome is a 25km-long, east-s tr iking, steeply 
dipping fault. It hosts a maximum of >750m of hanging wall-down dip separation. Most 
of this dip-separation was accumulated during the initial normal phase of slip; 
displacement during subsequent dextral and sinistral slip phases was an order of 
magnitude less. Segmentat ion of the fault, at scales from O. l - lOkm, is well developed 
along the length of the D A B Fault. This multi-scale segmentation has been interpreted 
to indicate that the DAB Fault grew by progressive linkage of kinematically related 
fault segments. The primary slip zone (PSZ) of the DAB Fault is dominated by variably 
brecciated hydrothermal calcite fault-fill, whereas calcite-filled vein networks dominate 
the adjacent damage zone. These veins and calcite-filled PSZs indicate significant 
dilation during the formation of the fault. The width of the damage zone varies by more 
than an order of magnitude along strike from <IOm to >100m. Adjacent to the D A B 
Fault there is a network of minor faults (e.g., the HAS network), with smaller 
displacements but similar PSZ and damage zone styles to the DAB Fault. 
Discussion of the Helvetic nappes in this chapter will focus on the late-tectonic fault 
network and associated vein arrays as these are the only brittle fault and vein networks 
in the Helvetic nappes that have been confirmed to host significantly '^O-depleted 
hydrothermal calcite (as opposed to mylonitic shear zones and their associated vein 
network such as the Glarus thrust which can also be '*'0-depleted but are more brittle-
ductile structures in nature, e.g., Kirschner et al. 1999). This fault network (referred to 
herein as the Helvetic fault network) has a dominant northwest strike, approximately 
perpendicular to the regional fold nappe axes. Most faults are steeply dipping. These 
faults postdate nappe emplacement and are the last major deformation event in the 
Helvetics. The majori ty of faults in the network are not traceable over more than a few 
hundred metres, with the longest-mapped fault length being 1.5km. These low 
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displacement faults also have a heterogeneous spatial distribution and, unlike the HAS 
network, they are not obviously localised adjacent to a major fault. Many smaller faults 
in the network have PSZs containing calcite fault-fill (typically laminated) with 
localised brecciation. The PSZs of larger faults are increasingly dominated by 
brecciation of the calcite fault-fill and adjacent wall rock. The damage zones adjacent to 
all faults are dominated by calcite-rich veins. 
6.2 Episodic fluid-driven failure 
6.2.1 Seismic failure and episodic fluid flow 
Laminated PSZ textures in the Helvetic nappes, and preservation of early breccia and 
vein phases in clasts from the PSZ of the D A B Fault indicate that the PSZs of individual 
faults in both Oman and Switzerland have undergone multiple generations of 
fracturing/brecciation and sealing/compaction. Complex crosscutting vein relationships 
and occasional crack-seal textures in veins from the damage zones of these faults also 
indicate episodic opening and sealing of fractures. As permeabili ty generation and 
destruction in these fracture networks was an episodic process, it is concluded that fluid 
flow through these fracture networks was also episodic. 
The evidence for episodic f low raises the important question of what processes 
controlled this episodicity. The large majority of upper crustal faults between 6 and 
12km in depth accumulate most of their slip through seismic failure (Scholz 2002). A 
number of previous papers have cited seismicity as the cause of episodic fai lure-flow 
cycles in near-lithostatic Pr environments (i.e., fault-valve processes), particularly in 
relation to vein-rich fault zones (Sibson 1987; Sibson et al. 1988; Sibson 1989, 1992). 
Therefore, it is probable that the episodic flow observed in both the D A B Fault network 
and Helvetic fault network is related to repeated episodes of post-seismic fluid 
redistribution, in response to earthquake ruptures breaching overpressured fluid 
reservoirs. 
Fluid pressure cycling related to repeated episodes of failure requires the presence 
of a transient hydraulic seal (or seals), which isolates the fluid reservoir and al lows fluid 
pressure to increase. The evidence for near-lithostatic fluid pressures (see Section 6.2.2) 
and the general pattern of increasing vein calcite up-section indicates that in both 
Oman and Switzerland this seal was located somewhere beneath the carbonate host 
rocks. The host rocks to both fluid reservoirs were probably sil ica-dominant, result ing 
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in comparatively slow isotopic exchange and allowing the fluid to retain its '^'O-
depleted signature. In the case of Oman, this seal would have been somewhere in the 
siliciclastic-dominant Autochthonous Unit A. The presence of '^0-depleted vein calcite 
in the para-autochthon of the Helvetics indicates that at least one fluid reservoir and 
associated seal was located in the underlying basement massifs. 
6.2.2 Fluid-driven failure and flow networks 
There are two end-member models for reaching the critical failure state in A,v/(ai-a3) 
space (Figure 6.1). At one extreme, failure can be achieved by increasing differential 
stress with constant pore fluid factor (i.e., stress-driven); at the opposite extreme, failure 
can be achieved by increasing pore fluid factor at constant differential stress (i.e., fluid-
driven failure). O f course, various combinations of loading rates and fluid pressurisation 
rates can drive failure between the extremes of stress-driven and fluid-driven failure. 
In both field areas there is a common spatial and temporal association between 
veining and faulting. In most o f these veins there is no evidence for initiation as shear 
fractures and where reliable evidence of opening direction is preserved, most are found 
to be extension veins. Extension failure requires that Pf = 03 -i- T and oi - C3 < 4T (where 
T is the tensile strength of the rock; see Chapter 1 and also Secor 1965). Therefore, the 
close association between extensional failure and shear failure, at depths of >5km, 
indicates pre-shear-failure conditions involving a combination o f low differential stress 
and near-lithostatic fluid pressures. Therefore, brittle shear failure in both fault systems 
was probably closer to the fluid-driven end-member (Figure 6.1; Cox 2010). The 
complex crosscutting vein relationships in the damage zones of these faults indicates 
that near-lithostatic fluid pressures were attained repeatedly through successive failure 
episodes. However, it should be noted that i f the veining in the damage zone formed as 
shear fractures, then this would significantly lower the required fluid pressure for 
initiation of brittle failure. 
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Figure 6.1: Generic failure mode diagram in pore fluid factor (A.v)/differential stress ( a i - a 3 ) space. Brittle fai lure 
occurs when the failure envelope is breached, the type of failure depends on the part of the failure enve lope that is 
breached: red ^ extension, green = extensional-shear, blue = brittle shear. The d iagram illustrates that the brittle 
failure envelope can be reached by both a fluid-driven and a stress-driven failure t rajectory (or some combina t ion in 
between). An interpreted failure trajectory for the D A B Fault network and the Helvet ics fault ne twork is also 
illustrated. Figure modif ied f rom Cox (2010). 
The dominant driver for brittle failure can play an important role in how associated 
flow networks develop. Networks associated with stress-driven failure form by ordinary 
percolation, whereas networks associated with fluid-driven failure form by invasion 
percolation (Cox 2005, 2007). In an idealised invasion percolation network (in isotropic 
host rock), fluid-driven fracture formation means that all fractures should be 
hydraulically connected, while the flow system is active and that failure is localised at 
the fluid pressure front, which will be predominantly in the downstream part of the 
network (Figure 6.2). In contrast, stress-driven fractures in an idealised ordinary 
percolation network (in isotropic host rock) will initially form with significantly less 
self-organisation, and even once the percolation threshold has been reached many 
fractures within the network should remain isolated (Figure 6.2). Therefore fracture 
connectivity at low total strain should be higher in invasion percolation networks. 
However, the host rocks of both the DAB Fault and the Helvetic fault network are 
anisotropic and thus material properties such as cohesive and tensile strength will be 
spatially variable. There are also feedbacks between stress concentrat ions at existing 
fracture tips and the formation of new fractures (Engelder 1987). Therefore, in natural 
fault systems the evolution of fluid pathways will not be as simple as suggested in 
Figure 6.2. 
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Figure 6.2: T ime-evolu t ion of connect ivi ty during growth of a fracture-control led f low network via ordinary 
percolat ion and invasion percolat ion. Failure in ordinary percolation is stress-driven, so fractures are initially 
randomly distr ibuted and mostly isolated f rom the fluid reservoir. As the network grows, exist ing fractures propagate 
and new fractures form until eventual ly the percolation threshold is reached and backbone f low is established. 
Invasion percolat ion involves f luid-driven failure, so all f ractures are connected to the external reservoir i.e., there are 
no isolated e lements . With t ime, the fracture network propagates upwards until the percolat ion threshold is reached 
and backbone flow is established. Figure modif ied f rom Cox (2007). 
Only fractures that form part of a network's flow backbone can host significant 
fluid flux from an external fluid reservoir. Fractures that form isolated elements of the 
network will host no external fluid flux. Dangling elements will only host enough 
external fluid flux to fill the fracture, or if the fracture is already filled with locally 
derived fluids it may host no external fluid flux at all (Cox et al. 2001). Therefore, veins 
and PSZs with significanfly '^0-depleted hydrothermal calcite (as a proxy for fluid flux) 
must at some stage have been backbone elements of the flow network. Interpretation of 
rock-buffered hydrothermal calcite S'^O compositions is more difficult and it is not 
possible to attribute rock-buffered veins and PSZs unequivocally to any particular 
network element. Rock-buffered b^^O could indicate that the fracture hosted no external 
fluid flux (e.g., isolated elements). Alternatively, it may just indicate that the fracture 
was downstream of the isotopic front at the time of calcite precipitation due to factors 
such as low TIFF, long flow path length, or early timing of formation. 
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6.2.3 Seismicity and fluid f low 
Thus far we have established that episodic failure in both the DAB Fault and the 
Helvetic fault network was probably tluid-driven and related to the seismic cycle (or at 
least repeated slip events with intervening periods of fracture sealing). However, there 
are two distinct styles of seismicity: mainshock-aftershock sequences and injection-
driven swarms (Sibson 2001). Each style has different implications for the generation of 
permeability and the distribution of fluid flux. Mainshock-aftershock sequences consist 
of one or several larger magnitude earthquakes early in the sequence, followed by a 
cascade of smaller magnitude aftershocks that typically decay in frequency with time 
(Lay and Wallace 1995). Examples of mainshock-aftershock sequences that are 
interpreted as being associated with significant fluid redistribution include the 1997 
Umbria Marche (Colfiorito) sequence and the 2009 L'Aquila sequence, both in Italy 
(Chiarabba et al. 2009; Di Luccio et al. 2010; Luccnte et al. 2010). Earthquake swarms 
are a spatially clustered set of typically low-magnitude earthquakes that increase and 
decrease in frequency without a significant mainshock near the start of the sequence 
(Sykes 1970). Examples of earthquake swarms that are apparently associated with 
significant fluid redistribution include Novy Kostel (multiple swarms), the Czech 
Republic (Horalek and Fischer 2008; Koch and Heinicke 2011; Fischer et al. 2014), and 
the numerous swarms at Hakone volcano, Japan (Yukutake et al. 2011). 
6.2.3.1 Earthquake swarms and fluid flow 
Seismicity during the 2000 and 2008 Novy Kostel swarms was predominantly located 
on or close to a single-fault surface. Ninety percent of these earthquakes had a 
magnitude of ML<1.5 (Horalek and Fischer 2008). Therefore, the up-dip extent of most 
ruptures during these swarms was less than approximately 100m (Zoback and Gorelick 
2012). Assuming fluid-driven failure, this means that growth of the flow network in a 
downstream direction must have occurred in increments of < 100m. 
As stated previously, most of the observed northwest-striking faults in the Helvetic 
nappes have lengths of only a few hundred metres. Therefore these faults can only host 
ruptures with a magnitude (M^) <4 (Wells and Coppersmith 1994; Zoback and Gorelick 
2012). With such low magnitudes, only fault ruptures near the base of the nappe 
sequence are likely to penetrate external fluid reservoirs at deeper structural levels. 
However, S'^'O compositions in hydrothermal calcite indicate that, locally, external 
fluids retained their low-5" '0 signature more than a kilometre above the base of the 
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Helvetic nappes. This indicates that a network (mesh) of faults in the Helvetic fault 
network must have formed a large-scale f low network that was at least transiently 
hydraulically connected to both the external reservoir and the downstream fluid outlet. 
Fluid-driven earthquake swarms, similar to those described in the previous paragraph, 
are potentially the most feasible mechanism for the development of a complex, fault-
hosted, high-flux network such as the Helvetic fault network (Hill 1977). 
6.2.3.2 Mainshock-afiershock sequences and fluid flow 
Rupture along the entire 25km length of the D A B Fault would require earthquakes with 
Mw 6 - 7 (Wells and Coppersmith 1994; Zoback and Gorelick 2012). Ruptures of this 
size are likely to propagate up or down dip over more than 10km, significantly more 
than the vertical thickness of Autochthonous Unit B. Therefore , such ruptures and 
associated permeabil i ty enhancement could enable through-going fluid flow from a 
deep-level external reservoir into and through Autochthonous Unit B. Seismic rupture 
propagation speeds (typically >0.7 of the shear wave velocity; Lay and Wallace 1995) 
are significantly faster than the expected rate of propagation for fluid pressure fronts 
during injection-driven swarm sequences (typically <O.OIms-l ; Langenbruch and 
Shapiro 2010; Hummel and Shapiro 2013). So in a system such as the DAB Fault, while 
an overpressured external fluid reservoir potentially drives both pre-rupture extension 
fracturing and initiation of the mainshock rupture (e.g., B a m h o o m et al. 2010); once the 
mainshock rupture begins to propagate there are other processes that may generate 
fracturing that are not necessarily fluid-driven but fault-slip related e.g., segment 
linkage and asperity removal. As such, the permeabili ty structure of the fracture 
network immediately post-rupture may, to some extent, be imposed on the flow system 
by fault-slip related processes. This is in contrast to a pure invasion percolation 
network, which due to its ability to self-generate permeabili ty may develop a more 
organised and possibly more efficient permeability structure, i.e., lower tortuosity. Once 
fluid from the external reservoir begins invading a rupture zone it can drive subsequent 
fluid-driven af tershock sequences or swarm-like seismicity that will further modi fy the 
permeabil i ty structure. 
The D A B Fault has more than 750m of dip separation, but such large net slip is not 
necessarily at odds with an earthquake swarm model for coupled seismic failure and 
fluid flow. For instance, repeated swarm activity at Novy Kostel is localised on a small 
segment of a much larger strike-slip fault (Horalek and Fischer 2008). However, the 
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DAB Fault includes several macro-scale step-overs >500m wide, in various stages of 
breaching. While there are possible displacement minima associated with these macro-
scale step-overs, the overall displacement profile is relatively unaffected by their 
presence. This suggests that ruptures propagated through these step-overs as the fault 
grew. Since earthquakes with Mw<6 do not typically result in a surface rupture (Sibson 
2001), there is little useful data on how large a step-over smaller magnitude earthquakes 
can propagate through. However, it seems unlikely that an earthquake with a rupture 
length less than 1km (i.e., Mw<4) would be able to propagate across a step-over half as 
wide as the rupture is long. This suggests that growth of the DAB Fault likely involved 
a series of moderate to large normal-slip mainshock rupture events (Mw<6.5); however, 
the possibility that these mainshock events may have been interspersed with fluid-
driven swarm/aftershock activity cannot be excluded. 
Aftershock sequences related to fluid-driven mainshocks will likely include both 
stress-driven and fluid-driven failure (e.g., Miller et al. 2004; Nostro et al. 2005). Stress-
driven aftershocks are commonly caused by co-seismic stress changes in the volume of 
rock around a mainshock rupture (King et al. 1994; Cox and Ruming 2004). However, 
i f some of these aftershocks breach the overpressured fluid reservoir, then this can 
create a feedback mechanism whereby overpressured fluids migrating from the 
reservoir can drive further fluid-driven rupture sequences. Migration of overpressured 
fluid out of the mainshock rupture plane could also cause fluid-driven rupture 
sequences. Overall, the low displacements, similar kinematics and proximity to the 
DAB Fault are all consistent with the HAS network forming part of an aftershock 
network that could have hosted repeated sequences of fluid- and stress-driven ruptures. 
Locally, the HAS (aftershock) network hosts hydrothermal calcite with lower 
compositions than the any hydrothermal calcite sample from the DAB Fault. This is 
interpreted to indicate that locally the HAS network hosted higher TIFF than the D A B 
fault. Possible causes of higher TIFF have been discussed in detail in Chapter 3; 
however, there are two key possible causes that are worth emphasising: I) Flow in the 
HAS network may be less broadly distributed than in the D A B Fault due to the complex 
linkage between individual faults and possibly also due to lower strain keeping the HAS 
network closer to the percolation threshold than the DAB Fault; 2) The broader across-
strike footprint of the HAS network relative to the DAB Fault may also mean that the 
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amount of fractured fluid reservoir (and thus fluid) in the upstream part of the HAS 
network is greater than in the D A B Fault. 
Both of these points will be expanded upon further in Section 6.3 of this chapter; 
however , the key point is that the characteristics of flow in low-displacement aftershock 
sequences may be significantly different to the flow system developed in large-
displacement mainshock ruptures. However , more work is needed to understand the 
spatial and temporal complexit ies involved in network growth and how they can vary 
with different loading and fluid pressurisation histories and different seismicity styles, 
i.e., mainshock-af te r shock sequences versus injection-driven swarm sequences. 
6.2.3.3 Earthquake recurrence intervals 
Another consequence of fluid-driven seismicity is that recurrence intervals will be 
dependent on fluid pressure recovery rates (and hence fluid production rates) in the fluid 
reservoir. This contrasts with typical tectonically driven earthquakes, in which 
recurrence intervals are influenced by the rate of post-rupture shear stress recovery 
(tectonic loading rates). A dependence on fluid pressure recovery rate could result in 
shorter than usual recurrence intervals in fluid-driven fault systems if the fluid 
production rate is high. However, a minimum differential stress of approximately 
4T/sin20op, (where T is the tensile strength and 9opt is the optimal angle for reactivation 
between the fault and CTI) is still required to drive shear failure regardless of the fluid 
pressure recovery rate. This may be a rate-limiting step. In the last two decades several 
earthquake swarms have occurred on the same fault segment at Novy Kostel, indicating 
recurrence intervals of <10 years (Horaiek and Fischer 2008), much shorter than can be 
expected for tectonic re-loading in an intraplate setting. However, earthquake 
recurrence intervals on individual fault segments in the Apennines (e.g., Umbria 
Marche and L 'Aqui la) are apparently >1,000 years (Galadini and Galli 2000), 
suggesting that fluid production rates in this region may be relatively low. Therefore, 
while there is the potential for shorter recurrence intervals, it is dependent on fluid 
production rates and thus is not necessarily the case in all fault systems associated with 
overpressured fluid reservoirs. 
6.2.4 Summary 
The D A B Fault /HAS network and the Helvetic fault network share a number of 
important similarities. In both cases overpressured fluids located in an external reservoir 
222 Chapter 6 
below the carbonate host rocks drove episodic failure. The architecture of flow 
networks formed by fluid-driven failure potentially differ from that of networks formed 
by stress-driven failure in that they are expected to form by invasion percolation rather 
than ordinary percolation (Cox 2007). However, the way hydraulic connectivity to the 
fluid reservoir evolves in a network may also be partly related to the seismicity style in 
the fault system. If failure occurs as a swarm of low-magnitude, injection-driven 
earthquakes, then development o f the flow network may closely approximate an 
invasion percolation model. If failure occurs as a mainshock-aflershock sequence then 
the evolution of the flow network may differ significantly from an end-member 
invasion percolation model in that it may go through several distinct stages including: 
1. Initial fracture growth by invasion percolation due to pre-rupture fluid 
pressurisation of the fault; 
2. Syn-rupture fracturing associated with slip-related processes; and 
3. Post-rupture fracturing associated with fluid-driven or stress-driven aftershock 
sequences. 
Importantly, the mainshock ruptures may also produce more isolated fractures than 
a purely fluid-driven swarm sequence. The large total displacement and macro-scale 
step-overs suggest that a significant proportion o f the DAB Fault's total displacement 
probably accumulated through mainshock ruptures. However, the possibility o f 
localised, fluid-driven aftershock sequences or injection-driven swarm seismicity cannot 
be excluded, particularly in the surrounding subordinate fault network, e.g., the HAS 
network. 
In contrast to the DAB Fault, the Helvetic fault network is a relatively immature 
fault system composed of a network of low-displacement faults with limited strike and 
depth extent. Strongly '*0-depleted vein calcite is evident in only a small subset o f the 
total fault population, indicating that probably only a small proportion of the network 
formed the flow backbone. The remainder of the network would have formed either 
dangling (invasion percolation) or dangling and isolated (ordinary percolation) 
components in the network. Overall, the evidence for widespread, near-lithostatic fluid 
pressures in much of the Helvetic fault network and the large transport distances relative 
to the size of individual faults favours an invasion percolation model. When considered 
in combination with the lack of any large proximal, large-displacement faults, this 
supports growth of this network by injection-driven, swarm-type behaviour. 
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6.3 4D connectivity 
6.3.1 Along-strike distribution of fluid flux on the DAB Fault 
The along-strike distribution of 5 ' * 0 composi t ions in hydrothermal calcite is quite 
heterogeneous in the D A B Fault and in larger faults of the HAS Network. Vein calcite 
S'^'O composi t ions that are depleted relative to the composit ion of the limestone host 
rocks are interpreted to reflect ingress of low-6'*'0 fluids sourced at depth beneath 
Autochthonous sequence B. 
Hydrothermal calcite that is '^'O depleted relative to local host rock is widespread in 
the D A B Fault and HAS network. However , at some localities there are numerous 
strongly " 'O-depleted hydrothermal calcite samples, whereas at other localities all 
hydrothermal calcite samples have S'^^O composi t ions within l-2%o of being rock-
buffered. 
Reactive transport modelling, as described in Chapter 4, indicates that TIFF can 
vary significantly along strike, with modelled TIFFs ranging from <3,000mol/cm^ to 
>100,000mol/cm^. However, it also indicates that the majority of sampled localities 
along the D A B Fault have minimum S'^^O composi t ions in hydrothermal calcite that 
support modelled TIFFs of between 10,000 and 50,000mol/cm^. This suggests that 
much of the fault has at least transiently hosted significant external fluid flux during its 
evolution. In a seismic context, the almost pervasive distribution of modelled TIFFs in 
excess of 10,000mol/cm^ along most of the strike length of the DAB Fault could be 
interpreted as one or a combination of the following: 
1. The locus of fluid flux shift ing between ruptures due to differ ing 
permeabil i ty structure during each fai lure-flow cycle; 
2. The locus of fluid flux shifting during individual ruptures due to af tershock 
sequences or migrating, injection-driven swarm activity; or 
3. Fracturing is so pervasive during any one rupture that a large proportion of 
the strike length is above the percolation threshold, producing relatively 
distributed, but low fluxes. 
While significant fluid flux occurs along much of the D A B Fault, some localities 
appear to host high fluid flux preferentially. If we use the volume of calcite veins in the 
damage zone of the D A B Fault as a crude proxy for t ime-averaged permeabili ty, then 
this highlights structural complexities such as segment boundaries and some competent 
lithologies as high permeabili ty fluid conduits. However, the variability of 
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compositions in hydrothermal calcite from these structural complexities indicates that 
their relationship with fluid flux is more complicated. 
The median composition of Set 1 (normal slip) veins from segment boundaries 
is lower than for Set 1 veins from planar fault segments. This indicates that during 
normal slip, segment boundaries have hosted high flux How more commonly than 
planar segments. Possible reasons for the localisation of increased fluid flux in segment 
boundaries during normal slip include: 
1. Segment boundaries tend to have higher fracture densities and thus 
presumably higher permeability. 
2. The increased Coulomb stress that is often localised at irregularities in the 
fault trace may localise aftershocks, which will regenerate permeability at 
segment boundaries while permeability is decreasing in planar segments 
(e.g., Cox and Ruming 2004). 
Processes that promote higher permeability in segment boundaries during a single 
flow episode are likely to recur through multiple failure-flow episodes as the segment 
boundaries evolve from soft-linked to hard-linked (e.g.. Peacock and Sanderson 1991), 
therefore localising very high TIFF. However, eventually individual segment 
boundaries may be bypassed with increasing fault displacement and maturity, and the 
locus of fluid tlux will shift. 
While a number of segment boundaries localise increased fluid flux during normal-
slip, this is not always the case. There are segment boundaries where the S'^O 
compositions o f Set 1 calcite veins are all very close to rock-buffered. There are also 
planar segments where a number of Set 1 veins have S'^'O compositions significantly 
lower than distal host rock. A significant part of this complexity is probably related to 
the 3D connectivity of segment boundaries to the external fluid reservoir. Walsh et al. 
(2003) highlighted the fact that segment boundaries often terminate down-dip (Figure 
6.3). The down-dip distance from the outcropping DAB Fault to the external fluid 
reservoir (Autochthonous Unit A) is at least 2000m. Therefore, it is probable that many 
of the smaller segment boundaries on the DAB Fault terminate before reaching the 
external reservoir. The localisation of high fluid flux within discontinuous segment 
boundaries requires connectivity to other high-permeability fluid conduits that are 
connected to the fluid reservoir. Structural features with a strong horizontal 
permeability anisotropy (e.g., highly fractured competent lithologies) may play a key 
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role in providing connectivity between steeply plunging but discontinuous relays on 
normal faults, thereby enabling high-tlux flow (Figure 6.3). 
^drese i ^ 
Figure 6.3: Examples o f fault segment boundaries with varying down-dip continuity, a) Segment boundary is 
continuous from the upstream to the downstream part o f the system. This is a potential high-flux fluid conduit, b) 
Segment boundary occurs in the upstream part o f the system but is not continuous to the fluid reservoir. This 
discontinuous segment boundary may not host significant fluid fiux. c) Segment boundary is connected to the 
external fluid reservoir, but terminates before reaching the downstream part o f the system. Fluid pressure may self-
generate permeability in the planar fault segment above the segment boundary termination, d) Two discontinuous 
segment boundaries. I f fluids can link from the lower to the upper segment boundary then this could be a high-flux 
fluid conduit. 
Similar concepts also apply to upward-terminating, discontinuous segment 
boundaries. Segment boundaries that are connected to the external fluid reservoir but 
isolated from downstream high-permeability features will initially form low-flux 
dangling elements. This emphasises the fact that in order to understand the distribution 
o f fluid flow in fossil hydrothermal systems, it is important to consider not only the 
structures that exist below the current ground surface, but also the downstream 
structures that have been eroded. 
In systems with near-lithostatic fluid pressures, one mechanism that can potentially 
change an upward terminating segment boundary from a dangling network component 
to a backbone component is fluid-driven self-generation of permeability through 
downstream planar segments (Figure 6.3). This self-generated fracture permeability 
could then either link with another high-permeability zone, breach through to the 
downstream part of the system, or terminate as a dangling element if A.v drops below the 
critical threshold for failure. Self-generated permeability above blind, upwards-
terminating high fluid-flux segment boundaries (i.e., partly breached relays) is a likely 
explanation for the development of significantly '^O-depleted hydrothermal calcite in 
some planar fault segments. 
In contrast with Set 1 veins, the distribution and median 5*^0 compositions of 
hydrothermal calcite Set 3 veins (formed during sinistral, strike-slip reactivation of the 
DAB Fault), is not statistically different between segment boundaries and planar fault 
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segments. This indicates that changing the shp direction on an estabhshed fault can 
potentially change where permeability is developed during subsequent failure episodes. 
Power et al. (1987) found that natural fault surfaces in their study were at least two 
orders of magnitude rougher perpendicular to the slip direction than parallel to the slip 
direction (also see Power et al. 1988; Power and Tullis 1991). This suggests that a 
major change in the slip direction could result in a temporary but significant increase in 
rupture-related permeability enhancement on planar fault segments as geometric 
asperities are removed and the fault surface becomes smoother in the new direction o f 
slip. The increased fracturing could increase local permeability and potentially localise 
more fluid flux into planar segments, assuming they are connected to other elements o f 
the network. This model also suggests that the permeability structure would continue to 
evolve during subsequent slip events as slip accumulates and geometric asperities are 
progressively removed. If this were the case, higher permeability would be a relatively 
temporary effect, with permeability in planar segments decreasing over time. 
An increase in the permeability of planar segments could potentially diminish any 
overall difference between planar segments and structural complexities during sinistral 
reactivation. However, the possibility that there is a more fundamental control on 
changing permeability structure during reactivation of pre-existing faults cannot be 
excluded. 
One aspect of sinistral reactivation that is particularly interesting is the effect that 
the stepping-direction of segment boundaries has on localising fluid flux. It has long 
been a paradigm for many in the mineral exploration industry that dilational jogs are 
more prospective than contractional jogs. However, modelling o f TIFFs based on the 
minimum compositions o f Set 3 (sinistral-slip) veins in 5 left-stepping (dilational) 
and 5 right-stepping (contractional) segment boundaries from the DAB fault and HAS 
network suggests that there is no significant difference between them. Due to the low 
sample numbers and large number of variables involved in this comparison, some 
inherent difference in fluid flow characteristics between dilational and contractional 
step-overs cannot be excluded. However, this result does indicate that i f a fundamental 
difference does exist, it is not a first-order control on the distribution o f fluid flux in the 
DAB Fault. Both dilational and contractional segment boundaries can be sites o f 
increased fracture density and thus increased permeability. Importantly, fracture 
apertures are strongly controlled by fluid pressure (Walsh 1981) and so in near-
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lithostatic Pf environments are likely to be similar in both diiational and contractional 
segment boundaries. 
In both the Jabal Akhdar dome and Helvetic nappes, shales are locally present 
within the limestone-dominated sedimentary sequences and could have an important 
impact on large-scale permeability within the DAB Fault network and Helvetic fault 
network. However, permeability in shale bands during fracture-controlled flow is not 
well understood. Field observations indicate that extension veins and fault-fill veins are 
relatively rare in shale beds from both field areas, suggesting that fault segments in 
shale beds could have substantially lower permeability than fault segments in 
limestones. Accordingly, shale bands may cause a strong permeability anisotropy 
parallel to stratigraphy that could in turn lead to a substantial component of along-strike 
flow within both fault networks. 
The preceding paragraphs indicate that the 3D distribution of fluid flux during a 
single flow episode in the DAB Fault is quite complex. Backbone flow in the network 
must link between discontinuous vertical and horizontal, high permeability conduits, 
potentially requiring significant along-strike flow. Furthermore, changes in the 
kinematics of the DAB Fault have produced changes in the distribution of permeability 
and thus high fluid flux. 
6.3. I.I A potential seismogenic analogue for the DAB Fault - The Umhria-Marche 
sequence and along-strike fluid flow 
In Chapter 2, the 1997 Umbria-Marche earthquake sequence was suggested as a 
potential modem analogue to the DAB Fault. There are several key observations from 
the Umbria-Marche sequence that are relevant to understanding fluid flow in the DAB 
Fault. During 1997, an initial M„ 5.7 mainshock triggered a sequence of earthquakes, 
including another five M„>5 ruptures and thousands of aftershocks over a period of 
several months. Seismicity occurred over an area in excess of 400km^, which is 
comparable to the size of the DAB Fault system. Localised co-seismic permeability 
enhancement is interpreted to have breached a deep level C02-bearing reservoir and 
localised fluid redistribution (Miller et al. 2004; Nostro et al. 2005). The Umbria-
Marche sequence clearly demonstrates how just one moderate-magnitude mainshock 
event can potentially result in significant permeability enhancement over a large 
volume. Given the >750m of displacement on the DAB Fault and assuming a maximum 
displacement per rupture event of approximately <0.7m (i.e., Mw < 6; Wells and 
Coppersmith 1994; Zoback and Gorelick 2012), a similar process may have been 
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repeated on the DAB Fault and its associated lower displacement fault network more 
than 1,000 times. 
Another significant feature of the Umbria-Marche sequence is the southward 
migration of seismicity after the initial mainshock (Chiaraluce et al. 2003). This implies 
that the locus of permeability generation also shifted in space during the seismic 
sequence. If the locus of permeability generation, and thus potentially fluid flux, can 
vary by this much during a single rupture sequence, then the distribution o f the fluid 
flux through multiple failure-flow episodes is expected to be very complex. 
A migrating Vp/Vs anomaly has also been imaged in conjunction with the 
southwards migration of seismicity during the Umbria-Marche sequence (Chiarabba et 
al. 2009). Chiarabba et al. (2009) interpreted this anomaly to indicate a migrating pulse 
of high-pressure fluid. The >30km along-strike migration o f this Vp/Vs anomaly 
suggests significant along-strike fluid migration, which means that the path length 
between the fluid inlet and fluid outlet (which is assumed to be at or near the surface) 
has necessarily been longer than a purely up-dip flow path. 
Assuming connectivity to the same external fluid reservoir, constant temperature 
and constant rates of fluid transport and kinetic isotopic exchange, more rock-buffered 
compositions in vein calcite can be produced by either low TIFF or longer path 
lengths. The Umbria Marche sequence example raises the possibility that rock-buffered 
S'^O compositions of vein calcite in some parts of the DAB Fault could be related to 
significant along-strike flow and thus longer path lengths, rather than lower TIFF 
(Figure 6.4). If the spatial distribution of the external fluid reservoir was relatively 
limited (to the extent that it could be approximated as a point locality) and it did not 
shift with time, then this should be apparent in the macro-scale along-strike distribution 
of vein calcite 5*^0 compositions. The relatively widespread distribution o f strongly 
'^0-depleted hydrothermal calcite along the strike length o f the DAB Fault does not 
support this end-member conceptual model, with the possible exception of the eastern-
most macro segment of the DAB Fault. Only 4 o f the 64 fault-fill and vein calcite 
samples from the eastern macro segment have S'^'O compositions more than l%o below 
the distal host rock field. This could be interpreted as indicating that the eastern macro-
segment did not directly penetrate the external reservoir, but was hydraulically 
connected to segments of the fault that did. In this case, the significant along-strike flow 
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required to transport external fluids into this part of the fault would have resulted in 
significantly longer path lengths and thus more rock-buffered hydrothermal calcite S ' ^ 0 
composi t ions than the rest of the D A B Fault. Alternatively, TIFFs in this part of the 
fault network may simply have been sufficiently low that vein calcite had 
predominant ly rock-buffered composit ions. 
Longer path lengths 
= more rock-buffered 
(higher 5'»0) 
Shorter path lengths 
= more fluid-buffered 
(lower 5'®0) 
r - ^ n 1 
r Fault plane^ 
Fluid reservoir 
Figure 6.4: Conceptual model illustrating a system where the length of the fault rupture is much longer than the 
along-str ike extent of the breached port ion of the fluid reservoir. In this model external fluids discharging f rom the 
r ight-hand side of the fault have been transported fur ther than external fluids discharging f rom the left-hand side of 
the fault . The longer path length for f luids d ischarging on the r ight-hand side of the fault will potentially lead to more 
rock-buf fe red hydrothermal calcite S '^O compos i t ions and are a potential ana logue for the eastern macro-segment of 
the D A B Fault. 
6.3.2 Across-strike distribution of fluid flux within the DAB Fault 
In addition to the along-strike variations in fluid flux, there is also significant variation 
in the across-strike distribution of fluid flux within the D A B Fault and its lateral 
damage zone. Most of the strongly '^O-depleted hydrothermal calcite samples in the 
D A B fault are f rom the PSZ and the proximal damage zone (See Figure 3.15 in Chapter 
3). The localisation of '^0-depleted hydrothermal calcite samples in the PSZ and the 
proximal damage zone indicates that this is where most of the high-flux, backbone flow 
was concentrated. This contrasts with some models for fault zone permeabili ty (e.g., 
Figure 4b in Scholz and Anders 1993; Caine et al. 1996; Faulkner et al. 2010) that 
suggest PSZs are often barriers to flow. Most samples from the distal damage zone are 
close to rock-buffered, although strongly '^O depleted veins do occur locally, 
suggest ing that most of the veins in the distal damage zone were probably dangling 
fractures in the network, with lower TIFF than the fault core or proximal damage zone. 
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Overall, the across-strike distribution of fluid flux probably approximates a very noisy 
bell curve (e.g., Figure 3.25; Figure 4a in Scholz and Anders 1993), with predominant ly 
high fluid flux in the PSZ and proximal damage zone, decreasing to predominant ly low 
fluid flux at the margins of the damage zone. 
6.3.2.1 Vein orientation in the DAB Fault damage zone and its relationship with 
fluid flux 
Extension veins associated with optimally oriented faults typically form at angles of 2 5 -
30° to the fault (e.g., Sibson 2001). However, in the lateral damage zone of the D A B 
Fault some vein orientations deviate significantly from this idealised model . Different 
vein orientations associated with the same kinematic phase indicate local rotation of the 
stress field. One possible cause of these local stress rotations is that there may have 
been several different 'damage growth regimes ' operating in the damage zone of the 
DAB Fault (Chester and Chester 2000; Wilson et al. 2003; Blenkinsop 2008; Mitchell 
and Faulkner 2009). The term 'damage growth regimes ' in the context of this study 
refers to different mechanical models for the development of extension fracture damage. 
Examples of different damage growth regimes include extension fracture (vein) growth 
at Mode II and III rupture tips, extension fracturing associated with removal of fault 
surface asperities, and extension fracturing associated with the linkage of fault segments 
(see Table 2.2 and Figure 2.25). 
Interestingly, the range of vein orientations (relative to the average fault orientation) 
for Set 1 (normal slip) veins is distinct from those of Set 3 (sinistral slip) veins. There is 
a broad spread of Set 3 vein orientations between 45 and 90° to the fault that is not 
present in Set 1. This suggests that different damage growth regimes may have been 
operating during different kinematic stages. One possible mechanical model for 
extension fractures at 45° and 70° to the fault is that they formed in the process zone of 
Mode III and Mode II rupture tips respectively (Blenkinsop and Drury 1988; Scholz et 
al. 1993; Wilson et al. 2003). Although notably, Di Toro et al. (2005) also modelled 
stress orientations that would produce fracturing at 70° to the fault in association with 
dynamic Mode II rupture propagation during slow speed (0.6vs) and super shear (2"^Vs) 
ruptures. Veins at approximately 90° to the fault could be related to damage associated 
with slip on an irregular fault surface (Chester and Chester 2000; Wilson et al. 2003) or 
associated with Mode II rupture propagation at a velocity of approximately 0.9vs (Di 
Toro et al. 2005). Why damage growth regimes might change between kinematic phases 
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is not clear. More systematic documentation o f the damage zone in different parts o f the 
D A B Fault and on other faults is needed to clarify the origin of these differences in vein 
orientation, and is beyond the scope of this study. 
Interestingly however, veins in some orientations are more commonly 0-depleted 
than others. Set 1 veins oriented at 25-30° to the fault are most commonly '^0-depleted; 
however, this is broadly in line with the overall distribution of Set 1 vein orientations. 
In contrast, the overall distribution of Set 3 veins is noticeably different from the 
distribution o f strongly '^'O-depleted Set 3 veins. The reason for this is unclear, but it 
could be related to the orientation and intensity of permeability anisotropics associated 
with particular vein arrays. For instance, arrays of Set 3 extension veins oriented at 70° 
to the fault may be associated with sub-vertical mode II rupture tips. I f sub-vertical 
rupture tips are localising arrays of sub vertical extension fractures, then this may result 
in a large sub-vertical permeability anisotropy and thus potentially larger fluid fluxes 
during that failure episode. This in turn could result in these veins being more 
commonly '^O depleted. In contrast. Set 3 extension veins that form at 45° to the fault 
may be associated with sub-horizontal mode III rupture tips. Sub-horizontal rupture tips 
and any associated permeability anisotropy will be perpendicular to the expected fluid 
pressure gradient and thus fractures localised along these mode III rupture tips may host 
lower fluid fluxes during that failure episode and therefore be less '^O depleted (Figure 
6.5). 
Strike-Slip Fault 
Extension veins at 
Mode II rupture tip: 
20-and 70-to fault 
Extension veins at 
Mode 111 rupture 
tip: 45° to fault 
F i g u r e 6.5: Mode l i l lustrating the orientation o f fracture damage associated wi th the tips o f a strike-slip rupture. 
M o d e II rupture tips in a strike-slip fault wi l l be vertical, so associated extension ve in ing wi l l have a vertical 
permeabi l i ty anisotropy. M o d e III rupture tips are sub-horizontal in a strike-slip fault and may have a much smal ler 
associated permeabi l i ty anisotropy. 
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However, as discussed previously, large vertical permeability anisotropies 
associated with fracture damage at rupture tips, fault-hnkage sites and asperities are all 
likely to be discontinuous in 3D. Therefore, the formation of through-going backbone 
tlow paths is still dependent on connectivity between fractures arrays formed in a 
variety of different damage growth regimes such as jogs, relays, or geometric asperities 
(Figure 6.6). Importantly, as faults evolve and displacement increases through 
successive failure episodes, fault terminations will migrate, asperities will be removed 
and segment boundaries will tend to become hard-linked, or even by-passed. Therefore, 
the orientation and intensity of fracture damage, and thus permeability, created at any 
location will evolve with time. 
Fault-linkage damage 
In discontinuous 
segment boundary 
Horizontal permeability 
anisotropy due to 
a fault stepover across 
a competent lithology 
Damage associated 
with removal of 
vertical asperity 
Figure 6.6: C o n c e p t u a l m o d e l for h igh - t lux , f r ac tu re -con l ro l l ed f l o w t h r o u g h a f au l t s y s t e m . T h i s f i g u r e i l lus t ra tes 
that m a n y h igh -pe rmeab i l i t y z o n e s in a faul t s y s t e m wil l be d i s c o n t i n u o u s . T h e r e f o r e , t h r o u g h - g o i n g , h i g h - f l u x f l o w 
( rep resen ted by the g rey a r row) will p robab ly invo lve l ink ing a n u m b e r o f h igh p e r m e a b i l i t y z o n e s , e a c h po ten t i a l ly 
c rea ted by d i f f e r en t p rocesses . Such a f l o w s y s t e m cou ld a l so i nc lude a va r i ab le c o m p o n e n t o f la teral flow a l o n g 
hor izon ta l pe rmeab i l i ty an i so t rop ies . 
6.3.3 Distribution of fluid flux between large displacement and 
small displacement faults 
At a larger scale, fluid flux also varies across strike between the DAB Fault and the 
associated low-displacement fault network. One of the more important findings of this 
study is that, in the HAS area at least, modelled TIFF in the low-displacement fault 
network is locally up to an order of magnitude larger than the maximum modelled TIFF 
for the DAB Fault. This indicates that low-displacement fault networks can potentially 
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be more effective at localising high fluid fluxes than larger through-going faults. This is 
consistent with empirical observations that ore deposits in mineralised systems are often 
hosted on low-displacement faults up to several kilometres from an associated high-
displacement fault (e.g.. Clout et al. 1990; Robert et al. 1995; Robert and Poulsen 2001; 
Cox and Ruming 2004). 
As stated in Chapter 3, the strike lengths of faults in the HAS network indicate that 
most are unlikely to have large enough down-dip extent to reach the inferred external 
fluid reservoir. Therefore, hydraulic connectivity between the external fluid reservoir 
and HAS network faults (exposed at the present-day ground level) must involve linkage 
with other faults in the network. Possibly the simplest explanation would be that most 
fluid transport was along large displacement faults and fluid only moved into the HAS 
network for a small part of the total path length. However, if this were the case there 
should be a relationship between the distance from the large displacement fault and the 
minimum S'^O compositions of vein calcite in low-displacement faults and their 
associated vein arrays, as faults closer to the major fluid conduits should have shorter 
path lengths. The two largest displacement faults in the immediate vicinity o f the HAS 
network are the DAB Fault area and another moderate displacement fault (estimated 
150m dip separation) approximately 3km south of the DAB Fault. However, i f either 
fault were influencing the distribution of fluid flux, a concentration of strongly '^O-
depleted vein calcite should occur near the margins of the HAS network. The apparent 
randomness of the across-strike vein calcite S'^O distribution in the HAS network 
suggests that neither the DAB Fault nor the southern fault have a strong impact on the 
distribution o f fluid flux. Therefore, connectivity to the external reservoir was more 
likely via a network of linked, small-displacement faults. This is similar to the situation 
proposed for fluid flow in the immature, low-displacement Helvetic fault network. 
The aftershock sequence associated with the 1997, Umbria-Marche earthquakes 
may provide a modem analogue for the processes that operated in the HAS network. As 
discussed in section 6.2.4.2, the initial mainshock in the Umbria Marche sequence is 
interpreted to have triggered a sequence of stress-driven and fluid-driven aftershocks in 
the hangingwall o f the initial rupture. Precise relocations of the aftershock hypocenters 
demonstrate that locally the aftershock sequence penetrated deeper than the initial 
rupture and over a much broader area (Miller et al. 2004; Nostro et al. 2005). Since bulk 
permeability in the mid crust is typically low (Ingebritsen and Appold 2012), unless the 
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external fluid reservoir is already pervasively fractured, maximum fluid flux per seismic 
event may be strongly influenced by the volume of fractured rock created by the 
earthquake rupture (Braun et al. 2003). Once the fluid supply in the high permeability 
damage zone of the rupture is exhausted, permeability in the surrounding rock may not 
be high enough to recharge the system and allow continuing flow. Therefore, i f faults 
activated in the Umbria Marche aftershock sequence are hydraulically linked, then the 
deeper penetration and the larger volume of fluid reservoir tapped by the aftershock 
network can potentially result in higher fluid fluxes through this aftershock network 
than along the mainshock rupture zone. A similar process in the HAS network could 
partly explain why fluid flux is locally higher in the HAS network than the DAB Fault. 
For faults with lengths >100m, fault length (and thus presumably down-dip extent) 
apparently does not affect the minimum composition of hydrothermal calcite 
hosted by individual faults in the HAS network. This requires that segments o f most 
faults in this network were at least episodically connected to the external fluid reservoir, 
and hosted significant fluid flux. What is particularly important about this observation is 
that in an area with almost 100% exposure, many of these faults are not connected in 
2D. Clearly 3D hydraulic connectivity is far more widespread and complicated in this 
network than is apparent in the 2D outcrops. Similarly, in the Helvetic fault network, 
faults that in many cases are not traceable through a single outcrop, and lack any 
obvious connectivity to another fault, host significantly "*0-depleted hydrothermal 
calcite. This indicates these faults were also hydraulically connected in 3D to an 
external reservoir. 
The 3D connectivity inferred for both the HAS network and Helvetic fault network 
poses the question of how individual faults in these networks interact. There are two 
possible models for the hydraulic connectivity of these faults: (1) initially isolated faults 
were linked by small-scale networks of minor faults and veins that were generated by 
the migration o f a fluid pressure pulse (i.e., invasion percolation); or (2) each fault-vein 
array physically intersects another fault in the system. No firm evidence supporting 
either model to the exclusion of the other was observed in the D A B Fault or HAS 
network. However, the lack of apparent linkage in 2D does suggest that regardless of 
the model, connections between faults more closely approximate point intersections 
(Figure 6.7). In the context of a percolation network, this means that almost all o f the 
flow will be localised along narrow 'backbone' zones that represent a relatively small 
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percentage of the total fracture network. Repeated localisation of flow through these 
zones would produce very localised, high fluid flux; whereas the remaining strike length 
o f each fault in the network may have relatively low fluid flux (Cox et al. 2001). in 
contrast, the higher strains associated with mainshock ruptures on the DAB Fault may 
produce a much higher proportion o f backbone elements within the network and thus 
more distributed flow. Assuming a similar but finite amount of available fluid per 
failure episode in both the DAB Fault and HAS network, this would result in higher 
maximum fluid fluxes in the HAS network. 
Fluid outlet 
Repeated f low 
local isat ion= 
h i g h f luid flux 
Fluid inlet 
F i g u r e 6.7: Model for fluid flow in a network of small, intersecting faults e.g., the HAS network or the Helvetic fault 
network. Through-going flow follows a tortuous pathway, relying on linkage between individual faults. The points 
where faults intersect will host backbone flow through repeated flow episodes and thus potentially host very high 
cumulative TIFFs. Figure modified from Cox et al. (2001). 
The 3D evolution of connected pathways in fault networks such as the DAB Fault 
and Helvetic fault network is expected to evolve in complex ways as faults nucleate and 
grow. Repeated rupture processes and intervening fracture sealing will also effectively 
switch fault segments between high permeability and low permeability states. 
Understanding this evolution has important implications for understanding controls on 
the location and geometry of ore shoots in fault-related hydrothermal ore systems. 
6.3.4 Variations in fluid pathways with time 
There are two end-member models for how permeability is generated during successive 
flow episodes, and each has important implications for how TIFF is modelled. One end-
member is that the same fluid pathways are reactivated during successive rupture 
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cycles, creating 'armoured' pathways where fluid conduits are bounded by wall rock 
and hydrothermai caicite that is already "*0-depleted (Cathles 1991). This 'armouring' 
effect inhibits rock buffering of the migrating fluid and causes the position o f the 
isotopic front to migrate progressively through the system in the direction o f flow i.e., 
decreasing S^^O compositions with time (Figure 4.11 in Chapter 4). Alternatively, 
completely new fluid pathways may be generated with each successive failure episode. 
In this case, fluid will interact with unaltered host rock during every flow episode and 
thereby become rock buffered more quickly than would be the case for fluid flow in an 
'armoured' pathway. This will cause the position of the isotopic front to shift irregularly 
with time in response to varying TIFF during successive flow episodes (assuming 
constant No). This model would generate irregular variations in d'^O composition with 
time (Figure 4.11 in Chapter 4). 
Field evidence suggests that both end-member models played a role in fluid flow in 
both the DAB fault and the Helvetic fault network. Clasts o f early hydrothermai caicite 
phases within the PSZ of the DAB Fault indicate repeated reactivation of the PSZ as a 
fluid pathway. Multiple caicite growth phases within a number o f individual veins in the 
damage zone of the DAB Fault also indicate that reactivation o f fluid pathways has 
occurred. In the Helvetic fault network, the laminated fault-vein textures and common 
crack-seal textures in veins provide abundant evidence for reactivation o f both the PSZ 
and surrounding veins. 
Evidence for the generation of new fluid pathways during a single kinematic phase 
is provided by the density of sub-parallel veins in the damage zone of the D A B fault 
and at some localities in the Helvetic fault network. Spacing of sub-parallel veins 
adjacent to the DAB fault is locally less than 10cm. If all o f these veins were open 
simultaneously, then the blocks of host rock between each vein would have been 
essentially unsupported. The absence of any evidence for gravitational collapse 
indicates these veins were not all open at the same time, and therefore new fluid 
pathways must have been generated repeatedly during the evolution o f the fault system. 
Unfortunately, since veins from the same kinematic phase are generally sub-
parallel, evaluating variations in 5 " 0 composition with time during a single kinematic 
phase is difficult. In the DAB Fault there were only four crosscutting relationships 
observed between veins of the same kinematic phase. In two of these S'^O increased 
with time, whereas in the other two cases, 5 " '0 decreased with time. The inconsistent 
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direction o f these changes with time could be interpreted as supporting a model 
dominated by generation of new fluid pathways. However, four crosscutting 
relationships is not a large sample size and in three of these four crosscutting 
relationships the difference in composition is <4%o, i.e., relatively small compared 
to the total range. In the remaining crosscutting vein pair decreased with time 
by 10%o. 
Crosscutting relationships between veins from different kinematic phases are much 
more common in the DAB Fault and there is a dominant trend of decreasing from 
Set 1 to Set 3. Systematic variations in hydrothermal calcite S'^O composition between 
kinematic phases could be caused by a number o f variables. Chapter 2 highlighted that a 
switch in tectonic regime could result in higher sustainable overpressures, resulting in 
higher fluid pressure gradients and thus potentially higher TIFFs and flow velocities. 
However, this effect is difficult to verify, let alone quantify. Increasing temperature 
could also result in lower compositions in precipitated hydrothermal calcite. 
However, in the Helvetic nappes, temperature decreased with time (Kirschner et al. 
1995), which would result in increased S'^O with time. Furthermore, changing 
temperature would also cause a systematic shift in the composition of rock-buffered 
hydrothermal calcite. This is not observed in the DAB Fault network or the Helvetic 
fault network. A further alternative is that fluid flow during sinistral slip reactivated and 
reused 'armoured' fluid pathways generated during normal slip. Evidence for 
reactivation, as discussed earlier in this chapter, indicate that this process was active and 
is likely to have played some role in the shift in S'^O compositions between Set 1 and 
Set 3 veins. However, the possibility o f other mechanisms influencing this shift cannot 
be excluded. 
Overall, the combination of ( I ) field observations and (2) variations in 5*^0 
composition with time, indicate that generation of new fiuid pathways and reactivation 
o f pre-existing fluid pathways probably both occurred in different parts o f the network 
during any given flow episode. Reactivation is clearly a dominant process in the case of 
fault PSZs; however, for veins in the damage zone it is less clear. The dominant shift 
towards lower 5*^0 compositions with time in crosscutting veins from different 
kinematic phases does suggest that reactivation of pre-existing pathways was important, 
i f not dominant. 
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6.3.5 Comparisons with TIFFs in Au-systems 
The formation of fault-hosted ore deposits such as mesothermal and epithermal Au 
systems is widely recognised as requiring extremely large fluid f luxes (e.g., Henley et 
al. 1985; Fyfe 1987; Cox 1999; Ingebritsen and Appold 2012). Therefore, it is worth 
comparing the TIFF estimates for the DAB Fault and Helvetic fault network with TIFF 
estimates for some mineralised systems. Estimates for the fluid volume required to 
deposit 50t ( l . 6Moz) of Au, which is a modest-sized deposit, vary by more than an 
order of magnitude. Direct measurements of flow rates and Au solubility f rom active, 
near-surface hydrothermal systems in Lihir, PNG, and the Taupo Volcanic Zone, New 
Zealand, indicate a fluid volume of approximately 4km^ would be required (Brown 
1986; Simmons and Brown 2006). Direct measurements in deeper mesothermal Au 
systems are not possible; however, estimates by Cox (1999) suggest fluid volumes of at 
least lOkm^ are probably required. Assuming dimensions for a fault-hosted deposit of 
1,000x100m, this equates to a TIFF greater than 4x10** m V m l 
Based on the reactive transport modelling in Chapter 4, the maximum TIFF from 
the DAB Fault/HAS network is estimated at 2 x l 0 V ^ W . This is greater than the 
minimum TIFF estimate for deposition of a mid-sized Au-deposit (as above), 
suggesting that - locally at least - the DAB fault hosted TIFFs comparable to that of 
many Au-mineralised hydrothermal systems. In contrast, the TIFF estimate for the 
Solalex network in the Helvetic nappes equates to approximately lOOm'/m^, much 
lower than the TIFFs associated with significant hydrothermal Au-mineralisation. 
The average modelled TIFF over the entire length of the D A B Fault is probably 
between 2,000 and 5 ,000m^/ml Importantly, if these TIFF estimates represent fluid flux 
during a single flow episode, then over the lifetime of the hydrothermal system (i.e., 
>1,000 flow episodes) the entire DAB Fault and HAS network could have accumulated 
a total TIFF similar to or larger than some of the biggest Au deposits in the world. This 
seems improbable and therefore suggests that the TIFF estimates for the D A B Fault 
more closely approximate the cumulative TIFF of all flow episodes, as was originally 
assumed in Chapter 4. 
However, it should be remembered that that there have been a number of 
assumptions involved in these TIFF estimates (see Chapter 4). Some of the key 
assumptions include: 
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• Isotopic exchange between l imestone wall rock and low-5 ' ^0 fluid from an 
external fluid reservoir is the only process influencing vein composit ions, 
and that kinetic dispersion is the only dispersion mechanism; 
• The composit ion of >2mm^ of hydrothermal calcite is representative of 
not only the hosting vein but also potentially the entire f low network at a 
given location during a single f low episode; 
• ND is constant through t ime and space. 
TIFF estimates are clearly a simplification (based predominantly on 2 D 
observations) of a complex 4D system. However , al though approximate, these estimated 
TIFFs do provide a measure of the relative differences in fluid flux in different parts of 
the fault system and, where possible, assumptions have been based on producing 
min imum TIFFs, so the TIFF estimates probably underestimate the real net fluid flux. 
6.3.6 Summary 
The evolution of 4 D connectivity in the D A B Fault and Helvetic fault network was 
complex. In the D A B Fault, fluid f low during a single f low event involved linking 
between discontinuous zones of transiently enhanced permeability. The superimposition 
of potentially 1,000s of fai lure-flow events: each with its own unique permeability 
structure will create an extremely complex distribution of TIFF. However , it is likely 
that some structural features or sites within a fault system will have repeatedly localised 
through-going fluid flow and thus localised very high TIFF. Fault segment boundaries 
appear to be major fluid conduits during normal-slip; however, these are often 
discontinuous, so in many cases through-going f low is likely to have relied on hydraulic 
l inkages with other segment boundaries or similar high permeability pathways. Self -
generated permeabili ty in response to elevated fluid pressures may have played an 
important role in linking these high-permeabili ty pathways. Importantly, while some 
new pathways were likely to be generated during each fai lure-flow episode, a 
significant proportion of the fluid pathways were likely to be reactivated f rom earlier 
flow episodes, and it is the pathways that are continually reactivated through multiple 
fai lure episodes that will host the highest TIFF (Figure 6.8). 
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F i g u r e 6.8: Conceptual model for 4 D variation of f low pa thways in a faul t -sys tem that breaches an overpressured 
fluid reservoir. Flow will rely on linking both short-Uved (e.g., rupture tips) and long-lived (e.g., segment boundar ies) 
high permeabil i ty zones. While the driving force for fluid f low will usually be a vertical f luid pressure gradient , local 
lateral f low will occur through zones with a s trong horizontal permeabi l i ty anisotropy if they link zones of high 
vertical permeabili ty. Some parts of the system will repeatedly host h igh- f lux f low, whereas in others parts of the 
system high-flux f low will only be transient. Repeatedly reactivated parts of the fault sys tem will host very high 
cumulat ive TIFF. 
The significant TIFFs inferred for the HAS network and Helvetic fault network 
indicate that individual faults within these networks were hydraulically connected to 
adjacent faults and to the external fluid reservoir in 3D. While there is evidence for 
along-strike variability of S'^'O (and thus fluid flux) on individual faults in the network. 
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the architecture of network connectivity suggests that parts of the network (i.e., where 
fluid is transferred from one fault to another) may have repeatedly hosted high fluid 
fluxes and formed long-lived flow backbones. This, combined with the potentially 
larger volume of fractured external reservoir associated with this network during each 
flow episode, may explain the higher maximum TIFF estimated for the HAS network 
relative to the DAB Fault. 

Chapter 7. Conc lus ions 
This thesis has combined detailed field mapping with stable isotope analysis of 
hydrothermal minerals and host rock from two fault systems, in order to address key 
issues in our understanding of fault-hosted, fracture-controlled fluid flow. 
The two fault systems chosen for this study are the DAB Fault network in the Jabal 
Akhdar dome of northern Oman and a late-tectonic fault network in the Helvetic nappes 
of western Switzerland. Both are hosted by l imestone-dominated sedimentary sequences 
and have localised flow from deeper crustal, overpressured, low-S'^O fluid reservoirs. 
However , these two fault systems also exhibit several key differences, the most 
important of which is displacement. The D A B Fault is a large displacement fault that is 
surrounded by a network of low-displacement, subordinate faults, whereas the Helvetic 
fault network consists of a network of numerous very low displacement faults without 
an obvious master fault. 
The D A B Fault is part of a regional, normal fault network that developed during the 
late Cretaceous, i.e., late to post-obduction of the Semail Ophiolite (Filbrandt et al. 
2006). Most of the >750m of throw on the D A B Fault was accumulated during this 
initial normal-sl ip phase of movement . Displacement during subsequent dextral and 
sinistral strike-slip reactivations was an probably order of magnitude lower. 
The Helvetic fault network formed late to post-nappe-emplacement as a result of 
NE extension (Stage 3) produced by a change in the direction of overthrust of the 
higher-level nappes (Dietrich 1989; Ramsay 1989). All faults identified during this 
study as being related to this network were normal faults with low net slip ( throws 
typically <10m). 
Quartz-calcite thermometry and intracrystalline deformation textures indicate that 
both fault systems formed in a similar temperature range, with the Helvetic fault 
network forming between approximately 200 and 2 5 0 ° C (Kirschner et al. 1995) and the 
D A B Fault forming between approximately 170 and 260°C. Assuming a maximum 
temperature gradient of 30°C/km, this suggests a minimum depth of formation for both 
systems of between 6 and 10km. 
The PSZs in both fault systems are dominated by dilatant, calcite-filled fault-veins 
and the lateral damage zones are dominated by calcite-filled veins which are interpreted 
to have predominantly initiated as extension veins. This vein-rich fault style is similar to 
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many high fluid flux, Au-mineralised fault systems, but differs significantly from many 
faults in sedimentary basins which are typically dominated by cataclasis of host rock 
material in the PSZ and low-dilation fracturing or deformation bands in the damage 
zone (Wibberley et al. 2008; Faulkner et al. 2010). The dilatant style o f deformation in 
both the DAB Fault system and Helvetic fault network is interpreted to be related to 
elevated fluid pressures. Importantly, the association between extension veining and 
shear failure indicates low differential stress and high pore fluid factors (i.e., near-
lithostatic Pr) at failure, and thus a predominantly fluid-driven failure trajectory (e.g.. 
Cox 2010). 
Laminated textures and clasts of early vein phases in the PSZs; as well as 
crosscutting vein relationships and localised development of crack-seal textures in 
extension veins from the damage zones of both fault networks indicate that both 
systems formed in a fracture-controlled flow regime that underwent repeated cycles o f 
failure and sealing. Comparison with other vein-rich faults (e.g., Sibson et al. 1988; 
Sibson 1992) and with modem seismic sequences (e.g.. Miller et al. 2004; Chiaraluce 
2012) suggests that this episodicity is related to seismogenic slip. 
Field observations and stable isotope compositions o f hydrothermal calcite indicate 
that the evolution o f fluid pathways over multiple failure-flow episodes was complex in 
both systems, with evidence for both reactivation o f existing fluid pathways 
(particularly in fault PSZs) and for generation of new fluid pathways. The lower 
compositions of Set 3 (sinistral slip) veins relative to Set I (normal slip) veins in the 
DAB Fault and comparison of TIFF estimates for both systems (particularly the DAB 
Fault) with estimates for Au-mineralised fault systems, suggest that reactivation o f 
existing pathways was a significant process. 
In terms of the across-strike distribution of fluid flux around the DAB Fault, most 
strongly '^O-depleted veins occur in the PSZ and proximal damage zone, whereas the 
distal damage zone typically hosts the least number of "'O-depleted veins. This 
indicates that the flow backbone was commonly localised in the PSZ and parts o f the 
proximal damage zone, whereas many veins in the distal damage probably represent 
dangling components of the fracture network. Overall, cumulative across-strike 
variations in fluid flux over multiple failure-flow cycles probably approximate a bell 
curve distribution. However, the localised presence of strongly '^0-depleted veins in the 
distal damage zone indicates that parts of this zone were, at least transiently, part o f the 
flow backbone. Importantly, the common occurrence of strongly '"O-depIeted vein 
calcite in the PSZ infers significant fluid flux through the PSZ in some parts o f the DAB 
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Fault. This contrasts with what is inferred for many other faults (see Faulkner et al. 
2010) and may be a fundamental difference between faults that grow by fluid-driven 
failure and faults that grow by stress-driven failure. 
"*0-depleted vein calcite was identified in 36 of the 41 sampling transects across 
the D A B Fault, indicating that most o f the DAB Fault was part o f the flow backbone, at 
least transiently. This relatively broad distribution o f backbone flow probably indicates 
that the locus of permeability enhancement, and thus potentially high fluid flux, 
migrated during individual flow episodes, as has been proposed for the 1997 Umbria-
Marche sequence (Miller et al. 2004; Chiarabba et al. 2009), and also through multiple 
flow episodes as rupture sequences migrated through the fault system with time. 
Alternatively, it could also indicate that the DAB Fault was often significantly above 
the percolation threshold, possibly as a result o f large-magnitude mainshock ruptures, 
and thus fluid flux was relatively broadly distributed. This alternative hypothesis could 
in part explain the lack of mineralisation localised on first order fault systems (e.g., Cox 
1999), however, testing of this hypothesis would require significant additional work that 
is beyond the scope of this thesis. 
Even with the relatively widespread distribution of '^O-depleted vein calcite, 
variations between sampling transects do highlight some structural features as more 
likely to host low-8'^O vein calcite. In particular, some steeply dipping segment 
boundaries tend to host vein calcite with lower S'^O compositions than adjacent planar 
segments, particularly during the normal slip phase of fault evolution. Based on reactive 
transport modelling o f S'^O compositions in vein calcite the estimated maximum TIFF 
on the DAB Fault is lO'mol/cm^; this was localised at the termination o f one of the 
major strands of the DAB Faults. All other localities on the DAB Fault with modelled 
TIFF >50,000mol/cm^ are also localised at segment boundaries. However, there are also 
a number of segment boundaries on the DAB Fault which are very similar to these 
examples in terms of style and vein density that have significantly lower TIFF. Reactive 
transport modelling also indicates that the differences in estimated TIFF between planar 
fault segments and segment boundaries are typically less than an order of magnitude. 
This demonstrates that the generation of a high permeability (i.e., high vein density) site 
need not equate to a high fluid flux site. High permeability sites need to connect to fluid 
reservoirs to become high fluid flux sites and thus spatial and temporal variations in 3D 
connectivity between discontinuous high-permeability features (e.g., segment 
boundaries) is probably the first-order control on the along-strike distribution of high 
TIFF. 
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Fluid-buffered vein compositions, and hence high fluid flux, tend to be more widely 
distributed along the DAB Fault during the sinistral phase of activity than during the 
normal phase. The reason for this remains unclear. Interestingly, no significant 
difference in TIFF was identified between dilational and contractional jogs during 
sinistral slip. This indicates that even if there is an inherent difference in permeability 
between dilational and contractional jogs, in high-pore-fluid factor environments it is 
not a first-order control on fluid flux. 
The low-displacement fault network formed adjacent to the DAB Fault, represented 
in this study by the HAS network, also contains a significant number o f '^O-depleted 
vein calcite samples. Faults with strike lengths as short as 100m host '^0-depleted vein 
calcite, indicating that even though connectivity is not apparent in 2D, most faults in 
this network have been connected to the external reservoir at least transiently. The 
lengths of faults in the HAS network also indicate that, individually, none are likely to 
have penetrated into the external fluid reservoir. However, the lack of any relationship 
between distance from the DAB Fault and the minimum S"*© compositions of vein 
calcite also indicates that fluid did not simply flow into the HAS network from adjacent 
parts of the DAB Fault. This suggests that hydraulic connectivity to the external fluid 
reservoir is the result o f complex 3D linkage between multiple faults within the low-
displacement network. Such complex pathways suggest longer path lengths than on the 
DAB Fault, yet the maximum TIFF estimate in the HAS network is lO'moI/cm^, an 
order of magnitude greater than on the DAB Fault. Possible factors contributing to this 
higher TIFF include: 
1. The HAS network typically fractured a greater volume of the external 
reservoir than the DAB Fault and thus had hydraulic connectivity to a larger 
volume of fluids per flow episode; 
2. A combination of complex 3D connectivity and low strain (keeping the 
network only just above the percolation threshold) produced a system with 
much more localised (i.e., concentrated) flow than the DAB Fault. 
In a seismic context, it is considered likely that most o f the displacement on the 
DAB Fault accumulated via a large number o f mainshock ruptures; however, the 
presence/extent of any aftershock or injection-driven swarm activity cannot be 
quantified. Importantly, while a mainshock rupture may be triggered by elevated fluid 
pressures, the syn and post-rupture evolution of permeability will differ significantly 
from a simple invasion percolation network. In contrast, it is considered possible that 
the HAS network grew initially as a part of an aftershock network related to mainshock 
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rupturing on the DAB Fault. However, once this network of small faults breached the 
external fluid reservoir, then migrating high-pressure fluids could self-generate 
permeability. Therefore, the evolution o f connectivity in this network may have been 
closer to that of an invasion percolation network. 
The late tectonic (Stage 3) Helvetic Fault network hosts vein calcite with S'^O 
compositions more than 10%o lower than local host rock. Some of these strongly '^O-
depleted samples occur more than 1 km above the base of the Helvetic nappes, 
indicating significant fluid transport distances from the deeper external fluid reservoir. 
The limited spatial extent o f faults and apparent lack of 2D geometric connectivity 
indicate that 3D hydraulic connectivity - both at the network scale and at the outcrop 
scale - was very complex. Importantly, however, there is no large-displacement, late-
tectonic fault spatially associated with these strongly '^'O-depleted fault networks, 
indicating that they did not evolve through repeated mainshock-aftershock sequences. 
Instead, the large transport distances relative to the size o f individual faults and 
evidence for near-lithostatic Pf may indicate that this network has predominantly 
evolved as an invasion percolation network, possibly through repeated injection-driven 
swarm sequences. 
The estimated TIFF for the Solalex network (part of the Helvetic fault network) is 
500mol/cm^, significantly less than the TIFF estimates for much of the DAB Fault and 
HAS network. Low TIFF is consistent with most Stage 3 hydrothermal calcite from the 
Helvetic fault network having S'^O compositions within the host rock-field. However, 
the influence of longer path lengths due to increased tortuosity or the possibility that 
parts o f the network were not connected to the external fluid reservoir cannot be 
excluded. 
Overall, there are two major themes that have recurred throughout this study. 
Firstly, seismic failure in both o f these systems was dominantly fluid-driven, so 
although stress regimes controlled the geometry and kinematics o f fracture growth, 
elevated pore fluid factors played the key role in generating fracture-controlled fluid 
pathways. Fluid-driven failure has the potential to create connected networks of 
fractures that allow rapid transport o f large fluid volumes over significant distances. As 
such, fluid driven-failure may be an important process for breaching overpressured fluid 
reservoirs and facilitating the escape of fluids to shallower crustal levels. The hydraulic 
connectivity o f fracture networks created by predominantly fluid-driven failure is also 
potentially significantly different from that o f networks created by largely stress-driven 
failure. This should be an area of ongoing research. 
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The second key theme is the variabihty and complexity o f fluid flux distribution in 
4D. Not only is permeability and connectivity to the reservoir likely to be very 
heterogeneously developed during one rupture sequence: the locus of permeability 
enhancement and high fluid flux likely changes through successive rupture sequences 
and on larger timescales, during the progressive evolution o f the fault system. During a 
single flow episode, high fluid flux is interpreted to localise along complex paths that 
link features such as discontinuous segment boundaries and other extension fracture 
arrays formed in a variety of pre-rupture, syn-rupture and post-rupture damage regimes. 
Additionally, fluid-driven fracture generation in response to propagation of fluid 
pressure fronts can modulate the distribution o f fracture permeability, driving the 
formation of connected pathways between the overpressured reservoir, zones of high 
fracture damage, and downstream fluid outlets. Importantly, this study has shown that 
prediction of the locations of high fluid flux sites in fault-fracture networks, based on 
surface exposures alone, is difficult and does not necessarily adhere to any particular 
paradigm currently used in mineral exploration or related fields. 
In summary, the DAB fault system provides a spectacularly exposed example o f a 
vein-rich, high fluid flux fault network that is developed on a scale much larger than 
most fault-related hydrothermal ore systems. In addition, the associated HAS network 
highlights the potential for complexly linked, low-displacement fault networks to 
develop spatially related but potentially separate flow systems that can locally host 
extremely large TIFFs. The arrays of small faults in the Helvetic nappes also illustrate 
how very immature, and seemingly poorly interconnected fault networks, can 
effectively breach and drain overpressured fluid reservoirs. 
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Appendices 
Note: 
Oman Appendices: all coordinates are in UTM, Zone 40N: WGS84. 
Switzerland Appendix: all coordinates are in the Swiss national system: CHI903. 
1 Oman Calcite Stable Isotope Data 
2 Oman Quartz Stable Isotope Data 
3 Switzerland Calcite Stable Isotope Data 

1 Oman Calcite Stable Isotope Data 
All coordinates are in UTM, Zone 40N; WGS84. 
Sample ID Easting North ing t , "C(PDB) 6 " 0 ( S M 0 W ) Sample Type Dip Dip Direct ion 
053-0a 534718 2562258 4.33 26.80 Extension Vein 63 61 
054-0a-alt 534596 2562279 -0.06 22.22 Fault Vein 
054-0a-vn 534596 2562279 2.30 22.71 Fault Vein -
055-0a 534493 2562301 3.86 25.76 Fault Vein 90 185 
055-0b 534503 2562301 2.80 26.25 Extension Vein 75 10 
055-OC 534493 2562301 2.87 27.65 Extension Vein 87 165 
056-Oa 534462 2562390 1.54 27.17 Host Rock -
057-0a 534145 2562312 1.83 27.41 Extension Vein 57 30 
057-0b 534145 2562312 2.91 27.88 Extension Vein 80 14 
057-OC 534145 2562301 1.87 27.75 Extension Vein 80 30 
057-0cl-(grgrey 534145 2562301 2.97 27.57 Extension Vein 75 37 
057-0d-xwhite 534145 2562301 1.99 27.30 Extension Vein 75 37 
058-Oa 534278 2562334 3.93 26.83 Fault Vein 
058-Ob 534278 2562334 3.03 26.78 Fault Vein 
059-0a-(gr 534278 2562323 3.73 27.32 Extension Vein 72 42 
OSS-Oa-xwhite 534278 2562323 3.48 27.43 Extension Vein 72 42 
060-0a 534258 2562113 4.12 26.95 Fault Vein 66 38 
OS1-Oa 534402 2562035 3.80 27.63 Fault Vein 
068-0a 528548 2563713 2.07 27.40 Fault Vein 75 1 
068-0b 52S548 2563713 2.01 26.83 Extension Vein 
069-0a 52S548 2563713 2.33 26.75 Extension Vein 75 2 
069-0b 526548 2563713 1.93 25.51 Extension Vein 76 52 
070-0a 526558 2563702 2.17 27.50 Extension Vein 59 62 
070-0b-1 526558 2563691 2.31 27.43 Extension Vein 78 34 
070-Ob-2 526558 2563691 2.43 27.71 Extension Vein 78 34 
071-Oa 526558 2563680 2.31 21.85 Extension Vein 
071-Ob 526558 2563680 2.C1 17.45 Fault Vein 72 176 
072-0a 52S568 2563680 2.13 24.38 Fault Vein 72 176 
073-0a 526558 2563647 2.44 27.05 Host Rock -
074-0a-1 526640 2563680 1.67 26.07 Extension Vein 62 26 
C74-Oa-2 526640 2563680 1.70 26.22 Extension Vein 62 26 
C74-Oa-eai1y 526640 2563680 1.62 26.50 Extension Vein 62 26 
074-0a-late 526640 2563680 1.76 16.10 Extension Vein 75 110 
074-0a-middle 526640 2563680 1.63 26.14 Extension Vein 66 176 
075-0a 526640 2563680 1.73 25.73 Extension Vein 90 175 
076-Oa-early 526640 2563680 1.58 25.78 Extension Vein 90 187 
076-0a-late 526640 2563680 1.67 16.04 Extension Vein 65 125 
077-0a 526640 2563691 2.23 22.63 Fault Vein 80 0 
078-0a 526650 2563691 2.05 27.80 Extension Vein 58 352 
078-0b-grey 526650 2563702 2.20 27.91 Extension Vein 58 182 
078-0b-infill 526650 2563702 2.98 28.86 Extension Vein 58 182 
078-0b-whlte 526650 2563702 2.17 27.63 Extension Vein 58 182 
079-0a 526937 2563592 1.97 27.22 Extension Vein -
080-0a 526937 2563592 2.05 25 95 Fault Vein 86 196 
080-0b 526947 2563592 2.CO 26.14 Extension Vein -
081-Oa 526937 2563592 1.93 21.34 Extension Vein 71 358 
082-0a-early 526947 2563603 2.32 25.42 En Echelon Vein 57 302 
082-0a-late 526947 2563603 2.16 18.25 En Echelon Vein 57 302 
082-0a-middle 526947 2563603 2.13 18.43 En Echelon Vein 57 302 
082-0b-late 526947 2563603 2.07 18.38 Extension Vein 73 32 
082-0b-main 526947 2563603 2.21 23.49 Extension Vein 78 324 
083-0a 526947 2563614 2.29 26.31 Extension Vein 64 4 
084-0a 526947 2563625 2.31 23.18 Extension Vein 89 186 
085-0a 526937 2563670 2.11 26.82 Extension Vein -
086-0a 526937 2563681 2.11 26.92 Extension Vein 35 330 
087-0a 526937 2563658 2.20 25.79 Extension Vein 33 355 
272 Appendices 
Sample ID Easting Northing S"C(PDB) 6 "CKSMOW) Sample Type Dip Dip Direction 
090-0a 529722 2562977 2.20 25.54 Fault Vein 
091-Oa 529425 2563099 2.93 27.81 Host Rock -
092-0a 529425 2563121 2.47 20.35 En Echelon Vein 55 312 
093-0a-vn 529425 2563121 2.06 24.48 Extension Vein 38 2 
093-0b 529435 2563121 1.97 18.67 Extension Vein 86 185 
094-0a 529435 2563121 2.31 22.82 Extension Vein 87 196 
094-0b 529425 2563121 2.40 24.11 Extension Vein 80 14 
095-0a 529425 2563121 2.11 24.00 Fault Vein 80 200 
095-0b-1 529425 2563121 2.03 23.40 Extension Vein 83 20 
095-Ob-3 529425 2563121 1.95 21.76 Extension Vein 83 20 
095-0b-main 529425 2563121 2.06 23.25 Extension Vein 83 20 
O9s-Oa 529425 2563121 2.14 21.84 Fault Vein 85 5 
097-0a 529415 2563132 1.52 28.57 Extension Vein 80 44 
098-Oa 529415 2563143 1.29 23.03 Extension Vein 
099-0a-xgreyfgr 529271 2563120 2.52 27.29 Fault Vein 82 187 
099-0a-xwhrte 529271 2563120 2.25 21.84 FaultVein 82 187 
lOO-Oa-late 529271 2563132 1 74 16.16 FaultVein 89 182 
100-0a-maln 529271 2563132 1.58 18.57 FaultVein 89 182 
100-0b 529271 2563132 1.76 20.13 Extension Vein 75 36 
101-0a 529271 2563143 2.33 22.67 Extension Vein 45 311 
102-0a-late 529271 2563154 2.31 24.36 Extension Vein 85 21 
102-0a-main 529271 2563154 2.17 26.42 Extension Vein 85 21 
103-0a 529271 2563165 2.11 25.00 Extension Vein 65 348 
104-0a 529271 2563165 1.39 23.80 Extension Vein -
104-0b 529271 2563165 1.75 26.72 Extension Vein 
105-0a 529271 2563165 1.71 26.05 Extension Vein 66 8 
106-0a 529282 2563187 1.96 28.36 Host Rock 
106-0a-main 529282 2563187 2.36 25.86 Host Rock 
107-0a-clear 529865 2562945 1 99 25.54 Fault Vein 70 140 
107-0a-white 529865 2562945 2.46 23.24 FaultVein 70 140 
108-Oa 529876 2562956 1.95 24.05 FaultVein 85 322 
109-0a 529876 2562967 2.03 25.77 FaultVein 78 327 
109-0b 529876 2562967 2.24 23.17 Extension Vein 80 97 
110-0a 529886 2562978 2.15 24,69 FaultVein 65 342 
110-0b 529886 2562978 1.90 26.02 Extension Vein 46 351 
111-Oa 529886 2562989 2.08 24.96 Extension Vein 46 338 
112-Oa 529896 2563000 2.54 26.93 Extension Vein 50 303 
113-Oa 529886 2563011 2.26 24.59 Extension Vein 80 10 
114-Oa 529886 2563022 1.82 26.16 Extension Vein 77 5 
115-Oa 529896 2563022 1.67 24.21 Extension Vein 60 353 
116-Oa 529896 2563055 1.54 23.83 Extension Vein 47 336 
118-Oa 531513 2562981 1.22 28.27 Extension Vein 
121-Oa-clast 531810 2562838 3.41 27.70 FaultVein 58 352 
121-Oa-matrix 531810 2562838 3.38 27.63 FaultVein 58 352 
121-Ob 531810 2562838 3.27 27.10 Extension Vein 78 209 
122-Oa 531810 2562849 3.23 25.29 FaultVein 34 333 
123-Oa 531810 2562860 2.74 25.45 Extension Vein 
123-Ob-grey 531810 2562860 2.66 24.61 Extension Vein 48 355 
123-Ob-white 531810 2562860 2.46 20.34 Extension Vein 48 355 
124-Oa-1 531810 2562860 0.60 20.80 Extension Vein 
124-Oa-2 531810 2562860 0.79 18,84 Extension Vein 
124-Oa-3 531810 2562860 1.41 15.11 Extension Vein 
125-Oa 531810 2562871 1 54 15.77 FaultVein 73 186 
126-Oa 531810 2562871 1.83 23.78 Extension Vein 50 310 
127-Oa 531800 2562882 1.71 27.22 Extension Vein 84 19 
128-Oa 521675 2564879 1.73 27.40 En Echelon Vein 63 358 
273 Reactive Transport and Fluid Pathways in Fracture-Controlled Flow Systems 
Sample ID Easting Northing 6"C(PDB) S"0(SM0W) Sample Type Dip Dip Direction 
128-Ob-gr 521675 2564879 1.57 27.70 Extension Vein -
128-Ob-wh 521675 2564879 1 58 27.44 Extension Vein -
129-Oa-1 521644 2564857 1.61 27 66 En Echelon Vein 70 357 
129-Oa-2 521644 2564857 1 63 27 80 En Echelon Vein 70 357 
129-Oa-3 521644 2564857 1.56 27.59 En Echelon Vein 70 357 
129-Oa-4 521644 2564857 1.59 27.66 En Echelon Vein 70 357 
130-0a-clast 521644 2564301 1.73 27.55 Extension Vein 73 11 
130-0a-matrix 521644 2564801 1.75 27.51 Extension Vein 73 11 
131-Oa 521624 2564724 2 37 26 89 Extension Vein 84 176 
132-Oa 521573 2564602 2.81 27 66 Extension Vein 70 35 
133-Oa-latexcut 521563 2564591 3.02 24 42 Fault Vein 54 194 
133-Oa-llnorx 521563 2564591 2.00 22.21 Fault Vein 54 194 
133-Oa-main 521563 2564591 3.30 27.61 Fault Vein 54 194 
134-Oa-bxmatrix 521553 2564580 1.30 21.87 Fault Vein 82 352 
134-Oa-dasf4 521563 2564580 1.21 21 69 Fault Vein 82 352 
134-Oa-xwhite2 521563 2564580 1 94 22 73 Fault Vein 82 352 
134-Ob 521563 2564580 200 22 24 Extension Vein 78 16 
135-Oa 521552 2564569 1.87 23.35 Fault Vein 42 342 
136-Oa 521552 2564557 1.59 23.76 Fault Vein 80 188 
137-Oa 521552 2564557 1.83 24.76 Fault Vein 40 348 
138-Oa 521552 2564546 1.38 20.87 Fault Vein 83 190 
138-Ob 521552 2564546 1 50 20.33 En Echelon Vein 78 346 
139-Oa 521552 2564546 1 62 25 52 Extension Vein 70 207 
140-0a 521542 2564524 1.56 24 64 Extension Vein 80 348 
141-Oa 521542 2564513 1.77 24.33 Fault Vein 90 4 
143-Oa 534514 2566752 2.28 19.45 Fault Vein 47 262 
144-Oa 534626 2566796 5.10 19.70 Extension Vein 
144-Oa-longx 534626 2566796 4.28 18.51 Extension Vein -
144-Oa-shor1x 534626 2566796 2.93 18 50 Extension Vein 
145-Oa 534831 2566752 0.70 21 42 FauHVein 
146-Oa 535262 2565934 402 24 30 Extension Vein 83 60 
146-Ob 535252 2565945 4.87 26 95 Fault Vein 80 225 
147-Oa 535794 2566268 3.82 18.33 Float (Vein) -
148-Oa 535579 2566179 0.21 17.63 Extension Vein -
148-Ob 532212 2566459 1.46 21.74 Extension Vein -
149-Oa 532202 2566459 -3 67 18.27 Fault Vein 50 15 
150-0a 531905 2566624 3.40 24.21 Fault Vein 38 336 
151-Oa 531915 2566702 -2 82 17.40 Fault Vein 72 178 
152-Oa-fgrgrey 531823 2566679 4.04 24.08 Fault Vein 70 207 
152-Oa-xwhite 531823 2566679 5.01 24.79 Fault Vein 70 207 
152-Ob 531812 2566679 1.95 16.86 Extension Vein 85 15 
153-Oa 531792 2566723 484 27 05 Host Rock 
158-Oa-1 547418 2576042 -726 16 82 Fault Vein 75 192 
158-Oa-2 547418 2576042 -6 88 16.14 Fault Vein 75 192 
158-Oa-3 547418 2576042 -7.46 17.04 Fault Vein 75 192 
158-Oa-4 547418 2576042 -7.28 17 30 Fault Vein 75 192 
158-Oa-5 547418 2576042 -7.21 16 66 Fault Vein 75 192 
158-Oa-6 547418 2576042 -7.07 15.88 Fault Vein 75 192 
158-Oa-7 547418 2576042 -7.43 16 00 Fault Vein 75 192 
158-Oa-8 547418 2576042 -702 16 05 Fault Vein 75 192 
158-Ob 547418 2576042 -6 35 17.72 Fault Vein 75 192 
158-Oc 547418 2576042 3.02 23.47 Extension Vein 90 190 
158-Od 547418 2576042 3.40 17.08 Extension Vein 
159-Oa 547418 2576087 5.25 31.38 Host Rock 
1S1-0a 549036 2578306 2 34 28 40 FauHVein 36 52 
162-Oa 532138 2562894 1.37 27.85 Extension Vein 43 212 
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162-Ob 532138 2562894 1.42 28.04 Extension Vein 15 218 
163-Oa 532046 2562805 3.34 27.17 Fault Vein 68 34 
164-Oa 532066 2562827 2.81 26.65 Fault Vein 75 188 
165-Oa-late 532056 2562827 -1.28 19.47 Fault Vein -
165-Oa-late1 532056 2562827 2.24 27.23 Fault Vein -
165-Oa-main 532056 2562827 2.20 26.95 Fault Vein -
166-Oa-late 532066 2562838 2.29 20.33 Extension Vein 72 6 
167-Oa 532056 2562838 2.15 26.32 Fault Vein 66 180 
168-Oa 532046 2562849 1.97 24.44 Extension Vein 87 4 
169-Oa 532056 2562860 1.71 25.26 Extension Vein 80 190 
170-0a 532066 2562872 1.57 24.58 Extension Vein 23 168 
171-Oa 532056 2562872 2.14 26.61 Fault Vein 63 6 
172-Oa-1 532056 2562872 2.54 25.51 Extension Vein 72 316 
172-Oa-2 532056 2562872 2.41 25.41 Extension Vein 72 316 
172-Ob-gr 532046 2562872 2.55 27.11 Extension Vein 67 21 
172-Ob-wh 532046 2562872 256 27.09 Extension Vein 67 21 
173-Oa 532046 2562905 268 24 71 Extension Vein 73 346 
174-Oa 532035 2562927 2.01 25.28 Extension Vein 61 6 
175-Oa 532046 2562938 2.17 26.11 Fault Vein 74 10 
176-Oa 532035 2562982 1.73 27.80 Host Rock -
177-Oa 531872 2562871 1.37 28.04 Extension Vein -
177-Ob 531872 2562871 1.33 25.35 Extension Vein 
177-Oc 531872 2562871 1.41 28.07 Extension Vein -
178-Oa 531882 2562860 1.60 25.71 Fault Vein 67 140 
178-Ob 531882 2562860 1.43 25.39 Fault Vein 
178-Oc 531872 2562849 1.86 25.22 Fault Vein -
178-Od-cgr 531872 2562860 1.97 25.65 Fault Vein 
178-Od-latelim 531872 2562860 -4.32 18.76 Fault Vein -
178-Od-main 531872 2562860 2.06 25.56 Fault Vein -
179-Oa 514653 2565933 2.39 23.61 Host Rock -
179-Ob 514653 2565933 2.14 23.82 Host Rock -
180-0a 514653 2565955 1.01 23.73 Extension Vein 87 158 
181-Oa 514449 2565844 2.14 23.11 Host Rock -
182-Oa 526735 2562197 1.71 27.26 Fault Vein 84 182 
183-Oa 526807 2562197 1.70 26.63 Fault Vein _ 
183-Ob-cgr 526807 2562186 1.91 21.32 Extension Vein 86 132 
183-Ob-fgr 526807 2562186 1.51 16.17 Extension Vein 86 132 
183-Oc-late 526807 2562186 -2.43 17.86 Extension Vein 
183-Oc-main 526807 2562186 2.58 24.13 Extension Vein 
184-Oa 526878 2562186 285 26.26 Fault Vein 78 170 
184-Ob 526878 2562186 2.35 24.82 Fault Vein 
185-Oa 526991 2562175 2.90 26.71 Fault Vein 70 348 
186-Oa 527052 2562175 2.55 23.40 Extension Vein -
187-Oa-1 527093 2562197 2.10 21.61 Extension Vein 60 327 
187-Oa-2 527093 2562197 2.53 26.03 Extension Vein 60 327 
188-Oa-ccmatrix 527093 2562175 3.01 27.40 Fault Vein 70 339 
188-Oa-wclast 527093 2562175 2.94 27.09 Fault Vein 70 339 
189-Oa 527144 2562220 2.82 26.53 Extension Vein 
189-Ob-clast 527144 2562220 2.81 27.30 Fault Vein 
189-Ob-matrix 527144 2562220 2.32 26.39 Fault Vein 
190-0a 527114 2562209 2.97 25.92 Fault Vein 70 338 
191-Oa 527083 2562209 2.63 27.38 Fault Vein 60 335 
192-Oa 527011 2562219 2.60 26 91 Fault Vein 70 347 
193-Oa-hembx 527001 2562275 2.31 22 64 Fault Vein 83 15 
193-Oa-xwhite 527001 2562275 1.86 16.54 Fault Vein 83 15 
194-Oa 526950 2562230 2.31 20.20 Fault Vein 82 346 
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195<3a 526919 2562197 2.61 25.64 Fault Vein 68 4 
196-Oa-alt 527329 2562198 2 59 25.47 Fault Vein 69 7 
196-Oa-vn 527329 2562198 2.66 26.64 Fault Vein 69 7 
196-Ob-late 527318 2562187 2.89 18.21 Extension Vein 
196-Ob-mainvn 527318 2562187 3.17 26.92 Extension Vein 83 2 
197-Oa-xgrey 527410 2562176 2.72 26.36 Fault Vein 64 20 
197-Oa-xwhite 527410 2562176 2.67 27 03 Fault Vein 64 20 
198-Oa 527513 2562165 3.00 26.08 Extension Vein -
199-Oa-earlyvn 527605 2562143 2.62 27.31 Extension Vein 78 228 
199-Oa-latevn 527605 2562143 2.99 27.40 Extension Vein 78 228 
200-0a 527779 2562121 2.85 27.54 Fault Vein 83 185 
201-Oa-Halt 527902 2562110 2.71 23.67 Host Rock 80 182 
201-0a-latevn 527902 2562110 3.00 15.45 Fault Vein 80 182 
202-0a 528056 2562078 2.76 27.43 Extension Vein 90 22 
202-0b 528045 2562089 2.66 27.29 Fault Vein 79 1 
203-0a-tgr 528230 2562067 3.07 27 60 Fault Vein -
203-0a-ycgr 528230 2562067 2.82 27 58 Fault Vein -
204-0a 528322 2562067 3.36 26.73 Fault Vein -
204-0b 528322 2562067 2.87 27 15 Extension Vein 73 9 
205-0a 528260 2562277 2.64 27.54 Fault Vein 60 345 
206-0a-ccbx 528250 2562277 2.68 27.38 Fault Vein 45 357 
206-0a-xgreyvn 528250 2562277 2 66 27 34 Fault Vein 45 357 
207-0a 528209 2562277 2.68 27.42 Fault Vein 74 344 
208-0a 528168 2562277 2.75 27.68 Fault Vein 78 178 
209-0a 528117 2562277 2.79 27.73 Fault Vein 60 333 
209-0b 528117 2562277 2.87 27.81 Extension Vein 67 338 
210-0a 528157 2562775 2.99 27.53 Fault Vein 86 187 
211-Oa 528095 2562808 2.68 27.56 Extension Vein 70 1 
211-Ob-cgr 528095 2562808 2.95 27 68 Fault Vein 73 22 
211-Ob-fgr 528095 2562S08 2.89 27.56 Fault Vein 73 22 
212-Oa 528013 2562841 3.07 27.57 Extension Vein 83 5 
213-Oa-cgt 527962 2562808 2.27 27.71 Fault Vein 70 19 
213-Oa-main 527962 2562808 2.33 27.66 Fault Vein 70 19 
214-Oa-gr 527942 2562819 2.44 27.40 Fault Vein 65 19 
214-Oa-wh 527942 2562819 2.26 27 60 Fault Vein 65 19 
215-Oa 527931 2562819 2.93 27.83 Fault Vein 
216-Oa 527931 2562863 2.17 27.67 Fault Vein 57 26 
216-Oa-1 527931 2562863 2.12 27.61 Fault Vein 57 26 
216-Oa-2 527931 2562863 2.20 27,52 Fault Vein 57 26 
216-Oa-3 527931 2562863 2.23 27.74 Fault Vein 57 26 
216-Oa-4 527931 2562863 2.15 27.83 Fault Vein 57 26 
21S-Oa-5 527931 2562863 2.20 27 38 Fault Vein 57 26 
216-Oa-6 527931 2562863 2.73 26 84 Fault Vein 57 26 
216-Oa-7 527931 2562863 2.91 27.15 Fault Vein 57 26 
216-Oa-8 527931 2562863 2.54 27.12 Fault Vein 57 26 
216-Oa-H1 527931 2562863 2.44 27.01 Fault Vein 57 26 
216-Oa-H2 527931 2562863 2.51 27.11 Fault Vein 57 26 
217-Oa 527798 2562907 2.71 27 27 Fault Vein 90 14 
213-Oa 527737 2562907 2.45 26 96 Extension Vein 68 337 
219-Oa 527634 2562951 2.46 27.38 Extension Vein 76 20 
220-0a 527583 2562973 292 27 33 Extension Vein 50 26 
221-Oa-xclear 531542 2563690 -3.96 16.70 Fault Vein 
222-Oa 531594 2563690 1.32 15.29 Fault Vein 65 354 
222-Ob 531594 2563690 1.42 15.88 En Echelon Vein 85 350 
222-Oc 531594 2563690 1.63 15.18 Extension Vein 75 348 
223-Oa 531727 2563690 -4.90 19,09 Fault Vein 45 350 
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224-Oa 531675 2563834 2 00 28 47 Float (Vein) -
225-Oa 531532 2563922 2 15 2813 Fault Vein 83 210 
225-Ob 531532 2563922 2.13 28.21 Extension Vein 78 210 
226-Oa 531563 2563845 1.97 28 24 En Echelon Vein 58 194 
227-Oa 519382 2565230 2.80 25.04 Fault Vein -
229-Oa 519116 2565285 3.07 25 51 Fault Vein 76 190 
230-0a-tnain 518604 2565417 2.77 21.59 Extension Vein -
231-Oa 518921 2565340 2.42 25.73 Fault Vein 
231-Ob 518921 2565340 301 25 57 Fault Vein 76 11 
231-Ob 518921 2565340 3.07 25.57 Fault Vein 76 11 
232-Oa 518870 2565417 3.24 26 65 Fault Vein 82 45 
233-Oa 518348 2565494 2.82 25 67 Fault Vein -
234-Oa 518143 2565516 2 84 17.66 Fault Vein 76 1 
235-Oa 517591 2565681 3.16 27.09 Fault Vein 82 340 
236-Oa 517621 2565637 3.10 26.08 Fault Vein 75 5 
237-Oa-early 517171 2565714 3 02 23 90 Extension Vein 83 316 
237-Oa-late 517171 2565714 2.94 22.60 Extension Vein 83 316 
238-Oa-clast 517345 2565659 2.77 24 57 Fault Vein 74 1 
238-Oa-matrix 517345 2565659 1.76 24.32 Fault Vein 74 1 
239-Oa-cgr 517345 2565670 2.43 25 22 Fault Vein 79 3 
239-Oa-fgr 517345 2565670 2.27 25 06 Fault Vein 79 3 
239-Ob 517345 2565659 1.53 17.13 Extension Vein 88 150 
240-0a 517355 2565670 2.90 16 46 Fault Vein 70 168 
240-0b-msp 517335 2565670 2.03 22.50 Fault Vein 73 7 
240-0b-xcsp 517335 2565670 2.47 17 20 Fault Vein 73 7 
241-Ob-grcl 517345 2565670 2.47 25.71 Fault Vein 73 43 
241-Ob-vn 517345 2565670 2.37 25.98 Fault Vein 73 43 
241-Ob-whcl 517345 2565670 2.30 22.38 Fault Vein 73 43 
242-Oa 517335 2565681 2.99 26.71 Fault Vein 
244-Oa 517345 2565681 301 26 57 Fault Vein 83 4 
245-Oa 517345 2565703 -0.10 17.73 Extension Vein 
245-Ob 517345 2565714 2 10 17.69 Fault Vein 86 10 
246-Oa-bx 517345 2565759 2.39 25.86 Fault Vein 74 10 
246-Oa-vn 517345 2565759 2.48 25 23 Fault Vein 74 10 
247-Oa 517355 2565781 2.46 26 58 Host Rocl< 
248-Oa 517314 2565725 -0.12 16.03 Extension Vein 
249-Oa 517263 2565747 2.94 24 26 Fault Vein 83 353 
250-0a 518317 2565483 2.58 25.78 Fault Vein 85 6 
251-Oa 518317 2565483 2.49 17 28 Extension Vein 75 295 
252-Oa 518317 2565494 2.42 24 89 Fault Vein 72 6 
253-Oa 518317 2565505 302 24.66 Fault Vein 87 1 
253-Ob-1 518317 2565505 3.03 26.04 Extension Vein 
253-Ob-2 518317 2565505 3 02 26 19 Extension Vein 
253-Ob-3 518317 2565505 3.07 25 91 Extension Vein 
253-0b-isolated 518317 2565505 3.32 26.50 Extension Vein 
253-Ob-perp 518317 2565505 2.96 26 31 Extension Vein 
254-Oa 518317 2565505 2.68 25.00 Fault Vein 86 188 
255-Oa 518317 2565516 2 95 26 12 FaultVein 80 27 
257-Oa 513613 2573626 3.10 24 79 FaultVein 63 30 
257-Ob 513613 2573626 3.19 23.30 FaultVein 72 30 
260-0a 513971 2573571 2.37 24 39 FaultVein 74 5 
261-Oa-cc 513971 2573571 1 69 24.14 Extension Vein 87 90 
265-Oa 517284 2573906 1.58 13 35 Extension Vein 73 328 
267-Oa 517233 2573796 2.81 24 42 Extension Vein 59 167 
268-Oa 517172 2573762 2.49 2519 Host Rock 
270-0a-cla3t 527913 2561601 2.73 27.00 Fault Vein 63 27 
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270-0a-vn 527913 2561601 3.52 27 00 Fault Vein 63 27 
271-Oa-clast 527995 2561579 3.30 27.14 Fault Vein 60 10 
271-Oa-matrix 527995 2561579 2.82 26 46 Fault Vein 60 10 
272-Oa 528077 2561568 3.01 26.04 Fault Vein 
272-Ob 528077 2561568 3.20 20.26 Extension Vein -
273-Oa-1 528138 2561546 2.18 23.51 Fault Vein 53 12 
273-Oa-2 528138 2561546 2.87 16.78 Fault Vein 53 12 
273-Oa-3 528138 2561546 2.63 27.04 Fault Vein 53 12 
274-Oa 528179 2561557 2.60 16.52 Fault Vein 55 16 
275-Oa-lateinfl 528292 2561536 4.25 29.34 Fault Vein 80 358 
275-Oa-main 528292 2561536 2.90 26.34 Fault Vein 80 358 
276-Oa 528384 2561514 0.32 16.04 Fault Vein -
276-Ob 528384 2561514 3.19 26.86 Fault Vein 60 2 
276-Oc 528384 2561525 3.45 27.24 Extension Vein 52 12 
277-Oa-fgrgrey 528476 2561503 3.04 27.34 Fault Vein 69 356 
277-Oa-xwhite 528476 2561503 305 27.29 Fault Vein 69 356 
278-Oa 528487 2561503 280 17.37 Fault Vein 81 186 
279-Oa 527920 2563140 2.14 26.74 Fault Vein 74 4 
280-0a 527951 2563140 2.16 26.94 Fault Vein 77 4 
281-Oa 527982 2563140 2.39 25.96 Fault Vein 60 359 
281-Ob 527982 2563140 2.44 26 70 Fault Vein 
282-Oa 527777 2563284 3.15 27.22 Fault Vein -
282-Ob 527777 2563284 2.41 24.14 Fault Vein 84 354 
282-Oc 527777 2563284 2.69 27.12 Extension Vein 78 337 
283-Oa 527715 2563295 3.22 26.37 Fault Vein 68 10 
284-Oa 527623 2563306 2.30 26.99 Fault Vein 77 2 
285-Oa 527572 2563328 2.79 25.36 Fault Vein 78 28 
286-Oa 527470 2563338 2.21 27.02 Fault Vein 73 13 
287-Oa-clast 527358 2562696 260 27.61 Fault Vein 40 46 
287-Oa-matrix 527358 2562696 2.66 27.57 Fault Vein 40 46 
288-Oa-greymatr 527389 2562674 2.92 27.61 Fault Vein 34 40 
288-Oa-xwhclast 527389 2562674 269 27.47 Fault Vein 34 40 
289-Oa 527481 2562597 1.89 27.78 Fault Vein 53 52 
290-0a 527512 2562564 2.67 27.33 Fault Vein 65 32 
291-Oa 534522 2563242 1.32 27.19 Fault Vein 
292-Oa 534870 2563221 2.29 24.34 Extension Vein -
293-Oa-late 534860 2563221 2.14 23.22 Fault Vein 
293-Oa-main 534860 2563221 2.13 24 80 Fault Vein -
295-Oa-main 534798 2563221 2.06 24.77 Fault Vein 77 215 
295-Oa-white 534798 2563221 2.21 24.88 Fault Vein 77 215 
296-Oa 534726 2563232 2 66 24.16 Fault Vein 
296-Ob 534726 2563232 2.77 24.99 Fault Vein -
297-Oa 534686 2563232 239 25.75 Fault Vein 75 186 
298-Oa 534624 2563243 -0.72 19.59 Extension Vein -
299-Oa-1 534593 2563231 3.21 26.19 Extension Vein 87 352 
299-Oa-2 534593 2563231 3.05 25.19 Extension Vein 87 352 
299-Oa-3 534593 2563231 3.23 24.56 Extension Vein 87 352 
299-Ob 534593 2563231 3.28 26.28 Extension Vein 67 46 
300-0a-early 534614 2563232 2.72 21.64 Fault Vein 69 165 
300-0a-late 534614 2563232 2.66 21.33 Fault Vein 69 165 
300-0a-middle 534614 2563232 2.80 19.67 Fault Vein 69 165 
301-Oa-early 534604 2563232 3.15 25.28 Extension Vein 
301-0a-main 534604 2563232 3.06 25.51 Extension Vein 
302-0a 534583 2563243 2.29 27.88 Fault Vein 70 13 
303-0a-cc 542064 2559741 2.99 24.87 Extension Vein 75 26 
303-0b 542064 2559741 2.87 25.22 Fault Vein 73 195 
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303-OC 542064 2559741 3.06 25.08 Extension Vein 90 216 
304-0a-grey 542431 2560362 4.47 26.79 Fault Vein 64 21 
304-0a-xwhite 542431 2560362 4.63 26 93 Fault Vein 64 21 
304-0b-fgr 542431 2560373 3.88 26.70 Fault Vein 68 20 
304-0b-xwhite 542431 2560373 4.43 26.80 Fault Vein 68 20 
304-OC 542431 2560373 4.67 27.02 Extension Vein 88 23 
304-0d 542452 2560385 4.72 26 92 Fault Vein 61 21 
305-0a 540160 2560024 3.68 26.45 Fault Vein 83 217 
306-0a 540078 2560057 3.62 25.94 Fault Vein -
306-0b-early 540067 2560057 3.51 25.43 En Echelon Vein 52 218 
306-0b-late 540067 2560057 3.69 25.42 En Echelon Vein 52 218 
307-0a 521532 2564491 1.60 24 59 Fault Vein 53 35 
308-0a 521512 2564425 1.87 24.66 Fault Vein 53 30 
308-0b-ear!y 521501 2564414 1.95 26.23 Fault Vein 57 50 
308-Ob-late 521501 2564414 1.89 14.98 Fault Vein 
308-OC 521501 2584414 1.89 27 16 Fault Vein 52 35 
309-0a 521715 2564978 1.91 27.81 Host Rock -
310-0a 513623 2573637 2.54 20.00 Fault Vein 80 354 
311-Oa-cc 514428 2565866 -0 53 23,02 Extension Vein 70 54 
320-0a 522621 2564140 3.06 26.81 Extension Vein 50 8 
321-Oa 522626 2564130 3.20 25 76 Fault Vein 59 194 
322-Oa 522623 2564130 3.31 26.45 Fault Vein 83 190 
322-Ob 522621 2564130 3.52 25 37 Fault Vein 80 197 
323-Oa 522625 2564130 3.73 25.49 Extension Vein 
323-Ob 522628 2564130 4.61 25 79 Extension Vein 
324.0a 522624 2564130 4.03 24.53 Extension Vein 57 337 
325-Oa 522624 2564120 4.19 25.40 Extension Vein -
326-Oa 523202 2564060 2.03 27.50 Extension Vein 68 352 
327-Oa 523281 2564000 1.95 27.22 Extension Vein 79 20 
328-Oa 523269 2564000 2.06 27.14 Extension Vein 87 240 
329-Oa 523261 2564000 2.30 26.80 Extension Vein 72 198 
330-0a 523261 2563990 2.05 26 85 Fault Vein 
331-Oa 523257 2563990 2.14 26.81 Fault Vein -
331-Ob 523258 2564000 2.21 26 84 Extension Vein 
332a-0 523267 2563990 5.48 26 89 Host Rock -
332a-05 523267 2563990 5.47 26.70 Host Rock 
332-Oa 523267 2563990 5.69 26,90 Extension Vein 44 322 
333-Oa 523262 2563990 4.20 25.50 Extension Vein 72 35 
334-Oa 524523 2563880 2.40 27,24 Extension Vein 75 14 
335-Oa 524522 2563880 2.57 17,93 En Echelon Vein 80 295 
336-Oa 524527 2563880 2.48 27 18 Extension Vein 77 30 
337-Oa 524520 2563880 2.73 27,15 Fault Vein 70 200 
338-Oa 524512 2563880 2.42 24 63 Extension Vein 83 40 
339-Oa 524522 2563870 2.30 25,72 Extension Vein 60 60 
340-0a 524517 2563870 2.32 26,82 Fault Vein 77 294 
341-Oa 524507 2563860 2 29 26 42 Extension Vein 88 206 
342-Oa 524516 2563860 2.52 25,25 En Echelon Vein 85 348 
343-Oa 524526 2563840 238 25,80 Extension Vein -
343-0b 524523 2563840 2.25 25,70 Extension Vein 
344-Oa-clast 523763 2563970 1.00 15 34 Fault Vein 79 186 
344-Oa-vn 523763 2563970 -2.47 15,32 Fault Vein 76 128 
344-Ob 523764 2563970 -0.23 14 96 Fault Vein 
344-Oc 523762 2563970 0.84 14,73 Extension Vein 78 130 
345-Oa 523761 2563970 2.45 26,56 Extension Vein 80 5 
346-Oa 523757 2563960 2.61 27,08 Fault Vein 89 350 
347-Oa 523758 2563950 2.47 25,28 Fault Vein 84 10 
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348-Oa 523756 2563970 2.43 27.45 Extension Vein 68 46 
349-Oa 523766 2563950 2.56 26.20 Fault Vein 80 192 
350-0a 518585 2565430 0 5 0 17.01 Fault Vein 55 332 
351-Oa 518583 2565420 2.70 19.57 Extension Vein 74 12 
352-Oa 518588 2565420 2.26 26,41 Fault Vein 80 12 
352-Ob 518585 2565420 1.06 17.21 Undifferentiated Vein 88 1C 
352-Oc 518587 2565420 2.70 25 89 Fault Vein 77 325 
353-Oa 518584 2565430 2.70 25.74 Fault Vein -
354-Oa 518587 2565420 1 72 19.04 Fault Vein 
354-Ob 518585 2565420 1.97 18.12 Fault Vein 90 2 
355-Oa 518570 2565430 2.63 15.44 Extension Vein 
35S-Oa 518581 2565420 2.49 23.79 Extension Vein -
357-Oa 518518 2565400 2.20 26.37 Host Rock -
358-Oa 518324 2565490 2.80 25,09 Extension Vein 80 2 
358-Ob 518321 2565490 3.05 25.47 Extension Vein 67 131 
359-Oa-clast 518331 2565490 -0 25 16 28 Fault Vein 89 186 
359-Oa-matrix 518331 2565490 -1.18 18,76 Fault Vein 89 186 
360-0a-late 518316 2565490 3.07 27.24 Extension Vein 70 325 
360-0a-main 518316 2565490 2 88 26 01 Extension Vein 58 13 
361-Oa 518242 2565470 3.10 26.01 Extension Vein 70 44 
362-Oa 518240 2565480 3.02 25,68 Fault Vein -
363-Oa 518214 2565470 2.80 25,66 Fault Vein 73 22 
364-Oa 518237 2565480 3.10 26 25 Extension Vein 90 45 
365-Oa 518236 2565480 3.21 26,43 Extension Vein 87 37 
366-Oa 518240 2565480 3 0 3 23,33 Undifferentiated Vein 85 345 
367-Oa 518243 2565480 3.25 26,25 Extension Vein 90 45 
368-Oa 518247 2565480 3.00 23,79 Fault Vein 77 341 
369-Oa 518256 2565530 2 6 7 25 91 Extension Vein 87 45 
370-0a 518257 2565530 2.99 24,00 Fault Vein 73 23 
371-Oa 518250 2565530 3.04 25 40 Fault Vein 70 10 
372-Oa 518269 2565530 3.35 26,52 Extension Vein 81 50 
373-Oa 518276 2565540 3.21 26 17 Extension Vein 87 236 
373-0b 518273 2565540 3.28 26,62 Extension Vein 83 44 
374-Oa 525105 2563780 1.75 25 14 Extension Vein 60 75 
374-Ob 525104 2563790 1.76 27,53 Extension Vein 75 24 
375-Oa 525104 2563780 1.97 26,87 Fault Vein 83 200 
375-Ob 525108 2563780 1.93 26,85 Fault Vein 
376-Oa 525111 2563770 1 94 26,66 Extension Vein 49 43 
377-Oa 525101 2563780 1 81 27,06 Extension Vein 58 218 
378-Oa 525107 2563770 2.31 21,94 Extension Vein 64 30 
378-Ob 525104 2563770 2 08 16,80 Extension Vein 78 105 
379-Oa 525102 2563770 2.16 16,36 Extension Vein -
380-0a 525103 2563770 2.67 25,12 Fault Vein 88 209 
381-Oa 525105 2563770 2 87 27,52 Fault Vein 79 42 
382-Oa 525104 2563760 2.62 22,74 En Echelon Vein 90 345 
383-Oa 525159 2563780 1.95 27 27 Fault Vein -
384-Oa-early 525168 2563740 2.00 26,95 Extension Vein 75 46 
384-Oa-late 525168 2563740 1.87 16 47 Extension Vein 83 333 
385-Oa 525167 2563750 1.97 27,57 Fault Vein -
386-Oa 525162 2563740 1.95 27,26 Extension Vein 75 35 
386-Oa-late 525162 2563740 2.06 27,36 Extension Vein 52 310 
387-Oa 525153 2563750 1 94 27 42 Extension Vein 45 342 
388-Oa 525168 2563740 1.89 27 46 Extension Vein 33 0 
389-Oa 525167 2563730 2.06 26.92 Extension Vein 85 200 
390-0a 525154 2563710 2.28 27 28 Host Rock 
391-Oa-late 525644 2563660 2.13 22.61 Extension Vein 80 126 
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391-Oa-main 525S44 2563660 2 02 25.83 Extension Vein 55 27 
392-Oa 525645 2563650 2 11 25.85 Extension Vein 32 20 
393-Oa 525641 2563650 2.02 25.78 Fault Vein - -
393-Ob 525640 2563660 2 22 23 53 Fault Vein 
394-Oa 525646 2563650 2.34 19.57 Extension Vein - -
395-Oa 525657 2563660 2 25 22 63 Extension Vein 57 332 
396-Oa 525637 2563650 2.69 22.45 Fault Vein 81 351 
397-Oa 526049 2563660 2.15 17.42 Extension Vein 88 301 
398-Oa 526046 2563660 2 32 21.50 Fault Vein -
399-Oa 526053 2563650 2.12 19.35 Fault Vein -
400-0a-late 526053 2563650 2 23 18.92 Extension Vein 82 88 
400-0a-main 526053 2563650 2.20 23.80 Extension Vein 80 355 
401-Oa 526051 2563650 2 30 20.78 Extension Vein 58 5 
402-0a 526054 2563640 2.17 25.59 Fault Vein 85 3 
403-0a 526056 2563630 2.49 23.01 Fault Vein 73 340 
404-0a 526044 2563630 2.24 26 58 Undifferentiated Vein 85 311 
405-0a 526041 2563630 2.31 25.46 Fault Vein 86 30 
406-0a 526040 2563620 2 52 22 78 Extension Vein 77 182 
407-0a 526129 2563630 1.93 27.19 Fault Vein 80 185 
407-0b 526128 2563640 211 27 00 Fault Vein -
408-0a 533201 2562580 3,12 27.61 Extension Vein 
409-0a 533201 2562580 3.38 27.40 Fault Vein -
410-0a-late 533221 2562570 3.16 18 83 Fault Vein 83 306 
410-0a-main 533221 2562570 3.46 25.25 Fault Vein 88 201 
411-Oa 533195 2562580 3 65 27 54 Extension Vein 60 354 
412-Oa 533215 2562580 3.30 27.55 Extension Vein 55 58 
413-Oa 533214 256258C 3.64 27.62 Extension Vein 68 353 
414-Oa 533202 2562590 3.56 27,35 Extension Vein 63 324 
414-Ob 533204 2562590 3 18 27 14 Extension Vein 60 76 
415-Oa 533432 2562570 3 88 27 47 En Echelon Vein 63 326 
416-Oa 533433 2562570 381 27,38 En Echelon Vein 60 330 
417-Oa 533492 2562640 3.45 27,59 Fault Vein 67 342 
418-Oa 533502 2562630 3.44 27,38 Fault Vein 83 342 
419-Oa 533711 2562770 324 29,18 Fault Vein 60 52 
420-0a 533860 2562860 3 50 27 55 Fault Vein 73 332 
420-0b 533860 2562850 3.39 27,33 Extension Vein 
421-Oa 533889 2582880 3 08 2713 Fault Vein 70 50 
422-Oa 533889 2562880 3.45 27,66 Extension Vein 77 50 
423-Oa 533903 2562880 336 27 35 En Echelon Vein 75 336 
423-Ob 533904 256288C 3.39 27,58 En Echelon Vein 73 344 
424-Oa 533542 2562870 3 65 26 97 Extension Vein 54 352 
425-Oa 533530 2562870 1.70 27.35 Extension Vein -
426-Oa 533521 2562870 1.40 25 21 Fault Vein 89 178 
427-Oa 533514 2562870 1.17 26 61 Fault Vein 
428-Oa 533538 2562880 2.01 25.09 Extension Vein 
429-Oa 533521 2562880 1 55 25 84 Extension Vein 
430-0a 533520 2562880 1.29 26.10 FauHVein 
431-Oa 533535 2562880 1 80 26 17 Extension Vein 72 349 
432-Oa 533523 2562890 1.29 27 00 Extension Vein 70 19 
432-Ob 533529 2562880 165 26.91 Extension Vein 48 10 
433-Oa 533808 2562990 1 86 26 76 Extension Vein 71 2 
433-Ob 533807 2562990 1.99 26.59 Extension Vein 90 324 
433-Oc-early 533805 2562990 1 93 26 25 Fault Vein 82 174 
433-Oc-late 533805 2562990 2 19 24.70 Fault Vein 82 174 
434-Oa 533809 2562990 2 59 26 54 Fault Vein 
435-Oa-late 533813 2562990 0.10 16.10 Extension Vein 60 298 
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435-Oa-main 533813 2562990 2.13 26.50 Extension Vein -
436-Oa 533810 2563000 1.86 23.93 Fault Vein 90 354 
437-Oa 533811 2563000 1.76 23.70 Extension Vein 53 9 
437-Ob 533812 2563000 -1.77 17.55 En Echelon Vein 60 264 
438-Oa 533809 2563000 1.98 25.69 Extension Vein 47 290 
439-Oa 533809 2563000 2.00 25.39 Extension Vein 35 350 
440-0a 533810 2563000 1.86 19.34 Extension Vein 72 284 
441-Oa 533957 2563120 2.20 26.89 Fault Vein 50 333 
441-Ob 533957 2563120 2.07 26.76 Extension Vein 36 290 
442-Oa 533992 2563130 1.95 26.22 Fault Vein 64 45 
442-0b 533993 2563130 1.84 2621 Extension Vein -
442-Oc 533992 2563130 1.83 25.92 Extension Vein 76 42 
443-Oa 533830 2563270 1.60 26.13 Extension Vein 64 337 
444-Oa 533822 2563260 0.86 17.98 Extension Vein 60 1 
445-Oa 533820 2563260 1.43 25.06 Fault Vein 75 169 
446-Oa 533824 2563270 2.00 17.72 Extension Vein 57 325 
447-Oa 533814 2563260 2.03 25.06 Extension Vein 72 70 
448-Oa 533621 2563270 0.06 17.86 Fault Vein -
449-Oa 533633 2563280 2.09 2489 Extension Vein -
450-0a 533641 2563280 2.10 17.83 Extension Vein 
451-Oa 533291 2563180 1.49 15.51 Fault Vein 76 170 
451-Ob 533288 2563180 1.76 1525 Fault Vein -
452-Oa 533288 2563180 1.95 22.47 Extension Vein 78 336 
453-Oa 533284 2563180 1.95 26.09 Extension Vein 73 173 
454-Oa 542085 2560830 2.94 24.96 En Echelon Vein 48 176 
455-Oa 542083 2560820 3.01 24.82 En Echelon Vein 65 328 
456-Oa 542085 2560830 3.29 24.80 En Echelon Vein 56 324 
457-Oa-orange 542076 2560820 3.13 24.70 En Echelon Vein 80 204 
458-Oa-orange 542079 2560830 2.99 24.49 En Echelon Vein 57 224 
459-Oa 542086 2560820 2.81 24.84 En Echelon Vein 75 176 
460a-0 530237 2566610 0.18 29.43 Host Rock -
460-Oa-WAScata 530237 2566610 -1.50 17.84 Fault Vein 
461-Oa 530584 2566650 1.60 24.07 Extension Vein 75 47 
462-Oa 530712 2566590 0.81 23.13 Extension Vein 65 38 
463-Oa-orange 530499 2566610 0.80 2350 Extension Vein 62 22 
464-Oa 530374 2566650 1.01 2379 Extension Vein 60 51 
465-Oa 530456 2566730 0.71 2375 Extension Vein 82 207 
466-Oa 530430 2566670 0.65 18 88 Fault Vein 54 25 
466-Ob 530422 2566670 -1.22 17.21 Extension Vein 66 25 
468-Oa 531001 2566640 -0.50 17.64 Fault Vein 7 19 
469-Oa 531018 2566660 1.98 24.61 Extension Vein 77 8 
470-0a 530987 2565S20 0.56 22 31 Extension Vein 68 22 
471-Oa 530949 2566620 1.79 2425 Extensbn Vein 73 20 
472-Oa 531518 2566760 2.46 24.23 Extension Vein 80 340 
472-Ob 531513 2566760 1.58 21.45 Extension Vein 76 171 
473b-0 531514 2566760 4.46 21.42 Host Rock -
473b-05 531514 2566760 4.78 21.76 Host Rock -
473b-10 531514 2566760 4.48 22.65 Host Rock 
473b-15 531514 2566760 4.49 22.84 Host Rock 
473-Oa 531516 2566770 2.99 23.49 Extensbn Vein 90 28 
473-Ob 531514 2566760 1.65 16.28 Extension Vein 80 188 
474-Oa 531465 2566800 1.37 21.29 Fault Vein 38 323 
475-Oa 531481 2566830 3.23 21.04 Fault Vein 63 3 
475-Ob 531476 2566850 2.55 24.41 Extensk)n Vein 63 193 
475-Oc 531465 2566840 3.18 25.93 Extensk>n Vein 78 305 
476-Oa 531825 2566690 2.76 24 12 Extensk>n Vein 70 198 
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477-Oa 531823 2566680 3.56 24.73 Fault Vein 63 14 
478-Oa 531822 2566690 3.89 23 66 Fault Vein 78 15 
479-Oa 531822 2566680 3.62 23.22 Extension Vein 83 21 
480-0a 531563 2566890 5.34 21 25 Fault Vein 72 19 
481-Oa 531562 2566890 5.25 21.86 Extension Vein 75 15 
482-Oa 531561 2566890 2.22 17.39 Extension Vein 8 25 
483a-0 531563 2566890 7.10 21.96 Host Rock -
483-Oa 531563 2566890 3.01 15.97 Extension Vein 
484b-0 531562 2566890 6.80 21.67 HostRocl< 
484b-05 531562 2566890 6.72 21.69 Host Rocl< -
484-Oa 531562 2566890 3.85 20.63 Extension Vein 68 75 
484-Ob 531563 2566890 4.72 15.75 Extension Vein 63 142 
485-Oa 531793 2566880 2.72 15.82 En Echeion Vein 75 258 
486b-0 531795 2566880 5.32 18.92 Host Rock 
486b-05 531795 2566880 6.40 18.74 Host Rock -
486b-10 531795 2566880 6.24 18.32 Host Rock -
486b-15 531795 2566880 6.17 18.55 Host Rock -
486-Oa 531795 2566880 1.89 17.14 Extension Vein 85 98 
486-Ob 531789 2566880 -4.51 19.99 Extension Vein 89 268 
487-Oa 531797 2566880 3.18 17.44 Extension Vein 90 330 
488a-0 541772 2560800 2.46 26.68 Host Rock 
438a-05 541772 2560800 2.41 26.74 Host Rock -
488a-10 541772 2560800 2.37 26.78 Host Rock -
488-Oa 541772 2560800 2.78 26.01 Extension Vein 80 351 
489-Oa 541772 2560800 3.53 26.41 Fault Vein 78 192 
490-0a 541768 2560800 3.37 26.69 Fault Vein 90 10 
490-0b 541769 2560800 3.55 26.28 Fault Vein -
491-Oa 541765 2560800 3.38 26.87 Extension Vein 70 27 
491-Ob 541763 2560800 3.03 26.33 Fault Vein 70 352 
492-Oa 541767 2560790 3.96 26.17 Fault Vein 75 176 
492-Ob 541770 2560790 3.97 26.31 Fault Vein 
493-Oa 541766 2560790 3.59 26.11 Extension Vein 82 160 
494-Oa 541768 2560790 3.09 25.45 Extension Vein 75 204 
495-Oa 541764 2560790 4.67 26.10 Extension Vein 72 26 
496-Oa 541764 2560780 3.79 26.18 Extension Vein 72 34 
497-Oa 540809 2561190 2.22 25.74 En Echelon Vein 83 181 
497-Ob 540801 2561200 2 92 25 56 Extension Vein 68 31 
498-Oa 540791 2561190 2.94 25.52 Fault Vein 63 35 
499-Oa 540806 2561210 2.01 25,45 En Echelon Vein 82 181 
499-Ob 540807 2561200 2.92 25.30 En Echelon Vein 82 40 
500-0a 540806 2561230 5.10 27.19 Extension Vein 73 56 
501-Oa 540818 2561230 5.27 26.97 Fault Vein 83 68 
502-0a 540818 2561240 5.02 27.08 Extension Vein 82 40 
5C2-Ob 540813 2561240 5.14 27.17 Extension Vein 70 350 
503-0a 540824 2561260 4.16 26.40 Extension Vein 84 120 
503-0b 540821 2561260 4.44 26.67 Extension Vein 87 10 
504-0a 539771 2562050 4.69 26.08 Extension Vein 77 48 
504-0b 539773 2562050 4.44 26.32 Extension Vein 68 2 
505-0a 539773 2562050 4.72 26.27 Extension Vein 70 74 
506-0a 539769 2562050 4.80 25.95 Fault Vein 
507-0a 539768 25620S0 4.63 26,51 Fault Vein 55 40 
508-0a 539769 2562050 4.17 26.57 Extension Vein 43 85 
509-0a 539767 2562050 4.26 26.24 Fault Vein -
510-0a 5397SS 2562040 3.04 25.02 Extension Vein 75 87 
510-0b 539761 2562040 3.02 26 04 Extension Vein 70 40 
510-OC 539768 2562060 3.00 25 47 Extension Vein 71 16 
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511-Oa-late 539392 2562240 2.79 20.01 Extension Vein -
511-Oa-main 539392 2562240 3.13 25.61 Extension Vein 
512-Oa 539407 2562260 1.98 25.02 Extension Vein 82 281 
513-Oa 539411 2562270 1.67 25.53 Extension Vein 88 322 
514-Oa 539407 2562270 1.83 25.40 Extension Vein 70 48 
515-Oa 539405 2562270 1.93 25.23 En Echelon Vein 67 33 
51S-0a 539425 2562260 2.90 25.33 En Echelon Vein 50 18 
517-Oa 539424 2562270 2.84 25.92 Extension Vein 73 300 
518-Oa 539442 2562250 3.39 25.79 Extension Vein 65 335 
519-Oa 539435 2562250 2.57 26.28 Extension Vein 53 75 
S20-0a 539263 2562310 1.77 26.64 Extension Vein 87 181 
520-0b 539261 2562300 1.80 26.67 Extension Vein 83 203 
521-Oa 539259 2562300 3.17 25.39 Extension Vein 90 42 
522-Oa 539255 2562300 3.06 25.93 Fault Vein 
523-Oa 539258 2562300 2.79 26.44 Extension Vein 70 1 
524-Oa 539255 2562290 -4.61 18.26 Extension Vein 83 207 
S25-Oa 531551 2563680 -4.89 17.63 Extension Vein 83 14 
526-Oa 531552 2563680 -4.33 19.55 Extension Vein 75 350 
527-Oa 531551 2563680 1.47 27.95 Extension Vein 87 205 
528-Oa 531547 2563690 -4.01 16.57 Extension Vein -
529-Oa 531546 2563690 1.58 28.15 Extension Vein 88 32 
530-0a 531626 2563670 1.38 16.08 En Echelon Vein 83 192 
531-Oa 531626 2563680 1.45 27.94 Extension Vein 84 206 
532-Oa 531622 2563680 1.56 15.39 Extension Vein 76 350 
533-Oa 531623 2563680 1.45 15.76 Extension Vein 53 350 
534-Oa 531616 2563690 1.60 16.10 En Echelon Vein 79 8 
535-Oa 531610 2563690 1.46 15.55 Extension Vein 64 355 
536-Oa 531603 2563690 1.62 14.85 En Echelon Vein 83 183 
S37-Oa 531604 2563690 1.71 14.18 Extension Vein 85 175 
538-Oa 531604 2563690 1.49 27.70 En Echelon Vein 84 196 
539-Oa 526639 2563700 1.73 25.29 Extension Vein 70 359 
539-Ob 526640 2563690 2.11 26.83 Fault Vein 60 44 
539-Oc 526636 2563690 2.08 27.07 Fault Vein 60 338 
S39-Od 526637 2563690 2.10 27.20 Extension Vein 86 3 
539-Oe 526640 2563700 2.12 27.91 Fault Vein 45 65 
540-0a 526635 2563690 1.72 25.78 Fault Vein 73 186 
541-Oa 526639 2563690 0.20 26.05 Extension Vein 
541-Ob 526640 2563690 1.07 25.75 Extension Vein -
542-Oa 526639 2563690 1.68 26.43 Fault Vein 
542-Ob 526640 2S63690 1.75 26.26 Extension Vein 78 356 
543-Oa 526633 2563680 1.81 17.29 En Echelon Vein 72 31 
544-Oa 526641 2563680 1.65 16.21 Extension Vein 73 266 
545-Oa 526948 2563590 2.46 27.40 Fault Vein 76 59 
546-Oa 526945 2563610 2.03 25.21 Fault Vein 84 200 
547-Oa 526943 2563620 2.03 26.83 Extension Vein 84 185 
548-Oa 526941 2563630 1.90 23.88 Fault Vein 80 183 
548-Ob 526943 2563630 1.83 18.60 Extension Vein 55 315 
549-Oa 526942 2563630 1.89 25.64 Extension Vein 78 348 
550a-0 526942 2563630 2.25 24.82 Host Rock 
550a-05 526942 2563630 2.23 25.96 Host Rock 
S50-0a 526942 2563630 2.25 22,88 Extension Vein 85 342 
550-0b 526942 2563630 2.18 20.64 Extension Vein 90 30 
551-Oa 526942 2563640 2.31 26.55 Fault Vein 
5S2-Oa 526941 2563640 2.27 26.70 Extension Vein 67 278 
553-Oa 526944 2563640 0.88 23.17 Fault Vein 57 357 
554-Oa 526939 2563670 2.09 25 39 Extension Vein -
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555-Oa 526939 2563660 2.26 26.16 En Echelon Vein 73 18 
556-Oa 526938 2563660 2,09 23.11 En Echelon Vein 36 334 
557-Oa 526935 2563680 2 09 26 99 Extension Vein 51 4 
558-Oa 528043 2562830 254 27.59 Extension Vein 45 359 
559-Oa 528047 2562830 2.93 27.51 Extension Vein 80 32 
560-0a 528045 2562830 2.72 27.30 Extension Vein 85 64 
561-Oa 528048 2562830 1 61 26.50 En Echelon Vein 80 317 
562-Oa 528051 2562830 277 27.36 Fault Vein -
S63-Oa-early 527006 2562170 251 25.76 Extension Vein 40 346 
563-Oa-late 527006 2562170 021 16.28 Extension Vein 80 290 
564-Oa 527062 2562180 2.61 20.32 Extension Vein 57 50 
564-Ob 527057 2562180 0.04 15.63 Extension Vein 74 308 
S6S-Oa 527055 2562180 281 21.14 Extension Vein 52 324 
565-Ob 527053 2562180 2.62 24.75 Extension Vein 83 63 
566-Oa 527097 2562190 1.72 26.61 Extension Vein 68 1 
566-Ob 527099 2562190 2.60 21.71 Extension Vein 60 318 
566-Oc 527094 2562200 -1 03 15.86 Extension Vein 82 292 
567-Oa 527107 2562210 1 96 27,09 Extension Vein 76 49 
567-Ob 527106 2562210 2 82 22,88 Extension Vein 79 340 
567-Oc 527107 2562210 238 25.70 Extension Vein 77 169 
567-Od 527104 2562210 2.45 26.18 Extension Vein 55 328 
567-Oe 527108 2562210 1.09 15.31 Extension Vein 80 283 
568-Oa 527090 2562220 257 26.17 Fault Vein 85 188 
569-Oa 527093 2562180 315 27.09 Fault Vein 48 336 
570-0a 527036 2562170 252 25.75 Extension Vein 88 1 
570-0b 527038 2562170 2.92 20.20 Extension Vein 90 310 
571-Oa 527055 2562160 2 78 23.74 Extension Vein -
571-Ob 527061 2562150 289 23.11 Extension Vein 
572-Oa 527120 2562220 1 35 15.57 Extension Vein -
572-Ob 527120 2562220 1.23 15.19 Extension Vein -
573-Oa-grey 521564 2564580 1.36 21.70 Fault Vein 84 353 
573-Oa-white 521564 2564580 1 75 21.83 Fault Vein 84 353 
574-Oa 521557 2564570 1 80 20.56 Extension Vein 85 340 
574-Ob 521557 2564570 1 94 25.45 En Echelon Vein 87 330 
575-Oa 521552 2564570 2.17 25.53 Extension Vein 78 357 
575-Ob 521553 2564570 2.00 24.89 Extension Vein 77 281 
576-Oa 521549 2564560 1,41 21.58 Extension Vein 88 192 
577-Oa 521546 2564540 1 62 25.31 Extension Vein 67 354 
578-Oa 521551 2564540 1 84 25.34 Extension Vein 34 356 
580-0a 521551 2564550 1 18 20.93 Fault Vein 83 192 
580-0b 521552 2564550 1,81 18.90 Extension Vein -
581-Oa 528036 2561580 1 90 24.39 Fault Vein 73 6 
582-Oa 528045 2561570 236 23.80 Fault Vein 
583-Oa 528046 2561570 2.36 24.87 Extension Vein 65 20 
584-Oa 528043 2561570 2.91 17.24 Extension Vein 71 275 
585-Oa 528180 2561560 2.74 25.96 Fault Vein 75 12 
586-Oa 527903 2561780 301 27.47 Fault Vein 60 11 
587-Oa 528189 2561560 3 10 26.16 Extension Vein S5 20 
588-Oa 528188 2561550 308 27.17 Extension Vein 67 48 
589-Oa 528198 2561550 -4.10 17.09 Extension Vein 80 332 
590-0a 528227 2561830 3.09 27.72 Fault Vein 77 25 
590-0b 528229 2561830 320 26 92 Fault Vein -
591-Oa 528272 2561810 282 26 89 Extension Vein 83 20 
591-Ob 528274 2561810 2.46 18.15 Extension Vein 68 310 
592-Oa 528366 2561970 2.50 26.91 Fault Vein 76 41 
593-Oa 528349 2561980 2 45 27 68 Extension Vein 63 23 
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593-Ob 528344 2561990 2.45 27.29 Extension Vein 72 43 
594-Oa 528361 2561980 2.93 23.04 Extension Vein 80 20 
595-Oa 528308 2562150 2 82 26 72 Fault Vein 84 22 
596-Oa 528315 2562150 2 53 27.36 Extension Vein 80 189 
596-Ob 528311 2562140 2.65 26.44 Extension Vein 75 22 
597-Oa 528309 2562150 2.63 27.47 Extension Vein 82 27 
598-Oa 528218 2562280 2 59 27 28 Fault Vein 75 348 
599-Oa 528212 2562280 2 60 27 68 Fault Vein 74 2 
600-0a 528215 2562280 2 5 9 24.77 Extension Vein 67 9 
601-Oa 528220 2562280 2 78 27 84 Fault Vein 70 359 
601-Ob 528216 2562280 2 5 7 27.83 Extension Vein 82 48 
602-0a 528199 2562420 2.95 27.26 Fault Vein 70 13 
602-Ob 528201 2562420 2 8 1 26.39 Fault Vein 
603-0a 528200 2562420 2.41 21.19 Extension Vein 68 15 
604-0a 528184 2562530 2.85 25.81 Extension Vein 78 14 
605-0a 528108 2562560 3.09 27.71 Fault Vein 65 5 
606-0a 5279S9 2562570 2 6 8 27.63 Fault Vein 75 12 
607-0a 527957 2562570 2 70 27 63 Fault Vein 
608-0a 526832 2561960 0 23 15 56 Fault Vein 68 306 
608-0b 526828 2561950 1.91 16.17 Fault Vein 89 302 
609-0a 526833 2561950 1.71 16.60 En Echelon Vein 85 307 
610-0a 526744 2562010 3 3 4 27.37 Fault Vein 58 11 
610-0b 526745 2562010 3 3 9 27.62 Fault Vein 
611-Oa 526908 2562310 2 56 27.19 Fault Vein 87 190 
612-Oa 526905 2562310 1.42 24.84 Extension Vein 73 3 
613-Oa 526909 2562310 1.46 25.33 Extension Vein 
614-Oa 526858 2562320 1 66 25.45 Extension Vein 
615-Oa 526895 2562310 2 6 6 27.17 Extension Vein 80 16 
616-Oa 527002 2562450 2 9 3 22.91 Extension Vein 86 355 
617-Oa 527000 2562460 -0.61 15.69 Extension Vein - -
618-Oa 526988 2562460 1.89 16.06 Extension Vein 85 305 
619-Oa 527012 2562460 2.17 16 88 Fault Vein 66 355 
620-0a 527086 2562670 1 90 27.42 Fault Vein 66 55 
620-0b 527086 2562670 2.14 27.47 Extension Vein 72 218 
620-OC 527087 2562670 2.01 27.47 Extension Vein 86 46 
620-0d 527087 2562670 -1.20 15.76 Extension Vein 77 305 
621-Oa 527484 2562600 2 12 27.63 Extension Vein 50 46 
622-Oa 527574 2562540 1 93 22.87 Fault Vein 75 1 
S22-Ob 527574 2562540 2 70 27.00 Fault Vein 75 1 
623-Oa 527572 2562530 2.31 14.45 Extension Vein 
624-Oa 527554 2562540 -0.90 16.84 Extension Vein 80 335 
624-Ob 527556 2562540 2 35 16.55 Extension Vein 86 321 
625-Oa 527476 2562180 2 7 7 26.75 Fault Vein 63 185 
626-Oa 527479 2562170 2 9 8 26.58 Fault Vein 
627-Oa 527473 2562170 3.12 26.22 Fault Vein 
628-Oa 527469 2562170 3.12 26.37 Fault Vein 65 8 
S29-Oa 527475 2562170 2 93 26.55 Extension Vein 83 10 
629-Ob 527470 2562170 3 0 4 22.83 Extension Vein 87 286 
630-0a 527490 2562790 2 4 3 27.65 Fault Vein 85 201 
631-Oa 527486 2562790 2.40 27.60 Extension Vein 80 26 
632-Oa 527489 2562790 2.13 27.25 En Echelon Vein 62 350 
633-Oa 527500 2562790 1 68 24.84 Extension Vein 83 29 
635-Oa 527536 2562850 2 3 9 27.22 Extension Vein 63 352 
635-Ob 527535 2562850 2.25 26.74 Extension Vein 87 351 
636-Oa 527537 2562850 2.01 15.75 Extension Vein 90 294 
537-Oa 527562 2562860 2 70 27.14 Fault Vein 
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Sample ID Easting Northing J 5 " C ( P D B ) S " O ( S M O W ) Sample Type Dip Dip Direction 
638-Oa 528170 2562960 2.11 27.17 Fault Vein 55 6 
S38-Ob 528168 2562960 2.01 26.07 Fault Vein 55 6 
638-Oc 528170 2562960 2 18 26.69 Extension Vein 68 12 
638-Od 528168 2562960 0 5 2 19.78 Extension Vein 82 313 
639-Oa 527925 2562960 2.53 27.02 Extension Vein 62 37 
639-Ob 527924 2562960 2.43 26.52 Extension Vein 83 335 
640-0a 527913 2562960 2 0 7 27.68 Fault Vein 75 38 
641-Oa 527916 2562960 2 6 2 26.22 Extension Vein 77 44 
641-Ob 527917 2562960 2 6 5 27.41 Extension Vein 80 350 
S42-Oa 527920 2562970 2 4 8 27.11 Fault Vein 73 18 
643-Oa 527919 2562980 2.39 25.22 Extension Vein 90 2 
643-Ob 527919 2562980 2 2 2 27.74 Fault Vein 77 37 
644-Oa 536493 2562890 1 33 18.04 Fault Vein 82 310 
S45-Oa 527611 2563100 1 52 23.85 Fault Vein 75 140 
645-Ob 527611 2563110 1.98 21.43 Extension Vein 87 156 
646-Oa 527627 2563110 1.58 17.49 En Echelon Vein 87 324 
647-Oa 527612 2563110 0 66 18.95 Extension Vein 
648-Oa 527598 2563100 1 65 17.94 En Echelon Vein 77 295 
649-Oa 527566 2563220 1 60 20.11 Fault Vein 73 330 
650-0a 527583 2563220 1 61 27.92 Extension Vein 75 33 
651-Oa 527604 2563230 1.73 25.56 Extension Vein 77 306 
652-Oa 527599 2563230 1.49 22.37 Fault Vein 78 318 
553-Oa 527600 2563240 1 52 17.44 Extension Vein 70 326 
S54-Oa 527586 2563320 2 5 6 26.24 Fault Vein 70 14 
655-Oa 527589 2563320 2.59 22.96 Extension Vein 78 359 
655-Ob 527587 2563320 3.04 26.01 Extenston Vein 69 50 
B55-OC 527590 2563320 0 5 8 15.27 Extension Vein 87 330 
856-Oa 527601 2563310 1,48 24.92 Extension Vein 88 190 
S57-Oa 527600 2563400 2 4 5 27.20 Fault Vein 75 32 
657-Ob 527598 2563400 2.28 27.11 Extension Vein 80 48 
657-Oc-l 527603 2563390 2.43 27.32 Fault Vein 87 202 
657-OC-2 527603 2563390 2.46 27.23 Fault Vein 87 202 
558-Oa 527598 2563410 1 19 17.37 Fault Vein 90 18 
658-Ob 527600 2563410 2 3 8 26.72 Extension Vein 73 45 
659a-0 527600 2563420 2.22 19.88 Host Rock 
659-Oa 527600 2563420 0.83 13.68 Fault Vein 80 188 
660-0a 527605 2563420 261 26.71 Fault Vein 85 190 
660-0b 527606 2563420 2 4 8 25.11 Extension Vein 76 190 
661-Oa 527853 2563050 2 0 5 19.67 Fault Vein 79 277 
662-Oa 527855 2563060 2 10 19.46 En Echelon Vein 90 276 
663-Oa 527861 2563020 -3.83 16.25 Extension Vein -
664-Oa 527903 2562110 3 10 26.38 Extension Vein -
665-Oa 527909 2561840 2 8 9 23.00 Extension Vein 90 15 
665-Ob 527909 2561840 2 6 4 22.52 Extension Vein 83 10 
665-Oc 527910 2561840 -0.27 15.69 Extension Vein 75 309 
665-Od 527910 2561840 -2.85 17.55 Extension Vein -
666-Oa 528140 2561750 2 7 3 23.11 Fault Vein 
667-Oa 528406 25S6840 1 89 27.04 Fault Vein 57 190 
667-Ob 528406 2566840 201 26.64 Extension Vein 88 22 
667-Oc 528406 2566840 2.35 24.03 Extension Vein 80 355 
667-Od 528406 2566840 2.28 24.14 Extension Vein 87 350 
667-Oe 528406 2566840 0 6 6 26 86 Fault Vein 70 357 
668-Oa 528729 2567060 1 74 26.90 Fault Vein 62 324 
668-Ob 526729 2567060 1 61 26.45 Fault Vein 75 13 
668-Oc 528729 2567060 2.28 27.40 Host Rock -
668-Od 528729 2567060 1 74 25 03 Extension Vein 85 12 
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Sample ID Easting 1 Morthing 6 " C ( P D B ) 6 " 0 ( S M 0 W ) Sample Type Dip Dip Direct ion 
669-Oa 528468 2566890 1.88 26.01 Fault Vein 47 341 
669-Ob 528468 2566890 1.86 26.30 Extension Vein 76 353 
669-Oc 528468 2566890 1.68 25.61 Extension Vein 78 18 
669-Od 528468 2566890 1.88 27.15 Extension Vein 82 50 
669-Oe 528468 2566890 1.78 22.92 Extension Vein 75 320 
669-Oe-O 528468 2566890 1.54 25.93 Host Rock -
669-Oe-5 528468 2566890 1.32 25.75 Host Rock -
669-Oe-10 528468 2566890 1.45 25.23 Host Rock -
670-0a 528441 2566870 2.47 27.21 Fault Vein 57 348 
670-0b 528441 2566870 1.65 27.46 Extension Vein 75 189 
671-Oa 517335 2565680 2.22 25.91 Extension Vein 70 5 
671-Ob 517335 2565680 2.30 15.54 Extension Vein 75 96 
672-Oa 517337 2565680 2.93 24.99 Extension Vein 90 355 
672-Ob 517335 2565680 3.03 24.29 Extension Vein 45 296 
674-Oa 517330 2565680 2.98 25.91 Extension Vein 82 142 
674-Ob 517331 2565680 1.78 22.98 Extension Vein 87 48 
675-Oa 517353 2565670 2.95 23.92 Extension Vein 85 337 
675-Ob 517351 2565670 1.91 26.32 Extension Vein 78 36 
676-Oa 517346 2565670 2.87 15.69 Extension Vein 84 170 
677-Oa 517350 2565670 2.31 24.58 Fault Vein 75 6 
677-Ob 517352 2565670 2.18 15.46 Extension Vein 84 318 
678-Oa 517324 2565690 2.30 25.73 Extension Vein 90 352 
678-Ob 517323 2565690 2.92 26.79 Fault Vein 90 316 
680-0a 517327 2565690 3.03 26.34 Extension Vein 80 52 
680-0b 517327 2565690 2.86 26.16 Extension Vein 83 10 
681-Oa 517314 2565700 3.02 26.69 Extension Vein 88 186 
681-Ob 517312 2565700 2.02 15.65 Extension Vein 82 309 
682-Oa 517318 2565700 2.39 26.15 Extension Vein 85 359 
e82-Ob 517317 2565700 2.12 25.84 Extension Vein 75 58 
683-Oa 517319 2565710 3.07 25.85 Extension Vein 87 8 
683-Ob 517320 2565710 3.13 26.89 Extension Vein 88 356 
684-Oa 517325 2565730 3.05 26.82 Extension Vein 85 169 
684-Ob 517324 2565720 2.95 24.51 Extension Vein 78 25 
685-Oa 517355 2565650 2.76 24 41 Fault Vein 75 5 
686-Oa 517358 2565680 2.95 27 19 Fault Vein 75 15 
687-Oa 517365 2565700 2.63 20.76 Fault Vein 77 199 
688-Oa 517332 2565730 2.97 20.94 Extension Vein 78 332 
689-Oa 517320 2565740 3.08 26.77 Fault Vein 88 355 
690-0a 517369 2565690 2.80 16.46 Extension Vein 75 19 
690-0b 517372 2565690 2.35 15.76 Extension Vein 86 293 
691-Oa 517371 2565690 2.84 24.03 Extension Vein 82 351 
691-Ob 517366 2565690 2.18 16.01 Extension Vein 
692-Oa 517367 2565690 2.84 24.47 Extension Vein 73 20 
692-Ob 517370 2565690 1.80 16.12 Extension Vein 
693-Oa 517374 2565690 2.92 23.11 Extension Vein 70 183 
693-Ob 517371 2565690 2.84 25.21 Extension Vein 89 200 
695-Oa 517309 2565720 2.14 17.89 Extension Vein 
696-Oa 517311 2565720 0.51 15.53 Extension Vein 86 156 
697-Oa 517305 2565720 -0.32 16.43 Extension Vein 83 132 
700b-0 517215 2565760 2.02 23.76 Host Rock -
700-0a 517204 2565760 1.21 17 91 Fault Vein 73 10 
700-0b 517215 2565760 -0.38 16.85 Extension Vein 80 178 
701-0a 517127 2565790 2.95 24.27 Fault Vein 73 6 
701-Ob 517123 2565790 2.92 24.17 Extension Vein 65 1 
702-0a 517043 2565820 2.76 19.94 Extension Vein 90 336 
703-0a 517034 2565830 3.27 23.76 Fault Vein 68 15 
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Sample ID East ing Nor th ing 6 "C(PDB) 6 "CKSMOW) Sample Type Dip Dip Direct ion 
704-0a 517272 2565740 2.87 22 57 Fault Vein 8 359 
704-0b 517266 2565750 1.06 25.20 Extension Vein 76 52 
705-0a 517268 2565750 3.07 26.32 Extension Vein 77 4 
705-0b 517268 2565750 2.41 25 17 Extension Vein -
706-0a 517268 2565750 3.14 24.90 Extension Vein 80 5 
706-0b 517267 2565750 3.24 25.78 Extension Vein 
707-0a 536245 2561820 3.81 27.27 Fault Vein 85 202 
707-0b 536243 2561820 3.58 25.84 Fault Vein 86 202 
708-0a 536250 2561820 3.63 26.47 Fault Vein 73 46 
708-0b 536252 2561820 3.51 27.07 Extension Vein 83 18 
708-OC 536252 2561820 -3.06 18.03 Extension Vein 75 140 
709-0a 536245 2561830 4.12 26.33 Fault Vein 84 342 
710-0a 536249 2561830 3.51 27.22 Fault Vein 80 234 
711-Oa 536250 2561830 3.04 26.13 Extension Vein 80 230 
712-Oa 536364 2561710 3.44 27.39 Fault Vein 74 57 
713-Oa 536354 2561720 3.61 27.06 Extension Vein 88 26 
714-Oa 536358 2561710 3.80 26.83 Extension Vein 86 20 
715-Oa 536356 2561710 3.71 26.93 Extension Vein 85 68 
716-Oa 536359 2561710 4.94 27.29 Extension Vein 85 164 
717-Oa 536491 2561510 3.44 26.78 Extension Vein 84 50 
718-Oa 536512 2561520 4.34 26 54 Extension Vein 76 39 
71S-0b 536510 2561530 4.36 27 05 Extension Vein 65 354 
719-Oa 536562 2561570 4.60 26.97 Extension Vein 68 52 
720-0a 536581 2561600 4.60 27.05 Extension Vein 72 48 
721-Oa 536586 2561620 4.54 26.86 Extension Vein 67 49 
722-Oa 536606 2561680 3.65 26.87 Fault Vein 73 41 
723-Oa 536647 2561720 4.53 27.15 Extension Vein 85 48 
723-Ob 536646 2562900 1.85 26.00 Extension Vein 85 213 
724-Oa 536645 2562900 1.92 26.38 Fault Vein 70 23 
725-Oa 536639 2562900 1.50 26.08 Extension Vein 65 23 
725-Ob 536633 2562890 2.04 23.89 Extension Vein 90 298 
726-Oa 536631 2562900 1.78 26.03 Extension Vein 77 69 
726-Ob 536634 2562900 1.66 25.92 Extension Vein 60 13 
726-Oc 536630 2562900 1.79 25 88 Extension Vein 77 155 
727-Oa 536624 2562900 1.98 26.72 Extension Vein 79 358 
727-Ob 536623 2562900 1.98 25.53 Extension Vein 82 233 
727-Oc 536621 2562900 2.11 24.64 Extension Vein 53 319 
728-Oa 536642 2562880 3.25 27.09 Fault Vein 72 208 
729-Oa 536641 2562880 3.35 27.44 Fault Vein 86 213 
730-0a 537011 2562910 2.55 27.02 Fault Vein 78 222 
731-Oa 537299 2562980 2.82 26.86 Fault Vein 79 1 
732-Oa 537300 2562980 0.67 20.42 Fault Vein 65 359 
733-Oa 537281 2562990 1.96 16.73 Extension Vein -
734-Oa 537279 2562990 1.85 24.98 Extension Vein 45 218 
734-Ob 537280 2562980 2.04 25.19 Extension Vain 73 15 
735-Oa 537293 2562990 1.93 25.43 Extension Vein 80 7 
735-Ob 537293 2562990 1.93 24.20 Extension Vein 65 57 
736-Oa 537297 2562990 1.79 25.49 Extension Vein 72 356 
736-Ob 537291 2562980 0.33 18.40 Extension Vein 80 273 
737-Oa 537736 2562850 2.49 23.53 Fault Vein 80 238 
738-Oa 537737 2562850 3.27 25.53 Extension Vein 80 337 
739-Oa 537736 2562850 3.36 27.40 Extension Vein 68 51 
740-0a 537739 2562850 2.78 24.29 Extension Vein 67 48 
741-Oa 537741 2562840 2.58 23.64 Extension Vein 85 248 
742-Oa 537751 2562880 2.26 19.54 Extension Vein 
743-Oa 537743 2562880 1.89 18,99 Extension Vein 76 337 
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Sample ID Easting Northing 6 "C(PDB) 5 "O(SMOW) Sample Type Dip Dip Direction 
744-Oa 537737 2562880 2 06 25 59 Extension Vein 67 322 
745-Oa 537739 2562880 2 11 25 22 Extension Vein 63 41 
746-Oa 537723 2562870 2.12 18.27 Extension Vein 72 327 
747-Oa 537719 2562370 1.47 16.41 Extension Vein 73 127 
748-Oa 537722 2562870 1.49 26 12 Extension Vein 70 50 
749-Oa 537724 2562870 1.71 25.31 Extension Vein 86 179 
750-0a 538094 2562750 2.29 24.01 Fault Vein 57 196 
7SO-Ob 538088 2562760 1.98 25 67 Extension Vein 50 56 
750-OC 538094 2562750 2 41 22 97 Extension Vein 85 35 
752-Oa 531815 2562890 -1.43 17.25 Extension Vein 87 126 
752-Ob 531814 255289C 1.59 27.05 Extension Vein 57 340 
753b-0 531817 2562890 1.40 27.37 HostRocl< 
753b-05 531817 2562890 1.44 27.34 HostRoci* 
753b-10 531817 2562890 1.17 26.75 Host Rock 
753b-15 531817 2562890 1 38 26.89 Host Rocl< 
753-Oa 531813 2562890 1 55 27 68 Extension Vein 87 185 
753-Ob 531817 2562890 -0.26 15.01 Extension Vein 89 307 
754-Oa 531812 2562880 1.57 23.40 Extension Vein 70 39 
754-Ob 531812 2562880 0 06 15.51 Extension Vein 78 309 
754-Oc 531814 2562890 1.51 25.92 Extension Vein 73 351 
755-Oa 531820 2562870 1.65 24.92 Extension Vein 80 325 
755-Ob 531820 2562880 1.47 26.87 Extension Vein 87 209 
756-Oa 531820 2562880 1 65 26 20 Extension Vein 90 329 
756-Ob 531818 2562880 1.79 24.80 Extension Vein 90 291 
756-Oc 531819 2562870 1.61 26.66 Extension Vein 26 255 
757-Oa 531821 2562880 1.77 25 79 Extension Vein 73 303 
757-Ob 531817 2562880 1.55 25.79 Extension Vein 78 198 
757-Oc 531812 2562870 2 04 16 78 Extension Vein 52 340 
758-Oa 531815 2562870 1.58 25 98 Extension Vein 83 324 
758-Ob 531817 2562870 1.34 27.50 Extension Vein 88 208 
759-Oa 531818 2552870 1.49 27.51 Extension Vein 75 8 
759-Ob 531815 2562870 1 66 25 98 Extension Vein 90 314 
761-Oa 531810 2562870 -2 86 18 86 Extension Vein 75 290 
761-Ob 531815 2562860 1.61 24.31 Extension Vein 64 256 
761-Oc 531818 2562860 1.61 24.31 Extension Vein 87 234 
762-Oa 531820 2562860 -2 90 16 08 Extension Vein 65 301 
762-Ob 531822 2562860 2.01 24.75 Extension Vein 78 24 
763-Oa 531819 2562860 -2.98 18.01 Extension Vein 52 286 
763-Ob 531816 2562860 1.36 19 08 Extension Vein 60 316 
764-Oa 531812 2562870 1.91 25.95 Extension Vein 60 292 
764-Ob 531814 2562870 1.78 25.96 Extension Vein 78 30 
765-Oa 531813 2562870 1 95 26 14 Extension Vein 90 305 
765-Ob 531813 2562870 1 89 25.77 Extension Vein 58 14 
766-Oa 531812 2562870 1.90 25.48 Extension Vein 62 332 
766-Ob 531810 2562870 1 60 26 28 Extension Vein 69 30 
767-Oa 531821 2562870 2 13 24 17 Extension Vein 80 97 
767-Ob 531819 2562870 2 13 25.61 Extension Vein 55 359 
768-Oa 531795 2562880 2.15 25.93 Extension Vein 78 290 
768-Ob 531796 2562890 2.11 26.14 Extension Vein 81 40 
769-Oa 531796 2562890 2.16 26 46 Extension Vein 62 231 
769-Ob 531792 2562900 2.06 24.54 Extension Vein 65 353 
770-0a 531818 2562880 1.36 27 32 Extension Vein 83 29 
770-0b 531818 2562880 1.53 25 59 Extension Vein 88 130 
771-Oa 531806 2562860 2.02 24.86 Fault Vein 
772-Oa 531805 2562860 2 30 25 29 Extension Vein 
773-Oa 531798 2562860 2 98 25-41 Extension Vein 85 189 
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Sample ID Easting Northing 6"C(PDB) 6"0(SM0W) Sample Type 
774-Oa 531797 2562860 2.52 23.57 Extension Vein 
775-Oa 531781 2562850 3.52 27.32 Extension Vein 
775-Ob 531789 2562850 3.21 26.93 Extension Vein 
776-Oa 531802 2562850 3.30 26.62 Extension Vein 
776-Ob 531800 2562850 3.05 17.19 Extension Vein 
776-Oc 531799 2562850 3.28 26.61 Fault Vein 
A01 527825 2563608 2.21 28.05 Host Rock 
A02-V 527821 2563603 1.99 28.15 Extension Vein 
AOS 527804 2563596 2.35 27.87 Undifferentiated Vein 
A04-alt 527800 2563586 2.20 28.06 Host Rock 
A04-H 527800 2563586 2.23 28.03 Host Rock 
AOS 527791 2563584 2.37 28.31 Extension Vein 
AD5-V1 527791 2563584 2.22 28.13 Extension Vein 
A05-Vmain 527791 2563584 2.30 28.17 Extension Vein 
A06 527798 2563572 2.13 28.27 Extension Vein 
AOS 527723 2563523 1.75 28.33 Fault Vein 
A08-Vsub 527723 2563523 1.84 28.25 Fault Vein 
A09 527716 2563490 2.25 27.96 Fault Vein 
AlO-Vcgr 527720 2563463 2.15 25.62 Extension Vein 
A10-VcgrB 527720 2563463 2.13 25.58 Extension Vein 
AlO-Vmgr 527720 2563463 2.11 27.21 Extension Vein 
A l l 527720 2563463 2.18 27.04 Extension Vein 
A12-Vdiag 527720 2563462 2.11 25.30 Extension Vein 
A12-Vlong 527720 2563462 19.33 Extension Vein 
A12-Vshort 527720 2563462 2.19 19.06 Extension Vein 
A14 527720 2563462 1.95 24.85 Extension Vein 
A15 527738 2563454 2.15 24.58 Extension Vein 
A15-Vsub 527738 2563454 2.02 18.68 Extension Vein 
A1G 527693 2563453 2.42 23.10 Extension Vein 
A17 527653 2563480 2.46 26.35 Fault Vein 
A18-V 527653 2563480 2.36 26.37 Fault Vein 
A19-host 527653 2563480 26.03 Host Rock 
A19-late 527653 2563480 18.76 Fault Vein 
A19-long 527653 2563480 25.54 Fault Vein 
A20 527653 2563473 2.34 23.18 Fault Vein 
A22 527714 2563443 2.59 22.75 Extension Vein 
A22-Vcgr 527714 2563443 1.82 15.88 Extension Vein 
A22-Vfgr 527714 2563443 2.27 20.80 Extension Vein 
A23 527714 2563443 2.34 23 49 Extension Vein 
A24H 527714 2563443 2.17 26.27 Host Rock 
A24-H12 527714 2563443 2.18 26.06 Host Rock 
A24-H45 527714 2563443 2.22 26.32 Host Rock 
A24V 527714 2563443 2.18 22.70 Extension Vein 
A25 527706 2563435 2.21 22.46 Fault Vein 
A25-Vcgr 527706 2563435 2.31 22.73 Fault Vein 
A25-VF 527706 2563435 2.23 22.46 Fault Vein 
A25-Vsub 527706 2563435 1.95 17.71 FaultVein 
A26A 527712 2563407 2.52 26.93 Extension Vein 
A26B 527712 2563407 2.49 26.75 Host Rock 
A26C 527712 2563407 2.55 26.19 Host Rock 
A27 527718 2563376 2.57 27.47 Host Rock 
A28-Lst 527930 2563353 2.61 27.36 FaultVein 
A28-V 527930 2563353 2.47 27.30 FaultVein 
A29 528187 2563295 2.44 27.62 Host Rock 
A30 528170 2563275 2.18 23.53 Extension Vein 
A30-H 528170 2563275 2.12 25.40 Extension Vein 
Dip Dip Direction 
88 
68 
65 
64 
75 
12 
2 
58 
15 
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Sample ID Easting Northing 6"C(PDB) 6"0(SMOW) Sample Type 
A31 528162 2563265 2.39 22.68 Extension Vein 
A31-H 528162 2563265 1.86 26.53 Host Rock 
A32 528162 2563265 2.07 24.90 Fault Vein 
A33-V 528162 2563265 1.95 26.22 Fault Vein 
A34 528162 2563265 2.57 21 81 Fault Vein 
A35 528162 2563265 1.94 23.79 Extension Vein 
A35-H 528162 2563265 1.78 25 59 Host Rock 
A35-V 528162 2563265 1.99 25.94 Extension Vein 
A36 528135 2563272 1.92 25 82 Extension Vein 
A37 528135 2563272 1.83 25.75 Extension Vein 
A39 528153 2563242 1.84 27.26 Host Rock 
B-2 527805 2562904 2.29 27.32 Extension Vein 
B-3 527805 2562904 2.51 27.05 Fault Vein 
C-1 526878 2562181 3.45 27 34 Fault Vein 
• 1 528102 2561015 3.24 25.91 Extension Vein 
E-1 506773 2570405 3.22 26.79 Extension Vein 
E-2 506773 2570405 320 26.48 Extension Vein 
JSA-0108 527994 2563425 2.19 27.66 Extension Vein 
JSA-0208 527995 2563418 2.22 27.67 Undifferentiated Vein 
JSA-0308 527996 2563410 2.31 27 39 Extension Vein 
JSA-0508 527996 2563400 2.36 27.45 Extension Vein 
JSA-0708a 527996 2563391 2.37 27.52 En Echelon Vein 
JSA-0708b 527996 2563391 2.26 27.76 En Echelon Vein 
JSA-0908 527996 2563378 2.33 27.65 Extension Vein 
JSA-1008 527996 2563376 2.36 26.43 Extension Vein 
JSA-1108-110 527997 2563376 2.32 27,57 Extension Vein 
JSA-1108-154 527997 2563376 2.37 27.85 Extension Vein 
JSA-1208 527996 2563371 2.35 27 57 Extension Vein 
JSA-1508 527997 2563363 2.35 27.81 Extension Vein 
JSA-1708 527997 2563355 3.42 29.50 Extension Vein 
JSA-1808 527997 2563352 2.38 27.49 En Echelon Vein 
JSA-1908 527997 2563351 2.34 27.72 Extension Vein 
JSA-2108 527999 2563344 2.26 27.30 Extension Vein 
Dip Dip Direction 
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2 Oman Quartz Stable Isotope Data 
All coordinates are in UTM, Zone 4()N: WGS84. 
Sample ID Easting Northing 5180(SM0W) Sample Type Dip Dip Direction 
142-Oa-qtz 533867 2567758 15.6 Fault Vein - Unit A 77 200 
261-Oa-qtz 513971 2573571 26.8 Extension Vein 87 90 
269-Oa-qtz 516773 2573806 24.8 Fault Vein - Hawasina 75 176 
303-0a-qtz 542064 2559741 26.6 Extension Vein 75 26 
311-Oa-qtz 514428 2565866 25.2 Extension Vein 70 54 

3 Switzerland Calcite Stable Isotope Data 
A l l coordinates are in the Swiss nat ional system C H I 9 0 3 . 
Sample ID Easting Northing 5 "C(PDB) 6 "°(SMOW) Sample Type Dip Direction 
6ia-S 56S95S 1 i A i i i 1.44 25.37 Fault vein 57 i i } 
01b-S 588955 1 34238 1.50 25.22 Extension Vein 47 220 
02a-S 588931 134185 1.16 26.21 Fault vein 50 230 
049-Sc 564828 110924 -1.98 18.81 Extension Vein 85 17 
04a-S 590705 122993 2.88 26.35 Extension Vein 32 80 
04b-S 590705 122993 2.93 26.71 Extension Vein 
04C-S 590705 122993 2.87 26.47 Extension Vein - -
05a-Sdom 590693 122963 3.39 25.89 Extension Vein 78 30 
05a-Ssub 590693 122963 3.40 25.96 Extension Vein - -
06a-S 590651 122792 1.65 26.95 Extension Vein 60 65 
077-Sd 577340 124000 1.70 22.14 Fault vein 70 207 
077-Se 577341 123999 2.04 20.45 Fault vein 85 54 
077-Sf 577342 123999 1.80 10.63 En Eclielon Vein 67 198 
077-Sg 577342 123998 1.59 10.83 Fault vein 37 140 
077-Sh 577343 123998 2.20 21.15 Fault vein 80 212 
077-Si 577344 123998 1.61 22.08 En Echelon Vein 63 30 
077-Sj 577344 123997 1.60 22.43 En Echelon Vein 82 35 
077-Sk 577345 123997 2.34 23.14 Fault vein 25 196 
077-SI 577346 123996 1.44 21.92 Extension Vein 70 210 
077-Sm 577346 123997 0.92 25.81 Extension Vein 82 210 
077-Sn 577337 124002 1.61 22.33 Host Rocl< 
07a-S 590686 122712 2.33 23.18 Fault vein 70 202 
089-Sa S11018 135069 1.66 15.92 Fault vein 67 48 
08a-S 590675 122721 2.42 24.86 Extension Vein 83 234 
08b-S 590675 122721 2.49 24.56 Undifferentiated Vein 80 210 
090-Sa 611080 135262 1.59 13.48 Fault vein 75 229 
094-Sa 564838 110913 -1.99 19.22 Extension Vein 74 55 
094-Sb 564838 110916 1.09 19.02 Host Rock 
095-Sa 564817 110932 1.10 23.52 Extension Vein 57 77 
095-Sb 564820 110932 1,87 24.11 Host Rock 
096-Sa 564813 110959 2.38 25.95 Extension Vein 15 18 
096-Sb 564811 110955 2.46 25.81 Host Rock -
097-Sa 564746 110992 2.30 25.89 Extension Vein 45 330 
098-Sa 564680 111070 2.72 26.85 Fault vein 34 288 
098-Sb 564886 111070 2.72 26.75 Extension Vein 74 322 
098-Sc 564673 111071 2.68 26.88 Foiiation Parailei Vein 13 126 
099-Sa 564620 111102 -0.58 21.63 Extension Vein 47 348 
09a-S 590679 122695 1.59 21.26 Extension Vein 64 56 
09b-S 590679 122695 1.60 21.30 Extension Vein 84 51 
09C-S 590679 122695 1.29 21.42 Foiiation Parailei Vein 32 140 
09e-Savg 590S79 122695 1.15 22.12 Host Rock -
101-Sa 564637 110923 -1.94 22.08 Extension Vein 48 113 
101-Sb 564638 110929 0.38 22.04 Fault vein 87 22 
102-Sa 618402 144161 2.64 26.40 Fault vein 49 306 
102-Sb 618404 144160 2.65 26.42 Fault vein -
102-Sc 618398 144160 2.56 26.18 Host Rock 90 0 
103-Sa 577448 123946 2.16 21.74 Fault vein 65 224 
103-Sb 577447 123943 1.32 13.86 Extension Vein 66 247 
103-Sc 577453 123946 2.20 15.79 Extension Vein 52 200 
104-Sa 587316 130144 -2.06 26.30 Fault vein 70 198 
104-Sb 587319 130142 -0.48 26.71 Host Rock -
104-Sc 587318 130141 -1.21 25.86 Extension Vein 63 12 
104-SC2 587318 130141 -1.32 23.69 Extension Vein 63 12 
104-Sd 587322 130166 -3.68 26.97 Host Rock 
105-Sa 587352 130120 -0.39 26.37 Extension Vein 
105-Sb 587352 130121 -0.47 26.38 Extension Vein 65 70 
106-Sa 587856 129820 -0.48 26.52 Fault vein 65 217 
106-Sb 587869 129812 -0.03 26.54 Fault vein 75 222 
106-Sc 587868 129806 0.02 26.52 Extension Vein 87 67 
105-Sd 587874 129770 0.29 27.40 Host Rock - -
107-Sa 588401 129583 -1.08 26.09 Fault vein 61 192 
107-Sb 588400 129563 -0.70 26.19 Extension Vein 75 226 
107-Sc 588380 129531 -4.37 26.01 Host Rock 
108-Sa 590604 122526 1.57 22.22 Fault vein 77 145 
108-Sc 590605 122525 1.82 22.27 Foiiation Parailei Vein 62 156 
108-Sf 590610 122523 1.65 22.29 Fault vein 85 195 
108-Si 590613 122519 1.26 22.40 Foliation Parallel Vein 31 158 
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108-Sj 590614 122518 1.21 22.27 Extension Vein 14 155 
108-Sk 590614 122517 1.21 22.01 Extension Vein 68 57 
108-SI 590615 122516 1.30 22 08 Extension Vein 77 33 
108-Snn 590616 122515 1.27 22.22 Foliation Parallel Vein 43 164 
108-Sn 590616 122516 1.22 22 19 Host Rocl< 
108-Sp 590606 122524 2.15 22.30 Extension Vein 35 40 
109-Sa 590577 122720 2.45 26 65 Extension Vein 65 40 
109-Sb 590579 122722 1.12 26 00 Host Rock -
10a-S 590786 124522 2.58 25.38 Fault vein 86 66 
10b-S 590786 124522 2 5 0 25.34 Extension Vein -
10C-S 590786 124522 2.60 26.30 Host Rock -
10d-Smain 590786 124522 262 26 48 Extension Vein -
lOd-Ssub 590786 124522 2 6 5 26 48 Extension Vein -
110-Sa 590590 122808 3.30 25.54 Host Rock -
111-Sa 590633 122870 2.77 25.42 Host Rock -
112-Sb 590614 122926 1.68 24.60 Host Rock -
113-Sa 591070 123110 0 8 8 20 57 Extension Vein 28 104 
113-Sb 591072 123114 0 8 9 20.45 Extension Vein 30 134 
113-Sc 591071 123112 0.25 20 29 Extension Vein -
113-Sd 591074 123110 0.97 20 00 Host Rock 
114-Sa 577536 123834 0.85 23.28 Fault vein 61 210 
114-Sb-ev 577536 123833 1.18 25 04 Fault vein 78 195 
114-Sb-reac 577536 123833 1.12 21.20 Fault vein 78 195 
114-Sc 577536 123834 0.81 25.72 Extension Vein 67 348 
114-Se 577536 123834 1.17 26.33 Extension Vein 80 128 
115-Sa 577609 123794 1.92 24.26 Extension Vein 
115-Sb 577609 123793 1.83 24 31 Undifferentiated Vein 80 28 
11S-SC 577609 123794 1.08 26 42 Host Rock -
116-Sa 577623 123739 1.07 26.62 Fault vein 69 240 
116-Sb 577628 123743 1.11 26.56 Fault vein 60 238 
116-Sc 577629 123754 1.21 26.40 Host Rock -
11a-S 590779 124475 2.20 25 39 En Echelon Vein 44 320 
11b-S 590779 124475 2 14 26 32 Extension Vein 50 332 
11b-Ssub 590779 124475 2.46 26.31 Extension Vein -
11d-S 590779 124475 238 26 68 Extension Vein -
11e-S 590779 124475 2.21 26.71 Extension Vein -
12C -S 590700 124366 1.44 23.20 Foliation Parallel Vein 60 144 
12d-S 590700 124366 2 15 23.98 Extension Vein 86 49 
12e-S 590700 124366 2.23 23.95 Extension Vein 88 50 
12f-S 590700 124366 2 06 23 67 Extension Vein 73 142 
12g-S 590700 124366 1.73 23.58 Extension Vein 80 349 
13a-S 590694 124338 2 2 3 24.31 Extension Vein 90 68 
13b-S 590694 124338 230 24 47 Extension Vein 85 223 
13C-S 590694 124338 2.21 24.46 Extension Vein 82 228 
14a-S 599682 133486 0 5 0 25 08 Fault vein 35 48 
14b-S 599682 133486 0.61 24,94 Fault vein 68 274 
14C-S 599682 133486 0 6 4 24 85 Extension Vein 80 285 
14d-S 599682 133486 0 5 3 24.93 Extension Vein 65 307 
14e-S 599682 133486 0.66 24.98 Fault vein 62 118 
14f-S 599682 133486 0.71 24.81 Foliation Parallel Vein -
14g-S 599682 133486 0.62 24.78 Extension Vein 
14h-S 599S82 133486 0.88 25 32 Extension Vein 87 120 
15a-S 599218 133933 1.05 24.98 Extension Vein 
15b-S 599218 133933 0.92 25.31 Extension Vein 
16a-S 599098 133078 0.00 25.44 Extension Vein 78 48 
16b-S 599098 133078 0.50 25.60 Extension Vein 80 90 
17a-S 599630 132758 2.47 26 07 Extension Vein 65 315 
17b-S 599630 132758 1.94 25.83 Fault vein 70 272 
17c-S 599630 132758 204 26 12 Fault vein 80 250 
17s-S 599630 132758 2.29 26.17 Extension Vein 55 195 
18a-S 613611 134220 2.06 22.36 Extension Vein 77 40 
18b-Ssubx 613611 134220 2.04 22.95 Extension Vein 73 45 
19a-S 613695 134297 2.24 22.33 Extension Vein 64 42 
20a-S 613762 134344 2.39 23 19 Extension Vein 67 44 
21a-S 613763 134417 2 16 23 33 Extension Vein 19 195 
23C-S 613759 131215 1.32 20.88 Extension Vein 
25a-S 614680 130367 1 60 26 18 Extension Vein 48 40 
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25b-S 614680 130367 1.87 26.20 Extension Vein 71 21 
28a-Sfoln 579591 113242 1.64 23.88 Foliation Parallel Vein 31 137 
28a-Smain 579591 113242 1.03 22 78 Extension Vein 
28b-S 579591 113242 2.31 25.36 Foliation Parallel Vein 65 125 
28C-S 579591 113242 251 23 68 Host Rock 
29C-S 613345 137826 2.02 24.59 Extension Vein 87 154 
30a-S 613747 138065 207 23 52 Extension Vein 75 164 
30b-S 613747 138065 2 18 24 08 Extension Vein 67 43 
30d-S 613747 138065 2.16 25.46 Extension Vein -
31a-S 613604 138028 2.11 24 72 Extension Vein 86 194 
32a-S 613520 137997 2.10 25.41 Extension Vein 90 45 
32b-Snnain 613520 137997 208 25 35 Extension Vein 48 45 
32b-Ssub SI 3520 137997 2 15 24 63 Extension Vein 
33a-S 613511 138160 2.03 21.01 Extension Vein 90 50 
35a-S 585126 122953 1.62 26-08 Fault vein 25 84 
35b-S 585126 122953 1.69 26.02 Extension Vein -
35C-S 585126 122953 1.59 26 03 Foliation Parallel Vein 47 122 
3Sa-S 585122 123021 1.17 26.15 Fault vein 30 225 
36b-S 585122 123021 1.13 26 05 Extension Vein 17 288 
37a-S 585033 123045 0.76 25.43 Fault vein 30 144 
37d-S 585033 123045 1.31 25 54 Extension Vein 57 242 
38a-S 590337 122579 2.04 24.55 Extension Vein 86 48 
39a-S 590364 122632 2.31 25.22 Extension Vein • 
40a-Savg 590502 122704 2 31 25.59 Fault vein 71 65 
40b-S 590502 122704 2.35 25.12 En Echelon Vein 45 88 
41a-S 590544 122773 248 24 44 Fault vein 57 76 
42a-S 590604 122871 253 25 16 Fault vein 75 230 
42b-S 590604 122871 2.83 26.28 Fault vein 75 36 
42C-S 590604 122871 2.55 25 18 Extension Vein 75 36 
43a-S 590657 122901 2.75 26 98 Fault vein 90 48 
43c-Smain 590657 122901 2.70 27 05 Extension Vein -
43c-Ssijb 590657 122901 2S8 26 87 Extension Vein 
43d-S 590657 122901 267 26.04 Fault vein 65 2 
44a-S 590555 123046 2.57 26 72 En Echelon Vein 75 202 
46a-S 600219 133090 241 25.84 Fault vein 87 78 
46b-S 600219 133090 221 25 18 Fault vein 73 38 
48C-S 600219 133090 220 25.31 Fault vein 72 303 
46d-S 600219 133090 2 42 26 35 Extension Vein 
46e-S 600219 133090 2.26 24 93 Extension Vein 36 110 
4Sf-S 600219 133090 1.83 24.16 Extension Vein 43 118 
46g-S 600219 133090 267 25 78 Fault vein 77 86 
4Sh-S 600219 133090 241 25 83 Extension Vein 83 96 
48a-S 564936 111076 -2.49 24-13 Extension Vein 23 68 
49a-Sbx 564895 111059 -1.64 23.84 Fault vein 
49a-Svn 564895 111059 -2.74 18.41 Extension Vein -
49b-S 564895 111059 -1.87 17.93 Extension Vein 70 5 
50a-Smain 564871 111041 -1.93 23 19 Extension Vein 
51a-S 564237 110948 224 24.82 Fault vein 68 338 
51C-S 564237 110948 229 24 95 Extension Vein 83 344 
52a-S 563810 110701 1.93 24.33 Extension Vein 50 92 
52b-S 563810 110701 2.16 24 48 Fault vein 52 270 
52C-S 563810 110701 1.05 24.88 En Echelon Vein 78 118 
52d-S 563810 110701 2.87 25 93 Host Rock -
53a-S 557112 115431 -1.02 24 04 Extension Vein 90 100 
53b-S 557112 115431 -0.75 23 93 Fault vein -
54a-S 574269 115808 -0.23 27.02 Extension Vein 78 350 
55b-S 573846 115614 0.38 26 99 Extension Vein 25 50 
56a-S 573446 115754 073 26 46 Extension Vein 66 165 
56b-S 573446 115754 1.45 26 44 Extension Vein 47 100 
55C-S 573446 115754 1.45 26 74 Host Rock 
57a-S 573248 115782 1.02 26.40 Extension Vein -
57b-S 573248 115782 1.28 25.11 Extension Vein 75 130 
59a-S 571969 116494 1.90 25 61 Extension Vein 72 248 
59b-S 571969 116494 1 68 25 92 Extension Vein 80 320 
60a-S 572068 116425 0.78 24 86 Extension Vein -
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61a-S 586385 120074 1 30 25.15 Extension Vein 70 42 
61b-S 586385 120074 1 54 24.99 Fault vein 78 35 
62a S 586250 119984 1 78 25.89 Fa j i t vein 66 58 
S2b-S 586250 119984 1 80 25.74 Extension Vein 82 55 
63a-S 586980 120594 1.78 21.87 Extension Vein 76 212 
63b-Savg 586980 120594 1 18 20.86 Extension Vein 82 318 
64a-S 600204 133053 2 51 25.58 Extension Vein 64 116 
64b-S 600204 133053 2 3 9 25.70 Extension Vein 81 119 
64C-S 600204 133053 2 3 2 26.59 Extension Vein 
64d-S 600204 133053 2.49 25.55 Extension Vein 80 300 
64e-S 600204 133053 2.57 26.86 Extension Vein 61 115 
64f-S 600204 133053 2.37 25.83 Fault vein 61 115 
64g-S 600204 133053 2.30 26.27 Extension Vein 
64h-S 600204 133053 2 3 3 26.30 Extension Vein 
64i-S 600204 133053 2.21 25.57 Extension Vein 78 258 
64j-S 600204 133053 2 19 25.71 Extension Vein 80 270 
65a-S 600148 133127 2.28 26.18 Host Rocl< 
66a-S 591351 123914 1.90 24.86 Fault vein 74 172 
S6b-S 591351 123914 1.58 24.36 Extension Vein 68 34 
67a-S 591337 123862 1.37 23.56 Extension Vein 77 135 
67b-S 591337 123862 1,30 23.59 Extension Vein 76 250 
68a-Scla5t 591326 123792 1.52 26.11 Fault vein 
68a-Svnfrag 591326 123792 1,38 25.86 Fault vein 
68b-S 591326 123792 1 97 25.29 Fault vein -
69a-Smain 591311 123742 1 47 23.95 Fault vein 43 160 
69C-S1 591311 123742 1 60 23.86 En Echelon Vein 85 40 
69C-S2 591311 123742 1 64 23.91 Extension Vein 85 40 
69C-S3 591311 123742 1 55 23.83 Extension Vein 85 40 
70a-S 591193 123385 2 30 25.81 Extension Vein 90 40 
71a-S 591159 123240 1 06 19.37 Extension Vein 15 160 
72a-S 584461 122824 0 7 8 24.97 Extension Vein 53 334 
73a-S 586142 120562 1.17 25.70 Extension Vein 50 224 
74a-S 587981 120623 2 3 4 27.48 Extension Vein 70 230 
74b-S 587981 120623 2.41 26.82 Fault vein 60 230 
74C-S 587981 120623 2 3 9 27.61 Extension Vein 82 238 
74d-S 587981 120623 2.37 26.47 Fault vein 87 75 
75a-S 578610 124925 -1.12 24.10 Foliation Parallel Vein 37 55 
76a-S 578136 124423 1.30 27.38 Extension Vein 50 70 
77a-Savg 577414 124091 2.05 11.93 Fault vein 86 36 
77b-S 577414 124091 1.50 21.02 En Echelon Vein 80 34 
77c-S 577414 124091 1.96 23.46 Fault vein 46 210 
79a-S 574881 124202 1.81 23.81 Extension Vein 62 175 
80a-S 582780 131931 0.24 24.86 En Echelon Vein 78 48 
80b-S 582780 131931 0.45 26.68 Extension Vein 9C 155 
81a-S 582864 131387 0.25 24.92 Extension Vein 81 237 
82a-S 582908 131250 0 3 1 26.75 Extension Vein 9C 58 
84a-S 600140 142005 2.18 26.40 Extension Vein 75 218 
84b-S 600140 142005 2 18 26.01 Extension Vein 82 138 
84c-S 600140 142005 2 15 25.40 Extension Vein 62 204 
84d-S 600140 142005 2 13 26.41 Extension Vein 74 45 
85a-S 600042 141014 0.57 25.92 Fault vein 57 328 
85b-S 600042 141014 0.54 25.91 Extension Vein 30 10 
86a-Searly 599938 141210 1.35 25.99 Extension Vein 84 69 
86a-Slate 599938 141210 1 02 25.04 Extension Vein 
