We show that ECTL + , the classical extension of CTL with fairness properties, is expressively equivalent to BTL 2 , a natural fragment of the monadic logic of order. BTL 2 is the branching-time logic with arbitrary quantification over paths, and where path formulae are restricted to quantifier depth 2 first-order formulae in the monadic logic of order. This result, linking ECTL + to a natural fragment of the monadic logic of order, provides a characterization that other branching-time logics, e.g., CTL, lack. We then go on to show that ECTL + and BTL 2 are not finitely based (i.e., they cannot be defined by a finite set of temporal modalities) and that their model-checking problems are of the same complexity.
Introduction
Temporal Logic. Temporal logic is a popular formalism for reasoning about "reactive" systems, i.e., systems with (potentially) non-deterministic and non-terminating behavior [13, 27, 28, 6] . What makes temporal logic attractive is its combination of good expressive power with feasible model checking [14] .
In temporal logic, the properties of the system are described by atomic propositions that hold at some points in time but not at others. More complex properties are obtained by using Boolean connectives and temporal modalities that build up a statement on the current point by combining statements on points temporally related to it.
With a set {M 1 , M 2 , . . .} of modalities, one obtains a temporal logic denoted by TL(M 1 , M 2 , . . .). Choosing different modalities yields different temporal logics and the literature contains a large number of different proposals.
Expressivity. When it comes to arguing in favor of a given set of modalities, an important criterion is the expressive power of the resulting logics (see the survey [34] ). It is nice when a small set of modalities is provably sufficient for expressing all the properties from a natural and robust class.
For example, one of the most important results in the field is Kamp's theorem [23, 16] , stating that TL(U, S), the temporal logic having only the modalities "Until" and "Since," 1 has the same expressive power over natural linear structures (e.g., ‫,ޚ‬ , called discrete time, or ‫,ޒ‬ , called real time, or their positive segments) as FOMLO , the first-order logic of order with monadic predicates. If one replaces the binary U and S by the unary F and F − ("Future" and "Past"), then TL(F, F − ) has the same expressive power as the two-variable fragment of FOMLO [15] .
Branching time. Kamp' s theorem is about temporal logics over linear structures, called lineartime logics, but many popular temporal logics, called branching-time logics [24, 10] , view time as a tree-like set of time points, and are correspondingly interpreted over tree-like partially ordered structures.
Many branching-time logics have been proposed, starting with [24, 4, 32, 2, 9, 10, 12] . The basic modalities of these logics are obtained by combining a path quantifier "E" or "A" with a formula in TL(U). The formula E (respectively, A ) holds at time point t 0 if for some path (respectively, for every path) starting at t 0 the TL(U) formula holds along . For example, a commonly used branching-time logic is CTL [4, 5] , based on the two binary modalities EU and AU.
Two extensions of CTL, namely ECTL and ECTL + , have been proposed to deal with fairness properties [10] . ECTL is TL(EU, AU, EF ∞ ) where F ∞ p reads "p holds infinitely often in the future." ECTL + is more expressive since it allows E for any formula in TL(U, F ∞ ) where modalities cannot be nested.
Finally, the logic CTL * , from [10] , is obtained by considering an infinite set of modalities: E for any formula in TL(U).
Expressive completeness. In contrast to Kamp's theorem and the canonical linear models, we are not aware of any existing work proposing a natural predicate logic that corresponds to CTL, ECTL or ECTL + over trees.
Regarding CTL * , a recent result [29] is that this logic has the same expressive power as the bisimulation-invariant fragment of monadic path logic [18, 21] . Thus, at least CTL * represents some objectively quantified expressive power (indeed, CTL * is very close to the full monadic path logic [29] ).
Finite bases. A temporal logic TL has a finite basis if it is built using only a finite set of modalities (such as CTL, ECTL, and TL(U)). For temporal logics such as CTL * which are defined via an infinite, albeit "regular," set of modalities, a natural question is whether they could be defined with just finitely many modalities.
For example, CTL + is a temporal logic which is traditionally defined via an infinite set of modalities; however, it is expressively equivalent to CTL [9] so that the infinite set of modalities only provides syntactic sugar (and succinctness [39] ) but is not strictly necessary. On the other hand, no finitely based temporal logic is expressively equivalent to the mu-calculus over (linear) discrete time [3] , or equivalent to the future fragment of FOMLO over (linear) real time [19] .
Regarding CTL * , it was shown that its expressive power cannot be captured by a finite set of modalities, thus providing a partial explanation of why there is no general agreement as what should be the preferred set of modalities for branching-time logics [35] . In this paper, Rabinovich and Maoz introduce a sequence BTL 1 , BTL 2 , . . . of temporal logics (where BTL k has modalities E for any FOMLO formula of quantifier depth at most k) and show that there exists an infinite hierarchy (w.r.t. expressive power) among the sequence BTL 1 , BTL 2 , . . . Since CTL * is exactly as expressive as BTL def = k BTL k , and since any CTL * modality is a BTL k modality for some k, the existence of an infinite hierarchy among {BTL k } k=1,2,... entails that CTL * has no finite basis.
Our contribution. We prove that ECTL + is exactly as expressive as BTL 2 . This indicates that ECTL + corresponds to a natural level in expressive power. However, BTL 2 can be exponentially more succinct than ECTL + .
Additionally, we prove that ECTL + and BTL 2 have no finite basis (unlike BTL 1 [35] ). This shows that the definition of ECTL + via an infinite family of modalities is unavoidable, and partially answers the conjecture from [35] -complete. Plan of the article. In Section 2, we recall the necessary notions from Monadic logic of order (MLO ). Section 3 recalls how temporal logics can be seen as fragments of MLO and defines the logics we study: {BTL k } k=1,2,... , ECTL + , etc. Section 4 proves that ECTL + and BTL 2 have the same expressive power but are not equally succinct. Finally, Section 5 proves that these two logics have no finite basis, and Section 6 studies the complexity of their model-checking problems.
Preliminaries
In this section, we review basic definitions and known results about computation trees, the monadic logic of order, and Kripke structures.
Computation trees and paths
A tree T = (|T |, ) is a partially ordered set |T | of nodes (sometimes also called states, or time points) in which the predecessors of any given element a ∈ |T | constitute a finite total order with a common minimal element ε T , referred to as the root of the tree. A computation tree is a structure (|T |, , P 1 , P 2 , . . .), where (|T |, ) is a tree, and P 1 , P 2 , . . . are subsets of |T |. We say that a node s ∈ |T | is labeled by P i if s ∈ P i .
When s is a node in a computation tree T , we write T s to denote the subtree of T rooted at s. Formally, the nodes of T s are |T s | def = {t : t ∈ |T | and t s}, and its relations are the corresponding restrictions of , P 1 , P 2 , . . . from T .
A path through T starting at s 1 ∈ |T | is a maximal linearly ordered sequence of successive nodes = s 1 , s 2 , s 3 , . . . through the tree, ordered by . A path through T induces a substructure, denoted T , that is still a computation tree (where only the nodes occurring in are kept).
Second-order monadic logic of order
The syntax of MLO , the second-order monadic logic of order, has in its vocabulary individual first-order variables x 0 , x 1 , x 2 , . . . (representing nodes), second-order set variables X 0 , X 1 , X 2 , . . . (representing sets of nodes), and set constants (monadic predicates) P 1 , P 2 , . . . Formulae , , . . . are built up from atomic formulae of the form x = x , x ≤ x , x ∈ X and x ∈ P , using the Boolean connectives ∧ and ¬, and the quantifiers ∃x and ∃X . As usual, we use ⊥, , ∨ , ⇒ , ⇔ , ∀x , ∀X as abbreviations for, respectively, ∃x
, ¬∃x¬ , ¬∃X ¬ , and we write (x 1 , . . . , x k , X 1 , . . . , X m ) when we want to stress that the free variables of are among
The quantifier depth of a formula , denoted by qd( ), is defined as usual: qd( ) = 0 for atomic formulae; qd(
The semantics of MLO follows classical lines: if T is a computation tree, s 1 , . . . , s m ∈ |T | are nodes of T and S 1 , . . . , S n ⊆ |T | are sets of nodes, we write
if the formula is satisfied in the tree T with x i interpreted as s i (i = 1, . . . , m) and X j interpreted as S j (j = 1, . . . , n).
Future formulae
Definition 2.1 (Future formula). An MLO formula (x 0 , X 1 , . . . , X k ) with one free first-order variable x 0 , is a future formula, if for every computation tree T and node s ∈ |T |, and every subsets S 1 , . . . , S k of |T |, the following holds:
In other words, a future formula is a formula with one free node variable x 0 whose value only depends on nodes higher than x 0 in the tree.
Observe that this is a semantic notion, not a syntactic one. However, it is possible to give a syntactic condition ensuring that a formula is a future formula. For this purpose it is convenient to extend the syntax of first-order monadic logic of order by the relativized (or bounded) quantifiers (∃x) x 0 and (∀x) x 0 . The relativized quantification (∃x) x 0 (respectively, (∀x) x 0 ) is a shorthand for ∃x. x x 0 ∧ (respectively, ∀x. x x 0 ⇒ ). With (x 0 , X 1 , . . . , X k ), we associate a variant obtained by replacing all first-order quantifiers "∀x" and "∃x" in with relativized versions "(∀x) x 0 " and "(∃x) x 0 ." Then, for any , the relativized is a syntactic (and hence semantic) future formula. Moreover,
where, for i = 1, . . . , k, S i is the restriction of S i to |T s |. Hence, is a future formula iff and are equivalent over trees, i.e., iff ⇔ is valid over trees. Incidentally, this implies that being a future formula is decidable since the validity of MLO formulae over trees is decidable [33] . To sum up we have Lemma 2.4.
1.
Every future formula is equivalent to a syntactic future formula.
It is decidable whether a formula is a future formula.
Since any future formula can be replaced by its relativized variant at no cost (same meaning, same free variables, linear increase in size), we assume that future formulae are syntactic future, i.e., have relativized quantifications, whenever we describe an algorithm that has "future formulae" as input.
Fragments of MLO
We denote by FOMLO the subset of first-order formulae of MLO , i.e., formulae where the second-order quantifier ∃X does not occur.
We also consider MPL, the monadic path logic [21] : its syntax is the same as that of monadic second-order logic but the set variables X 1 , X 2 , . . . range over paths rather than over arbitrary sets of nodes. Semantically MPL is very closely related to first-order logic [29] .
Since "X is a path" can be expressed in FOMLO , MPL can be seen as a fragment of MLO .
Kripke structures
A Kripke structure is a structure M = |M|, R, P 1 , P 2 , . . . where |M| is a set of nodes, the P i are subsets of |M|, and R ⊆ |M| 2 is a binary transition relation. When (s, s ) ∈ R, we say it is possible to move from s to s in one step. A path in M starting from s 0 is a maximal sequence s 0 , s 1 , . . . s.t. (s i , s i+1 ) ∈ R for all i. Maximality implies that a path is either infinite, or ends in a node with no R-successor.
For our purposes, Kripke structures are mainly another way of presenting computation trees: for a node s 0 of some M, the tree T M,s 0 (obtained by unfolding M) is |T |, , P 1 , P 2 , . . . where |T | is the set of all finite prefixes of paths from s 0 , iff is a prefix of , and ∈ P i if the last node of is in P i . Hence, ε T M,s 0 is the sequence "s 0 ." A path starting from s in M directly yields a path in T M,s starting from the root.
Given a future FOMLO formula , we write M, s |= when T M,s , s |= , agreeing with the standard interpretation of temporal logics over Kripke structures. We do not use these notions until section 5.
Temporal logics
In this section, we recall the syntax and semantics of temporal logics and how temporal modalities are defined using MLO truth tables, with notations adopted from [16, 35, 20] .
Temporal logics and modalities
The syntax of Temporal Logic (TL) has in its vocabulary a countably infinite set of propositions {q 1 , q 2 , . . .} and a possibly infinite set B = {H
. .} of modality names (sometimes called "temporal connectives" or "temporal operators") with prescribed arity indicated as superscript (we usually omit the arity notation).
TL(B) denotes the temporal logic based on modality-set B (and B is called the basis of TL(B)).
Temporal formulae are built by combining atoms (the propositions q i ) and other formulae using Boolean connectives and modalities (with prescribed arity). Formally, the syntax of TL(B) is given by the following grammar:
The nesting depth (or modal rank) of a temporal formula , denoted by nd( ), is defined as usual: nd(
Temporal formulae are interpreted over partially ordered sets with monadic predicates and, in particular, over computation trees, the only models we consider here. For this, every modality H comes with its semantics given in every tree T by a mapping H T : 2 |T | × · · · × 2 |T | → 2 |T | which associates a set of nodes with any tuple of l sets of nodes. The idea is that if the S i 's are the sets of nodes where the i 's hold in T , then H T (S 1 , . . . , S l ) is the set of nodes where
Formally, we define when a temporal formula holds at a node s of a computation tree T = (|T |, , P 1 , P 2 , . . .), written T , s |= , by the following inductive clauses:
where S def = {t|T , t |= }. The usual clauses for Boolean connectives are omitted.
For a class C of computation trees, we say two temporal formulae 1 and 2 are equivalent over C, written 1 ≡ C 2 , when T , s |= 1 iff T , s |= 2 for all T ∈ C and s ∈ |T |. Given two temporal logics TL 1 and TL 2 , we say TL 1 is as expressive as TL 2 over C, written TL 2 C TL 1 , when every formula 2 in TL 2 has a C-equivalent in TL 1 . When both TL 1 C TL 2 and TL 2 C TL 1 hold, we say that the two logics are expressively equivalent over C, written TL 1 ≡ C TL 2 . We usually omit mentioning C when we consider the class of all computation trees.
When a TL 1 formula is equivalent to some TL 2 formula , we say that can be expressed in TL 2 . If has the form H(q 1 , . . . , q l ), we say that the modality H can be expressed in TL 2 .
Remark 3.1. A common situation is that two temporal logics TL 1 and TL 2 are expressively equivalent (they can express the same properties) but one is more succinct than the other (e.g., TL 1 formulae do not admit equivalent formulae in TL 2 whose size is bounded by a linear, or a polynomial, function of the size of the TL 1 formula).
However, if TL 1 only uses a finite set of modalities, then TL 1 TL 2 implies that there exists an effective polynomial-time translation from TL 1 to TL 2 . Indeed, for every modality H i in TL 1 , let i be a TL 2 formula equivalent to H i (q 1 , . . . , q l i ). We now define a translation [ ] from TL 1 to TL 2 by structural induction:
where the notation " {q → , . . .}" is used to denote variants where all occurrences of q in have been replaced by . The length of [ ] can be exponential in the length of but if we store formulae as dags, 2 then the size of [ ] is linear in the size of , the expansion factor being bounded by the size of the largest i .
Defining modalities in MLO
In practice, most temporal modalities are defined in MLO . A truth table for an l-place modality H is an MLO formula H (x 0 , X 1 , . . . , X l ) with one free first-order variable x 0 (and l free second-order variables) that defines H T , i.e., such that for every tree T and subsets S 1 , . . ., S l of |T |:
Abusing notation, we say that H has quantifier depth k if H has.
Example 3.2 (Some common modalities and their truth tables)
. The 1-place modalities F, G, X, F ∞ and the 2-place modalities U and S appear in many temporal logics. Informally, F reads "eventually ," G reads "globally ," X reads "in the next state ," F ∞ reads "infinitely often ," U( 1 , 2 ) reads " 1 until 2 " and S( 1 , 2 ) reads " 1 since 2 ." They all have FOMLO truth tables:
Notice that all these truth tables have quantifier depth at most 2 and, except for S , they are all future formulae. Remark 3.3. We adopted a "strict" definition of the until modality, where the present is not taken into account. In practical applications, a "non-strict" definition is often preferred for the until modality 3 : the "non-strict until" U ns modality has truth table
Clearly, U ns can be defined using U:
. The nice thing with the strict definition of U is that it allows to express X by X ≡ U(⊥, ).
Definition 3.4 (First-order future modality). A temporal modality H is a first-order future modality if its truth table is a future formula of FOMLO .
Second-order future modalities are defined similarly. The modalities defined in the above example, F, G, X, U and F ∞ are first-order future modalities; S is not a future modality.
The famous PLTL logic for linear time is TL(U ns , X), or equivalently TL(U), interpreted over linear orders (of ω-type) with monadic predicates.
For reasoning about the branching structure of computation trees, so-called branching-time temporal logics have been introduced, with CTL and CTL * as main representatives. These temporal logics use special modalities whose truth table starts with a path quantifier, as we now explain.
Definition 3.5 (Path modality)
. Given a first-order future formula (x 0 , X 1 , . . . , X l ), E is the l-place modality such that for all trees T and node n, T , n |= E (X 1 , . . . , X l ) if and only if there is a path from n in T with T , n |= (x 0 , X 1 , . . . , X l ).
E is said to be the path modality which corresponds to . Note that if (x 0 , X 1 , . . . , X l ) is a first-order future formula, the truth table of the path modality E is the MPL formula ∃Y.
, by relativizing all its quantifiers to Y . Thus, path modalities have MPL truth tables.
When H is a first-order future modality with truth-table H , we write EH for the path modality E H . Another modality is AH, defined by the equivalence
Example 3.6. CTL is usually defined as TL(EU ns , AU ns , EX, AX), which is expressively equivalent to TL(EU, AU).
In the following, we use some special modalities Z 1 , Z 2 , . . . Informally, Z l ( , , 1 , . . . , l ) means that holds at the present state, holds at a future state, all states in-between satisfy l i=1 i , and every i is satisfied at least once. This is formalized by the following truth table:
Thus, Z l is a first-order future modality.
Observe that EU( 1 , 2 ) can be expressed as EZ 1 ( , 2 , 1 ). More generally, the EZ l s can be seen as abbreviations for complicated EU modalities:
) is equivalent to a TL(EU) formula.
Proof. We adapt the translation from CTL + into CTL that appears in [9] . The difficulty when translating EZ l ( , , 1 , . . . , l ) into TL(EU) is that we have to consider all the possible orderings of the witnesses for the "every i is satisfied at least once" part. Write for the set of all permutations of
Observe that a TL({EZ l } l=1,2,... ) formula of size n is translated into an equivalent TL(EU) formula of size 2 n O(1) .
ECTL + and TL(EU
ECTL + was introduced in [10] . 4 Its importance comes from the fact that it extends CTL with a rich set of fairness properties. Definition 3.8. ECTL + is the temporal logic where we allow all path modalities E s.t.
For our purposes, we introduce a fragment of ECTL + . This fragment is built on special modalities M 1 , M 2 , . . . defined as follows: for any l = 1, 2, . . ., M l is an l-place modality s.t.
Thus, M l is a (first-order future) modality for a kind of fairness constraint: EM l ( 1 , . . . , l ) states that there is a path along which every i is satisfied infinitely often and where only nodes satisfying some of the i s are encountered.
Observe that EM 1 is very close to EG : the difference is that EM 1 requires that there exists an infinite path along which G holds. Thus,
showing that CTL is at least as expressive as TL(EU, EM 1 ). In the other direction, one can define AU in terms of EU and EM 1 :
Thus, TL(EU, EM 1 ), TL(EU, AU) and CTL are expressively equivalent.
Note that for l > l,
The temporal logics BTL k
Definition 3.9. [35] . For k = 1, 2, . . ., BTL k is the temporal logic defined as TL(B k ), where
is a first-order future formula with qd( ) k}.
Note that, while any BTL k modality is defined by a formula of bounded quantifier depth, it is possible to nest these modalities in BTL k formulae. Hence, BTL k is not defined as a bounded quantifier-depth fragment in the usual sense.
We write BTL for the union BTL 1 ∪ BTL 2 ∪ · · · A corollary of Kamp's theorem is that the wellknown temporal logic CTL * (from [10] ) has exactly the same expressive power as BTL. We refer to [35] for more motivations and results on these temporal logics, including a proof that the sequence {BTL k } k=1,2,... contains an infinite hierarchy w.r.t. expressive power. Here, we are interested in the links between BTL 2 and ECTL + .
ECTL + and BTL 2 are expressively equivalent
In this section, we investigate the expressive power of ECTL + . Our main result is the following theorem, providing a characterization in terms of a natural fragment of the monadic logic of order. 
Games on chains
For the sake of brevity, linearly ordered sets with monadic predicates will be called labeled chains or just chains. Hence, if is a path in some T , then T is the chain that corresponds to .
Definition 4.2 (≡ k equivalence).
Given two chains C and C , and nodes n ∈ |C| and n ∈ |C |, we write (C, n) ≡ k (C , n ) iff for any first-order future formula (x 0 ) with qd( ) k we have C, n |= (x 0 ) iff C , n |= (x 0 ).
In other words, (C, n) ≡ k (C , n ) when the two structures cannot be distinguished by FOMLO future formulae of quantifier depth at most k. Clearly, the ≡ k 's are equivalence relations.
The equivalences ≡ k can be characterized in terms of the following Ehrenfeucht-Fraïssé game. Consider two chains C and C , and two nodes n ∈ |C| and n ∈ |C |. Below, n is called the reference node in C (and n is the reference in C ). The game has k rounds and is played by two players, Spoiler and Duplicator. Spoiler plays first. He chooses, in one of the two chains, a node which is greater than or equal to the reference node, after which Duplicator responds by choosing a node in the other chain, greater than or equal to the reference node, which she believes "matches" the node chosen by Spoiler. The game continues for k rounds: at every round Spoiler chooses in one of the two chains a node which is greater than or equal to the reference node, and Duplicator responds by choosing a node in the other chain.
After k rounds the game is completed. For i = 1, . . . , k, let s i and s i be the nodes selected in the ith round in chain C (resp. C ). Duplicator is deemed the winner if the mapping [s 1 → s 1 , . . . , s k → s k , n → n ] respects the relations ≤, ∈ P 1 , ∈ P 2 , . . . Note that if k = 0, no moves are played and Duplicator wins iff the reference nodes n and n have the same labeling.
We say that (C, n) and (C , n ) are k-game equivalent, and we write (C, n) ∼ g k (C , n ), when Duplicator has a strategy that ensures she wins any k-round game played on (C, n) and (C , n ).
Since the game only involves nodes greater than or equal to the reference nodes, one clearly has (C, n) ∼ g k (C n , n) for any C and n. The following is a variant of Ehrenfeucht's theorem [11] : Theorem 4.3. [35] . Given two chains C and C , and elements n ∈ |C| and n ∈ |C |,
A characterization of ≡ 2
From now on, we consider chains C = (|C|, , P 1 , . . . , P m , n) with only m predicates and where the reference node is the first node. It is convenient to view such a chain as a linearly ordered set labeled by letters from the alphabet A def = 2 {1,...,m} , i.e., a node s ∈ |C| carries a letter a s ∈ A that tells for i = 1, . . . , m, whether P i labels s. Formally, a s def = {i|s ∈ P i }. Additionally, if C has order type at most ω, we call it a path, since paths in computation trees give rise to such chains.
Assume , ⊆ A are two sub-alphabets, and a ∈ A is a letter. We say that the triple = ( , a, ) is realized at node s in chain C if a = a s , = {a t |t < s} and = {a t |t > s} or, in other words, when a is the label of s and (resp. ) is the set of letters that occur before s (resp. after s) in the chain. We say that a triple occurs in C if it is realized at some s in C.
Since A is finite, there is only a finite number of possible triples. We let (C) denote the set of all triples occurring in C, and call it the -type of C. The importance of -types comes from the following result.
Then, Spoiler has a winning strategy for 2-round games: he picks a node s ∈ C that realizes . When Duplicator answers and picks a s ∈ C , s realizes some = ( 2 , a 2 , 2 ). Now = and there are several cases: if a = a 2 then Spoiler wins. If = 2 , then there must exist a node on the left of s or s carrying a letter that does not appear on the same side of the other node: Spoiler picks it and wins. Finally, if = 2 , the same reasoning applies with a letter this time on the right of s or s .
(⇐:) We assume (C) = (C ) and show that Duplicator has a winning strategy for 2-round games. Let Spoiler pick some s 1 in C or C . The node s 1 realizes some triple = ( 1 , a 1 , 1 ) and Duplicator answers by picking in the other chain a node s 1 that also realizes . Such a node must exist because (C) = (C ). (Observe that if s 1 is the initial node of its chain, then Duplicator must pick the initial node of the other chain since the initial nodes are the only nodes that realize a triple with empty .)
When Spoiler picks a second node s 2 , its label is in 1 or 1 depending on whether s 2 lies to the left or the right of s 1 or s 1 . Then, Duplicator can pick in the other chain an s 2 with the same label and on the same side of s 1 or s 1 . Additionally, if s 2 is the initial node, and only then, Duplicator picks the initial node in the other chain. Finally, the game is won by Duplicator. Now let C be a path (i.e., a chain of order type ω or less). We say a node s of C is limiting if it is the first or the last occurrence (in C) of the letter a s it carries. We consider the limiting nodes in the order they occur in C: they are s 1 < s 2 < · · · < s p . Note that s 1 is the initial node, and that p is at most twice the number of letters in A. For example, if C is the infinite word abbabda(cb) ω , then underlying its limiting nodes gives abbabdacb(cb) ω .
With C we associate the sequence (C), of the form a 1 , 1 , a 2 , 2 , . . . , a p , p , where every a i is the letter carried by s i , the ith limiting node, and every i is the set of letters that occur at least once between s i and s i+1 ( p is the set of letters that occur after s p , which must each occur infinitely often). Continuing our previous example, the path C seen above is associated with
Note that (C) is entirely determined by C: we call it the -type of C.
Lemma 4.5. The -type of a path can be computed from its -type.
Proof. Assume (C) is a 1 , 1 , . . . , a p , p . Then, for i = 1, . . . , p, there is a triple i realized by s i , and for every a ∈ i there is a triple a i realized by the non-limiting nodes:
Finally, (C) contains no other triples.
In the other direction, (C) contains enough information to reconstruct (C), but explaining this requires some notations. We say a triple ( , a, ) is limiting if a ∈ ∩ : a node s in C is limiting iff it realizes a limiting triple.
For two triples 1 = ( 1 , a 1 
From BTL 2 to TL(EU, {EM
The nice thing with -types is that having a path with a given -type can be written in 
The succinctness of BTL 2
Here, we investigate succinctness issues for the translations that underlie our proof that BTL 2 , ECTL + and TL(EU, {EM l } l=1,2,... ) are expressively equivalent.
We start with upper bounds. Let (x 0 , X 1 , . . . X m ) be a first-order future formula. The corresponding alphabet has size | | = n = 2 m so that the number of -types over is bounded by r = (2n)! × 2 n(2n+1) which is 2 n O (1) . In Corollary 4.9 we constructed a TL(EU, {EM l } l=1,2,... ) formula which is equivalent to the BTL 2 path modality E . The size of is bounded by 2 r . Hence, when translating from BTL 2 to ECTL + , an upper bound on the size of resulting formulae
. Regarding lower bounds, BTL 2 can be exponentially more succinct than ECTL + . Indeed, consider the following first-order future formula:
stating that all future states that agree on X 1 , . . . , X n agree on Y as well. It has quantifier depth 2. The BTL 2 formula E n (q 1 , . . . , q n , q 0 ) can be expressed by the following ECTL + formula
where all possible valuations for the atomic propositions have been accounted for by the outermost conjunction. (The "i ∈ v" subformulae in stand for the Boolean constants or ⊥, depending on i and v.) has exponential size but this is essentially the best possible: Etessami et al. [15] prove that the TL(U, S) formulae that are equivalent to n over chains have size 2 (n) . Since removing the path quantifiers in an ECTL + formula yields a linear-sized TL(U) formula that is equivalent over chains, the smallest ECTL + formulae equivalent to E n must have size 2 (n) .
There also exists an exponential succinctness gap between ECTL + and TL(EU, {EM l } l=1,2,... ): the ECTL + formulae n def = E(Fq 1 ∧ · · · ∧ Fq n ) can be expressed by TL(EU, {EM l } l=1,2,... ) formulae of size O(n!) (along the lines of the proof of Proposition 3.7). Wilke [39] (see also [1] ) proved that CTL formulae expressing n have size 2 (n) and his proof applies even if one considers "equivalence over finite trees" as the equivalence criterion. Assume a TL(EU, {EM l } l=1,2,... ) formula is equivalent to n . can be transformed into a shorter CTL formula that is equivalent over finite trees: one simply replaces any EM l ( 1 , . . . , l ) by ⊥. We deduce that , and therefore , must have size in 2 (n) .
We do not know whether these last two results add up to a doubly exponential succinctness gap between BTL 2 and TL (EU, {EM l } l=1,2,... ) , nor how one can reduce the gap between these lower bounds and the triply exponential upper bound.
No finite bases for BTL 2 and ECTL +
We say that a temporal logic L has (or admits) a finite basis if there is a finite set of modalities H 1 , . . . , H k such that L is expressively equivalent to TL(H 1 , . . . , H k ) .
Example 5.1 (Some temporal logics with a finite basis).
• CTL is defined as TL(EU ns , AU ns , EX), and is expressively equivalent to TL(EU, AU). Hence, it has a finite basis.
• BTL 1 is expressively equivalent to TL(EY), where [35] . Hence, it has a finite basis.
• ECTL is defined as TL(EU ns , AU ns , EX, EF ∞ ) and hence has a finite basis.
Finding bases answers questions about which temporal modalities are essential and which are just convenient abbreviations. For temporal logics like CTL * that are defined via an infinite set of modalities, finding a finite basis is a way of providing a simpler definition.
A major result from [35] is that BTL, and thus CTL * , do not admit a finite basis. The same article also conjectures that no BTL k logic for k > 1 admits a finite basis. In the rest of this section, we partially prove this conjecture by showing that BTL 2 , and thus ECTL + , do not admit a finite basis.
An infinite hierarchy inside TL(EU
We already mentioned that TL(EU, EM 1 ) is expressively equivalent to CTL. The fact that E(G ∧ F ∞ ) cannot be expressed in ECTL [25, p. 34] shows that TL(EU, EM 2 ) is already strictly more expressive than ECTL.
In this subsection we prove that, for any n, EM n (q 1 , . . . , q n ) cannot be expressed with only EU and EM n−1 , so that TL(EU, EM n ) is strictly more expressive than TL(EU, EM n−1 ).
Let P be a family {q 1 , . . . , q n } of n 2 atomic propositions, and let S = {P 0 , . . . , P n } be the set of all subsets of P with at least n − 1 elements, defined by P 0 def = P and, for i > 0,
We now define a Kripke structure M: the nodes in |M| are all q, , m with ∈ S, q ∈ and m ∈ ‫.ގ‬ In M, every node q, , m is labeled with q, called the visible value of the node ( is the support, m is the level).
The Transitions of type (2) connect the cliques as illustrated by Fig. 1 : from level m > 0 one can move to any clique at level m − 1 except (P 0 , m − 1). Hence, the cliques are also strongly connected components.
Observe that the (P 0 , m)-cliques are the only ones that carry all n different propositions from P , and the only ones that cannot be reached from any other clique. Hence, we have:
In the following, we study how TL(EU, EM n−1 ) formulae are satisfied in M in order to prove that they cannot express EM n (q 1 , . . . , q n ).
The next lemma states that whether q, , m satisfies ∈ TL(EU, EM l−1 ) does not depend on , m if m is greater than or equal to nd( ), the nesting depth of :
Proof. First observe that if Lemma 5.3 holds for a given , then for all k, k nd( ), for all , ∈ S, for all q ∈ ∩ , q, , k |= iff q, , k |= .
We write s 0 for q, , k , s 0 for q, , k + 1 , and prove ( * ) by induction on the structure of . The cases where is an atomic proposition, or a Boolean combination of subformulae are obvious and there remain two cases. Proof. Assume EM n (q 1 , . . . , q n ) is equivalent to some ∈ TL(EU, EM n−1 ) and let k nd( ). Then, for any ∈ S and for all q ∈ , q, , k |= iff q, 0 , k |= (Lemma 5.3), contradicting Fact 5.2.
This can be seen as a generalization of the result (from [10] ) that E(F ∞ q 1 ∧ F ∞ q 2 ) cannot be expressed in ECTL. Our Kripke structure shows that E(F ∞ q 1 ∧ · · · ∧ F ∞ q n ) cannot be expressed in a fragment of ECTL + where only n − 1-ary conjunctions of F ∞ modalities are allowed under an existential path quantifier. 
BTL

Model checking
In this section, we study the model-checking problem for BTL 2 l } l=1,2,... ) . Recall that the model-checking problem for a temporal logic L is as follows: Given a finite Kripke structure M, a node s of M, and a formula ∈ L, determine whether T M,s , s |= , where T M,s is the tree obtained by unfolding M from its node s (see Section 2.5).
and TL(EU, {EM
While it is well known that model checking is P-complete for CTL and PSPACE-complete for CTL * , the precise complexity of model checking ECTL + has only been recently characterized. , from the polynomial-time hierarchy, is the class of decision problems for which there is an algorithm in P NP . It lies "between" NP ∪ coNP and PSPACE [38, 31] .
Considering the model-checking problem for BTL 2 allows to further compare ECTL + and BTL 2 . Indeed, ECTL + and BTL 2 have the same expressive power but BTL 2 can be (at least) exponentially more succinct than ECTL + . Hence, model checking could well be thought to be harder for BTL 2 than for ECTL + . Recall that, in the case of CTL + and CTL, the succinctness gap translates into a complexity gap for model checking and satisfiability [26, 22] .
Periodic paths and BTL 2 modalities
Throughout this section we consider a given finite Kripke structure M = |M|, R, P 1 , . . . and write n for the number of nodes in M.
A path = s 0 , s 1 , . . . in M is ultimately periodic (or succinctly periodic) if there are some k and k s.t. s i+k = s i for every i k (assuming s i+k exists, hence finite paths are periodic). Thus, a periodic path consists of a finite prefix followed by a repeated loop (if the path is infinite). We define | |, the size of , as k + k since, computationally, can be described by a sequence of k + k nodes.
( For every subformula (x 0 , x, y, X 1 , . . . , X l ) of quantifier depth 0 that occurs inside , we build a table T that says, given i and j, whether T , s 0 , s i , s j |= (x 0 , x, y, P 1 , . . . , P l ). Observe that is a Boolean combination of atoms of the form z ∈ X or z < z so that knowing m(i), m(j) and the position of j relative to i (j can be before, at, or after i) is enough to say whether T , s 0 , s i , s j |= (x 0 , x, y, P 1 , . . . , P l ). Therefore, it is enough to build tables T 's with (less than) 3 × (k + k ) 2 entries and all these tables can be filled in time O(| | 2 × | |).
Then, for every subformula (x 0 , x, X 1 , . . . , X l ) of quantifier depth 1 that occurs inside , we build a table T that says, given i, whether T , s 0 , s i |= (x 0 , x, P 1 , . . . , P l ). This only depends on m(i) and the position of i relative to k + k . To see this, imagine that is ∃y : knowing m(i) and the position of i relative to k + k allows to enumerate all m(j) for j before i, and all m(j) for j after i. The table T is then used to check if T , s 0 , s i , s j |= (x 0 , x, y, P 1 , . . . , P l ) for one of these cases (the case i = j must be also be considered), that is to check whether T , s 0 , s i |= (x 0 , x, P 1 , . . . , P l ). Therefore, the tables for the T 's only need to have k + 2k entries and they can be filled in time O(| | 2 × | |).
Finally, once the T 's tables are built, evaluating whether T , s 0 |= (x 0 , X 1 , . . . , X l ) can be done with additional time O(| | × | |).
Remark 6.4. More generally, model checking periodic paths with an arbitrary FOMLO formula can be done in deterministic time O(| | qd( ) × | |), and is PSPACE-complete [30] .
Model checking BTL 2
Proposition 6.5. The problem of deciding, for a finite Kripke structure M, a node s 0 ∈ |M|, and a BTL 2 path modality E , whether s 0 |= E (q 1 , . . . , q l ) is NP-complete.
Proof. Membership in NP is shown by the following non-deterministic algorithm: guess a periodic path of size O(n 3 ) and check |= (q 1 , . . . , q l ) in polynomial time (Lemma 6.3). This algorithm is correct by Lemma 6.2.
NP-hardness is well known and already appears with BTL 1 modalities, e.g., with formulae of the form E i ( j Fq n i,j ) [36, 7] .
The important corollary is is a corollary of Proposition 6.5: given a Kripke structure M with n nodes and a BTL 2 formula with m path quantifiers, a model-checking algorithm along the lines of [13, Theorem 6 .26] will compute, for each node n in M and each subformula of , whether M, n |= . By considering subformulae in order of increasing size, the algorithm only needs nm invocations of an NP-oracle for BTL 2 path modalities and then belongs to P NP . That P-hardness already appears with TL(EX) is a folk result (for a proof, see the survey [37] ).
Model checking TL(EU,
Thus, it seems that TL(EU, {EM l } l=1,2,... ) is a good compromise between high expressive power and low model-checking complexity.
Conclusion
We proved that ECTL + and BTL 2 are expressively equivalent. Since BTL 2 is a natural fragment of MLO , the second-order monadic logic of order, our result provides an informative characterization of the expressive power of ECTL + . The lack of similar results for CTL and other branching-time logics is one of the reasons why there is no clear consensus on what should be the branching-time logics of choice.
Then we proved that ECTL + and BTL 2 do not admit a finite basis. This negative result complements a similar result for CTL * [35] , explaining why these temporal logics are not presented in the usual form TL(H 1 , . . . , H k ) of a logic built with a finite set of natural and independent modalities.
A side result of our study is that the fragment TL(EU, {EM l } l=1,2,... ) is enough to express all ECTL + formulae, but has a much lower model-checking complexity.
