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Abstract A moderately risk averse person may turn down a 50/50 gamble
that either results in her winning $200 or losing $100. Such behaviour seems
rational if, for instance, the pain of losing $100 is felt more strongly than the
joy of winning $200. The aim of this paper is to examine an influential argu-
ment that some have interpreted as showing that such moderate risk aversion
is irrational. After presenting an axiomatic argument that I take to be the
strongest case for the claim that moderate risk aversion is irrational, I show
that it essentially depends on an assumption that those who think that risk
aversion can be rational should be skeptical of. Hence, I conclude that risk
aversion need not be irrational.
Keywords Risk aversion · Expected utility · Event-Wise Dominance
1 Introduction
There are various types of bets such that although one is not willing to accept
a single bet of that type, one might be willing to accept a package consisting
of a number of such bets. Suppose that someone makes you the following offer.
A symmetric coin is tossed and you get to choose a side. If that side comes up
you win $200, but if the other side comes up you lose $100. Moderately risk
averse1 people would generally not take the bet: the 50% chance of gaining
$200 is simply not worth a 50% risk of losing $100. But what if you were
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1 In what follows, I will stick to the convention of calling a person who turns down a bet
with a positive monetary expectation risk averse w.r.t. money (in the relevant interval).
Such betting behaviour can be caused either by money having decreasing marginal utility
for the person or by attitudes to risks and chances that are independent of attitudes to
quantities of money (Stefa´nsson and Bradley 2018). Although some (e.g. Hansson 1988)
would argue that the behaviour should only be called ‘risk averse’ when it is caused by the
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offered a package of such bets on multiple coin tosses (a bet on each toss)?
If the number of bets in the package is great enough, then since each bet
has a positive monetary expectation (and since probabilistic independence
holds between the coin tosses), the package might seem to be worth the risk,
even though a single bet from the package would not. For instance, a package
consisting of 100 bets of this kind has an expectation of $5,000 and comes
with only a 1/2,300 chance (about 0.04%) of leading to a loss of money. Daniel
Kahneman is in no doubt about what one should do if offered such a package
of bets: “the offer of a hundred [bets] is so attractive that no sane person would
reject it” (2012: 337).
Paul Samuelson (1963) famously claimed that the above reasoning is a
fallacy. He called it ‘The fallacy of large numbers’, since he thought that it
consisted in a misapplication of the law of large numbers. The law entails that
a package consisting of an infinite number of bets of the above kind is guaran-
teed to result in a payoff equal to its expectation, and that the probability that
the payoff equals the expectation approaches certainty as the number of bets
approaches infinity. But as Samuelson rightly pointed out, the 100 bet package
has a (tiny) chance of resulting in a huge loss, which it would be unreasonable
to completely ignore. Moreover, Samuelson proved that if an expected utility
maximiser turns down a single bet of a particular kind, and would moreover
do so for all wealth levels, then she will not accept a package consisting of mul-
tiple (but finite2) independent bets of that kind. Therefore, if expected utility
theory is the correct theory of practical rationality, it follows that one cannot
rationally turn down the single bet for all levels of wealth while accepting the
package.
It is worth emphasising that although one might never be offered a coin-
toss-bet like the one under discussion, the above conclusion—if sound—has
far-reaching practical implications. A ‘bet’, as I am using the term, can be
any prospect that has some chance of the ‘bettor’ getting a good result and
some chance of her getting a bad result. Thus understood, one is very often
faced with ‘bets’ with positive monetary expectations. For instance, suppose
that you have just bought a laptop and are considering whether to buy a two
year warranty. Such warranties generally have negative monetary expectations
for buyers—otherwise sellers wouldn’t offer them! So the ‘bet’ not to buy the
warranty has a positive monetary expectation (compared to the alternative of
buying a warranty). When deciding whether to buy the warranty, one might
consider whether one would buy a warranty if one were buying 100 laptops (say
as a firm). If we suppose that the probability of each laptop breaking down is
independent of another laptop breaking down,3 I conjecture that most people
would not buy the warranty if they were buying 100 laptops, since the ‘wins’ of
second type of attitude mentioned above, I will, for the sake of simplicity, call any person
who turns down a bet with a positive monetary expectation risk averse w.r.t. money.
2 From now on, whenever I talk about packages of bets, I will assume that they consist
of finite numbers of bets.
3 This assumption is reasonable if we assume thorough quality control, in which case a
computer braking down could be treated as a random event.
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this package (i.e., of not buying warranty for the 100 computers) will almost
certainly outweigh the ‘losses’. But then, by the above argument, it might
seem that one should not buy warranty for the single laptop either.
Let us for the sake of simplicity however focus on Samuelson’s coin-toss-
bets. Since a package of 100 such bets seems so attractive, some have taken
Samuelson’s argument to show that it would simply be irrational to turn down
the single bet (see, for instance, Benartzi and Thaler 1999). But the prefer-
ence against accepting the single bet can be entirely due to what seems to be
moderate aversion to risk. So if the lesson from Samuelson’s argument is that
it would be irrational to turn down the single bet, then it seems we have to
conclude that moderate risk aversion is irrational. Others have taken Samuel-
son’s argument to be a reductio of the decision theory he assumed: expected
utility (EU) theory (see e.g. Lopes 1996, Rabin 2000). Still others think that
there must be something wrong with Samuelson’s argument, since they think
that there is neither anything wrong with turning down the single bet while
accepting the package nor with EU theory as a theory of practical rationality
(e.g. Aloysius 2007).
The aim of this paper is to examine more carefully than has previously been
done the argument that one cannot rationally turn down the single bet while
accepting the package—or, as I shall call it, the argument for “Samuelson’s
claim”4—and the more general claim that moderate risk aversion is irrational.
After formulating an axiomatic argument that I take to be the strongest case
for Samuelson’s claim, I show that the argument essentially depends on the
principle of Event-Wise Dominance, which those who think that risk aversion
can be rational have a good reason to reject. Hence, I conclude, the argument
is question begging if intended as a general argument against the possibility
of rational risk aversion.5
2 Samuelson’s argument
The starting point of Samuelson’s discussion was the observation that one
of his colleagues at MIT—a “distinguished scholar”, he says—did in fact turn
down Samuelson’s offer of a ‘coin-toss-bet’6 like the one discussed above, while
at the same time confessing his willingness to accept a package consisting of
100 such bets. Samuelson’s colleague, whom I will henceforth refer to as SC,
justified his attitude by saying that although the single bet was not enough to
make it “reasonably sure that the law of averages will turn out in my favor”,
4 As a referee correctly points out, it is not clear whether Samuelson (1963) was concerned
with showing that turning down the single bet while accepting the package would be irra-
tional. Rather, he seems to have been more concerned with showing that such behaviour
would be inconsistent with expected utility maximisation. Nevertheless, for the sake of sim-
plicity, and since Samuelson did endorse expected utility theory in much of his writings, I
will occasionally refer to the claim in question as “Samuelson’s claim”.
5 It should be noted that this is not how Samuelson himself interpreted his result.
6 In what follows, a ‘coin-toss-bet’ is a bet that pays bettors $200 if their chosen side of
a coin comes up on a particular toss but has them paying $100 otherwise.
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the law of large numbers would make a package consisting of 100 such bets
very attractive. “I am, so to speak, virtually sure to come out ahead in such
a sequence, and that is why I accept the sequence while rejecting the single
[bet]” (Samuelson, 1963: 51).
To examine this pair of preferences, Samuelson assumed that his colleague
would still turn down an offer of the single bet if his wealth increased or de-
creased by the maximum amount that he could gain ($20,000) or lose ($10,000)
from the package of 100 bets7 (an innocent assumption, he thought, given what
distinguished MIT scholars typically earn).8 On the basis of this assumption,
Samuelson proved that if his colleague were an expected utility maximiser, as
utility is typically defined,9 then he would not accept the package consisting
of 100 bets, since he did not accept the single bet.
The logic behind Samuelson’s argument is very simple (1963: 53):
If you will not accept one toss, you cannot accept two—since the latter
could be thought of as consisting of the (unwise) decision to accept one
plus the open decision to accept a second. Even if you were stuck with
the first outcome, you would cut your further (utility) losses and refuse
the terminal throw. By extending the reasoning from 2 to 3 = 2 + 1,
... , and from n-1 to n, we rule out any sequence [i.e., any package of
bets] at all.
In other words, the conclusion is that since SC preferred his status quo to
accepting the single coin-toss-bet, and assuming that he would continue to do
so for all wealth levels, he should prefer his status quo to any package of such
bets.
Samuelson’s (informal) illustration of his argument is rather unfortunate,
since it makes it seem as if the argument depends on the assumption that his
colleague would turn down the first coin-toss-bet in a sequence of such bets.
But foreseeing the sequence, the colleague might accept the first bet. As Lara
Buchak (2013: 219) puts it:
By assuming that an agent will reject [the first bet], the argument
ignores the fact that just as the act of taking a bet cannot be fully
described, in the framework of decision theory, without knowing an
agent’s current holdings—which bets an agent accepted in the past—
the act of taking a bet also cannot be fully described without knowing
what choices an agent will be offered in the future.
7 Strictly speaking, the argument only requires the assumption that SC would turn down
the single bet for any level of wealth in the range that the first 99 bets could result in. Hence,
when this assumption is formalised, as Assumption 1 in the axiomatic argument presented
in section 3, the stated range is from a loss of $9,900 to a gain of $19,800.
8 You can test this assumption on yourself, assuming that you share SC’s preference
against the single bet but for the package, by considering whether your preference would
change if you had, for instance, paid $10,000 less or $20,000 more off your mortgage, car
loan or student loan.
9 That is, as a function of terminal wealth, in this case (or more generally as a function
of terminal outcomes), rather than, say, as a function of changes in wealth.
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The questionable assumption is, however, by no means indispensable to the
argument. Rather than starting the inductive argument from the first bet,
we can start from the last bet and work backwards. We are supposing that
SC is, on the one hand, evaluating a single bet, and, on the other hand, a
package of 100 bets. Now under the assumption that SC would turn down
the single bet for the wealth range in question, it is clear that if offered the
100 bets sequentially, he would turn down the last bet, irrespective of the
outcome from the first 99 bets (i.e., irrespective of how the first 99 bets affect
his wealth). For recall that it is assumed that SC has a preference against a
single bet whenever his wealth is in the range that could result from these 99
bets. But if he knows that he will turn down the last bet, then he will also
turn down the second-to-last bet, and so on, for all bets in the package. Hence,
it may seem that Samuelson’s claim is true, since his colleague’s attitudes do
seem to be internally incoherent. A more formal version of this argument will
be provided in the next section.
This version of the argument might raise the worry that while SC was
considering, on one hand, a single bet, and, on the other hand, a package of
bets, the above argument has turned the decision-problem SC was faced with
into a sequential one with the option to stop after having accepted any number
of bets (Aloysius 2007). In particular, it might seem that Samuelson is falsely
assuming that one can rationally accept a package of bets made at a single
time just in case one accepts a sequence of the same bets. However, as we
shall see in the next section, when the argument is axiomatised, a dominance
principle, which is entailed by expected utility theory, ensures that attitudes
to the elements of the sequence constrain attitudes to packages of bets in such
a way that the backward-inductive argument does show SC to be irrational,
on the assumption that the dominance principle in question is a requirement
of rationality.
Some have taken Samuelson’s argument to be reductio of expected utility
theory as a theory of practical rationality.10 The single bet seems quite risky
and doesn’t really have the potential of a significant reward. However, the
package—which, recall, only has a 1/2,300 chance of resulting in monetary
loss and could result in a win of up to $20,000—doesn’t seem that risky and
has the potential of a large reward. So, it seems quite sensible to turn down
the single bet while accepting the package. Lola A. Lopes (1996: 184) goes so
far as confessing that:
one of the strongest arguments I can find against the principle of ex-
pected utility maximization is that it considers such an eminently sen-
sible decision [i.e., the decision to turn down a single coin-toss-bet while
accepting a package of 100 such bets] to be irrational.
Mathew Rabin is even more blunt when describing how damaging he takes
Samuelson’s result to be for EU theory, calling the implications of the theory
10 It should be noted, however, that Thoma (ta.) argues that most alternatives to expected
utility theory will also have great trouble accommodating SC’s preferences, for reasons that
I shall briefly discuss in the concluding section.
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that Samuelson derived “ludicrous”. And he contends that the reason Samuel-
son’s conclusion seems counterintuitive to many people is not that they have
poor intuitions about near-zero probabilities, as Samuelson suggested. Rather,
it “is counterintuitive because it is crazy” (2000: 206).
However, as we shall see in the next section, Samuelson’s conclusion follows
from assumptions that are strictly weaker than those of expected utility theory.
But it does not take much to get the whole EU theory once one grants a crucial
assumption of the argument: the principle of Event-Wise Dominance. More-
over, those who reject EU theory due to its treatment of risk, could take the
argument of this paper to illustrate that it is this dominance principle, rather
than the strictly (but only slightly) stronger Sure Thing Principle (Savage
1954), that is the reason why the theory does badly in this respect. More on
this in section 4, after the axiomatic argument has been presented in the next
section.
3 The argument axiomatised
Tversky and Bar-Hillel (1983) state an axiomatic version of Samuelson’s ar-
gument. Their formulation can however be criticised for the reasons raised
by Buchak (as quoted above). The axiomatic backward-inductive argument I
formulate in this section avoids that problem, and contains some details that
Tversky and Bar-Hillel ignore. As we shall see, Tversky and Bar-Hillel’s ax-
iomatic argument was somewhat misleading, since it might have suggested
that the (mostly uncontroversial) State-Wise Dominance principle sufficed for
the argument, when the (much more controversial) Event-Wise Dominance
principle is actually needed.
The axiomatic argument presented below is, as far as I can tell, the strongest
argument one could give for what I previously called “Samuelson’s claim”, i.e.,
for the claim that one cannot rationally turn down the single bet while accept-
ing the package of 100 bets. But it should be noted that this argument shares
with other backward-inductive arguments an (implicit) assumption that could
be questioned; namely, the assumption that the agent of interest is certain
that at each point in time, she will act on her preferences at that time. Since
the focus of this paper is on the rational permissibility of risk aversion, I shall
not discuss the assumption in question any further (but see e.g. McClennen
1990 for a thorough discussion). Instead, the focus will be on a premise in the
argument that turns out to specifically have to do with rationally permissible
attitudes to risk.
The first assumption of the axiomatic argument is based on the observa-
tion that SC would turn down the last coin-toss-bet he expects to be offered,
provided that previous bets did not take his wealth outside the specified range.
And crucially, the same holds when SC is considering a particular bet if he is
certain that he will not accept any further coin-toss-bets. Therefore, he would
turn down the 99th bet, having realised that he will not accept the 100th (i.e.,
the last) bet. However, rather than stating the assumption by referring to bets
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SC expects to accept, I will state it more generally as an assumption that SC
turns down any single bet when his wealth is within a particular range; but I
will first apply the assumption to the last bet and work backwards to the first
bet.
To state the assumption more formally, let Bi denote an individual coin-
toss-bet; i.e., a bet that either results in bettors winning $200 or losing $100
depending on whether their chosen side of a coin comes up or not. The index
denotes the order in which the bet is offered, such that, for instance, Bi+1 is
offered next after Bi. {Bn} is a package of n such bets. ‘’ represents SC’s
preference, such that A  B denotes that SC prefers A to B. X is a random
variable in the interval [w−9, 900, w+ 19, 800], where $w is the dollar amount
corresponding to SC’s pre-bet wealth. $X +Bi denotes that SC’s wealth is X
dollars and that he in addition holds a coin-toss-bet.
The first assumption can now be stated as follows:
Assumption 1 The agent prefers to turn down bet Bi for all wealth levels
between and including $w−9.9k and $w+19.80k. More formally, for any value
of X in [w − 9, 900, w + 19, 800]:
$X  $X + Bi
The above assumption is an empirical claim. The assumption is that SC’s
preferences do as a matter of fact have this characteristic. And as discussed,
this is clearly true when SC is certain that he will not accept any bet that is
offered after Bi.
The next assumption, Dominance, is however a normative claim. The
role of the axiom in the present argument is to connect rational attitudes to
outcomes of sequences of bets to attitudes to packages of bets. Informally,
the axiom, in the form used here, states that if for any possible outcome that
a package {Bn} of bets can result in, a decision-maker prefers that outcome
to that same outcome plus an additional bet Bn+1, then the decision-maker
prefers {Bn} to the package {Bn+1} that is the result of enlarging {Bn} by
bet Bn+1.
Before stating a general version of Dominance, it may be instructive to
consider a simplified version of the principle where the two packages in question
are, on one hand, the ‘package’ consisting only of bet B1, and, on the other
hand, the package consisting of bets B1 and B2. Suppose that B1 will result
either in outcome x if a coin comes heads up on its first toss—an event I will
refer to as H1—or in outcome y if the coin comes tails up on its first toss—an
event I will refer to as T1. (I assume that T1 = ¬H1.) The outcome of B2,
however, depends on how the coin lands on the second toss, which is assumed
to be independent of how it lands on the first toss. Table 1 represents the two
alternatives on offer—i.e., to take the first bet only and to take both bets—
where the state space has been partitioned according to how the coin lands on
its first toss.
Dominance entails that if x is preferred to x + B2 and y is preferred
to y + B2, then the first bet only—i.e., package {B1}—is preferred to the
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H1 T1
{B1} x y
{B2} x + B2 y + B2
Table 1 Take one bet or two?
package consisting of the first and the second bet—i.e., package {B2}. And
that may seem plausible, as a condition on rational attitudes to bets; and
could be seen as a rationality constraint on how sequential preferences in the
case under consideration relate to ‘static’ preferences between packages. If no
matter what outcome the first bet results in, the agent prefers to not add the
second bet, then it might seem that she has no good reason for preferring
the combination of the first and the second bet to the first bet only. (As will
become apparent, I think this justification of Dominance is mistaken. But it
certainly has some intuitive appeal.)
We can state the axiom more formally as follows:
Assumption 2 (Dominance) If for all possible outcomes X from {Bi}, X 
X + Bj, then:
{Bi}  {Bi}+ Bj = {Bi+1}
As we have seen, Assumption 1 clearly holds when Bi = B100 (i.e., when Bi
is the last bet on offer). Together with Dominance the assumption entails:
{B99}  {B100} (1)
In other words, from Assumption 1 and Dominance, it follows that even if
the agent has accepted a package of 99 bets, she prefers not to increase the
size of the package by one additional bet. But recall that we are assuming that
the agent is certain that she will act on her preferences at each point in time.
Hence, from (1) it follows that Assumption 1 also holds when Bi = B99. So,
we have:
{B98}  {B99} (2)




To connect this sequence of pair-wise comparisons, we only need to assume
that the preference is transitive. I will not provide any argument for this as-
sumption, which is sometimes justified on the grounds that a person who
violates it is vulnerable to being ‘money pumped’.
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Assumption 3 (Transitivity) For any alternatives A, B, and C:
If A  B and B  C then A  C
Transitivity entails, in the presence of Assumptions 1 and 2, that the agent
prefers no bet to the package consisting of 100 bets (and, indeed, to any pack-
age):
Conclusion: If a person satisfies Assumptions 1 to 3, then she will turn
down a package consisting of up to and including 100 coin-toss-bets, since
{B0}  {Bn} whenever 1 ≥ n ≤ 100.
So if Transitivity and Dominance are requirements of rationality, and given
that Assumption 1 is, as a matter of fact, true of Samuelson’s colleague, it
would seem that Samuelson’s colleague is indeed irrational.
4 Event-Wise and State-Wise Dominance
I will, for the sake of the argument, grant that Transitivity is a requirement of
rationality. But what about Dominance? As previously mentioned, Tversky
and Bar-Hillel provide a similar axiomatisation of Samuelson’s argument to
the one provided above. Moreover, they suggest that the axiomatic formulation
shows that the argument depends only on assumptions that, first, are weaker
than those of expected utility theory, and, second, seem “unobjectionable on
normative grounds” (Tversky and Bar-Hillel 1983: 716).
In response to Tversky and Bar-Hillel’s first claim, it should be pointed
out that while it is, strictly speaking, true that the argument depends on
assumptions that are strictly weaker than those of EU theory, it nevertheless
contains an assumption, Dominance, that I think is not—and certainly should
not be—accepted by those who reject EU theory due to its treatment of risk
aversion.11 Following Tversky and Bar-Hillel, I have, so far, not distinguished
between State-Wise Dominance and Event-Wise Dominance. As I will explain
below, Dominance is an instance of the latter; and, as is well known, one has
come a long way towards an expected utility representation once one assumes
Event-Wise Dominance. But more importantly, unlike State-Wise Dominance,
Event-Wise Dominance is far from being unobjectionable as a requirement of
rationality, and will (as I will explain) presumably be rejected by anyone who
rejects the (very controversial) Sure Thing Principle.
As is conventional, I will use the term ‘state’ for a maximally specific
contingency that leaves no uncertainty as to how a prospect will result. An
‘event’, on the other hand, is a union of states, meaning that an event may
11 Moreover, there are reasons for rejecting Dominance that have nothing to do with risk
aversion, as a referee points out; in particular, as Dietrich and List (2005) show, the so-
called Two Envelope Paradox calls the principle into question, as a general requirement of
rationality.
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not fully determine the result of a risky prospect. State-Wise Dominance can
be stated as follows:12
State-Wise Dominance 1 (SWD) For any two bets Bi and Bj, if you
weakly prefer Bi to Bj conditional on every possible state of the world, then
you should weakly prefer Bi to Bj. If, in addition, there is some state condi-
tional on which you strictly prefer Bi to Bj, then you should strictly prefer Bi
to Bj.
Event-Wise Dominance, on the other hand, says that:
Event-Wise Dominance 1 (EWD) For any two bets Bi and Bj, if there is
some partition of the state-space into events such that you weakly prefer Bi to
Bj conditional on every event in that partition, then you should weakly prefer
Bi to Bj. If, in addition, there is some non-empty event in the partition,
conditional on which you strictly prefer Bi to Bj, then you should strictly
prefer Bi to Bj.
EWD is stronger than SWD. If Bi is weakly preferred to Bj conditional to
each event in the maximally fine partition of the state space—i.e., the partition
where each ‘event’ is a state—then the first bet should, according to EWD, be
weakly preferred to the latter. So EWD entails SWD. But the converse does
not hold, since SWD only says that dominance reasoning should be used on
the maximally fine partition.
Dominance is an instance of EWD where the partition that generates
the dominance relationship concerns how the coin lands on the first i tosses.
However, SWD does not suffice for Samuelson’s argument, since there are some
states of the worlds conditional on which Samuelson’s colleague would clearly
prefer to add an additional bet; namely, any state of the world where that
extra bet is a winning bet. So SWD does not entail that SC should, given his
preference against the single bet, prefer a smaller package to a larger one. In
other words, SC’s preferences are not irrational, if we accept SWD but not
EWD as a requirement of rationality.
While Tversky and Bar-Hillel are right, of course, that we do not get ex-
pected utility theory from EWD and Transitivity, we do come very close. For
notice that EWD implies the Sure Thing Principle (STP)—the cornerstone
of Savage’s (1954) influential version of expected utility theory—if we simply
assume that the relation of preference-conditional-on-event is complete.13 This
is important since the STP is the focus of the main disagreement between EU
12 Recall that by ‘bet’ I simply mean a risky prospect that will turn out favourably to the
decision-maker in some event but unfavourably otherwise.
13 Here is a simple demonstration. First a formal statement of the Sure Thing Principle.
Suppose we have four prospects, call them f , g, f ′ and g′, let f(E) denote the outcome
received when f is chosen in event E, and suppose: f(¬E) = g(¬E), f ′(¬E) = g′(¬E),
f(E) = f ′(E), g(E) = g′(E). Then the STP says that: f - g ⇔ f ′ - g′.
To derive the STP from EWD, suppose first that f - g. Now by reflexivity of the indifference
relation over outcomes, we have f(¬E) ∼ g(¬E), f ′(¬E) ∼ g′(¬E), f(E) ∼ f ′(E), g(E) ∼
g′(E). By completeness of the conditional preference relation, we have either f(E) - g(E)
or g(E) - f(E) (or both). Now by EWD, at least the first of these must hold, because
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theorists and those who think that (Savage-style) EU theory does not ade-
quately capture rational attitudes to risk (see e.g. Buchak 2013). Hence, while
the axiomatic version of Samuelson’s argument relies on assumptions that are
strictly weaker than those of EU theory, it nevertheless contains an assump-
tion that comes very close to the typical object of discontent amongst those
who dislike EU theory.
Moreover, those who think that risk aversion can be rational—and, in
particular, those who think that expected utility theory is too demanding
when it comes to what attitudes to risk it allows—have special reasons for
objecting to Event-Wise Dominance.14 As an illustration, consider a choice
between A and B in Table 2 (which is similar to two of the lotteries in Allais’
1953 paradox), where the prize of each bet depends on which ticket, numbered
1 to 100, is drawn.
1 2− 34 35− 100
A $0 $3500 $0
B $2400 $2400 $0
Table 2 Half Allais choice problem
Now let E be the event that one of tickets 1 to 34 is drawn, ¬E the event
that one of tickets 35 to 100 is drawn. This means that we have a partition of
the state space into two events such that in one event (E), the first bet has
a much worse minimum prize than the second, whereas in the second event
(¬E), both bets have the same outcome, which equals the minimum prize of
the first bet in the first event. Then a risk averse person might prefer the
second bet given E: in this event A has a much worse minimum prize, and
while A has a higher expectation than B (assuming that the draw is random),
the risk averse might not be willing to risk ending up with $0 when she can
guarantee herself $2400. But since the two bets have the same outcome in
¬E, one should of course be indifferent between the bets given this event. So,
a risk averse person might (at least) weakly prefer B to A given E and also
given ¬E. Nevertheless, she might strictly prefer A to B when she does not
know whether E or ¬E occurs, since they then have the same minimum prize,
which might make her willing to incur the slightly higher risk of ending up
with nothing by going for the bet with the considerably higher expectation.15
otherwise we would have g ≺ f . But then f ′(E) - g′(E), which by EWD entails f ′ - g′.
Assuming f ′ - g′ would have allowed us to derive f - g in a similar manner. Hence, EWD
and completeness of the conditional preference relation entail the STP.
14 Critics of expected utility theory are faced with well-known dynamic arguments in
favour of the theory theory, that can in fact be formulated as arguments in favour of Event-
Wise Dominance. For a detailed discussion of ways in which those who are critical of expected
utility theory can respond to these arguments, see McClennen (1990).
15 Another related way in which a person might be risk averse, is if she, in addition to caring
about the expected values of prospects, also cares about the dispersion in the monetary
values of the possible outcomes (McClennen 1990). Again, such a person might prefer B to
A conditional on E (since the former has minimal dispersion but the latter has quite a lot),
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A more general worry about EWD, that can be illustrated by again consid-
ering the bets in Table 2, concerns the demand that if there is any partition of
the state space into events such that B is weakly preferred to A conditional on
every event, then B should be preferred to A. Notice that there is a refinement
of the {E,¬E} partition according to which the dominance relation no longer
holds: further partition E according to whether ticket 1 is drawn (event F ) or
not (¬F ). Then it is no longer the case that B event-wise dominates A, since
the latter is preferred conditional on event E∧¬F . Recall that the same point
holds for the axiomatic version of Samuelson’s argument: the smaller package
does not event-wise dominate the larger one once the partition is fine enough
to determine the outcome of the extra bet that differentiates the large package
from the smaller one. So, one might reasonably wonder why the {E,¬E} par-
tition should be decisive when it comes to determining the rational preference
between A and B, rather than, say, the maximally fine partition. Similarly,
in the case of Samuelson’s colleague’s preferences, one might wonder why the
partition according to how the coin lands on the first i tosses should be deci-
sive.
The problem with EWD raised in the preceding paragraph shows that what
seems to be the main intuition underlying SWD does not justify the claim that
violations of EWD are irrational. It seems that the reason for preferring one
prospect over another has to be found in how the two prospects turn out in
some state of the world. So, one prospect should be preferred to another only
if there is some possible way the world might be (i.e., some state of the world)
such that the one prospect turns out better than the other. This principle
does not quite deliver SWD (which makes the stronger claim about when
one alternative should be preferred to another), but it cannot be violated by
someone who satisfies SWD. If E and ¬E in the above example (similarly for
the events in the discussion of SC’s preference) were states of the world, then
the risk averse decision-maker discussed above (and SC) would be violating
this very plausible principle. That is, if E and ¬E where two states of the
world, then it would seem that since B is weakly preferred to A conditional
on both E and ¬E, there could be no reason to prefer A to B. But E and
¬E are not maximally specific, and despite B event-wise dominating A with
respect to the {E,¬E} partition, there is a state where A turns out better
than B, namely, any state in event E∧¬F . Correspondingly, there is a reason
for preferring A over B—in particular, that A turns out better in any state in
E∧¬F—despite B event-wise dominating A relative to the {E,¬E} partition.
More generally, it is false that when a bet event-wise dominates another, one
can have no reason for preferring the dominated bet.
In sum, Event-Wise Dominance is clearly not “unobjectionable on norma-
tive grounds”, contrary to what Tversky and Bar-Hillel (1983: 716) claim. For
if the type of risk-aversion often displayed in the Allais paradox is rationally
permissible, as many people argue (e.g. Buchak 2013, Stefa´nsson 2016, and
but would be indifferent between the two bets conditional on ¬E; but nevertheless prefer
A to B unconditionally, since both bets have quite a lot of dispersion, but the former has a
considerably higher monetary expectation.
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Bradley and Stefa´nsson 2017), then EWD is not rationally required. Hence,
since the strongest case for Samuelson’s claim that one cannot rationally ac-
cept a package of bets of a particular kind while turning down a single bet
of that kind essentially depends on EWD, the claim should be rejected by
anyone who thinks that risk aversion is rationally permissible. More generally,
Samuelson’s argument does not show risk aversion to be irrational.
5 Concluding remarks
The axiomatic argument presented above shows that if both Transitivity and
Event-Wise Dominance are requirements of rationality, then one cannot ratio-
nally turn down a single coin-toss-bet for all levels of wealth while accepting
some package of such bets. So, if one is to vindicate a preference like that of
Samuelson’s colleague—and, it would seem, if one wants to allow for moder-
ate risk aversion—one has to give up either Transitivity or Event-Wise Dom-
inance. However, those who think that risk aversion can be rational—and, in
particular, those who think that the orthodox treatment of risk attitudes in
decision theory and economics is flawed—should be skeptical of EWD anyway,
for reasons I have discussed.
In fact, theories that have been developed as alternatives to expected utility
theory, in particular to allow for a wider range of risk attitudes than those for
which EU theory can account, typically allow for violations of EWD (see e.g.
Kahneman and Tversky 1979, Buchak 2013, Bradley and Stefa´nsson 2017).
And these theories are indeed consistent with preference patterns like those
reported by Samuelson’s colleague. However, since these theories allow for
violations of EWD—and, in particular, since they allow agents to evaluate
bets differently depending on whether they are embedded in a larger bet or
not—applications of them can have different implications depending on how
a decision-problem is framed.
In particular, as Thoma (ta.) stresses, theories that allow for violations
of EWD may recommend the rejection of a bet when it is formulated as a
one-off decision, while recommending the acceptance of the same bet when
it is formulated as part of, say, the bundle of bets that the decision-maker
in question will be faced with for the rest of her life. In contrast, theories
that include EWD will deliver the same verdict irrespective of which of these
two ways of viewing a bet is adopted, and can thus be safely combined with a
‘short-term’ perspective. So, a complete vindication of preferences like those of
Samuelson’s colleague would have to show that he is justified in both violating
EWD and in taking the short-term perspective. The latter is however beyond
the scope of this paper.
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