Abstract. In this paper we prove that any irreducible Coxeter group of infinite order is directly indecomposable as an abstract group, without the finite rank assumption. The key ingredient of the proof is that we can determine, for an irreducible Coxeter group W , the centralizers in W of the normal subgroups of W that are generated by involutions. As a consequence, we show that the problem of deciding whether two general Coxeter groups are isomorphic, as abstract groups, is reduced to the case of irreducible Coxeter groups, without assuming the finiteness of the number of the irreducible components or their ranks. We also give a description of the automorphism group of a general Coxeter group in terms of those of its irreducible components.
Introduction
In this paper, we prove that all infinite irreducible Coxeter groups are directly indecomposable as abstract groups (Theorem 3.3) .
Regarding direct indecomposability of Coxeter groups, it is well known that there exist finite irreducible Coxeter groups which are directly decomposable (such as the Weyl group G 2 ). On the other hand, for infinite irreducible Coxeter groups, no general result has been known until recently. In a recent paper [9] , L. Paris proved the direct indecomposability of all infinite irreducible Coxeter groups of finite rank, by using certain special elements called essential elements which are examined also in [6] . However, by definition, a Coxeter group of infinite rank never possesses an essential element, so that the proof cannot be applied directly to the case of infinite rank.
Our result here is obtained by a different approach. Let W be an irreducible Coxeter group whose order is infinite, possibly of infinite rank. We give a complete description of the centralizer C of any normal subgroup N of W which are generated by involutions (Theorem 3.1) . From the description it follows that, unless N = {1} or C = {1}, there is a subgroup H W which contains both N and C. Once this is proved, the direct indecomposability of W is clear, since any direct factor of W is a normal subgroup and is generated by involutions (since it is a quotient of W ), and its centralizer contains the complementary factor.
As a consequence of the direct indecomposability of infinite irreducible Coxeter groups, we give results on the isomorphisms between two Coxeter groups (Theorem 3.4). Since we also know how each finite irreducible Coxeter group decomposes into directly indecomposable factors, our results imply that we can determine whether or not two given Coxeter groups are isomorphic if we can determine which infinite irreducible Coxeter groups are isomorphic. In addition, our results also give certain decompositions of an automorphism of a general Coxeter group W (Theorem 3.10). One decomposition describes its form from the viewpoint of the directly indecomposable decomposition of W ; another decomposition describes its form from Lemma 2.3. If a group G is abelian, then the embedding Hom(G, Z(G)) → End(G), f → f ♭ , is an isomorphism with inverse map f → f ♭ . Moreover, 
its restriction is an isomorphism Hom(G, Z(G))
× → Aut(G).
Proof. Note that Z(G) = G, so that Hom(G, Z(G)) = End(G) as sets. Thus the map End(G) → Hom(G, Z(G)), f → f ♭ is well defined. Now we have (f ♭ ) ♭ (w) = wf ♭ (w) −1 = f (w) for all f ∈ End(G) and w ∈ G, so that (f ♭ ) ♭ = f . Thus the first claim holds. Now the second one follows from Lemma 2.2 (ii) .
Note that, if G = G 1 × G 2 , then the sets Hom(G i , Z(G)) (i = 1, 2) are embedded into Hom(G, Z(G)) via the map f → f • π i (where π i is the projection G → G i ). Each Hom(G i , Z(G)) forms a submonoid of Hom(G, Z(G)). Moreover, the above formula of the inverse element f ′ of f ∈ Hom(G, Z(G)) implies that, f ∈ Hom(G i , Z
(G)) is invertible in Hom(G i , Z(G)) if and only if it is invertible in Hom(G, Z(G)). Thus the notation Hom(G i , Z(G))
× is unambiguous.
Lemma 2.4. (i) Let f, g ∈ Hom(G, Z(G)) such that f (Z(G)) = g(Z(G)) = 1.
Then f, g ∈ Hom(G, Z(G)) × and (f * g)(w) = f (w)g(w) for all w ∈ G (so that f * g = g * f by symmetry). Moreover, the map w → f (w) −1 is the inverse element of f in Hom(G, Z(G))
× . (ii) Suppose that G = G 1 × G 2 and Z(G 2 ) = 1. Then Hom(G, Z(G)) × = H 1 ⋊ H 2 where H 1 = Hom(G 2 , Z(G)), H 2 = Hom(G 1 , Z(G 1 ))
× . Moreover, H 1 is abelian, (f * g)(w) = f (w)g(w) for f, g ∈ H 1 and f * g * f ′ = f ♭ • g • (f ♭ ) −1 for f ∈ H 2 and g ∈ H 1 , where f ′ is the inverse element of f ∈ H 2 .
Proof. (i) By the hypothesis, f ♭ is identity on Z(G), so that f is invertible by Lemma 2.2 (ii) (and g is so). The other claims follow from definition (note that now f • g = 1).
(ii) Note that Z(G) = Z(G 1 ) by the hypothesis. Then by (i), H 1 is an abelian subgroup of Hom(G, Z(G)) × in which the multiplication is as in the statement. For f ∈ H 2 and g ∈ H 1 , the formula (1) implies that f * g * f ′ is as in the statement (note that f * f ′ = 1 and f ′ ♭ = (f ♭ ) −1 ). In particular, we have f * g * f ′ (G 1 ) ⊂ f ♭ • g(G 1 ) = 1, since f ′ ∈ H 2 and so f ′ ♭ (G 1 ) ⊂ G 1 . This means that f * g * f ′ ∈ H 1 . Since obviously H 1 ∩ H 2 = 1, we have
Finally, let f ∈ Hom(G, Z(G)) × . Take g ∈ H 1 such that g(w) = f • π 2 (w)
where π 2 is the projection G → G 2 (this is the inverse element of f • π 2 ∈ H 1 ). Then for w ∈ G 2 , we have (g * f )(w) = g(w)f (w)g f (w) −1 = f (w) −1 f (w) = 1 since g(Z(G)) = 1. This means that g * f ∈ Hom(G 1 , Z(G 1 )), while it is invertible since both f and g are so. Thus we have g * f ∈ H 2 and f = (f • π 2 ) * g * f ∈ H 1 H 2 . Hence Hom(G, Z(G))
In the proof of our results, we use the following notion. For a group G, we write H ≤ G, H ⊳ G if H is a subgroup, normal subgroup of G, respectively. The following properties are deduced immediately from definition:
Thus the claim holds.
The next lemma describes the centralizers of normal subgroups in terms of the cores of certain subgroups. Before stating this, note the following easy facts:
Lemma 2.7. Let H be the smallest normal subgroup of G containing a subset
Proof. The second equality follows from (4) . For the first one, the inclusion ⊂ is deduced from (6) (since Z G (H) ⊂ Z G (X)). For the other inclusion, the centralizer of Core G (Z G (X)) in G is normal in G (by (6) ) and contains X, so that it also contains H. Thus the claim follows from (7).
Coxeter groups and Coxeter graphs.
Here we refer to [5] for basic definitions and properties. A pair (W, S) of a group W and its generating set S is a Coxeter system (and W itself is a Coxeter group) if W has the presentation
m(s,t) = 1 if s, t ∈ S and m(s, t) < ∞ where m : S × S → {1, 2, . . . } ∪ {∞} is a symmetric map such that m(s, t) = 1 if and only if s = t. (W, S) is said to be finite (infinite) if the group W is finite (infinite, respectively). The cardinality of S is called the rank of (W, S) (or even of W ). Throughout this paper, we do not assume, unless otherwise noticed, that the rank of (W, S) is finite (or even countable). Note that, owing to the well-known fact that the element st ∈ W above has precisely order m(s, t) in W , this map m can be recovered uniquely from the Coxeter system (W, S). Two Coxeter systems (W, S) and (W ′ , S ′ ) are said to be isomorphic if there is some f ∈ Isom(W, W ′ ) such that f (S) = S ′ . Then there is a one-to-one correspondence (up to isomorphism) between Coxeter systems and the Coxeter graphs; which are simple(, loopless), undirected, edge-labelled graphs with labels in {3, 4, . . . } ∪ {∞}. The Coxeter graph Γ corresponding to (W, S) has the vertex set S, and two vertices s, t ∈ S are joined in Γ by an edge with label m(s, t) if and only if m(s, t) ≥ 3 (by convention, the labels '3' are usually omitted). Γ (or (W, S)) is said to be of finite type if W is finite. It is also well known that a full subgraph Γ I of Γ with vertex set I ⊂ S corresponds to a parabolic subgroup W I of W generated by I (or more precisely, to a Coxeter system (W I , I)). Figure 1 . Some connected Coxeter graphs A Coxeter system (W, S) is called irreducible if the corresponding Coxeter graph Γ is connected. In this case, W is also said to be irreducible. As is well known, W is decomposed as the direct product of its irreducible components, which are the parabolic subgroups W I of W corresponding to the connected components Γ I of Γ (in this case, each subset I is also said to be an irreducible component of S). A parabolic subgroup W I ⊂ W is said to be irreducible if the Coxeter system (W I , I) is irreducible. As we mentioned in Introduction, an irreducible Coxeter group may be directly decomposable (as an abstract group) in general. Our main result determines which irreducible Coxeter group is indeed directly indecomposable.
In this paper, we use the following notations for some Coxeter graphs. 
let (W (T ), S(T )) be the Coxeter system corresponding to the Coxeter graph Γ (T ).
By definition, Γ (T ∞ ) (T = A, B, D) and Γ (A ∞,∞ ) are Coxeter graphs with countable (infinite) vertex sets. On the other hand, it is well known that the Coxeter graphs
are all the connected Coxeter graphs of finite type (up to isomorphism). Note that
2.3. Root systems of Coxeter groups. For a Coxeter system (W, S), let Π be the set of symbols α s (s ∈ S) and V the vector space over R containing the set Π as a basis. We define the symmetric bilinear form , on V for the basis by
Then W acts faithfully on the space V by s · v = v − 2 α s , v α s (s ∈ S, v ∈ V ). Let Φ = W · Π, the root system of (W, S). The above rule implies that the action of W preserves the bilinear form; as a consequence, any element (root) of Φ is a unit vector. It is a crucial fact that Φ is a disjoint union of the set Φ + of positive roots (i.e. roots in which the coefficient of every α s ∈ Π is ≥ 0) and the set Φ − = −Φ + of 6 negative roots. It is known that the set Φ [w] = {γ ∈ Φ + | w · γ ∈ Φ − } characterizes the element w ∈ W ; namely, (8) if w, u ∈ W and Φ [w] = Φ [u] , then w = u (cf. Lemma 2.9 of [8] , etc. for the proof). Moreover, it is also well known that the cardinality of the set Φ [w] is (finite and) equal to the length ℓ(w) of w ∈ W with respect to the generating set S.
The reflection along a root γ = w · α s ∈ Φ is defined by s γ = wsw −1 ∈ W . This definition does not depend on the choice of w and s, and s γ indeed acts as a reflection on the space V ; s γ · v = v − 2 γ, v γ for v ∈ V . Note that s αs = s for s ∈ S. The following fact is easy to show (by the fact that Φ = Φ + ⊔ Φ − ):
For I ⊂ S, let V I be the subspace of V spanned by the set Π I = {α s | s ∈ I} and Φ I = Φ ∩ V I (namely, the set of all γ ∈ Φ such that supp(γ) ⊂ I). Then it is well known that Φ I coincides with the root system W I · Π I of the Coxeter system (W I , I) (cf. Lemma 4 of [3] , etc. for the proof). This fact yields the following:
(10) If γ ∈ Φ, then (γ ∈ Φ supp(γ) and so) the set supp(γ) is connected in Γ.
Moreover, it is well known (cf. [5] , Section 5.8, Exercise 4, etc.) that:
(11) If I ⊂ S and γ ∈ Φ, then s γ ∈ W I if and only if γ ∈ Φ I .
For I ⊂ S, let I ⊥ = {s ∈ S I | st = ts for all t ∈ I} = {s ∈ S I | s is adjacent in Γ to no element of I} = {s ∈ S | α s is orthogonal to every α t ∈ Π I }.
Then we have the following properties:
(For (12), take some t ∈ supp(γ) I, then w · γ has the same (positive) coefficient of α t as γ. For (13), note that α s , γ < 0 by the hypothesis.)
For I ⊂ S and w ∈ W , let Φ
Lemma 2.9. Let w ∈ W , I, J ⊂ S and suppose that
Hence the claim holds, since w · Φ 
It is well known that, for an irreducible Coxeter system (W, S), we have Z(W ) = 1 if and only if W ≃ W (T ) for one of
. This condition is also equivalent to that |W | < ∞ and σ S = id S . Moreover, Z(W ) = {1, w 0 (S)} if Z(W ) = 1, while σ S is determined as the unique non-identical automorphism of Γ whenever W is finite, irreducible and Z(W ) = 1. Note that any automorphism τ ∈ Aut(Γ ) induces naturally an automorphism of W , which maps each element w 0 (I) to w 0 (τ (I)).
In the paper [2] , Deodhar established a method (in the proof of Theorem 5.4) for decomposing any involution w ∈ W as a product of commuting reflections. From now, we apply this method and then obtain a decomposition of any longest element w 0 (I), which we call here a reflection decomposition. First, to each finite irreducible Coxeter system (W, S) = (W (T ), S(T )) of type T , we associate a (or two) positive root(s) α T = α T (and α (2) T ), as follows (where we abbreviate c 1 α 1 + c 2 α 2 + · · · + c n α n ∈ V to (c 1 , c 2 , . . . , c n ) in some cases): 2, 2, 3, 4, 3, 2, 1) , α E8 = (2, 3, 4, 6, 5, 4, 3, 2) ,
To check that each of these is actually a root of (W (T ), S(T )), note the equality c 2 = c + 1 and the following formula for the root system of type I 2 (m):
By (14), if T = B n , F 4 , I 2 (m) (m even), then Φ consists of a single orbit W (T ) · α 1 (and so it contains α T ). On the other hand, if T = B n , F 4 or I 2 (4k), then (14) implies that Φ consists of two orbits (namely, W · α 1 and W · α 2 if T = B n , I 2 (4k), and W · α 1 and W · α 4 if T = F 4 ). In these case, α
T lies in the orbit W · α 1 and α (2) T lies in the other one.
In contrast with the above cases, if T = I 2 (4k + 2), then Φ consists of two orbits W (T ) · α 1 and W (T ) · α 2 , and now we have α
T lies in the other orbit). In fact, we have α
To simplify the description, we denote the reflection along the root α 
T by r(T , i). If we have only one root α (i)
T , namely T = B n , F 4 , I 2 (m) (m even), then we also write r(T ) = r(T , 1).
Remark 2.12. By the above observation, if
Proof. (i) The first claim follows from a direct computation, by putting
For the second one, expand the equality α (9) and Lemma 2.9.
(ii) The former claim also follows from a direct computation, by putting
The remaining proof is similar to (i). Now Deodhar's method can be described, for the element w 0 (I), as follows:
T . By Lemma 2.13 (i), r(T , i) commutes with all elements of K = I {s N (T ,i) }, and we have w 0 (I) = r(T , i)w 0 (K) (since both sides map Π I into Φ − ; cf. (8)). Then apply this algorithm inductively to the (smaller) set K.
(III) If T = A n (n ≥ 2) or I 2 (m) (m odd), then similarly, r(T ) commutes with all elements of K = I {s N1(T ) , s N2(T ) } and w 0 (I) = r(T , 1)w 0 (K) by Lemma 2.13 (ii) . Then apply this algorithm inductively to the (smaller) set K.
By collecting the subset K ⊂ I appearing in the step (II) or (III) of every turn, we obtain a decreasing sequence (K 0 = I,) K 1 , . . . , K r−1 , K r = ∅. We call this a generator sequence (of length r) for the set I.
By the algorithm, we have a decomposition
Since all the reflections except r(D i ), s i in the decomposition fix the root α i+1 , and all roots corresponding to the reflections are orthogonal (by definition), we have
(where we put α D3 = α 1 + α 2 + α 3 ). Thus we have
On the other hand, if i ≥ 3 is even, then we have a different decomposition
However, we obtain the same result; namely, we have
By a similar argument, it can be checked that
has the same property. Thus we have
Similarly, we have the following relations:
(The last row follows from the relations
By these relations, we have the following: Lemma 2.11 , where 1 denotes the trivial map, ε 1 (s 1 ) = −1, ε 1 (s i ) = 1, ε 2 (s 1 ) = 1 and ε 2 (s i ) = −1 (i = 1). Now we consider the following reflection decomposition:
By Remark 2.12, each reflection r(B k , 1) is conjugate to s 1 . This implies that any expression of r(B k , 1) as a product of generators contains an odd number of s 1 and an even number of s i (i = 1). Thus we have
If n is even, then all f ∈ Hom(W, {±1}) maps w 0 (S) to 1 by the above property. Thus by Lemma 2.1, Z(W ) is not a direct factor.
On the other hand, if n is odd, then we have ε 1 (w 0 (S)) = −1 and so W = Z(W ) × ker ε 1 by the proof of Lemma 2.1. Note that ker ε 1 consists of elements in which s 1 appears an even number of times. Since s 1 commutes with all s i (3 ≤ i ≤ n), it can be deduced directly that ker ε 1 is generated by s
Moreover, ker ε 1 forms a Coxeter group of type D n ; in fact, s ′ 1 , . . . , s ′ n satisfy the fundamental relations of type D n (so that ker ε 1 is a quotient of W (D n )), while the order |W (B n )|/2 of ker ε 1 coincides with |W (D n )|. Hence the claim holds in this case. 
(note that the first sequence consists of 2k terms).
We have a generator sequence 234, 23, 2, ∅ for S and the corresponding decomposition of w 0 (S) into four reflections, all of which are conjugate to s 1 and s 2 (cf. Remark 2.12). This (and Lemma 2.11) implies that any f ∈ Hom(W, {±1}) maps all the four reflections to the same element f (s 1 ), so that f (w 0 (S)) = 1. Hence the claim follows from Lemma 2.1.
We have a reflection decomposition w 0 (S) = r(I 2 (2k), 1)s 1 . If k is even, then r(I 2 (2k), 1) is conjugate to s 1 (cf. Remark 2.12). Now by a similar argument to the previous case, any f ∈ Hom(W, {±1}) maps w 0 (S) to 1. Thus Z(W ) is not a direct factor by Lemma 2.1.
On the other hand, if k is odd, then r(I 2 (2k), 1) is conjugate to s 2 (cf. Remark 2.12). Thus ε 1 ∈ Hom(W, {±1}) (ε(s 1 ) = −1, ε(s 2 ) = 1) sends w 0 (S) to −1, so that W = Z(W ) × ker ε 1 by the proof of Lemma 2.1. Moreover, ker ε 1 is generated by two reflections s 1 s 2 s 1 and s 2 , and so ker ε 1 is a Coxeter system of type I 2 (k) (since s 1 s 2 s 1 s 2 has order k). Hence the claim holds in all cases.
Since the groups W (E 7 )
+ and W (H 3 ) + are known to (be isomorphic to) the well-examined simple groups S 6 (2) and A 5 respectively (cf. [5] , Sections 2.12-13, etc.), we omit the proof of the following properties of these groups. Note that these properties can also be proved by using Theorems 2.17 and 3.3 below.
Lemma 2.18. Let G = W (T )
+ , T ∈ {E 7 , H 3 }. Then G has trivial center, is directly indecomposable and is generated by involutions. Moreover, G is not isomorphic to a Coxeter group.
2.6. Notes on normalizers in Coxeter groups. In this subsection, we summarize some properties of normalizers N W (W I ) of parabolic subgroups W I in Coxeter groups W . In the paper [1] (or [4] , for the case |W | < ∞), the structure of N W (W I ) is well examined so that we can in fact determine the precise structure of the normalizer. In particular, here we use the following results in those papers: 
By using these, we can prove the following corollary. (This is also a consequence of a result in [1] , but we include the proof here since it is sufficiently short.)
In the proof, we also use the following result. (This result was originally given by Deodhar [2] , in the proof of Proposition 4.2, for the case |S| < ∞. See also [8] , Proposition 2.14, etc. for the case |S| = ∞.) Owing to this description, we have the following:
On the other hand, by Lemma 2.15 again, the product G Dn s 1 is a semidirect product with G Dn normal, and it is generated by all
We prove the two claims in parallel. Let T = B and L = 1 (for (i)), T = D and L = 2 (for (ii)), respectively. By the above remark, it is enough to show that the group in the left side is generated by all
If n > L + 1, then the above equality implies that Ti) ). By the induction, the first factor of the semidirect product is generated by all w 0 (S(T i )) (1 ≤ i ≤ n − 1). Thus the claim also holds in this case. Hence the proof is concluded.
On the other hand, we have some more properties of the normalizers, which can be deduced without results in [1] and [4] . First, we have: 
Proof. Let w ∈ N W (W J ) ∩ N W (W I ) and s ∈ J I. Then w · Φ J = Φ J and w · Φ I = Φ I by (16), so that we have w · α s ∈ Φ J and w · α s ∈ Φ I . Now by the hypothesis and (10), we have supp(w · α s ) ⊂ J I and so w · α s ∈ Φ J I . Hence the claim follows from (16).
Main results

Direct indecomposability.
In this subsection, we give the main result of this paper that all infinite irreducible Coxeter groups are in fact directly indecomposable, even if it has infinite rank (Theorem 3.3). As is mentioned in Introduction, this result was already shown in [9] for the case of finite rank, in which the finiteness of the ranks is essential and so cannot be removed immediately.
Our proof is based on the following complete description (proved in later sections) of the centralizers of normal subgroups, which are generated by involutions, in irreducible Coxeter groups (possibly of infinite rank): 
This theorem yields the following corollary. A group G is said to be a central product of two subgroups
Corollary 3.2. Let (W, S) be an irreducible Coxeter system of an arbitrary rank, and suppose that W is a central product of two subgroups
G 1 , G 2 generated by involutions. Then either G 1 ⊂ Z(W ) or G 2 ⊂ Z(W ).
Proof. By definition, we have
satisfies the condition of cases (ii) or (iii) of Theorem 3.1, then G 1 and Z W (G 1 ) are contained in the same proper subgroup of W . This is impossible, so that we have
Now our main result follows immediately:
Theorem 3.3. The only nontrivial direct product decompositions of an irreducible Coxeter group W (of an arbitrary rank) are the ones given in Theorem 2.17. In particular, W is directly indecomposable if and only if
Proof. Assume that W = G 1 × G 2 for nontrivial subgroups G 1 , G 2 ⊂ W . Then both G 1 and G 2 are generated by involutions, since W is so. Thus by Corollary 3.2, we have either
Hence Z(W ) = 1 and so the claim follows from Theorem 2.17.
3.2.
The Isomorphism Problem. By using these results, we give some results on the Isomorphism Problem of general Coxeter groups. Let (W, S) be a Coxeter system with canonical direct product decomposition W = ω∈Ω W ω into irreducible components W ω . Then we put
(Note that W = W fin × W inf .) Moreover, we write Ω T = {ω ∈ Ω | W ω ≃ W (T )} for any type T . Now our result (proved later) is as follows:
Theorem 3.4. (See notations above.) Let (W, S), (W ′ , S ′ ) be two Coxeter systems with the decompositions
W = ω∈Ω W ω , W ′ = ω ′ ∈Ω ′ W ′ ω ′ into irreducible com- ponents. Let π ω : W → W ω , π ′ ω ′ : W ′ → W ′ ω ′ denote the projections. (i) W ≃ W ′ if
and only if the following two conditions are satisfied: (I) There is a bijection
(II) Each of the following subsets of Ω has the same cardinality as the corresponding subset of Ω ′ :
(ii) Suppose that W ≃ W ′ , and let f ∈ Isom(W, W ′ ). Then:
Note that this is an analogue of the Krull-Remak-Schmidt Theorem on direct product decompositions of groups, and follows from that (and Theorem 3.3) if W has a composition series. (More precisely, the key property in the proof of the K-R-S Theorem, which follows from the existence of composition series, is that any surjective normal endomorphism of an indecomposable factor is either nilpotent or isomorphic. However, it is not clear whether or not an irreducible Coxeter group has this property.) Our result here is also a generalization of a result of [9] .
In order to prove this theorem, we introduce the following "modified version" of irreducible components. Here a group G is said to be admissible if either G is a nontrivial directly indecomposable irreducible Coxeter group (cf. Theorem 3.3 From now, we consider a family G of groups which includes all the components of given direct product decompositions. In our argument below, this family G is assumed to satisfy the following conditions:
is a cyclic group of prime order.
(Actually, the condition (18) can be slightly weakened to the form that Z(G) is either trivial or a finite elementary abelian p-group with p prime. But we omit the detail here, since we do not need such a generalization in this paper.) (17), then all groups G ∈ G are directly indecomposable. In fact, if G admits a nontrivial decomposition G = G 1 × G 2 with projections
u) is surjective but does not satisfy the conclusion of (17). (ii) If G satisfies (17) and (18), then any G ∈ G has the three properties (I)-(III) in Lemma 2.1 whenever Z(G) = G. This follows immediately from (i).
Lemma 3.7. Any family G of admissible groups satisfies the two conditions.
Proof. The condition (18) follows from Lemma 2.18. For (17), we may assume
, since otherwise the conclusion is obvious. Then there is an index λ ∈ Λ such that f (G λ ) ⊂ Z(G ′ ). Put G 1 = G λ and G 2 = µ∈Λ {λ} G µ . Then the hypothesis of (17) 
On the other hand, suppose that G ′ is a directly indecomposable irreducible Coxeter group. Since both G 1 and G 2 are generated by involutions (cf. Lemma 2.18), f (G 1 ) and f (G 2 ) also have this property. Thus we have
, then the central product becomes a (nontrivial) direct product, but this is impossible. This implies that
Hence the claim holds.
Remark 3.8. By a similar argument, it is deduced that any family G, consisting of cyclic groups of prime order and directly indecomposable groups with trivial center, also satisfies the conditions (17) and (18).
We prepare some more notations. For a decomposition G = λ∈Λ G λ of G, put
Note that the proof of the following theorem is essentially the same as the proof of Theorem 2.1 of [9] , but slightly more delicate by lack of the assumption on finiteness of the index sets (not only by generality of the context). Note also that this is also an analogue of the Krull-Remak-Schmidt Theorem. (17) and (18) 
Theorem 3.9. (See notations above.) Let
. From now, we prove the claims (i) and (ii). First, we put (symmetrically)
and define (symmetrically)
for all µ ∈ Λ {λ}. By symmetry, a similar property holds for λ ∈ A λ ′ (with respect to the map f ′ λ ). We prove the following claims:
for all λ ∈ Λ ¬Z , by Claim 1 and symmetry. Moreover, by symmetry, the map ϕ :
) for all primes p. 
is surjective (as above). Now the following equivalence holds for all w ∈ G λ :
(we use the fact A ′ λ = {ϕ(λ)} for the first equivalence). This implies that ker g λ is contained in the simple group Z(G λ ) (cf. (18)), so that ker g λ = 1 or Z(G λ ). Thus g λ is injective (and so an isomorphism) if
is an isomorphism G ′ ϕ(λ) → G λ by symmetry, so that we have Z(G λ ) = 1. Thus g λ is injective (as above) also in this case.
On the other hand, suppose Z(G ′ ϕ(λ) ) = 1. Then by the above equivalence, there is an element w ∈ Z(G λ ) such that g λ (w) = 1 (since g λ is surjective). Thus we have ker g λ = Z(G λ ) and so ker g λ = 1. Hence g λ is an isomorphism.
Proof of Claim 4: Note that Z(G) = p =1 Z(G Λp ) and each Z(G Λp ) is an elementary abelian p-group, by (18). Z(G ′ ) also admits a similar decomposition.
Moreover, for any λ ∈ Λ ¬Z,p , the composite homomorphism
(where the latter map is the projection) maps Z(G λ ) to 1, by Remark 3.6 (ii) (note that Z(G
for any λ ∈ Λ ¬Z,p and
). Now this claim holds by symmetry. 
Proof of Claim 5:
Note that G ΛZ ⊂ Z(G), while in the above definition, we have
is abelian, these facts imply that g Z is a well-defined group homomorphism. Now the claim (ii) follows from definition.
Proof of Theorem 3.4. Let
λ ′ be the decompositions into admissible groups given in Remark 3.5.
(i) Each of the sets in the condition (II), except Ω E7 and Ω H3 in the last row, has the same cardinality as the set {λ ∈ Λ | G λ ≃ W (T ′ )} where + 1) and T , respectively (note that no two admissible finite groups of distinct types are isomorphic; cf. Lemma 2.18). Moreover, each of Ω E7 and Ω H3 has the same cardinality as {λ ∈ Λ | G λ ≃ W (T ′ ) + } for T ′ = E 7 and H 3 , respectively. Similar relations also hold for W ′ . Thus the two conditions (I), (II) are satisfied if and only if there is a bijection ψ :
Hence the claim follows from Theorem 3.9 (i) (which can be applied indeed to the case, by Lemma 3.7) .
as in the conclusion of Theorem 3.9. By Remark 3.5,
) for all ω ∈ Ω inf , so that the claim (II) holds. The claim (I) follows from Theorem 3.9 (iii) (by putting Λ ♮ = Λ Ω inf ). Moreover, the claim (III) also follows from Theorem 3.9, by putting g Z = g ′ Z | W inf . Hence the proof is concluded.
3.3. Automorphism groups. Owing to Theorems 3.4 and 3.9, we can examine the automorphism groups of W = ω∈Ω W ω and G = λ∈Λ G λ respectively (Theorem 3.10), under the hypothesis in Section 3.2. In this subsection, the complete direct product of groups is denoted by a symbol .
As is remarked in Section 2.1, if G ′ , G ′′ are groups and
In this manner, each Aut(G λ ), Aut(W ω ) is embedded into Aut(G), Aut(W ) respectively. The group Aut(W fin ) is also embedded into Aut(W ).
On the other hand, the symmetric group on each isomorphism class of components of G or W is also embedded into the automorphism group, as follows. For the case of G, we partition the index set Λ ¬Z into subsets Λ ξ (ξ ∈ Ξ) so that λ, λ ′ ∈ Λ ¬Z are in the same subset if and only if G λ ≃ G λ ′ . Moreover, for ξ ∈ Ξ, we choose an "identity map" id µ,λ ∈ Isom(G λ , G µ ) for each λ, µ ∈ Λ ξ so that id λ,λ = id G λ , id λ,µ = id µ,λ −1 and id ν,µ • id µ,λ = id ν,λ for all λ, µ, ν ∈ Λ ξ . (This can be done by taking a maximal tree in the category of groups G λ (λ ∈ Λ ξ ) and group isomorphisms.) Then each element τ of the symmetric group Sym(Λ ξ ) on Λ ξ induces an automorphism of the factor G Λ ξ of G; namely,
In this manner, Sym(Λ ξ ) is embedded into Aut(G Λ ξ ), and so also into Aut(G). Similarly, we write Ω = υ∈Υ Ω υ , choose "identity maps" id ω ′ ,ω ∈ Isom(W ω , W ω ′ ) and then embed every symmetric group Sym(Ω υ ) into Aut(W ). Moreover, put
Since Sym n (n ≥ 2) is the Coxeter group W (A n−1 ), which is directly indecomposable (cf. Theorem 3.3) , we can apply Theorem 3.10 (i) 
Note that Z(W m ) = (Sym 2 ) m2 ≃ {±1} m2 , while |Hom(Sym n , {±1})| = 2 for all n ≥ 2 by Lemma 2.11. Thus Lemmas 2.3 and 2.4 (ii) imply that
Secondly, recall the well-known fact that Aut(Sym n ) = Inn(Sym n ) (the group of inner automorphisms) if n = 6 and |Aut(Sym 6 )/Inn(Sym 6 )| = 2. This implies that Aut(Sym 2 ) = 1, |Aut(Sym 6 )| = 2|Sym 6 | and Aut(Sym n ) ≃ Sym n if n = 2, 6. Thus we have
Moreover, by definition, we have H 3 ≃ n≥3 Sym mn . As a special case, if all but finitely many terms in m are 0, then (by putting |m| = n m n < ∞) we have
Hence we have
4. Centralizers of normal subgroups generated by involutions 4.1. Proof of Theorem 3.1. In this section, we prove Theorem 3.1. From now, (W, S) always denotes a Coxeter system. In the proof, we use the notion of core subgroups (cf. Section 2.1). For a subgroup G ≤ W , let X G be the set of all elements in G of the form w 0 (I) (I ⊂ S) such that 1 = w 0 (I) ∈ Z(W I ). Then we have the following relation (proved below): 
Proof. First, assume u ∈ Z W (w 0 (I)). Then u −1 w 0 (I)u = w 0 (I) ∈ Z(W I ) and so
Hence we have u ′ = w 0 (I) and so u ∈ Z W (w 0 (I)). (4) and (2), we have:
Proof. It is enough (by (3) ) to show that C I ⊂ N W (W I∪{s} ). Let w ∈ C I . By the hypothesis, we have c = α s , α t < 0 for some t ∈ I. Now since sws ∈ C I ⊂ N W (W I ), we have sws · α t ∈ Φ I (by (16)) and so ws · α t ∈ Φ I∪{s} . On the other hand, we have ws by (16) ). Hence we have w ∈ N W (W I∪{s} ) by (16).
For s ∈ S and I ⊂ S, let d Γ (s, I) = min{d Γ (s, t) | t ∈ I} denote the distance from s to the set I in the Coxeter graph Γ of (W, S). Lemma 4.6 (Cutting Lemma). Let (W, S) be irreducible, I ⊂ S and s ∈ S I. Then for d Γ (s, I) < k < ∞, we have C I ⊂ C J , where
Proof. It is enough (by (3) and (16)) to show that w · Φ J ⊂ Φ J (or equivalently, w · Π J ⊂ Φ J ) for all w ∈ C I . Assume contrary that t ∈ J and w · α t ∈ Φ J . Note that w · α t ∈ Φ I (by (16)) and so s ∈ supp(w · α t ). Then by definition of J, we have
Take a shortest path s 0 = s, s 1 , . . . , s d−1 , s d ∈ supp(w · α t ) in Γ from s to the set supp(w · α t ). Then by the above inequality, we have s i ∈ {t} ⊥ for all 0
Then we have uwu −1 · α t = uw · α t and so (by (13))
(note that s ∈ I). On the other hand, we have uwu −1 ∈ C I and so uwu −1 · α t ∈ Φ I (by (16)). This is a contradiction. Hence the claim holds. Proof. By definition of Γ odd , and by symmetry, it is enough to show that C {s} ⊂ C {t} for any s, t such that m(s, t) = 2k + 1 is odd. Now by putting u = (st) k ∈ W , we have t = usu −1 . Thus for w ∈ C {s} , we have Proof. Assume contrary that 1 = w ∈ Core W (W I ) (so that w · Φ I = Φ I by (16)). Fix s ∈ S I and take γ ∈ Φ
Take a shortest path s 0 = s, s 1 , . . . , s d−1 , s d ∈ supp(γ) in Γ from s to the set supp(γ). Then by the above inequality, we have s i ∈ supp(w · γ) for all 0 (13)) and so u · γ ∈ Φ + Φ I . On the other hand, we have uwu by (12) ). This is a contradiction, since uwu 4.3. Proof for finite case. In this subsection, we prove Theorem 4.2 for the case |W | < ∞. From now, we abbreviate often the terms "Expanding Lemma", "Cutting Lemma", "Shifting Lemma" to 'EL', 'CL', 'SL', respectively. Lemma 4.9. Let (W, S) be irreducible, |W | < ∞ and s ∈ S. Suppose that no condition below is satisfied:
Proof. Since Z(W ) ⊂ C {s} and t∈S N W (W {t} ) = Z(W ), it is enough to show that C {s} ⊂ C {t} for all t ∈ S. Case 1. The odd Coxeter graph Γ odd of (W, S) is connected: Then the claim follows from the Shifting Lemma.
Case 2. W = W (B n ), n ≥ 3 and s = s 1 : We have C {s}
CL ⊂ C {s1} (since n ≥ 3). Thus the claim holds. Case 3. W = W (F 4 ): By symmetry, we may assume s = s 1 or s 2 . Now we have Lemma 4.9 . Then C S {s} = Z(W ).
Proof. Now we have C S {s} CL ⊂ C {t} by the choice of t. Then apply Lemma 4.9.
Lemma 4.11. Suppose that one of the following conditions is satisfied:
Proof. By the hypothesis and Corollary 2.22 (ii), we have N W (W I ) = W I × Z(W ). Now a direct computation shows that sW I s ∩ N W (W I ) = 1, so that W I ∩ C I = 1 by (5) . Since Z(W ) ⊂ C I , we have C I = Z(W ). Case 1. (W, S) = (W (T n ), S(T n )) for T = B, n ≥ 3 or T = D, 3 ≤ n = 4: Put L = 1 in the former case, L = 2 in the latter case. Note that in this case, any automorphism of Γ (T n ) preserves the sets S(T k ), elements w 0 (S(T k )) (k ≥ L) and so the subgroup G Tn .
Lemma 4.12. (i) If
Subcase 1-1. I = S(T k ) for some L ≤ k < n: This is a case (i) or (ii) of Theorem 4.2 (for τ identity), so that we have to show C I = G Tn . Note that C S(Ti) EL ⊂ C S(Tj ) CL ⊂ C S(Ti) and so C S(Ti) = C S(Tj ) for all L ≤ i < j < n.
Thus we may assume I = S(T L ), and we have C I ⊂ n−1 i=L N W (W S(Ti) ). By Corollary 2.23, (3) and Lemma 4.12, we have C I ⊂ G Tn . Conversely, since G Tn is abelian and contains w 0 (I), we have G Tn ⊂ Z W (w 0 (I)) = N W (W I ) by Lemma 4.4. Thus G Tn ⊂ C I since G Tn ⊳ W . Hence C I = G Tn .
Subcase 1-2. I = S(T k ) for all L ≤ k < n: By the above remark, this is not a case (i) or (ii), and so we have to show C I ⊂ Z(W ). Note that I = S. Let M be the first index ≥ 1 such that s M ∈ I, so that S(T M−1 ) ⊂ I (where we put S(T 0 ) = ∅). If T = D and M = 2, then we have C I EL ⊂ C S {sM } since I = ∅. Otherwise, there is some M < i ≤ n such that s i ∈ I (since otherwise we have a contradiction I = S(T M−1 )), and so M < n and C I EL ⊂ C S {sM } . In any case, we may assume that I = S {s M }. Now there are the following three cases:
Subsubcase 1 Subcase 3-2. |I| = 2 and s 3 ∈ I: This is also not a case (i) or (ii), so that we have to show C I ⊂ Z(W ). Let I = {s 3 , s i }. Then we have C I CL ⊂ C {si} , while C {si} = Z(W ) by the previous case. Thus C I ⊂ Z(W ).
Subcase 3-3. |I| = 2 and s 3 ∈ I: Note that there is τ ∈ Aut(Γ ) such that τ (S(D 2 )) = I. This is a case (ii), so that we have to show C I = τ (G D4 ). By symmetry, we may assume τ = id S . First, we have C I EL ⊂ C S(D3) and so C I ⊂ Subcase 4-3. |S| ≥ 4: Namely, (W, S) = (W (T ), S(T )) for T = A n (n ≥ 4), E n (n = 6, 7, 8) , F 4 or H 4 . Now we have C I EL ⊂ C S {si} for some i. Thus we may assume I = S {s i }.
Subsubcase 4-3-1. There is a unique vertex of Γ farthest from s i : Now we have C I = Z(W ) by Corollary 4.10.
Subsubcase 4-3-2. There are at least two vertices of Γ farthest from s i : Namely, we have (T , i) = (A 2k+1 , k + 1) (k ≥ 2), (E 6 , 2), (E 6 , 4) or (E 8 , 5) . Now there are exactly two vertices s, t of Γ farthest from s i , and there is a vertex = s, t
