The Schrodinger equation with Hulthen potential plus ring-shaped
  potential by Agboola, D.
ar
X
iv
:0
81
1.
44
41
v2
  [
ma
th-
ph
]  
15
 A
pr
 20
09
The Schro¨dinger equation with Hulthe´n
potential plus ring-shaped potential.
D. Agboola∗
Department of Pure and Applied Mathematics,
Ladoke Akintola University of Technology,Oyo State, Nigeria.
P.M.B. 4000
Abtract:We present the solutions of the Schro¨dinger equation with the
Hulthe´n potential plus ring-shape potential for ℓ 6= 0 states within the
framework of an exponential approximation of the centrifugal potential.
Solutions to the corresponding angular and radial equations are obtained in
terms of special functions using the conventional Nikiforov-Uvarov method.
The normalization constant for the Hulthe´n potential is also computed.
PACS:03.65.w; 03.65.Fd; 03.65.Ge
Keywords:Schro¨dinger equation,Hulthe´n potential,Nikiforov-Uvarov Method,
Ring-shaped potential.
∗E-Mail:tomdavids2k6@yahoo.com
1
1. Introduction.
The search for exact bound-state solutions of wave equations, relativistic or
non- relativistic, has been an important research area in quantum mechan-
ics. However, over the past decades, problems involving the multidimen-
sional Schro¨dinger equation have been addressed by many researchers. For
instance, Bateman investigated the relationship between the hydrogen atom
and a harmonic oscillator potential in arbitrary dimensions [1]. Recently,
the N -dimensional Pseudoharmonic oscillator was discussed by Agboola et
al [2]. The N -dimensional Kratzer-Fues potential was discussed by Oyewumi
[3], while the modified Kratzer-Fues potential plus the ring shape potential
in D-dimensions by the Nikiforov-Uvarov method has also been considered
[4].
The Hulthe´n potential is one of the important short-range potentials
which behaves like a Coulomb potential for small values of r and decreases
exponentially for large values of r. The Hulthe´n potential has received ex-
tensive study in both relativistic and non-relativistic quantum mechanics
[5-9]. Unfortunately, quantum mechanical equations with the Hulthe´n po-
tential can be solved analytically only for the s-states [5, 11, 12]. However,
some interesting research papers [13-22] have appeared to study the ℓ−state
solutions of Hulthe´n-type potentials. Recently, an extension of this study
to a multidimensional case was presented [23]. The main idea of the in-
vestigation relies on using an exponential approximation for the centrifugal
term.
Recently, Chen and Dong [24] found a new ring-shaped (non-central) po-
tential and obtained the exact solution of the Schro¨dinger equation for the
Coulomb potential plus this new ring-shaped potential which has possible
applications to ring-shaped organic molecules like cyclic polyenes and ben-
zene. Also, Cheng and Dai [25], proposed a new potential consisting from the
modified Kratzer potential [26] plus the new proposed ring-shaped poten-
tial. They have presented the energy eigenvalues for this proposed exactly-
solvable non-central potential. Very recently, the D-dimensional case of the
potential has been studied by Ikhdair[] using the Nikiforov-Uvarov method
[27].
It is therefore the aim of this paper to present the approximate solutions
of the Schro¨dinger equation with the Hulthe´n potential plus ring-shape po-
tential for ℓ 6= 0 states using the conventional Nikiforov-Uvarov method.
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2. The Schro¨dinger equation for the Hulthe´n plus ring-shape po-
tential.
The motion of a particle of mass µ in a spherically symmetric potential
is described in spherical coordinate as
− h¯
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Ψnℓm(r, θ, ϕ)
= EΨnℓm(r, θ, ϕ)
(1)
The Hulthe´n potential [5, 6, 7, 23] plus the ring-shape potential [4, 24, 25]
in is given as
V (r, θ) = −Zα e
−αr
1− e−αr + β
cos2 θ
r2 sin2 θ
(2)
where α is the screening parameter, β is a positive real constant and Z is a
constant which is identified with the atomic number when the potential is
used for atomic phenomena.
If we substitute Eq.(2) into (1) and seperate the variable as follows
Ψnℓm(r, θ, ϕ) = Rnℓ(r)Y
m
ℓ (θ, ϕ) (3)
where
Rnℓ(r) = r
−1Unℓ(r) (4)
and
Y mℓ (θ, ϕ) = H(θ)Φ(ϕ), (5)
then, we have the following sets of second-order differential equations:
U ′′nℓ(r) +
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2µ
h¯2
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H(θ) = 0 (7)
and
d2Φ(ϕ)
dϕ2
+m2Φ(ϕ) = 0 (8)
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where we have introduced the seperation constants m and ν = ℓ(ℓ+ 1) and
ℓ is the orbital angular momentum quantum number.
The solution to Eq.(8) is periodic and must satisfies the periodic bound-
ary condition
Φ(ϕ+ 2π) = Φ(ϕ) (9)
from which we obtain the solution
Φm(ϕ) =
1√
2π
exp(±imϕ), m = 0, 1, 2, ... (10)
We are then left with the solutions of Eqs.(6) and (7) which we present in
the later sections.
3. The Nikiforov-Uvarov method.
In this section, we give a brief description of the conventional Nikiforov-
Uvarov method. A more detailed description of the method can be obtained
the following references [27].With an appropriate transformation
s = s(r),the one dimensional Schro¨dinger equation can be reduced to a
generalized equation of hypergeometric type which can be written as fol-
lows:
ψ′′(s) +
τ˜(s)
σ(s)
ψ′(s) +
σ˜(s)
σ2(s)
ψ(s) = 0 (11)
Where σ(s)and σ˜(s) are polynomials, at most second-degree, and τ˜(s)is at
most a first-order polynomial. To find particular solution of Eq. (14) by
separation of variables, if one deals with
ψ(s) = φ(s)yn(s), (12)
Eq.(11)becomes
σ(s)y′′n + τ(s)y
′
n + λyn = 0 (13)
where
σ(s) = π(s)
φ(s)
φ′(s)
, (14)
,
τ(s) = τ˜(s) + 2π(s), τ ′(s) < 0, (15)
π(s) =
σ′ − τ˜
2
±
√(
σ′ − τ˜
2
)2
− σ˜ + tσ, (16)
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and
λ = t+ π′(s). (17)
The polynomial τ(s) with the parameter s and prime factors show the dif-
ferentials at first degree be negative. However,determination of parameter
t is the essential point in the calculation of π(s). It is simply defined by
setting the discriminate of the square root to zero [27]. Therefore, one gets
a general quadratic equation for t.The values of t can be used for calculation
of energy eigenvalues using the following equation
λ = t+ π′(s) = −nτ ′(s)− n(n− 1)
2
σ′′(s). (18)
Furthermore, the other part yn(s) of the wave function in Eq. (12) is the
hypergeometric-type function whose polynomial solutions are given by Ro-
drigues relation:
yn(s) =
Bn
ρ(s)
dn
dsn
[σn(s)ρ(s)] (19)
where Bn is a normalizing constant and the weight function ρ(s) must satisfy
the condition [10]
(σρ)′ = τρ. (20)
4.0 Solution to the angular equation.
In order to solve Eq.(6) using the Nikiforov-Uvarov method, we write it
as follows
d2H(θ)
dθ2
+
cos θ
sin θ
dH(θ)
dθ
+
[
ℓ(ℓ+ 1)− m
2 + (2µβ/h¯2) cos θ
sin2 θ
]
H(θ) = 0 (21)
Introducing a new variable s = cos θ, Eq. (21) becomes an associated Leg-
endre differential equation [4, 25, 28]
d2H(s)
ds2
+
2s
1− s2
dH(s)
ds
+
η(1− s2)− κ2
(1− s2)2 H(s) = 0 (22)
where
η = ℓ′(ℓ′ + 1) = ℓ(ℓ+ 1) +
2µβ
h¯2
and κ2 = m2 +
2µβ
h¯2
(23)
Comparing Eqs. (11) and (23) we obtained the following
τ˜(s) = −2s, σ(s) = 1− s2 and σ˜(s) = −ηs2 + η − κ2 (24)
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Inserting the above expressions in Eq. (16) we obtain the following functions:
π(s) = ±
√
(η − t)s2 + t− η + κ2 (25)
Equating the discriminate of the expression under the square root to zero to
get the possible values of t, we then have the corresponding values of π(s)
as follows:
π(s) =


κs for t = η − κ2
−κs for t = η − κ2
κ for t = η
−κ for t = η
(26)
With the condition that τ ′(s) < 0, we select the solution π(s) = −κs for
t = η − κ2.This yields
τ(s) = −2(1 + κ)s. (27)
Using Eq.(18), we have the following
λ = η − κ(1 + κ) = 2n(1 + κ) + n(n− 1) (28)
Eq.(28)with the definition η = ℓ′(ℓ′ + 1) yields the new angular momentum
ℓ′ as
ℓ′ = n+ κ = n+
√
m2 +
2µβ
h¯2
. (29)
Moreover, using Eqs.(14),(19)and (20),it is easy to obtain the following
φ(s) = (1− s2)κ/2 (30)
and
yn = Bn(1− s2)−κ d
n
dsn
[
(1− s2)n+k
]
(31)
such that with the substitution s = cosθ, we have the angular solution to be
Hκ(θ) = Nℓ′κ sin
κ(θ)P (κ,κ)n (cos θ) (32)
where Nℓ′κ is the normalization canstant given as
Nℓ′κ =
√
(2ℓ′ + 1)(ℓ′ − κ)!
2(ℓ′ + κ)!
(32)
and n = ℓ′ + κ.
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4.1 Solution to the radial equation.
In this secion, we obtain the solution to radial equation (6) using the Nikiforov-
Uvarov method.First, we note that Eq.(6) is similar to the one dimensional
Schro¨dinger equation for the Hulthe´n potential, expect for the addition of
the term ℓ(ℓ+N−2)
r2
,which is well known as the centrifugal term.To solve
Eq.(6),one can consider the approximation of the centrifugal term which
is valid for a small value of α
1
r2
≈ α
2e−αr
(1− e−αr)2 . (33)
With the use of Eq.(33) and the transformation s = e−αr, Eq.(6) becomes
U ′′nℓ(s)+
(1− s)
s(1− s)U
′
nℓ(s)+
1
[s(1− s)]2 [(−ǫ
2−δ)s2+(2ǫ2+δ−γ)s−ǫ2]Unℓ(s) = 0
(34)
where
−ǫ2 = 2µE
α2h¯2
, δ =
2Zµ
αh¯2
, and γ = ℓ(ℓ+ 1) (35)
By comparing Eqs.(11) and (34), we can define the following
τ˜(s) = 1−s, σ(s) = s(1−s) and σ˜(s) = (−ǫ2−δ)s2+(2ǫ2+δ−γ)s−ǫ2
(36)
Inserting these expressions into Eq.(16), we have
π(s) = −s
2
± 1
2
√
[1 + 4(ǫ2 + δ − t)]s2 − 4(2ǫ2 + δ − γ + t)s+ 4ǫ2 (37)
The constant parameter t can be found in a similar fashion with that of the
angular equation. Thus, the two possible functions for each t are given as
π(r) = −s
2
±


1
2
[(
2ǫ−√1 + 4γ) s− 2ǫ] for t = γ − δ + ǫ√1 + 4γ
1
2
[(
2ǫ+
√
1 + 4γ
)
s− 2ǫ] for t = γ − δ − ǫ√1 + 4γ
(38)
However, for the polynomial τ(s) = τ˜(s) + 2π(s) to have a negative deriva-
tive, we can select the physically valid solution to be
π(s) = −s
2
− 1
2
[(
2ǫ+
√
1 + 4γ
)
s− 2ǫ
]
(39)
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for t = γ − δ − ǫ√1 + 4γ such that
τ(s) = 1− 2s−
[(
2ǫ+
√
1 + 4γ
)
s− 2ǫ
]
. (40)
Also,by Eq.(16) we can define
λ = γ − δ − 1
2
(1 + 2ǫ)
(
1 +
√
1 + 4γ
)
= n
[
1 + 2ǫ+ n+
√
1 + 4γ
]
(41)
for n = 1, 2, ... Thus, with the aid of Eqs.(35)and (41),after simple manipu-
lations, we have the energy eigenvalues as
En = − h¯
2
2µ
[
(Zµ/h¯2)
n+ ℓ+ 1
− n+ ℓ+ 1
2
α
]2
(42)
which is in agreement with previous works [6,28].
To obtain the wave function, we substitute π(s) and σ(s) into Eq.(14),
and solving the first order differential equation to have
φ(s) = sǫ(1− s)ℓ+1. (43)
Also by Eq.(20), the weight function ρ(s) can be obtained as
ρ(s) = s2ǫ(1− s)2ℓ+1 (44)
Substituting Eq.(42)into the Rodrigues relation (19), we have
yn(s) = Bns
−2ǫ(1− s)−(2ℓ+1) d
n
dsn
[
sn+2ǫ(1− s)n+2ℓ+1
]
. (45)
Therefore, we can write the wave function Unℓ(s) as
Unℓ(s) = Cns
ǫ(1− s)ℓ+1P (2ǫ,2ℓ+1)n (1− 2s) (46)
where Cn is the normalization constant, and we have used the definition of
the Jacobi polynomials[30],given as
P (a,b)n (s) =
(−1)n
n!2n(1− s)a(1 + s)b
dn
dsn
[
(1− s)a+n(1 + s)b+n
]
. (47)
To compute the normalization constant Cn, it is easy to show with the use
of Eq.(4) that
∫
∞
0
|Rnℓ(r)|2r2dr =
∫
∞
0
|Unℓ(r)|2dr =
∫ 1
0
|Unℓ(s)|2 ds
αs
= 1 (48)
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where we have also used the substitution s = e−αr. Putting Eq.(46) into
Eq.(48) and using the following definition of the Jacobi polynomial[30]
P (a,b)n (s) =
Γ(n+ a+ 1)
n!Γ(1 + a)
2F1
(
−n, a+ b+ n+ 1; 1 + a; 1− s
2
)
, (49)
we arrived at
C2nN
ǫ
n
∫ 1
0
s2ǫ−1(1− s)2ℓ+2 2F1 (−n, 2ǫ+ 2ℓ+ n+ 2; 1 + 2ǫ; s) ds = α (50)
where
N ǫn =
[
Γ(2ǫ+ n+ 1)
n!Γ(2ǫ+ 1)
]2
(51)
and 2F1 is the hypergeometric function. Using the following series represen-
tation of the hypergeometric fucntion
pFq(a1, ..., ap; c1, ..., cq ; s) =
∞∑
n=0
(a1)n...(ap)n
(c1)n...(cq)n
sn
n!
(52)
we have
C2nN
ǫ
n
n∑
k=0
n∑
j=0
(−n)k(n+ 2ǫ+ 2ℓ+ 2)k
(1 + 2ǫ)kk!
(−n)j(n + 2ǫ+ 2ℓ+ 2)j
(1 + 2ǫ)jj!
∫ 1
0
s2ǫ+k+j−1(1−s)2ℓ+2ds = α.
(53)
Hence, by the definition of the Beta function,Eq.(53)becomes
C2nN
ǫ
n
n∑
k=0
n∑
j=0
(−n)k(n+ 2ǫ+ 2ℓ+ 2)k
(1 + 2ǫ)kk!
(−n)j(n + 2ǫ+ 2ℓ+ 2)j
(1 + 2ǫ)jj!
B(2ǫ+k+j, 2ℓ+3) = α.
(54)
Using the relations B(x, y) = Γ(x)Γ(y)Γ(x+y) and the Pochhammer symbol
(a)n =
Γ(a+n)
Γ(a) , Eq.(54) can be written as
C2nN
ǫ
n
n∑
k=0
(−n)k(2ǫ)k(n+ 2ǫ+ 2ℓ+ 2)k
(1 + 2ǫ+ 2ℓ+ 2)k(1 + 2ǫ)kk!
n∑
j=0
(−n)j(2ǫ+ k)j(n+ 2ǫ+ v)j
(1 + 2ǫ+ v + k)j(1 + 2ǫ)jj!
=
α
B(2ǫ, 2ℓ+ 3)
(55)
Eq.(55) can be used to compute the normalization constants for n = 0, 1, 2, ...
In particular for the gound state, n = 0, we have
C0 =
√
α
B(2ǫ, 2ℓ+ 3)
(56)
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Finally, we can now write the complete orthonormalized energy eigen-
function of the Hulthe´n potential plus a ring-shape potential.
Ψnℓm(r, θ, ϕ) = r
−1Unℓ(s)H(θ)Φ(ϕ) (57)
where Unℓ(s),H(θ) and Φ(ϕ) are give in Eqs.(46),(32) and(10) respectively
and s = e−αr
6. Conclusions.
In this paper, the Schro¨dinger equation was solved for its approximate
bound-states with a Hulthe´n potential plus a ring-shaped potential for ℓ 6= 0
by the conventional Nikiforov-Uvarov method. Solutions to the angular and
radial equations were obtained using the Nikiforov-Uvarov method and the
eigenvalues obtained were found to be in agreement with those obtained us-
ing the numerical integration method[31] and the PT-symmetric quantum
mechanics[28].The corresponding eigenfunctions were worked out in terms
of the Jacobi polynomial and the normalization constant was also computed
in terms of hypergeometric series.This research is an extension of the works
presented by [24].
However,it is important to note that the approximation (33) is only valid
for a small value of α; and as α→ 0, the results obtained approach those of
the Coulombic potential.
Finally, it is worth noting that the approximate solution obtained in the
newly proposed form of potential (2) may have some significant applications
in the study of quantum mechanical systems in both atomic and molecular
physics.
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