ABSTRACT Particle filter has been developing prosperously in the prognostics field and is being applied with success in prognostics of complex systems or components. The existing research works on the prognostic process demonstrate that the state prediction phase that is actualized by classical procedures, such as particle projection, is always prone to performance degradation. To overcome such a defect, this paper presents a novel technique, named the F-distribution particle filter -based prognostics, following the principle that the particles' weights are calculated dynamically by the F kernel rather than keeping fixing in the state prediction phase. The effectiveness of the proposed approach is evaluated through a real experiment of a hydraulic actuator. The analytical results show that the proposed method is more effective in the prediction of the remaining useful life for the internal leakage fault benchmarked against the existing classical particle filtering-based prognostics.
I. INTRODUCTION
As a complex electro-hydraulic component in the Automatic Flight Control System (AFCS) of civil aircraft, actuators are utilized to drive flight control surfaces which adjust the three attitudes of the aircraft (pitch, roll and yaw) and trajectory. The applications of advanced design techniques in AFCS bring greater challenges arising from the demands of intensity and accuracy to the actuators in flying missions, therefore, the crucial issue how to design a system, which has qualified performance and high reliability, to guarantee the smooth running of the actuators has attracted the attention of extensive researches over the past few decades.
Considering the safety and cost of maintenance, an emerging methodology called Prognostics and Health Management (PHM) is being attached importance and applied widely in actuators. One of the core concepts of PHM is the ''Prognostics'' refers to the process of predicting the remaining useful life (RUL) of a system or its components based upon knowledge of past usage, current state, and future conditions [1] . The RUL prediction gives operators a potent tool in decision making by quantifying how much time is left until its functionality is lost. RUL prediction needs to contend with multiple sources of errors, like modelling inconsistencies, system noise and the measurement variability, which always leads to unsatisfactory performance from classical techniques like artificial neural networks [2] , support vector machines [3] and extended Kalman filtering [4] . Different from the aforementioned methods attempt to derive the models or parameters of degradation processes only from measurements, the framework of particle filtering (PF) that combines the real-time observation information with the empirical models is able to account for the stochasticity of dynamic process [5] .
PF is a Monte Carlo-based computational tool particularly useful for Bayesian-framed prognostics of nonlinear and nonGaussian processes [6] . There is a wealth of research that shows PF is an increasingly popular state estimation technique on the basis that particles represent the probability densities of the state. However, PF does not have the capability to predict the health state at future time in the absence of new observations [7] . Partial typical branches of the PF algorithm have been listed in Figure 1 and the detailed developments will not be discussed in this article. However, the introduction of an adequate procedure at the end of the filtering process allows making predictions based on the filter's output. The process of predicting the state is called particle filter-based (PF-based) prognostics which will be focused on.
Generally, there are mainly two families of solutions in achieving prognostics found in the existing R. Guo, Q. Gan: Prognostics for a Leaking Hydraulic Actuator Based on the FPF FIGURE 1. Framework of the particle filter-based prognostics.
literatures: particle projection [13] - [16] and observation construction [17] - [20] .
Particle projection regards the generation of the particles at every future step for predicting the state probability density function (PDF). One of the classical approaches to implement particle projection is that the values of the particles are iteratively passed onto the future steps through the state dynamic model. In this sense, this approach is the simplest in terms of computational burden, however, an obvious defect of this strategy always mentioned by the previous researchers is that the weights of all particles are kept invariant in the whole prediction process, and the fact that the noise and process non-linearity could change the shape of the state PDF as time passes is not taken into account [21] - [23] . Since the weight update process is needed as part of a prediction problem, but it cannot depend on the acquisition of new measurements. To overcome the problems above, a method of that uses a rescaled version of the Epanechnikov kernel function to reconstruct the state PDF at every prediction time step is proposed in order to relieve the uncertainty's growth. The kernel function has been confirmed the role of bounded the representation of the uncertainty, but the process for the modification of particles' population always leads to the necessity of resampling step which may result in excessive computational burden. Therefore, a satisfactory algorithm should be able to accurately predict for RUL while also maintaining a reasonable tradeoff with respect to computational burden [24] - [28] .
Observation construction is another hot approach in the framework of classical PF-based prognostics. The lack of observations is compensated by a series of data-driven methods, such as neural networks (NN), least squared support vector regression (LSSVR). With the help of data-driven methods, the historical observation data can be regarded as time series so that it is able to implement a long-term prediction and calculate recursively the future observation data, then PF-based prognostic methods are capable of estimating accurately the state or parameters based on the artificial observations. For the approach of observation construction, a chief consideration is the propagation of uncertainly, the increasement of the uncertainty associated with the artificial measurements may greatly affect the accuracy of the PF-based approaches, and it is hard to form a comprehensive guidance to grasp the final uncertainty as different quantities of noise terms are involved. For many complex systems' models with time-varying parameters, which may continually vary in the whole process of the systems' degradation, the aforementioned approaches will probably generate accumulative errors and result in significant deviations, since their work needs the iterative calculation of the evolution models.
This paper introduces a generic and systematic methodology to the reliability prediction problem on fault prognostics by capitalizing on notions from F-distribution. At first, the particles are projected ahead, and the particles' weights are computed based on F kernel by making the best of the historical data, then the target component's RUL based on the historical state can be obtained when the predicted health state achieves the predetermined RUL threshold, Finally the RUL expectation is output by the weighted average of the predicted RULs as the new reliable observation is coming. Experimental results show the proposed algorithm is able to update the RUL accurately for the actual actuators online monitoring.
The remainder of this paper is divided as follows. Section II provides the background knowledge about PF and the framework of the classical PF-based prognostics. The proposed FPF-based prognostics is presented in Section III, in addition, the dynamic screening process, which is introduced as part of the proposed prognostics, is discussed in detail. Section IV illustrates the practical examples respectively through which the PFP-based prognostics is compared with the classical PF-based prognostics and the PF-LSSVR prognostics [13] . The classical PF-based technique belongs to particle projection, and the PF-LSSVR technique is a representative method that uses observation construction. The PF-LSSVR prognostics technique employs LSSVR for observation series prediction and applies PF to collaboratively estimate the system state. Some conclusions and future work is outlined in Section V.
II. BACKGROUND OF CLASSICAL PF-BASED PROGNOSTICS A. NONLINEAR SYSTEM MODEL
The evolution of nonlinear discrete-time dynamical system can be expressed by
where x k ∈ R n and z k ∈ R m represent the state vector sequence and the observation vector sequence of the dynamic system respectively at time k; x k is supposed to follow a firstorder Markov process; θ k ∈ R l is the vector sequence of time-varying parameters, which gradually varies in the whole system' degradation process. v k−1 ∈ R n is independent identically distributed (i. 
B. PARTICLE FILTER
Particle filter is sequential Monte Carlo method based on point mass (or ''particle'') representations of probability densities, which can be applied to any state-space model and which generalize the traditional Kalman filtering method [29] . The focus of the particle filter is to approximate the posterior PDF using a set of particles
with the associated
, N s is the particles' number. The state estimation is then computed based on these samples and associated weights. If random particles are directly drawn from the true posterior PDF, the true posterior PDF p (x k |z 0:k ) is given by a discrete weighted approximation
where δ (·) is the Dirac delta function. In fact, it is often complicated or even intractable to sample directly from the true posterior density p (x k |z 0:k ). Thus, it is necessary for applications to find an alternative easy-to-sample importance (proposal) distribution q (x k |z 0:k ) to draw particles. Sequential importance sampling (SIS) and the resampling step form the basis of the classical PF algorithm. Many derivative filters have been proposed all along the latest decade, they all follow the classical PF which is described as follows:
1) INITIALIZATION
Set k = 0 and N s particles are drawn based on the initial
is the initial prior PDF.
2) IMPORTANCE SAMPLING AND WEIGHTS CALCULATION
If the importance distribution and true posterior density function can be factorized as
A random particle can be assigned a weight in accordance with q (x k |z 0:k ) and the weight is represented as
And then, when the new observation is available, propagate the particle together with the corresponding weight computation
If the effective sample size N eff is below the given threshold N th , e.g. N th = N s /2, perform the resampling step. Draw N s particles in accordance with the corresponding resampling strategy, and update the current set with the new one. Once the resampling step is fulfilled, the weight is reset to
The final output of state estimationx k can be calculated through numerically summing up the products of the particle set and the assigned corresponding weight set
Prognostics which is made with the purpose of estimating a component's RUL may be essentially understood as the generation of long-term prediction for a fault indicator. PF algorithm has been applied to realizing a p-step ahead state prognostics [30] , [31] . Based on the approximation of the true posterior PDF p (x k |z 0:k ) obtained from the PF in (2), the estimation of p − step ahead prediction distribution p x k+p |z 0:k is given in a recursive form by introducing the model equations and shown as
The integrals in (8) the initial condition and the invariant of particle weights, the predicted state distribution p x k+p |z 0:k at time (k + p) could be given as
It should be noted that the treatment of the particle weights assumes that the current weights
are a suitable representation of the true state PDF at time k, then it is possible to approximate the predicted state PDF at time (k + p) satisfactorily.
The classical approach predicts the evolution in time of each particle by successively calculating iteratively with (1) for every future instant. However, it has two main obvious disadvantages in implementation: 1) In practical applications, the specified model time-varying parameter θ k in (1) represents the diversity of the degradation process. To update the model parameters and system state jointly, θ k should be treated as a hidden state of the system, then it performs parameter identification in parallel with state estimation by PF. However, the classical PF-based prognostics requires that the state evolution models are accurately estimated at initial prediction time instant k and further stay approximately fixing in the future prediction instants in that it works by iterative calculation using these models; 2) Noise and process non-linearities could change the shape of the state PDF as time passes, and the accumulative errors in longterm prediction will lead to a significant deviation from the true values. However, the weights of current particles are propagated in time without change, it often manifests that there exists hysteresis in the prediction of the future trend in the system. In addition, since the weight update process is needed as a part of the prediction problem, it cannot depend on the acquisition of new observations. So, the weight of every particle should be modified at each prediction instant. In order to solve above two defects, a solution of the state prediction to improve the performance of the classical PF-based prognostics is presented.
III. FPF-BASED PROGNOSTICS
One of the difficulties in implementing the classical PF-based prognostics to learn the unknown model parameters arises when the latest observation used for computing the weights is highly noisy. The uncertainty will directly lead to the deviation of the posterior PDF from the true PDF and the initial particles drawn in the prediction phase are far away from the true region. This accelerates the divergence of the predicted state, even though the noisy observation does not appear at the latest instant, it also inhibits the convergence of the PF due to the time consuming for pulling back to the true trajectory. In the classical PF, particles are weighted with an importance distribution. In practice, these weights are usually calculated according to the error ε i k between the i-th estimation observation obtained by z i k = h x i k and the
Remark 1: For ease of understanding, two different observations in (10) have been defined respectively. The observationz k sampling from the sensor is named as ''the sensor's observation'', and the estimation of the observation obtained by z i k = h x i k is named as ''the estimation observation''. This kind of writing method is suitable for the subsequent items.
Particles are then weighted based on these errors and a kernel, which is generally a Gaussian Normal kernel given by
where σ is the standard variance of the observation noise s k . An approach presented in this paper attempts to modify the traditional use of the Normal (Gaussian) likelihood function by using a goodness of fit measure based on the F-test for reducing the overall uncertainty. The following section will discuss the proposed prognostics method in detail, Section A introduces the process of FPF-based prognostics briefly; Section B reviews how the F-Test works; Section C and Section D describes the composition of data in the weight computation; Section E gives the form of RUL result. Finally, the flowchart of the FPF-based prognostics is shown in Section F.
A. FRAMEWORK OF FPF-BASED PROGNOSTICS
A method named FPF-based prognostics, which combines the F-distribution with PF to dynamically predict the future state, is proposed. The framework of FPF-based prognostics is shown in Figure 2 . The prediction process consists of a projection step and an update step. In the projection step, the initial particle set is projected p step ahead through a modified model, the value of the step p is decided by the RUL threshold criterion. In the update step, the final predicted state is obtained by the constructed F kernel. Detailed steps at time (k − 1) and k are depicted in Figure 2 for intuitively understanding the whole process.
In order to predict the future state x k:k+p at current time (k − 1), the particle set
which has been modified by the latest observation at time (k − 1) is regarded as the initial particle set and the model parameter θ k−1 has also been jointly updated with systems state, therefore the updated state model with parameter θ k−1 is used to predict the future state. The observations from time 0 to (k − 1) are stacked into the historical data and the F-distribution is constructed based on these historical data to compute the particles' weights, then the predicted state x k:k+p can be obtained by (7) (see along with line x in Figure 2 ). When the new reliable observation is collected at time k, the model parameter θ k and the initial particles are updated by PF based on the new observations which are also embodied in the F-distribution to update the weights at the different time instant (see along with line y in Figure 2 ), the prediction continue until a stopping criterion is met.
For the FPF-based prognostics, the particles' weights in the prediction phase are not kept fixing as the classical PF-based technique, and are adjusted dynamically as the increasement of prediction steps. All observations, then, have an effect on the calculation of weights. That is to say, the initial particle set in the classical PF-based prognostics is only able to estimate from latest sensor's observations and if these observations differ significantly from the real ones, the subsequent prediction process may perform very poorly. The advantage of proposed prognostics framework is that even if the current particle set do not allow fitting the real evolving process, the predicted state would be corrected in time by the weight correction to alleviate the uncertainty from the noisy observations.
B. STRUCTURE OF F-TEST
The test statistic in F-test is the ratio of the two scaled sums of squares that reflect different sources of variability, that is to say, the test statistic has an F-distribution under a hypothesis that the two sets of squares have the same variance, and the sums of squares are constructed so that the statistic tends to be greater when the hypothesis is not true.
A general F-distribution can be characterized by two different types of degrees of freedom, it can be expressed as
where X 1 and X 2 have chi-squared distributions with d 1 and d 2 degrees of freedom respectively. In order for the F-test statistic to follow the F-distribution under the hypothesis, the sums of the squares should be statistically independent, and X 1 and X 2 should follow a scaled chi-squared distribution. The condition of chi-squared distribution can be guaranteed if the data are independent and normally distributed with a common variance. The F-test statistic is given by
where the given fluctuations of the value of y i , y i about the mean µ i , µ i should vary by σ i , σ i , thus the ratio of the square error and σ 2 i , σ 2 i will be in the order of unity. d 1 , d 2 denote the number of y i , y i respectively. In the framework of FPF-based prognostics, historical observations are screened and acted as y i , y i , the expected estimation outputs are considered as µ i , µ i . Hence if the model parameters have been chosen reasonably, the historical observations y i , y i are closed to the expected estimation output µ i , µ i , the expected value of F statistic will be approximately equal to
Then it is concluded that the two groups of the data in the numerator and denominator have the same variance, in other words, if the sensor's observations in the numerator are well described by the estimation output, this situation is also suitable for the denominator.
C. CONSTRUCTION OF F KERNEL
In the update step, the particles' weights are calculated by a new kernel. For a given time (k + p) that is intended to predict, the particle x i k+p can been projected to the given time, then state particles are smoothed over p steps. This is performed by computing the p-th back propagated particles, given by
where f −1 k denotes implementing the iterative steps using the inverse of the state transition function without noise v k−1 in (1) until time k. In practice, the inverse of f (·) may not be calculated simply, therefore a more practical way that avoids solving f −1 directly is bring x k into formula
and solve x k−1 indirectly, in other word, the analytical expression of f −1 is not necessary to be given. In order to construct a kernel that contains the estimated back propagated output h f (14) and the latest sensor's observations {z k ,z k−1 . . .z k−M +1 } squared, the sum of the errors between the screened observationsz φ j and the corresponding back propagated outputs forms the denominator of the F statistic, expressed as
where z φ 1 ,z φ 2 , . . . ,z φ M denotes the screened observation vector whose length is fixed in actual implementation. The screening process accords with the principle that the system's states which are acquired from the historical data have better estimation results, and the detailed screening process will be introduced in next section. φ j is the value of the corresponding sampling time, σ is the standard variance of the sensor's observation noises k , M , M are the number of the items on the numerator and denominator respectively. The parameters M and M can be selected according to actual demand. Consequently, the Gaussian kernel then becomes F probability density function and the particles' weights are computed by the significant difference between the two error sequences which are located on the numerator and denominator of F statistic. In other word, the Gaussian Normal likelihood function then becomes F probability density function, the formula is described as follows: (16) where (.) is the gamma function.
D. DYNAMIC SCREENING PROCESS
The purpose of the dynamic screening process is to search the instants which have better estimation results within a fixing time window. Before the screening process, the health state obtained by PF from the historical data is ready. Meanwhile, the estimation output h x k are also obtained by (1), the time values φ j are searched with respect to the performance index. Effective metrics used to evaluate the estimated results are applied here to get the performance index which is based on the difference between the estimation output h x k and the sensor's observationz k . For this study, the performance index at time k named Objection Function (OF) is defined as follows:
where n denotes the experimental times. The generation of the performance index is repeated n times to reduce error caused by single experiment, it can be inferred that the smaller performance index implies the better estimation result. In the end, the screened time value φ j is retained and the number of which is M . Note that by this way, the screening time value φ j is determined only on the historical data and the accuracy of the predicted state will decrease as time goes on because of the performance degradation. Therefore, a method similar to sliding window that has advantage of filtering out the effects from degradation in state estimation has been carried out in this work. The screening tasks are performed in a window that follows the capture of the new available observation (see the green line in Figure 3) . On a local level, each window that is initiated at the instant t a has a width of L as shown in Figure 3 . It should be emphasized that the length of L selected for an analysis depends on how sensitive it would be to the data resolution. If the total data presents a uniform OF result at the adjoining window, then one may reduce the width L to solve it. The method is more practical and suited for real applications given that it may not have access to high quality data for covering a wide range of the operational history of the actuator.
E. RUL
The final outcome for the prognostics algorithm is an estimation for the PDF of system's RUL, which is intrinsically entangled with the probability of fault at future instants. The prediction process stops and the RUL is calculated at time k when a predetermined fault threshold of the target component is met. The predicted RUL is given as follows:
where int is the set of all the integers and inf takes the greatest lower bound of a set, λ is the predetermined fault threshold. The PDF of RUL at time k is
F. PFP-BASED PROGNOSTICS DYNAMIC PROCESS
The flowchart of FPF-based prognostics is depicted in Figure 4 and it is implemented by the following steps:
Step 1: PF Estimation. By utilizing the historical data from time 0 to k, the statex k and parameterθ k are estimated by PF, the specific steps of PF have been listed in section II-B. Note that the nonlinear model updated with the estimated parameter will be used for particle projection, the particles x i k obtained through the resampling step will be considered as initial particles in the prediction phase. How to get the initial values of the state and parameters in PF is also an issue to be further considered. In this research, initial parameter values can be set by an empirical estimation.
Step 2: For t = k 1) Project the particles x i k p step ahead using the modified model, the value of the step p is decided by the case that health state reaches the predetermined RUL threshold.
2) For the particles projected to time k + p,the weights of which are updated by the F kernel. the numerator of the statistic F i M ,M is given by the sum of the errors of back propagated output in (14) and the latest sensor's observations {z k ,z k−1 . . .z k−M +1 } squared, the sum of the errors of the screened observations z φ 1 ,z φ 2 , . . . ,z φ M and the corresponding back propagated output forms the denominator of F i M ,M . It should be clearly stated that the whole range of the screening data is the observations from time t − L to t.
3) Normalize the particles' weights by (6), then implement resampling step to ameliorate the degeneracy phenomenon and the problem of samples' impoverishment.
4)
Compute the predicted health state x φ RUL by (7), and the predicted RUL is also obtained by (18) .
Step 3: As time goes by, the coming of sensor's observations shifts the initial time of the prediction stage. To ensure that the predicted RULs present a monotonic trend, when r observations are collected, the weighted average of the corresponding predicted RULs {RUL k+1 , RUL k+2 , · · · , RUL k+r } is considered as the final prediction RUL (RUL * k+r ) at time (k + r), the expression of RUL * k+r is
where w (RUL k+i ) ≤ 1 is the weight factor as a function of RUL k+i , here w (RUL k+i ) is set as 1.0 that implies the same weight is assigned to different RUL values. r ∈ int is selected according to the actual situation. In this paper, r is developed to compare the experimental results conveniently.
IV. EXPERIMENTAL AND ANALYSIS
Internal leakage of hydraulic fluid across a faulty piston seal can be especially problematic because internal leakage is difficult to detect without first dismantling the actuator. Although routine maintenance procedures can be effective in reducing problems associated with actuator, developing an efficient and effective internal leakage faults prognostics algorithm can maintain the operation of the actuator and greatly enhance safety and performance in many applications. The next section introduces the experiment setting about the hydraulic actuator, the objective of which is to predict the RUL of the internal leakage fault that is scaled by the leakage orifice area a leak .
A. INTRODUCTION TO THE EXPERIMENTAL MODEL AND SETUP
A typical simplified representation of a hydraulic actuator is shown as Figure 5 . The detailed information can be found in [32] - [34] . The nonlinear state equation that is based on the physical behavior of a hydraulic actuator can be formed as
where
R. Guo, Q. Gan: Prognostics for a Leaking Hydraulic Actuator Based on the FPF Figure 6 shows the track of the piston position when leakage orifice area is increasing. It is observed that the amplitude of the actuator rod oscillation has a decreasing trend owing to the internal leakage. The other selected parameters in the experiments are given in Table 1 .
B. CASE STUDY OF THE PROPOSED PROGNOSTIC METHOD
In this experiment, the fault threshold of the leakage orifice in (18) area takes the value λ = 4.14 sq.in. The consuming time from the initial value to the threshold of the true orifice area is defined as the true life (TL). TL is set as 390 * T in this experiment. In order to show the superiority of the PFP-based prognostics, the leakage fault is predicted in the R. Guo, Q. Gan: Prognostics for a Leaking Hydraulic Actuator Based on the FPF following three different cases to fully validate the performance of the proposed prognostic method. Case 1: The prediction phase starts at 20% of the TL. Case 2: The prediction phase starts at 50% of the TL. Case 3: The prediction phase starts at 80% of the TL. This experiment is performed according to the specific steps of FPF based prognostics in Section III-F. The tracks of the orifice area by classical PF-based prognostics, PF-LSSVR prognostics and FPF-based prognostics in three cases are shown in Figure 7 respectively. The green dashed lines divide the whole prognostics into two phases, i.e., the estimation phase and prediction phase.The purple dashed lines denote the fault threshold. From Figure 7 , although the deviations of the three curves are more or less the same at the first 12 seconds of the prediction phase, however, for the classical PF-based prognostics, the instant at which the prediction curve of orifice area begins to deviate from the true one is more earlier, in comparison with FPF-based prognostics in case 1 and case 2. So, the performance of the classical PF-based prognostics degrades faster than the proposed method. In Figure 7 , the performance of PF-LSSVR prognostics is similar to FPF-based prognostics in a short prediction phase, but when the length of prediction phase is longer than estimation phase, the curve cannot maintain a steady trend. But it should be note that the curves using both three approaches should have been coincident with the true curve in case 3, the light-yellow line which stands for classical PFbased prognostics differs significantly from the true curve in the initial prediction phase, which means that, initial particles in the prediction phase is far away from the true values. On the contrary, because the FPF-based prognostics is able to update the particle weight according to the whole historical observations, the curve is robust to the sudden change in the trend of observations in the estimation phase.
In addition, to further show the difference of prediction results, the distribution of particles at time φ RUL of the three VOLUME 5, 2017 R. Guo, Q. Gan: Prognostics for a Leaking Hydraulic Actuator Based on the FPF methods are investigated exclusively. Because a longer prediction period is bound to lead to inaccuracy more easily, here, only the results in case 2&3 are illustrated. The distribution of particles is represented by the green histograms respectively in Figure 8 and Figure 9 , it can be observed that the majority of particles x i φ RUL of the FPF-based prognostics are more concentrated around the fault threshold, comparing to the results of other two prognostics. Meanwhile, the height of the rectangles located at both ends of the coordinate axis is shorter, indicating that the change trend of the prediction results is relatively stable when the FPF-based prognostics is implemented. Specifically, the PDF of the RUL is also given in Figure 8 and Figure 9 , further validating the effectiveness of the proposed method in the RUL prediction of the internal leakage. To compare the RUL prediction accuracy quantitatively, a commonly used criterion named root mean square error (RMSE) is employed to enable comparisons between the cases:
From the former experimental results, it is concluded that PF-LSSVR prognostics is not applicable in a long-term prediction, so the PF-LSSVR will not been considered in the subsequent analysis.
R. Guo, Q. Gan: Prognostics for a Leaking Hydraulic Actuator Based on the FPF Table 2 presents the comparative analysis of the rest two approaches' repeated experimental results in three cases. One can see that the prediction accuracy and robustness are improved as a result of F kernel. For example, the value of the RMSE mean is becoming smaller, the RUL error is also decreased. RUL particle width represents the length between the minimum RUL and the maximum RUL. RUL particle width solved by FPF-based prognostics is significantly narrower in all cases, hence the results show that the combination of F kernel and the dynamic screening process predictions is able to simultaneously reduce the impact of model inaccuracies and provide a balanced result in terms of accuracy and precision in the RUL prediction.
As can be seen from the last line of Table 2 , the time consumption of FPF-based prognostics is a little longer than PF-based prognostics, however, when the prediction phase starts at 20% of the TL, the average prediction time of FPF-based prognostics does not exceed 0.5 seconds. It should be pointed out that the time consumption is slightly larger than the contrastive method owing to the increasement of the complexity. But, we believe that the proposed improvement of this article is significant and worthy. All the experiments are conducted on the computer with an i7-6700HQ@2.60GHz CPU and 8GB SDRAM.
For the aforementioned results, the FPF-based prognostics produces a better performance and all the internal leakage curves have similar increasing trends over the prediction phase, however, due to some sudden changes inside the actuator, such as the aerodynamic load, the hydraulic fluid density dropping and other parameters' change that may cause the fluctuation of the piston's position.
V. CONCLUSION
Classical PF-based prognostics is prone to cause the lack of accuracy. To overcome this defect, a novel FPF-based prognostics method is proposed, different from existing methods, the proposed approach utilizes the historical observations for the weight update of the particles, moreover, the RUL results are updated dynamically when the new reliability observation comes. The comparisons with the classical PF-based prognostics and PF-LSSVR prognostics show that the proposed prognostics provides improved RUL predictions for internal leakage fault of hydraulic actuator.
For our proposed method, the premise is based on the conception that state model is described ideally the stochastic process. Therefore, containing the uncertainty or variability sources as much as possible in modeling the degradation is helpful to hence the prediction accuracy, future works will be focused on improving the prediction applicability of the stochastic process model.
