In the real time formulation of finite temperature field theories one introduces a new set of fields (type-2 fields), each of them associated with a field in the original theory (type-1 field). In [1] in the context of AdS-CFT correspondence Maldacena interpreted type-2 fields as living on a boundary behind the black hole horizon.
Introduction
AdS-CFT correspondence [2] has been providing us powerful tools to tackle with the puzzles regarding black holes in asymptotically Anti-de Sitter (AdS) spaces. Strong evidences for correspondence between deconfinement phase transition in gauge theory and Hawking-Page transition to black hole geometry [3] have been given in [4, 5] in the Euclidean path integral formulation of finite temperature field theory [6, 7] (often referred to as imaginary time formalism when compared with the real time formalism). Again in the imaginary time formalism, the author recently argued how the expectation value of the Polyakov loop, the order parameter of confinement-deconfinement transition, encodes the dual bulk geometry on correlation functions of gauge invariant operators [8] .
1 However, the real problems about black holes, such as information loss paradox, dynamical formation and evaporation of black hole, causal structure and singularities, can only be treated in Lorentzian signature.
In the real time formulation of finite temperature field theories [11, 12, 13, 14] , 2 it seems unavoidable to introduce a new set of fields, each of them associated with the field in the original theory (in this article I will call newly introduced fields as type-2 fields, as opposed to the original fields which I will call type-1 fields). On the other hand, the extended Carter-Penrose diagram of AdS-Schwarzshild black hole geometry has a boundary behind the horizon in addition to the usual boundary outside the horizon. In [1] in the context of AdS-CFT correspondence Maldacena identified the type-2 fields in the real time finite tempearture theories as living 3 on the boundary behind the black hole horizon. 4 This gives a nice explanation for the necessity of the introduction of type-2 fields in the real time formulation of the finite temperature field theory.
However, there is a small puzzle here: Below the Hawking-Page transition temperature, the thermodynamically preferred configuration in canonical ensemble is thermal AdS without a black hole [3] . Since it is a finite temperature system, the dual gauge theory should still be described by the real time formalism of finite temperature gauge theory.
This indicates that below the Hawking-Page transition temperature the type-2 fields in the dual gauge theory side do not correspond to the degrees of freedom behind the black hole horizon. Since the thermal AdS corresponds to confined phase in gauge theory side, this can be described if confinement changes the role of the type-2 fields in the bulk. In this article, I will show that this is indeed the case. In confined phase the role of type-2 fields is to make up type-2 fields in closed string field theory in thermal AdS in the real time formalism. This will be shown in the leading order in the 't Hooft expansion which corresponds to the classical theory in the bulk. Since the Carter-Penrose diagram is based on classical gravity, 6 this is sufficient to describe the disappearance of the world behind the horizon in this case.
Confined phase in real time formalism
In the below I will study the real time formulation of finite temperature field theories coupled to a gauge field. A concrete example I have in mind is N = 4 super Yang-Mills theory with SU(N) gauge group on S 3 in the the 't Hooft limit [4, 5, 23, 24, 25] , but the method itself will be applicable to general gauge theories in the 't Hooft limit. To illustrait the point, let us take a real scalar field Φ ab (t) in the adjoint representation of SU(N) as an example. Here, a, b are SU(N) gauge indices. It is straightforward to include several scalar fields, and generalization to fermions or dynamical gauge fields will not be difficult. Since I am interested in the low temperature confined phase, it is sufficient to study quantum mechanics obtained by dimensional reduction of a scalar field in the N = 4 super Yang-Mills theory on S 3 (the case where the inverse temperature β is much larger than the radius of the S 3 ). It is again not difficult to generalize the discussion to more general spatial manifolds, not necessarily with dimensional reductions, by replacing of the real time formalism which is closer to the interest of this article, see [16, 22] . 6 In this article when I write "gravity", it is implicit that I expect possible α ′ corrections. In other words, I assume that gravity has its origin in closed string theory.
ω below to the eigenvalues of the spatial Laplacian. The quantities I wish to calculate are thermal Green's functions G β (t 1 , · · · , t n ) of the time-ordered products 7 of operatorsΦ(t) in Heisenberg picture:
where Tr is the trace over physical states satisfying the Gauss' law constraints:
Hereρ is the generator of the gauge transformation i[Φ,Π Φ ], whereΠ Φ is the conjugate momentum ofΦ. T [· · ·] denotes the time ordering and β is the inverse temperature.Ĥ is the Hamiltonian:Ĥ = tr 1
where tr is a trace over SU(N) gauge group indices and V [Φ] is some potential. In order to evaluate the thermal Green's functions by the path integral method, I extend the support of the field variables to whole complex t plane following [13] :
I'd like to obtain a functional representation of the generating functional Z[J]:
The functional
has this property when −T < t i < T . But in order to calculate the thermal Green's function perturbatively I generalize the t integration contour to on complex plane:
where the contour C is depicted in Fig.1 . T C [· · ·] denotes the time-ordering according to the contour C. By inserting complete set of physical states (satisfying (2)) I arrive at the 7 Presisely speaking these are the so-called T * -products, since I will eventually be interested in the quantities obtained by path integral. 
where
Here, the covariant derivative is given by
The gauge field A 0 was introduced when imposing Gauss' law constraints by delta function. The path integral is over the fields which satisfy the boundary conditions
This boundary condition follows from the trace over the Hilbert space in (1). I can rewrite (8) as
where the thermal propagator D C ab,cd (t − t ′ ) is a Green's function on the contour
subject to the boundary condition following from (11) . Here δ C (t−t ′ ) is the delta function defined on the contour [13] :
The boundary time T is eventually taken to infinity. By taking J → 0 as T → 0, the generating functional factorizes:
) denotes the contribution from the path C 1 and C 2 (C 3 and C 4 ). The effect of finite temperature enters in propagators through the boundary condition (11) .
Although the generating function can be seen to be factorized, Z 34 [J] part plays a role for modifying the boundary conditions on D Then the calculation reduces to the imaginary time formalism. In the imaginary time formulation of gauge theories at finite temperature, confined phase is characterized by the vanishing of the Polyakov loop expectation value, and the large N saddle point value of the temporal gauge field A 0 is given by
in an appropriate gauge. 8 This gives an appropriate expansion point for perturbation theory on the vertical parts of the contour. In the imaginary time formalism, it was essential to expand around the saddle point of A 0 (16) to read off the dual geometry in 8 For weakly coupled gauge theories on S 3 , the low temperature phase (β ≫ ω −1 ) is confined phase [23, 24, 25, 26] . In the above I only wrote down an action for a single scalar and in this case the transition temperature is zero at zero 't Hooft coupling, but it is straightforward to include several scalar fields to have finite deconfinement temperature. The saddle point (16) is evaluated from the effective action for A 0 obtained by integrating out other massive fields, which is justified in the low temperature regime.
confined phase [8] . I claim also in the real time formalism, the correct prescription for reading off the dual bulk geometry corresponding to confined phase is to include the saddle point value of A 0 (16) into the Green's function on the vertical parts of the contour. Thus, instead of (13) I have:
where on the vertical parts of the contour I included the saddle point value of A 0 (16) in the covariant derivative D t . Since I am including the effect of the A 0 configuration (16) only on the vertical parts of the contour, it is convenient to define the field
so that the differential equation for the Green's functionD C (t − t ′ ) for Φ(t) takes the ordinal one (13):
However, by the field rededefinition (18) the boundary condition is modified tõ
I solve (13) with the ansatz
where θ C (t − t ′ ) is the step function defined on the contour [13] :
Since in going from (8) to (12) I have made the change of variables
from the boundary condition (20) I havẽ
(25) can be rewritten in the spectoral representation:
and
As noted above (see (15) ), the partition function factorizes and I only need to consider the propagator on the contour C 1 , C 2 . Then the propagators for general σ (0 < σ < 1) are obtained asD
Notice that the propagator takes 2×2 matrix form. This means the degrees of freedom are doubled compared with the original theory (the theory not at finite temperature). The doubling of the degrees of freedom originates from the two parts of the contour C 1 and Fig.1 .D (11) (D (22) ) is a propagator between type-1 (type-2) fields, andD (12) ,D (21) are propagators between type-1 field and type-2 field.
with which I can obtain the most symmetric expression [13, 14] .
It is convenient to divide the propagator to temperature dependent part and independent part. Also, at this point it is convenient to un-do the field redefinition (18) since then I can have a symmetric expression for the propagators. 10 In momentum space, they are given by
Here | · · · | R is defined by βab,cd . Remember that the temperature dependent part of the propagator is drawn with the cut line. This cut is the main tool I will use in the following discussions. Type-1 fields and type-2 fields are coupled only through the propagators and the interaction vertices do not mix type-1 fields and type-2 fields. The interaction vertices of type-2 fields are given by the complex conjugate of those of type-1 fields: Throughout this article I will work in the N → ∞ planar limit. In the planar limit, one can always associate loop momentum to index loop, see [8, 10] .
11 By the change of loop momentum integration variables, the external momentum flow can be placed any of the tree-subdiagrams connecting external momenta inside double lines. But once it is chosen, the loop momentum integrations should be done with that fixed external momentum flow. When no region of the Feynman diagram with external momentum is "cut out" to disconnected piece by the cut lines of the temperature dependent part of the propagators (see Fig.2 ), the flow of external momenta can be put through un-cut double lines (see Fig.3 ).
First, consider the case where no region of the Feynman diagram which has external momentum is cut out to disconnected piece, and there is at least one index loop containing only one cut (which is denoted by a i in (39) below). Let us look at the integrand of the loop momentum integrations. From (36) , the diagram with the 1-1 or 2-2 cut is proportional to a factor
Here, i, j label the index-momentum loops. The point is that such a diagram has either all positive or all negative powers of the phase e 2πi a i N , which vanishes after summing over the index a i . This is the basic mechanism relevant for selecting non-vanishing Feynman diagrams in confined phase, and will repeatedly be used in the below.
Next, consider the case where all the index loops either contain no cut or more than one cuts. When the cut-line does not cut out a region of the diagram which contains an external momentum to disconnected piece, I can put the external momentum flow through un-cut (temperature independent) propagators. I again expand a factor in the Green's function coming from the 1-1 or 2-2 cut as 1 e |β(p 0i −p 0j )+2πi
Since |β(p 0i − p 0j ) + 2πi 
), i.e. they have a definite sign regardless of other p 0i . Notice that because of the on-shell delta function δ(p
in (36), the difference between two momentum flows in a propagator is always non-zero: Fig.3 the cut is drawn with a bold arrow which is directed from smaller loop momentum to larger loop momentum. The maximam loop momentum p 0max is the loop where those bold arrows all come in, and the minimal loop momentum p 0min is the loop where all those bold arrows flow out. After summing over the index a max (or a min ), the contribution from such diagrams vanish as in (39) .
Essentially the same calculation holds for 1-2 (2-1) cuts. In this case, for p 0max , for example, I have an extra overall factor e Thus, non-vanishing contributions only come from diagrams whose region with an external momentum is cut out to a disconnected piece. For those cut-out diagrams, the 12 When there is no external type-2 operator. propagators or all those of type-2. Now I will argue that these non-vanishing Feynman diagrams can be interpreted as Feynman diagrams of the real time formulation of classical closed string field theory on thermal AdS. Here, the word "classical field theory" is used in a perturbative diagrammatic sense that n-point interaction vertex in the classical action can be read off from tree-level n-point correlation function. And the word "closed string theory" is used in a loose sense that I regard discretization of Riemann surfaces described by the large N gauge theory Feynman diagrams as closed string worldsheet [27] , expecting that more precise description as closed string theory will be provided from the conjectural duality between closed string theory on AdS and large N gauge theories [2] . ]). I will show that those cut-out lines contain the correct energy dependence as the temperature dependent parts of closed string propagators in the real time formalism. I will discuss it in free field limit, i.e. zero 't Hooft coupling. I expect that the discussions will be extended to finite 't Hooft coupling if I use the full propagators in the gauge theory side instead of the free propagators. (1) and (2) refer to the type-1 and type-2 region, respectively.
Note first that the cut-out line is proportional to δ(k 2 −(Jω) 2 ), where k is a momentum flowing in to the cut-out line and J is some integer. This is due to the fact that on the cut-out line the bold arrows must be directed in the same direction so that the diagram does not vanish, and this means that the flowing momenta on those cuts are either all ω or all −ω. In the free field limit, Jω may be identified with the energy of the closed string states corresponding to trΦ J [4, 33] , so this is a correct on-shell delta function which should appear in the temperature dependent part of the propagators in the real time formalism, see (36) .
Furthermore, for the 1-1 and 2-2 cut-out I have the following gauge index summation at the cut-out line:
Here, a J+1 = a 1 . Similarly, for the 1-2 (2-1) cut,
The overall phases in (42) have canceled up because the bold arrows are directed in the same direction and each index line has opposite directions on two different cuts. Again, those factors (41) and (42) are the expected factors which appear in the temperature dependent part of the propagators in the real time formalism, see (36) without the phase factors. All together, these give correct factors to be interpreted as temperature dependent part of the propagators in the real time formulation of closed string field theory at finite temperature.
Next I argue that the interaction vertices of the closed string field theory also have the desired property as those in the real time formalism. Notice that inside each cut-out region either consists of all type-1 or all type-2 field theory propagators and vertices, see 
And type-1 interaction vertex is also the complex conjugate of corresponding type-2 vertex (38):
Then, the cut-out type-2 region of a Feynman diagram is complex conjugate to type-1 region of the corresponding diagram. This means that the closed string field theory type-2 vertices are complex conjugate of corresponding type-1 vertices. This is an appropriate property for the interaction vertices in the real time formulation of finite temperature field theories.
Finally, recall that inside each cut-out region there is no more cut, i.e. no temperature dependent piece. This means that these cut-out regions probe the zero-temperature geometry in the bulk, e.g. AdS 5 for the N = 4 super Yang-Mills theory on S 3 .
Thus all together, the real time formulation of finite temperature gauge theories in confined phase describe the real time formulation of classical closed string field theory on AdS at finite temperature. [34, 35, 36] where the condensation of the winding modes makes the string worldsheet interpretation on the zero-temperature geometry difficult.
The mechanism in the large N Feynman diagrams supposed to be corresponding to this Kosterlitz-Thouless phase transition was discussed in [8] , see also [37] . The endpoint of the phase transition may still admit worldsheet interpretation in different geometry [8, 38, 39, 40] , but this point needs further study. It will be also interesting to re-examine the real time formulation of closed string field theory at finite temperature [41] with comparison with the analisis of the large N Feynman diagrams in this article in mind.
The role of the imaginary time formalism
The prescription I have given for reading off the dual of confined phase uses the Matsubara contour to determine the boundary conditions for the thermal Green's function. In a sense the real time formalism is not a completely different formulation from the imaginary time formalism but rather it contains it in imaginary direction of the contour. The relevance of the Matsubara contour for determining the boundary condition reminds us the role of the Euclidean path integral in gravitational physics [42, 43] (see also [1] ).
In the gauge theory context, the relevance of the Matsubara contour indicates that the methods which are useful in the imaginary time formalism may have direct relevance also in the real time formalism. In particular, the crucial role of the temporal component of the gauge field in this article seems to suggest that the Polyakov's criterion for confinement [44] has some simple extension to the real time formalism. Note that the boundary condition is not just a consequence of the projection to gauge singlet sector, but also includes the saddle point calculation. It will be interesting to investigate this role of the imaginary time formalism in the real time formalism further.
On dynamical formation of black hole
How black hole is formed from usual matter is an interesting question, and it is also relevant for the information loss paradox [45] . I'd like to point out that to describe such process, the initial geometry without black hole should be probed by the prescription I have given, namely taking into account the configuration of the temporal component of the gauge field A 0 characteristic to confined phase on the vertical parts of the contour.
And the final state, the large black hole in AdS, 15 should correspond to the gauge theory in deconfined phase. Formation of black hole is a dynamical process, and it may be worth mentioning that the real time formalism has a close relation with the Schwinger-Keldish technique for describing non-equilibrium systems [46, 47] . The techniques developed in this article may also find application in studying non-equilibrium processes in large N gauge theories. It will be interesting to apply the Schwinger-Keldish technique to large N gauge theories to study dynamical formation of black hole via the AdS-CFT correspondence.
Statistical average and horizon
In this article I have shown that the real time formulation of gauge theories at finite temperature can describe the dual closed string field theory on thermal AdS space. Together with the results on black hole phase [1] , the success in describing both black hole phase and non-black hole phase by the real time formulation of gauge theory at finite temperature so far is an encouraging evidence for the AdS-CFT correspondence in Lorentzian signature. On the other hand, the real time formulation introduces the doubled degrees of freedom to describe thermal ensemble by entanglement, and the reason we usually use statistical average is that we don't need to know what state we are precisely in to describe thermodynamical property of the system. However, we expect that there is actually a single pure state at a given moment, and unitarity may more straightforwardly be understood without taking the statistical ensemble, even though the real time formulation of field theory at finite temperature is unitary. It may be interesting to understand more about what actually the statistical average in gauge theory side introduces in the bulk geometry. This question may be related to the recent proposal of [48] . See also [1] .
1/N corrections
In this article I worked in the leading order in the 't Hooft expansion. This corresponds to the classical closed string theory in the bulk. Since the argument from the Carter-Penrose diagram is based on classical gravity, this was sufficient for discussing the problem. However, it will be interesting to study how 1/N corrections which corresponds to quantum loop corrections in the bulk modify the above classical view. 16 Also, the information paradox arose from the discovery of Hawking radiation [50] which is a quantum effect.
The method developed in [9] may be useful for investigating in this direction.
And more puzzles than have been solved?
In confined phase, the two-point Green's function between type-1 operator and type-2 operator should be identified with 1-2 propagator in closed string field theory. This is quite natural as a dual description of confined phase still at finite temperature. Comparing with this picture, despite some successes in comparisons between gauge theories in deconfined phase and black hole geometry in the literture, it is still not clear yet how the large N gauge theory correlation functions describe the dual theory on the black hole geometry.
This raises a question how the dual of deconfined phase is encoded in the gauge theory correlation functions. Thus the answer to the question raised in the introduction: "How confinement changes the role of the type-2 fields in the bulk?" now comes back as a question on the original interpretation: Precisely how deconfinement changes the role of the type-2 fields in the bulk?
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