Let A be an irreducible Coxeter arrangement and W be its Coxeter group. Then W naturally acts on A. A multiplicity m : A → Z is said to be equivariant when m is constant on each W -orbit of A. In this article, we prove that the multi-derivation module D(A, m) is a free module whenever m is equivariant by explicitly constructing a basis, which generalizes the main theorem of [T2002]. The main tool is a primitive derivation and its covariant derivative. Moreover, we show that the W -invariant part D(A, m) W for any multiplicity m is a free module over the W -invariant subring.
Introduction
Let V be an ℓ-dimensional Euclidean space with an inner product I : V ×V → R. Let S denote the symmetric algebra of the dual space V * and F be its quotient field. Let Der S be the S-module of R-linear derivations from S to itself. Let Ω For a fixed arrangement A, we say that a multiplicity m is free if (A, m) is free. Although we have a limited knowledge about the set of all free multiplicities for a fixed irreducible Coxeter arrangement A, it is known that there exist infinitely many non-free multiplicities unless A is either oneor two-dimensional [ATY2009] . Theorem 1.1 claims that any equivariant multiplicity is free for any irreducible Coxeter arrangement.
When the W -action on A is transitive, an equivariant multiplicity is constant and a basis was constructed in [SoT1998, T2002, AY2007, AT2010Z]. So we may assume, in order to prove Theorem 1.1, that the W -action on A is not transitive. In other words, we may only study the cases when A is of the type either B ℓ , F 4 , G 2 or I 2 (2n) (n ≥ 4). In these cases, A has exactly two W -orbits: A = A 1 ∪ A 2 . The orbit decompositions are explicitly given by: 
. We only use D 1 because of symmetricity. Note that D 1 is not unique up to a nonzero multiple when A 1 = A ℓ 1 (non-irreducible). Denote the reflection groups of A i by W i (i = 1, 2). The Coxeter arrangements B ℓ , F 4 , G 2 and I 2 (2n) (n ≥ 4) are classified into two cases, that is, (1) the primitive derivation D 1 can be chosen to be W -invariant for B ℓ and F 4 (the first case) while (2) D 1 is W 2 -antiinvariant for G 2 and I 2 (2n) (n ≥ 4) (the second case) as we will see in Section 4. Since the second cases are two-dimensional, Theorem 1.1 holds true. Thus the first case is the only remaining case to prove Theorem 1.1. Let
be the Levi-Civita connection with respect to the inner product I on V . We need the following theorem for our proof of Theorem 1.1:
is a T 1 -linear automorphism where
Let E be the Euler derivation characterized by the equality E(α) = α for every α ∈ V * . Suppose that A = A 1 ∪ A 2 is the orbit decomposition and that the primitive derivation D 1 is W -invariant. Define
Here, thanks to Theorem 1.2, we may interpret
) −m when m is negative. Denote the equivariant multiplicity m by (m 1 , m 2 ) when m(H) = m 1 (H ∈ A 1 ) and m(H) = m 2 (H ∈ A 2 ). Let x 1 , . . . , x ℓ be a basis for V * and P 1 , . . . , P ℓ be a set of basic invariants with respect to W :
be a set of basic invariants with respect to W i :
ℓ ] (i = 1, 2). Define
We assume 
The following theorem gives an explicit construction of a basis: 
is free with basis
) is free with basis
the S-module D(A, (2p, 2q)) is free with basis
The existence of the primitive decomposition of D(A, (2p−1, 2q−1)) W is proved by the following theorem:
Under the same assumption of Theorem 1.3 define
.
Then we have a T -module decomposition (called the primitive decomposition)
We will also prove Theorem 1.5 For any irreducible Coxeter arrangement A and any multiplicity m, the R-module D(A, m) W is free.
Theorems 1.1 and 1.3 are used to prove the freeness of Shi-Catalan arrangements associated with any Weyl arrangements in [AT2010] .
The organization of this article is as follows. In Section 2 we prove Thereom 1.3 when q ≥ 0. In Section 3 we prove Theorem 1.4 to have the primitive decomposition, which is a key to complete the proof of Theorem 1.3 at the end of Section 3. In Section 4 we verify that the primitive derivation D 1 can be chosen to be W -invariant when A is a Coxeter arrangement of either the type B ℓ or F 4 . We also review the cases of G 2 and I 2 (2n) (n ≥ 4) and find that the primitive derivation D 1 is W 2 -antiinvariant. In Section 5, combining Theorem 1.3 with earlier results in [T2002, AT2010Z, W2010], we finally prove Theorems 1.1 and 1.5.
Proof of Theorem 1.3 when q ≥ 0
In this section we prove Theorem 1.3 when q ≥ 0.
Recall R = S W = R[P 1 , . . . , P ℓ ] is the invariant ring with basic invariants P 1 , . . . , P ℓ such that 2 = deg
We say that ζ is m-universal when ζ is homogeneous and the S-linear map
Recall the T -automorphisms
from Theorem 1.2. Recall the following two results concerning the m-universality:
gives an S-module isomorphism.
We require that assumption of Theorem 1.3 is satisfied in the rest of this section: Suppose that A = A 1 ∪ A 2 is the orbit decomposition and that D 1 , a primitive derivation with respect to A 1 in the sense of [AT2009,
, 2) are defined as in Section 1. Even when A 1 is not irreducible, we may consider a
from Theorem 1.2.
Proof. When A 1 is irreducible, [AY2007] and [AT2010Z] imply that ∇ 
Proof of Theorem 1.3 (q ≥ 0). We may apply Proposition 2.6 because (1) ∂ P 1 , . . . , ∂ P ℓ form a basis for D(A, (−1, −1)), (2) ∂ P 
Primitive decompositions
In this section we first prove Theorem 1.4 to define the primitive decomposition of D(A, (2p − 1, 2q − 1)) W . Next we prove Theorem 1.3.
to be the free T -module with basis
where p = deg ζ and
where the "k" in the (m + k) stands for the constant multiplicity k by abuse of notation. Thus by Proposition 2.4 we have the following two bases:
for the S-module D(A, 2m + 2k − 1) and 
The degree of (i, j)-th entry of B (k) is m i + m j −h ≤ h−2 < h. In particular, the degree of B (k) lies in T and det B (k) ∈ R. Since D is a derivation of the minimum degree in Der R , one gets [D,
D on the both sides of the equality above, and get
This implies that det
are linearly independent over S. Inductively we have
where
Since ∇ ∂ P 1 ζ, . . . , ∇ ∂ P ℓ ζ are linearly independent over R, one has
Applying the operator D on the both sides q times, we get D q [G q ]g q = 0. Thus g q = 0 which is a contradiction. This proves (1).
(2) Compute
by (1). So it suffices to prove
Since D(A, 2m − 1) W is a free R-module with a basis
which completes the proof.
We require that the assumption of Theorem 1.3 is satisfied in the rest of this section. 
when q ≥ 0. Send the both handsides by ∇ D , and we get
. Apply ∇ D repeatedly to complete the proof for all q ∈ Z.
Note that we do not assume p ≥ 0 in the following proposition:
Proposition 3.2 For p, q ∈ Z, the S-module D (A, (2p − 1, 2q − 1) ) has a W -invariant basis.
Proof. Recall that 
Although the following lemma is standard and easy, we give a proof for completeness. (1) M has a W -invariant basis Θ over S.
(2) The W -invariant part M W is a free R-module with a basis Θ and there exists a natural S-linear isomorphism
Proof. It suffices to prove that (1) implies (2) because the other implication is obvious. Suppose that Θ = {θ λ } λ∈Λ is a W -invariant basis for M over S.
Since it is linearly independent over S, so is over R.
with f i ∈ S and θ i ∈ Θ (i = 1, . . . , n). Let w ∈ W act on the both handsides. Then we get
This implies f i = w(f i ) for every w ∈ W . Hence f i ∈ R for each i. Therefore Θ is a basis for M W over R. This is (2).
Proof. By Theorem 1.4 we have the decomposition:
for p, q ∈ Z. As we saw in Proposition 3.1 (2), we have
where m := deg E (p,q) . Recall that the S-module D(A, (2p − 1, 2q − 1)) has a W -invariant basis θ 1 , . . . , θ ℓ by Proposition 3.2. By Lemma 3.3, we know that θ 1 , . . . , θ ℓ form a basis for the R-module D (A, (2p−1, 2q −1)) W . Thanks to (3.1) we may assume that deg
are linearly independent over T by Proposition 3.1 (1), we have det M ∈ R × . Thus
form an S-basis for D(A, (2p − 1, 2q − 1)). Since
we may apply the multi-arrangement version of Saito's criterion [Sa1980, Z1989, A2008] to prove that ∇ ∂x 1 E (p,q) , . . . , ∇ ∂x ℓ E (p,q) form an S-basis for D (A, (2p, 2q) ) for any p, q ∈ Z. This shows that E (p,q) is (p, q)-universal for any p, q ∈ Z.
Proof of Theorem 1.3 (q ∈ Z). Theorem 2.3 and Proposition 3.4 complete the proof by the same argument as that in Section 2 for q ≥ 0.
4 The cases of B ℓ , F 4 , G 2 and I 2 (2n)
• The case of B ℓ
The roots of the type B ℓ are:
in terms of an orthonormal basis x 1 , . . . , x ℓ for V * . Altogether there are 2ℓ 2 of them. Define
Then the arrangement A 1 defined by Q 1 is of the type A 1 × · · · × A 1 = A ℓ 1 . The arrangement A 2 defined by Q 2 is of the type D ℓ . The arrangement A defined by Q is of the type B ℓ and A = A 1 ∪ A 2 is the orbit decomposition. Note that A ℓ 1 is not irreducible. Define
which is a primitive derivation in the sense of [AT2009] . Obviously
i (j ≥ 1). Then P 1 , . . . , P ℓ form a set of basic invariants under W while Q 1 , P 1 , . . . , P ℓ−1 form a set of basic invariants under W 2 . Define a primitive derivation D 2 with respect to A 2 so that
This implies that D 2 is W -invariant.
• The case of F 4
The roots of the type F 4 are:
in terms of an orthonormal basis x 1 , x 2 , x 3 , x 4 for V * . Altogether there are 48 of them. Define
The arrangement A i defined by Q i is of the type D 4 (i = 1, 2). Then the arrangement A defined by Q is of the type F 4 and A = A 1 ∪ A 2 is the orbit decomposition. Define
are a set of basic invariants under W 1 . The reflection τ with respect to x 1 + x 2 + x 3 + x 4 = 0 is given by
A calculation shows that P
(1) 4
is τ -invariant. Let s i denote the reflection with respect to x i = 0 (1 ≤ i ≤ 4). Since the Coxeter group W 2 is generated by τ and s i (1 ≤ i ≤ 4), we know that P is W 2 -invariant thus W -invariant. Define a primitive derivation D 1 with respect to A 1 so that
4 ) = 1 (w ∈ W ). This implies that D 1 is W -invariant. We conclude that D 2 is also W -invariant because an orthonormal coordinate change
switches A 1 and A 2 .
• The cases of G 2 and I 2 (2n) (n ≥ 4)
The arrangement A of the type G 2 has exactly two orbits A 1 and A 2 , each of which is of the type A 2 . Let n ≥ 4. Then the arrangement A of the type I 2 (2n) has exactly two orbits A 1 and A 2 , each of which is of the type I 2 (n). In both cases, by [W2010] , one may choose 
This verifies (A).
Fix H ∈ A. Let s be the orthogonal reflection through H. Then s(α H ) = −α H . Suppose that θ(α H ) = α 2m H p with p ∈ S (α H ) . Let s act on the both handsides and we have θ(−α H ) = (−α H ) 2m s(p). This implies −p = s(p). Since s(p) = p on H, one has p = 0 on H, which implies p ∈ α H S (α H ) . This verifies (B).
Proof of Theorem 1.5. Thanks to Proposition 5.2 we may assume that m is equivariant and odd. Apply Proposition 5.1 and Lemma 3.3. 
