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Resumo: Desenvolve-se o me´todo dos quadrados mı´nimos usando-se func¸o˜es racionais. A
ide´ia e´ dispor de recursos para representar eventuais singularidades no conjunto de dados
iniciais.
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Abstract: The least squares approximation is developed by considering rational functions.
The idea is to provide means to represent eventual singularities in the data set.
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1 Introduc¸a˜o
Va´rios processos, como observac¸o˜es de fenoˆmenos naturais, espontaˆneos ou
provocados, experieˆncias laboratoriais, levantamentos sociais, etc., da˜o origem a um
conjunto de pares de valores dependentes. A interpretac¸a˜o e a descric¸a˜o matema´tica
desses valores requerem que se encontre alguma func¸a˜o ajusta´vel ao conjunto e
passe a representa´-lo. Para encontrar essa representac¸a˜o, devemos formular algumas
questo˜es ba´sicas, como: (1) que tipo de func¸o˜es usar? (2) que crite´rio escolher
para se obter o melhor ajuste? Uma vez definida a classe de func¸o˜es com as quais
queremos trabalhar, para atender o quesito (2), um me´todo bastante popular e´ o
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chamado “me´todo dos quadrados mı´nimos”. Ao utilizar esse me´todo, quase sempre
procura-se, inicialmente, ajustar uma func¸a˜o polinomial. Outras tentativas usuais
procuram ajustar uma func¸a˜o exponencial ou logar´ıtmica. Esses procedimentos sa˜o
bem conhecidos e descritos em va´rios textos, alguns mencionados na bibliografia
(BRADBURY, 1984; CLA´UDIO et al., 1989; HAMMING, 1962; HUMES et al.,
1984; RALSTON, et al., 1960).
Os ajustes polinomiais teˆm sido capazes de descrever razoavelmente os dados
dispon´ıveis. Pore´m, sa˜o totalmente incapazes de descrever situac¸o˜es em que ha´
singularidades, que precisam ser identificadas e explicitadas. Para enfrentar essas
situac¸o˜es, pode-se desenvolver o me´todo dos quadrados mı´nimos usando func¸o˜es
racionais (quociente de dois polinoˆmios), com a esperanc¸a de que os po´los dessas
func¸o˜es (zeros do denominador) descrevam singularidades eventualmente presentes
no conjunto de dados.
Este trabalho, de cara´cter essencialmente dida´tico, e´ orientado a estudantes
em n´ıvel de graduac¸a˜o e a pesquisadores interessados em func¸o˜es alternativas para
ajustes de curvas.
Na pro´xima sec¸a˜o, desenvolvemos o me´todo dos quadrados mı´nimos para func¸o˜es
gerais. Consideramos o caso de um conjunto discreto de dados. O me´todo para
func¸o˜es racionais e uma aplicac¸a˜o sa˜o encontrados na sec¸a˜o 3. Finalmente, as con-
cluso˜es sa˜o apresentadas na sec¸a˜o 4.
2 O me´todo dos quadrados mı´nimos: func¸o˜es gerais
O problema que vamos considerar pode ser enunciado da seguinte forma: dado
um conjunto de pares ordenados (xi, yi), com i = 1, 2, . . . , N , encontrar uma func¸a˜o
g que o descreva da melhor maneira. Esta “melhor maneira” e´ definida a seguir. Seja
g uma func¸a˜o de x, dependente de M + 1 paraˆmetros ak, com k = 0, 1, 2, . . . ,M ,
isto e´, g = g(a0, a1, . . . , aM , x). O me´todo dos quadrados mı´nimos assegura que
a melhor estimativa e´ obtida minimizando-se, com respeito aos paraˆmetros ak, a
func¸a˜o f definida por
f(a0, a1, . . . , aM) =
NX
i=1
[yi − g(a0, a1, . . . , aM , xi)]2 (1)
Aprendemos em Ca´lculo que para minimizar f com respeito aos paraˆmetros ak,
devemos deriva´-la com respeito a esses paraˆmetros, igualar a zero e resolver asM+1
equac¸o˜es resultantes. Esse procedimento conduz ao seguinte conjunto de equac¸o˜es
alge´bricas:
∂f
∂ak
= −2
NX
i=1
[yi − g(a0, a1, . . . , aM , xi)]
∂g
∂ak
= 0, k = 0, 1, . . . ,M (2)
Para dar prosseguimento ao desenvolvimento anal´ıtico do me´todo, consideraremos
a func¸a˜o g como uma combinac¸a˜o linear de func¸o˜es gk(x) conhecidas, isto e´:
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g(a0, a1, . . . , aM , x) =
MX
k=0
akgk(x) (3)
Substituindo (3) em (1), a func¸a˜o f se expressa como:
f(a0, a1, . . . , aM) =
NX
i=1
"
yi −
MX
k=0
akgk(xi)
#2
(4)
e as condic¸o˜es (2) sa˜o definidas por:
∂f
∂ak
= −2
NX
i=1
"
yi −
MX
k=0
akgk(xi)
#
gk(xi) = 0, k = 0, 1, . . . ,M (5)
em que usamos (3) com x = xi.
Um caso particular, de ampla utilizac¸a˜o, consiste em se tomar uma func¸a˜o g
polinomial em x, isto e´, tomar para gk(x) a func¸a˜o x
k:
g =
MX
k=0
akx
k (6)
Assim, a Eq. (3) se torna:
g(a0, a1, . . . , aM , x) =
MX
k=0
akx
k (7)
Neste caso, pode-se ver que a condic¸a˜o (5) se reduz a:
∂f
∂ak
= −2
NX
i=1
h
yi − akxki
i
xki = 0, k = 0, 1, . . . ,M (8)
Outros casos de interesse estudados na literatura consideram polinoˆmios ortogo-
nais para a famı´lia de func¸o˜es gk(x), ou func¸o˜es trigonome´tricas. Neste u´ltimo caso,
costuma-se dar ao processo o nome de ana´lise harmoˆnica, de interesse particular
para sistemas perio´dicos. Nenhuma dessas escolhas, entretanto, e´ capaz de descre-
ver eventuais singularidades. Esta e´ uma motivac¸a˜o que leva a considerar func¸o˜es
racionais. O desenvolvimento deste caso e´ feito na pro´xima sec¸a˜o.
3 O me´todo dos quadrados mı´nimos: func¸o˜es racionais
Na eventualidade do conjunto de pares conhecidos (xi, yi) estar associado a
situac¸o˜es que apresentam poss´ıveis singularidades, e´ conveniente tomar para g a
seguinte func¸a˜o dependente de L+M + 1 paraˆmetros:
g = g(a0, a1, . . . , aL+M , x) =
a0 + a1x+ a2x
2 + · · ·+ aLxL
1 + aL+1x+ aL+2x2 + · · ·+ aL+MxM =
p(x)
q(x)
(9)
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com
p(x) =
LX
i=0
aix
i (10)
e
q(x) = 1 +
MX
i=1
aL+ix
i (11)
Notemos que quando os paraˆmetros ak, para k = L+1, L+2, . . . , L+M sa˜o nulos,
a func¸a˜o q(x) se reduz ao valor constante 1 e (9) se reduz a um polinoˆmio, como em
(7).
O fato de termos tomado o termo independente do denominador da Eq. (9),
como sendo unita´rio, na˜o implica em perda de generalidade, pois se ele tivesse outro
valor, digamos v, poder´ıamos dividir o numerador e o denominador de (9) por v,
sem alterar essencialmente a func¸a˜o g.
A func¸a˜o f a ser minimizada tem, agora, a forma:
f(a0, a1, . . . , aL+M) =
NX
i=1
·
yi −
p(xi)
q(xi)
¸2
(12)
e as derivadas de f com respeito aos paraˆmetros ak sa˜o dadas por:
∂f
∂ak
= −2
NX
i=1
·
yi −
p(xi)
q(xi)
¸
∂
∂ak
·
p(xi)
q(xi)
¸
= −2
NX
i=1
·
yi −
p(xi)
q(xi)
¸q(xi)
∂p(xi)
∂ak
− p(xi)
∂q(xi)
∂ak
[q(xi)]
2

 (13)
donde obtemos o seguinte sistema de L+M+1 equac¸o˜es alge´bricas para determinar
os paraˆmetros ak que minimizam f :
NX
i=1
·
yi −
p(xi)
q(xi)
¸q(xi)
∂p(xi)
∂ak
− p(xi)
∂q(xi)
∂ak
[q(xi)]
2

 = 0, k = 0, 1, . . . , L+M (14)
em que N, lembramos, e´ o nu´mero de pares (xi, yi) que queremos ajustar pela func¸a˜o
(9).
O sistema de equac¸o˜es (14) e´, obviamente, na˜o linear. Na˜o ha´ procedimentos
gerais para se resolver essa classe de equac¸o˜es. Dessa forma, teremos que utilizar
me´todos nume´ricos. Na pro´xima subsec¸a˜o, aplicamos esses resultados em um caso
particular.
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3.1 Aplicac¸a˜o no caso L =M = 1
Consideremos o caso particular da func¸a˜o racional (9):
g = g(a0, a1, a2, x) =
a0 + a1x
1 + a2x
=
p(x)
q(x)
(15)
em que L =M = 1. A func¸a˜o que temos de minimizar se expressa como:
f(a0, a1, a2) =
NX
i=1
·
yi −
p(xi)
q(xi)
¸2
(16)
Um pouco de a´lgebra elementar nos mostra que o sistema de L+M+1 = 3 equac¸o˜es
(14) pode ser escrito na forma:
NP
i=1
a0 + a1xi − (1 + a2xi)yi
(1 + a2xi)
2 = 0
NP
i=1
xi [a0 + a1xi − (1 + a2xi) yi]
(1 + a2xi)
2 = 0
NP
i=1
xi [a0 + a1xi] [a0 + a1xi − (1 + a2xi) yi]
(1 + a2xi)
3 = 0
(17)
Como este e´ um trabalho de ordem dida´tica, que visa a ilustrar o uso de func¸o˜es
racionais no me´todo dos quadrados mı´nimos, para ajustar um conjunto de dados,
vamos “construir” esses dados a partir da func¸a˜o:
F (x) = y =
p
(1 + x)/(1 + 2x) (18)
que tem, claramente, um po´lo em x = −0, 5. Quando encontrarmos os valores dos
paraˆmetros a0, a1 e a2, que definem a func¸a˜o g em (15), poderemos compara´-la com
a func¸a˜o exata e ter uma ide´ia da precisa˜o do me´todo.
Consideremos, enta˜o, os pares:
x y
−0, 49 5, 04975
−0, 20 1, 15470
1, 5 0, 790569
5, 5 0, 735980
(19)
gerados a partir de (18), mas de origem supostamente desconhecida.
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Com os quatro pares de valores (19), o sistema (17) toma a forma
a0 − 0, 49a1 − 5.04975(1− 0, 49a2)
(1− 0, 49a2)2
+
a0 − 0, 2a1 − 1, 1547(1− 0, 2a2)
(1− 0, 2a2)2
+
a0 + 1, 5a1 − 0, 790569(1 + 1, 5a2)
(1 + 1, 5a2)2
+
a0 + 5, 5a1 − 0, 73598(1 + 5, 5a2)
(1 + 5, 5a2)2
= 0
−0, 49(a0 − 0, 49a1 − 5, 04975(1− 0, 49a2))
(1− 0, 49a2)2
− 0, 2(a0 − 0, 2a1 − 1, 1547(1− 0, 2a2))
(1− 0, 2a2)2
+
1, 5(a0 + 1, 5a1 − 0, 790569(1 + 1, 5a2))
(1 + 1, 5a2)2
+
5, 5(a0 + 5, 5a1 − 0, 73598(1 + 5, 5a2))
(1 + 5, 5a2)2
= 0
0, 49(a0 − 0, 49a1)(a0 − 0, 49a1 − 5, 04975(1− 0, 49a2))
(1− 0, 49a2)3
+
0, 2(a0 − 0, 2a1)(a0 − 0, 2a1 − 1, 1547(1− 0, 2a2))
(1− 0, 2a2)3
−
1, 5(a0 + 1, 5a1)(a0 + 1, 5a1 − 0, 790569(1 + 1, 5a2))
(1 + 1, 5a2)3
−
5, 5(a0 + 5, 5a1)(a0 + 5, 5a1 − 0, 73598(1 + 5, 5a2))
(1 + 5, 5a2)3
= 0
(20)
O sistema de equac¸o˜es (20) e´, obviamente, na˜o linear. Na˜o ha´ procedimentos
gerais para se resolver tais sistemas. Dessa forma, e´ necessa´rio utilizar me´todos
nume´ricos como, por exemplo, o me´todo de Newton e o das iterac¸o˜es (DEMI-
DOVITCH, B. et al., 1973; KOPCHENOVA et al., 1975). Ao inve´s de utilizar
me´todos nume´ricos diretamente, optamos pelo sofware Mathematica, obtendo seis
soluc¸o˜es. Duas delas sa˜o complexas, que descartamos, porque nossos dados sa˜o reais.
As quatro soluc¸o˜es reais sa˜o mostradas na Tabela 1, em que x0 = −1/a2 e´ um po´lo
da func¸a˜o (15) que estamos ajustando aos dados (19) e f(a0, a1, a2) e´ a func¸a˜o (16)
que precisamos minimizar.
a0 a1 a2 x0 f(a0, a1, a2)
1 0, 987253 1, 37029 1, 91318 −0, 52 0, 000033
2 1, 93275 16, 6753 8, 62774 −0, 12 13, 058
3 3, 16586 −2, 49024 −1, 34665 0, 74 9, 6721
4 1, 93275 −0, 776387 −0, 401701 2, 49 13, 058
Tabela 1. Soluc¸o˜es reais para o sistema de equac¸o˜es alge´bricas na˜o lineares (20). x0
e´ o po´lo associado a cada soluc¸a˜o. Na u´ltima coluna, mostramos o valor da func¸a˜o (16)
que minimizamos.
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Entre as quatro soluc¸o˜es reais encontradas, escolhemos a primeira por nos dar, no
intervalo que conte´m os dados iniciais, um mı´nimo local da func¸a˜o que minimizamos
(16). Pode-se garantir, formalmente, a existeˆncia de um mi´nimo global, mas isso
escapa ao objetivo principal deste trabalho. Contudo, do ponto de vista geome´trico,
na˜o e´ dif´icil convencer-se de que ha´ (pelo menos) uma curva que melhor se ajusta
aos dados.
Assim, a func¸a˜o racional g que melhor se ajusta aos dados e´ definida por:
g(x) =
0, 987253 + 1, 37029x
1 + 1, 91318x
(21)
Na Figura 1, mostramos os quatro pares de valores (19) e o gra´fico associado a`
func¸a˜o (21). Notamos que o po´lo x0 = −0, 52 dessa func¸a˜o esta´ nas vizinhanc¸as do
po´lo x00 = −0, 5 da func¸a˜o (18). Certamente, na˜o podemos usar essa informac¸a˜o,
pois, supostamente, na˜o conhecemos a func¸a˜o (18) que gerou os dados (19), contudo,
a figura nos da´ uma ide´ia da confiabilidade do me´todo que discutimos.
Nessa mesma figura, plotamos a func¸a˜o F(x), dada em (18). Na escala em que
foi apresentada a figura, na˜o se nota nenhuma diferenc¸a com o gra´fico da func¸a˜o
(21): os dois gra´ficos se sobrepo˜em.
2 4 6 8 10
x
2
3
4
5
g
Figura 1. Comparac¸a˜o entre a curva ajustada g, definida em (21), e os dados iniciais (19),
indicados por c´ırculos.
4 Conclusa˜o
O me´todo de ajuste de func¸o˜es polinomiais a um conjunto de dados e´ bas-
tante usado, e com razoa´vel eˆxito em um grande nu´mero de casos. Entretanto, um
polinoˆmio e´ uma func¸a˜o inteira, isto e´, anal´ıtica em todo o plano (KNOPP, 1945;
AHLFORS, 1966; MARKUSHEVICH, 1970; CHURCHILL, 1980), em particular
em R, que e´ o caso de dados reais, como o discutido neste trabalho. Dessa forma,
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e´ incapaz de descrever eventuais singularidades presentes no conjunto de dados ini-
ciais. Essa limitac¸a˜o, inerente aos polinoˆmios, pode ser superada considerando-se
func¸o˜es racionais. Com essas func¸o˜es, o me´todo tem dispon´ıvel, portanto, o recurso
de utilizar os zeros do polinoˆmio do denominador para ajustar singularidades, se
existirem. O exemplo desenvolvido e discutido na subsec¸a˜o 3.1 ilustra muito bem
essa caracter´ıstica das func¸o˜es racionais, quando usadas no me´todo dos quadrados
mı´nimos.
E´ importante salientar que o uso de func¸o˜es racionais tambe´m tem suas limi-
tac¸o˜es. Por exemplo, na˜o e´ adequado para os casos de eventuais singularidades
logar´ıtmicas, de expoente fraciona´rio, de divergeˆncia exponencial ou altamente os-
cilantes. Quando se suspeita fortemente da presenc¸a de tais singularidades, faz-se
necessa´rio um tratamento mais cuidadoso.
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