We compute the rank of the first homology group and study the higher Betti numbers of the real points of the Deligne-Mumford-Knudsen compactification of stable n-pointed curves of genus 0,which coincides with the Chow quotient (RP 1 ) n //P GL(2, R). [12] .
Introduction
Our topological study of the compactified moduli spaces M(0,n) developed as a doctoral research under the guidance of Prof. J. Morava and this paper investigates a conjecture from [1] . I thank him for his infinite patience, stimulating conversations, and overall support. There are many things to say about these spaces; an outline can be found at [1] , where some questions and conjectures were first stated:
1. Connection with Calogero-Moser-Sutherland models [3] . Fulton and MacPherson devised a powerful construction that works for any nonsingular algebraic variety X and produces a compactification of these configuration spaces F(X, n), the complement in the cartesian product X n of the diagonals. Yoshida and Devadoss gave a combinatorial description of these spaces and their compactification. [10] [8] The subject above is also an invitation of a description in the context of Phong, D'Hooker, and Krichever's works [18] .
2. Kontsevich asks in his seminal paper [2] what are the algebraic structures needed for the cohomological study of the Deligne-Mumford compactification M g,n.
Topologically speaking, our spaces M 0,n (R) are Eilenberg-MacLane spaces K(π, 1), where the fundamental group is described as a kernel of an epimorphism f. It is an usual situation for the fundamental group of a blow-up [9] .
The full power of seduction of these spaces was felt in the context of Algebraic Geometry. We entertain the hope that our more advanced peers will use this paper to uncover some new properties of these spaces, in the spirit of Keel, Arbarello, Conarba and other well known algebraic geometers. Excellent references on this subject can be found in: [4] , [5] , [6] , [7] , [12] . Another target suggested by Professor Morava is to "purify" the discourse towards a structural level, where equivariant topology and representation theory of the symmetric groups plays the main role. [2] , [11] .
To get our results, we use the combinatorial description of these spaces: [8] , [10] . The work of Vic Reiner, Valette, Chung, and De La Harpe contain similar objects and techniques which give us hope that a combinatorial approach, more exactly discrete spectral analysis, bears meaningful information for other ways of thinking.
The results
We prove that the rank of the first homology of M 0,n(R) is given by a function b1(n) described below. Also, we conjecture a polynomial behavior with respect to n, of the k'th Betti number. This level of complexity suggests a possible successful use of computers and a better interplay between the real and the complex case. [Keel, Givental, Morava] The rank of H1(M0,n(R)) =
P= the number of unordered pairs (a,b), where a,b are 2 parallel diagonals in a regular n-gon. It is not hard to find a precise formula for P: for every direction w, we have to count how many diagonals are on this direction. If there are z=z(w) diagonals, z 2 is the contribution of w. Any direction is given by the diagonals which pass through a fixed vertex A. We still have 3 more directions, given by AB, AC and BC, where AB and AC are edges of the n-gon.
The proof
We will use the cellular decomposition of M=M 0,n (R), after Devadoss, Kapranov, and Yoshida. To compute the homology (our target is the rank of H 1 (M, R)), we use the dual block complex, [17] pp.380, and restrict to level two of its filtration.
The battlefield will be a simple graph G -a Schreier graph of the symmetric group modulo the dihedral group, with respect to a set of involutions (see [21] for a definition). There is also a natural metric on G. We will prove that every cycle is homologous with a cycle in X, where X is the set of vertices of distance at most 2 from a fixed vertex. So we may reduce the study of G to a smaller graph and compute the desired dimensions.
For the k-th Betti number, X will be the sphere of radius k+1. We do not have the precise dimension of the space of cycles (i.e. an analog of the "m-n+1" formula). If we have a theorem like in the previous paragraph,some upper and lower bounds for higher ranks may appear.
Let us begin the story: Let K n−1 be the n-3-convex polytope whose partial order set of its faces is isomorphic with the partial order set of an n-gon with a couple of non-intersecting diagonals. The partial orders are given by inclusions.
K n−1 is called the associahedron. There is such a convex polytope![Ziegler-Lectures on Polytope p.310]. K n−1 is like a sphere (peeled apple), and its acyclic carrier property is fundamental in our homological computation [otherwise we cannot apply the classical theorems from Munkres pp 225]. The codimension k faces of the associahedron are indexed by n-gons with k non-intersecting diagonals.
DIAG is the following set of n(n − 3)/2 involutions from S n . For every pair (k, l), 0 < k < l < n, where (k,l) is different from (1, n-1), we define d:=d(k, l)(x)=l+k-x , if x is between k and l. Otherwise, x is a fixed point. Let P be a fixed n-gon, with edges labeled 1,2,3...n. For every diagonal of P we can associate an element of DIAG in the following way: any diagonal determines a partition of 1,2...n. Take the one which doesn't contain n: it's between 2 numbers, k and l. Then the associated d will be d(k,l), and we say that d(k,l) is supported by the diagonal of the n-gon P. Through out the paper, the word "diagonal" means a diagonal of the n-gon, or the involution carried by the diagonal.
Take n! copies of K n−1 . For every permutation of S n , label the edges of the n-gon with σ(1), σ(2).....σ(k), ....σ(n). So the codimension k faces are labeled by decorated n-gons with k non-intersecting diagonals. Now we build our space M 0,n (R). Two codimension k faces of different K n−1 's are identified (glued) if the permutations σ 1 and σ 2 which color the edges of the n-gons satisfy the following condition "flip" or gluing condition: there are d 1 , d 2 , ...., d i couple of elements of DIAG, supported by the diagonals of the second face, such that
The top dimensional faces (without diagonals) are identified by the action of D n , the dihedral group. So we can begin with (n−1)!/2 copies of K n−1 , indexed over S n /D n . Two codimension k faces are identified if their classes modulo the dihedral group D n contain 2 permutations which satisfy the flip condition from the previous paragraph.
The Homology is encoded in the gluing process above. M(our moduli space) is a smooth compact (n-3)-manifold, non-orientable if the dimension is higher than 1. Munkres book says that we can compute H * via the dual block complex, because we can use some non-trivial algebraic machinery (pp 377-381).We would like to mention this fact, because we shall try to reduce the presence of a very serious algebraic and geometric reasoning which sustains our paper. A Poincare Duality cannot be applied, even if Reiner: [19] suggests there is something between the complementary levels. We did not try to modify the initial purpose ,of computing Betti numbers, even if orbifold cohomology or intersection cohomology are subjects demanded by these kind of spaces.
Recall the construction of the dual block complex. Let X be a compact homology n-manifold. Let sdX be the first barycentric subdivision. The simplices of sdX are [ā,b...z] where a ⊃ b..... ⊃ z andσ is the barycenter of σ , a simplex of X.
Given a simplex σ, D(σ), the block of σ, is the union of the open simplices of sdX, where σ is the final vertex; i.e. "σ = z" in the notation above. We have dim σ + dim D(σ) = dim manifold. Let X p be the dual p-skeleton of X, the union of all D(σ) such that dim D(σ) is smaller or equal to p. D p = H p (X p , X p−1 ). The boundary operator is the boundary operator in the exact sequence of the triple (X p , X p−1 , X p−2 ). D p = H p (X p , X p−1 ) is the free abelian group generated by the blocks of dimension p of X, arbitrarily oriented, i.e. the blocks from the previous statement label the elements of a basis. How can we deal with the boundary operator of the dual block complex? Fortunately it has a nice geometric meaning. The dual blocks form a CW decomposition of X. Let a and b be 2 cells, dim(a)=p and dim(b)=p-1. ∂a is a formal sum of p-1 cells, with integer coefficients. The coefficient of b is given by "the incidence coefficient", which is the degree of a map that sends the boundary of a (i.e. S p−1 ) to a bouquet of p-1 spheres = X p−1 /X p−2 , and then projected to a p-1 sphere. So the boundary map shows how the boundary of the cell is patched by p-1 spheres.
x i is the barycenter of a decorated K n−1 which tile X. And M is the number of colors, the classes of S n modulo the dihedral group. So M=(n − 1)!/2. The cells are points, so we don't need to choose any orientation.
. y i is the barycenter of a codim 1 face of X. X is a smooth manifold and any codim 1 face is the intersection between 2 top dimensional cells, whose barycenters are x 1 and x 2 . Orient y=[x 1 , x 2 ] arbitrarily (the barycenters of the codim 1 faces can be labeled by these segments), so ∂y= x 2 -x 1 (and opposite if we change the arbitrarily chosen orientation).
How can we compute N? 2N=n(n − 3)/2M. 2 is the number of top cells sharing the same codim 1 face. M is the total number of cells. n(n − 3)/2 is the number of neighbors of the same K n−1 . If σ is a permutation in the class which decorates an K n−1 , then σ • d represent the classes of the neighbors, where d runs through DIAG.
Let us study D 2 and ∂:
Any codim 2 face is shared by exactly 4 codim 1 faces and exactly 4 codim 0 faces, thereby building a structure similar with the structure of 4 cubes in 3 dimensions. The boundary operator acting on z gives the sum of the edges of the cell above. Every segment receives +1 if his arbitrary orientation, already fixed at the "D 1 step above", agrees with the arbitrary orientation of the 2-cell.
∂:
Almost in the same way, we can deal with H k . They are the same incidence phenomena, like cubes in R k+2 .
To compute b 1 , we stopped at the 2-skeleton. D 1 , a 1-dimensional creature, receives input from the kernel and from the image of ∂. We found it very convenient to use graph theory to visualize the entire situation. The kernel is the space of fluxes, a well-known object in graph theory.
More precisely, let G the Schreier graph of S n modulo the dihedral group D n , with respect to DIAG. [21] . Deleting the loops and double edges gives us a simple graph. The vertices are the right classes modulo D n . 2 vertices are joined by an edge if there are 2 permutations a and b in these classes, and d in DIAG such that a = bd (composition and equality of functions/permutations). We orient the edges arbitrarily.
The vertices are the barycenters of the top dimensional cells of X. The edges encode the incidence relations at the level of codim 1 cells. The orientation of edges gives us an orientation of the cells of D 1 .
The kernel. When does a formal sum with real coefficients of these oriented edges lie in the kernel? Take a vertex. It will appear in the image of the edges which contain it. This means that the sum of the coefficients of these edges is ZERO. Only in this situation an element of D 1 , i.e. a formal sum of real coefficients of oriented edges, lies in the kernel. But this is a well-known situation in Graph Theory. [Bollobas pp.51-54] For every graph G, with m edges and n vertices, let V be the real vector space of dimension m where vectors are finite formal sums of oriented edges with real coefficients. Let W be the space of fluxes. A flux is a vector which satisfy exactly the condition: for every vertex, the sums from the input and output edges are equal. The dimension of W is m − n + 1. A basis is given by m-n+1 cycles in the graph. Take a tree in the graph. There are m-n+1 edges NOT in this tree, and for each of them there is an induced cycle. Let us mention that W is the kernel of the Laplacian on this graph [15] pp.54. It is not the last moment when discrete spectral analysis appears in this paper. This theorem will play a fundamental role.
The main point is the following: we know the dimension of the kernel, it's m − n + 1. A higher dimensional analog cannot be found (of course we can formally loop-deloop, to change the dimension of the homology groups, and we could arrive in a graph theoretic situation), so we can find upper and lower bounds. Not any cycle of length 4 in G has this form [see figure 1 : ABCD is a good cycle. ABED is a cycle not of the form above]. In the following picture, DIAG is the set of permutations attached to the biggest dots, which are all joined with the class of 12345. The last vertex is joined with the smallest dots.
The rank of H 1 is the dimension of the fluxes modulo sums of "good cycles of length 4". The challenge is to decrease the "distance" between the space of fluxes and the space of "good cycles of length 4".
An amazing theorem of Zuk and Pansu found in Professor W.Ballmann Research [13] will be helpful. It is a discrete version of a Siu-Yeung super rigidity type result.(see [20] ) I would like to thank Professor Ballmann for his kind feedback.
Theorem[ Ballmann .p.628] [13] . Let nonzero k be smaller than n=dim X. X is a simplicial complex. Assume that X α is connected and k(α) > k(n − k)/(k + 1) for all (k-1) simplices α. k(α) is the smallest nonzero positive eigenvalue of the Laplacian on X α . X α is the sub complex of dimension n-k consisting of all simplices of X, disjoint from α, but whose union with α is a simplex of X. Then H k (X, R)=0.
For k=1 and n=2, we get the following theorem (Ballmann, Theorem 1, p.615 [13] ): Let X be a 2-dimensional finite simplicial complex, such that for any vertex v, k(X v ) is greater than 1/2 and X v is connected. Then H 1 (X, R)=0. k(X v ) is the smallest nonzero positive eigenvalue of the Laplacian on X v , the link of v. The link of v is the graph whose vertices are the edges of X which emerges from v. 2 vertices of X v form an edge if they belong to the same face in X.
We will apply the theorem above for the graph G and for the graph G(k), induced by the vertices at the distance at most k from the class of the identity (i.e. represented by products of at most k diagonals). Let Y be the 2 dimensional cubical complex (in the sense of Ballmann) whose 1-skeleton is given by our graph G. The 2 dimensional faces are given by the cycles of length 4 in G, and of special cycles of length 6 -we'll explain below this definition. So Y is not a simplicial complex and we cannot apply the theorem above. Take the barycentric subdivision of Y. Call it X. Now we arrived at a simplicial complex. We added a vertex in the middle of each edge and each 2-dim face and connect them as in the usual barycentric subdivision. Each face is subdivided into 8 or 12 triangles this way. The link of the old vertices is the bipartite graph which is the barycentric subdivision of the complete graph. The link of the vertices in the middle of each old edge is the complete bipartite graph consisting of the two vertices corresponding to the old edge plus a new vertex corresponding to the old faces. The link in the middle of the faces is an octagon or an 12-gon. We have to check the conditions of the theorem for the links above.
"Spectra of Graphs", by Sachs, Doob and Cvetkovic [14] , contains the theorems necessary to prove that the graphs above have first positive eigenvalue greater than 1/2 -See the following pages, where everything is computed: for the octagon and 12-gon, page 306. graphs 4.4. ; for the bipartite graph, page 72, note 5 o ; for the barycentric subdivision of the complete graph, page 63. Theorem 2.18 and page 72 note 2 o .
We just proved that the first cohomology of Y is zero. So every flux is a sum of cycles of length 4 or 6. But any special 6-cycle is a sum of two 4-cycles. Going back to our graph G, the first homology groups is the vector space generated by all cycles of length 4 modulo "good cycles of length 4". The same property is true for G(k). We expect a similar theorem for higher homology groups: there is the vector space generated by cubes modulo "good k-dimensional cubes".
Recall what is written above. Given any simple graph, and a set of cycles T, we can build a 2-dimensional simplicial complex in 2 steps: first we have a cubical complex whose boundaries of 2-dim faces are the cycles from T. Then we take its barycentric subdivision, i.e. we add new vertices, split the old edges, and add new edges. So in the last step, we have a simplicial complex.
In our case, T will be the set of all 4-cycles and the set of the following special cycles of length 6: for any permutation a, and for any 2 intersecting diagonals b and c, we choose a diagonal d, which doesn't intersect b and c. Then the cycle of length 6 will be given by the classes of: a,ab,abd,ad,adc,ac. This cycle is a sum of 2 cycles of length 4. [ figure 2 ]
The purpose is to create a simplicial complex where the link of every vertex is a known graph, so we could compute the eigenvalues. We find it very difficult to compute the first positive eigenvalue of a link of the 2-skeleton, even if upper/lower bounds of these ones, combined with upper/lower bounds for the rank given by Ballmann's theorem can give inequalities for the Betti numbers. So we created a simplicial complex with nice singularities -generalized log singular. ( Shokurov personal communication) There are studied in birational geometry and G(k) could have Poincare duality .
On the graph G we have a natural metric between vertices. d(x,y)=the length of the shortest path which joins x and y. The diameter of G is n-2: any class is represented by a product of at most n-2 permutations from DIAG. It can be proved by induction. The transpositions are in DIAG, so clearly the diameter is at most n-1. It is not n-1 because of the dihedral action.
Let L(k) (level k) the points of G at distance k from the class of identity. For k ≤ n-3, the vertices from the level k are represented by products of k permutations from DIAG, associated with non-intersecting diagonals.
Let us prove that any cycle of length 4 is homologous with a flux from G(1). We already proved that any flux is a sum of cycles, so this lemma will imply that any 1-homology class of X is represented by a flux in G (1) . We expect the same result for any homology class, where 1 is replaced by k. This reduces automatically the complexity of the problem from a factorial one to a polynomial one. We were able to discover the relations between fluxes in X, so we can find b 1 (n). For higher dimensions we expect similar steps, which finally gives the conjecture about b k (n) announced in the section about the results. Figure 2 shows the proof. Any 4-cycle is homologous with a flux from a superior level. This flux is a sum of 4-cycles, according to Ballmann Theorem for G(k), so we can apply induction.
Note that a vertex v from level k is joined with a vertex from level k+1 in only 2 situations: if a "diagonal" is added to v, or a diagonal d is added to v and the rest of the diagonals are reflected with respect with a diameter perpendicular to d. So, a cycle of length 4 is encoded by 4 diagonals and a 4-tuple of 0's and 1's. The rest of the diagonals can be ignored (they are present by a change in edge labeling, from [1,2,3.. .n] to a different one). This situation is fully analyzed in Davis et al. paper [9] [Thm 10.6.2], and these relations, even if there are met in a different context -the study of Aut(M)-have connections with the proof above [ figure 2 ]. Much more, we can compact the picture (see figure 2 ) to reduce the entire situation to the graph G(5) associated with M 0,5 [ figure 1 ]. And the property is true in this case. Another explanation can be sustained by the self-dual structure of the lattice of non-crossing partitions [Reiner [19] ], or by the observation that the faces of associahedra are product of low dimensional associahedra. Or just carry out and control everything using the definitions.
So the 1-Homology can be found in G(1), the sub graph of G induced by the vertices of distance at most 2 from the class of the identity. These classes are not independent: besides the relations from G(1), there are relations which come from the levels below G(1). Fortunately, we can prove that these imposed relations can be recovered from the relations from G(1), when n ≥ 6. If n=5, we do not have 3 non-intersecting diagonals, and we have one more relation from below, given by the unique sequence of 5 non-intersecting diagonals [figures 3;].
Much more, we can focus on the sub-graph T induced by levels 1 and 2. The problem is to find the homology relations V among fluxes, which are inside this graph T and which are from the boundary W. (the number of pairs of non-intersecting diagonals). dim(W)= m − n + 1 W = S -n(n-3)/2 +1 dim( V ∩ W)=the dimension of the space E generated by some special cycles of length 3 (supported by lines which form an equilateral triangle). dim(V)=S -the number of pairs of parallel diagonals -A. A is the number of independent relations between cycles of length 3, supported by lines which form an equilateral triangle. So it is equal to the number of these cycles minus the dimension of the space generated by them in W. Fortunately, we do not need to compute this last number. We apply the formulas above and we compute the announced result on b 1 .
The conjectural polynomial behavior of the higher Betti numbers is based on the 2 lemmas above: the conditions for the Ballmann's Theorem and the possibility to lift k+1-cubes to arrive at G(k) (which has a polynomial number of vertices).
Notes about the graph G: diam(G)=n-2 (proof by induction). Every ver-tex has degree n(n-3)/2. For any vertex v, take a permutation s from v, which is a class modulo D n . Then sd, where d runs in DIAG, represents the neighbors of v. 2 vertices are joined by an edge in only 2 situations: "a non-intersecting diagonal is added." Or the picture is symmetrized about a diameter perpendicular to a diagonal d, and d disappears (more precisely: in these vertices, there are 2 permutations represented by a product of a couple of permutations from DIAG, and there are only 2 situations when the vertices are joined).
There are 2 types of good cycles of length 4: when the opposite vertices are on different levels. This situations is possible when we add 2 non-intersecting diagonals. Or, when the opposite vertices are on the same level. In this case, the 4 vertices are like: (a, b, ac, bc), where b is the symmetric of a with respect to the diameter perpendicular on c (called the symmetry diagonal). a and c are non-intersecting diagonals.
So the good cycles from V are linearly independent (because the edges are met only one time, in these structures), except for one situation: If there are a,b,c whose lines form an equilateral triangle, the 3 good cycles whose symmetry diagonals are a,b,c are not independent: their sum is a vector of W. But we can have a couple of these triads, and the sum can be zero (so we have a relation). This is the explanation of the dimensions of vector spaces above.
Note: even if we know the dimensions, a basis is not easy to find in the settings above, because we have to find a tree in a graph. And this problem is not trivial. On the road, the study above cannot sustain torsion phenomena. Probably a structural study can overcome this problem.
