



















SUR LES ℓ-BLOCS DE NIVEAU ZÉRO DES GROUPES
p-ADIQUES II
THOMAS LANARD
Résumé. Soient G un groupe p-adique se déployant sur une extension non-
ramifiée et Rep0
Λ
(G) la catégorie abélienne des représentations lisses de G de
niveau 0 à coefficients dans Λ = Qℓ ou Zℓ. Nous étudions la plus fine décompo-
sition de Rep0
Λ
(G) en produit de sous-catégories que l’on peut obtenir par la
méthode introduite dans [Lan18]. Nous en donnons deux descriptions, une pre-
mière du côté du groupe à la Deligne-Lusztig, puis une deuxième du côté dual
à la Langlands. Nous prouvons plusieurs propriétés fondamentales comme la
compatibilité à l’induction et la restriction parabolique ou à la correspondance
de Langlands locale. Les facteurs de cette décomposition ne sont pas des blocs,
mais on montre comment les regrouper pour obtenir les blocs "stables". Ces
résultats corroborent une conjecture énoncée par Dat dans [Dat17a].
Abstract. Let G be a p-adic group which splits over an unramified extension
and Rep0
Λ
(G) the abelian category of smooth level 0 representations of G with




into a product of subcategories that can be obtained by the method introduced
in [Lan18]. We give two descriptions of it, a first one on the group side à
la Deligne-Lusztig, and a second one on the dual side à la Langlands. We
prove several fundamental properties, like for example the compatibility to
parabolic induction and restriction or the compatibility to the local Langlands
correspondence. The factors of this decomposition are not blocks, but we
show how to group them to obtain "stable" blocks. These results confirm a
conjecture given by Dat in [Dat17a].
1. Introduction
Soient F un corps p-adique etG un groupe réductif connexe défini sur F . Notons
G := G(F ). Soit ℓ un nombre premier, ℓ 6= p, et posons Λ = Qℓ ou Zℓ. On appelle
RepΛ(G) la catégorie abélienne des représentations lisses de G à coefficients dans
Λ et Rep0Λ(G) la sous-catégorie pleine des représentations de niveau 0.
Nous nous intéressons à la décomposition de RepΛ(G) en un produit de sous-
catégories. Le cas Λ = Qℓ est bien connu puisque le théorème de décomposition
de Bernstein fournit une décomposition de Rep
Qℓ
(G) en blocs (c’est à dire en sous-
catégories indécomposables). Le cas réellement intéressant est donc Zℓ. Les travaux
de Vignéras [Vig98] et Helm [Hel16] (voir également les travaux de Sécherre et Ste-
vens [SS16]) ont permis d’obtenir une décomposition en blocs de Rep
Zℓ
(GLn(F )).
L’inconvénient de cette méthode est qu’elle s’appuie sur "l’unicité du support su-
percuspidal" qui n’est pas vraie en général (un contre exemple a été trouvé par
Dudas dans Sp8 sur un corps fini puis relevé en p-adique par Dat dans [Dat17b]).
Pour pallier ce problème, Dat propose dans [Dat18] une nouvelle méthode, basée
sur la théorie de Deligne-Lusztig et des systèmes d’idempotents sur l’immeuble
de Bruhat-Tits semi-simple (comme dans [MS10]), permettant de reconstruire les
blocs de GLn(F ) dans le cas du niveau 0. Nous avons généralisé cette méthode
dans [Lan18] au cas d’un groupe réductif connexe défini sur F et déployé sur une
extension non-ramifiée de F . Néanmoins cette décomposition n’est en général pas
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la décomposition en blocs, ni même la décomposition la plus fine que puisse donner
la méthode. Dans cet article, nous explicitons cette décomposition la plus fine, et
nous en donnons deux interprétations, une première du côté du groupe à la Deligne-
Lusztig grâce à des paires (S, θ) (que l’on définit ci-dessous) puis une deuxième du
côté dual à la Langlands.
1.1. Décompositions grâce aux paires (S, θ). Supposons que G se déploie sur
Fnr l’extension non-ramifiée maximale de F . Définissons PΛ = {(S, θ)} comme
l’ensemble des paires (S, θ), où S est un F -tore maximal non-ramifié de G et θ :
0
S(F )/S(F )+ → Q
∗
ℓ est un caractère d’ordre inversible dans Λ (
0
S(F ) est le sous-
groupe borné maximal de S(F ) et S(F )+ est son pro-p radical).
Nous définissons sur PΛ trois relations d’équivalence ∼∞, ∼r et ∼e de la façon
suivante. On a (S, θ) ∼∞ (S
′, θ′) s’il existe g ∈ G(Fnr) etm ∈ N∗ tels que gS(Fm) =
S
′(Fm) et g(θ ◦NFm/F ) = θ
′ ◦NFm/F (où Fm est l’extension non-ramifiée de degré
m de F et NFm/F est la norme). On définit ∼r (resp. ∼e) en rajoutant de plus
la condition g−1F(g) ∈ N◦(S, θ) (resp. et g−1F(g) ∈ Na(S, θ)) (où Na(S, θ) ⊆
N◦(S, θ) sont certains sous-groupes du normalisateur de S définis en 3.4). Notons
que ∼e⇒∼r⇒∼∞.
Soit (S, θ) ∈ PΛ, notons Rep
(S,θ)
Λ (G) la sous-catégorie pleine de Rep
0
Λ(G) des
objets dont chacun des sous-quotients irréductibles π vérifie qu’il existe (S′, θ′) ∼e




σ ), θ′〉S′Λ 6=
0, où G+σ est le pro-p radical du sous-groupe parahorique de G en σ,
∗R est la restric-
tion de Deligne-Lusztig et S′Λ est le sous-groupe maximal de S
′ d’ordre inversible
dans Λ. Notons que Rep(S,θ)Λ (G) ne dépend que de la ∼e-classe d’équivalence de
(S, θ).
On obtient alors le théorème suivant, démontré dans la section 3,








1.1.2. Remarque. (1) Rep(S,θ)Λ (G) est "minimale pour la méthode utilisée", c’est
à dire en utilisant Deligne-Lusztig et des systèmes d’idempotents. Cependant,
ce n’est pas un bloc en général.
(2) Lorsque G = GLn(F ) nous avons ∼e=∼r=∼∞ et Rep
(S,θ)
Λ (G) est un bloc.
Notons que si ∼ est une relation d’équivalence sur PΛ plus faible que ∼e (en
particulier ∼r et ∼∞) alors en regroupant les catégories Rep
(S,θ)
Λ (G) selon la ∼-
équivalence, nous obtenons une décomposition de Rep0Λ(G). Comme dans la théorie
de Deligne-Lusztig, nous pouvons associer à une paire (S, θ) une classe de conju-
gaison semi-simple dans le dual sur k, le corps résiduel de F , et nous montrons au









  // (G∗ss,Λ)
F
où G∗ désigne le dual de G sur k, G∗ = G∗(k) et la notation (·)ss,Λ désigne l’en-
semble des classes de conjugaison semi-simples d’ordre inversible dans Λ. Notons
que lorsque le groupe G est quasi-déployé, les injections horizontales sont des bi-
jections. Ce diagramme nous fournit en particulier des décompositions de Rep0Λ(G)
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indexées par (G∗ss,Λ)
F et G∗ss,Λ dont nous énoncerons les propriétés dans la section
suivante. Pour étudier la relation de ∼e-équivalence, nous ne pouvons pas rester du
côté des groupes finis et nous aurons besoin de rajouter des données cohomologiques
provenant du groupe p-adique.
1.2. Interprétation duale de la décomposition associée à ∼∞. Rappelons la
définition de Φm(IΛF ,
LG) l’ensemble des paramètres inertiels modérés de [Lan18].
Notons LG := Ĝ(Qℓ) ⋊ 〈ϑ̂〉 le groupe de Langlands dual de G, où ϑ̂ est un auto-
morphisme de Ĝ (le dual de G sur Qℓ) induit par l’action d’un Frobenius inverse.
Posons IΛF le sous-groupe fermé maximal de l’inertie de pro-ordre inversible dans
Λ. Alors Φm(IΛF ,
LG) est l’ensemble des classes de Ĝ-conjugaison de morphismes
continus IΛF →
LG triviaux sur l’inertie sauvage qui admettent une extension à un
L-morphisme admissible ϕ : W ′F →
LG.
Construisons à partir de (S, θ) ∈ PΛ un paramètre inertiel φ ∈ Φm(IΛF ,
LG). No-
tons θ˜ un caractère de S(F ) qui relève θ et ϕ :WF → LS le paramètre de Langlands
associé à θ˜ via la correspondance de Langlands locale pour les tores. Choisissons ι
un plongement (non-canonique) ι : LS →֒ LG qui nous permet d’obtenir un para-
mètre de Langlands pour G : ι ◦ϕ :WF → LG. On pose alors φ := (ι ◦ϕ)|IΛ
F
ce qui
nous donne une application PΛ → Φm(IΛF ,
LG). Nous démontrons dans la partie 4











qui est celle de [Lan18] Théorème 3.4.5.
1.3. Interprétation duale de la décomposition associée à ∼r. Introduisons
l’ensemble Φ˜m(IΛF ,




(φ) le centralisateur de φ(IΛF ) dans Ĝ qui est un groupe réductif, possible-
ment non connexe. Par définition φ peut s’étendre en un paramètre ϕ :WF −→ LG




(φ)ϕ(WF ), un sous-groupe de LG indépendant
du choix de ϕ. Notons maintenant π0(φ) := π0(CĜ(φ)) et π˜0(φ) := C˜Ĝ(φ)/CĜ(φ)
◦.
On obtient alors une suite exacte scindée
0 −→ π0(φ) −→ π˜0(φ) −→ 〈ϑ̂〉 −→ 0.
Appelons Φ˜m(IΛF ,
LG) l’ensemble des couples (φ, σ) à Ĝ-conjugaison près, où φ :
IΛF →
LG est un paramètre inertiel modéré et σ : 〈ϑ̂〉 → π˜0(φ) est une section à la
suite exacte précédente.
Avec les mêmes notations que dans la section 1.2, on construit une application
PΛ → Φ˜m(IΛF ,
LG) en envoyant (S, θ) sur (φ, σ) où φ := (ι ◦ ϕ)|IΛ
F
et σ(ϑ̂) :=
(ι ◦ ϕ)(Frob). Nous démontrons alors dans la partie 4 le théorème suivant.
1.3.1. Théorème. L’application PΛ → Φ˜m(IΛF ,






dont l’image est le sous-ensemble des paramètres "relevants" (en particulier elle est








possède les propriétés suivantes
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(1) Elle est compatible à l’induction et la restriction parabolique (voir le théorème
4.6.2 pour un énoncé plus précis).













où le produit est pris sur les (φ′, σ′) ∈ Φ˜m(IF , LG) s’envoyant sur (φ, σ) par
l’application naturelle Φ˜m(IF , LG)→ Φ˜m(I
(ℓ)
F ,
LG) (obtenue en restreignant
à I(ℓ)F , voir section 4.5 pour plus de détails).
Par ailleurs l’application qui à ϕ associe φ = ϕ|IΛ
F







G) (voir section 4.7), où Bstm,Λ désigne l’ensemble
des paramètres modérés ϕ : WF → LG à équivalence inertielle près (comme dans
[Hai14] définition 5.3.3, voir aussi section 4.7). Nous avons alors une nouvelle














Cette décomposition est indexée par des paramètres à la Langlands mais est
construite indépendamment de la correspondance de Langlands locale. Il est alors
souhaitable de vérifier la compatibilité à cette dernière. Lorsque G est un groupe
classique non-ramifié, c’est à dire GLn, Sp2n, SO2n+1, SO2n, SO
∗
2n (groupe spécial
orthogonal quasi-déployé associé à une extension quadratique non-ramifiée F ′/F )
ou Un(F ′/F ), et Λ = Qℓ alors on a la correspondance de Langlands locale ([HT01]
[Hen00] [Art13] [Mok15] [KMSW14]). Nous montrons alors dans la partie 4 le théo-
rème suivant.
1.3.2. Théorème. Soit G un groupe classique non-ramifié, Λ = Qℓ et p 6= 2.









(G) est compatible à la
correspondance de Langlands locale. C’est-à-dire que si π est une représenta-
tion irréductible, alors π ∈ Rep[ϕ]
Qℓ
(G) si et seulement si ϕπ|WF ∈ [ϕ], où ϕπ
est le paramètre de Langlands associé à π.
(2) Cette décomposition est la décomposition de Rep0
Qℓ
(G) en "blocs stables".
C’est à dire que ces facteurs correspondent à des idempotents primitifs du
centre de Bernstein stable.
Remarquons que le lien avec les classes de conjugaisons semi-simples données












F oo ∼ // Φm(IΛF ,
LG)
.
1.4. Interprétation duale de la décomposition associée à ∼e. Pour paramé-
trer PΛ/∼e nous avons besoin de rajouter des donnés cohomologiques. Nous ne le
faisons que pour les formes intérieures pures des groupes non-ramifiés. Supposons
donc que G est non-ramifié (c’est à dire on rajoute l’hypothèse quasi-déployé).
Soit ω ∈ H1(F,G), à qui correspond Gω, une forme intérieure pure de G. À
partir de (φ, σ) ∈ Φ˜m(IΛF ,
LG), nous construisons dans la section 5.2, Gφ,σ un
groupe réductif non-ramifié, possiblement non-connexe (lorsque C
Ĝ
(φ) est connexe,
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Gφ,σ est un groupe dual à CĜ(φ) dont la F -structure est définie grâce à l’action
WF → Out(CĜ(φ)) de conjugaison par ϕ(w) où ϕ : WF →
LG relève φ). Nous




où H˜1(F,G◦φ,σ) := Im[H
1(F,G◦φ,σ)→ H
1(F,Gφ,σ)]. La partie 5 nous donne alors
le théorème suivant.
1.4.1. Théorème. Nous avons une bijection (qui dépend du choix d’un sommet




où Cr(φ, σ,Gω) est la classe de ∼r-équivalence image réciproque de (φ, σ) par l’in-
jection PΛ(Gω)/∼r →֒ Φ˜m(IΛF ,












(1) Cette décomposition est compatible à l’induction et la restriction parabolique.














LG) et α′ ∈ h−1φ,σ(ω) s’envoyant sur α par l’applica-
tion naturelle H˜1(F,G◦φ′,σ′)→ H˜




◦)σ(ϑ̂))] et de l’isomorphisme de
Kottwitz).
1.4.2. Remarque. (1) Cette décomposition est la plus fine que l’on puisse obtenir
avec "les méthodes de cet article" (c’est à dire en utilisant Deligne-Lusztig).




(φ) est connexe, nous nous attendons à une équivalence de caté-
gories entre Rep(φ,1,α)Λ (Gω) et Rep
φ
Λ((Gφ,1)α).
Lorsque Λ = Qℓ, nous nous attendons à une compatibilité de ce théorème à la
correspondance de Langlands locale enrichie (à un paramètre de Langlands enrichi
(ϕ, η) où η ∈ Irr(π0(CĜ(ϕ))), on associe un α en restreignant η à π0(Z(CĜ(φ)
◦)σ(ϑ̂))
et en utilisant l’isomorphisme de Kottwitz). Nous le vérifions partiellement pour
ϕ un paramètre de Langlands modéré elliptique en position générale (elliptique
signifie que l’image de ϕ n’est pas contenue dans un sous-groupe de Levi propre de
LG et en position générale que le centralisateur de ϕ(IF ) dans Ĝ est un tore) et la
correspondance de Langlands locale de DeBacker-Reeder ([DR09]).
Malgré le fait que les sous-catégories du théorème 1.4.1 soient minimales pour
la méthode utilisée, celles-ci ne sont pas des blocs. En effet la représentation super-
cuspidale Θ10 de Sp4(Qp), induite depuis l’inflation à Sp4(Zp) de la représentation
cuspidale unipotente θ10 de Sp4(Fp), est dans Rep
1
Λ(G), le facteur direct associé au
paramètre inertiel trivial, qui ne se décompose pas davantage par le théorème 1.4.1.
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1.5. Plan de l’article. L’exposition des résultats principaux de cet article faite
dans l’introduction, ne reflète pas la méthode de démonstration utilisée. Notam-
ment, nous commencerons avec une définition très différente de Rep(S,θ)Λ (G). La
partie 2 traite des systèmes cohérents d’idempotents et des systèmes de classes
de conjugaison 0-cohérents (comme introduit dans [Lan18]). Ce sont ces systèmes
qui permettent de construire des sous-catégories de Serre de Rep0Λ(G). Nous nous
intéressons plus particulièrement à la notion de système minimal (les plus petits
systèmes cohérents que l’on puisse construire avec Deligne-Lusztig). Dans la partie
3, nous construisons un procédé qui à une paire (S, θ) associe un système d’idempo-
tents cohérent minimal et donc une sous-catégorie Rep(S,θ)Λ (G). Nous caractérisons
également la relation d’équivalence sur les paires (S, θ) induite par ce procédé. Ceci
nous permet d’obtenir les résultats énoncés en 1.1. Nous réinterprétons ces résultats
en des termes duaux à la Langlands dans les parties 4 et 5. La partie 4 a pour but
l’obtention des théorèmes 1.3.1 et 1.3.2. La partie 5, quand à elle, se concentre sur
le théorème 1.4.1.
Remerciements. Je tiens à remercier Jean-François Dat pour son aide précieuse
concernant la rédaction de cet article.
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Notations
Soit F un corps p-adique et k son corps résiduel. Notons q = |k|. On fixe une
clôture algébrique F de F et on note Fnr l’extension non-ramifiée maximale de F
dans F . On appellera oF (resp. oFnr) l’anneau des entiers de F (resp. Fnr). Notons
également k le corps résiduel de Fnr qui est alors une clôture algébrique de k.
On adopte les conventions d’écriture suivantes. G désignera un groupe réductif
connexe défini sur F que l’on identifiera avec G(F ) et l’on notera G := G(F ) et
Gnr := G(Fnr). On appellera Ĝ son groupe dual sur Qℓ. Pour les groupes réductifs
connexes sur k, nous utiliserons la police d’écriture G et l’on identifiera G avec G(k)
et de même on note G := G(k). Le groupe dual de G sur k sera noté G∗.
On prend ℓ un nombre premier différent de p, et on pose Λ = Qℓ ou Zℓ. On note
RepΛ(G) la catégorie abélienne des représentations lisses de G à coefficients dans
Λ et Rep0Λ(G) la sous-catégorie pleine des représentations de niveau 0.
On note BT(L) l’immeuble de Bruhat-Tits semi-simple associé à G sur L une
extension non-ramifiée de F . Nous voyons ce dernier comme un complexe polysim-
plicial et on note BT0(L) pour l’ensemble des polysimplexes de dimension 0, c’est
à dire les sommets. Nous désignerons généralement les sommets par des lettres la-
tines x,y,· · · et les polysimplexes par des lettres grecques σ,τ , · · · . On munit BT
de la relation d’ordre σ ≤ τ si σ est une facette de τ . Deux sommets x et y sont
dit adjacent s’il existe un polysimplexe σ tel que x ≤ σ et y ≤ σ. Dans ce cas, on
notera [x, y] le plus petit polysimplexe contenant x ∪ y. Notons également, pour
σ,τ deux polysimplexes, H(σ, τ) l’enveloppe polysimpliciale de σ et τ , c’est à dire
l’intersection de tous les appartements contenant σ ∪ τ .
Soit σ ∈ BT. On note G◦σ le sous-groupe parahorique en σ ("fixateur connexe"
de σ) et G+σ son pro-p-radical. Le quotient, Gσ, est le groupe des k-points d’un
groupe réductif connexe Gσ défini sur k.
Si H désigne l’ensemble des points d’un groupe algébrique à valeur dans un
corps alors Hss désigne l’ensemble des classes de conjugaison semi-simples dans H
et Hss,Λ le sous-ensemble de Hss des éléments d’ordre inversible dans Λ.





et (Q/Z)p′ →֒ Z
×
ℓ .
Dans la suiteG désignera un groupe réductif connexe défini sur F . On supposera
de plus, à partir de la section 3, que G se déploie sur Fnr.
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2. Systèmes cohérents d’idempotents
Toutes les constructions de sous-catégories de Rep0Λ(G) dans cet article se basent
sur des systèmes de classes de conjugaison 0-cohérents, comme introduit dans
[Lan18]. Dans cette partie nous faisons quelques rappels sur ces derniers et nous
nous intéressons particulièrement aux systèmes "minimaux". Ceux-ci sont les plus
petits systèmes constructibles et ils permettent d’obtenir, en les réunissant, tous les
systèmes de classes de conjugaison 0-cohérents.
2.1. Rappels sur les systèmes cohérents. Commençons pas rappeler la défini-
tion des systèmes de classes de conjugaison 0-cohérents ainsi que leur intérêt.
On fixe une mesure de Haar sur G et on note HΛ(G) l’algèbre de Hecke à coeffi-
cients dans Λ (on rappelle que Λ = Qℓ ou Zℓ).
2.1.1. Définition. On dit qu’un système d’idempotents e = (ex)x∈BT0 de HΛ(G)
est cohérent si les propriétés suivantes sont satisfaites :
(1) exey = eyex lorsque x et y sont adjacents.
(2) exezey = exey lorsque z est adjacent à x et appartient à l’enveloppe polysim-
pliciale de x et y.
(3) egx = gexg−1 quel que soit x ∈ BT0 et g ∈ G.
Si e = (ex)x∈BT0 est un système d’idempotents cohérent, on peut alors pour tout
σ ∈ BT définir l’idempotent eσ :=
∏
x ex, où le produit est pris sur les sommets x
tels que x ≤ σ.
2.1.2. Théorème ([MS10], Thm 3.1). Soit e = (ex)x∈BT0 un système cohérent




exV est une sous-catégorie de Serre.
Voyons comment construire des idempotents sur l’immeuble. Pour une classe de
conjugaison semi-simple s ∈ (G
∗
σ)ss, on désigne par E(G
∗
σ, s) la série de Deligne-
Lusztig rationnelle associée à s, et eGσ
s,Qℓ
∈ Qℓ[Gσ] l’idempotent central la sélec-
tionnant. Lorsque s se compose d’éléments ℓ-réguliers, on peut former eGσ
s,Zℓ
, un








, où s′ ∽ℓ s signifie que s
est la partie ℓ-régulière de s′ ([BR03] théorème A’ et remarque 11.3). Ainsi pour
s ∈ (G
∗
σ)ss,Λ (c’est à dire d’ordre inversible dans Λ) on a un idempotent e
Gσ
s,Λ ∈ Λ[Gσ]
que l’on peut tirer en arrière, grâce à l’isomorphisme G◦σ/G
+
σ → Gσ, en un idem-




σ ] ⊂ HΛ(Gσ).
Nous pouvons de la sorte construire des idempotents à partir de classes de conju-
gaison semi-simples. On appellera donc un système de classes de conjugaison, une
famille S = (Sσ)σ∈BT avec Sσ ⊆ (G
∗
σ)ss,Λ . Et on notera
SΛ := {systèmes de classes de conjugaison S = (Sσ)σ∈BT}.
Pour traduire les propriétés de cohérence au niveau des classes de conjugaison,
nous avons besoin de définir deux applications ϕ∗σ,τ et ϕ
∗
g,σ .
La première est définie pour τ, σ ∈ BT deux facettes telles que τ ≤ σ. Alors, le
groupe G
∗
σ peut se relever en un Levi de G
∗







à une classe de conjugaison semi-simple t de G
∗
σ, associe sa classe de conjugaison
dans G
∗
τ . La deuxième est définie pour g ∈ G et σ ∈ BT. La conjugaison par g
induit un isomorphisme ϕg,σ : Gσ
∼
→ Ggσ ainsi qu’un isomorphisme sur les classes
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2.1.3. Définition. Soit S ∈ SΛ un système d’ensembles de classes de conjugaison.
On dit que S est 0-cohérent si
(1) ϕ∗g,x(Sx) = Sgx quel que soit x ∈ BT0 et g ∈ G.
(2) (ϕ∗σ,x)




Λ := {S ∈ SΛ, 0-cohérent}






2.1.4. Proposition ([Lan18] 2.3.2). Le système (eS,Λx )x∈BT0 est cohérent.
Le théorème 2.1.2 nous montre donc que S définit une sous-catégorie RepSΛ(G)
de RepΛ(G).
On définit les opérations suivantes sur les systèmes de classes de conjugaison.
2.1.5.Définition. Soient S1,S2 ∈ SΛ deux systèmes de classes de conjugaison. On
définit S1 ∪S2 := (S1σ ∪S
2
σ)σ∈BT et S
1 ∩S2 := (S1σ ∩S
2
σ)σ∈BT. On dit que S
2 ⊆ S1
si pour tout σ ∈ BT S2σ ⊆ S
1
σ. Enfin, si S
2 ⊆ S1, on note S1 \ S2 := (S1σ \ S
2
σ)σ∈BT.
2.1.6.Proposition ([Lan18] 2.3.5). Soient S1, · · · ,Sn ∈ S cΛ des systèmes 0-cohérents





σ)ss,Λ)σ∈BT. Alors la catégorie de







2.2. Systèmes minimaux. Dans cette section, nous construisons une application
SΛ → S cΛ, S 7→ S, de sorte que S soit le plus petit système 0-cohérent contenant S.
Cette application nous permettra de construire les systèmes 0-cohérents minimaux
en prenant l’image de systèmes minimaux.
Il est aisé de vérifier que si S1 et S2 sont deux systèmes de classes de conjugaison
0-cohérents, alors S1 ∪ S2, S1 ∩ S2 et S1 \ S2 (si S2 ⊆ S1) sont aussi 0-cohérents.







Alors S est le plus petit système 0-cohérent contenant S.
Nous allons construire des systèmes 0-cohérents minimaux. Fixons σ ∈ BT et
s ∈ (G
∗
σ)ss,Λ. Définissons le système S de classes de conjugaison par Sσ = {s} et
Sτ = ∅ si τ 6= σ. On pose alors S(σ,s) := S.
2.2.2. Définition. On appelle CΛ l’ensemble des couples (σ, s) où σ ∈ BT et s ∈
(G
∗
σ)ss,Λ et on définit une relation d’équivalence ∼ sur CΛ par (σ, s) ∼ (τ, t) si et
seulement si S(σ,s) = S(τ,t).
On obtient aisément le lemme suivant
2.2.3. Lemme. Soient σ, τ ∈ BT, et s ∈ (G
∗
σ)ss,Λ, t ∈ (G
∗
τ )ss,Λ. Alors, soit S(σ,s) =
S(τ,t), soit S(σ,s) ∩ S(τ,t) = ∅.
Exprimé en termes de classes d’équivalence, ce lemme nous dit que [σ, s] la classe
d’équivalence de la paire (σ, s) est donnée par [σ, s] = {(τ, t) | t ∈ S(σ,s),τ}.
Posons S minΛ := {S(σ,s), [σ, s] ∈ CΛ/∼}. L’ensemble S
min
Λ est constitué des
ensembles 0-cohérents minimaux et par la proposition 2.1.6 on a
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Notons également le fait suivant. Les systèmes minimaux permettent de construire
tous les systèmes 0-cohérents. Si S est un système de classes de conjugaison 0-
cohérent alors il existe une partie I ⊆ S minΛ telle que S = ∪T ∈I T .
2.3. Clôture transitive. Dans cette section, nous souhaitons comprendre davan-
tage la relation d’équivalence ∼. Pour cela nous allons montrer qu’elle peut s’expri-
mer comme la clôture transitive d’une autre relation que l’on définira.
2.3.1. Définition. On dit qu’un système (eσ)σ≤C est C-0-cohérent si
(1) egx = gexg−1 quel que soit x ∈ BT0 et g ∈ G tels que x ≤ C et gx ≤ C.
(2) eσ = e+σ ex = exe
+
σ pour x ∈ BT0 et σ ∈ BT tels que x ≤ σ ≤ C.
2.3.2. Proposition. Un système 0-cohérent (eσ)σ∈BT est complètement caractérisé
par le système C-0-cohérent (eσ)σ≤C .
Démonstration. Soit (eσ)σ≤C un système C-0-cohérent. Soit σ ∈ BT, σ appartient
à une chambre C′ et G agit transitivement sur l’ensemble des chambres donc il
existe g ∈ G tel que C′ = gC. Ainsi si l’on note σ1 := g−1σ, alors σ1 ≤ C. On
définit alors e˜σ := geσ1g
−1. On vérifie aisément que (e˜σ)σ∈BT ne dépend pas des
choix effectués et est 0-cohérent. 
De manière analogue on peut restreindre les systèmes de classes de conjugaison
0-cohérents à C.
2.3.3. Définition. Soit S = (Sσ)σ≤C un système d’ensembles de classes de conju-
gaison avec Sσ ⊆ (G
∗
σ)ss,Λ. On dit que S est C-0-cohérent si
(1) ϕ∗g,x(Sx) = Sgx quels que soient x ∈ BT0 et g ∈ G tels que x ≤ C et gx ≤ C.
(2) (ϕ∗σ,x)
−1(Sx) = Sσ pour x ∈ BT0 et σ ∈ BT tels que x ≤ σ ≤ C.
Et comme dans la section 2.2, on définit des systèmes C-0-cohérents minimaux.
2.3.4. Définition. On définit une relation ∼′ sur CΛ par (σ, s) ∼′ (τ, t) si et seule-
ment si l’une des conditions suivantes est réalisée :
(1) Il existe g ∈ G tel que τ = gσ et t = ϕ∗g,σ(s).
(2) Il existe x ∈ BT0 tel que σ ≥ x ≤ τ et ϕ∗σ,x(s) = ϕ
∗
τ,x(t).
La relation ∼′ est réflexive et symétrique sur CΛ.
2.3.5. Proposition. La relation d’équivalence ∼ sur CΛ est la clôture transitive de
∼′.
Démonstration. Nous avons déjà que si deux paires sont ∼′-équivalentes alors elles
sont ∼-équivalentes. Prenons donc (σ, s) et (τ, t) tels que (σ, s) ∼ (τ, t).
Comme G agit transitivement sur les chambres de BT, on peut supposer que
σ, τ ∈ C. Posons S0 le système de classes de conjugaison sur C définit par S0σ = {s}
et S0ω = ∅ si ω ∈ C et ω 6= σ. Pour simplifier les notations, on identifiera un système
S de classes de conjugaison avec le sous-ensemble de CΛ des paires (ω, u) telles que
u ∈ Sω (ainsi on a par exemple S0 = {(σ, s)}). On construit alors par récurrence
les systèmes Si, pour i ≥ 1, par Si := Si−1 ∪ T i, où T i est l’ensemble des couples
(ω, u) ∈ CΛ avec ω ∈ C tels qu’il existe (λ, v) ∈ Si−1 vérifiant (λ, v) ∼′ (ω, u). Cette
suite de systèmes est croissante et comme ils ne sont définis que sur C (donc il n’y a
qu’un nombre fini de systèmes possibles), elle est stationnaire à partir d’un certain
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rang n. Par définition, les éléments de Sn sont des paires qui sont obtenues par une
suite d’au plus n éléments de paires qui sont deux à deux ∼′-équivalentes à partir
de (σ, s). Nous souhaitons donc montrer que (τ, t) ∈ Sn.
Comme Sn = Sn+1, on a que T n+1 ⊆ Sn. Soit x ∈ C un sommet et g ∈ G tel
que gx ∈ C. Soit u ∈ Snx , alors comme (x, u) ∼
′ (gx, ϕ∗g,x(u)) on a (gx, ϕ
∗
g,x(u)) ∈
T n+1 ⊆ Sn. On vient de montrer que ϕ∗g,x(S
n
x ) ⊆ S
n









x ) = S
n
gx. On montre de façon
analogue que (ϕ∗σ,x)
−1(Snx ) = S
n
σ et donc que S
n est C-0-cohérent. Comme (σ, s) ∈
Sn, on a que S(σ,s) ⊆ Sn (dans cette dernière inclusion on identifie systèmes 0-
cohérents et C-0-cohérents grâce à la proposition 2.3.2).
Montrons maintenant que Sn ⊆ S(σ,s). Faisons pour cela une récurrence. On a
tout d’abord S0 ⊆ S(σ,s). Supposons que Si ⊆ S(σ,s). Pour montrer que Si+1 ⊆
S(σ,s), il faut montrer que T i+1 ⊆ S(σ,s). Or si (ω, u) ∈ T i+1, alors par définition
(ω, u) est ∼′-équivalent à un élément de Si, donc est ∼-équivalent à un élément de
S(σ,s). Le lemme 2.2.3 montre que (ω, u) ∈ S(σ,s), d’où le résultat. Ainsi Sn ⊆ S(σ,s)
et donc Sn = S(σ,s).
Pour conclure, comme (σ, s) ∼ (τ, t), par définition S(σ,s) = S(τ,t) et donc (τ, t) ∈
Sn. 
2.4. Compatibilité à l’induction et à la restriction parabolique pour les
systèmes cohérents. Étudions une dernière propriété, qui nous servira par la
suite, qui est la compatibilité des systèmes cohérents vis à vis de l’induction et de
la restriction parabolique.
Comme dans la section 4.4 de [Lan18], nous allons utiliser dans cette partie
l’immeuble de Bruhat-Tits "étendu", que l’on notera BTe(G), qui est plus adapté
pour traiter les questions d’induction et de restriction. Cela ne change pas vraiment
la définition des idempotents puisque l’on traite la structure polysimpliciale de
l’immeuble semi-simple de façon combinatoire.
Soit P un F -sous-groupe parabolique de G de quotient de Levi M défini sur
F . Prenons S un tore déployé maximal de G contenu dans P et notons T son
centralisateur dans G. Il existe alors un unique relèvement deM en un sous-groupe




x = M ∩ G
+
x (voir
[MP96] section 4.3). Alors Px, l’image de Px := P ∩G◦x dans Gx, est un sous-groupe
parabolique de Gx de quotient de Levi Mx (voir par exemple [Lan18] lemme 4.4.1).
Soit S = (Sx)x∈BTe0(M) un système 0-cohérent de classes de conjugaison pour
M (Sx ⊆ (M
∗
x)ss,Λ). Le groupe M
∗
x est un Levi de G
∗







Posons alors ϕM,G(S) = (ϕxM,G(Sx))x∈BTe(G), un système de classes de conju-
gaison pour G, défini par ϕxM,G(Sx) = {ϕ
x
M,G(s), s ∈ Sx} si x ∈ BT
e(M) et
ϕxM,G(Sx) = ∅ si x /∈ BT
e(M). On pose alors
iGM (S) := ϕM,G(S)
la clôture cohérente de ϕM,G(S).
Soit S cM,Λ = {T
1, · · · , T m} un ensemble de systèmes de classes de conjugaison





















où rGP désigne la restriction parabolique.
Démonstration. Soit V ∈ RepSΛ(G). La restriction parabolique préserve le niveau
donc rGP (V ) ∈ Rep
0
Λ(M). Soit T ∈ S
c
M,Λ tel que i
G
M (T ) ∩ S = ∅. Soient x ∈ A
e
M et





M+x = 0 pour obtenir le résultat
voulu.


















G+x )) (pour la dernière égalité voir
[Dat18] section 2.1.4 ). Or par définition t /∈ Sx donc e
Gx
t,Λ(V
G+x ) = 0 d’où le résultat.





Λ (M)) ⊆ Rep
iGM (T )
Λ (G)
où iGP désigne l’induction parabolique.
Démonstration. Cela découle de la proposition 2.4.1 (prendre S = c(iGM (T )) et
S cM,Λ = {T ,
cT }) et du fait que rGP est adjoint à gauche de i
G
P . 
3. Construction des systèmes 0-cohérents grâce aux paires (S, θ)
Dans cette section on suppose que le groupe G se déploie sur Fnr. Dans la
section 2 nous avons construit les systèmes 0-cohérents minimaux. Ces derniers sont
construits "localement" en regardant des classes de conjugaison semi-simples sur
l’immeuble de Bruhat-Tits. Nous souhaitons dans cette partie trouver un procédé
"global" permettant de construire ces sytèmes minimaux. Pour ce faire nous allons
introduire un ensemble
PΛ = {(S, θ)}
où S est un tore maximal non-ramifié de G et θ ∈ X∗(S)/(FS − 1)X∗(S) est un




On montre que cette application est surjective, ainsi tout les systèmes minimaux
peuvent être construit à partir des paires (S, θ). Cependant elle n’est pas injective.
On définira donc∼e, une relation d’équivalence sur PΛ, telle que l’on ait la bijection
PΛ/∼e
∼
→ S minΛ .
3.1. Définition de PΛ et construction de PΛ → S cΛ. Nous dirons qu’un tore
S est non-ramifié si S est un F -tore Fnr-déployé maximal de G, ou de façon équiva-
lente, si S est un Fnr-tore déployé maximal de G et S est défini sur F . Pour un tel
S, notons ϑS l’automorphisme de X∗(S) induit par l’action du Frobenius inverse et
posons FS := ϑS ◦ ψ, où ψ correspond à la multiplication par q.
3.1.1. Définition. On définit PΛ comme l’ensemble des paires (S, θ) où S est un
tore maximal non-ramifié de G et θ ∈ X∗(S)/(FS−1)X∗(S) est un élément d’ordre
inversible dans Λ.
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Notons que X∗(S)/(FS− 1)X∗(S) est un groupe fini. En effet pour tout m ∈ N∗,
nous pouvons injecter X∗(S)/(FS − 1)X∗(S) dans X∗(S)/(FmS − 1)X
∗(S) grâce à
l’application TrFm/F : λ 7→ λ + FS(λ) + · · · + F
m−1
S
(λ) (voir lemme 3.4.1). Il suffit
alors de prendre m tel que Fm
S
= qm.
Soit g ∈ G. La conjugaison par g envoie naturellement un élément θ ∈ X∗(S)/(FS−
1)X∗(S) sur un élément gθ ∈ X∗(gS)/(FgS−1)X∗(gS). Ceci munit PΛ d’une action
de G et on note ∼G la relation d’équivalence sur PΛ induite par la G-conjugaison.
Nous construisons maintenant une application PΛ → SΛ. Pour ce faire nous
allons passer par deux intermédiaires TΛ = {(σ,S, θ)} (que l’on va définir) et CΛ
(défini en 2.2.2).
Choisissons Frob, un Frobenius inverse dans Gal(F/F ). Ce dernier induit un
automorphisme F ∈ Aut(Gnr) qui agit naturellement sur BT(Fnr) et tel que BT =
BT(Fnr)F.
Soit (S, θ) ∈ PΛ. Nommons A(S, Fnr) l’appartement de BT(Fnr) associé à S.
D’après [DeB06] lemme 2.2.1 (1), A(S, Fnr)F est un sous-ensemble de BT convexe,
fermé , non-vide et est l’union des facettes de BT qu’il rencontre. Prenons σ une
facette de A(S, Fnr)F et posons S l’image de Snr ∩G◦,nrσ dans Gσ qui est alors un
k-tore maximal. Nous avons une identification naturelle entreX∗(S) et X := X∗(S).
L’annexe B dans [Lan18] montre que l’action de F sur X correspond à l’action de
FS. On a donc une bijection X∗(S)/(FS − 1)X∗(S) ≃ X/(F− 1)X . Notons Irr(S
F)
l’ensemble des caractères linéaires SF → Q
×
ℓ . Nous avons également une bijection
X/(F− 1)X
∼
→ Irr(SF) (voir annexe B), de sorte que θ s’identifie à un élément de
Irr(SF) que l’on note encore θ.
3.1.2.Définition. On définit TΛ comme l’ensemble des triplets (σ,S, θ) où σ ∈ BT,
S est un k-tore maximal de Gσ et θ ∈ Irr(S
F) est d’ordre inversible dans Λ.
On vient donc de définir une application
PΛ → P(TΛ)
où la notation P(·) désigne l’ensemble des parties.
On va maintenant définir une application TΛ → CΛ. Soit (σ,S, θ) ∈ TΛ. Consi-
dérons S∗ un tore maximal F-stable de G
∗
σ en dualité avec S sur k (comme rappelé
dans l’annexe B). Rappelons nous que l’on a fixé au début un système compatible de
racines de l’unité. Alors la proposition B.0.1, montre qu’il y a une bijection entre les
classes de Gσ-conjugaison de paires (S, θ) et les classes de G
∗
σ-conjugaison de paires
(S∗, s). Ainsi à un triplet (σ,S, θ) nous pouvons associer une classe de conjugaison
semi-simple s ∈ (G
∗
σ)ss, ce qui nous définit une application
TΛ → CΛ
Notons que l’on a une bijection canonique P(CΛ)
∼
→ SΛ, A 7→ SA, où SA,σ =
{s, (σ, s) ∈ A}. On obtient ainsi
PΛ → P(TΛ)→ P(CΛ)
∼
→ SΛ





Notons que comme les systèmes cohérents sont G-équivariants, cette application
passe au quotient pour fournir PΛ/∼G → S cΛ.
3.1.3. Définition. Soit (S, θ) ∈ PΛ. On définit alors Rep
(S,θ)
Λ (G) comme la sous-
catégorie de Serre de Rep0Λ(G) découpée par le système cohérent d’idempotents,
image de (S, θ) par PΛ → S cΛ.
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3.2. Inclusion dans un système minimal. Nous souhaitons démontrer dans
cette section que l’application PΛ → S cΛ de la section 3.1 se factorise en PΛ →
S minΛ . Pour définir PΛ → S
c
Λ, nous sommes passés par deux intermédiaires TΛ
et CΛ. Pour montrer le résultat recherché, nous allons devoir étudier plus finement
les liens entres les ensembles PΛ, TΛ, CΛ et S cΛ. En particulier nous allons définir
T mΛ un sous-ensemble de TΛ muni d’une relation d’équivalence ∼ et montrer que









Commençons par étudier le lien entre PΛ et TΛ. Nous avons associé à (S, θ) ∈
PΛ un ensemble de triplets (σ,S, θ) ∈ TΛ. Réciproquement si (σ,S, θ) ∈ TΛ et
soit S un tore maximal non-ramifié de G tel que l’image de Snr ∩ G◦,nrσ dans Gσ
soit S. La bijection X∗(S)/(FS− 1)X∗(S)
∼
→ Irr(SF) de l’annexe B, identifie θ à un
élément θ ∈ X∗(S)/(FS − 1)X∗(S) et on obtient de la sorte une paire (S, θ) (qui
est non-unique).
Le lemme 2.2.2 de [DeB06] (que l’on adapte ici en rajoutant les caractères θ)
montre que la classe de G-conjugaison d’une paire (S, θ), obtenue à partir de
(σ,S, θ), est indépendante des choix effectués, de sorte que l’on ait le lemme sui-
vant
3.2.1. Lemme. L’application TΛ −→ PΛ/∼G est bien définie.
On va alors introduire une relation d’équivalence sur TΛ de sorte que l’application
précédente devienne une bijection.
Soit A un appartement de BT. Pour Ω ⊆ A, on note A(A,Ω) le plus petit
sous-espace affine de A contenant Ω. Soient σ1, σ2 ∈ BT. On dit que σ1 et σ2
sont fortement associées si pour tout appartement A contenant σ1 et σ2 (ou de
façon équivalente pour un appartement A contenant σ1 et σ2) A(A, σ1) = A(A, σ2).
Alors, si σ1 et σ2 sont fortement associées, on a d’après [DeB06] section 3.1 une
identification naturelle entre Gσ1 et Gσ2 que l’on note Gσ1
id
= Gσ2 . Celle-ci est définie
grâce à l’application naturelle suivante, où G◦,nrσi désigne le parahorique de l’image
















(G+,nrσi est le pro-p-radical de G
◦,nr
σi ).
Soient (σ,S, θ) ∈ TΛ et g ∈ G. Alors il existe S un tore maximal non-ramifié
de G tel que l’image de Snr ∩ G◦,nrσ dans Gσ soit S. Définissons alors
g
S, un k-
tore maximal de Ggσ, par l’image de gSnr ∩G◦,nrgσ dans Ggσ. Le tore
gS correspond
également à l’image de S par l’isomorphisme ϕg,σ : Gσ
∼
→ Ggσ. On définit également
gθ par gθ := θ ◦ ϕ−1g,σ.
3.2.2. Définition. Soient (σ1,S1, θ1), (σ2,S2, θ2) ∈ TΛ. On dit que (σ1,S1, θ1) ∼
(σ2,S2, θ2) si et seulement s’il existe un appartement A de BT et un g ∈ G tels que
— ∅ 6= A(A, σ1) = A(A, gσ2)
— S1
id
= gS2 dans Gσ1
id
= Ggσ2




Le lemme 3.2.2 de [DeB06] (en rajoutant les caractères θ1 et θ2) montre que ∼
est bien une relation d’équivalence.
3.2.3. Définition. Soit (σ,S, θ) ∈ TΛ. On dira que (σ,S, θ) est minisotrope si S
est k-minisotrope dans Gσ au sens de [DeB06], c’est à dire que le tore k-déployé
maximal de S coïncide avec le tore k-déployé maximal du centre de Gσ. On notera
alors T mΛ le sous-ensemble de TΛ des triplets minisotropes.
Notons que si (S, θ) ∈ PΛ et si σ est une facette maximale de A(S, Fnr)F alors
le triplet (σ,S, θ) associé est minisotrope ([DeB06] lemme 2.2.1 (3)).
3.2.4. Proposition. L’application du lemme 3.2.1 passe au quotient et fournit
TΛ/∼ −→ PΛ/∼G. De plus, cette dernière induit une bijection T mΛ /∼
∼
−→ PΛ/∼G.
Démonstration. Le lemme 3.3.3 et le théorème 3.4.1 de [DeB06] montrent le résultat
pour les paires (σ,S) à équivalence près (la même que celle définie sur les triplets en
prenant des caractères triviaux) et les classes de G-conjugaison de tores maximaux
non-ramifiés. Cette démonstration s’adapte, en rajoutant les caractères θ, pour
obtenir le résultat voulu. 
Passons maintenant au lien entre TΛ et CΛ. En particulier pour obtenir le dia-
gramme commutatif annoncé au début de cette section, il nous reste à montrer que
l’on a une application T mΛ /∼ → CΛ/∼.
3.2.5. Lemme. Soient σ1, σ2 ∈ BT deux facettes fortement associées, x ∈ BT0





σ2)ss les classes de conjugaison rationnelles associées respectivement aux tri-
plets (σ1,S1, θ1) et (σ2,S2, θ2). Supposons que (S1, θ1)
id
= (S2, θ2) alors ϕ∗σ1,x(t1) =
ϕ∗σ2,x(t2).
Démonstration. Les polysimplexes σ1, σ2 et x sont dans un même appartement A
associé à un tore T. Notons T le tore induit par T sur Gx. Comme σ1 ≥ x ≤ σ2,
les groupes Gσ1 et Gσ2 peuvent se relever de façon unique en des Levi Mσ1 et Mσ2
de Gx contenant T. Comme A(A, σ1) = A(A, σ2), les Levis Mσi ont même système
de racines donc sont égaux. Notons Uσi le radical unipotent du parabolique de Gx













x → Gx est un sous-groupe algébrique de
radical unipotent Uσ1 ∩ Uσ2 et ayant pour facteur de Levi Mσ1 = Mσ2 . Comme
id est défini grâce à la surjection G◦,nrσ1 ∩ G
◦,nr
σ2 −→ Gσi , la discussion précédente
montre que id correspond à l’égalité entre Mσ1 et Mσ2 .
Maintenant, les paires (S1, θ1) et (S2, θ2) induisent des paires (S1,x, θ1,x) et
(S2,x, θ2,x) avec S1,x et S2,x des tores de Gx. Si (Si, θi) correspond à la classe
de conjugaison semi-simple ti ∈ (G
∗





x)ss. L’identification (S1, θ1)
id
= (S2, θ2) revient à dire que (S1,x, θ1,x) = (S2,x, θ2,x),
et donc que ϕ∗σ1,x(t1) = ϕ
∗
σ2,x(t2). 




Démonstration. Soient (σ1,S1, θ1), (σ2,S2, θ2) ∈ T mΛ tels que (σ1,S1, θ1) ∼ (σ2,S2, θ2).
Notons (σ1, s1), (σ2, s2) ∈ CΛ les images respectives de (σ1,S1, θ1), (σ2,S2, θ2) par
l’application T mΛ → CΛ. Il s’agit de montrer que (σ1, s1) ∼ (σ2, s2).
Comme (σ1,S1, θ1) ∼ (σ2,S2, θ2), il existe un appartement A de BT et un g ∈ G
tels que
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— ∅ 6= A(A, σ1) = A(A, gσ2)
— S1
id






Notons s1 ∈ (G
∗
σ1)ss,Λ (resp. s2 ∈ (G
∗
σ2)ss,Λ) la classe de conjugaison semi-simple
associée à (S1, θ1) (resp. à (S2, θ2)). Alors ϕ∗g,σ2(s2) est la classe de conjugaison
associée à (gS2, gθ2). Or nous savons que (σ2, s2) ∼ (gσ2, ϕ∗g,σ2(s2)) et donc nous
pouvons supposer que g = 1.
Les polysimplexes σ1 et σ2 sont maximaux dans A(A, σ1) = A(A, σ2). Prenons
une suite τ1 = σ1, · · · , τm = σ2 de polysimplexes maximaux de A(A, σ1) et une
suite de sommets x1, · · · , xm−1 telle que pour tout i ∈ [[1,m − 1]], τi ≥ xi ≤
τi+1. Pour chaque i ∈ [[1,m]], τi est un polysimplexe maximal de A(A, σ1). En
particulier A(A, σ1) = A(A, τi) et donc σ1 et τi sont fortement associés. On a donc
une identification naturelle Gσ1
id
= Gτi qui nous permet de définir (S
(i), θ(i)) tel que
(S(i), θ(i))
id
= (S1, θ1). Appelons ti ∈ (G
∗
τi)ss,Λ la classe de conjugaison semi-simple
associée à (S(i), θ(i)).
Fixons un i ∈ [[1,m − 1]]. Alors τi ≥ xi ≤ τi+1, A(A, τi) = A(A, τi+1) et
(S(i), θ(i))
id
= (S(i+1), θ(i+1)) donc par le lemme 3.2.5 ϕ∗τi,xi(ti) = ϕ
∗
τi+1,xi(ti+1). Ceci
nous montre que (τi, ti) ∼ (τi+1, ti+1) et donc que (σ1, s1) = (τ1, t1) ∼ (τm, tm) =
(σ2, s2) ce qui achève la preuve. 
On peut maintenant regrouper toutes les applications que l’on vient de construire
dans cette section pour obtenir les résultats que l’on recherchait.








Démonstration. Soit (τ,Sτ , θ) ∈ T mΛ et (S, θ) ∈ PΛ un représentant de la classe
de conjugaison qui lui est associée par T mΛ /∼ → PΛ/∼G. L’application PΛ → S
c
Λ
de la partie 3.1 est également définie à partir de TΛ → CΛ → S cΛ. Prenons σ
une facette de A(S, Fnr)F et nommons (σ,Sσ, θ) ∈ TΛ le triplet associé. Prenons
également τ ′ une facette maximale de A(S, Fnr)F telle que σ ≤ τ ′. Nous avons un
triplet (τ ′,Sτ ′ , θ) associé à (S, θ). Comme τ ′ est une facette maximale deA(S, Fnr)F,
(τ ′,Sτ ′ , θ) ∈ T mΛ ([DeB06] lemme 2.2.1 (3)). De plus, (τ
′,Sτ ′ , θ) ∼ (τ,Sτ , θ) et
on peut donc supposer que (τ ′,Sτ ′ , θ) = (τ,Sτ , θ). Il s’agit donc de montrer que
(σ,Sσ, θ) et (τ,Sτ , θ) ont même image par TΛ → CΛ → S cΛ.
Notons (σ, sσ) et (τ, sτ ) les images respectives de (σ,Sσ, θ) et (τ,Sτ , θ) par TΛ →
CΛ. Comme σ ≤ τ , le groupe Gτ peut se relever en un unique Levi de Gσ contenant
Sσ. Ceci nous permet d’identifier Sτ à Sσ. Donc si (S
∗, t) est une paire duale à
(Sτ , θ) elle l’est également pour (Sσ, θ). On en déduit que sσ = ϕ∗τ,σ(sτ ). Ainsi
(σ, sσ) ∼ (τ, sτ ) et on a le résultat. 
3.2.8. Proposition. L’application PΛ/∼G → S cΛ se factorise en PΛ/∼G →
S minΛ .
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Démonstration. Nous savons que l’on a la bijection CΛ/∼
∼
→ S minΛ (section 2.2).








d’où le résultat. 
En particulier on en déduit le corollaire suivant.
3.2.9. Corollaire. Soient (S, θ), (S′, θ′) ∈ PΛ. Alors Rep
(S,θ)
Λ (G) = Rep
(S′,θ′)
Λ (G)
ou Rep(S,θ)Λ (G) ⊥ Rep
(S′,θ′)
Λ (G).
3.3. Paires minimales. Dans la partie 3.2 nous avons montré que l’on a une
application PΛ/∼G → S minΛ . Cette dernière est surjective mais n’est pas injec-
tive. Nous proposons ici de construire PminΛ , un sous-ensemble de PΛ, tel que
PminΛ /∼G
∼
→ S minΛ .
3.3.1. Définition. On dira qu’un triplet (σ,S, θ) ∈ TΛ est elliptique si la classe de
conjugaison s associée est elliptique dans G
∗
σ, au sens où elle ne rencontre aucun sous-
groupe de Levi propre, et on note T eΛ l’ensemble des triplets (σ,S, θ) elliptiques.







3.3.2. Définition. On dira alors qu’une paire (S, θ) ∈ PΛ est minimale si elle est
dans l’image de T eΛ /∼, par l’application de la proposition 3.2.4. On notera P
min
Λ
l’ensemble des paires (S, θ) minimales.
Avant de passer à la démonstration de la bijection PminΛ /∼G
∼
→ S minΛ décrivons
un peu plus précisément l’ensemble PminΛ . Soit (S, θ) ∈ P
min
Λ une paire minimale.
Par définition si σ ∈ A(S, Fnr)F est une facette maximale alors le triplet (σ,S, θ)
est elliptique. Mais qu’en est-il lorsque σ n’est pas maximal ? Nous allons décrire
dans la suite les triplets (σ,S, θ) que l’on peut obtenir à partir d’une paire (S, θ)
minimale.
3.3.3.Définition. Soit (σ,S, θ) ∈ TΛ. Notons (σ,S
∗, t) un triplet qui lui est associé
(qui est défini à G
∗
σ-conjugaison près, comme dans la proposition B.0.1). On dit que





centralisateur de t dans G
∗
σ, c’est à dire si S
∗ est maximalement déployé dans ce
centralisateur.
Soient σ, τ ∈ BT tels que τ ≤ σ. Prenons une classe de G
∗
σ-conjugaison de paires
(S∗, t), où S∗ est un k-tore maximal de G
∗
τ et t ∈ (S
∗)F. Le choix d’un relèvement
de G
∗
σ en un Levi de G
∗
τ permet de relever S
∗ en S′∗ un k-tore maximal de G
∗
τ et t
en t′ ∈ (S′∗)F. Cette nouvelle paire (S′∗, t′) est alors définie à G
∗
τ -conjugaison près,
et on note ϕ∗σ,τ l’application qui à la classe de conjugaison de (S
∗, t) associe celle
de (S′∗, t′).




σ,τ (s) est celle
de t′.
3.3.4. Lemme. Soient σ, τ ∈ BT tels que τ ≤ σ et (σ,S, θ), (τ,S′, θ′) ∈ TΛ tels
que ϕ∗σ,τ (S
∗, t) = (S′∗, t′), où (σ,S∗, t) (resp. (τ,S′∗, t′)) est associé à (σ,S, θ) (resp.
(τ,S′, θ′)). Alors
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(1) (σ,S, θ) est minimal et S est k-minisotrope dans Gσ si et seulement si (σ,S, θ)
est elliptique
(2) (σ,S, θ) est minimal si et seulement si (τ,S′, θ′) est minimal.
Démonstration. Notons S∗d le sous-tore déployé maximal de S∗.
Commençons par montrer 1. Supposons que (σ,S, θ) est minimal et que S est
k-minisotrope dans Gσ. Prenons L un Levi minimal de G
∗
σ tel que t ∈ L, de sorte
que t soit elliptique dans L. Comme t est un élément semi-simple, il existe SL un
tore maximal F-stable de L tel que t ∈ SL. Appelons S
d
L sa composante déployée.
Comme t est elliptique dans L, SL est k-minisotrope dans L et donc S
d
L coïncide avec
la composante déployée du centre de L. Maintenant S est k-minisotrope, donc S∗d
est la composante déployée de Z(G
∗
σ), le centre de G
∗
σ. Et comme Z(G
∗
σ) ⊆ Z(L),
on en déduit par maximalité de SdL que S
∗d ⊆ SdL. Enfin, S
∗d ⊆ SdL ⊂ CG∗σ(t), et
comme (σ,S, θ) est minimal, S∗d = SdL et donc L = G
∗
σ.
Réciproquement, supposons t elliptique. Nous savons déjà que S est k-minisotrope.













σ qui est un Levi de G
∗
σ contenant t. Comme t est elliptique M = G
∗
σ, et
comme S est k-minisotrope, Td = S∗d.
Démontrons maintenant 2. Commençons par relever S∗ en un tore de G
∗
τ , que
l’on note encore S∗, de sorte que l’on puisse identifier (S′∗, t′) à (S∗, t) (après conju-
gaison). Notons Mσ l’unique relèvement de G
∗














(t) il l’est aussi dans CMσ (t).
Supposons donc S∗d maximal parmi les tores déployés de CMσ (t). Notons M le
centralisateur de S∗d dans Mσ qui est un Lévi de Mσ contenant t. Le tore S
∗d est
alors k-minisotrope dans M et il est maximal parmi les tores déployé de CM(t) donc
par la propriété 1, t est elliptique dans M. Comme S∗d est la composante déployée
de Z(M), on a également que M est le centralisateur de S∗d dans G
∗
τ . Prenons T
d




(t) contenant S∗d. Son centralisateur dans G
∗
τ est un Lévi
L contenant t et contenu dans M. Mais comme t est elliptique dans M, L = M et
S
∗d = Td. 
3.3.5. Corollaire. Soit (S, θ) ∈ PΛ. Alors (S, θ) est minimale si et seulement si
pour tout σ ∈ A(S, Fnr)F le triplet associé (σ,S, θ) est minimal, si et seulement si
pour un σ ∈ A(S, Fnr)F le triplet (σ,S, θ) est minimal.
Notons que dans ce cas, si σ est une facette maximale alors (σ,S, θ) est elliptique.
Revenons à la démonstration de PminΛ /∼G
∼
→ S minΛ . La proposition 3.2.8 montre
que l’on peut identifier l’application PΛ/∼G → S minΛ à T
m
Λ /∼ → CΛ/∼. Il nous
suffit donc de montrer que l’on a une bijection T eΛ /∼
∼
→ CΛ/∼.
3.3.6. Proposition. L’application TΛ → CΛ induit une bijection T eΛ /∼
∼
→ CΛ/∼.
Démonstration. Nous savons déjà par la proposition 3.2.6 que l’on a une application
T mΛ /∼ → CΛ/∼ et donc T
e
Λ /∼ → CΛ/∼.
L’application T eΛ /∼ → CΛ/∼ est surjective. En effet soit (σ, s) ∈ CΛ. Il existe
un polysimplexe maximal τ ≥ σ tel que ϕ∗−1τ,σ (s) 6= ∅. Prenons alors t ∈ ϕ
∗−1
τ,σ (s).
La classe de conjugaison t est alors elliptique dans G
∗
τ . Il suffit alors de prendre un
triplet (τ,S, θ) qui donne (τ, t). Ce dernier est elliptique puisque t est elliptique et
il convient car (σ, s) ∼ (τ, t).
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Il reste à montrer l’injectivité. Soient (σ1,S1, θ1), (σ2,S2, θ2) ∈ T eΛ deux tri-
plets auxquels sont associés respectivement (σ1, s1), (σ2, s2) ∈ CΛ. On suppose que
(σ1, s1) ∼ (σ2, s2) et on veut montrer que (σ1,S1, θ1) ∼ (σ2,S2, θ2). Nous savons par
la proposition 2.3.5 que ∼ est la clôture transitive de ∼′, on peut donc supposer que
(σ1, s1) ∼′ (σ2, s2). Prenons un triplet (σ1,S
∗
1, t1) (resp. (σ2,S
∗




(resp. t2 ∈ (S
∗
2)
F) en dualité avec (σ1,S1, θ1) (resp. (σ2,S2, θ2)), tel que t1 (resp. t2)
a pour classe de conjugaison s1 (resp. s2).
Commençons par traiter le cas σ1 = σ2 et s1 = s2. Il existe donc g ∈ G
∗
σ1 tel que
















2. On en déduit que
les paires (S∗1, t1) et (S
∗
2, t2) sont conjuguées sous G
∗
σ1 et donc que les paires (S1, θ1)
et (S2, θ2) sont conjuguées sous Gσ1 . On a bien que (σ1,S1, θ1) ∼ (σ2,S2, θ2).
Revenons au cas général. Comme (σ1, s1) ∼′ (σ2, s2), deux cas se présentent :
(1) Il existe g ∈ G tel que gσ2 = σ1 et s1 = ϕ∗g,σ2 (s2).
Alors (S1, θ1) et g(S2, θ2) donnent la même classe de conjugaison dans
(G
∗
σ1)ss et par le premier cas (σ1,S1, θ1) ∼ (σ2,S2, θ2).
(2) Il existe x ∈ BT0 tel que σ1 ≥ x ≤ σ2 et ϕ∗σ2,x(s2) = ϕ
∗
σ1,x(s1).
Choisissons un appartement contenant σ1 et σ2. Cet appartement est as-
socié à un tore T et l’on note T le tore induit sur Gx et T
∗ un dual sur G
∗
x.
Le tore T permet de relever de façon unique Gσ1 et Gσ2 en des sous-groupes
de Levi de Gx. De même T




σ2 . Ceci nous permet




2 en des tores de G
∗
x. Dans ce
cas, (S1, θ1) correspond à (S
∗
1, t1) et (S2, θ2) à (S
∗
2, t2) avec t1 et t2 conjugués
dans G
∗
x (ti est un représentant de la classe de conjugaison ϕ
∗
σi,x(si)). Il existe
donc g∗ ∈ G
∗
x tel que t1 = Ad(g










(t1). Deux tores maximalement déployés




Par conséquent les paires (S∗1, t1) et (S
∗
2, t2) sont conjuguées sous G
∗
x donc les
paires (S1, θ1) et (S2, θ2) sont conjuguées sous Gx.
Il existe g ∈ Gx tel que (S1, θ1) = g(S2, θ2). Prenons g ∈ G◦x un relèvement
de g ∈ Gx ≃ G◦x/G
+
x . Considérons également S1 et S2 des tores maximaux
non-ramifiés de G qui relèvent S1 et S2. Alors S1 et gS2 ont même image
dans Gx donc par [DeB06] lemme 2.2.2, S1 et gS2 sont G+x -conjugués. Quitte
à changer le relèvement de g choisi, on peut supposer que S1 = gS2. Le
polysimplexe σ1 est une facette de dimension maximale dans A(S1, Fnr)F et
gσ2 est une facette de dimension maximale dans A(gS2, Fnr)F = A(S1, Fnr)F.
Prenons A un appartement contenant σ1 et gσ2. Par [DeB06] lemme 2.2.1 (4)
nous avons A(A, σ1) = A(A, gσ2). On a bien que S1
id
= gS2. De plus dans Gx
on a S1 = gS2 et θ1 = gθ2 donc θ1
id
= gθ2. On a bien (σ1,S1, θ1) ∼ (σ2,S2, θ2).


















d’où le résultat. 
3.4. Relations d’équivalence sur PΛ. Nous avons obtenu dans les sections pré-
cédentes une application PΛ/∼G → S minΛ ainsi que P
min
Λ , un sous-ensemble de
PΛ, tel que PminΛ /∼G
∼
→ S minΛ . Cependant, lorsque les paires ne sont pas mini-
males, nous ne savons pas encore quand elles donnent un même système cohérent.
Nous cherchons donc une relation d’équivalence sur PΛ qui le caractériserait. Le but
de cette partie est d’introduire les relations d’équivalences ∼∞, ∼r et ∼e sur PΛ.
Nous verrons par la suite que ∼e est la relation d’équivalence recherchée qui four-
nira une bijection PΛ/∼e
∼
→ S minΛ . Les deux autres relations ∼∞ et ∼r sont tout
de même intéressantes et produiront également des décompositions remarquables
de Rep0Λ(G).
Soit m ∈ N∗, alors l’application
TrFm/F : X
∗(S) → X∗(S)




induit une application, que l’on note encore TrFm/F :
TrFm/F : X
∗(S)/(FS − 1)X
∗(S) −→ X∗(S)/(FmS − 1)X
∗(S).
On note alors pour θ ∈ X∗(S)/(FS − 1)X∗(S), θ〈m〉 := TrFm/F(θ).








Démonstration. Commençons par l’injectivité. Notons que TrFm/F = (FmS −1)/(FS−
1). Comme pour tout m ∈ N∗, Fm
S
− 1 est injectif, l’application TrFm/F : X∗(S) →




− 1)(θ) alors TrFm/F(λ) = TrFm/F((FS − 1)(θ)) et donc λ =
(FS − 1)(θ).
Passons maintenant à la surjectivité. Nous avons déjà que TrFm/F est à valeurs
dans [X∗(S)/(Fm
S
− 1)X∗(S)]FS . Prenons donc λ ∈ X∗(S) tel qu’il existe θ vérifiant
(FS−1)(λ) = (FmS −1)(θ). Alors (FS−1)(λ) = (FS−1)(TrFm/F(θ)) et par injectivité
de (FS − 1), λ = TrFm/F(θ). 








= S1(Fm), où Fm est l’extension non-ramifiée
de degré m de F . Rappelons (voir annexe B) que X∗(S1)/(FmS1 − 1)X
∗(S1) est






+) (notons que l’on utilise ici le système com-
patible de racines de l’unité fixé au début de cet article). Ainsi si g(SF
m























→ X∗(S2)/(FmS2 − 1)X
∗(S2). On définit alors la relation
d’équivalence suivante
3.4.2. Définition. Soit m ∈ N∗. On dit que (S1, θ1) ∼m (S2, θ2) si et seulement s’il
existe g ∈ Gnr tel que
(1) g(SF
m




(2) gθ1〈m〉 = θ2〈m〉
On dit que (S1, θ1) ∼∞ (S2, θ2) si et seulement s’il existe un m ∈ N∗ tel que
(S1, θ1) ∼m (S2, θ2).
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Nous pouvons remarquer qu’il existe un entier d tel que pour tout tore non-
ramifié S de G, Fd
S
= ψd est la multiplication par qd. Ainsi ∼∞=∼d.
On note Nnr(S) le normalisateur de Snr dans Gnr. Le groupe de Weyl étendu
de Snr dans Gnr est le quotient W˜ (S) := Nnr(S)/0Snr, où 0Snr est le sous-groupe
borné maximal de Snr. On note W a(S), le groupe de Weyl affine, qui est le sous-
groupe de W˜ (S) engendré par les réflexions des murs des chambres de A(S, Fnr).
Le groupe de Weyl W (S) est défini par W (S) := Nnr(S)/Snr.




et nθ〈m〉 = θ〈m〉 pour un m ∈
N∗} qui est un sous-groupe deNnr(S). Définissons aussi W˜ (S, θ) := N(S, θ)/0Snr ≤
W˜ (S) et W (S, θ) := N(S, θ)/Snr ≤W (S).
Considérons un d tel que ∼∞=∼d. En particulier on a (FdS − 1)X
∗(S) = (qd −
1)X∗(S). Alors l’application naturelle 〈·, ·〉 : X∗(S)×X∗(S)→ Z induit une appli-
cation
〈·, ·〉 : X∗(S)×X
∗(S)/(FdS − 1)X
∗(S)→ Z/(qd − 1)Z.
Posons W ◦(S, θ) le sous-groupe de W (S, θ) engendré par les sα où α est une
co-racine vérifiant 〈α, θ〈d〉〉 = 0. Les α tels que 〈α, θ〈d〉〉 = 0 forment un système
de racines F-stable. Une vérification directe est possible, mais on peut également
montrer que W ◦(S, θ) s’identifie au groupe de Weyl de CG∗(t)◦, où t ∈ G
∗, ce que
nous ferons plus tard (lemme 3.5.2). Notons A(S,θ) l’appartement A(S, Fnr) mais
dont la structure polysimpliciale est déduite de celle de A(S, Fnr) en ne gardant que
les murs correspondants aux co-racines affines dont la partie vectorielle correspond
aux α tels que 〈α, θ〈d〉〉 = 0. Désignons W a(S, θ) le sous-groupe de W a engendré
par les réflexions des murs de A(S,θ). Ce dernier est alors un groupe de Weyl affine
comme défini dans [Bou81] chapitre VI, §2.
Enfin définissonsN◦(S, θ) (resp. W˜ ◦(S, θ)) le sous-groupe deN(S, θ) (resp. W˜ (S, θ))
image réciproque deW ◦(S, θ) par l’applicationN(S, θ)։W (S, θ) (resp. W˜ (S, θ)։
W (S, θ)). Notons que W a(S, θ) est un sous-groupe de W˜ ◦(S, θ) et posons Na(S, θ)
l’image réciproque de W a(S, θ) dans N◦(S, θ).
Notons que tous les ensembles définis précédemment sont F-stables.
Notons que si (S1, θ1) et (S2, θ2) sont ∼∞-équivalentes, alors il existe g tel que
g(SF
m
1 ) = S
F
m








F(g) ∈ Nnr(S1). De plus θ1〈m〉 et θ2〈m〉 sont F-
stables donc g−1F(g)θ1〈m〉 = θ1〈m〉. On en déduit que g−1F(g) ∈ N(S1, θ1). On
peut alors raffiner ∼∞ de la façon suivante.
3.4.3. Définition. On dit que (S1, θ1) ∼r (S2, θ2) (resp. (S1, θ1) ∼e (S2, θ2)) si et
seulement s’il existe m ∈ N∗ et g ∈ Gnr tels que
(1) g(SF
m




(2) gθ1〈m〉 = θ2〈m〉
(3) g−1F(g) ∈ N◦(S1, θ1) (resp. g−1F(g) ∈ Na(S1, θ1))
Expliquons les notations précédentes. Nous notons ∼r car cette relation d’équi-
valence va correspondre à des classes de conjugaison rationnelles. Et ∼e est notée
ainsi car cette relation va caractériser le fait que deux paires (S, θ) définissent le
même système d’idempotents cohérent e = (ex).
Il faut vérifier que ∼r et ∼e sont bien des relations d’équivalence. Cela découle
de la remarque suivante. Soit g ∈ Gnr tel que g(SF
m
1 ) = S
F
m
2 et gθ1〈m〉 = θ2〈m〉.
Alors Ad(g) induit une bijection Ad(g) : N(S1, θ1)
∼
→ N(S2, θ2). Si α est une co-
racine telle que 〈α, θ1〈d〉〉 = 0 alors 〈g · α, g · θ1〈d〉〉 = 0 donc Ad(g) : N◦(S1, θ1)
∼
→
N◦(S2, θ2). De plus Ad(g) envoie les murs de l’appartement relatif à S1 sur les
murs de l’appartement relatif à S2 donc Ad(g) : Na(S1, θ1)
∼
→ Na(S2, θ2). Pour
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conclure, il suffit de remarquer que l’application x 7→ gxF(g)−1 = (gxg−1)(gF(g)−1)
induit bien une bijection N◦(S1, θ1)
∼
→ N◦(S2, θ2) (resp. Na(S1, θ1)
∼
→ Na(S2, θ2))
si gF(g)−1 ∈ N◦(S2, θ2) (resp. gF(g)−1 ∈ Na(S2, θ2)).
On a alors les liens suivants :
∼G⇒∼e⇒∼r⇒∼∞
3.5. Caractérisation des systèmes de classes de conjugaison 0-cohérents
minimaux dans PΛ. Nous souhaitons montrer dans cette section que l’applica-
tion PΛ → S minΛ induit une bijection PΛ/∼e
∼
→ S minΛ .
Considérons une paire (S, θ) et σ ∈ A(S, Fnr)F. Notons (σ,S, θ) ∈ TΛ le triplet
induit par (S, θ). Le groupe des caractères d’un k-tore est aussi muni d’applications
TrFm/F, et celles-ci sont compatibles avec l’identification naturelle X∗(S) ≃ X∗(S).
Nous rappelons que Wσ(S) est le sous-groupe de W˜ (S) engendré par les réflexions
des murs passant par σ, qui s’identifie au groupe deWeyl de Gσ relatif à S. On notera
W †σ(S) le stabilisateur de σ dans W˜ (S). Soit d un entier tel que ∼∞=∼d. On note
alors W ◦σ (S, θ) le sous-groupe de Wσ(S) engendré par les sα tels que sαθ〈d〉 = θ〈d〉
et 〈α, θ〈d〉〉 = 0. Le lemme suivant découle de [Bou81], chapitre V, §3, proposition
1.
3.5.1. Lemme. Soient (S, θ) ∈ PΛ et σ ∈ A(S, Fnr). Alors W a(S, θ) ∩W †σ(S) =
W ◦σ (S, θ).
Rappelons que la classe de Gσ-conjugaison de la paire (S, θ) correspond à une
classe de G
∗
σ-conjugaison de paires (S
∗, t) (proposition B.0.1). Fixons (S∗, t) un
représentant de la classe associée à (S, θ). Le groupe de Weyl de G
∗
σ relatif à S
∗
s’identifie au groupe de Weyl Wσ(S) de Gσ relatif à S.















(t)◦) correspond au sous-
groupe de Wσ(S) engendré par les sα où α est une racine (pour S
∗) vérifiant
α(t) = 1.
La bijection reliant θ et t est donnée par la formule θ(NFd/F(α(ζ)) = κ(α(t))
(ici ζ est une racine de l’unité et on a identifié les caractères de S∗ avec les co-
caractères de S, voir annexe B pour plus de détails sur la formule et les notations).
Or θ(NFd/F(x)) = TrFd/F(θ)(x). On a alors α(t) = 1 si et seulement si 〈α, θ〈d〉〉 = 0
d’où le résultat. 
Soit (σ,S, θ) ∈ TΛ. Nous savons que l’on peut associer à ce triplet une classe de
conjugaison rationnelle semi-simple t ∈ (G
∗
σ)ss,Λ. On dira alors que deux triplets
(σ,S1, θ1), (σ,S2, θ2) ∈ TΛ sont rationnellement équivalents si la classe de conjugai-
son rationnelle associée est la même.
3.5.3. Lemme. Soient σ ∈ BT et (σ,S1, θ1), (σ,S2, θ2) ∈ TΛ. Alors les conditions
suivantes sont équivalentes
(1) (σ,S1, θ1) et (σ,S2, θ2) sont rationnellement équivalents.
(2) Il existe g ∈ Gσ et m ∈ N∗ tels que g(S
F
m
1 ) = S
F
m
2 , gθ1〈m〉 = θ2〈m〉 et
g−1F(g) se projette sur W ◦σ (S1, θ1).
Démonstration. Notons (S∗1, t1) et (S
∗
2, t2) des paires associées à (S1, θ1) et (S2, θ2).
Supposons 1. Les triplets (σ,S1, θ1) et (σ,S2, θ2) étant rationnellement équi-
valents, on a par définition qu’il existe g∗ ∈ (G
∗
σ)
F tel que t1 = Ad(g∗)t2. Les deux




2 contiennent t1 donc sont conjugués sous CG∗σ(t1)
◦. Il existe donc un
h∗ ∈ G
∗
σ tel que h
∗(S∗1, t1) = (S
∗
2, t2) et w = (h
∗)−1F(h∗) ∈ W ◦t1(S1). Rappelons que
l’on peut voir la correspondance entre les paires (S, θ) et les paires (S∗, t) en fixant
une paire de tores de référence en dualité sur k (comme rappelé dans le paragraphe
après la proposition B.0.1). Fixons ici, S1 et S
∗
1. La paire (S
∗
2, t2) correspond alors
à (w, t1) où t1 ∈ (S
∗
1)
Fw . Considérons θ˜1 ∈ X∗(S1)/(wF − 1)X∗(S1) l’élément qui
correspond à (w, t1). Prenons également g ∈ Gσ tel que g−1F(g) relève w. Alors
la paire g(S1, θ˜1) est une paire en dualité avec (S
∗
2, t2) et est donc G-conjuguée à
(S2, θ2). Le lemme 3.5.2 nous permet d’identifier w à un élément de W ◦σ (S1, θ1).
Enfin, pour un m tel que (wF)m = Fm, en remarquant que θ˜1 et θ1 correspondent
tous les deux à t1, on a que θ˜1〈m〉 = θ1〈m〉, d’où 2.
Supposons dorénavant 2. Nommons w ∈ W ◦σ (S1, θ1) la projection de g
−1
F(g)
qui s’identifie à w ∈ W ◦t1(S1) par le lemme 3.5.2. Posons (S1, θ˜1) = g
−1(S2, θ2),









◦ tel que (g∗)−1F(g∗) relève w. La paire
(S∗2, t2) est alors G
∗ conjuguée à g∗(S∗1, t1). Et comme Ad(g
∗)t1 = t1, t1 et t2 sont
rationnellement conjugués et on a 1. 
3.5.4. Lemme. Soient (S1, θ1) et (S2, θ2) deux éléments de PΛ. Supposons qu’il
existe σ ∈ BT∩A(S1, Fnr)∩A(S2, Fnr). Notons (σ,S1, θ1) et (σ,S2, θ2) les triplets
induits sur Gσ. Alors les assertions suivantes sont équivalentes
(1) (σ,S1, θ1) et (σ,S2, θ2) sont rationnellement équivalents.
(2) Il existe gσ ∈ G◦,nrσ et m ∈ N
∗ tel que gσ (SF
m
1 ) = S
F
m
2 , gσθ1〈m〉 = θ2〈m〉 et
g−1σ F(gσ) ∈ N
a(S1, θ1).
Démonstration. Par le lemme 3.5.3, 1. est équivalent à l’existence d’un g¯σ ∈ Gσ et
d’un m tels que g¯σ (SF
m
1 ) = S
F
m
2 , g¯σθ1〈m〉 = θ2〈m〉 et g¯
−1
σ F(g¯σ) ∈ W
◦
σ (S1, θ1).
Supposons l’existence d’un tel g¯σ. On peut alors relever celui-ci en un élément
gσ ∈ G◦,nrσ tel que
gσ (SF
m
1 ) = S
F
m
2 et gσθ1〈m〉 = θ2〈m〉 (voir le lemme 2.2.2
de [DeB06] pour les tores). Par le lemme 3.5.1 wσ = g−1σ F(gσ) ∈ W
◦
σ (S1, θ1) ⊆
W a(S1, θ1).
Supposons maintenant 2. Notons g¯σ la réduction de gσ dans Gσ. Alors g¯σS1 = S2
et g¯σθ1〈m〉 = θ2〈m〉. Et par le lemme 3.5.1 wσ, la projection de g−1σ F(gσ), vérifie
wσ ∈ W a(S1, θ1) ∩W †σ(S1) =W
◦
σ (S1, θ1) d’où 1. 
3.5.5. Lemme. Soit S un tore maximal non-ramifié de G, alors il existe x ∈
BT0 ∩A(S, Fnr).
Démonstration. D’après [DeB06] Lemme 2.2.1,A(S, Fnr)F est non-vide et est l’union
des facettes de BT qui le rencontrent. 
3.5.6. Lemme. Soient (S1, θ1) et (S2, θ2) deux éléments de PΛ avec (S1, θ1) mini-
male. Supposons que (S1, θ1) et (S2, θ2) définissent le même système de classes de
conjugaison 0-cohérent. Alors, quitte à conjuguer l’une des paires par un élément
de G, il existe un sommet x ∈ BT0 vérifiant :
(1) x ∈ A(S1, Fnr) ∩ A(S2, Fnr)
(2) (x,S1, θ1) et (x,S2, θ2), les éléments de TΛ correspondant respectivement à
(S1, θ1) et (S2, θ2), sont rationnellement équivalents.
Démonstration. Prenons x ∈ BT0 ∩A(S2, Fnr) par le lemme 3.5.5, et considérons




F associée à (x,S2, θ2). Soit S
∗ un tore maximalement déployé
du centralisateur de t de sorte qu’il existe un triplet minimal (x,S, θ) associé à t.
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Choisissons (S, θ) ∈ PΛ correspondant à (x,S, θ). Les triplets (x,S, θ) et (x,S2, θ2)
sont rationnellement équivalents par construction, donc (S2, θ2) et (S, θ) définissent
le même système de classes de conjugaison 0-cohérent. Ainsi, par hypothèse, (S1, θ1)
et (S, θ) définissent également le même système. Or ces deux paires sont minimales,
donc d’après la proposition 3.3.7, (S1, θ1) est G-conjuguée à (S, θ) ce qui démontre
le résultat. 
3.5.7. Lemme. Soient (S1, θ1), (S2, θ2) ∈ PΛ. Alors si (S1, θ1) et (S2, θ2) défi-
nissent le même système de classes de conjugaison 0-cohérent, (S1, θ1) ∼e (S2, θ2).
Démonstration. Tous les systèmes de classes de conjugaison 0-cohérents sont décrits
par une paire minimale par le théorème 3.3.7. Ainsi on peut supposer, sans perte
de généralité, que (S1, θ1) est minimale. Le résultat découle alors des lemmes 3.5.4
et 3.5.6. 
Si n ∈ Nnr(S) alors n induit une action sur X∗(S) et on note Fn,S := nϑS ◦ ψ.
Notons que Fn,S ne dépend que de l’image de n dans W (S).
3.5.8. Lemme. Soient (S, θ) ∈ PΛ et g ∈ Gnr tels que g−1F(g) ∈ N◦(S, θ). Alors




et gθ〈m〉 = θ′〈m〉.
Démonstration. Posons n := g−1F(g) ∈ N◦(S, θ) et w ∈ W˜ ◦(S, θ) sa réduction. Soit
m tel que nθ〈m〉 = θ〈m〉 et Fm
S





et par le lemme 3.4.1 il existe θ˜ ∈ X∗(S)/(Fn,S − 1)X∗(S) tel que θ˜〈m〉 = θ〈m〉.
Définissons S′ := gS et θ′ := gθ˜ ∈ X∗(S′)/(FS′ − 1)X∗(S
′) de sorte que θ′〈m〉 =
gθ〈m〉. 
3.5.9. Lemme. Dans chaque classe de ∼e-équivalence il existe un représentant (S, θ)
tel que l’appartement A(S,θ) contienne une chambre F-stable.
Démonstration. Soit (S, θ) ∈ PΛ. Prenons C une chambre de A(S,θ). L’automor-
phisme F agit de façon polysimpliciale sur l’appartement donc F(C) est encore
une chambre. Le groupe W a(S, θ) agit transitivement sur l’ensemble des chambres
([Bou81] Chapitre VI, §2, Proposition 2), donc il existe w ∈ W a(S, θ) tel que
wF(C) = C. En particulier w ∈W a et la proposition A.0.3 montre alors qu’il existe
g ∈ Gnr tel que g−1F(g) ∈ Na(S, θ) soit un relèvement de w. Prenons (S′, θ′) ∈ PΛ
comme dans le lemme 3.5.8. On a bien, par définition, que (S′, θ′) ∼e (S, θ).
Posons C′ := gC une chambre de A(S′,θ′). Comme wF(C) = C, c’est à dire
g−1F(g)F(C) = C, on obtient F(C′) = C′ d’où le résultat. 
3.5.10. Lemme. Soient (S, θ) ∈ PΛ et g ∈ Gnr. On suppose que A(S,θ) contient C
une chambre F-stable et que g−1F(g) ∈ Na(S, θ). Alors il existe σ ∈ BT∩A(S, Fnr)
et h ∈ Na(S, θ) tels que h−1g−1F(g)F(h) fixe σ.
Démonstration. Notons w ∈ W a(S, θ) la réduction de g−1F(g). Posons S′ := gS.
Par le lemme 3.5.5 il existe y un point F-stable de A(S′, Fnr). Le point z := g−1y
est alors un point wF-stable de A(S,θ).
Le groupe W a(S, θ) agit transitivement sur les chambres de A(S,θ) donc il existe
u ∈W a(S, θ) tel que x := u·z ∈ C. De l’égalité wF(z) = z on déduit que w′F(x) = x
avec w′ = uwF(u)−1. Posons h ∈ Na(S, θ) un relèvement de u.
Nommons C′ la chambre w′ · C. Ainsi x = w′F(x) ∈ w′F(C) = w′C = C′ et
on a aussi x ∈ C donc il existe v ∈ W ◦x (S, θ) tel que v · C
′ = C (W ◦x (S, θ) agit
transitivement sur les chambres de A(S,θ) qui contiennent x, [Bou81] Chapitre VI,
§2, Proposition 2 et [Bou81] Chapitre V, §3, Proposition 1). Alors vw′ · C = C et
comme vw′ ∈ W a(S, θ), vw′ = 1. De plus x = w′F(x) donc x = F(x). On prend
alors σ le plus petit polysimplexe de A(S, Fnr) qui contient x. Comme x = F(x) on
a également σ = F(σ) et σ convient. 
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3.5.11.Lemme. Soient (S1, θ1) et (S2, θ2) deux paires telles que (S1, θ1) ∼e (S2, θ2).
Alors (S1, θ1) et (S2, θ2) définissent le même système de classes de conjugaison 0-
cohérent.
Démonstration. D’après le lemme 3.5.9 il existe une paire (S, θ) telle que A(S,θ)
contienne une chambre F-stable et (S1, θ1) ∼e (S2, θ2) ∼e (S, θ). Il nous suffit donc
de montrer par exemple que (S1, θ1) et (S, θ) définissent le même système de classes





gθ〈m〉 = θ1〈m〉 et g−1F(g) ∈ Na(S, θ). Par le lemme précédent 3.5.10 on peut
supposer qu’il existe σ ∈ BT∩A(S, Fnr) tel que g−1F(g) fixe σ. Par le lemme 2.3.1
de [DR09] nous savons que H1(F, G◦,nrσ ) = 1 donc il existe gσ ∈ G
◦,nr
σ tel que
g−1F(g) = g−1σ F(gσ) et donc gσg
−1 ∈ G. Ainsi, quitte à remplacer (S, θ) par un de
ses G-conjugués on peut supposer que g = gσ. On conclut par le lemme 3.5.4. 
On déduit alors du lemme 3.5.7 et du lemme 3.5.11 le théorème suivante
3.5.12. Théorème. L’application PΛ → S minΛ induit une bijection
PΛ/∼e
∼
→ S minΛ .







où Rep[S,θ]eΛ (G) = Rep
(S,θ)
Λ (G), pour (S, θ) n’importe quel représentant de la classe
de ∼e-équivalence [S, θ]e.
Cette décomposition est minimale pour la méthode utilisée.
3.5.13. Remarque. Toute relation d’équivalence ∼ sur PΛ plus faible que ∼e (en











Λ (G), le produit étant pris sur les classes de ∼e-équivalence
[S, θ]e telles que (S, θ) ∈ C.
Notons également que par construction les objets simples de Rep(S,θ)Λ (G) sont
décrits par : π ∈ IrrΛ(G) ∩ Rep
(S,θ)
Λ (G) si et seulement s’il existe (S
′, θ′) ∈ PΛ et
σ ∈ A(S′)F tels que





σ ), θ′〉S′Λ 6= 0
où S′Λ est S
′ si Λ = Qℓ ou le sous-groupe maximal de S
′ d’ordre premier à ℓ si
Λ = Zℓ.
4. La relation d’équivalence ∼r
On suppose toujours que G se déploie sur une extension non-ramifiée de F .
Le but de cette section est d’étudier les décompositions produites par ∼r et ∼∞,
comme expliqué dans la remarque 3.5.13 (on traitera la relation ∼e dans la section
suivante).
Dans [Lan18] (théorème 3.4.5) nous avons obtenu une décomposition de Rep0Λ(G)
indexée par Φm(IΛF ,







Celle ci est obtenue en identifiant Φm(IΛF ,
LG) à (G∗ss,Λ)
F. Nous procédons de même
ici en introduisant un ensemble Φ˜m(IΛF ,













  // (G∗ss,Λ)
F oo ∼ // Φm(IΛF ,
LG)
La décomposition donnée par ∼∞ est la même que celle de [Lan18] (l’objet principal








Haines définit dans [Hai14] définition 5.3.3, une notion d’équivalence inertielle
pour des paramètres λ : WF → LG(Qℓ). Nous étendrons cette dernière en une
notion de ℓ-équivalence inertielle. On notera Bstm,Λ l’ensemble des paramètres de
Weil modérés à équivalence inertielle près (ℓ-équivalence inertielle si Λ = Zℓ). On
construira une bijection Bstm,Λ
∼
→ Φ˜m(IΛF ,















Dans le cas où G est un groupe classique non-ramifié, Λ = Qℓ et p 6= 2, cette
décomposition est compatible à la correspondance de Langlands locale et est la
décomposition de Rep0Λ(G) en "blocs stables" (c’est à dire que ces facteurs corres-
pondent à des idempotents primitifs du centre de Bernstein stable).
4.1. Interprétation sur G∗. Dans cette partie, nous allons expliquer le lien entre
les ∼r-classes (resp. les ∼∞-classes, resp. les ∼1-classes) et les classes de conjugaison
dans G∗. De façon plus précise, nous introduisons un ensemble P∗Λ = {(S
∗, t)},
où S∗ est un k-tore maximal de G∗ et t ∈ (S∗)F est d’ordre inversible dans Λ
ainsi qu’une application PΛ → P∗Λ/∼G∗ , où ∼G∗ est la conjugaison par G
∗. Nous












Si G est de plus quasi-déployé, les injections verticales sont alors des bijections.
4.1.1. Définition. On note P∗Λ l’ensemble des paires (S
∗, t) où S∗ est un k-tore
maximal de G∗ et t ∈ (S∗)F est d’ordre inversible dans Λ.
Définissons une application PΛ → P∗Λ/∼G∗ , où ∼G∗ désigne la conjugaison par
G
∗.
Soit (S, θ) ∈ PΛ. Prenons S
∗ un k-tore maximal de G∗ dual de S (la dualité ici
signifie que la donnée radicielle de S munie de l’action du générateur de Gal(Fnr/F )
est la duale de celle de S∗ munie de l’action du générateur de Gal(k/k)). Notons que
ce dernier est bien défini à G∗-conjugaison près. L’identification X∗(S) ≃ X∗(S
∗)





SUR LES ℓ-BLOCS DE NIVEAU ZÉRO DES GROUPES p-ADIQUES II 27










À θ est donc associé un t ∈ (S∗)F. La paire (S∗, t) est bien définie à G∗-conjugaison




4.1.2. Proposition. L’application PΛ → P∗Λ/∼G∗ passe au quotient et induit une
injection PΛ/∼1 →֒ P∗Λ/∼G∗ .
Si G est de plus quasi-déployé, cette injection est alors une bijection.
Démonstration. Pour traiter la classe de ∼1-équivalence, nous allons utiliser les
résultats de [DeB06]. Pour cela nous fixons T un tore non ramifié de G et T∗ un
k-tore maximal de G∗ en dualité avec T. On note W le groupe de Weyl fini de T.
Notre groupeG étant déployé sur Fnr, nous savons par le lemme 4.3.1 de [DeB06]
qu’il y a une injection entre les classes de ∼1-équivalence de tores maximaux non-
ramifiés et les classes de F-conjugaison dans W , c’est à dire H1(F,W ) (cette in-
jection est bijective si on suppose de plus G quasi-déployé) . Cette application
fonctionne de la manière suivante. Soient S et T deux tores non-ramifiés. Ceux-
ci étant non-ramifiés, ils sont conjugués sous Gnr. Ainsi, il existe g ∈ Gnr tel
que Snr = gT nr. Or F(Snr) = Snr donc cela définit un élément n := g−1F(g) ∈
Z1(F, Nnr) où Nnr := N(Gnr , T nr). On obtient w := nT nr ∈ Z1(F,W ) dont
la classe [w] ∈ H1(F,W ) est indépendante du choix de g. Notons également que
(Snr)F = g((T nr)Fw ) où Fw := Ad(n) ◦ F.
Soit maintenant (S, θ) ∈ PΛ. Comme ci-dessus, choisissons g ∈ Gnr tel que
Snr = gT nr et posons w l’image de g−1F(g) dansW et θw = g−1θ ∈ X∗(T)/((wϑ)◦
ψ−1)X∗(T). Alors la même preuve que le lemme 4.3.1 de [DeB06] en rajoutant les
caractères θ montre que la classe de ∼1-équivalence de (S, θ) est caractérisée par la
classe de F-conjugaison de (w, θw).
La bijection X∗(T)/((wϑ) ◦ ψ − 1)X∗(T) ≃ X∗(T
∗)/(Fw − 1)X∗(T
∗) ≃ (T∗)Fw
(rappelée dans l’annexe B) envoie θw sur tw ∈ (T
∗)Fw . La classe de F-conjugaison de
(w, tw) est elle même en correspondance avec la classe de conjugaison d’une paire
(S∗, t) (cette correspondance est aussi rappelée dans l’annexe B). Notons que S∗
est en dualité avec S, et t correspond à θ via la bijection X∗(S)/(FS − 1)X∗(S)
∼
→
(S∗)F, donc cette classe de conjugaison est bien l’image de (S, θ) par l’application
PΛ → P∗Λ/∼G∗ , d’où le résultat. 
Nous avons une application bien définie P∗Λ/∼G∗ → G
∗
ss,Λ, (S
∗, t) 7→ t. Celle-ci
induit donc deux applications PΛ → G
∗
ss,Λ et PΛ → (G
∗
ss,Λ)







4.1.3. Proposition. Les applications précédentes passent au quotient pour les re-













Si G est de plus quasi-déployé, ces injections sont des bijections.
Démonstration. Soit m ∈ N∗. Passer de ∼1 à ∼m revient à changer F en Fm. De
plus l’application θ 7→ θ〈m〉 correspond au niveau des groupes finis à l’application
t ∈ (T∗)F 7→ t ∈ (T∗)F
m
(voir par example [DL76] section 5.3). On en déduit
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Soient (S, θ), (S′, θ′) ∈ PΛ. Notons (S
∗, t) et ((S′)∗, t′) des représentants des
images respectives de (S, θ) et (S′, θ′) par PΛ → P∗Λ/∼G∗ . Alors (S, θ) et (S
′, θ′)
sont ∼r-équivalentes si et seulement si elles sont ∼∞-équivalentes et que le g reliant
les deux paires vérifie g−1F(g) ∈ N◦(S, θ). Par ce qui précède, être ∼∞-équivalent
est équivalent à ce que t et t′ soient géométriquement conjugués. Notons w la
réduction de g−1F(g) dans W ◦(S, θ). Comme dans le lemme 3.5.2, nous savons que
W ◦(S, θ) correspond au groupe de Weyl de CG∗(t)◦. Ainsi (S, θ) et (S′, θ′) sont ∼r-
équivalentes si et seulement si t′ est conjugué à t par un élément g∗ ∈ G∗ vérifiant
w = (g∗)−1F(g∗) ∈ W ◦(S, θ) (c’est à dire tel que g∗ ∈ (G∗)FCG∗(t)◦) (une fois le
tore S fixé la dualité fonction comme celle sur les groupes finis rappelée après la
proposition B.0.1), si et seulement si t et t′ sont rationnellement conjugués. 
4.2. Classes de conjugaison rationnelles. La proposition 4.1.3 montre que les
classes de ∼r-équivalence correspondent à des classes de conjugaison rationnelles.
Dans [Lan18], pour relier les classes de conjugaison géométriques semi-simples F-
stables aux paramètres de l’inertie, nous avons interprété (G∗ss)
F comme ((X ⊗Z
k
×
)/W )F. Nous souhaitons faire de même ici, mais pour les classes de conjugaison
rationnelles. Nous introduisons donc un ensemble X˜Λ muni d’une action de W de















)Λ désigne les éléments de (X ⊗Z k
×
) d’ordre inversible dans Λ).
Soit s ∈ T∗ ≃ X ⊗Z k
×
, on note Ws le sous-groupe de W formé par les éléments
w tels que w · s = s, qui correspond au groupe de Weyl de CG∗(s) par rapport à T
∗,
et W ◦s le sous-groupe de W engendré par les sα tels que α(s) = 1, qui correspond
au groupe de Weyl de CG∗(s)◦ par rapport à T
∗. Posons
X˜ := {(s, w¯) ∈ (X ⊗Z k
×
)× (W ◦s \W ), s = w¯ · F(s)}
et X˜Λ le sous-ensemble de X˜ formé par les (s, w¯) avec s d’ordre inversible dans Λ.
Le groupe de Weyl W agit sur X˜Λ par
v · (s, w¯) = (v · s, vwF(v)−1), v ∈ W.
Vérifions que vwF(v)−1 a bien un sens. Si w¯1 = w¯2 dans W ◦s \W , c’est à dire w1 =
uw2 avec u ∈ W ◦s , alors vw1F(v)
−1 = (vuv−1)(vw2F(v)
−1) et comme vuv−1 ∈ W ◦v.s
on a bien le résultat voulu.
On va maintenant relier X˜Λ/W aux classes de conjugaison rationnelles semi-
simples dans G∗ d’ordre inversible dans Λ.
Soient (s, w¯) ∈ X˜Λ et n ∈ G
∗ un relèvement de w¯. Comme s = w¯F(s), on a
s = nF(s)n−1. Écrivons n sous la forme n = g−1F(g) (grâce à la surjectivité de
l’application de Lang), alors t := gsg−1 vérifie t = F(t). On associe à (s, w¯) la classe
de conjugaison rationnelle de t.
4.2.1. Lemme. Ce procédé ne dépend pas des choix effectués et définit une applica-
tion X˜Λ → G
∗
ss,Λ.
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Démonstration. Prenons un autre relèvement n′ = (g′)−1F(g′) de w¯. Alors n′n−1 ∈
CG∗(s)
◦. Le groupe réductif connexe CG∗(s)◦ est Fn := Ad(n) ◦ F stable, donc
il existe h ∈ CG∗(s)◦ tel que n′n−1 = h−1Fn(h) = h−1nF(h)n−1. Donc n′ =
h−1nF(h) = (gh)−1F(gh). Ainsi gh(g′)−1 ∈ (G∗)F et t′ := g′s(g′)−1 = (gh(g′)−1)−1t(gh(g′)−1)
est rationnellement conjugué à t. 




Démonstration. Montrons d’abord qu’elle passe au quotient. Soient (s, w¯), (s′, w¯′) ∈
X˜Λ et v ∈ W tels que (s, w¯) = v · (s′, w¯′). Soient n = g−1F(g) un relèvement de w¯ et
m un relèvement de v. Alors n′ := m−1nF(m) = (gm)−1F(gm) est un relèvement
de w¯′. Notons t la classe de conjugaison semi-simple rationnelle associée à (s, w¯)
et t′ celle associée à (s′, w¯′). Alors t′ est la classe de conjugaison rationnelle de
gms′m−1g−1 = gsg−1 donc t′ = t.
Il reste à vérifier la bijectivité. Construisons la bijection réciproque. Soit t ∈
G
∗
ss,Λ, alors il existe S
∗ un tore maximal F-stable de G∗ tel que t ∈ (S∗)F. Prenons
g ∈ G∗ tel que gS∗ = T∗. Alors g−1F(g) normalise T∗ et on peut former le couple
(s, w¯) = (gtg−1, g−1F(g)). Ceci nous définit une application G∗ss,Λ → X˜Λ/W (elle
est indépendante des choix effectués) qui est la réciproque de X˜Λ/W → G
∗
ss,Λ. 
Nous avons une application naturelle X˜Λ/W → ((X ⊗Z k
×
)Λ/W )
F, (s, w¯) 7→ s
et il est clair au vu de la définition de l’application X˜Λ → G
∗











F ∼ // (G∗ss,Λ)
F
4.3. Réinterprétation de la relation d’équivalence ∼r. Dans cet article, nous
obtenons des décompositions de Rep0Λ(G) à partir de relations d’équivalence (∼e,
∼r et ∼∞) sur PΛ. Dans [Lan18], la décomposition de Rep
0
Λ(G), indexée par des
paramètres inertiels, ne passe pas par les paires (S, θ). Elle est construite à par-
tir d’une application CΛ → (G
∗
ss)
F (on rappelle que CΛ désigne l’ensemble des
couples (σ, s) où σ ∈ BT et s ∈ (G
∗





→ CΛ/∼ (théorème 3.5.12) permet de définir sur CΛ deux re-
lations d’équivalence ∼r et ∼∞ qui correspondent aux relations éponymes sur PΛ.
Nous montrons dans cette partie que l’application CΛ → (G
∗
ss)
F de [Lan18] passe
au quotient pour donner une injection CΛ/∼∞ →֒ (G
∗
ss)
F (on aura donc une compa-
tibilité entre la décomposition dans [Lan18] et celle obtenue ici grâce à ∼∞). Nous
souhaitons également trouver une application plus simple pour les classes de ∼r-
équivalence. On construira donc CΛ → G
∗





































Soient σ ∈ BT0 et T un tore maximal maximalement déployé tel que σ ∈
A(T, F ). Rappelons que l’on a une bijection canonique X˜Λ/W ≃ G
∗
ss,Λ (propo-
sition 4.2.2). On a également X˜Λ/Wσ ≃ (G
∗
σ)ss,Λ. L’application Wσ →֒ W induit
une application Wσ/W ◦σ,s → W/W
◦
s et donc X˜Λ/Wσ → X˜Λ/W . On obtient de la





4.3.1. Proposition. L’application précédente est indépendante du choix du tore T
et définit une application CΛ → G
∗
ss,Λ. Cette dernière passe au quotient pour ∼r et
















Démonstration. Soit t ∈ (G
∗





Prenons S∗ un k-tore maximal de (G
∗
σ)ss,Λ tel que t ∈ (S
∗)F. Considérons (S, θ) en
dualité avec (S∗, t) et que l’on relève en (S, θ) où S est un tore maximal de G. Il
est alors clair que la classe de ∼r-équivalence de (S, θ) correspond à la classe de
∼r-équivalence de (σ, t) via la bijection CΛ/∼r
∼
→ PΛ/∼r. Nous souhaitons donc







ss,Λ étant définie à partir des groupes de Weyl, nous
allons réinterpréter les résultats grâce à ces derniers. Notons T le tore induit par
T sur Gσ et T
∗ en dualité avec T. Notons PWΛ /F l’ensemble des classes de F-
conjugaison de paires (w, θ) où w ∈ W , θ ∈ X/((wϑ ◦ ψ − 1)X et θ est d’ordre
inversible dans Λ. Notons de même PWσΛ /F le même ensemble mais avec w ∈ Wσ.
L’injection Wσ →֒ W permet de définir une application P
Wσ
Λ /F → P
W
Λ /F. Soit
(wσ , θσ) ∈ P
Wσ
Λ /F correspondant à la classe de G
∗
σ-conjugaison de la paire (S
∗, t)
(voir annexe B) et nommons (w0, θ0) ∈ PWΛ /F l’image de (wσ, θσ) par l’application
P
Wσ
Λ /F → P
W
Λ /F. La classe de F-conjugaison de la paire (w0, θ0) correspond à
la classe de G∗-conjugaison d’une paire (S∗0, t0) et il est clair que s est la classe de
conjugaison de t0.
En termes de groupes de Weyl, la proposition 4.1.2 peut se réinterpréter en
une injection PΛ/∼1 →֒ PWΛ /F. Grâce à la proposition 4.1.3, il nous suffit pour
conclure de montrer que la classe de (w0, θ0) est l’image de (S, θ) par PΛ/∼1 →֒
PWΛ /F. Le corollaire 4.3.2 de [DeB06] montre ce résultat mais sans les caractères
θ. La même preuve s’adapte aisément en rajoutant les caractères θ, ce qui nous
démontre la proposition.
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Notons que comme l’application PΛ/∼r → G
∗
ss,Λ ne dépend pas du choix du





4.3.2. Proposition. L’application CΛ → (G
∗
ss,Λ)
F (de [Lan18]) passe au quotient
















































Il est aisé de voir que l’on a bien le diagramme commutatif annoncé dans l’intro-
duction.
4.4. Interprétation en termes duaux. Les classes d’équivalence pour ∼∞ cor-
respondent aux classes de conjugaison semi-simples géométriques F-stables dans G∗
par la proposition 4.1.3. Nous avons interprété ces dernières par des paramètres de
Langlands inertielles dans [Lan18]. On obtient donc une décomposition de Rep0Λ(G)
indéxée par Φm(IΛF ,
LG), l’ensemble des paramètres inertielles, qui est la même que
celle dans [Lan18] par la section 4.3. Nous souhaitons obtenir de même, une inter-
prétation en des termes duaux pour la relation d’équivalence ∼r. Nous introduisons
pour cela un ensemble Φ˜m(IΛF ,

















Ainsi, grâce à la proposition 4.1.3, les classes de ∼r-équivalence fourniront une




Commençons par quelques rappels succincts sur les paramètres inertiels et la
décomposition de [Lan18].
Soit T un F -tore maximal F -déployé maximalement déployé. On notera GF =
Gal(F/F ) le groupe de Galois absolu de F , et on choisit Frob, un Frobenius inverse
dans GF , qui induit un automorphisme d’ordre fini sur X∗(T) que l’on nomme
ϑ. La dualité entre X∗(T) et X∗(T) permet d’associer de façon naturelle à ϑ un
automorphisme ϑ̂ ∈ Aut(T̂(Qℓ)) (car T̂(Qℓ) := X
∗(T) ⊗ Q
×
ℓ ). Puis, via le choix
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d’un épinglage (Ĝ, B̂, T̂, {xα}α∈∆), on étend ce dernier en un automorphisme ϑ̂ ∈
Aut(Ĝ). On définit alors LG par LG := Ĝ⋊ 〈ϑ̂〉.
Soient WF le groupe de Weil et W ′F = WF ⋉ Qℓ le groupe de Weil-Deligne.




modulo les automorphismes intérieurs par des éléments de Ĝ(Qℓ). Pour simplifier
les notations, on notera généralement LG à la place de LG(Qℓ) lorsqu’il n’y a pas
d’ambiguïté, par exemple Φ(LG(Qℓ)) devient Φ(
LG). Soit I un sous-groupe deWF .
On note alors Φ(I, LG) l’ensemble des classes de Ĝ-conjugaison des morphismes
continus I → LG(Qℓ) (où Qℓ est muni de la topologie discrète) qui admettent
une extension à un L-morphisme de Φ(LG). Si I contient PF , l’inertie sauvage, on
dit qu’un paramètre φ ∈ Φ(I, LG) est modéré s’il est trivial sur PF , et on note
Φm(I,
LG) pour l’ensemble des paramètres de I modérés.
Notons IF le groupe d’inertie et I
(ℓ)
F := ker{IF → Zl(1)} son sous-groupe fermé
maximal de pro-ordre premier à ℓ. On unifiera les notations en posant IΛF qui vaut
IF si Λ = Qℓ et I
(ℓ)
F si Λ = Zℓ.












)Λ désigne les éléments de (X ⊗Z k
×
) d’ordre inversible dans Λ).











De plus, cette dernière est la même que celle de [Lan18] théorème 3.4.5 d’après la
proposition 4.3.2.
Revenons maintenant à la relation d’équivalence ∼r. Pour cela, reprenons les
notations de [Dat17a]. Étant donné une suite exacte H →֒ H˜ ։ W de groupes to-
pologiques, on note Σ(W, H˜) l’ensemble des sections continuesW → H˜ qui scindent
la suite exacte, et Σ(W, H˜) l’ensemble des classes de H-conjugaison dans Σ(W, H˜).
Soit φ ∈ Φ(IΛF ,
LG). On note C
Ĝ
(φ) le centralisateur de φ(IΛF ) dans Ĝ qui est un
groupe réductif, possiblement non connexe. Par définition φ peut s’étendre en un





(φ)ϕ(WF ) de LG est indépendant du choix de ϕ. Notons maintenant
π0(φ) := π0(CĜ(φ)) et π˜0(φ) := C˜Ĝ(φ)/CĜ(φ)
◦ qui donne une suite exacte scindée
([Dat17a] section 2.1.4)
0 −→ π0(φ) −→ π˜0(φ) −→ 〈ϑ̂〉 −→ 0.
4.4.2.Définition. Notons Φ˜(IΛF ,
LG) l’ensemble des couples (φ, σ) à Ĝ-conjugaison
près, où φ : IΛF →
LG est un paramètre inertiel et σ ∈ Σ(〈ϑ̂〉, π˜0(φ)). Appelons
également Φ˜m(IΛF ,
LG) le sous-ensemble de Φ˜(IΛF ,
LG) des (φ, σ) avec φ modéré.
Nous souhaitons établir une bijection canonique entre Φ˜m(IΛF ,
LG) et G∗ss,Λ
(puisque G∗ss,Λ correspond à l’ensemble des classes de ∼r-équivalence par la pro-
position 4.1.3).
La section 4.2 construit une bijection canonique entre G∗ss,Λ et X˜Λ/W . Il nous
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Prenons (φ, σ) ∈ Φ˜m(IΛF ,
LG). Quitte à conjuguer (φ, σ), on peut supposer que
φ(IΛF ) ⊆ T̂. Le groupe I
Λ
F /PF étant procyclique, φ est déterminé par l’image d’un
générateur. Le système compatible de racines de l’unité, que l’on a fixé au début,
nous fournit un tel générateur, ainsi φ est déterminé par un élément semi-simple
s ∈ T̂ d’ordre inversible dans Λ. Comme dans [Lan18] section 3.1, on identifie s à
un élément s ∈ X ⊗Z k
×
(toujours grâce au même système compatible de racines
de l’unité).
4.4.3. Lemme. Soit fϑ̂n ∈ C˜
Ĝ
(φ). Alors il existe c ∈ C
Ĝ
(φ)◦ tel que cf ∈ N , où
N := N(T̂, Ĝ) est le normalisateur de T̂ dans Ĝ.
Démonstration. On a fϑ̂n ∈ N(C
Ĝ
(φ)◦, LG) (le normalisateur dans LG de C
Ĝ
(φ)◦)
donc (fϑ̂n)T̂(fϑ̂n)−1 est un tore de C
Ĝ
(φ)◦. Ainsi, il existe c ∈ C
Ĝ
(φ)◦ tel que
(fϑ̂n)T̂(fϑ̂n)−1 = c−1T̂c. Donc (cfϑ̂n)T̂(cfϑ̂n)−1 = T̂, et comme T̂ est ϑ̂-stable
on obtient le résultat. 
La section σ est déterminée par l’image de ϑ̂. Le lemme 4.4.3 nous permet de
prendre un relèvement de σ(ϑ̂) de la forme fϑ̂ avec f ∈ N . On pose alors w¯ l’image
de f par l’application N →W →W ◦s \W . Cette application ne dépend pas du choix
du relèvement choisi. En effet si f ′ϑ̂ est un autre relèvement avec f ′ ∈ N , alors il
existe c ∈ C
Ĝ
(φ)◦ tel que f ′ = cf . Ainsi c ∈ C
Ĝ
(φ)◦ ∩ N donc f et f ′ ont même
image dans W ◦s \W .
On vient donc d’associer à (φ, σ) avec φ(IΛF ) ⊆ T̂ une paire (s, w¯). Pour arriver
dans X˜Λ il reste à vérifier que s = w¯F(s). Le Frobenius F sur T
∗ correspond à ϑ̂ ◦ψ
sur T̂. Il faut donc vérifier que s = Ad(f) ◦ ϑ̂(sq). Prenons ϕ ∈ Φ(WF , LG) un




(φ)ϕ(WF ), on a que
u et f diffèrent d’un élément de C
Ĝ
(φ) et donc Ad(f−1)(s) = Ad(u−1)(s). Or pour
un élément x ∈ IF /PF , Frob
−1xFrob = xq, donc ϕ(x) = Ad(u)◦ ϑ̂(ϕ(x)q) et on a le
résultat souhaité, en prenant pour x le progénérateur de IΛF /PF choisit plus haut.
Montrons que le procédé précédent définit une application Φ˜m(IΛF ,
LG)→ X˜Λ/W .
4.4.4. Lemme. Soient (φ, σ) et (φ′, σ′) conjugués sous Ĝ avec φ(IΛF ) ⊆ T̂ et
φ′(IΛF ) ⊆ T̂. Nommons (s, w¯) et (s
′, w¯′) les éléments de X˜Λ leur étant associés
respectivement. Alors il existe v ∈W tel que (s, w¯) = v · (s′, w¯′).
Démonstration. Soit g ∈ Ĝ tel que s′ = gsg−1 (ici on voit s,s′ comme des éléments
de T̂) et σ′ = gσg−1. Des éléments d’un tore qui sont conjugués le sont sous le
groupe de Weyl, donc il existe v ∈ W tel que s′ = v · s. Appelons n un relèvement
de v dans N . Comme s′ = nsn−1 = gsg−1, n−1g ∈ C
Ĝ
(s). Notons fϑ̂ (resp. f ′ϑ̂)
un relèvement de σ(ϑ̂) (resp. σ′(ϑ̂)) avec f ∈ N (resp. f ′ ∈ N).
On a donc f ′ = cgfϑ̂(g)−1 avec c ∈ C
Ĝ
(φ′)◦. Soit c′ := gn−1 ∈ C
Ĝ
(φ′) de telle
sorte que f ′ = cc′nfϑ̂(n)−1ϑ̂(c′)−1. Par le lemme 4.4.3, il existe h ∈ C
Ĝ
(φ′)◦ et
m ∈ N tel que c′ = hm. On obtient donc
f ′ = ch[mnfϑ̂(n)−1ϑ̂(m)−1]ϑ̂(h)−1
que l’on peut réécrire en
hf ′ϑ̂ = ch[mnfϑ̂(n)−1ϑ̂(m)−1]ϑ̂.
Nous obtenons de la sorte que [mnfϑ̂(n)−1ϑ̂(m)−1]ϑ̂ est un autre relèvement de
σ′(ϑ̂) avec [mnfϑ̂(n)−1ϑ̂(m)−1] ∈ N . Comme w¯′ ne dépend pas du relèvement
choisi, en notant v′ la réduction de mn dans W , on obtient que w¯′ = v′wF(v′)−1.
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Remarquons de plus que m ∈ C
Ĝ
(φ′) pour obtenir s′ = v′ · s. On a bien (s′, w¯′) =
v′ · (s, w¯). 




Démonstration. On a construit une application Φ˜m(IΛF ,
LG) −→ X˜Λ/W . Don-




LG) (proposition 4.4.1). Soit f un relèvement de w¯ dans N . Montrons
que fϑ̂ ∈ C˜
Ĝ
(φ). Soit ϕ ∈ Φ(WF , LG) un relèvement de φ et notons ϕ(Frob) = uϑ̂.
Alors (comme dans la preuve du lemme 4.4.3) s = Ad(u)◦ϑ̂(sq). Or s = w¯F(s), donc
s = Ad(f) ◦ ϑ̂(sq). On en déduit que fu−1 ∈ C
Ĝ
(φ), puis que fϑ̂ = (fu−1)(uϑ̂) ∈
C
Ĝ
(φ)ϕ(WF ) = C˜Ĝ(φ). On définit alors la section σ en envoyant ϑ̂ sur l’image de
fϑ̂ dans π˜0(φ). Comme précédemment cette application passe au quotient et fournit
l’application recherchée. 
En combinant le lemme 4.4.5 et la proposition 4.2.2 on obtient :








Remarquons que cette bijection est compatible avec la proposition 4.4.1 dans le
sens suivant :

















où la première flèche verticale est la projection sur la première coordonnée.
On déduit des propositions 4.1.3 et 4.4.6 la proposition suivante
4.4.8. Proposition. Nous avons une injection PΛ/∼r →֒ Φ˜m(IΛF ,
LG).
Nous pouvons écrire directement l’application PΛ → Φ˜m(IΛF ,
LG) (construite
pas les propositions 4.1.3 et 4.4.6) grâce à la correspondance de Langlands locale
pour les tores. En effet prenons (S, θ) ∈ PΛ et relevons θ en un caractère θ˜ de S(F ).
Soit ϕ :WF → LS le paramètre de Langlands associé à θ˜ via la correspondance de
Langlands locale pour les tores. Choisissons ι un plongement dual (non-canonique,
voir preuve ci-dessous) ι : LS →֒ LG qui nous permet d’obtenir un paramètre de




4.4.9.Proposition. Le procédé précédent définit une application PΛ → Φ˜m(IΛF ,
LG)
qui est la même que celle construite par les propositions 4.1.3 et 4.4.6.
Démonstration. Rappelons comment est construit le plongement ι. À S ⊆ G est as-
socié une classe de Ĝ-conjugaison ϑ̂-équivariante de plongements ιˆ : Ŝ →֒ Ĝ. Ainsi







. Montrons alors que l’application PΛ → Φ˜m(IΛF ,
LG) est indépen-
dante des choix effectués. Le choix de g est non-canonique mais deux g diffèrent
par un élément de Ŝ donc donnent la même section σ (puisque Ŝ ⊆ C
Ĝ
(φ)◦). En-
fin le procédé est indépendant du choix de θ˜ puisque deux tels caractères diffèrent
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par un caractère non-ramifié. Et on obtient de la sorte une application bien définie
PΛ → Φ˜m(IΛF ,
LG).
Il reste à vérifier que l’application est bien la même que celle des propositions
4.1.3 et 4.4.6. Ceci est aisé à faire en utilisant la section 4.3 de [DR09] qui reconstruit
la correspondance de Langlands locale pour les tores dans le cas modéré avec une
méthode très proche de celle de cet article. 
La proposition 4.4.8 combinée avec la remarque 3.5.13, démontre le théorème
suivant.
4.4.10. Théorème. Soit φ : IΛF →
LG un paramètre inertiel. La relation d’équiva-
lence ∼r permet de décomposer Rep
φ







Notons que, si G est quasi-déployé, la proposition 4.1.3 donne une bijection, et
donc toutes les catégories Rep(φ,σ)Λ (G) sont non nulles. Lorsque G n’est pas quasi-
déployé, nous n’avons qu’une injection et donc, les éléments qui ne sont pas dans
l’image de cette injection, donnent des catégories nulles. Nous donnerons, dans la
section 4.8, une condition sur (φ, σ) pour déterminer si Rep(φ,σ)Λ (G) est nulle ou
non.
4.5. Lien entre Zℓ et Qℓ. Nous souhaitons expliciter dans cette section le lien qui
existe entre les catégories construites précédemment sur Qℓ et sur Zℓ.



















avons un morphisme Σ(〈ϑ̂〉, π˜0(φ)) → Σ(〈ϑ̂〉, π˜0(φ′)). Notons σ′ l’image de σ par
ce morphisme. L’application qui à (φ, σ) associe (φ′, σ′) est alors une application




















où l’application G∗ss → G
∗
ss,Zℓ
revient à prendre la partie ℓ-régulière d’une classe de
conjugaison semi-simple.
Par construction des catégories Rep(φ,σ)Λ (G), nous avons donc la proposition sui-
vante.

















4.6. Compatibilité à l’induction et à la restriction parabolique. Le but
de cette section est d’étudier les propriétés de Rep(φ,σ)Λ (G) vis à vis des foncteurs
d’induction et de restriction parabolique.
Soit P un F -sous-groupe parabolique de G de quotient de Levi M défini sur
F . Considérons M̂ un dual de M sur Qℓ muni d’un plongement ι :
LM →֒ LG
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(voir [Bor79] section 3.4), qui induit une application Φm(IΛF ,
LM) → Φm(IΛF ,
LG).
Soit φM ∈ Φm(IΛF ,











(φ)◦, le plongement ι induit un morphisme ι : π˜0(φM )→
π˜0(φ). En particulier, si σM ∈ Σ(〈ϑ̂〉, π˜0(φM )) alors σ := ι◦σM ∈ Σ(〈ϑ̂〉, π˜0(φ)). On








qui à (φM , σM ) associe (φ, σ).
4.6.1. Lemme. Soit t ∈ M∗ un représentant de la classe de conjugaison rationnelle
semi-simple associée à (φM , σM ), par 4.4.6. Alors la classe de conjugaison associée
à (φ, σ) est celle de t vu comme un élément de G∗.
Démonstration. Commençons par conjuguer (φM , σM ) pour que φM soit à image
dans T̂. Prenons fϑ̂ un relèvement de σM (ϑ̂) avec f ∈ N(T̂, M̂). Notons s ∈ T
∗
l’élément correspondant à φM et w¯ ∈WM/W ◦M,s (WM étant le groupe de Weyl de
M̂ relativement à T̂) la réduction de f , de sorte que (s, w¯) soit un représentant de
l’image de (φM , σM ) par la bijection Φ˜m(IΛF ,
LM)
∼
→ X˜Λ/WM . Alors ι(f)ϑ̂ est un
relèvement de σ et ι(f) ∈ N(T̂, Ĝ). Donc (s, w¯), où l’on voit w¯ comme un élément
de W/W ◦s , est le couple correspondant à (φ, σ), d’où le résultat. 
4.6.2. Théorème. Soit P un sous-groupe parabolique de G ayant pour facteur de
Levi M.











où rGP désigne la restriction parabolique.
(2) Soit (φM , σM ) ∈ Φ˜m(IΛF ,
LM) et notons (φ, σ) := ιGM (φM , σM ). Alors
iGP (Rep
(φM ,σM )
Λ (M)) ⊆ Rep
(φ,σ)
Λ (G)
où iGP désigne l’induction parabolique.
Démonstration. Cela découle du lemme 4.6.1 et des propositions 2.4.2, 2.4.1. 
4.6.3. Théorème. Si C
Ĝ
(φ) ⊆ ι(M̂) le foncteur d’induction parabolique iGP réalise
une équivalence de catégories entre Rep(φM ,σM )Λ (M) et Rep
(φ,σ)
Λ (G).
Démonstration. Cela découle du théorème 4.6.2 et du théorème 4.4.6 dans [Lan18].

4.7. Équivalence inertielle sur les paramètres de Weil. Nous avons obtenu
au théorème 4.4.10 une décomposition de RepφΛ(G) en rajoutant à φ un paramètre σ.
Ici, nous allons paramétrer d’une autre manière cette décomposition. À la place de
rajouter un paramètre σ à φ, on va considérer les relèvements λ ∈ Φ(WF , LG) de φ
et les regrouper grâce à une relation d’équivalence. Pour Λ = Qℓ, on va retrouver la
relation d’équivalence inertielle introduite par Haines dans [Hai14]. Nous introdui-
rons également une relation de "ℓ-équivalence inertielle", qui imite celle de Haines,
pour obtenir le cas Λ = Zℓ. Cette nouvelle interprétation de la décomposition de
Rep0Λ(G), nous montrera que dans le cas où G est un groupe classique non-ramifié
(p 6= 2) et Λ = Qℓ (cas où l’on a la correspondance de Langlands locale), alors
la décomposition du théorème 4.4.10 est la décomposition de Rep0Λ(G) en "blocs
stables".
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Commençons par remarquer la chose suivante : nous avons identifié les para-
mètres de l’inertie modérés Φm(IF , LG(Qℓ)) aux classes de conjugaison géomé-
triques F-stables dans G∗ et Φm(I
(ℓ)
F ,
LG(Qℓ)) à celles d’ordre premier à ℓ. Mainte-
nant, si l’on considère des paramètres inertiels modérés mais à valeur dans le dual
sur Fℓ, φ : IF → LG(Fℓ), la même démonstration montre que l’on peut les identifier
aux classes de conjugaison géométriques F-stables dans G∗ d’ordre premier à ℓ. On




De même, notons Φ˜m(IF , LG(Fℓ)) l’ensemble des couples (φ, σ), où φ ∈ Φm(IF , LG(Fℓ))





Fixons des données T̂0 ⊆ B̂0 ⊆ Ĝ, composées d’un tore maximal et d’un Borel,
stables sous l’action du groupe de Galois, qui nous permettent de définir la notion
de paraboliques standards et de Levis standards de LG, comme dans [Bor79] para-
graphes 3.3 et 3.4. Pour M un Levi standard de LG, on note {M} l’ensemble des
sous-groupes de Levi standards qui sont Ĝ-conjugués à M.
Soit λ : WF → LG un morphisme admissible. Alors λ donne lieu à une unique
classe de Levi standards {Mλ} telle qu’il existe λ+ dans (λ)Ĝ, la classe de Ĝ-
conjugaison de λ, dont l’image est contenue minimalement dans Mλ, pour un Mλ
dans cette classe.
Haines définit dans [Hai14] définition 5.3.3, une notion d’équivalence inertielle
pour des paramètres λ :WF → LG(Qℓ). Nous rappelons cette dernière et l’étendons
en une notion de ℓ-équivalence inertielle pour des paramètres λ :WF → LG(Fℓ).
4.7.1. Définition. Soient λ1, λ2 : WF → LG(Qℓ) (resp. λ1, λ2 : WF →
LG(Fℓ))
deux paramètres admissibles. On dit que λ1 et λ2 sont inertiellement équivalents
(resp. ℓ-inertiellement équivalents) si
(1) {Mλ1} = {Mλ2}
(2) il existe M ∈ {Mλ1}, λ
+
1 ∈ (λ1)Ĝ et λ
+
2 ∈ (λ2)Ĝ dont les images sont
minimalement contenues dans M, et z ∈ H1(〈ϑ̂〉, (Z(M◦)IF )◦) vérifiant
(zλ+1 )M◦ = (λ
+
2 )M◦
On définit Bst (resp. Bst(ℓ)) comme l’ensemble des paramètres λ : WF →
LG(Qℓ)
(resp. λ :WF → LG(Fℓ)) à équivalence inertielle près (resp. ℓ-équivalence inertielle
près). À l’usuelle, on unifie les notations en posant BstΛ qui vaut B
st si Λ = Qℓ et
Bst(ℓ) si Λ = Zℓ. On défini également B
st




Le but de cette section est de construire une bijection naturelle Bstm,Λ
∼
→ Φ˜m(IF , LG(Λ)),
où Λ vaut Qℓ si Λ = Qℓ et Fℓ si Λ = Zℓ.
Commençons par définir une application Φm(WF , LG(Λ)) → Φ˜m(IF , LG(Λ)).
Soit ϕ : WF → LG(Λ). Posons φ := ϕ|IF : IF →
LG(Λ) un paramètre modéré. Il
reste à construire une section σ ∈ Σ(〈ϑ̂〉, π˜0(φ)). L’image de ϕ est contenue dans
C˜
Ĝ
(φ), donc ϕ : WF → C˜Ĝ(φ). En composant avec la projection C˜Ĝ(φ)։ π˜0(φ) on
obtient une application WF → π˜0(φ). Puisque φ est modéré, on ϕ(IF ) = φ(IF ) ⊆
C
Ĝ
(φ)◦ et cette application passe au quotient et nous fournit WF /IF → π˜0(φ), ou
encore une section σ : 〈ϑ̂〉 → π˜0(φ). Dit autrement, la section σ est caractérisée par
σ(ϑ̂) = ϕ(Frob) ∈ π˜0(φ). On obtient de la sorte une application Φm(WF , LG(Λ))→
Φ˜m(IF ,
LG(Λ)).
4.7.2. Lemme. L’application Φm(WF , LG(Λ))→ Φ˜m(IF , LG(Λ)) est surjective.
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Démonstration. Soit (φ, σ) ∈ Φ˜m(IF , LG(Λ)). Choisissons ϕ ∈ Φ(WF , LG(Λ)) un
relèvement de φ arbitraire. Notons ϕ(Frob) =: fϑ̂ et considérons ufϑ̂, un relèvement
de σ(ϑ̂) dans C˜
Ĝ
(φ), avec u ∈ C
Ĝ
(φ). Pour x ∈ IF comme ϕ est un morphisme
on a Ad(f) ◦ ϑ̂(φ(x)q) = φ(x). Ainsi Ad(uf) ◦ ϑ̂(φ(x)q) = φ(x) et l’application ϕ′ :
WF = IF ⋊ 〈Frob〉 → LG définie par ϕ′(x) = φ(x) pour x ∈ IF et ϕ′(Frob) = ufϑ̂
est également un morphisme. Ainsi ϕ′ ∈ Φ(WF , LG(Λ)) fournit un antécédent de
(φ, σ). 
4.7.3. Proposition. L’application Φm(WF , LG(Λ)) → Φ˜m(IF , LG(Λ)) passe au





Démonstration. Commençons par montrer que l’application passe au quotient. Soient
ϕ1, ϕ2 ∈ Φm(WF , LG(Λ)) qui sont inertiellement équivalents. Quitte à les conju-
guer, on peut alors supposer qu’il existe un Levi standard M contenant mini-
malement l’image de ϕ1 et ϕ2 et un z ∈ H1(〈ϑ̂〉, Z(M◦)◦) tel que ϕ1 = zϕ2.
Notons (φ1, σ1) (resp. (φ2, σ2)) l’image de ϕ1 (resp. ϕ2) par Φm(WF , LG(Λ)) →
Φ˜m(IF ,
LG(Λ)). Les paramètres ϕ1 et ϕ2 ont même restriction à IF donc φ1 = φ2.
Notons φ := φ1 = φ2. Pour i ∈ {1, 2}, σi est déterminé par l’image de ϕi(Frob) ∈
π˜0(φ). Mais comme Z(M◦)◦ ⊆ CĜ(φ)
◦, on a ϕ1(Frob) = ϕ2(Frob) dans π˜0(φ) et
σ1 = σ2 d’où le résultat.
On obtient donc une application Bstm,Λ → Φ˜m(IF ,
LG(Λ)). Celle-ci est surjective
d’après le lemme 4.7.2. La preuve de l’injectivité est analogue à la preuve de la





Cette bijection nous permet de réinterpréter la décomposition du théorème 4.4.10 :








Notons que les facteurs Rep[ϕ]Λ (G) sont construits sans supposer l’existence de la
correspondance de Langlands. Dans le cas d’un groupe classique, où la correspon-
dance de Langlands locale est connue, alors ces facteurs sont bien compatibles avec
cette dernière (ceci est démontré dans la section 4.10). On obtient alors :

















est la décomposition de Rep0Λ(G) en "blocs stables". C’est à dire que ces facteurs
correspondent à des idempotents primitifs du centre de Bernstein stable.
4.8. Condition de relevance. Nous avons vu que lorsque G est quasi-déployé,
les sous-catégories Rep[ϕ]Λ (G) = Rep
(φ,σ)
Λ (G) sont non vides. Ce n’est plus le cas
lorsque l’on retire cette hypothèse. Dans cette partie, nous souhaitons montrer que
Rep
[ϕ]
Λ (G) est non vide si et seulement si [ϕ] est relevant (dans un sens précisé en
dessous).
4.8.1. Définition. On dit qu’un paramétre de Langlands ϕ′ ∈ Φ(LG(Λ)) est rele-
vant si, lorsque l’image de ϕ′ est contenue dans un Levi de LG(Λ) alors ce dernier
est relevant (au sens de [Bor79] 3.4).
On dit que [ϕ] est relevant s’il existe ϕ′ ∈ Φ(LG(Λ)) relevant tel que ϕ′|WF ∈ [ϕ].
SUR LES ℓ-BLOCS DE NIVEAU ZÉRO DES GROUPES p-ADIQUES II 39
Les preuves nécéssaires pour démontrer les résultats souhaités de cette partie
sont similaires à celles de la partie 4.3 de [Lan18]. Nous nous appuierons donc sur
ces dernières, et on ne se concentrera que sur les légères modifications.
4.8.2.Lemme. Soit ϕ ∈ Φ(WF , LG(Λ)). DéfinissonsMϕ := CLG(Z(CĜ(φ)
◦)ϕ(Wk),◦).
Alors toute extension ϕ′ ∈ Φ(LG(Λ)) de ϕ à W ′F se factorise par Mϕ. De plus il
existe un ϕ′ ∈ Φ(LG(Λ)) ne se factorisant par aucun sous Levi propre de Mϕ et
tel que ϕ′|WF ∈ [ϕ].
Démonstration. La première partie est montrée dans le lemme 4.3.2 de [Lan18]. Il
ne reste qu’à modifier légèrement la preuve de la deuxième partie de ce même lemme
pour obtenir le résultat souhaité. Le lemme 4.3.2 de [Lan18] construit à partir de
ϕ un paramètre ϕ′. Ce dernier ne se factorise par aucun sous Levi propre de Mϕ
et vérifie que ϕ′|IF ∼ φ := ϕ|IF . Pour vérifier que ϕ
′
|WF
∈ [ϕ], il reste à montrer,
d’après la section 4.7, que ϕ′(Frob) et ϕ(Frob) différent par un élément de C
Ĝ
(φ)◦.
Or par définition de ϕ′, ϕ′(Frob) et ϕ(Frob) différent par un élément dans l’image
du morphisme principal de SL2 , SL2 → CĜ(ϕ)
◦, d’où le résultat. 
4.8.3. Théorème. La sous-catégorie Rep[ϕ]Λ (G) est non vide si et seulement si [ϕ]
est relevant.
Démonstration. Soit t ∈ G∗ss,Λ une classe de conjugaison semi-simple rationnelle
correspondant à [ϕ]. Alors Rep[ϕ]Λ (G) est non vide si et seulement si t est dans
l’image de l’application PΛ/∼r → G
∗
ss,Λ de la proposition 4.1.3 si et seulement s’il
existe S un tore non-ramifié de G en dualité avec S∗ tel que t ∈ S∗. Le reste de
la preuve est alors quasiment identique à la preuve de la proposition 4.3.5 dans
[Lan18], en utilisant le nouveau lemme 4.8.2. 
4.9. Classes de conjugaison rationnelles pour les groupes classiques. Le
but de cette section est de préparer quelques résultats qui seront nécessaires pour
la section 4.10, qui vise à montrer la compatibilité de la décomposition associée à
∼r avec la correspondance de Langlands locale. Par le théorème 4.5.6 dans [Lan18],
nous avons déjà la compatibilité pour la relation d’équivalence ∼∞. La relation
d’équivalence ∼∞ correspond à des classes de conjugaison géométriques dans G
∗,
alors que ∼r correspond à des classes de conjugaison rationnelles. Cette partie
consiste donc à étudier les classes de conjugaison rationnelles dans une classe de
conjugaison géométrique pour un groupe classique non-ramifié. Lorsque G est à
centre connexe, il n’y a aucune différence, on s’intéressera donc aux groupes Sp2n,
SO2n et SO
∗
2n (groupe spécial orthogonal quasi-déployé, non-déployé, associé à une
extension quadratique non-ramifiée) de duaux respectifs (sur le corps fini) SO2n+1,
SO2n et SO
∗
2n. On ne s’intéressera également qu’au cas Λ = Qℓ.
Prenons s ∈ (G∗ss)
F une classe de conjugaison géométrique semi-simple F-stable.
Celle-ci contient au plus deux classes de conjugaison rationnelles. De plus, elle en
contient exactement deux si et seulement si le centralisateur de s n’est pas connexe,
ce qui se produit si et seulement si 1 et −1 sont tous les deux valeurs propres de s.
Nous souhaitons identifier les classes de conjugaison rationnelles dans une classe
de conjugaison géométrique. Pour cela, nous allons définir une application X˜/W →
Z/2Z. Dans le cas où l’on s’est placé, nous avons X ≃ Zn et le groupe de Weyl W
s’identifie à (Z/2Z)n⋊Sn, dans le cas où G
∗ = SO2n+1 et au noyau de l’application
(Z/2Z)n ⋊ Sn → Z/2Z, ((ǫ1, · · · , ǫn), σ) 7→
∑n
i=1 ǫi, lorsque G
∗ = SO2n ou SO
∗
2n.
Nous savons que le Frobenius agit sur X par ϑ̂◦ψ où ψ est l’élévation à la puissance




Pour unifier ces notations on notera vF le Frobenius, où v ∈ W est trivial pour
SO2n+1 et SO2n, et v = ((0, · · · , 0, 1), id) pour SO
∗
2n.
Soit (s, w) où s ∈ X ⊗ k
×




où s = (s1, · · · , sn), w = ((ǫ1, · · · , ǫn), σ) et Is = {i ∈ {1, · · · , n}, si = −1}. Pour
simplifier les écritures, on abrégera la notation w = ((ǫ1, · · · , ǫn), σ) en w = (ǫi, σ).
Rappelons que l’on noteW ◦s le groupe de Weyl de CG∗(s)
◦ comme dans la section
4.2.
4.9.1. Lemme. Soit w′ ∈ W ◦s , alors f(s, w) = f(s, w
′w).
Démonstration. Écrivons w = (ǫi, σ) et w′ = (λi, τ). Notons a+ (resp. a−) le
nombre de 1 (resp.−1) dans s = (s1, · · · , sn). AlorsCG∗(s)◦ ≃ SO2a++1× SO2a− ×
∏
GLni
si G∗ = SO2n+1 et CG∗(s)◦ ≃ SO2a+ × SO2a− ×
∏
GLni si G
∗ = SO2n ou SO
∗
2n. En




Maintenant, w′w = (λi, τ) · (ǫi, σ) = (λi + ǫτ−1(i), τσ). Notons que s = w′ · s
de sorte que τ permute Is. Ainsi,
∑
i∈Is










ǫi, d’où le résultat. 
4.9.2. Lemme. Soit u ∈W , alors f(s, w) = f(u · s, uwu−1).
Démonstration. Notons w = (ǫi, σ) et u = (λi, τ). Nous avons alors que Iu·s = τ(Is).
Calculons uwu−1. On a uwu−1 = (λi, τ) · (ǫi, σ) · (λτ(i), τ−1) = (λi + ǫτ−1(i) +
λτ(σ−1(τ−1(i))), τστ














ǫi = f(s, w). 
Soit (s, w¯) ∈ X˜ alors avec notre notation (vF) pour le Frobenius nous avons que
pour u ∈ W , u ·(s, w¯) = (u ·s, uwvu−1v−1). Ainsi les lemmes 4.9.1 et 4.9.2 montrent
que l’on peut définir une application X˜/W → Z/2Z, par (s, w¯) 7→ f(s, wv).
Notons que si le centralisateur de s n’est pas connexe, alors pour w′ ∈Ws \W ◦s ,
les même calculs que pour le lemme 4.9.1 montrent que f(s, w′w) = 1 + f(s, w).





→ Z/2Z est une bijection. On notera ainsi s[0] et s[1] les
deux classes de conjugaison rationnelles contenues dans la classe de conjugaison
géométrique de s, correspondant respectivement aux images réciproques de 0 et 1.
Nous aurons besoin par la suite d’un représentant d’une des classes rationnelles
tel que les composantes de w¯ sur les ±1 soient triviales. Soit w ∈ W tel que
s = wvF(s). Écrivons w = (ǫi, σ). Alors σ préserve les ensembles Is = {i ∈
{1, · · · , n}, si = −1} et I ′s = {i ∈ {1, · · · , n}, si = 1}, ainsi σ s’écrit comme un
produit de permutations à supports disjoints σ = σ1 × σ−1 × τ , où σ1 est à sup-
port dans I ′s et σ−1 à support dans Is. De plus Z/2Z agit trivialement sur les 1
et −1 donc si l’on définit νi qui vaut 0 si i ∈ Is ∪ I ′s et ǫi sinon et que l’on pose
w′ = (νi, τ) ∈ W on a toujours s = w′vF(s). Le couple (s, w¯′) ∈ X˜ correspond alors
à un élément st ∈ G
∗. Notons le fait suivant, comme pour tout i ∈ Is, νi = 0 on a
que f(s, w′v) = 1 si et seulement si v est non trivial et τ(n) ∈ Is si et seulement
si v et non trivial et n ∈ Is. En particulier, même si st dépend du choix de w, sa
classe de conjugaison est bien définie indépendamment des choix effectués.
Soit x ∈ BT0. Dans le cas des groupes classiques nous connaissons la fome des
quotients réductifs des sous-groupes parahoriques maximaux. On obtient dans les
cas qui nous intéressent ici (voir par exemple [LS16] section 2)




Sp2n Sp2n1 × Sp2n2 SO2n1+1× SO2n2+1
SO2n SO2n1 × SO2n2 SO2n1 × SO2n2
SO∗2n SO2n1 × SO
∗
2n2 SO2n1 × SO
∗
2n2
Dans chaque cas, le groupe Gx se décompose en un produit de deux groupes
classiques que l’on nommera Gx ≃ Gx,1 × Gx,2.
Soit t ∈ (G
∗
x)ss. La classe de conjugaison t correspond ainsi à (t1, t2) où ti ∈
(G
∗
x,i)ss. Dans la section 4.3 nous avons obtenu la classe de ∼r-équivalence de (x, t)
grâce à une application (G
∗
x)ss → (G
∗)ss. Cette application est obtenue à partir de
X˜/Wx → X˜/W et est compatible avec l’application X˜/W → Z/2Z de sorte que
l’on ait
4.9.3. Lemme. Si t = (t1,[i], t2,[j]) alors sa classe de ∼r-équivalence est s[i+j], où s
correspond à la classe de ∼∞-équivalence de t.
Nous avons besoin d’un dernier résultat concernant les représentations cuspidales
irréductibles dans une série de Deligne-Lusztig.
4.9.4. Lemme. Soit G un groupe réductif connexe défini sur k. Soit s ∈ G∗ss. Alors
si E(G, s) contient une représentation cuspidale irréductible, E((CG∗(s)◦)F, 1) en
contient également une.
Démonstration. Il suffit d’appliquer la proposition 1.10 (i) de [CE99] avec e = 1. 
Soit s ∈ G∗. Notons a− la dimension de l’espace propre associé à la valeur
propre −1. Supposons que E˜(G, s) contienne une représentation cuspidale irréduc-
tible. Alors comme E˜(G, s) = E(G, s[0]) ⊔ E(G, s[1]), l’une des deux séries E(G, s[0]),
E(G, s[1]) contient une représentation cuspidale irréductible.
Si G 6= SO∗2n ou G = SO
∗
2n et n /∈ Is, alors la classe de conjugaison de st est s[0].
De plus (CG∗(st)◦)F = SOa−(k) × G
′ où G′ est un groupe réductif connexe défini
sur k, et si l’on prend s′t un représentant de s[1] alors (CG∗(s
′
t)
◦)F = SO∗a−(k)× G
′′.
Le lemme 4.9.4 nous dit alors que si E(G, s[0]) (resp. E(G, s[1])) contient une re-
présentation cuspidale irréductible alors E(SOa− , 1) (resp. E(SO
∗
a− , 1)) en contient
également une. Or nous savons que SOa− (resp. SO
∗
a−) contient une cuspidale irré-
ductible unipotente si et seulement s’il existe un entier m− pair (resp. impair) tel
que a− = 2m2− ([Lus84], appendice "Tables of Unipotent Representations").
Maintenant si G = SO∗2n et n ∈ Is, alors la classe de conjugaison de st est s[1].





′′. Et de même,
l’une des deux séries E(SOa− , 1), E(SO
∗
a− , 1) contient une représentation cuspidale
irréductible. Par conséquent on a encore que a− = 2m2−.
En regroupant les deux discussions précédentes, on vient de démontrer (où l’on
note [m−] la classe d’équivalence de m− dans Z/2Z)
4.9.5. Lemme. Si E˜(G, s) contienne une représentation cuspidale irréductible alors
cette dernière est dans E(G, s[m−]).
4.10. Compatibilité à la correspondance de Langlands locale. Nous sup-
posons dans cette partie que G est un groupe classique non-ramifié et Λ = Qℓ, de
sorte que l’on ait la correspondance de Langlands locale. Nous souhaitons vérifier la












(G) est une représentation irréductible alors ϕπ|WF ∈ [ϕ], où ϕπ est le para-
mètre de Langlands associé à π.
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Par le théorème 4.5.6 dans [Lan18], nous avons le résultat pour les paramètres
inertiels. Ainsi, le cas où C
Ĝ
(φ) est connexe est déjà traité. Par conséquent, il ne
reste qu’à traiter le cas où G est à centre non connexe. On supposera donc dans
cette partie que G est l’un des groupes Sp2n(F ), SO2n(F ) ou SO
∗
2n(F ). Dans le
but d’utiliser les résultats de [LS16] pour calculer les paramètres de Langlands, on
supposera également que p 6= 2.
Nos groupes classiques viennent avec un plongement ι : LG →֒ LGLN . Pour
Sp2n et SO2n de duaux respectifs SO2n+1 et SO2n on plonge le SON correspondant
dans GLN . Analysons plus précisément G = SO
∗
2n. Son dual est
LG = SO2n⋊〈ϑ̂〉,





















Soit π une représentation cuspidale irréductible. Notons A(F ) l’ensemble des
classes d’équivalence de représentations irréductibles cuspidales auto-duales d’un
certain GLm(F ). Alors pour ρ ∈ A(F ), il existe au plus un nombre réel positif sπ(ρ)
tel que l’induite parabolique i(ρ|det(·)|sπ(ρ)F ⊗ π) soit réductible. On définit alors
l’ensemble de Jordan par Jord(π) = {(ρ,m) ∈ A(F )×N∗, 2sπ(ρ)− (m+ 1) ∈ 2N}.
Considérons ici la version suivante du groupe de Weil-Deligne :W ′F ≃WF×SL2(Qℓ).
On peut alors retrouver ϕπ à partir de l’ensemble de Jordan grâce au théorème
suivant
4.10.1. Théorème ([Moe14]). On a




où ϕρ est la représentation irréductible de WF correspondant à ρ via la corres-
pondance de Langlands locale pour GLn et stm est la représentation irréductible
m-dimensionnelle de SL2(Qℓ).
Il existe x ∈ BT0 et t ∈ (G
∗





x 6= 0. Nous avons vu à la section
4.9 que le groupe Gx se décompose en un produit de deux groupes Gx ≃ Gx,1×Gx,2.
Ainsi t correspond via cet isomorphisme à (t1, t2) où ti ∈ (G
∗
x,i)ss. Nous avons
également défini des entiers a(1)− et a
(2)
− correspondant respectivement à la dimension
de l’espace propre associé à la valeur propre −1 pour t1 et t2. Comme E(Gx,i, ti)
contient une représentation irréductible cuspidale, il existe des entiers m(1)− et m
(2)
−
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Soit s la classe de conjugaison géométrique associée à φ = ϕπ|IF . Supposons que
CG∗(s) n’est pas connexe, alors s contient, d’après la section 4.9, deux classes de






correspondre à s[0] et s[1] deux classes d’équivalence de BstQℓ
: ϕ[0] et ϕ[1].




Démonstration. Prenons [ϕt] ∈ BstQℓ
correspondant à st. Nous allons examiner
quand est-ce que ϕπ|WF ∈ [ϕt]. Par construction, nous avons que si ϕ ∈ [ϕt] alors
ϕ|IF ∼ φ. Or ϕπ|IF = φ donc il ne nous reste qu’à examiner l’image de ϕπ(Frob)
dans π˜0(φ). On a construit [ϕt] à partir d’une paire (s, w¯), où w = (ǫi, σ) ∈ W vé-
rifie que ǫi = 0 si si = ±1. Notons 1 le caractère trivial de GL1(F ), ω0 le caractère
non-ramifié d’ordre deux et ω1,ω2 les caractères ramifiés d’ordre deux (ω2 = ω1ω0).
Ainsi ϕπ|WF ∈ [ϕt] si et seulement s’il existe η ∈ CĜ(φ)
◦ tel que ηϕπ ait une com-
posante triviale sur 1, ω0, ω1, ω2. Or CĜ(φ)
◦ = SOa+ × SOa− ×
∏k
i=1GLni , donc
ϕπ|WF ∈ [ϕt] si et seulement si la composante de ϕπ|WF pour ρ = 1, ω0 est dans
SOa+ et celle pour ρ = ω1, ω2 est dans SOa− . En remarquant que ϕπ|WF est à valeur
dans SOn, on obtient que ϕπ ∈ [ϕt] si et seulement si la composante de ϕπ|WF pour
ρ = ω1, ω2 est dans SOa− .
Nous savons que ι ◦ ϕπ =
⊕
(ρ,m)∈Jord(π) ϕρ ⊗ stm donc




(1−m)/2 ⊕ · · · ⊕ ν(m−1)/2)
où ν est trivial sur IF et ν(Frob) = q (lorsque l’on écrit ϕπ =
⊕
(ρ,m)∈Jord(π) ϕρ ⊗
stm, la version du groupe de Weil-Deligne considérée est W ′F = WF × SL2(Qℓ)
et donc la restriction à WF devient maintenant ϕπ|WF (w) = ϕπ(w, dw) où dw =









− )} d’après [LS16] section 8, et donc sπ(ω1) et sπ(ω2) sont de même parité. En
particulier on obtient que la composante de ι ◦ ϕπ|WF pour ρ = ω1, ω2 est dans





Si G 6= SO∗2n ou G = SO
∗
2n et n /∈ Is, alors [ϕt] = ϕ[0] et ι ne change pas la





est pair, d’où le résultat.
Si G = SO∗2n et n ∈ Is, alors [ϕt] = ϕ[1] et ι multiplie la composante de ϕπ





− est impair, d’où le résultat. 
4.10.3. Proposition. Soit π ∈ Rep[ϕ]
Qℓ
(G) une représentation cuspidale irréductible.
Alors ϕπ|WF ∈ [ϕ].
Démonstration. On peut supposer le centralisateur non connexe, le cas connexe est
traité dans [Lan18] théorème 4.5.6.
Soit π ∈ Rep[ϕ]
Qℓ
(G) une représentation cuspidale irréductible. Il existe x ∈ BT0
et t ∈ (G
∗





x 6= 0. La classe t s’écrit (t1, t2). Comme E(Gx,i, ti)





. Notons s la classe de conjugaison rationnelle correspondant à [ϕ], alors le






. On conclut alors par le lemme





4.10.4. Théorème. Soit G un groupe classique non-ramifié, Λ = Qℓ et p 6= 2.









(G) est compatible à la corres-
pondance de Langlands locale. C’est-à-dire que si π ∈ Rep[ϕ]
Qℓ
(G) est une représen-
tation irréductible, alors ϕπ|WF ∈ [ϕ], où ϕπ est le paramètre de Langlands associé
à π.
Démonstration. Il existe un Levi M et une représentation irréductible cuspidale τ
telle que π soit une sous-représentation de iGP (τ). La proposition 4.10.3 nous donne le
résultat pour τ . Mais comme la correspondance de Langlands locale pour les groupes
classiques est compatible à l’induction parabolique (pour les paramètres de Weil)










le théorème 4.6.2 , on obtient le résultat pour π. 
5. La relation d’équivalence ∼e
Nous venons d’étudier les relations d’équivalence ∼∞ et ∼r qui nous ont fourni
des décompositions de Rep0Λ(G). Passons maintenant à l’étude de la dernière rela-
tion : ∼e. Nous savons que cette relation permet de construire les systèmes cohé-
rents minimaux et donc d’obtenir la décomposition de Rep0Λ(G) la plus fine que l’on
puisse obtenir avec notre méthode. Pour paramétrer les classes de ∼e-équivalence,
nous allons avoir besoin de rajouter aux paires (φ, σ) une certaine donnée cohomo-








(φ, σ, α) (φ, σ) φ
On suppose toujours que G se déploie sur une extension non-ramifiée de F . Ce-
pendant, à partir de la section 5.3, les résultats ne s’appliqueront qu’aux formes
intérieures pures des groupes non-ramifiés. On supposera donc, à partir de ce mo-
ment, queG est non-ramifié et on prendra ω ∈ H1(F,G), qui correspond à Gω, une
forme intérieure pure de G. À (φ, σ) ∈ Φ˜m(IΛF ,
LG) on associera G◦φ,σ, un groupe
réductif connexe non-ramifié sur F , ainsi qu’une application hφ,σ : H˜1(F,G
◦
φ,σ)→











5.1. Paramétrisation des classes de ∼e-équivalence dans une classe de
∼r-équivalence. Nous avons décrit dans la section 4 les classes de ∼r-équivalence.
Pour paramétrer les classes de∼e-équivalence nous cherchons donc à décrire [S, θ]r/∼e,
où [S, θ]r est la classe de ∼r équivalence d’une paire (S, θ) ∈ PΛ. De façons plus pré-
cise, nous allons construire une bijection [S, θ]r/∼e
∼
−→ ker[H˜1(F, W˜ ◦(S, θ)/W a(S, θ))→
H1(F, W˜ /W a)] (on rappelle la définition de H1 dans l’annexe A).
Prenons donc (S, θ) ∈ PΛ et notons [S, θ]r sa classe de ∼r-équivalence. Défi-
nissons H˜1(F, N◦(S, θ)) l’image de H1(F, N◦(S, θ)) dans H1(F, N(S, θ)). Remar-
quons que H˜1(F, N◦(S, θ)) n’est autre que Z1(F, N◦(S, θ))/∼, où n ∼ n′ s’il existe
g ∈ N(S, θ) tel que n = gn′F(g)−1.
5.1.1. Proposition. On a une bijection
[S, θ]r/∼G
∼
−→ ker[H˜1(F, N◦(S, θ))→ H1(F, Gnr)].
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, gθ〈m〉 = θ′〈m〉 et g−1F(g) ∈ N◦(S, θ). L’élément g−1F(g) définit
un élément de ker[H˜1(F, N◦(S, θ)) → H1(F, Gnr)]. Montrons que cette construc-
tion est indépendante du choix de g. Soit g′ un autre élément de Gnr vérifiant les
mêmes conditions que g. Alors g−1g′ ∈ N(S, θ) et donc [g−1F(g)] = [g′−1F(g′)]
dans H˜1(F, N◦(S, θ)). La construction précédente ne dépend pas de la classe de
G-conjugaison choisie et on obtient une application
[S, θ]r/∼G → ker[H˜
1(F, N◦(S, θ))→ H1(F, Gnr)].
Cette application est injective. Prenons (S1, θ1) et (S2, θ2) deux éléments de
[S, θ]r. Soient g1, g2 ∈ Gnr associés à (S1, θ1) et (S2, θ2) et vérifiant que [g
−1
1 F(g1)] =
[g−12 F(g2)] dans H˜




2 est donc dans G. Ainsi, quitte à conjuguer
(S1, θ1) par un élément de G, on peut supposer que g2 = g1h. Comme h ∈ N(S, θ),
S1 = S2 et θ1〈m〉 = θ2〈m〉. Mais comme l’application TrFm/F est injective, θ1 = θ2.
Elle est également surjective par le lemme 3.5.8, d’où le résultat. 
5.1.2. Lemme. L’application Nnr ։ W˜ induit un isomorphisme H1(F, Nnr)
∼
→
H1(F, W˜ ) (et de même en remplaçant respectivement Nnr par N(S, θ), N◦(S, θ) et
W˜ par W˜ (S, θ), W˜ ◦(S, θ)).
Démonstration. La preuve est analogue à celle du lemme 2.3.4 de [DR09]. 
Notons H˜1(F, W˜ ◦(S, θ)) l’image de H1(F, W˜ ◦(S, θ)) dans H1(F, W˜ (S, θ)).
5.1.3. Corollaire. On a une bijection
[S, θ]r/∼G
∼
−→ ker[H˜1(F, W˜ ◦(S, θ))→ H1(F, W˜ /W a)].
Démonstration. D’après la proposition A.0.3 on a le diagramme commutatif
H1(F, N◦(S, θ)) //
∼










H1(F, W˜ ◦(S, θ)) // H1(F, W˜ (S, θ)) // H1(F, W˜ ) // H1(F, W˜ /W a)
d’où le résultat par la proposition 5.1.1. 
On définit de même H˜1(F, W˜ ◦(S, θ)/W a(S, θ)) comme l’image deH1(F, W˜ ◦(S, θ)/W a(S, θ))
dans H1(F, W˜ (S, θ)/W a(S, θ)).
5.1.4. Proposition. On a une bijection
[S, θ]r/∼e
∼
−→ ker[H˜1(F, W˜ ◦(S, θ)/W a(S, θ))→ H1(F, W˜ /W a)].
Et l’application, qui à un élément de [S, θ]r associe sa classe de ∼e-équivalence, est
donnée par l’application naturelle H˜1(F, W˜ ◦(S, θ))→ H˜1(F, W˜ ◦(S, θ)/W a(S, θ)).
Démonstration. Commençons par montrer que l’application
H1(F, W˜ ◦(S, θ))→ H1(F, W˜ ◦(S, θ)/W a(S, θ))
est surjective. Notons que si (S′, θ′) est ∼r-équivalente à (S, θ) (les deux paires
étant reliées par un g vérifiant g−1F(g) ∈ N◦(S, θ)), alors comme dans l’annexe A
l’application x 7→ gxF(g)−1 induit des bijections faisant commuter le diagramme
(*) H1(F, W˜ ◦(S, θ)) //
∼

H1(F, W˜ ◦(S, θ)/W a(S, θ))
∼

H1(F, W˜ ◦(S′, θ′)) // H1(F, W˜ ◦(S′, θ′)/W a(S′, θ′))
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Il nous suffit donc de montrer la surjectivité de
H1(F, W˜ ◦(S′, θ′))→ H1(F, W˜ ◦(S′, θ′)/W a(S′, θ′)).
D’après le lemme 3.5.9, il existe une paire (S′, θ′) ∼r-équivalente à (S, θ) telle
que A(S′,θ′) contienne C(S′,θ′) une chambre F-stable. Notons Ω(S′,θ′) := {w ∈
W˜ ◦(S′, θ′), w ·C(S′,θ′) = C(S′,θ′)}. L’isomorphisme Ω(S′,θ′)
∼
→ W˜ ◦(S′, θ′)/W a(S′, θ′)
nous fournit alors une section F-équivariante à la suite exacte
1→W a(S′, θ′)→ W˜ ◦(S′, θ′)→ W˜ ◦(S′, θ′)/W a(S′, θ′)→ 1.
En particulier l’application voulue est bien surjective.
En utilisant le corollaire 5.1.3, on obtient une surjection
[S, θ]r/∼G ։ ker[H˜
1(F, W˜ ◦(S, θ)/W a(S, θ))→ H1(F, W˜ /W a)].
Il nous reste à montrer que cette application passe au quotient pour la∼e-équivalence
et que l’application quotientée est injective. C’est à dire, il faut montrer que si
(S1, θ1), (S2, θ2) ∈ [S, θ]r alors (S1, θ1) ∼e (S2, θ2) si et seulement si (S1, θ1) et
(S2, θ2) ont même image dans H˜1(F, W˜ ◦(S, θ)/W a(S, θ)). Or le diagramme com-
mutatif (*) (appliqué avec (S1, θ1) à la place de (S
′, θ′)) permet de nous ramener
au cas où (S1, θ1) = (S, θ). Supposons donc que (S2, θ2) ∼e (S, θ), il existe alors g
reliant les deux paires tel que g−1F(g) ∈ Na(S, θ) et donc l’image de (S2, θ2) est
triviale dans H˜1(F, W˜ ◦(S, θ)/W a(S, θ)). Réciproquement, supposons que l’image
de (S2, θ2) est triviale dans H˜1(F, W˜ ◦(S, θ)/W a(S, θ)) c’est à dire que si g relie
(S2, θ2) et (S, θ), et que w¯ est l’image de g−1F(g) dans W˜ ◦(S, θ)/W a(S, θ) alors
[w¯] = [1] dans H˜1(F, W˜ ◦(S, θ)/W a(S, θ)). Ainsi quitte à multiplier g par un élé-
ment de N(S, θ) on peut supposer que w¯ = 1, c’est à dire que g−1F(g) ∈ Na(S, θ)
et donc que (S2, θ2) ∼e (S, θ), ce qui achève la preuve de la proposition. 
Notons que cette proposition dépend du choix d’un point base (S, θ). Cependant ;
si (S′, θ′) ∈ PΛ est une autre paire telle que (S, θ) ∼e (S
′, θ′). Prenons g ∈ Gnr
reliant (S, θ) et (S′, θ′) tel que g−1F(g) ∈ Na(S, θ), nous avons alors le diagramme
commutatif suivant
[S, θ]r/∼e




∼ // ker[H˜1(F, W˜ ◦(S′, θ′)/W a(S′, θ′))→ H1(F, W˜ (S′)/W a(S′))]
5.2. Les groupes Gφ,σ. Dans le but de décrire les classes de ∼e-équivalence en des
termes duaux, nous avons besoin d’introduire quelques notations. Dans [Dat17a]
section 2.1.4, Dat construit un groupe Gφ,σ pour chaque φ : IΛF →
LG et σ ∈
Σ(〈ϑ̂〉, π˜0(φ)). Nous rappelons ici cette construction.
Soit φ : IΛF →
LG un paramètre inertiel. La conjugaison par n’importe quelle








Appelons alors Gsplit,◦φ un groupe réductif sur F dual de CĜ(φ)
◦. Le choix d’un
épinglage de Gsplit,◦φ nous donne une section Out(G
split,◦





◦) = Out(Gsplit,◦φ ) −→ Aut(G
split,◦
φ ).
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muni d’une action de π˜0(φ) donnée par
θ : π˜0(φ) −→ Aut(G
split
φ )
(où π˜0(φ) agit sur π0(φ) par conjugaison). Alors n’importe quelle section continue
σ : 〈ϑ̂〉 → π˜0(φ) nous donne une F -formeGφ,σ de G
split




nr) soit l’action naturelle twistée par θ ◦ σ. La composante
neutre G◦φ,σ de Gφ,σ est alors un groupe réductif connexe non-ramifié et l’on a




Notons également que si c ∈ π0(φ), la conjugaison par (1, c) dansG
split
φ (F ) induit
un F -isomorphismeGφ,σ
∼
−→ Gφ,σc , de sorte que la classe d’isomorphisme de Gφ,σ
sur F ne dépend que de l’image de σ dans Σ(〈ϑ̂〉, π˜0(φ)). Nous pouvons remarquer
que par construction de G◦φ,σ nous avons le lemme suivant
5.2.1. Lemme. Soit t ∈ G∗ss,Λ l’image de (φ, σ) par l’application de la proposition
4.4.6. Alors la donnée radicielle de (G◦φ,σ)
∗ munie de l’action du Frobenius est égale
à celle de CG∗(t)◦ également munie de l’action du Frobenius.
On définit l’ensemble H˜1(F, G◦,nrφ,σ ) := Im[H
1(F, G◦,nrφ,σ ) → H
1(F, Gnrφ,σ)]. Alors
H˜1(F, G◦,nrφ,σ ) n’est autre que H
1(F, G◦,nrφ,σ ) quotienté par l’action de π0(φ)
σ(ϑ̂). Nous
avons besoin d’une application
hφ,σ : H˜
1(F, G◦,nrφ,σ )→ H
1(F, Gnr).












(φ)◦)σ(ϑ̂) nous fournit alors une ap-
plication H1(F, G◦,nrφ,σ ) → H
1(F, Gnr). Pour obtenir l’application voulue, il reste à




































On munit Σ(φ) d’une application Σ(φ) → H1(F, Gnr) définie comme le co-produit
des applications H˜1(F, G◦,nrφ,σ )→ H
1(F, Gnr) précédentes.
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5.3. Le cas quasi-déployé. On suppose dans cette partie que G est non-ramifié
(c’est-à-dire que l’on suppose en plus queG est quasi-déployé). Utilisons les groupes
Gφ,σ que l’on vient de définir pour réinterpréter les groupes de cohomologies appa-
rus dans la section 5.1 dans le cas où le groupe est non-ramifié.
Prenons une classe de ∼r-équivalence déterminée par un couple (φ, σ) ou, de
façon équivalente, par une classe de conjugaison rationnelle de t dans G∗. Prenons
S
∗ un tore maximalement déployé dans CG∗(t)◦.
Fixons un sommet hyperspécial o dans BT ainsi qu’un isomorphisme entre G
∗
o
et G∗. Ainsi S∗ devient un tore maximal F-stable de G
∗
o et nous pouvons choisir S
un tore maximal F-stable de Go en dualité avec S
∗ sur k. Ce dernier se relève en un
tore non-ramifié S de G. La bijection (S∗)F
∼
→ X∗(S)/(FS − 1)X∗(S) (voir section
3.1) envoie t sur un élément que l’on nomme θ. Nous obtenons de la sorte une paire
(S, θ) ∈ PΛ. Notons que cette paire est bien définie à ∼e-équivalence près (une fois
le sommet hyperspecial o fixé) puisque toutes les paires obtenues par le procédé
précédent induisent un système cohérent minimal qui contient le couple (o, t) (ces
systèmes sont donc tous égaux) et sont donc ∼e-équivalentes. Notons également que
par construction, (S, θ) est un représentant de la ∼r-classe que l’on avait choisie.




(S) (le groupe de Weyl étendu de G◦φ,σ relativement à S dans F
nr) et
W a(S, θ) à W a
G◦
φ,σ
(S), en tant que sous-groupe du groupe des transformations af-
fines de X∗(S) ⊗Z R. Ces identifications sont également compatibles à l’action du
Frobenius F.




et CG∗(t)◦ (cet isomorphisme existe par le lemme 5.2.1). De
même que précédemment, grâce à o′ nous pouvons obtenir à partir de S∗ un tore
maximal non-ramifié S′ de G◦φ,σ. L’identification naturelle X∗(S
′) = X∗(S∗) =
X∗(S) nous fournit un isomorphisme ι : S
∼
→ S′.










De plus, par définition de l’appartement non-étendu, il existe une unique surjec-
tion ηo′ : X∗(S)⊗Z R։ AG◦
φ,σ
(ι(S)) telle que
— ηo′ est compatible aux actions de X∗(ι(S) ∩D(G
◦
φ,σ))⊗Z R (par translation)





— ηo′ envoie 0 sur o′
Alors µo′(W aG◦
φ,σ
(ι(S))) est le sous-groupe de WG◦
φ,σ
(ι(S))⋉X∗(S) engendré par les
réflexions des murs du système de racine de ι(S) dans G◦φ,σ et leurs translatés par
X∗(S).
De façon analogue sur G, le sommet o étant hyperspécial, nous obtenons un
isomorphisme
µo : W˜
◦(S, θ) =W ◦o (S, θ)⋉X∗(S)
∼
→W ◦(S, θ)⋉X∗(S)
et une unique surjection ηo : X∗(S)⊗Z R։ A(S,θ) qui soit compatible aux actions
de X∗(S∩D(G))⊗ZR, deW ◦(S, θ)⋉X∗(S) ≃ W˜ ◦(S, θ) et envoie 0 sur o. De même,
µo(W
a(S, θ)) est le sous-groupe deW ◦(S, θ)⋉X∗(S) engendré par les réflexions des
murs du système de racine de S dans G vérifiant 〈α, θ〈d〉〉 = 0 et leurs translatés
par X∗(S).








(S′) et sa preuve montre qu’il préserve également les systèmes de racines.







Et la discussion précédente montre que cet isomorphisme préserve les groupes de











Les résultats de l’annexe A nous montrent que l’on a des bijections H1(F, Gnr) ≃
H1(F, W˜ /W a) et H1(F, G◦,nrφ,σ ) ≃ H
1(F, W˜ ◦(S, θ)/W a(S, θ)). Notons X = X∗(S) et
X¯(S, θ) := X/Xa(S, θ) où Xa(S, θ) := X ∩W a(S, θ). Alors on a la commutativité














H1(F, W˜ ◦(S, θ)/W a(S, θ)) // H1(F, W˜ /W a)
.
(notons que les flèches verticales de gauche utilisent les identifications du lemme
5.3.1).








H1(F, W˜ ◦(S, θ)/W a(S, θ)) // H1(F, W˜ /W a)
.
En remarquant de plus que W˜ (S, θ)/W˜ ◦(S, θ) ≃W (S, θ)/W ◦(S, θ) ≃ π0(CG∗(t)),
et que les flèches verticales de gauches des précédents diagrammes sont compatibles
avec l’action de π0(φ)σ(ϑ̂) on obtient








H˜1(F, W˜ ◦(S, θ)/W a(S, θ)) // H1(F, W˜ /W a)
Les propositions 5.3.2 et 5.1.4 démontrent la proposition suivante
5.3.3. Proposition. Nous avons une bijection
Cr(φ, σ)/∼e
∼
−→ ker[H˜1(F, G◦,nrφ,σ )→ H
1(F, Gnr)],
où Cr(φ, σ) est la classe de ∼r-équivalence image réciproque de (φ, σ) par l’injection
PΛ/∼r →֒ Φ˜m(IΛF ,
LG).
On déduit de la proposition 5.3.3 et du théorème 3.5.12 le théorème suivant
5.3.4. Théorème. Soient G un groupe réductif connexe non-ramifié.
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Soient φ : IΛF →
LG un paramètre inertiel et σ ∈ Σ(〈ϑ̂〉, π˜0(φ)). Nous avons la









où le produit est pris sur les α ∈ ker[H˜1(F, G◦,nrφ,σ )→ H
1(F, Gnr)]. Toutes ces caté-
gories sont construites à partir de systèmes de classes de conjugaison 0-cohérents
minimaux.
5.3.5. Remarque. La bijection Cr(φ, σ)/∼e
∼
−→ ker[H˜1(F, G◦,nrφ,σ ) → H
1(F, Gnr)]
(de la proposition 5.3.3) semble canonique, mais ne l’est pas (par conséquent la
décomposition du théorème 5.3.4 ne l’est pas non plus). Elle dépend du choix du
sommet hyperspécial o qui permet de sélectionner un représentant (S, θ) de Cr(φ, σ).
De plus, il n’est pas possible de la rendre canonique. En effet, prenons l’exemple





dans PGL2(k). Cette der-
nière, plus le choix d’un sommet hyperspécial donne un système de classes de
conjugaison cohérent minimal (en mettant des systèmes de conjugaison vide sur
les sommets non-conjugués à ce sommet). Comme il y a deux ensembles de som-
mets hyperspéciaux, non-conjugués entre eux, on obtient deux systèmes minimaux,
et il est impossible de les différencier.
Nous nous attendons également à une compatibilité du théorème 5.3.4 à la corres-
pondance de Langlands locale enrichie (à un paramètre de Langlands enrichi (ϕ, η)
où η ∈ Irr(π0(CĜ(ϕ))), on associe un α en restreignant η à π0(Z(CĜ(φ)
◦)σ(ϑ̂))).
Cette dernière n’est pas non plus canonique mais dépend du choix d’une donnée de
Whittaker.
5.4. Décomposition pour une forme intérieure pure. En suivant les idées de
Vogan, supposons toujours que G est non-ramifié et nous allons traiter toutes ses
formes intérieures pures.
Soit u ∈ Z1(F, Gnr). Ce dernier permet de définir un Frobenius twisté Fu :=
Ad(u) ◦ F donnant lieu à une forme intérieure pure (Gnr)Fu de G. Pour g ∈ Gnr, la
conjugaison par g induit un isomorphisme
Ad(g) : (Gnr)Fu −→ (Gnr)Fg∗u
où g ∗ u = guF(g)−1. Ainsi les formes intérieures pures sont paramétrées par les
ω ∈ H1(F, Gnr), mais à un ω fixé nous n’avons pas de Frobenius twisté canonique
associé. Pour remédier à cela nous allons considérer dans cette partie non pas des
paires (S, θ) mais des triplets (S, θ, u) avec u ∈ Z1(F, Gnr).
Considérons les triplets (S, θ, n) où n ∈ N(S) donne un cocyle dans Z1(F, Gnr),
S est un Fnr-tore déployé maximal Fn-stable deG (on rappelle que Fn = Ad(n)◦F)
et θ ∈ X∗(S)/(Fn,S − 1)X∗(S), avec Fn,S := wϑS ◦ ψ, où w est l’image de n dans
W (S). Alors dans ce cas, la paire (S, θ) est un élément de PΛ comme dans la
section 3, mais pour le groupe (Gnr)Fn . Notons cet ensemble PΛ((Gnr)Fn).
Deux triplets (S1, θ1, n1) et (S2, θ2, n2) sont dit Gnr-conjugués s’il existe g ∈ Gnr
tel que gS1 = S2, gθ1 = θ2 et g ∗ n1 = n2. Prenons (S, θ, n) un triplet. La paire
(S, θ) appartient alors à PΛ((Gnr)Fn). Nommons ω l’image de n par Z1(F, Gnr)→
H1(F, Gnr). Si m ∈ Z1(F, Gnr) est un autre cocycle d’image ω, alors il existe g ∈
Gnr tel que g∗n = m. Alors la paire (gS, gθ) appartient à PΛ((Gnr)Fm). Si g′ ∈ Gnr
est un autre élément tel que g′ ∗ n = m, alors g(g′)−1 = Fm(g(g′)−1), de sorte que
(S, θ, n) définit une paire (Sω, θω) ∈ PΛ(Gω) bien définie à Gω-conjugaison près,




→ {(ω, (Sω, θω)), ω ∈ H
1(F, Gnr), (Sω, θω) ∈ PΛ(Gω)/∼Gω}.
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On peut étendre, de la même façon, la relation d’équivalence ∼e aux triplets de la
manière suivante
5.4.1. Définition. Deux triplets (S1, θ1, n1) et (S2, θ2, n2) sont dit ∼r-équivalents
(resp. ∼e-équivalents) si et seulement s’il existe m ∈ N∗ , g ∈ Gnr et h ∈ Gnr tels
que












(3) hθ1〈m〉 = gθ2〈m〉
(4) h−1Fn1(h) ∈ N
◦(S1, θ1) (resp. h−1Fn1(h) ∈ N
a(S1, θ1))
Notons que dans la définition précédente, θ1〈m〉 est relatif à Fn1 et θ2〈m〉 à Fn2 .
Soient (S1, θ1, n1) et (S2, θ2, n2) deux triplets et notons respectivement (S1,ω1 , θ1,ω1) ∈
PΛ(Gω1)/∼Gω1 et (S2,ω2 , θ2,ω2) ∈ PΛ(Gω2)/∼Gω2 les paires associées par l’appli-
cation précédente. Alors (S1, θ1, n1) ∼r (S2, θ2, n2) si et seulement si ω1 = ω2 et
(S1,ω1 , θ1,ω1) ∼r (S2,ω2 , θ2,ω2) (et de même pour ∼e). En effet, fixons par exemple
n1 et prenons Gω1 = (G
nr)Fn1 . Alors ω1 = ω2 si et seulement s’il existe g ∈ Gnr
tel que g ∗ n2 = n1. Dans ce cas on peut prendre (S2,ω2 , θ2,ω2) = (
gS2, gθ2)
et (S1,ω1 , θ1,ω1) = (S1, θ1) et la condition pour que ces deux paires soient ∼r-
équivalentes (resp. ∼e-équivalentes) est exactement la définition 5.4.1. On obtient
donc en particulier une bijection
{(S, θ, n)}/∼e
∼
→ {(ω, (Sω, θω)), ω ∈ H
1(F, Gnr), (Sω, θω) ∈ PΛ(Gω)/∼e}.
Une classe de ∼e-équivalence de triplets (S, θ, n) correspond donc à un système
d’idempotents cohérent minimal de Gω.
Considérons un triplet (S, θ, e) (e désigne l’élément neutre de Gnr) et n ∈
N◦(S, θ) donnant un cocyle dans Z1(F, Gnr). Le tore S est F-stable et comme
n ∈ N(S) il est également Fn-stable. La preuve du lemme 3.5.8 montre qu’il existe
θn ∈ X∗(S)/(Fn,S − 1)X∗(S) tel que θ〈m〉 = θn〈m〉 pour un certain m ∈ N∗. No-
tons que ce θn est unique. En effet, s’il existe θ′n ∈ X
∗(S)/(Fn,S − 1)X∗(S) tel que
θ〈m′〉 = θ′n〈m
′〉, alors θn〈mm′〉 = θ′n〈mm
′〉 et θn = θ′n par injectivité de TrFmm′/F
(lemme 3.4.1). On vient donc de construire une application qui à (S, θ, e) associe le
triplet (S, θn, n).
Comme θ〈m〉 = θn〈m〉, on a en particulier que W˜ ◦(S, θ) = W˜ ◦(S, θn) etW a(S, θ) =
W a(S, θn). On obtient de la sorte
5.4.2. Corollaire. La multiplication par n−1 (à droite) nous donne le diagramme
commutatif suivant
H˜1(F, W˜ ◦(S, θ)/W a(S, θ)) //
×n−1






a(S, θn)) // H1(Fn, W˜ /W a)
.
Revenons à nos classes d’équivalence pour ∼e. Rappelons que hφ,σ est l’applica-
tion hφ,σ : H˜1(F, G
◦,nr
φ,σ ) −→ H
1(F, Gnr).




où Cr(φ, σ,Gω) est la classe de ∼r-équivalence image réciproque de (φ, σ) par l’in-
jection PΛ(Gω)/∼r →֒ Φ˜m(IΛF ,
LG).
De plus, cette bijection ne dépend que du choix du sommet hyperspécial o fait en
5.3.
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Démonstration. Considérons (S, θ) une paire construite à partir de (φ, σ) et o
comme dans la section 5.3. La proposition 5.3.2 montre que l’on peut identifier
hφ,σ à l’application H˜1(F, W˜ ◦(S, θ)/W a(S, θ)) → H1(F, W˜ /W a). On voit donc ω
comme un élément de H1(F, W˜ /W a) dans l’image de H˜1(F, W˜ ◦(S, θ)/W a(S, θ)).
Le lemme 5.1.2 ainsi que la preuve de la proposition 5.1.4 montrent que l’applica-
tion H1(F, N◦(S, θ)) → H1(F, W˜ ◦(S, θ)/W a(S, θ)) est surjective. En particulier, il
existe n ∈ N◦(S, θ) donnant un cocycle de Z1(F, N◦(S, θ)) et ayant pour image ω
par l’application Z1(F, N◦(S, θ))→ H˜1(F, W˜ ◦(S, θ)/W a(S, θ))→ H1(F, W˜ /W a).
Nous savons alors construire un triplet (S, θn, n) tel que Cr(φ, σ,Gω) = [S, θn, n]r
(où [S, θn, n]r désigne la classe de ∼r-équivalence de (S, θn, n)). La proposition 5.1.4
nous donne une bijection entre [S, θn, n]r/∼e et ker[H˜1(Fn, W˜ ◦(S, θn)/W a(S, θn))→
H1(Fn, W˜ /W




Il nous reste à vérifier que cette bijection est indépendante du choix de n. Prenons
m ∈ Z1(F, N◦(S, θ)) un autre relèvement de ω. Nous allons montrer que l’image de
(S, θm,m) par la bijection précédente est l’image dem dans H˜1(F, W˜ ◦(S, θ)/W a(S, θ))
ce qui achèvera la preuve. Comme les triplets (S, θn, n) et (S, θm,m) sont ∼r-







m , hθn〈k〉 = gθm〈k〉 et h−1Fn(h) ∈ N◦(S, θn). Alors par construction de la bi-
jection [S, θn, n]r/∼e
∼
→ h−1φ,σ(ω), l’image de (S, θm,m) est l’image de h
−1nF(h)
dans H˜1(F, W˜ ◦(S, θ)/W a(S, θ)). Nous savons qu’il existe kn, km ∈ N∗ tels que










et hθ〈k′〉 = gθ〈k′〉, de sorte que g−1h ∈ N(S, θ). Nous pou-
vons alors conclure que h−1nF(h) = (h−1g)mF(g−1h) et m ont même image dans
H˜1(F, W˜ ◦(S, θ)/W a(S, θ)). 
On déduit de la proposition 5.4.3 précédente et du théorème 3.5.12 le théorème
suivant.
5.4.4.Théorème. Soient G un groupe réductif connexe non-ramifié et ω ∈ H1(F,G).
À ω correspond Gω, une forme intérieure pure de G.
Soient φ : IΛF →
LG un paramètre inertiel et σ ∈ Σ(〈ϑ̂〉, π˜0(φ)). Nous avons la











On peut également réinterpréter ce résultat grâce à la section 5.2, en une décompo-
sition de RepφΛ(Gω) en un produit de sous-catégories indexées par ψ
−1
φ (ω), où ψφ
est l’application ψφ : Σ(φ)→ H1(F,G).
De plus toutes ces catégories sont construites à partir de systèmes de classes de
conjugaison 0-cohérents minimaux.
Notons que cette décomposition n’est pas canonique mais dépend du choix d’un
sommet hyperspécial (voir remarque 5.3.5).
5.5. Lien entre Zℓ et Qℓ. Explicitons le lien entre les catégories sur Qℓ et sur Zℓ.
Soit (φ, σ) ∈ Φ˜m(IF , LG) et (φ′, σ′) ∈ Φ˜m(I
(ℓ)
F ,
LG) l’image de (φ, σ) par l’ap-
plication Φ˜m(IF , LG) → Φ˜m(I
(ℓ)
F ,
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induisant une application naturelle H˜1(F,G◦φ,σ)→ H˜
1(F,G◦φ′,σ′).
Il est alors aisé d’obtenir la proposition suivante.








(Gω), où le produit est pris sur les (φ, σ) ∈ Φ˜m(IF , LG) s’en-




G) et α ∈ h−1φ,σ(ω) s’envoyant sur
α′ par H˜1(F,G◦φ,σ)→ H˜
1(F,G◦φ′,σ′).
5.6. Compatibilité à l’induction et à la restriction parabolique. Vérifions
ici la compatibilité de la décomposition du théorème 5.4.4 aux foncteurs d’induction
et de restriction parabolique.
Soit P un F -sous-groupe parabolique de G de quotient de Levi M défini sur F .
Considérons M̂ un dual de M sur Qℓ muni d’un plongement ι :
LM →֒ LG. Soient
φM ∈ Φm(IΛk ,
LM) et σM ∈ Σ(〈ϑ̂〉, π˜0(φM )). Nous avons vu à la section 4.6 que
nous pouvions associer à φM et σM le paramètre φ := ι ◦ φM ∈ Φm(IΛF ,
LG) et
σ := ι ◦ σM ∈ Σ(〈ϑ̂〉, π˜0(φ)).









L’isomorphisme de Kottwitz nous définit alors une application
H˜1(F,M◦,nrφM ,σM ) −→ H˜
1(F, G◦,nrφ,σ )






H1(F,Mnr) // H1(F, Gnr)
.
Soit ωM ∈ H1(F,Mnr) et ω ∈ H1(F, Gnr) son image parH1(F,Mnr)→ H1(F, Gnr).
Ainsi αM ∈ ψ
−1
(φM ,σM )
(ωM ) est envoyé sur α ∈ h
−1
φ,σ(ω). On notera par la suite ι
G
M ,
comme dans la section 4.6 l’application qui à (φM , σM , αM ) associe (φ, σ, α). No-
tons que comme ω est l’image de ωM , alors MωM est un Levi de Gω et l’on a un
plongement de BTe(MωM ) dans BT
e(Gω).
Réinterprétons l’application αM → α en terme de groupes de Weyl. Nommons
t ∈ M∗ss,Λ la classe de conjugaison semi-simple associée à (φM , σM ). Fixons o un
sommet hyperspécial de BTe(M) donnant un sommet hyperspécial de BTe(G) (que
l’on nomme encore o). La section 5.3 construit alors à partir de (φM , σM ) une paire
(S, θ) où S est un tore maximal non-ramifié de M. Ce dernier permet de définir
les groupes W˜ ◦M (S, θ),W
a
M (S, θ), W˜M , W
a
M (on rajoute des indices M pour signifier
que ces groupes sont définis vis à vis de M). Le tore S peut également être vu
comme un tore maximal non-ramifié de G et donc définit également les groupes
W˜ ◦(S, θ),W a(S, θ), W˜ , W a. Les inclusions W˜ ◦M (S, θ) ⊆ W˜
◦(S, θ) et W aM (S, θ) ⊆
W a(S, θ) permettent de définir une application
H˜1(F, W˜ ◦M (S, θ)/W
a
M (S, θ)) −→ H˜
1(F, W˜ ◦(S, θ)/W a(S, θ)).
Cette application correspond à H˜1(F,M◦,nrφM ,σM ) −→ H˜
1(F, G◦,nrφ,σ ) via la proposition
5.3.2.
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5.6.1. Lemme. Notons N une forme intérieure pure de M associée à ωM . Soient x
un sommet dans l’immeuble de Bruhat-Tits étendu de N et s ∈ (N
∗
x)ss,Λ. Nommons
(φM , σM , αM ) les données associées à s. Notons également (φ, σ, α) les données
associées à s vu comme un élément de (G
∗
x)ss,Λ (où x est vu ici comme un élément
de BTe(Gω)). Alors (φ, σ, α) = ιGM (φM , σM , αM ).
Démonstration. Cela découle aisément de la définition de l’application ιGM , puisque
à s on associe une paire (S′, θ′), avec S′ un tore maximal non-ramifié deN , et lorsque
s est vu comme un élément de (G
∗
x)ss,Λ, on peut lui associer la même pair (S
′, θ′)
mais en voyant cette fois-ci S′ comme un tore maximal non-ramifié de Gω. 







(φM ,σM ,αM )
ιGM(φM ,σM ,αM )=(φ,σ,α)
Rep




(φM ,σM ,αM )
Λ (MωM )) ⊆ Rep
ιGM(φM ,σM ,αM )
Λ (Gω)
Démonstration. Cela découle du lemme 5.6.1 et des propositions 2.4.2, 2.4.1. 
5.6.3. Théorème. Si C
Ĝ
(φ) ⊆ ι(M̂) le foncteur d’induction parabolique iGP réalise
une équivalence de catégories entre Rep(φM ,σM ,αM )Λ (MωM ) et Rep
ιGM(φM ,σM ,αM )
Λ (Gω).
Démonstration. Cela découle du théorème 5.6.2 et du théorème 4.4.6 dans [Lan18].

5.7. Compatibilité à la construction de DeBacker-Reeder. Soit ϕ un para-
mètre de Langlands modéré elliptique et en position général comme dans [DR09]
(elliptique signifie que l’image de ϕ n’est pas contenue dans un sous-groupe de Levi
propre de LG et en position générale que le centralisateur de ϕ(IF ) dans Ĝ est un
tore). Soit ω ∈ H1(F,G). L’isomorhisme de Kottwitz permet de définir, comme dans
la section 5.2, une application Irr(C
Ĝ
(ϕ))→ H1(F,G) et l’on note Irr(C
Ĝ
(ϕ), ω) la
fibre sur ω de cette application. DeBacker et Reeder construisent alors dans [DR09]
un L-paquet Π(ϕ, ω) pour Gω, paramétré par Irr(CĜ(ϕ), ω). Nous souhaitons véri-
fier dans cette partie, que cette construction est compatible à la décomposition du
théorème 5.4.4.
Fixons o un sommet hyperspécial que l’on choisira identique pour la construction
de DeBacker-Reeder et la notre, ainsi que T un tore maximalement déployé de G.
Rappelons brièvement la construction de DeBacker et Reeder. Quitte à conjuguer
ϕ, on peut supposer que ϕ(IF ) ⊆ T̂ et que ϕ(Frob) = fϑ̂, avec f ∈ N(T̂). Notons
w, l’image de f dans W . On peut former à partir de ce ϕ ([DR09] section 4.3) un
caractère χ de niveau zéro de TF. Soit λ ∈ Xw, où Xw est la préimage dans X
de [X/(1 − wϑ)X ]tor. L’évaluation sur une uniformisante ̟, identifie λ à tλ ∈ W˜ ,
l’opérateur de translation par λ. DeBacker et Reeder construisent alors, dans la
section 2.7, w˙ ∈ N , w˙λ ∈ N et uλ ∈ Z1(F, N) tels que w˙ relèvew, w˙λ = p
−1
λ Fλ(pλ) et
tλw˙ = w˙λuλ, où Fλ = Ad(uλ)◦F. On pose Tλ = pλT et χλ = pλχ ∈ Irr(T
Fλ
λ ). Grâce
à la théorie de Deligne-Lusztig, ils forment à partir de (Tλ, χλ) une représentation
πλ de (Gnr)Fλ .
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5.7.1. Théorème. La construction de DeBacker-Reeder ([DR09]) est compatible au
théorème 5.4.4. C’est à dire que πλ appartient à Rep
(φ,σ,α)
Qℓ
(Gω) où φ = ϕ|IF , σ(ϑ̂) =
ϕ(Frob) et α correspond à λ via la bijection [X/(1−wϑ)X ]tor
∼
−→ H1(Fw , T nr) (voir
lemme A.0.4).
Démonstration. Dans cet article, à partir de ϕ nous construisons non pas (T, χ)
mais une paire (S, θ), où θ ∈ Irr(0(SF)/(SF)+). Le lien entre les deux est le suivant.
Écrivons, comme dans [DR09] section 2.6, w˙ = p−10 F(p0), avec p0 ∈ G
◦
o. Alors
S = p0T. Comme p0χ ∈ Irr(S
F) est de niveau zéro, on le voit comme un caractère
de SF/(SF)+, et on a θ = (p0χ)|0(SF).
Notons qu’avec les hypothèses faites sur ϕ, on a que C
Ĝ
(φ) = T̂, de sorte
que G◦φ,σ = S
F. En particulier W˜ (S, θ) = W˜ ◦(S, θ) = X∗(S), W a(S, θ) = 1 et
N◦(S, θ) = S. L’élément p0λp
−1
0 nous donne bien un élément deH
1(F, W˜ ◦(S, θ)/W a(S, θ)),




◦(S, θ) qui relève p0λp
−1
0 . La preuve du théorème 5.4.4 construit
alors le triplet (S, θn, n). Mais comme n ∈ S, F = Fn sur S et donc θn = θ. On
obtient un triplet (S, θ, n) qui donne un système cohérent. Posons g := pλp
−1
0 . Alors




















La définition 5.4.1 montre (avec h = 1) que (S, θ, n) ∼e (gS, gθ, u). Or gS =
pλp
−1
0 S = pλT = Tλ et de même gθ = (χλ)|0(TFλ
λ
)
. Les deux constructions sont
donc compatibles. 
Annexe A. Cohomologie des groupes p-adiques
Rappelons dans cette annexe, quelques éléments sur la cohomologie des groupes
p-adiques dont nous avons besoin dans cet article.
Soit U un groupe muni d’un endomorphisme F tel que tout élément est fixé par
une puissance de F. Munissons U de la topologie discrète. Alors le groupe Zˆ des
entiers profinis, de générateur topologique F, agit continûment sur U et on note
H1(F, U) := H1(Zˆ, U)
la cohomologie continue de U .
Pour un entier d ≥ 1 et un g ∈ U on note Nd(g) := gF(g) · · ·Fd−1(g) ∈ U . On
peut alors voir les cocycles continus comme les éléments de
Z1(F, U) := {u ∈ U |Nd(u) = 1 pour un certain d ≥ 1}.
Alors H1(F, U) est le quotient de Z1(F, U) sous la U -action : g ∗ u = guF(g)−1.
Dans le cas qui nous intéresse d’un groupe réductif connexe G non-ramifié nous
retrouvons la cohomologie Galoisienne. Notons F l’automorphisme de Gnr donné
par l’action d’un Frobenius inverse. Alors la surjection naturelle Gal(F/F ) →
Gal(F/F )/IF induit un isomorphisme
H1(F, Gnr) ≃ H1(F,G)
(voir par exemple [DR09] section 2.2).
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Prenons T un tore maximal Fnr-déployé défini sur F et maximalement déployé
dansG. L’appartementA contient une chambre C F-stable carT est maximalement
déployé. Notons alors NnrC := {n ∈ N
nr|n · C = C} et ΩC := {w ∈ W˜ |w · C = C}.
Notons que ΩC est l’image de NnrC dans W˜ et que comme W
a agit simplement
transitivement sur l’ensemble des chambres on a un isomorphisme ΩC
∼
→ W˜/W a.
A.0.1. Proposition ([DR09] Corollaire 2.4.3). Les applications NnrC ։ ΩC et
NnrC →֒ G
nr induisent des isomorphismes sur les H1(F, ·) et donc un isomorphisme
H1(F, Gnr) ≃ H1(F,ΩC).
L’isomorphisme ΩC
∼
→ W˜/W a nous donne donc un isomorphisme H1(F, Gnr) ≃
H1(F, W˜ /W a), valable pour l’instant pour un tore maximalement déployé T.











H1(F, W˜ /W a)
où les flèches provenant de H1(F, Nnr) correspondent aux applications Nnr →֒ Gnr
et Nnr ։ W˜/W a.
Démonstration. Soit [n] ∈ H1(F, Nnr), notons w l’image de n dans W˜ et w¯ son
image dans W˜/W a. Montrons que l’application H1(F, Gnr) → H1(F, W˜ /W a) en-
voie [n] sur [w¯].
1. Il existe n′ ∈ Nnr et x ∈ C tel que [n] = [n′] ∈ H1(F, Nnr), w¯ = w¯′ ∈ W˜/W a
et w′F(x) = x, où w′ l’image de n′ dans W˜ et w¯′ son image dans W˜/W a.
L’élément w ∈ Z1(F, W˜ ), donc il existe un entier d tel que Nd(w) = 1. L’au-
tomorphisme F étant également d’ordre fini, wF ∈ W˜⋊ < F > est d’ordre fini. Il
possède donc un point fixe y dans A : wF(y) = y. Ce point y est contenu dans
l’adhérence d’une chambre C′ de A. Le groupeW a agissant transitivement sur l’en-
semble des chambres, il existe v ∈ W a tel que vC′ = C. Notons x = v · y ∈ C.
Comme wF(y) = y on a wF(v−1x) = v−1x, c’est à dire vwF(v)−1F(x) = x. Posons
alors w′ = vwF(v)−1 et n′ = v˙nF(v˙)−1, où v˙ est un relèvement de v dans Nnr, qui
satisfont alors les conditions souhaitées.
2. Il existe un polysimplexe σ ≤ C et un v ∈ Wσ tels que w′F(σ) = σ et vw′ ∈ ΩC .
L’action de w′F sur A préserve la structure simpliciale, donc il existe une unique
facette σ ≤ C contenant y tel que w′F(σ) = σ. L’adhérence de la chambre w′C =
w′F(C) contient σ tout comme C donc il existe v ∈ Wσ tel que v(w′C) = C (Wσ
agit transitivement sur l’ensemble des chambres dont l’adhérence contient σ).
3. Conclusion
Le groupe Wσ ⋊ Fn′ (où Fn′ = Ad(n′) ◦ F) étant fini, on a que v ∈ Z1(Fn′ ,Wσ).
En particulier on a un relèvement v˙ de v dans N tel que v˙ ∈ Z1(Fn′ , G◦,nrσ ) (un
tel relèvement existe car d’après la proposition 3 de [Tit66] il existe W˙σ ⊆ N
un sous-groupe fini de N se projetant sur Wσ). Or d’après [DR09] Lemme 2.3.1,
H1(Fn′ , G
◦,nr
σ )) = 1 et donc il existe g ∈ G
◦,nr
σ tel que v˙ = g
−1
Fn′(g). Ainsi v˙n′ =
g−1n′F(g)n′−1n′ = g−1n′F(g) de sorte que [n] = [n′] = [v˙n′] ∈ H1(F, Gnr). Main-
tenant on sait que v˙n′ ∈ NnrC et par construction de H
1(F, Gnr) → H1(F, W˜ /W a)
on sait qu’un co-cycle à valeur dans NnrC est envoyé sur son image dans W˜/W
a. Or
v˙n′ a pour image w¯ dans W˜/W a ce qui achève la preuve. 
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Nous souhaitons étendre les résultats précédents à n’importe quel tore non-
ramifié.
Soit donc T′ un tore maximal Fnr-déployé défini sur F et N ′, W˜ ′ ,W ′a définis
comme avant pour T′. Il existe un g ∈ Gnr tel que T ′nr = gT nr et on a alors
gF(g)−1 ∈ N ′nr. Notons que si n ∈ N alors gnF(g)−1 = (gng−1)(gF(g)−1) ∈ N ′nr.
De plus cette application, n 7→ gnF(g)−1, induit une application sur les Z1(F, ·) et
envoie des cocycles cohomologues sur des cocycles cohomologues, donc induit une
bijection H1(F, Nnr)
∼

















Notons w′ ∈ W˜ ′ l’image de gF(g)−1 par N ′nr ։ W˜ ′. Alors n 7→ gnF(g)−1 induit
une application W˜ → W˜ ′, v 7→ gvF(g)−1 = (gvg−1)w. Cette application passe au
quotient et induit une bijection W˜/W a
∼
−→ W˜ ′/W ′a, en effet si v1 = v2v0 avec
v1, v2 ∈ W˜ et v0 ∈ W a, (gv1g−1)w = (gv2v0g−1)w = [(gv2g−1)w](w−1gv0g−1w)
et comme gv0g−1 ∈ W ′a qui est normal dans W˜ ′, (w−1gv0g−1w) ∈ W ′a. Cette
application passe aux cocycles continus et induit une bijection
H1(F, W˜ /W a)
∼
→ H1(F, W˜ ′/W ′a)







H1(F, W˜ /W a)
∼ // H1(F, W˜ ′/W ′a)
On vient donc de construire un isomorphisme, valable pour tout tore maximal
non-ramifié T′,
H1(F, Gnr) ≃ H1(F, W˜ ′/W ′a)
qui vérifie grâce au lemme A.0.2 la proposition suivante
A.0.3. Proposition. On a une bijection H1(F, Gnr)
∼
→ H1(F, W˜ ′/W ′a) rendant le
diagramme commutatif suivant










H1(F, W˜ ′/W ′a)
Le résultat précédent étant valable pour tout tore non-ramifié, et pour éviter la
multiplication des ’ dans les formules, on ne suppose plus que T est maximalement
déployé. Expliquons le lien entre l’isomorphisme H1(F, Gnr) ≃ H1(F, W˜ /W a) et
l’isomorphisme de Kottwitz. Notons X = X∗(T). L’évaluation en ̟, un élément de
F de valuation 1, permet d’identifier λ ∈ X avec l’opérateur tλ ∈ W˜ de translation
par λ. Notons Xa := X ∩W a et X¯ := X/Xa. Alors l’application X → W˜ , λ 7→ tλ




A.0.4. Lemme ([DR09] Corollaire 2.4.2). On a un isomorphisme
[X¯/(1− ϑ)X¯]tor
∼
−→ H1(F, W˜ /W a)
où la notation [·]tor désigne les éléments de torsion.
D’après la section 2.5 de [DR09], on peut identifier X¯ = Hom(Z(Ĝ),C×) par
restriction des caractères. De plus X¯/(1−ϑ)X¯ = Hom(Z(Ĝ)ϑ̂,C×) et les éléments
de X¯/(1 − ϑ)X¯ s’annulant sur la composante identité de Z(Ĝ)ϑ̂ sont exactement
les éléments de torsion. D’où une identification
[X¯/(1− ϑ)X¯ ]tor = Irr[π0(Z(Ĝ)
ϑ̂)].
Nous retrouvons la forme usuelle de l’isomorphisme de Kottwitz.
Annexe B. Quelques isomorphismes sur les tores et leurs duaux
Dans cette section tous les groupes sont définis sur k. Nous rappelons quelques
isomorphismes sur les tores sur k qui nous sont utiles dans cet article. Nous suivons
pour cela [CE04] section 8.2.
Soit T un tore sur k et notons X(T) ses caractères et Y (T) ses co-caractères.







ℓ et l’on note





Posons également D = (Q/Z)p′ . L’application ι permet de définir un isomorphisme
Y (T)⊗Z D → T
η ⊗ a 7→ η(ι(a))
Via cet isomorphisme TF peut être décrit comme le noyau de l’endomorphisme F−1
de Y (T)⊗Z D :
1 −→ TF −→ Y (T)⊗Z D
F−1
−→ Y (T)⊗Z D −→ 1.(1)






0 // Y (T) //
F−1

Y (T)⊗Z Qp′ //
F−1





0 // Y (T) //

Y (T)⊗Z Qp′ // Y (T)⊗Z D // 0
Y (T)/(F− 1)Y (T)

0
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donne un isomorphisme entre TF et le conoyau de (F− 1) sur Y (T). De façon plus
explicite, si d est un entier tel que Fd se déploie, alors en posant ζ = ι(1/(qd − 1))
on a
1 −→ Y (T)
F−1
−→ Y (T)
N1−→ TF −→ 1.
où N1(η) = NFd/F(η(ζ)).





−→ Irr(TF) −→ 1
où Res est la restriction de T à TF (composée avec κ).
Prenons maintenant G un groupe réductif connexe sur k et T un k-tore maximal
de G. Nous pouvons alors leur associer une donnée radicielle (X,Y, φ, φ∨). L’endo-
morphisme de Frobenius F agit sur l’ensemble des sous-groupes connexes unipotents
1-dimensionnels de G qui sont normalisés par T et donc induit une permutation f
de φ définie par F (Xα) = Xfα pour α ∈ X . Nous avons également une action de F
sur X et sa transposé, notée F∨, agit sur Y . On obtient alors des données
F : X → X, F∨ : Y → Y, q : φ→ {pn}n∈N, f : φ→ φ
F(fα) = q(α)α, F∨(α∨) = q(α)(fα)∨, α ∈ φ
Réciproquement, si G définit une donnée radicielle (X,Y, φ, φ∨) alors n’importe quel
quadruplet (F,F∨, f, q) vérifiant les conditions précédentes peut être réalisé par une
isogénie F : G → G.
Prenons maintenantG∗ un dual de G (autour des tores T∗ et T). Alors (F∨,F, f−1, q◦
f−1) définit un quadruplet qui est réalisé par une isogénie F∗ : G∗ → G∗. Nous di-
rons alors que (G,F) et (G∗,F∗) sont en dualités sur k.





où θ et s sont reliés par la relation (quel que soit η ∈ Y (T) = X(T∗))
θ(NFd/F(η(ζ))) = κ(η(s)).
Cette bijection est donnée à partir d’un choix des tores T et T∗ mais peut devenir
indépendant du choix du tore de la façon suivante
B.0.1.Proposition ([CE04] Proposition 8.21). L’application précédente fournit une
bijection entre les classes de GF-conjugaison de paires (T, θ), où θ ∈ Irr(TF), et les
classes de (G∗)F
∗
-conjugaison de paires (T∗, s), où s ∈ (T∗)F
∗
.
Notons que l’on peut réinterpréter cette bijection de la façon suivante. Fixons S
et S∗ deux tores maximaux F-stables en dualités sur k, qui serviront de tores de
référence. Prenons une paire (T, θ). Il existe alors g ∈ G tel que T = gS. Comme T
et S sont F-stables, l’élément g−1Fg normalise S et l’on note w son image dans W .
Définissons également θw := g−1θ ∈ Irr(S
wF). La paire (w, θw) est bien définie à F-
conjugaison près et sa classe de F-conjugaison caractérise la classe de GF-conjugaison
de (T, θ).
Soit tw ∈ (S
∗)wF
∗






W au groupe de Weyl de G∗ relatif à S∗. Prenons maintenant g∗ ∈ G∗ tel que
(g∗)−1F(g∗) soit un relèvement de w (g∗ existe bien par surjectivité de l’application
de Lang). Définissons (T∗, s) par (T∗, s) := (g
∗
S
∗,Ad(g∗)(tw)). Alors la classe de
conjugaison de la paire (T∗, s) est celle en dualité avec la classe de (T, θ) comme
dans la proposition B.0.1.
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