Abstract. The Minimum Path Cover problem on directed acyclic graphs (DAGs) is a classical problem that provides a clear and simple mathematical formulation for several applications in different areas and that has an efficient algorithmic solution. In this paper, we study the computational complexity of two constrained variants of Minimum Path Cover motivated by the recent introduction of next-generation sequencing technologies in bioinformatics. The first problem (MinPCRP), given a DAG and a set of pairs of vertices, asks for a minimum cardinality set of paths "covering" all the vertices such that both vertices of each pair belong to the same path. For this problem, we show that, while it is NP-hard to compute if there exists a solution consisting of at most three paths, it is possible to decide in polynomial time whether a solution consisting of at most two paths exists. The second problem (MaxRPSP), given a DAG and a set of pairs of vertices, asks for a path containing the maximum number of the given pairs of vertices. We show its NP-hardness and also its W[1]-hardness when parametrized by the number of covered pairs. On the positive side, we give a fixed-parameter algorithm when the parameter is the maximum overlapping degree, a natural parameter in the bioinformatics applications of the problem.
Introduction
The Minimum Path Cover (MinPC) problem is a well-known problem in graph theory [7] . Given a directed acyclic graph (DAG), MinPC asks for a minimumcardinality set Π of paths such that each vertex of G belongs to at least one path of Π. The problem can be solved in polynomial time with an algorithm based on the well-known Dilworth's theorem for partially ordered sets [3] , which allows to relate the size of a minimum path cover to that of a maximum matching in a bipartite graph obtained from the input DAG.
The Minimum Path Cover problem has important applications in several fields ranging from bioinformatics [1, 6, 11 ] to software testing [10] . In particular, in bioinformatics the Minimum Path Cover problem is applied to the reconstruction of a set of highly-similar sequences starting from a large set of their short fragments (called short reads) [6, 11] . More precisely, each fragment is represented by a single vertex and two vertices are connected if the alignments of the corresponding reads on the genomic sequence overlap. In [11] , the paths on such a graph represent putative transcripts and a minimum-cardinality set of paths "covering" all the vertices represents a set of protein isoforms which are likely to originate from the observed reads. On the other hand, in [6] the paths on such a graph represent the genomes of putative viral haplotypes and a minimum-cardinality set of paths covering the whole graph represents the likely structure of a viral population.
Recently, different constraints have motivated the definition of new variants of the minimum path cover problem. In [1] , given a DAG D and a set P of required paths, the proposed problem asks for a minimum cardinality set of paths such that: (1) each vertex of the graph belongs to some path, and (2) each path in P is a subpath of a path of the solution. The authors have described a polynomial-time algorithm to solve this problem by collapsing each required path into a single vertex and then finding a minimum path cover on the resulting graph. Other constrained problems related to minimum path cover have been proposed in the context of social network analysis and, given an edge-colored graph, ask for the maximum number of vertex-disjoint uni-color paths that cover the vertices of the given graph [2, 12] .
Some constrained variants of the minimum path cover problem have been introduced in the past by Ntafos and Hakimi in the context of software testing [10] and appear to be relevant for some sequence reconstruction problems of recent interest in bioinformatics. More precisely, in software testing each procedure to be tested is modeled by a graph where vertices correspond to single instructions and two vertices are connected if the corresponding instructions are executed sequentially. The test of the procedure should check each instruction at least once, hence a minimum path cover of the graph represents a minimum set of execution flows that allows to test all the instructions. Clearly, not all the execution flows are possible. For this reason, Ntafos and Hakimi proposed the concept of required pairs, which are pairs of vertices that a feasible solution must include in a path, and that of impossible pairs, which are pairs of vertices that a feasible solution must not include in the same path. In particular, one of the problems introduced by Ntafos and Hakimi is the Minimum Required Pairs Cover (MinRPC) problem where, given a DAG and a set of required pairs, the goal is to compute a minimum set of paths covering all the required pairs, i.e., a minimum set of paths such that, for each required pair, at least one path contains both vertices of the pair.
The concept of required pairs is also relevant for sequence reconstruction problems in bioinformatics, as short reads are often sequenced in pairs (pairedend reads) and these pairs of reads must align to a single genetic sequence. As a consequence, each pair of vertices corresponding to paired-end reads must belong to the same path of the cover. Paired-end reads provide valuable information that, in principle, could greatly improve the accuracy of the reconstruction. However, they are often used only to filter out the reconstructed sequences that do not meet such constraints, instead of directly exploiting them during the reconstruction process. Notice that MinRPC asks for a solution that covers only the required pairs, while in bioinformatics we are also interested in covering all the vertices. For this reason, we consider a variant of the Minimum Path Cover problem, called Minimum Path Cover with Required Pairs (MinPCRP), that, given a DAG and a set of required pairs, asks for a minimum set of paths covering all the vertices and all the required pairs. Clearly, MinPCRP is closely related to MinRPC. In fact, as we show in Section 2, the same reduction used in [10] to prove the NP-hardness of MinRPC can be applied to our problem, leading to its intractability.
In this paper, we continue the analysis of [10] by studying the complexity of path covering problems with required pairs. More precisely, we study how the complexity of these problems is influenced by two parameters relevant for the sequence reconstruction applications in bioinformatics: (1) the minimum number of paths covering all the vertices and all the required pairs and (2) the maximum overlapping degree (defined later). In the bioinformatics applications we discussed, the first parameter-the number of covering paths-is often small, thus an algorithm exponential in the size of the solution could be of interest. The second parameter we consider in this paper, the maximum overlapping degree, can be informally defined as follows. Two required pairs overlap when there exists a path that connects the vertices of the pairs, and the path cannot be split in two disjoint subpaths that separately connect the vertices of the two pairs. Then, the overlapping degree of a required pair is the number of required pairs that overlap with it. In the sequence reconstruction applications, as the distance between two paired-end reads is fixed, the maximum overlapping degree is small compared to the number of vertices, hence it is a natural parameter for investigating the computational complexity of the problem.
First, we investigate how the computational complexity of MinPCRP is influenced by the first parameter. In this paper we prove that it is NP-complete to decide if there exists a solution of MinPCRP consisting of at most three paths (via a reduction from the 3-Coloring problem). We complement this result by giving a polynomial-time algorithm for computing a solution with at most 2 paths, thus establishing a sharp tractability borderline for MinPCRP when parameterized by the size of the solution. These results significantly improve the hardness result that Ntafos and Hakimi [10] presented for MinRPC (and that holds also for MinPCRP), where the solution contains a number of paths which is polynomial in the size of the input.
Then, we investigate how the computational complexity of MinPCRP is influenced by the second parameter, the overlapping degree. Unfortunately, Min-PCRP is NP-hard even if the maximum overlapping degree is 0. In fact, this can be easily obtained by modifying the reduction presented in [10] to hold also for restricted instances of MinPCRP with no overlapping required pairs.
A natural heuristic approach for solving MinPCRP is the one which computes a solution by iteratively adding a path that covers a maximum set of required pairs not yet covered by a path of the solution. This approach leads to a natural combinatorial problem, the Maximum Required Pairs with Single Path (MaxRPSP) problem, that, given a DAG and a set of required pairs, asks for a path that covers the maximum number of required pairs. We investigate the complexity of MaxRPSP and we show that it is not only NP-hard, but also W[1]-hard when the parameter is the number of covered required pairs. Similarly as MinPCRP, we consider the MaxRPSP problem parameterized by the maximum overlapping degree but, differently from MinPCRP, we give a fixedparameter algorithm for this case. This positive result shows a gap between the complexity of MaxRPSP and the complexity of MinPCRP when parameterized by the maximum overlapping degree.
The rest of the paper is organized as follows. First, in Section 2 we give some preliminary notions and we introduce the formal definitions of the two problems. In Section 3, we investigate the computational complexity of MinPCRP when the solution consists of a constant number of paths: we show that it is NPcomplete to decide if there exists a solution of MinPCRP consisting of at most three paths, while the existence of a solution consisting of at most two paths can be computed in polynomial time. In Section 4, we investigate the computational complexity of MaxRPSP: we prove its W[1]-hardness when the parameter is the number of required pairs covered by the path (Section 4.1) and we give a fixedparameter algorithm when the parameter is the maximum overlapping degree (Section 4.2).
Preliminaries
In this section, we introduce the basic notions used in the rest of the paper and we formally define the two combinatorial problems we are interested in.
While our problems deal with directed graphs, we consider both directed and undirected graphs. We denote an undirected graph as G = (V, E) where V is the set of vertices and E is the set of (undirected) edges, and a directed graph as D = (N, A) where N is the set of vertices and A is the set of (directed) arcs. We denote an edge of G = (V, E) as {v, u} ∈ E where v, u ∈ V . Moreover, we denote an arc of
Given a directed graph D = (N, A), a path π from vertex v to vertex u, denoted as vu-path, is a sequence of vertices
is a subpath of π. Given a set N ⊆ N of vertices, a path π covers N if every vertex of N belongs to π.
In the paper, we consider a set R of pairs of vertices in N . We denote each pair as [v i , v j ], to avoid ambiguity with the notations of edges and arcs. Now, we are able to give the definitions of the combinatorial problems we are interested in. 
Output: a minimum cardinality set Π = {π 1 , . . . , π n } of directed st-paths such that every vertex v ∈ N belongs to at least one st-path π i ∈ Π and every required pair [v x , v y ] ∈ R belongs to at least one st-path π i ∈ Π, i.e. v x , v y belongs to π i . Hardness of MinPCRP. As we mentioned in the introduction, MinPCRP is related to a combinatorial problem which has been studied in the context of program testing [10] , where it is shown to be NP-hard. More precisely, given a directed acyclic graph D = (N, A), a source s ∈ N , a sink t ∈ N and a set R = {[v x , v y ] | v x , v y ∈ N, v x = v y } of required pairs, the Minimum Required Pairs Cover (MinRPC) problem asks for a minimum cardinality set Π = {π 1 , . . . , π n } of directed st-paths such that every required pair [v x , v y ] ∈ R belongs to at least one st-path π i ∈ Π, i.e. v x , v y ∈ π i .
Problem 2. Maximum Required Pairs with Single Path
MinRPC can be easily reduced to MinPCRP due to the following property: each vertex of the graph D (input of MinRPC) must belong to at least one required pair. Indeed, if this condition does not hold for some vertex v, we can modify the graph D by contracting v (that is removing v and adding an edge (u, z) to A, for each u, z ∈ N such that (u, v), (v, z) ∈ A). This implies that, since in an instance of MinRPC all the resulting vertices belong to some required pair, a feasible solution of that problem must cover every vertex of the graph. Then, a solution of MinRPC is also a solution of MinPCRP, which implies that MinPCRP is NP-hard.
MinPCRP on directed graphs (not necessarily acyclic) is as hard as MinPCRP on DAGs. In fact, since each strongly connected component can be covered with a single path, we can replace them with single vertices, obtaining a DAG and without changing the size of the solution. Clearly, MinPCRP on general graphs and requiring that the covering paths are simple is as hard as the Hamiltonian path problem, which is NP-complete.
A Sharp Tractability Borderline for MinPCRP
In this section, we investigate the computational complexity of MinPCRP and we give a sharp tractability borderline for k-PCRP, the restriction of MinPCRP where we ask whether there exist k paths that cover all the vertices of the graph and all the set of required pairs. First, we show (Sect. 3.1) that 3-PCRP is NPcomplete. This result implies that k-PCRP does not belong to the class XP 5 , so it is probably hopeless to look for an algorithm having complexity O(n k ), and hence for a fixed-parameter algorithm in k. We complement this result by giving (Sect. 3.2) a polynomial time algorithm for 2-PCRP, thus defining a sharp borderline between tractable and intractable instances of MinPCRP.
Hardness of 3-PCRP
In this section we show that 3-PCRP is NP-complete. We prove this result via a reduction from the well-known 3-Coloring (3C) problem which, given an undirected (connected) graph G = (V, E), asks for a coloring c : V → {c 1 , c 2 , c 3 } of the vertices of G with exactly 3 colors, such that, for every
Starting from an undirected graph G = (V, E) (instance of 3C), we construct a corresponding instance D = (N, A), R of 3-PCRP as follows. For every subset {v i , v j } of cardinality 2 of V , we define a graph D i,j = (N i,j , A i,j ) (in the following we assume that, for each D i,j associated with set
The set A i,j of arcs connecting the vertices of N i,j can have two possible configurations, depending on the fact that {v i , v j } belongs or does not belong to E. In the former case, that is {v i , v j } ∈ E, D i,j is in configuration (1) (see Fig. 2 (a) ) and:
In the latter case, that is {v i , v j } / ∈ E, D i,j is in configuration (2) (see Fig. 2 (b) ) and: Fig. 2 . Example of the two configurations of subgraph Di,j = (Ni,j, Ai,j) associated with a pair {vi, vj} of vertices of a graph G = (V, E). The whole graph D = (N, A) is constructed by concatenating the graphs D i,j (for all 1 ≤ i < j ≤ n) according to the lexicographic order of their indices i, j. The sink t i,j of each graph D i,j is connected to the source s i ,j of the graph D i ,j which immediately follows D i ,j . A distinguished vertex s is connected to the source of D 1,2 (i.e., the first subgraph), while the sink of D n−1,n (i.e., the last subgraph) is connected to a second distinguished vertex t. Fig. 3 depicts such a construction.
The set R of required pairs is defined as follows.
The following lemmas prove the correctness of the reduction.
Lemma 1. Let G = (V, E) be an undirected (connected) graph and let D = (N, A), R be the corresponding instance of 3-PCRP. Then, given a 3-coloring of G we can compute in polynomial time three paths of D that cover all its vertices and every required pair in R.
Proof. Consider a 3-coloring of G and let {V 1 , V 2 , V 3 } be the tri-partition of V induced by the 3-coloring. We show how to compute in polynomial time three paths π 1 , π 2 , π 3 that cover all the vertices of D and every required pair in R. 
are associated with the same color c, D i,j is in configuration (2), hence the path can pass through both vertices n i,j i and n i,j j . We show that π 1 , π 2 , π 3 cover every required pair in R. Notice that for each {v i , v j } ∈ E, since v i and v j have different colors, by construction one of the paths π 1 , π 2 , π 3 passes through n i,j i , while another one passes through n i,j j . Now, we show that every required pair in R i is covered. By construction, the vertices n i,j i of D associated with the same vertex v i of G belong to the same path π c where c is the color of v i . Therefore, all the required pairs in each R i are covered by one of the three paths. Now, we show that π 1 , π 2 , π 3 cover the required pairs {[s, f i,j ] | 1 ≤ i < j ≤ n}. Indeed, consider a subgraph D i,j , and assume w.l.o.g. that v i has color c and that v j has color c . By construction, path π c (with c / ∈ {c, c }) passes through f i,j . Then, π 1 , π 2 , π 3 cover all the required pairs in R.
Finally, in order to show that all the vertices of D are covered by at least one path, the only vertices that might be not covered are s i,j and t i,j , for 1 ≤ i < j ≤ n, since they do not belong to any required pair. However, these vertices are articulation points, hence all the three paths necessarily pass through them.
Lemma 2. Let G = (V, E) be an undirected graph and let D = (N, A), R be the corresponding instance of 3-PCRP. Then, given three paths in D that cover all its vertices and every required pair in R we can compute in polynomial time a 3-coloring of G.
Proof. Consider three paths π 1 , π 2 , π 3 of D that cover all the vertices of D and every required pair in R. We define the corresponding 3-coloring of the graph G, consisting of the colors c 1 , c 2 , c 3 .
First, we prove a property of the three paths π 1 , π 2 , π 3 . We show that, given a vertex v i ∈ V , there exists at least one path among π 1 , π 2 , π 3 that covers all the required pairs in R i . Consider a vertex v i ∈ V . Since G is connected, it follows that there exists at least one vertex adjacent to v i , w.l.o.g. v j , such that {v i , v j } ∈ E. Now, consider the subgraph D i,j . By construction, since D i,j has a configuration (1), a solution of MinPCRP must contain three different paths, each one passing through one of the vertices n i , 1 ≤ h ≤ n, must belong to π 1 . It follows that, given a vertex v i ∈ V , there exists one path in {π 1 , π 2 , π 3 } that covers all the required pairs in R i . Moreover, since all the three paths pass through the vertices s i,j and t i,j for 1 ≤ i < j ≤ n, then all the vertices of D are covered by {π 1 , π 2 , π 3 }. Now, we define a 3-coloring of G, where C = {c 1 , c 2 , c 3 } is the set of colors. If a required pair in R i is covered by a path π x , 1 ≤ x ≤ 3, then we assign the color c x to vertex v i . Notice that the coloring is feasible, that is c(v i ) = c(v j ) when {v i , v j } ∈ E. Indeed, consider two vertices v i , v j associated with the same color, and consider the two corresponding sets R i , R j of required pairs.
By construction, it follows that R i , R j are covered by the same path, say π 1 . Consider the subgraph D i,j . Since R i , R j are both covered by π 1 , it follows that D i,j must have a configuration (2), hence {v i , v j } / ∈ E. Hence we have defined a 3-coloring of G.
As a consequence of the previous lemmas, we can easily prove the following result.
Proof. The NP-hardness of 3-PCRP follows directly from Lemma 1 and Lemma 2 and from the NP-completeness of 3C [8] . 3-PCRP is in NP, since, given three paths π 1 , π 2 , π 3 , we can verify in polynomial time that π 1 , π 2 , π 3 cover all the vertices of D and that every required pair in R is covered by some path in {π 1 , π 2 , π 3 }.
A Polynomial Time Algorithm for 2-PCRP
In this section we give a polynomial time algorithm for computing a solution of 2-PCRP. Notice that 1-PCRP can be easily solved in polynomial time, as there exists a solution of 1-PCRP if and only if the reachability relation of the vertices of the input graph is a total order.
The algorithm for solving 2-PCRP is based on a polynomial-time reduction to the 2-Clique Partition problem, which, given an undirected graph G = (V, E), asks whether there exists a partition of V in two sets V 1 , V 2 both inducing a clique in G. The 2-Clique Partition problem is polynomial-time solvable [8, probl. GT15] . To perform this reduction we assume that given D = (N, A), R , instance of 2-PCRP, every vertex of the graph D belongs to at least one required pair in R. Otherwise, we add to R the required pairs [s, v i ] for all v i ∈ N that do not belong to any required pair. Therefore, a solution that covers all the required pairs in R covers also all the vertices, hence it is a feasible solution of 2-PCRP. Moreover, notice that this transformation does not affect the solution of 2-PCRP, since all the paths start from s and cover all the nodes of the graph, including the additional required pairs.
The algorithm, starting from an instance D = (N, A), R of 2-PCRP, computes in polynomial time a corresponding undirected graph G = (V, E) where:
there exists a path in D that covers both c i and c j } Given a set of required pairs R ⊆ R, we denote by V (R ) the corresponding set of vertices of G (i.e., V (R ) = {v c | c ∈ R }).
The algorithm is based on the following fundamental property.
Lemma 3.
Given an instance D = (N, A), R of 2-PCRP and the corresponding graph G = (V, E), then there exists a path π that covers a set R of required pairs if and only if V (R ) is a clique of G.
Proof. We prove the lemma by induction on the number k of required pairs (vertices, resp.) of R (V (R ), resp.). When k = 0 the lemma trivially holds, in fact having no required pairs, i.e., R = ∅, induces an empty clique, i.e., V (∅). If k = 1, then we can assume that there exists at least one path in D that covers the only required pair c (otherwise no solution for 2-PCRP exists), and V ({c}) induces a clique (of size 1) in G. Now, assume that the lemma holds for every set of required pairs in R (or set of vertices of G) of size k, we show that it holds also for a set of required pairs in R (or set of vertices of G) of size k + 1.
Consider a path π that covers a set R of k + 1 required pairs. We show that V (R ) induces a clique in G. Let c be a required pair in R and let R = R \ {c}. By induction hypothesis, V (R ) is a clique of G. Since π passes through all the vertices belonging to required pairs of R , it follows that there exists a path covering both the required pairs c i and c, for every c i ∈ R . Hence, by construction, {v ci , v c } ∈ E, for every v ci ∈ V (R ), and so we can conclude that V (R ) is a clique of G.
Consider a clique V (R ) of size k + 1. We show that there exists a path covering the set R of required pairs. Let c = [n x , n y ] be a required pair in R and let R = R \ {c}. Clearly, V (R ) induces a clique of size k in G. By induction hypothesis, there exists a path π that covers all the required pairs in R . Starting from path π, we can compute (in polynomial time) a path π that covers R . Notice that either n x or n y does not belong to π, otherwise π would already cover the required pair c. Assume w.l.o.g. that n x does not belong to π. Since for each vertex v ci ∈ V (R ) there exists an edge {v ci , v c } in G, it follows that for each required pair c i ∈ R there exists a path π ci,c connecting the vertices of c i and c (hence, in particular, π ci,c passes through n x ). Consider the vertices of R in the total order induced by π. There exists a vertex n z in π (possibly n z is the source s) such that n z belongs to a required pair c z ∈ R , and n z is the last vertex in π of a required pair in R for which the path π cz,c passes through n z and then n x . Let n z+1 be the successor of n z in π and let c z+1 the required pair containing n z+1 . Notice that π c,cz+1 passes through n x and then n z+1 . Now, we can compute a path π by concatenating the following subpaths: the subpath of π from s to n z , the subpath of π cz,c from n z to n x , the subpath of π cz+1,c from n x to n z+1 and the subpath of π from n z+1 to t. By construction it is easy to see that π is a subpath of π , hence π covers all the required pairs in R and passes through n x . A similar construction can be applied to π to cover n y (if n y does not already belong to π), hence obtaining a path π that covers every required pair in R .
From Lemma 3, it follows that, in order to compute the existence of a solution of 2-PCRP over the instance D = (N, A), R (in which every vertex of D belongs to at least one required pair in R), we have to compute if there exists a 2-Clique Partition of the corresponding graph G. Computing the existence of a 2-Clique Partition over a graph G is equivalent to compute if there exists a 2-Coloring of the complement graph G (hence deciding if G is bipartite), which is well-known to be solvable in polynomial time [8, probl. GT15] . We can conclude that 2-PCRP can be decided in polynomial time.
Parameterized Complexity of MaxRPSP
In this section, we consider the parameterized complexity of MaxRPSP. We show that although MaxRPSP is W[1]-hard when parameterized by the optimum, i.e., the number of required pairs covered by a single path (Section 4.1), the problem becomes fixed-parameter tractable if the maximum number of overlapping required pairs is a parameter (Section 4.2).
W[1]-hardness of MaxRPSP Parameterized by the Optimum
In this section, we investigate the parameterized complexity of MaxRPSP when parameterized by the size of the solution, that is the maximum number of required pairs covered by a single path, and we prove that the problem is W[1]-hard (notice that this result implies the NP-hardness of MaxRPSP). For details on parameterized reductions, we refer the reader to [4, 9] .
We prove this result via a parameterized reduction from the Maximum Clique (MaxClique) problem. Given an undirected graph G = (V, E), MaxClique asks for a clique C ⊆ V of maximum size. Here, we consider the two decision versions of MaxClique and MaxRPSP, h-Clique and k-RPSP respectively, parameterized by the sizes of the respective solutions. For example, given an undirected graph G = (V, E), the h-Clique problem consists of deciding if there exists a clique C ⊆ V of size h. We recall that h-Clique is known to be W[1]-hard [5] .
First, we start by showing how to construct an instance of k-RPSP starting from an instance of h-Clique. Given an (undirected) graph G = (V, E) with n vertices v 1 , . . . , v n , we construct the associated directed acyclic graph D = (N, A) as follows. The set N of vertices is defined as:
Informally, N consists of two distinguished vertices s, t and of h copies v
The set of arcs A is defined as:
Informally, we connect every two consecutive copies associated with vertices that are adjacent in G, the source vertex s to all the vertices v 1 i , with 1 ≤ i ≤ n, and all the vertices v h i , with 1 ≤ i ≤ n, to the sink vertex t. The set R of required pairs is defined as: By construction, the vertices in N (except for s and t) are partitioned into h independent sets I z = {v z i | 1 ≤ i ≤ n}, with 1 ≤ z ≤ h, each one containing a copy of every vertex of V . Moreover, the arcs of A only connect two vertices of consecutive subsets I z and I z+1 , with 1 ≤ z ≤ h − 1. Figure 4 presents an example of directed graph D associated with an undirected graph G. Now, we are able to prove the main properties of the reduction. (2) Let π be an st-path in D that covers a set R ⊆ R of We present a parameterized algorithm based on dynamic programming for the MaxRPSP problem when the parameter p is the maximum number of overlapping required pairs. In fact, we can decompose a path π, starting in s, ending in a vertex v, and covering k required pairs, into two subpaths: the first one-π 1 -starts in s, ends in a vertex v , and covers k 1 required pairs, while the other one-π 2 -starts in v , ends in v, and covers the remaining k 2 = k − k 1 required pairs (possibly using vertices of π 1 ). The key point to define the dynamic programming recurrence is that, for each required pair p, we keep track the set of required pairs overlapping p and covered by the path. To this aim, for each required pair [v The base case of the recurrence is P ([⊥, s], ∅) = 0. The correctness of the recurrence derives from the following two lemmas.
