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Abstract 
This thesis validates a novel approach for virtual fuel flow estimation on commercial 
vessels, such as container ships, tankers, and bulkers. A model is fitted onto high-frequency 
GPS and meteorological data, and onto low-frequency crew-generated noon reports. The 
research design is a quantitative case study and utilizes two months of real-life vessel data 
from a single containership. Based on publicly available Python packages, the validation  
study examines the benefits of the modelling approach presented by Antola, Solonen, and 
Staboulis (2017). 
Stakeholders in the marine shipping industry are under increasing economic, 
environmental, and regulatory pressure to improve the energy efficiency of commercial 
vessels. A growing number of 3rd-party providers has entered the market and offers data-
driven solutions for vessel performance monitoring and optimization. Most of them require 
tight integration to onboard systems to collect the necessary data. In a study on barriers to 
energy efficiency in shipping, Rehmatulla and Smith (2015) found that principal-agent-
problems prevent a widespread diffusion of energy-efficient measures, even if they are cost-
effective. Especially for small and chartered vessels, costly integration-based systems 
remain unfeasible. Consequently, a lightweight system is needed that can monitor vessel 
and crew performance, without being subject to the barriers to energy efficiency. Antola, 
Solonen, and Staboulis (2017) proposed a novel approach that uses virtual sensing 
techniques to model some of the quantities that require costly onboard integration in 
traditional solutions: vessel speed-through-water and instantaneous fuel flow rates. 
My validation study confirms that the proposed modelling approach provides 
reasonably accurate speed and fuel flow estimates that deviate on average by ca. 10% from 
the reference data. However, the modelled output is noisier and can be affected by 
prolonged periods of erroneous crew reporting. Yet, model-based speed-fuel-curves allow 
stakeholders to demonstrate a vessel’s operational profile for various speed and draft levels.  
The theoretical main contribution of my study is a transparent validation that highlights 
the benefits of the novel modeling technique by Antola, Solonen, and Staboulis (2017). For 
most customers, the alternative to the (slightly inaccurate) lightweight system is not a more 
accurate integration-based solution, but a sole reliance on crew-generated noon reports. 
The managerial implication of this study is therefore that the lightweight system offers 
reasonable accuracy, significant customer value, and a way to reduce the information 
asymmetry between charterer and ship owner; at a fraction of the price of established 
integration-based solutions. 
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1 Introduction 
The Internet of Things (IoT) describes the ongoing trend of augmenting physical objects and 
devices with sensing, computing, and communication capabilities that enable these objects 
to collect and exchange data (Guo et al., 2013). Thereby, the IoT also transforms our 
understanding of sensors, as humans are no longer the only users of data. Sensor data is 
increasingly used by automated algorithms, such as virtual sensors (also known as soft or 
inferential sensors). According to Fortuna, Graziani, Rizzo, and Xibilia (2007), “soft sensors 
are mathematical models that allow us to infer relevant variables on the basis of their 
dependence on a set of influential variables.” They can “estimate a difficult to measure or 
expensive quantity using one or more mathematical models along with lower cost physical 
sensors.” (Li, Yu, & Braun, 2011). With the IoT spreading into more and more areas of our 
lives, we become surrounded by products that are only possible thanks to advances in virtual 
sensing. For example, fitness trackers such as FitBit can replace expensive metabolic 
measurement devices by combining readings from inexpensive accelerometers in the wrist 
band with modelling algorithms to estimate e.g. the calories burnt during exercise. 
In the past decade, virtual sensors have become increasingly widespread in domains 
such as automobiles, industrial process control, and avionics, yet they remain underutilized 
and under-researched in the marine shipping industry. In this paper, I present a novel 
approach for virtual fuel flow estimation that can help to overcome shipping-specific barriers 
to energy efficiency, and make vessel performance monitoring tools available for small ships 
and chartered vessels.  
The marine shipping industry enables global trade by connecting the world’s raw 
materials with labor markets and consumers. In 2012, commercial vessels, such as container 
ships, tankers, and bulkers, carried 90% of the global trade by volume (Smith et al., 2015). 
Thus, shipping plays a vital role in the world’s economic development and enables 
globalization. The fuel onboard ships (commonly referred to as “bunkers”) represents the 
largest single operational cost item of a vessel and accounts for 50% to 70% of the total 
voyage costs (Branch & Stopford, 2013). Additionally, environmental protection and global 
warming are of growing concern. The marine industry accounted for about 4% of total 
worldwide carbon dioxide (CO2) emission in 2007, leading authorities such as the 
International Maritime Organization (IMO) to drastically limit the ecological footprint of 
ships (Reynolds, 2009).  
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A growing number of 3rd-party providers has entered the market and offers data-driven 
solutions that can help marine stakeholders to reduced fuel expenses, lower CO2 emissions, 
and improve the asset management. In this thesis, I will use the term “integration-based 
system” to describe all commercially available tools that collect data by tapping into a ship’s 
onboard automation and navigation systems (the term also includes systems that 
complement the data with readings from additional sensors along the hull). The tight onboard 
integration of these integration-based systems offers high-fidelity data streams on various 
performance quantities (e.g. propulsion power, fuel flow, and vessel speed-through-water), 
and allows for real-time data processing. However, the project-based installation of these 
systems is expensive and requires significant upfront investments from the ship owner. 
Despite their energy- and cost-efficiency (positive net present value), the implementation 
rate of data-driven integration-based vessel performance systems remains low across the 
industry (Eide, Endresen, Skjong, Longva, & Alvik, 2009).  
Rehmatulla and Smith (2015) conducted the first scientific study on barriers to energy 
efficiency in shipping and found principal-agent problems in the form of split incentives and 
information asymmetry to make costly integration-based systems unfeasible for a large 
customer segment. Especially on chartered vessels, the ship-owner is responsible for the 
technological and operational efficiency of the ship, while the charterer (who hires the vessel 
for a limited time) has to cover the actual fuel bill of a voyage. Hence, neither the ship owner 
nor the charterer have an incentive to invest in expensive integration-based fuel saving 
solutions. To overcome this dilemma, a lightweight system is needed that can track e.g. ship 
fuel consumption without being subject to the barriers identified by Rehmatulla and Smith 
(2015). Such a system would enable the charterer (principal) to independently monitor vessel 
and crew (agent) performance and reduce the information asymmetry in their agency 
relationship. As chartered-vessels represent around 80% of the market, a lightweight vessel 
performance monitoring tool would yield tremendous business opportunities; if 
implemented on a wide scale, it could also significantly reduce shipping-related CO2 
emissions.  
In practice, many quantities that are essential for evaluating vessel performance (e.g. 
rounds-per-minute at the engine shaft, fuel flow) cannot be directly measured without access 
to a ship’s onboard systems. However, Antola, Solonen, and Staboulis (2017) claim that 
some of these variables can be obtained indirectly by using virtual sensing techniques. The 
Finnish company Eniram has developed a lightweight device that measures vessel speed-
over-ground (SOG) via GPS and combines the readings with high-frequency meteorological 
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data and low-frequency crew-generated reports to estimate vessel speed-through-water 
(STW) and instantaneous fuel flow rates through modeling. In other words, the system uses 
virtual sensing to estimate some not-directly-available variables that are measured directly 
via physical sensors (e.g. a fuel flow meter) in most commercially available integration-
based systems. The lightweight approach drastically reduces the costs for performance 
monitoring and overcomes the barriers to energy efficiency that were identified by 
Rehmatulla and Smith (2015).  
1.1 Research Gap 
Despite these promising findings, some research gaps remain in the work of Antola, Solonen, 
and Staboulis (2017). Although the authors discuss the mathematical framework, accuracy, 
and potential shortcomings of the lightweight system, their work is a rather brief validation 
of the underlying model. A transparent, more extensive validation study could therefore be 
beneficial to highlight the advantages of the modeling approach by Antola, Solonen, and 
Staboulis (2017).  
The need for such a study can be highlighted in a simple example: assuming that fuel 
is the main expense for the customer of a chartered-vessel, considering 280 yearly running 
days, an average fuel consumption of 150 tons/day, and an average fuel price of 300 
USD/ton, a mere 5% error in the fuel calculations would accumulate to over 630,000 USD 
per year (Bialystocki & Konovessis, 2016). Hence, the daily hiring rate that the customer 
has to pay to the ship-owner would be too high or too low by roughly USD 1,700 per day.  
Consequently, a transparent validation study would complement the work by Antola, 
Solonen, and Staboulis (2017) in two ways. From an academic point-of-view, the study 
would contribute a second verification that might help to establish the lightweight model as 
a concrete method on how to overcome the barriers to energy efficiency in shipping 
(Rehmatulla & Smith, 2015). From a managerial point-of-view, a transparent validation 
study could increase customer confidence in a novel and seemingly complex product based 
on modern data analytics – especially in an industry that is notoriously reluctant to 
implement new technologies. Since the lightweight system is marketed as an independent 
monitoring tool that enables the charterer to monitor crew and vessel performance, a 
sensitivity analysis with regards to the crew-generated noon reports would be especially 
interesting. It would study the extent to which the crew can influence the model predictions, 
either by carelessly or even willfully reporting flawed values. The below research questions 
and methods describe how the research gap is addressed in this thesis.  
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1.2 Research Questions and Method 
In this Master’s thesis, I validate the novel modeling approach by  Antola, Solonen, and 
Staboulis (2017) exemplarily. A practically applicable model is built from publically 
available tools and applied to real-life vessel data to answer the following research 
questions: 
1. How to formulate a virtual sensor for time-dependent momentary fuel flow estimation 
on commercial vessels? 
2. How well does the model perform in comparison to integration-based systems? 
 
To answer these questions, I have structured my research method into four distinct stages:  
1. Fit a model for weight parameter estimation onto low-frequency crew reports and onto 
aggregated high-frequency GPS and meteorological data. 
2. Predict instantaneous fuel flow by applying the estimated weight parameters from (1) 
to unaggregated high-frequency GPS and meteorological data. 
3. Assess the model performance by comparing the fuel flow predictions from (2) against 
measurement-based reference data. 
4. Assess the effect of human reporting error by simulating error-free reports from 
reference data.  
1.3 Structure of the Thesis 
My Master’s thesis is structured in the following way: the literature review in Chapter two 
discusses the economic, environmental, and regulatory forces that drive the need for data-
driven vessel performance monitoring tools in the marine industry. The chapter presents 
commercially available integration-based solutions and outlines the reasons why these 
systems are unfeasible for a large market segment. Chapter two further presents a solution 
in the form of a virtual-sensing-based approach that can overcome this dilemma and 
potentially allow for an industry-wide diffusion of performance monitoring tools. After the 
literature review, Chapter three proposes my research methodology. More precisely, the 
methodology outlines the steps for formulating a model for virtual fuel flow estimation and 
how it can be validated. Chapter four discusses the data that is used in my study. The fifth 
chapter presents my research results and also discusses their theoretical and managerial 
implications. Finally, the conclusion in Chapter six summarizes my study.   
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2 The Need for a Lightweight Vessel Performance 
Monitoring System 
In order to understand why systems for vessel performance monitoring and optimization 
(lightweight and integration-based) are needed, one has to study the economic, 
environmental, and regulatory forces that stakeholders in the maritime industry face.  
2.1 Economic, Environmental, and Regulatory Forces in Shipping 
With the exception of cruise ships, maritime shipping is considered derived demand: it exists 
in response to the demand for freight transportation. Historically, there has been a strong 
correlation between global Gross Domestic Product (GDP) and the demand for shipping, 
thus GDP can be used to some degree to estimate the future demand for shipping. It should 
be noted, however, that this relationship has shown signs of decoupling in recent years. 
Assuming an annual GDP growth rate of 3% to 4%, the International Maritime Organization 
(IMO) nonetheless expects shipping activity to increase between 200% and 300% by the 
year 2050 (Buhaug, 2009; Smith et al., 2015).  
In light of the IMO’s estimations, one must wonder how this development will impact 
the environment and contribute to global warming. In 2012, 13% of the global CO2 
emissions were caused by the transport sector, with international shipping emitting around 
2.2%; that is 796 million tons of CO2 (Smith et al., 2015). To put these numbers into context: 
if the shipping industry was a country, it would rank as the sixth largest producer of 
greenhouse gas and exceed the emissions of Germany (Harrould-Kolieb, 2008). The 
shipping industry contributes significantly to the overall emission of greenhouse gas (GHG) 
and is facing growing pressure to implement measures that reduce emissions (Eide et al., 
2009). It has been noted that the contribution to total emissions in relation to the volume of 
transported cargo makes shipping the most energy efficient form of transport when 
compared to e.g. road, rail, or air trafficking (Buhaug, 2009). The expected growth in 
shipping activity will nevertheless cause CO2 emissions from international shipping to grow 
between 50% to 250% by the year 2050 (Smith et al., 2015). In other words, while shipping 
is comparable energy efficient, the predicted growth in activity will still bring a significant 
increase in absolute shipping-related CO2 emissions.  
In addition to environmental concerns, there are strong economic reasons to increase 
energy efficiency in ships. Fuel costs comprise 50% to 70% of a vessel’s operating costs, 
surpass the crew wages, and are likely to increase as the price of Heavy Fuel Oil (HFO; a 
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type of residual fuel oil that is the predominantly used type of fuel for ships) is rising 
(Bialystocki & Konovessis, 2016). Consequently, there exists a linear relationship between 
the economic interest in fuel efficient vessels and fuel prices. In the 1970’s and 1980’s, HFO 
prices increased nearly ten-fold, leading inefficient ships to be decommissioned. When the 
oil price fell between 1985 and 2000, research on energy efficient measures did not receive 
much attention in the maritime industry. However, when the crude oil price climbed in the 
2000’s, engine manufacturers and shipyard designers started again to investigate solutions 
to reduce fuel consumption and increase energy efficiency in ships (Bialystocki & 
Konovessis, 2016). While fuel-efficient measures will directly reduce operational costs, the 
question is whether (considerable) investments in new technologies will amortize over time. 
This can be expressed by a measure’s cost-effectiveness, which is achieved when it is both 
economically efficient (positive net present value) and energy efficient (Golove & Eto, 
1996).  
The 2nd IMO GHG Study (Buhaug, 2009) states six “Principal options for improving 
energy efficiency” and splits them into technical measures (e.g. silicon-based hull coating, 
propeller polishing; some applicable to new vessels, some to existing ones) and operational 
measures (e.g. trim optimization and speed reduction). Researches have further evaluated 
the saving potential of these methods by plotting shipping specific marginal abatement cost 
curves (MACC’s) (Buhaug, 2009; Faber, Behrends, & Nelissen, 2011; Wang, Faber, 
Nelissen, Russell, & Amand, 2011). MACC’s indicate how the marginal cost-effectiveness 
depends on the amount of emission being reduced, relative to a baseline. The curves help to 
identify technologies that can be used to reach a certain emission target in the most cost-
effective way.  
A study by Eide et al. (2009) evaluated over 50 available measures for energy 
efficiency in shipping and found several of them to be also cost-effective. For example, 
through weather routing, trim optimization, silicon-based hull coating, and other methods, 
bulk carriers and container ships could achieve emission reductions of 30% and 40% 
respectively. If these methods were combined with general speed reduction, the emission 
levels could further be halved.  
In summary, the literature makes a strong case for making vessels as fuel efficient as 
possible, both from a business point-of-view as well as out of environmental concerns. Many 
fuel-saving technologies yield a positive net present value and will pay back over time. Yet, 
despite their savings potential, the implementation rate of cost-effective measures remains 
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low across the shipping industry. So why are technologies that lower CO2 emissions, reduce 
operating costs, and pay for themselves not widely adopted and installed on every vessel? 
In the following two chapters, I will examine the design of existing, integration-based 
systems for vessel performance optimization, and outline why the design of these systems is 
inappropriate for a large segment of the maritime industry. This step will clarify why a 
lightweight tool for vessel performance monitoring is needed.  
2.2 Integration-Based Solutions for Vessel Performance 
Monitoring 
In 2008, the Annex VI “Regulation for the prevention of air pollution from ships”, published 
by the International Convention for the Prevention of Pollution from Ships (MARPOL), was 
revised, allowing ship owners to freely choose the methods to achieve an increase in 
operational efficiency, as long as they “are at least as effective in terms of emission 
reductions as that required by this Annex…” (International Maritime Organization, 2008). 
In order to comply with Annex VI and other regulations, it is therefore vital for ship owners 
and operators to be able to demonstrate the fuel consumption of their vessels across their 
entire operational profile, e.g. for different speeds, draft, and trim levels (Trodden, Murphy, 
Pazouki, & Sargeant, 2015).  
A complete characterization could be achieved via repeatedly testing the fuel 
consumption in controlled sea-trials (Bertram, 2000). This traditional approach would 
provide high-fidelity data; however, it is prohibitively expensive and would need to be 
repeated as the vessel properties change over time (e.g. hull fouling or engine wear and tear).  
In comparison, data-driven performance monitoring tools are relatively inexpensive, allow 
for the assessment of vessel’s base performance, and can further capture the dynamic effect 
of changes in trim, draft, hull condition, weather, and operating procedures (Hideyuki, 
2011). Furthermore, these tools enable continuous condition monitoring, predictive 
maintenance and can therefore be used as powerful, fleet-wide asset management tools 
(Simon & Litt, 2011).  
Davenport, Harris, and Morison (2010) provide a framework for the classification of 
different analytics approaches, based on their time frame (“are we looking at the past, 
present, or future?”) and their degree of innovation (“are we working with known 
information or gaining new insights?”). Figure 1 shows six key questions that can be 
addressed with data analytics techniques. Past information describes traditional business 
reporting (“what happened?”). By applying rules of thumb, past data can be used to also 
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generate alerts about the present (“what is happening now?”). By extrapolating past patterns, 
one can formulate future forecasts (“what will happen?”). While these questions can reveal 
valuable information, they cannot tell why something has happened or how likely it is to 
happen. To produce these insights, different tools are needed: statistical modeling can reveal 
why and how things happened in the past; insight into the present comes in form of (real-
time) recommendations that can suggest the next best course of action; predictive modeling 
and simulation can offer insights into the future. (Davenport et al., 2010)  
 
 
Figure 1. Degrees of analytics (Davenport et al., 2010): the matrix visualizes the time frame and degree of 
innovation of various analytics approaches. Most data-driven integration-based systems are located at the 
top row and offer thorough vessel insights. Traditional reliance on crew-generated noon reports is 
described by the bottom row and mainly answers “what happened?”.   
 
In a study on the fuel efficiency of a harbor tugboat, Trodden et al. (2015) combined 
data from a GPS unit with readings from the tugboat’s onboard fuel flow meter and found 
the result to be in close agreement with the sea-trial experiments. Moreover, it became 
possible to validate that a recently installed “eco-button” did lead to an increase in fuel 
efficiency, as the vessel now out-performed the sea-trials. This past-insight example already 
hints at the underlying approach of most commercially available data-driven monitoring 
systems. Usually, data is collected by tapping into a ship’s onboard automation and 
navigation systems and further combined with readings from additional sensors along the 
hull. The high level of integration enables the direct measurement of various quantities, such 
as propulsion power, fuel mass flow, and speed-through-water. Thus integration-based 
solutions offer unmatched accuracy in capturing data and provide thorough vessel 
performance insights. For example, they can answer “how and why” (past-insight) a vessel’s 
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fuel consumption has been increasing over time, by modeling the gradual hull fouling and 
the resulting increase in water resistance. Furthermore, the tight onboard integration allows 
for data processing in real time. Integration-based solutions can therefore also show “what 
is the next best action” (present-insight) by providing the crew with recommendations on 
how to operate the vessel most efficiently. In the future, predictive modeling and simulations 
will further allow these high-end solutions to answer “what is the best/worst that can 
happen”, by predicting for example the weather conditions that a vessel will face on its 
current route.  
Coming back to the 2nd IMO GHG Study (Buhaug, 2009), where the “Principal options 
for improving energy efficiency” were split into technical and operational measures, data-
driven performance monitoring solutions can help to improve both sides: For example, 
voyage optimization can improve operational performance by aiding the crew in choosing a 
fuel-efficient speed profile; on the technical side, unprecedented insight into a vessel’s true 
performance profile at different speeds can help engineers to optimize the propulsion system 
(Trodden et al., 2015).  
Eniram, a Finnish provider of data-driven vessel performance tools, presents the 
savings potential of an integration-based solution that enables dynamic trim optimization. A 
vessel’s trim level defines its floating position in length direction, or whether the bow (front) 
or the aft (back) is deeper submerged in the water. Figure 2 visualizes the difference in trim 
level. The trim has significant impact on a ship’s propulsion power requirement and fuel 
consumption. To increase hydrodynamic efficiency, the crew can adjust the trim by pumping 
water into ballast tanks along the hull. The optimal trim level will change depending on the 
cargo type, how and where the cargo is loaded on the ship, the sea state, and various other 
factors. Traditionally, the crew is using static trim tables to define and adjust the optimal 
trim level before leaving port. However, the changing conditions along the voyage lead to 
different optimal trim levels and thus require constant, dynamic trim adjustment, which is 
impossible with static tables. With a network of sensors, access to the onboard systems, and 
suitable algorithms, an integration-based system can constantly monitor the trim level and 
prompt the crew to make adjustments when needed.  A Panamax-sized cruise vessel that is 
sailing 30-40cm off the optimum trim could save 700 tons of fuel over a period of 12 months. 
Assuming fuel prices of USD 600 / ton, this translates into ca. USD 420,000 annual savings 
in operating costs (Eniram, 2017).  
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Figure 2. Visualization of different trim levels: stern trim (top) vs. bow trim (bottom). A slight bow trim 
will generally decrease water resistance and increase hydrodynamic efficiency (MAN Diesel & Turbo, 
2011).   
 
While data-driven integration-based monitoring tools are cheaper than repeated, 
extensive sea-trials, the tight integration between a ship’s onboard systems and additional 
sensors still makes these systems expensive. The project-based installation of multiple 
sensors along the hull of a vessel of up to 400 meters in length requires a team of technicians, 
and significant upfront investments from the ship owner. However, if a integration-based 
system offers insights that lead to significant savings, high setup costs are economically 
justified; the system is cost-effective. 
In the following, I will discuss the reasons why integration-based solutions are 
nevertheless not widely adopted by the industry (Eide et al., 2009). Despite their savings 
potential, most systems are inherently subject to a phenomenon that is known as barriers to 
energy efficiency in past literature (Jaffe & Stavins, 1994). 
2.3 Barriers to Energy Efficiency 
Numerous empirical studies indicate that cost-effective measures are not being implemented 
in the shipping industry, despite their savings potential (Crist, 2009; Faber et al., 2009). This 
phenomenon is by no means unique to the shipping industry, but has been observed across 
industries and geographical regions. For example by Velthuijsen (1993) on Dutch firms, 
Harris, Anderson, and Shafron (2000) on Australian firms, Zilahy (2004) on Hungarian 
industrial companies, and Rohdin, Thollander, and Solding (2007) on Swedish foundry 
companies. The studies identified a range of barriers that cause a suboptimal level of 
implementation of cost-effective measures. The barriers are commonly defined as 
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mechanisms that prevent investment in technologies. The difference between the actual 
(lower) level of implementation and the potential, most cost-effective (upper) level of 
implementation, is thereby referred to as the energy efficiency gap (Jaffe & Stavins, 1994).  
2.3.1 The Energy Efficiency Gap 
Figure 3 illustrates the energy efficiency gap for “X”, an example cost-effective measure for 
energy efficiency. In reality, X could be a system that assists the crew in setting the vessel 
speed for a just-in-time arrival at the destination port, thereby enabling an even speed profile 
across the voyage and reducing fuel consumption. Figure 3 assumes a current 
implementation level of 50%. Various reasons create a gap between this value and the 
potential, optimal level (100%). Note that the percentages serve simply an illustrative 
purpose and do not allow for conclusions such as “20% of the gap are always caused by non-
market failures”.  
 
 
Figure 3. The energy efficiency gap for an example measure X, adopted from Sorrell et. All (2004): 
Principal-agent problems in the form of split incentives and asymmetric information drive the need for a 
lightweight system, espically on small and chartered vessels.   
 
Part of the gap occurs due to the organizations’ rational response when facing market 
barriers. Brown (2001) defines market barriers as obstacles that are not caused by market 
failures, but which nevertheless lead to a slow diffusion and implementation of energy-
efficient measures. These non-market failures occur in situations in which an organization 
is behaving rationally, given the risk-adjusted rate of return on investment, unavoidable 
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hidden costs, and constraints on capital and energy (Sorrell, O’Malley, Schleich, & Scott, 
2004). For example, in a study on Swedish foundry companies, Rohdin et al. (2007) found 
that limited access to capital was the largest market barrier, followed by concerns about a 
disruption in production and a lack of budget funding. In other words, if management 
refrains from implementing energy-efficient measures (even if they are cost-effective) 
because they suspect hidden costs, or because the organization lacks the required capital, no 
systematic market failure has occurred; the behavior is optimal from the organization’s 
specific point-of-view. While the percentages in Figure 3 are only illustrative, it can be said 
that non-market failures usually only explain a small part of the energy-efficiency gap. 
The bulk of the gap is typically the result of market failures that occur when the 
requirements for efficient or optimal allocation of resources are missing; it leads to 
incomplete markets, imperfect competition, and asymmetric information (Brown, 2001). 
While market failures can be rectified with appropriate policy intervention, market barriers 
(non-market failures) cannot (Sorrell et al., 2004; Thollander & Palm, 2012). Generally, all 
forms of barriers are intangible and the reasons behind them are often linked and follow a 
causal chain (Blumstein, Krieg, Schipper, & York, 1980). Some researchers conclude that is 
virtually impossible to find empirical evidence for what truly causes a lack of action (Weber, 
1997). After this broad introduction on barrier to energy efficiency, I will focus more deeply 
on the specific barriers that inhibit the diffusion of energy efficiency measures in the 
shipping industry.  
2.3.2 Marine Industry-Specific Barriers 
While barriers generally exist across geographical regions and industries, Rohdin et al. 
(2007) found that they are actually different for each region and industry. Thus, research on 
barriers to energy efficiency in shipping must be both industry- and region-specific. The 
previously presented studies, however, were largely focused on industrial firms, not on the 
transport sector (let alone shipping). Rehmatulla and Smith (2015) noted that there is only 
scarce literature on shipping-specific barriers, mostly in the form of industry reports, e.g. by 
Faber et al. (2011) or Maddox Consulting (2012). These reports have weak (or no) scientific 
methodologies and utilize neither established frameworks nor theories.  
Rehmatulla and Smith (2015) closed this research gap by conducting the first scientific 
and empirical study on the energy efficiency gap in shipping. They investigated the industry-
specific barriers to energy efficiency and found principal-agent problems to be the primary 
reason why cost-effective measures are not implemented. Going back to Figure 3, we see 
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that principal-agent problems are defined as a form of market failure and linked to split 
incentives, adverse selection (also known as hidden knowledge), moral hazard, and 
asymmetric information.  
Economists have long recognized the problems that arise whenever a principal 
delegates a task to an agent, who has some private information that is unknown to the 
principal. Already in 1955, (Marschak) noted that  “by definition the agent has been selected 
for his specialized knowledge and the principal can never hope to completely check the 
agent’s performance.” According to the agency theory, the delegation of a task to an agent 
who has different objectives than the principal who delegates said task becomes a problem 
whenever the information about the agent is imperfect. In contrast, if the agent had different 
objectives than the principal, but no private information, the principal could impose a 
contract that perfectly controls the agent; such contract would align the agent’s actions 
exactly with what the principal would do if the task was not delegated; all incentive issues 
would disappear. Thus, the two main ingredients of principal-agent problems are conflicting 
objectives and asymmetric information. (Laffont & Martimort, 2009) Agency theory has 
been used in numerous studies to explain some of the market failures that lead to barriers to 
energy efficiency (Graus & Worrell, 2008; Levinson & Niemann, 2004; Murtishaw & 
Sathaye, 2006; Vernon & Meier, 2012). Scholars of the agency theory aim to define the most 
efficient form of contracts for a broad range of agency relationships (Eisenhardt, 1989; Ross, 
1973). In the context of the maritime industry, the ship owner and the charterer enter an 
agency relationship, where the charterer (principal) hires the ship owner (agent) to transport 
some goods from place A to B (Murtishaw & Sathaye, 2006).  
In order to evaluate the effect of principal-agent problems on the energy efficiency in 
shipping, one has to identify the situations in which these problems occur (Vernon & Meier, 
2012). In the following, I will take a closer look at the contracts for the transportation of 
goods that are commonly used in the shipping industry, and show how the contractual design 
leads to principal-agent problems that prevents the wide diffusion of energy efficient 
technologies.  
2.3.3 Owner-Operated vs. Chartered Vessels 
In shipping, the contracts between the ship owner, the operators (the crew), and the charterer 
are commonly referred to as charterparties, or charterparty agreements. There exist two 
major types of contracts for the transportation of goods: voyage charter and time charter. 
The charterparties define the division of responsibility for capital and operating costs 
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(including fuel costs) between the ship owner and the charterer. Consequently, both parties 
can have conflicting interests and might try to reduce their share of the costs at different 
phases throughout the voyage. (Rehmatulla & Smith, 2015) 
In addition to the voyage and time charter, there exist also vessels that are not 
chartered, but owner-operated. In this case, a single entity owns, runs, and reaps the 
economic benefits of the vessel. It can be argued that an agency relationship also exists 
between the ship owner and the crew. However, compared to relationship between the owner 
and a charterer, the resulting principal-agent problem is low. For the purpose of this study, 
we will assume that the objectives of the owner and the crew are aligned. Note also that 
Rehmatulla and Smith (2015) did not discuss owner-operated vessels; the researches also 
largely omitted the voyage charter, and focused on the time charter instead. Within the 
context of this thesis, the focus will be on owner-operated and time-chartered vessels.  
 
 
Figure 4. Cost division in shipping, adopted from Rehmatulla and Smith (2015): On (time-) chartered 
vessels, the ship owner determines a vessel’s operational and technological energy efficiency, while the 
charter has to cover the actual fuel bill of a voyage.  
 
Figure 4 visualizes the cost division for owner-operated and chartered vessels. It 
indicates that the contractual framework commonly used by the shipping industry, more 
specifically the charterparty design, might create market barriers that prevent the 
implementation of cost-effective measures for energy efficiency on chartered vessels 
(Rehmatulla & Smith, 2015). For a time charter, the ship owner (agent) provides the vessel 
and thus determines its level of technological energy efficiency. Furthermore, the ship owner 
often also hires a crew to operate the vessel and is therefore (indirectly) responsible for the 
ship’s operational energy efficiency. As can be seen from Figure 4, the charter (principal) is 
nevertheless responsible for the costs associated with the level of energy efficiency, as he/she 
has to pay the actual fuel bill (Agnolucci, Smith, & Rehmatulla, 2014). Because of this cost 
division, neither the ship owner nor the charterer might have an incentive to invest into 
expensive fuel saving technology.  
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A commonly used analogy to this phenomenon is the relationship between a landlord 
(agent) and a tenant (principal): if the tenant covers the utility costs (e.g. heating), he/she is 
interested in cost reducing measures (e.g. better insulated windows). However, there is no 
incentive for the tenant to invest own capital into a property that belongs to the landlord. 
Meanwhile, the landlord is responsible for renovations, however all future savings from a 
more energy efficiency property would be retained by the tenant. However, if the landlord 
invests into renovations that lead to savings for the tenant, the landlord can justify a higher 
rent and recuperate parts of the investment costs.  
Consequently, the magnitude of the principal-agent problem in the shipping industry 
is directly related to how well the charter rates reflect the vessel’s energy efficiency 
(Rehmatulla & Smith, 2015). If the ship owner invests into a higher energy efficiency of 
his/her vessel, and if the charterer experiences lower voyage costs as a direct result of these 
investments, the question becomes to what extent the ship owner can recuperate the 
investment costs through higher charter rates from the charterer. Agnolucci et al. (2014) 
investigated this question in a case study on drybulk panamax ships and found that 40% of 
the fuel savings could be recuperated by the ship owner through higher charter rates.  
In contrast to the time charter, owner-operated vessels are not subject to complex 
agency relationships and the resulting principal-agent problems are largely removed. The 
ship owner is in charge of the vessel, has to raise the investment capital for energy-efficient 
measures, but can also retain all future savings that result from lowered fuel consumption. 
An energy-efficient measure that is also cost-effective (positive net present value) is 
therefore more likely to be implemented on owner-operated vessels.  
In light of the findings by Rehmatulla and Smith (2015) and Agnolucci et al. (2014), 
it becomes clear why the implementation rate of measures for energy efficiency remains low 
across the shipping industry. Although Eide et al. (2009) identified more than 50 cost-
effective technical and operational measures, principal-agent problems in the form of split 
incentives and information asymmetry between the ship owner and the charterer prevent a 
higher rate of diffusion on (time) chartered vessels. Many energy efficient measures are only 
cost-efficient on owner-operated vessels; on chartered vessels, the ship owner cannot recoup 
sufficient fuel savings from the charterer to achieve a positive return on investment. Existing 
high-end systems appear to be primarily designed for owner-operated vessels and do not 
match the specific needs and limitations of chartered vessels.  
In the following, I will discuss the implications of these findings for the manufacturers 
of vessel performance systems. Specifically, I will outline what is needed to overcome the 
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barriers to energy efficiency on chartered vessels: a lightweight system for charterparty 
monitoring. 
2.3.4 Implications for Manufacturers 
In their study, Rehmatulla and Smith (2015) concluded that the implementation rate of many 
energy efficient measures does not correspond to their high energy saving potential and 
positive net present value. Consequently, the development of increasingly powerful (and 
costly) tools will not guarantee commercial success across all market segments.  
For chartered-vessels, principal-agent problems will prevent a widespread diffusion of 
costly high-end systems. The ship owner, responsible for the technological and operational 
efficiency of the vessel, is unlikely to recover a sufficient part of the investment costs 
through higher charter rates to make the investment worthwhile. Meanwhile, the charterer, 
who would benefit from the increased efficiency, will not invest into expensive technology 
either, as the vessel belongs to a different party. Nevertheless, the charterer can still be a 
promising customer for providers of vessel performance tools, if they manage to adapt their 
products to the complex agency relationship.  
According to Antola, Solonen, and Staboulis (2017), a lightweight system is needed 
that can monitor vessel performance, without being subject to the barriers identified by 
Rehmatulla and Smith (2015). Such system has to be significantly cheaper than the 
established high-end systems; ideally, it would be offered as a service, to remove any need 
for upfront investments. The system would be marketed to the charterer as an independent 
monitoring tool that would enable the tracking of vessel and crew performance. The 
charterer could identify deviations from the levels that were agreed in the charterparty, 
demand compensation from the ship-owner, or renegotiate the terms for the next voyage. 
For example, the charter would be able to identify poor operational practices that lead to an 
unreasonably high fuel consumption (and fuel bill). While high-end systems achieve savings 
for the ship owner by directly optimizing the technical and operational efficiency of the 
vessel, a lightweight system would indirectly increase efficiency by reducing the information 
asymmetry between the charterer and the ship-owner. Coming back to Marschak (1955), the 
principal (charterer) could finally hope to check (at least partly) the agent’s performance. 
The two parties will still have conflicting interests, however for the first time, the charter 
would be able to obtain some of the ship-owner’s private information and reduce transaction 
costs from the principal-agent relationship.  
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In practice, designing a lightweight system that is not subject to barriers to energy 
efficiency is a complex task. Many quantities that are essential for evaluating vessel 
performance (e.g. speed-through-water, RPM, fuel flow) cannot be directly measured 
without access to a ship’s onboard system; thus the costly integration of high-end systems. 
Bialystocki and Konovessis (2016) have presented a statistical approach in which a vessel’s 
speed-fuel curve can be estimated from crew-reported data. While this approach can serve 
as a decision-making tool for stakeholders, any approach that relies entirely on human input 
will always be subject to reporting errors. Moreover, it questionable whether it will satisfy 
the strict regulations of Annex VI (International Maritime Organization, 2008).  
Antola, Solonen, and Staboulis (2017) claim that some performance variables can be 
obtained indirectly by using virtual sensing techniques. Virtual sensors can drastically 
reduce hardware costs by replacing physical sensors with mathematical models that allow 
the inference of some desired variables based on their dependencies on a set of influential 
variables (Fortuna et al., 2007). Virtual sensors are therefore the key for the development of 
a lightweight system for monitoring vessel performance that is not subject to the barriers 
identified by Rehmatulla and Smith (2015).  
In the following, I will present the design procedure for virtual sensors in the context 
of industrial process control. Based on this framework, I will then present the novel approach 
of Antola, Solonen, and Staboulis (2017) in Chapter 2.5.  
2.4 Theoretical Design Procedure for Virtual Sensors 
As stated previously, virtual sensors are mathematical models that allow the inference of 
some desired variables based on their dependencies on a set of influential variables (Fortuna 
et al., 2007). The theoretical and practical aspects of virtual sensors have been extensively 
researched. Refer for example to Haykin (1999) for an early work on neural networks, or 
Fortuna et al. (2001) and Sinha and Gupta (2000) on the theory and application of soft 
computing. However, to my knowledge, no scientific study exists on the development of 
data-driven virtual sensors in the context of maritime shipping.  
In order to embed the novel approach of Antola, Solonen, and Staboulis (2017) within 
a framework of established literature, one has to study related fields and industries instead. 
In the following, I will discuss the design procedure of virtual sensors in industrial 
environments, such as refineries, power plants, and industrial pollution monitoring, based 
on the work of Fortuna et al. (2007). While a container ship is certainly no industrial plant, 
both are constantly seeking ways to improve (production) efficiency, but also face 
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increasingly tight environmental regulations and pollution restrictions. Monitoring a large 
set of process variables is the key to ensure (production) efficiency and compliance with 
environmental laws. The implementation of a plant-wide monitoring with physical on-line 
measurement devices is, however, a highly costly venture; much like the integration-based 
monitoring of vessel performance.  
An alternative to these expensive devices comes in the form of virtual sensors: based 
on experimental data, it becomes possible to formulate mathematical models that map 
industrial processes via system identification procedures; these models can greatly reduce 
the need for physical measurement devices and ensure tight process control. Virtual sensors 
are used for a variety of tasks, such as real-time predictions, back-up systems for measuring 
devices, and sensor validation. (Fortuna et al., 2007) Within the context of this thesis, virtual 
sensing techniques will be used to eliminate hardware requirements, or more specifically, to 
overcome a lack of hardware (physical fuel flow meter). Figure 5 illustrates the typical 
design procedure of a data-driven virtual sensor for industrial process control. 
 
 
Figure 5. The design procedure of a virtual sensor for industrial process control Fortuna et al. (2007): the 
five stages of data selection, outlier detection and filtering, model and variable selection, estimation, and 
validation will provide the rough structure for the fuel flow model as presented in Chapter 3.  
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Generally, a model can never be better than the data used for its predictions. The first 
step towards developing a soft sensor is therefore the data collection. Most industrial 
companies have amassed vast historical records on their processes that can be used to 
identify relevant features (Albazzaz & Wang, 2006). However, the sheer volume of 
(potentially unstructured) data can also hinder the identification of dependencies among 
variables (Flynn, Ritchie, & Cregan, 2005). While data mining is a crucial step in the soft 
sensor development, it is also subject to many obstacles: noise, low accuracy, high 
dimensionality, redundancy, incorrect values, and non-uniformity in the sampling can all 
negatively affect the collection of suitable model input data (Fortuna et al., 2007). The 
lightweight model for fuel flow estimation faces noisy weather forecasts and crew-generated 
reports that are inherently prone to human errors.  
The second step is therefore outlier detection and data filtering. Hardware failure or 
transmission problems can create outliers that can potentially compromise the data. Different 
techniques for outlier detection and removal exist, for example as presented by Chiang, Pell, 
and Seasholtz (2003) in the context of industrial process control. After outliers have been 
detected, the data might still require pre-filtering before it can be used to train a model. Refer 
to Guidorzi (2003) for data filtering techniques in the context of multivariable systems and 
linear models (as used in the practical part of this Master’s thesis).  
Once the data has been collected and pre-processed, the third step is the selection of 
variables and model structures. Depending on the level of a priori knowledge of the real 
system, different procedures for virtual sensor development have been proposed: physical 
modeling (also known as first principles approach, or white-box models), as well as gray- or 
black-box identification approaches in the form of multivariate statistics or artificial 
intelligence modeling, such as fuzzy logic or neural networks (Nørgård, Ravn, Poulsen, & 
Hansen, 2000). The high complexity and dynamics of industrial processes make physical 
models often unsuitable, as critical parameters are unknown. Instead, empirical data-driven 
gray- and black-box models are used to provide real-time estimates of process quantities 
based on their correlation with other system variables. (Fortuna et al., 2007) Especially the 
gray-box approach can lead to highly accurate models as it combines all available 
information: known physical properties of a system, as well as historical data. For example, 
Zahedi, Elkamel, Lohi, Jahanmiri, and Rahimpor (2005) found that a hybrid gray-box model 
for the simulation of chemical reactions outperformed its purely mechanistic or neural 
network counterparts. The lightweight model by Antola, Solonen, and Staboulis (2017), as 
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well as the model based on Equation (10), can both be classified as grey-box models as they 
combine some prior knowledge with empirical data.  
Therefore, a set of explanatory variables (also known as independent variables or 
predictors) has to be chosen that influences the model output. Among the most popular 
methods are the graphical inspection of dispersion plots and correlation analysis. See for 
example Warne, Prasad, Rezvani, and Maguire (2004) for a review of variable selection 
techniques for linear and nonlinear models. In the practical part of this Master’s thesis, 
literature on hydrodynamic laws (Bertram, 2000; MAN Diesel & Turbo, 2011) will be used 
to identify a set of explanatory variables that describe the underlying system well. 
A widely reported problem during the identification stage is the collinearity of 
variables; a problem that occurs frequently for variables measured from industrial processes. 
It can be addressed by techniques, such as partial least squares regression (PLS). While 
(multi-) collinearity amongst the explanatory variables will be a topic in the practical part of 
this thesis, we will also see that no measures are necessary to mitigate the problem. Thus, I 
will not discuss this issue further; for more information, refer to Baffi, Martin, and Morris 
(1999) for an overview of linear and nonlinear PLS algorithms.  
Once the model input and output variables are selected, the fourth step is the model 
estimation (also known as model identification). The goal is to obtain an estimate for the 
output variable(s) based on predictors (Fortuna et al., 2007). For the practical part in Chapter 
3, I will approximate a nonlinear system by using a linear, polynomial model (Chen & 
Billings, 1989). For an overview of nonlinear black-box modeling techniques see for 
example Juditsky et al. (1995). All modeling techniques are sensitive to the size of the 
training data set and Yan, Shao, and Wang (2004) have presented some techniques to 
mitigate this problem. However, the study presented in Chapter 3 is based on a large data 
set, thus I will not discuss the effects of insufficient training data further.  
The final step involves the model validation. This topic has not been solved in a 
definite way. For linear models, the standard approach is to compute the autocorrelation 
function of the residuals and the cross-correlation functions between the residuals and the 
input variables over a set of (unseen) testing data (Söderström & Stoica, 1988). In Chapter 
3, we will see how the model validation requires reference data from an integration-based 
system.  
In summary, this chapter covered the design procedure of virtual sensors: data 
collection and filtering, variable and model selection, model identification, and validation. 
Given the lack of scientific literature on the application of virtual sensors in the maritime 
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industry, the context of industrial process control was chosen to provide a theoretical 
framework for further discussions. In the following, I will show how a virtual sensor is 
designed in practice by  presenting the lightweight model as described by Antola, Solonen, 
and Staboulis (2017). 
2.5 The Lightweight System by Antola et. al. (2017) 
The Finnish company Eniram has productized the model of Antola, Solonen, and Staboulis 
(2017) and offers a lightweight system for vessel performance monitoring. It is sold as a 
service (no upfront costs) and marketed primarily at small and chartered vessels. The 
hardware consists of a single shoebox-sized unit that features a GPS transponder, an 
accelerometer, and a satellite transponder. The installation can be carried out by the crew 
without the need for a trained technician. Note that the system is already installed on multiple 
vessels. My research methodology, presented in Chapter 3, relies on availability of real-life 
vessel data from a lightweight system.  
In contrast to integration-based systems, the lightweight system neither has access to 
a vessel’s onboard systems, nor can it rely on a network of sensors. The leading idea behind 
the lightweight system is that despite the lack of onboard integration, useful information on 
the vessel performance can be obtained indirectly by utilizing virtual sensing techniques. 
According to Antola, Solonen, and Staboulis (2017), “the model combines the vessel speed 
with meteorological forecasts and a propulsion power model to estimate instantaneous fuel 
flow rates based on the daily total fuel consumption reported by the crew.“  
While the onboard integration of integration-based systems provides access to 
numerous measured quantities, the lack of onboard integration creates a short list of input 
variables for the lightweight system: 
1. Vessel speed: the GPS unit provides high-frequency data on the vessel speed-over-
ground (SOG) with a five-minute sampling period. Numerous factors, such as sky 
blockage, atmospheric conditions, and receiver quality make it difficult to determine the 
accuracy of a GPS signal (Trodden et al., 2015). Most modern GPS units show a 
horizontal accuracy of at least 3.5 meters (Federal Aviation Administration, 2014); a 
distance that will not affect model accuracy in the context of shipping so that the GPS 
signal can be regarded reliable.   
2. Meteorological data: is obtained from a 3rd-party provider and based on the forecasts 
of the National Oceanic and Atmospheric Administration (NOAA), an agency of the 
U.S. Department of Commerce. The high-frequency meteorological data contains 
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forecast on e.g. ocean currents, wind strength, and wave heights. Note that these 
forecasts are inherently prone to errors; nevertheless, they are (among) the best available 
estimates of meteorological values.  
3. Crew-generated noon reports on changes in tank levels: roughly every 24 hours, the 
crew is required to submit noon reports (usually submitted around noon). These 
manually filled-out Excel sheets contain - among others - information on how the tank 
levels have changed since the previous report. The reports often contain crude errors 
and are sometimes entirely missing. Even if the crew is willing to carefully submit the 
reports, they might encounter technical difficulties. It is not uncommon for older vessels 
to lack an automated system for monitoring tank levels. The crew is then required to 
literally take a long stick, insert it into the tank and estimate the changes to the previous 
day. Despite their shortcomings the crew-generated noon reports are crucial for obtain 
fuel flow rates with a virtual sensor and serve as a response variable.  
 
The desired output variable of the lightweight system is instantaneous fuel flow (in 
HFO tons per day). It is important to understand that a vessel’s fuel consumption can be 
expressed in different ways. The noon reports state the total consumption over a certain 
reporting period. This low-frequency value gives no information on any fluctuation in 
consumption throughout the period, e.g. due to variance in speed. A related value is the gas 
consumption per 100 kilometers used in automobiles: whether the driver kept an even speed 
or was first speeding and then going slowly cannot be seen from a single consumption value. 
In contrast, a physical meter provides measured data on the instantaneous fuel flow. A virtual 
fuel flow sensor would therefore aim to mimic its physical counterpart as closely as possible. 
Hence, the desired output variable of the lightweight model is instantaneous fuel flow, a 
high-frequency measure. 
Antola, Solonen, and Staboulis (2017) evaluated their model’s performance by 
compared the modeled fuel flow rates from a lightweight system against reference data from 
an integration-based system; they summarized their findings as following:  
 
“The results indicate that the proposed technique can yield speed-fuel models that 
correlate well with the high-fidelity reference data. Moreover, the method gives a 
significantly more accurate view on the vessel’s performance compared to an 
analysis that solely rely on the crew-reported aggregates. […] On the other hand, 
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[…] the temporal resolution of the fuel flow estimate is considerably lower as 
expected.” - Antola, Solonen, and Staboulis (2017) 
 
Despite these promising findings, Antola, Solonen, and Staboulis (2017) also discuss 
three challenges that come with their method: firstly, the lack of physically measured 
reference values in combination with noisy high-frequency data sources (mainly weather 
forecasts) could lead to error aggregation and severely impact model accuracy. Secondly, 
the small number of available input variables can cause systematic modeling errors. 
Thirdly, uncertainty is caused by the reliance on human input as the model is fitted on 
daily changes in tank levels that have to be manually observed and reported by the crew 
(who does not necessary has an incentive to support a performance monitoring tool). 
In summary, this chapter outlined the high-level design, data sources, performance, 
and potential shortcomings of the lightweight model, as presented by Antola, Solonen, and 
Staboulis (2017). 
2.6 Summary of Theoretical Framework 
All in all, Chapter 2 set the theoretical framework for this Master’s thesis. Economic, 
ecological, and regulatory requirements lead ship owners and operators to seek ways to 
improve fuel efficiency of commercial vessels  (Buhaug, 2009). While over 50 methods exist 
that are energy- and cost-efficient (Eide et al., 2009), principal-agent problems prevent their 
industry-wide implementation (Rehmatulla & Smith, 2015). Especially on small and 
chartered vessels, expensive integration-based performance monitoring tools (Trodden et al., 
2015) are unfeasible. Alternative approaches that rely solely on crew-reported data are 
inexpensive, but fail to offer sufficient insight and accuracy to comply with regulatory 
standards (Bialystocki & Konovessis, 2016). A novel approach based on virtual sensing 
techniques (Fortuna et al., 2007) has been proposed that can overcome the barriers to energy 
efficiency and offer some of the insights that require onboard integration in most 
commercially available solutions (Antola, Solonen, & Staboulis, 2017). With this theoretical 
framework, I will proceed to the research methodology of my study.   
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3 Research Methodology 
In this chapter, I will present my research methodology and elaborate on the four-stage 
implementation process as outlined in Chapter 1.2. To recap, my research questions are 
defined as: 
1. How to formulate a virtual sensor for time-dependent momentary fuel flow estimation 
on commercial vessels? 
2. How well does the model perform in comparison to integration-based systems? 
 
These questions are addressed by conducting a quantitative in-depth case study that aims 
to validate the approach by Antola, Solonen, and Staboulis (2017) exemplarily. Real-life 
data from a single case vessel is collected over a two-month period from May to June 2017. 
The case vessel was chosen based on the unique situation that it was equipped 
simultaneously with a lightweight system and an integration-based system. This setup not 
only provides sufficient lightweight data for training a predictive model, it also offers 
reference data for assessing the model performance, and for quantifying the effect of human 
reporting errors. Based on the information presented by Antola, Solonen, and Staboulis 
(2017), I formulate a (simplified) version of the underlying lightweight model from 
publically available tools. Specifically, I will use a Jupyter notebook and various Python 
packages for data analysis and visualization, such as Pandas, Numpy, Matplotlib, Seaborn, 
and StatsOLS.  
As discussed in Chapter 2.4, the prior knowledge of a real system affects which model 
type is favoured: white-, grey-, or black-box modelling. While white-box models exist that 
could in theory calculate the fuel flow (Bertram, 2000), these mechanistic models require 
the availability of many quantities that are unknown in practice; especially without onboard 
integration. Therefore, an empirical, data-driven grey-box model will be used to estimate 
instantaneous fuel flow rates based on their dependencies on other system variables.  
As a first step, I will discuss how the lightweight model of Antola, Solonen, and 
Staboulis (2017) combines physical laws on marine hydrodynamics with statistical 
modelling to approximate fuel flow rates via a parameter estimation problem. This step will 
provide the necessary theoretical framework for the variable selection and model design in 
Chapters 3.2 and 3.3. 
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3.1 From Marine Hydrodynamics to an Explicit Optimization 
Problem 
In this chapter, I will show how a vessel’s fuel flow can be approximated by a set of 
resistance parameters that influence the vessel’s need for propulsion power. In general, it 
makes sense to express a vessel’s fuel flow Φ at time t as a function of the propulsion power 
𝑃𝑃#  and a set of (typically estimated) parameters 𝛼𝛼  (MAN Diesel & Turbo, 2011). In 
particular, the fuel flow is given by 
 
 Φ# = 𝑔𝑔 𝑃𝑃#, 𝛼𝛼 = 𝛼𝛼( + 𝛼𝛼*𝑃𝑃#. (1)  
 
The key to evaluating Equation (1) is to define a suitable propulsion power model that can 
quantify 𝑃𝑃#. A ship’s propulsion power requirement depends primarily on the vessel’s speed; 
hence we need to first define a speed variable. 
For the lightweight model, an artificial proxy of the vessel’s speed-through-water 
(STW) is formed by combining speed-over-ground (SOG via GPS) with forecasts on ocean 
currents. For example, if a vessel has a STW of 15 knots but sails against a two knots current, 
its SOG will only be 13 knots. Likewise, if the vessel sails with a two knots current, its SOG 
will be 17 knots.  Thus, the stronger the current, the less accurate it would be to utilize an 
unadjusted SOG to approximate the STW. The lightweight system refers to this adjusted 
speed value as forecast-STW (since it reflects the SOG adjusted for the ocean current 
forecasts). The relationship between the forecast-STW vt, the SOG ut, and the water current 
velocity utw is express as 
 
 𝑣𝑣# = 𝑢𝑢# + 𝑢𝑢#.. (2)  
 
Note that the water current utw can be positive or negative, depending its relative direction 
to the vessel. Further note that in most integration-based systems, the vessel speed is 
obtained directly from the onboard navigation system and calibrated with the help of a broad 
range of (measured) variables and modeling techniques (Antola, Solonen, & Pyörre, 2017). 
The result is the most accurate expression of a vessel’s actual speed-trough-water, referred 
to as reference-STW within the context of this thesis. In Chapter 4.3, I compare the accuracy 
of the forecast-STW against the reference-STW.  
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Once a speed proxy is found, a simplified version of a more general propulsion power 
model is formulated. It combines the forecast-STW with meteorological data, such as wind 
speed and direction, and wave heights. More precise, the model quantifies the time-
dependent propulsion power 𝑃𝑃# consumed by the vessel when moving at forecast-STW vt 
while facing the wind force uta. Additionally, a multidimensional resistance parameter 𝜃𝜃 is 
used to account for the object geometry and the properties of the media. By multiplying the 
resistance coefficient R with the forecast-STW vt we obtain the propulsion power 𝑃𝑃# (Antola, 
Solonen, & Staboulis, 2017). In particular, the propulsion power is given by 
 
 𝑃𝑃# = 𝑅𝑅(𝑣𝑣#, 𝑢𝑢#2, 𝜃𝜃)	𝑣𝑣#. (3)  
 
In Equation (3), the forecast-STW vt is derived based on Equation (2), while the wind force 
uta is taken from meteorological databases. However, with 𝜃𝜃 unknown, the propulsion power 
𝑃𝑃# cannot be evaluated. Antola, Solonen, and Staboulis (2017) claim that this limitation can 
be overcome by utilizing the crew-generated noon reports. 
The crew onboard a ship is reporting changes in the tank levels roughly every 24 hours. 
This value can be regarded as the integral of the instantaneous fuel flow rates	over the 
respective reporting period Δ𝑇𝑇. By summing the instantaneous fuel flow Φ#  over Δ𝑇𝑇 and 
plugging Equation (3) in (1), we obtain a formula for the total fuel consumption Φ∆= over 
time period ∆T in the form of 
 
 
Φ∆> = Φ#	𝑑𝑑𝑑𝑑 =
∆>
𝑔𝑔(𝑃𝑃#, 𝛼𝛼)	𝑑𝑑𝑑𝑑 = 𝑔𝑔(𝑅𝑅(𝑣𝑣#, 	𝑢𝑢#
2, 𝜃𝜃)	𝑣𝑣#, 𝛼𝛼)	𝑑𝑑𝑑𝑑
∆>∆>
. 
(4)  
 
Equation (4) presents us with the numerical problem to estimate the parameters 𝛼𝛼 and 𝜃𝜃. In 
contrast to Equation (3), the crew is providing a value for Φ∆= in (4). Hence, the equation 
can be evaluated and the parameters 𝛼𝛼  and 𝜃𝜃  can be estimated. Antola, Solonen, and 
Staboulis (2017) have provided a worked-out example of this parameter estimation problem. 
For simplicity, this example assumes a vessel’s fuel flow to be only dependent on the water- 
and wind-induced resistances; the real lightweight system (e.g. as installed on the case 
vessel) uses a larger set of explanatory variables. As an explicit form, Equation (3) becomes 
 
 𝑃𝑃# = 𝜃𝜃(𝑣𝑣#A + 𝜃𝜃* 𝑢𝑢#2 − 𝑢𝑢# *𝑣𝑣# cos 𝛾𝛾#. (5)  
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As in Equation (2), 𝑣𝑣# describes the forecast-STW, while the wind speed is given by uta. 
Furthermore, 𝛾𝛾t denotes the angle between the relative wind (uta - ut) and the direction in 
which the ship is heading. The resistance is modeled by 𝜃𝜃( and 𝜃𝜃*. Hence, the propulsion 
power is described as a weighted sum of the cubed STW and the weighted wind effect.  
 By plugging Equation (5) in (4), we express the total fuel consumption Φ∆> over 
time period ∆𝑇𝑇 in terms of the propulsion power and the constants 𝛼𝛼( and 𝛼𝛼* in the form of 
 
Φ∆> = ∆T𝛼𝛼( + 𝛼𝛼*𝜃𝜃( 𝑣𝑣#
A	𝑑𝑑𝑑𝑑 + 𝛼𝛼*𝜃𝜃*
∆>
𝑢𝑢#
2 − 𝑢𝑢#
*𝑣𝑣# cos 𝛾𝛾# 𝑑𝑑𝑑𝑑.
∆>
 
(6)  
  
crew-reported 
consumption 
     water resistance             wind resistance 
 
 
All the summands in Equation (6) are available, either from the GPS unit, the meteorological 
forecasts, or the noon reports. While the multipliers 𝛼𝛼(, 𝛼𝛼*, 𝜃𝜃(, 𝜃𝜃*  cannot be estimated 
individually, they can be combined to weight parameters 
 
 					𝛽𝛽( = 𝛼𝛼(Δ𝑇𝑇,						𝛽𝛽* = 𝛼𝛼*𝜃𝜃(, 					and					𝛽𝛽A = 𝛼𝛼*𝜃𝜃*. (7)  
 
Given a sufficient number of noon reports, a model can be trained to estimate these weight 
parameters. Note that the example in Equation (6) assumed the fuel flow to be only 
dependent on two variables. While this is sufficient to illustrate the modeling approach, the 
actual system is more complex and requires a larger set of explanatory variables to 
approximate fuel flow sufficiently accurately. In the following, I will discuss the variable 
selection for this study.  
3.2 Variable Selection 
To recap, it makes sense to express fuel flow as a function of propulsion power (Equation 
(1)). For a ship to move, it first has to overcome resistance, the force working against the 
propulsion. The resistance is mainly driven by a vessel’s speed, water displacement, and hull 
form (MAN Diesel & Turbo, 2011). Hence, we can ask what factors increase the resistance 
and the need for propulsion power? Based on Bertram (2000) and Antola, Solonen, and 
Staboulis (2017), I have chosen four sources of resistance that mainly affect a vessel’s 
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propulsion power requirement and fuel consumption: frictional (water) resistance, draft, 
wave height, and wind force. 
 
Frictional resistance 
The frictional resistance describes the water-induced resistance. It accounts for 70% to 90% 
of the total resistance and grows quadratically with a vessel’s speed (MAN Diesel & Turbo, 
2011). Anybody who has attempted to run through a swimming pool can confirm that it 
becomes increasingly harder the faster one moves. In order to approximate the effect on fuel 
consumption, we need to express the power that is lost (or additionally required) due to the 
water resistance. This water-power-loss is approximated by 𝑆𝑆𝑇𝑇𝑆𝑆A, the cubed vessel speed 
(MAN Diesel & Turbo, 2011). For simplicity, it is denoted by: 𝑿𝑿𝟏𝟏 = 𝒘𝒘𝒘𝒘𝒘𝒘𝒘𝒘𝒘𝒘.  
 
Draft-induced resistance 
The second source of resistance is a vessel’s draft, which describes how much of the ship’s 
hull is submerged and which affects the water displacement: the heavier the vessel, the 
deeper it lays in the water and the higher the frictional resistance becomes. Especially for 
containerships, the draft can vary by several meters depending on whether all containers are 
loaded with stones or pillows. Since the frictional resistance accounts for a large portion of 
the overall power loss, it is important to include a variable that captures the dynamic nature 
of this resistance. Without onboard integration, we have to rely on the crew-reported draft. 
However, we can mitigate potential reporting errors, by including a mean vessel draft 
(provided by the ship owner). The draft-power-loss is approximated by 
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑VWX.	WXYZW#X[ − 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑\X2] 	×	𝑆𝑆𝑇𝑇𝑆𝑆
A (MAN Diesel & Turbo, 2011). For simplicity, 
it is denoted by: 𝑿𝑿𝟐𝟐 = 𝒅𝒅𝒘𝒘𝒘𝒘𝒅𝒅𝒘𝒘. 
 
Wave-induced resistance 
The wave-induced resistance captures the energy loss due to waves. At low speeds, the 
wave-induced resistance is proportional to the squared vessel speed, however it increases 
much faster at higher speeds (MAN Diesel & Turbo, 2011). Meteorological forecast on the 
wave heights are combined with the vessel speed to describe the wave-power-loss, denoted 
by: 𝑿𝑿𝟑𝟑 = 𝒘𝒘𝒘𝒘𝒘𝒘𝒘𝒘𝒘𝒘.  
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Wind-induced resistance 
The wind-induced resistance captures the energy loss (or gain) due to wind. In calm water, 
the wind resistance is roughly proportional to the squared vessel speed. It is dependent on 
the cross-sectional area of the ship above the water and the relative angle of the wind to the 
ship (Equation (6)). The wind accounts for 2% to 10% of the total resistance. In full head 
wind, the extra resistance will be high; if the wind blows from the back, it will actually 
reduce the power requirement and take a negative value. The wind-power-loss is denoted 
by: 𝑿𝑿𝟒𝟒 = 𝒘𝒘𝒘𝒘𝒘𝒘𝒅𝒅. 
 
It would go beyond the scope of this business-oriented Master’s thesis to discuss the 
exact physical laws from which the four predictor variables are derived. Bertram (2000) 
provides an exhaustive work on practical ship hydrodynamics; for an easier read refer to 
MAN Diesel & Turbo (2011). The level of information presented in this chapter is sufficient 
so that a customer who ordered a validation study can understand how the four predictors 
are chosen and how the physical phenomena (e.g. waves and wind) are approximated in the 
lightweight model. Given access to reliable vessel speed data, a customer could acquire the 
remaning values from a provider of meteorological forecasts (e.g. NOAA) and replicate my 
research.  
Before we move on, note that the literature on ship hydrodynamics (Bertram, 2000) 
supports the idea that all four predictors are dependent on the vessel speed. In Chapter 5, we 
will discuss the implications of this setup on the regression results, especially regarding 
multicollinearity. In conclusion, the four predictors used in this study are defined as  
 
 𝑋𝑋( = 𝑤𝑤𝑑𝑑𝑑𝑑𝑤𝑤𝑑𝑑, 𝑋𝑋* = 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑, 𝑋𝑋A = 𝑤𝑤𝑑𝑑𝑣𝑣𝑤𝑤𝑤𝑤, 𝑋𝑋l = 𝑤𝑤𝑤𝑤𝑤𝑤𝑑𝑑,  
 
with the response variable being 𝑌𝑌 = 𝑑𝑑𝑢𝑢𝑤𝑤𝑓𝑓	𝑑𝑑𝑓𝑓𝑓𝑓𝑤𝑤, denoted by Φ.  
3.3 Model Design 
After discussing the theoretical framework by Antola, Solonen, and Staboulis (2017) and 
outlining the variable selection process, we proceed to the first stage of my research 
method’s implementation process: fit a model for weight parameter estimation onto low-
frequency crew reports and onto aggregated high-frequency GPS and meteorological data. 
With 𝑝𝑝 = 4  predictors, we need to predict a quantitative response Y based on multiple 
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independent variables 𝑋𝑋(, 𝑋𝑋*, … , 𝑋𝑋Y . Hence, a multiple linear regression model will be 
used in the form of:  
 𝑌𝑌 = 𝛽𝛽u + 𝛽𝛽(𝑋𝑋( + 𝛽𝛽*𝑋𝑋* + ⋯+ 𝛽𝛽Y𝑋𝑋Y + 𝜖𝜖. (8)  
 
In general, 𝑋𝑋x denotes the jth predictor and 𝛽𝛽x quantifies the relation between that variable 
and the response Y. In Equation (8), 𝛽𝛽u, 𝛽𝛽(, … , 𝛽𝛽Y are unknown constants that represent the 
intercept and slope terms in the linear model. Together, 𝛽𝛽u, 𝛽𝛽(, … , 𝛽𝛽Yare known as the model 
coefficients or weight parameters. We interpret 𝛽𝛽x as the average effect of a unit increase in 
𝑋𝑋x on Y, holding all other predictors constant. (James, Witten, Hastie, & Tibshirani, 2013) 
Following the general form of Equation (8), we can formulate a relationship between the 
total fuel flow Φ∆> over a known time period ∆𝑇𝑇 and aggregates of the predictors (water, 
draft, waves, wind) in the form of 
 
Φ∆= = 𝛽𝛽u + 𝛽𝛽( 𝑤𝑤𝑑𝑑𝑑𝑑𝑤𝑤𝑑𝑑#𝑑𝑑𝑑𝑑
∆=
+ 𝛽𝛽* 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑#𝑑𝑑𝑑𝑑
∆=
+ 𝛽𝛽A 𝑤𝑤𝑑𝑑𝑣𝑣𝑤𝑤𝑤𝑤#𝑑𝑑𝑑𝑑
∆=
+ 𝛽𝛽l 𝑤𝑤𝑤𝑤𝑤𝑤𝑑𝑑#𝑑𝑑𝑑𝑑
∆=
+ 𝜖𝜖.	 (9)  
 
If ∆𝑇𝑇 described a 24-hour period, we would receive only one value for the total fuel flow 
Φ∆> from the low-frequency noon reports. However, the high-frequency data sources (GPS, 
meteorological forecasts) would provide over 300 data points (based on the five-minute 
sampling frequency of the GPS unit). In order to match the different sampling periods, we 
have to aggregate the high-frequency data to the sampling periods of the low-frequency noon 
reports. For example, in Equation (9), 𝑤𝑤𝑑𝑑𝑑𝑑𝑤𝑤𝑑𝑑#∆= 𝑑𝑑𝑑𝑑  represents one single value for the 
aggregated or time-averaged frictional resistance over period ∆𝑇𝑇. It is of utmost importance 
to understand the difference between the aggregated and unaggregated values: both stem 
from the same source and time period, but have different sampling periods.  
Based on Equation (9), we obtain estimates for the weight parameters 𝛽𝛽u, 𝛽𝛽(, 𝛽𝛽*, 𝛽𝛽A, 𝛽𝛽l 
by fitting a model in the form of  
 
Φ∆= ≈ 𝛽𝛽u + 𝛽𝛽( 𝑤𝑤𝑑𝑑𝑑𝑑𝑤𝑤𝑑𝑑#𝑑𝑑𝑑𝑑
∆=
+ 𝛽𝛽* 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑#𝑑𝑑𝑑𝑑
∆=
+ 𝛽𝛽A 𝑤𝑤𝑑𝑑𝑣𝑣𝑤𝑤𝑤𝑤#𝑑𝑑𝑑𝑑
∆=
+ 𝛽𝛽l 𝑤𝑤𝑤𝑤𝑤𝑤𝑑𝑑#𝑑𝑑𝑑𝑑.
∆=
 (10)  
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The weight parameter estimation is done using a least squares approach. In general, we 
choose 𝛽𝛽u, 𝛽𝛽(, … , 𝛽𝛽Y to minimize the sum of squared residuals 
 
 𝑅𝑅𝑆𝑆𝑆𝑆 = (𝑦𝑦{ − 𝑦𝑦{)*
]
{|(
= (𝑦𝑦{ − 𝛽𝛽u − 𝛽𝛽(𝑥𝑥{( − 𝛽𝛽*𝑥𝑥{* − ⋯− 𝛽𝛽Y𝑥𝑥{Y)
*,
]
{|(
 (11)  
 
where 𝑦𝑦{  and 𝑥𝑥{(, … , 𝑥𝑥{Y are observed and 𝑦𝑦{  denotes the predicted value of the response. 
The values 𝛽𝛽u, 𝛽𝛽(, … , 𝛽𝛽Y  that minimize Equation (11) are the multiple least squares 
regression coefficient estimates or weight parameters (James et al., 2013).  
By applying the least squares approach to Equation (10), we obtain estimates for the 
weight parameters 𝛽𝛽u, … , 𝛽𝛽l. Thus, I have completed the first stage of my research method. 
In accordance with the design procedure for virtual sensors (Fortuna et al., 2007), I have 
proposed the variable selection and model design of my study. In the following, I will 
proceed to the second phase of my research method and utilize the estimated weight 
parameters to predict instantaneous fuel flow rates.  
3.4 Making Predictions 
In the second stage of my research method, we predict instantaneous fuel flow by applying 
the estimated weight parameters to unaggregated high-frequency GPS and meteorological 
data. Once the weight parameters 𝛽𝛽u, … , 𝛽𝛽l are estimated, we can make predictions using an 
equation in the general form of 
 𝑦𝑦 = 𝛽𝛽u + 𝛽𝛽(𝑥𝑥( + 𝛽𝛽*𝑥𝑥* + ⋯+ 𝛽𝛽Y𝑥𝑥Y, (12)  
 
where 𝑦𝑦 indicates a prediction of Y on the basis of 𝑋𝑋 = 𝑥𝑥. We use Equation (9), but replace 
the crew-reported total fuel flow Φ∆= with the instantaneous fuel flow rate Φ#. Where ∆𝑇𝑇 
denoted a time span (ca. 24 hours), t denotes a single point in time. Likewise, the aggregated 
predictors (water, draft, wave, and wind) are replaced with their unaggregated values. In 
particular, the instantaneous fuel flow is given by 
 
 Φ# = 𝛽𝛽u + 𝛽𝛽(	×	𝑤𝑤𝑑𝑑𝑑𝑑𝑤𝑤𝑑𝑑# + 𝛽𝛽*	×	𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑# + 𝛽𝛽A	×	𝑤𝑤𝑑𝑑𝑣𝑣𝑤𝑤𝑤𝑤# + 𝛽𝛽l	×	𝑤𝑤𝑤𝑤𝑤𝑤𝑑𝑑#. (13)  
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With the entire right side of the equation known, we can evaluate the formula and predict 
instantaneous fuel flow values.  
This concludes the second stage of my research method. Note that this step 
corresponds to the model estimation part in theoretical framework of  Fortuna et al. (2007). 
The next step is to assess the accurate the fuel flow predictions, for which I will introduce 
reference data from an integration-based system. 
3.5 Model Validation 
The final step in the soft sensor design process is model validation (Fortuna et al., 2007), 
usually done by comparing some predictions against reference data. However, the reason for 
developing a virtual fuel flow sensor is that the vessel is not equipped with a physical fuel 
flow meter; no reference fuel flow exists. Otherwise we could split the data, train a model 
on the reference values, and use cross-validation to assess the goodness of fit. Following the 
method of Antola, Solonen, and Staboulis (2017), it became possible to estimate 
instantaneous fuel flow without the need of (high-frequency) reference data, by training a 
model on the aggregated sample data. Nevertheless, for validating the accuracy of the model 
predictions, reference data is indispensable.  
The case vessel was simultaneously equipped with a lightweight and an integration-
based system. This setup allows for model validation as reference data on the vessel speed 
and fuel flow rates can be taken from the integration-based system.  
In accordance with the third stage of my research method, I will assess the model 
performance and check for systematic modelling errors (two of the three main problems that 
were identified by Antola, Solonen, and Staboulis (2017)), by comparing the fuel flow 
predictions against measurement-based reference data. I will visually compare the fuel flow 
curves over the two-month study period, analyze the residuals, and compute different error 
terms. 
Subsequently, I will address the fourth phase of my research method and assess the 
effect of human reporting error by simulating error-free reports from the reference data. As 
the model is trained on crew-generated reports, and marketed as an independent monitoring 
tool, the question is if and how the crew can influence the model output; either by accidently 
or even willfully reporting incorrect values. It would cast doubt on the whole concept if a 
supposing independent monitoring tool can be manipulated by the very people it is devised 
to monitor. In a third step, I will introduce speed-fuel-curves, a standard analytical tool used 
in the marine industry to assess fuel consumption at different speeds.  
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In summary, my research methodology follows the design procedure of virtual sensors 
(Fortuna et al., 2007): variable selection, model design, model predictions, and model 
validation. In the following, I will examine the data used for this study.   
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4 Data 
The sample size and sample period for this study were determined by the simultaneous 
availability of data from a lightweight system and an integration-based system, installed on 
the same vessel. From May 1st until June 30th 2017, the case vessel was equipped with both 
systems. Hence, the sample period of my study is this particular two-month period.  
The sample size is more difficult to determine, since the sampling frequency is 
different for all three main data sources: 30 seconds for the integration-based system, five 
minutes for the lightweight system, and roughly (but varying) 24 hours for the crew-
generated noon reports. Over the two-months period, we obtain 175,679 observations from 
the integration-based system (reference), 17,151 observations from the lightweight system, 
and 61 observations from the noon reports. Despite their discrepancies, the lightweight 
system and the integration-based system are both considered high-frequency data sources, 
while the noon reports are considered low-frequency. The term observation refers to one 
entry in the database, meaning one instance with a unique time stamp (or span) and 
corresponding values for a certain number of variables (e.g. speed and draft). The reference 
data is resampled to match the five-minute period of the lightweight system. In practice, we 
are therefore left with a sample size of 17,151 observations for the high-frequency data and 
61 observations on the low-frequency side.  
The data analysis is implemented in Python, using a Jupyter notebook. The Pandas 
data analysis library is used as it allows for the creation of powerful data frames and data 
analysis tools. Additionally, the NumPy, StatsModels, Seaborn, and Matplotlib libraries are 
used for statistical computations, linear regression models, and scientific plotting. 
4.1 Unit of Analysis 
All vessel data used for this study is taken from a single case vessel with the unique attribute 
that it has been equipped simultaneously with a lightweight system and an integration-based 
system. This case vessel is therefore the unit of analysis of my study. The vessel’s true name 
has to remain anonymous so I will refer to it as “Boaty McBoatface”. See Figure 6 for a 
picture of the vessel class; Table 1 provides the main specifications and principal 
characteristics of the case vessel. 
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Figure 6. The case vessel “Boaty McBoatface”: it is equipped with a lightweight system and an integration-
based solution for study purposes. Hence, it provides data for formulating a model for virtual fuel flow 
estimation and also offers reference data for model validation and for the simulation of error-free noon 
reports.   
Table 1: Main specifications of the case vessel “Boaty McBoatface” 
Year built: 2009 
Type: Container ship 
Gross tonnage: 73,899 t 
Deadweight: 80,293 t 
Length x breadth: 275m x 40m 
Draft (mean):  8.8 m (provided by customer) 
Engine: Sulzer 8RTA96CB 2-stroke 
Power (nom.):  45,760 kW 
Speed avg./max.: 14.3 kn / 26 kn 
 
 
It would go beyond the scope of this Master’s thesis to validate the approach of Antola, 
Solonen, and Staboulis (2017) across multiple vessels and vessel classes. In Chapter 6.3, I 
will discuss the limitations that arise from the case study approach.  
4.2 Data Exploration 
The data can be classified as observational, nonexperimental time series data with no time 
trend. It is observational, since no experiments were conducted to gather data specifically 
for this study; we simply observe the data as it is collected by the two systems during their 
normal operations. The data can be classified as time series data, as each entry is indexed by 
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a time stamp (or time span) that represents the value(s) for one or more quantities at a 
particular time (e.g. fuel flow on 01.05.2017 at 00:00:05 o’clock). The data shows no time 
trend and does not require adjustments for autoregression. There is no reason to assume that 
the crew operates a vessel differently tomorrow because of what has happened today. Every 
day is a new case (new cargo, changing weather, etc.) and there is no up- or down-trend in 
the data.   
The data is stored in three separate Pandas data frames: ‘reports’, ‘data’, and 
‘data_ref’. In the following, I will discuss the three data frames and visualize their structures. 
Refer to Appendix A for an overview of all variables and their definitions.  
 
Low-frequency  
The data frame ‘reports’ holds the low-frequency data. It is indexed with time spans that 
capture the start- and end-times of each reporting period. The regression model for weight 
parameter estimation is fitted to the ‘reports’ data set, therefore it has to contain the crew-
reported quantities, as well as aggregates of the speed and meteorological data. The 
‘_spanned’ suffix denotes a quantity that has been aggregated from its native sampling 
period to a time span. There are eight variables in ‘reports’: 
- draft_manual: the crew-reported vessel draft (in meters) 
- stw_manual: the crew-reported vessel speed (in knots) 
- fuelflow_manual: the crew-reported fuel consumption (in tons/day) 
- stw_spanned: the aggregated forecast-STW (in knots) 
- water_spanned: the aggregated water-induced power loss ( 𝑋𝑋(𝑑𝑑𝑑𝑑) 
- draft_spanned: the aggregated draft-induced power loss ( 𝑋𝑋*𝑑𝑑𝑑𝑑) 
- wave_spanned: the aggregated wave-induced power loss ( 𝑋𝑋A𝑑𝑑𝑑𝑑) 
- wind_spanned: the aggregated wind-induced power loss ( 𝑋𝑋l𝑑𝑑𝑑𝑑) 
 
The data frame contains 61 rows and has no missing values, except for the crew-reported 
speed (27/61). The reporting time spans in Figure 7 reveal the irregular reporting intervals. 
Data 37  
 
 
 
Figure 7. The ‘reports’ data frame (head): it stores all crew-reported quantities, as well as aggregates of the 
high-freuqency GPS and meteorological data. A model is fitted onto ‘reports’ to obtain the weight parameters 
𝛽𝛽u, … , 𝛽𝛽l. The data frame has no missing values, except for the manually-reported vessel speed (27/61). Note 
the irregualar reporting intervals, captured by the timespan index. Further note how the wind effect can be 
positive or negative.  
 
High-frequency 
The data frame ‘data’ contains the high-frequency data from the lightweight system and has 
a regular five-minute sampling period. The instantaneous fuel flow is calculated from ‘data’, 
thus it contains all variables in their unaggregated form. 
- sog: the speed-over-ground (in knots) 
- stw: the forecast-STW (in knots) 
- draft_manual: the crew-reported vessel draft (in meters) 
- water: the water-induced power loss (𝑋𝑋() 
- draft: the draft-induced power loss (𝑋𝑋*) 
- wave: the wave-induced power loss (𝑋𝑋A) 
- wind: the wind-induced power loss (𝑋𝑋l) 
- Lightweight_pred: the fuel flow predictions from the real lightweight system that 
is installed on the case vessel (in tons/day) 
- (fuelflow_pred: the modeled fuel flow (in tons/day); added to ‘data’ once fuel 
flow predictions are obtained)  
 
The ‘data’ data frame has eight variables and 17,151 rows. We observe 36 NULL values in 
all variables except for the sog. However, the missing values appear to be the same for all 
observations. Given the large data set, 36 NULL values will not significantly influence the 
model performance.   
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Figure 8. The ‘data’ data frame (head): it stores the unaggregated values of the GPS and meteorological 
data. The estimated weight parameters are multiplied with the values from ‘data’ to obtain instantaneous 
fuel flow estimates. Note the regular five-minute sampling period.  
 
Reference data 
The data frame ‘data_ref’ contains the high-frequency reference data obtained from the 
integration-based system. It has a 30-second sampling period and provides reference values 
for the model validation and for the simulation of error-free reports. There are three 
variables:  
- draft_ref: a reference draft value (in meters) 
- stw_ref: a reference STW value (in knots) 
- fuelflow_ref: a reference fuel flow value (in tons/day) 
 
The data frame has 175,679 rows. A few NULL values occur, however, given the absolute 
size of the data set, they are irrelevant.  
 
 
Figure 9. The ‘data_ref’ data frame (head): It contains reference data from the integration-based system.  
 
After this overall exploration of the available data, I will examine one input further 
that is included (in different forms) in all three data frames, and which could arguably be the 
most import input variable for the lightweight model: vessel speed.  
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4.3 Speed Proxy 
The relationship between fuel flow and a vessel’s speed-through-water is roughly cubic (e.g. 
𝑋𝑋( = 𝑤𝑤𝑑𝑑𝑑𝑑𝑤𝑤𝑑𝑑 = 𝑆𝑆𝑇𝑇𝑆𝑆
A), thus any error in the speed input variable will aggregated throughout 
the model and significantly affect the estimated fuel flow output. In the following, I will 
therefore examine the accuracy of the speed value used as input for the lightweight model. 
Figure 10 plots different speed measures over the two-month sampling period:  
- SOG: from the GPS unit 
- Forecast-STW: SOG adjusted for the relative effect of the ocean currents (Equation 
(2)); speed input variable for the lightweight model 
- Reference STW: most accurate approximation of a vessel’s speed; measurement-based 
and only available on integration-based system; used as reference. 
 
 
Figure 10. Speed proxy comparison: The SOG (red) represents the unadjusted vessel speed-over-ground from 
the GPS; the forecast-STW (blue) shows the speed input variable for the lightweight model; the reference 
STW (green) provides a highly accurate speed reference value from the integration-based system. 
 
Overall, the SOG and forecast-STW correlate nicely with the reference STW. Zooming into 
the graph provides a more detailed view. 
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Figure 11. Detailed speed proxy comparison: The SOG is highly erratic at times and should therefore not be 
used as a speed proxy. The forecast-STW is smoother and correlates nicely with the reference STW. 
 
While the SOG is accurate in what it measures (speed-over-ground), it is highly erratic if 
used as a speed-through-water proxy. Around May 13th, the SOG shows a high oscillation 
while the green reference curve remains smooth. The blue forecast-STW is overall slightly 
noisier than the reference speed, but not nearly as volatile as the SOG. Adjusting the vessel 
speed-over-ground with meteorological data on ocean currents, improves the accuracy and 
variance of the speed input variable significantly. The visual inspection of the graphs 
suggests that the forecast-STW can be regarded a sufficiently accurate input variable for the 
following fuel flow model. Given the inexpensive way in which the forecast-STW is 
obtained (GPS unit plus external weather forecasts), this finding further suggests that 
researchers could in general improve the accuracy of their studies by adjusting a raw GPS 
signal. For example, the approach by Trodden et al. (2015), in which SOG from GPS was 
combined with an onboard fuel flow meter might further be improved if a forecast-STW-
like speed value was used.  
Moreover, these findings concur with the results of Antola, Solonen, and Staboulis 
(2017), who also presented a speed proxy comparison as illustrated by Figure 12. The 
relation between SOG (grey), forecast-STW (green), and reference STW (pink) concurs with 
my own findings as presented in Figure 10 and Figure 11. Especially in the presence of 
significant currents, the forecast-STW is more in accordance with the reference STW than 
the SOG. 
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Figure 12. Speed proxy comparison by Antola et. al. (2017): a visual inspection confirms the previously 
discussed findings from Figure 10 and Figure 11. 
 
4.4 Limitations of the Data 
The first data limitation concerns the weather data. Antola, Solonen, and Staboulis (2017) 
state that “although the GPS-based SOG estimate is fairly accurate, the [meteorological] 
forecasts are often not (they have low bias, but momentary errors can be high).” Figure 13 
shows how the meteorological forecasts often contain data gaps. For example, the wave 
forecasts are generally unavailable in close proximity to the shorelines and are further 
missing for certain areas, e.g. the Mediterranean Sea. However, given the large sample size 
of the ‘data’ data frame, a few missing meteorological values are of little concern when 
training the model. A robust fuel flow model has to be able to handle gaps in e.g. the wind 
force and the wave height. I will therefore neither remove entries with missing weather data, 
nor try to fill them.   
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Figure 13. Global wave forecasts from Tidetech (based on data from NOAA): the map shows forecasts for 
the height and primary direction of waves. Note how the data is generally unavailable in proximity to the 
shorelines and also for certain regions, e.g. the Mediterranean Sea.  
 
Second, the data is not raw, but often pre-processed. In Equation (2) (Chapter 3.1), an 
artificial measurement of the vessel’s speed-through-water is formed by combining speed-
over-ground with forecasts on ocean currents. In practice, this is not a simple 
addition/subtraction of two speed values. Instead, one has to look at the course of the vessel 
relative to the currents, expressed as two vectors in a certain angle to one another. It would 
be cumbersome to query the raw data in this (and similar) case(s) when the preprocessed 
data is available. As a general rule, I queried only preprocessed data when it was subject to 
mathematical conversions that could have been done in theory by myself (given considerable 
time and effort).  
A third limitation concerns the reference data from the integration based system. The 
case vessel is not equipped with a physical fuel flow measurement device. Therefore, the 
reference data is not measured fuel flow, but a scaled propulsion power value. Physical 
mass (or volume) fuel flow meters are costly and error-prone devices that are mostly found 
on cruise ships. As the lightweight system is marketed only at commercial vessels (e.g. 
container ships, tankers, and bulkers), it would be nearly impossible to find a case vessel 
that is suitable for the lightweight system and equipped with a physical fuel flow meter. 
Moreover, vessels that are sophisticated enough to be equipped with a physical fuel flow 
meter usually have not one, but multiple main engines (and fuel meters) that are run in 
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various combinations and on various fuel types, depending on the required power output. 
Hence, if we obtained physical fuel flow measurements, we would need to find a way to 
combine their readings into a single fuel flow value. This non-trivial step would significantly 
complicate the validation and add more room for errors. In contrast, the scaled propulsion 
power can be expressed in a single value. On commercial vessels equipped with integration-
based systems, the fuel flow can be accurately modeled with a sophisticated engine model 
that utilizes a broad range of measured quantities. So, while the reference value is technically 
not a measured fuel flow, it describes the fuel flow satisfactory well and will therefore be 
used as the reference value within the context of my study. Nevertheless, there is a 
probability that the scaled propulsion power is biased. 
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5 Results and Discussion 
In this chapter, I will present the findings and implications of my research.  
5.1 Model Fit to Aggregated Sample Data 
In Chapter 3.3, I proposed how to “fit a model for weight parameter estimation onto low-
frequency crew reports and onto aggregates of high-frequency data”. In Equation (10), the 
crew-reported fuel consumption was regressed onto aggregates of the resistance variables 
water, draft, waves, and wind. In practice, this is done using the StatsModels OLS Python 
package. Figure 14 shows the OLS regression results.  
 
 
Figure 14. OLS regression results: the model fits the data well (R2 = 0.882) and provides estimates for the 
weight parameters 𝛽𝛽u, 𝛽𝛽(, 𝛽𝛽*, 𝛽𝛽A, 𝛽𝛽l. Note also the high multicollinearity, given by the Cond.No. 
 
We observe the weight parameter estimates 𝛽𝛽( = 0.015, 𝛽𝛽* = −0.003, 𝛽𝛽A = 0.099,  and 
𝛽𝛽l = 0.002. The estimated intercept value 𝛽𝛽u = 17.502 can be interpreted as the base fuel 
consumption of the auxiliary engines. When the ship is anchored at port, and the main 
engine(s) is/are shut off, the auxiliary engines are still running to provide electricity for the 
onboard systems. Hence, the total fuel consumption never drops to zero, but stays at around 
17.5 tons per day. Next, we run some regression diagnostics to assess the model fit and to 
ensure the reliability of the estimates. As a first step, we plot the fitted values (𝑦𝑦) against the 
crew-reported ones (fuelflow_manual, y) in a regression plot.   
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Figure 15. Regression plot (𝑦𝑦 vs. 𝑦𝑦): overall, the model fits the noon report data well. The two outliers will 
be examined in the subsequent chapters. They hint at the sometimes significant human reporting errors.  
 
Overall, the data points in Figure 15 form a linear pattern close to the regression line. Two 
outliers add some noise at higher consumption levels and increase the spread. Nevertheless, 
the model fits the noon report data well.  
Thus, we proceed to quantify the extent to which the model fits the data. The quality 
of a linear regression fit is typically evaluated using two related quantities: the residual 
standard error (RSE) and the 𝑅𝑅* statistic. The RSE provides an absolute measure of the lack 
of fit of the model to the data and is measured in units of Y. The model shows an RSE of 
19.8, meaning that the fitted fuel flow deviates on average by 19.8 tons per day from the 
crew-reported value. With a mean reported value of 75 tons per day, this RSE translates into 
a percentage error of 26%.  
The 𝑅𝑅* provides an alternative measure of fit. It describes the fraction of variance 
explained (James et al., 2013). In multiple linear regression, 𝑅𝑅* equals the square of the 
correlation between the response and the fitted linear model, express as 𝐶𝐶𝑓𝑓𝑑𝑑(𝑌𝑌, 𝑌𝑌)* . 
Essentially, the fitted linear model maximizes this correlation among all possible linear 
models. Generally, an 𝑅𝑅* value close to one indicates that the model explains a large portion 
of the variance in the response variable (James et al., 2013). The model shows an 𝑅𝑅* value 
of 0.882 which indicates a good model fit to the noon reports. The model is able to explain 
roughly 88% of the variance in the crew-reported consumption, despite the small number of 
input variables. Note that we only assess the model fit in isolation, that is we compare the 
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crew-reported data (𝑦𝑦) against the fitted values (𝑦𝑦). The 𝑅𝑅* and RSE say nothing about the 
accuracy of the instantaneous fuel flow predictions, but only quantify how well the 
regression model fits the training data. 
 
Response-predictors-relationship 
Next, we assess the relationship between the response fuel flow variable and the predictors. 
The question is whether at least one of the predictors 𝑋𝑋(, 𝑋𝑋*, 𝑋𝑋A, 𝑋𝑋l is useful in predicting the 
response (James et al., 2013). Since we are dealing with 𝑝𝑝 = 4 predictors, we need to check 
whether all of the regression coefficients are zero. We test the null hypothesis,  
 
𝐻𝐻u:	𝛽𝛽( = 𝛽𝛽* = 𝛽𝛽A = 𝛽𝛽l = 0 
against the alternative  
𝐻𝐻2 ∶ 𝑑𝑑𝑑𝑑	𝑓𝑓𝑤𝑤𝑑𝑑𝑤𝑤𝑑𝑑	𝑓𝑓𝑤𝑤𝑤𝑤	𝛽𝛽x		𝑤𝑤𝑤𝑤	𝑤𝑤𝑓𝑓𝑤𝑤 − 𝑧𝑧𝑤𝑤𝑑𝑑𝑓𝑓. 
 
The hypothesis test is done using the F-statistic. F takes a value close to one when there is 
no relationship between the response and the predictors and a value greater than one if 𝐻𝐻2 is 
true. In Figure 14, we observe a F-statistic of 104, far greater than one. This provides 
convincing evidence to reject the null hypothesis 𝐻𝐻u. At least one of the predictors must be 
related to fuel flow.  
Moreover, we can check whether a particular subset q of the coefficients is zero. The 
corresponding null-hypothesis is expressed as 
 
𝐻𝐻u:	𝛽𝛽Yäãå( = 𝛽𝛽Yäãå* = ⋯𝛽𝛽Y	 = 0. 
 
Figure 14 also provides the t-statistic and a p-value for each predictor. Thus, we can check 
whether each predictor is related to the response, after adjusting for the remaining predictors. 
The p-values indicate that the water (p=0.000) and wind (p=0.015) are significantly related 
to the fuel consumption. This is not surprising as the frictional resistance (approximated by 
𝑆𝑆𝑇𝑇𝑆𝑆A) accounts for 70-90% of the total resistance. However, it is difficult to judge whether 
the draft (p=0.604) and the wave effect (p=0.509) are significantly associated with fuel flow, 
in the presence of the water predictor.  
We investigate the response-predictor-relationship further, by analyzing several nested 
model variations of the full model. Table 2 shows the coefficient estimates, significance 
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levels, 𝑅𝑅*, and F-statistics for different reduced model variations that exclude more than one 
variable. Note that all nested models include the water, since it is clearly significantly related 
to the response variable.  
 
Table 2: Statistics of nested model variations: the dependent variable is “fuelflow_manual”, the crew-
reported fuel consumption.  
	 Full	model	 Water	+	draft	 Water			+	waves	 Water	+	wind	 Water	
𝛽𝛽(	 .0145		 ***	 .0141	 ***	 .0143	 ***	 .0142	 ***	 .0148	 ***	
𝛽𝛽*	 -.0033	 	 .0033	 	 -	 	 -	 	 -	 	
𝛽𝛽A	 .0985	 	 -	 	 .1365	 	 -	 	 -	 	
𝛽𝛽l	 .0017	 *	 -	 	 -	 	 .0016	 *	 -	 	
𝑅𝑅*	 88.2%	 	 86.6%	 	 86.7%	 	 87.9%	 	 86.5%	 	
𝑤𝑤* 392	 	 428	 	 424	 	 384	 	 123	 	
F-statistic 104	 	 187	 	 189	 	 212	 	 379	 	
 	 	 	 	 	 	 	 	 	 	
Signif.	codes:	0					‘	***	‘	p<0.001					‘	**	‘	p<0.01					‘	*	‘	p<0.05					‘	.	‘	p<0.1					‘		‘	p<1		
 
 
While the 𝑅𝑅* is naturally highest in the full model, it does not decrease significantly in the 
reduced models. Even a model based only on the water predictor fits the data almost as well 
as the full model.  
Water remains the single most significant predictor in all reduced models. As in the 
full model, the wind variable is also somewhat significant in the reduced model water + 
wind. Neither the draft, nor the waves gain in significance in the reduced models. The 
residual variance 𝑤𝑤* shows 392 for the full model. Reducing the model to water + draft or 
water + waves increases the variance to 428 and 424 respectively. With 384, the variance of 
the water + wind variation is close the full model. The water-only model shows the lowest 
residual variance of 123. To clarify whether certain variables could be excluded from the 
model, we compute F-tests for the nested model variations. The results are summarized in 
Table 3. 
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Table 3: Comparison of nested model variations: the full model has four predictors in the form of 𝛷𝛷∆= ≈
𝛽𝛽u + 𝛽𝛽( 𝑤𝑤𝑑𝑑𝑑𝑑𝑤𝑤𝑑𝑑#𝑑𝑑𝑑𝑑∆= + 𝛽𝛽* 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑#𝑑𝑑𝑑𝑑∆= + 𝛽𝛽A 𝑤𝑤𝑑𝑑𝑣𝑣𝑤𝑤𝑤𝑤#𝑑𝑑𝑑𝑑∆= + 𝛽𝛽l 𝑤𝑤𝑤𝑤𝑤𝑤𝑑𝑑#𝑑𝑑𝑑𝑑∆=  and an 𝑅𝑅
* of 88.2%. 
Nested	model	
variations	
Hypothesis	 𝑹𝑹𝟐𝟐	 𝑹𝑹𝟐𝟐	change	compared	
to	full	model	
F-
test	
Pr(>F)	 Conclusion	
Water	+	draft	 𝐻𝐻u: 𝛽𝛽A = 𝛽𝛽l = 0	 86.6%	 -1.6%	 3.666	 0.032	 Reject	𝐻𝐻u	
Water	+	waves	 𝐻𝐻u: 𝛽𝛽* = 𝛽𝛽l = 0	 86.7%	 -1.5%	 3.403	 0.040	 Reject	𝐻𝐻u	
Water	+	wind	 𝐻𝐻u: 𝛽𝛽* = 𝛽𝛽A = 0	 87.9%	 -0.3%	 0.447	 0.642	 Accept	𝐻𝐻u	
Water	 𝐻𝐻u: 𝛽𝛽* = 𝛽𝛽A = 𝛽𝛽l = 0	 86.5%	 -1.7%	 2.566	 0.064	 Accept	𝐻𝐻u	
 
 
The first reduced model uses only the water and draft predictors. We test 𝐻𝐻u:	𝛽𝛽A = 𝛽𝛽l = 0 
against the alternative 𝐻𝐻2: 𝑤𝑤𝑤𝑤𝑑𝑑ℎ𝑤𝑤𝑑𝑑	𝛽𝛽A	𝑓𝑓𝑑𝑑	𝛽𝛽l ≠ 0. The F-test shows F = 3.666 and a p-value 
0.032 < 0.05. Thus, we reject 𝐻𝐻u and conclude that the constraint should be relaxed in favor 
of the full model. That is, at least one of the excluded predictors (waves, wind) adds 
significant additional information. The second reduced model uses only the water and waves 
predictors. We test 𝐻𝐻u:	𝛽𝛽* = 𝛽𝛽l = 0 against the alternative 𝐻𝐻2: 𝑤𝑤𝑤𝑤𝑑𝑑ℎ𝑤𝑤𝑑𝑑	𝛽𝛽*	𝑓𝑓𝑑𝑑	𝛽𝛽l ≠ 0. With 
F = 3.404 and a p-value 0.040 < 0.05, we reject 𝐻𝐻u and conclude that at least one of the 
excluded predictors (draft, wind) adds significant additional information. The third reduced 
model uses only the water and wind predictors. We test 𝐻𝐻u:	𝛽𝛽* = 𝛽𝛽A = 0  against the 
alternative 𝐻𝐻2: 𝑤𝑤𝑤𝑤𝑑𝑑ℎ𝑤𝑤𝑑𝑑	𝛽𝛽*	𝑓𝑓𝑑𝑑	𝛽𝛽A ≠ 0. With F = 0.447 and a p-value 0.642 > 0.05, we accept 
the null hypothesis. A model based only on water and wind appears to be equivalent to the 
full model; including the draft and wave effect does not improve the fit of the model to the 
data significantly. The final nested model uses only the water predictor. We test 𝐻𝐻u:	𝛽𝛽* =
𝛽𝛽A = 𝛽𝛽l = 0 against the alternative 𝐻𝐻2: 𝑤𝑤𝑤𝑤𝑑𝑑ℎ𝑤𝑤𝑑𝑑	𝛽𝛽*	𝑓𝑓𝑑𝑑	𝛽𝛽A	𝑓𝑓𝑑𝑑	𝛽𝛽l ≠ 0. With F = 2.566 and a p-
value 0.063 > 0.05, we accept 𝐻𝐻u. The remaining predictors are not significant in explaining 
the variation in the fuel flow. It appears that a model that uses only the water-induced 
resistance is equivalent to the full model.  
In summary, these findings confirm the impression from Figure 14 that speed is the 
single most important factor in explaining fuel flow. The water predictor captures a large 
portion of the speed-induced effect on fuel flow and the remaining speed-dependent 
predictors are less influential on the response variable. The draft and wave predictor appear 
to be not significantly associated with the fuel flow. However, the F-test could not 
conclusively show whether to include the wind variable, as the reduced models “water + 
wind” and “water” appear to be both equivalent to the full model.   
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In light of these ambiguous findings, no variables will be excluded. From the literature 
on marine hydrodynamics, e.g. by Bertram (2000), we know that there is a physical relation 
between the fuel consumption and the four predictors. Instead of labeling some variables 
insignificant based on the statistics of Table 2 and Table 3, we will apply a more intuitive 
approach and take a closer look at the case vessel Boaty McBoatface; a containership. 
Compared to tankers or bulkers, its cargo can vary significantly in weight. However, it is 
possible that the weight and draft remained relatively equal throughout the two-months 
sampling period, causing the draft parameter to appear statistically insignificant. Moreover, 
the wave resistance is proportional to the speed-squared at low speeds; but at higher speeds, 
it increases nearly exponentially. The wave-predictor might appear insignificant because the 
vessel is mostly sailing at low speeds or in good weather, when the relative wave effect is 
low and already captured by the water predictor. However, if we applied the model to a 
vessel with a higher draft variance or observed a time of heavy storms (high waves), the 
draft and wave predictors might grow in significance.  
We conclude this section on the response-predictors-relationship that some predictors 
might not be strongly related to the response in the underlying model, yet we cannot treat 
them as irrelevant. The nature of the vessel might influence the relevance of some predictors. 
As stated in Chapter 3.2, the water-induced resistance accounts for 70% to 90% of the total 
resistance. It appears that the remaining predictors mainly fine-tune the model output. Since 
we seek to generally validating the approach of Antola, Solonen, and Staboulis (2017), we 
need to keep the model applicable to as many vessels as possible. I will therefore keep all 
four predictors. 
 
Collinearity 
Collinearity refers to the situation in which two or more predictors are closely related to one 
another. In general, the presence of collinearity can create problems in regression models, 
as it can be difficult to separate the individual effects of collinear variables on the response 
(James et al., 2013). Collinearity among three or more variables is known as 
multicollinearity. Figure 14 shows a cond. No. of 9170, indicating a high multicollinearity.  
However, within the context of fitting the model to the crew-reported consumption, 
we are not interested in the statistical significance, but only the model fit; multicollinearity 
can be ignored. Given how each predictor is including the vessel speed (squared or cubed), 
we would actually expect them to be closely related to one another.  
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Non-linearity of the data 
In a linear regression model, we assume a straight-line relationship between the predictors 
and the response. If the true relationship is far from linear, then basically all conclusions that 
we draw from the fit are questionable. The model based on Equation (10), is non-linear w.r.t. 
to the predictors (e.g. 𝑋𝑋( = 𝑤𝑤𝑑𝑑𝑑𝑑𝑤𝑤𝑑𝑑 = 𝑆𝑆𝑇𝑇𝑆𝑆A), but linear w.r.t. to the weight parameters 
𝛽𝛽u, … , 𝛽𝛽l. I assume that a non-linear relationship can be approximated using a model that is 
linear in parameters, but non-linear in variables. Thus, a linear regression model (Figure 14) 
can be used to obtain estimates for the weight parameters 𝛽𝛽u, … , 𝛽𝛽l. Residual plots are a 
useful tool for identifying non-linearity. We plot the residuals versus the fitted values 𝑦𝑦{. 
The presence of a pattern may indicate an issue with some aspect of the model, hence we 
want the plot to show no discernable pattern.  
 
  
a) Residual vs. fitted values b) Residual distribution 
Figure 16. Residual plot: the data points show no discernable pattern. 
 
Figure 16 panel a) suggests that there is no significant pattern in the residuals; the cubic term 
of the speed seems to improve the fit of the data. The model is indeed linear w.r.t. the weight 
parameters. Moreover, panel b) indicates that the residuals are distributed around zero. 
However, both plots also reveal the presence of outliers in the data.  
 
Outliers 
An outlier is a point for which 𝑦𝑦{  is far away from the value predicted by the model. 
Generally, outliers can arise for a variety of reasons, such as incorrect recording of an 
observation during the data collection (James et al., 2013). The regression plot in Figure 15 
and the residual histogram in Figure 16 b) revealed two outliers. The fitted values deviate 
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from the crew-reported consumption by nearly 100 tons. In light of these outliers, we should 
not automatically assume that the predictions are incorrect. We cannot tell whether the crew 
reported correctly and our model failed, or whether the crew reported incorrectly and the 
combination of speed and weather reveals the true fuel consumption. The plots only reveal 
the fit of the model to the crew-reported data. In Chapter 5.4 we will learn who is right and 
who is wrong by introducing true reference data for comparison.  
Nevertheless, there is a chance that the outliers affect the RSE and R2. However, the 
objective of this study is not to build a model that perfectly fits the crew-reported training 
data, but one that can predict instantaneous fuel flow. Thus, it would not be reasonable to 
exclude the outliers. If we are to build a virtual fuel flow sensor, it has to be able to handle 
outliers. Moreover, the outliers might help us to show that a product based on data analytics 
can generate significant value to the customer, in contrast to relying purely on erroneous, 
manually-reported values.  
In summary, we have obtained the estimated coefficients 𝛽𝛽u, 𝛽𝛽(, 𝛽𝛽*, 𝛽𝛽A, 𝛽𝛽l  and 
assessed the goodness of fit of the model to the data. The linear regression model fits the 
crew-reported data well. In the next step, we will combine low-frequency and high-
frequency data to predict instantaneous fuel flow.   
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5.2 Instantaneous Fuel Flow Prediction from Unaggregated Data 
Once we have regressed total fuel consumption onto the predictors, we proceed to predict 
instantaneous fuel flow by applying the estimated weight parameters to unaggregated high-
frequency GPS and meteorological data. To recap, we make predictions based on Equation 
(13) in the form of  
 Φ# = 𝛽𝛽u + 𝛽𝛽(	×	𝑤𝑤𝑑𝑑𝑑𝑑𝑤𝑤𝑑𝑑# + 𝛽𝛽*	×	𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑# + 𝛽𝛽A	×	𝑤𝑤𝑑𝑑𝑣𝑣𝑤𝑤𝑤𝑤# + 𝛽𝛽l	×	𝑤𝑤𝑤𝑤𝑤𝑤𝑑𝑑#. (13) 
 
The estimated instantaneous fuel flow for every five minutes is stored as fuelflow_pred 
in the ‘data’ data frame.  
 
 
Figure 17. The ‘data’ data frame including the fuel flow predictions: the column ‘fuelflow_pred’ has been 
added and contains momentary fuel flow predictions for every five minutes. 
 
The low-frequency data frame “reports” contained only the total crew-reported fuel 
consumption over roughly (but varying) 24 hours. Over the two-month sampling period, we 
collected 61 observations. In contrast, ‘data’ now contains 17,151 fuel flow estimates for the 
same two-month period. By applying the estimated weight parameters 𝛽𝛽u, … , 𝛽𝛽l  to the 
unaggregated high-frequency data, we are able to estimate instantaneous fuel flow rates and 
conclude the second stage of my research method. 
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5.3 Accuracy of Fuel Flow Predictions 
So far, we have fitted a model by linear regression to aggregated sample data to estimate the 
weight parameters 𝛽𝛽u, … , 𝛽𝛽l. These were combined with unaggregated high-frequency data 
to predict instantaneous fuel flow. The next step is to assess the accuracy of predictions by 
comparing them against measurement-based reference data. As discussed in Chapter 3.5, the 
hardware limitations of the lightweight system require us to obtain true reference data from 
an integration-based system. Recall that the reference values are technically not measured 
fuel flow rates but scaled propulsion power values (see Chapter 4.4). In this section, I will 
visually compare the fuel flow curves over the two-month sampling period, analyze the 
residuals, and compute different error terms. 
As a first step, we plot the crew-reported values, the modeled fuel flow predictions, 
and the reference data over the study period. Figure 18 shows the entire period, while Figure 
19 and Figure 20 are zoomed-in to provide a more detailed impression. 
 
 
Figure 18. Fuel flow comparison: modelled vs. reference fuel flow vs. crew-reported consumption. The 
irregular and infrequent reporting of the crew creates a crude stepwise line. In contrast, the high-frequency 
modeled fuel flow offers a higher temporal resolution. 
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Figure 19. Detailed fuel flow comparison (1): the modeled fuel flow often underestimates the true 
consumption and is more erratic than the reference data. 
 
 
Figure 20. Detailed fuel flow comparison (2): the crew-reported consumption remains unchanged at ca. 90 
tons/day for three consecutive days. Meanwhile, the modeled fuel flow provides stakeholders with a higher 
level of insights and reveals varying consumption levels between ca. 20 tons/day and 130 tons/day. 
 
Figure 18, Figure 19 and Figure 20 illustrate the different sampling periods. The low-
frequency noon reports (61 observations) are shown in grey as a crude step-wise line. 
Especially Figure 20 visualizes how much information is lost by utilizing only one value per 
day. The crew is reporting a constant consumption of roughly 95 tons/day over three 
consecutive days and fails to report what appears to be a port stay between May 11th and 
12th. In contrast, the high-frequency modeled fuel flow in blue (17,151 observations) 
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captures the temporal variance in the fuel flow accurately. Overall, the modeled fuel flow 
(blue) correlates nicely with the reference data (green), however it often underestimates the 
reference consumption. Nevertheless, the modeled estimates provide a much more accurate 
and detailed view of the true consumption than the crew-reported values. 
In a second step, we compare the modeled fuel flow based on Equation (13) with the 
fuel flow predictions from the lightweight system on the case vessel. The latter applies 
Bayesian regression techniques and is regularized with priors (known properties of the 
vessel, such as the mean draft or maximum possible speed) (Antola, Solonen, & Staboulis, 
2017). The priors prevent overfitting, counter the effects of poor crew reporting, and prevent 
the model estimates from taking unrealistic values; a problem that arises especially when the 
system is new and the amount of crew-reported data available for training is low. Over time, 
the amount (and quality) of the crew reports tends to increase and the relative weight of the 
priors decreases. The exact logic behind the priors and the regularization technique cannot 
be disclosed in this thesis. However, the key take-away is that the regularization effect is 
low when a sufficient number of noon reports is available for training. In the context of this 
study, a sufficiently large training data set was ensured (see Chapter 4.2). Hence, I 
introduced an unregularized regression model in Chapter 3.3, which is expected to produce 
similar results than the more complex, regularized Bayesian regression model of Antola, 
Solonen, and Staboulis (2017). Nevertheless, a visual inspection of the fuel flow predictions 
from the (simplified) model based on Equation (13), and the real lightweight system as 
installed on the case vessel is necessary to show that the former can be used to validate the 
latter. Figure 21 and Figure 22 plot the modeled fuel flow, the values from the lightweight 
system on the case vessel, and the crew-reported values over the sampling period. The 
estimates from the (simplified) model based on Equation (13) (blue) correlate well with the 
lightweight system on the case vessel (yellow). Equation (13) appears to approximate the 
predictions of the real system (as installed on the case vessel) with reasonable accuracy.  
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Figure 21. Fuel flow comparison: modelled fuel flow vs. readings from case vessel: The (simplified) model 
based on Equation (13) correlates well with the real system. 
 
 
Figure 22. Detailed fuel flow comparison (3): modeled fuel flow vs. estimates from the lightweight system on 
the case vessel. 
 
As a third step, we compare the previously discussed findings with the results of 
Antola, Solonen, and Staboulis (2017). Figure 23 plots the fuel flow predictions (green) 
against the reference data (pink) and the crew-reported consumption (black). In accordance 
with my own findings from Figure 18, the modeled output correlates well with the reference 
data. As expected, the former shows more random fluctuation, but still offers significantly 
more insight than the mere noon reports. My own findings are in accordance with the results 
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of Antola, Solonen, and Staboulis (2017); the model based on Equations (10) and (13) can 
be used to validate the underlying modeling approach of the lightweight system.  
 
 
Figure 23. Fuel flow comparison by Antola et. al. (2017): the findings concur with the fuel flow model based 
on Equations (10) and (13). 
In summary, a visual inspection of the fuel flow values suggests that the model based 
on Equations (10) and (13) provides reasonably accurate fuel flow estimates that correlate 
well with the reference data. The model output is in accordance with the readings from the 
real lightweight system (as installed on the case vessel) and with the findings of Antola, 
Solonen, and Staboulis (2017). We conclude that the model used in this study approximates 
the (more complex) real lightweight system well enough to be used for a transparent 
validation study.  
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5.4 Adjusting the Reference Data for Further Comparison 
Recall from Chapter 4.4 that the reference data is technically not measured fuel flow, but a 
scaled propulsion power value. Despite the previous promising findings, Figure 18 also 
reveals an issue that arises from comparing modeled fuel flow with propulsion power: when 
the vessel is anchored at port, the propulsion power reference value (green) drops to zero, 
since the ship is not moving. The auxiliary engines, however, keep running, thus the fuel 
flow (crew-reported and modeled) never drops below ca. 18 tons/day. Both curves are 
correct, but they can only be used for direct comparison when the ship is at sea; not during 
port stay. Figure 24 visualizes the issue by plotting the distribution of the predicted and the 
reference values (and their residuals) in a histogram. 
 
  
a) Histogram before filtering: modeled fuel flow vs. 
reference data 
b) Residual distribution before filtering 
Figure 24. Visualizing the need for preprocessing the reference data: in panel a), the modeled fuel flow never 
drops below ca. 18 tons/day. The reference data is technically a scaled propulsion power measure and 
therefore shows (correctly) zero when the ship is anchored and not moving. The error distribution in panel 
b) shows that there is a large error bin at around 18 tons/day. Hence, we need to adjust the data to allow for 
a fair comparison. 
 
In panel a) of Figure 24, we see how out of the 175,679 observations in the reference data 
set (green), roughly 7,000 are (close to) zero, meaning zero propulsion power is generated. 
At the same time, the predicted fuel flow (blue) shows around 7000 values at ca. 18 tons/day 
and none below. Even if we built a model that could predict the fuel flow perfectly (at sea), 
it would be off every time the ship is at a port; roughly 40% of time. By plotting the error 
distribution of the predicted values (compared to the reference data) in Figure 24 panel b), 
we observe a large bin around 18 tons/day at the right end of the distribution. This bin is 
Results and Discussion 59  
 
 
equivalent to the large (blue) bin in panel a) and together, they capture the systematic 
difference in what values the predicted fuel flow and the reference data show during a port 
stay. The histogram in panel b) also visualizes how the large bin distorts the residual: despite 
the distribution being centered at around ca. -18, we observe a mean of only -1.7. The large 
bin of systematic errors (ca. 7000 as seen in panel a) of Figure 24) incorrectly improves the 
error mean. The large standard deviation of 19.8 confirms the existence of a substantial error 
in the comparison.  
If we ignored these signs and moved on to quantifying the error between the modeled 
fuel flow and the reference data, the model would perform badly. It would show a Mean 
Absolute Error (MAE) of 17.3, a Mean Squared Error (MSE) of 395.9, and a Root Mean 
Squared Error (RMSE) of 19.9; the Mean Absolute Percentage Error (MAPE) could not be 
calculated due to NULL values. For a fair assessment, we need to adjust the data for the 
systematic error that occurs during every port stay. More specifically, we need to treat the 
base consumption of the auxiliary engines as a threshold: the modeled fuel consumption will 
never drop below ca. 18 tons/day and the reference data cannot be used for fair comparison 
below this value. Hence, this value can be used to define a filter.  
My first approach was to remove all entries from the reference data for which 
fuelflow_ref was below 18 tons/day. Figure 25 panel a) visualizes the approach. A cut-
off point was defined and all values below were removed. This approach drastically shrank 
the data set and created data gaps. The model performance compared to the reference data 
was actually decreased. 
 
  
a) Remove values below filter b) Assign filter value to ‘fuelflow_ref’ 
Figure 25. Comparison of different filtering approaches: in panel a), every entry below the filter was removed 
from the reference data. In panel b), every entry below the filter was assigned the filter value.  
 
Results and Discussion 60  
 
 
Consequently, I changed my approach: instead of removing values, I assigned the base 
consumption of ca. 18 tons/day to every entry in the reference value below this threshold. 
The result is visualized in panel b). The dotted green values were replaced with the filter 
value (red). This approach leaves the data set intact, creates no gaps, and ensures that a 
reference value is available for each predicted fuel flow value. One concern might be that 
the fit of the curves was artificially improved, by assigning values to fuelflow_ref that 
perfectly match fuelflow_pred. However, if the case vessel Boaty McBoatface was 
equipped with a physical fuel flow meter (so that we did not need to use scaled propulsion 
power) the graph would look similarly to panel b); and probably not like panel a). The 
reference curve from a physical fuel flow meter would show values around the base 
consumption during a port stay. Thus, I believe that my approach is a reasonable way of 
ensuring a fair comparison between the predicted and the reference values. With the 
systematic error removed, we plot the error distribution again.  
Figure 26 visualizes the positive effect of the data filtering on the residual distribution. 
The bin containing the base consumption values is now at zero, since there is no difference 
between the predictions and the reference values whenever the ship is at a port. The overall 
distribution remains and is now more accurately captured by a mean value of -8.7; the 
standard deviation has been reduced from 19.8 to 13.9. We compute the error measures again 
and notice a significant improvement in the model performance: the MAE improved from 
17.3 to 10.2, the MSE dropped from 395.9 to 270.2, the RMSE improved from 19.9 to 16.4, 
and the previously undefined MAPE is now around 9.6%.  
 
Figure 26. Residual distribution after filter: note the large red bin which is now centered around zero. 
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The regression plot in Figure 27 visualizes the predicted fuel flow (fuelflow_pred) 
regressed onto the filtered reference data (fuelflow_ref_filtered). As Figure 18 already 
suggested, the values correlate nearly perfectly (r = 0.99). The data points show a clear linear 
trend and a reasonable level of dispersion. However, the data points, and with them the 
regression line, is slight shifted upwards of the identity line. This shift confirms our previous 
impression that the modeled fuel flow generally underestimates the true consumption. Since 
the model is trained on the aggregated sample data (Equation (10)), more specifically on the 
crew-reported total consumption over a known time span, an underestimated fuel flow might 
occur due to an underreported consumption in the noon reports. Note, however, that the 
offset might also (partially) occur due to an unknown bias in the reference data (see Chapter 
4.4).  
 
Figure 27. Regression plot: predicted fuel flow vs. reference data. We observe a clear linear trend and a 
reasonable dispersion of the data points. The regression line is slightly shifted upwards of the identity line, 
indicating that the model (Equation (13)) is underestimating the true fuel consumption. 
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5.5 Out-of-Sample Forecasting 
In addition to the regression plot in Figure 27, we can analyze the effect on the accuracy of 
the modeled fuel flow when performing out-of-sample forecasting. In Chapter 5.1 we 
discussed different nested model variations in isolation, that is the fit of reduced models to 
the training data. Figure 28 visualizes the effect of using these reduced models to predict 
fuel flow. In accordance with the regression plot in Figure 27, the fuel flow predictions for 
different model variations are regressed onto the (filtered) reference data. 
Overall, the regression plots do not differ significantly from each other. The full model 
(orange) exhibits the best predictive performance, measured by the MAE, MSE, and RMSE. 
The “water only” variation that was shown to be equivalent to the full model based on the 
F-test shows the highest error when compared to the reference data. Figure 28 confirms the 
previous impression that the vessel speed, captured by the water predictor, is by far the most 
important factor when predicating fuel flow. The remaining fine-tune the model and improve 
the performance slightly. Note also that all model variations tend to underestimate the 
consumption as well.  
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Figure 28. Regression plots: out-of-sample forecasting. The full model (orange) is visually compared to the 
nested variations. 
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In summary, the original model based on Equation (13) is able to predict instantaneous 
fuel flow rates with reasonable accuracy, by combining the vessel speed with meteorological 
forecasts and crew-reported changes in tank levels. Despite a lack of onboard integration, 
the model deviates on average by only 9.6% (MAPE) from the integration-based 
system; about 10 tons per day (MAE). The modeled instantaneous fuel flow correlates 
nearly perfectly with the reference data, but tends to underestimate the fuel 
consumption. These findings conclude the third stage of my research method. I have shown 
how to assess model performance by comparing the fuel flow predictions against measured 
reference data. The next logical step is to study the reason for the offset in the predictions. 
We will therefore continue our analysis by taking a closer look at the human input in form 
of the noon reports.  
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5.6 Effects of Human Reporting Errors 
Aside from model accuracy and systematic modelling errors, the third potential problem that 
Antola, Solonen, and Staboulis (2017) identified in their approach is the reliance on human 
input. In Chapter 3.3 I discussed how the model is fitted to the total daily fuel consumption 
(Equation (10)); a quantity that has to be manually checked and reported by the crew. Since 
the lightweight system is marketed as a monitoring tool that enables the charter to monitor 
crew and vessel performance, it is essential to understand the extent to which the crew can 
influence the model predictions; either by carelessly or even wilfully reporting incorrect 
values. The fourth and final stage of my research method is therefore to assess the effect of 
human reporting error by simulating error-free noon reports from reference data.  
My approach will be similar to a sensitivity analysis: the study of how uncertainty in 
the model output can be attributed to different sources of uncertainty in the inputs (Saltelli 
et al., 2008). In order to evaluate how much uncertainty in the modelled fuel flow can be 
attributed to human errors, one has to alter the crew-reported consumption, while keeping 
the other variables constant. Any change in the modelled fuel flow can then be attributed to 
the human errors.  
In practice, the noon reports will always contain an unknown level of errors. Long 
(irregular) reporting periods, the manual taking of fuel flow readings, and general human 
imperfection make the noon reports inherently prone to errors. Moreover, we cannot 
determine how much of the model variance can be apportioned to human errors, when fitting 
a model to the crew-reported consumption (Equation (10)). A bad model fit (low 𝑅𝑅*) might 
also occur because the explanatory variables fail to approximate the system adequately. 
We overcome this problem by simulating error-free noon reports from the reference 
data. First, we resample the (filtered) reference fuel flow to the irregular timespans of the 
noon reports. The Pandas DataFrame.resample() function offers a convenient tool to 
resample time series with regular intervals (McKinney, 2012). The function is, however, not 
suitable for resampling data to irregular timespans. Instead, a helper function 
simulate_noon_report() is defined that sums up some input time series (time-stamp-
indexed) of one data frame with respect to the irregular timespans of another data frame.  
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Figure 29. Function for resampling time series data to irregular time spans. 
 
The filtered fuel flow reference data is resampled to the irregular time spans of the ‘reports’ 
data frame; the outcome is stored in a new data frame ‘reports_sim’. 
 
 
Figure 30. The ‘reports_sim’ data frame: the error-free noon reports that were simulated from the reference 
data are stored in a new column ‘fuelflow_ref_spanned’. Note how the ‘_spanned’ suffix indicates that this 
former high-frequency variable has now been aggregated over a certain reporting period. Note further how 
the irregular timespans from the original noon reports were preserved.   
 
The simulated, error-free noon reports are labeled as fuelflow_ref_spanned, to 
indicate what they actually are: reference time series data aggregated to a time span format. 
Already in the first five rows we can observe a discrepancy in the values of the original crew-
reported consumption (fuelflow_manual) and the simulated one 
(fuelflow_ref_spanned). To ensure that the approach of simulating error-free reports 
from the reference data is trustworthy, we visualize the correlation between the original and 
the simulated values over the sampling period. 
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a) Smooth draw style b) Stepwise draw style 
Figure 31. Correlation of crew-reported and simulated reports: the stepwise draw style in panel b) visualizes 
the irregular timespans. 
 
Figure 31 shows a nearly perfect correlation between the two curves. While they deviate 
from each other at times, this discrepancy reflects the type of human error we wish to analyze 
further. We conclude that the function simulate_noon_reports() reasonably converts 
the high-frequency reference data into a form that corresponds to the low-frequency noon 
report data.  
The fourth stage of my research method was to assess if, when, and how the crew fails 
to report the true consumption. In Figure 32 we address this objective by plotting the errors 
between the crew-reported and the simulated reports over the sampling period. The 
simulated values provide an error-free baseline. 
 
 
Figure 32. Errors between the crew-reported and the simulated reports: the error-free simulations provide a 
baseline that enables us to see how much the crew over- or underreports the fuel consumption. 
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On a first glance, we observe two consecutive instances around May 18th, when the crew 
was drastically over- and then underreporting the consumption. More important, however, 
is the ongoing trend of underreporting the true consumption over the entire period; the blue 
line runs mostly below the dotted reference line. While the two drastic deviations could be 
regarded as outliers that seem to balance each other out, the less drastic but continuous trend 
of reporting a too low consumption has a more severe impact. It causes the model to also 
predict too low instantaneous fuel flow rates as we saw in Figure 18 and Figure 27. These 
findings might be troublesome for the customer as they clearly indicate that the crew can 
influence the model output. 
We proceed by fitting a model based on Equation (10) onto the simulated reports (the 
dependent variable is fuelfow_ref_spanned). Figure 33 shows the regression result. 
 
 
Figure 33. OLS regression results based on simulated noon reports: the dependent variable is now 
‘fuelflow_ref_spanned’. Note the perfect model fit (R2=99%). 
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a) Model fitted to original noon reports (Figure 15). b) Model fitted to simulated noon reports. 
Figure 34. Comparison of regression plots: after removing the human errors from the noon reports, no more 
outliers occur in the regression plot in panel b). 
 
Compared to the regression results from the first stage of my research method (see Figure 
15), the RSE has improved from 19.8 to 5.8; the absolute lack of fit of the model to the data 
has been reduced. Moreover, 𝑅𝑅* has improved from 0.882 to 0.991, indicating that the model 
can now explain 99% of the variance in the (simulated) noon reports. Removing the human 
reporting errors has significantly increased the model fit and the four predictors (water, draft, 
waves, wind) explain now nearly perfectly the fuel consumption. The improved model fit is 
visualized in the regression plot in Figure 34 b). We conclude that virtually all of the 
unexplained variance in the original model was due to the human errors.  
We proceed by predicting instantaneous fuel flow from the estimated weight 
parameters based on Equation (13). In Figure 35 and Figure 36, the simulation-based 
modeled fuel flow is plotted against the original predictions and the reference data. 
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Figure 35. Fuel flow comparison: output based on noon reports vs. simulation. In contrast to the original 
model, the fuel flow estimates based on the simulated, error-free noon reports are centered around the 
reference data. Nevertheless, they still show considerable noise. 
 
 
Figure 36. Detailed fuel flow comparison with simulation. 
 
The modeled fuel flow based on the simulated noon reports (yellow) is overall more centered 
around the reference data (green) than the predictions based on the original noon reports 
(blue). This is of little surprise, given that the model behind the yellow curve was trained on 
fuel flow aggregates from the reference data. We also observe that the simulation curve 
exhibits nearly as much – if not more – erratic behavior than the one based on the crew input. 
We conclude that removing the human errors seems to have no effect on the variance 
in the predictions. The volatility comes most likely from noisy forecast-STW values that 
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propagate throughout the model, due to their cubic relationship to the fuel flow. Recall that 
we saw in Chapter 4.3 how the forecast-STW (Equation (2)) provides a better speed proxy 
than the unadjusted SOG. However, the forecast-STW exhibits still more variance than the 
reference STW (measurement-based, obtained from integration-based system).  
 As in Chapter 5.4, we compute several error terms: by using the error-free reports, the 
MAE has further dropped from 10.3 to 6.0, the MSE went from 10.2 to 6.0, and the RMSE 
decreased from 16.4 to 9.5. As expected, the simulation-based model performs better.   
We combine the implications from Figure 32 and Figure 35 to derive another 
interesting observation: the overall trend of underreporting the true consumption appears to 
be reason why the modeled fuel flow (blue) runs mostly below the reference curve. 
Removing the human errors removes this offset and centers the predictions around the true 
values. This finding strongly indicates that the crew can indeed influence the predicted 
fuel flow. Figure 37 panel a) shows the residual distribution for the simulation-based 
predictions; panel b) compares the residuals from the simulation-based model against the 
model that was trained on the original (crew-generated) noon reports (see Figure 26). 
 
  
a) Residual distribution: simulation b) Residual distribution: original vs. simulation 
Figure 37. Residual distributions after simulation: the simulation-based error distribution (green) is nearly 
perfectly centered around zero. The original predictions (blue) are shifted to the left, indicating an overall 
trend of underreporting and underestimating the true consumption. 
 
We observe an error distribution for the simulation-based predictions that is almost 
perfectly centered around zero, while the predictions based on the crew-reported values are 
shifted to the left. Removing the human error reduces also the standard deviation.  
In summary, the model appears to be somewhat sensitive to human reporting errors. 
Occasional reporting errors, even severe ones, do not significantly reduce the model 
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performance. On the other hand, a less severe but continuous trend of underreporting 
the true consumption causes the model to also underestimate the instantaneous fuel 
flow rates. The human errors seem to create a bias in the predictions, in the form of a general 
(non-constant) offset. In contrast, the variance or erratic behavior of the predictions are not 
significantly affected. Moreover, the four predictors (water, draft, waves, wind) are in able 
to approximate the noon reports (and also instantaneous fuel flowrate) surprisingly 
accurately. If the human reporting errors are removed, the model captures the reports’ 
variance perfectly (R2 = 99%), despite using a simplified propulsion power model and only 
four independent variables. The model fit decreases once human reporting errors occur in 
the training data.  
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5.7 Assessing Customer Value with Speed-Fuel-Curves 
Speed-fuel curves are used in the marine industry as a standard tool to assess a vessel’s fuel 
consumption at different speeds. Since the power requirement and fuel consumption are 
roughly equal to the speed-cubed (𝑋𝑋( = 𝑤𝑤𝑑𝑑𝑑𝑑𝑤𝑤𝑑𝑑 = 𝑆𝑆𝑇𝑇𝑆𝑆A), a slight change in the speed will 
have a large effect on the fuel consumption. As we saw in Chapter 3.2, the consumption is 
further influenced by the draft. Therefore, speed-fuel curves usually have different curves to 
show the consumption at different speeds and at different draft levels. In the following, I 
will present the results of my study in the form of speed-fuel curves. 
Figure 38 a) plots the crew-reported speed (stw_manual) against the crew-reported 
consumption (fuelflow_manual). The colors indicate the crew-reported draft levels 
(draft_manual). We observe a loose scatterplot of points without any clear trend. Over 
two months, the crew reported a meager 27 (out of potentially 61) values for the vessel speed. 
A stakeholder would find it impossible to draw any meaningful conclusion based on this 
data. Furthermore, these findings cast doubt on any approach that relies solely on data from 
the noon reports, for example the statistical approach “on the estimation of a ship’s fuel 
consumption and speed curve” by Bialystocki and Konovessis (2016). A longer time horizon 
(one year in the aforementioned study) might mitigate the crew’s poor reporting practices; 
however, at least within the two-month sampling period of my study, poor reporting 
obstructs any meaningful insights for the stakeholders.  
In Figure 38 panel b), the crew-reported speed has been replaced with the forecast-
STW (stw_spanned). With a measurement-based speed variable, the points already show 
expected behavior as we start to observe an upwards-sloping trend. Yet, especially for lower 
speeds around 10 knots, few data points from the aggregated sample data (61 over the two-
months period) make it difficult to clearly determine the consumption. Moreover, it is 
impossible to determine any draft effect as a result of differences in the cargo. The 
installation of a GPS unit, even if its readings are adjusted for the ocean currents (Equation 
(2)), is not enough to provide a level of insight that could lower the information asymmetry 
between the charterer and the ship-owner. 
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a) Manual data only b) Crew-reported consumption and STW 
Figure 38. Speed-fuel-curves for manual data: the data from the noon reports alone (a) forms a loose 
scatterplot of points that provide virtually no information to stakeholders. Combining the crew-reported 
consumption with the forecast-STW (b) improves the plot and the points start to exhibit a pattern. However, 
the scarce data points from the low-frequency data are still an issue. 
 
In contrast, a virtual fuel flow model provides significantly more customer value. 
Figure 39 visualizes the speed-fuel curve that is based on the predictions from the model 
based on Equation (13) (trained on the crew-generated noon reports). The 17,151 
observations form a neat curve that highlights the cubic increase in fuel consumption at 
higher speeds. We observe consumption values for the entire range of speeds. The points 
begin to disperse more at higher speeds, however, this effect might be explained by the draft: 
the draft-induced resistance (𝑋𝑋*) affects the power requirement more at higher speeds. Thus, 
the consumption will differ especially at higher speeds depending on the weight of the cargo. 
This modeling-based fact was not available in the previous figure; it requires high-frequency 
values. Moreover, Figure 39 gives some indication on the design draft of the vessel, which 
is the draft (in meters) for which the vessel is designed and at which it will show optimal 
performance. While we would expect the consumption to increase at higher draft levels, we 
observe the lowest consumption at a draft of 10.0 meters to 10.6 (at speeds higher than 20 
knots). Higher and lower draft levels will both increase consumption. This information, 
based on empirical data on the vessel’s actual consumption, might help stakeholders to 
choose an optimal draft level for their vessels. 
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Figure 39. Speed-fuel-curve based on original noon reports (Equation (10)): the high-frequency data forms a 
detailed and neat curve. The model allows stakeholders to demonstrate the fuel consumption of their vessels 
across their entire operational profile. 
 
As a final step, we plot the speed-fuel curve for the modeled fuel flow, based on the 
simulated error-free reports. The curve in Figure 40 represents the optimal model output, 
given that all human errors are removed from the training data. Especially at higher speeds, 
the data points are less dispersed than in Figure 39. More important, however, is that the 
curve in Figure 40 does not differ significantly from the one in Figure 39. While the latter 
shows a curve that can actually be achieved by fitting a model to real life data, the former 
visualizes an unrealistic case that is based on reference data. The model that was fitted onto 
the real noon reports provides sufficient insights into a vessel’s operational profile to aid 
stakeholders in demonstrating the operational profile of their ships.  
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Figure 40. Speed-fuel curve based on simulated noon reports: the points show less dispersion at higher 
speeds. Yet, the plot does not differ significantly from the previous one (which was based on the crew-
generated noon reports). 
5.8 Summary of Results 
In summary, the lightweight system provides reasonably accurate speed and fuel flow 
estimates, without the need for expensive onboard integration. The system allows ship 
owners and operators to demonstrate the fuel consumption of their vessels across their entire 
operational profile, especially for different speeds and draft levels (Trodden et al., 2015). 
Furthermore, it allows stakeholders to comply with increasingly stringent regulations, e.g 
the Annex IV regulations of the IMO (International Maritime Organization, 2008). The 
system provides sufficient insight to reduces the information asymmetry between the ship 
owner and the charter, and allows the latter to identify unfavorable operational practices. 
Furthermore, the lightweight system could be used by ship owners as inexpensive tool to 
validate the effect of certain fuel-efficient measures, e.g. a hull cleaning. The inexpensive 
hardware requirements of the lightweight system make it suitable for chartered vessels and 
prevent it from being subject to barriers to energy efficiency (Rehmatulla & Smith, 2015). 
While the lightweight system is overall less accurate and can be affected by erroneous crew-
reporting, it is important to remember that for most customers, the alternative to the 
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lightweight system is not an integration-based solution, but a sole reliance on manual reports 
(due to the barriers to energy efficiency). The lightweight system offers significant customer 
value, at a fraction of the price of most commercially available, integration-based systems.  
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6 Conclusion 
In this Master’s thesis, I discussed the economic, environmental, and regulatory forces that 
lead stakeholders in the marine industry to seek ways to improve fuel efficiency of 
commercial vessels (Buhaug, 2009). Fuel-related expenses comprise the single largest 
operational cost item of a voyage. Moreover, commercial vessels contribute significantly to 
the world-wide CO2 emission and face increasingly strict regulations. Eide et al. (2009) 
presents over 50 operational and technical methods that can lead to substantial fuel savings, 
and reduce CO2 emission by 30% to 40%. Many of these measures are not only energy-
efficient, but also cost-effective, meaning that they offer a positive net present value and will 
amortize over time. Yet, despite these savings potential, their implementation rates remain 
low across the industry. Rehmatulla and Smith (2015) conducted the first scientific study on 
shipping-specific barriers to energy efficiency, and found principal-agent-problems in the 
form of split incentives and information asymmetry to be the primary reason for the low 
diffusion rate of integration-based systems. Especially on chartered vessels, but also an small 
and medium-sized ships, these costly monitoring tools (Trodden et al., 2015) are unfeasible. 
Alternative approaches that rely solely on crew-reported data are inexpensive (Bialystocki 
& Konovessis, 2016), but fail to offer sufficient insight and accuracy to comply with 
regulatory standards. A novel approach based on virtual sensing techniques (Fortuna et al., 
2007) has been proposed by Antola, Solonen, and Staboulis (2017). Their method can 
overcome the barriers to energy efficiency and offer some of the insights that require 
onboard integration in most commercially available systems. In this Master’s thesis, I 
conducted a transparent validation study to highlight the advantages of the proposed 
approach by Antola, Solonen, and Staboulis (2017). 
6.1 Research Summary 
The research questions of my Master’s thesis were “how to formulate a virtual sensor for 
time-dependent momentary fuel flow estimation on commercial vessels?” and “how well 
does the model perform in comparison to integration-based system?”. Based on the design 
procedure for virtual sensors (Fortuna et al., 2007) and the work of Antola, Solonen, and 
Staboulis (2017), I divided my research method into four steps and structured my study 
accordingly. 
From the literature on ship hydrodynamics, we saw that it makes sense to express fuel 
flow as a function of propulsion power, and that a ship’s propulsion power requirement 
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depends on the resistances that the vessel faces while moving through water (Bertram, 2000; 
MAN Diesel & Turbo, 2011). In the variable selection stage, I therefore chose four 
explanatory variables that are known to account for a large proportion of a vessel’s power 
requirement: frictional (water) resistance, draft-induced resistance, and the extra resistances 
due to wind and waves. I then formulated a regression model and fitted the low-frequency 
noon reports onto aggregates of the predictor variables to estimate their weight parameters. 
The model explained a large portion of the noon reports’ variance (R2 = 88%). It showed 
strong multicollinearity, however, this was expected as all predictors include the squared or 
cubed vessel speed.  
In a second step, I applied the estimated weight parameters to high-frequency data in 
form of the unaggregated predictors (using the native five-minute sampling period of the 
GPS unit), in order to predict instantaneous fuel flow. While the crew had only reported 61 
values for the fuel consumption, the instantaneous fuel flow model produced over 17,000 
values over the same two-month sampling period. 
In a third step, I introduced reference data from an integration-based system to assess 
the accuracy of the predictions. As no physical fuel flow meter was available on the case 
ship, I used a scaled propulsion power measurement instead. After some preprocessing, the 
scaled propulsion power provided a solid reference value for the subsequent comparison. 
Overall, the modeled fuel flow correlated nicely with the reference data. Yet, the modeled 
output was noisier and tended to underestimate the true consumption. Nevertheless, the 
model was able to capture much more of the system variance than the noon reports.   
In a fourth step, I simulated error-free noon reports from the reference data in order to 
assess the level of human reporting error. In a few instances, the crew-reported values 
deviated significantly from the reference data. More importantly, the simulation revealed an 
overall trend of underreporting the true consumption. This observation could, however, also 
be partly caused by a bias in the reference data. After training the model on the simulated 
error-free reports and producing new fuel flow estimates, it became apparent that the model 
output is not majorly affected by occasional reporting errors; an ongoing (but less severe) 
trend of underreporting, however, causes the model to also underestimate the instantaneous 
fuel flow rates.  
In summary, my research methodology provided a transparent way of validating the 
lightweight model by Antola, Solonen, and Staboulis (2017). Not only did my study confirm 
their findings, it also added more insight into the model performance by quantifying the 
absolute and relative deviation from the reference data. Hence, it became possible to state 
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that the lightweight model deviates on average by ca. 10% (MAPE) from the integration-
based system (on the case vessel). Moreover, my study attributed the lack of fit in the model 
to the human reporting errors and found the model to be affected by on ongoing trend of 
over/underreporting. In the following, I will summarize the practical implications of my 
findings. 
6.2 Practical Implications 
My research provides several implications for stakeholders in the maritime industry. First of 
all, my validation study showed exemplarily that the novel approach by Antola, Solonen, 
and Staboulis (2017) provides reasonably accurate fuel flow estimates. For most customers, 
the alternative to the lightweight system is not an integration-based solution, but purely 
manual reports, due to the barriers identified by Rehmatulla and Smith (2015). At a fraction 
of the price of an integration-based system, a slightly worse model-based result is still 
significantly better than anything the customer has seen before or could see by solely relying 
on the noon reports.  
Secondly, the model-based speed-fuel-curve shows a reasonable level of data point 
dispersion and allows the customer to observe a vessel’s operational profile at different 
speeds and draft levels. The system could therefore be used to comply with increasingly 
strict regulatory requirements.  
Furthermore, the lightweight system provides sufficient insight into the vessel and 
crew performance to serve the charterer as an independent monitoring tool. While the crew 
can to some extend influence the model output, the charterer would nevertheless be able to 
identify unfavorable operational practices that lead to unnecessarily high fuel bills, e.g. not 
keeping an even speed profile throughout the voyage. The lightweight system can reduce the 
information asymmetry between the ship-owner and the charterer and help the latter to (re-) 
negotiate more favorable charter chartering fares that reflect the true operational efficiency 
of a vessel. 
6.3 Limitations of the Study 
The limitations of this study are a logical result of the methodological choices I purposefully 
made to best suit the nature, the motivations, and the resources for this research. The 
limitations mainly concern the case study approach and the sample period.  
It would have been beyond the scope of this Master’s thesis to validate the approach 
of Antola, Solonen, and Staboulis (2017) across multiple vessels and vessel classes. Instead, 
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I chose a case study approach and utilized a single case vessel to exemplarily validate the 
lightweight model. The case vessel is a containership, with characteristics listed in Table 1. 
While my methodology can be applied to other vessel types, and could even been used for a 
fleet-wide study, the findings of this particular study are not universally applicable without 
further validation. The bigger the difference between a vessel and the case vessel, the higher 
the need to repeat the study. This holds especially for vessels other than containerships, such 
as bunkers, tankers, and LNG carriers, which show vastly different operational profiles.  
In addition, a second limitation arises from the use of a scaled propulsion power 
measure for reference. With the scalar unknown, it is impossible to rule out a bias in the 
reference data.  
Furthermore, the way in which the level of reporting error was determined poses a 
third limitation of this study. With only one case vessel, error-free reports had to be simulated 
from reference data, in order to obtain a value for comparison. However, it is unlikely that a 
crew could ever achieve this level of reporting accuracy. The single-case-vessel approach 
made it impossible to determine a realistic optimal (and achievable) reporting level.  
Finally, a fourth limitation concerns the study’s two-month sample period. While the 
high sampling frequency of the integration-based system (30 seconds) and of the lightweight 
system (five minutes) provides ample data, the regression model is still fitted onto the low-
frequency noon reports; which only yield 61 observations for the two-month period. There 
is a probability that the reporting errors, which reduce the model fit and increase the spread 
in the fuel flow estimates, become less weighty over a larger time horizon. While the real 
lightweight system uses Bayesian regression and is regularized with priors to mitigate this 
effect, the (simplified) model used in this study is more prone to a lack of training data.  
Nevertheless, I believe that the promising findings of my study are scientifically sound 
and offer significant value to the customer. 
6.4 Suggestions for Further Research 
Following to the limitations of this study, some suggestions for further research include the 
application of my methodology onto other vessel classes and across entire fleets. By 
comparing the results from multiple vessels, it would be possible to estimate statistics of the 
model performance and of the estimation error, and to reduce the effect of outliers. 
Moreover, by comparing the reporting accuracy of different crews on different vessels, it 
would become possible to determine what a “good”, realistic level of reporting accuracy 
constitutes; in contrast to the simulated, error-free reports that are known to be unrealistically 
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accurate. Additionally, one could further study the effects of human reporting errors by 
adding (random) noise the simulated error-free reports and examine how the modeled output 
changes.  
Beyond these suggestions that arose from the limitations of this study, a qualitative 
study on the crew contracts and their incentive schemes could yield interesting results. 
Intuitively, one could image that a crew which is well compensated and which receives 
additional bonuses for operational excellence would have a higher incentive to provide 
accurate reports for a monitoring system than a crew that perceives the tool as a threat. A 
qualitative study on commonly used incentive schemes in combination with a measurement 
for the noon report quality could help to reveal factors that improve or hinder the accuracy 
of the crew-generated input data.  
This Master’s thesis offered an exemplarily validation of a novel method for fuel flow 
estimation, based on modern data analytics and virtual sensing techniques. In light of the 
growing economic, environmental, and regulatory pressure on the stakeholders in the 
maritime industry, innovative data-driven systems are likely to become more widespread in 
the future. It will be exciting to see how modern data analytics will transform a longstanding 
and traditional industry.   
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Appendix A: Variable Overview 
Variable Definition 
_spanned Suffix that indicates a variable that has been aggregated over a 
certain (irregular) reporting time span 
  
sog Vessel speed-over-ground (in knots); obtained from GPS 
stw Vessel speed-through-water; forecast-STW equals SOG adjusted 
for ocean currents 
stw_ref Reference STW (in knots); best estimate for a vessel’s true STW; 
only available from an integration-based system 
stw_manual Crew-reported vessel speed (in knots) 
  
draft_manual Crew-reported vessel draft (in meters) 
draft_ref Reference draft (in meters); from integration-based system 
  
water Model input that expresses the additional power requirement (or 
power loss) due to frictional (water) resistance 
draft Model input that expresses the additional power requirement (or 
power loss) due to changes in the draft level 
wind Model input that expresses the additional power requirement (or 
power loss) due to winds; can be positive or negative 
wave Model input that expresses the additional power requirement (or 
power loss) due to waves 
  
fuelflow_manual Crew-reported fuel consumption (in tons/day) 
fuelflow_pred Predicted instantaneous fuel flow rate (in tons/day) 
fuelflow_ref Reference fuel flow (in tons/day); from integration-based system; 
used for model validation and simulation of error-free noon 
reports; technically a scaled propulsion power measure 
Lightweight_pred Fuel flow prediction (in tons/day) from the real lightweight 
system as installed on the case vessel 
 
