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Abstract
Most recent languages used in the ﬁeld of computer science (programming languages, modelling languages,
. . . ) are deﬁned by using a grammar-based notation. Although the deﬁnition of a language by metamodels is
more convenient in terms of understandibility, precision and the ability to reuse abstract concepts from other
language deﬁnitions, most current textual languages are still missing a complete metamodel. Unfortunately
this implies that modern model-based software development tools are not able to process programs written
in those languages.
We propose a framework which generates a metamodel for each programming language deﬁned by a gram-
mar. Moreover the framework is able to create a compiler which reads programs of the given grammar
and produces models which conform to the generated metamodel. The generation of the metamodel can
be adjusted by a predeﬁned set of annotations which can be written directly into the grammar, so the
generated model is more appropriate for whichever application.
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1 Introduction
Model transformations are a key point in the ongoing research on model driven soft-
ware engineering. Especially the ability to transform models from diﬀerent mod-
elling languages into each other is a crucial technology especially for the development
and use of domain speciﬁc languages.
However the majority of today’s programs was not created in a model-driven
context but (more or less) directly written in a textual programming language. Since
those legacy programming languages lack a proper metamodel, programs written in
such programming languages can not be processed by model-driven software tools.
This gap could be ﬁlled by automatically generated metamodels from grammars
since most textual languages are deﬁned by grammars. Once a metamodel for a
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textual language is deﬁned, all programs written in this language can be treated as
models (which are instances of the language’s metamodel). The concrete transfor-
mation from programs to models is more complicated, but the main diﬃculty of the
whole approach lies in the generation of a proper metamodel.
Various applications in the ﬁeld of model-driven software development would
beneﬁt from the ability to treat grammar-based languages as metamodels and pro-
grams as models. For instance software reengineering and reconstruction would
become signiﬁcantly easier if the aﬀected programs could be processed by visual
modelling tools. The OMG (Object Management Group) deﬁned the term archi-
tecture driven modernization (ADM [7]) for exactly this task. A similar but diﬀerent
application is the development and use of textual domain-speciﬁc languages, which
would be the opposite approach to the one described in [6].
In this paper, we will present a framework which is able (i) to generate meta-
models from grammars and (ii) to transform programs into models. Moreover,
we present a qualitative characterization of the generated metamodels in order to
facilitate further model transformation/reﬁnement steps.
The rest of the paper is structured as follows. After this introduction we present
some related works. In section 3, we deﬁne a measurement of quality which is
needed to understand the proposed framework described in section 4. Section 5
describes our current implementation, while section 6 summarizes the paper.
2 Related Work
There are a couple of papers dealing with the connection between grammars and
metamodels. A rather formal approach was taken in [1]. In this paper the authors
deﬁne a relation between grammars and metamodels and describe a mechanism to
convert instances from both concepts into each other. Unfortunately, the paper
is restricted to the metamodel (M2) level. This implies that the transformation
between concrete programs and models (instances of grammars and metamodels) is
not handled. Moreover the generated metamodels are rather “ﬂat” due to the fact
that they are just diﬀerent representations of the grammar rules (we will discuss
this kind of “quality” of a metamodel in details in section 3).
The solution ﬁrst described in [10] (and later in [2]) goes further. In this paper
the author describes the generation of a metamodel for the ITU-T language SDL [3].
His approach was to generate the metamodel in two steps. A very simple metamodel
was generated fully automatically from the grammar and then transformed in a
number of manual steps until the metamodel had become a metamodel that was
considered suﬃcient. However, this approach has two drawbacks: (i) these model
transformations are not generic as they are only able to generate the metamodel of
SDL and (ii) the model level (M1) is still not handled.
A relation between grammars and metamodels on metamodel and model level
(M2 and M1) is discussed in [12]. The authors of the paper propose a framework
which also works in two steps: model generation and model reﬁnement. Moreover
they propose the automatic generation of a model generator which produces models
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program: (vardeﬁnition | assignment)∗
vardeﬁnition: type IDENT !SEMICOLON
type: (INT | FLOAT)
assignment: IDENT !BECOMES expression !SEMICOLON
expression: (IDENT | NUMBER) (PLUS expression)?
Fig. 1. A sample grammar describing a very simple programming language (the exclamation marks will be
explained in section 4.1 as they are used by our framework)
from programs. The proposed framework looks very similar to the one proposed by
us but there are diﬀerences in the details. They also propose the automatic gener-
ation of simple metamodels which will be improved in later model transformations.
However we have diﬀerent opinions about when to solve which speciﬁc task and
where to annotate the additional information needed to improve the metamodel.
While they rely only on model transformation we start to improve our ﬁrst meta-
model before it is even generated. Moreover they propose to add the additional
information into the metamodel created in the ﬁrst step while we do not want to
change intermediate models since they will be overwritten if we start the whole gen-
eration process again (e. g. if there is a slightly change in the underlying grammar).
We propose to add all additional information into the grammar instead.
3 A characterization of metamodel quality
3.1 A measurement of quality
Before we start describing our proposed framework we want to introduce a measure-
ment of quality of metamodels. This is necessary to understand various decisions
made in the development of our framework.
As presented in [1], [2] and [12] it is easy to deﬁne generation rules, which
produce a valid metamodel for a given grammar. Most of those ad hoc algorithms:
(i) generate classes for each grammar symbol (metasymbol and terminal)
(ii) introduce additional classes for occuring sequences, alternatives, optional parts
and recurrences
(iii) connect all generated classes according to the grammar rules (by using aggre-
gations, associations and/or generalizations)
In ﬁgure 1 a sample grammar for a simple language is shown. Figure 2 shows a
metamodel which is created by an ad hoc algorithm.
Metamodels generated by such simple algorithms are not in principle bad or
useless. It mainly depends on what the metamodels shall be used for.
Whenever you can deﬁne an application for your metamodel, you instantly get
a measurement of quality. This measurement is deﬁned rather pragmatically: the
more appropriately the metamodel satisﬁes your needs, the higher quality it has.
This implies that there is no global measurement of quality but many local ones.
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Fig. 2. Metamodel for the example grammar generated by an ad hoc algorithm
When we talk about higher or lower quality metamodels in this paper we con-
sider the application mentioned in the introduction. We are especially interested
in metamodels whose instances (i. e., models) can be easily transformed into other
models which are instances of other metamodels.
3.2 A high quality metamodel
A metamodel suitable for our needs has to fulﬁll diﬀerent requirements. First of all
it has to be as abstract as possible (without losing any semantic detail of course).
This implies that it has to represent the semantics of the language and not the
syntax. Therefore it is a good idea to start with an abstract grammar and not
with a concrete one (as done in [10]). When no abstract grammar is given (as in
most textual languages) it is useful to create one by stripping all terminals from the
concrete grammar that are only needed for the concrete syntax (e. g. semicolons as
statement separators are only needed in the concrete syntax and can therefore be
deleted when generating the abstract grammar).
Moreover all constructs which only appear in the metamodel because of the
concrete syntax of the grammar as deﬁned by EBNF should be deleted. This means
all helper classes for options, repetitions, sequences and alternatives.
Another concept from grammars no longer needed in metamodels are identiﬁers.
Identiﬁers are only used in programs to reference other parts of the program, but in
metamodelling we do not need this helper construct. Associations between referring
and referred objects should be used instead. A by-product of this approach is that
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Fig. 3. A higher quality metamodel
the models become independent from a concrete identiﬁer notation meaning that if
we transform between models of diﬀerent programming languages, the compatibility
of identiﬁers in the concrete syntax does not have to be checked.
The last and most complicated requirement on a good metamodel for the ap-
plications mentioned in the introduction is the eﬃcient use of abstract concepts.
Abstract concepts are concepts which appear in diﬀerent languages (e. g. the con-
cept namespace appears as namespace in C++, as implication of package in Java
and so on). It is very convenient to use abstract concepts since subsequent model
transformations between diﬀerent languages become a lot easier if you can simply
rely on the mapping between the related abstract concepts of each language.
Figure 3 shows a metamodel which has a much higher quality according to the
mentioned requirements than the metamodel of ﬁgure 2.
4 Description of the proposed framework
We propose a framework which generates metamodels and models from given gram-
mars and programs, respectively. This generation is performed in two steps. The
ﬁrst step consists of the production of rather simple metamodels and conforming
models using traditional compilers with a connection to a MOF repository. Since
the generated models are low quality ones (as described in the previous section)
there is a second step which transforms the low quality metamodel into a more
appropriate one. Figure 4 gives an overview of the proposed toolchain.
4.1 The model generation part
The compiler part itself consists of two compilers called the parent compiler and
the child compiler . The parent compiler reads a grammar written in EBNF and
produces a metamodel by using a MOF repository. The EBNF grammar can contain
some annotations inﬂuencing the metamodel generation. For instance you can mark
all terminals which only belong to the concrete syntax but not to the abstract syntax
(in our current implementation the exclamation mark is used as shown in ﬁgure 1),
so they will not become an object in the generated metamodel.
The algorithm for the metamodel generation is a modiﬁed and corrected variant
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Fig. 4. Overview of the proposed framework
of [2]. It consists of three functions shown in ﬁgure 5 and 6 (written in pseudocode).
The algorithm is a kind of improved ad hoc algorithm: classes are created for every
symbol which is not marked for deletion. Then the classes are connected as deﬁned
by the grammar, but obviously unnecessary grammar-related constructs are not
even created.
Figure 7 shows the metamodel which has been generated by the algorithm pre-
sented in ﬁgure 5. The diﬀerence between our algorithm and the ad hoc algorithms
can be seen if ﬁgure 2 is used for comparison.
The parent compiler also generates the source code of the child compiler which
is able to parse programs written in the language described by the given grammar.
As a consequence a separate child compiler is generated for each programming lan-
guage. Moreover the child compiler produces models conforming to the metamodel
produced by the parent compiler .
4.2 The model transformation part
Once we have derived a simple metamodel by using the algorithm deﬁned in the pre-
vious section, we can start improving it (to gain a metamodel with a higher quality
for our purpose). Therefore we propose the introduction of additional annotations
written in the grammar read by the parent compiler .
For instance identiﬁers in the metamodel can be deleted if we mark every deﬁni-
tion and every use of an identiﬁer with special annotations. Additional annotations
can be used for the purpose of renaming classes in the metamodel.
We are still investigating how the introduction of abstract concepts can be ex-
pressed by grammar annotations which is by far the most complicate model trans-
formation in our work.
The inclusion of annotations into the grammar ﬁle is convenient for the user
since he has only to cope with one source ﬁle to control the whole model generation
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function createMetamodel()
for each grammar symbol X
if X is not marked for deletion
create a class named X
for each grammar rule A → B
if B consists of only one symbol
connect(A, B, "association")
else if B is an alternative (B = B1|B2| . . . |Bn)
for each Bi
connect(A, subexpression(Bi), "generalization")
else if B is a sequence (B = B1B2 . . . Bn)
for each Bi
if Bi is a repetition (Bi = (B
′
i)
+)
connect(A, subexpression(B′i), "associationMult")
else if Bi is an option (Bi = (B
′
i)?)
connect(A, subexpression(B′i), "associationOpt")
else if Bi is an optional repetition (Bi = (B
′
i)∗)
connect(A, subexpression(B′i), "associationOptMult")
else
connect(A, subexpression(Bi), "association")
else if B is a repetition (B = (B′)∗)
connect(A, subexpression(B′), "associationMult")
end function
function subexpression(expression B)
if B consists of only one symbol
return B
else if B is an alternative (B = B1|B2| . . . |Bn)
create a class with a unique name C
for each Bi
connect(C, subexpression(Bi), "generalization")
return C
else if B is a sequence (B = B1B2 . . . Bn)
create a class with a unique name C
for each Bi
if Bi is a repetition (Bi = (B
′
i)
+)
connect(C, subexpression(B′i), "associationMult")
else if Bi is an option (Bi = (B
′
i)?)
connect(C, subexpression(B′i), "associationOpt")
else if Bi is an optional repetition (Bi = (B
′
i)∗)
connect(C, subexpression(B′i), "associationOptMult")
else
connect(C, subexpression(Bi), "association")
return C
else if B is a repetition (B = (B′)+)
create a class with a unique name C
connect(C, subexpression(B′), "associationMult")
return C
else if B is an option (B = (B′)?)
create a class with a unique name C
connect(C, subexpression(B′), "associationOpt")
return C
else if B is a optional repetition (B = (B′)∗)
create a class with a unique name C
connect(C, subexpression(B′), "associationOptMult")
return C
end function
Fig. 5. Our algorithm for the generation of the ﬁrst (low quality) metamodel (Part 1)
function connect(expression A, expression B, connectionType T)
if T is "association"
create an association between A and B
else if T is "generalization"
create a generalization between A and B
else if T is "associationMult"
create a association between A and B with the multiplicity 1...n
else if T is "associationOpt"
create a association between A and B with the multiplicity 0...1
else if T is "associationOptMult"
create a association between A and B with the multiplicity 0...n
end function
Fig. 6. Our algorithm for the generation of the ﬁrst (low quality) metamodel (Part 2)
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Fig. 7. Metamodel for the example grammar generated by our algorithm
process. Moreover later changes in the grammar can be done quite easily.
5 Implementation
We are currently working on a prototype of the proposed toolchain. We already
implemented a working parent compiler producing simple metamodels and corre-
sponding child compilers.
One of our implementation goals was to rely as much on standards and stan-
dardized tools as possible, so that our project results can be easily adapted by
others.
The parent compiler is written with the help of the widely-used compiler gener-
ator ANTLR [8], but the source code is easily portable to any other LL(1)-parser
generator (e. g. JavaCC [4]). The child compiler is also deﬁned by ANTLR grammar
speciﬁcations generated by the parent compiler .
The repository used by the parent and child compilers for model generation and
later for model transformation is a MOF 2 repository called A MOF 2.0 for Java
[11,9]. Since the only interface used to communicate with the repository is JMI [5],
the repository can be exchanged with any other JMI-conforming MOF 2 repository
without any further changes needed in our implementation.
6 Conclusion
The proposed framework is able to generate metamodels for every given grammar.
The generated metamodels are not just other representations of the grammar, but
metamodels which only contain the semantic information of the programming lan-
guage and are therefore a good starting point for further model transformations.
Moreover our framework is able to automatically produce compilers which read
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programs written in the given languages and produce models according to the gen-
erated metamodels.
Once our implementation is ﬁnished we have a good base to migrate programs
written in many textual languages into the ﬁeld of (meta-)modelling. This implies
that we can use all available model-based tools for software development, reengineer-
ing, modernization, etc. on programs written in legacy languages, which will make
the mentioned applications much more understandable, easier and less error-prone.
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