Abstract-This paper presents a new thermal-field modeling method referred to here as a flexible division algorithm (FDA) for predicting the temperature fields of a mechatronic system, and its real-time applications where thermal effects have a significant influence on the performance and reliability of the final products. This algorithm, which takes advantages of the flexible division in 3-D space to deal with the spatial distribution of thermal fields, is built upon physical laws to derive the governing equations in state-space representation that facilitates the reconstruction and control of the thermal field being analyzed. Three numerical models (involving both Cartesian and cylindrical coordinates) are illustrated to highlight the effectiveness and usefulness of the FDA for real-time modeling and computing. In the context of a thin-walled component machining application, the FDA is evaluated numerically and validated experimentally. Its solutions agree well with results computed using commercial finite-element analysis (FEA) software, confirming its ability to obtain accurate results, but with significantly less computation time, and its effectiveness as a complement to FEA when real-time computing of a physical field is required.
I. INTRODUCTION
T HERMAL-FIELD modeling of a mechatronic system plays an increasingly important role in many applications ranging from motor design/control [1] - [3] , to automotive system thermal management (particularly for green-energy electric vehicles [4] ), to thermal actuator development for next-generation surgical robotics [5] , to manufacturing process control [6] - [8] for product reliability, and to performance prediction for aeronautics and astronautics [9] . For high powerdensity mechatronic systems such as microelectromechanical systems, metal-additive manufacturing, and machine tool applications where workpieces (WPs) with complex structures are subjected to high-frequency heat loads, nonuniform temperature fields are the primary cause of geometrical deformation, stress concentration, and residual stresses in the final products; thus, there are strict requirements to prevent material damages and ensure their surface integrity. Direct measurements of the thermal fields are often impractical because of physical constraints imposed on the work environment as well as tradeoffs between accuracy and bandwidth. There are needs for methods to reconstruct the thermal fields for process monitoring in real time. Although mechatronic systems and their applications may differ widely, an efficient method to characterize a thermal field in real-time is a common research problem.
Thermal-field modeling can be broadly divided into three primary methods; lumped-parameter models, numerical methods, and experimental data based algorithms. Lumped-parameter models, which simplify the spatially distributed physical systems into a topology consisting of discrete entities (assuming uniform field/properties within each entity) to approximate the system behavior, provide limited point observations to gain insights for developing design concepts and experimental prototypes; a good example is the space radiator model of an in-orbit nanosatellite for ground-based simulation [9] . In contrast to lumped-parameter models, data-based algorithms rely totally on experimental samples for training an algorithm to characterize the system behaviors; these techniques include linear multiple regression, genetic algorithm, artificial neural network, and support vector machine. Data-based algorithms do not adapt well in applications where data are difficult to collect.
When a detailed 3-D thermal field is required, partial differential equations (PDEs) describing the three laws of conserva-tion (mass, momentum, and energy) with appropriate boundary conditions (BCs) are generally solved numerically using finitedifference [1] [6] or finite-element analysis (FEA) [8] , [10] , [11] methods. As commercial FEA software capable of handling multiscale complex geometries are now widely available, they are commonly used to predict the temperature distribution of a mechatronic system; electric motor [11] and WP during face-milling [12] . Unfortunately, FEA methods could consume huge computation resources, and could take from a few minutes to more than dozen hours to complete a medium scale field [13] depending on the complexity of the boundaries and the extent of mesh fineness. For real-time implementation, PDEs are often simplified by reducing the spatial-dimensions and systemorders and by means of linearization [7] . To reduce computation time, a simplified zonal model [14] was proposed to estimate a zone thermal comfort in indoor environment, which divides a building zone into several cells. As the physical equations are solved for each cell, the spatial distribution of different (temperature, pressure or air velocity) fields can be computed within a reasonable time interval. Zonal modeling software packages, which are now available for building designs, do well in estimating the temperature fields and airflow in a room as well as evaluating the indoor thermal comfort and energy efficiency, but are limited to offline system analysis, design, and optimization.
Inspired by the zonal method, a flexible space division algorithm that divides the workspace geometrically was proposed in [15] to model thermal conduction in regularly shaped or symmetrically structured components; simulation results were presented. It is expected that future mechatronic systems will have evolving abilities of self-learning (using physical fields reconstructed from measurements obtained with embedded sensors) and self-optimizing their own system parameters. Anticipating this rapidly emerging trend of machine intelligence, this paper extends the division method, referred to here as flexible division algorithm (FDA), to model a thermal system with complex geometry and/or compound structure consisting of different materials for analyzing the effects of conduction/convection heattransfer on its temperature fields while minimizing computation load. The FDA model can be built with nonuniform cell shapes and sizes while taking other key factors (like materials and heat gradients) into considerations. The remainder of this paper offers the following.
1) The distributed-parameter FDA is introduced to model a quasilinear thermal system with governing equations derived from physical laws to reconstruct the thermalfield for real-time monitoring and control of the system. In state-space representation that has closed-form solutions, the FDA model will provide an essential basis for online model update using well-established learning methods.
2) The FDA is illustrated in the context of a thin-walled machining application where the temperature distribution of its essential components are numerically analyzed; both Cartesian and cylindrical coordinates are considered. The FDA is numerically evaluated in terms of computational accuracy and efficiency by comparing with COMSOL (commercial FEA software). 3) An experimental investigation was conducted on a custom-designed lathe center. As will be shown, the proposed method complements FEA that offers a detailed 3-D thermal field as an initial or a reference model, and combines the advantages of the lumped-element approach and zonal method to compute thermal-field solutions in closed form demonstrating the effectiveness of the FDA for real-time estimation of WP temperature profile.
II. DERIVATION FOR FDA
Consider a control volume (CV) where the physical geometry, material properties, and BCs are known. The CV is divided into m × n × l hexahedron divisions where i x , i y and i z are integers from 1 to m, n, and l in the x, y, and z directions, respectively, as shown in Fig. 1(a) . For an irregular structure with the possibility of sharp heat gradient, local spaces can be further subdivided according to comprehensive factors of material, geometry, and heat gradient. The system parameters in a division are uniform, but may vary from division to division.
A. General Formulation
To simplify formulation, the division is given an index i in terms of its location (i x , i y , i z )
As illustrated in Fig. 1(b) , the heat stored in the ith division (temperature θ i ) is given by the energy (2) where c p is the material specific heat capacity; s i is the heat source inside the ith division; and the subscripts "+" and "−" denotes the heat flowrates q ij ± into or out of the surfaces
where
For a thermally quasi-linear system where radiative heat transfer is negligible and the thermal properties in the heat transfer process can be approximately treated as constants, the heat flow can be expressed in term of the temperature differences and equivalent thermal resistance R
Based on the heat conduction equation, the equivalent thermal resistance R in (3) is proportional to the length and inversely proportional to the area of the division in the direction of heat flow for a given material with thermal conductivity σ. Using (3), (2) can be rewritten for division i leading to (4) where the input u k may be an internal heat source, a temperature, or a heat flux specified at the boundary
In state-space representation, (4) can be rewritten aṡ
are problem-specific and depend on the material properties as well as BCs. The system matrix [A] has the form (5) can be uniquely solved for the temperature field in closed form once the initial conditions and BCs on the enclosing boundary surfaces are completely specified. The BC may take one of the three forms.
1) Dirichlet BC (DBC) explicitly specifies the temperature θ at the boundary surface. 2) Neumann BC (NBC) specifies the temperature gradient at the boundary surface. NBCs may include specified heat source, and zero-gradient boundary (like isolated surface and symmetry). 3) Mixed BC specifies the DBC in some boundary surfaces and NBC on the remainder.
B. Illustrative Examples
The formulation is best illustrated with an application in Fig. 2 where a thin-walled circular disk-like titanium alloy WP is simultaneously machined on both sides of the WP by the duplex lathe-turning center (DLTC). This illustration is structured around a prototype DLTC developed at the Huazhong University of Science and Technology (HUST) so that the system parameters are modeled with realistic values. Three examples are presented: the first and third examples analyze the thermal effects on a direct-driven permanent-magnet (PM) duplex diskmotor (DDM) designed to minimize bearing friction and vibration [16] during machining. The motor is made up of two stators mounted symmetrically about the plane perpendicular to its zaxis of rotation, each of which houses 48 independent-controlled electromagnets (EMs) equally spaced circumferentially on its front side. As shown in the left of Fig. 2 , the coils are mounted on the aluminum stator (serving as a cooling sink). To remove heat from the stator, slots are milled on the backside of each stator such that four identical quarters of rectangular water-cooling channels are formed when the two stators are fastened back to back.
The second example provides a basis for monitoring the WP temperature in real time. Machining of titanium alloy (Ti-6Al-4V), which is well-known hard-to-machine material and has a low thermal conductivity, often results in a rapid heat accumulation leading to significant tool wear as well as undesired WP deformation and stress concentration which are detrimental to its product quality. It is desired to monitor the temperature in real time to prevent built-up of large radial temperature gradient (and thus, nonuniform thermal stresses) on the WP. However, direct temperature measurements near the tool tip are impractical. Hence, a FDA is developed to provide a model-based prediction of the WP temperature distribution for real-time applications.
1) EM Core Temperature (Cartesian Coordinates):
The EMs are copper coils, each with an embedded sensor and associated processing circuits wrapped with aerogel of high thermal resistance in its core. The coils are mounted on the aluminum stators with water-cooling slots. For analyzing the EM core temperature, the aluminum temperature is assumed symmetric about the plane between the two adjacent EMs, and controlled by the cooling sink temperature θ s at the other three planes. Heat (power q s ) is uniformly generated in the copper coil as current flows through it.
The water-cooling of the PM-DDM stator is designed such that the coil, aerogel-insulator, and aluminum-sink form an EM module (see Table I ). The module is modeled thermally 
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as a two-layer rectangular CV of m × n × l divisions; each has a size of δ x δ y δ z . The lower layer represents the aluminum stator while the upper layer composed of the rectangular copper coil and aerogel-insulator core. Because the heat power q s is uniformly generated, each copper division bears q s /N heat load where
y C defines the copper/aluminum interface; and (x L , x R ) and (z U , z D ) define the copper/aerogel interfaces along the x-and z-directions, respectively. The four sides and top surface of the copper are exposed to forced-convective airflow with surface heat transfer coefficient h s . The specified boundary surfaces are summarized in Table I where θ a is the air temperature. The system input is defined by u = [ θ s θ a q s ] T . Each division can be described by a group of properties including the density ρ i , volume dV i , specific heat capacity c pi , and thermal conductivity σ i . Using the notations and procedure from (1) to (4), the thermal system can be represented by (5) In Table II , the average surface heat-transfer coefficient h s of forced convection over a plate (with length L) is given by (6) [17] in terms of the average Nusselt number (Nu = h s L/σ), the Reynolds number (Re = ρvL/μ), and the Prandtl number (Pr = c p μ/σ) where v is the reference speed and μ is the dynamical viscosity of air
In (6), the properties in the nondimensional groups are to be evaluated at the arithmetic mean of the free stream and wall temperature.
2) WP Temperature (Cylindrical Coordinates): Fig. 3 shows a thin-walled disk-like WP, where the thickness w 1 is very small compared to the radius r 2 . Because the WP rotates at a relatively high speed, the contact between the stationary cutter and rotating WP acts as a circular heat source q s , and the temperature can be assumed uniform circumferentially; thus, a 2-D model is considered. The WP is divided into m × l (with size δ r × δ z ) divisions with heat flowing into and out of the four surfaces as described in Fig. 3(a) . Using similar notations as in (2), the energy balance equation for a unit division (with mass
and
In (7b) and (7c), the heat flowrates (q ir ± and q iz± ) into or out of the surfaces of division i along the (r and z) directions are derived using (3) in cylindrical coordinates, where σ i denotes the thermal conductivity of division i; and (δ r and δ z ) are the division sizes along the (r and z) directions. Except for the symmetry along the z-axis, the boundary surfaces of the thin disk are subjected to convective heat transfer as shown in the 2-D radial cross-sectional view in Fig. 3(b) . The state and input vectors are
The heat flow q s transferred to the WP during cutting can be estimated empirically [18] based on material characteristic and process parameters. The main and secondary diagonal elements of [A] and nonzero elements of the matrix [B] are given in Table III where
3) Water-Cooling of a Ring-Motor (Complex Structure):
The water-cooling system of the PM-DDM has a more complex structure than the EM coil and WP, and involves different media. To capture the essential thermal effects while minimizing computational load, the FDA model can be built with nonuniform cell shapes/sizes while taking other key factors (like materials and heat gradients) into considerations. Fig. 4 shows a typical 
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quarter stator with a rectangular water channel where cold water (temperature θ in ) flows into the stator from one end, increases in temperature as heat is transferred from the stator into water, and flows out from the other end. As almost the entire heat through the stator is conducted by cold water, surface air-cooling is neglected. Because the structure is symmetrical and the coils are periodically arranged circumferentially, only a quarter stator (that is divided into 12 divisions) is modeled as shown in Fig. 4(b) . However, the structure has a distinct temperature gradient in the z-direction, which is nonsymmetric and composed of three different materials (copper, aluminum, and water). Thus, each division is further divided into four parts; copper (C), thin aluminum layer (a) that has the higher temperature adjacent to the copper, the remaining aluminum (A) with flow channel, and water (W).
Each part j = {C, a, A, W } satisfies the energy (9) where (θ C i , θ ai , θ Ai , θ w i ) are the temperatures of Copper, Alumi-1, Alumi-2, Water in Division i;
In (9), q (j +)i and q (j −)i flow in and out of Part j from its adjacent parts in the same division, and q j (i+) and q j (i−) flow in and out of Division i from its adjacent divisions in the same material, and q sj i is the heat power generated inside Division j of cell i. In this example, only the copper coils generate heat from the electric current q sj i = q si = f (I i )wherej = C.
Substituting the heat fluxes (listed in Table IV ) into (9) for all 12 divisions leads to (5) with elements defined in (10a, b) and (11a, b) where
T :
(11a,b)
The nonzero elements of [A]and [B]
are given in Table V.  In Tables IV and V ,S andS are the cooling surface and cross-sectional areas of the flow channel in division i, h is the 
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convective heat-transfer coefficient of the cooling water,v is the average water velocity, and the equivalent thermal resistances are given by 
III. RESULTS AND DISCUSSION
To gain intuitive insights into the method, the FDA models were programmed as S-Functions in M-file and simulated in MATLAB. The parametric values used in the simulation are summarized in Table VI. All the initial (temperature) conditions of the workspaces are assumed at a steady state equal to the ambient temperature (20°C). The results are organized into two parts (Sections III-A and III-B) and discussed in Section III-C. Part A numerically verifies the FDA by comparing the simulated temperature distributions of the EM and stator watercooling systems with solutions computed in COMSOL for the PM-DDM design. Part B presents the results obtained from experiments conducted on the DLTC for validating the FDA, and demonstrating its potential for real-time estimation of the WP temperature while machining.
A. Numerical Verification (PM-DDM Thermal Models)
To provide a basis for comparison, the 3-D steady-state temperature distributions of the EM and stator cooling for the PM-DDM design are simulated in COMSOL and presented in Figs. 5(a) and 6(a), respectively. In Fig. 5(a) , S1 and S2 are two geometrically symmetric cross sections of the EM thermal system. As intuitively illustrated in Fig. 5(b) where the 2-D temperature distribution across S1 is plotted, the highest temperature is distributed across the mid-plane S2. Using (5) Table II , the computed temperature profile across S2 and its errors relative to COMSOL solutions are depicted in Fig. 5(d) and (e), respectively. As shown in Fig. 5(e) , the maximum error (less than 2%) occurs at the copper/aerogel interface where a sharp temperature gradient (intentionally created to insulate the core) appears because the thermal conductivities of copper and aerogel differ largely. Table V are numerically solved using the FDA for the temperatures at four depths [z = 3, 15, 25 and 35 mm in Fig. 6(c) ] along the thin-dashed line [see Fig. 6(b) ]. Fig. 6(d) compares the FDA solutions (discrete data) with COMSOL results (dashed lines). The COMSOL solutions show slightly higher temperature gradients in copper and aluminum than the results of FDA where the quarter ring-motor is divided only into 12 repetitive cells to analyze the cooling system design, and offer detailed temperature patterns within the cells. Both FDA and COMSOL, however, predict similar trends and upper/lower bounds of the temperatures involved.
While the temperature/heat-distribution of a complex 3-D structure with spatial details under different operating conditions can be simulated using commercial FEA packages to provide physical insights into the design problems, they are, however, limited to offline design analysis due to demanding computational time and numerical grid stability problems, and generally not conducive to parameter optimization. Unlike traditional FEA where the computing time is dictated by the complexity of the structure, the numerical results verify that the FDA is computationally time-efficient (in the order of 100 ms) and accurate for real-time thermal system applications. 
B. Experimental Temperature Distribution (Ti-6Al-4V WP)
Machining of Ti-6Al-4V alloy often results in a rapid heat accumulation (hence steep temperature gradient) at the tool-chip friction interface because of its low thermal conductivity. It is desired to monitor the temperature gradient in real time, which is the main cause of nonuniform thermal stresses in the WP. As it is difficult to measure the WP temperature near the tool tip, the heat-flux generated by the tool/chip interaction (referred to here as a heat source q s ) is estimated by solving an appropriately formulated energy equation with cutting force measurements [19] , which is then used as an alternative input to solve for the WP temperature. With the estimated q s at the tool tip, the FDA can be used to provide a model-based estimation of the WP temperature distribution for real-time applications using the DLTC experimental setup [16] shown in Fig. 7 .
The DLTC was designed for duplex lathe turning of a disklike WP, where a pair of symmetrical cutters is applied on both sides of the WP to reduce deformation as well as to increase the stability margin of the cutting process. For clarity in illustrating the experimental verification with an IR imager (on one side of the WP), only one cutter is applied (on the other side of the WP). In the experimental study, a 5-mm-thick 300-mmdiameter Ti-6Al-4V disk-like WP (with thermal properties given in Table II ) was secured on the PM-DDM rotor by three equally spaced clamps at its outer perimeter and rotated at a speed of 100 r/min. The cutting tool was fed radially toward the WP center on the front face for 40 s as illustrated in Fig. 7(b) . Using the IR thermal imager (FLUKE TI400 IR camera), the surface temperature on the other surface of the rotating WP was recorded during machining. For validating the FDA method, a thin thermal-grease layer (thickness<0.5 mm, σ ≈ 1.5 W/m . K, ε = 0.95) was applied on the WP surface [see black surface in Fig. 7(a) ] for IR measurements. Fig. 7(c) shows the cutting tool and a microscopic (60×) image of the tool wear which is very small (about 0.4-0.5 mm) as compared to the WP.
Experimental results were obtained with the WP rotating at 100 r/min for three different cutting conditions that are shown as [feedrate (mm/s), depth-of-cut (mm)] in Table VI . The numeri- cally simulated temperatures are compared with experimentally obtained IR images for the two feedrates, 0.25 and 0.05 mm/s, in Fig. 8(a) and (b) , respectively. For validation, the surface temperature along a radial line was extracted from the IR image for comparing with the solutions to (5) Table III . In this study, the heat conduction of the clamps was neglected in the simulation; and the point heat-source q s (see Table VI ) was numerically estimated by minimizing the difference between the FEA and experimentally measured temperature along a radial path.
The two upper plots of Fig. 8(a) display the IR surface temperature measurements of the WP under two different depths-of-cut (0.08 and 0.1 mm), where the regions of high temperature in each plot show up as a circular ring. Unlike the relatively uniform ring on the upper-right plot (0.1 mm depth), some low temperature partially appears on the upper-left plot (0.08 mm depth) because a portion of the WP did not experienced the full-depth cut due to slight misalignment of the WP with respect to the cutting tool. The lower plot of Fig. 8(a) compares the computed temperature (both FDA and FEA) with the measurements. Because Ti-6Al-4V WP has a low thermal conductivity, a steep temperature gradient can be observed within ±25 mm of the peak temperature, beyond which the measured values approach the ambient temperature. On the other hand, the temperatures of the (aluminum) clamp and motor are similar, slightly warmer (due to the heated coils of the EMs) than the ambient temperature. These observations indicate that the clamps and the coils (with effective cooling) have negligible thermal effects on the WP temperature. Fig. 8(b) shows the measured surface temperature of the WP subject to a large 0.5 mm depth-of-cut (10% of the plate thickness) at 0.05 mm/s feedrate, where the high-temperature region is made up of three nonuniformly thick arcs around the clamped regions (indicated as 1, 2, and 3). Because the regions between two adjacent clamps have lower stiffness and deflect under high cutting forces, these regions experience smaller depths-of-cut than specified and hence exhibit lower temperatures than those around the clamped regions. Unlike Fig. 8(a) , some small discrepancies can be observed at the WP outer edge in Fig. 8(b) , where the cutting tool was initially positioned at r = 125 mm. While the omission of the clamps contributes to a maximum modeling error of 4.54% near the outer-edge, the moderately warmer temperature (than the ambient) has little influences on the high-temperature gradient region of concerns.
For completeness, typical (FEA and FDA) simulation results are graphically shown in Fig. 8(b) .
C. Discussion of Results
The numerical and experimental investigations in Sections III-B and III-C offer some insights into the effectiveness of the FDA method that combines the attractive features of the lumped-parameter energy approach and distributed parameter finite-element method to tradeoff between computational efficiency and accuracy. In practice, any tradeoffs between computing time and accuracy are guided by some specific application requirements. In this paper, we accept a mean error of less than 2% (over the entire radial path) for minimizing the computing time, and evaluate the FDA effectiveness by comparing with FEA computed in COMSOL for the same accuracy against experimental measurements.
Table VII summarizes the time required to numerically compute the transient responses of the temperature profiles, and the steady-state errors of the computed temperatures where (Mean, SD, Max) are the mean, standard deviation, and maximum of the errors in percentages relative to the corresponding measured data. Since the temperature field in state-space (5) has closed- form solutions, the FDA computation is highly efficient with computing time ranging from 88 ms (3D, 1920 divisions) to 10 ms (2D, 150 divisions). FEA can be computationally expensive as demonstrated in Table VII , COMSOL takes less than 25 min to solve the problems of heat transfer in solid (EM and WP models) but requires more than 8 h to simulate the thermal field of the ¼ PM-DDM stator, where a 3-D conjugate heat-transfer problem considering both solid and fluid was solved. As an effective complement to the FEA models that were computed in 3-D space to help visualize the thermal fields, the WP temperature is computed in 2-D for real-time estimation. As shown in Fig. 8(a) , (b) and Table VII , the FDA-computed radial temperatures agree well with COMSOL simulations and experimental results. For the similar maximum errors (4.54% and 8.30% for FDA and FEA, respectively), the 2-D FDA requires only 10 ms to compute the transient solutions demonstrating the effectiveness of the 2-D FDA model for real-time estimation of WP temperature profiles. Additionally, the highest temperature that occurs at the cutting point on the front surface can be obtained by the FDA model, which is often difficult to measure experimentally.
IV. CONCLUSION
A distributed-parameter thermal-field model for real-time applications has been presented. The flexible division scheme and dynamic parameter assignment make it possible to detail local information with relatively computation time. The state space formulation facilitates the reconstruction and control of the thermal field being analyzed; the latter will be further studied in our future work. The three examples, along with the thin-walled WP machining application, show that the results of FDA agree well with those of the COMSOL model but require much less computation time. The experimental investigation conducted on a custom-design DLTC confirming the FDA as an effective method for real-time applications in terms of computational accuracy and time, and excellent complement to FEA when real-time computing of the physical field is required.
