A new learning algorithm based on a default hierarchy of high order neural networks has been developed that is able to generalize as well as handle exceptions. It learns the ''building blocks" or clusters of symbols in a stream that appear repeatedly and convey certain messages. The default hierarchy prevents a combinatoric explosion of rules. A simulator of such a hierarchy, HIERtalker, has been applied to the conversion of En lish words to phonemes. Achieved accuracy is 99% for trained words and ranges from 76 ff o to 96% for sets of new words.
computer languages such as Pascal and Fortran, and natural human languages such as English and Chinese), determining the correspondence between genetic codes and their structural realizations, and in mapping ordinary spelling onto a phonetic transcription appropriate to drive a speech synthesizer.
'
This last problem has recently been studied by Sejnowski and Rosenberg' using a backpropagation neural network approach.2 This system, known as NETtalk, can recall the correct pronounciation of a corpus of training words and generalize to novel words. NETtalk is based on an automated learning procedure, in contrast to traditional AI approaches (for example, DECtalk, a commercial product that converts text to speech) which rely on highly labor intensive entries of phonological rules. Additionally, S t d and Waltz also tackled this problem of text to phoneme translation using a memory-based reasoning approach (MBRtak) which works directly from a data base or training set3.
In this paper we present a new learning procedure, based on a default hierarchy of high order neural networks, which exhibits an enhanced capability of generalization and good efficiency. This new architecture is suitable for learning the regularities or "building blocks" embedded in a stream of informatior, with inherent long range correlations. Moreover, it is not plagued by a comb'natoric explosion of rules in learning. A simulator which applies this learning paradigm tc the conversion of English words to phonemes was developed and is known as HIERtalker We will show results using HIERtalker, discuss their implications, and talk about some future directions for research. r" A contextual rule focuses on one input item either in null contest or in the contest of surrounding input items to determine the appropriate output item.
Rules are partitioned in a hierarchy as shown in Figure 1 . Rules at level 1 use a context window size of one, rules at level 2 use a context window size of two, rules at level 3 use a contex-t window size of three, etc. Within a level L there are L possible context window orientations possible. For example, at level 3, one window focuses on the first or left-most of the three items and determines the output item corres onding to that fist item, the output item corresponding to that middle item, and the third window focuses on the last or right-most of the three items and determines the output item corresponding to that last item. All context window orientations may not be required for an application. The choice of the orientations used, as well as the number of levels required, is dependent on the characteristics of the data second window focuses on the second or middle of the t E ree items and determines the 
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we go through the entire training set collecting all the existing one item correspondences and the number of times each of these correspondences occurs. The most common output item becomes the rule consequent. Then we procede to learn rules at level 2. The different context window orientations are learned separately. Once again, the order in which they are most appropriately learned is once again determined by the characteristics of the application. To learn rules for the context window orientation of two items which focuses on the first item we iterate through the training set once again looking at everything through a context window of two. Before creating any rules for this context window orientation, a check is made to see if rules exist for previously trained windows (in this case level 1) that already have captured this information. Here we collect all the two item correspondences with a focus on the first item that have not been captured in previously generated rules. Once again frequency counts are collected and the most common output item becomes the consequent for a rule. This type of learning procedure is continued for each context window orientation at each level. The number of levels is variable and dependent on the complexity of the data. Rules will not be created for larger window sizes if not needed.
General rules are created with small window sizes while exception rules are created with larger window sizes. This capability of generalization of a default hierarch? stems from its logical stiucture and is independent of details. 
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The "default" aspect of the default hierarchy concept becomes more apparent in testing. Once we have trained this network, we have a hierarchy of high order correlation neural networks. Each high order correlation network corresponds to a set of rules for a particular contest window orientation. We have trained these context window orientations in some chosen order from level 1 to level L. Testing is done in the reverse order. Given a stream of input items, we want to predict the corresponding stream of output items. Testing starts with the focus on the first or left-most item of the input stream. The system first searches the lowest level, L, for aa appropriate rule. The search through the different context window orientations occurs in the opposite order than it was trained in. If there is a match, then an answer at this level of specification is obtained, otherwise the system defaults to the next level, El, to seek a less specified answer. Rules at different levels and context window orientations will be used to predict the entire comesponding output stream. A guess will always be available from level 1 if no other appropriate rules exist.
An outstanding feature of the default hierarchy is that it is not plagued with the difficulty of combinatoric explosion. This latter point is illustrated in Figure 2 ., where the number of indispensable rules n(L) learned in each level L is plotted as a function of L. The reason that the number n(L) decreases so rapidly with L is that only a few exceptions are learned in v e q low levels.
A simple mathematical argument will show why capturing the "building blocks" brings about tremendous saving. Suppose we are looking at strings of L items as our context windows. The total number of combinations in such a window is mL, where m is the number of different input items. When L is large, mL is too large a number to handle, and this characterizes the so called combinatoric explosion. However, if we can capture the "building blocks", and assuming all the "building blocks" are of length less than' I, (I < L), then the total number of patterns in a context window of length L is less than n-here n; 5 mi is the number of possible "building blocks" of length i (1 5 i 5 I). Therefore the factor of saving due to capturing the "building blocks" is (mL/Lm'+*), which can be large.
3.
Tex3 to Phoneme Translation. The default hierarchy, as described above, was applied to the problem of reading English words by translating the words to their appropriate phoneme representations. We mapped words (consisting of combinations from the 26 letters of the alphabet) to their phonemes (consisting of combinations of phonemes from Table  1 . ) . The phoneme set that was chosen was based on the one letter phoneme translations used by Digital Equipment's DECtalk speech synthesizer, thus allowing the output strings of phonemes to be played back through DECtalk, bypassing the part of the machine that converts letters to phonemes. Stresses were not used.
The training sets and test sets contained words with their associated phoneme representations. In assembling these training and test sets the question of alignment arises. A precise and consistent alignment is important to allow general rules of text to phoneme translation to be captured and used. A lack of alignment leads to the generation of a large Some alignments are straightforward. For example, "top''---) "tap" is already one-to-one.
Another example, "cake" + "kek-" has a silent "e" u7hich is shown by a "-". This does not present a problem because the alignment is correct until the final silent letter. The word "third" -" T X d " becomes more complicated. We associate "th" + "T2' and "ir" -"23". The mapping "th" -+ "T-" could as well have been ",T". The first mapping does appear to be more natural. It is necessary to decide on the type of letter associations as shown above and then to be consistent in applying them throughout the data set. When there are errors or noise in the data set due to inconsistent alignments or erroneous phoneme translations, extra exception rules will be generated to compensate.
We collected and assembled a number of different data sets for our work. Some contained different kinds of alignment. Some contained errors in phoneme translation and alignment. One contained a very consistent alignment and translation. Most of these words were initially taken from a 250,000 word dictionary6, which had been translated using the phoneme set as described above. A rough alignment was done programmatically. This dictionary was used as a resource to selectively obtain bhe phoneme translations of sets of words. Clean-up of the phoneme translation and ali nment \vas done by hand. After Word Set This training set attempted a systematic presentation of examples, starting with simple one syllable words, working up to larger words with s&es such as -tion, -able, etc. A more efficient hierarchy with less d e s was generated when this set was used as the training set in its original order than when words were presented alphabetically.
Word Set #4 consisted of 6219 words in alphabetical order. It contained Word Set #2 with an additional 4501 words randomly taken from the dictionary. The 4501 words were aligned using the alignment neural network and were not corrected manually. This training set basically contained a number of random words which contained a larger number of letter to phoneme combinations than the above sets. It also contained errors which brought about exception rules at the lower levels in the hierarchy.
Word Set #S consisted of 1000 random words chosen from the original dictionary that were not in Word Set #4, but may have been similar.
Word Set #6 consisted of the 100 randomly chosen words used by Stanfl and Waltz for
MBRtak3
This set serves as a way to compare our results with MBRtalk. The default hierarchy architecture that was used for translating words to pllonemes allowed up to 15 letter windows and used mostly context window orientations which focused on the center letter as shown in Figure 3 . A center orientation was chosen since it has been shown that a significant amount of the information needed to correctly pronounce a letter is contained in the surrounding letters.'
The original HIERtalker simulator was written in the Fortran programming language for the Cray. Due to the symbolic nature of this application, it lent itself better to a LISP implementation. A LISP version of the HIERtalker simulator was developed that runs on the Texas Instruments Explorer.
4.
Results. All the performance results are based on the percentage of correct phonemes chosen by HIERtalker. The system may have come up with acceptable alternatives in some instances, but these were not counted.
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Level (window du) The number of passes through a training set is dependent on the depth of the hierarchy and the different context window orientations used. One pass through the training data is accomplished for each context window orientation at each level.
HIERtalker was trained using M70rd Set #4. In Figure 4 we see that most rules were generated using a 5 letter window and the maximum size window used was 13. When tested on the training set an accuracy of 99% was achieved. The default hierarchy was able to capture the "building blocks" in the training set.
When tested on Word Set #3, an accuracy of 83% was achieved. Errors occurred for letter to phoneme combinations it had not seen before and in some cases acceptable alternatives were given.
When tested on Word Set #5 an accuracy of 96% was achieved. This high result was due to the set containing many of the "building blocks" that had been learned.
When tested on Word Set #6 an accuracy of 76% was achieved. This is lower than the 86% accuracy achieved by MBRtalk3 but is good considering it was only trained on a set of a little over 6200 words. A number of the letter to phoneme combinations in this set had not been seen before.
HIERtalker has no problem distinguishing between vowels and consonants. It does have trouble occasionally in distinguishing between long and short vowel sounds in letter combinations it had not seen during training.
We would like to obtain some larger training sets for further study. In the future we would also like to look at the impact of additional input information such as stress, part of speech, and syllable or morpheme boundaries in determining a word's pronunciation.
