Abstract. By following the paper trail left by patent citations between high-technology patents in Europe we use a Bayesian hierarchical Poisson spatial interaction modelling approach to identify and measure spatial separation effects to interregional knowledge flows, as captured by patent citations. The model introduced here is novel in that it allows for spatially structured origin and destination effects for the regions. Estimation of the model is carried out within a Bayesian framework using data augmentation and Markov Chain Monte Carlo (MCMC) methods, related to recent work in Frühwirth-Schnatter and Wagner (2004) . This allows MCMC sampling from well-known distribution families and, thus, provides a substantial improvement over MCMC estimation based on Metropolis-Hastings sampling from non-standard conditional distributions.
Introduction
The recent past has seen the development of a significant body of empirical research on knowledge spillovers. Generally speaking, this research has shown that new knowledge spills over (see Griliches 1992) and complements R&D in some industry, especially in hightechnology industries (see Bernstein and Nadiri 1998) . But we know very little about where spillovers go. The objective of this paper is to identify and measure those types of spatial separation that tend to impede the likelihood of knowledge spillovers between regions in Europe. In particular, we are interested in the question whether or not knowledge -as captured by patent citations -flows more easily within countries than between, and to what extent geographic distance between inventors has an influence on these knowledge flows. As we consider spatial separation effects to interregional spillovers in a multiregional setting it is important to control for technological proximity between regions as geographical distance could be just proxying for technological proximity.
We adopt the view that finds thinking in terms of a spatial interaction modelling perspective congenial and useful to investigate origin-destination knowledge flows as captured by hightechnology patent citations in Europe. High-technology is defined to include the ISIC-sectors aerospace (ISIC 3845), electronics-telecommunication (ISIC 3825), computers and office equipment (ISIC 3842), and pharmaceuticals (ISIC 3522) . The European coverage is given by patent applications at the European Patent Office (EPO) that are assigned to high-technology firms located in the EU-25 member states (except Cyprus and Malta), the two accession countries, Bulgaria and Romania, and Norway and Switzerland.
By following the paper trail left by patent citations between high-technology patents in Europe we use a Bayesian hierarchical Poisson spatial interaction model. The model is novel in that it allows for spatially structured origin and destination latent effects. A spatial autoregressive structure serves as a prior for these effects vectors, one for regions reflecting origins of the cited patents and another for the regions that cite patents. Posterior estimates of the origin and destination latent effects may be used to identify regions that exhibit positive and negative effects magnitudes since the effects parameters have a prior mean of zero.
Positive and negative posterior effects estimates can be interpreted as measuring the magnitude and influence of latent unobservable factors on the knowledge flow process. It is this model that distinguishes the current study from prior work by Fischer, Scherngell and Jansenberger (2006) which produces more conventional maximum likelihood estimates based on a heterogeneous Poisson spatial interaction model. Their model specification arises from introducing multiplicative heterogeneity in the mean of the Poisson model as a proxy for fixed effects parameters. The heterogeneity term is strategically assumed to follow a conjugate gamma distribution. This choice of a Poisson-gamma mixture is strategic in the sense that the conjugate gamma distribution leads to a tractable negative binomial distribution maximum likelihood procedure (see Cameron and Trivedi 1998) . The negative binomial distribution can be derived by assuming true contagion, allowing us to interpret the model in two quite different ways that are opposed to each other. This represents a serious drawback of the model that arises from relying on the conjugate gamma distribution for the Poisson.
The model introduced in this paper does not rely on the conjugate gamma prior, but rather on a normal prior for the random individual effects. Typically, there is no analytical expression for the unconditional density when using normally distributed random effects. Because of this, development of estimation methods for such cases is an active area of research (see, for example, Chib, Greenberg and Winkleman 1998) . Drawing upon the contribution of Frühwirth-Schnatter and Wagner (2004) , this paper contributes to this area of research by developing Gaussian random effects governed by a spatial autoregressive process that results in a Gibbs sampling scheme. By Gibbs sampler, we refer to the process where sequential sampling of all parameters in the model involves only draws from distributions having known forms.
The rest of the paper is organised as follows. Section 2 begins to set forth the context and framework for the discussion, and introduces the model proposed here. This model allows for latent regional effects parameters that take the form of a spatial autoregression. The spatial autoregressive (SAR) structure assumed to govern the origin and destination effects introduces additional sample data information in the form of an n by n spatial contiguity matrix that describes the spatial connectivity structure of the sample regions. This additional spatial structure in conjunction with the spatial autoregressive process assumption provides a parsimonious parameterisation of the regional effects parameters. This is in contrast to the typical assumption of a normal distribution with zero mean and constant scalar variance assigned as a prior for non-spatial latent effects parameters. Our approach of estimating two sets of n latent effects based on a sample of size N = n 2 also differs from the conventional approaches that estimate a latent effect parameter for all sample observations, which would be N in our case.
This model extends the class of Poisson spatial interaction models presented in Fischer, Scherngell and Jansenberger (2006) and relies on a hierarchical construct. We estimate the model using Markov Chain Monte Carlo (MCMC) methods and data augmentation schemes based on recent work by Frühwirth-Schnatter and Wagner (2004) to derive estimates by simulating draws from the complete set of conditional distributions for the parameters in the model. Section 3 briefly describes the data augmentation approach used and sets forth the conditional distributions for our model. Section 4 applies the methodology to the sample of high-technology patent citations from 188 European regions. Section 5 concludes the paper.
The Poisson Spatial Interaction Model with Spatial Effects
This section lays out the notation and conventions used in describing origin-destination flows and the modelling of these by the standard spatial interaction model (see 2.1) and then sets forth the Bayesian hierarchical structure that we suggest (see 2.2).
The Context
The spatial interaction modelling perspective shifts attention from the individual patent citations to interregional patent citations, or in other words from the dyad "cited patentciting patent" to the dyad "cited region -citing region" within a spatial interaction system.
Suppose that we have a spatial interaction system with n regions. Let Y represent the n-by-n square matrix of patent citation flows where the element Y ij reflects patent citations originating in region i and cited by column region j. We therefore treat the columns as destinations of the patent citation flows and the rows as their origins. The n-by-n patent citation matrix can be vectorised into an N = n 2 vector that we label y which contains variation in patent citations flows across all origin-destination (OD) pairs.
A typical spatial interaction model directs attention to three types of functions to explaining the variation in the vector of OD-flows: an origin function, a destination function and a spatial separation function. There is a basic formal distinction implicit in the definitions of origins and destination functions on the one hand, and spatial separation functions on the other.
Spatial separation functions are postulated to be explicit functions of numerical separation variables, while origin and destinations functions are formally only weights with origin and destination variables.
Observations on the origin and destination variables are typically organised in n-by-k variable matrices that we label X, containing k characteristics for each of the n regions. Given the origin-destination format of the vector y, where observations 1 to n reflect flows from origin 1 to all n destination regions, the matrix X would be repeated n times to produce an N-by-k matrix representing destination characteristics that we label X d (see LeSage and Pace 2005) . A second matrix can be formed to represent origin characteristics that we label X o . This would repeat the characteristics of the first region n times to form the first n rows of X o , the characteristics of the second region n times to for the next n rows of X o and so on, resulting in an N-by-k matrix. 
This allows us to set forth the model given by Equation (1) as follows 
A Bayesian Poisson Extension of the Conventional Spatial Interaction Model
While the log-additive spatial interaction model given by Equation (3) can easily be estimated using standard least squares, it shows two major shortcomings. First, least squares and normality assumptions ignore the true integer nature of flows and approximate a discrete-valued by an almost certainly misrepresentative continuous distribution (Fischer and Reismann 2002) . Second, models of type (3) 
where i λ is the conditional mean
which depends not only on the covariates with the associated parameter vector β , but also on n-by-1 vectors of latent regional effects parameters θ and φ , one for the regions treated as origin (i.e. θ ) and another for destination regions (i.e. φ ). The inclusion of these regional effects vectors allows for geographical differences or heterogeneity in the n origin and n destination regions. exclusive N-by-n matrices. n I denotes the n-square identity matrix.
As with all Bayesian models, we begin by postulating suitable prior distributions for all parameters ( β ,θ ,φ ), and then derive the corresponding conditional posterior distributions given the observed data in the next section. We use a normal prior distribution for X centered on zero with a large standard deviation:
The normal prior distribution is allowed to be indexed by an unknown hyperparameter that we have labelled ψ , and h denotes the number of explanatory (i.e. origin, destination and spatial separation) variables in the matrix X which includes a constant term.
2 q T w I = , for some sufficiently large w, such as w = 100. We use [ , ] h N µ Σ to represent an h-variate normal distribution with mean µ and variance-covariance Σ .
For the spatial effects parameters we rely on spatial autoregressive (SAR) priors:
where C is an n-by-n row standardised first order spatial contiguity matrix. This matrix reflects the spatial configuration of the regions in terms of common borders, with row sums of unity by virtue of row standardisation. We assign an inverse gamma (IG) prior for the
σ , taking the form:
It is frequently noted that flat or improper priors on variance parameters in hierarchical modeling can lead to (almost) improper posterior distributions (see Gelman et al. 1995, chapter 5) . This prior implies a mean of unity, and a variance of 100. In the absence of prior information, it seems reasonable to rely on the same prior for both Sun et al. 1999) . We rely on a uniform distribution over this interval as our prior for o
Solving for θ and φ in terms of u o and u d suggests a normal prior for the origin and destination spatial effects vectors taking the form:
We note that B o , B d are non-singular for a conventional row-normalised first-order spatial contiguity matrix C and the spatial dependence parameters o
. This leads to a proper prior distribution in contrast to the well-known intrinsic conditional autoregressive (CAR) prior introduced by Besag and Kooperberg (1995) . 
The Data Augmentation Approach
For notational convenience in the following discussion we collect the parameters β , θ , φ in a vector δ , and the spatial hyperparameters o ρ ,
σ in the vector ς , so that all parameters can be placed in a vector 2 2 ( , ) ( , , , , , , ) . 
Then the posterior density takes the form:
The use of a normal distribution for the random effects in place of the conjugate gamma distribution results in a posterior density that does not belong to a density from a known distribution family. Conventional MCMC methods to sample from the posterior have (1))
thereby eliminating the non-linearity, but leaving us with the non-normal error term. An important point is that the full conditional posterior for the parameters after the introduction of the inter-arrival times
Given the linear model in (20) This results in a conditionally Gaussian model, and is similar to approaches taken by Kim et al. (1998) and Chib et al. (2002) for the case of stochastic volatility models, where the normal mixture approximation was applied to a log 2 χ -distribution. Formally we get:
where values for the parameters (t r , m r , s r ) are provided in Table 1 Step (i) can be expressed as a sample from a multivariate normal distribution for δ , but for computational efficiency we adopt a component-wise multi-move approach to sampling the β parameters from a multivariate normal distribution and the spatial parameters θ from univariate conditional posteriors for each element i θ conditional on all other elements which we denote i θ − , and similarly for the elements of the vector φ . We provide details in Appendix A for the derivation of these univariate conditional distributions.
Step ( For notational convenience, we let n i = y i +1 and define i y as the n i -by-1 vectors in Equation and .
Similarly, we define the n i -by-n matrix i v as and .
Finally we let i Ω represent a diagonal matrix containing 
where | . | denotes the determinant. Equations (29) and (30) 
In Appendix A we show that this results in a multivariate normal conditional posterior distribution for β taking the form:
Taking a similar approach to that for β , we have a joint posterior density for θ of the form: 
which we show in Appendix A leads to a multivariate normal as the conditional posterior distribution for θ :
and similarly for the spatial effects vector φ we have:
However, evaluation of these expressions involves inversion of matrices of size n-by-n on each pass of the MCMC sampler, which is problematical for cases where the number of regions n is large. A computationally efficient alternative is to sample from univariate normal 
which as noted in Smith and LeSage (2004) is not reducible to a standard distribution. We rely on the univariate numerical integration approach described in Smith and LeSage (2004) to sample from these two conditional posterior distributions. Specifically, we rely on a vectorised expression: 
The Application
In this section we briefly describe the data used (see 3.1) and present the main empirical findings in 3.2. These estimates are based on the model and estimation methodology described in the previous sections.
The Patent Citation Data
Our main data source is the European Patent Office (EPO) database. This is a natural choice for the purpose of our study because patents from different national patent offices are not Given our interest on pure externalities (i.e., on interfirm knowledge spillovers), citations to patents that belong to the same assignee (so-called self-citations) were eliminated, resulting into 98,191 interfirm patent citations. The elimination of self-citations remains far from satisfactory. Although we have checked the sample for cases where company names are sufficiently similar to identify self-citations between parents and their subsidiaries, and joint ventures, this in effect can only get us so far.
The spatial interaction modelling perspective shifts attention from individual patent citations to interregional patent citations or from the dyad "cited patent -citing patent" to the dyad "cited region -citing region". We have chosen n = 188 regions, generally NUTS-2 regions for the EU-15 countries and NUTS-0 regions for the other countries. NUTS is an acronym of the French for "nomenclature of the territorial units for statistic", which is a hierarchical system of regions used by the statistical office of the European community for the production of regional statistics. At the top of the hierarchy are the NUTS-0 regions (countries), below which are NUTS-1 regions (regions within countries) and then NUTS-2 regions (subdivisions of NUTS-1 regions). In the case of cross-regional inventor teams we have used the procedure of multiple full counting which rather than fractional counting does justice to the true integer nature of patent citations, but gives the interregional cooperative inventions greater weight. 
Empirical Results
The explanatory variables matrix contained the origin variable measured in terms of the log Notes: The origin variable is measured in terms of the log number of patents (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) in the knowledge producing region i, the destination variable in terms of the log number of patents (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) in the knowledge absorbing region j. Geographic distance is measured in terms of the great circle distance [in km] between the economic centres of the regions i and j, country border effects in terms of the existence of country borders between regions i and j, language barriers in terms of the existence of different languages in the regions i and j, and technological distance in terms of the technological proximity index developed by Maurseth and Verspagen (2002) . The Maximum Likelihood estimate of dispersion is 0.725 and highly significant (see Fischer, Scherngell and Jansenberger 2006) which points to the presence of overdispersion that is modelled by the Bayesian Poisson spatial interaction model with spatial effects.
Distance exerts a negative impact on knowledge flows as we would expect, but this is less important in the Bayesian effects model than in the conventional Poisson model. Here too, this seems a plausible result as the introduction of spatially structured origin and destination effects should reduce the importance played by geographical distance in the non-spatial
Poisson model. Borders also exert a negative impact on knowledge flows and we see a Bayesian estimate that is close to the non-Bayesian parameter magnitude. The border effect is 2.5 times as large as the distance effect. High-technology related knowledge tends to flow much more easily within countries than between countries.
The introduction of the spatial effects for origins and destinations makes language barriers not significantly different from zero. Technological similarity between the regions enhances knowledge flows as we would expect and the Bayesian estimate is about 1.5 times that from the conventional Poisson model, and about ten times larger then the distance effect. This indicates that knowledge flows are industry specific and occur most often between regions that are located close to each other in technological space. Technological proximity matters more than geographical proximity. By way of summary, the findings correspond well to the findings of the previous study, but the sensitivity of knowledge flows to the covariates is more pronounced in the Bayesian random effects model than in the standard Poisson model.
Turning attention to the parameters associated with the spatially structured origin and destination effects, we note that the origin ρ estimate (the spatial dependence parameter o ρ ) is (very nearly) different from zero using a 0.05 level, but the destination ρ is not significantly different from zero. It is important to keep in mind, that, when ρ is zero, we still have normally distributed random effects that account for heterogeneity in the sample. d ρ equal to zero simply indicates that latent unobservable effects creating heterogeneity surrounding the destinations do not exhibit a spatial dependence character. That is, they do not necessarily look like those of the neighbours to the destinations. With regard to the origin, the patterns of heterogeneity captured by the spatially structured effects do exhibit weak spatial dependence. This means that the magnitudes of the effects tend to be similar to those from neighbouring regions. We might interpret this to mean that similar latent unobservable forces are at work, or that our model does not have covariates to explain these forces at work.
The estimate for the variance of the origin effects is around 20 percent larger than that for the variance of the destination effects, suggesting more volatility in the origin effects than those assigned to the destinations.
Summary and Conclusions
A Bayesian hierarchical Poisson spatial interaction model that includes latent spatial effects structured to follow a spatial autoregressive process was introduced here to investigate knowledge spillovers across Europe, as captured by patent citations. The model deals with overdispersion arising from omitted origin and destination variables using structured regional or spatial effects.
Individual effects estimates are notoriously difficult to estimate with precision in conventional hierarchical linear models (see, for example, Gelfand, Sahu and Carlin 1995, Christensen, Roberts and Sköld 2005) . Our approach to structuring two sets of regional/spatial effects parameters overcomes these problems in two ways. First, the spatial autoregressive structure placed on the latent effects parameters for the origin depend on one hyperparameter measuring the strength of spatial dependence and another representing a scalar variance parameter. These two parameters are introduced in the context of a sample of n 2 = N observations, where n = 188 regions and N represents the sample of origin-destination pairs that arise from vectorising the origin-destination flow matrix. The N = n 2 sample size arises from vectorising an n-by-n origin-destination flow matrix Y, where the rows of the matrix Y reflect counts of cited patents (origins) and the columns reflect counts from regions citing the patents (destinations). We estimate only n latent regional origin effects parameters, one for each region treated as an origin, allowing us to rely on n sample data observations for each of the i = 1, …, n origin effect parameter estimates. In fact, since the n origin effects parameters are derived from the two hyperparameters that completely determine the spatial autoregressive process assigned to govern these processes, we could view this as relying on a sample of N observations to estimate the two parameters. A similar situation holds for the case of the n destination effects estimates for the patent citing regions.
Second, the spatial autoregressive structure assumed to govern the origin and destination effects introduces additional sample data information in the form of an n-by-n spatial contiguity matrix that describes the spatial connectivity structure of the sample regions. This additional spatial structure in conjunction with the spatial autoregressive process assumption provides a parsimonious parameterisation of the regional effects parameters. This is in contrast to the typical assumption of a normal distribution with zero mean and constant scalar variance assigned as a prior for non-spatial latent effects parameters. Our approach of estimating two sets of n latent effects based on a sample of size N = n 2 also differs from the conventional approaches that estimate a latent effect parameter for all sample observations, which would be N in our case.
Estimation of the model is via MCMC sampling based on data augmentation schemes. The results provide evidence that knowledge spillovers are geographically localised. National borders have a negative impact on knowledge flows, and this effect is very substantial.
Knowledge flows are larger within countries than between regions located in different countries. The results also indicate that geographical proximity matters, while also suggesting that these effects are much smaller than the border effects. Knowledge spillovers occur most often between origin-destination regions that belong to the same country and are in geographical proximity. With regard to the origins, the patterns of heterogeneity captured by spatially structured effects do exhibit weak spatial dependence. This means that effects tend to be similar in size to those from neighbouring regions. This indicates that similar latent unobservable forces are at work or that our model does not include origin variables to explain these forces at work. Geography matters, but technological proximity tends to overcome geographical proximity. Interregional knowledge flows seem to follow particular technological trajectories, and occur most often between regions that are located in technological space not too far from each other. 
In this appendix we follow Smith and LeSage (2004) , and derive a sequence of univariate conditional posterior distributions for each component of θ and φ that allows the MCMC sampling scheme to be applied to models involving large numbers of regions n while avoiding matrix inversion of the n-by-n matrices required for the multivariate normals set forth in the text of the paper. For small problems involving n < 100 regions, it is probably faster to simply carry out the matrix inversions, but no experiments have been carried out to assess the relative computational trade-offs here.
We begin with the observation of Smith and LeSage (2004) 
we permute indices using ( , ) 
