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Leading-edge vortices (LEVs) can form over wings in unsteady flows across many engineering ap-
plications, from small unmanned vehicles to aircraft in gusts and manoeuvres. They create large
overshoots in aerodynamic loads and exhibit significant non-linear characteristics. Knowledge of
LEV behaviour is critical to informing predictive models, which can facilitate the development
of technologies to either exploit or mitigate the effect of LEVs. In this thesis the effect of ex-
treme unsteady wing motion is experimentally investigated to study vortex-wing/vortex-vortex
interactions and a potential method to disrupt their formation.
The unsteady aerodynamics of an airfoil undergoing a single transient plunge manoeuvre was
investigated. During motion the peak lift was found to be primarily due a build up of the circu-
latory component. Conversely the peak pitching moment magnitude was found to be primarily
dependent on the added-mass force. The peak loads showed an increase with effective angle of
attack amplitude, yet remained relatively insensitive to motion period. Significant loads oscilla-
tions were observed after the end of motion at post-stall angles of attack. These were shown to be
caused by large-scale vortex shedding. The frequency of the first vortex shedding cycle was found
to occur at the sub-harmonic of the airfoils static shedding frequency. After the first shedding
cycle, the frequency displayed an asymptotic increase to the static shedding frequency within
10 to 15 convective times. A potential relationship between peak magnitude and subsequent
shedding cycle frequency was found to follow a linear trend to a reasonable level of correlation,
R2 = 0.70.
The introduction of a second transient motion in the large-scale vortex shedding window produced
a significant increase in peak lift and pitching moment. It was found that the loads response
could be accurately estimated through linear superposition of the single motion response, which
coincided with the merging of two distinct LEVs over the airfoil upper surface. Breakdown of
this linear behaviour occurred when the separation distance between the two vortices reached the
critical separation distance of a chord length, controlled through a time delay between the two
i
motions. To test this further, the linear superposition of a single sinusoidal cycle was compared
against the true periodic experiment. It could predict the mean lift and amplitude reasonable
well for lower frequencies, where weaker vortical flow was present.
The effect of Reynolds number change from O(104) to O(105) was investigated through equival-
ent water and wind tunnel measurements. The loads and flow-fields were qualitatively similar
and only minor differences were observed, stemming from the unsteady shear layer behaviour.
Unsteady pressure measurements revealed the maximum post-motion loads to occur when the
chord-wise area exposed to the upper surface vortex was maximised, which coincided with the
aftward movement of the lower surface stagnation region. LEV growth and convection rates were
estimated from the approximate movement of a half-saddle point across the chord and shown to
vary between 21 and 29%. The half-saddle marks the shedding of the upper surface vortex and
subsequent loss of suction when it reaches the trailing-edge. The peak loads showed excellent
agreement with equivalent water tunnel measurements at Re = 20K, adding confidence in the
use of low Re measurements for the high Reynolds number applications.
The effect of a passively deployed mini-tab (flow fence) device at the airfoils leading-edge was in-
vestigated for lift and pitching moment suppression in periodic unsteady conditions. Depending
on the frequency and the amplitude of the wing motion the mini-tab can delay LEV formation.
This provides effective lift and moment alleviation for post-stall angles of attack at low reduced
frequencies. In contrast, at low angles of attack the mini-tab can facilitate roll up, resulting in
vortex shedding and lift/moment increase. The borderline between the two regions approxim-
ately scales with the Strouhal number based on amplitude, and in particular with the minimum
effective angle of attack during the cycle. The transient response was studied through impulsively
started plunging oscillations. During the first cycle, lift reduction is achieved for all frequencies
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The field of unsteady aerodynamics is currently in an exciting stage. Researchers are pushing
the boundaries of unsteady wing conditions, measurement techniques and diagnostic tools to
unravel the complex flow fields that form and the forces they produce. To understand why, it is
necessary to look back at where unsteady aerodynamics began. The field was birthed out of the
necessity to predict an instability phenomenon known as flutter - where aerodynamic, elastic and
inertial wing forces unfavourably combine to create catastrophic oscillations. The first recorded
case of flutter was in 1916 [1], and by 1936 a generally applicable, unsteady aerodynamic theory
was derived by Theodore Theordorsen [2]. The mathematical tool he developed has proved
formidable and still remains valid in many applications to this date. This a textbook example of
engineering methodology, to understand the salient features of a problem and boil it down into
a model in order to aid design and development.
One of the key aspects of Thoerdorsen’s theory (and many similar unsteady analytical models
that followed [3]) is the underlying assumption of small amplitude oscillations, where the flow
remains attached to the surface of the wing, allowing the forces to be readily described by linear
equations. This assumption, although valid for many applications, severely limits the scope of
the model, which can and will break down in more extreme unsteady conditions.
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A prime example of an extreme unsteady condition is the phenomenon known as dynamic stall
- first discovered on helicopter rotor blades during high speed, forward flight conditions. The
key aspect of this phenomenon is the unsteady separation of the flow on the blade’s upper
surface followed by the formation and passage of a distinct rotating disturbance known as a
Dynamic Stall Vortex (DSV). The DSV significantly augments aerodynamic loading, leading to
large overshoots in blade lift and torque as well as considerable hysteresis. This results in severe
vibrational loads and is a limiting factor in helicopter forward flight speed. Of course the primary
aim for aerodynamicists at the time was to understand the core aspects of the problem in order
to develop a predictive model; however this has proved especially laborious due to the severe non-
linearity of massively separated, vortex dominated flow fields – a giant leap from the simplicity
of Theordorsen’s attached flow assumptions. Although many useful models were developed that
could somewhat describe the air loads during dynamic stall, no single model prevailed in doing
so without the use of multiple empirical inputs, limiting their scope to a handful of pre-defined
conditions.
Since their discovery, DSVs have been documented in a wide range of engineering applications
where extreme unsteady conditions occur and are more widely known as the generically termed
Leading-Edge Vortex (LEV). LEV’s have been found to occur on Micro Air Vehicles (MAVs),
wind turbines, aircraft in gusts and manoeuvres and have recently been attributed to the re-
markable agility and lift capabilities of insects and other biological flyers/swimmers. As a result
of this, focus of late has shifted away from LEV behaviour in terms of specific conditions, i.e.
periodic rotor blades, and has instead been placed on abstract canonical wing motions to simplify
and distil the problem to better understand the underlying physics. Although LEV research is
now stepping out of its infancy, a complete understanding of their behaviour is still lacking.
Ultimately the goal is to have sufficient insight into LEV behaviour to inform an aerodynamic
model, akin to Theordorsen’s model, to cheaply and accurately predict loads in massively sep-
arated, vortex-dominated flows. Whether this goal is possible within the author’s lifetime is
unknown, but the road to it is paved with aerodynamic studies on all fronts – experimental,
computational and analytical – to systematically probe the boundaries of understanding to un-
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lock and explore new avenues of research.
This thesis aims to add to the current understanding of massively separated, unsteady aerody-
namics with particular attention to LEV behaviour through experimental means. This will be
achieved by addressing the following points, outlined in a recent LEV review by Eldredge and
Jones [4].
• Further study of vortex-wing and vortex-vortex interactions during unsteady disturbances
to better understand bulk flow field behaviour.
• A viable method to disrupt LEVs in order to alleviate the loads they create. Such a device
would have far reaching benefits across many applications.
1.1 Objectives
The objectives of the study are:
• Investigate the aerodynamic response of an airfoil undergoing single transient plunge man-
oeuvres. Particular focus will be placed on post-stall angles of attack where large-scale
vortex shedding can occur.
• Quantify the bulk flow field and loads response to multiple transient plunge manoeuvres at
post-stall angles of attack. The effect of time delay between the motions will have a large
effect due to the presence of large-scale vortex shedding.
• Determine the effect of a significant Reynolds number change on the aerodynamic response
to transient plunge manoeuvres. This will be achieved through equivalent water and wind
tunnel experiments.
• Assess the performance of a flow fence device for loads suppression during unsteady motion.





This section is intended to give a brief overview of steady-state stall and unsteady aerodynamics
in order to highlight gaps in understanding and introduce concepts that will be used when
discussing the unsteady aerodynamics of airfoils and wings in extreme conditions.
2.1 Steady-State Stall
A very brief and general description of the mechanisms and trends for steady-state stall is given
below. The reader is referred to [5, 6] for a more in depth discussion of the topic.
For an airfoil inclined in a free stream, there exists a maximum angle of inclination that maintains
largely attached flow on the upper surface. When this angle is exceeded it results in a loss of
lift and an increase in drag and nose-down pitching moment, the rate of which depend on the
airfoil parameters, Mach number and Reynolds number of the flow; this phenomenon is known
as steady-state or static stall and is primarily dependant on boundary layer behaviour. As the
angle of inclination, or angle of attack (α0), of the airfoil approaches stall, the adverse pressure
gradient acting on the fluid over the airfoil’s upper surface will increase and cause the boundary
layer to progressively thicken. When the boundary layer can no longer overcome this pressure
gradient, it will separate from the upper surface creating a reversal in the boundary layer [5]. A
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fully stalled airfoil displays flow separation over the entire upper surface.
The lift coefficient, CL, exhibits linear, or nearly-linear, behaviour up until the point of stall,
after which the non-linearities of separated flow dominate. The quarter-chord pitching moment
coefficient, CM , tends to become more negative (nose-down) due to a shift in the centre of pressure
on the airfoil. The pressure on the upper surface is more or less constant in the separated flow
region which causes the centre of pressure to move aft. A higher Reynolds number can increase
the maximum achievable lift coefficient. This is due to the increasing ratio between inertial and
viscous effects which produce a thinner boundary layer, delaying the onset of separation [5].
2.2 Unsteady Aerodynamics
Unsteady aerodynamics refers to time-dependant aerodynamic behaviour. In reality, all flows
are inherently unsteady, but often this unsteadiness is small and of no interest. In such cases it
can be ignored and assumed to be in a quasi-steady state.
In the stall and post-stall regimes, the flow is no longer steady and exhibits unsteady behaviour
giving rise to fluctuations in the aerodynamic forces. The source of the unsteadiness is the
shedding of shear layers from the leading and trailing-edge which roll up to form vortices [7],
see Figure 2-1. An example Power Spectral Density (PSD) of the wake of a stalled NACA 0012
profile is shown in Figure 2-1.
The frequency parameter in Figure 2-1 is shown in terms of the Strouhal Number based on the
airfoil chord length, Stc. This is a non-dimensional frequency defined as the ratio of the vortex





where f is the shedding frequency, c is the airfoil chord length and U∞ is the free stream velocity.
The PSD in Figure 2-1 shows a range of shedding frequencies present in the wake, however there
6
Figure 2-1: Typical wake frequency spectra of a stalled NACA 0012 airfoil [8].
is a clear dominant frequency at a Stc of around 0.9. This is the wakes fundamental or natural
frequency and plays an important role in the lift force of oscillating airfoils in the stall and
post-stall regime [7, 8].
The natural shedding frequency of wings in stall and post-stall conditions were measured by
Rojratsirikul et al. [9], the results of which can be seen in Figure 2-2. They present the shedding
frequency in terms of the Strouhal number based on the projected area of the chord, c · sin(α0),
where reasonable collapse around a mean value of 0.17 can be observed for different airfoil shapes
and wing aspect ratios, similar to study by Huang and Lin [10]. Although this data is for finite
wings, they note that the shedding frequencies are very close to that of two-dimensional airfoils.
Again, this fundamental frequency plays an important role in unsteady lift production.
2.3 Unsteady Conditions
Unsteady conditions can arise from various sources and become important when time depend-
ant effects cause the aerodynamic forces to deviate considerably from their steady-state value.
These sources include gusts, manoeuvres and any body/wing motion that is induced by these
disturbances, both rigid body and flexible. From a kinematics point of view, four motion types
of airfoil unsteadiness can be defined, see Figure 2-3. In Figure 2-3, pitch is defined as the change
in α0 over time through a rotation usually located at 1/4 chord, plunge is a vertical translation
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Figure 2-2: Natural shedding frequency of wings with respect to the Strouhal number based on
airfoil frontal area [9].
of the airfoil giving a varying induced angle of attack (αpl) depending on the plunge velocity
(Vpl), surge is a translation parallel to the free stream velocity (Us) and the flow field change
is a time dependent change of the free stream velocity components. The term effective angle of
attack (αeff ) will be used throughout this thesis which is defined as α0 + αpl.






where k is the reduced frequency. Similar to the Stc of the airfoils wake in the previous section,
the reduced frequency is the ratio of the vortex shedding frequency and free steam velocity and
is useful for grouping the different sources that give rise to this unsteadiness [11]. The distinction
between the two lies in their application. Stc was used in section 2.1 to measure the natural
frequency of the airfoil’s wake, whereas k is used to non-dimensionalise the forcing frequency.
Stc and k and differ by the product of π, where k = πStc.For 0 ≤ k ≤ 0.05 the unsteady effects
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Figure 2-3: Motion types of airfoil unsteadiness.
are small and the flow is often considered to be quasi-steady. For 0.05 < k < 0.2 the flow is said
to be unsteady and the associated effects cannot be ignored. For k ≥ 0.2 the flow is considered
to be highly unsteady and the non-circulatory effects will start to dominate over the circulatory
forces [5, 12].
Typically a realistic unsteady aerodynamic scenario will be a combination of pitch, plunge, surge
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and flow field change. For research purposes however is it necessary to measure the effects of
just one, or in some cases two of these parameters, in order to reduce the complexity. Pitch
and plunge have been the main focus of the unsteady airfoil research; the vast majority of which
consider only periodic unsteadiness. The following sections will give an overview of the plethora
of research on periodically pitching/plunging airfoils as they can provide valuable insight into
the bulk flow features that form in an unsteady environment. As mentioned in Chapter 1, recent
focus has been to test a range of simple canonical motions to better understand LEV behaviour.
These motions are typically transient by definition, i.e. non-repeating, and will be covered in a
separate section.
2.4 Wake Structures: Periodic Conditions
The unsteady wake structures presented in this section are generally associated with attached
flows. The effective angles of attack induced by the unsteady motion may take the airfoil beyond
its static stall angle, leading to flow separation and LEV formation. This will be dealt with in
section 2.5 and the focus here is placed on the wake.
2.4.1 Effect on Aerodynamic Forces
Consider an airfoil that experiences an instantaneous step change in α0. Quasi-steady theory
would demonstrate that the corresponding lift change is also instantaneous, however, in reality
the lift takes time to respond. The mechanism for this is shown in Figure 2-4a. When αeff is
changed, a vortex is formed at the trailing-edge of the airfoil due to the viscosity of the fluid,
which changes the circulation bound to the airfoil. As this vortex is shed, the influence of the
downwash it induces over the airfoil diminishes and the lift force gradually increases to its quasi-
steady value. A good approximation to this behaviour is through Wagner’s function, shown in
Figure 2-4b, which modifies the quasi-steady lift values in a time-dependant manner. The lift
function, Φ(τ ), starts at 50% of the quasi-steady lift and asymptotically approaches 100% as the
vortex travels downstream.




Figure 2-4: a) Diagram of starting vortex, and b) plot of Wagner’s Function, taken from [13].
sidered as a series of infinitesimally small step changes. This results in vorticity of varying
strength to be continually shed from the trailing-edge which in turn affects the aerodynamic
loads on the airfoil [14], Figure 2-5. The general effect of the shed vorticity in the wake is an
attenuation and phase variation of the circulatory lift force with respect to the quasi-steady
values [5].
Figure 2-5: Shed vortices from airfoil oscillating in pitch.
The earliest studies of the lift produced by an oscillating airfoil was the theoretical work under-
taken by Wagner, Theodorsen, Küssner and von Kármán & Sears who produced exact analytic
solutions for the lift and moment based on incompressible 2D thin airfoil theory for various small
amplitude, unsteady loading conditions; pitch, plunge and flowfield change [5]. The reader is
referred to Bisplinghoff et al. [3] for a full description of these theories. In summary, the models
predict the attenuation and phase variation of the circulatory lift force as a complex function
of the reduced frequency k. The total unsteady lift force is split into two contributions; the
11
circulatory component and the added mass component. The circulatory component around an
oscillating airfoil is defined by the vorticity in the flow, i.e. what is bound to the airfoil and what
is shed into the wake. This effect is modelled through the complex lift function via an imaginary
and real component that control the amplitude and phase of the unsteady lift. The added mass
component results from the reactive force that is produced when the local fluid around the airfoil
is accelerated and increases with k2 [12]. Corkery et al. [15] experimentally revealed the added
mass force to arise from a thin vorticity distribution close to the airfoil surface; this will be
discussed in more detail in section 2.6.3.
One of the first experimental studies was undertaken by Silverstein & Joyner [16] who measured
the phase variation of the circulatory lift force of an airfoil oscillating in pitch and found close
agreement with theory up to reduced frequencies of k < 0.3. Since then, a plethora of studies
have been conducted to corroborate this theory in pure and combined motions. Notable studies
include Halfman [17], Reid & Vincenti [18] and Rainey [19] who found close agreement with
theory for a range of reduced frequencies of around k = 0.4 to 1.0. They found deviations when
operating over large αeff excursions, in small αeff excursions close to stall, or operating at low
Reynolds numbers. Further breakdown of the theory was documented to occur at higher reduced
frequencies, roughly k > 1, where the Kutta condition at the trailing-edge was being violated,
causing deviations in both lift magnitude and phase values [20]. Chen & Ho [21] later showed
that the violation of the Kutta condition was not solely based on k but also on the operating
parameters, i.e. airfoil shape, oscillation modes, amplitudes, α0 and Reynolds number.
2.4.2 Thrust Production
It has been well documented that an airfoil undergoing pure pitch, plunge or free stream oscil-
lations can produce a net thrust force, a historical summary of which is discussed by Platzer
et al. [22]. A theoretical study in 1936 by Garrick [23] showed that an airfoil undergoing pure
plunge will produce a component of thrust force for any frequency, due to an effective tilt in the
lift vector, yet an airfoil undergoing pure pitch will only produce thrust at a certain frequency
threshold, as a function of the pivot location. This has been shown experimentally in notable
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experiments by Silverstein & Joyner [16] and Koochesfahani [24]. A study by DeLuarier & Harris
[25] showed that the production of thrust in the plunging case is not quite as simple as a tilt
in the lift vector and was dependant on the suction pressure peak produced by the leading-edge
shape of the airfoil.






where A is the peak-to-peak amplitude of the trailing-edge. It is important to note that whilst
it is the best variable to predict wake behaviour such as thrust, it is not sufficient on its own.
The generation of thrust is attributed to the arrangement of vortices in the wake. At a low StA
the wake of an oscillating airfoil resembles a Kármán vortex street as shown in Figure 2-6. The
shed vortices create a time averaged flow opposing the free-stream creating a velocity deficit in
the wake, which is indicative of drag production. As StA is increased the shed vortices gradually
invert their position, producing a reverse Kármán vortex street. This wake is considered to be
thrust producing as the vortices produce a time-averaged jet in the direction of the free-stream,
creating a velocity excess [26–28]. Although this wake switch is a good indicator of thrust
production, it has been found by Godoy-Diana et al. [29] and Bohl & Koochesfahani [30] that
the switch in wake structures precedes the switch from net drag to thrust and a more complete
analysis is required to determine the switching point. The arrangement of shed vortices was also
found to be dependant on the profile of oscillation by Koochesfahani [24] where he experimented
with non-sinusoidal, periodic pitching waveforms.
A study by Triantafyllou et al. [31] showed the optimal StA number for thrust efficiency of an
airfoil in plunge is between 0.25 - 0.35, corresponding to the StA range of various swimming fish
and also matching the StA range of flying species documented by Taylor et al. [32]. Godoy-Diana
et al. [29] found the thrust producing wakes for pitching foils also occurred within the StA range
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of natural flyers.
Figure 2-6: Evolution of airfoil wakes with increasing StA, modified from [5, 26].
2.4.3 Deflected Jets
At very large values of StA the thrust jets can deflect, Figure 2-6. This asymmetric wake can
produce time-averaged lift coefficients, CL, of up to 3.5 occur even at a zero mean α0 [27]. Such
jets were first studied by Jones et al. [26] who found them to occur at StA > 1 both numerically
and experimentally; although more recent studies have shown this to occur around StA = 0.32
to 0.45 in pure pitch and plunge. These deflected jets show significant bifurcation and their
direction is highly dependant on the starting conditions, mean α0 and geometry [27, 29, 33].
Cleaver et al. [27] proposed that the mechanism for deflection is due a difference in strength
between the clockwise and counter-clockwise vortex pair that form at the trailing-edge. If the
flow is travelling from left to right, a stronger clockwise trailing-edge vortex (TEV) will produce
a downwards deflection, whereas a stronger counter-clockwise vortex will cause the jet to deflect
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upwards. The direction of jet deflection was found to set the direction of lift enhancement. This
explains why, in their findings, the jet direction remained stable at a certain mean α0 threshold,
as the vortex pairs were already significantly asymmetric. The reader is referred to Calderon et
al. [34] for a more complete summary of the research on deflected jets.
2.4.4 Finite Wing Effects
One of the fist attempts to analyse a finite oscillating wing was the theoretical study by Reissner
and Stevens in 1943 [35]. He modified Theodorsen’s complex lift function to account for aspect
ratio effects on the circulatory component. As the aspect ratio approaches infinity, the theory
approaches Theodorsen’s original function. Among many of the underlying assumptions, Reissner
and Stevens assumed that there are no three-dimensional effects on the added mass component
as this produces no wake. Bisplinghoff et al. [36] reported that the effects of a finite span become
less pronounced as the reduced frequency is increased. Deviations from two dimensional theory
become significant for aspect ratios of 6 at k < 0.5, and aspect ratios of 3 at k < 1.0. An
experimental study by Widmayer [37] showed excellent agreement with Reissner and Steven’s
theory for an oscillating wing in pitch with an aspect ratio of 2.
Platzer et al. [22] noted a connected vortex ring pattern that occurs in the wake of a plunging
wing, an example of which is shown in Figure 2-7. They note that this example would correspond
to a reverse Kármán vortex street in the mid-span plane of the wing. Neef & Hummel [38] found
reduced thrust efficiency for a flapping and pitching wing as a result of the tip vortices, which
had only weak interaction with the TEV’s.
An interesting study by Calderon et al. [34] showed that a finite wing will not produce the
deflected jet phenomena, even at StA numbers that far exceed the threshold for deflected jets
in 2D. The presence of the wing tip vortices creates three dimensionality in the wake, where the
TEVs do not form in straight tubes but instead split at a spanwise location and link with the tip
vortex to produce a connected system, Figure 2-8. This system was found to be symmetrical and
hence will not produce a deflected jet. He & Gursul [39] however postulated that the deflected
jet could be produced by a finite wing for higher aspect ratios, where the tip vortex has less
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Figure 2-7: Vortex ring structure, taken from [22].
influence on the spanwise shed vorticity.
Figure 2-8: Sketch of vortex chain structure that prevents the deflected jet phenomena, taken
from [34].
2.5 Leading-Edge Structures: Periodic Conditions
When the unsteady motion involves the airfoil operating at αeff close to or above the static
stall angle, the flow will separate from the leading-edge and form coherent vortices that can
significantly increase lift, nose-down pitching moment and either enhance or degrade thrust
depending on the StA [8, 11, 40–43].
For plunging motion this is primarily determined by the mean α0 and the Strouhal number,
StA. It is important to note that StA is not an absolute indicator for LEV formation and will
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be discussed further in section 2.5.2. The Strouhal Number based on amplitude can be linked to
the maximum αpl induced by the plunge velocity [27], according to:
αeff ,max = α0 + tan
−1 Vpl
U∞
= α + tan−1
πfA
U∞
= α0 + tan
−1πStA (2.4)
where Vpl is the maximum plunge velocity in the period. It is clear to see that even for an
airfoil at α0 = 0◦, a sufficiently high Strouhal number can produce a high αeff ,max, causing
LEVs to form. For pitching motion, the formation of an LEV is primarily determined by α0, the
amplitude of the pitching motion and k. LEV formation is a well known phenomenon in rotor
craft that has plagued designers and analysts for over 60 years and as such, there is an abundance
of literature on the topic. Because of this the following section is split into the LEVs that form
due to the pitching and plunging motions respectively. Unsteady surging [44] and free-stream
[45] oscillations can also produce strong LEVs, however for the sake of brevity these have been
omitted.
2.5.1 Pitching
Dynamic stall due to pitching is an unsteady phenomenon by which flow separation is delayed
and occurs at an angle of attack beyond the static stall angle. This is primarily found to occur on
rotorcraft during high speed forward flight or high load manoeuvres where the retreating blade
encounters a rapid increase in angle of attack through a combination of free stream changes,
cyclic control and blade flapping. Other occurrences can be found on wind turbines and super-
manoeuvrable aircraft. It is distinguished from static stall through the presence of an LEV
that forms and convects over the suction side of the airfoil, Figure 2-9. This vortex causes a
wave of low pressure that significantly enhances lift, up to 100% in some cases [5], whilst the
vortex remains over the airfoil. As the vortex convects across the airfoil it causes the centre
of pressure to move aft, producing large nose-down pitching moments. The lift enhancement is
lost as the vortex is shed into the wake. This is highly problematic because the significant loads
variation can excite aeroelastic modes. The onset of dynamic stall usually limits the operational
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boundaries of rotor craft [5].
Figure 2-9: Aerodynamic loads and corresponding flow features during a typical dynamic stall
event, taken from [5].
Detailed reviews on the field have been conducted by McCroskey [14, 40] and later by Corke &
Thomas [46]. The following sections will give a sufficient description of the the main flow features
and how they are affected by various parameters.
Flow Morphology
The flow morphology of a typical dynamic stall event can be broken down into the five distinct
steps on the oscillation cycle of the airfoil, presented by Leishman [5] in Figure 2-9. Stage 1
occurs when the airfoil is pitched beyond it’s static stall angle. Complete flow separation is
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delayed due to a reduction in the adverse pressure gradient caused by the motion of the airfoil
and the lag in the boundary layer response. During this stage the lift continues to increase.
Mulleners and Raffel [47] note a reduction in lift slope from pre- to post-stall angles caused by a
thin layer of flow reversal close the airfoil’s suction surface due to the increasing adverse pressure
gradient. Kelvin-Helmholtz type instabilities occur within this shear layer and small shear layer
vortices begin to form. The continued increase in lift during Stage 1 has also been attributed to
the formation of a closed separation bubble at the leading-edge [46, 48]. Stage 2 begins when the
flow separates from the surface and forms a concentrated vortex that is convected over the chord.
The onset and location of Stage 2 is highly sensitive to the Reynolds and Mach numbers, the
maximum α0 and reduced frequency as well as the airfoil geometry [14, 40, 46]. The emergence
of the LEV is preceded by the instability of the shear layer vortices, formed in Stage 1, as they
begin to interact and coalesce into larger structures. Mulleners and Raffel note that the LEV
contains remnants of these strucutres along with the shear layer vorticity emanating from the
leading-edge [47]. The LEV continues to grow as vorticity is consumed from a feeding shear
layer emanating from the leading-edge. This process continues until opposite signed vorticity
generated between the LEV and upper surface is pushed towards the leading-edge, intersecting
the feeding shear layer. This is referred to by Mulleners and Raffel as dynamic stall onset [47].
The presence of the shed vortex enhances lift through a low pressure wave, shown in Figure 2-10,
as the vortex is convected across the upper surface at approximately 50% of the free stream
velocity [40]. The passage of the low pressure vortex core also causes a large negative pitching
moment due to the aft movement of the centre of pressure. Stage 3 occurs once the vortex
has been shed from the trailing-edge and merges with the wake. Notable studies by Panda &
Zaman [11] and Rival & Tropea [42] showed that a counter rotating vortex is triggered at the
trailing-edge by the passing of the LEV. These form a pair and are convected downstream in a
large mushroom shape. A sudden loss of lift occurs as the flow begins to transition to Stage 4;
fully separated flow. In this stage the pitching moment reaches the maximum negative value,
which is referred to as moment stall. Secondary vortices have been documented to form after the
primary LEV due to a closed region of vorticity accumulation which can cause additional, less
severe fluctuations in the upper surface pressure [40, 47], see Figure 2-10. Stage 5 is the gradual
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reattachment of the flow due to the decrease in angle of attack. It can be seen from Figure 2-9
that reattachment occurs from the leading-edge and progresses aft and takes place at an angle
much lower than steady-state stall due to the unfavourable pressure gradient produced by the
downwards motion of the airfoil. Reattachment has been reported to be a stochastic process
which is extremely difficult to predict [46].
Figure 2-10: Time history of pressures across the airfoil chord during dynamic stall, taken from
[40].
Dynamic Stall Regimes
The severity of the dynamic stall process can be categorised into different regimes, put forward
by McCroskey [14, 40] in Figure 2-11, which are delineated primarily by the maximum α0 they
achieve in the cycle.
• No Stall - The static stall angle is not exceeded and the flow remains attached throughout
the cycle. This is predicted well by the analytical theory mentioned in the previous section
and a smooth narrow hysteresis loop is present due to the phase lag in the aerodynamic
forces.
• Stall Onset - This is where the maximum α0 marginally exceeds the static stall angle so that
a small portion of the cycle is spent at a post-stall α0. Only a small amount of separation
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occurs due to the delayed separation effects and this can be seen as a slight distortion in
the hysteresis loop. A distinguishing feature of this regime is that it achieves the highest
possible lift without significant penalties in drag and pitching moment.
• Light Stall - This marks the appearance of the LEV that forms due to sufficient separation,
the size of which is in the order of the airfoil thickness. The formation of the LEV is highly
dependant on the boundary layer behaviour which is in turn sensitive to the Reynolds
number, Mach number, forcing conditions and airfoil geometry. The LEV introduces a
significant amount of hysteresis. Figure 2-11 shows the pitching moment in this regime to
display a cross over in loop direction, exhibiting a clockwise trajectory which is associated
with negative damping and can cause unstable aeroelastic problems such as stall flutter
[5, 40]. This regime can also be identified through the onset of moment stall, seen as a
sharp drop in pitching moment, Figure 2-11. Mulleners and Raffel showed that light stall
occurs when dynamic stall onset occurs after the maximum α0 has been reached.
• Deep Stall - A strong LEV is now present over the upper surface, the thickness of which is
in the order of the airfoil chord. It is distinguished from light stall through the significant
increase in lift and pitching moment along with a large, sharp drop off in lift after the
maximum has been achieved. The largest amount of hysteresis can be seen in this regime,
however the amount of clockwise rotation in the pitching moment trajectory is now reduced
compared with light stall, and over all tends to be more aerodynamically stable. The
aerodynamic loads are relatively insensitive to Reynolds number, Mach number, forcing
conditions and airfoil geometry. Mulleners and Raffel showed that deep stall occurs when
dynamic stall onset occurs before the maximum α0 has been reached.
Forcing Effects
The following points will give a short summary of the key effects of each forcing parameter.
• Reduced Frequency - This quantifies the degree of unsteadiness and therefore affects the size
and shape of the hysteresis loop. An increase in reduced frequency for the same mean α0
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Figure 2-11: Lift, pitching moment and drag plots showing the difference between dynamic
stall regimes, taken from McCroskey [14].
and amplitude will delay the onset of dynamic stall, through the alleviation of the adverse
pressure gradient, and cause the LEV to form later in the cycle [5, 11, 48]. The phase
delay of the LEV was reported to vary linearly with reduced frequency by Panda & Zaman
[11]. Leishman [5] notes that for a given mean α0 and amplitude a high enough reduced
frequency can prevent flow separation from happening at any point in the cycle, which can
significantly reduced hysteresis. A study by McAlister et al. [48] found that the LEV is
stronger and more concentrated as the reduced frequency is increased, indicating that the
strength of the vortex corresponds to the circulation around the airfoil at the moment the
LEV forms. It has been observed by Ohmi et al. [49] and Kuo & Hsieh [50] that at certain
reduced frequencies, synchronised shedding can occur. This is where the LEV reaches the
trailing-edge and combines with the co-rotating TEV as it is formed. The phasing of the
LEV has also been found by Anderson [41] to be important in thrust production due to its
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interaction with the reverse Kármán vortex street.
• Mean Angle of Attack, α0 - This, along with the amplitude of motion, governs the stall
regime the airfoil is operating in [14].
• Amplitude - Has a very large effect, as described previously. McCroskey [40] measured
the effect of increasing the amplitude in the deep stall regime whilst keeping the pitch
rate constant and found that, for low amplitudes, the vortex is shed on the downstroke of
the motion after the maximum α0 has been reached. This produces a weaker LEV and
more closely resembles the features from the light stall regime in line with the findings of
Mulleners and Raffel [47].
• Airfoil Geometry - The airfoil geometry has the largest effect in the light stall regime, where
the stall characteristics are highly dependent on the separation behaviour of the boundary
layer [14]. It can determine whether the separation begins at the leading or trailing-edge,
which in turn controls the strength of the LEV and where it forms. McCroskey notes the
leading-edge geometry as the principal factor affecting the air loads. A sharp leading-edge
will lead to abrupt leading-edge stall and cause rapid changes in the airloads. In contrast,
a blunt leading-edge or large leading-edge camber will give rise to trailing-edge stall, which
is a much more gradual stall process [40]. McCroskey & Carr [51] provide a detailed
comparison of multiple airfoil sections, but note that the forcing conditions are much more
dominant in determining the overall dynamic stall characteristics. A comparison study
of three airfoil sections is given by Leishman [5]. It was concluded that the airfoils give
qualitatively the same behaviour, but display subtle quantitative differences in the air load
loops.
• Reynolds number - Ohmi et al. [49] found the effect of Re to be much less significant than
the other forcing parameters at Re = 1.5 · 102 to 1 · 104. The most notable difference was
a more significant level of turbulence seen in the small scale flow structures. McCroskey
[14] also notes that Reynolds number has a weak effect relative to other parameters. In
contrast, Oshima & Ramaprian [52] found that dynamic stall can be delayed to a higher
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α0 at critical Reynolds numbers where transition to turbulence plays a role. An earlier
transition at higher Reynolds numbers allows the flow to overcome larger adverse pressure
gradients; this leads to a more abrupt stall and a more concentrated LEV. The study
covered an Re range of 5.4 · 104 to 1.5 · 105.
Finite Wing Effects
The presence of tip vortices can have a significant effect on the flow structures of a three-
dimensional wing. Although they introduce a high degree of three-dimensionality into the shape
of the LEV as it convects across the chord, the qualitative shape of the air loads do not change
as significantly and resemble the trends seen in quasi-steady aerodynamics from the influence
of the tip vortices [5, 53, 54]. The results of Lorber et al. (1991) are presented by Leishman
in [5] and show the air loads at various spanwise positions of a cantilevered wing. The results
display the same qualitative behaviour as a two-dimensional airfoil, displaying a large overshoot
in lift and nose-down pitching moment and a wide hysteresis loop. The most notable difference
is the reduction of the lift slope along the span of the wing due to the influence of the wing tip
vortices, not unlike steady-state aerodynamics. At the outer most portion of the wing, the air
loads show no characteristics of dynamic stall and this has been attributed to the dominance of
the tip vortices in that location.
The structure and evolution of the LEV that forms during dynamic stall has been investigated in
many experimental and numerical studies [53, 55–57]. Schreck & Helint [53] measured the LEV
structure of a cantilever wing with an aspect ratio of 2 and found a large degree of deformation
in the LEV and a non-uniform lift loading across the wing, Figure 2-12a. This was attributed
to the influence of the tip vortex at the outboard section and the splitter plate at the wing
root which rapidly deform the LEV as it is convected across the chord. A numerical study by
Spentzos et al. [55] showed the same flow structure as Schreck & Helint, in which the influences
of the wing tip and wing root quickly deform the LEV into a Ω shape, see Figure 2-12b. The
inboard portion of the LEV can be seen to lift off the surface of the airfoil and is shed before the
outboard portion. When a symmetry condition was applied at the root of the wing, the vortex
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structure exhibited a more symmetrical Ω shape, Figure 2-12c. The study also documented the
merging of the LEV and tip vortices and showed the dominance the tip vortex has at the wing
tip section. This study was later extended by Spentzos et al. [56] to determine the effect of
different plan form shapes and aspect ratios. A remarkably similar flow structure was found for
all planforms.
(a) LEV structure of a cantilevered wing (b) Vortex cores of cantilevered wing
(c) Vortex cores of free finite wing
Figure 2-12: Three dimesnional LEV structures, taken from [53, 55].
2.5.2 Plunging
The vortical structures that form for a plunging airfoil have many similarities with the structures
that form during dynamic stall. They both create an overshoot in lift and pithing moment
coefficient which causes a large amount of hysteresis in the aerodynamic loads. There are however
differences between dynamic stall for pitching and plunging due to the different airfoil kinematics
[58, 59]. As previously mentioned, the formation of a LEV for pitching is primarily governed
by the maximum α0 the airfoil experiences, which is a geometric angle and must exceed the
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static stall angle by a certain margin, shown by McCroskey in Figure 2-11. Plunging however,
experiences an effective change in angle of attack due to the superposition of the free-stream
and airfoil plunge velocity, Equation 2.4. The formation of a LEV is highly dependent on the
α0, Strouhal number and reduced frequency and does not necessarily delineate with the same
criteria as dynamic stall due to pitching.
Comparison to Dynamic Stall
One of the first studies to assess the differences between the two motions was undertaken by Carta
in 1979 [58]. The comparison was made through the equivalence of α0 for pitching and αeff for
plunging. Major differences were found between the two motions, especially at a high mean α0.
In some cases, when stall penetration was achieved, the hysteresis loops for pitch were larger
than the plunge equivalent, which did not display some of the features associated with dynamic
stall described in the previous section e.g. dramatic decrease in lift and moment coefficient.
However, the loops more closely matched at higher reduced frequencies. Overall, the normal lift
force was shown to be greater for plunging and displayed a higher lift slope, also seen by Chen
[59], Rival & Tropea [42] and Lee & Su [60]. This was shown by Carta [58] and Fukushima
& Dadone [61], where the peak leading-edge suction is much higher for plunge. The pressure
distributions show a less coherent LEV for plunging that is noted to propagate downstream in a
less orderly fashion when compared to the equivalent pitching case. This was later confirmed by
Chen [59] who found a wider and less pronounced pressure wave. He established the convection
speed of the LEV was much less than for pitching, around 20-30% of the free stream velocity. He
also showed that the slower propagation speed and elongated shape can sustain lift for a larger
portion of the cycle. In the deep stall regime, Rival & Tropea [42] and Lee & Su [60] found that
the flow fields of pitch and plunge were in qualitative agreement. Rival & Tropea postulate that
the differences in forces are primarily a function of the LEV that is shed and its position. This
is reinforced by Maresca et al. [62] and Lee & Su who found good agreement in the aerodynamic
loads in deep stall.
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Flow Morphology
Despite the differences described above, the core flow morphology of the LEV during plunging is
very similar to that of dynamic stall. Visbal [63] numerically investigated the formation of the
LEV in deep stall, maximum αeff of 22
o, and provides a detailed description of the flow features
and their formation at various phases using instantaneous pressure and vorticity plots, the latter
of which can be seen in Figure 2-13. The stall process starts in a similar manner to dynamic
stall with flow reversal in the boundary layer, Kelvin-Helmholtz type instabilities and the roll
up into shear layer vortices; see Figure 2-13 at Φ = 27◦. At Φ = 37◦ the shear layer vortices
begin to interact and coalesce and by Φ = 50◦ the vorticity can clearly be seen accumulating at
the leading-edge into an LEV. The LEV emerges at 63o and at 90o is the only vortical structure
remaining over the airfoil as the shear layer vortex system is either consumed or shed into the
wake; roughly corresponding to the maximum lift coefficient shown in Figure 2-14. As the LEV
reaches the trailing-edge, Φ = 127◦, the low pressure induces a distinct pitching moment stall,
see Figure 2-14. A TEV is then triggered at Φ = 143◦, also noted by Rival & Tropea [42], where
the low pressure causes a second moment stall peak, Figure 2-14. The flow then progressively
reattaches from the leading-edge moving aft and becomes fully attached at around Φ = 270◦.
The same features can be seen in the dye visualisation experiment by Ol et al. [64] and it is
noted that the reattachment process is highly three-dimensional. Despite the similarities in flow
field to dynamic stall due to pitching, the lift force loop presented by Visbal [63] in Figure 2-14
does not display a similar steep lift drop and subsequently large hysteresis; this was also seen by
Ol et al. [64] and in many of the cases presented by Carta [58].
Plunging Regimes
Although the different stall regimes have been applied to the plunging cases discussed in the
previous sections, they are not necessarily delineated in the same way as dynamic stall due
to pitching and there is currently no consensus on what characterises the different regimes for
plunging. Previous researchers [42, 60, 63, 64] have matched the mean α0 and equivalent amp-
litude of dynamic stall due to pitching for taxonomy purposes. A rough grouping is given below
which is based primarily on the mean α0 and Strouhal number.
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Figure 2-13: Leading-edge vortex formation due to plunge motion, taken from [63].
• No Stall - The Strouhal number and α0 are low enough such that no separation occurs.
The aerodynamic forces and wake structures are described in the previous section.
• Stall Onset - This is defined as the onset of flow separation from the leading-edge and
does not significantly alter the aerodynamic loads from their analytical counterpart. In
a computational study by Tuncer & Platzer et al. [65], the boundary for LEV formation
on an airfoil at zero α0 was found to generally occur at a Strouhal number of 0.11 for a
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Figure 2-14: Aerodynamic loads induced by leading-edge vortex, taken from [63].
range of frequencies and amplitudes at a Reynolds number of 1 · 106. This corresponds
to a maximum αeff of 19
◦ which is well above the static stall angle and is in agreement
with LEVs documented in other studies [41, 66–68]. In this regime there is a recirculation
region present towards the aft portion of the airfoil that is subsequently shed into the
wake. The boundary of LEV formation was found to set the maximum thrust efficiency
the airfoil could achieve [65] as the formation of LEVs act to increase drag [43]. A lower
LEV formation angle of 17.4◦ was found by Anderson et al. [41] but only for a certain
frequency and amplitude combination. The stall boundary can also be reached through a
higher α0 and lower Strouhal number. An example is given by Chen [59] for α0 = 12◦ and
αpl = 2.5
◦.
• Light Stall - In a similar manner to dynamic stall, this is defined such that the αeff is
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sufficient for LEV formation, the presence of which creates more distortion and hysteresis
in the aerodynamic forces and further departure from theory. A distinct LEV can be seen
in a subsequent study by Tuncer & Platzer et al [69] at α0 = 0◦ and a Strouhal number
around 0.15; maximum αeff of 25
o. A similar boundary was observed by Chiereghin et
al. [70]. The aerodynamic loads reported by Carta, Chen, Soltani et al. and Lee & Su
[58–60, 71] show light stall occurring at a lower αpl for a higher α0. An overshoot in lift
and decrease in pitching moment are shown along with a loss in lift and negative damping
loops in some cases. The α0 varies from 8-15
o with αpl varying from 4-8
o.
• Deep Stall - A strong and more coherent LEV is now present over the airfoil which generally
has a greater effect on the aerodynamic loads. In this regime there is a larger overshoot
in lift, Cleaver et al. [8] noted an increase in mean lift up to 310% of the maximum static
value, and a larger moment stall as seen in the results by Carta [58]. Tuncer et al. [69] and
Rival et al. [72] both note the presence of a smaller secondary vortex that forms after the
primary LEV. An interesting feature in this region is the absence of a sudden loss in lift
in the previously mentioned cases by Visbal [63] and Ol et al. [64]. This phenomenon was
was not observed by Maresca et al. [62], Ghoreyshi & Cummings [73] and Lee & Su [60]
who tested similar plunge cycles at a lower reduced frequency and found a steep drop in
lift after the maximum αeff . The delineation of what differentiates deep stall is evidently
not clear and cannot be attributed solely to the Strouhal number or a defined shape in the
loops of lift and pitching moment. The order of LEV size is perhaps the feature best to
differentiate this regime from light stall, as per dynamic stall due to pitching.
Forcing Effects
The following points will give a short summary of the key effects of each forcing parameter.
• Reduced Frequency - It has been documented that the reduced frequency, k, can play a large
roll in the formation of the LEV and the arrangement of the flow field. Andro & Jacquin
[74] put forward the three main factors that dictate the lift force in a plunging airfoil based
on k: i) The LEV suction, ii) the interaction of this LEV with the airfoil surface, termed
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“wake capture" and iii) the added mass component, which dominates the aerodynamic
forces at high k values but ultimately averages to zero over the cycle. The “wake capture"
phenomenon was observed at k=1.26 and found to increase the time averaged lift. This
was attributed to two factors: Firstly, the increase in k produced a large acceleration which
led to the increase of vortex circulation. Secondly, k is the inverse of the time window for
LEVs to form, develop and shed. This allowed the LEV to be formed on the downstroke
and captured on the upstroke which increased the time averaged lift. Young & Lai [67]
also noted the LEV sensitivity to k, where for a constant StA, a higher k restricts the
time for the vortex to grow resulting in a smaller LEV. Cleaver et al. [8] measured the
lift of a plunging airfoil at a α0 = 15◦ and found the highest time-averaged lift coefficient
occurred when the plunging frequency closely matched the natural shedding frequency of
Stc ≈ 1. Two further peaks in lift occurred at its subharmonic, Stc=0.5, and first harmonic
frequency, Stc=2, which can be seen on Figure 2-15; similar results were found by Choi et
al. [75]. This was termed “vortex lock-in" [76] and defined as a synchronisation between the
natural frequency of shedding and the forcing frequency. Choi et al. further defined this
as a display of dominate peaks in the lift response that occur only at harmonic frequencies
of natural shedding.
Researchers have placed focus on the different vortex arrangements in order to group them
into distinct modes [66, 68, 77]. The type of wake structure formed is dependant on the
timing of the LEVs arrival with the trailing-edge system, which is primarily governed by
k. Lewin & Haj-Hariri [68], Lua et al. [66] and Eslam Panah & Bucholz [77] found that
the modes depend on the fate of the LEV; whether it merges with like signed TEVs, forms
a dipole with opposite signed TEVs, is shed on its own or is destroyed by its interaction
with the airfoil surface.
The reduced frequency can also affect the decline in thrust efficiency when LEVs are formed.
A LEV that is shed will produce a thrust force for as long as it remains over the forward-
facing front half of the the airfoil. For α0 = 0◦, as soon as the LEV crosses the point of
maximum thickness it will contribute to drag [67]. At high values of k, the LEV will not
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convect as far before another LEV is produced, reducing the impact of the vortex aft of
the maximum thickness. This can be seen in the numerical study by Tuncer & Platzer [65]
where the thrust degradation is much less severe for higher k values. A plateau in efficiency
is observed rather than a sharp drop.
• Strouhal Number, StA - The maximum angle of attack is primarily governed by the Strouhal
number, which affects the strength of the LEV. This has been shown by Eslam Panah &
Bucholz [77] in Figure 2-16. Note that Figure 2-16 also reinforces the effect of reduced
frequency where for the same Strouhal number, the higher amplitude, lower frequency case
results in a stronger LEV.
Figure 2-15: Peaks in lift due to vortex lock-in at a post-stall angle, taken from [8].
The Strouhal number also influences the switch from a drag to a thrust producing wake
even with the presence of an LEV. Cleaver et al. [8] found two vortex modes within
the range of Strouhal numbers considered which had a dramatic effect on the lift and
thrust; Figure 2-17a shows the boundary switch between these two modes against plunging
amplitude and frequency. Mode-1 occurs when a single LEV convects across the airfoil
surface and quickly dissipates through its interaction with the TEV system. This mode
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Figure 2-16: Strouhal number effect on LEV circulation, taken from [77].
was associated with large time-average lift coefficients, up to 310%. At a critical Strouhal
number range, a Mode-2 flow field occurs where the LEV forms on the downstroke and
remains impinged near the leading-edge where its coherence is rapidly reduced. This vortex
mode is associated with low lift and high thrust and is primarily due to the formation of
a reverse Kármán vortex street that forms at higher Strouhal numbers. The colour plot of
the normalised, time-averaged lift coefficient with plunge amplitude and frequency can be
seen in Figure 2-17b. High lift zones can be seen to correlate with the natural shedding
frequency and its harmonics in the Mode-1 region.
• Mean Angle of Attack, α0 - As stated previously a larger α0 leads to LEV formation at a
lower StA, and so has a large influence on the severity of the stall [59, 65, 70], i.e light or
deep. Chiereghin et al. found the time averaged lift increase to correlate with the maximum
αeff , which is a function of α0. A higher α0 produced a mean lift increase at a lower StA.
The mean angle of attack also has an effect on jet deflection as described earlier.
• Airfoil Geometry - Rival et al. [72] conducted a comprehensive study into the effects of
airfoil geometry, specifically focusing on the influence of the leading-edge. They found
that the sharp leading-edge geometries facilitated faster LEV growth. However the overall
topology of the formation and shedding process remained relatively unchanged, which can
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(a) (b)
Figure 2-17: (a Vortex shedding modes shown as a function of plunging amplitude and
frequency, b) Colour plot of the normalised lift coefficient against plunging amplitude and
frequency, taken from [8].
be seen in the lift coefficient loops. Other studies by Eslam Panah & and Bucholz [77] and
Lua et al. [66] show the facilitation of separation for sharper leading-edges. Cleaver et al.
[78] compared the LEV formation and jet deflection behaviour of a NACA 0012 and flat
plate profile for a mean angle of attack of 0◦ and 15◦. The deflected jet phenomena at 0o
was found the be stable for the NACA 0012 profile, whereas the flat plate displayed an
unstable switching between the two jet directions. The effects of camber were investigated
by Guerrero [79] who tested a number of different NACA profiles in a Strouhal number
range consistent with biological flyers. He found that the camber of the airfoil had a
significant effect on lift force but a minimal effect on thrust.
• Reynolds Number Effects - Visbal [63] performed numerical simulations and documented
the formation and shedding of the LEV as well as the aerodynamic forces for Reynolds
numbers in the range of 1 · 103 to 1 · 105. At the lowest Reynolds number he found a single
laminar LEV to form. At an intermediate range, multiple LEVs formed and convected
across the surface, which caused additional fluctuations in the aerodynamic loads. At
the higher Reynolds numbers a single turbulent LEV was found to form and shed later
stage in the cycle and can be seen as a phase lag in the lift response. A comparison was
made between the lower and upper Reynolds number of the study which found a similar
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lift magnitude, although slightly higher for the turbulent case, and a significantly larger
moment stall at a high Reynolds number. This is perhaps due to the more pronounced
TEV which forms later in the cycle and its interaction with the LEV. Ol et al. [64] assessed
the differences in flowfield from Re = 3 · 104 to 6 · 104 and found very little difference across
the range, however no force data was given. In a similar Re range, Kang et al. [80] found
at low Reynolds numbers, Re = 1 · 104 a larger, more diffuse vortex formed compared
with Re = 3 · 104 to 6 · 104 which produced a stronger, more concentrated LEV. In the
high Reynolds number range, Tuncer & Platzer [69] observed no significant effect when
increasing the Reynolds number from 1 · 106 to 5 · 106.
Finite Wing Effects
The presence of the wing tip has been investigated in a number of experimental and computa-
tional studies. Visbal et al. [81] studied the evolution of the LEV on a flat plate at α0 = 8◦
which replicated the experimental study by Yilmaz and Rockwell [82]. Figure 2-18a shows the
LEV formation and propagation across the cycle. At the start of the plunge, the LEV forms
uniformly across the leading-edge. Towards the bottom of the downstroke it becomes pinned to
the surface at the wing tips; a significant amount of axial flow towards the centre of the wing is
present in the vortex core at this stage. The vortex then detaches from the surface, forming an
arch like shape which moves upwards; much like the Ω shape vortex during three-dimensional
dynamic stall. During the upstroke the feet of the arch move inwards as the vortex structure is
convected across the chord and ultimately connect at the end of the cycle where it is shed into
the wake. A large reduction in lift coefficient, lift curve slope and loop distortion was found for
the 3D case compared with the 2D counterpart, Figure 2-18b.
A similar arch structure and tip vortex breakdown behaviour was documented by Calderon et
al. [83]. Different planforms were tested in high frequency, low amplitude regimes. They found
significant distortion in the LEV as it convected across the chord. The amount of undulation
was highly sensitive to reduced frequency and was shown to be more pronounced on the higher
aspect ratio, elliptical planform; a comparision of the LEV distortion at the end of the downstroke
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(a) (b)
Figure 2-18: a) Evolution of LEV arch structure on finite plunging wing, (b) associated lift
coefficient, taken from [81].
between the planforms can be seen in Figure 2-19. They also confirmed the presence of lift peaks
at the natural shedding frequency and its harmonics in three-dimensional flow and noted its
attenuation when compared with the two-dimensional results of Cleaver et al. [8].
Figure 2-19: LEV distortion at the end of downstroke for various planforms, taken from [83].
Wing tip effects on high aspect wings (AR = 10) have been experimentally documented by
Chiereghin et al. [84], see Figure 2-20. For an unswept wing the LEV leg at the wing tip moves
inboard, significantly deforming the LEV. In contrast, the swept wings show wing root LEV leg
moving outboard. This served to explain why the swept wing produced larger wing root bending
moments. The axial flow along the vortex filament was also extracted and found to increase as
the LEV deforms.
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Figure 2-20: LEV distortion on high aspect ratio wings, taken from [84].
2.6 Leading-Edge Structures: Transient Conditions
This section will provide an overview of transient conditions, where there are no repeating mo-
tions, and are more analogous to naturally transient scenarios such as manoeuvres and gust
encounters.
The earliest and most commonly studied transient motion is the pitch-ramp manoeuvre, where
the airfoil is dynamically pitched at a constant angular rate, which was primarily researched
to investigate the potential of the dynamic stall effect for super manoeuvrable aircraft [85–87].
Extensive investigations found the non-dimensional pitch rate to be closely linked with the α0
at which dynamic stall takes place; that is the higher the pitch rate, the higher the α0 of flow
separation [85, 88]. This leads to a more energetic LEV, a greater maximum lift and even
the emergence of secondary vortical structures [87, 89]. Pitch-ramp experiments have had a
somewhat continued interest for other applications such as wind turbine blades and flow control
technologies [90].
The resurgence of transient motion studies came primarily from the discovery by Ellington et al.,
who showed that the secret to insect flight capabilities was through a stable, attached LEV [91].
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The LEV remained close to the leading-edge of a hawkmoth wing throughout the stroke, instead
of shedding into the wake (it is now known that the stability of the LEV is due to significant
three-dimensional effects and the interested reader is referred to [4] for a full discussion). This
kick-started a swathe of research dedicated to understanding the physics that govern LEV growth,
strength and stability in both two and three-dimensions. A set of canonical transient wing
motions were put forward, based on decomposed wing flapping kinematics, in an attempt to
standardise the research effort and better isolate the salient LEV mechanisms [4]. Ol et al.
argue that such motions are psychically richer than their periodic counterparts [92], allowing
researchers to more readily separate acceleration effects from the circulatory response [87]. The
following sections are arranged to reflect the shift in focus from specific kinematic conditions to
the bulk flow field response to an unsteady input.
2.6.1 LEV Formation and Growth
LEV strength is closely linked with the amount of lift an airfoil or flat plate can produce in
extreme conditions; during high αeff motions the influence of airfoil geometry becomes small
[40, 93]. Pitt Ford and Babinsky [94] showed that the circulation bound to a flat plate during
impulsively started towing is small, i.e. the circulation contained within the boundary layer.
Instead, the circulation is primarily contained within the LEV and any additional structures
that form at the leading-edge; highlighting the importance of characterising LEV behaviour. For
extreme αeff motions, Babinsky and Stevens [95] expressed the basic circulatory force production






[(uLEV − uT EV )ΓLEV + (xLEV − xT EV )Γ̇LEV ] (2.5)
Equation 2.5 is derived from the vortex dipole concept, which states that a vortex pair of equal
and opposite strength vortices creates a net momentum in the flow directly related to their
strength and separation distance [95]. The net momentum acts orthogonal to the line connecting
the vortices. Equation 2.5 states that lift is produced through both the growth rate of LEV
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circulation (Γ̇LEV ) and the relative velocity between the LEV and TEV (uLEV − uT EV ). They
note that whilst this model is highly simplified, it gives a good foundation of unsteady lift
production in extreme conditions [95]. An example of these lift production mechanisms during
a typical pitching motion can be seen in Figure 2-21; the added-mass effects will be discussed in
a separate section.
Figure 2-21: Representaion of various force mechanisms for unsteady massively separated flow
during pitching motion, taken from [95].
The strength or circulation of the LEV is primarily governed by the convective fluxes entering
the vortex as it forms [4], i.e. the amount of vorticity consumed from the feeding shear layer that
emanates from the leading-edge. Manar et al. [96] showed that vorticity production, and hence
LEV circulation, is closely linked to airfoil kinematics. They proposed a new time-scale based on
the leading-edge velocity that can be used to normalise LEV circulation measurements. Figure
2-22a displays LEV circulation against time, normalised by the free-stream velocity. When the
leading-edge velocity is taken as reference for the time-scale (Figure 2-22b) and the circulation
normalisation (Figure 2-22c), excellent collapse can be observed, highlighting a commonality in
LEV growth for different motion types (pitch and surge).
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Figure 2-22: LEV circulation on pitching and surging wings, taken from [96].
The lift force was also plotted against the same leading-edge time-scale and a better collapse
across the motion types was observed, see Figure 2-23, particularly for the post-motion lift
oscillations. This again illustrates the close link of LEV strength and lift production.
Figure 2-23: Lift of pitching and surging wings plotted on different time-scales, taken from [96].
LEV circulation growth was measured by a joint consortium of researchers in an attempt to
elucidate commonality in flat plate lift and LEV responses. Ol and Babinsky [97] present this
data, shown in Figure 2-24, and note the striking similarity of LEV circulation histories across
various flat plate manoeuvres, geometries and planforms. Two distinct outliers are the "slow"
manoeuvres, namely "Surge 6c" and "Pitch 6c" (which occur over 6 chord-lengths of travel).
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Eldredge and Jones [4] note the dependency of vorticity generation on acceleration, where slower
motions lead to less vorticity production and weaker, more diffuse LEVs. Interestingly, the
plot of Wagner’s bound circulation function ("Wagner") shows remarkable agreement with the
normalised LEV circulations. Using Pitt-Ford and Babinky’s observations [94], where the bound
circulation can be neglected, Wagner’s function can provide a reasonable estimate for the total
circulation around a wing i.e. contained within the LEV [97]. A similar observation was made
by Perrotta et al. [98] who showed attached flow solutions could provide a suitable estimate for
circulatory lift during high-amplitude plunging motions, where separation and LEV formation
dominate.
Figure 2-24: Normalised circulation histories of various flat plate geometries and planforms,
taken from [97].
As stated in Equation 2.5, the force production is also related to the relative velocities of the
LEV and TEV; Babinsky and Stevens [95] estimate these to be approximately 50% and 100% of
the free-stream velocity respectively based on representative transient motions. They showed the
model in Equation 2.5 is capable of estimating transient lift forces in massively separated flows
to a reasonable degree of accuracy - and more importantly, the direct impact of experimental
data on the development of reduced-order models.
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2.6.2 LEV Shedding
The LEV cannot grow indefinitely. At some point it reaches a maximum size and is shed from
the airfoil [4]. Widmann and Rival [99] showed the limiting factor to be the chord length. In their
study they tracked topological points in the flow, namely nodes (N), saddles (S) and half-saddles
(S′), shown in Figure 2-25. Figure 2-25a illustrates the vortex growth stage; where the LEV is
marked with a node and it’s boundaries marked by half-saddles. During LEV growth, the feeding
shear layer is consumed by the LEV and the downstream half-saddle point moves towards the
trailing-edge. Figure 2-25b illustrates the flow topology after the downstream half-saddle moves
past the trailing-edge. The half-saddle moves off the surface to form a full saddle point, allowing
reversed flow to enter below the LEV, cutting off the feeding shear layer and lifting the LEV
away from the surface. The importance of this stage is the dramatic loss in lift that immediately
follows [93, 99, 100]. These results have been confirmed in an experimental study by Krishna et
al. [100], who tracked Lagrangian Coherent Structures to elucidate the topological flow points.
It was found that as the half-saddle lifts off the trailing-edge, the reverse flow that enters under
the LEV leads to the formation of a secondary, opposite signed vortex that pushes the primary
LEV in the chord-normal direction. This mechanism causes the dramatic loss in lift observed,
as the LEV is no longer bound the airfoil.
The movement of the half-saddle point has been tracked through surface pressure measurements
by Leknys et al. [101] during a pitch-ramp motion. They state a reasonable approximation to
the half-saddle location occurs where there is a significant pressure gradient at the frontier of the
LEV. Through visual inspection of the upper-surface pressure, this approximate method shows
validity for half-saddle tracking. Figure 2-26 presents their analysis. The half-saddle location
displays a near linear progression across the upper surface in Figure 2-26a, confirmed in the
measurements by Krishna et al. [100], and a dramatic loss in suction occurs when this reaches
the trailing-edge. The diagrams of corresponding flow structure are shown in Figure 2-26b for
reference. Alternatively the stagnation streamline [4] or surface velocity [93, 100] can also provide
half-saddle location data.
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Figure 2-25: Topological flow points during a) LEV growth stage and b) LEV shedding stage,
taken from [99].
Figure 2-26: Half-saddle tracking from surface pressure, a) half-saddle estimation b) diagrams
of corresponding flow topology, taken from [101].
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Another mechanism for LEV shedding is through vortex-induced separation, whereby the LEV
is prematurely shed across the chord. This can occur when the LEV interacts strongly with
the surface flow, leading to the movement of opposite signed vorticity to the leading-edge which
intersects the feeding shear layer, cutting off the LEV [47]. Widmann and Rival [99] show that
this shedding mechanism is dependent on Reynolds number and will be discussed in section 2.6.4.
2.6.3 Added-Mass Effects
Whilst the strength and dynamics of the LEV largely governs the forces around a wing, the
other important lift component is the added-mass force, which can have significant effect for fast
motions where large accelerations are incurred [97]. An example of this is shown in Figure 2-23,
which highlights the difference between pitch and surge motions. During the acceleration stage
(0 to 1 chords of travel), the fast pitch motion reaches a significantly higher CL and is, in part,
due to the large added-mass spikes produced during acceleration and deceleration, as depicted
in Figure 2-21. Each type of wing motion produces a different added-mass response, related to
the way the airfoil is accelerated in the surrounding fluid.
In an inviscid sense, this added-mass force arises from pressure waves due to the displacement
of fluid around a moving body. For example, a plunging airfoil has an added-mass equal to a
column of fluid of diameter c (more specifically the projected chord length with respect to the
plunging axis, c · cosα0). The added-mass force is then a function of the added-mass and the
acceleration profile. Recently, Corkery et al. [15] experimentally showed that an accelerating
flat plate produces an added-mass vorticity distributed in a thin layer around the plate. Experi-
mental measurements of this region showed excellent agreement with an equivalent vortex sheet
representation derived from potential flow theory. A remarkable aspect of the study was that
theoretical solution remained valid even in highly separated flows, where large vortical structures
reside around the plate. This permits separate treatment of circulatory and added-mass force
components. This is a core aspect of the model by Babinsky and Stevens [95], where the added-
mass force is linearly superposed onto the circulatory lift response. Experimentally, insight into
the weighting of the two lift components can be gained through the total measured lift and the
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theoretical added-mass response.
2.6.4 Reynolds Number Effects
There have been a number of studies detailing the minutia of Reynolds number effect, but in
general, it has been noted that above a certain threshold, Re = O(102), the effect of Reynolds
number has a somewhat benign effect on loads response [4, 96, 97]. Jones and Babinsky [102]
studied the effect of Reynolds number on LEV formation around an impulsively started rotating
wing. They note that whilst the Reynolds number does not impact the mechanism of lift pro-
duction, the LEVs at lower Reynolds (Re = 10K) numbers tend to grow and shed comparatively
quicker than higher Reynolds numbers (Re = 30, 60K), which leads to an earlier peak in lift.
Insight into this behaviour is given by Widmann et al. [99], who studied the impact of Reynolds
number on LEV shedding mechanisms. It was found that if the Reynolds number was sufficiently
low, the increased viscous interaction between the LEV and boundary layer caused an ejection
of opposite signed vorticity that rolls up into a secondary vortex; this is depicted in Figure 2-27.
The newly formed secondary vortex intersects the feeding shear layer, causing the LEV to shed
before the chord length limit is reached by the downstream half-saddle. Although it appears this
would limit the LEV circulation and hence lift magnitude, this is offset by the increased LEV
growth rate as found by Jones and Babinsky [102].
Figure 2-27: Topological flow points during boundary layer eruption mechanism, taken from
[99].
Eldredge and Jones [4] put forward a Reynolds number effect based on a leading-edge character-
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istic dimension, noting that early LEV growth is not influenced by the chord length limit. This
is explored by Rival et al. [93] who measured the effect of leading-edge geometries on the LEV
detachment process of plunging airfoils. Although the leading-edge geometry had some effect
on the lift response, the flow fields were largely similar. A round leading-edge profile exhibited
a slight delay in half-saddle detachment, which was linked to LEV growth rate and hence the
feeding shear layer characteristics.
2.6.5 Post-stall Vortex Shedding
A great deal of transient motion research has focussed largely on the primary LEV formation
and the aerodynamic loads during motion, whilst the loads and flow fields that occur after the
motion are somewhat overlooked. Obviously for flight applications this is completely justified,
where the critical factor is the primary LEV behaviour, after which the next wing stroke be-
gins. However, for gust load applications the post-motion loads could be critical for control and
stability, particularly in the event of multiple gust encounters [103].
In 1988 Lorber and Carta [86] showed that for certain cases, significant lift, drag and moment
oscillations could occur after the primary LEV had been shed. They noted similarity to a study
by Jumper et al. [104] but offered no further insight into the causes. Since then, post-motion
oscillations in aerodynamic loads have been well documented to be caused by additional LEVs
that form after the primary LEV, not too dissimilar to the secondary LEVs that can form in
periodic dynamic stall conditions [47]. This phenomenon is termed large-scale vortex shedding
and always shows a decay in oscillation amplitude with time. Mulleners et al. [103] linked
this decay to the location where the LEV/TEV form and interact. Interestingly a remarkably
similar post-motion shedding response was obtained for a surging flat plate during two motions;
accelerating from rest and accelerating from a steady velocity, i.e. quiescent and fully developed
flow conditions. A single exponential fit was shown to describe the temporal decay of lift peaks
for the two motions. This has also been shown in a similar study by Henne et al. [105]. To
highlight the commonality of post-motion vortex shedding, the lift responses of select cases from
Rosti et al. [106], Mulleners et al. [103], Leknys et al. [101] and Son et al. [107] were extracted
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and plotted in Figure 2-28. The responses are presented with the (estimated) static component of
lift removed and the non-dimensional time of τ = 0 where significant lift drop off occurs (crudely
coinciding with LEV detachment). The oscillations all show strikingly similar levels of decay and
oscillation frequency, despite the drastic differences in motion kinematics, airfoil geometry and
planform. The lift responses can be seen approaching steady-state in in Figure 2-28 at 14τ . Son
et al. [107] and Manar et al. [96] found that wing aspect ratio can play a significant role in the
post-motion shedding, where lower aspect ratios suppress the emergence of additional peaks.
Figure 2-28: Examples of post-motion vortex shedding from literature [101, 103, 106, 107].
2.7 Flow Control Strategies
The control of massively separated flows is put forward as a future issue by Eldredge and Jones [4]
in order to better mitigate or enhance LEV influence. There are three main types of flow control
devices that can be implemented in steady or unsteady scenarios as documented by Cattafesta
III [108]:
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• Fluidic - These actuators use fluid to influence the flow, through either ejection, ingestion
or a combination of both (e.g. Zero-Net Mass-Flux devices).
• Moving surfaces - These devices use geometry to influence the flow; such as vortex gener-
ators, control surface elements and body motions.
• Plasma - These actuators use the effect of discharge-induced electric wind to manipulate
the boundary layer [109]. They have gained popularity due to their fast response times
and solid-state operation.
There is a vast wealth of research on flow control strategies, however for the sake of brevity the
following section will focus specifically on control of massively separated flows, with particular
attention to dynamic stall style events. The interested reader is pointed to [108] for a thorough
review of flow control technologies.
2.7.1 Passive Control
Passive control refers to a device that influences the flow field using no external energy. Some
devices may require an activation energy, e.g. deployable vortex generators, but these are classed
as passive if they act passively on the fluid during operation. Such devices have proved attractive
due to their simplicity, operation and integration.
Trailing-edge devices are a popular choice for flow control due to their relative simplicity, ease
of integration and similarity with existing control surfaces. A primary example of this is the
Gurney flap, which modifies the Kutta condition at the trailing-edge to produce a larger suction
peak [110]. Zanotti et al. [111] tested a deployable Gurney flap in passive operation during deep
dynamic stall conditions. No significant benefits were observed in their test case, which highlights
the importance of device location, particularly for dynamic stall applications. Choudrhy et al.
[90] state that for successful disruption and elimination of the LEV, a loads alleviation device
needs to be located near the leading-edge of the airfoil. Joo et al. [112] combined the Gurney
flap concept with a permanent leading-edge droop, as depicted in Figure 2-29. They found that
a meaningful reduction in both lift and nose-down pitching moment can be achieved with this
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approach.
Figure 2-29: Combined benefits of a leading-edge droop and gurney flap configuration, taken
from [112].
Gardner et al. [113] evaluated the performance of a back flow flap, which consists of a hinged
panel that can lift up under low pressure conditions and takes inspiration from the stall control
mechanisms on bird wings [114]. They documented a significant disruption of the LEV through
reverse flow obstruction over the surface. The efficacy of a leading-edge slat in DSV suppression
has been investigated by Carr et al. [115]. The slat can delay the onset of separation through
reduced loading at the leading-edge and re-energising jet flow through the slot. A critical draw
back of this method is the drag penalty incurred. Choudhry et al. [90] instigated a number
of novel concepts to disrupt the migration of reversed flow towards the leading-edge, a key
mechanism in dynamic stall development. Vortex generators were compared against an elevated
wire concept at the leading-edge. These devices entrained outer flow through streamwise and
spanwise vortices respectively. A second novel concept of an upper surface cavity was tested
to act as a reservoir for the reversed flow. Overall, the three devices delayed the onset of
dynamic stall and reduced the strength of the DSV, with the elevated wire concept showing
the best performance. A similar disturbance generator (DG) concept by Heine et al. showed
promise in DSV disruption with minimal drag penalties. An array of circular, backwards wedge
and forward wedge DG configurations were situated around the stagnation region for moderate
angles of attack, which become exposed during dynamic stall excursions. The DGs facilitated
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the convection of vorticity from the leading-edge region, resulting in a weaker DSV through the
generation of streamwise vortices, see Figure 2-30. The orientation of the streamwise vortices
produced by the DGs was found to have a significant impact.
Figure 2-30: Passive disturbance generators, a) circular, b) reverse wedge, c) forward wedge,
taken from [116].
Previous examples have focussed on the suppression or disruption of LEVs. In contrast, the
influence of passive wing flexibility for lift enhancement has been assessed by Cleaver et al. [117]
for low aspect ratio plunging wings. Wing flexibility was found to enhance time-averaged lift
through a more stable LEV that convects closer to the wing surface, see Figure 2-31. This is
made possible through sufficient lag and amplitude increase of the wing tip compared with the
root. A detailed review of the role of flexibility on lift enhancement mechanisms is given by
Gursul et al. [118].
Figure 2-31: Comparison of rigid and passively flexible plunging wings, taken from [117].
50
2.7.2 Active Control
Active control refers to devices that require external energy to influence the flow. These can have
significant performance benefits in terms of the desired control aim, but usually require complex
sensing, control and mechanical aspects. In addition, active flow control strategies are prone to
instability and often cannot be realistically implemented in their intended application due to a
myriad of constraints [90]. Nevertheless the potential benefits of active flow control cannot be
ignored and has received significant attention in the past few decades [119].
Trailing-edge flaps have been actively deployed at various forcing combinations in an attempt to
reduce the severity of pitching moment stall [120–122]. The mechanism for this was attributed
by Green et al. [121] to the suction peak on the lower surface at the hinge location of the
trailing-edge flap. Although the strength of the LEV can be marginally reduced by these flaps,
Lee & Su [120] documented no significant effect on LEV formation and shedding.
Gardner et al. [113] showed an actively controlled back flow flap can further reduce moment stall.
Freymuth et al. [123] implemented a rotating leading-edge cylinder to curtail the production
of vorticity, see Figure 2-32a, and found dynamic trailing-edge separation could be achieved
without DSV formation, see Figure 2-32b. Geissler et al. computationally assessed the dynamic
leading-edge droop concept during plunging motion. Dynamic stall could be avoided through
appropriately phased, small amplitude (10◦) droop angles; although the mechanical complexity
of such a device in reality was not addressed. The efficacy of deployable vortex generators
was assessed by Pape et al. [124], who demonstrated a 55% reduction in maximum pitching
moment through a 15% duty cycle in order to minimize the drag penalty. They note however the
convective time response of the generated vortices, stating that this effect will come into play at
higher pitch frequencies.
Blowing from the leading-edge has also been shown to be a successful suppression method.
Gardner et al. [125] found a reduction in moment stall and peak drag through steady blowing
from 10% chord, whilst Müller-Vahl et al. [126] documented a complete elimination of the LEV
in deep stall conditions through high momentum blowing. Karim and Acharya [127] sought
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Figure 2-32: a) Diagram of rotating leading-edge cylinder, b) Comparison between off and on
condition for rotating cylinder, taken from [123].
to halt reverse flow accumulation through leading-edge suction. This method could eliminate
the DSV but the level of suction required was proportional to the pitch rate, Reynolds number,
suction size and location. Periodic blowing/suction through Zero-Net Mass-Flux (ZNMF) devices
has shown significant benefits in both performance and efficiency over their brute force, steady
counterparts, and aim to exploit natural flow instabilities. An example of a ZNMF device is
shown in Figure 2-33. These are especially desirable as they eliminate the need for pumps and
plumbing to supply flow. Such a device was investigated by Greenblatt and Wygnanski [128].
Oscillatory excitation was found to be superior to steady blowing in light and deep dynamic stall
conditions and was dependent on excitation frequency and amplitude. Similar conclusions have
been found by Ekaterinaris [129], although they concluded the optimal chord-wise device location
was at x/c = 0.7 rather than the leading-edge region. Corke et al. [130] used plasma actuator
with a downstream pressure sensor as feedback control to actively detect and mitigate boundary
layer separation. This method proved effective in suppressing the DSV and is an example of a
realisable closed-loop control method. They note an optimal excitation frequency of Stc = 1,
which lines up with the optimal frequencies reported for ZNMF devices [128, 129].
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Figure 2-33: a) Diagram of Zero-Net Mass Flux device (synthetic jet), taken from [131].
2.8 Literature Review Conclusions
A significant number of studies have been conducted on the wake structures and LEV forma-
tion of periodically pitching/plunging airfoils. These cover a wide range of StA and k and the
aerodynamic loads show a great deal of dependency on both. The presence of an LEV is the
primary flow feature that creates an increase in lift, nose-down pitching moment and airload
hysteresis. Recently, researchers have looked to non-repeating, transient motions to better un-
derstand LEV behaviour, through a more distinct separation of the acceleration and circulatory
components. Although significant progress has been made documenting and characterizing LEV
growth, shedding and induced loads, there are still a number of novel avenues to explore.
• A commonality of vortex shedding characteristics has been shown across different transient
motions and airfoil geometries, a detailed characterisation of which is still lacking. Past
studies have been rather limited in scope and present only a handful of cases. A more in
depth investigation of this behaviour, and how this might link to periodic motions, would
be highly beneficial to the field.
• Ultimately the canonical airfoil motions will have to be combined. This has been outlined as
a future issue by Eldredge and Jones [4], as the bulk flow field response to such conditions
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is currently unknown. To the authors knowledge, multiple transient motions in quick
succession have not been tested for massively separated, vortex dominated flows.
• A general Reynolds number insensitivity has been shown for Reynolds numbers from O(102)
to O(104) [4] during transient motions. Further development of experimental rig capabil-
ities is needed to push this boundary to O(105), particularly for plunging motion.
• Flow control strategies have taken on many forms in both passive and active forms to
suppress LEV formation. Choudhry et al. note that for the successful disruption and
elimination of dynamic stall style events, the loads alleviation device needs to be placed in
the leading-edge region and deployed before LEV formation takes place. Passive devices still
show promise in LEV suppression and continue to attract attention due to their simplicity
and ease of integration. Active devices can show superior performance, but are often
marred by complex mechanisms and control strategies. The majority of the literature
aim to suppress dynamic stall through maintenance of attached flow, but the avenue of
prematurely detaching the flow remains relatively unexplored. Simple spoiler devices have
been tested by Heathcote et al. [110, 132] and Al-Battal et al. [133, 134] and show promising
lift reduction capabilities for stationary wings. The performance of such a device is yet to





Plunging airfoil experiments were conducted in the University of Bath’s water tunnel and large
wind tunnel facilities. These consisted of different plunging motions, methods of actuation,
sensor measurements and post-processing procedures and as a result, the water tunnel and wind
tunnel experiments will be described separately.
3.2 Water Tunnel
Experiments conducted in the water tunnel are presented in all the results chapters, namely 4,
5, 6 and 7.
3.2.1 Experimental Set-up
The water tunnel experiments were performed in the close-loop water tunnel facility at The
University of Bath. This facility can provide a free-stream velocity ranging from 0 to 0.5m/s to
a working section of 381 x 508 x 1530mm with a free-stream turbulence intensity less than 0.5%
[135]. Figure 3-1 gives a basic overview of the experimental set-up; the specifics and uncertainties
of which will be discussed later in this section. The plunging rig is situated on top of the water
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tunnel, see Figure 3-1a, which positions a wing vertically in the test section. To enforce quasi-2D
conditions a pair of splitter plates were used at the wing root and tip, see Figure 3-1b, which
prevent the formation of tip vortices and suppresses the span-wise component of flow. To cover
the hole required in the root stationary plate for wing motion, a third moving splitter plate
was fixed to the wing root that sits 0.02c under the stationary root plate in order to minimize
free-surface effects. For the tip splitter plate there is also a clearance of 0.02c. All wings tested
consist of chord length 62.71mm and aspect ratio of 5. A rotation stage is situated at the top of
wing assembly and can set the geometric angle of attack with an accuracy of ±0.2o. This is then
connected to a moving carriage through the torque sensor. The moving carriage sits on two 13mm
diameter shafts that each glide through a pair of pressurised air bushings, providing virtually
frictionless motion. This constrains the carriage motion to a single axis, which is perpendicular
to the incoming free stream flow, Figure 3-1a. A tension/compression load cell acts as a link
between the moving carriage and linear actuator. Since all bending moment and torque loads
are absorbed by the air bushings, the load cell can be fairly sensitive to allow greater precision of
cross-flow force measurement. Plunging motion is supplied by a Zaber LSQ150B-T3 translation
stage powered by a stepper motion with an Zaber X-MCB1 controller.
The water temperature was measured before each experiment to calculate the water density, ρ,
and viscosity, µ, in order to provide the free-stream velocity for the desired Reynolds number.
Temperature fluctuations were at most ±0.5◦ during tests. All experiments were conducted at a
free-stream Reynolds number of 20, 000, with an uncertainty of ±500.
3.2.2 Airfoil Geometry
For Chapters 4, 5 and 6 the NACA 0012 airfoil profile was used, see Figure 3-2a. This was
manufactured using selective laser sintering, sanded smooth and painted matt-black to reduce
reflectivity. To provide a high spanwise stiffness, a 25 by 5mm carbon fibre insert was slotted
along the span at x/c = 0.25. In Chapter 7 the effect of placing a mini-tab (or flow fence) on the
airfoil’s upper surface was investigated, see Figure 3-2b. To produce this geometry, a new wing
was printed with a small slot of 1.75mm at the mini-tab location to accommodate the mini-tab
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geometry. This mini-tab was made from a 1.75mm thick carbon fibre sheet that was machined
to size and held in position through a friction fit with the wing slot. A single mini-tab height,
thickness and position was considered for the experiment, the values of which are shown in Table
3.1. In Chapter 4 an additional flat plate geometry was used, see Figure 3-2c. This consisted of
a plate of 2.5mm thick carbon fibre machined to size. To ensure flow separation occurred at a
fixed point, the edges were machined with a chamfer of length 2.5mm. Although this produces a
small asymmetry in the profile, the effect should be minimal under extreme unsteady conditions.
Table 3.1: Airfoil geometry parameters and associated uncertainties.
Parameter Value Considered Estimated Uncertainty
Airfoil chord length (c), mm 62.71 ±0.01c
Mini-tab position (x/c) 0.08 ±0.005
Mini-tab height (h/c) 0.04 ±0.005
Mini-tab thickness (x/c) 0.028 ±0.0015
Flat plate chord length (c) 62.71 ±0.001
Flat plate thickness (t/c) 0.04 ± 0.0015
3.2.3 Airfoil Motions
A variety of plunging motion profiles and test parameters were used for the water tunnel exper-
iments; the following will detail their definition. Figure 3-3a presents a schematic for the NACA
0012 airfoil plunging normal to the free-stream velocity vector, U∞. Any time-varying plunging
motion will induce a vertical component of velocity, Vpl(t), with respect to the laboratory frame
of reference (y direction). The resultant velocity vector will act at an angle to the x-axis, denoted
αpl. The total effective angle of attack, αeff , is then defined as the sum of the induced angle of
attack due to plunging motion, αpl, and the geometric angle of attack, α0.
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Figure 3-3b presents the parameters and definition of what is referred to as transient motion
throughout this thesis and pertains to Chapters 4, 5, and 6. This particular profile was chosen
as it is a canonical transient motion profile put forward by Ol et al. [92]. The induced angle
of attack, αpl, is increased linearly for the duration ∆Tp, held constant at a maximum, αpl,max,
for the interval ∆Th and linearly returned to zero for the duration ∆Tp. The motion period
T = 2∆Tp + ∆Th can be varied by altering ∆Tp (as per Ol et al. [92] ∆Th is held constant at
0.05τ) and the amplitude of the motion, αpl,max, is considered as the second variable. For every
case, motion cessation is defined as τ = 0 and the airfoil is held static for at least 30τ to allow
the flow to achieve steady-state conditions. The airfoil is then returned to its initial position by
an equal and opposite transient motion, inducing a negative αpl. Once again the airfoil is held
static for at least 30τ .
Figure 3-3c details the parameters associated with periodic sinusoidal motion, pertaining to





with peak-to-peak amplitude, A, and frequency, f . The amplitudes are expressed in their non-
dimensional form as A/c, where c is the chord length. Likewise, the frequencies are also expressed
in a non-dimensional form as the reduced frequency, k = πfc/U∞. In addition, Chapter 5
considers multiple transient motions as shown in Figure 3-4. This is termed compound transient
motion. A single transient motion is shown for reference in Figure 3-4a and is equivalent to Figure
3-3b. Where compound transient motions are considered the individual motions are separated
by a convective time delay ∆τ , see Figure 3-4b. Figure 3-4c illustrates the induced angle of
attack change for a single cycle sinusoid. This is defined by the parameters in Equation 3.1 and
begins at τ = 0. Finally, impulsively started sinusoidal motion is shown in Figure 3-4d and once
again is defined to start at τ = 0.
In order to assess the accuracy of achieving the various plunging motions, the position of the
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rig was tracked using a Reinishaw RELM20 high accuracy linear encoder. For transient motion,
this required custom software demands that were defined through acceleration inputs which were
internally controlled by the X-MCB1 controller. Figure 3-5a presents the position accuracy of
a typical transient motion and shows reasonable agreement between the demand and actual
position with a typical maximum error of 5% of the position amplitude. As the motion is
acceleration controlled, relatively large errors in position are expected. The critical factor is
the induced angle of attack change, i.e. the velocity profile of the motion. The differentiated
position signal is presented in Figure 3-5b and shows the desired αpl,max can be achieved within
0.03αpl,max. Additionally there is an error in the motion time which is estimated to be < ±0.1τ .
For sinusoidal motion the X-MCB1 controller has an in-built harmonic function generator and
control strategy which is capable of much higher precision. Figure 3-5c and Figure 3-5d shows
excellent agreement in position and velocity demands with an estimated error of less than 1% of
the amplitude.
Table 3.2 presents the test matrix parameters for transient motion cases and their associated
uncertainties. The uncertainty for the geometric angle of attack takes into account the rotation
stage accuracy and the error associated with aligning the rig with the free-stream flow. The
uncertainties are estimated using the methods of Moffat [136]. Table 3.3 and Table 3.4 present
the same for compound transient motion and sinusoidal motion case respectively.
Table 3.2: Parameters for transient motion and their associated uncertainties.
Parameter Range Considered Estimated Uncertainty
Geometric angle of attack (α0),
◦ 0 to 35 ± 0.28
Amplitude of motion (αpl,max),
◦ −30 to +30 ± 0.03αpl,max
Motion period (T ), τ 1.67 to 20.0 ± 0.1
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Table 3.3: Parameters for multiple transient motions and their associated uncertainties.
Parameter Range Considered Estimated Uncertainty
Geometric angle of attack, (α0),
◦ 0, 5, 15, 25◦ ± 0.28
Amplitude of motion (αpl,max),
◦ 5 to 25 ± 0.03αpl,max
Motion period (T ), τ 1.67 to 2.86 ± 0.10
Convective time delay (dτ), τ 0.0 to 6.6τ ± 0.10
Table 3.4: Parameters for sinusoidal motions and their associated uncertainties.
Parameter Range Considered Estimated Uncertainty
Geometric angle of attack (α0),
◦ 0 to 15 ± 0.28
Amplitude of motion (A/c) 0.05 to 0.50 ± 0.01
Motion frequency (k) 0.05 to 0.30 ± 0.001
3.2.4 Loads Measurements
Static Loads
A Futek S-beam tension/compression load cell (FSH00103) was used to measure force in the
plunging axis only, i.e. the lift component. For pitching moment measurements, a Futek re-
action torque sensor (FSH03990) was aligned with the wings quarter-chord axis. To determine
the conversion constant between voltage and load, a 5 point calibration was conducted for both
sensors using weights of known values. This calibration was repeated three times yielding negli-
gible difference in conversion constant. An example calibration of the lift sensor can be seen in
Figure 3-6. Drift was measured throughout the rig commissioning stage and was determined to
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be negligible. All static measurements were acquired at 1 kHz for 40 seconds and averaged to











where ρ is the fluid density and b is the wing span. The uncertainty associated with these
coefficients were calculated based on the methods of Moffat [136] and presented in Table 3.5.
This process takes a systematic approach to break down quantities of interest, namely Equation
3.2 and 3.3, into it’s constituent components, taking account all quantifiable sources of error for
each variable. For more information see Appendix B.




Figure 3-7 presents the static measurements for the lift and quarter-chord pitching moment coef-
ficient from −20 to +20◦. The static lift coefficient shows excellent agreement with measurements
previously conducted at the University of Bath by Chiereghin et al. [70], using the current lift
measurement system, and Cleaver et al. [137], who measured lift via a binocular strain gauge
force balance. A significant degree of non-linearity can be seen in the lift curve slope. A plateau
is observed at low angles of attack, 0 to +2◦, before increasing significantly in gradient from 2
to 4◦ and is in line with previous low Reynolds number studies [138, 139], see Figure 3a. Kim
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et al. [138] attributed this region of non-linearity to laminar separation of the boundary layer
from 0 to 2◦ followed by an abrupt reattachment at 3◦, corresponding to the significant increase
in lift curve slope. The lift curve then shows a decreasing gradient up to 9◦ before exhibiting
an abrupt stall. Wang et al. [139] showed the formation of a laminar separation bubble in this
region which introduces non-linearity. Good agreement can be observed between the measured
lift and literature [114, 138, 139] for low angles of attack, however the stall region shows signi-
ficant discrepancies. The static lift curve at low Reynolds numbers, O(104), is highly sensitive
to both turbulence intensity [139] and Reynolds number [114, 139]. In Figure 3-7b the static
pitching moment coefficient measurements are compared with Ohtake et al. [140] and show good
agreement for a similar Reynolds number. It is unclear as to the cause of the undulations seen
in Figure 3-7b, however they are most likely related to the laminar boundary layer behaviour at
these low Reynolds numbers.
Dynamic Loads
With the experimental set-up described in 3.2.1, the raw load and torque signals will consist of
multiple components, according to:
Ftotal = Faero + Finertial + Fwires (3.4)
which states that for the lift sensor the total force (Ftotal) is a combination of the aerodynamic
(Faero), inertial (Finertial) and wire force (Fwires) contribution. The inertial component is due
to the moving mass connected to the end of the load cell; the force of which will scale with
acceleration. In order to quantify the inertial component, a StrainSense 4807A accelerometer
was mounted to the moving carriage. The acceleration signal was then multiplied by the moving
mass and subtracted from the raw load cell signal. The moving mass was determined by applying
a sinusoidal motion to the rig in a fully drained water tunnel and dividing the first harmonic of the
load cell signal by the first harmonic of the accelerometer signal. The inertial force contribution
varies from around 5 to 85% of the total force signal depending on the acceleration. The wire
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force component refers to to the elastic stiffness of the wires attached to the sensors on the
moving carriage. As the wires are connected to the carriage with an appropriate level of slack
to accommodate motion, the force they exert on the carriage changes with displacement. This
force was quantified by performing a series of static force measurements in a fully drained water
tunnel at incremental displacements. The data was interpolated with a 4th order polynomial
fit and used as a quasi-static correction based on carriage displacement. An example of this
is presented in Figure 3-8a, which shows a typical example of the force magnitude that can be
exerted by the wires. Figure 3-8b plots the comparison of an uncorrected and corrected lift time
history. In terms of the torque signal, the total torque is defined as:
Ttotal = Taero + Tinertial (3.5)
where the total torque (Ttotal) is simply the sum of the aerodynamic (Taero) and inertial (Tinertial)
components. No wire force is exerted on the torque sensor. The moving mass associated with
the torque was determined through the same method as the load sensor. All dynamic loads were
logged at a rate of 2000 samples per motion period.
Figure 3-9a presents the lift and pitching moment for a typical transient motion case with the
non-aerodynamic components removed as per Equations 3.4 and 3.5. The raw response in pink
displays the raw lift and pitching moment overlay of 30 motion repeats. The ensemble average of
this signal is shown in red. Significant undulations can be seen between τ = −2 and 0 and was
identified as wing vibration. A series of tap tests were performed to determine the dominant wing
(8.1Hz) and rig vibration frequencies (32, 40Hz) which were used as input frequencies for three
3rd order Butterworth Bandstop filters with boundaries of ±2Hz around the input vibration
frequencies. A moving average was then applied over the filtered signal at 50Hz to remove the
remaining high frequency noise, the result of which is shown in blue.
Figure 3-9b presents the overlay of the 30 repeats for the final filtered signal and demonstrates
excellent repeatability of the force tests. Greater variation can be seen between τ = 0 and 8
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which, as will be shown later, is associated with large-scale vortex shedding phenomenon.
The typical uncertainty bounds of the lift and pitching moment are presented in Figure 3-9c
around the ensemble-average, filtered signal. These were quantified using the methods of Moffat
[136] where appropriate, full details of which can be found in Appendix B. Figure 3-9d plots
the uncertainty bounds independently. The static uncertainties for both sensors are reflected at
τ < −2.2, where the wing is held static, and so the uncertainty depends solely on the aerodynamic
component in Equations 3.4 and 3.5. The uncertainty increases considerably during the motion
period, τ = −2.2 to 0.0, due to the errors in the additional terms present in Equations 3.4 and
3.5. Table 3.6 presents the typical average error for dynamic lift and pitching moment signals.




3.2.5 Particle Image Velocimetry (PIV) Measurements
Particle Image Velocimetry (PIV) measurements are used throughout this thesis to elucidate the
flow field mechanisms responsible for artefacts in the aerodynamic loads. PIV is a technique
whereby the flow of interest is seeded with particles and illuminated with a laser sheet. Cam-
eras capture two frames of the illuminated flow in rapid succession (in the order of micro- to
milliseconds) and use cross-correlation to determine the motion of the particles, and therefore
the flow velocities, in a spatially discretised domain. This results in a 2D grid of velocity vectors
over the region of interest. The PIV presented in this thesis is used in a qualitative sense only,
however it is still necessary to discuss and, where possible, quantify the errors associated with
PIV measurements.
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The flow was seeded with 8 to 12µm hollow glass spheres. According to Prasad [141] a simple
measure to determine seeding suitability is through the settling velocity based on the Stokes
drag:
Us =
gd2p(ρp − ρf )
18µ
(3.6)
where g is the gravitational constant, dp is the particle diameter, ρp is the particle density, µ
and the ρf are the fluid viscosity and density respectively. The estimated settling velocity based
on the particle properties is around 6∗10−6m/s; negligible compared with a typical free-stream
velocity of 0.3 m/s.
Measurements were taken at the mid-span plane and focussed on the upper surface of the airfoil;
an example of which is shown in Figure 3-10a. The hollow glass spheres were illuminated with
a New Wave Solo Nd:YAG 50mJ laser and captured with either a 4 mega-pixel or 8 mega-pixel
charged-coupled-device camera. The laser sheet had a thickness of approximately 1mm and was
levelled using a spirit gauge to within 0.5◦. The image pairs were processed with INSIGHT 4G
yielding a resolution from 0.010c to 0.015c depending on the set-up. Post-processing was then
applied to replace erroneous vectors with the median of it’s neighbouring vectors.
PIV Uncertainty
PIV uncertainty is an accumulation of individual system errors. Calibration, levelling, systems
and processing choices all contribute to the overall uncertainty of a velocity vector measurement.
A way to estimate this is through the method of Charonko & Vlachos [142], who state that the
uncertainty is closely linked with the quality of the image. Errors can be quantified through the
cross-correlation peak ratio between the primary and secondary correlation peaks. Figure 3-10c
presents the expanded uncertainty (95% confidence level) for the ensemble average of 30 and 100
image pairs. This analysis was conducted in Insight 4G using their inbuilt, validated algorithm
[143] and the average error was calculated based on the method of Moffat [136]. Uncertainties
up to 1.4% of the free-stream velocity are present in both images, however Figure 3-10d reveals
65
the vast majority to be < 0.5%. The calibration procedure will introduce a systematic error on
the magnitude of the velocity vectors. This was estimated to be small (< 0.5%)
3.3 Wind Tunnel
3.3.1 Experimental Set-Up
The wind tunnel experiments required the full design, manufacture and commissioning of a
plunging rig using a similar design to the water tunnel rig described in section 3.2.1 but at a
much larger scale. Figure 3-11a shows the basic design concept for the wind tunnel plunging
rig. A moving carriage sits on two 40mm diameter shafts that each glide through a pair of
air bushings that absorb any bending moment and torque loads. The wing mounts vertically
to the moving carriage and consists of a NACA 0012 airfoil of chord length 0.23m and aspect
ratio 5. A root splitter plate connects separately to the moving carriage and forms a moving
ceiling element when mounted in the wind tunnel. This can be seen in Figure 3-11b, where the
plunging rig is mounted above the wind tunnel test section. The root splitter plate sits above
the wind tunnel ceiling with a gap of 0.04c. The same gap is maintained at the tip splitter plate
which enforces quasi-2D conditions. To provide linear motion, a bespoke MOOG, equal-sided
hydraulic actuator was mounted above the test section and connected to the rig using a pin-rod
linkage arm. The actuator is driven by a MOOG G761 servo-valve and supplied with a variable
displacement hydraulic pump built by Universal Hydraulics Ltd. This system can provide up to
3.5kN of dynamic force at a maximum measured linear speed of 1.65m/s for a stroke of 500mm.
Figure 3-12 presents the tunnel view of the fully assembled rig. The moving ceiling panel can be
seen which allows up to ± 230mm of motion from the central position. In order to allow optical
access for the PIV cameras, a window was incorporated into the tip splitter plate.
Rig control was implemented through a National Instruments CompactRIO controller with cus-
tom software using the Field Programmable Gate Array (FPGA) functionality. This permitted
loop rates up to 12.5kHz for the particular software version. A Proportional-Integral (PI) con-
trol block, based on actuator position feedback from a Linear Variable Differential Transformer
(LVDT), ran at a rate of 1000 times per motion period during wing motion, and 2kHz when
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the wing is held static. Figure 3-13a presents the demand and actual position for a typical tran-
sient motion request (defined in 3-3b). Despite the distinct lag, the actuator position follows
the demand with reasonable accuracy. A slight asymmetry is present towards the end of the
motion and this is an artefact of using PI control with position feedback. The accuracy of the
velocity demand is shown in Figure 3-13b and displays reasonable agreement with the shape of
the demand. Note, the noise in the velocity profile is an artefact of differentiating the position
signal and is not real. Table 3.7 presents the test conditions for transient motions in the wind
tunnel and their associated uncertainties.
Table 3.7: Parameters for transient motion and their associated uncertainties.
Parameter Range Considered Estimated Uncertainty
Reynold number 100, 150, 200K ± 1786
Geometric angle of attack (α0),
◦ 0 to 30 ± 0.5
Amplitude of motion (αpl,max),
◦ −10 to +10 ± 0.08αpl,max
Motion period (T ), τ 5.0 ± 0.4
Along with the position signal, embedded wing root and wing tip accelerometers were also logged
to measure wing deflection. The αpl profile is similar when taken from the acceleration signals,
however this is not presented as the signals are marred by cumulative error through integration.
Aerodynamic data was acquired using an array of pressure transducers, the details of which are
discussed in the next section.
The turbulence intensity of the wind tunnel at various tunnel speeds has previously been meas-
ured by Heathcote [144], the results of which are presented in Figure 3-14. The turbulence
intensity is 1.5, 1.1 and 0.9% for a Reynolds number of 100, 150 and 200K respectively. These
values are relatively high due the wind tunnel design velocity of >20 m/s; however the maximum
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linear speed of the actuator restricted the wind tunnel speed with regards to the desired αpl,max.
Turbulence intensity will have an effect on the dynamic stall characteristics [145], however this
is expected to be secondary to geometric and motion kinematics parameters.
3.3.2 Wing Design
Due to the large wing aspect ratio required to match the water tunnel conditions, the wing
needed to be built with stiffness in mind; however a number of conflicting factors existed. Firstly
the wing needs to support not only a large aerodynamic force, but also the inertial loading
when subjected to plunging motion. Secondly, the wing needed to remain hollow for the internal
mounting of the unsteady pressure transducer array. A trade off study was conducted to assess
the wing tip deflection for a given wing skin thickness when subject to an extreme acceleration
of 13g. The NACA 0012 profile was divided into discrete rectangular strips and numerically
integrated to find the second moment of area and mass per unit span for a each skin thickness
(assuming an isotropic material based on a typical carbon fibre layup). The tip deflection was
calculated using the one-dimensional cantilever beam equation that is subject to the inertial and
assumed aerodynamic loading. Figure 3-15a presents the results of this analysis for increasing
values of wing lift coefficient from 0 to 5. Although highly simplified, it gives useful insight into a
usable skin thickness. When CL = 0 the wing is only subject to inertial loading; the greater the
skin thickness, the greater the inertial load and wing deflection. When CL > 0 the results show
a changing minima depending on aerodynamic loading. A skin thickness of 2mm was chosen
from this analysis which is the middle ground between CL = 1 and 3.
The final wing section design can be seen in Figure 3-15b and includes necessary modifications
for accommodating the unsteady pressure sensors. Firstly to provide access to the sensors, the
bottom skin was made detachable. This required the insertion of two spar structures that provide
a base for tapped aluminium inserts to allow the bottom skin to be bolted in place. The spar
structures and wing skin define a box region that is large enough for the pressure transducer
array. Additional skin thickness was added in this region as it is further from the bending axis,
an aspect the previous analysis did not take into account.
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Unsteady Pressure Measurement System
The force, moment and surface pressure was measured with an unsteady pressure measurements
system. A requirement for unsteady pressure measurements is that the transducers are as close
to the point of measurement as possible so as to minimise attenuation. In ideal circumstances
the two points would coincide; however in practice this is often impossible due to geometrical
constraints. The box cavity in the wing permitted the use of individual PCB mounted pressure
transducers. However this still imposed a significant constraint on the proximity of the sensors
to the measurement points.
Figure 3-16a shows a plan-view schematic of the pressure measurement system layout inside the
wing box cavity. The system was designed in-house and made on a principle of modularity. A
single system branch consists of four pressure transducers mounted to a PCB board (shown in
green) which can be situated near the point of measurement (indicated by the yellow strip);
each PCB board then connects with an Arduino mini that logs the data to an internal memory
chip. The pressure sensors used were the Honeywell TruStability HSC series with an I2C digital
interface and a range of ± 2.5kPa. Keeping the system digital reduced the influence of electrical
noise leading to higher quality pressure signals. Each system branch sits in idle and waits for a
command signal to request a measurement from each sensor. This command signal was provided
by the CompactRIO, allowing syncing with the position and acceleration measurements. A
small latency of 50ns per transducer is present between the measurement request and storage,
however this is orders of magnitude lower than the typical sample rate of the system and will have
negligible effect. Only single transient motion was considered for the wind tunnel experiments.
Pressure data was logged at a rate of 125 samples during motion (1250Hz) and 1000HZ when
the wing was held stationary. Figure 3-17a shows the pressure sensors in situ, with each PCB
board connected to an Arduino component via a 10 piece ribbon cable. The transducers are
oriented such that the internal diaphragm is aligned with the plunging motion to reduce any
acceleration effects. This was quantified and determined to be negligible, for more information
see Appendix B. Pressure taps at the leading- and trailing-edge regions were connected to the
main box cavity via hollow stainless steel needles, as seen in at the mid-span of the wing. Flexible
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tubing connected the pressure transducers to the hollow needle taps, see Figure 3-17b. These
were organised such that the length between transducer and measurement point was no greater
than the chord length, 0.23m. The effects of the tube length are quantified in section 3.3.3.
32 pressure transducers were used to measure pressure around a single chordal plane at the mid-
span of the wing. To determine the conversion factor between bit count and pressure a 10 point
calibration was conducted for each transducer using a Druck portable calibrator; the difference in
conversion constant was minimal, never-the-less each transducer was assigned it’s own constant.






where P is the static pressure at the wing surface and P∞ is the static pressure of the free-stream
velocity. The average static uncertainty of the pressure coefficient was calculated based on the
methods of Moffat [136] and presented in Table 3.8.
The pressure distributions for Re = 100, 150 and 200K at various selected angles of attack are
compared against literature in Figure 3-19. At α0 = 5◦ the pressure distributions all show good
agreement with the computational study by Tang and Dowell [146]. A slight plateau on the
upper surface can be observed in their data at x/c ≈ 0.3 suggesting the presence of a laminar
separation bubble. Such feature is not evident in the present study, possibly due to lack of
spatial resolution and/or a higher free-stream turbulence intensity. At the stall angle, α0 = 10◦,
the results on average show good agreement with Rinoie & Takemura [147]. All measurements
exhibit a plateau region on the upper surface at x/c = 0.05 due to a laminar separation bubble,
however there are slight discrepancies between the measurements. This is to be expected, as the
stall angle is highly sensitive to free-stream conditions and experimental set-up. The post-stall
angle of α0 = 12◦ shows good agreement. There is a slight rise in suction at the leading-edge,
which Rinoie & Takemura [147] attribute to the averaging of unsteady effects.
The uncertainty in the half-saddle convection speed estimation, pertaining to Chapter 6, is shown
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in Figure 3-18. Figure 3-18a presents a pressure map with convective time across the airfoil’s
upper surface. A low pressure wave can be seen convecting across the chord between τ = −2.5
and −1.0. The frontier of this wave (highlighted in Figure 3-18a) has been linked to the movement
of a half-saddle point, a topological flow point on the airfoil surface that separates upstream and
downstream flow, by Leknys et al. [101]. In this thesis the half-saddle point is estimated through
visual inspection and the convective rate is calculated from the gradient, see Figure 3-18b. Such
a crude method of estimation is subject to large uncertainty, and this is highlighted in Figure
3-18b as ±0.03U∞. Nevertheless this analysis can provide useful information on the approximate
convection rate of the half-saddle point to compare with literature.
3.3.3 Loads Measurements
Static Measurements
Lift and pitching moment are calculated via numerical integration of the pressure distribution,
assuming a linear variation of pressure between each sensor. Figure 3-20 presents the static lift
(3-20a) and quarter-chord pitching moment (3-20b) curves for Re = 100, 150, 200K alongside
relevant literature. The static loads from the water tunnel rig at Re = 20K are also plotted for
reference. At α0 = 0◦ the lift at Re = 100K displays a negative CL. The wind tunnel rig design
gives a highly repeatable α0 setting, therefore this is most likely due to the removable wing
panel on the lower surface creating a slight asymmetry which is exacerbated at this particular
Reynolds number. At low α0 (< 5
◦) the lift shows a more linear variation to Re = 20K, which is
expected for transitional Reynolds numbers. Little variation between the present study is seen
for Re = 100, 150, 200K and shows good agreement with literature. More deviation in reported
lift coefficients are seen between α0 = 5◦ and 10◦, but the present study lies between the spread.
In general the stall angle of α0 = 10◦ agrees well with literature, however the post-stall regime
shows a drastic spread, as this region is highly sensitive to the experimental set-up. The pitching
moment in 3-20b is in overall agreement with the spread of values reported in literature. In
the transitional Reynolds number regime the pitching moment curve does not show the distinct
undulations seen at Re = 20K, and instead shows a more monotonic variation, disrupted by
a distinct drop at the stall angle α0 = 10◦. Interestingly the curves for the present study
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at Re = 100, 150, 200K show remarkable agreement across most of the range. The estimated
uncertainty for the lift and pitching moment measurements are shown in Table 3.8.






The set-up has been validated for static measurements, however the effect of the long tube lengths
will have a drastic effect on the frequency response of the unsteady pressure measurements [148].
In order to quantify these effects, the frequency response to an unsteady pressure source was
measured for a pressure transducer with and without tubing. The unsteady pressure source
consisted of a jet of air that is periodically interrupted by a series of holes in a rotating disk
connected to a motor; the frequency of disturbance can be controlled by the rotational speed
of the motor. Figure 3-21 presents this set-up. When a hole in the disk is aligned with the air
jet, a pressure is transmitted down the tube, see Figure 3-21a. When the disc hole is no longer
aligned with the air jet, the flow is completely blocked, see Figure 3-21b. The reference pressure
transducer is connected as close as possible to the location of measurement (within 20mm) and
the test transducer is connected via a variable tube length. Tube lengths of 50, 100, 150 and
200mm were tested across a range of frequencies.
The results of this experiment are shown in Figure 3-22a, where the amplitude ratio (a1) is
defined as the first harmonic of the test transducer signal divided by the first harmonic of the
reference transducer signal. These were extracted using Welchs method to obtain the Power
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Spectral Density (PSD). Figure 3-22a shows that as the tube length is increased the resonant
frequency of the tube decreases drastically. To put this frequency range into perspective, the
frequency content of a typical motion occurs within the grey region between 0 and 5Hz, where
the amplitude ratios remain at unity. This is shown in more detail in Figure 3-22b where the
PSD of every pressure transducers for a typical unsteady motion are plotted against the Strouhal
Number based on chord length for a Re = 150K. The majority of the information is contained
within Stc < 0.5.
In order to give an approximate quantification of the error associated with tube resonance,
the amplitude ratio response can be applied as a corrective measure to the PSD of a pressure
transducer. The difference between the corrected and uncorrected PSD can give a rough idea
of the level of error associated with the tubing. A tube length of 200mm was selected as a
conservative length estimate and interpolated using a 12th order polynomial fit. The PSD’s for
all the transducers in Figure 3-22b were averaged to give a single representative PSD. A very
approximate correction for the tubes would then be the average PSD divided by the amplitude
ratio; this is plotted in Figure 3-23a. The cumulative integral with respect to frequency of the
corrected and uncorrected PSD is plotted in Figure 3-23b. This shows that the deviation in
area under the two PSD’s becomes greater the higher the frequency limit of the integration (as
expected). Figure 3-23c expresses this as a percentage error. This equates to an approximate
pressure amplitude error with respect to frequency that can be effectively suppressed through
a low-pass filter. A low-pass filter applied to a pressure signal at 250Hz would equate to an
approximate error in pressure of 1.5%. As this error is small, no corrective method has been
applied to the pressure signals to account for tube length. This has instead been incorporated
into the uncertainty analysis.
Figure 3-24a presents the raw, ensemble-average and filtered ensemble-average pressure signals
during a typical transient motion for two pressure sensors; the leading-edge (x/c = 0.00) and the
upper surface, quarter chord (x/c = 0.25). The raw signal (pink) demonstrates a reasonably high
signal-to-noise ratio and is comprised of the overlay of 30 repeats. Very little difference can be
seen between the ensemble-average (red) and the filtered ensemble average (blue). A Butterworth
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6th order low-pass filter was applied at 250Hz to the ensemble-average response. Figure 3-24b
shows the overlay of the filtered raw signals and demonstrates excellent repeatability. The typical
uncertainty bounds are shown around the filtered ensemble-average signals in Figure 3-24c. These
were quantified using the methods of Moffat [136] where appropriate, more information can be
found in Appendix B. These uncertainty bounds are plotted independently in Figure 3-24d. The
typical average uncertainty for the coefficient of pressure is displayed in Table 3.9.
The same format of repeats and uncertainties are shown for the lift and pitching moment in
Figure 3-25. The raw signals for 30 repeats (pink) show a greater variation for each run than
the individual pressure transducers in Figure 3-24. The effect of filtering the pressure signals
can be seen at τ = −5 and τ = −2 where a small region of high frequency noise (red) is
removed (blue). Figure 3-25b shows the overlay of the individual filtered responses. Overall, an
acceptable amount of variation exists between the 30 repeats. A reduction in signal variance
can be seen between τ = −2 and 2 which will be shown later in this thesis to be due to a
change from separated to attached flow. Typical uncertainty bounds for this motion are plotted
around the filtered ensemble-average responses, see Figure 3-25c. These were produced through a
stochastic analysis whereby each pressure transducer was assigned a random error within it’s own
uncertainty bounds during CP integration. The analysis was repeated 1000 times per time step
and the 95% confidence level for the lift and pitching moment were extracted. In addition this,
the uncertainty from the repeatability and free-stream variance was also taken into account using
the methods of Moffat [136]. More information can be found in Appendix B. The uncertainty
variation in Figure 3-25d illustrates the insensitivity of CL to the stochastic uncertainty method,
as most of the random errors cancel each other out. The pitching moment on the other hand
displays greater variation. The typical average uncertainty for CL and CM are displayed in Table
3.9.
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An illustrative comparison of the water tunnel and wing tunnel rig capabilities are shown in
Figure 3-26. These are plotted in terms of the maximum induced angle of attack they can
produce, αpl,max, against a periodic reduced frequency. Limiting factors for the wind tunnel rig
are the maximum linear velocity of the actuator and the natural bending frequency of the wing.
For the water tunnel the bounds are defined by the maximum linear velocity of the translation
stage and the maximum force this can supply.
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Figure 3-1: Water tunnel test rig, a) isometric view, b) front view.
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Figure 3-2: Airfoil geometry, a) NACA 0012, b) NACA0012 with mini-tab, c) Flat plate with
lower surface chamfer.
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Figure 3-3: a) Airfoil plunging motion parameters, b) profile of effective angle of attack for
transient plunging motion, c) profile of effective angle of attack for sinusoidal plunging motion.
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Figure 3-4: Profile of effective angle of attack for, a) single transient motion, b) compound
transient motion, c) single sinusoidal motion, d) periodic sinusoidal motion.
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Figure 3-5: a) Position accuracy of transient motion, b) induced plunge angle accuracy for
transient motion, c) position accuracy for sinusoidal motion, d) induced plunge angle accuracy
for sinusoidal motion.
Figure 3-6: Calibration curve for lift sensor.
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Figure 3-7: a) Static lift coefficient, b) static pitching moment coefficient.
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Figure 3-8: a) Typical magnitude of force exerted by wire, b) uncorrected and corrected lift
time history.
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Figure 3-9: a) Raw signal to filtered average signal, b) repeat variation, c) estimated
uncertainty with average signal, d) estimated uncertainty.
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Figure 3-10: a) Normalised velocity and spanwise vorticity plots, b) estimated expanded
uncertainty, c) uncertainty distribution.
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Figure 3-11: a) Plunging assembly with wing, b) Full rig diagram.
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Figure 3-12: Tunnel view of full set-up.
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Figure 3-13: a) Position accuracy of transient motion, b) induced plunge angle accuracy of
transient motion.
Figure 3-14: Turbulence intensity vs. tunnel speed.
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Figure 3-15: a) Wing cross-section, b) wing skin thickness trade-off, c) final wing cross-section
design.
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Figure 3-16: a) Top view diagram of in-situ pressure measurement system, b) transducer - PCB
assembly.
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Figure 3-17: a) Photo of in-situ pressure measurement system, b) photo of tubing.
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Figure 3-18: a) Pressure map of upper surface displaying half-saddle convection, b) half-saddle
convection speed estimation with uncertainty bounds.
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Figure 3-19: Static pressure distributions.
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Figure 3-20: a) Static lift coefficient, b) static pitching moment coefficient.
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Figure 3-21: a) Unsteady air jet experiment: ON condition, b) Unsteady air jet experiment:
OFF condition.
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Figure 3-22: a) Resonance effect of tubing, b) Power Spectral Density of pressure transducers.
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Figure 3-23: a) Average Power Spectral Density (PSD) with corrected average PSD, b)
integrated PSD for corrected and uncorrected PSD, c) pressure amplitude error.
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Figure 3-24: a) Raw signal to filtered average signal, b) repeat variation, c) estimated
uncertainty with average signal, d) estimated uncertainty.
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Figure 3-25: a) Raw signal to filtered average signal, b) repeat variation, c) estimated
uncertainty with average signal, d) estimated uncertainty.
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Unsteady Aerodynamics of a
Transient Plunging Airfoil
4.1 Summary
This chapter will investigate the unsteady aerodynamic response of airfoils to transient plunging
motions. Transient plunging motions have received comparatively little attention to their pitch
and surge counterparts and are highly relevant to gust encounters [70, 98, 149, 150] and man-
oeuvres [92]. Gursul and Cleaver [151] state that unsteady effects are more easily discernible
on plunging airfoils as the geometric angle of attack, hence quasi-steady forces and circulation,
remains constant. This fundamental study considers the effect of motion amplitude, motion
period, geometric angle of attack and airfoil geometry. The measurements include lift, pitching
moment and particle image velocity to elucidate the salient features of the aerodynamic response.
The largest peak in both lift and pitching moment was observed during the motion for all cases.
The peak lift during motion was primarily due to the circulatory component whereas the peak
pitching moment was primarily due to the added-mass. These loads increased with effective angle
of attack amplitude, yet remained relatively insensitive to motion period. Substantial peaks in
the lift and pitching moment were observed at post-stall angles of attack after the end of motion.
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This was shown be due to large-scale vortex shedding which appears to be governed by strong
interactions between the leading and trailing-edge vortices, leading to a decay in magnitude with
time. Both motion amplitude and period showed minimal effect on the frequency of the first
vortex shedding cycle, which occurs around the sub-harmonic of the airfoils static shedding fre-
quency. A change in airfoil geometry showed very little change with respect to the aerodynamic
loads and the trends in load peak magnitudes/timings were qualitatively similar. Interestingly
both airfoils showed a distinct change in vortex shedding frequency, which initiated around the
sub-harmonic of the static shedding frequency and gradually increased up to the static value. In
terms of the peak magnitudes a fitted exponential curve was shown to best describe the decay.
Finally, a potential relationship between the peak magnitude and subsequent cycle frequency
was found to follow a linear trend to a reasonable level of correlation, R2 = 0.70.
4.2 Effect of Geometric Angle of Attack
In this Chapter the effect of a single transient motion, as described in Figure 3-3b, on aerodynamic
forces and flow fields will be investigated. Cases with a positive αpl,max will be referred to as
positive motion whereas cases with a negative αpl,max will be referred to as negative motion, see
Figure 4-1.
4.2.1 Force Measurements
The time-histories of ∆CL and ∆CM for a positive transient motion, with a typical amplitude
(αpl,max = +25
◦) and period (T = 2.22τ), are shown in Figure 4-2a and 4-2b respectively. The
x-axis is non-dimensional time, τ = U∞t/c, which represents chord lengths travelled. The ∆
symbol indicates measurements relative to the static component. Vertical dotted lines are also
plotted to indicate the start and end of the motion, with the latter defined as τ = 0. The case
presented here is for a NACA 0012 airfoil across a range of geometric angles of attack, α0. This
is a typical case, the main features are generally consistent across the T range but become more
pronounced with αpl,max, as will be shown in part 4.3.
Consider first the variation of ∆CL during positive motion in Figure 4-2a. At the onset of motion
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all α0 exhibit a steep gradient reaching a maximum around mid-motion, where a short plateau in
the lift response is observed, see region A in Figure 4-2a. The peak lift values initially increase,
∆CL,P k = 2.1, 2.3, 2.3 for α0 = 0, 9, 15
◦ respectively before decreasing monotonically, ∆CL,P k =
2.1, 2.0, 1.8, 1.7 for α0 = 20, 25, 30, 35◦ respectively. More significant differences are observed
after the peak (τ = −1 to 0), see region B. For α0 > 20◦ the relative lift response displays a more
rapid decline, even becoming negative for α0 = 30, 35◦. Perhaps the most interesting feature
during the motion stage is the agreement in lift response across the α0 range, particularly for
α0 = 0 to 20◦, despite the drastically different pre-motion flow field conditions, i.e. attached to
fully separated flows. It was shown by Chiereghin et al. [70] that the flow around a sinusoidally
plunging NACA 0012 airfoil at α0 = 0◦ will experience separation onset at an effective angle
of attack of 25◦. For stall and post-stall angles of attack this separation results in a coherent
LEV which significantly increases time-averaged lift. A similar effect would be expected here
due to the similarities in forcing conditions, transient vs. sinusoidal plunging motion, yet the
responses remain remarkably similar. On the other hand, Perrotta & Jones [98] showed excellent
agreement in the chord-normal force response, CN , for a transient plunge manoeuvre across
a range of geometric angles of attack, α0 = 0◦ to 45◦; CN being the more appropriate force
component due to the flat plate geometry tested.
In the post-motion stage, τ > 0, the response of ∆CL shows distinct differences with α0, see
region C in Figure 4-2a. For α0 = 0 and 9◦ the lift exhibits a gradual decay to steady-state at
τ ≈ 6. Minor oscillations can be seen for α0 = 0◦ between τ = 0 and 2 which is most likely
unaccounted rig/wing vibrations. Interestingly, α0 = 9◦ shows a slight negative relative lift
between τ = 1 and 4. For the majority of the post-stall cases, α0 = 15, 20, 25 and 30◦, the lift
response displays significant undulations taking up to 10-12 convective times to approach the
steady-state value. At α0 = 15◦ the lift response begins to increase at τ ≈ 1 to a maximum at
τ ≈ 4 followed by a gradual decrease approaching steady-state at τ ≈ 10. At α0 = 20 and 25◦
the post-motion lift response shows multiple maxima which is indicative of large-scale vortex
shedding. Similar behaviour has been observed by Mulleners et al. [103]. The first post-motion
peak is larger than for α0 = 15◦ and occurs about 1τ prior. The subsequent peak occurs at
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τ ≈ 6 after a delay of approximately 3.5τ . As a first comparison, the convective time between
the two-post motion peaks is in line with transient studies by Mulleners et al. [103], Leknys et al.
[101] and Lorber & Carta [86] who show a similar time delay of 3.5 to 4.5 between lift peaks. For
α0 = 30◦ the magnitude of post-motion lift peaks is significantly reduced, however the convective
time between the two is similar to α0 = 20, 25◦. With a further increase to α0 = 35◦, the lift
response no longer displays the distinct maxima associated with large-scale vortex shedding and
rapidly converges to bluff body type oscillations from τ > 4 [101].
Figure 4-2b shows the relative pitching moment response for the same cases as Figure 4-2a.
The peak nose-down pitching moment in region D shows a strong dependence on α0, increasing
monotonically from ∆CM = −0.17 at α0 = 0◦ to ∆CM = −0.54 at α0 = 35◦. Similar to the
lift response, significant differences are also seen in the aft portion of the motion in region E.
At α0 = 0◦ the pitching moment displays an equal and opposite nose-up peak. This indicates
an attached flow condition, where CM is independent of the circulatory component and solely
dependent on the added-mass [2]. For the transient motion profile in Figure 3-3b, the added-mass
component mirrors the acceleration profile, which in this case is a square wave. An increase in
α0 causes a initial suppression of the nose-up peak, where it is completely eliminated for α0 = 15
and 20◦. The nose-up peak then gradually returns with further increase in α0. Shortly after
motion cessation, the pitching moment displays another nose-down peak at around τ = 0.5 to
1 for α0 = 9-30◦. Figure 4-2b also highlights the large-scale vortex shedding behaviour at post-
stall α0, see region F. The post-motion nose-down peak locations approximately coincide with
the corresponding ∆CL peaks in Figure 4-2a but with a slight delay in τ .
Figure 4-3a and Figure 4-3b present ∆CL and ∆CM for the equivalent negative motion case,
T = 2.22τ and αpl,max = −25◦. Considering first the lift response during motion in Figure 4-3a,
similar but inverse behaviour is observed across the range of α0. A steep drop in relative lift
results in a minimum around mid-motion, see region A. The relative lift then sharply increases
before exhibiting a more gradual increase to motion cessation at region B. After motion cessation
the pre-stall angles of attack α0 = 0 and 9◦ again show a gradual decay to steady-state by τ ≈ 6,
whereas all post-stall angles of attack considered display distinct vortex shedding behaviour, see
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region C. This vortex shedding results in positive relative lift similar to the positive motion case.
Similar to the positive motion case, α0 = 15◦ exhibits only a single post-motion peak, albeit
more delayed at τ ≈ 4.5. As α0 is increased the first post-motion peak occurs earlier along with
the emergence of more vortex shedding cycles that show a reduced magnitude decay with τ .
These shedding cycles will be analysed in more detail in 4.2.2 and 4.4.
The pitching moment response for the negative motion case is shown in Figure 4-3b. Less
variation over the α0 range is seen here compared with the positive motion case. In the initial
stages of the motion (region D) ∆CM is in reasonable agreement across all α0 curves, whereas
during the aft portion of the motion (region E) the nose-down peak is suppressed as α0 is
increased. The post-motion stage (region F) shows interesting features in the pitching-moment
response, particularly for α0 > 20. The nose-down ∆CM peaks do not correlate as strongly with
the peaks in ∆CL and instead display two distinct nose-down peaks in quick succession between
τ ≈ 2 to 6.
4.2.2 Flow Field Measurements
To elucidate the underlying flow structures behind the features presented in Figure 4-2 and Figure
4-3, flow field measurements are presented for positive cases with T = 2.22τ , αpl,max = +25
◦ and
α0 = 9, 15◦ and 20◦, as well as a negative case for T = 2.22τ , αpl,max = −25◦ and α0 = 15. The
corresponding time-histories of relative lift and pitching moment coefficient are also presented
at the top of each figure. On these time-histories the various peaks are highlighted along with
the start/end of motion. Also shown is an estimation of the added-mass component using the
well-established Theodorsen model [2], which states that the added-mass force is proportional to
the product of the plunging acceleration, taken from the rig accelerometer signal, and the mass
of a local fluid column with a diameter of one chord length.
The stall case of α0 = 9◦ is shown in Figure 4-4. Figure 4-4a presents ∆CL, Figure 4-4b
presents ∆CM , and Figure 4-4c shows the vorticity flow field with streamlines superposed at
different values of τ . The flow fields display clockwise/positive vorticity in red and counter
clock-wise/negative vorticity in blue. For this case the motion starts at τ = −2.22. During the
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initial acceleration it is clear that the lift and pitching moment increase is dominated by the
added-mass component, shown in Figure 4-4a and Figure 4-4b. As the effective angle of attack
increases between τ = −1.7 and −1.4, the upper surface shear layer begins to roll-up into small
coherent structures. At this point a maximum nose-down pitching moment is observed, denoted
as M1 in Figure 4-4b. By τ = −1.1 a coherent LEV has formed whilst the small structures
from the initial shear layer are shed into the wake. At this point in the motion the airfoil is
producing the maximum ∆CL, denoted as L1 on Figure 4-4a. The relative lift time-history
shows that the circulatory lift is the most dominant component of ∆CL at L1, with the added-
mass contributing a relatively small amount. Once the maximum ∆CL has been reached the lift
drops rapidly due to both the sign change in added-mass and the decreasing αpl induced by the
motion. At τ = −0.8 a region of counter-clockwise vorticity between the vortex and airfoil is
generated which accumulates beneath the feeding shear layer. The counter-clockwise vorticity
appears to intersect and cut off the feeding shear layer [47, 72] prior to shedding at τ = −0.3. At
this instant of τ the circulatory force is directly counteracted by the large negative added-mass
component resulting in a small positive ∆CL. This lift is sustained for a short period after τ = 0,
presumably due to the influence of the LEV still convecting over the airfoil. Between τ = 1 and
5 the relative lift exhibits a slight negative value, which coincides with the partially separated
shear layer reattaching to the upper surface.
The impact of the LEV is also apparent in the pitching moment measurements. The added-
mass prediction shows an approximately constant value of ∆CM ≈ −0.4 during the acceleration
phase; followed by an approximately constant value of ∆CM ≈ 0.4 during the deceleration phase.
During the acceleration phase from τ = −2.2 to −1.1, ∆CM demonstrates similar trends to the
added-mass. However during the deceleration phase from τ = −1.1 to 0.0, there is a significant
difference, with the experiment consistently exhibiting a lower pitching moment. Once the motion
is complete at τ = 0, ∆CM demonstrates a distinct nose-down spike. These artefacts correlate
with the inception of the LEV at τ ≈ −1.7, its growth from τ ≈ −1.7 to −0.5, and subsequent
detachment and convection from τ > −0.5. As the LEV convects over the upper surface, it
moves further from the quarter-chord point producing a larger nose-down ∆CM which can be
106
seen in Figure 4-4b. When the LEV moves over the trailing-edge it triggers the formation of
a TEV which coincides with the distinct nose-down ∆CM peak between τ = 0.0 and 1.0. The
LEV/TEV pair then shed into the free-stream as the well documented “mushroom” shape dipole
[72, 152] visible at τ = 1.0. Past this point the streamlines indicate some separation on the
upper surface which corresponds with the reduced lift between τ = 1.0 and 6.
Figure 4-5 presents the same T and αpl,max but with α0 increased to 15
◦. Before the motion
starts at τ = −2.2 the flow is in a fully separated state, indicated by the separated shear layers
from the leading and trailing-edge. At motion inception the lift and pitching moment response is
once again dominated by the added-mass component. By τ = −1.7 the leading and trailing-edge
shear layers have started to roll-up into distinct vortices and the remaining shear layer aft of
the vortices begins to shed into the wake. L1 once again occurs at τ = −1.1 where there is
a strong LEV at the leading-edge. A striking difference between this case and α0 = 9◦ is the
LEV position, which is further above the upper surface and further downstream. As the motion
progresses the gap between the vortex and the upper surface increases considerably compared
with α0 = 9◦ and the feeding shear layer is dragged upwards. Due to the increased vertical
distance of the LEV, less counter-clockwise vorticity is generated at the airfoil surface. Despite
this, the feeding shear layer is still cut off by τ = −0.5. At τ = 0.0 the LEV has reached the
trailing-edge and promotes the roll-up of the trailing-edge shear layer into a new TEV [63]. A
reduced nose-down pitching moment is observed compared with α0 = 9◦ at τ = 0.5, the cause
of which is unclear. By τ = 0.5 the LEV has been completely shed and the TEV is fully formed.
At this point the lift and nose-down pitching moment begin to steadily increase, resulting in a
maximum ∆CL at τ = 4.0 (L2) and ∆CM at τ = 4.2 (M2). The flow field indicates that this
is due to a secondary, less coherent LEV that forms over the entire airfoil upper surface. The
inception of this vortex can be traced back to τ = 0.0 where the feeding shear layer interacts
with the counter-clockwise vorticity kicked up by the primary LEV. The shear layer propagation
is momentarily retarded by this flow which results in the accumulation of clockwise vorticity
[47]. The streamline reattachment in the leading-edge region gradually spreads across the upper
surface, marking the inception and growth of the secondary LEV. It is believed that streamline
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reattachment is also promoted by the induced downwash from the coherent TEV at τ = 1.0.
The secondary LEV is then shed around τ ≈ 5.0 inducing a much weaker tertiary TEV which
appears to have no further distinguishable effect on the upstream leading-edge shear layer.
Figure 4-6 shows the same forcing parameters as Figure 4-4 and Figure 4-5 but with α0 increased
to 20◦. The vorticity distribution for the first portion of the motion is very similar to that of
α0 = 15◦, see Figure 4-5c, however at τ = −1.1 the LEV is lifted further from the upper surface,
suggesting that LEV vertical position is a function of α0. Despite the increased distance L1 is
similar to α0 = 9, 15◦. In the aft portion of the motion the LEV position remains marginally
higher than for α0 = 15◦, see Figure 4-5c and Figure 4-6c. As the LEV passes the trailing-edge a
strong nose-down pitching moment peak occurs in Figure 4-6b at τ ≈ 0.5. The LEV triggers the
formation of a secondary TEV which appears somewhat stronger when compared with α0 = 15◦.
The inception and growth of the secondary LEV is similar to Figure 4-5c between τ = 0.0 and
1.0, however its propagation occurs at a greater rate. By τ = 3.0 the secondary LEV has fully
formed, corresponding to the peak in both lift (L2) and nose-down pitching moment (M2). The
vorticity distribution shows a more coherent vortical structure, giving rise to a larger peak in lift
and nose-down pitching moment. A tertiary TEV is then formed as the secondary LEV passes
over the trailing-edge, which in turn influences the leading-edge shear layer, promoting further
roll-up. A weaker third peak in relative lift (L3) and nose-down pitching moment (M3) can be
seen at τ ≈ 6, corresponding to the formation of a weaker tertiary LEV. This vortex shedding
process is damped out at around 12 convective times where the lift and pitching moment approach
steady-state. This damping behaviour is not a result of the ensemble averaging process and shows
the same behaviour in the instantaneous results, matching similar studies [101, 103].
It is evident from the flow field measurements that the distinct fluctuations in aerodynamic
loads at post-stall angles of attack are caused by large-scale vortex shedding which is triggered
by the LEV formed during motion. Through comparison of the positive motion flow fields for
α0 = 15◦ and α0 = 20◦, Figures 4-6c and 4-5c, it can be seen that the post-motion increase in
lift is caused by the same mechanism, yet α0 = 15◦ only shows a single shedding cycle whereas
α0 = 20◦ displays two shedding cycles. The reason for this remains unclear, however Manar et
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al. [96] postulate that this is likely due to a lack of vortex circulation necessary for strong vortex
shedding.
A negative motion case equivalent to Figure 4-5 is presented in Figure 4-7 to elucidate the
mechanism for the post-motion peaks. During the acceleration phase the leading-edge shear
layer is pushed back onto the airfoil surface resulting in flow reattachment. The reattachment
point propagates downstream towards the trailing-edge from τ = −1.7 to −0.5. At this point a
small trailing-edge vortex has formed, presumably due to the proximity of the deflected leading-
edge shear layer. At motion cessation, the flow appears to be fully attached across most of
the chord and the lift begins to increase almost linearly. During this time the clockwise positive
vorticity on the upper surface begins to roll-up into small coherent structures, as seen at τ = 1.0.
At τ = 2.0 these are shed into the wake as indicated by a small roll-up in the trailing-edge shear
layer, and the upper surface vorticity begins to accumulate just aft of the leading-edge. From
τ = 2.0 to 3.0 this region of vorticity propagates downstream and begins to lift off, forming a
distinct vortex over the upper surface. This bears strong resemblance to τ = 4.0 for the positive
case in Figure 4-5 and produces a similar magnitude peak in both lift (L2) and nose-down pitching
moment (M2). A TEV is induced as the LEV passes the trailing-edge between τ = 5.0 and 6.0
but, like the positive case, this has no further discernible impact on the loads.
From this example it is evident that vortex shedding for negative motion is triggered by flow
reattachment as the airfoil is translated upwards into its separated wake, followed by dynamic flow
separation. The flow field development is reminiscent of a typical dynamic stall event; attached
flow beyond its static stall angle, shear layer roll-up and the emergence of a coherent vortical
structure. Unlike the positive motion case, the vortex shedding cycles are not dependent on the
LEV formed during the motion, but on the degree of flow reattachment; this helps explain why
strong vortex shedding is still observed for α0 = 35◦. The first post-motion peak seen in Figure
4-3 begins to decrease beyond α0 = 25◦ which suggests the flow is only partially reattaching prior
to vortex formation. The results indicate an αeff ,min <= 0 is required for full flow reattachment,
however this will most likely be highly dependent on motion period, T .
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4.3 Motion Period and Amplitude Effects
This section will explore the effects of plunging kinematics on the aerodynamic loads response;
namely the motion period, T , and amplitude, αpl,max. The results focus on α0 between 0
◦ and
20◦ and the data has been reduced to the peak relative lift and pitching moment values, denoted
∆CL,P k and ∆CM ,P k respectively. Once again, L1/M1 refers to the peak load during motion,
L2/M2 is the first post-motion peak associated with the vortex shedding cycle and L3/M3 is the
subsequent vortex shedding peak. The test matrix consists of motion period, T , from 1.67τ to
20τ and amplitude, αpl,max, from −30◦ to 30◦. Values of large T and αpl,max could not be tested
due to the constraint in displacement amplitude, i.e., proximity of the water tunnel walls.
Figure 4-8 presents the relative lift and pitching moment coefficients for L1/M1, L2/M2 and
L3/M3 plotted against αpl,max for each T across the α0 range. Consider first the distribution of
∆CL,P k, for L1 at each α0. The lift is relatively insensitive to T at every α0 for both positive and
negative motions and shows a monotonic variation with αpl,max. An insight into this insensitivity
can be gained by considering the total lift force as the sum of its circulatory and added-mass
components. In 4.2.2 it was shown that the more dominant component of lift at L1 was circulatory
through comparison of the relative lift response with the estimated added-mass contribution.
This was only marginally affected by separation and the onset of LEV formation as shown by
the similar lift response across α0 during the motion. As a result, the lift variation up to L1
can be considered as a build up of circulation with the added-mass force superposed [94]. As
the motion period decreases, the growth of the circulatory component begins to lag whilst the
added-mass component increases due to higher accelerations, resulting in a similar net lift force.
In terms of pitching moment, Figure 4-8 shows a distinct difference of M1 between geometric
angles of attack. For α0 = 0◦, ∆CM ,P k monotonically decreases with αpl,max. As α0 is increased
to stall and post-stall angles the negative motion peaks follow a similar monotonic trend, whilst
the positive motion peaks decrease further, particularly at high T . The cause of this inversion
with respect to T is not currently clear, but is most likely due to the influence of the LEV. From
Figures 4-4, 4-5 and 4-6 it is observed that M1 coincides with the formation of the initial TEV,
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which has been documented to induce a low pressure at the trailing-edge [63]. In contrast to the
lift at L1, the pitching moment does not collapse as well with T , see Figure 4-8.
The results for L2/M2 are plotted for post-stall angles of attack and are indicated by a dashed
line, see Figure 4-8. Note that a second peak was not observed for pre-stall and stall α0. For
both lift and pitching moment the curves show insensitivity to T , particularly at the higher
amplitudes. Interestingly L2 and M2 both show distinctly different trends for positive and
negative motions. This reflects the findings of 4.2.2 for which different flow field mechanisms
were responsible for the upper surface vortex at L2/M2. For positive motion a monotonic increase
can be seen, similar to L1/M1 albeit with a lower gradient. It was shown in Figures 4-5 and 4-6
that the secondary vortex formed due to leading-edge shear layer interaction with the primary
LEV, and subsequently triggered TEV, suggesting that the secondary vortex strength at L2/M2
is dependent on the strength of the primary LEV. Figure 4-8 maintains this suggestion as the
trend of L2/M2 closely resembles that of L1/M1. On the other hand, L2/M2 for the negative
motion cases quickly saturate to a near constant value. The point of lift and moment saturation
changes with α0; αpl,max ≈ −10◦ for α0 = 15◦ and αpl,max ≈ −15◦ for α0 = 20◦. Figure 4-7
showed that the post-motion peak was a result of flow reattachment followed by the emergence
of an upper surface vortex. The results in Figure 4-8 suggest that, in a quasi-steady sense, as
long as the total effective angle of attack is sufficient to fully reattach the flow, no additional
increase in L2/M2 can be achieved with increasing amplitude.
For L3/M3, Figure 4-8, the same trends as L2/M2 are observed at α0 = 20◦ across all motion
periods and amplitudes. The similarities of the peak magnitude trends highlight the dependence
of L3/M3 on L2/M2. A stronger vortex over the upper surface of the airfoil at L2/M2 will induce
stronger subsequent vortex shedding cycles.
One of the most striking features of Figure 4-8 is the similarity in L1 across all α0, despite the
drastically changing flow fields from pre- to post-stall conditions. Figure 4-9a compares L1 for
α0 = 0, 5, 9, 15 and 20◦ where a remarkable collapse can be seen, particularly for the positive
motion cases; the negative cases show a slight gradient change as α0 is increased. A theoretical lift
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prediction is also shown in Figure 4-9a which is defined by 2παpl,max; this provides a reasonable
prediction of maximum possible lift during motion, in line with the findings of Chiereghin et al.
[70]. Of course, the lift at L1 is normalised only by the free-stream velocity and does not take
into account the additional dynamic pressure produced by the velocity of the motion. Figure












where Vpl,max is the maximum plunge velocity. As expected the gradient of L1 is reduced by the
re-normalisation. At αpl,max = 30
◦ the L1 magnitude has dropped from ∆CL,L1 ≈ 3 to ≈ 2. The
theoretical 2παpl,max curve now over predicts the lift response considerably.
Figures 4-10 look at the peak timings across the parameter space for pre- and post-stall α0
respectively. These are denoted by τ∆CL,P k and τ∆CM ,P k , where τ = 0 is the end of the motion.
The timing information for the peak magnitudes can be very sensitive to signal noise, particularly
at low peak magnitudes. Where no meaningful peak timing could be detected, the data point
was omitted. Consider first the timing for L1/M1 at α0 = 0, 9, 15, 20◦ in Figure 4-10. All
measurements show L1 and M1 is dictated by the motion for both lift and pitching moment.
The spread of L1/M1 with T is a manifestation of the motion being defined so that it ends at
τ = 0. L1 occurs approximately around mid-motion with some deviation at higher T , which is
most likely due to measurement noise. For the pitching moment M1 occurs marginally sooner,
with the exception of α0 = 9◦ at higher values of T .
The timings of L2 and M2 are shown in Figure 4-10 for α0 = 15, 20◦. For positive and negative
motion the times of L2/M2 are on average later for a decreased T and show more variation
at lower values of αpl,max. Consider first the positive motion. From the discussion in section
4.2.2, L2/M2 was shown to occur once the initial LEV had reached the trailing-edge, triggering
a secondary TEV. As a first approximation, the convection speed of the LEV can be assumed
112
constant. A lower T would therefore mean the LEV would be at a greater distance from the
trailing-edge at τ = 0, taking a longer time to reach the trailing-edge and trigger the secondary
TEV. This behaviour is more or less reflected in Figure 4-10 and is once again an artefact of the
τ = 0 definition. Deviation from this trend occurs at higher αpl,max magnitudes, particularly
for L2. For α0 = 15◦ a lower T produces a slightly later peak in lift and pitching moment for
positive motion. The cause of this is unclear at this time, but could be linked to the influence
of initial LEV strength on the vortex convection speed [77]. For the negative motion cases this
dependency on T is most likely due to the finite response time of the flow. A lower T means the
flow will have had less time to respond to the changing αpl and so would take a relatively longer
time to develop into a post-motion LEV, as seen in Figure 4-10. The peak locations for negative
motion also tend to converge at high αpl,max values. For α0 = 20
◦ the peak locations for lift
and pitching moment display the same relation with T and αpl,max, with the peaks occurring
approximately one convective time prior to that of α0 = 15◦. The influence of α0 on the timing
of L2/M2 has been shown in Figure 4-6 to be due to an earlier roll-up of the leading-edge shear
layer and occurs across the whole parameter range. Another interesting feature of the peak
timings is the effect of amplitude. For the negative cases, L2 and M2 occur significantly earlier
for lower amplitudes, mirroring the trend seen in L2/M2 magnitude shown in Figure 4-8 and is
likely due to only partial flow reattachment. The positive motion cases on the other hand display
a much lower sensitivity to αpl,max.
The timing of L3 closely follows the trend of L2, reflecting the large-scale vortex shedding beha-
viour. Figure 4-10 displays a near constant gap between L2 and L3 at around 3 to 3.5τ which
indicates a roughly constant shedding frequency. This represents a fundamental frequency of
large-scale vortex shedding and can be linked to the optimal time for vortex formation, as re-
ported in [153]. As an example case, the shedding frequency for α0 = 20◦, T = 2.22τ and
αpl,max = +25
◦ is Stc = 0.32; which is taken as inverse of the convective time between the two
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yields a value of 0.11; suggesting that this is a sub-harmonic of the static, bluff-body shedding
frequency, Stc,mod,α0 ≈ 0.17 to 0.20 [9]. This is plotted in Figure 4-11 as the modified Strouhal
number, Stc,mod, against plunge amplitude, αpl,max. It is important to note that some results were
omitted from this Figure where a definitive peak location could not be accurately determined.
The results show shedding to occur at Stc,mod ≈ 0.11 for the majority of the test cases. This
corresponds to the sub-harmonic of the static shedding frequency which was measured to be
Stc,mod,α0 = 0.20.
4.4 Effect of Airfoil Geometry
To further investigate the vortex shedding behaviour, this section will compare the aerodynamic
loads of a NACA 0012 airfoil to a flat plate geometry, see Figure 3-2, for the same forcing
conditions as 4.2. The flat plate geometry has a sharp leading-edge to deliberately enforce flow
separation. In particular this section will provide a more detailed investigation of the trends
through data reduction. As shown in Figure 4-12, the typical flat plate aerodynamic response
shares the same key features as the NACA0012 in terms of load peaks.
Figure 4-13 presents the results of both the NACA 0012 and flat plate geometry for the positive
and negative motion cases presented in the previous section; T = 2.22 and αpl,max = −25,+25◦
for α0 = 0, 5, 9, 15, 20, 25, 30, 35◦. Figure 4-13a shows ∆CL,P k for the NACA 0012 and flat plate
airfoil for positive motion. Qualitatively ∆CL,P k shows reasonable agreement between the two
geometries; the magnitude of L1 marginally decreases for both as α0 is increased and L2/L3
show a strong dependency on α0. A few minor discrepancies however can be seen. For positive
motion at low α0, the NACA 0012 exhibits a small increase in ∆CL,P k from α0 = 0
◦ to 9◦ before
gradually decreasing up to α0 = 35◦. The flat plate shows a greater ∆CL,P k at α0 = 0
◦ which
continually decreases with α0. For L2 the NACA 0012 displays an increase in ∆CL,P k before
dropping significantly at α0 = 30◦, as discussed previously. The flat plate however shows a more
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gradual decrease in ∆CL,P k from α0 = 15
◦ and in general shows a lower magnitude, particularly
at α0 = 20◦. Interestingly the flat plate also displays a second peak in lift at α0 = 9◦. From the
data presented in 4.2.2, this is presumably due to flow separation present over the flat plate in
its steady-state condition due to the sharp leading-edge. For the negative motion case in Figure
4-13b, the two airfoil geometries show better agreement, particularly for L2.
The equivalent pitching moment peaks are presented in Figure 4-13b and 4-13d. Again, the two
geometries show reasonable agreement in M1, M2 and M3. The most striking difference for M1
is at low values of α0 where the flat plate consistently shows a larger nose-up pitching moment
during the negative motion. The trends for M2 and M3 bear a strong resemblance to their L2
and L3 counterparts but inverted, indicating that both are determined by the same phenomenon,
i.e., the strength of the LEV.
The timings of the load peaks presented in Figure 4-13 are shown in Figure 4-14. These are
denoted by τ∆CL,P k and τ∆CM ,P k , where τ = 0 is the end of the motion. Where no meaningful
peak timing could be detected, the data point was omitted. Overall the two geometries show
similar trends and peak timing values. For both τ∆CL,P k and τ∆CM ,P k , L1 and M1 remain roughly
constant with α0. This peak occurs around mid-motion for L1 and marginally earlier for M1.
The timings for L2/M2 and L3/M3 also show very similar trends. The most distinct difference
between the geometries can be seen in the pitching moment for negative motion, see Figure
4-14d, where the flat plate displays a much earlier occurrence of M2 and M3. Between α0 = 20◦
and 30◦ the timing gap remains roughly constant as a result of the vortex shedding phenomenon;
the vortices form and shed on their convective time-scale, independent of the motion.
Up to this point only the magnitudes and timings of the first three peaks have been considered.
It has been shown previously in Figures 4-2 and 4-3 that additional shedding peaks can emerge,
particularly at high α0. The timing between L2 and L3 in Figure 4-14 exhibits a roughly constant
value of 3.5 to 4 convective times, and once again, represents the fundamental frequency of large-
scale vortex shedding. This result is interesting, as logically the frequency must change with time
to eventually match the bluff-body shedding frequency. This behaviour has been qualitatively
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shown in the study by Leknys et al. [101], who observed the change from large-scale to bluff-
body vortex shedding on a flat plate. To demonstrate this behaviour, Figure 4-15 shows the
shedding frequency of each cycle measured using a peak magnitude detection. The timing of
each shedding cycle is taken as the central τ between shedding peaks. Also indicated on the
graphs are the static shedding frequency bands defined by the maximum and minimum shedding
frequency measured in the lift signal for static post-stall angles of attack. This frequency was
obtained through Fast Fourier Transform (FFT) and are in agreement with the measurements
of Rojratsirikul et al. [9].
Figure 4-15 presents the shedding frequency change for the NACA 0012 airfoil. At α0 = 20◦
and 25◦ the shedding frequency is very similar for both positive and negative motions and sits
between Stc,mod = 0.11 to 0.12. A slightly higher shedding frequency can be seen for α0 = 30
◦
and 35◦ for the negative motion cases. For positive motion at α0 = 30◦ the shedding frequency
is much higher and close to the static shedding frequency. From the lift time-history of this
case in Figure 4-2a it was seen that the shedding peaks were much lower in magnitude and not
necessarily considered strong vortex shedding. Beyond the first shedding cycle the frequency
asymptotically approaches the static frequency band by around 15 to 20 convective times. Due
to the increased decay rate for α0 = 20, 25◦ a limited number of cycles were available.
The results of the flat plate airfoil are presented in Figure 4-15b where similar features can
be seen. More data points were available for the flat plate as its sharp leading-edge facilitates
additional shedding cycles. The shedding frequency still shows an increase with convective time
up to the static frequency band, however the trend is more linear. By the end of the data
presented the frequency is marginally under the static band.
Through comparison with similar transient studies it can be seen that remarkably similar vortex
shedding phenomena can occur for different transient motions, such as plunge, pitch and surge.
In general the post-motion peaks caused by vortex shedding show both a sub-static shedding
frequency and a magnitude decay. With this in mind, Figure 4-16 directly compares the experi-
mental data with relevant transient studies [86, 101, 103, 106, 107] to highlight the generalities
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of vortex shedding behaviour. The studies cover a range of transient motions, airfoil geometries,
wing aspect ratios and angles of attack, see table 4.1. The data was extracted through plot
digitisation where the peak values were selected. It is also important to note that for some cases
the static lift and static shedding frequency had to be estimated based on typical values to use
for normalisation. However, despite these large uncertainties Figure 4-16 still serves to highlight
commonality between different vortex shedding studies.
Table 4.1: Transient studies used for data extraction.
Study Airfoil geometry Aspect Ratio Motion α0 Reynolds number
Rosti et al. [106] NACA 0020 2D (Numerical) Plunge Ramp 20◦ 20,000
Mulleners et al. [103] Flat Plate 6 Surge Acceleration 30◦ 22,500
Lorber & Carta [86] SSC-A09 2D Pitch Ramp 30◦ 2,000,000
Leknys et al. [101] Flat Plate 2D Pitch Ramp 20, 25, 30, 40◦ 20,000
Son et al. [107] Flat Plate 6,8 Pitch Ramp 45◦ 10,000
Figure 4-16a presents a comparison of the normalised peak magnitude decay with τ . The y-axis
is defined as the relative peak lift normalised by the relative peak lift of the first and largest
shedding peak. Reasonable collapse can be seen across the studies and a distinct trend in
peak magnitude decay is evident. Mulleners et al. [103] quantified this decay by using a fitted
exponential decay and showed excellent agreement with experimental results. They observed a
delay of τ ≈ 20 after motion cessation for the forces to relax to 10% of the maximum lift peak.
The fitted exponential curve in Figure 4-16a takes into account the entire data set and shows a
relaxation time of τ ≈ 15; this difference is to be expected due the variety of testing conditions,
particularly α0. To highlight this effect the same data is plotted in Figure 4-16b but coloured by
α0. Separate exponential decays are also plotted for each α0. On average a higher rate of decay
can be seen for α0 = 20, 25◦, which corresponds to the current study and the results of Leknys
et al. [101]. The computational study by Rosti et al. [106] shows one of the lowest decay rates
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despite occurring at α0 = 20◦. This is possibly due to the spanwise periodic boundary conditions
used in the simulation leading to more spanwise coherent structures [154] that are able to induce
stronger subsequent vortices. As a result, this was omitted from the exponential decay fit. It
is evident that the decay rate is not attributable to a single parameter. The shedding process
is due to a strong interaction between the leading and trailing-edge vortices which depend on
wing kinematics, Reynolds number and geometry. The exact mechanism for the decay is not
clear from the data presented here. Mulleners et al. [103] attribute the decay to the movement
of the formation and interaction region between the LEV and TEV, however there is insufficient
temporal resolution in the PIV images to corroborate this.
Figure 4-16c presents a comparison of the normalised shedding frequency. The y-axis is defined
as the local shedding frequency normalised by the static shedding frequency. A distinct change
in frequency can be seen for the majority of the cases, starting from Stc,mod/Stc,mod,α0 ≈ 0.55
to 0.75 and gradually increasing to the static shedding frequency by τ ≈ 15 to 20. The study by
Rosti et al. [106] displays very little change in frequency and remains around the sub-harmonic
for the data presented. Once again this is possibly due to the use of spanwise periodic boundary
conditions in the simulation. The reason for spread in frequency for the first shedding cycle is
interesting but not currently clear. Figure 4-16d plots the same data coloured by α0, however
no clear trends can be distinguished.
The results shown in Figure 4-16 suggest a possible correlation between peak magnitude and
shedding frequency; that is the higher the shedding peak magnitude, the lower the subsequent
shedding frequency. This idea is explored in Figure 4-17a where the normalised peak magnitude
is plotted against the normalised shedding frequency. The frequency here is taken as the forward
difference from the local peak, the idea being that the local peak magnitude influences the
frequency of the next shedding cycle. Figure 4-17a shows marginal collapse, but is marred by the
choice of peak normalisation, which does not represent an absolute magnitude to compared with
other cases. In Figure 4-17b the relative lift peaks, ∆CL,P k,n, are normalised by the difference
between 2πα0 · cos(α0) and the corresponding static lift coefficient, CL,α0 . By normalising in this
way an assumption is made which effectively states that the theoretical maximum circulatory
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lift is equal to 2πα0 · cos(α0), whether the circulation is contained within the boundary layer
or an upper surface vortex [94]. 2πα0 is multiplied by the cosine of α0 to reflect the fact that
vortex lift acts primarily in the chord normal direction [95]. Although this is a somewhat crude
normalisation it serves to scale the lift peaks to enable an initial comparison. Figure 4-17a
shows there is a moderate correlation between the normalised peak magnitude and shedding
frequency, with R2 = 0.70. The linear fit suggests a sub-harmonic shedding frequency when the
peak magnitude is close to the assumed theoretical maximum. This indicates that the shedding
immediately after the initial disturbance starts at the sub-harmonic, quickly increasing to the
static shedding frequency as the peak magnitudes decay.
4.4.1 Conclusions
Lift, pitching moment and flow field measurements have been conducted for a NACA 0012 and
flat plate airfoil undergoing transient plunging motions across a large parameter space. The key
findings are summarized as follows:
• During motion the peak lift was found to be primarily due a build up of the circulatory
component. Conversely the peak pitching moment magnitude was found to be primarily
dependent on the added-mass force. The peak loads showed an increase with effective angle
of attack amplitude, yet remained relatively insensitive to motion period.
• For post-stall angles of attack significant undulations in the post-motion load time-histories
were observed for both positive and negative motions. Flow field measurements revealed
this to be caused by large-scale vortex shedding, in which the shedding of a leading-edge
vortex triggers the formation of a trailing-edge vortex which in turn triggers the formation
of a new leading-edge vortex. This process is repeated until there is sufficient decay where
no new vortex is formed.
• The frequency of the first post-motion, large-scale vortex shedding cycle was found to
correspond to the sub-harmonic of the static shedding frequency. This holds relatively
constant for all motion periods and amplitudes tested.
119
• A distinct change in frequency occurs during large-scale vortex shedding. It was shown
that subsequent shedding cycles increase in frequency from the sub-harmonic to the static
shedding frequency within 10 to 20τ . This phenomenon was also shown to occur for similar
transient studies in literature.
• The vortex shedding lift peaks were shown to follow an exponential decay and agreed well
with other examples in literature. A possible link between peak magnitude and subsequent
cycle frequency was explored and showed a reasonable correlation with a linear fit, with
R2 = 0.70.
• There was minimal difference between the NACA 0012 and flat plate airfoil geometry. Both
showed similar qualitative trends in peak loads and timings.
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Figure 4-1: Profile of motion induce angle of attack, αpl, for positive and negative motions with
convective time τ = tU∞/c.
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Figure 4-2: NACA 0012 positive motion: a) Relative lift and b) relative moment coefficient
time histories. α0 = 0, 9, 15, 20, 25, 30◦, for T = 2.22, αpl,max = +25
◦.
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Figure 4-3: NACA 0012 negative motion: a) Relative lift and b) relative moment coefficient
time histories. α0 = 0, 9, 15, 20, 25, 30◦, for T = 2.22, αpl,max = −25◦.
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Figure 4-4: α0 = 9◦ for T = 2.22, αpl,max = +25
◦: a) relative lift, b) relative pitching moment
with the added-mass estimation, c) phase-averaged normalized spanwise vorticity with
streamlines.
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Figure 4-5: α0 = 15◦ for T = 2.22, αpl,max = +25
◦: a) relative lift, b) relative pitching moment
with the added-mass estimation, c) phase-averaged normalized spanwise vorticity with
streamlines.
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Figure 4-6: α0 = 20◦ for T = 2.22, αpl,max = +25
◦: a) relative lift, b) relative pitching moment
with the added-mass estimation, c) phase-averaged normalized spanwise vorticity with
streamlines.
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Figure 4-7: α0 = 15◦ for T = 2.22, αpl,max = −25◦: a) relative lift, b) relative pitching moment
with the added-mass estimation, c) phase-averaged normalized spanwise vorticity with
streamlines.
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Figure 4-8: Relative lift and pitching moment coefficient for L1/L2/L3 and M1/M2/M3
respectively with αpl,max
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Figure 4-9: a) Relative lift coefficient for L1, b) modified relative lift coefficient for M1 with
αpl,max across the α0 range.
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Figure 4-10: Timing information of L1/L2/L3 and M1/M2/M3 - a) αo = 0◦, b) αo = 9◦.
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Figure 4-10: (Continued) Timing information of L1/L2/L3 and M1/M2/M3 - c) αo = 15◦, d)
αo = 20◦.
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Figure 4-11: Modified Strouhal number from τL3-τL2 for α0 = 20◦
Figure 4-12: a) Relative lift and b) Relative pitching moment of NACA 0012 and flat plate at
α0 = 20◦ for T = 2.22τ and αpl,max = +25
◦.
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Figure 4-13: a,b) Positive motion, c,d) negative motion: Relative lift and pitching moment
coefficient of NACA 0012 and flat plate for L1/L2/L3 and M1/M2/M3 with α0 for T = 2.22τ ,
αpl,max = ±25◦
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Figure 4-14: a,b) Positive motion, c,d) negative motion: Timing information of NACA 0012
and flat plate for L1/L2/L3 and M1/M2/M3 with α0 for T = 2.22τ , αpl,max = ±25◦
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Figure 4-15: Modified Strouhal number based on chord, fcsin(α0)/U∞, between successive
post-motion lift peak timings for a) NACA0012 airfoil and b) flat plate.
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Figure 4-16: Vortex shedding magnitude and frequency vs. τ : a) lift peak normalised by first
lift peak, b) normalised peak lift coloured by α0, c) frequency of shedding event normalised by
static shedding frequency, b) normalised shedding frequency coloured by α0.
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Figure 4-17: a) Normalised peak lift against normalised shedding frequency, b) peak lift




Compound Transient Airfoil Motions
and the Principle of Linear
Superposition
5.1 Summary
This Chapter explores the aerodynamic response of an airfoil to multiple transient motions; more
specifically, additional motions that occur well within the window of large-scale vortex shedding
exhibited by post-stall airfoils. As outlined by Eldredge and Jones [4], canonical transient motion
combinations need to be examined in order to determine the bulk flow field response, with partic-
ular attention to LEV behaviour. This can inform reduced-order models that could ultimately be
used to predict multiple gust encounters and optimal agile manoeuvres. However by introducing
additional and potentially different transient events the parameter space increases considerably,
producing an implausible number of cases to test experimentally [103]. This leads into the second
aspect of this study, which aims to probe the applicability of the linear superposition principle
for vortex dominated flows; that is, can the response to multiple transient events be estimated
through the sum of the individual responses? The word estimated is appropriate because it is
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obvious that with such complex flows, linear superposition will always be an approximation.
This is put rather succinctly by Eldredge and Jones:
“...it is abundantly clear that no such principle can exist in these large-amplitude
motions with highly nonlinear fluid dynamics.”
— Eldredge & Jones [4].
With that said, the concept of using the linear superposition principle in such flows is not new.
A recent study by Mulleners et al. [103] found the lift response of a transient surging flat plate
to be largely independent of the initial flow conditions, i.e. vorticity distribution, leading them
to postulate the following:
“If the response to a single gust is mostly independent of the initial state of the
flow, the response to a succession of gusts with different strengths in irregular succes-
sion should be the result of the linear superposition of the individual responses, even
though each encounter may be characterized by nonlinear effects.”
— Mulleners et al. [103].
The two distinctive quotes shown above are in direct contrast, yet both contain their own merit.
The results in the following section are intended to investigate the effect of multiple transient
motions and where, if at all, the linear superposition principle can be applied.
The aerodynamic response to multiple transient motions was explored through load and flow
field measurements, with a particular focus on post-stall behaviour. It was found that the
introduction of a second transient motion in the post-motion large-scale vortex shedding window
produced a significant increase in peak lift and pitching moment. Remarkably, the increase in
loads response could be described through the linear superposition of the single case responses
with an excellent degree of accuracy; a normalised correlation value of > 0.95. This somewhat
linear behaviour was found to coincide with the merging of the distinct vortical structures over the
airfoil upper surface. Breakdown of the vortex merging behaviour, and subsequently the linear
superposition prediction, occurred when the upper surface vortices reached a critical separation
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distance of one chord length, resulting in a destructive interaction. For up to four transient
motions, the effect of timing was found to become increasingly significant on the applicability of
the linear superposition principle. The limits of the principle were then examined for periodic
motion, where the linear superposition of a single sinusoidal cycle was compared against the
true periodic experiment. It was found to predict the mean lift increase well for frequencies of
k < 0.47; lift amplitudes were in reasonable agreement for all frequencies and amplitudes tested.
It is recommended that other canonical motions are studied to test for commonality in vortex
merging behaviour. Although the linear superposition principle remained valid across many of
the cases presented in this chapter, it will not necessarily hold true for all airfoil kinematics.
5.2 Canonical Case
The lift and pitching moment response to a single transient plunging motion case are shown in
Figure 5-1a and 5-1b for comparison. This is the typical case used in 4.2, with T = 2.22 and
αpl,max = 25
◦. The motion period is indicated by the shaded grey region. Considering first
the lift in Figure 5-1a, ∆CL displays an almost identical response during the motion stage for
α0 = 5◦ and 20◦ despite the significant differences in initial flow state, i.e. attached and fully
separated flow respectively. The pitching moment on the other hand shows distinct differences
in the motion phase, see Figure 5-1b. In the post-motion stage the significant lift and pitching
moment undulations for α0 = 20◦ are caused by large-scale vortex shedding, as described in
Chapter 4, which were shown to occur for post-stall angles of attack. The key stages of this
shedding process are shown in Figure 5-1c, where alternate LEV/TEV shedding creates the
fluctuations in aerodynamic loads. The different vortices have been assigned a subscript based
on their order of formation.
Figure 5-2a and 5-2b show the lift and pitching moment response for two equal transient motions
with the same forcing conditions as Figure 5-1a and 5-1b; all compound transient motions will
consist of the same T and αpl,max unless otherwise stated. The second motion period is again
indicated by a shaded grey region and occurs at a convective time delay, ∆τ , from the end of the
first motion, as described in Chapter 3 (see Figure 3-4b). In this particular case ∆τ = 2.2 was
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chosen so the second motion would initiate when LEV2 from the single case if forming, see Figure
5-1c. Solid lines indicate experimental measurement; dashed lines indicate linear superposition
prediction. For the sake of clarity, the peak loads and vortices have been assigned a subscript
based on the motion they form under. First motion is assigned a subscript “A” and the second
motion is assigned a subscript “B”. For example, the first peak in lift during the first motion is
denoted L1A, and the first vortex that forms during this motion is denoted LEV1A.
Consider first the response of ∆CL in Figure 5-2a for α0 = 5◦. The response of the second
motion is almost identical to the first albeit with a slight reduction in the peak, L1B. After the
first motion is complete at τ = 0.0, the lift response sits around ∆CL ≈ −0.2 before the second
motion is introduced. From this it can be observed that the amplitude of L1B is almost identical
to the first and its overall maximum appears to depend on the state of the flow prior to the
motion. It is then of no surprise that the linear superposition estimate, shown by the dashed
line, agrees well with the experiment. A slight phase discrepancy exists between experiment
and linear superposition which initiates at the start of the motion, τ = 2.2, possibly due to the
flow field responsible for the slight negative lift from τ = 0.0 to 2.2. The maximum effective
angle of attack for this case is 30◦, which is sufficient for LEV formation. It is likely that the
shedding of this LEV between τ = 0.0 to 2.2 leaves behind some degree of shear layer separation
on the upper surface, which could be the source of the phase discrepancy. At α0 = 20◦ the
peak lift response for the second motion shows a drastic increase from L1A ≈ 2.1 to L1B ≈ 3.2,
yet curiously displays the same fundamental behaviour as α0 = 5◦. This is illustrated by the
remarkable agreement of the linear superposition prediction, despite the growing LEV prior to
the second motion, see Figure 5-1c at τ = 2.2. Although surprising, this behaviour is hinted at
by the single motion lift response in Figure 5-1a, where ∆CL shows little sensitivity to the initial
conditions; i.e. attached or separated flow. Linear superposition then slightly over-predicts the
vortex shedding peak at τ ≈ 7, due to the addition of the third peak in the single motion case,
before falling back into agreement as the shedding process decays. The pitching moment response
in Figure 5-2b displays the same behaviour as the lift and even more remarkably displays good
agreement with the linear superposition prediction. There is a slight under-prediction of the
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nose-down peak at τ ≈ 4.5 which corresponds to the shedding of the LEV over the trailing-edge
and the subsequent inception of a TEV. Similar to the lift response, the nose-down peak at τ ≈ 7
is over-predicted due to the addition of the third shedding peak in the single motion case.
5.3 Effect of Convective Time Delay
In general Figure 5-2 demonstrates a reasonably good performance of linear superposition, re-
gardless of the prior flow field. However it is important not to overstate this result as it shows
just one possible timing of the second motion within the vortex shedding window. With that
in mind, Figure 5-3 investigates the effect of the second motion delay from ∆τ = 0.00 to 3.33
with respect to ∆CL and provides the corresponding flow fields during the motion period. For
comparison purposes, the same phases during the single motion case are presented as “Single”.
For the sake of brevity only the lift response cases are shown here. In general the pitching mo-
ment was found to closely correspond to the lift in terms of linear behaviour with ∆τ and will
be shown in section 5.5. The interested reader is referred to Appendix A for an example of the
pitching moment responses.
For ∆τ = 0.00, Figure 5-3, the peak in ∆CL shows a significant increase during the second motion
from L1A ≈ 2.1 to L1B ≈ 2.7 followed by a comparatively steeper drop in the aft portion of the
motion when compared with the first. As the motion ends, ∆CL displays a short lived increase
before exhibiting the first large-scale vortex shedding peak at τ ≈ 5. Linear superposition predicts
the lift response reasonably well in the first potion of the motion but consistently over-predicts
the response from τ ≈ 1 before falling back into agreement at τ ≈ 7. From the flow field images
it can be seen that the second motion initiates at τ = 0.00, approximately when the LEV1A is
passing over the trailing-edge. As the second motion progresses, LEV1B appears stronger and
closer to the airfoil surface, see τ = 0.56 to τ = 1.11, than LEV1A at the corresponding phases
in the first motion, see τ = −1.67 to τ = −1.11 for the “Single” case. This serves to explain the
reason for the increase in L1B during the second motion. In addition, TEV1B is comparatively
strengthened and forms over the upper surface at the trailing-edge, τ = 0.56, possibly due to the
influence of LEV1A as it passes over the trailing-edge. The short lived peak in ∆CL at τ = 2.22
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is likely caused by the presence of LEV1B over the upper surface and the influence decay of the
TEV1B as it convects into the wake.
When the convective time delay is increased to ∆τ = 1.11, there is a further increase of L1B
up to ∆CL ≈ 3.2. The subsequent vortex shedding peaks are comparatively larger than for
∆τ = 0.0 and marginally exceed that of the single case, see Figure 5-1a. Linear superposition
in this case shows excellent agreement, with minor discrepancies in peak lift at τ ≈ 2 and ≈ 6.
The corresponding flow field images show rather interesting vortex behaviour. At the start of
the second motion, τ = 1.11, the early stages of LEV2A formation can be seen along with the
TEV2A and LEV1A being shed into the wake. During the acceleration phase, τ = 1.67, LEV2A
is cut off from its feeding shear layer as the vorticity emanating from the leading-edge begins to
roll up into a new, more coherent vortical structure, LEV1B. At τ = 2.2, LEV1B appears much
stronger. The remnants of LEV2A, observed around the mid-chord position at τ = 1.67, can be
seen stretching into LEV1B at τ = 2.22. At this point ∆CL has reached its maximum and it
interesting to note the absence of a TEV in close proximity to the airfoil. This could explain why
the lift reaches much higher values compared with the ∆τ = 0.0 case; i.e due to a reduction in
induced downwash. By τ = 2.78 the two vortical structures have combined into a single larger
structure, LEV2A+1B and begin to approach the trailing-edge at τ = 3.33.
The lift response for ∆τ = 2.22 has been discussed previously in Figure 5-2a and so the focus
here will be on the flow field behaviour. The motion initiates at τ = 2.22, where LEV2A
spans the entire upper surface. Once again when the airfoil accelerates downwards, τ = 2.78,
LEV2A is pinched off from the leading-edge due a roll up of the feeding shear layer. At L1B,
τ = 3.33, the two vortices display stronger interaction. LEV1B is lifted further from the airfoil
surface as LEV2A is stretched and forced underneath. Despite the inhomogeneous structure
of the combined vortex (LEV2A+1B), L1B remains at ∆CL ≈ 3.2, perhaps again owing to the
absence of a distinct TEV. The merged vortical structure then begins to rotate as it is convected
downstream. A distinct spiral pattern is particularity apparent at τ = 4.44.
The final case in Figure 5-3 is for a convective time delay of ∆τ = 3.33, where the lift response
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shows drastically different behaviour. In the initial motion stage, the lift increases in line with
the linear superposition prediction, reaching a peak of around ∆CL ≈ 2.5. After this point
the lift drops dramatically, even becoming slightly negative by the end of the motion and is
in stark contrast to the linear superposition prediction. This deviation from linear behaviour is
elucidated in the corresponding flow field images. At motion inception, the flow field exhibits the
fully formed, coherent LEV2A. During the initial stages of the second motion, τ = 3.89, the same
qualitative behaviour is seen, where the feeding shear layer begins to roll up into the forming
LEV1B. At this point LEV2A has passed the trailing-edge and begins to deform significantly
over the induced TEV. At mid motion, τ = 4.44, LEV1B is less coherent and has been lifted a
greater distance from the airfoil surface, even when compared to LEV1A in the “Single” motion
case. This combined with the formation of the coherent TEV1B explains the large drop in
L1B magnitude when compared with the other cases. LEV2A appears to be almost completely
annihilated at this stage and shows no merging behaviour. From τ = 5.00 the weakened LEV1B
convects downstream at a greater chord-normal distance which subsequently induces weaker
vortex shedding, seen in the lift response from τ ≈ 8.
From the data presented in Figure 5-3 it can be seen that the problem of linear behaviour
for compound motions depends on the merging process of the co-rotating vortices on the upper
surface of the airfoil; namely LEV2A and LEV1B. The data suggests that providing the proximity
of the two vortices are below a critical distance they will constructively interact and merge,
forming a larger vortex. It appears that this critical distance is roughly on the scale of a chord
length, as shown by the destructive interaction of the two structures at τ = 3.33. Linear
superposition fails in this regime, as the two-structures no longer constructively combine into a
single structure. This regime could be linked to the LEV shedding mechanism as described by
Widmann et al. [99], where the arrival of the half-saddle point at the trailing-edge marks the
onset of shedding, i.e. a chord length limit.
Insight into the interaction of LEV2A and LEV1B can be gained by looking at the canonical
problem of the merging of co-rotating vortex pairs, a detailed review of which is given by Leweke
et al. [155]. For the simplest case, a pair of free, equal strength vortices will begin to rotate around
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each other due to their mutual induced velocities before eventually merging; providing they are
below a critical core size to separation distance ratio [155]. Figure 5-3 echoes this behaviour,
particularity for dτ = 2.22 where the two vortices rotate around each other in a clock-wise sense.
The problem of the merging process in the current cases however becomes more complex due to
both an unequal strength between the vortex pair and the influence of the airfoil upper surface
boundary. A clear pattern in Figure 5-3 is the dominating behaviour of LEV1B over LEV2A.
For ∆τ = 1.11 and 2.22, LEV1B deforms LEV2A leading to a stretched region of vorticity that
subsequently wraps around LEV1B; similar to the behaviour of free, unequal strength vortex
pairs as documented by Trieling et al. [156]. The imposed boundary condition of the airfoil
upper surface acts, in a simplified sense, as a reflection plane which produces additional induced
velocities on the vortex pair [157]. Wang et al. [158] noted an increased rotation rate and merging
speed on a vortex pair in close proximity to a ground plane. The case of ∆τ = 3.33 increases the
complexity further due to the apparent chord length limit, where the introduction of the TEV
appears to aid the destruction of LEV2A.
5.4 Effect of Second Motion Amplitude
The data presented in Figure 5-3 showed the linear superposition principle holding reasonably
well for ∆τ = 2.22 despite the rather complex vortex merging process. LEV1B was much stronger
and exhibited dominant behaviour over LEV2A, which could be a prerequisite for the success
of the linear superposition prediction. Figure 5-4 explores the effect of strength ratio between
LEV2A and LEV1B which is achieved by altering the second motion amplitude, αpl,max. Lift
and corresponding flow field images are presented for second motion amplitudes ranging from
αpl,max = 5
◦ to 25◦. Also shown is the single motion case for comparison purposes, Figure
5-4a. For the second motion amplitude of αpl,max = 5
◦, Figure 5-4b, the effect of the additional
vorticity generated at the leading-edge is to slightly delay the shedding process compared with
the single motion case. When αpl,max is increased to 10
◦ the effects on the flow field are more
discernible, Figure 5-4c. At τ = 3.3 the emergence of two structures starts to become apparent
and at τ = 3.9 a faint swirling pattern can be seen. Interestingly these features are common
146
amongst all the amplitudes tested and predominantly become more pronounced when amplitude
of the second motion is increased, see Figure 5-4d to 5-4f. The distinct roll-up of the feeding
shear layer at τ = 2.8 becomes apparent from a second motion amplitude of αpl,max = 15
◦
to 25◦. As LEV1B becomes stronger the interaction between the vortex pair increases and the
resulting bulk vortical structure is at a greater vertical distance from the airfoil surface leading
to an increased shear layer angle with respect to the chord (τ = 3.9). All the cases in Figure 5-4
show more or less linear behaviour, highlighted by the agreement of the experiment and linear
superposition prediction. This figure maintains the suggestion that the primary factor governing
the linear lift response is the distance between LEV2A and LEV1B, rather than the ratio of their
strengths.
5.5 Correlation of Linear Superposition
In order to quantify the agreement of the linear superposition prediction with the experiment, a




(∆CL,exp. · ∆CL,exp. + ∆CL,lin.sup. · ∆CL,lin.sup.)
(5.1)
where ∆CL,exp. and ∆CL,lin.sup. are the relative lift for the experiment and linear superposition
prediction respectively. Equation 5.1 gives the cross product of the two lift signals divided by
the average of the cross products of each signal with itself, resulting in correlation ranging from
-1 to +1. It is important to note that all correlation values are based off the same measurement
window of 10 convective time units from the start of the second motion. This was chosen to
avoid agreement bias once the lift signal approaches steady state.
The results of the normalised correlation analysis are presented in Figure 5-5 and shows a variety
of different testing conditions from dτ = 0 to 7. Note here that the cases consist of equivalent
motion periods and amplitudes for both motions. The distinct deviation from agreement at
τ = 3.33 shown in Figure 5-3 can be seen in Figure 5-5a as a drop in the normalised correlation,
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which is closely related to the time for LEV2A to reach the trailing-edge, see Figure 5-1. Consider
first the comparison of the different motion periods; T = 2.86, 2.22 and 1.67. At ∆τ = 0 the
correlation exhibits a significant decrease with decreasing period, particularly for T = 1.67. This
is most likely due to an increased interaction between LEV1A and LEV1B. Evidence for this can
be seen in Figure 5-3 for ∆τ = 0.00 at τ = 0.00, where LEV1A is approaching the trailing-edge.
At higher frequencies LEV1A will have had comparatively less time to convect and so will have
a greater influence on LEV1B as it forms. It is believed that a similar effect is also occurring
in the correlation dip at τ = 3.33. For small motion periods, LEV2A will have had less time to
develop and convect before the initiation of the second motion, meaning the vortices will be more
likely to constructively interact and merge. The poor correlation regions at τ = 0.00 and 3.33,
Figure 5-5a, are short lived and quickly rise to a good level of agreement, > 0.95. Interestingly
the correlation remains good between τ = 6 to 7 despite the additional weaker vortex shedding
peaks, see Figure 5-4a. A similar result was also found in the reduced amplitude cases for
T = 2.22 and αpl,max = 5, 15
◦. Figure 5-5a shows no significant drop across the range of ∆τ and,
from the results shown in Figure 4-8, indicates that linear behaviour persists in weaker vortical
flows. This notion is reinforced once more by the results for the α0 = 15◦ case, at T = 2.22 and
αpl,max = 25
◦. It was shown previously in Figure 4-8 that the secondary peaks caused by LEV2A
are not as strong and as such, good correlation is exhibited across the ∆τ range. Interestingly
the normalised correlation for the ∆CM in Figure 5-5b responses show the same features as ∆CL
Figure 5-5a.
5.6 Additional Transient Motions
It is important to keep in mind that good agreement between linear superposition prediction
and experiment has only been demonstrated for two transient motions, meaning that the linear
superposition prediction will not necessarily hold for additional motions. Figure 5-6 explores
the lift response to four transient motions with a constant convective time delay between each
motion from ∆τ = 0.50 to 2.00. For these cases it was necessary to reduce the amplitude of the
motion to αpl,max = 15
◦ due to the constraint of the tunnel wall proximity.
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Figure 5-6a shows the lift response to four transient motions separated by a convective time delay
of ∆τ = 0.5. With the introduction of the second motion, the lift peak L1B increases by ≈ 0.5
and is maintained for the subsequent motions. Overall the linear superposition prediction agrees
well with the experimental signal, but shows signs of a potential agreement drift with additional
motions. A window of sustained lift can be observed between motions three and four in the
experimental signal, something that is not picked up by the linear superposition prediction. For
a convective time delay of ∆τ = 1.00, Figure 5-6b, the linear superposition agreement is very
good, particularly after the end of the fourth motion. As the convective time delay is increased
further to ∆τ = 1.5 and 2.0, Figures 5-6c and 5-6d, the linear superposition prediction begins
to drift out of agreement. It is surprising to see that the experiment actually exceeds the lift
prediction of the linear superposition and by the fourth motion the peak ∆CL has increased
by around 100%. Figure 5-6 shows that the timing becomes even more important for multiple
transient motions. The agreement of linear superposition can drift significantly in certain cases.
This is most likely related to the vortex positions and the subsequent merging behaviour seen
previously.
5.7 Periodic Motion
The results shown in Figure 5-6 point towards the establishment of periodic behaviour, where
the response shows no cycle to cycle variation in a phase averaged sense. It is interesting to
see that the lift maxima all show an asymptotic increase, which perhaps mirrors the mean lift
increase for sinusoidally plunging airfoils [151]. The aim of this section is to investigate the effect
of compounding sinusoidal motions, not only to see how the lift and flow field develops, but to
also test the limits of the linear superposition principle. An example of this is shown in Figure
5-7a for a single sinusoidal cycle, following the motion profile of Figure 3-4c. The solid black
line shows the relative lift response for a single sinusoidal cycle at α0 = 15◦. A distinct vortex
shedding peak can be seen after the motion at τ ≈ 7 which closely resembles Figure 4-2a and 4-
3a. Note that for these cases, τ = 0 denotes the start of the motion. By summing the individual
response cycle by cycle, the periodic linear superposition response can be constructed, shown by
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the dashed line in Figure 5-7a, which will be compared against the true experimental periodic
case. This asks the question; is the mean lift increase information, as seen in [70], contained
within the vortex shedding behaviour of a single cycle? Figure 5-7b shows the mean lift and lift
amplitude extraction that will be used later to compare the experimental signal with the linear
superposition prediction.
The following periodic cases were selected to mirror the forcing conditions tested by Chiereghin
et al. [70] and focus on a geometric angle of attack α0 = 15◦ for comparison purposes. Figure
5-8 presents the relative lift response and corresponding flow field images for a range of k at
A/c = 0.5. The flow field images are taken for the first three periods at a normalised period of
t/T = 0.25, i.e. quarter-cycle, which approximately corresponds to the point of maximum lift
for sinusoidal motion [70].
A distinct change in lift response can be seen between the first and second cycle for k = 0.24 in
Figure 5-8a which is elucidated by the corresponding flow field images. In cycle 1 the leading-
edge shear layer exhibits very weak roll up just aft of the trailing-edge, whereas in cycles 2
and 3 a coherent LEV is present over the upper surface. Very good agreement between the
experiment and linear superposition prediction is visible; the main discrepancy being the absence
of the secondary peak, presumably due to the shedding of an additional vortex. At k = 0.47
the difference between the first and second cycle becomes less distinct, see Figure 5-8b. The
amplitude displays reduced variation whilst the mean lift shows a large increase with τ . This is
shown in the flow field images to be due to an apparent strengthening of the LEV which moves
closer to the airfoil surface. Linear superposition provides a reasonable prediction, but tends
to slightly over-predict the peaks and troughs. For k = 0.63 in Figure 5-8c, a similar trend is
displayed. The amplitude remains virtually constant whilst the mean lift increases. Again the
flow field images indicate a strengthening of the LEV which moves towards the airfoil surface,
but also show a suppression of the TEV from cycle 1 to 2. The linear superposition response
shows good agreement with the peak lift, but drastically over-predicts the troughs. Finally, for
Stc = 0.94 the same trends in lift response are visible, see 5-8d. Flow field images indicate less
change in both the LEV strength and position and again show a suppression of the coherent
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TEV between cycle 1 and 2. Linear superposition predicts the amplitude reasonably well but
shows gross over-prediction of the mean lift component.
To gain a more detailed insight into how the lift response develops, the mean relative lift and
cycle amplitudes were calculated and plotted in Figure 5-9a and 5-9b respectively for both the
experimental and linear superposition responses. Figure 5-7b shows how these were determined.
The mean lift is tracked from a sliding average with a window of one motion period, giving a
smooth variation with τ . Cycle amplitudes were based off the difference between the cycle peak
and trough, giving singular points that were taken to occur at the mid-cycle. Both mean lift and
cycle amplitude were normalised by their final periodic value which was taken as the average
of the last 30 cycles from a 50 cycle run. All frequencies in Figure 5-9a show an asymptotic
increase in the mean lift component to their final periodic value. Each frequency converges to
steady-state within approximately 10τ from their point of initiation; i.e. the mid-point of the first
cycle. Linear superposition shows reasonably good prediction of this convergence time but shows
discrepancies in the normalised magnitude variation, particularly at high frequencies. In terms
of cycle amplitudes, Figure 5-9b, the lower frequencies display a greater variation from the first
cycle; the higher amplitudes on the other hand, k > 0.63, show very little amplitude variation
and is most likely due to the added-mass effect. Linear superposition shows good agreement with
this trend but discrepancies in normalised magnitude again start to appear at higher frequencies.
The results in Figures 5-9a and 5-9b show that periodic conditions are reached after a critical
convective time, rather than a critical number of motion cycles.
Finally, Figures 5-9c and 5-9d show the mean lift and amplitude (a1) once the experimental and
linear superposition responses reach a periodic state. The amplitude here is taken as the first
harmonic of the signal (a1); calculated via FFT. Both mean lift and amplitude are in line with
the data presented by Chiereghin et al. [70]. For an amplitude to chord ratio of A/c = 0.1, linear
superposition shows excellent agreement in terms of the mean lift component up to k = 0.47,
Figure 5-9c. For higher frequencies the mean lift is progressively over-predicted. At A/c = 0.3
and 0.5, there are small differences between experiment and prediction from k = 0.16 to 0.47. The
under-prediction stems from the secondary LEV present in the experiment which is responsible
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for the secondary peak in the lift response at A/c = 0.5 and k = 0.24, see Figure 5-8a. Beyond
k = 0.47 linear superposition massively over-predicts the mean lift response. This drastic rise in
mean lift is due to the continued summation of the single lift responses, which can take up to 10τ
to fully decay after motion cessation. At higher frequencies, k > 0.31, the mean lift will begin
to increase due to the accumulation of the lift in this decay period. More accurate predictions
of the mean lift component have been achieved by superposing an exponential decay on the post
motion lift response with a half-life of one period. However these results are omitted due to the
arbitrary implementation of the exponential correction. In terms of lift amplitude, a reasonable
level of agreement can be seen for all amplitudes, with some discrepancies between k = 0.47 and
0.94, the reasons for which are not currently clear.
5.8 Conclusions
The response to compounding transient motions has been investigated through lift, pitching
moment and flow field measurements to investigate vortex behaviour and to test the applicability
of the linear superposition principle as a predictive tool. The key findings are:
• Significant increases in peak lift occurred for post-stall angles of attack during the second
of two transient motions. The lift response could be reasonably estimated through linear
superposition of the single motion response with a surprising level of accuracy; quantified
through a normalised correlation parameter. Flow field measurements revealed this linear
behaviour to coincide with a merging process of two vortices on the airfoil upper surface.
Breakdown of the linear superposition principle occurred when the upper surface vortices
were at a sufficient separation distance of approximately one chord length, resulting in
destructive interference.
• A normalised correlation between the experiment and linear superposition prediction was
defined. It was shown that the normalised correlation remained above 0.95 for most of
the test cases. T was a significant influencer on the correlation at a convective time delay
between the two motions of ∆τ = 0.00 and 3.33 and was postulated to be again due to
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the vortex separation distance. Smaller amplitude cases exhibited good correlation across
the entire ∆τ range, suggesting that the linear superposition principle performs better in
weaker vortical flows.
• The amplitude of the second motion showed very little effect on the accuracy of the linear
superposition prediction, reinforcing the notion that the separation distance of the upper
surface vortices is the critical factor that governs linear behaviour.
• The effect of ∆τ becomes more significant for additional transient motions. Linear su-
perposition was shown to remain valid in a relatively smaller window of ∆τ during four
successive transient motions. Around this window the prediction showed a significant drift
from agreement, which could possibly worsen for additional motions. The maximum peak
lift showed an asymptotic increase of around 100% relative to the first motion lift peak.
• An extension to periodic motion was investigated. The linear superposition of a single
sinusoidal cycle was compared with experiment. It was found to capture the mean lift
increase remarkably well for k < 0.47, beyond which it displayed drastic over-prediction.
This was postulated to be due to increased LEV strength at higher frequencies. The
amplitude however was captured with a reasonable degree of accuracy across the range of
frequencies and amplitudes tested. At higher frequencies this is likely due to the dominance
of the added-mass component.
This chapter opens an interesting avenue for future research. Compound transient motions will
need to be extended to pitching and surging motions to test for any commonality in vortex
behaviour. Although linear superposition performed well in this specific plunging motion, it is
not reasonable to assume a similar performance for other canonical motions.
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Figure 5-1: Single transient motion, T = 2.22 and αpl,max = 25
◦; a) ∆CL for single transient
motion at α0 = 5, 20◦, b) ∆CM , c) key corresponding flow field development stages for α0 = 20◦
154
Figure 5-2: Compound transient motion, T = 2.22 and αpl,max = 25
◦; a) ∆CL for compound
motion with ∆τ = 2.2 at α0 = 5, 20◦, e) ∆CM for same compound motion case.
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Figure 5-3: Effect of second motion delay, ∆τ , on ∆CL with corresponding flow field images.
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Figure 5-4: Effect of second motion amplitude, αpl,max, on ∆CL with corresponding flow field
images for ∆τ = 2.22; a) Single motion, b) αpl,max = 5
◦, c) αpl,max = 10
◦, d) αpl,max = 15
◦, e)
αpl,max = 20
◦, f) αpl,max = 25
◦.
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Figure 5-5: Normalised correlation of linear superposition and experiment.
Figure 5-6: Four compound transient motions, a) ∆τ = 0.5, b) ∆τ = 1.0, c) ∆τ = 1.5, d)
∆τ = 2.0.
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Figure 5-7: Sinusoidal motion, a) example of lift response for single sinusoidal motion with the
linear superposition, b) mean lift and cycle amplitude extraction for sinusoidal motion.
159
Figure 5-8: Periodic sinusoidal comparison with linear superposition of single sinusoid lift
response for, a) k = 0.24, b) k = 0.47, c) k = 0.63, d) k = 0.94, e) corresponding flow fields at
t/T = 0.25 (quarter-cycle) for first 3 motion periods.
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Figure 5-9: Periodic sinusoidal comparison with linear superposition of single sinusoid, a)
normalised mean lift variation with τ , b) normalised cycle amplitude with tau, c) mean lift







Research into massively separated, vortex dominated flows has largely focussed on the low Reyn-
olds (Re) number regime where biological fliers and swimmers operate. It is perhaps fortuitous
that the performance requirements on experimental rigs to test in this regime are relatively
low, the vast majority of which take place in water tunnels or towing tanks. Reynolds number
insensitivity has been demonstrated through a wealth of research for Reynolds numbers from
O(102) to O(104) [4], however in order to push this envelope further experiments must migrate
to the wind tunnel environment where performance requirements become extreme. If general
Reynolds number insensitivity can be demonstrated into the transitional/turbulent regime, as
per Eldredge and Jones [4], confidence will be reinforced in the use and extrapolation of low
Reynolds number findings to high Reynolds number applications. The following study compares
the aerodynamic response of a transient plunging airfoil between an equivalent water tunnel and
wind tunnel experiment at Re = 20K and 100, 150K respectively. Lift, pitching moment and
flow field measurements show only minor differences between Re = 20K and Re = 150K in terms
of aerodynamic loads, stemming from the unsteady shear layer behaviour. During large-scale
vortex shedding, pressure measurements showed the peak loads to occur when the chord-wise
area exposed to the induced low pressure was maximised and revealed the aftward movement
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of the lower surface stagnation region to be a significant contributor to the aerodynamic loads.
The LEV velocity was estimated from the movement of the low pressure frontier across the
chord and shown to vary between 0.21 to 0.29U∞ depending on motion type and α0. This fron-
tier provides a reasonable approximation of the airfoil half-saddle point [101], a topological flow
point on the surface that divides forward and reversed flow. The half-saddle marks the shedding
of the LEV and subsequent loss of suction when it reaches the trailing-edge in line with recent
studies [93, 99–101]. Finally, the peak loads for Re = 20, 100, 150K displayed good collapse and
showed excellent agreement with the data from Chapter 4, adding confidence in the use of low
Re measurements for the high Reynolds number applications.
6.2 Aerodynamic Loads
Figure 6-1 presents the time-histories of ∆CL and ∆CM for Re = 20K and 150K. The case
selected here is for motion period T = 5.0 and amplitude αpl,max ± 8◦; the use of a larger motion
period and smaller amplitude combination when compared with Chapter 4 is due to the wind
tunnel rig limitations as described in Chapter 3. Consider first the positive motion cases shown
in Figure 6-1a and 6-1b. For the initial portion of the motion, indicated by the dashed line, the
lift response is almost identical between Re = 20K and 150K for all α0 tested. At mid-motion
however, τ = −2.5, the differences between different Re and α0 start to manifest. For α0 = 0◦
at Re = 150K the lift shows a marginal yet consistent increase above Re = 20K which extends
beyond the end of the motion to around τ ≈ 10. Better agreement between Reynolds numbers
is seen for α0 = 5◦ and 10◦, where the latter displays a distinct sustained lift increase for the aft
portion of the motion. At α0 = 15◦ the lift drops significantly from τ = −2.5 to a negative value
before recovering from τ ≈ 0. For this case, Re = 150K displays a number of small post-motion
lift peaks rather than the single smooth increase seen at Re = 20K; these will be discussed later.
With regards to the pitching moment, Re = 20K and 150K are in qualitative agreement for all
α0 and both display the distinct peaks in nose-down pitching moment at α0 = 10, 15◦. The large
nose-down peak at α0 = 10◦ is indicative of coherent LEV formation and shedding, which serves
to explain the sustained lift increase in Figure 6-1a. A slight delay is present in the timing of
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nose-down peaks at Re = 150K, which indicates earlier shedding of the LEV at a lower Reynolds
number, in line with [102].
Slightly better levels of agreement between Re = 20K and 150K are also displayed during the
negative motion cases, see Figure 6-1c and 6-1d. All pre-stall α0 exhibit similar behaviour in
both lift and pitching moment response. A more rounded lift response is exhibited during the
motion for Re = 150K when compared with the sharper peak seen for Re = 20K. It is of
the authors belief that this is a rig specific feature, possibly manifesting from the differences in
actuation methods, described in Chapter 3. Nevertheless the lift curves are in close agreement,
particularly when taking the measurement uncertainties into account, also described in Chapter
3. For the post-stall condition of α0 = 15◦ the lift and pitching moment display the characteristic
post-motion vortex formation and shedding from τ = 0. This was determined in Chapter 4 to
be due to flow reattachment during the motion period followed by separation and roll-up. The
results suggest a somewhat stronger vortex that sheds at a slightly later time for Re = 150K
which is particularly visible in the pitching moment response, see Figure 6-1d.
Figure 6-2 presents results for the same motion as Figure 6-1 at the additional post-stall condi-
tions of α0 = 18, 20, 25 and 30◦. During positive motion the lift and pitching moment responses
show similar behaviour. There is a drop in maximum ∆CL as α0 is increased from 18
◦ to 30◦,
similar to the smaller period, larger amplitude cases shown in Figure 4-2a. In contrast to Figure
4-2b however, the nose-down pitching moment peak also decreases with increasing α0, possibly
due to the lack of a strong vortex present over the airfoil in the present cases. In the post-
motion stage, all post-stall α0 display multiple lift and pitching moment peaks for Re = 150K,
an artefact that is not observed in pre-stall conditions, see Figure 6-1. The cause of these peaks
is elucidated in Figure 6-3a which presents the chord-normal acceleration superposed onto the
relative lift response for the α0 = 18◦ case. Significant wing oscillations occur from τ > 0 that
coincide with the inception of the lift peaks. The acceleration leads the lift maxima which infers
that the peaks are caused by a circulatory component rather the added-mass effect. This is
verified in Figure 6-3b, where the upper surface pressure coefficients are mapped with τ . Mul-
tiple vortical signatures can be observed from τ > 0 as low pressure bands that convect across
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the chord, corresponding to the lift peaks in Figure 6-3a. This will be addressed in section 6.5.
Additional pressure maps will be discussed in section 6.3.
Considering the negative motion cases in Figure 6-2 at α0 = 18◦, the lift and pitching moment
once again point towards a slightly stronger vortex that is shed around 1τ later for Re = 150K;
this case also marks the emergence of an additional peak for Re = 20K and 150K at τ = 5 and
6 respectively. Interestingly when α0 is increased further to 20
◦, the post-motion lift peak for
Re = 20K exceeds the Re = 150K case. This data point was checked for repeatability and was
confirmed to be valid. The additional vortex shedding peak observed at τ ≈ 5 for Re = 20K in
the lift and pitching moment response is no longer present at Re = 150K, presumably due to
a lack of vortex strength required for additional shedding [96]. When α0 is increased further to
25, 30◦ the first post-motion lift and pitching moment peaks reduce significantly and additional
maxima are displayed at τ ≈ 3, 6, 9. Lift and pitching moment signals are consistently larger for
Re = 150K which is most likely related to the excitation of the free shear layer through wing
vibration as described previously.
6.3 Flow Field and Pressure Distribution Measurements
To better understand the differences in loads response between Re = 20K and 150K, Figures
6-4, 6-5, 6-6 and 6-7 present the flow fields for select cases. The associated ∆CL and ∆CM are
shown in part a) and b), and the corresponding pressure distributions for Re = 150K are shown
in Figure 6-8. The flow field comparison between Re = 20K and 150K for α0 = 15◦, T = 5.0 and
αpl,max = 8
◦ is shown in Figure 6-4c. The motion starts at τ = −5.00 where the flow field begins
in a steady-state, stalled condition. Both Re = 20 and 150K show fully separated flow and the
upper surface pressure distribution for Re = 150K is virtually constant, see Figure 6-8a. At
mid-motion, τ = −2.50, the lift and nose-down pitching moment are at their maximum. Figure
6-4c indicates for both Re a weak vortex forming above the airfoil associated with higher velocity
above the leading-edge shear layer and marginal increase in velocity above the trailing-edge. This
is demonstrated in Figure 6-8a through an increase in suction on the upper surface with a broad
peak around x/c = 0.8. This combined with the lower surface stagnation point moving reward
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and spreading causes the increase in lift and nose-down pitching moment observed. Note that
the additional dynamic pressure introduced by the motion is around 1% and as such, has not
been factored in to the calculation of CP . At motion cessation the weak vortex is shed and
the leading-edge shear layer is deflected upwards, causing the lift to drop below the static value
through decreased upper surface suction, see Figure 6-8a. Beyond τ = 0.00 the lift and pitching
moment responses of Re = 20 and 150K begin to differ more significantly as described previously,
however no significant difference can be seen in the velocity magnitude plots in Figure 6-4c. A
low pressure wave is observed in Figure 6-8 at τ = 2.00 around the mid-chord region and is
responsible for the lift peak in the Re = 150K case (which is influenced by wing vibration).
Figure 6-5 presents the lift, pitching moment and flow field measurements for the equivalent
negative motion case, α0 = 15◦, T = 5.0 and αpl,max = −8◦. The motion starts with the
same fully separated flow state, see Figure 6-5c, and at mid-motion the flow begins to reattach
from the leading-edge due to the reduced total effective angle of attack. Both Re = 20 and
150K display minimum relative lift around this time which is produced through an increase in
pressure on the upper surface and a decrease in pressure on the lower surface, see Figure 6-8b.
At motion cessation, τ = 0.00, the flow is almost fully reattached for Re = 150K, indicated by
the leading-edge suction peak in Figure 6-8b, whereas a significant band of separated flow is still
present over the upper surface for Re = 20K, as expected for lower Re flows. As time progresses
the flow in both cases begins to separate and roll-up. For Re = 20K the small recirculating
region near the leading-edge spreads over the chord at τ = 2.00 and by τ = 3.23 the maximum
lift and nose-down pitching moment is achieved, caused by an elongated vortical structure as
indicated by the vorticity plot. For Re = 150K the flow detachment process begins from a fully
attached flow state which takes comparatively longer to progress. Vortex inception can be seen
at τ = 2.00 which progressively grows in size and induces maximum loads at τ = 3.65. The
pressure plots in Figure 6-8b show this clearly as a low pressure wave convecting and spreading
from the leading-edge region. At Re = 150K the vortex appears stronger and more coherent
which is indicated by the increased velocity above the leading-edge shear layer. Similar to the
findings from Chapter 4, it appears that the degree of flow reattachment influences the strength
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of the subsequent LEV for negative motion cases.
To elucidate the progression in flow field with α0, Figure 6-6 shows results for α0 = 18◦, T = 5.0
and αpl,max = −8◦. At τ = 0.00 the flow is reattached for the majority of the chord for
Re = 150K, caused by the reduction in effective angle of attack during the motion. The pressure
distribution in Figure 6-8c highlights this as a distinct leading-edge suction peak followed by a
comparatively reduced suction in the aft portion of the upper surface when compared with the
equivalent case for α0 = 15◦, see Figure 6-8b. For Re = 20K the flow displays a larger region
of separated flow over the airfoil with no signs of significant reattachment. Despite this, shear
layer roll-up is still observed and a distinct vortex can be seen convecting across the chord from
τ = 1.67 to 2.00. Similar flow features are present for Re = 150K, but once again the flow takes
a comparatively longer time to develop into a marginally stronger LEV, as indicated by the
velocity magnitude at τ = 2.53. This induces peaks in the lift and nose-down pitching moment
with a 0.53τ delay compared with Re = 20K. The vortex induces a broad low pressure region on
the upper surface, see Figure 6-8c, extending from the leading-edge to x/c ≈ 0.8 and somewhat
increases the high pressure region on the lower surface.
When α0 is increased further to 20
◦ different behaviour is observed and the lower Re case now
produces the larger, more delayed peak in lift and pitching moment. Figure 6-7c indicates that
the reduction in effective angle of attack is no longer sufficient to reattach the flow for both
Re = 20, 150K. At τ = 0.00 both cases display significant separation across the entire chord.
No suction peak exists in the upper surface pressure distribution for Re = 150K, which instead
displays a suction wave around x/c ≈ 0.25 indicating vortex formation. The vortex convects and
grows until τ = 1.03 where the peak lift and nose-down pitching moment occur. The vorticity
plot at this time instant indicates a more diffuse, less coherent vortex compared to Re = 20K.
At Re = 20K the vortex takes a longer time to form, produces stronger load peaks and appears
to be sufficiently strong to induce an additional shedding event at τ ≈ 5.
With regard to the positive motion cases, an interesting feature is the similarity of the peak lift
across the α0 range, despite the drastically different flow-fields, see Figure 6-1a; similar to the
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findings in Chapter 4. To explore this further, the relative lift, pitching moment and flow fields
at Re = 150K are shown in Figure 6-9 for α0 = 5, 10, 15◦. These will be discussed along with
the pressure distributions presented in Figure 6-10 to elucidate how the lift changes manifest.
The relative pressure coefficient, ∆CP , is also plotted alongside the plots of CP to highlight the
chord-wise position of the pressure changes and is defined as:
∆CP = CP − CP ,α0 (6.1)
where CP ,α0 is the static pressure distribution. The motion starts at τ = −5.00 where the flow
fields are in their steady-state, see Figure 6-9c. The pressure distributions at this time instant
in Figure 6-10a show attached flow for α0 = 5, 10◦ and complete separation for α0 = 15◦. At
τ = −3.75 the lift response is almost identical for all α0. Notable changes in the flow field are the
increased velocity in the leading-edge region for α0 = 5, 10◦ which is verified by the increase in
suction peak in Figure 6-10. The distribution of ∆Cp highlights this suction peak increase along
with a slightly increased pressure on the lower surface for the majority of the chord; related to
the aft movement of the stagnation point. For α0 = 15◦ however the flow remains massively
separated and Figure 6-9c shows a change in the streamline recirculation just aft of the quarter-
chord. The corresponding pressure distribution displays a near constant increase in upper surface
suction across the chord with a slight maxima at x/c ≈ 0.3, see Figure 6-10b. This is observed in
the ∆Cp distribution and suggests the presence of a weak vortical structure. The approximately
constant increase in lower surface pressure along with the absence of leading-edge suction causes
the pitching moment to decrease, see Figure 6-9b. A similar maximum lift is obtained for all α0
at τ = −2.50 despite the significant flow field differences. The velocity magnitude plots in Figure
6-9c show attached flow for α0 = 5◦, LEV inception for α0 = 10◦ and massively separated flow
with weak vortex formation for α0 = 15◦. These flow field differences yield significant variations
in pressure distribution as shown in Figure 6-10c which are more clearly shown in the ∆Cp
distribution. For α0 = 5◦ the attached flow creates a typical leading-edge suction peak which
leads to a slight pitching moment increase. Vortex inception for α0 = 10◦ induces a suction
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wave centered around x/c ≈ 0.15 and creates a similar pitching moment increase to α0 = 5◦.
At α0 = 15◦ the entire upper surface experiences a suction increase which is marginally biased
towards the trailing-edge at x/c ≈ 0.75. This corresponds with the weak vortex position in
Figure 6-9c and leads to the excursion in nose-down pitching moment. At τ = −1.25 the suction
peak for α0 = 5◦ begins to decrease as αpl begins to reduce. A distinct vortex is present over
the aft portion of the airfoil at α0 = 10◦ which leads to a nose-down pitching moment spike
and sustained lift increase. The nose-down pitching moment is made more severe by the loss of
suction peak at the leading-edge, see ∆Cp in Figure 6-10d. For α0 = 15◦ the weak vortex has
been shed and a weak TEV has formed which leads to a reduction in lift [159]. Figure 6-9c shows
the leading-edge shear layer deflected at a greater angle from the chord line which manifests as
a reduction in upper surface suction, see Figure 6-10d. Interestingly, an increase in lower surface
suction at the trailing-edge region can be seen, possibly caused by the formation of the TEV.
After τ = 0 the lift drops dramatically for α0 = 10◦ as the vortex is shed into the wake. The
leading-edge shear layer takes time to reattach to the airfoil contour after being lifted from the
surface during unsteady separation, thus leading to the reduction in lift observed.
6.4 Surface Pressure Analysis
Surface pressure analysis can reveal the behaviour of vortex formation and convection, giving a
detailed view of how the lift and pitching moment features are produced. Figure 6-11 presents
the contours of the upper and lower airfoil surface with τ for α0 = 10◦ during positive motion,
and α0 = 15, 18, 20◦ during negative motion, i.e. the cases where strong vortex formation is
present. Consider first the case α0 = 10◦ for positive motion in Figure 6-11a. Vortex inception
can be seen in the leading-edge region at τ ≈ −3 which induces significant low pressure in a
small closed region. As time progresses the vortex undergoes a process of accelerated growth
until τ ≈ −2.5 where the low pressure region progresses across the chord linearly with time; the
initiation of which is marked by a drop in leading-edge suction. In a similar study by Leknys
et al. [101], the linear expansion of this low pressure frontier was linked to the movement of a
half-saddle point, a topological flow point on the airfoil that represents the boundary between
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forward and reversed flow [93], see Figure 2-26. Leknys et al. [101] noted a significant collapse
in upper surface suction at the point where the half-saddle reached the trailing-edge, in line with
the findings of Rival et al. [93], Widmann & Tropea [99] and Krishna et al. [100]. Figure 6-11a
highlights the approximate location of the half-saddle point, where the pressure gradient changes
rapidly in the chord-wise direction. The dotted line represents the growth rate and convection of
the LEV and is estimated to progress at approximately 0.29U∞ in this linear region. A dramatic
loss of suction can be seen at τ ≈ −0.5 where the half-saddle point reaches the trailing-edge.
which coincides with the drop in lift and nose-down pitching moment spike, see Figure 6-9c. As
the half-saddle approaches the trailing-edge a spike can be seen in lower surface high pressure;a
feature that is visible in all the cases presented in Figure 6-11. Leading-edge suction then begins
to rebuild from τ ≈ 1 as the shear layer reattaches to the airfoil upper surface, shown previously
in Figure 6-9c, which coincides with the growth of the high pressure region on the lower surface.
Figure 6-11b presents α0 = 15◦ for negative motion. A favourable pressure gradient is produced
on the upper surface during the motion between τ = −5 and 0 which allows the flow to reattach
to the airfoil. From τ = −1 the attached flow begins to produce a leading-edge suction peak on
the upper surface which rapidly expands between τ ≈ 0.5 to 1 before progressing linearly across
the chord, elucidating the vortex emergence, growth and convection similar to the previous case.
During this time the lower surface initially shows decreasing pressure from τ = −5 to −2.5
as the stagnation point moves towards the leading-edge during the acceleration phase. In the
deceleration phase, τ = −2.5 to τ = 0, this is reversed. After the motion stage, τ = 0 to
τ = 5, the lower surface displays a broad high-pressure region which correlates with the growth
and formation of the upper surface LEV. As the upper surface half-saddle point approaches
the trailing-edge, a distinct high pressure spike is observed in the lower surface pressure around
τ = 3.5. As the upper surface vortex grows and convects the lower surface stagnation region is
sustained at a more aft location, highlighting the increased circulation produced by the bound
vortex [94, 100]. Maximum lift corresponds to the point where the majority of the upper surface is
exposed to the low pressure induced by the vortex [101], coinciding with the maximum aftward
movement of the stagnation region at τ = 3.6. Once again a rapid drop in lift is observed
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approximately where the half-saddle estimation reaches the trailing-edge. At this point the
vortex is no longer bound to the airfoil [93, 99, 101] which leads to a drop in upper surface
suction and foreward movement of the stagnation region. A growth and convection rate of
0.21U∞ has been estimated here for the linear region, a notable decrease from the previous case.
The same negative case for α0 = 18◦ is presented in Figure 6-11c. In general, the same trends as
α0 = 15◦ can be seen. At motion cessation, τ = 0, the flow was shown to be partially reattached
over the front half of the airfoil, see Figure 6-6c, which manifests as a leading-edge suction peak
of similar magnitude to α0 = 15◦. This suction peak then rapidly expands between τ ≈ 0
and 0.5 before exhibiting the same linear growth rate across the chord. During this time the
stagnation region has shifted aftwards across the lower surface and it sustained between τ ≈ 1 to
3. Complete suction breakdown again occurs approximately where the half-saddle point reaches
the trailing-edge, which was estimated to travel at around 0.25U∞.
When α0 is increased to 20
◦ the motion is no longer sufficient to reattach the flow and as such
the upper surface pressure distribution shows a distinctive lack in leading-edge suction peak,
Figure 6-11d. The vortex signature is more faint in this case, but nevertheless displays a growth
and convection of roughly 0.25U∞.
The half-saddle convection speeds from Figure 6-11 have been estimated to range from 0.21 to
0.29U∞ for different α0 and motion types. This is somewhat higher than Leknys et al. [101] who
showed convection speeds varying between 0.16 and 0.22U∞. They found a strong dependence
on pitch rate, although only presented the convection data for a small subset of the study. The
half-saddle convection speed is evidently a complex phenomena and dependent on a wide range
of variables, such as motion kinematics, α0 and airfoil geometry. It remains an open question
and the accurate tracking of which will require the use of recent advances in Lagrangian flow
diagnostics as shown by Krishna et al. [100]. It is also interesting to note that the estimated
half-saddle convection speeds equate to chord length convection times of 3.4 to 4.8τ . This
corresponds with the findings of Chapter 5, which showed destructive LEV interaction and a
distinct drop in linear superposition correlation at convective time delay of ∆τ = 3.3, see Figure
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5-5, suggesting that the location of the half-saddle point can serve as a reasonable predictor for
the linear behaviour of compounding transient motions.
6.5 Additional Cases with Data Reduction
For a more complete picture of the Reynolds number effect and to better isolate any rig specific
features, an additional Reynolds number of 100K was tested in the wind tunnel. Relative lift
and pitching moment for positive and negative motion are presented in Figure 6-12 at α0 = 15◦,
T = 5.0 and αpl,max ± 6◦. The corresponding pressure maps for the upper and lower surface
are shown in Figure 6-13 at Re = 100, 150K. In general, the intermediate Reynolds number of
100K shows good agreement with Re = 20, 150K and displays only minor discrepancies in the
magnitudes and timings of the lift and pitching moment peaks. The wing vibration still has an
effect for Re = 100K which can be seen in the positive motion lift and pitching moment, see
Figure 6-12a,b. Figure 6-13a shows this effect in more detail as low pressure vortical signatures
convecting across the chord from τ = 0. These bands are more closely spaced for Re = 100K
due to the combination of lower free-stream velocity and constant wing vibration frequency. At
Re = 100K the motion acceleration is reduced compared with Re = 150K, which results in
smaller magnitude wing oscillations; yet Figure 6-12 displays a similar lift peak magnitude to
Re = 150K around τ = 2. This indicates that the wing vibration may not be as influential
as previously suggested. For the negative motion, Figure 6-13b shows a similar low pressure
progression on the upper surface, with loss of suction occurring slightly sooner for Re = 100K.
To further demonstrate the small effect of Reynolds number, the peak loads were extracted for a
range of αpl,max from −10◦ to +10◦ for α0 = 15◦ and T = 5.0. These are plotted in Figure 6-14.
Note that due to wind tunnel rig limitations the maximum amplitude that could be reached
for Re = 150K was αpl,max = ±8◦. For the first peak, L1/M1, all three Reynolds numbers
collapse reasonably well across the amplitude range, see Figure 6-12a. A slight spread between
the Reynolds numbers exists, but this does not show a clear trend and is close to the bounds
of uncertainty. Similar conclusions are drawn from the trends of L2 and M2 in Figure 6-12b,
where all Reynolds numbers display the same fundamental behaviour; although a slightly higher
173
L2 and M2 are found for Re = 100, 150K which is most likely due to wing vibration. Figure
6-12c shows the results of Figure 6-12a,b superposed from the results in Figure 4-8 for α0 = 15◦.
The results fit very well with the previous data set and it is not unreasonable to assume that a
similar level of agreement, if not better, would exist for larger amplitude motions [4, 40, 49, 97].
6.6 Conclusions
The effects of significant Reynolds number change on the aerodynamic response of a transi-
ent plunging NACA0012 airfoil has been investigated through lift, pitching moment, unsteady
pressure and flow field measurements. The key findings are:
• The lift and pitching moment responses remained relatively unchanged between Re = 20K
and 150K. For negative motion, small differences in vortex strength and timing were
attributed to the propensity of the shear layer to reattach during motion at a higher
Reynolds number.
• Pressure maps revealed the low pressure signature of the upper surface vortex growth and
convection stage. Vortex inception coincides with a small, intense region of low pressure
situated at the leading-edge. This region grows rapidly and begins to spread across the
chord at near constant speed. The point of maximum lift occurs when the chord-wise
area exposed to the low pressure region is maximised, i.e. when the LEV and therefore
half-saddle point reach the trailing-edge. During vortex growth and convection the lower
surface stagnation region moves aftward as a result of increased circulation provided to
the airfoil by the bound vortex and is a significant component to the lift and nose-down
pitching moment increase.
• Estimates of the vortex growth and convection speed were between 0.21 to 0.29U∞ de-
pending on the motion type and α0. These estimates were extracted from the approximate
location of a half-saddle point, a topological flow point on the airfoil surface dividing the
region of forward and reversed flow, which approximately coincides with the strong adverse
pressure gradient that precedes the upper surface vortex [101]. In line with current liter-
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ature [72, 93, 101] a drastic loss of suction on the upper surface coincided with the arrival
of the half-saddle point at the trailing-edge. This also marks the forward movement of the
stagnation region, indicating the shedding of the circulation contained in the bound vortex.
• Peak lift and pitching moment values collapsed well for Re = 20, 100, 150K across a range
of motion amplitudes at α0 = 15◦ and T = 5.0. Despite a small amount of spread, the
results showed excellent agreement with the large parameter sweep from Chapter 4.
This study reinforces the notion that Reynolds number has a minimal effect on massively separ-
ated and vortex dominated flows [4, 40, 49, 97], adding confidence in the applicability of low Re
measurements to high Re applications.
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Figure 6-1: Comparison between Re = 20K and 150K for a single plunging motion at T = 5.0
and αpl,max = ±8◦ with α0 = 0, 5, 10, 15◦. a) relative lift for positive motion, b) relative
pitching moment for positive motion, c) relative lift for negative motion, d) relative pitching
moment for negative motion.
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Figure 6-2: Comparison between Re = 20K and 150K for a single plunging motion at T = 5.0
and αpl,max = ±8◦ with α0 = 18, 20, 25, 30◦. a) relative lift for positive motion, b) relative
pitching moment for positive motion, c) relative lift for negative motion, d) relative pitching
moment for negative motion.
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Figure 6-3: a) Chord-normal acceleration with relative lift coefficient, b) coefficient of pressure
with τ for α0 = 18◦, T = 5.0, αpl,max = 8
◦ - positive motion.
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Figure 6-4: Comparison between Re = 20K and 150K; α0 = 15◦, T = 5.0, αpl,max = 8
◦; a)
relative lift coefficient, b) relative Pitching moment, c) velocity magnitude at select times.
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Figure 6-5: Comparison between Re = 20K and 150K; α0 = 15◦, T = 5.0, αpl,max = −8◦; a)
relative lift coefficient, b) relative Pitching moment, c) velocity magnitude at select times with
select spanwise vorticity plots.
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Figure 6-6: Comparison between Re = 20K and 150K; α0 = 18◦, T = 5.0, αpl,max = −8◦; a)
relative lift coefficient, b) relative Pitching moment, c) velocity magnitude at select times with
select spanwise vorticity plots.
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Figure 6-7: Comparison between Re = 20K and 150K; α0 = 20◦, T = 5.0, αpl,max = −8◦; a)
relative lift coefficient, b) relative Pitching moment, c) velocity magnitude at select times with
select spanwise vorticity plots.
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Figure 6-8: Pressure coefficient distribution at Re = 150K; corresponding to Figures 6-4,6-5,
6-6 and 6-7.
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Figure 6-9: a) Relative lift, b) relative pitching moment and c) velocity magnitude plots at
Re = 150K for α0 = 5, 10, 15◦, T = 5.0 and αpl,max = 8
◦.
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Figure 6-10: Pressure coefficient distribution at Re = 150K; corresponding to the cases
presented in Figure 6-9.
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Figure 6-11: Pressure contour maps of the airfoil upper and lower surface.
186
Figure 6-12: Comparison between Re = 20K, 100K and 150K at T = 5.0 and αpl,max = ±6◦
with α0 = 15◦. a) relative lift for positive motion, b) relative pitching moment for positive
motion, c) relative lift for negative motion, d) relative pitching moment for negative motion.
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Figure 6-13: Pressure contour maps of the airfoil upper and lower surface at Re = 100, 150K
for positive and negative motion.
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Figure 6-14: Relative lift and pitching moment peaks comparison between Re = 20K, 100K and




Loads Reduction Through Passive
Device
7.1 Summary
Aircraft of all scales experience their highest loads during extreme manoeuvres, gust encounters
or turbulence; the suppression of which is highly beneficial from a structural and control view
point. A novel approach to reduce the peak lift and pitching moment on a plunging airfoil was
investigated through force, moment, and velocity measurements. This study investigates a device
that can be activated for short time intervals during a gust encounter or unsteady manoeuvre at
the expense of potential short-duration drag increase. The approach, unlike previous investiga-
tions of delayed flow separation and leading-edge (dynamic stall) vortex, uses forced separation
through deployment of a mini-tab (flow fence) near the leading-edge. Depending on the frequency
and the amplitude of the wing motion the mini-tab can delay the roll-up of vorticity through
the prevention of shear layer reattachment during the motion cycle. This change in the vortex
dynamics provides effective lift and moment alleviation for post-stall angles of attack and low re-
duced frequencies. In contrast, at low angles of attack the separated shear layer emanating from
the mini-tab can reattach downstream and roll-up, resulting in vortex shedding and lift/moment
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increase. These two distinct flow regimes cause (positive) maximum and (negative) minimum
in the lift reduction, with optimal frequencies roughly scaling with the reduced frequency. In
contrast the borderline between the two regions approximately scales with the Strouhal number
based on amplitude, and in particular with the minimum effective angle of attack during the
cycle. The transient response was studied by investigating impulsively started plunging oscil-
lations. In most cases, periodic response is reached within one cycle. During the first cycle,
lift reduction is achieved for all frequencies within the range tested in the experiments, which is
highly beneficial for a device operating in a more realistic gust or manoeuvre scenario.
7.2 Static Lift and Pitching Moment
Figure 7-1a presents the static lift coefficient for the “baseline” NACA 0012 and the “control”
NACA 0012 with mini-tab alongside relevant examples of the NACA 0012 in literature at compar-
able Reynolds numbers. The lift coefficient of the baseline NACA 0012 shows excellent agreement
with previous measurements taken at the University of Bath using both the current lift meas-
urement system [70] and a binocular strain gauge configuration [137]. A substantial amount of
non-linearity can be seen in the lift curve slope, which is characteristic of a NACA 0012 airfoil
at low Reynolds numbers [138–140]. The observed plateau between α0 = 0 to 2◦ is attributed
to laminar separation of the boundary layer followed by an abrupt reattachment at around 4◦
[138], causing the sharp increase in lift curve slope. As the angle of attack increases the gradient
begins to decrease, hinting at the formation of a laminar separation bubble on the upper surface
[139]. This is highlighted in Figure 7-1c, where a closed region of separation can be observed at
α0 = 5◦ on the baseline airfoil. The streamlines deviate from the contour of the airfoil which
leads to the non-linearity in the lift curve slope. Despite the agreement with literature at low
to moderate angles of attack, differences begin to manifest beyond stall. It has been shown that
at low Reynolds numbers, O(104), the lift curve is highly sensitive to both turbulence intensity
and Reynolds number [114, 139].
Considering the static lift of the “control” airfoil in Figure 7-1a, the mini-tab drastically reduces
the lift across the majority of the α0 range. This is shown in Figure 7-1c as a result of forced
192
flow separation at the mini-tab location which extends across the chord [110]. At post-stall
conditions the mini-tab becomes less effective as the baseline airfoil is also in a fully separated
state. Interestingly a positive lift coefficient is observed at α0 = 0◦. This was not seen in
the study by Heathcote et al. [110] and is most likely related to the difference in Reynolds
numbers between the studies (Re = 20K to Re = 660K), rather than the difference in lift
measurement systems. At negative angles of attack the mini-tab’s effect is reduced, in line with
the measurements by Heathcote et al. [110].
In Figure 7-1b the static pitching moment for the baseline airfoil shows excellent agreement
with Ohtake et al. [140] at a similar Reynolds number. The causes of the undulations is not
fully understood, but is most likely related to the laminar boundary layer behaviour responsible
for the non-linearity in the lift curve. The mini-tab suppresses the undulations in the pitching
moment at positive, pre-stall angles of attack but leads to a more negative, nose-down value. At
post-stall angles the control airfoil exhibits a less negative, nose-down pitching moment. Similar
to the lift response, the pitching moment is less effected by the mini-tab at negative angles of
attack.
7.3 Dynamic Loads and Mini-tab Performance
The test matrix for dynamic loads measurements includes a wide range of reduced frequencies,
amplitudes and geometric angles of attack. This is reduced to a single performance parameter
each for the lift, δCL, and pitching moment, δCM , that is calculated from the phase-averaged
response. This is illustrated in Figure 7-2a and Figure 7-2b which presents the phase-averaged
lift and pitching moment respectively at α0 = 15◦, A/c = 0.5, k = 0.24 for both the baseline
and control airfoils. In this case the baseline airfoil displays a distinct peak in lift and nose-down
pitching moment at t/T = 0.23 which corresponds to the formation and shedding of a coherent
LEV, see Figure 7-2c. The LEV induces a low pressure over the airfoil upper surface which is the
mechanism of the lift increase. As the vortex is approaching the trailing-edge, the low pressure
centre acts at large distance from the quarter-chord axis resulting in the large nose-down pitching
moment. For the control case the mini-tab suppresses the formation of the LEV and therefore
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displays significantly reduced magnitudes of both peak lift and pitching moment. The parameter
that determines the mini-tab effectiveness as a loads control device is therefore defined as the
difference between these peaks:
δCL = max(CL,control) − max(CL,baseline) (7.1)
δCM = max(|CM ,control|) − max(|CM ,baseline|) (7.2)
The quantity δCL in Equation 7.1 is defined as the difference in maximum phase-averaged lift
coefficient between the control and baseline airfoils, illustrated in Figure 7-2a, as the magnitude
of peak lift suppression is paramount for a loads control device. Peak lift reduction and hence
beneficial performance will occur when δCL < 0. For the pitching moment, δCM is defined as
the difference in maximum absolute phase-averaged pitching moment between the control and
baseline airfoils, as shown in Figure 7-2b. Any large excursion in pitching moment regardless of
its sign is undesirable from a loads control perspective, thus the absolute term in Equation 7.2.
The performance of the mini-tab with respect to lift, δCL, is shown in Figure 7-3 for the entire
test matrix. For the symmetry case at α0 = 0◦ the lift performance is fairly insensitive to both
reduced frequency and amplitude, residing primarily in the “detrimental” region which is defined
as δCL > 0, i.e. the mini-tab increases the peak lift. The value of δCL remains close to the static
performance of the mini-tab at k = 0.0 and only begins to deviate into the beneficial region from
k = 0.9 to 1.1, depending on the amplitude. For the pre-stall angles of attack,α0 = 3, 5, 7◦, the
lift performance becomes more sensitive to k and A/c. At k = 0.0 the value of δCL varies in
accordance with the static lift curves (Figure 7-1a) and therefore monotonically decreases with
α0 up to 9
◦. In this regime there is a strong amplitude dependence. For α0 = 3, 5, 7◦ δCL
consistently increases with A/c; for the stall angle α0 = 9◦ at the largest amplitude, A/c = 0.5,
δCL initially decreases with k before increasing so that the monotonic trend is lost. Superposed
onto this general trend of increasing δCL with k and A/c are maxima. For α0 = 5◦ these occur
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at k = 0.4, 0.52, 0.52, 0.6 and 0.8 for A/c = 0.5, 0.3, 0.2, 0.1 and 0.05 respectively, suggesting a
dependence on Strouhal number based on peak-to-peak amplitude, StA. The highest amplitudes
tend to converge towards δCL = 0.0 at high reduced frequencies indicating a reduced effect of
the mini-tab in extreme unsteadiness, this will be explored later. All angles in the pre-stall
regime appear to show a quasi-static region, beyond which δCL begins to deviate from the static
performance. The reduced frequency which this deviation occurs at increases proportionally with
α0 from approximately k = 0.1 at α0 = 3◦ to k = 0.25 at α0 = 9◦.
For post-stall angles, α0 = 11, 13, 15◦, the inflection with amplitude becomes stronger, with
distinct minima present between k = 0.20 and 0.40. The magnitude of lift reduction in this
region increases with α0 and at α0 = 15◦ the mini-tab is capable of suppressing lift by up to
δCL = −1.5. Similar to the pre-stall α0, δCL exhibits minor variations with k at A/c = 0.05 and
shows greater sensitivity to k as the amplitude is increased. It is interesting to note the absence
of quasi-static behaviour for the post-stall cases and deviations from the static performance occur
at very low reduced frequencies. Once again the influence of the mini-tab deteriorates at high
reduced frequencies and amplitudes resulting in a convergence towards δCL = 0.0.
The performance of the mini-tab with respect to the pitching moment, δCM , is shown in Figure
7-4. At k = 0.00 the value of δCM varies in accordance with the static values. For the symmetry
case and pre-stall angles, α0 = 0, 3, 5, 7, 9◦, the response remains somewhat quasi-static at low
reduced frequencies. In this regime δCM lies primarily within the detrimental region for all
pre-stall α0 and tends to deviate from the quasi-static performance at lower reduced frequencies.
As k is increased, distinct maxima can be seen for the higher amplitudes at comparable reduced
frequencies to δCL which suggests the same mechanism is responsible. The same amplitude
effects are also present, where δCM displays greater sensitivity to k as A/c is increased. At
α0 = 9◦ the response shows an inversion which becomes more distinct with increasing α0. Post-
stall α0 display the same minima as δCL at higher amplitudes, but also show a distinct maxima
at higher k of almost equal magnitude between k = 0.63 and 0.71. The trends then appear to
tend towards δCM = 0.0 at comparatively higher reduced frequencies.
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Figure 7-3 and Figure 7-4 show several distinct regimes of behaviour. To understand the cause
an extensive PIV campaign was conducted, however for the sake of brevity only representative
cases will be shown in this article. The selection is based on four distinct flow field types:
• Type A: the baseline and control flow shows no coherent LEV formation.
• Type B: the baseline flow exhibits coherent LEV formation, whereas the control flow shows
no significant roll-up.
• Type C : the baseline flow has no coherent LEV formation, whilst the control flow exhibits
coherent LEV formation.
• Type D: the baseline and control flows exhibit coherent LEV formation.
The following figures will present PIV that illustrates these flow types and the corresponding
locations of the cases are marked in Figure 7-3 and Figure 7-4 with the label ‘A’, ‘B’, ‘C’ or ‘D’.
7.4 Flow Field Types
7.4.1 Type A
Figure 7-5 presents the phase-averaged lift (Figure 7-5a) and pitching moment (Figure 7-5b) along
with streamlines overlaid onto normalised velocity magnitude (Figure 7-5c) at select phases in
the motion for α0 = 9◦, A/c = 0.05, k = 0.94. This is a representative case for the Type A flow
field where no coherent vortex shedding or roll-up is seen for the baseline and control airfoils.
The added-mass component of the lift and pitching moment is also plotted in Figure 7-5a and
Figure 7-5b. This is calculated based on the expressions derived by Theordorsen [2] and uses the
acceleration measured during the experiments. This provides a reliable estimate of the added-
mass force even in highly separated, vortical flows [15]. For this case the performance of δCL and
δCM remains close to the static case, which is highlighted with the label ‘A’ in Figure 7-3 and
Figure 7-4. The flow fields in Figure 7-5c show that the baseline flow remains attached throughout
the period and displays increased velocity at the leading-edge at t/T = 0.250, corresponding to
the maximum plunge velocity, Vpl, and hence induced angle of attack, αpl. The control case
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however shows the mini-tab enforcing separation across the chord throughout. Minor velocity
variations can be seen towards the trailing-edge between t/T = 0.375 and 0.750, which appears
to be due to weak roll-up, indicated by the development of singularities in the streamlines.
For both airfoils the lift variation is virtually sinusoidal with small amplitude and is primarily
comprised of the circulatory component. A constant offset can be observed between the baseline
and control cases which is close to the difference in static lift. The pitching moment on the other
hand is solely governed by the added-mass component for attached flows [2] and as such, the
baseline closely agrees well with this estimation whilst the control case deviates somewhat due to
flow separation, particularly between t/T = 0.125 and t/T = 0.500 where the weak roll-up can
be seen. Despite the weak roll-up on the control airfoil, this case is classified as a Type A flow
field as it leads to no significant change in δCL and δCM compared with the static performance.
Although subjective, the roll-up is not classed as “coherent” relative to the examples of greater
coherency shown later.
7.4.2 Type B
Figure 7-6 presents the phase-averaged lift (Figure 7-6a) and pitching moment (Figure 7-6b) along
with plots of normalised spanwise vorticity (Figure 7-6c) at select phases in the motion period for
α0 = 15◦, A/c = 0.50, k = 0.24. This is a representative case for the Type B flow field, in which
the baseline flow exhibits coherent vortex shedding and reattachment, whereas the control flow
shows no significant roll-up. For this case δCL and δCM show a drastic reduction as highlighted
by the label ‘B’ in Figure 7-3 and Figure 7-4. At t/T = 0.00 the baseline flow begins the period
with fully attached flow. As the period progresses and αpl increases the flow begins to roll-up
aft of the quarter-chord (t/T = 0.125) and has grown into a coherent LEV by t/T = 0.250,
mirroring the shape of a typical dynamic stall vortex [14]. At this point the LEV is approaching
the trailing-edge and corresponds to the peak lift and the distinct nose-down pitching moment
spike. Note that the added-mass contribution to both CL and CM for this low frequency case
is virtually negligible. At t/T = 0.375 the LEV has been shed from the trailing-edge into the
wake, inducing a TEV. The lift response displays a secondary peak around t/T = 0.400. This is
due to the shedding of a secondary, less coherent vortical structure which is well documented in
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dynamic stall literature [40, 47]; however this is not discernible from the vorticity plots in Figure
7-6c. From t/T = 0.500 to 0.875 the flow begins to progressively reattach from the leading-
edge as αpl decreases. In stark contrast the control airfoil exhibits a separated leading-edge
shear layer throughout the cycle and subsequently suppressed lift and pitching moment. The
difference between the two airfoils is emphasised in Figure 7-6c at t/T = 0.250 in the streamline
plots, where the control case shows no sign of shear layer roll-up. It appears that a prerequisite
for coherent vortex shedding for this case is flow reattachment on the upper surface, something
that the mini-tab prevents throughout the cycle.
7.4.3 Type C
Figure 7-7 presents the phase-averaged lift (Figure 7-7a) and pitching moment (Figure 7-7b) along
with streamline and normalised velocity magnitude plots (Figure 7-7c) for α0 = 3◦, A/c = 0.50,
k = 0.40. This is a representative case for the Type C flow field in which the baseline flow shows
no separation, whereas the control flow shows reattachment and coherent vortex formation. For
this case δCL and δCM display a distinct maxima in the detrimental region and is highlighted
with the label ‘C’ in Figure 7-3 and Figure 7-4. For the baseline airfoil, the flow is attached
throughout the cycle. The lift response is almost sinusoidal and the pitching moment agrees well
with the added-mass estimation, with some deviation around the top of the stroke (t/T = 1.00
and 0.00). For the control airfoil, the shear layer emanating from the mini-tab reattaches just
downstream around x/c = 0.5 at t/T = 0.00, forming a closed area of recirculation behind the
mini-tab. As the airfoil plunges downwards and αpl increases, the area of recirculation begins
to grow as the vorticity accumulates. At t/T = 0.250 the flow displays a noticeable increase
in velocity above the mini-tab shear layer. The corresponding vorticity plot shows shear layer
roll-up around the mid-chord position into a coherent vortical structure. This is responsible for
the increased lift peak in Figure 9 a and the nose-down pitching moment peak in Figure 7-7b
(at a slightly later phase). As the vortex is shed into the wake the lift drops below the baseline
case and the pitching moment begins to recover towards the added-mass estimate. This case
illustrates the detrimental behaviour of forced separation during unsteady motion at low α0, as
shear layer reattachment and roll-up can occur downstream of the separation point resulting in
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lift increase for the control case.
7.4.4 Type D
A Type D flow field is achieved when both the baseline and control flow display coherent vortex
shedding and reattachment. Multiple PIV cases were selected here to fully illustrate LEV beha-
viour. This flow field type is associated with near zero δCL but a wide range of δCM . As will
be shown, the sensitivity of the pitching moment to the reduced frequency is due to the phase
at which the LEV is shed. The selected cases are highlighted in Figure 7-3 and Figure 7-4 with
the label ‘D’.
Figure 7-8 presents the phase-averaged lift (Figure 7-8a) and pitching moment (Figure 7-8b) along
with plots of normalised spanwise vorticity (Figure 7-8c) for α0 = 5◦, A/c = 0.50, k = 0.94. This
case was selected as it shows a near zero δCL and δCM . In general, the flow fields are qualitatively
very similar and display coherent LEV formation and shedding. From t/T = 0.00 to 0.125 the
baseline airfoil displays fully attached flow. At t/T = 0.250 the baseline shows the onset of
LEV formation at the leading-edge region. Conversely, the mini-tab shear layer begins to roll-up
much earlier in the cycle and by t/T = 0.250 the LEV has already convected to the mid-chord
position. This has virtually no effect on the magnitude of the lift peak but results in a slightly
earlier peak time. The added-mass estimation is more significant at such a high amplitude and
frequency combination, however the peak lift for both cases occur when this is close to zero,
highlighting the dominance of the circulatory component in peak lift [70]. The pitching moment
on the other hand is more significantly affected by the LEV formation phase. For the control
case the LEV reaches the trailing-edge at around t/T = 0.625 which produces a large deviation
from the added-mass estimate in Figure 7-8b. The LEV and added-mass components are in
direct opposition which results in a relatively low magnitude pitching moment response at the
point of LEV shedding [70]. For the baseline airfoil the pitching moment follows the added-mass
estimate up to t/T = 0.500, after which it begins to show similar deviations which correspond
with the later formation and convection of the LEV. In terms of pitching moment performance,
δCM is calculated from the maximum absolute pitching moment which in this case corresponds
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to the top of the stroke region (t/T = 0.95 and 0.10) for both airfoils.
The effect of LEV formation and shedding phase is highlighted in Figure 7-9, which presents
the phase-averaged lift (Figure 7-9a) and pitching moment (Figure 7-9b) along with plots of
normalised spanwise vorticity (Figure 7-9c) for α0 = 9◦, A/c = 0.50, k = 0.47. This case
was selected as it shows distinct differences in both δCL and δCM performance. Similar to the
previous case in Figure 7-9, the control airfoil displays roll-up and convection from t/T = 0.00
(Figure 7-9c). The LEV reaches the trailing-edge at a comparatively earlier than the previous
case due to the lower reduced frequency, and as such the induced nose-down pitching moment
is observed at t/T = 0.250 which occurs where the added-mass contribution is zero. For the
baseline airfoil on the other hand, LEV formation occurs later in the cycle. At t/T = 0.250 a
small region of concentrated vorticity can be seen. This greatly contrasts against the flow field
above the control airfoil, yet interestingly produces the same lift peak magnitude (δCL ≈ 0.0).
Between t/T = 0.250 and 0.500 the LEV convects across the chord, creating a low pressure wave
that is responsible for the sustained lift increase seen in Figure 7-9a. The nose-down pitching
moment peak at t/T = 0.500 marks the arrival of the LEV at the trailing-edge which occurs
comparatively later in the cycle. At this phase the added-mass estimate produces a maximum
nose-up pitching moment, directly opposing the nose-down moment induced by the LEV. Figure
7-4 displays a detrimental δCM , yet the amplitude of deviation from the added-mass estimation
for both airfoils is very similar, indicating comparable LEV influences. This highlights the
sensitivity of δCM to the added-mass component, which itself is highly dependent on the airfoil
kinematics.
Figure 7-10 further demonstrates the sensitivity of δCM to the added-mass component and
shows where δCM is at a maximum. Phase-averaged lift (Figure 7-10a) and pitching moment
(Figure 7-10b) along with plots of normalised spanwise vorticity (Figure 7-10c) are presented
for α0 = 15◦, A/c = 0.50, k = 0.63. The pitching moment response of the baseline airfoil is
relatively flat, despite the coherent LEV produced during the downstroke. In this case the added-
mass component is sufficient in magnitude to almost completely suppress the pitching moment
induced by the LEV as it convects and approaches the trailing-edge (t/T = 0.250 to 0.500). The
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control airfoil on the other hand shows drastically different vortical behaviour. At t/T = 0.00
the shear layer is already exhibiting roll-up and by t/T = 0.250 the LEV is already approaching
the trailing-edge. Similar to the previous case the phasing of the LEVs arrival at the trailing-edge
induces a large nose-down pitching moment where the added-mass component is zero, leading
to a largely detrimental δCM in Figure 7-4. At this phase the flow field difference between the
airfoils is substantial, yet the lift magnitudes are similar. Interesting vortical interactions begin
to take place on the control airfoil from t/T = 0.250. A second vortical structure starts to form
behind the mini-tab which then interacts strongly with the downstream LEV. At t/T = 0.375
the newly formed LEV has been lifted away from the surface as the downstream LEV is stretched
and pulled underneath; similar to the behaviour documented in Chapter 5. By t/T = 0.500 the
two structures have merged together into a single structure which approaches the trailing-edge,
inducing an additional, less substantial dip in the pitching moment response.
Finally, Figure 7-11 presents a case on the upper extremity of the test matrix in terms of fre-
quency, amplitude and geometric angle of attack. In this extreme regime the mini-tab on the
control airfoil has very little effect on the loads and is dwarfed by the size of the separation
present in the flow field. Small differences in flow fields can be seen during the downstroke from
t/T = 0.00 to 0.375. A similar vortex merging is present above the control airfoil, which again
has seemingly little influence on the aerodynamic loads. By t/T = 0.500 the LEV coherency
and position begin to agree between the two airfoils and produce comparable nose-down pitching
moment excursions at the same phase. The LEV strength in this case appears sufficient enough
to counteract the large nose-up pitching moment contribution from the added-mass component.
Generally the flow fields and CL time history are very similar between baseline and control. The
pitching moment is also similar but offset by a constant amount.
7.5 Flow Field Type Identification
The flow field types in the previous sections were defined qualitatively from select flow field
measurements. In order to give a quantitative delineation between type A, B, C and D, a
modified pitching moment coefficient is proposed:
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CM ,mod = CM − CM ,am − CM ,α0 (7.3)
where CM ,am is the estimated added-mass contribution and CM ,α0 is the measured static com-
ponent. The modified pitching moment, CM ,mod, in Equation 7.3 is therefore defined as the
pitching moment response with the estimated added-mass and measured static components re-
moved. This gives a comparable measure of how the pitching moment response deviates from the
theoretical added-mass response. When an LEV forms and convects towards the trailing-edge it
induces a nose-down pitching moment spike which results in a distinct deviation from the added-
mass estimation. An example is shown in Figure 7-12, which presents CM ,mod for the baseline
airfoil at α0 = 7◦, A/c = 0.50 and k = 0.24, 0.31. At k = 0.24 the relatively flat response
indicates no coherent LEV formation; though their may be some flow separation present which
causes excursions in CM ,mod. When k is increased to 0.31, the distinct signature of a coherent
LEV is observed. Using this analysis, the boundary of coherent LEV formation can be estimated
for each α0 at each A/c tested, giving an approximation of the flow field type boundaries.
To extract the boundaries of coherent LEV formation the peak searching algorithm in the SciPy
Python tool box was implemented, namely scipy.signal.find_peaks [160]. Two thresholds were
used to determine the LEV signatures:
• Peak prominence: a measure of how much the detected peak stands out from the surround-
ing signal [160].
• Peak width: the width of the detected peak [160].
A sensitivity analysis was conducted over a range of appropriate peak prominence and peak
width thresholds and compared against PIV flow fields for verification, the results of which can
be found in Appendix A. A peak prominence threshold of CM ,mod < −0.1 was found to be a
good indicator for coherent LEV formation, akin to the boundary between the light and deep
dynamic stall examples given by McCroskey [40]. A maximum peak width of 3.5τ was set to
fully encompass the array of vortex convection and shedding times whilst eliminating any broad
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peaks induced by incoherent flow separation.
The boundaries of coherent LEV formation for the baseline (dashed lines) and control (solid
lines) are shown in Figure 7-13. Each boundary is plotted as a band which manifests from the
discrete number of reduced frequencies tested, representing a level of uncertainty; an example
of this is shown in Figure 7-12 where coherent LEV formation initiates between k = 0.24 and
0.31. Note that at A/c = 0.05 and 0.10, the boundary lines terminate where no CM ,mod peak
was detected, indicating that coherent LEV formation occurs beyond the maximum k tested.
The areas of flow field type are indicated with the labels A, B, C and D. Additionally the PIV
test cases are also shown and are grouped based on qualitative assessment of the flow field type.
Finally, this is overlayed onto contour plots of the performance data from Figure 7-3 to better
elucidate the effect of α0. Consider first the amplitude extremes of A/c = 0.05 and 0.50. For
A/c = 0.05 the majority of α0 and k produce the Type A flow field, where the plunging velocity
is insufficient to produce roll-up on either airfoil. The exception is for α0 = 15◦ at k = 0.94
where both flow field assessment and CM ,mod peak detection show a Type B flow field. At low
α0, δCL is detrimental across the frequency range, quickly transitioning to slightly beneficial
around α0 = 3◦. This behaviour is in line with the static data with minimal effect of k. At
A/c = 0.50 the parameter space consists of all flow field types (A, B, C and D) and their
partition is made apparent by the LEV formation boundaries. The Type A flow field occurs for
all α0 as k approaches zero. This quickly transitions to either a Type C (low α0) or Type B
(high α0) flow field as k is increased. For low α0 the transition from Type C to Type D is highly
dependent on α0, occurring approximately at k = 0.79 at α0 = 0◦ and k = 0.24 at α0 = 7◦. For
high α0 boundary between Type B and Type D is less sensitive to α0, occurring approximately
at k = 0.31 at α0 = 9◦ and k = 0.39 at α0 = 15◦. Also presented in Figure 14 is the intermediate
amplitudes which illustrate how the Type A, B, C and D flow fields develop.
Equivalent contour plots for δCM are presented in Figure 7-14. For A/c = 0.50 the boundary of
δCM = 0.0 encapsulating the Type B flow field is well defined and is in agreement with the LEV
formation boundaries. The development of this region can be seen as the amplitude is increased
from A/c = 0.05 to 0.5.
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It is clear that the desired flow field types for loads control are Type A and B, where full separation
is maintained over the upper surface of the control airfoil. However, a detrimental δCL boundary
exists within the Type A region, see Figure 7-13. This boundary of δCL = 0.0 is presented in
Figure 7-15 for all A/c. Figure 7-15a shows no significant collapse of thes boundaries with k. The
gradient dependence on A/c at low k suggests that scaling with StA may be more appropriate, see
Figure 7-15b. A reasonable amount of collapse can be see at low StA and α0, where the boundary
between beneficial and detrimental performance increases almost linearly with α0. Figure 7-15c
presents the boundaries in terms of the maximum induced angle of attack during motion αpl,max.
Interestingly the performance boundary lines up well with the line of α0 = αpl,max, indicating
that the switch to detrimental performance (due to shear layer reattachment) occurs when the
total effective angle of attack reduces to zero during the motion (for this particular mini-tab
configuration). The contours then begin to deviate in the post-stall regime, where the beneficial
performance is defined by the boundary between Type B and Type D flow field, see Figure 7-13.
An interesting feature in Figure 7-3 is the maxima and minima of δCL displayed in the pre-
and post-stall regimes respectively. Figure 7-16 presents the approximate locations of these with
respect to k and StA. A reasonable degree of collapse can be observed in Figure 7-16a with
respect to k. The maxima for all A/c occur across a particular frequency band of k = 0.35 to
0.60; the large outliers for A/c = 0.2 and 0.3 are most likely due to a lack of resolution in k when
extracting the maxima. A monotonic increase is present for the post-stall minima occurrences,
increasing from k = 0.2 to 0.5 as α0 is increased. In contrast, no distinct scaling can be seen
with StA in Figure 7-16b.
7.6 Transient Response
The study has so far considered the mini-tab’s performance under periodic conditions, however
it is also essential to consider the transient response to such disturbances, analogous to a discrete
gust or extreme manoeuvre, for a more complete picture. Further experiments were conducted
to examine the response to impulsively started plunging oscillations. Figure 7-17 presents this
data for select frequencies at α0 = 15◦ and A/c = 0.5. The motion starts at t/T = 0.00.
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Consider first the lift signal at k = 0.24 in Figure 7-17. A striking difference in baseline airfoil
response can be seen between the first and second motion cycle. The peak lift increases by around
100% from t/T = 0.25 to t/T = 1.25 which then holds for subsequent cycles. In contrast, the
control airfoil response displays no significant cycle to cycle variation. This is also reflected in the
pitching moment responses, where a large nose-down pitching moment spike emerges at the same
phase, t/T = 1.25, indicating a distinct change in vortex formation and shedding. This is typical
of a Type B flow field. As k is increased, the lift amplitude over consecutive cycles becomes more
similar whilst the mean lift increases significantly. At k = 0.94 the lift response takes multiple
cycles for the increase in mean to asymptote which suggests that periodic conditions are achieved
at a critical convective time rather than cycle number. Similar dependence on convective time
is present in the pitching moment responses.
The parameters δCL and δCM were extracted from the transient signals to determine the mini-
tab’s performance for impulsively started oscillations. Figure 7-18 presents this data for α0 = 5, 9
and 15◦ at A/c = 0.5. The first four cycles are compared against the periodic response shown
in black. Interestingly the mini-tab performance shows relatively little variation with k during
the first cycle, with the exception of δCM for α0 = 9◦, and all α0 tested exhibit beneficial
performance in δCL and δCM compared to the periodic counterpart; a promising result for
performance during discrete gust encounters. At low values of k the mini-tab performance
agrees well with the periodic performance after the first cycle. At high values of k more cycles
are required to approach the periodic response.
To show the cause of this transience, Figure 7-19c presents the flow field measurements for
α0 = 15◦ at A/c = 0.5 and k = 0.24. Lift and pitching moment are shown in Figure 7-19a and
Figure 7-19b respectively for reference. Peak lift and nose-down pitching moment in the first
cycle is achieved around t/T = 0.25 for both airfoils. Relatively weak roll-up can be seen over the
aft portion of the baseline airfoil and the control airfoil displays largely separated flow. During
the upstroke the induced angle of attack is sufficient to reattach the flow over the baseline airfoil,
which causes an increase in lift beyond the static value. In contrast, the control airfoil maintains
a separated shear layer. This has significant consequences for the subsequent cycle. A coherent
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LEV is present over the baseline airfoil at t/T = 1.25, in stark contrast to the same phase of the
previous cycle (t/T = 0.25). Flow reattachment prior to LEV formation is a significant factor
to vortex coherency and induced loads, potentially stemming from an increased circulation due
to attached flow during the upstroke combined with the inherent lag in the flows response. The
control airfoil at t/T = 1.25 matches that of t/T = 0.25 and is highlighted by the similarity
in the loads, see Figure 7-19a and Figure 7-19b. At t/T = 1.50 the wake of the baseline airfoil
shows less momentum deficit than at t/T = 0.50 which corresponds with the small secondary
peak in Figure 7-19a.
A more extreme case is presented in Figure 7-20, which displays the normalised spanwise vorticity
for α0 = 15◦ at A/c = 0.5 and k = 0.94. For both airfoils a coherent LEV begins to form in the
first cycle, t/T = 0.25, along with a coherent TEV. During the second cycle however there is a
notable lack of TEV during the down-stroke at t/T = 1.25, which corresponds with the drastic
increase in lift for both airfoils, see Figure 7-20a. The pitching moment is largely unaffected
by the TEVs absence. At the bottom of the stroke (t/T = 1.50) the LEV appears larger and
significantly closer to the upper surface. The LEVs proximity to the upper surface during the
cycle combined with the absence of a TEV during down-stroke produces the increase in mean
lift and pitching moment observed in Figure 7-20a and Figure 7-20b.
7.7 Conclusions
A passively deployed mini-tab (flow fence) device was tested to determine the efficacy of forced
flow separation at the leading-edge of a NACA 0012 airfoil to alleviate high loads during extreme
unsteady events, particularly where organised vortical structures can form. The performance of
the device was compared to a clean “baseline” NACA0012 airfoil and was determined through
steady and unsteady lift, pitching moment and flow field measurements. In static conditions the
mini-tab enforces flow separation across the chord, leading to a free-shear layer. During dynamic
plunging oscillations, the mini-tab’s performance depended drastically on the behaviour of the
free-shear layer, which varies greatly with the geometric angle of attack, amplitude and reduced
frequency. The mini-tab performance has been classified into four types depending on shear layer
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behaviour.
• Type A: the baseline and control flow shows no coherent LEV formation.
• Type B: the baseline flow exhibits coherent LEV formation, whereas the control flow shows
no significant roll-up.
• Type C : the baseline flow has no coherent LEV formation, whilst the control flow exhibits
coherent LEV formation.
• Type D: the baseline and control flows exhibit coherent LEV formation.
Type A and B are associated with beneficial load control behaviour and occur at low plunge
velocities and low k. Shear layer reattachment behind the mini-tab is the primary cause of the
performance degradation and precedes coherent shear layer roll-up. The boundaries delineating
each flow field type were estimated through a modified pitching moment coefficient, CM ,mod, that
isolated the LEV signature. A peak detection algorithm was applied on CM ,mod to determine
where coherent LEV formation occurred for both airfoils, resulting in contours that elucidated
the flow field type boundaries. The switch from beneficial and detrimental lift performance was
found to scale with StA and occur when the induced angle of attack during motion was approx-
imately equal to the geometric angle of attack, i.e. the total effective angle of attack reaches
zero. Type B and C flow fields show distinct maxima/minima that scale primarily with the re-
duced frequency for all amplitudes tested. Finally, the transient response to impulsively started
plunging oscillations revealed the importance of wake development on the mini-tab performance.
Across the majority of the tests, the performance was significantly more beneficial during the
first motion cycle, which is highly beneficial for a device operating in a more realistic gust or
manoeuvre scenario.
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Figure 7-1: a) Static lift coefficient, b) static pitching moment coefficient and c) velocity
magnitude plots for select α0.
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Figure 7-2: Example case: α0 = 15◦, A/c = 0.5, k = 0.24; a) phase-averaged lift coefficient, b)
phase-averaged pitching moment coefficient, c) normalised velocity and vorticity flow fields.
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Figure 7-3: Lift performance of mini-tab.
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Figure 7-4: Pitching moment performance of mini-tab.
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Figure 7-5: Type A flow field - α0 = 9◦, A/c = 0.05, k = 0.94: a) phase-average lift coefficient,
b) phase-average pitching moment coefficient, c) normalised velocity magnitude with
streamlines.
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Figure 7-6: Type B flow field - α0 = 15◦, A/c = 0.5, k = 0.24: a) phase-average lift coefficient,
b) phase-average pitching moment coefficient, c) normalised spanwise vorticity.
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Figure 7-7: Type C flow field - α0 = 3◦, A/c = 0.5, k = 0.40: a) phase-average lift coefficient,
b) phase-average pitching moment coefficient, c) normalised velocity magnitude with
streamlines.
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Figure 7-8: Type D flow field - α0 = 5◦, A/c = 0.5, k = 0.94: a) phase-average lift coefficient,
b) phase-average pitching moment coefficient, c) normalised spanwise vorticity.
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Figure 7-9: Type D flow field - α0 = 9◦, A/c = 0.5, k = 0.47: a) phase-average lift coefficient,
b) phase-average pitching moment coefficient, c) normalised spanwise vorticity.
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Figure 7-10: Type D flow field - α0 = 15◦, A/c = 0.5, k = 0.63: a) phase-average lift
coefficient, b) phase-average pitching moment coefficient, c) normalised spanwise vorticity.
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Figure 7-11: Type D flow field - α0 = 15◦, A/c = 0.5, k = 0.94: a) phase-average lift
coefficient, b) phase-average pitching moment coefficient, c) normalised spanwise vorticity.
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Figure 7-12: LEV signature detection through modified pitching moment coefficient, CM ,mod:
Baseline airfoil at α0 = 7◦, A/c = 0.5, k = 0.24,0.31.
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Figure 7-13: Contour plots of mini-tab lift performance with detected LEV formation
boundaries and qualitative PIV flow field types.
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Figure 7-14: Contour plots of mini-tab pitching moment performance with detected LEV
formation boundaries and qualitative PIV flow field types.
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Figure 7-15: Boundary of δCL = 0.0.
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Figure 7-16: Extracted minima/maxima of δCL.
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Figure 7-17: α0 = 15◦, A/c = 0.5 - Lift and pitching moment response for impulsively started
plunging oscillations at different k.
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Figure 7-18: A/c = 0.5 - Transient lift and pitching moment performance.
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Figure 7-19: α0 = 15◦, A/c = 0.5, k = 0.24; a) transient lift coefficient, b) transient pitching
moment coefficient, c) normalised velocity magnitude with streamlines.
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Figure 7-20: α0 = 15◦, A/c = 0.5, k = 0.94; a) transient lift coefficient, b) transient pitching





The unsteady aerodynamics of a transient plunging airfoil was investigated through lift, pitching
moment and flow field measurements. Peak loads were experienced during the motion for all
cases which showed strong dependence on motion amplitude, yet remained insensitive to motion
period. Significant loads oscillations were observed after the end of motion at post-stall angles of
attack. These were shown to be caused by large-scale vortex shedding, where alternate vortices
form and shed at the leading and trailing-edge of the airfoil and display a decay in magnitude with
time. The frequency of the first vortex shedding cycle was shown to occur at the sub-harmonic
of the airfoils static shedding frequency, which displayed little sensitivity to motion period and
amplitude. After the first shedding cycle, the frequency showed an asymptotic increase to the
static shedding frequency within 10 to 15 convective times. A potential relationship between peak
magnitude and subsequent cycle frequency was found to follow a linear trend to a reasonable
level of correlation, R2 = 0.70.
The introduction of a second transient motion in the large-scale vortex shedding window produced
a significant increase in peak lift and pitching moment. It was found that the loads response
could be accurately estimated through linear superposition of the single motion response, which
coincided with the merging of two distinct vortices over the airfoil upper surface. Breakdown of
this linear behaviour occurred when the separation distance between the two vortices reached the
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critical separation distance of a chord length, controlled through a time delay between the two
motions. Linear superposition held valid for up to four transient motions, but showed increasing
sensitivity on the time delay parameter. To test this further, the linear superposition of a single
sinusoidal cycle was compared against the true periodic experiment. It could predict the mean
lift and amplitude reasonable well for lower frequencies, where weaker vortical flow was present.
The effect of Reynolds number change from O(104) to O(105) was investigated through equivalent
water and wind tunnel measurements. The loads and flow-fields were qualitatively similar and
only minor differences were observed, stemming from the unsteady shear layer behaviour. During
large-scale vortex shedding, unsteady pressure measurements revealed the maximum loads to
occur when the chord-wise area exposed to the induced low pressure was maximised, which
correlated with the significant aftward movement of the lower surface stagnation region. Leading-
edge vortex growth and convection rates were estimated from the movement of the low pressure
frontier across the chord and shown to vary between 21 and 29%. This frontier is a reasonable
approximation of the airfol half-saddle point, a topological flow point on the surface that divides
forward and reversed flow. The half-saddle marks the shedding of the upper surface vortex and
subsequent loss of suction when it reaches the trailing-edge. The peak loads showed excellent
agreement with equivalent water tunnel measurements at Re = 20K, adding confidence in the
use of low Re measurements for the high Reynolds number applications.
The effect of a passively deployed mini-tab (flow fence) device at the airfoils leading-edge was
investigated for lift and pitching moment suppression in unsteady conditions. This device forces
separation over the upper surface of the airfoil in order to reduce the aerodynamic loads. De-
pending on the frequency and the amplitude of the wing motion the mini-tab can delay the
roll-up of vorticity through the prevention of shear layer reattachment during the motion cycle.
This change in the vortex dynamics provides effective lift and moment alleviation for post-stall
angles of attack and low reduced frequencies. In contrast, at low angles of attack the separated
shear layer emanating from the mini-tab can reattach downstream and roll up, resulting in vortex
shedding and lift/moment increase. These two distinct flow regimes cause (positive) maximum
and (negative) minimum in the lift reduction, with optimal frequencies roughly scaling with the
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reduced frequency. In contrast the borderline between the two regions scales with the Strouhal
number based on amplitude, and in particular with the minimum effective angle of attack dur-
ing the cycle. The transient response was studied by investigating impulsively started plunging
oscillations. In most cases, periodic response is reached within one cycle. During the first cycle,
lift reduction is achieved for all frequencies within the range tested in the experiments.
8.0.1 Future Work
The work presented in this thesis opens up interesting avenues for future research:
• Large-scale vortex shedding - A study aimed at tracking both the leading and trailing-edge
vortex strengths and trajectories could elucidate the mechanism for the shift in vortex
shedding frequency from large-scale to bluff body vortex shedding.
• Compound transient motions - More compound transient motions need to be investigated
for different wing kinematics to look for any commonality in LEV behaviour. Does the
principle of linear superposition hold true in different unsteady conditions?
• Dynamically deployed mini-tab - A logical extension of Chapter 7 is the dynamic deploy-
ment of the mini-tab device. This could prove beneficial or detrimental depending on
deployment phase and profile. Methods for dynamic stall detection could be integrated
to give an active feedback for the mini-tab device, such as the leading-edge suction para-
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A.1 Chapter 5 - Pitching Moment Responses
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The uncertainties were calculated, where possible, based on the methods outlined by Moffat
[136]. The principle is to combine all possible sources of error into a single uncertainty value that
represents a 95% confidence level. Equation B.1 describes the premise of this method, where the
uncertainty in the quantity of interest δR is calculated from the root square sum of the errors
due each contributing variable. The δ term here represents uncertainty and is not to be confused





















B.2 Lift Coefficient Uncertainty: Water Tunnel








































Where L is the lift force and Q is the product of the dynamic head and the wing area (aerody-
namic constant). The following sections will treat the errors in L and Q separately.
B.2.1 Total Measured Lift Force Uncertainty
The total measured lift force has three main errors associated;
1. Calibration Uncertainty, δC - The voltage is converted to newtons through a calibration
constant. The error associated with this constant was determined through Microsoft Excel’s
LINEST function. The calibration error was found to be small, δC = 0.001N/V : where V is
volts and N is newtons.
2. Drift Uncertainty, δD - The drift was continually monitored between runs and was found to
be small, δD = 0.005N .





The averaging uncertainty changes with the standard deviation of the signal, σ at each time
instant. A typical uncertainty is around δN = 0.03N .






















B.2.2 Inertial Lift Force Uncertainty
To isolate the uncertainty of the aerodynamic lift, as per Chapter 3, the errors of the inertial
force and wire components must be calculated.
The inertial lift force, Linertial, is calculated through the product of the moving mass, m, and
the acceleration, a. Therefore the error associated with Linertial is:
1. Moving Mass uncertainty, δm - This was found to be 0.05Kg.
2. Acceleration Uncertainty, δa - This is composed of calibration, drift and averaging uncer-
tainties. Using the same methods as outlined above, the error was found to be 0.02m/s2.















B.2.3 Wire Lift Force Uncertainty
The wire force uncertainty was calculated from the uncertainty in the force sensor and the
standard deviation of 5 repeats and was found to be 0.005N .
B.2.4 Aerodynamic Lift Force Uncertainty







B.2.5 Aerodynamic Constant Uncertainty
The aerodynamic constant is comprised of the density (ρ), free-stream velocity (U∞), chord
length (c) and wing span (b). Each variable has an associated uncertainty, which then combine
using the root square sum method.
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1. Density Uncertainty, δρ - The density is primarily a function of water temperature, which
was measured to fluctuate no more than ±0.5◦ across each run. This gives density uncertainty
of < 0.6Kg/m3.
2. Free-Stream Velocity Uncertainty, δU∞ - The water tunnel velocity has been calibrated
using PIV measurements and the uncertainty associated is estimated to be < 0.005m/s.
3. Chord and Span Uncertainty, δc, δb - The error in length due to manufacturing was no
greater than 0.5mm



























B.3 Pitching Moment Coefficient Uncertainty: Water Tunnel







































Where M is the moment and Q is the aerodynamic constant. As the uncertainty in Q has
previously been discussed, the next sections will focus on the uncertainty of M .
B.3.1 Total Measured Moment Uncertainty
The total measured moment has two main errors associated:
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1. Calibration Uncertainty, δC - The voltage is converted to newton meters through a calibration
constant. The error associated with this constant was determined through Microsoft Excel’s
LINEST function. The calibration error was found to be 0.001Nm/V : where V is volts and Nm
is newton meters.
2. Drift Uncertainty, δD - The drift was continually monitored between runs and was found to
be small, δD = 0.001Nm.





The averaging uncertainty changes with the standard deviation of the signal, σ at each time
instant. A typical uncertainty is around δN = 0.03Nm.





















B.3.2 Inertial Moment Uncertainty
To isolate the uncertainty of the aerodynamic moment, the errors of the inertial force must be
calculated.
The inertial lift force, Minertial, is calculated through the product of the moving mass about the
sensor, m, and the acceleration, a. Therefore the error associated with Minertial is:
1. Moving Mass Uncertainty, δm - This was estimated to be 0.00005Kg · m.
2. Acceleration Uncertainty, δa - Previously defined to be 0.02m/s2.
















B.3.3 Aerodynamic Moment Uncertainty






B.4 Pressure Coefficient Uncertainty: Wind Tunnel



















































Where P is the static pressure measured by the individual transducer, P∞ is the static pressure
of the free-stream and Q is the aerodynamic constant. The following sections will treat the errors
in P , P∞ and Q separately.
B.4.1 Static Pressure Uncertainty
The static pressure has five main errors associated:
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1. Calibration Uncertainty, δC - The 14 bit number is converted to pascals through a
calibration constant. The error associated with this constant was determined through Microsoft
Excel’s LINEST function and was found to be virtually negligible.
2. Drift Uncertainty, δD - The drift was continually monitored between runs and was found
to be small, δD = 0.15Pa.





The averaging uncertainty changes with the standard deviation of the signal, σ at each time
instant. A typical uncertainty is around δN = 0.05Pa.
4. Vibration Uncertainty, δV - Although the transducer diaphragms were aligned perpendic-
ular with the plunging axis, the vibrational loads they are subjected to could still have an effect.
This was measured through a number of sinusoidal motion tests and determined to be 0.008Pa.
5. Tubing Uncertainty, δT - As described in Chapter 3, the tubing introduces an error (1.5%)
on the magnitude of pressure measured, which is a function of frequency. A typical error this
incurs is around 2Pa.

































B.4.2 Free-Stream Static Pressure Uncertainty
The free-stream static pressure was measured across a range of tunnel conditions to give a
calibration curve of static pressure vs. Reynolds number which collapsed with excellent agreement
onto a power curve, 5.04e − 09Re1.92. The uncertainties with this method are:
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1. Calibration Uncertainty, δC - The error associated with the calibration constant estimated
to be 0.1Pa.
2. Drift Uncertainty, δD - The drift was continually monitored between runs and was found
to be 0.3Pa.
3. Power Curve Uncertainty, δE - An error is associated with the correlation of the fit as
well as the Reynolds number input, which is a function of the temperature. This was calculated
to give a power curve uncertainty of 1Pa.





















B.4.3 Aerodynamic Constant Uncertainty
The aerodynamic constant is comprised of the density (ρ), free-stream velocity (U∞) and chord
length (c). Each variable has an associated uncertainty, which then combine using the root
square sum method.
1. Density Uncertainty, δρ - The density is primarily a function of water temperature, which
was measured to fluctuate no more than ±0.5◦ across each run. This gives density uncertainty
of 0.005Kg/m3.
2. Free-Stream Velocity Uncertainty, δU∞ - The velocity is measured through the dy-
namic pressure, which is a function of pressure and density uncertainty; the typical uncertainty
associated with the free stream velocity is 0.05m/s.
3. Chord Uncertainty, δc - The error in length due to manufacturing was no greater than
2mm






















B.5 Lift and Moment Uncertainty: Wind Tunnel
The lift and moment coefficient uncertainties were estimated based on stochastic analysis where
the error of each pressure transducer was permitted to fluctuate randomly within its own un-
certainty bounds. The uncertainty of this analysis (CL,stoch., CM ,stoch.) was combined with the
free-stream uncertainty, δQ, and the averaging uncertainty, δN , associated with each repeat
using the root square sum method:
δCL =
√
(δCL,stoch.)
2 +
(
∂CL
∂Q
δQ
)2
+
(
∂CL
∂N
δN
)
)2 (B.21)
δCM =
√
(δCM ,stoch.)
2 +
(
∂CM
∂Q
δQ
)2
+
(
∂CM
∂N
δN
)
)2 (B.22)
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