Abstract. Approximation algorithms for a class of planar graph problems, including planar independent set, planar vertex cover and planar dominating set, were intensively studied. The current upper bound on the running time of the polynomial time approximation schemes (PTAS) for these planar graph problems is of 2 O(1/ ) n O(1) . Here we study the lower bound on the running time of the PTAS for these planar graph problems. We prove that there is no PTAS of time 2
Introduction
There is intensive research work on a class of planar graph NP-hard optimization problems, such as planar independent set, planar vertex cover and planar dominating set. Approximation algorithms for these planar graph problems and related problems were studied by researchers such as Bar-Yehuda and Even [5] , Lipton and Tarjan [25] , Baker [4] , Eppstein [16] , Grohe [20] , Khanna and Motiwani [24] , and Cai et al. [7] . The current upper bound on the running time of the polynomial time approximation scheme (PTAS) for these planar graph problems is of 2 O(1/ ) n O(1) [4, 25] . In this paper, we study the lower bound on the running time of the PTAS algorithms for these planar graph problems. Our work follows some recent research progress in parameterized complexity theory [10, 11] , where strong computational lower bound results on the running time of the algorithms for W [t]-hard problems are derived, t ≥ 1.
Our research work here is focused on the computational lower bounds on the running time of the algorithms for the parameterized problems that are fixedparameter tractable (in FPT).
We first give a brief review on parameterized complexity theory and the recent research results in [10, 11] . A parameterized problem Q is a decision problem consisting of instances of the form (x, k), where the integer k ≥ 0 is called the parameter. The parameterized problem Q is fixed-parameter tractable [15] if it can be solved in time f (k)|x| O(1) , where f is a recursive function 3 . Certain NP-hard parameterized problems, such as vertex cover, are fixedparameter tractable, and hence can be solved practically for small parameter values [12] . On the other hand, the inherent computational difficulty for solving many other NP-hard parameterized problems with even small parameter values has suggested that certain parameterized problems are not fixed-parameter tractable, which has motivated the theory of fixed-parameter intractability [15] . The W -hierarchy t≥0 W [t] has been introduced to characterize the inherent level of intractability for parameterized problems. A large number of parameterized problems have been proved to be hard or complete for various levels in the W -hierarchy [15] . Examples of W [1]-hard problems include many wellknown NP-hard problems such as clique, dominating set, set cover, and weighted cnf satisfiability. The theory of parameterized intractability has found important applications in a variety of areas such as database systems and model checking [20, 27] .
The W [1]-hardness of a parameterized problem provides a strong evidence that the problem is not fixed-parameter tractable, or equivalently, cannot be solved in time f (k)n O(1) for any function f . Recent investigation has derived much stronger computational lower bounds on the running time of the algorithms for well-known NP-hard parameterized problems [10, 11] . For example, it has been shown that unless an unlikely collapse occurs in the parameterized complexity theory, any algorithm solving the W [1]-hard clique problem takes time at least n Ω(k) . Note that this lower bound is asymptotically tight in the sense that the trivial algorithm that enumerates all subsets of k vertices in a given graph to test the existence of a clique of size k runs in time O(n k ). Similar lower bound results could be shown for other W [t]-hard problems, t ≥ 1.
A method for deriving lower bounds on the running time of approximation algorithms for NP-hard combinatorial optimization problems is designed. It was proved in [11] that unless an unlikely collapse occurs in parameterized complexity theory, the W [1]-hardness of the parameterized problem under the linear fpt-reduction implies the nonexistence of polynomial time approximation schemes of running time f (1/ )n o(1/ ) for the original optimization problem, where f is any recursive function.
Terminologies in Approximation
For a reference of the theory of approximation, the readers are referred to the book [3] . In this section, we provide some basic terminologies for studying approximability and its relationship with parameterized complexity.
An NP optimization problem Q is a four-tuple (I Q , S Q , f Q , opt Q ), where 1. I Q is the set of input instances. It is recognizable in polynomial time; 2. For each instance x ∈ I Q , S Q (x) is the set of feasible solutions for x, which is defined by a polynomial p and a polynomial time computable predicate π (p and π only depend on Q) as S Q (x) = {y : |y| ≤ p(|x|) and π(x, y)};
3. f Q (x, y) is the objective function mapping a pair x ∈ I Q and y ∈ S Q (x) to a non-negative integer. The function f Q is computable in polynomial time;
4. opt Q ∈ {max, min}. Q is called a maximization problem if opt Q = max, and a minimization problem if opt Q = min.
An optimal solution y 0 for an instance x ∈ I Q is a feasible solution in
An algorithm A is an approximation algorithm for an NP optimization problem Q = (I Q , S Q , f Q , opt Q ) if, for each input instance x in I Q , A returns a feasible solution y A (x) in S Q (x). The solution y A (x) has an approximation ratio r(n) if it satisfies the following condition:
The approximation algorithm A has an approximation ratio r(n) if for any instance x in I Q , the solution y A (x) constructed by the algorithm A has an approximation ratio bounded by r(|x|). Definition 1. An NP optimization problem Q has a polynomial-time approximation scheme (PTAS) if there is an algorithm A Q that takes a pair (x, ) as input, where x is an instance of Q and > 0 is a real number, and returns a feasible solution y for x such that the approximation ratio of the solution y is bounded by 1 + , and for each fixed > 0, the running time of the algorithm A Q is bounded by a polynomial of |x|. 4 An NP optimization problem Q has a fully polynomial-time approximation scheme (FPTAS) if it has a PTAS A Q such that the running time of A Q is bounded by a polynomial of |x| and 1/ .
Observe that the time complexity of a PTAS algorithm may be of the form O(2 1/ |x| c ) for a fixed constant c or of the form O(|x| 1/ ). Obviously, the latter type of computations with small values will turn out to be practically infeasible. This leads to the following definition [9] . Definition 2. An NP optimization problem Q has an efficient polynomial-time approximation scheme (EPTAS) if it admits a polynomial-time approximation scheme whose time complexity is bounded by O(f (1/ )|x| c ), where f is a recursive function and c is a constant.
An NP optimization problem Q can be parameterized in a natural way as follows.
Definition 3. Let Q = (I Q , S Q , f Q , opt Q ) be an NP optimization problem. The parameterized version of Q is defined as follows:
(1) If Q is a maximization problem, then the parameterized version of Q is defined as
The above definition offers the possibility to study the relationship between the approximability and the parameterized complexity of NP optimization problems. However, there is an essential difference between the two categories: an approximation algorithm for an NP optimization problem constructs a solution for a given instance of the problem, while a parameterized algorithm only provides a "yes/no" decision on an input. To make the comparison meaningful, we need to extend the definition of parameterized algorithms in a natural way so that when a parameterized algorithm returns a "yes" decision, it also provides an "evidence" to support the conclusion (see [6] for a similar treatment).
be an NP optimization problem. We say that a parameterized algorithm A Q solves the parameterized version of Q if (1) in case Q is a maximization problem, then on an input pair (x, k) in Q ≥ , the algorithm A Q returns "yes" with a solution y in S Q (x) such that f Q (x, y) ≥ k, and on any input not in Q ≥ , the algorithm A Q simply returns "no";
(2) in case Q is a minimization problem, then on an input pair (x, k) in Q ≤ , the algorithm A Q returns "yes" with a solution y in S Q (x) such that f Q (x, y) ≤ k, and on any input not in Q ≤ , the algorithm A Q simply returns "no".
Lower Bound on Running Time of PTAS for Planar Graph Problems
Suppose > 0 is the given error bound, and n is the number of vertices of a planar graph. Lipton and Tarjan [25] designed an EPTAS approximation
) for planar independent set, as an application of a separator theorem on planar graphs. Based on the outer-planarity of planar graphs, Baker [4] designed EPTAS algorithms of time O(2 O(1/ ) n) for several famous NP-hard optimization problems on planar graphs, such as planar vertex cover, planar independent set, and planar dominating set.
In [6] , Cai and Chen proved that if an optimization problem has a fully polynomial-time approximation scheme (FPTAS), then the corresponding parameterized problem is fixed-parameter tractable (in FPT). Later this result was extended in [9] by Cesati and Trevisan: All optimization problems that have efficient polynomial time approximation schemes (EPTAS) have their parameterized problems in FPT. Therefore, the parameterized versions of these aforementioned optimization problems, planar vertex cover, planar independent set, and planar dominating set, are in FPT.
Alber et. al [2] designed parameterized algorithms of time 2
for the parameterized versions of the above NP-hard optimization problems. A lot of research has been done on these problems to try to further improve the time complexity of the parameterized algorithms. Interested readers are referred to [1, 23, 17, 18] .
Cai et. al [8] proved the following lower bound result for the parameterized algorithms of these problems: [8] ) planar vertex cover, planar independent set, and planar dominating set do not have parameterized algorithms of time 2
The class SNP introduced by Papadimitriou and Yannakakis [26] contains many well-known NP-hard problems including, for any fixed q ≥ 3, cnf q-sat, q-colorability, q-set cover, and vertex cover, clique, and independent set [22] . It is commonly believed that it is unlikely that all problems in SNP are solvable in subexponential time. Impagliazzo, Paturi and Zane [22] studied the class SNP and identified a group of SNP-complete problems under the serf-reduction, such that if any of these SNP-complete problems is solvable in subexponential time, then all problems in SNP are solvable in subexponential time. This group of SNP-complete problems under the serf-reduction includes the problems cnf q-sat, q-colorability, q-set cover, and vertex cover, clique, and independent set.
We have:
time if and only if the vertex cover problem can be solved in
Therefore Lemma 1 could be restate as:
Lemma 3. planar vertex cover, planar independent set, and planar dominating set do not have parameterized algorithms of time 2
, unless all SNP problems are solvable in subexponential time.
We prove the following lower bound results on the running time of the EPTAS algorithms for those planar graph problems: Theorem 1. planar vertex cover, planar independent set, and planar dominating set have no EPTAS of running time 2
, where > 0 is the given error bound, unless all SNP problems are solvable in subexponential time.
Proof. We provide the proof for planar vertex cover. Let Q be the minimization problem of planar vertex cover.
From the EPTAS algorithm A Q for the planar vertex cover problem Q, we provide the parameterized algorithm A ≤ shown in Fig. 1 for the parameterized version Q ≤ of the planar vertex cover problem Q.
Input: An instance (G, k) of Q ≤ , where G is a planar graph.
Output: If the minimum vertex cover C0 has the size |C0| ≤ k, then Output "yes"; otherwise Output "no".
1. On the instance (G, k) of Q ≤ , call the EPTAS algorithm AQ on G and = 1/(2k + 1). Suppose that the algorithm AQ returns a vertex cover C.
2. If |C| ≤ k, then return "yes"; otherwise return "no". We verify that the algorithm A ≤ solves the parameterized problem Q ≤ . Since the planar vertex cover problem Q is a minimization problem, if |C| ≤ k then obviously |C 0 | ≤ k. Thus, the algorithm A ≤ returns a correct decision in this case. On the other hand, suppose |C| > k. Since |C| is an integer, we have |C| ≥ k + 1. Since A Q is a EPTAS for the planar vertex cover problem Q and = 1/(2k + 1), we must have
From this we get (note that |C| ≥ k + 1)
Thus, in this case the algorithm A ≤ also returns a correct decision. This proves that the algorithm A ≤ solves the parameterized version Q ≤ of the planar
. Thus, the parameterized version Q ≤ of the planar vertex cover problem is solvable in time 2
. Therefore, the result in the theorem follows from Lemma 3.
The proofs for planar independent set and planar dominating set are similar and hence are omitted. Corollary 1. planar vertex cover, planar independent set, and planar dominating set have no PTAS of running time 2
By a comparison with the upper bound on the running time of the EPTAS algorithms for these planar graph problems in Baker [4] , which is 2
(also in Lipton and Tarjan [25] ), we can see that there is a gap between the upper bound result and our lower bound result in Theorem 1. To come up with new approaches to improve the upper bound on the running time of the EPTAS algorithms in [4] will be interesting research. To study this issue, we concentrate on the planar vertex cover problem in the next section.
Upper Bound on Running Time of PTAS for Planar Vertex Cover
In this section, we study the PTAS algorithms for the vertex cover problem on planar graphs of degree bounded by 3, abbreviated as p-vc-3. The vertex cover problem on general planar graphs is abbreviated as p-vc. 
, where > 0 is the given error bound, unless the p-vc-3 problem has a parameterized algorithm of time 2
It is well known that a planar embedding of a planar graph can be constructed in linear time [21] . We define an operation, called the unfolding operation, based on a planar embedding of a planar graph. 
As an example, please refer to the unfolding operation on the vertex v of degree 6 shown in Fig. 2 . Note that the unfolding operation does not change the planarity of a graph: the path P v can be drawn on a small disc on which the vertex v was embedded in π(G), and the edges from the vertices v 1 , . . ., v d to the path P v can be drawn on the plane without edge crossing.
Suppose we are given a planar graph
, where V ≤3 is the set of vertices whose degree is less than or equal to 3, V >3 is the set of vertices whose degree is greater than 3. We apply the unfolding operation on a vertex v ∈ V >3 . We get a new planar graph G 2 = (V 2 , E 2 ), where G 2 has one fewer vertex of degree larger than 3, compared with G 1 .
We first consider a vertex cover C 2 of the graph G 2 .
-Suppose for some i, 1 ≤ i ≤ d − 3, the three vertices x i , y i , and y i+1 are all in C 2 . Then we simply remove x i from C 2 . It is obvious that C 2 − {x i } is still a vertex cover of G 2 , with one fewer vertex compared with C 2 . Call this operation clean-one. -Suppose for some i, 1 ≤ i ≤ d − 3, exactly two of the three vertices x i , y i , and y i+1 are in C 2 . If one of these two vertices is x i , then we can replace the two vertices by y i and y i+1 , resulting in a new vertex cover of the same size. Call this operation clean-two. Note that at least one of the three vertices x i , y i , and y i+1 must be in the vertex cover C 2 in order to cover the edges [x i , y i ] and [x i , y i+1 ]. Therefore, besides the above cases, the only remaining case is that for the three vertices x i , y i , and y i+1 , only one of them is in C 2 . In this case, this vertex in C 2 must be x i .
In the following discussion, cleaning a vertex cover C 2 means that we apply the processing of clean-one and clean-two on C 2 . After the cleaning process, we say that the vertex cover C 2 is clean. By the above discussion, in a clean vertex cover C 2 of the graph G 2 , we have
Let C 1 be any vertex cover of the graph G 1 such that Now suppose that the set of vertices of degree larger than 3 in the graph G 1 is V >3 = {u 1 , u 2 , . . . , u r }. Denote by deg(u) the degree of the vertex u. Inductively, suppose that the graph G i+1 is obtained from the graph G i by unfolding the vertex u i , for 1 ≤ i ≤ r. Note that the graph G r has its degree bounded by 3, and we say that the graph G r is obtained from the graph G 1 by unfolding all vertices of degree larger than 3. Let C 1 be a vertex cover for the graph G 1 with |C 1 | = k 1 . By the above discussion, we can construct from C 1 a vertex cover C 2 of k 1 + (deg(u 1 ) − 3) vertices for the graph G 2 ; then from C 2 , we can construct a vertex cover
vertices for the graph G 3 , . . . . . ., and finally we construct a vertex cover C r of
On the other hand, let C r be a vertex cover of k r vertices for the graph G r . First we clean C r to get a clean vertex cover C r for G r . Since cleaning does not increase the size of the vertex cover, we have |C r | ≤ |C r | = k r . Now by the above discussion, we can get a vertex cover u r ) − 3) vertices for the graph G r−1 . Cleaning the vertex cover C r−1 gives us a clean vertex cover C r−1 for the graph G r−1 , and by the above processing we can get a vertex cover C r−2 of
In particular, the above discussion enables us to derive a relation between the minimum vertex covers for the graphs G 1 and G r . Let k 1 and k r be the sizes of minimum vertex covers of the graph G 1 and G r , respectively. By the above discussion, from a minimum vertex cover for the graph G 1 , we can construct a vertex cover of
On the other hand, from a minimum vertex cover of the graph G r , we can construct a vertex cover of no more than
Combining these two relations, we get
Summarizing the above discussion, we get the following:
Claim. Let G 1 be a graph in which the set of vertices of degree larger than 3 is V >3 . Let G r be a graph obtained by unfolding all vertices of degree larger than 3 in G 1 . Then from a vertex cover C 1 for the graph G 1 , we can construct in polynomial time a vertex cover of |C 1 | + u∈V>3 (deg(u) − 3) vertices for the graph G r ; and from a vertex cover C r for the graph G r , we can construct in polynomial time a vertex cover of at most |C r | − u∈V>3 (deg(u) − 3) vertices for the graph G 1 . Moreover, the size of a minimum vertex cover of the graph G r is equal to the size of a minimum vertex cover of the graph G 1 plus
Using the unfolding operations, we can prove Lemma 5. The p-vc-3 problem has no parameterized algorithm of time 2
, unless the p-vc problem has a parameterized algorithm of time 2
Proof. Suppose the p-vc-3 problem has a parameterized algorithm A of time 2
. We have the following algorithm A shown in Fig 3 for the p-vc problem.
We prove the algorithm A is correct. By Claim 4, OP T 1 is a vertex cover for the graph G 1 with |OP T 2 | − u∈V>3 (deg(u) − 3) vertices and OP T 1 is computable in time n O(1) . Since OP T 2 is a minimum vertex cover for the graph G 2 , by Claim 4 again, a minimum vertex cover for the graph G 1 contains |OP T 2 | − u∈V>3 (deg(u) − 3) vertices. In conclusion, OP T 1 is a minimum vertex cover for the graph G 1 .
We analysis the running time of A in the following. For the graph
, where |V 1 | = n and |E 1 | = m, we can always assume |OP T 1 | ≥ n/2 by applying the NT-theorem [12] . That is, the parameter k ≥ n/2. After applying the unfolding operation on each v ∈ V >3 , we get the new planar graph G 2 = (V 2 , E 2 ) with degree bounded by 3. The construction of G 2 can be done in polynomial time.
For a planar graph with n vertices and m edges, we have [14] :
Algorithm A Input: A planar graph G1 = (V1, E1), V1 = V ≤3 ∪ V>3, and an integer k > 0.
Output: Output "Yes", if the size of the minimum vertex cover OP T1 of G1 satisfies |OP T1| ≤ k. Otherwise, output "No".
1. Let V>3 be the set of all vertices of degree larger than 3 in the graph G1. Construct a planar graph G2 by unfolding all vertices of degree larger than 3 in G1.
2. Run the algorithm A on the graph G2 with the parameter k2 = 1, 2, ..., |V2|.
We get a minimum vertex cover OP T2 for the graph G2.
3. Construct a vertex cover OP T1 for the graph G1 from OP T2 such that
5. If |OP T1| ≤ k, Return "Yes"; Otherwise, Return "No". By Equation 1 , for the graph G 1 , the total degree of all its vertices satisfies:
We have
Therefore, the calls to the algorithm A on the graph G 2 takes time 2 
Theorem 2 implies the difficulty of improving the EPTAS algorithm for the p-vc-3 problem.
Baker [4] provided an EPTAS algorithm of time 2 O(1/ ) p(n) for the p-vc problem. By applying that algorithm, we get an EPTAS algorithm of time 2 O(1/ ) p(n) for the p-vc-3 problem. Since the p-vc-3 problem seems simpler, one might suspect that we could have a better EPTAS algorithm for it than that for the p-vc problem.
In the following we show that if we can improve the EPTAS algorithm for the p-vc-3 problem, then we can improve the EPTAS algorithm for the p-vc problem. for the p-vc problem. The description of algorithm B is given in Fig. 4 .
Algorithm B
Input: A planar graph G1 = (V1, E1), and a constant > 0.
Output: A vertex cover C1 for G1, such that |C1| ≤ (1 + ) * |OP T1|.
1. Let V>3 be the set of all vertices of degree larger than 3 in the graph G1. Unfold all vertices of degree larger than 3 in G1, let the resulting graph be G2 = (V2, E2), whose degree is bounded by 3.
2. Run the algorithm A with = /13 on the graph G2. We get a vertex cover C2 for the graph G2. We claim that the vertex set C 1 is the required vertex cover for the graph G Here we have used the assumption that C 2 |/|OP T 2 | ≤ 1 + = 1 + /13, and the fact |OP T 2 | ≥ 13|OP T 1 |.
The call of the algorithm A on the graph G 2 takes time f (1/ )n O (1) . All the other steps of the algorithm B take polynomial time n O(1) . Therefore, the running time of the algorithm B is f (13/ )n O(1) , and the approximation ratio for the algorithm B is 1 + .
Summary
In this paper, we have proved lower bound results on the running time of the PTAS algorithms for a class of planar graph problems including planar independent set, planar vertex cover and planar dominating set. We pointed out that there is a gap between our lower bound result and the current known upper bound result on the running time of the PTAS algorithms for these planar graph problems. We then studied the PTAS algorithms for planar vertex cover problem. Based on our study of the relationship between planar vertex cover and planar vertex cover on planar graphs of degree bounded by three, we showed that to further improve the upper bound on the running time of the PTAS algorithms for planar vertex cover, we could concentrate on the planar vertex cover on planar graphs of degree bounded by three. Closing the gap and further improving the upper bound on the running time of the PTAS algorithms for these planar graph problems are nice open problems inviting further research.
