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ABSTRACT
Compared to linear systems, nonlinear generalizations may exhibit both non-equilibrium and equilibrium
behavior in the long run. The characterization of such behavior is challenging, particularly when overlaid by
an optimization or control layer, and is of relevance in a range of applications, e.g., neuroscience, biology,
economics, communication networks and power systems. The objective of this thesis is to consider these
questions for two prototypical applications of nonlinear multi-agent systems: (1) large population of coupled
oscillators and (2) communication networks. The research is divided into the following three parts:
Synchronization of oscillators: The purpose of this part is to understand phase transition in noncoop-
erative dynamic games with a large number of agents. The focus of analysis is on a variation of the large
population linear quadratic Gaussian (LQG) model proposed by Huang et. al. 2007 [1], comprised here
of a controlled N-dimensional stochastic differential equation model, coupled only through a cost function.
The states are interpreted as phase angles for a collection of non-homogeneous oscillators, and in this way
the model may be regarded as an extension of the classical coupled oscillator model of Kuramoto.
A deterministic PDE model is proposed, which is shown to approximate the stochastic system as the
population size approaches infinity. Key to the analysis of the PDE model is the existence of a particular
Nash equilibrium in which the agents ‘opt out’ of the game, setting their controls to zero, resulting in the
‘incoherence’ equilibrium.
Next we introduce approximate dynamic programming (ADP) techniques for the design and adaptation
(learning) of approximately optimal control laws for this model. For this purpose, a parameterization is
proposed, based on analysis of the mean-field PDE model for the game. In an offline setting, a Galerkin
procedure is introduced to choose the optimal parameters. In an online setting, a steepest descent algorithm
is proposed. We provide detailed analysis of the optimal parameter values as well as the Bellman error with
both the Galerkin approximation and the online algorithm.
Methods from dynamical systems theory are used in a bifurcation analysis, based on a linearization of
the PDE model about the incoherence equilibrium. A critical value of the control cost parameter is identified:
Above this value, the oscillators are incoherent; and below this value (when control is sufficiently cheap)
the oscillators synchronize. Then we simplify the analysis by relating the solutions of the PDE model to the
solutions of a certain nonlinear eigenvalue problem. Both analysis and computation are significantly easier
for the nonlinear eigenvalue problem. Apart from the bifurcation analysis that shows existence of a phase
transition, we also describe a Lyapunov-Schmidt perturbation method to obtain asymptotic formulae for the
small amplitude bifurcated solutions.
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A key question in the design of engineered competitive systems has been that of the efficiency of the
associated equilibria. Yet, there is little known in this regard in the context of stochastic dynamic games in a
large population regime. Here, we examine the efficiency of the associated mean-field equilibria with respect
to a related welfare optimization problem. We construct variational problems both for the noncooperative
game and its centralized counterpart and employ these problems as a vehicle for conducting this analysis.
Using a bifurcation analysis, we analyze the variational solutions and the associated efficiency loss. An
expression for the local bound of efficiency loss is obtained for the homogeneous population.
All the conclusions are illustrated with results from numerical experiments.
Nash games with coupled strategy sets: Generalized Nash equilibria (GNE) represent extensions of the
Nash solution concept when the strategy sets are coupled across agents. We consider a restricted class of
such games, referred to as generalized Nash games, in which the agents contend with shared or common
constraints and their payoff functions are further linked via a scaled congestion cost metric. When strategy
sets are continuous and the metric is an increasing convex function, a solution to a related variational in-
equality provides a set of equilibria characterized by common Lagrange multipliers for shared constraints.
In general, this variational inequality problem is non-monotone. However, we show that under mild con-
ditions, it admits solutions, even in the absence of restrictive compactness assumptions on strategy sets.
Additionally, we show that the equilibrium is locally unique both in the primal space as well as in the larger
primal-dual space. The existence statements can be generalized to accommodate a piecewise-smooth metric
while affine restrictions, surprisingly, lead to both existence and uniqueness guarantees. The second half of
the part provides a brief discussion of distributed computation of such equilibria in monotone regimes via
a distributed iterative Tikhonov regularization (ITR) scheme. Notably, such schemes are single-timescale
counterparts of standard Tikhonov regularization methods and involve updating the regularization parameter
after every gradient step. Application of such techniques to a class of network flow rate allocation games
suggests that the ITR schemes perform better than their two-timescale counterparts.
Nonlinear network flow control with AQM feedback: The last part of this thesis investigates stability,
bifurcation and oscillations arising in a communication network model with a large number of heteroge-
neous users adopting a Transmission Control Protocol (TCP)-like rate control scheme with an Active Queue
Management (AQM) router. The heterogeneity in the system is due to different user delays that are known
and fixed but taken from a given distribution. It is shown that for any given distribution of delays, there
exists a critical amount of feedback (due to AQM) at which the equilibrium loses stability and a limit cy-
cling solution develops via a Hopf bifurcation. The nature (criticality) of the bifurcation is investigated with
the aid of Lyapunov-Schmidt perturbation method. The results of the analysis are numerically verified and
provide valuable insights into dynamics of the AQM control system.
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CHAPTER 1
INTRODUCTION
Compared to linear systems, nonlinear generalizations may exhibit both non-equilibrium and equilibrium
behavior in the long run. The characterization of such behavior is challenging, particularly when overlaid
by an optimization or control layer, and is of relevance in a range of applications, e.g., neuroscience, bi-
ology, economics, communication networks and power systems. The objective of this thesis is to consider
such questions in the context of two prototypical applications of nonlinear multi-agent systems: (1) large
population of coupled oscillators and (2) communication networks.
An interest in coupled oscillators began over three hundred years ago when Christian Huygens noticed
the synchrony, one kind of a non-equilibrium phenomenon of coupled oscillators, between two pendulum
clocks hanging beside each other on the wall in the year 1665 [3]. Later, biological rhythms were found to
be related to the coupled oscillators, including neuronal spiking in the human brain, the flashing of fireflies
and the chirping of crickets in unison [4]. Other systems were also found to display the phenomenon of
synchronization. For instance, the locking of frequencies in the Josephson arrays in electronic systems is
one such example [5]. This synchronization may also be utilized to fulfill certain tasks such as data collection
in sensor networks [6]. Motivated by these concerns, in the first part of the thesis, we consider the control
of a large population of heterogeneous nonlinear oscillators.
In recent years, there is an emerging interest in the flow congestion control of the communication net-
works, in part due to the growth of the Internet, now the largest communication network in the world.
Overlooking the dynamics in the Internet can have profound impacts, as evidenced by the congestion col-
lapse in the 1980’s [7]. With the seminal work of Kelly [8, 9], the research community began to utilize
optimization as a tool to model and study the congestion control problem; see [10] and references therein
for examples. Subsequently, as strategic interactions assumed relevance, game-theoretic models were em-
ployed to examine equilibrium outcomes (cf. [11, 12, 13]). In the second part of this thesis, motivated by
such questions, we examine Nash games with shared constraints and scaled congestion costs with a focus
on analysis and distributed computation of equilibria. Finally, in the third part of this thesis, we consider
the congestion control of multiple flows through a communication network with single bottleneck link and
multiple bottleneck links.
In the next three subsections, we introduce the problem of interest in each part and provide a brief
summary of related literature and detail the main contributions.
1
1.1 Synchronization of oscillators
1.1.1 Problem statement
In this part of the thesis, the objective is to model and interpret the phase transition in the context of the
synchronization of oscillators from the perspective of noncooperative game theory. We define this game
formally:
We consider a set of N oscillators. The model for the ith oscillator is given by
dθi(t) = (ωi+ui(t))dt+σ dξi(t),
where ui(t) is the control input. The frequencies {ωi} are constant and chosen independently according to
a fixed distribution with density g on supporting [1− γ,1+ γ] with 0 < γ  1. Suppose the ith oscillator
minimizes its own performance objective:
η (POP)i (ui;u−i) = limT→∞
1
T
∫ T
0
[
c(θi;θ−i)+ 12 Ru
2
i
]
ds, (1.1)
where θ−i = (θ j) j 6=i, c(·) is a cost function, u−i = (u j) j 6=i and R models the control penalty. The cost
function is separable and takes the form
c(θi;θ−i) =
1
N ∑j 6=i
c•(θi,θ j), (1.2)
with c• a non-negative function on R2. The form of the function c and the value of R are assumed to be
common to the entire population. A Nash equilibrium in control policies is given by {u∗i }Ni=1 such that u∗i
minimizes η (POP)i (ui;u
∗
−i) for i = 1, . . . ,N.
In general, establishing the existence and uniqueness of Nash equilibrium for large population size (N)
is a challenging problem. In this part, following an approach first employed in [1], we derive a distributed
control law wherein the ith oscillator optimizes by using local information consisting of (i) its own state
(θi) and (ii) the mass-influence of the population. This is motivated by the notion that in a large population
regime (as N→∞), the population affects the ith oscillator in a nearly deterministic fashion. The distributed
control law is obtained via optimization with respect to this deterministic (but not a priori known) mass
influence. Since, there is no explicit form available for the optimal control law, design and adaptation of the
optimal or approximately optimal control law is important.
In practice, a fundamental problem is that controlled multi-agent systems can exhibit phase transitions
with often undesirable outcomes. In economics, an example of this is the so-called rational irrationality:
“behavior that, on the individual level, is perfectly reasonable but that, when aggregated in the marketplace,
produces calamity [14]”. The coupled oscillator model also exhibits phase transition. We use the coupled
PDE model for analysis of the phase transition.
In decentralized control problems, one avenue lies in allowing agents to compete. An immediate ques-
tion is whether the equilibrium outcome of such a game optimizes the value function of the original control
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problem. If so, such an equilibrium is termed as efficient; if not, then the loss, referred to as efficiency loss,
is of concern. Through considering the associated mean-field social welfare problem, we derive locally valid
bounds on the efficiency loss in such games..
1.1.2 Related work
Phase transition is important in a number of applications. For example, in thalamocortical circuits in the
brain, transition to the synchronized state is associated with diseased brain states such as epilepsy [15, 16]. In
biological systems, incoherence and synchronization are two common states that result from the interactions
of a large number of agents, examples being the unison chirping of cricket, synchronized flashing of fireflies
and synchronous clapping in the auditorium. Likewise, in financial markets, these two states have been
associated with efficient and non-efficient equilibria [17, 18].
In the dynamical systems literature, phase transition between incoherence and other non-equilibrium
solution states is understood by using methods from statistical mechanics and bifurcation theory. For a
large population, mean-field approximation is used to write a Fokker-Planck PDE model for evolution of
population density (see [19]). Subsequently, phase transition is understood by investigating solutions of
these PDE models. In game theory, mean-field models appear in the recent work of [1, 20]. For linear
quadratic (LQ) game [1] proposes the use of such methods, also called Nash Certainty Equivalence by
authors, to construct decentralized optimal control laws.
In economics there is a rich literature of dynamic games; cf. [21] for the early work using continuum
(infinite population limit) approximation to study the large population game. A notion of oblivious equilib-
rium was developed by Weintraub and coworkers [22, 23, 24]. The authors use the notion to approximate the
Markov perfect equilibrium for the stochastic games in industrial applications. In an oblivious equilibrium
each player’s decision depends on his/her own state and the mean state of all other players. In [25, 26, 27]
the authors further extend the idea and generalize it to apply to the problems of different structures.
As of interest is a parallel development on mean-field games in Europe; cf. [28, 29, 30]. In [28], a mean-
field game model is proposed as a continuum limit to the large population differential game on financial
applications. In [31] authors propose a generic mean-field interaction model to show the convergence of the
solution of finite population model to a deterministic differential equation in the infinite population limit.
This model is used to analyze the performance of a MAC protocol in communication network.
The motivation for learning comes from neuroscience, specifically learning paradigms such as long-term
potentiation (LTP) that underlie synaptic plasticity in neuronal networks [32]. In such networks, it has been
observed that synchronized neural activity of the population aid in selection and update of synaptic weights.
Efficiency loss problem has been studied in various engineered systems. For example, quantification of
efficiency loss in finite player games has been studied in the context of routing [33], resource allocation [34]
and congested markets [18].
3
1.1.3 Overview of contributions
Several sets of questions are examined in this chapter. We begin by introducing the problem in the infinite
population regime and summarize our three sets of contributions. First, we characterize the phase transition
from incoherence to synchrony in such settings. Next, we discuss how optimal control laws may be learnt
in a distributed regime. Finally, we examine the efficiency of the obtained equilibria and derive locally valid
bounds for the efficiency loss.
The infinite oscillator limit
A limiting model is constructed consisting of two partial differential equations (PDEs):
(i) An Hamilton-Jacobi-Bellman (HJB) PDE that describes the solution of minimizing (1.1) under the
assumption of a known deterministic mass influence:
∂th+ω∂θh =
1
2R
(∂θh)2− c¯(θ , t)+η∗− σ
2
2
∂ 2θθh , (1.3)
where h(θ , t,ω) is the relative value function and c¯(θ , t) is the effect of mass influence. It is meant
to be the deterministic approximation of E[c(θ ;θ−i(t))] in the limit of large N. The solution of HJB
equation gives the optimal control law:
u(θ , t,ω) =− 1
R
∂θh(θ , t,ω). (1.4)
(ii) A Fokker-Planck-Kolmogorov (FPK) equation that describes the evolution of the probability density
function p(θ , t,ω) with optimal control (1.4):
∂t p+ω∂θ p =
1
R
∂θ [p(∂θh)]+
σ2
2
∂ 2θθ p. (1.5)
The two PDEs are coupled via the mass influence term c¯(θ , t) that arises as an averaged cost function:
c¯(ϑ , t) =
∫
Ω
∫ 2pi
0
c•(ϑ ,θ)p(θ ; t,ω)g(ω)dθ dω. (1.6)
It is used in the HJB equation (1.3). The solution of the HJB equation gives the distributed control law (1.4).
ε-Nash equilibrium for finite N
Following the methodology outlined in [1], we establish that the control law
uoi (t) = −
1
R
∂θh(θ(t), t,ω)
∣∣∣∣
ω=ωi
, (1.7)
is an ε-Nash equilibrium for the stochastic dynamic game with a finite number of oscillators (N < ∞)
(see Thm. 2.3.5). This implies that any unilateral deviation from an ε-Nash equilibrium by an individual
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oscillator can at best improve the performance by a small (ε = εN with εN → 0 as N→∞) amount when the
population size N is large.
Phase transition from incoherence to synchrony
For the coupled system (1.3) - (1.6), a bifurcation diagram is obtained in the (R,γ) plane for the infinite
limit model. The plot shown on the left in Fig. 1.1 depicts a phase transition: For R> Rc, the oscillators are
incoherent, and for R< Rc the oscillators synchronize. That is, the oscillators synchronize when the control
is sufficiently cheap. To obtain the bifurcation diagram, we assume c•(ϑ ,θ) = 12 sin
2 (ϑ−θ
2
)
. For this cost,
an incoherence solution is easily obtained:
h(θ , t,ω) = h0(θ) := 0 p(θ ; t,ω) = p0(θ) :=
1
2pi
(1.8)
The critical value for bifurcation is obtained by analysis of the linearization about the incoherence solu-
tion. To verify the conclusion of the analysis, the solution to the PDEs is obtained numerically. For values
of R > Rc, the incoherent solution is obtained. For values of R < Rc, the numerical solution arises as a
periodic traveling wave: p(θ , t,ω) = p(θ −at,0,1), h(θ , t,ω) = h(θ −at,0,ω). The wave speed a = 1,
independent of ω , which coincides with the mean frequency with respect to the density g.
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Figure 1.1: Bifurcation diagram of the coupled model considered in this chapter with σ2/2 = 0.05 (left),
and comparison of the control obtained in this chapter (for the synchronization case when R < Rc) and for
the Kuramoto model (right).
The numerically obtained control laws are depicted in Fig. 1.1 (right) in relation to the population den-
sity. Note that the control is zero when ω = 1, and θ lies at its mean value (equal to pi in this figure, for
the particular value of t chosen). The control laws that obtained are in fact close to the Kuramoto oscillator:
u(Kur)i (θi, t) =
κ
N ∑
N
j=1 sin(θ j(t)−θi). The comparison appears in the Fig. 1.1 (right).
Learning of approximate optimal control laws
The key to the success of many of the learning algorithms is the specification of an appropriate parametriza-
tion for an approximation of the value function. The analysis of the PDE solution reveals that the game
theoretic control law closely approximates the Kuramoto control law (see Fig. 1.1 (right)). This suggests
two types of parametrizations that we introduce in this chapter.
5
Figure 1.2: Bifurcation diagram: Comparison of stability boundary obtained from the analysis of the PDE
model introduced in [2] and from the analysis of the large population, where each oscillator applies the
approximately optimal control law obtained using the learning algorithm.
We focus on a variant of a Q-learning algorithm [35], in which an approximation of a Q-function leads
to an approximation of the optimal control law. In an offline setting, a Galerkin procedure is introduced to
choose the optimal parameters. In an online setting, a steepest descent stochastic approximation algorithm
is proposed.
A salient feature of this work is that we provide detailed analysis of both the Galerkin approximation
and the learning algorithm: One, we characterize optimal parameter values and show them to be consistent.
Two, an estimate of Bellman error is provided.
Finally, we describe the population behavior if the local control laws obtained in step 2 are applied
to each oscillator. A bifurcation diagram is obtained in the (R,γ) plane for the infinite limit model. The
bifurcation diagram, depicted in Fig. 1.2, reveals a phase transition with two distinct types of population
behavior and the boundary for phase transition is consistent with the results from PDE model. The analysis
and numerical results also show that the synchronization of the population helps the learning of control.
Local bound of efficiency loss of equilibria
A key question in the design of engineered competitive systems has been that of the efficiency of the asso-
ciated equilibria. Yet, there is little known in this regard in the context of stochastic dynamic games in a
large population regime. We examine the efficiency of the associated mean-field equilibria with respect to a
related welfare optimization problem. We construct variational problems both for the noncooperative game
and its centralized counterpart and employ these problems as a vehicle for conducting this analysis. Using a
bifurcation analysis, we analyze the variational solutions and the associated efficiency loss. An expression
for the local bound of efficiency loss is obtained for homogeneous population (see Lemma 5.4.6).
6
1.2 Nash games with coupled strategy sets
1.2.1 Problem statement
Consider a tuple (N ,J,K ) where N is the set of users with |N | = N, J , (Ji)Ni=1 is the set of user-
specific objective functions, and K is defined as K , {K1, . . . ,KN ,C } where the user-specific strategy
sets are denoted by K1, . . . ,KN and the shared constraint is given by C . We consider a networked setting
with a set of links denoted by L , indexed by ` = 1, . . . ,m = |L | and we assume that every agent makes
flow decisions over all m links, namely xi = (xi`)`∈L . Note that this is without loss of generality and ifL ci
denotes the set of links not being traversed by agent i, then xi`= 0 for all `∈L ci . Consequently, xi ∈Ki⊆ IRn
where n = N×m and C ⊆ IRn. We define the canonical shared constraint Nash game G as follows:
Definition 1.2.1 (G ) Consider an N-person game (N ,J,K ), where the ith agent’s solves
(Useri(x−i)) max{Ji(xi;x−i), (Ui(xi)− fi(x)) : xi ∈ Ki∩Ci(x−i)},
where x ≡ (xi)i∈N is the tuple of all agents’ decisions, Ui(xi) is a user-specific utility function and fi(x) is
the congestion cost faced by agent i. The shared constraint is defined by the set-valued map Ci(x−i), {xi :
(xi;x−i) ∈ C }, where C ⊆ IRn. Then a generalized Nash equilibrium is defined as a tuple {x∗i }i∈N where x∗i
is a solution to (Useri(x∗−i)) for all i ∈N .
The congestion cost faced by the ith agent is defined as the total congestion cost faced over all the links,
namely
fi(x), xTi g(x) = ∑
`∈L
xi`g`(x`),
where g = (g`)`∈L , x` denotes the collective flow decisions at link ` and is defined as x` , {xi`}i∈N .
We study the existence and uniqueness of the equilibria for the problem under various assumptions on
the utility function and cost function. Furthermore, we provide a single-timescale algorithm, the iterative
Tikhonov Regularization scheme, to compute the equilibria for one of the types of the problems, the mono-
tone problem.
1.2.2 Related work
The seminal work by Rosen [36] proved the existence and uniqueness of generalized Nash equilibria under a
compactness assumption on the strategy sets and a diagonal strict convexity assumption on the gradient map-
ping (see also [37, 38]). More recently, Facchinei et al. [39] showed an equivalence between the generalized
Nash equilibria and the solution set of a related variational inequality [40] under an assumption of common
Lagrange multipliers on the shared constraints. In recent years, variational inequalities∗ (VIs) [40] have
∗Given a closed convex set K and a continuous mapping F : IRN → IRN , a variational inequality VI(K,F) is a problem that
requires determining a vector x such that (y−x)T F(x)≥ 0 for all y ∈ K where x ∈ IRN .
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proved to be an effective approach for both analyzing and computing equilibria in imperfectly competitive
settings [41, 42].
Game-theoretic models have been employed widely in wireline and wireless communication networks,
particularly in the context of routing [43, 44, 45], bandwidth allocation [46, 47, 48, 49], spectrum or channel
allocation in radio networks [50], attention allocation in security systems [51] and pricing and auctioning
of resources [52, 53]. The setting of this section is aligned with the recent work by Alpcan and Bas¸ar [49]
where flow control, in the presence of congestion (or equivalently delay), is considered in communication
networks.
Past work in network games with shared constraints assumed either compactness assumptions on the
strategy sets or imposed stringent monotonicity requirements [36, 37, 49, 54, 11] to obtain existence and
uniqueness properties. In the first part of the section, we examine when GNEs exist and whether a unique-
ness guarantee can be provided for a limited class of equilibria. The results are derived under relatively mild
assumptions on the congestion cost functions that allow for both asymmetry across users and do not impose
the “diagonal strict convexity” requirement [36], leading to possibly nonmonotone VIs.
In the second part of this section, we focus on the development and analysis of distributed algorithms
for solving the variational inequalities corresponding to the GNEP. While distributed schemes for the mul-
tiuser optimization problem have been studied extensively [8, 9, 10, 55, 56, 57, 58, 59], the game-theoretic
generalization has been less studied [49, 46, 60].
1.2.3 Overview of contributions
The primary contributions of this section fall into the following two categories:
Properties of equilibria
We consider a class of Nash games where each user faces a scaled congestion cost denoted by fi(x) where
x = {x1, . . . ,xN} denotes the set of all user decisions. In a single-link setting, the user decisions are non-
negative scalars and fi(x) , xig(x), where g(x) is a common convex congestion cost function. In general,
such games do not lead to monotone variational problems and standard existence and uniqueness results do
not apply. The majority of past analysis of networked games with shared constraints requires either com-
pactness of the strategy sets or insists on stringent monotonicity properties on the gradient mapping of the
objectives. Our interest is in weakening these assumptions to allow for more broadly applicable statements,
valid in possibly non-monotone and nonsmooth settings without a compactness requirement on strategy sets.
In settings where g(x) is smooth, we prove that resulting generalized Nash equilibrium exists. We note that
this result requires neither compactness of strategy set nor monotonicity of the gradient map. Additionally,
we show that the equilibrium is locally unique in both the primal space as well as in the joint space of primal
variables and Lagrange multipliers (hereafter referred to as the primal-dual space). Finally, we consider
whether these statements are robust to nonsmooth generalizations and can be strengthened under affine re-
strictions. We show that the existence result is invariant under a generalization that allows for g(x) to be
modeled as a piecewise smooth convex function. Correspondingly, a restriction on the nature of g(x), speci-
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fying that g(x) = ∑i xi, an existence and uniqueness statement is provided in the primal space. Surprisingly,
a similar statement can also be made in the primal-dual space.
Distributed algorithms
A second contribution of this work lies in developing single-timescale distributed schemes for computing
equilibria. Here, we restrict our attention to problems that lead to monotone regimes that may admit a host
of equilibria. In this realm, we present a projection-based iterative Tikhonov regularization scheme that
requires both primal and dual updates and can be shown to converge to least-norm equilibria when using
monotone maps. Application of this scheme to a networked setting is shown to be effective.
1.3 Nonlinear network flow control with AQM feedback
This part is concerned with stability, bifurcation and oscillations arising in a model of communication net-
work with heterogeneous users adopting a Transmission Control Protocol (TCP)-like rate control scheme
and a single Active Queue Management (AQM) router (see Figure 1.3).
The goal is to investigate existence of an equilibrium and its bifurcation to oscillatory behavior vis-a-vis
two important but complementary factors: 1) network heterogeneity and 2) network feedback. The type of
heterogeneity considered is due to different user delays that are known and fixed but taken from a given
distribution g(d) with spread (or variance proportional to) γ . The type of feedback considered is due to the
strength of feedback from the AQM queue, modeled using feedback strength parameter β as part of the rate
control scheme. The stability and bifurcation results are described in the parameter space (β ,γ).
The motivation for considering these two factors (more than others) is because: 1) of their physical
relevance to communication networks, and 2) the fact that these issues are universal, albeit in different
forms, across networks. As an example, biological networks are often studied using simplified oscillator
models where heterogeneity arises due to the spread in natural frequencies of the individual oscillators and
connectivity is determined by feedback strength and the properties of graph Laplacian; cf., [4].
1.3.1 Problem statement
User 1
User 2
User M
…
 ...
queue
router router
link
(Capacity C)
AQM
feedback
Figure 1.3: The configuration of communication network
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We consider a single bottleneck link of a network with fixed capacity C shared by M users. Figure 1.3
gives a schematic of the network topology. Instead of conducting a packet level analysis of the network
we adopt a network model based on fluid approximation [10, 61]. Each user is associated with a unique
connection for simplicity and transmits with a nonnegative flow rate xi over this bottleneck link. For xi ∈
R+ .= [0,∞), the ith user is assumed to follow a TCP-like additive-increase multiplicative-decrease (AIMD)
flow control scheme,
x˙i(t) = κ
[
1
di
−βxi(t)xi(t−
√
di)p(t−
√
di)
]
. (1.9)
where 0 ≤ p ≤ 1 is the observed rate of marking (or depending on the implementation, dropping) of its
packets,
√
di is the user specific delay and β is the feedback parameter. The delay parameters di are assumed
to be known and fixed but taken from a given distribution g(d).
The packet marking occurs at the link whose dynamics are next described. If the aggregate sending rate
of users exceeds the capacity C of the link, then the arriving packets are queued in the buffer q of the link.
The non-negative queue size evolves according to the ODE
q˙(t) =

∑Mi=1 xi(t)−C if 0< q< Qmax,
min(0,∑Mi=1 xi(t)−C) if q = Qmax,
max(0,∑Mi=1 xi(t)−C) if q = 0,
(1.10)
where we assume a maximum buffer size of Qmax at which the queue saturates. Any incoming packet after
this point is dropped; cf. [62]. p(·) in (1.9) is set by the AQM control and takes the general form p = f (q).
The analytical questions are motivated by numerical results that show equilibrium and oscillatory so-
lutions as problem parameters (delays, distribution of delays, and AQM feedback strength) are varied. In
the (β ,γ) parameter space, there are two boundaries β ∗(γ) and β0(γ) separating the solutions, as is shown
in Fig. 1.4. The first boundary β ∗(γ) separates the two kinds of equilibrium solutions: IER (inefficient
equilibrium regime) where the queue is always saturated and packets are being dropped, and EER (efficient
equilibrium regime) where aggregate sending rate of users equals the link capacity C. For a fixed value of γ ,
there exists a critical value of β , denoted as β0(γ), beyond which oscillations (OR) arise both in the queue
size and the user flow-rates. We study the equilibrium solutions, their linear stability and bifurcation from
EER to OR.
1.3.2 Related Work
In recent years, several studies have considered the issues of stability and bifurcation in simulations and
models of TCP flows with routers in communication networks [63, 64, 65, 66]. Using numerical simulations,
one of the earliest works [63] showed that TCP flows can exhibit non-equilibrium and chaotic behavior
regardless of the applications, such as HTTP, SMTP etc. Non-equilibrium queue oscillations have been
reported in numerical simulations [65, 67] as well as in fluid models [63, 68, 69] of communication networks.
In [66], it was shown that certain implementations of the RED AQM scheme can lead to large TCP flow
oscillations, and [69] dealt with appearance of bounded oscillations in the presence of feedback delay.
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Figure 1.4: Simulation-based boundaries diagram for the network with heterogeneous delays.
Several modeling and analysis approaches have been considered in literature. In [62], linearization
techniques were employed for analysis of fluid models with TCP flows and the RED AQM scheme. In [64],
a discrete-time dynamical system model was used to analyze the equilibrium in TCP-RED and analyze
its stability with respect to system parameters. In [70], a stochastic model of a bottleneck RED link with
a large number of heterogeneous TCP flows was proposed to investigate the asymptotic behavior. More
recently, models utilizing nonnegative matrix theory have been used to investigate the interaction between
TCP congestion control and droptail AQM schemes [71].
With simple fluid models, analytical methods from bifurcation theory have been used to show that self-
excited user flow rate and queue oscillations can arise as a result of Hopf bifurcation [72, 73, 74], period
doubling and border-collision bifurcations [64]. Apart from self-excited oscillations, non-equilibrium be-
havior can also arise as a result of random noise [70, 75, 76, 77]. A variety of analytical methods have
been applied to study the oscillations. In [78], a center manifold reduction on a discrete-time normalized
TCP-RED model was used to demonstrate period-doubling and border-collision bifurcation. In [72], meth-
ods based on normal form theory were considered to show oscillations via a supercritical Hopf Bifurcation.
In [73], results on local bifurcation for a nonlinear delay differential equation model of communication net-
work with a single discrete delay were discussed. In [79], a novel AQM scheme called “Adaptive RED” was
proposed for controlling instability and bifurcation in TCP models. In [80], synchronization of two TCP
flows was studied by using a weakly coupled oscillator analogy. An approach based on describing functions
analysis of synchronization was described in [81].
1.3.3 Overview of Contributions
There are three kinds of analysis reported: 1) analysis of the equilibrium solution, 2) analysis of stability
properties of the equilibrium solution via linearization of the dynamic model, and 3) analysis of bifurcation
and subsequent nonlinear oscillations via the method of Lyapunov-Schmidt.
The linear analysis entails consideration of both the discrete and the continuous spectrum in terms of the
problem parameters. It is shown that the continuous spectrum always lies in the left half complex plane so
stability can be analyzed by examining only the discrete spectrum. Numerical analysis of discrete spectrum
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Table 1.1: Parameter values for communication network
Parameters Homogeneous Heterogeneous
Link Capacity C = 1000 C = 1000
# of users M = 1000 M = 1000
Queue bounds Qmin = 0, Qmax = 1000 Qmin = 0, Qmax = 100
User parameters κ = 0.01, d = a = 0.022 κ = 0.01, a = 0.022, γ = 0.5, d ∈ [a(1− γ),a(1+ γ)]
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Figure 1.5: Comparison of Hopf Bifurcation with numerical simulation and the perturbation method: (a)
homogeneous network, and (b) heterogeneous network.
shows that a complex eigenvalue pair crosses the imaginary axis as the feedback strength parameter β is
increased beyond a critical value.
This suggests appearance of oscillations via a classical Hopf bifurcation and provides motivation for the
nonlinear analysis. The nonlinear analysis entails an analytic series expansion of the nonlinear oscillation
solutions in terms of a small parameter ε . The unknown coefficients of the series are evaluated via a pertur-
bation method based on Lyapunov-Schmidt reduction; cf., [82, 83]. The analysis leads to determination of
the criticality of the Hopf bifurcation in terms of sign of a certain (Landau) coefficient. Validation results
for both linear and the nonlinear analysis are presented in Fig. 1.5.
For validation, two cases are considered (see parameter values in Table 1.1). In the first homogeneous
case, all the users have the same delay (γ = 0). In the second heterogeneous case, we choose a uniform
distribution of delays with γ = 0.5. For numerical simulations, five distinct delays are sampled from uniform
distribution giving five distinct types of users in the network. Since the distribution is uniform, there are M/5
homogeneous users for each distinct delay. Figure 1.5 (a) and (b) overlays the bifurcation curves obtained
with numerical simulations and with the perturbation method for the two cases.
There are three main contributions of this work. One, we provide analytical methods for the study of a
heterogeneous network with large number of users with distributed delays. Two, the parameter space (β ,γ)
representing the effects of heterogeneity and feedback is not only relevant from practical considerations
but also can be used as benchmark for other investigations with more general network topology. In partic-
ular, we present numerical and analytical evidence on role of these two factors and characterize stability
of equilibrium solutions, as well as nature of bifurcation and resulting limit cycling solution. Finally, the
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results of our analysis can serve as design guidelines for choosing the amount of AQM feedback as well as
investigating other coupling mechanisms that have better stability and bifurcation characteristics.
The remaining of the thesis are organized as follows: The work of mean-field oscillators game problem
is presented in Chapters 2 to 5. The network flow control game problem is presented in Chapter 6. Finally,
the analysis of a nonlinear network model for flow control with delays is presented in Chapter 7.
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Part I
Synchronization of Oscillators
14
CHAPTER 2
MEAN-FIELD OSCILLATOR GAME∗
2.1 Introduction
The dynamics of a large population of coupled heterogeneous nonlinear systems is of interest in a number
of applications, including neuroscience, communication networks, power systems, and economic markets.
Game theory provides a powerful set of tools for analysis and design of strategic behavior in controlled
multi-agent systems. In economics, for example, game-theoretic techniques provide a foundation for an-
alyzing the behavior of rational agents in markets. In practice, a fundamental problem is that controlled
multi-agent systems can exhibit phase transitions with often undesirable outcomes. In economics, an ex-
ample of this is the so-called rational irrationality: “behavior that, on the individual level, is perfectly
reasonable but that, when aggregated in the marketplace, produces calamity [14]”.
A prototypical example of multi-agent heterogeneous nonlinear system that exhibits phase transition is
the coupled oscillator model of Kuramoto [84]. The model comprises of N coupled oscillators, with the ith
oscillator’s dynamics given by,
dθi(t) = ωi dt+
κ
N
N
∑
j=1
ψ•(θ j(t),θi(t))dt+σ dξi(t), (2.1)
where θi(t) is the phase of the ith-oscillator at time t, ωi is its natural frequency, ξi(t) is the standard Wiener
process, ψ•(θ j,θi) = sin(θ j−θi) models the influence of the jth-oscillator from the population of N oscil-
lators, and κ is the coupling parameter. The frequency ωi is drawn from a distribution g(ω) with support on
Ω := [1− γ,1+ γ]. The parameters γ and κ are used to model the heterogeneity and the strength of network
coupling, respectively.
The dynamics of the Kuramoto model can be visualized using a bifurcation diagram in the (κ,γ) plane,
which in particular illustrates the emergence of a phase transition. The stability boundary κ = κc(γ) shown
on the left hand side of Fig. 2.1 provides an illustration of the phase transition: The oscillators behave
incoherently for κ < κc(γ), and synchronize for κ > κc(γ). That is, the oscillators synchronize if the
coupling is sufficiently large. In the former incoherent setting, the oscillators rotate close to their own
natural frequency and hence the trajectory θi(t) is approximately independent of the population. In the
synchronized setting each oscillator rotates with a common frequency.
The phase transition is important in a number of applications. For example, in thalamocortical circuits in
∗This chapter is an extension to the published paper [2].
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the brain, transition to the synchronized state is associated with diseased brain states such as epilepsy [15].
The objective of this chapter is to model and interpret the phase transition from the perspective of
noncooperative game theory. We define the game formally:
Consider a set of N oscillators. The model for the ith oscillator is given by
dθi(t) = (ωi+ui(t))dt+σ dξi(t), mod 2pi (2.2)
where ui(t) is the control input. In neuroscience applications, an oscillator serves as a reduced order model
of a single neuron: θi(t) ∈ [0,2pi] is the phase variable and ui(t) models the effect of stimulus (current) [85].
It is noted that the state space for the ith oscillator is a circle, and denoted as [0,2pi].
Suppose the ith oscillator minimizes its own performance objective:
η (POP)i (ui;u−i) = limsup
T→∞
1
T
∫ T
0
(
c(θi;θ−i)+ 12 Ru
2
i
)
ds, (2.3)
where θ−i = (θ j) j 6=i, c(·) is a cost function, u−i = (u j) j 6=i and R models the control penalty. The form of
the function c and the value of R are assumed to be common to the entire population. A Nash equilibrium
in control policies is given by {u∗i }Ni=1 such that u∗i minimizes η (POP)i (ui;u∗−i) for i = 1, . . . ,N.
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R > Rc(γ)
Figure 2.1: Bifurcation diagrams. The Kuramoto model (2.1) with σ2/2 = 0.05 (left), and the coupled
model considered in this chapter with σ2/2 = 0.05 (right).
In general, establishing the existence and uniqueness of Nash equilibrium for large N is a challenging
problem. In this chapter, following the Nash Certainty Equivalence (NCE) methodology first developed
in [1], we investigate a distributed control law wherein the ith oscillator optimizes by using local information
consisting of (i) its own state (θi) and (ii) the mass-influence of the population. The idea is that in the
limit of large population size (as N → ∞), the population affects the ith oscillator in a nearly deterministic
fashion. The distributed control law is obtained by considering a problem where each oscillator optimizes
with respect to this deterministic (but not a priori known) mass influence.
Three types of analyses are presented in this chapter. We first examine the infinite-oscillator limit, and
subsequently investigate the implications for the finite-oscillator model:
1. The infinite oscillator limit. A limiting model is constructed consisting of two partial differential equa-
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tions (PDEs):
(i) An Hamilton-Jacobi-Bellman (HJB) equation (2.15a) that describes the solution of minimizing (2.3)
under the assumption of a known deterministic mass influence.
(ii) A Fokker-Planck-Kolmogorov (FPK) equation (2.15b) that describes the evolution of the population
density with optimal control input obtained from the solution of (i).
The two PDEs are coupled via the mass influence term (2.15c). It arises as a (spatially) averaged cost
function, where the average is based on the solution of (ii). The averaged cost function is used in the HJB
equation in (i), whose solution defines the distributed control law.
2. ε-Nash equilibrium for finite N. Following the methodology outlined in [1], we establish that the
distributed control law is an ε-Nash equilibrium for the stochastic dynamic game with a finite large number
of oscillators (N < ∞). This implies that any unilateral deviation by an individual oscillator can at best
improve the performance by a small (ε = εN with εN → 0 as N→ ∞) amount when the population size N is
large.
The final analysis is grounded in the large population limit:
3. Transition from incoherence to synchrony. A bifurcation diagram is obtained in the (R,γ) plane for
the infinite limit model. The plot shown on the right in Fig. 2.1 depicts a phase transition: For R > Rc, the
oscillators are incoherent, and for R < Rc the oscillators synchronize. That is, the oscillators synchronize
when the control is sufficiently cheap.
The bifurcation diagram in Fig. 2.1 is obtained via spectral analysis of the linearization taken about the
incoherent solution. The analysis is used to establish linear asymptotic stability of the incoherence solution
for R> Rc. For R< Rc, the incoherence solution loses stability to a traveling wave solution, interpreted here
as the synchrony solution. These solutions are obtained here using a Lyapunov-Schmidt based perturbation
method for the homogeneous population, and using a numerical wave form relaxation algorithm for the
general heterogeneous case. For the numerical solutions, a brief comparison to the Kuramoto oscillators is
also provided.
The overall approach of this chapter follows the NCE methodology introduced in the seminal work of
Huang, Caines and Malhame´ [1, 86, 87]. In [1], a solution of a cost-coupled LQG game is described for a
population comprising of heterogeneous linear agents with Gaussian noise. Each agent seeks to minimize
its own infinite-horizon discounted cost. The average cost extension of this problem appears in Li and
Zhang [20].
There has also been a parallel development of closely related concepts, referred to as mean-field games,
beginning with the work of Lasry and Lions [28]. In Gueant [29], a reference case for mean-field game
models is discussed: agents have a utility flow that is a function of the population distribution. Numerical
approaches to obtain solution of the mean-field game models appears in Achdou and Dolcetta [30].
A closely related notion of oblivious equilibrium was introduced by Weintraub et al. [22, 24] as a means
of approximating a Markov perfect equilibrium (MPE) for economic models. Related methods to con-
struct approximate solutions to large-scale stochastic games, where state of an individual agent evolves as a
discrete-time Markov process, can be found in [88].
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The chapter is organized as follows. A description of the SDE and PDE models is contained in Sec. 2.2,
and Sec. 2.3 contains analysis of the game for a finite number of oscillators. Bifurcation analysis appears in
Sec. 2.4, which is illustrated with results from numerical experiments in Sec. 2.5. Conclusions are contained
in Sec. 2.6.
2.2 Mean-field Approximation
We begin with a description of the coupled oscillator model, associated optimal control problems, and the
proposed infinite-oscillator approximation.
2.2.1 Finite oscillator model
We consider a population of N oscillators competing in a noncooperative game as defined in the Introduction
(see (2.3)). The dynamics of the ith oscillator are described by the stochastic differential equation,
dθi = (ωi+ui(t))dt+σ dξi, i = 1, . . . ,N, t ≥ 0 (2.4)
where θi(t) ∈ [0,2pi] is the phase of the ith oscillator at time t, ui(t) is the control input, and {ξi} are
mutually independent standard Wiener processes. The standard deviation σ is independent of i. The SDE
model requires frequencies ωi and initial conditions {θi(0)}, that are chosen independently according to a
given distribution:
Assumption 2.2.1 For each i, {(θi(0),ωi)} is i.i.d., independent of {ξi}, with common marginal distribution
(θi(0),ωi)∼ p(θ ;0,ω)g(ω).
The frequency ωi is a constant independent of time — It is assumed that at time t = 0, the N scalars {ωi}
are chosen independently according to a fixed distribution with density g, which is supported on an interval
of the form Ω= [1−γ,1+γ] where γ < 1 is assumed to be a small constant. For a homogeneous population
γ = 0 and g(ω) = δ (ω−1), the Dirac delta function at ω = 1.
In the numerical examples described in Section 2.5, the density is taken to be uniform, namely g(ω) =
(2γ)−1 for |ω−1| ≤ γ .
We seek a control solution that is decentralized and of the following form: For each i and t, the input
ui(t) depends only on {θi(s) : s ≤ t}, and perhaps some aggregate information, such as the mean value of
{θ j(t)}Nj=1. This amounts to a dynamic game, whose exact solution is infeasible for large N.
Instead we construct an approximation of the form described in [1, 22]. This approximation is based
on an infinite-population limit similar to those introduced in this prior work and others (e.g., [19]). The
approximation is based on the following sequence of steps:
(i) We construct a density function p that is intended to approximate the probability density function for
the individual oscillators in steady-state. For any i and any t > 0, the density p(·, t; ωi) is intended to
approximate the probability density of the random variable θi(t), evolving according to the stochastic
differential equation (2.4).
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(ii) We obtain an approximation for the cost function c. Motivated by the separable nature of the control
used in the coupled oscillator models (e.g., (2.1)), we make the following assumption:
Assumption 2.2.2 The cost function c appearing in (2.3) is separable, as shown below:
c(θi;θ−i) =
1
N ∑j 6=i
c•(θi,θ j), (2.5)
with c• a non-negative integrable function on [0,2pi]2.
If N is large, the sum in (2.5) is expected to be nearly deterministic when the frequencies {ωi} are
independently sampled according to the density g. The law of large numbers (LLN) suggests the
approximation of c(ϑ ;θ−i(t)) by
c¯(ϑ , t) :=
∫
ω∈Ω
∫ 2pi
θ=0
c•(ϑ ,θ)p(θ , t;ω)g(ω)dθ dω. (2.6)
(iii) For the scalar model (2.4) with cost c¯(ϑ , t) depending only on ϑ = θi, the game reduces to independent
optimal control problems. The individual agents are oblivious to the state of the entire system and
make their control decisions based only on local state variables.
We show in this chapter that this approximation is justified in the limit of large population size.
Remark 2.2.3 Throughout most of the chapter it is assumed that the density p in (i), and the cost c¯ in (2.6)
are either time-independent, or periodic functions of t. In this case we denote the common period by τ . For
example, in Fig. 2.1, the density p(θ , t;ω) is a periodic function of time. However, in general the cost c¯(·, t)
and density p(·, t; ·) can have arbitrary time-dependency. The general time-dependent structure is needed in
the stability and bifurcation analysis.
In the following subsection we develop the “oblivious” solution described in (iii). We then turn to the
PDE approximation in (i) that defines the approximate cost (2.6) in (ii).
2.2.2 Optimal control of a single oscillator
Suppose that a cost function is given for the single-oscillator model: It is possibly time-dependent, and a
continuous function of its arguments, of the form,
c¯(θi, t)+ 12 Ru
2
i .
The average cost is defined as the limit supremum,
ηi(ui; c¯) = limsup
T→∞
1
T
∫ T
0
(
c¯(θi(s),s)+ 12 Ru
2
i (s)
)
ds (2.7)
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The goal is to minimize ηi over all admissible controls. In the context here this means that ui(t) is adapted
to the filtrationX it := {θi(s) : s≤ t}. We let η∗i denote the minimal cost.
A Markov policy is simply state-feedback, of the form ui(t) = ϕi(θi(t), t). If the feedback law is C1, then
the evolution of the density p(θ , t;ωi) is defined by the Fokker-Planck-Kolmogorov (FPK) equation,
∂t p+∂θ ((ω+ϕi(θ , t))p) =
σ2
2
∂ 2θθ p , (2.8)
where ∂t and ∂θ denote the partial derivative with respect to t and θ , respectively, and ∂ 2θθ denotes the second
derivative with respect to θ .
To characterize the optimal input as C1 state feedback we turn to the associated average-cost optimality
equations (or HJB equations) given by,
min
ui
{c¯(θ , t)+ 12 Ru2i +Duihi (θ , t)}= η∗i (2.9)
The function hi(θ , t) is called the relative value function, η∗i is the minimal average cost defined above, and
Du denotes the controlled generator, defined for C2 functions g via,
Dug = ∂tg+(ωi+u)∂θg+
σ2
2
∂ 2θθg .
Provided a C2 solution to (2.9) exists, the minimizer in this equation defines a state feedback control law
that is optimal. Because the cost is quadratic in ui, and the dynamics linear in ui, the optimal feedback law
is expressed as the C1 function of θi,
ϕi(θ , t) :=− 1R∂θhi(θi, t). (2.10)
Substituting u∗i (t) into (2.9) gives the nonlinear PDE,
∂thi+ω∂θhi =
1
2R
(∂θhi)2− c¯(θ , t)+η∗i −
σ2
2
∂ 2θθhi. (2.11)
Under Assump. 2.2.4, the optimal control (2.10) is realized as continuous and bounded state feedback.
Assumption 2.2.4 There is a bounded, C2 solution to (2.11) whose first derivatives are uniformly bounded:
sup
t,θ
{|hi(θ , t)|+ |∂thi (θ , t)|+ |∂θhi (θ , t)|}< ∞ . (2.12)
The next result establishes optimality of the Markov policy (2.10), even in the general time-dependent
setting described here. The proof appears in Appendix A.1.
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Proposition 2.2.5 Consider the single oscillator optimal control problem (2.7) for the ith-oscillator. Sup-
pose that Assump. 2.2.4 holds. Then, the Markov policy (2.10) is average cost optimal, with average cost
η∗i , independent of the initial condition θi(0).
Justification of Assump. 2.2.4 is beyond the scope of this thesis, but we can give conditions under which
a slight relaxation is valid. Suppose that the cost function is periodic, with period 0≤ τ < ∞ (if τ = 0, then
c¯ is independent of time). Denote the space-time process by Φ(t) = (θi(t), [t]τ), where the second variable
is simply the time variable, modulo the period τ . The space-time process may be viewed as a controlled
Markov process on the product space [0,2pi]× [0,τ], so that cost is only a function of this state and the
control u. Following standard arguments [89], it follows that an optimal policy is defined as a stationary
Markov policy. That is, ui(t) = ϕi(θi(t), [t]τ). For a continuous feedback law of this form the controlled
diffusion Φ is hypoelliptic, for which there is a rich ergodic theory (see Prop. 2.3.1 below). In particular,
because of the compact state space, the average cost (2.7) exists as a limit and is independent of the initial
state [90]. Moreover, for each i there exists a solution to Poisson’s equation for the optimal policy [91], and
this solves (2.9) with D interpreted as the extended generator [91], rather than a differential operator.
In contrast to the time-average problem (2.7) considered here, the existence theory for the discounted
cost problem is relatively easier and appears in [1] for the linear quadratic case.
2.2.3 PDE model
We now provide a complete description of the PDE model that is intended to approximate the stochastic
model for large N. This model is based on the cost function c¯(θ , t) introduced in the preceding section. A
relative value function h(θ , t;ω) and a density p(θ , t;ω) for the infinite population model are defined by
differential equations identical to those considered for the single oscillator model.
The relative value function h is defined as the solution to an HJB equation, exactly as in (2.9):
∂th+ω∂θh =
1
2R
(∂θh)2− c¯(θ , t)+η∗− σ
2
2
∂ 2θθh .
The associated feedback control law is then defined as in (2.10) by,
ϕ(θ , t;ω) :=− 1
R
∂θh(θ , t;ω). (2.13)
Given the feedback control law (2.13), the FPK equation that defines the evolution of the normalized density
is given by the analog of (2.8),
∂t p+ω∂θ p =
1
R
∂θ [p(∂θh)]+
σ2
2
∂ 2θθ p.
The average cost is then defined as the function of ω ,
η∗(ω) = lim
T→∞
1
T
∫ T
0
∫ 2pi
0
[c¯(θ , t)+
1
2R
(∂θh)2]p(θ , t;ω)dθ dt. (2.14)
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The only difference thus far is notational: hi(θ , t) is the value function for N = 1 with a single frequency
ωi, and h(θ , t;ω) is the value function for a continuum of oscillators, distinguished by their natural frequency
ω . Such is the case because we have assumed c¯(θ , t) is a known deterministic function that is furthermore
consistent across the population.
All that remains is to specify c¯(θ , t) in a self-consistent manner. The consistency enforced here is
inspired by the approximation given in (2.6). The two PDEs are coupled through this integral that defines
the relationship between the cost c¯ and the density p:
c¯(ϑ , t) =
∫
Ω
∫ 2pi
0
c•(ϑ ,θ)p(θ , t;ω)g(ω)dθ dω.
In summary, the PDE model is given by
∂th+ω∂θh =
1
2R
(∂θh)2− c¯(θ , t)+η∗− σ
2
2
∂ 2θθh, (2.15a)
∂t p+ω∂θ p =
1
R
∂θ [p(∂θh)]+
σ2
2
∂ 2θθ p, (2.15b)
c¯(ϑ , t) =
∫
Ω
∫ 2pi
0
c•(ϑ ,θ)p(θ , t;ω)g(ω)dθ dω. (2.15c)
In the remainder of the chapter we investigate solutions {p(θ , t;ω),h(θ , t,ω)} of this coupled PDE.
Under the assumption of periodicity, we restrict to two cases: The equilibrium solution in which the cost
function, the relative value function, and the density are independent of time, or the periodic case in which
p(θ , t;ω), h(θ , t;ω), and c¯(θ , t) are periodic in time, with period τ > 0. The equilibrium and periodic
solutions are considered for the following reasons:
1. These solutions define approximate Nash equilibrium of the game with a finite large number of oscil-
lators. This is discussed in Section 2.3.
2. For certain values of the parameter R, these solutions represent the steady-state solutions of the PDE
model (see Sections 2.4 - 2.5).
3. These solutions potentially represent the incoherence and synchrony solutions described in the cou-
pled oscillators literature [92, 19] (see Figures 2.1 and 2.5).
2.2.4 Incoherence
The system of equations (2.15a) - (2.15c) may have multiple solutions. Suppose that the cost c• introduced
in (2.5) is of the form c•(ϑ ,θ) = c•(ϑ −θ). In this case we single out the incoherence solution defined by
h(θ , t;ω) = h0(θ) := 0, p(θ ; t,ω) = p0(θ) :=
1
2pi
.
The nomenclature “incoherence solution” is inspired from the coupled (Kuramoto) oscillators literature,
where it is used to describe the solution with angles {θi(t)} (for the population) uniformly distributed on the
circle [0,2pi] [19].
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The control law (2.13) sets u(t)≡ 0. The cost c¯ defined in (2.6) is constant in this solution.
Consider the special case,
c•(ϑ ,θ) =
1
2
sin2
(
ϑ −θ
2
)
.
For the incoherence solution,
c¯(ϑ , t) =
1
2
1
2pi
∫
Ω
∫ 2pi
0
sin2
(
ϑ −θ
2
)
g(ω)dθ dω =
1
4
,
which coincides with the average cost η∗(ω) = η0 := c¯ for all ω ∈Ω. This value is approximately consistent
with the finite-N model. When each control is set to zero we obtain dθi(t)=ωi dt+σ dξi(t) for each i, which
results in average cost independent of i,
lim
T→∞
1
T
∫ T
0
c(θi(t);θ−i(t))dt =
N−1
N
η0
We return to this example in the bifurcation analysis of Sec. 2.4. There is a trade-off between reducing
the cost associated with θi 6= θ j, and reducing the cost of control. These competing costs suggest that a
qualitative change in optimal control may arise when the parameter R varies from ∞ to 0.
Remark 2.2.6 The incoherence solution is a solution of the coupled PDE model (2.15a) - (2.15c) obtained
here without an explicit requirement of a particular initial condition. One may wonder whether it represents
also a steady-state for a certain initial value problem? This is discussed in Section IV.A-IV.C with the aid of
a linear analysis.
2.3 ε-Nash equilibrium
In this section we assume that we have a solution (h(θ , t;ω),p(θ , t;ω)) of the PDE model described in
Sec. 2.2.3. We show that in the stochastic model (2.4) with N <∞, the resulting control solution ϕ given in
(2.13) defines an almost sure ε-Nash equilibrium, with ε→ 0 as N→∞. The concept of almost sure ε-Nash
equilibrium has been proposed in [20].
2.3.1 Oblivious control
Suppose that N < ∞, and that each oscillator uses the feedback control law (2.13):
uoj(t) = ϕ
o(θ j(t), t;ω j) :=− 1R∂θh(θ j(t), t;ω j). (2.16)
We refer to (2.16) as the oblivious control [22].
Here we also recall that the initial conditions are chosen independently: {(θi(0),ωi)} is i.i.d., indepen-
dent of {ξi}, with common marginal distribution (θi(0),ωi)∼ p(θ ;0,ω)g(ω) (see Assump. 2.2.1).
In a periodic solution, the space-time process Φ(t) = (θ j(t), [t]τ) with control (2.16) is a hypoelliptic
diffusion. Theorem 3.2 of [90] implies that the process is ergodic in a strong sense:
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Proposition 2.3.1 Suppose that the control law (2.16) is periodic, with period τ . For each value of r ≥ 0
the skeleton chain {θ j(kτ+r) : k≥ 0} satisfies Doeblin’s condition, and hence possesses a unique invariant
measure µr with density p( · ,kτ+ r, ·), for any k:
µr(A) =
∫
A
p(θ ,kτ+ r;ω j)dθ , for measurable A⊂ [0,2pi]
Moreover, the Markov process Φ satisfies the following ergodic theorems:
(i) The skeleton chain is uniformly ergodic: There exists b<∞ and δ > 0 such that for any measurable
set A⊂ [0,2pi], each initial θ j(0), and each r ≥ 0,
|P{θ j(kτ+ r) ∈ A}−µr(A)| ≤ be−δ (kτ+r).
(ii) The continuous-time Markov process Φ is positive Harris recurrent with unique invariant measure
µ , defined by the time-average of those for the skeleton chains:
µ(A×B) = 1
τ
∫ τ
0
µr(A)1l{r ∈ B}dr, A⊂ [0,2pi] , B⊂ [0,τ]. (2.17)
(iii) The LLN holds for each bounded and measurable function f : [0,2pi]× [0,τ]→ R,
lim
T→∞
1
T
∫ T
0
f (Φ(t))dt =
∫
f (x)µ(dx)
2.3.2 Optimal control of a single oscillator revisited
Suppose each oscillator except for the ith oscillator applies the oblivious feedback law (2.16). In this case
the ith oscillator faces an ordinary stochastic control problem:
η (POP)i (ui;u
o
−i) = limsup
T→∞
1
T
∫ T
0
(
1
N ∑j 6=i
c•(θi(s),θ oj (s))+ 12 Ru
2
i
)
ds, (2.18)
where the notation θ oj (t) is used to denote angle of the jth oscillator at time t with oblivious control uoj(t).
The goal is to minimize η (POP)i over all admissible controls. In the context here this means that ui(t) is adapted
to the filtrationXt := {(θi(s),θ−i(s)) : s≤ t}.
The state process (θi,θ−i, t) is (N+1)-dimensional, and whose controlled generatorDou is subject to the
fixed policies used by the other oscillators. It is defined for C2 functions g via,
Dou g = ∂tg+(ωi+u)∂θig+
1
2σ
2∂ 2θiθig
+∑
j 6=i
((
ω j +ϕo(θ j, t;ω j)
)
∂θ j g+
1
2σ
2∂ 2θ jθ j g
)
.
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We state without proof the following standard proposition for the solution of this problem (see e.g., [89]):
Proposition 2.3.2 Suppose that i∈ {1, . . . ,N} is fixed, and the oblivious policy (2.16) is fixed for each j 6= i.
Then
(i) The optimal control problem (2.18) for the ith oscillator is characterized by the controlled diffusion
with state space X := [0,2pi]N× [0,τ].
(ii) The average-cost optimality equation is given by,
min
u
{ 1
N ∑j 6=i
c•(θi,θ j)+ 12 Ru
2
i +D
o
u h
∗ (θi,θ−i, t)}= η∗i (2.19)
where h∗(θi,θ−i, t) is the relative value function.
(iii) Suppose that there exists a C2 solution to (2.19), with bounded derivatives as in (2.12) of As-
sump. 2.2.4. Then, the minimal average cost over all admissible controls {ui(t)} coincides with the
minimum over periodic state feedback policies of the form
ui(t) = ϕ(θi(t),θ−i(t), [t]τ),
where the function ϕ : X→ R is continuous.
We henceforth restrict to feedback laws of the periodic state-feedback form as in (iii). Under this condi-
tion we can extend Prop. 2.3.1 to the (N+1)-dimensional state process:
Proposition 2.3.3 For fixed i, suppose that each oscillator except for oscillator i applies the oblivious
feedback law (2.16), and that oscillator i applies a periodic state feedback solution of the form ui(t) =
ϕN(θi(t),θ−i(t), [t]τ), where the function ϕN : X→ R is continuous. Then, for each value of r ≥ 0, the
N + 1-dimensional skeleton chain {θ(kτ + r) : k ≥ 0} satisfies Doeblin’s condition, and is uniformly er-
godic.
2.3.3 Almost sure ε-Nash property of oblivious control
The goal is to show that the oblivious control law (2.16) is approximately optimal for the ith oscillator
provided all other oscillators also use the oblivious control, and N is large.
The key is that for large N, the finite sum in (2.18) can be approximated by the deterministic function
c¯(θi, t) that is defined using the integral (2.15c) in the PDE limit. The nature of approximation is made
precise in the following Proposition 2.3.4 whose proof, given in Appendix A.2, is based on the LLN.
Proposition 2.3.4 Suppose that i∈ {1, . . . ,N} is fixed, and the oblivious policy (2.16) is fixed for each j 6= i.
Suppose furthermore that Assump. 2.2.1 holds, and that the ith oscillator uses a time-periodic feedback
control of the form ui(t) = ϕN(θi(t),θ−i(t), [t]τ) where the function ϕN : X→ R is continuous. Then, there
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is a sequence of random variables {εN} such that,
lim
T→∞
1
T
∫ T
0
(
1
N ∑j 6=i
c•(θi(s),θ j(s))− c¯(θi(s),s)
)
ds = εN
where εN → 0 as N→ ∞ a.s., and also in mean square at rate N−1:
limsup
N→∞
NE[ε2N ]< ∞. (2.20)
We can now establish the main result of this section. Recall first that the oblivious control law is designed
to be optimal with respect to the deterministic function c¯(θi, t), i.e.,
ηi(uoi ; c¯)≤ η(ui; c¯) (2.21)
The proof of the following theorem appears in Appendix A.3 (see also [1]).
Theorem 2.3.5 Suppose that Assump. 2.2.1 holds. For large N, the oblivious control {uoi } is an ε-Nash
equilibrium for (2.3): For any admissible control ui,
η (POP)i (u
o
i ;u
o
−i)≤ η (POP)i (ui;uo−i)+ εN ,
where εN → 0 as N→ ∞ a.s., and in mean square with rate N−1 as in (2.20).
2.4 Bifurcation analysis of PDEs
In the remainder of the chapter we present a finer analysis of the coupled equations (2.15a) - (2.15c). The
following assumption is imposed on the cost:
Assumption 2.4.1 The cost function c• introduced in (2.5) is assumed to be an integrable function that is
1. spatially invariant, i.e., c•(ϑ ,θ) = c•(ϑ −θ),
2. non-negative, i.e., c•(θ)≥ 0, and
3. even, i.e., c•(θ) = c•(−θ).
We write the Fourier series of the cost function as
c•(θ) =C•0 +
∞
∑
k=1
C•k cos(kθ). (2.22)
For the numerical example, we consider c•(ϑ − θ) = 12 sin2
(ϑ−θ
2
)
. In this case, C•0 =
1
4 , C
•
1 = −14 and
C•k = 0 for k = 2, 3, . . .
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Our main goal in this and the following section is to establish a transition from incoherence to synchrony
as the control penalty parameter R is decreased beyond a critical value. Before presenting the details of the
analysis, we first provide a roadmap of what is to follow:
1. Solutions to the equations (2.15a) - (2.15c) are investigated using the method of bifurcation theory;
the parameter R is used as the bifurcation parameter.
2. We single out one solution obtained in Sec. 2.2.4: The incoherence solution. We denote this solution
by z0(θ) := (h0(θ),p0(θ))T. The local stability of the incoherence solution is investigated via analysis
of a linearization about z0 (Sec. 2.4.1). The spectral analysis of the linearization is also used to obtain
the bifurcation point as a critical value of R = Rc(γ) where the incoherence solution loses stability
(Sec. 2.4.2 - 2.4.3).
3. Although the linear analysis is described for the general heterogeneous case, a rigorous bifurcation
result for the nonlinear problem is proved only for the homogeneous case (where g(ω) = δ (ω−1)).
In the latter case, we show the existence of a small amplitude traveling wave solution via the method
of Lyapunov-Schmidt (Sec. 2.4.4). A perturbation formula is given for this special case.
4. For the heterogeneous case, the solution of the PDE for a specific cost function
c•(ϑ −θ) = 1
2
sin2
(
ϑ −θ
2
)
is obtained numerically by using an algorithm which can be found in [2]. Numerical results described
in Sec. 2.5 show that the incoherent solution is a limiting fixed-point of the algorithm when R > Rc.
Below the critical value of R, the incoherent solution is no longer stable. The numerical algorithm
yields a periodic traveling wave solution that is interpreted as the synchrony solution.
2.4.1 Linear PDEs
The linearization of the equations (2.15a) - (2.15c) is taken about the equilibrium incoherence solution
z0 = (h0,p0). A perturbation of this solution is denoted z0 + z˜ = (h0,p0)+ (h˜, p˜), where z˜(θ , t;ω) = z˜(θ +
2pi, t,ω) for all t ∈ R+ and ω ∈ Ω. Since p = p0 + p˜ is a probability density, the perturbation satisfies the
normalization condition
∫ 2pi
0 p˜(θ , t;ω)dθ = 0 for all t,ω . Since the relative value function is only defined
to a constant, we also impose a similar normalization condition for h:
∫ 2pi
0 h˜(θ , t;ω)dθ = 0 for all t,ω .
When z˜ is small, its evolution is approximated by the linear equation,
∂
∂ t
z˜(θ , t;ω) =LRz˜(θ , t;ω), (2.23)
where
LRz˜(θ , t;ω) :=
(
−ω∂θ h˜− σ22 ∂ 2θθ h˜
−ω∂θ p˜+ 12piR∂ 2θθ h˜+ σ
2
2 ∂
2
θθ p˜
)
−
(
c˜(θ , t)
0
)
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and
c˜(θ , t) =
∫
Ω
∫ 2pi
0
c•(θ ,ϑ)p˜(ϑ , t;ω)g(ω)dϑ dω.
The local analysis entails well-posedness (existence, uniqueness) and stability with respect to an in-
finitesimal initial perturbation of the population density:
p˜(θ ,0;ω) = q(θ ,ω), (2.24)
where
∫ 2pi
0 q(θ ,ω)dθ = 0.
The analysis requires the introduction of a Hilbert space, taken here to be L2(IR+,H ×H ), whereH is
a subspace of L2([0,2pi]×Ω). The space L2([0,2pi]×Ω) is defined with respect to the measure g(ω)dω dθ
on the product space [0,2pi]×Ω. For any complex-valued function v(θ ,ω) on [0,2pi]×Ω we denote,
‖v‖2H :=
∫ 2pi
0
∫
Ω
|v(θ ,ω)|2g(ω)dω dθ .
The Hilbert spaceH is defined to be the set of functions for which the integral is finite, and
∫ 2pi
0 v(θ ,ω)dθ =
0 for all ω ∈Ω. We denoteH 2 :=H ×H .
We refer to the problem (2.23) - (2.24) as the linear initial value problem. The problem is well-posed if a
unique solution (h˜, p˜)(θ , t;ω) exists in L2(IR+,H 2) for any initial perturbation p˜(θ ,0,ω) = q(θ ,ω) ∈H .
Along with well-posedness, we are interested in local stability of the incoherence solution:
Definition 2.4.2 Consider the incoherence solution z0 = (h0,p0) of the coupled nonlinear PDE (2.15a) -
(2.15c). The incoherence solution z0 = (h0,p0) is linearly asymptotically stable if a solution p˜(θ , t;ω) of
the linear initial value problem (2.23) - (2.24) with initial perturbation p˜(θ ,0;ω) = q(θ ,ω) ∈H exists in
L2(IR+,H 2), and satisfies ‖p˜(θ , t;ω)‖H → 0 as t→ ∞.
For the stability analysis of the linear initial value problem (2.23) - (2.24), it is useful to first deduce the
spectra. Since the functions p˜, h˜, c˜ are 2pi-periodic, Fourier coordinates are used to obtain a simpler diagonal
representation of the linear operatorLR.
Key to the representation is the Fourier series expansion with respect to θ ,
h˜(θ , t;ω) =
+∞
∑
k=1
Hk(t,ω)eikθ + c.c, p˜(θ , t;ω) =
+∞
∑
k=1
Pk(t,ω)eikθ + c.c, (2.25)
where c.c denotes the complex conjugate. We also require expansions of the initial condition q(θ ,ω) =
∑+∞k=1 Qk(ω)e
ikθ + c.c, and the perturbation of the cost function
c˜(θ , t) = pi
∞
∑
k=1
C•k
∫
Ω
Pk(t,ω)g(ω)dω eikθ + c.c. (2.26)
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Using (2.25) - (2.26) yields a diagonal decomposition of the linear operator
LR =
⊕
k
L
(k)
R ,
where eachL (k)R acts on the pair (Hk,Pk)
T. The individual operators have the explicit form
L
(k)
R :=
(
σ2
2 k
2− kωi −piC•k
∫
Ω(·)g(ω)dω
− k22piR −σ
2
2 k
2− kωi
)
, k ≥ 1, (2.27)
andL (−k)R =L
(k)
R , k ≥ 1.
The Fourier coordinate functions Hk,Pk do not depend upon coordinate θ . For such functions, we
introduce the subspace Hϖ ⊂H : It is defined to be the set of complex-valued function v(ω) on Ω such
that the norm
‖v‖2Hϖ :=
∫
Ω
|v(ω)|2g(ω)dω
is finite.
2.4.2 Spectrum
We say that λ ∈ C is in the spectrum of LR if the inverse [Iλ −LR]−1 does not exist as a bounded linear
operator onH 2. The associated eigenvector problem is given by,
λ z =LRz.
The spectrum of LR is given by the union of spectrum of L
(k)
R , k = ±1,±2, . . .. In general, the spectrum
includes both continuous and discrete parts. In Appendix A.4 we establish the following characterization:
Theorem 2.4.3 For the linear operatorLR :H 2→H 2,
(i) The continuous spectrum equals the union of sets {S(k)c }k 6=0, where
S(k)c :=
{
λ ∈ C ∣∣λ =±σ2
2
k2− kωi for all ω ∈Ω
}
.
(ii) The discrete spectrum equals the union of sets {S(k)d }k 6=0. We have the following two cases:
1. If C•|k| = 0, the set S
(k)
d is empty and
2. if C•|k| 6= 0,
S(k)d :=
{
λ ∈ C
∣∣∣ k2C•|k|
2R
∫
Ω
g(ω)
(λ − σ22 k2+ kωi)(λ + σ
2
2 k
2+ kωi)
dω−1 = 0
}
.
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Figure 2.2: Spectrum as a function of R. (a) The continuous spectrum for k = 1, along with the two eigen-
value paths as R decreases. (b) The real and imaginary parts of the two eigenvalue paths as R decreases. (c)
Rc(γ) as a function of γ .
The points in S(k)c are in one-one correspondence with the frequencies in the support of the distribution
g(ω). That is, for each ω0 ∈ Ω, the point ±σ22 k2− kω0i ∈ S
(k)
c lies in the continuous spectrum. On the
complex plane, S(k)c comprises of two line segments, one in the left half-plane and the other in the right
half-plane. The main thing to note is that the continuous spectrum does not change with the value of R
and is moreover bounded away from the imaginary axis for k = ±1,±2, · · · . So, the focus of the analysis
and the numerical study that follows is on the discrete spectrum. As implied by Theorem 2.4.3, the discrete
spectrum is obtained by solving the characteristic equation
k2C•k
2R
∫
Ω
g(ω)
(λ − σ22 k2+ kωi)(λ + σ
2
2 k
2+ kωi)
dω−1 = 0,
for k= 1,2, · · · such that C•k 6= 0. For negative values of k, the eigenvalues are simply the complex conjugate.
Example 2.4.4 Consider c•(ϑ −θ) = 12 sin2
(ϑ−θ
2
)
. In this case C•1 =−14 and there is only one character-
istic equation to consider
1
8R
∫
Ω
g(ω)
(λ − σ22 +ωi)(λ + σ
2
2 +ωi)
dω+1 = 0. (2.28)
This equation was solved numerically to obtain a path of eigenvalues as a function of R. In these calcula-
tions, we fixed σ2 = 0.1 and g(ω) a uniform distribution on Ω= [1− γ,1+ γ].
Fig. 2.2 (a) depicts the resulting locus of eigenvalues obtained with γ = 0.05. For R∼∞ there are a pair
of complex eigenvalues at ∼ ±σ22 − i. As the parameter R decreases, these eigenvalues move continuously
towards the imaginary axis. The critical value Rc is defined as the value of R at which these two eigenvalue
paths collide on the imaginary axis, resulting in an eigenvalue pair of multiplicity 2. The eigenvalues split
as R is decreased further, and remain on the imaginary axis for R< Rc. The real and the imaginary part of
the two eigenvalue paths originating at ±σ22 − i are depicted in Fig. 2.2 (b). These eigenvalues also have
their complex conjugate counterparts (for k =−1) that are not depicted for the sake of clarity.
In (a) and (b) the value of γ is fixed at 0.05. The critical value Rc is a function of the parameter γ .
Fig. 2.2 (c) depicts a plot of Rc(γ) as a function of γ . For the uniform distribution g(ω), the critical point
30
also has an analytical expression:
Rc(γ) =

1
2σ4 if γ = 0,
1
4σ2γ tan
−1
(
2γ
σ2
)
if γ > 0.
(2.29)
The formula (2.29) is consistent with the expression for critical coupling (κc(γ) = 2γ
tan−1
(
2γ
σ2
) ) for the
Kuramoto model in [19]. Note here that the optimal control scales as 1R (see (2.16)).
2.4.3 Stability of the incoherence solution
To investigate linear asymptotic stability of the incoherence solution z0 = (h0,p0), we consider the linear
initial value problem (2.23) - (2.24).
The analysis is carried out in the Fourier coordinates. Using the diagonal representation (2.27) the linear
evolution equation is given by,
d
dt
Zk(t,ω) =L
(k)
R Zk(t,ω).
We have two cases to consider:
(i) C•k = 0: L
(k)
R is a triangular matrix and the solution is given in closed-form
Zk(t,ω) = eL
(k)
R t Zk(0,ω) =
e( σ22 k2−kωi)t 0
× e(− σ22 k2−kωi)t
(Hk(0,ω)
Pk(0,ω)
)
.
The only function in L2 that satisfies
Hk(t,ω) = e(
σ2
2 k
2−kωi)tHk(0,ω)
is the zero function. We thus have,
Hk(t,ω) = 0, Pk(t,ω) = e(−
σ2
2 k
2−kωi)tQk(ω), (2.30)
i.e., Pk(t,ω)→ 0 as t→ ∞.
(ii) C•k 6= 0: We denote ak(ω) := σ
2
2 k
2+ kωi and a¯k(ω) = σ
2
2 k
2− kωi. In the following we assume k ≥ 1
(solution for negative values of k can be obtained as the complex conjugate).
In the Fourier coordinates, the linear evolution equation is
dHk
dt
(t,ω) = a¯k(ω)Hk(t,ω)−piC•k
∫
Ω
Pk(t,ω)g(ω)dω,
dPk
dt
(t,ω) =− k
2
2piR
Hk(t,ω)−ak(ω)Pk(t,ω),
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whose solution is given by,
Hk(t,ω) = piC•k e
a¯k(ω)t
∫ ∞
t
e−a¯k(ω)τ
∫
Ω
Pk(τ,ω)g(ω)dω dτ, (2.31)
Pk(t,ω) = e−ak(ω)tQk(ω)− k
2
2piR
e−ak(ω)t
∫ t
0
eak(ω)τHk(τ,ω)dτ. (2.32)
Substituting (2.31) in (2.32), and denoting
M (k)Pk(t,ω) :=−k
2C•k
2R
e−ak(ω)t
∫ t
0
eσ
2τ
(∫ ∞
τ
e−a¯k(ω)s
∫
Ω
Pk(s,ω)g(ω)dω ds
)
dτ,
we arrive at the fixed-point equation:
Pk(t,ω) = e−ak(ω)tQk(ω)+M (k)Pk(t,ω).
The linear initial value problem thus entails analysis of this fixed-point equation for all k with C•k 6= 0.
We describe the analysis with the aid of the Example 2.4.4 where c•(ϑ − θ) = 12 sin2
(ϑ−θ
2
)
. In this
case, C•1 =−14 and C•k = 0 for k = 2, 3, . . .. So, we need consider only the harmonic k = 1 whose solution is
given by the fixed-point equation
P1(t,ω) = e−(
σ2
2 +ωi)tQ1(ω)+M (1)P1(t,ω), (2.33)
where
M (1)P1(t,ω) =
1
8R
e−(
σ2
2 +ωi)t
∫ t
0
eσ
2τ
(∫ ∞
τ
e−(
σ2
2 −ωi)s
∫
Ω
P1(s,ω)g(ω)dω ds
)
dτ. (2.34)
M (1) : L2(IR+,Hϖ)→L2(IR+,Hϖ) is a linear operator and its Laplace transform is denoted as Mˆ (1)(λ ,ω),
where λ is the Laplace transform variable. The transform is given by
Mˆ (1)(λ ,ω) =
1
8R
1
(λ + σ22 +ωi)(λ − σ
2
2 +ωi)
.
The L2→ L2 induced operator norm forM (1) is given by
‖Mˆ (1)(λ ,ω)‖∞ = sup
λ∈I
1
8R
∣∣∣∫
Ω
1
(λ + σ22 +ωi)(λ − σ
2
2 +ωi)
g(ω)dω
∣∣∣, (2.35)
where I denotes the imaginary axis.
For well-posedness, we require M (1) is a contraction, i.e., ‖Mˆ (1)(λ ,ω)‖∞ < 1. The proof of the fol-
lowing Lemma appears in the Appendix A.5.
Lemma 2.4.5 The linear operatorM (1) : L2(IR+,Hϖ)→L2(IR+,Hϖ) as defined by (2.34) is a contraction
if and only if the eigenvalues of the characteristic equation (2.28) are not on the imaginary axis.
In Example 2.4.4 we saw that there is a critical value of R = Rc(γ) above which the eigenvalues are not
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on the imaginary axis. For such values of R, we have the following well-posedness conclusion for the linear
initial value problem. The proof appears in the Appendix A.6.
Theorem 2.4.6 Consider the linear initial value problem (2.23) - (2.24) with c•(ϑ − θ) = 12 sin2
(ϑ−θ
2
)
.
Suppose R> Rc(γ), so the roots of the characteristic equation (2.28) are not on the imaginary axis. Then
1. Existence and uniqueness. A unique solution exists in L2(IR+,H ) and is given by
p˜(θ , t;ω) = P1(t,ω)eiθ +
+∞
∑
k=2
e(−
σ2
2 k
2−kωi)tQk(ω)eikθ + c.c.,
h˜(θ , t;ω) = H1(t,ω)eiθ + c.c.,
where P1(t,ω) is a unique solution of the fixed-point equation (2.33), and
H1(t,ω) =−pi4 e
( σ
2
2 −ωi)t
∫ ∞
t
e(−
σ2
2 +ωi)τ
∫
Ω
P1(τ,ω)g(ω)dω dτ.
2. Stability. As t→ ∞, p˜(θ , t;ω)→ 0, i.e., the incoherence solution is linearly asymptotically stable.
Remark 2.4.7 The linear analysis provides for a game theoretic generalization of the linear stability anal-
ysis that first appeared for the Kuramoto model in [19]. Technically, the main difference here is due to the
forward-backward nature of the coupled PDE model. This yields spectra for the linear problem that is sym-
metric about the imaginary axis. As a result, stability can not be deduced directly in terms of the real part
of the spectra alone (as in [19]). The stability analysis instead requires one to show contraction properties
of the fixed-point equation (2.33). A similar construction also appears in [1].
Remark 2.4.8 It is worthwhile to note that the zero noise limit (as σ ↓ 0) leads to a singular problem.
Although the analysis techniques of this chapter are no longer relevant to the analysis of the σ = 0 problem,
it is an important open question on whether the phase transition phenomena occurs also for the limiting
case? Similar singular problems also arise in many important application areas in mathematical physics.
We refer the reader to the review paper [93] for a discussion of the analysis techniques and open problems
for the coupled oscillator models.
2.4.4 Bifurcation analysis
The spectral analysis suggests the possibility of a bifurcation leading to periodic solutions below the crit-
ical value R = Rc(γ) (see Fig. 2.2). In this section we describe a bifurcation result for the homogeneous
population, under which there is a single frequency:
Assumption (A1*) The density g is given by g(ω) = δ (ω−1), i.e., the population is homogeneous with a
single frequency ωi = 1 for i = 1, . . . ,N.
For the homogeneous population, we denote the solution of the coupled nonlinear PDEs (2.15a) - (2.15c)
as (p(θ , t),h(θ , t)), where dependence on ω is suppressed because there is only a single frequency ω = 1.
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The existence result is based on the presence of a certain symmetry group: With a spatially invariant cost
function, the nonlinear PDEs (2.15a) - (2.15c) are equivariant with respect to the spatial symmetry group
SO(2):
SO(2) : rϑ [p(θ , t),h(θ , t)] = [p(θ +ϑ , t),h(θ +ϑ , t)], for ϑ ∈ [0,2pi].
In PDEs with SO(2) spatial symmetry, bifurcated periodic solutions are known to arise as traveling
waves (see [83]) and we assume an ansatz:
p(θ , t) = p(θ −at), h(θ , t) = h(θ −at), (2.36)
where a denotes the wave speed. We note that the argument θ −at on the right hand-side is evaluated mod
2pi here and also in the remainder of this chapter.
The study of traveling wave solutions is based on the following nonlinear eigenvalue problem:
G(v,η ;R) := ∂ 2θθv+
2
σ4R
(
η−
∫ 2pi
0
c•(θ ,ϑ)v2(ϑ)dϑ
)
v = 0, (2.37)
B(v) :=
∫
v2(θ)dθ −1 = 0. (2.38)
The eigenvalue problem is important on account of the following Lemma. The proof appears in the Ap-
pendix A.7.
Lemma 2.4.9 Consider a homogeneous population with frequency ω = 1. Suppose (v,η) is a solution of
the nonlinear eigenvalue problem (2.37) - (2.38). Then a traveling wave solution of the coupled nonlinear
PDEs (2.15a) - (2.15c) is given by
p(θ , t) = v2(θ −at),
h(θ , t) =−σ
2R
2
lnv2(θ −at),
(2.39)
with wave speed a=ω = 1 and η is the average cost. Conversely, a traveling wave solution (p,h) of (2.15a)
- (2.15c) with wave-speed a = ω = 1 is of the form (2.39), where (v,η) is a solution of (2.37) - (2.38).
In the following we describe solutions of the nonlinear eigenvalue problem (2.37) - (2.38). We denote
X :=C22pi([0,2pi],R), the space of twice continuously differentiable real-valued periodic functions on [0,2pi],
and Y := C02pi([0,2pi],R), G : X×R+ → Y, and B : X→ R. For any fixed R ∈ R+, we are interested in
obtaining solutions (v,η) ∈ X×R+ such that G(v,η ,R) = 0 and B(v) = 0.
For the nonlinear eigenvalue problem, we define the incoherence solution
v = v0 :=
1√
2pi
, η = η0 :=C•0 =
1
2pi
∫ 2pi
0
c•(θ)dθ .
About the incoherence solution, the linearization of (2.37) is given by,
LRv˜(θ) := ∂ 2θθ v˜−
2
σ4R
1
pi
∫ 2pi
0
c•(θ ,ϑ)v˜(ϑ)dϑ (2.40)
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with v˜ ∈ X and satisfies the integral constraint ∫ 2pi0 v˜(θ)dθ = 0.
The spectrum of the linear operatorLR : X→ Y is summarized in the following:
Theorem 2.4.10 Consider the linear eigenvalue problem LRv = λv. The spectrum consists of eigenval-
ues λ = −k2− 2σ4RC•k =: λk for k = 0,1,2, . . . The eigenspace for the kth eigenvalue λ = λk is given by
span{cos(kθ),sin(kθ)}.
As the parameter R varies, the potential bifurcation points are where an eigenvalue crosses zero. The kth
such bifurcation point is given by R=− 2k2σ4 C•k . Recall that C•k denotes the kth Fourier coefficient of the cost
function c• (see (2.22)).
Consider now the Example 2.4.4 with c•(θ −ϑ) = 12 sin2
(ϑ−θ
2
)
. In this case, C•1 = −14 and the first
bifurcation point R = 12σ4 = Rc(0) is the critical point at which the incoherence solution loses stability
(see (2.29)). We state the bifurcation result next. The proof appears in the Appendix A.8.
Theorem 2.4.11 Consider the nonlinear eigenvalue problem (2.37) - (2.38) with cost function c•(ϑ −θ) =
1
2 sin
2 (ϑ−θ
2
)
. Let (v0,η0) denote the incoherence solution. Then from R = Rc = 12σ4 bifurcates a branch of
non-constant solutions (v,η) of (2.37) - (2.38). More precisely, there exists a neighborhood J ⊂ R of x = 0,
functions ηˆ(x), Rˆ(x) ∈C1(J), and a family v(x) of non-constant solutions of (2.37) - (2.38) in X such that
(i) η = ηˆ(x) and ηˆ(x)→ η0, R = Rˆ(x) and Rˆ(x)→ Rc as x→ 0, and
(ii) the amplitude of v(x)− v0 tends to zero as x→ 0.
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Figure 2.3: (a) Bifurcation diagram for the average cost as a function of parameter 1/
√
R; (b) The solution
v2(θ) for R = 10 (R−1/2 = 0.31).
Remark 2.4.12 The Lyapunov-Schmidt perturbation method was used to obtain an asymptotic formula for
the non-constant bifurcating solution branch. For the cost c•(ϑ −θ) = 12 sin2
(ϑ−θ
2
)
as in Example 2.4.4,
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the solution is given by an asymptotic formula in the small “amplitude” parameter x:
v(x) = v0+(2cos(θ +θ0))x+
(
− 1
v0
+ v0pi cos2(θ +θ0)
)
x2+O(x3),
η = ηˆ(x) = η0−pi x2+O(x3),
R = Rˆ(x) = Rc− 7pi2σ4 x
2+O(x3),
where Rc = 12σ4 , η0 =
1
4 and θ0 is an arbitrary phase in [0,2pi]. Figure 2.3 depicts the bifurcation diagram
for the average cost η as a function of the bifurcation parameter R. For comparison, we also depict the
numerical solution of the nonlinear eigenvalue problem that is obtained using the continuation software
AUTO [94]. The details of the calculations are omitted on account of space.
Using Lemma 2.4.9, we also have an existence result for traveling wave solutions of the form (2.39) for
the coupled nonlinear PDEs (2.15a) - (2.15c).
Corollary 2.4.13 Consider the coupled nonlinear PDE (2.15a) - (2.15c) with cost function c•(ϑ − θ) =
1
2 sin
2 (ϑ−θ
2
)
and homogeneous frequency ω = 1. Let (p0,h0) denote the incoherence solution. Then from
R = Rc = 12σ4 bifurcates a branch of traveling wave solutions (p,h) = (v
2(θ −at),−σ2R2 lnv2(θ −at)) with
wave-speed a = ω = 1, where v are the non-constant solutions as described in Theorem 2.4.11 and Re-
mark 2.4.12.
2.5 Numerical results
We present here numerically obtained solutions of the coupled nonlinear PDEs (2.15a) - (2.15c) with hetero-
geneous frequencies, and cost function c•(ϑ −θ) = 12 sin2
(ϑ−θ
2
)
as in Example 2.4.4. We fix σ2/2 = 0.05
and γ = 0.05 which gives Rc(γ) = 39.1. The computations that follow are based on a waveform relaxation
algorithm, whose details can be found in the conference version of this paper [2].
In numerical experiments the uniform distribution g(ω) = (2γ)−1 on the interval Ω = [1− γ,1+ γ] is
approximated by a uniform distribution on three discrete frequencies {1−γ,1,1+γ}. The value of γ = 0.05
is sufficiently small so that the numerical results are very similar to those obtained using a finer discretization
of Ω. The PDEs are discretized along the θ coordinate using the method of Fourier collocation, with 64
collocation points in the interval [0,2pi].
2.5.1 Average cost bifurcation diagram
Fig. 2.4 (a) depicts the bifurcation diagram for the average cost η(ω) as a function of the bifurcation param-
eter R.
For R > Rc = 39.1, the average cost was found to be η(ω) = η0 = 14 , which is consistent with the
incoherence solution of Sec. 2.2.4. For R < Rc the average cost is reduced, and for such R the value of
η(ω)< η0 depends upon the frequency ω . Its minimal value is attained uniquely when ω = 1, which is the
mean frequency under g.
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Figure 2.4: Numerical results. (a) Bifurcation diagram: the average cost as a function of 1/
√
R; (b) Relative
value function for R = 10, and the population density p for a particular value of t. As t varies, the solution
rotates along the circle [0,2pi] with a constant wave speed 1.
2.5.2 Value functions, control, and density evolution
The relative value function h(θ , t;ω) and probability density p(θ , t;ω) were computed for a range of values
of R.
The incoherence solution h0 ≡ 0 was obtained for R≥ 60; the algorithm was very slow to converge as R
was reduced to values near Rc.
Fig. 2.4 (b) depicts the relative value function as a function of θ obtained for R = 10 < Rc, and for
a particular value of t. Experiments revealed that the relative value function and the solution to the FPK
equation arise as a traveling wave solution. In particular, the solution has the form,
p(θ , t;ω) = p(θ −at,0;1), h(θ , t;ω) = h(θ −at,0;ω)
Moreover, the wave speed was equal to a = 1, independent of ω , which coincides with the mean frequency
with respect to the density g.
Recall the control law (2.16) is uoi (t) =− 1R∂θh(θ , t;ω)|ω=ωi , which depends upon the frequencyω =ωi.
The control laws obtained for a fixed t and several values of ω are depicted in Fig. 2.5 in relation to the
population density. Note that the control is zero when ω = 1, and θ lies at its mean value (equal to pi in this
figure, for the particular value of t chosen).
The control law that gives rise to the Kuramoto oscillator is defined by,
u(Kur)i (θi, t) =
κ
N
N
∑
j=1
sin(θ j(t)−θi).
Given the previous numerical results using R = 10, it is reasonable to conjecture that as N tends to infinity
this can be approximated by u(Kur)i (θi, t) = κ0 sin(ϑ0 + t− θi), for a phase variable ϑ0 and a gain κ0 that is
proportional to κ . This is because in the synchrony state, the individual oscillators rotate with a common
frequency 1. That is, θ j(t) ≈ t +ϑ0, j for some ϑ0, j ∈ [0,2pi]. Fig. 2.5 shows that the optimal control law
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Figure 2.5: Comparison of the control obtained from solving (2.15a) - (2.15c) and the Kuramoto model.
is in fact “close” to u(Kur)i when κ0, t, and ϑ0 are chosen appropriately. A detailed comparison between the
game theoretic and Kuramoto control laws appears in [95].
2.6 Conclusions
This chapter aggregates concepts and techniques from nonlinear dynamical systems, stochastic control,
game theory, and statistical mechanics to provide new tools for understanding complex interconnected sys-
tems, and new bridges with prior research. The key messages are,
(i) Distributed control laws are tractable for a class of large population dynamic games with separable
cost structures. This conclusion is based on an approximation of the complex stochastic system using
a deterministic PDE model, similar to the mean-field approximation that is central to the study of
interacting particle systems.
(ii) The rich theory surrounding the classical Kuramoto model can be extended to the dynamic game
setting introduced here to explain phase transitions in these systems. In particular, methods from
bifurcation theory can be adopted to analyze multiple equilibria and their stability properties.
The future work will focus on applications of proposed models to problems in neuroscience: in par-
ticular, on development of adaptation algorithms for “learning” approximately optimal control laws [95].
Relevance of such architectures to established learning paradigms (e.g., long-term potentiation (LTP) that
underlies synaptic plasticity [15]) in neuroscience will be investigated.
Another possible direction is further analysis of the solutions of the coupled PDE model: in particular,
investigation of stability and possible bifurcation of the time-periodic synchrony solution. Non-periodic
solutions, if they exist, of the coupled PDE model will invite further research on ε-Nash optimality of a
general class of solutions.
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CHAPTER 3
LEARNING IN MEAN-FIELD OSCILLATOR GAME∗
3.1 Introduction
Design and adaptation (learning) of optimal or approximately optimal control laws in large population of
coupled heterogeneous nonlinear systems is of interest in a number of applications, including neuroscience,
economics, and electrical distribution networks. The purpose of this chapter is to show how insight ob-
tained from a mean-field analysis of such systems can be used to create an architecture (parametrization) for
Approximate Dynamic Programming (ADP). The analysis is used to provide constructive methods for syn-
thesis of approximately optimal control laws, as well as algorithms for learning (via adaptation) the optimal
parameters.
The bifurcation analysis (see Sec. 2.4) of the PDE model for Mean-field oscillator game reveals a phase
transition depicted in Fig. 3.1: For R > Rc, the oscillators are incoherent, and for R < Rc the oscillators
synchronize. That is, the oscillators synchronize when the control is sufficiently cheap. Qualitatively, such
a phase transition is believed to be important in a number of applications. For example, synchronization
is believed to be important to certain learning paradigms (e.g., long-term potentiation (LTP)) that underlie
synaptic plasticity in brain [32].
The focus of this chapter is to introduce approximate dynamic programming (ADP) methods to synthe-
size approximately optimal feedback control laws for the Mean-field oscillator game. The motivation for
this is three-fold: One, the formulation yields time-invariant causal feedback control laws for the game as
opposed to the time-dependent distributed control laws that are obtained from solution of the PDEs. Two,
the ADP formulation naturally suggests that each oscillator can learn an approximately optimal policy us-
ing simulation-based methods such as Q-learning [35]. Learning schemes are important in applications of
interest [32]. Three, in application to coupled oscillators, it is of interest to better understand the relation-
ship between the game theoretic solution described in [2] and the classical Kuramoto control [96]. The
parametrization described in this chapter serves to reveal this relationship.
Four types of analyses are presented in this chapter
1. Mean-field approximate dynamic programming. The considerations of this chapter rest on a certain
mean-field approximate dynamic programming (MF-ADP) equation introduced in Sec. 3.3. The equation is
used to solve for a (mean-field) approximation of the value function for the finite-N model. The approxima-
tion of a value function also leads to an approximation of the optimal control law.
∗This chapter is an extension to the published paper [95].
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Figure 3.1: Bifurcation diagram: Comparison of stability boundary obtained from the analysis of the PDE
model introduced in [2] and from the analysis of the large population, where each oscillator applies the
approximately optimal control law obtained using the learning algorithm.
2. Learning algorithm. The key to the success of many learning algorithms, such as TD- or Q-learning, is
the specification of an appropriate parametrization for an approximation of the value function. The mean-
field analysis is used to introduce a parametrization of the value function. A variant of a Q-learning algorithm
[35] is proposed to obtain update laws for the parameters.
3. Error analysis. Analysis of both the ADP solution and the learning algorithm are provided: One, closed-
form formulae for the optimal parameter values are derived. Two, it is shown that the learning algorithm
converges to the optimal values. Three, an estimate of the Bellman error is also provided. The analysis
is used to show that synchronization can be useful for learning – in terms of quick convergence of the
parameters to their optimal values.
The final analysis of this chapter is grounded in the large population (infinite-N continuum) limit:
4. Transition from incoherence to synchrony. The goal of the final analysis is to describe the population
behavior if the local control laws obtained in step 2 are applied to each oscillator. The approximately optimal
control law is shown to recover the phase transition observed in the mean-field game model. The comparison
is shown with the aid of a bifurcation diagram in Fig. 3.1. The diagram also reveals a phase transition with
two distinct types of population behavior:
Incoherence: The control solution coincides with the solution of the game. The Bellman error in this
case is zero.
Synchrony: In this regime, the population synchronizes. The ADP control law is this case is approx-
imately optimal. Detailed comparison of the average cost with the game theoretic solution and the
ADP solution are provided.
The remainder of this chapter is organized as follows. In Sec. 3.2, the mean-field oscillator game is
formally defined and the main results of [2] are briefly reviewed. The MF-ADP equation is presented in
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Sec. 3.3, and the learning algorithm in Sec. 3.4. The analysis of phase transition appears in Sec. 3.5, and
Sec. 3.6 provides a numerical comparison between the approximately optimal control law and the mean-field
control law.
3.2 Preliminaries
3.2.1 Analysis of phase transition
An ε-Nash equilibrium of the game (2.2) - (2.3) is obtained by considering the solution of the PDEs (2.15a)
- (2.15c). Two types of solution are described:
(i) Incoherence solution:
p(θ , t;ω) =
1
2pi
, h(θ , t;ω) = 0 ,
with associated control law u(t)≡ 0.
(ii) Synchrony solution: The traveling wave equation,
p(θ , t;ω) = p(θ −at,0;ω), h(θ , t;ω) = h(θ −at,0;ω),
where the population moves with a constant wave speed, a = 1, along the circle [0,2pi]. The distribu-
tion p is uni-modal.
In this chapter, with a slight abuse of notation, p(θ ;ω) is used to denote p(θ ,0;ω), and similarly
h(θ ;ω) := h(θ ,0;ω). Note the traveling wave solution is obtained simply by rotating this solution with a
constant wave speed, i.e., p(θ , t;ω) = p(θ −at;ω) and h(θ , t;ω) = h(θ −at;ω).
For the two types of solutions, the amplitude of the fundamental Fourier mode is given by,
Ap :=
√
p2s + p2c ,
where,
pc :=
∫
Ω
∫ 2pi
0
p(θ ;ω)cos(θ)g(ω)dθ dω,
ps :=
∫
Ω
∫ 2pi
0
p(θ ;ω)sin(θ)g(ω)dθ dω.
(3.1)
Note,
Ap =
{
0 for incoherence solution,
> 0 for synchrony solution.
(3.2)
The amplitude Ap > 0 for the synchrony solution on account of the uni-modal nature of the distribution.
The two types of solution are visualized using a bifurcation diagram in the (R,γ)-plane (see Fig. 3.1).
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3.2.2 Comparison to Kuramoto model
This section presents a comparison between the mean-field game model and the Kuramoto model. The
celebrated Kuramoto model is a special case where the control for the ith oscillator is given by (see [96]):
ui = u(Kur)i :=−κ
1
N ∑j 6=i
sin(θi(t)−θ j(t)).
Fig. 2.5 depicts the optimal control law u∗ =− 1R∂θh(θ , t;ω) in relation to the population density. Also
depicted is the mean-field approximation of the Kuramoto control law. Similar to (2.15c), the approximation
is defined as
u¯(Kur)(θ , t) :=−κ
∫
Ω
∫ 2pi
0
sin(θ −ϑ)p(ϑ , t;ω)g(ω) dω dϑ .
Since p is a traveling wave, a short calculation shows that u¯(Kur)(θ , t) = u¯(Kur)(θ−t,0). As before, notation
u¯(Kur)(θ) = u¯(Kur)(θ ,0) is employed, where
u¯(Kur)(θ) =−κ
∫
Ω
∫ 2pi
0
sin(θ −ϑ)p(ϑ ;ω)g(ω) dω dϑ .
Using the trig identity,
u¯(Kur)(θ ;ω) =−A(Kur) sin(θ −ζ (Kur)),
where the amplitude and phase are given by
A(Kur) = κ
√
p2s + p2c ,
ζ (Kur) = ∠(pc+ ips),
with ps, pc defined by (3.1).
In Fig. 2.5, the synchrony solution is obtained via numerical solution of the coupled PDEs (2.15a) -
(2.15c). An appropriate value of the parameter κ is chosen to provide the comparison.
Remark 3.2.1 (i) The optimal control law is “close to” the Kuramoto control law: The optimal control
is zero when ω = 1, and θ lies at its mean value (equal to pi in this figure, for the particular value of t
chosen). The control is slightly positive (negative) if θ is slightly behind (ahead of) its mean value.
(ii) The Kuramoto control law does not depend upon the frequency ω while the optimal control law
does. This is because u∗ = − 1R∂θh(θ , t;ω), and the relative value function varies with frequency. At
the mean value, the control is positive (negative) if ω < 1 (ω > 1). In contrast, Kuramoto control is
zero at the mean-value for all ω .
The fact that the Kuramoto control is qualitatively similar to the optimal control provides motivation for the
ADP architecture described in the next section.
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3.3 Approximate dynamic programming
The focus of this section is on algorithms inspired by the Q-learning algorithm of Watkins [97], in a pa-
rameterized setting similar to [98]. In all of the many versions of the Q-learning algorithm, the goal is to
compute or approximate the so-called “Q-function”, which is similar to the Hamiltonian that arises in the
Minimum Principle of optimal control.
In this chapter, a Q-function is proposed for each oscillator, i = 1, . . . ,N. The Q-function is parameter-
ized by a vector α ∈ Rd :
Hαi (θ ,u;θ−i(t)) = c(θ ;θ−i(t))+ 12 Ru
2
i +Duih
α
i . (3.3)
For each α and i, the function hαi depends smoothly on θi(t) = θ , and it depends on the present values of all
other N−1 oscillators. It is assumed to be of the separable form,
hαi (θ ;θ−i(t)) =
1
N ∑j 6=i
Gαi (θ ,θ j(t)) , (3.4)
for a family of functions {Gαi }.
The minimum over ui of the Q-function is denoted,
Hαi (θ ;θ−i(t)) := minui
Hαi (θ ,ui;θ−i(t)) . (3.5)
The minimizer defines a feedback law for the ith oscillator.
The goal of the Approximate Dynamic Programming (ADP) algorithms introduced in this section is to
choose α = α∗ so that Hα∗i is most nearly constant. This is the minimum principle of the optimal control;
cf., equation (2.9).
There are several barriers to a direct application of ADP techniques: For the finite-N model,
(i) How does one choose the family of functions {Gαi } and the parameter vector α?
(ii) A control law defined as the minimizer of (3.5) is not easily analyzed on account of complexity of the
coupled system.
The main goal of this and the following section is to address these issues by moving to the mean-field
limit. Before presenting details of the analysis, a roadmap of what is to follow is first given:
(i) In Sec. 3.3.1, notation and assumptions for the mean-field limit are introduced: The empirical dis-
tribution is denoted by p(θ , t;ω), and assumed to be of the traveling wave form. The assumption is
motivated by the synchrony solution that was obtained for the mean-field game model (see Sec. 3.2.1).
(ii) In Sec. 3.3.2, the mean-field approximation of the Q-function Hαi (θ ,u;θ−i(t)) is introduced, and
denoted as Hα(θ , t,u;ω, p). The approximation is used in constructing the mean-field approximate
dynamic programming (MF-ADP) equation.
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(iii) In Sec. 3.3.3, a Fourier representation of the Q-function is proposed. The parameter vector α are
the Fourier coefficients. Galerkin relaxation is used to select the parameter vector by minimizing the
Bellman error. The process is illustrated for a particular parametrization inspired by the Kuramoto
control law.
(iv) The final step involves translation to finite N in Sec. 3.3.4 by choosing the family Gαi . The choice is
guided by the comparison with the Kuramoto model as discussed in Sec. 3.2.2.
The MF-ADP equations proposed for the limiting model are also used to obtain learning algorithms for
the finite-N system. This is the subject of the Sec. 3.4. Numerical results confirm that there is remarkable
solidarity between the infinite and finite-N models.
3.3.1 A Stationary Mean-field Model
The following assumptions will be in place throughout this section. The first two assumptions impose
regularity conditions on the finite-N model, and assumptions (iii) and (iv) require existence and regularity
of a mean-field limit. Observe that the final assumption presumes that the mean-field limit is in a traveling
wave steady-state. This is imposed to simplify the discussion and analysis. To achieve a stationary limit we
can impose stationarity of each finite-N model; This is possible under Assumption 3.3.1 (ii).
Assumption 3.3.1 (i) For each N and i, the system (2.2) is controlled using a time varying, Markov
policy. That is, ui(t) is a function of {θ j(t) : 1 ≤ j ≤ N}, N, i, and t. Moreover, this feedback law is
2pi-periodic in t.
(ii) For each N, the controlled system admits a unique steady-state distribution on [0,2pi]N+1, denoted
ρN: For any bounded measurable function χ : [0,2pi]N×R+→R, that is 2pi-periodic in t, the follow-
ing limit exists a.s.,
lim
T→∞
1
T
∫ T
0
χ(θ(t), t) dt
=
1
2pi
∫
t∈[0,2pi]
∫
θ∈[0,2pi]N
χ(θ , t)ρN(θ , t) dθ dt .
(iii) A Mean-Field empirical density p is obtained in the infinite-N limit: For any bounded measurable
function χ : [0,2pi]×Ω→ R, and each t ≥ 0, the following limit exists a.s.,
lim
N→∞
1
N
N
∑
j=1
χ(θ j(t),ω j)
=
1
2γ
∫ 1+γ
ω=1−γ
∫
θ∈[0,2pi]
χ(θ ,ω)p(θ , t;ω)g(ω) dθ dω .
(iv) The density p(θ , t;ω) is periodic in t, with wave speed 1, and can be expressed as a traveling
wave. As before, p(θ ;ω) is used to denote p(θ ,0;ω).
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Under Assumption 3.3.1 (iv), the mean-field cost c¯(θ , t) defined in (2.15c) is similarly periodic, and we
can expect periodic solutions to the MF-HJB equation (2.15a).
Also, under these assumptions, the ergodic steady-state distribution of each of {θi(t)} is approximately
uniform for large N: For any intervals A⊂ [0,2pi] and B⊂Ω= [1− γ,1+ γ],
lim
T→∞
1
T
∫ T
0
(
lim
N→∞
1
N
N
∑
j=1
1l{θ j(t) ∈ A,ω j ∈ B}
)
dt
= lim
T→∞
1
T
∫ T
0
( 1
2γ
∫ 1+γ
ω=1−γ
∫ 2pi
θ=0
χ(θ ,ω)p(θ ; t,ω)g(ω) dθ dω
)
dt
where χ(θ ,ω) = 1lA(θ)1lB(ω). Assumption 3.3.1 (iv) then implies that the right hand side is uniform,
lim
T→∞
1
T
∫ T
0
(
lim
N→∞
1
N
N
∑
j=1
1l{θ j(t) ∈ A,ω j ∈ B}
)
dt =
(
1
2γ
∫
ω∈B
dω
)(
1
2pi
∫
θ∈A
dθ
)
.
3.3.2 Mean-field Approximate Dynamic Programming
The Q-function for the mean-field model is defined as,
Hα(θ , t,u;ω, p) = c¯(θ , t; p)+ 12 Ru
2+Duhα(θ , t;ω, p) .
The individual terms represent mean-field limit of their respective counterparts in (3.3). For example,
c¯(θ , t; p) is the mean-field approximation of c(θ ;θ−i(t)), as defined in (2.15b) Note that the dependence
on the population is implicit: hα depends upon the population because c¯ depends upon population. More-
over, the dependence is only through the distribution p(θ , t;ω). This leads to a tremendous reduction in
complexity: In comparison, the value function hαi for the finite-N model depends on the present values of
all other N−1 oscillators.
A further simplification is made by using the traveling wave assumption 3.3.1 (iv). The notation c¯(θ ; p)
is used in lieu of c¯(θ , t; p) (where c¯(θ , t; p) = c¯(θ − t; p)) to define the Q function for the traveling wave
solution:
Hα(θ ,u;ω, p) = c¯(θ ; p)+ 12 Ru
2+Duhα (θ ;ω, p) . (3.6)
The time-dependent relative value function hα (θ , t;ω, p) = hα (θ−t;ω, p) and similarly for the Q-function.
The minimum of the Q-function is denoted,
Hα(θ ;ω, p) := min
u
Hα(θ ,u;ω, p). (3.7)
The goal of the mean-field approximate dynamic programming (MF-ADP) is to chose α = α∗ so that
Hα
∗
(θ ;ω, p) is constant in θ , or nearly so. The constant value is the average cost (see (2.9)),
Hα
∗
(θ ;ω, p) = η∗(ω; p).
45
The optimal control law is given by,
u∗ =− 1
R
∂
∂θ
hα
∗
(θ ;ω, p) =: φα
∗
(θ ;ω, p). (3.8)
3.3.3 Fourier Parametrization and the Galerkin Solution
Consider a Fourier approximation of the relative value function,
hα(θ ;ω) =−
d
∑
k=1
Ak(ω; p)cos(kθ −ζk(ω; p)) , (3.9)
where the unknown parameters α = {Ak(ω; p),ζk(ω; p)}dk=1 are the Fourier coefficients. By convention,
Ak(ω; p) is assumed to be non-negative.
The point-wise Bellman error is denoted as,
L α(θ ;ω, p) := Hα(θ ;ω, p)−ηα(ω; p), (3.10)
where ηα(ω; p) = 12pi
∫ 2pi
0 H
α(θ ;ω, p)dθ .
The optimal parameter α∗ = {A∗k(ω; p),ζ ∗k (ω; p)}dk=1 is found by substituting (3.9) in (3.6)-(3.7) such
that the Bellman error is zero, or nearly so. Using (3.8), the optimal control law is given by,
φα
∗
(θ ;ω, p) =− 1
R
∂
∂θ
hα
∗
(θ ;ω, p) =− 1
R
d
∑
k=1
k ·A∗k(ω; p)sin(kθ −ζ ∗k (ω; p)). (3.11)
Galerkin relaxation is a computationally attractive approach to obtain the parameter value α∗: The
Fourier coefficients are obtained by setting the projection onto the associated Fourier subspace equal to
zero: ∫ 2pi
0
L α(θ ;ω, p)cos(kθ) dθ = 0,∫ 2pi
0
L α(θ ;ω, p)sin(kθ) dθ = 0, 1≤ k ≤ d.
(3.12)
The Galerkin procedure yields 2d equations that are simultaneously solved to obtain the 2d-many Fourier
coefficients. In the following, the procedure is illustrated for d = 1.
Recall the results of numerical experiments illustrated in Fig. 2.5 that show that the optimal control
law (2.10) closely approximates the Kuramoto control law, u¯(Kur)(θ ;ω) =−A(Kur) sin(θ −ζ (Kur)), in the mean-
field limit. This suggests a parametrization with d = 1:
(P2) hα(θ ;ω) =−A1(ω; p)cos(θ −ζ1(ω; p))
Although the gain A(Kur) and phase ζ (Kur) for the Kuramoto control are independent of ω , the gain A1 and
the phase ζ1 are allowed to depend on ω . For justification, refer to Fig. 2.5 and the Remark 3.2.1 following
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the figure.
The optimal parameter values α∗ = {A∗1(ω; p),ζ ∗1 (ω; p)} are obtained by using the Galerkin procedure.
The results are summarized in the following theorem whose proof appears in Appendix B.1:
Theorem 3.3.2 Consider the parametrization (P2). Suppose p2s + p2c > 0. Then the unique solution of the
two simultaneous equations (3.12) with d = 1 is given by,
A∗1(ω; p) = A
∗(ω)
√
p2s + p2c ,
ζ ∗1 (ω; p) = ζ
∗(ω)+∠(pc+ ips),
(3.13)
where
A∗(ω) =
1
4
√
(ω−1)2+(σ22 )2
, ζ ∗(ω) = tan−1
(
1−ω
σ2
2
)
. (3.14)
The resulting control law φα∗ is given by (see (3.11)),
φα
∗
(θ ;ω, p) =− 1
R
A∗1(ω; p)sin(θ −ζ ∗1 (ω; p)) . (3.15)
The average cost is given by,
ηα
∗
(ω) = 14 −Kb(p2c + p2s ) , (3.16)
with the pointwise Bellman error
L α
∗
(θ , t;ω) = Kb(p2c + p
2
s )cos2(θ − t−ζ ∗1 ), (3.17)
where Kb =
(A∗)2
4R =
1
64R[(ω−1)2+σ4/4] .
There are two remarks to be made concerning the Galerkin solution for (P2):
Remark 3.3.3 (i) Optimality with incoherence solution: Suppose the population is in incoherence,
i.e., p(θ ;ω) = (2pi)−1 for all (θ ,ω). Then pc = ps = 0 and the optimal control law is identically zero,
i.e., φα∗( · ;ω) ≡ 0, the average cost is ηα∗(ω) = 1/4, and the pointwise Bellman error L α(θ ;ω)
is identically zero for all θ . Thus, the parametrization recovers the optimal control solution for the
incoherence case.
(ii) Comparison to the Kuramoto control: Recall that the gain A(Kur) and phase ζ (Kur) for the Kuramoto
control (see Sec. 3.2.2) do not depend upon ω . An analogous control is also obtained for the homoge-
neous population (where g(ω) = δ (ω−1)). In this case, the relative value function and the associated
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control law are given by,
hα(θ ;ω) =− 1
2σ2
√
p2s + p2c cos(θ −∠(pc+ ips)) ,
φα(θ ;ω) =− 1
2σ2R
√
p2s + p2c sin(θ −∠(pc+ ips)) . (3.18)
This solution is also a good approximation for the heterogeneous population when γ << σ
2
2 . This
homogeneous control law (3.18) is simpler to analyze and serves to provide a direct comparison to
the Kuramoto control law.
3.3.4 Translation to the finite-N model
Recall the parametrized form of the value function for the ith-oscillator first introduced in (3.4) and repeated
below:
hαi (θ ;θ−i(t)) =
1
N ∑j 6=i
Gαi (θ ,θ j(t)) ,
The value function hα(θ ;ω) for the limiting model directly suggests a suitable choice of functions Gαi .
Consider for example the value function described in Theorem 3.3.2 for parameterization (P2):
hα(θ ;ω) =−A∗(ω)
√
p2s + p2c cos(θ −ζ ∗(ω)−∠(pc+ ips)).
A short calculation in Appendix B.2 shows that (under Assumption 3.1) hα(θ , t;ω) = hα(θ − t;ω) is the
mean-field limit of the following:
hαi (θ ;θ−i(t)) =−A∗i
1
N ∑j 6=i
cos(θ −θ j(t)−ζ ∗i ), (3.19)
where A∗i := A
∗(ωi; p) and ζ ∗i := ζ ∗(ωi; p); cf., (3.14) for formulae for A∗(ω; p),ζ ∗(ω; p). The associated
control law, Eqn. (3.15), is similarly approximated:
ui =−A
∗
i
R
1
N
N
∑
j=1
sin(θi(t)−θ j(t)−ζ ∗i )≈ φα
∗
(θi(t), t;ωi, p). (3.20)
For homogeneous population, using (3.18), the control is given by
ui =− 12σ2R
1
N
N
∑
j=1
sin(θi(t)−θ j(t)).
Note that this is the Kuramoto control law with κ = 12σ2R .
Detailed analysis of population behavior as a function of control penalty parameter R, and the resulting
average cost properties using control (3.20) are the subject of Sections 3.5 and 3.6, respectively.
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3.4 Learning Algorithm
The focus of this section is to construct a learning algorithm for the finite-N system. The starting point is
based on the ADP architecture (3.19)-(3.20):
hαi (θ , t;θ−i(t)) =−Ai(t)
1
N ∑j 6=i
cos(θ −θ j(t)−ζi(t)),
ui =− 1RAi(t)
1
N
N
∑
j=1
sin(θi(t)−θ j(t)−ζi(t)), (3.21)
where the parameter vector α = {Ai(t),ζi(t)} is now time-dependent. The goal is to derive update laws for
Ai(t) and ζi(t) based on observations of the population states.
The approach is based on the MF-ADP equation written using the mean-field approximation of hαi and
the control:
hα(θ , t;ω, p) =−A(t;ω)
√
p2c + p2s cos(θ − t−ζ (t;ω)−∠(pc+ ips)),
φα(θ , t;ω, p) =− 1
R
A(t;ω)
√
p2c + p2s sin(θ − t−ζ (t;ω)−∠(pc+ ips)).
(3.22)
The algorithm is first derived for the mean-field model and then translated to the finite-N model.
3.4.1 Gradient Descent Algorithm
An oscillator updates its parameters to minimize the Bellman error. For this purpose, 〈 · , · 〉 is used to denote
the standard inner product on L2([0,2pi]):
〈 f ,g〉 :=
∫ 2pi
0
f (θ)g(θ)dθ .
The mean-squared Bellman error is defined as,
eBell(α, t;ω, p) :=
∫ 2pi
0
(
L α(θ , t;ω, p)
)2 dθ .
Using the Parseval’s identity,
eBell(α, t;ω, p) =
∞
∑
k=1
|〈L α ,cosk〉|2+ |〈L α ,sink〉|2,
where cosk = cos(kθ), sink = sin(kθ) are the Fourier modes.
It is now straightforward to develop a gradient descent algorithm with eBell as the error function. The
algorithm requires estimates of gradients of 〈L α ,cosk〉 and 〈L α ,sink〉. For the sake of computational
tractability, the infinite series is truncated to retain only the first d-modes: The Galerkin loss function is
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defined as,
eGal(α, t;ω, p) :=
d
∑
k=1
|〈L α ,cosk〉|2+ |〈L α ,sink〉|2.
To obtain the two parameters {A(t;ω),ζ (t;ω)} for parametrization (3.22), Galerkin loss function is
used with d = 1. In this case, explicit formulae for the gradient are derived in Appendix B.3:
deGal
dA
=
pi2
2
(p2c + p
2
s )
{
4A[(ω−1)2+(σ
2
2
)2]+ [(ω−1)sinζ − σ
2
2
cosζ ]
}
, (3.23)
deGal
dζ
=
pi2
2
(p2c + p
2
s )A[(ω−1)cosζ +
σ2
2
sinζ ]. (3.24)
The gradient formulae are used to construct a gradient-based update law for the parameters:
d
dt
A(t;ω) =−ε (p2c + p2s )
{
4A[(ω−1)2+(σ
2
2
)2]+ (ω−1)sinζ − σ
2
2
cosζ
}
,
d
dt
ζ (t;ω) =−ε (p2c + p2s )A[(ω−1)cosζ +
σ2
2
sinζ ],
(3.25)
where ε > 0 is a small constant.
The translation to finite N model is now straightforward: Simply approximate p2c + p
2
s by using the
population,
p2c + p
2
s ≈
(
1
N
N
∑
j=1
sin(θ j(t))
)2
+
(
1
N
N
∑
j=1
cos(θ j(t))
)2
=: Γ2N(t). (3.26)
In finite-N settings, the ith-oscillator updates its parameters as,
dAi(t)
dt
=−ε Γ2N(t)
{
4Ai[(ωi−1)2+(σ
2
2
)2]+ (ωi−1)sinζi− σ
2
2
cosζi
}
,
dζi(t)
dt
=−ε Γ2N(t)Ai[(ωi−1)cosζi+
σ2
2
sinζi],
(3.27)
where ε > 0 is a small constant.
A special case concerns the homogeneous population (ωi = 1 for all i= 1, . . . ,N) where it is additionally
assumed that the phase ζi = 0 (compare with (3.18)). In this case, the update law of the gain parameter is
given by,
dAi(t)
dt
=−ε Γ2N(t)(2σ2Ai−1).
The asymptotic dynamics (as t → ∞) of the learning algorithm, Eqn. (3.27) for the finite-N model, are
described in the following theorem. The proof appears in the Appendix B.4.
Theorem 3.4.1 Consider the ODE (3.27) for updating parameter vector αi(t) = (Ai(t),ζi(t))∈R× [0,2pi].
Suppose Γ2N(t)> 0. Then
(i) The equilibria are given by α¯(1)i := (A
∗
i ,ζ ∗i ), α¯
(2)
i := (−A∗,ζ ∗−pi), α¯(3)i := (0,ζ ∗− pi2 ) and α¯
(4)
i :=
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Figure 3.2: Phase space plot for ODE (3.27): The four equilibria are indicated by α¯(k)i , k = 1, . . . ,4.
(0,ζ ∗+ pi2 ), where A
∗
i = A
∗(ωi), ζ ∗i = ζ ∗(ωi) are defined according to (3.14).
(ii) The two equilibria α¯(3)i and α¯
(4)
i are unstable.
(iii) The equilibria {α¯(1)i , α¯(2)i } constitute the global attracting set: For almost every initial condition
αi(0) = (Ai(0),ζi(0)) ∈ R× [0,2pi], αi(t)→ α¯(1)i or αi(t)→ α¯(2)i , as t→ ∞.
There are several remarks to be made concerning the assumptions and conclusions of this theorem:
Remark 3.4.2 (i) Phase space analysis: The dynamics of the second order ODE (3.27) are visualized
using the phase space plot, depicted in Fig. 3.2. The parameter Γ2N(t) determines the convergence
time: For larger values of Γ2N(t), it takes smaller time to converge to one of the two stable equilibria.
(ii) Multiplicity of stable equilibria: Either one of the two stable equilibria, {α¯(1)i or α¯(2)i }, yield the
same control law:
ui =−A
∗
i
R
1
N
N
∑
j=1
sin(θi(t)−θ j(t)−ζ ∗i ),
which coincides with the Galerkin control law (3.20) obtained using the Galerkin relaxation procedure
in the preceding section.
(iii) Justification of Assumption Γ2N(t) > 0: The parameter Γ2N(t) is a finite-N approximation of the
mean-field quantity p2c + p
2
s (see (3.26)). Recall that p
2
c + p
2
s is positive whenever the population is
in synchrony (see (3.2) in Sec. 3.2.1). This yields one of the important conclusions of the chapter
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Synchronization is useful for learning – in terms of quick convergence of parameters to their optimal
values.
(iv) Performance of the algorithm with the incoherence solution: In the incoherence solution regime,
p2c + p
2
s = 0 (Eqn. (3.2)). The gradient descent algorithm for the mean-field model, Eqn. (3.25), in this
case is given by,
d
dt
A(t;ω) = 0,
d
dt
ζ (t;ω) = 0.
This leads to the degenerate case where every point (A,ζ ) ∈ R× [0,2pi] is an equilibrium. In spite of
this degeneracy, the control law, Eqn. (3.22), is given by
φα(θ , t;ω, p) = 0,
which coincides with the optimal control law in the incoherence solution regime (see also Remark 3.3.3).
The performance of the gradient descent algorithm in the finite-N case is further discussed with the aid
of simulations in the following section.
3.4.2 Numerics with the Learning Algorithm
The simulation results are described for a population of N = 200 oscillators. The oscillator i = 1 uses the
control law (3.21), and updates its gain and phase parameter according to (3.27):
dθi(t) =
(
ωi− Ai(t)R
1
N
N
∑
j=1
sin(θi(t)−θ j(t)−ζi(t))
)
dt+σ dξi(t),
dAi(t)
dt
=−ε Γ2N(t)
{
4Ai[(ωi−1)2+(σ
2
2
)2]+ (ωi−1)sinζi− σ
2
2
cosζi
}
,
dφi(t)
dt
=−ε Γ2N(t)Ai[(ωi−1)cosζi+
σ2
2
sinζi],
where Γ2N(t) is obtained using (3.26). The remaining oscillators, j = 2, . . . ,N, use the Kuramoto control law:
dθ j(t) =
(
ω j− κN
N
∑`
=1
sin(θ j(t)−θ`(t))
)
dt+σ dξ j(t), j 6= i.
The frequency of the ith oscillator was taken to be ωi = 1.1. The remaining N−1 frequencies are sampled
independently from the uniform distribution on Ω= [0.9,1.1], and σ = 0.1.
Fig. 3.3 depicts the results, trajectories for Ai(t) and ζi(t), for the two simulation cases:
(1) κ = 0.01 (Population is in incoherence),
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Figure 3.3: Simulation results with the learning algorithm: Synchronization of the population leads to a
quicker convergence of control gain Ai(t) and phase ζi(t).
(2) κ = 1 (Population is in synchrony).
Even though the incoherence and synchrony solution states are defined for the limiting (N → ∞) model in
Sec. 3.2.1, the terminology is useful here to distinguish the population behavior in the two simulation cases.
In the synchrony regime, the parameters converge quickly to the optimal values (A∗i ,ζ ∗i ). Given the
discussion in Remark 3.4.2, it may be surprising to see that the parameters converge even in the incoherence
regime. The explanation is that Γ2N(t)→ 0 only in the limiting case (N → ∞). For finite N, it is small
but non-zero. So, the parameters converge to the optimal values but relatively slowly. The convergence is
expected to get progressively slower as N increases.
The form of Kuramoto control law for the population is not particularly important, but serves to provide
numerical validation of Theorem 3.4.1. It also shows the importance of synchronization to learning.
3.4.3 Relevance to Neuroscience
One of the conclusions of this work is that synchronization can be useful for learning – in terms of quick
convergence of the control parameters to the optimal values (see Fig. 3.3). This is consistent with certain
learning paradigms (long-term potentiation (LTP)) that underlie synaptic plasticity in the brain [32]. This
also suggests that the game theoretic framework proposed here can be used to gain insight into specific
competitive mechanisms that underlie synaptic plasticity and learning in neuronal networks. This will be
the subject of future investigations.
3.5 Analysis of phase transition with Galerkin solution
Using the Galerkin control law, Eqn. (3.20), the closed-loop system is given by,
dθi(t) =
[
ωi− A
∗
i
RN ∑j 6=i
sin(θi(t)−θ j(t)−ζ ∗i )
]
dt+σ dξi(t). (3.28)
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The goal of this section is to characterize the population behavior in the infinite-N limit (see e.g., [19]).
The limiting model, FPK equation for the density p(θ , t;ω), is given by
∂t p+∂θ [pv] =
σ2
2
∂ 2θθ p, (3.29)
where the velocity v(θ , t,ω) is obtained via the mean-field approximation,
v(θ , t;ω) = ω− A
∗(ω)
R
∫
Ω
∫ 2pi
0
(
sin(θ −ϑ −ζ ∗(ω))p(ϑ , t;υ)g(υ)
)
dϑ dυ , (3.30)
where A∗(ω) = 1
4
√
(ω−1)2+( σ22 )2
, ζ ∗(ω) = tan−1(1−ωσ2
2
).
By inspection, one of the solution of the FPK equation (3.29) is the incoherence solution p(θ , t;ω) =
1
2pi =: p0. In order to investigate stability and possible bifurcation from this solution, a linearization of (3.29)
is taken about p0. A perturbation of the incoherence solution is denoted p = p0 + p˜. Since p = p0 + p˜ is a
probability density, the perturbation satisfies the normalization condition
∫ 2pi
0 p˜(θ , t;ω)dθ = 0 for any t, ω .
When p˜ is small, its evolution is approximated by the linear equation,
∂t p˜ =−ω∂θ p˜+ 12pi ∂θ v˜+
σ2
2
∂ 2θθ p˜ =:LR p˜ (3.31)
where
v˜ =
A∗(ω)
R
∫
Ω
∫ 2pi
0
sin(θ −ϑ −ζ ∗(ω))p˜(ϑ , t;υ)g(υ)dϑ dυ .
The local analysis entails stability analysis with respect to an infinitesimal initial perturbation of the
population density:
p˜(θ ,0;ω) = q(θ ,ω),
where
∫ 2pi
0 q(θ ,ω)dθ = 0.
The analysis requires the introduction of a Hilbert space, taken here to be L2(IR+,H), where H is a
subspace of L2([0,2pi]×Ω). The space L2([0,2pi]×Ω) is defined with respect to the measure g(ω)dω dθ
on the product space [0,2pi]×Ω. For any complex-valued function v(θ ,ω) on [0,2pi]×Ω denote,
‖v‖2H :=
∫ 2pi
0
∫
Ω
|v(θ ,ω)|2g(ω)dω dθ .
The Hilbert space H is defined to be the set of functions for which the integral is finite, and
∫ 2pi
0 v(θ ,ω)dθ =
0 for all ω ∈Ω.
Definition 3.5.1 The incoherence solution p0 is linearly asymptotically stable if a solution p˜(θ , t;ω) of
the linear initial value problem (3.31) - (2.24) with initial perturbation p˜(θ ,0;ω) = q(θ ,ω) ∈ H exists in
L2(IR+,H), and satisfies ‖p˜(θ ; t,ω)‖H→ 0 as t→ ∞.
For the stability analysis of the linear initial value problem (3.31) - (2.24), it is useful to first compute the
spectra of the linear operator LR. Fourier coordinates are used to obtain a simpler diagonal representation
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of the linear operatorLR. The Fourier expansion of p˜(·, t,ω) with respect to θ is denoted,
p˜(θ , t;ω) = P0(t,ω)+
∞
∑
k=1
Pk(t,ω)eikθ + c.c, (3.32)
where c.c stands for the complex conjugate. Since
∫ 2pi
0 p˜(θ , t;ω)dθ = 0, P0(t,ω) = 0. Using (3.30),
v˜(θ , t,ω) =
piA∗(ω)e−iζ ∗(ω)eiθ
R
∫
Ω
P1(t,υ)g(υ)dυ+ c.c. (3.33)
Using (3.32) - (3.33) yields a diagonal decomposition of the linear operator
LR =
⊕
k
L
(k)
R ,
whereL (k)R acts on Pk. The individual operators have the explicit form
L
(k)
R Pk :=
−(σ
2
2 + kωi)+
A∗(ω)e−ikζ∗(ω)
2R
∫
ΩPk(υ)g(υ)dυ , k =±1,
−(σ22 k2+ kωi), k =±2,±3, . . .
The spectrum of LR is thus given by the union of spectrum of L
(k)
R , k = ±1,±2, . . .. The spectrum is
described in the following theorem. The proof appears in Appendix B.5
Theorem 3.5.2 For the linear operatorLR : H→H,
(i) The continuous spectrum Sc is the union of sets {S(k)c }k 6=0, where
S(k)c :=
{
λ ∈ C
∣∣∣λ =−σ2
2
k2− kωi, for all ω ∈Ω
}
.
(ii) The discrete spectrum Sd is the union of sets {S(k)d }k=±1, where
S(k)d :=
{
λ ∈ C
∣∣∣ 1 = 1
2R
∫
Ω
A∗(ω)e−ikζ ∗(ω)
λ + σ22 + ikω
g(ω)dω
}
,
where A∗(ω) = 1
4
√
(ω−1)2+( σ22 )2
and ζ ∗(ω) =− tan−1(2(ω−1)σ2 ).
If the noise is not zero, i.e., σ 6= 0, then the continuous spectrum is always in the strict left half plane.
Hence stability of (3.31) is solely determined by the discrete spectrum Sd . Analysis of discrete spectrum as
a function of R and γ gives the stability boundary for the closed-loop system (3.28) in the infinite-N limit.
The proof appears in Appendix B.6.
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Figure 3.4: Critical value of R. (a) The continuous spectrum for k = ±1, along with the two eigenvalue
paths as R decreases. (b) Rc(γ) as a function of γ .
Theorem 3.5.3 Consider the FPK equation (3.29) corresponding to the closed-loop system (3.28) where
A∗i , ζ ∗i are defined in (3.14). Suppose ωi is sampled from uniform distribution on Ω := [1− γ,1+ γ] with
γ ≥ 0. Define
Rc(γ) =

1
2σ4 if γ = 0,
1
4σ2γ tan
−1
(
2γ
σ2
)
if γ > 0.
(3.34)
Then in the infinite-N limit: For R > Rc(γ), the incoherence solution is locally stable, and for R < Rc(γ),
the incoherence solution loses stability, via a Hopf bifurcation, to a synchrony solution.
Example 3.5.4 Let σ2 = 0.1 and γ = 0.1 and g(ω) = 12γ is the uniform distribution. Figure 3.4 (a) depicts
the locus of eigenvalues obtained via numerical solution of the characteristic equation for the discrete
spectrum Sd . For R ∼ ∞, there are a pair of complex eigenvalues at ∼ −σ22 ± i. As the parameter R
decreases, the eigenvalues move continuously towards the imaginary axis. The eigenvalue pair cross the
imaginary axis at critical value R = Rc (defined in (3.34)). The incoherence solution is locally stable for
R> Rc and looses stability for R< Rc.
The critical value Rc given in (3.34) is same as the critical value identified for the mean-field game
model in [99] (see Eqn. (28) in [99]).
3.6 Comparison of Galerkin and PDE results
Recall the optimal control (2.10) is u∗(θ ;ω) =− 1R∂θh∗(θ ;ω). It is obtained as a numerical solution of the
coupled PDEs (2.15a) - (2.15c) (see [2] for details on the numerical algorithm). The Galerkin control (3.20)
is φα i∗i (θ − t;ωi) ≈ −A
∗
i
R
1
N ∑ j 6=i sin(θ − θ j(t)− ζ ∗i ), where A∗i , ζ ∗i are defined in (3.14). The experiments
described here are for N = 200 oscillators, whose frequencies are sampled from a uniform distribution on
Ω= [0.9,1.1].
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Figure 3.5: Comparison of the optimal control (u∗(θ ;ωi)) and the Galerkin control (φα
i∗
i (θ ;ωi)) for (a)
σ2 = 0.1 and (b) σ2 = 0.2.
Figure 3.6: Comparison of the magnitude and the phase of the first harmonic of the optimal control
(u∗(θ ;ωi)) and the Galerkin control (φα
i∗
i (θ ;ωi)).
Figure 3.5 provides a comparison of the two control laws, plotted as a function of ω , using R = 9, and
two values of the variance σ2 = 0.1 and 0.2. The Galerkin control law (3.20) qualitatively captures the main
features of the optimal control (2.10):
1. The Galerkin control leads to synchronization of the population for values of R smaller than the critical
value Rc (as predicted by Theorem 3.5.3). In synchrony, the population density is a traveling wave
with wave speed 1.
2. The control is zero when ω = 1, and θ lies at its mean value (equal to pi in this figure, for the particular
value of t chosen). At this mean value, the control is positive (negative) if ω < 1 (ω > 1).
The approximation improves as the variance of the noise σ2 increases. This is qualitatively consistent with
the estimate of the Bellman error given in Theorem 3.3.2.
For a control φ(θ ;ω), the magnitude and phase of its first harmonic are computed as
√
([φ ]c)2+([φ ]s)2
and tan−1([φ ]c/[φ ]s)
∣∣
ω=1− tan−1([φ ]c/[φ ]s)
∣∣
ω , respectively, where [ · ]c := 〈 · ,cos1〉 and [ · ]s := 〈 · ,sin1〉.
Fig. 3.6 provides a comparison of the optimal and Galerkin control laws in terms of these features. Qualita-
tively, the main difference is that the Galerkin control is more aggressive (larger magnitude and phase) than
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Figure 3.7: Bifurcation diagram: the average cost as a function of 1√
R
.
the optimal control.
Figure 3.7 compares the average cost η(ω) as a function of 1/
√
R, with σ2 = 0.1. When using optimal
control, the data was obtained from a numerical solution of the coupled PDEs (2.15a) - (2.15c). For R >
Rc = 39.1, the average cost is independent of frequency, η(ω) = η0 = 14 . For R < Rc the average cost is
reduced, and for such R the value of η(ω)< η0 depends upon the frequency ω . Its minimal value is attained
uniquely when ω = 1, which is the mean frequency under g.
With Galerkin control (3.20), the data was obtained using the numerical simulation. The figure shows
that the approximately optimal Galerkin-based control law (3.20) qualitatively captures the main features of
the phase transition:
1. For R > Rc, η(ω) ≈ 14 and the population is in incoherence. The slightly lower value of the average
cost is due to finite number of oscillators in the simulation.
2. At R = Rc, there is a phase transition as predicted by Theorem 3.5.3. For R< Rc the value of η(ω)<
η0 depends upon the frequency ω . Its minimal value is attained uniquely when ω = 1.
Consistent with the approximate formulation, the average cost is expected to be larger with the Galerkin-
based control. This is indeed the case when R is much larger than Rc. For values of R ≈ Rc, there are
slight discrepancies. These are numerical artifacts because of the sensitive nature of the PDE solution in
the vicinity of the bifurcation point, and because of the finite number of oscillators used in simulating the
Galerkin control law.
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CHAPTER 4
BIFURCATION ANALYSIS OF MEAN-FIELD OSCILLATOR GAME∗
4.1 Introduction
The phase transition is studied by using methods from bifurcation theory. In chapter 2, we had described
linear analysis of the coupled PDE model that suggested possibility of a Hamiltonian Hopf bifurcation. In
this chapter, we simplify the analysis somewhat by relating the solutions of the PDE model to the solutions of
a certain nonlinear eigenvalue problem. Both analysis and computations are much easier for the nonlinear
eigenvalue problem. In particular, the bifurcation result reduces to a straightforward application of the
bifurcation theorem.
Apart from the bifurcation analysis that shows existence of a phase transition, we also describe a
Lyapunov-Schmidt perturbation method to obtain asymptotic formulae for the small amplitude bifurcated
solutions. For comparison, we also describe numerical solutions of the nonlinear eigenvalue problem. The
numerical solutions are obtained using the continuation software AUTO.
The remainder of the chapter is organized as follows: In Sec. 4.2, we briefly introduce the type of
solutions considered in the chapter. The solutions of the PDE model are related to a nonlinear eigenvalue
problem. In Sec. 4.3, we describe the bifurcation and perturbation analyses of the nonlinear eigenvalue
problem via Lyapunov-schmidt reduction. Finally, we discuss the numerical results obtained by using AUTO
in Sec. 4.4.
4.2 The mean-field oscillator game
In this chapter, we restrict our attention to solutions of the following type:
p(θ , t;ω) = p˜(θ˜ ;ω),
h(θ , t;ω) = h˜(θ˜ ;ω),
u(θ , t;ω) = u˜(θ˜ ;ω),
(4.1)
where θ˜ = θ − at, a denotes the wave speed, and p˜, h˜ are 2pi-periodic functions with respect to θ˜ . The
form (4.1) leads to the following two types of solution:
1. If a = 0, the solution is referred to as the equilibrium solution in which the cost function, the relative
∗This chapter is based on the conference paper [100].
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value function, and the density are independent of time.
2. If a > 0, the solution is referred to as the periodic solution in which p(θ , t;ω), h(θ , t;ω), and c¯(θ , t)
are periodic in time, with period τ > 0.
For solutions of type (4.1),
∂th+ω∂θh = (ω−a)∂θ˜ h˜,
∂t p+ω∂θ p = (ω−a)∂θ˜ p˜.
Using FPK equation (2.15b), we obtain a formula for optimal control in terms of density function p˜. The
proof can be found in Appendix C.1
Lemma 4.2.1 Suppose (p, h) is a solution of the type (4.1). Then the optimal control function (see (2.10))
is given by
u˜(θ˜ ;ω) =
σ2
2
∂θ˜ ln p˜+(a−ω)
(
1− 2pi
p˜
∫ 2pi
0 (p˜)−1 dθ˜
)
, (4.2)
where θ˜ = θ −at.
Since p˜ is non-negative valued, we write p˜(θ ;ω) = v2(θ ,ω); for notational ease, we drop “∼” in the
remainder of this chapter. Using Eqn. (4.2) and Eqn. (2.10), we can simplify the coupled PDE model (2.15a)-
(2.15c) to a nonlinear eigenvalue problem:
G(v,η ,R,a) := ∂ 2θθv+
2
Rσ4
(η− c¯)v
− (ω−a)
2
σ4
(
1−
(
2pi
v2
∫
v−2
)2)
v = 0, (4.3)
B(v) :=
∫ 2pi
0
v2(θ ,ω)dθ −1 = 0, (4.4)
where c¯ is defined as
c¯(θ) =
∫
Ω
∫ 2pi
0
c•(θ ,ϑ)v2(ϑ ,ω)g(ω)dϑ dω. (4.5)
By solving the eigenvalue problem (4.3)-(4.5), one can obtain solution of coupled PDE model (2.15a)-
(2.15c). The result is summarized in the following lemma with proof in Appendix C.2:
Lemma 4.2.2 Suppose (h, p,η∗) is a traveling wave solution of the form (4.1) of the PDEs (2.15a)-(2.15c)
with wave-speed ‘a’. Let v =
√
p. Then (v,η∗) is the solution of the nonlinear eigenvalue problem (4.3)-
(4.5). Conversely, suppose (v,η∗) is the solution of the nonlinear eigenvalue problem (4.3)-(4.5). Let
p(θ , t,ω) = v2(θ −at,ω),
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and h satisfy
∂θh =−Rσ
2
2
∂θ ln p−R(a−ω)
(
1− 2pi
p
∫
p−1
)
.
Then (h, p,η∗) is a solution to the PDEs (2.15a)-(2.15c).
In the remainder of the chapter, we consider solutions of the eigenvalue problem (4.3)-(4.5). The solu-
tions of coupled PDEs (2.15a)-(2.15c) are obtained by using Lemma 4.2.2.
4.3 Bifurcation analysis
In this section, we describe bifurcation analysis for the nonlinear eigenvalue problem (4.3)-(4.5).
We denote T := [0,2pi], X :=C22pi(T×Ω,R), the space of twice continuously differentiable real-valued
periodic functions on T, Y :=C02pi(T×Ω,R) and E as the space of functions η : Ω→ R+. The nonlinear
maps (4.3)-(4.4), G : X×E×R2+→Y and B : X→R. For any fixed R ∈R+, we are interested in obtaining
solutions (v,η ,a) ∈ X×E×R+ such that G(v,η ,R,a) = 0 and B(v) = 0.
We begin by noting that there is a trivial solution given by
v(θ ,ω) = v0 :=
1√
2pi
,
η(ω) = η0 :=C•0 =
1
2pi
∫ 2pi
0
c•(θ)dθ .
(4.6)
About the trivial solution, the linearization of G in (4.3) is given by
L (R,a)v˜ := ∂ 2θθ v˜−
2
σ4R
1
pi
∫
T
∫
Ω
c•(θ ,ϑ)v˜(θ ,ω)g(ω)dω dθ
− 4(ω−a)
2
σ4
(
v˜− v20
∫
T
v˜
)
, (4.7)
with v˜ ∈X. The spectrum of the linear operatorL (R,a) : X→Y is summarized in the following with proof
given in Appendix C.3:
Theorem 4.3.1 For the linear operatorL (R,a) : X→ Y,
(i) The continuous spectrum equals the union of sets {S(k)c }k=1,2,...
S(k)c := {λ ∈ R|λ =−k2− 4σ4 (ω−a)
2 for all ω ∈Ω}.
(ii) The discrete spectrum equals the union of sets {S(k)d }k=1,2,.... We have the following two cases:
1. If C•k = 0, the set S
(k)
d is empty and
2. if C•k 6= 0,
61
S(k)d :=
{
λ ∈ C
∣∣∣C•k
2R
∫
Ω
g(ω)
(ω−a)2+ σ44 (k2+λ )
dω =−1
}
.
The eigenspace for the kth eigenvalue, λk ∈ S(k)d , is given by span{cos(kθ),sin(kθ)}.
As the parameter R varies, the potential bifurcation points are where a discrete eigenvalue crosses zero.
The kth such bifurcation point is given by
R =−C
•
k
2
∫
Ω
g(ω)
(ω−a)2+ σ44 k2
dω,
provided C•k < 0. In the following, we consider the first bifurcation point where k = 1 (we assume C
•
1 < 0).
The analysis for other bifurcation points is similar.
The first bifurcation point is given by,
r0(a) :=−C
•
1
2
∫
Ω
g(ω)
ρ2(ω,a)
dω, (4.8)
where ρ(ω,a) :=
√
(ω−a)2+σ4/4. Note that r0(a) obtains the maximum value at a = a0 := 1. Fig. 4.1
depicts the plot of r0(a) in the neighborhood of a0 for c• = 12 sin
2(θ−ϑ2 ). We denote
Rc := r0(a0)
and have the following eigen-speed property at (Rc,a0). The proof appears in Appendix C.4:
Lemma 4.3.2 Suppose λ (R,a) ∈ S(1)d is the 1st discrete eigenvalue of linear operatorL (R,a). Then
∂λ
∂R
(Rc,a0) =− 32σ4K(a0) < 0, (4.9)
where
K(a) :=
∫
Ω
1
ρ4(ω,a)
g(ω)dω. (4.10)
As R decreases from a large value, a (double) real-valued eigenvalue, λ1, crosses imaginary axis with
non-zero speed. One would expect existence of a bifurcated solution branch [83]. One problem, however, is
that the eigenvalue is double. This is dealt with by using the symmetry properties. In particular, because of
Assumption (A1), G is equivariant with respect to the spatial symmetry group O(2):
SO(2) : G(v(θ +ϑ),η ,R,a) = G(v,η ,R,a)(θ +ϑ), (4.11)
Z2 : G(v(−θ),η ,R,a) = G(v,η ,R,a)(−θ). (4.12)
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Figure 4.1: The plot of r0 as a function of a when C•1 =−14 .
These two properties (4.11)-(4.12) allow us to look for solutions with respect to even (or odd) functions
v(θ ,ω). In particular, denote Xe := {v ∈ X : v(θ ,ω) = v(−θ ,ω)} and similarly for Ye. Then we have
G : Xe→ Ye, and B : Xe→ R. (4.13)
Henceforth, we consider these restricted map and seek solutions of
G(v,η ,R,a) = 0 and B(v) = 0
for (v,η ,R,a) ∈Xe×E×R2+ near (v0,η0,Rc,a0). Using property (4.11), a more general family of solutions
is obtained by applying an arbitrary phase shift ϑ ∈ R(mod 2pi) to these even solutions.
4.3.1 The Lyapunov-Schmidt reduction
We define the inner product for any v,w ∈ Ye as
〈v,w〉 := 1
pi
∫
T
∫
Ω
v(θ ,ω)w(θ ,ω)g(ω)dω dθ . (4.14)
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One can verify that the operator L (R,a) is self-adjoint with respect to this inner product because the con-
volution kernel c• is spatially invariant and even. Define the function
φ(θ ,ω,a) :=
1√
K(a)
1
ρ2(ω,a)
cos(θ), (4.15)
where ρ(ω,a) is defined in (4.8) and K(a) is defined in (4.10). Then,L (r0,a)φ = 0 and 〈φ ,φ〉= 1.
We denote
Lo :=L (Rc,a0) and ζ = φ(θ ,ω,a0).
ThenLoζ = 0. So the kernel of the operatorLo is given by
ker(Lo) = {v : v = xζ ,x ∈ R}. (4.16)
BecauseLo is self-adjoint, the range ofLo is given by
R(Lo) = {y ∈ Ye : 〈y,ζ 〉= 0}. (4.17)
We consider the direct-sum decomposition:
Xe = ker(Lo)⊕X0,
Ye = R(Lo)⊕ker(Lo),
where X0 := {v ∈ Xe : 〈v,ζ 〉= 0}. These decomposition define projection P : Ye→ ker(Lo) through
Py := 〈ζ ,y〉ζ , ∀y ∈ Ye.
We rewrite Eqn. (4.3) as
PG(v0+ xζ +w,η ,R,a) = 0, (4.18)
(I−P)G(v0+ xζ +w,η ,R,a) = 0, (4.19)
where w ∈ X0. The range of I−P equals R(Lo). Now, Lo : X0 → R(Lo) is invertible and by the im-
plicit function theorem, Eqn. (4.19) can be solved uniquely for w = wˆ(x,η ,R,a) in some neighborhood of
(v,η ,R,a) = (v0,η0,Rc,a0) ⊂ Xe×E×R2+. Because (v,η) = (v0,η0) solves Eqn. (4.19), it is clear that
wˆ(0,η0,R,a)≡ 0, and it can also be shown that wˆv(0,η0,Rc,a0) = 0; cf. [101].
Substituting wˆ into (4.18), we obtain a scalar equation,
PG(v0+ xζ + wˆ(x,η ,R,a),η ,R,a) = 0.
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Or explicitly,
s1(x,η ,R,a) := 〈ζ ,G(v0+ xζ + wˆ(x,η ,R,a),η ,R,a)〉= 0.
Note by construction there exists a trivial solution (x,η) = (0,η0) such that s1(0,η0,R,a) = 0. Using the
property (4.11), it also follows that
s1(−x,η ,R,a) =−s1(x,η ,R,a).
So, we write
s1(x,η ,R,a) = s˜1(x2,η ,R,a)x.
The non-trivial solution of R is obtained by solving s˜1(x2,η ,R,a) = 0. A direct calculation shows that
∂ s˜1
∂R
(0,η0,Rc,a0)
=
∂ 2s1
∂x∂R
(0,η0,Rc,a0)
= 〈ζ , ∂
∂R
L (R,a)[ζ + wˆv(0,η0,Rc,a0)ζ ]〉
∣∣∣
R=Rc,a=a0
+ 〈ζ ,Lo[wˆv,R(0,η0,Rc,a0)ζ ]〉
= 〈ζ , ∂
∂R
L (R,a)[ζ ]〉
∣∣∣
R=Rc,a=a0
=
∂λ
∂R
(Rc,a0)〈ζ ,ζ 〉< 0,
where the last inequality follows from (4.9). Using the implicit function theorem, we find a local branch
of nontrivial solutions of R = Rˆ(x2,η ,a) in the neighborhood of (0,η0,a0) such that Rˆ(0,η0,a0) = Rc and
s˜1(x2,η , Rˆ(x2,η ,a),a)≡ 0.
Now, we consider the constraint B(v) = 0 to solve for η . Instead of solving it directly, we integrate both
sides of G(v,η ,R,a) = 0 from 0 to 2pi and substitute B(v) = 0. This results in an equivalent constraint
B′(v,η ,R,a)
:= η−C•0−
1∫ 2pi
0 v(θ ,ω)dθ
×
[ ∞
∑
k=1
C•k
∫ 2pi
0
v(θ ,ω)cos(kθ)dθ∫
T
∫
Ω
v2(θ ,ω)cos(kθ)g(ω)dω dθ
− R
2
(ω−a)2
∫
T
(
v(θ ,ω)− 4pi
2
v3(
∫
v−2)2
)
dθ
]
= 0.
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By substituting v= v0+xζ + wˆ(x,η ,R,a) and R= Rˆ(x2,η ,a) into B′(v,η ,R,a), we obtain a scalar equation
s2(x,η ,a)
:= B′(v0+ xζ + wˆ(x,η , Rˆ(x2,η ,a),a),η , Rˆ(x2,η ,a),a) = 0.
Expanding B′, we find locally that s2(x,η ,a) = s˜2(x2,η ,a) and that ∂ s˜2∂η (0,η0,a0) = 1. So by implicit
function theorem, one obtains a unique solution η = ηˆ(x2,a) in the neighborhood of (v0,a0) such that
s˜2(x2, ηˆ(x2,a),a)≡ 0 and ηˆ(0,a0) = η0. We conclude:
Theorem 4.3.3 Consider the nonlinear eigenvalue problem (4.3)-(4.5) with Assumption (A1) and (A2). Let
(v0,η0) denote the incoherence solution. Then from R = Rc = r0(a0) bifurcates a branch of non-constant
solutions (v,η) of (4.3)-(4.5). More precisely, there exists a neighborhood J(x,a) ⊂ R×R+ of (0,a0),
functions ηˆ(x,a;ω), Rˆ(x,a) ∈C1(J(x,a)), and a family v(x,ω) of non-constant solutions of (4.3)-(4.5) in X
such that, for all ω ∈Ω,
(i) η = ηˆ(x,a;ω) and ηˆ(x,a;ω)→ η0, R = Rˆ(x,a) and Rˆ(x,a)→ Rc as x→ 0 and a→ a0 ≡ 1,
(ii) v(x,ω)− v0 tends to zero as x→ 0.
4.3.2 Perturbation analysis
We next describe Lyapunov-Schmidt reduction based perturbation analysis to obtain asymptotic formulae
for the solution (v,η ,R); We use c•(θ ,ϑ) = 12 sin
2 (θ−ϑ
2
)
to carry out the calculations. Specifically, we
consider a series expansion in the small parameter ε:
R = r0+ εr1+ ε2r2+ . . .
v = v0+ εv1+ ε2v2+ . . .
η = η0+ εη1+ ε2η2+ . . .
Substitute into nonlinear eigenvalue problem (4.3) - (4.4) and collect the terms according to different orders
of ε .
At O(1), we recover the incoherence solution (4.6). At O(ε), we find the linear equation
L (r0,a)v1 =− 2v0σ4r0η1. (4.20)
Its solution is given by v1 = φ(θ ,ω,a), where φ is given by (4.15), η1 = 0 and r0 is given by (4.8).
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At O(ε2), we find the equation
L (r0,a)v2
=−r1
r0
∂ 2θθv1−
2
σ4r0
(
v0η2− v
−1
0
8
+
2r0v−10√
K(a)
v1 cos(θ)
)
+
(ω−a)2
σ4
(
4r2v1
r0
−6v−10 v21+6v0
∫
T
v21 dθ
)
, (4.21)
whose solution is given by
r1 = 0, (4.22)
η2 =−r0v
−2
0
K(a)
1
ρ2(ω,a)
, (4.23)
v2 = v20+ v22 cos(2θ), (4.24)
where
v20 =− v
−1
0
4K(a)ρ4(ω,a)
,
v22 =
v−10
4K(a)ρ4(ω,a)
5(ω−a)2+ σ42
(ω−a)2+σ4 .
At O(ε3), we find the equation
L (r0,a)v3
=−r2
r0
∂ 2θθv1−
2
σ4r0
(
v0η3+ v1η2−2v0
∫
T
∫
Ω
c•v1v2
− v1
∫
T
∫
Ω
c•v21−2v0v1
∫
T
∫
Ω
c•v2−2v0v2
∫
T
∫
Ω
c•v1
)
+
(ω−a)2
σ4
(
4
r2
r0
v1−12v−10 v1v2+10v−20 v31
−18v1
∫
T
v21+12v0
∫
T
v1v2+12v0v1
∫
T
v2
)
. (4.25)
We use (4.25) to find the function r2 by noting that 〈v1,L (r0,a)v3〉= 〈L (r0,a)v1,v3〉= 0. This yields
r2(a) =
v−20
16K(a)
∫
Ω
g(ω)
ρ6(ω,a)
5(ω−a)2− 74σ4
(ω−a)2+σ4 dω. (4.26)
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(a) (b) (c)
Figure 4.2: Average cost as a function of R−1/2 for different values of frequency ω and wave speed a.
In summary, the solution is given by the asymptotic formulae,
R = r0(a)+ ε2r2(a)+o(ε2),
v = v0+ εv1(θ ,ω,a)+ ε2v2(θ ,ω,a)+o(ε2),
η = η0+ ε2η2(ω,a)+o(ε2),
(4.27)
where r0(a) is obtained in (4.8), r2(a) is obtained in (4.26), η0, v0 are defined in (4.6), v1 = φ(θ ,ω,a) which
is defined in (4.15), v2 is obtained in (4.24) and η2(ω,a) is obtained in (4.23).
4.4 Numerical results
In this section, we provide computation of the bifurcated solutions obtained using the perturbation (4.27)
and using the continuation-based software AUTO [94]. We assume g(ω) = 13δ (ω −ω1)+ 13δ (ω −ω2)+
1
3δ (ω−ω3), where ω1 = 0.95, ω2 = 1.00 and ω3 = 1.0. The cost function c•(θ ,ϑ) = 12 sin2(θ−ϑ2 ).
Table 4.1: Critical value of R for different wave speed.
a
ω1 ω2 ω3
r0(a) 28.33 33.33 28.33
r0(a)−1/2 0.1879 0.1732 0.1879
Fig. 4.2 depicts a companion of average cost η(ω) for three wave speeds a = ω1, ω2 and ω3. Table 4.1
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(a) (b) (c)
Figure 4.3: Plots of probability density p˜(θ˜ ;ω) when R ≈ 23.58 (R−1/2 ≈ 0.2059) for different values of
frequency ω and wave speed a.
lists the critical value R = r0(a) for the three solutions. The bifurcation plots depicted in Fig. 4.2 help
validate the local behavior of the solution obtained using the perturbation formulae (4.27).
Fig. 4.3 depicts the probability distribution p˜(θ˜ ;ω) = v2(θ˜ ,ω) for three types of solutions. These
solutions are depicted for fixed value of R = 23.58 in the bifurcated regime. Note that using Lemma 4.2.2,
these solutions yield traveling wave solutions (with wave-speed a) for the coupled PDE model (2.15a)-
(2.15c).
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CHAPTER 5
EFFICIENCY LOSS OF EQUILIBRIA∗
5.1 Introduction
In this chapter, we study the efficiency of the equilibria arising from the PDE model for the Mean-field
oscillator game. We construct two variational problems; of these, the first provides a solution to the coupled
set of PDEs corresponding to the mean-field equilibrium while the second provides a solution to the central-
ized welfare optimization problem in the infinite-player regime. Through an examination of the associated
nonlinear eigenvalue problems (Euler-Lagrange equations) for the variational formulation, we relate the so-
lutions to the optimization problem and the game. An expression for the efficiency loss associated with the
game is provided for homogeneous population and its validity is supported through a numerical example.
The second part of the chapter pertains to the analysis of phase transitions, a recurring characteristic
of nonlinear systems. These transitions are of relevance across a range of applications; for example, in
thalamocortical circuits in the brain, transition to the synchronized state is associated with diseased brain
states such as epilepsy [15, 16]. We use the method from bifurcation analysis to obtain the critical point
where phase transition starts. Additionally, this analysis leads to locally valid bounds on the efficiency loss.
This chapter is organized as follows. We provide a brief background to the game-theoretic problem and
its associated centralized optimization problem in Sec. 5.2. We present two variational problems in Sec. 5.3
whose solutions provide us with system behavior in the infinite population limit. This paves the way for
investigating the solutions to the two nonlinear eigenvalue problems through the methods of bifurcation
theory in Sec. 5.4.1. Finally, we provide some numerical results in Sec. 5.5.
5.2 Problem statement
In chapter 2, we have considered the oscillators game problem and developed a PDEs model based on the
mean-field approximation as N→ ∞. Our interest in this chapter is on the regime where N→ ∞. We refer
to the infinite-player counterpart of the dynamic game by G∞. And the preliminary results are summarised
in the following for convenience. A mean-field approximation leads to the following PDE-based character-
∗This chapter is an extension to the published paper [102].
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ization of the equilibria:
∂th+ω∂θh =
1
2R
(∂θh)2− c¯(θ , t)+η∗− σ
2
2
∂ 2θθh, (5.1)
∂t p+∂θ p =
1
R
∂θ [p(∂θh)]+
σ2
2
∂ 2θθ p, (5.2)
c¯(θ , t) =
∫
Ω
∫ 2pi
0
c•(θ ,ϑ)p(ϑ , t,ω)g(ω)dϑ dω, (5.3)
where h(θ , t,ω) is the relative value function, p(θ , t,ω) is intended to approximate probability density of
the random variable θi(t), evolving according to the SDE (2.2) with the optimal control law
ui =− 1R∂θh(θi, t,ω)
∣∣
ω=ωi
. (5.4)
The equation (5.3) represents the mean-field approximation:
c(θ ;θ−i) =
1
N ∑j 6=i
c•(θ ,θ j(t))≈
∫
Ω
∫ 2pi
0
c•(θ ,ϑ)p(ϑ , t,ω)g(ω)dϑ dω.
We conclude this section by defining the mean field equilibrium, an equilibrium of G∞.
Definition 5.2.1 A triple (p∗,h∗,η∗) is said to be a mean-field equilibrium (MFE) of G∞ if it is a solution
of (5.1)–(5.3).
5.2.1 Welfare optimization problem
Given our interest in the efficiency of the equilibrium, we consider the N−player social welfare optimization
problem, denoted byWN , given succinctly by a related centralized optimization problem. Under the validity
of the interchange, this objective of this problem may be expressed as follows.
η (OPT)(u) :=
1
N
N
∑
i=1
η (POP)i (ui;u−i) = limT→∞
1
T
∫ T
0
1
N
N
∑
i=1
[
c(θi;θ−i)+ 12 Ru
2
i
]
ds (5.5)
The welfare optimization problem requires the minimization of η (OPT)(u) over the control input vector u =
(ui)Ni=1. Suppose u is an equilibrium of GN , then it is said to be efficient if η
(OPT)(u) = 1N ∑
N
i=1η
(POP)
i ; if not,
then the loss in efficiency is captured by the difference. We emphasize that our interest lies in examining the
efficiency loss of equilibria to G∞ with respect to the associated welfare optimization problem W∞.
5.2.2 Specific solutions
In this chapter, we also restrict our attention to solutions of the following type:
p(θ , t,ω) = p(θ −at,0,ω), h(θ , t,ω) = h(θ −at,0,ω), (5.6)
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giving us two special cases: If p(·),h(·) are constant functions, we refer to the solution as an equilibrium
solution; If they are 2pi-periodic, we refer to the solution as the traveling wave solution with wave speed a.
The equilibrium and traveling wave solutions are important in that they potentially represent the incoherence
and synchrony solutions described in the coupled oscillators literature [92, 19]. From now on, we treat the
functions of p and h as parametrized by θ and ω only with a little abuse of notation.
Next, we develop variational problems for characterizing solutions of G∞ and W∞.
5.3 Variational problems
5.3.1 Variational formulation of G∞
Let X :=C22pi([0,2pi], IR+), the space of twice continuously differentiable nonnegative real-valued periodic
functions on [0,2pi]. Consider the following variational problem:
min
v∈X
ηg(v; c¯,ω,a) : =
∫ 2pi
0
c¯v2+
Rσ4
2
(∂θv)2+
R
2
(ω−a)2v2
(
1− 2pi
v2
∫ 2pi
0 v−2 dθ
)2
dθ , (5.7)
s.t. 1 =
∫ 2pi
0
v2(θ ;ω)dθ . (5.8)
The necessary conditions of optimality of this problem are captured by the Euler-Lagrange conditions which
are proved in the Appendix D.1.
Lemma 5.3.1 Suppose v is a critical point of (5.7)-(5.8) given the parameters ω , a, and the function c¯(θ).
Then, there exists a λ such that (v,λ ) is a solution of
∂ 2θθv+
2
Rσ4
(λ − c¯)v− (ω−a)
2
σ4
1−( 2pi
v2
∫ 2pi
0 v−2 dθ
)2v = 0, (5.9)
∫ 2pi
0
v2(θ ,ω)dθ = 1, (5.10)
where λ is the Lagrange multiplier associated with the constraint (5.8).
Our interest lies in the constrained variational problem; more specifically, we are interested in critical
points to (5.7)-(5.8) satisfying the additional requirement
c¯(θ) =
∫
Ω
∫ 2pi
0
c•(θ −ϑ)v2(ϑ ,ω)g(ω)dϑ dω =: C [v](θ). (5.11)
We refer to the constrained variational problem as (VG∞).
From Lemma 5.3.1, we obtain the necessary conditions of optimality. Furthermore, the Lagrange mul-
tiplier is seen to be exactly equal to the optimal value of the variational problem. The results is summarised
in the following lemma with proof in Appendix D.2.
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Lemma 5.3.2 For any given value of parametersω and a, suppose (c¯∗,v∗) is a solution of (VG∞), correspond-
ing to (5.7)-(5.8), (5.11), and λ ∗ is the corresponding Lagrange multiplier. Then (c¯∗,v∗,λ ∗) is a solution
of the problem (5.9)-(5.11) and λ ∗(ω,a) = η∗g (ω,a) := ηg(v∗; c¯∗,ω,a) = minv∈Vηg(v; c¯∗,ω,a), where V
denotes as the subspace of functions v(∈ X) that satisfy the density constraint (5.8).
We first show that an MFE of G∞ is a solution to (VG∞). The proof is given in Appendix D.3.
Theorem 5.3.3 Suppose ((v∗)2,h∗,η∗) is an MFE of the dynamic game G∞, under the mean field approxi-
mation and the traveling wave ansatz (5.6). c¯∗ is the corresponding function given by (5.3). Then (c¯∗,v∗) is
a solution to (VG∞ ).
Theorem 5.3.3 shows how a solution to V G∞ may be derived from a MFE of the dynamic game G∞. Next
we clarify the relationship between a solution of V G∞ and an MFE of G∞ and one may be constructed from
the other. The proof is given in Appendix D.4.
Lemma 5.3.4 Suppose (h, p,η∗) is the traveling wave solution of the PDEs (2.15a)-(2.15c) with wave-
speed ‘a’ (the MFE of G∞). Let v =
√
p. The following hold:
(i) Then (v,η∗) is the solution of the nonlinear eigenvalue problem (2.37)-(5.11).
(ii) Conversely, suppose (v,η∗) is the solution of the nonlinear eigenvalue problem (2.37)-(5.11). Let
p(θ , t,ω) = v2(θ −at,ω),
and h satisfy
∂θh =−Rσ
2
2
∂θ ln p−R(a−ω)
(
1− 2pi
p
∫ 2pi
0 p−1 dθ
)
.
Then (h, p,η∗) is the MFE of G∞.
In summary, solutions of G∞ can be obtained by considering one of two problems:
1. The variational problem (5.7)-(5.8) with constraint (5.11);
2. The nonlinear eigenvalue problem (5.9)-(5.11).
5.3.2 Variational formulation of W∞
As in the game-theoretic problem, we consider the following variational problem (VW∞ ) as a means of ob-
taining a mean-field optimum (MFO) of W∞, associated with (5.5). This problem requires a v ∈ X that
minimizes
ηw(v;a) :=
∫
Ω
∫ 2pi
0
C [v]v2+ Rσ4
2
(∂θv)2+
R
2
(ω−a)2v2
(
1− 2pi
v2
∫ 2pi
0 v−2 dθ
)2 dθg(ω)dω (5.12)
s.t. 1 =
∫ 2pi
0
v2(θ ,ω)dθ , (5.13)
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where C [v] is defined as in (5.11).
Theorem 5.3.5 Consider an MFO of W∞, i.e. a solution to W∞ (let N→ ∞ in (5.5)) of the type (5.6). Any
MFO of W∞ is a solution to the variational problem (VW∞ ) given by (5.12)-(5.13).
If we denote the average cost obtained this way as η∗w(a), i.e., η∗w(a) :=minv∈V ηw(v;a), then the Euler-
Lagrange conditions may be derived by the next Lemma:
Lemma 5.3.6 Suppose v∗(θ ,ω) is a solution of (VW∞ ), given by (5.12)-(5.13). Then (v∗(θ ,ω),λ ∗(ω,a))
satisfy the following:
∂ 2θθv+
2
σ4R
(λ −2C [v])v− (ω−a)
2
σ4
(
1−
(
2pi
v2
∫
v−2
)2)
v = 0, (5.14)∫
v2(θ ,ω)dθ −1 = 0, (5.15)
where λ is the Lagrange multiplier associated with (5.13). Furthermore,
η∗w(a) =
∫
Ω
(
λ ∗(ω,a)−
∫ 2pi
0
C [v∗](θ)(v∗)2(θ ,ω)dθ
)
g(ω)dω. (5.16)
In summary, solutions of W∞ can be obtained by considering one of the following two problems:
1. The variational problem (VW∞ ) (5.12)-(5.13), or
2. The nonlinear eigenvalue problem (5.14)-(5.15).
As a consequence, we now have access to MFE of G∞ and MFO of W∞ through the solution of suitably
defined variational problems, denoted by V G∞ and V
W
∞ respectively. We are now in a position to examine the
loss of welfare associated with an MFE and this represents the focus of the next section.
5.4 Efficiency loss
The efficiency loss is denoted by ∆η(R;σ ,a) and is given by the formula
∆η(R;σ ,a) := Eω
[
η∗g (R;σ ,ω,a)
]−η∗w(R;σ ,a), (5.17)
where Eω is the expectation with respect to frequency ω . Our main result of this subsection is twofold in
nature. First, we provide a precise relationship between an MFE and an MFO, in terms of v and λ . Second,
using these relationships, we then construct an expression for ∆η(R).
Theorem 5.4.1 Let σ and wave speed ‘a’ be fixed. For a given value of R, let (c¯∗,v∗g(R)) be the solution
of (VG∞), λ ∗g (R) be the corresponding Lagrange multiplier, v∗w(R) be the solution to the welfare variational
problem (VW∞ ) and λ ∗w(R) be the corresponding Lagrange multiplier. Then we have the following:
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(i) v∗w(R) = v∗g(R/2), λ ∗w(R) = 2λ ∗g (R/2),
(ii) ∆η(R) = Eω
[
λ ∗g (R)−2λ ∗g (R2 )+
∫ 2pi
0
∫ 2pi
0 c
•(θ −ϑ)(v∗g)2(ϑ ; R2 )dϑ(v∗g)2(θ ; R2 )dθ
]
.
Remark 5.4.2 The relationship between v∗w(R) and v∗g(R/2) can be used to design an efficiency game.
There are several insights that one can draw from the expression for ∆η(R), particularly from the numer-
ical study. We observe that as R→ 0, we have that η∗w and η∗g both tend to zero. In effect, the efficiency loss
tends to zero, as R→ 0. Furthermore, when R is beyond a threshold, we again observe that the efficiency
loss is zero. In fact, the efficiency loss is seen to be positive between these two regimes. In the following,
through a bifurcation analysis, we provide a locally valid upper bound on efficiency loss (Lemma 5.4.6) for
homogeneous case, i.e., γ = 0 and thus ωi = 1 for all i = 1, . . . ,N. Then we provide the numerical results in
the next section.
5.4.1 Local bound through bifurcation analysis
In this section, we investigate the solutions of the nonlinear eigenvalue problems (5.9)-(5.11) and (5.14)-
(5.15) by using the methods of bifurcation theory and conclude with a bound on the efficiency loss. We only
consider the homogeneous case, which implies a = ωi = 1 for all i = 1, . . . ,N.
We denote Y :=C02pi([0,2pi],R), the space of continuous nonnegative real-valued periodic functions on
[0,2pi]. Recall X :=C22pi([0,2pi], IR+). The eigenvalue problem (Denoted as (EPα )) comprises of a nonlinear
operator Gα : X×R+× IR+→ Y, and a constraint B : X→ IR:
Gα(v,λ ,R) := ∂ 2θθv+
2
σ4R
(λ −αC (v))v = 0, (5.18)
B(v) :=
∫
v2(θ)dθ −1 = 0, (5.19)
where C (v) is defined in (5.11) and α = 1, 2. When α = 1, it is the problem (5.9)-(5.11), while when α = 2,
it is the problem (5.14)-(5.15).
For any fixed R ∈R+, we are interested in obtaining solutions (v,λ )∈X× IR+ such that Gα(v,λ ,R) = 0
and B(v) = 0, for α = 1, 2.
For the nonlinear eigenvalue problem, we define the incoherence solution
v = v0 :=
1√
2pi
,
λ = λ0 := αC•0 =
α
2pi
∫ 2pi
0
c•(θ)dθ .
About the incoherence solution, the linearization of (5.18) is given by
LRv˜(θ) := ∂ 2θθ v˜−
2α
σ4Rpi
∫ 2pi
0
c•(θ −ϑ)v˜(ϑ)dϑ
with v˜ ∈ X and satisfies the integral constraint ∫ 2pi0 v˜(θ)dθ = 0.
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The spectrum of the linear operatorLR : X→ Y is summarized in the following:
Theorem 5.4.3 Consider the linear eigenvalue problem LRv = sv. Suppose the Fourier expansion of the
function c• is
c•(θ) =
∞
∑
k=−∞
C•k e
ikθ . (5.20)
Then the spectrum consists of eigenvalues s = −k2− 4ασ4RC•k =: sk for k = 0,1,2, . . . The eigenspace for the
kth eigenvalue s = sk is given by span{cos(kθ),sin(kθ)}.
As the parameter R varies, the potential bifurcation points are where an eigenvalue crosses zero. The kth
such bifurcation point is given by
R = Rk :=− 4αk2σ4C
•
k .
Example 5.4.4 Consider now the function c•(θ −ϑ) = 12 sin2
(ϑ−θ
2
)
. In this case, C•1 = −18 and the first
bifurcation point
R =
α
2σ4
=: Rαc
is the critical point at which the incoherence solution loses stability.
A Lyapunov-Schmidt perturbation method is used to obtain an asymptotic formula for the non-constant
bifurcating solution branch. We substitute the expansion
R = r0+ εr1+ ε2r2+ . . .
v = v0+ εv1+ ε2v2+ . . .
λ = λ0+ ελ1+ ε2λ2+ . . .
(5.21)
into (5.18)-(5.19), and collect the terms according to different orders of ε . The results are summarized in
the following lemma with the calculations provided in the Appendix D.8.
Lemma 5.4.5 Given the function c•(ϑ − θ) = 12 sin2
(ϑ−θ
2
)
, the synchrony solution for (5.18)-(5.19) is
given by an asymptotic formula in the small “amplitude” parameter x when R< r0:
v(x) =v0+2xcos(θ +θ0)+
(
− 1
v0
+ v0pi cos2(θ +θ0)
)
x2+O(x3),
λ =λˆ (x) = λ0−αpix2+O(x3),
R =Rˆ(x) = r0− 7αpi2σ4 x
2+O(x3),
(5.22)
where r0 = Rαc =
α
2σ4 , λ0 =
α
4 for α = 1,2 and θ0 is an arbitrary phase in [0,2pi].
Using the asymptotic formula from lemma 5.4.5 and the formula of ∆η(R) in Theorem 5.4.1, we obtain
an upper bound for the efficiency loss around the critical value of R1c and is provided in the following.
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Lemma 5.4.6 In a sufficiently small neighborhood of R = R1c = 12σ4 , the following bound holds for ∆η :
∆η(R)≤ 649(1−σ
4R)2+O(x3(1,R/2)), (5.23)
where x(α,R) =
√
2σ4
7αpi (R
α
c −R).
5.5 Numerics
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Figure 5.1: (Left) Bifurcation diagram for the Lagrange multiplier λ as a function of parameter 1/
√
R; First
row for (EP1) of (VG∞) and second row for (EP
2) of (VW∞ ). For (EP
1), λ also equals the average cost η∗g .
(Right) The solution v2(θ); R = 10 (R−1/2 = 0.31) for (EP1) and R = 22.8 (R−1/2 = 0.21) for (EP2).
In this section we present the numerical results of the nonlinear eigenvalue problem. For the homoge-
neous case, we also compare the numerical results from AUTO software with those from the perturbation
method. For the heterogeneous case, we present the results from AUTO software.
5.5.1 Homogeneous case
We first consider the homogeneous nonlinear eigenvalue problem (5.18)-(5.19) for c•(θ−ϑ)= 12 sin2
(θ−ϑ
2
)
.
We set the noise level at σ2 = 0.1. The results of the solutions p and the average cost η∗ from Lyapunov-
Schmidt perturbation method as well as those from the AUTO software are depicted for comparison.
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Relationship of p and λ with R Figure 5.1 depicts the bifurcation diagram for the Lagrange multiplier λ
as a function of the bifurcation parameter R as well as the function of p for a particular value of R (R = 10
for (EP1) and R = 22.8 for (EP2)). For comparison, we also depict the corresponding numerical results of
the problem that is obtained in AUTO using a continuation method [94]. The first row is the results for (EP1)
while the second is for (EP2). This verifies the perturbation calculation results of Sec. 5.4.1.
Relationship of η with R Next, we compare the average cost (η∗g for (EP1) and η∗w for (EP2)) ob-
tained from solving the two nonlinear eigenvalue problems using AUTO. For (EP1), we know η∗g = λ
from lemma 5.3.2. For (EP2), we know η∗w from lemma 5.3.6. The results are depicted in Fig. 5.2 (Left).
There are two critical points in the figure: One is R1c for (EP
1) and the other is R2c for (EP
2). When R > R2c
(R−1/2< (R2c)−1/2), we obtain the incoherence solution for both problems. When R<R1c (R−1/2> (R1c)−1/2),
we obtain the synchrony solution for both problems. The figure shows η∗g ≥ η∗w. The equality holds when
both are in incoherence solution, i.e., R> R2c .
Relationship of ∆η with R We calculate the difference of the average cost (efficiency loss) ∆η for the case
of R< R1c . The difference is calculated by two methods. One is the method stated in Theorem 5.4.1 (ii) and
the other is the definition. The results are depicted in Fig. 5.2 (Right). It shows that the formula for ∆η(R)
in Theorem 5.4.1 is quite accurate, and the solution of (VG∞) is always inefficient except in the incoherent
regime. From the numerics, we obtain that ∆η/η∗w < 20%, while we get ∆η ≤ 0.03 from (5.23), which gives
∆η/η∗w < 15%.
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Figure 5.2: (Left) The bifurcation diagram in terms of the average cost η∗ for two eigenvalue problems
(EPα ). The results are for σ2 = 0.1. The critical value of R for (EP1) of the game problem is R1c =
50((R1c)
−1/2 = 0.1414) while for (EP2) of the welfare optimization problem is R2c = 100((R2c)−1/2 = 0.1).
(Right) ∆η calculated using two methods: Method one is the method stated in Theorem 5.4.1 (ii); Method
two is the definition ∆η(R) = η∗g (R)−η∗w(R).
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5.5.2 Heterogeneous case
In this section, we depict the numerical results for the heterogenous nonlinear eigenvalue problem:
Gα(v,λ ,R,ω,a) := ∂ 2θθv+
2
σ4R
(λ −αC (v))v− (ω−a)
2
σ4
(
1−
(
2pi
v2
∫
v−2
)2)
v = 0, (5.24)
B(v) :=
∫
v2(θ)dθ −1 = 0, (5.25)
where C (v) is defined in (5.11) and α = 1, 2. When α = 1, it is the problem (5.9)-(5.11), while when α = 2,
it is the problem (5.14)-(5.15). The results are obtained in AUTO using a continuation method.
For the numerical computation, we sample three uniformly distributed frequencies: ω1 = 0.95, ω2 =
1.00 and ω3 = 1.05. The traveling wave speed is set at the mean of frequencies, i.e., a = E[ω] = 1.
Relationship of η with R We compare the average cost (Eω [η∗g ] for (EP1) and η∗w for (EP2)) obtained
from solving the two nonlinear eigenvalue problems using AUTO. For (EP1), we know η∗g (ω,a) = λ ∗(ω,a)
from lemma 5.3.2. For (EP2), we know η∗w from lemma 5.3.6. The results are depicted in Fig. 5.3 (Left).
There are two critical points in the figure: One is R1c for (EP
1) and the other is R2c for (EP
2). When R > R2c
(R−1/2< (R2c)−1/2), we obtain the incoherence solution for both problems. When R<R1c (R−1/2> (R1c)−1/2),
we obtain the synchrony solution for both problems. The figure shows Eω [η∗g ] ≥ η∗w. The equality holds
when both are in incoherence solution, i.e., R> R2c .
Relationship of ∆η with R We calculate the difference of the average cost (efficiency loss) ∆η for the case
of R< R1c . The difference is calculated by two methods. One is the method stated in Theorem 5.4.1 (ii) and
the other is the definition. The results are depicted in Fig. 5.2 (Right). It shows that the formula for ∆η(R)
in Theorem 5.4.1 is quite accurate, and the solution of (VG∞) is always inefficient except in the incoherent
regime. From the numerics, we obtain that ∆η/η∗w < 21.5%.
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Figure 5.3: (Left) The bifurcation diagram in terms of the average cost Eω [η∗] for two eigenvalue problems
(EPα ). The results are for σ2 = 0.1 and a = 1. The critical value of R for (EP1) of the game problem
is R1c = 33.33 while for (EP
2) of the welfare optimization problem is R2c = 66.66. (Right) ∆η calculated
using two methods: Method one is the method stated in Theorem 5.4.1 (ii); Method two is the definition
∆η(R) = η∗g (R)−η∗w(R).
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Part II
Nash Games with Coupled Strategy Sets
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CHAPTER 6
NASH EQUILIBRIUM PROBLEMS WITH SCALED CONGESTION
COSTS AND SHARED CONSTRAINTS∗
6.1 Introduction
We consider a noncooperative game in a networked setting where user decisions are jointly constrained
through a set of shared network constraints. Additionally, every user maximizes a function given by his util-
ity less a user-specific congestion cost. The resulting noncooperative game can be cast as a Nash equilibrium
problem with shared constraints [37, 36, 39] and is a particular generalization to the standard Nash solution
concept in the sense that strategy sets are coupled. The resulting class of coupled-constraint Nash games are
referred to as generalized Nash games; our interest lies in the analysis and computation of equilibria (called
generalized Nash equilibria (GNE)) arising in shared constraint settings [39, 104].
Our work is motivated by noncooperative flow control problems and we allow for interactions across
users in two distinct ways. First, the competitive interaction across users is modeled by a congestion cost
metric unlike, for instance, a price function (as in Cournot models) or a demand function (as in Bertrand
models). Second, in contrast with standard Nash equilibrium problems, we allow for shared constraints
reflective of the shared resources that the agents compete over. Together, this leads to a class of generalized
Nash games with congestion costs. The seminal work by Rosen [36] provided existence and uniqueness of
shared-constraint Nash equilibria under a compactness assumption on the strategy sets (see also [37, 38]).
Recall that a variational inequality VI(K,F) is a problem requires a vector x such that (y−x)T F(x)≥ 0 for
all y∈K where x∈ IRN where K is a closed convex set and F : IRN→ IRN is a continuous mapping. Facchinei
et al. [39] provided an equivalence between this set of equilibria and the solution set of a related variational
inequality [40] under an assumption of common Lagrange multipliers for the shared constraints. Game-
theoretic models have been employed widely in wireline and wireless communication networks, particularly
in the context of routing [43, 44], bandwidth allocation [46, 49], spectrum or channel allocation in radio
networks [50] and optical networks [105, 106]. The setting of this chapter is aligned with the recent work
by Alpcan and Bas¸ar [49] where flow control, in the presence of congestion (or equivalently delay), is
considered in communication networks.
The main goal of this chapter lies in characterizing solution sets of equilibria of the prescribed class
of games. We consider a class of Nash games where each user faces a scaled congestion cost denoted by
fi(x) where x = {x1, . . . ,xN} denotes the set of all user decisions. In a single-link setting, the user decisions
are nonnegative scalars and fi(x) , xig(x), where g(x) is a common convex congestion cost function. In
∗This chapter is based on the published paper [103].
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general, such games do not lead to monotone variational problems and standard existence and uniqueness
results do not apply. The majority of past analysis of networked games with shared constraints requires
either compactness of the strategy sets or insists on stringent monotonicity properties on the gradient map-
ping of the objectives [36, 37, 49, 54, 11]. Our interest is in weakening these assumptions to allow for more
broadly applicable statements, valid in possibly non-monotone and nonsmooth settings without a compact-
ness requirement on strategy sets. In settings where g(x) is smooth, we prove that resulting generalized
Nash equilibrium exists (see Theorem 6.2.3). We note that this result requires neither compactness of strat-
egy set nor monotonicity of the gradient map. Additionally, we show that the equilibrium is locally unique
in both the primal space as well as in the joint space of primal variables and Lagrange multipliers (hereafter
referred to as the primal-dual space) (see Theorem 6.2.7). Finally, we consider whether these statements
are robust to nonsmooth generalizations and can be strengthened under affine restrictions. We show that the
existence result is invariant under a generalization that allows for g(x) to be modeled as a piecewise smooth
convex function (see Theorem 6.3.4). Correspondingly, a restriction on the nature of g(x), specifying that
g(x) = ∑i xi, an existence and uniqueness statement is provided in the primal space. Surprisingly, a similar
statement can also be made in the primal-dual space (see Theorem 6.3.7).
A second focus of this chapter lies in developing single-timescale distributed schemes for computing
equilibria. Here, we restrict our attention to problems that lead to monotone regimes that may admit a host
of equilibria. In this realm, we present a projection-based iterative Tikhonov regularization scheme that
requires both primal and dual updates and can be shown to converge to least-norm equilibria when using
monotone maps. Application of this scheme to a networked setting is shown to be effective.
The remainder of this chapter is organized into five sections. In section 6.1.1, we introduce the congestion-
based model and define the GNEPs of interest, provide some mathematical background and lay out the
relevant assumptions. In section 6.2, we examine the questions of existence as well as local uniqueness
in general settings. Piecewise smooth generalizations and affine restrictions of g(x) are analyzed in 6.3.
Section 6.4 is devoted to the construction of distributed algorithms and their application on a small network.
The chapter concludes in section 6.5.
Notation: Throughout this chapter, a vector x is assumed to be a column vector, xT denotes the transpose
of the vector x, g′1 denotes ∂g/∂x1, xT y denotes the inner product of vectors x and y. Moreover x−i :=(x j) j 6=i
and ‖x‖=
√
xT x to denote the Euclidean norm of a vector x. The set-valued map SOL(K,F) represents the
solution set of a variational inequality VI(K,F). Let ΠC denote the Euclidean projection operator onto a set
C, i.e., ΠC(x) := argminz∈C ‖x−z‖22 and M 0 denotes the positive semidefiniteness of a matrix M. Finally,
the x⊥ y implies that xiyi = 0, i= 1, . . . ,M where x,y∈ IRM and (ui)ni=1 refers to the n−dimensional column
vector u.
6.1.1 Problem definition and assumptions
Consider a tuple (N ,J,K ) where N is the set of users with |N | = N, J , (Ji)Ni=1 is the set of user-
specific objective functions, and K is defined as K , {K1, . . . ,KN ,C } where the user-specific strategy
sets are denoted by K1, . . . ,KN and the shared constraint is given by C . We consider a networked setting
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with a set of links denoted by L , indexed by ` = 1, . . . ,m = |L | and we assume that every agent makes
flow decisions over all m links, namely xi = (xi`)`∈L . Note that this is without loss of generality and ifL ci
denotes the set of links not being traversed by agent i, then xi`= 0 for all `∈L ci . Consequently, xi ∈Ki⊆ IRn
where n = N×m and C ⊆ IRn. We define the canonical shared constraint Nash game G as follows:
Definition 6.1.1 (G ) Consider an N-person game (N ,J,K ), where the ith agent’s solves
(Useri(x−i)) max{Ji(xi;x−i), (Ui(xi)− fi(x)) : xi ∈ Ki∩Ci(x−i)},
where x ≡ (xi)i∈N is the tuple of all agents’ decisions, Ui(xi) is a user-specific utility function and fi(x) is
the congestion cost faced by agent i. The shared constraint is defined by the set-valued map Ci(x−i), {xi :
(xi;x−i) ∈ C }, where C ⊆ IRn. Then a generalized Nash equilibrium is defined as a tuple {x∗i }i∈N where x∗i
is a solution to (Useri(x∗−i)) for all i ∈N .
Before proceeding forward, we state some assumptions that will be employed throughout the chapter on
the utility functions and strategy sets.
Assumption 6.1.2 (A1) (1) For all i ∈N , the utility function Ui(xi) is a strongly concave twice continu-
ously differentiable function with bounded gradients and strong concavity constant ηi > 0.
(2) The sets Ki ⊆ IRn+ are closed and convex ∀i ∈N and C is closed and convex set in IRn. The shared-
constraint, where necessary, is given by C , {x : c(x)≥ 0} where c(x) is a twice continuously differentiable
concave function. Where necessary, Ki , {xi : xi ≥ 0,di(xi)≥ 0} where di : IRn→ IRri is a twice continuously
differentiable concave function.
The congestion cost faced by the ith agent is defined as the total congestion cost faced over all the links,
namely
fi(x), xTi g(x) = ∑
`∈L
xi`g`(x`), (6.1)
where g = (g`)`∈L , x` denotes the collective flow decisions at link ` and is defined as x` , {xi`}i∈N . The
following assumption is made on the link-specific congestion costs g`(x`):
Assumption 6.1.3 (A2) For all ` ∈L , the link-specific congestion cost g`(x`) is a strictly increasing twice
continuously differentiable convex function of x`, such that (g`)′i = (g`)′j > 0, i 6= j and (g`)′′i j ≥ 0,∀i, j.
The convexity of fi in xi follows by direct evaluation of the gradient and Hessian of fi:
∇i fi(xi;x−i) =
(
xi jg′j +g j
)m
j=1
,
∇2ii fi(xi;x−i) = diag
((
xi jg′′j
)m
j=1
)
+ vdiag
((
2g′j
)m
j=1
)
 0.
Remark: It is worth noting that while strong concavity of utility functions aids us in developing existence
statements, the assumption can be relaxed to merely concavity in the context of algorithm development.
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Furthermore, the assumption on g(x) merely requires that the congestion metric be an increasing convex
cost function that does not differ across users.
We conclude this section by recalling that F : K ⊆ IRn → IRn is a strongly monotone map if for all
x,y ∈ K, we have (F(x)−F(y))T (x− y)≥ η‖x− y‖2 for some η > 0. Furthermore, F is strictly monotone
if F(x)−F(y))T (x− y)> 0 for all x,y ∈ K and x 6= y.
6.2 Properties of GNE
In this section we analyze the generalized Nash game G (N ,J,K ) introduced in Sec. 6.1.1. Given a set of
cost functions fi(x), utility functions Ui(xi) and Kx :=∏Ni=1 Ki, we may define an associated mapping F(x)
and a set K as follows:
F(x) :=−
(
∇iJi(xi;x−i)
)N
i=1
=−
(
∇iUi(xi)
)N
i=1︸ ︷︷ ︸
=:Fu(x)
+
(
∇i fi(x)
)N
i=1︸ ︷︷ ︸
=:Fc(x)
,
K := Kx∩C .
(6.2)
The mapping F(x) and the set K are used to define a variational inequality VI(K,F) (see [40]). Notably,
these objects are relevant for characterizing equilibria and for constructing distributed schemes. In the class
of games in Def. 6.1.1, the strategy sets across agents are coupled by a set of shared constraints (such
as network constraints) that are identical or common across agents. The presence of a shared constraint
(as opposed to a more general coupled constraint) is crucial in obtaining tractable sufficiency variational
conditions that may be cast as a variational inequality. In fact, by assuming a common Lagrange multi-
plier for shared constraints, the set of equilibria is completely characterized by the solution set of a vari-
ational inequality. Next, we reproduce an equivalence result proved by Facchinei et al. [39, Th. 3.1] that
relates the common-multiplier formulation of the shared-constraint GNEP corresponding to G (N ,J,K ) to
a variational inequality. Note that this result is equipped with the simple generalization that xi ∈ Ki for all
i = 1, . . . ,N.
Lemma 6.2.1 Consider a GNEP given by G (N ,J,K ) and suppose (A1) holds. Additionally, suppose Ji
is concave in xi for all x−i. If x is a solution of VI(K,F) then x is a variational equilibrium of GNEP
G (N ,J,K ).
Note that Facchinei et al. [39] refer to these as variational equilibria while Rosen [36] termed them as
normalized equilibria. Since the variational inequality completely characterizes the set of variational equi-
libria, it follows that if we can prove the existence (uniqueness) of the solution to VI(K,F), the existence
(uniqueness) of the variational equilibrium follows immediately from Lemma 6.2.1. It must be emphasized
that there are equilibria associated with the GNEP, not captured by the variational inequality, are not varia-
tional equilibria; such equilibria arise when the Lagrange multipliers associated with the shared constraint
is different across agents.
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6.2.1 Existence of a variational equilibrium
The solvability of a VI is guaranteed by several possible conditions. For instance, if K is compact or if F is
strongly monotone over K, then existence follows (cf. [40, Ch. 2]). Note that the presence of compact strat-
egy sets allows one to claim existence directly from fixed-point arguments (cf. [37]). A weaker sufficiency
condition for the existence of solutions to VI(K,F) is provided by the following Lemma (see [40, Ch. 2] for
a detailed discussion of such existence conditions):
Lemma 6.2.2 (Existence of solutions to VI(K,F); Prop. 2.2.7 in [40]) Let K ⊆ IRn be closed and convex
and F : K→ IRn be continuous. If there exists an xref ∈ K and a scalar ζ ≥ 0 such that
liminf
x∈K,‖x‖→∞
F(x)T (x−xref)
‖x‖ζ > 0,
then VI(K,F) has a nonempty compact solution set.
Using the lemma, we have the following theorem with proof in Appendix E.1.
Theorem 6.2.3 (Existence of equilibria) Consider a GNEP given by G (N ,J,K ). Suppose (A1) and (A2)
hold. Then the associated N−person generalized Nash game has a nonempty compact set of equilibria.
It should be mentioned that 0 ∈ K is not essential but does ease the exposition significantly. With a little
more effort, this result can be generalized to an xref ∈ K.
6.2.2 Uniqueness of a variational equilibrium
Uniqueness of solutions to solvable VIs (VIs that admit solutions) is typically shown by establishing that F
is strictly monotone over a K. If K has a cartesian structure, then a weaker requirement, namely that F is
a P−mapping can be employed. The following lemma shows that F defined by (6.2) is a P−mapping (see
Appendix E.2 for proof). This will then be leveraged in proving a uniqueness result under an assumption
that the shared constraints contain Kx.
Lemma 6.2.4 (Characterization of F) Consider a GNEP given by G (N ,J,K ). Suppose assumptions
(A1) and (A2) hold. Then the ∇F(x) is a P matrix for all x ∈ K.
Using this result, one can directly conclude that the GNEP admits a unique variational equilibrium when
the shared-constraint C contains ∏Ni=1 Ki.
Proposition 6.2.5 (Uniqueness of solution to VI(Kx,F)) Consider a GNEP given by G (N ,J,K ). Suppose
(A1) and (A2) hold and suppose ∏Ni=1 Ki ⊆ C . Then G admits a unique equilibrium.
Proof. We begin by noting that ∇F(x) is a P matrix, implying that F(x) ∈ P mapping. Furthermore,
K = ∏Ni=1 Ki ∩C = ∏Ni=1 Ki, implying that K is cartesian in nature. Therefore from Prop. 3.5.10 [40],
VI(K,F) admits at most one solution. But from Theorem 6.2.3, G admits at least one variational equi-
librium implying that VI(K,F) has a unique solution.
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In summary, when the shared-constraint is effectively inactive, then the considered class of congestion
cost functions leads to a unique equilibrium. In general however, one cannot a priori establish that the shared
constraint is inactive. In such settings, one would require that the mapping ∇F has suitable monotonicity
properties to claim uniqueness. Under our assumption of (A2), these are generally unavailable. Such is the
case, for example, when g(x) is affine (see next section).
In the remainder of this subsection, we examine a weaker claim of local uniqueness. We begin with a
formal definition of a locally unique solution of VI(K,F).
Definition 6.2.6 (Local Uniqueness of VI(K,F)) A solution x ∈ SOL(K,F) is said to be locally unique if
there exists a neighborhood D of x such that SOL(K,F)∩D = {x}.
A sufficient condition for local uniqueness can be established via the critical cone at a solution x. Given
K and F , this object is defined as C c(x;K,F) , T (x;K)∩F(x)⊥, where F(x)⊥ denotes the orthogonal
complement at F(x) and T (x;K) is defined as the set of vectors T (x;K) , {d : d ∈ IRN}, such that for
every d there exists a sequence {xk} ⊂K converging to y and a sequence of positive scalars {τk} converging
to zero such that limk→∞ y−xkτk = d. The proof is provided in Appendix E.3.
Theorem 6.2.7 (Local uniqueness) Consider the GNEP G (N ,J,K ). Suppose assumptions (A1) and (A2)
hold. Then the following hold: (a) A variational equilibrium x of G is locally unique. (b) Additionally,
suppose T (x;K) ⊆ K∞(x) and the Mangasarian-Fromovitz constraint qualification (MFCQ) holds [107].
Then the KKT double (x,p) is locally unique where p denotes the shared Lagrange multiplier corresponding
to the shared constraint.
6.3 Piecewise smooth generalizations and affine restrictions of g
In many settings, g(x)may have markedly different characteristics, ranging from nonsmoothness to an affine
structure. Next, we ascertain the robustness of our existence results to generalizing the smoothness assump-
tion on g(x). Additionally, through an affine restriction on g(x), we examine whether stronger statements
are available.
6.3.1 Piecewise smooth generalizations
We consider the following class of nonsmooth congestion cost metrics.
Assumption 6.3.1 (A3) For all ` ∈L , the link-specific congestion cost g`(x`) is an increasing piecewise
smooth convex function where g`(x`) is given by
g`(x`) =

g1`(x), 0≤ ∑Nj=1 xi` ≤ β 1
g j`(x), β
j−1 ≤ ∑Ni=1 xi` ≤ β j, j = 2, . . . , p
gp` (x), β
p ≤ ∑Nj=1 xi`,
(6.3)
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and g j`(x) is a strictly increasing convex twice continuously differentiable function of x
` and β 1, . . . ,β p are
a set of increasing positive scalars.
Before proceeding, we show that fi(xi;x−i) is a convex function of xi, for all x−i.
Lemma 6.3.2 Consider the function fi(xi;x−i) = xTi g(x) where g(x) is given by (A3). Then fi(xi;x−i) is a
convex function in xi for all x−i.
Proof. We begin by observing that fi(xi;x−i) is a separable function and is given by the summation
∑L`=1 xilg`(xi`;x−i,`). Convexity of fi follows from the convexity of xilg`(xi`;x−i,`) for all ` = 1, . . . ,L [42,
Lemma 1].
The convexity allows us to claim that the first-order optimality conditions are sufficient. In fact, these con-
ditions are given by a multivalued variational inequality. Setting Qi = −Ji, this inequality is of the form
VI(K,∂Q) where ∂Q, the generalized Clarke gradient, is defined as
∂Q(x),
N
∏
i=1
∂iQi(xi;x−i). (6.4)
Furthermore, ui(xi;x−i) is an element of the generalized Clarke gradient, satisfying ui(xi;x−i)∈ ∂iQi(xi;x−i))
and Qi :=−Ji. Recall that a multivalued variational inequality requires an u ∈ ∂Q(x) such that (y− x)T u≥
0, ∀y ∈ K. By the use of nonsmooth Clarke calculus [108], the generalized Clarke gradient ∂iQi(xi;x−i)
can be expressed as ∂iQi(xi;x−i),∏L`=1 ∂i`Qi`(xi`;x−i,`) where
∂i`Qi`(xi`;x−i,`), ∂i`(xi`g`(xi`;x−i,`))−∇i`Ui(xi) = (xi`∂i`g`(xi`;x−i,`)+gi`−∇i`Ui(xi)).
Based on the piecewise smooth nature of gi`(xi`;x−i,`), the generalized Clarke gradient of gi` is
∂i`g`(x`) ∈

{∇i`(g1`(x))}, 0≤ ∑Nj=1 xi` < β 1
conv(∇i`g
j−1
` ,∇i`g
j
`), β
j−1 = ∑Ni=1 xi`, j = 2, . . . , p
{∇i`gp` (x)}, β p < ∑Nj=1 xi`.
(6.5)
Having defined the structure of the set valued mapping ∂Q, we are now prepared to examine the question of
whether a solution to this multivalued VI does indeed exist. Unfortunately, we no longer have access to the
coercivity result, employed for proving existence in the single-valued regime. Instead, we turn to a recently
introduced multivalued generalization; specifically, the existence of a GNE in nonsmooth settings is proved
by showing the following sufficiency condition from [109, Th. 1.3] is satisfied.
Proposition 6.3.3 Consider the GNEP G (N ,J,K ) and suppose assumptions (A1) and (A3) hold. If there
exists an open bounded set D and a vector xref ∈ K such that L< ∩ bd(D) = /0, where bd(·) denotes the
boundary of the set and L< , {x ∈ K : ∃u ∈ ∂Q(x),(x−xref)T u< 0}, then G admits a Nash equilibrium in
K.
This condition can then be employed for deriving an existence result.
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Theorem 6.3.4 (Existence of equilibrium to nonsmooth game) Consider a GNEP given by G (N ,J,K ).
Suppose assumptions (A1) and (A3) hold. Then the resulting game G admits an equilibrium.
Proof. We proceed to prove the required existence result by showing that there exists an xref such that the
set L< is bounded or equivalently that the set L≥ is unbounded, where
L≥ , {x ∈ K : ∀u ∈ ∂Q(x),(x−xref)T u≥ 0}. (6.6)
Consider any unbounded sequence {xk} ⊂ K such that limk→∞ ‖xk‖ = ∞. Then, it suffices to show that for
all k ≥ K, we have (x− xref)T uk ≥ 0 for all uk ∈ ∂Q(xk). However, for sufficiently large k, we have that
∑Ni=1 xi` > β p for all `= 1, . . . ,L. In effect, we can restrict our interest to g
p
` for all `. But for all k ≥ K, we
may use Theorem 6.2.3 to claim that for a given xref ∈ K,
liminf
x∈K,‖x‖→∞,uk∈∂Q(xk)
(uk)T (xk−xref) = ∞.
Consequently, there exists an xref such that L≥ is unbounded and L< is bounded. It follows that Prop. 6.3.3
can be invoked in claiming the required existence result.
6.3.2 Affine restrictions
Our final result concerns the important setting where gi`(x) has an affine form. Such a form arises, for
example, when the congestion is captured by the aggregate utilization such as the total flow rate in a link, or
the total number of cars along a highway.
Assumption 6.3.5 (A4) For all ` ∈L , the link-specific congestion cost g`(x`) = ∑Ni=1 xi`.
Given a continuous mapping F : IRN → IRN , a complementarity problem NCP(F) requires determining a
vector x such that 0≤ x⊥ F(x)≥ 0, where x ∈ IRn, F : IRn→ IRn and u⊥ v =⇒ [u j][v j] = 0, j = 1, . . . ,N.
Using the KKT conditions, the equilibrium conditions of G can be stated as a complementarity problem
0≤ z :=
xλ
p
⊥
L(x,λ ,p)d(x)
c(x)
=: G(z)≥ 0,
where d(x)= (di(xi))Ni=1,λ =(λi)
N
i=1,L(x,λ ,p) :=F(x)−∇d(x)Tλ−∇c(x)T p, and F(x) is defined in (6.2).
Under (A4), one can directly conclude that the mapping Fc is a strongly monotone mapping with respect to
x.
Lemma 6.3.6 Suppose assumptions (A1) and (A4) hold. Then F(x) is a strongly monotone map over K and
G(z) is a monotone map over IRn+r+m+ .
Proof. The mapping Fc(x) is given by (F`c (x))m`=1 where F
`
c and its Jacobian ∇F`c are defined as F`c (x) :=
I+ eeT ,respectively. The positive definiteness of ∇F`c follows from it being expressible as I+ eeT where I
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and e denote the identity matrix and the column of ones, respectively. Since Fu(x) is also strongly monotone,
it follows that ∇F(x) is strongly monotone. Next, we consider G(z) and observe that its Jacobian is given
by
∇G(z) =
∇F(x) −∇d
T −∇cT
∇d(x)
∇c(x)
 .
It follows that for any z = (x,λ , p) ∈ IRn+r+m+ , we have that zT∇G(z)z = xT∇F(x)x > 0, where the last
inequality follows from the strong monotonicity of ∇F(x). By observing that uT∇G(z)u = 0 when u =
(0,λ ,p) 6= 0, the monotonicity of G(z) readily follows.
Note that CP(G, IRn+r+m+ ) is equivalent to VI(IR
n+r+m
+ ,G). By leveraging the properties of F and G, we
characterize the equilibrium of G in the primal space and in the primal-dual space. The primal result is
not surprising and is indeed a direct application of a standard result. However, claiming uniqueness in the
primal-dual space is not immediate and follows from imposing a mild Slater-type regularity condition. The
proof for the following theorem is in Appendix E.4.
Theorem 6.3.7 (Existence and uniqueness under affine congestion metric) Consider a GNEP given by
G (N ,J,K ). Suppose assumptions (A1) and (A4) hold. Then the following hold: (a) The game G admits a
unique equilibrium in the primal space. (b) Suppose there exists an xref such that c(xref)> 0 and d(xref)> 0.
Then the shared-constraint game admits a primal solution x and a set of Lagrange multipliers (λ ,p) where
λ1, . . . ,λN denote the multipliers of local constraints d1(x1), . . . ,dN(xN) and p denotes the common Lagrange
multipliers to the shared constraints. Moreover, the triple (x,λ ,p) is unique.
6.4 Distributed Algorithms
While significant research has been carried out on the development of convergent schemes for computing
solutions of variational inequalities (cf. [40, 109]), distributed computation of such problems is of much
relevance, particularly in the current settings. In this section, we apply a single timescale regularization
technique for the computation of equilibria. Throughout this section, we restrict our attention to shared-
constraint Nash games that lead to monotone variational inequalities as guaranteed by imposing a suitable
assumption on congestion cost.
Assumption 6.4.1 (A5) Suppose the congestion cost g(x) is chosen such that the associated mapping Fc(x)
is a monotone mapping over the set K (see (6.2)).
Clearly, there may be other metrics that lead to monotone maps (cf. [49]).
The primal-dual version of the Tikhonov regularization scheme can be used to solve the problem. Also
an alternate approach is proposed by Pan and Pavel [106] which proposes an extragradient scheme [40,
Ch. 12] that requires two projection steps for every major iteration. A shortcoming of standard regularization
schemes is the need to solve a sequence of problems, each of which may require possible a large number
of projection steps to obtain an accurate solution in a distributed setting. Practical implementations of such
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Figure 6.1: Network configuration and matrix A (left), and numerical results of ITR algorithm (right).
schemes are complicated by the two timescale nature of this framework. Motivated by this challenge, we
present a single-timescale scheme in Sec. 6.4.1 where the regularization parameter and the steplength are
updated at every iteration. The scheme is then applied to a networked setting in Sec. 6.4.2.
6.4.1 Iterative Tikhonov Regularization (ITR) algorithms
In this subsection, we introduce a single timescale iterative regularization technique that updates the regular-
ization term at every iteration. However, such flexibility comes with the requirement that γk has to converge
to zero, unless the mapping H has a symmetric Jacobian. Iterative regularization techniques have been used
extensively for the solution of unconstrained optimization problems [110, 111] and equilibrium problems,
amongst others [112]. For a monotone variational inequality VI(S,H), we use the ITR scheme:
xk+1 :=ΠKx
(
xk− γk(L(xk,pk)+ εkxk)
)
, pk+1 :=ΠIRm+
(
pk− γk(c(xk)+ εkpk)
)
, (6.7)
where S=Kx×IRm+ and H(z) = (LT (x,p),cT (x))T .The convergence of the primal-dual scheme follows if the
appropriate mapping is Lipschitz continuous and the sequences γk and εk are driven to zero at appropriate
rates. The proof of Prop. 6.4.2 can be found in [113], Kannan and Shanbhag examine ITR schemes for
monotone Nash games where steplengths either match across users (fully coordinated) or may differ (fully
coordinated). Note that ITR schemes for VIs are also briefly discussed (without proofs) in [114].
Proposition 6.4.2 (Convergence of primal-dual ITR algorithms) Suppose that the assumptions (A1) and
(A5) hold and the regularization sequence {εk} and the steplength sequence {γk} are given by k−α and k−β
where 12 < α+β < 1 and β > α . Then the primal-dual ITR algorithm generates a sequence {(xk,pk)} that
converges to a least-norm solution of G .
6.4.2 Numerical example
In this subsection, we apply the ITR primal-dual algorithm on a problem with 6-node network, shown
in Fig. 6.1 (left). Four users are competing for bandwidth on this network with the first user interested
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Figure 6.2: Numerical results of asynchronous schemes with update probability equal to 0.3.
in routes from nodes V1 to V6, second user from nodes V1 to V3, third user from nodes V2 to V4 and the
fourth user from nodes V6 to V4. The utility function for the ith user is given by (see [49]): Ui(xi) :=
κi log(1+ xi), i ∈ {1, . . . ,4}, where (κ1,κ2,κ3,κ4) = (600,300,200,800). Let A denote the incidence
matrix where the element Ali = 1 if route i goes through link l and zero otherwise. For the network in
Fig. 6.1 (left), the incidence matrix is also shown in Fig. 6.1 (left). The corresponding link capacities are
given by C = (100,150,80,200,120)T and the resulting capacity constraint is Ax ≤ C and the congestion
cost is the aggregate cost imposed by all the links used: fi(x) =∑`∈Ri fi`(x) =∑`∈Ri
ζxi
(C−Ax)` , where ζ = 10
and Ri ⊆ {1, . . . ,5} is the set of the links in route i. In all the algorithms, we employ the error in the
fixed-point equation to determine the termination criterion.
Numerical results of ITR primal-dual algorithm
The ITR primal-dual algorithm is a single timescale scheme for which we examined the performance of the
algorithm with γk = 0.2k−0.5 and εk = 0.1k−0.45. The simulation results are depicted in Fig. 6.1 (right). It is
seen that for the choice of parameters, the scheme needs approximately 1000 steps to converge.
Asynchronous generalization
Finally, we consider the impact of asynchronous computation. Specifically, we allow for the possibility
(with probability p = 0.3) that each user does not update his flow rates. It is seen in Fig. 6.2 that the
asynchronous primal-dual schemes take longer compared with their synchronous counterparts. Specifically,
the asynchronous primal-dual ITR scheme takes nearly as 6 times long as the synchronous version.
Discussion of sensitivity analysis
The advantage of the ITR primal-dual algorithm is that it is a single-timescale algorithm and easier to
implement in online settings than the Tikhonov regularization algorithm. We performed various tests for
different values of α while fixing γk = 0.2k−0.5 to ascertain the sensitivity of α parameter on the number
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Table 6.1: Impact of α on Tikhonov and ITR schemes
α Tikhonov ITR Primal-Dual
# of Major Iters # of Minor Iters # of Iters
0.45 953 9571 1016
0.40 1123 10423 1025
0.35 1314 11239 1035
0.30 1485 12050 1046
0.25 1789 12949 1057
0.20 2042 12216 1066
Table 6.2: No. of minor iter. for 10 problems
Tikhonov ITR PD ITR PD Asyn
1 3387 367 1841
2 6330 716 5413
3 6028 591 3725
4 18718 1257 8945
5 7815 693 4265
6 8307 992 9328
7 8722 1120 11265
8 14475 1631 18825
9 7879 808 8454
10 17234 942 5901
of iterations required for convergence. The number of the iterations needed for convergence, denoted by
Nc, are depicted in Table 6.1. Expectedly, a faster reduction of ε (large value of α) proves efficient and we
observe that as α decreases, Nc increases for the ITR primal-dual algorithm. For all the values of α , the ITR
primal-dual algorithm is more efficient than the Tikhonov regularization algorithm.
Next, we change the capacity C of the links and parameters κ1, . . . ,κ4 in the utility functions. Ten
problems are generated with C randomly sampled from a uniform random variable U [100,200] while κ
is sampled from U [200,1100] for each link and each user, respectively. The number of minor iterations
needed for convergence are depicted in Table 6.2. The steplength and regularization sequence in Tikhonov
regularization algorithm are specified as γ = 0.1 and εk = k−0.45. For the ITR schemes, we let γk = k−0.5 and
εk = k−0.45. We observe that in all the problems, ITR primal-dual algorithm proves to be more efficient than
the Tikhonov algorithm. It should be emphasized that the Tikhonov scheme’s performance can be improved
by increasing the rate at which εk is driven to zero. However, we expect that beyond a point, the growth in
effort to solve the regularized problems outweighs the benefits of a faster reduction in εk.
6.5 Summary
In this chapter, we considered a GNEP arising from congestion-based flow control games in the presence of
shared constraints. In the first part of the chapter, we provide a set of existence and uniqueness results for
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the GNEP through an analysis of a related variational inequality. In contrast with a majority of preceding
work, the results are provided without an assumption of compactness on the strategy sets, allow for weaker
assumptions on the nature of the interactions across users and finally, accommodate possibly nonsmooth
objectives. A local uniqueness result is also provided and can be strengthened to a global result under a
suitable affine restriction on the congestion metric. Importantly, we observe that this generalization extends
to the primal-dual space. The second part of the chapter discusses the application of a single-timescale
iterative Tikhonov scheme for computing equilibria in monotone regimes in a distributed fashion.
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Part III
Network Flow Control with AQM Feedback
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CHAPTER 7
BIFURCATION ANALYSIS FOR A NONLINEAR COMMUNICATION
NETWORK∗
7.1 Introduction
This chapter is concerned with stability, bifurcation and oscillations arising in a model of communication
network with heterogeneous users adopting a Transmission Control Protocol (TCP)-like rate control scheme
and a single Active Queue Management (AQM) router (see Figure 7.1). The goal is to investigate existence
of an equilibrium and its bifurcation to non-equilibrium behavior vis-a-vis two important but complementary
factors: 1) network heterogeneity and 2) network feedback. The type of heterogeneity considered is due to
different user delays that are known and fixed but taken from a given distribution g(d) with spread (or
variance proportional to) γ . The type of feedback considered is due to the strength of feedback from the
AQM queue, modeled using feedback strength parameter β as part of the rate control scheme. The stability
and bifurcation results are described in the parameter space (β ,γ). The motivation for considering these
two factors (more than others) is because: 1) of their physical relevance to communication networks, and 2)
the fact that these issues are universal, albeit in different forms, across networks. As an example, biological
networks are often studied using simplified oscillator models where heterogeneity arises due to the spread
in natural frequencies of the individual oscillators and connectivity is determined by feedback strength and
the properties of graph Laplacian; cf., [4, 116].
User 1
User 2
User M
…
 ...
queue
router router
link
(Capacity C)
AQM
feedback
Figure 7.1: The configuration of communication network
There are three kinds of analysis reported here: 1) analysis of the equilibrium solution, 2) analysis of
∗This chapter is based on the paper [115].
96
stability properties of the equilibrium solution via linearization of the dynamic model, and 3) analysis of
bifurcation and subsequent nonlinear oscillations via the method of Lyapunov-Schmidt.
The linear analysis entails consideration of both the discrete and the continuous spectrum in terms of the
problem parameters. It is shown that the continuous spectrum always lies in the left half complex plane so
stability can be analyzed by examining only the discrete spectrum. Numerical analysis of discrete spectrum
shows that a complex eigenvalue pair crosses the imaginary axis as the feedback strength parameter β is
increased beyond a critical value. This suggests appearance of oscillations via a classical Hopf bifurcation
and provides motivation for the nonlinear analysis.
The nonlinear analysis entails an analytic series expansion of the nonlinear oscillation solutions in terms
of a small parameter ε . The unknown coefficients of the series are evaluated via a perturbation method based
on Lyapunov-Schmidt reduction; cf., [82, 83]. The analysis leads to determination of the criticality of the
Hopf bifurcation in terms of sign of a certain (Landau) coefficient. Validation results for both linear and the
nonlinear analysis are presented.
The methodology and results presented here allows one to efficiently carry out a systematic study of
dynamic behavior in a large heterogeneous network. The clear advantage of using the perturbation method
is that one need not run expensive simulations (no small task with a large number of delay differential
equations) to investigate network behavior. This can be a valuable aid for both network analysis and design.
For example, given an expected delay distribution and a range of link capacities, these tools can help choose
the parameters of an integrated (and adaptive) rate control and AQM system.
7.2 Network Model and Numerical Analysis
7.2.1 Network Model
We consider a single bottleneck link of a network with fixed capacity C shared by M users. Figure 7.1 gives
a schematic of the network topology. Instead of conducting a packet level analysis of the network we adopt
a network model based on fluid approximations [10, 61]. Each user is associated with a unique connection
for simplicity and transmits with a nonnegative flow rate xi over this bottleneck link. For xi ∈ R+ .= [0,∞),
the ith user is assumed to follow a TCP-like additive-increase multiplicative-decrease (AIMD) flow control
scheme,
x˙i(t) = κ
[
1
di
−βxi(t)xi(t−
√
di)p(t−
√
di)
]
. (7.1)
where 0 ≤ p ≤ 1 is the observed rate of marking (or depending on the implementation, dropping) of its
packets,
√
di is the user specific delay and β is the feedback parameter. The delay parameters di are assumed
to be known and fixed but taken from a given distribution g(d).
The packet marking occurs at the link whose dynamics are next described. If the aggregate sending rate
of users exceeds the capacity C of the link, then the arriving packets are queued in the buffer q of the link.
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Table 7.1: Parameter Values
Link Capacity C = 1000
# of users M = 10
Queue bounds Qmin = 0, Qmax = 100
User parameters κ = 0.01, a = 0.01, d ∈ [a(1− γ),a(1+ γ)]
The non-negative queue size evolves according to the ODE
q˙(t) =

∑Mi=1 xi(t)−C if 0< q< Qmax,
min(0,∑Mi=1 xi(t)−C) if q = Qmax,
max(0,∑Mi=1 xi(t)−C) if q = 0.
(7.2)
where we assume a maximum buffer size of Qmax at which the queue saturates. Any incoming packet after
this point is dropped; cf. [62]. p(·) in (7.1) is set by the AQM control and takes the general form
p = f (q). (7.3)
The analysis is presented for a general distribution g(d) and a feedback form p = f (q). For numerical
simulations of network model, a uniform distribution and a linear feedback form (of the type used in a RED
type AQM scheme) will be used. Note that the feedback strength parameter β has the effect of scaling the
amount of feedback, which corresponds to the multiplicative decrease parameter in an AIMD rate control
scheme.
7.2.2 Numerical Analysis
In this section, we present the results on the numerical study of equations (7.1) and (7.2). The delay param-
eters di are taken from a uniform distribution with support on [a(1− γ),a(1+ γ)], where a is the average
value of the parameter, γ ∈ [0,1], and p(t) is taken to be a linear function of q:
p(t) =
q(t)
Qmax
. (7.4)
The simulations were carried out in MATLAB for parameter values given in Table 7.1; these values are con-
sistent with earlier papers (see [68]). For details on numerical approximation, time-step, initial conditions,
convergence etc., we refer the reader to the thesis [117]. Numerically, there were two kinds of asymptotic
behavior observed in the (β ,γ) parameter space: equilibrium solutions and oscillation solutions.
We first describe results of numerical simulations for a fixed value of parameter γ ∈ [0,1]. For β = 0,
the queue saturates at Qmax and user flow rates increase without bound. For sufficiently small but positive
values of parameter β , one asymptotically observes an equilibrium solution in both user flow rates and
queue length. This solution is denoted as z0 = (x0,q0), where x0 = [x0,1,x0,2, . . . ,x0,M] is a positive vector of
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Figure 7.2: Simulation data for γ = 0 and different β : (a) β = 0.005, (b) β = 0.015, (c) β = 0.04. First row
shows the queue length, second row shows the average flow rate and third row the flow rates of users
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Figure 7.3: Simulation data for γ = 0.5 and different β : (a) β = 0.005, (b) β = 0.015, (c) β = 0.04. First
row shows the queue length, second row shows the average flow rate and third row the flow rates of users
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size M; x0,i denotes the equilibrium user flow rate for the ith user. We use the notation x0,avg to denote the
spatially average flow rate x0,avg
.= 1M ∑
M
i=1 x0,i. In the equilibrium solution regime, there is a critical value,
denoted as β ∗(γ), such that:
q0 = Qmax, x0,avg >
C
M
for β < β ∗(γ), (7.5)
q0 < Qmax, x0,avg =
C
M
for β > β ∗(γ). (7.6)
We call the regime in (7.5) as the Inefficient Equilibrium Region (IER) because there are always packets
being dropped here. For β > β ∗(γ), queue allows for capacity utilization without packet drops and we call
the regime in (7.6) as the Efficient Equilibrium Region (EER). β ∗(γ) is the boundary separating EER and
IER. As the parameter β is increased further in the EER, there exists another critical value, denoted as β0(γ),
at which the equilibrium solution is replaced by oscillations in both user flow rate and the queue. We call
this as the oscillation regime (OR). Figure 7.2 shows the numerical simulation results for γ = 0 with three
different values of β , one for each regime. Figure 7.3 does the same for γ = 0.5.
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Figure 7.4: (a) x0avg vs. γ for β = 0.01, 0.011, 0.012, and 0.014. (b) q0 vs. γ for β = 0.01, 0.011, 0.012,
and 0.014.
Next we discuss the results of numerical simulations for a fixed feedback strength β . For sufficiently
small values of β , the solution always lies in IER irrespective of changes in the parameter γ . This is
consistent with the reason of AQM to provide congestion notification thereby avoiding inefficiencies. For
certain intermediate values of the parameter β , the equilibrium solution transitions between EER and IER
as the parameter γ increases. This transition for average user flow rate and queue solution is depicted in
Figure 7.4. For any fixed value of γ , the user flow rate in the EER is also delay dependent. Figure 7.5
indicates that equilibrium value of user flow rates shows a progressively wider spread as γ increases. Note
that the average user flow rate x0,avg = CM in all these cases. For γ = 0, the users are symmetric and their
individual flow rate x0,i = x0,avg, i.e., the network is fair. For γ > 0, the users with larger (smaller) delays
get smaller (larger) share of the capacity. The figure and the discussion points to the role of heterogeneity in
giving rise to qualitatively different behavior in communication networks.
Figure 7.6(a) summarizes the above discussion by depicting the boundaries β ∗(γ) and β0(γ) in the (β ,γ)
parameter space. Figure 7.6(b) shows the asymptotic queue length for γ = 0.5 as β increases. There are two
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a function of β for γ = 0.5.
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qualitative changes in the solution: one is β ∗, and the other one is β0, which is also shown as bifurcation
point in the figure.
In the following, we present analysis of equilibrium solutions as well as results on linear stability and
bifurcation from EER to OR.
7.3 System Equilibrium and Stability
In this section, we introduce the continuous approximation, obtain formulas for equilibrium, and study its
stability via spectral analysis. The analysis shows the equilibrium looses stability at a critical value of
parameter β = β0. At the crossover point, the eigenvalue is imaginary suggesting the presence of Hopf
bifurcation. This is pursued in detail in the following section.
7.3.1 Continuous Approximation
For the network model (7.1)-(7.2) with a large number of users, we make the following assumption
xi(t)
.= x(t,di). (7.7)
This assumption is motivated from numerical simulations that show that asymptotic dynamics of individual
user are characterized only by the user’s delay parameter di; users with the same value of delay synchronize
after a brief period of transients. For a large number of users, the delays are taken from a continuous
distribution g(d) and gives continuous approximation x(t,d) of the user flow rate. In making this continuous
approximation, we replace the summation by the expectation
M
∑
i=1
xi(t)→M
∫ a(1+γ)
a(1−γ)
x(t,d)g(d)dd, (7.8)
where a is the average value of parameter d, γ determines the spread of the delays, and g(d) defines the
distribution function. As a result of the continuous approximation, (7.1) and (7.2) becomes
x˙(t,d) = κ
[
1
d
−βx(t,d)x(t−
√
d,d)p(t−
√
d)
]
, (7.9)
q˙(t) =

M
∫ a(1+γ)
a(1−γ) x(t,d)g(d)dd−C if 0< q< Qmax
min(M
∫ a(1+γ)
a(1−γ) x(t,d)g(d)dd−C,0) if q = Qmax
max(M
∫ a(1+γ)
a(1−γ) x(t,d)g(d)dd−C,0) if q = 0.
(7.10)
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The equilibrium solution, denoted as z0
.= (x0(·),q0)T is obtained by setting right hand side to 0:
z0 =

(
1√
dβ
,Qmax
)T
if β < β ∗(γ)(
1√
dβ ∗(γ)
, f−1
(
β ∗(γ)
β
))T
Otherwise
, (7.11)
where f−1(·) denote the inverse function of f (·) and β ∗(γ) = (∫ a(1+γ)a(1−γ) MC√d g(d)dd)2. We note that β ∗(γ)
also defines the boundary separating IER and EER (dotted line in Fig. 7.6(a)). In the following, we will
assume that β > β ∗(γ) such that z0 = (x0(·),q0)T as defined by (7.11). In this regime
x0,avg =
∫ a(1+γ)
a(1−γ)
1√
dβ ∗(γ)
g(d)dd =
C
M
,
and that q0 ∈ (0,Qmax). Note that the equilibrium solution is a function of delay and as such the spread in
the equilibrium values increase as the spread in delay increases.
For uniform distribution g(d) = 12aγ , β
∗ =
(M
C
)2 2(1−√1−γ2)
aγ2 and
z0 =

(
1√
dβ
,Qmax
)T
if β < β ∗(γ)(
1√
d
( C
M
)√a(1+γ)+√a(1−γ)
2 , f
−1
(
β ∗(γ)
β
))T
Otherwise
.
This formula is consistent with numerically observed profiles of equilibrium solution (see Fig. 7.6(a)).
7.3.2 Functional Analytic Preliminaries
We denote R= (−∞,∞) and assume user flowrate function x(d) to be an element of C0[a(1− γ),a(1+ γ)],
i.e., space of continuous functions on support of g(d) with sup norm topology. Although support of g(d)
can be taken to be any compact set we restrict it here to the interval [a(1− γ),a(1+ γ)] mainly for the sake
of presentation. We denote z .= (x(d),q) ∈ Z where Z = C0[a(1− γ),a(1+ γ)]×R. The space Z is also
equipped with inner product
〈z1,z2〉= 〈x1,x2〉g+q1q¯2 =
∫ a(1+γ)
a(1−γ)
x1(d)x¯2(d)g(d)dd+q1q¯2,
where z1 = (x1,q1), z2 = (x2,q2) ∈ Z, and bar denotes conjugation. Ck([a,b],Z) is used to denote the
Banach space of k-times continuously differentiable functions on [a,b] taking values in Z with the sup-norm
topology. In particular, C .= C0([−√a(1+ γ),0],Z) is a Banach space of continuous functions mapping
interval [−√a(1+ γ),0] into Z with sup-norm
|φ |= sup
−
√
a(1+γ)≤θ≤0
|φ(θ)| for φ ∈C.
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For a continuous function of time z(t,d) ∈C(IR,Z), we define
zt(θ) = z(t+θ ,d) = (x(t+θ ,d),q(t+θ)) for −
√
a(1+ γ)≤ θ ≤ 0.
Now, it is convenient to think of the DDE (7.9)-(7.10) as an evolution equation on C. Explicitly, we
write
∂ z
∂ t
(t) = F(zt ,β ),
where
F(zt ,β )
.=
 κ [ 1d −βx(t,d)x(t−√d,d)p(t−√d)]
M
∫ a(1+γ)
a(1−γ) x(t,d)g(d)dd−C
 .
About an equilibrium solution z0 = (x0,q0), the linearization is given by
∂ z1
∂ t
(t) = L(β )(z1)t , (7.12)
where
L(β )(z1)t =
 −κx0 [β ∗(γ)(x1(t,d)+ x1(t−√d,d))+βx0 f ′(q0)q1(t−√d)]
M
∫ a(1+γ)
a(1−γ) x1(t,d)g(d)dd
 ,
and z1 = (x1,q1)T ; subscript 1 will often be used to clarify that z1 is a perturbation about the equilibrium z0.
Here F : U×V → Z where U and V denote open sets such that z0 ∈U ⊂C, β0 ∈V ⊂ IR. L(β ) =DzF(z0,β )
is the Frechet derivative of F taken with respect to z at (z0,β ). Associated with L(β ) is its adjoint: −κβ ∗(γ) · x0 ·[x1(t,d)+ x1(t+√d,d)]+Mq1(t)
−κβ f ′(q0) ·
∫ a(1+γ)
a(1−γ) x0(d)
2x1(t+
√
d,d)g(d)dd
 .= L∗(β )(y1)t (7.13)
where y1 = (x1,q1)T .
7.3.3 Spectral Calculations
On taking the Laplace Transform of the linearization (7.12), one obtains an eigenvalue problem
σ
[
X1(d)
Q1
]
=
 −κβ ∗(γ)x0(1+ e−σ√d) −κβ f ′(q0)x20e−σ√d
M
∫ a(1+γ)
a(1−γ) (·)g(d)dd 0
[ X1(d)
Q1
]
.=L (β )Z1, (7.14)
where Z1 =(X1(d),Q1)T is the Laplace transform of z1 =(x1(d),q1)T . L (β ) is defined by the 2×2 operator
matrix. In general, the operator L (β ) may have both a continuous and a discrete spectrum. We solve for
each of these separately as follows.
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Discrete Spectrum
Let (X1(d),Q1) denote the eigenvector corresponding to an eigenvalue σ . We then have:
σX1(d) =−κβ ∗(γ)x0(d)
(
1+ e−σ
√
d
)
·X1(d)−κβ · x0(d)2 f ′(q0)e−σ
√
dQ1,
σQ1 = M
∫ a(1+γ)
a(1−γ)
X1(d)g(d)dd, (7.15)
Solving for X1(d) yields
X1(d) =
−κβ · x0(d)2 f ′(q0)e−σ
√
d
σ +κβ ∗(γ)x0(d) · (1+ e−σ
√
d)
Q1, (7.16)
provided that the denominator never vanishes, i.e., σ 6= −κβ ∗(γ)x0(d) ·
(
1+ e−σ
√
d
)
for all values of d ∈
[a(1− γ),a(1+ γ)]. Plugging (7.16) back into (7.15) gives the characteristic equation:
σ +
∫ a(1+γ)
a(1−γ)
κMβx0(d)2 f ′(q0)g(d)e−σ
√
d
σ +κβ ∗(γ)x0(d) · (1+ e−σ
√
d)
dd = 0 (7.17)
which is numerically solved to obtain the discrete spectrum; see [117] for details. Figure 7.7(a) depicts the
root locus of the least stable eigenvalue pair, denoted as λ (β ), as it crosses the imaginary axis for increasing
values of the parameter β . The part(b) depicts the stability boundary, where the real part of the least stable
eigenvalue is zero, in the parameter space (β ,γ). As shown, this is consistent with the bifurcation boundary
obtained from numerical simulations (see Fig. 7.6(a)).
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Figure 7.7: (a) Critical eigenvalues and (b) stability boundary β0
Recall that the notation β0(γ) denotes the critical value where the eigenvalue crosses the imaginary axis,
i.e., λ (β0) = iω0. At the critical value, the eigenvector is denoted by Z1(β0) = (χ1(d),φ1)
.= ζ . One can
also repeat these considerations for the adjoint problem (equation (7.13)). At the critical value, Y1(β0) =
(χ∗1 ,φ ∗1 )
.= υ is used to denote the eigenvector for the adjoint problem, i.e., L ∗(β0)Y1(β0) = iω0Y1(β0),
whereL ∗ denotes the Laplace transform of the adjoint operator L∗.
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Continuous Spectrum
The continuous spectrum of L corresponds to points σ in the complex plane such that L −σ I fails to be
surjective (i.e., onto). We thus consider the equation
(L −σ I)
[
X1(d)
Q1
]
=
[
l(d)
c
]
, (7.18)
where c ∈ R and l(d) is an arbitrary integrable function (∫ |l(d)|g(d)dd < ∞). Explicitly, this gives:
−
(
σ +κβ ∗(γ) · x0(d) ·
(
1+ e−σ
√
d
))
X1(d)−κβ f ′(q0) · x0(d)2 · e−σ
√
dQ1 = l(d). (7.19)
If σ =−κβ ∗(γ) ·x0(d) ·(1+e−σ
√
d) then (7.19) can only be solved for functions of the form l(d)∝ x0(d)2∝
1
d . The continuous spectrum ofL thus contains the set
S .=
{
σ ∈ C
∣∣∣ σ +κβ ∗(γ) · x0(d) ·(1+ e−σ√d)= 0 for d ∈ [a(1− γ),a(1+ γ)]} . (7.20)
Conversely, if σ /∈ S, then
X1(d) =−κβ · x0(d)
2 f ′(q0)Q1 · e−σ
√
d + l(d)
σ +κβ ∗(γ)x0(d)
(
1+ e−σ
√
d
) . (7.21)
Substituting (7.21) into (7.18) yields
−Q1
σ +∫ a(1+γ)
a(1−γ)
κMβx0(d)2 f ′(q0) · e−σ
√
d
σ +κβ ∗(γ)x0(d)
(
1+ e−σ
√
d
)g(d)dd
= c+M ∫ a(1+γ)
a(1−γ)
l(d)
σ +κβ ∗(γ)x0(d)
(
1+ e−σ
√
d
)g(d)dd
(7.22)
The term in square-bracket is precisely the left hand side of characteristic equation (7.17). It is non-zero
because σ is not part of the discrete spectrum. Hence, (7.22) can be solved for Q1 and using (7.21), one
obtains X1(d).
In summary, the set S gives the continuous spectrum. The following lemma shows that the set S lies in
the left half plane and furthermore its real part is strictly bounded away from 0.
Lemma 7.3.1 Consider the set S as defined in (7.20). If σ ∈ S then Re(σ)< 0.
Proof. Let σ = a+ ib and denote κˆ(d) .= κβ ∗(γ)x0(d)> 0. For σ ∈ S, we have
a+ κˆ(d)(1+ e−a
√
d cos(b
√
d)) = 0
b− κˆ(d) · sin(b
√
d) = 0
To show a< 0, we first claim that a≤ 0. Suppose otherwise then |e−σ
√
d |= e−a
√
d < 1, and
1+ e−a
√
d cos(b
√
d)> 0.
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Therefore, a+ κˆ(d)(1+ e−a
√
d cos(b
√
d))> 0 which gives a contradiction.
To complete the proof, it remains to be shown that a 6= 0. Suppose a = 0 then
κˆ(d) · (1+ cos(b
√
d)) = 0 (7.23)
b− κˆ(d)sin(b
√
d) = 0 (7.24)
Since κˆ(d) > 0, cos(b
√
d) = −1 from (7.23). Therefore sin(b√d) = 0. Then b = 0 from (7.24). So
cos(b
√
d) = 1 which leads to a contradiction.
Therefore, the linear stability of the equilibrium state is determined entirely by the discrete spectrum, to
which we now return.
Eigenvalue Speed
Analysis of discrete spectrum shows that there is a single path of (least stable) eigenvalue λ (β ) that cross
the imaginary axis at the critical value β = β0(γ). We write the associated eigenvectors as Z1(β ), so
L (β )Z1(β ) = λ (β )Z1(β ), (7.25)
where λ (β0) = +iω0. Associated with this, there is also an eigenvalue equation for the adjoint
L ∗(β )Y1(β ) = λ¯ (β )Y1(β ). (7.26)
To conclude a Hopf bifurcation result, one requires an estimate of the eigenvalue speed at the crossover.
Although, one can directly take a derivative of the characteristic equation (7.17), we provide this estimate
in terms of operatorL and its adjoint. The formulas will be useful in the perturbation calculations given in
the following section.
The starting point is the eigenvalue speed formula obtained by first differentiating (7.25) with respect to
β and then using (7.26):
dλ
dβ
(β ) =
〈L ′(β )Z1(β ),Y1(β )〉
〈Z1(β ),Y1(β )〉 , (7.27)
whereL ′(β ) = dLdβ (β ); see Chapter 2 in [83]. Using (7.14), we get
L ′(β ) = A(β )+
dλ
dβ
(β )B(β ) (7.28)
where
A(β ) =
[
0 −κx20 f ′(q0)e−λ (β )
√
d
0 0
]
, B(β ) =
[
κβ ∗(γ)
√
dx0e−λ (β )
√
d κβ
√
d f ′(q0)x20e
−λ (β )√d
0 0
]
.
(7.29)
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Using (7.28) together with (7.27), we obtain the following
dλ
dβ
(β0) =
〈A(β )Z1(β ),Y1(β )〉
〈Z1(β ),Y1(β )〉−〈B(β )Z1(β ),Y1(β )〉
∣∣∣∣
β=β0
=
〈A(β0)ζ ,υ〉
〈ζ ,υ〉−〈B(β0)ζ ,υ〉 (7.30)
Although, one can further simplify the expression (these results appear in [117]), here we provide a numeri-
cal comparison of the eigenvalue speed using (7.30) and numerical experiments; see Figure 7.8. At β = β0,
one substitutes λ (β0) = iω0 in (7.29) and we will use the notation A(β0,ω0) and B(β0,ω0) to make this
dependence explicit.
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Figure 7.8: Comparison between real (left) and imaginary (right) parts of analytical and numerical eigen-
value speeds
In summary, while the linearization of the equation has both continuous and discrete spectrum, we
need consider only the latter for stability analysis. Furthermore, there is a path of least stable eigenvalue
that crosses the imaginary axis at the critical point β0 with non-zero speed. This suggests the appearance
of nonlinear oscillations via a Hopf bifurcation theorem. Analysis of these solutions is a subject of the
following section.
7.4 Nonlinear Analysis via a Perturbation Method
In this section, we present a perturbation method to obtain the oscillation solutions at and past the onset
of instability. The method allows one to investigate the effect of parameters such as β and γ on the post-
bifurcation behavior.
7.4.1 Functional Analytic Preliminaries
We are interested in obtaining periodic solutions of (7.9)-(7.10). For study of such solutions, it is useful to
introduce a substitution s = ωt to rescale the unknown period 2pi/ω to 2pi . Explicitly, one obtains
ω
∂ z(s)
∂ s
=
 κ [ 1d −βx(s,d)x(s−ω√d,d) f (q(s−ω√d))]
M
∫ a(1+γ)
a(1−γ) x(s,d)g(d)dd−C
 .= F˜(zs,ω,β ) (7.31)
where F˜(zs,ω,β ) = F(zs(ω·,d),β ).
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In the re-scaled coordinate, the linearization (first introduced in Eq. (7.12)) is given by
ω0
∂ z1
∂ s
(s) =
 −κβ ∗(γ)x0(d)(x1(s,d)+ x1(s−ω0√d,d))−κβ0x0(d)2 f ′(q0)q1(s−ω0√d)
M
∫ a(1+γ)
a(1−γ) x1(s,d)g(d)dd

.= L˜(β0,ω0)(z1)s, (7.32)
where L˜(β0,ω0)(z1)s =DzF(z0,β0)(z1)s(ω0·). Note that the unknown frequency ω appears in the right hand
side of equations too.
For analysis of periodic solutions, Ck2pi(IR,Z) is used to denote the Banach space of k-times continuously
differentiable periodic functions with period 2pi . Functional analytically, one is interested in solutions of the
nonlinear operator equation
G˜(z,ω,β )(s)≡ ω ∂ z
∂ s
(s)− F˜(zs,ω,β ) = 0, (7.33)
where G˜ : U˜×V˜ →C02pi(IR,Z), and z0 ∈ U˜ ⊂C12pi(IR,Z),(ω0,β0)∈ V˜ ⊂ IR2. The linearization of the nonlinear
operator equation is given by
DzG˜(z0,ω0,β0)z1(s) = ω0
∂ z1
∂ s
− L˜(β0,ω0)(z1)s,
where DzG˜(z0,ω0,β0) : C12pi(IR,Z)→C02pi(IR,Z). After re-scaling, the explicit equations for adjoint L∗ (first
derived in Eq. (7.13)) are:
L˜∗(β0,ω0)(y1)s
.=
 −κβ ∗(γ)x0(d) ·[x1(s,d)+ x1(s+ω0√d,d)]+Mq1(s)
−κβ0 f ′(q0)
∫ a(1+γ)
a(1−γ) x0(d)
2x1(s+ω0
√
d,d)g(d)dd
 .
We will follow a perturbation method based on the Lyapunov-Schmidt reduction to investigate zeros of
(7.33). From linear analysis, we know that there is a simple eigenvalue iω0 such that L(β )(z1)t = iω0z1(t),
where z1(t) = ζeiω0t for some function ζ = (χ1(d),ϕ1) ∈ Z. At this point, we also recall the notation for
the eigenvalue problem for the adjoint: L∗(β )(y1)t = −iω0y1(t), where y1(t) = υeiω0t for some function
υ = (χ∗1 (d),ϕ∗1 ) ∈ Z.
In carrying out the Lyapunov-Schmidt reduction, one needs a Fredholm alternative condition for estab-
lishing existence of 2pi-periodic solution of linear equation
ω0
∂ z1
∂ s
(s)− L˜(z1)s = h(s) (7.34)
where ω0 appears due to the scaling of time; the explicit form of L˜ in our case is given in (7.32). The
existence of 2pi-periodic solution for the general boundary value problem (7.34) is related to the 2pi-periodic
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solution of the adjoint problem, formally written as:
ω0
∂y1
∂ s
(s)+ L˜∗(y1)s = 0. (7.35)
Theorem 7.4.1 (Corollary 4.1 in [118]) The necessary and sufficient condition that there exist 2pi-periodic
solutions of (7.34) is ∫ 2pi
0
〈h(s),y1(s)〉ds = 0 (7.36)
for all 2pi-periodic solutions y1 of the adjoint problem (7.35).
In aid of the upcoming calculations in the perturbation method, we define notation for two linear operators:
A˜(β0,ω0)(z1)s
.=
[
−κx0(d)2 f ′(q0)q1(s−ω0
√
d)
0
]
(7.37)
B˜(β0,ω0)(z1)s
.=
[
κ
√
dx0(d)
[
β ∗(γ)x1(s−ω0
√
d,d)+β0x0(d) f ′(q0)q1(s−ω0
√
d)
]
0
]
, (7.38)
where z1 = (x1,q1). These operators are related to dLdβ (β ) and the notation will prove convenient in the
following sections (note operators A and B first defined in (7.29) are in fact the Laplace transforms of these
operators) .
7.4.2 Perturbation Method
In this section, we present a Lyapunov-Schmidt based perturbation method to determine the nature of the
bifurcation and obtain asymptotic formulas for the periodic orbit near the bifurcation point. To do so, we
introduce a small parameter ε and consider the perturbation expansion:
z(s) = z0+ εz1(s)+ ε2z2(s)+ ε3z3(s)+ . . . ,
β = β0+ εβ1+ ε2β2+ ε3β3+ . . . ,
ω = ω0+ εω1+ ε2ω2+ ε3ω3 . . . ,
where (ω0, β0) are the frequency and the bifurcation parameter value at the critical point, z0 = (x0(d),q0) is
the equilibrium value for the user and queue, and zi(s) = (xi(s,d),qi(s)).
Before presenting details of the method, we make few remarks. One, the basic strategy will be to sub-
stitute the series in equation (7.31) and solve for O(1), O(ε), O(ε2) and higher order terms successively.
Consideration of O(1) terms lead to equilibrium analysis, O(ε) to linear analysis, and higher order to non-
linear analysis. The method is structured in a way such that the O(εm) calculations will require results of the
lower order calculations; ε serves as a scaling parameter. Two, at each order the results will be illustrated
with numerical calculations for the parameter values in Table I; with delays taken from uniform distribution
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with a = 0.01 and γ = 0.5. We recall that numerics were carried out for these parameter values, see Sec-
tion 7.2. Three, a significant goal of these calculations is to determine the numerical value and sign of β j as a
function of problem parameters. As we demonstrate in this section and in the next, β2 determines the nature
of post-bifurcation solution. We refer the reader to [82, 83] for further details on the Lyapunov-Schmidt
method.
On substituting the series in equation (7.31) and collecting terms, the O(1) terms lead to the equations
for the equilibria: [
0
0
]
=
[
κ
[ 1
d −βx0(d)2 f (q0)
]
M
∫ a(1+γ)
a(1−γ) x0(d)g(d)dd−C
]
.
Solving these equations simultaneously, x0 and q0 are found consistent with (7.11).
The O(ε) yields the linearization
ω0
∂ z1(s)
∂ s
= L˜(β0,ω0)z1(s),
where L˜(β0,ω0) is defined in (7.32). Its solution is given in terms of the eigenfunction:
z1(s) =
(
χ1(d)
ϕ1
)
eis+ c.c.=
 −κβ0x0(d)2 f ′(q0)e−iω0√diω0+κβ ∗(γ)x0(d)(1+e−iω0√d)ϕ1
1
eis+ c.c.. (7.39)
Here we recall that (χ1(d),ϕ1)T
.= ζ are the eigenfunctions for L˜(β0,ω0). The calculation is shown in
Figure 7.9 (b). At this point, it is also useful to point out the solution to the adjoint problem (7.35), which is
given by
y1(s) =
(
χ∗1 (d)
ϕ∗1
)
eis+ c.c.=
(
M
−iω0+κβ ∗(γ)x0(d)(1+eiω0
√
d)
ϕ∗1
1
)
eis+ c.c., (7.40)
where (χ∗1 (d),ϕ∗1 )T
.= υ are the eigenfunction for the adjoint L˜∗(β0,ω0).
At O(ε2)
ω0
∂ z2(s)
∂ s
= L˜(β0,ω0)z2(s)+h(s),
where
h(s) =−ω1 ∂ z1(s)∂ s +β1A˜(β0,ω0)z1(s)+ω1B˜(β0,ω0)z
′
1(s)+N2(s), (7.41)
and L˜(β0,ω0), A˜(β0,ω0), and B˜(β0,ω0) are defined in (7.32), (7.37), and (7.38), respectively and
N2(s) =
[
−κβ ∗(γ)x1(s,d)x1(r,d)−κβ0x0(d) f ′(q0)q1(r)(x1(s,d)+ x1(r,d))
0
]
.
where r .= s−ω0
√
d is used as a notational aid, z′1(r) denote the derivative of z1(·), taken with respect to its
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argument. By applying the Fredholm alternative condition (7.36), for the solution to exist
∫ 2pi
0
〈h(s),y1(s)〉ds = 0. (7.42)
Substituting (7.41) into (7.42), one obtains
∫ 2pi
0
−iω1〈z1(s),y1(s)〉+β1〈A˜(β0,ω0)z1(s),y1(s)〉
+ iω1〈B˜(β0,ω0)z1(s),y1(s)〉+ 〈N2(s),y1(s)〉ds = 0, (7.43)
Now
∫ 2pi
0 〈N2(s),y1(s)〉ds= 0 because N2(s) has no harmonic component (a term proportional to eis or e−is).
Substituting (7.39) and (7.40) into (7.43) results in the following
A˜(β0,ω0)
(
ζeis+ c.c.
)
=
[
−κx20 f ′(q0)
(
ϕ1ei(s−ω0
√
d)+ c.c.
)
0
]
= A(β0,ω0)
(
ζeis
)
+ c.c. (7.44)
B˜(β0,ω0)i
(
ζeis+ c.c.
)
= i ·
[
κ
√
dx0
[
β ∗(γ)χ1(d)ei(s−ω0
√
d)+β0x0 f ′(q0)ϕ1ei(s−ω0
√
d)+ c.c.
]
0
]
= iB(β0,ω0)
(
ζeis
)
+ c.c. (7.45)
Thus (7.43) simplifies to
− iω1〈ζ ,υ〉+β1〈A(β0,ω0)ζ ,υ〉+ iω1〈B(β0,ω0)ζ ,υ〉= 0, (7.46)
where A(β0,ω0) and B(β0,ω0) are defined in (7.29). Using formula (7.30), this gives
dλ
dβ
(β0)β1− iω1 = 0.
Since the real part of the speed is non-zero, β1 = ω1 = 0. As a result of this, the O(ε2) term becomes
ω0
∂ z2(s)
∂ s
= L˜(β0,ω0)z2(s)+N2(s),
whose solution is given by
z2(s) =
((
χ2(d)
ϕ2
)
ei2s+
(
χ20
ϕ20
))
+ c.c.,
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x1(s,d) see Figure 7.9(b) for χ1
q1(s) ϕ1 = 0−2.0483e+003i
x2(s,d) see Figure 7.9(c) for χ2; Figure 7.9(d) for χ20
q2(s) ϕ2 =−7.3818e+001−1.3964e+003i, ϕ20 = 4.7173e+001−4.0967e+003i
Frequency ω0 = 0.4882, ω2 = 0.1835
Parameter β0 = 0.0233, β2 = 0.0191
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Figure 7.9: Results for Heterogeneous Delays for γ = 0.5 and d = a = 0.01
where χ2(d) and ϕ2 are as
(
χ2(d)
ϕ2
)
=

−κβ0x20(d) f ′(q0)e−i2ω0
√
dϕ2−κβ ∗(γ)χ21 e−iω0
√
d−κβ0x0(d) f ′(q0)ϕ1χ1e−iω0
√
d(1+e−iω0
√
d)
i2ω0+κβ ∗(γ)x0(d)(1+e−i2ω0
√
d)
〈−κMβ
∗(γ)χ21 e
−iω0
√
d−κMβ0x0(d) f ′(q0)ϕ1χ1e−iω0
√
d (1+e−iω0
√
d )
i2ω0+κβ∗(γ)x0(d)(1+e−i2ω0
√
d )
,1〉g
i2ω0+〈 κMβ0x
2
0(d) f
′(q0)e−i2ω0
√
d
i2ω0+κβ∗(γ)x0(d)(1+e−i2ω0
√
d )
,1〉g

,
and (
χ20(d)
ϕ20
)
=
(
ψ(d)− 〈ψ(d),1〉g〈x0(d),1〉g x0(d)
2β ∗
β0 f ′(q0)
〈ψ(d),1〉g
〈x0(d),1〉g
)
,
with
ψ(d) =− χ1χ¯1
2x0(d)
eiω0
√
d− β0
2β ∗
f ′(q0)ϕ¯1χ1(1+ eiω0
√
d).
Figure 7.9 shows the calculation results with parameters in Table 7.1.
At O(ε3), we apply the Fredholm alternative condition to deduce β2 and ω2, so we express the equation
ω0
∂ z3(s)
∂ s
= L˜(β0,ω0)z3(s)+h(s), (7.47)
where
h(s) =−ω2 ∂ z1(s)∂ s +β2A˜(β0,ω0)z1(s)+ω2B˜(β0,ω0)z
′
1(s)+N3(s), (7.48)
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and L˜(β0,ω0), A˜(β0,ω0), and B˜(β0,ω0) are defined in (7.32), (7.37) and (7.38), respectively. N3(s) is given
by
N3(s) =

−κ · [β ∗(γ)(x2(s,d)x1(r,d)+ x1(s,d)x2(r,d))+β0 f ′(q0)x1(s,d)x1(r,d)q1(r)]
−κβ0x0 f ′(q0) [x1(s,d)q2(r)+ x1(r,d)q2(r)+ x2(s,d)q1(r)+ x2(r,d)q1(r)] ,
0
 ,
where r = s−ω0
√
d is again used as a notational aid. By the Fredholm alternative condition, a solution
to (7.47) exists provided ∫ 2pi
0
〈h(s),y1(s)〉ds = 0. (7.49)
Substituting (7.48) into (7.49), we have
∫ 2pi
0
−iω2〈z1(s),y1(s)〉+β2〈A˜(β0,ω0)z1(s),y1(s)〉+ iω2〈B˜(β0,ω0)z1(s),y1(s)〉+ 〈N3,y1(s)〉ds = 0.
Now, as opposed to the case of O(ε2), here
∫ 2pi
0 〈N3,υ〉ds 6= 0 because it contains harmonic components. We
use the notation N˜3 to denote harmonic components of N3
N3(s) = N˜3eis+ c.c.+[non-harmonic terms],
where
N˜3
.=

−κβ ∗(d)χ¯1χ2
(
eiω0
√
d + e−i2ω0
√
d
)
−κβ0 f ′(q0)
[
χ21 ϕ¯1+χ1χ¯1ϕ1(1+ e−i2ω0
√
d)
]
−κβ0x0 f ′(q0)
[
χ¯1ϕ2(e−i2ω0
√
d + e−iω0
√
d)+2(χ20+ χ¯20)ϕ1e−iω0
√
d +χ2ϕ¯1(eiω0
√
d + e−iω0
√
d)
]
,
0
 .
On repeating the steps (7.44)-(7.46), one obtains for this case
− iω2〈ζ ,υ〉+β2〈A(β0,ω0)ζ ,υ〉+ iω2〈B(β0,ω0)ζ ,υ〉+ 〈N˜3,υ〉= 0. (7.50)
where ζ = (χ1(d),ϕ1)T and υ = (χ∗1 (d),ϕ∗1 )T . Solving the real and complex terms of (7.50) gives ω2 and
β2.
The results of the perturbation method are summarized in Figure 7.9; for the choice of parameter val-
ues in Table 7.1, delays are taken from a uniform distribution with mean a = 0.01 and spread γ = 0.5.
Figure 7.10 (a) compares the numerically computed stability boundary β0 with the results of analysis. Fig-
ure 7.10 (b) depicts the bifurcation diagram – amplitude of queue oscillations as a function of the parameter
β . From these results, it is not possible to validate the result of perturbation method. The method finds
β2 to be positive (so bifurcation is super-critical), but extremely small (so only marginally so). Supercrit-
ical bifurcation means small-amplitude stable oscillations exist for values of β slightly larger than β0 (for
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Figure 7.10: Stability diagram and Branch of Hopf Bifurcation with both simulation result and perturbation
method result, (a) Stability diagram, (b) Hopf Bifurcation for γ = 0.5
Table 7.2: Parameter Values for Validation of Perturbation Method
Parameters Homogeneous Heterogeneous
Link Capacity C = 1000 C = 1000
# of users M = 1000 M = 1000
Queue bounds Qmin = 0, Qmax = 1000 Qmin = 0, Qmax = 100
User parameters κ = 0.01, d = a = 0.022 κ = 0.01, a = 0.022, γ = 0.5, d ∈ [a(1− γ),a(1+ γ)]
β ≈ β0+ ε2β2). However, extremely small value of β2 means that it is impossible to resolve these solutions
using numerical simulations. Numerically, as one steps through β with a step size of 0.0002 one observes
an abrupt transition to large oscillations (see Fig. 7.6(b)). In order to validate the results of the perturbation
method, one thus needs to choose a different set of parameter values where the transition is less abrupt. This
is the subject of the next subsection.
7.4.3 Validation
The validation of perturbation method is carried out for parameter values given in Table 7.2. Two cases
corresponding to homogeneous and heterogeneous cases are considered. In the homogeneous case, all the
users have the same delay (γ = 0). In the heterogeneous case, we choose a uniform distribution of delays
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Figure 7.11: Branch of Hopf Bifurcation with both simulation result and perturbation method result, (a)
Hopf Bifurcation for γ = 0 and d = a = 0.022, and (b) Hopf Bifurcation for γ = 0.5 and a = 0.022
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Figure 7.12: (a) β2 as a function of γ ; (b) ω2 as a function of γ .
with γ = 0.5. For numerical simulations, five distinct delays are sampled from uniform distribution giving
five distinct types of users in the network. Since the distribution is uniform, there are M5 homogeneous users
for each distinct delay. The primary difference between the parameters for the validation cases and the
numerical studies described in Section 7.2 is in the number of users. While numerical studies were carried
out with a small (M = 10) users, the number of users here is M = 1000. Between the homogeneous and
the heterogeneous case, we also change Qmax. The only reason for doing so was to consider a somewhat
extended set in the parameter space.
Figure 7.11 (a) and (b) overlays the bifurcation curves obtained with numerical simulations and with the
perturbation method for the homogeneous (γ = 0) and the heterogeneous (γ = 0.5) cases. The numerical
simulations were carried out in the symmetric fixed-point space where a single symmetric user was simulated
in the homogeneous case and five users with distinct delays were simulated in the heterogeneous case. As
the figure shows, the perturbation method captures the post-bifurcation oscillations quite nicely.
7.5 Network Analysis and Design
The methodology and results presented in this chapter allows one to quickly carry out a systematic study
of dynamic behavior in a large heterogeneous network. For example, Figure 7.12 depicts the results of
nonlinear analysis – values of β2 and ω2 – as a function of the network heterogeneity parameter γ; for
parameter values in Table I. The plots show that there is a qualitative change in bifurcation type (from
supercritical to subcritical) as γ increases. Even in the supercritical regime, the small values of β2 indicate
that there will be an abrupt transition to oscillations as is also confirmed by numerical results presented in
Section 7.2.
7.5.1 Example
We summarize next the results of analysis where we changed the distribution function g(d) for user delays.
Figure 7.13 (a) shows four types of distribution functions over the range [a(1− γ),a(1+ γ)], where the
network parameters were chosen from Table 7.1. For these distributions, part (b) of the figure plots the
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stability boundary (result of the linear analysis) and part (c) of the figure plots β2 as a function of parameter
γ (results of nonlinear analysis). The stability boundary is consistent across distributions – the critical value
β0 where the equilibrium looses stability increases as the network heterogeneity increases. The plot of β2
though shows that the nature of Hopf bifurcation is quite sensitive to the type of distribution. With uniform
distribution, the bifurcation becomes subcritical as γ increases. With more concentrated distributions such
as a triangle or a parabolic distribution, the bifurcation becomes increasingly supercritical as γ increases. We
note however that in all these cases, the value of β2 is rather small. Figure 7.13 (d) depicts the bifurcation
diagram for the triangle distribution with γ = 0.95.
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Figure 7.13: Nonlinear analysis for different delay density function: (a) Different delay density function,
(b) β0 and β ∗ as a function of γ , (c) β2 as a function of γ and (d) branch of Hopf Bifurcation for γ = 0.95
(with triangle distribution).
7.5.2 Variations in Link Capacity
Although we focus on a single link network model in this chapter, the results obtained are also useful for
general topology wired as well as wireless networks. It is possible to model effects of cross-link traffic as
well as wireless channel fading through variations in capacity at the link level. Therefore, the analysis and
methodology presented readily extend from fixed capacity networks to more complex ones.
Figure 7.14 shows the results of nonlinear analysis as a function of the bottleneck link capacity C. The
number of users is fixed as M = 10 in all cases. While maintaining the same overall trend as a function of
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Figure 7.14: Results of nonlinear analysis for different link capacity C. The number of users, M = 10, is
fixed. (a) ω0, (b) β0 and (c) β2.
γ , both ω0 and β0 decrease as C increases. And so does β2 (positive) for γ < 0.8. However, when γ > 0.9,
β2 (negative) increases as C increases. So the bifurcating branch shows a greater growth of oscillation as C
increases. This analysis provides valuable insights for an integrated AQM-rate control system for a range of
capacity values instead of a single static one.
7.6 Conclusion
We have investigated stability, bifurcation and oscillations arising in a model of communication network
with heterogeneous users adopting a TCP-like rate control scheme and a single AQM router. Towards this
end, we have studied existence of an equilibrium and its bifurcation to non-equilibrium behavior vis-a-vis
two important but complementary factors: 1) network heterogeneity, which is due to different user delays
that are known and fixed but taken from a given distribution, and 2) network feedback, which is due to the
strength of feedback from the AQM queue, modeled using a feedback strength parameter as part of the rate
control scheme. The stability and bifurcation results are described in the (β ,γ) parameter space.
We have presented three types of analysis: one of the equilibrium solution, the analysis of stability
properties of the equilibrium solution via linearization of the dynamic model, and the analysis of bifurcation
and subsequent nonlinear oscillations via the method of Lyapunov-Schmidt.
The methodology and results obtained allows one to quickly carry out a systematic study of dynamic
behavior in a large heterogeneous network. The results of nonlinear analysis as a function of the network
heterogeneity parameter show that there is a qualitative change in bifurcation type (from supercritical to
subcritical) as the parameter increases. Even in the supercritical regime, the small values of the feedback
parameter indicate that there will be an abrupt transition to oscillations as is also confirmed by numerical
results. The clear advantage of using the perturbation method is that one need not run expensive simulations
(no small task with a large number of delay differential equations) to investigate network behavior. This can
be a valuable aid for both network analysis and design. In practice, given an expected delay distribution and
a range of link capacities, our approach can help choosing the parameters (e.g. the multiplicative decrease
constant) of an integrated (and adaptive) AIMD rate control and AQM system.
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APPENDIX A
PROOFS FOR CHAPTER 2
A.1 Proof of Proposition 2.2.5
The proof of (i) is standard, even in this non-standard setting in which c¯ varies arbitrarily with time. For any
input we define the stochastic process,
M(T ) = hi(θi(T ),T )+
∫ T
0
(
c¯(θi(t), t)+ 12 Ru
2
i (t)−η∗i
)
dt, T ≥ 0.
This is a martingale under the Markov policy (2.10), and a submartingale under any other input. In fact,
under (2.10) we have,
M(T ) = hi(θi(0),0)+σ
∫ T
0
∂θhi (θi(t), t)dξi(t)
While, for any other input this is an inequality. The Dambis-Dubins-Schwarz Theorem (given as Theorem
4.6 of [119]) implies that there is a Brownian motion ξˆ such that the following holds for all T ≥ 0,
∫ T
0
∂θhi (θi(t), t)dξi(t) = ξˆi(δ (T ))
where δ (T ) =
∫ T
0 (∂θhi (θi(t), t))2 dt. The uniform bound imposed on ∂θhi implies that M(T )/T → 0, as
T → ∞, with probability one under (2.10). This establishes average-cost optimality under the boundedness
assumptions on hi and its derivatives.
A.2 Proof of Proposition 2.3.4
We denote by θ oj (t) the solution to the SDE (2.4), obtained using the oblivious control (2.16). Denote
c¯N(θi(s),s) = N−1∑ j 6=i c•(θi(s),θ oj (s)). Prop. 2.3.3 implies that the Law of Large Numbers holds: For each
N ≥ 1 there exists a limit ηN , depending only on {ωi : 1≤ i≤ N} and ϕN such that
ηN = lim
T→∞
1
T
∫ T
0
c¯N(θi(s),s)ds (A.1)
A limit also holds for the averaged cost function,
ηoN := limT→∞
1
T
∫ T
0
c¯(θi(s),s)ds (A.2)
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which depends only on ϕN and ωi. Our goal is to demonstrate that ηN−ηoN vanishes as N→ ∞.
Letting piN0 denote the invariant distribution for the skeleton chain with r = 0, we have the representa-
tions,
ηN =
1
N ∑j 6=i
1
τ
∫ τ
0
EpiN0
[
c•(θi(s),θ oj (s))
]
ds (A.3)
ηoN =
1
τ
∫ τ
0
EpiN0
[
c¯(θi(s),s)
]
ds (A.4)
Each of the expectations in (A.3) is conditional on the frequencies {ωi : 1≤ i≤ N}.
To identify the limit of {ηN−ηoN} as N→∞we first consider the average in (A.3) in the simpler situation
in which θi(t) is fixed: We denote,
C (ϑ ,ω j) =
1
τ
∫ τ
0
EpiN0
[
c•(ϑ ,θ oj (s))
]
ds
where the expectation is independent of the feedback law ϕN (recall that {θ j(t) : j 6= i} are mutually in-
dependent since we have assumed (2.16)) and independent initial conditions (see Assump. 2.2.1). We then
have,
lim
N→∞
1
N ∑j 6=i
C (ϑ ,ω j) =
∫
C (ϑ ,ω)g(ω)dω =
1
τ
∫ τ
0
c¯(ϑ , t)dt
where the first identity follows from the LLN for the i.i.d. sequence of frequencies, and the second equality
is the definition of c¯. Moreover, under the assumption that c¯ is continuous, the family of functions on the
left hand side is equicontinuous on [0,2pi]. It follows that the convergence is uniform,
lim
N→∞
sup
ϑ
∣∣∣ 1
N ∑j 6=i
C (ϑ ,ω j)− 1τ
∫ τ
0
c¯(ϑ , t)dt
∣∣∣= 0 . (A.5)
Returning to (A.3, A.4), we obtain the desired conclusion:
lim
N→∞
∣∣ηN−ηoN∣∣= limN→∞∣∣∣EpiN0 [ 1N ∑j 6=i 1τ
∫ τ
0
c•(θi(s),θ oj (s))− c¯(θi(s),s)ds
]∣∣∣
= lim
N→∞
∣∣∣EpiN0 [ 1N ∑j 6=iC (θi(s),ω j)− 1τ
∫ τ
0
c¯(θi(s),s)ds
]∣∣∣
≤ lim
N→∞
sup
ϑ
∣∣∣ 1
N ∑j 6=i
C (ϑ ,ω j)− 1τ
∫ τ
0
c¯(ϑ ,s)ds
∣∣∣= 0
This establishes convergence with probability one.
To establish the rate of convergence in mean square (2.20) we consider (A.3, A.4) from a different
perspective. For fixed N, the N−1 random variables {C˜ j := EpiN0
[
c•(θi(s),θ oj (s))
]−ηoN} are i.i.d. with zero
mean. They are also uniformly bounded by 2‖c•‖∞ (twice the maximum of c• over θ and t). Consequently,
E
[( N
N−1ηN−η
o
N
)2]
= E
[( 1
N−1∑j 6=i
C˜ j
)2]
≤ 4‖c
•‖2∞
N−1 .
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This implies the absolute bound, limsupN→∞NE[ε2N ]≤ 4‖c•‖2∞.
A.3 Proof of Theorem 2.3.5
We first prove the result for the case where the ith oscillator control is of the state-feedback form ui(t) =
ϕN(θi(t),θ−i(t), [t]τ) where the function ϕN : X→ R is continuous.
Using the definition (2.18) of the average cost,
η (POP)i (ui;u
o
−i) = limT→∞
1
T
∫ T
0
[
1
N ∑j 6=i
c•(θi(s),θ oj (s))+ 12 Ru
2
i ]ds
= lim
T→∞
1
T
∫ T
0
[c¯(θi(s),s)+ 12 Ru
2
i (s)] ds+ limT→∞
1
T
∫ T
0
[
1
N ∑j 6=i
c•(θi(s),θ oj (s))− c¯(θi(s),s)]ds
= η(ui; c¯)+ lim
T→∞
1
T
∫ T
0
[
1
N ∑j 6=i
c•(θi(s),θ oj (s))− c¯(θi(s),s)]ds
:= η(ui; c¯)+ I1. (A.6)
Similarly,
η (POP)i (u
o
i ;u
o
−i) = η(u
o
i ; c¯)+ limT→∞
1
T
∫ T
0
[
1
N ∑j 6=i
c•(θ oi (s),θ
o
j (s))− c¯(θ oi (s),s)]ds
:= η(uoi ; c¯)+ I2. (A.7)
Combining (A.6) and (A.7),
η (POP)i (ui;u
o
−i) = η(ui; c¯)+ I1 ≥ ηi(uoi ; c¯)+ I1 = η (POP)i (uoi ;uo−i)− I2+ I1 ≥ η (POP)i (uoi ;uo−i)−(|I1|+ |I2|), (A.8)
where the first inequality is due to (2.21). The result follows by using the estimate shown in Proposi-
tion 2.3.4.
We now consider the case where the ith oscillator uses any admissible policy, that is not necessarily
periodic state-feedback. The result in this case follows from using (A.8) together with (iii) in Prop. 2.3.2.
Since, the optimal policy for ith oscillator , ui(t) = ϕ∗(θi(t),θ−i(t), [t]τ) := u∗i (t), is itself a continuous
periodic state-feedback, we have using (A.8),
η (POP)i (u
∗
i ;u
o
−i)≥ η (POP)i (uoi ;uo−i)− (|I1|+ |I2|).
With any admissible control, η (POP)i (ui;u
o
−i)≥ η (POP)i (u∗i ;uo−i) and the estimate follows for the general case.
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A.4 Proof of Theorem 2.4.3
A λ ∈ C is in the spectrum ofL (k)R if the inverse [Iλ −L (k)R ]−1 does not exist as a bounded linear operator
onHϖ ×Hϖ .
(i) Continuous spectrum: We provide a proof of continuous spectrum only for C•k = 0. The proof for
C•k 6= 0 is conceptually similar but some of the calculations are a bit more involved. We consider the
equation
(λ I−L (k)R )
(
H(ω)
P(ω)
)
=
(
υ(ω)
ζ (ω)
)
where υ(ω), ζ (ω) ∈Hϖ . Explicitly, this gives
(λ − σ
2
2
k2+ kωi)H(ω) = υ(ω),
(λ +
σ2
2
k2+ kωi)P(ω) =− 1
2piR
H(ω)+ζ (ω).
Formally the inverse, if it exists, is given by
H(ω) =
1
λ − σ22 k2+ kωi
υ(ω), (A.9)
P(ω) =
1
λ + σ22 k2+ kωi
[
− 1
2piR
H(ω)+ζ (ω)
]
. (A.10)
The proof that L (k)R is 1-1 for all λ ∈ C is now straightforward. If υ(ω) = 0 then H(ω) = 0 in Hϖ
using (A.9) and if additionally ζ (ω) = 0 then P(ω) = 0 inHϖ using (A.10).
Using the formula for the inverse, the inverse operator is bounded if and only if λ /∈ S(k)c . If λ =
λ0 = σ
2
2 k
2− kω0i ∈ S(k)c for some ω0 ∈ Ω, then λ0− σ22 k2 + kωi = 0 for ω = ω0 and the inverse(
λ0− σ22 k2+ kωi
)−1 in (A.9) is not bounded. The converse also follows similarly.
Finally, the range of λ0I−L (k)R is dense inHϖ : e.g., the space of C1 functions with υ(ω0) = υ ′(ω0) =
0, is a dense subset.
(ii) Discrete spectrum: For each k ≥ 1, let (Hk,Pk)T denote the eigenvector corresponding to an eigen-
value λ . We assume λ /∈ S(k)c , the set contained in continuous spectrum. We have:
λHk(ω) =
(
σ2
2
k2− kωi
)
Hk(ω)−piC•k
∫
Ω
Pk(ω)g(ω)dω, (A.11)
λPk(ω) =− k
2
2piR
Hk(ω)−
(
σ2
2
k2+ kωi
)
Pk(ω). (A.12)
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We formally obtain from (A.12),
Pk(ω) =− k
2
2piR
Hk(ω)
λ + σ22 k2+ kωi
and on substituting this into (A.11),
Hk(ω) =− k
2C•k
2R(λ − σ22 k2+ kωi)
∫
Ω
Hk(ω)
λ + σ22 k2+ kωi
g(ω)dω. (A.13)
The solution Hk,Pk ∈ Hϖ because λ /∈ S(k)c , i.e., λ ± σ2/2k2 + kωi 6= 0 for all values of ω ∈ Ω.
Denote b :=
∫
Ω
Hk(ω)
λ+ σ22 k2+kωi
g(ω)dω which is a constant independent of ω . This gives Hk(ω) =
−bC•k k2
(
2R(λ − 12σ2k2 + kωi)
)−1. Substituting this into (A.13) yields the characteristic equation
for λ :
k2C•k
2R
∫
Ω
g(ω)
(λ − σ22 k2+ kωi)(λ + σ
2
2 k
2+ kωi)
dω−1 = 0. (A.14)
For k =−1,−2, . . ., the eigenvalue is complex conjugate λ¯ .
A.5 Proof of Lemma 2.4.5
Comparison of the characteristic equation (2.28) and the induced norm (2.35) reveal that there is an eigen-
value λ = iλI on the imaginary axis if and only if∫
Ω
Mˆ1(iλI,ω)g(ω)dω =−1.
It immediately follows that if ‖Mˆ1(λ ,ω)‖∞ < 1 then there is no eigenvalue on the imaginary axis. The
converse is true because
∫
Ω Mˆ1(iλI,ω)g(ω)dω is a continuous non-positive function of λI , and furthermore
its value is zero for λI → ∞.
A.6 Proof of Theorem 2.4.6
We consider the Fourier representation (2.25) of the solution. For k 6= ±1, the Fourier coordinates Hk = 0,
Pk = e(−
σ2
2 k
2−kωi)t as shown in (2.30). For k = 1, the Fourier coordinate P1(t,ω) is a solution of the fixed-
point equation (2.33):
P1(t,ω) = e−(
σ2
2 +iω)tQ1(ω)+M (1)P1(t,ω).
If the roots of the characteristic equation are not on the imaginary axis, then M (1) is a contraction (using
Lemma 2.4.5) and there exists a unique solution
P1(t,ω) = (I−M (1))−1e−( σ
2
2 +iω)tQ1(ω),
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and using (2.31),
H1(t,ω) =−pi4 e
( σ
2
2 −ωi)t
∫ ∞
t
e(−
σ2
2 +ωi)τ
∫
Ω
P1(τ,ω)g(ω)dω dτ.
A.7 Proof of Lemma 2.4.9
For the traveling wave solution (see ansatz (2.36)), we assume wave speed a = ω = 1. This implies that the
left hand side of the FPK and the HJB PDEs,
∂t p+ω∂θ p = 0, ∂t p+ω∂θ p = 0. (A.15)
We denote u∗ =− 1R∂θh and using (A.15), the FPK equation (2.15b) is given by
∂θ [pu∗] =
σ2
2
∂ 2θθ p,
∴, u∗ = σ
2
2
∂θ ln(p)+
K
p
, (A.16)
where K is the constant of integration. Now, u∗ =− 1R∂θh where h is periodic. So,
∫ 2pi
0 u
∗ dθ = 0. Integrating
both sides of (A.16) over [0,2pi], we have
0 =
∫ 2pi
0
u∗ dθ = K
∫ 2pi
0
1
p
dθ ,
i.e., K = 0 and
u∗ =
σ2
2
∂θ ln(p). (A.17)
Using (A.15), the HJB equation (2.15a) is given by
− 1
2R
(∂θh)2+
σ2
2
∂ 2θθh = η
∗(ω)− c¯, (A.18)
where c¯(·) = ∫ 2pi0 c•(·,ϑ)p(ϑ)dϑ . We introduce the Hopf-Cole transformation coordinate v as
v = exp(− 1
σ2R
h), (A.19)
to simplify the HJB equation (A.18) to −∂ 2θθv = 2σ4R(η∗− c¯)v.
Finally, using (A.17) and (A.19), we obtain σ
2
2 ∂θ ln(p) = u
∗ =− 1R∂θh = σ2∂θ ln(v). This gives p = v2,
where we have dropped the constant of integration because h is defined only up to a constant. We thus obtain
the eigenvalue problem expressed only in terms of v with the constraint that
∫
v2(θ)dθ = 1 because p = v2
is a density.
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A.8 Proof of Theorem 2.4.11
The proof follows closely the Hopf bifurcation theorem using the method of Lyapunov-Schmidt; cf., [83].
We outline below the main steps where some of the calculations from the proof of the Hopf bifurcation will
be assumed here.
(i) Symmetry: The nonlinear operator G is equivariant with respect to the spatial symmetry group O(2):
SO(2) : τϑ [v(θ)] = v(θ +ϑ), for ϑ ∈ [0,2pi]
Z2 : σ [v(θ)] = v(−θ).
Note that the rotation symmetry SO(2) arises because the convolution kernel c• is spatially invariant,
and reflection symmetry Z2 is because c• is assumed to be an even function (see Assump. 2.4.1 in
Sec. 2.4).
The O(2)-equivariance allows us to look for solutions with respect to even (or odd) functions v(θ).
In particular, denote Xe := {v ∈ X : v(θ) = v(−θ)} and similarly for Ye. Then by equivariance,
G : Xe×R+×R+→ Ye.
(ii) Linear analysis: About the incoherence solution v0, the linearization is given by (2.40). We consider
the restriction of the linear operator LR to the space of even functions Xe. The eigenvalues are still
given by λ = λk =−k2− 2σ4RC•k for k = 0,1,2, . . . The eigenspace for the kth eigenvalue λ = λk is now
one-dimensional, and is given by span{cos(kθ)}. We consider the eigenvalue λ = λ1 =−1− 2σ4RC•1
with eigenspace span{cos(θ)}. The eigenvalue λ = 0 for the critical parameter value R = 12σ4 =: Rc.
It is easily verified that the operatorLR is self-adjoint with respect to the standard inner product
< v,w>=
1
pi
∫
v(θ)w(θ)dθ ,
where v,w ∈ L2([0,2pi]) are assumed to be periodic functions in domain of the operator. The operator
is self-adjoint because the convolution kernel c• is spatially invariant and even.
(iii) Integral constraint: Suppose v ∈ Xe is any solution of the nonlinear eigenvalue problem (2.37).
Integrate over [0,2pi] to obtain:
η−C•0
∫
v2(θ)dθ − 1∫
v(θ)dθ ∑k
C•k
∫
v(θ)cos(kθ)dθ
∫
v2(θ)cos(kθ)dθ = 0.
As a result, the constraint (2.38)
∫
v2(θ)dθ −1 = 0 can be replaced by an equivalent constraint:
B′(v,η) := η−C•0−
1∫
v(θ)dθ ∑k
C•k
∫
v(θ)cos(kθ)dθ
∫
v2(θ)cos(kθ)dθ = 0. (A.20)
(iv) Lyapunov-Schmidt reduction: We consider R = Rc and denote Lc = LR|R=Rc . We denote N =
ker(Lc) = span{φ} where φ := cos(θ). Because Lc is self-adjoint, the range of Lc is given by
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R(Lc) = {y ∈ Ye :< y,φ >= 0}. We consider a direct-sum decomposition Xe = N⊕M where M :=
{v ∈ Xe : < v,φ >= 0}, and similarly Ye = N⊕R(Lc). By expressing v = v0 + xcos(θ)+w where
w ∈M and defining a projection operator P : Ye → N by Py :=< y,φ > φ , we express the operator
equation G(v,η ,R) = 0 as
PG(v0+ xcos(θ)+w,η ,R) = 0, (A.21)
(I−P)G(v0+ xcos(θ)+w,η ,R) = 0. (A.22)
Now, Lc : M→ R(Lc) is invertible and using implicit function theorem, we have a unique solution
w = wˆ(x,η ,R) of (A.22) in some local neighborhood of (0,η0,Rc)⊂ R×R+×R+. Substituting this
solution in (A.21), we obtain a scalar equation
s1(x,η ,R) := PG(v0+ xcos(θ)+ wˆ(x,η ,R),η ,R) = 0. (A.23)
and the constraint gives another scalar equation
s2(x,η ,R) := B′(v0+ xcos(θ)+ wˆ(x,η ,R),η) = 0. (A.24)
Note by construction there exists a trivial solution s1(0,η0,R) = 0 and s2(0,η0,R) = 0 for all R ∈ R+
and in particular for R = Rc. Our objective then is to obtain non-trivial solutions of (A.23) - (A.24) in
terms of the three unknowns (x,η ,R).
(v) Scalar equation (A.23): The implicit solution of s1(x,η ,R) = 0 follows using standard Hopf bifur-
cation calculations; cf., [83]. In particular, O(2) symmetry implies a representation
s1(x,η ,R) = s˜1(x2,η ,R)x
and a direct calculation shows that
∂ s˜1
∂R
(0,η0,Rc) =
∂ 2s1
∂x∂R
(0,η0,Rc) = < φ ,
∂ 2
∂x∂R
G(v0+ xφ +w,η ,R)>
∣∣∣∣
x=0,η=η0,R=Rc
= < φ ,
d
dR
LRφ >
∣∣∣∣
R=Rc
=
dλ1
dR
(Rc)< φ ,φ >=
2
σ4R2c
C•1 6= 0.
By using implicit function theorem, we obtain a unique solution R = Rˆ(x2,η) of the scalar equa-
tion (A.23) in some local neighborhood of (0,η0)⊂ R×R+.
(vi) Scalar equation (A.24): By substituting v = v0 + xcos(θ) + wˆ(x,η , Rˆ(x2,η)) to directly evaluate
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B′(v,η) using (A.20), we obtain a representation s2(x,η ,R) = s˜2(x2,η) and direct calculation shows
∂ s˜2
∂η
(0,η0) = 1.
By using implicit function theorem again, we obtain a unique solution η = ηˆ(x2) of the scalar equa-
tion (A.24) in some local neighborhood of 0⊂ R.
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APPENDIX B
PROOFS FOR CHAPTER 3
B.1 Proof of Theorem 3.3.2
Using the definition for Q-function (3.6),
Hα(θ ,u;ω, p) = c¯(θ ; p)+ 12 Ru
2+(ω−1+u)∂θhα(θ ;ω)+ σ
2
2
∂ 2θθh
α(θ ;ω),
where
c¯(θ ; p) =
∫
Ω
∫ 2pi
0
c•(θ −ϑ)p(ϑ ;ω)g(ω)dϑ dω
=
∫
Ω
∫ 2pi
0
1
2 sin
2
(
θ −ϑ
2
)
p(ϑ ;ω)g(ω)dϑ dω,
= 14 − 14 (pc cos(θ)+ ps sin(θ)) .
Now, because the cost is quadratic in u and dynamics linear in u, the minimum of the Q-function (see (3.7)),
Hα(θ ;ω, p) = min
u
Hα(θ ,u;ω, p)
= c¯(θ ; p)− 1
2R
(∂θhα(θ ;ω))2+(ω−1)∂θhα(θ ;ω)+ σ
2
2
∂ 2θθh
α(θ ;ω). (B.1)
Substituting the parametrization (P2), and simplifying, this is evaluated to
Hα(θ ;ω, p) = 14 − 14 (pc cos(θ)+ ps sin(θ))−
1
2R
A21(ω; p)sin
2(θ −ζ1(ω; p))
+(ω−1)A1(ω; p)sin(θ −ζ1(ω; p))+ σ
2
2
A1(ω; p)cos(θ −ζ1(ω; p)). (B.2)
Set ηα(ω; p) = 12pi
∫ 2pi
0 H
α(θ ;ω, p)dθ = 14 − 14R A21(ω; p) to obtain the Bellman error (see (3.10)),
L α(θ ;ω, p) :=Hα(θ ;ω, p)−ηα(ω; p). (B.3)
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The projections, in Eqn. (3.12), are evaluated as
〈L α ,cos1〉=
∫ 2pi
0
L α(θ ;ω, p)cosθ dθ =− pc
4
pi+A1pi
[
−(ω−1)sinζ1+ σ
2
2
cosζ1
]
,
〈L α ,sin1〉=
∫ 2pi
0
L α(θ ;ω, p)sinθ dθ =− ps
4
pi+A1pi
[
(ω−1)cosζ1+ σ
2
2
sinζ1
]
.
The optimal parameter values, described in Eqn. (3.13) - (3.14), are obtained by simultaneously solving the
two equations 〈L α ,cos1〉= 0 and 〈L α ,sin1〉= 0.
Substituting the optimal parameter values (A∗1,ζ ∗1 ) in (B.2),
Hα
∗
= 14 − 14 (pc cos(θ)+ ps sin(θ))−
p2s + p
2
c
64Rr2
(1− cos2(θ −ζ ∗1 ))+
√
p2s + p2c
4
cos(∠(pc+ ips)−θ)
= 14 −
1
64Rr2
(
p2c + p
2
s
)
︸ ︷︷ ︸
η∗(ω;p)
+
1
64Rr2
(
p2c + p
2
s
)
cos2(θ −ζ ∗1 )︸ ︷︷ ︸
L α∗ (θ ;ω,p)
.
This gives the formulae (3.16) and (3.17) for the average cost and the pointwise Bellman error, respectively.
B.2 Calculation of mean-field limit of hαi (θ , t)
The approximation is calculated directly as follows:
hαi (θ ;θ−i(t)) =−A∗i
1
N ∑j 6=i
cos(θ −θ j(t)−ζ ∗i )
≈−A∗(ωi; p)
∫
Ω
∫ 2pi
0
cos(θ −ϑ −ζ ∗(ωi))p(ϑ ; t,ω)g(ω)dϑ dω
=−A∗
∫
Ω
∫ 2pi
0
cos(θ −ϑ −ζ ∗)p(ϑ − t;ω)g(ω)dϑ dω
=−A∗
∫
Ω
∫ 2pi
0
(cos(θ − t−ζ ∗)cos(r)+ sin(θ − t−ζ ∗)sin(r)) p(r;ω)g(ω)dr dω
=−A∗ [pc cos(θ − t−ζ ∗)+ ps sin(θ − t−ζ ∗)]
=−A∗
√
p2c + p2s cos(θ − t−ζ ∗−∠(pc+ ips)) =: hα(θ − t;ω).
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B.3 Gradient of the Galerkin error for (P2)
By repeating the steps in the proof of Theorem 3.3.2 (Eqn. (B.1) - (B.3)) now with parametrization (3.22),
the pointwise Bellman error is evaluated as,
L α(θ , t;ω, p) =−14 pc cos(θ − t)− 14 ps sin(θ − t)
+
1
4R
A2(t;ω)(p2c + p
2
s )cos2(θ − t−ζ (t;ω)−∠(pc+ ips))
+(ω−1)A(t;ω)
√
p2c + p2s sin(θ − t−ζ (t;ω)−∠(pc+ ips))
+
σ2
2
A(t;ω)
√
p2c + p2s cos(θ − t−ζ (t;ω)−∠(pc+ ips)).
The pointwise Bellman error is used to compute the projections:
〈L α ,cos1〉= 14pi(−pc cos t+ ps sin t)−pi(ω−1)A
√
p2c + p2s sin(t+ζ +∠(pc+ ips))
+
σ2
2
piA
√
p2c + p2s cos(t+ζ +∠(pc+ ips)),
〈L α ,sin1〉=−14pi(pc sin t+ ps cos t)+pi(ω−1)A
√
p2c + p2s cos(t+ζ +∠(pc+ ips))
+
σ2
2
piA
√
p2c + p2s sin(t+ζ +∠(pc+ ips)).
The Galerkin loss function is then evaluated as,
eGal(α, t;ω, p) = |〈L α ,cos1〉|2+ |〈L α ,sin1〉|2
=
pi2
16
(p2c + p
2
s )+pi
2
{
(A)2(p2c + p
2
s )[(ω−1)2+(
σ2
2
)2]
+
A
2
(p2c + p
2
s )
[
(ω−1)sinζ − σ
2
2
cosζ
]}
.
Explicit differentiation gives the gradient formulae (3.23)-(3.24).
B.4 Proof of Theorem 3.4.1
The four equilibria are obtained by setting the right hand side of ODE (3.27) to zero,
4Ai[(ωi−1)2+(σ
2
2
)2]+ (ωi−1)sinζi− σ
2
2
cosζi = 0,
Ai[(ωi−1)cosζi+ σ
2
2
sinζi] = 0.
The four equilibria are also depicted in Fig. 3.2, the phase space plot of ODE (3.27). The local stability of
the equilibria is deduced by evaluating the eigenvalues of the Jacobian of the right hand side of (3.27) at the
equilibria. The formulae for the eigenvalues appear in Table B.1.
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Table B.1: Equilibria and its stability of algorithm (3.27)
equilibria values eigenvalues of Jacobian stability
α¯(1)i (A
∗
i ,ζ ∗i ) −1, −( 14r )2
α¯(2)i (−A∗i ,ζ ∗i −pi) −1, −( 14r )2 stable
α¯(3)i (0,ζ
∗
i − 12pi) −2r+
√
4r2+1
4r > 0, unstable
α¯(4)i (0,ζ
∗
i + 12pi) −2r+
√
4r2+1
4r < 0
where r =
√
(ωi−1)2+(σ22 )2 > 0
The two equilibria {α¯(1)i , α¯(2)i } constitute a “global” attracting set (almost sure in R× [0,2pi]) for (3.27).
This may be verified by considering a candidate Lyapunov function,
V (αi) =
(
Ai− 14r cos(ζi−ζ
∗
i )
)2
+
(
1
4r
sin(ζi−ζ ∗i )
)2
,
where r =
√
(ωi−1)2+(σ22 )2. It is easy to verify: (1) V ≥ 0 and V (α¯
(1)
i ) = V (α¯
(2)
i ) = 0; (2) V˙ =
−8εΓ2N(t)r2
(
Ai− 14r cos(ζi−ζ ∗i )
)2− 12εΓ2N(t)A2i sin2(ζi−ζ ∗i )< 0 when αi 6= α¯(k)i and V˙ = 0 when αi = α¯(k)i
for all k = 1, . . . ,4.
B.5 Proof of Theorem 3.5.2
The proof for the continuous spectrum follows from a standard argument (see [99] or Sec. 4.2.2 in [4]) and
is omitted. The calculation for discrete spectrum is described for k =±1, where it is assumed λ /∈ S(k)c . Let
Pk(ω) denote the eigenvector corresponding to an eigenvalue λ . Then
(λ +
σ2
2
+ ikω)Pk(ω) =
A∗(ω)e−ikζ ∗(ω)
2R
∫
Ω
Pk(υ)g(υ)dυ .
Denote
bk :=
∫
Ω
Pk(υ)g(υ)dυ , (B.4)
which is a constant independent of ω . This gives
Pk(ω) =
A∗(ω)e−ikζ ∗(ω)
2R
bk
λ + σ22 + kωi
.
Substituting Pk(ω) into (B.4) yields the characteristic equation for λ ,
1 =
1
2R
∫
Ω
e−ikζ ∗(υ)
λ + σ22 + kυ i
A∗(υ)g(υ)dυ . (B.5)
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B.6 Proof of Theorem 3.5.3
The proof follows in two steps by verifying conditions for the Hopf bifurcation:
(i) A critical value, R = Rc, is identified where the linearization, Lo := LR
∣∣
R=Rc
, has a pair of simple
purely imaginary eigenvalues.
(ii) It is shown that the eigenvalues cross the imaginary axis with a non-zero speed.
Step 1 (Critical value): The eigenvalues are obtained as a solution of the characteristic equation (B.5).
Denote F(λ ,R) := 12R
∫
Ω
e−iζ∗(ω)
λ+ σ22 +ωi
A∗(ω)g(ω)dω. The characteristic equation for k = 1 is given by
F(λ ,R) = 1. (B.6)
At the critical value R = Rc, the eigenvalue is purely imaginary, i.e., λ = ib. Substituting this in (B.6) gives
two equations for the real and imaginary part
1
2R
∫
Ω
σ2
2 cosζ
∗(ω)− (ω+b)sinζ ∗(ω)
(ω+b)2+(σ22 )2
A∗(ω)g(ω)dω = 1, (B.7a)
1
2R
∫
Ω
(ω+b)cosζ ∗(ω)+ σ
2
2 sinζ
∗(ω)
(ω+b)2+(σ22 )2
A∗(ω)g(ω)dω = 0. (B.7b)
On substituting expression (3.14) for A∗(ω), ζ ∗(ω) in (B.7b), one obtains b = −1. The expression (B.7a)
becomes, after some simplification,
1 =
1
8R
∫
Ω
g(ω)
(ω−1)2+(σ22 )2
dω,
whose solution gives the critical value R = Rc. For uniform distribution of ω , the critical value has an
analytical expression given by (3.34). At the critical value, λ =−i.
Step 2 (Eigenvalue speed): In order to calculate the speed of eigenvalue as it crosses imaginary axis at
R = Rc, differentiate F in (B.6) with respect to R to obtain,
∂F
∂R
+
∂F
∂λ
dλ
dR
∣∣∣∣
R=Rc
= 0.
Evaluating the expression at R = Rc gives the formula for eigenvalue speed,
dλ
dR
∣∣∣∣
R=Rc
=−
∂F
∂R
∣∣
R=Rc
∂F
∂λ
∣∣
R=Rc
. (B.8)
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The numerator and denominator are evaluated by direct differentiating F in (B.6):
∂F
∂R
∣∣∣∣
R=Rc
=− 1
2R2c
∫
Ω
e−iζ ∗(ω)
(ω−1)i+ σ22
A∗(ω)g(ω)dω
=− 1
Rc
, (since F(−i,Rc) = 1)
and
∂F
∂λ
∣∣∣∣
R=Rc
=− 1
2Rc
∫
Ω
(σ
2
2 cosζ
∗− (ω−1)sinζ ∗)(σ22 − (ω−1)i)
[(ω−1)2+(σ22 )2]2
A∗(ω)g(ω)dω
=− 1
2Rc
∫
Ω
σ2
2
4[(ω−1)2+(σ22 )2]2
g(ω)dω.
For the uniform distribution, ∂F∂λ has an analytical expression
∂F
∂λ
∣∣∣∣
R=Rc
=

− 1Rcσ6 < 0 if γ = 0,
− 14Rcγσ4
(
σ2
2 γ
( σ
2
2 )
2+γ2
+ tan−1
(
2γ
σ2
))
< 0 if γ > 0.
In all cases, using (B.8),
dλ
dR
∣∣∣∣
R=Rc
< 0.
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APPENDIX C
PROOFS FOR CHAPTER 4
C.1 Proof of Lemma 4.2.1
Using the ansatz (4.1), Eqn. (2.15b) can be written as
(ω−a)∂θ˜ p˜ =−∂θ˜ [p˜u˜]+
σ2
2
∂ 2θ˜ θ˜ p˜.
Integrating both sides of the equation with respect to θ˜ , we have
u˜ =
σ2
2
∂θ˜ p˜
p˜
+(a−ω)+ K(ω)
p˜
, (C.1)
where K denotes the constant of integration. Integrating both sides of the resulting equation (C.1) from 0 to
2pi once more, we obtain
∫ 2pi
0
u˜dθ˜ =
∫ 2pi
0
σ2
2
∂θ˜ ln p˜dθ˜ +K
∫ 2pi
0
1
p˜
dθ˜ +(a−ω)2pi.
Using the fact that h˜ and p˜ are 2pi-periodic in θ˜ , we have
0 = 0+K
∫ 2pi
0
1
p˜
dθ˜ +(a−ω)2pi,
which implies
K(ω) =
(ω−a)2pi∫ 2pi
0 (p˜)−1 dθ˜
. (C.2)
We obtain the result (4.2) by substituting (C.2) back in (C.1).
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C.2 Proof of Lemma 4.2.2
Let (h, p,η∗) be the solution of form (4.1) of the PDEs (2.15a)-(2.15c). Then the optimal control is given
by u∗ =− 1R∂θh. We have shown that u∗ also satisfies (4.2). So we obtain
∂θ˜ h˜ =−
Rσ2
2
∂θ˜ ln p˜−R(a−ω)
(
1− 2pi
p˜
∫
p˜−1
)
. (C.3)
Applying the partial derivative with respect to θ on both sides of (C.3), we obtain
∂ 2θ˜ θ˜ h˜ =−
Rσ2
2
p˜∂ 2θ˜ θ˜ p˜− (∂θ˜ p˜)2
p˜2
−R(a−ω) 2pi
p˜
∫
p˜−1
∂θ˜ p˜
p˜
.
Let v(θ˜ ,ω) =
√
p˜(θ˜ ;ω), then
∂θ˜ h˜ =−Rσ2
∂θ˜v
v
−R(a−ω)
(
1− 2pi
v2
∫
v−2
)
,
∂ 2θ˜ θ˜ h˜ =−Rσ2
∂ 2θ˜ θ˜v
v
+Rσ2
(
∂θ˜v
v
)2
−2R(a−ω) 2pi
v2
∫
v−2
∂θ˜v
v
.
(C.4)
Using Eqn. (4.1) and Eqn. (2.15a), we have
(ω−a)∂θ˜ h˜ =
1
2R
(∂θ˜ h˜)
2− c¯+η∗− σ
2
2
∂ 2θ˜ θ˜ h˜. (C.5)
Substituting (C.4) into (C.5), we obtain the left hand side (LHS) of (C.5) as
LHS =−Rσ2(ω−a)∂θ˜v
v
+R(ω−a)2
(
1− 2pi
v2
∫
v−2
)
,
and the right hand side (RHS) of (C.5) as
RHS =
Rσ4
2
∂ 2θ˜ θ˜v
v
+
R
2
(ω−a)2
(
1− 2pi
v2
∫
v−2
)2
−Rσ2(ω−a)∂θ˜v
v
+(η∗− c¯).
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So Eqn. (C.5) becomes
0 =
Rσ4
2
∂ 2θ˜ θ˜v
v
+
R
2
(ω−a)2
(
1− 2pi
v2
∫
v−2
)2
−R(ω−a)2
(
1− 2pi
v2
∫
v−2
)
+(η∗− c¯),
=
Rσ4
2
∂ 2θ˜ θ˜v
v
− R
2
(ω−a)2
(
1− 2pi
v2
∫
v−2
)(
1+
2pi
v2
∫
v−2
)
+(η∗− c¯) (C.6)
Multiplying both sides of (C.6) with 2vRσ4 and replacing θ˜ by θ , we obtain the nonlinear equation (4.3).
Finally, (4.4) is just the constraint for density function p˜ = v2, and (4.5) is the same as (2.15c).
C.3 Proof of Theorem 4.3.1
Consider the linear eigenvalue problem L (R,a)v = λv. We substitute the Fourier expansion of c• in As-
sumption (A1) and that of v(θ ,ω,a) = v0 +∑∞k=1 (ak(ω,a)cos(kθ)+bk(ω,a)sin(kθ)) in it and equate ac-
cording to cos(kθ) and sin(kθ) resulting in(
k2+
4(ω−a)2
σ4
+λ
)
ak =− 2C
•
k
σ4R
∫
Ω
ak, (C.7)(
k2+
4(ω−a)2
σ4
+λ
)
bk =− 2C
•
k
σ4R
∫
Ω
bk. (C.8)
If λ = −k2− 4(ω−a)2σ4 , it gives the kth continuous eigenvalue. If λ 6= −k2−
4(ω−a)2
σ4 and C
•
k 6= 0, it gives the
kth discrete eigenvalue. Note that the right-hand side of (C.7) is a constant with respect to ω . We denote it
as L and reformulate (C.7) to obtain
L =− 2C
•
k
σ4R
∫
Ω
Lg(ω)
k2+ 4(ω−a)
2
σ4 +λ
dω.
Removing L in both sides of the equation, we obtain S(k)d . Eqn. (C.8) gives us the same formulae. So the
corresponding eigenspace is given by span{cos(kθ),sin(kθ)}.
C.4 Proof of Lemma 4.3.2
Because λ (R,a) ∈ S(1)d , it satisfies the equation
C•1
2R
∫
Ω
g(ω)
(ω−a)2+ σ44 (1+λ )
dω+1 = 0. (C.9)
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Denote the left-hand side of (C.9) as F(λ ,R,a). Then, F(λ ,R,a) = 0. So
0 =
d
dR
F(λ (Rc,a0),Rc,a0)
=
∂
∂R
F(λ ,R,a)+
∂F
∂λ
∂
∂R
λ (R,a)
∣∣∣
R=Rc,a=a0
.
Hence, we obtain
∂
∂R
λ (Rc,a0) =−
∂F
∂R
∂F
∂λ
∣∣∣∣
R=Rc,a=a0
. (C.10)
From (C.9), we obtain
∂F
∂R
∣∣∣
R=Rc,a=a0
=− C
•
1
2R2c
∫
Ω
g(ω)
(ω−a0)2+ σ44 (1+λ (Rc,a0))
dω
=− C
•
1
2R2c
∫
Ω
g(ω)
(ω−a0)2+ σ44
dω
=−4C
•
1
Rc
, (C.11)
where the second equation uses λ (Rc,a0) = 0, and
∂F
∂λ
∣∣∣
R=Rc,a=a0
=
C•1
2Rc
∫
Ω
g(ω)(−σ44 )(
(ω−a0)2+ σ44
)2 dω
=−σ
4C•1
8RC
∫
Ω
g(ω)
ρ4(ω,a0)
dω. (C.12)
Denote K(a) =
∫
Ω
g(ω)
ρ4(ω,a) dω and substitute (C.11)-(C.12) in (C.10), one gets the result (4.9).
137
APPENDIX D
PROOFS FOR CHAPTER 5
D.1 Proof of lemma 5.3.1
We consider the functional I[v] = I1[v]+ I2[v]+ I3[v] where
I1[v] =
∫ 2pi
0
c¯v2 dθ ,
I2[v] =
∫ 2pi
0
Rσ4
2
(∂θv)2−λv2 dθ ,
I3[v] =
∫ 2pi
0
R
2
(ω−a)2v2
(
1− 2pi
v2
∫
v−2
)2
dθ ,
and derive its first variation. For I1[v], we have
DI1[v] · v′ =
∫ 2pi
0
2c¯v · v′ dθ . (D.1)
For I2[v], we have
DI2[v] · v′ =
∫ 2pi
0
−Rσ4∂ 2θθv · v′−2λv · v′ dθ . (D.2)
For small value of ε , we have∫
(v+ εv′)−2 =
∫ 1
v2(1+2 v′v ε+(
v′
v )
2ε2)
≈
∫ 1
v2
(
1−2ε v
′
v
)
=
∫ ( 1
v2
− 2v
′
v3
ε
)
Then
2pi
(v+ εv′)2
∫
(v+ εv′)−2
≈ 2pi
(v2+2vv′ε)
(∫ 1
v2 −
∫ 2v′
v3 ε
)
=
2pi
v2
∫ 1
v2 + ε
(
2vv′
∫ 1
v2 − v2
∫ 2v′
v3
)
≈ 2pi
v2
∫ 1
v2
(
1− ε 2vv
′ ∫ 1
v2 − v2
∫ 2v′
v3
v2
∫ 1
v2
)
,
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and
I3[v+ εv′] =
R
2
(ω−a)2
∫ 2pi
0
(
v2+ ε2vv′
)(
1− 2pi
v2
∫ 1
v2
+ ε
2pi
v2
∫ 1
v2
2vv′
∫ 1
v2 − v2
∫ 2v′
v3
v2
∫ 1
v2
)2
dθ
≈ R
2
(ω−a)2
∫ 2pi
0
[
v2
(
1− 2pi
v2
∫ 1
v2
)2
+ ε2vv′
(
1− 2pi
v2
∫ 1
v2
)2
+ ε2v2
(
1− 2pi
v2
∫ 1
v2
)
2pi
v2
∫ 1
v2
2vv′
∫ 1
v2 − v2
∫ 2v′
v3
v2
∫ 1
v2
]
dθ
=
R
2
(ω−a)2
∫ 2pi
0
[
v2
(
1− 2pi
v2
∫ 1
v2
)2
+ ε2vv′
(
1− 2pi
v2
∫ 1
v2
)2
+ ε
(
1− 2pi
v2
∫ 1
v2
)
2pi
v2
∫ 1
v2
4vv′
]
dθ .
Therefore, we obtain
DI3[v] · v′ = lim
ε→0
I3[v+ εv′]− I3[v]
ε
=
∫ 2pi
0
R(ω−a)2
1−( 2pi
v2
∫ 1
v2
)2v · v′ dθ (D.3)
Using (D.1)-(D.3), we have obtain the nonlinear problem (5.9). Finally, (5.10) is the same constraint as
(5.8).
D.2 Proof of lemma 5.3.2
The proof for the first half is same as Lem. 5.3.1. We only have to show λ ∗(ω,a) = η∗g (ω,a). Multiply both
sides of (5.9) with Rσ
4v∗
2 and integrate to obtain
∫ 2pi
0
[
Rσ4
2
v∗∂ 2θθv
∗+(λ ∗− c¯∗)(v∗)2− R
2
(ω−a)2
(
1−
(
2pi
(v∗)2
∫
(v∗)−2
)2)
(v∗)2
]
dθ = 0.
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Because
∫ 2pi
0 (v
∗)2 dθ = 1, we have
λ ∗ =
∫ 2pi
0
[
− Rσ
4
2
v∗∂ 2θθv
∗+ c¯∗(v∗)2+
R
2
(ω−a)2
(
1−
(
2pi
(v∗)2
∫
(v∗)−2
)2)
(v∗)2
]
dθ
=−Rσ
4
2
v∗∂θv∗
∣∣∣∣2pi
0
+
∫ 2pi
0
Rσ4
2
(∂θv∗)2 dθ
+
∫ 2pi
0
[
c¯∗(v∗)2+
R
2
(ω−a)2
(
1−
(
2pi
(v∗)2
∫
(v∗)−2
)2)
(v∗)2
]
dθ
=
∫ 2pi
0
[
Rσ4
2
(∂θv∗)2+ c¯∗(v∗)2+
R
2
(ω−a)2
(
1−
(
2pi
(v∗)2
∫
(v∗)−2
)2)
(v∗)2
]
dθ
=
∫ 2pi
0
[
Rσ4
2
(∂θv∗)2+ c¯∗(v∗)2+
R
2
(ω−a)2
(
1− 2pi
(v∗)2
∫
(v∗)−2
)2
(v∗)2
]
dθ (D.4)
where the second equality is obtained through integration by parts of the first term, and the third equality is
obtained because v∗ is periodic function with period 2pi . From definition (5.7), the right hand side of (D.4)
equals η∗g (ω,a).
D.3 Proof of theorem 5.3.3
The two cost terms in the integrand of (D.5), given by
η (POP)i (ui;u−i) = limT→∞
1
T
∫ T
0
[c(θi;θ−i)+ 12 Ru
2
i ]ds, (D.5)
can be simplified as follows:
(i) The cost function c(θi;θ−i) is replaced by its mean-field approximation c¯(θ , t) as in (5.3).
(ii) We assume (p(θ , t),h(θ , t)) is a traveling wave solution with wave speed a. In this case,
c¯(θ , t) = c¯(θ −at), p(θ , t,ω) = p(θ −at,ω), h(θ , t,ω) = h(θ −at,ω).
From lemma 4.2.1, we have a relationship (4.2). From lemma 4.2.1, the relationship between the
optimal control ui and the density p is captured by (4.2); more specifically, ui = σ
2
2 ∂θ ln(p).
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Substituting this in (D.5), we obtain the approximation of η (POP)i as
ηi(p; c¯,ω,a) = lim
T→∞
1
T
∫ T
0
[
c¯(θi(s)−as)+ Rσ
4
8
(∂θ ln p)2(θi(s)−as,ω)
]
ds︸ ︷︷ ︸
=:I1
+ lim
T→∞
1
T
∫ T
0
[
R
2
(ω−a)2
(
1− 2pi
p
∫ 2pi
0 p−1 dθ
)2]
ds︸ ︷︷ ︸
=:I2
+ lim
T→∞
1
T
∫ T
0
[
Rσ2
2
(a−ω)(∂θ ln p)
(
1− 2pi
p
∫ 2pi
0 p−1 dθ
)]
ds.︸ ︷︷ ︸
=:I3
(D.6)
Since θi(s) is an ergodic process (See Prop. 2.3.1), the time average may be replaced by its expectation:
I1 =
∫ 2pi
0
p(θ ,ω) ·
[
c¯(θ)+
Rσ4
8
(∂θ ln p)2(θ ,ω)
]
dθ ,
I2 =
∫ 2pi
0
p(θ ,ω) ·
[
R
2
(ω−a)2
(
1− 2pi
p
∫
p−1
)2]
dθ ,
I3 =
∫ 2pi
0
p(θ ,ω) ·
[
Rσ2
2
(a−ω)(∂θ ln p)
(
1− 2pi
p
∫
p−1
)]
dθ ,
=
∫ 2pi
0
Rσ2
2
(a−ω)∂θ pdθ −
∫ 2pi
0
Rσ2
2
(a−ω) 2pi∫
p−1
(∂θ ln p)dθ = 0,
where the last equality holds because p is 2pi-periodic in θ . Substituting I1, I2 and I3 back in (D.6), we
obtain the following expression for ηi:
ηi(p; c¯,ω,a) =
∫ 2pi
0
p
c¯+ Rσ4
8
(∂θ ln p)2+
R
2
(ω−a)2
(
1− 2pi
p
∫ 2pi
0 p−1 dθ
)2 dθ . (D.7)
Through a substitution of the form v2(θ ,ω) = p(θ ,ω), we arrive at an expression for ηg(v; c¯,ω,a) in (5.7).
Since p = v2 and p is a density function, we obtain the constraint (5.8). Finally, the constraint (5.11) is the
consistency requirement of the mean field approximation.
D.4 Proof of lemma 5.3.4
Let (h, p,η∗) be the solution to the PDE (5.1)-(5.3). Then the optimal control is given by u∗ =− 1R∂θh. We
have shown that u∗ also satisfies (4.2). So we obtain
∂θh =−Rσ
2
2
∂θ ln p−R(a−ω)
(
1− 2pi
p
∫
p−1
)
. (D.8)
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Taking partial derivatives with respect to θ on both sides of (D.8), we obtain
∂ 2θθh =−
Rσ2
2
p∂ 2θθ p− (∂θ p)2
p2
−R(a−ω) 2pi
p
∫
p−1
∂θ p
p
. (D.9)
Let v =
√
p, then
∂θh =−Rσ2 ∂θvv −R(a−ω)
(
1− 2pi
v2
∫
v−2
)
,
∂ 2θθh =−Rσ2
∂ 2θθv
v
+Rσ2
(
∂θv
v
)2
−2R(a−ω) 2pi
v2
∫
v−2
∂θv
v
.
(D.10)
From the traveling wave ansatz (5.6) and Eqn. (5.1), we have
(ω−a)∂θh = 12R(∂θh)
2− c¯+η∗− σ
2
2
∂ 2θθh. (D.11)
Substituting (D.10) into (D.11), we obtain the left hand side (LHS) of (D.11) as
−Rσ2(ω−a)∂θv
v
+R(ω−a)2
(
1− 2pi
v2
∫
v−2
)
,
and the right hand side (RHS) of (D.11) as
Rσ4
2
∂ 2θθv
v
+
R
2
(ω−a)2
(
1− 2pi
v2
∫
v−2
)2
−Rσ2(ω−a)∂θv
v
+(η∗− c¯).
So Eqn. (D.11) becomes
0 =
Rσ4
2
∂ 2θθv
v
+
R
2
(ω−a)2
(
1− 2pi
v2
∫
v−2
)2
−R(ω−a)2
(
1− 2pi
v2
∫
v−2
)
+(η∗− c¯),
=
Rσ4
2
∂ 2θθv
v
− R
2
(ω−a)2
(
1− 2pi
v2
∫
v−2
)(
1+
2pi
v2
∫
v−2
)
+(η∗− c¯) (D.12)
Multiplying both sides of (D.12) with 2vRσ4 , we obtain the nonlinear equation (5.9). Finally, (5.10) is just the
constraint for density function p = v2, and (5.11) is the same as (5.3).
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D.5 Proof of theorem 5.3.5
By using the mean-field approximation (2.15c) and traveling wave ansatz (2.36), as N → ∞, η (OPT)(u) is
given by the following:
ηw(p;a) = lim
T→∞
1
T
∫ T
0
(∫
Ω
∫ 2pi
0
p(θ − s,ω ′)
∫
Ω
∫ 2pi
0
c•(θ −ϑ)p(ϑ − s,ω)g(ω)dϑ dω
g(ω ′)dθ dω ′
)
ds
+ lim
T→∞
1
T
∫ T
0
∫
Ω
∫ 2pi
0
p(θ − s,ω)12 Ru2g(ω)dω dθ ds
=: I1+ I2, (D.13)
Then by replacing the time average by the expectation, I1 may be rewritten as
I1 = lim
T→∞
1
T
∫ T
0
(∫
Ω
∫ 2pi
0
p(θ − s,ω ′)
∫
Ω
∫ 2pi
0
c•(θ −ϑ)p(ϑ − s,ω)g(ω)dϑ dω
g(ω ′)dθ dω ′
)
ds
=
∫
Ω
∫ 2pi
0
p(θ ,ω ′)
∫
Ω
∫ 2pi
0
c•(θ −ϑ)p(ϑ ,ω)dϑg(ω)dω dθg(ω ′)dω ′
=
∫
Ω
∫ 2pi
0
v2(θ ,ω ′)C [v](θ)dθg(ω ′)dω ′ (D.14)
where the last equality is obtained from p = v2 and the definition of C [v]. The traveling wave ansatz also
gives (4.2). Consequently, by leveraging the ergodicity of θ and replacing time averages by expectations, I2
may be simplified as
I2 = lim
T→∞
1
T
∫ T
0
∫
Ω
∫ 2pi
0
p(θ − s,ω)12 Ru2g(ω)dω dθ ds
= lim
T→∞
1
T
∫ T
0
∫
Ω
∫ 2pi
0
p(θ ,ω)12 R
(
σ2
2
∂θ ln p+
(
1− 2pi
p
∫
p−1
)
(a−ω)
)2
g(ω)dθ dω ds
=
∫
Ω
∫ 2pi
0
p(θ ,ω)12 R
(
σ2
2
∂θ ln p+
(
1− 2pi
p
∫
p−1
)
(a−ω)
)2
g(ω)dθ dω
=
∫
Ω
∫ 2pi
0
[
Rσ4
8
(∂θ p)2
p
+
Rp
2
(ω−a)2
(
1− 2pi
p
∫
p−1
)2
+
Rσ2
2
(a−ω)
(
∂θ p− 2pi∫ p−1 ∂θ ln p
)]
g(ω)dθ dω
=: I21+ I22+ I23
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The 2pi-periodic property of p gives I23 = 0. Let p = v2, we have
I2 = I21+ I22 =
∫
Ω
∫ 2pi
0
[
Rσ4
2
(∂θv)2+
R
2
v2(ω−a)2
(
1− 2pi
v2
∫
v−2
)2]
g(ω)dθ dω. (D.15)
Substituting (D.14) and (D.15) into (D.13), we arrive at the formula for ηw(v;a) in (5.12). Because p = v2
and p is a density function, we obtain the constraint (5.13). The required result follows.
D.6 Proof of lemma 5.3.6
The Euler-Lagrange equation (5.14) is obtained from considering the first variation of (5.12)-(5.13), which
can be derived similarly as in the proof of Lemma 5.3.1.
Multiplying both sides of (5.14) by σ
4Rv
2 and integrating from 0 to 2pi , we obtain the following:
λ ∗(ω,a)=
∫ 2pi
0
Rσ4
2
(∂θv∗)2+2C [v∗](v∗)2+
R
2
(ω−a)2
(
1−
(
2pi
(v∗)2
∫
(v∗)−2
)2)
(v∗)2 dθ
=
∫ 2pi
0
Rσ4
2
(∂θv∗)2+2C [v∗](v∗)2+
R
2
(ω−a)2
(
1− 2pi
(v∗)2
∫
(v∗)−2
)2
(v∗)2 dθ .
Taking expectations on both sides, we obtain the result (5.16).
D.7 Proof of theorem 5.4.1
Denote the equation (5.9) as Gg(v,λ ,ω,R) = 0 and the equation (5.14) as Gw(v,λ ,ω,R) = 0. Consider the
problem Gw(vw,λw,ω,Rw) = 0. Suppose Rw = 2R and λw = 2λ . Then we obtain the relationship
Gw(vw,λw,ω,Rw) = ∂ 2θθv
w+
2
σ42R
(2λ −2C [vw](θ))vw
= ∂ 2θθv
w+
2
σ4R
(λ −C (vw)(θ))vw
= Gg(vw,λ ,ω,R) = Gg(vw,λw/2,ω,Rw/2).
That is to say, to solve the problem Gw(vw,λw,R) = 0, we could instead solve the equivalent problem
Gg(vg,λ g,R/2) = 0. Then vw(R) = vg(R/2) and λw(R) = 2λ g(R/2).
The formula for ∆η is obtained from its definition (5.17) using the relationship in (i) and Eqn. (5.16).
D.8 Proof of lemma 5.4.5
The equation (5.18) is re-written as
σ4R∂ 2θθv+2
(
λ −α
∫ 2pi
0
c•(θ ,ϑ)v2(ϑ)dϑ
)
v = 0. (D.16)
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We substitute the expansion (5.21) into (D.16) and the normalization condition
∫
v2 dθ = 1, and collect the
terms according to different orders of ε .
At O(1), we have the steady state solution
v0 =
1√
2pi
, λ0 = αC•0 =
α
2pi
∫ 2pi
0
c•(θ −ϑ)dϑ .
At O(ε), we have
0 = σ4r0∂ 2θθv1+2v0
(
λ1−α
∫ 2pi
0
c•(θ −ϑ)2v0v1(ϑ)dϑ
)
, (D.17)
0 =
∫ 2pi
0
v1(θ)dθ . (D.18)
Suppose we have the Fourier expansion for the function v1(θ)
v1(θ) =∑
k
v1keikθ . (D.19)
Substitute (D.19) into (D.18), we have
∫ 2pi
0
v10 dθ = 0 ⇒ v10 = 0.
Substitute (D.19) into (D.17), we obtain
∑
k
(−k2σ4r0−8αpiv20C•k)v1keikθ +2v0λ1 = 0.
We collect the terms with respect to eikθ . When k = 0, we have
−8αpiv20C•0v10+2v0λ1 = 0 ⇒ λ1 = 0 since v10 = 0.
When k = 1, we have (−σ4r0−8αpiv20C•1)v11 = 0. If v11 6= 0, we have
r0 =−8αpiv
2
0C
•
1
σ4
=
α
2σ4
= Rαc .
When k ≥ 2, C•k = 0, we have
−k2σ4r0v1k = 0 ⇒ v1k = 0.
When k < 0, it is similar as k > 0. The existence of bifurcation implies v1 6= 0, so v11 = v¯1,−1 6= 0. So we
obtain
v1 = v11eiθ + c.c = 2|v11|cos(θ +∠v11), (D.20)
where |v11| and ∠v11 are the amplitude and phase angle, respectively, of v11.
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At O(ε2), we have
σ4r0∂ 2θθv2+σ
4r1∂ 2θθv1
+2v0
(
λ2−α
∫ 2pi
0
c•(θ −ϑ)(v21(ϑ)+2v0v2(ϑ))dϑ
)
−4αv0v1(θ)
∫ 2pi
0
c•(θ −ϑ)v1(ϑ)dϑ = 0, (D.21)∫ 2pi
0
v21(θ)+2v0v2(θ)dθ = 0. (D.22)
Suppose v2(θ) also has the Fourier expansion
v2(θ) =∑
k
v2keikθ . (D.23)
Substitute (D.19) and (D.23) into (D.22), we have
v11v1,−1+ v0v2,0 = 0, or v2,0 =−v11v1,−1v0 . (D.24)
Substitute (D.19) and (D.23) into (D.21), we have
∞
∑
k=−∞
{
(−k2σ4r0−8αpiv20C•k )v2k−4αpiv0C•k
(
∑
m+l=k
v1mv1l
)
−k2σ4r1v1k−8αpiv0
(
∑
m+l=k
v1mv1lC•l
)}
eikθ +2v0λ2 = 0.
We collect the terms of eikθ for different values of k. When k = 0, we have
0 =−8αpiv20C•0v20−4αpiv0C•0(2v11v1,−1)
−8αpiv0
(
v11v1,−1C•−1+ v1,−1v11C
•
1
)
+2v0λ2,
⇒ −8αpiv20C•0v2,0+2v0λ2 = 0,
⇒ λ2 = 8αpiv
2
0C
•
0v2,0
2v0
= 4αpiv0C•0
(
−v11v1,−1
v0
)
=−4αpiC•0v11v1,−1 =−αpiv11v1,−1
When k = 1, we have −σ4r1v11 = 0, ⇒ r1 = 0. When k = 2, we have
−4σ4r0v2,2−8αpiv0v211C•1 = 0, ⇒ v2,2 =−
2αpiv0
σ4r0
v211C
•
1
= 12piv0v
2
11.
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When k > 2, we have v2k = 0. For k < 0, it is similar. So we obtain
v2 = 12 v20+ v21e
iθ + v22ei2θ + c.c
= v20+ v0pi|v11|2 cos2(θ +∠v11)+2|v21|cos(θ +∠v21) (D.25)
At O(ε3), we have
σ4r0∂ 2θθv3+σ
4r2∂ 2θθv1
+2v0
(
λ3−α
∫
c•(θ −ϑ)(2v0v3(ϑ)+2v1(ϑ)v2(ϑ))dϑ
)
+2v1(θ)
(
λ2−α
∫
c•(θ −ϑ)(v21(θ)+2v0v2(ϑ))dϑ
)
−4αv0v2(θ)
∫
c•(θ −ϑ)v1(ϑ)dϑ = 0, (D.26)∫
v0v3(θ)+ v1(θ)v2(θ)dθ = 0. (D.27)
Suppose v3(θ) has the Fourier expansion
v3(θ) =∑
k
v3keikθ . (D.28)
Substitute (D.19), (D.23) and (D.28) into (D.27), we have
v0v3,0+ v11v2,−1+ v1,−1v2,1 = 0.
Substitute (D.19), (D.23) and (D.28) into (D.27), we have
∑
k
{
(−k2)σ4r0v3k−σ4r2k2v1k +2λ2v1k
−8αpiv0C•k
(
∑
m+l=k
v1mv2l + v0v3k
)
−4αpi ∑
m+l=k
v1mC•l
(
∑
a+b=l
v1av1b+2v0v2l
)
−8αpiv0 ∑
m+l=k
v2mC•l v1l
}
eikθ +2v0λ3 = 0. (D.29)
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We collect the terms of eikθ for different values of k. When k = 0, we have
0 =−8αpiv0C•0(v11v2,−1+ v1,−1v21+ v0v30)
−4αpi (v11C•−1(2v0v2,−1)+ v1,−1C•12v0v21)
−8αpiv0(v21C•−1v1,−1+ v2,−1C•1v11+2v0λ3,
⇒ λ3 = αpi(v11v2,−1+ v1,−1v2,1).
When k = 1, we have
0 =−σ4r0v31−σ4r2v11+2λ2v11
−8αpiv0(2C•1v11v20+2C•1v1,−1v22+C•1v0v31),
⇒ r2 =− 7α2σ4piv11v1,−1.
In all, we have the formula
R = r0+ ε2r2+o(ε2) = r0− 7α2σ4pi|v11|
2ε2+o(ε2), (D.30)
λ = λ0+ ε2λ2+o(ε2) = λ0−αpi|v11|2ε2+o(ε2), (D.31)
v = v0+ εv1+ ε2v2+o(ε2)
= v0+ ε|v11|2cos(θ +∠v11)+ ε2(−
√
2pi|v11|2
+piv0|v11|2 cos2(θ +∠v11)+2|v21|cos(θ +∠v11))
+o(ε2)
= v0+2cos(θ +∠v11)|v11|ε+(
−
√
2pi+ v0pi cos2(θ +∠v11)
)
|v11|2ε2+O(ε2). (D.32)
D.9 Proof of lemma 5.4.6
We prove the results using the approximation (5.22) and Theorem 5.4.1 (ii). Denote the third term of ∆η(R)
in Theorem 5.4.1 (ii) as ∆pη . Then we have
∆η(R) = λ ∗g (R)−2λ ∗g (
R
2
)+∆pη ,
where ∆pη =
∫ ∫
c•(θ −ϑ)[v∗g(ϑ ; R2 )]2 dϑ [v∗g(θ ; R2 )]2 dθ . The bound is provided around the point R1c . So we
consider the two situations: 1) R≤ R1c ; 2) R1c < R(≤ R2c).
First, we consider R≤ R1c . We have from (5.22)3
x2(α,R) =
2σ4
7αpi
(Rαc −R) ∀R≤ Rαc . (D.33)
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Substitute x2 into (5.22)2, we obtain
λ ∗g (R) = λ
α
0 −αpi×
2σ4
7αpi
(Rαc −R)+O(x3)
∣∣∣
α=1
=
1
4
− 2σ
4
7
(R1c−R)+O(x3), (D.34)
and
∆η(R) = ∆pη +
(
1
4
− 2σ
4
7
(R1c−R)
)
−2
(
1
4
− 2σ
4
7
(R1c−
R
2
)
)
+O(max{x3(1,R),x3(1,R/2})
= ∆pη +
1
7
− 1
4
+O(x3(1,R/2)). (D.35)
We estimate ∆pη using the approximation of v in (5.22)1.
(
v∗g(θ ;R)
)2 = v20+4x2 cos2(θ +θ0)+4v0xcos(θ +θ0)+2v0(− 1v0 + v0pi cos2(θ +θ0)
)
x2
+4cos(θ +θ0)
(
− 1
v0
+ v0pi cos2(θ +θ0)
)
x3+O(x3)
∣∣∣
x=x(1,R)
= v20+ x4v0 cos(θ +θ0)+ x
23cos2(θ +θ0)+ x3
(
2v0pi− 4v0
)
cos(θ +θ0)
+O(x3)
∣∣∣
x=x(1,R)
. (D.36)
Substituting c•(θ −ϑ) = 12 sin2
(θ−ϑ
2
)
and (D.36) into ∆pη , we obtain
∆pη =
1
4
(
1−
∫ 2pi
0
∫ 2pi
0
cos(θ −ϑ)(v∗g(ϑ ;R/2))2 dϑ (v∗g(θ ;R/2))2 dθ)
=
1
4
− 1
4
(∫ 2pi
0
cos(θ +θ0)
(
v∗g(ϑ ;R/2)
)2 dθ)2
=
1
4
− 1
4
(
4piv0x−3pi
√
2pix3
)2
+O(x6)
∣∣∣
x=x(1,R/2)
≤ 1
4
−2pix2+6pi2x4+O(x6)
∣∣∣
x=x(1,R/2)
=
1
4
− 2
7
(1−σ4R)+ 6
49
(1−σ4R)2+O(x6(1,R/2)) by (D.33), (D.37)
and together with (D.35), we have
∆η(R)≤ 17 −
2
7
(1−σ4R)+ 6
49
(1−σ4R)2+O(max{x6(1,R/2),x3(1,R/2)})
≤ 6
49
(1−σ4R)2+O(x3(1,R/2)), since R≤ R1c . (D.38)
Next, we consider R > R1c . In this case, the game is in incoherence. So λ ∗g (R) ≡ 14 . Since R ≤ R2c , we
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have λ ∗g (R/2) same as in (D.34) and ∆
p
η same as in (D.37). Therefore, we get
∆η(R) =
1
4
−2
(
1
4
− 2σ
4
7
(R1c−
R
2
)
)
+∆pη +O(x3(1,R/2))
=−1
4
+
2
7
(1−σ4R)+∆pη +O(x3(1,R/2))
≤ 6
49
(1−σ4R)2+O(x3(1,R/2)). (D.39)
The result (5.23) is proved by combining (D.38) and (D.39).
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APPENDIX E
PROOFS FOR CHAPTER 6
E.1 Proof of theorem 6.2.3
Let xref≡ 0. Using Lemma 6.2.2, it suffices to show that liminf‖x‖→∞,x∈K F(x)T x> 0 where F(x)T x is given
by
∑
i∈N
(Fi(xi;x−i)−Fi(0;x−i)+Fi(0;x−i))T (xi) = ∑
i∈N
(Fi(xi;x−i)−Fi(0;x−i))T xi︸ ︷︷ ︸
Term(a)
+ ∑
i∈N
Fi(0;x−i))T (xi)︸ ︷︷ ︸
Term(b)
.
By noting that hi(xi;x−i) = fi(x)−Ui(xi) is a convex function in xi for all x−i, for scalars αi,βi ∈ [0,1], term
(a), ∑i∈N (Fi(xi;x−i)−Fi(0;x−i))T xi can be simplified as follows:
∑
i∈N
−(∇Ui(xi)−∇Ui(0))T xi+ ∑
i∈N
(∇ fi(xi;x−i)−∇ fi(0;x−i))T xi
= ∑
i∈N
−xTi (∇2Ui(αixi))xi+ ∑
i∈N
xTi (∇
2 fi(βixi;x−i))xi
≥ ∑
i∈N
−xTi (∇2Ui(αixi))xi+ ∑
i∈N
xTi (∇
2 fi(βixi;x−i))xi ≥ ∑
i∈N
ηi‖xi‖2 =O(‖xi‖2),
where the last two inequalities follows from the convexity of the user-specific congestion cost functions and
the strong concavity of the utility functions. Term (b) can be bounded as
liminf
‖x‖→∞,x∈K
F(x)T x≥ liminf
‖x‖→∞,x∈K
(
∑
i∈N
O(‖xi‖2)+ ∑
i∈N
(−∇Ui(0)+∇ fi(0;x−i))T xi
)
= liminf
‖x‖→∞,x∈K
∑i∈N O(‖xi‖2)︸ ︷︷ ︸
Term(c)
+ ∑
i∈N
(−∇Ui(0)+g(0;x−i))T xi︸ ︷︷ ︸
Term(d)
 .
It suffices to show that term (d) never grows to −∞ at a quadratic rate. Consider any sequence {xk} →
∞,xk ∈ K in which ‖xkJ ‖→ ∞ and ‖xkJ c‖ ≤M,∀k ≥ k¯ for some index setJ ⊆ {1, . . . ,n}. Then there are
three possibilities:
(1) Suppose ‖xk−i‖ stays bounded implying that ‖xki ‖→∞. It follows that term (d) can tend to−∞ at a linear
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rate and term (c) grows at a quadratic rate.
(2) Suppose ‖xki ‖ stays bounded, implying that ‖xk−i‖ → ∞. It follows that g(0,xk−i)→ ∞. Since xi is
nonnegative, then term (d) tends to ∞ at a linear rate while term (c) stays bounded.
(3) If both ‖xki ‖ and ‖xk−i‖ tend to+∞, then terms (c) and (d) tend to+∞ at a quadratic rate. As a consequence
of the three cases discussed above, the required coercivity result follows.
E.2 Proof of lemma 6.2.4
The gradient map F(x) can be decomposed into Fu(x)+Fc(x). Of these, Fu(x) is strongly monotone in x.
Consider Fc which can be written as
Fc(x) =
(
∇xi fi(x)
)N
i=1
=
(
∇xi f i(x)
)L
i=1
,
where the second equality follows by aggregating the terms in a link-specific fashion. It follows that ∇Fc(x)
is given by ∇Fc(x) = diag
((
∇2x1 f
1, . . . , ∇2xL f
L(x)
))
, where the block diagonal structure arises because
the congestion cost is separable across linkages. It remains to examine the properties of each block ∇2x` f
`(x)
which is given by
∇2x` f
` = g′′` x,.`e
T +(I+ eeT )g′`(x) = (g
′′
` x.,`+g
′
`e)e
T︸ ︷︷ ︸
A`(x)
+g′`(x)I. (E.1)
Note that A`(x) = x`(g′′` e
T ) + g′`ee
T where e is a column of ones. From Lemma 10.2 [114], it follows
that A`(x) is a P matrix. If A(x) is a block diagonal matrix where the `th block is given by A`(x), then
A(x) is a P matrix. Finally, it is seen that ∇F(x) = A(x) +D where D is a diagonal matrix given by
D = ∇Fu(x)+ diag
((
g′1I, . . . , g
′
LI
))
. It remains to show that (A(x)+D) ∈ P. If A(x) ∈ P, it follows
that
[xi(A(x))i ≤ 0, ∀i ∈ {1, . . . ,n}] =⇒ x≡ 0. (E.2)
Consequently, we have [xi(A(x)x+Dx)i≤ 0, ∀i∈{1, . . . ,n}]which is equivalent to [xi(A(x)x)i≤−Diix2i , ∀i∈
{1, . . . ,n}] and implies [xi(A(x)x)i ≤ 0, ∀i ∈ {1, . . . ,n}]. From (E.2), this implies that x≡ 0 and it follows
that (A(x)+D) ∈ P.
E.3 Proof of theorem 6.2.7
(a) The local uniqueness of x can be concluded by showing that ∇F(x) is strictly copositive over the critical
cone where a matrix M is copositive if xT Mx > 0 for all 0 6= x ≥ 0. However, ∇F(x) = ∇Fu(x)+∇Fv(x).
It follows that for any x ∈ IRn+, we have xT∇F(x)x = xT∇Fu(x)x+ xT∇Fc(x)x > xT∇Fc(x)x ≥ 0, where
the first inequality follows from the strong monotonicity of ∇Fu and the second inequality is a consequence
of the copositivity of ∇Fc(x). The latter can be immediately concluded by observing that the elements of
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A`(x), as seen from (E.1), are nonnegative since xi ≥ 0 and g(x) is increasing and convex in its arguments.
(b) From Thm. 3.3.12 [40], local uniqueness follows if d ≡ 0 is a unique solution to
C (x;K,F) 3 d ⊥ ∇xL(x;p)d ∈ C ∗(x;K,F), (E.3)
where L(x,p) := F(x)−∇cT p. For (E.3) to admit a zero solution, it suffices to show that ∇L(x;p) is strictly
copositive. This can be concluded by noting that
xT∇L(x;p)x = xT∇Fu(x)x+xT∇Fc(x)x−
m
∑
i=1
pixT∇2ci(x)x
is bounded from below by
xT∇L(x;p)x> xT∇Fc(x)x−
m
∑
i=1
pixT∇2ci(x)x≥ xT∇Fc(x)x≥ 0,
where the inequalities follow from strict monotonicity of Fu, the concavity of ci(x) for all i = 1, . . . ,m and
the copositivity of Fc from observing (E.1). The result follows.
E.4 Proof of theorem 6.3.7
(a) Since F(x) is a strongly monotone mapping, VI(K,F) admits a unique solution and the result follows.
(b) We begin by showing that CP(G, IRn+r+m+ ) admits a solution. Suppose zref := (xref,0,0) and existence of
a solution to CP(G, IRn+r+m) holds if
liminf
‖z‖→∞,z≥0
G(z)T (z− zref)> 0. (E.4)
Note that G(z)T (z− zref) can be expressed as follows:
F(x)T (x−xref)+
N
∑
i=1
ri
∑
j=1
λi j∇di j(xi)T (xrefi − xi)+
N
∑
i=1
m
∑
j=1
p j∇c j(x)T (xref− x)
+
N
∑
i=1
ri
∑
j=1
λi jdi j(xi)+
m
∑
i=1
pici(x). (E.5)
Recall that by the concavity of c(x) and di(xi) for all i = 1, . . . ,N we have
c j(xref)≤ c j(x)+∇c j(x)T (xref−x), j = 1, . . . ,m
di j(xrefi )≤ di j(xi)+∇di j(xi)T (xrefi − xi), j = 1, . . . ,ri, i = 1, . . . ,N,
allowing us to bound (E.5) from below as F(x)T (x− xref)+∑Ni=1∑rij=1λi jdi j(xrefi )+∑Ni=1∑mj=1 p jc j(xref).
Consider any sequence {zk} ≥ 0 such that ‖zk‖→ ∞ resulting in the following cases:
1. Suppose (λ k,pk)≡ 0 for all k≥ 0. But F(x)T (x−xref)→∞ along any sequence, based on Prop. 6.2.3,
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implying that G(zk)T (zk− zref)→ ∞.
2. Suppose (xk) ≡ 0 for all k ≥ 0. Then at least one component of (λ k,pk) is tending to +∞ while the
other components are bounded and nonnegative. As a consequence, G(z)T (z− zref) = F(x)T (x−
xref)→+∞, since the coefficients of λ and p are strictly positive.
3. Any combination of (1) and (2) leads to G(zk)T (zk− zref)→+∞.
These cases guarantee that (E.4) holds and CP(G, IRm+r+p+ ) admits a solution.
Next, we show that CP(G, IRn+r+m+ ) admits a unique solution. LetM (x) represent the set of multipliers
corresponding to x. Under the linear independence constraint qualification [107]. M (x) is a singleton.
Next, we recall from Thm. 3.3.12 [40] that the local uniqueness follows if d ≡ 0 is a unique solution to
Eqn. (E.3). But this is seen immediately by noting the positive definiteness of ∇xL(x;λ ,p). By invoking
Thm. 3.6.6 [40], if a solution to VI(IRn+r+m+ ,G) is locally unique and G is a continuous P0 function over a
cartesian set, then global uniqueness follows. It remains to show that the mapping G(z) is a P0 mapping.
But ∇G(z) is a positive semidefinite matrix for all nonnegative z implying that G(z) ∈ P0. Therefore, the
triple (x,λ ,p) is globally unique.
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