To date, numerous extensions of the exponentially weighted moving average, EWMA charts have been made. A new robust EWMA chart for the process mean is proposed. It enables easier detection of outliers and increase sensitivity to other forms of out-of-control situation when outliers are present.
Introduction
The EWMA chart is a good alternative to the Shewhart chart in the detection of small shifts. The EWMA chart constructed from the sample mean is first developed by Roberts (1959) . Since then various extensions of the EWMA charts have been proposed. Sweet (1986) proposed two models to construct simultaneous control charts to monitor the mean and the variance of a process using the EWMA. Crowder (1987 Crowder ( & 1989 provided average run length (ARL) tables and graphs for the selection of the optimum values of the EWMA control chart parameters in the design of an EWMA chart. Ng & Case (1989) sample mean, sample range and moving range statistics. Lucas & Saccucci (1990) showed that a fast initial response (FIR) feature is useful for the EWMA chart, especially for small values of smoothing constants. Rhoads, Montgomery & Mastrangelo (1996) proposed a scheme which is superior to that of Lucas & Saccucci (1990) . MacGregor & Harris (1993) suggested an approach of using the EWMA based statistics in the monitoring of the process standard deviation. Gan (1990) proposed three modified EWMA charts for the Poisson data. A better procedure for using the EWMA chart for Poisson count is given by Borror, Champ & Rigdon (1998) . Somerville, Montgomery & Runger (2002) developed a smoothing and filtering method using the EWMA and Poisson probabilities which separates the two distributions in a particle count data stream into a base process and an outlier process followed by applying statistical monitoring schemes to each of them. A Bernoulli EWMA is suggested to monitor the outlier process.
The EWMA control chart scheme for the sample mean proposed by Ng & Case (1989) is constructed by assuming that the data used in the computation of the limits are outlier free. This assumption may not be true in real situations since outliers often occur in the data used to compute the control limits. Outliers may consist of single unusual values which happen due to a sporadic special cause. Such outliers act only on occasional observations in a subgroup and not on subgroups as a whole. These outliers have to be detected, investigated and the special cause removed if possible. The presence of outliers will reduce the sensitivity of a control chart because the control limits are stretched so that the detection of the outliers themselves become more difficult. Furthermore, these stretched limits also make it more difficult for other types of out-of-control signals to be detected (Rocke, 1989 (Rocke, , 1992 . The purpose of this article is to propose a robust EWMA (EWMASMQ) chart for the process mean as an alternative which is superior to the standard EWMA (EWMASM) chart for the process mean. The EWMASMQ chart is constructed based on the limits that are set using an estimate of the process standard deviation using the average of the subgroup interquartile ranges (IQRs) rather than the average of the subgroup ranges in the case of the EWMASM. Thus, the EWMASMQ chart is less affected by outliers compared to the EWMASM chart. The next section gives an overview of the EWMASM chart.
The EWMASM Chart
The EWMASM chart is based on the following statistic (Ng & Case, 1989) :
where t X is the mean of sample t and α is a weighting constant. In the estimation of the limits based on the process data, m subgroups of size n each are taken and then the average of the m sample means, X is computed. X is used as the starting point, i.e., X W = 0 . The average of the m sample ranges is computed to be R .
The upper and lower control limits of the EWMASM chart are
respectively, where
In equation (3) (Ng & Case, 1989) for the various sample sizes n are given in Tables 1 and 2 
When developing the EWMASMQ chart based on process data, m subgroups of size n each must be taken to compute the estimate of the proces mean. The average of the m sample means will be used as the starting point, i.e., 
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y represents the greatest integer that is less than or equal to y. It is shown by Rocke (1992) that the mathematical expectation of IQR can be defined as the sample size n (see Table 1 ). The standard deviation, X σ is estimated by
where IQR is the average of the subgroup interquartile ranges.
Assuming that all the observed data are independent from one sample to another, then as t increases,
and
From equation (6), by using the average interquartile range to estimate the standard deviation of t Ŵ , t Ŵ σ , the following is obtained
Thus, the limits of the EWMASMQ chart are
then the control limits calculated based on equation (11) are
Values of 1 G for different sample sizes, n, and smoothing constants, α, are listed in Table 3 . The Outliers and Special Cause situation which consists of the data that are a mixture of 95% standard normal and 5% data with five times the standard deviation together with an additional component of variation, N(δ,1) added to the subgroup means.
Simulation studies based on the above four conditions are conducted using SAS version 8. Repeatedly, m = 10 and 20 subgroups of size n = 5 observations each are generated, control limits computed and the number of subgroups that fall outside the control limits are calculated. This procedure is repeated 10 000 times for a total of 10 000 × m subgroups. The proportions of out-of-control subgroups (based on 10 000 × m subgroups) are computed for the four different conditions and two different charting methods.
The results for the EWMASM chart are displayed in Tables 4 and 5 for m = 10 and 20 respectively. Similarly, Tables 6 and 7 give the results of the EWMASMQ chart for m = 10 and 20 respectively. An ideal procedure is the chart which gives a higher proportion for detecting out-of-control signals for the three conditions of Outliers, Special Cause and Outliers and Special Cause and a lower signal proportion for the Incontrol situation.
A comparison of the results in Tables 4  and 6 for m = 10 show that for fixed values of α and δ, the out-of-control proportions of the EWMASMQ chart are higher than the corresponding values of the EWMASM chart for the two out-of-control conditions of Outliers and Outliers and Special Cause. For example, when α = 0.5, the out-of-control proportion in Table 6 is 0.0242 while that in Table 4 is much lower at only 0.0047 for the Outliers condition. For the Outliers and Special Cause condition, the proportions of out-of-control in Table 4 when α = 0.5 are {0.0194, 0.0388, …, 0.9976} while the corresponding proportions in Table 6 are {0.0554, 0.0878, …, 0.9992} where the values of the former are all lower than that of the latter for δ∈{0, 0.25, …, 4}. This shows that the EWMASMQ chart is more sensitive to out-of-control conditions when outliers are present in the data. The limits computed from the estimate of the interquartile ranges for the EWMASMQ chart are less influenced by outliers, compared to that of the EWMASM chart whose limits are computed based on the sample ranges. Thus, the EWMASMQ chart is more robust than the EWMASM and the former is a better alternative in the detection of a special cause when outliers are present. The EWMASMQ chart is also superior to the EWMASM when only outliers are present. The results in both Tables 4 and 6 indicate that for the Special Cause condition, the EWMASMQ chart is superior to the EWMASM for smaller values of δ and that both charts have comparable performances for larger values of δ. It is shown by the results in Tables 4 and 6 that the EWMASM chart has lower false alarm (Type-I error) rates than the EWMASMQ chart. However, it should be noted that the superiority of the EWMASMQ chart in comparison to the EWMASM chart for the two out-of-control conditions of Outliers and Outliers and Special Cause far outweigh its deficiency in terms of a higher rate of false alarm. For example, if α = 0.3, the proportion of false alarm of the EWMASMQ chart is twice that of the EWMASM but the former is thirteen times more efficient in detecting outliers compared to the latter. Because a comparison between Tables 5  and 7 shows similar trend, it is suffice to discuss and draw conclusions based on the above comparisons.
Note that the evaluation of the performances of the control charts discussed in this section are made based on the proportions of subgroup points falling outside the control limits and are not based on the average run length (ARL) values because the charts' parameters are estimated from the subgroup data, i.e., the nominal values of these parameters are assumed to be unknown. An Example of Application An example will be given to illustrate how the EWMASMQ chart is put to work in a real situation. The EWMASM chart is also constructed so that a comparison between the two approaches can be made. This example is based on the data from Wadsworth, Stephens and Godfrey (1986) and concerns the melt index of an extrusion grade polyethylene compound. As part of a study of the process, 20 subgroups of four each are taken. Table 8 gives the data of this process.
The limits of the EWMASM chart are computed using equations (2a) and (2b) while that of the EWMASMQ chart are calculated from equations (13a) and (13b). Figure 1 The EWMASM chart with α = 0.2 detects out-of-control points at subgroups 8 and 9 while the corresponding EWMASMQ chart signals at subgroups 8, 9, 14 and 15. The EWMASMQ chart detects two additional out-ofcontrol points (i.e., subgroups 14 and 15) besides the two points at subgroups 8 and 9 which are also detected by the EWMASM chart. From Figure 1 for α = 0.2, a shift is observed that is gradually increasing between subgroups 1 and 9 followed by a shift which is gradually decreasing until subgroup 15. Here, both the EWMASM and EWMASMQ charts have successfully detected the upward shift but only the EWMASMQ chart managed to detect the downward shift. The presence of sample ranges with large values such as those in subgroups 3, 4, 6 and 8 cause the average sample range, R to be overestimated, hence widening the limits of the EWMASM chart so that the chart is less sensitive in detecting shifts in the mean. On the contrary, the EWMASMQ chart does not face this problem since its limits are computed based on the average sample interquartile range (IQR).
The EWMASM and EWMASMQ charts with α = 0.8 give more weight to the current sample average, t X compared to the charts with α = 0.2. Thus, a weighting constant of α = 0.8 makes the two charts more sensitive to single subgroup averages with big or small values. Out-of-control points are detected at subgroups 1, 6, 8, 9, 11, 13, 14 and 17 by the EWMASMQ chart and at only subgroup 8 by the EWMASM chart. From the sample averages, t X in Table 8 , we notice that the values for subgroups 6, 8, 9 and 17 are somewhat bigger while those for subgroups 1, 11, 13 and 14 are somewhat smaller than the other sample averages. Investigations need to be carried out to search for assignable causes before these subgroups are classified as out-of-control points. It should be noted that the EWMASM chart with α = 0.8 fails to detect any subgroup average that plots below the LCL. 
Conclusion
This article discusses a new robust EWMA control chart for the sample mean which is referred to as the EWMASMQ chart. It is shown by simulation that the EWMASMQ chart is a superior alternative to the EWMASM chart when one is concern with the presence of outliers. Generally, the new EWMASMQ chart allows easier detection of outliers in the subgroups and is also more sensitive to other forms of out-of-control behavior when outliers are present. An example is given to show how the EWMASMQ chart works in a real situation. This example also illustrates the superiority of the EWMASMQ chart to the EWMASM chart, hence making the EWMASMQ as an attractive alternative to quality control practitioners.
