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Abstract
We continue the studies of multi-index variants of the classical Hausdorff theorem on mo-
ments initiated in the first part of this paper. After proving an analogue of the above theorem
for a class of t-index matrices whose action yields vector, we formulate and prove a general
theorem concerning the action of certain (r1 + r2)-index Hausdorff-like matrices on r1-index
matrices giving as result r2-index matrices. © 2001 Elsevier Science Inc. All rights reserved.
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May this work commemorate Prof. Vlastimil Ptak who helped us to shape the fol-
lowing results. He was a remarkable specialist in mathematics and was known for
his deep knowledge of other domains such as Human Science, Polish language,
History and Culture.
1. Introduction
All matrices will be infinite with real elements. In the first part of this paper [4]
we extend the definition of Hausdorff matrices λ = δµδ, where
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δm,n =


(
m
n
)
(−1)n for m  n,
0 for m < n,
to the class of multi-index matrices which were defined according to the formula
λ = δ · (µ ∗ δ),
where
δ = [δkmn1n2,...,nr1 ],
δkmn1n2,...,nr1
=


(
m
k
)(
k
n1
)
(−1)k+n1 for m  k  n1 = · · · = nr1,
0 for others,
µ = [µmn1n2,...,nr1 ],
µmn1n2,...,nr1 =
{
µm for m = n1 = · · · = nr1,
0 for others,
and matrix elements of products are given by
(µ ∗ δ)k :=
∞∑
m=0
n1=0
...
nr1=0
δkmn1n2,...,nr1µmn1n2,...,nr1 ,
(δ · (µ ∗ δ))mn1,...,nr1 :=
∞∑
k=0
((µ ∗ δ)kδkmn1n2,...,nr1 ).
Furthermore, we distinguish regular multi-index matrices by requiring that
lim
n1,...,nr1 →∞
Sn1,...,nr1 = σ ⇒ limm→∞(λ ∗ s)m = σ.
We proved in [4]:
Multi-index Hausdorff theorem. Any matrix λ as above is regular iff there exists a
bounded variation function
χ = χ(x), x ∈ [0, 1)
such that
µm =
∫ 1
0
xm dχ(x), χ+(x) = 0, χ(1) = 1, (1)
i.e., µm are moments in the sense of the classical Hausdorff theorem.
In this paper we consider a dual problem in which we deal with the action of a
matrix
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λ = δ · (µ ∗ δ),
where
δkm1,...,mr2n =


(
max(m1, . . . ,mr2)
k
)(
k
n
)
(−1)k+n
for max(m1, . . . ,mr2)  k  n,
0 for others m, k, n,
which satisfy:
Dual multi-index Hausdorff theorem. Any matrix λ is regular iff there exists a
function χ(x) satisfying all the condition in the previous theorem such that µm are
the moments of χ in the sense of the Stieltjes integral.
It turns out that the above two theorems are special cases of the following.
General multi-index Hausdorff theorem. Let
λ = δ · (µ ∗ δ),
where
δkm1,...,mr2n1,...,nr1
=


(
max(m1, . . . ,mr2)
k
)(
k
n1
)
(−1)k+n1
for max(m1, . . . ,mr2)  k  n1 = · · · = nr1,
0 for others m, k, n.
(2)
The above matrix λ is regular if and only if µ and χ satisfy (1).
In this paper we present a direct proof of the above theorem. This task requires to
use some generalization of the Toeplitz theorem, which needs a separate proof.
Definition 1.
c = [cm1,...,mr2n1,...,nr1 ], where r1, r2 = 1, 2, . . . ,
Vm1,...,mr2 =
∞∑
n1=0
...
nr1=0
sn1,...,nr1 cm1,...,mr2n1,...,nr1 .
We call an (r1 + r2)-index matrix c regular if for each r1-index sequence s tending
to σ the corresponding r2-index sequence v tends to σ as well.
Multi-index Toeplitz theorem. An (r1 + r2)-index matrix c is regular if and only if
the following conditions are satisfied:
(T1) ∀n1, . . . , nr1 limm1,...,mr2 →∞ cm1,...,mr2n1,...,nr1 = 0,
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(T2) lim
m1,...,mr2 →∞
∞∑
n1=0
...
nr1=0
cm1,...,mr2n1,...,nr1 = 1,
(T3)′ ∀m1, . . . ,mr2 ∃K
∞∑
n1=0,...,nr1=0
|cm1,...,nr1 | < K,
(T3)′′ ∃K ∃M ∀m1, . . . ,mr2 > M
∞∑
n1=0,...,nr1=0
|cm1,...,nr1 | < K,
(T4)
∀ni ∀m1, . . . ,mr2 ∃N ∀n1, . . . , ni−1ni+1, . . . , nr1 > N
cm1,...,mr2n1,...,nr1 = 0,
∀ni ∃M ∃N ∀m1, . . . ,mr2 > M ∀n1, . . . , ni−1ni+1, . . . , nr1 > N
cm1,...,mr2n1,...,nr1 = 0 for i = 1, . . . , r1,
...
∀ni1ni2 , . . . , nij ∀m1, . . . ,mr2 ∃N ∀n′i1n′i2 , . . . , n′ir1−j > N
cm1,...,nr1 = 0,
∀nini2 , . . . , nij ∃M ∃N ∀m1, . . . ,mr2 > M ∀n′i1n′i2 , . . . , n′ir1−j >N
cm1,...,nr1 = 0, where j = 1, . . . , r1 and ∀s is = i ′s,
...
Let us note that condition (T4) does not occur in the case of r1 = 1.
For the sake of simplicity our proof will be limited to the case r1 = 3, r2 = 2
only; in the remaining cases no significant change occurs.
(⇒): Assume that
lim
n1,n2,n3 →∞
Sn1n2n3 = 0.
Then
∀ε > 0 ∃N > 0 ∀n1n2n3 > N |Sn1n2n3 | < ε, (3)
N∑
n1=0
n2=0
n3=0
|cm1m2n1n2n3sn1n2n3 | < ε
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for sufficiently large m1,m2; this is a consequence of (T1):
∞∑
n1,n2,n3=N+1
|cm1m2n1n2n3sn1n2n3 | < ε;
this follows from (T3)′′ and (3). Condition (T3)′ makes finite all series for m1,m2
small enough.
We know that
∀n2n3 ∀m1m2 ∃W ∀n1 > W cm1m2n1n2n3 = 0,
this follows from (T4).
Set
A := max
n2,n3∈[0,N]
W(n2, n3).
Then
n3=N
n2=N
n1=∞∑
n1=N+1
n2=0
n3=0
|cm1m2n1n2n3sn1n2n3 |
n3=N
n2=N
n1=A∑
n1=N+1
n2=0
n3=0
|cm1m2n1n2n3sn1n2n3 |.
After referring to
∀n2n3 ∃M ∃W ∀m1m2 > M ∀n1 > W cm1m2n1n2n3 = 0,
we can bound above sums as m1,m2 tend to infinity; this follows from (T1):
∀m1m2 > M
n1=w
n2=N
n3=N∑
n1=N+1
n2=0
n3=0
|cm1m2n1n2n3sn1n2n3 |  ε · max
n2,n3∈[0,N]
n1∈[N+1,B]
|sn1n2n3 |,
where B = maxm1,m2>M A.
Similarly, the series
n1=N
n2=∞
n3=∞∑
n1=0
n2=N+1
n3=N+1
|cm1m2n1n2n3sn1n2n3 |
embody finite summation. This is a consequence of the following relations:
∀n1 ∀m1m2 ∃W ∀n2n3 > W cm1m2n1n2n3 = 0,
∀n1n2 ∀m1m2 ∃W ∀n3 > W cm1m2n1n2n3 = 0, (4)
∀n1n3 ∀m1m2 ∃W ∀n2 > W cm1m2n1n2n3 = 0. (5)
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Relations (4) and (5) must be used, because it may happen that n2  W and n3 > W
so ∀H ∑n2,n3 |cm1m2n1n2n3sn1n2n3 | > H . After taking into account
∀n1 ∃M ∃W ∀n2n3 > W ∀m1m2 > M cm1m2n1n2n3 = 0,
∀n1n2 ∃M ∃W ∀n3 > W ∀m1m2 > M cm1m2n1n2n3 = 0,
∀n1n3 ∃M ∃W ∀n2 > W ∀m1m2 > M cm1m2n1n2n3 = 0,
we get
∀m1m2 > M
n1=N
n2=B
n3=B∑
n1=0
n2=N+1
n3=N+1
|cm1m2n1n2n3sn1n2n3 |  ε · max
n1∈[0,N]
n2,n3∈[N+1,C]
|sn1n2n3 |.
The proof of the sufficient part of the theorem is over (in the case of a non-zero finite
limit condition (T2) should be used).
(⇐): Conditions (T1) and (T2) can be derived immediately. In order to check for
(T3)′ we will prove that
∞∑
n1=0
n2=0
n3=0
|cm1m2n1n2n3 | = ∞ and Dn1n2n3
k1=n1
k2=n2
k3=n3∑
k1=0
k2=0
k3=0
|cm1m2k1k2k3 |
⇒
∞∑
n1=0
n2=0
n3=0
|cm1m2n1n2n3 |
Dn1n2n3
= ∞.
Indeed,
|cm1,m2,n1+1,n2+1,n3+1|
Dn1+1,n2+1,n3+1
+ · · · + |cm1,m2,n1+u,n2+u,n3+u|
Dn1+u,n2+u,n3+u
+
j1=n1
j2=n2+u
j3=n3+u∑
j1=0
j2=n2+1
j3=n3+1
|cm1m2j1j2j3 |
Dj1,j2,j3
+
j1=n1+u
j2=n2
j3=n3+u∑
j1=n1+1
j2=0
j3=n3+1
|cm1m2j1j2j3 |
Dj1,j2,j3
+
j1=n1+u
j2=n2+u
j3=n3∑
j1=n1+1
j2=n2+1
j3=0
|cm1m2j1j2j3 |
Dj1,j2,j3
+
j1=n1
j2=n2
j3=n3+u∑
j1=0
j2=0
j3=n3+1
|cm1m2j1j2j3 |
Dj1,j2,j3
+
j1=n1
j2=n2+u
j3=n3∑
j1=0
j2=n2+1
j3=0
|cm1m2j1j2j3 |
Dj1,j2,j3
+
j1=n1+u
j2=n2
j3=n3∑
j1=n1+1
j2=0
j3=0
|cm1m2j1j2j3 |
Dj1,j2,j3
 Dn1+u,n2+u,n3+u −Dn1n2n3
Dn1+u,n2+u,n3+u
 1
2
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holds for a sufficiently large “u”. Then we have to demonstrate that the series after
“⇒” is divergent.
Let us return to our proof of (T3)′ and suppose that
∞∑
n1=0
n2=0
n3=0
|cm1m2n1n2n3 | = ∞ and m1 = m′ and m2 = m′′.
Put
sn1n2n3 :=
sgn cm′m′′n1n2n3
Dn1n2n3
, Dn1n2n3 → ∞
with n1, n2, n3 → ∞ and so sn1n2n3 → 0 with n1, n2, n3 → ∞. Then we obtain
Vm′m′′ =
∞∑
n1=0
n2=0
n3=0
|cm′m′′n1n2n3 |
Dn1,n2,n3
=∞,
which is impossible.
A proof of the case of (T3)′′ is similar to the proof in case r2 = 1, r1 = 1, i.e., see
[1,2], or use (T4) and see [4].
We have to prove (T4)
∀n1 ∀m1m2 ∃N ∀n2n3 > N cm1m2n1n2n3 = 0.
Consider the opposite possibility
∃n1 ∃m1m2 ∀N ∃n2n3 > N cm1m2n1n2n3 /= 0.
We choose k0 so that
∃m1m2 ∀N ∃n2n3 > N cm1m2k0n2n3 /= 0.
Put
sn1n2n3 :=


1
cm1m2n1n2n3
for cm1m2n1n2n3 /= 0 and n1 = k0,
0 for other n1n2n3.
Then
∞∑
n1,n2,n3=0
cm1m2n1n2n3sn1n2n3 =
∑
1 = ∞,
which is impossible.
The relations of type
∀n1n2 ∀m1m2 ∃W ∀n3 > W cm1m2n1n2n3 = 0
can be proved in similar ways.
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We will prove the necessity of the last condition, that is
∀n1 ∃M ∃N ∀m1m2 > M ∀n2n3 > N cm1m2n1n2n3 = 0.
Suppose that this is not so, namely
∃n1 ∀MN ∃m1m2 > M ∃n2n3 > N cm1m2n1n2n3 /= 0.
On the other side we have
∀m1m2 ∃N ∀n2n3 > N cm1m2n1n2n3 = 0.
Put N = N(0) = 1; M = M(0) = 1. Let us choose
m1(0),m2(0) > M(0) and n2(0), n3(0) > N(0)
so that
cm1(0)m2(0)n1n2(0)n3(0) /= 0
and
¬∃n2n3 n2(0) < n2 ∧ n3 > n3(0) ∧ cm1(0)m2(0)n1n2n3 /= 0.
Let us choose M(1), N(1) such that
max(m1(0),m2(0)) < M(1) and max(n2(0), n3(0)) < N(1).
Then there exist
m1(1),m2(1) > M(1) and n2(1), n3(1) > N(1)
such that
cm1(1)m2(1)n1n2(1)n3(1) /= 0
and
¬∃n2n3 n2 > n2(1) ∧ n3 > n3(1) ∧ cm1(1)m2(1)n1n2n3 /= 0.
We continue this procedure inductively and so choose M(r),N(r) such that
max (m1(r − 1),m2(r − 1)) < M(r) and
max (n2(r − 1), n3(r − 1)) < N(r).
Then there exist
m1(r),m2(r) > M(r) and n2(r), n3(r) > N(r)
such that
cm1(r)m2(r)n1n2(r)n3(r) /= 0
and
¬∃n2n3 : n2(r) < n2 ∧ n3(r) < n3 ∧ cm1(r)m2(r)n1n2n3 /= 0.
S. Ke˛ska / Linear Algebra and its Applications 327 (2001) 17–26 25
Let us define
sn1n2(r)n3(r) :=
r −∑r−1i=0 sn1n2(i)n3(i)cm1(r)m2(r)n1n2(i)n3(i)
cm1(r)m2(r)n1n2(r)n3(r)
,
sk0n2n3 :=0 for n2 /= n2(k), n3 /= n3(k), k0 /= n1.
A direct calculation gives us
vm1(0)m2(0) = 0,
vm1(1)m2(1) = 1,
...
vm1(r)m2(r) = r.
...
Thus the 2-index sequence v cannot be convergent, though s tends to zero, which is
a contradiction.
The conditions of the type
∀n2n3 ∃M ∃W ∀m1,m2 > M ∀n1 > W cm1m2n1n2n3 = 0
can be proved in a similar way.
In this way the proof in the case r1 = 3, r2 = 2 is over.
Theorem 1. An (r1 + r2)-index matrix λ given by (2) is regular if and only if the
following three conditions are satisfied:
(p1) µ0 = 1,
(p2) ∃µ+n , µ−n ∀p, npµ±n  0 and µn = µ+n − µ−n ,
where pµ±n =
p∑
i=0
(−1)i
(p
i
)
µ±n+i ,
(p3) lim
p→∞
pµ0 = 0.
Lemma 1. The elements of λ are given by
λm1,...,mr2n1,...,nr1
:=


(
max(m1,...,mr2 )
n1
)
max(m1,...,mr2 )−n1µn1
for n1 = · · · = nr1  max(m1, . . . ,mr2)
0 otherwise.
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Proof (for r1 = 3, r2 = 2). We have
λm1m2n1n2n3 =
∞∑
k=0
δkm1m2n1n2n3


∞∑
µm1m2n1n2n3 · δkm1m2n1n2n3
n1=0m1=0
n2=0m2=0
n3=0


=
∞∑
k=0
δkm1m2n1n2n3 · µk =
max(m1,m2)∑
k=0
δkm1m2n1n2n3 · µk
=
max(m1,m2)∑
k=0
µk ·
(
max(m1,m2)
k
)(
k
n1
)
(−1)k+n1 .
Set m := max(m1,m2).
Observe that(m
k
)( k
n1
)
=
(
m− n1
k − n1
)(
m
n1
)
;
thus
λm1m2n1n2n3 =
(
m
n1
)m−n1∑
k=0
(−1)k
(
m− n1
k
)
µn1+k =
(
m
n1
)
µn1m−n1
for
µn1m−n1 = m−n1µn1 .
This is the end of the proof of the lemma. 
Also observe that we can put M :=0 in condition (T3)′′ of the Toeplitz theorem
((T3)′ is not necessary) and
lim
m1 →∞
m2 →∞
λm1,m2,n1 = γ ⇔ limm→∞λm1,m2,n1 = γ.
Hence the proof of Theorem 1 and the remaining part of the proof of the general
Hausdorff theorem (2) are the same as in the first part of this work, see [3,4]. 
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