We consider the iterative solution of a quadratic matrix equation with special coefficient matrices which arises in the quasibirth and death problem. In this paper, we show that the elementwise minimal positive solvent of the quadratic matrix equations can be obtained using Newton's method if there exists a positive solvent and the convergence rate of the Newton iteration is quadratic if the Fréchet derivative at the elementwise minimal positive solvent is nonsingular. Although the Fréchet derivative is singular, the convergence rate is at least linear. Numerical experiments of the convergence rate are given.
Introduction
We consider a quadratic matrix equation defined by ( 
1.1)
Q(X) = AX 2 + BX + C = 0, where the coefficient matrices A, B and C are real n × n matrices. Then, the unknown matrix X must be an n × n matrix. In this paper, we study the quadratic matrix equation (1.1) for A and C are nonnegative matrices and −B is a nonsingular M -matrix. Definition 1.1. [3] , [17, p. 42 ] Let a matrix A ∈ R n×n . A is an Z-matrix if all its off-diagonal elements are nonpositive.
It is clear that any Z-matrix A can be written as sI − B with B ≥ 0 and s ∈ R. Then M -matrix can be defined as follows. 
Similarly, if nonnegative solvents S 1 and S 2 satisfy (1.2) for any nonnegative solvent S, S 1 is called an elementwise minimal nonnegative solvent and S 2 is called an elementwise maximal nonnegative solvent.
Nonlinear matrix equations like (1.1) often occur in some stochastic problems such as quasi-birth-and-death (QBD) processes. For example, let a matrix P be defined by Then, P is a transition matrix of QBD processes. The purpose of QBD processes with a transition matrix P is to find the stationary probability vector π of P . If we have the minimal nonnegative solvent R min of (1.4) X = X 2 A −1 + XA 0 + A 1 and the minimal nonnegative solvent G min of (1.5)
then we can obtain the vector π. For details, see [1, 7, 13] . The equations (1.4) and (1.5) are applications of (1.1). (1.5) is equivalent to
and (1.4) is equivalent to
In this case, A −1 , A 1 are nonnegative matrices and I n − A 0 is a nonsingular M -matrix. So, the purpose of this paper is to find the minimal solvent of (1.1) with Newton's method and convergence rate of Newton iteration. Let A be a nonnegative irreducible matrix. Then, A1 n is a positive matrix where 1 n is the n-column vector with all elements equal to 1. It yields that A1 n×n and 1 n×n A are positive matrices where 1 n×n is the n × n matrix with all entries equal to 1. Furthermore, AB and BA are positive matrices for a positive matrix B ∈ R n×n . 
Positivity of matrices
Consider P = P ⊗ I m . Then,
where O is a mq × mp zero matrix and A 11 
Using 1) in Theorem 2.5, we can yield the following theorem. 
2.23] A matrix A ∈ R n×n is irreducible if and only if
where
From the three previous theorems, we obtain the next result.
Theorem 2.10. Let
Proof. Since A is a nonsingular irreducible M -matrix, B is a nonnegative irreducible matrix and r > ρ(B). Put C = 1 r B. Then, C is also nonnegative irreducible matrix and ρ(C) < 1.
there is a matrix norm ∥·∥ on R n×n such that ρ(C) ≤ ∥C∥ ≤ ρ(C)+ϵ < 1 by Theorem 2.7. Since there is a matrix norm ∥ · ∥ such that ∥C∥ < 1,
Convergence of Newton's Method
The Fréchet derivative of the quadratic matrix equation (1.1) at X in the direction H is given by
The second Fréchet derivative of the quadratic matrix equation (1.1) at X is given by
For the equation (1.1), each step of Newton iteration can be simplified
is nonsingular, the Newton iteration (3.3) can be rewritten as
which is equivalent to
i − C The general approach for solving (3.4) is to solve the n 2 × n 2 linear system derived by vec function and Kronecker product [11, 15] such as
Clearly from Definition 1.2, if −B is an M -matrix, then so is −I ⊗ B. For convinence we write
In this paper, we use the Frobenius norm || · || F for matrices. For convenience, the notation || · || is used instead of || · || F and we define N 0 = N ∪ {0}. 
is a nonsingular M -matrix at each iterate
Proof. The proof is by mathematical induction. Let Y be any positive matrix such that
are true for k = 0. We now suppose that (3.8) and (3.9) are true for k = i ∈ N 0 . From (3.4) and (3.7), we obtain that (3.10)
By Theorem 2.6, we obtain that vec(Y − X i+1 ) > 0, i.e., X i+1 < Y .
From that X i+1 < Y and X i ≤ X i+1 , we get the inequation (3.11)
Applying the Vec operator to (3.11), we get
Since −D X i+1 is a Z-matrix, (3.9) is true for k = i + 1 by Theorem 2.4.
By (3.4), we have (3.12)
Since the Newton sequence {X i } is monotone increasing and bounded above, it has a limit, lim i→∞ X i = S [12] . Therefore, {X i } converges to a nonnegative solvent S. Proof. At first, we will prove that
is true for k ∈ N 0 by mathematical induction. Let Y be any nonnegative matrix such that (3.14)
Obviously, the statement (3.13) is true for k = 0. We now suppose that (3.13) is true for k = i ∈ N 0 . Like (3.10), we get that
Since the Newton sequence {X i } is monotone increasing and bounded above, it has a limit, lim i→∞ X i = S. From the fact that X 1 ≥ 0 and 
is a nonsingular irreducible M -matrix at each iterate X i except X 0 , and −D S is an irreducible M -matrix.
Proof. Since C is a nonnegative matrix and −B is a nonsingular Mmatrix, −D X i is a nonsingular M -matrix for all i ∈ N 0 and −D S is an M -matrix by Theorem 3.1.
We need to show that X i < X i+1 for all i ∈ N 0 and −D X i and −D S are irreducible for all i ∈ N. We use the mathematical induction.
Since
is true for k = 0. Now, suppose that (3.15) is true for k = i. From (3.12) and 
Proof. By the hypothesis, the Fréchet derivative Q ′
S is an invertible map. Since the sequence {X i } is converges to S, there exists K ∈ N such that k ≥ K implies that ∥X k − S∥ < ϵ for any sufficiently small ϵ > 0. Therefore, by [10, Theorem 4.1.9], the sequence {X i } ∞ i=K converges to S quadratically.
Convergence Rate for a Singular M -matrix −D S
In the case of −D S is a singular M -matrix, we will see the Newton sequence also converges to the solvent but linearly. 
where P 0 is the projection onto span{N 0 } parallel to
To prove convergence rate of Newton's method of the case that −D S is singular, we will show that (1.1) satisfies the conditions of Theorem 4.1. Before proving the following lemma, we use unvec operator from R n 2 onto R n×n which is the inverse of the vec operator. 
Therefore, N is one-dimensional and R n×n = N ⊕ M. From (3.2) and (4.1), to prove the map B is invertible, we only need to show
Since x 1 > 0, we have vec(A(unvec(x 1 )) 2 ) > 0 and it represented by
for some real numbers k 1 , k 2 , · · · , k n 2 . By Fundamental theorem of linear algebra in [16] and Lemma 6.3.10 in [8] , we have
Furthermore, Since vec(A(unvec(x 1 )) 2 ), y, and x 1 are positive vectors, y T vec(A(unvec(x 1 )) 2 ) > 0 and y T x 1 > 0. Therefore, k 1 > 0 and Proof. From Taylor's Theorem with the second derivative (3.2), we have
From (3.3) we have
By subtraction, we obtain 
where {X i } is a Newton sequence in Corollary 3.5. Then there exist an integer i 0 and a constant c > 0 such that
Proof. LetX i = X i − S. Using Taylor's Theorem with the second derivative (3.2) and the fact that
Thus by (4.5),
On the other hand, from Lemma 4.3, we have
From (4.6) and the fact that X i ̸ = S for any i, we have
SinceX i converges to 0 by Theorem 3.1, we can find an i 0 such that
Corollary 4.5. Assume that, for given
In the case of Q ′ S is singular practically the Newton sequence converges linearly, according to the corollary we conclude that the error will generally be dominated by its N component [4] . From Lemma 4.2 and 4.4 we have following main theorem. 
Numerical Experiments
In this paper, the tolerance of the Newton algorithm is n × 10 −16 and we will stop the iteration if
is less than tolerance. 
