Abstract Let p ∈ (1, ∞), q ∈ [1, ∞), α ∈ [0, ∞) and s be a non-negative integer. In this article, the authors introduce the John-Nirenberg-Campanato space JN (p,q,s) α (X), where X is R n or any closed cube Q 0 ⊂ R n , which when α = 0 and s = 0 coincides with the JN pspace introduced by F. John and L. Nirenberg in the sense of equivalent norms. The authors then give the predual space of JN (p,q,s) α (X) and a John-Nirenberg type inequality of JohnNirenberg-Campanato spaces. Moreover, the authors prove that the classical Campanato space serves as a limit space of JN (p,q,s) α (X) when p → ∞.
Introduction
In their celebrated article [14] , John and Nirenberg introduced the space BMO (R n ) which proves the dual space of the Hardy space H 1 (R n ) in [10] . A more general result was later given by Coifman and Weiss [8] who proved that, for any p ∈ (0, 1], q ∈ [1, ∞] and s being the non-negative integer not smaller than n( 1 p − 1), the dual space of the Hardy space H p (R n ) is C 1 p −1, q, s (R n ), the Campanato space introduced in [6] which is known to coincide with BMO (R n ) when p = 1.
In the same article [14] , John and Nirenberg also introduced another space JN p (Q 0 ) with p ∈ (1, ∞) and showed that JN p (Q 0 ) ⊂ L p,∞ (Q 0 ), where Q 0 is a closed cube in R n and Q 0 R n . The limit of JN p (Q 0 ) when p → ∞ is just BMO (Q 0 ). Since then, there have been several articles concerning the space JN p (Q 0 ) and some of their variants. For instance, Campanato [7] used these spaces to study the interpolation of operators; Aalto et al. [1] studied JN p in the context of doubling metric spaces; In [13] , Hurri-Syrjänen et al. established a local-to-global result for the space JN p (Ω) on an open subset Ω of R n , namely, it was proved that · JN p (Ω) is dominated by its localized version · JN p,τ (Ω) modulus constants, where τ ∈ [1, ∞) and · JN p,τ (Ω) is defined as · JN p (Ω) with an additional requirement τQ ⊂ Ω for all chosen cubes Q in the definition of · JN p (Ω) ; Marola and Saari [19] studied the corresponding results on metric spaces and obtained the equivalence between the local and the global JN p norm; moreover, in both articles [13, 19] , a global John-Nirenberg inequality for JN p (Ω) was established; Berkovits et al. [3] applied the dyadic variant of JN p (Q 0 ) in the study of self-improving properties of some Poincaré type inequalities; Dafni et al. [9] showed the non-triviality of JN p (Q 0 ) via proving L p (Q 0 ) JN p (Q 0 ) for any p ∈ (1, ∞); Dafni et al. [9] also found the predual space of JN p (Q 0 ). Very recently, A. Brudnyi and Y. Brudnyi [5] introduced a more general function space on the unit cube, which is a generalization of both classical BV spaces and the John-Nirenberg spaces JN p ([0, 1] n ). It should be mentioned that various BMO type spaces have attracted lots of attentions in recent years; see, for instance, [11, 18, 4, 2, 21, 24] .
Inspired by the relation between BMO and the Campanato spaces, as well as the relation between BMO and JN p , the purpose of this article is to introduce and study a Campanato type space JN (p,q,s) α (X) in spirit of the John-Nirenberg space JN p (Q 0 ), which contains JN p (Q 0 ) as a special case. This John-Nirenberg-Campanato space is defined not only on a closed cube Q 0 but also on the whole space R n . The predual space and a John-Nirenberg type inequality of JohnNirenberg-Campanato spaces are given. It is also proved that the classical Campanato space serves as a limit space of JN (p,q,s) α (X).
Throughout the whole article, the symbol X represents either R n or a closed cube Q 0 in R n and Q 0 R n . In what follows, we always use the symbol Q 0 to denote a closed cube of R n and Q 0 R n , and the symbol 1 E to denote the characteristic function of any set E ⊂ R n . For any integrable function f and cube Q, let
Moreover, for any s ∈ Z + (the set of all non-negative integers), P where γ := (γ 1 , · · · , γ n ) ∈ Z n + := (Z + ) n and |γ| := γ 1 + · · · + γ n . It is well known that P
Q ( f ) = f Q and, for any s ∈ Z + , there exists a constant C (s) ∈ [1, ∞), independent of f and Q, such that
These fundamental properties can be found in, for instance, [15, 16, 17, 23] . Now, let us recall the definition of the Campanato space. In what follows, for any q ∈ [1, ∞), the symbol L q (X) denotes the spaces of all measurable functions f such that
and the symbol L q loc (X) the set of all measurable functions f such that f 1 E ∈ L q (X) for any bounded set E ⊂ X. and the supremum is taken over all closed cubes Q in X.
The dual space (C α,q,s (X)) * of C α,q,s (X) is defined to be the set of all continuous linear functionals on C α,q,s (X) equipped with weak- * topology.
Recall that, for any given p ∈ (1, ∞), the John-Nirenberg space JN p (Q 0 ) is defined to be the set of all f ∈ L 1 (Q 0 ) such that
where Q 0 denotes a closed cube of R n , Q 0 R n and the supremum is taken over all collections of pairwise disjoint cubes 
Moreover, for any given p ∈ (1, ∞) and q ∈ [1, ∞), Dafni et al. [9] introduced the space JN p,q (Q 0 ) which is defined to be the set of all f ∈ L 1 (Q 0 ) such that
( f ) for any i is as in (1.1) with Q replaced by Q i , and the supremum is taken over all collections of pairwise disjoint cubes {Q i } i in X.
The dual space (JN (p,q,s) α (X)) * of JN (p,q,s) α (X) is defined to be the set of all continuous linear functionals on JN (p,q,s) α (X) equipped with weak- * topology. Remark 1.3. Let X = Q 0 and α = 0 = s. In this case, it is obvious that JN (p,q,s) α (X) = JN p,q (X) with equivalent norms. Moreover, by [9, Proposition 5.1], we know that, when q ∈ [1, p), then JN (p,q,s) α (X) and JN p (X) coincide with equivalent norms and, when q ∈ [p, ∞), JN (p,q,s) α (X) and L q (X) coincide as sets.
In what follows, for any q ∈ (1, ∞) and any measurable function f , let
For any q ∈ (1, ∞) and
and P s (Q 0 ) denotes the set of all polynomials of degree not greater than s on Q 0 . In what follows, for a given positive constant A and a given function space (X, · X ), we write AX := {A f : f ∈ X}. We have the following fine generalization of the fact
with equivalent norms.
We point out that it is a very interesting open question to find a counterpart of Proposition 1.4 when α ∈ (0, ∞); see Remark 1.20(ii) below for more details.
The following proposition indicates that Campanato spaces server as the limit case of JohnNirenberg-Campanato spaces as p → ∞.
Remark 1.6. Let Q 0 be a closed cube in R n and Q 0 R n . It is well known that
As was showed in [5, p. 7] , we also have
and, for any f ∈ BMO (Q 0 ),
Proposition 1.5 then gives the following fine generalization of the above results.
and, for any f ∈ C α,q,s (Q 0 ),
Recall that the preduals of Campanato spaces are Hardy spaces [17, p. 55, Theorem 4.1]. We show that the preduals of John-Nirenberg-Campanato spaces are some Hardy-type spaces.
For
here and hereafter, supp ( f ) := {x ∈ R n : f (x) 0}. [22, 17, 23] ). 
where the infimum is taking over all decompositions of f as above.
where the infimum is taken over all decompositions of g as above.
with the usual modification made when v = ∞. The norm g P(u,v) is then defined to be the infimum of {a j } j (u,v) over all such representations of g as above.
We now claim that, when α = 0 = s, (u, v)-polymer and (u, v, s) α -polymer coincide with equivalent norms. Indeed, for any (u, v)-polymer g and ǫ ∈ (0, ∞), there exist {a j } j as above such that g = j a j and
For any j, normalize a j by setting a j := λ j a j with
This implies that
and hence g HK (u,v,0) 0 (Q 0 ) ≤ g P(u,v) by the arbitrariness of ǫ ∈ (0, ∞). On the other hand, for any (u, v, 0) 0 -polymer g and ǫ ∈ (0, ∞), there exist (u, v, 0) 0 -atoms {a j } j and {λ j } j ⊂ C such that g = j λ j a j and
Thus,
and hence, by the arbitrariness of ǫ u,v) , which shows the above claim.
( In what follows, for any u ∈ [1, ∞], let u ′ denote its conjugate index, namely, 1 u + 1 u ′ = 1. Proposition 1.12 below leads us to define the space HK (u,v,s) α (X) via the weak- * topology as in [8] .
Moreover, the finite atomic Hardy-type space HK fin 
Remark 1.15. By Proposition 1.14, we know that, for any u ∈ (1, ∞) and v ∈ (u, ∞], the spaces HK (u,v,0) 0 (Q 0 ) and HK u,v (Q 0 ) coincide with equivalent norms.
The duality relation reads as follows.
where C is a positive constant independent of f .
and
with the positive equivalence constants independent of f .
, by Proposition 1.14, we know that Theorem 1.16 coincides with [9, Theorem 6.6].
Combining Theorem 1.16 and Proposition 1.4, we have the following atomic characterization of L q ′ s (Q 0 ) for any given q ′ ∈ (1, ∞) and s ∈ Z + .
Recall that, if p ∈ (0, 1], the classical atomic Hardy spaces H p,q,0
. A similar phenomenon also appears in the Hardy-kind space HK p,q (Q 0 ) introduced in [9] , which was the predual space of JN p ′ (Q 0 ) (see [9, Theorem 6.6] ). In Proposition 1.23 below, we show that the space HK (u,v,s) α (X) also keeps such a property. To this end, we need the following property of JN (p,q,s) α (X).
with equivalent norms. (ii) From Proposition 1.4, we deduce that
and s ∈ Z + . By this and Proposition 1.19, we conclude that, for any p ∈ (1, ∞) and s ∈ Z + ,
We further claim that, for any given
Indeed, for the given f ∈ JN (q,q,s) α (Q 0 ), by Definition 1.2, we know that f ∈ L 1 (Q 0 ). Thus, for any disjoint cubes {Q i } i in Q 0 , by the Jensen inequality, we conclude that
which further implies that (1.4) and hence
It is easy to see that this is also true when [0, 1] n is replaced by any closed cube Q 0 R n . However, it is still unknown whether or not
Moreover, it is also still unknown whether or not
here and hereafter, lim inf u→1 + means that u ∈ (1, 2) and u → 1.
Indeed, for any given g ∈ HK (u,v,s) α (Q 0 ), by Definition 1.13, we know that there exist
When α = 0, by Proposition 1.14, without loss of generality, we may assume that
which is a simple consequence of Corollary 1.7, we further deduce that g = i g i in (C α,v ′ ,s (Q 0 )) * as well. Moreover, for any α ∈ [0, ∞) and any i, by Definition 1.10, we know that there exist
. From this, the Hölder inequality, the disjointness of {Q i, j } j for any i, (1.6) and (1.7), we deduce that
which further implies that, for any given u ∈ (1, 2), v ∈ (1, ∞], s ∈ Z + and α ∈ [0, ∞),
(Q 0 ) and (1.5) holds true. This finishes the proof of the above claim.
Moreover, for any given v ∈ (1, ∞], s ∈ Z + , α ∈ [0, ∞) and a closed cube Q 0 R n , as a counterpart of Proposition 1.5, it is very interesting to ask whether or not, for any g ∈ u∈ (1, 2) 
holds true, which is still unknown. Proposition 1.19 is proved via the following John-Nirenberg type inequality, which is also of independent interest. In what follows, for any given p ∈ [1, ∞), the weak Lebesgue space L p,∞ (X) is defined to be the set of all measurable functions f such that
and there exists a positive constant C (n,p,s) , depending only on n, p and s, but independent of f , such that
(i) When p ∈ (1, ∞), α = 0 = s and q = 1, Theorem 1.21 is exactly the famous John-Nirenberg type inequality [14, Lemma 3] . Recall that the John-Nirenberg type inequality [14, Lemma 3] states that, for any λ ∈ (0, ∞),
, where the positive constant C depends only on n and p, but independent of f . Thus, Theorem 1.21 provides a fine generalization of [14, Lemma 3] .
(ii) We can reformulate (1.8) as follows: for any λ ∈ (0, ∞),
which can be seen as a counterpart of the John-Nirenberg type inequality for Campanato spaces as in [15, 16] :
where C 2 and C 3 are positive constants depending only on the dimension n. In the very recently article [5] 
where
with the supremum is taken over all collections of pairwise disjoint cubes
. We have the following equivalent relations. Moreover, the space U κ ([0, 1] n ) in [5] is defined via finite linear combination of atoms, while to define the predual space HK (p ′ ,q ′ ,s) α (X) of JN (p,q,s) α (X), we do not need the finite sum requirement, due to the application of the weak- * topology. It is well known that, for the classical Hardy space H 1 (R n ), the finite atomic norm and the norm · H 1 (R n ) are equivalent on the finite atomic Hardy space H 1 fin (R n ) (see, for instance, [20] ). However, it is still unknown whether or not both the norm
(ii) By [5, Theorem 2.7], we know that, for any given p ∈ (1, ∞], q ∈ (1, ∞), s ∈ Z + and α ∈ [0, s+1 n ), the dual of the closure of all smooth functions in
It is easy to see that this is also true when [0, 1] n is replaced by any closed cube Q 0 of R n . However, it is still unknown whether or not this is true when [0, 1] n is replaced by R n .
The remainder of this article is organized as follows. We prove Proposition 1.5, Corollary 1.7, Propositions 1.12 and 1.14 in Section 2. Section 3 is devoted to the proofs of Proposition 1.4, Theorem 1.16, and Corollary 1.18. One key property we need is the density of HK fin (u,v,s) α (X) in HK (u,v,s) α (X) (see Lemma 3.1 below). We also need Lemma 3.2, which can be seen as a special case of the Jensen inequality. In Section 4, we first prove Proposition 1.25. Then we give the proofs of Propositions 1.19 and 1.23, namely, the independence of JN (p,q,s) α (X) and HK (u,v,s) α (X) over their second sub-indices. A good-λ inequality and a John-Nirenberg type inequality for JN p (Q 0 ) with f Q 0 replaced by P (s) Q 0 ( f ) are also obtained. Finally, we make some conventions on notation. Throughout the article, we denote by C and C positive constants which are independent of the main parameters, but they may vary from line to line. Moreover, we use C (γ, β, ...) to denote a positive constant depending on the indicated parameters γ, β, . . .. Constants with subscripts, such as C 0 and A 1 , do not change in different occurrences. Moreover, the symbol f g represents that f ≤ Cg for some positive constant C. If f g and g f , we then write f ∼ g. We also use the following convention: If f ≤ Cg and g = h or g ≤ h, we then write f g ∼ h or f g h, rather than f g = h or f g ≤ h. Let N := {1, 2, ...} and Z + := N ∪ {0}. For any p ∈ [0, 1], let p ′ be its conjugate index, that is, p ′ satisfies 1/p + 1/p ′ = 1. For any subset E of R n , we use the symbol 1 E to denote its characteristic function. For any cube Q ⊂ R n , the symbol P s (Q) denotes the set of all polynomials of degree not greater than s on Q.
2 Proofs of Proposition 1.5, Corollary 1.7, Propositions 1.12 and 1.14 We first show Proposition 1.5 and Corollary 1.7.
Proof of Proposition 1.5. Let Q be a cube in X and {Q i } i a collection of disjoint cubes in X which contains Q as its element. Then, for any f ∈ L 1 loc (X),
By the arbitrariness of Q, we obtain lim inf p→∞ f JN
Without loss of generality, we may assume that f C α,q,s (X) = 1. Then, for any p ∈ [r 0 , ∞), we have
, where the supremum is taken over all collections of pairwise disjoint cubes {Q i } i of X and the inequality holds true because
This finishes the proof of Proposition 1.5.
Proof of Corollary 1.7.
To show this corollary, by Proposition 1.5, it suffices to prove that, if f ∈ C α,q,s (Q 0 ) with q ∈ [1, ∞) and s ∈ Z + , then, for any p ∈ (1, ∞),
Indeed, for any f ∈ C α,q,s (Q 0 ) and p ∈ (1, ∞),
where the supremum is taken over all collections of pairwise disjoint cubes {Q i } i of Q 0 . Thus, f ∈ JN (p,q,s) α (Q 0 ) for any p ∈ (1, ∞). This, combined with Proposition 1.5, then finishes the proof of Corollary 1.7.
Next, we prove Propositions 1.12 and 1.14.
Proof of Proposition 1.12. Let
Then there exist disjoint cubes {Q j } j in X such that g = j λ j a j for some (u, v, s) α -atoms {a j } j and
.
From this and the Hölder inequality, we deduce that, for any
This finishes the proof of Proposition 1.12.
Proof of Proposition 1.14.
Then, for any M, m ∈ N, by (2.1) and an obvious fact
and any M ∈ N, by (2.1), we obtain
From this and i∈N g i HK
This finishes the proof of Proposition 1.14.
3 Proofs of Proposition 1.4, Theorem 1.16 and Corollary 1.18
We first prove Theorem 1.16. To this end, we begin with the following density property.
Moreover, without loss of generality, we may assume that, for any i ∈ N, there exist
Then, for any N, M ∈ N, we have 
Proof. We first show that this lemma holds true for α = 0. In this case, (3.1) is equivalent to
For any j ∈ {1, . . . , N}, letting
satisfies, for any j ∈ {1, . . . , N},
which further implies that {ξ j } N j=1 is a solution of (3.2) and hence of (3.1). When α ∈ (0, ∞), for any j ∈ {1, . . . , N}, let A j := a 1−pα j and B j := b j . Then, applying the above proved conclusion to {A j } N j=1 and {B j } N j=1 , we know that there exist positive constants
Namely,
Consequently, (3.1) holds true with ξ j := Ω j a −pα j for any j ∈ {1, . . . , N}. This finishes the proof of Lemma 3.2. Now, we show Theorem 1.16.
Proof of Theorem 1.16. For any given p, q, s, α as in this theorem
, let f ∈ JN (p,q,s) α (X). Then p ′ ∈ (1, ∞) and q ′ ∈ (1, ∞]. For any given g ∈ HK (p ′ ,q ′ ,s) α (X), assume that g = ∞ i=1 g i in (JN (p,q,s) α (X)) * satisfying ∞ i=1 g i HK (u,v,s)α (X) ≤ 2 g HK (u,v,s)α (X) . Then, by (2.1), we have L f (g) = | f, g | ≤ ∞ i=1 | f, g i | ∞ i=1 f JN (p,q,s)α (X) g i HK (u,v,s)α (X) f JN (p,q,s)α (X) g HK (u,v,s)α (X) .
This implies that
which completes the proof of (i). Now let L ∈ (HK (p ′ ,q ′ ,s) α (X)) * . Take a sequence {Q (k) } k∈N of increasing closed cubes such that
Indeed, if letting P s (Q (i) ) for any i ∈ N denote the set of all polynomials of degree not greater than s on Q (i) , then, by the Riesz representation theorem, there exists a function
From these and Q (1) ⊂ Q (2) , we deduce that
and hence
Thus, by (1.1), we have
we then have
Repeating the above procedure, we obtain a function f on X such that (3.4) holds true. Next, we show that
λ m a m pointwise. Then, by (3.4), we have
and hence (3.5) holds true.
We now show that f ∈ JN (p,q,s) α (X). Let {Q j } j be a collection of disjoint cubes in X. To prove that f ∈ JN (p,q,s) α (X), it suffices to show that there exists a positive constant C such that, for any
Indeed, for any j ∈ {1, . . . , N}, by (1.1), we obtain
For any j ∈ {1, . . . , N}, let g j :
s (Q j ) and, moreover, by (1.2) and the Hölder inequality, we have 
s (Q j ) for any j ∈ {1, . . . , N}. By this fact, (3.10), (3.8) and (3.5), we have
For any j ∈ {1, . . . , N}, let g j :=
From this, the fact that g is a (p ′ , q ′ , s) α -polymer, (3.7) and (3.9), it follows that
Combining (3.11) and (3.12), we obtain
Thus, (3.6) holds true with constant C := 2[1 + C (s) ] independent of N and hence
On the other hand, by (3.5) and Lemma 3.1, we know that L = L f , where L f is the linear functional induced by f in Theorem 1.16(i). From this and the above proved Theorem 1.16(i), we deduce that
By this and (3.13), we obtain L (HK (p ′ ,q ′ ,s)α (X)) * ∼ f JN (p,q,s)α (X) , which completes the proof of Theorem 1.16(ii) and hence of Theorem 1.16.
Next, we show Proposition 1.4 and Corollary 1.18.
. Then, for any disjoint cubes {Q i } i in Q 0 and m ∈ P s (Q 0 ), by the Jensen inequality and (1.2), we have
which implies that
and hence L q (Q 0 ,
. On the other hand, we know that
. This finishes the proof of Proposition 1.4.
Proof of Corollary
. On the other hand, for any g ∈ HK (p ′ ,q ′ ,s) 0 (Q 0 ), by Theorem 1.16 and Proposition 1.4, we know that 
Then, for any cube Q ⊂ [0, 1] n and m ∈ P s (Q), by (1.2) and the Hölder inequality, we have Recall that, for any closed cube Q, the dyadic system D Q on Q is defined by setting
where, for any ℓ ∈ Z + ,
and (a 1 , . . . , a n ) is a left lower vertex of Q which means that, for any (x 1 , . . . , x n ) ∈ Q, x i ≥ a i for any i ∈ {1, . . . , n}. In what follows, for any cube Q ⊂ R n , M
Q denotes the dyadic maximal function related to the dyadic system D Q on Q, namely, for any f ∈ L 1 (Q) and x ∈ Q, 
Since Q k is the maximal dyadic cube satisfying Q | f | > θλ, then Q (x) ⊂ Q k . From this and (4.5),
This finishes the proof of Lemma 4.4.
Proof of Proposition 1.23. Let 1 < u < v ≤ ∞, s ∈ Z + and α ∈ [0, ∞). We first show that k, j almost everywhere, where, for any k ∈ Z + and any j, supp (a 
