Abstract-Efficient management of wind ramping characteristics can significantly reduce wind integration costs for balancing authorities. By considering the stochastic dependence of wind power ramp (WPR) features, this paper develops a conditional probabilistic WPR forecast (cp-WPRF) model based on copula theory. The WPRs dataset is constructed by extracting ramps from a large dataset of historical wind power. Each WPR feature (e.g., rate, magnitude, duration, and start-time) is separately forecasted by considering the coupling effects among different ramp features. To accurately model the marginal distributions with a copula, a Gaussian mixture model is adopted to characterize the WPR uncertainty and features. The Canonical maximum likelihood method is used to estimate parameters of the multivariable copula. The optimal copula model is chosen based on the Bayesian information criterion from each copula family. Finally, the best conditions based cp-WPRF model is determined by predictive interval based evaluation metrics. Numerical simulations on publicly available wind power data show that the developed copula-based cp-WPRF model can predict WPRs with a high level of reliability and sharpness.
I. INTRODUCTION

W
IND power ramps (WPRs) are caused by large fluctuations in wind speed in a short time period and can threaten the secure and stable operation of power systems [1] - [3] . However, wind power ramp forecasting (WPRF) is still challenging for system operators even though larger wind power penetrations are being seen in power systems worldwide [4] , which makes WPRF significant for practical applications.
WPRF methods can be divided into deterministic forecasts (d-WPRF) and probabilistic forecasts (p-WPRF). The recent development of machine learning methods makes it possible to constitute deterministic WPRF models. For example, Liu et al. [5] developed a hybrid WPR forecasting model to combine an orthogonal test with a support vector machine (SVM). Zareipour et al. [6] presented a direct approach for predicting WPR events by using the SVM classifier. Cutler et al. [7] forecasted wind power ramps and evaluated the efficiency of the Wind Power Prediction Tool and the Mesoscale Limited Area Prediction System for ramp forecasts. Probabilistic WPRFs are expected to provide more information on forecasting uncertainties of wind power ramps. Accurate information of p-WPRF can help power system operations, such as (i) enabling credible wind-friendly flexible ramping products design in both unit commitment and economic dispatch models [8] , and (ii) significantly helping reduce wind integration cost by enabling wind power dispatchability and efficiently managing wind ramping characteristics. Most of existing p-WPRF methods can be further divided into two categories: two-and one-step methods. The twostep p-WPRF method is to first generate a massive number of wind power scenarios by using wind power forecasting techniques, and then detect all the possible WPRs. The probabilistic information of WPRF is obtained through the statistical analysis of those detected WPRs. For example, Li et al. [9] provided probabilistic WPR information using wind power scenarios generated from quantile forecasts. Cui et al. [10] utilized Neural Networks to generate wind power scenarios and derive the probabilistic distributions of ramp features. Due to the high dependence on wind power scenarios, the two-step p-WPRF method is generally computational expensive. The one-step p-WPRF method is to directly forecast ramp features based on historical measured WPR information and can eliminate impacts of generated wind power scenarios. For example, Taylor [11] used a multinomial logit structure and categorical distribution to directly estimate the ramp event probabilities for different thresholds.
Generally, WPRs can be characterized with four features: ramp rate, duration, magnitude, and start-time. However, most of current literature focuses on ramp rate forecasts while neglecting the stochastic dependence between different ramp features. To this end, a one-step copula-based conditional p-WPRF (cp-WPRF) model is developed in this paper, which is able to model conditional probabilistic forecasts of WPR features. Copula theory has been widely applied in dependence and uncertainty analyses. Zhang et al. [12] utilized the copula theory to formulate the conditional distributions of multiple wind farms' forecasting errors. Wang et al. [13] used the copula theory to describe the wind farms' dependence structure under multiple forecasting conditions. Copula theory has also been used for power system uncertainty analysis. For example, Wang et al. [14] utilized the high-dimensional copula theory for power system reserve requirement evaluation and wind power capacity credit assessment analysis.
In this paper, we seek to address two critical questions for balancing authorities with increasing wind power penetrations in power systems. Is it possible to quantitatively evaluate the probabilistic information of WPR features (e.g., rate, duration, magnitude, and start-time)? What is the impact of the stochastic dependence between WPRF uncertainties and different ramp features? This paper develops a cp-WPRF model to characterize key ramp features. The main contributions of this paper include: (i) using the Gaussian mixture model (GMM) to accurately fit the probability distributions of WPRF errors and ramp features; (ii) using copula to develop a cp-WPRF model to separately forecast each WPR feature considering the stochastic dependence of ramping features; and (iii) analyzing the probability information of conditional forecasts for ramp features.
The remainder of this paper is organized as follows. In Section II, a database of historical WPRs is constructed and ramp features are characterized. The stochastic dependence between WPRF uncertainty and variability is modeled in Section III. The development of the cp-WPRF model and evaluation metrics are described in Sections IV and V, respectively. Case studies and analysis performed on publicly available wind power data are present in Section VI. Concluding remarks are summarized in Section VIII.
II. DATA PREPARATION AND CHARACTERIZATION
Before performing the conditional forecasts of WPRs, a database of historical ramping features is constructed in Section II-A. The SVM method is used to generate d-WPRFs and construct a dataset of forecasting errors of different ramping features, as described in Section II-B. Uncertainty and variability of WPRFs are characterized in Section II-C for marginal distributions that can be used in copula-based conditional forecasts.
A. WPR Detection
The WIND Toolkit [15] is utilized to construct the historical WPRs database, and the optimized swinging door algorithm (OpSDA) [16] is used to automatically detect WPRs. In the OpSDA, the conventional swinging door algorithm (SDA) with a predefined value is first applied to segregate the wind power data into multiple discrete segments. Then dynamic programming is used to merge adjacent segments with the same ramp direction and relatively high ramp rates. A brief description of the OpSDA is introduced in this section, and more details can be found in [16] . A brief example of one WPR is illustrated in Fig. 1 . As can be seen, one WPR consists of four ramp features and one auxiliary variable. The four ramp features are ramp rate, duration, magnitude, and non-ramp duration/start-time, which are represented by symbols R, D, M, and S, respectively. The auxiliary variable is the start-time wind power output (SWPO) represented by the symbol P. Note that the ramp start-time can be calculated from the non-ramp duration. Since ramp features are more practical for power system operations than the auxiliary variable, the developed WPRF model in this paper is to forecast each ramp feature. Since four features and one auxiliary variable constitute one WPR, the stochastic dependence among them needs to be modeled to forecast any ramp feature. To characterize the mutual dependence of WPR features and the auxiliary variable, Copula theory is adopted for analytical analysis and introduced in Section III.
B. ε-SVM Based d-WPRF Model
Based on the historical WPR features data, a classic machine learning method, epsilon-insensitive support vector machine (ε-SVM), is used to generate d-WPRFs. Note that this paper does not aim to develop any new machine learning methods for WPRFs. SVM has been widely used in regression and classification problems [17] , as well as for d-WPRFs. Given an observation WPR sample set {R t ,R t+1 } N tr t=1 , each R t ∈ R n represents the input variables of WPR samples at the current tth ramp, i.e., R t = R t−N I +1 , . . . , R t−1 , R t , andR t+1 ∈ R represents the corresponding forecast at the next (t+1)th ramp with N tr training points. N I is the number of input variables. The nonlinear mapping is established to transfer the input data into a feature space with higher dimensions. The linear regression can be performed in this feature space, given by:
where the coefficients w and b are estimated from the data. To map the high-dimensional feature space, the widely used radial basis function (RBF) is adopted as a kernel:
To deal with infeasible constraints, slack variables ξ t and ξ * t are introduced for each point. By minimizing the following risk function, all the variables are calculated:
As shown in Fig. 2 , the SVM only depicts the variability of the ramp rate. However, it does not characterize the uncertainty in WPRF, which is discussed as follows.
C. Uncertainty and Variability Characterization of WPRF
Similar to the wind power, WPR features also present the uncertainty and variability characteristics [18] . WPRF errors are varying over time with different forecasting accuracies, which is the a proxy for the uncertainty (see the green brace in Fig. 2 ). The WPR features change frequently with time, which is the variability (see the red brace in Fig. 2 ). Taking the ramp rate forecast error (RRFE) as an example, Fig. 3 shows the scatter plots of joint distributions of RRFE and two representative WPR features: ramp rate and duration. Fig. 3(a) shows that RRFE is directly proportional to ramp rate, i.e., RRFE ∝ Rate. Fig. 3(b) shows that RRFE is inversely proportional to ramp duration, i.e., RRFE ∝ 1/Duration. This observation illustrates that RRFE correlates with WPR features, such as ramp rate and duration. However, it is still challenging to model the stochastic dependence analytically when considering multivariate marginal distributions. Though a correlation coefficient can characterize this relationship between RRFE and ramp features, it still cannot capture all of the dependence information. Copulas are efficient at describing the correlations of stochastically dependent variables, and have thus been adopted to model the probabilistic relationship between WPRF errors and WPR features.
Currently, most papers in the literature use unimodal distributions (normal distribution [19] ) or nonparametric distributions (kernel density estimation [13] ) to model the marginal distributions of copula. However, unimodal distributions cannot accurately fit the irregular distributions of WPR features, and nonparametric distributions cannot be solved analytically. To characterize the uncertainty and variability of WPR features, the GMM distribution [20] is used in this paper to accurately model the multimodal probability distributions of WPRF errors and WPR features, respectively. The GMM distribution is formulated by:
where N G is the total number of mixture components. R is the WPR features set, including the ramp rate (R), ramp duration (D), ramp magnitude (M), and ramp start-time (S). defines the parameter set of all mixture components, i.e.,
. σ is the standard deviation. μ is the mean value. ω is the weight. Each component g(x r |μ, σ ) conforms to a normal distribution, given by:
where the integral of a normal distribution equals unity. Thus, Eq. (9) becomes:
The GMM distribution has two unity attributes formulated in (8) and (11), which make it possible to use the expectation maximization algorithm to estimate all the parameters of mixture components. More detailed information about this algorithm can be found in [21] . The uncertainty and variability of WPR features are separately characterized by the GMM distribution with specific parameters.
III. CONDITIONAL FORECAST OF UNCERTAINTY WITH STOCHASTIC DEPENDENCE OF VARIABILITY
Generally, the behavior of WPR uncertainties is affected by WPR variabilities, which is called stochastic dependence [12] , [19] . In other words, the WPR uncertainty and variability are stochastically dependent on each other. To analytically characterize the stochastic dependence between WPR uncertainty and variability, Copula theory provides an effective way of capturing these correlations [22] , [23] . Suppose that x r is the rth uncertainty variable (WPRF errors) and
; y c is the cth random variability (or condition) variable (WPR features and auxiliary variable) and y c ∈ {y R , y D , y M , y S , y P } (c ∈ R ∪ {P}). The joint cumulative distribution function (CDF) F X r Y c represents the stochastic dependence, given by:
where F X r and F Y c are the marginal CDFs of WPR uncertainty and variability that transform x r and y c into the uniform distributions, respectively. F C (·) is the copula CDF. In this way, Copula theory transforms the stochastic dependence problem into modeling F X r , F Y c , and
A. Single Condition Based cp-WPRF
Because of the stochastic nature of WPR, a change of random WPRF errors would occur when the condition variables are altered, which is regarded as the stochastic dependence of WPR uncertainty with the variability. The joint distribution of WPRF errors and the conditional variable can be modeled by the copula function. The joint probability density function (28) in Appendix A-A with the marginal PDFs of x r , y c , and copula PDF f C (·). Given the point forecast of one single conditional variable is y c =R c , the conditional PDF (cPDF) of WPRF errors can be expressed as:
where the WPR uncertainty variable (x r ) pool x r ∈ {x R , x D , x M , x S } includes the WPR uncertainties of four WPR features. The dependent condition (y c ) pool in y c ∈ {y R , y D , y M , y S , y P } includes all the possible variables that are correlated with the WPR uncertainty. In this paper, the dependent conditional variable pool consists of four WPR features and SWPO (P). Note that the aforementioned pool definitions are not limited by this paper and can be extended by balancing authorities for further studies. Each uncertainty or condition variable is normalized by:
where μ and σ represent the mean value and standard deviation of uncertainty or condition variables, respectively.
B. Multiple Conditions Based cp-WPRF
Copula theory can also be used to establish the multiple conditions based cp-WPRF model by expanding (13) . (29) in Appendix A-B. Given point forecasts of multiple conditional variables are
is expressed in (30) in Appendix A-B. Unlike the single condition based cp-WPRF, multiple conditional variables (y 1 , y 2 , . . . , y c ) are selected from the dependent conditions ). Decide the region where ρ is:
Return η, x 0 r = x r,η ; and the approximation x 1 r is calculated, when iteration l = 0, by: 4 if single condition based cp-WPRF then 5 Choose the optimal copula by (17) and run the iterative formula in (31) in Appendix A-C; 6 end 7 else if multiple conditions based cp-WPRF then 8 Choose the optimal copula by (17) and run the iterative formula in (32) in Appendix A-C. The lower bound is returned as:
The iterative process is repeated by (31) and (32) in Appendix A-C.
end 18 end
pool in (15) based on the constraint in (16) . By varying the c value, all of the possible conditions can be considered.
Overall, the conditional distribution of WPR uncertainty variables consists of the copula-based cPDF as the variant multiplier and the marginal GMM distribution as the base.
C. Optimal Copula Models Determination
To choose the optimal copula model, the Bayesian information criterion (BIC) is used to assess the performance of different copula models [24] . Thus, the optimal copula model is chosen by minimizing the BIC, formulated by:
where N P is the number of parameters in a copula model. N S is the number of measured samples. For the Gaussian copula, N P = c(c + 1)/2. For the t copula, N P = 1 + c(c + 1)/2. For the Archimedean copula family, N P = 1.
The optimal copula model is determined by BIC. In statistics, BIC is a criterion used for model selection among a finite set of models. The copula model with the minimum BIC is preferred. The minimum BIC is calculated using CDFs that transform the ramping features data into uniform distributions. Different CDF profiles of each ramping feature may generate a different optimal copula model. Fig. 4 illustrates the CDF profile differences of ramping features and RRFE, which shows that the optimal copula model could be different when used to forecast different ramping features. [25] , given by:
where the lower and upper nominal proportions α L and α U equal to β/2 and (1 − β/2), respectively. However, the inverse function of the cCDF cannot be analytically deduced. Alternatively, we use the Newton-Raphson method [20] to obtain the numerical solution. Taking the ramp rate forecasts as an example, the lower bound of ramp rate uncertainty is generated by using the pseudocode in Algorithm 1 based on the copula PDF and the lower nominal proportion α L . The overall framework for generating the cp-WPRF of ramp rate is illustrated in Fig. 5 , which mainly consists of four major steps: deterministic ramp rate forecast, marginal distribution fit, optimal copula model selection, and determining the best conditions based cp-WPRF model. The four major steps are described as follows:
• Step 1: Based on the measured WPR data of ramp features, a machine learning method (i.e., SVM) is used to separately generate deterministic forecasts of all WPR features and the corresponding WPRF errors (see Section II-B). • Step 2: Each WPR feature and its forecasting errors are characterized by the GMM distribution (see Section II-C), which is used as the marginal distribution in copula models. •
Step 3: Parameters of the copula models are estimated by the ML/CML method. The best copula model is chosen based on the minimum BIC (see Section III). • Step 4: The PIs of ramp rate I β r,t are calculated as the combination of the deterministic forecasts and the WPR uncertainties PIs (see (18) ). The best conditions based cp-WPRF model is determined by the quality of PIs with evaluation metrics (see Section V).
V. CP-WPRF EVALUATION METRICS
To evaluate the performance of cp-WPRF at different conditions, two PI-based metrics, namely reliability and sharpness [26] - [28] , are adopted and briefly introduced in this section. Reliability indicates the correct degree of a cp-WPRF assessed by the hit percentage. Sharpness indicates the uncertainty conveyed by the cp-WPRF.
A. Reliability
The forecasted WPR features are expected to lie within the PI bounds with a prescribed probability termed as the nominal proportion. It is expected that the coverage probability of obtained PIs will asymptotically reach the nominal level of confidence (ideal case) over the full WPRs. PI coverage probability (PICP) is a critical measure for the reliability of the WPR PIs, formulated as PICP = (19) . Theoretically, the PICP should be close to the corresponding PI nominal confidence (PINC). The average coverage error (ACE) [26] (20) where N SL is the number of significance levels (SLs). N t is the number of test samples.
B. Sharpness
Sharpness is related to the interval size of different SLs. The mean size of PIs (δ β r ) at nominal coverage rate (1-β) is:
The interval score Sc β r (R r,t ) rewards narrow PIs and assesses a penalty if a target doesn't lie within estimated PIs.
The average score value (ASV) can be employed to comprehensively evaluate the overall skill of WPR PIs to assess the sharpness, given by:
Generally, smaller ACE and ASV values indicate better forecasting performance. To examine the trade-off between the reliability and sharpness metrics, the synthetic evaluation metric (SEM) is formulated by:
where ACE and ASV are normalized by (14) . λ 1 and λ 2 are the weight coefficients (in this paper, λ 1 = λ 2 = 0.5). The weights could be adjusted based on the balancing authorities' (or other stakeholders') preferences between the two metrics.
C. Optimal Condition Determination
To select the optimal condition from the conditions pool, the objective function is constructed by minimizing the SEM metric for each correlated condition, given by: (25) where is the set of conditions pool. Fig. 6 shows the procedure of selecting the optimal condition from the conditions pool, which is described as follows:
• Step 1: Prepare a conditions pool and choose the ith condition from the conditions pool. • Step 2: Select the optimal copula model, calculate predictive intervals, and calculate evaluation metrics SEM i in (25). • Step 3: If i=1, the optimal SEM is set as SEM opt,1 = SEM 1 ; otherwise, compare the ith SEM SEM i with the optimal SEM SEM opt,i−1 in the last (i-1)th iteration.
• Step 4: If SEM i < SEM opt,i−1 , the optimal SEM is replaced by SEM opt,i ← SEM i and i opt ← i; otherwise, this step is skipped and goes to Step 5. • Step 5: Evaluate the termination condition. If the condition index i is smaller than the total number of conditions i < length( ), the index is updated by i = i + 1 and it returns to
Step 1: otherwise, the iteration calculation is terminated. The optimal condition is selected as the i opt th condition.
VI. CASE STUDIES AND RESULTS
A. Test Case
The developed cp-WPRF model is evaluated using data from the Wind Integration National Dataset (WIND) Toolkit [15] . 
B. Performance of the Developed cp-WPRF
The detected WPRs in the Dallas area are used to verify the effectiveness of the developed model in this case. There are a Fig. 7 shows the cp-WPRF results for ramp rate at different nominal coverage rates (1-β). To evaluate the accuracy of the proposed model, we define two variables as FP and FN. FP is defined as the number of predicted ramps but not observed, which means the ramps are false alarms. FN is defined as the number of observed ramps but not predicted, which means the ramps are missed by the forecasting model. Two metrics are further defined based on the total number of ramps N R : the rate of false alarm ramps (ROFA) and the rate of missed ramps (ROMR).
As shown in Table I , ROFA with different ramp rate thresholds is in the range of 5%∼8%. ROMR with different ramp rate thresholds is in the range of 3%∼5%. The small ROFA and ROMR values verify the effectiveness of the developed cp-WPRF model. Fig. 8 shows the performance of the developed copula-based cp-WPRF model for ramp rate. The joint conditional distribution of ramp duration and ramp rate forecast error (RRFE) is shown in Fig. 8(a) , which illustrates the correlation between the RRFE and ramp duration. The cCDFs cluster shown in Fig. 8(b) is generated by the conditional distributions of the RRFE (X) for different ramp duration values (D), abbreviated as 'X|D'. It shows that the cCDFs of RRFE present different shapes under conditions of different ramp duration values. Figs. 8(c) and 8(d) show the evaluation metrics of reliability and sharpness for the first fifteen correlated conditions that are chosen based on smaller SEM values, respectively. The X|R condition (where RRFE is only correlated with ramp rate) presents the closest coverage probability to the corresponding nominal proportion and relatively smaller interval scores for each nominal proportion. In Fig. 8(d) , the higher interval scores are caused by conditions that are less correlated with the RRFE.
The numerical results of all correlated conditions for ramp rate are summarized in Table II . It indicates that the X|R condition shows the smallest SEM value, which presents the optimal trade-off between reliability and sharpness compared to other correlated conditions. It also means in this case the ramp rate probabilistic forecasts can be significantly improved by considering the stochastic dependence between the ramp rate uncertainty and measured ramp rates. Note that the aforementioned results are based on the specific data used in this section. However, by using the developed cp-WPRF model in this paper, system operators and users are able to determine the best condition (i.e., features combination) when forecasting a ramping feature.
The numerical results in Table II also verify that there is no strong correlation between the forecasting accuracy and the number of ramping features considered. This is because some features may be helpful for improving the reliability metric (a smaller ACE value), whereas considering others may be helpful for improving the sharpness metric (a smaller ASV value). However, the ranks of features with the smallest ACE and ASV are completely different. Thus, it is still challenging to specify features which are important for improving both the reliability and sharpness metrics. As shown in Table II , the X|RPS condition performs the best at improving the sharpness metric with the smallest ASV value (12.89), and the X|R condition performs best at improving the reliability metric with the smallest ACE value (1.12).
C. Comparisons of Different Probabilistic WPRF Models
To verify the effectiveness of the developed cp-WPRF model, four probabilistic WPRF models are used for comparisons. The detailed information on the four models is described as below and also summarized in Table III.   TABLE II  CP-WPRF RESULTS OF ALL CORRELATED CONDITIONS FOR RAMP RATE   TABLE III  DESCRIPTIONS Case 1: The WPR data of Section VI-B in the Dallas area is used as an extensive study in this case, i.e., different ramp features with multiple WPRF models. For ramp rate, Model 4 uses the selected X|R condition as the best cp-WPRF model with the optimal Gumbel copula. For ramp magnitude, Model 4 uses the selected X|RMS condition as the best cp-WPRF model with the optimal t copula. For ramp duration, Model 4 uses the selected X|DR condition as the best cp-WPRF model with the optimal Gaussian copula. For ramp start-time, Model 4 uses the selected X|DRSP condition as the best cp-WPRF model with the optimal t copula.
For the simplicity of comparison, Fig. 9 shows the coverage probabilities (reliability) and interval scores (sharpness) for different ramp features. As can be seen, the coverage probability curve of Model 4 (the blue solid line) is the closest to the ideal nominal proportion line (the red solid line) in all cases. It is also shown that Model 4 has the smallest interval scores for each nominal proportion. Particularly, Model 4 performs much better in terms of the interval score for ramp rate as shown in Fig. 9(d) . This is probably because the stochastic dependence between the ramp rate feature and its uncertainty is simultaneously considered in Model 4. For a better illustration, Table IV lists the numerical results of evaluation metrics for different ramp features. Specifically, the reliability metric ranges of Model 1, 2, 3, and 4 are 4%-13%, 6%-14%, 7%-13%, and 1%-7%, respectively. The sharpness metric ranges of Model 1, 2, 3, and 4 are 40%-134%, 35%-63%, 31%-69%, and 30%-51%, respectively. The final SEM ranges are 0.3-1.04, 0.09-0.28, -0.15-0.42, and -1.14−-0.85, respectively. For all four ramp features, Model 4 presents the smallest ACE, ASV, and SEM values. This is because Model 4 considers both the WPRF error uncertainty and the stochastic dependence of different ramp features, compared to both Model 1 and Model 2. In addition, the accurate 09) ]. These findings would help balancing authorities efficiently manage WPRs. For example, a better forecast accuracy of ramp magnitude can be used to design more reliable ramping products in the electricity market [29] .
Case 2: The ramp rate data of the four regions in Miami, Chicago, New York, and Los Angeles is used to verify the robustness of the developed cp-WPRF model. Fig. 10 shows the coverage probabilities and interval scores for ramp rate forecasts in these regions. It is found that Model 4 presents the closest coverage probability curve (the blue solid line) Table V . Specifically, the reliability metric ranges of Model 1, 2, 3, and 4 are 2%−14%, 3%−7%, 4%−8%, and 2%−3%, respectively. The sharpness metric ranges of Model 1, 2, 3, and 4 are 33%−37%, 31%−47%, 26%−33%, and 25%−32%, respectively. The SEM ranges are 0.37−1. Another interesting finding is that the interval score difference between Model 3 and Model 4 in Fig. 9 is more significant than that in all four regions in Fig. 10 . This is because the GMM marginal distribution can fit the WPRF error uncertainties significantly better than the normal marginal distribution. However, for other four regions in Fig. 10 , the GMM marginal distribution can fit the WPRF error uncertainties only slightly better than the normal marginal distribution. To compare the fitting performance of the normal and GMM distributions for WPRF errors, Table VI illustrates the Chi-square (χ 2 ) statistics [20] to measure the goodness-of-fit. As can be seen, for the Dallas data, the fitting performance of GMM is about 72% better than that of the normal distribution. However, for other four regions (MIA, CHI, NYC, and LA), the slight improvements of using GMM are approximately 21%∼27%, compared to the normal distribution.
D. Robustness Analysis of cp-WPRF Models
To verify the robustness of the developed model with different forecasting methods, three autoregressive moving average model (ARMA) methods, i.e., ARMA(1,1), ARMA(2,1), and ARMA(3,1), are used as a comparison with the SVM-based Fig. 9(d) . Fig. 11 shows the performance of cp-WPRF models using various ARMA forecasting methods. As can be seen in Figs. 11(a)-11(c), the developed cp-WPRF model (Model 4) consistently presents the closest coverage probability curve (the blue solid line) and the smallest interval score (the green solid line), when using different ARMA methods. Specifically, Fig. 11(d) compares the SEM values of cp-WPRF models using different forecasting methods. The developed cp-WPRF model (Model 4) consistently provides the smallest SEM values (see the dark blue bars). These observations verify that the developed cp-WPRF is robust with different forecasting methods. Table VII illustrates optimal copula models and best conditions of different forecasting methods based on cp-WPRF models. It shows that the optimal copula model may change with the forecasting method. This is because the probability distributions of ramp rates forecasted by the distinct forecasting method are different. These probability distributions could 
VII. DISCUSSION
For practical applications, the developed cp-WPRF model can be executed in two steps: offline training and online forecasting. Fig. 12 shows the overall framework of the online ramping forecasting and the offline training for determining the optimal condition. In the first step of offline training, operators could adopt the developed procedure with SEM metrics to determine the optimal condition based on historical measured and forecasted WPR sets. The optimal condition determination procedure is further classified based on different scenarios. These scenarios are divided by weather conditions (such as wind speed), time of day, season of year, and current wind power output. More details about scenarios can be found in our previous study in [8] and [30] . For each scenario, the optimal conditions are pre-determined and prepared for online forecasting. In the second step of online forecasting, operators put WPR samples of the current tth ramp (R t ) into the proposed cp-WPRF model, and the optimal condition is chosen from the offline training stage based on the particular scenario to which the input variables of the WPR samples belong. Finally, the future rampR t+1 can be forecasted online by using the current ramp information and the offline pre-determined optimal condition.
VIII. CONCLUSION
This paper developed a conditional probabilistic wind power ramp forecast (cp-WPRF) model based on Copula theory. Based on the WIND Toolkit wind power data, the optimized swinging door algorithm (OpSDA) was first used to construct the wind power ramps (WPRs) dataset. The epsilon-insensitive support vector machine (ε-SVM) was then adopted to separately generate deterministic forecasts for each WPR feature and calculate corresponding forecasting errors. To characterize the conditional distributions of WPR forecasting errors, Copula theory was used to model the stochastic dependence with different ramp features based on the marginal distribution using the Gaussian mixture model (GMM). Numerical simulations and comparisons on four probabilistic WPRF models showed that: (i) By considering the stochastic dependence between the ramp rate uncertainty and historical ramp rates, probabilistic forecasts of ramp rate could be significantly improved with best evaluation metrics. (ii) The developed cp-WPRF model could enhance the probabilistic forecasting accuracy of different ramping features: ramp rate, duration, magnitude, and start-time. (iii) The developed cp-WPRF model also provided high probabilistic forecasting accuracy and robustness in different regions. In the future, this research can be further improved by: (i) developing probabilistic wind power ramp products in the electricity market design; and (ii) considering the uncertainty of space-time dependencies of various nearby locations and look-ahead times.
APPENDIX A
A. Single Condition
The joint PDF with the marginal PDFs of the WPR uncertainty variable (x r ), the dependent condition variable (y c ), and the copula PDF (f C (·)) is given by: 
