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において学習・認識部に用いる手法，HMMと SVM，そして Hybrid HMM/SVMについて
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出力する確率分布が bj(xt)であるような信号源 (状態)が状態遷移確率 aij をもって接続さ













































態遷移確率A = faijgSi;j=1，各状態 iでの出力確率B = fbi(xt)gSi=1により，w = (A;B; )
として与えられる．このとき，状態がQ = fq1; q2; :::; qT gと遷移して，観測ベクトル系列
X = (x1;x2; :::;xT )が出力される同時確率 P (X; Qjw)は，P (XjQ;w)と P (Qjw)の同時
確率で，



















HMMの学習は，観測データ fX(1);X(2); :::;X(l)gに対して，式 (4.3)で与えられる観測
尤度 P (Xjw)を最大にするモデルパラメータ w = (A;B; )を求めることである．すなわ
ち，









第 4章 Hybrid HMM/SVMによる認識モデル
Forwardアルゴリズム







時刻 t  1までに観測ベクトル系列 x1;x2; :::;xt 1(t  T )を出力し，時刻 tに状態 qiか
ら qj に遷移して xtを出力する確率として前向き確率 t(j)を定義する．t(j)は
t(j) =
(
j (t = 1)PS

















[qi 2 F ] (t = T )PS











過して gt+1(j)に遷移する事後確率を t(i; j)とする．これらを求めることが Expectationス
y3図 4.2の時刻 t，状態 qi における格子点に対応する
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図 4.2: Left-to-Right HMMのトレリス表現
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第 4章 Hybrid HMM/SVMによる認識モデル
テップに相当する．Baum-Welchアルゴリズムでは，t(i)，t(i; j)に基づいて HMMのパ
ラメータである初期状態確率 i，遷移確率 aij，各状態での出力確率 bi(xt)を再推定して
いく．
t(i) =
P (qt = i;Xjw)PS






P (qt = i; qt+1 = jjX; w)PS
i=1
PS

















t=1[xt = K]t(i; j)PT
t=1 t(i)
(4.13)


















bi(K) = 1:0 (4.16)
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音声認識では，認識対象とする単語ごとにHMMをw1; w2; :::; wU と作成しておき，観測
特徴ベクトル系列X に対して，
wumax = arg min
wu
























X = fx1;x2; :::;xlg (4.24)
今，2クラスが線形分離可能な問題について考え，式 (4.24)の各サンプルに対応するク
ラスラベルを
fy1; y2; :::; ylg (yi 2 f1; 1g) (4.25)
とし，クラス間の境界を示す超平面を次のように表す．

















minimizew;b G(w) = jjwjj2;　 (4.31)
subject to yi(w
>x+ b)  1 (i = 1; :::; l)
という最小化問題として表現できる．すなわち，SVMにおける学習とは，式 (4.26)のパラ
メータとして，上の問題の最適解wと bを求めるということになる．
この最適化問題のラグランジアン Lは，ラグランジュ乗数 i > 0を導入して，
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iyi = 0; i  0 (i = 1; :::; l)





で最適なパラメータを決定することができる．wは，i 6= 0と対応する学習サンプル xi


































決定境界が求まらない．そこで，スラック変数 i(i = i; :::; l)を導入し，学習データに対し
て若干の誤りを許すように条件を緩め，





>x+ b)  1  i; i  0 (i = 1; :::; l)
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のパターン xをN 0次元空間に写像する関数を (x)とおくと，識別関数は
















iyi = 0; 0  i  C (i = 1; :::; l)
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iyi = 0; 0  i  C (i = 1; :::; l)
となる．このように高次元空間に写像しながら，写像された空間での内積計算をカーネル
関数で置き換えて実際には避ける方法は，カーネルトリックと呼ばれる．カーネル関数と




i xj + 1)
d (4.46)






































図 4.6に示すように HMMの各状態での出力確率を SVMによる事後確率に置き換えたよ
うな構成となるため，認識の際も HMMと同様に Viterbiアルゴリズムを利用する．
 






P (y = 1jx) = 1
1 + exp(Ag(x) +B)
(4.49)
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図 4.8: 二次元データの SVM3クラス問題における決定境界と事後確率の様子
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表 5.1: 実験 1で用いた音の一覧とその正解ラベル
正解ラベル 認識対象の各段の音
あ あ か さ た な は ま や ら わ
い い き し ち に ひ み 　 り 　
う う く す つ ぬ ふ む ゆ る 　
え え け せ て ね へ め 　 れ 　




















































A/D変換器 NI USB-6218，National Instruments（株）

















実験 1では日本語母音の 5クラス，実験 2では 46音の 46クラス分のモデルを作成するこ
とになる．SVMの連鎖構造は 3状態 Left-to-Right HMMと同様にした．Viterbiアラインメ




ルを用いた非線形 SVMとした．SVMのパラメータ C と RBFのパラメータ は，探索範


























































表 5.3: 実験 1の音別認識率（HMM）
Recogniton results







s あ 80 100.0
い 47 8 14 11 58.8
う 4 58 11 7 72.5
え 19 14 29 18 36.3
お 5 13 7 55 68.8
32
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表 5.4: 実験 1の音別認識率（SVM）
Recogniton results







s あ 80 100.0
い 78 2 97.5
う 14 65 1 81.3
え 33 47 58.8
お 28 7 45 56.3
表 5.5: 実験 1の音別認識率（Hybrid HMM/SVM）
Recogniton results







s あ 77 3 96.3
い 4 72 4 90.0
う 1 79 98.8
え 75 5 93.8
お 1 79 98.8
 


















































































あ い う え お か き く け こ さ し す せ そ た ち つ て と な に ぬ ね の は ひ ふ へ ほ ま み む め も や ゆ よ ら り る れ ろ わ を ん
あ 10 100.0
い 1 9 90.0
う 10 100.0
え 4 1 1 1 3 40.0
お 3 2 1 1 2 1 30.0
か 7 2 1 70.0
き 1 2 1 1 5 0.0
く 2 1 3 1 1 2 20.0
け 2 3 2 1 1 1 30.0
こ 5 3 1 1 50.0
さ 2 2 5 1 50.0
し 2 1 1 1 1 3 1 10.0
す 3 4 1 1 1 40.0
せ 1 2 3 1 1 2 0.0
そ 4 1 3 1 1 0.0
た 3 1 2 3 1 0.0
ち 2 1 3 4 30.0
つ 1 1 2 1 4 1 0.0
て 1 4 1 1 3 0.0
と 1 1 1 1 3 1 2 10.0
な 1 3 1 3 1 1 30.0
に 1 1 1 1 4 2 0.0
ぬ 4 1 1 3 1 0.0
ね 4 1 2 3 0.0
の 2 1 1 1 3 1 1 30.0
は 2 1 1 1 4 1 40.0
ひ 1 1 8 80.0
ふ 2 1 6 1 60.0
へ 2 1 1 1 1 1 1 2 20.0
ほ 1 2 3 1 1 2 0.0
ま 1 1 1 2 1 3 1 0.0
み 1 1 1 1 1 1 4 40.0
む 1 2 1 6 60.0
め 2 4 2 1 1 20.0
も 1 4 1 4 40.0
や 8 1 1 80.0
ゆ 6 3 1 60.0
よ 1 1 2 1 1 1 1 1 1 0.0
ら 3 3 1 1 2 30.0
り 7 1 2 70.0
る 1 8 1 80.0
れ 1 2 2 1 2 2 20.0
ろ 1 2 5 2 50.0
わ 2 2 1 1 4 40.0





































HMM/SVMによる平均認識率は 95:5%で，従来手法である HMMでの 67:3%，及び SVM
での 78:8%と比較して優れた認識性能が得られた．次に，46音をそれぞれの音（例えば，
「き」は「き」，「し」は「し」，「め」は「め」など）として認識する実験を行った結果は，
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