The problem of blind channel identi cation for Direct-Sequence/Code-Division MultipleAccess (DS/CDMA) multiuser systems is explored. For wideband DS/CDMA signals, multipath distortion is well modeled by a a nite-impulse response model. In this work, a blind channel identi cation technique based on second order statistics is investigated. The method exploits knowledge of the spreading code of the user of interest via matched ltering, as well as properties of spreading codes. The current scheme focuses on a method appropriate for randomized long sequence DS/CDMA. This access scheme poses special challenges as the spreading codes are time-varying. An analytical approximation of the mean-squared error is derived using perturbation techniques. The performance of the algorithm is studied via simulation and through the mean-squared error approximation, which is observed to be tight.
Introduction
Direct-Sequence/Code-Division Multiple-Access (DS/CDMA) is a promising candidate for next generation wireless systems 1, 3] . In order to provide high delity detection, it is necessary to either implicitly or explicitly characterize the wireless propagation channels. The propagation e ects experienced by wideband signals such as DS/CDMA can be well-modeled by a tapped delay line. With knowledge of these multipath coe cients, multi-user equalizers can be constructed (see e.g. 5, 21] ). In this paper, we explore blind channel identi cation schemes for multi-user systems employing DS/CDMA based on second order statistics. The search for blind identi cation methods is motivated by the desire to have training signal independent schemes to improve the overall data rate of the system. Furthermore, we shall consider DS/CDMA systems where the signature waveforms have periods much longer than a symbol duration. Such randomized spreading is appropriate for systems based on IS-95 as well as for military systems which require a higher degree of security as a orded by long randomized codes. The contributions of this paper are the development and analysis of a blind channel identi cation scheme for randomized spreading codes. In particular, an approximation of the mean-squared channel estimation error is derived based on perturbation analysis techniques. Simulation studies verify the tightness of the approximation. The meansquared error development represents some of the rst work on error derivation for channel estimation in systems with randomized codes (in addition to that found in 19] ). Due to the spreading operation, DS/CDMA signals lend themselves naturally to a category of blind channel identi cation techniques that have become recently popular (see e.g. 10]). While it is possible to estimate the global channel response (see e.g. 7] , 17]), we shall focus on schemes which estimate the pure channel only (e.g. 15] ).
The basis of our methods will be the direct exploitation of the spreading sequence of the user of interest via matched ltering. For delay spreads that are much smaller than the symbol period, a moderate number of matched lter outputs form a set of statistics suitable for performing blind channel identi cation. This often allows for a signi cant reduction in computational complexity (see e.g. 2]) due to the reduction in dimension of the observation vector.
While there has been a signi cant amount of research directed towards channel identi cation for short spreading code systems 2, 17, 15] ; there has been limited e ort in regards to the randomized code scenario. A key challenge in the estimation of channel responses in systems where randomized codes are employed is the time-varying nature of the spreading codes. The two approaches that have been adopted for the long spreading code identi cation problem can be categorized as deterministic or stochastic. In deterministic approaches, the long spreading code is considered to be a deterministic sequence. These methods are characterized by requiring a signi cant amount of information about the interfering users. Recently, there have been three contributions to this type of blind identi cation for long code systems. A key property shared by 6, 16, 19, 18] is that it is presumed that the receiver has knowledge of all of the users' spreading codes 1 . For randomized code DS/CDMA systems, such a requirement translates to knowing KB di erent length N spreading codes for K active users and a transmission block of B bits.
In 16], an iterative approach is considered which modi es the channel estimation method of 14] to the multi-user, randomized code case. Essentially, a series of least-squares problems are solved where alternatively the data symbols or the channel is assumed to be known and the other quantity is estimated. Correlation matching techniques are employed in 18]. In 6] an iterative scheme is derived based on alternating projections. While 6, 16, 18] consider the uplink estimation problem, 19] focuses on the downlink. In the downlink, one can exploit the fact that all users' signals, including the interferers, are received through the same channel.
The second approach to the problem at hand is to take a stochastic view. Thus, the long spreading sequences are modeled as random sequences and properties of the resulting statistics are exploited to perform identi cation. In this category are present the proposed work and the work of 8]. The stochastic approach obviates the need for the complete knowledge of all user signature waveforms. The algorithm presented herein can thus has applicability for both the uplink and the downlink. It will be seen that the matched ltering algorithm developed herein o ers a comparable channel estimation error to that of 8]. The new algorithm does, however, o er several tunable design parameters to regulate performance and thus provides additional exibility. It should be noted that the complexity of the algorithm in 8] is less than that of the proposed algorithm. The main contributions of the current work are the observation that the matched ltered multiple access interference can be well-modeled as interference which is stationary at the chip-rate; a tight approximation of the mean-squared channel estimation error for a randomized spreading code environment; and thorough simulation studies of the proposed algorithm. The simulation studies reveal that neither the proposed algorithm nor the algorithm of 8] are near-far resistant { a facet not previously studied. It is noted that the requirement of full knowledge of the spreading codes of all active users for the works in 16, 18, 19] precludes fair comparison to the technique presented herein. This paper is organized as follows. Section 2 presents the signal model and the assumptions employed. Section 3 describes the technique for blind channel identi cation for systems with randomized codes. Section 4 provides the analysis of the mean-squared error for the new identi cation scheme. Issues relating to the practical implementation of the proposed algorithm are noted in Section 5. Numerical results are presented in Section 6 and concluding remarks are provided in Section 7. Appendix A contains key derivations necessary for the mean-squared error analysis.
Signal Model
We shall presume a coherent system where the active users transmit DS/CDMA signals. The signal is transmitted over a multi-path channel. Coarse synchronization (accuracy to within half a chip) is assumed for the user of interest. Synchronization for DS/CDMA systems is a challenging issue; possible synchronization schemes include 13, 15, 17] . A synchronization scheme speci cally for randomized code DS/CDMA systems was proposed in 20].
The baseband representation of the received signal after coherent reception is given by
In randomized code DS/CDMA, the spreading waveform for each user p,c n p (t), changes from bit to bit and is thus a function of n, the symbol index. In the equation above,c n p (t) denotes the e ective spreading waveform for user p and for QAM symbol b p (n). The e ective spreading waveform is constructed through convolution of the original spreading waveform with the channel:c n p (t) = c n p (t) ? h p (t), where the channel response for user p is h p (t). The spreading waveform is formed via
where (t) is the pulse shape of the chip and has duration T c . For simplicity, we shall consider rectangular pulse shapes. The sequence, c n p (l), is the spreading sequence for user p that changes from symbol to symbol and takes on values equal to 1 p N with equal probability, where N is the spreading gain (i.e., number of chips/bit). Note that symbol duration is T and thus T = NT c . The delay for user p is denoted by p and the received amplitude for user p is A p . We shall assume that the delay values are integer multiples of a chip. The fractional parts of the delays are incorporated into the e ective channel impulse response h p (t). The additive, circularly symmetric Gaussian noise process is w(t) with variance 2 w .
For facility of description, we assume that the channel length for each user is M. In fact, the techniques explored herein only require knowledge of the desired user's channel order. The received signal is chip-matched ltered and sampled at the chip-rate; then, aN + M ?1 samples are concatenated to form the observation vector x(n). We shall assume that the channel is of nite length and that the multi-path spread is less than a symbol interval. We also assume that the data signals and the noise process are mutually independent.
For notational clarity, we begin by providing an expression for the observation vector under the assumption of a synchronized system ( p = 8 p). The extension to asynchronous interferers is straightforward once the relevant matrices have been de ned. We can express an observation vector containing a whole data symbols (and two partial bits, see the shaded area in Figure 1 ). The partially observed bits are due to intersymbol interference. The observation vector of aN + M ? 1 samples is expressed as,
where the x p (n) = x p (n); ; x p (n+aN +M ?2)] T , and w(n) = w(n); ; w(n+aN +M In order to consider asynchronous systems, we can modify (2) In order to more fully exploit properties of the DS/CDMA signals, the identi cation scheme presented in this work processes a set of matched lter outputs synchronized to the desired user's signal rather than processing the received signal x(n) directly. We use M matched lters per received symbol the matched lter and the aM 1 observation vector, y(n), is given by
where the aM (aN + M ? 1) matched ltering matrix S 1 (n) is given by
where C 1 1;M (n) and C 2 1;M (n) are the rst N and last M ? 1 rows of C(c 1 (n); M) respectively. The matrices S T 1 (n) and C 1 (n) are related in the following manner: (6) That is, C 1 (n) is formed by augmenting S 1 (n) T by the appropriate 2M ? 2 columns.
Toeplitz Displacement based Channel Estimation
The randomized spreading code model implies that the autocorrelation function of the desired user's sequence is a Kronecker delta function. Similarly, the cross-correlation function between two distinct users is ideally the zero function. Let us consider the aM 1 matched lter output vector y(n) of (4). With our assumptions on the data symbols and the noise, we take expectation with respect to the data symbols and the noise. Thus, the output vector covariance matrix is, (7) where 2 p = EfA 2 p b p (n) 2 g and R w = 2 w S 1 (n)S 1 (n) H is the noise autocorrelation matrix. The contribution of the interfering users at time n is thus
We now consider the time averaged version of R y (n). That is,
where
where N s is the number of samples employed to form our covariance matrix estimate and R(h p ) is the asymptotic averaged covariance matrix for user p. We note that the asymptotic approximation above follows from key assumptions made about the randomized spreading codes. That is, the components of the code sequences are independently and identically distributed and furthermore are stationary at the chip-rate. In addition, it is assumed that S 1 (n)C 1 (n) = 0;I aM ; 0] + A(n) where A(n) is a time-varying perturbation matrix. Thus, A(n)A(m) is assumed to be negligible. The e ects of imperfect auto-correlation are captured in SC 1 . Asymptotically, as the spreading length increases (N ") and as the number of samples used to average increases (N s "), R I and R w converge to Toeplitz matrices. As H 1 is a rank a + 2 matrix, the contribution of the desired user's channel to R y is rank a + 2.
Channel identi cation can be performed by noting that the 1 C C C A : (13) An eigendecomposition of R h is given by
We order the eigenvalues such that 1 2 ; ; aM?1 . With such an ordering, 1 ; ; a+1 are positive, aM?a?1 ; ; aM?1 are negative, and the remaining eigenvalues are equal to zero.
Loosely, R + y contributes a+1 positive eigenvalues and R ? y contributes a+1 negative eigenvalues as seen in (13) The recognition of the Toeplitz interference matrix was also made in 8]. However instead of working with the Toeplitz displacement of R y , the di erence of the covariance matrices before and after code matched ltering was manipulated. Under ideal spreading code assumptions, it can be shown that this di erence is in principal h 1 h H 1 . Thus the principle eigenvector of the di erence between the matched ltered covariance matrix and the non-matched ltered covariance matrix will yield the desired channel estimate. The work in 8] focuses on equalization, but alludes to a corresponding identi cation scheme as just noted. We shall compare the proposed channel identi cation scheme to that alluded to in 8] in Section 6.
Approximation of Mean-Squared Estimation Error
In this section, we provide an analytical approximation to the mean-squared channel estimation error. We show, via simulation studies in Section 6, that the approximation derived herein matches quite closely to simulation data. A perturbation technique (see e.g. 11]) is employed to determine the approximation of the mean-squared error. Such a technique exploits the following identities:
The minimum eigenvalue ofQ is denoted min (Q) and the corresponding eigenvector is denoted v min (Q). We note that in the set of expressions aboveQĥ 0. This approximation is justi ed as follows. Technically,Qĥ = min (Q)v min (Q). As N s ! 1,Q ! Q, thus we can assume that lim Ns!1 min (Q) = min (Q) = 0 12]. For a reasonable number of samples, N s ,Qĥ will closely approximate the zero vector. This is borne out via empirical evidence collected through simulation studies.
Note that in the sequel we are going to remove the subindex 1 of the desired user vector channel h 1 . Since Qh = 0 and second order e ects are presumed negligible, ( Q)( h) ' 
We seek to compute E h(k) h(k) ]. Deriving this expectation relies on exploiting the fourth order statistics of binary and Gaussian random variables. As these derviations are somewhat lengthy, they are relegated to Appendix A.
Practical Considerations
There are four practical considerations in the implementation and evaluation of the proposed algorithm that require discussion. These four considerations are the need for normalization due to the scalar ambiguity present in the channel estimate; a reduction in the size of the signal space; a cleaning operation for the estimated di erence covariance matrix to improve performance; and overestimation of the channel order.
Channel Estimate Normalization
It is well-known that a scalar ambiguity exists in the resulting estimate for identi cation employing second order statistics. To remove the e ect of the unknown scalar that we have in the estimation of the channel vector, we consider a normalization of the vector channel estimate. The chosen normalization is and therefore the q k vector in (22) can be considered as the k-th column of (P ? h Q y ) H . In the actual calculation of the approximated mean-squared error, we will assume that we are using the normalized error vector in (30).
Reduced Signal Space
As noted in Section 3, the matrix R h possesses 2(a + 2) non-zero eigenvalues. These non-zero eigenvalues correspond to the contribution of the desired user's channel to the rank of the R h . However, due to the near-ideal auto-correlation function of c 1 (n), the e ects of partial bits are suppressed. Thus, in e ect, the contribution of the desired user's channel is of rank 2a, as the contribution of the partial bits is on the order of the noise for practical signal to noise ratios. This point can be made more concrete by re-examining Figure 1 . The observation vector for a = 1, N = 5 and M = 3 is shown within the box. It is clear that this observation vector contains information about bits b(1) and b(3), we deem these contributions partial (the shaded portion of Figure 1 ) since only a fraction of the signal power due to these bits is contained within the observation vector. Furthermore, their contribution will be further suppressed by the matched ltering operation.
Several key quantities that were developed as a function of the 2(a + 2) largest magnitude eigenvalues and their corresponding eigenvectors must be rede ned. In particular the following matrices must be rede ned: V in equation (15) , Q in equation (17) and in (25). The modi cation is straightforward to accommodate and does not have a signi cant in uence in terms of computations.
Cleaning operation
To further improve the channel estimate, we apply a \cleaning" operation to the sample covariance matrix. Under the assumption that the Toeplitz displacement results in a matrix free of the contribution of any interference, R h would have the form exhibited in (13) . In practice,R h will not be block diagonal. Thus, to impose a block diagonal structure and remove the e ects of non-ideal correlation functions, we propose to modify the construction ofR h viâ 
Channel Order Over-estimation
In practice, the exact channel order may not be known a priori. If the maximum value is known, the algorithm can be designed to employ this maximum number of matched lters. Thus, the channel to be estimated would be a vector with several of its nal components as zero. Empirically, we have observed that the algorithm performance appears to be insensitive to overestimating the channel order by one or two.
Numerical Results
The proposed algorithm's performance is studied through the calculated and simulated meansquared channel estimation error (MSE). The MSE found via simulation for the user of interest, user 1, is determined as follows:
N r is the number of Monte Carlo runs in the simulation; this quantity is distinct from N s which is the number of symbols employed to determine the channel estimate. For each simulation, N r = 100. The true channel is denoted by h 1 and the channel estimate for Monte Carlo run i is given byĥ 1 (i). Thus the channel estimate is normalized as discussed previously. For the asynchronous scenario considered, each of the relative delays are generated randomly from a uniform distribution. The channel coe cients are drawn from independent complex Gaussian random variables. The delays and the channels are xed throughout a simulation. The spreading codes for each user and for each symbol are selected from equi-probable binary random variables. Figure 2 investigates the accuracy of the MSE analysis for the new algorithm. The MSE is plotted as function of the number of symbols used to estimate the channel. An environment with K = 8 asynchronous DS/CDMA users employing spreading gains of length N = 30 is considered. The common channel length is M = 5 while the SNR was 20dB. Three curves are exhibited: simulation data, the theoretical expression in (26), and the nal theoretical expression of (52) for a value of a = 3. The expression in (26) is considered as a viable further approximation to the MSE with lower computational complexity than that of the exact expression. For the simulations, N r = 100 runs were conducted. It is clear that the approximation is tight for a moderate number of symbols; whereas the the lower complexity approximation in (26) overestimates the MSE.
We next consider performance as function of the spreading code length. Figure 3 shows the theoretical MSE versus the spreading gain for two environments with 10 and 12 users. Channels with length 5 were considered, a = 2, and a SNR = 15dB for all the users. The MSE value was computed for 300 transmitted symbols. As was predicted, performance improves as the code length increases, since the spreading codes become more and more orthogonal to each other.
In addition, we see that there is a constant di erence in performance between the K = 10 and K = 12 user cases.
We next explore performance as a function of the number of whole symbols in the observation vector, a. For the limited number of channels we have simulated, we see slightly di erent asymptotic MSE for the two methods. Both approaches can provide the superior performance depending on the channel realization. The classes of channels for which one method outperforms the other are not yet known. The theoretical MSE approximations in (26) and (52) for the TOEP method facilitate investigating the performance of this method without resorting to MonteCarlo simulations and a similar MSE analysis of the LZ method would facilitate a more detailed performance comparison of the two methods.
We next consider a near-far scenario. In the previous simulations, all users transmitted at the same power. In Figure 6 , we see previously unreported results. That is, both algorithms are not near-far resistant. In theory, both algorithms should be near-far resistant. It is conjectured that, as the near-far ratio increases, more and more samples are necessary to provide high delity estimates of the relevant covariance matrices and hence for xed N s , performance degrades as the near-far ratio increases.
It should be noted that it was anticipated that the TOEP algorithm would provide superior performance to that of the LZ algorithm. The reasoning was that the matched ltering preprocessing would provide su cient multiple-access interference suppression and that the Toeplitz displacement would signi cantly remove any remaining interference. However, it appears that due to the method of computation of the covariance matrix prior to matched ltering in 8], comparable performance is achievable. The maximum amount of averaging is possible for the covariance matrix prior to matched ltering which is able to truly take advantage of the statistics of the randomized codes. Performance improvements for the TOEP algorithm are possible if improved methods of calculating the matched ltered data covariance matrix can be found. Any new averaging method would also bene t the LZ algorithm.
Conclusions
In this paper, we have proposed and analyzed a blind channel identi cation scheme appropriate for use with randomized DS/CDMA systems. In such systems, the spreading sequences assigned to each user have periods which are much longer than the symbol duration. As a result, crosscorrelation functions are time-varying. To overcome this challenge, the proposed identi cation algorithm exploits the asymptotic statistics of such spreading sequences. An approximation to the mean-squared channel estimation error is derived for the new identi cation scheme. The analytical approximation is observed to be quite tight via simulation study. In addition, the proposed algorithm is compared to an existing algorithm proposed in 8]. The simulated performance of the two algorithms are comparable. More complete comparison of the two algorithms will be possible when an analytical expression for the mean-squared error for the algorithm in 8] is derived. Future work will focus on designing improved algorithms for estimating the data covariance matrix.
A Mean-Squared Error Analysis
In this appendix, we complete the derivation of the mean-squared error that was begun in Section 4. We calculate E h(k) h(k) ] given the following expression for h(k): 
where equals +1 when = and equals ?1 when 6 = . Expectation heretoforth is with respect to the random data and the additive noise. The autocorrelation matrix given is de ned as followsR 
Note that for the case p 1 = q 1 6 = q 2 = p 2 , the expectation is zero since we are using QAM modulation for the user symbols and complex Gaussian noise. 
