Introduction.
We consider the error R(f) of the interpolatory quadrature formula /I N f(x0 + x) dx -2 X djj(x0 + Cj) -1 f -1 for -1 < Cj < 1 and d,• ^ 0, j = 1, 2, ■ ■ • , N. We assume that the function / is analytic in a region G containing the circle |z -x0| = r, r > 1. It is well known (Davis [1953] ) that this condition is sufficient for an error estimate of the form
Putting t(n) = (1/2)(1 + (-1)") and A = (1/?-)(1 < r => A < 1), we find for a2 the expression
Obviously a2 increases with 4 and depends on the variable A and the quadrature formula only.
The purpose of this paper is to give conditions which are necessary for minimizing <t2 as a function of c, and rf, . This has been previously treated by Urabe [1955] for equally spaced c,-, by Wilf [1964] , and others. It will be shown that for N = 1 the midpoint rule minimizes (3). Furthermore, we will establish the relation a = 0(N~2) for N -> °o; this result will also be derived for functions of the class L2(EP).
Minimum conditions.
In this part we consider the question how the values of Cj , • • • , cN , di , ■ • ■ , dN are to be determined in order to minimize <r2 as a function of these variables. Let the minimum with respect to N be denoted by
The conditions necessary for a minimum
are of the form (dropping a constant factor) 3. Case N = 1. The case N = 1 allows the exact analytic solution of (6).
Theorem.
(7) a\ = min <72(c, , rf,) = <t2(0, 1).
Proof. Obviously the choice c, = 0 and dt = 1 satisfies the equations (6) which represent necessary conditions for the ck's and dk'a to yield the minimal error in the quadrature formula defined by (1) . Moreover, it can be shown easily that these conditions are also sufficient in the case N = 1. Next we prove that these values of c, and d, are Proof. We divide the interval [ -1, 1] in k subintervals of the equal length 2h (kh = 1), and integrate over each subinterval using the midpoint rule. Since the repeated midpoint rule applied to a function / has the general error expression R(j) = (fe2/3)/"(£), -1 < £ < 1, we obtain for / = x", n > 2, \R(xn)\ < \n(n -1 )k"\ Therefore, it follows that It is clear that o> is not greater than the value of <j we obtain when dividing the interval into N equal parts and integrating as above. Thus aN = 0(N~2).
5. Ellipse Ep. If / belongs to the Hilbert space L2(EP), i.e., / is analytic inside the ellipse Ep , p > 1, and fEf / \j(z)\2 dx dy exists, where Ep has the foci ±1 and the axes a = |(p + p"1) and b = |(p -p-1), the error bound corresponding to (2) is (e.g., Davis holds for the optimal choice in this case too.
