Abstract. Let S(v) be a function defined on the vertices v of the infinite binary tree. One algorithm to seek large positive values of S is the Metropolis-type Markov chain (X n ) defined by P(X n+1 = w|X n = v) = 1 3
Fig. 1. A function S(x).
One can invent many algorithms, but the following two seem fundamental:
THE GREEDY ALGORITHM. Suppose we have examined vertices root = v 0 , v 1 , . . . , v n . Consider the subset of those vertices which have some child which has not been examined; from that subset, choose a vertex v for which S(v) is maximal and then choose some previously unexamined child of v to be the next vertex v n+1 to be examined. THE METROPOLIS ALGORITHM. Fix a parameter b ≥ 0. Let the sequence of (not distinct) vertices examined be the Markov chain (X n ) with X 0 = root and with transition probabilities P(X n+1 = w|X n = v) = 1 3 (1) for each neighbor w of v.
e b(S(w)−S(v))

+ e b(S(w)−S(v))
Our term "Metropolis algorithm" in the present context is rather nonstandard, because the term is properly used in the context of simulating a stationary distribution π(x) ∝ exp(bS(x)) on a finite set. A connection between the finite and infinite settings is discussed in Section 3, but for the moment keep in mind the idea that studying transient (in the Markov chain sense) behavior of the infinite-state chain is intended as a toy model for the pre-equilibrium (transient, in the engineer's sense) behavior of randomized optimization algorithms on large finite sets.
We called our original question "imprecise." The algorithms themselves are precisely specified (up to arbitrary tie-breaking and selection of children conventions in the greedy algorithm, where the exact conventions are unimportant). What is imprecise is the criterion for an algorithm to be "good." Without assumptions on the objective function S there seems no hope of comparing algorithms. So we introduce the simplest possible probability model, in which the increments ξ(v, w) across edges (v, w) directed away from the root are modeled as independent random variables with common distribution ξ such that P(ξ = 1) = p, P(ξ = −1) = 1 − p. (2) Here p is a parameter outside our control. For p > 1 2 the "oblivious" algorithm which simply follows a prescribed ray in the tree will find large positive values of S, so we restrict to the case p < 1 2 . Much of our analysis should extend to the setting where the increment distributions ξ have more general distributions depending on a parameter p. However, since the ±1-valued case already presents enough difficulty, we stick with the special setting, with occasional remarks about "the general ξ setting." We call this the tree-indexed random walk model: see [24] for a survey of theoretical probability results about such processes.
The "stationarity" inherent in this tree-indexed random walk model suggests that, for any reasonable algorithm ALG which generates a deterministic or random sequence of vertices (root = X 0 , X 1 , X 2 , . . .) to be examined, there should be some asymptotic "rate" r ( p, ALG) such that and so it is enough to consider r ( p, ALG). Standard results on branching random walk (see [2] for a recent treatment) imply a rather different linear rate result:
S(v) = a( p) a.s., and there exists a path (4) 
There is a critical value
such that a( p) < 0 for p < p crit and a( p) > 0 for p > p crit . This result has an immediate negative implication: if p < p crit , then there are only finitely many vertices v with S(v) > 0 and so no algorithm can have r ( p, ALG) > 0. The converse, that for p > p crit there exists some algorithm with r ( p, ALG) > 0, is not obvious from the statement of (2) but, as explained in [1] , does indeed follow fairly easily from the proof of (2).
Thus our setting provides a toy model in which to study and compare general purpose optimization algorithms: one can ask whether a specific algorithm ALG satisfies
and one can compare algorithms by comparing the values of r (·). It was shown in [1] that r ( p, GREEDY) can be expressed in terms of the solution of a fixed-point identity for distributions and thereby computed numerically-see Figure 3 later. A minor purpose of this paper is to derive (rigorously) the asymptotic behavior around the critical point.
where c ≈ 1.11 is given by the explicit formula (13) .
The proof comprises Section 4.
The major purpose of this paper is to initiate study of the Metropolis algorithm (1) in our tree-indexed random walk model. Recall that the Metropolis algorithm involves a parameter b (= "1/temperature"), and as at (3) write r ( p, b) for the rate
associated with the Metropolis algorithm. We do not know any theoretical result which enables r ( p, b) to be calculated numerically. Can we give theoretical arguments which explain the simulation results? As to Figure 3 , the answer is "no." The simulations show a remarkably good fit to the curve
and so for the record we make
Proving this seems well beyond the reach of current mathematics, though in Section 5 we point out the same "squared" relationship in an analogous context. What is within reach? Mathematically, our Metropolis chain is analogous to the well-studied topic RWIRE (Random Walk In Random Environment) [9] and in particular to recent work of Lyons et al. [19] [20] studying the speed of random walk on Galton-Watson trees. Applying known methods gives
Then the limit rate
exists, and
To avoid technicalities, we give (Section 6.2) only an informal treatment of Theorem 3 emphasizing calculations, but there would be no real difficulty in rephrasing our arguments rigorously. In contrast, in Section 6.3 we give calculations (which do seem difficult to make rigorous) for (F) and (G) below, and reasons to believe (H).
CONJECTURE 4. In the setting of Theorem
The point is that (G) and (H) would imply
See Section 3.1 for interpretation.
The remaining sections of the paper are largely independent of each other. Section 3 elaborates the conceptual connection between our setup and randomized optimization over a large finite set. Section 4 gives the proof of Proposition 1. Section 5 uses a formula of Lyons et al. [19] to exhibit a "squared" relationship (analogous to Conjecture 2) in the context of random walk on near-critical Galton-Watson trees. Section 6 outlines the proof of Theorem 3 and arguments in support of Conjecture 4.
Finite Optimization Algorithms
3.1. General Remarks. We regard our tree-indexed random walk model of the graph and objective function as a caricature of an optimization problem on a large finite graph. In typical such problems, the neighborhood size increases with the problem size, but once a reasonably good value of the objective function S has been found, most neighbors offer undesirable changes in S, so that an "effective neighborhood size" (i.e., moves with a nonvanishing chance of being accepted) can be regarded as bounded. Moreover on large graphs the Metropolis chain seems unlikely to return to a state in the short term except by retracing steps. Thus the idea of mimicking an optimization problem on a large graph by a problem on a bounded-degree tree (we chose binary merely for simplicity) is not unreasonable; of course what is artificial is to model the increments of the objective function as independent random variables.
From the viewpoint of this caricature, if (7) were false it would imply an unsuspected weakness in Metropolis-type algorithms: there would be simple explicit optimization problems (see Section 3.2) where Metropolis does much worse than greedy. Assuming (7) is true suggests the following "practical" procedure. Suppose we do a long run of the Metropolis scheme on a finite problem with a fixed parameter b, and that the observed values of S look like a stationary process (call this metastability: note we are not assuming the Metropolis chain reaches its global stationary distribution). Can we predict whether repeating a run with b > b will be an improvement (e. 
Now predict
Using a larger value of b will be an improvement iff inf θ>0ψ (θ) > 1.
The point is thatψ(θ) is an estimate of
, where V has the metastable distribution attained by the run. In the caricature we assume the environment is such that the increments across edges at a single vertex are distributed as (x i (V ), i ≥ 1) independently over vertices. Then the classical large deviation analysis (2) shows that paths with a positive rate of growth of S(·) exist if inf θ ψ(θ) > 0. By metastability, our parameter-b run has rate zero, i.e., the increments over edges satisfy the general-ξ analog of our "balance" condition
. However, given that paths exist with a positive rate of growth of S(·), (7) suggests that the Metropolis algorithm with a slightly larger value of b will find such paths.
A Random Graph Model.
In this section we explain how our infinite tree-indexed random walk model for an optimization problem can be viewed precisely as a limit of a certain random model for a finite optimization problem. Fix large H ≥ 1 and 0 < p < 1 2 .
Write n e (−1, 0) = n e (H, H + 1) = 0 and
We construct a 3-regular graph with vertices in "levels" h = 0, 1, . . . , H , with n v (h) vertices at level h and with e(h, h + 1) edges linking level h with level h + 1 (0 ≤ h < H ), and with no other edges. The construction mimics the usual construction (e.g., p. 374 of [10] ) of a random 3-regular graph. Start with the vertices arranged in levels, each with three "handles." Connect a pair of randomly chosen handles in levels H and H − 1, and continue connecting distinct random pairs until all the handles in level H have been used. Then connect randomly chosen handles in levels H −1 and H − 2, and so on. See The point of the construction is
where (X t ) is the Metropolis chain associated with the infinite tree-indexed random walk (2) , started at the root.
Here convergence is convergence of finite-dimensional distributions. The assertion of the lemma is intuitively clear: at a vertex at level h not near the "boundary" levels 0 and H , there are three edges, and the relative chances of an edge going to level h + 1 or level h − 1 are p/(1 − p) to 1, so the absolute chances are p and 1 − p. The details of the proof are uninteresting.
The Metropolis chain on the finite graph (
Under stationary we may writeS
is a sum of antisymmetric functionals along a stationary reversible chain.
In words, the level of the stationary chain is approximately uniform on [0, H ]. So, for the special value b = b 0 ( p), Lemma 5 applies to the stationary chain, implying (see Section 6.1) that property ( * ) remains true for S(X t ). This is not true for general b. The limit (9) for the stationary chains exists, but the limit environment is not the infinite tree-indexed random walk: instead it is a modified tree with leaves.
Our Model on Finite
Trees. In our model of the infinite tree-indexed random walk, we could truncate the tree to height n and study the resulting finite-state optimization problem. In models like this there is some literature [13] , [23] (see [25] for more references) on the time-complexity of branch-andbound algorithms for finding the exact maximum, which exhibit a polynomial-time/exponential-time phase transition at p crit . However, these models are intended as an abstraction of general branch-andbound algorithms for finding exact extrema, which is conceptually quite different from our motivation as caricatures of Metropolis-type algorithms.
Near-Critical Behavior of the Greedy Algorithm
4.1.
Background. The main result of [1] was that, for the tree-indexed random walk model with general distribution ξ , the asymptotic rate for GREEDY is
where
and ξ is independent of Y . Specializing to the case where ξ is ±1-valued, the rate becomes
In the special case, the S-values at successive depths of the tree form a binary branching random walk on the integers, as follows. Start at time 0 with a single particle at position 0. At each step, replace each particle by two children, each independently placed at the parent's position plus one (with probability p) or at the parent's position minus one (with probability 1 − p).
Modify this branching random walk by killing any child placed at position −1. Let ρ( p) = P(Y = 0) be the probability that the modified process survives forever. While it is routine to set up equations which in principle determine the value of ρ( p), it is not so routine to extract from these equations the behavior of ρ( p) near the critical point p crit . We take a different approach to prove the following result, which by (12) implies Proposition 1.
It turns out that Theorem 6 can be proved by analyzing the simple recurrence relation (15) , and we present this proof in Section 4.2. This proof is elementary, and indeed could almost be given in a "mathematics for the analysis of algorithms" course in the spirit of [8] .
One can also consider the more general setting where instead of ±1-valued variables we have a one-parameter family (ξ ( p) ) of distributions on R. Suppose the family is stochastically increasing with p and suppose there is a critical value p crit defined by
Defining ρ( p) as the nonextinction probability when particles entering (−∞, 0) are removed, one can argue informally that, under suitable regularity conditions, Theorem 6 should remain true with
where θ * = arg min θ E exp(θξ ( p crit ) ). Kesten [14] studied in great detail some analogous questions about branching Brownian motion with drift. His main results are stated for fixed supercritical or critical drift, but undoubtedly a result for Brownian motion analogous to Theorem 6 can be extracted from the technical estimates in [14] . Making a rigorous proof of (14) in the general setting involves issues analogous to justifying the smoothness of solutions of renewal-type equations, and these seem different from the technical issues in [14] . Existing work in the discrete-time context seems limited to determining critical values (e.g., [3] ). As observed in [1] and [3] , the fact that ρ( p) > 0 iff p > p crit is a simple consequence of the standard large deviation analysis of the rightmost walker in a branching random walk. (12) of Y , and write a n = P(Y ≤ −n).
Analysis of a Recursion
, and by conditioning on the values of ξ on the two edges at the root we get the recursion
Rearranging,
The key idea is to study instead the linear difference equation
is the "linearization" of 1 − a n for small 1 − a n . In what follows, asymptotics are always as p ↓ p crit , and we sometimes assume p− p crit is "sufficiently small" in nonasymptotic assertions. We use "big-O" notation:
It is elementary that the solution to the recurrence (17) is
where (z,z) = (re iε , re −iε ) are the solutions of
The critical value p crit is such that 16 p crit (1 − p crit ) = 1, and a brief calculation gives
Our goal is to show
Granted (22),
and Theorem 6 follows from (19) and (20) . The heuristic explanation of (22) is as follows. The approximation of 1 − a n by b n should hold as long as these quantities are o (1) . The sequence b n increases until, for n = N − (1), it reaches a maximum value (ρ( p)r N ) and then decreases and becomes negative. So the natural place for the approximation to break down is at n = N − (1), so this should be the first time that b n = (1).
To start the rigorous analysis, define
Note that b n > 0 for 1 ≤ n < N 0 . Let c 0 = 0 and for 1 ≤ n < N 0 define c n by 1 − a n = b n c n (23) so that c 1 = 1. The recursions (16) and (17) for (a n ) and (b n ) imply a recursion for (c n ), which after elementary manipulations becomes
Subtracting c n gives
Using the inequality
implies inductively that
In particular, c N 0 −1 ≥ 1, and since a n ≥ 0 for all n we have from (23) that
From the exact formula (18) for b n we have
Since 1/ (8 p(1 − p) ) → 2 it follows easily from the definition of N 0 that
So, by the exact formula for b n ,
which by (26) gives
To get a bound in the other direction, define (e n ) by 1 − a n = b n + e n . (29) So e 0 = e 1 = 0. The recursions (16) and (17) lead to the recursion
we see that (for sufficiently small p − p crit ) we have N 1 ≤ N 0 . Arguing as for (27) ,
By (25) we have
}.
We shall show by induction that
We use the calculus bound
.
So if (33) holds for a particular n < min (N 1 , N 2 ) , then 
However, for some k = (1) we have b N 1 +k = (−b N 1 ) and hence b N 1 +k + e N 1 +k is negative, which is impossible by (29) . Thus case (b) must hold. Nonetheless, (b n ) is increasing on n ≤ N 1 , and by
which by (31) leads to
Now (34) and (28) imply (22), establishing Theorem 6. As in the former case, one feels that, for any reasonable algorithm ALG which generates a deterministic or random sequence of vertices (root = X 0 , X 1 , X 2 , . . .) to be examined, there should be some asymptotic "speed"
Speeds of Random Walks and
The natural greedy algorithm is depth-first search, specified as follows. Having examined vertices v 0 , v 1 , . . . , v n , choose from that set a maximal-depth vertex v * with some child not in that set, and let v n+1 be a child of v * .
It is elementary to give an expression (41) for s(p, DEPTH-FIRST). The analog of the Metropolis chain (1) is simple symmetric random walk (X n ). Lyons et al. [19, p. 601] establish the (nonobvious) formula
where q < 1 is the extinction probability, i.e., the solution of
We consider a family, parametrized by the mean λ ∈ [1, λ 0 ], of probability distributions ( p i (λ); i =  0, 1, 2, 3 , . . .) on nonnegative integers. Write
where ξ λ has distribution ( p i (λ)). The behaviors of the speeds as λ ↓ 1, that is, as the trees approach criticality, are as follows. 
Write s(λ) = s(p(λ), RANDOM-WALK) and s * (λ) = s(p(λ), DEPTH-FIRST). Then:
In other words, depth-first search has speed O(λ − 1) whereas random walk has speed O (λ − 1) 2 . A verbal explanation of the difference is given after the proof.
PROOF OF COROLLARY 7. We first give the routine but tedious calculus to derive (a) from (36).
Step 1. Let f (x, y) be smooth and let y = y(x) be the solution of f (x, y) = 0. Differentiating once and twice gives 0 = f x + y f y , 0 = f xx + 2y f xy + y f y + (y ) 2 f yy , which rearranges to
Step 2. Writing y = 1 − q, formula (37) for y in terms of λ can be written as the solution of f (λ, y) = 0 where
Computing partial derivatives at λ = 1,
Substituting into (38) and (39), the derivatives of y(λ) at λ 0 are
(40)
Step 3. Write
Then the derivatives with respect to y at y = 0 are
Step 4. We are interested in the speed
The first derivative at λ = 1 is
The second derivative is
This establishes (a). The analysis of depth-first search involves some elementary and well-known properties of Galton-Watson trees. A backbone vertex is one with an infinite line of descendants. Clearly, we have
where α is the mean number of nonbackbone children of a backbone vertex that are examined before encountering a backbone vertex; and β is the mean total progeny in the Galton-Watson tree conditioned to become extinct. One may derive formulas for α and β in terms of p as follows. The Galton-Watson tree conditioned to become extinct has offspring distribution In the λ ↓ 1 setting of the corollary, one can directly see the limiting behavior of α(λ). In the limit, a backbone vertex has exactly one backbone child, and the total number of children is the size-biased distribution
So by (41), proving (b) reduces to proving
This is routine:
REMARKS. Here is an informal explanation of the corollary. When the mean number of offspring is 1 + δ, the backbone is a branching process with chance (δ) of two children, and the side branches have mean size (1/δ). Depth-first search spends time (1/δ) in branches before taking a step down the backbone, so its speed is (δ). Random walk also spends mean time (1/δ) in each visit to a branch, that is between successive steps on the backbone. Random walk restricted to the backbone has drift rate (δ), so to reach level L requires (L/δ) steps on the backbone, which means (L/δ×1/δ) steps in total.
Analysis of the Metropolis Algorithm
6.1. Background. As mentioned in the Introduction, the Metropolis chain is analogous to RWIRE (Random Walk In Random Environment, which on Z d is a well-studied topic with statistical physics motivation [9] ) and in particular to recent work of Lyons et al. [19] , studying the speed of random walk on Galton-Watson trees. So we view the objective function S(v) as defining a "random environment" on the infinite binary tree. Note that the Metropolis chain has an "antisymmetric" character, so in general is different from the "symmetric" random walk on a random electrical network (see [18] for an example on trees).
In the context of biased random walk on Galton-Watson trees, Lyons et al. [21, Question 2.1] noted that while monotonicity of speed as a function of bias seems intuitively obvious, and one might expect some simple coupling proof, there is no known proof. Analogously, monotonicity of the optimal Metropolis rate r * ( p) at (5) as a function of p seems intuitively obvious, but we do not see a proof.
In analysis of RWIRE a central role is played by the notion of "Environment as seen by the Walker." Given a graph G and a function s(·) on vertices, for each vertex v * ("position of walker") define W(v * ) to be the graph rooted at v * , with the function s ) is stationary and reversible. Taking H → ∞ limits as in Section 3.2, we see that for the special value b = b 0 ( p) the process W(X t ) is stationary and reversible. For general b, though the process W(X t ) does have a stationary distribution = p,b (see Section 6.2), the stationary distribution is not the initial distribution W(X 0 ) and the stationary process is not reversible.
The most interesting part of our analysis is the nonrigorous "differentiation with respect to the parameter b" argument in Section 6.2. Such arguments are part of the statistical physics toolkit, but in our context seem very hard to make rigorous. The closest rigorous argument I know is that in [16] , in the context of small perturbations of Brownian motion.
As we shall see, general results imply the existence of the limit variance rate σ 2 ( p, b 0 ( p)), but there are no general results to distinguish whether the limit is positive or zero (i.e., whether the chain is diffusive or subdiffusive). Such questions have been well-studied in the context of a tagged particle in the symmetric exclusion process, which is subdiffusive in the one-dimensional nearest-neighbor case and diffusive otherwise [17, Section 8.4] . By analogy with this and other examples of RWIRE one expects diffusive behavior in our setting, but I do not see any simple proof strategy.
Recall a helpful way to view the Metropolis chain: from the current vertex v pick a uniform random neighbor w as a "proposed" move, and "accept" the move with probability p acc (ξ(v, w) ), where
6.2. Outline Proof of Theorem 3. Writing a rigorous proof requires substantial investment in notation and technical background, so we just outline the major points. For easy reference we restate the theorem.
Existence of r ( p, b) is obvious when b = 0, so we consider only the case b > 0.
LEMMA 8. For almost all realizations of the environment, the chain is transient.
Proof. Fix the environment (S(v)).
In the well-known correspondence [6] between reversible Markov chains and electrical networks, the Metropolis chain corresponds to the network where a parent-child edge (v, w) has conductance (i.e., 1/resistance)
The chain is transient iff there exists a unit flow f = ( f (v, w) ) from the root to infinity such that (v,w) The remainder of the proof of (44) uses only "soft" arguments (see Section 3 of [20] ), which we outline very briefly. Consider a version of the environment in which a finite number of ξ -values are fixed arbitrarily. By transience, the chain visits new vertices infinitely often. For the chains (X 1 t ) and (X 2 t ) associated with two such versions of the environment, is it easy to exhibit a "local shift-coupling" in which, for each k,
where is a random time-shift and ρ k denotes the restriction of the environment to within distance k from the root. By considering subsequential weak limits of time-averaged distributions W(X t ) one obtains a stationary distribution for W(X t ). Then the existence of local shift-couplings implies that the stationary process implies that the stationary process is ergodic and identifies r ( p, b) as the ergodic rate.
(A) For b = 0 the Metropolis chain is a simple symmetric random walk on the tree (paying no attention to the S-values), with chance 1/2 of holding. It is elementary that the depth D(X n ) grows at rate 1 6 , and so S(X n ) grows at rate 1 6 × Eξ = 
where ψ is antisymmetric, i.e., ψ(η 1 , η 2 ) = −ψ(η 2 , η 1 ). So the stationary reversible property of W(X t ) immediately implies S(X t+1 ) − S(X t ) has symmetric distribution. So E S(X t ) = 0, giving (B). Moreover it is well known that (45) implies a subadditivity property var(S(X 2t )) ≤ 2 var(S(X t )).
from which (C) follows, with σ
In fact general theory [15] , [22] gives a central limit theorem
(D) We use Lemma 5, which represents (S(X t )) as a weak limit of (S (H ) 
. We do the case b < b 0 ( p): the other case is similar. To get a contradiction, suppose r ( p, b) > 0. Choose m 0 so that P(inf t S(X t ) < −m 0 ) < 1 5 . Then, for all sufficiently large t,
Fix such a t. Using Lemma 5, for sufficiently large H , the Metropolis chain
started from a uniform random vertex at level h (for arbitrary H/3 ≤ h ≤ 2H/3) satisfies
Thus the stationary distribution
REMARK. The following analogy may make formula (47) less mysterious. Let π be the stationary distribution of a finite state irreducible aperiodic chain (Y t ) with transition matrix Q depending on a parameter β. Letf = i π i f i for a given function f . There is a formula for the derivative dπ/dβ, which leads to the formula
The heuristic argument for (47) parallels a heuristic argument for (48). It turns out that the formula for dπ/dβ and hence (48) can easily be verified rigorously via matrix methods, but these methods seem hard to adapt to our setting. 6.3. Regarding Conjecture 4. Of course, (47) is only useful when we know the stationary distribution b , which is only for b = 0 and b = b 0 ( p). We show how (F) and (G) are derived from (47) in those cases. We first consider the simpler case b = 0, where the Metropolis chain is a simple random walk with holding probability 1/2. The stationary distribution of the environment is as follows. Take the tree-indexed random walk, pick a uniform random ray from the root to infinity, and for each edge (v, w) in that ray replace ξ(v, w) by −ξ(v, w). Because dp
gives
Here E denotes expectation, over both the environment and the walk. The key fact is that, for any edge (v, w),
This holds because the final exit of the walk from v is equally likely to be along any of the three edges at v, and the ξ -values are independent over edges and independent of the walk. So for w ∼ root, E(Q(w)|ξ(root, w)) = E(Q(w)|ξ(w, root)) = In particular, the term of (50) 
E Q(root)ξ(root, w). (51)
We do not have a formula for Q(root), so this does not actually enable us to calculate the derivative. However, the asymptotic variance rate for partial sums of a stationary mean-zero sequence (η i ) can be written as So E p acc (ξ ) = 2 p(1 − p) and
Since E Q(root) = 0, the formula reduces to
Comparing with (51) gives (G).
Simulation Results. For the reader unimpressed by the argument for (G), we mention that it is supported by simulation evidence for p = 0. 
