It is an important task in neuroscience to find general principles that relate neural codes 49 to the structure of the signals they encode. The structure of sensory signals can be described in 50 many ways but one important categorization distinguishes continuous from transient signals.
from the dorsal surface of the brain. For example, a recording from a cell body 400 μm from the 143 surface can only be from a cell of the lateral segment. Furthermore, cells in each segment differ in 144 their temporal tuning properties (Krahe et al., 2008) and we therefore calculated the coherence of their 145 response to random amplitude modulations ( Figure 5D and see below) to confirm electrode placement. 146 All experiments and protocols were approved by the University of Ottawa Animal Care Committee. 147 148
Stimulation. The unperturbed EOD was recorded between the head and the tail of the fish. Each EOD 149 cycle triggered a sine wave generator (195 Universal waveform generator, Fluke Corporation, Everett, 150
WA) to output one cycle of a sinusoidal signal of frequency matching that of the fish's EOD. This 151 sinusoidal output was amplitude modulated with our stimulus envelopes. Stimuli were attenuated 152 (PA4, Tucker-Davis Technologies, Alachua, FL), isolated (model 2200; A-M Systems, Carlsborg, 153 WA) and delivered through two stimulation electrodes placed on either side of the fish, parallel to its 154 longitudinal axis; this arrangement partially mimics the stimulus geometry of electrocommunication 155 signals (Kelly et al., 2008) and is referred to as global stimulation since electroreceptors over the entire 156 body surface are stimulated. Local stimulation was delivered through a dipole located a few mm away 157 from the skin and centered on the cell's receptive field; this arrangement mimics the stimulus 158 geometry induced by prey or other small objects. The size of the dipole was adjusted for each segment 159 because cells of the lateral segment have larger receptive field than cells of the centro-medial segment 160 (Shumway, 1989) . After locating the cell's receptive field by finding the position of a local stimulation 161 dipole that best excites the cell, an additional dipole was used to measure the amplitude of the stimulus 162 near the cell's receptive field. The stimulation local dipole was positioned between-and equidistance 163
to-the local recording dipole and the skin. For both local and global geometries, stimulus intensity 164 was adjusted to obtain a difference of the amplitudes of the EOD between the top and the bottom of a 165
beat cycle corresponding to ~15 % the baseline EOD amplitude. Therefore, for each cell, the local and 166 global stimulus intensity was approximately equal within the cells receptive field and the only 167 difference was the additional activation of global feedback networks during global stimulation 168 (Chacron et al., 2003; Bastian et al., 2004) . 169 The stimulus envelope of chirp stimuli consisted of a sinusoidal beat of 5 Hz punctuated every 170 second by a chirp. Chirp shape was calculated, as previously described (Benda et al., 2005) , assuming 171 a Gaussian frequency increase in the EOD during chirping with a width of 14 ms (at 10 % height); 172 occurring at different phases of the beat (0, ½ π, π, 1½ π) and various frequency increases (60, 100, 173 122 Hz). Chirps used for the analysis of the responses occurred at the bottom or the top of the beat (for 174 E and I cells respectively) and were frequency increases of 60 Hz. 175
Stimulation by modulating the fish's EOD as described above replicates the amplitude 176 modulation elicited by a real chirping fish. Confirming the behavioral efficacy of such stimuli, we 177 frequently observed male fish chirping in response to our AM stimulus in the same way it would if 178
another fish was introduced in the tank. Furthermore, this method was shown to elicit the same 179 response from the electroreceptors as stimulating with a mimic of the actual EOD of another fish 180 (Benda et al., 2005) . 181 We also used broad band noise signals (random amplitude modulations, RAM). The envelopes 182 of RAM stimuli were Gaussian white noise with frequencies between 0-100Hz. The amplitude these 183 stimuli was adjusted as described above but the s.d. of the RAM envelope was used as reference rather 184 than the maxima of the beat envelope. All stimuli envelopes were sampled at 10 KHz. 185 186
Chirp Data Analysis. 187
Extracellular. Each 20 s chirp stimulus was presented at least twice to each cell, totalling a minimum 188 of 40 chirps. Spike train were digitized at a sampling rate of 20 KHz. The spike trains were expressed 189 as series of zeros and ones (ones when a spike occurred during the sampling interval) and then down-190 sampled to 2 KHz. For display purposes, spike trains were expressed as firing rate by convolving each 191 binary spike train with a Gaussian kernel with an s.d. of 20 ms. For analysis, the spike trains where 192 expressed as sequences of inter-spike intervals (ISIs). ISIs were considered to be part of the response 193 to chirps if the spikes that define them occur within 50 ms of the beginning of the chirp. This time 194 window encompasses the chirps and the period following the chirps where stimulus amplitude is still 195 above average. The response to chirps (see Figure 1A ) is usually followed by quiescence and all spikes 196 visibly belonging to the chirp response occurred within that time window. Bursts in response to chirps 197
were defined as a sequence of at least two spikes occurring in the 50 ms time window following the 198 beginning of the chirp; their ISIs were only rarely longer than 10 ms as shown in Figure 1B . To avoid 199 making assumptions about ISI threshold of bursts during the beat response, we chose a value of 10 ms 200 because it corresponds to the theoretical limit of burst ISIs imposed by the intrinsic properties of the 201 neurons (Turner et al., 2002) . Furthermore, choosing only the shorter ISIs prevents any bias towards 202 less synchronized events (i.e. longer ISIs) and thus allows a fair comparison of beat and chirps in 203 Figure 1C inset. 204 205
Intracellular. Spike trains were digitized at a sampling frequency of 20 KHz. To analyse spike shape 206
we first removed membrane fluctuation caused by synaptic potentials: we averaged the response of the 207 cell to several presentations of the stimulus while the cell was hyperpolarized (thus preventing 208 spiking). We also averaged the spiking responses to the chirps after having removed the action 209 potentials. To remove the spikes we simply replaced each spike by a membrane potential that starts at 210 the same value as the one found immediately preceding a spike and changing linearly to reach the 211 value immediately following the spike. Spike beginning and end was selected based on the mean spike 212 shape and encompassed the spike after-potential. The average hyperpolarized response was scaled to 213
have the same standard deviation as the spiked-removed-spiking response. This insured a good match 214 between the size of the PSP during spiking and during hyperpolarization. The scaled hyperpolarized 215 average was subtracted from each spiking response. We also tried using the average spike-removed-216 spiking response for the subtraction (no scaling) but found no qualitative difference in the results. We 217 acknowledge that the small IPSPs that could participate in the evoked response might reverse in 218 polarity during hyperpolarization but this does not affect our conclusions because having the non-219 reversed IPSP polarity would increase the difference observed. Furthermore any potential bias would 220 be similar for local and global stimulation and would therefore not affect their comparison ( Figure  221 7C). 222
The spikes were then classified depending on their timing relative to the stimulus in one of 4 223 categories: spontaneous spike (no stimulation present); top of the beat (occurring between phase 1/2 π 224 and phase 5/4 π, where 0 and π are the bottom and top of the beat respectively); the bottom of the beat 225 (between phases 3/2 π and 1/4 π); or after a chirp (within 50 ms of its beginning). Beat cycles were 226 divided this way to divide portions of the stimulus where excitation from electroreceptors dominate 227 from those where excitation from feedback dominate in E cells. Spikes were included in the average 228 only if they were not followed by another spike within 20 ms in order to avoid distortion of the spike 229 shape average by subsequent spikes. The size of the after-potentials were quantified by comparing the 230 difference D between the shape of spontaneous spikes, S sp (t), and that of spike in other categories, 231 S st (t) according to:
Were t=0 is the time where the descending phase of the spike 232 crosses baseline (baseline is defined by the average potential 5-10 ms before the spike) and w=20 ms. 233 234 RAM stimuli analysis. 235 One to two minutes of stimulation with RAM stimuli were used for analysis. We discarded the 236 first second of stimulation during which firing rate might adapt. The burst threshold (measured from 237 the spike trains autocorrelation [Chacron and Bastian, 2008] ) and the smallest ISI in the response of 238 each cell were averaged across cells to obtain the range of burst ISI displayed in Figure 5C . 239 Coherence was calculated by dividing the spike trains into three different variables: a burst-240 train containing only the first spike of each burst (bursts are thus considered unitary event whose 241 timing is that of its first spike); a single spike train containing none of the spike within bursts, and an 242
original spike train containing all spikes. These spike trains were used to calculate the stimulus-to-243 response coherence as follows:
where P ss (f) and P xx (f) are the power spectral 244 density of the stimulus and the spike train respectively and P sx (f) their cross spectral density. 245
Coherence varies between 0 and 1 and quantifies how well the spike train reflects, in a linear manner, 246
the modulation in the stimulus at each frequency. All data analysis was performed using Matlab 247 (Mathworks, Natick, MA). 248 249 250
Results.
252
Synchronized bursts in response to chirps 253
Pyramidal cells of the electrosensory lateral line lobe (ELL) come in two main classes: E and I 254 cell types (Maler, 1979; Saunders and Bastian, 1984) . E-cells have basal dendrites that receive direct 255 excitatory input from electroreceptors and respond to an increase in EOD (electric organ discharge) 256
amplitude. In contrast, I-cells receive electrosensory input via an interposed inhibitory interneuron and 257 therefore respond to a decrease in EOD amplitude (they are inhibited by an EOD amplitude increase). 258
A subset of E-cells of the lateral segment (LS) of the ELL consistently produce a high frequency burst 259 in response to globally presented chirps ( Figure 1A) ; in contrast, these cells respond only poorly to the 260 low frequency beat due to an active cancellation mechanism dependent on global feedback (Bastian, 261 1996) . A similar bursting response is observed for a variety of small chirps ( Figure 2 ). The chirp-262 evoked bursts therefore constitute the shortest ISIs of the entire response ( Figure 1B ). During 263 spontaneous activity some cells fire spikes at precise time relative to the EOD cycle (phase-locking), 264 however, spikes of chirp-evoked bursts were not phase-locked to the EOD (i.e. vector strength did not 265 reach significance; Raleigh test, p>0.3 for all cells) suggesting that the precise timing of these spikes 266 was not directly determined by the synchronous firing of electroreceptors after each EOD cycle. The 267 same stimulus delivered locally within the cell's RF does evoke a stronger response to the beat 268 stimulus ( Figure 1A ) since local stimulation does not activate the feedback cancellation mechanism 269 (Bastian, 1996) . Local stimulation does not, however, elicit bursting in response to chirps (mean ± se 270 global burst ISI= 5.8 ± 5 ms; mean local discharge ISI= 15.8 ± 12.3 ms; paired T test, p<0.02); this is 271 the case even though the local stimulus has the same intensity (within the cell's receptive field) as the 272 global stimulus, reinforcing the idea that direct electroreceptor input is insufficient to induce bursting 273
and that network dynamics are also required. As a result, with local stimulation, the relatively weak 274
firing during the chirp is inconspicuous since responses to chirps and beat are similar. We note that 275 local chirps were presented as an experimental probe and would not occur naturally during interaction 276 with conspecifics or in the presence of prey. 277 We show in figure 1C that global chirps lead to a synchronized burst response in LS E-cells. 278
Most cells responded reliably to chirps with a burst in the majority of trials (19 out of 26 cells, labelled 279 "strong responses"). Other cells (7 out of 26) produced a burst in less than 50% of the cases. We 280 believe that for these cells, the stimulus was not strong enough to elicit reliable bursts due to the 281 location and orientation of its RF relative to a stimulus geometry that will not effectively activate 282 sufficient receptors. For example, receptors located on the fish's back will be oriented parallel to iso-283 potential lines of the stimulus and thus cannot respond to it. The cells with strong responses all 284 produced bursts within a time window of ~3.5 ms. Furthermore, for each cell the timing of the bursts 285 is very reliable from trial to trial: in 2/3 of the cases burst timing varies by less than 2 ms ( Figure 1C  286 inset). In contrast, bursting (i.e. ISI<10 ms) during the beat was not only rare ( Figure 1B ) but also 287 unreliable in their timing ( Figure 1C inset, compare grey and black curve). Over the whole population 288
(weak + strong responses), synchronized bursts (i.e. within 3.5 ms of each other) will occur in 289 response to a chirp in 42 % of cells but in only 6 % of cells during the beat. Considering there are 300 290 superficial/intermediate E cells in the LS (Maler, in press), we estimate that synchronous bursting will 291 occur in up to 126 superficial LS E cells in response to chirps but in only 18 cells in response to a beat 292 cycle. Thus, synchronous bursting across a large number of these cells can unambiguously signal the 293 occurrence of a chirp and distinguish chirps and beats. 294 295
Chirp coding by an identified population of cells. 296 Physiological and morphological features of ELL pyramidal cells covary: deep pyramidal cells 297
(located in the ventral part of the pyramidal cell layer or within the granular layer of the ELL) have 298 smaller apical dendrites and higher, more regular spontaneous firing rates than superficial ones 299 (Bastian and Nguyenkim, 2001) . In Figure 3 we examine the response of pyramidal cells as a function 300 of their spontaneous firing rate. Figure 3A shows that E cells with high firing rate (i.e. putative deep 301 cell) fire strongly in response to both regular beat cycles and chirps and thus cannot specifically 302 encode the occurrence of a chirp. The strongest selective burst response to chirps is observed in the 303 superficial cells-those with lowest firing rates ( Figure 3B ). This is presumably correlated with the 304 extensive apical dendritic tree of these cells and emphasizes the importance of feedback networks in 305
regulating even the fastest responses to transient and unexpected sensory input. 306
The I type pyramidal cells respond to decreases in EOD amplitude and were stimulated with an 307 inverted chirp ( Figure 3A) ; it should be noted that both the upward stroke chirp (black trace) and its 308 invert (grey trace) will be simultaneously present on opposite sides of the fish's body (Kelly et al., 309
2008). I-cells respond in a similar manner to beats and chirps and are therefore also not able to 310 specifically signal the occurrence of a chirp ( Figure 3B ). 311
Although all three ELL maps receive inputs from the same electroreceptors (Heilingenberg and  312 Dye, 1982), the LS is believed to be most important in processing transient communication signals 313 (Metzner and Juranek, 1997); we therefore next examined the response to chirps in the CMS and CLS. 314 We show in Figure 4 that neither E nor I pyramidal cells of the CMS and CLS respond strongly to 315 chirps. Therefore we conclude that it is only the superficial E-cells of the LS that produce a strong 316 spike burst in response to chirps. 317 318
Coding by bursts across topographic maps. . It is therefore not surprising that I cells respond poorly to small chirps since these are high-322
frequency signals (Zupanc and Maler, 1993) . Temporal coding in E cells varies across segments and 323 the contribution of bursts for each segment is unknown. The lack of chirp-evoked bursts in CMS and 324 CLS E cells is certainly not due to the inability of these cells to burst. Indeed bursting in these 325 pyramidal cells has been the focus of many studies both in vitro . Replicating these studies, we stimulated 327 the pyramidal cells with broad band noise signals (random amplitude modulation, RAM; Figure 5A ). 328 We show in Figure 5B the ISI distribution of a representative cell from each segment. Bursting cells 329
will have an initial peak in their autocorrelation function which we used to determine the burst 330 threshold and the fraction of spikes that belonged to bursts (Chacron and Bastian, 2008) . Bursts were 331 most frequent in CMS and CLS cells responding to local stimuli ( Figure 5C ). The ISIs in these bursts 332
were short and largely overlap the range of ISIs in the responses of LS E cell to global chirps. 333 Furthermore, these burst-ISIs mostly fall below the theoretical limit of ~10 ms imposed by the 334 bursting mechanism (Turner et al., 2002) . However, cells of the LS and the CLS when stimulated 335 globally produced relatively few bursts and these bursts had longer ISIs. The ISIs of the bursts in LS in 336 particular often exceeded the 10 ms limit for bursts based on a previously identified intrinsic 337 mechanism (see below). 338 We quantified the frequency tuning of the cells by calculating their stimulus-response 339 coherence functions ( Figure 5D ). The overall tuning of the cells match previously published results 340
(Krahe et al., 2008). Specifically, high frequency tuning is best in the LS, weaker in CLS cells 341
(especially for local stimuli) and worst in CMS. Our analysis also confirms that bursts of the CMS and 342 CLS were triggered by local low frequency-prey mimics AMs (Oswald et al., 2004) . However, LS 343 bursts were not only rare and composed of longer ISIs ( Figure 5C ) but were also not specifically tuned 344
to low frequencies ( Figure 5D ). Nevertheless, global RAM stimuli could potentially trigger 345 synchronous bursts in a proportion of LS E cells. We selected the 5 amplitude peaks in the RAM 346 stimulus that were most likely to trigger a burst in these cells (see example marked with a star in 347 Figure 5A ). On average, these peaks triggered a burst in only 23 % of the cells. This number provides 348 an upper bound on the proportion of cells that will burst in response to this type of stimulus and 349 corresponds to about half the cells that burst in response to chirps. These results indicate that bursts 350 with very short ISIs (<10 ms) produced synchronously by a large proportion of LS E cell clearly signal 351 the occurrence of a chirp while for CMS/CLS E-cells bursts predominantly encode low frequency 352 local prey-like signals.
354
Burst mechanism and regulation. 355 In vitro studies show that bursts in CMS cells are due to a well described, ping-pong successive spikes with short ISIs (<10 ms). We hypothesized that the chirp-evoked bursts (short ISIs) 359
of LS E-cells are also due to this mechanism. This hypothesis was investigated with in vivo 360 intracellular recordings of LS pyramidal cells where, in addition to the spiking response, the stimulus-361 evoked synaptic response could be revealed by hyperpolarizing the cells. The neuron's resting 362 membrane potential ranged from -55 to -70 mV and similar stimulus evoked responses were seen over 363 this range. As expected from the extracellular recording, the global beat stimulus evoked only a weak 364 modulation of the cell's membrane potential ( Figure 6A ). The evoked compound EPSP rises faster and 365 higher in response to chirps compared to beats (Figs. 6A,B ). However, it is important to note that, that 366 while the local beat evoked membrane potential modulation increases ( Figure 6C ), chirp-evoked 367
EPSPs do not differ for local versus global stimulation (Figure 6C ,D) and even with more intense local 368 stimulation the cells did not burst (data not shown). The chirp-evoked EPSP initiated a first spike 369 precisely at its steep onset for both local and global stimulation ( Figure 6D ). As in slice recordings, 370 spontaneous spikes of E-cells were followed by a large SK-mediated after-hyperpolarization (AHP; 371
[Ellis et al., 2007]). This is most obvious when comparing the shape of spike from an LS I cell and E 372 cell ( Figure 7A ) because, in agreement with the in vitro results, I cells do not have this AHP. This 373 comparison also highlights the fact that DAPs and AHPs are concurrent. With local stimulation the 374 large AHP prevented the cell from immediately firing additional spikes and therefore bursting ( Figure  375 6D upper trace). Under global stimulation the AHP appears to be reduced or truncated (lower trace) 376
permitting additional spikes to be fired within < 10 ms. 377
To confirm this qualitative observation we extracted the stimulus evoked AHP by subtracting 378 the mean synaptic response of a cell from its spiking response. We used the average AHP of 379 spontaneous spikes (i.e. no stimulation) as a reference to compare spikes occurring at different times 380 relative to the stimulus ( Figure 7B ). We found that spikes following a globally presented chirp have a 381 shorter or smaller AHP and/or a larger DAP compared to spontaneous spikes whereas AHPs occurring 382
at the top or the bottom of a beat cycle hardly differ from those of spontaneous spikes. We quantified 383 this in Figure 7C by subtracting the shape of spontaneous spikes to those in one of the other three 384 categories (hatched area in Figure 7B ). The same analysis performed for responses to local stimuli 385
show no difference in AHP shape compared with spontaneous spikes indicating that global feedback 386
input is necessary to regulate the spike after-potential and thus bursting. 387
The AHP and DAP overlap in time and their relative magnitude regulates the propensity to 388 burst (Ellis et al., 2007) . The timing of the second chirp-evoked spike corresponds with the timing of 389 the DAP ( Figure 8A ) demonstrating that chirp-evoked bursts are due to the same DAP-based 390 mechanism responsible for detection of low frequency AMs in CMS/CLS. However we cannot 391 determine whether this chirp-specific response is due to an increase of DAP magnitude, a decrease of 392 the AHP, or both. The specific expression of chirp-evoked DAP-mediated bursts is especially clear in 393 the response to the fish's own chirps. Self-chirps are large signals and evoked strong bursts with the 394 characteristics of the classic DAP-mediated burst: speeding up of spike frequency and a large AHP 395
following the burst ( Figure 8B ; [Turner et al., 2002] the three ELL maps of electroreceptor input are tuned, in vivo, to different frequency ranges (also see 420 that they are unlikely to respond to chirps. CLS E cells do encode high frequencies but less effectively 431 than LS E cells ( Figure 5D ; Krahe et al., 2008) . This may account in part for their weak response to 432 chirps but is unlikely to be the full explanation since their response to chirps is no better than that of 433 CMS E cells (Figure 4) , despite their stronger response to high frequency signals ( Figure 5D ; Krahe et 434 al., 2008). Simple tuning to high frequencies also cannot explain the lack of response of LS E cells to 435 locally presented chirps. In addition, the strong response of LS E cells to globally presented high 436 frequency sinusoidal amplitude modulations (SAMs; Krahe et al., 2008) consists of isolated spikes 437 (data not shown); the strong response of these cells to the high frequency content of RAMs is also 438 almost entirely due to isolated spikes ( Figure 5D ). These results are expected based on an earlier study 439 (Oswald et al., 2004) which showed (in vitro and in vivo) that only isolated spikes encode high 440 frequency signals in CMS and CLS. Subsequent studies further demonstrated that this was due to the 441 synaptic inputs evoked by the high frequency signals interfering with the burst generating mechanism 442 (Doiron et al., 2007; Oswald et al., 2007) . Most importantly we showed that bursts elicited by stimuli 443 other than chirps do not occur synchronously across many LS E cells. Our results therefore show that 444 LS E cell synchronized bursts provide a unique encoding of chirps 445
This strong bursting response however occurs only in the context of a global signal. A sharp 446 increase in EOD amplitude similar to chirps that is not accompanied by an ongoing beat -such as a 447
step increase in EOD amplitude-does not lead to bursting (data not shown). Therefore, although the 448 exact nature of the network effects are not yet known, we hypothesis that the ongoing low frequency 449
beat preceding a chirp modulates the intrinsic properties of LS E cells so as to enhance the relative size 450 of the DAP during the chirp with respect to the SK channel mediated somatic AHP. Interestingly, 451
previous work has already demonstrated that the feedback pathway (activated by global signals) that 452 cancels global low frequency signals (Bastian et al., 2004) can also regulate bursting (Bastian and  453 Nugyenkim, 2001; Chacron and Bastian, 2008) . Further studies will be required to determine whether 454 this feedback pathway is also responsible for regulating the burst response of LS E cells to chirps. 455 We 2007) appear to prevent these cells from producing bursts in response to prey. Our results indicate that 462 the same biophysical mechanism-dendrite mediated DAPs-can produce bursts in response to entirely 463 different classes of stimuli. The key appears to be both differential expression of additional channels 464 (e.g. SK2) in LS E cells and a network mediated mechanism that controls the relative magnitude of the 465 SK mediated AHP in comparison to that of the DAP. 466
The , 2003) . It therefore appears that synchronized bursting might also signal the 473 presence of unexpectedly large prey signals with the spatial extent of synchronization corresponding to 474 the localized signal. Note that feedback networks are also required for the prey-evoked burst response. 475 Remarkably it appears that our results might also generalize to other sensory systems and 476 different burst mechanisms. In the visual system unexpected reversal of motion direction causes a 477 synchronized burst in a subpopulation of retinal ganglion cells (Schwartz et al., 2007) ; it has further 478 been shown that this is a nonlinear network effect. In the cricket auditory system, synchronized 479 bursting plays a role in the detection and localization of unexpectedly large predator signals (Marsat  480 and Pollack, 2006 Pollack, , 2007 the baseline EOD amplitude. We show an example of a cell (raw traces and raster plots) responding to 625 local and global stimuli and the mean firing rate of LS E cells (n=26). Cells with high baseline firing 626 rates (> 23 Hz) were not included in the average, they are considered separately in Figure 3 . of cells whose mean response falls in each 1 ms bin. Cells which responded with more than one spike 631 in at least 50% of the cases are labelled as strong responses (black dots). The inset is a cross-632 correlogram of burst timing across repetitions; it quantifies the reliability of burst timing. Only data 633 from cells with strong responses were used. The black trace is computed using the chirp-evoked bursts 634 and the grey trace represents beat-evoked bursts. During the beat, bursts are defined as successive 635 spikes with ISIs<10 ms. 636 637
Figure 2: Bursting response of 4 cells to chirps of different shapes. 638
The shape of the chirp (shown at the top of each plot) is determined by the size of the frequency 639 excursion of the EOD (60, 100 or 122 Hz), its length (which is held constant at 14 ms in these cases) 640 and the phase of the beat at which it occurs. We display the responses to several repetitions of the 641 stimulus as a raster plot and as a mean instantaneous firing rate. The instantaneous firing rate is 642 quantified as the inverse of the interspike interval (ISI). This method allows us to conclude that, in 643 each example, chirps are followed by ISIs in average shorter than 10 ms. cycle the maximum response was defined as the inverse of the shortest ISI. These were used to 653 calculate mean maximum response to beat and chirp and their ratio for each cell. Best fit lines show 654 the presence of a correlation for E cells (slope ± 95% confidence interval=0.06 ± 0.03, R 2 =0.3) and the 655 lack thereof for I cells (slope ± 95% confidence interval=-10 -3 ± 0.02, R 2 <10 -3 ) 656 657 (beat and  664 chirp, dashed grey line) and the distribution of ISI that follow chirps. ISIs following chirps are shorter 665
