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Introduction 
 
The development of next-generation micro and nanotechnologies demands 
for tools capable of characterizing and modifying matter at ever decreasing 
scales. Among the vast arsenal of methods that offer local inspection and 
control of matter, optical systems are particularly appealing due to their 
inherent non-contact nature and possibility to selectively deliver energy at 
targeted positions. However, two main challenges still limit the use of optical 
techniques: their spatial resolution, which is intrinsically limited by the laws 
of diffraction, and their temporal resolution, which often compromise their 
capability to capture fast processes. 
The use of light to characterize materials offers the unique possibility to 
collect information in a non-invasive and specific manner. This has 
prompted optical microscopy techniques to become the tool of choice to 
investigate samples in fields as important as materials science and biology. 
In the last decades, scanning microscopy techniques, such as confocal and 
multiphoton microscopy, have shown remarkable capabilities for the three-
dimensional study of biological processes at the cellular and subcellular 
level. However, while scanning microscopes typically enable the investigation 
of samples with sufficiently high spatial resolution, they suffer from a 
limited imaging speed given by their intrinsic scanning nature. Therefore, 
the development of new microscopes enabling for faster acquisition of the 
fast dynamics of relevant biological phenomena represents one of the main 
challenges in modern optical microscopy.  
The use of light to modify materials provides the possibility to accurately 
deliver a large amount of energy in any desired place, to achieve surface or 
bulk modification, and to interact with the desired material in a non-contact 
manner. To this end, laser-based systems have been successfully used to 
produce material modification according to a user-selectable design, leading 
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to applications such as welding, cutting, marking, or drilling, and becoming 
an indispensable tool for material processing in scientific and industrial 
applications. Despite the many advantages offered by laser-based 
techniques over standard methods, however, the use of light to modify a 
material still poses a strong constraint on the spatial resolution of optical 
systems. In fact, while diffraction limits the focusing capabilities of an 
optical system, light-matter interaction ultimately defines the achievable 
minimum feature size. 
The goal of this thesis is to overcome inherent limitations of current optical 
systems in terms of their applicability for imaging as well as for 
microfabrication. In more detail, the overall structure of this work aims at 
two different technological objectives: 
 Improve the temporal resolution of current optical microscopes while 
preserving the spatial resolution. In particular, by investigating how 
an optofluidic lens can be used to enhance the capabilities of 
standard laser scanning microscopes regarding three-dimensional 
(3D) imaging speed and penetration depth capabilities. 
 Enhance the spatial resolution of current laser-based manufacturing 
techniques while maintaining their high processing speed. More in 
detail, by developing novel laser-based fabrication techniques to 
generate 2D and 3D features with a minimum size below the limits of 
diffraction. 
This thesis is divided into three chapters. A brief description of each chapter 
is described next: 
Chapter 1 begins with an overview of the fundamental principles of light-
matter interaction and the basic concepts of optical systems. Particular 
attention is given to the introduction of the scalar theory of light which will 
be used throughout the thesis to describe the behavior of the implemented 
optical systems. 
Introduction 
3 
 
Chapter 2 contains a detailed description of a new optical microscope 
designed for high-speed three-dimensional imaging. A complete 
experimental and theoretical demonstration of the microscope working 
principle is provided, together with two case-study applications: enhanced 
3D imaging in two-photon microscopy, and high-speed cross-sectional 
imaging for imaging flow cytometry.  
Chapter 3 presents a novel strategy to overcome the intrinsic limits of laser 
fabrication techniques. The use of engineered materials whose shape can 
change according to an applied external stimulus in introduced to decouple 
the interaction of laser with materials into two steps: first, laser irradiation 
and initial material response, and second reconfiguration of the material 
according to the stimulus to achieve size reduction of the final structure. 
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Chapter 1 
Advanced optical systems 
for imaging and fabrication 
 
Before diving into the design and development of optical systems capable of 
manipulating light to achieve particular goals or requirements, it is essential 
to gain familiarity with the fundamental processes underlying the 
propagation of light and its interaction with materials. Throughout this 
chapter, an introduction to the behavior of light and the theory of optics is 
presented. Special attention is given to the scalar theory of light (ray optics 
and wave optics), which will be used in the next chapters to describe the 
propagation of light in the developed optical systems. The fundamental 
principles governing light propagation and absorption in materials, as well 
as the resulting material responses, are then presented. Finally, a series of 
key concepts related to optical systems, such as image formation, resolution 
and depth of field are described.  
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1.1 Light propagation 
Matter is what we are made of. Yet, it would be impossible for us to see and 
probe it unless we use light. It is indeed because of light that we can 
actually see and interact with the physical world surrounding us. The 
primary tool that allows us to use light to interact with the environment is 
represented by the human eye: the fundamental optical system in our 
everyday life. Despite being an invaluable tool, however, the naked human 
eye only offers limited temporal and spatial resolution of about 25 Hz and 
100 µm respectively [1]. As a consequence, in order to extend our knowledge 
in a variety of fields, from the study of cells and stars to the study of light 
itself, the development of optical systems capable of enhancing our ability to 
collect, manipulate and shape light is of utmost relevance. It is thus 
important to understand how light propagates and interacts with materials. 
In the next sections, we introduce the basic concepts of light propagation 
and light-matter interaction. Our attention is focused on the scalar theory of 
light, which we can use in order to fully describe an optical system, and on 
the basic principles of optics and optical elements, useful to design new 
optical systems. 
 
1.1.1 Ray optics, reflection and refraction 
To a first approximation, the propagation of light can be modeled by 
considering it as a bunch of rays. As these rays travel through different 
media, they will be deviated from their original trajectory according to the 
laws of light-matter interaction. Light emitted from a lamp for instance, can 
be modeled as a collection of rays - in the form of simple straight lines - 
emanating from a source. Following Fermat's principle, light ray propagating 
from a point A to a point B in space will follow the path of stationary phase. 
However, a practical implication would be that light rays will usually travel 
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along the path that can be traversed in the least time [2]. Light traveling 
within an optically homogeneous medium will, therefore, propagate without 
deviations, while light passing through different media will be reflected and 
or refracted according to the optical properties of the encountered materials. 
As a result, we can model the behavior of light, to a first approximation, as a 
conjunction of ray optics and the mathematical rules of geometry. This 
simple yet powerful description of light falls under the definition of 
geometrical optics [3] and, notably, it is capable of predicting the behavior of 
light in many different scenarios. For example, rays emanating from a point 
can be traced as they travel through a lens and followed on the other side. 
 
 
Figure 1.1 (A) Reflection and (B) refraction of light at the interface between two 
media of different refractive indices. 
While ray tracing cannot explain fundamental phenomena such as 
diffraction and interference, it offers simplified modeling of light behavior 
mainly relying on the laws of reflection and refraction which are reported 
below. 
Law of reflection: This law describes the behavior of a ray of light reflected 
by a surface, e.g. by a plane mirror. In such a case, the angle of reflection is 
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equal to the angle of incidence, both angles measured with respect to the 
normal to the surface and laying on the same plane (Figure 1.1). 
Law of refraction: Known as Snell's law, the law of refraction governs the 
behavior of a light ray propagating across two media with different refractive 
index. Due to the different optical properties, the incident light ray is 
deviated from its original direction according to: 
𝑛1 sin𝜃1 =𝑛2 sin 𝜃2 (1.1) 
where 𝜃1 is the angle of incidence and 𝜃2 is the angle of refraction, both 
measured with respect to the normal to the interface, while 𝑛1 and 𝑛2 are the 
refractive index of the two media respectively (Figure 1.1). 
Ray tracing can give reasonable explanations for different optical 
phenomena such as approximating image formation and image 
magnification of an optical system. However, since geometrical optics does 
not take into consideration the wave nature of light, it fails to explain 
relevant phenomena such as diffraction and interference. Notably, the study 
of diffraction and the limitations it imposes are essential to describe the 
behavior of optical systems [4]. 
 
1.1.2 Diffraction and wave optics 
Diffraction refers to the behavior of light in the presence of an obstacle or a 
slit. More in detail, when the size of the encountered object (e.g. an obstacle 
or an aperture) becomes closer to the wavelength of light, the path followed 
by light cannot be explained anymore in terms of geometrical optics. As 
defined by Sommerfeld in 1954 [5], diffraction can be described as ‘any 
deviation of light rays from rectilinear paths which cannot be interpreted as 
reflection or refraction’. A more intuitive definition of diffraction can be 
derived according to Huygens’ Principle, which states that light traveling in 
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space can be represented as the superposition of spherical waves. More in 
detail, each point on the wavefront of propagating light can be considered to 
be a source of secondary spherical waves with the same frequency as the 
primary one. As an example, Figure 1.2 shows a schematic representation of 
Huygens’ Principle applied to the case of a propagating plane wave – a wave 
whose wavefronts are infinite parallel planes. Notably, the wavefront and 
amplitude at a later instant can always be found as the summation of these 
secondary wavelets.  
 
 
Figure 1.2 Huygens’ principle for the propagation of a plane wave.  
Following Huygens’ idea, it was Young to further contribute to the theory of 
wave optics by describing the phenomenon of interference, that is: how 
different light waves can superimpose with each other in order to generate a 
wave with greater, lower, or equal amplitude [4]. Finally, Hyugens and 
Young descriptions of light were brought together by Fresnel, which was 
capable of calculating the distribution of light in diffraction patterns with 
excellent accuracy. According to Fresnel diffraction, light propagation in 
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space can be mathematically described as the convolution of the incoming 
wavefront with the paraxial approximation of a spherical wave  [5]: 
𝑔𝑜𝑢𝑡(𝑥
′, 𝑦′, 𝑧) =  
𝑒𝑖𝑘𝑧
𝑖𝜆𝑧
∬𝑔𝑖𝑛(𝑥, 𝑦) 𝑒 
𝑖𝑘
2𝑧 (𝑥
′−𝑥)2+(𝑦′−𝑥)2 𝑑𝑥𝑑𝑦 (1.2) 
where 𝑔𝑖𝑛 and 𝑔𝑜𝑢𝑡 are the input and output wavefronts, 𝜆 is the wavelength 
of light and 𝑘 = 2𝜋/𝜆. 
Notably, while the wave nature of light found his origin in the experiments of 
Huygens and Young, the fundamental description of light as electromagnetic 
wave was not demonstrated until the introduction of Maxwell's 
electromagnetic theory. Firstly introduced at the end of the 19th century, 
Maxwell's equations describe how the electric and magnetic field originate 
by charges, currents, and changes of each other, and how these fluctuating 
fields propagate at the speed of light in the form of electromagnetic 
radiation [4]. Starting from Maxwell's equations, both the wave equation and 
the Rayleigh-Sommerfeld diffraction formula can be derived under the scalar 
approximation, which simplifies the mathematical treatment of 
electromagnetic fields by neglecting their vectorial nature [5]. While the wave 
equation formalizes the wave-behavior of light, Rayleigh-Sommerfeld 
formulation consolidates the theory of diffraction by providing a firmer 
mathematical foundation to the Huygens-Fresnel’s principle.  
 
1.2 Light absorption, scattering, and fluorescence 
Although wave optics provides the fundamental tools to describe an optical 
system, it fails in describing the processes underlying the interaction of light 
with materials. To this end, the quantum nature of light and materials 
should be considered. Accordingly, each ray of light can be described not 
only as a propagating wave, but also as a collection of particles, named 
photons, each one bringing a fixed amount of energy. As a consequence 
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when light encounters a surface or passes through a medium, interactions 
occur between the light photons and the material atoms [6]. Following 
classical electromagnetism, these interactions can be represented to a first 
approximation with a simplified model [6]. When photons hit the atoms 
composing a material, they can exert a force on the electrons in a way that 
is inversely proportional to the wavelength of light. Once the free electrons 
are accelerated due to the energy absorption, they can in turn originate 
electromagnetic radiation in the form of emitted photons, or dissipate 
through non-radiative processes. This primitive representation of light-
matter interaction can be used in order to describe the phenomena of 
absorption, re-emission, and scattering, which are at the basis of most 
common light-matter interaction processes [7]. Absorption occurs when 
photons successfully transfer energy to the electrons, causing them to jump 
to a higher energy state. The acquired energy is typically converted into 
other forms: it can, for instance, be dissipated into lattice vibrations 
(quasiparticles named phonons), or into other processes that result in heat 
dissipation (non-radiative process). Notably, given the resonant nature of 
absorption, a photon can be absorbed only if it has a particular energy. The 
absorbed energy can not only be dissipated through lattice vibrations or 
heat, but it can also be reemitted in the form of another photon. In such 
case, the emitted photon possesses lower energy with respect to the incident 
one (radiative process) and this phenomenon is denoted as fluorescence or 
phosphorescence. Finally, when light is not absorbed by electrons, the 
incident energy of a photon can be scattered across multiple directions while 
maintaining the same frequency. Since the frequency (energy) is preserved, 
this process is denoted as elastic scattering. Photons from scattered light 
possess a different phase (polarization) with respect to the incident one. 
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1.2.1 Light absorption and penetration depth 
Material processing or characterization by means of light ultimately relies on 
the interaction of the used light source (e.g. a laser) with the desired sample 
(e.g. a biological tissue or a metallic substrate from a device). As an example, 
when performing imaging of thick biological tissues, light should ideally be 
able to penetrate the sample while being minimally absorbed. On the other 
side, when performing material processing such as laser-induced melting or 
ablation, the capability of light to penetrate into the sample represents a 
critical factor in order to determine whether surface or bulk processing can 
be obtained. 
As previously introduced, when light encounters a material, part of it is 
reflected at the surface by cause of the discontinuity in refractive index, 
while the remaining part is transmitted inside the material. At the surface, 
reflectivity depends on different parameters including the polarization and 
angle of incidence of light, and the refractive index of the traversed media. 
The amount of light that is not reflected at the surface travels instead inside 
the material. More in detail, as light penetrates in the medium, its intensity 
decades with depth due to absorption. To a first approximation, the 
intensity of light 𝐼 decades exponentially with depth according to the Beer-
Lambert law [8]: 
𝐼(𝑧) = 𝐼0𝑒
−∝𝑧 (1.5) 
where 𝐼0 is the intensity of light at the surface, z is the penetration depth, 
and ∝ is the absorption coefficient of the material, which in turn is a 
function of wavelength and temperature. Notably, the reciprocal of the 
absorption coefficient, 1 ∝⁄  is defined as the absorption depth, and indicates 
the depth at which the intensity of the transmitted light drops to 1 𝑒⁄  of its 
initial value.  
It is worth mentioning that the description of light propagation in different 
media, as well as the specific absorption mechanisms, strongly depends on 
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the light and material properties  [9]. As an example, when continuous wave 
(CW) or nanosecond pulsed lasers are used as light sources, most of the 
absorption can be attributed to single photon interactions. Instead, when 
picosecond or femtosecond lasers are used, the high instantaneous intensity 
carried by each laser pulse can give rise to nonlinear processes such as 
multiphoton absorption and optical breakdown. These latter phenomena not 
only are capable of decreasing the absorption depth, but are also 
responsible for changing the fundamental interactions of light with 
materials. 
 
1.2.2 Light-enabled modification of materials 
Light-matter interaction can be employed not only to properly shape and 
manipulate light as it travels through optical systems, but also to induce 
changes in the traversed materials which cannot be easily obtained with 
other methods. The absorption mechanisms through which light interacts 
with materials in order to induce permanent modifications can be broadly 
classified into three classes  [8]: photothermal, photochemical, and 
photophysical processes. 
As previously mentioned, when light from a laser impinges on a material, 
photons can couple to the available electronic or vibrational states 
depending on their energy. The time required by the excited electrons to 
transfer or dissipate the acquired energy strongly depends on the material 
properties. By comparing the light-induced excitation rate with the 
thermalization rate – time to reach thermal equilibrium – the three groups 
aforementioned can be distinguished. If the thermalization rate is higher 
than the light-induced excitation, the absorption process results mainly in 
heat generation. The material response is therefore determined by thermal 
effects and the process is defined as photothermal. Instead, when light-
induced excitation prevails over thermalization, the absorbed energy can 
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directly lead to the breaking of the material bonds. During a photochemical 
process, the temperature of the medium usually remains constant. Finally, 
when both thermal and non-thermal mechanisms occur, the material 
response is defined as photophysical. 
As in many cases photothermal processes play a key role in material 
modifications, it can be useful to understand the material response to 
thermal effects by modeling heat dissipation. To this end, the spatial and 
temporal propagation of heat inside a material can be represented using the 
heat equation [8]: 
𝜌(?̅?, 𝑇)𝑐𝑝(?̅?, 𝑇)
𝜕𝑇(?̅?, 𝑡)
𝜕𝑡
− ∇[𝜅(?̅?, 𝑇)∇𝑇(?̅?, 𝑡)] + 𝜌(?̅?, 𝑇)𝑐𝑝(?̅?, 𝑇)𝑣?̅?∇𝑇(?̅?, 𝑡)
= 𝑄(?̅?, 𝑡) 
(1.6) 
where 𝜌 is the density, 𝑐𝑝 is the specific heat capacity, 𝜅 is the thermal 
conductivity, 𝑣𝑠 is the velocity of the substrate relative to the heat source, 
and 𝑄 is the volumetric heating rate, which also accounts for the  
contribution given by heat sources.  
While the possibility to find an analytical solution to the heat equations is 
typically difficult, simplifying assumptions and approximations can often 
help explaining the material response as a function of heating, cooling rate, 
maximum temperature reached and temperature gradients. A relevant 
parameter which can be derived from the heat equation in order to 
understand the thermal response of a material is the thermal diffusion 
length: 
𝑙𝑇 = 𝜉√𝐷𝜏 (1.7) 
where 𝜉 is a constant related to the geometry of the system and 𝐷 = 𝜅 𝜌𝑐𝑝⁄ is 
the thermal diffusivity. Notably, thermal diffusion length is useful to 
determine the distance over which the temperature gradient inside the 
material propagates within a characteristic time 𝜏 (e.g. the time of laser 
irradiation). 
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Photothermal, photochemical and photophysical processes happening at the 
atomic and molecular level can lead to permanent material modification also 
at the macroscopic scale, causing permanent modification of the chemistry, 
composition, crystalline structure, or morphology of the material  [10]. As an 
example, chemical reactions or phase transitions can be initiated when 
irradiating a material with fluences (energy per unit area) below the melting 
threshold. Material melting and deformation can instead occur due to high 
atomic mobility when the melting threshold is overcome. Finally, by properly 
selecting the laser source parameters, such as the wavelength, fluence, and 
pulse length, removal of material by direct absorption of laser energy, 
denoted as ablation, can be achieved. As for the previous cases, laser 
ablation can be obtained by overcoming the threshold fluence of the used 
material.  
Laser ablation of materials can lead to evaporation and sublimation of the 
substrate (photothermal mechanisms), or to direct ionization and plasma 
formation which in turn cause phase transformations or direct bond-
breaking (photochemical processes). While the first can be generally 
obtained with pulsed laser sources or, in certain cases, even with intense 
CW radiation, the latter are usually achieved by means of ultrafast pulses 
(e.g. femtosecond). A comprehensive description of these phenomena can be 
found elsewhere [8]. 
 
1.2.3 Scattering 
Another optical phenomenon which must be taken into account when 
considering penetration of light into a sample is represented by scattering. 
As previously mentioned, scattering occurs when light, instead of being 
absorbed by electrons, is deviated (scattered) across multiple directions [11–
13]. To this end, when light is focused into a material by means of an 
objective lens, scattering contributions can degrade the focusing capabilities 
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of the objective. When imaging is of interest, a turbid or thick sample can 
cause significant scattering of light, eventually resulting in a severe loss of 
signal-to-background. On the opposite side, when performing material 
modification, scattering should not represent an issue, as the dielectric 
materials used for laser processing typically present higher optical 
transparency compared to biological samples (e.g. glass, PDMS).  
 
 
Figure 1.3 Schematic representation of surface scattering and snakelike scattering 
contributions. 
To better understand how scattering can degrade the imaging quality of 
optical systems, we now briefly describe the two main types of scattering. 
The origin of such scattering can be broadly classified into two different 
regimes depending on the focus position z0 within the sample and the 
scattering mean free path ls – the distance between consecutive scattering 
events [14]. When z0 ≫ ls, which usually occurs when the focus is deep 
inside the sample, high excitations powers are required to provide enough 
ballistic (non-scattered) photons to reach the focus – the number of ballistic 
photons decreases exponentially with depth (Figure 1.3). As a consequence, 
the intensity in the sample surface can be high enough to generate 2PE 
signal, especially when imaging specimens with a wide fluorescence labeling 
distribution. In this case, the out-of-focus background is originated by 
diffusive photons with randomized directions from the sample surface [15]. 
When z0 < ls, which typically occurs at short penetration depths or for 
weekly scattering samples, the out-of-focus signal is caused by snake-like 
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scattering – photons retain some memory of their initial trajectories [16] 
(Figure 1.3). Consequently, scattering effects originating from either diffuse 
or snake-like photons are somewhat present in all instances and can 
significantly degrade image quality and resolution by loss of signal-to-
background (S/B).  
 
1.2.4 Fluorescence 
A good example of a photochemical process is represented by fluorescence, 
which happens when the absorbed light is reemitted in the form of another 
photon. In such case, the emitted photon possesses lower energy with 
respect to the incident one (radiative process) and this phenomenon is 
denoted as fluorescence or phosphorescence. As already mentioned in the 
previous sections, when light interacts with matter it can be absorbed by 
atoms or molecules which can be excited to higher electronic states. Such 
states are normally not stable, and after a certain time interval, known as 
lifetime, relaxation of the system to its ground state occurs. Radiative 
processes that originate from this relaxation are known as 
photoluminescence and include fluorescence and phosphorescence. The 
Jablonski diagram can help explaining absorption and photoluminescence 
processes. As reported in Figure 1.4, the diagram illustrates the electronic 
states of a molecule and electronic transitions as a function of the inter-
nuclear distance. 
The energy of the incoming light is absorbed by the molecule, which can be 
excited from a lower electronic state to a higher one. Usually, at ambient 
temperature (≈25°C corresponding to an energy of 25 meV) excitation mainly 
occurs from the electronic ground state S0 that possesses the lowest 
vibrational energy, because higher vibrational states are not significantly 
populated at these temperatures. Typical energies required for this 
transition are on the order of few eV (1-3 eV) corresponding to wavelengths 
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in the UV-Vis-NIR range (wavelength = 250 – 1250 nm). Because light 
absorption is a fast process occurring on timescales of 10-15 seconds, no 
significant displacement of the heavy nuclei occur (Born-Oppenheimer 
approximation). Therefore, in the Jablonski diagram, photon absorption can 
be simply described by a vertical transition between states with the same 
nuclear coordinates (Franck-Condon principle). Thus, fluorescent molecules 
are excited to a higher electronic state and to the vibrational and rotational 
states corresponding to the nuclear coordinates. 
 
 
Figure 1.4 Jablonski diagram. After absorption of a photon, the molecule is excited 
to a higher electronic state. From there it typically reaches the ground state by 
vibrational relaxation. From S1, the molecule can go to the ground state of S0 via 
non-radiative decay channels or by the emission of a photon, called fluorescence. In 
addition, there can be intersystem crossing to a triplet state, which is energetically 
below the singlet state. The emission from T1 to S0 is denoted as phosphorescence. 
Photon absorption is usually followed by vibrational relaxation, from one of 
the vibrational levels of the singlet excited state S1 to the lowest level of S1, a 
process known as internal conversion. Vibrational relaxation takes about 
10−12 s. The molecule finally relaxes to S0 after about 10−8 s, which is the 
typical fluorescence lifetime of commonly used fluorophores. Importantly, 
fluorescence is typically emitted from the vibrational ground state of S1 to 
higher vibrational levels of S0. As a result, the energy of the emitted photon 
is lower than that corresponding to the absorbed one. The shift to lower 
energy from the absorption to emission spectrum is called Stokes shift. The 
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Stokes shift of fluorescent molecules allows spectral separation of excitation 
and emission light and makes fluorescent-based methods an efficient tool 
for investigation of various photophysical processes. Fluorescence is of 
utmost relevance for bioimaging applications; however, there is a second 
phenomenon that can occur after photon absorption and electron excitation 
to the vibrational states of S1. A spin-conversion-based decay channel can 
allow the relaxation of the excited molecule from S1 to the triplet state T1. 
This process is called intersystem crossing and can occur, with low 
probability, on time scales of 10−6 s or longer. In this case, the most likely 
transition occurs between states with overlapping nuclear coordinates which 
is usually an electronic state of higher vibrational energy. Importantly, 
photon emission as a result of the transition from T1 to S0 is known as 
phosphorescence.  
 
1.2.5 Multiphoton absorption 
In order to obtain fluorescence, the required energy of the exciting photons 
must be higher than the one of the emitted photons. In other words, the 
incident wavelength has to be shorter than the emitted one. Thus, in order 
to collect fluorescence in the visible spectrum, excitation has to be typically 
performed in the UV or visible range. There exists, though, the possibility of 
violating this condition. Indeed, if several photons are absorbed by a 
molecule within a very short time interval, a non-linear absorbing process 
can occur, named multiphoton absorption. In this case, the multiple 
photons that arrive simultaneously can add to each other, corresponding to 
a single photon whose energy is equal to the sum of the multiple photons. 
By considering again the case of a fluorescent molecule, two-photon 
excitation can, in this case, be performed in the infrared spectral range. An 
example of a two-photon excitation process is schematically illustrated 
using the Jablonski diagram in Figure 1.5. The sum of the energies of two 
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infrared photons interacting with the molecule has to be greater than the 
energy gap between the molecule’s ground and excited states. Since this 
process depends on the simultaneous absorption of the two photons, the 
probability of two-photon absorption by a fluorescent molecule is a 
quadratic function of the excitation radiance. From a practical point of view, 
in order to grant that the multiple photons arrive within a short time scale, 
ultrafast laser pulses are required. Additionally, to decrease imaging time, 
high repetition rates laser sources are desired, such as titanium sapphire 
oscillators. The higher peak power and the lower duty cycle of these lasers 
minimize average power deposition in the specimen while maximizing two-
photon excitation efficiency. 
 
 
Figure 1.5 Jablonski diagram for one photon and two-photon excitation. Notably, 
fluorescent emission is the same for both modalities of excitation. 
In general, multiphoton excitation scales with the n-power of the intensity, 
where n is the number of photons required for the non-linear excitation. The 
n-power function of the incident radiance allows to spatially localize the 
excitation process. Moreover, since scattering is inversely proportional to the 
incident wavelength, the use of red-shifted wavelengths required for two-
photon excitation allows for the reduction of scattering-induced effects. This 
can render multiphoton absorption highly desirable for both imaging and 
material processing applications. As an example, thanks to the possibility to 
spatially localize the excitation and to the reduced scattering effect, two-
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photon excitation microscopy offers a remarkable advantage in structural 
and functional imaging of high scattering biological samples [17,18]. On the 
other side, the spatial localization offered by multiphoton absorption 
represents an optimal solution when laser-induced ablation of transparent 
materials is of interest [19,20]. 
 
1.3 Basic concepts of optical systems 
Optical systems can be considered as the enabling tools to either capture, 
manipulate or shape light. Their utilization ranges from microscopy to laser 
processing, with relevant applications in life sciences, imaging, industry, 
and defense [21]. While a standard definition of an optical system would be 
restrictive with respect to the many different possible implementations and 
applications, several key concepts can be used to determine and 
characterize its performance. Having introduced the basics of light theory 
and light-matter interaction; this section describes a series of relevant 
aspects of optical systems, such as the working principle of lenses, the 
concept of resolution and depth of field. 
 
1.3.1 Focusing light through a lens 
Among the different elements which can typically be found on an optical 
table, such as mirrors, prisms, filters and gratings, lenses represent the 
fundamental unit of optical systems. Starting from the small lens contained 
in our eyes, which serves to focus light onto the retina, lenses are indeed at 
the heart of optical devices like cameras, microscopes, telescopes, and 
eyeglasses.  
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Figure 1.6 Effects of a (A) converging lens and a (B) diverging lens on a normally 
incident plane wave. 
A simple lens typically consists of a transparent refracting material (e.g. 
glass), with spherically-shaped surfaces on the front and/or back, and is 
capable of focusing or dispersing light depending on its shape. When the 
thickness of the lens is negligible compared to the radii of curvature of the 
surfaces, the lens can be considered as a thin lens [5]. Following wave optics 
and paraxial approximation, the output wavefront of a thin lens can be 
obtained by multiplying the incident wavefront with the lens transfer 
function 𝑡𝑙(x, y) according to [5]: 
𝑡𝑙(x, y) =  exp [−
𝑗𝑘
2𝑓
(𝑥2 + 𝑦2)] (1.8) 
where 𝑓 represents the focal length of the lens, and is in turn related to the 
refractive index 𝑛 of the material and to the radii of curvature 𝑅1 and  𝑅2 of 
the lens surfaces: 
1
𝑓
= (𝑛 − 1)(
1
𝑅1
−
1
𝑅2
) (1.9) 
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Notably, the transfer function of the lens resembles the paraxial 
approximation of a spherical wave. As a consequence, a plane wave traveling 
through the lens, as shown in Figure 1.6, would be transformed by the lens 
into a converging (𝑓 > 0) or diverging (𝑓 < 0) spherical wave. While paraxial 
approximation helps to describe the behavior of light travelling through a 
lens, it is worth mentioning that under nonparaxial conditions, the emerging 
wavefront will contain aberrations in the form of deviations from a perfect 
spherical wavefront [4].  
Up to this point, we characterized the focusing capabilities of a lens and 
introduced a description of the phase induced by a lens and of its focal 
length as a function of the lens shape. To better represent the behavior of 
light traveling through a lens, we can now investigate how light propagates 
after encountering the lens. To this end, we can combine the lens phase 
term from Equation 1.8 with the Fresnel kernel from Equation 1.2, 
expressed this time in case of a generalized pupil function 𝑃(𝑢, 𝑣, 𝑡) [5]: 
𝑈(𝑥, 𝑦, 𝑧, 𝑡) =  
𝑒𝑖𝑘𝑧
𝑖λ𝑧
∬ 𝑃(𝑢, 𝑣, 𝑡)𝑒
𝑖𝑘
2𝑧[(𝑥−𝑢)
2−(𝑦−𝑣)2]𝑑𝑢𝑑𝑣
∞
−∞
 
(1.10) 
Where the pupil function 𝑃(𝑢, 𝑣, 𝑡) includes in this case the contribution of 
the input field 𝑈0 incident on the lens with circular aperture 𝑝(𝑢, 𝑣) of radius 
𝑅, and the phase term of the lens with focal length 𝑓: 
𝑃(𝑢, 𝑣, 𝑡) =  𝑝(𝑢, 𝑣)𝑈0𝑒
−𝑖𝑘
𝑢2+𝑣2
2𝑓0  
𝑝(𝑢, 𝑣) =  {  1    𝑢
2 + 𝑣2 ≤ 𝑅2
0    𝑢2 + 𝑣2˃ 𝑅2
 } 
(1.11) 
As a result, the field propagation after the lens can be obtained by solving 
the Fresnel integral in the Fourier domain so to obtain the value of 
𝑈(𝑥, 𝑦, 𝑧, 𝑡) at any given time. Notably, the generalized pupil function can be 
useful in order to approximate light propagation into an optical system [5]. 
In fact, by considering different optical elements (e.g. objective lenses) as 
thin lenses, all the phase terms introduced by these elements can be 
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included in the expression of the pupil function, thus being able to consider 
within a single expression all the main phase and amplitude contributions 
of an optical system. 
 
1.3.2 Resolution 
In the previous section, we described how a converging lens can be used to 
focus a plane wave to a point at a distance 𝑓 along the lens optical axis. 
Notably, the smallest spot of light that can be focused by an ideal lens with 
circular aperture in such conditions is denoted as Airy disk, and its size is 
only limited by the laws of diffraction [2]. As depicted in Figure 1.3, the Airy 
disk is composed of a central bright spot surrounded by a series of rings. 
While the cross-sectional intensity variation of the Airy disk is independent 
from the used optics and wavelength of light, its width varies. As in the case 
of a single lens, the Airy disk can be obtained when imaging a single, point-
like source in a dark background with an ideal optical system [22]. In this 
case, the resolution of the system is typically expressed as the full width at 
half maximum (FWHM) of the image of the point-like object, which is in turn 
defined as the point spread function (PSF) of the system.  
 
 
Figure 1.7 Image of the Airy disk obtained by simulating the propagation of laser 
light through a lens. The image depicts an image of the field collected at the focal 
plane of the lens. 
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The resolution of an optical system is classically described in terms of two-
point resolution representing the distance at which the image of two points 
can still be distinguished from that of a single point. According to the 
Rayleigh criterion, two points are resolved if the distance between the 
maxima of their diffraction-limited images is at least as large as the distance 
from the peak to the first dark ring of the Airy disk, which yields to  [23]: 
𝑟0 =
0.61𝜆
𝑁𝐴
 (1.12) 
where 𝜆 is the wavelength of light and NA is the numerical aperture. 
Notably, while this description accounts for the lateral resolution of an 
optical system, the very same approach can be used to determine the axial 
resolution. Accordingly, the resolution over the optical axis can be expressed 
as: 
𝑟𝑧 =
2𝜆𝑛
𝑁𝐴2
 (1.13) 
where 𝑛 is the refractive index. Interestingly, the PSF of an optical system is 
usually measured by imaging sub-diffraction-size objects (e.g. fluorescent 
beads). As the size of these objects is smaller than the used wavelength, 
they can be effectively considered as point source emitters. 
 
1.3.3 Depth of field 
Depth of field can be considered as the distance between the nearest and 
farthest objects in space that appears acceptably sharp in an image. As it 
happens for instance in photography, images usually contain both in focus 
and out-of-focus information. While the first describes objects which appear 
sharp and well defined in the image, the latter refers to objects appearing 
blurred and poorly-defined. Discrimination of in-focus versus out-of-focus 
objects can be explained in terms of the focal plane of the objective, that is: 
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only the objects placed at the focal plane of the lens will appear in focus in 
the collected image. In case of a lens focusing light to a point, depth of field 
can be easily determined as the diffraction-limited axial resolution of the 
lens. While a variety of different criteria for determining when the image falls 
below an acceptable level of sharpness have been proposed, the Rayleigh 
criterion can often be used to compute the depth of field (DOF) of an optical 
system [22]: 
𝐷𝑂𝐹 =
2𝜆𝑛
𝑁𝐴2
 (1.14) 
where λ is the wavelength, n the refractive index and NA the numerical 
aperture. Notably, the DOF is mainly defined by the numerical aperture of 
the imaging lens and by the magnification of the system. Depending on the 
application (e.g. imaging or material processing) the DOF extension should 
ideally be either very narrow or very long. As an example, although a 
shallow DOF may improve the axial resolution, it can sometimes limit the 
capability of conventional microscopes to image three-dimensional 
samples [24]. On the contrary, the use of an extended-DOF (EDOF) scheme 
in an optical system can potentially enable to collect information from larger 
volumes at higher temporal resolution, therefore allowing for high-speed 
volumetric imaging [25]. The very same discrimination also happens in the 
case of material processing. While a short DOF can be a key parameter to 
induce material modifications with high axial resolution, an extended DOF 
could facilitate the fabrication of structures with a high aspect-ratio [26]. 
 
1.2.4 Optical sectioning 
The capability to image biological specimens in three dimensions represents 
one of the major achievements of modern optical microscopy, and it relies on 
the possibility to eliminate out-of-focus light from the collected images [27]. 
When considering a laser scanning microscope [28], three-dimensional data 
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is usually collected by recording and then computationally rendering a stack 
of XY images taken at different focal planes throughout the specimen. 
Fundamental for this process is the concept of optical sectioning, namely 
the ability of the imaging system to remove unwanted light coming from 
above and below the imaged plane. Out-of-focus signal can completely 
obscure the in-focus information and greatly reduce the image contrast. 
Elimination of unwanted light provides greater contrast and allows correct 
three-dimensional (3D) reconstructions. Contrary to what happens in optical 
systems which are based on widefield illumination, confocal scanning 
microscopy, multiphoton scanning microscopy, and light sheet microscopy 
are the most widely used optical sectioning techniques for optical imaging 
applications [17,29,30]. 
 
1.3.5 Focusing light via non-traditional lenses 
When considering the different types of lenses which can be found in an 
optical system, most of them will usually have a fixed focal length and a 
relatively narrow depth of field. As previously mentioned, these simple 
lenses are usually made of glass or plastic materials with a uniform index of 
refraction, and are shaped with a curved surface approximating a sphere or 
parabola which allows focusing or diverging light (Figure 1.8A). While these 
simple lenses constitute the fundamental unit of optical systems, they can 
impose constraints on the light-shaping capabilities of an optical system. As 
an example, given their relatively narrow depth of field, standard lenses 
cannot be used in order to collect information or, equivalently, to modify a 
material over extended depth of fields. At the same time, their fixed focal 
length limits their capabilities when a rapid shift of the focal position is 
required, as in the case of fast 3D imaging applications. In order to 
overcome these limitations, lenses enabling for non-traditional beam 
shaping capabilities can be adopted. 
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Figure 1.8 (A) A standard lens typically has a fixed focal length (f) and a relatively 
shallow depth of field (DOF). (B) An Axicon lens generates a non-diffracting Bessel 
beam which shows an extended depth of field compared to the standard lens in (A). 
(C) A tunable lens can vary its focusing capabilities over time. The image depicts 
three different time instants in which the lens focuses light (t0), acts like a flat 
dielectric (t1), and diverges light (t2), respectively. 
To achieve imaging, or materials processing over extended depth of fields, an 
optimal solution is represented by the use of Bessel beams, namely, ‘non-
diffracting’ beams which shows a minimal spreading in the central lobe 
during wave propagation [31,32]. Interestingly, applications of Bessel beams 
include imaging, micromanipulation, nonlinear optics, and optical 
transfection [33]. While a detailed description of the properties of Bessel 
beams can be found in [34], one of the most convenient way to generate 
them is by using a conical lens element, or axicon lens [31], as depicted in 
Figure 1.8B. Nonetheless, even if the use of Bessel beams can help 
extending the depth of field of an optical system, axicon lenses are still fixed 
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optical elements. To this end, a useful alternative to standard lenses is 
represented by the use of tunable lenses  that can be rapidly tuned over 
various focal distances just by using an external signal [35–37] (Figure 
1.8C). The working principle of these lenses is usually based on a rapid 
change of either the lens surface curvature [38] or refractive index [36]. As 
these lenses typically require no moving parts, they provide the unique 
capabilities of focusing, defocusing, beam shaping, and extending depths of 
field by means of a single device and at high rates [39].  
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Chapter 2 
Pixel-based Z-focus control 
in scanning microscopy 
 
The invention of confocal laser-scanning microscopy (LSM) in 1957 by 
Marvin Minsky provided scientists with the capability of collecting clear 
images of biological samples in three-dimensions. Ever since, LSMs have 
become the tool of choice for unveiling the dynamics and structural 
organization of complex biological systems in a specific and non-invasive 
manner. However, as conventional LSMs are only optimized for collecting 
data from individual planes, the possibility to perform three-dimensional 
(3D) imaging of rapidly evolving biological systems is still constrained by a 
limited acquisition speed. In this chapter, the design and development of a 
novel optical system for rapid 3D imaging is presented. More in detail, a new 
optical microscope is introduced which relies on the integration of an 
acoustic optofluidic lens in order to achieve high-speed 3D imaging in both 
confocal and two-photon laser scanning microscopy. Our approach 
overcomes the traditional paradigm used for 3D imaging based on 
sequential acquisition of 2D planes by introducing a new degree of freedom 
in LSM: z-focus control on a pixel-by-pixel basis.  
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2.1 Introduction 
Optical microscopes, arguably the most commonly used tools to characterize 
the building blocks of nature, are only optimized for acquiring two-
dimensional information. In particular, they are designed to capture images 
from the plane perpendicular to the optical axis, namely the XY plane. This 
represents a strong limitation because the inherent 3D properties of 
samples require truly volumetric characterization tools. Indeed, the 
particular phenomena of interest may occur along the axial direction, but 
remain hidden by the difficulty in retrieving signal from outside the imaged 
XY plane.  
When considering a standard laser scanning microscope (LSM) [29], a three-
dimensional image is usually collected through the acquisition of a stack of 
2D sections by sequential scanning in XY followed by axial focus 
translation. Fundamental for this process is the concept of optical 
sectioning, namely the ability of the imaging system to reject out-of-focus 
background [28]. Importantly, out-of-focus signal can completely degrade 
the in-focus information, and significantly reduce contrast of the acquired 
image. On the contrary, elimination of unwanted light provides greater 
contrast and allows correct three-dimensional (3D) reconstructions. While 
optical sectioning enables for 3D imaging at high-contrast, the need to 
acquire signal from a single axial plane at a time reduces the acquisition 
speed capabilities of LSMs. 
Throughout this chapter, we propose a novel architecture for laser scanning 
microscopy (LSM) which provides an additional degree of freedom to these 
microscopes, enabling for fast acquisition of information along the Z-axis. 
The presented method relies on coupling an acoustic varifocal liquid lens 
into a LSM setup, in order to axially scan the focus at kHz rates [36]. 
Because the time to complete an axial scan can be in the microsecond time 
scale, multiple z-focus scans can be performed on a pixel by pixel basis. 
This opens up new possibilities for high-speed 3D imaging in LSM, allowing 
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for the collection of information from large volumes with an unprecedented 
spatiotemporal resolution. 
 
2.2 3D imaging speed in state-of-the-art LSM 
The three-dimensional imaging speed of a laser scanning microscope is 
related to its capability of rapidly collecting information from a desired 
volume. While most biological applications require subsecond time 
resolution, standard laser scanning microscopes usually provide slower 
imaging rates [40]. The main constraint in acquisition speed of a LSM is 
related to its point scanning nature. In order to obtain a three-dimensional 
image, sequential scanning in XY followed by axial focus translation is 
indeed usually performed. As a result, the inspected volume is imaged by 
acquiring a stack of 2D sections. Notably, techniques such as resonant 
scanners, temporal focusing, or 2PE light sheet microscopy [43,44,30] have 
proven successful in reducing the acquisition time for a 2D section (Table 
2.1). However, the overall imaging speed is mainly constrained by the time 
required to mechanically move either the sample or focus along the Z 
direction. As an example, conventional piezoelectric actuators, which can be 
used for objective or stage motion, are usually limited by inertia to speeds 
below 100 Hz [45]. 
In order to improve the 3D imaging speed of LSMs, several approaches have 
been developed in addition to objective or stage motion [40]. These 
techniques mainly fall into two different groups: multiplexing or divergence 
control. Multiplexing approaches rely on the use multiple foci instead of a 
single one in order to parallelize the imaging process and reduce acquisition 
time. Multiplexing itself can be performed either temporally, spatially or as a 
combination of both and provides an enhancement in imaging speed directly 
proportional to the number of used foci [42]. As previously mentioned, 
successful implementations of these techniques include spatiotemporal 
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multiplexing and random access scanning microscopy  [42,46–48]. Both 
these techniques operate by actuating a temporal split of the excitation 
signal into different regions of interest within the sample. Even though these 
approaches have shown great imaging capabilities in terms of volumetric 
speed (Table 1), their actual implementation often results in complex setups 
with limited degrees of freedom. Moreover, the need to determine a priori the 
focal spots, or planes of interest, might not be suitable in cases where the 
sample moves or changes over time. Sample motion can indeed shift the 
regions one desires to study with respect to the predefined illuminated 
positions, eventually resulting in image artifacts.  
 
 
Table 2.1 3D imaging microscopy techniques. Different microscopy techniques are 
listed and ordered with respect to their overall 3D imaging speed (left red bar), 2D 
imaging speed (t2D), and minimum pixel/voxel dwell time. Imaging time is computed 
accordingly for each technique by considering the pixel/voxel dwell time (tpixel, tvoxel), 
the time required to scan the beam between two consecutive points (tscan), the 
exposure time in case of wide-fields systems (texposure), and the number of acquired 
pixels (npixels), points (npoints), voxels (nvoxels), and planes (nplanes). 
    Alternative techniques capable of high-speed volumetric imaging are 
based on the control of the divergence of the excitation beam prior to the 
entrance to the focusing objective lens. In this case, high-speed focus 
shifting can be achieved by changing the degree of beam divergence [35]. 
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Because neither the sample nor the objectives are moved during imaging, 
problems related to mechanical vibrations can be avoided, offering an 
inherently fast 3D method. Divergence modulation of the beam is typically 
achieved by using devices such as deformable mirrors, spatial light 
modulators, or variable-focus lenses - most of which are tunable optofluidic 
lenses [49] [50]. Among the latter, axial focal shifting is usually achieved by 
a mechanical change of the lens shape. However, the need to physically 
change the lens curvature still imposes a fundamental limitation in terms of 
the speed such z-scanning systems can reach. 
 
2.3 Pixel-based Z-focus control using an optofluidic lens 
Recently, the use of an acoustic lens in confocal [51] and 2PE 
microscopy [25] has enabled continuous volumetric imaging at 
unprecedented speeds. This lens behaves as a resonant axial scanner [26], 
enabling phase modulation of the incident beam at microsecond timescales 
and leading to ultrafast beam shaping on a pixel-by-pixel basis. As such, an 
additional degree of freedom can be added to LSMs, enabling for fast 
acquisition of information along the Z-axis. Our implementation of a laser 
scanning microscope capable of performing high-speed 3D imaging relies on 
the use of an acoustic liquid lens for tunable phase modulation at 
microsecond timescales. Such a lens, called a tunable acoustic gradient 
index lens [36] or TAG lens, uses sound to induce periodic changes in the 
refractive index of a fluid. More in detail, the acoustic lens consists of a 
cylindrical piezoelectric tube filled with a transparent fluid (Figure 2.1). 
When a sinusoidal wave oscillating in the radiofrequency range is used to 
drive the piezo transducer, a pressure wave is generated inside the cavity 
which periodically alters the refractive index of the liquid according to [36]: 
𝑛(𝑟, 𝑡) = 𝑛0 + 𝑛𝑎𝐽0 (
𝜔
𝑐𝑠
𝑟) sin (𝜔𝑡) (2.1) 
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where 𝑛0 is the static refractive index, 𝑛𝑎 is the induced change in refractive 
index, 𝐽0 is the Bessel function of the first kind, 𝜔 is the lens driving 
frequency, and 𝑐𝑠 is the speed of sound. Note that typical resonant driving 
frequencies for the acoustic lens are in the order of hundreds of kHz, which 
implies phase modulation of the incident light at these rates. In addition, by 
changing the amplitude of the driving voltage, the value of 𝑛𝑎 can be 
modified, and consequently the overall phase modulation induced by the 
lens.   
 
 
Figure 2.1 (A) Schematic representation of the acoustic lens. (B) The applied sound 
waves cause a density variation of the fluid contained within the lens, which in 
turn results in a change of the refractive index of the medium. (C) Temporal 
variation of the optical power (1/𝑓) of the lens driven at 145 kHz.  
The phase induced by the TAG lens can be used in two different beam 
shaping modalities. The fundamental difference between them lies solely on 
the relative size of the incident beam compared to the induced phase, as 
shown in Figure 2.2. More in detail, when 𝑅 <  2.4𝑐𝑠/𝜔 (2.4 is the zero of the 
Bessel function), the radius of the incident beam R only fills the central part 
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of the lens, and the phase profile from Equation 2.1 can be approximated to 
a parabola without introducing significant error. In this case, the lens 
optical power 𝛿(𝑡) can be written as: 
𝛿(𝑡) =
1
𝑓(𝑡)
=
𝐿𝑛𝑎𝜔
2
2𝑐𝑠2
 sin (𝜔𝑡) (2.2) 
 
where 𝑓(𝑡) corresponds to the focal length of the lens and 𝐿 is the length of 
the TAG lens. As a result, the acoustic lens acts as a high-quality varifocal 
parabolic lens whose focal length continuously oscillates between positive 
and negative values.  
 
 
Figure 2.2 Beam shaping modalities. (Left) When a parabolic phase profile is used, 
the lens acts as a varifocal lens. (Right) When instead a Bessel-like phase profile is 
adopted, controlled aberrations can be induced in the excitation pathway. The 
different phase profiles depend on the lens driving frequency relative to the 
diameter of the incident beam.  
At these conditions, by placing the acoustic lens in a conjugate plane with 
respect to the objective lens, and providing a sufficient pixel dwell time, 
ideally a multiple of the lens oscillating period [39], the lens induces a 
change in beam divergence at the objective pupil that results in one or 
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several axial scans at each pixel. Thus, within the pixel dwell time, 
information from different axial positions can be collected. Note that such 
3D information can be captured at rates similar to a traditional 2D 
acquisition [38] (Table 2.1). By merging the information collected within 
each pixel, an extended depth of field (EDOF) image can be obtained. In 
addition, by sorting photons with respect to their arrival time, and given the 
a priori knowledge of the axial focus position, multiple planes can also be 
reconstructed. The axial separation between each plane can be arbitrarily 
selected, Nyquist criterion and signal-to-noise only to be considered [38]. 
The other beam shaping modality occurs when 𝑅 >  2.4𝑐𝑠 /𝜔. In this case, 
the incident beam interacts with the Bessel-like phase profile described in 
Equation 2.1, resulting in the introduction of significant aberrations – 
mainly coma and spherical aberrations, with a small component of defocus. 
Thus, after passing through the objective the, phase of the beam will be 
continuously modulated at each pixel. Interestingly, for each modulation 
period there are two instances in which the collected signal is unaberrated. 
Indeed, when the sinusoidal component of Equation 2.1 equals zero, the 
lens acts as a flat dielectric and, consequently, no aberrations are observed. 
In this way, by applying proper demodulation, one can separate the 
aberration-free signal from the remaining aberrated information.  
Notably, this can be then used to enhance the S/B of the collected images. 
In fact, by simply subtracting the aberrated information from the 
unaberrated signal [41], the out-of-focus background originated from 
scattering can be reduced producing an enhancement in the optical 
sectioning capabilities of the microscope (Figure 2.3). Finally, an important 
benefit of using the acoustic lens as a beam shaper is the possibility to move 
from axial focus shifting to induced control of aberrations by either changing 
the beam size or electronically modifying the driving frequency. In practice, 
the latter is easier to implement, with the only downside of the response 
time of the lens required to produce a stable modulation, in the order of 
ms [42]. 
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Figure 2.3 S/B enhancement algorithm. Out-of-focus background originated from 
scattering can be reduced producing an enhancement in the optical sectioning 
capabilities of the microscope by subtracting the aberrated information from the 
standard image. 
A more rigorous formalism can help clarify the basic principles of the beam 
shaping described. To this end, we now simulate the effects induced by the 
acoustic lens when placed in the excitation path of a LSM. We investigate 
both high-speed axial scanning and controlled aberrations imaging 
modality, however, as the next sections of this chapter focus on the 
application of controlled aberration imaging for two-photon microscopy 
(2PE), we report simulations related to a 2PE system. More in detail, we 
simulate the wavefront propagation of the ballistic component in a 2PE 
system using the Fresnel diffraction integral [5,43]. As introduced in 
Chapter 1 section 1.2.2, the field amplitude at a certain Z position can be 
computed as the convolution between a generalized pupil function P(u,v,t) 
and a quadratic phase term (the Fresnel kernel) as given by: 
𝑈(𝑥, 𝑦, 𝑧, 𝑡) =  
𝑒𝑖𝑘𝑧
𝑖λ𝑧
∬ 𝑃(𝑢, 𝑣, 𝑡)𝑒
𝑖𝑘
2𝑧[(𝑥−𝑢)
2−(𝑦−𝑣)2]𝑑𝑢𝑑𝑣
∞
−∞
 (2.3) 
where 𝜆 is the wavelength of light and 𝑘 =  2𝜋/𝜆. For simplicity, we consider 
the objective lens to be a thin optical lens with focal length 𝑓0 and the 
acoustic lens to be placed at the back focal plane of the focusing objective 
(or in a conjugate plane with unit magnification). In this case, we can write 
𝑃(𝑢, 𝑣, 𝑡) as the product of an input field 𝑈0 limited by a circular aperture 
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𝑝(𝑢, 𝑣) of radius 𝑅, and two phase contributes corresponding to the objective 
lens and the acoustic lens, which yields to: 
𝑃(𝑢, 𝑣, 𝑡) =  𝑝(𝑢, 𝑣)𝑈0𝑒
−𝑖𝑘
𝑢2+𝑣2
2𝑓0 𝑒𝑖𝑘𝜃(𝑢,𝑣,𝑡) 
𝑝(𝑢, 𝑣) =  {  1    𝑢
2 + 𝑣2 ≤ 𝑅2
0    𝑢2 + 𝑣2˃ 𝑅2
 } 
(2.4) 
 
where the radial and temporal dependency of 𝜃 is given by Equation 2.1. 
Once we solve the Fresnel integral in the Fourier domain and obtain the 
value of 𝑈(𝑥, 𝑦, 𝑧, 𝑡) for a given time, we can express the system point spread 
function (PSF) as 𝑃𝑆𝐹 =  𝑈2. Note that, due to scattering, the intensity of the 
ballistic photons (𝐼2𝑃𝐸) will decay with depth according to the Beer-Lambert's 
law. Therefore, we can write: 
𝐼2𝑃𝐸(𝑥, 𝑦, 𝑧, 𝑡) ∝ (𝑃𝑆𝐹(𝑥, 𝑦, 𝑧, 𝑡)𝑒
−µ𝑠𝑧)2 (2.5) 
where µ𝑠 is the scattering coefficient and we have considered the non-linear 
excitation of 2PE. Finally, the overall intensity of the beam at different axial 
positions can be computed as [22]: 
𝐼2𝑃𝐸(𝑧, 𝑡) = ∬ 𝐼2𝑃𝐸(𝑥, 𝑦, 𝑧, 𝑡)𝑑𝑥𝑑𝑦
−∞
−∞
 (2.6) 
Results of the simulations are presented in Figure 2.5. In all cases, we 
consider a wavelength of 800 nm, a Gaussian beam profile with a full width 
half maximum (FWHM) value of 4.2 mm, a speed of sound of 1000 m/s and 
a scattering coefficient of 7.5 mm-1 in agreement with that found in the 
literature for mouse brain [44]. The capability of the acoustic lens for 
volumetric imaging is shown in Fig. 2.5A. In this case, we simulate a lens 
driven at a frequency of 330 kHz, a pupil with a diameter of 2 mm, and so 
the incident beam is smaller than 2.4cs /ω ~ 1.2 mm, which corresponds to 
the conditions in which the acoustic lens acts as a varifocal lens. Note that 
these are the standard conditions of operation of the acoustic lens, as 
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demonstrated for confocal [38] and 2PE microscopy [20,45]. As expected, the 
beam is shifted axially for different time instances while preserving the peak 
intensity value and the FWHM, which is in agreement with the absence of 
aberrations – note that objective lenses are designed to operate at a specific 
focal plane, and thus there exists a practical limit of how much one can 
axially shift the beam focus without inducing aberrations [46].  
 
 
Figure 2.5 Acoustic lens beam shaping theoretical analysis. The plots represent the 
simulated axial PSF of a 2PE system when using (A) a parabolic phase profile and 
(B) a Bessel-like phase profile for three different time instances: red t=0 µs, blue 
t=0.75 µs, green t=2.25 µs. The natural focal plane of the system corresponds to the 
0 µm position. (C) Axial PSF for the Bessel-like phase profile analyzed over a 450 
µm range. The beam focus is set at 250 µm inside the sample. 
A different situation arises when driving the lens at higher frequencies while 
preserving the rest of parameters constant (Fig. 2.5B). In particular, we 
simulate a frequency of 450 kHz, a pupil with a diameter of 15.6 mm (no 
pinhole is used), and hence 2.4cs /ω ~ 0.8 mm. Consequently, the incident 
beam interacts with a much larger fraction of the Bessel-like phase profile. 
In this case, the peak intensity of the beam quickly decreases while its 
FWHM increases as the beam is modulated (unaberrated beam at 𝑡 = 0 µs). 
This corresponds to a decrease in the Stehrl ratio of our system from 1 to 
0.1, which can be explained by the introduction of aberrations caused by 
the acoustic lens. Notably, the beam remains unaberrated (maximum 
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intensity, Stehrl ratio of 1) at 0 µm, as in this case the temporal phase 
profile of the lens corresponds to that of a flat dielectric. Additionally, the 
2PE signal is quenched by the introduction of aberrations only in the 
vicinity of the focus, as shown in Fig. 2.5C. Thus, a simple subtraction 
between the unaberrated and aberrated signals is expected to reduce any 
contribute that results from out-of-focus signal, such as diffusive photons 
that originate in the sample surface, without significantly decreasing the 
signal from the unaberrated plane of interest. This provides the theoretical 
foundation for the subtraction approach used in the next sections for 
reducing out-of-focus background. 
 
 
Figure 2.4 Pixel-based Z focus control and simultaneous capture of multiple focal 
planes in A, B, and C scans. 
To conclude, our system operates in an analogous way to traditional 
resonant scanners, but instead of achieving high-speed X line scanning, it 
allows to obtain fast Z-line scanning. Moreover, by performing appropriate 
spatiotemporal demultiplexing of the collected photons, e.g. by using a fast 
acquisition card [38], reconstruction of each pixel along the z-scanned line 
can be obtained. As shown in Figure 2.4, this approach leads to a suitable 
architecture in order to perform A-scans, B-scans or C-scans, in analogy to 
Chapter 2 | Pixel-based Z-focus control 
43 
 
optical coherence tomography [47]; which in turn can be of interest for 
fluorescence correlation spectroscopy, imaging flow cytometry or fast 
volumetric imaging, respectively. In the following sections, we investigate 
and demonstrate pixel based z focus control can be used to enhance the 
three-dimensional imaging speed of confocal and two-photon microscopy. At 
first, we present the implementation of a two-photon microscope capable of 
performing high-speed 3D imaging (C-scan) of thick biological samples, 
together with enhanced penetration depth. Second, we show how the focus-
scanning capabilities offered by the lens can be used to perform imaging 
flow cytometry (B-scan) in a commercial confocal microscope. 
 
2.4 C-scan for enhanced volumetric imaging in two-
photon microscopy 
When considering the study of fundamental processes in life sciences, such 
as neuronal signaling or molecular diffusion at the cellular level, the 
development of optical techniques capable of performing non-invasive 3D 
imaging with high spatiotemporal resolution is of utmost relevance. To this 
end, two-photon excitation (2PE) microscopy [17,29,60] has been adopted as 
the de facto standard for imaging thick or scattering biological samples with 
sub-micrometer resolution, and at depths up to several hundreds of 
microns  [61,18,62]. The multiphoton absorption process underlying two-
photon excitation allows for intrinsic confinement of the focal volume to a 
diffraction limited spot. As a consequence, out-of-focus background is 
reduced, and optical sectioning is obtained with no need of pinholes or the 
use of structured light. Moreover, the longer wavelength photons – in the 
near-infrared spectral window – which are used to promote multiphoton 
absorption, typically present a lower scattering cross-section if compared to 
the ones used in single photon microscopy, therefore resulting in better 
penetration of light into tissues [29]. 
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However, as the study of complex biological phenomena in fields as 
important as neuroscience demands for higher temporal resolutions over 
ever-increasing penetration depths [40], 2PE still faces two important 
challenges. First, the inertia of optical systems seriously limits three-
dimensional (3D) imaging speed. Although resonant scanners can be used to 
reduce acquisition time for a single XY section, volumetric imaging rates are 
typically below 1 Hz due to the need to mechanically move sample or focus 
in the Z direction. Second, in thick tissues or turbid media, out-of-focus 
background generated by 2PE scattered photons can degrade image quality 
and resolution by loss of signal to background (S/B). 
Here, we describe how the acoustic lens aforementioned can be coupled into 
a standard 2PE system in order to achieve high-speed volumetric imaging as 
well as enhanced S/B over high penetration depths. The lens is used to 
perform ultrafast beam shaping on a pixel-by-pixel basis, hence achieving 
phase modulation of the excitation light at microsecond timescales. By using 
high-speed readout, the detected photons can be sorted according to the 
corresponding phase induced by the lens. When a parabolic phase profile is 
adopted, high-speed axial focus shifting occurs, and continuous volumetric 
imaging is achieved. For other phase profiles, controlled aberrations can be 
induced just on the neighboring focal planes, and out-of-focus fluorescence 
can be removed with a subtractive algorithm. In this case, since all relevant 
information to background rejection is acquired in a single XY scan, 
potential problems related to motion artifacts are also suppressed. We 
provide a theoretical framework of our technique and demonstrate 
experimentally its capabilities by imaging 2 different scattering phantom 
samples and individual neurons from a mouse brain slice. 
 
 
 
Chapter 2 | Pixel-based Z-focus control 
45 
 
2.4.2 Optical system 
The 2PE system consisted of a femtosecond laser source (Coherent 
Chameleon, 150 fs, 800 nm wavelength), an upright scanning microscope 
(Nikon FN1 C2+ confocal microscope) and an acoustic optofluidic lens (TAG 
Optics Inc. TAG lens 2.0). All experiments were performed using a 40x water 
immersion objective (Nikon CFI Apo Lambda S WI, NA 1.15).  
 
 
Figure 2.6 Scheme of the 2PE microscope used for ultrafast beam shaping on a 
pixel-by-pixel basis. The acoustic lens was placed in a conjugate plane of the XY 
galvo-mirrors. Demodulation was performed using a fast acquisition card. 
We placed the acoustic lens in a conjugate plane of the XY galvo-mirrors 
located at the entrance of the microscope scan head, which were in turn 
conjugated to the back focal plane of the objective lens (Figure 2.6). For a 
telecentric system such as a 2PE microscope, this position for the acoustic 
lens minimizes potential magnification effects that the changes in the lens 
focal length could introduce [63]. The laser beam size at the entrance of the 
acoustic lens was 3 mm FWHM, and it was magnified by a factor of 2. Thus 
the beam filled the back aperture of the objective lens. We drove the acoustic 
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lens near the 330 and 450 kHz resonances for volumetric imaging and 
controlled aberration imaging, respectively. Because the effective aperture of 
the acoustic lens at 330 kHz is about 2 mm, we placed a pinhole of about 
this size in front of the lens. In contrast, no pinhole was used for the 450 
kHz regime. To directly monitor the focal length of the acoustic lens at a 
given time, we measured the intensity of a continuous-wave (CW) laser 
source (657 nm) that passed through the lens slightly off its axis by means 
of a photodiode (Thorlabs PDA36A Si Switchable Gain Detector, 350-1100 
nm). Because the CW laser is deflected with an angle that linearly depends 
on the focal length of the acoustic lens, the photodiode collects an intensity 
signal that results modulated accordingly. On the detection side, we used a 
photomultiplier tube (PMT) (Becker and Hickl HPM 100 40 hybrid detector) 
connected to a fast acquisition card (Becker and Hickl DPC-230, ~180ps 
time resolution) synchronized with the XY scanner of the microscope (pixel, 
line and frame feedback signals) and with the photodiode (Fig. 1A). We 
implemented custom-made software, written in Python language that allows 
the image processing of the acquired data, the temporal photon sorting and 
the execution of the subtraction algorithm. 
Sample preparation: We characterized the optical response of our system 
by imaging a 3D sample consisting of fluorescent beads (Invitrogen 
FluoSpheres 170 nm yellow-green fluorescent beads) dispersed in 1% 
agarose (Invitrogen Ultrapure Low Melting Point Agarose). The quantification 
of the S/B enhancement of our approach was carried out by imaging two 
phantom samples that mimic scattering in tissues. The first sample 
consisted of 1.03 µm polystyrene beads (Polysciences, NIST microbeads) 
with a concentration of 0.0054 spheres/µm-3 dispersed into 1% agar 
solution together with 170 nm fluorescent beads with a concentration of 4 
ppm v/v. In this case, the scattering coefficient obtained was 7.5 mm-1 
according to Mie theory – close to the value typically found in brain 
tissue [64]. The second sample consisted of 4 µm fluorescent beads 
(Invitrogen Tetraspeck microspheres) under a 0.17 mm coverslip imaged 
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through an artificial turbid medium. In more details, the objective 
immersion medium was replaced by a solution with 10% v/v fluorescein dye 
and polystyrene beads in water with the same concentration as reported 
above, achieving a scattering coefficient of 7.5 mm-1. Because the scattering 
component of this sample is represented only by the immersion medium, a 
control experiment – with ‘zero-level’ scattering – could be easily performed 
by simply replacing the turbid medium with water. The performance of both 
volumetric imaging and S/B rejection were demonstrated by imaging 
neurons labeled with DAPI in a 500 µm thick mouse brain slice. In all cases, 
the excitation wavelength was set at 800 nm while fluorescence emission 
was collected in the 510-590 nm range. 
Image analysis: Processing of the acquired data, including the temporal 
photon sorting and the execution of the subtraction algorithm, was 
performed using a custom-made software written in Python language. We 
evaluated the ability of our S/B enhancement algorithm to reject out-of-
focus scattering by comparing the contrast of images acquired with and 
without the S/B enhancement. More in detail, we first quantified the S/B 
level of each image by collecting a line profile and by computing the ratio 
between the peak value from ‘signal’ pixels versus the mean value from 
‘background’ pixels [66]. After obtaining the S/B ratio of the two images 
(with and without S/B enhancement), we quantified the relative 
enhancement introduced by our technique by computing the ratio between 
the two S/B values. We used a second metric to quantify our S/B 
enhancement by computing the contrast function C of each image according 
to [67]: 
C =
Imax − Imin
Imax + Imin
 (2.7) 
where Imax is the peak intensity of the image and Imin is the average 
background signal. Finally, we performed volume reconstruction of the 
acquired data in a two-step process. First, we reconstructed a stack of axial 
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planes from an extended depth of field image by dividing the collected 
photons into different time slots, each one corresponding to a different focal 
plane. Second, we used the stack to obtain a volume render using the 
volume viewer plugin from Fiji software [65]. 
 
2.4.3 Microscope characterization 
Volumetric imaging: Initially, we assessed the capability of our microscope 
to simultaneously retrieve information from multiple z positions on a pixel 
by pixel basis. To this end, we characterized the lateral and axial system 
PSF using 170 nm fluorescent beads dispersed in agarose, as shown in 
Figure 2.7. We acquired two 3D stacks by translating the sample with a 
piezoelectric stage over an axial range of 50 µm with the acoustic lens off 
and on, respectively. For this particular experiment, the acoustic lens was 
driven at 330 kHz (an axial scan was completed in 1.51 µs) while the voltage 
was set at 23 Vpp and the pixel dwell time corresponded to 21 µs. At these 
conditions, the resulting phase profile can be considered parabolic (R < 
2.4cs /ω ~ 1.2 mm). As expected, when the acoustic lens was turned on 
(Figure 2.7A), the excitation beam was scanned multiple times over the z-
axis at each pixel, and consequently, the integration of the pixel information 
resulted in an extension in the axial PSF from 1.5 µm to about 30 µm 
(FWHM values). Note that the achieved axial scanning range was in 
agreement with the theoretical value of 35 µm [35,68]. Importantly, the 
lateral PSF throughout the whole scanning range (average FWHM = 0.60µm) 
was comparable to the in-focus PSF with lens off (FWHM ≃ 0.55µm) (Figure 
2.7C, D). This elongated PSF can be used to obtain an EDOF image [24].  
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Figure 2.7 Experimental PSF characterization for 3D imaging. (A) Standard PSF of 
the 2PE system with the acoustic lens off and extended PSF obtained when driving 
the acoustic lens with a parabolic phase profile. Representative PSFs corresponding 
to 5 different reconstructed focal planes obtained starting from the EDOF PSF. (B) 
3D reconstruction of the imaged bead with the lens off and on. (C) Intensity profile 
of the axial PSF with the acoustic lens off (red line) and on (blue line) and (C) 
corresponding plots of the FWHM of the lateral PSF vs axial position. (E) Axial PSF 
characterization of the 5 representative planes shown in (A). (E) Corresponding 
plots of the lateral and axial FWHM of the PSF vs axial position. 
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Figure 2.7B shows a 3D reconstruction of both datasets collected with the 
acoustic lens off and on respectively. Moreover, by properly demodulating 
the signal collected at each pixel, it is possible to convert the elongated PSF 
in multiple PSFs each corresponding to a different focal plane. To do so, we 
used the information captured with the fast acquisition card corresponding 
to the arrival time of each photon relative to the focal shift induced by the 
acoustic lens. Thus, we sorted the collected photons into different time 
intervals, with each time interval corresponding to a different focal plane. An 
image of the PSF reconstructed for five representative planes is presented in 
Fig. 2.7A. Note that, due to the continuous axial scanning of the acoustic 
lens, the number of planes can be arbitrarily chosen, with an upper limit 
imposed only by the signal-to-noise ratio. Importantly, the FWHM of the 
lateral PSF for each of these planes is 0.60±0.02 µm, less than 5% larger 
than the native resolution of the system with the lens off (Fig. 2.7F). The 
FWHM for the axial PSF is 1.9 µm for the plane located at z=0 µm (native 
focal plane of the system) and progressively increases up to 2.6 µm for 
planes located at z=±12 µm due to spherical aberration. Despite this slight 
decrease in axial resolution when using the acoustic lens, it is worth 
pointing out the speed at which the information from multiple axial planes 
can be acquired. At conditions reported herein (pixel dwell time of  21 µs, 
256 pixels per line and an idle time between pixels of 0.5 µs), the time to 
obtain an XZ image (100 x 30 µm2) was only 5.5 ms, which implies up to 
180 sections/second, a value that cannot be reached with traditional z-
scanners. 
Enhanced S/B imaging: The aberrations induced by our beam shaper 
when the incident beam interacts with the totality of the Bessel-like phase 
profile can be used to reduce out-of-focus scattering. As theoretically 
described above, a simple subtraction algorithm between unaberrated and 
aberrated signals should suffice. Importantly, a key aspect of our beam 
shaper is the capability to collect all the necessary information to generate 
the S/B enhancement at each pixel. In other words, the unaberrated signal 
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can be acquired together with the aberrated information. This requires 
appropriate demodulation of the phase induced by the acoustic lens, and 
hence the use of a fast acquisition card and initial calibration. To this end, 
we initially characterized the PSF of the system using fluorescent beads. In 
particular, we drove the acoustic lens at 450 kHz, while using an excitation 
beam size (3 mm) larger than 2.4cs /ω ~ 0.8 mm, thus satisfying the 
conditions for controlled aberrated imaging. Figure 2.8A shows the lateral 
FWHM and peak intensity of the PSFs reconstructed. Notably, there is a 
time instance in which the PSF intensity presents a maximum and its 
FWHM a minimum. This corresponds to the condition in which the acoustic 
lens behaves as a flat dielectric, and hence the PSF presents minimal 
aberrations.  
 
 
Figure 2.8 Experimental PSF characterization for aberrated imaging. (A) Temporal 
evolution of the lateral FWHM and normalized peak intensity of the PSF during half 
a period of oscillation of the acoustic lens. There is a time instance in which the 
FWHM presents a minimum and the intensity a maximum, corresponding to the 
moment in which the lens acts as a flat dielectric, and hence the signal is 
unaberrated (green region). In contrast, during the rest of the oscillation, the signal 
is aberrated (blue region). (B) The background rejection algorithm is based on a 
time-weighted subtraction of the time-weighted aberrated signal (blue line) from the 
unaberrated information (red line). The negative values are discarded after 
performing the subtraction (black dashed line). 
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Throughout the remaining text, we will refer to the information acquired 
during this time instance as the unaberrated signal. In this case, the value 
obtained for the FWHM is 1.9 µm, in agreement with the one obtained with 
acoustic lens off. In contrast, during the rest of the lens oscillation, the 
FWHM of the PSF is significantly wider, and the peak intensity decreases by 
almost a 90% with respect to its maximum. This behavior is consistent with 
a decrease in the Stehrl ratio of our microscope and the presence of 
aberrations, in good agreement with theoretical results when using the 
Bessel-like profile (Fig. 2.7B). Interestingly, because the acoustic lens 
spends more time collecting aberrated signal than unaberrated information, 
a time-weighted subtraction is required to properly adjust the contributions 
of these signals and remove the out-of-focus background. In particular, we 
calculated the enhanced signal senh as: 
senh = 
sunab
t0
T
 − 
sab
T − t0
T
 
(2.8) 
where sunab and sab are the unaberrated and aberrated fluorescence signal, 
respectively, t0 is the time spent by the acoustic lens at the unaberrated 
position, and T is the oscillation period of the acoustic lens (for the 
experiments presented herein t0 ~ 30% T). Finally, any negative value is 
discarded after subtraction. The experimental signals from Equation 2.8 are 
plotted in Fig. 2.7B.  
 
2.4.4 Fast 3D imaging of neurons 
We validated the volumetric imaging capabilities of our microscope by 
imaging neuronal cells from a 500 µm thick mouse brain slice. Figure 2.9A 
presents a standard XY image obtained with the acoustic lens off.  Only a 
limited number of cells are visible. In contrast, when turning on the acoustic 
lens an EDOF is acquired, as shown in Fig. 2.9B. As expected, the number 
of visible cells is significantly increased, but the loss of optical sectioning 
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also results in a deterioration of image quality. Moreover, information 
regarding the axial location of the cells is lost. 
 
 
Figure 2.9 Volumetric imaging of neuronal cells from a 500 µm thick mouse brain 
slice. A) A standard XY 2PE acquisition. B) EDOF image obtained when driven the 
acoustic lens with a parabolic phase profile. C) Multiplane imaging with the 
acoustic lens. The 4 representative planes were captured in a single XY scan. D) 
Rendering of a 3D image from the reconstructed volume. Scale bars are 10 µm. 
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These problems can be solved by applying the multiplane imaging approach 
described above. Thus, by using the temporal information of the collected 
photons, images of multiple axial sections can be restored, as displayed in 
Fig. 2.9C. In addition, the reconstructed axial planes can be combined 
together to render a 3D image (Fig 2.9D). Importantly, all images in Fig. 2.9 
were acquired at identical conditions (same acquisition time) except for the 
use of higher excitation power (about a factor of 5) in the case of the 
acoustic lens on. The need of high excitation powers is caused by the 
inherent axial multiplexing induced by z-scanning. Ideally, in order to 
capture the same amount of signal per plane as in traditional 2PE, one 
would need to increase the excitation power or exposure time by a factor 
equal to the ratio between z-scanned depth and nominal depth of focus. 
Still, because of the zero idle time during z-scanning with the acoustic lens, 
the amount of 3D information collected for a given time can be larger than 
in 2PE with mechanical stages. Additionally, the discontinuous illumination 
caused by the lens high-speed scanning can potentially help preventing 
photobleaching [69], even if higher laser powers are used. Indeed, the 
resonant scanning behavior of the acoustic lens favors the principle of triplet 
relaxation (T-Rex) microscopy [70], according to which photobleaching can 
be reduced by using pulsed excitation with an interpulse time separation 
long enough to enable the relaxation of the fluorescence molecule from the 
triplet state.  
 
2.4.5 Signal-to-background enhancement in scattering phantom 
samples 
To experimentally quantify the S/B enhancement of our approach, we used 
two different scattering phantom samples. First, we imaged fluorescent 
beads embedded in a 3D gel with a mean scattering length of 135 µm, as 
shown in Fig. 2.10. In more detail, we collected two 3D stacks of 30 µm each 
centered around two different depths of 50 µm and 250 µm, respectively. 
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Figure 2.10B shows the XZ maximum intensity projections for the standard 
(acoustic lens off) and enhanced S/B images, which were collected using the 
same acquisition parameters. When the imaging depth was relatively close 
to the surface (50 µm), the improvement in S/B is ~1.5, as shown in the 
intensity profiles. The image contrast C varies from 0.87 for the standard 
image to 0.90 for the enhanced S/B one.  
 
 
Figure 2.10 Quantification of the signal-to-background enhancement using the 
Bessel-like phase profile. (A) Schematic representation of the first phantom sample 
used as a model for tissue scattering, consisting of a mixture of 170 nm fluorescent 
and 1 µm non-fluorescent beads in agarose. (B) XZ sections obtained from 30 µm z-
stacks using the standard (acoustic lens off) and S/B enhancement approach at an 
imaging depth of 50 µm (top) and 250 µm (bottom). The corresponding intensity 
profiles of the highlighted areas are shown on the right. 
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Instead, when imaging at a depth of 250 µm where the amount of scattering 
starts becoming significant, the enhancement in S/B significantly increases, 
up to a factor of ~3 while the image contrast is improved from 0.68 to 0.86.  
The second phantom scattering sample we used to quantify the gain in S/B 
consisted of an immersion medium that was artificially rendered fluorescent 
and scattering, as shown in Fig. 2.11A. Because the scattering medium can 
be easily replaced by water, this system enables to evaluate the performance 
of our S/B approach against a control experiment in which no scattering is 
present. As shown in Figure 2.11B, 4 µm fluorescent beads observed 
through the scattering medium at a depth of 600 µm present a significant 
increase in background compared to the control experiment.  
 
 
Figure 2.11 Quantification of the signal-to-background enhancement using the 
Bessel-like phase profile. (A) Scheme of the second phantom sample, in which 4 µm 
fluorescent beads were imaged through a scattering immersion medium. (B) XY 
images of the 4 µm beads using water as immersion medium (left), and the 
scattering medium in a standard acquisition (center) and after applying the S/B 
enhancement approach (right). The intensity profiles of the dashed lines are shown 
on the right. Scale bars are 5 µm. 
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Interestingly, by applying our S/B approach, the background is successfully 
reduced, and an image with improved contrast and sharpness can be 
restored. Because light traveled a long path through the scattering medium, 
in this case the enhancement in S/B is a factor of ~10 and the contrast C is 
enhanced from 0.69 to 0.93. Note that the S/B value is close to that 
obtained in the control experiment. 
 
2.4.5 Signal-to-background enhancement in thick mouse brain 
slice 
To better represent the S/B enhancement capabilities of our technique, we 
imaged a biological sample consisting of neuronal cells from a 500 µm 
mouse brain slice. In particular, we acquired a 20 µm thick z-stack at a 
depth of 250 µm inside the sample. Figure 2.12A depicts the maximum 
intensity projection for both XY and XZ planes for standard as well as for 
S/B enhanced images. Notably, both XY and XZ enhanced sections presents 
sharper details than the standard counterparts. Even if the subtractive 
approach results in a slight signal loss, the signal-to-background ratio of the 
enhanced images is improved – as it can be clearly observed in the intensity 
profile from Fig. 2.12B. In fact, a quantification of the S/B ratio reveals an 
improvement by a factor of ~3 for the XY images and by a factor of ~5 for the 
XZ images. Image contrast is enhanced from 0.87 to 0.92 for the XY images 
and from 0.63 to 0.78 for the XZ ones. 
The results presented herein provide a novel technique to reject out-of-focus 
fluorescence in 2PE microscopy. A clear advantage of our S/B enhancement 
approach, besides the intrinsic simplicity and combination with volumetric 
imaging, is the capacity to capture all necessary information to suppress 
background at a pixel by pixel basis. Thus, potential drifts or motion of the 
sample or system that can affect the subtraction algorithm can be 
discarded. In contrast, a potential downside of our approach, common of 
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any subtraction method, is the impossibility to eliminate background 
generated from fast random events, such as the so-called shot noise. As a 
random signal is introduced in the acquisition process with a timescale 
shorter than the pixel dwell time, the subtraction step might not only 
eliminate it but can potentially increase it, eventually resulting in image 
artifacts.  
 
 
Figure 2.11 Signal-to-background enhancement in a biological sample. A) XY and 
XZ maximum intensity projection images of neuronal cell bodies from a mouse 
brain slice acquired at a depth of 250 µm in a standard configuration (acoustic lens 
off) and after applying the S/B enhancement approach. B) Plots of the intensity 
profiles corresponding to the dashed lines in the XY and XZ images. Scale bars are 
10 µm. 
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In fact, a quantification of shot noise in our experiments obtained by 
measuring the standard deviation (SD) of the signal from the background 
regions of the images acquired reveals that our method does not remove 
shot noise. For instance, in Figure 2.10B at an imaging depth of 50 µm, the 
SD of background pixels (computed over an area of 50 by 50 pixels) is ±8 
counts for the standard image and ±12 counts for the enhanced S/B one. 
Notably, the use of a longer integration time can help decreasing the effects 
of shot noise but does not reduce the contribution of out-of-focus 
background. Therefore, given that scattering typically represents the main 
source of background in 2PE at large depths, our approach should increase 
S/B for most of the biological applications. 
 
2.5 B-scan for imaging flow cytometry in confocal 
microscopy 
Flow cytometry is a well-established and powerful technique used to perform 
high throughput cell counting, cell sorting, and biomarker detection in fields 
as important as cellular biology, biotechnology, and medicine [71] [72]. By 
suspending cells in a laminar flow and passing them through a laser-based 
detection system, a flow cytometer typically allows simultaneous multi-
parametric analysis of the physical and chemical features of up to 
thousands of cells per second [73]. Despite the capability to perform high-
throughput analysis, however, standard flow cytometry techniques usually 
provide little morphological information over the flowing samples. While 
relevant cytological information can be collected from large amount of cells 
in very short time (100 to 100’000 cells per second), key parameters such as 
the cell size, shape, and morphology, as well as the distribution or location 
of biomarkers within the cells cannot be analyzed [74]. This could 
potentially pose severe limitations in applications where the cells 
morphology is of interest, as for instance in the case of early disease and 
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clinical diagnostics (e.g. cancer screening). The possibility to perform 
imaging of flowing samples represents, to this end, a major challenge for the 
technological advance of flow cytometry  [75]. 
Recently, several approaches for imaging flow cytometry have been 
demonstrated which aims at integrating the high spatial resolution offered 
by optical microscopes into flow cytometry systems to achieve phenotypic 
characterization of cells at high rates. In this regard, mainly two classes of 
techniques have been developed  [76].  
The most common approach to imaging flow cytometry involves the use of 
widefield illumination coupled with a camera-based detection in order to 
obtain 2D images of cells. Imaging of the sample is usually achieved by 
employing CMOS or CCD cameras with high-sensitivity, to collect single or 
multiple field of views of the sample  [77] [78]. Temporal multiplexing of the 
excitation light can also be used in order to improve signal-to-noise  [79]. 
However, while these techniques have proven to be successful in assessing 
cellular morphology and distribution, they usually provide only information 
from 2D projections of the sample. Widefield illumination strongly limits the 
resolution and penetration depth of light into the sample, and the possibility 
to extract 3D information relies on the use of more complex structured 
illumination and severe post-processing algorithms (e.g. deconvolution).  
The second type of flow imaging techniques involves the use of laser 
scanning (point scanning) systems coupled with single-pixel photodetectors, 
such as photomultiplier tubes (PMTs) or avalanche photodiodes (APDs)  [76]. 
These techniques take advantage of the higher sensitivity offered by single-
point detectors together with the intrinsic benefits of laser-based excitation – 
such as resolution and penetration depth – in order to provide blur-free 
images of the flowing samples. Nonetheless, while several techniques have 
shown remarkable performance for high-throughput, real-time imaging of 
cells  [80] [75], very little has been demonstrated with respect to the 
possibility of performing 3D imaging of the flowing samples [81]. This 
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restriction is mainly due to the limited scanning speed, especially in the 
axial direction, of current laser scanning systems. As the standard methods 
to achieve high-speed 3D imaging (see section 2.2) fail to adapt to flow 
cytometry applications, imaging in scanning systems is usually constrained 
to 1D line scanning instead of 2D cross-sectional scanning. 
Here, we implement a flow imaging system capable of performing high-speed 
cross-sectional imaging of cells flowing through a microfluidic chip. Our 
implementation relies on coupling an acoustic lens into a commercial 
confocal microscope in order to axially scan the focus at kHz rates [51]. By 
combining the axial scanning capabilities offered by the acoustic lens with 
line scanning, we are able to collect cross-sectional images at rates up to 1 
kHz. We employ this technique to perform B-scan imaging flow cytometry, 
and demonstrate the possibility to retrieve morphological information of 
individual cells and cell clusters, therefore paving the way for the study of 
cellular morphology, intercellular interactions, and evaluation of cell 
clusters also in flow cytometry experiments. 
 
2.5.1 Optical system 
The optical setup for imaging flow cytometry consisted of a commercial 
confocal microscope (Nikon A1R, Nikon Instruments Inc., Tokyo Japan) 
equipped with four excitation CW lasers (405 nm, 488 nm, 561 nm, 640 nm) 
and a resonant scanner. All the experiments were performed using a 20X 
(Nikon Plan Apo CFI, NA 0.8, Nikon Instruments, Japan) objective lens. An 
acoustic optofluidic lens (TAG lens 2.0, TAG Optics Inc., Princeton, New 
Jersey, USA) was used to achieve high-speed axial scanning. In order to 
place the acoustic lens in the commercial setup, we inserted a relay lens 
pair (f = 200 mm) between the tube lens and scan lens of the microscope 
(Figure 2.12). The lens was then positioned between the relay lenses, so that 
the TAG lens was conjugated with the scanner as well as the back focal 
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plane of the objective lens. For all the experiments, we drove the acoustic 
lens near the 143 kHz resonant frequency, and with a voltage amplitude of 
23 Vpp. In order to match the effective numerical aperture of the TAG lens, 
which corresponded to 6 mm, we placed an aperture of the same size in 
front of the lens. 
 
 
Figure 2.12 Scheme of the confocal setup used for imaging flow cytometry. A relay 
lens system was inserted right after the microscope scan head in order to position 
the acoustic lens. Demodulation of the collected signal was performed by using a 
fast acquisition card. 
The pinhole in front of the TAG lens reduced the beam diameter of the 
excitation laser, causing under-filling of the back aperture of the objective 
lens. To retrieve the information related to the focal length of the acoustic 
lens as a function of time, we measured the intensity of a CW laser source 
(657 nm) that passed through the lens slightly off its axis by means of a 
photodiode (Thorlabs PDA36A Si Switchable Gain Detector, 350-1100 nm). 
Because the CW laser was deflected with an angle that linearly depended on 
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the focal length of the acoustic lens, the photodiode collected an intensity 
signal modulated accordingly. On the detection side, we used a fast 
acquisition card (Becker and Hickl DPC-230, ~180ps time resolution) 
synchronized with the XY scanner of the microscope (pixel, line and frame 
feedback signals), and with the photodiode (Figure 2.12). Finally, we 
implemented custom-made software, written in Python language, to perform 
the image processing of the acquired data and the temporal photon sorting. 
Sample preparation: HeLa-miRFP703 cells were grown in DMEM medium 
(Dulbecco's Modified Eagle Medium, Thermo Fisher Scientific, 
Massachusetts, USA) supplemented with 10% FBS (Fetal bovine serum, 
Sigma-Aldrich, Missouri, USA), 1% penicillin-streptomycin, 1% glutamine, 
and 0.5 mg/ml of antibiotic G418. To label mitochondria and plasma 
membrane, we incubated 3x106 cells with CellMask Green and MitoTracker 
Orange (Thermo Fisher Scientific, Massachusetts, USA) at the dilution 1:100 
and 1:1000 respectively, at 37 °C and 5% CO2 for 30-45 minutes. After, we 
centrifuged the cells at 300xg for 5 minutes and suspended in Live Cell 
Imaging Solution (Thermo Fisher Scientific Massachusetts, USA) to perform 
the flow imaging experiments.  
Microfluidic chip fabrication: A microfluidic channel with a squared-
section of 130 µm (Figure 2.13A) was fabricated in polydimethylsiloxane 
(PDMS) using single-step soft lithography. More in detail, photolithography 
was used to first pattern a master into a layer of 260-µm-thick SU-8-100 
photoresist applied on top of a 4-in. silicon wafer by spin coating. Once the 
photoresist master was ready, the PDMS prepolymer was poured onto the 
master with a cross-linker (mass ratio 10:1), degassed in a vacuum for 30 
min, and cured at 60 °C for 1 h. After curing, the microfluidic chip was 
sealed to a microscope coverslip by O2 plasma bonding (RF power 60 W, 
exposure time 20 s) in order to allow for optical imaging from the coverslip 
side. Active flow of both fluorescent beads and cells was induced into the 
microfluidic channel by using a syringe pump (Nexus 6000, Chemyx) 
operated in withdrawing mode. 
Chapter 2 | Pixel-based Z-focus control 
64 
 
 
 
Figure 2.13 (A) Schematic representation of the fabricated microfluidic chip. After 
fabrication, the channel was sealed to a microscope coverslip by plasma bonding in 
order to allow for optical imaging. (B) An inverted imaging configuration was 
adopted to collect images of the flowing samples.  
2.5.3 Microscope characterization 
Before investigating the flow imaging capabilities of our microscope (x,z,t), 
we started by inspecting its ability to collect extended depth of field 
information on a pixel-by-pixel basis (z,t). Hence, we collected volumetric 
images (𝑥, 𝑦, 𝑧, 𝑡) of 0.2 µm fluorescent beads dispersed in agarose to 
characterize the lateral and axial PSF of the system. To compare the 
performance of the microscope without and with the use of the TAG lens, we 
acquired two 3D stacks (with lens off and lens on, respectively) using the 
microscope stage to translate the sample over a Z range of 100 µm. For this 
experiment, we drove the lens at 143 kHz, while the voltage was set at 23 
Vpp, and the pixel dwell time corresponded to 1 ms. In agreement with our 
expectations, when the acoustic lens was turned on (Figure 2.14), the 
excitation beam was scanned multiple times over the z-axis at each pixel, 
and consequently, integration of the signal from each pixel resulted in an 
extension of the axial PSF FWHM from 8 µm to about 60 µm (Figure 2.14B). 
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Figure 2.14 Experimental PSF characterization. (A) Standard PSF of the 
microscope with the acoustic lens off and extended PSF obtained with the lens on. 
B) Intensity profile of the axial PSF with the acoustic lens off (red line) and on (blue 
line) and C) corresponding plots of the FWHM of the lateral PSF vs axial position. 
(D) Representative PSFs corresponding to 5 different focal planes reconstructed 
from the temporal information of the detected photons during acoustic lens z-
scanning (SLICED PSF). E) Axial PSF characterization of the 5 representative planes 
shown in (A), and (F) corresponding plots of the lateral and axial FWHM of the PSF 
vs axial position. 
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Notably, the lateral PSF was preserved throughout the whole scanning range 
(average FWHM = 0.87 µm), as compared to the in-focus PSF with lens off 
(FWHM ≃ 0.91 µm) (Figure 2.14C). As in the case of 2PE microscopy 
described in section 2.4, the elongated PSF can be used to collect an EDOF 
image or, by properly demodulating the collected signal, to obtain multiple 
PSFs, each one corresponding to a different focal plane [24]. In this respect, 
Figure 2.14D shows an image of the reconstructed PSFs for five 
representative planes. The FWHM of the lateral PSF for each of these planes 
is 0.86±0.02 µm (Fig. 3E). The FWHM of the axial PSF is 8.2 µm for the 
plane located at 𝑧 = 0 µm (native focal plane of the system) and progressively 
increases up to 12.4 µm for planes located at 𝑧 = ±20 µm due to spherical 
aberrations (Figure 2.14F). With this optical configuration, our microscope 
was able to axially scan the focus at high speed – time to perform an axial 
scan was 7 µs – over an axial range of 60 µm, therefore providing a Z travel 
range which covered almost 50% of the section of the microfluidic chip. 
At this point, we characterized the flow imaging capabilities (𝑥, 𝑧, 𝑡) offered by 
our microscopes by imaging flowing 1 µm fluorescent beads. Being 
assembled onto a glass coverslip, the microfluidic circuit was positioned in 
the microscope stage in the same way as for a standard sample. This 
represents an inherent advantage offered by our setup, as most optical 
systems used for imaging flow cytometry or flow characterization require 
orthogonal illumination and dedicated setups [82]. Imaging of the channel 
was performed from below, according to the scheme presented in Figure 
2.13B. The inlet and outlet of the chip were connected to a reservoir 
containing fluorescent beads dispersed in water, and to a syringe pump 
operated in withdraw mode, respectively. The native focal plane of the 
system (𝑧 = 0 µ𝑚, acoustic lens off) was positioned at the centre of the 
channel. Thus, when switching the lens on, 30µ𝑚 above and 30µ𝑚 below 
that plane were properly imaged.  
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Figure 2.15 Fluorescent beads flow imaging. (A) Extended depth of field image 
acquired with the acoustic lens on. The image corresponds to an acquisition of 10 
seconds and shows the fluorescent beads flowing through the channel. Scale bar 
50µm. (B) Cross-sectional images obtained by using the multiplane imaging 
approach while performing a line scan. D) Rendering of a 3D image from the imaged 
volume. Scale bars 10µm. 
Because of the parabolic velocity profile of low Reynolds number flows, such 
as that found in a microfluidic channel, the scanned region covered the 
parts of the channel where the beads travel at the fastest speed.Finally, the 
lateral displacement for cross-sectional imaging was achieved by performing 
a line scan along the X-axis (perpendicular to the flow direction) by using 
the microscope controlling software. In this particular experiment, we set a 
line scan of 256 pixels with a pixel size of 0.45 µ𝑚 so to cover the entire 
lateral extension of the channel. The line scan rate was set to 128 𝑙𝑖𝑛𝑒𝑠/𝑠. 
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We then used the syringe pump to induce an active flow into the channel at 
a flow rate of 1µ𝐿/𝑚𝑖𝑛, resulting in a maximum flow speed of about 3.5 
mm/s and an average flow speed of 2.3 mm/𝑠. We waited several minutes 
before each acquisition in order to enable the fluidic system to stabilize to a 
constant flow rate.  
By operating our system in cross-sectional imaging modality (𝑥, 𝑧, 𝑡), images 
of the flowing beads as a function of time can be collected. Figure 2.15A 
shows a top-view EDOF image of the channel obtained after 10 seconds of 
acquisition (1280 scan lines). In addition, by applying the multiplane 
imaging approach previously described, information regarding the axial 
position of each single bead can also be retrieved. Figure 2.15B reports 
cross-sectional images (𝑥, 𝑧) of the channel acquired at three different time 
instants. Finally, the reconstructed axial planes can be combined together 
in order to obtain a 3D reconstruction of the flowing fluorescent beads 
(Figure 2.15C). 
 
2.5.4 High-speed cross-sectional imaging of living cells 
As a proof-of-concept to demonstrate the flow imaging capabilities of our 
microscope, we performed imaging of flowing living cells. We loaded the 
microfluidic chip reservoir with a solution containing Hela-cells at a 
concentration of 103𝑐𝑒𝑙𝑙𝑠/𝑚𝑙. As in the previous experiment, we used the 
syringe pump in withdrawal mode to induce an active flow of the cells into 
the channel. In this case we used a flow rate of 50𝑛𝐿/𝑚𝑖𝑛. We selected a line 
scan of 256 pixels with a pixel size of 0.45 µ𝑚 and a scan rate of 512 𝑙𝑖𝑛𝑒𝑠/𝑠. 
The acoustic lens was driven at 143 kHz, voltage was set at 23 Vpp, as for 
the previous experiments. After waiting few minutes for the flow rate to 
stabilize, we collected cross sectional images of the flowing cells.  
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Figure 2.16 Cells flow imaging. (A) Top-view image captured with the acoustic lens 
on showing a cluster of cells flowing through the microfluidic channel. (B) Images of 
the cell cluster obtained using multiplane imaging approach. The two images are 
located at two different axial positions (z=5µm and z=25µm). (C) XZ cross-sectional 
images of the cells retrieved from the multiplane imaging information. Scale bars 
10µm. 
Figure 2.16A presents an EDOF image corresponding to acquisition of about 
0.67 seconds (345 lines), obtained with the acoustic lens on. Several cells 
can be distinguished as they flow through the channel section. Notably, 
instead of being limited to a single 2D acquisition, EDOF cross-sectional 
imaging enables to collect information from almost the entire cross-section 
of the channel. However, no information regarding the axial position of each 
cell is provided. To this end, the exact Z position of the cells can be retrieved 
by applying the multiplane imaging approach. By using the temporal 
information of the collected photons, images of multiple axial sections can 
be obtained.  
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Figure 2.17 Z-depth color-coded images of flowing cells. The image shows a z-
depth color-coded representation of the cell cluster shown in Figure 2.16. The axial 
distribution of the cells spans over an axial range of about 50 µm. Scale bar 10µm.  
Figure 2.16B and C show respectively, XY sections obtained from two 
different axial positions within the channel, and XZ cross-sectional images 
obtained from two different time instants. Note that in this case, the axial 
location of each cell within the channel can be clearly distinguished, thus 
allowing to render a 3D reconstruction of the imaged volume. In this regard, 
Figure 2.17 shows Z-depth color-coded representations of the imaged cell 
clusters where the axial position of each cell within the cell aggregate can be 
better appreciated. By means of an acoustic optofluidic lens, our system is 
therefore capable of performing cross-sectional measurements which can, in 
turn, be used for imaging flow cytometry applications. In addition, the 
possibility to use multicolor stimulation makes it possible to eventually 
monitor multiple flowing samples expressing different fluorescent markers. 
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2.6 Conclusions 
Our approach for pixel-based z focus control can be used to significantly 
increase the capability of standard LSMs. The use of ultrafast beam shaping 
on a pixel by pixel basis enables improved axial acquisition speed in 
confocal as well as 2PE microscopy, together with an increased imaging 
depth capability. A standard LSM setup can be provided with beam shaping 
capabilities with the integration of an acoustic optofluidic lens into the 
excitation pathway of the system, together with the use of a fast acquisition 
card for appropriate demodulation. By simply adjusting the driving 
frequency of the lens, different imaging modalities can be obtained. In this 
way, when the lens is driven with a parabolic phase profile, fast axial focus 
scanning can be achieved at each pixel. The collected signal can be 
combined for EDOF imaging, or de-multiplexed into different time intervals 
for volumetric imaging. In any case, fast 3D imaging can be performed at 
rates similar to those currently used for imaging a standard 2D section. The 
possibility to collect axial information on a pixel by pixel basis enables for 
different imaging architectures and opens up new possibilities for the use of 
LSMs in applications such as imaging flow cytometry and high-speed 
volumetric imaging. In addition, by using the acoustic lens in order to 
induce controlled aberrations in the excitation pathway, enhanced S/B 
imaging can be achieved by means of a simple subtraction algorithm. 
Contrary to other approaches, all information required for background 
rejection is acquired simultaneously at each pixel, suppressing potential 
motion artifacts. Finally, no need for cumbersome customization is needed, 
and a commercial LSM can be provided with beam shaping capabilities with 
minimum modifications. Our electronically tunable and ultrafast beam 
shaper is a novel and simple approach to enhance the performance of 
existing laser scanning microscopes, which paves the way for investigating 
complex biological phenomena at high temporal resolutions and over deep 
penetrations depths. 
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 Chapter 3 
Laser fabrication using 
engineered materials  
and shaped light 
 
Current trends toward the fabrication of small customized units render 
laser-based fabrication techniques particularly suitable for 2D and 3D 
fabrication. By simply translating the laser focus within the material, laser 
direct-write (LDW) methods allow for the processing of a wide variety of 
materials with no need of expensive masks or clean room facilities. However, 
the optical nature of laser-based systems strongly constrains the fabrication 
capabilities of this technology, with parameters such as minimum feature 
size, spatial resolution and depth of the fabricated structures typically in the 
order of microns. In this chapter, we present a novel strategy to overcome 
the intrinsic limits of LDW techniques. Our approach relies on the use of 
engineered materials whose shape can change according to an applied 
external stimulus, such as mechanical force or heat, thus enabling to 
decouple feature size from the interaction of laser with materials. Indeed, 
irradiation of such materials can result in structures with a size dictated by 
light-matter interactions. However, after applying an external stimulus, the 
material can be reconfigured, consequently reducing the size of the 
structures beyond the limits imposed by the initial light interaction.  
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3.1 Introduction 
Since the advent of semiconductors and microelectronics industry, 
miniaturized devices have become ubiquitous in our everyday life. From the 
production of mobile phones and computers to the creation of more 
advanced engineered systems, miniaturized components constitute the 
essential units in many technological applications [83]. As a result, while 
current trends toward miniaturization demands for ever smaller mechanical, 
optical and electronic systems, the development of proper techniques to 
fabricate these devices is of utmost relevance.  
Arguably, the gold standard approaches for micro- and nano-fabrication are 
photo-lithographic processes [84,85]. Based on the polymerization of a resist 
layer using light that passes through a mask, they offer the possibility to 
fabricate large structures with a precision reportedly below 100 nm. 
However, they can be limited by an inherently short parameter space – 
planar substrates and reduced number of compatible materials – and by the 
need for complex multistep fabrication processes as well as expensive 
instrumentation, including clean room facilities. In addition, lithographic 
approaches are mostly optimized for 2D fabrication, typically rendering the 
creation of 3D structures challenging. In as much, the high production costs 
of the masks or molds required also render these techniques suitable for 
large-scale fabrication of identical units, but fail to accommodate the 
demands in terms of cost and time for the production of small customized 
units [86].  
A promising alternative to lithographic methods is represented by direct-
writing techniques, based on the creation of patterns without masks or 
intermediate steps. A paradigmatic example of these techniques is 
represented by laser-direct write systems [87–89,20]. By simply scanning a 
laser across a sample, and thanks to the high focusing power of lasers, it is 
possible to induce localized modification of a material with a reduced 
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number of processing steps. Control of the laser parameters such as 
wavelength, pulse duration or intensity, enables to use lasers to either 
remove parts of a workpiece, as it occurs in laser ablation, or to add new 
materials into targeted areas, as in laser photo-polymerization [90] or laser-
induced forward transfer [86,91]. The possibility to achieve both subtractive 
and additive manufacturing is complemented with the potential use of 
virtually any material, as long as it interacts with the laser wavelength [87]. 
Additionally, the use of lasers as writing tools allows for the development of 
2D and 3D structures with complex geometries while working in standard 
ambient conditions [19,92], further enhancing the capabilities of such 
systems for micro- and nanofabrication. 
Despite the advantages offered by laser-based fabrication techniques, two 
main constraints ultimately limit the minimum feature size of the fabricated 
structures. First, the optical properties of the setup. Indeed, the minimum 
laser spot size is determined by the diffraction limit, which is about half the 
processing wavelength for air objectives. Second, the interaction between the 
laser and the material. This interaction defines the final shape of the 
fabricated structures. Even if non-linear absorption processes can be used 
to confine the modified area within a sub-region of the laser spot [93], these 
processes are typically difficult to control. In fact, when laser fluences are 
close to the threshold for material modification, potential laser power 
fluctuations or material non-uniformities can compromise the quality and 
size of the fabricated structures. Thus, it is typically desirable to operate at 
conditions well above the threshold for modification, limiting the minimum 
feature size of laser-based processes to approximately the diffraction-limited 
spot size. 
In this chapter, we focus our attention on the development of novel 
strategies for improving the spatiotemporal resolution of laser-direct write 
systems. This is in analogy to the previous chapter, in which we aimed at 
improving the spatiotemporal resolution of optical microscopes, but instead 
of improving the temporal resolution without sacrificing the spatial one as 
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previously demonstrated, in this chapter we aim at the opposite: improving 
the spatial resolution while preserving the inherent speed of laser systems. 
More in detail, we propose a new method to overcome spatial resolution 
constraints of current LDW systems, and achieve smaller features than 
currently possible. The core concept of our strategy is to use engineered 
materials, namely materials which can be reshaped in response to an 
external stimulus [94]. The proposed technique consists of two fabrication 
steps: first, the desired structure is obtained through standard laser 
modification; second, material reconfiguration is induced through an 
external stimulus in order to reduce the final size of the structure (Figure 
3.1). In this way, it is possible to decouple the feature size from the initial 
laser irradiation step, opening the door to true laser nanofabrication.  
 
 
Figure 3.1 Scheme of the fabrication steps for laser-based fabrication of engineered 
materials. 
To demonstrate the capabilities of our method, we perform ultrafast laser 
processing of pre-stretched elastomers [94] and heat-shrinkable 
polymers [95] and fabricate user-designed 2D and 3D structures. 
Importantly, the use of a femtosecond laser enables highly localized energy 
deposition with minimal thermal effects [96]. Moreover, because material 
modification only occurs within the focal volume via nonlinear absorption, 
high-precision manufacturing can be achieved at the surface as well as in 
the bulk of the material. As shrinkage of the polymers in response to the 
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external stimuli (release of tension or heat-induced shrinkage) results in a 
reduction of the lateral dimensions together with an increase in 
thickness [95], deep sub-wavelength structures can be obtained with sizes 
and aspect ratios not achievable with current LDW techniques. Finally, by 
combining engineered materials with non-conventional beam shapes such 
as Bessel beams [31], further flexibility in the design of the nanostructures 
becomes possible. In this regard, we use Bessel beams to achieve uniform 
energy deposition over extended lengths [97] and demonstrate the 
fabrication of ultra-high aspect-ratio (>50) through-hole microchannels. Our 
results represent a step forward in the use of LDW technologies for 2D and 
3D fabrication at the micro- and nanoscale. As new engineered materials are 
being developed, the current method could indeed pave the way for the use 
of laser systems as economic, flexible and customizable nanofabrication 
tools. 
 
3.2 Optical system 
The optical setup for laser direct-writing consisted of a 100 kHz Ti:sapphire 
amplifier (Coherent, Inc.) tuned at a wavelength of 800 nm, with a pulse 
duration of 100 fs. As illustrated in Figure 3.2, the laser beam was focused 
on the sample by using either a 10X NA 0.28 (Plan Apo Infinity Corrected 
Long WD Objective, Mitutoyo, Inc.) or a 50X NA 0.55 objective lens (Plan Apo 
Infinity Corrected Long WD Objective, Mitutoyo, Inc.). In order to control the 
laser power, we used two neutral density (ND) filters and a rotating λ/2-
waveplate. Constant monitoring of the laser pulse energy was obtained by a 
beam splitter and a laser-energy meter (Coherent Inc.). For the fabrication of 
2D and 3D structures, we moved the sample with respect to the laser focus 
using an XYZ motorized stage (Prior Scientific, Inc.) with micrometer 
resolution (0.01μm in X and Y, and 0.002 μm in Z), translation speed up to 
150 mm/s, and travel ranges of 112 mm × 112 mm × 73mm. In the case of 
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fabrication of high aspect ratio structures, we used shaped light in the form 
of a Bessel beam. To this end, we equipped the optical system with an 
axicon lens (Plano-Convex Axicon, apex angle 178°, Altechna) (Figure 3.2, 
inset). The Bessel beam generated by the axicon was imaged at the focal 
plane of the objective lens by means of a 4f system conjugated with the back 
focal plane of the objective (Figure 3.2). 
 
 
Figure 3.2 Optical system used for laser direct-writing. A femtosecond laser source 
was focused on the sample by means of a 10X or a 50X objective lens. Inset: laser 
fabrication using shaped light. In case of 3D fabrication, an axicon lens was 
inserted in the setup together with a relay lens in order to obtain a Bessel beam at 
the objective focal plane. 
Finally, imaging of the sample during fabrication was performed with a CCD 
camera (DCC1645C, Thorlabs Inc.) coaxially placed with respect to the laser 
beam. The focal plane of the camera was selected to be confocal with the 
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laser focus so that the imaged at the CCD gave a good estimation of the 
position of the laser beam waist. We used Kohler illumination to illuminate 
the sample with a white LED light source. Custom software, written in 
LabView language, was used to control and synchronize the laser unit with 
the stage displacement. 
 
3.3 Laser-based fabrication of pre-stretched elastomers 
Our first attempt to demonstrate the possibilities offered by laser processing 
of engineered materials was performed with elastomers, namely polymers 
which typically show excellent elastic properties (low Young’s modulus) and 
high failure strain compared to other materials [98]. In particular, we used 
the previously described LDW system to fabricate user-designed 2D patterns 
on the surface of uniaxially pre-stretched poly(dimethylsiloxane) (PDMS) 
membranes [94].  
 
 
Figure 3.3 Schematic diagram of the fabrication process. (A) The starting 
material is a thin elastomeric membrane with initial length L0; (B) the membrane 
is uniaxially stretched until it reaches the desired length L1 and thus the desired 
mechanical strain; (C) direct laser writing of the desired pattern into the pre-
stretched elastomeric membrane; (D) By releasing the mechanical stress the size 
of the laser-ablated patterns scales down according to the amount of mechanical 
strain applied to the elastomeric membrane (C). 
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The choice of PDMS, a silicon-based elastomeric material optically 
transparent, inert, non-toxic and biocompatible, is mainly due to its elastic 
properties [99]. Indeed, it enables large deformations, making it a suitable 
candidate to validate our approach, as illustrated in Figure 3.3. 
We start with a thin elastomeric membrane of length L0. The membrane is 
then uniaxially stretched up to a length L1, therefore corresponding to a 
mechanical strain ε = (L1-L0)/ L0 (Figure 3.3B). At this point, laser irradiation 
is performed according to the desired pattern (Figure 3.3C). Finally, as the 
mechanical stress is removed, the membrane relaxes to its original size, and 
the laser ablated pattern shrinks while preserving its shape (Figure 3.3D). In 
this way, independently from the laser irradiation step, we are able to obtain 
a reduction in the minimum feature size that is proportional to the 
elongation of the membrane. Within the following sections, we report results 
from the fabrication of arrays of periodic lines under different strain 
conditions and compare the experimental results with the theoretical 
predictions based on the strain experienced by the elastomers during the 
laser ablation process. 
 
3.3.1 Laser patterning of pre-stretched elastomers 
Among the wide family of PDMS-based elastomers, we used Syligard 
poly(dimethylsiloxane) (PDMS), and acetoxy-polysiloxane (acetoxy-
PDMS [100]. Figure 3.5A shows the typical tensile stress-strain curve for 
both PDMS (red line) and acetoxy-PDMS (blue line). Both the elastomers 
exhibit non-linear stress-strain curve typical of rubber-like cross-linked 
polymers [100]. The superior elasticity of the acetoxy-PDMS with respect to 
the PDMS is evident can be observed in Figure 3.4. The maximum strain 
before mechanical fracture of the membrane occurs is εmax = 4 for PDMS, 
and εmax =10.5 for acetoxy-PDMS. This result is confirmed by several tensile 
stress-strain tests performed on both PDMS and acetoxy-PDMS membranes 
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in the same nominal conditions (i.e. chemical compositions of the pre-
polymers, curing conditions, stretching rate). In particular, we 
experimentally found a mean value and standard deviation of εmax = 3.6 ± 
0.4 for PDMS and εmax =10.8 ± 0.9 for acetoxy-PDMS. The superior elasticity 
properties of acetoxy-PDMS, in particular, the low stress needed to reach 
strain values close to 4, make it the material of choice for our current 
experiments. 
 
 
Figure 3.4 (A) Tensile stress-strain curves for Sylgard PDMS (redline) and acetoxy-
PDMS (blue line). The strain at which the mechanical fracture occurs defines the 
elongation at break. (B) Uniaxial tensile test for acetoxy-PDMS membrane subject 
to a single loading-unloading cycle. 
Figure 3.4B shows the stress-strain curve of the acetoxy-PDMS subjected to 
cyclic tensile test. The acetoxy-PDMS shows a negligible amount of 
hysteresis during cyclic loading. In particular, after the first uploading-
unloading cycle the membrane exhibits a residual mechanical strain (i.e. 
residual elongation of the membrane) of εres ≈ 0.03 and corresponding to 
about the 3% of the maximum strain exploited during the cyclic tensile test. 
This residual strain could be due to a rearrangement of the polymeric chain 
in the acetoxy-PDMS as well as to clamping losses of our experimental 
setup. The effects of laser pulse energy on the size of structures obtained by 
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femtosecond laser ablation of the acetoxy-PDMS membrane are shown in 
Figure 3.5. In particular, we fabricated periodic parallel lines by irradiating 
the non-stretched membrane with laser pulses of different energies, while 
maintaining a shot to shot separation of 500 nm. Line-width values from 0.9 
to 2.8 µm were obtained for pulse energies ranging from 63 to 360 µJ.  
 
 
Figure 3.5 Width of the fabricated lines as a function of the used laser pulse energy 
for a non-stretched acetoxy-PDMS membrane. 
Notably, at an energy of 63 nJ, the acetoxy-PDMS membrane is still ablated, 
but the resulting lines are discontinuous. For even lower energies, no 
ablation is observed. This suggests that the threshold energy for laser 
ablation of the acetoxy-PDMS is about 63 nJ, and discontinuities in the 
ablated lines can be attributed to fluctuations in laser energy or to potential 
imperfections of the elastomeric membrane, i.e. the surface roughness. 
Therefore, the minimum line width that can be fabricated with our current 
optical setup for a non-stretched acetoxy-PDMS membrane is of about 0.9 
µm at an energy pulse value of 115 nJ.  
In order to overcome this spatial limitation, we performed laser-ablation of 
pre-stretched membranes. More in detail, we prepared arrays of lines at a fix 
laser pulse energy of 215 nJ and a shot to shot separation of 500 nm. In 
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this case, the membrane was irradiated while subject to different 
mechanical strains ranging from 0 to 4 (i.e. membrane elongation from 0 to 
5). After releasing stress, we expect an enhancement in terms of both pitch 
(P) and width (W) of the ablated periodic lines according to the following 
equations:  
Pε  =
P0
1 + ε
 
(3.1) 
𝑊ε  =
W0
1 + ε
 
(3.2) 
where, the subscript 0 and ɛ corresponds to non-stretched and stretched 
acetoxy-PDMS, respectively, with ε referring to the mechanical strain of the 
elastomer during ablation. Figure 3.6 shows confocal images of the 
femtosecond laser-ablated lines after releasing of the mechanical stress. In 
all cases, during the ablation process, the spacing between two consecutive 
parallel lines was maintained at P0 = 50 µm. All ablated lines are well-
defined and present minimal debris, especially at low mechanical strain 
(ε<4).  
 
 
Figure 3.6 (A-C) Optical images of laser-ablated periodic lines of the acetoxy-PDMS 
membranes subjected to a mechanical strain of 0, 2 and 4. (D) AFM cross-section 
depth profile curve of one of the laser ablated lines of (C). Scale bars are 25 µm. 
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This illustrates the suitability of femtosecond lasers as a tool for patterning 
elastomeric materials. In addition, a significant reduction of the lines pitch 
(Pε) can be clearly observed for lines obtained under strain conditions. In 
particular, the line pitch decreases from 50 µm when no stress is applied, to 
17.88 µm for ε = 2 and to 10.2 µm for ε = 4. Quantification of the reduction 
in line pitch is presented in Figure 3.7. In this case, we plotted the 
experimental (blue symbol) and theoretical (solid line) normalized line-pitch 
(p), by definition p=Pε/P0, as a function of mechanical strain (ε). Notice that, 
experimental data are in good agreement with theoretical predictions. 
Therefore, our approach enables a user-tunable line-pitch by simply 
modifying the amount of mechanical strain experienced by the membrane 
during ablation. The reduction in line-width (Wε) can also be determined 
from Figure 3.7. In this case, we found a value for Wε that ranges from 2.7 ± 
0.2  µm when no stress is applied to the membrane, to 1.1 ± 0.1 µm for ε = 2 
and to 1.1 ± 0.1 µm as ε reaches a value of 4.  
 
 
Figure 3.7 Experimental (blue symbol) and theoretical values (pink solid line) of 
normalized pitch (A) and normalized width (B) of laser-ablated periodic lines as a 
function of the applied strain. 
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The plot of the experimental (blue symbol) and theoretical (solid line) 
normalized line-width (w), by definition w = Wε/W0, as a function of 
mechanical strain ε is shown in Figure 3.7. The value of 1.1 µm obtained at 
the highest tested strain is apparently in contrast with the theoretical 
prediction expected from Equation 3.2, which should result in a line-width 
of 0.54 µm. Such difference could be attributed to non-propagating micro-
fractures, i.e. micro-cracks, surrounding the irradiated regions of the pre-
stretched elastomer. Though the mechanisms by which high-energy 
radiation damages the elastomers are not completely understood itis 
reasonable to hypothesize a chain breakage of the polymeric chemical bonds 
caused by the laser ionizing irradiation (i.e. photochemical reactions). The 
breakage of one chain transfers stress to the neighboring chains, so that 
chain breakage propagates to the surrounding molecules and the 
cumulative effect produces micro-fractures. However, these micro-fractures 
do not extend over large areas due to the viscoelastic dissipation of the 
stored elastic energy during crack formation. In other words, under high 
strain conditions, the laser energy results in micro-fractures, but 
viscoelastic dissipation would maintain the damaged area fairly localized.  
Interestingly, a depth–profile curve extracted from an AFM image of the 
laser-ablated lines obtained at high mechanical strain (ε = 4) presents two 
main contributions. The first one corresponds to the broad part of the 
trench profile and can be ascribed to the formation of localized micro-
fractures in the elastomeric membrane described above. The second 
contribute – section located in between red dashed lines in Figure 3.6D – 
has a much smaller size, and could be related to the pure laser–elastomer 
inter-action without fracture. Therefore, even if micro-fractures are present, 
they do not seem to extend over the entire ablated area. In this way, by 
neglecting the extension of the region featuring micro-cracks, the lines 
ablated at ε = 4 would present width of Wε= 0.43 µm, in closer agreement 
with theoretical predictions. 
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Finally, by performing laser patterning of pre-stretched elastomers, we 
successfully achieved fabrication of sub-micrometric features at pulse 
energies greater than the ablation threshold. Our line patterns presented a 
reduced line-pitch and line-width compared to the traditional non-stretched 
ones, with a reduction in size that directly depended on the applied strain. 
Sample preparation: Acetoxy polysiloxane (acetoxy-PDMS, Elastosil E43) 
was purchased from Wacker Chemie AG and used as structural material for 
the realization of the elastomeric stamp. Reagent grade heptane was 
purchased from Sigma-Aldrich and used as solvent for the acetoxy-PDMS.  
The use of heptane was necessary to reduce the viscosity of the acetoxy-
PDMS (≈ 3 × 105 cP), so that it can be easily molded without high-pressure-
based injection systems. The procedure for the realization acetoxy-PDMS 
membranes with a thickness of 1 mm thick was as follows. Pure acetoxy-
PDMS (30 mg in weight) was dissolved in heptane (≈20 mL in volume) and 
then mixed vigorously. The resultant mixture was degassed in a low vacuum 
desiccator for about 5 min, and poured into square-shaped (120 mm) 
polystyrene petri dish, where it was left to cure overnight under ambient 
conditions. Two-component PDMS Sylgard 184 was purchased from Dow 
Corning and used for benchmarking the mechanical properties of the 
acetoxy-PDMS (e.g. elongation at break). PDMS Sylgard 184 membranes, 
with a thickness of 1 mm, were prepared by thoroughly mixing the curing 
agent and the PDMS prepolymer in a 1:10 weight ratio. The mixture was 
degassed in low vacuum desiccator for 1 hour to remove any air bubbles, 
and cured at 60°C for 1 h. 
Mechanical characterization: The mechanical properties (e.g. elongation at 
break) of both the acetoxy-PDMS and PDMS Sylgard 184 elastomers were 
evaluated by uniaxial tensile tests performed on dog bone-shaped samples 
(4 mm width, 1 mm thickness, 25 mm length) with an Instron 3365 dual 
column-testing machine. The sample-stretching rate was 100 mm/min. The 
elastic modulus, ultimate tensile strength, and elongation at break were 
extracted from the experimental stress−strain curves. Residual mechanical 
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strain, after releasing the stress applied to the elastomer, was studied from 
cyclic tensile tests on samples (5 mm width, 1 mm thickness, 10 mm 
starting length) with a custom designed Deben miniaturized dual-screw 
uniaxial tensile stage with a strain cycling rate of 5 mm min−1 and a strain 
value from 0 to 1. 
Sample preparation for laser-ablation: Laser ablation experiments were 
performed on membranes of acetoxy-PDMS with rectangular shape (40 mm 
× 20 mm, 1 mm thickness). Before irradiation, samples were cleaned with 
ethanol and distilled water in an ultrasonic bath and dried under a nitrogen 
flux. No other special treatment was performed during the membrane 
preparation. Mechanical strain was applied to the elastomeric membrane by 
means of a custom-made uniaxial stretching device (Figure 3.8) which was 
integrated into the XYZ translation system of our laser setup. The stretching 
device consisted of two motorized single-axis translation stages (PT1/M-Z8, 
Thorlabs, Inc.), which were mounted on top of a 50-cm-long aluminum rail 
(Thorlabs, Inc.) by means of two double dovetail clamps (XT34C1, Thorlabs, 
Inc.). The elastomeric membrane was clamped between the two motorized 
single-axis stages by means of two sliding brackets. The two stages can be 
moved in opposite directions along the aluminum rail, leading to a change in 
the membrane length, and hence, to a mechanical strain applied to it.  
 
 
Figure 3.8 Custom made device for uniaxial stretching. The elastomeric membrane 
was clamped between two motorized single-axis stages moving along a rail in order 
to obtain (A) strain ‘off’ and (B) strain ‘on’ conditions. 
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To finely tune the strain, the relative position between the two stages was 
adjusted by means of a controller unit (TDC001 T-Cube Motor Controller, 
Thorlabs, Inc.) providing a computerized control of each single motor axis. 
Optical characterization: Optical images of the ablated samples were 
acquired by means of a commercial confocal microscope (Fluoview 1000, 
Olympus) equipped with a water immersion objective lens (Olympus WLSC, 
40X, NA 0.9). Geometrical properties of the laser-ablated patterns, i.e. the 
width and the pitch of parallel lines, were automatically obtained by 
numerical post-processing of the intensity profile curves extracted from the 
confocal images. More in details, the distance between two consecutive lines, 
defined as the pitch Pε, was determined from the spacing of two consecutive 
intensity peaks in the intensity profile curve, while the width Wε of the 
ablated lines was obtained by measuring the full width at half maximum 
(FWHM) of each intensity peak in the intensity profile curve.  
AFM characterization: Atomic Force Microscopy (AFM) images (amplitude 
data) were acquired in tapping mode using a Nanowizard II (JPK 
Instruments, Inc.) mounted on an Axio Observer D1 (Carl Zeiss) inverted 
optical microscope. V-shaped gold-coated silicon nitride cantilevers (NPS, 
Veeco Instruments), with a nominal spring constant of 40 N/m and 
pyramidal tip with typical curvature radius of 10 nm were used. The width 
of the laser-ablated lines was obtained by measuring the line-depth in cross-
section. 
 
3.4 Laser fabrication of thermo-shrinkable polymers 
Stimuli-responsive materials, namely materials that can change their 
properties in response to external stimuli, are the perfect candidates for our 
strategy to decouple feature size from light-matter interactions. Among the 
myriad of stimuli responsive materials, shape memory polymers (SMPs) are 
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particularly appealing due to their high yield of change, wide availability and 
ease of production [101–103]. Based on the imprint of an initial shape, 
which is typically ‘memorized’ into the polymer at an initial fabrication 
stage, SMPs are stimuli-responsive materials that result in mechanical 
action when triggered by an external stimulus [95]. In this section, we use 
SMPs, and in particular heat-shrinkable polymers, to reduce the minimum 
feature size of laser ablated structures beyond the limits imposed by light-
matter interactions. Notably, the thermal and shrinking mechanisms of 
these polymers have been extensively investigated [104], and they represent 
a commercially available product widely used for instance in packaging and 
heat-shrinking tubing applications. In addition, their attractive mechanical, 
processing, and optical properties render them ideal for applications in 
fluidics and sensing [105,106].  
 
 
Figure 3.9 Schematic diagram of laser-patterning of thermo-shrinkable polymers. 
(A) The desired structure was obtained by means laser irradiation. (B) Application of 
heat caused shrinkage of the pattern, therefore allowing to obtain a reduced 
minimum feature size.  
A schematic representation of our laser-based fabrication of thermo-
shrinkable polymers is illustrated in Figure 3.9. Initially, laser-ablation is 
performed over a thin polyolefin membrane in order to obtain the desired 2D 
or 3D pattern. Polyolefins (PO) are commercially available thermo-shrinkable 
polymers which are widely used as shrink wrap films [107]. Due to their 
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excellent elastic memory, POs can shrink up to 95% depending on the resin 
selection, blend proportion, and operating conditions [108]. Secondly, the 
fabricated structure is heated in order to achieve shrinking of the polymeric 
substrate and, in turn, of the fabricated structure. Thus, with a simple two-
step process we are able to obtain a diminished minimum feature size, 
therefore overcoming the spatial limitations imposed by LDW systems.  
In the following subsections, we report results from the fabrication of 2D 
and 3D patterns. We start by investigating the behavior of the heat-
shrinkable polymers when patterning two-dimensional arrays of dots, and 
continue our study by fabricating 3D through-hole microchannels. We 
demonstrate miniaturization of the fabricated structures, achieving a 
shrinking factor of about 3. Importantly, as shrinking in the lateral 
dimension of the structures corresponds to an increase in the thickness of 
the polymer, we are able to obtain final patterns with high aspect ratios 
which would be hardly achievable with other fabrication techniques. 
 
3.4.1 2D patterning of thermo-shrinkable polymers 
In order to fully investigate the possibilities offered by the PO substrate with 
respect to the uniformity and reproducibility of the shrinking as well as to 
the achievable shrinking factor, we started by fabricating 2D arrays of dots 
at the polymer surface. For this particular experiment, we used a 10X 
objective (NA 0.3), resulting in a diffraction limited spot of about 1.3 µm (λ = 
800nm). At first, we performed a systematic study of the change in size of 
the ablated spots as a function of the laser ablation parameters. As a typical 
example of the fabricated patterns, Figure 3.10A shows a 3 by 3 array 
obtained by performing single pulse laser ablation at the polymer surface 
with a pulse energy of 80 µJ. After laser irradiation, we induced shrinking of 
the ablated pattern via heat application. The resulting structure is shown in 
Figure 3.10B. Size of the ablated dots was reduced from 22 ± 3 µm to 10 ± 2 
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µm. Results from the systematic study of the polymer response are 
presented in Figure 3.10C, which shows the diameter of the ablated dots as 
a function of the laser pulse energy before and after the shrinking process, 
respectively. Notably, for energies lower than 0.4 µJ no ablation was 
observed, thus indicating the ablation threshold for the PO substrate at the 
aforementioned conditions.  
 
 
Figure 3.10 2D patterning of heat-shrinkable polymers. (A) A 3 by 3 array of dots 
fabricated by laser ablation onto the membrane surface (Epulse=80 µJ, single pulse). 
(B) Shrinkage of the array presented in (A) resulted in miniaturization of the pattern 
while preserving the initial shape. Scale bar 100µm. (C) Size of the ablated dots 
versus laser energy pulse before (blue) and after (red) shrinking. 
Close to the ablation threshold, the minimum feature size can also be 
evaluated, corresponding in this case to about 1.0 µm. Importantly, linear 
fitting of the experimental data (before and after shrinking) allows for an 
estimation of the shrinking factor given by the ratio of the two fitted curve 
slopes (blue and red lines in Figure 3.10C). In agreement with the result 
obtained for the initial dots array, we obtained an average shrinking factor 
of about 2.7. Heating of the PO substrate at higher temperatures with 
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respect to the one used for this experiment resulted in an increased 
shrinking factor. However, uniformity of the fabricated structures was not 
preserved. As in the case of pre-stretched elastomers, we can relate the 
enhancement in the lateral dimension of the ablated structure to the initial 
size according to the following equation: 
𝑆𝑓𝑖𝑛𝑎𝑙  = 𝑆0(1 − 𝑠) (3.3) 
where 𝑆0 and 𝑆𝑓𝑖𝑛𝑎𝑙 are the initial and final size of the structure, respectively, 
and 𝑠 is the lateral shrinking of the polymer in percentage, which in turn 
depends on the used material and on the shrinking temperature [108]. 
Finally, we were able to reduce the minimum feature size from 1.0 µm to 
less than 400 nm, therefore successfully demonstrating the capabilities 
offered by our approach in order to enhance the performance of current 
LDW systems. 
Sample preparation: A heat-shrinkable polymer consisting of an optically 
transparent polyolefin (PO) film [108] with a thickness of 25 µm was 
purchased from Sigma-Aldrich and used as structural material for the 
realization of our laser-ablated structures. Laser ablation experiments were 
performed on polyolefin membranes with a circular shape (30 mm radius). 
Before irradiation, samples were cleaned with distilled water and dried 
under a nitrogen flux to remove dust or debris from the surface. No other 
special treatment was performed during the membrane preparation. In order 
to allow for the correct handling of the thin polymeric film as well as for an 
optimal planar positioning of the membrane for laser ablation, the 
membrane was housed into a circular sample holder (Microscopy Attofluor 
Cell Chamber A7816, Thermo Fisher). Sample cleaning was repeated at the 
end of the laser processing in order to remove laser processing debris. 
Heat-induced shrinking: According to the manufacturer’s specifications, 
shrinking of the polymeric film was achieved by heating the sample inside 
an oven at a temperature of 115°C for 5 minutes. A temperature ramp of 
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about 3 minutes (60°C to 115°C) was adopted in order to gradually heat the 
polymer and achieve a uniform shrinkage of the substrate without 
deformations. No relevant differences were observed when using a slower 
heating ramp. To ensure uniform shrinkage, the sample was placed in the 
oven hung on one side, thus being almost in a freestanding configuration. 
This solution was used in order to minimize contact of the membrane with 
other surfaces during shrinking, avoiding crumpling or sticking effects, and 
allowing for a spontaneous relaxation of the polymeric chains to their 
original shape. 
Optical characterization: Optical images of the ablated samples were 
acquired by means of a commercial brightfield microscope (Eclipse, Nikon) 
equipped with a 10X (CFI Plan Apo Lambda, Nikon), a 40X (CFI Plan Apo 
Lambda, Nikon), and a 100X (CFI Plan Apo Lambda, Nikon) objective lenses. 
Geometrical properties of the laser-ablated patterns were automatically 
obtained by numerical post-processing of the intensity profile curves 
extracted from the optical images. 
 
3.4.2 Fabrication of high aspect-ratio channels  
After studying the performance of PO membranes in case of 2D patterning, 
we extended our investigation to the fabrication of 3D through-holes 
channels. The ability to fabricate micro and nanochannels is highly 
desirable for applications such as microfluidics and sensing, and represents 
at the same time a challenge for current fabrication techniques due to the 
difficulties in achieving structures with high aspect-ratios [109] [110] [111]. 
For this experiment, we equipped our LDW system with a 50X objective lens 
(NA 0.5), while an axicon lens was used to generate a Bessel beam according 
to Figure 3.2. As shown in Figure 3.11, the resulting Bessel beam had a 
central focal spot diameter of about 1.0 µm and a focal depth of 𝑍𝑚𝑎𝑥 = 140 
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µm (FWHM), therefore being well suited for the fabrication of through holes 
in the PO membranes (thickness 25 µm). 
 
 
Figure 3.11 Bessel beam characterization (A) XY and (B) XZ profiles of the Bessel 
beam at the objective lens focal plane.  
As for the case of 2D patterning, we performed a systematic study by 
performing laser ablation with different irradiation parameters. More in 
detail, we initially investigated the possibility of obtaining through-hole 
channels by using different pulse energies and pulse numbers. Figure 3.12A 
shows a map of the fabricated structures by varying the pulse energy 
between 0.4 and 10 µJ, and the number of pulses from 1 to 100. A 
representative case of an array of through-holes with a diameter of about 10 
µm is shown in Figure 3.12B. In this case, the channels were obtained by 
using a laser pulse energy of 6 µJ, and a number of pulses equal to 10. As 
expected, not all the parameter combinations resulted in the generation of 
through-holes in the polymer (Figure 3.12C), leading to partially opened 
channels, or simply to deep holes at both polymer surfaces. In agreement 
with previous studies [112], we observed a ring-like structure surrounding 
the entrance of the ablated holes, most likely being caused by the low-
energy side lobes of the Bessel beam. As the number of laser pulses or the 
laser energy increased, the annular ring became more evident. 
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Figure 3.12 Laser fabrication of through-hole channels. (A) Optical images of the 
laser ablated holes for different laser pulse energy (0.4 to 10 µJ) and pulse number 
(1 to 100). (B) Optical image of an array of through-hole channels fabricated using 
an energy per pulse of 6 µJ and a number of pulses equal to 10. (C) SEM images 
illustrating a magnified view of the channels in (A). 
Following our study of the ablation parameters, we then performed 
shrinking of the fabricated patterns in order to characterize the shrinking 
performance also in case of 3D structures. As an example, Figure 3.13 
illustrates the size (diameter) of the ablated channels as a function of the 
laser pulse energy before and after the shrinking. In this case the number of 
laser pulses per each hole was fixed to 100. By performing a linear fit of the 
experimental data, we could extract the ratio between the slope of the fitted 
curves before and after shrinking, which lead to a shrink factor of about 2.7, 
in agreement with the values observed in case of 2D pattering. 
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Figure 3.13 Laser fabrication of through-hole channels – calibration curve. The size 
(diameter) of the ablated channels is plotted as a function of the used laser pulse 
energy. The number of energy pulses was fixed to 100. 
Notably, also in this case we successfully reduced the minimum feature size 
of the fabricated channels going from an initial minimum feature size (before 
shrinking) of about 1.0 µm to a final one (after shrinking) of about 400 nm.  
Finally, figure 3.14A and 3.14B show a top-view image of the fabricated 
channels before and after the shrinking respectively. These particular 
channels were fabricated by using an energy per pulse of 6 µJ and a number 
of pulses equal to 10 (as for the channels array presented in Figure 3.12B). 
Lateral dimensions of the ablated channels were successfully reduced from 
about 10 µm to 3.7 µm. As previously mentioned, the heat-induced 
shrinkage of the polymers also results in a reduction of lateral dimensions 
together with an increase in thickness.  Figure 3.14C, and 3.14D show the 
corresponding side-view of the fabricated channels. Remarkably, the height 
of the channels increased from 25 µm to almost 170 µm. Therefore, the 
current approach led to an increase in aspect ratio of a factor of ~20 over 
Bessel-beam fabricated channels.  
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Figure 3.14 Laser fabrication of through-hole channels – top and side view. (A) SEM 
images of through hole channels fabricated using an energy per pulse of 6 µJ and a 
number of laser pulses equal to 10. (B) SEM image of the pattern from (A) after the 
shrinking process. (C) Optical image illustrating a side-view of the channels before 
shrinking. (D) Optical image illustrating a side-view of the channels after shrinking. 
Insets represent magnified images of the channels. 
These results show the potential of engineered materials to overcome the 
constraints of LDW techniques. Indeed, Bessel-beams are currently used 
thanks to their needle-like intensity distribution that enables the fabrication 
of high aspect ratio structures. By using engineered materials, such aspect 
ratio can be increased by more than an order of magnitude, obtaining an 
unprecedented control on the laser-fabricated structures. 
 
3.5 Engineering the design of shrinkable materials 
The use of stimuli-responsive materials in order to overcome current 
limitations of LDW systems allows for the creation of devices with 
uncommon or non-trivial geometries. Within section 3.4.3, we showed how 
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the shrinking properties of thermo-shrinkable polymers can be leveraged in 
order to fabricate 3D structures with ultra-high aspect ratios, successfully 
achieving fabrication of through-holes microchannels. Notably, as new 
engineered materials are being developed, additional structures expressing 
innovative or non-conventional shapes could potentially be fabricated, 
therefore increasing the capabilities offered by our technique [113]. 
Nonetheless, fabrication of devices with new articulated or complex shapes 
often requires thoughtful design in order to fully understand and exploit the 
material reconfiguration capabilities [104]. Can any desired pattern be 
fabricated by means of laser ablation and then uniformly shrank while 
preserving its shape? To this end, we performed simulations of the polymers 
shrinking process with the aim of potentially predicting the behavior of 
shrinkable materials, as well as of developing a tool to properly pre-design 
the desired structures prior to laser irradiation. The model presented herein 
represents a preliminary work and results from the simulations should be 
used, at this stage, as a qualitative tool for predicting the reconfiguration 
capabilities of shape-memory polymers. 
 
 
Figure 3.15 Simulation of the shrinking dynamics of a 2D lattice consisting of a 6 
by 6 array of masses (red) mutually interconnected by springs (yellow). (A) Image of 
the lattice before shrinking and (B) after shrinking. 
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Among the various discrete simulations which have already been developed 
to mimic the behavior of polymeric chains, the so-called bead-spring chain 
model represents the simplest simulation of polymeric chains capable of 
capturing the essential physical principles and dynamics of polymers (e.g. 
extension and shrinkage of the polymeric chains) [114]. Accordingly, 
polymeric chains can be approximated as a series of masses mutually 
interconnected by springs. A desired morphological distribution of polymeric 
chains can, therefore, be obtained by building an equivalent system 
composed of masses and springs. 
As an example, Figure 3.15A shows a simulated 2D lattice where the mass-
spring model was used to model a thin polymeric membrane with a single 
central hole, potentially resembling a through-hole channel obtained by 
laser ablation. In this case, each mass was positioned in space according to 
the desired morphology, and connected to the neighboring masses in order 
to resemble the connections between the polymer chains. Importantly, 
starting from this configuration, mechanical stress acting on the polymer 
can be simulated by simply setting the initial extension of the springs. 
According to Hooke’s law, the force generated by a spring can be written as 
𝐹 = 𝑘𝑥 , where 𝑘 is the spring constant, and 𝑥 represents the displacement or 
change in length of the spring with respect to its initial length. As a 
consequence, compression or tension of the springs composing the 
polymeric chains can be simulated by choosing the proper initial value of 𝑥. 
In our case, we simulated shrinkable polymers by setting the springs to an 
initial elongated state. Notably, this configuration can be compared both to 
the case of a pre stretched elastomer, as well as to a heat shrinkable 
polymer. For this particular simulation, we decided to set the initial length 
of the springs to be 2 times their initial length. After simulating shrinking 
dynamics, our model correctly predicted the size reduction of the lattice, as 
shown in Figure 3.15B. Following this first simulation, we then investigated 
the capability of our model to predict the shrinking behaviour of polymeric 
substrates after laser ablation of more complex patterns. To this end, we 
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designed a 2D lattice resembling a polymeric substrate with a pattern of 
holes (Figure 3.16A). 
 
 
Figure 3.16 Simulation of the shrinking dynamics of a 2D lattice consisting of a 21 
by 21 array of masses (red) mutually interconnected by springs (yellow). (A) and (C) 
illustrate two different lattice structures resembling a substrate with an array of 
holes, and a cut-like pattern, respectively. (B) and (D) represent images of the 2D 
lattices after simulation of the shrinking process. Notably, while the pattern in (A) 
correctly reduces its size resulting in a uniform shrinking, the asymmetrical pattern 
in (B) fails to achieve a uniform shrink. 
As in the previous case, we hypothesized an initial elongation of the springs 
of a factor of 2, and then simulated the shrinking process.  Figure 3.16B 
shows the resulting structure after shrinking. In accordance with 
experimental results, the fabricated holes, as well as the substrate, 
uniformly reduced their size, resembling relaxation of the polymer to its 
original shape.  
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Finally, as a proof of concept to evaluate the design of more complex 
structure, we simulated shrinking of a highly non-symmetrical pattern. 
Figure 3.16C shows a 2D lattice resembling a polymeric membrane affected 
by an elongated cut. Is this pattern going to affect the uniformity of the 
shrinking? In this case, simulation of the shrinking process resulted in a 
non-uniform size reduction of the 2D lattice (Figure 3.16D), therefore 
indicating a potential constraint for the successful fabrication of this type of 
patterns. Our model represents only a primitive approximation of the 
behavior of a polymeric material. However, it offers the possibility to 
simulate shrinkable substrates with potentially any desired shape or 
pattern. In conclusion, this could lead to the realization of a useful tool to 
pre-design structures or devices while taking into account the material 
reconfiguration properties. 
Simulations: Custom software written in Python language was developed in 
order to perform simulations of the shrinkable polymers. The mass-spring 
model allowed for the creation of a mesh of m x n virtual masses. Each mass 
was linked to its neighbors by massless springs and positioned at time 𝑡 at 
the location 𝑃𝑖,𝑗(𝑡). Evolution of the system was simulated according to the 
fundamental law of dynamics 𝐹𝑖𝑗 = 𝑚𝑎𝑖𝑗, where 𝑚 is the mass of each point 
𝑃𝑖,𝑗(𝑡) (equal for all points) and 𝑎𝑖𝑗 is the acceleration caused by the force 𝐹𝑖𝑗. 
The force 𝐹𝑖𝑗(𝑡) applied on a point 𝑃𝑖,𝑗(𝑡) at time 𝑡 was computed as 𝐹𝑖𝑗 =
 ∑(𝐹𝑠𝑝𝑟𝑖𝑛𝑔, 𝐹𝑑𝑎𝑚𝑝), which included the force contributions given by the springs 
connected to the mass (𝐹𝑠𝑝𝑟𝑖𝑛𝑔), and by the viscous damping (𝐹𝑑𝑎𝑚𝑝). The 
fundamental dynamics equations were then integrated through time by 
using Euler method in order to retrieve the position of each mass at any 
given time: 
{
 
 𝑎𝑖𝑗(𝑡 + 𝛥𝑡) =
1
𝑚
𝐹𝑖𝑗(𝑡)
𝑣𝑖𝑗(𝑡 + 𝛥𝑡) = 𝑣𝑖𝑗(𝑡) + 𝛥𝑡𝑎𝑖𝑗(𝑡 + 𝛥𝑡)
𝑃𝑖𝑗(𝑡 + 𝛥𝑡) = 𝑃𝑖,𝑗(𝑡) + 𝛥𝑡𝑣𝑖𝑗(𝑡 + 𝛥𝑡)
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where 𝑣𝑖𝑗(𝑡) is the velocity of point 𝑃𝑖,𝑗(𝑡), and 𝛥𝑡 is a chosen time-step. A 
comprehensive description of the used model can be found in  [115]. 
Simulations of the implemented mass-spring model were achieved by ad-hoc 
customization of a Python library for physics-based general 3D mass-spring 
systems (Kinetics Kit, kineticskit.net). Finally, images corresponding to the 
3D rendering of the simulated mass-spring models were obtained by using a 
ray tracing software (PovRay, POV-Ray.org). 
 
3.6 Conclusions 
The focusing capabilities of an optical system can be significantly enhanced 
by combining laser processing together with engineered materials which can 
reconfigure themselves in response to an external stimulus. Fabrication of 
structures with minimum feature size beyond the diffraction limit can, in 
fact, be achieved by means of shrinkable materials. As a result, sub-
micrometric features can be obtained at pulse energies greater than the 
ablation threshold, with a reduction in feature size that directly depends on 
the material shrinkage. In this way, 2D and 3D user-designed patterns can 
be fabricated with dimensions that are significantly reduced compared to 
the traditional laser direct-writing approaches. At this stage, laser ablation 
of engineered materials can be a valid alternative to current multistep, time-
consuming and expensive technologies exploited so far in the 
microfabrication field, opening new possibilities for the rapid design of 
microstructures suitable for a wide range of relevant applications including 
soft-lithography, microfluidics, and lab-on-chip. In the future, application of 
our method to newly developed engineered materials will make it possible to 
further decrease the minimum feature size, thus converting laser-based 
fabrication to a true nanopatterning tool. 
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Conclusions 
Optical systems represent a powerful tool to achieve at the same time 
characterization and modification of materials at the micro and nanoscale. 
The intrinsic properties offered by light enable imaging a biological sample 
with minimal perturbation, as well as fabrication of miniaturized 2D and 3D 
devices with high flexibility. Nonetheless, the trade-off between the spatial 
and temporal resolution offered by standard optical systems and the 
technical constraints imposed by the desired application (e.g. imaging of fast 
biological dynamics or nanoscale laser fabrication) still limits the 
establishment of optical systems to a wider range of applications.  
In this thesis, we explored the development of novel systems for optical-
based imaging and fabrication techniques, with the aim of overcoming 
current limitations in both fields. The  following conclusions can be deduced 
from our work: 
Optical systems for imaging:  
1. Pixel-based Z-focus control enables for novel versatile approaches to 
fast 3D imaging. An acoustic optofluidic lens can be easily integrated 
into a standard laser scanning microscope in order to achieve beam 
shaping capabilities at the microsecond timescale. Such a lens 
enables for high-speed axial scanning in both two-photon microscopy 
and confocal microscopy allowing to perform interchangeably A, B, or 
C scans without the need for dedicated optical setups. By using 
different phase profiles to drive the lens, either high- speed axial 
scanning or controlled aberrations imaging can be achieved.  
2. The possibility to achieve axial scanning on a pixel by pixel basis is 
useful to perform volumetric imaging at high rates (x,y,z,t), or to 
enable for high-speed cross-sectional imaging (x,z,t).  
3. The capability of the acoustic lens to induce controlled aberrations in 
the excitation pathway can increase the penetration depth of current 
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2PE microscopes by means of a differential-aberration imaging 
approach. The lens can, in fact, be used to successfully reject the 
out-of-focus contribution in a 2PE system in order to remove the 
scattering component of an image.  
4. Pixel-based z focus control can potentially establish as a new 
paradigm for laser scanning microscopes, leading to the design of 
novel optical systems capable of achieving unprecedented 3D 
spatiotemporal resolution. 
Optical systems for fabrication:  
1. The use of optical systems together with engineered materials enables 
for the fabrication of structures with a minimum feature size below 
the limitations imposed by diffraction. This approach allows to 
successfully decouple the final size of the fabricated structures from 
light-matter interaction constraints. 
2. The size reduction capabilities offered by shape memory polymers 
such as pre-stretched elastomers and heat-shrinkable polymers 
combined with femtosecond laser ablation enables for the fabrication 
of 2D and 3D structures with sub-wavelength dimensions.  
3. As the shrinking process results in a reduction in lateral dimensions 
together with an increase in thickness, realization of structures with 
aspect ratios not achievable with current laser-based techniques is 
possible.  
4. Laser-based fabrication using engineered materials represents a step 
forward in the use of laser-based fabrication systems for 2D and 3D 
fabrication at the nanoscale. As new engineered materials are being 
developed, this approach could, in fact, pave the way for the use of 
laser systems as economic, flexible and customizable nanofabrication 
tools. 
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