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Abstract
We study discrete random Schro¨dinger operators via the supersym-
metric formalism. We develop a cluster expansion that converges at
both strong and weak disorder. We prove the exponential decay of the
disorder-averaged Green’s function and the smoothness of the local
density of states either at weak disorder and at energies in proximity
of the unperturbed spectrum or at strong disorder and at any energy.
As an application, we establish Lifshitz-tail-type estimates for the local
density of states and thus localization at weak disorder.
1 Introduction
In this paper we consider discrete random Schro¨dinger operators on ℓ2(ZD)⊗
C
S:
Hω = H + γVω , (1.1)
where H is a Hermitian translation-invariant hopping operator, with fast
decaying matrix elements, and Vω is a local random potential, i.e.,
(
Vωu
)
x
=
ωxux, {ωx}x∈ZD being i.i.d. random variables with probability distribution
ν(dωx). The set S ⊂ N is a finite set of indices, which can possibly represent,
e.g., spin or sub-lattice “colour”.
Our work focuses on the study of the disorder-averaged Green’s function
via the supersymmetric (SUSY) formalism. The SUSY approach to random
systems was pioneered in the physics literature by Parisi and Sourals [43, 44],
and by Efetov [27] based on the seminal work of Scha¨fer and Wegner [60,
48]. In the mathematics literature, the SUSY formalism has been rigorously
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applied in the study of random Schro¨dinger operators and random matrices,
see [38, 18, 37, 19, 15, 14, 56, 59, 25, 24, 23, 21, 50, 53, 51, 52].
The analysis carried out in this paper is inspired by [6], where SUSY
and renormalization group have been used to study a massless hierarchical
model for disordered three-dimensional semimetals. One of the main obsta-
cles in the control of the oscillatory SUSY integrals for disordered systems
is represented by the presence of mostly complex reference Gaussian “mea-
sures”. The extension of [6] to the non-hierarchical case requires the use of
a cluster expansion that exploits this strong oscillatory nature of the SUSY
integrals.
The scope of this work is thus to develop a methodology that will be
useful in future settings. The novelty of the present paper consists in
the construction of SUSY cluster expansions based on the so-called Battle-
Brydges-Federbush formula, see [7, 16]. Notice that cluster expansions in
the oscillatory SUSY context were previously considered in [15] in the form
of a Mayer trick that is applicable only to hopping operators without in-
ternal degrees of freedom and only at strong disorder, therefore not general
enough for our purposes. On the other hand, our technique can be applied
to lattice operators with internal degrees of freedom and with long range
hopping. Consequently, by means of a dual SUSY representation of the
Green’s function that we introduce below, we are able to handle the weak
disorder regime as well. As a simple application of our method, we review
some known results in the context of random Schro¨dinger operators.
Let us provide some preliminary definitions. If Λ ⊂ ZD is a finite subset,
we denote by Hω,Λ the restriction of Hω to ℓ
2(Λ) ⊗ CS with zero boundary
conditions outside of Λ. The disorder-averaged Green’s function at finite
volume is the following CS×S-valued function:
GΛ(x, y; z) := Eω
(
1
Hω,Λ − z
)
x,y
, z ∈ C \ R , (1.2)
where Eω denotes the expectation with respect to the product measure
νZD(dω) :=×x∈ZD ν(dωx). The local density of states (LDOS) ρ(E) at
energy E ∈ R can be defined as:
ρ(E) := lim
ǫ→0+
lim
ΛրZd
ρǫ,Λ(E) , ρǫ,Λ(E) :=
1
π|S|
Im TrSGΛ(0, 0;E + iǫ) .
(1.3)
Since Hω is ergodic, ρ(E) exists for almost E ∈ R, see [5] and references
therein for more details.
We make the following assumptions on the disorder distribution:
(H1) The measure ν is Lebesgue absolutely continuous, is even and satisfies
the finite-moment condition
∫
|ω||S|+1ν(ω)dω < ∞. This hypothesis
is assumed throughout the rest of the script.
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(H2) The Fourier transform of the density ν satisfies smoothness and de-
cay conditions that will be made precise at separate times, in (H2-I)
which is based on Definition 3.1 and in (H2-II) which is based on Def-
inition 4.1. The hypotheses (H2-I) and (H2-II) will be assumed only
throughout Section 3 and Section 4 respectively.
We shall remark that we do not anticipate Definitions 3.1 and 4.1 because
they require the discussion of Section 2. In fact, assumption (H2) is formu-
lated in terms of superfunctions rather than of ν: the connection between
the two will only be established in the appendix.
As will be clear, assumptions (H1) and (H2) are quite restrictive but yet
apply to a large class of disorder distributions. This class includes measures
with unbounded support like the Gaussian distribution and perturbations
of it, but also measures whose density is smooth and compactly supported.
1.1 Results
Let us summarize our results based on SUSY cluster expansions and compare
them with the literature. Since ν is even, w.l.o.g. we shall henceforth restrict
to γ > 0. In Section 3 we prove Theorem 3.2 and Corollary 3.4 which
respectively establish some properties of EωGω,Λ and ρ(E) at strong disorder
and at any energy. Assuming (H1) and (H2) our claims can be informally
stated as follows:
Theorem.
(i) Let H be a hopping operator with exponentially decaying matrix ele-
ments and let E ∈ R. If γ ≥ C, C depending on E, ν and the decay
of the matrix elements of H, then uniformly in Λ and in 0 ≤ ǫ ≤ 1
sup
σ,σ′
∣∣(EωGω,Λ(x, y;E ± iǫ))σ,σ′ ∣∣ ≤ C ′ γ−2+δx,ye−c|x−y| , (1.4)
for some constant C ′ depending on E, ν and the decay of the matrix
elements of H, and some constant c depending only on the latter.
(ii) Let H be as above and ReE be in a bounded set. Under the same
assumptions on γ, the LDOS ρ(E) is analytic provided that |ImE| < c,
c depending on γ and ν.
We remark that Theorem 3.2 also implies the Wegner estimate [61],
which in turn implies localization via finite volume criteria [4].
The exponential decay of the disorder-averaged Green’s function for a
class of disorder distributions that includes the Gaussian one and uniformly
as ǫ → 0+ is novel. In [58] the author says that this is indeed expected to
hold based on simple perturbative arguments, but that the corresponding
SUSY model is otherwise difficult to analyze because of oscillations. Decay
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estimates similar to (1.4) are implied, e.g., by the probability estimates in
[31] or by fractional moments [2], but the resulting bounds are not uniform
down to ǫ = 0. In [55, 56] a SUSY representation is used to obtain ex-
ponential decay, uniformly in Λ and ǫ; the technique is based on complex
deformation of the “oscillatory measure” and works for Cauchy distribution
of the disorder (or perturbations of it).
Conversely, the regularity properties of the LDOS at strong disorder
have been extensively studied, see, e.g., [26, 20, 15]. In [15] the application
of cluster expansion techniques to the SUSY representation of the LDOS is
pioneered. The authors consider the Laplacian on ZD in the presence of a
random potential with uniform distribution of the disorder. As anticipated,
our analysis relies on a different expansion and applies to a larger class of
Hamiltonians: the hopping is long-range and due to the presence of internal
degrees of freedom, a non-trivial quartic fermionic interaction appears in the
SUSY representation of EωGω,Λ, not present in [15] by the Pauli exclusion
principle. Besides, in [15] the constant C is uniform in E, which can therefore
span the entire real line. The result in (ii) is thus weaker in this regard, but
the result in (iv) presented below is complementary and allows us to consider
E in unbounded sets at finite γ.
In Section 4 we prove Theorem 4.2, Corollary 4.4 and Theorem 4.5 which
establish some properties of EωGω,Λ and ρ(E) at weak disorder and at en-
ergies outside of the unperturbed spectrum. Assuming (H1) and (H2) our
claims can be informally stated as follows:
Theorem.
(iii) Let E be outside of σ(H) and define δ := dist(E, σ(H)). If γ ≤ Cδ
for some small constant C depending on ν, then uniformly in Λ and
ǫ ≥ 0
sup
σ,σ′
∣∣(EωGω,Λ(x, y;E ± iǫ))σ,σ′∣∣ ≤ C ′ γ−δx,ye−θ√δ|x−y| , (1.5)
for some constant C ′ depending on ν and for any θ ∈ [0, 1).
(iv) Let ReE be in a bounded set outside of σ(H). Under the same as-
sumptions on γ as in (iii), the LDOS ρ(E) is analytic provided that
|ImE| < c, c depending on γ and ν.
(v) Under the same assumptions as in (iii), the following bound holds true
uniformly in Λ and ǫ ≥ 0∣∣ρǫ,Λ∣∣ ≤ C ′ γ−1 e−c(γ δ−1)−1/2p , (1.6)
for some constants C ′, c and p depending on ν.
4
We remark that Lifshitz-tail-type estimates, presented in Theorem 4.5,
are well-known [39] to imply localization via finite-volume criteria, see Re-
mark 4.8 for details.
The exponential decay of the disorder-averaged Green’s function at weak
disorder and at energies close to the spectrum was expected to hold true [58],
but no proof was available to the best of our knowledge. One reason for this,
is that the methods based on fractional moments or on probability estimates
do not allow the direct control of the disorder-averaged Green’s function. On
the other hand, the SUSY formalism is suitable for studying the disorder-
averaged Green’s function, but the control of the estimates is cumbersome
because of oscillations.
The LDOS was expected to be analytic at weak disorder and away from
the unperturbed spectrum [20]. In [14] Bovier studied the analyticity of the
LDOS in a hierarchical model at weak Gaussian-distributed disorder and at
energies in proximity of the “band edge”. The work is based on SUSY and
on the renormalization group analysis of the hierarchical Laplacian. Our
result applies to any hopping Hamiltonian with quadratic energy dispersion
relation at the band edge, e.g., the discrete Laplacian −∆ZD.
Localization in the Lifshitz-tail regime has already been established in
[2, 59, 39, 29]. In [2], Aizenman establishes localization up to δ ≥ Cγ
1
1+D+ǫ ,
ǫ > 0 and C universal constant. The result was improved by Wang [59] to
δ ≥ γ and later on boosted by Klopp [39] up to δ ≥ γ1+
D
4D+4 . Finally, in
[29] Elgart proved localization up to δ ≥ Cedgeγ
2+ γ4−ǫ, with ǫ > 0 and op-
timal Cedge > 0
1. The proof is based on the systematic resummation of the
“tadpole graph” in the perturbative expansion of the Green’s function, as
analysed by Spencer in [57]. Notice that in [2] a very general class of disorder
distribution is considered and localization is established at energies close to
the unperturbed spectrum. On the other hand, in [59, 39] and in [29] they
consider disorder distributions with semi-bounded and bounded support re-
spectively; furthermore, the result is established at energies close to the
spectrum of the random Hamiltonian (in these cases δ ≡ dist(E, σ(Hω))).
Our Lifshitz-tail-type estimate in Theorem 4.5 applies to disorder measures
with unbounded support, e.g., the Gaussian distribution, and allows us to
prove localization in the proximity of the unperturbed spectrum, at energies
up to δ ≥ γ | ln γ|α, for some α sufficiently large. We believe that this is the
best achievable result with a single-step SUSY cluster expansion.
The paper is organized as follows. In Section 2 we describe the machin-
ery of the “superformalism” and we provide two SUSY representations of
the disorder-averaged Green’s function. In Section 3 we formalise the as-
sumptions on νˆ as (H2-I), and we prove the results (i) and (ii) above. In
Section 4 we introduce the assumption (H2-II) on νˆ and we prove the re-
1The constant Cedge is precisely the one expected for the mobility edge, and corresponds
to the extraction of the tadpole diagram, see [29].
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sults (iii), (iv) and (v). In appendix we discuss in more detail examples of
disorder distributions that satisfy the hypotheses (H2-I) and (H2-II).
2 SUSY formalism
After a brief introduction to normed Grassmann algebras and superfunc-
tions, we state three main propositions that are crucial in our analysis. We
conclude the section with Proposition 2.14: we provide two SUSY represen-
tations of GΛ that will be used respectively at strong and weak disorder.
The use of super Fourier transform and the estimation in norm of the SUSY
integrals are the novel features of our method.
2.1 Normed Grassmann Algebras
Grassmann algebras formalise the algebraic structure of anticommuting vari-
ables. They are widely used in statistical mechanics and field theory [46,
47, 42]. It is useful to equip these algebras with a suitable norm: this will
make the estimates in Sections 3 and 4 rather simple and intuitive. Previous
examples of the use of norms in the context of Grassmann integration can
be found in [30, 8].
Definition 2.1. A Grassmann algebra is a complex unital algebra whose
generators anticommute.
We will only consider Grassmann algebras with a finite number of gener-
ators. LetX,Y be subsets of Λ; we use the boldface font to denote the Carte-
sian product of such sets with S, that is, we write X := X× S, Y := Y× S
and so on. We introduce the following Grassmann algebras:
G :=
∧
C
S×{±} , GX :=
∧
C
X×{±} , ∀X ⊂ Λ . (2.1)
We notice that G ∼= G {x} for any x ∈ Λ, so that any discussion on GX
includes G as a special case. Let {ψεx,σ}
ε=±
(x,σ)∈X be the set of generators of
GX and let the set Λ × {±} be provided with a total order. It is easy to
see that the Grassmann algebra GX is a complex linear space of dimension
22|X|, the basis elements being
ψX :=
∏′
(x,σ,ε)∈X
ψεx,σ , for X ⊂ X× {±} , (2.2)
where the prime in the product operator means that the product is ordered.
Accordingly, we can write any element f ∈ GX as
f =
∑
X⊂X×{±}
fX ψ
X , (2.3)
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for some fX ∈ C that will be called coefficients of f .
The generators of a Grassmann algebra are often referred to as anticom-
muting variables. It is useful for our purposes to think of GX as a set of
functions of such anticommuting variables: if f ∈ GX and if {ψεx,σ}
ε=±
(x,σ)∈X
is the set of generators, we will write f = f(ψ). Because we think of ele-
ments of a Grassmann algebra as functions of anticommuting variables, it
is quite natural to introduce a linear operation like integration. Grassmann
integration is defined as follows:∫
dψεx,σ1 = 0 ,∫
dψεx,σ
∫
dψε
′
x′,σ′f(ψ) = −
∫
dψε
′
x′,σ′
∫
dψεx,σf(ψ) ,∫
dψεx,σ
(
ψε
′
x′,σ′f(ψ)
)
= δε,ε′δx,x′δσ,σ′f(ψ)− ψ
ε′
x′,σ′
∫
dψεx,σf(ψ) .
(2.4)
We shall also set ∫
dψX · :=
∏
(x,σ)∈X
∫
dψ+x,σ
∫
dψ−x,σ · . (2.5)
Despite looking very peculiar, Grassmann integration is the cornerstone of
the supersymmetric formalism, see Proposition 2.6. Furthermore, we will
use Grassmann integration as a tool for representing certain maps between
elements of a Grassmann algebra, see, e.g., Lemma 2.9. This requires us
to work within larger Grassmann algebras generated by two or more sets of
independent variables, e.g., {ψεx,σ}
ε=±
(x,σ)∈X and {η
ε
x,σ}
ε=±
(x,σ)∈X. In such cases,
we will not explicitly refer to the larger algebra and we will only say that
the Grassmann variables are independent.
We now define normed Grassmann algebras, which are introduced al-
ready in [9].
Definition 2.2. A Grassmann algebra is said to be normed if it is equipped
with a norm ‖ · ‖ satisfying:
‖1‖ = 1 , ‖f g‖ ≤ ‖f‖‖g‖ , (2.6)
1 denoting the multiplicative identity, f and g being any element of the
Grassmann algebra.
Remark 2.3. Notice that a normed Grassmann algebra is a Banach algebra.
Henceforth, we equip the Grassmann algebra GX with the following ℓ1-
type norm:
‖f‖ :=
∑
X⊂X×{±}
|fX | , ∀f ∈ G
X . (2.7)
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Lemma 2.4. The Grassmann algebra GX equipped with ‖·‖ defined in (2.7)
is a normed Grassmann algebra.
Remark 2.5. The same holds true for the larger Grassmann algebras with
two or more sets of independent generators. In the present work, the norm
will be always implicitly associated with the largest Grassmann algebra we
work with.
Proof. For any f, g ∈ GX we have
f g =
∑
X⊂X×{±}
∑
X ′⊂X×{±}
fX gX′ ψ
X ψX
′
=
∑
X⊂X×{±}
( ∑
X ′∩X ′′=∅
X ′∪X ′′=X
sign(X ′,X ′′)fX′ gX′′
)
ψX ,
(2.8)
for some sign(X ′,X ′′) ∈ {±} which we shall leave unspecified. Hence
‖f g‖ =
∑
X⊂X×{±}
∣∣∣ ∑
X ′∩X ′′=∅
X ′∪X ′′=X
sign(X ′,X ′′)fX′ gX′′
∣∣∣
≤
∑
X⊂X×{±}
∑
X ′∩X ′′=∅
X ′∪X ′′=X
∣∣fX′ gX′′ ∣∣ ≤ ‖f‖ ‖g‖ . (2.9)
A normed Grassmann algebra is useful because we can estimate Grass-
mann integrals and thus avoid their exact computation. The following prop-
erty holds: ∣∣∣ ∫ dψXf(ψ)∣∣∣ ≤ ‖f‖ , ∀f ∈ GX , (2.10)
and will be used extensively below. Notice that when we estimate Grass-
mann integrals, property (2.6) is particularly useful because the integrand
f(ψ) is usually the product of different terms that we want to control sepa-
rately.
2.2 Superfields and Superfunctions
Supervectors are collections of commuting and anticommuting variables:
Φ := (φ,ψ),
φ = (φ1,1, φ1,2 . . . , φ|S|,1, φ|S|,2) ∈ R2|S| , ψ = (ψ+1 , ψ
−
1 , . . . , ψ
+
|S|, ψ
−
|S|) ,
(2.11)
where {ψ±σ }σ∈S is a set of generators of the normed Grassmann algebra G .
If Φ is a supervector, we shall write Φ ∈ S. It is customary to introduce the
complex-variable notation
φ±σ := φσ,1 ± iφσ,2 , (2.12)
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that is, φσ,1 = Reφ
+
σ and φσ,2 = Imφ
+
σ , and to denote by Φ
+ = (φ+, ψ+)
and Φ− = (φ−, ψ−) the row and column vectors respectively. Thus,
Φ+Φ− =
∑
σ∈S
φ+σ φ
−
σ + ψ
+
σ ψ
−
σ , (2.13)
is an element of G , while Φ−Φ+ is a S× S supermatrix.
Functions of a supervector are G -valued maps, f : Φ 7→ f(Φ) ∈ G . For
example, any polynomial in Φ+Φ− is a function of a supervector; if f(·) is an
analytic function, also f(Φ+Φ−), defined by its Taylor expansion, is another
instance of such functions.
Superfields are maps from subsets of Λ to supervectors, that is Φ : X ∋
x 7→ Φx ∈ S. If Φ is a superfield we shall write Φ ∈ S
X. Given a superfield
Φ, we define Φ± : x 7→ Φ±x . The contraction
Φ+xAx,yΦ
−
y =
∑
σ,σ′∈S
[
φ+x,σ
(
Ax,y
)
σ,σ′
φ−y,σ′ + ψ
+
x,σ
(
Ax,y
)
σ,σ′
ψ−y,σ′
]
, (2.14)
where Ax,y ∈ C
S×S, will be widely used in the rest of the script.
Superfunctions are maps f : SX → GX. It is clear that a superfunction
can be decomposed as in Eq. (2.3):
f(Φ) =
∑
X⊂X×{±}
fX (φ)ψ
X (2.15)
where the functions fX : R
2X → C will be called the coefficients of f . With
abuse of notation we will write f((φ, 0)) := f∅(φ) or f(Φ)|ψ=0 := f∅(φ).
We also introduce some useful spaces of superfunctions. We say that
a superfunction f : SX → GX belongs to the space Lp(SX,G X) if all its
coefficients belong to the Banach space Lp(R2X) of measurable functions
g : R2X → C such that |g|p is Lebesgue integrable if p ∈ [1,∞) or that are
essentially bounded if p =∞. Similarly, we introduce the space of Schwartz
superfunctions S (SX,GX), that is, those superfunctions whose coefficients
are elements of S (R2X). It is natural to consider the following norm on
Lp(SX,GX) for p ∈ [1,∞):
‖f‖Lp(SX,GX) :=
(∫
dφX
(
‖f(Φ)‖
)p)1/p
, (2.16)
having set set
dφx :=×
σ∈S
π−1dφx,σ,1dφx,σ,2 , dφX :=×
x∈X
dφx , (2.17)
and for p =∞
‖f‖L∞(SX,GX) := ess sup
φ∈R2X
‖f(Φ)‖ . (2.18)
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Superintegration is denoted by:∫
dΦX · :=
∫
dφX
∫
dψX · . (2.19)
Superintegration will be used as a tool for representing certain maps between
superfunctions, e.g., the super Fourier transform, see Definition 2.7. This
will require additional superfields and thus other independent Grassmann
variables. When this is the case, we always implicitly work in a larger
Grassmann algebra, generated by all the Grassmann variables we consider,
see also discussion below (2.5), and say that we have independent superfields.
As a simple consequence of (2.10), notice the bounds:∣∣∣ ∫ dΦX f(Φ)∣∣∣ ≤ ∫ dφX ∣∣∣ ∫ dψXf(Φ)∣∣∣ ≤ ∫ dφX ∥∥f(Φ)∥∥ = ‖f‖L1(SX,GX) ,
(2.20)
which will be repeatedly used in the rest of the script.
2.3 Three main propositions
The first identity that we present is the so-called supersymmetric replica
trick, which is a way to write the entries of a matrix via super Gaussian in-
tegrals. This trick was first introduced in the context of random Schro¨dinger
operators by Efetov [27].
Proposition 2.6. Let A ∈ CX×X be a complex matrix with positive definite
Hermitian part. The following representation holds true:
(A−1)x,y =
∫
dΦX e
−∑x′,y′ Φ+x′Ax′,y′Φ
−
y′ ψ−x ψ
+
y (2.21)
where (A−1)x,y ∈ CS×S and ψ−x ψ+y is a S×S matrix of Grassmann variables.
Proof. It is well-known, see for example Section 3 in [62], that for any in-
vertible complex matrix A ∈ CX×X
(A−1)x,y = (detA)−1
∫
dψX e
−∑x,y∈X ψ+x Ax,yψ−y ψ−x ψ
+
y . (2.22)
We notice that if φ± = φ1 ± iφ2, φi ∈ RX, we can write∑
x,y∈X
φ+xAx,yφ
−
y =
∑
x,y∈X
∑
σ,σ′∈S
φ+x,σ(Ax,y)σ,σ′φ
−
y,σ′
=
(
φT1 φ
T
2
)( A+AT
2 −i
A−AT
2
iA−A
T
2
A+AT
2
)
︸ ︷︷ ︸
=:A˜
(
φ1
φ2
)
,
(2.23)
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with A˜ ∈ C2X×2X being symmetric. If A has positive Hermitian part then
A˜ is non-singular and
(
φT1 φ
T
2
)
Re A˜
(
φ1
φ2
)
≥ 0 for any φi ∈ R
X, therefore∫
dφX e
−∑x,y∈X φ+xAx,yφ−y = (detA)−1 , (2.24)
see for instance Section 7 in [35]. Putting together (2.22) and (2.24) proves
the claim.
In the second proposition we state the super Plancherel identity. This
identity is the keystone of the dual SUSY cluster expansion that we present
in Section 4. It is based on the theory of super Fourier transform, which we
will briefly cover. We shall point out that Berezin had already considered
the Fourier transform on Grassmann algebras in his pioneering work [9], see
also [11, 10].
Definition 2.7 (Super Fourier Transform). Let f ∈ L1(SX,G X). The super
Fourier transform of f , denoted by f̂ , is the function f̂ : SX ∋ ξ 7→ f̂(ξ) ∈
GX defined by:
f̂(ξ) :=
∫
dΦX e
−i∑x∈X
(
ξ+x Φ
−
x +Φ
+
x ξ
−
x
)
f(Φ) , (2.25)
where ξ = (κ, η) ∈ SX is another independent superfield and where
ξ+x Φ
−
x +Φ
+
x ξ
−
x =
∑
σ∈S
ξ+x,σΦ
−
x,σ +Φ
+
x,σξ
−
x,σ . (2.26)
Some important properties of the Fourier transform on L1(R2X) and
S (R2X) carry over to L1(SX,GX) and S (SX,G X). In particular, we will
see that the super Fourier transform is invertible in the latter space, the
inversion being the super Fourier transform with flipped sign.
Proposition 2.8 (Super Plancherel identity). Let f ∈ S (SX,G X) and
g ∈ L1(SX,G X), then∫
dΦX f(Φ) g(Φ) =
∫
dξX f̂(ξ) ĝ(−ξ) . (2.27)
The proof of this statement is trivial once the inversion theorem for the
Grassmann Fourier transform is established.
Lemma 2.9. Let {ψεx,σ}
ε=±
(x,σ)∈X and {η
ε
x,σ}
ε=±
(x,σ)∈X be independent Grass-
mann variables. For any f = f(ψ) let
f̂(η) :=
∫
dψX e
−i∑x∈X
(
η+x ψ
−
x +ψ
+
x η
−
x
)
f(ψ) , (2.28)
be the Grassmann Fourier transform. Then,
f(ψ) =
∫
dψX e
i
∑
x∈X
(
ψ+x η
−
x +η
+
x ψ
−
x
)
f̂(η) . (2.29)
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Proof. Let {ψεx,σ}
ε=±
(x,σ)∈X, {ψ
′ε
x,σ}
ε=±
(x,σ)∈X and {η
ε
x,σ}
ε=±
(x,σ)∈X be independent
Grassmann variables. Define
δX(ψ) :=
∫
dηX e
−i∑x∈X
(
η+x ψ
−
x +ψ
+
x η
−
x
)
. (2.30)
We are going to show that this function plays the role of the Dirac delta
function in the anticommuting setting, that is∫
dψX δ
X(ψ − ψ′) f(ψ) = f(ψ′) . (2.31)
By linearity, it suffices to prove (2.31) in the case f(ψ) = ψX , for any
X ⊂ (X× {±}). First of all, we notice that by nilpotency
e−i
∑
x∈X
(
η+x ψ
−
x +ψ
+
x η
−
x
)
=
∏
(x,σ,ε)∈X×{±}
(
1− iεηεx,σψ
−ε
x,σ
)
. (2.32)
The term which contains all the η’s is by inspection
∏
(x,σ) η
−
x,ση
+
x,σψ
−
x,σψ
+
x,σ,
thus
δX(ψ) =
∫
dηX e
−i∑x∈X
(
η+x ψ
−
x +ψ
+
x η
−
x
)
=
∏
(x,σ)∈X
ψ−x,σψ
+
x,σ , (2.33)
where we used that η−x,ση+x,σ and ψ−x,σψ+x,σ are even elements and thus com-
mute. As a consequence, for any set X ⊂ (X× {±}) we can write
δX(ψ) = sign(X)ψX
′
ψX , (2.34)
where X′ := (X × {±}) \ X and where sign(X ) is a permutation sign which
we leave unspecified. Again by nilpotency, we notice that the only term in
δX(ψ − ψ′) that gives non-vanishing contribution to (2.31) with f(ψ) = ψX
is sign(X )ψX′(−ψ′)X , so that∫
dψX δ
X(ψ − ψ′)ψX =
∫
dψX sign(X)ψX
′
(−ψ′)XψX
=
∫
dψX
( ∏
(x,σ)∈X
ψ−x,σψ
+
x,σ
)
ψ′X = ψ′X ,
(2.35)
where in the second equality we used that (−ψ′)XψX = ψX (ψ′)X while in the
last one the definition of
∫
dψX. The inversion of the Grassmann Fourier
transform is then established:∫
dηX e
i
∑
x∈X
(
ψ+x η
−
x +η
+
x ψ
−
x
)
f̂(η)
=
∫
dψ′X
∫
dηX e
−i∑x∈X
(
η+x (ψ
′−
x −ψ−x )+(ψ′+x −ψ+x )η−x
)
f(ψ′)
=
∫
dψ′Xδ
X(ψ′ − ψ)f(ψ′) = f(ψ) .
(2.36)
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Proof of Proposition 2.8. By swapping the bosonic integration with Grass-
mann integration and using the invertibility of the Fourier transform in
S (R2X,C) we obtain that
f(Φ) =
∫
dξX e
i
∑
x∈X
(
ξ+x Φ
−
x +Φ
+
x ξ
−
x
)
f̂(ξ) , (2.37)
for any f ∈ S (SX,G X), thus establishing the invertibility of the super
Fourier transform on this space. We have,∫
dΦX f(Φ) g(Φ) =
∫
dΦX
∫
dξX e
i
∑
x∈X
(
ξ+x Φ
−
x +Φ
+
x ξ
−
x
)
f̂(ξ) g(Φ)
=
∫
dξX f̂(ξ) ĝ(−ξ) ,
(2.38)
where we swapped the superintegrals by Fubini-Tonelli theorem, since
‖f̂‖L1(SX,GX), ‖g‖L1(SX,GX) and
∥∥ei∑x∈X (ξ+x Φ−x +Φ+x ξ−x )∥∥
L∞(SX,GX) are finite.
Before moving to the last proposition of this section, we present a lemma
that is the extension of a simple and well-known inequality in the theory of
Fourier transform.
Lemma 2.10. Let f ∈ L1(SX,G X). The following bound holds true:
‖f̂ ‖L∞(SX,GX) ≤ ‖f‖L1(SX,GX) . (2.39)
Proof. Let Φ = (φ,ψ) ∈ SX and ξ = (κ, η) ∈ SX be independent superfields.
Clearly we have
‖f̂(ξ)‖ ≤
∫
dφX
∥∥∥ ∫ dψXe−i∑x∈X(η+ψ−x +ψ+x η−x ) f(Φ)∥∥∥ . (2.40)
We shall prove that the Grassmann norm on the r.h.s. of (2.40) is equal to
‖f(Φ)‖ by showing that the Grassmann Fourier transform rearranges the
coefficients up to a phase factor. We write the exponential term as∏
(x,σ,ε)∈X×{±}
(
1− iεηεx,σψ
−ε
x,σ
)
=
∑
X⊂X×{±}
phase(X)ηX ψX , (2.41)
where phase(X) ∈ U(1), while X is the subset of X × {±} obtained from
X by flipping all the ε’s. By noticing that δX(ψ) = sign(X ′)ψXψX
′
, where
X ′ = (X× {±}) \ X (see proof of Lemma 2.9) we obtain∫
dψXe
−i∑x∈X(η+ψ−x +ψ+x η−x ) f(Φ) =
∑
X⊂X×{±}
phase(X ) sign(X ′)f
X
′(φ)ηX
′
,
(2.42)
and the claim follows since there is a one to one correspondence between X
and X ′.
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Last but not least, supersymmetry is a crucial property in the analysis
of superintegrals. The last proposition we present is an instance of the
well-known localization formula for supersymmetric functions [43].
Let us first define what supersymmetry is.
Definition 2.11 (SUSY). Introduce the differential operator:
QΦ =
∑
(x,σ)∈X
∑
ε
[
ψεx,σ
∂
∂φεx,σ
− εφεx,σ
∂
∂ψεx,σ
]
. (2.43)
We say that f is supersymmetric if it is Q-closed, that is, it is differentiable
and satisfies
QΦf(Φ) = 0 . (2.44)
For the sake of generality, we shall state the SUSY localization formula
under weak decay assumptions.
Proposition 2.12 (SUSY localization formula). Let f be supersymmetric
and decaying at infinity. If f and Φ 7→ (1+ |φεx,σ |)
−1 ψεx,σ (∂/∂φεx,σ)f(Φ) are
in L1(SX,G X) for any (x, σ, ε) ∈ X× {±} then∫
dΦX f(Φ) = f(0) . (2.45)
Even though our assumptions are somewhat weaker than, e.g., [25, 8], the
proof outlined in those references carries over and is therefore here omitted.
A more geometrical perspective on this statement can be found in [12, 49,
13].
The following lemma will be useful for the application of the SUSY
localization formula.
Lemma 2.13. Let f ∈ L1(S,G ) be even, supersymmetric and invariant
under U(1)×S fermionic transformations, ψεσ 7→ eiεθσψεσ for θ ∈ [0, 2π)S.
Then
ψεσ
∂
∂φεσ
f(Φ) = −εφ−εσ
∂
∂ψ−εσ
f(Φ) , ∀σ ∈ S, ε ∈ {±} . (2.46)
Proof. Denote by Uθ the U(1)
×S fermionic transformation. Since 0 and f
are invariant, we have that UθQΦ U
−1
θ f(Φ) = 0 for any θ ∈ [0, 2π)
S. We
decompose QΦ =
∑
ε,σ Q˜ε,σ, with Q˜ε,σ := ψ
ε
σ
∂
∂φεσ
+ εφ−εσ
∂
∂ψ−εσ
satisfying
Uθ Q˜ε,σ U
−1
θ = e
iεθσQ˜ε,σ. Fix σ¯ and ε¯ and choose θσ = δσ¯,σπ and θ
′
σ =
δσ¯,σπ/2. Then, the linear combination
0 =
1
4
QΦf(Φ)−
1
4
UθQΦ U
−1
θ f(Φ)
−
i
4
ε¯Uθ′ QΦ U
−1
θ′ f(Φ) +
i
4
ε¯Uθ+θ′ QΦ U
−1
θ+θ′f(Φ) = Q˜ε¯,σ¯f(Φ) , (2.47)
which is exactly Eq. (2.46) for σ¯ and ε¯.
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2.4 Disorder-averaged Green’s function
In the proposition below two SUSY representations of the disorder-averaged
Green’s function are finally discussed. The first representation is well-known
and has already been applied to the study of the Anderson model at strong
disorder [27], see also [15]. The second representation is new, to the best of
our knowledge. It is particularly useful at weak disorder and energies close
to the spectrum of H. We call these two SUSY representations respectively
“direct SUSY integral” and “dual SUSY integral”.
We provide some preliminary definitions. By assumption on the disorder
distribution, see (H1), we have that
∫
|ω||S|+1ν(ω)dω <∞ and thus we can
define the following function of a supervector:
Fz(Φ) := e
γ−1z(Φ+Φ−)νˆ(Φ+Φ−) , (2.48)
where z ∈ C and where
νˆ(Φ+Φ−) :=
∫
eiωΦ
+Φ− ν(ω) dω =
|S|∑
n=0
νˆ(n)(φ+φ−)
(ψ+ψ−)n
n!
. (2.49)
The condition on the moments of ν is necessary in order to have νˆ(n) well-
defined for n = 0, . . . , |S|. It is important to notice that Fz is supersymmetric
QΦFz(Φ) = 0, even Fz(Φ) = Fz(−Φ) and invariant under U(1)
×S fermionic
transformations, see Lemma 2.13.
We will also need to measure the decay of the lattice operators we
consider. To this end, we introduce the following norm: for any A ∈
C
(ZD×S)×(ZD×S)
‖A‖∞,1 := sup
x∈ZD
∑
y∈ZD
∑
σ,σ′∈S
∣∣(Ax,y)σ,σ′ ∣∣ . (2.50)
We can finally state the proposition.
Proposition 2.14 (SUSY representation). Let Λ ⊂ ZD be finite and ǫ > 0.
Assume that F0 ∈ L
1(S,G ). Then for any γ > 0, and any x, y ∈ Λ the
functions GΛ(x, y;E + iǫ) and GΛ(x, y;E − iǫ) are analytic respectively in
ImE > 0 and in ImE < 0, and the following representations hold true:
(i) Direct SUSY integral:
GΛ(x, y;E ± iǫ) = ±i γ
−1
∫
dµ±Λ(Φ)F
Λ
±iE−ǫ(Φ)ψ
−
x ψ
+
y , (2.51)
where for any X ⊂ Λ we define:
dµ±
X
(Φ) = dΦX µ
±
X
(Φ) , µ±
X
(Φ) := e∓iγ
−1
∑
x,y∈XΦ
+
xHx,yΦ
−
y ,
FX±iE−ǫ(Φ) =
∏
x∈X
F±iE−ǫ(Φx) . (2.52)
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(ii) Dual SUSY integral:
GΛ(x, y;E ± iǫ) = ±i γ
−1
∫
dµ̂±Λ(ξ)
∂
∂η+x
∂
∂η−y
F̂0
Λ
(ξ) , (2.53)
where for any X ⊂ Λ we define:
dµ̂±
X
(ξ) = dξX µ̂
±
X
(ξ) , µ̂±
X
(ξ) := e±iγ
∑
x,y∈X ξ
+
x C
E±iǫ
x,y ξ
−
y ,
F̂0
X
(ξ) =
∏
x∈X
F̂0(ξx) , (2.54)
with Cz = (H − z)−1 and ξ = (κ, η) ∈ SΛ, see below Eq. (2.25).
Proof. We apply Proposition 2.6 to ±i(Hω − E ∓ iǫ) ∈ C
Λ×Λ, which has
positive definite Hermitian part for any ω (Hω is Hermitian) provided that
ǫ > 0. After rescaling Φ → γ1/2Φ (which preserves dΦΛ, see, e.g., [9]) we
can write:
± i
((
Hω,Λ−E∓ iǫ
)−1)
x,y
= γ−1
∫
dµ±Λ(Φ)ψ
−
x ψ
+
y e
∓i∑x′ [ωx′−γ−1(E±iǫ)]Φ+x′Φ
−
x′
(2.55)
where ψ−x ψ+y is a S×Smatrix of Grassmann variables and where dµ
±
Λ(Φ) is as
in the statement. We shall swap disorder-expectation with superintegration
by Fubini-Tonelli theorem. To this end, we need to prove that
sup
σ,σ′
Eω
∫
dφΛ
∣∣∣ ∫ dψΛ µ±Λ(Φ)ψ−x,σψ+y,σ′ e∓i∑x′ [ωx′−γ−1(E±iǫ)]Φ+x′Φ−x′ ∣∣∣ <∞ .
(2.56)
By means of (2.10), see also (2.20), we have that
l.h.s. (2.56)
≤ sup
σ,σ′
Eω
∫
dφΛ
∥∥∥µ±Λ(Φ)ψ−x,σψ+y,σ′ e∓i∑x′ [ωx′−γ−1(E±iǫ)]Φ+x′Φ−x′∥∥∥ . (2.57)
Since Λ is finite, for any hopping Hamiltonian the following quantity is
bounded
‖HΛ‖∞,1 = sup
x∈Λ
∑
x′∈Λ
∑
σ,σ′∈S
∣∣(Hx,x′)σ,σ′ ∣∣ <∞ , (2.58)
see (2.50), where HΛ = 1ΛH1Λ, 1Λ being the characteristic function of Λ.
It appears that we can bound the Grassmann norm of µ±Λ(Φ) as follows:∥∥µ±Λ(Φ)∥∥ = ∥∥∥e∓iγ−1∑x,y∈Λ φ+xHx,yφ−y e∓iγ−1∑x,y∈Λ ψ+x Hx,yψ−y ∥∥∥
≤ eγ
−1‖∑x,y∈Λ ψ+x Hx,yψ−y ‖ ≤ eγ
−1‖HΛ‖∞,1 |Λ| ,
(2.59)
where we used the properties of the norm and that
∑
x,y∈Λ φ
+
xHx,yφ
−
y ∈ R.
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If we denote by Tayn the n-th order Taylor expansion in zero, then the
following bound
sup
σ,σ′
∥∥∥µ±Λ(Φ)ψ−x,σψ+y,σ′ e∓i∑x′ [ωx′−γ−1(E±iǫ)]Φ+x′Φ−x′∥∥∥
≤
∥∥µ±Λ(Φ)∥∥ sup
σ,σ′
∥∥∥ψ−x,σψ+y,σ′∥∥∥ ∏
x′∈Λ
∥∥∥e∓i[ωx′−γ−1(E±iǫ)]Φ+x′Φ−x′∥∥∥
≤ eγ
−1‖HΛ‖∞,1 |Λ|
[ ∏
x′∈Λ
e−ǫγ
−1φ+
x′
φ−
x′
∥∥∥e∓i[ωx′−γ−1(E±iǫ)]ψ+x′ψ−x′∥∥∥]
≤ eγ
−1‖HΛ‖∞,1 |Λ|
[ ∏
x′∈Λ
e−ǫγ
−1φ+
x′
φ−
x′ Tay|S|e
|ωx′−γ−1(E±iǫ)||S|
]
(2.60)
proves the finiteness of the r.h.s. in (2.57), since
Eω
∏
x′∈Λ
Tay|S|e
|ωx′−γ−1(E±iǫ)||S| <∞ ,∫
dφΛ
∏
x′∈Λ
e−ǫγ
−1φ+
x′
φ−
x′ = (γǫ−1)|Λ| |S| ,
(2.61)
respectively by assumption (H1) and by explicit computation. The claim in
(i) then follows because
Eω
∏
x′∈Λ
e∓iωx′Φ
+
x′
Φ−
x′ =
∏
x′
νˆ(Φ+x′Φ
−
x′) , (2.62)
where we used that {ωx}x∈Λ are i.i.d. and ν is even.
We notice that the function Φ 7→ µ±Λ(Φ)e
γ−1(±iE−ǫ)∑x∈Λ Φ+x Φ−x belongs
to S (SΛ,G Λ) if ǫ > 0 and if respectively ± ImE ≥ 0. Furthermore, the
Grassmann coefficients of the function E 7→ eγ
−1(±iE−ǫ)∑x∈Λ Φ+xΦ−x are holo-
morphic. Since ψ−x ψ+y FΛ0 ∈ L
1(SX,GX), by standard application of domi-
nated convergence and Morera’s theorem the functions GΛ(x, y;E + iǫ) and
GΛ(x, y;E − iǫ) are analytic respectively in ImE > 0 and ImE < 0.
Finally, to prove claim (ii), we apply super Plancherel identity (see
Proposition 2.8) to the r.h.s. of (2.51), and use the fact that
∂
∂η+x
∂
∂η−y
F̂0
Λ
(ξ) =
∫
dΦΛe
−i∑x′∈Λ
(
ξ+
x′
Φ−
x′
+Φ+
x′
ξ−
x′
)
ψ−x ψ
+
y F
Λ
0 (Φ) . (2.63)
Remark 2.15. Our proof of the SUSY representation relies on ν having
finite moments (H1). This hypothesis can be weakened by use of, e.g., super-
symmetric polar coordinates [22]. In such a case, the SUSY representation
could possibly involve a more complicated expression than νˆ(Φ+Φ−).
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With stronger assumptions on ν, we can analytically extend the SUSY
integral and hence GΛ(x, y;E ± iǫ) in the variable E.
Lemma 2.16 (Analytic continuation). Let Λ ⊂ ZD be finite and ǫ ≥ 0. If
for some β ≥ 0 Fβ ∈ L
1(S,G ), then GΛ(x, y;E + iǫ) and GΛ(x, y;E − iǫ)
can be continued to functions that are analytic respectively in ImE > −β
and ImE < β and continuous respectively in ImE ≥ −β and ImE ≤ β.
Proof. To begin, we notice that for any E ∈ C such that 0 ≤ ∓ ImE ≤ β,
we respectively have∥∥F±iE−ǫ(Φ)∥∥ = ∥∥eγ−1(±iReE−(ǫ+β±ImE))Φ+Φ−Fβ(Φ)∥∥
≤ e−γ
−1(ǫ+β±ImE)φ+φ−∥∥eγ−1(±iE−(ǫ+β))ψ+ψ−∥∥∥∥Fβ(Φ)∥∥
≤ eγ
−1|±iE−(ǫ+β)| |S|∥∥Fβ(Φ)∥∥ ,
(2.64)
where we used that ǫ+β± ImE ≥ 0 respectively. Following (2.56), we need
to control in absolute value the bosonic integral in the direct SUSY integral,
that is, we want to prove the finiteness of
sup
σ,σ′
∫
dφΛ
∣∣∣ ∫ dψΛ µ±Λ(Φ)ψ−x,σψ+y,σ′FΛ±iE−ǫ(Φ)∣∣∣ . (2.65)
We do it by exploiting (2.20), thus:
(2.65) ≤
∫
dφΛ
∥∥µ±Λ(Φ)∥∥ ∥∥ψ−x,σψ+y,σ′∥∥ ∏
x′∈Λ
∥∥F±iE−ǫ(Φx′)∥∥
≤
(
eγ
−1‖HΛ‖∞,1eγ
−1|±iE−(ǫ+β)| |S|)|Λ|(‖Fβ‖L1(S,G ))|Λ| , (2.66)
where we also used the properties of the Grassmann norms together with
the bounds (2.59) and (2.64). Thus, at finite Λ and finite ǫ ≥ 0 the first
line in (2.65) is finite, uniformly on compacts respectively in the strips
0 < ∓ Im E < β. The claims follow again by application of dominated
convergence theorem and Morera’s theorem.
We will henceforth assume that GΛ(x, y;E± iǫ) is the analytic extension
if possible.
The main technical difficulty in the analysis of the SUSY integrals in
Eq. (2.51) and Eq. (2.53) is to obtain estimates that are uniform in the
volume. We will achieve this goal by means of SUSY cluster expansions,
which we discuss in detail in the next two sections.
3 SUSY cluster expansion at strong disorder
In this section, we prove the exponential decay of the disorder-averaged
Green’s function (Theorem 3.2) and we establish analiticity of the LDOS
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(Corollary 3.4) at strong disorder and arbitrary energies. The analysis of
the direct SUSY integral is based on the SUSY cluster expansion presented
in Proposition 3.10. The proof of the theorem is then completed by means of
tree estimates together with some suitable bounds on the norm of the super-
functions to be integrated. The latter bounds can be achieved under some
reasonable assumptions on the disorder distribution that we anticipated in
(H2), see the Introduction. In order to make the assumption precise, we
need the following definition.
Definition 3.1 (Integrable Multiplicative Bounds). Let f = f(Φ) be a func-
tion of a supervector Φ = (φ,ψ) ∈ S. We say that f satisfies integrable mul-
tiplicative bounds (IMB) if for some K ≥ 0, M ≥ 1 and p ≥ 0 the following
holds true: ∫
dφ
∥∥∥( ∏
ε=±
∏
σ∈S
(
φεσ
)nεσ)f(Φ)∥∥∥ ≤ KMn (n!)p , (3.1)
for all {nεσ} ∈ N
S×{±}, having set n :=
∑
ε,σ n
ε
σ.
Throughout this section we will assume the following:
(H2-I) Let β ≥ 0. The superfunction Fβ(Φ) = e
γ−1βΦ+Φ− νˆ(Φ+Φ−) satisfies
wwwwl IMB for some K,M and p.
We believe that our analysis could be extended to the case of weakly
positively correlated disorder if we make assumptions on the decay of ν that
are stronger than (H2-I), but still applicable to Gaussian disorder.
We can now state the main results of this section.
Theorem 3.2. Let E ∈ R, θ ∈ [0, 1) and set z± = E∓ iβ. Assume that the
matrix elements of the Hamiltonian decay as∑
σ,σ′∈S
∣∣(Hx,y)σ,σ′ ∣∣ ≤ Ce−α|x−y| (3.2)
for some C, α > 0. There exists a constant CK,M,p,θ = CK,M,p,θ(E) > 0,
depending also on C and α, such that if γ ≥ CK,M,p,θ then:
sup
σ,σ′
∣∣∣(GΛ(x, y; z± ± iǫ))
σ,σ′
∣∣∣ ≤ γ−2+δx,y (CK,M,p,θ)2−δx,y e−θα|x−y| , (3.3)
uniformly in Λ ⊂ ZD and 0 ≤ ǫ ≤ 1. The constant CK,M,p,θ grows as
|E||S|/1+|S| at large |E|.
Remark 3.3. In particular, the theorem holds for E ∈ σ(H) and ǫ = 0,
which is the most interesting range of parameters. As soon as E ± iǫ is
sufficiently away from the unperturbed spectrum, the result in Theorem 4.2
is better suited and gives uniform estimates as |E| or ǫ become large.
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Corollary 3.4. Let B ⊂ R bounded. Assume that the matrix elements of
the Hamiltonian decay as (3.2) for some C, α > 0. There exists a constant
CK,M,p = CK,M,p(B) > 0, depending also on C and α, such that if γ ≥
CK,M,p then ρ(E) can be extended to an analytic function in (ReE, ImE) ∈
B × (−β, β).
Remark 3.5. Of course, this statement is meaningful if β > 0.
Proof. Our proof is a rephrasing of the one provided in [15]. For the sake
of brevity, set GΛ(z) := GΛ(0, 0; z) ∈ C
S×S. The objective is to prove the
analyticity of
lim
ǫ→0+
lim
ΛրZD
(
TrSGΛ(z + iǫ)− TrSGΛ(z − iǫ)
)
(3.4)
for z ∈ B×(−β, β) ⊂ C. Since Fβ satisfies IMB, the hypothesis of Lemma 2.16
is satisfied and hence for any fixed Λ ⊂ ZD the function TrSGΛ(z) is analytic
on ∈ B× (−β, β) and continuous on ∈ B× [−β, β]. The hypotheses of Theo-
rem 3.2 are also satisfied: we use the theorem with θ = 0, and with Re z ∈ B.
Define CK,M,p := supE∈B CK,M,p,θ=0(E), CK,M,p,θ=0(E) being the constant
in Theorem 3.2. As a consequence of the theorem, if γ ≥ CK,M,p then uni-
formly in z ∈ B × (−β, β), ǫ ≥ 0 and Λ ⊂ ZD, the quantities TrSGΛ(z + iǫ)
and TrSGΛ(z − iǫ) are bounded. Since by the second resolvent identity the
limit
lim
ΛրZD
TrSGΛ(z ± iǫ) = TrSGZD(z ± iǫ) (3.5)
exists for any ǫ > 0, we can apply Vitali-Porter theorem and obtain that
the convergence is uniform with TrSGZD(z± iǫ) analytic in z ∈ B× (−β, β),
ǫ > 0 and continuous in ǫ→ 0+. Therefore, both
lim
ǫ→0+
TrSGZD(z + iǫ) lim
ǫ→0+
TrSGZD(z − iǫ) (3.6)
exist and are analytic in z ∈ B × (−β, β), hence the claim.
Remark 3.6. In [55] they also prove directly that the limit
lim
ǫ→0+
lim
ΛրZD
GΛ(x, y;E ± iǫ)
exists provided that either γ or E is large. We point out that the expansion
presented in Proposition 3.10 and the estimates in the proof of Theorem 3.2
allow us to prove that uniformly in 0 ≤ ǫ ≤ 1,
{(
GΛ(x, y;E ± iǫ)
)
σ,σ′
}
Λ
is a
Cauchy sequence in Λ, at any fixed x, y ∈ ZD, σ, σ′ ∈ S and E ∈ R.
The SUSY cluster expansion presented in Proposition 3.10 is crucially
based on the following important result in statistical mechanics.
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Theorem 3.7 (Battle-Brydges-Federbush representation). For any X ⊂
Λ let VX := 1/2
∑
x,y∈X vx,y, where vx,y = vy,x is an even element of a
Grassmann algebra. The following representation holds true:
eVX =
∑
Π∈Part(X)
∏
Y∈Π
K(Y) , (3.7)
where the sum is over the partitions of X and where K(Y) = eVY if |Y| = 1,
otherwise
K(Y) =
∑
T onY
( ∏
{x,y}∈T
vx,y
) ∫
dpt(s) e
VY(s) . (3.8)
For s = (sx,y) ∈ [0, 1]
P(Y), P(Y) being the set of unordered pairs in Y, we
have defined
VY(s) :=
1
2
∑
x,y∈Y
sx,y vx,y , (3.9)
and denoted by dpt a probability measure supported on s ∈ [0, 1]
P(Y) such
that VY(s) is a convex decoupling of VY, that is, it is a convex linear com-
bination of quantities of the form
∑
Y
′∈Π VY′, with Π being a partition of
Y.
The proof of this statement can be found in Appendix B of [16]. See
also [7, 17, 1] for other proofs of the Battle-Brydges-Federbush formula or
generalizations of it. Technically speaking, the proof in [16] is stated for the
case of vx,y ∈ C, however, as we briefly show below, the strategy can be
applied to the case in which vx,y is an even element of a Grassmann algebra.
In the proof, one iteratively decouples clusters of increasing size from the
whole X by means of an interpolation formula, see [16]. As it turns out, we
only need to check the validity of such interpolation formula in our setting,
the rest of the proof being of combinatoric nature. For example, we discuss
the first decoupling step. Let x1 ∈ X and for s1 ∈ [0, 1] define
W ({x1}; s1) :=
1
2
∑
x,y∈X
s1({x, y}) vx,y , (3.10)
together with
s1({x, y}) :=
{
s1 if {x, y} couples across ∂{x1} ,
1 otherwise ,
(3.11)
where {x, y} is said to couple across ∂Y, Y ⊂ Λ, if {x, y}∩Y and {x, y}∩Yc
are both non-empty. Clearly, W ({x1}, 1) = VX while W ({x1}, 0) has x1
completely decoupled.
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The interpolation formula is a simple application of the fundamental
theorem of calculus, see formula (B.1) in [16]:
eVX =
∫ 1
0
ds1
∂
∂s1
eW ({x1},s1) + eW ({x1},0)
=
∑
{x,y}⊂X:
{x,y} couples across ∂{x1}
vx,y
∫ 1
0
ds1 e
W ({x1},s1) + eW ({x1},0) .
(3.12)
The first equality holds true also when the Gibbs’ weight exp(W ({x1}, 1))
is Grassmann-valued because its Grassmann coefficients are smooth in s1.
On the other hand, the second equality is true because {vx,y}x,y∈X com-
mute, being even element of a Grassmann algebra, and this shows that the
proof in [16] is valid in our setting as well. In passing, we also notice that
such interpolation formula is valid more generally if {vx,y}x,y∈X belong to a
commutative Banach algebra, see also [1], where more general formulas are
covered.
Remark 3.8. We say that VX is stable if the real part of (VX)∅ is non-
positive. If VX is stable also its convex decouplings are stable: this property
is crucial in order to have well-defined integrals. All the cases we consider
below have this stability property provided that ǫ ≥ 0. For example, VX =
i
∑
x,y∈XΦ
+
x
(
Hx,y+(E+iǫ)δx,y
)
Φ−y and VˆX = i
∑
x,y∈X ξ
+
x C
E+iǫ
x,y ξ
−
y with ǫ ≥ 0
are stable, in fact, Re(VX)∅ = Re i
∑
x,y∈X φ
+
x
(
Hx,y + (E + iǫ)δx,y
)
φ−y ≤ 0
and Re(VˆX)∅ = Re i
∑
x,y∈X κ
+
xC
E+iǫ
x,y κ
−
y ≤ 0. Incidentally, notice that this
particular VX(s) is stable for any s ∈ [0, 1]
P(Y).
Remark 3.9. With abuse of notation we shall introduce the “empty tree”
and denote it by ∅, as the only tree-graph on a set Y with |Y| = 1. Further-
more,
∫
dpt=∅(s) is a complicated way to denote the multiplication identity.
Thus, if |Y| = 1 we define
eVY =:
∑
T onY
( ∏
{x,y}∈T
vx,y
) ∫
dpt(s) e
VY(s) . (3.13)
We apply the BBF representation to the super Gibbs’ weights µ±Λ(Φ).
The expansion is well-suited for our purposes because it exploits the small-
ness of γ−1: it formalises the fact that µ±Λ(Φ) is somewhat close to one. The
expansion can also be considered as an improvement of the simple Taylor
expansion of µ±Λ(Φ).
Proposition 3.10. Let E ∈ R and set z± := E ∓ iβ. The following repre-
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sentation holds true for any ǫ ≥ 0:
GΛ(x, y; z± ± iǫ) =
(
± iγ−1
)2−δx,y |Λ′|∑
N=0
(
± iγ−1
)N
gN (x, y; z± ± iǫ) (3.14)
gN (x, y; z± ± iǫ) :=
1
N !
∑
t on
{1,...,N+2−δx,y}
∑
x1,...,xN∈Λ′
distinct
∫
dpt(s) (3.15)
∫
dµ±
Y
(Φ, s)
( ∏
{i,j}∈t
vxi,xj(Φ)
)
FY±iE−ǫ(Φ)ψ
−
x ψ
+
y ,
where we have set dµ±
Y
(Φ, s) := dΦY µ
±
Y
(Φ, s) and
µ±
Y
(Φ, s) := e±
i
2
γ−1
∑
x,y∈Y sx,yvx,y(Φ) ,
vx,y(Φ) := −Φ
+
xHx,y Φ
−
y − Φ
+
y Hy,xΦ
−
x .
(3.16)
with s = (sx,y) ∈ [0, 1]
P(Y) and dpt(s) being a probability measure. Fur-
thermore, we have set xN+1 := x and xN+2 := y, Y := {x1, ..., xN+2} and
Λ′ := Λ \ {x, y}.
Remark 3.11. It is important to notice that the expansion of GΛ is in terms
of connected graphs, specifically tree-graphs, while usually one would expect
an expansion in forests [1]. This is ultimately a consequence of supersym-
metry which bypasses the need for logarithms.
Remark 3.12. Notice that only the empty-tree term contributes to the quan-
tity g0(x, x; z± ± iǫ), for which definition (3.13) applies.
Proof. Since Fβ satisfies IMB, it decays in norm faster than any power of φ.
In particular, Fβ ∈ L
1(S,G ) and we can make sense of the SUSY integral in
Eq. (2.51) when E → z±, ǫ ≥ 0. Since vx,y(Φ) are elements of a Grassmann
algebra, we apply Theorem 3.7 to µ±Λ =: e
V ±
Λ and after simple manipulations
we obtain the following polymer expansion:∫
dµ±Λ(Φ)F
Λ
±iz±−ǫ(Φ)ψ
−
x ψ
+
y =
∑
Π∈Part(Λ)
∏
Y∈Π
K(Y) , (3.17)
where
K(Y) =
∑
T onY
∫
dpt(s)
∫
dµ±
Y
(Φ, s)( ∏
{x′,y′}∈T
±iγ−1 vx′,y′(Φ)
)
FY±iz±−ǫ(Φ)
(
ψ−x
)1Y(x)(ψ+y )1Y(y) ,
(3.18)
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1Y(·) denoting the indicator function of Y and (ψ
ε
x,σ)
0 = 1 by convention.
The final expression in (3.18) has been obtained by swapping the integration
over the superfields Φ with the integration over s, which we can do since
uniformly in s the superintegral is bounded. This swap is mainly a matter
of taste. Notice that by the BBF formula dpt(s) is supported on s such that
V ±
X
(s) are convex decouplings of V ±
X
. However, since V ±
X
(s) are stable for
any s ∈ [0, 1]P(X), this information is superfluous in this special case.
We shall now make the expansion in (3.17) simpler by symmetry con-
siderations. To begin, we notice that µ±
Y
(·, s), vx,y and F
Y
±iz±−ǫ are even
and supersymmetric, see also discussion before Proposition 2.14. Thus, by
parity K(Y) = 0 unless Y∩{x, y} is either {x, y} or ∅. On the other hand, if
Y ∩ {x, y} = ∅, the superfunction to be integrated with respect to
∫
dΦY is
supersymmetric. If we show that such integrand satisfies the hypotheses of
the SUSY localization formula, then K(Y) = δ1,|Y| whenever Y∩{x, y} = ∅,
since in fact µ±
Y
(0, s) = FY±iz±−ǫ(0) = 1 and vx,y(0) = 0. Thus, we are left
with proving that for any (x, σ, ε) ∈ Y× {±} the superfunction
Φ 7→
ψεx,σ
(1 + |φεx,σ|)
∂
∂φεx,σ
(
µ±
Y
(Φ, s)
( ∏
{x′,y′}∈T
vx′,y′(Φ)
)
FY±iz±−ǫ(Φ)
)
(3.19)
is in L1(SY,G Y), see Proposition 2.12. When the derivative acts on µ±
Y
(·, s)
or vx′,y′ no dangerous terms are generated and the integrability follows once
more because Fβ satisfies IMB. If, instead, the derivative acts on F
Y
±iz±−ǫ,
since Fz is invariant under U(1)
×S fermionic transformations, Lemma 2.13
implies the identity
ψεσ
(1 + |φεσ|)
∂
∂φεσ
Fz(Φ) = −ε
φ−εσ
(1 + |φεσ|)
∂
∂ψ−εσ
Fz(Φ) , (3.20)
and hence integrability of (3.19) because Fβ satisfies IMB.
The previous considerations imply that the sum in Eq. (3.17) is really
just
∑
Y⊃{x,y}
K(Y) =
|Λ′|∑
N=0
∑
Y⊃{x,y}
|Y|=N
K(Y)
=
|Λ′|∑
N=0
1
N !
∑
x1,...,xN∈Λ′
distinct
K({x1, . . . , xN , x, y}) .
(3.21)
The 1/N ! factor is needed because each set Y is counted that many times
in the sum over the distinct points x1, . . . , xN . We then set xN+1 := x,
xN+2 := y and swap the sum over distinct points with the sum over trees
on Y, the latter becoming a sum over trees on {1, . . . , N +2− δx,y}. Notice
that if x = y, then the set Y contains only N + 1 points.
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Before delving into the proof of Theorem 3.2, we want to make a general
remark about the strategy. In interacting fermionic systems determinant
bounds provide a useful tool to control the convergence of the perturbative
expansion [32, 41, 33, 45, 42]. We avoid this type of bounds and instead
follow a different approach, based on a combination of the BBF formula
(through Proposition 3.10) and Grassmann norms.
Proof of Theorem 3.2
Since Fβ satisfies IMB we can apply Proposition 3.10. We will prove that
for some constant CK,M,p,θ > 1 not depending on E the following bound
holds true:
sup
σ,σ′
∣∣(gN (x, y; z± ± iǫ))σ,σ′ ∣∣
≤
(
1 + γ−|S|(1 + |E|)|S|
)|Y|
(CK,M,p,θ)
|Y| α−DN e−θα|x−y| . (3.22)
By plugging this bound into the expansion of Proposition 3.10 we see that
if
γ ≥ 4CK,M,p,θ
(
α−D + α−D/1+|S|
)
(1 + |E|)|S|/1+|S| (3.23)
the expansion is convergent and the claim of the theorem ensues. It appears
that the constant CK,M,p,θ grows like |E|
|S|/1+|S| at large |E|.
To prove (3.22) we proceed as follows. Let us consider a polymerY ∋ x, y
and an oriented tree T℘ on Y, that is, a tree-graph whose links are oriented,
℘ denoting the choice of the orientations. We denote by ℓ+ (ℓ−) the starting
(ending) vertex of the oriented link ℓ ∈ T℘. Links have to be oriented
in order to select one of the two elements in vℓ(Φ), see in Eq. (3.16). In
other words, in Eq. (3.16) we want to sum over oriented trees instead of
trees and for each link keep one of the two terms in vℓ(Φ) depending on the
orientation ℘. We thus introduce the sequences σ =
{
σεℓ ∈ S
}
ℓ∈T, ε=± and
♯ =
{
♯ℓ ∈ {B,F}
}
ℓ∈T. Also, we set Φ
ε
B,x,σ = φ
ε
x,σ and Φ
ε
F,x,σ = ψ
ε
x,σ, and
we shall henceforth write |Y| instead of N + 2− δx,y = |Y|. We define:
Fy
t℘, ♯, σ(Φ) :=
( ∏
ℓ∈T℘
Φ+
♯ℓ,xℓ+ ,σ
+
ℓ
Φ−
♯ℓ, xℓ− ,σ
−
ℓ
)
ψ−x ψ
+
y F
Y
±iz±−ǫ(Φ) . (3.24)
All in all, we can rewrite Eq. (3.16) as
gN (x, y; z± ± iǫ) =
1
N !
∑
t on
{1,...,|Y|}
∑
℘, ♯, σ
∑
x1,...,xN∈Λ′
distinct
∫
dpt(s) ·
·
∫
dµ±
Y
(Φ, s)FY
t℘, ♯, σ(Φ)
( ∏
ℓ∈T℘
(
Hxℓ+ ,xℓ−
)
σ+ℓ ,σ
−
ℓ
)
, (3.25)
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which can be bounded as follows:
sup
σ,σ′
∣∣(gN (x, y; z± ± iǫ))σ,σ′ ∣∣ ≤
4|Y|
N !
∑
t on
{1,...,|Y|}
sup
x1,...,xN
sup
℘, ♯, σ, s
σ,σ′
∣∣∣ ∫ dµ±
Y
(Φ, s)
(
FY
t℘, ♯, σ(Φ)
)
σ,σ′
∣∣∣
sup
℘
∑
σ
∑
x1,...,xN∈Λ′
distinct
∏
ℓ∈T℘
∣∣(Hxℓ+ ,xℓ−)σˆ+ℓ ,σˆ−ℓ ∣∣ . (3.26)
To bound the superintegral we exploit the properties of the Grassmann
norms and obtain∣∣∣ ∫ dµ±
Y
(Φ, s)
(
FY
t℘, ♯, σ(Φ)
)
σ,σ′
∣∣∣ ≤ ∫ dφY∥∥µ±Y(Φ, s)∥∥ ∥∥(FYt℘, ♯, σ(Φ))σ,σ′∥∥
≤ eγ
−1‖H‖∞,1|Y|
∫
dφY
∥∥(FY
t℘, ♯, σ(Φ)
)
σ,σ′
∥∥ ,
(3.27)
where in the last step we used the same bound as in Eq. (2.59), noticing that
s ∈ [0, 1]P(Y) and that ‖HΛ‖∞,1 ≤ ‖H‖∞,1 < ∞, the latter being bounded
because of (3.2).
It is clear that FY
t℘, ♯, σ
(Φ) is a local function, i.e., it factorizes
FY
t℘, ♯, σ(Φ) = ±
|Y|∏
i=1
F
di
x,y(Φxi) , (3.28)
having set:
F dx,y(Φx′) :=
( ∏
ε,♯,σ
(
Φε♯,x′,σ
)dε♯,σ) (ψ−x )δx′,x (ψ+y )δx′,y F±iz±−ǫ(Φx′) , (3.29)
together with the sequence di = {(di)
ε
♯,σ}ε=±, σ∈S, ♯=B,F , where (di)
ε
♯,σ is
defined by
(di)
ε
♯,σ :=
∑
ℓ∈t℘
δi,ℓǫδ♯,♯ℓδσ,σǫℓ , (3.30)
that is, given T℘, σ and ♯, it counts how many times (ℓ
ε, ♯ℓ, σ
ε
ℓ ) = (i, ♯, σ).
Notice that the sign in front of the r.h.s. in Eq. (3.28) is unimportant
and thus left unspecified. For the sake of notation, we also define di,♯ :=∑
ε,σ(di)
ε
♯,σ together with di :=
∑
♯ di,♯. Since F±iz±−ǫ(Φ) = e
γ−1(±iE−ǫ)Φ+Φ−Fβ(Φ)
we have, compare with (2.60):∥∥(F dx,y(Φx′))σ,σ′∥∥ ≤ (Tay|S|eγ−1|iE−ǫ| |S|)∥∥∥(∏
ε,σ
(
φεx′,σ
)dεB,σ)Fβ(Φ)∥∥∥ . (3.31)
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Using that Fβ satisfies IMB and that ǫ ≤ 1 we finally obtain
sup
℘, ♯, σ, s
σ,σ′
∣∣∣ ∫ dµ±
Y
(Φ, s)
(
FY
t℘, σˆ(Φ)
)
σ,σ′
∣∣∣ ≤ eγ−1 ‖H‖∞,1 |Y| ·
·
 |Y|∏
i=1
(
Tay|S|e
γ−1(1+|E|) |S|
)
sup
℘, ♯, σ
∫
dφxi
∥∥∥(∏
ε,
(
φεx′
)dεi,B)Fβ(Φ)∥∥∥

≤ eγ
−1 ‖H‖∞,1 |Y|K |Y|
(
Tay|S|e
γ−1(1+|E|) |S|
)|Y|[ |Y|∏
i=1
(di!)
pMdi
]
. (3.32)
To estimate the second line in (3.26), we shall exploit the exponential decay
of the hopping Hamiltonian. If we define (Hθ)x,y := e
(1+θ)α|x−y|/2Hx,y, it
follows that, see (2.50) and (3.2),∥∥Hθ∥∥∞,1 = sup
x∈ZD
∑
x′∈ZD
e(1+θ)α|x−x
′|/2 ∑
σ,σ′∈S
∣∣(Hx,x′)σ,σ′ ∣∣ ≤ Cθ α−D , (3.33)
where clearly Cθ > C. The following quantity will be needed as well∥∥Hθ∥∥∞,∞ := sup
x,x′∈ZD
e(1+θ)α|x−x
′|/2 ∑
σ,σ′∈S
∣∣(Hx,x′)σ,σ′ ∣∣ ≤ C . (3.34)
Standard tree-stripping estimates (see Fig. 1) based on the exponential decay
of H give [16]:
∑
σ
∑
x1,...,xN∈Λ′
distinct
∏
ℓ∈T℘
∣∣(Hxℓ+ ,xℓ−)σ+ℓ ,σ−ℓ ∣∣
≤ e−θα |x−y|
∑
σ
∑
x1,...,xN∈Λ′
distinct
∏
ℓ∈T℘
∣∣((H2θ−1)xℓ+ ,xℓ−)σ+ℓ ,σ−ℓ ∣∣
≤ e−θα |x−y|
∥∥Hθ∥∥N∞,1 ∥∥Hθ∥∥1−δx,y∞,∞ |Y|∏
i=1
(Cq,θ)
di−1 (di!)−q , (3.35)
where q > 0 is a fixed parameter and where Cq,θ > 1 is a constant that
depends also on D, the dimension of the lattice. The estimate is carried
out by progressively stripping the outer branches as shown in Fig 1. The
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xx1
y
x2
x3
x5
x4∑
x1,...,x5
distinct
≤
(
sup
x3
∑
x1,x2
distinct
x3
x1
x2
y
) ∑
x3,x4,x5
distinct
x
x4
x5
x3
≤ (4!)−q (Cq,θ)3 ‖Hθ‖2∞,1 ‖Hθ‖∞,∞
≤ (3!)−q(Cq,θ)2 ‖Hθ‖3∞,1
Figure 1: Representation of the stripping procedure of Eq. (3.35). The ver-
tices represent the spacial points and the lines the modulus of the entries
of H2θ−1. For simplicity, we did not represent the internal degrees of free-
dom. We fix a root, say x, and start stripping the tree from its outermost
branches, those with incidence number equal to one. The estimate is then
carried out iteratively.
branches that have been removed are then bounded as follows:
(d!)q sup
x¯,σ
∑
σ1,...,σd−1
∑
x1,...,xd−1
distinct
d−1∏
j=1
∣∣((H2θ−1)x¯,xj)σ,σj ∣∣
≤ e q d lnd sup
x¯,σ
∑
σ1,...,σd−1
∑
x1,...,xd−1
distinct
d−1∏
j=1
e−(1−θ)α|x¯−xj |/2
∣∣((Hθ)x¯,xj)σ,σj ∣∣
≤ e q d ln d
(
sup
x1,...,xd−1
distinct
d−1∏
j=1
e−(1−θ)α|x¯−xj |/2
)
‖Hθ‖
d−1
∞,1
≤
(
sup
d≥1
(
e 2q ln d−(1−θ)αΩD(d−1)
1/D
))d−1
︸ ︷︷ ︸
=:Cd−1q,θ
‖Hθ‖
d−1
∞,1 . (3.36)
In the second inequality in (3.36) we used a simple bound for the factorial
and we extracted an exponential weight from H and pulled it out of the
summation by taking the superior over all distinct points x1 6= . . . 6= xd−1 6=
x¯. The latter can be computed by noticing that
∣∣{x ∈ ZD | |x| = r}∣∣ ≤
Ω′Dr
D−1, therefore
∑d−1
j=1 |x¯ − xj |/2 ≥ ΩD(d − 1)
1+1/D, for some constants
ΩD < 1 and Ω
′
D > 1. While stripping the tree, if one of the outer vertices
is y, there is no summation and this produces simply ‖Hθ‖∞,∞ instead of
‖Hθ‖∞,1, see Fig. 1. We shall remark that the factorial (di!)−q is gained
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only because we are summing over distinct points and because the matrix
elements of the Hamiltonian decay exponentially.
Plugging the bounds (4.26) and (4.28) with q = p+1 into (4.19) and using
Cayley’s theorem on the number of trees with fixed coordination numbers
{di}i, see [16], we obtain (3.22):∣∣(gN (x, y; z± ± iǫ))σ,σ′ ∣∣ ≤ e−θα|x−y|K |Y|eC|Y| (Tay|S|eγ−1(1+|E|) |S|)|Y|C ·
· (Cθ α
−D)N
∑
{di}i, di≥1∑
i di=2|Y|−2
|Y|∏
i=1
(di!)
p(Cp+1,θ)
di−1Mdi
(di − 1)! (di!)p+1
≤
(
1 + γ−|S|(1 + |E|)|S|
)|Y|
(CK,M,p,θ)
|Y| α−DN e−θα|x−y|
(3.37)
where CK,M,p,θ := 2KMe
CCθ
∑∞
n=0
((n+1)!)p (M Cp+1,θ)
n
(n!)p+2 <∞ .
4 SUSY cluster expansion at weak disorder
In this section, we prove the exponential decay of the disorder-averaged
Green’s function (Theorem 4.2), the smoothness of the LDOS (Corollary 4.4)
and we establish Lipshitz-tail-type estimates for the latter (Theorem 4.5) at
weak disorder and at energies away from the unperturbed spectrum. The
analysis of the dual SUSY integral is based on the SUSY cluster expansion
presented in Proposition 4.9. The proof of the theorems is again completed
by means of tree estimates together with some suitable bounds on the norm
of the superfunctions to be integrated. As was the case in Section 3, such
bounds can be achieved under some reasonable assumptions on the disorder
distribution that we anticipated in (H2), see the Introduction. In order to
make the assumption precise, we need the following definition.
Definition 4.1 (Integrable Derivative Bounds). Let f = f(Φ) be a function
of a supervector Φ = (φ,ψ). We say that f satisfies integrable derivative
bounds (IDB) if for some K ≥ 0, M ≥ 1 and p ≥ 0 the following holds true∫
dφ
∥∥∥( ∏
ε=±
∏
σ∈S
( ∂
∂φεσ
)nεσ)
f(Φ)
∥∥∥ ≤ KMn (n!)p , (4.1)
for all {nεσ} ∈ N
S×{±}, having set n :=
∑
ε,σ n
ε
σ.
Throughout this section we will assume the following:
(H2-I) Let β ≥ 0. The superfunction Fβ(Φ) = e
γ−1βΦ+Φ− νˆ(Φ+Φ−) satisfies
wwwwl IDB for some K,M and p.
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In passing, we notice that in the case of Gaussian disorder, the super-
fuction Fβ with β ≤ Cγ, C being some universal constant, satisfies IDB for
some K, M and p independent of γ. Furthermore, we believe that our anal-
ysis could be extended to the case of weakly positively correlated disorder if
we make assumptions on the regularity of ν that are stronger than (H2-II),
but still applicable to Gaussian disorder.
We can finally state the main theorems of this section.
Theorem 4.2 (Exponential decay). Let E ∈ R, θ ∈ [0, 1), and set z± =
E∓ iβ together with δ := dist(E, σ(H)). Assume that the covariance decays
as ∑
σ,σ′∈S
∣∣(CE±iǫx,y )σ,σ′ ∣∣ ≤ CD e−
√
δ |x−y|
1 + |x− y|D−2
, ∀ǫ ≥ 0 . (4.2)
There exists a constant CK,M,p,θ > 0 such that if δ ≥ γ CK,M,p,θ then:
sup
σ,σ′
∣∣∣(GΛ(x, y; z± ± iǫ))σ,σ′ ∣∣∣ ≤ γ−δx,y (CK,M,p,θ)2−δx,y e−θ√δ|x−y| , (4.3)
uniformly in Λ ⊂ ZD and ǫ ≥ 0.
Remark 4.3. Notice that (4.2) is satisfied when H = −∆ZD and, more
generally, when H exhibits quadratic dispersion at the band edges. Notice
that at x = y the limit γ → 0 of the r.h.s. of (4.3) is divergent. This is
due to the fact that the bound is uniform in ǫ ≥ 0; the meaningful way to
compute the γ → 0 limit is however at finite ǫ. A bound which is uniform
in ǫ ≥ ǫ0 for some ǫ0 > 0, and which does not diverge as γ is sent to 0 can
also be obtained using our methods but this is beyond our scope.
The case β = 0, ǫ → 0+ gives the exponential decay of the disorder-
averaged Green’s function for energies up to the edges of the spectrum. On
the other hand, at β > 0 and x = y, the result implies analyticity of the
LDOS in a suitable region of the complex plane.
Corollary 4.4 (Analyticity of LDOS). Assume that the covariance satisfies
(4.2). Then, there exists a constant CK,M,p > 0 such that ρ(E) can be
extended to an analytic function on
DK,M,p(γ, β) :=
{
z ∈ C
∣∣∣ dist(Re z, σ(H)) > γ CK,M,p , ∣∣ Im z∣∣ < β} .
(4.4)
The proof of this corollary is identical to that of Corollary 3.4: Lemma 2.16
gives the analyticity of GΛ(0, 0;E ± iǫ) while Theorem 4.2 provides the uni-
form bounds that allow us to extend the analyticity to GZD(0, 0;E ± i0
+).
Our last result is as follows.
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Theorem 4.5 (Lifshitz-tail-type estimate). Let E ∈ R and set δ := dist(E,
σ(H)). Assume that the covariance satisfies (4.2) and that CEx,y ∈ R for any
x, y ∈ ZD. There exists a constant CK,M,p such that if δ ≥ γCK,M,p then a
Lifshitz-tail-type estimate is satisfied:∣∣ρǫ,Λ(E)∣∣ ≤ γ−1C ′K,M,p e−CK,M,p (γ−1δ)1/2p , (4.5)
for some constants C ′K,M,p, CK,M,p > 0, uniformly in Λ ⊂ Z
D and ǫ ≥ 0.
Remark 4.6. Since E ∈ R, β = 0 is sufficient for proving (4.5).
Remark 4.7. Notice that the condition CEx,y ∈ R is satisfied in the case
H = −∆ZD and, more generally, in systems for which the Bloch Hamiltonian
is such that Hˆ(−k) = Hˆ(k). This property holds in many condensed-matter
systems, an example of which is graphene [34].
Remark 4.8. Since the LDOS is finite, the integrated density of states
IDOS can be obtained via [54]
N (E) =
∫ E
−∞
dE′ ρ(E′) . (4.6)
As it turns out, the IDOS controls the probability of having an eigenvalue of
Hω,Λ below E [39, 40]:
P
({
σ(Hω,Λ) ∩ (−∞, E) 6= ∅
})
≤ C |Λ|N (E) , (4.7)
for some constant C > 0. A sufficiently small IDOS, e.g., as γ → 0, allows
us to prove localization via finite-volume criteria [4], see [39] for details.
Integration of the Lifshitz-tail-type estimate of Theorem 4.5, up to energies
below the bottom of the spectrum such that (γ−1δ)1/2p & | ln γ|, provides a
sufficiently small upper bound on the IDOS.
The proof of the theorems above is based on a dual SUSY cluster expan-
sion. The approach is the same as the one in Proposition 3.10. This time we
shall expand the super Gibbs’ weight µ̂±Λ(ξ) and obtain polymers connected
by the covariance. The expansion is well-suited for our purposes because it
exploits the smallness of γ δ−1.
Proposition 4.9. Let E ∈ R and set z± := E ∓ iβ. The following repre-
sentation holds true for any ǫ ≥ 0:
GΛ(x, y; z± ± iǫ) = −(±iγ)−δx,y
|Λ′|∑
N=0
(
± iγ
)N
GN (x, y; z± ± iǫ) (4.8)
GN (x, y; z± ± iǫ) :=
1
N !
∑
t on
{1,...,N+2−δx,y}
∑
x1,...,xN∈Λ′
distinct
∫
dpt(s) ·
·
∫
dµ̂±
Y
(ξ, s)
∏
{i,j}∈t
vˆ±xi,xj(ξ)
∂
∂η+x
∂
∂η−y
F̂β
Y
(ξ) , (4.9)
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where we have set dµ̂±
Y
(ξ, s) := dξYµ̂
±
Y
(ξ, s) with
µ̂±
Y
(ξ, s) := e±
i
2
γ
∑
x,y∈Y sx,y vˆ
±
x,y(ξ) ,
vˆ±x,y(ξ) := ξ
+
x C
E±iǫ
x,y ξ
−
y + ξ
+
y C
E±iǫ
y,x ξ
−
x .
(4.10)
Above, s = (sx,y) ∈ [0, 1]
P(Y) while dpt(s) is a probability measure with
support on s such that the exponent in the super Gibbs’ weights µ̂±
Y
(ξ, s) sat-
isfies respectively Re±i
∑
x,y∈Y sx,yvˆ
±
x,y((κ, 0)) ≤ 0. Furthermore, we have
set xN+1 := x and xN+2 := y, Y := {x1, ..., xN+2} and Λ
′ := Λ \ {x, y}.
Remark 4.10. Notice that only the empty-tree term contributes to the quan-
tity G0(x, x; z± ± iǫ).
In order to prove this SUSY cluster expansion, we need an auxiliary
result that allows us to apply the SUSY localization formula in this context
as well.
Lemma 4.11. Let f ∈ L1(S,G ) be even, supersymmetric and invariant
under U(1)×S fermionic transformations, see Lemma 2.13. Assume that the
function Φ 7→ ψεσ(∂/∂φ
ε
σ)f(Φ) is in L
1(S,G ) for any ε, σ. Then
f̂(ξ) =
∫
dΦ e−iξ
+Φ−−iΦ+ξ− f(Φ) , (4.11)
is even, satisfies
ηεσ
∂
∂κεσ
f̂(ξ) = −εκ−εσ
∂
∂η−εσ
f̂(ξ) (4.12)
and is therefore supersymmetric.
Proof. Integration by parts gives
−εκεσ
∂
∂ηεσ
f̂(ξ) =
∫
dΦ e−iξ
+Φ−−iΦ+ξ− ψ−εσ
∂
∂φ−εσ
f(Φ) ,
ηεσ
∂
∂κεσ
f̂(ξ) =
∫
dΦ e−iξ
+Φ−−iΦ+ξ− εφ−εσ
∂
∂ψ−εσ
f(Φ) ,
(4.13)
provided that the integrands are in L1(S,G ). In the first line this is the case
by assumption. In the second line, by Lemma 2.13 we have that
− εφ−εσ
∂
∂ψ−εσ
f(Φ) = ψεσ
∂
∂φεσ
f(Φ) (4.14)
and thus the integrand is in L1(S,G ) as well. Taking the difference of the
two equations at fixed ε and σ, and using Eq. (4.14) gives identity (4.12).
Parity follows by using that dΦ is invariant under Φ 7→ −Φ.
32
Proof of Proposition 4.9. We shall skip many details since the proof is anal-
ogous to the one of Proposition 3.10. Since Fβ satisfies IDB, F̂β(ξ) de-
cays in norm faster than any power of κ. In particular, F̂β ∈ L
1(S,G )
and we can make sense of the SUSY integral in Eq. (2.51) when E →
z±, ǫ ≥ 0. We set µ̂±X =: e
V̂ ±
X , apply the BBF formula and, by ex-
ploiting the decay properties of F̂β, obtain a polymer expansion like the
one in the proof of Proposition 3.10. The stability condition Re(Vˆ ±
X
)∅ =
Re±iγ
∑
x,y∈X κ
+
xC
E±iǫ
x,y κ
−
y ≤ 0 is satisfied, since C
E±iǫ = (H−E±iǫ)/((H−
E)2 + ǫ2) with H Hermitian and ǫ ≥ 0. Accordingly, dpt(s) is supported
on s such that Re±i
∑
x,y∈Y sx,yvˆ
±
x,y((κ, 0)) ≤ 0 respectively. In the final
formula for GN we have swapped integration with respect to dpt(s) with
the superintegral with respect to dξY because Fβ satisfies IDB.
Again, we notice that µ̂±
Y
(·, s) and vˆ±x,y are even and supersymmetric by
inspection. We have already pointed out that Fβ is even, supersymmetric
and invariant under U(1)×S fermionic transformation, see discussion before
Proposition 2.14. Since by assumption it satisfies IDB, by Lemma 4.11
we have that F̂β is even, supersymmetric and satisfies identity (4.12), or
equivalently:
ηεσ
(1 + |κεσ|)
∂
∂κεσ
F̂β(ξ) = −ε
κ−εσ
(1 + |κεσ|)
∂
∂η−εσ
F̂β(ξ) . (4.15)
Following the argument below (3.19), we finally have that the superfunc-
tion ξ 7→ µ̂±(ξ, s)
(∏
{x′,y′}∈T vˆx′,y′(ξ)
)
F̂Yβ (ξ) satisfies the hypotheses of
Proposition 2.12. The rest of the proof is identical to the one of Proposi-
tion 3.10.
Proof of Theorem 4.2
Since Fβ satisfies IDB we can apply Proposition 4.9. We shall prove that if
γ δ−1 is small enough then for some constant CK,M,p,θ the following bounds
holds true:
sup
σ,σ′
∣∣(GN (x, y; z±±iǫ))σ,σ′ ∣∣ ≤ (CK,M,p,θ/2)N+2−δx,y δ−N e−θ√δ|x−y| . (4.16)
Plugging these bounds into the expansion of Proposition 4.9 proves the con-
vergence of the expansion and hence the claim. The proof of the bound (4.16)
follows closely the strategy in the proof of Theorem 3.2, with some small
differences which we shall stress.
The setting is as in the proof of Theorem 3.2, but we shall recall it for the
sake of clarity. Let us consider a polymerY ∋ x, y and an oriented treeT℘ on
Y, ℘ denoting the choice of orientations on the links of the tree. We denote
by ℓ+ (ℓ−) the starting (ending) vertex of the oriented link ℓ ∈ T℘. Links
have to be oriented in order to select one of the two elements in vˆ±ℓ (ξ), see in
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Eq. (4.10). Furthermore, we introduce the sequences σ =
{
σεℓ ∈ S
}
ℓ∈T, ε=±
and ♯ =
{
♯ℓ ∈ {B,F}
}
ℓ∈T. We set ξ
ε
B,x,σ = κ
ε
x,σ and ξ
ε
F,x,σ = η
ε
x,σ, and we
shall henceforth write |Y| instead of N + 2− δx,y = |Y|. Let us define:
F̂Y
t℘, ♯, σ(ξ) :=
( ∏
ℓ∈T℘
ξ+
♯ℓ,xℓ+ ,σ
+
ℓ
ξ−
♯ℓ,xℓ− ,σ
−
ℓ
) ∂
∂η+x
∂
∂η−y
F̂β
Y
(ξ) . (4.17)
We can rewrite Eq. (4.9) as
GN (x, y; z± ± iǫ) =
1
N !
∑
t on
{1,...,|Y|}
∑
℘, ♯, σ
∑
x1,...,xN∈Λ′
distinct
∫
dpt(s) ·
·
∫
dµ̂±
Y
(ξ, s) F̂Y
t℘, ♯, σ(ξ)
( ∏
ℓ∈T℘
(
CE±iǫxℓ+ ,xℓ−
)
σ+ℓ ,σ
−
ℓ
)
, (4.18)
which can be bounded as follows:
sup
σ,σ′
∣∣(GN (x, y; z± ± iǫ))σ,σ′ ∣∣
≤
4|Y|
N !
∑
t on {1,...,|Y|}
sup
x1,...,xN
sup
℘, ♯, σ, s
σ,σ′
∣∣∣ ∫ dµ̂±
Y
(ξ, s)
(
F̂Y
t℘, ♯, σ(ξ)
)
σ,σ′
∣∣∣
sup
℘
∑
σ
∑
x1,...,xN∈Λ′
distinct
∏
ℓ∈T℘
∣∣(CE±iǫxℓ+ ,xℓ−)σ+ℓ ,σ−ℓ ∣∣ , (4.19)
where the sups is taken over s in the support of dpt. We shall first obtain
a useful bound for the superintegral. The analysis differs slightly from the
one of the proof of Theorem 3.2 because we need to prove suitable decay
bounds for
∥∥(F̂Y
t℘, ♯, σ
(ξ)
)
σ,σ′
∥∥. We again see by inspection that F̂Y
t℘, ♯, σ
(ξ)
is a local function:
F̂Y
t℘, ♯, σ(ξ) = ±
|Y|∏
i=1
F̂
di
x,y(ξxi) , (4.20)
having set:
F̂ dx,y(ξx′) :=
( ∏
ε,σ,♯
(
ξε♯,x′,σ
)dε♯,σ) ( ∂
∂η+x
)δx′,x ( ∂
∂η−y
)δx′,y
F̂β(ξx′) , (4.21)
where di = {(di)
ε
♯,σ}ε=±, σ∈S, ♯=B,F are as in the proof of Theorem 3.2. We
estimate
∥∥(F̂ dix,y(ξxi))σ,σ′∥∥ by means of the IDB on Fβ. In fact, for any
m ∈ N, by Lemma 2.10:∥∥(κ+x′κ−x′)m(F̂ dix,y(ξx′))σ,σ′∥∥ ≤ ∥∥∥(κ+x′κ−x′)m(∏
ε,σ
(
κεx′,σ
)(di)εB,σ F̂β(ξx′))∥∥∥
≤
∫
dφx′
∥∥∥[( ∂
∂φ+x′
)( ∂
∂φ−x′
)]m(∏
ε,σ
( ∂
∂φεx′
)(di)εB,σ)
Fβ(Φx′)
∥∥∥ ; (4.22)
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thus, by the IDB on Fβ we obtain:∥∥F̂ dix,y(ξxi)∥∥ ≤ 2K|S|m ((di,B + 2m)!)pMdi,B1 +M−2m (κ+xiκ−xi)m , ∀m ∈ N . (4.23)
Finally, since M ≥ 1
sup
℘, ♯, σ
∥∥∥F̂Yt℘, ♯, σ(ξ)∥∥∥ ≤ |Y|∏
i=1
2K|S|m
((di + 2m)!)
pMdi
1 +M−2m (κ+xiκ
−
xi)
m
, ∀m ∈ N .
(4.24)
On the other hand, the non-local part in the superintegral is bounded as:
sup
s
∥∥µ̂±
Y
(ξ, s)
∥∥ ≤ eγ ‖CE±iǫ‖∞,1 |Y| , (4.25)
where ‖CE±iǫ‖∞,1 ≤ Cδ−1 is bounded thanks to (4.2), where for simplicity
we have dropped the dependence of C on D, the dimension of the lattice.
All in all, if we apply the bound in Eq. (4.24) with m = |S| + 1 and use
|
∫
dξYf(ξ)| ≤ ‖f‖L1(SY,GY), we finally obtain:
sup
℘, ♯, σ, s
σ,σ′
∣∣∣ ∫ dµ̂±
Y
(ξ, s)
(
FY
t℘, ♯, σ(ξ)
)
σ,σ′
∣∣∣
≤
(
K ′ |S||S|+1M2|S| eγ ‖C
E±iǫ‖∞,1
)|Y| |Y|∏
i=1
((di + 2|S|+ 2)!)
pMdi . (4.26)
for some K ′ > K. To estimate the second line in (4.19), the strategy is
the same as in the proof of Theorem 3.2. We exploit the exponential decay
of the covariance (4.2). If we define (CE±iǫθ )x,y := e
(1+θ)
√
δ|x−y|/2CE±iǫx,y , it
follows that∥∥CE±iǫθ ∥∥∞,1 = sup
x∈ZD
∑
x′∈ZD
e(1+θ)
√
δ|x′|/2 ∑
σ,σ′∈S
∣∣(CE±iǫx,x′ )σ,σ′ ∣∣ ≤ Cθ δ−1 ,∥∥CE±iǫθ ∥∥∞,∞ = sup
x,x′∈ZD
e(1+θ)
√
δ|x′|/2 ∑
σ,σ′∈S
∣∣(CE±iǫx,x′ )σ,σ′ ∣∣ ≤ C , (4.27)
for some new Cθ > C. Standard tree-stripping estimates (see Fig. 1) based
on the exponential decay of CE±iǫ give [16]:∑
σ
∑
x1,...,xN∈Λ′
distinct
∏
ℓ∈T℘
∣∣(CE±iǫxℓ+ ,xℓ−)σ+ℓ ,σ−ℓ ∣∣
≤ e−θ
√
δ|x−y| ∑
σ
∑
x1,...,xN∈Λ′
distinct
∏
ℓ∈T℘
∣∣((CE±iǫ2θ−1)xℓ+ ,xℓ−)σ+ℓ ,σ−ℓ ∣∣
≤ e−θ
√
δ|x−y| ∥∥CE±iǫθ ∥∥N∞,1 ∥∥CE±iǫθ ∥∥1−δx,y∞,∞ |Y|∏
i=1
(Cq,θ)
di−1 (di!)−q . (4.28)
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The details on the tree-stripping procedure are explained in (3.36), text
around it and in Fig. 1. Finally, we plug into (4.19) the bounds (4.25)
(recall that δ−1γ ≤ 1), (4.26) and (4.28) with q = p+1, and we use Cayley’s
theorem on the number of trees with fixed coordination numbers {di}i, see
[16], to obtain:∣∣(GN (x, y; z± ± iǫ))σ,σ′∣∣ ≤ e−θ√δ|x−y|(K ′ |S||S|+1M2|S| eC)|Y|C(Cθ δ−1)N∑
{di}i, di≥1∑
i di=2|Y|−2
|Y|∏
i=1
((di + 2|S|+ 2)!)
p(Cp+1,θ)
di−1Mdi
(di − 1)! (di!)p+1
≤ (CK,M,p,θ/2)
|Y| δ−N e−θ
√
δ|x−y|
(4.29)
where CK,M,p,θ := 2K
′ |S||S|+1M2|S|+1eCCθ
∑∞
n=0
((n+2|S|+2)!)p (M Cp+1,θ)n
(n!)p+2 <
∞ .
Proof of Theorem 4.5
To prove Theorem 4.5, we need to further expand the super Gibbs’ weight.
We will need the following lemma.
Lemma 4.12 (Super Lagrange Remainder). Let f : SX → GX. If ‖f(Φ)‖ <
∞, then the following Lagrange estimate holds∥∥∥ef(Φ) − k∑
j=0
(
f(Φ)
)j
j!
∥∥∥ ≤ 1
(k + 1)!
sup
t∈(0,1)
∥∥∥etf(Φ)(f(Φ))k+1∥∥∥ . (4.30)
Proof. Since ‖f(Φ)‖ is finite, the function t 7→ etf(Φ) =
∑
n≥0(tf(Φ))
n/n! ∈
GX is analytic. As usual, define the integral Lagrange remainder
Rk(Φ) :=
∫ 1
0
dt
(1− t)k
k!
( d
dt
)k
etf(Φ) = ef(Φ) −
k∑
j=0
(
f(Φ)
)j
j!
, (4.31)
which we estimate in Grassmann norm, hence the claim.
For the sake of brevity, we shall write GN (E + iǫ) := GN (0, 0;E + iǫ).
By Proposition 4.9 we have that for E ∈ R
ρε,Λ(E) = −
γ−1
π|S|
|Λ|∑
N=0
Re
(
(iγ)NTrSGN (E + iǫ)
)
, (4.32)
where, by the proof of Theorem 4.2 the following bound holds for CK,M,p :=
CK,M,p,θ=0:
sup
σ
∣∣(GN (E + iǫ))σ,σ∣∣ ≤ (CK,M,p/2)N+1 δ−N , (4.33)
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provided that δ ≥ γ CM,K,p. Let us now fix N ∈ N sufficiently large to be
optimized later. To prove the claim, it suffices to improve bound (4.33) for
N < N as follows:
sup
σ
∣∣∣Re((iγ)N(GN (E + iǫ))σ,σ)∣∣∣ ≤ (N !)2p(γ δ−1C˜M,p)N (C˜K,M,p)N+1
(4.34)
for some constants C˜M,p and C˜K,M,p. Indeed, if bounds (4.33) and (4.34)
hold true, then for any N :∣∣ρε,Λ(E)∣∣ ≤ γ−1C ′K,M,p(N !)2p(C ′K,M,pγ δ−1)N (4.35)
for some other constant C ′K,M,p. Therefore, by minimizing over N ∈ N we
obtain the statement for a suitable constant C¯K,M,p:∣∣ρΛ(E)∣∣ ≤ γ−1C ′K,M,p e−C¯K,M,p (γ−1 δ)1/2p . (4.36)
Let us now prove (4.34). To begin, we Taylor expand the super Gibbs’
weight µ̂+
Y
(ξ, s):
µ̂+
Y
(ξ, s) =
N−N−1∑
j=0
(iγ)j
j!
(1
2
∑
x,y∈Y
sx,yvˆ
+
x,y(ξ)
)j
+ Rem
N−N
µ̂+
Y
(ξ, s) (4.37)
and accordingly introduce the splitting,
GN (E + iǫ) = GN,N (E + iǫ) +RN,N (E + iǫ) (4.38)
where
GN,N (E + iǫ) :=
=
1
N !
N−N−1∑
l=0
(iγ)l
l!
∑
t on
{1,...,N+1}
∑
x1,...,xN∈Λ′
distinct
∫
dpt(s)
∫
dξY ·
·
( ∑
x,y∈Y
1
2
sx,y vˆ
+
x,y(ξ)
)l ∏
{i,j}∈t
vˆ+xi,xj(ξ)
∂
∂η+x
∂
∂η−y
F̂0
Y
(ξ)
=
1
N !
N−N−1∑
l=0
(iγ)l
l!
∑
t on
{1,...,N+1}
∑
x1,...,xN∈Λ′
distinct
∫
dpt(s) ·
·
(
−
1
2
∑
x,y∈Y
sx,y vˆ
+
x,y(∂/∂Φ)
)l ∏
{i,j}∈t
vˆ+xi,xj(∂/∂Φ) ψ
−
0 ψ
+
0 F
Y
0 (Φ)
∣∣∣
Φ=0
(4.39)
with vˆ+x,y(∂/∂Φ) := ∂/∂Φ
+
x C
E+iǫ
x,y ∂/∂Φ
−
y + ∂/∂Φ
+
y C
E+iǫ
y,x ∂/∂Φ
−
x . Since ν is
even by assumption, νˆ(2n+1)(0) = Eω2n+1 = 0 and thus ψ−0 ψ
+
0 F
Y
0 (Φ) has
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non-vanishing derivatives in Φ = 0 only of order 2(2n + 1), n ∈ N. As a
consequence, only the terms such that l+N is odd survive in the sum above.
Finally, CE+i0
+
x,y ∈ R for any x, y, and νˆ
(2n)(0) ∈ R imply that GN,N (E + iǫ)
does not contribute to ρΛ(E), that is
Re
(
(iγ)NGN,N (E + i0
+)
)
= 0 . (4.40)
We are left with bounding
(
RN,N (E + iǫ)
)
σ,σ
:
RN,N (E + iǫ) =
1
N !
∑
t on
{1,...,N+1}
∑
℘, ♯, σ
∑
x1,...,xN∈Λ′
distinct
∫
dpt(s) ·
·
∫
dξY
(
RemN−N−1µ̂
+
Y
(ξ, s)
)
FY
t℘, ♯, σ(ξ)
( ∏
ℓ∈T℘
(
CE±iǫxℓ+ ,xℓ−
)
σ+ℓ ,σ
−
ℓ
)
,
(4.41)
where the notation is again borrowed from the previous proof, see (4.17) and
the text above. We introduce x˜ = (x˜+, x˜−) ∈
(
Y
N−N)2, ♯˜ ∈ {B,F}N−N
and σ˜ = (σ˜+, σ˜−) ∈
(
SN−N
)2
. For any x˜, ♯˜ and σ˜, we define a sequence
d˜i := {(d˜i)
ε
♯,σ}ε=±,♯=B,F at any vertex i ∈ {1, ..., N + 1} of the tree, where
(d˜i)
ε
♯,σ :=
∑N−N
j=1 δxi,x˜εjδ♯,˜♯j δσ,σ˜
ε
j
. Furthermore, we define the following local
function:
FY,
t℘, ♯, σ
x˜, ♯˜, σ˜
(ξ) :=
(N+1∏
i=1
∏
ε,♯,σ
(
ξε♯,xi,σ
)(d˜i)ε♯,σ)FY
t℘, ♯, σ(ξ) = ±
N+1∏
i=1
F
di+d˜i
x,y (ξxi) ,
(4.42)
where again the sign is unimportant for our purposes and where F̂ dx,y(ξx′)
was introduced in (4.21). Finally, by Lemma 4.12, we estimate RemN−N in
Grassmann norm as a super Lagrange remainder:
∣∣(RN,N (E + iǫ))σ,σ∣∣ ≤ 4N+1N ! (2γ)N−N(N −N)!∑
t on
{1,...,N+1}
sup
x1,...,xN
s
sup
℘, ♯, σ
x˜, ♯˜, σ˜
∫
dκY
∥∥∥µ̂±
Y
(ξ, s)
∥∥∥∥∥∥ (FYt℘, ♯, σ
x˜, ♯˜, σ˜
(ξ)
)
σ,σ
∥∥∥
(
sup
℘
∑
σ
∑
x1,...,xN∈Λ′
distinct
∏
ℓ∈T℘
∣∣(CE+iǫxℓ+ ,xℓ−)σ+ℓ ,σ−ℓ ∣∣
)
(∑
x˜, σ˜
N−N∏
j=1
∣∣(CE+iǫ
x˜+j ,x˜
−
j
)
σ˜+j ,σ˜
−
j
∣∣) . (4.43)
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In order to bound the integral, we follow the strategy used in the previous
proof. Using Eq. (4.42) we notice that
sup
℘, ♯, σ
x˜, ♯˜, σ˜
∥∥∥(FYt℘, ♯, σ
x˜, ♯˜, σ˜
(ξ)
)
σ,σ
∥∥∥ ≤ |Y|∏
i=1
2K
((di + d˜i + 2m)!)
pMdi+d˜i
1 +M−2m (κ+xiκ
−
xi)
m
, ∀m ∈ N .
(4.44)
Thus:
sup
x1,...,xN
s
sup
℘, ♯, σ
x˜, ♯˜, σ˜
∫
dκY
∥∥∥µ̂±
Y
(ξ, s)
∥∥∥ ∥∥∥(FYt℘, ♯, σ
x˜, ♯˜, σ˜
(ξ)
)
σ,σ
∥∥∥
≤ (K ′M )
|Y| ((2N − 2N)!)p |Y|∏
i=1
((di + 2|S|+ 2)!)
p (2pM)di+d˜i . (4.45)
for some constant K ′M depending on |S| as well. Finally, by noticing that
∑
x˜, σ˜
N−N∏
j=1
∣∣(CE+iǫ
x˜+j ,x˜
−
j
)
σ˜+j , σ˜
−
j
∣∣ ≤ (|Y| |S| ‖CE+iǫ‖∞,1)N−N , (4.46)
we obtain the following bound for some constant C˜M,p,∣∣(RN,N (E + iǫ))σ,σ∣∣ ≤ (N !)2p(δ−1C˜M,p)NγN−N (CK,2pM,p,θ=0)N+1 , (4.47)
which implies the desired estimate (4.34).
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A Disorder Distribution
We discuss two examples that connect the density ν with the IMB of Defi-
nition 3.1:
Example I.1: We can state the following lemma.
Lemma A.1. Let ν ∈ S (R) be analytic in the strip | Im t| < W . Then, if
γ−1z < W , Fz satisfies IMB with M = (W/2− γ−1z/2)−1/2 and p = 1/2.
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Proof. The assumptions on ν imply that ‖νˆ(Φ+Φ−)‖ ≤ Ce−Wφ+φ− , for some
universal constant C. Using that |(φ+σ )
n+σ (φ−σ )n
−
σ | ≤ (nσ/2)!M
−nσ/2 eMφ
+
σ φ
−
σ ,
where nσ = n
+
σ + n
−
σ and M = W/2 − γ
−1z/2 the claim follows. Here K
grows with M−1.
Notice that Example I.1 include Gaussian distributions.
Example I.2: The decay of the Fourier transform of test functions can
be quantitatively characterised, see, e.g., [36]. For instance, if ν(t) =
e
− 1
1−t2 1|t|≤1, then F0 satisfies IMB with M = 2 and p = 1.
We then discuss two examples that connect the density ν with the IDB
of Definition 4.1. Both examples include Gaussian distributions.
Example II.1: Introduce the following seminorm on the functions of a
supervector:
‖f‖1,W := sup
ζ∈R2W
∫
R2S
dφ
∥∥f(Φ + (ζ, 0))∥∥ , (A.1)
where R2SW =
{
φ ∈ C2S | | Im φi,σ| ≤W, i = 1, 2 , σ ∈ S
}
. We can state the
following lemma.
Lemma A.2. Assume that for any α ∈ R, eα|t|ν(t) is bounded and that
‖Fz‖1,W is finite for some 0 < W ≤ 1. Then Fz satisfies IDB with K =
‖Fz‖1,W , M =W
−1 and p = 1.
Proof. We notice that νˆ is entire and so is Fz in φ. We thus apply multi-
variable Cauchy integral formula in R2SW . Accordingly,[∏
i,σ
( ∂
∂φi,σ
)ni,σ]
Fz(Φ) =
(∏
i,σ
ni,σ!
2πi
) ∮
(∂D(0,W ))2S
dw
Fz
(
Φ+ (w, 0)
)∏
i,σ w
ni,σ+1
i,σ
,
(A.2)
where D(0,W ) =
{
w ∈ C
∣∣ |w| ≤W} and dw =×i,σ dwi,σ; therefore:∫
dφ
∥∥∥[∏
i,σ
( ∂
∂φi,σ
)ni,σ]
Fz(Φ)
∥∥∥ ≤ n!W−n ‖Fz‖1,W , (A.3)
where n =
∑
i,σ ni,σ. The claim follows because ∂/∂φ
ε
σ = 1/2(∂/∂φ1,σ
−iε∂/∂φ2,σ).
Example II.2: Introduce the following seminorm on the functions of a
supervector:
|||f |||1,W := sup
ζ∈(∂D(0,W ))2S
∫
R2S
dφ e
∑
σ∈S(φ
+
σ φ
−
σ )
1/2
‖f
(
Φ+ (ζ, 0)
)
‖ , (A.4)
where D(0,W ) ⊂ C was defined above. We can state the following lemma.
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Lemma A.3. Assume eW |t|ν(t) is bounded and |||Fz |||1,W is finite for some
0 < W ≤ 1. Then Fz satisfies factorial bounds with K = |S|! 2
|s| |||Fz|||1,W ,
M = 4(W−1 + γ−1z), p = 2.
Proof. We notice that νˆ(t) is holomorphic on the strip | Im t| ≤ W which
we shall use to estimate its derivative. We think of Fz(Φ) as the composite
function f(Φ+Φ−) and compute its derivative accordingly. For simplicity, we
carry out the computation in the case of |S| = 1 and we take, e.g., n+σ ≥ n
−
σ
and nσ = n
+
σ + n
−
σ . We accordingly bound the norm of the derivative as
follows:
∥∥∥( ∏
ε=±
( ∂
∂φεσ
)nεσ)
Fz(Φ)
∥∥∥ ≤ 2nσ(φ+σ φ−σ )nσ/2 n−σ∑
i=0
i!‖f (nσ−i)(Φ+Φ−)‖ . (A.5)
We apply Cauchy integral representation to estimate the derivatives of f(·)
and we use the bound (φ+σ φ
−
σ )
nσ/2 ≤ nσ! e
(φ+σ φ
−
σ )
1/2
. Integrating in dφσ and
taking the superior over the contour variable gives the claim.
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