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Short Abstract
Orthogonal Frequency Division Multiplexing (OFDM) has been adopted as the transmis-
sion scheme in most of the wireless systems we use on a daily basis. It brings with it several
inherent advantages that make it an ideal waveform candidate in the physical layer. However,
OFDM based wireless systems are severely affected in High Mobility scenarios. In this thesis,
we investigate the effects of mobility on OFDM based wireless systems and develop novel
techniques to estimate the channel and compensate its effects at the receiver. Compressed
Sensing (CS) based channel estimation techniques like the Rake Matching Pursuit (RMP)
and the Gradient Rake Matching Pursuit (GRMP) are developed to estimate the channel
in a precise, robust and computationally efficient manner. In addition to this, a Cognitive
Framework that can detect the mobility in the channel and configure an optimal estimation
scheme is also developed and tested. The Cognitive Framework ensures a computationally
optimal channel estimation scheme in all channel conditions. We also demonstrate that the
proposed schemes can be adapted to other wireless standards easily. Accordingly, evaluation
is done for three current broadcast, broadband and cellular standards. The results show the
clear benefit of the proposed schemes in enabling high mobility in OFDM based wireless
communication systems.
Kurze Zusammenfassung
Orthogonal Frequency Division Multiplexing (OFDM) wurde als Übertragungsschema
in die meisten drahtlosen Systemen, die wir täglich verwenden, übernommen. Es bringt
mehrere inhärente Vorteile mit sich, die es zu einem idealen Waveform-Kandidaten in der
Bitübertragungsschicht (Physical Layer) machen. Allerdings sind OFDM-basierte draht-
lose Systeme in Szenarien mit hoher Mobilität stark beeinträchtigt. In dieser Arbeit un-
tersuchen wir die Auswirkungen der Mobilität auf OFDM-basierte drahtlose Systeme und
entwickeln neuartige Techniken, um das Verhalten des Kanals abzuschätzen und seine
Auswirkungen am Empfänger zu kompensieren. Auf Compressed Sensing (CS) basierende
Kanalschätzverfahren wie das Rake Matching Pursuit (RMP) und das Gradient Rake Match-
ing Pursuit (GRMP) werden entwickelt, um den Kanal präzise, robust und rechnerisch ef-
fizient abzuschätzen. Darüber hinaus wird ein Cognitive Framework entwickelt und getestet,
das die Mobilität im Kanal erkennt und ein optimales Schätzungsschema konfiguriert. Das
Cognitive Framework gewährleistet ein rechnerisch optimales Kanalschätzungsschema für
alle möglichen Kanalbedingungen. Wir zeigen außerdem, dass die vorgeschlagenen Schemata
v
auch leicht an andere Funkstandards angepasst werden können. Dementsprechend wird
eine Evaluierung für drei aktuelle Rundfunk-, Breitband- und Mobilfunkstandards durchge-
führt. Die Ergebnisse zeigen den klaren Vorteil der vorgeschlagenen Schemata bei der
Ermöglichung hoher Mobilität in OFDM-basierten drahtlosen Kommunikationssystemen.

ABSTRACT
Wireless communication systems have become a ubiquitous part of human life. The exten-
sive use of these systems in various aspects of daily life has not only drastically changed
the way we live, but also placed ambitious expectations on the future of wireless systems.
Advances in wireless systems during the last decade have brought us to the brink of 5G, a
new generation of cellular communication that is envisioned to bring high speed, ultra low
latency and a unification of broadband, broadcast and cellular systems in the near future.
A commonality in modern wireless communications systems is the use of Orthogonal
Frequency Division Multiplexing (OFDM) as the transmission scheme in the physical layer.
Although the use of OFDM has several advantages like computational complexity, robustness
against echoes and ease in spectrum shaping, it is sensitive to the effects of high mobility. A
relative motion between communicating end devices results in a Doppler shift that distorts
the OFDM signal at the receiver. In this thesis, we study the effects of a doubly selective or
a time varying multipath channel present in scenarios of high mobility. We propose novel
compressed sensing based channel estimation schemes that precisely estimate such a channel
and equalize the effects of high mobility at the receiver. The proposed schemes are also
optimized in terms of computational complexity. In addition to this, we have also developed
a cognitive framework that detects the mobility in the channel and configures an optimal
estimation scheme at the receiver.
In order to show the flexibility and robustness of the proposed schemes, evaluation is done
for three different wireless standards that are part of our daily life. These include the LTE,
LTE-V (Cellular), DVB-T2 (Broadcast) and the IEEE 802.11p (Broadband) standards. The
evaluations will highlight the benefits of the proposed schemes in varying channel conditions
for these wireless standards. Moreover, the simulation platforms are also made available as
open source software. The goal of this thesis is to contribute towards bringing high mobility
in OFDM based wireless communication systems.
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It was the summer of 1890 and a curious sixteen year old teenager fascinated by electricity
and physics, called Guglielmo Marconi began conducting experiments to transmit telegraph
messages wirelessly using electromagnetic waves that were then known as Hertzian waves.
After numerous attempts, in December 1894, Guglielmo demonstrated a radio system com-
prising of a transmitter and receiver. This has been one of the most notable breakthroughs
that ignited the development of wireless communication systems.
Wireless systems have been constantly developed through the years to include novel
usage scenarios in different applications. Wireless radios found several applications in the
19th century that included news, entertainment, military and safety applications. The avail-
ability of radio equipment aboard the Titanic played a vital role in saving 700 people and
demonstrated the effectiveness of Radio when compared to carrier pigeons as a medium for
communication [157]. The advent of broadcast television in the early 20th century marked
another milestone in wireless communication and is one of the few inventions that continues
to have a significant impact on the society by enabling news and entertainment to reach a vast
number of households. The fascinating television coverage of the Apollo 11 mission landing
on the surface of the Moon on 20 July 1969 has been one of the greatest broadcasts in the
history of television. The cellular revolution that began in 1990 has continued to positively
impact the society by providing a seamless connectivity that is bringing the world closer
together. Cellular technology also evolves at a rapid pace and 5G, the current generation
envisions ultra reliable low latency, massive machine type and enhanced mobile broadband
communication. Moreover, it envisions to incorporate broadcast and multicast capabilities
and create a network architecture that can be adapted dynamically as described in [66]. The
future of wireless communications systems is promising and has a potential for wider spec-
trum resources in the T Hz band, use of artificial intelligence, dynamic spectrum access and
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cell-free massive Multiple-Input Multiple-Output (MIMO) networks just to name a few.
Mobility has become an important requirement for present as well as future wireless
communication systems. It enables a plethora of safety and non-safety applications in
vehicular scenarios. However, the relative motion between communicating end devices
results in a Doppler shift that significantly affects the performance of modern wireless
systems that use Orthogonal Frequency Division Multiplexing (OFDM) as the transmission
technology in the physical layer1. In this thesis, we study the effects of mobility on OFDM
based systems and develop novel schemes to robustly estimate and equalize the effects of
the wireless channel at the receiver. The ultimate goal is to enable High Mobility in OFDM
based Wireless Communication Systems.
1.1 The Problem Statement
The advancements in wireless communication have resulted in an unprecedented variety of
different systems from Body- over Local- to Wide-Area Networks; from low energy low data
rate sensor networks to multi-Gigabit wireless display interfaces. Despite this variety, there
is a commonality with respect to future expectations of telecommunication systems:
High Frequency: Frequencies are a scarce resource and communication systems for the
future face increasing carrier frequencies of several GHz2 up to several 10 GHz3. More-
over, the 5th generation of cellular systems (5G) proposes a spectrum that aggregates
frequency bands up to 86 GHz [84].
Relative Motion: Mobility requirements are increasing. Scenarios like the use of telecom-
munication systems in fast moving vehicles like high speed trains or airplanes, where
potentially both, sender and receiver are in motion (vehicle-to-X communication4)
have led to the requirement of coping with high relative speeds. The 5G standard
specifies a maximum relative speed of 500 km/h [51].
1OFDM is a non-trivial frequency-division multiplexing scheme wherein the frequency band is split into





Subcarrier Spacing: The evolution of signal processing capabilities has led to a mass mar-
ket application of multicarrier systems with up to 32k carriers5 while the channel raster
has remained unchanged. This has resulted in a carrier spacing that is continuously
decreasing.
We notice a trend in which wireless communication systems are required to work with
higher frequencies, in a highly mobile environment and with an ever increasing number
of subcarriers [21]. Although the use of OFDM in the physical layer offers many inherent
advantages, a Doppler shift resulting from the relative mobility between end devices distorts
the OFDM signal by destroying the orthogonality between the narrowband subcarriers. As
a result, adjacent subcarriers begin to interfere with each other causing Inter Carrier Inter-
ference (ICI). This poses a severe obstacle for the flexible design of future high mobility
multicarrier systems and Doppler compensation becomes an obligatory component that must
be considered. Moreover, a smaller sub-carrier spacing along with the use of higher frequen-
cies proportionally increases the effects of Doppler shifts at the receiver. Accordingly, the
question that lays the foundation to this thesis is,
How to enable high mobility in modern wireless systems in a robust, transparent
and computationally effective manner?
We approach this problem by surveying the state-of-art, systematically identifying the
requirements, proposing novel techniques that overcome the effects of the wireless channel
and ensuring robust performance at the OFDM receiver.
1.2 Contributions
The notable contributions that stem from this thesis are:
• Robust delay metric for the rake matching pursuit algorithm. This has enabled a robust
estimation of the delays when compared to the classical compressed sensing based
delay search algorithms.
• Doppler shift estimation: A novel technique to estimate the Doppler shift by tracking




• A novel cognitive framework for channel estimation has also been implemented. It
chooses the most efficient channel estimation scheme for a given channel condition.
• The proposed schemes have been implemented and evaluated for current Broadband,
Broadcast, and Cellular standards.
• Time domain pilots are also explored in this thesis. A mechanism to generate them
without significantly affecting the transmitted structure is proposed. Time domain
pilots can be very useful in the estimation of doubly selective channels and help get
measurements from the time signal at the receiver.
• The prospects of deep learning in channel estimation is also explored in this thesis and
the challenges involved are highlighted.
• Standard compliant simulation platforms have also been developed to evaluate the
proposed schemes. The simulation platforms along with the proposed schemes for
channel estimation are made available open source.
The work of this thesis has resulted in novel channel estimation and equalization schemes
that perform consistently better than conventional schemes in varying channel conditions and
also for different wireless standards. It has also led to eight publications at well renowned
conferences and are listed below in chronological order.
• Chelli, Kelvin; Herfet, Thorsten: “Doppler Shift Compensation in Vehicular Com-
munication Systems”, in the IEEE International Conference on Computer and Com-
munications (ICCC), Chengdu, October 2016
• Chelli, Kelvin; Herfet, Thorsten: “Time-Domain Pilots in DVB-T2”, in the 12th
IEEE International Symposium on Broadband Multimedia Systems and Broadcasting
2017, Cagliari, Italy, June 2017
• Chelli, Kelvin; Sirsi, Praharsha; Herfet, Thorsten: “Sparse Doubly-Selective Chan-
nels: Estimating Path Parameters Unambiguously” in the 26th European Conference
on Networks and Communications, Oulu, Finland, June 2017
• Chelli, Kelvin; Sirsi, Praharsha; Herfet, Thorsten: “Complexity Reduction for
Consumer Device Compressed Sensing Channel Estimation” in the 7th IEEE Interna-
tional Conference of Consumer Electronics, Berlin, Germany, September 2017
• Chelli, Kelvin; Sirsi, Praharsha; Herfet, Thorsten: “Cognitive Framework for the
Estimation of Doubly Selective Channels” in the 86th IEEE Vehicular Technology
Conference, Toronto, Canada, September 2017
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• Sirsi, Praharsha; Chelli, Kelvin; Herfet, Thorsten: “Tap Coefficient Based Cogni-
tive Framework for Estimating a Dynamic Channel”, in the 2nd International Confer-
ence on Circuits, Controls and Communications, Bangalore, December 2017
• Chelli, Kelvin; Herfet, Thorsten: “Estimating Doubly-Selective Channels in DVB-
T2”, in the IEEE International Symposium on Broadband Multimedia Systems and
Broadcasting 2018, Valencia, Spain, 2018
• Chelli, Kelvin; Theodory, Ramzi; Herfet, Thorsten: “Compressed Sensing Channel
Estimation for LTE-V”, in the 2nd International Conference on 5G for Ubiquitous
Connectivity (5Gu), Nanjing, China, 2018
1.3 Outline
This thesis is organized to introduce the foundations in Part 1. In Chapter 2, multicarrier
systems are introduced with a focus on OFDM. The effects of the wireless channel are sys-
tematically described and the resulting channel model is derived in Chapter 3. Moreover, the
recommended channel models to simulate the wireless channel are given in Section 3.5. In
Chapter 4, the wireless standards (ranging from cellular to broadband to broadcast) used for
the evaluation of the proposed channel estimation and equalization schemes are introduced
and the difference in physical layer specifications are highlighted.
Once the foundation is laid, the problem of channel estimation is addressed in Chapter 5.
The system model is derived in Section 5.1 and the classical approaches for channel estima-
tion are described in Section 5.2. In Section 5.3, the state-of-art techniques are discussed
and the strengths and weaknesses of each are highlighted. In Section 5.4, we look into the
prospects of deep learning in estimating the wireless channel. The fundamentals are intro-
duced and the results of a few experiments with deep learning are discussed in Section 5.4.2.
Compressed sensing based channel estimation methods are discussed in Chapter 6. We begin
by introducing the fundamentals of compressed sensing in Section 6.1 followed by a detailed
survey of compressed sensing schemes used for channel estimation in Section 6.2. The
conventional approach of estimating a doubly selective channel using compressed sensing
is described in Section 6.3. In Section 6.4, the proposed rake matching pursuit algorithm is
introduced and the differences to the conventional scheme are highlighted. The gradient rake
matching pursuit algorithm proposes an intuitive modification that reduces the computational
effort and is described in Section 6.5. The dictionary is a vital prerequisite for MP algorithms
and is one of the decisive factors that affects the performance of channel estimation. The gen-
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eration of the dictionary is also a computationally intensive process. In Section 6.6, we look
into the problem of dictionary generation and propose a solution that significantly reduces
memory and computational requirements. In Chapter 7, the cognitive framework introduced
with a goal to provide the best error performance at an optimal computational complexity
in varying transmission scenarios. The cognitive framework is able to sense the degree of
mobility in the channel and choose an appropriate estimation scheme.
The proposed compressed sensing based channel estimation schemes are evaluated
for three modern wireless telecommunication systems in different domains like cellular,
broadcast and broadband. The motivation is to show that the proposed schemes are flexible,
robust and able to provide good results for wireless standards with significant differences in
physical layer specifications. The simulation platforms used for the evaluations are described
in Chapter 9. The results of the evaluations are given in Chapter 10. Finally, the thesis
concludes with a few remarks in Chapter 11 on the possible impact of this thesis and its role
in bringing high mobility in OFDM based wireless communication systems.
CHAPTER 2
MULTICARRIER TRANSMISSION TECHNIQUES
This chapter gives an introduction to OFDM and its variants that are used in modern wireless
communication standards.
2.1 Orthogonal Frequency Division Multiplexing
OFDM is a form of “non-trivial” frequency-division multiplexing. While classical telecom-
munications always divides the allocated bandwidth between different applications/channels,
OFDM offers a way to split up the bandwidth of a single application. Accordingly, OFDM
is a multicarrier transmission technique, where the input stream of bits is split into parallel
streams that are used to modulate different carriers. The underlying idea is to divide the
allocated spectrum into a number of narrowband subcarriers. Although the spectra of the
modulated signals overlap in the frequency domain, they remain to be orthogonal to each
other as seen in Figure 2.1.
 Δf
Fig. 2.1: OFDM Subcarriers in the Frequency Domain
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The use of harmonic functions with frequencies fsc = nT for the subcarriers establish an
orthonormal basis which can be exploited in a transmission scenario as the communication is
free of ICI1. Here, T is the OFDM symbol duration and n ∈ N. The complex baseband of
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On a closer look, it can be seen that the OFDM signal in Equation (2.1) is related to the
Inverse Discrete Fourier Transform (IDFT). Note that, N is the IDFT size. Over the years,
OFDM has become the choice for the physical layer in many of the wireless standards we
use today. This is mostly due to the optimized hardware implementations using Fast Fourier
Transform (FFT) that make it an ideal choice for practical deployment on consumer hardware.
OFDM has been adopted for terrestrial broadcasting, cellular and broadband wireless stan-
dards. The upcoming 5G cellular communication standard also proposes the use of OFDM
in the physical layer. The structure of an OFDM signal is best captured in Figure 2.2. It
can be seen that the signal is divided in both the time and the frequency domain. Division
along frequency provides an increase in capacity while division in time ensures reduced Inter
Symbol Interference (ISI)2 or simply, less interference to the adjacent symbols. Accordingly,
the symbols in time domain have a guard interval between them. In a multipath environment,
many copies of the same symbol will be received at the receiver after undergoing different
delays resulting in ISI. To compensate for this effect, OFDM systems typically make use
of a Cyclic Prefix (CP) , where defined number of samples from the end of the data stream
are added to the start of the OFDM symbol in the time domain. In addition to the guard
interval/cyclic prefix, a guard band is also realized by setting a few narrowband subcarriers at
the beginning and towards the end of the allocated spectrum to zero. The guard band not only
simplifies spectrum shaping but it also important to avoid aliasing on the outer subcarriers.
Moreover, Figures 2.1 and 2.2 also show that the narrowband subcarriers are free from ICI
(i.e no contribution of neighboring subcarriers at sampling points).
1ICI is a phenomenon where, the narrowband subcarriers in an OFDM symbol interfere with each other. It
is mainly caused due to frequency offsets experienced in doubly selective channels as explained in Section 3.4
2ISI is the interference between adjacent OFDM symbols in the time domain. It is caused due to multipath
propagation as explained in Section 3.2
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Fig. 2.2: OFDM Signal Structure (Source: [77])
A generic block diagram of an OFDM transmitter is seen in Figure 2.3. The modulated
symbols in the frequency domain are transformed to the time domain using an Inverse Fast
Fourier Transform (IFFT). A cyclic prefix is then appended to each OFDM symbol to produce
the signal to be transmitted.
IFFTSubcarrierMapperInput Bits CPModulator
Fig. 2.3: Generic OFDM Block Diagram
Advantages of OFDM The technique of splitting up the bandwidth among narrowband
subcarriers in OFDM offers several advantages. Some of the benefits of using OFDM
are listed below
• Commercial wireless communication systems need to adhere to strict spectral
masks. The use of OFDM makes spectral shaping easier and more efficient to
implement.
• In OFDM, the input data stream is split into a lower bit rate parallel stream. This
increases the symbol duration and makes the system more resilient to the effects
of multipath propagation. By using a cyclic prefix, an inherent robustness against
ISI is ensured.
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• A simplified transmitter and receiver design is aided because, a separate filter is
not needed for the subcarriers. Additionally, for every narrowband subcarrier,
the wireless channel can be considered as a flat fader that makes the equalization
process easier.
• An efficient implementation is also ensured using the FFT algorithm. This makes
OFDM an ideal choice for battery power consumer devices.
Disadvantages of OFDM Although there are many advantages to OFDM, there are a few
drawbacks that have to be taken into account. Some of the disadvantages are listed
below.
• An important aspect of OFDM signals is the orthogonality between the narrow-
band subcarriers. In the presence of Doppler shifts, the subcarriers are no longer
orthogonal to each other. This will result in ICI and drastically affect the perfor-
mance of an OFDM system.
• OFDM signals have a significant amplitude variation due to the linear combina-
tion of the subcarriers that have been modulated individually. Thus, in certain
instances this could result in the subcarriers being combined either in-phase or
out-of-phase, resulting in a high Peak to Average Power Ratio (PAPR). A high
PAPR implies that a highly linear amplifier would be required at the transmitter
to avoid distortion. This can be a problem especially in battery driven mobile
devices since amplifiers with a large (linear) working range consume more power.
2.2 Single Carrier Frequency Division Multiplexing
Single Carrier Frequency Division Multiplexing (SC-FDM) is closely related to OFDM and
can be regarded as DFT- spread OFDM. It helps alleviate the the problem of high PAPR
in an OFDM signal and has been adopted by the Long-Term Evolution (LTE) standard in
the uplink transmission in order to increase the power efficiency of battery operated mobile
devices. SC-FDM shares the principles of OFDM, thus exhibiting the same benefits in terms
of multipath mitigation and low-complexity equalization.
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SC-FDM is realized by applying a Discrete Fourier Transform (DFT) to the modulated
input symbols. This spreads the symbols over all the subcarriers and produces a virtual
single carrier structure. It also reduces the variations in the instantaneous transmit power and
helps reduce the PAPR of the transmitted signal. Accordingly, each subcarrier in SC-FDM
will contain information about all of the transmitted symbols due to DFT spreading [143].
This is in contrast to OFDM wherein, each subcarrier carries information about only one
of the modulated input symbols. Figure 2.4 illustrates the differences between OFDM and
SC-FDM signals.
Fig. 2.4: Time-Frequency Representation for OFDM and SC-FDM Signals
A generic block diagram of a SC-FDM transmitter is seen in Figure 2.5. After the
modulation process is completed, the DFT block spreads the modulated symbols over all the
subcarriers. The remainder of the block diagram is the same as OFDM in Figure 2.3.
IFFTSubcarrierMapperInput Bits CPModulator DFT
Fig. 2.5: Generic SC-FDM Block Diagram (Source: [64])
The exact structure of the transmitter and the associated parameters for uplink transmis-
sion in the LTE standard is comprehensively described in Section 4.1. It is also interesting
to note that, since all subcarriers in an SC-FDM symbol contains information about all the
input symbols, an increased robustness to deep fading can be achieved and the information
can still be recovered from other subcarriers experiencing better channel conditions [122].
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Despite of the attractive merits of SC-FDM, it has a significant disadvantage in the form
of noise enhancement. At the receiver, the IDFT despreading spreads the noise introduced
by the wireless channel onto all the subcarriers [122]. This phenomenon is called noise
enhancement and can degrade the performance of the SC-FDM signal.
2.3 Coded OFDM
Coded Orthogonal Frequency Division Multiplexing (COFDM) is another important variant
of OFDM that is specified for the DVB-T2 standard. Here, the information bits that are to
be transmitted are first error protected after which OFDM modulation is done. The DVB-
T2 standard even specifies two Forward Error Coding (FEC) schemes to ensure robustness
against the effects of the channel. A Low-Density Parity-Check (LDPC) inner code and a
Bose–Chaudhuri–Hocquenghem (BCH) outer code is specified to ensure good performance
in an environment with high noise levels and interference [131, 153]. The inner LDPC
code enables the generation of long codes with a powerful error correction capability while
the outer BCH code is intended to reduce the error floor of the LDPC code [126]. The
specifications of COFDM and the Forward Error Coding (FEC) schemes are described in
Section 4.2 A generic block diagram of COFDM is shown in Figure 2.6. The information bits
are first encoded using FEC schemes. The encoded bits are modulated and then transformed to






Fig. 2.6: Generic COFDM Block Diagram
2.4 Other Variants of OFDM
Most of the wireless technologies that we use on a daily basis specify OFDM in the physical
layer due to its indisputable advantages. It is also intensively studied in the research commu-
nity and has resulted in several improvements that focus on increasing efficiency, flexibility,
and robustness of the underlying waveform. Some of the most notable developments are
briefly mentioned in this section.
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Generalized Frequency Division Multiplexing (GFDM) GFDM is a digital multicarrier
modulation scheme which incorporates a flexible pulse shaping technique and oppor-
tunistically exploit spectrum white spaces for wireless data communications [58]. The
architecture in GFDM makes it possible to design a waveform that is optimized to
the requirements (latency, power consumption, reliability) of the underlying applica-
tion [111]. It has been one of the waveform candidates considered for 5G [63].
The underlying idea in GFDM is to independently modulate a subset of carriers and
symbols (termed as subcarriers and subsymbols respectively) that makes up a block.
Accordingly, each data block can be composed of K subcarriers and M time slots and
transmits KM complex modulated data as explained in [58]. The data blocks are then
filtered using a prototype filter 3 in the time and frequency domains. At the end of
each block, a CP is added to avoid ISI. The result is a non-orthogonal waveform that is
shown to reduce emissions outside the spectral mask, allows for usage of a fragmented
spectrum and provide dynamic spectrum allocation capabilities [111].
However, the filtering of a carrier subset in each block can introduce both ISI and
ICI that would require additional processing at the receiver to eliminate them. This
severely increases the computation complexity at the receiver [63].
Filter Bank Multicarrier (FBMC) Modulation is one of the most investigated filtered
multicarrier systems in literature [8, 54] and has also been considered as an alternate
waveform for 5G [80]. Here, the subcarriers are pulse shaped individually in order
to reduce the out-of-band emissions significantly compared to an OFDM waveform.
However, a major disadvantage in FBMC is that spectral efficiency cannot be ensured
when the number of transmitted symbols is small. This makes FBMC suboptimal in
low latency applications [63, 111]. In addition to this, the computational complexity
involved is significantly higher when compared to OFDM [63].
OFDM and its variants cover most of the wireless communication systems in the cellular,
broadband and broadcast domains. It provides the flexibility, reliability, and robustness at a
computational cost that has made it an attractive waveform for wireless systems. However, in
scenarios of high mobility the performance of OFDM based wireless systems deteriorate. The
characteristics of such a wireless channel and its effects on an OFDM signal are discussed in
Chapter 3.




The wireless channel is the physical medium that connects communicating end devices.
Signals passing through the wireless channel undergo several physical phenomena like noise,
reflection, and mobility resulting in a distorted signal at the receiver. In this Chapter, we
mathematically describe these physical properties and discuss the effects they have on an
OFDM based wireless communication system. Additionally, we also describe the channel
models that are commonly used to simulate the wireless channel.
3.1 Additive White Gaussian Noise
Additive White Gaussian Noise (AWGN) is a simple time-continuous noise model that is
commonly used to emulate the effect of (several) random processes occurring in nature [74].
The AWGN model has the following characteristics: (i) Additive where the noise is added
to the transmitted signal (example: thermal noise), (ii) White refers to a large bandwidth
where the power spectral density of the noise is constant. In other words, this means that
the noise is not frequency selective over a large bandwidth and, (iii) Gaussian refers to
a Gaussian probability density function. This is the result of several independent sources
with equal power being superimposed (central limit theorem). The amplitude of the noise
follows the Gaussian distribution and the corresponding probability density function is given









Here, z is a random variable that denotes the amplitude of the noise, p(z) is the probability
of z and σ2 is the variance. The output of an AWGN channel will be the input signal with
noise added to it. Accordingly, if the input signal and noise are denoted as x(t) and w(t)
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respectively, the output signal can be written as r(t) = x(t)+w(t). The AWGN channel
does not take into account any other channel effects such as frequency selectivity or time
selectivity, these effects will be described in the following sections.
3.2 Time Dispersion and Multipath
In a transmission scenario, multipath occurs when the electromagnetic waves reflect at
obstacles and are received at the receiver. Let us consider a Linear Time-Invariant (LTI)
single-path scenario where the environment is stationary. The received signal r(t) is computed
by delaying the sent signal x(t) by the path delay τ0 and scaling it by some complex value c̃0,
resulting in a gain and phase shift [62] as shown in Equation (3.2).
r(t) = c̃0x(t − τ0) (3.2)
This models the behavior of an electromagnetic wave propagating through free space.
Additionally in many wireless communication applications, the use of non-directional (or
omni-directional) antennas radiates the signal in all directions which results in multiple
propagation paths, each with a different delay and scaling factor. Consequently, the receiver
that also uses a non-directional antenna, will receive a superposition of all incoming signals.






c̃kx(t − τk) (3.3)
Since a superposition of differently shifted and differently weighted versions of the
transmitted signal is received, the channel is called time dispersive. Figure 3.1 illustrates the




Fig. 3.1: Multipath Propogation
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We can also associate each propagation path with its corresponding delay and parame-
terize the equation on τ . If we consider τ to be a continuous variable, the transmit-receive





h(τ)x(t − τ)dτ (3.4)
here, h(τ) denotes the channel impulse response and is shown in Equation (3.5). Note
that, the complex gains ck are constant for a given delay [74, 91] and τk denotes the relative





c̃kδ (τ − τk) (3.5)
It is also very interesting to see that Equation (3.4) is equal to the general input-output
relation of an LTI system, representing a convolution of the input with its channel impulse
response. Using the convolutional property of the Fourier transform, we can express the
transmit-receive relation in the frequency domain as R( f ) = H( f ) · X( f ). Let us now
consider the frequency domain representation of Equation (3.5). A delay in the time domain
corresponds to a frequency dependent phase shift according to the time shift property of
the Fourier transform (δ (t − τ)◦−• exp(− j2π f τ)). Thus, multipath propagation results in a
time dispersive channel that is frequency selective. An important characteristic of frequency
selective channels is the coherence bandwidth. According to [74], the coherence bandwidth is
defined as the frequency separation at which the attenuation of two frequency domain samples
of the channel become decorrelated. The coherence bandwidth is inversely proportional to





3.3 Frequency Dispersion and Doppler
Another important physical phenomenon is the effect of mobility on OFDM based wireless
systems. The relative motion between communicating end devices results in a Doppler shift
fd (measured in Hz). Accordingly, the frequency f0 of the signal is shifted to f0 ± fd . The
amount of Doppler shift is dependent on the frequency of the transmitted signal f0 and the
relative velocity v (measured in m/s). The Doppler shift for moving receivers is calculated
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as in Equation (3.7) where, c represents the speed of light and φ denotes the angle between
the transmitter and the receiver.




It is also important to note that the end devices may move closer to; or away from each
other. Thus, the relative velocity v can be positive or negative, resulting in possible Doppler
shifts f ±| fd|. Let us again consider the simple single-path scenario where the transmitted
signal experiences a certain Doppler shift fd0 as seen in Equation (3.8).
R( f ) = X( f ± fd0) (3.8)
Transforming Equation (3.8) to the time domain we get,
r(t) = x(t) · exp(∓ j2π fd0t) (3.9)
We observe that the Doppler shift has resulted in a time-dependent phase shift in the time
domain (frequency shift property of the Fourier transform). This results in a channel that is
selective with time and accordingly, such channels are known as time varying or time selective
channels. The transmit-receive relation considering the effects of Doppler shift is found in





h(t)x(t)exp(∓ j2π fdt)d fd (3.10)
Furthermore, if we consider multipath propagation, each path can have a unique Doppler
shift associated with it and the superposition of different frequency shifts make the channel
frequency dispersive. Frequency dispersion critically affects an OFDM signal by affecting
the orthogonality between subcarriers and introducing ICI.
An important parameter of time selective channels is the coherence time Tcoherence.
Coherence time is defined as the period where the channel impulse response is constant [4,
10]. It is inversely proportional to the maximum Doppler frequency encountered in the
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3.4 Doubly Selective Channels
The wireless channel in a typical vehicular environment exhibits both multipath propagation
and Doppler shift. Thus, the channel is selective in both the time and the frequency domain
and is termed as a doubly selective or a time-varying multipath channel [62]. An environment
with several obstacles (for example an urban setup) results in many propagation paths each
with different delays and Doppler shifts. We can therefore express the wireless channel as a
two dimensional function to represent the delays and Doppler shift. Combining Equation (3.4)
and Equation (3.10), we can write the transmit-receive relation for a doubly selective channel








c̃(τ, fd)x(t − τ)exp(∓ j2π fdt)dτ d fd (3.12)
Here, c̃(τ, fd) is the spreading function. The time-varying channel impulse response
h(t,τ) can be formulated as Equation (3.13) and an equivalent formulation of the transmit-










h(t,τ)x(t − τ)dτ (3.14)
This is the channel that distorts an OFDM signal in a highly mobile or a vehicular
environment. Although robust against frequency selectivity (or time dispersion), OFDM
signals are sensitive to time selectivity (or frequency dispersion). Moreover, the use of higher
frequencies, smaller subcarrier spacing and higher speeds in present as well as future wireless
communications systems further amplifies this problem. The goal of this thesis is to improve
the robustness of OFDM signals under such doubly selective channels. In the next section,
channel models that emulate the characteristics of a doubly selective channel are introduced.
3.5 Channel Models
Channel models provide the means to evaluate the effectiveness of the proposed estimation
algorithms and can be considered as a mathematical description of the transfer characteristics
that emulate the behavior of the underlying channel. In order to enable the evaluation of
proposed algorithms with competing methods, it is imperative that channel models that are
both extensively tested and widely accepted in the research community must be chosen.
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As described in the Section 3.2, a transmitted wireless signal by its nature undergoes
multiple reflections, is attenuated, and diffracted around obstacles before reaching the receiver.
Since a thorough testing of all the different combinations of channel perturbations is not
possible in the practical development of channel estimation algorithms, statistical approaches
based on real world simulations are generally employed in research and in this thesis. An
example of such an empirical channel model defined by the International Telecommunication
Union (ITU) suited for vehicular environments is shown in Table 3.1.
Table 3.1: Channel Model for Vehicular Scenarios proposed by ITU [124]
Tap
Low Delay Spread High Delay Spread
Doppler Spectrum
τ(µs) Pavg(dB) τ(µs) Pavg(dB)
1 0 0.0 0 −2.5 classic
2 0.310 −1.0 0.300 0 classic
3 0.710 −9.0 8.900 −12.8 classic
4 1.090 −10.0 12.900 −10.0 classic
5 1.730 −15.0 17.100 −25.2 classic
6 2.510 −20.0 20.000 −16.0 classic
The empirical channel model is further categorized based on the extent of the delay
spread. The propagation delay τ (measured in µs) and the average power Pavg (measured in
dB) are both relative to the first path. A classic Doppler spectrum that denotes the use of
Jake’s model (also called Clarke’s model) is modeled on each delay tap [124]. In this thesis,
the delay taps and their respective power profiles are chosen according to the recommenda-
tions of the respective standards.
The European Cooperation in the Field of Science and Technology Research (COST)-207
channel model is another widely used model to emulate a time-variant frequency selective or
a doubly selective wireless channel. This channel model is the outcome of extensive data
collection from different regions in Europe aimed to characterize propagation in various
terrains and provide appropriate fading channel models [53]. The channel model defines four
profiles based on varying terrains and define the number of delay taps, the corresponding
delays, the relative power on each of these taps as well the type of the Doppler spectrum.
Table 3.2 shows the different echo profiles.
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Table 3.2: Channel Model based on Terrain proposed by COST 207 [77]
Terrain Type τmax (µs) ∆τ (µs) Echo profile
Rural Area 0.5 0.1 e(−9.2τ) for 0 ≤ τ ≤ 0.7
Typical Urban 5.0 1.0 e(−τ) for 0 ≤ τ ≤ 7
Bad Urban 10 2.5
e(−τ) for 0 ≤ τ ≤ 5
0.5 · e(5−τ) for 5 < τ ≤ 10
Hilly Terrain 20 5.0
e(−3.5τ) for 0 ≤ τ ≤ 2
0.1 · e(15−τ) for 15 ≤ τ ≤ 20
A 6-Delay Tap Typical Urban fader (often known as TU-6) is another popularly used
configuration recommended by COST and is shown in Table 3.3. A Doppler spectrum classic
indicates the use of the Jake’s spectrum, Gaus1, and Gaus2 refers to a Gaussian spectrum.
Table 3.3: TU-6 fader configuration proposed by COST
Tap Num. τ (µs) Linear Power Power (dB) Doppler Spectrum
1 0.0 0.5 −3 classic
2 0.2 1.0 0 classic
3 0.6 0.63 −2 Gaus1
4 1.6 0.25 −6 Gaus1
5 2.4 0.16 −8 Gaus2
6 5.0 0.10 −10 Gaus2
In this thesis, the Rayleigh channel in Matlab is used for the evaluation of the various
channel estimation and equalization schemes for the IEEE 802.11p and the DVB-T2 standard.
This channel model in Matlab constructs a frequency selective or a multi-path fading channel
object where, each discrete path is modeled as an independent Rayleigh fading process [91].
It is then configured with a recommended delay profile. Additionally, on each path a random
Doppler shift is simulated for isotropic scattering.
With the recent advancements in wireless communication systems and the advent of 5G,
the requirements of high mobility along with the need to use higher as well as a wider range
of frequencies has led to the need for more challenging and realistic channel models to be
developed and standardized. To address these requirements, the European Telecommunica-
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tions Standards Institute (ETSI) has initiated the 3rd Generation Partnership Project (3GPP)
project to develop channel models for Pan-European digital cellular systems [46]. The pro-
posed channel models are similar to those proposed by COST 207 with modifications to the
Doppler spectrum (restricted to only the Jake’s model). The recommended channel model
for use in battery driven mobile devices is shown in Table 3.4. Moreover, the similarities
between Tables 3.3 and 3.4 can also be noticed.
Table 3.4: TU-6 Cellular channel model
Tap Num. τ (µs) Relative power (dB) Doppler Spectrum
1 0.0 −3 classic
2 0.2 0 classic
3 0.6 −2 classic
4 1.6 −6 classic
5 2.4 −8 classic
6 5.0 −10 classic
Channel modeling is closely coupled with the evolution of wireless systems and as
such is constantly being adapted and improved. To cater to the needs of 5G, 3GPP has
commissioned the item, "Study on channel models for frequencies from 0.5 to 100 GHz" to
understand through systematic channel sounding experiments in a wide variety of scenarios,
and develop relevant channel models for 5G [52]. The new channel models have optimized
the propagation, Doppler shift, and loss models while introducing elements to address
higher frequencies. In the Release 14 of LTE, the Extended Vehicular A mode (EVA) is
recommended and is used to test the proposed algorithms for the LTE-V standard. This
channel model is available in Matlab as part of the LTE toolbox1. The EVA model is shown
in Table 3.5 and is used for the evaluation of the schemes discussed in this thesis for the LTE
standard.
1Available at: https://www.mathworks.com/help/lte/ug/propagation-channel-models.html
3.5 Channel Models 25
Table 3.5: EVA channel model for LTE-V [43]










In general the channel models introduced here confirm the observations made in Sec-
tion 3.4 that, although radio transmission in a mobile environment is highly dispersive due
to reflectors and scatterers, most of the transmitted energy is concentrated in a handful of





In this chapter, the specifications of three different wireless systems (that are evaluated in
this thesis) are described and exhibit the various similarities and differences among them.
The specifications of wireless standards also pose different challenges in the design and
development of effective channel estimation and equalization techniques.
4.1 Cellular
Cellular telecommunication systems have played a significant role in shaping today’s society
by providing the means for a nearly seamless connectivity that is bringing people, cultures,
and more generally our world closer together. The LTE standard for cellular communication
is specified by 3GPP. The current LTE or 4G era has made significantly bigger steps in im-
proving the fidelity, response times, data rates, and the overall quality of service compared to
previous iterations. Even on the cellular network infrastructure front, LTE has been able to
reduce the complexity and power consumption at the base stations while providing the means
to utilize new RF bands, which provides the flexibility to application specific use cases [122].
In the recent releases for 4G, new features that would be part of 5G are being tested [44]. In
this section, the details regarding the physical layer of the LTE standard including one of the
latest release that enables vehicle to vehicle communication are compiled from the 3GPP
specifications and presented here.
The commonality in the physical layer for the different framing structures in LTE includ-
ing the uplink, downlink, and the recently introduced Release 14 (also called LTE-V) is the
use of Orthogonal Frequency Division Multiple Access (OFDMA) and one of its variants
called Single Carrier Frequency Division Multiple Access (SC-FDMA). These schemes are
explained in Section 2.2. Radio frequencies are a scarce and valuable resource and as such,
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LTE uses different RF bands globally that range from 450 to 5900 MHz. These are specified
by 3GPP in [49]. The LTE standard also offers numerous bandwidth options which in turn
decides the number of subcarriers, the sampling frequency, and the number of Resource
Block (RB) available. A RB in LTE refers to the smallest unit of available resource that can
be assigned to a user. In the LTE terminology, a base station is referred to as an Evolved Node
B (eNB) and the devices connected to the base station are called User Equipment (UE) [48].
A typical physical layer frame in LTE has a duration of 10 ms. These frames consists of
ten subframes, each with a duration of 1 ms. Each subframe is further divided into two slots,
each having a duration of 0.5 ms. Each of these slots is a RB that consists of 12 OFDM or
SC-FDM subcarriers. The illustration in Figure 4.1 shows a generic LTE physical layer frame.
Fig. 4.1: LTE Physical Layer Frame [145]
The OFDM signal in an LTE frame has a subcarrier spacing of 15 kHz. Thus, a resource
block consisting of 12 subcarriers has a frequency span of 180 kHz. Depending on the band-
width, the LTE standard has different configurations for the number of resource blocks, the
sampling frequency, and the number of subcarriers as listed in Table 4.1 [122]. It is seen
that the number of resource blocks increases with increasing bandwidth. Also note that the
subcarrier spacing for all the different configurations is specified to be 15 kHz.
The LTE standard offers different configurations that give it the flexibility to serve various
needs and applications. Taking a closer look at the 15.0 MHz mode a 1536 point FFT is
required to maintain a subcarrier spacing of 15 kHz. FFT sizes in natural number power
of 2 are mostly used in signal processing applications, and are readily available in efficient
software and hardware solutions. The 1536 point FFT is computed using three separate 512
point FFT’s. Accordingly, the input sequence is split into three parallel vectors each of which
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goes through a 512 point FFT. Finally the three sequences are combined to get a 1536 point
FFT [31].
Table 4.1: Physical Layer Configurations in LTE
Bandwidth (MHz)
1.4 3.0 5.0 10.0 15.0 20.0
Resource Blocks 6 15 25 50 75 100
Num. Data Subcarriers 72 180 300 600 900 1200
Sampling Frequency fs (MHz) 1.92 3.84 7.68 15.36 23.04 30.72
FFT Size (N) 128 256 512 1024 1536 2048
Subcarrier Spacing ∆ f ∆ f = fsN = 15 kHz
LTE also defines different modulation schemes that can be used depending on the quality
of the underlying wireless channel. In addition to this, two cyclic prefix options are provided.
A short cyclic prefix ( 9128 of the OFDM symbol duration) is typically intended to be used
in urban cells to serve higher data rate applications. A long cyclic prefix (14 of the OFDM
symbol duration) is used where the cells are very large (like in rural areas) or in special
cases like multi-cell broadcast as explained in [88]. Consequently, the choice of cyclic prefix
influences the number of OFDM symbols in a resource block or an LTE physical layer slot
of 0.5 ms. Using a short cyclic prefix allows 7 OFDM symbols to fit in a resource block
while, the use of a long cyclic prefix can only fit 6 OFDM symbols in a resource block. The
durations of the cyclic prefix for the different modes are part of Table 4.2.
The downlink LTE transmission uses OFDMA as the physical layer waveform while in
the uplink, SC-FDMA is specified. These are multiple access schemes based on OFDM and
SC-FDM respectively. The use of SC-FDMA in the uplink is justified due to the indubitable
advantages in power efficiency that is crucial in battery driven mobile devices as explained in
Section 5.3. A summary of the waveform configurations is given in Table 4.2.
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Table 4.2: Physical Layer Waveform Specifications in LTE
Parameter Value
Modulation Schemes BPSK, QPSK, 16-QAM,
64-QAM or 256-QAM
Downlink Access Scheme OFDMA
Uplink Access Scheme SC-FDMA




Cyclic Prefix Length Short cyclic prefix:
9
128 of OFDM symbol duration
Note: 5.2µ for the first symbol and
4.7µs for the remaining symbols in a RB
Long cyclic prefix:
1
4 of OFDM symbol duration
Duration: 16.7µs
Num. OFDM Symbols in RB 7 when a short cyclic prefix is used
6 when a long cyclic prefix is used
Given the inherent flexibility of the LTE physical layer, at any given point in time, the base
station and the mobile station should agree on the correct parameters to ensure decodability.
Moreover the use of OFDMA and SC-FDMA allows for multiple mobile devices to be in a
single physical layer frame. Thus, the base station needs to transmit control information at the
beginning of every frame. The frame control information informs the mobile stations if the
current frame contains data intended for it. In addition to this, it also contains the information
necessary to decode the data payload scheduled by the base station. This information is con-
tained in the control channel and plays a vital role in the ability to correctly decode the data
plane. Thus, the control information is shorter in comparison to the size of the data payload
and is protected using a convolutional code with a low code rate [98]. To ensure robust data
transmission over the wireless channel, LTE specifies a Hybrid Automatic Repeat Request
(HARQ) consisting of a FEC technique and a re-transmission scheme. A high throughput
4.1 Cellular 31
turbo decoder is employed as a FEC scheme for the data channel. The exact format of the
control sequences are not directly relevant to this thesis and can be found in [44] and [98].
An illustration of a generic LTE time-frequency grid can be found in Figure 4.2. The fun-
damentals of an OFDM signal and the relationship between time and frequency domains are
clearly depicted. In the frequency domain, multiple subcarriers with harmonic frequencies
are independently modulated by data. An IFFT is then performed on the OFDM subcarriers
to produce the time domain OFDM signal which are then grouped into a resource block.
In this figure, the resource block has 7 OFDM symbols that provides a total of 84 (7×12
subcarriers) resource elements. Also the presence of 7 OFDM symbols in the resource block
indicates that a short cyclic prefix is employed. An extensive description of OFDM along
with its variants can be found in Section 2.1.
Fig. 4.2: Time-Frequency Resource Grid [122]
A simplified generic transceiver chain for Single Input Single Output (SISO) LTE down-
link and LTE uplink is shown in Figure 4.3 and Figure 4.4 respectively. The only differ-
entiating factor between the uplink and the downlink is the use of SC-FDM in the uplink
transmission. The use of SC-FDM is justified in the uplink due to a lower PAPR that helps
in reducing power consumption in battery operated mobile devices. The application of a
DFT to the modulated input symbols as seen in Figure 4.4 produces a virtual single carrier
structure known as SC-FDM.














































Fig. 4.4: A Generic Uplink OFDM Transceiver
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Pilots are reference signals that help estimating the distortions caused by the wireless
channel. Pilot-aided channel estimation techniques involve transmitting known reference
signals at known locations in a physical layer frame. Since the receiver knows about these pi-
lots, distortions introduced by the channel can be estimated using various channel estimation
techniques. The density and structure of the pilots play an important role in alleviating the
effects of the channel. However, introducing a large number of pilots that do not carry useful
information reduces the net data rate. Thus, wireless standards have to draw a systematic
trade-off that on the one hand allows for reliable channel estimation while ensuring that the
overheads are kept low.
In LTE, the downlink and uplink transmission modes have a different structure for pilots.
For downlink transmission, a sparse pilot arrangement in a resource block is specified in
the standard. Figure 4.5 shows the pilot pattern specified for downlink transmission in two
adjacent resource blocks with short cyclic prefixes (7 OFDM symbols in each resource block).
The pilots are placed in the first and the fifth OFDM symbol in a resource block. In the
first OFDM symbol, pilots are specified in the first and the seventh subcarrier while in the
fifth OFDM symbol, the pilots are found in the fourth and the tenth subcarriers. Such an
offset comb-type pilot pattern is not uncommon and can also be seen in other standards like
DVB-T2 as will be seen in Section 4.2. The purpose of such a pilot arrangement enables to





l=1 l=7 l=1 l=7
First Resource Block Second Resource Block
Resource Element (k, l)
Reference Symbol
Fig. 4.5: LTE Downlink Pilot Symbols
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For uplink transmissions, a block-type pilot pattern occupying an entire OFDM symbol
in a resource block is specified. Every uplink resource block contains such a pilot pattern as
illustrated in Figure 4.6. Such a block-type pilot pattern is necessary for uplink transmission
since the use of SC-FDM (additional spreading by means of an DFT in the uplink) spreads
the input symbols over all of the subcarriers in an OFDM symbol. As a result, there are
no subcarriers available in an OFDM symbol that can be assigned with pilots. Thus, the
standard specifies/reserves a dedicated OFDM symbol in every resource block for the pilots.
Subcarriers
SC-FDM Symbols
l=1 l=7 l=1 l=7
First Resource Block Second Resource Block
k=1
k=12 Resource Element (k, l)
Reference Symbol
Fig. 4.6: LTE Uplink Pilot Symbols
LTE Release 14 is one of the latest updates that adds new functionality to cellular net-
works that would also be part of 5G. Release 14 introduces support for Vehicle to Everything
(V2X) mode that should enable a robust vehicular communication. The V2X mode also
specifies the use of SC-FDMA like the uplink transmission. However, to address the highly
dispersive environment along with high mobility conditions, the addition of more pilots is
one of the most important modifications compared to the uplink. The presence of more pilots
allows for a more precise channel estimate especially in high mobility conditions as shown
in [1]. Figure 4.7 shows block-type pilots on two OFDM symbols in a V2X mode resource
block with a short cyclic prefix (7 OFDM symbols in each resource block). Block pilots are




l=1 l=7 l=1 l=7
First Resource Block Second Resource Block
k=1
k=12 Resource Element (k, l)
Reference Symbol
Fig. 4.7: LTE V2X Pilot Symbols
The next aspect of LTE specification is the so called duplex schemes that allows simulta-
neous transmission and reception of data. In LTE, two forms of duplex schemes are specified,
Frequency Division Duplex (FDD) and Time Division Duplex (TDD). In the TDD mode,
the uplink and downlink are multiplexed using different time slots while using the same
frequency. Consequently, in the FDD mode, the use of different frequency bands for the
uplink and downlink allows for a simultaneous transmission and reception of data.
The frame structure is thus dependent on the duplex scheme employed. An LTE FDD
frame is shown in Figure 4.8. The FDD duplex mode is simple to understand as the uplink
and downlink use different frequencies with synchronous slots [143]. From the figure, 10 ms
is the length of the LTE frame, 1 ms is the length of a subframe that consists of two slots
with a duration of 0.5 ms each. DL and UL represent downlink and uplink respectively.
The TDD duplex mode has a more complicated framing structure. Figure 4.9 shows
all the specified configurations for the TDD framing structure. The location of the uplink,
downlink, and a so called S subframe is determined by the chosen configuration. A special
sub frame S is used to facilitate the switch from the downlink to uplink. Interestingly, this
subframe is only required when switching from the downlink to uplink. This can be justified
with the following line of thought. The mobile devices or user equipment devices can be at
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Fig. 4.8: LTE FDD Frame Structure
different distances from the base station they are connected to. The data from the base station
in the downlink will logically arrive at different instances to each device (due to different
distances from the base station). To compensate for this and ensure that all user devices will
switch to the uplink at the same instant, the S subframe is introduced. Moreover, due to the
significantly better infrastructure and higher processing capability at the base station, the
switch from uplink and downlink is seamless and needs no special subframe.
ULDL S UL UL DL S UL UL DL
ULDL S UL UL DL S UL UL UL
ULDL S UL DL DL S UL UL DL
ULDL S DL DL DL S UL DL DL
ULDL S UL UL DL DL DL DL DL
ULDL S UL DL DL DL DL DL DL












Fig. 4.9: LTE TDD Frame Structure [146]
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Each subframe in the two duplex schemes contains resource blocks that carry six or seven
OFDM symbols depending on the length of the cyclic prefix. Figures 4.10 and 4.11 shows
the downlink and uplink slots with a short and a long cyclic prefix respectively.




Fig. 4.10: DL/UL Slot Structure with Short CP
CP CP CP CP CP CPSymbol 1 Symbol 2 Symbol 3 Symbol 4 Symbol 5 Symbol 6
16.7 μs 66.7 μs
Slot ( ) 0.5 ms
Fig. 4.11: DL/UL Slot Structure with Long CP
All the specifications discussed here are implemented in the LTE simulation platform1
that is introduced in Section 9.2. The LTE standard has been systematically investigated
and developed for nearly a decade and as such is a fairly complicated wireless standard.
Nevertheless, this chapter has aspired to provide a detailed overview of the specifications
that are relevant for this thesis. The provided simulation platform is ensured to be modular
and enable the addition of modules that implement the physical layer with a finer granularity.
1Available at: https://git.nt.uni-saarland.de/HiMo/SimTool_LTE. ©Telecommunications Lab, Saarland
Informatics Campus. Authors: Kelvin Chelli, Ramzi Theodory, and Thorsten Herfet
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4.2 Terrestrial Broadcasting
Terrestrial broadcasting technology is concerned with the distribution of television signals
(or stations) to households with a television receiver. This technology has been evolving ever
since its first experimental broadcast on 30th September 1929 by the British Broadcasting
Corporation (BBC). Already in the year 1936, a full television program was started that
simultaneously transmitted both audio and pictures2. Through the decades, the terrestrial
broadcasting technology has stood the test of times and is one of the few inventions that
continues to have a significant impact on the society by enabling news and entertainment to
reach a vast number of households.
Digital terrestrial television is the transmission of digitized content like video, audio, and
auxiliary information such as data signals [125]. The design and development of such digital
broadcast systems began in 1990 after more than five decades of analog television. In the
USA, the Federal Communications Commission (FCC) adopted the Advanced Television
Systems Committee (ATSC) digital television standard and mandated its use for terrestrial
television broadcasts in 1996 [81]. Since then, the standard has evolved significantly and its
latest version, the ATSC 3.0 standard [27] has been deployed in South Korea in 2017.
In Europe, the Digital Video Broadcasting (DVB) consortium has been the driving force
behind the development of digital television in Europe and many other parts of the world.
This is an industry-led consortium of regulatory institutes, various broadcasters, hardware
manufacturers, software developers, and content owners. The specifications for terrestrial
transmission was adopted in 1995 as a European telecommunication standard, ETSI f300 744
and is known as the Digital Video Broadcasting - Terrestrial (DVB-T) standard. The DVB-T
standard was first deployed in England in the year 1998. The success of DVB-T encouraged
the DVB consortium to investigate improvements already in 2006. The resulting Digital
Video Broadcasting - Second Generation Terrestrial (DVB-T2) standard provides increased
capacity, flexibility, and robustness relative to the DVB-T standard. It was adopted as a ETSI
standard in 2009. Deployments across Europe have started from 2018.
In Japan, the development of digital television started in the year 1994. The terrestrial
digital television standard was designated as Integrated Services Digital Broadcasting - Ter-
restrial (ISDB-T) and shares several similarities with the DVB-T standard [152]. Digital
terrestrial services was launched in Japan in 2003 [152]. The global market penetration of
2Appeared in the ‘Radio Times’ magazine on 01.11.1936. Link: bit.ly/RadioTimes1936
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Fig. 4.12: Digital Terrestrial Television Systems Adoption 3
In this chapter, the specifications of the DVB-T2 standard that are relevant for this thesis
are discussed. Like most of the wireless communication system that we use on a daily basis,
DVB-T2 also uses a variant of OFDM in the physical layer called COFDM. Here, FEC
schemes along with time and frequency interleaving are applied to the signal before the gener-
ation of OFDM symbols. This is expected to provide a better robustness against the effects of
a wireless channel at the receiver. Correspondingly, this scheme is known as Coded-OFDM.
The DVB-T2 standard provides significant improvements to the physical layer waveform
compared to the older DVB-T standard. Table 4.3 compares the COFDM numerology of the
two standards and shows the improvements along with the added flexibility of the DVB-T2
standard. The extended FFT sizes, guard interval lengths, bandwidths, modulation, and FEC
schemes provides the flexibility needed to tailor an optimal solution for a given requirement.
The configurable scattered and continual pilots help in adapting the capabilities of channel
estimation and equalization at the receiver while optimizing the achievable data rate.
3Source: https://commons.wikimedia.org/wiki/File:Digital_terrestrial_television_standards.svg
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Table 4.3: Comparison of DVB-T and DVB-T2 Standards.
Parameters DVB-T DVB-T2
FFT Size 2K, 8K 1K, 2K, 4K, 8K, 16K, 32K































Scattered Pilots 8% of total 1%, 2%, 4%, 8% of total

















Fig. 4.13: Generic DVB-T2 High Level Architecture
Figure 4.13 shows the the generic system architecture in DVB-T2. The Input Pre-
processor block is not part of DVB-T2 but enables the system to process multiple Transport
(TS) and/or Generic Streams (GS). These are then carried into the individual Physical Layer
Pipes (PLP) of the DVB-T2 system. A PLP is basically a logical channel that may carry one
or multiple services in a broadcasting scenario. The Input Processing block enables mode
and stream adaption allowing either a single PLP or multiple PLP’s to be processed. The
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output of this block are the baseband frames that are passed onto the Bit Interleaved Modula-
tion and Coding (BICM) block. The BICM block is concerned with FEC operations to make
the transmitted signal robust against channel perturbations. In DVB-T2, LDPC and BCH
schemes are specified with different code rates. The LDPC is specified as an inner code and
the BCH is specified as the outer code. The BICM block also implements bit interleaving,
constellation rotation, cell, and time interleaving. Finer aspects of this block are not relevant
for this thesis and can be found in [45].
The Frame Builder block assembles the FEC encoded and interleaved cells from the
previous block into arrays of active OFDM cells that will correspond to the OFDM symbols
which will eventually make up the overall frame structure [47]. The DVB-T2 hierarchical
frame structure is shown in Figure 4.14.
Fig. 4.14: DVB-T2 Frame Structure
The frame structure in DVB-T2 consists of Super Frames that are divided into so-called
T2 Frames and these are further divided into OFDM symbols. The super frame, T2 frame,
and the OFDM symbols have a duration of TSF , TF , and TS respectively. Each of the T2
frames contain an additional Future Extension Frame (FEF) as seen from Figure 4.15. The
purpose of these FEF frames is to enable the possibility to test frames that would be defined
in a future evolution of the underlying standard. The DVB-T2 standard specifies multiple
FEF frames in a super frame provided that they are not adjacent to each other [45]. The
number of the T2 frames and the FEF parts are configurable parameters that are signaled
during a transmission. The maximum duration of a DVB-T2 super frame is specified to be
TSF = 63.75s in the absence of FEF’s or TSF = 127.5s with the FEF’s being used.
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TF = 250 ms
Fig. 4.16: T2-Frame Structure
Figure 4.16 shows the structure of a T2 frame. It begins with the P1 preamble that aids
in signal detection, synchronization, and contain basic transmit parameters. It is followed
by one or more P2 preambles. The propose of the P2 preamble is to carry the so called L1
signaling information that is required by the receiver in order to access the PLP’s in a T2
frame. It contains information like the guard interval used in the current super frame, PAPR
mode, constellation type, code rates, pilot pattern types, PLP type, and other system specific
parameters as described in [47]. The rest of the T2 frame consists of different types of PLP’s
namely, common PLP, data PLP type 1, and data PLP type 2 that mainly differ in the way
they are sub-sliced in a T2 frame. The elementary resource unit in a T2 frame is an active
OFDM cell. The T2 frame elements may occupy multiple active OFDM cells in a T2 frame.
In the next step, the cells that are produced by the frame builder are given to the OFDM
Generation block (seen in Figure 4.13). The OFDM generation block also inserts the pilots
that are vital for channel estimation and equalization at the receiver. Pilots contain reference
information that are modulated on various OFDM cells. DVB-T2 also specifies the pilot
cells to be transmitted at a higher power level to improve its robustness against noise at the
receiver. To ensure a rich diversity of reference information at the receiver, the DVB-T2
standard specifies different pilot groups that are summarized in Table 4.4.
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Table 4.4: Pilot Patters in DVB-T2
DVB-T2 Symbol
Pilot Pattern Type
Edge Frame-closing P2 Scattered Continual
P1 - - - - -
P2 - - Present - -
Data Present - - Present Present
Frame-closing Present Present - - -
Edge Pilots are present on the edge carriers in all the data OFDM symbols and frame
closing symbols in a DVB-T2 frame. The edge pilots are present to ensure frequency
interpolation of the channel transfer function up to the edge of the spectrum.
Frame-closing Pilots: The frame closing OFDM symbols are present in a few specific
transmission modes where due to the underlying numerology a special frame is needed
to cleanly close the frame. These frame closing symbols contain the frame-closing
pilots.
P2 Pilots are present in P2 symbols of the DVB-T2 frame along with the L1 signaling
information. The P2 pilots have a dense comb-type pattern with a pilot at every third
subcarrier in an OFDM symbol. Thus, these pilots are an ideal choice for channel
compensation techniques since the higher density enables a precise estimate of the
wireless channel in the beginning of every T2 frame.
Scattered Pilots are present in all the data OFDM symbols in a T2 frame. The DVB-T2
standard specifies 8 different scattered pilot patterns. This flexibility in the pilot
patterns enables the broadcasters to find an optimal mode for a given transmission
scenario. Scattered pilots are parameterized by the frequency separation of pilots
denoted by Dx, and the number of OFDM symbols Dy that form a complete scattered
pilot sequence. The different scattered pilot patterns and the parameters that define
them are shown in Table 4.5.
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Table 4.5: Scattered Pilot Patterns [47]
Pilot Pattern Separation of pilot No.of symbols forming one









The choice of a given pilot pattern is governed by the payload capacity and the Doppler
performance at the receiver. Dense pilot patterns (smaller distance between pilots)
occupy more subcarriers in an OFDM symbol and thus, fewer subcarriers are used for
data which reduces the payload capacity. In a similar manner, pilot patterns with a
faster repeat cycle (like DY = 2) provide a better performance in Doppler mitigation.
The impact of the scattered pilot configuration on the performance of channel estima-
tion is studied in [59].
Figure 4.17 shows the PP1 pilot pattern for DVB-T2. Accordingly, the separation
of pilot bearing carriers in the frequency domain DX is 3 and the number of OFDM
symbols that form a complete scattered pilot sequence DY is 4.
Fig. 4.17: DVB-T2 P1 Pilot Pattern
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The availability of a given scattered pilot pattern depends on the FFT size and guard
interval of the underlying OFDM configuration. Table 4.6 summarizes the available
pilot patterns for different configurations of the SISO transmission mode in DVB-T2.
The scattered pilot patterns enable a precise analysis of the frequency and temporal
characteristics of the channel at the receiver and is thus used for channel estimation.
Table 4.6: Scatter Pilot Patterns available for Different OFDM Configurations [47]
FFT Size
Guard Interval Fraction
1/128 1/32 1/16 19/256 1/8 19/128 1/4
32K
PP7 PP4 PP2 PP2 PP2 PP2 NA
PP6 PP8 PP8 PP8 PP8
PP4 PP4
16K
PP7 PP7 PP2 PP2 PP2 PP2 PP1
PP4 PP8 PP8 PP3 PP3 PP8
PP6 PP4 PP4 PP8 PP8
PP5 PP5
8K
PP7 PP7 PP8 PP8 PP2 PP2 PP1
PP4 PP4 PP4 PP3 PP3 PP8
PP5 PP5 PP8 PP8
4K, 2K
NA PP7 PP4 NA PP2 NA PP1
PP4 PP5 PP3
1K
NA NA PP4 NA PP2 NA PP1
PP5 PP3
Continual Pilots are much sparser compared to the scattered pilots and are present in each
of the OFDM data signal at the same carrier positions for a given FFT mode. The
distribution of these pilots are chosen such that no repetitions occur within an OFDM
symbol. These pilots are intended to be used for coarse frequency offset adjustment
and are also suitable for channel estimation and compensation schemes.
The rich diversity of the pilots in DVB-T2 is a significant improvement over the older
DVB-T standard. This flexibility enables the network planner to tailor a transmission mode
that provides the best payload capacity with the least overhead for a given transmission sce-
nario. It is also expected that the signal processing blocks in the receiver must have a flexible
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structure to allow for the different transmission options in order to exhibit an improvement in
performance [110].
After the insertion of the pilots, the frame builder organizes the active OFDM cells into
the specified frame structure. The OFDM Generation block (in Figure 4.13) then performs
an IFFT on the active cells. If specified in the L1 signaling, PAPR reduction is performed
after which a guard interval is inserted to the OFDM signals to give the complete DVB-T2
signal that can be transmitted. The DVB-T2 standard also specifies different guard intervals
for the each of FFT modes that is shown in Table 4.7. The choice of a guard interval depends
on the distance between neighboring broadcasting stations and the corresponding receivers
to be served.
Table 4.7: Guard Intervals (µs) in DVB-T2
FFT Size Tu (ms)
Guard Intervals
1/128 1/32 1/16 19/256 1/8 19/128 1/4
32 K 3.584 28 112 224 266 448 532 -
16 K 1.792 14 56 112 133 224 266 448
8 K 0.896 7 28 56 66.5 112 133 224
4 K 0.448 - 14 28 - 56 - 112
2 K 0.224 - 7 14 - 28 - 56
1 K 0.112 - - 7 - 14 - 28
The DVB-T2 is a complex and complicated standard that aims to offer an efficient and re-
liable broadcast transmission for a wide variety of portable, fixed, and mobile receivers. It is
accepted as the state-of-art digital terrestrial transmission scheme in Europe and is used in this
thesis to evaluate the proposed channel estimation and equalization schemes in Section 10.3.
4.3 Broadband
The broadband transmission technology has enabled short range communication and played
a significant role in improving the indoor atmosphere by providing a nearly seamless wireless
connectivity. It has increased the productivity in offices while at the same time, enhanced
comfort at home. Introduced in the year 1997 with a vision to quite literally untether the Per-
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sonal Computer (PC) from the Ethernet cable, the IEEE 802.11 has evolved into a ubiquitous
standard for indoor wireless communication and specifies Wireless Local Area Networks
(WLAN) [60]. Over the years, several capabilities have been added to the original standard
and have been named by the various amendments. Each of these provide specifications that
dictate the implementation of WLAN’s in various frequency bands. As described by the
Wi-Fi Alliance, it is indeed one of the most significant success stories in the high tech era
that brings connectivity that is affordable and most importantly works reliably around the
world. The Wi-Fi alliance has been promoting the technology and ensuring interoperability
by certifying Wi-Fi products since 1999. The IEEE802.11 working group4 is part of the
IEEE Standards Association and concerns itself with investigating and standardization of
different Wi-Fi standards.
The IEEE 802.11p is a relatively new standard approved in late 2011 for Wireless Access
in Vehicular Environments (WAVE) and Dedicated Short Range Communications (DSRC)
that provides a wireless communication system for vehicles, paving the way for Intelligent
Transport Systems (ITS). The vision of ITS is a vast network of connected vehicles that are
able to communicate with each other, sharing data that can be leveraged by various applica-
tions to enhance the safety and quality of road travel [149]. Realizing the potential of ITS,
various standardization groups and regulatory bodies have allocated a dedicated frequency
band for DSRC applications. Table 4.8 gives an overview of the allocated frequency bands in
different regions.
Table 4.8: Spectrum Allocation for DSRC Applications [101]
Country/Region Frequency Bands (MHz)
Europe 5795−5815, 5855−5905
North America 902−928, 5850−5925
Japan 715−725, 5770−5850
In Europe, the 70 MHz of spectrum in the 5.9 GHz frequency band is shared among
7 channels that have a bandwidth of 10 MHz each. The upper band of the IEEE 802.11p
spectrum is illustrated in Figure 4.18 and shows the different service and control channels.
4http://www.ieee802.org/11/
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Fig. 4.18: IEEE 802.11p Frequency Allocation [130]
The control channel is often reserved for safety messages, while the service channels
are intended for less critical data transmissions [86]. The standard provides a transmission
range of roughly 1 km at a transmission rate of 3 Mbps in the most robust mode and can
support vehicles with a relative velocity of 250 Kmph, as described in [130]. At first glance,
a data rate of 3 Mbps seems to be slow especially when compared to the data rates that can
be achieved by competing wireless standards. However, the usage scenarios in DSRC mostly
include the exchange of short messages. Moreover, vehicular environments inherently pose a
more challenging wireless channel. Thus, more precedence has been given to a robust and
reliable communication capabilitiy.
The IEEE 802.11p physical layer is relevant to understand the schemes proposed in this
thesis. It is a close adaptation of the IEEE 802.11a standard that is a well known WLAN
standard typically used in stationary indoor environments. However, in vehicular usage sce-
narios the IEEE 802.11p standard must cope with time-variant multipath channels [17]. The
modifications introduced in the IEEE 802.11p standard are discussed in this section and their
effectiveness in overcoming the effects of mobility are investigated.
The physical layer of the IEEE 802.11p is based on OFDM that is described in Section 2.1
and the frame structure is analogous to the IEEE 802.11a standard [86]. Table 4.9 compares
the physical layer parameters of both the standards and helps in understanding the changes
made to the IEEE 802.11p standard.
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Table 4.9: Comparison of IEEE 802.11a and IEEE 802.11p [129].
Parameters IEEE 802.11a IEEE 802.11p Changes
Guard Interval 0.8µsec 1.6µsec Double
Bandwidth 20MHz 10MHz Half
Symbol duration 4µsec 8µsec Double
Bit Rate(Mbps)
6, 9,12,18, 24, 36,
48, 54









Code rate 1/2, 2/3, 3/4 1/2, 2/3, 3/4 No Change
Number of subcarriers 52 52 No Change
FFT period 3.2µsec 6.4µsec Double
Preamble duration 16µsec 32µsec Double
Sub-carrier spacing 0.3125MHz 0.15625MHz Half
The essential differences are highlighted as follows:
• In typical vehicular environments, in addition to a rich multipath, the path delay differ-
ence is also expected to be significantly bigger in comparison to indoor environments.
Thus, in order to cope with longer delays, the guard interval has been doubled when
compared to IEEE 802.11a.
• The bandwidth of the IEEE 802.11p standard is halved compared to its counterpart,
which consequently doubles the symbol duration. Since the 802.11p standard is
conceived for vehicle-to-vehicle communication involving the exchange of short safety
critical information rather than continuous communication for home or office usage, a
bandwidth of 10 MHz is adequate for the purpose. Consequently, the data rate for the
same modulation schemes is also halved.
• The subcarrier frequency spacing fsc is the ratio of the channel bandwidth W to the
total number of subcarriers N given by fsc =W/N. Since the number of subcarriers
are the same in both the cases and the bandwidth in halved in the 802.11p standard, the
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subcarrier spacing in the 802.11p is halved. Thus, the subcarriers in the IEEE 802.11p
standard are relatively more narrowband than its counterparts. This is surprising at
the first glance since it makes the IEEE 802.11p standard more susceptible to Doppler
shift. However, the carrier spacing is still very large (156.25 KHz) so that the influence
of Doppler shift and ICI can be easily managed at the receiver.
The structure of a physical layer OFDM frame is seen in Figure 4.19. Every physical layer
frame starts with a specified set of preambles, also known as the Physical layer Convergence
Protocol (PLCP) header. The purpose of preambles is to enable the receiver to detect the start
of a frame and ensure a reliable estimate of the timing and frequency offsets that is used to
establish synchronization. Thus, the preambles play a vital role in aligning the data payload
in time and amplitude, as described in [76].
Fig. 4.19: IEEE 802.11p Frame structure [169]
The first part of the PLCP header are the short preambles or the short training symbols.
The short preambles span two OFDM symbols or 16µs (2×8µs). These are then divided
into 10 short symbols each consisting of 16 samples and spanning 1.6µs. According to the
specifications, the short preamble should enable signal detection, coarse timing synchro-
nization, and coarse frequency offset estimation [144]. Every fourth subcarrier in a short
preamble has an equal magnitude and a predefined phase shift. The rest of the subcarriers
within a short preamble are all set to zero.
The second part of the PLCP header is the long preamble or the long training symbols.
The long preambles consist of two OFDM symbols spanning 16µs. The long preambles are
used by channel estimation and equalization algorithms along with mechanisms that provide
fine frequency offset estimates [133]. The CS based channel estimation techniques proposed
in this thesis use the long preambles to get a robust and accurate estimate of the delay profile
as described in Chapter 6. Moreover, the long preambles are also used to quantify the channel
variations between two physical layer frames. Each of the long preambles consist of 52
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The next part of the physical layer frame is the signal field and is shown in Figure 4.20.
This field conveys information to the receiver that is required to decode the data [2, 86].
The rate field uses four bits to specify the bit rate at which the data in the payload has been
transmitted. Bit 4 is reserved for future use and is set to 0 [97]. The length field consisting of
12 bits that indicate the number of data octets that are part of the data payload in the current
frame. Bit number 17 is the parity bit. The signal tail is consisting of 6 bits set to zero [90].
The entire signal field is Binary Phase Shift Keying (BPSK) modulated with a code rate
r = 12 that has consequently restricted it to 24 bits, as seen in Figure 4.20.
Fig. 4.20: IEEE 802.11p Signal Field Bit Assignment [86]
The last part of the physical layer frame is the data field. To get a deeper understanding
of this field, the Physical layer Protocol Data Unit (PPDU) is shown in Figure 4.21.
Fig. 4.21: IEEE 802.11p PPDU format [156]
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Observe that the data field begins with a service field that is 16 bits long and is used by
the descrambler in the receiver to initialize itself. Bits 0-6 of the service field are initially
set to 0 (before scrambling) and are used to synchronize the descrambler in the receiver.
The remaining 9 bits of the service field are reserved for future use and are set to 0 in the
specifications [30]. The standard specifies a pseudo random nonzero vector as the initial state
of the scrambler. Thus, these seven bits (bits 0-6) of the service field are all set to 0 before
scrambling so that the initial state of the scrambler can be estimated at the receiver [30]. The
next part of the PPDU consists of the data payload or the data for the MAC layer that is
aggregated into a Physical layer Service Data Unit (PSDU). The six tail bits in the end are
set to 0 and are required to return the convolutional encoder to the zero state [90]. The final
part of the PPDU is the pad bits. This field ensures that the number of bits in the data field is
an integer multiple of the number of coded bits in an OFDM symbol by extending the length
of the message. The number of pad bits NPAD required depends on the length of the message
and is computed by a simple equation as seen in Equation (4.2) [30]. Here, NDATA is the
number of bits in the data field and LENGT H refers to the number of bits in the PSDU.
NPAD = NDATA − (16+LENGT H +6) (4.2)
Now, at the transmitter, the data field of every frame is scrambled using a frame syn-
chronous scrambler with the generator polynomial shown in Equation (4.3).
m(x) = x7 + x4 +1 (4.3)
After scrambling, the data field is then encoded using a convolution encoder shown in
Figure 4.22. The encoder uses the g0 = 1338 and g1 = 1718 generator polynomials and has
constraint length of 7. This is also the reason for the 6 PPDU tail bits. The output of the
encoding stage is then combined with specified puncturing matrices that results in different
code rates after which interleaving is performed. The purpose of scrambling, encoding, and
interleaving data in the transmitter is to make the data robust against the effects of frequency
selectivity in the wireless channel. Thus, the above schemes, pseudo randomly distributes
data over the entire stream in addition to adding redundancy that help in detecting and cor-
recting errors at the receiver.
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Fig. 4.22: Convolutional Encoder in IEEE 802.11p
Finally, every OFDM symbol in the frame is prepended with a guard interval or a cyclic
prefix. The guard interval helps to overcome the multipath effects and makes the OFDM
symbol robust against ISI. In IEEE 802.11p, the guard interval is specified to be 25% of the
symbol duration. Thus the guard interval spans 1.6µs and consists of 16 samples.
The guard band is a set of subcarriers that are set to zero (in the frequency domain) and
play a vital role in spectral shaping as wireless standards must adhere to the specified spec-
tral masks. Although guard bands reduce the net data rate, it is important to avoid aliasing
on the outer subcarriers. In the IEEE 802.11p standard the guard band is composed of 11
subcarriers, 6 of which are at the beginning of the OFDM symbol and 5 are at the end.
The IEEE 802.11p standard in intended to be used in vehicular environments and must be
robust against the effects of high mobility. Although the long training symbols in the PLCP
header can be used for channel estimation at the beginning of the frame, the time-varying
nature of the channel in the presence of high mobility requires the tracking/recomputation
of the channel estimate for the data OFDM symbols in the PSDU. To enable this, 4 pilot
subcarriers are specified for every OFDM symbol by the standard. Thus, at the beginning of
the frame the high density of pilots provided by the long training symbols can be used to
compute an accurate estimate of the channel that can be temporally tracked throughout the
physical layer frame using the 4 pilots in every OFDM data symbol. Thus in principle, the
effects of high mobility can be compensated in IEEE 802.11p. Subcarriers with the indices,
−21, −7, +7, +21 are defined as pilots with the corresponding initial values (1+ j0),
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(1+ j0), (1+ j0), (−1+ j0). The pilots for subsequent OFDM symbols are multiplied by
a Pseudo Noise (PN) sequence and the resulting pilots for the first seven OFDM symbols
are shown in Table 4.10. All the specifications discussed here have been implemented in the
IEEE 802.11p simulation platform 5 that is introduced in Section 9.1.
Table 4.10: Pilots for Data OFDM Symbols [138]
OFDM Symbol
Pilots
−21 −7 21 7
0 (1+ j0) (1+ j0) (1+ j0) (−1+ j0)
1 (1+ j0) (1+ j0) (1+ j0) (−1+ j0)
2 (1+ j0) (1+ j0) (1+ j0) (−1+ j0)
3 (1+ j0) (1+ j0) (1+ j0) (−1+ j0)
4 (−1+ j0) (−1+ j0) (−1+ j0) (1+ j0)
5 (−1+ j0) (−1+ j0) (−1+ j0) (1+ j0)
6 (−1+ j0) (−1+ j0) (−1+ j0) (1+ j0)
7 (1+ j0) (1+ j0) (1+ j0) (−1+ j0)
To conclude, this part of the thesis strives to establish the foundations vital to understand
the contributions of this thesis towards enabling high mobility in OFDM based wireless com-
munication systems. Accordingly, a comprehensive description of the various multicarrier
schemes relevant for state-of-art wireless standards is provided. A mathematical discourse
on the wireless channels has identified the various distortions that have to be overcome by
wireless systems. Schemes to overcome the effects of such channels are required to work re-
liably for wireless standards that share the same or have similar physical layer specifications.
Accordingly, commonly used wireless standards are chosen for broadband, broadcast, and
cellular domains. The different nuances in the standards and the motivation behind them have
been explained. Identifying the problem statement and providing a clear set of contributions
further helps the reader to understand the proposed schemes and the results in the remainder
of this thesis.
5Available at: https://git.nt.uni-saarland.de/HiMo/SimTool_IEEE802.11p. ©Telecommunications Lab,
Saarland Informatics Campus. Authors: Kelvin Chelli, Praharsha Sirsi, and Thorsten Herfet
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Wireless communication systems have rapidly evolved to become a ubiquitous part of every
day life. Depending on the application, modern wireless communication systems are not
only expected to provide a reliable connectivity, but also fulfill requirements with respect
to latency, bandwidth and energy consumption. However, the physical medium which is
the wireless channel poses tough challenges that have been discussed in Chapter 3 of this
thesis. A viable technique to overcome these effects is to develop algorithms that estimate
the wireless channel at the receiver.
Channel estimation can be considered as the problem of accurately reconstructing the
wireless channel. It is a fundamental step towards overcoming the effects of a time-varying
multipath channel at the OFDM receiver. In this chapter, the problem of channel estimation
is mathematically described and is mostly based on [61, 123]. This will be followed by a
comprehensive account of conventional and state-of-art channel estimation schemes.
5.1 Formulation
From an implementation point of view, all data and channel models are described in a discrete
form in this chapter. Information bit sequences at the transmitter are mapped to a sequence
of modulated symbols (s[i])i∈Z that form a set denoted by S. The set S is dependent on the
underlying modulation scheme and contains the respective constellation points as a subset of
the complex plane. Without loss of generality, we consider that a block of N such symbols
is transmitted (as one OFDM symbol), undergoes distortion by the wireless channel and is
received at the receiver. This enables us to write the subsequence as a N ×1 vector s and
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perform linear operations on it using matrices1. This symbol vector s is modulated by a
linear modulation scheme like Cyclic Prefix Orthogonal Frequency Division Multiplexing
(CP-OFDM)2. If the modulation matrix is denoted as T, the vector of sent symbols can be
written as x = T · s. The transmitter sends this vector over the wireless channel with a channel
transfer function denoted as H. The wireless channel also introduces AWGN noise w. Thus,
a vector of symbols given by r = H ·x+w is received. OFDM demodulation is performed
on the received vector r using the demodulation matrix R to give the vector of demodulated
symbols y as shown in Equation (5.1). Note that after OFDM demodulation at the receiver,
the analysis is done in the frequency domain. On simplifying, the effective channel matrix
and the demodulated noise is denoted as Q = RHT and z = Rw as in Equation (5.1).
y = Rr | Substitute for r




To infer the dimensions of the matrices in Equation (5.1) and justify the chosen represen-
tation, let us discretize the received signal r(t) =
∫
∞
−∞ h(t,τ) · x(t − τ)dτ +w(t) (discussed in
Section 3.4). The time t and multipath delays τ are represented by indices n and m respec-






We know that the wireless channel is sparse with a handful of dominant paths that make
up most of the signal energy at the receiver [78]. Accordingly, by using M in Equation (5.2),
we enforce a finite bound on the number of delay taps in the channel. Thus, if a discrete sam-
ple x[n] is sent over the channel, the received sample r[n] consists of the sample x[n] (direct
path) and also incorporates the M−1 previously transmitted samples with the last one being
x[n−M+1]. Extending this line of thought, the received sample r[n+M−1] will be the last
sample that contains information about x[n]. This behavior hints at that property of convolu-
tion where the length of the filter is M. The channel transfer function H that represents this
convolutional operation in the matrix form will have the dimension Nsym × (Nsym +M−1)
where, Nsym = N +M−1 is size of one OFDM symbol including the cyclic prefix. The M
non-zero elements in a row are shifted by one position to the right, thereby moving the filter
1as the underlying system is linear and the channel distortions are linear or can be linearized
2commonly referred to as OFDM in literature and in this thesis
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over the transmitted samples.
A visualization of the channel matrix is shown in Figure 5.1. Here, a N = 64 subcarrier
OFDM system is chosen with a guard interval fraction of 14 that makes Nsym = 80. The
maximum allowed delay is assumed to be M − 1 = Ncp = 16 samples. This gives the
dimension of the channel matrix H as 80× (80+16) corresponding to Nsym ×Nsym +M−1
or N +M−1×N +2(M−1) when Nsym = N +M−1 is substituted.
















Fig. 5.1: Simulated 80×96 Channel Matrix in the Time Domain
The CP in an OFDM symbol ensures that all signal energy contributes to the current
symbol, thus alleviating the problem of ISI inherently. Note that, in this thesis we only con-
sider OFDM schemes that employ a CP. The length of the prefix is designed based on the
application scenario in which the OFDM system would be deployed. In other words, the
cyclic prefix considers the maximum delay that a wireless channel will introduce for a given
application. For the sake of simplicity, it is a common practice to assume the maximum delay
to be equal to the length of the cyclic prefix, so that Ncp = M−1.
The wireless channel distorts the OFDM signal with the cyclic prefix whereas, channel
estimation takes place at the receiver after stripping out the cyclic prefix. Accordingly, this
should be considered in the system model. To begin with, the modulation matrix T is split
into the generic modulation operation denoted by the matrix Tm and a matrix Tcp that adds
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the cyclic prefix by copying the last M−1 samples to the beginning of the OFDM symbol.
Thus, the modulation matrix can be written as T = TcpTm, where the dimensions of Tcp
and Tm are N +M−1×N and N ×N respectively. In a similar manner, the demodulation
matrix R is also split up into a CP removal part Rcp and a generic demodulation part Rm.
At the receiver, the CP removal operation takes place first and the additional samples are
simply discarded. Thus, the demodulation matrix can be written as R = RmRcp. By virtue
of removing the M−1 samples in the beginning of the OFDM symbol, no information from
the previous block is included in the current block. Accordingly, the first M −1 columns
of the channel matrix H can also be dropped. This results in a dimensionality reduction of
the channel matrix H from N +M−1×N +2(M−1) to N +M−1×N +M−1 (or from
Nsym ×Nsym +M−1 to Nsym ×Nsym). This also keeps the mathematical formulation to the
current block. The simplified channel matrix in the time domain is denoted as Ht = RcpHTcp,
has the dimension N ×N, and is derived as shown in Equation (5.3).
Q = RHT | Substitute for R and T
= RmRcpHTcpTm | Substitute Ht = RcpHTcp
= RmHtTm
(5.3)
Thus for cyclic prefix based schemes, Equation (5.1), can be rewritten as,
y = Qs+ z
= RmHtTms+ z
(5.4)
In practical systems, it should be noted that the CP is transmitted on the channel and fills
the gap between two consecutive blocks. Intuitively, the channel matrix in the time domain
Ht is obtained from H by dropping the first M−1 rows and columns and then adding the
next M−1 columns to the respective columns at the end as illustrated in Figure 5.2.
To summarize, the vectors x, w and r include the CP and have the dimensions, N +
M − 1× 1. The matrix T has the dimension N +M − 1×N. The demodulation matrix R
has the dimension N ×N +M−1 and it created the demodulated symbol vector y with the
dimensions N ×1. Thus, the resulting dimension of the channel matrix in the time domain
Ht is simply N ×N and is depicted in Figure 5.2.
5.1 Formulation 61































Fig. 5.2: Dissecting the Channel Matrix: Obtaining Ht from H
The noise vector z at the receiver has the dimension N ×1. This mathematical formula-
tion considers the complete OFDM signal that is transmitted through the channel, identifies
the cyclic prefix component, and derives the effective channel matrix Ht that should be esti-
mated at the receiver.
Since Ht is the effective channel matrix to be estimated at the receiver, it is worthwhile
to investigate its structure. The channel model has been systematically derived in Chapter 3.
We know that, for a time-invariant multipath channel, the channel matrix in the time domain
Ht has a circular structure (due to multipath propagation) wherein, each row is a shifted
version of the row above. Performing a DFT on this circular matrix transforms it into the
frequency domain and gives the channel matrix in the frequency domain denoted as Hf.
The Fourier transform operation turns the circular matrix in the time domain to a diagonal
matrix in the frequency domain [55]. This Fourier correspondence property is often used to
simplify the estimation of wireless channels since operations on diagonal matrices are more
computationally efficient and tractable. In Figure 5.3, multipath delays with a large delay
spread along with a low normalized Doppler shift of 1% is simulated and the channel matrix
is visualized in both the time and frequency domains. In Figure 5.3a, the circular structure is
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seen while in Figure 5.3b, the corresponding channel matrix in the frequency domain has a
diagonal structure.
















(a) Ht (Time Domain)
















(b) Hf (Frequency Domain)
Fig. 5.3: Channel Matrix for a Large Delay Spread and Negligible Doppler Shift (N = 30 for
simple visualization)
In the presence of mobility, a Doppler shift is introduced which makes the channel
selective in the time domain. The resulting time-varying multipath channel distorts the
circular nature of Ht and cause stronger minor diagonals in Hf. Thus, the channel transfer
function Hf becomes banded due to the effect of mobility and the bandedness is directly
proportional to the amount of Doppler spread. This is evident in Figure 5.4 where, weak
delays along with a 10% normalized Doppler shift is simulated.
















(a) Ht (Time Domain)


















(b) Hf (Frequency Domain)
Fig. 5.4: Channel Matrix for a Small Delay Spread and a Strong Doppler Shift (N = 30 for
simple visualization)
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These properties of the channel matrix can be exploited by channel estimation and equal-
ization algorithms to increase accuracy and reduce the computational effort and will be
discussed in the rest of this chapter.
5.2 Classical Approaches
Channel estimation schemes can be broadly separated into three categories. The first cat-
egory includes approximation schemes that use a decision directed technique where the
output of the demodulator at the receiver is used to infer statistical characteristics and pro-
vide virtual pilots. These schemes improve an existing channel estimate and can be used
when the specified pilots are not adequate to provide an accurate estimate of the wireless
channel. However, in addition to the added complexity, latency issues must also be addressed
since these schemes rely on the output of the demodulator [7, 93, 117]. The second category
are semi-blind and blind algorithms for channel estimation that either use spectral fitting
or Eigen structure techniques to gather an estimate of the channel [127]. These schemes
have not been widely used for SISO-OFDM systems due to the high complexity involved in
channel estimation. The third category of channel estimation schemes leverages the specified
pilots and preambles of a given wireless standard to estimate channel information at those
locations and interpolate it to the rest of the OFDM symbol to yield the complete channel
transfer function. Using the pilots and preambles enable an accurate estimate of the channel
at an acceptable computational cost as shown in [28]. Thus, pilot based channel estimation is
widely used in practice and is also investigated in this thesis. Note that, schemes that leverage
an estimate of the channel matrix are also referred to as coherent channel equalizers [71].
A straightforward and simple channel estimation mechanism that provides an adequate
estimate of the channel is the Least Squares (LS) scheme. Due to its simplicity and effective-
ness, LS based channel estimation techniques are widely used and practically implemented
on consumer hardware. The underlying idea is to use the specified pilots and preambles of a
given wireless standard to estimate the distortions introduced by the wireless channel. To
derive a mathematical formulation of the LS estimator, consider the IEEE 802.11p standard
that specifies two long preambles as part of the PLCP header3. If the two received preambles
in the frequency domain are denoted as yL1 ∈CN×1 and yL2 ∈CN×1, the LS channel estimate
is obtained by dividing the received preambles by the known preamble xL ∈ CN×1 and then
averaging them as shown in Equation (5.5). Note that N denotes the FFT size and C refers to
3part of the IEEE 802.11p specifications; used for synchronization, estimation and as a start frame delimiter
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the set of complex numbers. The outcome of LS estimation is a vector hf in the frequency





hf ∈ CN×1 (5.5)
In the case of the IEEE 802.11p standard, the averaging of the two preambles as seen
in Equation (5.5) makes the channel estimate robust in low Signal to Noise Ratio (SNR)
conditions. It must be noted that the formulation in Equation (5.5) must be adapted slightly
for different wireless communication standards depending on the respective specifications
like the structure, location, and the total number of pilots. If a comb-type pilot is specified
in the underlying standard, a suitable interpolation should also be performed to provide the
complete channel vector for all the active subcarriers. The most notable advantage of the
LS scheme is its low computational complexity and its benefits in stationary channel condi-
tions [169]. It is also straightforward to adapt these schemes to different wireless systems
and is thus chosen as a baseline against which the channel estimation schemes proposed in
this thesis are evaluated.
5.3 State-of-Art Approaches
The problem of channel estimation and equalization has been investigated in the research
community for the past couple of decades and has yielded several innovative schemes with a
common goal to provide the best equalization results at the receiver. In this section, state-
of-art preamble (or pilot) based coherent channel estimation techniques are described along
with their respective advantages and disadvantages.
A popular technique to estimate a doubly selective channel is based on Basis Expansion
Model (BEM). The idea is to adopt several mutually orthogonal basis functions to approxi-
mate the doubly selective channel. Since the basis functions are already defined, the problem
boils down to estimating the coefficients for the corresponding base functions [159]. Channel
estimation schemes based on BEM assume that the time-varying impulse response of the
channel is varying smoothly and thus justify the use of smooth functions for estimation. The
5.3 State-of-Art Approaches 65
sender receiver relation given in Equation (5.2) is rewritten without the noise component in






Using BEM, the channel matrix is formulated in Equation (5.7). Here, each delay tap m
is independently modeled as a linear combination of basis functions denoted as ui. The ith






The term basis expansion can be intuitively seen in the above equation where, the samples
of the impulse response are expanded into an arbitrary parameter space that is in a different
basis. To employ BEM for channel estimation, a suitable basis is necessary that can model
the channel with an order I that is significantly smaller than the amount of time samples
as explained in [62]. The use of complex exponentials as the basis is intuitive because, a
Doppler shift ±ν corresponds to a time-dependent phase shift exp(∓ j2πν nN ) in the time
domain [116]. Thus, for each delay tap a complex exponential can be used to model the time-
varying impulse response of the channel as initially proposed in [29, 65, 69, 151]. In order
to use a complex exponential basis, a maximum discrete Doppler spread must be assumed
in prior. But, due to the limited resolution, the sampled Doppler shifts will significantly
vary from the actual values and ultimately result in a large modeling error [83]. This is the
so called Gibbs phenomenon wherein, the reconstruction with the truncated Fourier series
introduces large distortions at the boundaries of the underlying OFDM symbols and also
becomes more severe at larger Doppler spreads [68, 164, 165]. This phenomenon gravely af-
fects the precision of the estimated channel model as pointed out in [164]. A straightforward
mechanism to combat the Gibbs phenomenon is to over sample the basis in the frequency
domain [99], but this approach significantly increases the computational effort [147]. In [99],
a BEM with a non uniform Doppler spacing is proposed in order to get a better modeling
accuracy. However, the spacing must be appropriately designed in order to have good results.
Other modifications to the complex exponential BEM model include windowing techniques
to improve accuracy as shown in [134]. Another example of a modified complex exponential
has been been developed for the LTE downlink in [87]. However, this scheme has not been
adapted to the LTE uplink. A complex exponential BEM based channel estimation scheme
has been applied for LTE-R 4 systems in [36] in which fast time-varying channel estimation
4specifies a railway wireless communication system based on LTE
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in LTE-R communication systems is investigated. The authors propose a scheme where the
channel is modeled as a sum of basis functions that are multiplied by different coefficients.
Another interesting basis is to use polynomials that correspond to a Taylor series as
shown in [164]. But, for a arbitrary model order, polynomials exhibit lower temporal varia-
tion when compared to complex exponentials. Thus, polynomial based BEM are only useful
in scenarios of a low Doppler shift. Another basis that has been proposed to alleviate the
problems with complex exponentials are the so called Discrete Prolate Spheroidal (DPS)
sequences. The DPS sequences can be used to find a set of orthogonal sequences that are
concentrated in time and band limited in the frequency domain. This is in stark contrast
to complex exponentials since DPS sequences have a negligible energy outside a specified
interval. To use the DPS sequences for channel estimation and equalization, they have to be
truncated to some arbitrary time interval like the block length N. Truncated DSP sequences
are called Slepian sequences. The use of Slepian sequences was first seen in [148] where it is
shown to provide an adequate modeling accuracy given that the maximum Doppler shift is
known with a sufficient confidence. In [82], a basis expansion model is used to develop a
low complexity equalization scheme by computing a regularized solution for a linear system
using iterative algorithms like the LSQR algorithm. However, the coefficients of the basis
functions are assumed to be known accurately which is not the case in practical systems. An
oversampled Legendre basis is proposed in [163] for estimation with minor improvements in
error performance. In general, none of these schemes exploit the inherent sparsity of the wire-
less channel that can provide a significant gain in performance and complexity as explained
in [141]. As part of a thesis [95], a simple BEM scheme has been developed to estimate a
doubly selective channel using the complex exponential and the Slepian basis. The results
indicate that although the BEM based methods do a good job in estimating a slow temporal
variation (low Doppler shift) in the channel, the performance in estimating the correct delay
taps is relatively poor. Thus we see that, BEM’s have been extensively researched in literature
for the estimation of doubly selective channels. However, a trade-off between complexity
and performance must be drawn that makes it less attractive for practical implementation.
Another interesting scheme is the Constructed Data Pilots (CDP) technique that can
work well when the SNR is high and a high correlation between received symbols is as-
sumed [169]. However, this scheme is not able to provide adequate results in scenarios of
high mobility [154]. The authors propose this scheme for the IEEE 802.11p standard and
use the long preambles to generate an initial estimate of the channel. This is then used to
generate additional data pilots for the subsequent OFDM symbol. These data pilots are then
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used by a LS estimator to provide a channel estimate for the current data OFDM symbol. In
the next step, the estimated channel response is compared to the previous estimate and the
best channel response is used to equalize the current OFDM symbol. The effectiveness of
this scheme is heavily dependent on the high temporal correlation between OFDM symbols
which cannot be guaranteed in highly mobile vehicular environments or for wireless stan-
dards that specify a longer OFDM symbol duration. However, the work in [169] has lead to a
Time domain Reliable test Frequency domain Interpolation (TRFI) scheme in [162] where
the authors classify the subcarriers as reliable and non-reliable subcarriers. The channel
estimate at the reliable subcarriers is then used to interpolate the channel at the unreliable
subcarriers. However, as pointed out in [154], both these schemes are heavily dependent on
the demapping errors in the previous OFDM symbols and also the noise in the channel. In
such cases, the error propagates and increases in the subsequent OFDM data symbols of the
physical layer frame deteriorating the error performance significantly.
A technique to estimate the doubly selective channel that also mitigates ICI has been
proposed for OFDM systems in [115]. In this paper, the authors propose an Minimum Mean
Square Error (MMSE) estimator to acquire the channel transfer function. This is followed by
a three step ICI mitigation procedure. Similar work can also be found in literature where the
ICI is considered as an additional noise component. However, from this paper, the channel
model used to generate the results is unclear as the authors generate a custom channel model
using Bessel functions. Moreover, the results only consider a maximum normalized Doppler
shift of 1.5% in their evaluations.
The Successive Interference Cancellation (SIC) and the Successive Interference Cancel-
lation with Interference Reduction (SICIR) are approaches proposed in [160] that are the
outcome of recent research efforts. The main goal of these schemes is to reduce the complex-
ity seen in conventional equalizers like the LMMSE or the zero forcing (ZF) equalizer which
is typically O(N3) [See 5]. Many approaches target achieving lower complexity by iteratively
equalizing smaller blocks of the channel matrix called windowed MMSE. These approaches
are successful in reducing the complexity to at most O(N2) as seen in [25, 72]. The SIC
and the SICIR target a linear complexity but assume only a small Doppler shift affecting the
received signal. This implies that the corresponding effective channel matrix in the frequency
domain is tightly banded and can effectively be approximated to be a diagonal matrix as
discussed in [55]. Based on this approximation, a single-tap equalizer is constructed using
5The Big-O notation (O) is used here to classify algorithms depending on how their run time increases with
the size of the input.
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the diagonal elements of the channel matrix denoted by the vector λF. This equalizer is the





Thus, the SIC equalizer provides a cost effective technique to equalize the data. However,
the SIC equalizer assumes Perfect Channel State Information (PCSI) at the receiver [160]
which is not available in a practical system. Experiments done in [22] conclude that combin-
ing the SIC equalizer with conventional estimation schemes to remove the dependency on
the PCSI, heavily depend on the accuracy on the underlying channel estimate.
An extension to the SIC equalizer, the SICIR equalizer performs an interference reduction
step after the one-tap equalization described in the SIC equalizer. The non-diagonal elements
of the channel matrix HF represent the interference from the neighboring subcarriers. Thus,
after each detected symbol the following received symbols are updated by removing the
interference components from the previously detected symbols as described in Equation (5.9),




(h f )i,i−q(x̂)i−q (5.9)
where, (x̂)i−q is a previously detected symbol and Q is the number of interference terms to
be considered. The complexity of the SICIR equalizer depends on the number of interference
terms considered and is O(QN).The SIC and the SICIR equalizers approach the problem of
equalization intuitively by performing a one-tap equalization using the diagonal elements of
the channel matrix and then subtracting the interference components from the neighboring
subcarriers. However, the number of interference terms considered Q must be fixed in the
algorithm and might not be the optimal choice for all channel conditions. We conclude that
the problem of channel estimation has been intensively studied in the community and there
are several solutions each with their own advantages and drawbacks. In the next section, we
briefly explore the advances in deep learning for channel estimation.
5.4 Deep Learning for Channel Estimation
In recent years, deep learning has been applied to solve various problems in different research
areas with good success. As part of a thesis [95], we have investigated the feasibility of using
deep learning for the estimation of a doubly selective channel and describe the results in
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Section 5.4.2. The building blocks of deep learning are briefly introduced in the following
section and will be mostly based on [67].
5.4.1 Fundamentals of Deep Learning
The concept of neural networks has been studied and evolved over the years. A compre-
hensive account on the development of neural networks and the underlying concepts are
described in [67, 132]. The goal has been to observe and emulate the function of actual
neurons in nature. A neuron is defined as an elementary unit that performs a simple task. It
combines a (potentially very large) number of inputs to a single non linearly computed value.
An artificial neural network builds on this concept and exploits the fact that non linearities
allow for a higher computational expressivity. In practice, a neuron (known as a ‘unit’ in
artificial neural network terminology) linearly combines its inputs with respective weights
and computes its output using a fixed activation function that incorporates the non linear
behavior. An important consideration to be able to perform complex computations is the
number of connections and their respective weights. In practice, units are stacked as layers,
where there are no connections within a layer (all units run in parallel), but potentially many
connections between adjacent layers.
To formulate a neural network as a machine learning problem, it can be viewed as a
parameterized function f (x,θ) that is used to approximate a given target function f ∗(x) and
the effort lies in finding the best parameter set θ (which in this case are the weights of the
units) that gives the least approximation error. Since only the input data and output result
are directly observable, the intermediate layers are termed as hidden layers and the learning
strategy can use them to get the best possible result. This way of learning the optimal weights
for a deep network with several hidden layers motivated the term deep learning.
Deep Neural Network Architecture
A deep neural network is described as having L > 0 layers with the 0th layer being the input
layer and the values of the Lth layer represent the output. Neural networks can be categorized
based on whether connections are made from the current layer to previous layers (or even to
the same layer) or if the connections are strictly leading to the following layers only. The for-
mer is categorized as a recurrent network and the latter is categorized as a feed forward neural
network. An advantage of the feed-forward network is that the derivatives of its weights
can be easily computed by using the back-propagation algorithm. The back-propagation
algorithm computes the derivatives only with respect to the next layer after which, these
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values are propagated backwards, utilizing the chain rule of derivation [67]. Recurrent neural
networks introduce memory that make processing time series input feasible. Research in
neural networks have yielded several other network architectures that build on the previously
mentioned types and are suited for different applications.
Taking a closer look at a feed forward network, the output of an arbitrary layer l denoted
as xl can be formulated as a dependency on the output of previous layers xl−1 and the
parameter set θl by using the function fl(x,θ) as shown in Equation (5.10).
xl = fl(xl−1,θl) (5.10)
Here, we assume that the input of a layer is exactly equal to the output of the previous
layer. A practical and widely used layer type builds on the model of a unit formulated in
Equation (5.10). Here, each layer is built up of several parallel units each of which computes
a weighted sum of inputs and gives a non linearly transformed (also referred to as activated)
version of it. Accordingly, an activation function σ that performs the component wise
activation function that allows us to write,
fl(xl−1,θl) = σl(Wlxl−1,+bl) (5.11)
Here, the weight matrix and the bias vector of a layer l are denoted as Wl and bl , respec-
tively. The dimensions of the weight matrix and the bias vector is dependent on the layer
width. The parameter set that has to be learnt consists of Wl and bl . Note that in this layer
type, the output value of a unit is computed using every input value and is thus called a fully
connected layer. By extension, a network consisting of multiple fully connected layers is
termed as a multi-layer perceptron.
There are also various other types of layers like the convolutional layer which builds on
the concept of discrete convolution. It defines a kernel of a fixed size and moves it over the
input data which is similar to the concept of filtering. Due to the fact that the same kernel
is used over the entire data, the results are spatially invariant. This property provides good
results especially in image recognition tasks. It is also interesting to note that the convolu-
tional operation can be alternatively expressed by a fully connected layer with many zeros
and equal values (like a time-invariant convolution matrix).
Another important layer type is the pooling stage, that shrinks several values in a small
region to a single value by using a simple operation like a maximum or a mean. The pooling
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stage reduces the output width and the amount of required parameters in subsequent layers.
Other layer types mainly deal with improving the characteristics of the neural network
like overfitting and convergence. For instance, a normalization layer is used to normalize
the output of a given layer so that in subsequent layers, the parameters are more likely to
be in an optimal range assuming that they are initialized correctly. A dropout layer has the
function of randomly masking values of a layer with zeroes during training. This forces the
network to avoid assigning too specific functionality to the units.
Finally, the choice of a suitable activation function σ for computational layers with
linear input combining is vital to ensure optimal results. The activation function is non
linear and monotonically rising. Classical choices include the sigmoid 11+exp(−x) and the
hyperbolic tangent tanh(x) functions that are smooth functions without discontinuities and
thus differentiable everywhere. The derivative of activation functions is important since it is
included in the derivatives of the previous layers due to back-propagation. Other functions
include the rectified linear unit (ReLU) that performs max(0,x) and the softmax function that
take the other outputs of a layer into consideration. In order to achieve good results with deep
learning in a reasonable amount of time, it is vital to optimally constrain free parameters and
incorporate the properties of the input data as well as the specific application into the design
of the layers.
Training Deep Neural Networks
Training is the process of finding a set of weights for the layers in the network that would
provide a good result on the training data and adequately solve the problem at hand. Due
to non-linearities, the problem of training is non-convex and it is difficult to find the global
minimum. There are different approaches for training in literature and the most widely used
method is based on gradient optimization. In this method, the optimizer of the learning
algorithm starts on some initial value (that must chosen carefully for performance and con-
vergence) and iteratively computes the derivative of the loss function for all the parameters
and uses the result to update them. The loss function quantifies the performance of the neural
network in modeling the given data. Here, the underlying idea is to follow the gradient in
the negative direction hoping that it will lead to a global minimum. In order to avoid saddle
points, higher order derivatives are also commonly used.
To begin with, the loss function should be chosen systematically because the derivatives
that are computed will be based on it. The loss function takes the output of the network
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and the respective labels of the training data (assume supervised learning) and quantifies it
into a single metric that indicates the performance of the network. The choice of the loss
functions also depends on the specific task. A cross entropy based loss function is suitable
for classification tasks where the output of the network is typically a probability while, for
vector outputs a mean square error metric is more suitable to be used as the loss function.
Another important parameter is the learning rate that regulates the impact of a single
learning (or optimization) step on the parameters. Choosing the right learning rate is a non-
trivial problem. A low value significantly slows down convergence while a large value of the
learning rate might jump over the optimal minimum. Thus, a viable approach would be to
dynamically adjust the learning rate by starting with a large value and reducing it when the
improvement between steps become smaller. This technique has already been widely adopted
and are part of stochastic optimization algorithms like Adam, Adadelta, and RMSprop. Other
approaches that address the learning rate dilemma try to achieve more useful updates by
incorporating history in order to get a more reliable direction for optimization. A detailed
comparison of the optimizer variants is given in [128].
Finally, the problem of overfitting while training neural networks should also be consid-
ered. During the process of training, the value of the loss function keeps decreasing. But
it must be noted that the loss is computed on the training data only and the actual inputs
(testing data) to the network would not be part of the training data. During optimization, it
could happen that the network has been optimized specifically on the training data such that
training loss keeps decreasing to a very small value but it keeps increasing on the testing data.
This characteristic behavior is an indication of overfitting since the parameters that are learnt
are too focused on specifics of the training data. A common technique to overcome this
problem is ensure a representative split of the training and testing data. It is also important to
keep these two sets of data separated and ensure that no sample of the testing data is used for
model optimization and in the same way, no training data is used for evaluation. In some
cases, a third category of data called the validation data is defined that is used to tune the so
called hyperparameters. These hyperparameters consist of non learnable network parameters
like the size, architecture type and the learning rate. A simple and effective way to avoid
overfitting is to keep the weights small by adding a term dependent on the weights to the
loss function. Adding a dropout layer is also a viable means to avoid overfitting. Overfitting
causes the network to generalize poorly and techniques that help overcome this problem are
called regularization schemes.
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The fundamentals of deep learning described in this section paves the way to discuss its
application in channel estimation and equalization. A comprehensive survey of research that
applies deep learning to the problem of channel estimation along with a basic neural network
implementation is discussed in the next chapter.
5.4.2 Related Work
The concept of neural networks and their applications have been discussed for several years.
In fact, applying a neural network to the problem of channel estimation can be found in a
paper [94] published in 1994 and concludes that, the non-linear structure of a neural net-
work can be suitable for the estimation of a wireless channel. However, only the theoretical
capabilities of neural networks are considered and a concrete practical implementation has
not been done. Over the years, with the evolution of computers that provided significantly
more computational resources and a more mature understanding of neural networks, several
interesting results can be found in literature.
Developing a neural network model that offers good performance with an acceptable
computation burden has been the goal of recent research efforts. An overview of equalization
approaches that also include the effect of Rayleigh fading is provided in [13]. The authors
state that a multi-layer perceptron was not able to converge and investigate alternatives like
shallow approaches that operate on expanded inputs or the use of radial basis function net-
works that solve a fitting problem using weighted Gaussians. The paper concludes that some
neural network based schemes were able to outperform conventional linear equalizers. Unfor-
tunately, most of these approaches are not used in practice as pointed out in [118] either due
to the required computational resource or inadequate results that would justify the complexity.
The authors of [118] interpret the entire communication chain as an autoencoder that jointly
optimizes the transmitter, channel, and the receiver as an end-to-end reconstruction problem.
Thus, the autoencoder is tasked with finding an optimal (lowest dimension) representation
of the input that allows for the best reconstruction (minimal error) at the output. It is also
interesting to note that although most autoencoders are designed to get rid of redundancy
in the input data, the autoencoder proposed in [118] added redundancy that is used to learn
intermediate representations in order to be robust to the distortions caused by the wireless
channel. The authors also present other interesting ideas like the use of radio transformer
networks and adversarial networks in communication systems.
A few examples that provide an implementation for channel estimation using deep learn-
ing can be found in literature. A deep learning based equalizer for OFDM systems can be
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found in [161] and is shown to deliver good results. Here the model is trained using simu-
lated data that include the channel effects like frequency selectivity and additive noise. The
resulting model with trained weights is then deployed at the receiver. The authors create a
network architecture that takes two 64 carrier OFDM symbols as inputs. The input layer
is followed by three hidden layers that are fully connected with ReLU activation functions.
The neural network is designed to perform a joint equalization and symbol detection and
in essence, the output of the network solves a classification problem that tries to find the
best estimate of the transmitted information. A sigmoid activation is used in the final layer.
Similar to this work, an equalizer based on ResNet is proposed in [26].
An interesting approach is presented in [168] where both an OFDM receiver trained
using a neural network and an independent channel estimator that is prepended to deal with
mulipath fading are deployed. However, Doppler shift due to mobility and the offsets due
to synchronization inaccuracies are not considered. The neural network based equalizer is
sophisticated and is composed of several layers. The first layer in the network mimics the
functionality of a conventional LS estimator. In the second layer, residual errors are computed
using the specified pilots and in the subsequent layers residuals are computed between the lay-
ers. The output of these layers are fed to a three layer neural network after which a complex
convolutional layer is employed. Finally, the output of the network is used to perform equal-
ization by dividing the received signal in the frequency domain with the channel estimate.
To summarize, it has been shown in literature that, developing a neural network based
solution for the estimation of wireless communication channels is a complex task. However,
this is a very interesting research question and has been investigated in this thesis. Although
several sophisticated approaches have been proposed in literature, we approach the problem
at a fundamental level to gain an understanding of the strengths and weaknesses of neural
networks in channel estimation.
Data Generation
The quality of the data that is used for training and testing plays a vital role in the effective-
ness of the learned model. The easiest way to generate training data for the neural network
was to use the already implemented IEEE 802.11p transceiver chain that has been imple-
mented in this thesis6. However, several components of the data generated by this standard
compliant simulation platform are constant (example: signaling fields, preambles, and head-
6Available at: https://git.nt.uni-saarland.de/HiMo/SimTool_IEEE802.11p
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ers), that would cause a statistical bias in the results. For this reason, a transceiver chain has
been implemented in Matlab® to produce random unbiased data that can be used to train and
test the neural network. The transceiver chain comprises of a random bit generator, BPSK
modulator, and an IFFT transformation block to provide OFDM symbols in the time domain.
A cyclic prefix is then added to the symbols after which they are distorted by the channel
model. A Rayleigh fading object that models the frequency and time selectivity is used
to emulate the doubly selective channel. At the receiver, the cyclic prefix is first removed
followed by an FFT transformation that provides OFDM symbols in the frequency domain
that are then used by the neural network. It must also be noted that, though some of the
specifications of the IEEE 802.11p standard are ignored, the frequency spectrum shape is
respected. Accordingly, 48 data subcarriers are used in the OFDM symbol, the pilots are
present in their specified locations and the specified guard band is also defined.
A modular approach has been chosen wherein, the channel equalization and the symbol
demapping are decoupled. This is unlike some examples in literature which design a network
to jointly perform equalization and demapping [161]. Accordingly, the input to the network
are FFT transformed OFDM symbols that are distorted by the channel model. Thus, the task
of the network is to provide an estimate of the transmitted symbols. The distorted frequency
domain symbols at the input of the receiver are denoted as Y and the outputs of the network
are represented as X̂ . The original sent symbols (labels) are denoted as X. The size and
shape of these vectors depend on the experiment. Initial experiments already showed that to
achieve consistent results, the dataset should be relatively large. Thus, several datasets with a
total number of samples ranging from 20000 to 40000 are generated. The dataset was then
split into a training set that consisted 80% of the dataset and the rest is used for testing.
What We Learnt
A systematic investigation carried out at a fundamental level helped us understand several
aspects of neural networks and the challenges involved in deploying a learning based solution
for channel estimation. These observations are described in the remainder of this section.
LOS Propagation: The initial experiments confirmed that a naively designed network ar-
chitecture is not adequate to equalize a trivial channel with a single path (0 delay and 0
Doppler shift). Thus, the initial efforts were directed towards systematically designing
an architecture that would equalize such a trivial channel. For this purpose, a dataset
comprising 20000 samples (each of which is a single OFDM symbol) were gener-
ated. The only effect of the channel on the transmitted OFDM symbols is a complex
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multiplication (average 0dB) on each of the subcarrier. Thus, even though BPSK mod-
ulation is used at the transmitter, the receiver has to work with complex values. Since
complex numbers are not widely supported in neural networks and handling them is
not straightforward, the input to the network is split into real and imaginary parts like
in [161]. At the output of the network, we considered only the data subcarriers of the
OFDM symbols to ensure that the error metric is not distorted by the null and pilot
subcarriers. As far as the error metric is concerned, any lp norm (denoted by ∥(·)∥p)
between the labels X and the network prediction X̂ is suitable. However, considering
the task of equalization, penalizing deviations unequally depending on their value does
not seen intuitive and thus a simple l1 norm (absolute error) is chosen as the error
metric. Additionally, to achieve consistent results that are independent of the batch
size, the absolute error is averaged over the carriers and the batch size.
As a first approach, fully connected layers (called FC layer in the figures) are chosen
for the network structure. The number of layers and the width of each layer must be
chosen appropriately. Different combinations with up to two layers with activation
functions like ReLU, tanh, sigmoid and linear (no activation function) have been ex-
perimented. The results indicated that atleast two layers with a non-linear activation
function is necessary to ensure convergence towards an acceptable error. Some results
are compiled in Figure 5.5 where an Adam optimizer with TensorFlow default param-
eters with a learning rate of 0.001 and batch size of 100 is used. In the figures, the
space between two vertical gray lines corresponds to 50 epochs.
From Figure 5.5a we made an initial conclusion that a simple linear function is not
suitable to compute the desired result. Note that due to the BPSK modulation only a
binary output value of −1 and 1 are expected from the output of the network. However,
in this case, the network provides a constant value of 0 which results in a mean absolute
error of 0.5. This indicates that the network in this configuration has not been able
to learn anything meaningful. In Figure 5.5b, a tanh activation function is inserted
that significantly improves the results but is still mediocre on an absolute scale. A
further improvement is observed in Figure 5.5c where a second fully connected layer
is introduced.
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(a) Single FC Layer, Linear (b) Single FC Layer, tanh
(c) 128 FC Layer, ReLU FC, Linear (d) 128 FC Layer, ReLU FC, tanh
Fig. 5.5: Behavior of Network Architectures
In Figure 5.5d, both the activation functions are combined and this resulted in a fast
converging process and the error is effectively 0. Such a fast convergence could not
be achieved by any other network architecture that was tested. Network architectures
with 3 or more layers produced similar results in the best case and increasing the depth
and the width of the network more often worsened the results.
Pilots in Training: The next interesting question is to find out if the network is able to
learn adequately using the data carriers alone. In Figure 5.6a, only the distorted
data subcarriers are used while in Figure 5.6b, both the distorted data and the pilot
subcarriers are used in the training phase. The results indicated that the network indeed
learns to use the fixed pilot values in the OFDM symbols and also provide better
results. When only the data subcarriers are used for training the network learns some
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statistical properties of the training dataset and causes the divergence between training
and testing loss as seen in Figure 5.6a which could stem from overfitting.
(a) Data Carriers Used (b) Data and Pilot Carriers Used
Fig. 5.6: Impact of Pilots with Adam, λ = 0.005 on 128-FC, ReLU FC, tanh architecture
Learning Rate is an optimization parameter that can be tuned and plays an important role
in finding good results. The learning rate (denoted as λ ) not only influences the
convergence speed but also determines the ability of the optimizer in finding the global
minimum. We experimented with different optimizers and tuned the learning rates to
show the importance of this factor. In Figure 5.7a, the Adam optimizer with a learning
rate of 0.001 has not been able to reach a minimum (evident from the fairly high error
rate). The same optimizer with a learning rate λ = 0.01 found the optimal minimum
and thereby exhibited good error performance in Figure 5.7b. Thus, for each network
setup, it is essential that the optimization parameters are tweaked and tested. Moreover,
different optimizers behave differently as seen in Figures 5.7c and 5.7d, where a
momentum and an RMSprop optimizer respectively have been tested. The momentum
optimizer with m = 0.5 is slow and needs a substantially higher learning rate to operate
in roughly the same convergence speeds. A similar behavior has been observed with
the stochastic gradient descent and the Adadelta optimizers and the results are also
comparable to the momentum optimizer in Figure 5.7c. We also observed that for
the RMSprop optimizer, a very careful adjustment of the learning rate is required and
we speculate that it is very easy to skip over the minimum and consequently produce
poor results. Comparing the Adam and the RMSprop optimizers from Figures 5.7b
and 5.7d respectively, we can also observe that the RMSprop optimizer is able to find
the minimum with a lower learning rate but it also retains a noise floor on the training
set and produces a slightly higher error compared to the Adam optimizer. This peculiar
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behavior was also observed on several other datasets. Thus, it was concluded that the
Adam optimizer is the best choice for our application and has been used for subsequent
experiments.
(a) Adam λ = 0.001 (b) Adam λ = 0.01
(c) Momentum λ = 0.1,m = 0.5 (d) RMSprop λ = 0.001,m = 0.5
Fig. 5.7: Performance of different optimizers on 128-FC, sigmoid — FC, tanh architecture
Batch Size: For the given data, a batch size of 100 was found to be appropriate and yielded
acceptable results in convergence speed and error performance as seen in Figure 5.8a.
We also observed that certain activation functions (like the tanh) introduce more noise
than others. Increasing the batch size in Figure 5.8b resulted in a lower noise and also
provide a faster convergence but might lead to poor generalization as described in [79].
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(a) Batchsize 100 (b) Batchsize 500
Fig. 5.8: Different Batch Sizes with Adam, λ = 0.01 on 128-FC, tanh FC, tanh architecture
From the above results, we concluded that different layouts yield significantly different
outcomes and the choice of activation function has a significant role in the results. Especially
between hidden layers, the activation function is seen to determine the effectiveness of the
optimization. Thus, the goal is to find the best combination of activation functions that on
the one hand provide low errors and on the other, are easy to optimize.
Having gained some experience in designing a network for a simple channel, the next
intuitive step has been to extend this to a more challenging scenario. We considered a channel
with a single path with a random delay. A dataset with 40000 samples has been generated
with a random delay for each sample and an average power of 0dB. The simplest approach of
feeding the distorted OFDM data symbols to a naively designed network did not work. From
other experiences, it was considered to use the preambles specified in the standard and sys-
tematically tailor a network to get good results. An idea to design a simple LS equalization
scheme in TensorFlow and test which parts of this equalizer can be replaced and learnt with a
neural network with a constraint that the results obtained must be comparable to the initial LS
equalizer was considered. Accordingly, for the training phase, the preambles that are speci-
fied in the IEEE 802.11p standard are used along with the data OFDM symbols. The output
of the network are the estimated values of the data OFDM symbols like in the previous case.
Designing a LS equalizer in TensorFlow is not straightforward since complex numbers
and operations on a complex number are not fully supported in the underlying framework.
However, since the network architecture already splits the input and output into real and
imaginary parts, the same can be used for the equalizer. Let yd,i and yp,i represent the ith
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distorted data and preamble subcarrier respectively. Similarly, xd,i and xp,i represent the
transmitted data and preamble subcarriers respectively. Thus, at the receiver, the transmitted
data subcarriers that have to be estimated are denoted as x̂d,i. The complex division of





















which can be used to implement complex divisions in TensorFlow using simple opera-
tions on the real and imaginary parts. Since a multipath delay corresponds to a subcarrier
specific complex multiplication, the LS equalizer can then be implemented by computing
hi = yp,i/xp,i and subsequently the equalized data as x̂d,i = xd,i/hi. This has been imple-
mented in TensorFlow and consistent results with good error performance was achieved on
both the training and testing set. After this, a fully connected layer has been inserted to
adjust the estimated channel hi before being used for equalization. The motivation here was
to find out if the network would learn the identity mapping that would produce the optimal
result. Unfortunately, this was not the case and an optimizer configuration with a random
initialization of the fully connected layer could not be found. Different initialization schemes
like in He and Xavier 7were also tested with little success. In Figure 5.9, two optimization
curves are shown that are already initialized close to the optimum. Even when a diagonal
matrix with elements drawn from a standard normal distribution with mean µ = 1 and stan-
dard deviation σ = 1 is provided as an initialization in Figure 5.9a, an optimum could not be
found. In Figure 5.9b, the standard deviation of the normal distribution is reduced to σ = 0.5
and surprisingly a convergence is achieved. This exhibits an unexpected behavior of the
optimization function which could be related to the division process. Thus, it seems hard to




(a) µ = 1,σ = 1 (b) µ = 1,σ = 0.5
Fig. 5.9: Single tanh Activation Function: 128-FC, tanh — FC, linear architecture
The next idea has been to feed the OFDM preambles and data symbols to a simple net-
work like in the direct path scenario with the expectation that the preamble will help the
network give better results. The width of the first layer was increased to 256 and fed with
the distorted preambles and data from the channel. This naive approach surprisingly con-
verged to a negligible error. To ensure consistency, this experiment was extended to consider
a random non-integer delay as well as multiple random non integer delays (up to 6 delay
taps). The result in Figure 5.10a shows that the optimization process for a single random
non-integer delay is able to converge very well towards the minimum. Even for a more
challenging scenario with multiple random non-integer delays, the network is able to provide
good results as seen in Figure 5.10b.
(a) single non-integer delay (b) multiple non-integer delays
Fig. 5.10: Performance on delay channels with 256-FC, RelU — FC, tanh architecture
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Finally, the performance of the above network was tested with the presence of Doppler
shift to investigate if the neural network is able to detect and estimate the temporal variation
present in the wireless channel. For this test, we generated a larger dataset with preambles as
in the previous case. A normalized Doppler shift of 10% is simulated for all the experiments.
The network is trained with the preambles and the data symbols. The performance of the
network for different OFDM symbols are shown in Figure 5.11. The network provides a
fairly good result for the first OFDM symbol after the preamble (Figure 5.11a) whereas the
performance deteriorates significantly already for the third OFDM symbol after the preamble
as seen in Figure 5.11b confirming the limited ability of the network to learn the temporal
variation in the wireless channel.
(a) single non-integer delay (b) multiple non-integer delays
Fig. 5.11: Network performance for a doubly selective channel
The use of neural network to estimate and equalize a wireless channel has been exten-
sively researched and many recent results can be found in literature. Nevertheless, most cases
still do not provide adequate results or are computationally intensive limiting their scope.
In this thesis, we focus on developing compressed sensing based estimation schemes and
evaluate them against conventional methods with the motivation to provide an intuitive view
on the strengths and weaknesses of the proposed approach. In the next chapter, the concept
of compressed sensing and its application in channel estimation is described.

CHAPTER 6
COMPRESSED SENSING CHANNEL ESTIMATION
The theory of Compressed Sensing (CS) has been laid by two revolutionary papers by Can-
des et.al [14] and Donoho [40] in 2006. These papers attempt to design protocols for data
acquisition that would acquire only the most important information about the signals or
images and thus, preemptively ignoring all the data that would be eventually discarded by
lossy compression algorithms. This signal representation problem has been formulated in
the papers cited above and have initiated the novel paradigm of compressed sensing. A
definition for compressed sensing can be found in [34] and is quoted, "Compressed sensing
is a technique where a signal that is sparse in a known transform domain can be acquired
with significantly fewer samples than is usually required by the dimensions of this domain".
Without loss of generality, this definition can be viewed from a signal recovery standpoint.
Accordingly, compressed sensing can be interpreted as a technique to recover a sparse signal
from a handful of non-adaptive, linear measurements by convex optimization as described
in [96]. Intuitively, it can be referred as the precise recovery of a sparse vector in a high
dimensional space. The theory of compressed sensing has found applications in various fields
like medicine, radar, astronomy and seismology. In this thesis, we explore the possibilities of
developing compressed sensing schemes to estimate a time-varying multipath channel.
6.1 CS Foundations
The philosophy of CS where a few samples are adequate to reconstruct a signal might
seem (at the first glance), to go against one of the most sacred concepts in digital signal
processing, namely the sampling theorem. For an arbitrary signal with a given maximum
frequency component, the sampling theorem governs the number of samples required for a
lossless signal recovery. In general, we know that the sampling theory is based on harmonic
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decomposition but if the underlying samples are related differently, a coarser representation
can be found. The following aspects help understand the differences between the CS theory
and the sampling theorem [34].
Signal Type: The CS theory provides a framework that is used to measure vectors in a finite-
dimensional space, while classical sampling deals with time-continuous signals with
an infinite length [34].
Sampling Mechanism: According to the sampling theorem, the sampling mechanism in-
volves measuring the signal at specific equidistant points in time. In contrast, CS
schemes acquire measurements that are in the form of inner products of the signal
and so-called test or basis functions that are part of the dictionary. The design of the
dictionary plays a important role in the effectiveness of CS schemes.
Signal Recovery: According to the Nyquist-Shannon framework, signal recovery is simply
realized using sinc interpolation. This is a linear process that is intuitive to understand
and computationally cheap to implement. On the other hand, signal recovery in CS is
achieved using non-linear methods [34].
CS theory also deals with the problem of sparse recovery. Sparsity is an important pre-
condition that must be fulfilled in order to use CS schemes. This sparsity consideration is
fulfilled in wireless channels wherein, most of the signal energy can be found in a handful
of delay taps as explained in Chapter 3. Moreover, channel models that emulate the charac-
teristics of the wireless channel also specify a handful of delay taps with appropriate delay
spreads as seen in Section 3.5. Exploiting this sparsity, CS algorithms have produced inter-
esting results for channel estimation and equalization and are described in Section 6.2.
The theory of compressed sensing can be intuitively adapted to the problem of estimating
wireless channels. The system model derived in Section 5.1 gives us the sender-receiver
relation as y = RHTs+ z where, s and y are transmitted and received OFDM symbols in
the frequency domain, H is the channel transfer matrix and T, R denote the modulation
and demodulation matrices respectively. If the channel transfer matrix H is sparse [141] i.e.
||H||0 :≠= {k, l : Hk,l ̸= 0} is very small, then according to [15, 34, 96, 100], there exists
an orthonormal basis that can represent this sparse signal. Note that ∥(·)∥0 denotes the l0
norm and gives the number of non-zero elements in a vector/matrix. Let φ represents the
orthonormal basis that contains all the delays that an arbitrary channel can produce. The
problem that CS algorithms need to solve is represented in Equation (6.1).
H = φ ĉ (6.1)
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here ĉ represents the indices and the corresponding coefficients of the delay taps that
superimpose at the receiver. In addition to this, the CS theory also defines a measurement
matrix that determines what parts of the signal are relevant for signal recovery. This is
straightforward in our case since, at the receiver, the pilots specified in the standard are in-
tended to be used for the purpose of channel estimation. The underlying idea behind using CS
based schemes in channel estimation is that a sparse wireless channel can be reconstructed at
the receiver by recovery algorithms using a handful of precise measurements. However, it
should also be noted that until now, we have only spoken about the multipath delays and, in a
doubly selective channel the CS algorithm has to be extended to estimate both the delay taps
and the corresponding Doppler shifts.
Recovery algorithms are broadly classified into l1 minimization, greedy algorithms, and
combinatorial schemes. l1 minimization approaches are powerful techniques for computing
sparse representations of signals but are complex. Greedy algorithms rely on iterative ap-
proximation of the signal coefficients and the corresponding support. This is achieved either
by iteratively identifying the support of the signal until a convergence criterion is met, or by
obtaining an improved estimate of the sparse signal at each iteration that attempts to account
for the mismatch to the measured data [34]. Some of the greedy approaches can in fact be
shown to have performance guarantees similar to l1 minimization schemes. A simple and
well known greedy approach is the Basic Matching Pursuit (BMP) algorithm and a slightly
improved version known as the Orthogonal Matching Pursuit (OMP) algorithm described
in [107]. The BMP algorithm is modified in this thesis to estimate the wireless channel
(refer to Section 6.3). Finally, combinatorial approaches that stem from theoretical computer
science, could also be applicable to sparse signal recovery as explained in [34, 96]. It is
also interesting to note that some of these methods precedes CS literature and have found
applications in diverse fields like geophysics, statistics, astronomy and communication. In
this thesis, we deal with greedy approaches to estimate the channel due to their simplicity
and effectiveness.
6.2 Survey of CS Schemes for Channel Estimation
Compressed sensing algorithms that are suitable to reconstruct the channel matrix have been
widely researched. In [100], a compressed sensing scheme is introduced for the estimation
underwater acoustic channels that also exhibit fast fading channels. The authors propose
the Matching Pursuit (MP) algorithm, a compressed sensing scheme to estimate the channel.
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However, a vital pre-requisite of the MP algorithm namely the dictionary, is not investigated
in the paper. In [141], a joint estimation of delay and Doppler shift is proposed. The authors
also investigate leakage effects that may appear when a joint estimation of delay-Doppler is
performed. They propose a sparsity-enhancing basis expansion and a method for optimizing
the basis by leveraging prior statistical information about the channel. These improvements
attempt to exploit the sparsity in both the delay and Doppler search. A joint estimation of
delay and Doppler shift can be complicated and will result in algorithms with a high computa-
tional demand. A similar paper from the same authors is found in [142]. A sparsity adaptive
MP algorithm for compressed sensing has been proposed in [37]. The novelty in this paper is
that the channel reconstruction is theoretically guaranteed without prior knowledge about the
sparsity of the underlying wireless channel. However, an optimal stopping criteria which is
an essential part of the adaptive aspect of the algorithm is not provided rather, the algorithm
stops when no improvement is seen for two subsequent iterations. Moreover, a step size must
be chosen in prior that could result in the algorithm being slow or provide a sub optimal result.
Most of the literature cited above do not apply the algorithms to specific wireless standards
which makes a direct evaluation/comparison very difficult. Nevertheless, it is interesting to
note the development of the compressed sensing techniques in the research community.
A channel estimation scheme using the MP algorithm has been developed for the ISDB-T
standard in [104]. The paper models the physical effects of the channel and how these can
be leveraged to perform estimation. Unfortunately, the mechanism to estimate the delays
and the Doppler shift is unclear. Moreover, the delay estimates are not updated for every
frame. While this might be acceptable in a simulation setup, the delays in a real channel can
change with time and result in poor performance in this case. The resulting error performance
although promising, are not adequate enough to be used in practical systems. Another
example of a CS based channel estimation scheme for Layer Modulated Time Domain
Synchronous-OFDM (LM-TDS-OFDM) systems for the estimation of severely frequency
selective channel is proposed in [102]. Another CS based scheme for ICI cancellation is
proposed for OFDM systems in [105]. This paper explicitly states that the channel can be
estimated in the time and the frequency domain by proving an orthogonality in the search
domains. In essence, the authors propose to estimate the delays in the frequency domain and
the Doppler shift in the time domain. A similar approach has also been proposed in [42]. The
underlying idea makes intuitive sense and is described in detail in Section 6.3. However, the
Doppler search in time domain is compromised by the extremely slow phase progression
that makes it impossible to design a dictionary that is able to accurately estimate the Doppler
shift. Moreover, the authors in [105] also assume that an ideal dictionary is already present
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in both the time and the frequency domains. In [103], a mobile radio OFDM system with
pre-equalization is proposed. This paper deals with direct feedback mobile radio OFDM
systems. The idea is to extract the pilots from the feedback signal (sent from the receiver)
at the transmitter to generate the channel information and pre-equalize (or pre-distort) the
signal before transmission. Although a nice idea, modern wireless systems do not allow for
a feedback mechanism in the standard that would make this possible. An iterative method
for ICI cancellation using CS algorithms is proposed in [106]. The authors propose an
approach wherein, an initial estimate of the channel using the conventional LS scheme is
computed after which the ICI components are estimated using a CS scheme. The estimated
ICI components are then subtracted from the received signal. This is done iteratively and
the resulting signal should in theory be free of ICI. This scheme is shown to work relatively
well but it raises questions when a rich multipath channel is simulated. Not surprisingly,
the results in this paper only consider a two-path fast fading channel. This approach is also
very similar to the idea presented in [105]. An improved channel estimation scheme has
been proposed for ISDB-T systems in [119, 120]. These papers propose an oversampling
Modified Orthogonal Matching Pursuit (MOMP) based channel estimation in a fractional
delay TU6 channel. However, this paper does not deal with a doubly selective channel. A
hardware implementation of the proposed scheme is also described in [56]. A relatively
recent paper proposes a sparse channel estimation for time-varying systems along with a
tracking method using a polynomial basis expansion model. The authors propose a three
step estimation where, in the first step a modified OMP algorithms is used to estimate the
delay taps. In the second step, the delay taps are tracked iteratively using another modified
OMP algorithm and in the third step, the tap gains are estimated using a polynomial basis
expansion model. The results given in this paper only show the Bit Error Rate (BER) values
after a successive data interference suppression scheme is applied. This makes it difficult
to independently evaluate the effectiveness of the proposed CS scheme. The authors also
evaluate the proposed algorithm with a simple 128 subcarrier OFDM signal with a high pilot
density (25%). Moreover, the channel model used to simulate the doubly selective channel
is not described. Nevertheless, we notice that CS based schemes to estimate the wireless
channel is widely studied in literature. In the next section, the classical matching pursuit
algorithm is explained.
6.3 Classical Matching Pursuit Algorithms
Matching pursuit schemes belong to a family of greedy CS recovery algorithms that uses
a set of bases to represent a signal. It also involves finding the precise coefficients for the
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chosen set of basis functions. Intuitively, the ability of a basis to represent a sparse signal
accurately depends on the how closely the properties of the signal match the properties of the
basis [85]. As an example, smooth signals that are continuous can be sparsely represented by
a Fourier basis, while impulses can not be sparsely represented in this basis. A smooth signal
with confined discontinuities can be sparsely represented by a wavelet basis. On the other
hand, the wavelet basis is not suited to represent a signal whose Fourier correspondence has
a narrow high frequency support as described in [34, 85]. Moreover, when the effects of
the wireless channel on the transmitted signal are considered, a single basis might not be
adequate to reconstruct the signal at the receiver. To alleviate this problem, matching pursuit
algorithms enable us to build a so-called dictionary that is a combination of basis functions.
Accordingly, the columns of the dictionary are basis function vectors that represent all the
different time and frequency effects of the wireless channel. At the receiver, a MP algorithm
recovers the channel and reconstructs it by using a small subset of basis vectors in the dictio-
nary. Thus, a sparse reconstruction of the wireless channel is achieved at the receiver.
As pointed out in [34], compressed sensing builds on the foundation that sparse signals
can be represented using a handful of non-zero coefficients in an appropriate basis. A linear
combination of these basis vectors along with the corresponding non-zero weighting coeffi-
cients, enables signal reconstruction from a few measurements. This perspective makes the
theory of compressed sensing more intuitive [14].
The MP algorithm greedily computes the best linear approximation of a signal in a com-
plete dictionary. Compared to other CS based recovery algorithms, the MP algorithm is
proven to be relatively more efficient although remaining analytically less tractable as dis-
cussed in [100]. An important prerequisite of MP algorithms is an appropriate dictionary that
models all the channel perturbations with the use of basis functions. The dictionary consists
of the preambles and pilots of the underlying standard that are distorted by the different
channel perturbations. Once the dictionary has been generated, the received preambles or
pilots are compared with the atoms of the dictionary to provide the best matching atom at
every iteration. The delay and Doppler shift of the corresponding atoms of the dictionary are
considered to be the distortions that are introduced by the wireless channel. Note that, atoms
are just the columns of the dictionary and represent the preambles or pilots of the underlying
standard that have been corrupted by the channel.
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6.3.1 Dictionary Generation
The dictionary is a vital prerequisite for MP algorithms and is one of the decisive factors that
affects the performance of channel estimation. To understand the technique behind gener-
ating the dictionary, consider a wireless channel that has an arbitrary upper bound on the
multipath delay and Doppler shift denoted by τmax and fdmax respectively
1. An integer value
representing the maximum multipath delay τmax can be formulated as K = τmax/∆τ , where
∆τ is the smallest delay resolution in the estimated channel at the receiver. Similarly, an
integer value that represents the maximum Doppler shift in the channel fdmax is represented
as L = 2 · fdmax/∆ fd , with ∆ fd being the smallest Doppler shift resolution measured in Hz.
Thus, the integers K and L represent the total number of delay and Doppler bins that have to
be searched at the receiver. Choosing a small (or a fine) resolution for the delay and Doppler
search will result in a more accurate estimate of the channel while making the search slow.
On the other hand, choosing a large (or a coarse) resolution for the searches could yield in a
slightly inaccurate channel estimate but would speed up the search process. In this thesis,
the search resolution is adapted according to the application and the corresponding wireless
standard being evaluated. For instance, in applications that allow large multipath delays (few
100 µs) like in DVB-T2, the search resolution is relatively coarser compared to applications
that allow smaller multipath delays (few µs) like the IEEE 802.11p standard.
With K and L being the maximum delay and Doppler bins respectively, the dictionary
denoted by D in its simplest from will contain a total of (K · L) vectors. Each of these
vectors have the dimension of the preambles or pilots that are used for channel estimation.
Considering the IEEE 802.11p standard where the long preamble is used for estimation, each
element of the dictionary is a complex vector with a length equal to the FFT size. Thus,
each element of the dictionary can be denoted as dk,l ∈ CN×1 where k ∈ 0 . . .K −1 and
l ∈ 0 . . .L−1. The vector dk,l denotes the dictionary atom corresponding to the kth delay and
lth Doppler shift bin. The atoms of the dictionary can be viewed as the transmitted preambles
Ip that are distorted by the channel transfer matrix [22] as seen in Equation (6.2).













1The upper bounds depend on the application and the respective wireless standard
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The channel transfer matrix H f in the frequency domain is split into its respective
components as described in Section 3.4. The matrix Uk,l are the complex coefficients that
signify the attenuations experienced by the signal along different propagation paths. Cl
denotes a circular Doppler shift matrix in the frequency domain and λk is the diagonal delay
matrix in the frequency domain. A potential problem using greedy algorithms is that when
the size of the dictionary is large (due to a fine search resolution or large search domains),
searching through all the elements of a large dictionary to find the best matching atom in
every iteration is impractical. To alleviate this problem, the structure of the preambles along
with adaptive search techniques can be used to reduce the computational effort as seen in [41].
Now, most literature that deal with CS for channel estimation either assume that a suitable
dictionary is already present or do not provide details of the same. This section gives a generic
insight into the construction of the dictionary. However, in practical implementations, due to
the large search domains, the size of the resulting dictionary is huge and prohibits practical
implementation. To address this problem, novel approaches to construct the dictionary and
optimize the computational effort of channel estimation in general are also developed in this
thesis and are discussed in Section 6.4
6.3.2 Basic Matching Pursuit
Once the complete dictionary has been generated, it is given as an input to the BMP algorithm
which is an iterative scheme that estimates the dominant delay taps and the associated tap co-
efficients. In every iteration, the BMP algorithm selects a column of the dictionary that best
correlates with the residual from the previous iteration [100]. It has been shown in Chapter 3
that a multipath delay corresponds to a frequency-dependent phase shift and is characterized
by a diagonal matrix in the frequency domain. In a similar manner, a Doppler shift corre-
sponds to a time-dependent phase shift and is characterized by a diagonal matrix in the time
domain. Thus, it is intuitive to search for the multipath delays in the frequency domain and
the Doppler shift in the time domain [42]. The BMP algorithm is listed in Algorithm 1.
The input to the BMP algorithm is the received preambles or pilots denoted as y and
the stopping criteria. The dictionary is generated in the initialization step, where the atoms
of the dictionary represent different combinations of delays and Doppler. The algorithm
begins with setting the residual error r0 as the received preamble in Equation (6.3). The
next step is to compute the rank-one projection of the received preamble onto all the atoms
of the dictionary D as given in Equation (6.4). To simplify the algorithm, j is considered
to be the linear index for the atoms of the dictionary. (·)H refers to a Hermitian transpose
or conjugate transpose of a matrix/vector. In Equation (6.5), the rank-one projections are
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maximized to provide the dictionary atom that best matched the received preamble or pilots.
This dictionary atom is denoted by the linear index s1. Note that |(·)| denotes the magnitude
of a complex number and ∥(·)∥2 denotes the l2 norm of a vector.
Algorithm 1: Basic Matching Pursuit Algorithm
Input: Dictionary D, received signal y, stopping criterion
Initialization
r0 = y (6.3)











b1, j = b0, j − ĉ1dHj ds1 , for j = 1 · · ·KL, j /∈ i1 (6.8)











bp, j = bp−1, j − ĉpdHj dsp , for j = 1 · · ·KL, j /∈ ip (6.12)
Output: Delays, Doppler shift and their corresponding complex weighting factors
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Equation (6.6) stores the index of the chosen dictionary atom for the first iteration and
will be used in a subsequent step of the BMP algorithm. This vector also stores the indices of
dictionary atoms that are chosen in subsequent iterations. Once the dictionary atom is found,
the next step is to compute the complex weighting factor (denoted by ĉ) associated with the
corresponding atom. This complex coefficient quantifies the correlation between the residual
vector and the chosen atom of the dictionary. Once the complex coefficient ĉ is computed,
the rank-one projections calculated in Equation (6.4) are updated to remove the contribution
of chosen atom as in Equation (6.8). This is done so that other dominant channel effects can
be easily found in the subsequent iterations. If required, the ĉ can also be used to update the
residual vector [100].
In the following iterations of the BMP algorithm, the updated rank-one projections
bp−1, j are used to calculate the next maximum while ignoring the atoms that were found in
previous iterations as seen in Equation (6.9). Equations (6.10) to (6.12) update the vector
of chosen indices ip, calculate the complex coefficient of the chosen atom and update the
rank-one projections respectively. Thus, for each iteration, the BMP algorithm provides
a delay Doppler pair along with the respective complex coefficient that can be used to
reconstruct the channel. Finally, the algorithm stops when a stopping criteria is fulfilled.
The stopping criterion is mostly composed of an upper limit on the number of iterations and
an error threshold for the residual error vector. The residual error vector can be obtained
by subtracting all the contributions of the chosen atoms from the received vector as seen in
Equation (6.13). Note that the residual error vector has been initialized in Equation (6.3) of
the BMP algorithm.
rp = rp−1 − ĉpdsp (6.13)
The outcome of the BMP algorithm is a set of dictionary atoms and the corresponding
complex coefficients that is used to reconstruct an estimate of the wireless channel. This is
then used by channel equalization schemes to compensate the effects of the channel. The
BMP algorithm conducts a search through all the atoms of the dictionary and thus, for each
iteration, the computational complexity is proportional to the size of the received vector
being processed. Thus, the complexity of the BMP algorithm as a whole is O(KLqN), where
K and L are the total number of delay and Doppler bins respectively, q is the number of
iterations and N is the size of the received preamble/pilot vector. A more thorough analysis
of the computational complexity is provided in Section 6.7.
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6.3.3 Orthogonal Matching Pursuit
The BMP algorithm listed in Algorithm 1 assumes that the atoms of the dictionary are or-
thogonal to each other. This orthogonality ensures that the estimated complex coefficients
ĉp are accurate. Once a precise value of ĉp is computed, updating the rank-one projections
in Equations (6.8) and (6.12) is also deemed to be correct. However, if the atoms of the
dictionary are not orthogonal to each other, the complex coefficients and the subsequent
revision of the rank-one projections are not accurate and will result in an false residual error.
To alleviate this problem in the BMP algorithm, the OMP algorithm was proposed in [100].
A significant change in the OMP algorithm is the calculation of the complex coefficients.











Note that, Ds,p := [ds1,ds2 , . . . ,dsp ] is a matrix that contains those atoms that are chosen
by the OMP algorithm till the pth iteration and (·)−1 represents matrix inversion. Equa-
tion (6.14) formulates the LS minimization on the chosen dictionary atoms. In effect, the
complex coefficients ĉ computed in the OMP algorithm provide a better estimate of the coef-
ficients when the underlying atoms of the dictionary are not orthogonal to each other [100].
Regardless of the MP scheme chosen, the underlying principle adopted by classical
matching pursuit algorithms is the same wherein, the multipath delays are searched in
frequency domain and the Doppler shift is searched in the time domain [41, 42]. An
illustration of classical MP algorithms in the context of a generic OFDM receiver is shown in
Figure 6.1. The channel estimation block has been expanded to show the inner mechanism
of the classical MP schemes. The input to the channel estimation block are the preambles
or the pilots specified in the underlying wireless standard. The first step in the channel
estimation process is to search for the delays. The MP based search algorithm uses the
preambles/pilots and the atoms that are generated by the delay-Doppler dictionary generator
and outputs the delay tap that best matched the characteristics of the wireless channel. The
delay search is done in the frequency domain as already mentioned. Once the delay tap is
found, the algorithm proceeds with the Doppler search in the time domain. For this, the
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corresponding atoms of the dictionary are transformed back into the time domain using the
IFFT block. The received preambles/pilots are also transformed into the time domain. The
MP based Doppler search algorithm searches for the best Doppler estimate for the given
delay parameters. The search algorithm is identical to the delay search but it takes place in
the time domain. Once the Doppler shift is estimated, the residual vectors are computed and
the stopping criterion are checked. The algorithms iterates with the delay-Doppler search
until the stopping criteria is fulfilled. Once the stopping criteria is met, the estimated delay
and Doppler shift parameters are used to construct the channel transfer matrix H f that will
be leveraged by channel equalization schemes. Ideally, the channel equalizer is able to






































Fig. 6.1: Classical MP based Channel Estimation
The classical MP channel estimation schemes are significantly affected by two major
flaws that affect the accuracy of the estimated channel and are described below.
The Delay Search Metric shown in Equations (6.3) and (6.4) of Algorithm 1 uses both the
amplitude and the phase of the received preamble to compute the rank-one projections.
These are maximized to find the corresponding delay tap. However, we know from
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Section 3.3, that a multipath delay corresponds to a frequency-dependent phase shift
in the frequency domain (time shift property of the Fourier transform). Therefore,
using both the amplitude and the phase variation to search for the delays will lead to
an inaccurate or sometime a completely wrong estimate of the delay taps [21]. To
alleviate this problem, a novel delay search metric is proposed in Section 6.4.
Doppler Search in the Time Domain: Performing the Doppler search in the time domain
is intuitive due to the frequency shift property of the Fourier transform. This property
states that, "a shift in frequency corresponds to a time-dependent phase shift in the
time domain". Thus, the classical MP algorithms treat the delay and Doppler shift in a
mathematically identical manner. However, there is an inherent asymmetry in these
searches from a systems perspective that affects the accuracy of the estimated channel
and exhibit inadequate results. Consider a Doppler shift fd that is introduced in the
channel due to the relative mobility between communicating devices. According to the
frequency shift property of the Fourier transform, the Doppler shift correspondence
can be formulated as y( f ± fd) ◦−•Y( f ) · exp(∓ j2π fdts). The extremely smooth
and slow progression of the phase due to the sampling interval ts makes it nearly
impossible to generate dictionary atoms that are able to differentiate these extremely
small differences in phase progression. Even a large deviation of Doppler shift fd , will
result in a relatively small difference in phase progression. As a result, the estimated
channel matrix is neither robust nor accurate and when used for equalization will result
in a poor BER performance at the receiver [16].
Due to these flaws in the classical MP schemes, the accuracy of the channel estimate in
highly mobile scenarios is not sufficient to overcome the effects of the channel. In order to
improve the estimation of the Doppler shift, we explored the possibilities of time-domain
pilots in Section 6.3.4 and proposed a novel and robust estimation mechanism in Section 6.4.
6.3.4 Time-Domain Pilots
Modern OFDM based wireless communication systems specify pilots (and preambles) in
the frequency domain since most of the analysis at the receiver is done post the FFT block
in the frequency domain. However, in scenarios of mobility the resulting doubly selective
channel introduces selectivity in both the time as well as the frequency domain. Moreover,
since classical MP algorithms estimate the Doppler shift in the time domain, it is worthwhile
to investigate the impact of time-domain pilots on the channel estimate. The introduction of
time pilots must be done systematically. Modifying the time domain signal at the transmitter
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naively is not the solution as this would modify the regulated frequency mask of the transmit-
ted OFDM signal. Thus, the task is to design the OFDM signal in the frequency domain such
that, a transformation to the time domain (using IFFT) will result in time-domain pilots at
the desired locations. In addition to this, it must be ensured that the number of additional
carriers to be sacrificed in the frequency domain to enable time pilots should be kept to a
minimum and the computational effort should also be realizable.
In [17], we have developed a technique that generates pilot patterns in the time domain by
modifying a subset of the subcarriers in the frequency domain and without significantly modi-
fying the transmitter structure. The scope of this proposed technique is to design time-domain
pilots for standards that do not have a contiguous pilot pattern in the frequency domain like
the DVB-T2 standard. In such cases, the time-domain pilots can aid in estimating the doubly
selective channel by providing an additional dimension in which the channel can be mea-
sured. A scheme to produce time-domain pilots is introduced for convolutional multiplexed
multicarrier systems in [155]. However, the use of complementary codes to generate the
pilots in the time domain is not suitable for implementation in DVB–T2. Another example
that can be found in literature is a time domain pilot averaging scheme proposed in [166].
The authors propose a scheme that uses the frequency-domain pilots and interpolate it so
that the attenuation for every subcarrier of the OFDM symbol is computed. The authors then
average this information over subsequent OFDM symbols so that an inherent averaging over
time can be achieved. This scheme is shown to perform slightly better than conventional
schemes for an AWGN channel and a very slow fading channel. However, even for very
small amounts of Doppler shift (maximum relative speed of 50 kmph), the performance of
this scheme deteriorates and is very similar to the conventional LS estimator. As far as we
know, generating time-domain pilots by modifying the subcarriers in the frequency domain
is a novel technique. It provides a reference signal in the time domain that could be used by
any estimation and equalization scheme [17].
The underlying idea to generating time-domain pilots is to modify a carrier subset in the
frequency domain in a way that generates a periodic pilot pattern in the time domain. This
requires the forming of a well-conditioned equation system [17]. Considering the Hermitian
transpose of the FFT matrix denoted as FH ∈ CN×N , the symbol vector of the frequency-
domain x f ∈ CN×1 is related to the time domain signal xt ∈ CN×1 via the Fourier transform
as
xt = FHx f (6.15)
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The symbol vector in the frequency domain x f is composed of data as well as the specified
pilot subcarriers. Let the valid indices of the subcarriers in an OFDM symbol be denoted by
the set P, the specified indices (or locations) of the frequency-domain pilots be denoted by the
set P f Pil , and the indices of the data subcarriers is given by the set Pdata. In order to generate
time-domain pilots, we want to compute the values of a set of subcarriers in the frequency
domain denoted as Psc ⊂ Pdata that takes the data and the pilot subcarriers into account
such that, a pilot pattern is present in the time domain after the IFFT transformation at the
transmitter. These sets are related as P= P f Pil ∪Pdata;Psc ⊂ Pdata and Pdata = P′data ∪Psc.
Note that, P′data represent the effective indices remaining for data transmission. Finally, if
PtPil denote indices of the pilots in the time domain, the equation system that has to be solved
to generate these time-domain pilots is given in Equation (6.16). Note that, the dimensions
of the respective matrices are written as a subscript for convenience.
FH(PtPil×Psc)A(Psc×1) = b(PtPil×1) (6.16)
Here, the coefficient matrix FH(PtPil×Psc) is a subset of the DFT matrix and consists PtPil
rows and Psc columns. A(Psc×1) is a column vector that contains the unknown variables and
b(PtPil×1) is a column vector containing the constants from the equation system. The column
vector b is generated by subtracting the contributions of the data subcarriers (Pdata) and the
pilots (P f Pil) from the required values of the time-domain pilots [17]. The equation system is
then solved by a suitable technique like the QR2 or the LU3 decomposition method [140] to
provide the column vector A(Psc×1). The OFDM symbol is then recomposed in the frequency
domain with the pilots P f Pil , data subcarriers P′data and the solution of the equation system
Psc. Converting this OFDM symbol to the time domain will result in periodic pilots at the
locations given by the set PtPil .
A linear system of equations is solvable if the coefficient matrix F in Equation (6.16) is
full rank. This can be ensured by appropriately choosing the subcarrier set Psc that has to be
modified to generate the required time-domain pilots. If the cardinality of the set Psc denoted
as card(Psc) is less than card(PtPil), the system of equations is under determined and a
solution is not available. If the cardinalities of the two sets are equal, a solution is available
but in most cases, it can add a very large power on the transmitted OFDM signal making it
unfeasible for practical implementation. However, if card(Psc)> card(PtPil) the solution
obtained is realizable at the cost of marginally over-determining the equation system [17].
2decomposition of matrix A into a product of an orthogonal matrix Q and an upper triangular matrix R [150]
3decomposition of a matrix into a lower and an upper triangular matrix [135]
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To implement the time-domain pilots, we chose the DVB-T2 standard and use the
Common Simulation Platform (CSP) for development. The specifications of this standard
has been described concisely in Section 4.2 and the CSP will be introduced in Section 9.3.
The modified block diagram of the DVB-T2 transmitter is shown in Figure 6.2. The pilot
insertion block in the transmitter chain has been developed to achieve pilots in the time-
domain. The necessary data to formulate the equation system is available in this block. Note
that the time pilots only appear after the IFFT block.
Data Generator Mode Adaptor L1 Signaling BB Scramble BCH Coder LDPC Coder
Bit InterleaveQAM MapperInterleaveAux. SignalingFrame BuilderFreq.Interleaver











Block to implement Time-
Domain Pilots
Fig. 6.2: Modified DVB-T2 Transmitter that Implements Time-Domain Pilots
The blocks of the transmitter chains remain unaltered as a small set of the processed
subcarriers are modified before the IFFT block. The time domain pilot insertion block carries
all the added complexity to generate the time-domain pilots. The receiver chain remains
completely untouched, and the only information needed at the receiver is the location of the
time-domain pilots. The receiver can leverage these pilots to measure the time selectivity of
the wireless channel.
Evaluation is done with random data for different physical layer frames operating in
the 8k mode with a guard interval fraction of 0.25 and the PP1 pilot pattern. However, the
proposed scheme is also applicable to all other modes available in the DVB-T2 standard.
The result is the presence of time-domain pilots that have the required values at the desired
locations in the time domain. Figure 6.3 shows an example of a simple time-domain pilot
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pattern that is extracted from the OFDM signal in the time domain. Here, the equation system
is configured such that the time-domain pilots have a value of 2 and are spaced 11.922µs
apart in the time domain. The total number of time-domain pilots in this case is 75. The
number of subcarriers in the frequency domain that were required to generate time-domain
pilots in this example have been card(Psc) = 667. Of course, the equation system can be
designed and solved by more advanced techniques such that fewer data subcarriers have to be
sacrificed. Nevertheless, the goal has been to show that it is possible to generate time-domain
pilots by modifying a subset of carriers in the frequency domain that keeps that spectrum
mask unaffected and keeps most of the specified transmitter chain (see Figure 6.2) unchanged.
















Fig. 6.3: Time-domain pilots in an OFDM signal
The computational burden of this algorithm predominantly is related to finding a solution
of the equation system. Although the QR decomposition with column pivoting technique,
which is used in this thesis has a cubic complexity, only a few hundred unknowns (667 in
the example above) are used to solve the equation system. Moreover, the time-domain pilots
have to be designed at the transmitter and they need not be done for every OFDM symbol in
the frame [17]. In addition to this, techniques to find the optimal set of unknowns such that a
smaller equation system needs to solved and fast algorithms for solving linear equations can
be explored to reduce complexity as pointed out in [17].
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Unfortunately, although the presence of time-domain pilots are helpful in improving the
accuracy of the channel estimate, it has not been adequate enough to provide an improve-
ment in error performance at the receiver. This is because the inherent problem with the
extremely slow phase progression corresponding to a Doppler shift still exits and it is difficult
to develop an efficient (and effective) search metric for CS based techniques to estimate the
Doppler shift in the time domain. However, the time-domain pilots can significantly help
other algorithms that rely on measurements in the time domain to estimate the channel.
To summarize, classical matching pursuit schemes estimate the delays and Doppler shift
in the frequency and the time domain respectively. Even though this approach is intuitive, the
search metrics to estimate the delays and the Doppler shift behave very differently. As a result,
a very large change in mobility conditions (and correspondingly the Doppler shift), results
in a small change in the time-domain. This makes it difficult to design a Doppler search
algorithm using the classical MP schemes even with the presence of time-domain pilots.
Thus, after several experiments and trials, a novel algorithm based on the MP scheme has
been conceptualized to estimate a doubly selective channel and is described in the following
section.
6.4 Rake Matching Pursuit
The Rake Matching Pursuit Algorithm (RMP) has been developed in this thesis to overcome
the limitations of classical MP schemes like the BMP and the OMP algorithm in the estimation
of a doubly selective channel. It forms the basis of this thesis and proposes various changes
that contribute towards the robustness of the algorithm and help reduce the computational
complexity at the same time. The two primary sources of distortions introduced by the
wireless channel stem from delays and Doppler shift. The improvements to the delay and the
Doppler shift search are described in this section.
Delay Search with RMP
The delay search should ideally estimate a set of delays along with their corresponding com-
plex weighting factors or tap coefficients accurately. In the context of the MP algorithm, this
corresponds to a high degree of correlation between the ideal set of dictionary columns (or
the ideal set of delays) and the received preamble or pilots. Accordingly, it is imperative that
the dictionary should be designed to emulate the distortions of the channel. We know that a
multipath delay corresponds to a frequency-dependant phase shift in the frequency domain
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as described in Section 3.2. Keeping this in mind, the classical MP algorithms uses the entire
complex received preamble/pilot and considers both the amplitude and the phase variations
while searching for the delays. Such a delay search metric can result in an imprecise and
sometimes a completely wrong estimate of delays. The main cause of this is the amplitude
variations that skews the rank-one projections and can have a direct influence on the esti-
mated delay. As a result, an imprecise estimate of the channel leads to poor equalization
performance. Moreover, considering both the amplitude and the phase variations while de-
signing the dictionary would would not be computationally efficient and increase the storage
requirement at the receiver [21].
To alleviate this problem, a novel and intuitive approach proposed in this thesis has
been to modify the delay search metric such that it considers only the frequency-dependent
phase variations of received preambles/pilots. This can be easily implemented by simply
normalizing the magnitude of the received preamble/pilot vector y as shown in Equation (6.17)





Normalizing the received preambles removes the amplitude variations that are detrimental
in the delay search algorithm. Thus, a more robust correlation to the atoms of the dictionary
can be achieved and a robust estimate of the multipath delays is ensured [21]. The Rake
Matching Pursuit (RMP) algorithm employs this robust delay search metric while searching
for the multipath delays.
The first part of the proposed RMP algorithm involves estimating the multipath delays
and Algorithm 2 lists the different steps involved in the delay search. The use of the modified
delay search metric can be immediately seen in Equation (6.18) where the residual error r0
is initialized to the normalized received preamble or pilots. The received signal is then pro-
jected to every column of the dictionary in Equation (6.19). By normalizing the magnitudes,
it is implicitly ensures that the rank-one projections are free from all magnitude variations.
The rank-one projections are then maximized in Equation (6.20). In Equation (6.22), the
complex weighting factor corresponding to the chosen delay is computed. In the next step,
the rank-one projections are updated in Equation (6.23) by subtracting the contributions of
the chosen dictionary atom. The algorithm iterates until a stopping criteria is reached or the
maximum number of iterations are completed. The outcome is a set of delays along with the
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corresponding complex weighting factors.
Algorithm 2: Rake Matching Pursuit Algorithm - Delay Search

















b1, j = b0, j − ĉ1dHj ds1 , for j = 1 · · ·K, j /∈ i1 (6.23)











bp, j = bp−1, j − ĉpdHj dsp , for j = 1 · · ·K, j /∈ ip (6.27)
Output: Delays and their corresponding complex weighting factors
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At a first glance, the delay search in Algorithm 2 looks deceptively similar to the classical
MP scheme shown in Algorithm 1. But the use of a modified search metric (Equation (6.18))
along with the fact that the delay search algorithm, as the name suggests, only searches for
the multipath delays in Algorithm 2 while the classical MP algorithm jointly estimates the
delays and the Doppler shift. This becomes evident by comparing Equations (6.4) and (6.19).
Once the delays are estimated, the next part of the RMP algorithm is the estimation of the
Doppler shift.
Doppler Search with RMP
The Doppler search mechanism developed for the RMP algorithm is significantly different to
the classical MP algorithms that estimates the Doppler shift in the time domain due to the fact
that a Doppler shift is a time-dependent phase shift. However, as explained in Section 6.3,
this approach has a few flaws that results in a wrong estimate of the Doppler shift component.
A novel idea to estimate the Doppler shift in the channel has been conceived and devel-
oped in this thesis. The underlying idea has been triggered by Figure 6.4 that shows a model
of a time-variant channel model. This figure shows an input signal denoted by x(t) being
delayed by different delay taps τk. Each of these delay taps also have a complex weight-
ing factor denoted by h(τk, t). The most important observation to be made here is that the
complex weighting factors or the complex coefficients of the respective delay taps are not
constant, but a function of time. This temporal variation of the weighting factors is caused
by the Doppler shift in scenarios of high mobility. The extent of this temporal progression
depends on the mobility. In stationary conditions, the weighting factors remain constant;
while in highly mobile scenarios, a significant variation of the weighting factors in a physical
layer frame is observed. We also note that the delay taps themselves are relatively stable
and only the complex weighting factors need to be adapted. Consequently, the ingredients
required to precisely parameterize the doubly selective channel are i. the delay taps, ii. the
initial estimate of the corresponding weighting factors and, iii. the temporal variation of
these weighting factors.
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Fig. 6.4: Time-Variant Channel Model [91]
From the perspective of the receiver, this observation implies that, once the delays along
with the initial complex weighting factors have been estimated using the proposed RMP delay
search algorithm, the temporal progression of the complex weighting factors should be esti-
mated. This implies that the weighting factors for each delay tap is updated for every OFDM
symbol in a physical layer frame. Note that, since we are updating the complex weighting
factors for every delay tap individually, an inherent separation between the delay and the
Doppler search is achieved. Thus, at the receiver, tracking the weighting factors of the delay
taps implicitly estimates the Doppler shift in the channel. The reasons behind naming the
proposed scheme as the Rake Matching Pursuit algorithm are due to the structure of the time-
variant channel in Figure 6.4 and the fact that we estimate the Doppler shift parallelly for the
delay taps. The inherent Doppler shift estimation scheme has been listed in Algorithm 3.
The input to the RMP Doppler estimation algorithm are the delay taps along with the
initial estimates of the complex weighting factors, the dictionary atom corresponding to the
estimated delay taps and the received pilots. In the first step, the vector of received pilots
yp ∈ C1×Np is initialized as the residual error vector r0 as seen in Equation (6.28). Note that,
Np is the number of specified pilots in the data OFDM symbols. These pilots are used to
track the temporal variation of the weighting factors. For the next step in Equation (6.29), the
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total number of delay taps that have been found in the delay search are assumed to be qtaps.
Algorithm 3: Rake Matching Pursuit Algorithm - Doppler Search
Input: Estimated delay taps and respective dictionary atoms D′ = [d1, . . . ,dq],
received pilots yp
Initialization
r0 = yp (6.28)
b0, j = dHj r0, for j = 1 · · ·qtaps (6.29)





b1, j = b0, j − ĉ1,rpd
H
j d1, for j = 1 · · ·qtaps, j /∈ i1 (6.32)
the pth iteration, p > 1 and p ≤ qtaps





bp, j = bp−1, j − ĉp,rpdHj dp, for j = 1 · · ·qtaps, j /∈ ip (6.35)
Output: Updated complex weighting factors for the given OFDM symbol
The delay vectors in the frequency domain corresponding to these delay taps are de-
noted as d1 = exp( j2πfτ1),d2 = exp( j2πfτ2), . . . ,dq = exp( j2πfτq). These vectors make
up the dictionary and are used to track the Doppler shift. These vectors can be written as
D′ = [d1,d2, . . . ,dq];D′ ∈ CNp×qtaps . The rank-one projections are computed for the delay
taps and stored in b0, j as seen in Equation (6.29). It is also important to note that, the normal-
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ization of the initial vector is not done since we want to track both the magnitude and the
phase of the complex weighting factors ĉ. Once the rank-one projections are computed, the
complex weighting factors for the first delay tap is computed in Equation (6.31). Next, the
rank-one projections of the other delay taps are updated in Equation (6.32). In the subsequent
iterations, the previously updated rank-one projection is used to find the weighting factors of
the next delay tap as in Equation (6.34) followed by updating the rank-one projections in
Equation (6.35). The algorithm stops when an updated value of the complex weighting factor
has been computed for all the qtaps delay taps. The Doppler search of the RMP algorithm is
conducted for all the OFDM data symbols in the physical layer frame. Effectively, all the
ingredients to precisely model the doubly selective channel have been estimated and can be
used for equalization [21].
It is important to note that the maximization step is not necessary in the Doppler search
since the dominant delay taps have already been found in the RMP delay search algorithm
and are also sorted according to their strengths. Another interesting remark about the pro-
posed RMP algorithm is its behavior in a stationary environment (no Doppler shift). In such
a scenario, the Doppler tracking scheme will compute the same (or very similar) values of the
complex weighting factors for all the OFDM data symbols. This ensures that the proposed
scheme gives an optimal result not only in scenarios of high mobility but also in stationary
channel conditions. The results in Chapter 10 will confirm this behavior.
A block diagram showing the RMP based channel estimation at the OFDM receiver is
given in Figure 6.5. Compared to the classical MP scheme (in Figure 6.1), the most important
difference can be seen. Once the delays have been estimated robustly using the improved
delay metric, the channel tracking block tracks the temporal variations of the weighting
factors using the data pilots. The updated delay parameters are then used to reconstruct the
channel and used by the equalizer to compensate the effects of the wireless channel.



































Fig. 6.5: Rake MP based Channel Estimation
The complexity of the proposed RMP algorithm is composed of O(KqN) for the delay
search and O(qNp) for the Doppler search. Comparing this to the classical MP algorithms
that have a complexity of O(KLqNp) where, K and L correspond to the maximum number
of delay and Doppler bins, q is the number of iterations and Np is the size of the received
preamble/pilot vector, a significant complexity reduction has already been achieved by the
RMP algorithm. A more thorough analysis of the computational complexity is provided in
Section 6.7.
The proposed RMP algorithm has been developed to estimate the doubly selective channel
at an acceptable complexity. This has been achieved by a novel metric for the delay search
that is unaffected by the amplitude variations caused in the channel. We have also exploited
the fact that a Doppler shift results in a temporal variation of weighting factors to develop a
precise, robust and efficient scheme to estimate the Doppler shift in the channel. The RMP
Doppler estimation scheme tracks these weighting factors for every delay tap and for every
OFDM symbol in the physical layer frame and thereby implicitly estimate the Doppler shift
in the channel. The proposed scheme are also designed to work robustly in stationary channel
conditions. The computational complexity involved has been significantly reduced when
compared to the classical schemes [21]. A further reduction in complexity by optimizing
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the delay search has been described in Section 6.5 and a novel cognitive framework that
cleverly senses the channel and switches to an appropriate channel estimation scheme has
been introduced in Chapter 7.
6.5 Gradient Rake Matching Pursuit
Computation complexity is a crucial factor that needs to be addressed especially when algo-
rithms are to be implemented on consumer hardware. The Gradient Rake Matching Pursuit
(GRMP) algorithms is a modified version of the RMP algorithm that drastically reduces the
complexity involved in estimating the channel.
During the development and evaluation of RMP algorithm, an important aspect of the
RMP algorithm was found. It showed that the RMP algorithm is immune to errors even when
a wrong delay tap is found during the delay search. This is mainly due to the tracking mecha-
nism to estimate the Doppler shift wherein, there is a very high probability that for a wrongly
estimated delay tap, the weighting coefficients have a negligible magnitude. Accordingly,
when the channel model is reconstructed, the contribution from the wrong delay tap is also
negligible (because it is multiplied by the weighting factor whose magnitude is nearly zero)
and the resulting channel is robust to the wrongly estimated delay tap. This feature has been
exploited to make gains in complexity and is used in the GRMP algorithm [20].
The underlying idea of the GRMP algorithm is to compute a rough estimate of the delays
along with the respective complex weighting factors in a single iteration or pass. Due to the
improved modified metric for delay search presented in Section 6.4, the rank-one projections
computed during the delay search provide a clear maxima at the locations of the delay taps.
Accordingly, a gradient method can be applied to extract the location of these peaks that
correspond to the delays introduced in the channel. Since a gradient method is used to locate
the peaks, this algorithm is called Gradient Rake Matching Pursuit algorithm [20]. Once the
delays are estimated, the Doppler estimation scheme (discussed in Section 6.4 ) that is robust
against an imprecise estimate of delay taps is used to track the temporal variations in the
channel. The different steps of the GRMP algorithm have been listed in Algorithm 4.
The input to the GRMP algorithm is the dictionary and the received pilots/preambles. In
Equation (6.36), a magnitude normalization of the received pilots/preambles is done and is
initialized as the error vector r0. The rank-one projections are computed in Equation (6.37)
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and normalized in Equation (6.38).
Algorithm 4: Gradient Rake Matching Pursuit Algorithm










, for j = 1 · · ·K (6.38)
m0, j = ∇s0, s0 = [s0, j]∀( j = 1 · · ·K) (6.39)
for j ∈ {1,2, · · · ,K} do
if m0, j−1 ≤ m0, j ≥ m0, j+1 then





Output: Delays and their corresponding complex weighting factors
In the next step, a first order derivative is computed in Equation (6.39). This is then
followed by finding the most dominant taps by using a very simple peak finding mechanism
shown in Equation (6.40). The peaks are stored in a vector i and correspond to the delay taps.
The complex weighting factors associated with the delays are computed in Equation (6.41).
Note that, the GRMP algorithm bypasses the iterative l1-minimization process in the delay
search. The outcome of the GRMP algorithm is a set of delays and the corresponding
weighting factors. Once a rough estimate of the delays are computed, the Doppler search
is done for every OFDM in the physical layer frame. A block diagram that described the
GRMP algorithm is shown in Figure 6.6. A significant change when compared to the RMP
algorithm (Figure 6.5) is the single-pass delay search and the absence of a stopping criteria.
































Fig. 6.6: Gradient RMP based Channel Estimation
Circumventing the iterative process in the GRMP algorithm significantly reduces the
complexity but has a few disadvantages. In the iterative delay search process of the RMP al-
gorithm, the contribution of each found delay on all the other delays (or rank-one projections)
is subtracted before the next iteration. Thus, even when the estimated delay is not ideally
accurate, the RMP algorithm is able to achieve results that are similar to l1-minimization
as shown in [14, 34, 96]. However, in the GRMP algorithm the estimated delay taps are
required to precisely represent the multipath effects of the channel in order to obtain good
error performance. This observation is also confirmed consistently for different channel
conditions in the results in Chapter 10.
The absence of the iterative delay search in the GRMP is evident in Algorithm 4 and has
significantly reduced the computational complexity to O(KN) when compared to the delay
search of the RMP algorithm that has a complexity of O(qKN), where K is the total number
of delay bins and N the size of the received preamble/pilot vector. The complexity is reduced
by a factor of q, which is number of iterations in the RMP algorithm. In addition to the gains
made with respect to the complexity in the GRMP algorithm, the computationally intensive
process of generating the dictionary has also been optimized and is described in the next
section.
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6.6 Optimizing Dictionary Generation
The dictionary is a prerequisite of the MP based channel estimation algorithms and gener-
ating it is a computationally intensive process. The classical mechanism of generating a
dictionary involves computing a phase progression corresponding to each of the delay or
Doppler bin to be searched during channel estimation. Additionally, storing these complex
vectors of the dictionary atoms requires a significant amount of storage. Moreover, since
the dictionary is a pre-requisite for compressed sensing, it is worthwhile to optimize the
computation and storage associated with it.
In order to build towards an intuitive mechanism to generate the dictionary, let us consider
the classical approach first. It has been established that a multipath delay can be represented
by a frequency-dependent phase shift in the frequency domain. Accordingly, the classical
approach of generating the dictionary atom dk for a delay τk can be written as shown in
Equation (6.42).
dk = Ip ◦ exp(− j2π f τk) (6.42)
here, Ip ∈ CN×1 refer to the specified preamble or pilots, N is the size of the FFT and ◦
just denotes an element wise operation. Note that, the exponential function in Equation (6.42)
and the dictionary atoms generated are periodic. Thus, the question was asked if this period-
icity can be exploited to make gains in complexity.
Since the dictionary atoms are computed from the complex exponential function, the
idea has been to store a single high resolution representation of this vector that contains
all the values required to generate any arbitrary dictionary atom. From an implementation
standpoint, pointer arithmetic can be used to pick the required complex values and generate
the required delay vector. Since this high resolution vector is used to generate the rest of
the dictionary atoms, we call this vector as a mother wavelet [20]. The mother wavelet is
represented as dmw,Ω = exp(− jΩm). When the search resolution for the delays is ∆τ and the
sampling interval is Ts, the Ωm is an array consisting of values from −π and π in steps of
2π∆τ
NTs








Now that the mother wavelet is generated, pointer arithmetic is used to generate the
indices that extracts the respective complex values and generate the delay vector for a given
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delay τk. Since the OFDM symbols are centered in the complex band according to the
specifications of the underlying standard, the subcarriers will consist of positive and negative
frequencies. This is nothing but a 180◦ phase shift in the underlying mother wavelet. Thus,
if we consider the complex exponential function exp(− jΩm) on the complex plane, it is
analogous to moving along the unit circle in the clockwise direction for negative frequencies
and moving in the counter clockwise direction for positive frequencies. Thus, for each of
the delay bin τk, two sets of indices are required to construct the corresponding dictionary
atom. The indices of the OFDM subcarriers with the positive frequencies are denoted as
ατccw ∈ Z
N
2 ×1 (ccw just means counter clockwise), where Z represents integer numbers.








where, Ψi = [0,1, . . . , N2 ]. In a similar manner, the indices of the negative OFDM subcarri-
ers represented as ατcw ∈Z
N















Equations (6.44) and (6.45) can be simplified to form a single set of indices and is
given in Equation (6.46), where, ατk ∈ ZN×1, λi,Ω = [−
N
2 , . . . ,(
N
2 − 1)] and mod denotes














Equation (6.46) gives a simple mechanism to generate the indices for a given delay τk.
The delay vector of the dictionary atom is then simply extracted from the mother wavelet
dmw,Ω using the index set ατk as seen in Equation (6.47).
dp,τk = Ip ◦dmw,Ω(ατk) (6.47)
For a given multipath delay τk, the dictionary atom generated using the wavelet procedure
in Equation (6.47) is identical to the atom generated by the classical method shown in Equa-
tion (6.42) when the value of NTs2∆τ is chosen to be an integer. If the required search resolution
for the delays ∆τ is chosen such that NTs2∆τ is not an integer, the two dictionary atoms can have
an error of π∆τNTs for a given delay τk. The number of elements in the mother wavelet for a






. In contrast, the size of the
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dictionary using the classical approach is proportional to the number of the delay bins K [20].
It is also important to note that although Equation (6.46) looks complicated, it consists of
only integer operations and can be computed efficiently. The complexity of the proposed
scheme is reduced to O(K) since the indexing function (in Equation (6.46)) is invoked K
times, where K is the number of delay bins to be searched. Note that, the mother wavelet
is already precomputed and stored at the receiver. The proposed ‘in place’ mechanism of
generating the dictionary has significant gains in computational complexity and memory re-
quirements. It can also be used in any of the compressed sensing based schemes that require
a dictionary and to also generate the Doppler dictionary for the conventional MP algorithms.
Finally, we compare the sizes of the dictionaries for the CS based channel estimation
schemes proposed in this thesis in order to evaluate and emphasize the effectiveness of the
proposed optimizations to generate the dictionary. Let us assume, the IEEE 802.11p standard
for evaluation. The most relevant specifications of this standard are listed in Table 6.1
Table 6.1: Specifications of the IEEE 802.11p Standard
Parameters Value
FFT Size (N) 64
Bandwidth (B) 10MHz
Sub-carrier spacing (B/N) 0.15625MHz
FFT period (Td) 6.4µsec
Guard Interval (TGI) 1.6µsec
Total Symbol duration (Tsym = Td +TGI) 8µsec
Sampling Interval (Ts) 100nsec
Let the longest multipath delay τmax be equal to the duration of the guard interval TGI
and the desired search resolution for the delays be ∆τ = 1nsec. Thus, the total number of
delay bins to be search is computed as K = TGI/∆τ =⇒ 1.6µsec/1nsec = 1600.
Now, considering the RMP scheme that uses a dictionary to search for the delays, the
conventional scheme of dictionary generation (see Section 6.3.1) computes K ×N =⇒
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1600×64 = 102,400 elements during the delay search. If these elements are stored as a dou-
ble data type4 that requires 8 bytes for every element, the total size of the delay dictionary is
8×102,400 = 819.24KB on memory. Using the proposed wavelet based scheme to generate






=⇒ 64×10−7sec1nSec +1 = 6401.
Subsequently, using a double data type, the storage requirement is computed as 8×6401 =
51.208KB which is significantly smaller than the conventional method. It is also important
to note that, for a give delay search resolution, the size of the dictionary remains constant
and can be precomputed and stored at the receiver.
The size of the dictionary remains identical for the GRMP algorithm but, it must be noted
that the dictionary atoms are generated only once in this case.
6.7 Complexity Analysis
Computational complexity is a measure of computation resources required to run a given
algorithm. It provides a metric to evaluate the efficiency of algorithms [35]. Computational
complexity plays an important role in the development of channel estimation algorithms
since in most cases, these have to be deployed on battery operated consumer grade hardware.
Literature describes two main aspects to quantify complexity. Time complexity is a
function that measures the amount of time an algorithm needs to execute and is typically
represented with respect to the size of the input to the said algorithm [136]. The other
aspect is the space complexity, that quantifies the amount of working storage an algorithm
requires [136]. Both of these complexities can be asymptotically expressed in terms of the
Big-O notation. This notation is used in computer science to classify different algorithms
based on how the space and run time requirements increase with the size of the input [113]. In
this thesis, the Big-O notation has been used extensively to describe the run time complexity
of the different CS based channel estimation schemes. Although this representation provides
a tool to compare different algorithms, it does not provide any information regarding the
absolute computational resources required by the underlying algorithm. Thus, in this section
we measure the complexity of the proposed channel estimation algorithms in terms of the
number of real valued multiplication/division and addition/subtraction required to estimate
the channel for a received OFDM frame specified according to the IEEE 802.11p standard.
Table 6.2 shows the number of real values operations required for the corresponding complex
valued operations.
4constructed according to IEEE standard 754
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Considering the IEEE 802.11p standard, the number of active subcarriers in the long
preamble is Npre = 52 and the number of data pilots in an OFDM data symbol is Np = 4.
In order to compute the exact number of operations, we have to assume the search resolu-
tions. Let the delay search resolution be ∆τ = 10nsec that gives the total number of delay
bins to be searched as K = τmax/∆τ =⇒ 1.6µsec/1nsec = 160. For the BMP algorithm,
the Doppler search is performed in the time domain and a Doppler search resolution should
also be assumed in this case. Let the Doppler search resolution be ∆ fd = 100Hz and the
maximum Doppler shift in the channel be fdmax = 15625Hz. This gives us the number of
Doppler bins to be search as L = ⌈2 · fdmax/∆ fd⌉ =⇒ ⌈2 ·15625Hz/100Hz⌉= 313. Finally,
the total number of real valued operations for the LS, BMP, RMP and the GRMP algorithm
is tabulated in Table 6.3. A detailed description for calculating the number of real valued
operations for the RMP algorithm can be found in Appendix A.
The large differences in the computational requirements of different algorithms are
evident from Table 6.3. To begin with, the conventional LS channel estimator that uses the
two preambles of the IEEE 802.11p standard to compute the channel estimate requires very
few real multiplications and additions. The presence of block pilots (the long preamble) in
this standard simplifies the computation significantly. However, it must be noted that, for
standards that specify comb type pilots (like DVB-T2 and LTE-V) the need for interpolation
to get the complete channel transfer function increases the number of computations.
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Table 6.3: Computational Complexity of Channel Estimation Algorithms
Complex
Operator
# Real Multiplication/Divisions # Real Additions/Subtractions
LS 52 ·10 = 520 52 ·11 = 572
BMP 52 ·5,784,248 = 300,780,896 52 ·2,950,967 = 153,450,284
RMP - Delay
Search




4 ·216 = 864 4 ·174 = 696
GRMP - Delay
Search




4 ·256 = 1,024 4 ·192 = 768
Next, the BMP algorithm that searches for the Delays in the frequency and the Doppler
shift in the time domain results in an enormous number of computations even for the mod-
erate search resolutions that we have chosen. This confirms the drawbacks of classical CS
based schemes to estimate the wireless channel from a computational standpoint as well. A
stark contrast can be seen in the proposed RMP and the GRMP algorithm. Considering the
RMP algorithm, the number of real computations required are lesser by a factor of roughly
230 when compared to the conventional BMP algorithm. Thus, the RMP algorithm is not
only able to precisely estimate the wireless channel but also do so with a significantly smaller
computational effort. The proposed Doppler search mechanism of the RMP algorithm is
also optimized with respect to the number of computations required. Moreover, it only uses
the data pilots (generally fewer in number) to track the Doppler shift. Finally, the proposed
GRMP algorithm achieves a further improvement in complexity by conducting the delay
search in a single iteration. Thus, the number of computations required is reduced by a factor
of roughly 6 when compared to the RMP algorithm.
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Vehicular environments typically pose a heterogeneous channel conditions with varying
degrees of mobility. In Chapter 7, we propose a cognitive framework to sense the channel
and choose the best parameters for estimation. This enables the receiver to use a simple LS
scheme in stationary channel conditions and only use the powerful RMP algorithm in highly
mobile scenarios. Such a solution will optimize complexity while ensuring the best channel




Fidelity in wireless communication systems under high mobility has become an important
requirement for current as well as future communication systems. In scenarios of high mobil-
ity, the wireless channel exhibits selectivity in both the time and frequency domains. The
estimation of the resulting doubly selective channel is a non trivial task [34].
In a typical highly mobile application scenario, the degree of mobility varies drastically
with time. Consider for example a V2X application (vehicles are communicating with each
other and roadside infrastructure) wherein, the speed of the vehicles are varying continuously.
One one extreme, a highly mobile environment is experienced on the highways when vehi-
cles are traveling at high speeds while, on the other extreme, a near stationary environment is
present at a traffic light or when the vehicle is parked. Thus, vehicular environments pose a
heterogeneous wireless channel with varying degrees of mobility [18, 19]. An ideal channel
estimation scheme should provide an accurate estimate of the channel with a complexity that
is appropriate for a given channel condition.
Novel schemes like the RMP algorithm are able to estimate doubly selective channels in
a robust, precise and computationally efficient manner (see Section 6.4). However, in low
mobility or stationary conditions, although the RMP algorithm is robust, the associated com-
putational complexity is unnecessary and thus not efficient. Although many improvements
that significantly reduce the complexity have been proposed in this thesis, it is relatively
more complex compared to conventional schemes like the LS channel estimator. Thus, in
scenarios of low mobility, the use of conventional schemes is more appropriate to estimate
the channel. Moreover, for battery driven end devices, the right choice of an estimation
scheme can significantly improve battery life. This line of thought has led to a hybrid channel
estimation scheme based on a cognitive framework that optimizes the estimation scheme
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according to channel conditions. The resulting estimation scheme is thus closer to an ideal
estimation scheme and gives an accurate estimation of the channel in all channel conditions
while adapting the complexity to be optimal for the channel being estimated.
7.1 Framework
The role of the cognitive framework is to sense the condition of the channel reliably and use
this information to tune the parameters of the estimation algorithm such that the best error
performance at an optimal computational complexity is ensured at the receiver. Thus, the
goal has been to develop a framework that can detect the different channel conditions, with-
out explicitly estimating them, and with a marginal increase of computational complexity is
able to facilitate switching between different channel estimation mechanisms to provide good
error performance at the receiver consistently [19]. This has led us to identify two aspects
that need to be evaluated while developing the cognitive framework. The first aspect is the
performance in terms of BER at the receiver. It is important that the cognitive framework is
able to robustly choose the right estimation parameters that would result in good error perfor-
mance. The second aspect is the complexity. The complexity of the chosen channel estima-
tion scheme and the added complexity of the cognitive framework must be taken into account.
The proposed cognitive framework is depicted in Figure 7.1 that shows the relevant
parts of the receiver chain along with the cognitive framework. It is seen that the cognitive
framework collects data from different positions in the receiver chain. The data collected
before the channel estimation block is termed as detection metrics and the data collected
after the channel estimation is called feedback metrics. The Detection Metrics block receives
measurements from the received signal at predefined positions, processes the same and gives
the parameters for channel estimation to the decision metrics block. In a similar manner,
the Feedback Metrics block receives the channel estimate along with the received signal
and computes if the chosen channel estimation parameters are optimal. This information is
also relayed to the decision metrics block. Finally, the Decision Metrics block processes the
information from the detection and well as the feedback metrics and provides the parameter
set to the Channel Estimation block in the receiver. The outcome of the decision metrics
block is classified into Intra-Frame Cognition and Inter-Frame Cognition. The former deals
with controlling the performance and complexity within the physical layer frame, while
the latter selects channel estimation parameters for the entire physical layer frame. Thus,
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Fig. 7.1: Cognitive Framework Architecture
7.2 Technique based on Correlation
The detection metric block extracts the preambles/pilots from the received OFDM signal
and infers the amount of Doppler spread in the channel by the use of different metrics [19].
A correlation metric provides a measure of the Doppler spread in vehicular environments.
In this case, the correlation coefficient approximates the temporal variation or the Doppler
spread in the channel [12]. However, computing the correlation in every physical frame
or for the pilots in every OFDM symbol significantly increases the complexity and beats
the purpose of the cognitive framework. Thus, a simple measure of similarity called the
Tanimoto Coefficient (TC) that is commonly used in the field of chemistry has been used to
detect the temporal variation of the channel [139]. The TC can be computed between two








here, R represents the real part of the complex number. The TC has a value of 1, when
the two complex vectors are perfectly correlated, and on the other extreme, when the two
complex vectors are uncorrelated to each other, the value of the TC is 0. Intuitively, the
idea of the detection metrics is to acquire the preambles or pilots at different location of
the physical layer frame and compute the TC between them to infer the degree of temporal
variation in the channel. A low value of the TC indicates that the two preambles/pilots differ
from each other because of Doppler shift (or the temporal variation), while a value closer to 1
points more towards a stationary channel. The following metrics are adopted in the cognitive
framework to aid in cognition.
Inter-Frame Preamble TC is the averaged TC between the preambles of consecutive phys-
ical layer frames and works well for moderate Doppler shifts.
Inter-Frame Chan TC quantifies the similarity between the channel transfer function H f
of consecutive physical layer frames.
Intra-Frame Preamble TC is computed for the two received preambles or pilots of a
physical layer frame and works well under high mobility due to the extreme temporal
variation introduced in the channel.
ĉ variance is an important metric and quantifies the temporal variation in the complex
weighting factors ĉ (calculated in the RMP algorithm for each delay tap) in a given
frame.
These metrics are implemented in the detection and feedback metrics block in the
cognitive framework architecture. The information from these metrics are then forwarded to
the decision metrics block wherein, a priority scheme is implemented based on the confidence
of each input metric. This priority scheme is illustrated as a decision flowchart in Figure 7.2.













































RMP- Rake Matching Pursuit
TC-Tanimoto Coefficient
Fig. 7.2: Decision Metric Flowchart
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The decision flowchart mainly has two branches. One branch deals with high mobility
and uses the RMP algorithm for channel estimation while the other branch is concerned
with low mobility schemes like the LS algorithm. The input metrics along with the decision
scheme decide if the system continues with the previously used channel estimation scheme
or switch to another scheme. However, there is an exception for the first frame wherein, only
the detection metric Intra-Frame Preamble TC is used to choose between channel estima-
tion methods. This is due to the fact that for the first frame, the other metrics are not yet
available. For the second frame onward, a previous decision already exists and based on the
other metrics a decision of the channel estimation scheme is chosen. The proposed decision
scheme is developed to favor the low complex LS scheme and switch to the more complicated
RMP algorithm only when necessary [19]. This is evident from the decision flowchart in
Figure 7.2 where, four paths lead to the LS scheme and two paths lead to the RMP algorithm.
The various metrics that have been developed are robust enough to ensure good error perfor-
mance as well. The estimated channel parameters are used to compute the channel transfer
function which is used to construct a one-tap equalizer to compensate the effects of the under-
lying channel. This cognitive framework has been implemented and evaluated for the IEEE
802.11p standard but can be easily adapted to other wireless standards. Also, the cognitive
framework is flexible to work with other combinations of channel estimation schemes [19].
The thresholds for the TC used in the cognitive framework are dependent on the SNR
and sometimes susceptible to errors. To find an optimal threshold curve, multiple simulations
were performed under different SNR levels and Doppler spreads. The data collected showed
that the TC followed an exponential curve for different SNR levels. We also observed that
the values approach 0 with increasing Doppler shift in the channel. Using the data collected,
a least squares fit with an exponential function gave us the best threshold value for a given
SNR (refer Appendix B ). The equation to compute the threshold based on the SNR is shown
in Equation (7.2).
γTC =−0.9 · exp(−0.14 ·SNRdB)+1 (7.2)
The threshold for the ĉ metric is more robust to noise. The ĉ values for the different
paths over multiple SNR values and a varying Doppler shift were collected from several
simulation runs. The data showed that the variation in the complex ĉ values was less than
0.11 in both the real and imaginary parts for low Doppler shifts. Considering ĉt0 and ĉtS to
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be the tap coefficients for the first and last OFDM data symbol in the physical layer frame,




The final part of the puzzle is the calculation of the SNR. We propose to use the pream-
bles/pilots in the frequency domain to calculate the SNR [19]. The power in the received
signal is computed in Equation (7.4) where, ynz represents the non-zero subcarriers and Nnz








The noise power can be computed from the subcarriers that are specified to have a value
of 0. If yz represents the zero subcarriers and Nz denotes the number of zero subcarriers, the








Finally the SNR is computed by dividing the signal power by the noise power as shown
in Equation (7.6)





The gains in complexity by using the cognitive framework can be easily inferred. Con-
sider the IEEE 802.11p standard. The LS scheme computes the channel estimate for the two
preamble and has a complexity of O(2N) where, N is the FFT size. The delay search RMP
algorithm estimates the channel taps using a preamble and has a complexity of O(qKN)
where, q is the number of iterations and K is the total number of delay bins. Additionally the
Doppler search of the RMP algorithm, tracks the tap coefficients for the data OFDM symbols
and has a complexity of O(qNp) where, Np is the number of pilots in a data OFDM symbol.
Thus the total complexity associated with the RMP algorithm for the complete physical layer
frame is O(qKN +SqNp) where, S denotes the total number of data OFDM symbols in the
frame. The cognitive framework also adds some complexity to the overall channel estima-
tion. The two TC are calculated with a complexity of O(N) each and the averaged TC has a
complexity of O(2N). The ĉ values are computed with a complexity of O(q) when the RMP
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algorithm is chosen. In total, the cognitive framework has a complexity of O(4N +1) for the
entire physical layer frame. This marginal increase in complexity enables the channel estima-
tion process to be optimized with respect to the complexity and performance at the receiver
and thus, in heterogeneous channel conditions exhibits a significantly lower complexity when
compared to using the RMP algorithm as the only channel estimation scheme [23].
7.3 Technique based on Variance to Mean Ratio
In addition to the TC based metric for cognition, other metrics that reliably quantify channel
variations are also investigated [23]. The Variance to Mean Ratio (VMR) is a normalized
measure of dispersion and has been found to be a good candidate to quantify the channel
variations. As its name suggests, the VMR is the ratio of the variance σ2 to the mean µ and





The VMR is computed for the pilot subcarriers of the OFDM data symbols in the physical
layer frame. To reduce the effect of noise, the VMR is calculated as an average between a set
of pilot subcarriers in the received frame. A single threshold is then used to switch between
the LS scheme and the RMP algorithm. Like with the TC based cognitive framework, a VMR
value of 0 indicates that the data is not dispersed (stationary environment), a value between 0
and 1 means that the data is under-dispersed, and a value larger than 1 implies that the data
is over-dispersed (high mobility environment) [32]. Thus, a threshold value between 0 and
1 can be used to switch between channel estimation schemes and plays an important role
in favoring a channel estimation scheme. At the beginning of the physical layer frame, the
default value of the threshold is set to be 1, then an estimate of the noise power is calculated
from the received pilots and the threshold is dynamically tuned inversely proportional to the
noise estimate. Thus, even in low SNR scenarios, a reliable mechanism to choose the optimal
channel estimation scheme is ensured. The VMR based cognitive framework has been found
to perform well for the LTE standard despite the sparse pilot patterns as seen in the results in
Section 10.2.




















Fig. 7.3: Decision Flowchart based on VMR
The decision flowchart of theVMR based cognitive framework is shown in Figure 7.3. In
the beginning of the physical layer frame, a previous estimate of the channel is not available.
In this case, a simple LS estimate is computed for the pilots locations after which the noise is
estimated using the received pilot subcarriers. The threshold is adjusted based on the noise
level. If the noise power is high, the threshold is lowered such that a more powerful channel
estimation scheme is chosen. This slightly conservative approach helps in ensuring better
error performance at the receiver. Once the threshold is set, the VMR metric quantifies the
channel variations and if its value is greater than the threshold, the channel is considered to
vary temporally and the RMP algorithm is used for channel estimation. On the other hand,
if the value of the computed VMR is below the threshold, the LS scheme is adequate to
estimate the channel. For the subsequent physical layer frames, a previous decision on the
channel estimate already exists. In this case, the VMR metric is computed for the current
frame and after thresholding, a suitable channel estimation scheme is chosen.
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For the LTE standard, the cognitive framework is configured to adjust the estimation
parameters for every subframe thus achieving intra-frame cognition [23, 137]. This ensures
that for any given subframe, the most optimal channel estimation scheme is employed. After
the channel estimate is computed for the entire frame, a simple one-tap equalizer is used
to compensate the effects of the wireless channel at the receiver. The different equalization
schemes are discussed in the next chapter.
CHAPTER 8
EQUALIZATION
The task of a channel equalizer is to compensate for the distortions introduced by the wire-
less channel by leveraging some kind of knowledge about it. Channel equalizers can be
classified into two broad categories based on the extent of channel knowledge they are as-
sumed to have. Coherent channel equalizers use an estimate of the channel (computed by a
channel estimation scheme) to perform equalization. The second category are the so called
non-coherent equalizers that assume certain statistical properties of the wireless channel to
perform equalization [123]. In this thesis, we consider coherent channel equalizers that lever-
age the channel estimate generated by the schemes discussed in Chapter 6 to compensate the
effects of the channel at the receiver.
8.1 One-Tap Equalizer
The one-tap equalizer is a simple and computationally efficient technique that is ideally suited
for frequency selective or time-invariant channels. The OFDM based wireless systems that
we consider in this thesis perform equalization in the frequency domain. Thus, information
about the delays and the corresponding weighting factors are contained in the estimated
channel response h ∈ CN×1, where N is the FFT size or the number of subcarriers in the
underlying OFDM symbol. If yi ∈ CN×1 denotes the ith received symbol in the frequency






A conventional coherent equalization scheme combines the LS scheme (discussed in
Section 5.2) to provide an estimate of the channel and the one-tap equalizer to compensate
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the effects of the channel at the receiver. This equalization scheme is well suited for time-
invariant channels. The associated complexity is linear and thus ideally suited for practical
implementation on consumer grade equipment [75]. In this thesis, we use this equalization
scheme (LS estimation and one-tap equalization) as a baseline to evaluate the effectiveness
of the proposed channel estimation and equalization schemes.
However, in scenarios of high mobility, the temporal variation or the time selectivity
introduced by the channel severely affects the performance of the LS estimator along with
the one-tap equalizer. The LS channel estimate computed either using the preambles in the
beginning of the frame or the pilots in the data OFDM symbols is not able to model the rapid
temporal variation in the channel [123]. Thus, a strong degradation in error performance can
been seen in scenarios of high mobility (see results in Chapter 10).
Nevertheless, in thesis we propose to use the one-tap equalizer in combination with the
proposed channel estimation schemes like the RMP and the GRMP algorithm. These schemes
(discussed in Section 6.4) robustly estimate the delay taps and track the corresponding
complex weighting factors for each of the OFDM data symbols in the physical layer frame.
Thus, an accurate estimate of the channel response can be computed for every OFDM symbol
by linearly combining the multipath delays along with the updated complex weighting factors.
This has enabled us to use the one-tap equalizer to compensate the effects of the doubly
selective channel. If the channel response of the ith data OFDM symbol is represented by





Here, we can see that each received OFDM data symbol yi is equalized using an updated
version of the channel response hi. Thus, another advantage of the CS based channel
estimation techniques developed in this thesis is its ability to be combined with simple and
computationally efficient equalization schemes to compensate the effects of the channel at
the receiver. On the other hand, most of the CS based estimation techniques in literature rely
on more complicated equalization techniques [41] as discussed in the following section.
8.2 Linear Minimum Mean Square Equalizer
The Linear Minimum Mean Square Error (LMMSE) equalizer performs equalization by
minimizing the error between the transmitted and received signals. It is generally used when
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the channel estimation scheme (like classical MP or BEM) produces a channel response
matrix H ∈ CN×N at the receiver. In such cases, the LMMSE equalizer performs better
than the one-tap equalizer, but at the expense of higher computational complexity [73]. In
the context of channel estimation and equalization, the underlying idea is to use the mean
square error between the transmitted and received OFDM symbols as the cost function to be
minimized [74] and is given by Equation (8.3). Minimizing the cost function suppresses the




In the above equation, the equalization matrix is assumed to be known. The linear solution
(also known as the linear least squares regression solution) is given in Equation (8.4), where
y denotes the received symbols and x̂ denotes the equalized symbols at the receiver. The
MMSE solution is derived in Appendix C.
x̂ = (GHG)−1GHy (8.4)
Now, we can incorporate the channel matrix H ∈ CN×N provided by the channel estima-
tion scheme by modifying Equation (8.4) as shown below,
x̂ = (HHH+σ2n IN)
−1HHy (8.5)
In this thesis, we use the LMMSE equalizer in combination with the classical MP estima-
tion scheme to compensate the effects of the channel. At the receiver, OFDM data symbols y
are equalized by leveraging the estimated channel information as seen in Equation (8.5). The
LMMSE equalizer involves a matrix inversion in its solution which results in a computational
complexity ranging from O(N)2 to O(N)3 [121].
In this part of the thesis, we have looked into the problem of overcoming the effects of a
doubly selective or a time-varying multipath channel on OFDM based wireless communi-
cation systems. Novel channel estimation schemes that robustly and precisely estimate the
underlying channel are proposed. These schemes are also analyzed from a computational
complexity standpoint. Moreover, we are able to combine the proposed schemes with simple
equalization techniques and obtain promising results as will be shown in Chapter 10. The
following part of this thesis will introduce the simulation platforms along with the various
results that bring out the merits of the proposed channel estimation schemes.









In order to highlight the merits of the proposed compressed sensing based channel estimation
schemes, evaluation is performed for different OFDM wireless systems. Simulation platforms
play an important role in the systematic evaluation of the schemes proposed in this thesis.
This chapter provides a comprehensive description of the simulation platforms implemented
as part of this thesis.
9.1 Broadband Systems - IEEE 802.11p
To evaluate the effectiveness of the channel estimation and equalization schemes in this
thesis, standard compliant physical layer frames have to be corrupted by a time-variant multi-
path channel to emulate scenarios of high mobility in typical V2X scenarios. A simulation
platform that is standard-compliant and has the capability to simulate the wireless channel is
the essential ingredient to evaluate the various channel estimation and equalization schemes.
The IEEE 802.11p standard specifies wireless access in vehicular environments. It en-
visions a WLAN-like environment between vehicles and roadside infrastructure aimed at
increasing the safety of road users. This made the IEEE 802.11p standard very popular when
it was being conceptualized around the year 2008 and also when it was finally specified in
2011. Thus, many examples of simulation platforms can be found in literature.
As part of the master thesis [22], we evaluated the effectiveness of GNU radio as a sim-
ulation platform to design and develop channel estimation and equalization schemes for
different wireless standards. GNU Radio1 is an open source software development tool kit
that provides signal processing blocks to implement Software Defined Radio (SDR). An SDR
1www.gnuradio.org
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is a radio communication system architecture that implements signal processing components
that have been traditionally implemented in hardware, as software modules that can be run
on a PC [6]. A transceiver implementation of the IEEE 802.11p standard in GNURadio can
be found in [11], that has been extended as part of two Master theses to include channel esti-
mation and equalization schemes in [22] and [138]. The main challenge encountered while
implementing in GNURadio is the constant evolution of channel models and even the under-
lying base implementation of the standard. Thus, we decided to use Matlab as a simulation
platform to implement and evaluate the proposed channel estimation schemes in this thesis.
It is also promising to note that plenty of examples can be found in literature that use
Matlab to design and develop channel estimation schemes. A simulation platform in Matlab
is found in [9] where, the performance of the IEEE 802.11p standard is evaluated. An-
other example is [57] where the physical layer specification has been implemented on an
Field-Programmable Gate Array (FPGA) to evaluate its performance. Similar attempts that
implement and evaluate the standard are seen in [108]. Although these examples advocate
Matlab as a viable tool to implement the standard, none of these provide the simulation plat-
form, or are in a form that allows for a systematic incorporation of channel estimation and
equalization schemes. Thus, we decided to develop a standard compliant simulation platform
adhering to best known programming standards and make it available to the research commu-
nity. The IEEE 802.11p simulation platform is available to download from [24]. Figure 9.1
shows the structure of the transceiver that the simulation platform implements.
At the transmitter, custom data bits of a fixed size are generated according to the speci-
fications of the user. The MAC Header block then organizes the data into the MAC frame
according to the framing rules in the standard. The MAC frames are then modulated using
one of the specified modulation schemes. In the next step, the signaling field is generated
using the information from the configuration like the code rate and the length of the data sym-
bols in the payload. In the next block, the data pilots are added to the data OFDM symbols
according to the specifications described in Section 4.3.































Fig. 9.1: IEEE 802.11p Transceiver
The preambles are then inserted in the Insert Preambles block followed by the guard band
insertion. At this point, the frequency grid is complete and an IFFT produces a time domain
OFDM signal. The final step in the transmitter is the insertion of the cyclic prefix after which
the physical layer frame is assembled and is transmitted through the wireless channel.
The doubly selective wireless channel is simulated using the Rayleigh fading channel ob-
ject from Matlab that models Rayleigh and Rician fading channels to distort the transmitted
IEEE 802.11p physical layer frames [91]. Channel effects like multipath scattering due to
the echoes, time dispersion and Doppler shifts arising from mobility are simulated by the
channel model. The Rayleigh channel fading object consists of discrete fading taps each with
a delay and a corresponding power gain. Additionally, on each delay tap a random Doppler
shift is simulated. The Doppler spectra includes restricted Jake’s, flat, asymmetrical Jake’s,
and Gaussian as described in [109]. Conventional channel models are thoroughly described
in Section 3.5 and are also used in this thesis for the evaluation of the proposed schemes.
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At the receiver, synchronization is performed on the distorted signal using the short
preambles and performing a double autocorrelation to detect the start of the physical layer
frame as explained in [112, 158]. In the next block, the cyclic prefix is stripped from the
OFDM signal and a FFT is performed. The received signal is now in the frequency do-
main. In the next block, the guard band is removed. The Channel Estimation block is one
of the most important blocks in the receiver. In this block, the preambles and data pilots
are extracted and given to the selected channel estimation scheme. The channel estimate
along with the data OFDM symbols are forwarded to the Channel Equalization block where
the effects of the channel are compensated. After equalization, the data OFDM symbols
are demodulated and the BER is computed to provide insights into the effectiveness of the
channel estimation and equalization schemes. Finally, the MAC header is decoded and the
information can be passed on to the higher layers.
9.2 Cellular Systems - LTE
The standard compliant LTE simulation platform [92] implements the downlink, uplink, and
the recently specified LTE-V mode. The simulation platform is implemented using Matlab
and is composed of modular blocks that can be formed into a transceiver chain able to be
configured with different parameters. Another noteworthy feature of the simulation platform
is the ability to extend the functionality in lieu with upcoming 3GPP releases as well as,
added features that implement the physical layer with a finer granularity. The simulation plat-
form is depicted in Figure 9.2 that shows the transmitter, receiver, and the wireless channel
composed of modular signal processing blocks.
In the transmitter, the Generate Data block produces random bits with a random seed.
The size of the data vector generated is determined by the bandwidth (that determines the
number of OFDM subcarriers), the modulation scheme that indicates the number of bits
modulated on each data subcarrier and lastly, the number of subframes that compose an LTE
physical layer frame. It is assumed in this chapter that the transmission mode with a band-
width of 1.4 MHz is used. Accordingly, this mode uses a 128 point FFT of which Nds = 72
subcarriers are assigned for data and the remaining subcarriers form the guard band. It is
also assumed that the extended cyclic prefix mode is used such that each subframe contains
12 OFDM symbols and an LTE frame is made up of 10 subframes.

































Fig. 9.2: Block Diagram of Simulation Platform
Once the data is generated, the Modulation block performs one of the specified modula-
tion schemes. The modulation scheme can be selected in a configuration file that is global
to the simulation platform. The next step in the transmitter is the Resource Grid Assembly
block that generates a raster of the LTE frame as a Nds ×M matrix, where Nds is the number
of data subcarriers and M is the number of OFDM symbols in a given LTE frame. For the
chosen configuration, the LTE frame is made up of M = 120 OFDM symbols (10 subframes
with 12 OFDM symbols each). Accordingly, the Resource Grid Assembly blocks assigns
the modulated symbols to the appropriate OFDM data subcarriers (also known as resource
elements). In the Figure 9.3, an example of the LTE resource block is shown where in the
arrangement of the data symbols (colored in yellow) in a LTE frame is clearly seen. The blue
resource elements in this figure are just placeholders for pilots, synchronization signals and
control information that will be inserted in subsequent blocks of the transmitter chain.
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Fig. 9.3: LTE Resource Grid (data in yellow)
The next block in the transmitter is applicable only for Uplink and V2X transmissions.
The FFT block generates SC-FDM symbols as explained in Section 5.3. The next block in
the transmitter chain is Pilot Insertion, where the pilot/reference symbols are inserted at the
corresponding resource elements. These pilots play a vital role in channel estimation and
compensation at the receiver. LTE specifies different pilot patterns for the uplink, downlink
and V2X transmissions to enable an optimal trade-off between overhead and the accuracy
of the channel estimation techniques. In Figure 9.4, the pilot arrangement in the different
transmission modes are illustrated. Note that here, the pilots are colored in yellow.
Once the pilots are inserted, the next step in the transmitter is to add the synchronization
signals at the specified locations. The synchronization signals help in estimating the time
offset introduced at the receiver. The LTE standard does not specify synchronization signals
in the uplink and V2X modes as the presence of block pilots enable synchronization. The
synchronization signal for the downlink mode is shown in Figure 9.5.
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(a) Downlink Pilot Pattern (pilots in yellow) (b) Uplink Pilot Pattern (pilots in yellow)















(c) V2X Pilot Pattern (pilots in yellow)
Fig. 9.4: Pilot Patterns in LTE
In the next step, the guard band is added that extends the size of the resource grid to
(Nds +Ngb)×M, where Ngb is the number of subcarriers used in the guard band. An IFFT is
then applied to each column of the resource grid that transforms the data into the time domain.
The final block of the transmitter in the simulation platform is the Add Cyclic Prefix block
where a cyclic prefix is added to the beginning of each OFDM symbol in the time domain.
Assuming that Ncp is the size of cyclic prefix, the time domain grid is a matrix with the di-
mensions, (Nds+Ngb+Ncp)×M. This matrix is then reshaped into a vector that sequentially
transmits the data. In the simulation platform, this data is transferred to the channel model
block. A spectrogram shown in Figure 9.6 highlights several aspects of the transmitted wave-
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Fig. 9.5: Synchronization Signals for Downlink Transmission





















Fig. 9.6: Spectrogram of Transmitted Waveform
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The channel part of the transceiver chain is composed of two blocks. The Time Variant
Fading Channel block utilizes the multipath fading channel model from the LTE system
toolbox in Matlab [39]. This channel model implemented by Mathworks follows the guide-
lines from the 3GPP specifications and other channel sounding experiments to simulate a
doubly selective channel model that can be configured to the typical usage scenarios of LTE
systems [39]. The fading channel model specifies three different delay profiles, Extended
Pedestrian A mode (EPA), Extended Vehicular A (EVA), and the Extended Typical Urban
(ETU) profile that represent delay profiles with an increasing delay spread. An overview of
these profiles is given in Table 9.1.
The fading channel model in Matlab also allows for custom delay profiles. A maximum
Doppler shift can then be configured for each of the delay profiles. Finally, AWGN noise is
added to the signal based on the SNR simulated and the resulting signal is then sent to the
receiver chain.
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(a) EPA Delay Profile











(b) EVA Delay Profile










(c) ETU Delay Profile
Table 9.1: Delay Profiles in Matlab Fading Channel
The receiver chain can be regarded to have an inverse order of the transmitter that can be
observed in Figure 9.2. The first step in the receiver is to synchronize the received signal by
calculating timing offsets using the synchronization signals in the beginning of the received
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signal. The process of synchronization is very similar to other wireless standards wherein,
the received signal is correlated with the specified synchronization signal from which the
temporal offset can be estimated and compensated [5]. In the next block, the received signal
is reshaped in to an LTE resource grid in the time domain and the cyclic prefix is removed.
The data is then transformed into the frequency domain by performing an FFT. This produces
the frequency domain resource grid that is a matrix with dimensions, (Nds +Ngb)×M. Once
the guard band is removed, the data resource grid with the dimensions Nds ×M is obtained
and passed on to the Channel Estimation block. The Channel Equalization block leverages
the channel information to compensate the effects of the channel.
For the LTE standard, the following channel estimation and equalization schemes have
been implemented in the simulation platform:
• Least squares (LS) channel estimator with frequency interpolation coupled to a one-tap
equalizer .
• LS with pilot averaging and interpolation in both the frequency and time domains.
Equalization is done by the LMMSE technique using the Matlab LTE system toolbox.
• Rake Matching Pursuit (RMP) channel estimation with a one-tap equalizer.
• Gradient Rake Matching Pursuit (GRMP) channel estimation with a one-tap equalizer.
• Variance to Mean Ratio (VMR) based cognitive channel estimation that switches
between LS and RMP based on channel conditions(described in Section 7.3). A one-
tap equalization is employed in this case as well.
The process of channel estimation and equalization is clearly illustrated in Figure 9.7.
For this figure, the LTE fading channel is used with the EVA delay profile and a normalized
Doppler shift of 1% is simulated. Even for such a relatively small Doppler shift, the effects
of the wireless channel on the received signal is clearly visible. Also, it is interesting to
note that the wireless channel model has introduced a selectivity in both the time and the
frequency domain. In order to highlight the role of channel estimation, an ideal channel
estimator is used to generate the channel estimate seen in the figure. An LMMSE channel
equalizer then uses this ideal estimate of the channel and is able to perfectly compensate the













































































(c) Channel Estimate (d) Equalized Grid
Fig. 9.7: Channel Estimation and Equalization Process
For uplink transmissions, an IFFT is applied to de-spread the OFDM symbols. The next
step is to perform demodulation on the equalized OFDM symbols using the appropriate
scheme. The BER Calculation block evaluates the effectiveness of the channel estimation
and equalization schemes by computing the error rates in the receiver.
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9.3 Broadcast Systems - DVB-T2
Evaluation for the DVB-T2 standard is done using the Common Simulation Platform (CSP2).
The CSP has been originally conceived and developed by members of the DVB consortium
with BBC R&D and Panasonic as some of the major contributors [70]. The simulation
platform is a standard compliant software end-to-end transceiver chain implemented in Mat-
lab [45, 89]. The simulation platform has a modular architecture that provides the flexibility
to setup a custom transceiver chain and enables a seamless development of novel channel
estimation and equalization algorithms. The software architecture and the implementation
principles employed in the CSP has also inspired the development of simulation platforms for
other wireless standards. Figure 9.8 shows the transmitter chain in the simulation platform.
Data Generator Mode Adaptor L1 Signaling BB Scramble BCH Coder LDPC Coder
Bit InterleaveQAM MapperInterleaveAux. SignalingFrame BuilderFreq.Interleaver








Fig. 9.8: Block Diagram of DVB-T2 Transmitter in Common Simulation Platform
Input Data: The Data Generator module generates the input data for the system. It can be
configured to produce either random, Moving Picture Experts Group (MPEG) transport
stream data or reads the data from a file. For the evaluations in this thesis, this module
is configured to produce random data with a configurable seed. The amount of data
to be produced can be configured depending on the requirements. Next, the Mode
2Available with an open source license (MIT) at: https://sourceforge.net/projects/dvb-t2-csp/
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Adaptor block allocates the bits to baseband frames depending on the configured data
rate. DVB-T2 allows multiple data streams and the mode adaptor modules uses the
data rate to slice the data stream to produce data fields that make up the baseband
frames. Additionally, it also provides the scheduling information.
L1 Signaling basically implements the entire L1 signaling. This includes arranging the
various bit fields for the pre- and post- signaling, coding, and modulation as described
in Section 4.2.
Bit Interleaved Coding and Modulation (BICM) Modules include the BBScrambler, BCH
Coder, LDPC Coder, Bit Interleaver, QAM Mapper, and the Interleaver that performs
time- and cell- interleaving. The CSP provides only a couple of concrete implementa-
tions of this block and other modes can be implemented if necessary. In the next step,
the Aux. Signalling block will generate the transmitter signature in the auxiliary stream
that is sent in a dedicated data container to the next block.
Frame Builder does the function of mapping the L1, scheduling, auxiliary, and PLP data
into the specified frame structure. It also generates the dummy cells where necessary.
OFDM Generation modules perform frequency interleaving, pilot and reserved tone inser-
tion. The Pilot Insertion modules modulates specified cells within an OFDM frame
with the suitable pilots. The simulation platform supports all the types of pilots that are
specified in the standard and include scattered, continual, edge, P2, and frame closing
pilots. At this stage, the physical layer frame is transformed into the time domain by
the IFFT block. The PAPR reduction block currently implements the tone reservation
scheme for PAPR optimization. If enabled, the FEF frames are generated and inserted
in the DVB-T2 super frame by the FEF Insertion block.
P1 Insertion is the last module of the transmitter. It generates the P1 symbol that is vital
at the receiver for the initial signal scan and the detection of the DVB-T2 signal. The
resulting DVB-T2 signal is then sent to the channel model.
The various blocks can be enabled/disabled by modifying the configuration file and a suit-
able transceiver chain can be assembled in a straightforward manner. It should be noted that
changes in the transmitter must be mirrored at the receiver to ensure a working transceiver
chain.
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The wireless channel is modeled by the Rayleigh fading channel object in Matlab. It
emulates the effects of multipath propagation and mobility in the frequency and the time
domain respectively. The DVB-T2 implementation guidelines recommends the TU-6 profile
that reproduces terrestrial propagation in an urban setting. The TU-6 mobile channel model is
made up of 6 paths that exhibit a wide delay dispersion. The profile parameters recommended
for the evaluation are given in Table 9.2 [47].
Table 9.2: TU 6 - Channel Model for DVB-T2
Tap Num. Delay (µs) Power (dB) Doppler Spectrum
1 0.0 −3 classic
2 0.2 0 classic
3 0.5 −2 classic
4 1.6 −6 classic
5 2.3 −8 classic
6 5.0 −10 classic
A maximum normalized Doppler shift with the Jake’s spectrum is also configured for the
evaluation. Next, AWGN noise is added based on the simulated SNR and the resulting signal
is then sent to the receiver chain. Figure 9.9 portrays the DVB-T2 receiver signal chain that
is mostly the reverse implementation of the transmitter chain.The receiver implemented in
the CSP assumes perfect synchronization and does not perform signal detection.
Freq. 
De-interleaver


















Fig. 9.9: Block Diagram of DVB-T2 Receiver in Common Simulation Platform
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Signal Extraction: The P1 Extraction block in the CSP is implemented to remove and
discard the P1 preambles. This block also removes the FEF frames. In order to
simplify the receiver implementation, the CSP gets the basic transmission parameters
from the simulation configuration files and does not decode the P1 and the FEF frames.
The GI Removal block simply removes the cyclic prefix.
Frequency Domain Processing: In the next step, the FFT block transforms the active sym-
bols to the frequency domain thus, providing an array of OFDM symbols that are
processed in the rest of the receiver chain. The native Channel Estimation and Equal-
ization block in the CSP performs an ideal channel estimation and assumes perfect
channel state information for equalization. These two blocks have been completely
reimplemented in this thesis to perform the proposed estimation and equalization
schemes. Tests have also been conducted to ensure that the newly implemented blocks
does not disrupt the functionality of the receiver chain. A transparent selection of the
various channel estimation and equalization scheme (including the native schemes)
is ensured in the simulation configuration files. After equalization, the BER is com-
puted to transparently evaluate the effectiveness channel estimation and equalization
schemes without any intervention from FEC schemes. This differs from the native
implementation wherein, the BER is computed after the FEC decoding to evaluate
the receiver chain in its entirety. Next, frequency deinterleaving is performed and the
Frame Extraction block extracts the active cells and feeds it to the subsequent modules.
Demodulation: After time and cell deinterleaving, log-likelihood ratios are computed for
each bit and an appropriate demodulation is performed.
Decoding: The CSP implements a few concrete examples for decoding. For the LDPC
decoding, the communication toolbox in Matlab is used while for the BCH decoding,
the transmitted BCH codeword is assumed to be known and a correction is done if the
number of errors is below the threshold. Although slightly restrictive, it did not affect
the development of channel estimation and equalization schemes in this thesis since,
the BER used for evaluation are computed before the FEC decoding is performed.
The DVB-T2 is a widely accepted and fairly complex terrestrial broadcasting standard
that is widely adopted across the world. The CSP provides an excellent platform for the
research community to evaluate the standard and is used in this thesis to develop channel
estimation and equaization schemes.
CHAPTER 10
RESULTS
Having established the theory and contributions towards enabling high mobility in OFDM
based wireless systems, this chapter describes the results of these schemes for different
channel conditions. The proposed channel estimation techniques have been evaluated for
broadband, cellular and broadcast wireless standards to reinforce the merits of the underlying
schemes. Simulation runs are conducted with channel models that have been specifically
developed for doubly selective wireless channels and that are widely accepted in the research
community.
10.1 IEEE 802.11p
The characteristics and challenges of a doubly selective channel at the receiver have been
discussed in Chapter 5. In order to understand the models that emulate this channel and
evaluate its effects on the transmitted signal, a wireless standard with an uncomplicated phys-
ical layer parameterization is sought. The relative simplicity of the IEEE 802.11p standard
and the straightforward physical layer specifications provide an excellent platform to study
the characteristics of the wireless channel and develop channel estimation and equalization
schemes. Thus, it has been the first OFDM based wireless standard that was used to develop
the various channel estimation and equalization techniques that are described in this thesis.
In this section, the channel estimation schemes are evaluated for the IEEE 802.11p standard
and a few interesting intermediate results are discussed that advocate the effectiveness of
Compressed Sensing (CS) based channels estimation and equalization schemes.
A time variant multipath channel exhibits selectivity in both the time and the frequency
domain. While an OFDM signal is robust to frequency selectivity, it is susceptible to time
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selectivity. A common practice to overcome the effects of time selectivity on the underlying
OFDM signal is to ensure that the coherence time of the channel is greater than the physical
layer packet duration [4, 10]. This would ensure that a simple preamble based LS channel
estimation scheme would provide an adequate equalization of the channel. However, the
physical layer parameterization of the IEEE 802.11p standard makes it relatively more sensi-
tive to Doppler shifts and results in smaller coherence times as explained in Chapter 3. In the
following set of results, the channel transfer function obtained from the various channel esti-
mation schemes are compared to the PCSI for different Doppler shifts. The PCSI has been
obtained from configuring the Rayleigh fading object that allows to save the tap coefficients.
To stimulate an intuitive feeling for the doubly selective channel that is modeled by the
Rayleigh fading object in Matlab, the magnitude of the PCSI is shown in Figure 10.1 for two
different scenarios. The red curves correspond to a channel that is characterized by multipath
alone and as such depicts 0% normalized Doppler shift. The blue curves on the other hand,
portray a channel with high mobility and is simulated with a 10% normalized Doppler shift.
The figure shows the OFDM symbols in one IEEE 802.11p physical layer frame. However,
due to space constraints, the short training symbols and the OFDM symbol with the signaling
information are omitted and only one of the two long training symbols (denoted as a pream-
ble) is depicted in the figure. On the X-axis, the OFDM symbols in the physical layer frame
are shown and separated by vertical lines and for each of these OFDM symbols the magni-
tude of the Channel Transfer Function (CTF) is plotted. The CTF is denoted as h f ∈ CN×1
for an FFT size of N. Thus, this figure is able to adequately show the temporal variation
of the CTF for different channel scenarios. Accordingly, the red curve for 0% normalized
Doppler shift shows a stationary CTF throughout the physical layer frame while the blue
curve that simulates a 10% normalized Doppler shift, unambiguously shows the extreme
temporal variation of the CTF and the challenges involved in terms of overcoming the effects
of such a channel. Note that, a very high SNR (0 dB Noise) is simulated in Figure 10.1.



















Preamble Data OFDM Symbols
PCSI 10% Doppler
PCSI 0 Doppler
Fig. 10.1: Comparing PCSI for different Mobility Conditions
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Figure 10.2 compares the estimated CTF’s from different techniques in a pure multipath
environment with a very high SNR . An important criteria adopted for the development of
channel estimation and equalization techniques is a robust and deterministic behavior that is
agnostic to the degree of mobility present in the underlying channel. The figure compares
the CTF estimated from the LS, Classical MP as well as the proposed Rake MP to the PCSI.
Unsurprisingly, the LS estimation provides an excellent estimate of the stationary channel. It
is also evident that both the Classical MP as well as the Rake MP provide a CTF that is close
to the PCSI. A closer comparison of the CTF for a few selected OFDM symbols is shown in
Figure 10.3.















































Fig. 10.3: Closer Comparison of CTF for Selected Symbols with 0% Doppler Shift
Along similar lines, Figure 10.4 considers a highly mobile channel and compares the
estimated CTF’s of the various techniques to the PCSI. A normalized Doppler shift of 10%
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is simulated in this case. It is evident that the CTF estimated from the proposed RMP comes
the closest to the PCSI and is an indicator of better BER performance that will be discussed
shortly. The classical MP estimation techniques is not able to precisely estimate the mul-
tipath delays and Doppler shift due to reasons already highlighted in Section 6.3. The LS
channel estimate is also ill suited for doubly selective channels. It is interesting to observe
that the RMP algorithm provides a slightly wrong estimate for the first OFDM symbol (i.e
the preamble ). This is simply due to the use of the proposed delay metric that normalizes
the magnitude of the received pilots/preambles in order to ensure a robust estimation of the
delay taps as discussed in Section 6.4. Moreover, for the preambles only the delays are
estimated while the Doppler tracking only starts from the symbol that contains useful data
for the receiver. A closer look of the CTF for selected symbols of the physical layer frame is
shown in Figure 10.5













































Fig. 10.5: Closer Comparison of CTF for Selected Symbols with 10% Doppler Shift
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A surface plot of the CTF magnitude and phase are depicted in Figures 10.6 and 10.7
respectively for a channel with 10% normalized Doppler shift. The surface plot is interesting
because it shows both the frequency as well as the temporal variation of the wireless channel
along with the estimated CTF of the different channel estimation techniques. Although a bit
crowded, it is clear to see that the channel estimate from the RMP algorithm is in tandem
with the PCSI even in regions of high channel variations. The LS and the classical MP is























































Fig. 10.7: Surface Plot of CTF Phase with10% Doppler Shift
Now that the estimated channels have been evaluated, the next set of results explores
the error performance of these schemes. The evaluation consists of SNR vs. Bit Error Rate
(BER) curves for the different channel estimation and equalization schemes under different
channel conditions. In order to facilitate a better understanding of the results and maintaining
cohesiveness, results for the different schemes are introduced progressively. The simulation
platform, the channel model configuration and the computation of the BER curves are al-
ready introduced in Section 9.1. In short, physical layer frames generated from a random set
of bits and conforming to the IEEE 802.11p standard are generated by the transmitter. The
doubly selective channel object is configured to emulate different mobility scenarios. The
transmitted frames are corrupted by this channel after which noise (AWGN) is added. At the
receiver, channel estimation and equalization is performed using the received preambles and
pilots. The equalized data is then compared to the transmitted template and the number of
errors are used to generate the SNR vs. BER curves.
The first set of results evaluate the BER performance of the RMP algorithm in relation
to the LS and the classical MP channel estimation techniques. The results are consolidated
in Figure 10.8 for different Doppler shifts. The IEEE 802.11p standard specifies a convo-
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lutional encoder as FEC mechanism that can tolerate a BER of around 8%1 with a code
rate of 0.5. Thus, if the error rate is below this threshold a significant number of physical
layer frames are passed on to the higher layers. In Figure 10.8a, a purely frequency selective
channel is simulated. As expected, the LS scheme performs optimally in such a channel. It
is also evident that both the RMP as well as the classical MP perform well and are almost
identical to the optimal LS channel estimation scheme. The slightly better performance with
the classical MP approach can be attributed to the dual equalization in as well the frequency
as the time domain. However, this slight gain in performance comes at a significant increase
in computational complexity. Thus, in a purely frequency selective channel, the LS scheme
has to be the optimal choice with regards to performance and complexity.
In Figure 10.8b, a small Doppler shift is simulated to already show the deterioration of
the LS and classical MP schemes. At higher SNR’s, the merits of the proposed RMP channel
estimation scheme is evident from the lower error rates. The normalized delay search metric
is able to robustly estimate the delay taps and the implicit Doppler shift estimation technique
is able to adequately track the temporal variations in the channel (described in Section 6.4),
thus providing better results.
In Figures 10.8c and 10.8d, a moderate Doppler shift of 1000 Hz and 5000 Hz is simu-
lated. In both the cases, a clear benefit in performance is seen with the RMP scheme. It is
also evident that in some cases, the classical MP has a higher error rate than the LS scheme
indicating that something went wrong in the delay and/or the Doppler search.
A high Doppler shift of 10000Hz and 15000 Hz is simulated in Figures 10.8e and 10.8f.
This corresponds to a normalized Doppler shift of roughly 6% and 10% respectively. In such
extreme mobility conditions, the error rate achieved by the RMP algorithm increases but









































(b) Doppler Shift: 500 Hz


















(c) Doppler Shift: 1000 Hz


















(d) Doppler Shift: 5000 Hz


















(e) Doppler Shift: 10000 Hz


















(f) Doppler Shift: 15000 Hz
Fig. 10.8: Evaluation of RMP
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The RMP algorithm has been shown to perform well not only in highly mobile environ-
ments but also in stationary scenarios. However, the computational complexity involved does
not justify the use of RMP especially in stationary environments. To address this issue and
reduce the overall complexity, the GRMP algorithm has been developed. The underlying idea
in GRMP has been to optimize the delay search by replacing the iterative estimation with
a single step delay estimation as explain in Section 6.5. This has resulted in a complexity
reduction by a factor of q, which is the number of iterations in the delay search of the RMP
algorithm (Section 6.4). The advantage of the iterative delay estimation procedure is that,
the contributions of the estimated delays are considered in the subsequent iterations leading
to a precise estimate of the delay taps. Estimating all the delays in a single run is expected
to provide a coarse estimate of the delays and consequently have an impact on the results.
Apart from this, it must be noted that the Doppler shift estimation that tracks the temporal
variation of the channel remain unchanged in GRMP.
The GRMP algorithm is compared with the LS and RMP channel estimation schemes in
Figure 10.9. From the outset, it is evident that the omission of an iterative search for the delays
results in a imprecise channel estimate and thus, a relatively worse error performance with
respect to the RMP algorithm. A pure multipath channel is simulated in Figure 10.9a and all
the three schemes perform equally well. In the absence of Doppler shift, the modified delay
search technique adopted in the GRMP algorithm is able to estimate the delay taps accurately.
A Doppler shift of 500 Hz and 1000 Hz is simulated in Figures 10.9b and 10.9c respec-
tively. In both cases, a deterioration of performance is evident with the LS scheme while the
performance of the GRMP although worse than the RMP estimation, is significantly better
than the LS channel estimation. The disadvantage of the modified delay search in GRMP
that is only able to provide a coarse estimate of the delay is beginning to become visible in
the results.
A moderate Doppler shift of 5000 Hz is simulated in Figure 10.9d and the gap in per-
formance between the GRMP and the RMP has gotten bigger. On the other hand, the LS
estimation is shown to be ineffective under such channel conditions.
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(b) Doppler Shift: 500 Hz













(c) Doppler Shift: 1000 Hz













(d) Doppler Shift: 5000 Hz













(e) Doppler Shift: 10000 Hz













(f) Doppler Shift: 15000 Hz
Fig. 10.9: Evaluation of GRMP
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A high Doppler shift of 10000 Hz and 15000 Hz has been simulated in Figures 10.9e
and 10.9f respectively. The LS estimation remains to be ineffective when the Doppler shift
increases. The performance gap between GRMP and RMP remains to be consistent even at
higher Doppler shifts. The GRMP algorithm, by virtue of a simpler delay search mechanism
is able to perform satisfactorily with a lower computational complexity compared to the
RMP scheme. If the performance is acceptable, the reduction in complexity paves the way
for practical realizations. It is also promising to note the general consistency of the RMP and
the LS schemes between simulation runs as seen in Figures 10.8 and 10.9.
Although the GRMP scheme significantly reduced the complexity, the performance in
different channel conditions is not optimal (Figure 10.9). Moreover, compared to the LS
the computational complexity is still high in pure multipath and low mobility environments.
Thus, there has been a clear stimulus for a more pragmatic solution wherein different channel
estimation schemes are employed depending on the channel condition. Such a solution would
as well provide the best error performance as optimize the computational complexity. In pure
multipath environments, the different estimation schemes perform equally. But, the computa-
tional complexity associated with the RMP and GRMP algorithms cannot be justified. Thus,
in low mobility scenarios, the LS scheme is the ideal choice for channel estimation. On the
other hand, in scenarios of high mobility or in doubly selective channels, the RMP algorithm
significantly outperforms the conventional channel estimation techniques and becomes the
ideal choice.
The cognitive framework proposed in Chapter 7 provides such an ideal scheme for chan-
nel estimation. The framework includes a mechanism that can sense the temporal variation
in the channel and appropriately employ a channel estimation scheme. Accordingly, the
cognitive framework chooses the LS scheme for estimation in pure multipath channels while
in scenarios of high mobility, the RMP algorithm is chosen for channel estimation. Thus, in
heterogeneous channel conditions, the cognitive framework chooses an estimation scheme
with an appropriate computational complexity and one that provides the best performance.
Moreover, the cognitive framework is systematically developed to be modular and in princi-
ple allows for different channel estimation schemes to be combined as required.
The cognitive framework is evaluated for BER performance in Figure 10.10 and for
robustness in Table 10.1 (for low SNR’s) and Table 10.2 (for high SNR’s). These tables con-
solidate the instances where each of the channel estimation schemes are chosen and expresses
them as a percentage for different Doppler shifts and different SNR. The proposed cognition
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metric works reliably in extreme channel conditions like pure multipath and high Doppler
shift. However, in low to moderate mobility conditions and in the presence of noise, the
cognitive framework must be evaluated closely. Thus, in Figure 10.10 only low and moderate
Doppler shifts are simulated. The ideal cognition curves seen in the figures are generated in
the simulation by simultaneously performing both the RMP and LS estimation for the entire
physical layer frame. The BER is computed and the scheme that provided fewer errors was
chosen to be the ideal channel estimation scheme under the given circumstances. This forms
the ground truth against which the cognitive framework is evaluated. It must be noted that
this ground truth is only available in a simulation setup wherein the ideal channel estimation
can be decided in hindsight. For the sake of completeness the RMP and the LS schemes that
are part of the developed cognitive framework are also shown in the figures.
In Figure 10.10a, a pure multipath channel is simulated where both LS and the RMP
algorithms perform equally as expected. More significantly, the cognitive framework is able
to detect the stationary channel and switch on the LS scheme. This is also seen in Tables 10.1
and 10.2, for a Doppler shift of 0 Hz, the LS scheme is chosen in most cases (shown as
a percentage). However, in low SNR scenarios the correlation based cognition metric is
sensitive towards noise and makes a wrong decision on the channel estimation scheme to be
chosen. However, since for low mobility, both the schemes perform equally well, the error
performance of the cognitive framework is not affected as seen in Figure 10.10a.
For a low Doppler shift of 200 Hz in Figure 10.10b, the cognitive framework is still
expected to favor the LS estimation scheme. This seems to be the case where the SNR is high
and the correlation based cognition metric makes the right choice. However, for lower SNR’s
there are instances where the cognition metric could make a wrong decision and chooses
the RMP algorithm 100% of the time. These instances of failure strengthen the indication
that the cognition metric used is sensitive to noise. Nevertheless, the performance of the
cognitive frame with respect to BER is still good.
As the Doppler shift is increased to 400 Hz in Figure 10.10c a clear choice of estimation
scheme becomes unclear. These are fringe cases, where it is difficult to adapt the thresholds
to make the right choice. The performance of both the RMP and the LS schemes remain to
be similar. Tables 10.1 and 10.2 provide further insights into the cognitive framework. In
addition to showing the distribution of the two schemes, it again shows a few cases of failure
in low SNR’s.
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(b) Doppler Shift: 200 Hz














(c) Doppler Shift: 400 Hz














(d) Doppler Shift: 800 Hz














(e) Doppler Shift: 1600 Hz














(f) Doppler Shift: 3200 Hz
Fig. 10.10: Evaluation of the Cognitive Framework
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A Doppler shift of 800 Hz is simulated in Figure 10.10d. This amount of Doppler shift is
sufficient to exhibit a degradation in performance with the LS scheme, thus justifying the use
of RMP for channel estimation.
Table 10.1: Insights into Cognitive Framework (low SNR)
Doppler (Hz) Chosen Scheme
SNR (dB)
0 3 6 9 12 15
0
LS 100% 26% 56% 100% 100% 100%
RMP 0% 74% 44% 0% 0% 0%
200
LS 43% 0% 28% 0% 54% 70%
RMP 57% 100% 72% 100% 46% 30%
400
LS 6% 0% 5% 14% 46% 45%
RMP 94% 100% 95% 86% 54% 55%
800
LS 15% 0% 0% 0% 0% 2%
RMP 85% 100% 100% 100% 100% 98%
1600
LS 8% 0% 1% 0% 0% 4%
RMP 92% 100% 99% 100% 100% 96%
3200
LS 17% 0% 0% 0% 0% 0%
RMP 83% 100% 100% 100% 100% 100%
In Figures 10.10e and 10.10f, a moderate Doppler shift of 1500 Hz and 3000 Hz is simu-
lated. In these cases, it is promising to see that the cognitive framework almost exclusively
chooses the RMP algorithm (Tables 10.1 and 10.2). This amount of Doppler shift is enough
for the cognition metrics to unambiguously detect a doubly selective channel and choose
the right channel estimation scheme. As the Doppler shift in the channel increases beyond
3200 Hz, the cognitive framework continues to work reliably and choose the right channel
estimation algorithm. This results in a channel estimation scheme that is reliable, lies below
the FEC bit error rate threshold and is optimized with respect to the required computational
complexity.
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Table 10.2: Insights into Cognitive Framework (high SNR)
Doppler (Hz) Chosen Scheme
SNR (dB)
18 21 24 27 30
0
LS 100% 100% 100% 100% 100%
RMP 0% 0% 0% 0% 0%
200
LS 88% 92% 94% 95% 96%
RMP 12% 8% 6% 5% 4%
400
LS 73% 80% 78% 92% 88%
RMP 27% 20% 22% 8% 12%
800
LS 0% 4% 13% 13% 10%
RMP 100% 96% 87% 87% 90%
1600
LS 0% 0% 0% 0% 0%
RMP 100% 100% 100% 100% 100%
3200
LS 0% 0% 0% 0% 0%
RMP 100% 100% 100% 100% 100%
The goal of the cognitive framework has been to combine multiple channel estimation
techniques and employ them depending on the channel conditions. To achieve this, it uses a
computationally inexpensive correlation based metric to sense the channel. This metric is
shown to work adequately in most of the channel conditions but exhibits some weaknesses
in a few fringe cases where, for the given amount of Doppler shift a clear choice between
competing estimation schemes is not available. Even in these cases, the error rate remains
to be below the FEC threshold. Moreover, the broader perspective confirms the advantages
of the cognitive framework that allows the adaptation of channel estimation according to
channel conditions. The results show that the cognitive framework is fairly close to the ideal
case and has achieved this with a metric that is very simple to calculate.
The results discussed in this chapter confirms the strengths of the proposed RMP, GRMP
as well as the cognitive framework in the estimation and equalization of a doubly selective
channel for the IEEE 802.11p standard.
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10.2 LTE
The evaluation for the LTE standard primarily consists of SNR vs. BER curves for the differ-
ent channel estimation and equalization schemes under different channel conditions. The
EVA delay profile has been specified for scenarios with mobility (like V2X applications) and
is thus chosen for simulations in this section. To evaluate the effectiveness of the channel
estimation schemes, different normalized Doppler shifts have been simulated as shown in
Table 10.3. A normalized Doppler shift is a percentage of the subcarrier spacing and serves
as a uniform metric that quantifies the amount of Doppler shift agnostic to the specifications
of the underlying wireless standard. The Doppler shifts and the corresponding relative veloc-
ities are also shown in Table 10.3 for the LTE-V mode that is proposed to work in the 5.9
GHz unlicensed band as mandated in [49].
Table 10.3: Simulated Doppler Shift and the Corresponding Velocity
Normalized Maximum Velocity (km/h)











Accordingly, evaluations are carried out for the LTE downlink, LTE uplink and the LTE-
V specifications where the effectiveness of channel estimation schemes and the impact of the
different physical layer waveforms and pilot patterns are investigated.
The LTE downlink specifies a sparse comb pilot-type pattern in the physical layer that
is used by channel estimation and equalization schemes. For the LTE standard, the LS,
MMSE, RMP, GRMP and the hybrid channel estimation scheme based on RMP and LS
are evaluated in the following figures. LTE specifies an Adaptive Modulation and Coding
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(AMC) mechanism to adjust coding parameters based on feedback and meet a stipulated
block error rate [50]. Simulation in [114] have show that the AMC has a BER threshold of
around 10%. In Figure 10.11 a normalized Doppler shift of 0% is simulated.























Fig. 10.11: LTE Downlink with 0% Normalized Doppler Shift
In such a pure frequency selective channel, classical schemes like LS are known to
perform well. The MMSE channel estimation and equalization scheme from the LTE
toolbox in Matlab performs the best in stationary channel conditions. The LTE channel
estimation routines developed by Mathworks are based on LS with several post processing
steps that include averaging, noise reduction, interpolation and optimization of channel
estimates in the time and frequency domain as described in [38]. Not surprisingly, these
channel estimation schemes provide very good results as is evident in the figure. The RMP
channel estimation scheme that is conceptualized and developed for doubly selective channels
performs similar to the LS scheme. This is an important result because it again indicates that
even in a purely frequency selective channel, the delay taps are identified accurately and are
tracked appropriately through out the physical layer frame. This result endorses the RMP
channel estimation algorithm to work adequately even in purely frequency selective channels.
However, a slight fluctuation of the RMP results between the SNR range of 5 and 12dB
can be observed in Figure 10.11. This can be attributed to the very sparse comb type pilot
pattern in the LTE downlink specification where either a wrong delay tap has been estimated
or a delay tap is wrongly tracked through the physical layer frame causing a poor error
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performance. The GRMP channel estimation scheme that reduced the computational effort
significantly relative to the RMP algorithm pays a price in terms of error rate performance.
In GRMP, all the delay taps are computed from just one iteration and thus provide only a
coarse estimate of the delays in the best case. This techniques suffers even in stationary and
low mobility conditions as the coarse delay estimate does not benefit from tracking when
the coherence time is high. Lastly, the hybrid channel estimation scheme exhibits a similar
performance to the LS and RMP schemes. It is seen from the figure that the detection metrics
have appropriately chosen the LS scheme for channel estimation for most of the simulation
run. Next, a Doppler shift of 5% corresponding to scenarios in towns where a moderate
relative velocity between end stations is simulated in Figure 10.12.

















Fig. 10.12: LTE Downlink with 5% Normalized Doppler Shift
The conventional schemes like the LS and even the MMSE scheme from Matlab start to
perform poorly. The proposed RMP and GRMP estimation schemes perform significantly
better than conventional schemes especially when the SNR is high. In low SNR conditions,
both CS based estimation scheme exhibit deterioration in performance. For the RMP scheme,
this is attributed to the incorrect tracking of delay tap coefficients over time due to the
presence of noise while for the GRMP scheme, this gap in performance is mainly due to the
coarse estimate of the delay taps that is not enough to adequately compensate the channel. In
order to alleviate this problem, a higher number of pilots are required in the downlink to be
robust against noise. The channel detection metrics in the hybrid scheme also have to finely
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adapt the thresholds to make the right choice of estimation schemes. Thus, for moderate
Doppler shifts, the proposed channel estimation schemes outperform conventional schemes
but do suffer when the SNR is low mainly due to the scarcity of pilots.













Fig. 10.13: LTE Downlink with 10% Normalized Doppler Shift
A high Doppler shift of 10% is simulated in Figure 10.13. It is immediately evident
that the LS channel estimation scheme performs poorly in a doubly selective channel. It
is also seen that the MMSE based channel compensation scheme perform worse than the
conventional LS scheme. This can possibly be caused due to aggregation of inter-domain
interpolation errors. On the other hand, the compressed sensing based channel estimation
schemes like the RMP, GRMP and the hybrid estimator perform significantly better. More-
over, the error performance of the proposed schemes lie significantly below the FEC error
threshold of 10% for moderate to high SNR scenarios. Nevertheless, we observe that the
scarcity of pilots has an impact on channel estimation (and consequently error performance)
at the receiver. It is also important to note that the GRMP estimator is able to exhibit a
comparable performance due to the ability to track the clear temporal variation of the delay
tap coefficients at a significantly reduced computational effort. The detection metrics of the
hybrid scheme as well have clearly identified the RMP as the appropriate scheme for channel
estimation under doubly selective channels.
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Next, the LTE uplink mode is evaluated. As already discussed in Sections 4.1 and 9.2,
the uplink mode uses SC-FDM waveform in the physical layer to optimize the PAPR in
battery operated mobile devices. However, it must be noted that the block type of pilots
specified for the uplink configuration are added in the transmitter after the DFT spreading
and consequently at the receiver, the channel estimation is performed before de-spreading.
The presence of a block pilot pattern in itself should provide a reliable estimate of the
channel. Nevertheless, the presence of a single pilot symbol in a LTE uplink slot limits the
performance as soon as the channel begins to exhibit temporal variations in the presence of
mobility. The performance of the channel estimation schemes in a pure frequency selective
channel is seen in Figure 10.14.

















Fig. 10.14: LTE Uplink with 0% Normalized Doppler Shift
The LS and MMSE schemes show similar performance to the downlink configuration. In
fact, the presence of a block pilot structure in a stationary channel makes the curves slightly
better than that of the downlink configuration. The RMP scheme exhibits similar performance
to the LS scheme which again strengthens the fact that it is suitable in stationary channel con-
ditions. The detection metrics of the hybrid scheme are again able to detect that the channel
is stationary and has chosen the LS scheme most of the time to perform channel estimation.
The GRMP scheme for channel estimation has also performed well in the uplink mainly due
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to the presence of block pilots which enable a more accurate estimate of the delay taps.
Figure 10.15 evaluates performance for a moderate normalized Doppler shift of 5%. The
RMP and the hybrid schemes perform better than the conventional schemes like the LS. A
noticeable fluctuation in the performance is seen in the hybrid channel estimation which is
caused due to the same reasons discussed in the downlink results. The MMSE scheme is still
able to adequately estimate and equalize the channel and is also helped by the block pilot
structure in the uplink. The GRMP scheme begins to suffer from the temporal variation of
the channel and as a result of wrongly detected delay taps being tracked over the physical
layer frame, the error performance is affected.
















Fig. 10.15: LTE Uplink with 5% Normalized Doppler Shift
The performance of channel estimation schemes begin to significantly deteriorate for
normalized Doppler shifts higher than 5%. Channel coherence times for such channels are
smaller than 666.67µS (for 5% Doppler shift the coherence time Tc = 666.67µS) and thus
the channel produces temporal variations within a physical layer frame of 1ms. Moreover,
the single pilot symbol in a RB is not sufficient to track the temporal variation of the channel
accurately within a physical layer frame. This is improved in in LTE-V by the introduction
of additional pilots symbols in every RB.
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The LTE-V standard recently specified as part of Release-14 enables V2X capabilities
and is intended to be adapted in 5G. The physical layer differences compared to the LTE
uplink and downlink are discussed in Section 4.1. Twice as many block pilots compared
to the uplink mode are specified in LTE-V. The higher density of pilots should in principle
improve the capabilities of channel estimation schemes and correspondingly result in better
performance. Figure 10.16 evaluates the performance for the LTE-V mode. The GRMP
scheme performs slightly worse in stationary conditions compared to the other techniques
like in the uplink and downlink modes.

















Fig. 10.16: LTE V2X with 0% Normalized Doppler Shift
Conventional schemes like the LS and MMSE show similar performance as in the up-
link. The presence of additional pilot symbols improve the performance slightly. The RMP
scheme is also able to leverage the additional pilot symbols to match the performance of the
MMSE estimation scheme. The detection metrics of the the hybrid estimator has appropri-
ately detected a stationary channel and has chosen the LS scheme for estimation over the
entire simulation run.
A 5% normalized Doppler shift is simulated in Figure 10.17 and it is clearly evident again
that the conventional schemes like the LS and MMSE start to struggle. On the other hand,
the proposed RMP and the hybrid schemes have performed better due to the additional pilot
symbols. The GRMP channel estimate performs poorly which might be due to an incorrect
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estimation of delay taps.















Fig. 10.17: LTE V2X with 5% Normalized Doppler Shift
Finally, a high normalized Doppler shift of 10% is simulated in Figure 10.18. Conven-
tional schemes are not suitable in such channel conditions and performs very poorly. How-
ever, the proposed RMP channel estimator does well to provide a good estimate of the doubly
selective channel and compensate its effects. However, the use of SC-FDM proves detrimen-
tal to the performance of the channel estimation schemes in general because the de-spreading
in the receiver performed by means of IDFT spreads the errors in equalization over the entire
OFDM symbol on which the BER is computed. If the number of such errors are high, which
is possible when the channel is highly selective, the net error over the OFDM symbol is
increased that results in slightly worse BER performance. Despite this, the RMP is the only
scheme that clearly lies below the FEC threshold of 10% when the SNR is greater than 8 dB.
It should be noted that the detection metrics for the hybrid scheme have not been tweaked
for the different modes and channel conditions. Moreover for LTE, an inter-frame cognition
is implemented wherein for each subframe, the channel estimation scheme is adapted to
optimize the computational effort proportional to the channel conditions.
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Fig. 10.18: LTE V2X with 10% Normalized Doppler Shift
To summarize, the proposed channel estimation and equalization schemes have proven to
work better than conventional methods under varying channel conditions for the different
modes in LTE. The physical layer specifications for these modes have had an effect on the
performance of channel estimation. Generally, the use of block pilots or adequate number of
comb pilots along with the use of OFDM would offer the best compromise as seen in the
results for the other wireless standards in this chapter. Not surprisingly, 5G proposes to use
OFDM in both the uplink and downlink [33].
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10.3 DVB-T2
The final set of evaluations are conducted for the DVB-T2 terrestrial broadcasting standard
to confirm the versatility of the proposed compressed sensing based channel estimation
schemes under heterogeneous channel conditions and for fundamentally different wireless
standards. The simulation parameters for applications involving mobility are recommended
by the implementation guidelines [47] and is shown in Table 10.4. The conservative choice
of the guard interval inherently makes the system robust to the effects of multipath propaga-
tion. The PP1 pilot pattern also provides an adequate density of pilots that are necessary to
accurately estimate the doubly selective wireless channel.
Table 10.4: Simulation Parameters for DVB-T2 Evaluation
Parameter Value
FFT Size 8192
Num. Data Subcarriers 6817
Modulation 16-QAM
Pilot Pattern PP1
Symbol Duration 896 µs
Guard Interval Fraction 1/4
Bandwidth 8 MHz
Subcarrier Spacing 1116 Hz
Sampling Interval 109.375 ns
The DVB-T2 transceiver chain is configured to the parameters in Table 10.4. The channel
model is also configured using a TU-6 delay profile with a Doppler shift as described in
Section 9.3. At the receiver, the BER is computed after channel estimation and equaliza-
tion is performed (and before FEC decoding) to get a transparent measure to evaluate the
performance of the channel estimation schemes. Similar to the results in previous sections,
evaluation consists for SNR vs. BER curves for different amounts of mobility. Figure 10.19
shows the results for a stationary channel. In a purely frequency selective channel, the con-
ventional LS scheme along with a simple one-tap equalizer is able to precisely estimate
the channel and compensate its effects resulting in excellent BER performance. The com-
pressed sensing based RMP channel estimation scheme has been developed primarily for
time-varying multipath or doubly selective channels. Nevertheless, it is also evaluated for a
purely frequency selective channel to show the versatility of the proposed scheme. The RMP
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algorithm is able to accurately detect the delay taps of the channel and correctly track the
absence of temporal variation in the frequency selective channel. The equalizer leverages
this channel estimate and compensates the effects of the channel at the receiver. Figure 10.19
clearly shows that the performance of the RMP algorithm is very close to the conventional
LS scheme. The FEC threshold is also plotted in the evaluations. It quantifies the amount
of error that the FEC mechanisms can tolerate. Error coding in the simulation platform is
configured as a concatenation of LDPC and BCH codes with the most robust mode (code
rate of 1/2). The error threshold for this concatenation is computed to be 12% which means
that errors below this threshold are corrected by the coding mechanisms [41]. The results
thus show that a minimum SNR of 10 dB is required at the receiver to be able to decode and
forward the data to the subsequent blocks in the receiver chain.













Fig. 10.19: Evaluation for 0% Doppler shift
In Figure 10.20 , a normalized Doppler shift of 1% is simulated. This corresponds to
a Doppler shift of 11 Hz for the simulation parameters given in Table 10.4. Considering
channel 32 with a centre frequency of 562 MHz, this Doppler shift corresponds to a relative
velocity of roughly 20 Kmph. Channel 32 is also used in Saarland to transmit the Das Erste
channel2. The results show that the LS estimation scheme is affected by the temporal varia-
tion of the channel and performs poorly even when the SNR is high. The RMP algorithm
2the flagship television channel of the public broadcasters association in Germany (www.ard.de/)
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is again able to accurately estimate the delay taps and track the temporal variation of the
channel across the DVB-T2 frame. This also results in better performance compared to the
conventional LS scheme as seen in Figure 10.20. Although both the schemes have a similar
performance at the FEC threshold, the better performance by the RMP scheme at higher
SNR’s is significant.












Fig. 10.20: Evaluation for 1% Doppler shift
A normalized Doppler shift of 5% is simulated in Figure 10.21. This corresponds to a
Doppler shift of 50 Hz for the chosen simulation parameters. For the channel 32 transmitting
at 562 MHz this translates to a relative velocity of around 92 Kmph that is indicative of
typical motorway driving. The higher Doppler shift deteriorates the overall performance of
the channel estimation and equalization schemes. However, it is seen that the RMP algorithm
clearly out performs the conventional LS schemes at higher SNR. At lower SNR’s, the per-
formance of both the schemes converge which is also consistent with the observations from
the other standards discussed in this chapter. The figure also shows that a minimum SNR
of 14 dB is required to stay below the FEC threshold when the RMP scheme is chosen for
channel estimation.
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Fig. 10.21: Evaluation for 5% Doppler shift
As the simulated Doppler shift increases, the performance of the channel estimation and
compensation schemes deteriorates proportionally. However, the use of coded OFDM in
DVB-T2 that specifies a concatenated error coding mechanism in the physical layer is able
cope with significant number of errors in the most robust mode as seen from the FEC thresh-
old shown in the results above. The compressed sensing based RMP algorithm for channel
estimation is shown to perform significantly better than the conventional LS estimator.
In this part of the thesis, we have rigorously evaluated the proposed schemes for channel
estimation and equalization. In addition to the clear improvement in error performance, we
have shown that these scheme are versatile and can be deployed in fundamentally different
wireless schemes serving different purposes. While we know that the performance of the
proposed schemes are influenced by the underlying specification, the schemes have out
performed conventional channel estimation schemes. Thus, we conclude that the proposed
RMP scheme and its variants perform adequately in heterogeneous channel conditions and is




In this thesis, we have systematically investigated the effects of high mobility in OFDM
based wireless communication systems. The doubly selective or the time varying multipath
channel is derived and the effect it has on an OFDM signal is explained and visualized. A
thorough survey of conventional and state-of-art schemes showed that a robust, computa-
tionally efficient and standard compliant scheme for the estimation of such channels is still
being investigated in literature. We observe that current system design either circumvents
this issue by limiting the maximum relative velocity or proposes to solve this problem with a
complexity that is prohibitive for practical implementation on consumer grade hardware.
Channel estimation based on Compressed Sensing (CS) allows us to exploit the inherent
sparsity of the wireless channel and is investigated in this thesis. We have conceptualized and
developed a CS based scheme called Rake Matching Pursuit (RMP) algorithm to robustly
estimate the doubly selective channel. The proposed delay search metric and the Doppler
tracking mechanism are shown to be robust as well as computationally efficient. We have
also developed the Gradient Rake Matching Pursuit (GRMP) algorithm that further optimizes
the complexity with a small trade-off in error performance at the receiver. In addition to this,
we have developed a cognitive framework with a goal of optimizing the process of channel
estimation in heterogeneous channel conditions. The cognitive framework is able to sense
the mobility in the channel and appropriately parameterize the estimation process. Thus, in
low mobility conditions the simple Least Squares (LS) estimation scheme is used while in
high mobility scenarios, a more sophisticated estimation algorithm is chosen. In addition to
this, we have also optimized the process of generating the dictionary which is a prerequisite
for CS based channel estimation. The storage and computational requirement associated
with generating the dictionary is reduced significantly.
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We have also extensively evaluated the proposed channel estimation schemes. Simulation
platforms for current cellular (LTE, LTE-V), broadcast (DVB-T2) and broadband (IEEE
802.11p) technologies have been implemented in Matlab. To simulate doubly selective
channels in this thesis, we use channel models that are either part of the specifications or
are widely accepted in literature. We have shown that the proposed schemes exhibit good
performance for these wireless systems despite the significant differences in physical layer
specifications. The associated computational requirements are also analyzed and show that
the proposed schemes are relatively more efficient when compared to conventional CS based
estimation schemes.
We have also proposed a mechanism to systematically generate time domain pilots with-
out significantly modifying the specified transmitter chain. Although the channel estimation
schemes proposed in this thesis do not require time domain pilots, they can be leveraged by
conventional estimation schemes and provide valuable measurements in the time domain for
the estimation of doubly selective channels.
Thus, the work of this thesis has resulted in novel channel estimation and equalization
schemes that perform consistently better than conventional schemes in varying channel
conditions and also for different wireless standards. It has also led to eight publications at
renowned conferences. The simulation platforms developed as part of this thesis are also
made available as open source software to further promote the development of channel
estimation schemes and contribute towards enabling high mobility in OFDM based wireless
communication systems.
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In this appendix, we show the calculation of the number of real multiplications/divisions
and additions/subtractions for the RMP algorithm. As in Section 6.7, we consider the IEEE
802.11p standard and provide a concrete example of calculating the number of mathematical
operations. The notations used in the calculations and their corresponding values are listed in
the table below.
Table A.1: Notations used
Notation Description
N = 64 FFT size
Kd = 48 # of data subcarriers
Kp = 4 # of pilot subcarriers
Kon = 52
# of active subcarriers in long
preamble
In order to compute the exact number of operations, we have to assume the search resolu-
tions. Let the delay search resolution be ∆τ = 10nsec that gives the total number of delay bins
to be searched as K = τmax/∆τ =⇒ 1.6µsec/1nsec = 160. The delay search of the RMP
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algorithm is listed in Algorithm 5 along with the number of complex operations for each step.










{÷ :K ·Kon} (A.3)





b1, j = b0, j − ĉ1dHj ds1 , for j = 1 · · ·K, j /∈ i1 {× :K ·Kon; + :K ·Kon}
(A.6)





{÷ :(K −1) ·Kon} (A.7)





bp, j = bp−1, j − ĉpdHj dsp , for j = 1 · · ·K, j /∈ ip {× :K ·Kon; + :K ·Kon}
(A.10)
The total number of complex operations for the delay search of the RMP algorithm are
calculated from Algorithm 5 and consolidated in Equation (A.11). Note that Equation (A.7)
to Equation (A.10) are computed p−1 times, where p is the total number of iterations. First,
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the total number of complex operations are calculated and then the number of real valued
operations are inferred.
Complex Divisions = (2+K) ·Kon +(p−1) ·K ·Kon ⇒ 2Kon + p ·K ·Kon
Complex Multiplications = 2K ·Kon +(p−1) ·K ·Kon ⇒ (p+1) ·K ·Kon (A.11)
Complex Additions = K ·Kon +(p−1) ·K ·Kon ⇒ p ·K ·Kon
Algorithm 6: Rake Matching Pursuit Algorithm - Doppler Search
r0 = yp (A.12)
b0, j = dHj r0, for j = 1 · · ·qtaps {× :qtaps ·Kp} (A.13)





b1, j = b0, j − ĉ1,rpd
H
j d1, for j = 1 · · ·qtaps, j /∈ i1 {× :qtaps ·Kp; + :qtaps ·Kp}
(A.16)
the pth iteration, p > 1 and p ≤ qtaps





bp, j = bp−1, j − ĉp,rpdHj dp, for j = 1 · · ·qtaps, j /∈ ip {× :qtaps ·Kp; + :qtaps ·Kp}
(A.19)
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In a similar manner, the number of complex operations are computed for the Doppler
search of the RMP algorithm. Algorithm 6 lists the Doppler search technique along with
the number of complex operations for each step. Here, qtaps is the total number of delay
taps found in the delay search algorithm. The total number of complex operations for the
Doppler search of the RMP algorithm are calculated from Algorithm 6 and consolidated in
Equation (A.20). Note that Equations (A.18) and (A.19) are computed (qtaps −1) times.
Complex Divisions = Kp +(qtaps −1) ·Kp ⇒ qtaps ·Kp
Complex Multip. = 2qtaps ·Kp +(qtaps −1) ·qtaps ·Kp ⇒ (q2taps +qtaps) ·Kp (A.20)
Complex Additions = qtaps ·Kp +(qtaps −1) ·qtaps ·Kp ⇒ q2taps ·Kp
Combining the complex operations from both the searches, we will get the total number
of complex operations. Let us assume that the total number of iterations for the delay search
is p = qtaps = 6 and considering the specifications of the underlying standard i.e Kon = 52,
Kp = 4 and the maximum number of delay bins K = 160, the complex operations can be
simplified as in Equation (A.21).
Complex Divisions = 2Kon + p ·K ·Kon +qtaps ·Kp = 50,048
Complex Multiplications = (p+1) ·K ·Kon +(q2taps +qtaps) ·Kp = 58,408 (A.21)
Complex Additions = p ·K ·Kon +q2taps ·Kp = 50,064
Finally, the number of real operations can be computed. Table A.2 shows the number
of real operations required for different complex operators and Table A.3 shows the real
operations that the RMP algorithm requires. In the same manner, the number of real
operations can be calculated for the BMP and the GRMP and the LS algorithms.
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Division 50,048∗8 = 400,384 50,048∗3 = 150,144
Multiplication 58,408∗4 = 233,632 58,408∗2 = 116,816
Addition - 50,064∗2 = 100,128
Total ⇒ 634,016 367,088

APPENDIX B
B.1 Least Squares Fit for Tanimoto Coefficient
Listing B.1: Tanimoto Coefficient Threshold Computation
1 figure ();
2 xdata = [0:3:30];
3 ydata = tanimoto_coef;
4 fun = @(x, xdata ) ( -0.9)* exp(x (1) * xdata ) + 1;
5 x0 = [0.14];
6 x = lsqcurvefit (fun ,x0 ,xdata , ydata );
7 times = linspace ( xdata (1) ,xdata ( end ));
8 plot (xdata ,ydata ,’ko’,times , fun (x, times ),’b-’);
9 legend (’Data’,’Matched exponential ’)
10 title (’Data and Matched Curve’)

APPENDIX C
C.1 Linear Least Squares Solution
The minimum mean square error, also called as linear least squares error is given as
MMSE = arg min
y
∥x−Gy∥22
The objective function can be written as
OLLSR(y) = ∥x−Gy∥22
Taking the derivative with respect to y,
∇y (OLLSR) =−2GH (x−Gy)
The necessary condition for an extrema of OLLSR is:
−2GH (x−Gy) = 0
=⇒ GH (x−Gy) = 0
GHx−GHGy = 0
GHx = GHGy
GHx =
(
GHG
)
y
=⇒ y =
(
GHG
)−1
GHx
