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Abstract
We analyse the multiscale properties of energy-conserving upwind-stabilised finite element
discretisations of the two-dimensional incompressible Euler equations. We focus our attention
on two particular methods: the Lie derivative discretisation introduced in Natale and Cotter
(2016a) and the Streamline Upwind/Petrov-Galerkin (SUPG) discretisation of the vorticity ad-
vection equation. Such discretisations provide control on enstrophy by modelling different types
of scale interactions. We quantify the performance of the schemes in reproducing the non-local
energy backscatter that characterises two-dimensional turbulent flows.
1 Introduction
Numerical simulations are usually unable to fully represent all the dynamically relevant scales in
atmospheric flows (Williamson, 2007; Shutts, 2005; Thuburn et al., 2014). For such unresolved
flows, different discretisations should be compared not only in terms of accuracy and order of con-
vergence, but also on the way the unresolved scales affect the computation. More specifically, as
both kinetic energy and enstrophy are statistically relevant in determining large scale flow evolu-
tion (Majda and Wang, 2006), their dynamics within the resolved scales should be appropriately
captured by the numerical scheme in use.
At low resolution, energy conservation is generally considered an appropriate requirement for
numerical schemes modelling atmospheric flows (see, e.g., Shutts, 2005). Enstrophy conservation, on
the other hand, induces a piling up of enstrophy at small scales, a phenomenon known as “spectral
blocking”. Such a phenomenon is well known, and it has been studied extensively in the context
of two-dimensional turbulence. The classical picture is described in Maltrud and Vallis (1993),
where the different behaviour of energy and enstrophy transfer are studied in terms of triads of
wavenumbers. In particular, one sees that in the enstrophy intertial range the most significant
triads interactions are very nonlocal, with two of the three wavenumbers being much higher than
the third. The large wavenumbers are dominant when considering enstrophy transfer, which can
then be considered to be local. Energy transfer, on the other hand, also has a non negligible
nonlocal contribution due to the smallest wavenumber, which causes an upscale transfer known as
backscatter.
The general approach in numerical schemes is to focus on enstrophy dissipation, to avoid its
piling up at small scales. This however ignores the energy backscatter and yields simulations that
are too dissipative. One possible solution is achieved by combining some form of artificial hyper-
viscous dissipation with an “energy fixer” (Shutts, 2005), which reinserts the dissipated energy in
the form of random perturbations or specific large-scale velocity patterns.
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Thuburn et al. (2014) proposed an energy fixer modelled on the instantaneous vorticity dis-
tribution and applied it to various finite difference and finite volume schemes for the barotropic
vorticity equation, i.e. the two-dimensional incompressible Euler equations, which they considered
as a model problem. Moreover, they compared the behaviour of the various schemes in terms of
energy and enstrophy tendencies in spectral space. In particular, they quantified how well the dis-
cretisations would reproduce the energy and enstrophy tendencies due to small scales in a truncated
DNS simulation.
In this paper, we perform a similar analysis, but apply it specifically to finite element upwind-
stabilised and energy-conserving discretisations. The reason for our interest is that upwind stabili-
sation in finite element methods can be regarded as a form of scale-selective dissipation, providing a
way of modelling the interaction of scales in the simulation. Depending on the scheme, such an inter-
action can be either between resolved and quasi-resolved scales, or between resolved and unresolved
scales (as a proper subgrid model). This property has been used extensively in designing discreti-
sations for fluid simulation (see, e.g., Hughes, 1995; Burman, 2007; Becker et al., 2011), but to the
authors’ knowledge it has never been analysed in the context of energy conserving simulations. In
recent years, finite element methods have been developed and considered for numerical weather pre-
diction and climate modelling (Fournier et al., 2004; Thomas and Loft, 2005; Dennis et al., 2011;
Kelly and Giraldo, 2012; Giraldo et al., 2013; Brdar et al., 2013; Bao et al., 2015; Marras et al.,
2015). The use of stabilised finite element methods in atmospheric simulations has been investi-
gated in (Marras et al., 2013). Compatible finite element methods have been developed in order
to extend conservation and stability properties from C-grid staggered finite difference methods to
the finite element setting (Cotter and Shipton, 2012; McRae and Cotter, 2014; Natale and Cotter,
2016b); these methods provide the context for this paper.
Here, we focus our attention on two algorithms that model different scales interactions while pre-
serving kinetic energy. The first is the discretisation developed in Natale and Cotter (2016a), which
consists of a finite element H(div)-conforming scheme with an energy-conserving upwind stabilisa-
tion. Such a discretisation was derived using Hamilton’s principle of stationary action applied to an
appropriately defined Lagrangian, representing the total kinetic energy. Then, the scheme conserves
the Lagrangian by construction and possesses the attractive feature of a variational derivation, with
possible extensions to different Hamiltonian models. Furthermore, we will observe that the conser-
vative upwind stabilisation implicitly induces an energy transfer from small quasi-resolved scales to
fully resolved scales, avoiding in this way spectral blocking without dissipating energy. Our second
focus will be the SUPG stabilised discretisation of the vorticity/stream function formulation of the
Euler equations introduced in Tezduyar et al. (1988); Tezduyar (1989). The SUPG stabilisation can
be interpreted as a subgrid model in which the unresolved scales are proportional to the residual at
each time step (Hughes, 1995). Moreover, as the stabilisation is applied to the vorticity advection
equation, only enstrophy is dissipated while kinetic energy is conserved exactly.
This paper is organised as follows. In Section 2 we introduce the finite element framework and
we describe the different schemes analysed in the paper. In Section 3 we discuss the multiscale inter-
pretation of the upwind stabilisation. In Section 4 we present some numerical tests demonstrating
the behaviour of the schemes in terms of spectral energy and enstrophy tendencies. Conclusions are
presented in Section 5.
2 Finite element framework
In this section we introduce some basic finite elements tools (Section 2.1) and describe the methods
studied in this paper (Section 2.2). In particular, as we treat mixed formulations in velocity/pressure
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as well as stream function/vorticity form, we will need to introduce finite element spaces for all these
variables.
2.1 Preliminaries
Consider a two-dimensional domain Ω. We denote by T a triangulation of Ω, i.e. a decomposition of
Ω in triangular elements T ⊂ Ω. Let E be the set of element edges of the triangulation T . We fix an
orientation for all edges e ∈ E by specifying the unit normal vector ne. An orientation on the edge
e ∈ E defines a positive and negative side on e, so that any finite element scalar or vector function
f on Ω has two possible restrictions on e, denoted f+ and f−, with f+ := f |T+ and T+ ∈ T being
the element with outward normal ne. Therefore, we can define on each e ∈ E the jump operator
[f ] := f+ − f− and the average operator {f} := (f+ + f−)/2.
We start with defining the stream function and vorticity space. For any element T ∈ T , we
denote by Pr(T ) the linear space of polynomials on T of degree up to r. Then the stream function
and vorticity space is given by
V0 = CGr+1 := {ψ : ψ|T ∈Pr+1(T ) ∀T ∈ T ,
ψ+|e = ψ−|e ∀ e ∈ E},
(1)
which is the Continuous Galerkin finite element space of degree r + 1. Clearly, functions in V0 are
continuous on Ω, i.e. V0 ⊂ C0(Ω). More precisely, as we will employ periodic boundary conditions,
the stream function space will be the space V¯0 of functions in V0 with zero average on Ω.
We now define the velocity and pressure spaces. These are defined in order to produce a stable
mixed finite element discretisation, see Boffi et al. (2013) for details. The velocity space V1 is given
by
V1 = BDM r := {u :u|T ∈ (Pr(T ))2 ∀T ∈ T ,
u
+|e · ne = u−|e · ne ∀ e ∈ E},
(2)
which is the Brezzi-Douglas-Marini finite element space of degree r (Boffi et al., 2013). Note that
a vector field in V1 is not completely continuous, as only the normal components at the edges
are continuous. The subspace of V1 of continuous velocity fields is denoted by V
l
1 , i.e. V
l
1
:=
V1 ∩ (C0(Ω))2, and it will be used to model the large scale component of the velocity. The quasi-
resolved small scale velocity space V s1 is the orthogonal complement of V
l
1 in V1, with respect to
the L2 inner product. In other words, we have V1 = V
l
1 ⊕ V s1 .
The pressure space V2 is given by
V2 = DGr−1 := {p : p|T ∈ Pr−1(T ) ∀T ∈ T }, (3)
which is the Discontinuous Galerkin finite element space of degree r − 1 (Boffi et al., 2013). More
precisely, the pressure space will be the space V¯2 of functions in V2 with zero average on Ω.
For any r, the couple (V1, V¯2) can be used to produce a stable mixed finite element formulation
and enforce the divergence-free constraint exactly on the velocity field. In practice, this constraints
the velocity to the space ∇⊥V0 ⊆ V1, where the superscript ⊥ denotes a clockwise rotation of pi/2.
In principle, other choices for the spaces V1 and V¯2 are possible, however, for simplicity, we will
restrict ourself to the spaces mentioned in this section.
Finally, for any scalar fields f and g on Ω, we define (f, g)Ω :=
∫
Ω
f ·g dx and ‖f‖Ω :=
√
(f, f)Ω.
The same notation is used for vector and tensor fields, and for integrals over edges or elements.
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2.2 Upwind methods for the two-dimensional Euler equations
We now introduce two categories of upwind-stabilised finite element schemes for the two-dimensional
Euler equations. The first is based on the velocity/pressure formulation and the second on the stream
function/vorticity formulation. We start with the former. The Euler equations can be written in
terms of velocity and pressure as follows,{
∂tu+ (u · ∇)u+∇p = 0,
∇ · u = 0, (4)
where u and p are the velocity and pressure fields respectively, and the domain Ω is assumed to
be doubly-periodic. Using the divergence-free condition the first equation in the system (4) can be
rewritten as
∂tu+∇ · (u⊗ u) +∇p = 0 , (5)
which we refer to as flux form. Alternatively, using standard vector calculus identities, we can also
write it as
∂tu+ u
⊥(∇⊥ · u) +∇P = 0 , (6)
where P := p + ‖u‖22/2, and ‖ · ‖2 denotes the Euclidean norm. We refer to Equation (6) as
Lie derivative formulation, as the advection term in this formulation may be interpreted as the Lie
derivative of the velocity one-form (Natale and Cotter, 2016a). Then, the general form of the mixed
finite element discretisation of the system in (4) requires us to find (u, p˜) ∈ V1 × V¯2 such that{
(∂tu,v)Ω + a(u;u,v) + s(u;u,v)− (p˜,∇ · v)Ω = 0,
(∇ · u, q)Ω = 0, (7)
for all (v, q) ∈ V1× V¯2, where p˜ can represent either P or p. For our choice of finite element spaces,
the system (7) ensures that ∇ · u = 0 is satisfied pointwise at all times. The forms a(·; ·, ·) and
s(·; ·, ·) define the discretisation of the advection term, and in particular the second defines the
upwind stabilisation. We consider here two particular choices.
Flux form discretisation This is the standard discretisation used in DG schemes for the Navier-
Stokes equations (see, e.g., Cockburn et al., 2004; Guzma´n et al., 2015, for an application to the
Euler equations). Note that such discretisation is not energy-conserving, and therefore we will only
use it as a reference due to its similar structure to the Lie derivative discretisation, introduced below.
The flux form scheme is derived by writing the advection term in flux form as in Equation (5) and
integrating by parts. It is defined by
a(u;u,v) :=−
∑
T∈T
(u, (u · ∇)v)T
+
∑
e∈E
(u · ne {u}, [v])e ,
(8)
s(u;u,v) :=
∑
e∈E
(ce u · ne [u], [v])e , (9)
where ce is a function defined on the edges, and dependent on u. Generally, ce = αu ·ne/(2|u ·ne|),
where α > 0 is a constant defining the level of upwinding. For α = 1, the two terms can be combined
by replacing the average in the advection form a with the upwind value of u, i.e. u+ if u · ne > 0
and u− otherwise. For 0 < α < 1, the average term becomes a skewed average.
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Note that, if ce = αu · ne/(2|u · ne|) then s(u;u,u) ≥ 0, therefore it represents a dissipation
term in the discretisation. Denoting by h the maximum element diameter in the triangulation
T , we define τh := h/supΩ(‖u‖2) to be the local time scale associated to the mesh. Then, the
dissipation induced by the upwinding acts on a time scale bounded from above by τh/α. This
follows immediately from the following string of inequalities,
s(u;u,u) ≤ α
2
sup
Ω
(‖u‖2)
∑
e∈E
([u], [u])e,
≤ Cα sup
Ω
(‖u‖2)h−1‖u‖2Ω = Cατ−1h ‖u‖2Ω,
(10)
where C > 0 is a constant independent of h.
Lie derivative discretisation We now consider the discretisation introduced in Natale and Cotter
(2016a). It can be derived by writing the advection term in Lie derivative form as in Equation (6)
and integrating by parts. It is defined by
a(u;u,v) :=
∑
T∈T
(u⊥,∇(u⊥ · v))T
−
∑
e∈E
({u⊥} · ne, [u⊥ · v])e ,
(11)
s(u;u,v) :=−
∑
e∈E
(ce[u
⊥] · ne, [u⊥ · v])e . (12)
Note that in this case s(u;u,u) = 0 independently of the choice of the function ce. Such a property
directly leads to conservation of energy. This can be verified by setting v = u and q = p˜ in Equa-
tion (7), and noting that we also have a(u;u,u) = 0. However, interpreting the stabilisation term
as we did for the flux form discretisation is not straightforward. Natale and Cotter (2016a) noticed
that for smooth advecting velocity such a discretisation coincides with the Eulerian Lie derivative
discretisation proposed in Heumann and Hiptmair (2011) for the linear advection-diffusion prob-
lem. In Section 3 we elaborate on this observation, and we give a multiscale interpretation to the
stabilisation term.
Numerical tests show that both the flux form and the Lie derivative scheme converge with
order r + 1, in terms of velocity L2 error, when standard upwinding is employed, i.e. α = 1,
see Guzma´n et al. (2015) and Natale and Cotter (2016a). A priori convergence estimates with
suboptimal convergence rate r can be found in the same references.
We now consider the stream function/vorticity formulation of the two-dimensional Euler equa-
tions which is the basis for the SUPG discretisation. This is given by{
∂tω + u · ∇ω = 0,
∆ψ = ω,
(13)
where u := ∇⊥ψ. The general form of the mixed finite element discretisation of the system in (4)
is given by : find (ψ, ω) ∈ V¯0 × V0 such that{
(∂tω,ϕ)Ω + a˜(u;ω,ϕ) + s˜(u;ω,ϕ) = 0,
(∇ψ,∇φ)Ω = −(ω, φ)Ω, (14)
for all (ϕ, φ) ∈ V0 × V¯0.
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SUPG discretisation The SUPG discretisation is based on the standard Galerkin discretisation
for vorticity advection, supplemented with a stabilisation term which is taken to be proportional
to the residual of the vorticity advection equation (Tezduyar et al., 1988; Tezduyar, 1989), i.e. we
choose
a˜(u;ω,ϕ) := (u · ∇ω,ϕ)Ω, (15)
s˜(u;ω,ϕ) := (τsR(ω),u · ∇ϕ)Ω, (16)
where R(ω) := ∂tω + u · ∇ω and where τs ≥ 0 is a scalar function that may be discontinuous
across elements. Remarkably, as noted in McRae (2015), the SUPG scheme still preserves energy
regardless of the stabilisation, just as for the Lie derivative scheme. This can be verified directly by
noting that a˜(u;ω,ψ) = s˜(u;ω,ψ) = 0 and setting ϕ = ψ in Equation (14). The stabilisation term
is trivially consistent being proportional to the residual. Moreover it induces streamline dissipation
on the enstrophy density. The factor τs defines the time scale at which the dissipation acts and it
is referred to as “intrinsic time scale” (Hughes, 1995). Generally speaking, it can be taken to be
proportional to the global value τh. However, defining τs = τh may lead to over-dissipative solutions,
especially for higher order elements (Almeida and Silva, 1997; Codina et al., 1992). For the linear
advection problem with high order elements, Almeida and Silva (1997) suggest the value
τs =
βhT ξ
2‖u‖2 (17)
where hT is the characteristic length of the element T ∈ T , depending on the shape and the local
velocity direction of the element, ξ = 1 for linear elements and ξ = 1/2 for quadratic elements. The
coefficient β is a constant; in Almeida and Silva (1997) β = 1, but we will also consider different
values in our numerical tests.
We note that the stream function/vorticity SUPG scheme can be re-interpreted as a mixed
velocity-pressure scheme, since if ψ ∈ V0, then ∇⊥ψ spans the divergence-free subspace of V1, and
in the absence of boundaries, ω ∈ V0 can be obtained by solving
(γ, ω)Ω = −(∇⊥γ,u)Ω, (18)
for all test functions γ in V0. Then we obtain an equivalent formulation that is an approximation
of the incompressible Euler equations in Lie derivative form, with
a(u;u,v) =(v,u⊥ω)Ω, (19)
s(u;u,v) =(v,−u⊥τsR(ω))Ω. (20)
This formulation allows us to extend the energy-conserving SUPG approach to compatible finite ele-
ment method discretisations of the shallow water equations in velocity-height formulation, following
McRae and Cotter (2014). The equivalent discretisation is
(∂tu,v)Ω + (v,F
⊥q)Ω
+(v,−F⊥τs (qt + u · ∇q))Ω
−
(
∇ · v, gh+ 1
2
|u|2
)
Ω
= 0, (21)
(∂th+∇ · F , φ)Ω = 0, (22)
(F ,w)Ω − (uh,w)Ω = 0, (23)
(γ, qh)Ω + (∇⊥γ, u)Ω − (γ, f)Ω = 0, (24)
for all test functions (v, φ,w, γ) ∈ V1×V2×V1×V0, having introduced potential vorticity q ∈ V0 and
mass flux F ∈ V1, and where g is the acceleration due to gravity and f is the Coriolis parameter.
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3 Multiscale interpretation
We now describe the multiscale character of the Lie derivative (Section 3.1) and the SUPG discreti-
sations (Section 3.2). We show that the Lie derivative scheme models the interaction of resolved and
quasi-resolved scales within the velocity space V1, whereas the SUPG scheme models the interaction
of the resolved and unresolved scales in the vorticity advection equation.
3.1 Resolved/quasi-resolved interactions in the Lie derivative discretisation
Consider the Lie derivative scheme and recall the decomposition V1 = V
l
1⊕V s1 defined in Section 2.1
. Let u = ul+us, where ul and us are the L2 projections of u onto V l1 and V
s
1 respectively. Then,
taking v = ul in the expression for s in Equation (12), we obtain
s(u;u,ul) = −
∑
e∈E
(ce[u
⊥] · ne, [u⊥] · ul)e
= −
∑
e∈E
(ce u
l · ne[u], [u])e ,
(25)
where we used the fact that ul is continuous and standard vector calculus identities. Similarly,
taking v = us yields
s(u;u,us) =
∑
e∈E
(ce u
l · ne[u], [u])e . (26)
Due to the L2 orthogonality of ul and us, by taking v = ul and v = us in Equation (4) we
obtain the evolution equations for the large scale and small scale kinetic energy respectively, i.e.
El := ‖ul‖2
Ω
/2 and Es := ‖us‖2
Ω
/2. These are given by

dEl
dt
+ a(u;u,ul)− (p,∇ · ul)Ω
=
∑
e∈E
(ce u
l · ne[u], [u])e
dEs
dt
+ a(u;u,us)− (p,∇ · us)Ω
= −
∑
e∈E
(ce u
l · ne[u], [u])e
(27)
Then, if we set ce = αu
l · ne/(2|ul · ne|) (by analogy to the usual choice in the flux form discreti-
sation), we introduce an artificial energy transfer from small to large scales. This is because, for
such a choice, s(u;u,ul) ≤ 0 whereas s(u;u,us) ≥ 0. Moreover, the total energy is conserved since
s(u;u,ul) + s(u;u,us) = s(u;u,u) = 0.
Finally, note that once the problem is reformulated as in Equation (27), the considerations
of the previous section on the dissipation time scale apply without major changes. In particular,
the dissipation time scale in the small scale equation is bounded from above by τh/α, with τh :=
h/(supΩ ‖ul‖2).
3.2 Resolved/unresolved interactions in the SUPG discretisation
Consider now the SUPG scheme. We follow the variational multiscale (VMS) framework, and in
particular Codina (2011), to give a simplified interpretation of the SUPG stabilisation as a subgrid
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scale model. We assume that the exact vorticity ω ∈ V0, where V0 is a sufficiently regular space, so
that the following variational formulation,{
(∂tω,ϕ)Ω + (u · ∇ω,ϕ)Ω = 0,
u = ∇⊥(∆−1ω), (28)
holds for all ϕ ∈ V0. Assume that V0 = V0 ⊕ V u0 , where V u0 contains the information from the
unresolved scales and it is not necessarily orthogonal in L2 to V0. Then we can decompose ω =
ω¯ + ωu, and by linearity u = u¯+ uu. Using these decompositions, the vorticity equation becomes

(∂tω¯ + ∂tω
u + u¯ · ∇ω¯ + u¯ · ∇ωu, ϕ¯)Ω+
(uu · ∇ω¯ + uu · ∇ωu, ϕ¯)Ω = 0,
(∂tω¯ + ∂tω
u + u¯ · ∇ω¯ + u¯ · ∇ωu, ϕu)Ω+
(uu · ∇ω¯ + uu · ∇ωu, ϕu)Ω = 0,
(29)
for all (ϕ¯, ϕu) ∈ V0 × V u0 . We now assume that the dynamics of the resolved and unresolved scales
is driven only by the resolved velocity component. This assumption can be justified heuristically
as in Laval et al. (1999). If we also neglect the unsteady part of the unresolved component of the
vorticity, we are left with the following system{
(∂tω¯, ϕ¯)Ω + (u¯ · ∇ω¯, ϕ¯)Ω − (ωu, u¯ · ∇ϕ¯)Ω = 0
(∂tω¯, ϕ
u)Ω + (u¯ · ∇ω¯ + u¯ · ∇ωu, ϕu)Ω = 0 (30)
for all (ϕ¯, ϕu) ∈ V0 × V u0 . Finally, we approximate the unresolved scales equation by taking (u¯ ·
∇ωu, ϕu) ≈ τ−1s (ωu, ϕu). Then, a possible solution of the unresolved scales equation is ωu = τsR(ω¯),
with R(ω¯) = ∂tω¯ + u¯ · ∇ω¯. The resulting scheme coincides with the SUPG scheme, with global
intrinsic time scale τs. In fact, this derivation shows that for our problem the VMS and SUPG
methods are equivalent. This is due to the absence of the dissipation term in the equations studied
here. We remark that different versions of the above derivation have been used to devise similar
algorithms. In Hughes (1995), for example, a different analysis leads to the definition of a local time
scale, which originates from the Green’s function associated to the unresolved scales equation. In
Codina and Blasco (2002) the time dependent term in the unresolved scales equation is retained,
leading to a scheme in which the unresolved scales are dynamically tracked in time. These schemes
still conserve energy as they share the same structure, however, in this paper we limit ourself to
study the simpler SUPG scheme.
It should be noted that the SUPG scheme models enstrophy transfer between different scales
rather than energy transfer, as it was the case for the Lie derivative scheme. This is only possible
due to the fact that we have an explicit equation for the vorticity evolution. Then, the diffu-
sion introduced by the stabilisation term only affects enstrophy, and does not compromise energy
conservation.
4 Numerical experiments
In this section we present some numerical results for the discretisations discussed in the previous
sections. We start by reporting on their order of convergence using a manufactured solution test
(Section 4.1). Then, we perform a forced turbulence simulation measuring energy and enstrophy
tendencies in spectral space, in order to quantify the multiscale behaviour of the schemes (Section 4.2
and 4.3). We use as a benchmark test case the forced turbulence test performed in Thuburn et al.
(2014), and we can compare our results to their reference solution and to the other schemes tested
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r h
SUPG Lie derivative
error order error order
1
7.40e-1 2.68e-2 – 4.12e-2 –
3.70e-1 6.69e-3 2.00 5.38e-3 2.19
2.47-1 2.97e-3 2.00 9.00e-3 2.10
1.85e-1 1.67e-3 2.00 3.84e-3 2.09
2
7.40e-1 1.37e-3 – 3.03e-3 –
3.70e-1 1.71e-4 3.01 3.20e-4 3.25
2.47-1 5.05e-5 3.00 8.94e-5 3.14
1.85e-1 2.13e-5 3.00 3.63e-5 3.13
Table 1: Comparison between the SUPG and Lie derivative scheme in terms of the error ‖u−uh‖Ω
and the order of convergence, for the solution in Equation 31, and for α = β = 1.
therein. Note that as in Thuburn et al. (2014) for all the tests of this section we regard the equations
of motion as non-dimensional, since they can always be brought in this form via an appropriate time
rescaling. All computations were performed using the Firedrake software suite (Rathgeber et al.,
2015), which allows for symbolic implementation of finite element problems of mixed type. We also
used additional resources for the implementation from the following references (Balay et al., 2015,
1997; Dalcin et al., 2011; Hendrickson and Leland, 1995; Amestoy et al., 2001, 2006).
4.1 Order of convergence
The method of manufactured solutions provides a useful way to investigate convergence rates when
analytic solutions are not available. This consists in choosing an arbitrary function and adding an
appropriate forcing to the system of equations we want to solve, so that this function is an exact
solution of the modified system. We let Ω = [0, 1] × [0, 1], with Cartesian coordinates (x, y), and
pick as manufactured solution the one generated by the following stream function,
ψ(t, x, y) = sin(pix) sin(piy) sin(piy − t)e−2t/σ , (31)
with σ = 100, t ∈ [0, 1] and boundary conditions ψ = 0 on ∂Ω. The L2 errors in velocity and
vorticity are reported in Table 1 and 2 respectively. For the Lie derivative scheme we set α = 1,
whereas for the SUPG scheme the stabilisation coefficient is given by Equation (17) with β = 1.
Both schemes are integrated in time using the implicit midpoint integration rule with ∆t = 10−3.
Note that for the Lie derivative scheme the vorticity needs to be computed weakly at each time step
since it is not used directly by the algorithm. The schemes behave similarly in terms of velocity,
where r + 1 order of convergence is observed. However, the SUPG scheme yields lower error and
convergence rate greater than r + 1 for the vorticity, whereas the Lie derivative scheme only gives
approximately order r convergence.
4.2 Reference turbulence test
We now describe the reference turbulent solution considered in Thuburn et al. (2014). We start by
modifying the governing equation by adding a forcing and a dissipation term as follows:
∂tω + u · ∇ω = f − ω/τ , (32)
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r h
SUPG Lie derivative
error order error order
1
7.40e-1 1.04e-1 – 1.58 –
3.70e-1 2.16e-2 2.27 8.05e-1 0.97
2.47-1 8.62e-3 2.26 5.51e-1 0.93
1.85e-1 4.48e-3 2.28 4.21e-1 0.94
2
7.40e-1 3.50e-3 – 1.34e-1 –
3.70e-1 2.79e-4 3.65 2.69e-2 2.32
2.47-1 6.74e-5 3.50 1.10e-2 2.21
1.85e-1 2.51e-5 3.43 5.79e-3 2.22
Table 2: Comparison between the SUPG and Lie derivative scheme in terms of the error ‖ω−ωh‖Ω
and the order of convergence, for the solution in Equation 31, and for α = β = 1.
on a periodic unit square domain Ω, with Cartesian coordinates (x, y). The fixed forcing is f =
0.1 sin(32pix) and acts on the wave number k = 16. The dissipation term is the standard Ekman
drag with time scale τ = 100, which does not introduce selective decay (Majda and Wang, 2006).
The initial conditions are
ω|t=0 = sin(8pix) sin(8piy)
+0.4 cos(6pix) cos(6piy)
+0.3 cos(10pix) cos(4piy)
+0.01 sin(2piy) + 0.02 sin(2pix) ,
(33)
after which the flow rapidly becomes chaotic.
Thuburn et al. (2014) analysed the stationary state in terms of energy and enstrophy tendencies
in spectral space, with the aim of quantifying the effect of small scales (above a certain threshold) on
large scales. In order to compute the reference values, they advanced the solution of Equation (32)
until t = 200 using a spectral method with high resolution, computing the stream function ψ and
the vorticity ω. Then, for t ∈ [200, 210] they computed the Jacobian J = ∇⊥ψ · ∇ω and then the
energy and enstrophy time derivative at each time step, using the following formulas
E˙(kx, ky) = Re
{
ψˆ∗Jˆ
N4
}
, Z˙(kx, ky) = Re
{
ωˆ∗Jˆ
N4
}
, (34)
where N is the number of grid points, ψˆ and Jˆ are the Fourier transforms of ψ and J (truncated
at the maximum retained wavenumber), and the superscript ∗ denotes complex conjugation. The
results were integrated over angle in spectral space to give E˙(k) and Z˙(k), where k :=
√
k2x + k
2
y.
The same procedure was repeated truncating all the Fourier transforms with k ≤ kT , for several
values of kT , yielding E˙T (k) and Z˙T (k). Finally, the energy and enstrophy tendencies due to scales
k > kT were computed as follows:
E˙SG(k) = E˙(k)− E˙T (k), Z˙SG(k) = Z˙(k) − Z˙T (k). (35)
The results of such calculations are illustrated in Figure 1. The main features are a net non-
local energy transfer from small to large scales and enstrophy dissipation concentrated close to
the truncation wavenumber. Reproducing this behaviour on the resolved scale of a numerical
simulation is very challenging. In the following, we review the behaviour of the schemes presented
in the previous section.
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Figure 1: Energy and enstrophy tendencies for the reference solution, with kT = 42 (top), kT = 85
(middle), kT = 170 (bottom) (Reproduced from Thuburn et al. (2014)).
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4.3 Finite element turbulence tests
We now repeat the experiment described in the last section, but using the methods defined in
Section 2.2. In practice, we substitute E˙(k) and Z˙(k) in Equation (35) with those computed using
the numerical Jacobian implied by the discretisations. Instead of restarting each simulation for
the initial condition specified by a DNS solution at t = 200 as in Thuburn et al. (2014), we start
monitoring the several schemes at a later time t = 300, so that each simulation can be considered
to have reached its own statistical equilibrium. In particular, we verified this by checking the time
evolution of the energy moving average. For all simulations we used a structured right triangular
grid and we denote by h the horizontal and vertical spacing of the nodes. Moreover, they are all
integrated in time using the implicit midpoint integration rule with ∆t = 2 · 10−2 until t = 350.
We compare the results for the flux form scheme, the Lie derivative scheme and the SUPG scheme
when using the same function spaces. The results for the flux form scheme are mainly reported
for comparison with the Lie derivative scheme, since these schemes share a similar structure and
the same convergence rate. In all tests, the stabilisation factor for the SUPG scheme is given by
Equation (17) with hT = h/
√
2, as suggested by Codina et al. (1992) for a symmetrical grid of right
triangles.
In Figure 2 results are shown for r = 1, h = 1/128, α = 1 and β = 1. The mesh resolution is
such that the maximum resolved wavenumber (computed using the grid associated to the stream
function degrees of freedom) is approximately k = 85. For this setting we show the effect of the
numerical scheme on the integration for the cut-off wavenumbers tested in Thuburn et al. (2014).
We start by analysing the energy behaviour (left column in Figure 2). At the lowest cut-off
wavenumber kT = 42, the positive energy peak is overestimated for the Lie derivative scheme but
it is completely absent when using the flux form discretisation. Both schemes are too dissipative at
intermediate scales, with the flux form discretisation being more dissipative at the forcing scale. For
kT = 85 the behaviour of the two schemes is substantially different. The flux form scheme appears
to subtract energy over the whole spectrum, and especially at the most energetic wavenumbers
(since energy is inserted at k = 16). The Lie derivative scheme also subtracts energy over a
larger wavenumber interval compared to the reference test in Figure 1, but energy is reinserted at
low frequencies, as expected from the discussion in the previous section. However, note that the
positive peak is considerably larger than the one in the reference solution.
The SUPG scheme shows a much better agreement to the reference test, at equal resolution.
Note, in particular, that for kT = 85 we see an energy dissipation peak close to the cut-off wavenum-
ber, which was absent for the other schemes tested. This is probably due to the fact that the vorticity
is explicitly used in the computation of the Jacobian, leading to a lower error in the computation
of the energy and enstrophy tendencies. Such a conjecture is corroborated by the order of con-
vergence results given in Section 4.1. Nonetheless, most of the dissipation is still acting on lower
wavenumbers, ranging almost down to the forcing scale.
As for the enstrophy behaviour (right column in Figure 2), the Lie derivative and the flux form
schemes show similar behaviour for kT = 42, where enstrophy is subtracted mainly at wavenumbers
close to the cut-off wavenumber as in Figure 1. For kT = 85 however, even if the negative peak
at the highest wavenumber is still represented, this is much smaller than in the reference solution,
and enstrophy appears to be dissipated comparatively more over the rest of the spectrum for both
schemes. Again, the SUPG scheme produces a much better agreement to the reference solution,
and it is able to capture the sharp dissipation enstrophy peak also for kT = 85.
In Figure 3 the same test is repeated at higher resolution h = 1/256 and same polynomial degree
r = 1, with maximum retained wavenumber approximately equal to k = 170. For kT = 42, the
resolved scales dominate the energy and enstrophy tendencies for all the schemes, so that we can
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clearly see the non-local energy backscatter correctly represented. However, the energy conserving
schemes show again a larger positive peak at low frequencies. For kT = 85, we can see that the
Lie derivative scheme produces a positive energy peak, which is closer to its reference value, if
compared to the coarser resolution test in Figure 2. The peak is absent in the results for flux form
discretisation. Nonetheless, the plot for kT = 170 confirms that the energy transfer is still strongly
local as dissipation is mostly acting close to the forcing scale. The SUPG scheme, on the other
hand, does not overestimate the energy peak for kT = 85, and produces a much more nonlocal
energy transfer, as it can be verified from the plots for kT = 170.
Next, in Figure 4, we performed another test with large mesh size, i.e. we se set h = 1/85,
but with higher polynomial degree r = 2. For this case the number of degrees of freedom is the
same as the test case in Figure 2. The behaviour, however, is substantially better for the Lie
derivative scheme, with energy being dissipated over larger wavenumbers and the positive peak
being comparable to the higher resolution tests in Figure 3. The improvement is more modest for
the SUPG scheme and does not compare to the increased accuracy achieved with mesh refinement.
It should be noted that for both the Lie derivative and the SUPG schemes the upscale energy
transfer is often accompanied by a spurious enstrophy injection at large scales. This effect is
particularly pronounced in the low resolution test in Figure 2. In order to obtain an indication of
the consequences of such a behaviour we compare the vorticity fields for the different schemes in
physical space at fixed time t = 300, see Figures 6, 7 and 8. We observe that, especially at low
resolution (h = 1/128, r = 1), the vorticity field for the Lie derivative scheme appears smoother
than the one obtained using the flux form scheme. Their behaviour however is comparable, whereas
the SUPG scheme provides a more accurate representation of the vorticity field, with smaller and
more dense vortices. This reflects the higher accuracy of the SUPG discretisation, and it can also
be linked to the unphysical enstrophy dissipation at intermediate scales which affects both the Lie
derivative and the flux form scheme. We also note that, when higher polynomial order is used
(h = 1/86, r = 2), the SUPG and Lie derivative scheme yield overshoots in the vorticity intensity.
The effect is stronger for the SUPG scheme, although the overall behaviour of the solution is still
well-captured.
To complete the analysis, we examine the dependence of the results from the stabilisation
parameters α and β, which can be used to regulate the level of dissipation. In Figure 5 we consider
α, β ∈ {0.25, 0.5, 1.0}, h = 1/128 and r = 1. Remarkably, reducing α in the Lie derivative scheme
does not affect significantly the positive peak in the energy tendency plot. On the other hand,
enstrophy dissipation moves to smaller scales. This, however, is due to the appearance of grid scale
oscillations, which can be noticed in the vorticity distribution at the final time t = 350 already for
α = 0.5. Therefore, such behaviour is a signal of instability rather than improved accuracy. Similar
considerations hold for the SUPG scheme. Note that for the SUPG scheme both the energy and
enstrophy tendencies plots are not much affected by reducing β. However, once again, at the final
time t = 350 and for β = 0.25 we observed gridscale oscillations appear in the vorticity field.
4.4 Vortex decay test
We now remove dissipation and forcing from the equations and compare the energy and enstrophy
evolultion for the different schemes. We set as initial condition the one specified in Equation (33)
and evolve the solution until t = 100, with α = 1 and β = 1. The results of this test are collected
in Figure 9.
We observe that the Lie derivative and SUPG schemes conserve energy up to machine precision
as expected. The flux form scheme dissipates energy, although this behaviour is attenuated with
refinement. The enstrophy evolution for the Lie derivative and flux form scheme are very similar,
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and the largest differences can be seen at the lowest resolution test, i.e. for h = 1/128, r = 1,
where the Lie derivative scheme is slightly less dissipative. On the other hand, the SUPG scheme
dissipates substantially less enstrophy than the other two schemes. Note, in particular, the artificial
drop in enstrophy at the beginning of the simulation for the Lie derivative and flux form scheme
when r = 1, which is absent from the SUPG results.
5 Conclusions
We analysed the Lie derivative finite element discretisation of the incompressible Euler equations
introduced in Natale and Cotter (2016a) and the SUPG discretisation of the vorticity advection
equation, in terms of energy and enstrophy tendencies in a forced turbulence test case. The main
points of this paper can be summarised as follows:
• The Lie derivative upwind discretisation in Natale and Cotter (2016a) can be reformulated
to model in a simple way energy backscatter from small to large scales, by an appropriate
decomposition of the velocity finite element space. The SUPG scheme, on the other hand,
can be interpreted as a way to model enstrophy transfer towards unresolved scales.
• Energy conservation in both schemes does not rely on an a priori choice of a vorticity per-
turbation pattern, as is usually the case for methods based on energy fixers (Thuburn et al.,
2014).
• The Lie derivative scheme can be generalised to different models. This is because, on one
hand, it is not exclusively a two-dimensional method; on the other, as the method descends
from a Lagrangian formulation, one can derive similar algorithms by appropriately defining
different energy functionals (Natale and Cotter, 2016a).
• Due to the nature of upwind stabilisation, the energy transfer is still strongly local for both
schemes, however the behaviour is comparable to that obtained with standard methods com-
bined with energy fixers (Thuburn et al., 2014).
• The SUPG scheme shows a similar qualitative behaviour to the Lie derivative discretisation
but substantially better agreement with the reference solutions, probably due to higher order
representation of the Jacobian.
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Figure 2: Energy and enstrophy tendencies for the Lie derivative (a), the flux form (b) and the
SUPG (c) scheme (with h = 1/128, r = 1, α = 1,β = 1) on selected spectral intervals k ≤ kT .
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Figure 3: Energy and enstrophy tendencies for the Lie derivative (a), the flux form (b) and the
SUPG (c) scheme (with h = 1/256, r = 1, α = 1,β = 1) on selected spectral intervals k ≤ kT .
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Figure 4: Energy and enstrophy tendencies for the Lie derivative (a), the flux form (b) and the
SUPG (c) scheme (with h = 1/86, r = 2, α = 1,β = 1) on selected spectral intervals k ≤ kT .
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Figure 5: Energy and enstrophy tendencies for the Lie derivative and SUPG scheme (with h = 1/128,
r = 1) for different values of the stabilisation parameters α and β, on the spectral interval k ≤ 85.
18
(a) Flux form (b) Lie derivative (c) SUPG
Figure 6: Vorticity field at t = 300, for the tested schemes (with h = 1/128, r = 1, α = 1,β = 1).
(a) Flux form (b) Lie derivative (c) SUPG
Figure 7: Vorticity field at t = 300, for the tested schemes (with h = 1/256, r = 1, α = 1,β = 1).
(a) Flux form (b) Lie derivative (c) SUPG
Figure 8: Vorticity field at t = 300, for the tested schemes (with h = 1/86, r = 2, α = 1, β = 1).
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Figure 9: Energy and enstrophy history for the Lie derivative (a), the flux form (b) and the SUPG
(c) scheme (with α = 1, β = 1).
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