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On the riteria of D-planarity of a tree.
Polulyakh E., Yurhuk I.
Institute of Mathematis of Ukrainian national aademy of sienes, Kyiv
Abstrat. Let T be a tree with a xed subset of verties V ∗ suh that there is a yli
order C on it and all terminal verties are ontained in this set. Let D2 = {(x, y) ∈
R2 |x2 + y2 ≤ 1} be a losed oriented 2dimensional disk. The tree T is alled D-
planar if there exists an embedding ϕ : T → R2 whih satises the following onditions
ϕ(T ) ⊆ D2, ϕ(T ) ∩ ∂D2 = ϕ(V ∗) and if ♯V ∗ ≥ 3 then a yli order ϕ(C) of ϕ(V ∗)
oinides with a yli order whih is generated by the orientation of ∂D2 ∼= S1.
We obtain a neessary and suient ondition for T to be D-planar.
Keywords. Dplanar tree, a yli order, a onvenient relation.
Introdution.
It is known that any tree is planar (i.e., an be embedded into a plane), more
over, in [7℄ it was proved that any rooted tree with n verties an be embedded
as a plane spanning tree on n points of a plane, with the root being mapped onto
an arbitrary speied point of them. There are similar results for rooted star
forests [8℄. Many authors were interested in dierent types of embedding of trees
into a disk with extra onditions. For example, in [9, 10℄ author used a speial
type of embedding of tree into a disk for onstruting a Morse funtion on it.
In this paper we will onsider an embedding of a tree T into D2 (i.e., a losed
oriented 2dimensional disk) suh that a xed subset of its verties V ∗ whih
ontaines all terminal verties maps to a boundary of D2 in a speial way and
T \ V ∗ maps into IntD2.
The existene of suh embedding is a part of a solution of one topologial prob-
lem: the realization of a nite graph as invariant of pseudoharmoni funtions
dened on a disk. Namely, a ontinuous funtion f : D2 → R is alled a pseudo-
harmoni funtion if f |∂D2 is a ontinuous funtion with a nite number of loal
extrema and f |IntD2 has a nite number of ritial points and eah of them is a
saddle point (in the neighborhood of it f has a representation as Rezn + const,
z = x + iy and n ≥ 2). In [6℄ the topologial invariant of suh funtions is
onstruted, in partiular, it onsists of a yle γ with speial properties and the
omplement to it is a disjoint union of trees. The riteria of topologial equivalene
of suh funtions is formulated in terms of their invariant.
In Setion 1 we will desribe some properties of a D-planar tree. They will be
useful for the proof of Theorem 2.1 whih gives the riteria of D-planarity of a
tree. In this setion we also study some properties of dierent types of relations
on nite sets.
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2In Setion 2 the riteria of D-planarity of a tree will be proved. Its proof has a
topologial nature.
We are sinerely grateful to V.V. Sharko, S.I. Maksymenko and I. Yu. Vlasenko
for useful disussions.
1. The utility results.
1.1. Properties of trees embedded into two-dimensional disk. Let T be
a tree with a set of verties V and a set of edges E. Suppose that T is non
degenerated ( has at least one edge). Denote by Vter a set of all verties of T
suh that their degree equals to 1. Let us assume that for a subset V ∗ ⊆ V the
following ondition holds true
(1) Vter ⊆ V
∗ .
Let also ϕ : T → R2 is an embedding suh that
(2) ϕ(T ) ⊆ D2 , ϕ(T ) ∩ ∂D2 = ϕ(V ∗) .
Lemma 1.1. A set R2\(ϕ(T )∪∂D2) has a nite number of onneted omponents
U0 = R
2 \D2, U1, . . . , Um ,
and for every i ∈ {1, . . . , m} a set Ui is an open disk and is bounded by a simple
losed urve
∂Ui = Li ∪ ϕ(P (vi, v
′
i)) , Li ∩ ϕ(P (vi, v
′
i)) = {ϕ(vi), ϕ(v
′
i)}
where Li is an ar of ∂D
2
suh that the verties ϕ(vi) and ϕ(v
′
i) are its endpoints,
and ϕ(P (vi, v
′
i)) is an image of the unique path P (vi, v
′
i) in T whih onnets vi
and v′i.
Proof. We prove lemma by an indution on the number of elements of the set V ∗.
Denote by ♯A a number of elements of a set A .
Let us remark that ♯V ∗ ≥ 2 sine Vter ⊆ V
∗
and ♯Vter ≥ 2 for a non degenerated
tree T (it is easily veried by indution on the number of verties).
Base of indution. Let ♯V ∗ = 2. From what was said above it follows that
V ∗ = Vter. So, a tree satises a ondition ♯Vter = 2. For suh trees it is easy to
prove by indution on the number of verties that every vertex of V \ Vter has
degree 2. In other words it is adjaent to two edges.
If a tree is onsidered as CW-omplex (i.e. 0-ells are its verties and 1-ells are
its edges), then a topologial spae T is homeomorphi to a segment with a set of
the endpoints whih oinides with V ∗ = Vter.
Let ϕ(T ) be a ut of a disk D2 between ϕ(v1) and ϕ(v2), where {v1, v2} = Vter.
Let us x a homeomorphism
Φ0 : ∂D
2 ∪ ϕ(T )→ ∂D2 ∪ ([−1, 1]× {0}) ,
3suh that Φ0 ◦ ϕ(v1) = (−1, 0), Φ0 ◦ ϕ(v2) = (1, 0), Φ0(∂D
2) = ∂D2, Φ0 ◦ ϕ(T ) =
[−1, 1]× {0}.
By Sherni's theorem [11, 13℄ we an nd a homeomorphism Φ : R2 → R2
whih extends Φ0. It is obvious that an embedding Φ ◦ ϕ : T → R2 omplies with
the onditions of lemma. From fat that Φ is homeomorphism it follows that ϕ
satises onditions of lemma.
Step of indution. Suppose that for some n > 2 lemma is proved for all trees
with ♯V ∗ < n and their embeddings into R2 whih hold Conditions (1) and (2).
Let a tree T suh that Vter ⊆ V
∗
, ♯V ∗ = n, and an embedding ϕ : T → R2
whih satisfy Conditions (2) is xed.
As we notied above the set Vter ontains at least two elements w1, w2 ∈ Vter.
Let us onsider the path P (w1, w2) whih onnets those verties. Suppose that it
passes through the verties in the following order w1 = u0, u1, . . . , uk−1, uk = w2.
Every vertex u1, . . . , uk−1 has degree at least 2 sine it is adjaent to two edges of
P (w1, w2).
There exists a vertex us, s ∈ {1, . . . , k − 1} suh that
(i) a degree of ui equals to 2 and ui /∈ V
∗
for i ∈ {1, . . . , s− 1};
(ii) either a degree of us is greater than 2 or us ∈ V
∗
and a degree of us equals
to 2.
Remark that a degree of us does not equal to 1. Otherwise, the orrelations
us = w2, T = P (v1, v2), V
∗ = {w1, w2}, ♯V
∗ = 2 should be satised but we
assumed that ♯V ∗ ≥ 3.
Let us onsider a path P (w1, us) = P (u0, us). Suppose that it passes through
edges e1, . . . , es suessively.
We onsider a subgraph T ′ of T with the set of verties and edges, respetively,
as followes
V (T ′) = V \ {u0, . . . , us−1} , E(T
′) = E \ {e1, . . . , es} .
By onstrution u0 ∈ Vter(T ) and u0 is adjaent to e1 in T ; every vertex ui,
i ∈ {1, . . . , s − 1} has degree 2 thus it is adjaent only to ei and ei+1 in T .
Therefore a graph T ′ is dened orretly.
A graph T ′ has no yles sine it is a subgraph of T . Let us verify that T ′ is
onneted. Let v′, v′′ ∈ V (T ′) and P (v′, v′′) be a path whih onnets verties v′
and v′′ in T . Then a path P (v′, v′′) does not pass through a vertex u0 = w1 sine
u0 ∈ Vter and only one edge e1 is adjaent to this vertex. Thus e1 /∈ P (v
′, v′′).
Similarly, if s ≥ 2 then e2 /∈ P (v
′, v′′) sine an edge e2 is adjaent to a vertex u1
whih is in addition adjaent only to e1 and e1 /∈ P (v
′, v′′). Similarly, by indution
we prove that ei /∈ P (v
′, v′′) for every i ∈ {1, . . . , s}. Thus a path P (v′, v′′)
onnets verties v′ and v′′ in T ′. Therefore a graph T ′ is onneted.
We veried that T ′ is a tree. Let us dene V ∗(T ′) = V ∗(T ) ∩ V (T ′), ϕ0 =
ϕ|T ′ : T
′ → R2. By denition of a set V ∗(T ′) it is obvious that a map ϕ0 satises
4ondition (2). Also ♯V ∗(T ′) < ♯V ∗(T ) sine u0 ∈ V
∗(T ) \ V ∗(T ′). Thus ♯V ∗(T ′) <
n.
Let us hek that Vter(T
′) ⊆ V ∗(T ′).
By onstrution for every vertex v 6= us of T
′
its degrees oinide in T and T ′.
The degree of us in T
′
is on one less then degree of us in T . Thus Vter(T
′) ⊆
Vter(T ) ∪ {us}.
If us ∈ V
∗(T ), then Vter(T
′) ⊆ Vter(T ) ∪ V
∗(T ) ⊆ V ∗(T ). Therefore Vter(T
′) ⊆
V ∗(T ) ∩ V (T ′) = V ∗(T ′).
Let us /∈ V
∗(T ). By denition the degree of us in T is not less then 3 and a
degree of us in T
′
is not less then 2. Thus Vter(T
′) ⊆ Vter(T ) ⊆ V
∗(T ). So, as
above, Vter(T
′) ⊆ V ∗(T ′).
By indution lemma holds true for a tree T ′ and an embedding ϕ0 : T
′ → R2.
Denote by W0 = R2 \ D2,W1, . . . ,Wr onneted omponents of a set R2 \
(ϕ0(T
′) ∪ ∂D2).
It is obvious that
ϕ(T ) = ϕ(T ′) ∪ ϕ(P (u0, us)) = ϕ0(T
′) ∪ ϕ(P (u0, us)) .
Therefore ϕ(T ) ∪ ∂D2 = (ϕ0(T
′) ∪ ∂D2) ∪ ϕ(P (u0, us)). By onstrution we get
that(ϕ(T ′) ∪ ∂D2) ∩ ϕ(P (u0, us)) = {ϕ(u0), ϕ(us)}.
Denote J = ϕ(P (u0, us)). The set J0 = J \ {ϕ(u0), ϕ(us)} is a homeomorphi
image of interval thus it is onneted. But besides J0 ∩ (ϕ0(T
′) ∪ ∂D2) = ∅ thus
there exists a omponent Wj whih ontains J0 (it is easy to see that j 6= 0).
By assumption of indution the boundary of disk Wj is a simple losed urve
∂Wj = Kj ∪ ϕ0(P (vj, v
′
j)) whih onsists of an ar Kj of a irle ∂D
2
with the
ends ϕ0(vj) and ϕ0(v
′
j) and an image of path P (vj, v
′
j) whih onnets verties
vj, v
′
j ∈ V
∗(T ′) in T ′ (this path also onnets verties vj and v
′
j in T ).
The set J is a homeomorphi image of segment and also J0 ⊆ Wj , ϕ(u0) ∈
∂D2 ⊆ (R2 \ Wj), ϕ(us) ∈ ϕ0(T ′) ⊆ (R2 \ Wj). Therefore J is a ut of disk
Wj between points ϕ(vj) and ϕ(v
′
j). Correlations ϕ(us) ∈ ϕ(P (vj, v
′
j)), ϕ(u0) ∈
Kj \ {ϕ(vj), ϕ(v
′
j)} = ∂Wj \ ϕ(T
′) hold true sine u0 /∈ V (T
′) and ϕ(u0) /∈ ϕ(T
′).
So, a set W j \ (∂Wj ∪ ϕ(P (u0, us))) has two onneted omponents W
1
j , W
2
j
whih are homeomorphi to open disks and bounded by simple losed urves.
We remark that the ar ϕ(P (vj, v
′
j)) is not a point, otherwise the orrelations
Kj ∼= ∂D
2
, ϕ0(T
′) ∩ ∂D2 = {ϕ(vj) = ϕ(v
′
j)}, ♯V
∗(T ′) = ♯(ϕ0(T
′) ∩ ∂D2) = 1
should hold true. Thus points ϕ(vj) and ϕ(v
′
j) are dierent. From the inlusions
ϕ(us) ∈ ϕ(P (vj, v
′
j)), ϕ(u0) ∈ ∂Wj \ ϕ(P (vj, v
′
j)) it follows that points ϕ(vj) and
ϕ(v′j) an not be ontained in a set ∂W
1
j ∩ ∂W
2
j = ϕ(P (u0, us)) simultaneously.
Let ϕ(vj) ∈ ∂W
1
j , ϕ(v
′
j) ∈ ∂W
2
j . By those orrelations the sets W
1
j and W
2
j are
dened uniquely.
Points ϕ(u0), ϕ(us) divide the irle onto two ars R1, R2 with R1 ⊆ ∂W
1
j \W
2
j ,
R2 ⊆ ∂W
2
j \W
1
j .
5Suppose for some edge e ∈ E(T ) its image is ontained in ∂Wj . Then the image
of e without the ends is onneted set and belongs to ∂Wj \ {ϕ(u0), ϕ(us)} =
R1 ∪R2. Thus the image of e without the endpoints belongs to either R1 or R2.
The path whih onnets verties vj and v
′
j in T
′
passes through the verties
vj = vˆ0, vˆ1, . . . , vˆk = v
′
j and through the edges eˆ1, . . . , eˆk in this order.
If ϕ(vˆi) ∈ R1 for some i ∈ {0, . . . , k}, then ϕ(vˆi) ∈ R2 \ R2 and (ϕ(eˆi) \
{ϕ(vˆi), ϕ(vˆi+1)}) ∩ (R2 \ R2) 6= ∅ sine a point ϕ(vˆi) is a boundary for the set
ϕ(eˆi) \ {ϕ(vˆi), ϕ(vˆi+1)} but R2 \ R2 is an open neighborhood of this point. From
what we said it follows that ϕ(eˆi) \ ϕ(vˆi+1) ⊆ R1. Therefore ϕ(vˆi+1) ∈ R1 = R1 ∪
{ϕ(u0), ϕ(us)}. Indeed, either ϕ(vˆi+1) ∈ R1 or ϕ(vˆi+1) = ϕ(us) (and vˆi+1 = us)
sine u0 /∈ V (T
′) by onstrution.
By assumption of indution ϕ(us) ∈ ϕ(P (vj, v
′
j)) = ϕ(vˆ0, vˆk)). Therefore us ∈
{vˆ0, . . . , vˆk} and there exists an index k0 ∈ {0, . . . , k} suh that us = vˆk0 .
The indutive appliation of our previous argument leads us to orrelations
ϕ(P (vˆ0, us)) \ ϕ(us) = ϕ(P (vj, us)) \ ϕ(us) ⊆ R1 (in the ase when vj = us we get
ϕ(P (vj, us)) = ϕ(us)).
Similar argument give ϕ(P (us, v
′
j)) \ ϕ(us) ⊆ R2.
Finally we get ∂W 1j = R1 ∪ ϕ(P (u0, us)) = R1 ∪ J , ∂W
2
j = R2 ∪ J ; ∂W
1
j ∩
ϕ(P (vj, v
′
j)) = ∂W
1
j ∩(ϕ(P (vj, us))∪ϕ(P (us, v
′
j))) = ϕ(P (vj, us)); ∂W
2
j ∩ϕ(P (vj, v
′
j)) =
ϕ(P (us, v
′
j)).
Therefore ϕ(T ) ∩ ∂W 1j = (ϕ(T
′) ∪ J) ∩ ∂W 1j = (ϕ(P (vj, v
′
j)) ∪ J) ∩ ∂W
1
j =
ϕ(P (vj, us)) ∪ ϕ(P (u0, us)) = ϕ(P (vj, u0)); ϕ(T ) ∩ ∂W
2
j = ϕ(P (v
′
j, u0)).
It is easy to see that ϕ(vj) 6= ϕ(u0) and ϕ(v
′
j) 6= ϕ(u0) sine vj, v
′
j ∈ V (T
′)
but u0 /∈ V (T
′). Hene a set ϕ(P (vj, u0)) \ {ϕ(vj), ϕ(u0)} is one of two onneted
omponents of the set ∂W 1j \{ϕ(vj), ϕ(u0)}. Another onneted omponent of this
set is ontained in ∂Wj \ ϕ(T
′) = Kj ⊆ ∂D
2
thus it is an ar of irle ∂D2 whih
onnets points ϕ(vj) and ϕ(u0). Denote it by K
1
j .
Similarly, ∂W 2j = ϕ(P (v
′
j, u0))∪K
2
j , where K
2
j is an ar of ∂D
2
whih onnets
points ϕ(v′j) and ϕ(u0).
We proved that a ompliment R2\(ϕ(T )∪∂D2) has a nite number of onneted
omponents
R2 \D2 = W0,W1, . . . ,Wj−1,W
1
j ,W
2
j ,Wj+1, . . . ,Wr ;
and the omponents W 1j and W
2
j satisfy the onditions of lemma. Finally we
remark that the orrelations ∂Wk∩ϕ(T ) = ∂Wk∩ϕ(T
′) = ∂Wk∩ϕ0(T
′) hold true
for k > 0, k 6= j thus
∂Wk = Kk ∪ ϕ0(P (vk, v
′
k)) = Kk ∪ ϕ(P (vk, v
′
k))
and the omponent Wk satises lemma.

6Corollary 1.1. Let T be a tree with xed subset of verties V ∗ ⊇ Vter and ϕ :
T → R2 an embedding whih satises (2).
Then the following onditions hold true.
1)In notation of Lemma 1.1
Li ∩ ϕ(T ) = {ϕ(vi), ϕ(v
′
i)} , i = 1, . . . , m .
2) If there exists an ar L of irle ∂D2 with the ends ϕ(u1), ϕ(u2) suh that
L∩ϕ(T ) = {ϕ(u1), ϕ(u2)} for some u1, u2 ∈ V
∗
, then there exists k ∈ {1, . . . , m}
suh that L ∪ ϕ(P (u1, u2)) = ∂Uk (then L = Lk, u1 = vk, u2 = v
′
k).
Proof. 1) Suppose that an ar Li \ {ϕ(vi), ϕ(v
′
i)} ontains a point ϕ(v) ∈ ϕ(T ) for
some i ∈ {1, . . . , m}. Thus v ∈ V ∗. Let e ∈ E(T ) be an edge of graph T whih is
adjaent to a vertex v and v′ ∈ V be another end of the edge e.
A set J0 = ϕ(e) \ {ϕ(v), ϕ(v
′)} is onneted, ϕ(v) is a boundary point of it,
W = R2 \ϕ(P (vi, v′i)) is an open neighborhood of a point ϕ(v). Thus J0∩W 6= ∅
and e /∈ P (vi, v
′
i). Hene J0 ∩ ϕ(P (vi, v
′
i)) = ∅. By the onditions of lemma
also J0 ∩ ∂D
2 = ∅. A set ϕ(P (vi, v′i)) is a ut of losed disk D
2
. Obviously, by
onstrution a set Q = U i \ϕ(P (vi, v
′
i)) = Ui ∪ (Li \ {ϕ(vi), ϕ(v
′
i)}) is a onneted
omponent of the ompliment D2 \ϕ(P (vi, v
′
i)) whih ontains a point ϕ(v). That
point is a boundary point of the onneted subset J0 of a spae D
2 \ ϕ(P (vi, v
′
i))
therefore J0 ⊆ Q.
But Ui ⊆ R2 \ ϕ(T ), Li ⊆ ∂D2 and J0 ⊆ ϕ(T ) \ ϕ(V ) ⊆ ϕ(T ) \ ∂D2. Thus
J0 ∩Q ⊆ (J0 ∩ Ui) ∪ (J0 ∩ Li) = ∅.
The ontradition obtained is a last step of the proof of rst ondition of orol-
lary.
2) Support that there exists an ar L of ∂D2 with the ends in points ϕ(u1),
ϕ(u2) suh that L ∩ ϕ(T ) = {ϕ(u1), ϕ(u2)} for some u1, u2 ∈ V
∗
.
An ar L bounders to some onneted omponent Uk, k ≥ 1 of the ompli-
ment R2 \ (ϕ(T ) ∪ ∂D2). From Lemma 1.1 and rst ondition of orollary it
follows that {u1, u2} = {vk, v
′
k}. Thus verties u1 and u2 an be onneted by a
path P˜ (u1, u2) = P (vk, vk′) whih satises Lemma 1.1. A graph T is a tree thus
P (u1, u2) = P˜ (u1, u2) = P (vk, vk′). 
Let T be a tree with a xed subset of verties V ∗ and ϕ : T → R2 is an
embedding whih satisfy (1) and (2).
The pair of verties v1, v2 ∈ V
∗
, v1 6= v2 is said to be adjaent on a irle ∂D
2
if there exists an ar L of this irle with the ends ϕ(v1) and ϕ(v2) suh that
L ∩ ϕ(T ) = {ϕ(v1), ϕ(v2)} holds true for it.
Denote by P a set of all paths in T whih onnet adjaent pairs of verties.
7Corollary 1.2. If ♯V ∗ ≥ 3, then a orrespondene
Θ : {U1, . . . , Um} → P ,
Θ(Ui) = P (vi, v
′
i) ,
is a bijetive map.
Proof. It is suient to hek an injetivity of the map Θ.
Suppose that the following equalities hold true ∂Ui = Li ∪ ϕ(P (v, v
′)), ∂Uj =
Lj ∪ ϕ(P (v, v
′)) for some i, j ∈ {1, . . . , m}, i 6= j. Then Li ∩ Lj = {ϕ(v), ϕ(v
′)},
Li ∪ Lj ∼= S
1
therefore Li ∪ Lj = ∂D
2
.
But from Corollary 1.1 it follows that ∅ = (Li ∪ Lj \ {ϕ(v), ϕ(v′)}) ∩ ϕ(T ).
Therefore ♯(∂D2∩ϕ(T )) = ♯V ∗ ≤ 2 and it ontradits to the onditions of orollary.

1.2. On relations dened on nite sets. At rst we remind that a ternary
relation O on the set A is any subset of the 3rd artesian power A3 : O ⊆ A3.
Let A be a set, O a ternary relation on A whih is asymmetri ((x, y, z) ∈
O ⇒ (z, y, x)∈O), transitive (x, y, z) ∈ O, (x, z, u) ∈ O ⇒ (x, y, u ∈ O) and yli
(x, y, z) ∈ O ⇒ (y, z, x) ∈ O. Then O is alled a yli order on the set A [12℄.
A yli order O is a omplete on a nite set A, ♯A ≥ 3, if x, y, z ∈ A, x 6=
y 6= z 6= x ⇒ there exists a permutation (u, v, w) of sequene (x, y, z) suh that
(u, v, w) ∈ O.
Proposition 1.1. Let there is a omplete yli order O on some nite set A,
♯A ≥ 3.
Then for every a ∈ A there exist unique a′, a′′ ∈ A suh that
• O(a′, a, b) for all b ∈ A \ {a, a′};
• O(a, a′′, b) for all b ∈ A \ {a, a′′},
and a′ 6= a′′.
Proof. Let us x a ∈ A. By using [12℄ we an onstrut a binary relation ρ up to
the relation O with the help of the following ondition
O(a, a1, a2)⇔ a1 ρ a2 .
It is easy to verify that the relation ρ denes a strit linear order on a set A \ {a}.
The set A\ {a} is nite therefore there exist a minimal element a′ and maximal
element a′′ with respet to the order ρ on this set. It is obvious that they satisfy
onditions of proposition by denition.
Finally, a′ 6= a′′ sine ♯(A \ {a}) ≥ 2. 
Denition 1.1. Let there is a omplete yli order O on a set A, ♯A ≥ 3.
Elements a1, a2 ∈ A are said to be adjaent with respet to a yli order O if one
of the following onditions holds:
• O(a1, a2, b) for all b ∈ A \ {a1, a2};
8• O(a2, a1, b) for all b ∈ A \ {a1, a2}.
Remark 1.1. From Proposition 1.1 it follows that every element has exatly two
adjaent elements on a nite set A with a omplete yli order.
Denition 1.2. Let A be a nite set. A binary relation ρ on A is said to be
onvenient if
1) for all a, b ∈ A from aρb it follows that a 6= b;
2) for every a ∈ A there is no more than one a′ ∈ A suh that aρa′;
3) for every a ∈ A there is no more than one a′′ ∈ A suh that a′′ρa.
We remind that a graph of the relation ρ on A is a set {(a, b) ∈ A×A | aρb}.
Let ρ be a onvenient relation on a nite set A, ρˆ be a minimal relation of
equivalene whih ontains ρ. Let us remind that a graph ρˆ onsists of
• all pairs (a, b) suh that there exist k = k(a, b) ∈ N and a sequene a = a0,
a1, . . . , ak = b whih omply with one of the following onditions ai−1ρai,
aiρai−1 for every i ∈ {1, . . . , k};
• pairs (a, a), a ∈ A.
We distinguished a diagonal ∆A×A sine, in general, there ould exist a ∈ A
suh that neither aρb nor bρa holds true for all b ∈ A.
The relation ρˆ generates a partition f of A onto lasses of equivalene.
Proposition 1.2. Let B ∈ f be a lass of equivalene of the relation ρˆ. Then there
exists no more than one element b ∈ B whih is in the relation ρ with no element
of A.
Proof. We remark that if either aρb or bρa and b ∈ B, then a ∈ B by denition of
B.
It is obvious that if ♯B = 1 then proposition holds true. Let ♯B ≥ 2.
Let a0, a1, . . . , ak be a xed sequene of pairwise dierent elements of B suh
that the orrelation ai−1ρai holds true for any i ∈ {1, . . . , k}.
If there exists b ∈ B \ {a0, . . . , ak}, then there exists b
′ ∈ B \ {a0, . . . , ak} suh
that either b′ρa0 or akρb
′
. Let us verify it.
By denition of a set B there exists a sequene b = c0, c1, . . . , cm = a0 suh
that either cj−1ρcj or cjρcj−1 holds true for all j ∈ {1, . . . , m}. From orrelations
c0 /∈ {a0, . . . , ak} and cm ∈ {a0, . . . , ak} it follows that there is s ∈ {0, . . . , m}
suh that cs−1 /∈ {a0, . . . , ak} but cs ∈ {a0, . . . , ak}. Thus cs = ar for some
r ∈ {0, . . . , k}.
Let cs−1ρcs, i.e. cs−1ρar. Then r = 0. Really, if r ≥ 1, then ar−1ρar. By
onstrution cr−1 6= ar−1 therefore a orrelation cs−1ρar ontradits to ondition 3)
of Denition 1.2.
Similarly, if csρcs−1, then cs = ak.
It is easy to see that element b′ = cs−1 satises onditions of proposition.
9From what we said above it follows that if for some pairwise dierent a0, . . . , ak ∈
B inequality {a0, . . . , ak} 6= B and relation ai−1ρai, i ∈ {1, . . . , k} hold true, then
there are pairwise dierent a′0, . . . , a
′
k+1 ∈ B suh that a
′
i−1ρa
′
i, i ∈ {1, . . . , k + 1}
hold true for them.
By denition the set B ontains two elements b′, b′′ ∈ B suh that b′ρb′′. So,
by a nite number of steps (the set B is nite) we an index all elements of B in
suh way that the following orrelations hold true
ai−1ρai , i ∈ {1, . . . , n} ;(3)
{a0, . . . , an} = B .
Therefore only element an ∈ B an satisfy onditions of the proposition. 
Let µ be some relation on a set A.
Denition 1.3. Elements b0, . . . , bn ∈ A, n ≥ 1 are said to generate µ-yle if a
graph of the relation µ ontains a set
(4) {(b0, b1), . . . , (bn−1, bn), (bn, b0)} .
Denition 1.4. Elements b0, . . . , bn ∈ A, n ≥ 0 to generate µ-hain if for arbi-
trary a ∈ A the pairs (a, b0) and (bn, a) do not belong to a graph of µ and for n ≥ 1
a graph of the relation µ ontains a set
(5) {(b0, b1), . . . , (bn−1, bn)} .
Corollary 1.3. Let ρ be a onvenient relation, B ∈ f a lass of equivalene of the
relation ρˆ. Then the elements of B generate either ρ-yle or ρ-hain. In the rst
ase a graph of the restrition of ρ on the set B is of form (4) and in the other it
has form (5).
Proof. Let us order the elements of B in suh way that (3) holds true for them.
If there exists a ∈ A suh that anρa, then a ∈ B. Conditions 1) and 3) of
Denition 1.2 obstrut to hold orrelation aiρaj for i 6= j − 1, j ∈ {1, . . . , n}.
Therefore a = a0 and anρa0.
Similarly, if there exists a ∈ A whih aρa0, then from onditions 1) and 2) of
Denition 1.2 it follows that a = an and anρa0.
So, either a orrelation anρa0 holds true or for every a ∈ A neither aρa0 nor
anρa holds true. In the rst ase the elements of B generate ρ-yle (if anρa0,
then an 6= a0 and ♯B ≥ 2 by denition), in the other ase we get ρ-hain. 
Corollary 1.4. Let the elements of B ⊆ A generate either ρ-yle or ρ-hain.
Then B is a lass of equivalene of the relation ρˆ. If the elements of B ⊆ A
generate ρ-hain, then the relation ρ generates a full linear order on B.
Proof. Let ρˆ be a minimal relation of equivalene whih ontains ρ. By denition
the set B belongs to the unique lass of equivalene of the relation ρˆ. Denote it
by Bˆ.
10
By denition the set B satises (3). If there exists b ∈ Bˆ \ B, then, as we
veried in the proof of Proposition 1.2, there is b′ ∈ Bˆ \B suh that
(6) b′ρa0 or anρb
′ .
This ontradits to denition of ρ-hain. If the elements of B generate ρ-yle,
then it follows from the denition of onvenient relation that
(7) anρa0 ,
see Corollary 1.3. By using onditions 2) and 3) of a onvenient relation from
equality b′ /∈ B we an onlude that (6) and (7) an not be satised simultane-
ously.
So, a set B is a lass of equivalene of the relation ρˆ.
If elements of the set B generate a hain, then a graph of a restrition of the
relation ρ on B has form (5), see Corollary 1.3. Therefore ρ generates a linear
order on the set B. 
Denition 1.5. Let O be a omplete yli order on A, ♯A ≥ 3. O is said
to indue a binary relation ρO on a A aording to the following rule: aρOb if
O(a, b, c) ∀c ∈ A \ {a, b}.
From Proposition 1.1 it follows that a relation ρO is onvenient.
Proposition 1.3. If O is a omplete yli order on A, then all elements of A
generate ρO-yle.
Proof. Let ρˆO be a minimal relation of equivalene whih ontains ρO. From
Proposition 1.1 and Corollaries 1.3 and 1.4 it follows that every lass of equivalene
of the relation ρˆO is ρO-yle and there are no any other ρO-yles.
Let B = {b0, . . . , bk} be some lass of equivalene of the relation ρˆO and the
following orrelations are satised
b0ρb1, . . . , bk−1ρbk, bkρb0 .
Support that B  A. Let us x a ∈ A\B. By denition the following orrelations
hold true
O(bi−1, bi, a) , i ∈ {1, . . . , k} ;
O(bk, b0, a) .
Thus it follows from denition of yli order it follows that
O(a, bi−1, bi) , i ∈ {1, . . . , k} ;
O(a, bk, b0) .
From denition it also follows that ifO(a, b0, bi−1) andO(a, bi−1, bi), thenO(a, b0, bi).
Therefore starting from O(a, b0, b1) in the nite number of steps we get O(a, b0, bk).
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Thus O(a, bk, b0) and O(a, b0, bk) should be satised simultaneously but it on-
tradits to antisymmetry of yli order.
Therefore all elements of a set A are equivalent under ρˆO and generate ρO-
yle. 
Denition 1.6. Let ρ be a onvenient relation on a nite set A. We dene a
ternary relation Oρ on A with the help of the following rule. The ordered triple
(a1, a2, a3) of A is said to be in the relation Oρ if a1 6= a2 6= a3 6= a1 and there are
(8) a1 = a
12
0 , a
12
1 , . . . , a
12
m(1) = a2 = a
23
0 , . . . , a
23
m(2) = a3 = a
31
0 , . . . , a
31
m(3) = a1 ,
whih satisfy the following onditions:
• asrn−1ρa
sr
n for all n ∈ {1, . . . , m(s)} and (s+ 1) ≡ r (mod 3);
• asrn /∈ {a1, a2, a3} for all n ∈ {1, . . . , m(s)− 1} and (s+ 1) ≡ r (mod 3).
Proposition 1.4. The relation Oρ is a yli order on A.
Proof. From denition it is obvious that the relation Oρ is yli.
Let us remark that from denition if Oρ(a1, a2, a3), then all elements of a set (8)
(in partiular elements a1, a2 and a3) belong to the same lass of equivalene of
minimal equivalene relation ρˆ whih ontains ρ.
We should verify that all elements asrn , n ∈ {1, . . . , m(s)}, (s+ 1) ≡ r (mod 3)
are dierent.
Suppose that it is not true and there are two dierent sets of indexes suh that
asrn = a
tτ
k , n ∈ {1, . . . , m(s)}, k ∈ {1, . . . , m(t)}, (s + 1) ≡ r (mod 3), (t + 1) ≡ τ
(mod 3).
Let us onsider two sequenes
(b1, . . . , bi) = (a
sr
n , a
sr
n+1, . . . , a
sr
m(s), . . . , a
tτ
0 , a
tτ
1 , . . . , a
tτ
k−1, a
tτ
k ) ,
(c1, . . . , cj) = (a
tτ
k , a
tτ
k+1, . . . , a
tτ
m(t), . . . , a
sr
0 , a
sr
1 , . . . , a
sr
n−1, a
sr
n ) .
Those two sequenes satisfy the following onditions:
• bl−1ρbl for all l ∈ {1, . . . , i};
• cl−1ρcl for all l ∈ {1, . . . , j};
• bi = c1 = cj = b1;
• there exists aˆ ∈ {a1, a2, a3} suh that either aˆ ∈ {b1, . . . , bi} \ {c1, . . . , cj}
or aˆ ∈ {c1, . . . , cj} \ {b1, . . . , bi} sine every element a1, a2, a3 is ontained
exatly one in the sequene (8) by denition.
Let aˆ /∈ {b1, . . . , bi}. By denition the elements b1, . . . , bi generate a yle there-
fore the set {b1, . . . , bi} is a lass of equivalene of the relation ρˆ, see Corollary 1.4.
But it ontradits to the ondition that all elements of the set (8) belong to the
same lass of equivalene of the relation ρˆ.
The ase when aˆ /∈ {c1, . . . , cj} an be onsidered similarly.
Therefore all elements of the set (8) are dierent.
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Let Oρ(a1, a2, a3) and Oρ(a3, a2, a1) hold true simultaneously. Then from deni-
tion there are two sequenes a3 = a
31
0 , a
31
1 , . . . , a
31
m(3) = a1 and a1 = b
31
0 , b
31
1 , . . . , b
31
n(3) =
a3 suh that
• a31i−1ρa
31
i for all i ∈ {1, . . . , m(3)};
• b31j−1ρb
31
j for all j ∈ {1, . . . , n(3)};
• a2 /∈ {a
31
0 , . . . , a
31
m(3), b
31
0 , . . . , b
31
n(3)}.
It is obvious that there is k ∈ {1, . . . , m(3)} suh that a31i /∈ {b
31
0 , . . . , b
31
n(3)} for
i < k but a31k ∈ {b
31
0 , . . . , b
31
n(3)}. Hene a
31
k = b
31
l for some l ∈ {1, . . . , n(3)} and
a31k ρb
31
l+1. It is lear that all elements of the following sequene
a3 = a
31
0 , . . . , a
31
k , b
31
l+1, . . . , b
31
n(3)
are dierent and generate ρ-yle. Further by denition a2 does not belong to that
sequene. Therefore a3 = a
31
0 and a2 belong to dierent lasses of equivalene of
relation ρˆ, see Corollary 1.4.
On the other hand elements a1, a2 and a3 must belong to the unique lass of
equivalene ρˆ, see above.
This ontradition proves the antisymmetry of the relation Oρ.
Let Oρ(a1, a2, a3) and Oρ(a1, a3, a4) for some a1, . . . , a4 ∈ A.
We should remark that the elements a1, . . . , a4 are pairwise dierent. Really, by
denition a1 6= a3 and {a1, a3} ∩ {a2, a4} = ∅. If a2 = a4, then from a yliity of
relation Oρ it follows that Oρ(a3, a1, a2) and Oρ(a4, a1, a3) = Oρ(a2, a1, a3). But it
is impossible sine a relation Oρ is antisymmetri.
Let us onsider a sequene (8). Its elements generate ρ-yle. We will prove
that a4 ∈ {a
31
1 , . . . , a
31
m(3)−1}.
Suppose that a4 ∈ {a
12
1 , . . . , a
12
m(1)−1}. Then a4 = a
12
k , k ∈ {1, . . . , m(1) − 1}.
We onsider the sequenes
(b120 , . . . , b
12
t(1)) = (a1 = a
12
0 , . . . , a
12
k = a4) ;
(b230 , . . . , b
23
t(2)) = (a4 = a
12
k , . . . , a
12
m(1) = a
23
0 , . . . , a
23
m(2) = a3) ;
(b310 , . . . , b
31
t(3)) = (a3 = a
31
0 , . . . , a
31
m(3) = a1) .
Join them into a sequene
a1 = b
12
0 , . . . , b
12
t(1) = a4 = b
23
0 , . . . , b
23
t(2) = a3 = b
31
0 , . . . , b
31
t(3) .
By the onstrution all elements of suh sequene generate ρ-yle therefore it
satises the properties whih are similar to the onditions of the sequene (8).
We get Oρ(a1, a4, a3). Then from a yliity of the relation Oρ it follows that
Oρ(a4, a3, a1). But by the ondition we have Oρ(a1, a3, a4), moreover, we proved
that the relation Oρ is antisymmetri. Thus the relation Oρ(a4, a3, a1) does not
hold true and a4 /∈ {a
12
1 , . . . , a
12
m(1)−1}.
The fat that a4 /∈ {a
23
1 , . . . , a
23
m(2)−1} an be proved similarly.
Therefore a4 ∈ {a
31
1 , . . . , a
31
m(3)−1} and a4 = a
31
s for some s ∈ {1, . . . , m(3)− 1}.
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Let us onsider the sequenes
(c120 , . . . , c
12
τ(1)) = (a1 = a
12
0 , . . . , a
12
m(1) = a2) ;
(c230 , . . . , c
23
τ(2)) = (a2 = a
23
0 , . . . , a
23
m(2) = a
31
0 , . . . , a
31
s = a4) ;
(c310 , . . . , c
31
τ(3)) = (a4 = a
31
s , . . . , a
31
m(3) = a1) .
Let us join them into a sequene
a1 = c
12
0 , . . . , c
12
τ(1) = a2 = c
23
0 , . . . , c
23
τ(2) = a4 = c
31
0 , . . . , c
31
τ(3) .
By onstrution this sequene satises the onditions of denition 1.6. Therefore
the orrelation Oρ(a1, a2, a4) holds true and the relation Oρ is transitive.
Finally, we an onlude that the relation Oρ satises all onditions of denition
of yli order. 
Denition 1.7. Let C and D be yli orders on sets A and B, respetively. Let
ϕ : A→ B be a bijetive map.
A map ϕ is alled a monomorphism of yli order C into a yli order D
if C(a1, a2, a3) ⇒ D(ϕ(a1), ϕ(a2), ϕ(a3)); it is alled an epimorphism C onto D
if D(b1, b2, b3) ⇒ C(ϕ
−1(b1), ϕ
−1(b2), ϕ
−1(b3)); ϕ is an isomorphism C onto D if
C(a1, a2, a3)⇔
D(ϕ(a1), ϕ(a2), ϕ(a3)).
Remark 1.2. It is lear that
1) if ϕ is a monomorphism of yli order C onto D, then ϕ−1 is an epimorphism
of D onto C;
2) an isomorphism of the relations of yli order is a map whih is a monomor-
phism and an epimorphism simultaneously;
3) a relation of isomorphism is a relation of equivalene.
Lemma 1.2. Let C and D be omplete yli orders on the sets A and B, respe-
tively, ϕ : A→ B is a bijetive map.
If ϕ is either monomorphism or an epimorphism, then ϕ is an isomorphism.
Proof. Let ϕ be an epimorphism (in the ase when ϕ is a monomorphism we
onsider a map ϕ−1). Let us hek that ϕ is also a monomorphism.
Let C(a1, a2, a3) for some a1, a2, a3 ∈ A. We dene bi = ϕ(ai) ∈ B, i = 1, 2, 3.
From denition it follows that a1 6= a2 6= a3 6= a1. Then b1 6= b2 6= b3 6= b1.
The yli order D is full therefore there is a permutation σ ∈ S(3) suh that
D(bσ(1), bσ(2), bσ(3)). From an epimorphism of ϕ we an onlude that C(aσ(1), aσ(2), aσ(3)).
Thus σ is even permutation. Now from antisymmetry an yliity of D it follows
that D(b1, b2, b3), see [12℄. Therefore we get D(ϕ(a1), ϕ(a2), ϕ(a3)) and ϕ is a
monomorphism. 
Remark 1.3. Lemma 1.2 holds true for arbitrary sets A and B, i.e. they an be
innite.
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Lemma 1.3. Let O is a relation of omplete yli order on the nite set A. Then
O = OρO ,
where ρO is a onvenient binary relation generated by O and OρO is a relation of
yli order generated by the onvenient relation ρO.
Proof. We should prove that the relation OρO is full.
Let b1, b2, b3 be some pairwise dierent elements of A. From Proposition 1.3
and Corollary 1.4 the minimal relation of equivalene ρˆO whih ontains ρO has
the unique lass of equivalene B = A. Thus we an index all elements of A in
suh way that (3) holds true. From Corollary 1.3 we also get anρa0.
It is obvious that {b1, b2, b3} = {ak1 , ak2, ak3} for some 0 ≤ k1 < k2 < k3 ≤ n
further there is a inversion σ ∈ S(3) suh that aki = bσ(i), i = 1, 2, 3.
Let us onsider the sequenes
(c120 , . . . , c
12
m(1)) = (ak1, ak1+1, . . . , ak2) ;
(c230 , . . . , c
23
m(2)) = (ak2, . . . , ak3) ;
(c310 , . . . , c
31
m(3)) = (ak3, . . . , an, a0, . . . , ak1) .
We an join them into one
ak1 = c
12
0 , . . . , c
12
m(1) = ak2 = c
23
0 , . . . , c
23
m(2) = ak3 = c
31
0 , . . . , c
31
m(3) = ak1 .
By onstrution this sequene satises the onditions of Denition 1.6 thus we get
OρO(ak1, ak2 , ak3). It means that OρO(bσ(1), bσ(2), bσ(3)) and OρO is full.
Suppose that OρO(a1, a2, a3) holds true for some a1, a2, a3 ∈ A. From Deni-
tion 1.6 it follows that there is a sequene
a1 = a
12
0 , . . . , a
12
m(1) = a2 ,
suh that a12i−1ρOa
12
i for all i ∈ {1, . . . , m(1)}. Therefore from denition of the
relation ρO orrelations O(a
12
i−1, a
12
i , a) follow for all a ∈ A \ {a
12
i−1, a
12
i }, i ∈
{1, . . . , m(1)}. In partiular, O(a12i−1, a
12
i , a3), i ∈ {1, . . . , m(1)}. From yliity
of O it follows that the orrelations O(a3, a
12
i−1, a
12
i ), i ∈ {1, . . . , m(1)} hold true.
Starting from the orrelation O(a3, a
12
0 , a
12
1 ) = O(a3, a1, a
12
1 ), using the pre-
vious orrelations and transitivity of O we indutively get that O(a3, a1, a
12
i ),
i ∈ {1, . . . , m(1)}. In partiular, O(a3, a1, a
12
m(1)) = O(a3, a1, a2). From a yliity
of O it follows that O(a1, a2, a3).
Therefore an idential map IdA : A→ A indues an epimorphism of a omplete
yli order O onto a omplete yli order OρO . From Lemma 1.2 it follows
that the map IdA is an isomorphism of the yli orders O and OρO therefore
O = OρO . 
Lemma 1.4. Let ρ be a onvenient relation suh that all elements of a set A,
♯A ≥ 3 generate a yle.
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Suppose that a graph of relation µ on A is obtained from a graph of ρ by throwing
out two pairs (b1, b
′
1) and (b2, b
′
2) (the ases when either b
′
1 = b2 or b
′
2 = b1 are
inluded). Let µˆ be a minimal relation of equivalene whih ontains µ.
Then the relation µ is onvenient, µˆ has exatly two lasses of equivalene B1
and B2 suh that the elements of eah of them generate µ-hain and the elements
b1, b2 ∈ A belong to the dierent lasses of equivalene of µˆ.
Proof. The fat that µ is a onvenient relation is trivial orollary from denition.
The relation µ does not ontain yles. In fat, if the elements of some set
B ⊆ A generate µ-yle, then elements of B generate ρ-yle. From Corollary 1.4
and the ondition of lemma we get B = A. Then from denition of a yle it
follows that there is a ∈ A suh that b1µa, hene b1ρa. But b1ρb
′
1 and b
′
1 6= a
(by ondition of lemma b1 is not in the relation µ with b
′
1). It ontradits to the
Condition 2) of denition 1.2.
Thus every lass of equivalene of the relation µˆ is a hain, see Corollary 1.3,
and it ontains exatly one element whih is in the relation µ with no element of
A.
By ondition of lemma the elements of A generate ρ-yle. From Denition 1.2
it follows that there is the unique a′ ∈ A suh that aρa′ for every a ∈ A. Then
aµa′, if a /∈ {b1, b2} but b1 and b2 are the unique elements of the set A whih are
not in the relation µ with any element of A.
now the statement of lemma elementary follows from what we said before. 
1.3. A loal onnetivity of two dimensional disk in boundary points.
Denition 1.8. [11, 13℄ Let E be a subset of a topologial spae S and x is
some point of S (x does not neessarily belong to E). A set E is alled a loally
onneted in a point x if for every neighborhood U of x there is a neighborhood
U ′ ⊆ U of x suh that any two points whih belong to U ′ ∩ E an be joined by a
onneted set whih belongs to U ∩ E.
Lemma 1.5. Let D2 be a losed two dimensional disk, x ∈ ∂D2 and W an open
neighborhood of point x in a spae D2.
If for some onneted omponents W1 and W2 of a set W ∩ (D
2 \ ∂D2) the
following orrelation holds true x ∈ W 1 ∩W 2, then W1 = W2.
Proof. Obviously, we an assume that D2 is a standard two dimensional disk on
a plane. Let U be a neighborhood of point x in R2 suh that D2 ∩ U = W . It
is known, see [11,13℄, that every Jordan domain on the plane is loally onneted
in all points of its boundary. Therefore there exists a neighborhood U ′ of x suh
that arbitrary two points whih belong to U ′ ∩ (D2 \ ∂D2) an be onneted by
a onneted set that is ontained in U ∩ (D2 \ ∂D2). Therefore all points of the
set U ′ ∩ (D2 \ ∂D2) should belong to the unique onneted omponent of a set
W ∩ (D2 \ ∂D2). 
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2. Criterion of a D-planarity of a tree.
Let T be a tree, V a set of its verties, Vter a set of its terminal verties and
V ∗ ⊆ V a subset of T suh that Vter ⊆ V
∗
. We assume that if ♯V ∗ ≥ 3 then there
is some yli order C dened on V ∗.
Let
D2 = {(x, y) ∈ R2 | x2 + y2 ≤ 1}
be a losed oriented 2dimensional disk.
Denition 2.1. A tree T is alled D-planar if there exists an embedding ϕ : T →
R2 whih satises (2) and if ♯V ∗ ≥ 3 then a yli order ϕ(C) on ϕ(V ∗) oinides
with a yli order whih is generated by the orientation of ∂D2 ∼= S1.
Remark 2.1. A map ϕ|V ∗ : V
∗ → ϕ(V ∗) is bijetive whene a ternary relation
ϕ(C) on ϕ(V ∗) dened by following orrelation
C(v1, v2, v3)⇒ ϕ(C)(ϕ(v1), ϕ(v2), ϕ(v3)) , v1, v2, v3 ∈ V
∗ ,
is a relation of yli order.
Remark 2.2. We an dene a yli order in a natural way on an oriented ir-
le S1: an ordered triple of points x1, x2, x3 ∈ S
1
is ylially ordered if these
points are passed in that order in the proess of moving along a irle in a positive
diretion.
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Figure 1. On the left a tree is D-planar.
Theorem 2.1. If V ∗ ontains just two verties, a tree T is D-planar.
If ♯V ∗ ≥ 3 then a D-planarity of T is equivalent to satisfying the following
ondition:
• for any edge e there are exatly two paths suh that they pass through an
edge e and onnet two adjaent verties of V ∗.
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Proof. If ♯V ∗ = 2, then T is homeomorphi to a segment and a set of its terminal
verties oinides with V ∗ = Vter, see Lemma 1.1. It is obvious that there exists
an embedding ϕ : T → R2 satisfying Denition 2.1 and a tree T is D-planar.
Let ♯V ∗ ≥ 3 and T is D-planar. It means that there is an embedding ϕ : T → R2
whih satises Denition 2.1.
Let e ∈ E(T ) be an edge of T onneting verties w1, w2 ∈ V . We x a point
x ∈ ϕ(e) \ {ϕ(w1), ϕ(w2)}.
A topologial spae T is onedimensional ompat hene its homeomorphi
image ϕ(T ) is onedimensional [1℄. Then x ∈ (R2 \ ϕ(T )). It follows from (2)
that x ∈ IntD2, therefore
x ∈ (R2 \ (ϕ(T ) ∪ ∂D2)) .
By Lemma 1.1 there is a onneted omponent Uj of a set R2 \ (ϕ(T )∪ ∂D2) suh
that a point x belongs to a boundary of it.
Corollary 1.1 states that ∂Uj ∩ ϕ(T ) = ϕ(P (vj, v
′
j)), where ϕ(vj), ϕ(v
′
j) are
adjaent with respet to a yli order of ϕ(V ∗) indued from ∂D2, see Remark 2.2.
Aording to Denition 2.1, it is the same as verties vj and v
′
j are adjaent under
a yli order C on V ∗.
So e ∈ P (vj, v
′
j) and verties vj , v
′
j are adjaent. It means that for any edge of a
D-planar tree T there is at least one path that satises the ondition of theorem.
There exists an open neighborhood W = e \ {w1, w2} of a point ϕ
−1(x) in
T that is homeomorphi to an interval. Using the ompatness of T \ W and
theorem of Shenies [11,13℄ we an nd a neighborhood U of x in R2 \ ∂D2 and a
homeomorphism h : U → IntD2 suh that h(x) = (0, 0), h ◦ ϕ(T ) = h ◦ ϕ(W ) =
(−1, 1)× {0}. Let us designate
U+ = h−1({(x, y) ∈ IntD2 | y > 0}) ,
U− = h−1({(x, y) ∈ IntD2 | y < 0}) .
It is lear that U ⊆ ϕ(T ) ∪ U+ ∪ U−. If for some omponent Uk of R2 \
(ϕ(T )∪ ∂D2) the intersetions U+ ∩Uk and U
− ∩Uk are empty, then x /∈ Uk and
e /∈ P (vk, v
′
k) in terms of Lemma 1.1.
By the onstrution, the sets U+ and U− are onneted and they belong to
R2 \ (ϕ(T )∪ ∂D2). Thus there are two omponents Ui and Uj suh that U+ ∈ Ui,
U− ∈ Uj , x ∈ U i ∩ U j and e ∈ P (vi, v
′
i) ∩ P (vj, v
′
j).
By Corollaries 1.1 and 1.2 for any edge of T there are no more then two paths
suh that they onnet adjaent verties of V ∗.
In order to verify that there are exatly two suh paths it is suient to prove
that Ui 6= Uj.
Suppose that for some omponent Ui of R2 \ (ϕ(T ) ∪ ∂D2) we get U \ ϕ(T ) =
U+ ∪ U− ⊆ Ui. An open onneted subset Ui of R2 is path-onneted [2℄.
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Denote a+0 = (0, 1/2), a
−
0 = (0,−1/2) ∈ IntD
2
, γ0 = {0}×[−1/2, 1/2] ⊆ IntD
2
,
a+ = h−1(a+0 ), a
− = h−1(a−0 ) ∈ U , γ = h
−1(γ0).
It is obvious that the points a+0 and a
−
0 are attainable from domains h(U
+) \ γ0
and h(U−) \ γ0 by a simple ontinuous urve. Therefore the points a
+
and a− are
attainable from the domain Ui \ γ and there is a ut γˆ of Ui \ γ between a
+
and
a− [11, 13℄.
Then µ = γ ∪ γˆ is a simple lose urve suh that µ ∩ ϕ(T ) = {x}, µ \ {x} ⊆ Ui
and h(µ) ⊇ γ0.
By Jordan's theorem µ bounds an open disk G [11, 13℄.
The point x does not belong to the ompat γˆ hene there exists its open
neighborhood Uˆ ⊆ U suh that Uˆ ∩ γˆ = ∅. Sine h maps a neighborhood Uˆ of a
point x into an open neighborhood of origin then there exists an ε ∈ (0, 1/2) suh
that a set
Q0 = {(x, y) ∈ D
2 | x2 + y2 < ε2}
does not interset the set h(γˆ). It follows that
Q0 ∩ h(ϕ(T ) ∪ ∂D
2) = Q0 ∩ h ◦ ϕ(e) = (−ε, ε)× {0} ,
Q0 ∩ h(µ) = Q0 ∩ γ0 = {0} × (−ε, ε) .
Denote Q = h−1(Q0). Evidently, a set Q is an open neighborhood of x.
Open sets
h−1 ({(x, y) ∈ Q0 | x < 0}) and h
−1 ({(x, y) ∈ Q0 | x > 0})
are onneted and do not interset the set µ. Therefore one of them must be
ontained in a disk G, another should belong to an unbounded domain R2 \G.
Sets h−1((−ε, 0)×{0}) and h−1((0, ε)×{0}) belong to the intersetion of these
domains with the image ϕ(e) of e. Hene ϕ(e) ∩ G 6= ∅ and ϕ(e) ∩ R2 \ G 6= ∅
hold true.
A segment ϕ(e) is divided by x on two onneted ars that have no ommon
points with µ = ∂G. Thus one of them should belong to G and the other is
ontained in R2 \G.
Finally, the following statement is true: either ϕ(w1) or ϕ(w2) belongs to G and
the other point is ontained in R2 \G.
Let ϕ(w1) ∈ G, ϕ(w2) ∈ R2 \G.
By the onstrution, urves ∂D2 and µ have no ommon points sine either
G ⊆ IntD2 or IntD2 ⊆ G. But ∅ 6= (γ ∩Q) ⊆ (µ∩Ui) ⊆ (µ∩ IntD2). Therefore
G ⊆ IntD2.
Let us denote by Tˆ a graph with a set of verties V (Tˆ ) = V (T ) = V and a set
of edges E(Tˆ ) = E(T ) \ {e} = E \ {e}.
It is easy to show that the graph Tˆ has two onneted omponents T1 ∋ w1 and
T2 ∋ w2. The images of them do not interset with the urve µ, therefore a set
ϕ(T1) together with the point ϕ(w1) belongs to G ⊆ IntD
2
and ϕ(T2) ⊆ R2 \G.
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By relation ϕ(w1) ∈ G ⊆ IntD
2
and Condition (2), the vertex w1 has degree at
least 2. Therefore it is adjaent to at least one edge of T exept e that is an edge
of T1. It means that a tree T1 is non degenerated.
Sine degrees of all other verties of T1 in T are the same as degrees in T1
then Vter(T1) ⊆ Vter(T ) ∪ {w1}. As we know ♯Vter(T1) ≥ 2 whene there is w ∈
Vter(T1) ∩ Vter(T ).
By the onstrution ϕ(w) ∈ G ⊆ IntD2.
On the other hand it follows from (1) and (2) that ϕ(w) ∈ ϕ(V ∗) ⊆ ∂D2.
We have the ontradition with the assumption that U \ ϕ(T ) ⊆ Ui for some i.
So, there are exatly two omponents Ui 6= Uj of a ompliment R2\(ϕ(T )∪∂D2)
suh that the point x ∈ ϕ(e) \ {ϕ(w1), ϕ(w2)} whih is ontained in the image of
an edge e of T is a boundary point of. Consequently, by Corollaries 1.1 and 1.2
there are exatly two paths suh that they pass through an arbitrary edge of T
and onnet the adjaent verties of V ∗.
Let ♯V ∗ ≥ 3 and for any e ∈ E(T ) of T there are exatly two paths suh that
they pass through this edge and onnet adjaent verties of V ∗.
We should prove that the tree T is D-planar.
At rst we onsider a relation C that is a full yli order on a set V ∗. It
generates a onvenient relation ρC on V
∗
, see Denition 1.5. Let us examine a set
of the direted paths
P = {P (v, v′) | v′ρCv}
in T .
By Denitions 1.1 and 1.5 two verties v, v′ ∈ V ∗ are adjaent with respet
to a yli order C i either vρCv
′
or v′ρCv is true. These orrelations an not
hold true simultaneously, sine a pair of verties v, v′ would generate a ρC-yle,
see Denition 1.3, and this ontradits to Proposition 1.3 and Corollary 1.4 sine
♯V ∗ ≥ 3.
It follows from the disussion above that for every edge e of T there are exatly
two paths of the set P passing through e.
Let us onsider a binary relation ρ on the set V∗ whih is dened by a orrelation
(9) vρv′ ⇔ P (v, v′) ∈ P .
Evidently, relation ρ is dual to the relation ρC ( v1ρv2 ⇔ v2ρCv1). Therefore
by Denition 1.2, ρ is the onvenient relation on V ∗. So, a minimal relation of
equivalene ρˆ on V ∗ ontaining ρ oinides with a minimal relation of equivalene
ρˆC on V
∗
ontaining ρC . Thus the elements of the set V
∗
generate a ρ-yle, see
Proposition 1.3 and Corollary 1.3.
Let e be an edge of the tree T . We should prove that those two direted paths
of the set P that ontain e pass through e in opposite diretions.
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Let us onsider a binary relation µe on V
∗
that is dened as follows
vµev
′ ⇔ P (v, v′) ∈ P i e /∈ P (v, v′) .
It is easy to see that a diagram of the relation µe an be obtained from a diagram
of ρ by removing two pairs of verties of V ∗ orresponding to paths of P whih
pass through e. Let (v1, v
′
1) and (v2, v
′
2) be suh pairs. Therefore the relation µe
satises the onditions of Lemma 1.4.
By this Lemma a minimal relation of equivalene µˆe ontaining µe has two
lasses of equivalene B1, B2 and v1 ∈ B1, v2 ∈ B2.
Let w, w′ ∈ V be the ends of e. Let us onsider a subgraph T ′ of the tree T
suh that V (T ′) = V (T ) and E(T ′) = E(T ) \ {e}. It is lear that the verties w
and w′ belong to dierent onneted omponents of a graph T ′ (if there exists a
path P in T ′ suh that it onnets them then these verties an be onneted by
two dierent paths P and P ′ = {e} in the tree T ). We denote these omponents
by Tw and Tw′.
Suppose that for verties v, v′ ∈ V there is an direted path P (v, v′) passing
through e. Let it rst passes through the vertex w and then though w′. Then
paths P (v, w) and P (w′, v′) belong to T ′, so v ∈ Tw, v
′ ∈ Tw′. In ase when the
path P (v, v′) rst passes through w′ and then through w we have v′ ∈ Tw and
v ∈ Tw′.
It is easy to see that every lass of equivalene of the relation µˆe belongs to the
unique onneted omponent of the set T ′. By the onstrution dierent lasses
of equivalene have to belong to the dierent omponents of T ′.
So, we onlude that either B1 ⊆ Tw and B2 ⊆ Tw′ or B1 ⊆ Tw′ and B2 ⊆ Tw.
Suppose that rst pair of inequalities holds true.
If the direted paths P (v1, v
′
1) and P (v2, v
′
2) pass through e in the same diretion,
then P (v1, w) ∪ P (v2, w) ⊆ Tw and v2 ∈ Tw. By the onstrution Tw ∩ V
∗ = B1
thus v2 ∈ B1. But it is a ontradition to Lemma 1.4. So, the paths P (v1, v
′
1) and
P (v2, v
′
2) pass through e in the opposite diretions.
The ase B1 ⊆ Tw′, B2 ⊆ Tw is onsidered similarly.
Let us onstrut an embedding of T into oriented disk D2.
Let D2 be an oriented disk (losed disk with a xed orientation on the bound-
ary), I = [0, 1] an direted segment and ψ : I → D2 an embedding suh that
ψ(I) ⊆ ∂D2. The diretion of a segment is said to be oordinated with the orien-
tation of disk if a diretion of passing along the simple ontinuous urve ψ(I) from
the origin ψ(0) to the end ψ(1) oinides with given orientation of the boundary
∂D2.
Every direted path in T is topologially a losed segment thus for direted
path P (v, v′) with the origin v and the end v′ there exists an embedding ΦP (v,v′) :
P (v, v′) → D2 suh that ΦP (v,v′)(P (v, v
′)) ⊆ ∂D2 and a diretion of P (v, v′) is
oordinated with the orientation of D2.
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We x a disjoint union of losed oriented disks
⊔
P∈P DP and a set of the em-
beddings
ΦP (v,v′) : P (v, v
′)→ DP (v,v′) ,(10)
ΦP (v,v′)(P (v, v
′)) ⊆ ∂DP (v,v′) , P (v, v
′) ∈ P ,
suh that the diretions of paths P (v, v′) ∈ P are oordinated with the orientations
of orresponding disks.
Let us onsider a spae
D˜ = T ⊔
⊔
P∈P
DP .
All maps ΦP , P ∈ P are injetive therefore a family of sets
Fx =


{x}
⋃
P∈P :x∈P
ΦP (x) , x ∈ T ,
{x} , x ∈
⋃
P∈P
DP \ ΦP (P ) .
generates a partition f of the spae D˜.
We onsider a fator-spae D of D˜ over partition f and a projetion map
pr : D˜ → D .
Let us prove that D is homeomorphi to a disk, the orientations of disks DP ,
P ∈ P give some orientation on D and a map
ϕ = pr |T
: T → D
onforms to the onditions of Denition 2.1.
At rst we investigate some properties of the spae D and the projetion pr.
2.1. The mapping pr is losed.
Reall that a set is alled saturated over partition f if it onsists of entire elements
of that partition.
Topology of spae D is a fator-topology (a set A is losed in D i its full
preimage pr−1(A) is losed in D˜). For proof of losure of a projetion map pr it is
suient to hek that for any losed subset K of the spae D˜ minimal saturated
set K˜ = pr−1(pr(K)) ontaining K is also losed.
From the denition of partition f it follows that
K = (K ∩ T ) ⊔
⊔
P∈P
(K ∩DP ) ,
K˜ = (K ∩ T ) ⊔
⊔
P∈P
((K ∩DP ) ∪ ΦP (K ∩ P )) .(11)
Sets T , P , DP , P ∈ P are ompats and all maps ΦP are homeomorphisms onto
their images. Thus all sets K ∩ T , K ∩ DP , ΦP (K ∩ P ), P ∈ P, are ompats.
The graph T is nite hene ♯P < ∞ and the union on the right of (11) is nite.
The set K˜ is a ompat, so it is losed.
We remark that we inidentally veried that the spae D˜ is ompat.
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2.2. The spae D is a ompatum.
D is the ompat spae as a fator-spae of ompat spae D˜. Compatum D˜
is the normal topologial spae and a fator-spae of a normal spae over losed
partition is a normal spae, see [4℄. Thus D is a normal spae, in partiularly, D
is Hausdor spae. Therefore D is ompatum.
2.3. Map ϕ = pr |T
: T → D is the embedding.
By denition, Fx ∩ T = {x} for every x ∈ T , hene ϕ is an injetive map. The
spae T is ompat and the spae D is Hausdor thus ϕ is homeomorphism onto
its image, see [4℄.
2.4. For every P ∈ P a map pr
∣∣
DP
: DP → D is an embedding.
By denition, for x ∈ DP we get
(12) DP ∩ Fx =
{
ΦP (Φ
−1
P (x)) , x ∈ ΦP (P ) ,
{x} , x ∈ DP \ ΦP (P ) .
The map ΦP is injetive hene ΦP (Φ
−1
P (x)) = {x}, x ∈ ΦP (P ). Finally, Fx∩DP =
{x} for every x ∈ DP and a ontinuous map pr
∣∣
DP
is injetive. Thus it is a
homeomorphism of ompat DP onto its image.
2.5. For every P ∈ P a set pr(DP \ ΦP (P )) is open in D and has no ommon
points with a set pr(D˜ \ (DP \ ΦP (P ))).
Let P ∈ P. The set DP is open-losed in the spae D˜, hene an open set
DP \ΦP (P ) in DP is also open in D˜. This set is saturated by denition. Therefore
DP \ ΦP (P ) = pr
−1(pr(DP \ ΦP (P ))) and a set pr(DP \ ΦP (P )) is open in the
fator-spae D.
It follows from the disussion above that a set D˜\(DP \ΦP (P )) is also saturated
and it has no ommon points with DP \ ΦP (P ). Thus
pr(DP \ ΦP (P )) ∩ pr(D˜ \ (DP \ ΦP (P ))) = ∅ .
2.6. Let e ∈ E be any edge of the tree T , points w1, w2 be the ends of e and P
′
,
P ′′ ∈ P be paths in P that pass through e. We designate e0 = e \ {w1, w2},
D0P ′ = DP ′ \ ∂DP ′ ⊆
⋃
p∈P
DP \ ΦP (P ) ,
D0P ′′ = DP ′′ \ ∂DP ′′ ⊆
⋃
p∈P
DP \ ΦP (P ) ,
U˜ = (D0P ′ ∪ ΦP ′(e
0)) ⊔ (D0P ′′ ∪ ΦP ′′(e
0)) ⊔ e0 ,
U = pr(U˜) .
U is the open neighborhood of a set pr(e0) in the spae D, it is homeomorphi to
open disk and is divided by a set pr(e0) onto two onneted omponents pr(D0P ′)
and pr(D0P ′′).
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To prove this we should remark that sets e0, D0P ′ and D
0
P ′′ are open in D˜. By
denition of partition f for every x ∈ e0 we get Fx = {x,ΦP ′(x),ΦP ′′(x)} sine the
set U˜ is saturated.
The set U˜ is open in D˜. Really, in the rst plae e0 is an open subset of
T , seondly, ΦP ′(e
0) is an open subset of losed subspae ΦP ′(P
′) of spae DP ′,
therefore, ΦP ′(P
′)\ΦP ′(e
0) is a losed subset DP ′. Let us remark that ars ΦP ′(P
′)
and ∂DP ′ \ΦP ′(P
′) have ΦP ′- images of endpoints of the path P
′
as ommon ends,
thus ∂DP ′ \ ΦP ′(P ′) ∩ ΦP ′(e
0) = ∅ and following onditions hold true
∂DP ′ \ ΦP ′(e
0) = (∂DP ′ \ ΦP ′(P
′)) ∪ (ΦP ′(P
′)) \ ΦP ′(e
0)) =
= (∂DP ′ \ ΦP ′(P ′)) ∪ (ΦP ′(P
′)) \ ΦP ′(e
0)) .
So, a set ∂DP ′ \ ΦP ′(e
0) is losed in DP ′ and a set D
0
P ′ ∪ΦP ′(e
0) = DP ′ \ (∂DP ′ \
ΦP ′(e
0)) is open in DP ′. Similarly, a set D
0
P ′′ ∪ ΦP ′′(e
0) is open in DP ′′. Sets T ,
DP ′ and DP ′′ are open-losed in spae D˜. Thus the set U˜ is open in D˜.
Finally, the set U = pr(U˜) is open in D. This set is a result of gluing
U ∼= (D0P ′′ ∪ ΦP ′′(e
0)) ∪α (D
0
P ′ ∪ ΦP ′(e
0)) ,
α = ΦP ′′ ◦ Φ
−1
P ′ : ΦP ′(e
0)→ ΦP ′′(e
0) .
A map α is a omposition of homeomorphisms. Therefore U is homeomorphi
to open disk and is divided by pr(e0) onto two onneted omponents pr(D0P ′) and
pr(D0P ′′).
2.7. For any P1, . . . , Pn ∈ P a boundary FrDn of a set Dn = pr(
⋃n
i=1DPi) in the
spae D belongs to pr(
⋃n
i=1 Pi) = pr(T ) ∩Dn.
It follows from property 2.5 that Fr pr(DPi) ⊆ pr(ΦPi(Pi)) = pr(Pi) for any
i ∈ {1, . . . , n}. Hene
FrDn ⊆
n⋃
i=1
Fr pr(DPi) ⊆
n⋃
i=1
pr(Pi) = pr
( n⋃
i=1
Pi
)
.
2.8. Let P1, . . . , Pn ∈ P, D˜n =
⋃n
i=1DPi, Dn = pr(D˜n). Let e be an edge of T
suh that pr(e0) ∩Dn 6= ∅, where e0 is an edge e without ends.
A set pr(e0) belongs to IntDn i at least one point y ∈ pr(e
0) has a neighborhood
in Dn whih is homeomorphi to open disk. Otherwise, a set pr(e
0) belongs to
FrDn.
If pr(e0) ⊆ IntDn then a set pr(e
0) has a neighborhood in Dn whih is homeo-
morphi to open disk and both paths P ′, P ′′ ∈ P passing through e belong to a
set {P1, . . . , Pn}.
If pr(e0) ⊆ FrDn, then exatly one of them belongs to {P1, . . . , Pn}.
Suppose that paths P ′, P ′′ ∈ P pass through the edge e. By the denition
pr(e0) ⊆ Dn∩pr(T ) = pr(
⋃n
i=1 Pi), so at least one of them belongs to {P1, . . . , Pn}.
We onsider two possibilities.
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We assume that P ′ = Pk, P
′′ = Ps, k, s ∈ {1, . . . , n}. Then a set
U = pr((D0P ′ ∪ ΦP ′(e
0)) ∪ (D0P ′′ ∪ ΦP ′′(e
0)) ∪ e0) ⊆ Dn
is an open neighborhood of pr(e0) that is homeomorphi to an open disk, see 2.6.
Let P ′ ∈ {P1, . . . , Pn}, P
′′ /∈ {P1, . . . , Pn}. In this ase U = U
′ ∪ U ′′ ∪ e0,
U ′ = pr(D0P ′) ⊆ Dn but a set U
′′ = pr(D0P ′′) has no ommon points with Dn,
therefore pr(e0) ⊆ FrDn.
Suppose that for some y ∈ pr(e0) in Dn there exists an neighborhood Wy ∈ Dn
homeomorphi to open two dimensional disk. By using theorem of Shenies [11,13℄
we an nd a small neighborhood Wˆy of y in Dn suh that it is homeomorphi to
an open disk and satises following onditions:
• A set Wˆy in the spae Dn is homeomorphi to a losed disk and is separated
from ompats pr(T \ e0) and D \ U .
• Wˆy intersets pr(e
0) by a onneted segment that is a ut of the disk Wˆy.
Then the set pr(e0) divides Wˆy onto two onneted omponents W1 ∪W2 = Wˆy \
pr(e0), W1 ∩W2 = ∅ suh that W 1 ∩W 2 ∋ y.
By the onstrution Wˆy ⊆ U∩Dn andW1,W2 ⊆ (U∩Dn)\pr(T ). Let us remind
that P ′ ∈ {P1, . . . , Pn}, thus pr(DP ′) = D
′ ⊆ Dn. Similarly, P
′′ /∈ {P1, . . . , Pn}
hene pr(D0P ′′) ∩ Dn = ∅, see property 2.5. Therefore U ∩ Dn = U
′ ∪ pr(e0),
where U ′ = pr(D0P ′), see property 2.6, and U ∩Dn ∩ pr(T ) = pr(e
0) ⊆ ∂D′, where
D′ = pr(DP ′).
Thus y ∈ ∂D′ and the set Wˆy is the open neighborhood of y in losed disk D
′
and Wˆy ∩ (D
′ \ ∂D′) = W1 ∪W2, y ∈ W 1 ∩W 2. By Lemma 1.5 we an onlude
that W1 = W2 but it ontradits to the assumption that W1 ∩W2 = ∅.
So, if {P ′, P ′′} * {P1, . . . , Pn}, then there is no y ∈ pr(e0) that has an open
neighborhood in Dn, whih is homeomorphi to open disk.
2.9. Let P1, . . . , Pn ∈ P. Let us desribe a struture of boundary FrDn of Dn =
pr(
⋃n
i=1DPi) in D.
Denote by En ⊆ E a set of all edges of the tree T suh that exatly one of two
paths P ′, P ′′ ∈ P passing through e ∈ En belongs to {P1, . . . , Pn}. As we know,
see Condition 2.8, pr(En) ⊆ FrDn and if for some edge e ∈ E we get e /∈ En, then
FrDn ∩ pr(e) ⊆ {v
′, v′′}, where v′, v′′ ∈ V are ends of e.
Similarly, denote by Vn ⊆ V a set of all verties of T suh that for a vertex v ∈ Vn
the following ondition satises: pr(v) ∈ Dn and all edges that are adjaent to v
belong to E\En. It is easy to show that the set Vn is disreet and pr(En)∩pr(Vn) =
∅.
From the disussion above and Condition 2.7 it follows that
(13) pr(En) ⊆ Fr (Dn) ⊆ (pr(En) ∪ pr(Vn)) .
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2.10. Let P1, . . . , Pn ∈ P. A set Dn = pr(
⋃n
i=1DPi) is onneted i then
⋃n
i=1 Pi
is a onneted subgraph of the tree T .
Let
⋃n
i=1 Pi = T
′
is a onneted subgraph of T . ThenDn = pr(T
′)∪
⋃n
i=1 pr(DPi),
all sets pr(T ′), pr(DPi), i ∈ {1, . . . , n} are onneted and pr(T
′) ∩ pr(DPi) 6= ∅,
i ∈ {1, . . . , n}. Hene the set Dn is onneted.
Next, let
⋃n
i=1DPi = T
′ ∪ T ′′, T ′ ∩ T ′′ = ∅ and sets T ′, T ′′ are nonempty and
losed. Every set Pi, i ∈ {1, . . . , n} is onneted, therefore, either Pi ∈ T
′
or
Pi ∈ T
′′
. Without loss of generality we an hange indexing of the elements of
{P1, . . . , Pn} in suh way that for some s ∈ {1, . . . , n−1} the following onditions
are satised
T ′ =
s⋃
i=1
Pi , T
′′ =
n⋃
i=s+1
Pi .
Every set
D˜′ = T ′ ∪
s⋃
i=1
DPi , D˜
′′ = T ′′
n⋃
i=s+1
DPi ,
is losed, whene sets D′ = pr(D˜′) iD′′ = pr(D˜′′) are losed, see Condition 2.1. By
the onstrution D˜′∩D˜′′ = ∅. Let y ∈ D′∩D′′. A map pr is injetive by denition
on the set pr−1(D\pr(T )) and sets D˜′ and D˜′′ do not interset on pr−1(D\pr(T )),
thus y ∈ pr(T ). Hene y ∈ pr(T ∩ D˜′) ∩ pr(T ∩ D˜′′) = pr(T ′) ∩ pr(T ′′). But as we
know, see Condition 2.3, the map ϕ = pr |T
is bijetive, therefore pr(T ′)∩pr(T ′′) =
pr(T ′ ∩ T ′′) = ∅. We get a ontradition, thus D′ ∩D′′ = ∅.
Hene Dn = D
′ ⊔ D′′ an sets D′, D′′ are losed and nonempty. Therefore the
set Dn is not onneted.
Finally let us prove a D-planarity of the tree T .
Let for some n, 1 ≤ n < ♯P direted paths P1 = P (v1, v
′
1), . . . , Pn = P (vn, v
′
n) ∈
P are xed and D˜n =
⋃n
i=1DPi, Dn = pr(D˜n).
For every i ∈ {1, . . . , n} we denote by γ˜i an direted ar of ∂DPi from point
ΦPi(v
′
i) to ΦPi(vi) whih has no other ommon points with an ar ΦPi(Pi).
Suppose that the objets under onsideration omply with following onditions.
(i) A spae Dn is homeomorphi to a lose two-dimensional disk.
(ii) There exists at least one edge e ∈
⋃n
i=1 Pi suh that its image pr(e) is
ontained in a boundary irle ∂Dn of Dn.
(iii) A disk Dn is oriented in the following way: for every i ∈ {1, . . . , n} and
every edge e ∈ Pi suh that pr(e) belongs to ∂Dn an orientation of e
generated by the diretion of Pi = P (vi, v
′
i) maps by pr onto an orientation
of Dn.
(iv) For every i ∈ {1, . . . , n} an ar γi = pr(γ˜i) onnets a point pr(v
′
i) with a
point pr(vi) and has no other ommon points with a set pr(T ) and orien-
tation of this ar is onsistent with the orientation of Dn.
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We should remark that for n = 1 and any path P = P1 ∈ P if we take an
orientation on D1 = pr(Dp) indued from DP by using pr, then Conditions (i)
(iv) always hold true. By the onstrution, Conditions (iii) and (iv) are true , (i)
follows from Condition 2.4, (ii) follows from Condition 2.8.
We also remark that it follows from Condition 2.8 that an edge e ∈
⋃n
i=1 Pi
belongs to ∂Dn of Dn i e ∈ En. Thus Condition (iii) is well-posed. As well all
boundary points of Dn in the spae D possibly exept a nite number of isolated
points from the set pr(Vn) belong to ∂Dn.
Let an edge e ∈
⋃n
i=1 Pi satises Condition (ii). Then e ∈ En and there is the
unique path Pn+1 = P (vn+1, v
′
n+1) ∈ P \ {P1, . . . , Pn} suh that it passes through
the edge e. Let e ∈ Pl, where Pl ∈ {P1, . . . , Pn} is the seond path among two
paths from the set P whih passes through the edge e.
Let us onsider a disk DPn+1 and its image D
′ = pr(DPn+1). By Condition 2.4
it is also the losed disk. Let Γ = Dn ∩D
′
. It is obvious that Γ is losed.
By Condition 2.5 a set pr(DPn+1 \ ΦPn+1(Pn+1)) is open in D and does not
interset Dn. It follows from Condition 2.4 that
pr(DPn+1 \ ΦPn+1(Pn+1)) = pr(DPn+1) \ pr ◦ΦPn+1(Pn+1) = D
′ \ pr(Pn+1) ,
pr(ΦPn+1(Pn+1)) = pr(Pn+1) ⊆ (D
′ \ pr(Pn+1)) .
Therefore
Γ = FrDn ∩ FrD
′ ⊆ pr(Pn+1) .
Let us apply Condition 2.9 to Dn and D
′
. By (13) the set Γ onsists of images
of edges whih belong to the path Pn+1 and possibly from a number of images of
verties of a tree T .
Let us hek that the set Γ is onneted.
If it is not the ase it follows from what we said above that there are two
verties w1, w2 ∈ V , w1 6= w2 of T suh that they belong to the path Pn+1 and a
projetion of a path P (w1, w2) ⊆ Pn+1 whih onnets them in T intersets Γ by
a set {pr(w1), pr(w2)}. Then pr(P (w1, w2)) ∩Dn = {w1, w2}.
On the other hand, the set Dn is onneted thus T
′ =
⋃n
i=1 Pi is a onneted
subgraph of T , see Condition 2.10. From Condition 2.7 it follows that w1, w2 ∈
V (T ′), therefore there is a path P ′(w1, w2) onneting them in T
′
. This path has to
onnet w1 with w2 in T . But pr(P
′(w1, w2)) ⊆ Dn hene P
′(w1, w2) 6= P (w1, w2).
So, verties w1 and w2 of T an be onneted in T by two dierent paths whih is
impossible in the tree T .
This ontradition proves that Γ is onneted.
It follows from the onnetedness of Γ and from the inlusion pr(e) ⊆ Γ∩pr(En)
that Γ ⊆ pr(En). Thus
Γ ⊆ ∂Dn ∩ ∂D
′ ,
where ∂D′ = pr(∂DPn+1) is a boundary irle of the disk D
′
.
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By the disussion above and from Γ ⊆ pr(Pn+1) it is easy to understand that
Γ = pr(P (v, v′))
for some v, v′ ∈ V ∩ Pn+1, v 6= v
′
.
It is obvious that P (v, v′) is homeomorphi to a losed segment. From the
Conditions 2.3 and 2.4 it follows that it is embedded into a boundary irles ∂Dn
and ∂D′ by means of maps
ψn = pr
∣∣
P (v,v′)
: P (v, v′)→ Dn ,
ψ′ = pr ◦ΦPn+1 : P (v, v
′)→ D′ .
Therefore, a set
Dn+1 = Dn ∪D
′ ∼= Dn ∪ψ D
′ , ψ = ψn ◦ (ψ
′)−1 ,
is a result of a gluing of losed disks Dn and D
′
by a segment that is embedded into
the boundary irles of these disks. Consequently the set Dn+1 is homeomorphi
to a losed disk.
Let us denote D˜n+1 =
⋃n+1
i=1 DPi. It is lear that
Dn+1 = pr
( n⋃
i=1
DPi
)
∪ pr(DPn+1) = pr
(n+1⋃
i=1
DPi
)
= pr(D˜n+1) .
Hene the spae Dn+1 onstruted aording to the set {P1, . . . , Pn+1} satises
Condition (i).
Disks Dn and D
′
are oriented. The orientation of D′ is generated by an orien-
tation of DPn+1 by means of the map pr.
By Condition (iii) applied to Dn and D
′
we get two orientations on e. One of
them is indued from an orientation of Pl ⊇ e and is oordinated with orientation of
Dn. Another is generated by diretion of Pn+1 and is onsistent with an orientation
of D′.
As we said above the direted paths Pl, Pn+1 ∈ P ontaining an edge e have to
pass through e in the opposite diretions. Therefore the orientations indued on Γ
fromDn and D
′
are opposite. Hene the orientations of Dn and D
′
are oordinated
and generate an orientation of Dn+1. It omplies with the following ondition
• for any simple ar α : I → ∂Dn ∩ ∂Dn+1 an orientation of α is onsistent
with orientation ofDn+1 i an orientation α is oordinated with orientation
of Dn;
• for any simple ar β : I → ∂D′ ∩ ∂Dn+1 an orientation of β is onsistent
with an orientation of Dn+1 i it is oordinated with an orientation a disk
D′.
Disks Dn and D
′
satisfy Conditions (iii) and (iv). So, aording to what has
being said Dn+1 also satises Conditions (iii) and (iv).
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Suppose that the set Dn+1 does not satisfy Condition (ii). Then En+1 = ∅,
see Condition 2.9 and Remark (iii), and ∂Dn+1 ∩ pr(T ) ⊆ pr(V ). Thus a set
∂Dn+1 ∩ pr(T ) is nite.
The following orrelations are impliated from Condition 2.5
∂Dn+1 \ pr(T ) ⊆ pr
(n+1⋃
i=1
(DPi \ ΦPi(Pi))
)
=
n+1⋃
i=1
pr(DPi \ ΦPi(Pi)) .
From Condition 2.4 it follows that for every i ∈ {1, . . . , n+1} a set pr(DPi\∂DPi) ⊆
Dn+1 is homeomorphi to an open disk. Hene
n+1⋃
i=1
pr(DPi \ ∂DPi) ⊆ Dn+1 \ ∂Dn+1 .
From this orrelation it follows, see Condition (iv), that
∂Dn+1 \ pr(T ) ⊆
[
n+1⋃
i=1
(
pr(DPi \ ∂DPi) ∪ pr(∂DPi \ ΦPi(Pi))
)]
∩ ∂Dn+1 =
=
n+1⋃
i=1
pr(∂DPi \ ΦPi(Pi)) ⊆
n+1⋃
i=1
pr(γ˜i) =
n+1⋃
i=1
γi .
A set
⋃n+1
i=1 γi is losed in D hene it is also losed in ∂Dn+1. Therefore, a set
∂Dn+1 \
⋃n+1
i=1 γi have to be an open subset of a spae ∂Dn+1. But
∂Dn+1 \
n+1⋃
i=1
γi ⊆ ∂Dn+1 ∩ pr(T ) ⊆ pr(V )
and this set is nite. Consequently,
∂Dn+1 =
n+1⋃
i=1
γi .
From Condition (iv) it easily follows that open ars γi \ {pr(vi), pr(v
′
i)}, i ∈
{1, . . . , n+1} are pairwise disjoint. Therefore every point of a set ∂Dn+1∩pr(T ) =⋃n+1
i=1 {pr(vi), pr(v
′
i)} is a ommon boundary point of exatly two ars of the family
{γi}
n+1
i=1 .
It follows from the hoie of an orientation of ars γi, i ∈ {1, . . . , n+ 1} that if
for some s, r ∈ {1, . . . , n + 1} either vs = vr or v
′
s = v
′
r is true, then s = r. Thus
for every i ∈ {1, . . . , n + 1} there is the unique j(i) ∈ {1, . . . , n + 1}, suh that
vi = v
′
j and if r 6= s then j(r) 6= j(s) . We also remark that by the onstrution
n ≥ 1, thus n+ 1 ≥ 2 and j(i) 6= i, i ∈ {1, . . . , n+ 1}.
Therefore, on the set {1, . . . , n+1} there is a transposition σ without x points
suh that vi = v
′
σ(i), i ∈ {1, . . . , n + 1}. Let σ = c1 · · · ck be a deomposition of
σ into independent yles. Let c1 = (i1 . . . im). Then vi1 = v
′
i2
, . . . vim−1 = v
′
im
,
vim = v
′
i1
.
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From the denition of the set P we get v′iρCvi, i ∈ {1, . . . , n + 1}, sine Pi =
P (vi, v
′
i) ∈ P. So, it is true that
vi1ρCvi2 , . . . , vim−1ρCvim , vimρCvi1 ,
thus verties of the set M1 = {vi1 , . . . , vim} generate a ρC-yle, see Denition 1.3.
From Corollary 1.4 it is follows that the setM1 is a lass of equivalene of a minimal
equivalene relation ρˆC whih ontains the relation ρC . By Proposition 1.3 and
Corollary 1.4 the relation ρˆC has the unique lass of equivalene V
∗
. Hene
M1 = V
∗
, σ = c1, n+ 1 = ♯V
∗ = ♯P and Dn+1 = D.
From what was said above it follows that for n+1 < ♯P the disk Dn+1 satises
Condition (ii). Thus, for n + 1 < ♯P the disk Dn+1 satises (i)(iv), but for
n+ 1 = ♯P it omplies with onditions (i) and (iv).
Finally, starting from any path P = P1 = P (v1, v
′
1) ∈ P, we an sort out
elements of a set
P = {P1 = P (v1, v
′
1), . . . , PN = P (vN , v
′
N)}
in a nite number of steps so that for every set
Dn = pr
( n⋃
i=1
DPi
)
, n ∈ {1, . . . , N − 1} ,
the onditions (i)(iv) are true and for the set
DN = pr
( N⋃
i=1
DPi
)
= pr
(⋃
P∈P
DP
)
= pr(D˜) = D
onditions (i) i (iv) are also true.
Thus DN = D is losed oriented two-dimensional disk, ϕ = pr |T
: T → D is an
embedding, see Condition 2.3.
For every edge e ∈ E both paths of P passing through this edge belong to a set
{P1, . . . , PN}, thus EN = ∅ and ∂D =
⋃N
i=1 γi with open ars γi \ {pr(vi), pr(v
′
i)}
are pairwise disjoint. It is lear that
ϕ(T ) ∩ ∂D =
N⋃
i=1
{pr(vi), pr(v
′
i)} =
⋃
P (v,v′)∈P
{pr(v), pr(v′)} = V ∗ .
An orientation of D generates some yli order O on the set pr(V ∗) . A map
ϕ0 = ϕ|V ∗
: V ∗ → pr(V ∗) is bijetive, therefore, a map ϕ−10 generates on the
set V ∗ some yli order C ′ whih is an isomorphi image of a yli order O
(C ′(v1, v2, v3)⇔ O(pr(v1), pr(v2), pr(v3))).
We indue a onvenient relation ρC′ on V
∗
, see Denition 1.5. From Con-
dition (iv) it follows that for every i ∈ {1, . . . , N} we have v′iρC′vi. On the
other hand, by denition of the set P it follows that v′ρCv i P (v, v
′) ∈ P. But
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P = {P1, . . . , PN}, hene if P (v, v
′) ∈ P, then P (v, v′) = Pi = P (vi, v
′
i) for some
i ∈ {1, . . . , N}. Therefore the following onditions hold true
v′ρCv ⇒ v
′ρC′v , v, v
′ ∈ V ∗ ,
and the relation ρC′ ontains ρC .
With the help of onvenient relations ρC and ρC′ we an indue on V
∗
the
relations of yli orders CρC and CρC′ , respetively, see Denition 1.6 and Propo-
sition 1.4. From Denition 1.6 it is easily follows that if ρC′ ontains ρC then Cρ
C′
ontains CρC . In other words, an idential map IdV ∗ is monomorphism of yli
order CρC onto CρC′ , see Denition 1.7. From Lemma 1.3 it follows that CρC = C
and Cρ
C′
= C ′, hene the map IdV ∗ is monomorphism of the yli order C onto
C ′. Lemma 1.2 implies that the map IdV ∗ is an isomorphism of yli order C
onto C ′.
By the onstrution a map ϕ−10 is an isomorphism of yli order O onto C
′
thus ϕ0 is an isomorphism of yli order C = C
′
onto a yli order O whih is
indued onto ϕ(V ∗) from an oriented irle ∂D.
Finally, the map ϕ satises all onditions of Denition 2.1 and a tree T is
D-planar.

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