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 Network science is an interdisciplinary field drawing on computational and mathematical 
tools from mathematics, computer science, and physics. Network Science utilizes networks to examine 
real world complex systems.  Within the network models nodes represent individual entities and links 
represent relationships between entities.  A key finding of network science is that the underlying structure 
of a system will influence how that system functions.  A network model of the phonological lexicon was 
created by Vitevitch (2008) using nodes to represent words and links to represent phonological similarity.  
The present work explores the influence of closeness centrality (a network measure of the average 
distance between a node and all other nodes in a network) on lexical processing.  A word with a high 
closeness centrality value, such as CAN, will be centrally located and close to many other words in the 
lexicon.  A word with a low closeness centrality value, such as CURE, will be located in a remote, sparse 
area of the lexicon and will be far from many other words in the lexicon.  Three experiments were 
performed.  Experiment 1 used a lexical search task in which participants were to turn one word into 
another by changing one sound at a time in the word. Participants were more successful at completing the 
task when it began at a word with low closeness centrality than at a word with high closeness centrality.  
Experiment 2 used an auditory lexical decision task and results show participants responded more quickly 
to words with high closeness centrality than to words with low closeness centrality.  In Experiment 2, 
confounding variables were controlled during the initial selection of stimuli.  However, in Experiment 3 
an auditory lexical decision task was used again, but confounding variables were controlled via statistical 
analysis. In addition, a number of individual differences in participants were measured (e.g., vocabulary 
size, working memory span, processing speed, and inhibition processing). Experiment 3 results suggest an 
interaction between closeness centrality and frequency of occurrence on reaction times, but no impact of 
individual differences was observed on the closeness centrality effect.  Results are explained in terms of a 
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Chapter 1:  Network Science and the Mental Lexicon 
Network science is one way to study real world complex systems.  A complex system is any 
system that consists of entities and relationships between those entities.  Complex systems are unique in 
that collective behavior arises without the direct control of a single entity (i.e. a master-slave 
communication system) and the group behavior would not be evident if the entities were studied in 
isolation.  For example, a riot is considered collective social behavior.  One person does not orchestrate a 
riot and “riot behavior” would only be evident if more than one person’s actions were observed.  Using 
network science principles, a network model is constructed out of nodes (representing entities) and links 
(representing relationships).  For example, network models are often constructed to represent social 
groups using nodes to represent individuals and links to represent social relationships (e.g. friendships, 
professional associations, academic collaborations, etc.)  One of the main tenets of network science is that 
the underlying structure of any system will undoubtedly influence how that system operates (Watts & 
Strogatz, 1998).   
The structure of a system has been shown to influence functioning in networks created from 
vastly different real world systems.   Network models have been created from ecological food webs 
(Montoya & Solѐ, 2003), modeling how the extinction of species affects the entire food web.  Montoya 
and Solѐ created a network model where a node represents a species in an ecosystem and links represent a 
predator-prey relationship.  Their results showed a tendency for food webs to be robust to the removal of 
a species.  That is, if a species becomes extinct (effectively removing the node from the network) the 
overall structure of the food web will not be irreparably damaged and the ecosystem will continue to 
survive.  If a prey species goes extinct the predators preying on the extinct species will find a source of 
food elsewhere in the food web.  If a predator species goes extinct, other predator species will step in and 
cull the growth of the affected prey species, avoiding overpopulation and resource depletion. 
Network models have examined how power outages spread through a power grid and how to best 
prevent outages in the future (Albert, Albert & Nakarado, 2004).  In these networks a node represents a 
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substation and a link represents transmission of power between two substations, i.e. a power line.  The 
goal of these studies is to identify ways to create power grids that are robust to damage.  That is, 
substations or power lines can be removed from the power grid without causing the system to fail (i.e. a 
power outage).  Results show that the power grid in North America is robust to random substation 
failures, but targeted attacks of key substations are successful in impairing function of the power grid.  
The networks models created are useful in determining where to add substations and power lines to 
reduce the spread of a power outage due to random failure or targeted attack.   
Transportation network models have been created to guide the construction of more efficient 
airline transportation systems (Guimerà et al., 2005).  An airline transportation network consists of nodes 
representing airports and links representing direct flights between airports.  These models allow airline 
companies to design flight paths that lead to efficient travel across the world and transportation officials 
to build airports where they are most beneficial to overall transportation needs.  Airline transportation 
networks have to be robust to damage due to inclement weather, which effectively removes an airport 
from the system temporarily.  Network models of this system help identify where to most efficiently 
redirect flights when necessary. 
Academic collaboration networks have also been modeled, leading to insights into the way 
scientists communicate (Newman, 2001).  In these networks a node represents an individual scientist and 
a link represents at least one co-authorship between authors.  Networks created from different research 
fields have quantified differences in the social organization of disciplines.  Authors in experimental fields, 
such as high-energy physics, tend to have a large number of collaborators, whereas authors in theoretical 
fields, such as computer science tend to have a small number of collaborators.  These networks also allow 
for identification of influential scientists, such as authors with a large number of links or authors acting as 
bridges between disconnected subfields.   
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Network scientists have modeled the neuronal structure in the roundworm c. elegans (Watts & 
Strogatz, 1998).  In this network a node represents a neuron and a link connects two neurons that directly 
communicate via synapses.  Results from the model show that the neuronal structure is characterized by 
small world characteristics, which are common in many networks such as transportation networks, 
academic collaboration networks, and power grid networks among others.  Small world characteristics 
allow a neuron to communicate with any other neuron while passing through few connecting neurons, 
increasing efficiency of neuronal communication.  This observation is only evident after a network model 
is created.  
Models of cognitive systems have also been constructed using network science principles 
(Steyvers & Tenenbaum, 2005; Hills et al., 2009). One complex cognitive system, the mental lexicon (or 
an individual’s vocabulary in a given language), has been estimated to contain 20,000 to 240,000 words 
(Nusbaum, Pisoni & Davis, 1984; Hartmann, 1941).  The tools of network science are ideally suited for 
studying such a large complex cognitive system as the mental lexicon.  A study performed by Vitevitch 
(2008) created a network model of the mental lexicon by using nodes to represent individual words and 
links to represent phonological similarity (See Arbesman, Strogatz & Vitevitch, 2010 for an analysis of 
languages other than English).  Phonological similarity was determined using a one phoneme metric.  
That is, words that differ by a single phoneme share a link.  Words that differ by a single phoneme are 
also referred to as phonological neighbors in psycholinguistic literature (Luce & Pisoni, 1998).  For 
example CAT has BAT, CUT, and CAP (among others) as phonological neighbors.  A word and all of the 
associated similar sounding words is called a phonological neighborhood.  In the analysis Vitevitch 
(2008) found that the structure of the mental lexicon shares many network features of other real world 
systems, encouraging the exploration of the mental lexicon using network science tools.  See Figure 1 for 




Figure 1. A portion of the phonological network examined in Vitevitch (2008).  The network shows the 
word PEPPER, the neighbors of the word PEPPER, and the neighbors of those neighbors.  Notice that a 
link exists between words when they are phonological neighbors of each other.  Adapted from Vitevitch 
(2008). 
 
Past models of spoken word recognition account for lexical processing, but do not take into 
account structural characteristics of the mental lexicon (McClelland & Elman, 1986; Norris, 1994). That 
is, previous models instead focus on how the individual characteristics of words influence the process of 
lexical retrieval, but do not consider how the overall structure of the lexicon might also influence that 
process.  A vast amount of research has explored factors such as the frequency of occurrence of a word 
(Jescheniak & Levelt, 1994), the probability of a certain phoneme occurring in a certain position in a 
word (Vitevitch & Luce, 1999), or the familiarity of a word (Nusbaum, Pisoni & Davis, 1984).  Past 
models of spoken word recognition have immensely increased our knowledge of lexical processing, but a 
growing body of evidence suggests that the structural organization of words in the lexicon influences how 
words are processed (Chan & Vitevitch, 2009; Chan & Vitevitch, 2010; Vitevitch & Goldstein, 2014; 
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Vitevitch, Chan & Roodenrys, 2012; Vitevitch, Chan & Goldstein, 2014), pointing to a clear limitation of 
these somewhat dated models of spoken word recognition. Models that focus on individual word 
characteristics are not able to account for the influence that structural characteristics appear to have on 
lexical processing.  Research into lexical processing must recognize the importance of the relationships 
among words, rather than studying words as isolated entities. 
Extending the main tenet of network science, that structure influences functioning, to the mental 
lexicon provides a greater understanding of lexical processing.  Indeed, previous studies (described in 
more detail below) have shown the influence of lexical structure on lexical processing.  It is important to 
note that past models of spoken word recognition do not account for the findings described below.  Past 
models would predict no difference in processing once all individual-level characteristics have been 
controlled.  These past models view the lexicon as a store of individual representations in isolation.  
Whereas, using network science, the lexicon is more accurately viewed as a connected whole with an 
organized structure that influences functioning in observable ways.  An important step in gaining a greater 
understanding of lexical processing is to determine what structural characteristics influence processing 
and how those structural characteristics influence processing.   
Before proceeding further an important distinction must be made.  The focus of the current work 
is on the phonological lexicon, or the sounds of words, and how phonological information influences 
language processing.  There are other characteristics of words that influence language processing, such as 
semantic information (the meaning of a word) or orthographic information (the spelling of a word).  It is 
important to acknowledge the importance of other factors in language processing, however the current 
work will focus solely on the phonological lexicon.  Other lexical networks have been created based on 
other characteristics of words and have been shown to influence language processing (Steyvers & 
Tennenbaum, 2005).  It may be viewed as a limitation to focus solely on one characteristic of words.   
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However, linguistic theories have often proposed a distinction between semantic and 
phonological language processing.  Each process has equally important, yet vastly different roles in 
language use.  Phonological information acts as an auditory “key”, unlocking the “chest” of semantic 
memory information associated with a specific spoken word.  Phonological processes rely heavily on 
perceptual processes, whereas the semantic processes rely heavily on memory processes.  The distinction 
between semantic and phonological processes is made more evident by the arbitrary and meaningless 
relationship of the phonological “key” to the semantic “chest”.  For example, a large animal does not 
necessitate a large name, nor does a small animal necessitate a small name (see Hockett’s definition of 
arbitrariness in language; 1960).  The distinction between these two processes suggests it is beneficial to 
study one or the other in isolation before attempting to bridge the gap between these two distinct 
processes.   
Future network science research may be able to bridge the gap between phonological and 
semantic processing.  Presently, network scientists are attempting to develop tools which allow for 
network layers to be combined.  Complex systems often have multiple relationships between nodes and 
being able to represent the different layers of relationships in a network model would allow for more 
accurate modeling.  For example, work by Sterbenz et al. (2010) explores the interaction of different 
layers of the internet network and how this interaction affects resiliency of the network.  The future 
possibilities of combining the phonological lexicon layer with the semantic lexicon layer make the 
network science approach to language processing even more appealing.   
Before discussing several network characteristics of the phonological lexicon that influence 
processing, the reader must be made aware that networks can be examined on many levels or scales. At 
the local scale, network characteristics measure the network area immediately surrounding a word.  Local 
network characteristics often describe the relationships between a target word and all similar sounding 
words (a phonological neighborhood).  In contrast, at the global scale network characteristics describe the 
average for the entire network.  Global network characteristics have a much broader scope than local 
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network characteristics in that they measure the relationship between a target word and the entire lexicon. 
The previous research described below shows the importance of examining a network at multiple levels 
or scales.   
Chapter 2:  Local Network Characteristics 
At the local level, the clustering coefficient, or C, measures how many nodes connected to a 
target node are also connected to each other.  In the phonological lexicon, C is a measure of how many 
phonological neighbors of a word are also phonological neighbors of each other. For example, the word 
BADGE has the neighbors BAG, BAD, and BAT which are neighbors of each other. C is a ratio, a value 
of 1 indicates that all the neighbors of a word are neighbors of each other.  A C value of 0 indicates that 
no neighbors of a word are neighbors of each other (a more precise definition of C can be found in 
equation 1; Watts & Strogatz, 1998).  As illustrated in Figure 2, BADGE has a high C value, whereas the 
word LOG, which has the neighbors LOSS, DOG, and LEAGUE that are not neighbors of each other, has 
a low C value. 
 





𝑒𝑗𝑘 refers to the presence of a connection between two neighbors (j and k) of node i, |...| is used to indicate 
cardinality (i.e., the number of elements in the set), and 𝑘𝑖 refers to the degree (i.e., neighborhood density) 





Figure 2. The word BADGE on the left has many neighbors that are neighbors of each other and 
therefore has a high C.  The word LOG on the right has few neighbors that are neighbors of each other 
and therefore has a low C.  Notice that both words have the same number of phonological neighbors:  13. 
Used with permission of the authors:  Chan & Vitevitch (2009). 
 
The network characteristic C has been shown to influence a number of language processes 
including spoken word recognition.  Chan and Vitevitch (2009) found that spoken word recognition is 
influenced by C in both a perceptual identification task and a lexical decision task.  A processing 
advantage (i.e. higher accuracy rates or faster reaction times) was observed for low C words in both tasks 
(see Vitevitch, Ercal & Adagarla, 2011 for a computer simulation of the results).  The structural 
characteristic of C being shown to influence processing strongly supports the idea that the structure of the 
lexicon should be taken into account when lexical processing is examined.  Network science measures 
exploring the network at the local scale have provided insights into other lexical processes as well. 
Chan and Vitevitch (2010) performed a similar study exploring how the process of production is 
influenced by C.  The results show a similar pattern of processing.  Results from a speech error corpus 
analysis and a picture naming task show that high C words are produced with greater errors and with 
slower reaction times compared to low C words.  The results from both studies (Chan & Vitevitch 2009; 
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2010) suggest that production and recognition processes are influenced by the network characteristic C.  
Furthermore, the two studies discussed above provide compelling evidence that structural characteristics, 
as measured using network science tools, influence lexical processing in observable ways.  Again, these 
findings are a departure from past views of lexical processing that study words in the lexicon as isolated 
representations.   
Other language processes beyond recognition and production are influenced by the local network 
characteristic C as well.  Goldstein and Vitevitch (2014) studied how C affects the process of learning 
new words.  In contrast to recognition and production, where an advantage was found for low C words, an 
advantage was observed for learning new words that have a high C value.  Thus, when lexical processing 
occurs on already established words (i.e. recognition and production) having a high C value impedes 
processing, whereas when a newly encountered word is being established in the lexicon having a high C 
value benefits the process.  This seeming contradiction can be explained by differing effects of spreading 
activation in the lexicon. 
The concept of spreading activation is common in several models of lexical processing (Collins & 
Loftus, 1975; Roelofs, 1992; Roediger & Balota, 2001).  When a word is retrieved from the lexicon for 
recognition or production the word becomes activated and transmits activation to similar sounding words.  
The similar sounding words become activated, to a lesser degree, and in turn transmit their own activation 
to their own similar sounding words.  In this way activation starts from a target word and spreads across 
the lexicon, diminishing in strength as it disperses. 
Consider a word with a high C value.  When it is activated in the lexicon for retrieval it transmits 
activation to its phonological neighbors which in turn transmit activation to their phonological neighbors.  
The high C value implies that many of the neighbors of a target word are neighbors of each other and 
therefore a large portion of the activation spreading from the phonological neighbors of a word will 
continue to spread along the many connections within the phonological neighborhood, effectively 
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trapping the activation.  The trapped activation creates a large amount of interference from neighborhood 
competitors in the retrieval process and retrieval of the target word is slowed.  However, when a word 
with low C is retrieved from the lexicon the activation stemming from the target word is not trapped in 
the phonological neighborhood.  The phonological neighbors of a low C word do not tend to be neighbors 
of each other and activation is instead dispersed to other areas of the lexicon, effectively reducing 
interference in the retrieval process.  Therefore the target word in a low C neighborhood stands out 
relative to its neighborhood competitors and retrieval is aided (see Vitevitch, Ercal & Adagarla, 2001 for 
a computer simulation of the results).   
Now, in the process of learning a new word the advantage changes.  A newly encountered word 
has a very weak representation in the lexicon.  If that weak representation has a high C value every time it 
is retrieved the activation stemming from the weak target word representation will become trapped in its 
phonological neighborhood.  This trapped activation will continually activate the weak representation and 
repeated activation will actually help it become established in the lexicon.  However, when a newly 
learned word has a low C value the activation that originates from it will not be trapped in the 
neighborhood, but rather dispersed to other areas of the lexicon.  Therefore, no trapped activation will be 
continually activating the weak representation and the same benefit observed in a high C neighborhood 
will not occur.  In this way, a high C value impedes processing of established representations in the 
lexicon while helping to solidify weak representations of newly encountered words. 
The network characteristic of C has been shown to influence several important language 
processes.  C is considered a local network characteristic since it measures the network structure 
immediately surrounding a single word and has been shown to influence different language processes in 
different ways.  Networks can also be measured at a global scale, which describes the relationship 




Chapter 3:  Global Network Characteristics 
One way to look globally at a network is to consider which nodes in a network are the most 
important nodes. What is considered an important node will change depending on the system or process 
being modeled.  For example, in a social network nodes that have a high number of connections are often 
considered important.  Social network nodes with many connections are considered to be influential since 
they can pass information, diseases, or resources to many other nodes (Dezső & Barabási, 2002).  In the 
world wide web, the search engine Google uses a search algorithm that ranks importance based on the 
number of connections that nodes connected to a target node have (i.e. how many connections the 
connected nodes have; Griffiths, Steyvers & Firl, 2007).  It is useful to determine the “important” nodes 
in a network in order to help protect them in cases of targeted attack (e.g. a power grid network), to 
disrupt a network with targeted attacks (e.g. a terrorist network), to stop the spread of disease through a 
network (e.g. a sexual relationship network), or to spread information efficiently through a network (e.g. a 
communication network).   
Another way to identify important nodes in a network is to determine whether a node is a 
keyplayer or not (Borgatti, 2006).  A keyplayer is a node, that when removed, will fracture a connected 
network into smaller disconnected networks.  A keyplayer is not simply a node with a large number of 
connections.  Keyplayer nodes occupy a critically important position in the network by acting as a bridge 
between different components of a network (see Figure 3).   The importance of keyplayers can be seen in 
a social network.  A keyplayer in a social network can act as an intermediary between two companies, 
two law firms, two groups of friends, or two research labs.  Without the connections provided by the 
important keyplayer node the separate parts of the network would have no way of interacting. 
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Figure 3.  Node 12 has the most connections of any node in the network.  However, removing node 1 
would fracture the network into two disconnected pieces.  Therefore node 1 is considered a keyplayer in 
this network. Adapted from Borgatti (2006). 
 
Vitevitch and Goldstein (2014) applied a keyplayer analysis to the lexicon and identified a set of 
“keywords” that when removed will fracture the lexicon.  The keywords were identified faster and more 
accurately in a perceptual identification task with degraded stimuli, a naming task, and a lexical decision 
task than another set of words that were controlled on all relevant individual word characteristics.  The 
findings of Vitevitch and Goldstein (2014) highlight how important words in the lexical network are 
retrieved differently than other words.  Again, the keywords did not differ on individual level 
characteristics.  However, the relationships between words in the lexicon lead to the processing 
differences observed in Vitevitch and Goldstein (2014), suggesting that by studying the lexicon as a 
connected whole (specifically by identifying important words in the lexicon) we will gain a greater 
understanding of lexical processing than past models will allow. 
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The findings of Vitevitch and Goldstein (2014) suggest that there may be other “important” 
words in the lexicon and that these words may be processed in different ways compared to other words.  
The network science measure of closeness centrality is another way to measure “importance” in a 
network.  Closeness centrality is a measure of the average number of links between a word and all other 
words in the lexicon, as illustrated in Figure 4.  Closeness centrality ranges from 0 to 1 and is the inverse 
of the average number of links that must be traversed from a node in the network to all other nodes in the 
network (see equation 2 for a more precise mathematical definition).  For example, the word CAN is a 
small average number of links away from every other word in the lexicon and has a high closeness 
centrality (i.e. CAN is “close” to the rest of the lexicon).  The word CURE is a large average number of 
links away from every other word in the lexicon and has a low closeness centrality (i.e. CURE is “far” 
from the rest of the lexicon). 





n refers to the number of vertices in the network.  𝑑(𝑣, 𝑢) refers to the shortest path between nodes 𝑣 and 
u.  Ʃ refers to the sum of the path lengths from node 𝑣 to all other nodes in the network. 
 
Figure 4. Node 1 has the lowest average path length to all other nodes (1.5) and therefore the highest 
closeness centrality value (.66).  Nodes 3, 5, 7, and 9 have the highest average path length to all other 
nodes (2.5) and therefore the lowest closeness centrality values (.40). 
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Closeness centrality values will vary depending on the network being measured (Freeman, 1979).  
The highest possible closeness centrality value would be 1, meaning the node is 1 link away from all 
other nodes in the network.  What is considered a high or low closeness centrality value will depend on 
the distance (i.e. number of links between nodes) within a network.  The network in Figure 4 is relatively 
small with relatively short distances between nodes.  A node with a closeness centrality value of .4 is 
considered far from the rest of the network and a node with a closeness centrality value of .66 is 
considered close.  However, when the size of the network is relatively large (e.g. the mental lexicon) what 
is considered a high or low closeness centrality value will change due to the much larger distances in a 
large network.  The mental lexicon has a range of closeness centrality values from .0001 (which would be 
considered low in this network) to .08 (which would be considered high in this network).  Interpreting 
closeness centrality values is dependent on the size of the network itself. 
In order to remove the influence of network size on closeness centrality values some researchers 
use a normalized closeness centrality value (Freeman, 1979).  The normalized value is independent of 
network size.  The experiments described in this dissertation do not use the normalized closeness 
centrality values since all closeness centrality values come from the same network (the mental lexicon) 
and no comparisons are necessary between networks of different sizes. 
A recent study showed how important nodes, as measured by closeness centrality, can influence 
language processing (Iyengar et al., 2012).  Researchers used a word-morph game to explore how 
important words influence word finding in the lexicon.  The word-morph game consists of beginning with 
a start word (e.g. BAD) and attempting to reach an end word.  Participants can change one letter at a time 
and the result must be a real word (e.g. BAD  BAT is acceptable whereas BAD  BAC is not 
acceptable).  Participants soon discover that the task is much easier to complete if certain “landmark” 
words are utilized.  Landmark words are words that have a high closeness centrality.  Much like physical 
landmarks in spatial navigation, once a high closeness centrality word is reached in the lexicon it is easy 
to navigate to any other word in the lexicon.  Therefore, after several attempts, participants would not try 
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to take as direct a route as possible, but would instead try to reach a high closeness centrality word (i.e. a 
landmark) and then attempt to reach the end word.  A strategy involving landmark words was much more 
successful than attempting to take a direct route from start word to end word.  Iyengar et al. (2012) 
showed that important words, specifically high closeness centrality words, play a critical role in how the 
lexicon functions. 
The pioneering work by Iyengar et al. (2012) provides evidence that high closeness centrality 
words are important for lexical processing and warrant further research.  There are properties of the 
lexical network that make closeness centrality an ideal measure to apply to the lexicon.  Borgatti (2005) 
showed through simulations that closeness centrality is a suitable measure for networks where the flow of 
information spreads from one node to all other connected nodes simultaneously, the connected nodes then 
spread that information to their connected nodes, and so on.  Borgatti (2005) found that other measures of 
importance, such as betweenness centrality (the number of times a shortest path between two nodes goes 
through a certain node) and degree centrality (number of nodes connected to a node), were not able to 
accurately evaluate a network with the flow of information described above.  The flow of information 
ideal for closeness centrality is analogous to the supposed flow of activation in the lexicon.  Many models 
of the lexicon propose that when a word is activated it in turn activates many similar sounding words or 
phonological neighbors, effectively spreading information from one node to all other connected nodes 
(Luce & Pisoni, 1998; McClelland & Elman, 1986; Norris, 1994).  As the findings of Borgatti (2005) 
suggest, closeness centrality is an appropriate measure of importance to use in the lexicon, and studying 
the influence it has on processing should provide insights into the inner workings of the lexicon. 
Due to the proximity of high closeness centrality words to all other words in the lexicon, one 
might reasonably hypothesize that high closeness centrality words will have processing disadvantages.  
That is, performance in experimental tasks will be worse for high closeness centrality words (i.e. lower 
accuracy rates or slower reaction times).  Many currently accepted models predict increased competition 
from phonological neighbors, impeding processing.  However, these currently accepted models assess 
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competition from close competitors within a neighborhood.  Closeness centrality assesses the distance 
between a word and more “distant” words beyond the neighborhood of a word.  A plausible alternative 
hypothesis is that high closeness centrality words will possess processing advantages due to the increased 
amount of indirect partial activation from “distant” words in the lexicon.   
Many currently accepted models of spoken word recognition propose that many competing 
similar sounding words are partially activated when a word is retrieved from the lexicon (Luce & Pisoni, 
1998; McClelland & Elman, 1986; Norris, 1994).  High closeness centrality words, due to their proximity 
to the rest of the lexicon, will be partially activated often.  It is unclear how lexical processing is affected 
by partial activation, but preliminary evidence shows that it is beneficial.  Vitevitch and Goldstein (2014) 
proposed that due to keywords occupying a crucial “middle-man” role in the lexical structure they receive 
a large amount of partial activation and this possibly led to the processing advantages observed for 
keywords.   
A similar finding by Sommers and Lewis (1999) using the phonological false memory 
phenomenon (see Roediger & McDermott, 1995 for semantic false memories) shows how partial 
activation may influence processing in a memory-related task.  Sommers & Lewis (1999) showed that 
unpresented lure words are often falsely remembered by participants if many similar sounding words, or 
phonological neighbors, of the unpresented lure word are presented during study.  For example, the word 
SLEEP might be falsely remembered if the words LEAP, SEEP, and SHEEP were presented during 
study.  Sommers & Lewis (1999) account for these findings due to the partial activation of the word 
SLEEP from the nearby retrieved words LEAP, SEEP, and SHEEP.  Although phonological false 
memories are an example of erroneous retrieval it is reasonable to apply the same concept to high 
closeness centrality words.  Due to the proximity of high closeness centrality words to many other words 




The idea of accumulated activation is thought to benefit language processing in an influential 
model known as Node Structure Theory (Mackay, 1982).  Within Node Structure Theory there are several 
layers of nodes involved in language production and recognition.  Nodes can represent specific muscle 
movements, specific phonological units (e.g. phonemes, syllables), or specific semantic units (e.g. 
concepts).  The nodes of different layers are connected and the strength of these connections can be 
increased through activation when a word is used.  For example, when the word TREE is produced the 
links between the muscle movement nodes and the /t/, / ɹ/, and /ē/ sounds are strengthened as well as the 
links between the TREE node and the semantic concept node of a tree.  Strengthening the links between 
nodes allows for easier transmission of activation and ultimately easier retrieval from the lexicon.  Words 
that are encountered frequently have processing advantages because of accumulated activation increasing 
the strength of connections between the nodes involved in the processing of that specific word.  In 
contrast, words that are encountered rarely will have less accumulated activation and will lose connection 
strength between associated nodes, making them harder to retrieve. 
 The research described above shows the importance of studying the lexicon as a connected whole 
with an organized structure that influences processing in observable ways, rather than a collection of 
isolated word representations influenced only by their individual characteristics.  Furthermore, 
“important” words in the lexicon influence lexical processing, and closeness centrality is an ideal network 
science measure to identify them.  In order to gain a greater understanding of how processing occurs in 
the lexicon it is imperative to identify these important words and explore how or if they are processed 
differently than other words in the lexicon.  The experiments described below will help shed light on 






Chapter 4:  Experiment 1 
Introduction 
 Experiment 1 was inspired by the task used in Iyengar et al. (2012). In that study, the 
orthographic word-morph task was employed. Evidence from the task provided the initial evidence to 
suggest that closeness centrality influences certain aspects of language processing.  In the orthographic 
word-morph task participants are asked to morph one word into another word by changing one letter at a 
time.  For example, in order to morph the word DOG into CAT a participant could use the words:  CAT-
COT-DOT-DOG.  Each intermediate word must be a legal English word.  The results from Iyengar et al. 
show participants initially try to take the most direct route between two words and this strategy is not very 
successful.  Eventually participants learn to utilize “landmark” words, which have a high closeness 
centrality value, and this makes the task much easier.  The time to complete the task dropped dramatically 
once “landmark” words were utilized, from ~15 minutes in the first 10 games to ~30 seconds after 28 
games. 
 Using “landmark” words to navigate the mental lexicon is similar to how physical landmarks are 
used to navigate through a city.  Oftentimes one does not know the direct path between where they are 
and where they would like to go.  However, if a person can reach a landmark in the city, say a centrally 
located tall building or a major intersection, they can then reach anywhere in the city with ease.  People 
still use landmarks for navigation, without taking the most direct path, even after years of experience 
navigating an area (Sorrows & Hirtle, 1999).  Similarly, participants trying to complete the word-morph 
task were unsuccessful at taking the most direct route between two words and instead had to rely on 
landmarks for navigation. 
In the word-morph task participants will find and utilize the high closeness centrality words as 
landmarks without instructions to do so.  Once found and utilized, the high closeness centrality words 
greatly increase participants’ efficiency in completing the word morph task.  However, the task used by 
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Iyengar et al. has a significant limitation:  low closeness centrality words were not used by participants.  
To fully understand how closeness centrality influences lexical search it is important to show how both 
high and low closeness centrality words influence lexical search.  Low closeness centrality words may 
have different effects on lexical search and with greater experimental control their influence on lexical 
search can be explored as well. Thus experiment 1 will use a task similar to the word-morph task used in 
Iyengar et al., but it will require participants to navigate the lexicon using both high and low closeness 
centrality words. 
Recall that words with high closeness centrality occupy a central location in the lexicon where 
they are a short lexical distance away from many words.  This central location seems to aid global lexical 
search when one has to traverse large sections of the lexicon from a start word to a target word, as in 
Iyengar et al. (2012).  Global lexical search is analogous to traveling through a large city.  There are many 
possible routes to take and many ways to get lost.  It may not be the most efficient route, but by making 
your way to a navigation landmark you are more likely to reach your destination.  Imagine starting a route 
from a landmark, such as a major intersection, navigating to anywhere in the city would be relatively 
easy.  Landmarks aid global search through an entire network, whether it is a lexicon or a city. 
However, when one has to traverse short distances in the lexicon the dense lexical area 
surrounding a high closeness centrality word may harm local lexical search.  That is, the large number of 
words a short lexical distance away may provide an overwhelming number of words and paths to 
discriminate amongst and thus navigating to the target word is made difficult.  Consider navigating a 
short distance through a city when starting from a landmark, there are many possible paths to take and 
many possible destinations close by.  The large number of paths and destinations makes it difficult to 
reach a nearby destination.  A major intersection in a city is an ideal place for roads to lead to, as well as a 
desirable place for restaurants, bars, retail stores, etc.  There are an overwhelming number of choices and 
the navigator is impeded in his or her success.   
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In comparison, traversing a short lexical distance in the sparse lexical area surrounding a low 
closeness centrality word may be easier.  Recall that low closeness centrality words occupy a position in 
the lexicon with few words and paths nearby, even beyond the immediate neighborhood of a word.  When 
a search is conducted in the sparse vicinity of a low closeness centrality word the few words and paths to 
discriminate amongst may make finding the target word an easy task.  Consider starting to navigate a 
short city route from an “out of the way” intersection.  Not many roads lead to the intersection and not 
many businesses are located nearby.  If you were to search in the surrounding city area you could reach 
your desired destination relatively easy.  There are fewer options (roads and destinations) to choose from 
and the correct option has less competition.  Due to the differing lexical areas surrounding high and low 
closeness centrality words it is predicted that when participants are forced to start a short lexical search 
from a high closeness centrality word they will be hindered in that search.  Therefore they will reach the 
target word slower and less successfully compared to starting a short lexical search from a low closeness 
centrality word. 
To illustrate the differences in starting a search from a high or low closeness centrality word see 
Figure 5 below.  Finding a targeted path through the lexical area surrounding OVEN would not be 
difficult as there are few paths to choose from.  A searcher would have little difficulty finding the correct 
path quickly and accurately.  However, finding a targeted path through the lexical area surrounding ALIT 
would be much more difficult as there are many paths to choose from.  A searcher would have great 
difficulty finding the correct path quickly and accurately.   
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Figure 5. The network on the left is the 2 hop neighborhood (all words that are 2 links away) of the word 
OVEN.  OVEN has a low closeness centrality value (.00017).  There are a total of 5 words and 4 links 
within the 2 hop neighborhood of OVEN.  The network on the right is the 2 hop neighborhood of the 
word ALIT.  ALIT has a high closeness centrality value (.066).  There are a total of 657 words and 3842 
links within the 2 hop neighborhood of ALIT. 
 
 The motivation for Iyengar’s word morph task needs to be highlighted to avoid confusion.  
Iyengar and colleagues were interested in the process of navigation across relatively large distances 
through space.  The researchers were not interested in lexical navigation or language processing at all.  
The word morph task was used as an approximation of spatial navigation.  The results obtained from 
Iyengar and colleagues’ work needs to be interpreted with their motivation in mind. 
Iyengar et al.’s findings credit the idea that humans don’t always find the most optimal path (i.e. 
the shortest), but instead find a path that is sufficient (i.e. using landmarks).  However, a global lexical 
search (like that used in Iyengar et al; 2012) is not an accurate approximation of search processes in the 
lexicon.  One does not typically start a lexical search for a word by starting from a “lexically distant” and 
dissimilar word.  When searching the lexicon for a word people typically have a good idea of what the 
word sounds like.  For example, when experiencing a tip-of-the-tongue state (where an individual has 
difficulty retrieving a word they are certain they know) individuals will often recall words that sound 
similar to the word they are trying to recall (Brown, 1991).  Therefore most lexical searches are more 
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accurately thought of as short, local lexical searches starting from “lexically close” words, like those used 
in Experiment 1.  Iyengar’s global search task explores human navigation across spatial networks, 
whereas the local search task presently employed in Experiment 1 is intended to explore processes that 
are relevant to Psycholinguistics. 
Additionally, Experiment 1 will explore the robustness of the closeness centrality effect on lexical 
search by expanding the word morph task into the auditory domain.  Recall that in the Iyengar et al. task 
participants were asked to change one letter of a word at a time.  It is possible that the effect of closeness 
centrality is limited to the orthographic domain.  Experiment 1 will require participants to navigate the 
lexicon based on the phonology of words, i.e. participants will be asked to change the individual sounds 
in a word.  Finding an effect of closeness centrality in both the orthographic (Iyengar et al., 2012) and the 
phonological lexicon will bolster evidence of a robust closeness centrality effect in language processing.   
Methods 
Participants 
All 23 Participants in Experiment 1 were healthy, college-aged adults sampled from the 
University of Kansas community.  All participants were right-handed native English speakers with normal 
hearing as assessed through self-report.  Participants received partial course credit for their participation.  
A power analysis conducted with a .05 alpha level, .80 power, and a medium effect size suggests a 
minimum sample size of 20 participants is necessary (G*Power program; Faul et al., 2007).  Several other 
participants were then included in the experiment in order to guarantee adequate power. 
Stimuli 
 The stimuli consisted of 12 high closeness centrality starting words and 12 low closeness 
centrality starting words.  12 pairs of high and low closeness centrality words were formed and a target 
word was identified for each pair (see Table 1).  In each pair the target word was 2 links away from both 
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starting words, meaning a single word linked every starting word with its intended target.  For example 
the high closeness centrality word WEEP was paired with the low closeness centrality word CHASE.  
Both words are two links away from CAPE.  WEEP is linked to CAPE through the word KEEP, whereas 
CHASE is linked to CAPE through the word CASE.  See table 1 for a list of the high and low closeness 
centrality starting words, the “link” words that connect the starting words to their targets, and the intended 
target words for each starting word pair.   
The link words, which participants were instructed to find and produce, were matched on relevant 
processing variables including frequency (frequency of occurrence; Kucera & Francis, 1967) F (1, 22) = 
1.25,  p < 0.27, segment mean (the mean probability that a certain phoneme will occur in a certain 
position of a word; Vitevitch & Luce, 1998) F (1, 22) = 0.238,  p < 0.63, biphone probability (the 
probability that two phonemes will occur together in a word; Vitevitch & Luce, 1998) F (1, 22) = 2.02,  p 
< 0.17, neighborhood density (number of phonological neighbors; Luce & Pisoni, 1998) F (1, 22) = 3.93, 
p < 0.07, and the mean of the frequency of the words in the neighborhood (log transformed frequency of 
occurrence of a phonological neighborhood) F (1, 22) = 0.001,  p < 0.98. 
Table 1. Low and high closeness centrality starting words, link words (which participants needed to 

















noose newt knit nick thick 
jab jack sack seek siege 
vice rice rhyme roam roach 
dove dope deep cheap cheat 
job sob sub dub dud 
dive dial pile pull put 
wag wig wit watt yacht 
knob knock sock soak folk 
much muck luck lick live 
chase case cape keep weep 
gab tab tack hack hike 
tease teach reach rich ridge 
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 The high closeness centrality starting words (M = .072, SD = .0006) had a significantly higher 
closeness centrality value than the low closeness centrality words (M = .068, SD = .0008) F (1, 11) = 
13.91, p < .0001.  The network analysis software Pajek (Batagelj & Mrvar, 1998) provided the closeness 
centrality measure (see equation 2 above).  The measurements provided by Pajek were done on a subset 
of the lexical network:  the giant connected component.  The giant connected component is the largest 
part of the lexical network that is connected, meaning it is possible to traverse links from one word to any 
other word in the giant component.  Focusing on the giant component excludes words in the lexicon that 
do not have any phonological neighbors (also known as hermits) and words that make up smaller 
connected components of the network (also known as islands).  The hermits and islands are excluded 
because they cannot be reached via links.  Therefore the distance to an island or hermit is undefined and 
including them in a closeness centrality analysis would provide uninterpretable results.  In the lexicon 
analyzed in Vitevitch (2008) the giant component consists of 6,508 words. 
 The range of closeness centrality in the giant component is from .0001 to .08, with the majority of 
values between .05 and .07 (see Figure 6).  Most of the words used in the three experiments are drawn 
from this range, which means that these words are representative of the majority of closeness centrality 
values in the lexicon.  Several words with closeness centrality values in the .0001 to .01 range are 





Figure 6. Frequency distribution of closeness centrality values in the giant component of the lexicon. 
Procedure 
 After obtaining informed consent participants were seated in front of a computer.  Each of the 24 
trials consisted of two words appearing on a screen:  the starting word on the left and the target word on 
the right.  Participants were instructed to change one sound in the starting word to form a new word that is 
one sound different from the target word and also one sound different from the starting word.  After 
several practice trials participants began the experiment proper.  Participants were not under time pressure 
and could take as long as necessary to complete a trial.  Participants pressed a button on a Psyscope 
response box to proceed to the next trial.  Participants were instructed to speak the word out loud 
(responses were recorded for later analysis) and if they did not know an appropriate response to respond 
with “I don’t know”.   
Analysis and Results 
 Reaction times and accuracy rates are the dependent variables of interest in Experiment 1.  
Responses were coded as correct (if response was the link word), “don’t know” (if response was “I don’t 










incorrect responses, whereas incorrect responses consisted of 13% of incorrect responses.  A multilevel 
model was constructed for each dependent variable with items as the level 1 units and participants as the 
level 2 units. Closeness centrality is the level 1 predictor of interest.  Again, a multilevel modeling design 
is an appropriate analysis due to the continuous nature of the independent variable, and to account for 
variability in both participants and stimulus items.  The multilevel modeling analyses were conducted 
using the statistical software R (R Core Team, 2013) with the package “lme4” (Bates, Maechler & 
Bolker, 2012). 
First, the model using accuracy rates as the dependent, binomial variable was created.  Closeness 
centrality was added to the model as a level 1 predictor with a random slope and random intercept.  
Results showed a significant and negative coefficient of β = -42.81,  p < .001.  A negative coefficient 
indicates an increase in accuracy rate as closeness centrality decreases. That is, participants were more 
accurate starting from a low closeness centrality word (M = .79, SD = .09) compared to starting from a 
high closeness centrality word (M = .63, SD = .16).  Additionally, an analysis was run on the two types of 
incorrect answers, “I don’t know” responses (coded as 0) and incorrect responses (coded as 1).  There was 
no significant effect on closeness centrality whether participants responded with “I don’t know” or an 
incorrect word, β = 91.7, p < .54.   
Next, a model was created with reaction times (measured in milliseconds) as the dependent 
variable, using a Gaussian distribution.  Only correct responses were included in the reaction time 
analysis.  Closeness centrality was added to the model as a level 1 predictor with a random slope and 
random intercept. Results showed a significant and positive coefficient β = 712979, p < .001.  A positive 
coefficient indicates a decrease in reaction time as closeness centrality decreases, meaning that 
participants were faster to find the appropriate link word when starting from a low closeness centrality 





As predicted, closeness centrality influences the lexical search process, such that a lexical search 
starting from a low closeness centrality word is easier to complete than a lexical search starting from a 
high closeness centrality word.  It appears that the many possible paths and words around centrally 
located high closeness centrality words impairs the search process making it difficult for participants to 
find the correct word to link to the target word.  Whereas the smaller number of paths and words around a 
low closeness centrality word provides participants with fewer options for the link word leading to faster 
and more accurate navigation to the target word. 
It is important to highlight the differences between the Iyengar et al. study and the current 
experiment since the two have seemingly contradictory findings.  The word morph task used in Iyengar et 
al. (2012) required participants to navigate through many words before reaching the target word. 
Participants in that study had to navigate through an average of 12.3 words to reach the target word.  With 
such a large lexical distance to traverse participants quickly realized that landmarks (in the form of high 
closeness centrality words) are useful in order to access most areas of the lexicon quickly.  Once a 
landmark word is reached any other area of the lexicon is relatively easy to reach.   
However, in the present experiment participants were asked to traverse a very short path through 
a small section of the lexicon.  In this scenario the local structural characteristics of the lexicon will have 
a large influence on the success of the search.  Finding the correct path through many possible paths and 
words (i.e. the area surrounding a high closeness centrality word) is much more difficult than finding the 
correct path through few possible paths and words (i.e. the area surrounding a low closeness centrality 
word).  The difference in difficulty is evident in the slower reaction times and lower accuracy rates when 
participants start their search from a high closeness centrality word.  The Iyengar et al. task and the 
current task are placing different demands on lexical search and therefore show the influence of closeness 
centrality under different circumstances. Despite the difference in the task demands and the observed 
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pattern of results, the findings from both studies indicate that closeness centrality influences lexical 
processing.  
It is not surprising that different task demands will yield different influences of a variable. Indeed, 
the influence of clustering coefficient has been shown to vary depending on the task.  An advantage for 
words with a low clustering coefficient value was observed in production and recognition processes 
(Chan & Vitevitch, 2009; Chan & Vitevitch, 2010).  However, an advantage for words with a high 
clustering coefficient value was observed in word learning and immediate serial recall (Goldstein & 
Vitevitch, 2014; Vitevitch, Chan & Roodenrys, 2012).    
Another possible explanation for the observed difference is the different types of sounds that 
needed to be changed to reach the target word.  Specifically, some searches required the participant to 
change the vowel sound in the start word (e.g. NOOSE to KNIT), whereas some searches required the 
participant to change consonant sounds in the start word (e.g. THICK to KNIT).  In 4 of the 12 searches 
starting from a low closeness centrality word required the participant to change the vowel sound, whereas 
in 9 of the 12 searches starting from a high closeness centrality word required the participant to change 
the vowel sound.  It is possible that changing a vowel sound is more complex and made the task more 
difficult for participants when starting the search from a high closeness centrality word.   
Indeed, some previous research shows that vowels carry more word recognition information than 
consonants.  When asked to change a nonword into a real word by changing a single sound participants 
will typically change the vowel sound, suggesting a preference to focus on the vowel sounds in words 
(Cutler et al., 2000).  However, the task in Experiment 1 required participants to change a word into 
another word; it is unclear if the results in Cutler et al. (2000), in which non words were turned into real 
words, generalize to the task in Experiment 1, in which a real word was turned into another real 
word.  Furthermore, other research has found that consonants are more important in word recognition.  
Bonatti et al. (2005) found that when learning an artificial language participants were more successful 
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identifying words if the consonants remained stable and the vowels varied compared to identifying words 
if the vowels remained stable and the consonants varied.  The findings from Bonatti et al. (2005) suggest 
consonants give the participant more information than vowels about the identity of the word.  Obviously 
the debate is not settled yet as to whether consonants or vowels carry more information for the language 
user.  However, future experiments will have to control for this variable. 
Additionally, results from Experiment 1 show the effect of closeness centrality in the auditory 
domain.  Previous results from Iyengar et al. (2012) were limited to the orthographic domain.  Showing 
that closeness centrality influences more than one type of language processing is an important step in 
determining the extent of the closeness centrality effect.  In sum, Experiment 1 provides good evidence 
that closeness centrality plays an important role in searching for words in the lexicon. 
 
Chapter 5:  Experiment 2 
Introduction 
 The results from Experiment 1 show the effect of closeness centrality on a lexical search through 
a limited region of the lexicon.  The search task used in Experiment 1 is useful in showing how closeness 
centrality influences language processing.  However, the search task used is a somewhat artificial 
approximation of normal language use.  To further establish the effect of closeness centrality on language 
processing, a more traditional task from psycholinguistics will be used in Experiments 2 and 3, namely 
the lexical decision task.  The auditory lexical decision task requires participants to respond to stimuli by 
making a “word” or “non-word” judgment.  The task is relatively easy and processing differences 
between stimuli are not usually apparent in accuracy rates of participants’ judgments.  However, reaction 
time analyses are more sensitive in detecting processing differences between groups of stimuli.  Assessing 
the influence of closeness centrality on a recognition task will help establish if closeness centrality 
influences the basic language process of spoken word recognition.   
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 Recall that Vitevitch and Goldstein (2014) investigated the influence of another global network 
measure, keywords, on language processing.  Keywords are words that occupy an important structural 
position in the lexicon by keeping the lexicon as a large connected whole rather than disconnected smaller 
networks.  Results showed processing advantages for words occupying keyword positions in the lexicon 
compared to matched control words.  The authors argue that the observed processing advantages for 
keywords stem from accumulated benefits to partially activated words, which, by virtue of the network 
location of keywords, will be directed more towards keywords than other words.  With the findings of 
Vitevitch & Goldstein (2014) in mind it is reasonable to predict a processing advantage for high closeness 
centrality words.  Consider that high closeness centrality words are located in areas of the lexicon with 
many paths and words.  Being close to a large number of other words will place high closeness centrality 
words in a position to receive activation spreading from a large number of other words nearby in the 
lexicon.  Over time the partial activation of such words will accumulate in benefits for processing.  Low 
closeness centrality words, which are located in areas of the lexicon with few words and paths, will 
receive much less accumulated partial activation and will not have the same advantages.  Therefore it is 
predicted that high closeness centrality words will have a reaction time advantage (i.e. faster reaction 
times) compared to the low closeness centrality words.   
 Additionally, it is important to note that as discussed in the introduction structural characteristics 
are not incorporated into accepted models of spoken language processing.  Currently accepted models 
focus exclusively on the individual processing variables of words in isolation, ignoring the relationships 
that exist between words in the lexicon.  Recent research has shown the influence of local structural 
characteristics (Chan & Vitevitch, 2009; Chan & Vitevitch, 2010, Goldstein & Vitevitch, 2014) and 
global structural characteristics (Vitevitch & Goldstein, 2014).  Significant results from Experiment 2 will 
add to a growing body of evidence showing the importance of incorporating lexical relationships between 





 All 48 Participants in Experiment 2 were healthy, college-aged adults sampled from the 
University of Kansas community.  All participants were right-handed native English speakers with normal 
hearing as assessed through self-report.  Participants received partial course credit for their participation.  
A power analysis conducted with a .05 alpha level, .80 power, and a small effect size suggests a minimum 
sample size of 44 participants is necessary (G*Power program; Faul et al., 2007).  Several other 
participants were then included in the experiment in order to guarantee adequate power. 
Stimuli 
Stimuli used in Experiment 2 consist of 40 monosyllabic words split into two groups that vary in 
closeness centrality. The two groups of words were controlled on several variables that have been shown 
to influence processing at the individual word level.  Variables controlled are:  frequency (frequency of 
occurrence; Kucera & Francis, 1967) F (1, 38) = 0.001, p < 0.99 (High:  M = 2.08, SD = .76, Low:  M = 
2.09, SD = .83), segment mean (the mean probability that a certain phoneme will occur in a certain 
position of a word; Vitevitch & Luce, 1998) F (1, 38) = 0.71, p < 0.41 (High:  M = .04, SD = .009, Low:  
M = .04, SD = .005), biphone mean (probability of two phonemes occurring together; Vitevitch & Luce, 
1998) F (1, 38) = 0.041, p < 0.84 (High:  M = .002, SD = .002, Low:  M = .002, SD = .001), neighborhood 
density (number of phonological neighbors; Luce & Pisoni, 1998) F (1, 38) = 1.14, p < 0.29 (High:  M = 
16.6, SD = 2.96, Low:  M = 15.7, SD = 1.97), neighborhood frequency (frequency of occurrence of a 
phonological neighborhood) F (1, 38) = 1.61, p < 0.21 (High:  M = 134.3, SD = 159.3, Low:  M = 81.2, 
SD = 98.7), and word familiarity (familiarity ratings based on a 1-7 scale; Nusbaum et al., 1984) F (1, 38) 
= 2.91, p < 0.09 (High:  M = 6.9, SD = .12, Low:  M = 6.8, SD = .29).  At the structural level, clustering 
coefficient was controlled between groups, F (1, 38) = 0.041, p < 0.84 (High:  M = .38, SD = .13, Low:  
M = .35, SD = .09), and none of the words chosen as stimuli were keywords (Vitevitch & Goldstein, 
2014), as both these structural characteristics influence processing.  Closeness centrality is the crucially 
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manipulated variable between the groups, F (1, 38) = 208, p < 0.001 (High:  M = .072, SD = .001, Low:  
M = .067, SD = .001).  Additionally, variables related to the stimulus sound files were controlled between 
the groups including stimulus onset time (silence before stimulus begins) F (1, 38) = 1.99, p < 0.17 (High:  
M = 20ms, SD = 9ms, Low:  M = 20ms, SD = 9ms), stimulus duration F (1, 38) = 3.48, p < 0.07 (High:  
M = 520ms, SD = 60ms, Low:  M = 560ms, SD = 80ms), stimulus offset time (silence after stimulus ends) 
F (1, 38) = 2.19, p < 0.15 (High:  M = 20ms, SD = 7ms, Low:  M = 20ms, SD = 7ms), and sound file 
duration F (1, 38) = 3.70, p < 0.07 (High:  M = 570ms, SD = 60ms, Low:  M = 600ms, SD = 80ms).   
The nonwords used in the lexical decision task were created by changing the last phoneme of a 
real word to create a nonword not found in the English language.  See Table 2 for a list of the stimuli used 















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































 After obtaining informed consent, participants were seated in front of a computer.  Participants 
then randomly heard one of the stimulus words or nonwords through headphones.  Each stimulus word or 
nonword was presented only once.  After presentation of the stimulus, participants decided if they heard a 
nonword or a word and pressed a response button to indicate their choice.  Reaction times were measured 
from the onset of the stimulus to the moment a response button was pressed.  A short practice session was 
administered at the start of the experiment in order to familiarize participants with the task. 
Analysis and Results 
 For Experiment 2 the dependent variables of interest are reaction times and accuracy rates.  For 
each dependent variable a multilevel model was created. Items were used as the level 1 units and 
participants as the level 2 units.  The level 1 predictor of interest was closeness centrality of the prompt 
word.  A multilevel modeling design is an appropriate analysis due to the continuous nature of the 
independent variable, and to account for variability in both participants and stimulus items.  The 
multilevel modeling analyses were conducted using the statistical software R (R Core Team, 2013) with 
the package “lme4” (Bates, Maechler & Bolker, 2012). 
First, a model was created with accuracy rates (coded as “correct” or “incorrect”) as the 
dependent variable, using a binomial distribution.  Responses that were too long (>1800ms) or too short 
(<300ms) were removed from the analysis, resulting in ~2% of the responses being removed.  Closeness 
centrality was added to the model with a random slope and random intercept.  Results showed a non-
significant positive coefficient of β = 43.02, p = .21.  A positive coefficient indicates an increase in 
accuracy as closeness centrality increases; however the difference between the groups was not significant 
at the .05 level.  That is, participants were trending towards more accuracy when recognizing a high 
closeness centrality word (M = 89.73, SD = 6.77) compared to a low closeness centrality word (M = 
86.49, SD = 7.24).   
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Next, a model was created with reaction times (measured in milliseconds) as the dependent 
variable, using a Gaussian distribution. Once again, responses that were too long (>1800ms) or too short 
(<300ms) were removed from the analysis, resulting in ~2% of the responses being removed.  Only 
correct responses were included in the reaction time analysis.  Closeness centrality was added to the 
model with a random slope and random intercept.  Results show a decrease in reaction times for the high 
closeness centrality group (M = 909ms, SD = 74ms) compared to the low closeness centrality group (M = 
950ms, SD = 130ms) with a coefficient of β = -14447, p < .001.  A negative coefficient indicates a 
decrease in reaction time as closeness centrality increases, meaning that participants were faster to 
respond to the high closeness centrality words than the low closeness centrality words. 
A possible explanation for the significant difference in reaction times between the groups is the 
difference of file durations between the groups.  Although the difference between the groups was not 
significant, the difference in file durations between the groups was 40ms.  In order to further account for 
this variable a model was created with file duration as a predictor.  The results show that closeness 
centrality is still a significant predictor β = -1.04, p < .01 and file duration is also a significant predictor β 
= 3.95, p < .001.  The results from the model support the claim that closeness centrality accounts for the 
observed reaction time differences even with file duration controlled through stimuli selection and 
statistical analysis. 
Discussion 
The results from Experiment 2 provide evidence that closeness centrality influences the 
fundamental language process of spoken word recognition.  Results show that high closeness centrality 
words are processed faster and tend to be responded to more accurately than low closeness centrality 
words.  Again, the advantage observed for high closeness centrality words may stem from the 
advantageous lexical position they occupy, allowing for partial activation to show accumulated benefits 
over time.  The low closeness centrality words are located in areas of the lexicon that will receive much 
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less partial activation and therefore accumulate less of a processing advantage from nearby words being 
activated.   
Additionally, the results from Experiment 2 are not explained by currently accepted models of 
spoken word recognition, which predict processing differences based on characteristics of individual 
words, not on the structural characteristics of the mental lexicon.  The results from Experiment 2 bolster 
the body of evidence suggesting that structural characteristics must be taken into account when 
considering spoken language processing.  Not only does the lexical structure immediately surrounding a 
word impact processing, but the current results further suggest global lexical structure influences the 
processing of individual words.   
Furthermore, the results observed in Experiment 2 warrant further investigation as to how 
closeness centrality influences language processing.  Experiment 1 and 2 provided initial evidence of 
closeness centrality influencing language processing.  To further examine how closeness centrality 
influences language processing Experiment 3 considered how individual differences among participants 
might interact with this structural characteristic to influence processing.   
 
Chapter 6:  Experiment 3 
Introduction 
 In order to further explore the influence of closeness centrality on spoken word recognition and to 
replicate the results from Experiment 2 (i.e. a processing advantage for high closeness centrality words); 
Experiment 3 was developed with a different set of stimuli and a different approach to the multilevel 
modeling analysis.  The stimuli used in Experiment 2 removed the influence of other variables by 
selecting stimuli that were strictly controlled on a number of other variables known to affect processing.  
In contrast, the stimuli used in Experiment 3 have a wider range of variability for a number of processing 
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variables, with the respective influence of these variables being controlled in the statistical analysis.  Two 
advantages stem from this approach:  a wider range of processing variable values can be included in a 
stimulus list (e.g. the range of closeness centrality values in the tightly controlled Experiment 2 is 0.0084, 
whereas the stimuli used in Experiment 3 have a range of closeness centrality values of 0.0675) and the 
influence of interactions between processing variables on the dependent variable can be examined.  
Additionally, the approach used in Experiment 3 will allow for direct comparisons between closeness 
centrality and other processing variables by observing how much variability is accounted for by each 
variable added to the model as a predictor.  In sum, results from Experiment 3 will help to establish how 
closeness centrality interacts with other relevant processing variables, how a wider range of closeness 
centrality values influence processing, and how much variability in processing is accounted for by 
closeness centrality compared to other processing variables. 
 Additionally, Experiment 3 is designed to explore the influence of individual differences on the 
closeness centrality effect.  For example, it may be possible to observe a greater closeness centrality effect 
in a participant with a large vocabulary.  In a large lexicon with many words and paths between words 
there will be paths of varying lengths allowing for words with differing values of closeness centrality to 
emerge and influence processing.  It may be more difficult to observe a closeness centrality effect in a 
participant with a small vocabulary.  In a small lexicon there will be few words and paths between words 
will be uniformly short, leading to no observable differences in closeness centrality values of words and 
no influence on processing.  The size of one’s vocabulary may have a large impact on the effect of 
closeness centrality and a vocabulary measure included as a participant level predictor in a multilevel 
model analysis will illuminate this impact. 
Differences in executive control may also have an impact on the effect of closeness centrality.  
Consider the executive control process of inhibition, or the ability to ignore distracting information 
(Connelly, Hasher & Zacks, 1991).  Participants with more efficient inhibition processing will be more 
adept at ignoring the lexical competitors of words.  High closeness centrality words are located in areas of 
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the lexicon with many words and paths, where many potential lexical competitors are close by.  
Participants with greater inhibition processes will be more proficient at ignoring competitors and 
retrieving the high closeness centrality words, leading to processing advantages.  However, participants 
that have inefficient inhibition processes and are more easily distracted will be less proficient at ignoring 
competitors and retrieving high closeness centrality words from dense areas of the lexicon.  The influence 
of inhibition processes on the closeness centrality effect can be explored by adding an inhibition measure 
as a participant level predictor in a multilevel model analysis. 
Processing speed is another important individual cognition difference that may influence the 
closeness centrality effect.  Processing speed is a measure of how fast an individual can perform cognitive 
functions (Kail & Salthouse, 1994).  Those who are fast processers are able to search the lexicon quickly 
and retrieve words quickly.  If a word is located in a remote part of the lexicon, such as a low closeness 
centrality word, it will require a large lexical distance to be traversed in order for retrieval to occur.  Thus 
if a participant is a fast processer they will likely have an advantage retrieving low closeness centrality 
words over slow processers.  An advantage for fast processors should disappear when retrieving high 
closeness centrality words located in central areas of the lexicon due to the fact that short lexical distances 
will be traversed, essentially eliminating the advantage of fast processors traversing large distances 
quickly.  Including a measure of processing speed in the multilevel model analysis will explore the 
influence of processing speed on the closeness centrality effect.   
Lastly, working memory may play an important role in the closeness centrality effect.  The 
capacity of an individual’s working memory limits how much information can be processed at one time.  
The larger one’s working memory capacity, the more information can be processed simultaneously.  
Individuals with low working memory capacity will have reduced processing capacity, which may 
actually aid recognition of high closeness centrality words.  Consider the region of the lexicon where high 
closeness centrality words are located; there are many competitors in close proximity.  An individual with 
low working memory capacity will be restricted in how many competitors are processed, leading to the 
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target word standing out relative to competitors and easing processing.  However, individuals with high 
working memory capacity will be forced to process more of the competitors close to a high closeness 
centrality word thereby slowing processing of the intended target word.  Working memory capacity 
should not influence the processing of low closeness centrality words, which are located in sparse areas of 
the lexicon.  The dearth of competitors surrounding low closeness centrality words will cause few 
competitors to be processed, leading to no differences in high and low working memory capacity 
participants.  The individual differences included in Experiment 3 will help uncover the full range of 
influence that closeness centrality has on language processing. 
Methods 
Participants 
 All 37 Participants in Experiment 3 were healthy, college-aged adults sampled from the 
University of Kansas community.  All participants were right-handed native English speakers with normal 
hearing as assessed through self-report.  Participants received partial course credit for their participation.  
A power analysis conducted with a .05 alpha level, .80 power, a small effect size, and multiple predictors 
suggests a minimum sample size of 34 participants is necessary (G*Power program; Faul et al., 2007).  
Several other participants were then included in the experiment in order to guarantee adequate power. 
Stimuli 
 Stimuli used in Experiment 3 include 80 bisyllabic words that vary on closeness centrality as well 
as the relevant processing variables discussed in Experiment 2.  All words were four phonemes and two 
syllables in length.  The nonwords used in Experiment 3 were created by changing the last phoneme of 
the real words into a pronounceable nonword.  For a list of stimuli used in Experiment 3 and the 
associated variable values see Table 3.  Stimuli were chosen in a fashion to capture a representative range 
of processing variables.  Words were chosen randomly at first and then individual words were pseudo-
randomly replaced if they were outliers on any given processing variable (i.e. greater than 2 standard 
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deviations from the mean).  The resulting list gives a broad and representative range of processing 
variables while excluding words that have an extreme value of any processing variable. See Appendix A 
for comparisons of processing variable frequency distributions in the giant component and stimuli used in 
Experiment 3. 
Procedure 
 After obtaining informed consent, the series of individual difference measures was obtained from 
the participants including:  processing speed (total number of colored Stroop XXX’s named in 45 
seconds), inhibition (difference between total number of Stroop XXX’s named in 45 seconds and total 
number of Stroop color words named in 45 seconds divided by Stroop XXX’s total), reading span 
(Friedman & Miyake, 2004), and size of vocabulary (Shipley, 1946).  Following the individual difference 



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Analysis and Results 
 For Experiment 3 the dependent variables of interest are reaction times and accuracy rates.  For 
each dependent variable a series of multilevel models was created using stepwise regression with all item-
level (level 1) variables as fixed effects (participants as level 2 units).  Item level variables were added as 
fixed effects due to the large range of variable values included in the stimuli.  Level 1 predictors included 
closeness centrality, clustering coefficient, frequency (frequency of occurrence; Kucera & Francis, 1967), 
neighborhood density (number of phonological neighbors; Luce & Pisoni, 1998), segment mean (the 
mean probability that a certain phoneme will occur in a certain position of a word; Vitevitch & Luce, 
1998), biphone mean (probability of two phonemes occurring together; Vitevitch & Luce, 1998), and 
neighborhood frequency (log transformed frequency of occurrence of a phonological neighborhood).  
Nonword responses were removed from the reaction time analysis and only responses between 300ms and 
1800ms were included in the analyses (1.5% of the data were dropped as outliers).   
First, a model was created with reaction times as the dependent variable without any interactions 
between predictors.  The reaction time model showed significant predictors of frequency, clustering 
coefficient, and log mean frequency of neighborhood.  The predictor frequency showed a negative 
coefficient (β = -22.20, p < .0001) meaning as frequency of occurrence increased time to respond 
decreased.  The predictor clustering coefficient showed a positive coefficient (β = 52.72, p < .0001) 
meaning as clustering coefficient increased time to respond increased.  Recall that clustering coefficient is 
a measure of how many phonological neighbors of a word are also neighbors.  The predictor log mean 
frequency of neighborhood showed a negative coefficient (β = -0.09, p = .03) meaning as log mean 
frequency of neighborhood increased time to respond decreased.  The results found in the model are 
consistent with previous findings (Forster & Chambers, 1973; Chan & Vitevitch, 2009; Grainger, 1990).  




Table 4. Significant predictors observed in Experiment 3 models with interaction terms and 
reaction time as the dependent variable. 
Interaction Term 
Included in Model 




Frequency -82.74 .00004 
Clustering Coefficient 22.24 .0005 




and Frequency  
Frequency -1.88 .85 
Clustering Coefficient 52.40 < .0001 






Frequency -55.77 .0002 
Clustering Coefficient 20.92 < .0001 




and Segment Sum 
Frequency -16.7 .003 
Clustering Coefficient 40.9 .003 




and Biphone Sum 
Frequency -42.8 .0002 
Clustering Coefficient 20.5 .001 




and Log Frequency 
Neighborhood Mean 
Frequency -52.98 < .0001 
Clustering Coefficient 23.41 < .0001 




Following the first model, a series of models was created including an interaction term in each 
model.  A total of six different models were run, one for each interaction of a predictor (clustering 
coefficient, frequency, number of neighbors, segment sum, biphone sum, and log mean frequency of 
neighborhood) with closeness centrality.  Once again, frequency, clustering coefficient, and log mean 
frequency of neighborhood were significant predictors in most models (see Table 4).  The only significant 
interaction coefficient was observed between closeness centrality and frequency (β = -510.40, p = .01).  
The significant interaction term was negative; meaning when participants were presented with a lower 
frequency word a high closeness centrality value makes recognition slower.  When presented with a 




Figure 7. The interaction plot of the significant Frequency and Closeness Centrality interaction on 
reaction times. 
 
The significant interaction between frequency and closeness centrality is an interesting finding, 
one that can be explained by differing levels of lexical discrimination required to make a word/non-word 
judgment.  High frequency words are encountered frequently and are easily retrieved.  When a high 
frequency word is encountered the decision of whether the stimulus is a word or not requires less 
discrimination from close competitors, i.e. the participant “knows” the high frequency stimulus is a word 
before bothering to determine which particular word was encountered.  Therefore the high closeness 
centrality value aids processing, as in Experiment 2.  An example of a high frequency word with high 
closeness centrality would be WRITTEN.  However, when the stimulus encountered is a low frequency 
word with high closeness centrality (such as ALLURE) processing will be impaired.  Determining the 
lexicality of a low frequency word requires slower processing since the word is rarely encountered and 
retrieved.  When a low frequency word is encountered the participant is less confident that the stimulus is 
a word and will need to engage in further discrimination of the stimulus to pinpoint the actual word 
encountered.  The process of determining the low frequency word encountered will be impaired by 
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competitors close to a high closeness centrality word, thereby slowing processing.  To put it simply, less 
discrimination is necessary to determine that a high frequency word is a word and high closeness 
centrality aids processing, whereas more discrimination is necessary to determine that a low frequency 
word is a word and high closeness centrality will impair processing due to the increased number of 
competitors in close proximity.   
The nonwords used in the experiment may have influenced how participants discriminate 
between words and nonwords, adding to the interaction observed between frequency and closeness 
centrality.  Nonwords that are unusual (and differ by several phonemes from a real word) are easy to 
recognize as nonwords and discrimination processes are not overly burdened.  However, when a 
participant is presented with nonwords that sound similar to real English words (such as the nonwords 
used in the present experiment that differ by a single phoneme) they must rely on all the information 
available to make a decision.  Thus, when a low frequency word with high closeness centrality is 
presented the participant is not exposed to the processing benefits of high frequency and must continue to 
use the fine-grained discrimination processes, which are burdened by the many words lexically close, to 
determine the stimulus is a word.   
The significant interaction observed in Experiment 3 suggests the same interaction might exist in 
Experiment 2.  Using results from Experiment 2, a model was created which included an interaction term 
of frequency and closeness centrality.  The interaction term was not significant when analyzing accuracy 
data β = 1.002, p = .24 or reaction time data β = -783, p = .18.  The lack of a significant interaction term 
in Experiment 2 is likely due to the restricted range of frequency and closeness centrality, recall that 
stimuli in Experiment 2 were controlled on a number of other variables including word frequency.  The 
interaction between frequency and closeness centrality was observable in Experiment 3 due to the wider 
range of frequency and closeness centrality values.   
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Furthermore the range of frequency values in Experiment 2 is predominantly beyond 2.11, which 
is the approximate frequency value where high closeness centrality becomes an advantage rather than a 
disadvantage (see figure 7).  There are 17 words below a frequency value of 2.11 and 23 words above the 
2.11 value.  Since most words in Experiment 2 come from the range of frequency values where high 
closeness centrality is an advantage for processing then it is not surprising that an advantage was found 
for high closeness centrality words in Experiment 2.  Therefore, the high closeness centrality advantage 
observed in Experiment 2 and the frequency and closeness centrality interaction observed in Experiment 3 
are in agreement.     
A series of 4 models was then created including the individual difference measures as participant 
level (level 2) cross level interaction predictors (inhibition, processing speed, reading span, and 
vocabulary).  No significant coefficient of individual differences was found (see table 5).  The lack of 
significant results suggests closeness centrality is not processed differently between participants. 
Table 5. Coefficient values for individual difference measures included in Experiment 3 models 
with reaction time as the dependent variable. 
Individual Difference Measure β coefficient p value 
Processing Speed -1.66 .65 
Inhibition -6.27 .71 
Working Memory -6.7 .67 
Vocabulary -8.1 .84 
 
The same process of model creation was repeated with accuracy as the dependent variable.  The 
model with all level 1 predictors and no interaction terms showed frequency (β = .008, p < .0001) and log 
mean neighborhood frequency (β = .0003, p < .001) as significant predictors.  Once again, frequency and 
log mean frequency of neighborhood were significant predictors in the series of models with an 
interaction term included, but clustering coefficient was no longer significant in the models (see table 6).  
No significant interactions were found and individual difference measures showed no significant 
predictors (see table 7).  The lack of significant interaction between closeness centrality and frequency is 
not surprising given that the lexical decision task is an easy task and most participants perform close to 
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ceiling.  Reaction times are a more sensitive measure of processing differences in the task and the models 
using reaction time as a dependent variable are more likely to observe the subtle influence of closeness 
centrality. 
Table 6. Significant predictors observed in Experiment 3 models with interaction terms and 
accuracy as the dependent variable. 
Interaction Term 
Included in Model 








.0003 < .0001 
 
Closeness Centrality 
and Frequency  












.0003 < .0001 
Closeness Centrality 
and Segment Sum 




.0003 < .0001 
 
Closeness Centrality 
and Biphone Sum 




.0003 < .0001 
Closeness Centrality 
and Log Frequency 
Neighborhood Mean 







Table 7. Coefficient values for individual difference measures included in Experiment 3 models 
with accuracy as the dependent variable. 
Individual Difference Measure β coefficient p value 
Processing Speed .0004 .68 
Inhibition .0006 .69 
Working Memory .0002 .99 
Vocabulary .004 .26 
 
The inhibition measure predictor included in the models was also non-significant (accuracy:  β = 
.0006, p = .69, reaction times:  β = -6.27, p = .71), suggesting the executive control function has no 
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impact on the closeness centrality effect.  The ability to ignore distracting information does not appear to 
influence the process of retrieving high closeness centrality words from dense areas of the lexicon.  The 
inhibition measure was obtained from a Stroop color naming task, where the participant is intentionally 
and rather dramatically distracted by words in different colors of ink; a somewhat artificial laboratory 
task.  However, in normal lexical processing there is no overt distraction occurring.  Perhaps an inhibition 
measure sensitive to the more subtle inhibition processing necessary to ignore lexical competitors (a 
process relied upon constantly throughout the day outside of the laboratory) would have yielded 
significant results.   
Additionally, the predictor of processing speed was not significant in either of the models 
(accuracy:  β = .0004, p = .68, reaction times:  β = -1.66, p = .65).  The lack of significant results suggests 
the closeness centrality effect is not influenced by the speed of the participant’s cognition.  Evidence 
suggests participants do not traverse lexical distance when retrieving a single word from the lexicon.  
That is to say, there is no starting point for a lexical search to begin and participants do not have to 
traverse from central areas to remote areas of the lexicon in order to retrieve low closeness centrality 
words.  However, if participants were forced to start from a specific point in the lexicon (e.g. Experiment 
1) it may be observed that slow processors take longer to reach and retrieve low closeness centrality 
words in the remote areas of the lexicon compared to fast processors. 
The working memory measure was not a significant predictor in the reaction time β = -6.7, p = 
.67 or accuracy models β = .0002, p = .99.  Recall that closeness centrality does not measure the lexical 
space immediately surrounding a word, but rather the position of the word in the overall lexical structure.  
Words that are immediately surrounding a word, i.e. phonological neighbors, may enter a participant’s 
working memory, but words that are more than one phoneme removed from the target word (which is 
primarily what closeness centrality is measuring) may not enter working memory and impede processing.  
Therefore, differences in working memory may influence neighborhood density effects, but working 
memory is not influenced by the number of words and paths surrounding a word.  The lack of significant 
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individual difference measures suggests the closeness centrality effect is similar across participants and 
does not vary based on inhibition processes, processing speed, or working memory span. 
It is possible that the lack of significant individual difference predictors is due to a lack of 
variability in the sample of participants used.  The lack of variability may stem from ceiling effects, 
where most participants are performing very well on the individual difference measures leading to a lack 
of variability between participant scores.  Previous studies have found an influence of individual 
differences on language processing (Rozek, Kemper & McDowd, 2012).  It is possible these authors 
found effects due to the greater variability in their sample (i.e. no ceiling effects).  However, an analysis 
of variability within the samples shows relatively the same amount of variability within the different 
studies (see Table 8). 
Table 8.  Comparison of variability  in individual difference measures between experiment 3 and 
Rozek, Kemper & McDowd, 2012.  Means in bold and standard deviations in parentheses. 
 Experiment 3  Young Adult Group in Rozek, 
Kemper & McDowd, 2012 
Vocabulary Size 28.2 (4.05) 31.4 (3.4) 
Inhibition 57.3 (9.49) 60.4 (11.5) 
Processing Speed 80.7 (13.98) 84.5 (14.1) 
Reading Span 3.3 (.71) 3.3 (.6) 
 
Lastly, no evidence was found that the size of one’s lexicon influences the closeness centrality 
effect, as the vocabulary measure was not a significant predictor of accuracy β = .004, p = .26 or reaction 
times β = -8.1, p = .84.  The results suggest differing values of closeness centrality will emerge in an 
individual’s lexicon regardless of size.  Indeed, many network characteristics do not rely on network size 
(i.e. the number of nodes in a network), but rather the arrangement of the nodes in a network is the more 
important influence on network characteristics.  For example, the network characteristic of a small 
average path length (the average path length between any two nodes in a network) has been observed in 
social networks as large as the International Movie Database film actors network (approximately 225,000 
actors; Watts & Strogatz, 1998) or as small as the neural network of the round worm C. elegans 
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(approximately 282 neurons; Watts & Strogatz, 1998).  Therefore, the arrangement of the words in a 
lexicon could give rise to differences in closeness centrality, rather than individual differences such as 
total number of known words. 
Discussion   
The results from Experiment 3 show the utility of the approach used in Experiment 2.  Frequency 
of occurrence has long been shown to be a very important variable in language processing and typically 
accounts for a large amount of the variability in responses.  When frequency is added into a multilevel 
model the variability associated with most other processing variables is overshadowed and their influence 
is not apparent.  When these variables are explicitly controlled during stimulus selection (as in 
Experiment 2) other variables with a more subtle influence on language processing (such as closeness 
centrality) can be observed. Although the influence of these other variables, like closeness centrality, may 
not be as large as the influence of word frequency, the presence of such effects provides important insight 
into how the spoken word recognition system works.  
 The experiments detailed above show that closeness centrality plays an interesting role in 
language processing.  Experiment 1 provided initial evidence that closeness centrality affects language 
processing (i.e. closeness centrality influences a local lexical search task).  Experiment 2 used a more 
conventional psycholinguistic task, the lexical decision task, to show the influence of closeness centrality 
on a more natural language process:  spoken word recognition.  Experiment 3 used an alternative 
approach to show that the influence of closeness centrality is subtle and confounding variables need to be 
tightly controlled during stimulus selection in order for the influence of closeness centrality to be 
observed.  Experiment 3 also showed an interesting interaction of closeness centrality with frequency, 
namely that increasing frequency of occurrence changes the influence of closeness centrality from 
detrimental to beneficial for processing, which may have been at least partially a result of the nonwords 
used.   
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Chapter 7:  Discussion 
The experiments described above explore how a network measure, closeness centrality, 
influences processing of words in the lexicon.  This investigation was made through 3 experiments.  
Experiment 1 was inspired by the work of Iyengar et al. (2012) and used a unique lexical search task.  
Experiment 2 used a traditional psycholinguistic task, the auditory lexical decision task, to examine the 
influence of closeness centrality on spoken word recognition.  Experiment 3 also used an auditory lexical 
decision task with a different approach to the analysis by exploring interactions of closeness centrality 
with other processing variables and individual differences.  In general, the results from these three 
experiments show an influence of closeness centrality on language processing. 
The data from Experiment 1 indicate that lexical search is easier when starting from a low 
closeness centrality word.  A short lexical search, such as the task used in Experiment 1, is aided by the 
few words and paths around a low closeness centrality word.  The few paths and nodes allow for the 
searcher to find the correct path to the target word with ease.  However, a short lexical search around a 
high closeness centrality word is slowed by the large number of paths and words close by, which obscure 
the correct path to the target word.  Experiment 1 provided good evidence that closeness centrality 
influences language processing in the phonological lexicon and that when conducting a local lexical 
search network characteristics influence the success of that search. 
The data from Experiment 2 point towards a processing advantage for words with high closeness 
centrality.  These results can be explained with the mechanism of partial activation proposed by several 
widely accepted models of lexical retrieval (Luce & Pisoni, 1998; McClelland & Elman, 1986; Norris, 
1994).  Partial activation refers to several similar-sounding words receiving partial activation when a 
single word is retrieved from the lexicon.  Due to their close proximity to many other words in the 
lexicon, over time high closeness centrality words will receive a greater amount of partial activation than 
other words.  Even though the high closeness centrality words are not retrieved with greater frequency 
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(frequency of occurrence was controlled), the repeated partial activation of such words may lead to small 
changes that accumulate over time, and which may have beneficial properties that aid recognition 
processes.   
While it is a tentative explanation of the results, partial activation is a common mechanism used 
to explain psycholinguistic phenomena.  The Neighborhood Activation Model proposed by Luce and 
Pisoni (1998) incorporates partial activation to explain some of their findings.  The authors found that 
words with many similar sounding words (or a dense phonological neighborhood) were recognized 
slower and less accurately than words with few similar sounding words (or a sparse phonological 
neighborhood).  When a target word with a dense phonological neighborhood is recognized there are 
many partially activated words that might be retrieved, hindering processing.  However, when a target 
word with a sparse phonological neighborhood is recognized there are few partially activated words that 
might be retrieved, quickening processing.  The research described above shows that partial activation 
may indeed be influencing processing in the lexicon and this influence may lead to the observed and 
predicted influence of closeness centrality.   
Accumulated activation explains the processing advantages of high frequency words observed in 
older adults in MacKay’s Node Structure Theory (1982).  The activation of links between lexical levels 
(e.g. phonemes, syllables, words, and semantic information) benefits the processing of words.  The 
repeated recognition and production of a word will maintain strong links between lexical levels of that 
word, leading to the observed advantages of high frequency words.  Words that are retrieved rarely will 
not have the associated links between lexical levels activated and will begin to decay with time, 
eventually making the word difficult to retrieve.   
Partial activation is also used to explain results in the phonological false memory task employed 
by Sommers & Lewis (1999).  The researchers found that by presenting many phonological neighbors of 
a target word during study participants falsely recognized the target word at test.  The results can be 
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accounted for by partial activation of the target word during presentation of the phonological neighbors.  
The target word was partially activated several times during the study phase which lead many participants 
to believe the target word was actually presented. 
The above examples show how partial activation can influence processing when the activation 
arises within a phonological neighborhood.  However, the current work addresses the idea of partial 
activation stemming from more distant sources in the lexicon.  Evidence for partial activation influencing 
lexical processing beyond a neighborhood comes from the work of Vitevitch and Goldstein (2014).  The 
authors propose that due to keywords occupying a critical position in the lexical network, that in some 
ways acts as a bottle neck, the keywords will receive more partial activation than other words.  Similar to 
the present results, Vitevitch & Goldstein (2014) found that keywords possessed processing benefits 
possibly arising from the accumulated partial activation. 
Experiment 3 results are less clear about the influence of closeness centrality.  Experiment 2 used 
a more traditional approach to the lexical decision task.  Stimuli were selected in a manner that controlled 
for other processing variables, removing the influence of other variables at stimuli selection.  Experiment 
3 used a multilevel modeling analysis to remove the influence of other processing variables and to 
examine the influence of individual difference measures.  Closeness centrality was not a significant 
predictor in any of the models in Experiment 3, suggesting that closeness centrality may have a subtle 
influence on language processing.  In order for this subtle influence to be observed other processing 
variables may need to be controlled in the stimuli list, otherwise variables with a more dominant influence 
on processing (such as frequency) will overshadow the influence of closeness centrality. 
In Experiment 3 an interesting interaction was observed between frequency and closeness 
centrality.  The interaction indicates that processing of low frequency words is impeded by high closeness 
centrality, but processing of high frequency words is aided by high closeness centrality.  It is possible that 
participants were employing two different discrimination strategies.  A high frequency word is 
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encountered often and when a participant is asked to make a word/non-word judgment about a high 
frequency word they may know the stimulus is a word before they know what specific word it is, 
reducing the need to make a slow, fine-grained distinction of the word.  The high closeness centrality of a 
high frequency word will aid processing, as was observed in Experiment 2.  However, when a low 
frequency word is encountered the participant does not have the same confidence that the stimulus is a 
word.  Further discrimination of the stimulus is necessary before a decision of “word” can be made and 
the increased number of words close to a high closeness centrality word will delay the discrimination 
process by increasing the number of potential competitors.  The results from Experiment 3 highlight the 
interaction of processing variables in the lexicon, and may have been due to the nonwords that sounded 
very similar to real words. 
Implications for Language Processing Models 
The current results are not accounted for by currently accepted models of spoken word 
recognition which would predict no difference in processing once all individual-level characteristics are 
controlled for (McClelland & Elman, 1986; Norris, 1994).  The present work shows the importance of 
studying the lexicon as a connected whole consisting of interacting words, rather than individual words 
stored in isolation.  The tools of network science are ideally suited to study the lexicon as a connected 
whole. 
Network scientists have repeatedly demonstrated that structure and function are closely 
intertwined.  The phonological lexicon is no different, how phonological representations are organized 
influence how quickly and accurately those phonological representations are retrieved.  The results also 
show an important and interesting effect.  Closeness centrality is a measure of how many links away (on 
average) a word is to every other word in the lexicon.  This finding bolsters the claims made in Vitevitch 
and Goldstein (2014) showing that another network measure assessing the entire lexicon, keywordness, 
influences language processing.  These findings highlight the fact that the entire, overall structure of a 
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language needs to be considered in theories of spoken language processing.  In other words, the mental 
lexicon is not a series of independent word representations, but rather a connected system that must be 
studied as a whole.  
Furthermore, the present work shows the utility of using network science to study complex 
cognitive systems such as the lexicon.  Network science provides many useful tools that are applicable to 
a wide range of cognitive systems; however caution must be taken when applying network science tools 
as there is no “one size fits all” measure.  The network measure of closeness centrality is ideal to use 
when studying the lexicon as it is able to capture some key characteristics of processing in the lexicon.  
Borgatti (2005) showed that depending on how information flows through a network, certain network 
measures are not applicable as they will provide inaccurate or uninterpretable results.  When attempting to 
use the tools of network science great care must be taken to use the appropriate measures for the 
appropriate system being modeled.  Even the definition of a node or link in a network must be carefully 
considered when creating network models (Borgatti & Halgin, 2011).  In summary, there exists much 
potential for network science to aid cognitive research, but the tools must be used wisely. 
Important Words in the Lexicon 
Similar to the keywords research by Vitevitch and Goldstein (2014), the proposed research has 
several important applications.  Important words, as measured by global network measures, may be ideal 
words to learn initially in a second (or first) language.  The research described above shows the 
importance of viewing the lexicon as a unified system rather than isolated words.  In order to build a 
robust network framework for the lexical system to grow upon it would seem beneficial to direct the 
building of that network in an organized, systematic way.  It may prove beneficial to create lists of 
important words for language learners, controlling and directing the language learning process in the most 
efficient way possible.  For example, if high closeness centrality words are learned first this may provide 
stable areas of the lexicon for other words to attach to, facilitating growth. 
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Impaired populations may benefit from this research as well.  Showing how important nodes are 
processed differently may lead to therapy wherein important words in the lexical structure are practiced.  
Ferrer i Cancho & Solѐ (2001) note that patients with agrammatic aphasia (characterized by telegraphic 
speech and a lack of function words) have difficulty with important words in a lexical network based on 
syntactic relationships.  The authors observations seem to suggest training on these important words may 
benefit overall lexical processing in agrammatic aphasia patients.   
Work with semantic dementia patients, a language impairment related to aphasia, also poses a 
promising avenue of application.  Current approaches to language training in patients with semantic 
dementia attempt to preserve patient’s currently known words from decay.  The words chosen for 
preservation are often frequently occurring words with high imageability (Reilly, Martin & Grossman, 
2005).  Both characteristics aid retention of the specific words that are practiced.  However, if important 
words in the lexical network are practiced it may show a benefit for words other than the specific words 
practiced.  For example, if a list of high closeness centrality words was repeatedly practiced the words 
surrounding the high closeness centrality words in the lexicon may also receive a benefit through partial 
activation even though those items are not actually retrieved.  In this way a training list of words could be 
constructed to provide the maximum language benefit possible. Semantic dementia and aphasia are 
indeed different disorders, but may have a similar underlying cause of difficulty in retrieving words from 
the lexicon.  Therefore, similar training therapies, which target different words or types of words (e.g., 
semantically related versus phonologically related) for the different disorders may lead to benefits in both 
disorders.   
The approach described above seems feasible when considering another approach to aphasia 
therapy known as Verbal Network Strengthening Treatment.  Verbal Network Strengthening Treatment 
(Edmonds, Nadeau & Kiran, 2009) consists of exposing a patient with aphasia to words that are related to 
a specific verb, such as similar verbs or the agent of the target verb.  The target verb being strengthened is 
not presented and patients often show improvement in use of the target verb.  This treatment approach 
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highlights the idea that retrieval of a word can be strengthened through training on related words.  The 
most efficient way to train patients with aphasia on as many words as possible may not be to create large 
lists, but rather to identify words that have the largest potential benefit for other words.  High closeness 
centrality words, by definition, are close to many other words in the lexicon and when activated during 
retrieval will partially activate the greatest possible number of other words.  A training list consisting of 
important words may be extraordinarily beneficial for patients with aphasia.  
Conclusions 
 The work described above highlights several important points in psycholinguistic research:  1) 
models of spoken word recognition that focus on individual characteristics of words are excluding the 
important relationships between words, 2) the lexicon may be more accurately viewed as a complex 
system and the tools of network science are useful for measuring the structure of this system, and 3) 
important words exist in the lexicon and closeness centrality is one way to measure importance in the 
lexicon.  The variable of closeness centrality influences processing in some interesting and important 
ways and further study is necessary to fully understand its impact on processing.  Finally, applications of 
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