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Abstract
A homology theory is developed for set-theoretic Yang-Baxter equations, and knot invariants
are constructed by generalized colorings by biquandles and Yang-Baxter cocycles.
1 Introduction
The introduction of virtual knots by Kauffman [23, 24] re-focused attention on algebraic structures
that are defined via diagrams. Advantages of using virtual knots were observed for the bracket poly-
nomial [24] and Vassiliev invariants [18]. The fundamental (Wirtinger) groups of virtual knots were
studied [26, 32] and their geometric interpretations were given [21]. Generalizations of Alexander
polynomials were studied in relations to virtual knots [31, 33]. The theory of racks and quandles
(in particular the homology theory thereof) as exposed in [13, 15, 16] was used to define state-sum
invariants for knotted surfaces, as well as for classical and virtual knots [4]. A generalization of
quandles, called biquandles, is proposed in [25]. Examples include a generalized Burau matrix used
in [31] and [33]. The set theoretic solutions to the Yang-Baxter equations are studied in detail in
the papers [10, 11, 27, 34]. Their affine solutions appear among our birack matrices. Some of these
solutions also appeared in [33] and [9].
∗Supported in part by NSF Grant DMS #0301095.
†Supported in part by NSF Grant DMS #0301089.
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In this paper a homology theory for the YBE is constructed, and cocycles are used to define
knot invariants via colorings of (virtual) knot diagrams by biquandles and a state-sum formulation.
This paper is organized into two sections; Section 2 develops algebraic theories, and Section 3
gives applications to knot theory. In Section 2, the Yang-Baxter sets are reviewed and colorings of
cubical complex by Yang-Baxter sets are considered in Section 2.1, for developing homology theories
for the Yang-Baxter sets in Section 2.2. Obstruction and extension cocycles are investigated in
Section 2.3 along the lines of group and quandle cohomology theories [4]. In Section 3, after a
review on biquandles and their colorings in Section 3.1, the cocycle invariants are defined using the
Yang-Baxter cohomology theory, and computations and applications are given in Section 3.3.
2 Homology theory for set theoretic Yang-Baxter equations
2.1 Yang-Baxter sets and their colorings
Let R = (R1, R2) be a solution to the set theoretic Yang-Baxter equation on a set X, that is,
R : X×X → X×X, written componentwise as R(x1, x2) = (R1(x1, x2), R2(x1, x2)) for x1, x2 ∈ X,
satisfies the relation
(R × 1)(1×R)(R × 1) = (1×R)(R× 1)(1 ×R)
where 1 denotes the identity map. The set X with a solution R to the Yang-Baxter equation,
(X,R), is called a Yang-Baxter set. Set-theoretic Yang-Baxter equations have been studied in
[10, 11, 27, 34], for example.
Example 2.1 Let k be a commutative ring with 1 and with units s and t, such that (1−s)(1−t) = 0.
Then R =
[
1− s s
t 1− t
]
satisfies the YBE. In particular, for any commutative ring F with 1, let
k = F [s±1, t±1]/(1− s)(1− t). Then the above defined R satisfies the conditions. More specifically,
Zq becomes a YB set for integers s and t, where q = |(1− s)(1− t)| if s and t are units in Zq.
Another similar example is constructed from matrices. Let R : X × X → X × X be defined
by a matrix R =
[
E − Y Y
Z E − Z
]
with invertible matrices Y and Z such that Y Z = ZY and
(E − Y )(E − Z) = 0. Then R satisfies the YBE. Specifically, for any commutative ring k with 1,
Y =
[
1 s
0 1
]
and Z =
[
1 t
0 1
]
for any s, t ∈ k give a solution to the YBE.
Let In be the n-dimensional cube I
n regarded as a CW (cubical) complex, where I = [0, 1] and
n is a positive integer. Denote the k-skeleton of In by I
(k)
n . Every k-dimensional face of In, for any
positive integer k, is another k-dimensional cube. Give the orientation for each k-face to be the one
defined from the order of the coordinate axes. Every k-face σ is regarded as having this orientation
fixed, and the same k-face with the opposite orientation is denoted by −σ. In particular, note that
every 2-face can be written as
{ǫ1} × · · · × {ǫi−1} × Ii × {ǫi+1} × · · · × {ǫj−1} × Ij × {ǫj+1} × · · · × {ǫn}
2
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Figure 1: The initial path of I6
for some i and j, 1 ≤ i < j ≤ n, where ǫk = 0 or 1, and Ii, Ij denote the i-th, j-th factors of a copy
of I, respectively. We abbreviate parentheses for simplicity. Similarly, when the number 0 or 1 is
placed at the i-th factor, we denote it by 0i or 1i, respectively.
Definition 2.2 The (Yang-Baxter) coloring of In by a Yang-Baxter set (X,R) is a map L :
E(In) → X, where E(In) denotes the set of edges (1-face) of In, with each edge oriented as
above, such that if
L(ǫ1 × · · · × Ii × · · · × 0j × · · · × ǫn) = x and
L(ǫ1 × · · · × 1i × · · · × Ij × · · · × ǫn) = y,
then
L(ǫ1 × · · · × 0i × · · · × Ij × · · · × ǫn) = R1(x, y) and
L(ǫ1 × · · · × Ii × · · · × 1j × · · · × ǫn) = R2(x, y).
To see how many Yang-Baxter colorings In admits, we specify the initial path in In: the
sequence of edges of In, (e1, · · · , en), where
e1 = I1 × 02 × · · · × 0n
e2 = 11 × I2 × 03 × · · · × 0n
...
...
...
en = 11 × · · · × 1n−1 × In,
is called the initial path of In. Note that the orientations of the edges ei of the initial path are
consistent in the sense that the terminal point of ei is the initial point of ei+1, for all i = 1, · · · , n−1.
For a sub-cube
C = ǫ1 × · · · × Ij1 × · · · × Ij2 × · · · × Ijk × · · · × ǫn
of dimension k, identify C with Ik by the obvious map sending the h-th factor of I in I
k to Ijh
in C. The orientations are preserved by this identification. Then the sequence of edges of C
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corresponding to the initial path of Ik under this identification is called the initial path of C. In
Fig. 1, a projection of I6 is depicted, and its initial path are labeled by e1, . . . , e6 along the top
edges.
Lemma 2.3 Let (X,R) be a Yang-Baxter set, and (e1, · · · , en) be the initial path of In. For any
n-tuple of elements of X, (x1, · · · , xn), there exists a unique Yang-Baxter coloring L of In by (X,R)
such that L(ei) = xi for all i = 1, · · · , n.
Proof. A sequence of edges (h1, . . . , hn) in In is called a complete path in In, if the initial point
(with respect to the given orientation of each edge) of h1 is 01 × · · · × 0n, the terminal point of hn
is 11 × · · · × 1n, and the initial point of hi+1 matches the terminal point of hi for all 1 < i < n− 1.
For example, the initial path (e1, . . . , en) is a complete path, as is the sequence of edges
hi = ei, for i 6= j, j + 1
hj = (1, . . . , 1︸ ︷︷ ︸
j−1
, 0, Ij+1, 0, . . . 0︸ ︷︷ ︸
n−j−1
)
hj+1 = (1, . . . , 1︸ ︷︷ ︸
j−2
, 0, Ij , 0, . . . 0︸ ︷︷ ︸
n−j
).
In Fig. 1, (the projection of) another example of a complete path (h1, . . . , h6) is depicted.
The complete path (h1, . . . , hn) defined above is obtained from (e1, . . . , en) by sweeping the
square
(1, . . . , 1︸ ︷︷ ︸
j−1
, Ij × Ij+1, 0, . . . , 0︸ ︷︷ ︸
n−j
).
We describe sweeping a square in full generality as follows. Suppose that
hj = ǫ1 × · · · × Iα × · · · × 0β × · · · × ǫn,
hj+1 = ǫ1 × · · · × 1α × · · · × Iβ × · · · × ǫn,
h′j = ǫ1 × · · · × 0α × · · · × Iβ × · · · × ǫn,
h′j+1 = ǫ1 × · · · × Iα × · · · × 1β × · · · × ǫn,
and hi = h
′
i for i 6= j, j + 1. Then the complete path (h
′
1, . . . h
′
n) is said to be obtained from the
complete path (h1, . . . hn) by sweeping a square. Note that this is not a symmetric relation. This
situation is also denoted by (h1, . . . hn) ⇒ (h
′
1, . . . h
′
n). The two paths (h1, . . . hn) and (h
′
1, . . . h
′
n)
bound the square
(ǫ1 × · · · × Iα × · · · × Iβ × · · · × ǫn).
This square is called the square swept by the paths. A square swept by paths looks like the square
in Fig. 2, where (h1, . . . hn) goes through top two edges and (h
′
1, . . . h
′
n) goes through the bottom
two edges.
If there are paths Pk = (h
(k)
1 , . . . , h
(k)
n ) for k = 0, · · · ,m such that P = P0 ⇒ P1 ⇒ · · · ⇒ Pm =
P ′, then P ′ is said to be obtained from P by sweeping squares and is denoted by P =⇒ P ′ (the
double arrow in notation is longer in this case). By the definition of a Yang-Baxter coloring, if the
values L(hi) are specified for all i = 1, · · · , n, and (hi) =⇒ (h
′
j), then there exist values L(h
′
j) such
that the Yang-Baxter coloring condition is satisfied for each square that is swept.
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We now give a bijective correspondence between the set of complete paths and the symmetric
group Σn. For a given complete path P = (h1, . . . , hn), define a permutation σ = σ(P) ∈ Σn by
hj = ǫ1 × · · · × Iσ(j) × · · · ǫn.
That is, σ is defined so that the jth segment of P is parallel to the σ(j)th coordinate axis.
Conversely, given a permutation σ ∈ Σn, we construct a unique complete path P = P(σ) =
(h1(σ), . . . , hn(σ)) such that σ(P) = σ as follows:
h1(σ) = (0, . . . , Iσ(1), . . . , 0),
h2(σ) = (0, . . . , 1︸︷︷︸
σ(1)
, . . . , Iσ(2), . . . , 0),
...
hk(σ) = (ǫ1(σ(k)), . . . , Iσ(k), . . . , ǫn(σ(k))).
The values of ǫj(σ(k)) are either 0 or 1. The value 1 is achieved in the σ(1) through σ(k − 1)
coordinates. The remaining values are 0. This completes the construction of a bijection.
Now we show that any complete path P can be obtained from the initial path P0 = (e1, . . . , en)
by sweeping squares, i.e. P0 =⇒ P. We prove this inductively by considering the permutations σ(P)
associated to the paths. First we introduce some notation on permutations. Write the permutation(
1 2 . . . n− 1
i1 i2 . . . in−1
)
∈ Σn−1 as (i1, i2, . . . , in−1). For two permutations σ1, σ2 ∈ Σn, denote by
σ1 ⇒ σ2 if there is a transposition (i, j) such that σ2 = (i, j)σ1. For example, elements of Σ3 have
the following relations.
(123) ⇒ (132) ⇒ (312)
⇓ ⇓ ⇓
(213) ⇒ (231) ⇒ (321)
By definition, if P1 ⇒ P2 for two complete paths, then σ(P1) ⇒ σ(P2). Conversely, if σ1 ⇒ σ2,
then P1(σ1)⇒ P2(σ2). Indeed, P2(σ2) is obtained from P1(σ1) by sweeping the square of the form
(ǫ1, . . . , Ii, . . . , Ij , . . . , ǫn), where σ2 = (i, j)σ1. Note that every permutation can be obtained from
the identity by a sequence of such transpositions. It follows that any complete path P = (h1, . . . , hn)
is obtained from the initial path (e1, . . . , en) by sweeping squares: (e1, . . . , en) =⇒ (h1, . . . , hn).
Also note that each edge in the n-cube is an edge in some complete path. For a given edge
(ǫ1, . . . , Ij , . . . , ǫn) consider those values of k for which ǫk = 1. Then connect the given edge back
to (0, 0, . . . , 0) by a sequence of edges parallel to Ik. Connect the given edge forward to (1, 1, . . . , 1)
by intervals in the remaining coordinates. Since every edge is an edge on some complete path, and
since every complete path can be obtained from the initial path by sweeping squares, we have a
Yang-Baxter coloring on each edge.
To prove uniqueness, we use projections of knot diagrams, and we need the following set-up.
Consider the path (f1, · · · , fn), where
f1 = 01 × · · · × 0n−1 × In
f2 = 01 × · · · × In−1 × 1n
...
...
...
fn = I1 × 12 × · · · × 1n,
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which we call the terminal path of In. In Fig. 1, the bottom edges form the terminal path, and the
union of the initial and terminal paths form the boundary of the n-gon, which is a projection of In
into the plane. The union of squares swept by a sequence (ei) =⇒ (fi) from the initial path to the
terminal path is a union of parallelograms tiling the 2n-gon, see Fig. 4 for such tilings for n = 4.
The union of squares swept by any path (ei) =⇒ (hi) for any given path (hi) is a subset of such a
tiling of the whole 2n-gon.
Recall the knot diagrams dual to parallelograms as depicted in Fig. 2. Consider the projections
of such knot diagrams. The union of squares swept by a sequence (ei) =⇒ (fi) gives rise to a
projection of dual knot diagrams that consist of generic straight lines on the plane. Hence there is
a one-to-one correspondence between the set of tilings of an 2n-gon in the plane by parallelograms,
and the set of generic straight n lines on the plane. In this correspondence, the Yang-Baxter relation
corresponds to a Reidemeister type III move, as depicted in Fig. 3. This is a rearrangement of tilings
of 3 adjacent parallelograms. We call this a Yang-Baxter rearrangement.
It remains to be seen that for the tilings T1 and T2 corresponding to given two sequences S1 :
(ei) =⇒ (fi) and S2 : (ei) =⇒ (fi) respectively, there is a sequence of Yang-Baxter rearrangement
S1
a1→ · · ·
ak→ S2.
Let (ℓ1, · · · , ℓn) be the set of straight lines on the plane R
2 × {0} corresponding to T1, and
let (ℓ′1, · · · , ℓ
′
n) be those in R
2 × {1} corresponding to T2. Consider the planes (P1, · · · , Pn) in
R
2 × [0, 1] ⊂ R3 such that each plane Pi (i = 1, · · · , n) is spanned by ℓi and ℓ
′
i. By a small
homotopy if necessary, it is assumed that (P1, · · · , Pn) do not have intersections among more than
three planes, and that the triple points are located at distinct levels with respect to the height (the
second factor of R2 × [0, 1]) direction. Such a triple point corresponds to a Reidemeister type III
move, and to a Yang-Baxter rearrangement in the dual tilings.
Let t0 = 0 < t1 < · · · < tv = 1 be numbers such that there is exactly one triple point between
R
2×{tj} and R
2×{tj+1}. Then the dual tilings of Pi ∩R
2×{ti} gives a sequence of Yang-Baxter
rearrangements from (ℓi) to (ℓ
′
i), as desired.
2.2 Yang-Baxter homology theory
Let (X,R) be a Yang-Baxter set. Let CYBn (X) be the free abelian group generated by n-tuples
(x1, . . . , xn) of elements of X.
Consider a Yang-Baxter coloring L of In with L(ei) = xi for all i = 1, · · · , n, which exists
uniquely by Lemma 2.3. This L is fixed until the end of the definition of the chain complex.
Consider any k-face (subcube) J of In. Let (f1, · · · , fk) be the initial path of J . Then there is
a unique k-tuple of elements of X, (y1, · · · , yk), such that L(fj) = yj for all j = 1, · · · , k. Denote
this situation by L(J ) = (y1, · · · , yk).
Let ∂Cn denote the n-dimensional boundary map in cubical homology theory. Thus ∂
C
n (In) =∑2n
i=1 ǫiJi where Ji is an (n− 1)-face, ǫi = ±1 depending on whether the orientation of Ji matches
the induced orientation on Ji. For the induced orientation, we take the convention that the inward
pointing normal to an (n−1) face appears last in a sequence of vectors that specifies an orientation,
and the orientation of the (n − 1)-face is chosen so that this sequence agrees with the orientation
of the n-cube. In particular, C = I1 × · · · × In−1 × {0} has a compatible orientation.
Define a homomorphism ∂n : C
YB
n (X) → C
YB
n−1(X) by ∂n((x1, · · · xn)) =
∑2n
i=1 ǫiL(Ci). Since
∂Cn−1 ◦ ∂
C
n = 0, we have ∂n−1 ◦ ∂n = 0, and {∂n} defines a chain complex (C
YB
∗ (X), ∂n). Define as
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I 1
I 2
R 1 (x, y) 2R (x, y)
x y
Figure 2: 2-dimensional boundary homomorphism
usual the homology groups, homology groups with an abelian group coefficient A, cochain groups,
cohomology groups with an abelian group coefficient A, and denote them by HYB∗ (X), H
YB
∗ (X;A),
C∗YB(X;A), H
∗
YB(X;A), respectively. We also call cycles and cocycles in this homology theory
Yang-Baxter cycles and cocycles, respectively.
Definition 2.4 The homology and cohomology theories defined above are called the homology and
cohomology theories of set theoretic Yang-Baxter equation.
We exhibit explicit formulas of the boundary homomorphisms for low dimensions.
Example 2.5 Let (X,R) be a Yang-Baxter set. In Fig. 2, the 2-dimensional cube I2 is depicted.
The top two edges form the initial path, and the edges are colored by x, y ∈ X. The bottom
edges are colored by R1(x, y) and R2(x, y), so that these assignment indeed defines a Yang-Baxter
coloring of a square. Thus the boundary homomorphism in this case is given by
∂2(x, y) = (x) + (y)− (R1(x, y)) − (R2(x, y)).
In this square, a correspondence between a square and a positive crossing point used for classical
knot diagrams is depicted. We use this correspondence in the following examples.
Example 2.6 In Fig. 3, the 3-dimensional cube I3 is depicted at the top of the figure. The top
three paths form the initial path, and the elements x, y, z are assigned. The cube, as depicted in the
figure, consists of three front faces and three back faces from the reader’s perspective. In the top
figure of the cube, the three back faces are located behind the three front faces, and thus depicted
by dotted lines. In the bottom of the figure, the front faces (left) and the back faces (right) are
depicted separately.
The front faces determine, via the condition of a Yang-Baxter coloring, the colors assigned to all
the edges of the front faces as depicted. The same is true for the edges of the back faces. There are
six edges that are common for both front and back faces. Three edges of the initial path (labeled by
x, y, z) at the top, and three edges at the bottom. The expressions of the colors assigned to these
bottom three edges obtained from front faces and those obtained from back faces are different, as
depicted in the figure. These are, of course, the same elements in X for each edge, since R is a
Yang-Baxter solution, and the equalities that these elements are the same indeed are equivalent
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I 1
I 2
I 3
R (x, y)1 2R (x, y)
y
x z
y
x z
2R (x, y)( , z )R2
R1 2R (x, y)( , z )
R (x, y)1R1 R1 2R (x, y)( , z )( , )
R (x, y)1 R1 2R (x, y)( , z )R2 ( , )
R1 ( y z, )
R ( y z, )2
R1 ( y z, )R1 x ,( )
R1 ( y z, )R x ,( )2
R1 ( y z, )R x ,( )2 R ( y z, )2R1 ( , )
R1 ( y z, )R x ,( )2 R ( y z, )2R ( , )2
Front faces Back faces
Figure 3: 3-dimensional boundary homomorphism
to the condition that R is a solution. The relation between cubes and crossings is again depicted
in the bottom figure, and it is seen that the Yang-Baxter equation corresponds to the type III
Reidemeister move, as known in knot theory. The boundary homomorphism in this case is given
by
∂3(x, y, z)
= (x, y) + (R2(x, y), z) + (R1(x, y), R1(R2(x, y), z))
− {(y, z) + (x,R1(y, z)) + (R2(x,R1(y, z)), R2(y, z))}
In terms of knot diagrams, it is seen that each colored crossing contributes a 2-chain (pair) (α, β),
and the Reidemeister type III move (before − after) gives the boundary map.
Example 2.7 In Fig. 4, the 4-dimensional case is depicted. A triple (x1, x2, x3) ∈ C
YB
3 (X) is
represented by a cube depicted in Fig. 3 whose initial path (e1, e2, e3) is colored by (x1, x2, x3).
As in Fig. 3, such a cube is depicted by the three front faces (left) and three back faces (right).
In Fig. 4 left and right sides, the four front and back 3-faces of I4 are depicted respectively, by
exhibiting each 3-face (cube) by showing the front three and back three.
For example, the change (left to right) of Fig. 3 happens for a cube with initial path colored
by (x1, x2, x3) as the first step in the left of Fig. 4 (from top right to top middle), contributing
the term (x1, x2, x3) in ∂4(x1, x2, x3, x4). On the other hand, in the right of Fig. 4, the first
change is from top left to top middle, which is applied to the cube with initial path colored by
(R1(x1, x2), R1(R2(x1, x2), x3), R1(R2(R2(x1, x2), x3), x4)), the first negative term. From the figure
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R2 x1 R1 x3x2( , )( , )
x4
x1
R1 x3x2( , )
R1 x3x2R2 ( , ) x4( , )
x4
x3
x2
x3x2R2 ( , ) x2 x3
x4x1
x1
x2
R2 x1 R1 x2 R1 x3 x4( , )( , )( , )
x3 x4R2 ( , )
R2 x2 R1 x3 x4( , )( , )
R1 x1 x2( , )
R1 R2 x1 x2( , ) x3( ),
R2R1 R2 x1 x2( , ) x3( ), x4( ),
x1 x2( , )R2
R1 x3 x4( , )
Figure 4: 4-dimensional boundary homomorphism
x4x21x x4x 33x2x1x
Figure 5: Dual knot diagrams
we obtain
∂4(x1, x2, x3, x4)
= (x1, x2, x3) + (R2(x1, R1(x2, x3)), R2(x2, x3), x4)
+(x1, R1(x2, x3), R1(R2(x2, x3), x4)) + (x2, x3, x4)
− {(R1(x1, x2), R1(R2(x1, x2), x3), R1(R2(R2(x1, x2), x3), x4)) + (R2(x1, x2), x3, x4)
+(x1, x2, R1(x3, x4)) + (R2(x1, R1(x2, R1(x3, x4))), R2(x2, R1(x3, x4)), R2(x3, x4))}.
These Fig. 4 are dual figures of movie version of the “tetrahedral move,” one of the Roseman
moves (analogs of Reidemeister moves for knotted surfaces, see [8]). Using the convention depicted
in Fig. 2 on relation between squares and crossings, we obtain the left figure of Fig. 5 from the
top figure of Fig. 4. The last figure, at the bottom in Fig. 4, corresponds to the right figure
in Fig. 5. Two changes in the left and right of Fig. 4 correspond to two sequences of type III
Reidemeister moves changing the left figure of Fig. 5 to the right (see [8] again). In terms of
projections into 3-space of a knotted surfaces in 4-space, each type III move corresponds to a triple
point in projection.
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2.3 Obstruction and extension cocycles
Low dimensional Yang-Baxter cocycles have interpretations as obstruction cocycles in extensions
of Yang-Baxter sets. This is a situation similar to group and other cohomology theories, and
generalizes the quandle cohomology case.
Let 0 → N
i
→ G
p
→ A → 0 be an exact sequence of abelian groups with a set-theoretic section
s : A→ G which is normalized in the sense that s(0) = 0.
Let f ∈ ZnYB(X;A) for a positive integer n, then δf(x1, · · · , xn) has 2n terms, each of which
has (n− 1) arguments. Let δf(x1, · · · , xn) = T1+ · · ·+T2n be such terms. Consider the expression
H = s(T1) + · · · + s(T2n). Then p(H) = 0 ∈ A since p ◦ s = id, p is a homomorphism, and f is
a cocycle. Therefore there is a unique element ψ(x1, · · · , xn) ∈ N such that iψ(x1, · · · , xn) = H.
For example, for n = 2, we obtain
sf(x) + sf(y) = iψ(x, y) + sf(R1(x, y)) + sf(R2(x, y)). (1)
Proposition 2.8 ψ ∈ Zn+1YB (X;N).
Proof. The 2n terms T1, · · · , T2n are in one-to-one correspondence with (n − 1)-faces of In whose
initial path is labeled by x1, · · · , xn via L. Assign iψ(x1, · · · , xn) to this cube In. Then in In+1
whose initial path is labeled by (x1, · · · , xn+1), the n-faces I are in one-to-one correspondence with
the assigned iψ. Then δψ = 0 follows from δ2 = 0.
We call such a cocycle ψ an obstruction (n+ 1)-cocycle.
Explicit calculations can be carried out using this correspondence. For example, for n = 2, on
the one hand,
sf(x) + sf(y) + sf(z)
= iψ(x, y) + sf(R1(x, y)) + sf(R2(x, y)) + sf(z)
= iψ(x, y) + iψ(R2(x, y), z) + sf(R1(x, y)) + sf(R1(R2(x, y), z)) + sf(R2(R2(x, y), z))
= iψ(x, y) + iψ(R2(x, y), z) + iψ(R1(x, y), R1(R2(x, y), z))
+sf(R1(R1(x, y), R1(R2(x, y), z))) + sf(R2(R1(x, y), R1(R2(x, y), z)))) + sf(R2(R2(x, y), z))
and on the other hand,
sf(x) + sf(y) + sf(z)
= iψ(y, z) + sf(x) + sf(R1(y, z)) + sf(R2(y, z))
= iψ(y, z) + iψ(x,R1(y, z)) + sf(R1(x,R1(y, z))) + sf(R2(x,R1(y, z))) + sf(R2(y, z))
= iψ(y, z) + iψ(x,R1(y, z)) + iψ(R2(x,R1(y, z)), R2(y, z))
+sf(R1(x,R1(y, z))) + sf(R1(R2(x,R1(y, z)), R2(y, z))) + sf(R2(R2(x,R1(y, z)), R2(y, z)))
where the defining relation of ψ was applied to underlined terms. We recover the formula for the
second coboundary homomorphism this way. This computation is directly visualized from Fig. 3.
Next we consider extensions.
Proposition 2.9 Let V = A×X and S : V × V → V × V be defined by
S((a1, x1), (a2, x2)) = ((a2 + ψ1(x1, x2), R1(x1, x2)), (a1 + ψ2(x1, x2), R2(x1, x2))
for any (ai, xi) ∈ V . If (V, S) is a Yang-Baxter set, then ψ1 + ψ2 ∈ Z
2
YB(X;A).
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Proof. We compute
(S × 1)(1 × S)(S × 1)((a1, x1), (a2, x2), (a3, x3))
= ( ( a3 + ψ1(R2(x1, x2), x3) + ψ1(R1(x1, x2), R1(R2(x1, x2), x3)),
R1(R1(x1, x2), R1(R2(x1, x2), x3)) ),
( a2 + ψ1(x1, x2) + ψ2(R1(x1, x2), R1(R2(x1, x2), x3)),
R2(R1(x1, x2), R1(R2(x1, x2), x3) ) ),
( a1 + ψ2(x1, x2) + ψ2(R2(x1, x2), x3),
R2(R2(x1, x2), x3) ) )
and on the other hand,
(1× S)(S × 1)(1 × S)((a1, x1), (a2, x2), (a3, x3))
= ( (a3 + ψ1(x2, x3) + ψ1(x1, R1(x2, x3)),
R1(x1, R1(x2, x3)) ),
( a2 + ψ2(x2, x3) + ψ1(R2(x1, R1(x2, x3)), R2(x2, x3)),
R1(R2(x1, R1(x2, x3)), R2(x2, x3)) ),
( a1 + ψ2(x1, R1(x2, x3)) + ψ2(R2(x1, R1(x2, x3)), R2(x2, x3)),
R2(R2(x1, R1(x2, x3)), R2(x2, x3)) ) ).
Hence we obtain
ψ1(R2(x1, x2), x3) + ψ1(R1(x1, x2), R1(R2(x1, x2), x3)
= ψ1(x2, x3) + ψ1(x1, R1(x2, x3))
ψ1(x1, x2) + ψ2(R1(x1, x2), R1(R2(x1, x2), x3)
= ψ2(x2, x3) + ψ1(R2(x1, R1(x2, x3)), R2(x2, x3))
ψ2(x1, x2) + ψ2(R2(x1, x2), x3)
= ψ2(x1, R1(x2, x3)) + ψ2(R2(x1, R1(x2, x3)), R2(x2, x3))
from each factor containing a3, a2, a1 respectively, and by adding these equalities we obtain the
2-cocycle condition for ψ1 + ψ2, and the result follows.
Corollary 2.10 Suppose A is a ring in which 2 is invertible. Let V = A×X and S : V ×V → V ×V
be defined by
S((a1, x1), (a2, x2)) = ((a2 + ψ(x1, x2), R1(x1, x2)), (a1 + ψ(x1, x2), R2(x1, x2))
for any (ai, xi) ∈ V . If (V, S) is a Yang-Baxter set, then ψ ∈ Z
2
YB(X;A).
Proof. In the preceding proposition, set ψ1 = ψ2, then we obtain twice the cocycle condition at the
end, and obtain the result as 2 is invertible.
Definition 2.11 The Yang-Baxter set (V, S) defined in Proposition 2.9 is called an extension of
(X,R) by (ψ1, ψ2).
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Example 2.12 Let X = Ωq = Zq[s
±1, t±1]/(1− s)(1− t). The same matrix R =
[
1− s s
t 1− t
]
used in Example 2.1 defines a Yang-Baxter set structure on Ωq. Let A = X = Ωq and define
ψi : X ×X → A(= X) by ψi(x, y) = ui(y − x) for some ui ∈ X, for i = 1, 2.
Let V = A×X = (Ωq)
2 and consider S : V × V → V × V defined as in the Proposition 2.9:
S((a1, x1), (a2, x2)) = ((a2 + ψ1(x1, x2), R1(x1, x2)), (a1 + ψ2(x1, x2), R2(x1, x2))
for any (ai, xi) ∈ V . Then S is represented by the matrix


0 −u1 1 u1
0 1− s 0 s
1 −u2 0 u2
0 t 0 1− t

, also written by S.
Then defining Y =
[
1 u1
0 s
]
and Z =
[
1 −u2
0 t
]
, S can be written as S =
[
E − Y Y
Z E − Z
]
where Y , Z invertible. If u2(1 − s) = 0 = u1(1 − t), then Y Z = ZY and (E − Y )(E − Z) = 0, so
that from Example 2.1 (V, S) defines a Yang-Baxter set, and is an extension of (X,R).
Example 2.13 Let (X,R) be the Yang-Baxter set in Example 2.1. Specifically, for a ring k in
which 2 is invertible, let X = k2 and R =
[
E − Y Y
Z E − Z
]
, where R is a block matrix of 2 by
2 matrices with Y =
[
1 s
0 1
]
and Z =
[
1 t
0 1
]
, where s, t ∈ k.
Let A = X = k2 and V = A×X. Let ψ : X ×X → A(= X) be defined by
ψ
([
x1
x2
]
,
[
y1
y2
])
=
[
w(y2 − x2)
0
]
,
where w ∈ k. Define S : V × V → V × V as in the Proposition 2.9:
S((~a, ~x), (~b, ~y)) = ((~b+ ψ(~x, ~y), R1(~x, ~y)), (~a+ ψ(~x, ~y), R2(~x, ~y)))
for any (~a, ~x), (~b, ~y) ∈ V .
We now show that (V, S) is an extension of (X,R) by ψ, and as a consequence of Corollary 2.10,
we obtain ψ ∈ Z2YB(X;A).
The map S above, on the space (A×X)× (A×X), can be written as matrix:

O −W E W
O E − Y O Y
E −W O W
O Z O E − Z

 ,
where O denotes the zero matrix, and W =
[
0 w
0 0
]
. Then the matrix of S is written as[
E − Y ′ Y ′
Z ′ E − Z ′
]
, where Y ′ =
[
E W
O Y
]
and Z ′ =
[
E −W
O Z
]
. It is seen that (E−Y ′)(E−
Z ′) = O, and (V, S) is a Yang-Baxter set.
Corollary 2.10 implies that ψ ∈ Z2YB(X;A) provided 2 is invertible in k.
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Proposition 2.14 Let k be a ring such that 2 is invertible, set X = k2, and (X,R) be the Yang-
Baxter set defined in Example 2.1 and Example 2.13, with w 6= 0 and s = t: R =
[
E − Y Y
Y E − Y
]
,
Y =
[
1 t
0 1
]
= Z. Then H2YB(X;A) 6= 0.
Proof. Note that ψ
([
1
0
]
,
[
0
1
])
=
[
w
0
]
and ψ
([
0
1
]
,
[
1
0
])
=
[
−w
0
]
, so that they
take distinct values, since w 6= 0 and 2 is invertible in k.
On the other hand, suppose ψ = δf for some f ∈ C1YB(X;A). One computes that
(δf)
([
1
0
]
,
[
0
1
])
= f
([
1
0
])
+ f
([
0
1
])
− f
([
t
1
])
− f
([
−t+ 1
0
])
= (δf)
([
0
1
]
,
[
1
0
])
,
which is a contradiction.
We consider another family of examples that are similar to those considered in [3].
Proposition 2.15 For positive integers q, h, k, let X = Ω
(h,k)
q = Zq[s
±1, t±1]/{(1 − s)h, (1 − t)k}.
Let R : X ×X → X ×X be represented by the matrix
[
1− s s
t 1− t
]
. Then V = Ω
(h+1,k+1)
q is
an extension of Ω
(h,k)
q , where S : V × V → V × V is represented by the same matrix that defines
R, and A = Zq × Zq.
Proof. Recall that Ωq = Zq[t
±1, s±1]/((1 − s)(1 − t)). Represent elements α, β ∈ V by α = α0 +∑h
i=1 αi(1−s)
i+
∑k
j=1 α
′
j(1− t)
j and β = β0+
∑h
i=1 βi(1−s)
i+
∑k
j=1 β
′
j(1− t)
j . Let α¯ = p(α) and
β¯ = p(β) where p : V → X is the natural projection. Let σ : X → V be the natural set-theoretic
section defined by σ(α0+
∑h−1
i=1 αi(1−s)
i+
∑k−1
j=1 α
′
j(1−t)
j) = α0+
∑h
i=1 αi(1−s)
i+
∑k
j=1 α
′
j(1−t)
j
where αh = α
′
k = 0. We identify V with A×X by f : V → A×X, where
f(α0 +
h∑
i=1
αi(1− s)
i +
k∑
j=1
α′j(1− t)
j) = ((αh, α
′
k), α¯).
13
Then we compute that
S( ((αh, α
′
k), α¯), ((βh, β
′
k), β¯) )
= S(α, β)
= ( (1− s)α+ (1− (1− s))β, (1− (1− t))α+ (1− t)β )
= ( β + (1− s)(α− β), α+ (1− t)(β − α) )
= ( (βh + (αh−1 − βh−1)(1− s)
h + β′k(1− t)
k + σ(S1(α¯, β¯)),
αh(1− s)
h + (α′k + (β
′
k−1 − α
′
k−1)(1 − t)
k + σ(S2(α¯, β¯)) )
= ( ( βh + (αh−1 − βh−1), β
′
k, S1(α¯, β¯) ),
( αh, α
′
k + (β
′
k−1 − α
′
k−1), S2(α¯, β¯) ) )
= ( ( (βh, β
′
k) + ψ1(α¯, β¯), S1(α¯, β¯) ),
( (αh, α
′
k) + ψ2(α¯, β¯), S2(α¯, β¯) ) )
where
ψ1(α¯, β¯) = (αh−1 − βh−1, 0) ∈ A = Zq × Zq
ψ2(α¯, β¯) = (0, β
′
k−1 − α
′
k−1) ∈ A = Zq × Zq
so that V has the desired description, and explicit formulas for ψ1 and ψ2 are also obtained.
3 The Yang-Baxter cocycle knot invariants
3.1 A brief review of biquandles and virtual knots
A quandle, X, is a set with a binary operation (a, b) 7→ a ∗ b such that
(I) For any a ∈ X, a ∗ a = a.
(II) For any a, b ∈ X, there is a unique c ∈ X such that a = c ∗ b.
(III) For any a, b, c ∈ X, we have (a ∗ b) ∗ c = (a ∗ c) ∗ (b ∗ c).
A rack is a set with a binary operation that satisfies (II) and (III). Racks and quandles have
been studied in, for example, [2, 13, 20, 22, 28]. A generalization of racks and quandles have been
studied in several papers. Here we follow descriptions in [1, 12].
Definition 3.1 [1, 12] A set X is called a birack if there is a mapping R : X ×X → X ×X with
the following properties.
1. The map R is invertible. The inverse of R is denoted by R¯ : X ×X → X ×X.
The images of the map R are written by
R(A1, A2) = (R1(A1, A2), R2(A1, A2)) = (A3, A4),
where Ai ∈ X for i = 1, 2, 3, 4.
2. For any A1, A3 ∈ X there is a unique A2 ∈ X such that R1(A1, A2) = A3. We say that R1 is
left-invertible.
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3. For any A2, A4 ∈ X there is a unique A1 ∈ X such that R2(A1, A2) = A4. We say that R2 is
right-invertible.
4. R satisfies the set-theoretic Yang-Baxter equation:
(R × 1)(1×R)(R × 1) = (1×R)(R× 1)(1 ×R),
where 1 denotes the identity mapping.
To specify the map, we also say that (X,R) is a birack.
A1 A2
A4A3 A1 A2
A3 A4
Figure 6: A coloring by birack elements
Definition 3.2 [1, 12] A biquandle (X,R) is a birack with the following property, called the type
I condition.
Given an element a in X, there exists a unique x ∈ X such that x = R1(x, a) and a = R2(x, a).
Remark 3.3 The definition of the type I condition in [1, 12] is differently formulated but they
prove that their definition is equivalent to the above condition. They also prove that the condition is
equivalent to that given a inX, there exists a unique y ∈ X such that y = R2(a, y) and a = R1(a, y).
In particular, one of these implies both.
Example 3.4 Those Yang-Baxter sets described in Example 2.1 define biquandles.
Figure 7: Virtual Reidemeister moves
A virtual link diagram [23, 24] consists of generic closed curves in R2 such that each crossing
is either a classical crossing with over- and under-arcs, or a virtual crossing without over or under
information. Let VL be the set of virtual link diagrams. Virtual Reidemeister equivalence is an
equivalence relation on VL generated by the Reidemeister moves depicted in Fig. 7, and ordinary
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Reidemeister moves. Put V L = VL/∼, where ∼ is the virtual Reidemeister equivalence. Each
element of V L is called a virtual link .
If the given set of curves of a diagram is connected (i.e, the diagram consists of a single compo-
nent curve), then it is called a virtual knot diagram. The set of virtual knot diagrams is denoted
by VK, and the set of equivalence classes is denoted by V K = VK/∼, whose elements are called
virtual knots.
Let K be an oriented virtual link diagram. A diagram is immersed circles with crossing in-
formation (over and under arcs) specified at each crossing. The under-arcs are broken into two
pieces at a crossing to specify the crossing information. In this case, the rest consists of arcs, called
over-arcs of the diagram. The family of underlying immersed circles is called a projection. When
crossing points are deleted from the projection, we obtain a set of open arcs, denoted by A. In this
case, over-arcs are also broken at a crossing.
Definition 3.5 Let (X,R) be a birack. Let K be an oriented link diagram, A the set of its open
arcs. A map C : A → X is called a coloring of K by X if it satisfies the following conditions.
Let Ai, i = 1, 2, 3, 4, be the images of open arcs near a positive crossing as depicted in the left
of Fig. 6 under the map C, so that they are elements of X (regarded as being assigned to each
arc). Then it is required that R(A1, A2) = (A3, A4). At a negative crossing, the elements Ai as
depicted in the right of Fig. 6 are required to satisfy R¯(A1, A2) = (A3, A4). At a virtual crossing
the colorings do not change for either arcs involved.
The images Ai are called colors.
It is proved in [12] that the number of colorings of a virtual knot diagram by a biquandle does
not depend on the choice of a diagram, so that the number of colorings is an invariant of virtual
knots. In fact, it was shown that there is a one-to-one correspondence between the set of colorings
before and after each Reidemeister or virtual Reidemeister move, such that the colors outside of a
small neighborhood where the move occurs are fixed before and after the move.
3.2 Yang-Baxter cocycle invariants
In this section we define knot invariants by state-sum, using Yang-Baxter cocycles. They generalize
the quandle cocycle invariant [4], and include it as a special case. The latter has been generalized
to knotted surfaces in 4-space, and used for topological applications [4, 30], so development into
such directions are expected for the Yang-Baxter cocycle invariants as well.
In the case of quandle cocycle invariants, we needed to define “quandle condition” [4] for rack
cocycles so that the state-sum is invariant under type I Reidemeister move. We need the following
condition for Yang-Baxter cocycles for this purpose.
Definition 3.6 Let (X,A) be a biquandle, and A be an abelian group. Recall in Definition 3.2 and
Remark 3.3 that for any a ∈ X there is a unique x and y ∈ X such that x = R1(x, a), a = R2(x, a),
y = R2(a, y), and a = R1(a, y).
A Yang-Baxter 2-cocycle ψ ∈ Z2YB(X;A) is said to satisfy the type I condition if ψ(x, a) = 0
and ψ(a, y) = 0 for any a ∈ X.
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R 1 (x, y) 2R (x, y)
R 1 (x, y) 2R (x, y)
x y
R 1 2R(a, b) (a, b)
x y
a b
α β
α
β
Figure 8: Crossings of classical knot diagrams
Let K be a classical knot or link diagram. Let a finite biquandle (X,R), and a 2-cocycle
ψ ∈ Z2YB(X;A) be given, where A is an abelian group. Let C denote a coloring C : E → X, where
E denotes the set of open arcs of K.
Fix normals to the arcs in such a way that the (tangent, normal) matches the orientation of
the plane, see Fig. 8. Note that the edges of the squares dual to the crossings have the parallel
orientations to the normals, while tangents may not.
Let α be the under-arc away from which the normal to the over-arc points. Let β be the over-
arc towards which the normal to the under-arc points. Let C(α) = x and C(β) = y, see Fig. 8. A
(Boltzmann) weight, B(τ, C) (that depends on ψ), at a crossing τ is defined by B(τ, C) = ψ(x, y)ǫ(τ),
where ǫ(τ) = 1 or −1 if τ is positive or negative, respectively.
The (Yang-Baxter) cocycle knot invariant is defined by the state-sum expression
ΦYB(K) =
∑
C
∏
τ
B(τ, C).
The product is taken over all crossings of the given diagram K, and the sum is taken over all
possible colorings. The values of the state-sum are taken to be in the group ring Z[A] where A is
the coefficient group written multiplicatively. The state-sum depends on the choice of 2-cocycle ψ.
By checking all the Reidemeister moves as in [4], we obtain
Proposition 3.7 If ψ ∈ Z2YB(X;A) satisfies the type I condition, then ΦYB(K) does not depend
on the choice of a diagram. Hence ΦYB(K) defines a knot invariant.
Proposition 3.8 Let ψ ∈ Z2YB(X;N) be an obstruction cocycle as in Equality (1). Then the value
of the Yang-Baxter cocycle knot invariant ΦYB(K) with ψ is a positive integer for any classical or
virtual knot or a link K.
Proof. The proof is similar to the one found in [4]. Choose and fix any coloring of a given knot
diagram by a biquandle. Suppose f ∈ Z2YB(X;A) be as in Equality (1). Since i : N → G is injective,
compute the state-sum in Z[G] which contains Z[N ]. Then the weight assigned at a crossing, say, τ
is iψ(x, y)ǫ, where ǫ = 1 or −1 depending on whether τ is positive or negative, respectively. Assign
the terms sf(x)ǫ, sf(y)ǫ, sf(R1(x, y))
−ǫ, and sf(R2(x, y))
−ǫ on the strings near the crossing τ
colored with x, y, R1(x, y), and R2(x, y), respectively. Then the state-sum is computed by using
these weights. However, the weights assigned to the two ends of each arc cancel, giving 1 as the
contribution to the state-sum from this coloring.
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3.3 Computations
In [1], it was pointed out that if a matrix R =
[
A B
C D
]
satisfies the YBE, then so does R =[
A uB
u−1C D
]
for any invertible element u in the center of the ring used. In particular, consider
such variants R =
[
1− s us
u−1t 1− t
]
of those in Example 2.1. This matrix defines a biquandle
structure on Zq for a positive integer q, if (1 − s)(1 − t) ≡ 0 (mod q) and s, t, u are all invertible.
In this section we present some calculations for this type of biquandles.
Example 3.9 We computed the number of colorings of Kishino-type knots (see, for example,
[1, 12]) for q = 15, s = 4, t = 11, and u = 2, 4, 7, 8, 11, 13, 14. The Kishino’s knot is a connected
sum of diagrams of the unknot, and we took three variants usually considered (K1 through K3)
and further variants (K4 through K6), represented by the closed braid form of the following braid
words. We use the usual convention σi for a standard braid generator between ith and (i + 1)st
strings, and the notation vi for virtual crossing between them. The results are summarized in the
table below. We included these examples for noting that the numbers of colorings alone distinguish
some of these from others, as well as from the unknot.
K1 = σ1v1σ
−1
1 σ2σ1v1σ
−1
1 σ
−1
2
K2 = σ1v1σ
−1
1 σ2σ
−1
1 v1σ1σ
−1
2
K3 = σ
−1
1 v1σ1σ2σ
−1
1 v1σ1σ
−1
2
K4 = σ1σ1v1σ
−1
1 σ
−1
1 σ2σ1σ1v1σ
−1
1 σ
−1
1 σ
−1
2
K5 = σ1σ1v1σ
−1
1 σ
−1
1 σ2σ
−1
1 σ
−1
1 v1σ1σ1σ
−1
2
K6 = σ
−1
1 σ
−1
1 v1σ1σ1σ2σ
−1
1 σ
−1
1 v1σ1σ1σ
−1
2
u K1 K2 K3 K4 K5 K6
2 225 15 75 15 15 45
4 15 15 45 45 15 75
7 75 15 225 45 15 15
8 45 15 15 75 15 225
11 45 15 15 75 15 45
13 15 15 45 225 15 75
14 45 15 15 15 15 225
Table 1: A table of numbers of colorings of Kishino-type knots
Example 3.10 Let X be the biquandle determined by the matrix R =
[
0 2
1 2
]
in Z3 as in the
preceding example, where q = 3, s = 1, t = 2, and u = 2. Then we obtain a non-trivial 2-cocycle
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f ∈ Z2YB(X;Z3) with the following values:
f(1, 0) = q1, f(2, 2) = q2, f(1, 1) = q3, f(2, 0) = −q1, f(0, 2) = q1 − q3, f(0, 1) = −q1 − q2,
where qi, i = 1, 2, 3, are arbitrary choices of numbers modulo 3. The values for unspecified evalua-
tions are zeros. This cocycle was obtained by Maple and confirmed independently by Mathematica.
This small biquandle of three elements already takes non-trivial values for the cocycle invariant on
virtual knots. We obtain, for example, the following by direct calculations:
ΦYB(cl(σ
n
1 v1)) =
{
3 if n ≡ 0 (mod 3)
1 + ξq1 + ξ−q1 n ≡ 1, 2 (mod 3).
Here, ξ denotes a multiplicative generator of the coefficient group Z3.
Example 3.11 Let X be the biquandle determined by the matrix R =
[
0 −1
1 2
]
in Z4 as before,
where q = 4, s = 1, t = −1, and u = −1. Then we obtain a non-trivial 2-cocycle f ∈ Z2YB(X;Z4)
with the following values:
f(0, 1) = f(1, 1) = f(1, 2) = f(3, 3) = 1, f(0, 2) = 2, f(1, 0) = f(2, 1) = f(3, 0) = f(3, 2) = 3.
The values for unspecified evaluations are zeros. This cocycle was again obtained by Maple and
confirmed independently by Mathematica.
Let ξ denote a generator of the coefficient group Z4. For the torus links (the closure cl(σ
n
1 ) of
2-braids, n ∈ Z), we obtain the following formula.
ΦYB(cl(σ
n
1 )) =


4 if n ≡ 1 (mod 2)
4 + 4ξ2 n ≡ 2 (mod 4)
8 + 8ξ3 n ≡ 4 (mod 16)
8 + 8ξ2 n ≡ 8 (mod 16)
8 + 8ξ n ≡ 12 (mod 16)
16 n ≡ 0 (mod 16).
Proof. Since R4 is the identity matrix, and the coefficient group is Z4, it is clear that the cocycle
invariant has period 16: ΦYB(cl(σ
n+16
1 )) = ΦYB(cl(σ
n
1 )) for any n ∈ Z. When n ≡ 1 (mod 2), the
closed braid cl(σn1 ) is colored if and only if the colors at the top strings are of the form (a,−a),
a ∈ X. This can be seen from the matrix Rn. For each such coloring the contribution at each
crossing is zero, so that ΦYB(cl(σ
n
1 )) = 4. Now if n ≡ 2 (mod 4) then the closed braid is colored
if and only if the colors at the top arcs are of the form (a,−a) or (a, 2 − a), a ∈ X. Any coloring
of the form (a, 2 − a) gives a total contribution of two. This implies that ΦYB(cl(σ
n
1 )) = 4 + 4ξ
2.
There are 16 possible colorings if n ≡ 4 (mod 16), for all pairs (a, b) of top arcs. For the colors of
the form (a,−a), the contribution is zero. For (a, 2 − a), the contribution is doubled compared to
the case n ≡ 2 (mod 4), so that the contribution is also zero. The remaining colors contribute 3, so
that ΦYB(cl(σ
n
1 )) = 8 + 8ξ
3. The contributions of these remaining colors get doubled, tripled, and
quadrupled, respectively, for the cases n ≡ 8, 12, and 0 mod 16.
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In particular, ΦYB(cl(σ
4
1)) = 8 + 8ξ
3 and ΦYB(cl(σ
−4
1 )) = 8 + 8ξ so that the invariant detects
the chirarity.
The invariant can take other values for some virtual knots, such as:
ΦYB(cl(σ1v1)
n) =


3 + ξ + ξ2 + 3ξ3 if n ≡ 1 (mod 4)
6 + 6ξ2 + 2ξ + 2ξ3 n ≡ 2 (mod 4)
3 + 3ξ + ξ2 + ξ3 n ≡ 3 (mod 4)
12 + 4ξ2 n ≡ 4 (mod 8)
16 n ≡ 0 (mod 8).
The invariant can be non-trivial for links with zero linking number. The Borromean rings, a
three-component link with pairwise linking number zero and represented as the closed braid of
(σ−11 σ2)
3, has the value 16 + 48ξ2.
These calculations suggest that these invariants are quite non-trivial and deserve further study.
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