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Abstract
We introduce the notion of hereditary G-compactness (with respect to interpreta-
tion). We provide a sufficient condition for a poset to not be hereditarily G-compact,
which we use to show that any linear order is not hereditarily G-compact. Assuming
that a long-standing conjecture about unstable NIP theories holds, this implies that
an NIP theory is hereditarily G-compact if and only if it is stable (and by a result
of Simon, this holds unconditionally for ℵ0-categorical theories). We show that if G
is definable over A in a hereditarily G-compact theory, then G00A = G
000
A . We also
include a brief survey of sufficient conditions for G-compactness, with particular focus
on those which can be used to prove or disprove hereditary G-compactness for some
(classes of) theories.
The notion of G-compactness (see Definition 1.3) was originally introduced by Lascar
in his paper [Las82]. It is related to the so-called Lascar strong types and Galois groups of
first order theories, which are important objects of study in contemporary model theory.
G-compactness a generalisation of stability and simplicity (see Fact 5.5), so it is a
tameness-like property of a first-order theory. Unfortunately, unlike these two properties,
it is not preserved by interpretation, and not even by reducts and adding constants.
In this paper, we introduce a stronger property of hereditary G-compactness (Defini-
tion 2.1) which is (by definition) preserved under interpretation, and is thus, in some ways,
much more well-behaved as a model-theoretic property.
An interesting consequence of hereditary G-compactness is that for a group G definable
in a hereditary G-compact theory, we have, for every small A, G00A = G
000
A (see Proposi-
tion 2.12). It seems likely that it could also imply other similar type-definability results.
The main result is the following.
Main Theorem (Theorem 4.9). Let T be any theory such that T interprets an infinite
linear order. Then T is not hereditarily G-compact. ♦
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In order to prove the main theorem, we generalise [CLPZ01] (where the authors gave
the first example of a non-G-compact theory) and use this generalisation to describe (via
Theorem 4.4) a wide class of posets (including all infinite linear orders) whose theories are
not hereditarily G-compact (see Theorem 4.9).
The Main Theorem implies that, modulo a long-standing Conjecture 4.10, an NIP theory
is stable if and only if it is hereditarily G-compact. In the other direction, it seems plausible
that all NSOP1 theories are hereditarily G-compact (see Fact 5.12 and the surrounding
discussion), closely tied to the NSOP (cf. Question 6.1).
Unfortunately, obtaining positive results (namely, proving hereditary G-compactness)
seems to be rather difficult, and typically involves some deep results. There seems to be
no obvious way to do this even in specific examples, but at least a partial result seems
possible in the case of ℵ0-categorical structures with q.e. in a finite relational language
(cf. Question 6.5 and the preceding discussion). Likewise, proving lack of (hereditary) G-
compactness for even particular NSOP theories seems to be a hard problem, since essentially
all understood examples of NSOP theories appear to be G-compact for very general reasons
(see Example 5.9 and Remark 5.13).
The outline of the paper is as follows. In Section 1, we briefly recall the classical notions
of Lascar distance and G-compactness and the basic relevant facts concerning them. In
Section 2, we introduce the notion of hereditary G-compactness, provide some examples and
discuss the relationship with the connected group components. In Section 3, we introduce
some technical notions necessary to prove the main theorem. In Section 4 we prove the main
theorem. In Section 5 we survey some of the known sufficient conditions for G-compactness,
and how (and whether) they might be used to prove hereditary G-compactness. Finally, in
Section 6, we list some open problems.
1 Lascar distance, G-compactness
Definition 1.1. Given a monster model C and two (possibly infinite) small tuples a, b ∈ C,
we say that dL(a, b) ≤ n if there are sequences a = a0, a1, . . . , an = b and M1, . . . ,Mn such
that for i = 1, . . . , n we have Mi  C and ai−1 ≡Mi ai.
The Lascar distance dL between a and b is the smallest natural number n such that
dL(a, b) ≤ n, or ∞ if no such n exists.
We say that a, b are Lascar equivalent or have the same Lascar strong type, written
a ≡L b, if dL(a, b) <∞.
The Lascar strong type of a is its ≡L-class. ♦
Remark 1.2 (Lascar graph). Another way to describe the Lascar distance dL is to say that
it is the distance in the undirected graph (V,E) (called the Lascar graph), where V is the
set of all small tuples in C and E is the set of all pairs a, b such that for some M  C we
have tp(a/M) = tp(b/M).
The Lascar graph (and distance) is also often defined in terms of indiscernible sequence.
Namely, we declare that an edge exists between a and b if (a, b) can be extended to an
2
infinite indiscernible sequence. The resulting distance function is bi-Lipschitz equivalent to
dL given above (so the corresponding ≡L is the same). ♦
Definition 1.3. We say that a theory T is G-compact if every Lascar strong type has finite
diameter, i.e. for every tuple a we have an integer n such that dL(a, b) <∞ implies that
dL(a, b) ≤ n.
We say that a theory T is n-G-compact if for any tuples a, b we have that if dL(a, b) <∞,
then dL(a, b) ≤ n. (Or equivalently, if dL(a, b) ≤ n+ 1 implies dL(a, b) ≤ n.) ♦
Remark 1.4. The relation ≡L has many equivalent definitions. Among others, it is the
finest bounded invariant equivalence relation. However, in this paper, we will only really
use the definition provided above. ♦
The canonical example of a non-G-compact theory has been described in [CLPZ01]. It
consists of a structure with infinitely many disjoint sorts Mn, with Mn being n-G-compact,
but not (n− 1)-G-compact (which is enough for non-G-compactness by Fact 1.7). We will
imitate this construction to prove the main theorem.
Proposition 1.5. If a ≡L a′ and b is arbitrary, then there is some b′ such that ab ≡L a′b′.
Proof. By definition, there is a finite sequence M1, . . . ,Mn of models and automorphisms
σi ∈ Aut(C/Mi) such that a′ = σn . . . σ1(a). Then b′ = σn . . . σ1 is as described.
Proposition 1.6. If a, a′ and b, b′ are pairs of tuples of the same length, then dL(a, a′) ≤
dL(ab, a
′b′).
Proof. If dL(ab, a
′b′) ≤ n <∞, this is witnessed by a sequence of n models and a sequence of
automorphisms fixing the respective models. The same sequence witnesses that dL(a, a
′) ≤
n.
The following fact is folklore.
Fact 1.7. The following are equivalent.
(1) T is G-compact.
(2) For some n, one of the following (equivalent) conditions holds:
• T is n-G-compact for some n.
• For all finite tuples a, b, if dL(a, b) ≤ n+ 1, then dL(a, b) ≤ n.
Proof. It is clear that the first bullet in (2) implies the second bullet. For the converse, we
first use compactness to deduce that the impliation holds also for infinite tuples. Then we
observe that by induction with respect to N , if dL(a, b) ≤ N , then dL(a, b) ≤ n.
It is also clear that (2) implies (1).
To see that (1) implies (2), we argue by contraposition and use a diagonal argument.
More precisely suppose (an)n∈N, (bn)n∈N are tuples such that for each n, dL(an, bn) > n
and an ≡L bn. By Proposition 1.5, we can choose for each m ∈ N a sequence (bmn )n∈N
such that bmm = bm and (an)n∈N ≡L (bmn )n∈N. Then by Proposition 1.6, we have ∞ >
dL((an)n, (b
m
n )n) > m. It follows that the diameter of the Lascar strong type of (an)n is
infinite.
3
Remark 1.8. There are other equivalent characterisations of G-compactness we will not use
in this paper, e.g.:
• the (Lascar) Galois group Gal(T ) is Hausdorff (with the logic topology),
• for some tuple m enumerating a small model, the class [m]≡L has finite dL-diameter,
• for some tuple m enumerating a small model, the class [m]≡L is type-definable. ♦
2 Hereditary G-compactness
As we will see later in this section, G-compactness is not preserved under interpretations
— even adding or forgetting a single constant symbol can turn a G-compact theory in to
a non-G-compact one and vice versa. Thus, to obtain a more well-behaved property of a
theory, it seems natural to consider the following.
Definition 2.1. A theory T is said to be hereditarily [n-]G-compact if for every model
M |= T , and every structure N interpreted by M (with parameters), Th(N) is [n-]G-
compact.
A theory T is said to be weakly hereditarily [n-]G-compact if for every model M |= T and
every reduct N of M (possibly after adding some parameters), Th(N) is [n-]G-compact. ♦
Remark 2.2. It is not hard to see that for hereditary [n-]G-compactness of T , it is enough
to consider reducts of models of T eq (so hereditary [n-]G-compactness of T is equivalent
to weakly hereditary [n-]G-compactness of T eq): we can simply forget all the irrelevant
structure, resulting in a collection of sorts with no structure, which will not affect [n-]G-
compactness in any way.
Likewise, it is clear that for weakly hereditary [n-]G-compactness of T eq, it is enough
to consider the reducts of T eq expanded by real constants. ♦
Examples
Example 2.3. If T has definable Skolem functions, then any expansion of T by constants
is 1-G-compact (but Example 2.6 shows that it is not hereditarily G-compact). This follows
from the fact that in all of these expansions, dcl(∅) is a model.
It follows that if T is an arbitrary non-G-compact theory, then T Sk, the Skolemization of
T , is G-compact but not weakly hereditarily G-compact (because T is a reduct of T Sk). ♦
Example 2.4. Take any non-G-compact theory T in a relational language L such that
dcl(∅) 6= ∅. Let T∞ be the L-theory of infinitely many disjoint models of T (with the
symbols of L interpreted naturally within each model of T , but with no relations between
models).
Then one can show that T∞ is 1-G-compact, but adding any parameter corresponding
to an element of dcl(∅) in a model of T makes it not G-compact (this parameter makes
each sort of this model definable and, in fact, stably embedded). ♦
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Example 2.5. It is well-known that simplicity of a structure is preserved by interpretation.
Since every simple theory is G-compact (Fact 5.5), it follows that every simple theory is
hereditarily 2-G-compact. Similarly, every stable theory is hereditarily 1-G-compact. ♦
Example 2.6. Any o-minimal expansion of a group (with a definable element distinct from
the identity) is 1-G-compact, because it has definable Skolem functions. More generally,
Fact 5.16 implies that all o-minimal structures are 2-G-compact. On the other hand,
Theorem 4.9 implies that no o-minimal structure is hereditarily G-compact. ♦
Example 2.7. Furthermore, NTP2 with existence over ∅ and NSOP1 theories with existence
are 2-G-compact (see Fact 5.15 and Fact 5.12). This includes in particular simple theories
and o-minimal theories. The o-minimal examples show that NTP2 is not sufficient for
hereditary G-compactness; the question about whether or not NSOP1 is sufficient for
hereditary G-compactness remains open (as it is not known whether all NSOP1 theories
have existence). ♦
Hereditary G-compactness and connected group components
In this section, we will see some basic consequences of hereditary G-compactness of T for
the groups definable in T . Recall the notions of model-theoretic connected components of
a definable group.
Definition 2.8. Suppose G is a group definable in C with parameters in a small set A.
Then G000A is the smallest subgroup of G = G(C) which is invariant under Aut(C/A) and
which has small index in G (i.e. no greater than 2|T |+|A|). Similarly, G00A is the smallest
subgroup of G which is type-definable with parameters in A and has small index.
If G000A does not depend on A (over which G is definable), then we write simply G
000
for G000A . Likewise, if G
00
A does not depend on A, we write G
00. In these cases, we say that
G000 or G00 (respectively) exists. ♦
(Note that clearly G00A ≥ G000A .)
Fact 2.9. If G is definable in C |= T and T has NIP, then G00 and G000 exist.
Proof. See [Gis11, Theorem 5.3, Remark 5.1].
In [GN08], the authors consider the following construction: starting with a structure
M and a group G(M) definable in M , they construct a structure N = (M,X, ·), where M
has its original structure, · : G(M)×X → X is a free and transitive action, and there is
no other structure on X (X is an “affine copy of G”). They analyse the resulting structure,
showing in particular that Aut(N) = G(M)o Aut(M), as well as the following fact.
Fact 2.10. If M |= T and G(M) is definable in M without parameters, then the theory of
N = (M,X, ·) described above is G-compact if and only if T is G-compact and G00∅ = G000∅
(where G = G(C) for the monster model C M).
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Proof. This is [GN08, Corollary 3.6]. Note that the authors use the notation G∗L and G
∞
∅
for G000∅ .
Remark 2.11. If T is G-compact, M |= T and G is definable in M without parameters, with
G00∅ 6= G000∅ , then the theory of N = (M,X, ·) defined as in [GN08] is not G-compact, but
becomes G-compact as soon as we add a constant symbol for an element of X. Conversely, if
we fix any x0 ∈ X, then (M,X, ·) is a non-G-compact reduct of the G-compact (M,X, ·, x0).
♦
Proposition 2.12. If T is hereditarily G-compact, A is a small set and G is a group
definable in T over A, then we have G00A = G
000
A . In particular, if T has NIP, then
G00 = G000.
Proof. Immediate by Fact 2.10, as M clearly interprets N .
Note that G-compactness alone certainly does not guarantee G00 = G000, not even
under NIP. For instance, the group G = ˜SL2(R∗) from [CP12, Theorem 3.2] is definable
in M = ((R,+, ·), (Z,+)), which is G-compact (even after adding some parameters), by
o-minimality of the reals and by stability of the integers. The proof of [CP12, Theorem
3.2] shows that G00 6= G000.
3 Three-splitting and cyclic three-splitting
In this section, we introduce several properties of posets which will be necessary to prove
the main lemmas.
Linear sum; three-splitting
Linear sum is an elementary operation on partially ordered sets.
Definition 3.1. Given two posets P = (P,<), (Q,<), the linear sum P ⊕Q is defined as
(P unionsqQ,<) where a < b if either a ∈ P and b ∈ Q or a < b in one of P , Q.
Likewise, given an integer n, P⊕n is the linear sum of n copies of P (note that this is
the same as [n]× P , where [n] = {1, . . . , n} has the natural ordering). ♦
Informally speaking, P ⊕Q is the disjoint union of P and Q with Q put after (or above)
P .
Definition 3.2. We say that a partially ordered set (P,<) is initially self-additive if the
initial embedding of P into P⊕2 is elementary. ♦
The following proposition shows that initial self-additivity has some rather strong model-
theoretic consequences.
Proposition 3.3. , Suppose that P is an initially self-additive poset. Then for every two
posets Q1, Q2 ≡ P , the initial embedding of Q1 into Q1 ⊕Q2 is elementary.
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Proof. Note that it is easy to see that if P1, P2, Q1, Q2 are posets such that P1 ≡ Q1 and
P2 ≡ Q2, then P1⊕P2 ≡ Q1⊕Q2, and even (P1⊕P2, P1, P2) ≡ (Q1⊕Q2, Q1, Q2) (as posets
with additional predicates for P1 and P2 or Q1 and Q2, respectively).
But P1 being an elementary substructure of P1 ⊕ P2 is clearly an elementary property
of (P1 ⊕ P2, P1, P2). The proposition follows by taking P1 = P2 = P .
Remark 3.4. An initially self-additive poset can have no maximal elements and no finite
maximal chains. ♦
Proposition 3.5. If (P,<) is linear, has no endpoints and is dense or discrete, then it is
initially self-additive.
Proof. If P is dense, then the theory of (P,<) is the theory of dense linear orderings, and
it has quantifier elimination. In particular, P and P⊕2 have the same theory, and by q.e.,
the embedding is elementary.
The theory of discrete linear orders without endpoints is complete and it defines the
successor function S; furthermore, it has quantifier elimination in the language (<,S). As
in the dense case, if P is discrete without endpoints, then so is P⊕2. The initial embedding
of P in P⊕2 is a substructure in the (<,S) language, so it is elementary.
Cyclic orders; cyclic three-splitting
Definition 3.6. A ternary relation C(x, y, z) is a (strict) partial cyclic order on a set G if
it satisfies the following axioms:
(1) cyclicity: if C(x, y, z), then C(z, x, y),
(2) asymmetry: if C(x, y, z), then ¬C(z, y, x),
(3) transitivity: if C(x, y, z) and C(y, z, t), then C(x, y, t). ♦
Remark 3.7 (dummy constants). For any structure M in which at least one sort has more
than one element, and every positive integer n, there is a pointwise definable subset of M eq
with exactly n elements. ♦
Definition 3.8. Given a poset P and n ∈ N \ {0}, we define Cn(P ) as (P × [n], C,Rn),
where [n] is the set of integers {1, . . . , n}, C is the natural cyclic ordering (induced from
P⊕n), while Rn is the automorphism given by Rn(p, n) = (p, 1) and Rn(p, i) := (p, i + 1)
for i < n. ♦
Remark 3.9. Remark 3.7 easily implies that every poset P interprets each Cn(P ) without
parameters. ♦
Remark 3.10. When P is dense linear without endpoints, the structure Cn(P ) is essentially
the Mn described in Section 4 of [CLPZ01]. ♦
7
R2R1
Figure 1: C1(P
⊕3) and C2(P⊕3) along with the three embeddings of C1(P ) and C2(P )
(respectively).
Definition 3.11. A poset (P,<) is cyclically three-splitting if for every n we have Cn(P ) 
Cn(P
⊕3) and Cn(P⊕2)  Cn(P⊕3) (where the embeddings are induced by the initial em-
beddings of P and P⊕2 in P⊕3).
P is weakly cyclically three-splitting if there is a cyclically three-splitting poset (Q,<)
such that for all n we have Cn(P ) ∼= Cn(Q). ♦
Remark 3.12. Note that the three copies of Cn(P ) in Cn(P
⊕3) are conjugate by auto-
morphisms of Cn(P
⊕3), so if one of them is an elementary substructure, so are the other
two.
The same is true for the three copies of Cn(P
⊕2) in Cn(P⊕3). ♦
Remark 3.13. By Remark 3.9, an initially self-additive poset is cyclically three-splitting
(because by Proposition 3.3, initial self-additivity implies that the initial embeddings of P
and P⊕2 in P⊕3 are elementary). The same is true for “finally self-additive” posets. ♦
The prototypical examples of weakly cyclically three-splitting posets are the infinite
discrete and dense linear orders.
Proposition 3.14. A dense or discrete linear order without endpoints is cyclically three-
splitting.
A discrete linear order with two endpoints is weakly cyclically three-splitting.
Proof. The first part is immediate by Proposition 3.5 and Remark 3.13, as discrete and
dense linear orders without endpoints are cyclically three-splitting by virtue of being initially
self-additive.
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For the second part, note that an infinite discrete linear order with two endpoints is of
the form ω ⊕ L⊕ ω∗, where L is discrete without endpoints (and ω∗ is ω in reverse, i.e. an
infinite descending chain).
It is easy to see that for each n, Cn(ω ⊕ L⊕ ω∗) ∼= Cn(L⊕ Z). Since L⊕ Z is discrete
without endpoints, it is cyclically three-splitting, so by definition ω ⊕ L ⊕ ω∗ is weakly
cyclically three-splitting.
4 G-compactness of Cn(P ) and linear orders
Lascar diameters in Cn(P )
In this section, we fix a weakly cyclically three-splitting poset P , a natural number n ≥ 3,
and let Tn := Th(Cn(P )). The aim is to show that in a monster model of Tn, we can
find a Lascar strong type of diameter at least bn/2c (thus showing the lack of hereditary
G-compactness of P ). Thus we may (and do) assume without loss of generality that P is
cyclically three-splitting (because Tn depends only on the isomorphism class of Cn(P )).
We fix a monster model Cn  Cn(P⊕3) (by cyclical three-splitting, Cn is a monster model
of Tn). Denote by Sn the definable binary relation given by Sn(x, y) if C(R
−1
n (x), y, Rn(x)).
It is helpful to think of Sn(x, y) as saying that the distance between x and y is less than 1.
Proposition 4.1. Tn implies the following:
• ∀x∀y ∨ni=1 Sn(x,Rin(y))
• ∀x∀y Sn(x, y) ⇐⇒ Sn(y, x)
• For each 0 ≤ k < n/2 we have ∀x¬Skn(x,Rk(x)).
Proof. It is enough to show that the statements are true in Cn(P ). Fix any (p, i), (q, j) ∈
Cn(P ).
For the first statement, just note that C(R−1n (p, i), R
i−j
n (q, j), Rn(p, i)).
For the second one, suppose C(R−1n (p, i), (q, j), Rn(p, i)). We need to show that
C(R−1n (q, j), (p, i), Rn(q, j)) (the other implication is symmetric). If i = j, the conclusion is
clear, so suppose i 6= j. Note that it implies that |i− j| = 1 (or one of them is 1, and the
other is n). For simplicity, suppose i ≥ 2, j = i+ 1 and j < n (the other cases are similar) .
Under those assumptions, R−1n (p, i) = (p, i−1), Rn(p, i) = (p, i+1) and (q, j) = (q, i+1),
so we have C((p, i − 1), (q, i + 1), (p, i + 1)). By definition of C, this means that q < p,
which clearly implies C((q, i), (p, i), (q, i + 2)). Since we also have R−1n (q, j) = (q, i) and
Rn(q, j) = (q, i+ 2), this means that Sn((q, j), (p, i)).
For the third statement, we may assume without loss of generality that i = 1. We need
to show that ¬Skn((p, 1), Rkn(p, 1)). Since k < n/2, Rkn(p, 1) = (p, k + 1). Suppose towards
contradiction that we have p = p0, p1, . . . , pk = p and 1 = i0, i1, . . . ik = k + 1 such for each
j < k we have Sn((pj, ij), (pj+1, ij+1)). Clearly, this implies that d(ij, ij+1) ≤ 1 (where d is
the cyclic distance). Since d(i0, ik) = k, by triangle inequality, we must have d(ij, ij+1) = 1,
and since k < n/2, it follows that for each j we must have ij = j+1. On the other hand, it is
easy to see that Sn((pj, j+1), (pj+1, j+2)) implies that C((pj, j+1), (pj+1, j+2), (pj, j+2)),
9
which holds only when pj > pj+1. But then by induction p0 > pk, which contradicts the
assumption that pk = p0.
Lemma 4.2. For every a, b ∈ Cn, if dL(a, b) ≤ 1, then S2n(a, b). More generally, if
dL(a, b) ≤ k, then S2kn (a, b).
Proof. For the first part, suppose that for some c ∈ Cn, tp(a/c) = tp(b/c). By the preceding
proposition, we have for some i that Sn(a,R
i
n(c)). But then Sn(x,R
i
n(c)) ∈ tp(a/c). It
follows that Sn(b, R
i
n(c)), so by symmetry S
2
n(a, b). In particular, if for some M  Cn we
have tp(a/M) = tp(b/M), then S2n(a, b).
The second part immediately follows: if dL(a, b) ≤ k, then we have a sequence a0 =
a, a1, . . . , an = b with dL(aj, aj+1) ≤ 1, so by the first part, S2n(aj, aj+1), which clearly
implies that S2kn (a, b) holds.
Lemma 4.3. If P is a weakly cyclically three-splitting poset, then for any p0 ∈ Cn(P ) and
any k < n/2, we have that dL((p0, 1), R
k
n(p0, 1)) > k/2 and (p0, 1) ≡L Rkn(p0, 1).
Proof. By Proposition 4.1, we have ¬Skn((p0, 1), Rkn(p0, 1)), and hence, by Lemma 4.2,
2 dL((p0, 1), R
k
n(p0, 1)) > k, so dL((p0, 1), R
k
n(p0, 1)) > k/2. It remains to show that
(p0, 1) ≡L Rkn(p0, 1), i.e. that dL((p0, 1), Rkn(p0, 1)) is finite.
Enumerate P⊕3 naturally as (p, j)p∈P,j∈{1,2,3}, and for each j = 1, 2, 3 let Pj = {(p, j)) |
p ∈ P}, and let Pj,2 = {(p, j′)) | p ∈ P ∧ j′ 6= j}. For brevity, we will use the convention
that if j = 1, then j − 1 = 3 and if j = 3, then j + 1 = 1. We will also write simply (p, j, i)
for ((p, j), i) ∈ Cn(P⊕3). Note that for each j we have Cn(Pj,2) = Cn(Pj−1) ∪ Cn(Pj+2).
By assumption, each Cn(Pj)  Cn(P⊕3). So we may identify Cn(P ) with Cn(P1) in
such a way that (for each p) (p, i) = (p, 1, i). We will show that dL((p0, 1), R
k
n(p0, 1)) =
dL((p0, 1, 1), R
k
n(p0, 1, 1)) ≤ 3k.
Let σ be the automorphism of Cn(P
⊕3) given by
σ(p, j, i) =

(p, j + 1, i) if j < 3
(p, 1, i+ 1) if j = 3 and i < n
(p, 1, 1) if j = 3 and i = n
Note that σ restricts to isomorphisms Cn(P1)→ Cn(P2), Cn(P2)→ Cn(P3) and Cn(P3)→
Cn(P1), and also that σ
3 = RnCn(P⊕3).
Now, for each j = 1, 2, 3, we put a map σj : Cn(Pj,2)→ Cn(Pj−1,2) given by identity on
Cn(Pj−1) and by σ on Cn(Pj+1). Note that each σj is an isomorphism.
Then, since Cn(Pj,2) and Cn(Pj−1,2) are elementary in Cn(P⊕3), they are also elementary
substructures of Cn. Hence, σj are partial elementary maps in Cn (as isomorphisms between
elementary substructures).
Thus, each σj can be extended to an automorphism σ
∗
j ∈ Aut(Cn), and clearly σ∗j ∈
Aut(Cn/Cn(Pj−1)). Now, notice that each Cn(Pj−1)  Cn, and furthermore, it is not hard
to see that for all p and i we have
σ∗2σ
∗
1σ
∗
3(p, 1, i) = σ2σ1σ3(p, 1, i) = σ
3(p, 1, i) = Rn(p, 1, i).
It follows that dL((p0, 1, i), Rn(p0, 1, i)) ≤ 3, and hence dL((p0, 1, 1), Rkn(p0, 1, 1)) ≤ 3k.
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Theorem 4.4. If P is a weakly cyclically three-splitting poset (cf. Definition 3.11), then
P is not hereditarily G-compact.
Proof. Note that P interprets the many-sorted structure (Cn(P ))n∈N. By Lemma 4.3, we
can find in each Cn(P ) a ≡L-class of diameter at least bn/4c. In particular, in (Cn(P ))n∈N
we have Lascar strong types of arbitrarily large Lascar diameter, so by Fact 1.7, (Cn(P ))n∈N
is not G-compact, so P is not hereditarily G-compact.
Remark 4.5. When P is a dense linear ordering without endpoints, the many-sorted structure
(Cn(P ))n∈N is (up to elementary equivalence) exactly the structure given in [CLPZ01] as
an example of a structure with a non-G-compact theory. ♦
Linear orders are not hereditarily G-compact
In this section, we will show that linear orders are not hereditarily G-compact (thus proving
the main result of this paper, Theorem 4.9). To that end, we will extract a dense or discrete
linear order, and then apply Theorem 4.4 and Proposition 3.14.
Throughout the section, by an interval in a linear order K we mean a set of the form
(a, b), [a, b], [a, b) or (a, b] for some a, b ∈ K ∪ {−∞,+∞}, where a ≤ b. A discrete linear
order is one in which every point is isolated (in the order topology). A dense linear order
is one in which every open interval (with distinct endpoints) is nonempty.
Given a linear order K, denote by P (K) the set of immediate predecessors in K (i.e.
elements such a ∈ K such that for some b ∈ K, b > a, the interval (a, b) is empty). Note
that K is dense if and only if P (K) = ∅.
Proposition 4.6. Let (K,<) be an arbitrary linear order. If I is a convex component of
P (K) in K (i.e. a maximal subset of P (K) which is convex in K), then either I is finite
or I contains arbitrarily long finite intervals.
Proof. If I is finite, we are done. Suppose, then, that I is infinite.
Take any a ∈ I, and consider the set Sa of all b ∈ K such that either b > a and [a, b] if
finite or b < a and [b, a] is finite (i.e. the set of all elements of K that can be reached from
a by taking successors and predecessors). Note that Sa is convex in K and all elements of
Sa, except for the last one (if it exists) are contained in I.
Thus, if Sa is infinite, we are done (because we can find arbitrarily long finite intervals
in I ∩Sa). So suppose Sa is finite. Then it has a smallest element a− and a largest element
a+. Note that this implies that a+ /∈ P (K), so I \ Sa = I \ [a−, a+] = I ∩ (−∞, a−). Thus,
because I is infinite, there is some b ∈ I such that b < a−. Since (by convexity of I) we
have [b, a−] ⊆ I ⊆ P (K), every element of [b, a−) has a successor. On the other hand,
by definition of a−, these successors are always strictly smaller than a−. It follows that
[b, a−) ⊆ I contains arbitrarily long finite intervals.
Using Proposition 4.6, we can perform the extraction mentioned before.
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Lemma 4.7. If (L,<) is an ℵ0-saturated infinite linear order, then there is an infinite
definable set D ⊆ L such that (D,<D) is dense without endpoints or discrete with two
endpoints.
Proof. If L contains arbitrarily long finite intervals, we can find (by ℵ0-saturation) some
a < b such that [a, b] is infinite and discrete, and then we are done. So let us assume that
L does not contain arbitrarily long finite intervals. We will show that L′ := L \ P (L) is an
infinite dense linear ordering. (If L′ has any endpoints, we can just drop them to obtain a
dense ordering without endpoints.)
By the preceding paragraph, no convex component of P (L) can contain arbitrarily long
finite intervals, so by Proposition 4.6, all convex components of P (L) are finite.
It follows that L′ is an infinite linear order (so in particular, it has at least two elements):
indeed, if L′ was finite, its complement — i.e. P (L) — would have finitely many convex
components in L. But since we assume that all of them are finite, this would imply that
P (L) is finite, and hence so is L = L′ ∪ P (L), a contradiction.
Now, note that P (L′) = ∅. Otherwise, if a ∈ P (L′), then there is some b ∈ P (L′) such
that a < b and (a, b) ∩ L′ = ∅. But (a, b) ∩ L′ = (a, b) \ P (L). Thus, (a, b) ∩ P (L) = (a, b),
so it is a subset of P (L), convex in L, and hence finite. But then either (a, b) = ∅ — in
which case a is the predecessor of b in L — or there is a minimal element of (a, b), and
that element is a successor of a in L. In both cases, a ∈ P (L), which is a contradiction, as
a ∈ L′ = L \ P (L).
Now, since P (L′) = ∅, it follows that L′ is dense, and we are done.
Note that the subsetD in the conclusion of Lemma 4.7 is weakly cyclically three-splitting
(by Proposition 3.14). The following remark shows that it is, in this way, the best possible
result, as it is not hard to see that a three-splitting poset cannot have a maximum.
Remark 4.8 (by Antongiulio Fornasiero). One can show that a discrete (pure) linear order
with two endpoints does not interpret a linear order without a maximum (because it
is definably compact, i.e. every uniformly definable family of definable sets with finite
intersection property has nonempty intersection; this is preserved by interpretation and
also clearly not true about an infinite linear order without a maximum). ♦
Finally, we can prove the main theorem of this paper.
Theorem 4.9. If T interprets an infinite linear order, then it is not hereditarily G-compact.
Proof. Without loss of generality, T = Th(L,<) for some ℵ0-saturated infinite linear
(L,<). By Lemma 4.7, we know that L contains a definable subset which is either dense
without endpoints or discrete with both endpoints. In both cases, by Proposition 3.14, the
induced order is weakly cyclically three-splitting, and so, by Theorem 4.4, its theory is not
hereditarily G-compact, and neither is T .
Recall the following long-standing conjecture about NIP theories.
Conjecture 4.10. If T is an unstable NIP theory, then T interprets an infinite linear
order. ♦
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It is known that the conjecture holds for ℵ0-categorical structures. For arbitrary unstable
NIP theories, it is known that there exists a
∨
-definable linear quasi-ordering with an infinite
chain (on some definable set); see [Sim19, Theorems 5.12, 5.13].
(In, [GL13], the authors showed also that an unstable theory interprets an infinite linear
order under a rather strong assumption of weak VC-minimality.)
Using the conjecture, we can formulate the following conditional corollary.
Corollary 4.11. If Conjecture 4.10 holds, then every theory which is both NIP and SOP
is not hereditarily G-compact.
Proof. Immediate by Theorem 4.9.
As stated before, Conjecutre 4.10 actually holds for ℵ0-categorical theories, so we can
say the following unconditionally.
Corollary 4.12. An ℵ0-categorical NIP theory is stable if and only if it is hereditarily
G-compact.
Proof. In one direction, this follows from Fact 5.5. In the other direction, by [Sim19,
Theorem 5.12], we have a definable set X and a dense linear quasi-order R,
∨
-definable
over a finite set A. By ℵ0-categoricity, it follows that R is actually definable, which allows
us to interpret an infinite linear order. The conclusion follows by Theorem 4.9.
It might be interesting to see if the results of [Sim19] can be used to prove Corollary 4.11
unconditionally. [Sim19, Theorem 5.12] does give us dense linear quasi-order, the main issue
is that since the structure is not just a pure order, there seems to be no obvious reason for it
to be self-additive (with the whole structure necessary to make the quasi-order
∨
-definable),
even if there are no endpoints. If one could find some sort of canonical reduct or definable
subset with that property (or at least the analogue of weak cyclic three-splitting), then
it seems like the proof of Theorem 4.4 could be adapted to show the lack of hereditary
G-compactness.
5 Criteria for (hereditary) G-compactness
G-compactness is finitary
In this section, we show that in some ways, G-compactness is finitary. This might be helpful
in proving hereditary G-compactness.
Remark 5.1. If we have two languages L0 ⊆ L and a monster model C for both L0 and L,
then for any a, b ∈ C we have trivially that dL(a, b) ≤ n in C|L implies the same in the sense
of C|L0 . Consequently, any L0-formula implied by dL(x, y) ≤ n in the sense of C|L is also
implied by dL(x, y) ≤ n in the sense of C|L0 .
Proposition 5.2. Let T be a first order theory in language L. If for every finite L0 ⊆ L
we have that T L0 is n-G-compact, then T is n-G-compact.
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Proof. The proof is by contraposition. Suppose T is not n-G-compact. This means that
we have two tuples a, b ∈ C such that dL(a, b) ≤ n+ 1 but dL(a, b) > n, i.e. ¬ dL(a, b) ≤ n.
Since dL(a, b) ≤ n is an ∅-type-definable condition, by compactness, there is a formula
ϕ(x, y) witnessing its failure, i.e. such that dL(x, y) ≤ n ` ϕ(x, y) and 6|= ϕ(a, b). Now,
T ∪ {¬ϕ(a, b), dL(a, b) ≤ n+ 1} is consistent. It follows that if we take L0 to be the finite
set of symbols used in ϕ, then so is T L0 ∪ {¬ϕ(a, b), dL(a, b) ≤ n+ 1} (where dL is in the
sense of T L0), so T L0 is not n-G-compact.
Corollary 5.3. To show hereditary G-compactness of a theory, it is enough to show that for
some n, all theories interpreted with finitely many parameters are n-G-compact. Further-
more, it is enough to choose the parameters from a single model realising all finitary types
over ∅ (e.g. an ℵ0-saturated model). Likewise, to check weakly hereditary G-compactness,
it is enough to find an uniform bound on n-G-compactness of reducts of expansions of T
by finitely many constants from such a model.
Proof. This is immediate by Proposition 5.2 and Fact 1.7.
Remark 5.4. One can also show that a theory T is hereditarily G-compact if and only
if if for some n, it is hereditarily n-G-compact, so the sufficient condition for hereditary
G-compactness given in Corollary 5.3 is also necessary. (But there seems to be no obvious
reason for this to be true for weakly hereditary G-compactness.) ♦
Stable and simple theories are G-compact
Simple theories form the widest class of theories known to be hereditarily G-compact.
Fact 5.5. Every simple theory is 2-G-compact, and hence hereditarily 2-G-compact. Every
stable theory is 1-G-compact, and hence hereditarily 1-G-compact.
Proof. Simple theories have existence (see Definition 5.10) and are both NTP2 and NSOP1,
so G-compactness follows from either one of Fact 5.12 and Fact 5.15. (Classically, this
follows from the independence theorem for simple theories.) Heredity follows from the fact
that simplicity is hereditary.
For stable theories, it is immediate by the fact that types over acleq(∅) are stationary:
if a ≡L b, then trivially a ≡acleq(∅) b, so for any M |^ ab we have a ≡M b.
Fra¨ısse´ limits are (often) G-compact
Fra¨ısse´ limits are frequently used to construct examples in model theory, and often, they
are limits of Fra¨ısse´ classes of relational structures with free amalgamation (also over ∅).
The property of having canonical JEP is slightly more general, and we will see that it is
sufficient for G-compactness.
Definition 5.6. Let C be a Fra¨ısse´ class in an arbitrary language. We say that C has
canonical JEP (or canonical amalgamation over ∅) if we have a functor from C2, taking
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(A,B) to a cospan of the form A→ A⊗B ← B. In other words, given a pair A,B ∈ C, we
have an amalgam A⊗B which respects embeddings, in the sense that given a pair iAB, iCD
of embeddings, we have a canonical embedding iAB ⊗ iCD such that the following diagram
commutes.
B B ⊗D D
A A⊗ C C ♦
iAB iAB⊗iCD iCD
Remark 5.7. Note that if we have free JEP, we can take ⊗ to be simply the disjoint union
for structures as well as embeddings.) ♦
Proposition 5.8. Let C be a Fra¨ısse´ class with free amalgamation, or more generally, with
canonical amalgamation. Then the theory of the Fra¨ısse´ limit of C is 1-G-compact.
Proof. The proposition follows easily from the following Claim — namely, by compactness
and Claim, given two tuples of the same type, we can build a model over which they are
equivalent.
Claim. Let M be the limit of C, and let A,B ⊆ M be finitely generated substructures.
Then given any A′ ⊆ M , A′ ∼= A, we can find some B′ ⊆ M , B′ ∼= B, such that
tp(A/B′) = tp(A′/B′).
Proof. Let C ⊆ M the substructure generated by A and A′, and consider C ⊗ B as a
substructure of M in such a way that the canonical embedding of C is simply the inclusion.
We claim that the canonical copy B′ of B in C ⊗ B satisfies the conclusion. To see this,
consider the following commutative diagram.
C C ⊗B C
B
A A⊗B A′ ⊗B A′
⊆
∼=⊗ idB
⊆⊗ idB ⊆⊗ idB ⊆
In this diagram, the unmarked arrows are the canonical embeddings. Commutativity follows
from the definition of canonical JEP, and it easily implies the conclusion — the type of A
over B′ is coded by the embedding of A into A⊗B, which is isomorphic to the embedding
into A′ ⊗B induced by the isomorphism A ∼= A′. (claim)
Example 5.9. Proposition 5.8 easily implies that many theories are 1-G-compact, including
essentially all well-understood NSOP+SOP1 theories. Among them are (the theories of)
the following:
• various generic graphs, such as:
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– the (Rado) random graph,
– the (Henson) generic Kn-free graphs (cf. Example 6.4),
– directed graphs omitting odd (≤n)-cycles,
• vector spaces with generic bilinear forms,
• atomless Boolean algebras,
• free commutative monoids (e.g. (N \ {0}, ·)),
• dense linear orderings without endpoints. ♦
G-compactness of NSOP1 theories
Recall the following definition.
Definition 5.10. Let T be a first order theory with monster model C. Given a small
A ⊆ C, we say that T has existence (for forking) over A or that A is a base for forking if
it satisfies one of the following (equivalent) conditions:
• every type over A can be extended to a complete global type, nonforking over A,
• for any a, b, there is some a′ ≡A a such that a′ |^ A b,
• no consistent formula with parameters in A forks over A.
We say that T has existence (for forking) if it has existence over every small set. ♦
Using the results of [DKR19] one can show that in a theory with NSOP1 (which is a
property strictly stronger than strict order property and strictly weaker than simplicity), the
so-called Kim-independence relation |^ K (which refines the forking independence relation)
has properties which allow us to prove 2-G-compactness. The following fact summarises
all these properties — the reader can take |^ K as an abstract ternary relation satisfying
them. For more in-depth explanations, see [KR19] and [DKR19].
Fact 5.11. Suppose T is an NSOP1 theory with existence. Then there is a ternary inde-
pendence relation |^ K refining the forking independence relation, satisfying the following
axioms:
(1) symmetry: a |^ KC b if and only if b |^ KC a,
(2) existence: for any a, b, C, there is some a′ ≡C a such that a′ |^ KC b,
(3) transitivity: if C ⊆ D and a |^ KC b and a |^ KD C, then a |^ KD b,
(4) invariance under automorphisms: if abC ≡ a′b′C ′, then a |^ KC b if and only if
a′ |^ KC′ b′.
In addition, |^ K satisfies the following “3-amalgamation” theorem.
If b |^ K c, a |^ K b, a′ |^ K c and a ≡L a′, then there is some a′′ such that a ≡b a′′ ≡c a′.
Proof. Symmetry is [DKR19, Corollary 4.9]. Existence follows from the fact that |^ K ⊆
|^ (and existence for |^ ). Transitivity is not included in [DKR19], but we have been
informed (in personal communication with the third author) that it holds. Invariance under
automorphisms is immediate by definition of |^ K .
16
The last paragraph is a part of the 3-amalgamation theorem for Lascar strong types
([DKR19, Theorem 5.8]).
Fact 5.12. Suppose T is NSOP1 with existence. Then T is 2-G-compact.
Proof. Fix any a ≡L a′. Take any M ′1  C. By existence, we can find some M ′2 ≡M ′1 such
that M ′2 |^ K M ′1. Again by existence, there is some b ≡a a′ such that b |^ Ka M ′1M ′2, and
thus (by applying an automorphism taking ab to aa′) we can find some models M1,M2
such that a′ |^ Ka M1M2, a |^ K M1M2 and M1 |^ K M2.
By transitivity and symmetry, it follows that aa′ |^ K M1M2, so in particular a |^ K M1
and a′ |^ K M2. By the last part of Fact 5.11, we conclude that there is some a′′ such that
a ≡M1 a′′ ≡M2 a′, and hence dL(a, a′) ≤ 2.
Remark 5.13. Note that whether or not every NSOP1 theory has existence for forking
is an open question. If the answer is positive, this would imply that NSOP1 theories
are hereditarily 2-G-compact. Therefore, it seems unlikely that there would be a non-
hereditarily G-compact NSOP1 theory. ♦
G-compactness of NTP2 theories
Fact 5.14. Suppose that T is an NTP2 theory with existence over ∅. Let a, b, b′, c be small
tuples such that c |^ ab, a |^ bb′ and b ≡L b′. Then there is some c′ such that c′a ≡ ca and
c′b′ ≡ cb.
Proof. This is [BC14, Theorem 3.3] (with A = ∅).
Fact 5.15. If T is an NTP2 theory with existence over ∅, then T is 2-G-compact.
Proof. Take any b ≡L b′. By existence, we can find models Ma,Mc, enumerated by ma,mc
(respectively), such that ma |^ bb′ and mc |^ mab. By Fact 5.14 (with a = ma and c = mc),
there is a tuple m′c enumerating a model M
′
c such that m
′
c ≡Ma mc and m′cb′ ≡ mcb. Now,
let b′′ be such that m′cb
′′ ≡Ma mcb. Then also m′cb′′ ≡ mcb ≡ m′cb′, so b ≡Ma b′′ ≡M ′c b′,
whence dL(b, b
′) ≤ 2.
An interesting subclass of NTP2 theories consists of so-called inp-minimal theories. The
inp-minimal theories which have NIP are exactly the dp-minimal theories, including all
weakly o-minimal theories.
The following fact shows that in this context, the existence of an appropriate linear
order yields G-compactness. This is in stark contrast to Theorem 4.9, which shows that
the presence of a linear order allows us to destroy G-compactness.
Fact 5.16. An inp-minimal linearly ordered theory (in the sense that there is a definable
order on the universe, which is linear without endpoints) has existence. Consequently, every
inp-minimal theory is 2-G-compact. (This includes in particular all order dp-minimal, and
hence all o-minimal theories.)
Proof. The proof of [Sim11, Corollary 2.6] is essentially a proof of the first sentence. The
“consequently”part follows from the fact that inp-minimal theories have NTP2 and Fact 5.15.
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Amenable theories
In [HKP19], the authors introduced the notion of first order amenability of a first order
theory, which is another generalisation of stability. They also show the following.
Fact 5.17. If the theory T is amenable, then it is G-compact.
Proof. This is [HKP19, Theorem 4.30].
Amenability is known not to be preserved by adding parameters, so Fact 5.17 does give
us any new examples of (even weakly) hereditarily G-compact theories.
Remark 5.18. One can show that the limit of a Fra¨ısse´ class with canonical amalgamation
is amenable (see the introduction to [HKP19]), so Fact 5.17 implies Proposition 5.8. ♦
6 Open problems
We know that simple theories are G-compact (and hence hereditarily G-compact). Further-
more, Fact 5.12 (along with the fact that the question of whether existence holds in general
for NSOP1 theories remains open) suggests that the same may well be true for NSOP1
theories. On the other hand, Theorems 4.9 and 4.4 suggests that strict order property may
be an essential obstruction to hereditary G-compactness — even though SOP yields only a
poset with an infinite chains, not a linear order, it might be possible to use Theorem 4.4
(or some variant) in the nonlinear case. Taken together, this suggests that there may be
a strong relationship between NSOP and hereditary G-compactness, which prompts the
following two questions.
Question 6.1. Is every SOP theory not hereditarily G-compact? ♦
Question 6.2. Is every NSOP1 theory G-compact? More generally, is every NSOP theory
G-compact (equivalently, hereditarily G-compact)? ♦
So far, there seems to be no compelling evidence in either direction for NSOP+SOP1
theories. In particular, it seems to be completely open whether or not all NSOP4 theories
are G-compact (which would also make them hereditarily G-compact).
Note that Example 5.9 can be extended to include large part of the known non-simple
NSOP theories, ruling them out as possible witnesses to a negative answer to Question 6.2.
In an altogether different direction, it seems that whenever G-compactness is proved
in any broad context, we actually have 2-G-compactness. This suggests that the following
question may be reasonable.
Question 6.3. Suppose T is hereditarily G-compact. Is T necessarily 2-G-compact? If
not, is there such n such that all hereditarily G-compact theories are n-G-compact?
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Resolving such general questions can be very difficult; on the other hand, it may be in-
teresting to show hereditary G-compactness for any SOP1 theory. Unfortunately, analysing
all reducts of T eq does not seem to be easy, either, even for relatively well-understood T .
Thus, it may be interesting to show at least weakly hereditary G-compactness. A partic-
ularly promising class of examples to check are the ℵ0-categorical theories with quantifier
elimination in a finite relational language — a famous conjecture of Simon Thomas says
that they have finitely many reducts (without parameters), so it is plausible that we could
simply classify (at least broadly) all the reducts (even with parameters) of a given theory
and show that they are all G-compact.
Example 6.4. Fix some integer n ≥ 3. Denote by Kn the complete graph on n vertices,
and let (Hn, E) be the generic Kn-free graph (the Fra¨ısse´ limit of the class of finite Kn-free
graphs). One can show the following:
• the theory of Hn is 1-G-compact, TP2, NSOP4 and SOP3 (1-G-compactness follows
from Proposition 5.8),
• the only proper reduct of (Hn, E) (without parameters) is the pure set,
• given any vertex 0 ∈ Hn, (Hn, E, 0) has at most sixteen reducts (without additional
parameters), all of which are 1-G-compact (see [Pon17, Theorem 2.3] for a description
of all the reducts; the G-compactness follows from the observation that, roughly
speaking, the proper reducts are (up to interdefinability) isomorphic to disjoint unions
of Hn, Hn−1, pure sets and {0}). ♦
Question 6.5. Is the theory of Hn hereditarily G-compact (or at least weakly hereditarily
G-compact) for any n ≥ 3? ♦
Finally, it might be interesting to see whether there are SOP, or even linearly ordered
theories which are weakly hereditarily G-compact. We have seen that the latter are not
hereditarily G-compact, and it is not hard to see that e.g. divisible ordered abelian groups
are not weakly hereditarily G-compact, but the same question for pure linear orders seems
less clear.
We finish with a question about some possibly interesting candidates for weakly hered-
itary G-compactness.
Question 6.6. Are the following weakly hereditarily G-compact?
• the theory of dense linear orderings without endpoints,
• the theory of atomless Boolean algebras. ♦
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