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In this paper, we investigate positive solutions of the degenerate parabolic equation not in
divergence form: ut = upu + auq − bur , subject to the null Dirichlet boundary condition.
We at ﬁrst discuss the existence and nonexistence of global solutions to the problem, and
then study the large time behavior for the global solutions. When the positive source
dominates the model, we prove that the global solutions uniformly tend to the positive
steady state of the problem as t → ∞. In particular, we establish the uniform asymptotic
proﬁles for the decay solutions when the problem is governed by the nonlinear diffusion
or absorption.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we consider the following degenerate parabolic equation with source and absorption⎧⎨⎩
ut = upu + auq − bur, (x, t) ∈ Ω × (0, T ),
u = 0, (x, t) ∈ ∂Ω × (0, T ),
u(x,0) = u0(x), x ∈ Ω,
(1.1)
where Ω ⊂ RN is a bounded domain with smooth boundary ∂Ω , p  1, q > 0, r > 1, a,b  0, and u0(x) ∈ C1(Ω) satisﬁes
c0  u0(x)dist(x, ∂Ω)−1  c1 in Ω for some c1  c0 > 0.
There have been many works contributed to the study on degenerate parabolic equations not in divergence form. Fried-
man and McLeod [1] considered the following problem with p = 2,⎧⎨⎩
ut = up(u + u), (x, t) ∈ Ω × (0, T ),
u = 0, (x, t) ∈ ∂Ω × (0, T ),
u(x,0) = u0(x), x ∈ Ω.
(1.2)
It was shown that for suﬃciently large domains, the solutions of (1.2) must blow up in ﬁnite time regardless of the size
of the initial value. Wiegner [8] studied the more general situation with p > 1, and obtained the same results. We refer to
[12,13] for more results on (1.2).
The case of a = 1, b = 0 in (1.1) has been investigated by Wiegner [9], and also the case of a = 0, b = 1 by Winkler [11].
They obtained the existence and nonexistence of global solutions, as well as the large time behavior of the global solutions.
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ut = a
(
δ(x)
)
up
(
u ± λg(u)), (x, t) ∈ Ω × (0, T ),
u = 0, (x, t) ∈ ∂Ω × (0, T ),
u(x,0) = u0(x), x ∈ Ω,
(1.3)
where δ(x) = dist(x, ∂Ω). The two papers established the existence and uniqueness of classical solutions, and determined
the asymptotic proﬁles as t → ∞ under some assumptions on g , a, and λ.
As for the Neumann or Cauchy problems to the parabolic equations not in divergence forms, one can refer to [2,5,10].
In this paper, we determine the existence and nonexistence of global solutions to (1.1), and then establish the large
time behavior under various dominations among the three nonlinear mechanisms represented by nonlinear parameters p
(nonlinear diffusion), q (source), and r (absorption). For example, it is easy to understand that if q >max{p + 1, r}, then the
positive super-linear source dominates the nonlinear diffusion and absorption in the model wherever u(x, t) > 1, while an
opposite domination takes place when u(x, t) ∈ (0,1), and hence the problem admits both global and non-global solutions,
for small and large initial data respectively. Under strong source with p < min{p + 1,q}, we prove that the global solution
uniformly tends to the positive steady state of the problem as t → ∞. In particular, we establish the uniform asymptotic
proﬁles for the decay solutions under dominations of the nonlinear diffusion or absorption.
Throughout the paper, we denote by λ1 the ﬁrst Dirichlet eigenvalue of − on Ω with the corresponding eigenfunc-
tion φ, normalized by ‖φ‖∞ = 1, φ > 0 in Ω . It is well known that φ ∈ C1(Ω)∩ C2(Ω), and satisﬁes
d0  φ(x)dist−1(x, ∂Ω) d1 (1.4)
for some d1  d0 > 0. Deﬁne Ωη := {x ∈ Ω | dist(x, ∂Ω) > η} with η > 0 small, λη and φη the ﬁrst eigenvalue and eigen-
function related to Ωη , normalized by maxx∈Ωη φη(x) = 1.
Without loss of generality, suppose a = b = 1, q 	= r in this paper. When ab = 0 or q = r, our problem is reduced to the
equation considered in [9] or [11].
2. Local existence and elliptic problems
We begin with the local existence of solutions to (1.1). Denote ΩT = Ω × (0, T ), ST = ∂Ω × (0, T ), ΣT = ST ∪ {Ω × {0}}.
The following comparison principle will play a crucial role in the paper, the proof of which can be found in [11].
Lemma 2.1. Let L be the parabolic differential operator deﬁned by
Lu := ∂tu − f (x, t,u)u + g(x, t,u)
with continuous functions f and g, f  0. Let ui ∈ C0(Ω T )∩ C2,1(ΩT ), i = 1,2, be such that Lui is well deﬁned in ΩT and
Lu1  Lu2 in ΩT , u1  u2 on ΣT .
Assume f and g are Lipschitz with respect to u in a neighborhood of ui(Ω T ), i = 1 or 2, and in addition either u1 < u2 on ΣT or
∇2ui ∈ L∞(Ω T ). Then
u1  u2 in Ω T .
To show the local solvability of (1.1), consider the following regularized problem⎧⎨⎩
u
t = h
(u
)u
 + uq
 − ur
 in ΩT ,
u
 = 
 on ST ,
u
(x,0) = u0(x) + 
 on Ω,
(2.1)
where h
 is a smooth positive function satisfying h
(u
) = up
 for u
  
 and h
(u
) = ( 
2 )p for u
  
2 . The standard theory
of parabolic equations implies the existence of a unique local solution u
 ∈ C0(Ω T ) ∩ C2,1(ΩT ) for T ∈ (0, T
), where T
 is
the maximal existence time for (2.1).
Theorem 2.1. Problem (1.1) possesses a unique local solution u ∈ C0(Ω T )∩ C2,1(ΩT ).
Proof. Let u
 be the unique solution of (2.1), with u
  0 by Lemma 2.1. Assume v
 ∈ C0(Ω T ) ∩ C2,1(ΩT ) is the unique
solution of
v
t = h
(v
)v
 + vq
 in ΩT , (2.2)
subject the same boundary and initial data as those in (2.1). Then u
  v
 in ΩT˜ by the comparison principle, where T˜ is
the maximal existence time of (2.2). For some T ∈ (0, T˜ ), we have u
  v
  C0 in ΩT .
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Ωδ × (0,+∞). Thus, for compact K Ω , we have 0< δK  u
  C0 on K × (0, T ) uniformly in 
 . By the interior Schauder
estimate to (2.1) with Arzela–Ascoli’s lemma, we can get the positive classical solution of (1.1) that lim
k→0 u
k = u ∈
C0(Ω T )∩ C2,1(ΩT ).
Next we show the uniqueness. The proof is motivated by [9].
Suppose v ∈ C0(Ω T ) ∩ C2,1(ΩT ) is another solution of (1.1), by Lemma 2.1, v  u
 on Ω T , and hence v  u on Ω T . For
compact K Ω , take Ω ′ satisfying K Ω ′ Ω , and denote by λ′1 and φ′ the ﬁrst eigenvalue and eigenfunction related
to Ω ′ . When p > 1, we have
∂t(v1−p − u1−p)
p − 1 = (u − v)+
(
uq−p − vq−p)+ (vr−p − ur−p).
Integrating over [η, t], 0< η < t < T , and then letting η → 0, we have
v1−p − u1−p
p − 1 =
t∫
0
[
(u − v)+ (uq−p − vq−p)+ (vr−p − ur−p)]ds.
Multiply the above equality by φ′ and integrate over Ω ′ ,∫
Ω ′
(v1−p − u1−p)
p − 1 φ
′ dx =
t∫
0
∫
Ω ′
[
(u − v)+ (uq−p − vq−p)+ (vr−p − ur−p)]φ′ dxds. (2.3)
Set z(t) := ∫
Ω ′ (v
1−p − u1−p)φ′ dx, 0< t < T . We get
z(t) λ′1(p − 1)
t∫
0
∫
Ω ′
(v − u)φ′ dxds + (p − 1)
t∫
0
∫
∂Ω ′
(v − u) ∂φ
′
∂ν
dσds
+ (p − 1)
t∫
0
∫
Ω ′
[(
uq−p − vq−p)+ (vr−p − ur−p)]φ′ dxds. (2.4)
We claim that
t∫
0
∫
Ω ′
(
uq−p − vq−p)φ′ dads + t∫
0
(
vr−p − ur−p)φ′ dx2ds C1 t∫
0
z(s)ds. (2.5)
The ﬁrst term of the left-hand side (2.5) is nonpositive when q  p. If q > p  1, then we have by the Cauchy mean
value theorem that
uq−p − vq−p
v1−p − u1−p =
(q − p)θq−p−1
(p − 1)θ−p =
q − p
p − 1θ
q−1 < ∞,
controlled by ‖u‖L∞(Ω×[0,T ]) . Similarly, for the nontrivial case of 1< r < p,
vr−p − ur−p
v1−p − u1−p =
(r − p)θ r−p−1
(1− p)θ−p =
p − r
p − 1θ
r−1 < ∞.
Thus, the claim (2.5) is true. It follows from (2.4) and (2.5) that
z(t) C2 max
∂Ω ′×[0,T ]
(u − v)+ C3
t∫
0
z(s)ds, 0< t < T .
By Gronwall’s inequality,
z(t) C4 max
∂Ω ′×[0,T ]
(u − v) → 0 as Ω ′ → Ω, 0< t < T ,
which implies v = u in ΩT .
The case of p = 1 can be easily treated by taking z(t) = ∫
Ω ′ (ln v − lnu)dx instead. 
In the rest of this section, we collect some useful results concerning the elliptic problems in the paper. Most of them
are known results, maybe with minor modiﬁcations. We at ﬁrst cite a comparison result, the proof of which can be found
in [7].
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at each x ∈ Ω . Assume that there exist w1,w2 ∈ C(Ω)∩ C2(Ω) such that
(i) w1 +Φ(x,w1) 0w2 +Φ(x,w2) in Ω;
(ii) w1,w2 > 0 in Ω , and w1  w2 on ∂Ω;
(iii) w1 ∈ L1(Ω) or w2 ∈ L1(Ω).
Then w1  w2 in Ω .
The next one is on the existence-uniqueness of positive solutions to an elliptic problem:
Lemma 2.3. Let −1<α < 1, β ∈R with α < β . Then the problem
−U = Uα − Uβ in Ω, U = 0 on ∂Ω (2.6)
has a unique positive classical solution U ∈ C(Ω)∩ C2(Ω).
Moreover, if we denote by U
 ∈ C(Ω)∩ C2(Ω), 0< 
 < 1 the unique positive solution of
−U
 = Uα
 − Uβ
 in Ω, U = 
 on ∂Ω, (2.7)
then ‖U
 − U‖L∞(Ω) → 0 as 
 → 0.
Proof. At ﬁrst we claim that 0 < U ,U
 < 1 in Ω . In fact, if maxΩ U = U (x0) > 0, then x0 ∈ Ω . We have 0  −U (x0) =
Uα(x0) − Uβ(x0), which means U (x) U (x0) 1. Thus, for each x ∈ Ω , Φ(x, s)/s = sα−1 − sβ−1 is strictly decreasing with
respect to s ∈ (0,1). The existence and uniqueness of positive solutions to the problems (2.6) and (2.7) were obtained in [6].
Moreover, c1φ  U  v , c2φ  U
  v + 
 , for some c1, c2 > 0 and v solving
−v = vα in Ω, v = 0 on ∂Ω. (2.8)
Consequently, cK  U
  CK on compact subsets K . Noticing U
 is monotonously decreasing with respect to 
 by
Lemma 2.2, we have by the interior Schauder estimate with Arzela–Ascoli’s lemma that ‖U
 − U‖L∞(Ω) → 0 as 
 → 0. 
The following result was obtained in [11]:
Lemma 2.4. For β  0, a < λ1 , the problem
−U
 − aU
 − Uβ
 = 0 in Ω, U
 = 
 on ∂Ω
has a unique smooth solution U
 with U
 > 
 in Ω . Furthermore, U
 ↘ U in C0(Ω), where U is the unique solution of
−U − aU − Uβ = 0 in Ω, U = 0 on ∂Ω. (2.9)
Next consider another approximation for (2.9) to deal with
−Uη = Uβη + a(1− η)Uη in Ωη, Uη = 0 on ∂Ωη. (2.10)
Lemma 2.5. Let U and Uη be the unique solutions of (2.9) and (2.10), respectively. Then ‖Uη − U‖L∞(Ωη) → 0 as η → 0.
Proof. Extend Uη by zero on Ω \ Ωη . Then Uη is decreasing as η → 0, and Uη  U in Ω due to Lemma 2.2. By a standard
elliptic argument, Uη converges in C2loc(Ω) to a function U ∈ C2(Ω)∩ C(Ω), i.e., the unique solution of (2.9), as η → 0. 
Now combine the two approximations to treat
−Uη
 = U1−pη
 + ηUη
 in Ωη, Uη
 = 
 on ∂Ωη. (2.11)
Lemma 2.6. Let U be the unique positive solution of (2.8) with α = 1 − p, Uη
 the unique positive solution of (2.11). Then
‖Uη
 − U‖L∞(Ωη) → 0 as η,
 → 0.
Proof. Under help of the auxiliary problem
−U
 = U1−p
 in Ω, U
 = 
 on ∂Ω, (2.12)
the conclusion of the lemma follows by Lemmas 2.3 and 2.5. 
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We discuss the existence and nonexistence of global solutions to the problem (1.1) in this section. Divide the (p,q, r)-
parameter region into three classes:
(a) q <max{p + 1, r};
(b) q = max{p + 1, r};
(c) q >max{p + 1, r}.
Correspondingly, we have three theorems for them.
Theorem 3.1. Suppose that q <max{p + 1, r}. Then all solutions of (1.1) are bounded.
Proof. If p + 1 r, that is q < p + 1, then u  v by comparison, where v satisﬁes
vt = vpv + vq in ΩT , v = u0(x) on ΣT . (3.1)
We know by [9] that T (u) T (v) = ∞, and u is bounded.
If p + 1< r, it is obvious that ‖u0‖L∞ + 1 is a time-independent supersolution of (1.1). 
Theorem 3.2. Assume that q = max{p + 1, r}. Then, all solutions of (1.1) are global if λ1  1, and there exist both global and non-
global solutions if λ1 < 1.
Proof. Since q 	= r, the condition q = max{p + 1, r} implies q = p + 1 > r. Due to the fact that the solution of (3.1) is a
supersolution of (1.1), the conclusion for λ1  1 is obviously true.
If λ1 < 1 with small initial data, the solution would be not only bounded, but also tending to zero uniformly. This is
covered by Theorem 4.2, and will be proved in the next section.
Next consider λ1 < 1 with large initial data. Take κ > 0 small such that λ1 + κ < 1.
Let φ0 be the eigenfunction corresponding to λ1, normalized by
∫
Ω
φ0 dx = 1. Set
J (u) =
{∫
Ω
u1−pφ0 dx for p > 1,∫
Ω
lnuφ0 dx for p = 1.
(3.2)
Case 1: p > 1. By Hölder’s inequality,
∂t J (u) =
∫
Ω
(1− p)u−putφ0 dx
= −(p − 1)
∫
Ω
uφ0 dx− (p − 1)
∫
Ω
uφ0 dx+ (p − 1)
∫
Ω
ur−pφ0 dx
 (λ1 − 1+ κ)(p − 1)
(∫
Ω
u1−pφ0 dx
) 1
1−p
− κ(p − 1)
∫
Ω
uφ0 dx+ (p − 1)
∫
Ω
ur−pφ0 dx. (3.3)
For r < p, again by Hölder’s inequality,∫
Ω
ur−pφ0 dx
(∫
Ω
u1−pφ0 dx
) r−p
1−p
.
Let u0 be large such that
∫
Ω
u1−p0 φ0 dx (1− λ1 − κ)
1−p
r−p−1 to get
∂t J (u)−C J
1
1−p (u). (3.4)
If r = p, then (3.4) can be obtained by letting u0 be large such that∫
u1−p0 φ0 dx
(∫
Ω
φ0 dx
κ
)1−p
.Ω
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Ω
uφ0 dx =
(∫
Ω
uφ0 dx
)r−p(∫
Ω
uφ0 dx
)1+p−r

∫
Ω
ur−pφ0 dx
(∫
Ω
uφ0 dx
)1+p−r
,
and thus we have from (3.3) with Hölder’s inequality that
∂t J (u)−C J
1
1−p (u)+
∫
Ω
ur−pφ0 dx
(
1− κ
(∫
Ω
uφ0 dx
)1+p−r)
−C J 11−p (u)+
∫
Ω
ur−pφ0 dx
(
1− κ
(∫
Ω
u1−pφ0 dx
) 1+p−r
1−p )
. (3.5)
Consequently, the inequality (3.4) follows for u0 large that κ(
∫
Ω
u1−p0 φ0 dx)
1+p−r
1−p  1.
Integrating (3.4) over (0, t), we have
J
p
p−1 (u)−Ct + C ′. (3.6)
This yields that u blows up in a ﬁnite time.
Case 2: p = 1. Noticing that q = p + 1= 2, 1< r < q = 2, by Hölder’s inequality, we have
∂t J (u) = (1− λ1)
∫
Ω
uφ0 dx−
∫
Ω
ur−1φ0 dx
 (1− λ1)
∫
Ω
uφ0 dx−
(∫
Ω
uφ0 dx
)r−1
 e(r−1)
∫
Ω lnuφ0 dx
[
(1− λ1)e(2−r)
∫
Ω lnuφ0 dx − 1]. (3.7)
Choose u0 large such that
∫
Ω
lnu0φ0 dx
ln( 21−λ1 )
2−r , and hence,
∂t J (u) eC J (u), (3.8)
which implies the ﬁnite time blow-up of u. 
Theorem 3.3. If q >max{p + 1, r}, there exist both global and non-global solutions.
Proof. Let y(t) solve y′ = −yq with y(0) = y0, and U (x) be the unique solution of −U = U1−p with U |∂Ω = 0 (see [9]).
Set u = yU (x). Then
ut − upu − uq + ur = −yqU + yp+1U − Uq yq + Ur yr
= U(yp+1 − yq)+ (U y)r(1− (U y)q−r).
Since q >max{p + 1, r}, we can choose y0 small enough such that
ut − upu − uq + ur  0.
Thus, u is a supersolution of (1.1) provided u0(x) y0U (x), and consequently,
u  u = y(t)U (x) → 0, as t → ∞.
Now deal with the non-global solutions. For J (u) in (3.2) with p > 1, we have by Hölder’s inequality that
∂t J (u) = λ1(p − 1)
∫
uφ0 dx− (p − 1)
∫
uq−pφ0 dx+ (p − 1)
∫
ur−pφ0 dx
Ω Ω Ω
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(p − 1) J q−p1−p (u)− 1
3
(p − 1)
∫
Ω
uq−pφ0 dx+ (p − 1)
∫
Ω
ur−pφ0 dx
+ λ1(p − 1)
∫
Ω
uφ0 dx− 1
3
(p − 1)
(∫
Ω
uq−pφ0 dx
) 1
q−p (∫
Ω
uq−pφ0 dx
) q−p−1
q−p
−1
3
(p − 1) J q−p1−p (u)+ (p − 1)
[∫
Ω
ur−pφ0 dx− 1
3
∫
Ω
uq−pφ0 dx
]
+ (p − 1)
∫
Ω
uφ0 dx
[
λ1 − 1
3
(∫
Ω
u1−pφ0 dx
) q−p−1
1−p ]
. (3.9)
The second term in the right-hand side of (3.9) is nonpositive if u0 is large by the proof of Theorem 3.2, and the third term
is nonpositive also with u0 large that
∫
Ω
u1−p0 φ0 dx (3λ1)
1−p
q−p−1 . Then, we have
∂t J (u)−C J
q−p
1−p (u). (3.10)
This concludes the proof of the ﬁnite time blow-up of u.
The argument for the case of p = 1 is analogous. 
4. Large time behavior
In this section, we deal with large time behavior for the global solutions in Theorems 3.1 and 3.2. The idea comes from
[9,11].
At ﬁrst consider the case of strong source with q small.
Theorem 4.1. Let u be a global solution of (1.1). If q < p + 1 r, or p − 1< q < r < p + 1, then
lim
t→∞
∥∥u(·, t)− U∥∥L∞(Ω) = 0
with U solving
−U = Uq−p − Ur−p in Ω, U = 0 on ∂Ω. (4.1)
Proof. Let w
 be the unique solution of
−w
 = wq−p
 in Ω, w
 = 
 on ∂Ω. (4.2)
Since q < p + 1, it is clear that Aw
 is a supersolution of (2.1) (i.e. u
  Aw
 ) provided A > 1 large enough.
Set w = Bφ + 
2 with B > 0 to be determined. We have
wt − wpw − wq + wr = λ1
(
Bφ + 

2
)p
Bφ +
(
Bφ + 

2
)r
−
(
Bφ + 

2
)q

(
Bφ + 

2
)q[
λ1
(
B + 

2
)p+1−q
+
(
B + 

2
)r−q
− 1
]
. (4.3)
Since q <max{p + 1, r}, we can choose B < c0 small enough, and 
 < 2B such that
λ1
(
Bφ + 

2
)p+1−q
 1
2
,
(
Bφ + 

2
)r−q
 1
2
. (4.4)
We have from (4.3) with (4.4) that wt − wpw − wq + wr  0. Together with w < u
 on Σ∞ , we obtain w = Bφ + 
2  u

in Ω∞ by the comparison principle.
For all 0< 
 < 2B , let u
 and u
 be the unique solutions of{
∂tu
 = up
u
 + uq
 − ur
, (x, t) ∈ Ω × (0,∞),
u
 = Bφ +χ
(t), x ∈ Σ∞, (4.5)
and
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∂tu
 = up
u
 + uq
 − ur
, (x, t) ∈ Ω × (0,∞),
u
 = Aw
 + χ
(t), x ∈ Σ∞,
(4.6)
respectively, with χ
,χ
 ∈ C1[0,+∞) satisfying
χ
(0) = 

4
, χ ′
  0 in [0,+∞), and limt→∞χ
(t) = 
,
χ
(0) = 0, χ ′
  0 in [0,+∞), and limt→∞χ
(t) = 
 − 
A.
Then, u
,u
 ∈ C2,1(Ω∞) and satisfy
Bφ + 

4
 u
  u
  u
  Aw
 on Ω∞. (4.7)
Letting v
 = ∂tu
 , we have by (4.5) that
∂t v
 = up
v
 +
[
(q − p)uq−1
 + (p − r)ur−1

]
v
 + pu−1
 v2
 . (4.8)
Noticing that v
  0 on Σ∞ due to the choice of χ
(t), we have by Lemma 2.1 that ∂tu
 = v
  0 on Ω∞ . Similarly,
∂tu
 = v
  0 on Ω∞ . In addition with (4.7), there exist U 
,U 
 : Ω −→ (0,∞) such that
u
 ↗ U 
, u
 ↘ U 
 as t → ∞. (4.9)
Moreover, by a discussion similar that in [9], we know that the convergence (4.9) is uniform for x ∈ Ω .
Clearly, U 
,U 
 satisfy
−U
 = Uq−p
 − Ur−p
 in Ω, U
 |∂Ω = 
, (4.10)
and thus U 
 = U 
 = U
 by the uniqueness of (4.10).
For any η > 0, since ‖U
 − U‖L∞(Ω) → 0 as 
 → 0, we can ﬁnd 
 > 0 such that |U
 − U | η on Ω . Hence we can ﬁnd
T1 > 0 such that u  u
  u
  U + 2η on Ω ×[T1,∞). On the other hand, with the same argument as that in [4], we have
u  U − cη in Ω × [T2,∞) for some T2 > 0. Hence, we arrive at
lim
t→∞
∥∥u(·, t)− U∥∥L∞(Ω) = 0. 
Next deal with the situation of strong absorption.
Theorem 4.2. Let u be a global solution of (1.1). If 1< r < q p + 1, then for any K Ω and small initial data (in the sense of L∞)
lim
t→∞
∥∥u(·, t)((r − 1)t) 1r−1 − 1∥∥L∞(K ) = 0. (4.11)
Proof. We at ﬁrst show ‖u(·, t)‖L∞(Ω) → 0 as t → ∞. Let w = zU , where z satisﬁes z′ = −zp+1 with z(0) = z0 > 0, and
U (x) is the unique solution of −U = U1−p in Ω with U |∂Ω = 0. A simple calculation yields
wt − wpw − awq + bwr = Urzr
(
b − a(Uz)q−r) 0
provided z0U  1, and thus 0 u  w by the comparison principle, while w → 0 as t → ∞.
Now, let z(t) solve z′ = −zr with z(0) = z0, namely, z(t) = (z1−r0 + (r − 1)t)−
1
r−1 . Assume zn(t) satisﬁes z′n(t) = − nn+1 zrn
with zn(0) = z0, and rewrite in the form of
z′n(t)− zqn + zrn =
1
n + 1 z
r
n − zqn.
For ﬁxed n, since limt→∞ zn(t) = 0, there exists sn > n such that zn(t) ( 1n+1 )
1
q−r for t  sn , and thus
z′n(t)− zqn + zrn  0, t  sn.
By Lemma 2.1 and u(x, tn + sn) zn(sn) for some tn > n, we have
u(x, t + tn + sn) zn(t + sn), t > 0.
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u(x, s + (tn + sn)2 + (tn + sn))
z(s + (tn + sn)2 + (tn + sn)) 
zn(s + (tn + sn)2 + sn)
z(s + (tn + sn)2 + (tn + sn))
=
(
z1−r0 + (r − 1)(s + (tn + sn)2 + (tn + sn))
z1−r0 + nn+1 (r − 1)(s + (tn + sn)2 + sn)
) 1
r−1
.
For any ε, s > 0, there exist N1 > 0 such that(
z1−r0 + (r − 1)(s + (tn + sn)2 + (tn + sn))
z1−r0 + nn+1 (r − 1)(s + (tn + sn)2 + sn)
) 1
r−1
< 1+ ε if n N1.
Choosing n = N1 + 1, we have
limsup
s→∞
(
z1−r0 + (r − 1)(s + (tn + sn)2 + (tn + sn))
z1−r0 + nn+1 (r − 1)(s + (tn + sn)2 + sn)
) 1
r−1
 1+ ε,
and hence, for some t0 > 0,
sup
x∈Ω
u(x, t)
z(t)
 1+ ε when t  t0. (4.12)
On the other hand, by the proof for Theorem 1.1(iv) in [11], we claim for K Ω that
sup
x∈K
u(x, t)
z(t)
 (1− ε)2 when t > t1 (4.13)
for some t1 > 0. In fact, choose smooth domain Ω ′ with K Ω ′ Ω , and let Wβ solve
−Wβ + β
(
Wr−pβ − W 1−pβ
)= 0 in Ω ′, Wβ = 0 on ∂Ω ′.
Since Wβ ↗ 1 as β → ∞ on K by Lemma 2.4 of [11], there exists β > 0 such that Wβ  1−ε on K . Set w(x, t) = z(t)Wβ(x),
where z′ = −zr , and z(0) = z0 > 0 is chosen small enough. We have wt − wpw − wq + wr  0 in Ω ′ × (0,∞), and w < u
on the parabolic boundary ∂Ω ′ ∪ {t = 0}. Thus, u  w in Ω ′ × (0,∞) by comparison. Letting t1 = t1(ε) be large enough such
that z(t)/z(t) 1− ε for t > t1, we obtain
u(x, t)
z(t)
= u(x, t)
z(t)
· z(t)
z(t)
Wβ(x)
z(t)
z(t)
 z(t)
z(t)
(1− ε) (1− ε)2
on K for t  t1, as claimed.
The conclusion (4.11) comes from (4.12) and (4.13). 
Finally, we treat the two cases with strong diffusion.
Theorem 4.3. Let u be a global solution of (1.1). If q = p + 1< r with λ1 > 1, then
lim
t→∞
∥∥u(·, t)(pt) 1p − U∥∥L∞(Ω) = 0
with U solving
−U = U + U1−p in Ω, U = 0 on ∂Ω. (4.14)
Proof. Let z+(t) solve z′+(t) = −zp+1+ with z+(0) = z0, namely, z+(t) = (z−p0 + pt)−
1
p , and set w(x, t) = z+(t)w
 with w

satisfying
−w
 = w1−p
 + w
 in Ω, w
 = 
 on ∂Ω. (4.15)
The unique solvability of (4.14) and (4.15) follows from Lemma 2.4. Then it is easy to see that w > u on Σ∞ (by choosing
z0 large enough), and
wt − wpw − wq + wr = z′+w
 − zp+1+ wp
w
 − zp+1+ wp+1
 + zr+wr

 w

(
z′+ + zp+1+
)
= 0.
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u(x, t) z+(t)U (x).
We have
u(x, t)(1+ pt) 1p − U (x)
(
y−p0 + pt
1+ pt
) 1
p
U (x)− U (x)
= o(t−1/p)U (x) as t → ∞,
and in particular,
limsup
t→∞
{
sup
x∈Ω
(
u(x, t)(1+ pt) 1p − U (x))} 0. (4.16)
On the other hand, deﬁne wη = (Cη + pt)−
1
p Uη(x), where Cη > 0 is chosen such that C
− 1p
η Uη(x) < u0(x) in Ωη , and Uη is
the unique positive solution of
−Uη = U1−pη + (1− η)Uη in Ωη, Uη = 0 on ∂Ωη. (4.17)
By Lemma 2.5, for any ε > 0, there exists η > 0 such that
‖U − Uη‖L∞(Ωη) < ε and ‖U‖L∞(Ω\Ωη) < ε. (4.18)
Noticing that r > p + 1, we may choose Cη such that wrη  ηwp+1η . Then wη < u on ∂Ωη ∪ {t = 0}, and
∂t wη − wpηwη − wqη + wrη  (Cη + pt)−
p+1
p
(−Uη − U pηUη − U p+1η + ηU p+1η )
= (Cη + pt)−
p+1
p U pη
(−U1−pη −Uη − (1− η)Uη)
= 0 in Ωη ×R+.
By the comparison principle, wη  u in Ωη ×R+ , which implies
Uη − (1+ pt)
1
p u(x, t)
[(
Cη + pt
1+ pt
) 1
p
− 1
]
(1+ pt) 1p u(x, t) in Ωη ×R+.
Together with (4.16), we know that (1+ pt) 1p u(x, t) is uniformly bounded on Ωη × [0,+∞), and thus
limsup
t→∞
{
sup
x∈Ωη
(
Uη − (1+ pt)
1
p u(x, t)
)}
 0. (4.19)
It follows from (4.18) and (4.19) that there exists t1 > 0 such that
sup
x∈Ωη
(
U − (1+ pt) 1p u(x, t)) ‖U − Uη‖L∞(Ωη) + sup
x∈Ωη
(
Uη − (1+ pt)
1
p u(x, t)
)
 2ε for t  t1. (4.20)
Also by (4.18), we have
sup
x∈Ω\Ωη
(
U − (1+ pt) 1p u(x, t)) ‖U‖L∞(Ω\Ωη) < ε. (4.21)
Combining (4.19), (4.20) and (4.21), we obtain the desired conclusion. 
Theorem 4.4. Let u be a global solution of (1.1). If p + 1< q < r, then
lim
t→∞
∥∥u(·, t)(pt) 1p − U∥∥L∞(Ω) = 0 (4.22)
with U solving
−U = U1−p in Ω, U = 0 on ∂Ω. (4.23)
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1
p for t  t0 with t0, c > 0 to be determined. Set z(x, t) = z+(t)Uη
 with Uη
 solving (2.11).
By Lemma 2.6, for any ε > 0, there exist η > 0 such that
‖U − Uη
‖L∞(Ωη) < ε and ‖U‖L∞(Ω\Ωη) < ε. (4.24)
A simple computation shows
zt − zpz − zq + zr = z′+Uη
 − zp+1+ U pη
Uη
 − zp+1+ U p+1η
 + zr+Urη

 U p+1η
 zp+1+
(
η − zq−p−1+ Uq−p−1η

)
.
Since q > p + 1, and z+ → 0 as t → ∞, there exists t0 > 0 such that zq−p−1+ Uq−p−1η
  η in Ωη × (t0,∞), and thus
zt − zpz − zq + zr  0 in Ωη × (t0,∞).
Choose c small enough such that c−
1
p Uη
 > ‖u(·, t0)‖L∞(Ωη) , namely, z(x, t0) > u(x, t0). In addition, we see that z > u on
∂Ωη × [t0, T ] for any ﬁxed T > t0 by letting η small. In summary, we obtain by the comparison principle that
u  z = z+(t)Uη
 on Ωη × [t0, T ]. (4.25)
Similarly to (4.19)–(4.21), we have
sup
x∈Ω
(
u(x, t)(1+ pt) 1p − U (x)) 2ε on Ωη × [t0, T ],
and consequently,
limsup
t→∞
{
sup
x∈Ω
(
u(x, t)(1+ pt) 1p − U (x))} 0. (4.26)
The opposite direction estimate can be obtained by a similar procedure as that in the proof of Theorem 4.3. 
5. Discussion
Now, we analyze the large time behavior of global solutions to (1.1) established in the last section, under different
dominations.
If q <min{p + 1, r}, then the nonlinear diffusion and absorption dominate the positive source wherever u(x, t) > 1, and
thus all solutions of (1.1) must be global. On the other hand, it implies that the positive source, overcoming the decay
trend due to the diffusion and absorption if u ∈ (0,1), will keep the positivity of the global solutions. More precisely, the
solutions will convergent uniformly to the positive steady state (i.e. the unique positive solution of (4.1)) as t → ∞, as
stated in Theorem 4.1. It is mentioned that, instead of q < min{p + 1, r}, Theorem 4.1 requires either q < p + 1  r, or
p − 1 < q < r < p + 1. This is due to the fact that the existence result for the elliptic equation (4.1) is still unknown yet
without q > p − 1.
If q < p + 1, the positive source is controlled by the nonlinear diffusion for u > 1, and the solutions of (1.1) are global
regardless of the size of the initial data. If moreover q > r, then the positive source is dominated by the absorption for u < 1,
and the solutions uniformly go to extinction as t → ∞ with the rate O (t− 1r−1 ) if 1< r < q p+1, as shown in Theorem 4.2.
Similarly, if p + 1< q < r, then the positive source is dominated by the absorption for u > 1 and by the diffusion for u < 1,
respectively. Theorem 4.4 determines the uniform asymptotic proﬁle with the decay rate O (t−
1
p ) as t → ∞.
If p + 1 = q < r, then the solutions of (1.1) will be global under any initial data since the positive source is governed by
the absorption for u > 1, where the diffusion and the source are at the same level. To realize the extinction of solutions,
there should be more signiﬁcant inﬂuence from the diffusion to require the domain small that λ1 > 1, and the decay rate
just is O (t−
1
p ) as t → ∞ (Theorem 4.3).
It is pointed out that in Theorems 4.1–4.4, the results on large time behavior of solutions are essentially related to
various elliptic equations. Naturally, if the solution tends to a positive steady state, the asymptotic limit as t → ∞ should
satisfy the elliptic equation −U pU = Uq − Ur , or the reduced form −U = Uq−p − Ur−p in (4.1). For the p-related decay,
Theorems 4.3 and 4.4 explain such a asymptotic behavior of solutions that, with the weight factor (pt)
1
p , the solution
uniformly tends to some steady state U as t → ∞, which solves either (4.23) if p + 1< q < r, or (4.14) if p + 1 = q < r with
λ1 > 1. The situation for the r-related decay is quite different, where 1 < r < q  p + 1, and the time-weighted solution
((r − 1)t) 1r−1 u uniformly converts to constant 1 on any compact set of Ω as t → ∞. This indicates that although the strong
nonlinear diffusion and absorption in (1.1) affect the large time behavior of solutions in somewhat similar way (e.g., the
common decay rates O (t− 1α ), α = p, r − 1), they are different from each other on their asymptotic limits of the time-
weighted solution (αt)
1
α u, where we can ﬁnd clear asymptotic proﬁles for the decay solutions under strong diffusion with
α = p that the uniform asymptotic limit (on whole Ω) of (αt) 1α u just solves some elliptic equations, while we get the
uniform asymptotic limit 1 (uniform on any compact set of Ω) for strong absorption with α = r − 1.
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