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Abstract. We define a simple orthogonal polyhedron to be a three-dimensional polyhedron with the topology
of a sphere in which three mutually-perpendicular edges meet at each vertex. By analogy to Steinitz’s theorem
characterizing the graphs of convex polyhedra, we find graph-theoretic characterizations of three classes of simple
orthogonal polyhedra: corner polyhedra, which can be drawn by isometric projection in the plane with only one
hidden vertex, xyz polyhedra, in which each axis-parallel line through a vertex contains exactly one other vertex,
and arbitrary simple orthogonal polyhedra. In particular, the graphs of xyz polyhedra are exactly the bipartite cubic
polyhedral graphs, and every bipartite cubic polyhedral graph with a 4-connected dual graph is the graph of a corner
polyhedron. Based on our characterizations we find efficient algorithms for constructing orthogonal polyhedra from
their graphs.
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Fig. 1. Three types of simple orthogonal polyhedron: Left, a corner polyhedron. Center, an xyz polyhedron
that is not a corner polyhedron. Right, a simple orthogonal polyhedron that is not an xyz polyhedron.
1 Introduction
Steinitz’s theorem [34, 56, 64] characterizes the skeletons of three-dimensional convex polyhedra in purely
graph-theoretic terms: they are exactly the 3-vertex-connected planar graphs. In one direction, this is straight-
forward to prove: every convex polyhedron has a skeleton that is 3-connected and planar. The main content
of Steinitz’s theorem lies in the other direction, the statement that every 3-connected planar graph can be
represented as a polyhedron. Steinitz’s theorem, together with Balinski’s theorem that every d-dimensional
polytope has a d-connected skeleton [3], form the foundation stones of polyhedral combinatorics; Grunbaum
writes [34] that Steinitz’s theorem is “the most important and deepest known result on 3-polytopes.”
However, analogous results characterizing the skeletons of other classes of polyhedra or higher dimen-
sional polytopes have been elusive. As Ziegler [64] writes, “No similar theorem is known, and it seems
that no similarly effective theorem is possible, in higher dimensions.” Even in three dimensions, it remains
unknown whether the complete graph K12 may be embedded as a genus-six triangulated polyhedral surface,
generalizing the toroidal embedding of K7 as the Csa´sza´r polyhedron [17].
In this paper, we characterize another class of three-dimensional non-convex polyhedra, which we call
simple orthogonal polyhedra (Fig. 1): polyhedra with the topology of a sphere, with simply-connected faces,
and with exactly three mutually-perpendicular axis-parallel edges meeting at every vertex. We also consider
two special cases of simple orthogonal polyhedra, which we call corner polyhedra and xyz polyhedra. A
corner polyhedron (Fig. 1, left) is a simple orthogonal polyhedron in which all but three faces are oriented
towards the vector (1,1,1); it can be drawn in the plane by isometric projection with only one of its vertices
hidden (the one incident to the three back faces). An xyz polyhedron (Fig. 1, center) is a simple orthogonal
polyhedron in which each axis-parallel line contains at most two vertices. We show:
– The graphs of corner polyhedra are exactly the cubic bipartite polyhedral graphs such that every separat-
ing triangle of the planar dual graph has the same parity. Here cubic means 3-regular, polyhedral means
planar 3-connected, and we define the parity of a separating triangle later. The graphs with no separating
triangles form the building blocks for all our other characterizations: every cubic bipartite polyhedral
graph with a 4-connected planar dual is the graph of a corner polyhedron.
– The graphs of xyz polyhedra are exactly the cubic bipartite polyhedral graphs.
– The graphs of simple orthogonal polyhedra are exactly the cubic bipartite planar graphs such that the
removal of any two vertices leaves at most two connected components.
Based on our graph-theoretic characterizations of these classes of polyhedron, we find efficient algorithms
for finding a polyhedral realization of the graph of any corner polyhedron, xyz polyhedron, or simple or-
thogonal polyhedron. Beyond the obvious applications of our results in graph drawing and architectural
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Fig. 2. Three orthogonal polyhedra that are not simple: Left, more than three edges meet at a vertex. Cen-
ter, the bidiakis cube, with edges and faces meeting non-perpendicularly. Right, an orthogonally convex
orthogonal polyhedron that does not have the topology of a sphere.
design, we believe that these results may have applications in image understanding, where an analysis of the
structure of polyhedral and rectilinear objects has been an important subtopic [41, 45, 60].
Due to space considerations we defer the proofs of our results to appendices, and provide only a sketch
of the main ideas of these proofs in the text of this paper.
2 Related work
Besides convex polyhedra and our results on orthogonal polyhedra, two other classes of polyhedra have
known graph-theoretic characterizations. They are the inscribable polyhedra (convex polyhedra with all
vertices on a common sphere or, almost equivalently, graphs of Delaunay triangulations) [20, 37, 54] and
a class of nonconvex polyhedra with star-shaped faces all but one of which are visible from a common
viewpoint [38].
The most direct predecessor of the work described here is our previous paper on three-dimensional bend-
less orthogonal graph drawing [28]. We defined an xyz graph to be a cubic graph with axis-parallel edges
such that the line through each edge does not pass through any other vertex. These graphs may also be de-
fined in a coordinate-free way from their points, as there can be only one way of rotating a point set to form
a connected xyz graph [47]. From every xyz graph one may define an abstract topological surface by forming
a face for every coplanar cycle; these faces may be 3-colored by the orientations of their defining planes.
Conversely, for every 3-face-colored cubic topological cell complex on a manifold, assigning arbitrary dis-
tinct numbers to the faces and using these numbers as the Cartesian coordinates of the incident vertices
leads to a representation as an xyz graph. As we proved, the planar xyz graphs are exactly the bipartite cubic
3-connected planar graphs. Unlike polyhedra, an xyz graph may have crossing points where pairs of edges
or even triples of edges intersect (Fig. 3, left), and its face cycles may be linked in three-dimensional space.
However, in some cases, an xyz graph may be drawn as an orthogonal polyhedron, eliminating all edge cross-
ings; for instance, we found an orthogonal polyhedron representation of the truncated octahedron (Fig. 3,
right), and based on this example we posed as an open problem the algorithmic question of determining
which xyz graphs have a crossing-free representation. In this paper we answer that question in the planar
case: all of them do, and more strongly all planar xyz graphs have not just a crossing-free but a polyhedral
representation.
Biedl and Genc [8, 9] investigated analogues for orthogonal polyhedra of a different result about con-
vex polyhedra, Cauchy’s theorem [12] that specifying the shape of each face of a convex polyhedron fixes
the shape of a whole polyhedron. In contrast, for nonconvex polyhedra, specifying the shape of each face is
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Fig. 3. Two xyz graph representations of the truncated octahedron, from [28]. The first has many edge cross-
ings, while the second forms an orthogonal polyhedron but not a corner poyhedron. The results of this paper
provide a corner polyhedron representation of the same graph.
enough to fix the volume of the whole polyhedron under continuous motions [16] but there exist flexible non-
convex polyhedra with fixed face shapes and an uncountably infinite number of global configurations [15].
Analogously to Cauchy’s theorem, fixing the shape of each face is enough to determine the shape of an
orthogonally convex polyhedron [8] or more generally of an orthogonal polyhedron with the topology of
a sphere [9]. Although these results concern a different problem, they suggest as do ours that orthogonal
polyhedra may be closely analogous to convex polyhedra.
Rectangular layouts form an important two-dimensional analogue of orthogonal polyhedra. These are
planar drawings of cubic graphs for which each edge is axis-parallel and has no bends, and in which every
face (including the outer face) is a rectangle. Rectangular layouts have applications in the visualization of
geographic data [52], floorplan layout in architectural design [24,53], VLSI design [63], treemap information
visualization [11], and graph drawing [43]. A plane graph admits a rectangular layout, with a given partition
of its outer faces into the sides of an outer rectangle, if and only if a variant of its dual graph (with one dual
vertex for each side of the outer rectangle rather than a single vertex for the outer face) is a plane triangulated
graph with an exterior quadrilateral and no separating triangles [46]; a closely related characterization also
holds for the cubic graphs that can be drawn on a grid with no bends but without requiring that the faces
be rectangles [51]. There is a combinatorial bijection between the rectangular layouts of a graph and its
regular edge labelings or transversal structures, (improper) two-colorings of the edges of the dual graph
together with an orientation for each edge satisfying certain constraints on the cyclic order in which the
colored edges of each orientation meet each dual vertex [43]. The regular edge labelings of a graph form
a distributive lattice [32, 33] and this lattice structure has algorithmic applications in finding rectangular
layouts with additional properties [29,30]. In our three-dimensional problem, as in the two-dimensional case,
dual separating triangles form an obstacle to embedding. Additionally, our new results use a structure closely
related to a regular edge labeling, with three edge colors rather than two, although the local constraints on
colorings and orientations are different than in the two dimensional case.
Schnyder [55] developed algorithms for embedding planar graphs with the vertices on an integer grid,
but with edges of arbitrary slopes, based on the concept now known as a Schnyder wood, a (non-proper) 3-
coloring of the edges of a maximal planar graph together with an orientation on each edge, with constraints
about how the colors and orientations must be arranged at each vertex. Felsner and Zickfeld [31] study
geometric representations of Schnyder woods as orthogonal surfaces that are very similar to the corner
polyhedra we study here. Their representation provides an embedding of the input graph onto the surface
found by their representation, but the edges of the embedding do not in general follow the edges of the
orthogonal surface. Our results on corner polyhedra also involve colorings and orientations of maximal
planar graphs (the dual graphs of the graphs we wish to represent), and our impetus for considering this sort
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of combinatorial data on a graph came from these two papers as well as from the work on two-dimensional
rectangular representations and regular edge labelings. However there seems to be no direct connection
between our results and the results of Schnyder, Felsner, and Zickfeld: our colorings are proper and our
orientations do not form Schnyder woods, our polyhedral representation is not of the colored and oriented
graph but of its dual, and unlike Felsner and Zickfeld we develop a polyhedral representation of a graph in
which the graph edges and the polyhedron edges coincide.
More generally there has been a large body of research on planar and spatial embeddings of graphs
on low-dimensional grids, or otherwise having a small number of edge slopes. Much of this work allows
the edges of the graph to bend in order to follow the edges of the grid, and seeks to minimize the number
of bends [2, 42, 57, 61, 62]; as we show, for the graphs of corner polyhedra, isometrically projection leads
to a hexagonal grid drawing with three slopes and only two bends, improving a bound of three bends by
Kant [42] which however applies more generally to all 3-connected cubic planar graphs. Graph drawing
researchers have also studied the slope number of a graph, the minimum number of distinct edge slopes
needed to draw the graph in the plane with straight line edges and no bends [22, 23, 44, 49, 50]. Every graph
of an orthogonal polyhedron, and every xyz graph, has slope number three, since a three-dimensional orthog-
onal representation may be transformed into a planar drawing with three slopes (allowing edge crossings)
by axonometric projection. However, not every graph with slope number three comes from an orthogonal
drawing in this way; for instance, K3 has slope number 3 but has no orthogonal drawing, as does Fig. 5.
Both xyz graphs and our polyhedral representations can be viewed as embedding the given graph onto the
three-dimensional integer grid, with axis-aligned edges that can have arbitrary lengths. Embedding a graph
onto a grid with unit-length edges is NP-complete [6]. Embeddings with unit length edges that additionally
preserve distances between vertices farther than one unit apart can be found in polynomial time, when
they exist, for two- and three-dimensional integer lattices [25] and hexagonal and diamond lattices [27],
but the graphs that have such embeddings (the partial cubes) form a restricted subclass of all graphs. The
embeddings we consider in this paper only apply to cubic (3-regular) graphs, and of the infinitely many
known cubic partial cubes all but one (the Desargues graph) are bipartite polyhedral graphs [26], and may
therefore be represented as orthogonal polyhedra using the algorithms we describe here.
A hint that care is needed in defining orthogonal polyhedra is given by Donoso and O’Rourke [21]. As
they show, spherical and toroidal polyhedra in which all faces are rectangles (even allowing adjacent faces
to be coplanar) must also have all faces and edges axis-parallel for some orientation of the polyhedron,
but there exist higher-genus polyhedra with rectangular faces that have more than three edge orientations.
Biedl et al. [7] define two interesting subclasses of orthogonal polyhedra, which they call orthostacks and
orthotubes; they also consider orthogonal polyhedra that are somewhat more general than ours, in that they
allow the graph of the polyhedron to be disconnected (resulting in faces that are not simple polygons) while
we do not.
The bipartite cubic polyhedral graphs and their dual graphs, the Eulerian triangulations, have also been
studied independently of their geometric representations, in connection with Barnette’s conjecture that all
bipartite cubic polyhedral graphs are Hamiltonian [4]. Batagelj, Brinkmann and McKay [5, 10] described
a method for reducing any Eulerian triangulation to a simpler graph in the same class, based on which
Brinkmann and McKay show how to efficiently generate all sufficiently small Eulerian triangulations; they
also generate 4-connected Eulerian triangulations by filtering them from the larger set of all Eulerian trian-
gulations. Our proof that 4-connected Eulerian triangulations are dual to corner polyhedra uses a different
reduction scheme that remains within the class of 4-connected Eulerian triangulations.
3 Corner polyhedra and rooted cycle covers
As stated in the introduction, we define a corner polyhedron to be a simple orthogonal polyhedron with the
additional property that three faces (the back faces) are oriented towards the vector (−1,−1,−1), and all
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Fig. 4. Left: isometric projection of a corner polyhedron for a truncated rhombic dodecahedron. Right: con-
necting each sharp corner of a visible face to the dual vertex of the face produces a rooted cycle cover.
remaining faces (the front faces) are oriented towards the vector (1,1,1). The three back faces necessarily
share a vertex, the hidden vertex. Parallel projection of a corner polyhedron onto a plane perpendicular to the
vector (1,1,1) gives rise to a drawing, the so-called isometric projection, in which the axis-parallel edges
of the three-dimensional polyhedron are mapped to three sets of parallel lines that form angles of pi/3 with
respect to each other; see Fig. 4 (left) for an example. If the edges of the corner polyhedron have integer
lengths, the resulting isometric projection is a drawing of all of the vertices of the polyhedron, except the
hidden vertex, on the hexagonal lattice. It is possible to include the hidden vertex as well by connecting it
to its three neighbors by lattice paths, one of which is straight and the other two have one bend each; the
resulting drawing of the whole graph has two bends.
In an isometric drawing of a corner polyhedron, none of the faces can have an interior angle of 5pi/3,
for any simple orthogonal polyhedron with such a projected angle would have more than three back faces.
Additionally, each face (being the projection of a planar orthogonal polygon) has edges of only two of the
three possible slopes. Therefore, each face of the drawing has the shape of a double staircase: there are two
vertices at which the interior angle is pi/3, and the two sequences of interior angles on the paths between
these vertices alternate between interior angles of 2pi/3 and 4pi/3. (Conversely, it follows by Thurston’s
results on height functions [59] that a drawing in the hexagonal lattice for which all faces have this shape
comes from a three-dimensional orthogonal surface.) Because a simple orthogonal polyhedron forms a pla-
nar graph in which all faces have an even number of edges, it must be bipartite; one of its two color classes
consists of the vertices having sharp face angle, and the other color class contains all the other vertices.
The two-to-one correspondence between interior faces and vertices with sharp angles gives rise to an
important structure on the graph of the polyhedron, which we find simpler to describe in terms of its dual
graph. The dual graph of a corner polyhedron (as with a bipartite cubic polyhedral graph more generally) is
an Eulerian triangulation, a maximal planar graph in which every vertex has even degree. It has a unique
planar embedding, for which all the faces are triangles; the triangles may be two-colored so that the two
triangles that share each edge have different colors. Within each interior face of the projected corner poly-
hedron, we connect the dual vertex to its two sharp corners. The result of forming these connections is a
structure that we call a rooted cycle cover: a set of vertex-disjoint cycles in the dual Eulerian triangulation,
that cover every dual vertex except for the three vertices of the root triangle dual to the hidden vertex, and
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that include exactly one edge from every triangle with the same color as the root triangle. Conversely, as we
show, every rooted cycle cover of an Eulerian triangulation gives rise to a corner polyhedron representation
of its dual graph. This equivalence between a combinatorial structure (a rooted cycle cover) and a geometric
structure (a corner polyhedron) is a key component of our characterization of the graphs of corner polyhedra.
Specifically, we prove the following results:
Theorem 1. A graph G can be represented as a corner polyhedron, with a specified vertex v as the single
hidden vertex, if and only if the dual graph of G has a cycle cover rooted at the triangle dual to v.
Theorem 2. If G is a cubic bipartite polyhedral graph with a 4-connected dual, then it can be represented
as a corner polyhedron.
If ∆ is an Eulerian triangulation (the dual to a cubic bipartite planar graph), with a chosen root triangle
δ, then we may uniquely two-color the triangles of ∆ so that any two adjacent triangles are adjacent. For any
separating triangle γ of ∆, this coloring will assign equal colors to the three triangles that are on the side of
γ that does not contain δ and that are incident to one of the edges of γ. We say that γ has even parity if these
three triangles have the same color as δ, and odd parity otherwise.
Theorem 3. If G is a cubic bipartite graph with a non-4-connected dual, and v is any vertex of G , then G
has a corner representation for which v is the hidden vertex if and only if all separating triangles have odd
parity with respect to the root triangle dual to v.
In the rest of this section, we provide a rough sketch of our proofs of the claims stated above. The
detailed proof of Theorem 1 comprises Appendices II, III, and IV, the proof of Theorem 2 is in Appendices
V and VI, and the proof of Theorem 3 is in Appendix VII.
Given a corner polyhedron representation of a graph G , we form a rooted cycle cover of the dual of G
as described above. The graph of the polyhedron has a unique 3-edge-coloring given by the orientations of
its edges. These colors may be carried over to the dual Eulerian triangulation ∆, but in ∆ they do not form
an edge coloring but rather a rainbow partition, a partition of the edges of ∆ into three monochromatic sub-
graphs such that each triangle of ∆ participates in each of these subgraphs. Each monochromatic subgraph
must be biconnected, which implies that it can be oriented as an st-planar graph with the two terminals on the
chosen root triangle. From the corner polyhedron representation we may also determine an orientation for
each edge of ∆ based on which of the two adjacent primal faces is on which side of the edge in the isometric
drawing; this orientation can be shown to be simultaneously st-planar in each monochromatic subgraph, and
the requirement that each face of the corner polyhedron is a double staircase may be translated via planar
duality into local consistency conditions on the orientations of the edges incident to each dual vertex.
Conversely, given a cycle cover, we can use it to define an orientation on the edges of the dual Eulerian
triangulation, in which the orientations of the edges alternate around each vertex except within two triangles
incident to the vertex, which both have the same color as the root triangle in the two-coloring of triangles
dual to the bipartition of the input graph. We call a rainbow partition together with an orientation having
this property a regular edge labeling. Based on this property, we can show that a regular edge labeling is si-
multaneously st-planar in each monochromatic subgraph, and that unions of two monochromatic subgraphs
(with the orientation reversed in one of the two) are again st-planar. By numbering the vertices of each of
these bichromatic subgraphs consistently with the st-planar orientation, and using these numbers as the co-
ordinates of the face planes of G , we may construct a representation of G as a corner polyhedron. It follows
from this construction that G is the graph of a corner polyhedron if and only if G has a rooted cycle cover.
We show that every 4-connected Eulerian triangulation can be decomposed into smaller 4-connected
Eulerian triangulations using three operations: splitting the graph on a 4-cycle, removing a pair of adjacent
degree-four vertices, and collapsing two opposite edges of a degree-four vertex. We use this structure as the
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basis for a proof by induction that every 4-connected Eulerian triangulation has a cycle cover. Therefore,
by the above equivalence between cycle covers and corner polyhedron representations, every cubic bipartite
graph with a 4-connected dual can be represented as a corner polyhedron.
If a bipartite cubic graph does not have a 4-connected dual, but all of its separating triangles have odd
parity, we may split the dual graph at all of its separating triangles, find a cycle cover separately for each
subgraph created by this splitting process, and form a cycle cover of the original graph as the union of these
separate cycle covers. On the other hand, if there exists a separating triangle with the same parity as the
chosen root vertex, we show that no cycle cover can exist.
4 xyz polyhedra
In our previous paper [28] we defined an xyz graph to be a cubic graph embedded in three dimensional space,
with axis parallel edges, such that the line through each edge passes through no other vertices of the graph.
We can extend this definition to an xyz polyhedron, a simple orthogonal polyhedron whose skeleton forms
an xyz graph. Alternatively, we can consider a weaker definition: a singly-intersecting simple orthogonal
polyhedron is a simple orthogonal polyhedron with the property that, for any two faces with a nonempty
intersection, their intersection is a single line segment. Geometrically, the intersection of two faces lies along
the line of intersection of their planes, so a singly-intersecting polyhedron must be an xyz polyhedron, but
not necessarily vice versa. However, the graphs of the two classes of polyhedra are the same: by perturbing
the face planes of a singly-intersecting polyhedron, one may obtain an xyz polyhedron that represents the
same graph.
As we showed in our previous paper, a planar xyz graph must be 3-connected and bipartite, and the same
results hold for xyz polyhedra. Our main result is a converse to this:
Theorem 4. The following three classes of graphs are equivalent:
– Cubic 3-connected bipartite planar graphs,
– Graphs of xyz polyhedra, and
– Graphs of singly-intersecting simple orthogonal polyhedra.
The idea of the proof is to use induction on the number of separating triangles in the dual Eulerian
triangulation. If there are no separating triangles, the given graph has a corner polyhedron representation
and we are done. Otherwise, we find a separating triangle that splits the dual graph into two smaller Eulerian
triangulations, one of them four-connected. By induction, the other one has a polyhedral representation, and
we can replace one vertex of this polyhedron by a very small copy of a corner polyhedron representing the
other split component, forming a representation of the overall polyhedron.
The repeated replacement of polyhedron vertices by small corner polyhedra may eventually lead to
features of exponentially small size, but this issue can be sidestepped by replacing the coordinates of the
faces by small integers, leading to a polyhedral representation in which all vertex coordinates are integers in
the interval [1,n/4].
The full proof is in Appendix VIII.
5 Simple orthogonal polyhedra
As can be seen in Fig. 1 (right), the graph of an arbitrary simple orthogonal polyhedra may not always
be 3-connected, although it is always 2-connected. Pairs of faces of the polyhedron may meet in multiple
edges, and the removal of any two of these edges (or the removal of endpoints from any two of these
edges) leaves a disconnected graph. Therefore, there exist graphs simple orthogonal polyhedra that are not
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Fig. 5. A 2-connected bicubic planar graph that is not the graph of a simple orthogonal polyhedron.
graphs of xyz polyhedron, and we need to use a more general class of graphs to characterize the simple
orthogonal polyhedra. Replacing the 3-connectivity condition in the characterization of xyz polyhedra by
2-connectivity would be too general, however. Not every 2-connected bipartite 3-regular graph is the graph
of a simple orthogonal polyhedron; for instance, the graph depicted in Fig. 5 is not the graph of a simple
orthogonal polyhedron, as the results in this section will show.
Instead, our characterization uses the SPQR tree, a standard tool for representing the planar embeddings
of a graph in terms of its triconnected components [18, 19, 35, 39, 48]. The triconnected components of a
graph may be multigraphs rather than simple graphs; for instance, the graph shown in Fig. 5 has seven
triconnected components: three cubes (the R nodes of an SPQR tree), three 4-cycles (the S nodes of an
SPQR tree), and a multigraph with two vertices and three edges (the P node of an SPQR tree).
Theorem 5. The following three classes of graphs are equivalent:
– Cubic 2-connected graphs in which every triconnected component is either a bipartite polyhedral graph
or an even cycle,
– Bipartite cubic planar graphs in which the removal of any two vertices leaves at most two connected
components (counting an edge between the two vertices as a component, if one exists), and
– Graphs of simple orthogonal polyhedra.
For instance, the graph of Fig. 5 cannot be the graph of a simple orthogonal polyhedron, because remov-
ing its top and bottom vertex leaves three connected components, and because it has a multigraph as one of
its triconnected components.
The main idea of the proof of Theorem 5 (in Appendix IX) is to decompose the graph into triconnected
components. In one direction, we show that when a simple orthogonal polyhedron is decomposed into tri-
connected components, each non-cyclic component inherits a (nonpolyhedral) geometric embedding based
on which we can rule out the possibility that any component forms a P node in the SPQR tree. In the other
direction, when we are given a graph in which each triconnected component has the stated form, we repre-
sent each bipartite polyhedral triconnected component as a simple orthogonal polyhedron using the results
of the previous section, and use the even cycles in the SPQR tree to guide a sequence of gluing steps that
combine each of these polyhedral pieces into a single polyhedron that represents the whole graph. Our proof
technique leads to a stronger result: if G is the graph of a simple orthogonal polyhedron, then every planar
embedding of G can be represented as a simple orthogonal polyhedron.
6 Algorithms
Below we outline an algorithm that takes a 2-connected cubic planar graph as an input and embeds it as
a simple orthogonal polyhedron, when such a representation exists. The algorithms for taking as input a
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3-connected graph and representing it either as an xyz polyhedron or as a corner polyhedron, when such a
representation exists, are similar but with fewer steps.
1. Decompose the graph into its triconnected components, as represented by an SPQR tree, in linear
time [35, 39]. Check that the SPQR tree does not contain any P nodes (triconnected components that
are multigraphs rather than simple graphs). If it does, report that no orthogonal polyhedral representa-
tion exists and abort the algorithm.
2. Transform each atom (triconnected component that is not a cycle) into its dual Eulerian triangulation,
using a linear time planar embedding algorithm [40]. If any atom is nonplanar or has a non-Eulerian
dual, report that no orthogonal polyhedral representation exists and abort the algorithm.
3. Partition each Eulerian triangulation into 4-connected Eulerian triangulations by splitting it on its sepa-
rating triangles. All separating triangles may be found in O(n) time [13, 14].
4. Recursively decompose each 4-connected Eulerian triangulation into simpler 4-connected Eulerian tri-
angulations using separating 4-cycles, pairs of adjacent degree-4 vertices, and isolated degree-4 vertices.
While returning from the recursion, undo the steps of the decomposition and build a cycle cover for the
Eulerian triangulation.
5. Convert the cycle covers into regular edge labelings by a simple local pattern matching rule.
6. For each pair of colors x and y in the rainbow partition, construct the subgraph ∆xy formed by edges with
those two colors, oriented by reversing the orientations of one of the two colors from the orientation
given by the regular edge labeling, and find an st-numbering of each such graph using breadth-first
search.
7. For each graph dual to one of the 4-connected Eulerian triangulations, use the st-numbering to construct
a representation of the graph as a corner polyhedron: the coordinates of each vertex of the corner poly-
hedron are triples of numbers from the st-numbering, one from each of the three bichromatic subgraphs
of ∆.
8. Glue the corner polyhedra together to form orthogonal polyhedra dual to each non-4-connected Eulerian
triangulation. In order to perform this step and the next one efficiently, we represent vertex coordinates
implicitly throughout these steps, as positions within a doubly linked list, and after the gluing is com-
pleted convert these implicit positions back into numeric values.
9. Glue 3-connected polyhedra together to form arbitrary simple orthogonal polyhedra.
The algorithm needs O(n) expected time when implemented using randomized hash tables; deterministi-
cally, it can be implemented to run in O(n(log logn)2/(log loglogn)) time with linear space. The most com-
plicated step, and the only step that uses more than O(n) deterministic running time, is the one in which we
decompose each 4-connected Eulerian triangulation into simpler 4-connected Eulerian triangulations; this
step uses a data structure for testing adjacency of pairs of vertices in a dynamic plane graph. If the adjacency
testing data structure is implemented using linear-space deterministic integer searching data structures [1],
the total running time is O(n(log logn)2/(log loglogn)), whereas if it is implemented using hash tables, the
total expected running time is O(n).
Theorem 6. We may construct a representation of a given graph as a corner polyhedron, xyz polyhedron,
or simple orthogonal polyhedron, when such a representation exists, in O(n) randomized expected time, or
deterministically in O(n(log logn)2/(log loglogn)) time with linear space.
Detailed descriptions of each step together with the running time analyses are given in Appendix X.
7 Conclusions
We have defined three interesting classes of orthogonal polyhedra, and provided exact graph-theoretic char-
acterizations of the graphs that may be represented by these polyhedra. In particular, every bipartite cubic
polyhedral graph has a representation as an orthogonal polyhedron.
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Fig. 6. A bipartite cubic polyhedral graph (left) that has no orthogonally convex representation as a simple
orthogonal polyhedron, and its representation as a nonconvex simple orthogonal polyhedron (right).
The following problems remain open for additional investigation:
– Corner polyhedra are orthogonally convex, and orthogonally convex simple polyhedra may be repre-
sented as xyz polyhedra, so the orthogonally convex simple polyhedra are sandwiched between two of
the classes of polyhedron that we can precisely characterize and for which we provide polynomial time
recognition algorithms. However, not every bipartite cubic polyhedral graph has an orthogonally convex
representation: if enough dual separating triangles share edges with each other, they may interfere with
each other and force any orthogonal polyhedral representation to be nonconvex (Fig. 6). Is there a simple
condition on the position of the dual separating triangles that characterizes orthogonally convex simple
orthogonal polyhedra, and can we test this condition in polynomial time?
– The orthostacks defined by Biedl et al. [7] are also intermediate between corner polyhedra and xyz
polyhedra. Can we characterize their graphs?
– Our results hold only for orthogonal polyhedra with three perpendicular edges at each vertex. What
if we relax this requirement, and either allow edges to be non-perpendicular (as in the bidiakis cube,
Fig. 2, center) or to have more than three edges per vertex (Fig. 2, left). In this case, as the figures show,
the graph of the polyhedron does not need to be bipartite. Is there some way of replacing problematic
vertices by small subgraphs in which all vertices have degree three and all edges are perpendicular,
allowing the methods from this paper to apply?
– Given the hardness of nonplanar xyz graph recognition [28] it seems likely that it will also be difficult to
determine whether a given graph is the graph of an orthogonal polyhedron with nonzero genus (Fig. 2,
right), but what about graphs for which an xyz graph representation is already known? In that case,
how difficult is it to detemine whether the faces of the xyz representation can be untangled to form a
polyhedral representation?
– Although we provided a linear time algorithm for finding orthogonal polyhedron representations, its
constant factors are large (one case involves up to 1225 adjacency tests). Additionally, while not an
obstacle for practical implementation, the need for hashing based data structures in order to achieve
linear time is a theoretical irritation. Is there a simple deterministic linear time algorithm for finding
cycle covers in 4-connected Eulerian triangulations?
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Appendix I: Eulerian triangulations
Our proofs require several technical lemmas about the 3-connected cubic planar graphs and their duals, the
Eulerian triangulations, that we collect here.
We begin with a standard property of bipartite planar graphs. As is standard when discussing planar
graphs, we refer to a graph together with a fixed planar embedding of the graph as a plane graph.
Lemma 1. A plane graph G is bipartite if and only if each face of the embedding of G has an even number
of edges.
Proof. If G has an odd face, it is obviously not bipartite, as it contains an odd cycle formed from the face.
Suppose on the other hand that all faces of G are even, and let C be any cycle in G . By the Jordan curve
theorem, C separates G into an interior and an exterior. The number of edges (modulo 2) in C is the sum of
the number of edges (modulo 2) of each of the faces ofG in the interior of C, because each edge of C belongs
to one interior face and contributes one to this sum while each edge that is in the interior of C belongs to
two interior faces and is cancelled from the sum when the lengths of both faces are added modulo 2. But
because each face in G is even, the sum of the interior faces to C is even and therefore C itself is even; as a
graph in which all cycles are even, G is bipartite. uunionsq
An Eulerian graph is a graph with an Euler tour; that is, a connected graph for which all vertex degrees
are even. We define an Eulerian triangulation to be a maximal planar graph that is Eulerian.
Lemma 2. A plane graph G is bipartite if and only if its dual graph is Eulerian. A plane graph G is 3-
connected, 3-regular, and bipartite if and only if its dual graph is an Eulerian triangulation.
Proof. The duality of being bipartite and being Eulerian follows immediately from Lemma 1.
Consider a plane graph G that is 3-connected, 3-regular, and bipartite. Let ∆ be its dual graph. Then ∆ is
a simple graph rather than a multigraph, by the 3-connectedness of G : a self-loop or a pair of multiple edges
between two vertices in ∆ would correspond to a single-vertex or two-vertex cut in G . Every face of ∆ is a
triangle, from the 3-regularity of G . Thus, ∆ is a maximal planar graph. And every face of G has an even
number of edges, from which it follows that ∆ is Eulerian.
In the other direction, if ∆ is an Eulerian triangulation, then its dual graph G is clearly bipartite and
3-regular. We are left to show that if ∆ is an Eulerian triangulation then G is 3-connected Assume G is not
3-connected. Then there exists either a vertex-cut u,v or a cut-vertex w in G . In the former case we have an
edge ev of v and an edge eu of u that are adjacent to the same pair of faces of G—see Fig. 7, left. In the latter
case w has an edge that is adjacent to exactly one face—see Fig. 7, right. Thus ∆ contains either a 2-cycle or
a loop, which contradicts the assumption that ∆ is a triangulation. uunionsq
u v u v u v
w
Fig. 7. A cut of size 2 in G and the corresponding 2-cycle in ∆; A cut-vertex in G and the corresponding
loop in ∆.
14
Let G be a 3-connected, 3-regular, bipartite plane graph. The bipartiteness of G allows us to two-color
its vertices in such a way that adjacent vertices are assigned different colors. This naturally induces a two-
coloring of faces of ∆. In this paper we assume that the chosen colors are white and blue and the coloring is
such that the outer face of ∆ is white.
Furthermore, every 3-connected bipartite cubic planar graph G has a 3-face-coloring that is unique up
to permutations of the colors [36]. If we assign each edge of the graph the color that is not used by its two
adjacent faces, the result is a 3-edge-coloring of G in which the edges of each face alternate between two
edge colors, and two adjacent faces have edges that alternate between two different pairs of colors [28]. We
may carry the same color assignment over into the dual graph, ∆; however, it will not form an edge coloring
of ∆, but rather will partition the edges of ∆ into three color classes with the properties that every triangle of
∆ has an edge of each of the three colors, each vertex of ∆ has edges that alternate in cyclic order between
two colors, and any two adjacent vertices in ∆ have edges that alternate between different pairs of colors.
We call such an edge partition of ∆ a rainbow partition to indicate the properties that it is not itself an edge
coloring but that each triangle has a rainbow coloring in which all three colors are used. However, we also
include the alternation of colors around each vertex of ∆ as one of the defining properties of a rainbow
partition.
Lemma 3. Let ∆x be the subgraph of an Eulerian triangulation ∆ formed by the edges of a single color x,
x ∈ {red,blue,green} in a rainbow partition of ∆. Then ∆x is biconnected.
Proof. Assume without loss of generality that ∆x is induced by red edges.
We start with showing that ∆x is connected. Consider any two vertices u,v in ∆x. Let P be a path between
u and v in ∆, such that at least one edge of that path is not red. We will show that we can construct a path Pred
between u and v in ∆x. If u and v are adjacent in ∆, their shared edge must be red, because of the property
that the edges incident to u and to v alternate between different pairs of colors both of which include red.
Otherwise, we can assume that P contains more than one edge. Direct the edges of P from u to v. Let v1 be
the first vertex on P such that the outgoing edge is not red (say, blue), and let v2 be the vertex after v1 on P.
v2 does not have any red edges (otherwise a face formed by v1, v2 and their common neighbor would have
2 red edges). Hence (a) v2 6= v (because v2 is not in ∆x and v is), and (b) the neighbors of v2 form a cycle
of red edges. We use this red cycle to detour around v2 until we hit the next vertex v3 of P. More precisely,
we replace the path (v1,v2,v3) in P by a simple subpath of the red cycle connecting v1 and v3. We repeat the
procedure until we arrive at v—see Fig. 8 for an illustration.
vu
v2 v3v1
vu
v2 v3v1
Fig. 8. A path P connecting u and v in ∆ (left); a red detour around v2 (the first vertex with the wrong colored
entrance edge)(right).
Next we address 2-connectivity of ∆x. We must show that, for any three vertices u,v,w in ∆x there is a
path from u to v that avoids w. Since ∆x is connected, there is a simple path P in ∆x connecting u and v.
Assume that w is also in P, for otherwise we are done.
Let w′ and w′′ be the neighbors of w such that (w′,w) and (w,w′′) belong to P (possibly u = w′ and/or
v = w′′). Let w2, ...wk−1 be the set of neighbors of w that lie between w1 = w′ and w′′ = wk on the same side
of P. Note that since the degree of each vertex in ∆ is at least 4, then at least on one side of P we have k > 2.
Then all edges (w,w2i), 2 ≤ i < k/2 have the same color and this color is not red. Let it be green. Then for
each vertex w2i we have that its neighbors form a cycle of red edges in ∆. We can detour the path P starting at
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w1 and traversing the neighbors of each of w2i on the side of the path w1, ...wk opposite to w. Thus removing
vu w
Fig. 9. Detouring a red path around w.
any vertex w from ∆x would not disconnect any pair u,v, which implies that ∆x is 2-connected. uunionsq
Subsequently, we will refer to ∆x as a monochromatic subgraph of ∆.
Lemma 4. Suppose ∆ is an Eulerian triangulation, with its edges colored in a rainbow partition, that con-
tains a 4-cycle C. Then either all edges of C have the same color or two colors, say red and blue, in the
pattern red− red−blue−blue.
Proof. We need to show that there exists no cycle with one of the following sequences of colors around the
cycle: red−blue−red−blue, red−red−blue−blue, red−blue−red−green, red−red−blue−green. A
cycle with one of the first three patterns would imply a path uvpq in ∆ colored red−blue−red, violating the
requirement that v and p alternate between different pairs of colors. A cycle colored red−red−blue−green
implies a path uvwpq colored blue− red− red−green. Then the edges at v alternate between blue and red.
Since w has a red edge but must alternate between a different pair of colors, it must alternate between colors
green and red. But p also has red and green edges, violating the requirement that adjacent vertices w and p
alternate between different pairs of colors. uunionsq
Our characterizations of corner polyhedra and the proof of our characterization of xyz polyhedra both
involve a careful study of the separating triangles in an Eulerian triangulation. We prove next some general
facts that are needed in both cases.
Lemma 5. Let ∆ be an Eulerian triangulation, with its edges colored in a rainbow partition, and let δ be a
separating triangle in ∆. Then δ also has one edge of each color.
Proof. Let the three colors be red, blue, and green; recall that, at each vertex of ∆, the incident edges in cyclic
order around that vertex must alternate between two colors, and that no two adjacent vertices have the same
two colors. Suppose for a contradiction that two edges of t are red, and that their shared endpoint alternates
between red and green edges (the other five color combinations are symmetric). Then the other two vertices
of δ alternate red and blue, so the green edges inside δ and the green edges outside δ are connected only
through a single articulation vertex, contradicting the biconnectivity of the monochromatic subgraphs of ∆
that we proved in Lemma 3. uunionsq
Lemma 6. Let ∆ be an Eulerian triangulation, and let δ be a separating triangle in ∆. Then the two maximal
planar subgraphs of ∆ that are formed by splitting ∆ along the edges of δ are each themselves Eulerian.
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Proof. Within each subgraph, each vertex of δ must have even degree due to the alternation at that vertex of
the edge colors of a rainbow partition of ∆ and the fact (proved in Lemma 5) that the two edges of δ at that
vertex have different colors in the rainbow partition. The degree of the vertices that are not part of δ must
also be even because it is unchanged from the degree in ∆, and we assumed that ∆ is Eulerian. uunionsq
Appendix II: From corner polyhedra to cycle covers
We show that a corner polyhedron induces an interesting structure on its dual graph. But before we describe
the structure lets look at some properties of the polyhedra that lead to it.
Let P be a corner polyhedron and let P ∗ be an isometric projection of its skeleton graph.
We define a normal to a face f of P to be a non-trivial vector ν that is perpendicular to f and is directed
towards the exterior of the polyhedron. We say that a face f of P is oriented towards vector e if we have
(ν,e)> 0. We call f a forward face if it is oriented towards the vector (1,1,1) (i.e. faces whose normal has
non-negative coordinates), and we call it a back face otherwise. These notions of forward and back faces
naturally carry over to the faces of the isometric projection P ∗ of P .
Lemma 7. Let f be an arbitrary face of P ∗. Then for any internal angle α of f α ∈ {pi/3,2pi/3,4pi/3}
Proof. Since P ∗ is an isometric projection of a skeleton of an orthogonal polytope, every edge of P ∗ is
parallel to one of the three directions that pairwise form pi/3 angle. In particular, the edges of the face f
have two of the three slopes, and adjacent edges have distinct slopes. Hence all we need to show to prove
the lemma is that f does not have 5pi/3 as an inner angle.
Assume for a contradiction that there exists a pair e1,e2 of consecutive edges along f forming an interior
angle 5pi/2. We direct e1 and e2 away from their common vertex v. Since 6 (e1,e2) = 5pi/3 one of the edges
directed positively (w.r.t. the corresponding axis) and the other is directed negatively. Let e3 be the third
edge of P ∗ adjacent to v directed away from v—see Fig. 10 If e3 is the normal of f —see Fig. 10 (left)—
v
e1
e2e3
v
e1
e2
e3
x y
z
Fig. 10. A face with 5pi/3 interior angle.
then the normal for face f13 spanned by e1 and e3 is −e2 and the normal for f23 is −e1. Thus one of these
normals is directed negatively, which contradicts the definition of a corner polyhedron. Otherwise if −e3 is
the normal for f —see Fig. 10(right)— the normals for f13 and f23 are e2 and e1 and we arrive at the same
contradiction. uunionsq
Lemma 8. Each face of P ∗ has the shape of a double staircase: there are two vertices at which the interior
angle is pi/3, and the two sequences of interior angles on the paths between these vertices alternate between
interior angles of 2pi/3 and 4pi/3.
Proof. First assume for a contradiction that there exists a face f in P ∗ that has no interior angle of pi/3.
Since every edge of f is parallel to the edge after the edge it is adjacent to in cyclic order around the face,
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the interior angles alternate values 2pi/3 and 4pi/3 around the face. Which makes f an open polyline instead
of a simple polygon.
Next, note that any face f of P ∗ has at least two interior angles of pi/3 since all angles of f need to sum
up to (k−2)pi, where k is the number of vertices of f .
x y
z
Fig. 11. Two differently oriented interior pi/3 angles.
Let v1 and v2 be two vertices of f with interior angles pi/3. We say that these interior angles are oriented
the same way, if when we orient edges forming the angles positively (according to positive direction of the
corresponding axis), then for both vertices the interior of the face is to the right (to the left) side of the
obtained directed path for both vertices.
Assume for a contradiction that there exists a third vertex v3 with interior angle pi/3. Then at least two
of these three angles are oriented the same way, which means that one of the paths connecting these two
vertices contains an interior angle of 5pi/3. We arrive at a contradiction with Lemma 7. uunionsq
Lemma 9. At each vertex of P ∗, there are either three angles of 2pi/3, or there is one angle of 4pi/3 and
two angles of pi/3.
Proof. By Lemma 8, the only allowable angles are pi/3, 2pi/3, and 4pi/3. These are the only ways for three
angles with these values to add up to a total angle of 2pi. uunionsq
Lemma 10. In the vertex two-coloring of P ∗, a vertex v has the same color as the hidden vertex if and only
if it has three angles of 2pi/3 incident to it, and v has the opposite color from the hidden vertex if and only if
it has one angle of 4pi/3 and two angles of pi/3 incident to it.
Proof. Suppose that uv is an edge in P ∗, and let f be a face containing edge uv. If u has an angle of 2pi/3
incident to it in f , let f be one of the three then by Lemma 8 it must be interior to one of the two chains of
alternating 2pi/3 and 4pi/3 angles in f , so the adjacent vertex v must either have a 4pi/3 angle in the same
chain, or it must be one of the two vertices with angles of pi/3 that ends the chain. If u has an angle of pi/3
in f , it must be one of the two vertices with that angle in f , and its adjacent vertex v is one of the vertices
with angles of 2pi/3 in the chains connecting these two vertices. And if u has an angle of 4pi/3 in f , it must
be an intermediate vertex in one of the two chains forming f and its neighbor v must have an angle of 2pi/3.
Thus in all cases the type of vertex u is opposite that of vertex v, so the partition of vertices according to the
angles described by Lemma 9 must coincide with the two-coloring of P ∗.
It remains to show that the vertices with the angles of 4pi/3 are the ones with the opposite color from
the hidden vertex. But this is clearly true for the three neighbors of the hidden vertex, and because there is a
unique two-coloring of P ∗ the result follows for all its remaining vertices. uunionsq
Now, construct a graph C ∗ that has as its the vertices of P ∗ that are adjacent to a pi/3 angle. Let the edges
of C ∗ connect pairs of these vertices belonging to the same face.
Lemma 11. C ∗ is a collection of vertex disjoint simple cycles.
Proof. The neighbors of a vertex v in C ∗ come from the angles of pi/3 incident to v in P ∗. By lemma 9, if
there are any such angles there are exactly two of them. uunionsq
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What we actually interested in is not the cycle set C ∗ itself but a structure dual to it, which we call a
rooted cycle cover and denote C .
We construct C as follows. We subdivide every edge of C ∗, replacing it by a two-edge path whose middle
vertex indicates the face whose pi/3 angles the edge connects. Next we turn every two-edge-path between
two new middle vertices by a single edge. By construction we obtain a collection of cycles C isomorphic to
C ∗—see Fig. 4, right.
Lemma 12. Let ∆ be the Eulerian triangulation dual to corner polyhedron P . Then the vertex set of C
contains every interior vertex of ∆, and the edge set of C is a subset of edges of ∆.
Proof. The interior vertices of ∆ correspond to the forward faces of P ∗. By Lemma 8 every forward face of
P ∗ has two pi/3 interior angles, hence by construction C contains every interior vertex of G . By construction
two vertices v1 and v2 of C share an edge if and only if the corresponding faces f1 and f2 of P ∗ have a
common vertex, which in its turn (since P ∗ is a cubic graph) means that f1 and f2 share an edge in P ∗ or in
other words v1 and v2 are adjacent in C . uunionsq
P ∗ is a bipartite graph, and its vertex set has a unique (up to permutation of colors) 2-coloring such that
any two vertices sharing an edge are colored differently. This induces a face 2-coloring of the dual graph of
P ∗, an Eulerian triangulation ∆. We adopt the convention that the color of the outer triangle is white and that
the other triangle color is blue, as shown in our figures. Let uvw be the outer face of ∆.
Lemma 13. Every inner white triangle contains exactly one edge of C .
Proof. By Lemma 10 an inner white triangle is dual to a vertex of P ∗ where there is one 4pi/3 angle and
two pi/3 angles. This triangle therefore contains exactly one edge, the edge connecting the two faces with
the pi/3 angles. uunionsq
We define a rooted cycle cover more generally to be a structure with this form: a collection of cycles
covering all of the interior vertices of ∆ that has exactly one edge in every inner white triangle of ∆. The
results of this section can be summarized as showing that any corner polyhedron gives rise to a rooted cycle
cover on the dual graph, with the root triangle dual to the hidden vertex. As we will show in the subsequent
sections, this combinatorial abstraction of the geometry of a corner polyhedron provides enough information
to reconstruct another corner polyhedron for the same graph.
Appendix III: Regular edge labeling
A simple orthogonal polyhedron P induces a rainbow partition for its dual graph ∆, where each edge of
∆ gets its color based on the orientation of its dual axis parallel edge. Although ∆ is an undirected graph,
we can use the left-to-right and bottom-to-top orders of faces of P to define a direction for each edge of ∆.
More precisely, we do the following. We orient every edge of P positively (i.e. such that its only non-trivial
coordinate is positive) and then orient the corresponding dual edge in ∆ such that it crosses its primal edge
from left to right.
When P is a corner polyhedron, this new labeling of ∆ by directions and colors combines the properties
of the rainbow partition (the edges of every triangle of ∆ all have different colors, edges around each vertex
of ∆ alternate between two colors in cyclic order, and any two adjacent vertices in ∆ have edges that alternate
between different pairs of colors) with a similar alternation property for the directions of its edges:
Lemma 14. At each interior vertex v of ∆, all but two of the triangles incident to v have one incoming
and one outgoing edge; the two exceptional triangles are both white. The orientations of the edges at each
exterior vertex alternate between incoming and outgoing.
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Proof. According to Lemma 8 each face of the isometric projection of P has two vertices with interior angles
of pi/3 connected by two paths each alternating its interior angles of 2pi/3 and 4pi/3. In three dimensions,
this means that each face f of P has two vertices connected by two paths of axis-aligned edges that are
monotone in each coordinate direction. Now let v be the vertex of ∆ dual to f . Any two dual edges incident
to v and consecutive in the cyclic ordering of edges incident to v have different orientations with respect to
v if they are dual to edges in the same monotone path around f and have the same orientation if they belong
to different monotone paths—see Fig. 16 for an illustration.
Next we show that the two exceptional triangles adjacent to a vertex v are both white in the two-coloring
of ∆. These two triangles correspond to vertices adjacent to pi/3 angles, so this result follows immediately
from Lemma 10.
Finally, label the three external vertices of ∆ x, y and z depending on which direction the corresponding
back face of P is perpendicular to. Consider the vertex x. The edges adjacent to x correspond to the edges
forming a x-monotone path px around face fx. The edges of px are oriented positively, hence all edges of
one color adjacent to x are oriented the same way, and edges of different colors have different orientations.
Thus edges alternate orientations around x. The same holds for y and z. uunionsq
In analogy with regular edge labelings of dual graphs of rectangular layouts in two dimensions [43] that
originate in a very similar manner we are going to call the structure with properties described above a regular
edge labeling of Eulerian triangulation ∆. That is, a regular edge labeling is an assignment of directions and
colors to the edges of ∆ so that the colors form a rainbow partition, each exterior vertex of ∆ has edges with
alternating directions, and each interior vertex v of ∆ has edges that alternate directions except within two
white triangles, where the directions of the edges at v do not alternate.
Just as in the two-dimensional case, we will eventually show that the correspondence between a poly-
hedron and a regular edge labeling of its dual graph works both ways—that is if we can construct a regular
edge labeling for an Eulerian triangulation ∆ we can represent its dual as a simple orthogonal polyhedron
and more specifically as a corner polyhedron. The following lemmas are necessary for demonstrating this
correspondence.
Lemma 15. In a regular edge labeling, for every interior vertex v one of the two exceptional white triangles
has two incoming edges, and one of them has two outgoing edges.
Proof. If X and Y are the two exceptional white triangles, then the sequence of triangles between them (say,
clockwise from X to Y ) strictly alternates between blue and white triangles. If X has two incoming edges,
then the blue triangles in this sequence all have their first edge in this clockwise order as the incoming
one and their second edge in the clockwise order as the outgoing one, and the white triangles vice versa. So
when we get to Y , the first edge in the clockwise order will be outgoing, and Y will have two outgoing edges.
Similarly, if we start with a triangle Y that has two outgoing edges, the strict alternation of the triangles in
clockwise order from Y to X means that when we get back to X it will be forced to have two incoming
edges. It’s not possible for the two exceptional triangles both to be incoming, nor for both of them to be
outgoing. uunionsq
Lemma 16. In a regular edge labeling, the edges of each blue triangle are oriented in a directed cycle.
Proof. This follows immediately from the fact that the orientations of the edges at each vertex of the triangle
must be opposite to each other. uunionsq
Lemma 17. Let C be a rooted cycle cover of an Eulerian triangulation ∆. Then ∆ admits a regular edge
labeling.
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Fig. 12. Edge coloring of a vertex neighborhood.
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Fig. 13. A face cycle in a regular edge labeling.
Proof. We have already shown in Appendix I that ∆ admits a rainbow partition, so we are only left to show
that we can orient the edges of ∆ such that labeling has the property formulated in Lemma 14.
Recall that we have a two coloring of faces of ∆ in which the outer face is colored white, and that every
white triangle other than the outer face has exactly one edge of C . We orient the edges as follows:
1. In each white triangle we direct the edge that is part of C clockwise and we direct the other two edges
counterclockwise.
2. We reverse the orientations of the edges of each white triangle that is inside an odd number of cycles
of C .
As we now show, this choice of directions forms a regular edge labeling. To see this, consider a white
triangle adjacent to an internal vertex v. There is a cycle Cv of the cycle cover that contains v. Let v be
adjacent to blue and green edges and let w and u be the neighbors of v that belong to Cv—see Fig. 12.
By construction every white triangle except for the ones to which wv and wv belong has an incoming
and outgoing edge at v. Furthermore, the white triangles that are on the same side of Cv as each other have
all edges of the same color at v oriented the same way.
Consider the white triangle δw containing w. wv is a cycle cover edge, hence it is oriented oppositely
around the face to the other edge of δ adjacent to v, hence these edges are oriented the same way. The same
holds for the white triangle δu containing uv. Note that δw 6= δu since every inner white triangle contains
exactly one edge of the cycle cover.
Thus every triangle around v except for the two white ones containing w and u have one incoming and
one outgoing edge at v, so we can conclude that the constructed labeling of δ is regular edge labeling. uunionsq
An st-planar graph is a planarly embedded directed acyclic graph with a single source and sink, both
on its outer face. The two-dimensional regular edge labelings corresponding to rectangular layouts have the
property that each monochromatic subgraph of the labeling is st-planar. As we show, this same property
holds for our three-dimensional regular edge labelings.
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Lemma 18. Let ∆ be oriented and colored to form a regular edge labeling. Then each monochromatic
subgraph ∆x of ∆ is an st-planar graph. The source and sink of ∆x both belong to the outer triangle of ∆,
and each vertex of the outer triangle serves as a source on exactly one of the monochromatic subgraphs ∆x,
∆y, and ∆z and as a sink on exactly one other monochromatic subgraph.
Proof. By definition of regular edge labeling each inner vertex of ∆ has incoming and outgoing edges of both
colors—it has an exceptional triangle with incoming edges, which are of distinct colors and an exceptional
triangle with outgoing edges, which are of distinct colors. Hence each inner vertex of ∆x has both incoming
and out going edges.
Next, we show that no face of ∆x forms a directed cycle.
Assume for a contradiction that there exists a face f of ∆x that violates this condition: the edges around
f form a directed cycle, without loss of generality a clockwise cycle. Face f corresponds to a vertex v f of
∆ such that the vertices of f are the cycle of neighbors of v f in ∆—see Fig. 13 (left) for an illustration.
Then, because v f is an interior vertex of ∆, it has an incident white triangle δin with two incoming edges
and another incident white triangle δout with two outgoing edges. Consider the directed edge w1w2 of δin
on f and let w3 be the next vertex of f after w3 in clockwise order. Edges w1v and w2v are incoming at v,
edge w3v has v as a source by definition of regular edge labeling, and edge w2w3 is directed away from w2.
Thus vertex w2 is adjacent to a blue triangle vw2w3 that has two outgoing edges at w2, which contradicts the
definition of regular edge labeling, hence the edges of f cannot form a clockwise cycle.
Finally, we will show that outer face of ∆x consists of an edge connecting the two outer vertices and a
directed path.
The outer vertices of ∆ strictly alternate the directions of edges around it hence each of the two outer
vertices y and z of ∆x have all edges directed the same way and since there is an edge between them, one of
them is a source and the other is a sink.
Consider the outer path pyz connecting y and z. It consists of the path of neighbors of the third outer
vertex x of ∆. Since the edges of x alternate directions around x, all edges of pyz that belong to white
triangles around x are oriented the same way w.r.t. x. Assume there is a blue triangle with an edge w1w2 of
pyz oriented in the opposite direction. If xw1 had x as a source, then since edges alternate directions around
x we have a blue triangle xw1w2 with two incoming edges at w1—see Fig. 13, middle. Otherwise consider
the vertex w0 which a neighbor of w1 on f distinct from w2. For the same reason we have a blue triangle
w0 f w1 with two incoming edges at w0—see Fig. 13, right. Both cases contradict the definition of regular
edge labeling. Hence we can conclude that pyz is a directed path.
Thus ∆x satisfies the conditions of Lemma 19 below and hence is st-planar. uunionsq
Lemma 19. Let G be a planar graph, oriented so that the outer face cycle forms two directed paths, no face
forms a directed cycle, and each vertex that is not on the outer face has both incoming and outgoing edges.
Then G is an st-planar graph.
Proof. Suppose for a contradiction that G is not acyclic, and let C be a directed cycle in G that encloses as
few faces as possible. C cannot enclose only a single face, because no face forms a directed cycle, so there
must be an edge e of G that is incident to and within C. If e is directed away from C, then we can follow a
directed path in G until reaching either a repeated vertex or another vertex of C, because each vertex within
C has outgoing edges. If we reach a repeated vertex, the part of the path from this vertex to itself forms a
cycle enclosing fewer faces, and if we reach a vertex of C, then one of the two parts into which this path
splits C forms a cycle enclosing fewer faces. In the case that e is directed towards C, then following a path
backwards from e again leads to a cycle enclosing fewer faces. This contradiction shows that G must be
acyclic, and its only sources and sinks must be the two vertices on the outer face that are not interior to the
directed paths forming this face. uunionsq
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Fig. 14. Constructing the st-planar graph ∆xy (right) from a regular edge labeling (left).
Appendix IV: From regular edge labeling to corner polyhedra
In this section, we show that, for every 3-connected planar bipartite cubic graph G with dual Eulerian
triangulation ∆, if ∆ has a regular edge labeling then G represents a corner polyhedron.
Recall that a regular edge labeling consists of an st-planar orientation of each monochromatic subgraph
∆x of ∆, together with some consistency conditions on how the orientations of the edges of two colors can
meet at a vertex of ∆. From the regular edge labeling, for any pair of colors x and y, we now define another
directed graph ∆xy, as follows. The vertices of ∆xy are the vertices of ∆, together with one new sink vertex.
The edge set of ∆xy is the union of the edges of ∆x and of ∆y, together with two new edges connecting the
monochromatic vertices of the root triangle of ∆ with the sink vertex. Without loss of generality we may
assume that, at the vertex v of the root triangle that has edges of both colors x and y, the edges of color
x go outwards from v and the edges of color y go inwards to v; swap x and y if necessary to enforce this
condition. Then in ∆xy, the edges of color x are given the same orientation as they have in the regular edge
labeling, while the edges of color y are given the opposite orientation from the one they have in the regular
edge labeling. The two edges connecting to the sink vertex are oriented towards it. An example is depicted
in Fig. 14. We may embed ∆xy, as shown in the figure, so that v and the sink are both on the outer face of the
embedding.
Lemma 20. ∆xy is st-planar.
Proof. In ∆xy, each vertex other than v and the sink has both incoming and outgoing edges because of the st-
planarity of the graphs ∆x and ∆y from which ∆xy is formed. Additionally, each face of ∆xy is a quadrilateral,
with two consecutive edges of color x and two consecutive edges of color y: the faces not incident to the
sink are formed by removing the edge of color z between two triangles of ∆, while the two faces incident to
the sink are also clearly quadrilaterals of this form.
The outer quadrilateral face is oriented acyclically, with one source and one sink. Each inner face, also, is
oriented acyclically: The property of alternating orientations around each vertex in a regular edge labeling,
except within two exceptional white triangles, means that the blue triangle within any quadrilateral face
must be consistently oriented either clockwise or counterclockwise in ∆ (Lemma 16), so when we reverse
the orientation of one of its edges in ∆xy it loses its consistent orientation and eliminates the possibility that
the whole quadrilateral is cyclically oriented.
As a planar graph with one source and one sink on the outer face, with every other vertex having both
incoming and outgoing edges, and with all faces oriented acyclically, ∆xy must be st-planar by Lemma 19.
uunionsq
23
We use the fact that this graph ∆xy is st-planar to find an st-numbering of its vertices. An st-numbering
is an assignment of numbers to the vertices of an st-oriented graph in such a way that, for each edge uv,
the number for u is smaller than the number for v; as a consequence, for each vertex other than the source
and sink, there will be a neighboring vertex with a smaller number and another neighboring vertex with
a larger number. An st-numbering is easy to compute from the st-orientation of the graph, in more than
one way. If we require additionally that each vertex get a distinct number (which will correspond to the
geometric property that no two faces be coplanar) then we may simply assign each vertex its position in a
breadth-first traversal of the st-oriented graph ∆xy. If, on the other hand, we wish the numbers to be drawn
from as small a set as possible (corresponding to finding a representation as an orthogonal polyhedron with
coordinates within a small grid) then we may assign each vertex its distance from the source vertex, as
determined again by a breadth-first traversal of the graph. We may add the same constant to each number
in the numbering, if necessary, to ensure that the number of the source vertex is zero; for the numberings
produced by breadth-first traversal or breadth-first layers, the number of the source will automatically be
zero.
We use the numbers produced by this numbering as coordinates of our desired orthogonal polyhedron.
Specifically, within each graph ∆xy there are monochromatic vertices (belonging to one but not the other of
∆x or ∆y) and bichromatic vertices (belonging to both monochromatic subgraphs). The bichromatic vertices
of ∆xy correspond to a family of faces that should lie on planes parallel to the x and y axes in a geometric
representation of the given graph G ; we use the st-numbering as the z-coordinate of this plane. Each vertex
v of the given cubic bipartite graph G corresponds in the dual Eulerian triangulation to a triangle of vertices
that are bichromatic in ∆yz, ∆xz, and ∆xy, and we use the st-numberings of these three vertices as respectively
the x, y, and z-coordinates of v. In the rest of the section, we argue that the resulting placement of vertices
produces a representation of G as a corner polyhedron.
Lemma 21. The vertex placement described above, for a graph G with a regular edge labeling of its dual
Eulerian triangulation ∆, has the following properties:
1. Each vertex of G lies in or on the positive orthant.
2. The vertex h dual to the root triangle lies at the origin, the neighbors of h lie on the coordinate axes, the
other vertices on faces incident to h lie on the coordinate planes, and all remaining vertices are strictly
interior to the positive orthant.
3. The two endpoints of every edge of G lie on an axis-parallel line.
4. The set of vertices of any face of G lie on an axis-parallel plane.
Proof. Properties 1 and 2 follow immediately from the facts that the st-numbering of each graph ∆xy is non-
negative, and is zero only at the source vertex. Therefore each vertex v of G has non-negative coordinates,
with one of these coordinates zero only when v is adjacent to a face that is dual to a vertex in ∆ that is the
source in one of these three graphs. The root triangle is dual to the vertex that is adjacent to all three of these
source faces, so this vertex lies at the origin. Its neighbors are adjacent to two source faces, so two of their
coordinates are zero and the third nonzero; thus, they lie on the coordinate axes. The remaining vertices on
the source faces have the corresponding coordinate zero and lie on a coordinate plane.
For Property 3, observe that any two adjacent vertices in G belong to two common faces (the faces on
either side of their shared edge) and therefore have two coordinates in common. Similarly, for Property 4,
all vertices on a face of G take one of their coordinates from that face and therefore lie on the axis-parallel
plane consisting of all points with that coordinate value. uunionsq
Recall that, in a corner polyhedron, each face should have the shape of a double staircase: an orthogonal
polygon with two extreme vertices connected by two polygonal chains that are monotone in both the coor-
dinate directions, where one chain starts with an x-parallel line segment and ends with a y-parallel segment,
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Fig. 15. Left: A pair of monotone chains that do not form a double staircase polygon. Center: A double
staircase polygon that is not fat. Right: A fat double staircase polygon.
and the other chain starts with a y-parallel segment and ends with an x-parallel segment. However, simply
connecting two extreme vertices by two chains in this way is not sufficient to describe a non-self-intersecting
polygon (Fig. 15, left). In order to describe a combinatorial condition that forces a pair of chains connecting
two extreme vertices to form a simple polygon, we define the class of fat double staircase polygons to be
the double staircase polygons in which, for each pair of extreme edges in one of the two coordinate direc-
tions, there exists an axis-parallel line segment that connects the two edges and lies within the interior of
the polygon (Fig. 15, right). A fat double staircase may equivalently be characterized by total orderings of
its boundary segments: the y coordinates of the horizontal segments are ordered from top to bottom along
the upper left chain and then from top to bottom along the lower right chain, while the x coordinates of the
vertical segments are ordered from left to right, first along the lower right chain and then along the upper
left chain.
Lemma 22. With the vertex placement described above, for a graph G with a regular edge labeling of its
dual Eulerian triangulation ∆, every face of G forms a fat double staircase.
Proof. We first assume that a given face f is not one of the three faces incident with the vertex at the origin.
Without loss of generality f is parallel to the xy-plane. Recall that, according to the constraints of a regular
edge labeling, the vertex v dual to f in ∆ has edges that alternate between ingoing and outgoing, except in
two of the triangles adjacent to v, one of which has two ingoing edges and one of which has two outgoing
edges. These two triangles will be dual to the two extreme vertices of the fat double staircase formed by f .
It remains to show that the two paths in f connecting these extreme vertices form monotonic chains and that
the total ordering of the x-parallel and y-parallel segments in these two chains is the ordering required in
a fat double staircase. The y-coordinates of the x-parallel segments are the st-numbers of the neighbors of
v that are bichromatic in the numbering of graph ∆yz; these numbers are monotonic along each of the two
chains of f because the neighbors corresponding to any two consecutive y-parallel segments are connected
in ∆z by a two-edge oriented path, and the st-numbers must be monotonic along this path—see Fig. 16, left.
Symmetrically, the x-coordinates of the y-parallel segments in each chain are also monotonic. Therefore, we
do indeed have two monotonic orthogonal polygonal chains connecting the two extreme vertices of f .
All of the x-parallel segments in the upper right chain have greater y-coordinates than all of the x-
parallel segments in the lower left chain, because there exists a two-edge path in ∆y from the neighbor of v
corresponding to the lowest x-parallel segment of the upper right chain to the neighbor of v corresponding to
the highest x-parallel segment of the lower right chain (Fig. 16, right). Note that this two-edge path in ∆y has
the opposite color and opposite orientation from the two-edge paths in ∆z used to prove monotonicity within
each of the two chains; therefore, when we reverse the orientation of one of ∆y and ∆z to form ∆yz, both
types of path will be oriented consistently. The existence of this path causes the neighbor of v corresponding
to the lowest x-parallel segment on the upper right chain to receive an st-number in the st-numbering of ∆yz
that is greater than the neighbor of v corresponding to the highest x-parallel segment on the lower left chain.
Symmetrically, the rightmost y-parallel segment on the lower left chain has a smaller x-coordinate than the
leftmost y-parallel segment on the upper right chain. Therefore, f is a fat double staircase.
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Fig. 16. Two-edge paths in ∆yz cause its st-numbering to order the boundary segments of a face of G in the
order required for a fat double staircase.
For the remaining three faces, incident with the vertex at the origin, the result follows by a similar but
simpler analysis: the face has two edges on the coordinate axes, and the remaining edges form a monotone
plane within the interior of the positive quadrant, therefore the face must form a fat double staircase. uunionsq
Corollary 1. With the vertex placement described above, for a graph G with a regular edge labeling of its
dual Eulerian triangulation ∆, every face of G forms a non-self-intersecting polygon.
Lemma 23. With the vertex placement described above, for a graph G with a regular edge labeling of its
dual Eulerian triangulation ∆, G is a corner polyhedron.
Proof. The three face of G dual to the vertices of the root triangle in ∆ are fat staircase polygons that lie
on the three boundary quadrants of the positive orthant; therefore, they do not cross each other nor do they
cross any of the other faces, which lie within the interior of the positive orthant. All of the remaining faces,
by Lemma 22, are non-self-intersecting polygons (more specifically, fat double staircases).
In the correspondence between regular edge labelings and fat double staircase polygons described in
Lemma 22, a face f has a vertex that (when isometrically projected) has an angle of pi/3 if the triangle dual
to that vertex has two equally-oriented edges at the vertex dual to f , an angle of 2pi/3 if the triangle dual to
that vertex is cyclically oriented, and an angle of 4pi/3 if the triangle is acyclically oriented but has edges
both going into and out of f . In all cases, the three angles of the polygons incident to a vertex of G have
angles adding to 2pi and the only way for three edges at a common vertex to form these three angles is for
the three polygons to by arranged cyclically around the vertex rather than for any one of them to overlap
with the other two. Thus, locally, at each vertex of G , each three faces are consistently oriented. When
isometrically projected onto the plane, these faces cannot double back on themselves and therefore must
form a non-self-overlapping tiling of a region of the plane by polygons.
Thus, the faces of G can be partitioned into two surfaces (the three back faces and the remaining faces)
that don’t self-intersect nor cross with each other; it follows that G is a simple orthogonal polyhedron, and
further G is a corner polyhedron because all of its faces except for the three back ones are visible from
(1,1,1). uunionsq
The results of the last two sections and this one may be combined to complete the proof of Theorem 1:
A graph G can be represented as a corner polyhedron, with a specified vertex v as the single hidden vertex,
if and only if the dual graph of G has a cycle cover rooted at the triangle dual to v.
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Appendix V: Decomposition of 4-connected Eulerian triangulations
We have now established that graphs of corner polyhedra and graphs with rooted cycle covers are the same
thing. In the next section we will show that all 4-connected Eulerian triangulations have rooted cycle covers.
In order to do so, we describe in this section a set of reduction operations that allow any 4-connected Eulerian
triangulation to be simplified—split into two graphs with smaller number of vertices or reduced to a single
graph with smaller number of vertices—in such a way the the obtained graphs remain 4-connected. We will
use these simplification steps to guide an inductive proof of the existence of a rooted cycle cover.
We use the following four rules to simplify a 4-connected Eulerian triangulation ∆:
(I) Suppose that ∆ has a 4-cycle C such that there are three or more vertices inside the cycle and three or
more vertices outside the cycle and all edges of C have the same color in the rainbow partition of ∆. Then
we can split ∆ into two subgraphs, by replacing the inside of C by a single degree-four vertex in one of
the subgraphs and the outside of C by a single degree-four vertex in the other subgraph—see Fig. 17 for
an illustration. This does not change any distances between vertices in either of the two subgraphs so
there still are no separating triangles.
(II) Suppose that ∆ has a 4-cycle that, as above, separates three or more vertices inside from three or more
vertices outside, but that the edges of C have two colors in the rainbow partition of of ∆. Then we
can again split ∆ into two subgraphs, this time by replacing the inside of C by two adjacent degree-
four vertices in one subgraph and the outside of C by two adjacent degree-four vertices in the other
subgraph—see Fig. 18 for an illustration. Again, the obtained graph is 4-connected because we do not
change the distances between vertices.
(III) Suppose ∆ has two adjacent degree-four vertices p and q. Let the vertices r and s be the third vertices
of the triangles on edge pq, and t and u be the other two neighbors of p and q—see Fig. 21, left. Suppose
further that r and s have degree greater than four, that tu is not an edge of ∆, and that tru and tsu are
the only paths of length two from t to u. Then we can replace p and q with an edge connecting t and u
without creating separating triangles—see Fig. 19.
(IV) Suppose ∆ has a degree-four vertex v such that among its four neighbors abcd all have degree greater
than four. Then we can contract edges bv and bd, as long as this contraction does not create any separat-
ing triangles—see Fig. 20.
Lemma 24. Let ∆ be a 4-connected Eulerian triangulation, and let δ be a designated triangle in ∆. Then
∆ can be simplified by one of rules I-IV above, and further in the cases of rules III or IV the simplification
does not collapse triangle δ, unless ∆ is one of the two graphs shown at the center and right of Fig. 21.
Proof. Due to Euler’s formula, every Eulerian triangulation contains at least six degree-four vertices. It is
not possible for all six to be part of δ or to be among the three vertices on adjacent triangles to δ, unless ∆
is the octahedral graph ∆6 shown at the center of Fig. 21. Therefore, let p be a degree-four vertex that has at
most one edge connecting it to a vertex of δ.
First, suppose that p has a degree-four neighbor q; q cannot be a vertex of δ. If p and q have a common
degree-four neighbor r, then triangle pqr is surrounded by another triangle of ∆; since ∆ is by assumption 4-
connected, this surrounding triangle must be a face of ∆ and again we have the octahedral graph. Otherwise,
let r and s be the two common neighbors of p and q, let t be the fourth neighbor of p, and let u be the
fourth neighbor of q, as shown in Fig. 21 (left). If t and u are adjacent, we have the octahedral graph in the
center of the figure. If there is a third vertex v that belongs to a two-edge path tvu, then tvur and tvus are
4-cycles. It is not possible for either of these 4-cycles to contain only a single vertex, because that would
cause r or s to have odd degree. If either of these cycles has three or more vertices on each of its sides, then
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Fig. 17. Rule I for simplifying 4-connected Eulerian triangulations: split on a monochromatic 4-cycle.
Fig. 18. Rule II for simplifying 4-connected Eulerian triangulations: split on a bichromatic 4-cycle.
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Fig. 19. Rule III for simplifying 4-connected Eulerian triangulations: remove two adjacent degree-four ver-
tices, when their neighbors are far enough apart to avoid creating a separating triangle.
28
ab
c
d
a c
Fig. 20. Rule IV for simplifying 4-connected Eulerian triangulations: contract two opposite edges of a 4-
cycle.
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Fig. 21. Left: vertex labeling for Lemma 24; right and center: the two indecomposable graphs for the lemma,
the octahedral graph ∆6 and an 11-vertex graph ∆11 formed by adding two vertices inside each face of the
complete bipartite graph K2,3.
by Lemma 4 we may perform a Rule I or Rule II simplification. Otherwise, both of these cycles contain
exactly two degree-four vertices and we have determined the entire graph—see Fig. 21(right)). And if there
is no such vertex v, then we may perform a Rule III simplification.
In the remaining case p has degree four but none of its neighbors do. Let the neighbors of p be (in
clockwise order) a,b,c,d. Then there are two different ways of collapsing two opposite neighbors into a
single supervertex: we could contract edges ap and pc, or we could contract edges bp and pd. It is not
possible for either contraction to create a self-loop, for if (say) a and c were already adjacent then acp
would be a separating triangle, which we have assumed do not exist in ∆. And, if no Rule I or Rule II
simplification exists, it is also not possible for either contraction to create a multiple adjacency, for if (say)
a and c had a common neighbor v /∈ {b,d, p} then apcv would be a separating 4-cycle. Each side of this
4-cycle would have to contain more than two vertices, for otherwise b or d would have degree 4, so one of
the two rules for simplifying a separating 4-cycle would apply. However, it is possible for the contraction
of ap and pc to create a separating triangle, if there exists a path ae f c where neither e nor f belongs to the
set {b,d, p}. Similarly, there might exist a path of length three from b to d preventing the other contraction
from being applied. But if both paths exist, they must cross, by planarity, and hence must share a vertex:
without loss of generality we may assume that the path from b to d has the form bged, as shown in Fig. 22,
as the other cases are symmetric to this one. Then cde f is a cycle, separating a, b, and g from the neighbors
of d other than the four neighbors a, c, e, and p that we have already identified; recall that d has degree at
least six, so there are at least two vertices inside cycle cde f . We may also assume without loss of generality
that δ is not inside cycle cde f , for otherwise we may apply the same argument to cycle abge. If cycle cde f
contains exactly two vertices, then they are adjacent vertices of degree four, a case we have already analyzed.
Otherwise, cycle cde f contains three or more vertices and allows a Rule I or Rule II simplification. uunionsq
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Fig. 22. Vertex labeling for the final case of Lemma 24.
Appendix VI: Cycle covers for 4-connected Eulerian triangulations
In this section we prove that there exists a cycle cover for every 4-connected Eulerian triangulation ∆ and
every choice of root triangle. Throughout the section adopt the conventions that the chosen root triangle
uvw is drawn as the outer face of a planar embedding of the given graph. Recall also that, in every Eulerian
triangulation, there exists a 2-coloring of the triangular faces and an assignment of three colors to the edges
such that each triangle has an edge of each color; these colorings are unique up to permutation of the colors.
We adopt the convention that the color of the outer triangle is white and that the other triangle color is blue,
as shown in our figures.
Recall that a cycle cover is a collection of vertex-disjoint cycles in ∆ that include every vertex other than
the three vertices of the root triangle, and that together include exactly one edge from every white triangle.
We will prove the existence of the rooted cycle cover for ∆ inductively, using the decomposition rules from
the previous section. As we describe in a different section, this inductive proof can be used as the basis of a
recursive algorithm for finding cycle covers efficiently.
Lemma 25. Suppose that the 4-connected Eulerian triangulation ∆ admits a Rule I simplification into two
smaller graphs ∆out (the graph obtained from ∆ by replacing the interior of the 4-cycle C = abcd with a
hyper-vertex g) and ∆in the graph obtained by replacing the exterior of C with a hypervertex h). Embed the
two graphs as in Fig. 17 so that the outer face of ∆out coincides with that for ∆, the outer face for ∆in includes
the new vertex h, and the face colorings of ∆out and ∆in are both consistent with that for ∆. Suppose further
that both ∆out and ∆in admit cycle covers Cin and Cout rooted at their outer triangles. Then ∆ also admits a
cycle cover rooted at the outer triangle.
Proof. In a Rule I simplification, the edges of C have the same color in the rainbow partition of ∆. Since
the edges around each vertex of ∆ alternate in color, each of the vertices of C must be adjacent to an odd
number of vertices in the interior of C, which implies that, among the four triangles inside C and adjacent
to its edges, two triangles on opposite edges of C are white and the other two triangles are blue. Vertex h is
placed in such a way that the edges of C adjacent to blue such triangles lie in the interior of ∆out. Without
loss of generality let b and c be the vertices of C that are not on the outer face of ∆in. Consider the portions
of covers Cin and Cout within the triangles near C.
In Cin there must be a cycle containing the path pbcq, where p is the common neighbor of a and b and
q is the common neighbor of c and d inside C. This follows from the observation that vertices b and c are
included in cycles of the cover while vertices a, d and h belong to the outer triangle and are not included—
see Fig. 23 (left). Let Cbc denote the cycle containing pbcq.
In Cout there must be one cycle Cg that covers g. Cg contains exactly one of the four paths agc, bgd, agd,
and bgc, since exactly one edge of every white rectangle adjacent to g is part of the cover.
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We combine Cin and Cout to obtain the cycle cover C of ∆ by first including all cycles of Cout \{Cg} and
all cycles of Cin \{Cbc} to C . We then replace Cbc and Cg by a single cycle C′ which covers all the remaining
vertices other than those in the outer triangle of ∆. We construct the final cycle C′ of C as follows:
1. Remove the path pbcq from Cbc.
2. Let x and y be vertices of C
T
Cg such that x is adjacent to p and y is adjacent to q. Use edges xp and yq
to connect the path Cg \g to Cbc \ pbcq to form a cycle C′.
Fig. 23 illustrates the construction for all possible choices of x and y. It is easy to see that the obtained set of
cycles satisfies the definition of rooted cycle cover for ∆. uunionsq
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Fig. 23. Cycle covers for Rule I simplification.
Lemma 26. Suppose that the 4-connected Eulerian triangulation ∆ admits a Rule II simplification into two
smaller graphs ∆out (the graph obtained from ∆ by replacing the interior of the 4-cycle C = abcd with two
hyper-vertices g1 and g2) and ∆in the graph obtained by replacing the exterior of C with two hypervertices
h1 and h2). Embed the two graphs as in Fig. 18 so that the outer face of ∆out coincides with that for ∆,
the outer face for ∆in includes the new vertices h1 and h2, and the face colorings of ∆out and ∆in are both
consistent with that for ∆. Suppose further that both ∆out and ∆in admit cycle covers Cin and Cout rooted at
their outer triangles. Then ∆ also admits a cycle cover rooted at the outer triangle.
Proof. In a Rule II simplification, the edges of C alternate colors, from which it follows that two opposite
vertices of C are adjacent to an odd number of vertices in C’s interior, and the other two vertices of C have
evenly many neighbors inside C. This means that there exists a single vertex of C—let it be d—that is
adjacent to two blue faces inside C containing edges of C. We embed h1 and h2 to keep a in the interior of
∆in.
Denote Cabc the cycle in Cin containing the path pabcq, where p is the common neighbor of a and d
inside C and q is the common neighbor of c and d inside C. Such a cycle exists because this is the only way
to cover vertices p,a,b,c,q without violating the properties of a rooted cycle cover.
In Cout, there must be a cycle Cg that includes edge g1g2, for otherwise it would not be possible to include
both g1 and g2 in the cycle cover. However, there are two cases for how this cycle can be connected to the
rest of ∆in: it may contain the path ah1h2c, or it may include vertex d. In the latter case, we may assume
without loss of generality that it contains the path ah1h2d; the other case, of a path dh1h2c, is symmetric.
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Fig. 24. Cycle covers for Rule II simplification.
We construct the cycle cover C of ∆ by first adding all cycles in Cout \Cabc and all cycles in Cin \Cg.
In the case that Cg contains the path ah1h2c, we construct the final cycle C′ by removing the path abc from
Cabc and merging it with the subpath of Cg that connects a and c and does not contain g1 and g2. In the case
that Cg contains the path ah1h2c, we instead construct C′ by removing the path abcq from Cabc and merging
it with the subpath of Cg that connects a and g2 and does not contain g1. All cycles are vertex disjoint, all
internal vertices in ∆ are covered and every white face contributes exactly one edge to C , so C is a rooted
cycle cover for ∆. uunionsq
Lemma 27. Suppose that the 4-connected Eulerian triangulation ∆ admits a Rule III simplification that
replaces a pair of adjacent degree four vertices p and q by an edge tu connecting their two neighbors,
forming a simpler graph ∆′, that neither p nor q belongs to the outer triangle, and that ∆′ admits a cycle
cover rooted at the outer triangle. Then ∆ also admits a cycle cover rooted at the outer triangle.
Proof. Let the vertices r and s be the third vertices of the triangles on edge pq. Without loss of generality
let tru be the white triangle on the four-cycle trus, let C ′ be a cycle cover for ∆′, and let Ctru be the cycle of
C ′ that includes an edge of triangle tru. If Ctru includes edge tu then we replace this edge by the path t pqu,
and if Ctru includes edge tr then we replace this edge by the path t pqr; the case that Ctru includes edge ru is
symmetric to the case that it includes edge tr. In all cases the result is a cycle cover C of ∆—see Fig. 25. uunionsq
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Fig. 25. Cycle covers for Rule III simplification.
Lemma 28. Suppose that the 4-connected Eulerian triangulation ∆ admits a Rule IV simplification in which
a degree-four vertex p has its neighbors in the cyclic order abcd, p does not belong to the outer cycle of ∆,
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all four neighbors have degree greater than four, and the simplification collapses edges bp and pd of ∆ into
a new hyper-vertex g forming the simpler graph ∆′. Suppose further that ∆ has a cycle cover C ′ rooted at
the outer triangle. Then ∆ also admits a cycle cover rooted at the outer triangle.
Proof. Let Cg be the cycle of C ′ that passes through g. Suppose first that Cp separates the blue triangle
incident with edge ag from the blue triangle incident with edge gc. In this case, the two edges of Cg that are
incident to g correspond in ∆ to one edge incident to b and one edge incident to d, and we can form a cycle
cover in ∆ by adding the edges bp and pd to the cycle cover—see Fig. 26.
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Fig. 26. Cycle covers for Rule IV expansion when Cg separates a from c.
Alternatively, it may be the case that Cg does not separate the blue triangles. In this case, it corresponds
to a cycle in ∆ that covers one of the two vertices b or d (without loss of generality d), leaving p and b
uncovered. In this case, let e be the third vertex of the white triangle cge containing edge cg in ∆′; there must
be a cycle Cce in C ′ that includes edge ce, because vertex g is not included in the edge of cge that belongs
to C ′. In ∆, we form a cycle cover C by removing edge ce from Cce and replacing it by the three-edge path
cpbe—see Fig. 27. uunionsq
Lemma 29. For every 4-connected Eulerian triangulation ∆, and every choice of a root triangle uvw, there
is a cycle cover of ∆ rooted at uvw.
Proof. We use induction on the number of vertices in ∆. As a base case, ∆ is one of the graphs depicted
in Fig. 21(middle and right), the octahedron ∆6 and the 11-vertex graph ∆11. Both of these graphs allow
rooted cycle covers—see Fig. 28 below. In the case of the octahedron in Fig. 21(middle) and Fig. 28 (left),
all choices of root triangle are equivalent. In the case of the graph ∆11 in Fig. 21(right) and Fig. 28(right), the
symmetries of the graph take any choice of root triangle to one of two non-equivalent choices. The choice
shown in Fig. 28 below corresponds to the corner polyhedron depicted in Fig. 1 (left), while the other choice
also admits a rooted cycle cover and corresponds to the corner polyhedron depicted together with its cycle
cover in Fig. 4(right).
If ∆ is not one of these two base cases, then by Lemma 24 it admits a Rule I, Rule II, Rule III, or Rule IV
simplification to smaller 4-connected Eulerian triangulations. By induction, these smaller graphs have cycle
covers for any choice of root triangle, and the existence of a cycle cover for ∆ itself follows from Lemmas
25, 26, 27, and 28. uunionsq
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Fig. 27. Cycle covers for Rule IV expansion when Cg does not separate a from c.
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Fig. 28. Base cases for Lemma 29.
The proof of Theorem 2, that graphs with 4-connected dual Eulerian triangulations may be represented
as corner polyhedra, follows immediately from this lemma and from Theorem 1 that graphs with cycle
covers may be represented as corner polyhedra.
Appendix VII: Characterization of corner polyhedra
We have seen in the previous sections that a graph G is the graph of a corner polyhedron, with hidden vertex
h, if and only if the dual Eulerian triangulation ∆ has a cycle cover rooted at the triangle dual to h. We
have also seen that, for a 4-connected Eulerian triangulation, there is a cycle cover rooted at any triangle, so
the duals of these triangulations always have corner polyhedron representations. In this section we extend
these results to the non-4-connected case, by completing the proof of Theorem 3 characterizing the graphs
of corner polyhedra.
Thus, let G be a 3-connected bipartite cubic planar graph, and v a vertex of G such that we wish to
determine whether G can be represented as a corner polyhedron with hidden vertex v. Let ∆ be the Eulerian
triangulation dual to G , and as in previous sections adopt the convention that ∆ is drawn so that the triangle
dual to v is the outer face, and so that the faces are 2-colored blue and white with the outer face white. If
uvw is a separating triangle in ∆, then it follows from Lemma 6 that the three face triangles of ∆ that are
inside uvw and incident to edges uw, vw, and uw all have the same color; as in Section 3, we define uvw to
have even parity if these three face triangles are white, and odd parity if these three face triangles are blue.
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Proof of Theorem 3. The theorem states that G has a corner polyhedron representation, with v as hidden
vertex, if and only if all separating triangles of ∆ have odd parity. In one direction, suppose that this is
the case. Consider the collection of Eulerian triangulations formed by splitting ∆ on each of its separating
triangles, giving the inner split component the same coloring it had in ∆, and in the outer split component
replacing the portion of ∆ within the separating triangle by a single blue face triangle. Then each of these
graphs is an Eulerian triangulation by Lemma 6 and is 4-connected; therefore, it has a cycle cover rooted
at its outer triangle. The union of the cycles in these covers forms a cycle cover in ∆. Thus, ∆ has a rooted
cycle cover, from which it follows that G has a corner polyhedron representation.
In the other direction, suppose that some separating triangle uvw has even parity, and let ∆′ be the
Eulerian triangulation formed by the triangles inside uvw. The dual to ∆′ is a regular bipartite graph, so
it has equal numbers of vertices on each side of its bipartition; translating this fact back to ∆′ itself, and
applying Euler’s formula, if ∆′ has k vertices then it has k−2 blue triangles (including its outside triangle)
and k− 2 white triangles. We now assume for a contradiction that ∆ has a cycle cover C , and count in
two different ways the number of pairs (x,y) where x is a vertex in ∆′ and y is an edge in ∆′ ∩C , getting
two incompatible bounds on the numbers of pairs. First, we count the pairs (x,y) by vertices. There are
k−3 vertices interior to ∆′, each of which belongs to two edges and forms two pairs. Additionally, the three
vertices u, v, and w have at least one pair each, because no matter how we choose an edge in C from the three
outer white triangles in ∆′ the chosen edge will include one of these vertices. Thus, counting by vertices,
the number of pairs is at least 2(k− 3)+ 3 = 2k− 3. However, counting by edges, there are k− 2 white
triangles in ∆′, each of which supplies an edge of ∆′ ∩C , so there are k− 2 edges of ∆′ ∩C forming only
2(k− 2) = 2k− 4 pairs. This contradiction between a number being 2k− 4 when counted one way and at
least 2k−3 when counted a different way proves that a cycle cover C cannot exist and therefore that G has
no corner polyhedron representation. uunionsq
Appendix VIII: Characterization of xyz polyhedra
We begin the proofs of the results claimed in Section 4 by showing that the two classes of polyhedra de-
scribed in that section are combinatorially equivalent.
Lemma 30. Let P be a singly-intersecting simple orthogonal polyhedron. Then there is an xyz polyhedron
with the same graph as P, in which all vertex coordinates are integers in the range [1,n/4].
Proof. For each coordinate plane, number the faces of the polyhedron with the integers 1, 2, . . ., so that
faces with smaller coordinate values have smaller numbers; if two faces are coplanar, choose their numbers
arbitrarily. The faces with a given orientation partition the n vertices, and each has at least 4 vertices, so there
are at most n/4 numbers used. Now (as in [28]) move each vertex of P to the point given by the numbers of
its incident faces; that is, if the face parallel to the yz plane has number k, set the x-coordinate of the vertex
to k. Call the resulting polyhedron P′.
Define a feature of P′ to be the rectangular region of a face lying between two parallel edges of the face.
Every point of the boundary of P′ belongs to a feature, and every feature of P′ corresponds to a (possibly
degenerate) feature in P because of the order-preserving nature of the transformation from P to P′. If two
features intersect in P′, they must intersect in P as well, again because of the order-preserving nature of
the transformation. But P has no intersections of non-adjacent features, so neither does P′. Therefore, P′
remains a simple orthogonal polyhedron. Any line containing an edge of P′ is contained in the face planes
only of the two faces that meet in that edge, and therefore contains no other edge of P′. Since each vertex
is incident to an edge within each axis-parallel line containing it, it also follows that the line containing an
edge of P′ cannot contain a vertex that is not an endpoint of that edge. Therefore, P′ forms an xyz graph and
is an xyz polyhedron. uunionsq
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Fig. 29. Gluing a corner polyhedron onto a convex or concave vertex of an orthogonal polyhedron (right)
and onto a saddle vertex (left).
Corollary 2. Every singly-intersecting simple orthogonal polyhedron or xyz polyhedron represents a 3-
connected bipartite cubic planar graph.
Proof. 3-connectivity follows from the more general fact that xyz graphs are 3-connected from our previous
paper [28]. Every face is even, since it alternates between edges in two coordinate directions. Thus, as a
planar graph with even faces, the graph of an xyz polyhedron must be bipartite. uunionsq
Proof of Theorem 4. Recall that Theorem 4 states that 4-connected bipartite cubic planar graphs, graphs
of xyz polyhedra, and graphs of singly-intersecting simple orthogonal polyhedra are the same thing. The
equivalence between the two types of polyhedron is Lemma 30, and the fact that every graph of one of these
polyhedra is 3-connected and bipartite is Corollary 2. It remains to prove that every 3-connected bipartite
cubic planar graph G can be represented as a singly-intersecting simple orthogonal polyhedron.
To do so, we use induction on the number of separating triangles in the dual graph ∆ of G , an Eulerian
triangulation. As a base case, if ∆ has no separating triangles, it is 4-connected, and we may represent G as a
corner polyhedron, which is certainly a singly-intersecting simple orthogonal polyhedron. Otherwise, let t be
a triangle which separates ∆ into two subgraphs ∆1 and ∆2, where ∆2 has as few vertices as possible among
all such splits. Then ∆1 and ∆2 are themselves Eulerian (Lemma 6). ∆2 can have no separating triangle itself,
because that triangle would separate a graph with even fewer vertices. Let G1 and G2 be the duals of ∆1 and
∆2 respectively.
By induction, G1 can be represented as a singly-intersecting simple orthogonal polyhedron, and G2 can
be represented as a corner polyhedron with the hidden vertex being the one dual to t. A polyhedron repre-
senting G may be formed by replacing the vertex representing t in G1 by a copy of the corner polyhedron
representing G2 (minus its hidden vertex). The replacement can be performed geometrically by placing the
corner polyhedron so that its copy of t coincides with that for G2, and so that the edges adjacent to t in G1
and G2 lie on the same rays, and then forming the xyz graph from the union of the vertex sets of G1 and G2,
minus the two copies of the shared vertex t. There are two different cases for how t may be represented inG1:
the faces near it may separate one orthant of space from the other seven orthants, forming a convex vertex
or its complement, or it may separate three orthants from the other five orthants, forming a saddle (Fig. 29).
But in each case the replacement causes using only local changes to the polyhedron near the replaced vertex,
so if the copy of the corner polyhedron that replaces t is sufficiently small, it will not cross any other feature
of the polyhedron, nor have any faces coplanar with existing faces of the polyhedron, producing a new xyz
polyhedron representing G . uunionsq
Appendix IX: Characterization of simple orthogonal polyhedra
Recall that Theorem 5, to be proved in this section, characterizes simple orthogonal polyhedra in terms of
the triconnected components of their graphs. The definition of triconnected components [39, 48] involves
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recursively partitioning the graph using pairs of vertices the removal of which would disconnect the graph,
but it is convenient for our purposes to use a modification of triconnected components that is specialized to
3-regular graphs and instead partitions a graph into subgraphs based on pairs of edges. Therefore, we define
a split pair of a graph G to be a pair of edges the removal of which disconnects the graph (necessarily into
exactly two components). A split component is formed from one of these two components by adding a virtual
edge between the two degree-two vertices of the component, or from repeating the same splitting process
within larger split components. The atoms of a 3-regular graph are its 3-connected split components, formed
by repeatedly subdividing the graph into split components until every remaining graph is 3-connected. The
split components and atoms of a graph may be multigraphs rather than simple graphs; for instance, the
graph shown in Fig. 5 has four atoms, three of which are cubes and the fourth of which is a multigraph
with two vertices and three edges. As we will later show, in a 3-regular graph, the atoms are the non-cyclic
triconnected components.
We would like to claim that every split component formed in this way is itself a simple orthogonal
polyhedron, with its faces in the same planes as the original polyhedron. Unfortunately, this is not true: if G
is the graph of a simple orthogonal polyhedron with split components G1 and G2, then G1 may form a cavity
into which part of G2 protrudes, so that G is simple but G2 (without the cavity) is not. To avoid this problem
we define a larger class of combinatorial objects, which we call orthogonal polyhedroids. An orthogonal
polyhedroid is a complex of vertices, edges, and faces, with the following properties:
– Every vertex is represented by a distinct three-dimensional point.
– Every edge is represented by an axis-parallel line segment connecting its two vertices.
– Three perpendicular edges meet at every vertex.
– Every face is an abstract polygon the edges of which alternate between being parallel to two coordinate
axes. Distinct edges may cross, lie along the same line, or even have a nontrivial line segment as their
intersection.
– The complex of vertices, edges, and faces, viewed as an abstract complex without regard to its three-
dimensional embedding, has the overall topology of a sphere.
Every simple orthogonal polyhedron therefore forms an orthogonal polyhedroid, as does every planar
xyz graph.
Lemma 31. Every orthogonal polyhedroid forms a 3-regular bipartite 2-connected planar graph.
Proof. Planarity follows from the assumption that the polyhedroid has the topology of a sphere, and 3-
regularity follows from the assumption that three edges meet at every vertex. Because of the alternation
between directions of the edges around each face, each face has even length and by Lemma 1 the graph G
must be bipartite. It remains to show that G is 2-connected. To do so, consider removing any vertex v of
G ; let u and w be any two other vertices. Then, because the polyhedroid has the topology of the sphere, it
can have only one boundary component, so there is a path on its surface (viewed as an abstract topological
space) from u to w, avoiding the single point v. Any part of this path that passes through the interior of a
face f can be replaced by a path that instead follows the edges and vertices around the boundary of f in one
of two ways; if f contains v we choose the one of these two ways that does not pass through v. By making
this replacement to all parts of the path, we find a path through G \{v} from u to w; since such a path can
be found for any two vertices after the removal of any third vertex, G is 2-connected. uunionsq
Lemma 32. Let G be a 2-connected 3-regular graph, and G1 and G2 be the two split components formed
from some split pair in G . Then G is bipartite if and only if G1 and G2 are both bipartite.
Proof. Let the two edges of the split pair be uv and xy, with u and x in G1 and v and y in G2. First, suppose
that G1 and G2 are both bipartite; we may color them separately so that u and v have opposite colors. Since
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Fig. 30. The SPQR tree for the graph shown in Fig. 5.
x is adjacent to u in G1 and y is adjacent to v in G2, it follows that x and y also have opposite colors and we
have found a consistent 2-coloring of G , showing that it is bipartite.
In the other direction, suppose that G is bipartite, and fix a 2-coloring of it. It then follows that u and x
must have opposite colors; for if they had the same color, then the graph G ′ formed from G1 by removing
edge ux would have two degree-two vertices on one side of the bipartition and none on the other side of the
bipartition. But this is an impossibility, because the total number of edges in any bipartite graph is equal
to the number of vertex-edge adjacencies on a single side of the bipartition, and this number would be
congruent to 1 mod 3 on the side with u and x and to 0 mod 3 on the other side. Thus, G1 is consistently
2-colored and is therefore bipartite. The same argument applies as well to G2. uunionsq
Corollary 3. A 2-connected 3-regular graph G is bipartite if and only if all of its atoms are bipartite.
Lemma 33. Let G be a 2-connected 3-regular graph, and G1 and G2 be the two split components formed
from some split pair in G . If G is the graph of an orthogonal polyhedroid, then G1 and G2 are also graphs
of orthogonal polyhedroids.
Proof. The two edges of a split pair must belong to the same two faces of G , so they both lie on the line
formed by the intersection of the planes containing these faces. Therefore, the new edge added to form
the split component G1 must be axis-parallel, and must be perpendicular to the other two edges at its two
endpoints, satisfying the requirements for an orthogonal polyhedroid. A system of faces forming a planar
graph forG1 may be found from a spherical embedding of the abstract complex representing the polyhedroid
for G , by replacing the two faces containing the split pair by two simpler faces from which all vertices in G2
have been removed. The construction of an orthogonal polyhedroid representing G2 is symmetric. uunionsq
An SPQR tree [18, 19, 35] is a data structure for representing the 3-connected components of any 2-
connected graph. It takes the form of an unrooted tree (Fig. 30), the nodes of which are labeled by undirected
graphs. The graph in each node may be a multigraph with two vertices and three or more edges (a P node),
a cycle of three or more edges (an S node), or a 3-connected simple graph (an R node); the Q nodes from
the original definition of SPQR trees are not needed for our purposes. Each edge pq of the SPQR tree is
associated with two oriented edges in the two graphs Gp and Gq associated with SQPR tree nodes p and q. If
an edge of a graph Gp is associated in this way with an SPQR tree edge, it is called a virtual edge; a virtual
edge can be associated with only one SPQR tree edge.
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An SPQR tree T represents a 2-connected graph GT , formed as follows: whenever SPQR tree edge pq
associates the virtual edge uv of Gp with the virtual edge wx of Gq, form a single larger graph by merging u
and w into a single supervertex, merging v and x into another single supervertex, and deleting the two virtual
edges. By performing this gluing step on each edge of the SPQR tree we form the graph GT ; the order of
performing the gluing steps does not affect the result. For instance, the SPQR tree of Fig. 30 represents in
this way the graph of Fig. 5.
With the additional assumptions that no two P nodes are adjacent and that no two S nodes are adjacent,
there is a unique SPQR tree that represents any 2-connected graph; it may be constructed from the graph in
linear time [35]. Each vertex in each graph Gp corresponds to a unique vertex in the overall graph G . The
2-cuts of G (that is, the pairs of vertices the removal of which disconnects G) are exactly the 2-cuts of its
SPQR tree nodes: that is, pairs of vertices that are the two vertices of a P node, that are any two vertices of
an S node, or that are two endpoints of a virtual edge in an R node.
Lemma 34. A 2-connected graph G is 3-regular if and only if its SPQR tree has the following form: for
every two adjacent nodes, one of the two nodes must be an S node, every P node p must be associated with
a graph Gp with three edges, every R node r must be associated with a graph Gr that is itself 3-regular, and
every S node s must be associated with a cycle Gs that is of even length and that alternates between virtual
and non-virtual edges.
Proof. If the SPQR tree has the given form, then every vertex of G is formed either from a vertex in an R
node that is glued to from zero to three S nodes, or a vertex in a P node that is glued to two or three S nodes.
Gluing an S node in place of a virtual edge does not change the degree of the associated vertices, so each
vertex has the same degree it had in its associated P node or R node, that is, the graph is 3-regular.
Conversely, suppose that the SPQR tree does not have this form. If there is a high degree vertex in a
P or an R node, then additional gluing cannot decrease the degree, so there is a high degree vertex in G .
There can be no vertex of degree lower than 3 in an R node r because then the associated graph Gr would
not be 3-connected. If an edge of the SPQR tree connects two nodes neither of which is an S node, then
gluing those two nodes produces vertices of degree four or more at the endpoints of the glued virtual edges,
and again those high degrees will persist into G . If two non-virtual edges are adjacent in an S node’s graph,
then the degree two vertex where they meet will persist into G . And if two virtual edges are adjacent in an
S node’s graph, then gluing in the P or R nodes connected to those virtual edges will increase the degree of
the vertex in the middle to four, and again that high degree vertex will persist into G . Thus, in all cases, a
violation of the constraints on the form of the SPQR tree leads to a graph that is not 3-regular. uunionsq
Lemma 35. For a 3-regular graph G , each split pair of edges form two non-virtual edges in an S node of
the SPQR tree of G .
Proof. Any two endpoints of a split pair form a 2-cut in G , and must therefore belong to a single node of the
SPQR tree. By Lemma 34, every two vertices that form a cut belong to an S node s, because the two vertices
of a cut in a P node or an R node are also the vertices of a cut in an S node that is glued to it. By Lemma 34
again, there is only one pair of non-virtual edges adjacent to these two vertices in Gs, and this pair of edges
form a split pair. It must be the split pair we started with, because any other combination of edges with the
same two vertices fails to separate the graph, as they belong to different subgraphs Gp each of which is at
least 2-connected. uunionsq
Lemma 36. In a 3-regular graph G , the atoms of G are exactly the graphs Gp where p is either a P node
or an R node of the SPQR tree of G .
Proof. Using Lemma 35, it follows by induction on the number of nodes of the SPQR tree of G that, for
each split component H of G , the SPQR tree of H has a special form: it consists of a subtree S of the SPQR
39
tree of G , where within each S node s of S we modify the graph Gs by removing the two endpoints of
any virtual edge whose partner does not belong to S and by reconnecting the remaining vertices in cyclic
order. Additionally, the split components into which G has been partitioned by a sequence of splits together
contain all of the P nodes and R nodes of the SPQR tree of G .
Whenever a subtree of the above form does not consist of a single P node or R node, it can be further
split by a split pair drawn from one of its S nodes, by Lemma 35. Therefore, once G has been split into the
atoms, each atom must form a graph represented by a single P node or R node of the SPQR tree of G , and
all such nodes must represent atoms. uunionsq
It follows from the above characterization that every 2-connected 3-regular graph has an atomic decom-
position, a sequence of subdivisions of the graph into split components in which, at every split, one of the
two split components is an atom.
Lemma 37. Every 2-connected 3-regular graph has an atomic decomposition.
Proof. The result follows by induction on the number of nodes in the SPQR tree of the graph G . As a base
case, if there is a single node, it must be a P or R node and the result follows. Otherwise, let p be a node of
degree one in the SPQR tree. Then p must be a P or R node, for by Lemma 34 each S node has two or more
neighbors in the tree. The two endpoints of the single virtual edge of p must also be the endpoints of two
non-virtual edges in the S node adjacent to p, these two edges form a split pair, and splitting G according to
that split pair produces the atom Gp as one component and another component with either one or two fewer
nodes in its SPQR tree (accordingly as the S node adjacent to p has length greater than four or not). uunionsq
Lemma 38. Let G be a 2-connected 3-regular planar graph that is split by a split pair uv, wx into two split
components G1 and G2, where G1 is the graph of a simple orthogonal polyhedron and G2 is a 3-connected
simple planar bipartite graph. Then G is itself the graph of a simple orthogonal polyhedron.
Proof. Let P be a polyhedron representing G1. Edge uw in P is represented geometrically by an axis-parallel
line segment, and its two adjacent faces form a right-angled wedge near that segment.
It follows from Theorem 4 that G2 can itself be represented as a simple orthogonal polyhedron. More,
the method of proving Theorem 4 shows that, if ∆ is the 4-connected Eulerian triangulation chosen as the
root of the decomposition tree of the dual of G2 by its separating triangles, and if abc is the root triangle of
∆, then the polyhedron representing G2 lies within the three-dimensional positive orthant, with the vertex of
G2 dual to abc at the origin, its three neighbors placed on the coordinate axes, and all other vertices placed
strictly interior to the positive orthant. We may choose any vertex of G2 to be the one placed at the origin;
the vertex we choose is v.
We may now shrink and translate the polyhedron representing G2 so that, instead of lying within the
positive orthant, it lies within the wedge defined by the faces adjacent to edge uw of G1, with v and x placed
in the correct order between u and w on the line through this edge, and with all other vertices strictly interior
to this wedge. The faces of the two polyhedra adjacent to the two edges uw and vx form two coplanar pairs,
and each pair may be replaced by a single face, the symmetric difference of the two faces in the coplanar
pair. All other faces of G1 and G2 remain unchanged. The result is a polyhedral representation of the entire
graph G . uunionsq
Lemma 39. For any 2-connected graph G , the SPQR tree of G contains a P node if and only if there exists
in G a pair of vertices u and v such that either (1) u and v are nonadjacent and their removal leaves at least
three connected components, or (2) u and v are adjacent and their removal leaves at least two connected
components.
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Proof. In one direction, if the SPQR tree contains a P node then the two vertices u and v of that node have
the described property. In the other direction, if u and v have this property, then using u and v as a split
pair of vertices produces a split component in which u and v are connected by multiple edges, one for each
component of G formed by removing u and v from the graph and one for edge uv if that edge belongs to G .
This split component must form a P node in the SPQR tree. uunionsq
Lemma 40. Suppose that, in the cubic graph G , there do not exist two vertices u and v such that removing
u and v from G leaves three components (counting an edge between u and v, if one exists, as a component).
Then G is biconnected.
Proof. We prove the contrapositive, that if G is not biconnected then it has two vertices u and v as described.
But if G is biconnected, it has an articulation point v. Because there are only three edges at v, one of the
blocks that contains v must have only a single edge uv incident to v. Then uv forms a bridge in G , and
removing u and v from G produces at least three components: one containing edge uv, one containing the
other neighbors of u, and one containing the other neighbors of v. uunionsq
Proof of Theorem 5. The first two equivalent graph classes in the theorem are 2-connected 3-regular graphs
such that each triconnected component is a bipartite polyhedral graph or an even cycle, and 3-regular planar
bipartite graphs in which no 2-vertex removal leaves three components (counting an edge between the two
removed vertices as a component). This equivalence follows easily from the known facts that a graph is
planar if and only if its triconnected components are planar [48], that a graph is bipartite if and only if
its triconnected components are bipartite (Corollary 3), that a graph has a triconnected component that is
neither a simple 3-connected graph nor a cycle if and only if it has two vertices the removal of which forms
three components (Lemma 39), and that a graph without any two such vertices is biconnected (Lemma 40).
By Lemma 36, this same class of graphs is also the class of bipartite 2-connected 3-regular planar graphs in
which every atom is a simple graph, for every P node p in an SPQR tree of such a graph is represented by a
non-simple graph Gp (a multigraph) while every R node is represented by a simple graph.
Suppose that a graph G is the graph of a simple orthogonal polyhedron. Then by Lemma 31 it forms a
bipartite 2-connected 3-regular planar graph, and by Lemma 33 all of its atoms are also simple graphs; thus,
G belongs to the class of graphs described above.
Conversely, suppose that G belongs to this class of graphs. Then by Lemma 37 it has an atomic de-
composition, and by repeatedly applying Lemma 38 to the splits in this decomposition we may build up a
representation of G as a simple orthogonal polyhedron. Therefore, every graph in this class is the graph of a
simple orthogonal polyhedron. uunionsq
Finally, we observe that there is some freedom in choosing the relative orientation of the two polyhedra
to be merged in Lemma 38. However, all of the planar embeddings of a 2-connected planar graph may be
specified by choosing an orientation for the gluing at each virtual edge of its SPQR tree and by choosing a
permutation of the edges in each P node. Because the SPQR trees of simple orthogonal polyhedra do not
have P nodes, only the orientation of the gluing at each virtual edge is needed to determine an embedding.
This shows that, when a graph G is the graph of a simple orthogonal polyhedron, all planar embeddings of
G may be realized as simple orthogonal polyhedra.
Appendix X: Algorithmic Steinitz theorems
In this section we describe an algorithm that takes a two-connected cubic planar graph as an input and
represents it as a simple orthogonal polyhedron. The algorithm for general simple orthogonal polyhedra
should perform the following steps; the algorithms for the other cases are similar but with fewer steps.
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1. Find an atomic decomposition. Finding an atomic decomposition is essentially just finding the SPQR
tree and/or triconnected components, and can be done in linear time as described in [35, 39]. Before
computing the SPQR tree, we check that the graph is 3-regular and bipartite, so that we may apply the
lemmas in Appendix VII restricting the structure of the SPQR tree in this case. If the SPQR tree has a
P node, no simple orthogonal polyhedron representation can exist. Otherwise, the atoms in the atomic
decomposition are given by the R nodes of the SPQR tree, and the atomic decomposition tree can be
formed by choosing an arbitrary ordering for the atoms incident to each S node of the SPQR tree.
2. Transform each atom (a 3-connected bipartite cubic planar graph) into its dual Eulerian triangulation.
We can find a planar embedding of the graph G in linear time [40]. Creating the dual triangulation ∆ can
also be done in linear time, as each feature of ∆ (a vertex, edge, or face) corresponds one-for-one with a
dual feature (a face, edge, or vertex) of the embedding of G .
3. Partition each Eulerian triangulation into 4-connected Eulerian triangulations by splitting it on its sep-
arating triangles. All triangles in ∆ may be found in O(n) time [13, 14], and the separating triangles are
just the ones that are not faces; we elaborate this step in a subsection below.
4. Recursively decompose each 4-connected Eulerian triangulation into simpler 4-connected Eulerian tri-
angulations using separating 4-cycles, pairs of adjacent degree-4 vertices, and isolated degree-4 ver-
tices. While returning from the recursion, undo the steps of the decomposition and build a cycle cover
for the Eulerian triangulation. This is the most complicated step of the algorithm, and we elaborate it
below.
5. Convert the cycle covers into regular edge labelings. This step is a simple pattern matching process,
detailed below.
6. Construct the graphs ∆xy and find an st-numbering of each such graph. ∆xy is just a subgraph of ∆, with
edge inclusion and orientation determined by the regular edge labeling. Constructing the st-numbering
of ∆xy may be performed by using a breadth-first search on the graph: if we wish to construct an xyz
polyhedron, we may use the breadth-first traversal order as the numbering, but in the other cases (where
a more compact representation is desirable) we may use the distances from the root node of the search
as the numbering. In either case this step takes linear time.
7. Use the st-numbering to construct a corner representation dual to each 4-connected Eulerian triangu-
lation. After the previous step each vertex v of ∆ has received a number in the st-numbering of the graph
∆xy in which v is incident to edges of two different colors; this number represents the coordinate of the
face in G that is dual to v. In this step we simply copy these numbers to the incident vertices of each
face in G . Each vertex of G gets three numbers assigned to it, which we use as its Cartesian coordinates
in the corner representation.
8. Glue the corner polyhedra together to form orthogonal polyhedra dual to each non-4-connected Eule-
rian triangulation. In order to perform this step efficiently we represent vertex coordinates implicitly as
positions within a doubly linked list, as detailed below.
9. Glue 3-connected polyhedra together to form arbitrary simple orthogonal polyhedra. This part can be
done in the same way as gluing corner polyhedra in the previous step, with the same analysis.
The algorithm for constructing xyz polyhedron representations uses only steps 2–8, after testing that the
input graph really is 3-connected. Similarly, the algorithm for constructing a corner polyhedron represen-
tation uses only steps 3–7, together with a new step between steps 4 and 5 that computes the union of the
cycles covers on the 4-connected components, forming a single cycle cover for the dual Eulerian triangula-
tion to the entire input graph. We omit the details as they are not significantly different than for the simple
orthogonal polyhedron case.
We describe and analyze the steps that need to be elaborated in the subsections below.
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Decomposing an Eulerian triangulation on its separating triangles
A separating triangle in a plane graph is a 3-cycle that contains vertices of the graph both in its exterior
and in its interior. That is, it is a 3-cycle that is not a face of the planar embedding. Equivalently, for a 3-
connected planar graph, a separating triangle is a triangle with the property that removing its three vertices
from the graph causes the remaining graph to have more than one connected component. Any two separating
triangles are either interior-disjoint or one of them contains the other in its interior.
We first identify all separating triangles; all triangles may be found in linear time [13, 14] and the sep-
arating triangles are the triangles that are not themselves faces. By performing a single breadth-first search,
we may also determine in linear time, for each face triangle δ of ∆, the distance from δ to the outer face of ∆
(measured in terms of the number of steps between two faces that share an edge). With this information, we
may determine, for each separating triangle δ, which side of δ is the inside and which is the outside: among
the six face triangles sharing an edge with δ, the one that’s closest to the outer face is on the outside of δ,
and the other face triangles adjacent to and outside of δ are the ones with the same color.
We then form a directed graph from ∆, by replacing each undirected edge uv in ∆ by either one directed
edge or a pair of directed edges: if u is contained within a triangle having v as one of its three corners (either
a separating triangle or the outer triangle), we direct the edge from u to v, if v is contained within a triangle
having u as one of its three corners, we direct the edge from v to u, and in the remaining case we replace
undirected edge uv by a pair of directed edges going in both directions. This orientation can be determined
in linear total time by scanning the edges and triangles incident to each vertex in cyclic order. The fact that
separating triangles are properly nested implies that this case analysis determines a unique orientation or pair
of orientations for every edge: it is not possible for u to be inside a triangle through v and simultaneously for
v to be inside a triangle through u. We compute the strongly connected components of this directed graph,
in linear time [58].
Then, if δ is a triangle that has other vertices inside it (that is, δ is either the outer triangle or a separating
triangle), let Sδ be the set of vertices that are inside δ but not inside any other triangle. We claim that Sδ
forms a strongly connected component of the directed graph described above. For, if u and v are any two
vertices of Sδ, then there exists a path in ∆ from u to v that does not intersect δ itself (by the 3-connectivity
and planarity of ∆, the subset of vertices inside δ must be connected). The shortest such path cannot cross
into any other separating triangle inside δ, because if it did then we could form a shorter path using one of
the triangle edges. Therefore, all edges of the shortest path are bidirected and u and v belong to the same
strongly connected component. However, it is not possible for the strongly connected component of u and v
to contain other vertices that do not belong to Sδ, because the vertices outside δ do not have paths connecting
from them to the inside of δ and the vertices inside smaller separating triangles within δ do not have paths
connecting to them from the outside of these separating triangles.
The condensation of the directed graph constructed above (a graph formed by replacing each strongly
connected component by a single supervertex) forms an inclusion tree of separating triangles with the outer
face triangle of ∆ as a root. Each strongly connected component, together with the edges connecting it to
its parent triangle and the edges of its parent triangle, forms a 4-connected component of ∆, a minimal
subgraph that is itself an Eulerian triangulation and has no separating triangles. The result of this step is a
collection of 4-connected Eulerian triangulations, together with a tree structure describing how to glue them
back together again.
We store each Eulerian triangulation (a 4-connected component of the dual of our cubic input graph)
as a collection of edges, vertices and triangles; each of these objects stores information about the objects
it is adjacent to. Furthermore each triangle stores a bit indicating its color in the face two-coloring, each
triangulation stores a pointer to its root triangle, and each edge stores its color in the rainbow partition.
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Simplifying a 4-connected Eulerian triangulation
In this subsection we discuss the algorithmic implementation of our decomposition of a 4-connected Eu-
lerian triangulation into simpler Eulerian triangulations, via decomposition operations that split the graph
along separating 4-cycles and that simplify pairs of adjacent degree-four vertices and single isolated degree-
four vertices.
We recursively decompose each 4-connected Eulerian triangulation into simpler 4-connected Eulerian
triangulations using separating 4-cycles, pairs of adjacent degree-4 vertices, and isolated degree-4 vertices
according to the rules described in Appendix V, until we end up with graphs ∆6 and ∆11 as the base cases
of the recursion. We construct cycle covers for these simple graphs at the bottom of the recursion, then
reverse the decomposition by returning from the recursion. As we return from each recursive call to the
algorithm, we undo the decomposition step made at that call and update the cycle cover for the graph
obtained by reversing the decomposition as described in Appendix VI. When we return from the outer call
to the recursion, we will have constructed a cycle cover for the original 4-connected triangulation.
Each decomposition step reduces the potential function Φ = |V |− 6|K|, where V is the set of vertices
in the remaining partially decomposed graph and K is the set of its connected components. This potential
function is initially n−6, it is always non-negative (each component has at least six vertices), and it decreases
by two or more at each step in which the number of components increases. Therefore, there can be at most
n/2 such steps. As each step that increases the number of components can create at most four new vertices,
the total number of vertices that are ever present at any one time during the decomposition is at most 3n.
In the rest of this section we describe the way that we find the decomposition operations efficiently. In
order to find and perform the steps of the decomposition, we require the following data structures.
– A collection of Eulerian triangulations representing the partially decomposed graph. This collection
will be represented by edge, vertex, and triangle objects. Each edge points to its adjacent vertices and
triangles. Each triangle stores its color and whether it is the outer triangle of its component; it also points
to its adjacent edges. Each vertex stores a cyclic list of its adjacent edges. Additionally, while we are
returning from the recursion each edge will store a bit indicating whether it is part of the cycle cover,
and each vertex and triangle will store a pointer to the incident cycle cover edges. We also store, for each
vertex v of the partially decomposed graph, the number min(36,d(v)); we say that v has high degree
if this number is 36. These modified degree numbers may be computed in constant time for any vertex
by scanning its adjacency list, and therefore may be updated in constant time whenever we perform a
decomposition operation. However, we do not store any information telling us how these edge, vertex,
and triangle objects are partitioned into the connected components of the partially decomposed graph.
– A data structure allowing us to quickly determine whether any two vertices are adjacent in the partially
decomposed graph, and if so enabling us to find the edge object connecting them. In the randomized
setting this can be simply a hashed dictionary having as its keys pairs of adjacent vertices, with the
dictionary for each key pointing to the edge object connecting that pair of vertices. With a hashed
dictionary, adding or removing an edge, and testing adjacency, may be performed in expected O(1)
time per operation.
In the deterministic setting, adjacency testing of a static planar graph can still be performed in constant
time using bounded-degree orientations [14], but dynamic adjacency testing appears to be more difficult.
To solve it, we store with each vertex object v a number N(v), a unique identifier for that vertex, in the
range 0 ≤ N(v) < 3n. When a 4-cycle causes us to split the graph into two, we assign new unused
identifiers to the vertices on one side of the split; the bound of 3n on the number of vertices present
at any time in the algorithm ensures that this is always possible. We associate with each edge uv the
number (min(N(u),N(v)) · 3n+max(N(u),N(v)); this number uniquely determines the endpoints of
the edge, as their identifiers are the quotient and remainder formed when dividing the edge number
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Fig. 31. Contracting a collapsible 4-cycle.
by 3n. The problem of testing for the existence of an edge then becomes one of searching for this
number among a collection of O(n) other numbers (one for each edge in the graph), each of which has
magnitude O(n2). This integer searching problem may be solved deterministically in linear space, using
time O((log logn)2/ log loglogn) per edge addition, edge removal, or adjacency test [1].
– A collection of good vertices. Define a collapsible 4-cycle to be a set of vertices p,q,r,s, t,u as in
Fig. 19 (left), forming a chain t− p− q− u where p and q have degree four, t and u have high degree,
and r and s are both adjacent to all of t− p− q− u. We call a degree-four vertex bad if it belongs to
the root triangle, to a collapsible 4-cycle or to a face triangle in which the other two vertices are high
degree. A good vertex is a degree-four vertex that is not bad. We may test whether a vertex v is good in
constant time, by checking that it has four neighbors and examining the modified degree numbers of its
neighbors and of the neighbors of its degree-four neighbors. We maintain the collection of good vertices
as a doubly-linked list, and we store with each vertex object a pointer to its position in the list (if it is a
good vertex; the pointer’s value is undefined otherwise). With this representation, it is possible to find a
good vertex in constant time, and to change the status of a vertex to be good or to be not good in constant
time per status change. Each decomposition operation may change whether O(1) other vertices are good
(the vertices whose neighborhoods change because of the operation, and the degree-four vertices that
are adjacent to other vertices that changed from being low to high degree or vice versa) and therefore
the updates to this data structure take O(1) time per decomposition operation.
Observe that, if we contract every collapsible 4-cycle by deleting p and q and merging r and s into each
other (see Fig. 31), every high degree vertex will still have degree 18 or more (because at most half of the
adjacent vertices of a high degree vertex can be the degree four vertices of collapsible 4-cycles) and there
will still be no degree-3 or degree-5 vertices even though some of the high degree vertices might now have
odd degree. By Euler’s formula, every triangulation without degree-3 or degree-5 vertices has at least 6h+6
degree-4 vertices, where h is the number of vertices of degree 18 or more. But when h > 2 then (in the graph
formed by contracting every collapsible 4-cycle) there are at most 3h−6 edges connecting pairs of degree-
18 vertices and at most 6h− 12 triangles involving those edges, and at most three degree-four vertices in
the root triangle, so there are at least three degree-four vertices that are not part of the root triangle and not
part of any triangle with the other two vertices having degree eighteen or more. These three vertices are
good in the original uncontracted graph, so it is also true that in the original uncontracted graph there are at
least three good vertices. By the same argument, at every step of our decomposition algorithm, there always
exists at least three good vertices in every connected component of the partially decomposed graph.
At each recursive call to our decomposition algorithm, we remove a single good vertex from our data
structure that lists good vertices. As shown below, each such vertex helps us to find a feature in the triangu-
lation, allowing to simplify it according Rules I-IV, in linear time; we work though the list of good vertices
until the graph becomes empty, at which point we return from the recursion. Based on a type of a good
vertex (described by 4 cases below) we decide what reduction operation to use, perform the reduction, and
update our data structures.
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Case 1: The good vertex belongs to a triangle of degree-four vertices. We may determine that we are in this
case, in constant time, by examining the modified degree numbers of the four adjacent vertices. In this
case, since the graph has no separating triangles, it must be the octahedral graph ∆6—see Fig. 21. We
may find the rest of the vertices, edges, and triangles of this graph by performing a depth-first search
starting from the given good vertex. The decomposition step consists of removing this whole component
from the partially decomposed graph, and then calling our decomposition algorithm recursively. When
the recursive call returns, we add back the component to the graph, and mark the edges of its unique
cycle cover.
Case 2: The good vertex belongs to a copy of ∆11 (Fig. 21). We may determine that we are in this case, in
constant time, by performing a depth-first search, starting from the good vertex, until either the entire
graph has been explored and matches ∆11 or a feature not present in ∆11 is found. In this case too we
remove the entire component from our partially decomposed graph, call the decomposition algorithm
recursively, and when it returns restore the removed component and mark its cycle cover.
Case 3: The good vertex p has a degree-4 neighbor q. This means the local neighborhood is a subgraph
like the one in Fig. 19 (left) with a chain of vertices t− p− q− u with r above and s below connected
to all of them. It is not possible that t and u both have high degree, because this would cause p to be
part of a collapsible cycle and therefore p would not be good. Therefore, at least one of t or u is not
high degree; we can determine which one does not have high degree by examining the modified vertex
degrees. Without loss of generality suppose that the vertex with low degree is t; the case that it is u is
symmetric. Then, for each neighbor v of t we test whether v is adjacent to u. If we find a vertex v that
is indeed adjacent to both t and u, that gives us 4-cycles t− s− u− v and t− r− u− v, one of which
must enclose three or more vertices on each of its sides (for otherwise we would be in Case 2), and we
can check by a constant amount of exploration which of these two cycles has three or more vertices
on each side. In this case we can cut our triangulation into two along this separating cycle according
to Rule I or Rule II depending on the colors of its adjacent triangles. If we do not find such a vertex
v then we have a pair of adjacent degree-4 vertices satisfying the conditions of Rule III, and we may
replace them by a single edge. In either case we perform the appropriate decomposition step, call our
decomposition algorithm recursively, undo the decomposition step, and update the cycle cover of the
partially decomposed graph as shown in Figures 23, 24, and 25.
Case 4: The good degree-four vertex p has its four neighbors (in cyclic order) a,b,c,d, where all four of
a,b,c, and d have degree greater than four. Because p is good, some pair of opposite vertices (say a
and c) have low degree. By testing all pairs of neighbors of a and c, we can determine in constant time
whether there is a 4-cycle a− p− c− x (in which case it must be separating and we can use Rule I or
Rule II to cut along the 4-cycle) or whether there is a 5-cycle a− p− c− x− y. If there is no 4-cycle or
5-cycle, we can collapse a− p−c into a single supervertex according to Rule IV. So the remaining case
is the one in which a 5-cycle exists.
In this remaining case, test the adjacency of b and d with x and y. If none of these four pairs of vertices
is adjacent, we can collapse b− p− d into a single supervertex according to Rule IV. Otherwise, there
exists an edge between one of these four pairs; by symmetry we may assume without loss of generality
that this edge is b− x, as the other three cases may be converted into this one by relabeling the vertices.
But then a−b−x−y is a 4-cycle containing the remaining neighbors of b. If there are only two vertices
inside the 4-cycle, then they both have degree four, the low degree vertex a is a neighbor of exactly one
of them, and we have an instance of Case 3. Otherwise, a−b− x− y is a separating 4-cycle and we can
use Rule I or Rule II.
Regardless of which decomposition rule we find for this case, as in the previous cases, we perform the
appropriate decomposition step, call the decomposition algorithm recursively, undo the decomposition
step, and update the cycle cover.
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We now discuss the running time analysis of the algorithm described above. At each recursive call we
perform a subset of the following operations:
– Cutting a triangulation over a separating 4-cycle.
This step is implicit: we simply recurse on a single disconnected graph with small local changes, caused
by splitting the previous graph along the cycle and adding a constant number of new faces to the interior
and exterior of the split.
– Performing local changes near degree-four vertices.
– Updating the vertex degrees, adjacency testing data structures, and list of good vertices according to
each local change to the graph.
– Reversing a decomposition step.
Here we undo the decomposition changes to the triangulation and merge the cycle cover of the parts the
way it is described in Appendix VI. Undoing each decomposition step is no harder than making it, and
the appropriate set of changes to the cycle cover can be found in constant time.
The slowest parts of each step involve a constant number of adjacency tests (to determine which decom-
position case to use) and a constant number of changes to the adjacency testing data structure (whenever we
make a change to the features of the triangulation). These steps take expected time O(1) when the edge list
is implemented as a randomized hash table and O((log logn)2/ log loglogn) time when it is implemented as
an integer searching data structure. All other parts of the algorithm take constant time per step.
Since we perform at most a linear number of decomposition steps for any 4-connected triangulation,
the total time to perform the decomposition and find a cycle cover is O(n) randomized expected time, or
O(n(log logn)2/ log loglogn) deterministic time with linear space.
Converting cycle covers to regular edge labelings
The cycle cover is represented by adding a special marker to each edge of triangulation belonging to a cycle
in the cover and storing at each vertex pointers to its cycle edges. To orient the edges we start at one of the
source vertices and then propagate the orientation and edge coloring from a vertex that has already been
colored to its neighbors. Each such vertex will have at least one labeled edge, and we can color the rest of
the edges around it based on which side of the cycle covering that vertex they belong to as it is described in
Appendix III. Since every vertex knows its cycle cover edges, we can orient all edges of our triangulations
in linear time.
Gluing the corner polyhedra together to form orthogonal polyhedra dual to each non-4-connected
Eulerian triangulation
In order to form a simple orthogonal polyhedron from a 3-connected graph G whose dual Eulerian triangu-
lation ∆ is not 4-connected, we split ∆ into its 4-connected components (as described above), find a corner
polyhedron representation separately for each component, and then glue these polyhedra together into a
single more complex polyhedron. When we described this gluing step earlier, in our graph-theoretic but
non-algorithmic characterization of xyz polyhedra, we described it in geometric terms as finding a ”small
enough” scale for each corner polyhedron so that when it is glued in it does not get in the way of anything
else. But this idea of finding a small enough scale can be interpreted combinatorially, in terms of the sorted
ordering of the coordinate values, without the need to treat these coordinate values numerically.
Essentially, when we glue a corner polyhedron C into a larger polyhedron P, the coordinate values in
P may be represented using three sorted sequences, representing the ordering of the faces perpendicular to
each of the three coordinate axes. Similarly, the coordinate values in C may be represented as three sorted
sequences. For each pair of sorted sequences representing the same coordinates, one from P and one from
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C, we need to insert the sequence of coordinates from C as a contiguous subsequence between some two
coordinates of P. So we need data structures that can (a) represent a sorted sequence of coordinate values;
(b) find the object in this sequence that represents the coordinate of some particular face plane (allowing for
the possibility that more than one face may have the same coordinate); and (c) insert one sequence between
some two values in another sequence.
This can be done by storing each such sequence as a doubly-linked list for (a), together with a pointer
from each face to the position of its coordinate in the list for (b). If an initial set of integer coordinate values
is given, we may convert them to positions in such a list in linear time by bucket sorting; alternatively, for our
problem, it may be simpler to construct a doubly-linked list representing coordinate values at the time we
created these values (that is, at the time we constructed the st-numbering of a graph ∆xy, we already represent
this numbering implicitly as the set of positions in a doubly-linked list). With these simple data structures
each gluing operation takes constant time: we simply splice the sorted list representing the coordinates of
C into the appropriate position within the sorted list representing the coordinates of P. Thus, with this data
structure, gluing all the polyhedra from our tree of 4-connected components of ∆ into a single polyhedron
takes linear time. Once everything is glued together, we can reconvert positions in the doubly-linked list back
into integer coordinates in linear time: the coordinate values are just the positions in the doubly-linked list,
and converting a list to its positions (the list ranking problem) may be solved straightforwardly by scanning
the list.
The same data structure is also needed for the final step of the algorithm, gluing triconnected components
together to form a simple orthogonal polyhedron, so the conversion from doubly-linked lists to numeric
coordinate values should be delayed until all gluing steps are complete.
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