Fluorescence lifetime imaging microscopy (FLIM) is a well established approach for measuring dynamic signalling events inside living cells, including detection of protein-protein interactions. The improvement in optical penetration of infrared light compared with linear excitation due to Rayleigh scattering and low absorption have provided imaging depths of up to 1mm in brain tissue but significant image degradation occurs as samples distort (aberrate) the infrared excitation beam. Multiphoton time-correlated single photon counting (TCSPC) FLIM is a method for obtaining functional, high resolution images of biological structures. In order to achieve good statistical accuracy TCSPC typically requires long acquisition times. We report the development of a multifocal multiphoton microscope (MMM), titled MegaFLI. Beam parallelization performed via a 3D Gerchberg-Saxton (GS) algorithm using a Spatial Light Modulator (SLM), increases TCSPC count rate proportional to the number of beamlets produced. A weighted 3D GS algorithm is employed to improve homogeneity. An added benefit is the implementation of flexible and adaptive optical correction. Adaptive optics performed by means of Zernike polynomials are used to correct for system induced aberrations. Here we present results with significant improvement in throughput obtained using a novel complementary metal-oxidesemiconductor (CMOS) 1024 pixel single-photon avalanche diode (SPAD) array, opening the way to truly highthroughput FLIM.
INTRODUCTION
Multiphoton microscopy (MPM) 1 is established as the most appropriate optical imaging methodology for in vivo imaging of fundamental biological processes in living systems. Maria Göppert-Mayer predicted theoretically that two photons of lesser energy which arrive simultaneously can generate an excitation equivalent of that produced by the absorption of a single photon of higher energy in a process named multiphoton or two-photon excitation 2 . This effect results in significant improvements in optical penetration of infrared light compared with linear excitation due to Rayleigh scattering and low absorption. A particularly interesting application occurs when this excitation method is coupled with fluorescence lifetime imaging microscopy (FLIM) which can provide information of variations in the local molecular environment of fluorophores 3 . In the context of biological imaging, this additional knowledge permits spatiotemporal monitoring of the molecular and cell biological response to anti-tumour therapeutics. The fluorescence lifetime is an intrinsic property of a fluorophore which corresponds to the average time that a molecule spends in the 1 simao.pereira_coelho@kcl.ac.uk excited state before returning to the ground state, typically with the emission of a photon. In the presence of nonradiative processes such as Förster resonance energy transfer (FRET), FLIM is used to measure the quenched donor fluorescence lifetime. TCSPC FLIM is based on high accuracy repetitive timed registration of single photons, emitted by the fluorophore, with respect to a reference (i.e., excitation pulse). Provided that the probability of registering more than one photon per cycle is low, an adequate histogram of the photon arrivals is formed over a series of excitation cycles 4 . Analysis of the fluorescence transients provides a method to distinguish both interacting and non-interacting protein populations, which are distinctive in their decay kinetics 5, 6, 7 . TCSPC FLIM has been widely used to measure populations of interacting protein species on a point-by-point basis with high accuracy 8, 9, 10 . Despite significant improvement in temporal resolution, in comparison with other methods, statistical accuracy is limited by photon statistics ( = √ ), where N is the number of photons). For a single beam scanning system with a count rate limited typically by the sample, rather than detection electronics, high SNR can only be achieved in conjunction with a relatively large scanning time (typically between 3-5 minutes). This has led to the development of multifocal scanning systems to exploit the total detection count rate provided by modern TCSPC electronics 11 .
Multifocal generation in the framework of multiphoton microscopy has been successfully developed via lenslet arrays 12 , Nipkow-Type microlens array 13 , high efficiency beam splitter 14 , diffractive optical element (DOE) 15 and highperformance electrically addressable spatial light modulator (SLM) 16 . The practical implementation of an array of microlenses for MPM consists of an expanded and collimated laser beam of a mode-locked Ti:Sapphire laser in which, the illuminating beam is split into small beams, referred to as beamlets, and focused into an array with equally spaced foci, assuming an aberration free environment. A multifocal multiphoton microscope (MMM) scans an object with an array of high-aperture foci, reducing higher order photodamage effects through parallelization, while maintaining the many advantages of single-beam MPM, such as superior live-cell compatibility, reduced photobleaching of non-target planes and optical sectioning. Beam parallelization increases count rate proportional to the number of beamlets employed. Fluorescence corresponding to each beamlet is projected on the detection system (CCD, PMT array 17 or single-photon avalanche diode array 18, 19 ) simultaneously, permitting high accuracy measurements in non-conventional time frames. Therefore a multifocal illumination system coupled with a multi-channel TCSPC detection architecture lifts the fundamental limitation imposed by count rates in standard single-channel experiments. Despite the significant advantages, imaging into scattering media may cause crosstalk during re-imaging of the signal onto the plane of detection and there is a power constraint related to the laser power necessary to achieve adequate photon density for a large number of foci. Solutions to these issues range from an array of pinholes placed before the detector, adaptive optics, to a compromise between the detector and the number of foci that can be excited.
This report shows the development of a multifocal multiphoton FLIM system (MegaFLI) with the aim of exploiting the high number of channels provided by time-resolved complementary metal-oxide-semiconductor (CMOS) single-photon avalanche diode (SPAD) arrays 20 . We investigate various multifocal generation approaches to maximize the potential from a sub-array (5×5 pixels) of a 32×32 low dark count 0.13μm CMOS SPAD plus time-to-digital converter (TDC) array capable of TCSPC 21 . We have engineered a fully functioning MMM-MPM system with a 2D SPAD array which offers practical and innovative advantages for FLIM.
METHODS AND EXPERIMENTAL SETUP

MegaFLI setup configuration
In the current configuration a Holoeye Pluto NIR2 SLM 22 is used to project the hologram required to generate beamlets via the Gerchberg-Saxton 23 (GS) algorithm. This particular algorithm requires an iterative calculation of the Fourierspace representation of physically realizable light with arbitrarily shaped three-dimensional intensity distributions. As the target intensity is an approximation to the hologram's inverse Fourier transform, the user has substantial control over the desired pattern. In the case of beamlet generation, it is possible to produce a considerable quantity of beamlets with significant homogeneity, provide an approximate adaptive optical correction via a weighted 3D algorithm and automated alignment procedure for optimizing selective individual SPAD illumination 24 .
Laser light from the ultrafast Ti: Sapphire laser system (Coherent Chameleon Vision II) is expanded to overfill the SLM. The appropriate phase pattern is calculated and projected onto the device's microdisplay. A blazed phase grating is added onto the beamlet phase pattern to efficiently project the beamlet pattern into the first order diffraction pattern. The remaining orders, consequence of imperfections in the SLM's phase response are filtered out by a Fourier-plane aperture. The pattern is sequentially relayed through a set of x and y galvanometer scanners onto the back aperture of the x20 0.5N.A. air objective [Nikon Instruments Inc., Japan]. In the non-descanned configuration, stationary beamlets scan the sample moved in the x and y planes in a raster pattern. Sample fluorescence generated from the focused beamlet array is then collected and re-directed via a dichroic mirror onto the back aperture of a x10 0.3N.A. air objective [Nikon Instruments Inc., Japan] and focused onto a Megaframe SPAD array.
The detection system consists of an array of pixels with high sensitivity equipped with a 10-bit TDC capable of TCSPC. A SPAD is in effect a p-n junction biased above breakdown operating in Geiger-mode in which a digital pulse is produced for each photon incident on the active area 25 . The SPAD can operate in time-correlated mode for lifetime imaging or in time-uncorrelated mode for intensity imaging. Previous reports show that it can also be configured for confocal scanning and fluorescence correlation spectroscopy (FCS) applications 26 . The SPAD with a 55ps time resolution exhibits a quantum efficiency of 28% at 500nm while displaying a dark count of 50Hz at room temperature 27 .The on-pixel TDCs can generate raw arrival time data, which is sent to a PC and post-processed by curve fitting software. To increase the imaging speed, the raw arrival time data can be processed on a field programmable gate array (FPGA) using a centre of mass method (CMM), achieving video-rate FLIM imaging for biological applications 28 . However, the small size of the SPAD active area (8 µm diameter, ~50µm
2 ), coupled with a low fill factor (0.02) are a significant disadvantage for collection efficiency.
In order to perform adequate detection readout, we have developed LabVIEW based interface capable of configuring the array settings and readout the photon counts from the FPGA. The relevant photon counts obtained, selected via the pixel addresses corresponding to the sub-array of the region, are sent to a second LabVIEW program created for postprocessing the multi-channel data, analysis and plotting. The software controls all aspects of the microscope system, including x-y scanner synchronisation with the Megaframe camera. The system was set up to process 50×50 data points for 5×5 detectors producing 250×250 pixel images. Once acquired, TCSPC data is saved into an ICS format and subsequently analyzed using TRI2 lifetime analysis software 29 . 
Multifocal generation
Various methods are available to generate multiple beams in a focal plane. We have primarily investigated the use of an SLM to generate highly flexible illumination for MPM. Whilst more light efficient, the inherent rigidity of refractive micro-lenses or DOE typically used to generate excitation beamlets in multifocal microscopy comes at the expense of individual beamlet manipulation (i.e. for alignment or geometry modification). In the case of a SLM, a phase pattern permits a considerable manipulation of the excitation plane. The reflective SLM configuration consists of a liquid crystal on silicon layer (LCOS) based on electrically controlled birefringence (ECB). A nematic liquid crystal orientation is aligned by means of a surfactant orientation layer, and the bulk alignment is modulated by dielectric coupling with an electric field applied between the two electrodes. ECB mode uses the applied voltage to change the tilt of the liquid crystal molecules in the direction of the electric field; changing the birefringence as a function of the tilt angle, resulting in a modulation of the spatial properties of an incoming beam. The LCOS works as an extended monitor, where all phase functions (gratings, phase masks, holograms, etc) are addressed via a standard Digital Visual Interface (DVI). A phase mask is projected on the microdisplay, which modulates the wavefront of the incident light on a pixel-by-pixel basis 30 . The phase mask corresponds to the Fourier transform of the desired intensity distribution. The ability of the SLM to represent complex-valued images enables intensive information processing functions using the Fourier transform properties of light. Such devices have been used extensively in STED 31 , holographic optical tweezers 32 and adaptive optics 33 .
Prior to implementing the GS algorithm as the beamlet generating method, a variety of alternatives were investigated including a lenslet array and Fresnel lenses. This section includes a description of the various approaches.
Refractive microlens array
A lenslet array (Thorlabs, 5.2mm focal length and 150 µm pitch) was setup in a Tscherning wavefront sensor (TWS) 34 configuration to establish the beamlets response to a distorting media. The TWS configuration images an object with a group of beams incident on the sample. The beamlet array is focused using a 0.9N.A. x40 air objective with collar correction [Nikon Instruments Inc., Japan], reflected using a high reflective surface and then re-directed via a beam splitter cube onto the CMOS camera (Thorlabs). Light incident on the grid of lenses is focused on the sample creating a series of focal spots. Planar light creates a regular grid of spots at given intervals. The fundamental principle is that the position of these focal points is directly related to the average slope of the wavefront across the lenslet. A distorted wavefront results in focal spots misplaced, missing, intensity loss and resolution degradation. In modern set-ups the TWS is used in real-time to monitor wavefront distortions and provide information so that the active optical correction unit can perform corrections. The TWS requires a reference source (reference mirror) to act as a basis of comparison for the focal spots generated.
Diffractive lens array
Initially the SLM was configured using the Fresnel phase patterns 35, 36 as a means to generate a flexible multifocal environment with Zernike aberration correction 37 incorporated. The Fresnel approach requires that quadrants of the SLM hologram space to be dedicated to the generation of the respective beamlets. The Huygens-Fresnel principle, used to generate the beamlets can be stated as:
Where ( ) is the complex amplitude at , is the angle between the outward normal n and the vector (vector between and ). The Fresnel approximation is obtained by considering the distance between and and using a binomial expansion while retaining the first three terms.
Holographic multifocal generation (Gerchberg-Saxton algorithm)
The GS algorithm occupies the entire hologram space which is iteratively optimized to generate the beamlets in Fourier space of the SLM. Initially an arbitrary distribution, frequently null, is allocated to the initial phase distribution in the hologram plane, .
The process is based on the sequential calculation of the distribution in the hologram plane, , from the previously calculated phase distribution, . The following steps of each iteration then progresses as follows:
= arg ( ( )) (6) In which and are the phase distribution in the target and hologram plane respectively. corresponds to the target intensity, given the field . Sequential calculation of equations 3-6 provide the phase distribution in hologram plane corresponding to the desired target plane intensity distribution. After a series of successive approximations the intensity in target plane, = | | , converges to an almost diffraction limited approximation of the desired intensity . In the case of a single spot the intensity in target plane, = | | = 1.The intensity distribution in the hologram ( ) and Fourier plane ( ) are expressed as xy functions, which are saved as 2D arrays of real-valued numbers 38 . Regardless of the much improved uniformity offered, slight heterogeneity resides, providing an approximate 60% uniformity.
In order to improve homogeneity of the beamlets, a weighted 3D-GS algorithm was implemented. Higher uniformity of the intensity distribution is obtained by introducing an additional degree of freedom, . The initial case assumes that all initial weights are set to 1 ( = 1).Illumination variations are minimized using a weighted sum ∑ | | with the constraint that all | | are all equal. In this method, the GS algorithm weighs the current calculated from those of the previous iteration, and then proceeds onto calculating the GS algorithm with a weighted coefficient 39 .
Adaptive optics
Adaptive optics in the context of microscopy has been developed as a method to compensate system or sample induced aberrations through refractive index mismatches. These distortions are equated to a distortion of the wavefront from the ideal planar or spherical form, ultimately resulting in resolution degradation. These aberrations can be modelled as phase variations in the pupil of the objective lens. Using an appropriate correction element such as a SLM or membrane deformable mirror, the aberrations are compensated by introducing an equal and opposite phase aberration. In order to appropriately characterize the specific aberrations it is convenient to represent these as a series of orthogonal functions, as done by Zernike modes. Zernike modes are regularly used due to the mathematical simplicity, added to the fact that low-order Zernike modes correspond closely to traditional aberration terms, such as astigmatism, coma or spherical aberration 40 . Various methods for monitoring the wavefront response to aberrations have been developed, the most prominent being the Shack-Hartmann wavefront sensor and interferometric sensors 41 . These methods require a point-like reference source. Alternatives to wavefront sensing primarily constitute of iterative approaches such as the Hill-Climbing algorithm 42 or the Random Search (RS) algorithm 43 . In contrast to wavefront sensing, these algorithms maximise on a given parameter such as intensity or sharpness, without the need of a reference. In order to compensate for the SLM's highly distorted microdisplay, a RS algorithm was developed. This particular algorithm applies a series of various Zernike polynomials with various amplitudes at random, while registering the appropriate maximum intensity. After a predefined series of iterations the algorithm displays the corrected Zernike phase pattern. This pattern corresponds to a summation o throughout th
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Fresnel lens array
The SLM used to generate Fresnel lenses produces beamlets at the intermediate focal plane directly proportional to the sum of quadrants projected on the microdisplay. As the various regions of the microdisplay suffer from different distortions due to the manufacturing process of the SLM, an individual correction corresponding to the appropriate quadrant is necessary. In order to incorporate adaptive optical correction, individual Zernike patterns have been generated for each spot and then added to the corresponding Fresnel lens. Shown below (Fig. 4) we demonstrate how to manipulate each spot individually. Different distortions were added in different proportions to a 2×2 beamlet array. Due to pixel density limitations, the amount of beamlets produced at the intermediate focal plane in front of the LCOS proved insufficient. With the increase of beamlets projected, the designated quadrants size for each Fresnel lens is proportionally reduced on the microdisplay. This results in low photon efficiency and high heterogeneity due to the Gaussian excitation beam profile. In our experience we produced a maximum number of 16 good-quality beamlets using Fresnel lenses.
Holographic multifocal generation (Gerchberg-Saxton algorithm)
The inflexibility from the lenslet array and the limited amount of beamlets produced via Fresnel approach, led to the implementation of the of the GS algorithm. This approach exhibits superior beamlet generation capability in the Fourier plane, with a higher degree of uniformity, as illustrated below. Figure 5 : Image of the beamlets generated in the Fourier plane using the GS algorithm. The images exhibit 64, 256 and 400 beamlets respectively.
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