Abstract-In this technical note we investigate the reachability and observability properties of a network system, running a Laplacian based average consensus algorithm, when the communication graph is a path or a cycle. Specifically, we provide necessary and sufficient conditions, based on simple rules from number theory, to characterize all and only the nodes from which the network system is reachable (respectively observable). Interesting immediate corollaries of our results are: i) a path graph is reachable (observable) from any single node if and only if the number of nodes of the graph is a power of two, = 2 ; , and ii) a cycle is reachable (observable) from any pair of nodes if and only if is a prime number. For any set of control (observation) nodes, we provide a closed form expression for the (unreachable) unobservable eigenvalues and for the eigenvectors of the (unreachable) unobservable subsystem.
I. INTRODUCTION
Distributed computation in network control systems has received great attention in the last years. One of the most studied problems is average consensus, namely computing the average of the initial states by performing local computation and exchanging local information. A survey on these algorithms and their performance may be found in [1] and references therein. We are interested in studying reachability and observability in a network running a consensus algorithm when only a subset of nodes is controlled by an external input or measured by an external sensor. Namely, is it possible to reach all the node configurations controlling a limited number of nodes? Respectively, is it possible to reconstruct the entire network state just knowing the state of a limited number of nodes? Reachability and observability play an important role in formation control, [2] , distributed estimation, [3] , [4] , and intrusion detection problems [5] , [6] . In the literature these properties are often assumed or considered as non generic. In this technical note we will concentrate on a network system with fixed undirected graph topology being a path or a cycle graph. Path and cycle graphs are important graph structures per se, used, e.g., in clock synchronization, and represent the constitutive elements for more complex graphs (e.g., product graphs). Thus, their analysis will provide interesting insights for the analysis of more complex structures.
The reachability (controllability) problem for first-order networks was introduced in [7] for the single control node case. Intensive simulations were provided showing that it is "unlikely" for a consensus network to be completely controllable. In [8] and [9] , see also [2] , necessary conditions for controllability are provided. The conditions rely on suitable algebraic graph tools based on the notion of equitable partitions of a graph. In [10] the same methodologies were used to study the dual observability problem. The results in these papers differ from ours in the following sense. These papers provide only necessary conditions for reachability (observability) of general graphs. 1 As opposed to it, we provide necessary and sufficient conditions (thus completely characterizing these properties), but for two special graphs, namely paths and cycles. In [11] and [12] controllability is studied for network systems with respectively switching communication topology and delays. In [13] observability is studied for network systems with decoupled dynamics and coupling appearing through the output. In [14] the nonzero entries of the consensus matrix are chosen to obtain observability. The contribution of the technical note is twofold. First, we provide necessary and sufficient conditions based on simple relations from number theory that completely characterize the reachability (observability) of path and cycle graphs. Specifically, on the basis of the node labels and the total number of nodes in the graph we are able to: (i) identify all and only the reachable (observable) nodes of the graph, (ii) say if the graph is reachable (observable) from a given set of nodes and (iii) compute in a distributed way a set of control (observation) nodes from which the graph is reachable (observable).
Second, we provide a closed form expression for the unreachable (unobservable) eigenvalues and eigenvectors, and characterize the orthogonal complement to the reachable subspace (respectively the unobservable subspace) for any unreachable (unobservable) set of nodes.
Notation: Let denote the natural numbers, for i 2 we let e i be the i-th element of the canonical basis, e.g. 
II. PRELIMINARIES AND PROBLEM SET-UP
In this section we give preliminaries on graph theory, set up the network reachability (observability) problem and recall standard results on linear systems reachability (observability).
A. Reachability and Observability in Multi-Agent Networks Running Average Consensus
We consider a collection of agents labeled by a set of identifiers I = f1; ... ; ng, where n 2 is the number of agents. We assume that the agents communicate according to a time-invariant undirected communication graph G = (I; E), where E = f(i; j) 2 I 2 I ji and j communicateg and Ni = fj 2 I j(i; j) 2 Eg is the set of neighbors of node i.
In this technical note we concentrate on two undirected graph topologies, namely path and cycle graphs. A path graph is a graph in which there are only nodes of degree two except for two nodes of degree one. The nodes of degree one are called external nodes, while the others are called internal nodes. From now on, without loss of generality, we will label the external nodes with 1 and n, and the internal nodes so that the edge set is E = f(i; i + 1)ji 2 f1; . ..; n 0 1gg. A cycle graph is a graph in which all the nodes have degree two. From now on, without loss of generality, we will label the nodes so that the edge set is E = f(i; i mod(n) + 1)ji 2 f1; ...; ngg. 1 The necessary and sufficient condition on path graphs in [8] Regarding the observability problem, we assume that an external processor collects information from a subset of nodes in the network called observation nodes. The external processor has to reconstruct the entire network state from the states of the observation nodes. Formally, for each observation node i 2 I, we have the output yi(t) = xi(t). Given the set of observation nodes Io = fi1; . . . ; img f1; . . . ; ng,
T . Therefore, the system dynamics is given by 
Remark 2.1 (Equivalence With Other Problem Set-Ups):
The controllability problem studied in [8] and [9] (and the dual observability problem studied in [10] ) can be equivalently formulated in our set up. Indeed, in that framework the followers' dynamics is affected by the leaders' state, whereas in ours by the leaders' input. Since each leader dynamics is a single-integrator (and thus controllable) it can be easily proven that the controllability properties of the two systems are equivalent. The same holds for the observability setting.
B. Standard Results on Reachability and Observability of Linear Systems
We start with some notation. The set of states that are reachable from the origin is the reachable subspace and will be denoted Xr. Respectively, the set of initial states that produce an identically zero output is the unobservable subspace and will be denoted Xno.
An important result on the reachability (observability) of timeinvariant linear systems is the Popov-Belevich-Hautus (PBH) lemma, e.g. [16] . Combining the PBH lemma with the fact that the state matrix is symmetric (therefore diagonalizable) the following lemma follows. 2 The analysis in the technical note can be extended to suitable discrete time versions of the above continuous time model, e.g., [15] . (1) In the rest of the technical note we will denote the eigenvalues and eigenvectors for which (1) holds unreachable (respectively, unobservable) eigenvalues and eigenvectors.
Lemma 2.2 (PBH Lemma for Symmetric Matrices):

III. REACHABILITY AND OBSERVABILITY OF PATH AND CYCLE GRAPHS
In this section we characterize the reachability and observability of path and cycle graphs.
A. Submatrix Decomposition of the Path and Cycle Laplacians
We start motivating the analysis in this subsection. Let Ln denote the Laplacian of a path graph of length n and B (C ) the input where the subindex refers to the matrix dimensions.
Remark 3.1 (Partition of the Laplacian of a Cycle):
Applying the same procedure to the Laplacian of a cycle, under the agreement of labeling the nodes so that i1 = 1, we get a partition of the Laplacian where the submatrices are all matrices of type M , 2 .
We are now ready to investigate the spectral properties of these matrices.
Lemma 3.2:
Any eigenvector of N , M and L , 2 , has nonzero first and last components.
Proof: The proof follows directly by showing that if the first or last component is zero, then all the others are zero.
Next proposition characterizes the eigenstructure of N and M. A general version of this result is proven in [17] . . . .
. . . ; j= 1; . . . ;, k = 1; . . . ;.
B. Reachability and Observability of Path Graphs
We characterize the reachability (observability) of a path graph by using the PBH lemma in the form expressed in Lemma 2.2. First, combining the Lemma 3.2 with Lemma 2.2, it follows straight that a path graph is reachable (observable) from each of the external nodes as shown, e.g., in [8] ( [18] ). The next two lemmas give necessary and sufficient conditions for reachability (observability) from a given subset of nodes in terms of the N and M submatrices. The fact that the unreachable (unobservable) eigenvalues of Ln from node i are all and only the eigenvalues common to N i01 and N n0i
follows from the previous argument.
A generalization to the multi input (output) case is given in the following lemma. We are now ready to completely characterize the reachability (observability) of a path by means of simple rules from number theory. For the sake of clarity, we state the theorem for path graphs of length n, where n has a prime factorization with distinct odd prime factors.
The general case follows straight and is discussed in a remark. Proof: Using Lemma 3.4 we have that the path graph is not completely reachable (observable) from node i if and only if N i01 and Nn0i have at least one common eigenvalue. Therefore, using Proposition 3.3, we have that it must hold 2 0 2 cos((2j 1 0 1)=(2(i 0 1) + 1)) =202 cos((2j 2 01)=(2(n0i)+1),for some j 1 2 f1; . . . ; i01g and j2 2 f1; . . . ; (n 0 i)g. In the admissible range of j1 and j2 the cosine arguments are less than so that the cosine is one to one. Thus, the equality holds if and only if (2j1 0 1)=(2(i 0 1) + 1) = (2j2 0 1)=(2(n 0 i) + 1). Two integers j1 and j2 satisfying this equation exist in the admissible range if only if 2(i 01)+1 and 2(n 0i)+1 are not coprime, that is, if and only if GCD(2i 0 1; 2n 0 2i + 1) is greater than one. Now, GCD(2i 0 1; 2n 0 2i + 1) is odd because 2i 0 1 and 2n 0 2i + 1 are. Therefore, we can write 2i 0 1 = p 1 and 2n 0 2i + 1 = p2 with p, 1 and 2 odd. This is equivalent to n + n 0 2i + 1 = p 2 and, since p divides n, p must divide also (n 0 2i + 1) thus concluding the first part of the proof.
To prove statement (ii), we have by Lemma 3.5 do not have common eigenvalues. The proof follows by using again Proposition 3.3 and the same arguments as in the single node case.
To prove statement (iii), we start observing that the set of nodes I p s = f`p 0 ((p 0 1)=2)g`2 f1;...;(n=p) g, is the set of all nodes satisfying condition in (i) for a given p 2 fp 1 ; . . . ; p k g. Using Lemma 3.5, we have that the unreachable (unobservable) eigenvalues from this set of nodes are the common eigenvalues to N (p01)=2 and Mp01. From Proposition 3.3, it follows easily that the common eigenvalues between N (p01)=2 and Mp01 are all the eigenvalues of N (p01)=2 and have the form in (3). Regarding the unreachable (unobservable) eigenvectors, from Lemma 2.2 it follows straight that the eigenvectors have zero components as in (4) . To prove that the nonzero components have that special structure in (4), we observe that they and n=p 5v , where v is an eigenvector of N (p01)=2 and 2 , 2 f0; . . . ; (n=p)g. Finally, using the same argument in the proof of Lemma 3.5, it must hold = 001, 2 f1; . . . ; (n=p)g, so that the proof follows by choosing 0 = 1.
The proof of statement (iv) follows from the definition of unreachable (unobservable) eigenvalues and eigenvectors, and arguments as in the previous statements.
Remark 3.7 (General Version of Theorem 3.6):
In the general case of a path graph of length n = 2 n k =1 p , where p1; . . . ; p k are not all distinct, statement (i) and (ii) of Theorem 3.6 continue to hold in the same form. As regards statement (iii), it still holds in the same form, but it can also be strengthen with a slight modification. The following corollary follows straight from Theorem 3.6 and characterizes all and only the path graphs that are observable from any node.
Corollary 3.8 (Reachable (Observable) Paths From any Node):
A path graph is reachable (observable) from any node if and only if it has length n = 2 k for some k 2 .
Next, we provide a simple routine giving a graphical interpretation of the results of the theorem. We describe the routine for paths with simple factorization leaving the straightforward generalization to the reader. We proceed by associating the same symbol to nodes in the same set I p s (defined in point (iii) of Theorem 3.6) for a given p. Formally, let n = 2 n k =1 p for some n 0 2 and p 1 ; . . . ; p k prime integers.
At the beginning of the procedure the nodes have no symbols. For any p , 2 f1; . . . ; kg, we partition the nodes into n=p groups of p nodes and assign the same symbol to all the nodes in position i = jp 0 ((p 0 1)=2), j 2 f1; . . . ; (n=p )g. A set of nodes from which the path is reachable (observable) is obtained by selecting any node without symbols, if there are any, or a set of nodes with no symbols in common. Two examples, n = 6 (even) and n = 15 (odd), are shown, respectively, in Fig. 1(a) and (b) .
In Fig. 1(a) the network is unobservable from nodes with the triangle symbol. Indeed, these nodes share the same unreachable (unobservable) eigenvalue = 1. In view of the previous results, focusing on node i1 = 2, notice that Ni01 = N1 = [1] (whose eigenvalue is 1), N n0i = N 4 and its eigenvalues are: {0.12, 1, 2.35, 3.53}. The common eigenvalue is of course = 1. The unreachability (unobservability) can be easily checked using the test In Fig. 1(b) nodes with the triangle belong to the set I p s , with p 1 = 3, and nodes with the square to I p s , with p2 = 5. The "triangle nodes" share the same (unreachable) unobservable eigenvalue = 1(N i01 = N1 = [1] ), while two unreachable (unobservable) eigenvalues, 0.3820 and 2.6180, are associated to the "square nodes". Finally, the central node has both symbols.
Remark 3.9 (Distributed Computation of a Reachable (Observable) Set of Nodes):
Each node can compute its "symbols" by knowing only the total number of nodes and its identifier (by performing a prime number factorization and simple computations of modular arithmetic). Thus, a set of control (observation) nodes from which the network is reachable (observable) can be easily computed in a distributed way by means of simple flooding algorithms.
C. Reachability and Observability of Cycle Graphs
Next, we characterize the reachability (observability) of a cycle graph. We start with a negative result, namely that a cycle graph is not reachable (observable) from a single node. First, we need a standard result in linear systems theory [16] . All but at most two eigenvalues of the Laplacian of the cycle have geometric multiplicity two, [19] . Thus, applying the previous lemma next proposition follows. It is worth noting that, due to the symmetry of the cycle, the reachability (observability) properties are determined by the relative distance between each pair of consecutive control (observation) nodes. The following theorem parallels Theorem 3.6. As for the path, we state the theorem for cycle graphs of length n, where n has a prime factorization with distinct prime factors. The general case follows straight from similar arguments as in Remark 3.7. Proof: We provide a sketch of the proof since it follows the same line of Theorem 3.6. Statement (i) is proven by using Lemma 3.12 and the structure of the eigenvalues of the M matrices given in Proposition 3.3 with the same argument as in Theorem 3.6 (i) and (ii). To prove statement (ii), observe that the set I p s = f +`pg`2 f1;...;(n=p)g , is the set of all nodes satisfying condition in (i) for a given p 2 fp 1 ; ... ;p k g.
Using Lemma 3.12, we have that the unreachable (unobservable) eigenvalues from this set of nodes are the eigenvalues of Mp01. The proof follows by the same arguments as in Theorem 3.6 (iii). Finally, statement (iii) follows straight.
The next corollaries provide respectively an easy way to choose two control (observation) nodes to obtain reachability (observability) for any cycle length and the class of cycle graphs (lengths) for which reachability (observability) is guaranteed for any pair of nodes.
Corollary 3.14: Any cycle graph is reachable (observable) from two adjacent nodes.
Corollary 3.15:
A cycle of length n is reachable (observable) from any pair of nodes if and only if n is prime.
As for the path, we provide a simple routine giving a graphical interpretation of the results of the theorem. Let n = k =1 p for some k 2 and p 1 ; . ..;p k distinct prime integers (including 2 among the ps). For any p, 2 f1; .. .;kg and i 2 f1; .. .;pg, partition the nodes into n=p groups of p nodes and assign the same symbol to all the nodes in position i+jp , j 2 f0; . ..; n p 01g. Nodes with the same symbol have a nonempty set of unreachable (unobservable) eigenvectors. A set of nodes from which the cycle is reachable (observable) is given by any subset of nodes having no symbols in common. In Fig. 2 there are two symbols for each node. This is because n = 15 = 3 1 
5.
Upper symbols have periodicity 5 and the others have periodicity 3. Notice the ease of design using the above procedure. For example {4, 13} and {8, 14} are unreachable (unobservable) pairs since they share respectively the square and the parallelogram, while {2, 13} and {5, 12} are reachable (observable) pairs. Finally, two neighboring nodes always have different symbols in accordance with the result in Corollary 3.14.
IV. CONCLUSION
In this technical note we have characterized the reachability (observability) of path and cycle graphs in terms of simple rules from number theory. In particular, we have shown what are all and only the unreachable (unobservable) sets of nodes and provided simple routines to select a set of control (observation) nodes leading to reachability (observability). Promising avenues for future research include the extension of the proposed results to more complex graphs having paths and cycles as constitutive graphs (e.g., grid, torus and cylinder graphs).
