Weak convergence of the empirical copula process indexed by a class of functions is established. While some smoothness of these functions is required, no smoothness of the underlying copula function is needed.
Introduction
Let F be a distribution function in R d with continuous marginals F j , j = 1, . . . , d and copula function C. Given an i.i.d. sample X 1 , . . . , X n from F , we can construct the empirical distribution function
with marginals F nj , j ∈ {1, . . . , d}. The empirical copula function is defined by
and the (ordinary) empirical copula process is given by
Weak convergence of the empirical copula process is well studied, see Stute (1984) , Gänssler & Stute (1987) , Fermanian et al. (2004) . Segers (2012) obtained weak convergence under the weak condition that the first-order partial derivatives of the copula C exist and are continuous on the interior of the unit hypercube. He slightly relaxed the condition used in Fermanian et al. (2004) that required existence and continuity of the first-order partial derivatives of C on the entire hypercube.
This is a sharp condition as Theorem 4 of Fermanian et al. (2004) shows that the empirical copula process no longer converges if the continuity of any of the d first-order partial derivatives fails at a point u ∈ (0, 1) d . While it can be verified that C n is left-continuous with right-hand limits, its
is càdlàg (right-continuous with left-hand limits) and as such a more standard object in probability theory and Lebesgue-Stieltjes integration. The empirical copula processes √ n(C n − C)(u) and √ n(C n − C)(u) are asymptotically equivalent as
as pointed out by Fermanian et al. (2004, proof of Theorem 6) , and hence the process
converges weakly in ℓ ∞ ([0, 1] d ) under the same weak assumptions as in Segers (2012) .
This paper addresses the following question: Can we generalize the empirical copula process to a process indexed by functions on the unit hypercube, rather than points in the unit hypercube? A naive solution is to consider
for some function g : [0, 1] d → R since (6) reduces to (2) by taking g(v) = 1{v ≤ u}. A more interesting generalization is to consider
based on the càdlàg versionC n of C n . This generalization is of more interest becauseZ n (g) is a multivariate rank order statistic and common in the statistics literature. See Ruymgaart et al (1972) , Ruymgaart (1974) and Rüschendorf (1976) (6) or (7) converge weakly in ℓ ∞ (G)?" In case the underlying copula satisfies Segers' condition above, we conjecture that under mild conditions on G this is indeed true. This will be the topic of a forthcoming paper. Interestingly, if the functions g are sufficiently smooth, then existence of first-order partial derivatives of C is no longer required for the weak convergence of Z n . This remarkable fact is the topic of this paper and is stated in Theorem 1. We stress that many well-known copulas are not differentiable, for example, the Frechet-Hoeffding copulas, the Marshal-Olkin copula, the Cuadras-Augé copula, the Raftery copula, among many others, see the monograph by Nelson (1999) . Moreover, many of the common goodness-of-fit tests for copulas rely on the weak convergence of the standard copula process and thus do not apply in non-differentiable settings.
The paper is organized as follows. Our main result (Theorem 1) is presented in Section 2, followed by a discussion and corollaries in Section 3. The proofs are collected in Section 4. Finally, the appendix contains technical results.
Main result
The main result requires that G is a C-Donsker class of differentiable functions g :
For any g ∈ G, we writeġ k be the partial derivative of g with respect to the kth coordinate, i.e.,
We assume that the classes of partial derivativeṡ
are uniformly equicontinuous.
Theorem 1. Assume that -F has continuous marginals, and copula function C;
-G is a uniformly bounded C-Donsker class;
-the first-order partial derivativesġ k of g ∈ G exist and the classesĠ k , k = 1, . . . , d, are uniformly equicontinuous and uniformly bounded.
Then, the empirical copula processZ n , defined in (7), converges weakly to a Gaussian process in
Proof. See section 4.1.
Interestingly, if the functions g are sufficiently smooth, then existence of first-order partial derivatives of C is no longer required for the weak convergence ofZ n . As usual in the empirical process literature, it is tacitly understood that we take outer probability measures whenever measurability issues arise.
The following proposition states that using Z n orZ n is irrelevant for the limiting distribution.
Proposition 2. Under the assumptions of Theorem 1, we have
almost surely, as n → ∞.
Proof. See Section 4.2. be uniformly bounded.
• It is remarkable that Theorem 1 holds without any condition on C, under rather mild regularity on the functions g. This is in contrast with the required smoothness assumptions on C for the ordinary empirical copula process (indexed by boxes) in (2) .
Arguably the best known examples of non-differentiable copulas are the Marshal-Olkin copula
, and the Frechet-Hoeffding copulas C(u, v) = max(u + v − 1, 0) and C(u, v) = min(u, v). Another example is the Cuadras-Augé copula given by
A common technique to construct a copula from a given function δ :
non-differentiable copulas as well by setting
• A natural class of functions to consider is C s 
Semi-parametric MLE
This type of results is useful in the same way the extension of the empirical process indexed by general Donsker classes from indicator functions on the half-spaces (−∞, x], x ∈ R d , has proved extremely useful. See, for instance, the monograph Van der Vaart & Wellner (1996) . In the context of copula estimation, an important example is the following semi-parametric maximum likelihood estimation problem (Tsukahara 2005) . Suppose that the copula C is parametrized by a finite dimensional parameter θ ∈ Θ, a subset of R k , with density c θ and that the marginal distributions
and a common strategy therefore is to replace the unknown marginals F j by F nj and maximize
over θ. Assuming we can take the derivative with respect to θ, we define
We emphasize that Ψ n an integral with respect toC n , not C n . Here φ θ is the derivative of log c θ with respect to θ.
Van der Vaart & Wellner (1996, Example 3.9.35) show that the solution θ n of Ψ n (θ) = 0 is asymptotically normal, provided the process √ n(Ψ n − Ψ)(θ) converges weakly and regularity of Ψ at θ 0 :
Corollary 3. Suppose Ψ(θ) = 0 has a unique solution θ 0 , Ψ is a local homeomorphism at θ 0 , differentiable at θ 0 with derivativeΨ θ 0 and √ n(Ψ n − Ψ)(θ) converges in distribution to a Gaussian Z with continuous sample paths in ℓ ∞ (Θ), then
Consequently, if the class of functions φ θ indexed by θ ∈ Θ satisfies the conditions of Theorem 1 (with no assumptions on C), and
and Ψ satisfies the regularity condition of Corollary 3, then θ is asymptotically normal.
Testing of non-smooth copulas
The usual Kolmogorov-Smirnov test statistic
converges only provided C is sufficiently regular (conform Segers (2012) conditions). If we want to test for a non-smooth C, this test does not work. Theorem 1 poses a solution by considering
for a sufficiently rich class G instead. For instance, the class of all differentiable functions g with Lipschitz partial derivatives on [0, 1] d is (universally) Donsker, whilst it is rich enough for our testing purposes as it characterizes weak convergence.
From a computational point of view, we may consider the class g(x) = g t (x) = exp(< t, x >), with t ranging over a bounded subset of R d , so that we compare the moment generating functions (which are defined for any copula, as the random variables are bounded). By making the parameter set bounded, we ensure that the class is (uniformly) Donsker.
Bootstrap empirical copula processes
Finally, we provide the bootstrap counterpart of the main result (Theorem 1). Let the bootstrap sample (X * 1 , . . . , X * n ) be obtained by sampling with replacement from X 1 ,. . ., X n . We write
for the empirical cdf based on the bootstrap, with marginals
We denote its associated empirical copula function by C * n and
For the bootstrap empirical copula process
we have the following bootstrap version of Theorem 1.
Theorem 4.
Under the conditions of Theorem 1, the conditional distribution of {Z * n (g), g ∈ G} converges weakly to the same Gaussian limit as {Z n (g), g ∈ G}.
Proof. See Section 4.3.
Proofs
Throughout, we assume without loss of generality that all marginals F j are uniform distributions, j = 1, . . . , d. This implies that F = C. This common simplification in the copula literature is justified by, for instance, Lemma 8 of Fermanian et al (2013) . Indeed, Z n (g) andZ n (g) remain the same if we replace the original observations X i = (X i1 , . . . , X id ) by the pseudo-observations Having made this blanket assumption (F j (x) = x, j = 1, . . . , d), we denote by U n the empirical
Proof of Theorem 1
For any g ∈ G, we writeġ k be the partial derivative of g with respect to the kth coordinate and we define, for k ∈ {1, . . . , d}, the classes
based on the functions
We define the empirical process
Lemma 5 shows that Z n converges weakly, and it suffices to show thatZ n and Z n are asymptotically equivalent, as n → ∞. Some simple algebra shows that
and
It is now easily verified that
Hence, if
in probability, as n → ∞, thenZ n converges weakly to the same limit as Z n . This is verified in the Propositions 6 & 7, and the proof of Theorem 1 is complete.
Lemma 5. Under the assumptions of Theorem 1, the empirical process Z n converges weakly.
Proof. The class
is a subset of the class
By definition, the class G is C-Donsker and the classesĠ k , k ∈ {1, . . . , d}, are uniformly equicontinuous. This implies that the classes G int,k , k ∈ {1, . . . , d}, are C-Donsker. This in turn implies that the class G ′′ is C-Donsker by Theorem 2. 
Proof. We have
Here X n,x are (random) points on the line segment between x and (F n1 (x 1 ), · · · , F nd (x d )) T , and we used the mean value theorem. Hence, it suffices to prove that
for each k ∈ {1, . . . , d}. By Lemma 8 in the appendix below, there exists a bounded, non-negative, and monotone increasing function φ k (t) with lim t↓0 φ k (t) = 0 such that
The empirical process U nk converges weakly and hence U nk ∞ = O p (1). By the Glivenko-Cantelli
. We conclude that (18) holds for every k ∈ {1, . . . , d} and hence (17) is verified.
Proposition 7. Under the assumptions of Theorem 1, we have
Proof. It suffices to show that
for each k ∈ {1, . . . , d}, for
We define the class of functions
Fix an arbitrary (small) ε ∈ (0, 1).
On the event { U nk ∞ ≤ M }, we have
and to prove the proposition, it suffices to verify that the term on the right converges to zero, in probability, n → ∞. By Theorem 2.4.3 of Van der Vaart & Wellner (1996) , the right-hand side of (22) converges to zero, if 1. the class H k,n (M ) has an integrable envelope and 2. for all ξ > 0,
the number of closed balls of radius ξ in L 1 (F n ) needed to cover H k,n (M ).
SinceĠ k is uniformly bounded, sup f k ∈Ġ k f k ∞ ≤ M k for some M k < ∞, and we find
so the envelope condition is fulfilled. We now verify that the metric entropy condition holds. We fix arbitrary h, h ′ ∈ H k,n (M ), and write
We can easily deduce that, for any probability measure Q,
Hence, we conclude that, for any probability measure Q and ξ > 0,
Here
. By Lemmata 9 & 10 in the appendix, we have, from (23), that
with the supremum taken over all probability measures Q, for some finite constants
independent of n. This completes the proof.
Proof of Proposition 2
We concentrate on the event with probability one that none of the individual coordinates of the
. . , n, coincide. We write
for the functions
For each i, the functions C i n and C i n agree on the grid
Let Y i n,m , m = 1, 2, . . . be any sequence such that
Note that for each i and each j, the function 1
The preceding displays (24) and (25) together imply that the function C i n has a single jump of size one at the point
Here, the first line follows from the locations of the jumps of the functions C i n and C i n , the second line uses the continuity of g, the third line follows from the mean value theorem, with Y i n a point on the line segment between Y i n and Y i n − (1/n, . . . , 1/n), and the fourth line follows from the assumption thatĠ k is uniformly bounded. Hence,
This completes the proof.
Proof of Theorem 4
Let U * n = √ n(F * n − F n ) be the bootstrap counterpart of U n = √ n(F n − F ) with marginals U * nj , j ∈ {1, . . . , d}, and recall that F = C as the marginal distributions F j are uniform distributions on [0, 1]. We define the empirical processes
with g ∈ G. The process Z * n has a tight Gaussian limit, by the bootstrap CLT (see, for instance, Van der Vaart & Wellner 1996, Theorem 3.6.1) and Lemma 5. Hence it suffices to show
For this, we first observe that, after rearranging terms,
with
For the first term on the right in (29), we reason as in Proposition 6 and we use thatġ k is uniformly equicontinuous and both U nk and U * nk converge weakly. More precisely, there exists a bounded function φ k with lim t↓0 φ k (t) = 0 such that
For the second term on the right in (29), we write
for the bounded functions φ k with lim t↓0 φ k (t) = 0. Moreover, for each ε > 0 there exists a
has probability at least 1 − ε for n → ∞, and on this event
as n → ∞, by the same reasoning as in Proposition 7, with the class H n,k (M ) defined in (21). Note that, by the triangle inequality,ġ k U * nk ∈ H n,k (M ) on the above event.
For the third term on the right in (29), we can argue as for the previous term above, now using the weak convergence of U * n in lieu of U n . In particular, for each fixed ε > 0, choose M < ∞ for which
holds with (bootstrap) probability at least 1 − ε, as n → ∞. On this event, 
as all functions h ∈ H n,k (M ) are uniformly bounded and the required entropy condition is met with ease, as (23) shows that
with the supremum taken over all probability measures Q, for all ξ > 0.
Hence (28) holds, and the theorem follows from the weak convergence of Z * n .
A Technical results
This section contains technical lemmata needed for the proof of Theorem 1. 
In addition, φ F is finite valued.
Proof. Let Clearly, φ F is monotone increasing. In addition, (30) must hold, for otherwise F is not uniformly equicontinuous. Next, for any x ′ , y ′ , we let δ = x ′ − y ′ , and we observe that 
