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Dynamical error suppression techniques are commonly used to improve coherence in quantum
systems. They reduce dephasing errors by applying control pulses designed to reverse erroneous
coherent evolution driven by environmental noise. However, such methods cannot correct for irre-
versible processes such as energy relaxation. In this work, we investigate a complementary, stochastic
approach to reducing errors: instead of deterministically reversing the unwanted qubit evolution,
we use control pulses to shape the noise environment dynamically. In the context of supercon-
ducting qubits, we implement a pumping sequence to reduce the number of unpaired electrons
(quasiparticles) in close proximity to the device. We report a 70% reduction in the quasiparticle
density, resulting in a threefold enhancement in qubit relaxation times, and a comparable reduction
in coherence variability.
Since Hahn’s invention of the spin-echo in 1950 [1],
coherent control techniques have been crucial tools for
reducing errors, improving control fidelity, performing
noise spectroscopy and generally extending coherence in
both natural and artificial spin systems. All of these
methods are similar: they correct for dephasing errors
by reversing unintended phase accumulations due to a
noisy environment through the application of a sequence
of control pulses, thereby improving the dephasing time
T2. However, such coherent control techniques cannot
correct for irreversible processes that reduce the relax-
ation time T1, where energy is lost to the environment.
Improving T1 requires either reducing the coupling be-
tween the spin system and its noisy environment, reduc-
ing the noise in the environment itself [2], or implement-
ing full quantum error correction.
We demonstrate a pumping sequence that dynamically
reduces the noise in the environment and improves T1 of
a superconducting qubit through an irreversible pumping
process. The sequence contains the same type of control
pulses common to all dynamical-decoupling sequences,
but instead of coherently and deterministically control-
ling the qubit time evolution, the sequence is designed
to shape the noise stochastically via inelastic energy ex-
change with the environment. Similar methods have been
used to extend T2 of spin qubits by dynamic nuclear po-
larization [3], and irreversible control techniques are com-
monly used to prepare systems into well-defined quantum
states through optical pumping [4, 5] and sideband cool-
ing [6], but outside of quantum error correction, to our
knowledge no dynamic enhancement of T1 has been pre-
viously reported.
We implement the pumping sequence in a supercon-
ducting flux qubit, with the aim of reducing the pop-
ulation of unpaired electrons or quasiparticles in close
vicinity to the device. As a superconducting circuit is
cooled well below its critical temperature, the quasipar-
ticle density via BCS theory is expected to be exponen-
tially suppressed, but a number of experimental groups
have reported higher-than-expected values in a wide va-
riety of systems [7–10]. Although the reasons for the
enhanced quasiparticle population or the mechanism be-
hind quasiparticle generation are not fully understood,
their presence has a number of adverse effects on the
qubit performance, causing relaxation [11–16], dephasing
[17–19], excess excited-state population [20], temporal
variations in qubit parameters [21–24], and are predicted
to be a major obstacle for realizing Majorana qubits in
semiconductor nanowires [25]. Our results provide an in
situ technique for removing quasiparticles, especially in
conjunction with recent experiments showing that vor-
tices in superconducting electrodes can act as quasipar-
ticles traps, thus keeping the quasiparticles away from
the Josephson junctions where they may contribute to
qubit relaxation [22, 26–28].
We characterize and quantify the quasiparticle popula-
tion by measuring qubit relaxation. Generally, the relax-
ation rate is given by a sum of contributions from many
different decay channels. Quasiparticles contribute to the
relaxation in a process whereby the qubit releases its en-
ergy to a quasiparticle tunneling across one of the Joseph-
son junctions (Fig. 1A). Because of the small number of
quasiparticles typically present in the device, fluctuations
in the quasiparticle population lead to large temporal
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2FIG. 1. Non-exponential decay in a superconducting flux
qubit. (A) Schematic drawing of device A, consisting of a
flux qubit (lower loop) coupled to a dc SQUID for qubit read-
out (outer loop). The red crosses mark the position of the
Josephson junctions. Qubit relaxation is induced by quasi-
particles tunneling across the qubit junctions, as illustrated
by the turquoise circle. (B) Qubit decay, measured by apply-
ing a pi-pulse and delaying the qubit readout. The decay is
clearly non-exponential, with the solid line showing a fit to the
decay function expected from quasiparticle tunneling [Eq. (1)
in the main text]. (C) Pulse sequence for pumping quasipar-
ticles away from the qubit junctions, consisting of multiple
qubit pi-pulses separated by a fixed period ∆T . (D) Average
qubit population during the pumping sequence, measured by
repeating the experiment over 40,000 trials. The remaining
population after each pulse interval steadily increases, demon-
strating that the qubit decay becomes progressively slower.
The solid lines are fits to Eq. (1) in the main text, with 〈nqp〉
decreasing as {2.4, 1.9, 1.7, 1.6} from the first to the last decay.
variations in the qubit decay rate. As a consequence, if
the number of quasiparticles changes between trials while
one repeats an experiment to determine the average qubit
polarization, the time-domain decay no longer follows a
single exponential, but rather takes the form [21] (see
also Ref. [29], section S2)
p(t) = e〈nqp〉(exp [−t/T˜1qp]−1) e−t/T1R . (1)
Here, 〈nqp〉 is the average quasiparticle population in the
qubit region during the experiment, T˜1qp is the relaxation
time induced by one quasiparticle and T1R is the resid-
ual relaxation time from other decay channels such as
flux noise, Purcell decay or dielectric losses. Because only
quasiparticles are responsible for the non-exponential de-
cay, Eq. (1) provides a direct method for separating out
quasiparticle contributions from other relaxation chan-
nels.
The experiments are performed using two different
flux qubits. Device A is a traditional flux qubit with
switching-current readout using a dc superconducting
quantum interference device (SQUID), while device B is
a capacitively shunted (C-shunt) flux qubit [24]. Qubit
A was operated at a frequency of 5.4 GHz, while qubit
B was operated at 4.7 GHz, see sections S1 and S6 in
Ref. [29] for more information on qubit parameters. Fig-
ure 1B shows the measured relaxation of qubit A, to-
gether with a fit to Eq. (1). The decay is clearly non-
exponential, exhibiting a fast initial decay due to quasi-
particle fluctuations, followed by a slower, constant decay
due to residual relaxation channels. From the fit, we find
an average quasiparticle population 〈nqp〉 = 2.5, with
T˜1qp = 23µs and T1R = 55µs. We have also measured
the qubit decay as a function of flux and temperature to
validate further its sensitivity to quasiparticles (sections
S3 and S4 in Ref. [29]).
Interestingly, the same mechanism that leads to qubit
relaxation also provides an opportunity for reducing
the quasiparticle population. When the qubit relaxes
through a quasiparticle tunneling event, the quasiparticle
both tunnels to a different island and acquires an energy
h¯ω0 from the qubit (ω0/2pi is the qubit frequency). The
increase in energy leads to a higher quasiparticle veloc-
ity (at constant mean free path), so that a quasiparticle
can move more quickly away from the regions close to
the qubit junctions where it may cause qubit relaxation.
The situation is depicted in Fig. 1A, where the quasi-
particle tunneling out from the section of the qubit loop
containing the junctions may diffuse away towards the
normal-metal ground electrode.
We make use of this mechanism by applying a pulse se-
quence (Fig. 1C) consisting of several qubit pi-pulses sep-
arated by a fixed period (in this case ∆T = 30µs). The
first pi-pulse excites the qubit into state |1〉 and, dur-
ing the subsequent waiting time, it has some probability
of relaxing to the ground state. Because T˜1qp < T1R,
this most likely occurs through a quasiparticle tunneling
event, which transfers a quasiparticle across a junction,
increases the quasiparticle energy and thereby enhances
its diffusion rate. The process is stochastic and may
transfer quasiparticle in any direction, but by repeating
the sequence we expect to pump quasiparticles away from
the qubit junctions. The measured average qubit po-
larization during the pumping sequence (Fig. 1D) starts
with the qubit in the ground state, the first pi-pulse brings
the qubit to |1〉, and during the following waiting period
the qubit relaxes back to an average polarization of 9%.
The second pi-pulse inverts the polarization to 91%, and
the qubit starts decaying again. However, at the end
of the second waiting period the remaining polarization
is 11%, demonstrating that the decay is slower during
the second interval. The third and fourth pi-pulses fur-
3B
A
C
D
0 10 20 30
Read-out delay, τ (μs)
0.1
1/e
1
N
or
m
al
iz
ed
 p
op
ul
at
io
n
N = 40
N = 30
N = 20
N = 10
N = 4
N = 1
N = 0
0.0
0.5
1.0
1.5
2.0
2.5
0 20 40 60
Number of pulses, N
0
5
10
15
20
25
<n
qp
>
T 1
qp
 (μ
s)
Qubit
read-out
N pump pulses Probe pulse
ΔT τ
T1/e =
26 μs
T1/e=8 μs
FIG. 2. Dynamic improvement in qubit decay time. (A) Pulse
sequence for pumping quasiparticles. The last pi-pulse acts as
a probe pulse to measure the qubit polarization. (B) Normal-
ized population vs. read-out delay, showing qubit decay after
the pump sequence, measured with ∆T = 10µs for increasing
number of pulses N . The decay time steadily increases from
T1/e = 8µs to T1/e = 26µs after 40 pump pulses. The decay
traces have been normalized to the population at τ = 0 to
allow direct comparison. The solid lines are fits to Eq. (1) in
the main text. Each data point is averaged over 105 trials.
(C) Average quasiparticle number 〈nqp〉 and (D) decay rate
per quasiparticle T˜1qp, extracted from the fits shown in panel
B. T1R is held constant at 55µs for all fits.
ther slow down the decay, yielding a remaining polariza-
tion of 12% and 13%, respectively. Note that the excess
population can be removed by using single-shot readout
techniques to reset the qubit state after the pumping se-
quence ends [30].
We quantify the reduction in qubit decay by extend-
ing the pump sequence to contain more pi-pulses and fit-
ting the decay to Eq. (1). The measured qubit decay
using up to 40 pumping pulses (Fig. 2) demonstrates a
more than threefold enhancement in qubit decay time
compared to the bare decay, where the decay time is de-
fined as the time T1/e it takes for the signal to decay
by a factor of 1/e. The solid lines in Fig. 2B are fits
to Eq. (1), and Figs. 2C,D show the resulting fitting pa-
rameters 〈nqp〉 and T˜1qp as a function of the number of
pumping pulses. The average quasiparticle population
drops from 〈nqp〉 = 2.2 to about 〈nqp〉 = 0.5 after 40
pulses, and then saturates at this level. At the same time,
the decay time associated with one quasiparticle drops
from T˜1qp = 20µs to about T˜1qp ∼ 7µs. The reduction
of T˜1qp is somewhat unexpected, as one might generally
expect the decay time per quasiparticle to remain con-
stant as the quasiparticles are pumped away. However,
as the number of pi-pulses increases, the quasiparticles re-
maining near the junctions generally have higher energy
and hence cause qubit excitation as well as qubit relax-
ation; since 1/T˜1qp is the sum of decay and excitation
rates, this conceptually explains in part the suppression
of T˜1qp. Note that, despite the introduction of an excita-
tion rate, the qubit will still eventually decay to |0〉 due
to non-quasiparticle relaxation channels (T1R), prevent-
ing us from determining the excitation and decay rate
separately from the steady-state qubit population. We
also note that the range of values of T˜1qp reported here
is consistent with previous measurements in flux qubits
[31].
To validate the quasiparticle pumping model further,
and to rule out alternate explanations of the data, we
have also implemented the same pumping scheme using
pulses corresponding to 2pi instead of pi rotations. If the
qubit’s environment were directly influenced by the mi-
crowave pulses through a different mechanism than quasi-
particle pumping (for example heating, or saturation of
two-level systems), we would expect both the pi and 2pi
pulses to affect the qubit decay time. However, in the
experiment we only observe an improvement in the qubit
decay when driving the system with pi pulses, consistent
with quasiparticle pumping model (Ref. [29], section S7).
Having demonstrated that the pumping sequence can
substantially reduce the quasiparticle population, we in-
vestigate how long the reduction in 〈nqp〉 persists before
it returns to the equilibrium value by introducing a vari-
able delay before the final probe pulse (see Ref. [29], sec-
tion S5). With the exception of an initial, faster rate
for tdelay < 50µs, the return to its steady state is well
described by an exponential function with a time con-
stant of 300µs. The timescale for quasiparticle recovery
is much longer than the qubit lifetime, thus justifying the
use of the steady-state solution in Eq. (1) for estimating
the quasiparticle population.
The measured quasiparticle population range of
〈nqp〉 ∼ 0.5− 2.5 corresponds to an upper bound on the
normalized quasiparticles density of xqp ∼ 10−4 − 10−5,
where xqp is the number of quasiparticles divided by
the number of Cooper pairs and we assume that all
decay-inducing quasiparticles are confined to the qubit
islands. This is higher than the typical values of xqp ∼
10−6− 10−7 reported in the literature [7–10]. The differ-
ence may possibly be attributed to the switching current
readout of device A, where the qubit state is inferred by
applying a short current pulse to the SQUID and de-
termining its probability to switch to the normal state.
Whenever a switching event occurs, quasiparticles are
created in close vicinity to the SQUID junctions, leading
to an increase in the overall quasiparticle density.
We next investigate quasiparticle pumping in a disper-
sively read-out C-shunt flux qubit (device B), consist-
ing of a flux qubit loop shunted by a large capacitance
(Fig. 3A). Although the capacitor improves the qubit co-
herence by reducing its sensitivity to charge noise, the
C-shunt flux qubit is still affected by quasiparticle fluc-
tuations. As reported in Ref. [24], the qubit was observed
4FIG. 3. Improvement in qubit decay time for a C-shunt
flux qubit. (A) SEM image of device B, showing the large
square capacitor plates (bottom panel) and a magnification
of the qubit loop containing the three Josephson junctions
(top panel). (B) Qubit relaxation, measured with and with-
out quasiparticle pumping pulses. The trace with N = 5
pumping pulses was taken with a pulse period of ∆T = 30µs.
The data is averaged from 15 individual traces, acquired over
a one-hour period. The fit was performed assuming the same
value of T1R for both traces. The uncertainties in fitting pa-
rameters are 〈nqp〉: ±0.02, T˜1qp: ±3.5µs, and T1R: ±4µs.
to switch between a stable configuration, with a purely
exponential decay with T1 > 50µs, and an unstable con-
figuration with non-exponential decay and temporal fluc-
tuations. The switching between the various configura-
tions was found to occur on a slow timescale, ranging
from hours to several days. Similar switching events be-
tween stable and unstable configurations have also been
observed in a fluxonium qubit, and were attributed to
fluctuations in the quasiparticle density [22].
We investigate how the quasiparticle pumping se-
quence affects the coherence of device B, both in sta-
ble and unstable configurations. Since the switching be-
tween different configurations is random but slow, we
have taken care to average only over intervals when no
switching event occurred. Figure 3B shows the decay
of device B, measured without and with N = 5 quasi-
particle pumping pulses. The data were taken when
the device was in a configuration where the qubit de-
cay was clearly non-exponential, which is well captured
by fits to Eq. (1) (solid lines in Fig. 3B). We observe a
drop in the quasiparticle population from 0.87 to 0.35,
leading to a two-fold enhancement in the qubit decay
time. Note that the long-time decay rate is identical for
both traces, as expected since the pumping scheme does
not affect non-quasiparticle relaxation channels. The re-
sults demonstrate that the pumping scheme works even
though device B does not have a ground electrode for
trapping quasiparticles, but it has been shown that vor-
tices in the capacitor pads can also act as quasiparticle
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FIG. 4. Reduction of qubit coherence variations with quasi-
particle pumping. (A) Averaged qubit decay, measured with
and without pumping pulses. The decay function is close to
exponential in both cases. The decay time increases by about
6% with the pumping pulses. The traces have not been nor-
malized to account for the decay during the pulse sequence,
causing reduced contrast for the data with N = 5. The data
were measured with ∆T = 30µs. (B) Individual traces of
the averaged decay data shown in panel A, measured without
(left panel) and with 5 pumping pulses (right panel). The
pumping sequence substantially reduces the temporal fluctu-
ations observed in the decay without pumping pulses. (C)
Standard deviation of the data in panel B, demonstrating the
strong reduction in temporal shot-to-shot fluctuations in the
presence of the pumping pulses.
traps [26]. The pumping scheme should also be applicable
to other qubit modalities where quasiparticle tunneling
contributes to qubit relaxation.
The data in Fig. 3B were acquired by continuously
measuring qubit decay traces over a 1-hour period, and
averaging them together. Figure 4 shows similar re-
peated measurements of the qubit decay with and with-
out pumping pulses, but these traces were acquired about
a week after the data in Fig. 3. In the new data set,
the qubit is in a configuration where the averaged decay
function is relatively well described by a single exponen-
tial both with and without pumping pulses (Fig. 4A), and
the five pumping pulses improve the decay time by only
about 6%. However, when investigating the individual
decay traces (Fig. 4B), we find substantial amounts of
noise and temporal fluctuations in the readout signal for
the data without pumping pulses. These random varia-
tions vanish when implementing the pumping sequence
(right panel of Fig. 4B).
To quantify the improvements in variability, we calcu-
late the standard deviation of the read-out signal over 9
hours of data (Fig. 4C). With pumping pulses, the stan-
dard deviation is independent of the read-out delay τ ,
5and can be ascribed to the noise of the HEMT ampli-
fier used for amplification. Without pumping pulses, the
standard deviation is substantially larger for τ < 50µs
but approaches the same level as for N = 5 for long de-
lay times. The increased noise is caused by variations
in the qubit T1 time, which lead to strong fluctuations
in the qubit population directly after the initial pi-pulse.
The fluctuations are reduced as the qubit decays to the
ground states for long τ , leaving only the contributions
from the HEMT noise.
Our implementation of a stochastic scheme to shape
the environment dynamically by pumping quasiparticles
in a superconducting flux qubit leads to substantial im-
provements in both qubit coherence times and coherence
variability. In addition to applications in superconduct-
ing qubits, we anticipate the results to be of practical
importance for implementing Majorana fermions in hy-
brid semiconductor/superconductor systems, where the
presence of a single quasiparticle is detrimental to the
device performance [25].
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1SUPPLEMENTARY MATERIAL
S1. DEVICE A
Device A is a traditional flux qubit, with parameters and characteristics described in detail in Ref. [32]. We operate
the qubit with close to one-half flux quantum in the qubit loop, where the qubit frequency is 5.37 GHz. To resolve
low-population features such as the long-time tail of the decay in Fig. 1B, we repeatedly measure T1 traces and
average them together. The data in Fig. 1B are an average of 100 individual decay traces, each trace taking 10
minutes to acquire. Each data point in an individual trace is averaged for 2000 trials, at a repetition period of 2 ms.
The slow repetition period is required to ensure the quasiparticles reach steady-state population between trials; if we
run the experiments any faster, we observe modifications to the qubit decay function. This is consistent with the time
scale needed for the quasiparticles to return to the steady-state population, as shown in Fig. S3 in section S5.
Between individual traces, we carefully measure the read-out signal that corresponds to the qubit ground state
by averaging the read-out signal for 16 s without applying any pulses. This allows us to cancel out any drift in the
measurement electronics that may occur during the long acquisition time, and is necessary for correct determination
of the qubit polarization at low population.
S2. NON-EXPONENTIAL DECAY AND POPULATION RECOVERY
In this section we present a phenomenological model to support the validity of Eq. (1) in the main text. Moreover,
this model predicts an exponential recovery in 〈nqp〉, in qualitative agreement with the data presented in Fig. S3
in section S5. We start by noting that since quasiparticles must tunnel through one of the qubit junctions to cause
relaxation, we can assume that only quasiparticles in a finite “qubit region” (between and close to the qubit junctions)
should be taken into account, while material outside this region can be considered as a quasiparticle reservoir; although
it is not clear what sets the size of the ”qubit region”, this open question does not affect the qualitative results of our
phenomenological model.
We are interested in the probability P (n, t) of having n quasiparticles in the qubit region at time t. Quasiparticles
can enter the qubit region from the reservoir at rate Γin and leave with rate Γout. (The rate Γin can also account for
quasiparticle generation within the qubit region itself.) Then P (n, t) obeys the rate equation
P˙ (n, t) = ΓinP (n− 1, t)− ΓinP (n, t)− nΓoutP (n, t) + (n+ 1)ΓoutP (n+ 1, t) , (S1)
where the dot denotes the time derivative. The terms on the right hand side can all be motivated using simple physical
arguments. For example, the second term accounts for the decrease of P (n) due to a quasiparticle entering the qubit
region and increasing n→ n+ 1, while the last term describes the increase in P (n) due to one of n+ 1 quasiparticles
leaving the region (since there are n+ 1 quasiparticles attempting to leave, the rate is multiplied by their number).
The steady-state solution Ps of the above rate equation, obtained by setting P˙ = 0, is a Poisson distribution
Ps(n) =
〈nqp〉ns
n!
e−〈nqp〉s , 〈nqp〉s = Γin
Γout
, (S2)
where 〈nqp〉s denotes the (steady-state) average quasiparticle number. As shown in Ref. [21], Eq. (1) in the main text
follows from the quasiparticle number having a Poisson distribution. We also note that, as explained in the main text,
the pi-pulse sequence increases the rate Γout at which quasiparticles leave the qubit region, thus suppressing 〈nqp〉.
We can use the relation 〈nqp〉 ∝ Γ−1out in Eq. (S2) to estimate a characteristic quasiparticle energy δE (measured
from the superconducting gap) before the pulses – that is, the typical quasiparticle energy in the steady-state. Indeed,
the rate Γout is proportional to the quasiparticle group velocity (or equivalently, diffusion coefficient – see Ref. [33]).
The group velocity at energy , in turn, is proportional to ν()−1, with ν() = /
√
2 −∆2 the normalized BCS
density of states. We therefore conclude that 〈nqp〉 ∝ ν(), where  denotes the characteristic quasiparticle energy.
Let us indicate with 〈nqp〉Npi the average number of quasiparticles after N pulses. Then, assuming δE  ∆, we have
〈nqp〉0pi ∝
√
∆/2δE. On the other hand, after a large number of pulses, N  1, we can expect a quasiparticle still
present in the qubit region to have a much larger energy, having absorbed energy ω from the qubit multiple times. If
the acquired energy is at least comparable to the gap ∆ itself, we can approximate ν() ≈ 1; we note that for this to
be possible a necessary requirement is N > ∆/ω ∼ 11.
Empirically, in Fig. 2 both 〈nqp〉 and T˜1qp saturate for N ∼ 35, which is higher than the above lower limit – this
is to be expected, due to stochastic nature of the pumping process, and the possibility that during the pumping the
quasiparticle loses energy via other processes, such as phonon emission (this process, however, is likely suppressed in
2small islands compared to the bulk, since the finite island size significantly alters the phonon spectrum). Therefore we
conclude that for large pulse number N we have 〈nqp〉0pi/〈nqp〉Npi =
√
∆/2δE. Using this relation with ∆ = 0.233 meV
(see the next section), 〈nqp〉0pi = 2.2, and 〈nqp〉Npi = 0.5 (see Fig. 2C), we find δE ∼ 70 mK, comparable to the
estimated effective temperatures in this [32] and other [16, 21, 22, 34] qubits.
From the above rate equation (S1) we can also derive the equation governing the time evolution of the average
quasiparticle number 〈nqp〉(t). We multiply both sides by n and sum over n to find
˙〈nqp〉 = −Γout〈nqp〉+ Γin, (S3)
which has the general solution
〈nqp〉(t) = 〈nqp〉(0)e−Γoutt + 〈nqp〉s
(
1− e−Γoutt) . (S4)
This expression shows that 〈nqp〉 returns to its steady state over a time scale given by 1/Γout. It also qualitatively
explains the faster initial rise of 〈nqp〉 in Fig. S3: immediately after the pi-pulses, quasiparticles in the qubit regions
have higher energy, so they leave at a faster rate; at later times, lower energy quasiparticles from the reservoir take
the place of the higher-energy ones and Γout returns to its lower, steady-state value.
Finally, from the recovery time Γ−1out ∼ 300µs and the steady-state value 〈nqp〉s ∼ 2 in Fig. S3 of section S5, we
estimate Γ−1in ∼ 150µs, see Eq. (S2). If we were to attribute this rate completely to generation of quasiparticles in
the qubit region (as opposed to diffusion into it from the reservoir), we would obtain a generation rate g ∼ 0.1 s−1
for the normalized density xqp. This rate is 2-3 orders of magnitude larger than the rates estimated in Refs. [22, 26].
Thus, we conclude that the more likely mechanism determining Γin is the arrival of quasiparticles generated outside
the qubit, e.g. from the readout SQUID junctions (cf. the main text).
S3. TEMPERATURE DEPENDENCE
Figure S1 shows the qubit decay time for device A as a function of the base temperature of the dilution refrigerator,
where the measured decay traces have been fitted to a single exponential. While this fitting procedure is not justified
at low temperatures due to the clearly non-exponential decay caused by non-equilibrium quasiparticles, we note that
as temperature increases, the equilibrium (i.e., thermal) quasiparticle population increases, so that the quasiparticle
decay channel dominates other relaxation mechanisms. Moreover, at large quasiparticle number the qubit decay
becomes a simple exponential [21], so fitting the data with an exponential is justified to study the effect of thermal
quasiparticles.
The theoretical curve in Fig. S1 is calculated according to the procedures of Refs. [31, 35]. We distinguish two
contributions to T1,
1
T1
=
1
T1,ne
+
1
T1,th
, (S5)
where T1,ne accounts for all temperature-independent relaxation processes, such as dielectric losses (and possibly
including non-equilibrium quasiparticles), while T1,th is due to thermal quasiparticles and is given by
1
T1,th
=
16EJ
pih¯
e−∆/kBT eh¯ω/2kBTK0
(
h¯ω
2kBT
)(
1 + e−h¯ω/kBT
) ∣∣∣∣〈1| sin ϕˆL2 |0〉
∣∣∣∣2 . (S6)
Here, K0 is the modified Bessel function of the second kind, ω is the qubit frequency, EJ = 210 GHz is the Josephson
energy of the large junctions, and ϕL is the phase difference across one of the large junctions. We have taken into
account that the thermal quasiparticle population in the small qubit islands is negligible. The matrix element between
ground and excited states in the last factor is calculated numerically using the known qubit parameters and we find:∣∣∣∣〈1| sin ϕˆL2 |0〉
∣∣∣∣ ' 0.240. (S7)
In Eq. (S5) there are two unknown parameters, T1,ne and the superconducting gap ∆. We choose their values so that
the theoretical curve bounds the experimental points from above, finding in particular ∆ ' 0.233 meV.
3S4. FLUX DEPENDENCE
Data points in Fig. S2 show the variation of T˜1qp with applied magnetic flux for device A, extracted by measuring
the qubit decay as a function of magnetic flux and fitting the decay traces to Eq. (1) in the main paper. The lines in
that figure show the expected theoretical dependence of T˜1qp on flux bias f , calculated as we now explain.
According to Ref. [36], for low-energy quasiparticles each qubit junction j contributes to the qubit relaxation rate by
a term proportional to its Josephson energy EJj , the quasiparticle density xqp (averaged over the left and right sides
of the junction), the density of states at the final quasiparticle energy ∼ √∆/2ω, and the matrix element between
qubit states with the operator sin ϕˆj/2, where ϕj is the phase difference across the junction. Two factors can depend
on the flux bias f = Φ/Φ0− 1/2, with Φ0 the flux quantum: the qubit frequency, and the matrix element. Indeed the
qubit frequency has the usual form for flux qubits
h¯ω(f) =
√
(h¯ω0)2 + (2IpΦ0f)2 , (S8)
where ω0 is the frequency at zero flux bias and Ip the persistent current. In the range of flux bias of interest the
matrix elements are almost constant for the large junctions, taking the value given in Eq. (S7) (up to variations of
less than one part in 10−3). On the other hand, the matrix element for the small junction (phase difference ϕs) is
zero at f = 0 due to an interference effect [21], and rises quickly with flux bias; as calculated numerically, it becomes
comparable to the large junction matrix element at f ≈ 0.0019. Collecting together the flux-independent quantities,
we find
1
T˜1qp(f)
=
1
T˜1qp(0)
√
ω0
ω(f)
1 + α∣∣∣〈1| sin ϕˆL2 |0〉∣∣∣2
∣∣∣∣〈1| sin ϕˆs2 |0〉
∣∣∣∣2 (f)
 , (S9)
where α = 0.54 is the ratio between small and large junction Josephson energies. We show explicitly that the two
flux-dependent factors are the qubit frequency and the small-junction matrix element. We note that for quasiparticles
randomly distributed with equal probabilities among all qubit islands, the denominator in brackets would be larger
by a factor of 3 [36]; this would weaken the dependence of T˜1qp on flux, and worsen the comparison between theory
and experiment. The smaller denominator accounts for the fact that that the central island is thicker than the two
lateral ones, which means that its superconducting gap is smaller [37], and hence the quasiparticles are preferentially
“trapped“ there rather than being present in all the islands with equal probability. This preferential trapping might
seem incompatible with the observation that even a single pulse decreases the qubit relaxation rate, see Figs. 1 and
2 in the main text. However, we remind that quasiparticles can tunnel without necessarily relaxing the qubit, via so-
called parity switching events [16]. Therefore, if after the pi-pulse the qubit relaxes by giving energy to a quasiparticle,
the latter is now in a lateral island and from there it can tunnel either back to the central island or to the loop and
then diffuse to ground; while the gap difference hinders the parity-switching events when the quasiparticle is in the
central island, no such energy barrier is present for a quasiparticle in a lateral island. Adding more pi pulses facilitates
the further tunneling of the quasiparticles between islands; perhaps it might be possible to model the quasiparticle
dynamics as a random walk between the islands with absorbing boundary conditions due to ground, but this lies
beyond the scope of the present work.
In Eq. (S9) the only unknown parameter is T˜1qp(0); however, in extracting T˜1qp(f) from the qubit decay measured
at different flux biases by fitting with Eq. (1) in the main text, we have also the freedom to choose 〈nqp〉 (in that
equation we set T1R = 55µs , as obtained independently – cf. Fig. 1 in the main text). We take 〈nqp〉 = 1.5 to obtain
T˜1qp(0) = 23 µs (see Fig. 1 in the main text) as the optimal choice to fit the T˜1qp(f) data points extracted from the
decay measurements. Different choices of 〈nqp〉 would lead to different optimal values for T˜1qp(0); the dashed lines in
Fig. S2 are obtained for 〈nqp〉 = 1.8 and 1.2 (upper and lower line, respectively). Almost all the points fall between
these two lines, indicating that fluctuations in 〈nqp〉 are the likely cause of noise in the experimental data. In fact,
fluctuations in 〈nqp〉 have been observed in a fluxonium qubit [21].
S5. RECOVERY OF QUASIPARTICLE POPULATION
Figure S3 shows the result of an experiment where 20 pumping pulses were used to reduce 〈nqp〉 to 0.6, but where
a variable delay was introduced before the final probe pulse (see inset of Fig. S3). We find that it takes more than
1 ms for the quasiparticle population to return to steady-state. With the exception of an initial, faster rate for
tdelay < 50µs, the return to its steady state is well described by an exponential function with a time constant of
4300µs. In our experiments, it is not possible to establish what determines the recovery time (it is related to the rates
at which quasiparticles leave and re-enter the qubit, see Ref. [29], section S2), but we note that the time needed to
reach steady state is comparable to timescales reported for quasiparticles in a fluxonium qubit [22]. We also note that
timescale for quasiparticle recovery is much longer than the qubit lifetime, thus justifying the use of the steady-state
solution in Eq. (1) for estimating the quasiparticle population.
S6. DEVICE B
Device B is a C-shunt flux qubit, described in detail in Ref. [24] along with the experimental setup. We operate
the qubit at flux bias f = 0, where the qubit frequency is 4.7 GHz.
Since this device showed switching between configurations with different decay behavior on very slow time scales
(hours to days), it became particularly important to ensure that the qubit was in the same configuration when
comparing decay traces with and without pump pulses. For the data in Figs. 3 and 4 in the main paper, we used the
following procedure to compare the qubit decay with N = 0 and N = 5 pumping pulses.
• For each value of read-out delay, τ , from 0 to 160µs:
– Determine qubit population without pumping pulses by averaging over 1000-2000 trials.
– Determine qubit population with N = 5 pumping pulses by averaging over 1000-2000 trials.
• Repeat the above procedure 20-100 times to improve statistics.
By switching between N = 0 and N = 5 before going on to the next value of τ , we ensure that any slow drift and
switching behavior occurring on long timescales does not affect the decay traces for N = 0 and N = 5 differently.
S7. PUMPING WITH 2pi PULSES
To further validate the quasiparticle pumping scheme, and to rule out that the microwave pulses for qubit driving
interact directly with the qubit’s environment, we have also implemented the pumping scheme using pulses corre-
sponding to 2pi instead of pi qubit rotations. If the qubit’s environment were directly influenced by the pumping pulses
through a different mechanism than qubit-quasiparticle interactions, we would expect both the pi and 2pi pulses to
affect the qubit decay time. However, we would not expect the 2pi pulses to work for quasiparticle pumping, since
each 2pi pulse will leave the qubit state unchanged.
The experiments were conducted using Device C, which is a C-shunt flux qubit with the same layout and circuit
design as Device B, but fabricated in a different fabrication run with a slightly different value of the critical current
density, giving a qubit frequency of 3.7 GHz (when biased at half-flux quantum). Figure S4 shows the results of
experiments similar to the ones of Figure 4 in the main paper, but with the addition of implementing the pumping
sequence with pulses that correspond to both pi and 2pi qubit rotations. Fig. S4A shows decay traces of the qubit
measured both without and with pi as well as 2pi pumping pulses, averaged for 45 hours. Device C shows a cleaner
exponential devices than both devices A and B, but there is still a 3% improvement in the decay time when applying
pumping pulses that correspond to qubit pi rotations. However, there is no improvement when using 2pi rotations.
Figure S4B shows the individual traces of the averaged curves plotted in Fig. S4A. Similarly to Fig. 4 in the
main paper, the temporal fluctuations are visibly reduced when applying pi pumping pulses compared to without or
when pumping with 2pi pulses. To quantify the improvements in variability, we calculate the standard deviation of
the read-out signal over the 45 hours of data (Fig. S4C). When using 2pi pulses, the variations are identical to the
variations measured without pumping pulses. However, the variations are substantially suppressed with pi pulses.
The results of Fig. S4 clearly shows that the quasiparticle pumping scheme only works when driving the qubit with
pi pulses.
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FIG. S1. Qubit relaxation time as a function of refrigerator temperature. The relaxation times are extracted by fitting decay
traces to a single exponential. The black line is the decay time expected from combining the effects of temperature-independent
relaxation channels and of thermal quasiparticles – see text for details.
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FIG. S2. Qubit decay time as a function of magnetic flux bias. The single-quasiparticle induced qubit relaxation time T˜1qp
is measured as a function of applied magnetic flux bias f = Φ/Φ0 − 1/2. The experimental values of T˜1qp(f) are obtained by
fitting individual decay traces to Eq. (1) in the main text with 〈nqp〉 = 1.5 and T1R = 55µs held fixed for all flux values. The
solid line shows the expected behavior of T˜1qp(f) – see text for details of the calculation. The dashed lines correspond to a
±0.3 change in 〈nqp〉, showing that fluctuations in 〈nqp〉 can account for the noise in the data.
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FIG. S3. Recovery of quasiparticle population 〈nqp〉 after the pump sequence. The population initially rises to about 1 during
the first 50µs, then drifts back towards the equilibrium value on a slower time scale. The data are measured by applying 20
pump pulses separated by ∆T = 10µs, and delaying the final probe pulse that measures the qubit decay function. The average
population 〈nqp〉 is extracted by fitting the qubit decay after the probe pulse to Eq. (1) in the main text.
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FIG. S4. Pumping with 2pi pulses. (A) Averaged qubit decay for device C, measured without and with either five pi or five
2pi pumping pulses. The decay function is close to exponential in all cases. The decay time increases by about 3% when
applying pi pumping pulses, but there is no improvement when the pulses correspond to 2pi rotations. The traces have been
normalized to account for the decay during the pulse sequence. The data were measured with ∆T = 30µs. (B) Individual
traces of the averaged decay data shown in panel A, measured without (left panel), 5 pumping pulses with 2pi-rotations (middle
panel), and 5 pumping pulses with pi rotations (right panel). (C) Standard deviation of the data in panel B, demonstrating a
reduction in temporal shot-to-shot fluctuations in the presence of pi pumping pulses, but no improvement when the pumping
pulses correspond to 2pi rotations.
