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Abstract
Exploratory data–driven techniques or Blind Source Separation (BSS) methods in
fMRI data analysis are neither based on explicit signal models nor on the a priori
knowledge of the underlying physiological process. One such method is Independent
Component Analysis (ICA) which searches for stochastically independent signals
within the multivariate observations. Recently, a new paradigm in ICA emerged,
that of implementing kernel–based measures of dependence between the compo-
nents. The Kernel nonlinear ICA overcomes the restrictions of linearity of the mix-
ing process encountered with PCA and ICA and implements thus a nonlinear blind
source separation technique. For the fMRI data, a comparative quantitative eval-
uation between Kernel nonlinear ICA with diﬀerent kernels, NMF and some other
BSS algorithms was performed. The comparative results were evaluated by (1) task–
related activation maps, (2) associated time–courses and (3) ROC study. The most
important ﬁndings in this paper are: (1) Kernel nonlinear ICA and Sparse NMF
able to identify signal components with high correlation to the fMRI stimulus, and
(2) Kernel nonlinear ICA with a Gaussian kernel is comparable to standard ICA
algorithms and even yield more separated results.
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1 Introduction
Functional magnetic resonance imaging with high temporal and spatial reso-
lution represents a powerful technique for visualizing rapid and ﬁne activation
patterns of the human brain [1–4]. As is known from both theoretical estima-
tions and experimental results [5–7], an activated signal variation appears very
Preprint submitted to Elsevier Science 31 March 2006low on a clinical scanner. This motivates the application of advanced analy-
sis methods to determine the response waveforms and associated activated
regions. Generally, these techniques can be divided into two groups: Model-
based techniques require prior knowledge about activation patterns, whereas
model-free techniques do not. However, model-based analysis methods impose
some limitations on data analysis under complicated experimental conditions
such as randomized scans or eventualized stimuli. Therefore, analysis meth-
ods that do not rely on any assumed model of functional response are con-
sidered more powerful to extract relevant activation patterns. We distinguish
model-free methods by their assumptions on the underlying processes. Here
we discuss two classes of model-free methods. ICA uses the assumption that
the data is a mixture of independent underlying signals to separate diﬀerent
functional responses from the data. The second class only assumes the data to
be nonnegative mixtures of nonnegative signals and optimizes the separation
by sparseness and hence is called Nonnegative Matrix Factorisation (NMF).
Among the data–driven (BSS) techniques, ICA has been shown to provide a
powerful method for the exploratory analysis of functional Nuclear Magnetic
Resonance Imaging (fMRI) data [8,9]. It also has been proven to be superior to
classical model-based analysis [10]. ICA is an information theoretic approach
which enables to recover underlying signals, or Independent Components (ICs)
from linear data mixtures. Therefore, it is an excellent method to be applied
for the spatial localization and temporal characterization of sources of Blood
Oxygenation Level Dependent (BOLD) eﬀect activation. ICA can be applied
to fMRI both temporal or spatial. Spatial ICA (sICA) has dominated so far
in fMRI applications because the spatial dimension is much larger than the
temporal dimension in fMRI. However, recent literature results have suggested
that Temporal ICA (tICA) and sICA yield similar results for experiments
where two predictable task–related components are present. Also fusions of
both concepts have been suggested [11].
Since classical ICA methods are limited to linear mixtures of the underlying
signals we propose here to use kernel methods to introduce a nonlinearity in
the separation process. Kernels provide an easy method of introducing a wide
class of nonlinearities to data analysis by mapping the data non trivially into
a high dimensional feature space.
The paper is organized into two parts: In the ﬁrst we introduce the evalu-
ated BSS techniques and describe their implementation. In the second part
evaluate them on an exemplary fMRI data set with several methods. We use
Region Of Correlation (ROC) and correlation analysis to identify stimulus
detection ability and activation maps to evaluate the separation strength of
the algorithms.
22 Exploratory Data Analysis Methods
Functional organization of the brain is based on two complementary princi-
ples, localization and connectionism. Localization means that each elementary
function is performed mainly by a small set of cortical neurons. Connection-
ism, on the other hand, expresses that the brain regions involved in a certain
cortical function are widely distributed, and thus the brain activity necessary
to perform a given task may be the functional integration of activity in dis-
tinct brain systems [6,1]. It is important to stress out that in neurobiology the
term connectionism is used in a diﬀerent sense that used in the neural network
terminology. The important conclusion of these principles for the data anal-
ysis is that functional tasks may be identiﬁed as clusters, however also their
interplay may yield important structural connectivity information if they are
jointly activated [12,13].
The following sections are dedicated to presenting the algorithms in order to
evaluate the discriminatory power of the two main groups of exploratory data
analysis methods.
2.1 ICA of fMRI data
According to the principle of functional organization of the brain [9] suggested
that the multifocal brain areas activated by performing a visual task should be
unrelated to the brain areas whose signals are aﬀected by artifacts of physio-
logical nature, head movements, or scanner noise related to fMRI experiments
[3,2]. Every single above mentioned signal can be described by one or more
spatially–independent components, each associated with a single time course
and a component map. It is assumed that the component maps, each described
by a spatial distribution of ﬁxed values, is representing overlapping, multifocal
brain areas of statistically dependent fMRI signals. This aspect is visualized in
ﬁgure 1. In addition, it is considered that the distributions of the component
maps are spatially independent, and in this sense uniquely speciﬁed, except for
scale and permutation [14]. Mathematically, this means that if pk(Sk) speciﬁes
the probability distribution of the voxel values Sk in the k-th component map,
then the joint probability distribution of all n components factorizes:
p(S1,...,Sm) =
n Y
k=1
pk(Sk) (1)
Independence is a stronger condition than uncorrelatedness. It was argued in
[9] that these maps are independent if the active voxels in the maps are sparse
and mostly nonoverlapping. Additionally it is assumed that the observed fMRI
3(a) Scheme of fMRI data decomposed
into independent components
 
Component
    Maps
Mixing Measured
fMRI Signals
S X
#1
#2
#n
t = 1
t = n
mixing matrix
A
X = AS
t = 2
(b) fMRI data as a mixture of indepen-
dent components.
Fig. 1. Visualization of ICA applied to fMRI data. Here the mixing matrix A speci-
ﬁes the relative contribution of each component at each time point, i.e. its associated
timecourse [9]
signals are approximately the linear superposition of the individual component
processes at each voxel. Based on these assumptions, ICA can be applied to
fMRI time–series to spatially localize and temporally characterize the sources
of BOLD activation.
Various methods for performing ICA decompositions have been proposed [15]
which employ diﬀerent objective functions together with diﬀerent optimization
algorithms and due to the non-asymptotic nature of real data they produce
diﬀerent results in practice.
2.2 Models of Spatial ICA in fMRI
In the following we will assume that X is a T × M matrix of observed voxel
time courses (fMRI signal data matrix), S is the N × M random matrix of
component map values, and A is a T × N mixing matrix containing in its
columns the associated time–courses of the N components. Furthermore, T
corresponds to the number of scans, and M is the number of voxels included
in the analysis.
The sICA problem is given by the following linear combination model for the
data:
X = AS (2)
where no assumptions are made about the mixing matrix A and the rows Si
being mutually statistically independent.
4Then the ICA decomposition of X can be deﬁned as an invertible transfor-
mation:
S = WX (3)
where W is an unmixing matrix providing a linear decomposition of data and
W is the pseudoinverse of A.
The employed ICA algorithms is the Pearson ICA (PICA) approach base on
minimization of mutual information and use approximated by the negentropy
as a measure of non-Gaussianity [16]. PICA is a generalization of fastICA. In
addition to the 4-th order moments used by pow3 fastICA it adaptively takes
into account 3-rd order moments and is able to deal better with non-symmetric
(skew) data and is hence more ﬁt to fMRI samples.
2.3 Kernel PCA
Based on 2-nd order statistics, Principal Component Analysis (PCA) extracts
linear features of a data set although with suitable nonlinear features more in-
formation may be extracted. It has been shown [17] that Kernel PCA (kPCA)
is well suited to extract interesting nonlinear features in the data. kPCA ﬁrst
maps the data X = (x1,...,xn)T into some high-dimensional feature space
Ω = Rd through a nonlinear mapping Φ : Rn → Rd,d > n and then performs
linear PCA on the mapped data in the feature space Ω. Assuming centered
data in feature space, i.e.
PM
t=1 Φk(X(t)) = 0,k = 1,...,d, to perform PCA
in space Ω amounts to ﬁnding the eigenvalues λk and eigenvectors ωk ∈ Ω of
the correlation matrix ¯ R = 1
M
PM
t=1 Φ(X(t))Φ(X(t))T.
Note that all ωk with λk 6= 0 lie in the subspace spanned by the vectors
Φ(X(1)),...,Φ(X(M)). Hence the eigenvectors can be represented via
ωk =
M X
t=1
αtkΦ(X(t)) (4)
Multiplying the eigenequation with Φ(X(t0)) from the left the following mod-
iﬁed eigenequation is obtained
Kα = Mλα (5)
with λ > 0. The eigenequation now is cast in the form of dot products
occurring in feature space through the M × M matrix K with elements
Kij = hΦ(X(i)),Φ(X(j)))i = k(X(i),X(j)) which are represented by kernel
functions k(X(i),X(j)) to be evaluated in the input space. For feature extrac-
tion any suitable kernel can be used so knowledge of the nonlinear function
Φ is not needed. Note that the latter evaluated at the X(i) can always be
5reconstructed from the principal components obtained. The image of a data
vector under the map Φ can be reconstructed from its projections βk via
ˆ PnΦ(x) =
n X
k=1
βkωk =
n X
k=1
hωk,Φ(x)iωk (6)
which deﬁnes the projection operator ˆ Pn.
2.4 Kernel nonlinear ICA Algorithm
Instead of doing all calculations in input space Kernel nonlinear ICA (kICA)
uses the transformed data in feature space to do the separation task similar to
kPCA [17]. Unfortunately the feature space can be very large (i.e. of very high
dimension) and we are only interested in components which can be realized in
input space. Therefore we use a projection on some transformed components
in feature space to reduce the dimensionality such that the error is small. This
can be done be using a genetic algorithm to select a basis Φ(X(ti)). Then the
αi with Φ(X) =
P
γiΦ(X(ti)) yield the new coordinates of X
0.
Finally an standard ICA algorithm (here PICA[18]) is applied to separate the
components in this reduced space. This adds a nonlinear separation capability
to the linear separation of ICA methods and also enhances the kPCA method
to give a better separation results since higher order statistics are used to
identify the diﬀerent components.
Here we used two diﬀerent kernels, the Gauss-kernel k(xi,xj) = exp(−|xi − xj|
2
and a polynomial kernel k(xi,xj) = (hxi,xji + c)p of degree p = 5. The al-
gorithm with the Gauss-kernel has a higher computational load since the di-
mension of the feature space is much greater. On the other hand this gives
more freedom for the separation of components and hence yields a higher
performance.
2.5 Sparse NMF
NMF [19] may be interpreted as a linear BSS technique based on the factor-
ization of a non-negative matrix into two non-negative matrices with possibly
smaller interior dimension:
AS = X, X,A,S ≥ 0 (7)
with X a T × M matrix, A a T × N matrix with N ≤ T. Here and in the
following S ≥= 0 shall denote that all entries of the matrix are nonnegative.
6The assumption of nonnegativity ﬁts the fMRI data very well since the BOLD
eﬀect only gives positive signals. Also the underlying activations in the brain
can be assumed to be only non-negative. The problem with this approach
is that this assumption is too weak to give an unique solution without very
strong dimension reduction so additional constraints need to be set.
Hence an additional constraint is introduced in [20], namely the sparseness of
the sources. The resulting algorithm minimizes the mean square error of the
factorization. As an additional constraint it uses a ﬁxed energy, i.e. ratio of
the 1-norm and the 2-norm of rows of the source matrix, which is a measure
of sparseness.
sX
j
s2
ij = δ
X
j
ksijk (8)
where S = (sij) and δ is the ﬁxed energy parameter.
This is a special case of an extended Sparse NMF (sNMF) as described in
[20,21]. For such a situation preliminary uniqueness results exist [22] where the
results are shown to be almost independent of the sparseness parameter. This
and the experiences with non-negative matrix factorisation give indications of
the validness of the paradigm.
3 Results and Discussion
The fMRI data were recorded from six subjects (3 female, 3 male, age 20-37)
performing a visual task. In ﬁve subjects, ﬁve slices with 100 images (TR/TE
= 3000/60 msec) were acquired with ﬁve periods of rest and ﬁve photic simu-
lation periods with rest. Simulation and rest periods comprised 10 repetitions
each, i.e. 30s. Resolution was 3 × 3 × 4 mm. The slices were oriented paral-
lel to the calcarine ﬁssure. Photic stimulation was performed using an 8 Hz
alternating checkerboard stimulus with a central ﬁxation point and a dark
background with a central ﬁxation point during the control periods [23]. The
ﬁrst scans were discarded for remaining saturation eﬀects. Motion artifacts
were compensated by automatic image alignment (AIR, [24]).
The clustering results were evaluated by
(1) task–related activation maps
(2) associated time–courses and
(3) ROC curves.
The comparisons between the diﬀerent algorithm were done on the central
slice of the ﬁrst subject.
73.1 Estimation of the ICA Model
To decide to what extent spatial ICA of fMRI time–series depends on the
employed algorithm, we have ﬁrst to look at the optimal number of principal
components selected by PCA and used in the ICA decomposition. Hence we
will discuss the cases of N = 8, N = 9 and N = 16 extracted ICs.
We used PICA since the algorithm is very similar to the widespread FastICA
algorithm but uses a adaptive scheme for estimating the nonlinearity. Since
the data dimension was small PICA was applied to the full data set, hence
it reveals a higher variability compared to algorithm which use PCA as a
dimension reduction preprocessing.
The ROC analysis was done by assigning each voxel to the component which
is most active in that voxel (measured by variance). As gold standard a cor-
relation map based on the original data and the given time course was used.
Some algorithms vary more in ROC area over the 20 trials due to non de-
terministic nature of the optimization step. For comparison we also included
a PCA analysis and the result of another wide used BSS algorithm namely
Time delayed Decorrelation Separation (TDSEP) [25]. Since they are both
deterministic algorithms no variation of the result for diﬀerent runs can be
seen.
We compared the six algorithms using their extracted components in terms of
ROC analysis using correlation map with a chosen threshold of 0.4, i.e. what
fraction of the cluster assignment map correspond to the map attained by
using the correlation with the stimulus timecourse and a threshold of 0.4. The
obtained results are plotted in ﬁgure 2. It can be seen that all ICA perform
similarly for 16 ICs. However, for 8 and 9 ICs the kICA with polynomial kernel
is outperformed by the other algorithms. A limitation of kernel methods is
given by the fact that it cannot be theoretically determined what the best
kernel function is. Usually, the Gaussian kernel is chosen, but the choice of
the width remains still an open question.
The clustering results for the PICA, kICA (gauss and polynomial) and NMF
are shown in ﬁgures 5(a) – 3(b). Figures 5(a) – 3(a) illustrate the assignment
maps where all the pixels belonging to a speciﬁc cluster are highlighted. The
assignment between a pixel and a speciﬁc cluster is given by the minimum
distance between the pixel and a IC from the established codebook. Hence each
pixel is uniquely assigned to one cluster. On the other hand, each IC shown in
ﬁgures 5(b), 6(b), 4(b) and 3(b) can be viewed as the cluster–speciﬁc weighted
average of all pixel time courses. All algorithms were repeated 20 times and the
cluster assignment maps were generated from the run which had the highest
correlation with the stimulus.
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Fig. 2. Results of the comparison between sNMF, kICA with Gauss kernel and kICA
with a polynomial kernel on fMRI data. As comparison PICA, TDSEP, and PCA
are also included. Spatial accuracy of assignment maps is assessed by ROC analysis
using correlation map with a chosen threshold of 0.4 as gold standard. The number
of chosen components for all techniques is N. Each algorithm was run 20 times,
PCA and TDSEP are included for comparison.
3.2 Characterization of Task–Related Eﬀects
For all subjects, and runs, unique task–related activation maps and associated
time–courses were obtained. For comparison we concentrate on one subject
only and evaluate the results from the kICA, NMF, and PICA techniques.
The correlation of the component time course most closely associated with
the visual task for the these two techniques is shown in table 1 for N = 8, 9,
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(a) Cluster assignment maps of ICA
analysis.
1 cc: 0.11 2 cc: 0.11 3 cc: 0.04 4 cc: 0.09
5 cc: 0.14 6 cc: −0.24 7 cc: 0.28 8 cc: −0.08
9 cc: −0.06 10 cc: −0.90 11 cc: 0.14 12 cc: 0.27
13 cc: 0.00 14 cc: 0.19 15 cc: 0.02 16 cc: 0.04
(b) Associated codebook vectors of the
ICA analysis. Assignment of the code-
book vectors corresponds to the order
of the assignment maps.
Fig. 3. Cluster assignment map and for PICA of a visual stimulation fMRI experi-
ment obtained for 16 ICs.
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(a) Cluster assignment maps of the
NMF analysis.
1 cc: −0.07 2 cc: −0.02 3 cc: −0.09 4 cc: −0.27
5 cc: −0.04 6 cc: −0.31 7 cc: −0.02 8 cc: 0.72
9 cc: −0.05 10 cc: −0.06 11 cc: 0.01 12 cc: −0.33
13 cc: 0.04 14 cc: 0.37 15 cc: 0.16 16 cc: 0.16
(b) Associated codebook vectors of the
NMF analysis. Assignment of the code-
book vectors corresponds to the order of
the assignment maps.
Fig. 4. Cluster assignment map and for the nonnegative matrix factorization (NMF)
obtained for 16 extracted components.
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(a) Cluster assignment maps of the
kICA analysis.
1 cc: −0.21 2 cc: 0.16 3 cc: 0.23 4 cc: −0.12
5 cc: 0.36 6 cc: −0.28 7 cc: −0.21 8 cc: −0.20
9 cc: −0.14 10 cc: 0.04 11 cc: −0.92 12 cc: −0.00
13 cc: 0.05 14 cc: 0.16 15 cc: −0.13 16 cc: −0.04
(b) Associated codebook vectors for the
kICA analysis. Assignment of the code-
book vectors corresponds to the order of
the assignment maps.
Fig. 5. Cluster assignment map and for the kICA (Polynomial kernel) analysis ob-
tained for 16 ICs.
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(a) Cluster assignment maps of the
kICA analysis.
1 cc: −0.47 2 cc: 0.15 3 cc: 0.18 4 cc: 0.91
5 cc: −0.01 6 cc: −0.05 7 cc: 0.07 8 cc: −0.05
9 cc: 0.05 10 cc: 0.31 11 cc: −0.14 12 cc: 0.03
13 cc: −0.17 14 cc: 0.17 15 cc: 0.03 16 cc: 0.10
(b) Associated codebook vectors of the
kICA analysis. Assignment of the code-
book vectors corresponds to the order of
the assignment maps.
Fig. 6. Cluster assignment map and for the kICA (Gaussian kernel) analysis obtained
for 16 ICs.
11Table 1
Comparison of the correlations of the component time course most closely associated
with the visual task for kernel ICA and nonnegative matrix factorization (NMF)
method for N = 8, 9, and 16. The results are averaged over 20 trials.
PICA NMF kICA (gauss) kICA (polynomial)
IC=8 0.89 0.81 0.86 0.89
IC=9 0.90 0.78 0.90 0.85
IC=16 0.91 0.66 0.91 0.85
and 16. This time course can serve as an estimate of the stimulus reference
function used in the fMRI experiment, as identiﬁed by the speciﬁc dependent
component technique. We see for the kICA (gauss) and PICA a continuous
increase for the correlation coeﬃcient while for NMF this correlation coeﬃcient
decreases for N = 16 and for kICA (polynomial) it decreases even for N = 9.
Since the correlations show no signiﬁcant diﬀerences between the kICA meth-
ods and standard PICA we have to compare the cluster assignment maps for
the diﬀerent approaches. The kICA method extracts a more sharp location
of the activated brain area for the stimulation component. With the kICA
method the activation is not spread across several components as with PICA
as seen in ﬁgure 3(a), here components 8, 10 and 16 are localized in the frontal
eye ﬁeld at the bottom of the images. This can also be seen in ﬁgure 7 as the
correlation of the non-stimulus components with the stimulus is signiﬁcantly
higher for the PICA analysis. The NMF as BSS technique yields good results
when only extracting few components but its extraction results become to
sparse if more freedom is allowed.
Figure 8 shows the comparison of the kICA algorithm and the PCA algorithm
across all 10 subjects. Each algorithm was applied three times and the graph
shoe the averages as well as statistics about the data of the diﬀerent tries. The
values for the non-stimulus components were taken from all tries and all re-
maining components but the identiﬁed stimulus component. It shows that the
stimulus component can always be easily identiﬁed. In average it can be seen,
that the kICA algorithm performs more reliable than the PCA algorithm.
As in the single subject comparison the average non-stimulus component cor-
relation is higher for the kICA algorithm due to the more focused stimulus
component.
4 Conclusion
In the present paper, we have experimentally compared standard BSS algo-
rithms already adopted in the fMRI literature with a kICA method. The goal
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Fig. 7. Correlations of the associated timecourses with the stimulus. The timecourses
are delayed such that the correlation is maximal to compensate for the delay in the
BOLD eﬀect.
of the paper was to determine the robustness and reliability of extracting
task–related activation maps and time–courses from fMRI data sets. The suc-
cess of BSS methods is based on the condition that the spatial distribution of
brain areas activated by task performance must be spatially independent of
the distributions of areas aﬀected by artifacts. The obtained results proved to
reveal extremely well the structure of the data set.
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Fig. 8. Correlations of the associated timecourses with the stimulus for all 10 sub-
jects. The algorithms were run 3 times for each subject. Again the timecourses are
delayed such that the correlation is maximal to compensate for the delay in the
BOLD eﬀect. The upper graphs show the mean correlation of the maximal corre-
lated component together with maximum and minimum of the trials. The lower
graph displays all other components together with box plots of the data.
It can be seen that all applied BSS techniques can identify the task-related
activations in the brain. For the extraction of only 8 ICs, kICA with a Gaussian
kernel is comparable to PICA and NMF when evaluating the ROC analysis
and correlation comparisons as an indicator. In identifying the the area of
the stimulus it even outperforms the standard ICA algorithm by providing a
sharper and more focused activation area.
All dependent component techniques can be employed to identify interesting
ancillary ﬁndings that cannot be detected by model–based approaches. The
applicability of the new algorithms is demonstrated on experimental data.
We conjecture that the method can serve as a multipurpose exploratory data
analysis strategy to image–time series analysis and provide good visualization
for many ﬁelds ranging from biomedical basic research to clinical assessment
of patient data. In particular, beyond the application to fMRI data analysis
discussed in this paper, the method exhibits a speciﬁc potential to serve in
applications referring to dynamic contrast–enhanced perfusion MRI for the
diagnosis of cerebrovascular disease or magnetic resonance mammography for
the analysis of suspicious lesions in patients with breast cancer [26].
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