Abstract. Noise reduction for mobile telephony applications is considered. A power spectral density error analysis is applied to the method of power subtraction. A minimum power spectral density error subtraction factor is derived, where the resulting factor depends on introduced quality factors. The outcome of the analysis is compared with experimental work as well as standardized noise reduction schemes.
INTRODUCTION
Mobile phones are often used in noisy environments, and thus there is a need for noise reduction employing signal processing in order to clean the recorded signal. Nowadays, the noise reduction techniques are working in the digital domain that is after that the recorded signal has been converted by an analog-to-digital converter to a digital sequence. The main purpose of speech enhancement algorithms in telephony applications is to protect the proceeding digital coding and transmission of the recorded speech, where the coding and transmissions schemes are highly optimized to code and transmit speech, and not noise. Due to the high compression in the digital schemes noisy input may lead to unwanted artifacts and sound distortion.
During the late nineties the number of mobile telephony subscribers increased tremendously, and the use of mobile stations in noise contaminated environments brought up the noise reduction problem. Digital noise reduction is considered in several cellular systems, such as the pacific digital cellular system [1] and CDMA mobile telephony systems [2] . A quality measure for noise reduction algorithms is improvement in signalto-noise ratio (SNR). In the literature, 9 dB SNR improvement for a frequency domain noise reduction algorithm was reported [3] , time domain solutions have reported 7 dB to 10 dB. Theoretical limits for speech enhancement can be studied as well, and is the topic of this paper. Earlier theoretical studies include [4, 5] .
Spectral subtraction type of noise reduction can be found in a variety of applications, such as military voice communications [6] , restoration of musical recordings, speech recognition, and mobile telephony. The presented work concentrates on the design of noise reduction algorithms for "high-quality" speech enhancement, defined by a non distorted speech output, a sufficient reduction of the noise level, and a residual noise without annoying artifacts. It can be stressed that the adopted design of speech enhancement algorithms is not to be used in all applications mentioned above where other subjective criteria such as "crisp-and-clear" are favorable. The considered design has, for example, gained industrial impact in mobile telephony, in applications such as telephony in noisy acoustic cavities (such as car compartments, etc).
SIGNAL THEORETIC BACKGROUND TO NOISE REDUCTION
Consider the signal model
where Y (n) denotes the observed discrete time process, X(n) models the speech, and V (n) the additive noise. The index n is a running integer index, n = . . . , −1, 0, 1, . . .. The stochastic processes X(n) and V (n) are assumed wide-sense stationary, zero mean and jointly uncorrelated. The autocorrelation function r
and r V (k) denote the autocorrelation functions of X(n) and V (n) respectively, and k is an integer. The power spectral densities follow by taking the (time discrete) Fourier transform, that is
In (2), ν denotes the normalized frequency, that is ν = f / f s with f being the absolute frequency in s −1 and f s being the sampling frequency. When needed we will denote the discrete Fourier transform by F [·]. Now consider a linear time-invariant filter with frequency function H(ν). Then, the filtered observation (say, X(n)) obeys
where h(n) is the pulse response, or the inverse Fourier transform of H(ν), and denotes the convolution sum. The quantity X(n) models the enhanced speech signal, which is obtained by linear filtering of the recorded samples. There are different approaches for designing the filter H(ν) so that the filter output X(n) is a suitable estimate of X(n). The method of power subtraction is outlined below [6] . Consider the power spectral density R Y (ν) for which an estimate is easily obtained from recorded samples {y(n)}
denotes the estimate formed by {y(n)}. Notice that we have no information of the phase of the signal when considering the power spectral density. However, as shown in [7] PSfrag replacements
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estimating the correct power spectral density is more important than trying to estimate the undistorted phase spectrum. Now, the basic power subtraction is given by
• Collect the data samples {y(1) · · · y(N)} for a suitable value of N and calculate the discrete Fourier transform (The transformed data
, and subtract the (N times) power spectral density of the background noise from the obtained quantity. Denote the result (eventually rectified in order to ensure that it is positive for all ν)
• Now the Fourier transform of the enhanced speech is obtained as
, that is the magnitude corresponding to the noise subtracted spectral density and the original phase of the collected samples. An inverse transformation back to the time domain gives the final result.
The speech enhancement system based on power subtraction is illustrated in Figure 1 . The resulting filter is linear and can be described by a pulse function h(n) or equivalently a frequency function H(ν). Particulary, the frequency function H(ν) is zero phase or real-valued and given by
Replacing estimated quantities with the true (but unknown) counterparts, a straightforward calculation results in
The frequency function H(ν) depends on R Y (ν) and R V (ν), often as well as on user chosen design variables. Typically, as illustrated by the example above, it is zero phase. The frequency function, or suppression rule, H(ν) can be derived from different error criteria, or it can be motivated from perceptual considerations.
SPEECH ENHANCEMENT IN PRACTICE
Speech as well as the background noise are nonstationary processes, and in practice the digital signal processing is based on sample frames of a fixed length N. Accordingly, we consider the scenario in Figure 2 for the presented theoretical analysis where τ noise-only frames containing N samples each are followed by a frame including speech samples. It is further assumed that an ideal voice activity detector (VAD) is available in order to distinguish between the frames containing noisy speech and frames containing background noise only. In particular, we consider the output from the spectral subtraction method in the most recent frame.
In general, R Y (ν) and R V (ν) in the suppression rule H(ν) are unknown and have to be replaced by estimated quantities R Y (ν) and R V (ν). Due to the short-time stationarity of the speech, the estimate R Y (ν) has to be calculated from the most recent frame of noisy observations only, while R V (ν) can (and should) be averaged from several past noise-only frames.
The actual spectral subtraction can be performed as follows. The digital audio samples {y(n)} (for n = 1, . . . , N) in the most recent frame are transformed to form {Y (ν)}. The frame is filtered by multiplication in the frequency domain, that is { H(ν) · Y (ν)}. The suppression rule H(ν) is formed, for example, according to (5) with R Y (ν) and R V (ν) there replaced by estimated quantities, viz.
In (6), δ is introduced as a user chosen weighting function. The effects of the choice of δ on the performance of the filtered output will be studied in detail in the sequel. The resulting frequency domain signal is transformed back to the time domain by an inverse transformation. The result is a frame of samples in which the noise has been suppressed. Note that Y (n) = V (n) in (1) during speech pauses. Accordingly, an estimate of R V (ν) is calculated using a running estimate of some sort, making an average over τ frames
being the discrete Fourier transform,R V (ν) is the periodogram spectral estimator and R V (ν) is an properly averaged periodogram over τ frames. BothR V (ν) and R V (ν) are leading to asymptotically unbiased estimates of
The variance term describes the accuracy of the estimateR V (ν). We introduce a (possibly frequency dependent) quality factor γ(ν), so that for a general asymptotically unbiased spectral estimator R(ν) of R(ν), we have Var[ R(ν)] = γ(ν) R 2 (ν). That is, forR V (ν) we have γ V (ν) = γ V = 1. Accordingly for R V (ν) taken as an average ofR V (ν) over τ frames, we obtain a reduced value proportional to 1/τ.
POWER SPECTRAL DENSITY ERROR ANALYSIS
It is obvious that the stationarity assumptions imposed on the speech as well as the background noise give rise to bounds on how accurate the estimate of the speech is in comparison with the clean speech. In this section, the analysis is based on first order approximations of the power spectral density (PSD) estimates R Y (ν) and R V (ν), respectively, in combination with approximate (zero order approximations) expressions for the accuracy of the introduced deviations. Explicitly, in the following an expression is derived for the frequency domain error of the enhanced speech (the filtered output), due to the used suppression rule and due to the accuracy of the involved PSD estimators.
We consider the PSD error [5] 
where R X (ν) is the spectral density of the enhanced speech, given by R X (ν) = H(ν) 2 R Y (ν). Note thatR X (ν) by construction is an error term describing the difference in the frequency domain between the magnitude of the filtered noisy observation and the power spectral density of the clean speech. Therefor,R X (ν) can take both positive and negative values and is not the power spectral density of any wide-sense stationary stochastic process. In order to perform the analysis we assume that the frame length N is sufficiently large so that R Y (ν) and R V (ν) used to form H(ν) are close to the underlying spectral densities (implicitly assuming consistent estimates of the spectral densities). Introduce the first order deviations
where ∆ Y (ν) and ∆ V (ν) are zero mean stochastic variables such that the quality factors
for all ν.
Starting with the basic suppression rule (5) the PSD error for known spectral densities makes some sense. That is, inserting (5) into (7) givesR X (ν) = 0. Thus, if the spectral densities of the speech and noise are perfectly known, power subtraction is optimal in the sense of minimizing the squared PSD error. Perfectly known PSDs are characterized by zero-valued quality factors. We emphasize that if the PSD error is zero as in does not mean that the restoration is perfect.
In practice, neither R Y (ν) nor R V (ν) are known, but replaced by estimated quantities resulting in positive (non-zero) quality factors. The deviations of the estimated spectral densities from the underlying true ones are described by the stochastic quantities ∆ Y (ν) and ∆ V (ν), respectively. For performance optimization, a natural distortion criterion is the averaged mean squared PSD error
where the expectation is over the stochastic quantities ∆ Y (ν) and ∆ V (ν), respectively. With the above mentioned tools for performance analysis, the power subtraction suppression rule in (6) can be analyzed. In (6), δ is (a possibly frequency dependent) user chosen design variable. In particular with a constant δ > 1 the method is often referred as power subtraction with over-subtraction. Further, an interesting case is when δ < 1, which is seen from the following heuristic discussion. As stated previously, when R Y (ν) and R V (ν) are exactly known, (6) with δ ≡ 1 is optimal in the sense of minimizing the MSE (9) . When no (what so ever) information about R Y (ν) and R V (ν) can be observed, on the other hand, the best we can do is to let the filter output equals the noisy speech. This case corresponds to the use of (6) with δ ≡ 0. Due to the above two extremes, one can expect that when estimates R Y (ν) and R V (ν) are used to form the suppression rule, the minimum MSE is obtained for some (possibly frequency dependent function) δ in the interval 0 ≤ δ ≤ 1.
Calculating the PSD error for the case 0 ≤ δ ≤ 1 gives
where the equality follows from the Taylor series expansion (1 + x) −1 = 1 − x + . . . and neglecting higher than first order deviations. Under the given assumptions, we have
The quantity E[R 2 X (ν)] is quadratic in δ and can be analytically minimized for all ν. Denoting the optimal function byδ , the result reads
Since the quality factors are positive quantities, it follows that 0 ≤δ ≤ 1. Inserting (11) into (10) yields PSfrag replacements
Inverse quality factor 1/γ MSE improvement in dB In order to influence the performance of power subtraction we have to decrease the quality factors γ Y (ν) and γ V (ν) as much as possible. It means that we have to select an appropriate estimator of the instantaneous spectral density in the analyzed frame, as well as an estimator for the long-time stationary background noise. Further, we can influence the performance by proper selection of the suppression rule, see [8] .
Using fast Fourier transform (FFT) based spectral estimators we have that γ Y = 1 (as earlier discussed, for the analysis to hold true the quality factors should be much smaller than unity) and γ V is proportional to 1/τ. Thus, for τ 1 the dominant term in γ = γ Y + γ V is γ Y and thus the main error source is the single frame spectral estimation of the noisy speech.
We note that in generalδ is considerable smaller than unity, that is for γ Y = 1 and γ V = 1/τ, thenδ < 0.5 for all τ. The fact thatδ 1 indicates that the statistical accuracy of the spectral estimators, and in particular the statistical accuracy of R Y (ν), have a large impact on the quality of the output enhanced speech. Here,
The value of the quality factor γ Y (ν) may be decreased by using averaging techniques, such as blocking data into sub-frames and using an averaged periodogram. Such an approach is included in the IS-127 standard where 16 frequency bands are used [2] . Another appealing approach is to reduce γ Y (ν) by parametric modelling. For example, employing autoregressive modeling may significantly reduce the quality factors [5] .
DISCUSSION
The improvement in MSE for the optimized power subtraction is given by −10 log 10 (1 −δ ) = −10 log 10 γ 1 + γ
where γ is the total quality factor γ = γ Y + γ V . In Figure 3 the improvement in MSE is depicted as function of 1/γ.
In [10] an empirical quantity, the averaged spectral distortion improvement, was experimentally studied with respect to a scalar subtraction factor for magnitude subtraction. Based on several experiments, Kushner et. al. conclude that the optimal subtraction factor preferably should be in the interval that span from 0.6 to 0.7 at a signal to noise ratio of 15 dB. Translating their figures give that γ V = 0.017 (3 s averaging at 10 kHz) and γ Y = 0.5 (50 % frame overlap) and inserting them into (11) results in the subtraction factorδ = 0.66. Thus, the subtraction factor that can be derived by the presented theoretical analysis seems to resemble independent experimental results.
A state-of-the art noise suppressor is the one included in IS-127, developed by Motorola [2] . In the TIA/EIA standard IS-127 for the EVRC speech codec N = 104 noisy speech samples are used (the transformation F [·] is performed by aid of a 128-point FFT). Further, the suppression rule is calculated in 16 different bands, and the transformation back to the time-domain is performed with some overlap between adjacent frames. A rough estimate of the quality factor γ Y is as follows. The decomposition into sub-bands reduces γ Y by a factor of 16, whereas the averaging between frames reduces it further a factor 1.5 (an overlap-and-add with 48 samples is used), that is γ Y = 0.04. This figure indicates a capability to perform noise reduction with an MSE improvement below 14 dB.
In order to conclude, an analysis technique for spectral subtraction type of methods has been discussed. For example, using hands-free telephony in a car compartment, ill-placement of the microphone(s) can not be compensated for by processing the noisy observations.
