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CYLINDRIC SYMMETRIC FUNCTIONS AND POSITIVITY
CHRISTIAN KORFF AND DAVID PALAZZO
ABSTRACT. We introduce new families of cylindric symmetric functions as subcoalge-
bras in the ring of symmetric functions Λ (viewed as a Hopf algebra) which have non-
negative structure constants. Combinatorially these cylindric symmetric functions are
defined as weighted sums over cylindric reverse plane partitions or - alternatively -
in terms of sets of affine permutations. We relate their combinatorial definition to an
algebraic construction in terms of the principal Heisenberg subalgebra of the affine
Lie algebra ŝln and a specialised cyclotomic Hecke algebra. Using Schur-Weyl duality
we show that the new cylindric symmetric functions arise as matrix elements of Lie
algebra elements in the subspace of symmetric tensors of a particular level-0 module
which can be identified with the small quantum cohomology ring of the k-fold prod-
uct of projective space. The analogous construction in the subspace of alternating
tensors gives the known set of cylindric Schur functions which are related to the small
quantum cohomology ring of Grassmannians. We prove that cylindric Schur functions
form a subcoalgebra in Λ whose structure constants are the 3-point genus 0 Gromov-
Witten invariants. We show that the new families of cylindric functions obtained from
the subspace of symmetric tensors also share the structure constants of a symmetric
Frobenius algebra, which we define in terms of tensor multiplicities of the generalised
symmetric group G(n,1,k).
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1. INTRODUCTION
The ring of symmetric functions Λ = lim←−−Λk with Λk = C[x1, . . . , xk ]
Sk lies in the in-
tersection of representation theory, algebraic combinatorics and geometry. In order
to motivate our results and set the scene for our discussion we briefly recall a classic
result for the cohomology of Grassmannians, which showcases the interplay between
the mentioned areas based on symmetric functions.
1.1. Schur functions and cohomology. A distinguished Z-basis of Λ is given by Schur
functions {sλ | λ ∈ P+} with P+ the set of integer partitions. In the context of Schur-
Weyl duality the associated Schur polynomials, the projections of sλ onto Λk , play a
prominent role as characters of irreducible polynomial representations of GL(k). In
particular, the product expansion sλsµ =
∑
ν∈P+ cνλµsν of two Schur functions yields the
Littlewood-Richardson coefficients cν
λµ
∈Z≥0, which describe the tensor product mul-
tiplicities of the mentioned GL(k)-representations. There is a purely combinatorial
rule how to compute these coefficients in terms of so-called Littlewood-Richardson
tableaux, which are a particular subclass of reverse plane partitions; see e.g. [24].
The positivity of Littlewood-Richardson coefficients can also be geometrically ex-
plained: let In,k denote the ideal generated by those sλ, where the Young diagram of
the partition λ does not fit inside (n − k)k (the bounding box of height k and width
n−k). Then the quotient Λ/In,k is known to be isomorphic to the cohomology ring
H∗(Gr(k,n)) of the Grassmannian Gr(k,n), the variety of k-dimensional hyperplanes
in Cn . Under this isomorphism Schur functions are mapped to Schubert classes and,
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thus, the Littlewood-Richardson coefficients are the intersection numbers of Schubert
varieties.
Alternatively, one can obtain the same coefficients via so-called skew Schur func-
tions sλ/µ, which are the characters of reducible GL(k)-representations. Noting that
Λ carries the structure of a (positive self-dual) Hopf algebra [63], the image of a Schur
function under the coproduct∆ :Λ→Λ⊗Λ can be used to define skew Schur functions
via
∆(sλ)=
∑
µ∈P+
sλ/µ⊗ sµ, sλ/µ =
∑
ν∈P+
cλµνsν . (1.1)
Here the second expansion is a direct consequence of the fact that Λ viewed as a Hopf
algebra is self-dual with respect to the Hall inner product; see Appendix A. Recall that
H∗(Gr(k,n)) carries the structure of a symmetric Frobenius algebra with respect to the
non-degenerate bilinear form induced via Poincaré duality (see e.g. [2]). In particular,
H∗(Gr(k,n)) is also endowed with a coproduct. It follows from sλ/µ = 0 ifµ 6⊂λ and (1.1)
that the (finite-dimensional) subspace in Λ spanned by the Schur functions {sλ | λ ⊂
(n−k)k } viewed as a coalgebra is isomorphic to H∗(Gr(k,n)). In particular, there is no
quotient involved, the additional relations are directly encoded in the combinatorial
definition of skew Schur functions as sums over skew tableaux.
In this article, we generalise this result and identify what we call positive subcoal-
gebras of Λ: subspaces M ⊂ Λ that possess a distinguished basis { fλ} ⊂ M satisfying
∆( fλ)=
∑
µ,νn
λ
µν fµ⊗ fν with nλµν ∈Z≥0. So, in particular,∆(M)⊂M⊗M and M is a coal-
gebra. One of the examples we will consider is the (infinite-dimensional) subspace
of cylindric Schur functions whose positive structure constants nλµν are the Gromov-
Witten invariants of the small quantum cohomology of Grassmannians.
1.2. Quantum cohomology and cylindric Schur functions. Based on the works of
Gepner [26], Intriligator [31], Vafa [60] and Witten [62] on fusion rings, ordinary (in-
tersection) cohomology was extended to (small) quantum cohomology. The latter
also possesses an interpretation in enumerative geometry [25]. The Grassmannians
were among the first varieties whose quantum cohomology ring q H∗(Gr(k,n)) was
explicitly computed [3, 9]. The latter can also be realised as a quotient of Λ⊗C[q]
[10, 55] and Postnikov introduced in [51] a generalisation of skew Schur polynomials,
so-called toric Schur polynomials, which are Schur positive and whose expansion co-
efficients are the 3-point genus zero Gromov-Witten invariants Cλ,dµν . The latter are
the structure constants of q H∗(Gr(k,n)), where d ∈ Z≥0 is the degree of the rational
curves intersecting three Schubert varieties in general position labelled by the parti-
tions λ,µ,ν⊂ (n−k)k .
Toric Schur polynomials are finite variable restrictions of cylindric skew Schur func-
tions sλ/d/µ ∈ Λ which have a purely combinatorial definition in terms of sums over
cylindric tableaux, i.e. column strict cylindric reverse plane partitions. Cylindric plane
partitions were first considered by Gessel and Krattenthaler in [27]. There has been
subsequent work [42, 43, 47] on cylindric skew Schur functions exploring their com-
binatorial and algebraic structure. In particular, Lam showed that they are a special
case of affine Stanley symmetric functions [42]. While cylindric Schur functions are
in general not Schur-positive, McNamara conjectured in [47] that their skew versions
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have non-negative expansions in terms of cylindric non-skew Schur functions sλ/d/;.
A proof of this conjecture was recently presented in [43].
In this article we shall give an alternative proof and, moreover, show that the func-
tions {sλ/d/; | λ⊂ (n−k)k , d ∈Z≥0} span a positive subcoalgebra of Λ whose structure
constants are the Gromov-Witten invariants of q H∗(Gr(k,n)); see Corollaries 5.42 and
5.43.
1.3. The Verlinde algebra and TQFT. The quantum cohomology ring q H∗(Gr(k,n))
has long been known to be isomorphic to the ĝln-Verlinde algebra Vk (ĝln) at level k
when q = 1 [62]. Here we will also be interested in the fusion ring Vk (ŝln) whose precise
relationship with q H∗(Gr(k,n)) was investigated in [40]: despite being closely related,
the two Verlinde algebras Vk (ŝln) and Vk (ĝln) exhibit different combinatorial descrip-
tions in terms of bosons and fermions.
Verlinde algebras [61] or fusion rings arise in the context of conformal field theory
(CFT) and, thus, vertex operator algebras, where they describe the operator product
expansion of two primary fields modulo some descendant fields. There is an entire
class of rational CFTs, called Wess-Zumino-Witten models, which are constructed from
the integrable highest weight representations of Kac-Moody algebras gˆwith the level k
fixing the value of the central element and the primary fields being in one-to-one cor-
respondence with the highest weight vectors; see e.g. the textbook [20] and references
therein.
Geometrically the Verlinde algebras Vk (gˆ) have attracted interest because their struc-
ture constantsN ν
λµ
, called fusion coefficients in the physics literature, equal the dimen-
sions of moduli spaces of generalised θ-functions, so-called conformal blocks [8, 19].
Here the partitions λ,µ,ν label the primary fields or highest weight vectors. The cele-
brated Verlinde formula [61]
N νλµ =
∑
σ
SλσSµσS
−1
σν
S0σ
(1.2)
expresses these dimensions in terms of the modular S -matrix, a generator of the
group PSL(2,Z) describing the modular transformation properties of the characters
of the integrable highest weight representations of gˆ. The representation of PSL(2,Z)
is part of the data of a Verlinde algebra, in particular the S -matrix encodes the idem-
potents of the Verlinde algebra as it diagonalises the fusion matrices (Nλ)µν = N νλµ.
More recently, the work of Freed, Hopkins and Teleman has also linked the Verlinde
algebras to twisted K-theory [22, 23].
The Verlinde formula and the existence of the modular group representation are
a ‘fingerprint’ of a richer structure: a three-dimensional topological quantum field
theory (TQFT) or modular tensor category, of which the Verlinde algebra is the
Grothendieck ring. In fact, the Verlinde algebra itself can be seen as a TQFT, but a
two-dimensional one. Based on work of Atiyah [7], the class of 2D TQFT is known to be
categorically equivalent to symmetric Frobenius algebras.
Exploiting the construction from [40] using quantum integrable systems, a q-
deformation of the ŝln-Verlinde algebra was constructed in [38] which (1) carries the
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structure of a symmetric Frobenius algebra and (2) whose structure constants or fu-
sion coefficients Nν
λµ
(q) ∈Z[q] are related to cylindric versions of Hall-Littlewood and
q-Whittaker polynomials. Both types of polynomials occur (in the non-cylindric case)
as specialisation of Macdonald polynomials [46]. Setting q = 0 one recovers the non-
deformed Verlinde algebra Vk (ŝln) and cylindric Schur polynomials that are different
from Postnikov’s toric Schur polynomials as their expansion coefficients yield the fu-
sion coefficients N ν
λµ
= Nν
λµ
(0) of Vk (ŝln) rather than Vk (ĝln). Geometrically, the q-
deformed Verlinde algebra has been conjectured [38, Section 8] to be related to the
deformation of the Verlinde algebra discussed in [58, 59].
In this article we investigate the combinatorial structure of the q-deformed Verlinde
algebra from [38] in the limit q → 1: we construct two families of positive subcoalge-
bras of Λ whose structure constants are given by Nν
λµ
(1); see Corollary 5.25.
1.4. The main results in this article. We summarise the main steps in our construc-
tion of positive subcoalgebras inΛ. Recall that the GL(k)-characters of tensor products
of symmetric SµV = Sµ1V ⊗·· ·⊗Sµr V and alternating powers∧µV =∧µ1 V ⊗·· ·⊗∧µr V
with V the natural or vector representation of GL(k) are respectively the homogeneous
hµ and elementary symmetric polynomials eµ; see Appendix A.2 for their definitions.
Similar as in the case of Schur functions we introduce skew complete symmetric and
skew elementary symmetric functions in Λ via the coproduct of their associated sym-
metric functions,
∆hλ =
∑
µ∈P+
hλ/µ⊗hµ and ∆eλ =
∑
µ∈P+
eλ/µ⊗eµ . (1.3)
The latter exhibit interesting combinatorics associated with weighted sums over re-
verse plane partitions (RPP); see our discussion in Appendix A.4. In light of the gener-
alisation of skew Schur functions (1.1) to cylindric Schur functions in connection with
quantum cohomology, one might ask if there exist analogous cylindric generalisations
of the functions (1.3) and if these define a positive infinite-dimensional subcoalgebra
of Λ.
1.4.1. Satake correspondence and quantum cohomology. In order to motivate our ap-
proach we first discuss the case of quantum cohomology. It has been long known that
the ring q H∗(Gr(k,n)) can be described in terms of the (much simpler) quantum coho-
mology ring q H∗(Pn−1) of projective space Pn−1 =Gr(1,n); see e.g. [11,30,35]. Here we
shall follow the point-of-view put forward in [29] concentrating on the simplest case
of the Grassmannian only: it follows from the Satake isomorphism of Ginzburg [28]
that when identifying the cohomology of Gr(k,n) as a minuscule Schubert cell in the
affine Grassmannian of GL(n) the latter corresponds to the k-fold exterior power of
the cohomology of Pn−1 under the same identification. In particular, the Satake cor-
respondence identifies H∗(Gr(k,n)) with the gln-module
∧k V and the multiplication
by the first Chern class corresponds to the action by the principal nilpotent element of
gln . This picture has been extended to quantum cohomology in [29] by replacing the
principal nilpotent element with the cyclic element in gln(C), which then describes
the quantum Pieri rule in q H∗(Gr(k,n)) provided one sets q = 1, i.e. one considers the
Verlinde algebra Vk (ĝln).
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In our article we shall work instead with the loop algebra gln[z, z
−1] and identify the
quantum parameter with the loop variable via q = (−1)k−1z−1. This will allow us to
identify the two distinguished bases of q H∗(Gr(k,n)) from a purely Lie-algebraic point
of view. Fix a Cartan subalgebra h ⊂ gln . Then under the Satake correspondence the
associated (one-dimensional) weight spaces of h in V −k =
∧k V ⊗C[z, z−1] are mapped
onto Schubert classes. The other, algebraically distinguished, basis of q H∗(Gr(k,n)) is
given by the set of its idempotents. The latter only exist if we introduce the nth roots t =
z1/n and under the Satake correspondence they are mapped to the weight spaces of the
Cartan algebra h′ in apposition to h [41], i.e. h′ is the centraliser of the cyclic element.
The basis transformation between idempotents and Schubert classes is described in
terms of a t-deformed modularS -matrix which encodes an isomorphism gln[z, z
−1]∼=
glΩn [t , t
−1] with the twisted loop algebra glΩn [t , t−1] =
⊕
m∈Z t m ⊗ gl(m)n , where gl(m)n ⊂
gln is the subalgebra of principal degree m mod n. If t = 1 and k odd we recover the
modularS -matrix of the Verlinde algebra Vk (ĝln); see e.g. [49].
However, we believe the extension to the loop algebra important, not only for the
reasons already outlined, but because it allows us to identify the multiplication oper-
ators with Schubert classes and, thus, q H∗(Gr(k,n)) itself, with the image of the prin-
cipal Heisenberg subalgebra hˆ′0 ⊂ ĝln [33] in the endomorphisms over V −k . Because the
latter is a level-0 module we are dealing in this article only with the projection h′0[z, z
−1]
of hˆ′0 in the loop algebra gln[z, z
−1]. From a representation theoretic point of of view
it is then natural to consider also the image of the principal Heisenberg subalgebra
in the endomorphisms of other subspaces, especially the symmetric tensor product
V +k = SkV ⊗C[z, z−1].
1.4.2. Schur-Weyl duality and skew group rings. A description of our construction in
terms of Schur-Weyl duality is as follows: let R = C[z, z−1] be the ring of Laurent poly-
nomials and consider the R-module Vk = R ⊗V ⊗k . The latter carries a natural left
U (gln[z, z
−1])-action and a right action of the following skew group ring: set Hk =
R[x±11 , . . . , x
±1
k ]⊗R R[Sk ] with 1⊗R R[Sk ]∼= R[Sk ] being the group ring of the symmetric
group in k-letters and impose the additional relations σi xi = xi+1σi , σi x j = x jσi for
|i − j | > 1 where {σi }k−1i=1 are the elementary transpositions in Sk . The action of the ring
Hk on Vk is fixed by permuting factors and letting each xi act by the cyclic element of
gln[z, z
−1] in the i th factor and trivially everywhere else. This action is not faithful, but
factors through the quotientHk (n)=Hk /〈xn1 − z〉. ConsideringH ′k (n)=Hk (n)⊗R R ′
with R ′ = R[t ]/(z − t n) we obtain a (semi-simple) algebra which can be seen as some
sort of specialisation or “classial limit” of a Ariki-Koike (or cyclotomic Hecke) alge-
bra [5].
In this construction the image of the centre Z (Hk ) ∼= R[x±11 , . . . , x±1k ]Sk in EndR Vk
is isomorphic to the ring R[x±11 , . . . , x
±1
k ]
Sk /〈xni − z〉, which as a Frobenius algebra can
be identified with the extension of q H∗(P) over the ring of Laurent polynomials in
q , where P = Pn−1 × ·· · ×Pn−1 are k copies of projective space and q = z−1. Schur-
Weyl duality then tells us that each class in that latter ring must correspond to an
element in the image of U = U (gln[z, z−1]). In fact, we show equality between the
images of Z (Hk ) and the principal Heisenberg subalgebra in EndR Vk . Restricting to
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FIGURE 1. From left to right: a cylindric reverse plane partition (CRPP),
a row strict CRPP and an adjacent column CRPP when n = 4 and k = 3;
see Section 5 for their definitions.
the subspace V −k ⊂ Vk of alternating tensors, we recover the quantum cohomology of
Grassmannians q H∗(Gr(k,n)) via the Satake correspondence: the Schur polynomials
sλ(x1, . . . , xk ) ∈Z (Hk ) are mapped to operators in EndR V −k which correspond to mul-
tiplication by Schubert classes in q H∗(Gr(k,n)).
Theorem 5.39 then shows how cylindric Schur functions occur in our construction:
let ui , i ∈N be a set of commuting indeterminates and consider in EndR Vk the Cauchy
identity ∏
i≥0
k∏
j=1
(1+ui x j )=
∑
λ∈P+
sλ(x1, . . . , xk )sλ′(u1,u2, . . .) .
Taking matrix elements in the above identity with alternating tensors from V −k we ob-
tain formal power series in the quantum deformation parameter q = (−1)k+1z−1 whose
coefficients are cylindric Schur functions in the ui . The proof of McNamara’s conjec-
ture is then an easy corollary; see Corollary 5.42.
1.4.3. The subspace of symmetric tensors. In complete analogy with the previous case
we consider the image ofZ (Hk ) in the endomorphisms over the subspace of symmet-
ric tensors V +k = SkV ⊗C[z, z−1] ⊂ Vk . The latter defines again a symmetric Frobenius
algebra, which is the q → 1 limit of the q-deformed Verlinde algebra discussed in [38].
Since the corresponding module V +k is no longer minuscule one does not expect that
this Frobenius algebra describes the quantum cohomology of a smooth projective vari-
ety. In the context of Frobenius manifolds the symmetric tensor product has also been
considered in [35, Section 2.b].
Albeit a direct geometric interpretation is currently missing, there is interesting
combinatorics to discover: we consider the following alternative Cauchy identity in
EndR Vk , ∏
i≥0
k∏
j=1
(1−ui x j )−1 =
∑
λ∈P+
mλ(x1, . . . , xk )hλ(u1,u2, . . .),
where the mλ are the monomial symmetric functions, and now take matrix elements
with symmetric tensors in V +k . In Theorem 5.12 we show that as coefficients in the
resulting power series in the loop variable z, one obtains cylindric analogues hλ/d/µ of
the skew complete symmetric functions in (1.3). Similar to cylindric Schur functions,
the latter have a completely independent combinatorial definition as weighted sums
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over cylindric reverse plane partitions (see Figure 1 for examples). Their non-skew
versions have a particularly simple expansion in Λ (c.f. Lemma 5.14),
hλ/d/; =
∑
µ
|Sλ|
|Sµ|
hµ , (1.4)
where λ is an element in the fundamental alcove of the glk weight lattice under the
level-n action of the extended affine symmetric group Sˆk , d ∈ Z a sort of winding
number around the cylinder and the sum runs over all weights µ in the Sˆk -orbit of
λ. The expansion coefficients are given by the ratio of the cardinalities of the stabiliser
subgroups Sλ,Sµ ⊂ Sk of the weights λ,µ and, despite appearances, are integers; see
Lemma 5.10.
We show that the subspace spanned by these non-skew cylindric complete symmet-
ric functions is a positive subcoalgebra ofΛ, whose non-negative integer structure con-
stants Nλµν coincide with those of the Frobenius algebra V
+
k and which we express in
terms of tensor multiplicities of the generalised symmetric group G(n,1,k).
Cylindric elementary symmetric functions eλ/d/µ enter naturally by considering the
image of the hλ/d/µ under the antipode which is part of the Hopf algebra structure on
Λ. Their combinatorial definition involves row strict cylindric reverse plane partitions;
see Figure 1. We unify all three families of cylindric symmetric functions (elementary,
complete and Schur) by relating their combinatorial definitions in terms of cylindric
reverse plane partitions to the same combinatorial realisation of the affine symmetric
group S˜k in terms of ‘infinite permutations’, bijections w :Z→Z, considered by several
authors [12, 18, 44, 54]. The new aspect in our work is that we link this combinatorial
realisation of the extended affine symmetric group Sˆk to cylindric loops and reverse
plane partitions by considering the level-n action for hλ/d/µ and eλ/d/µ, while for the
cylindric Schur functions we consider the shifted level-n action.
2. THE PRINCIPAL HEISENBERG SUBALGEBRA
Our main reference for the following discussion of the principal Heisenberg subalge-
bra is [33, Chapter 14]. While the latter can be introduced for arbitrary simple complex
Lie algebras g, we shall here focus on the simplest case g = gln(C), the general linear
algebra of the Lie group GL(V ) with V = Cv1⊕·· ·⊕Cvn ∼= Cn . A basis of gln(C) are the
unit matrices {ei j |1≤ i , j ≤ n} whose matrix elements are zero except in the i th row and
j th column where the element is 1. The Lie bracket of these basis elements is found to
be
[ei j ,ekl ]= δ j k ei l −δi l ek j . (2.1)
Note that by choosing a basis we have also fixed a Cartan subalgebra,
h=
n⊕
i=1
Cei i . (2.2)
For i = 1, . . . ,n−1 set ei = ei ,i+1, fi = ei+1,i and hi = ei i−ei+1,i+1. These matrices are the
Chevalley generators of the subalgebra sln ⊂ gln and we denote by h0 ⊂ sln the Cartan
subalgebra, which is spanned by the hi .
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2.1. The affine Lie algebra. We now turn our attention to the affine Lie algebra of gln .
Let gln[z, z
−1] = C[z, z−1]⊗ gln be the loop algebra with Lie bracket, [ f (z)x, g (z)y] :=
f (z)g (z)[x, y], where f , g ∈ C[z, z−1] are Laurent polynomials in some variable z and
x, y ∈ gln . Then the affine Lie algebra is the unique central extension of the loop algebra
ĝln = gln[z, z−1]⊕Ck (2.3)
together with the Lie bracket
[x(z)⊕αk, y(z)⊕βk]= [x(z), y(z)]⊕Res〈x ′(z)|y(z)〉k , (2.4)
where x(z)= f (z)x, y(z)= g (x)y ∈ gln[z, z−1], α,β ∈C and
Res〈x ′(z)|y(z)〉 =Res( f ′(z)g (z))〈x|y〉 ,
is the 2-cocycle fixed by the Killing form 〈x|y〉 = tr(x y) and the linear map Res :
C[z, z−1]→Cwith Res(zr )= δr,−1. The set of Chevalley generators for the affine algebra
ŝln contains the additional elements
en = z⊗en1, fn = z−1⊗e1n , hn = (enn −e11)⊕k . (2.5)
For our discussion we will only need the loop algebra sln[z, z−1]⊂ gln[z, z−1] but it is
instructive to briefly recall the definition of the principal Heisenberg subalgebra in the
affine Lie algebra ŝln ⊂ ĝln first.
For r = 1, . . . ,n−1 define the following elements in sln[z, z−1],
Pr =
∑
j−i=r
ei j + z
∑
i− j=n−r
ei j (2.6)
and set Pr+n = zPr for all other r ∈Z\nZ.
Lemma 2.1. In the affine algebra ŝln we have the Lie bracket relations
[Pm ,Pm′]= δm+m′,0 k , ∀m,m′ ∈Z\nZ . (2.7)
The Pr together with the central element k span the so-called principal Heisenberg
subalgebra hˆ′0 ⊂ ŝln . 1 Consider the exact sequence
0→Ck → ĝln
pi gln[z, z−1]→ 0. (2.8)
Then hˆ′0 = pi−1(z(P1)) is the pre-image of the centraliser z(P1) = {x(z) ∈
sln[z, z−1] | [P1, x(z)]= 0} under the projection pi. We denote by
h′0[z, z
−1]=pi(hˆ′0)⊂ sln[z, z−1] . (2.9)
the projection of the principal Heisenberg subalgebra onto the loop algebra in (2.8). It
follows that [Pr ,Pr ′]= 0 in the loop algebra sl[z, z−1] and, thus, h′0[z, z−1] is an (infinite-
dimensional) commutative Lie subalgebra in sln[z, z−1]. It is the latter which is in the
focus of our discussion for the remainder of this article.
1Note that this principal Heisenberg subalgebra is different from the homogeneous Heisenberg sub-
algebra hˆ0 = h0[z, z−1]⊕Ck which is generated by hi (m)= zmhi with [hi (m),h j (m′)]= δm+m′,0〈hi |h j 〉k
and m,m′ ∈Z.
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Note that both ‘halves’ of the principal subalgebra, the negative and positive indexed
elements Pr are related by the following anti-linear ∗-involution on gln[z, z−1],
z∗ = z¯ = z−1 and x∗ = x¯T , ∀x ∈ gln , (2.10)
where x¯ is the matrix obtained by complex conjugation and xT denotes the transpose.
That is, x∗ is the hermitian conjugate of x. One immediately verifies from the definition
(2.6) that P∗r = P−r .
Denote by Γ : gln → gln the (finite) Dynkin diagram automorphism induced by ex-
changing the i th Dynkin node with the (n − i )th node for i = 1, . . . ,n − 1, Γ(ei , j ) =
en−i ,n− j . The latter is clearly an involution. Consider now the affine Dynkin diagram
and the map Γˆ : gln → gln of order n that corresponds to a cyclic permutation of all
nodes, Γˆ(ei j ) = ei+1, j+1 where indices are understood modulo n. Note that the latter
also induces a (finite) Lie algebra automorphism and that the relation Γ ◦ Γˆ−1 = Γˆ ◦Γ
holds. We extend both automorphisms (viewed as C[z, z−1]-linear maps) to the loop
algebra gln[z, z
−1] by setting Γ( f (z)x)= f (z)Γ(x) and Γˆ( f (z)x)= f (z)Γˆ(x) for all x ∈ gln
and f ∈C[z, z−1].
Lemma 2.2. Let Π= Γˆ◦Γ, then Π(Pr )= P−r for all r ∈Z\nZ.
Proof. A straightforward computation using the definition (2.6). 
2.2. Cartan subalgebras in apposition. We now consider the projection of the prin-
cipal Heisenberg subalgebra onto the finite Lie algebra gln . Let pi1 : gln[z, z
−1] → gln
be the projection obtained by specialising to z = 1, that is pi1 : f (z)⊗ g 7→ f (1)g . Set
h′r =pi1(Pr ) for r = 1, . . . ,n−1. Then h′1 is known as cyclic element and the centraliser
h′ = {g ∈ gln | [h′1, g ]= 0} (2.11)
is another Cartan subalgebra, called in apposition to the Cartan algebra h defined in
(2.2); see [41] for details.
We recall the construction of the root vectors with respect to the Cartan algebra h′.
Let ζ= exp(2piι/n) and define for i , j = 1, . . . ,n the matrices
e ′i j =S −1ei jS =
1
n
n∑
a,b=1
ζ−i a+ j beab , S = (ζab/
p
n)1≤a,b≤n . (2.12)
Obviously, S induces a Lie algebra automorphism, i.e. the matrices e ′i j also satisfy
(2.1).
Lemma 2.3. The matrices {e ′i j } give the root space decomposition with respect to the
Cartan algebra h′. That is, we have
[h′r ,e
′
i j ]= (ζ−i r −ζ− j r )e ′i j , r = 1, . . . ,n−1, i , j = 1, . . . ,n (2.13)
Moreover,
S h′rS
−1 =
n∑
j=1
ζ− j r e j j . (2.14)
and the map ei j 7→ e ′i j is a Lie algebra automorphism.
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Proof. A straightforward computation using the Lie bracket relations
[h′r ,ei , j ]= ei−r, j −ei , j+r , (2.15)
where indices are understood modulo n. 
Note that the matrices {h′1,h
′
2, . . . ,h
′
n−1} only span the sln Cartan subalgebra h
′
0 =
(h′∩sln)⊂ h′. A basis of h′ is given by the matrices e ′i i =S −1ei iS .
We now take a closer look at the matrix
S = 1p
n
n∑
i , j=1
ζi j ei j (2.16)
which diagonalises the Cartan subalgebra h′. If we introduce in addition the matrix
T = ζ− n(n−1)24
n∑
i=1
ζ
i (n−i )
2 ei i (2.17)
then we obtain a representation of the group PSL2(Z). Let C = (δi+ j ,0 mod n)1≤i , j≤n
and Cˆ = (δi , j+1 mod n)1≤i , j≤n be the matrices which implement the Dynkin diagram
automorphisms Γ and Γˆ,
C ei jC = Γ(ei j )= en−i ,n− j and Cˆ ei j Cˆ −1 = Γˆ(ei j )= ei+1, j+1 , (2.18)
where indices are understood modulo n. Then C h′r = h′n−rC and Cˆ h′r = h′r Cˆ for r =
1, . . . ,n−1. Moreover, we have the following proposition.
Proposition 2.4 (Kac-Peterson [34]). TheS andT -matrix satisfy
S 2 = (S T )3 =C (2.19)
and
CS = S¯ =S ∗ =S −1, CT =T C , T ∗ =T −1 . (2.20)
Moreover, (Cˆ S )ab = S(a−1)b = ζ−bSab and (S Cˆ )ab = Sa(b+1) = ζaSab with indices
taken modulo n.
This is the the familiar representation of the S and T -matrix from ŝu(n)k -WZNW
conformal field theory for k = 1; see [34] for the case of general k. We therefore omit
the proof.
2.3. The twisted loop algebra. We recall from [33] the twisted realisation of the loop
algebra with respect to the principal gradation. Denote by ρ∨ ∈ h the dual Weyl vector,
which is the sum over the fundamental co-weights with respect to the original Cartan
subalgebra h. In the case of gln it reads explicitly,
ρ∨ =
n∑
i=1
n−2i +1
2
ei i . (2.21)
One easily verifies that [ρ∨,ei j ] = ( j − i )ei j and, hence, the group element ω =
exp[2piıρ∨/n] induces a Zn-gradation on the Lie algebra gln via the automorphism
Ω(g )=ωgω−1,
gln =
n−1⊕
r=0
gl(r )n , gl
(r )
n = {g |Ω(g )= e
2piı
n r g } .
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In particular, we have that h = gl(0)n and Ω(h′r ) = exp(2piır /n)h′r . Thus, Ω(h′) = h′, and
Kostant has shown in [41] that the automorphism Ω induces a Coxeter transformation
in the Weyl group Sn ∼=N (T ′)/T ′, where T ′ ⊂GL(V ) is the maximal torus corresponding
to the Cartan algebra in apposition h′ and N (T ′) its normaliser.
For r ∈Z define r¯ ∈ {0,1,2, . . . ,n−1} by r = r¯ +mn with m ∈Z. Then the twisted loop
algebra is defined as
glΩn [t , t
−1]=⊕
r∈Z
t r ⊗gl(r¯ )n , (2.22)
with Lie bracket [ f (t )x, g (t )y] := f (t )g (t )[x, y] where f , g ∈C[t , t−1] and x, y ∈ gln . The
following result is an immediate consequence of the analogous isomorphism for the
corresponding affine Lie algebras in [34, Chapter 14] and we therefore omit the proof.
Proposition 2.5. The linear map φ : gln[z, z
−1]→ glΩn [t , t−1] defined by
zm ⊗ei j 7→φ(zm ⊗ei j )= t j−i+nm ⊗ei j
is a Lie algebra isomorphism. In particular, we have for r ∈N\nN that
φ(Pr )= t r h′r¯ and φ(P−r )= t−r h′n−r¯ , (2.23)
where h′m ∈ h′ with m = 1,2, . . . ,n − 1 is the image of Pm under the projection pi1 :
gln[z, z
−1] gln obtained by setting z = 1.
Setting formally z = t n the loop algebra isomorphismφ : gln[z, z−1]→ glΩn [t , t−1] cor-
responds to the following similarity transformation with the diagonal matrix
D(t )=
n∑
i=1
t−i ei i . (2.24)
That is, we have the straightforward identities D(t )ei jD(t−1)= t j−i ei j from which the
result is immediate. This allows us to combine the gln Lie algebra automorphism in-
duced by the S -matrix with the loop algebra isomorphism φ via introducing the fol-
lowing deformedS -matrix,
S (t )=S D(t )= 1p
n
n∑
i , j=1
t− jζi j ei j (2.25)
while leaving theT -matrix unchanged.
Lemma 2.6. Let z = t n . ThenS (t )PrS −1(t )= t r ∑nj=1 ζ− j r e j j .
Proof. A somewhat tedious but straightforward computation using the definition
(2.25). We therefore omit the details. 
The last lemma shows that the similarity transformation with the deformed S -
matrix (2.25) describes the Lie algebra isomorphism from Proposition 2.5 together with
a change of basis in which the principal subalgebra is diagonal.
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2.4. Universal enveloping algebras and PBW basis. Consider the universal envelop-
ing algebra U (ĝln). According to the Poincare-Birkhoff-Witt (PBW) Theorem the latter
has the triangular decomposition
U (ĝln)∼=U (nˆ+)⊕U (hˆ)⊕U (nˆ−) ,
with nˆ+ and nˆ− being the Lie subalgebras generated by {ei }ni=1 and { fi }
n
i=1, respectively.
Here the affine Cartan subalgebra is given by hˆ = h[z, z−1]⊕Ck, but in what follows
we are only interested in level 0 representations and, hence, focus on the loop algebra
h[z, z−1] and the universal enveloping algebra U (gln[z, z−1]) ∼=U (nˆ+)⊕U (h[z, z−1])⊕
U (nˆ−) instead. To unburden the notation we will henceforth write U for U (gln[z, z−1])
and U± for the Borel subalgebras U (h[z, z−1])⊕U (nˆ±). Similarly, we abbreviate the uni-
versal enveloping algebra of the twisted loop algebra, U (glΩn [t , t
−1]), by UΩ.
Lemma 2.7. The Lie algebra isomorphism φ : gln[z, z
−1]→ glΩn [t , t−1] extends to a Hopf
algebra isomorphism φ : U →UΩ.
Proof. Recall that g = gln[z, z−1] naturally embeds into its tensor algebra T (g). Identi-
fying g with its image under the projection T (g)U it generates U . The same is true
for UΩ. As the definition of coproduct ∆ : U →U ⊗U , ∆(x) = x ⊗ 1+ 1⊗ x, antipode
γ : U →U , γ(x)=−x and co-unit ε(x)= 0 for all x 6= 1, are the same for both U and UΩ
the assertion follows from φ being a Lie algebra isomorphism. 
Let P+6=n be the set of partitions λ where each part λi 6= `n, ` ∈ N and set P±λ =
P±λ1 P±λ2 · · · Then {P±λ | λ ∈ P+6=n} ⊂ U (nˆ±) and according to the PBW theorem
{PλP−µ | λ,µ ∈P+6=n} forms a basis of U (h′0[z, z−1]).
2.5. Power sums and the ring of symmetric functions. Recall the definition of the ring
of symmetric functions Λ = C[p1, p2, . . .], which is freely generated by the power sums
pr , and can be equipped with the structure of a Hopf algebra; see Appendix A for details
and references.
Lemma 2.8. The maps Φ± :Λ→U± fixed by
pmn 7→ P±mn = z±m
n∑
i=1
ei i and pr 7→ P±r , r 6=mn, m,r ∈N (2.26)
are Hopf algebra homomorphisms.
We shall henceforth set P±mn = z±m∑ni=1 ei i and P0 =∑ni=1 ei i , such that the relation
Pr+n = zPr holds for all r ∈Z. Denote by U ′ the subalgebra in U generated by {Pr }r∈Z.
Proof. This is immediate upon noting that the Hopf algebra relations for power sums
in Λ match the relations of the standard Hopf algebra structure on U ; compare with
the proof of Lemma 2.7 and Appendix A. 
Using the maps Φ± we now introduce the analogue of various symmetric functions
(see Appendix A for their definitions and references) as elements in the upper (lower)
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Borel algebras and denote these by capital letters. For example, we define for any par-
tition λ ∈P+ in U+ the elements
Sλ =
∑
µ
χλ(µ)
zµ
Pµ, zλ =
∏
i≥1
i mi (λ)mi (λ)! , (2.27)
whereχλ(µ) is the character value of an element of cycle typeµ in the symmetric group.
Thus, the element Sλ is the image of the Schur function sλ ∈ΛunderΦ+. If the partition
λ in the definition of Sλ consists of a single vertical or horizontal strip of length r > 0
we obtain the following elements in U+,
Er =
∑
λ`r
²λz
−1
λ Pλ and Hr =
∑
λ`r
z−1λ Pλ (2.28)
where ²λ = (−1)|λ|−`(λ). These generators are solutions to Newton’s formulae and can
be identified with the elementary er and complete symmetric functions hr in the ring
of symmetric functions. Below we will also make use of the ‘generating functions’
E(u)=∑
r≥0
ur Er = exp
(
−∑
r≥1
(−u)r
r
Pr
)
(2.29)
and
H(u)=∑
r≥0
ur Hr = exp
(∑
r≥1
ur
r
Pr
)
. (2.30)
Their matrix elements should be understood as formal power series in the indetermi-
nate u. Besides the image of Schur functions we will also need the image of monomial
symmetric functions mλ under Φ+; see Appendix A. We recall from Λ the following
‘straightening rules’ for elements Sv which are not indexed by partitions but by some
v = (. . . , a,b, . . . ) ∈Z`≥0,
S(...,a,b,... ) =−S(...,b−1,a+1,... ) and S(...,a,a+1,... ) = 0 (2.31)
In Λ these relations are a direct consequence of the known relations for determi-
nants. The need for these straightening rules arises when applying Macdonald’s rais-
ing operator [46, Chapter I.1]. Recall that the raising operator Ri j acts on partitions as
Ri jλ= (λ1, . . . ,λi+1, . . . ,λ j−1, . . . ). Given Sλ we set Ri j Sλ = SRi jλ and extend this action
linearly.
We are now in the position to introduce Mλ = Φ+(mλ). Given a partition λ ∈ P+
define
Mλ =
∏
λi>λ j
(1−R j i )Sλ . (2.32)
Compare with [46, Example III.3] when t = 1. The definition (2.32) is best explained on
an example.
Example 2.9. Consider the partition λ= (2,1). Then we have:
M(2,1) = (1−R21)
∏
j>2
(1−R j 1)(1−R j 2)S(2,1) .
From the above product we need to extract all operators R = ∏R j i for which SRλ is
nonzero. Employing the straightening rules (2.31), we find that the only non-zero terms
are given by M(2,1) = S(2,1)−2S(1,1,1).
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Making the substitution Pr → P−r we denote by {E−r , H−r }r∈N the images of the el-
ementary and symmetric functions under Φ−. Using the anti-linear involution (2.10)
and the fact that the power sums are aQ-basis it follows at once thatΦ∗+ =Φ−. Similarly,
taking the combined Dynkin diagram automorphism Π from 2.2 that Φ− =Π◦Φ+.
Lemma 2.10. Let f ∈ Λ then F∗ = Φ+( f )∗ = Π(F ) = Φ−( f ), where ∗ is the anti-linear
involution (2.10) and Π the combined Dynkin diagram automorphism from Lemma
2.2.
So, in particuar, if Sλ =Φ+(sλ) and Mλ =Φ+(mλ) are the images of the Schur function
sλ and monomial symmetric function mλ under the homomorphism from Lemma 2.8,
then
S∗λ =Π(Sλ)=Φ−(sλ) and M∗λ =Π(Mλ)=Φ−(mλ) . (2.33)
Proof. As the power sums freely generate Λ, it suffices to check the relations Φ∗+ =Φ−
and Φ− = Π◦Φ+ on the pr . The first relation is a consequence of the definitions (2.6)
and (2.10), the second from Lemma 2.2. 
3. THE AFFINE SYMMETRIC GROUP AND WREATH PRODUCTS
Let Sk be the symmetric group of the set [k] = {1, . . . ,k} and denote by {σ1, . . . ,σk−1}
the group’s generators. Set Pk =
⊕k
i=1Z²i , the glk weight lattice with standard basis
²1, . . . ,²k and inner product (²i ,² j ) = δi j . Define the root lattice Qk ⊂ Pk as the sub-
lattice generated by {αi = ²i − ²i+1}k−1i=1 and set α0 = ²n − ²1. Denote by P+k ⊂ Pk the
positive dominant weights which we identify with the set of partitions, P+k
∼= {λ | λ1 ≥
·· · ≥ λk ≥ 0} which have at most k parts. We use the notation P++k = {λ | λ1 > ·· · > λk ≥
0} for the subset of strict dominant weights/partitions.
3.1. Action on the weight lattice. Each λ ∈Pk defines a map λ : [k]→Z in the obvious
manner and we shall consider the right action Pk ×Sk → Pk given by (λ, w) 7→ λ◦w =
(λw(1), . . . ,λw(k)). For a fixed weight λ denote by Sλ ⊂ Sk its stabiliser group. The latter
is isomorphic to the Young subgroup
Sλ ∼= ·· ·×Sm1(λ)×Sm0(λ)×Sm−1(λ)×·· · (3.1)
with mi (λ) being the multiplicity of the part i in λ. Note that |Sλ| =
∏
i∈Zmi (λ)! and we
shall make repeatedly use of the multinomial coefficients
dλ =
|Sk |
|Sλ|
= k !∏
i∈Zmi (λ)!
=
(
k
m(λ)
)
, (3.2)
which we call the quantum dimensions for reasons that will become clear in the fol-
lowing sections. Given any permutation w ∈ Sk there exists a unique decomposition
w = wλwλ with wλ ∈ Sλ and wλ a minimal length representative of the right coset
Sλw . Denote by S
λ ⊂ Sk the set of all minimal length coset representatives in Sλ\Sk .
16 CHRISTIAN KORFF AND DAVID PALAZZO
3.2. The extended affine symmetric group. Let Pk act on itself by translations. Then
the extended affine symmetric group is defined as Sˆk = Sk nPk . In terms of generators
and relations Sˆk is defined as the group generated by 〈τ,σ0,σ1, . . . ,σk−1〉 subject to the
identities (all indices are understood mod k)
σ2i = 1, σiσi+1σi =σi+1σiσi+1, σiσ j =σ jσi , |i − j | > 1, (3.3)
and
τσi+1 =σiτ . (3.4)
For our discussion it will be convenient to use instead of τ and σ0 the generators
xk = τσ1σ2 · · ·σk−1 and xi =σi xi+1σi , i = 1,2, . . . ,k−1. (3.5)
Then any element wˆ ∈ Sˆk can be written as wˆ =w xλ =w xλ11 · · ·xλkk for some λ ∈Pk and
w ∈ Sk .
Fix as ground ring R =C[z, z−1] and consider the R-module,
Hk =R[x±11 , . . . , x±1k ]⊗R R[Sk ] . (3.6)
Define an R-algebra by identifying (as subalgebras) R[x±11 , . . . , x
±1
k ]⊗1 with the polyno-
mial algebra R[x±11 , . . . , x
±1
k ] and 1⊗R[Sk ] with the group algebra R[Sk ], and in addition
impose the relations
σi xiσi = xi+1, xiσ j =σ j xi for j 6= i , i −1 . (3.7)
The latter algebra is a skew group ring or semi-direct product algebra which is some
sort of “classical limit” of the affine Hecke algebra. The following facts about Hk are
known:
Lemma 3.1. (i) The set {w xλ | xλ = xλ11 · · ·xλkk , λ ∈ Pk , w ∈ Sk } is a basis ofHk . (ii) The
centre ofHk isZ (Hk )=R[x±11 , . . . , x±1k ]Sk .
Proof. Claim (i) follows from the definition ofHk and because the monomials {x
λ}λ∈Pk
form a basis of R[x±11 , . . . , x
±1
k ]. In particular, the skew group ring Hk is a free mod-
ule over R[x±11 , . . . , x
±1
k ]. Assume that f =
∑
w fw w with fw ∈ R[x±11 , . . . , x±1k ] is cen-
tral, then it follows from xi f = f xi with i = 1, . . . ,k that fw = 0 for all w 6= 1.
Thus, f ∈ R[x±11 , . . . , x±1k ], but since in addition w f = f w for all w ∈ Sk we must
have f ∈ R[x±11 , . . . , x±1k ]Sk . Hence, Z (Hk ) ⊂ R[x±11 , . . . , x±1k ]Sk . The converse relation,
R[x±11 , . . . , x
±1
k ]
Sk ⊂Z (Hk ) is obvious. This proves (ii). 
3.3. Representations in terms of the cyclic element. Let V be the vector representa-
tion of gln introduced earlier and recall from (2.6) the definition of the elements P±1
in the loop algebra sln[z, z−1] which we interpret as endomorphisms over V [z, z−1] =
V ⊗C[z, z−1] corresponding to the matrices
X =

0 1 0
...
. . . . . .
0 0 1
z 0 · · · 0
 and X−1 =

0 · · · 0 z−1
1 0 0
. . . . . .
...
0 1 0
 . (3.8)
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As the notation suggests, both matrices are the inverse of each other with matrix mul-
tiplication defined over the ring R =C[z, z−1]. In fact, the following matrix identities in
EndR V [z, z−1] hold true:
Lemma 3.2. The Lie algebra elements Pr ∈ gln[z, z−1] with r ∈ Z defined in (2.6) and
(2.26) are powers of the matrices (3.8),
Pr = X r , ∀r ∈Z . (3.9)
In particular, X mn = zm1n , where 1n is the n×n identity matrix and m ∈Z.
Proof. This is immediate from the definition (2.6) noting that the ei j are the unit ma-
trices whose only nonzero entry is in the i th row and j th column. 
Consider the tensor product (V [z, z−1])⊗k ∼= Vk = R ⊗V ⊗k , where we identify both
tensor products in the obvious manner via
( f1(z)vi1 )⊗·· ·⊗ ( fk (z)vik ) 7→ ( f1(z) · · · fk (z))⊗ vi1 ⊗·· ·⊗ vik .
Let Sk act on the right by permuting factors in V
⊗k . Denote by X±1i the matrix which
acts by multiplication with X±1 in the i th factor and trivially everywhere else. Define a
Sˆk -action and, hence, aHk -action on Vk by setting for w ∈ Sk , λ ∈Pk ,
vi1 ⊗·· ·⊗ vik .w xλ = X−λ1 viw(1) ⊗·· ·⊗X−λk viw(k) . (3.10)
N.B. this Hk -action is not faithful, since we infer from (3.9) that for any λ ∈ Pk and
w ∈ Sk the element w(xλ−xλ+nmα) with m ∈Z,α ∈Qk is sent to zero.
Lemma 3.3. The action (3.10) factors through the quotient
Hk (n) :=Hk /〈xn1 − z〉 . (3.11)
Proof. This is a direct consequence of the definition of the action and that {xλw | λ ∈
Pk , w ∈ Sk } is a basis ofHk . 
Besides the right Hk -action we also have a natural left action of the enveloping al-
gebra U =U (gln[z, z−1]) via the coproduct ∆ : U →U ⊗U . This left action of the loop
algebra commutes with the right action of the symmetric group Sk on Vk , which per-
mutes the factors in the tensor product. Schur-Weyl duality states that the images of
R[Sk ] and U in EndR Vk are centralisers of each other. Therefore, given any element
in the centre Z (Hk ) ∼= R[x±1 , . . . , x±1k ]Sk its image must coincide with the image of an
element in U . We will now show that the ring of symmetric polynomials in the X±1i
coincides with the image of U ′ (defined after Lemma 2.8).
Lemma 3.4. We have the following identities in EndR Vk ,
∆k−1(Pr )=
k∑
i=1
X ri , ∀r ∈Z, (3.12)
where the Pr are defined in (2.6) and (2.26). In particular, ∆k−1(Pmn)= zmk IdVk .
Proof. The assertion follows from Lemma 3.2 and the definition of the coproduct ∆ :
U →U ⊗U . 
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It follows that for λ ∈P+k the images of Sλ and Mλ in EndR Vk can be written in terms
of the variables {X1, . . . , Xk } using the familiar definitions of Schur and monomial sym-
metric functions from Λk =C[x1, . . . , xk ]Sk ,
∆k−1(Sλ)=
∑
|T |=λ
X T and ∆k−1(Mλ)=
∑
µ∼λ
X µ, (3.13)
where the first sum runs over all semi-standard tableaux T of shape λ and the second
sum runs over all distinct permutations µ of λ. The analogous expressions apply to
∆k−1(S∗
λ
) and ∆k−1(M∗
λ
) by replacing Xi with X ∗i = X−1i . In what follows, we will drop
the coproduct ∆k−1 from the notation to unburden formulae and it will always be un-
derstood that the elements Mλ, Sλ and their adjoints act on tensor products via the
natural action given by the coproduct.
Since the power sums {pλ}λ∈P+k with pλ = pλ1 . . . pλk form a basis of Λk , we have as
an immediate consequence the following corollary.
Corollary 3.5. Let A be the image of Z (Hk ) and B the image of U ′ in EndR Vk , then
A =B. In particular, B ⊂ EndHk Vk .
3.4. The cyclotomic quotient and the generalised symmetric group. In the context
of affine Hecke algebras one is usually interested in representations where the action
of the polynomial part R[x±11 , . . . , x
±1
k ]⊂Hk is semi-simple, that is, there should exist a
common eigenbasis of the X±1i . To this end, we consider
H ′k =R ′⊗RHk , R ′ =R[t ]/(z− t n) (3.14)
and the R ′-module
V ′k =R ′⊗CV ⊗k =
⊕
λ∈A +k (n)
V ′λ, V
′
λ =R ′⊗CV ′λ , (3.15)
where V ′
λ
= {v | e ′i i v =mi (λ)v } are the gln-weight spaces of the Cartan subalgebra h′ in
apposition defined in (2.11) and the direct sum runs over weights in the following set
A +k (n)= {λ ∈P+k | n ≥λ1, . . . ,λk ≥ 1} . (3.16)
This decomposition into weight spaces of h′ should be seen in connection with the
algebra isomorphism φ : U →UΩ, where UΩ =U (glΩ[t , t−1]) is the enveloping alge-
bra of the twisted loop algebra. Recall that the change in Cartan subalgebras and the
isomorphism φ is implemented via the similarity transformation withS (t ) defined in
(2.25).
Define aH ′k -action on V
′
k analogous to (3.10) but setting z
±1 = t±n in (3.8).
Proposition 3.6. (i) The action of H ′k on V
′
k factors through the cyclotomic quotient
H ′k (n)=H ′k /In , whereIn is the two-sided ideal generated by the degree n polynomial
f (x1)= (x1− t )(x1− tζ) · · · (x1− tζn−1)= xn1 − t n . (3.17)
(ii) The action of the abelian subalgebra R ′[x±11 , . . . , x
±1
k ] ⊂H ′k on V ′λ is diagonal and,
in particular, the centre Z (H ′k ) acts by multiplication with symmetric functions in the
variables (t∓1ζ±λ1 , . . . , t∓1ζ±λk ).
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Proof. The assertion (i) is a direct consequence of the matrix identities (3.9) when
r ∈ nZ: setting z = t n they imply that the ideal In defined via (3.17) is mapped to
zero. Statement (ii) follows from exploiting the S -matrix defined in (2.16) and its t-
deformed version (2.25) which diagonalises the principal Heisenberg algebra; compare
with Lemma 2.6. Thus, we deduce from (3.9) that the similarity transformation with
S (t )⊗k on V ′k diagonalises the action of R
′[x±11 , . . . , x
±1
k ] ⊂Hn,k on each of the weight
spaces V ′
λ
in (3.15). 
The quotientH ′k (n) is closely related to the group ring of the generalised symmetric
group G(n,1,k) [56]. Recall that the generalised symmetric group is a special case of
the family G(n, p,k) of complex reflection groups in the Shephard-Todd classification
with p = 1. It can be defined as the wreath product of the symmetric group Sk with the
cyclic group Cn of order n (which we identify with the roots of unity of order n in C),
G(n,1,k)=C×kn oSk . (3.18)
Here Sk acts on the k-fold direct product C
×k
n by permutation of indices. Consider the
following exact sequence of groups, 1 → C×kn ,→ G(n,1,k) Sk → 1, then we denote
byN the normal subgroup which is the image of C×kn . Let yi ∈N be the image of the
generator of the i th copy of Cn under the natural isomorphismN ∼=C×kn .
Lemma 3.7. The map
w xλ 7→ t
∑
i λi w yλ , λ ∈Pk (3.19)
defines a ring isomorphismH ′k (n)
∼=R ′[G(n,1,k)].
Proof. Because of Lemma 3.1 (i) one deduces that a basis of H ′k (n) is given by
{xλw | n ≥ λi ≥ 1, w ∈ Sk }. Since {yλw | n ≥ λi ≥ 1, w ∈ Sk } is a basis of R ′[G(n,1,k)]
and t n yni = t n for all i = 1, . . . ,k as well as σi yiσi = yi+1 and σi y j = y jσi for j 6= i , i +1
the assertion follows. 
Note that in general the centre Z (H ′k ) does not map surjectively onto the centre
of R ′[G(n,1,k)]. For example, set n = 3 and k = 2 then the centre of the group alge-
bra of G(3,1,2) is 9-dimensional while the image of the centre of Z (H ′k ) for t = 1 is
six-dimensional; see the example [4, p.792]. A basis of the centre for general wreath
products with Sk has been put forward in [52]. However, in this article we are only in-
terested in the image of the centreZ (H ′k ) as we will be projecting onto the subspaces
of symmetric and alternating tensors in (3.15) below.
Corollary 3.8. Let M be a R ′[G(n,1,k)]-module then M is aH ′k -module.
Proof. This is a direct consequence of Lemma 3.7. 
Since H ′k (n) is essentially the group algebra of G(n,1,k) its irreducible modules
are given in terms of the irreducible modules of G(n,1,k). The latter are known
[50] to be the modules induced by the irreducible representations λ : yµ 7→ ζ(λ,µ),
λ ∈A +k (n) of the normal subgroupN ∼=C ×kn and their associated stabiliser subgroup
Gλ ⊂ G(n,1,k); see Appendix B for details. The following proposition identifies the
weight spaces of the twisted loop algebra as irreducible R ′[G(n,1,k)]-modules.
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Proposition 3.9. The weight spaces V ′
λ
are irreducible H ′k (n)-modules that for t = 1
are isomorphic to the irreducible G(n,1,k)-modules Lλ that are induced by the trivial
representation of Gλ ∼= Sλ.
Proof. We state the isomorphism V ⊗k →⊕λ∈A +k (n) Lλ. Define a basis in V ′k in terms of
the discrete Fourier transform (2.25) by setting
v ′p1 ⊗·· ·⊗ v ′pk = t
∑
i pi
∑
1≤a1,...,ak≤n
S −1p1a1 va1 ⊗·· ·⊗S −1pk ak vak
= t
∑
i pi
∑
1≤a1,...,ak≤n
ζ−(a,p)
nk/2
va1 ⊗·· ·⊗ vak
where p ∈ A +k (n)Sk is any distinct permutation of an element in the alcove (3.16).
We map the vector ⊗i v ′pi onto the unique n-tableau Tp = T (1) ⊗ ·· · ⊗ T (n) of shape
(m1(p), . . . ,mn(p)) that fills the horizontal strip of length m j (p) with those i ∈ {1, . . . ,k}
for which pi = j ; see Appendix B. Since all entries in each horizontal strip have to in-
crease strictly from left to right this fixes the n-tableau Tp = T (1)⊗ ·· ·⊗T (n) uniquely.
Conversely, any n-tableau of the same shape defines uniquely a vector ⊗i v ′qi with
q ∈ pSk . The latter span the irreducible representation Lλ with λ = (1m1(p) . . .nmn (p)).
By construction the map⊗i v ′pi 7→ Tp preserves the (left) action of the normal subgroup
N , (⊗i v ′pi ).xλ = ζ(λ,p)(⊗i v ′pi )= yλ(⊗i v ′pi ) for t = 1 see (B.1), and of the stabiliser group
Gp ⊂G(n,1,k). 
3.5. Characters and fusion product. Recall from Appendix B that the irreducible rep-
resentations L(λ) of G(n,1,k) are labelled by n-multipartitions λ= (λ(1), . . . ,λ(n)) with∑n
i=1 |λ(i )| = k. Given such aλwe call the unique partitionλ= (1m1 2m2 · · ·nmn ) ∈A +k (n)
with mi = |λ(i )| its type and call two irreducible modules L(λ) and L(µ) of the same
type, if λ=µ. The following result is taken from [50].
Lemma 3.10. (i) The restricted modules ResG(n,1,k)
N
L(λ) and ResG(n,1,k)
N
L(µ) are isomor-
phic as N -modules if and only if they are of the same type. (ii) The characters of L(λ)
restricted to the normal subgroupN are given by
χλ(y
p )=TrL(λ) y p = fλmλ(ζp ), fλ =
n∏
i=1
fλ(i ) , (3.20)
where p ∈ Pk , fλ(i ) is the number of standard tableaux of shape λ(i ) and mλ denotes the
monomial symmetric function. That is,
mλ(ζ
p )=∑
µ
ζp1µ1 · · ·ζpkµk ,
where the sum runs over all distinct permutations µ of λ.
Proof. From (B.1), notice that the action of y p on T does not depend on the shape of
each λ(i ), but only on |λ(i )|. We thus have
χλ(y
p )= fλ χλ(y p ), ∀p ∈Pk , (3.21)
where χλ is the character of the irreducible modules appearing in Proposition 3.9. This
proves, (i) and (ii). 
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Denote by RepG(n,1,k) the representation ring of the generalised symmetric group
with structure constants
L(λ)⊗L(µ)=⊕
ν
cνλµL(ν) .
Since the normal subgroupN is abelian and finite, we can identify its representation
ring RepN with its character ring, Char(N ) ∼= Zkn . Consider the map RepG(n,1,k)→
Char(N ) given by L(λ) 7→ χλ|N . Its inverse image leads to the definition of equiv-
alence classes [L(λ)] of irreducible G(n,1,k)-modules of type λ ∈ A +k (n). That is,
L(λ)∼ L(µ) if the multipartitions λ and µ are of the same type. In particular, the irre-
ducible modules {Lλ}λ∈A +k (n) whose n-multipartitions are given by n horizontal strips
of boxes of length mi (λ), form a set of class representatives. These irreducible mod-
ules are the ones induced by the trivial representation of the Young subgroup Sλ ∼=Gλ.
Thus, we have arrived at the following:
Proposition 3.11. The quotient RepG(n,1,k)/∼ endowed with the fusion product
[Lλ][Lµ]=
⊕
ν∈A +k (n)
Nνλµ[Lν], N
ν
λµ =
∑
type(ν)=ν
cνλµ
fν
fλ fµ
, (3.22)
is isomorphic to Char(N ). Here λ and µ in the definition of Nν
λµ
are any pair of multi-
partitions of type λ and µ.
A combinatorial version of the same result is the following product expansion of
specialised monomial symmetric functions.
Corollary 3.12. We have the following product expansion of monomial symmetric func-
tions at roots of unity
mλ(ζ
p )mµ(ζ
p )= ∑
ν∈A +k (n)
Nνλµmν(ζ
p ), ∀p ∈Pk , (3.23)
where the expansion coefficients are the fusion coefficients in (3.22).
Noting that mλ(1, . . . ,1)= dλ for any λ ∈A +k (n), we obtain as a special case of the last
result the following identity for the quantum dimensions (3.2),
dλdµ =
∑
ν∈A +k (n)
Nνλµdν, dλ = dimLλ . (3.24)
Of course the same identity follows directly from (3.22) and (B.5).
4. FROBENIUS STRUCTURES ON SYMMETRIC AND ALTERNATING TENSORS
Recall the definition of the symmetriser and antisymmetriser in C[Sk ],
e±k =
1
k !
∑
w∈Sk
(±1)`(w)w . (4.1)
In what follows we exploit Schur-Weyl duality and consider the UΩ-modules obtained
by projecting onto the symmetric, SkV = e+k V ⊗k , and antisymmetric,
∧k V = e−k V ⊗k ,
subspaces for each fixed k. Applying the idempotents e±k each weight space V
′
λ
is
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mapped to a one-dimensional subspace simplifying the combinatorial description of
the action of the subalgebra U ′ in the next section.
In this section we shall show that both subspaces, the symmetric and alternating
tensors, carry the structure of symmetric Frobenius algebras with the algebra product
defined in terms of the action of U ′. As mentioned in the introduction Frobenius al-
gebras are categorically equivalent to 2D TQFT. In the language of category theory a
2D TQFT is a monoidal functor Z : 2Cob→ Vec from the category of two-dimensional
cobordisms 2Cob (generated via concatenation from the elementary 2-cobordisms
shown below),
and , (4.2)
to the category of finite-dimensional vector spaces Vec (here over C); see the textbook
[37] for further details. Identifying 2-cobordisms which are homeomorphic implies
that the image V of a circle under Z must carry the structure of a symmetric Frobenius
algebra with the 2-cobordisms in (4.2) (from left to right) corresponding to the identity
map id : V → V , multiplication m : V ⊗V → V , bilinear form η : V ⊗V →C, unit e :C→ V
and coproduct δ : V → V ⊗V , co-form η∗ :C→ V ⊗V , co-unit or Frobenius trace ε : V →
C. We now define for each k and n such monoidal functors by explicitly constructing
the latter maps for symmetric and alternating tensors in V ′k .
4.1. Divided powers and a representation of the modular group. For λ ∈A +k (n) de-
fine the associated divided powers as the vector
vλ = dλ e+k (vλk ⊗·· ·⊗ vλ2 ⊗ vλ1 ), (4.3)
which have the property that e+2k (vλ ⊗ vµ) = dλdµ vλ∪µ/dλ∪µ. Here λ∪ µ denotes
the composition (λ1, . . . ,λk ,µ1, . . . ,µk ). Let V
∗ be the dual space of V and denote by
{v1, . . . , vn} the dual basis with v i (v j ) = δi j . Then we denote by vλ = 1k !
∑
w∈Sk v
λw(k) ⊗
·· · ⊗ vλw(1) the invariant tensor in (V ∗)⊗k that under the natural pairing satisfies
〈vλ, vµ〉 = δλµ.
Lemma 4.1. The matrix elements of the S -matrix (2.25) in the basis of divided powers
are given by
Sλµ(t )= 〈vµ,S ⊗k (t )vλ〉 = t−|λ|
mλ(ζ
µ)p
nk
= t |µ|−|λ|dλ
dµ
Sµλ(t ) . (4.4)
In addition, the matrix elements of the inverse matrix are (setting t¯ = t−1)
S −1λµ (t )= t |µ|
mλ(ζ
−µ)p
nk
= t |µ|−|λ|Sλµ(t )= t |µ|+|λ
∗|Sλ∗µ(t )= t |λ|+|µ|ζ−|λ|Sλµ∨(t ), (4.5)
where λ∗ = (1mn−1(λ)2mn−2(λ) . . . (n − 1)m1(λ)nmn (λ)) and µ∨ = (n + 1−µk , . . . ,n + 1−µ1).
The matrix elements of theT -matrix (2.17) in the basis of divided powers read,
Tλµ = 〈vµ,T ⊗k vλ〉 = δλµ ζ−
kn(n−1)
24
k∏
i=1
ζ
λi (n−λi )
2 . (4.6)
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Setting t = 1 the matrices S = S (1), T obey the relations (2.19) and (2.20) with the
matrix C given by Cλµ = 〈vµ,C ⊗k vλ〉 = δλ∗µ.
Proof. All of these identities are a direct consequence of the relations (2.19) and (2.20)
from Proposition 2.4 for k = 1 and the definition of the matrix elements in the basis of
divided powers. (N.B. here we have changed conventions and setting k = 1 all of the
resulting matrices are the transpose of the matrices considered previously for k = 1 in
Section 2.) In particular, note that the matrices C and Cˆ from (2.18) in the basis of
divided powers read Cλµ = 〈vµ,C ⊗k vλ〉 = δλ∗µ and Cˆλµ = 〈vµ,Cˆ ⊗k vλ〉 = δrot(λ)µ with
rot(λ) = (1mn (λ)2m1(λ) . . .nmn−1(λ)). Their product then yields (Cˆ C )λµ = δλ∨µ and the
last identity in (4.5) then follows. 
As we will be making repeated use of them, it is worthwhile to express some of the
modular S -matrix relations in terms of the matrix elements (4.4) which amount to
non-trivial summation formulae of monomial symmetric functions mλ and their aug-
mented counterparts mλ = |Sλ|mλ with λ ∈A +k (n) when specialised at roots of unity.
Corollary 4.2. We have the identities∑
σ∈A +k (n)
mλ(ζ
σ)mµ(ζ−σ)
nk |Sσ|
= ∑
σ∈A +k (n)
mλ(ζ
σ)mµ
∗
(ζσ)
nk |Sσ|
= δλµ (4.7)
and ∑
σ∈A +k (n)
mσ(ζ
λ)mσ(ζ−µ)= δλµnk |Sλ| = δλµ
|G(n,1,k)|
dimLλ
. (4.8)
Proof. All identities are a direct consequence of the relations (2.19) and (2.20) for k =
1. 
Corollary 4.3. Recall the definition (2.32) of the loop algebra element Mλ ∈U+ and de-
note by M∗
λ
∈U− its adjoint. Then we have the following Verlinde-type formula for their
matrix elements,
〈vν, M∗λvµ〉 =
|Sν|
|Sµ|
〈vµ, Mλvν〉 =
∑
σ∈A +k (n)
Sλσ(t )Sµσ(t )S
−1
σν (t )
t knSnkσ(t )
= t |ν|−|λ|−|µ|Nνλµ, (4.9)
where Nν
λµ
are the fusion coefficients (3.22). In particular, Nν
λµ
= 0 unless |λ|+|µ|−|ν| = 0
mod n.
Proof. Note that v ′µ = (S −1(t ))⊗k vµ is an eigenvector of M∗λ ∈ U− with eigenvalue
t−|λ|mλ(ζµ) andSnkσ(t )= t−nk mσ(1, . . . ,1)/
p
nk dσ = t−nk /
p
nk . Therefore,
〈vν, M∗λvµ〉 =
∑
σ∈A +k (n)
〈vν, v ′σ〉
Sλσ(t )Sµσ(t )
t nkSnkσ(t )
which gives the first equality in (4.9). To prove the second equality we set first t = 1.
Then the identity (3.23) can be rewritten as
Sλσ
Snkσ
Sµσ
Snkσ
= ∑
υ∈A +k (n)
Nυλµ
Sυσ
Snkσ
.
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Multiplying on both sides with S −1σν Snkσ and summing over σ ∈A +k (n) gives the de-
sired result for t = 1. The identity for general t then follows by noting that the mono-
mial symmetric function mλ is homogeneous of degree |λ|. The final statement is a
direct consequence of observing that the matrix elements of M∗
λ
= ∑p X−p , with the
sum running over all distinct permutations p of λ, only depend on powers of z−1 = t−n
according to the definition (3.8). 
Note the identity dλ = dimLλ = Sλnk /Snk nk which explains our earlier convention
to call the multinomial coefficients (3.2) quantum dimensions: they are the largest (in-
tegral) eigenvalue of the fusion matrix Nλ with λ ∈A +k (n).
As an easy consequence of these previous results one now derives several identities
for the fusion coefficients noting that dλ = dλ∗ for λ ∈A +k (n).
Corollary 4.4. One has the following equalities:
(i) Nµ
λnk
= δλµ and Nνλµ =Nνµλ
(ii) Nν
λµ
=Nν∗
λ∗µ∗ = dλNλ
∗
µν∗/dν and N
nk
λµ
= δλ∗µdλ
(iii) N rot
c ν
rota λrotb µ
=Nν
λµ
for a,b,c ∈Zwith a+b = c mod n, where
rotaλ= (1m1−a (λ) . . .nmn−a (λ))
and all indices are understood modulo n.
Proof. The identities (i) and (ii) follow from theS -matrix identities (4.4), (4.5) for t = 1.
Similarly, (iii) can be deduced from theS -matrix identity (for t = 1)
Srot(λ)µ = ζ|µ|Sλµ =S −1µ,rot(λ)
which follows from observing that mrotλ(ζ
µ)= ek (ζµ)mλ(ζµ)= ζ|µ|mλ(ζµ). 
We now endow V +k = SkV ⊗R ′ with the structure of a Frobenius algebra. First note
that V +k is a free R
′-module of finite rank. Define a R ′-linear map ε : V +k →R ′ by setting
ε(vλ)= t−knnkδλnk .
Then the induced map V +k →HomR ′(V +k ,R ′) is a R ′-module isomorphism.
Theorem 4.5. Let t0 ∈ C× with |t0| = 1. Then V +k /(t − t0)V +k together with the fusion
product vλvµ :=M∗λvµ and the trace functional induced by ε is a commutative Frobenius
algebra. Moreover, this algebra is semi-simple with idempotents eλ = t nk0 Snkλ(t0)v ′λ.
Proof. It follows from (4.9) that the product m : V +k ⊗ V +k → V +k given by m(vλ, vµ) ≡
vλvµ = M∗λvµ is commutative. Associativity is then an easy consequence, vλ(vµvν) =
M∗
λ
(M∗ν vµ) = M∗ν (M∗λvµ) = (vλvµ)vν. Define a bilinear form η : V +k ⊗ V +k → C and its
dual η∗ :C→ V +k ⊗V +k via
η(vλ, vµ)= ε(vλvµ)= t−nk0 nk N n
k
λµ and η
∗(1)= ∑
λ∈A +k (n)
mλ⊗mλ
∗
, (4.10)
where mλ = |Sλ|mλ with λ ∈A +k (n) is the augmented monomial symmetric function.
Employing Corollary 4.4 (ii) one deduces that η is non-degenerate and, by definition,
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invariant. All the remaining maps corresponding to the other 2-cobordisms shown in
(4.2) can now also be constructed. For example, using the 2-cobordisms in (4.2) one
obtains for the coproduct δ : V +k → V +k ⊗V +k (the inverted pair-of-pants cobordism),
δ= (id⊗m)◦ (η∗⊗ id)= (m⊗ id)◦ (id⊗η∗) . (4.11)
To show that the algebra is semi-simple, recall from the proof of Corollary 4.3 that
the modular S -matrix diagonalises the fusion matrices M∗
λ
in the definition of the
algebra product. This fixes the idempotents in terms of the eigenvectors v ′µ. That the
set of idempotents is complete follows from observing that theS -matrix is invertible;
compare with the identities from Corollary 4.2. 
Consider the ring R ′[x1, . . . , xk ]Sk ⊂ Z (H ′k ) of symmetric functions in k variables
over R ′ and denote byJn the ideal generated by
Jn = 〈pn − z k, pn+1− z p1, . . . , pn+k−1− z pk−1〉 , (4.12)
where pr =∑ki=1 xri are the power sums in the variables xi and z = t n .
Theorem 4.6. The map R ′[x1, . . . , xk ]Sk /Jn → V +k which sends mλ(x−11 , . . . , x−1k ) 7→ vλ is
a ring isomorphism. Here x−1i = zxn−1i for i = 1, . . . ,k.
Proof. We first show thatJn is equal to the idealJ ′n generated by the relations
〈xn1 − z, . . . , xnk − z〉 . (4.13)
One direction is trivial, the relations (4.12) are obviously satisfied if (4.13) hold. To
show the converse recall the generating function for power sums, P (u)=∑i≥1 pi ui−1 =∑k
i=1
xi
1−uxi , where the last expression is understood in terms of a geometric series ex-
pansion. From Newton’s formulae it follows via a proof by induction that (4.12) implies
pn+r − z pr = 0 for all r ≥ 0 and, hence, one shows that
P (u)=
n∑
i=1
pi u
i−1+ zun∑
i≥1
pi u
i−1 =
n∑
i=1
pi u
i−1+ zunP (u)
which can be rearranged as (replacing u with u−1)
n∑
i=1
pi u
n+1−i = (un − z)P (u−1)= (un − z)
k∑
i=1
uxi
u−xi
.
This implies that the formal series expansion of (un − z)P (u−1) in u terminates after
finitely many terms. Therefore, the residues of (un − z)P (u−1) at u = xi , for i = 1, . . . ,k
must vanish which is equivalent to (4.13). This proves the claim.
The relations (4.13) imply that the xi are invertible, x−1i = zxn−1i . Recall thatZ (H ′k )
acts on the one-dimensional subspace e+k V
′
λ
⊗R ′′ by multiplication with symmetric
polynomials in the variables (t±1ζ∓λ1 , . . . , t±1ζ∓λk ) with λ ∈A +k (n). Hence, employing
the Nullstellensatz we see that R ′[x1, . . . , xk ]Sk /Jn is isomorphic to the image ofZ (H ′k )
in EndR ′ V
+
k . But the action of Z (H
′
k ) on V
+
k fixes the ring structure upon noting that
vλ = zk M∗λvnk and M∗λ =
∑
µ∼λ X−µ in EndR ′ V +k . 
26 CHRISTIAN KORFF AND DAVID PALAZZO
4.2. Alternating tensors and Gromov-Witten invariants. We now turn to the sub-
spaces
∧k V ⊂V ⊗k of alternating tensors. Consider the alcove of strict partitions,
A ++k (n)=A +k (n)∩P++k = {λ | n ≥λ1 > ·· · >λk > 0} . (4.14)
Obviously the latter have mi (λ) = 0 or 1 and, therefore, the stabiliser groups Sλ are
trivial for λ ∈A ++k (n). Note also thatA ++k (n)=; unless k ≤ n. For λ ∈A ++k (n) fix the
basis
vλ¯ = vλk ∧·· ·∧ vλ2 ∧ vλ1 = e−k vλk ⊗·· ·⊗ vλ2 ⊗ vλ1 , (4.15)
where λ¯ = λ − ρ with ρ = (k, . . . ,2,1) is the reduced partition whose Young dia-
gram lies inside a bounding box of width n − k and height k. Denote by v λ¯ =∑
w∈Sk (−1)`(w)vλw(k)⊗·· ·⊗vλw(1) its dual basis in (V ∗)⊗k with respect to the natural pair-
ing.
Along a similar vein as in the symmetric case one finds the following presenta-
tion of PSL(2,Z) on alternating tensors if k is odd. Let λ,µ ∈ A ++k (n) and denote by
aλ(x1, . . . , xk )= det(xλij )1≤i , j≤k the alternating monomial.
Lemma 4.7. The matrix elements of the t-deformed modular S -matrix (2.25) in the
basis of alternating tensors read
Sλµ(t )= (−1)
k(k−1)
4 〈v µ¯,S ⊗k (t )vλ¯〉 = (−1)
k(k−1)
4 t−|λ|
aλ(ζ
µ)p
nk
(4.16)
while the inverse matrix elements obey the identities
S −1λµ (t )= (−1)(k−1)δλ1nSµλ∗(t−1)= t (n+1)kζ−|λ|Sµ∨λ(t )=Sµλ(t ) . (4.17)
For theT -matrix we obtain similar to the symmetric case
Tλµ = (−1)−
k(k−1)
12 〈v µ¯,T ⊗k vλ¯〉 = δλµ ζ−
kn(n−1)+k(k−1)
24
k∏
i=1
ζ
λi (n−λi )
2 (4.18)
But only for k odd (and t = 1) do both matrices, S = S (1) and T , obey the relations
(2.19), (2.20) with Cλµ = δλµ∗ .
Proof. The relations are a straightforward consequence of the definitions and the prop-
erties of S ,T for k = 1. Note that the additional factor (−1) k(k−1)4 in the S -matrix is
inserted because aλ(ζµ)= aµ(ζλ)= (−1)
k(k−1)
2 (−1)(k−1)δλ1n aλ∗(ζµ). Similarly, we entered
a factor (−1)− k(k−1)12 in the T -matrix so that S 2 = (S T )3 continues to hold. However,
note that
C ⊗k vλ¯ = vn−λk ∧·· ·∧ vn−λ1 = (−1)
k(k−1)
2 (−1)(k−1)δλ1n vλ¯∗ .
Hence the equalityS 2 =C only continues to hold for k odd. 
Remark 4.8. The presentation of PSL(2,Z) for t = 1 and k odd has been previously
considered by Naculich and Schnitzer [49] in connection with the U (n) Wess-Zumino-
Witten model.
In complete analogy with the previous case of divided powers we now consider the
Verlinde formula for the case of alternating tensors.
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Proposition 4.9. The matrix elements of the loop algebra element Sλ¯ ∈U+ defined in
(2.27) with λ ∈A ++k (n) and its adjoint S∗λ¯ ∈U− read
〈v ν¯,S∗
λ¯
vµ¯〉 = 〈v µ¯,Sλ¯vν¯〉 =
∑
σ∈A ++k (n)
Sλσ(t )Sµσ(t )S
−1
σν (t )
Sρσ(t )
= (−1)d(k−1)t−ndC ν¯,d
λ¯µ¯
, (4.19)
where nd = |λ¯|+|µ¯|−|ν¯| and the structure constants C ν¯,d
λ¯µ¯
are determined by the following
product expansion of Schur functions at roots of unity,
sλ¯(ζ
σ)sµ¯(ζ
σ)= ∑
ν∈A ++k (n)
(−1)d(k−1)C ν¯,d
λ¯µ¯
sν¯(ζ
σ) (4.20)
with λ = λ¯+ρ. Setting t = ζ k+12 q− 1n the matrix elements (4.19) are equal to the 3-point
genus zero Gromov-Witten invariants of q H∗(Gr(k,n)). In particular, C ν¯,d
λ¯µ¯
= 0 unless
|λ¯|+ |µ¯|− |ν¯| = 0 mod n.
Proof. The proof follows along the same lines as in the previous case of symmetric ten-
sors and employing that
t−|λ¯|sλ¯(ζ
µ)= t−|λ¯| aλ(ζ
µ)
aρ(ζµ)
= Sλµ(t )
Sρµ(t )
.
In particular, the matrix elements can be rewritten as
C ν¯
λ¯µ¯
(t )= (−1)d(k−1)t−ndC ν¯,d
λ¯µ¯
= t |ν¯|−|λ¯|−|µ¯| ∑
σ∈A ++k (n)
aλ(ζ
σ)aµ(ζσ)aν(ζ−σ)
nk aρ(ζσ)
(4.21)
and one then recognises for the stated value of t the Bertram-Vafa-Intriligator formula
for Gromov-Witten invariants; see e.g. [9] and [53] and references therein. 
Note that the last proposition implies that C ν¯
λ¯µ¯
(ζ
k+1
2 )=C ν¯,d
λ¯µ¯
is a non-negative integer.
Corollary 4.10. We have the following identities for the matrix elements (4.19):
C ν¯
λ¯µ¯
(t )=C ν¯
µ¯λ¯
(t )=C λ¯∨ν¯∨µ¯(t ) and C ν¯;µ¯(t )= δµν . (4.22)
Proof. All of the asserted equalities follow from (4.19) and the identities (4.17) for the
inverse of the modular S -matrix. In particular, Cλ¯µ¯ν¯(t ) := C ν¯
∨
λ¯µ¯
(t ) is invariant under
permutations of λ¯, µ¯ and ν¯. 
Having identified the matrix elements (4.19) for t = ζ k+12 with the Gromov-Witten
invariants C λ¯,dµ¯ν¯ , we obtain as a corollary the simplest case of the Satake correspondence
for quantum cohomology (c.f. [29]):
Corollary 4.11. Let V −k =
∧k V ⊗R ′ be the subspace of alternating tensors. Then V −k /(t−
ζ
k+1
2 )V −k together with the product vλ¯vµ¯ := S∗λ¯vµ¯ and trace functional ε(vλ¯) = δλ¯,ρ¯∨ is a
commutative semi-simple Frobenius algebra, which is isomorphic to the specialisation
of q H∗(Gr(k,n)) at q = 1.
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Proof. That the product m : V −k ⊗ V −k → V −k with m(vλ¯, vµ¯) := S∗λ¯vµ¯ is commutative is
a direct consequence of (4.19). Associativity then follows by the analogous argument
used in the case of symmetric tensors; see the proof of Theorem 4.5. The invariance
of the bilinear form η(vλ¯, vµ¯) := ε(vλ¯vµ¯) = δλ¯∨µ¯ is proved using the identities in (4.22).
Since the map λ¯ 7→ λ¯∨ is an involution one easily verifies that η is non-degenerate. The
remaining maps corresponding to the 2-cobordisms in (4.2) are then constructed from
η and the multiplication map m as in the case of symmetric tensors.
For semi-simplicity we again employ the modular S -matrix which encodes the
idempotents and that the latter span V −k sinceS is invertible. Proposition 4.9 then en-
tails that the map which sends vλ¯ onto a Schubert class gives an algebra isomorphism
V −k /(t −ζ
k+1
2 )V −k
∼= q H∗(Gr(k,n))/〈q −1〉. 
For completeness we mention here some differences with the case of symmetric ten-
sors. Firstly recall that q H∗(Gr(k,n)) has the following known presentation (see e.g. [2])
in terms the Landau-Ginzburg or super-potential
Wq (x1, . . . , xk )=
pn+1(x1, . . . , xk )
n+1 + (−1)
k qp1(x1, . . . , xk ) ,
where pr (x1, . . . , xk )=
∑k
i=1 x
r
i are the power sums,
q H∗(Gr(k,n))∼=C[q][e1, . . . ,ek ]/〈
∂Wq
∂e1
, . . . ,
∂Wq
∂ek
〉 .
We were unable to find an analogous super-potential for the ideal (4.12) used in the
case of symmetric tensors. However, one readily sees the similarity with the equations
(4.13) which are a direct consequence of (3.17).
The other difference lies in the Frobenius structure fixed via the Frobenius trace ε,
which is different from the trace functional the algebra would inherit viewed as a Ver-
linde algebra: there one fixes the value of ε on the idempotents in terms of the quan-
tum dimensions Sλρ/Sρρ. However, in contrast to the case of symmetric tensors, the
latter are (in general) neither positive nor real for alternating tensors. Instead the ring
q H∗(Gr(k,n)) inherits the intersection form from H∗(Gr(k,n)). Thus, even for k = 1
both Frobenius algebras are different due to the different bilinear forms, V +1 ∼= V1(ŝln),
the Verlinde algebra of the ŝln-WZW model, and V −1 ∼= q H∗(Pn−1)/(q − 1), the spe-
cialised quantum cohomology of projective space.
5. CYLINDRIC SYMMETRIC FUNCTIONS
In the previous section we have computed the matrix elements of Mµ and Sµ (as well
as those of their adjoints) and identified them with the fusion coefficients of 2D TQFTs
(structure constants of symmetric Frobenius algebras), which for particular values of
the loop parameter, turn out to be non-negative integers. It is therefore natural to ask
for a combinatorial description: we show that the fusion coefficients give the expan-
sion coefficients of so-called cylindric symmetric functions by taking matrix elements
of the following Cauchy identities in EndR Vk .
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Lemma 5.1. Recall the definitions (2.29) and (2.30). The following equalities hold in
EndR Vk , ∏
j≥1
H(u j )=
k∏
i=1
∏
j≥1
(1−Xi u j )−1 =
∑
λ∈P+k
Mλhλ(u)=
∑
λ∈P+k
Sλsλ(u), (5.1)
and ∏
j≥1
E(u j )=
k∏
i=1
∏
j≥1
(1+Xi u j )=
∑
λ∈P+k
Mλeλ(u)=
∑
λ∈P+k
Sλsλ′(u), (5.2)
where the Xi are the matrices (3.8) defined in the presentation of Hk discussed in the
previous section and the u j are some commuting indeterminates. The analogous iden-
tities hold for H∗(u j ), E∗(u j ) and M∗λ , S
∗
λ
with the Xi replaced by X−1i .
Proof. Employing the Hopf algebra homomorphisms Φ± from Lemma 2.8 the Cauchy
identities are a direct consequence of the corresponding identities inΛ. The restriction
of the sums to partitionsλ ∈P+k follows from observing that Mλ and Sλ must identically
vanish on Vk for `(λ) > k. Again this follows from the familiar relations in the ring of
symmetric functions: recall the projection Λ Λk = C[x1, . . . , xk ]Sk by setting xi = 0
for i > k. This introduces linear dependencies among the power sums allowing one to
express pλ with `(λ) > k in terms of {pµ}µ∈P+k as the latter form a basis of Λk ; see [46].
As a result the projections of monomial symmetric and Schur functions are identically
zero for `(λ) > k. Employing Lemma 3.4 the same linear dependencies among the
{Pλ}λ∈P+ then ensure that Mλ and Sλ are both the zero map for `(λ)> k. The analogous
identities for the adjoint operators are obtained by the same arguments using Φ− and
Lemma 2.10. 
Note that the Xi in (5.1), (5.2) all (trivially) commute. Hence, each matrix element
must yield a symmetric function in the u j and the latter are the mentioned cylindric
symmetric functions. Their name originates from their definition as sums over so-
called cylindric tableaux; see e.g. [27, 47, 51]. The latter are fillings of skew shapes (lat-
tice paths) on the cylinder Ck,n =Z2/(−k,n)Z. The aspect in our work we like to stress
here is the definition of new families of cylindric functions as well as the linking all
of them to the same combinatorial action of the extended affine symmetric group in
terms of “infinite permutations”.
5.1. Infinite permutations and the extended affine symmetric group. Recall the re-
alisation of the affine symmetric group S˜k =Qk oSk in terms of bijections w˜ : Z→ Z;
see [12, 18, 44, 54]. Here we state a generalisation of this presentation for the extended
affine symmetric group Sˆk =Pk oSk .
Proposition 5.2. The extended affine symmetric group Sˆk can be realised as the set of
bijections wˆ :Z→Z subject to the two conditions
wˆ(m+k)= wˆ(m)+k, ∀m ∈Z and
k∑
m=1
wˆ(m)=
(
k
2
)
mod k . (5.3)
The group multiplication is given via composition. The subset of bijections w˜ for which∑k
m=1 w˜(m)=
(k
2
)
gives the affine symmetric group S˜k ⊂ Sˆk .
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Proof. For S˜k this is the known presentation for the affine symmetric group from [44].
In particular, the simple Weyl reflections {σ0,σ1, . . . ,σk−1} are the maps Z→Z defined
via
σi (m)=

m+1, m = i mod k
m−1, m = i +1 mod k
m, otherwise .
(5.4)
Introduce the shift operator τ :Z→Z by m 7→ τ(m)=m−1. Then one has the identities
τ ◦σi+1 = σi ◦τ, where indices are understood modulo k. One easily verifies that any
wˆ = w˜ ◦τd with w˜ ∈ S˜k and d ∈Z obeys the stated conditions. Likewise any such map
can be written in the form wˆ = w˜ ◦τd . Thus, the group generated by 〈τ,σ0,σ1, . . . ,σk−1〉
is the extended affine symmetric group Sˆk . 
Our main interest in this realisation of Sˆk is that it naturally leads to the considera-
tion of cylindric loops.
5.2. Cylindric skew shapes and reverse plane partitions. Fix n ∈N. We are now gen-
eralising the notion of the weight lattice in order to define a level-n action of the ex-
tended affine symmetric group. Let Pk,n denote the set of functions λ : Z→ Z subject
to the constraint λi+k =λi −n for all i ∈Z.
Lemma 5.3. The map Pk,n × Sˆk → Pk,n with (λ, wˆ) 7→ λ◦ wˆ , where the ‘infinite permu-
tation’ wˆ :Z→Z is a bijection satisfying (5.3), defines a right action.
Proof. A straightforward computation. 
One can convince oneself that the above is the familiar level-n action of Sˆk on the
weight lattice Pk by observing that each λ ∈ Pk,n is completely fixed by its values
(λ1, . . . ,λk ) on the set [k]. Employing this identification between weights in λ ∈Pk and
their associated maps in λ ∈ Pk,n (which we shall denote by the same symbol), the set
of partitions (3.16) defined earlier, constitutes an ‘alcove’: a fundamental domain with
respect to the above level-n action of Sˆk on Pk,n . That is, for any λ ∈Pk,n the orbit λSˆk
intersectsA +k (n) in a unique point.
Note that when employing this identification of weights and maps one needs to be
careful not to identify the sum λ+µ of two weights λ,µ ∈Pk with the usual addition of
maps, where λ+µ :Z→Z is defined as (λ+µ)i =λi +µi .
Given λ ∈A +k (n) and d ∈Z denote by λ[d ] the (doubly) infinite sequence
λ[d ]= (. . . ,λ[d ]−1,λ[d ]0,λ[d ]1, . . . )= (. . . ,λ−d−1,λ−d ,λ1−d , . . . ) ,
that is, the image λ ◦τd (Z) of the map λ ◦τd : Z→ Z. This sequence defines a lattice
path {(i ,λ[d ]i )}i∈Z ⊂ Z×Z which projects onto the cylinder Ck,n = Z2/(−k,n)Z and is
therefore called a cylindric loop.
While we have adopted here the notation from [51], see also [47], our definition of
cylindric loops is different from the one used in these latter works. In loc. cit. λ[d ]
is obtained by shifting λ[0] in the direction of the lattice vector (1,1) in Z2, while we
shift here by the lattice vector (1,0) instead. We will connect with the cylindric loops
from [47, 51] below when discussing the shifted level-n action (5.59) of Sˆk .
CYLINDRIC SYMMETRIC FUNCTIONS 31
A cylindric skew diagram or cylindric shape is defined as the number of lattice points
between two cylindric loops: let λ,µ ∈A +k (n) be such that µi ≤ λi−d = (λ◦τd )i for all
i ∈Z, then we write µ[0]≤λ[d ] and say that the set
λ/d/µ= {(i , j ) ∈Z2 | µ[0]i < j ≤λ[d ]i } (5.5)
is a cylindric skew diagram (or shape) of degree d .
Definition 5.4. A cylindric reverse plane partition (CRPP) of shape Θ=λ/d/µ is a map
pˆi :Θ→N such that for any (i , j ) ∈Θ one has pˆi(i , j )= pˆi(i +k, j −n) together with
pˆi(i , j )≤ pˆi(i +1, j ) and pˆi(i , j )≤ pˆi(i , j +1),
provided (i + 1, j ), (i , j + 1) ∈ Θ. In other words, the entries in the squares between the
cylindric loops µ[0] and λ[d ] are non-decreasing from left to right in rows and down
columns.
Alternatively, pˆi can be defined as a sequence of cylindric loops
(λ(0)[0]=µ[0],λ(1)[d1], . . . ,λ(l )[dl ]=λ[d ]) (5.6)
withλ(i ) ∈A +k (n) and di−di−1 ≥ 0 such that pˆi−1(i )=λ(i )/(di−di−1)/λ(i−1) is a cylindric
skew diagram; see Figure 1 for examples when n = 4 and k = 3. The weight of pˆi is the
vector wt(pˆi) = (wt1(pˆi), . . . ,wtl (pˆi)) where wti (pˆi) is the number of lattice points (a,b) ∈
λ(i )/(di −di−1)/λ(i−1) with 1≤ a ≤ k.
5.3. Cylindric complete symmetric functions. Using CRPPs we now introduce a new
family of symmetric functions which can be viewed as generalisation of functions
which arise from the coproduct of complete symmetric functions; see Appendix A for
details. In the last part of this section we then show that they form a positive subcoal-
gebra of Λ whose structure constants are the fusion coefficients from (3.22) and (4.9).
Given µ ∈A +k (n) note that µ1−µk < n and, hence, its stabiliser group Sµ ⊂ Sk ⊂ Sˆk .
Define S˜µ as the minimal length representatives of the cosets Sµ\S˜k . The following is
a generalisation of the set (A.20) in Appendix A to the cylindric case: for λ,µ ∈A +k (n)
and d ∈Z≥0 define the set
{w˜ ∈ S˜µ | µ◦ w˜ ≤λ◦τd } (5.7)
and denote by θλ/d/µ its cardinality.
Lemma 5.5. The set (5.7) is non-empty if and only if λ/d/µ is a valid cylindric skew
shape, i.e. if µ ≤ λ◦τd . In the latter case we have the following expression for its cardi-
nality,
θλ/d/µ =
n∏
i=1
(
(λ◦τd )′i −µ′i+1
µ′i −µ′i+1
)
−
n∏
i=1
(
(λ◦τd−1)′i −µ′i+1
µ′i −µ′i+1
)
, (5.8)
where the binomial coefficients are understood to vanish whenever one of their argu-
ments is negative.
Proof. First note that if d = 0 then we must have w˜ ∈ Sµ, because λ,µ ∈A +k (n). In this
case we recover (A.10) and Lemma A.2 proved in Appendix A.
Assume now that d > 0. Restricting the maps µ and λ ◦τd to the set [k] we recover
the corresponding weights in P+k . By a similar argument as in the case d = 0, however
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with more involved steps due to the level-n action of the affine symmetric group, one
then arrives at the first statement, i.e. that (5.7) is non-empty if and only if µi ≤ (λ◦τd )i
for i ∈ [k]. This inequality is then extended to all i ∈ Z using that µi+k = µi −n and
(λ◦τd )i+k = (λ◦τd )i−n which implies that λ/d/µ is a valid cylindric skew shape. Since
µ≤ (λ◦τd ) if and only if µ′ ≤ (λ◦τd )′ the right hand side in (5.8) is zero if λ/d/µ is not
a cylindric skew shape.
Thus, we now assumeµ≤λ◦τd for the remainder of the proof. To compute the cardi-
nality we will rewrite the set (5.7) such that it can be expressed in terms of non-cylindric
weights for Sk+d and then apply again the result from Appendix A with k replaced by
k+d .
Each element in S˜µ can be expressed as w ◦ x−α with w ∈ Sµ and α ∈ Qk (that is,
|α| =∑i αi = 0). Thus, the set (5.7) can be rewritten as{
(w,α) ∈ Sµ×Qk | µ◦w ◦x−α ◦τ−d ≤λ
}
.
Since τ= xk ◦σk−1 ◦ · · · ◦σ1 it follows that τ−d = (σk−1 ◦ · · · ◦σ1)−d ◦ x−β for some β ∈Pk
with |β| = d . Noting further that for any w ′ ∈ Sk we have that x−α ◦w ′ =w ′ ◦x−α◦w ′ , we
can conclude that β′ =−(α◦w ′+β) ranges over all the elements in Pk with |β′| = d if α
ranges over all the elements inQk . Thus, we arrive at the alternative expression{
(w,β′) ∈ Sµ×Pk | µ◦w ◦ (σk−1 ◦ · · · ◦σ1)−d ◦x−β
′ ≤λ, |β′| = d} .
Each element w ◦ (σk−1 ◦ · · · ◦σ1)−d has a unique decomposition wµ ◦wµ, with wµ ∈ Sµ
and wµ ∈ Sµ, such that distinct w correspond to distinct wµ. Therefore, the set (5.7) is
in bijection with the set
A= {(w,β) ∈ Sµ×Pk | µ◦w ◦x−β ≤λ, |β| = d} , (5.9)
where β ∈Pk can only have non-negative parts βi ≥ 0 as λ,µ ∈A +k (n).
We now express the cardinality of the set (5.9) for Sˆk in terms of the cardinality
of the (non-cylindric) set (A.20) for Sk+d . Define the two weights in P+k+d setting
Λ(d) = (n,n, . . . ,n,λ1, . . . ,λk ) and µ(d) = (µ1, . . . ,µk ,0, . . . ,0). We now construct a bijec-
tion between (5.9) and the set
B= {w¯ ∈ Sµ(d) | µ(d) ◦ w¯ ≤Λ(d), (µ(d) ◦ w¯)1 > 0} . (5.10)
Fix (w,β) ∈A and let J (β) = { j1, . . . , jl } ⊂ [k] be the set of indices for which β ji > 0, i =
1, . . . , l . Denote by J¯ (β) = [k]\J (β) its complement. Define a weight γ = γ(w,β,d ,µ) ∈
Pk+d whose parts γ j for 1≤ j ≤ d are fixed by the vector(
(µ◦w) j1 ,0, . . . ,0︸ ︷︷ ︸
β j1−1
, (µ◦w) j2 ,0, . . . ,0︸ ︷︷ ︸
β j2−1
, . . . , (µ◦w) jl ,0, . . . ,0︸ ︷︷ ︸
β jl−1
)
.
and for 1≤ j ≤ k we set
γ j+d =
{
(µ◦w) j , j ∈ J¯ (β)
0, else
.
See Figure 2 for an illustration. Define w¯(w,β) ∈ Sµ(d) ⊂ Sk+d to be the unique permu-
tation such that γ=µ(d)◦w¯ . By construction, it follows that γ≤Λ(d) and γ1 > 0. Hence,
w¯(w,β) ∈B.
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FIGURE 2. A graphical depiction of the construction of the weight vector
γ ∈Pk+d (shown on the right) in the proof of Lemma 5.5.
Conversely, given w¯ ∈ B, define γ = γ(w¯) = µ(d) ◦ w¯ . Then the parts of γ fix the
weight β(w¯) ∈ Pk in A by reversing the above construction. In particular, the posi-
tions of nonzero parts γ j with d + 1 ≤ j ≤ d + k fix the set J¯ (β). From J¯ (β) and its
complement J (β) in [k] one constructs a vector γ¯ ∈ Pk by setting γ¯ j = γ j+d if j ∈ J¯ (β)
and if j = ji ∈ J (β) then let γ¯ j be the i th nonzero part among the first d parts of γ.
Define w = w(w¯) ∈ Sµ ⊂ Sk via γ¯ = µ ◦w . It then follows again by construction that
(w(w¯),β(w¯)) ∈A.
By distinguishing the cases (µ(d) ◦w ′)1 > 0 and (µ(d) ◦w ′)1 = 0 with w ′ ∈ Sµ(d) ⊂ Sk+d ,
the cardinality of the set (5.10) can be written as the difference of the cardinalities of
the sets {w ′ ∈ Sµ(d) | µ(d) ◦w ′ ≤ Λ(d)} ⊂ Sk+d and {w ′′ ∈ Sµ(d−1) | µ(d−1) ◦w ′′ ≤ Λ(d−1)} ⊂
Sk+d−1. Namely, suppose (µ(d) ◦w ′)1 = 0, then we may assume w ′(1) = k +d , because
otherwise we simply apply a permutation w ′′′ ∈ Sµ(d) such that the assumption holds
(recall that the last d parts of µ(d) are all zero by definition). Define w ′′ ∈ Sk+d−1 by
setting w ′′(i )=w ′(i +1) for i = 1, . . . ,k+d −1. Thus, using Lemma A.2 and (A.20) from
the appendix we arrive at
θλ/d/µ = θΛ(d)/µ(d) −θΛ(d−1)/µ(d−1) ,
and since (Λ(d))′i =λ′i +d = (λ◦τd )′i equation (5.8) follows. 
Similar to the non-cylindric case treated in Lemma A.3 in the appendix, we employ
(5.8) to define weighted sums over cylindric reverse plane partitions: given a CRPP pˆi
set
θpˆi =
∏
i≥1
θλ(i )/(di−di−1)/λ(i−1) , (5.11)
where the cylindric skew diagram λ(i )/(di−di−1)/λ(i−1) is the pre-image pˆi−1(i ), and we
denote by upˆi the monomial uwt1(pˆi)1 u
wt2(pˆi)
2 · · · in some commuting indeterminates ui . If
d = 0 we recover the definition (A.11) from Appendix A, i.e. θλ/0/µ = θλ/µ.
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Definition 5.6. For λ,µ ∈A +k (n) and d ∈Z≥0, define the cylindric complete symmetric
function hλ/d/µ as the weighted sum
hλ/d/µ(u)=
∑
pˆi
θpˆiu
pˆi (5.12)
over all cylindric reverse plane partitions pˆi of shape λ/d/µ.
Note that when setting d = 0 we recover the (non-cylindric) skew complete cylindric
function discussed in Appendix A, that is hλ/0/µ = hλ/µ. We now prove for d > 0 that
hλ/d/µ is a symmetric function by expanding it into the bases of monomial and com-
plete symmetric functions. Proceeding in close analogy to the non-cylindric case d = 0
discussed in Appendix A, we first link the expansion coefficients to product identities
in the quotient ringΛk⊗R ′/Jn from Theorem 4.6. As the latter is isomorphic to V +k we
shall use the same notation for both of them in what follows.
Let λ,µ ∈A +k (n), ν ∈P+, d ∈Z≥0 and define
θλ/d/µ(ν)=
∑
pˆi
θpˆi , (5.13)
where the sum is restricted to CRPP pˆi of shape λ/d/µ and weight ν.
Lemma 5.7. The following product rule holds in V +k
mµ(x
−1
1 , . . . , x
−1
k )hν(x
−1
1 , . . . , x
−1
k )=
∑
λ∈A +k (n)
z−dθλ/d/µ(ν)mλ(x−11 , . . . , x
−1
k ) . (5.14)
where d = |µ|+|ν|−|λ|n in the sum on the right hand side. In particular, θλ/d/µ(ν) is nonzero
only if dn+|λ| = |µ|+ |ν|.
Proof. It suffices to show that in V +k
mµ(x
−1
1 , . . . , x
−1
k )hr (x
−1
1 , . . . , x
−1
k )=
∑
λ∈A +k (n)
z−dθλ/d/µmλ(x−11 , . . . , x
−1
k ), (5.15)
where the sum runs over all λ ∈A +k (n) such that µ≤λ◦τd with d =
r+|µ|−|λ|
n ∈Z≥0. The
general case (5.14) then follows by repeatedly applying the latter expansion.
First note that the coefficient of mλ in mµhr must equal the coefficient of the mono-
mial term x−λ in the same product. Since mµ and hr are polynomials of degree µ and
r , respectively, and x−ni = z−1, it follows that r +|µ| − |λ| = 0 mod n. Hence, the term
x−λ with λ ∈A +k (n) occurs in the product expansion if and only if µ◦w ≤ λ◦ x−β with
β ∈Pk , βi ≥ 0, and |λ| = r+|µ|−n|β|. (N.B. the symbol x appears here twice, once in the
role as variable and another time as translation acting on a weight.) Thus, for any such
λ ∈A +k (n) the coefficient of x−λ in mµ(x−11 , . . . , x−1k )hr (x−11 , . . . , x−1k ) equals z−|β| times
the cardinality of the set{
(w,β) ∈ Sµ×Pk | βi ≥ 0, |β| = d , µ◦w ≤λ◦xβ
}
, (5.16)
where nd = r + |µ| − |λ|. Comparing with (5.9) we see that the coefficient is equal to
z−dθλ/d/µ with d = r+|µ|−|λ|n . 
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Note that the last lemma implies that θλ/d/µ(ν)= θλ/d/µ(β) forβ∼ ν, where θλ/d/µ(β)
withβ a composition is defined analogous to (5.13). Thus, we have as immediate corol-
lary:
Corollary 5.8. The function (5.12) has the expansion
hλ/d/µ =
∑
ν∈P+
θλ/d/µ(ν)mν (5.17)
in the ring of symmetric functions Λ.
Note that if we set ν = (r,0,0, . . .) with r = dn + |λ| − |µ| then θλ/d/µ(ν) = 1, as long
as λ/d/µ is a valid cylindric shape, since then there exists precisely one CRPP of that
weight, namely the cylindric shape λ/d/µ itself. Hence, hλ/d/µ is not identically zero
provided λ/d/µ is a valid cylindric skew diagram.
Similar to the product expansion (5.14) we also wish to express the fusion coeffi-
cients from (3.22), (3.23) which appear in the expansion of the product mµmν in V +k
in terms of the cardinalities of sets involving affine permutations. To this end, we now
extend the definition of the fusion coefficients to weights outside the alcove (3.16).
For λ,µ,ν ∈P+k define N¯λµν as the cardinality of the set{
(w, w ′) ∈ Sµ×Sν | µ◦w +ν◦w ′ =λ◦xα for some α ∈Pk
}
. (5.18)
Note that any such weightα ∈Pk appearing in the above definition does have to satisfy
n|α| = |µ|+ |ν|− |λ|.
Lemma 5.9. For µ,ν ∈P+k we have the following product expansion in V +k
mµ(x
−1
1 , . . . , x
−1
k )mν(x
−1
1 , . . . , x
−1
k )=
∑
λ∈A +k (n)
z
|λ|−|µ|−|ν|
n N¯λµνmλ(x
−1
1 , . . . , x
−1
k ) . (5.19)
So, in particular, N¯λµν =Nλµν for λ,µ,ν ∈A +k (n). Moreover, we have the following ‘reduc-
tion formula’ for monomial symmetric functions in V +k ,
mλˇ(x
−1
1 , . . . , x
−1
k )=
|Sλˇ|
|Sλ|
mλ(x
−1
1 , . . . , x
−1
k )z
−|λˇ|+|λ|
n , (5.20)
where λˇ is the unique intersection point of the orbit λSˆk withA
+
k (n).
Because we have equality between the fusion coefficients in (3.22) and the coeffi-
cients N¯λµν if λ,µ,ν ∈A +k (n), we shall henceforth use the same notation for both and
it will be understood that Nλµν is defined via the cardinality of the set (5.18) whenever
one of the weights lies outside the alcove (3.16).
Proof. Since the monomial symmetric function mλ is homogeneous and of degree |λ|
it follows from x−ni −z−1 = 0, that we must have |µ|+|ν|−|λ| = 0 mod n. Therefore, the
monomial x−λ11 · · ·x−λkk can only occur in the product mµ(x−11 , . . . , x−1k )mν(x−11 , . . . , x−1k )
provided there exist w ∈ Sµ and w ′ ∈ Sν such that w(µ)+w ′(ν)=λ◦xα for some α ∈Pk
satisfying |µ|+ |ν|− |λ| = n|α|, which proves the asserted product expansion.
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To prove the reduction formula note that in Λk we have that mλ(x
−1
1 , . . . , x
−1
k ) =∑
w∈Sλ x
λ◦w = 1|Sλ|
∑
w∈Sk x
−λ◦w . Since x−ni = z−1 in the quotient we arrive at the stated
formula. 
Since the set {mλ(x
−1
1 , . . . , x
−1
k )}λ∈A +k (n) forms a basis of the quotient ring V
+
k the co-
efficients Nλµν with λ,µ,ν ∈ P+k must be expressible in terms of the coefficients where
λ,µ,ν ∈ A +k (n). The following lemma together with the identities from Corollary 4.4
gives an explicit reduction formula.
Lemma 5.10. Let λ,µ,ν ∈P+k . Denote by νˇ ∈A +k (n) the unique intersection point of the
orbit νSˆk with the alcove (3.16). Then
Nλµν =Nλµνˇ
(
mn(νˇ)
m0(ν),mn(ν),m2n(ν), . . .
)
n−1∏
i=1
(
mi (νˇ)
mi (ν),mi+n(ν),mi+2n(ν), . . .
)
, (5.21)
where m j (ν) and m j (νˇ) are the multiplicities of the part j in ν and νˇ, respectively.
Proof. Recall that for ν ∈ P+k the cardinality of Sν is given by |Sν| =
∏
i≥0 mi (ν)!. Noting
the equalities mn(νˇ)=m0(ν)+mn(ν)+m2n(ν)+ . . . and mi (νˇ)=mi (ν)+mi+n(ν)+ . . . ,
one applies the definition of multinomial coefficients to arrive at the relation
|Sνˇ| = |Sν|
(
mn(νˇ)
m0(ν),mn(ν),m2n(ν), . . .
)
n−1∏
i=1
(
mi (νˇ)
mi (ν),mi+n(ν),mi+2n(ν), . . .
)
.
Applying equation (5.20) in (5.19) completes the proof. 
Let Lαβ be the number ofN0-matrices whose row sums are fixed by the components
of the vector α and whose column sums are fixed by the components of the vector β;
see Appendix A. The next lemma is the generalisation of the first identity in (A.9) to the
cylindric case.
Lemma 5.11. Let λ,µ ∈A +k (n) and ν ∈P+. Set d =
|µ|+|ν|−|λ|
n , then the following equality
holds
θλ/d/µ(ν)=
∑
σ∈P+k
LνσN
λ
σµ . (5.22)
Proof. Insert the known expansion hν(x−11 , . . . , x
−1
k ) =
∑
σ∈P+k Lνσmσ(x
−1
1 , . . . , x
−1
k ) (see
Appendix A) into the product mµ(x−11 , . . . , x
−1
k )hν(x
−1
1 , . . . , x
−1
k ) in V
+
k and compare with
(5.14), using the fact that {mλ(x
−1
1 , . . . , x
−1
k )}λ∈A +k (n) is a basis of V
+
k . Note that Lνσ is
nonzero only if |ν| = |σ|, which implies that on the right hand side of the asserted equa-
tion only the coefficients Nλσµ appear for which
|σ|+|µ|−|λ|
n = d . 
We have now all the results in place to state the main result of this section which con-
nects the cylindric complete symmetric functions with our discussion in the previous
sections.
Theorem 5.12. Let λ,µ ∈A +k (n) and d ∈ Z≥0. Then (i) the symmetric function hλ/d/µ
has the expansion
hλ/d/µ =
∑
ν∈P+k
Nλµν hν (5.23)
CYLINDRIC SYMMETRIC FUNCTIONS 37
into the basis {hν}ν∈P+ ⊂ Λ, where the sum is restricted to those ν ∈ P+k for which |ν| =
dn+|λ|− |µ|. (ii) We have the following formal power series expansions in z,
〈vλ∨ ,∏
j≥1
H(u j )vµ∨〉 = 〈vλ,
∏
j≥1
H∗(u j )vµ〉 = =
∑
d≥0
zd hλ/d/µ(u), (5.24)
where λ∨ = (1mn (λ)2mn−1(λ) . . .nm1(λ)), u¯ j = u j and z¯ = z−1.
Proof. We only need to prove (i) as (ii) is then a direct consequence of (5.1) and Corol-
lary 4.4. Using (5.22) one sees that
∑
σθλ/d/µ(σ)L
−1
νσ equals N
λ
µν if d = |µ|+|ν|−|λ|n and
`(ν)≤ k, and 0 otherwise. From (5.17) we then have
hλ/d/µ =
∑
ν,σ
θλ/d/µ(σ)〈mσ,mν〉hν =
∑
ν
(∑
σ
θλ/d/µ(σ)L
−1
νσ
)
hν
which proves (5.23). 
There are several corollaries of the last theorem which are worth exploring. First
note that the expansion coefficients in (5.23) from (i) in Theorem 5.12 do involve Nλµν
where ν ∈ P+k might be outside the alcove (3.16). While according to the reduction
formula (5.21) we can express these coefficients in terms of the fusion coefficients
Nλ
µνˇ
where νˇ ∈ A +k (n) there is an alternative expansion of hλ/d/µ into the special set
{hσ/d/nk }σ∈A +k (n) of cylindric complete symmetric functions that only features the orig-
inal fusion coefficients Nλµσ with λ, µ and σ ∈A +k (n).
Corollary 5.13. Let λ,µ ∈A +k (n) and d ∈Z≥0. Then we have the expansion
hλ/d/µ =
d+k∑
d ′=0
∑
σ
Nλµσhσ/k+d−d ′/nk , (5.25)
where the sum runs over all σ ∈A +k (n) such that |σ| = d ′n+|λ|− |µ|.
Proof. Starting from the second identity in (5.1) we take matrix elements in the sub-
space of symmetric tensors to find,
〈vλ,∏
i≥0
H∗(ui )vµ〉 =
∑
d≥0
z−d hλ/d/µ(u)
= ∑
ν∈P+k
〈vλ, M∗ν vµ〉hν(u)= zk
∑
ν∈P+k
〈vλ, M∗νM∗µvnk 〉hν(u)
= ∑
σ∈A +k (n)
〈vλ, M∗µvσ〉zk
∑
ν∈P+k
〈vσ, M∗ν vnk 〉hν(u)
= ∑
σ∈A +k (n)
〈vλ, M∗µvσ〉
∑
d ′′≥0
zk−d
′′
hσ/d ′′/nk (u) .
In the second line of this computation we applied the product identity vµ = zk vµvnk =
zk M∗µvnk in V
+
k . Equating the coefficients of the same powers in z
−1, we obtain the
asserted expansion. 
The cylindric functions used in the expansion (5.25) are particularly simple. To see
this we note that we can re-parametrise the cylindric complete symmetric functions
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hλ/d/µ in terms of skew shapes λ˜/d˜/µ˜where λ˜, µ˜ are the partitions obtained fromλ,µ ∈
A +k (n) by deleting all parts of size n and setting d˜ = d+mn(λ)−mn(µ). The resulting set
{λ˜ ∈P+k | n > λ˜1 ≥ ·· · ≥ λ˜k ≥ 0} of these ‘reduced’ partitions forms an alternative alcove
for the Sˆk -action on cylindric loops. It is not difficult to verify that the skew shapes
λ/d/µ and λ˜/d˜/µ˜ are the same up to a simple overall translation in the Z2-plane and,
hence, that hλ/d/µ = hλ˜/d˜/µ˜. Setting µ= nk and shifting d by k, this becomes
hλ/d+k/nk = hλ˜/d+k−`(λ)/; = hλ/d/; (5.26)
from which it is now evident that the latter functions are cylindric analogues of the
(non-skew) complete symmetric functions hλ.
Lemma 5.14. Let λ ∈A +k (n) and d ≥−mn(λ), then we have the expansion
hλ/d/; =
∑
ν
|Sλ|
|Sν|
hν , (5.27)
where the sum runs over all ν ∈ λSˆk ⊂ Pk with |ν| − |λ| = dn. For all other values of
d ∈Z the function hλ/d/; is identically zero. Moreover, the (non-skew) cylindric complete
symmetric functions {hλ/d/; | λ ∈A +k (n), d ≥−mn(λ)} are linearly independent.
Proof. The constraint on d follows trivially from observing thatλ/d/; for d < `(λ˜)−k =
−mn(λ) is not a valid cylindric skew shape. From Theorem 5.12 we have the expansion
hλ/d/; = hλ/d+k/nk =
∑
ν∈P+k N
λ
nkν
hν, where the sum runs over all ν ∈P+k such that dn =
|ν|−|λ|. Employing Lemma 5.10 this can be rewritten as hλ/d+k/nk =
∑
ν∈P+k N
λ
nk νˇ
|Sνˇ|
|Sν|hν,
where νˇ is the unique intersection point of the orbit νSˆk with the alcove (3.16). Using
the equality Nλ
nk νˇ
= δλνˇ proved in Corollary 4.4, the claim follows since the only weights
ν ∈P+k for which νˇ=λ are the ones satisfying the constraint ν ∈λSˆk .
To show linear independence, note that each ν ∈P+k has a unique intersection point
with the alcove (3.16) under the level-n action of Sˆk . Hence, in an arbitrary linear com-
bination of non-skew cylindric complete symmetric functions hλ/d/; we cannot get
any cancellation since the hν themselves are linearly independent. 
As another immediate consequence of Theorem 5.12, namely of (ii), one has the
following equalities between matrix elements and coefficient functions,
〈vλ, Hνvµ〉 = zdθλ∨/d/µ∨(ν) and 〈vλ, H∗ν vµ〉 = z−dθλ/d/µ(ν) . (5.28)
In particular, the identity |Sµ|θλ/d/µ(ν)= |Sλ|θµ∨/d/λ∨(ν) holds.
Corollary 5.15. Let λ,µ ∈A +k (n) and d ∈Z≥0. Then
hλ/d/µ =
|Sλ|
|Sµ|
hµ∨/d/λ∨ . (5.29)
One might ask whether there is a bijection between CRPP of shape λ/d/µ and those
of shape µ∨/d/λ∨ which explains the above relation combinatorially.
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FIGURE 3. Set n = 4,k = 3,d = 1 and choose λ= (4,3,2), µ= (2,2,1) from
A +3 (4). Shown on the left is a CRPP pˆi of shape λ/d/µ and weight (4,3,1).
Note the bounding box with top left corner at (d ,0), height k and width
n+1. The image pˆi∨ of pˆi under the map ∨ :Πk,n →Πk,n is displayed on
the right. This is a CRPP of shape µ∨/d/λ∨ and weight (1,3,4), where
µ∨ = (4,3,3) and λ∨ = (3,2,1). One sees how pˆi∨ is obtained from pˆi by a
rotation of 180◦ and the swapping the numbers 1↔ 3.
Proposition 5.16. Let Πk,n be the set of all CRPP. The map ∨ :Πk,n →Πk,n which sends
the CRPP pˆi of shape λ/d/µ given by
(λ(0)[0]=µ[0],λ(1)[d1], . . . ,λ(l )[dl ]=λ[d ])
to the CRPP pˆi∨ of shape µ∨/d/λ∨ given by
(λ∨[0],λ(l−1)
∨
[d −dl−1], . . . ,λ(1)
∨
[d −d1],λ(0)
∨
[d −d0]=µ∨[d ])
is an involution. Moreover, we have the equality,
θpˆi = |Sλ||Sµ|
θpˆi∨ . (5.30)
Proof. First we show that the set of points λ/d/µ is a cylindric skew diagram if and only
ifµ∨/d/λ∨ is also one. Recall thatλ/d/µ is a cylindric skew diagram if and only ifµ[0]≤
λ[d ]. From the equality λ[d ]i −µ[0]i = µ∨[d ]k+1−i+d −λ∨[0]k+1−i+d for i ∈ Z, which is
a straightforward computation, noting that λ[d ]i = λi−d , one sees that λ∨[0] ≤ µ∨[d ]
must hold. This proves the claim.
After a manipulation of (5.8) using the identity (λ ◦ τd )′i = λ′i + d and λ′i = k −
(λ∨)′n+2−i , we arrive at
θλ/d/µ =
|Sλ|
|Sµ|
θµ∨/d/λ∨ . (5.31)
This proves our assertion for CRPPs pˆi with l = 1. The case l > 1 now follows by observ-
ing that pˆi is a sequence of cylindric skew shapes and that
θpˆi =
l∏
i=1
θλ(i )/di−di−1/λ(i−1) =
l∏
i=1
|S
λ(i ) |
|S
λ(i−1) |
θλ(i−1)∨/(d−di−1)−(d−di )/λ(i )∨ =
|Sλ|
|Sµ|
θpˆi∨ .

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5.4. Cylindric elementary symmetric functions. We now present the result analo-
gous to Theorem 5.12 for the second identity (5.2). As the line of argument apart from
minor differences parallels closely the one in the previous section, we will mostly omit
proofs unless there are important differences.
As a special case of cylindric reverse plane partitions one can define cylindric
tableaux Tˆ , where the entries are either strictly increasing down columns or along rows
from left to right. Here we are interested in row strict CRPP defined as follows.
Definition 5.17. A row strict CRPP of shape Θ=λ/d/µ is a map Tˆ :Θ→N such that for
any (i , j ) ∈Θ one has
Tˆ (i , j ) = Tˆ (i +k, j −n) ,
Tˆ (i , j ) ≤ Tˆ (i +1, j ), if (i +1, j ) ∈Θ ,
Tˆ (i , j ) < Tˆ (i , j +1), if (i , j +1) ∈Θ .
Alternatively, a row strict CRPP Tˆ can be defined as a sequence of cylindric loops
(λ(0)[0]=µ[0],λ(1)[d1], . . . ,λ(l )[dl ]=λ[d ]) (5.32)
withλ(i ) ∈A +k (n) and di−di−1 ≥ 0 such that Tˆ−1(i )=λ(i )/(di−di−1)/λ(i−1) is a cylindric
vertical strip. That is, in each row we have at most one box. We denote the weight of Tˆ
by wt(Tˆ ) = (wt1(Tˆ ), . . . ,wtl (Tˆ )). An example of a row strict CRPP for n = 4 and k = 3 is
displayed in Figure 1.
We will now generalise the set (A.21) from Appendix A to the cylindric case and pro-
ceed in a similar fashion to Section 5.3.
For λ,µ ∈A +k (n) and d ∈Z≥0 define the set
{w˜ ∈ S˜µ : (λ◦τd )i − (µ◦ w˜)i = 0,1, ∀i ∈Z} , (5.33)
and denote by ψλ/d/µ its cardinality.
Lemma 5.18. The set (5.33) is non-empty if and only ifλ/d/µ is a cylindric vertical strip.
In the latter case we have that
ψλ/d/µ =
n∏
i=1
(
(λ◦τd )′i − (λ◦τd )′i+1
(λ◦τd )′i −µ′i
)
. (5.34)
Note once more that we define the binomial coefficients in (5.34) to be zero when-
ever one of their arguments is negative.
Proof. The first part of the statement follows from an analogous line of argument as in
the proof of Lemma 5.5. Thus, we assume that λ/d/µ is a cylindric vertical strip and
proceed by a similar strategy as in the proof of Lemma 5.5 rewriting the set (5.33) in the
following alternative form,
A=
{
(w,α) ∈ Sµ×Pk | λi − (µ◦w ◦x−α)i = 0,1, |α| = d , αi ≥ 0
}
. (5.35)
Next we construct a bijection betweenA and the set
B= {w¯ ∈ Sµ◦τ−d | λi − (µ◦τ−d ◦ w¯)i = 0,1} , (5.36)
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where in the latter the weights λ and µ ◦τ−d belong to P+k . Fix an element (w,α) ∈ A.
Becauseλ,µ ∈A +k (n) it follows thatαi is nonzero only if (µ◦w)i = n, in which caseαi =
1. This implies that mi (µ◦w ◦ x−α) =mi (µ◦τ−d ) for i = 0, . . . ,n, and thus there exists
a unique permutation w¯(w,α) ∈ Sµ◦τ−d such that µ◦τ−d ◦ w¯ =µ◦w ◦x−α as weights in
Pk . By construction w¯(w,α) ∈B.
Conversely, given w¯ ∈B define a weightα(w¯) ∈Pk such thatαi = 1 if (µ◦τ−d ◦w¯)i = 0
and αi = 0 otherwise. Then there exists a unique permutation w(w¯) ∈ Sµ such that
µ◦w ◦x−α =µ◦τ−d ◦ w¯ as elements in Pk,n . By construction (w(w¯),α(w¯)) ∈A.
Noting that (µ◦τ−d )′i =µ′i−d the asserted equality then follows, since the cardinality
of (5.36) is equal to ψλ/µ◦τ−d by Lemma A.4 and (A.21). Hence,
ψλ/d/µ =ψλ/µ◦τ−d =
n∏
i=1
(
λ′i −λ′i+1
(µ◦τ−d )′i −λ′i+1
)
=
n∏
i=1
(
(λ◦τd )′i − (λ◦τd )′i+1
µ′i − (λ◦τd )′i+1
)
.

Given a row strict CRPP Tˆ setψTˆ =
∏
i≥1ψλ(i )/(di−di−1)/λ(i−1) , where the cylindric skew
diagramλ(i )/(di−di−1)/λ(i−1) is the pre-image Tˆ−1(i ), and denote by uTˆ the monomial
uwt1(Tˆ )1 u
wt2(Tˆ )
2 · · · in the indeterminates ui .
Definition 5.19. Forλ,µ ∈A +k (n) and d ∈Z≥0, introduce the cylindric elementary sym-
metric function eλ/d/µ as the weighted sum
eλ/d/µ(u)=
∑
Tˆ
ψTˆ u
Tˆ (5.37)
over all row strict CRPP Tˆ of shape λ/d/µ.
Since ψλ/0/µ = ψλ/µ, according to Lemma 5.18, it follows that for d = 0 we recover
the (non-cylindric) skew elementary cylindric function eλ/0/µ = eλ/µ from Appendix A;
see (A.16).
In a similar vein as in the case of cylindric complete symmetric functions one proves
that eλ/d/µ is also a symmetric function by deriving first the following product expan-
sion in the quotient ring V +k .
Let λ,µ ∈Ak,n , ν ∈P+, d ∈Z≥0 and define
ψλ/d/µ(ν)=
∑
Tˆ
ψTˆ , (5.38)
where the sum is restricted to row strict CRPP Tˆ of shape λ/d/µ and weight wt(Tˆ )= ν.
Lemma 5.20. The following product rule holds in V +k ,
mµ(x
−1
1 , . . . , x
−1
k )eν(x
−1
1 , . . . , x
−1
k )=
∑
λ∈A +k (n)
z−dψλ/d/µ(ν)mλ(x−11 , . . . , x
−1
k ) , (5.39)
where d = |µ|+|ν|−|λ|n . In particular, ψλ/d/µ(ν) is nonzero only if dn = |µ|+ |ν|− |λ|.
Analogous to the line of argument followed in Section 5.3, we deduce from (5.39)
that ψλ/d/µ(ν) is invariant under permutations of ν. Moreover, setting ν = (1r ) with
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r = dn + |λ| − |µ| there exists at least one Tˆ of that weight and, hence, ψλ/d/µ(1r ) is
nonzero as long as λ/d/µ is a valid cylindric shape.
Because the proof of the following two statements parallels closely our previous dis-
cussion we omit it.
Corollary 5.21. (i) The function eλ/d/µ has the expansion
eλ/d/µ =
∑
ν∈P+
ψλ/d/µ(ν)mν (5.40)
into monomial symmetric functions and, hence, is symmetric.
(ii) The expansion coefficients (5.38) have the following alternative expression,
ψλ/d/µ(ν)=
∑
σ∈P+k
MνσN
λ
σµ , (5.41)
where Mαβ is the number of all (0,1)-matrices with row sums equal to αi and column
sums equal to βi .
Taking matrix elements in the identity (5.2) we obtain the following:
Theorem 5.22. Let λ,µ ∈A +k (n) and d ∈ Z≥0. Then (i) the symmetric function eλ/d/µ
has the expansion
eλ/d/µ =
∑
ν∈P+k
Nλµν eν (5.42)
into the basis {eν}ν∈P+ ⊂ Λ, where the sum is restricted to those ν ∈ P+k for which |ν| =
dn+|λ|− |µ|, and (ii) we have the formal power series expansions
〈vλ∨ ,∏
j≥1
E(u j )vµ∨〉 = 〈vλ,
∏
j≥1
E∗(u j )vµ〉 =
∑
d≥0
zd eλ/d/µ(u) . (5.43)
Note that (ii) implies the following equalities between matrix elements and coeffi-
cient functions,
〈vλ,Eνvµ〉 = zdψλ∨/d/µ∨(ν) and 〈vλ,E∗νvµ〉 = z−dψλ/d/µ(ν) . (5.44)
In particular, the identity |Sµ|ψλ/d/µ(ν)= |Sλ|ψµ∨/d/λ∨(ν) holds. By a similar line of ar-
gument as in the case of cylindric complete symmetric functions one arrives at the fol-
lowing ‘duality relations’ for cylindric elementary symmetric functions and row strict
CRPP under the involution ∨ :Πk,n →Πk,n :
Proposition 5.23. The involution ∨ : Πk,n → Πk,n from Proposition 5.16 preserves the
subset of row strict CRPP Tˆ and one has the equalities
ψTˆ =
|Sλ|
|Sµ|
ψTˆ∨ and eλ/d/µ =
|Sλ|
|Sµ|
eµ∨/d/λ∨ . (5.45)
We omit the proof as the steps are analogous to the ones when proving Proposition
5.16.
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5.5. Cylindric symmetric functions as positive coalgebras. As an easy consequence
of Theorems 5.12 and 5.22 we now compute the coproduct of the cylindric symmetric
functions in Λ viewed as a Hopf algebra (see Appendix A). This will allow us to identify
certain subspaces of Λ whose non-negative structure constants are the fusion coeffi-
cients Nλµν ∈ Z≥0 with λ,µ,ν ∈A +k (n) and for which we have derived three equivalent
expressions in (3.22), (4.9) and (5.19).
Corollary 5.24. The image of the cylindric complete symmetric functions under the co-
product in the Hopf algebra Λ is given by
∆(hλ/d/µ) =
∑
d1+d2=d
∑
ν∈A +k (n)
hλ/d1/ν⊗hν/d2/µ . (5.46)
The analogous formula holds for eλ/d/µ and both families of functions are related via
γ(hλ/d/µ)= (−1)|λ|−|µ|+dneλ/d/µ , (5.47)
where γ :Λ→Λ is the antipode.
Note that (5.46) implies the recurrence formula
hλ/d/µ(u1,u2, . . .)=
∑
d1+d2=d
∑
ν∈A +k (n)
u|ν|−|µ|+d2n1 θν/d2/µhλ/d1/ν(u2,u3, . . .)
with the coefficient θν/d2/µ given by (5.8). The analogous identity holds for eλ/d/µ with
ψλ/d2/µ from (5.34) instead.
Proof. The coproduct expressions follow from inserting the identity map into (ii) of
Theorem 5.12,
〈vλ, H∗(u1)H∗(u2) · · ·H∗(v1)H∗(v2) · · ·vµ〉 =∑
ν∈A +k (n)
〈vλ, H∗(u1)H∗(u2) · · ·vν〉〈vν, H∗(v1)H∗(v2) · · ·vµ〉 .
Using the power series expansions from (ii) of Theorem 5.12 and comparing coeffi-
cients of each power zd the asserted equality follows. The same trick applies to the
coproduct formula for eλ/d/µ.
The relation involving the antipode γ (see Appendix A for its definition) follows from
the expansions (i) in Theorems 5.12 and 5.22 as well as the identity γ(hλ) = (−1)|λ|eλ.

Setting µ = ; in (5.46) and using the expansion (5.25) as well as (5.47) we arrive at
the desired result:
Corollary 5.25. The respective subspaces spanned by
{hλ/d/; | λ ∈A +k (n), d ≥−mn(λ)} and {eλ/d/; | λ ∈A +k (n), d ≥−mn(λ)} (5.48)
each form a positive subcoalgebra of Λ with structure constants Nλµν, λ,µ,ν ∈A +k (n),
∆(hλ/d/;)=
∑
d1+d2=d
∑
µ∈A +k (n)
hλ/d1/µ⊗hµ/d2/;, hλ/d1/µ =
∑
d ′1∈Z
∑
ν
Nλµνhν/d1−d ′1/; , (5.49)
where the second sum runs over all ν ∈A +k (n) such that |ν| = |λ|+d ′1n−|µ|. The analo-
gous coproduct expansion holds for the functions eλ/d/;.
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5.6. Expansions into powers sums. In light of Theorems 5.12 and 5.22 and the defini-
tions (2.28), (2.29) and (2.30), we discuss the expansion of the cylindric functions from
the previous sections into power sums; compare with the formulae (A.23) in Appen-
dix A. The resulting expansions coefficients describe the inverse image of the cylindric
functions under the characteristic map (A.1). Note that according to Theorems 5.12
and 5.22 the cylindric functions hλ/d/µ and eλ/d/µ have both degree m = |λ|− |µ|+dn.
We wish to obtain the analogue of Lemma A.10 for the cylindric case and start by
introducing the generalisation of an adjacent column tableau; see Appendix A.
Definition 5.26. For λ,µ ∈A +k (n) and d ≥ 0 call the cylindric skew shape λ/d/µ a cylin-
dric adjacent column strip (CACS) if it is either a cylindric horizontal strip whose boxes
lie in adjacent columns or a translation thereof, i.e. there exists 0 < d ′ ≤ d such that
λ/d −d ′/µ obeys the former conditions. We call a CRPP pˆi a cylindric adjacent column
plane partition (CACPP) if each cylindric skew shape pˆi−1(i ) = λ(i )/di −di−1/λ(i−1) is a
cylindric adjacent column strip.
Implicit in the above definition is that d ′ can only take the values d ′ = d or d ′ = d−1,
since the cylindric skew shape λ/d −d ′/µ can only be a horizontal strip if d −d ′ = 0,1.
See Figure 1 for an example of a CACPP when n = 4 and k = 3.
By similar arguments as in the non-cylindric case discussed in Appendix A one
shows the following:
Lemma 5.27. Let λ/d/µ be a CACS with r = (|λ| − |µ| +nd) 6∈ nN. Then there exists a
unique 1 ≤ a ≤ n such that λ◦τd = µ(a,r ), where µ(a,r ) is the unique element in Pk,n
whose cylindric loop is obtained as follows: starting in columns a mod n of the cylindric
loop of µ consecutively add one box in each of the (r −1) adjacent columns on the right.
This lemma explains our previous definition of a CACS: similar as in the non-
cylindric case discussed in Appendix A we consider cylindric skew shapes λ/d/µ that
are obtained by consecutively adding one box in adjacent columns; see Figure 4 for an
example.
However, in contrast to the non-cylindric case it can now happen that if r = |λ| −
|µ|+nd ≥ n the strip ‘winds around the cylinder’ and due to the periodicity condition
the final skew shape λ/d/µ with d ≥ 1 will contain more than one box in the same
column; see once more Figure 4 for an example. If this is the case then the skew shape
can be reduced by applying the translation operator τ−1, say d ′ times, until λ/d −d ′/µ
contains less than n boxes. This ‘reduced skew shape’ must again be a horizontal strip.
In particular, if r = |λ| − |µ| +nd = mn is a multiple of n then we have the trivial case
where λ=µ and the skew shape is obtained by acting m times with τ.
Let us now extend the definition of the function ϕλ/0/µ = ϕλ/µ from Lemma A.10 to
d > 0, where λ/d/µ with λ,µ ∈A +k (n) is a CACS. Employing Lemma 5.27 we introduce
for each such adjacent column strip the coefficient
ϕλ/d/µ =
{
ma−1+r (λ◦τd ), r mod n 6= 0
k, else
(5.50)
and for a given CACPP pˆi define ϕpˆi =∏li=1ϕλ(i )/(di−di−1)/λ(i−1) . We adopt the convention
of setting ϕλ(i )/(di−di−1)/λ(i−1) = 0 if λ(i )/(di −di−1)/λ(i−1) is not an adjacent column strip
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FIGURE 4. Choose λ= (2,1,1), µ= (2,2,1) and ν= (4,2,1) inA +3 (4). On
the left we have the CACS λ/1/µ with λ◦τ = µ(3,3) obtained by adding
one box in columns 3,4,5 modulo n to the cylindric loop of µ. Since
m5(λ◦τ)=m1(λ)= 2 we haveϕλ/1/µ = 2. Depicted on the right the CACS
ν/1/µ where ν ◦τ = µ(3,6) is obtained by adding a box in columns 3 to
8 modulo n. As indicated by the shading of boxes, here the CACS winds
around the cylinder. Note that this CACS is obtained by translation of
the horizontal strip ν/0/µ = ν/µ. Since m8(ν ◦τ) = m4(ν) = 1 we have
ϕν/1/µ = 1.
and define the weight of pˆi as in the case of a more general CRPP. Denote by
ϕλ/d/µ(ν)=
∑
Tˆ
ϕTˆ , (5.51)
the weighted sum over all CACPP of shape λ/d/µ and weight ν. Note that it follows
from these definitions that for ν ∈P+ with some νi > n we have the equalityϕλ/d/µ(ν)=
ϕλ/(d−1)/µ(. . . ,νi −n, . . .), since both sets of CACPP are in bijection by translating the i th
CACS with τ and because ma−1+r (λ◦τd )=ma−1+r−n(λ◦τd−1) for r ≥ n.
Theorem 5.28. Let λ,µ ∈A +k (n) and d ∈Z≥0. The cylindric functions hλ/d/µ and eλ/d/µ
have the expansions
hλ/d/µ =
∑
ν∈P+
ϕλ/d/µ(ν)
zν
pν and eλ/d/µ =
∑
ν∈P+
ϕλ/d/µ(ν)
zν
²νpν (5.52)
into the basis of power sums. In particular, ϕλ/d/µ(ν) vanishes unless dn = |µ|+|ν|−|λ|.
The proof of the theorem follows the same strategy as the proof of the previous ex-
pansion formulae. Namely, first one shows the following product expansion in the quo-
tient ring V +k :
Lemma 5.29. For µ ∈A +k (n) and ν ∈P+ we have the following product identity in V +k ,
mµ(x
−1
1 , . . . , x
−1
k )pν(x
−1
1 , . . . , x
−1
k )=
∑
λ∈A +k (n)
z−dϕλ/d/µ(ν)mλ(x−11 , . . . , x
−1
k ) , (5.53)
where only those λ appear in the sum for which |λ| = |µ|+ |ν|−dn with d ∈Z≥0.
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The second lemma needed to prove the expansion into power sums is the following
generalisation of equation (A.24) from Appendix A.
Lemma 5.30. Let Rλµ be the transition matrix from the basis of monomial symmetric
functions to power sums, then we have the following equality
ϕλ/d/µ(ν)=
∑
σ∈P+k
RνσN
λ
σµ, (5.54)
where, once more, d = |µ|+|ν|−|λ|n ∈Z≥0.
We omit the proof as it is similar to the non-cylindric case.
Corollary 5.31. We have the following formal power series expansions
〈vλ∨ ,∏
j≥1
H(u j )vµ∨〉 = 〈vλ,
∏
j≥1
H∗(u j )vµ〉 =
∑
d≥0
zd
∑
ν
ϕλ/d/µ(ν)
zν
pν(u) , (5.55)
where the sum runs over all ν ∈ P+ such that dn+|λ| = |µ|+ |ν|. The analogous expan-
sions hold for the cylindric elementary symmetric functions when replacing H → E and
pν→ ²νpν; compare with (2.28).
Proof. The power series expansions follow from the identity
∏
j≥1
H(u j )=
k∏
i=1
∏
j≥1
(1−Xi u j )−1 =
∑
λ∈P+
z−1λ Pλpλ(u), (5.56)
and its analogue for P∗
λ
, in EndR Vk . These latter identities are a direct consequence of
Lemma 2.8. Taking matrix elements in the subspace of symmetric tensors we arrive at
the desired equalities. 
Note that we allow for weights ν ∈ P+ in the matrix elements 〈vλ,P∗ν vµ〉 and that
this is consistent with the definition ofϕλ/d/µ(ν) in terms of cylindric adjacent column
strips. Namely, suppose that ν1 ≥ n then
z−dϕλ/d/µ(ν)= 〈vλ,P∗ν vµ〉 =
z−1〈vλ,P∗ν1−nP∗ν2 P∗ν3 . . . vµ〉 = z−dϕλ/(d−1)/µ(ν1−n,ν2,ν3, . . .) ,
where the last equality is the previously explained identity between weighted sums of
CACPP which differ by shifting one of their CACS with τ.
Furthermore, the above expansion into power sums implies the following equalities
between matrix elements and coefficient functions,
〈vλ,Pνvµ〉 = zdϕλ∨/d/µ∨(ν) and 〈vλ,P∗ν vµ〉 = z−dϕλ/d/µ(ν) . (5.57)
These formulae describe the image of U ′ in EndR V +k in purely combinatorial terms.
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5.7. Shifted action and cylindric Schur functions. We now describe the connection
between our construction and the cylindric Schur functions discussed by several au-
thors in the literature; see e.g. [42, 47, 51]. The new aspect in this article is their link to
the shifted action of Sˆk , the principal subalgebra and the proof that they form a positive
subcoalgebra of Λ together with the expansion (5.74).
Let ρ = (k, . . . ,2,1) ∈P+k be the staircase partition of length k, then for anyλ ∈A ++k (n)
the difference λ¯= λ−ρ is a partition whose Young diagram fits inside a bounding box
of height k and width n−k. Denote the set of these ‘boxed partitions’ by
Bk (n)= {λ¯ | n−k ≥ λ¯1 ≥ . . . ,≥ λ¯k ≥ 0} . (5.58)
To obtain the corresponding cylindric loops, observe that because of the shift by ρ
weights λ¯ ∈Pk are now identified with maps λ¯ :Z→Z in the set Pk,n−k , i.e. they satisfy
the condition λ¯i+k = λ¯i −n+k. As before these maps describe lattice paths {(i , λ¯i )}i∈Z
on a cylinder Ck,n−k =Z2/(−k,n−k)Z albeit with circumference n−k instead of n.
Denote by ρ¯ :Z→Z the map whose values on [k]⊂Z are fixed by ρ ∈ Pk and which
satisfies ρ¯i+k = ρ¯i −k.
Lemma 5.32. The map Pk,n−k × Sˆk →Pk,n−k given by
(λ, wˆ) 7→ λ¯¯ wˆ = (λ¯+ ρ¯)◦ wˆ − ρ¯ , (5.59)
where the plus and minus sign refer to the usual addition and subtraction of maps, de-
fines a right action. The latter coincides with the known shifted level-n action of Sˆk on
Pk .
Proof. First we note that (λ¯+ ρ¯)i+k = λ¯i+k + ρ¯i+k = (λ¯+ ρ¯)i −n and, hence, (λ¯+ ρ¯) is in
the set Pk,n . So, we can exploit the previous right level n action on Pk,n from Lemma
5.3. By construction the resulting map λ¯¯ wˆ is then in Pk,n−k . Moreover, restricting
each map to [k] ⊂ Z, one proves that this gives the familiar shifted Weyl group action
on Pk . 
Note thatBk (n) is a fundamental region with respect to the action (5.59). The action
of the shift operator τ on a boxed partition λ¯ ∈Bk (n) consists of adding a rim hook or
ribbon of length n starting in row k and ending in row one. Here a ribbon is a skew
shape which does not contain a 2×2 block of boxes and which is edgewise connected,
i.e. all the boxes share a common edge with another box in the skew shape; see Fig-
ure 5 for an example. The particular n-ribbon generated by τ is obtained by adding a
horizontal strip of width n−k and then a vertical strip of height k (or vice versa) and
has been called a circular ribbon in [51] as it ‘winds once around the cylinder’ Ck,n−k .
Thus, repeated action with τ now corresponds to a shift of the cylindric loop λ¯[0] in
the direction of the lattice vector (1,1) in Z2. This coincides with the conventions used
in [47, 51].
Definition 5.33. Define a cylindric ribbon as a cylindric skew shape λ¯/d/µ¯ which is
either a ribbon or a translation thereof, i.e. is obtained by adding additional circular
n-ribbons by acting with τ on λ¯. A cylindric ribbon plane partition is a cylindric reverse
plane partition p¯i such that each cylindric skew shape p¯i−1(i ) is a cylindric ribbon.
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FIGURE 5. Set n = 5 and k = 2. Shown above are examples of cylin-
dric ribbons for λ¯ = (2,1), µ¯ = (2,2). On the left we have the cylindric
skew shape λ¯/1/µ¯ which is a ribbon of length 4 and height 2. On the
right the cylindric ribbon λ¯/2/µ¯which has length 5+4=9 and height 2+2-
1=3 because a circular n-ribbon has been added. Hence, it winds once
around the cylinder. The resulting cylindric loop belongs to the parti-
tion µ¯(3,9): starting in the shifted diagonals 3 modn one consecutively
adds 9 boxes, one in each subsequent diagonal as indicated by the shad-
ing.
The shift by ρ provides an obvious bijection between cylindric adjacent column
strips λ/d/µ with λ,µ ∈A ++k (n) and cylindric ribbons λ¯/d/µ¯ and one obtains there-
fore the following analogue of Lemma 5.27:
Lemma 5.34. Let λ¯/d/µ¯ be a cylindric ribbon with r = (|λ¯|− |µ¯|+nd) 6∈ nN. Then there
exists a unique 1 ≤ a ≤ n such that λ¯◦τd = µ¯(a,r ), where µ¯(a,r ) is the unique element
in Pk,n−k whose cylindric loop is obtained by consecutively adding one box (i , j ) per
(shifted) diagonal k + j − i in the cylindric loop of µ¯ starting in the diagonals a mod n
and ending in the diagonals (a+ r −1) mod n.
The case when r = mn corresponds to λ¯ = µ¯ and adding m circular n-ribbons;
compare with our previous discussion of cylindric adjacent column strips. Define the
height ht(λ¯/d/µ¯) of a cylindric ribbon λ¯/d/µ¯ to be the number of rows µ¯(a,r ) occupies.
Each circular ribbon has by definition height k. For λ¯, µ¯ ∈Bk (n) set
χλ¯/d/µ¯(ν)=
∑
p¯i
∏
i≥0
(−1)ht(p¯i−1(i ))−1, (5.60)
where the sum runs over all cylindric ribbon plane partitions p¯i of shape λ¯/d/µ¯ and
weight ν.
Lemma 5.35. Let λ,µ ∈A ++k (n). Then we have the following equality between matrix
elements in the subspace of alternating tensors (4.15) and weighted sums,
〈v λ¯,P∗ν vµ¯〉 = z−d (−1)d(k−1)χλ¯/d/µ¯(ν) , (5.61)
where both sides are identically zero unless d = (|µ|+ |ν|− |λ|)/n ∈Z≥0.
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Remark 5.36. For z = (−1)k−1q−1 the above matrix elements encode for the special case
ν = (r ) with r ≤ n the Murnaghan-Nakayama rule for the quantum cohomology ring
q H∗(Gr(k,n)) described in [48, Theorem 2].
Proof. It suffices to prove the assertion for ν= (r ) as the general case then follows from
repeated application of the formula where ν has only one nonzero part.
Let us first assume r < n. Parametrise the partitionµ ∈A ++k (n) in terms of a 01-word
of length n where the 1-letters are at the positionsµi from left to right. The action of the
Lie algebra element ei j with i > j on vµ¯ then yields the vector (−1)
∑i
l= j ml (µ)−1vµ¯( j ,i− j )
provided m j (µ)= 1. The minus sign results from the fact that we take matrix elements
in the subspace of alternating tensors. Thus, P∗r adds all possible ribbons of length r
to µ¯ with sign factor (−1)ht(λ¯/d/µ¯)−1+d(k−1) with λ¯¯τd = µ¯( j ,r ) and d = 0,1. This proves
the assertion for r < n.
For r ≥ n note that the cylindric ribbon winds around the cylinder at least one time.
Each such winding is represented by the action of τ, which adds a circular ribbon of
length n and height k, before the remaining ribbon of length r −n is added. Thus, we
have the recurrence relation
χλ¯/d/µ¯(r )= (−1)k−1χλ¯/(d−1)/µ¯(r −n) .
Repeatedly employing that P∗r = z−1P∗r−n one then proves the assertion by reducing it
to the previous case of ribbons shorter than n. 
Definition 5.37. Let λ¯, µ¯ ∈Bk (n) and d ≥ 0. Denote by λ¯′ and µ¯′ the conjugate parti-
tions and define the following element in the ring of symmetric functions Λ,
sλ¯′/d/µ¯′ =
∑
ν∈P+
χλ¯/d/µ¯(ν)
zν
²νpν . (5.62)
The latter definition can be interpreted as a cylindric or affine version of the
Murnaghan-Nakayama rule: if d = 0 we recover the skew Schur function sλ¯′/0/µ¯′ = sλ¯′/µ¯′
in which case it is known that its inverse image under the characteristic map (A.1) is
the character of the Sm-module (with m = |λ¯| − |µ¯|) obtained by generalising Young’s
representation to the skew tableau λ¯′/µ¯′. The character values are then known to be
equal to χλ¯′/0/µ¯′(ν).
We have chosen to parametrise (5.62) in terms of the conjugate partitions, because
we will identify the function (5.62) with the (conjugate version of the) known cylindric
(skew) Schur function in the literature using level-rank duality. The following lemma
will allow us to do this.
Lemma 5.38. Let λ¯, µ¯ ∈Bk (n) and α,β ∈ P+ with α1 ≤ n −k and β1 ≤ k. Setting z =
(−1)k−1q−1 we have the following equalities,
〈v λ¯, H∗αvµ¯〉 = 〈v λ¯∨ , Hαvµ¯∨〉 = qd Kλ¯/d/µ¯,α, (5.63)
〈v λ¯,E∗βvµ¯〉 = 〈v λ¯∨ ,Eβvµ¯∨〉 = qd K ′λ¯/d/µ¯,β, (5.64)
where Kλ¯/d/µ¯,α and K
′
λ¯/d/µ¯,β
are respectively the number of column and row strict cylin-
dric reverse plane partitions of shape λ¯/d/µ¯ with weights α and β.
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The numbers Kλ¯/d/µ¯,α and K
′
λ¯/d/µ¯,β
are known to be identical with the quantum
Kostka numbers which describe the (repeated) multiplication of a Schubert class with
Chern classes of respectively the quotient and canonical bundle; see [10, Props 3.1 and
4.3] and [51, Cor 4.2] for details. Moreover, due to level-rank duality q H∗(Gr(k,n)) ∼=
q H∗(Gr(n−k,n)) [10, Prop 4.1], one has Kλ¯/d/µ¯,α = K ′λ¯′/d/µ¯′,α, where λ¯
′, µ¯′ are the con-
jugate partitions of λ¯, µ¯.
Proof. We employ the mentioned results [10, Props 3.1 and 4.3] to prove the asser-
tion. Let {σλ¯}λ¯∈Bk (n) denote the basis of Schubert classes in q H
∗(Gr(k,n)). Then
we have σrσµ¯ = ∑λ¯∈Bk (n) qdσλ¯, where the sum runs over all λ¯ ∈ Bk (n) such that
λ¯/d/µ¯ is a cylindric horizontal strip and d = (r + |µ¯| − |λ¯|)/n. Using the ring isomor-
phism q H∗(Gr(k,n))∼= V −k with z = (−1)k−1q−1 from Corollary 4.11, it then follows that
H∗r vµ¯ =
∑
λ¯ q
d vλ¯, where the sum runs over the same partitions λ¯ as before. The gen-
eral case now follows by repeated action with H∗ν1 , H
∗
ν2
, etc. Similarly, one shows the
identities for K ′
λ¯/d/µ¯,β
. 
Theorem 5.39. Set q = (−1)k−1z−1. Then one has the formal power series expansions
〈v λ¯,∏
j≥1
E∗(u j )vµ¯〉 = 〈v λ¯∨ ,
∏
j≥1
E(u j )vµ¯∨〉 =
∑
d≥0
qd sλ¯′/d/µ¯′(u) , (5.65)
where q¯ = q−1 and u¯ j = u j . In particular, the function (5.62) equals the (conjugate)
cylindric Schur function. That is, we have the identities
sλ¯/d/µ¯ =
∑
ν1≤n−k
K ′
λ¯′/d/µ¯′,νmν =
∑
ν1≤n−k
Kλ¯/d/µ¯,νmν , (5.66)
where ν ∈P+ and we have used level-rank duality in the second equality.
Recall that under the specialisation ui = 0 for i > k the cylindric Schur functions
becomes the toric Schur polynomial from [51] which has the expansion [51, Thm 5.3],
sλ¯/d/µ¯(u1, . . . ,uk )=
∑
ν¯∈Bk (n)
C λ¯,dµ¯ν¯ sν¯(u1, . . . ,uk ), (5.67)
where 〈v λ¯,S∗ν¯vµ¯〉 = qdC λ¯,dµ¯ν¯ are the Gromov-Witten invariants of q H∗(Gr(k,n)) and the
sum runs over all ν¯ such that nd = |µ¯|+|ν¯|− |λ¯|. Here we have used the equality C λ¯,dµ¯ν¯ =
C λ¯
′,d
µ¯′ν¯′ = 〈v λ¯
′
,S∗
ν′vµ¯′〉 and, thus, the isomorphism q H∗(Gr(k,n)) ∼= q H∗(Gr(n − k,n)),
which can for example be derived from (4.19), (4.21).
Proof. Consider the subspace V −k and take matrix elements in the Cauchy identities∏
j≥1
E∗(u j )=
k∏
i=1
∏
j≥1
(1+X ∗i u j )=
∑
λ∈P+
z−1ν ²νP
∗
νpν(u)=
∑
ν∈P+
E∗νmν(u) . (5.68)
Then we obtain from the second equality the power series expansions and from the
third one – with help of Lemma 5.38 – the asserted equality between (5.62) and the
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cylindric Schur function. Namely, observe that in EndR ′ V
′
k we have E
∗
r = 0 for r > k.
Hence, we arrive at
〈v λ¯,∏
j≥1
E∗(u j )vµ¯〉 =
∑
ν1≤k
〈v λ¯,E∗νvµ¯〉mν(u)=
∑
d≥0
qd sλ¯′/d/µ¯′(u) .
Swapping the partitions with their conjugates, λ¯→ λ¯′ and µ¯→ µ¯′, and exchanging k
with n−k in the above equalities, we arrive at the asserted identity with the cylindric
Schur function upon employing level-rank duality, Kλ¯/d/µ¯,α =K ′λ¯′/d/µ¯′,α. 
We recall the following fact proved in [10, Main Lemma]: let ν ∈ P+k , then the image
of the Schur polynomial sν ∈Λk under the projection Λk  q H∗(Gr(k,n)) is given by
sν 7→
{
(−1)kr−
∑r
i=1 ht(ρi )qr sν˙, ν˙1 ≤ n−k
0, else
, (5.69)
where ν˙ is the n-core of the partition ν and the ρi are a sequence of n-ribbons removed
from ν to obtain ν˙. The number r of n-ribbons removed defines the so-called n-weight
of ν. Note that while the sequence of n-ribbons is not unique, the final result will not
depend on the particular choice of the ρi , see e.g. [32]. As in our previous discussion of
the cylindric Schur function, our version of the quotient map (5.69) is related to the one
in [10] by level-rank duality, that is, we take the conjugate partitions instead in order to
emphasise the similarity to the Murnaghan-Nakayama rule.
Corollary 5.40. Let λ¯, µ¯ ∈Bk (n) and ν ∈ P+k . We have the following identity for matrix
elements,
〈v λ¯,S∗νvµ¯〉 =
{
(−1)kr−
∑r
i=1 ht(ρi )qdC λ¯,d−rµ¯ν˙ , ν˙1 ≤ n−k
0, else
, (5.70)
where nd = |µ¯|+ |ν|− |λ¯|. In particular, setting q = 1 we have the expansion
sλ¯′/d/µ¯′ =
∑
ν
〈v λ¯,S∗νvµ¯〉sν′ (5.71)
of cylindric Schur functions into Schur functions, where the sum runs over those ν ∈ P+k
for which |ν| = |λ¯|− |µ¯|+dn.
Proof. Starting point is the last equality in the Cauchy identity (5.2). Taking matrix
elements in the subspace of alternating tensors and using the ring isomorphism from
Corollary 4.11 the assertion follows from (5.69). 
The expansion formula from Corollary 5.40 shows that in general cylindric Schur
function fail to be Schur positive. This was already pointed out by McNamara [47, Thm
6.5]. McNamara conjectured [47, Conjecture 7.3] that a general (skew) cylindric Schur
function sλ¯/d/µ¯ has non-negative expansion coefficients in (non-skew) cylindric Schur
functions of the type sλ¯/d/; with λ¯ ∈Bk (n) and d ≥ 0, which he showed to be linearly
independent [47, Prop. 7.1]. In order to facilitate the comparison we again employ
level-rank duality and exchange k with n−k and partitions with their conjugates.
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Corollary 5.41. Let Pλ¯(d) ⊂ P+n−k denote the subset of all partitions ν ∈ P+n−k , whose
n-core is ν˙ = λ¯′ and whose n-weight, the number of n-ribbons ρi removed to obtain ν˙,
equals d. Then
sλ¯/d/; =
∑
ν∈Pλ¯(d)
(−1)d(n−k)−
∑d
i=1 ht(ρi )sν′ , (5.72)
and taking the Hall inner product (A.3) in Λ we obtain
〈sλ¯/d/;, sµ¯/d ′/;〉 = δλ¯µ¯δdd ′ |Pλ¯(d)| , (5.73)
showing that the cylindric (non-skew) Schur functions are orthogonal and, hence, lin-
early independent.
Proof. The expansion formula is immediate upon setting µ¯=; in (5.71). The compu-
tation of the Hall inner product then follows by observing that the n-core of a partition
is unique and that Schur functions are an orthonormal basis in Λ with respect to the
Hall inner product. 
A proof of McNamara’s conjecture was recently put forward by Lee [43, Theorem 1]
using the connection between cylindric Schur functions and affine Stanley symmetric
functions pointed out by Lam in [42]. Here we give an alternative, somewhat shorter
proof of McNamara’s conjecture as a direct consequence of Theorem 5.39 and show
that the expansion coefficients are given by the Gromov-Witten invariants C λ¯,dµ¯ν¯ .
Corollary 5.42. Let λ¯, µ¯ ∈Bk (n) and d ≥ 0. Then we have the expansion
sλ¯/d/µ¯ =
d∑
d ′=0
∑
ν¯
C λ¯,d
′
µ¯ν¯ sν¯/(d−d ′)/; , (5.74)
where the sum runs over all ν¯ ∈Bk (n) such that |ν¯| = |λ¯|+nd ′−|µ¯|.
Proof. The proof is analogous to the one from Corollary 5.13. Taking matrix elements
in the subspace V −k of alternating tensors in the last equality of the generalised Cauchy
identity (5.2) we obtain from Theorem 5.39,
〈v λ¯,∏
i≥0
E∗(ui )vµ¯〉 =
∑
d≥0
qd sλ¯′/d/µ¯′(u)=
∑
σ∈P+k
〈v λ¯,S∗σvµ¯〉sσ′(u)
= ∑
σ∈P+k
〈v λ¯,S∗σS∗µ¯v;〉sσ′(u)=
∑
ν¯∈Bk (n)
〈v λ¯,S∗µ¯vν¯〉
∑
σ∈P+k
〈v ν¯,S∗σv;〉sσ′(u)
= ∑
ν¯∈Bk (n)
〈v λ¯,S∗µ¯vν¯〉
∑
d ′′≥0
qd
′′
sν¯′/d ′′/;(u) .
Here we have used in the second line the product identity vµ¯ = vµ¯v; = S∗µ¯v; in V −k ;
compare with Corollary 4.11. Comparing powers in q we obtain the asserted expansion
upon employing once more level rank duality, 〈v λ¯,S∗µ¯vν¯〉 = qd
′
C λ¯,d
′
µ¯ν¯ = qd
′
C λ¯
′,d ′
µ¯′ν¯′ , where
d ′ is fixed by the relation stated in the corollary. 
By a completely analogous argument as in the proof of (5.46), one derives the fol-
lowing coproduct formula for cylindric Schur functions in the Hopf algebra Λ:
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Corollary 5.43. Let λ¯, µ¯ ∈Bk (n) and d ∈Z≥0. Then
∆(sλ¯/d/µ¯)=
∑
d=d1+d2
∑
ν¯∈Bk (n)
sλ¯/d1/ν¯⊗ sν¯/d2/µ¯ . (5.75)
In particular, specialising µ¯=; it follows from (5.74) that the subspace spanned by the
cylindric non-skew Schur functions {sλ¯/d/; | λ¯ ∈Bk (n), d ≥ 0} is a positive subcoalgebra
of Λ.
Note that when setting d = 0 the resulting finite-dimensional subspace is spanned
by the Schur functions sλ¯ with λ¯ ∈Bk (n) and we see from the coproduct formula (5.75)
that only (non-cylindric) skew Schur functions can occur. We thus recover the state-
ment from the introduction, the resulting finite-dimensional coalgebra is isomorphic
to H∗(Gr(k,n)) (viewed as a coalgebra).
APPENDIX A. THE RING OF SYMMETRIC FUNCTIONS
This appendix first recalls some known results about the ring of symmetric func-
tions and then proves some formulae for weighted sums over reverse plane partitions
(as well as for the subclasses of them) that we need for the generalisation to cylindric
symmetric functions in the main text and which we were unable to find in the litera-
ture.
A.1. Symmetric functions as Hopf algebra. Recall the definition of the ring of sym-
metric functions Λ = C[p1, p2, . . .], where pr = ∑i≥1 xri are the power sums in some
commuting indeterminates xi . While we shall work over the complex numbers, we
note that the power sums {pλ}λ∈P+ with pλ = pλ1 pλ2 · · · and P+ the set of partitions,
form a Q-basis. The latter basis is distinguished as it provides a link with the Frobe-
nius character map. Namely, recall that Λ = ⊕m≥0Λm with Λm denoting the set of
homogeneous symmetric functions of degree m, is a graded ring. Given a permutation
w ∈ Sm in the symmetric group on m letters, denote by µ(w) the partition fixed by the
cycle type of w . Then the map ch : Class(Sm)→Λm that sends a class function f of the
symmetric group Sm to a homogeneous function of degree m,
ch( f )= ∑
w∈Sm
f (w)
m!
pµ(w) =
∑
µ`m
f (µ)
zµ
pµ, (A.1)
is known as characteristic map. Here f (µ) denotes the value of the class function on
the class fixed by the partition µ and the constant
zλ =
∏
i≥1
i mi (λ)mi (λ)! (A.2)
is related to the size of the conjugacy class in Sm fixed by λ`m. Here mi (λ)=λ′i −λ′i+1
denotes the multiplicity of i in λ and λ′ the conjugate partition.
The set of class functions, which can be identified with the centre of the group alge-
bra of Sm , carries a natural inner product, 〈 f , g 〉 = (1/m!)∑w∈Sm f (w)g (w). The latter
induces the Hall inner product onΛ by requiring that ch is an isometry. In terms of the
power sums the Hall inner product then reads,
〈pλ, pµ〉 = δλµzλ . (A.3)
54 CHRISTIAN KORFF AND DAVID PALAZZO
Once the Hall inner product is in place, one can introduce a coproduct ∆ : Λ→Λ⊗Λ
via the relation
〈∆ f , g ⊗h〉 = 〈 f , g h〉, f , g ,h ∈Λ, (A.4)
compare with [46, Ch.I.5, Ex. 25]. The power sums are primitive elements with respect
to this coproduct, ∆(pr ) = pr ⊗ 1+ 1⊗ pr . Endowing Λ in addition with an antipode
γ :Λ→Λ, γ(pr )=−pr and co-unit ε(pr )= 0, the ring of symmetric functions becomes
a (self-dual) Hopf algebra [63]. Note that the antipode is closely related to the involutive
ring automorphism ω :Λ→Λ with ω(pr )= (−1)r−1pr , which is also an isometry of the
Hall inner product; see [46, Ch.I.2 and I.4].
A.2. The different bases in the ring of symmetric functions. Besides the power sums
there are also the following Z-bases of Λ which we will need for our discussion:
A.2.1. Monomial and forgotten symmetric functions. Set mλ =
∑
α∼λ xα where the no-
tation α∼λ means that α is a distinct permutation of λ ∈P+. These are the monomial
symmetric functions. Their images under the antipode, fλ = (−1)|λ|γ(mλ) are known as
the forgotten symmetric functions.
A.2.2. Complete and elementary symmetric functions. The dual basis of {mλ}λ∈P+ with
respect to the Hall inner product (A.3) is known as the complete symmetric functions
{hλ}λ∈P+ , i.e. 〈mλ,hµ〉 = δλµ. Their explicit definition is hλ = hλ1 hλ2 · · · , where hr =∑
1≤i1≤···≤ir xi1 xi2 · · ·xir . Applying the antipode one obtains the elementary symmetric
functions, γ(hλ)= (−1)|λ|eλ. Explicitly, eλ = eλ1 eλ2 · · · with er =
∑
1<i1<···<ir xi1 xi2 · · ·xir .
A.2.3. Schur functions. Denote by sλ the image of the character of the Specht module
of Sm indexed by a partitionλ`m under the characteristic map (A.1). This is the Schur
function. The latter has the known determinant relations sλ = det(hλi−i+ j )1≤i , j≤`(λ) =
det(eλ′i−i+ j )1≤i , j≤`(λ′), where λ
′ is the conjugate partition of λ and `(λ) its length, i.e.
the number of nonzero parts; see [46, Ch.I.2] for further details.
A.3. Generalised Pieri type rules and the coproduct. We now employ the Hopf al-
gebra structure on Λ to define ‘skew complete symmetric functions’ hλ/µ and ‘skew
elementary symmetric functions’ eλ/µ via the coproduct expansions (1.3) from the in-
troduction. It follows at once from (A.3) and (A.4) that both functions are determined
by the three product formulae
mµmν =
∑
λ
f λµνmλ, mµhν =
∑
λ
θλ/µ(ν)mλ, mµeν =
∑
λ
ψλ/µ(ν)mλ , (A.5)
which uniquely fix the coefficients. The following result is immediate; compare with
the discussion of skew Schur functions in [46, Ch. I].
Lemma A.1. The functions hλ/µ and eλ/µ can be expanded as
hλ/µ =
∑
ν
f λµνhν =
∑
ν
θλ/µ(ν)mν , (A.6)
eλ/µ =
∑
ν
f λµνeν =
∑
ν
ψλ/µ(ν)mν . (A.7)
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Proof. Let g ∈ Λ then it follows from (A.4) that 〈hλ/µ, g 〉 = 〈hλ,mµg 〉 and 〈eλ/µ, g 〉 =
〈eλ, fµg 〉. Because
hλ/µ =
∑
ν
〈hλ/µ,mν〉hν =
∑
ν
〈hλ/µ,hν〉mν
one deduces, using (A.5), the first and second equality of (A.6) respectively. The proof
of equation (A.7) is analogous. 
All of the expansion coefficients in (A.5) are non-negative integers and have combi-
natorial expressions, which we know recall. For the product of monomial symmetric
functions the expansion coefficients f λµν in (A.5) are given by the cardinality of the set
{(α,β) | α+β=λ}, (A.8)
where α ∼ µ and β ∼ ν are distinct permutations of respectively µ and ν; see e.g. [16].
This also fixes the expansion coefficients for the second and third product in (A.5).
Recall that hλ =
∑
µLλµmµ, where Lλµ is the number of N-matrices A = (ai j )i , j≥1
which have row sums row(A) = λ and column sums col(A) = µ. Similarly eλ =∑
µMλµmµ, where Mλµ is the number of (0,1)-matrices A = (ai j )i , j≥1 with row(A) = λ
and col(A)= µ; see e.g. [57, Ch. 7.4, Prop 7.4.1 and Ch.7.5, Prop 7.5.1]. Then it follows
at once that
θλ/µ(ν)=
∑
σ
Lνσ f
λ
σµ and ψλ/µ(ν)=
∑
σ
Mνσ f
λ
σµ . (A.9)
Here we are interested in alternative expressions using reverse plane partitions as the
latter suggest a natural generalisation to cylindric reverse plane partitions.
A.4. Weighted sums over reverse plane partitions. Given two partitions λ,µ with µ⊂
λ recall that a reverse plane partition (RPP) pi of skew shape λ/µ is a sequence {λ(i )}li=0
of partitions λ(i ) with
µ=λ(0) ⊂λ(1) ⊂ ·· · ⊂λ(l ) =λ .
As usual we refer to the vector wt(pi)= (|λ(1)/λ(0)|, |λ(2)/λ(1)|, . . .) as the weight of pi and
denote by xpi the monomial xwt1(pi)1 x
wt2(pi)
2 · · · in the indeterminates xi . Alternatively,
we can think of a RPP as a map pi : λ/µ→ N which assigns to the squares s = (x, y) ∈
λ(i )/λ(i−1) ⊂ Z×Z the integer i . The result is a skew tableau whose entries are non-
decreasing along each row from left to right and down each column.
Special cases of reverse plane partitions that are row or column strict will be called
tableaux and denoted by T . A row (column) strict RPP T of skew shape λ/µ is a se-
quence {λ(i )}li=0 of partitions λ
(i ) such that λ(i )/λ(i−1), for i = 1, . . . , l , is a vertical (hor-
izontal) strip (see for example [46, Ch.I.1]). As in the case of general RPP, we will refer
to the weight of T as wt(T ) and denote by xT the monomial xwt1(T )1 x
wt2(T )
2 · · · in the
indeterminates xi .
We now introduce weighted sums over RPP in terms of binomial coefficients. For this
purpose we generalise the notion of skew diagrams as given for example in [46, Ch.I.1].
For two compositions α and β we write α⊂β if αi ≤βi for all i , and we refer to the set
β/α⊂Z×Z as a (generalised) skew diagram.
Given any pair of partitions λ,µ denote by θλ/µ the cardinality of the set
{α∼µ | α⊂λ} , (A.10)
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where we recall that α∼µ indicates that α is a distinct permutation of µ.
Lemma A.2. The set (A.10) is non-empty if and only if λ/µ is a skew diagram, i.e. if
µ⊂λ. In the latter case its cardinality is given by
θλ/µ =
∏
i≥1
(
λ′i −µ′i+1
µ′i −µ′i+1
)
. (A.11)
Here and in the following we set a binomial coefficient equal to zero if one of its
arguments is negative. It then follows that the right hand side of (A.11) vanishes if
µ 6⊂λ because µ⊂λ if and only µ′ ⊂λ′, where µ′,λ′ are the conjugate partitions.
Proof. Assume first that µ ⊂ λ then we have that α = µ belongs to (A.10). Conversely
assume that (A.10) is non-empty, then there must existα∼µ such thatα⊂λ. But since
α∼µ and µ ∈P+ this is only possible if µ⊂λ.
Thus, let µ ⊂ λ and set ` = `(λ′) = λ1, the largest part of λ, which equals the
length of λ′. Because µ1 = `(µ′) ≤ `, the m`(µ) = µ′` parts of µ equal to ` (if they
exist) must be among the first m`(λ) = λ′` parts of α, thus there are
(λ′
`
µ′
`
)
possible
choices with
(λ′
`
µ′
`
) = 1 should m`(µ) = 0. Continuing with the (possible) second largest
part `− 1, the m`−1(µ) = µ′`−1−µ′` parts of µ equal to `− 1 must be among the first
m`−1(λ)+m`(λ) = λ′`−1 parts of α, and since we have already fixed the µ′` parts of α
equal to `, there are now only
(λ′
`−1−µ′`
µ′
`−1−µ′`
)
possibilities. Proceeding along the same vein
we eventually arrive at the desired cardinality of (A.10) after a trivial rewriting of the
following product, ∏`
i=1
(
λ′
`+1−i −µ′`+2−i
µ′
`+1−i −µ′`+2−i
)
=∏
i≥1
(
λ′i −µ′i+1
µ′i −µ′i+1
)
.

The following result is probably known to experts but we were unable to find it in the
literature.
Lemma A.3. The skew complete symmetric function defined in (1.3) is the weighted sum
hλ/µ(x)=
∑
pi
θpi x
pi , θpi =
∏
i≥1
θλ(i )/λ(i−1) , (A.12)
over all reverse plane partitions pi of shape λ/µ. In particular, the first coefficient in (A.9)
has the alternative expression
θλ/µ(ν)=
∑
pi
θpi (A.13)
where the sum is over all reverse plane partitions pi of shape λ/µ and weight wt(pi)= ν.
Proof. First we show the validity of the product expansion
mµhr =
∑
λ
θλ/µmλ ,
where the sum runs over all partitions λ such that µ⊂ λ and |λ/µ| = r . The coefficient
of mλ in mµhr equals the coefficient of x
λ in the same product. Ifα∼µ andα⊂λ then
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the monomial xλ−α appears in hr provided that |λ/µ| = r . Thus, the coefficient of xλ in
mµhr equals the cardinality of the set (A.10), which is the definition of θλ/µ. Applying
this result to the product mµhν and comparing with the second equality in (A.5) one
arrives at (A.13).
Note that this also implies that θλ/µ(ν) = θλ/µ(β) for β ∼ ν, where θλ/µ(β) for β a
composition is defined analogously to (A.13). Hence, after rewriting the equality hλ/µ =∑
νθλ/µ(ν)mν proved in Lemma A.1 in terms of monomials one obtains (A.12). 
We now present a similar argument for skew elementary symmetric functions. First
we generalise the notion of a vertical strip from partitions to compositions by saying
that for two compositions α and β, the generalised skew diagram β/α is a generalised
vertical strip if βi −αi = 0,1 for all i . Given any pair of partitions λ,µ denote by ψλ/µ
the cardinality of the set
{α∼µ | λ/α vertical strip} . (A.14)
Lemma A.4. The set (A.14) is non-empty if and only if λ/µ is a vertical strip. In the latter
case its cardinality equals
ψλ/µ =
∏
i≥1
(
λ′i −λ′i+1
λ′i −µ′i
)
. (A.15)
Proof. The proof of the first part is analogous to the one for the set (A.10), so we skip
this step and assume that λ/µ is a vertical strip.
In a similar fashion to the proof of Lemma A.2 we count the number of distinct per-
mutations α of µ such that λ/α is a vertical strip. Set again λ1 = `(λ′) = `. As before
the m`(µ)=µ′` parts of µ equal to ` must be among the first m`(λ)=λ′` parts of α and
there are
(λ′
`
µ′
`
)
possible choices. Since λ/α is a vertical strip, the remaining partsαi with
µ′
`
≤ i ≤λ′
`
, must be equal to `−1. Hence,µ`−1(µ)−(λ′`−µ′`)=µ′`−1−λ′` parts ofµ equal
to `−1 must be parts αi with λ′`+1 ≤ i ≤ λ′`+m`−1(λ) = λ′`−1, and there are
(λ′
`−1−λ′`
µ′
`−1−λ′`
)
distinct ways of arranging these. The other αi , with i in the range just stated, must be
equal to `−2 and there are λ′
`−1−λ′`−(µ′`−1−λ′`)=λ′`−1−µ′`−1 of them. Continuing in
the same manner, we eventually arrive at∏`
i=1
(
λ′
`+1−i −λ′`+2−i
µ′
`+1−i −λ′`+2−i
)
= ∏`
i=1
(
λ′
`+1−i −λ′`+2−i
λ′
`+1−i −µ′`+1−i
)
=∏
i≥1
(
λ′i −λ′i+1
λ′i −µ′i
)
,
and this is equal to ψλ/µ, completing the proof. 
We were unable to find the following result in the literature.
Lemma A.5. The skew elementary symmetric function defined in (1.3) is the weighted
sum
eλ/µ(x)=
∑
T
ψT x
T , ψT =
∏
i≥1
ψλ(i )/λ(i−1) , (A.16)
over all row strict RPP T of shape λ/µ. In particular, the second coefficient in (A.9) has
the alternative expression
ψλ/µ(ν)=
∑
T
ψT (A.17)
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where the sum is over all row strict RPP T of shape λ/µ and weight wt(T )= ν.
Proof. We first need to show that mµer = ∑λψλ/µmλ, where the sum runs over all
partitions λ such that λ/µ is a vertical strip and |λ/µ| = r . The coefficient of mλ in
mµer equals the coefficient of the monomial term xλ in the same product. If α ∼ µ
and λ/α is a vertical strip, then the monomial xλ−α appears in er provided |λ/µ| = r .
Thus the coefficient of xλ in mµer equals the cardinality of the set (A.14), which by
definition is ψλ/µ. Applying this result to the product mµeν and comparing with the
third product expansion in (A.5) the formula (A.17) follows. Note that this implies that
ψλ/µ(ν)=ψλ/µ(β) for β∼ ν, where ψλ/µ(β) for β a composition is defined analogously
to (A.17). Expanding eλ/µ =
∑
νψλ/µ(ν)mν, proved in Lemma A.1 into monomials, us-
ing (A.17) one arrives at (A.16). 
Corollary A.6. The matrices L and M in (A.9) have the following alternative expressions,
Lλµ =
∑
pi
θpi and Mλµ =
∑
T
ψT , (A.18)
where the first sum runs over all RPP pi of shape λ and weight wt(pi) = µ, whereas the
second sum runs over all row strict RPP T of shape λ and weight wt(T )=µ.
Proof. Set µ=; in (A.9). Employing that f λσ; = δλσ we can apply (A.13), (A.17) together
with Lλµ = Lµλ and Mλµ =Mµλ to arrive at the asserted formulae. 
A.5. The expansion coefficients in terms of the symmetric group. To motivate our
construction of cylindric functions in the main text using the extended affine symmet-
ric group Sˆk we reformulate here the results on the expansion coefficients in (A.5) in
terms of the symmetric group Sk . To this end we project onto Λk = Z[x1, . . . , xk ]Sk by
setting xi = 0 for i > k.
Recall that for a fixed weight µ we denote by Sµ ⊂ Sk its stabiliser group and that for
any permutation w ∈ Sk there exists a unique decomposition w =wµ◦wµ with wµ ∈ Sµ
and wµ a minimal length representative of the right coset Sµw . As before Sµ ⊂ Sk is the
set of all minimal length coset representatives in Sµ\Sk .
Lemma A.7. Let λ,µ,ν ∈P+k .
(i) The expansion coefficient f λµν in (A.5) can be expressed as the cardinality of the
set
{(w, w ′) ∈ Sµ×Sν | µ◦w +ν◦w ′ =λ} . (A.19)
(ii) The specialisation of the weight factor θλ/µ defined in (A.11) to elements in P
+
k
equals the cardinality of the set
{w ∈ Sµ | µ◦w ≤λ} , (A.20)
where µ◦w ≤λ is shorthand notation for µw(i ) ≤λi for all i ∈ [k].
(iii) The specialisation of the weight factor ψλ/µ defined in (A.15) to elements in P
+
k
equals the cardinality of the set
{w ∈ Sµ | λi − (µ◦w)i = 0,1 for all i ∈ [k]} . (A.21)
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Proof. Noting that the the distinct permutations of a fixed weight are labelled by the
minimal length representatives w ∈ Sµ the stated expressions are immediate conse-
quences of (A.8), (A.10) and (A.14), respectively. 
A.6. Adjacent column tableaux. In this Section we will derive expansions of the sym-
metric functions hλ/µ and eλ/µ into power sums. In light of the definition (A.1) these
expansions amount to computing the inverse image of hλ/µ and eλ/µ under the char-
acteristic map.
Consider the product expansion
mµpν =
∑
λ
ϕλ/µ(ν)mν . (A.22)
The latter defines the coefficients ϕλ/µ(ν) uniquely.
Lemma A.8. The functions hλ/µ and eλ/µ have the expansions
hλ/µ =
∑
ν
ϕλ/µ(ν)
zν
pν and eλ/µ =
∑
ν
ϕλ/µ(ν)
zν
²νpν , (A.23)
where ²λ = (−1)|λ|−l (λ).
Proof. The proof is similar to the one of Lemma A.1 exploiting the known inner product
formula (A.3) and the action ω(pλ)= ²λpλ of the involution ω defined earlier. 
Recall that pλ =
∑
µRλµmµ, where Rλµ equals the number of ordered set partitions
(B1, . . . ,Bl (µ)) of [l (λ)] such that µ j =
∑
i∈B j λi ; see e.g. [57, Ch. 7.7, Prop 7.7.1]. It then
follows that
ϕλ/µ(ν)=
∑
σ
Rνσ f
λ
σµ (A.24)
We now derive an alternative expression for ϕλ/µ(ν) involving a special subclass of
semi-standard tableaux or column strict RPP. Recall that in this case the RPP consists
of a sequence of horizontal strips.
We call a column strict RPP T : λ/µ→ N an adjacent column tableau (ACT) if the
boxes of each horizontal strip T−1(i ) are located in adjacent columns of the skew di-
agram λ/µ. Let T = {λ(i )}li=0 be an ACT then we define ϕT =
∏
i≥1 m ji (λ
(i )), where
m ji (λ
(i )) is the multiplicity of the part ji in λ(i ) which contains the rightmost box of
the horizontal strip T−1(i ). As usual we define the weight wt(T ) as the vector whose
components are the number of boxes in each horizontal strip, i.e. wti (T )= |T−1(i )|.
Example A.9. Consider the partitions λ = (5,5,3,2), µ = (3,2,1,1) and the composition
α= (2,2,3,1). There are four adjacent column tableaux of shapeλ/µ and weight wt(T )=
α, namely
T =
1 1
2 3 3
2 3
4
,
1 1
2 3 4
2 3
3
,
2 2
1 3 3
1 3
4
,
2 2
1 3 4
1 3
3
.
One finds the coefficients ϕT = 2,2,4,4 (from left to right).
We call an ACT of weight wt = (0, . . . ,0,r,0, . . .) an adjacent horizontal strip of length
r and in this case simply write ϕT =ϕλ/µ.
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Lemma A.10. We have the equality
ϕλ/µ(ν)=
∑
T
ϕT , (A.25)
where the sum is over all ACT of shape λ/µ and weight ν.
Proof. We first show the validity of the following product expansion
mµpr =
∑
λ
ϕλ/µmλ (A.26)
where the sum runs over all partitions λ such that λ/µ is an adjacent horizontal strip
of length |λ/µ| = r .
Since each monomial appearing in the product mµpr is of the form xαxrl for some
l > 0 and α ∼ µ, the monomial xλ appears in mµpr only if λ is obtained from µ by
removing a part equal to a−1, for some a ≥ 1, and then adding a part equal to a−1+r .
In other words, λmust be the partition µ(a,r ) obtained by adding one box per column
in the diagram of µ, starting at column a and ending at column a+ r −1 for a total of r
boxes. This is equivalent to removing a part equal to a−1 from µ (or removing no parts
if a = 1) and adding a part equal to a−1+ r .
Therefore, the monomials in mµpr equal to xλ must be of the form
x(µ1,...,µi−l−1,µ j ,µi−l ,...,µ j−1,µ j+1,... ) xri−l
for l = 0, . . . ,ma−1+r (µ), where i and j are respectively the smallest indices for which
µi < a−1+r and µ j = a−1. This implies that mµpr =∑a(ma−1+r (µ)+1)mµ(a,r ), where
the sum is over all a ≥ 1 such that ma−1(µ) 6= 0. But according to the definition of ϕλ/µ
this equals (A.26). Equation (A.25) now follows by repeated application of (A.26) to the
product mµpν, which also implies that ϕλ/µ(ν)=ϕλ/µ(β) for β∼ ν. 
Corollary A.11. The matrix R in (A.24) has the following alternative expression
Rλµ =
∑
T
ϕT (A.27)
where the sum is over all AC T of shape µ and weight λ.
Note the difference between this and Corollary A.6, since in general Rλµ 6=Rµλ.
APPENDIX B. THE IRREDUCIBLE REPRESENTATIONS OF G(n,1,k)
As already explained in the main text the finite-dimensional irreducible representa-
tions of G(n,1,k) are induced by the irreducibles of the normal subgroupN and their
associated stabiliser groups in G(n,1,k) [50]. It will be convenient to identify the irre-
ducible representations ofN with weights in the set (3.16) via λ : yµ 7→ ζ(λ,µ), where ζ
is a fixed primitive root of unity of order n. Given λ ∈A +k (n) its associated stabiliser
group in G(n,1,k) is defined as
Gλ = {g ∈G(n,1,k) | (g · yµ · g−1)λ = y (µ,λ), ∀yµ ∈N } .
The latter is canonically isomorphic to the Young subgroup of the weight λ, i.e. Sλ =
Smn (λ) × ·· · × Sm1(λ) ⊂ Sk where mi (λ) is the multiplicity of the part i in λ; see [50]
for details. Thus, the irreducible representations of the stabiliser group Gλ are of the
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form
⊗n
i=1Sλ(i ) , where λ
(i ) ` mi (λ) are partitions and Sλ(i ) denotes the correspond-
ing Specht module of the symmetric group Smi (λ). The basis elements in
⊗n
i=1Sλ(i ) are
tensor products of Young tableaux, T = T (1)⊗·· ·⊗T (n), which define a map T :λ→ [k]
withλ= (λ(1), . . . ,λ(n)) such that the numbers assigned to the boxes in each Young dia-
gram λ(i ) are strictly increasing in rows (left to right) and columns (top to bottom). We
call such a map T a n-tableau and λ is called a n-multipartition. Conversely, given a
n-tableau T :λ→ [k], let λ(T ) ∈A +k (n) be the unique intersection point ofA +k (n) with
the Sk -orbit of the weight p = p(T ) ∈ Pk defined by setting p j (T ) = i if T−1( j ) ∈ λ(i ).
Explicitly, theN -action on a n-tableau T then reads
yµ ·T = ζ(µ,p(T ))T, µ ∈Pk (B.1)
For completeness, we also recall the definition of the action of the elementary trans-
positions σi on n-tableaux; compare with [52]. Introduce the numbers
ti =
{ 1
cT (i+1)−cT (i ) , if T
−1(i ),T−1(i +1) ∈λ(r ),r ∈ [n]
0 , else
, (B.2)
where cT (i ) = b − a is the content of the box (a,b) ∈ λ(r ) in T containing the entry i .
Denote by T(i ,i+1) the n-tableau which is obtained from T by swapping the entries i
and i +1 if the result is another n-tableau, otherwise set T(i ,i+1) = 0. Then
T ·σi = ti T +
√
1− t 2i T(i ,i+1) . (B.3)
Thus, in summary the irreducible representations of G(n,1,k) are in bijection with
n-multipartitionsλ= (λ(1), . . . ,λ(n)) satisfying
|λ| =
n∑
i=1
|λ(i )| = k . (B.4)
We denote the resulting module by L(λ). These are all irreducible modules of G(n,1,k)
and, furthermore, they have dimension
dimL(λ)= k !|λ(1)|! · · · |λ(n)|!
n∏
i=1
fλ(i ) , (B.5)
where fµ is the number of standard tableaux of shape µ,
fµ = |µ|!∏
(i , j )∈µhµ(i , j )
, hµ(i , j )=µi +µ′j − i − j +1.
If µ=;we set f; = 1.
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