We propose an efficient algorithm for designing the prototype filters of oversampled, near-perfect reconstruction (NPR), GDFT modulated filterbanks (FB) with arbitrary delay. We describe simplified conditions for imposing NPR, posed on the frequency response of the distortion transfer function and on the stopband attenuation of the prototype filters. Given the analysis prototype, we show that the minimization of the stopband energy of the synthesis prototype, subject to the simplified NPR constraints, can be expressed as a convex optimization problem. Our algorithm consists of initialization with the prototype of a near-orthogonal FBwhich can also be designed via convex optimization-and then successive optimization of the synthesis and analysis prototypes. We give design examples, discuss the properties of the obtained FBs, and present synthetic echo control experiments. The presented results show that, for a given delay, our algorithm produces FBs with significantly better properties than the near-orthogonal FBs.
INTRODUCTION
Recent studies [1] [2] [3] [4] on subband adaptive filtering have shown that good performances and flexibility are obtained by using oversampled nearly prefect reconstruction filterbanks. Moreover, a low implementation complexity is ensured by uniform filterbanks whose filters are obtained by (complex) modulation from a single prototype; the filters have complex coefficients, but the prototype is real. In this paper, we give an efficient design algorithm for such filterbanks.
A general filterbank (FB) structure is presented in Figure  1 . The FB is oversampled when the down-sampling factor R is smaller than the number of channels M. The subband signals x k [n], k = 0 : M − 1, are processed by adaptive filtering or other type of algorithms; however, since here we are interested in a general design method, we ignore the subband processing and assume that y k [n] = x k [n] . We assume that all analysis filters H k (z) and synthesis filters F k (z), k = 0 : M −1, have complex coefficients. Ideally, the passband of a filter has a width of 2π/M; more precisely, the passband of H k (z) or F k (z) covers the interval [2kπ/M, 2(k + 1)π/M], as shown in Figure 2 (b) .
If the input signal is real, then we can take M even, and only the first M/2 channels of the FB are necessary. In this case, the FB processes the frequencies between 0 and π; those from −π to 0 are discarded; no information is lost, but the subband signals are complex. For such an FB, the output y [n] is twice the real part of the sum of synthesis bank outputs.
(Real subband signals could be used, but with a downsampling factor R twice smaller, as shown in [5] .)
If the output signal is a delayed version of the input one, that is, y[n] = x[n − D], where D is a positive integer, then the FB is a perfect reconstruction (PR); theory of oversampled modulated PR FBs is discussed in [5] [6] [7] . Since subband processing changes the subband signals, near PR (NPR) FBs are more interesting for practical purposes; in NPR FBs, y [n] approximates x[n − D] in a sense that will be detailed later.
We consider generalized DFT (GDFT) modulated FBs, whose filters have the impulse responses
where h [n] and f [n] are the impulse responses of the analysis and, respectively, the synthesis prototypes. The prototypes are FIR filters of orders N h and N f , with real coefficients; their transfer functions are denoted by H(z) and F(z), respectively. The idealized magnitude responses of the analysis prototype and filters are given in Figure 2 . For the synthesis bank, the responses are similar. A frequent choice is to use a single prototype for both the analysis and synthesis banks, such that N h = N f and f k [ in the PR case), whose delay is D = N h . Design methods for such FBs are given in [2, 8, 9] (and [5, 7] in the PR case). In applications where low delay is important, better filtering properties are obtained by using two distinct prototypes in (1); the prototypes are related only by the NPR condition, as detailed later in Section 2. In this case we can take N h , N f > D. The method proposed in this paper designs twoprototypes FBs; other algorithms have been given previously in [1, 6, 10] .
The structure of the paper is as follows. In Section 2, we show how the NPR property can be expressed in a simpler way and also give an explicit form of the distortion transfer function for GDFT FBs. In Section 3, we describe our design algorithm with separate treatments of the near-orthogonal and two-prototypes cases. A near-orthogonal FB is designed by solving a semidefinite programming (SDP) problem. For two-prototypes FBs, the analysis and synthesis banks are successively optimized, each time solving a second-order cone programming (SOCP) problem. Both SDP and SOCP are instances of convex programming, for which the solution can be found with reliable algorithms. In Section 4, we give two examples of design and analyze the performance of the FBs as a function of the order of the prototypes; results of some synthetic echo control experiments are also presented. In the remainder of this paper, by FB we actually understand an oversampled FB.
SIMPLIFIED NPR CONDITIONS
The input-output relation for the FB from Figure 1 is
where
is the distortion transfer function and determines the distortion caused by the overall system for the unaliased component X(z) of the input signal, and
for = 1 : R − 1 are called aliasing transfer functions and determine how well the aliased components X(ze − j2π /R ) of the input signal are attenuated.
A PR FB obeys the conditions T 0 (z) = z −D and T (z) = 0, for = 1 : R − 1. For NPR FBs, the conditions are relaxed to the following forms.
Condition 1.
The frequency response of the distortion transfer function is near the response of a pure delay, that is,
where δ d is a preset tolerance.
Condition 2.
The frequency responses of the aliasing transfer functions are very small, that is,
where δ a is a preset tolerance, normally taken such that δ a < δ d . A common way to impose the conditions (5) and (6) is by using a grid of frequencies instead of the whole interval [0, 2π] . Even so, the implementation of (6) has a high computational cost, due to the large number of constraints. Condition 2 can be reformulated in the following simpler way. Figure 2 (a), that is,
The scaling factors µ h , µ f are equal to the ideal magnitudes in the passband of the frequency responses of the filters H k (z), F k (z), respectively. Without loss of generality, we can consider µ h µ f = R, as in a PR FB.
Condition (7) has an immediate practical motivation: FBs obeying it have reduced aliasing of the subband signals, which is beneficial to subband adaptive filtering. We evaluate below a conservative estimate of the bound δ a from (6) .
We can assume with good approximation that
We restrict our analysis to the interval [0, 2π/R], since it is valid for all other intervals of length 2π/R. In this interval, the inequality
holds, where K is the set of indices k for which either the passband of |F k (e jω )| or the passband of |H k (e j(ω−2π /R) )| has a nonzero intersection with [0, 2π/R] (note that the two passbands are disjoint). Neglecting the terms in δ 2 s , it results from (9) and (4) that
where |K | is the number of elements of the set K . So, the aliasing transfer functions obey Condition 2 with δ a ≤ |K |δ s in (6) . From (7) and (8), it can be proved that
Imposing Conditions 1 and 3 leads to the NPR relation
We scale the input signal such that |X(e jω )| ≤ 1 and so δ d can be interpreted as a relative NPR error with respect to the actual peak value of |X(e jω )|. Taking (10) into account, the input-output relation (2) shows that, in a worst case scenario, we have A design principle similar to that exposed above was used for near-orthogonal FBs in [2, 9, 11] (in the latter paper for nonuniform FBs). Actually, in these papers, Condition 1 had the form of a power complementarity constraint, specific to orthogonal FBs. In our paper, the principle is adapted to the general case of two-prototypes FBs.
Until now, we have simplified Condition 2 by replacing (6) with (7) . Further analysis reveals that the distortion transfer function (3) has a very simple form in the case of GDFT FB and so Condition 2 can be implemented with low complexity.
Let h, f be the vectors containing the coefficients of the analysis and synthesis prototypes, respectively (of length N h + 1 and N f +1, resp.). Then, the distortion transfer function (3) has the expression (see the Appendix for a proof) (14) where N t = N h + N f is the order of the distortion transfer function and Ψ n is the elementary Hankel matrix having ones on the nth antidiagonal and zeros elsewhere (antidiagonals are counted from zero, starting from the upper-left corner).
There are at most (N t + 1)/M nonzero coefficients in the sum from (14) , that is, a very small number; this is a very favorable feature in reducing the complexity of optimization algorithms using the constraint (5). We are not aware of any algorithm for designing two-prototypes FBs that takes advantage of the form (14) .
Let us also note that, for any 0 ≤ n ≤ N t , the bilinear form h T Ψ n f may be written as the convolution
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PROPOSED DESIGN ALGORITHMS
Previous work and outline of our contribution
The best method for designing near-orthogonal GDFT FBs appears to be that from [9] . In its basic formulation, the stopband energy of the prototype is optimized, subject to a timedomain constraint on the coefficients of the distortion transfer function (14) . Additional constraints can be put on the minimum stopband attenuation and on the energy on the transition band [π/M, π/R]. The optimization problem has an SDP form. More details are given in Section 3.3.
For two-prototypes GDFT FBs, the methods from [1, 6, 10] optimize separately the analysis and synthesis prototypes. In [10] , each prototype is an eigenfilter with approximately linear phase in the passband and so NPR is obtained indirectly. In [6] , the analysis prototype is an equiripple linear phase filter (designed with the Remez algorithm) and the synthesis prototype is optimized using a composite criterion involving the H 1 -norm on the stopband and two terms of the sum defining the distortion transfer function error (5). In [1] , the analysis prototype is an approximately linear phase filter and the synthesis prototype is obtained by minimizing a quadratic criterion involving the H 2 -norm of the NPR error (5) and a measure of the residual aliasing distortion (an approximated H 2 -norm of the aliasing transfer functions (4)).
Our method starts by designing the prototype H(z) of a near-orthogonal FB, using the basic formulation from [9] , but with a frequency domain implementation of (5). Using H(z) as analysis prototype, we design the synthesis prototype F(z) by minimizing its stopband energy subject to the NPR condition (5). Finally, we redesign H(z) using an identical procedure. The main differences with respect to the previous methods consist in the initialization step, in the implementation of (5) as it is (i.e., as a bound on the H ∞ -norm of the distortion transfer function error), and in simplifications of the NPR conditions. We also use different optimization tools, namely SDP and SOCP.
Implementation of the simplified NPR conditions
We implement Condition 1 by imposing (5) on a discrete set of frequencies denoted by Ω. For simpler implementation, the set is taken as an equidistant grid covering the interval [0, π]. (There is no need to cover the interval [π, 2π], since the GDFT FB has real prototypes.) Using expression (14) , the condition (5) may be written in the form
are Hankel matrices, constant for a given frequency ω ∈ Ω.
The prototypes of the GDFT FB are optimized by minimizing their stopband energy, which has favorable effects on aliasing and also ensures good filtering properties. The stopband energy (of the analysis prototype) is
where ω s is the stopband edge and Φ is a positive definite Toeplitz matrix with the element φ n on diagonal n defined by
There are (at least) two possibilities of implementing Condition 3. The first is to impose (7) on a grid of frequencies, for a given tolerance δ s . The minimization of the stopband energy (18) constrained to (7) is a peak-constrained least-squares (PCLS) optimization [12] . The second possibility is to take a stopband edge ω s smaller than π/R, namely
with ρ smaller than M/R−1. In this case, the minimization of (7) gives as byproduct a stopband ripple δ s to satisfy condition (7). (In least-squares optimization, the worst stopband attenuation is typically obtained at the stopband edge; taking ω s < π/R has the effect of decreasing the largest ripple for ω ∈ [π/R, π], while the energy in the same interval also increases.) Although the first method allows complete control on δ s , we prefer the second as having a lighter implementation. The choice of ρ depends on M/R and on the subband processing application. Some examples will be given in Section 4.2. As a general rule, the smaller is M/R, the nearer ρ should be to M/R − 1. It is also possible to use different stopband edges for the analysis and synthesis prototypes, as argued in [10] ; in this case, we denote ρ h and ρ f , respectively, the factors from (20). The GDFT FB could be optimized by minimizing a (possibly weighted) sum of the stopband energies of the analysis and synthesis prototypes, subject to the NPR constraints (16) . Although the optimization criterion is convex, the constraints (16) are bilinear, which makes the entire optimization problem nonconvex; avoiding local minima is a wellknown difficulty. We propose a different approach described in the sequel and based on convex optimization with standard algorithms (SDP, SOCP).
Design of near-orthogonal FBs
We present here the basic idea from [9] , with some modifications in the form of the NPR constraint. In a near-orthogonal FB, the synthesis prototype vector f contains the coefficients of the analysis prototype h in reverse order, that is,
. Then, the next equality holds: where Θ n is the elementary Toeplitz matrix with ones on the nth diagonal and zeros elsewhere. The problem of minimizing the energy (18) subject to the NPR constraints (16) becomes
where the Toeplitz matrices C(ω) and S(ω) are defined as in (17) but with Θ D+iM replacing Ψ D+iM . Problem (22) is equivalent to a convex optimization problem, in terms of the coefficients of the product filter H(z)H(z −1 ), which have the form h T Θ n h, n = −N h : N h ; see [13, 14] for details on this type of transformation, that leads to a semidefinite programming problem. The transformation of (22) into a convex problem is possible also due to the Toeplitz structure of the matrices appearing there, as explained in [15] . Each frequency domain constraint of type (16) has a second order cone form; SOCP is a particular case of SDP, with faster implementation.
Design of two-prototypes FBs
Let us assume for the beginning that the analysis prototype H(z) is given. We next show that the optimization of the synthesis prototype has a convex formulation, as a SOCP problem. Minimizing the stopband energy of F(z) subject to the NPR conditions (16) , that is,
can be expressed in the form
where c(ω) = C(ω)h and s(ω) = S(ω)h are constant vectors for a given frequency ω. The optimization problem (24) is a typical SOCP problem. Certainly, if F(z) is given, then H(z) can be optimized similarly. We propose the following idea for the design of a two-prototypes FB. First, a near-orthogonal FB is designed, using the algorithm suggested in Section 3.3, namely by solving the problem (22). The obtained prototype H(z) is used as analysis prototype and a synthesis prototype F(z) is computed by solving the SOCP problem (24). Finally, a new analysis prototype is obtained solving the problem similar to (24) for given F(z) and unknown H(z). The algorithm is described formally in Algorithm 1 above. We note that the initial prototype (of the near-orthogonal FB) may have an order N 0 different from N h ; in our experiments, we have remarked that it is beneficial to take N 0 ≤ N h , N 0 ≤ N f . Our algorithm imposes no a priori relation between the delay D and the orders N h , N f .
The steps 2 and 3 of Algorithm 1 can be iterated. Denoting E h and E f the stopband energies of the analysis and synthesis prototypes, respectively, it is easy to see that successive iterations decrease (or keep constant) the values of E h and E f . If h and f are the results of the previous iteration, then they satisfy the NPR condition (16) . Thus, minimizing E h subject to (16) for the given f, as in Step 2 of the algorithm, cannot produce a worse value of E h in the current iteration. Similarly, the values of E f form a nonincreasing sequence.
However, the iterations usually do not bring significant improvement. The improvement appears especially when there is a big disparity between E h and E f after the first iteration; further iterations mostly decrease the largest of E h and 6 EURASIP Journal on Applied Signal Processing E f . Sometimes, the stopband energy reduction may come together with an unwanted increase of the passband ripple. Moreover, in the synthetic echo control experiments described in Section 4.2, we have noticed only very small differences between the FBs optimized as in Algorithm 1 and those optimized with more iterations. For these reasons, we will not report results for the iterative algorithm.
EXPERIMENTAL RESULTS
The algorithms described in the previous section have been implemented using Matlab and the SDP library SeDuMi [16] (which includes algorithms for SOCP problems). The programs have been run on a Pentium III PC at 1 GHz. In this section, we give two examples of design, some curves showing the dependence of the stopband energy and attenuation as functions of the orders N h , N f , and also results that are obtained in a synthetic echo control experiment. All filterbanks designed and used here have M = 64 channels; since real signals are processed, only 32 out of these 64 channels are necessary. The delay is D = 80. In all designs, a grid Ω of 100 points was used. The other parameters of Algorithm 1, which may differ from one design to another, will be specified when appropriate. In particular, the down-sampling factor R takes values between 16 and 24 and filter orders between 80 and 180. The oversampling ratios M/R are relatively high, but this is due to the small values of the orders with respect to the number of channels (i.e., the ratios N h /M are relatively small).
Examples of design
Example 1. The down-sampling factor R is 16. Accordingly, the stopband edge ω s is defined by ρ = 2.9 (instead of M/R − 1 = 3). The distortion transfer function bound is δ d = 0.003 (about −50 dB). We want prototypes that have at least 60 dB stopband attenuation (i.e., δ s = 0.001 in (7)). To obtain such prototypes, we have run our algorithm for different orders N 0 , N h , and N f ; the search is limited by considering only prototypes with similar orders (|N h −N f | ≤ 4). We report the FBs with smallest order satisfying the requirements. Next, we analyze the NPR properties of the FB. As the distortion transfer function error from (5) is bounded by the chosen δ d , we try to evaluate the contribution of the aliasing terms. To this purpose, we first compute the a posteriori worst case bound that aliasing transfer functions can attain in (2), namely
For the designed FB, we obtain the bound that is, a value of the same order as δ d . Assuming an input signal with |X(e jω )| ≤ 1, the NPR error (12) may be bounded by
To evaluate the true value of δ d , we have simulated the behavior of the designed FB for a Gaussian input signal x[n] (generated with the function randn in Matlab) with 32000 samples. The power spectral density of the reconstruction error Figure 4 ; it is visible that the reconstruction error is below 50 dB, that is, the bound imposed in the specification only for the distortion transfer function error; so, we have obtained δ d ≈ δ d . As a final discussion on Example 1, let us remark that the initial order N 0 is not a critical parameter of Algorithm 1. We show in Table 1 Table 1 suggest also how to modify N 0 ; if, after running Algorithm 1 with a certain N 0 , we decide to improve H(z), then the algorithm has to rerun with a larger value of N 0 ; most likely, the new F(z) will have worse stopband energy than in the first run; if, on the contrary, we want to improve F(z) at the expense of H(z), we decrease N 0 . Practical experience showed that few runs of the algorithm are enough to produce the desired result. The design time for each such FB is about 6 seconds. Attainable stopband energies and attenuations. We now present some more general results given by our algorithm for different orders of the prototype filters. There are three sets of specifications, the difference being made by the downsampling factor R, which takes the values 16, 20, and 24; accordingly, the stopband edge parameter ρ has the values 2.9, 2.1, and 1. between N f − 40 and N f . Figure 6 presents values of the average stopband energy (E h +E f )/2, function of the "average order" (N h +N f )/2 of the FB. For each average order, there are many FB designed, with different values of N 0 , N h , and N f ; the best average stopband energy is used in the graph; however, as suggested in Table 1 , there are several initializations that give similar results. In Figure 7 , the average attenuation (A h +A f )/2 is presented. As the stopband energy is optimized in our algorithm, its values decrease as the order increases. The attenuations follow the same trend, although with some small irregularities. The results in Figures 6 and 7 show that our method can be used for a large domain of specifications and thus for a large range of applications.
Finally, we mention that we have tested our programs for orders up to 250 (when the execution time is 200-220 seconds).
Synthetic echo control experiments
We have studied the behavior of the FBs designed with our method in the subband adaptive filtering scheme from Figure 8 . The experimental setup is similar to that from [9] . Although we cannot claim that the designed FBs are optimal in terms of achieved SS-MSE, the obtained results support the conclusion that, when the delay is fixed, the performance (here the SS-MSE) can be improved significantly by increasing the order of the FB. In Table 2 , the two columns with N h = 80 correspond to near-orthogonal designs; in the first, the stopband edge parameter from (20) is ρ = M/R − 1, this is the basic design from [9] ; in the second, ρ is decreased to its optimal value (excepting the case R = 24); reducing ρ has the effect of reducing the minimum stopband attenuation and the energy in the transition band [π/M, π/R] of the prototype, which in [9] are bounded exactly. As in [9] , for small M/R, the basic design is near-optimal. The other columns of Table 2 show values of SS-MSE obtained with two-prototypes FBs. It appears that the larger N h is, the smaller the values of ρ are better. The improvement in terms of SS-MSE may be more than 4 dB with respect to the optimized near-orthogonal FB. Moreover, the improvement is significant also when M/R is relatively small.
Another series of experiments have been dedicated to FBs with different stopband edges of the analysis and synthesis prototypes. In this case, we have found that it is better to change the roles of H(z) and F(z) in Algorithm 1. The results are shown in Table 3 only for R = 16 and R = 20; as for R = 24 the improvements are either inexistent or not significant. Contrary to the recommendations of [10] , we have obtained better results (in terms of SS-MSE) when the passband of the analysis prototype is narrower than that of the synthesis prototype. However, the improvements with respect to the case ρ h = ρ f are rather small, the maximum being 0.6 dB for R = 20 and N h = 130.
The improvement in SS-MSE comes together with a somewhat slower convergence. The top two curves in Figure  9 represent the MSE for the two extreme cases for R = 20, namely the near-orthogonal FB with N h = 80 and SS-MSE = −30.37 dB from Table 2 and the two-prototypes FB with N h = 130 and SS-MSE = −35.22 dB from Table 3 .
For comparison, we have also designed FBs with N h = 130, but relaxing the delay constraint to D = 130. The SS-MSE of the best such two-prototypes FB is −36.21 dB, that is, about 1 dB better than that of the best FB with D = 80; its MSE is the bottom one (and the best) in Figure 9 . Somewhat surprisingly, the best near-orthogonal FB with N h = D = 130 gave similar performance to that of the best two-prototypes FB with D = 80; its MSE is barely distinguishable from the middle curve from Figure 9 and so it was not represented there. The curves in Figure 9 suggest what can be gained and what is the price when increasing the order and keeping the delay fixed. This kind of tradeoff between order and delay is specific to real-time applications, where the delay is typically constrained to low values; our algorithm allows the design of FBs for such applications. In our echo control experiments, the SS-MSE can be clearly increased by increasing the order, while the convergence rate appears not to be fully controlled by the parameters of our algorithm; the influence of the properties of the prototype filters on the convergence rate has to be further investigated and conveniently expressed into optimization criteria.
CONCLUSIONS
We have proposed an algorithm for the design of oversampled NPR GDFT modulated filterbanks. The NPR property is achieved via a simplified set of conditions. The algorithm starts by solving the SDP problem (22) for designing the prototype of a near-orthogonal FB, used as initialization.
Then, two SOCP problems (24) are solved, for obtaining first the synthesis, then the analysis prototype; each time, the other prototype is the one given by the solution of the previous problem. With this algorithm, it is possible to design two-prototypes FBs that, for a given delay, have significantly better stopband energy and attenuation than nearorthogonal FBs. An echo control experiment shows the same type of improvement in terms of achieved SS-MSE.
Further work will be dedicated to study methods for designing nonuniform low-delay oversampled FBs.
APPENDIX PROOF OF (14)
The transfer function of the analysis prototype is expressible as H(z) = 
