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ABSTRACT
The weight maximization problem (WMP) is the problem of finding
the word of highest weight on a weighted finite state automaton
(WFA). It is an essential question that emerges in many optimization
problems in automata theory. Unfortunately, the general problem
can be shown to be undecidable, whereas its bounded decisional
version is NP-complete. Designing efficient algorithms that produce
approximate solutions to the WMP in reasonable time is an appeal-
ing research direction that can lead to several new applications
including formal verification of systems abstracted as WFAs. In
particular, in combination with a recent procedure that translates a
recurrent neural network into a weighted automaton, an algorithm
for the WMP can be used to analyze and verify the network by
exploiting the simpler and more compact automata model.
In this work, we propose, implement and evaluate a metaheuris-
tic based on genetic algorithms to approximate solutions to the
WMP. We experimentally evaluate its performance on examples
from the literature and show its potential on different applications.
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1 INTRODUCTION
Background. Finite-state automata are transition systems that
accept or reject words from a given alphabet of symbols. A more
general notion is that of weighted finite-state automata (WFA).
These are automata where transitions and states are augmented
with a weight from the real numbers. Thus, they do not simply
accept or reject words, but they induce a real function from words
over the alphabet to weights. The weight of a word is computed by
adding together the weights of all executions that are labeled with
that word, where the weight of each single execution is obtained by
multiplying the weights of the transitions that composes it, together
with the weight of the initial and final state of the execution.
TheWFAmodel has been extensively studied in the literature [12]
and has found a great number of modern applications in speech
recognition [21], digital image compression [2, 15], sequence pre-
diction [8] and optical character recognition [18]; as well as in
formal verification where they are used for the verification of quan-
titative systems [7, 11, 27]. These applications have also enhanced
the use of weighted automata learning to abstract more complex
systems as WFAs over the reals by approximating a real-valued
target function, using as training sample a finite set of pairs of
words and target values [4]. Recently, this technique has been suc-
cessfully used to extract WFAs from real-output recurrent neural
networks (RNN) [23]. The result is a simpler, compact and more
interpretable transition system (compared to the original RNN) in
which inference can be performed up to three orders of magnitude
faster, as empirical results show [23]. Furthermore, these systems
admit particular optimization techniques for their analysis such as
memoization of partial executions.
The problem. In this work, we are interested in the problem of
finding the word with the highest weight in a WFA, known as
the weight maximization problem (WMP). This problem has drawn
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attention before, especially in the context of natural language pro-
cessing and speech recognition [9, 10, 22]. In that case, the subclass
of probabilistic WFA is typically used to represent different lev-
els of the recognition task. Thus, the highest-probability string
corresponds to the most likely translation for an observed input
sequence. Several algorithms have been proposed to solve this prob-
lem, but unfortunately they usually rely on the special structure of
probabilistic WFAs, which enables techniques that are out of hand
if one considers more general weighted automata. In fact, we are
interested in WFAs such as the ones that are obtained as output of
real-weighted automata learning techniques. In particular, we will
show the potential application of an algorithm to solve the WMP
when combined with the WFA extraction procedure for RNNs[23]
to enable a more efficient “light-weight verification" of the network.
When tackling the WMP, it is easy to observe that if the range
of the weight function described by the WFA is unbounded over
the reals, then the notion of the word with the highest weight is
somehow vague. Furthermore, it is well-known that even if one
bounds the range of the weight function, the associated decision
problem is undecidable [5, 13, 24]. In consequence, we bound the
domain of the problem, namely, we restrict our search to words
of bounded length. This decision is also supported by the idea that
for verification purposes, we are not interested in extremely long
witnesses (words), in general. We call this bounded version of the
problem, the bounded weight maximization problem (BWMP) over
WFAs.
Our Contribution. First, we present a metaheuristic based on the
genetic algorithm (GA) for approximating a solution to the bounded
weighted maximization problem. Second, we experimentally eval-
uate the algorithm on examples from the literature and show its
potential for estimating the error between aWFA extracted from an
automata learning technique and the target function. In particular,
we will focus our attention on WFAs that result from the extraction
procedure applied to RNNs [23]. As an independent contribution
we show that the bounded WMP is NP-complete by means of a re-
duction from the Hamiltonian path problem, even in the case where
weights are over Z and the alphabet contains only two symbols.
Next we give further details on each of the contributions.
The choice of a genetic-algorithm-based metaheuristic for this
purpose is motivated by the idea that it is simple and natural to
code elements of the language of a WFA as strings over an alphabet
of symbols, with its weight as the fitness function. Also, the way in
which words are read in a WFA by repeating patterns, i.e., paths
and cycles in its finite structure, suggests that higher-weighted
words might be those repeating higher-weighted patterns in the
WFA. This intuition resembles to the fundamental basis of genetic
algorithms that relies on the idea that combining building blocks
allows to build strings with higher expected performance. In order
to improve the time performance of the algorithm, we exploit the
matrix representation of the WFA model. Using this representation,
a WFA is described as a finite set of transition matrices, one for each
alphabet symbol, with values over the reals indicating the weight
of each transition, plus an initial and final real vector indicating the
weight of the initial and final states. Thus, computing the weight
of a word amounts to multiply the set of matrices corresponding
to the sequence of symbols given by the word together with the
initial and final vector. We show the potential of usingmemoization
to accelerate the computation of these products relying on the
associativity of matrix multiplication, a technique that is not at
hand if one uses directly the RNN weight function (instead of the
WFA) as fitness function of the GA. Notice that a genetic-algorithm-
based metaheuristic provides several good approximations of the
word with the highest weight (in general, as many as the size of the
population). This makes the approach convenient for our purpose
of applying our algorithm to the verification of RNN as we may
obtain a number of witnesses of the behavioral difference between
the RNN and the specification.
We perform an empirical evaluation of our algorithm conducted
by the answer of two main questions: (1) is our genetic-algorithm-
based metaheuristic a good fit for approximating the BWMP? (2) gi-
ven that memoization of partial executions is an appropriate opti-
mization for WFAs, what is an lower bound on the gain of using
this technique?
Regarding the first question, we compare the performance of
our algorithm against random search. The results shows that our
method outperforms the latter, concluding that, since WFAs are
not completely black-boxes, the GA is able to successfully exploit
to some extent the internal structure of these devices. Furthermore,
we evaluate the quality of the solutions found by our algorithm by
designing an experiment where the word with the highest weight
is known. We observe that in many cases our algorithm finds the
word with the highest weight, and we identify the hardest cases
as those where the WFA has several local maxima corresponding
to words that significantly differ from the word with the highest
weight.
On the second question, our experiments show that by using
a simple memoization technique the number of words analyzed
per second is more than 3 times that of a non-optimized algorithm,
which evidences the potential of this technique in the context of
WFAs.
Finally, we conduct a case study in order to solve a third research
question: (3) how to exploit our algorithm for performing light-
weight verification of RNNs?
We first show that an algorithm to approximate the WMP allows
to compute a simple notion of distance between WFAs. Namely,
given two WFAs A and B, we define the distance between A and
B as the weight that maximizes the difference between the two
automata in absolute value. Intuitively, this notion of distance gives
the maximum “error” of A approximating B. In combination with
the WFA extraction procedure for RNNs, this enables to perform
a light-weight verification of the RNN as it allows to estimate the
error between the RNN behavior and the function it models, as well
as to identify input sequences whose output significantly differs the
specification, i.e., input sequences that are misclassified by the RNN.
It is worth to notice that the accuracy of the WFA extracted from
the RNN is high [23], but yet an approximation and thus, despite of
being practical to gain confidence about the correctness of the net-
work, it is especially useful to detect misclassified input sequences.
Also, note that WFAs are strictly less expressive than RNNs as they
recognize the subclass of weighted regular languages. Therefore,
the verification of the RNNwe propose is always against a weighted
regular specification, and not any possible specification. As a case
of study satisfying this condition, we show that an RNN trained to
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learn a weighted regular language, namely a weighted variant of
the language of well-parenthesized words, satisfies its specification
on a bounded-length set of words. Another application of our al-
gorithm in the context of network analysis is that of determining
whether, given a prefix of an RNN input, there exists a sequence
of input symbols that can be read after and makes the RNN out-
put reach a certain threshold value. With an RNN abstracted as a
WFA, one can compute the set of states that are reachable reading
the given prefix and define them as the new initial states of the
automaton. Then, apply the algorithm for solving the WMP in the
latter to approximate the maximum weight and compare it with the
threshold. This has particular application in RNNs that are trained
for anomaly detection [20, 28].
Related Work. The problem of determining the best string on a
weighted automata, i.e., the word with the highest weight, has been
previously studied in the literature for the subclass of generative1
probabilistic WFAs [9, 10, 22]. These are WFAs that define a proba-
bility distribution over the words of the alphabet and they typically
emerge in the context of speech recognition and natural language
applications. Mohri and Riley [22] present an efficient algorithm for
solving the n-best-string problem, in order to determine the best hy-
pothesis (orn-best different hypotheses) among all those considered
by the recognizer. Their method relies on two general algorithms
for WFAs: determinization and a general n-shortest-path algorithm.
However, their WFAs are always acyclic, so-called lattices, typically
used in speech recognition (as opposed to our more general class
of WFAs which typically contain cycles, especially those coming
from the extraction procedure for RNNs), which guarantees the ter-
mination of the determinization procedure. Note that if our WFAs
were deterministic, then the WMP would become tractable since it
amounts to compute the longest path in a weighted graph from an
initial to a final state. However, the weighted automata we are in-
terested in are not deterministic in general, not even determinizable.
Characterizing classes of weighted automata with real weights that
admit an equivalent deterministic version is an interesting research
direction on which not much progress has been made [1].
De la Higuera and Oncina [9, 10] also tackle the problem of
finding the best string in generative probabilistic weighted automa-
ton, motivated by natural language processing applications. On
the other hand, Casacuberta and De la Higuera [6] proved that the
threshold reachability problem for probabilistic weighted automata
is NP-hard even when you bound the length of the most probable
string. They show how to reduce any instance of the satisfiability
problem to the best string problem on a generative probabilistic
automata with four alphabet symbols. We pursue the study of the
hardness of the best string problem and show that the problem is
NP-complete in the case of automata with weights over Z and just
two alphabet symbols (see Section 8.1 in the Appendix). Given the
hardness of these problems, it is remarkable that De la Higuera
and Oncina [9] provide an algorithm for the best string problem
whose efficiency depends on the probability of the best (or most
probable) string itself. However, this result strongly relies on the
1This is in contrast to the definition of probabilistic automata first introduced by
Rabin [25] and the one we will use in this paper, which interprets automata as accept-
ing devices. For generative probabilistic WFAs, the probability of a word w can be
interpreted as the probability of reaching a final state whenw is used as a scheduling
policy.
probabilistic nature of this subclass of WFAs. In the case of general
WFAs over the rational numbers, to the best of our knowledge,
no other algorithm for the input maximization has been proposed
before.
Some works explore other notions of distance between WFAs,
e.g., the bisimulation metric [3], a non-computable distance that is
based on the joint spectral radius of the transition matrices of the
WFA. However, this notion does not fit our purposes as it describes
a universal property rather than an existential property. Namely, it
defines a property of two automata w.r.t. all possible words over
an alphabet rather than identifying a single word with a certain
property.
2 PRELIMINARIES
2.1 Languages
Let Σ be a finite alphabet of symbols. A word w over the alphabet
Σ is a finite sequence of symbols w B a1 · · ·an with ai ∈ Σ for
each i ∈ {1, . . . ,n}. In that case, we say that n is the length of w
and we denote it by |w | = n. We define the language Σ∗ as the
set of all words over the alphabet Σ, including the empty string
ε , whose length is 0. Given a natural value k ≥ 1, we define the
finite language Σ≤k B {w ∈ Σ∗ | 1 ≤ |w | ≤ k}. We define the
size of a language L ⊆ Σ∗, denoted by |L|, as the cardinality of the
set L. Finally, given two words v = a1 · · ·an1 ,w = b1 · · ·bn2 ∈ Σ∗,
v · w B a1 · · ·an1 · b1 · · ·bn2 denotes the word that results from
concatenatingw after v .
2.2 Matrices and Vectors
Despite of the fact that our model of WFAs is defined over the real
semiring, for computational reasons we will give definitions over
the rational numbers. Given a column vector v ∈ Qd , with d ≥ 1,
we denote by v⊤ the transpose of v. Given d1,d2 ≥ 1, we denote by
0d1×d2 the matrix of dimension d1 × d2 with all its entries equal to
0. If d1 = d2, we simply write 0d1 . Similarly, 0d denotes the column
vector of dimension d ≥ 1 with all its entries equal to 0.
2.3 Weighted Automata
A weighted automaton A (WFA for short) over Q is a 5-tuple A =
(Q, Σ, {Ma }a∈Σ, i, f) where Q is a finite set of states, Σ is a finite
alphabet of symbols, i and f are both column vectors in Q |Q | called
the initial and the final vector respectively, and, for each a ∈ Σ,Ma
is a square matrix in Q |Q |× |Q | called the transition matrix of a.
The weight of a wordw ∈ Σ∗ w.r.t. A is defined as follows. Let
w = a1 a2 · · ·an with ai ∈ Σ:
WA (w) B i⊤ ·
n∏
i=1
Mai · f , (1)
Now we give an alternative way to define the weight of a word
that, instead of using the matrix representation of the WFA, uses
its description as a transition system, with the only purpose of
providing further intuition on this notion. First, let us give some
previous definitions and notation. For eachq,q′ ∈ Q , we will denote
the q-component of a vector v ∈ Q |Q | by v(q), and the (q,q′)-entry
of a matrix M ∈ Q |Q |× |Q | by M(q,q′). Define the transition set of
A as δ B {(q,a,q′) | Ma (q,q′) , 0} ⊆ Q × Σ ×Q and the weight
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of a transition σ = (q,a,q′) asWA (σ ) B Ma (q,q′). We say that q
and q′ are the source and the destination state of σ , respectively.
The transition set of A allows us to define the notion of a path
ofA as follows. A path π = (q0,a1,q1)(q1,a2,q2) · · · (qn−1,an ,qn )
(n ≥ 1) of aA is an element of δ∗ of consecutive transitions, i.e., the
destination state of every transition in the sequence (except the last
one) coincides with the source state of the next transition in the
path. In the latter case, we say that π reads the word a1 a2 · · ·an .
Given S,D ⊆ Q and w ∈ Σ∗, denote by pathsA (S,w,D) the set of
all paths from a state in S to a state in D readingw . Finally, when
S = {q ∈ Q | i(q) , 0} and D = {q ∈ Q | f(q) , 0}, we denote
pathsA (S,w,D) simply by pathsA (w). Define the weight of a path
π = σ1 · · ·σn as:
WA (π ) B
n∏
i=1
WA (σi ) .
Finally, define the weight of a word as follows:
WA (w) B
∑
π ∈pathsA (w )
WA (π ) .
Wewill often use the notationA(w) to denote theweightWA (w).
We will refer to a subclass of WFAs, namely, probabilistic weighted
automata (PWFAs). A PWFA P = (Q, Σ, {Ma }a∈Σ, i, f) over Q is a
weighted automaton satisfying the following properties: (i) there is
exactly one state q ∈ Q such that i(q) = 1 and, for all q′ ∈ Q \ {q} :
i(q) = 0, (ii) for each q ∈ Q : f(q) ∈ {0, 1}, and (iii) for each q ∈ Q
and a ∈ Σ : ∑q′∈Q Ma (q,q′) = 1. If f(q) = 1 then q is an accepting
state, otherwise, it is non-accepting.
2.4 Operations on WFAs
Let us recall the following operations over WFAs that we will use
in Section 6, and in the Appendix. Let us define the following
WFAs: A = (Q, Σ, {Ma }a∈Σ, i, f), A1 = (Q1, Σ, {M(1)a }a∈Σ, i1, f1)
and A2 = (Q2, Σ, {M(2)a }a∈Σ, i2, f2).
Definition 2.1 (Unary subtraction WFA). Given a WFA A, define
the WFA ⊖A B (Q, Σ, {Ma }a∈Σ,−i, f).
Note thatW⊖A (w) = −WA (w), for eachw ∈ Σ∗.
Definition 2.2 (Sum ofWFAs). GivenWFAsA1 andA2, define the
WFA A1 ⊕ A2 B (Q1 ∪Q2, Σ, {M ′a }a∈Σ, i′, f′)) where i′ B (i1 i2),
f′ B (f1 f2) and
M ′a B
[
M
(1)
a 0d1×d2
0d2×d1 M
(2)
a
]
, for each a ∈ Σ .
Note thatWA1⊕A2 (w) =WA1 (w) +WA2 (w), for eachw ∈ Σ∗.
Definition 2.3 (Subtraction of WFAs). Given WFAs A1 and A2,
define the WFA A1 ⊖ A2 B A1 ⊕ (⊖A2).
Note that both WFAsA1 ⊕ A2 andA1 ⊖ A2 have |QA | + |QB |
states.
Definition 2.4 (Product of WFAs). GivenWFAsA1 andA2, define
the WFA A ⊗ B B (Q1 × Q2, Σ, {M ′a }a∈Σ, i′, f′) where i′ B i1 ⊗
i2, f′ B f1⊗f2 and M ′a B M(1)a ⊗M(2)a for each a ∈ Σ, where
⊗ denotes the Kronecker product of matrices.
Note thatWA1⊗A2 (w) =WA1 (w) ·WA2 (w), for eachw ∈ Σ∗.
Definition 2.5 (Sum of a WFA and a real). Given a WFA A and
α ∈ Q, define the WFA A ⊕ α B (Q ∪ {qα }, Σ, {M ′a }a∈Σ, i′, f′)
where Q ∩ {qα } = ∅, i′ B (iα), f′ B (f 1) and
M ′a B
[
Ma 0
⊤
d
0⊤d α
]
, for each a ∈ Σ .
Notice thatWA⊕α (w) =WA (w) + α , for each w ∈ Σ∗. Finally,
note that all the binary operations defined below are commutative
except from the product of WFAs.
3 THEWEIGHT MAXIMIZATION PROBLEM
We are interested in computing the word with the highest weight
in a WFA with weights over Q. This is the so-calledWeight Maxi-
mization Problem.
Definition 3.1 (Weight Maximization Problem). Given a WFA A,
theWeight Maximization Problem (WMP) consists in computing a
wordw0 such thatWA (w0) ≥WA (w), for allw ∈ Σ∗.
Observe that if the range of the weight function of a WFA is
unbounded over Q, then w0 might not exist. Furthermore, even
if the range of the functionWA is bounded, for instance, to the
interval [0, 1] as in probabilistic WFAs, the associated decision
problem2 has been proved to be undecidable [5, 13, 24]. Therefore,
the WMP turns out to be non-computable in general.
For this reason, we look at the problem that results from bound-
ing the domain of the weight function of WFAs, namely, assuming
that the length of the words is bounded by a fixed value. Con-
sequently, we define the so-called Bounded Weight Maximization
Problem as follows.
Definition 3.2 (Bounded Weight Maximization Problem). Given
a WFA A and k ≥ 1, the Bounded Weight Maximization Problem
(BWMP) consists of computing a wordw0 ∈ argmaxw ∈Σ≤k WA (w).
Note that the maximum of the weight functionWA always ex-
ists over the bounded set of words Σ≤k . The decision problem
associated to the BWMP is defined as follows.
Definition 3.3 (Bounded Threshold Reachability Problem). Given
a WFA A, k ≥ 1 and ν ∈ Q, the Bounded Threshold Reachability
Problem (BTRP) asks whether there exists a word w ∈ Σ≤k s.t.
WA (w) ≥ ν .
Clearly, this problem is decidable since the search space is finite.
Moreover, we prove that it is NP-complete for WFAs with weights
over Z by means of a reduction from the Hamiltonian Path Problem
(see Section 8.1 in the Appendix).
Theorem 3.4. The BTRP with weights over Z is NP-complete.
Thus, we propose a metaheuristic based on the genetic algorithm
to approximate a solution for the BWMP.
2The decision problem associated to the WMP, namely, the Threshold Reachability
Problem asks, for a given WFA A and a threshold ν ∈ Q, whether there exists a word
w ∈ Σ∗ s.t.WA (w ) ≥ ν .
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4 GENETIC ALGORITHM FOR THE BWMP
The metaheuristic we propose follows the steps of the genetic algo-
rithm [14], i.e., defines a set of genetic operators and routines that
are executed following the baseline of this evolutionary technique
in the way Figure 1 illustrates.
First, we show the genetic encoding of our problem.
4.1 Genetic representation of the problem
Given aWFAA = (Q, Σ, {Ma }a∈Σ, i, f) and k ≥ 1, we give a genetic
representation of the solution domain for the BWMP as follows.
At each iteration or generation of the algorithm, the set of candi-
date solutions, called the population, evolves in order to find better
candidates. Each population is a set of individuals which in our
setting are words over the alphabet Σ. The sequence of symbols
of each individual, usually known as chromosomes, is of variable
length which ranges in the interval [1,k]. The fitness function that
evaluates on each individual w is defined as the weight function
WA applied on w . Thus, given two individuals u,v ∈ Σ∗, we say
that u is better than v iffWA (u) >WA (v).
Next we give further details on the genetic operators and routines
we use in our algorithm in Sections 4.2 – 4.7. All the parameter
values defined in these routines will be fixed in the Section 5 of
Experimental Results.
4.2 Initialization
In this step, we create an initial population of fixed size, which we
denote by N , and keep constant throughout the execution. We use
a random initialization procedure that generates an initial popula-
tion of individuals of length at most k uniformly at random. We
compared this approach to an alternative method that we further
explain in Section 5.4.
4.3 Selection
Selection is used at the crossover and the replacement step. This
method chooses Ns individuals from a population of size N , follow-
ing a fitness rank selection. Namely, wewould like to have a sampling
method that assigns more probability to words with higher weight.
For this, we represent the population as an ordered list from lower
(smaller indices in the list) to higher (larger indices) fitness function.
We then define a distribution such that the probability assigned
to the highest element of the list is β(> 1) times greater than the
probability of selecting the lowest. In particular, if we also want a
uniform gradient of probabilities, this sampling can be performed
very efficiently by sampling a uniform value u ← [0, 1], computing
i B N logβ (1 + u(β−1)) and selecting the i-th individual of the
sorted list. This sampling method is repeatedly and independently
performed until Ns elements have been selected.
4.4 Crossover
In this step, we select N individuals according to the latter selection
procedure. Each of these individuals, called parents, are combined
by pairs to obtain two, possibly better, solutions. This method works
in a similar way as the single-point crossover operator in genetic
algorithms. Observe that, since the pair of parents might be of
different length, the crossover point must be within the range of
indices of both words. Doing so, the pair of children produced will
have the same lengths as their parents. In order to allow for more
diversity, we propose a slight variant of this method that, instead
of one single index, chooses a pair of them, one for each individual.
Moreover, if any of the computed children has length greater than
the boundk , that individual is truncated ignoring the last symbols of
the string. This enforces the length constraint to hold throughout
the execution. Formally, given two parents v = v1 · · ·v |v | ,w =
w1 · · ·w |w | ∈ Σ≤k selected to be recombined, our method chooses
two crossover points i ∈ {1, . . . , |v |} and j ∈ {1, . . . , |w |} uniformly
at random, and produces two children x ,y ∈ Σ≤k defined as x B
v1 · · ·vi ·w j+1 · · ·wℓx and y B w1 · · ·w j · vi+1 · · ·vℓy where:
ℓx B
{
|w | if i+|w |−j ≤ k
k−i otherwise ℓy B
{
|v | if j+|v |−i ≤ k
k−j otherwise .
4.5 Replacement
We follow an elitist replacement. We select a children rate, cr ∈
[0, 1], which represents the proportion of individuals in the new
population that will be children from the crossover step. This means
that we select from the population of children a total of C = cr ·
N individuals. We perform this selection according to the same
procedure as the one used in the selection step, except that we also
avoid selecting twice the same index in order to extend the search
space explored. This way, we decrease the number of identical
individuals in the new population. We select the remaining N −C
individuals for the new population from the original population
(after the mutation step below). Again, these are selected in the
same way as the children, i.e., using the selection step and avoiding
the choice of the same index twice.
4.6 Mutation
In parallel to the crossover step, we apply the mutation step. We
select the mutation probability, mp ∈ [0, 1], which represents the
probability of an individual from the original population to go
through the mutation procedure. This procedure is called single-
point mutation and an efficient way to implement it is as follows.
We fix λ ∈ [0, 1] which represents the probability of mutating each
single symbol in a given individual w ∈ Σ≤k . Then we generate
sequentially random numbers using an exponential distribution
with parameter λ which will operate as the positions ofw that will
be mutated. We stop this number generation when the last position
computed is equal or greater than |w |. At each position generated
we perform one out of 3 possible mutations chosen uniformly at
random: deletion, insertion or replacement (by a different symbol
in the alphabet) of a symbol.
Additionally, we include a way to introduce extra variability in
the population by keeping track of the number of times the best in-
dividual in the population has repeated along different generations.
If this number exceeds a threshold we fix to 10 repetitions then we
triple the probability mp during the next generation.
The population that results after the mutation procedure is the
so-called mutant population.
GECCO ’20, July 8–12, 2020, Cancún, Mexico E. Gutiérrez et al.
population
evaluation
selection
parents
children
crossover
mutation
     new population
stop?
yes
   output 
best found
no
re
pla
ce
me
nt
init
Figure 1: Flow diagram of our genetic algorithm for the WMP (toy example with N = 6 and cr = 2/3).
4.7 Evaluation
This step calculates the fitness function of each individual. We use
it after the initialization step and during the selection procedure, as
the latter relies on the fitness function evaluation of each individual.
4.8 Termination condition
Our termination condition depends on the execution time (we set
a timeout of T (> 0) seconds). If the execution time reaches T our
algorithm halts.
4.9 Fitness function: Memoization
We define the fitness function evaluated on each individual as
its weight, which is computed as the matrix product described in
Equation (1). In consequence, matrix multiplication is the most
time-consuming operation of the algorithm.3 On the other hand,
matrix associativity enables the memoization of partial products
allowing for time-efficiency optimizations. We implement a simple
memoization technique by means of a lookup table as follows.
The lookup table is a hash table that is precomputed before the
initialization step of the genetic algorithm and remains invariant
throughout the execution. The keys of the table are all the words of
length at most B(> 1), where B is an adequate value that takes into
account the size of the alphabet, and balances the time and space
cost of initializing the table and the time gain in the computation of
the weights along the execution. We refer to this value as the (max-
imum) block size. The value associated to each keyw = a1 · · ·an is
the matrix
∏n
i=1Mai ∈ Q |Q |× |Q | , where Q andMai are the states
and transition matrices of the input WFA, respectively.
This way, to compute the weight ofw , we decompose the word
into ⌊ nB ⌋ + 1 subwords where the first ⌊ nB ⌋ of them are of size
B and the last one is of size n mod B. Then, the weight of each
block is retrieved from the table to compute the weight ofw as in
Equation (1). To minimize the number of operations (products of
rationals) in the latter equation, we first compute the vector-matrix
product of the initial vector and the matrix corresponding to the
3Consuming 80 − 95% of the total run-time if no optimization is performed.
first block of the word, and then the result is multiplied by the
matrix for the second block, and so on.
In Section 5.3, we show how this simple memoization technique
on WFAs improves the time efficiency of the algorithm.
4.10 Implementation
We implemented our algorithm in C. The procedure takes as input
the matrix representation of a WFA A and a value k ≥ 1. For the
code representation of the weights we use rationals of arbitrary
precision by means of the library for arbitrary-precision arithmetic
on rational numbers, GMP [19]. For the lookup table implementa-
tion we use uthash.h [16] which is a header file written in C that
implements a hash table for handling C structures.
Our source code is publicly available and open source for repro-
ducibility and verifiability.4
5 EXPERIMENTAL RESULTS
We conducted experiments to evaluate the performance of our
algorithm. In particular, we tackle the two following questions:
(1) Is our genetic-algorithm-based metaheuristic a good fit for
approximating the BWMP?
(2) Given that memoization of partial executions is an appropriate
optimization for WFAs, what is an lower bound on the gain
of using this technique?
Regarding question (1), we compare our algorithm with random
search to evaluate the adequacy of our problem to a genetic-based
technique (Section 5.1). Additionally, we evaluate the quality of
the solutions found by our algorithm by designing an experiment
where the word with the highest weight is known (Section 5.2).
For question (2), we compare the performance of our algorithm
with a version of it where no memoization is performed in order
to establish an lower bound on the gain of using this technique
(Section 5.3).
4At GitHub: https://github.com/elenagutiv/ga-wfas
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Experimental Setting. To carry out the experiments we built
a set of benchmarks composed of 12 WFAs which we call Ran-
dom. Each of these WFAs was obtained as the result of executing
the WFA extraction procedure developed by Okudono et al. [23].
In each case, the input of the extraction procedure was an RNN
trained with a set of input-output pairs (w,WA (w)) where w ∈
Σ≤20 and A = (Q, Σ, {Ma }a∈Σ, i, f) was a WFA randomly gener-
ated with |Q | ∈ {10, . . . , 20}, |Σ| ∈ {4, 6, 10} andWA : Σ≤20 →
[0, 1] ∩ Q. The size of the state spaces of each extracted WFA
A ′ = (Q ′, Σ, {M ′a }a∈Σ, i′, f′) in Random is between 6 and 25 states
and, obviously, the size of their alphabets remains in {4, 6, 10}. We
will name each of the 12 extracted WFAs A ′ as X (|Σ|, |Q ′ |), where
X ∈ {A,B, . . . ,L}.
Table 1 shows the values of the parameters we fix for the exper-
iments. The termination condition only depends on the timeout
T which is set to 120 seconds for all the experiments performed
(except from the experiment in Section 5.2). This value is chosen to
obtain significant results in an admissible amount of time. For the
rest of the parameters we empirically selected the most appropriate
values for a good performance. In particular, in order to choose an
appropriate value for the maximum block size B of the hash table
for each benchmark, we consider the size of the alphabet and the
number of states of each WFA in order to keep constant the time of
hash initialization. Thus, B is 7, 6 and 5 for alphabet sizes of 4, 6 and
10 respectively when the number of states of the corresponding
WFA is less or equal to 12 , while we decrease the value B in 1 unit
if the number of states is greater than 12.
We run our experiments on a Debian/GNU Linux 9.0 machine of
64 bits with 72 virtual cores (Xeon Gold 6154 @3GHz) and a RAM
of 64 GB (DDR4 @2666 MHz).
Table 1: Parameter Values
k N β cr mp λ T
20 200 30 0.8 0.1 0.1 120 (s)
5.1 Comparison with random search
The goal of this experiment is to determine how well a genetic-
algorithm-based solution fits the BWMP. To do so we compare the
performance of our metaheuristic against a random search algo-
rithm, an unspecialized search method that does not assume any
inner structure on the problem.
Random search generates at each iteration a word w ∈ Σ≤20
uniformly at random5 and computes its weight w.r.t. input WFA.
Initially, it stores the first weight observed and, at each iteration,
updates this value if a higher weight is found. Finally, it returns the
last weight stored.
In Table 2 we say that a weight is observed iff a word with
that weight is analyzed by the algorithm (we only consider each
word once, even if they are analyzed twice or more times). This
way, the columns Weights observed show the average of all the
5We first choose a length value in the interval [1, 20] and then, at each position of the
word, we choose a symbol in the alphabet. Both selections are performed uniformly at
random.
weights observed by each algorithm after 10 executions, with a
95% confidence interval (in gray). In bold and between parentheses,
we show the maximum weight found by each procedure. Finally,
columns w/s show the total number words analyzed per second by
each algorithm.
We also attach 4 histograms in Figure 2, each corresponding
to the observed-weight distributions of one single execution of the
random search and our metaheuristic for the same input WFA, in
order to illustrate and complement the information given in Table 2.
We add to each histogram a colored vertical line indicating the
maximum weight found by each algorithm.
First, notice that the random search weight distribution esti-
mates the actual weight distribution given by the input WFA (this
estimation improves as we increase the execution time). Thus, the
average shown in the columnWeights observed of random search
(Table 2) is an estimation of the average weight of the words read
by the input WFA. The average of the weights observed by our
algorithm is always greater than that of random search. So is the
maximum found, as well. This means, that our algorithm is able
to reach infrequent weight values as long as they are better than
those already seen.
All these observations are illustrated in Figure 2. Notice that,
while the observed-weight distribution of random search estimates
the actual weight distribution of the input WFA, our genetic algo-
rithm tends to reach more frequently better solutions.
On the other hand, random search analyzes in average 10.4 times
morewords per second than our algorithm (Table 2) This is expected
as the genetic-algorithm machinery is computationally heavier.
We conclude that our genetic-based metaheuristic is able to ex-
ploit the internal structure of WFAs to outperform a black-box
method such as random search. These results enhance the use of
this method as an alternative to the lack of specialized algorithms
in scenarios such as WFAs that result from automata learning tech-
niques [4].
5.2 Examples with known maximum weight
In this section, we evaluate the quality of the solutions found by our
algorithm when the word with the highest weight in the automaton
is known. To do so, fixed an appropriate bound k , we will run our
genetic algorithm and compare the maximum weight found with
the actual maximum weight over all the words of length at most k .
Specifically, we will use a subset of 9 benchmarks of Random,
and we will perform exhaustive search to solve the BWMP exactly.
The length bound k of the problem is fixed to a value that makes
feasible this search in a reasonable amount of time. In particular, the
choice of k for each benchmark depends on the size of the alphabet
of the WFA, and thus, for an alphabet size of 4, 6 and 10, the value
of k we choose is 14, 11 and 9, respectively. Finally, the subset of 9
benchmarks corresponds to those WFAs in Random with at most
13 states. This way, we also avoid the cases in which exhaustive
search would need an excessive amount of time to finish.
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Table 2: Observed-weight distributions and number of the
words analyzed per second (w/s) by random search and our
algorithm. The columnsWeights observed show the average
of all the weights observed by each algorithm, with a 95%
confidence interval (in gray). In bold and between parenthe-
ses, we show themaximumweight found by each procedure.
The columns w/s show the total number words analyzed per
second by each algorithm.
Random search Genetic algorithm
Weights observed w/s Weights observed w/s
A(4,7) 0.77 ± 0.19 (1.02) 14.21k 0.96 ± 0.13 (1.07) 1.5k
B(4,11) 0.78 ± 0.17 (0.98) 6.22k 0.93 ± 0.12 (1.03) 0.76k
C(4,12) 0.5 ± 0.15 (0.71) 5.77k 0.59 ± 0.2 (0.73) 0.68k
D(4,15) 0.4 ± 0.24 (0.73) 3.55k 0.67 ± 0.23 (0.84) 0.14k
E(6,9) 0.67 ± 0.2 (1.04) 8.65k 0.92 ± 0.22 (1.17) 0.95k
F(6,12) 0.46 ± 0.15 (0.74) 5.24k 0.63 ± 0.22 (0.86) 0.62k
G(6,13) 0.67 ± 0.18 (0.96) 4.14k 0.87 ± 0.2 (1.04) 0.49k
H(6,25) 0.43 ± 0.23 (0.79) 1.21k 0.65 ± 0.31 (0.86) 0.14k
I(10,6) 0.47 ± 0.22 (0.78) 14.3k 0.76 ± 0.17 (0.92) 1.42k
J(10,6) 0.5 ± 0.23 (0.82) 13.38k 0.73 ± 0.28 (0.91) 1.44k
K(10,6) 0.43 ± 0.16 (0.66) 14.26k 0.61 ± 0.19 (0.77) 1.5k
L(10,6) 0.38 ± 0.22 (0.66) 14.3k 0.55 ± 0.3 (0.76) 1.51k
Figure 2: Observed-weight distributions of random search
(Random) and our algorithm (Genetic). The maximum
weight found by each algorithm is indicated by a colored ver-
tical line.
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On the other hand, we run our genetic algorithm on the same
subset of 9 benchmarks, executing the procedure 10 times on each
WFA, with a fixed timeout6 of 240 seconds.
6We update the timeout value from 120 to 240 seconds in order to give sufficient time
to our algorithm to obtain a fair comparison w.r.t. results obtained by the exhaustive
search.
Table 3: Maximum weights found by exhaustive search and
our algorithm. Note that the columnMax. found of Exhaus-
tive search correspond to the actual highest weight in the
WFA of length less or equal to k , where k is 14, 11 and 9
when the alphabet size is of 4, 6 and 10 respectively. The
column Max. found of Genetic algorithm is the average of
the maximum weights found in the 10 executions. The col-
umn Position w.r.t. the maximum indicates the position of
the maximum weight found by our GA in the list of n high-
est weights output by exhaustive search. We indicate with
a superscript † those cases where our algorithm found the
maximum weight at least once.
Exhaustive search Genetic algorithm
Max. found Max. found Position w.r.t.
the maximum
A(4,7) 1.0297 1.0286 2†
B(4,11) 0.9895 0.9895 1†
C(4,12) 0.7099 0.7037 5
E(6,9) 0.9898 0.9850 3
F(6,12) 0.7281 0.7128 4
I(10,6) 0.7631 0.7631 1†
J(10,6) 0.7723 0.7711 2†
K(10,6) 0.6150 0.6120 7†
L(10,6) 0.6442 0.5982 16
Table 3 compares the maximum weights found by exhaustive
search and our algorithm. We also include in the table the informa-
tion about the position of the average maximum weight found by
our algorithm w.r.t. the list of n best weights output by exhaustive
search. In particular, if the position is 1, then the maximum weight
found by our genetic algorithm always coincides with the highest
weight of length at most k in the given WFA.
Finally, we notice that in the cases where our algorithm performs
worse, and specially in the case of L(10, 6), the WFA contains local
maxima that corresponds to words significantly different to the
word of highest weight. These cases are particularly difficult for the
genetic search, and strategies like replacing part of the population
by new random individuals might solve premature convergence.
5.3 Memoization
The goal of this experiment is to establish an lower bound on the
gain of using a simple memoization technique (see Section 4.9) in
our algorithm. Specifically, we perform a comparison of the ratio of
words analyzed per second on two versions of our algorithm: one that
does not use a look-up table when computing the fitness function
of each individual, and another that uses it. We call these versions
the no-memoization and the memoization version, respectively.
In Table 4, each row collects the average of the values measured
for each benchmark from the set Random obtained from its 10
executions. Each column "words analyzed/s" corresponds to the
total number of words analyzed per second by each version.
We conclude that, in average, this simple memoization technique
achieves a number of words analyzed 3.8 times greater than that of
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Table 4: Comparison of the no-memoization vs. the memo-
ization version of our algorithm in terms of words analyzed
per second (w/s).
No-Memo Memoization
w/s w/s
A(4,7) 0.4k 1.5k
B(4,11) 0.18k 0.76k
C(4,12) 0.15k 0.68k
D(4,15) 0.04k 0.17k
E(6,9) 0.25k 0.95k
F(6,12) 0.14k 0.61k
G(6,13) 0.12k 0.49k
H(6,25) 0.03k 0.14k
I(10,6) 0.48k 1.44k
J(10,6) 0.48k 1.44k
K(10,6) 0.47k 1.44k
L(10,6) 0.48k 1.51k
the non-optimized version. Indeed, this technique can be further
optimized. The number of words analyzed by the algorithm is too
large to perform an efficient on-the-fly memoization, where every
word that has not been observed before is stored in the hash table.
However, it would be interesting to explore efficient ways to store
the most frequent prefixes or suffixes, for instance.
5.4 Other observations
In order to improve our algorithm we implemented several variants.
For the sake of space, we describe two of the most remarkable ones:
• We implemented an alternative initializationmethod to random
initialization that computes the N -best individuals from the set
of words Σ≤B , where B ≥ 1 is the maximum block size in the
look-up table. The idea was to start with a population of short
but higher-weighted words in the WFA and extend them, i.e.,
combine and mutate them, with the hope that those good short
patterns found in the WFA could be repeated and combined
to generate higher weighted words. We exploited the look-up
table to obtain the weights of the words in Σ≤B efficiently. By
analyzing the observed-weight distribution of both techniques
we concluded that no significant gain was achieved w.r.t. the
simpler random initialization, which evidences the ability of
our algorithm to escape from local optima and explore wider
regions of the search space.
• We introduced a variant in the crossover procedure: instead
of choosing just one single pair of indices, we computed a set
I of them as well as the weights of each resulting pair of chil-
dren. Then, we selected the best one according to either the
average weight or the maximum weight of the two children
generated. We performed experiments comparing the perfor-
mance when the size of I ranged from 1 to 10 pairs of indices
at each crossover operation. We could not observe any rele-
vant improvement in the solutions obtained when |I | > 1 that
justified the extra computational cost of this technique.
6 CASE OF STUDY
In this section we perform a case study to illustrate how our al-
gorithm can be used for the light-weight verification of an RNN
against a weighted regular specification. We will use our genetic
algorithm in combination with the procedure that extracts a WFA
from a given RNN [23], to estimate the error between the extracted
WFA and the WFA that describes the specification of the RNN over
a bounded-length set of words. In turn, we will obtain an estimation
of the error together with an evidence of why the network is not
properly approximating its specification.
First, we define a notion of distance between two WFAs over a
length-bounded set of words. Recall that given two WFAs A and
B, it is possible to construct the WFA denoted by A ⊖ B such that
(A ⊖ B)(w) = A(w) − B(w), for allw ∈ Σ∗.
Definition 6.1. Given two WFAs A and B and a natural k ≥ 1,
we define the distance between A and B over Σ≤k as
dk (A,B) B max
w ∈Σ≤k
{(A ⊖ B)(w), (B ⊖ A)(w)} .
Note that this corresponds to defining the distance between the
two automata as the difference (in absolute value) of the weights
in which they differ the most.
Intuitively, given a WFA A that abstracts the behavior of a
system, and a WFA B that defines its specification, this notion of
distance describes the maximum “error" of A approximating B on
a length-bounded set of words. Thus, using our algorithm to give
an approximation of the distance will provide an estimation of this
error. Furthermore, the words on which the maximum is reached
are witnesses of the behavioral difference between the system and
the specification.
For the sake of our case study, we consider a problem that (as
we argue below) admits as simple specification as a WFAs. Namely,
the problem of deciding whether a numerical expression contains
well-balanced parenthesis. For this, we trained an RNN with a set of
9000 input-output pairs (w, f (w)) as in [23] where the 12 symbols
alphabet is defined as Σ B {0, . . . , 9, (, )},w ∈ Σ≤20 and the function
f : Σ≤20 → [0, 1] is defined as:
f (w) B
{
1 − 2−∆(w ) ifw is well-parenthesized and ∆(w) ≤ 2
0 otherwise
,
where ∆(w) represents the depth of the deepest balanced pair of
parentheses inw For instance,
“(1)(2)" 7→f 1/2 “((1))(2)" 7→f 3/4 “((1(2)" 7→f 0 “(((1)))" 7→f 0
Observe that the function f assigns weight 0 to unbalanced words
or balanced words with depth greater than 2 and a positive weight
otherwise. Note that the weighted language described by this func-
tion is regular, thus it can be modeled by means of a WFA AE (a
construction with 8 states is deferred to Section 9 in the Appendix.
The extracted WFAAR has 6 states and thus, the WFAs AR ⊖ AE
and AE ⊖ AR have 14 states each. We run our genetic algorithm
on both WFAs (with the parameter values described in Table 1)
and a timeout of T = 240s instead, to increase the accuracy of our
results. In Figure 3 we represent the observed-weights distributions
ofAE ⊖AR andAR ⊖AE in one of the execution of our algorithm.
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Figure 3: Observed-weight distribution of AE ⊖ AR and
AR ⊖ AE .
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We obtain that the maximum error between AR and the specifi-
cationAE is approximately 0.0141. On the other hand, the 5 words
with the highest error and its corresponding error are:
“()777999()" “()779999()" “()797974()" “()749909()" “()999999()"
0.01410 0.01405 0.01402 0.01399 0.01397
We notice that the maximumweight found for inputAR ⊖AE is
almost 0, which means that the automaton trained on the RNN (and
thus the RNN itself 7) tends to under approximate the specification
values. The histogram also provides information on the number of
distinct words that are witness of the behavioral difference between
the automata.
Our analysis illustrates the differences between the trained neu-
ral network and the specification. For instance, if the RNN designer
had established an error tolerance lower than 0.013, they would
need to revisit the RNN training process. Furthermore, the mis-
classified inputs with highest error, e.g., “()777999()”, “()779999()” or
“()797974()” can be used as a hint on the process of revision.
7 CONCLUSIONS AND FUTUREWORK
We study the problem of finding the word with the highest weight
in WFAs with weights over Q. We propose a metaheuristic based
on the genetic algorithm to approximate solutions to the BWMP,
showing that this method benefits from optimization techniques
such as memoization of partial executions, and outperforms black-
box methods such as random search, which enhances the use of the
algorithm in cases where specialized algorithms for the BWMP are
not available, in particular, WFAs resulting from automata learning
techniques [4]. Regarding the latter scenario, we use our method
in combination with a recent procedure that extracts a WFA from
an RNN [23] to show its potential for detecting misclassified input
7The procedure that extracts a WFA from a RNN can provide an accuracy, computed
as the mean squared error, that bounds the maximum error between the WFA and the
RNN [23].
words in the RNN as well as estimate the maximum error between
the network and its target function.
One line of future work is to explore other crossover operators,
being k-point crossover of particular interest as it may further exploit
the structure of cycles that is proper of general WFAs. We conjec-
ture that this technique may be particularly effective on WFAs with
a large number of states. Additionally, it would be interesting to ex-
plore how effective our algorithm is on real applications. emerging
from other contexts. For instance, discrete-linear systems can be
modeled as WFAs under the assumption that their input function
takes a finite number of possible values. Our techniques could be
used to compare two different systems (controller and plant) with
expected similar behavior.
Finally, we extend previous results by proving that the bounded
decisional version is NP-complete even in the case of integerweights
and two alphabet symbols.
8 APPENDIX
8.1 The BTRP is NP-complete
In order to show that the Bounded Threshold Reachability Problem
(Definition 3.3) is NP-complete, we first prove that so is the Bounded
Equality Reachability Problem.
Definition 8.1 (Bounded Equality Reachability Problem). Given a
WFA A over the rational numbers, k ∈ N and ν ∈ Q, the Bounded
Equality Reachability Problem (BERP) consists of deciding whether
there exists a wordw ∈ Σk such thatWA (w) = ν .
Our proof of this result relies on a reduction from thewell-known
NP-complete Hamiltonian cycle problem, which we define here for
completeness. A simple directed graph is a tuple G = (V ,E) where
V is a set of elements called vertices and E is a subset of ordered
pairs, E ⊆ V ×V , called directed edges. Given an edge e B (u,v), we
denote its source u by s(e) = u and its destination v by d(e). A cycle
inG is a finite sequence of edges e1 · · · en satisfying d(ei ) = s(ei+1)
for all i ∈ [n−1] and d(en ) = s(e1). A cycle is said to be Hamiltonian
if it visites every vertex exactly once, that is, n = |V | and for every
v ∈ V , ∃j ∈ [n] such that v = d(ej ).
Definition 8.2 (The Hamiltonian Cycle Problem). Given a simple
directed graph G = (V ,E), the Hamiltonian Cycle Problem (HCP)
consists of deciding whether there exist a Hamiltonian cycle in G.
We use the fact that the HCP is NP-complete (Karp [17]) to prove
the following theorem, which holds even if the alphabet is restricted
to contain only two symbols.
Theorem 8.3. The BERP with weights in N is NP-complete.
Proof. We first prove that the BERP is in NP. For this, it is
essential to properly define the size of a problem. Let an instance x
of the BERP be given by x B (1k ,A,α) where k ∈ N, A is a WFA
over the rational numbers and α ∈ Q. We define the input size of x
as |x | B k + |A| + |α |, where |A| and |α | are the number of bits
used to represent A and α respectively. In these conditions, we
can prove that the BERP is in NP by arguing that yes-instances can
be efficiently verified. More formally, there exists a deterministic
TuringmachineM , running in polynomial time on the size of its first
input and there exists a polynomial p, such that for all yes-instances
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x , there exists y, with |y | < p(|x |) and such that M(x ,y) = 1; and
for every no-instance x and all y with |y | < p(|x |), M(x ,y) = 0.
Here,M can be the algorithm that parses y as a word, computes its
weight in A and returns 1 iff the weight equals α and the number
of alphabet symbols in y is upper-bounded by k .
In order to show that the BERP is NP-complete, we provide a
reduction from the HCP. More concretely, let G = (V ,E) be an
instance of the HCP. We will construct an instance x of the BERP
(with weights in N) such that x is a yes-instance if and only if G
contains a Hamiltonian cycle. To do so, we will construct a WFA
with as many alphabet symbols as there are edges in E and as many
states as there are vertices in V . There will be a transition between
two states if the corresponding vertices are joined by an edge in G
and transitions have a unique alphabet symbol identifying them.
More precisely, we construct the WFA A = (Q, Σ, {Ma }a∈Σ, i, f)
where Q B V and Σ B {ℓuv | (u,v) ∈ E}. Let Pn be the set
of the first n prime numbers and let µ be an injective function
µ : Q → P |Q | . For each ℓuv ∈ Σ, the transition matrix Mℓuv is
defined as µ(v) at position (u,v) and zero otherwise. Finally, we
define i(u) B 1 and f(u) B 1 for each state u ∈ Q . Note that
transitions that point to the same state, share the same weight.
Now, forn ∈ N, letn# denote the primorial ofn (the product of all
prime numbers lower than or equal to n). Let pn be the n-th prime
number. Let x be the BERP instance defined as x B (1 |Q | ,A,p |Q |#).
Observe that, if G has a Hamiltonian cycle, there is a word in A
of length |Q | and weight exactly p |Q |# (the word that results from
concatenating the alphabet symbols associated to the edges of the
Hamiltonian cycle) and so, x is a yes-instance of the BERP language.
On the other hand, if x is a yes-instance, i.e., there exists a word
in A of weight p |Q |# and length at most |Q |, we will argue that G
must contain a Hamiltonian cycle. This is because if such a word
exists, it must be formed by exactly |Q | symbols given the structure
of A and the fact that p |Q |# admits a unique prime factorization.
Moreover, given the injectiveness of µ, those symbols correspond
to transitions that point to all the states in A (and thus, to edges
that point to all the nodes in G). Furthermore, the fact that the
word’s weight is non-zero implies that the edges corresponding to
the transitions must form a path in G, but a path of length |V | that
visites all nodes exactly once must be a cycle.
To conclude, we should make sure that |x | is polynomial in the
size of |G | but that’s the case because primes in P |Q | can be repre-
sented with 2 log |Q | = 2 log |V | bits and so, A can be represented
by a polynomial number of bits. Furthermore, α B p |Q |# can be
represented with at most 2|Q |2 = 2|V |2 bits. Therefore, we can
conclude that |x | is polynomial in the size of |G |.8 □
Also, observe that we could adapt the above reduction to produce
a WFA with an alphabet of only two symbols, say Σ = {a,b}. To
do so, let L B ⌈log2 |E |⌉ and assign to every edge (u,v) ∈ E a
unique identifier iduv ∈ {a,b}L . For each transition (alphabet
symbol) in the automata from the above reduction, say ℓuv , we can
create L−1 auxiliary states, and replace the transition by transitions
between these auxiliary states forming a path, where each transition
is labeled according to the symbols in iduv and all weights are
defined as 1, except for the last one that keeps the weight of the
8These loose upper-bounds can be derived from the fact thatpn < n(logn+log logn)
for n > 5 and that log (n#) < n (1 + 1/(2 logn)) for all n ∈ N [26].
original transition. It is not hard to see that the reduction goes
through, what implies that the BERP is NP-complete even in the
case of alphabets of two symbols.
Finally, we use a reduction from the BERP to prove that the BTRP
is NP-complete as well. We use a similar technique to the one used
in the proof of undecidability of the Threshold Reachability problem
over probabilistic WFAs, given by Gimbert and Oualhadj [13]. We
adapt the technique in order to preserve integer weights.
Theorem 8.4. The BTRP with weights in Z is NP-complete.
Proof. First, note that the BTRP is in NP since it admits a poly-
nomial size certificate (that we can define in a similar way as in the
previous proof). Now, let (1k ,A,α) be an instance of the BERP with
weights inN. Let B be theWFA defined as (A ⊕1⊖α)⊗ (1⊕α ⊖A)
and observe that B has integer weights. Furthermore, B has a word
of length bounded byk and weight ≥ 1 if and only ifA has a word of
length bounded by k and weight exactly α . This is because the func-
tion f (t) B (t+1−α)(1+α−t) reaches it maximum value 1 on t = α .
Finally, observe that the size of B is polynomial in the size of A.
Because the BERP with weights in N is NP-complete (Theorem 8.3),
the BTRP with weights in Z must be NP-complete. □
9 DEFINITION OF AE
In this section we give a definition of the WFA that recognizes the
weighted regular language of function f (see Section 6). Let AE =
(Q, Σ, {Ma }a∈Σ, i, f)with Σ B {0, . . . , 9, (, )}, i B (1 0 0 0 0 0 1 1), f B
(−0.5 -0.25 0 0.75 0 0 0.5 -0.5) and
M( B

0 0 1 0 1 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

,
M) B

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

and
Ma B

0 1 0 1 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1

for every a ∈ {0, . . . , 9}.
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