Limit results for $L^p$ functionals of weighted CUSUM processes by Horváth, Lajos & Rice, Gregory
ar
X
iv
:2
01
0.
02
47
6v
1 
 [m
ath
.PR
]  
6 O
ct 
20
20
LIMIT RESULTS FOR Lp FUNCTIONALS OF WEIGHTED CUSUM
PROCESSES
LAJOS HORVA´TH AND GREGORY RICE
Abstract. The cumulative sum (CUSUM) process is often used in change point analysis to detect
changes in the mean of sequentially observed data. We provide a full description of the asymptotic
distribution of Lp, 1 ≤ p < ∞, functionals of the weighted CUSUM process for time series under
general conditions.
1. Lp functionals of cumulative sum processes
Let X1,X2, . . . ,XN be a sequence of scalar observations following a simple at-most-one change
point in the mean model
Xi =
{
µ0 + ǫi if 1 ≤ k ≤ k
∗
µA + ǫi, if k
∗ + 1 ≤ k ≤ N,
where k∗ is the unknown change point, and µ0 and µA denote the means before and after the
change point. To identify the mean parameters, we assume that
Eǫi = 0, 1 ≤ i ≤ N.
The following developments are motivated by methods that arise in testing
H0 : k
∗ > N
against the alternative of a change point in the mean
HA : k
∗ > N and µ0 6= µA.
Change point detection has been an important and growing area of research in statistics and
econometrics for the past several decades. For reviews we refer to Cso¨rgo˝ and Horva´th (1997),
Aue and Horva´th (2013), and Horva´th and Rice (2014). Most statistics employed in this testing
problem are based on or connected to the cumulative sum (CUSUM) process
Z(x) =
⌊x⌋∑
i=1
Xi −
⌊x⌋
N
N∑
i=1
Xi, 0 ≤ x ≤ N.
where ⌊x⌋ denotes the integer part of x. Let
ZN (t) = N
−1/2Z((N + 1)t/N), 0 ≤ t ≤ 1.
The asymptotic properties and Gaussian approximations of ZN (t) are investigated in Cso¨rgo˝ and
Horva´th (1997), mainly in case of independent and identically distributed ǫi’s. The behaviour of
ZN (t) is similar to that of empirical processes. Cso¨rgo˝ and Horva´th (1993) reviews results on the
asymptotics of the uniform empirical and quantile processes, providing necessary and sufficient
conditions for the convergence in distribution of their supremum as well as Lp functionals. In
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change point analysis supremum functionals of ZN (t), perhaps with suitable weights applied, are
often considered, since if the no change in the mean hypothesis H0 is rejected, the location at which
the supremum is attained can be used to estimate the time of change. However, it is well known in
empirical process theory (cf. Shorack and Wellner (1986)) that the rate of convergence is faster for
Lp functionals when compared to supremum functionals. The Crame´r–von Mises statistic, which is
the L2 functional of the standard empirical process, has received special attention in the literature.
In the present note we provide limit results for Lp functionals of ZN (t) under general conditions.
Throughout we assume that H0 holds. It follows from Chapter 3 of Billingsley (1968) that if
N−1/2
⌊Nt⌋∑
i=1
ǫi
D[0,1]
−→ σW (t), (1.1)
then
ZN (t)
D[0,1]
−→ σB(t), (1.2)
where σ > 0, {W (t), 0 ≤ t ≤ 1} is a Wiener process and {B(t), 0 ≤ t ≤ 1} is a Brownian bridge.
To obtain convergence of weighted functionals, we require a rate of approximation in (1.1):
Assumption 1.1. For each N there are two independent Wiener processes {WN,1(t), 0 ≤ t ≤ N/2},
{WN,2(t), 0 ≤ t ≤ N/2}, σ > 0 and ζ < 1/2 such that
sup
1≤k≤N/2
k−ζ
∣∣∣∣∣
k∑
i=1
ǫi − σWN,1(k)
∣∣∣∣∣ = OP (1)
and
sup
N/2<k<N
(N − k)−ζ
∣∣∣∣∣
N∑
i=k+1
ǫi − σWN,2(N − k)
∣∣∣∣∣ = OP (1).
There is a huge literature on central limit theorems and invariance principles for stationary pro-
cesses; see, for example, the monographs of Ibragimov and Linnik (1971), Bradley (2007), Dedecker
et al. (2007) and Billingsley (1968), among others. Assumption 1.1 holds under a number of models
allowing for dependence in the error terms, including for martingales and several versions of mixing
processes. Due to their utility in applications, decomposable Bernoulli shifts are often considered.
Aue et al. (2014) establishes Assumption 1.1 for Bernoulli shifts. Optimal rates in this approxima-
tion are obtained by Berkes et al. (2014).
In order to discuss suitable weights to apply to ZN (t), we introduce the weight function w(t), and
consider the properties of |ZN (t)|
p/w(t). Note that given 1.2, and since B(0) = B(1) = 0 a.s., the
weight functions can be 0 only at 0 and 1:
Assumption 1.2. infδ≤t≤1−δ w(t) > 0 for all 0 < δ < 1/2.
We aim to show that under Assumption 1.1 and 1.2 the Lp functional of the weighted ZN (t) process
converges in distribution if and only if
P
{∫ 1
0
|B(t)|p
w(t)
dt <∞
}
= 1,
which is equivalent with
Assumption 1.3. ∫ 1
0
(t(1 − t))p/2
w(t)
dt <∞
(cf. Cso¨rgo˝ et al., 1993).
Lp FUNCTIONALS OF CUSUM PROCESSES 3
Theorem 1.1. If p ≥ 1, H0, and Assumptions 1.1–1.3 are satisfied, then
1
σp
∫ 1
0
|ZN (t)|
p
w(t)
dt
D
→
∫ 1
0
|B(t)|p
w(t)
dt, (1.3)
where {B(t), 0 ≤ t ≤ 1} is a Brownian bridge.
In case of the supremum of the weighted CUSUM process, the weight function (t(1 − t))1/2 re-
ceived special attention. Using w(t) = (t(1 − t))1/2 the process |ZN (t)|/w(t) is standardized to
have a constant variance, and is related to the maximally selected likelihood ratio test. Since
sup0<t<1 |B(t)|(t(1− t))
−1/2 =∞ with probability 1, the supremum functional of the standardized
CUSUM process cannot converge in distribution (cf. Andrews, 1993). However, a Darling–Erdo˝s
type result can be established for the supremum functional with these weights (cf. Cso¨rgo˝ and
Horva´th, 1993, 1997). In case of the Lp functionals, the weight function (t(1 − t))1+p/2 plays a
similar role. To state the result, we develop some additional notation. Let for p ≥ 1,
a(p) =
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
|xy|p
{
1
2π(1− exp(−2|u|))1/2
exp
(
−
1
2(1− exp(−2|u|))
(x2 + y2
− 2 exp(−|u|)|xy|)
)
−φ(x)φ(y)
}
dxdydu,
and
b(p) =
∫ ∞
−∞
|x|pφ(x)dx,
where
φ(x) =
1
(2π)1/2
exp
(
−
1
2
x2
)
is the standard normal density function.
Theorem 1.2. Let p ≥ 1. If H0 and Assumption 1.1 are satisfied, then(
1
4a(p) logN
)1/2{ 1
σp
∫ 1
0
|ZN (t)|
p
(t(1− t))1+p/2
dt− 2b(p) logN
}
D
→ N , (1.4)
where N denotes a standard normal random variable.
If we use heavier weights than (t(1 − t))1+p/2 then it may be show that the integral in (1.4) is
not asymptotically pivotal due to the “heavy weights” at 0 and 1. Re´nyi (1953) suggested that in
this case we should integrate over a shorter interval than (0, 1), and still increase the power of the
test. We hence consider intervals of the form (t1, 1 − t2), where 0 < t1 < t2 < 1, t1 = t1(N), and
t2 = t2(N).
Assumption 1.4. (i) min(t1(N), 1 − t2(N))→ 0 and (ii) N min(t1(N), 1− t2(N)) →∞.
Let
rN = min(t1(N), 1− t2(N)).
The limit is defined in terms of the following random variables: Let b1(p, κ) and b2(p, κ) be inde-
pendent random variables,
b1(p, κ)
D
= b2(p, κ)
D
=
∫ ∞
1
|W (t)|p
tκ
dt.
and define
b(p, κ) = γ
κ−p/2−1
1 b1(p, κ) + γ
κ−p/2−1
2 b2(p, κ),
where γ1 and γ2 are defined as
lim
N→∞
rN
t1(N)
= γ1 and lim
N→∞
rN
1− t2(N)
= γ2.
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Theorem 1.3. Let p ≥ 1. If H0, Assumptions 1.1 and 1.4 are satisfied, κ > p/2 + 1, then
r
κ−p/2+1
N
1
σp
∫ t2
t1
|ZN (t)|
p
(t(1− t))κ
dt
D
→ b(p, κ).
2. Proofs
Lemma 2.1. If Assumption 1.1 holds, we can define a sequence of Brownian bridges {BN (t), 0 ≤
t ≤ 1} such that
sup
0<t<1
1
(t(1− t))ζ
|ZN (t)− σBN (t)| = OP (N
−1/2+ζ),
where ζ < 1/2 is defined in Assumption 1.1.
Proof. We note that under the null hypothesis ZN (t) does not depend on the mean, so we need to
consider the CUSUM process of the errors, the ǫi’s. We write
k∑
i=1
ǫi −
k
N
N∑
i=1
ǫi =


k∑
i=1
ǫi −
k
N

⌊N/2⌋∑
i=1
ǫi +
N∑
i=⌊N/2⌋+1
ǫi

 , if 1 ≤ k ≤ N/2,
−
N∑
i=k+1
ǫi +
N − k
N

⌊N/2⌋∑
i=1
ǫi +
N∑
i=⌊N/2⌋+1
ǫi

 , if N/2 < k < N.
(2.1)
Using the Wiener processes of Assumption 1.1, we define along the lines of (2.1)
ΓN (x) =


WN,1(x)−
x
N
(WN,1(N/2) +WN,2(N/2)) , if 0 ≤ x ≤ N/2,
−WN,2(N − x) +
N − x
N
(WN,1(N/2) +WN,2(N/2)) , if N/2 ≤ x ≤ N
(2.2)
and we have
max
1≤k≤N
N ζ
(k(N − k))ζ
∣∣∣∣∣
(
k∑
i=1
ǫi −
k
N
N∑
i=1
ǫi
)
− σΓN (k)
∣∣∣∣∣ = OP (1). (2.3)
If
BN (t) = N
−1/2ΓN (Nt), 0 ≤ t ≤ 1, (2.4)
then for each N , BN (t) is a continuous Gaussian process with EBN (t) = 0 and EBN (t)BN (s) =
min(t, s)− ts, so it is a Brownian bridge. We note that
sup
0≤t≤1
sup
|s|≤1/N
|B(t)−B(t+ s)| = OP ((logN)/N
1/2)
(see pg. 26 Cso¨rgo˝ and Re´ve´sz, 1981). Hence
sup
1/(N+1)≤t≤N/(N+1)
1
(t(1− t))ζ
|ZN (t)− σBN (t)| = OP (N
−1/2+ζ).
Using the representation B(t) = W (t)− tW (1) we get
sup
0<t≤1/(N+1)
|B(t)|
tζ
= sup
0<t≤1/(N+1)
|W (t)|
tζ
+OP (N
ζ−1)
and by the scale transformation of the Wiener process we have
N1/2−ζ sup
0<t≤1/(N+1)
|W (t)|
tζ
D
= sup
0<t≤N/(N+1)
|W (t)|
tζ
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and therefore
sup
0<t≤1/(N+1)
|B(t)|
tζ
= OP (N
ζ−1/2).
By symmetry,
sup
N/(N+1)≤t<1
|B(t)|
(1− t)ζ
= OP (N
ζ−1/2).
Since ZN (t) = 0 if t 6∈ [1/(N + 1), N/(N + 1)], completing the proof. 
Proof of Theorem 1.1. We note that
||ZN (t)|
p − |σBn(t)|
p| ≤ p2p
(
|ZN (t)− σBn(t)||σBN (t)|
p−1 + |ZN (t)− σBn(t)|
p
)
. (2.5)
It follows from Assumption 1.2 and Lemma 2.1 that for any δ > 0,∫ 1−δ
δ
∣∣∣∣ |ZN (t)|p − |σBN (t)|pw(t)
∣∣∣∣ dt = oP (1). (2.6)
Using again Lemma 2.1 we get∫ δ
1/(N+1)
|ZN (t)− σBN (t)||σBN (t)|
p−1
w(t)
dt
≤ sup
1/(N+1)≤t≤N/(N+1)
|ZN (t)− σBN (t)|
tζ
∫ δ
1/(N+1)
tζ |σBN (t)|
p−1
w(t)
dt
= OP (N
−1/2+ζ)
∫ δ
1/(N+1)
tζ−1/2
t1/2|σBN (t)|
p−1
w(t)
dt
= OP (N
−1/2+ζ)(N + 1)1/2−ζ
∫ δ
1/(N+1)
t1/2|σBN (t)|
p−1
w(t)
dt.
It is easy to see using Fubini’s theorem that for any q1 ≥ 0 and q2 ≥ 0
E
∫ δ
0
(t(1 − t))q1/2|BN (t)|
q2
w(t)
dt = E|N |q2
∫ δ
1/(N+1)
(t(1− t))(q1+q2)/2
w(t)
dt, (2.7)
where N stands for a standard normal random variable. Hence for all ε > 0
lim
δ→0
lim sup
N→∞
P
{∫ δ
0
|ZN (t)− σBN (t)||σBN (t)|
p−1
w(t)
dt > ε
}
= 0 (2.8)
since ZN (t) = 0, if 0 < t < 1/(N + 1). Similar arguments give
lim
δ→0
lim sup
N→∞
P
{∫ 1
1−δ
|ZN (t)− σBN (t)||σBN (t)|
p−1
w(t)
dt > ε
}
= 0. (2.9)
Following our previous arguments we get∫ δ
1/(N+1)
|ZN (t)− σBN (t)|
p
w(t)
dt
≤ sup
1/(N+1)<t<N/(N+1)
(
|ZN (t)− σBN (t)|
tζ
)p ∫ δ
1/(N+1)
tpζ
w(t)
dt
= OP (N
(−1/2+ζ)p)(N + 1)−pζ+p/2
∫ δ
0
tp/2
w(t)
dt.
Hence by (2.7) we have for all ǫ > 0
lim
δ→0
lim sup
N→∞
P
{∫ δ
0
|ZN (t)− σBN (t)|
p
w(t)
dt > ε
}
= 0. (2.10)
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By symmetry,
lim
δ→0
lim sup
N→∞
P
{∫ 1
1−δ
|ZN (t)− σBN (t)|
p
w(t)
dt > ε
}
= 0. (2.11)
Since the distribution ofBN does not depend onN , the result follows from (2.6) and(2.8)–(2.11). 
The proof of Theorem 1.2 is based on the following lemma:
Lemma 2.2. If p ≥ 1, then(
1
4a(p) logN
)1/2{∫ N/(N+1)
1/(N+1)
|B(t)|p
(t(1− t))1+p/2
dt− 2b(p) logN
}
D
→ N ,
where {B(t), 0 ≤ t ≤ 1} is a Brownian bridge and N denotes a standard normal random variable.
Proof. The proof is given in Cso¨rgo˝ and Horva´th (???, p. ???). 
Proof of Theorem 1.2. Using again Lemma 2.1 and (2.5) we conclude∫ N/(N+1)
1/(N+1)
||ZN (t)|
p − |σBN (t)|
p|
t1+p/2
dt ≤ p2p
∫ N/(N+1)
1/(N+1)
|ZN (t)− σBN (t)||σBN (t)|
p−1
t1+p/2
dt
+ p2p
∫ N/(N+1)
1/(N+1)
|ZN (t)− σBN (t)|
p
t1+p/2
dt,
∫ N/(N+1)
1/(N+1)
|ZN (t)− σBN (t)||BN (t)|
p−1
t1+p/2
dt
≤ sup
1/(N+1)≤t≤N/(N+1)
|ZN (t)− σBN (t)|
(t(1 − t))ζ
∫ N/(N+1)
1/(N+1)
|BN (t)|
p−1
t1+p/2−ζ
dt
= OP
(
N−1/2+ζ
) ∫ N/(N+1)
1/(N+1)
(t(1− t))(p−1)/2
t1+p/2−ζ
dt
= OP (1).
Similarly,∫ N/(N+1)
1/(N+1)
|ZN (t)− σBN (t)|
p
t1+p/2
dt
≤ sup
1/(N+1)≤t≤N/(N+1)
(
|ZN (t)− σBN (t)|
(t(1− t))ζ
)p ∫ N/(N+1)
1/(N+1)
(t(1− t))(p−1)/2
t1+p/2−ζ
dt
Since again ZN (t) = 0, if t 6∈ [1/(N + 1), N/(N + 1)] we get
1
σp
∫ 1
0
|ZN (t)|
p
t1+p/2
dt =
∫ N/(N+1)
1/(N+1)
|BN (t)|
p
t1+p/2
dt
and therefore the result follows from Lemma 2.2 since the distribution of BN does not depend on
N . 
Lemma 2.3. If p ≥ 1, Assumption 1.4(i) is satisfied and κ > p/2 + 1, then
r
κ−p/2+1
N
∫ t2
t1
|B(t)|p
(t(1 − t))κ
dt
D
→ b(p, κ),
where {B(t), 0 ≤ t ≤ 1} is a Brownian bridge.
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Proof. We follow Horva´th et al. (2020, 2020+) where similar result is obtained for the sup norm.
We use the representation of the Brownian bridge in terms of a Wiener process {W (t), t ≥ 1},
B(t) =
{
W (t)− tW (1), if 0 ≤ t ≤ 1/2
−(1−W (t)) + (1− t)W (1), if 1/2 ≤ t ≤ 1.
Hence we get the decomposition ∫ t2
t1
|B(t)|p
(t(1− t))κ
= A1 + · · ·+A4,
where
A1 =
∫ s1
t1
|B(t)|p
(t(1− t))κ
dt, A2 =
∫ 1/2
s1
|B(t)|p
(t(1− t))κ
dt,
A3 =
∫ s2
1/2
|B(t)|p
(t(1− t))κ
dt, A4 =
∫ t2
s2
|B(t)|p
(t(1− t))κ
dt,
with s1 = t1 log(1/t1) and s2 = 1− (1− t2) log(1/(1 − t2)). By the mean value theorem we have
||W (t)− tW (1)|p − |W (t)|p| ≤ p(|W (t)− tW (1)|p−1 + |W (t)|p−1)t|W (1)|
≤ p2p(|W (t)|p−1 + tp−1|W (1)|p−1)t|W (1)|,
and therefore∣∣∣∣A1 −
∫ s1
t1
|W (t)|p
(t(1− t))κ
dt
∣∣∣∣ ≤ p2p
{
|W (1)|
∫ s1
t1
t|W (t)|p−1
(t(1− t))κ
dt+ |W (1)|p
∫ s1
t1
tp
(t(1− t))κ
dt
}
= OP
(
max
(
s
3/2+p/2−κ
1 , t
3/2+p/2−κ
1 , t
p+1−κ
1 , s
p+1−κ
1
))
,
since
E
∫ s1
t1
t|W (t)|p−1
(t(1 − t))κ
dt = E|W (1)|p−1
∫ s1
t1
t1/2+p/2
(t(1− t))κ
dt.
Thus we get
t
κ−p/2−1
1
∣∣∣∣A1 −
∫ s1
t1
|W (t)|p
(t(1− t))κ
dt
∣∣∣∣ = oP (1). (2.12)
Also,
t
κ−p/2−1
1
∣∣∣∣
∫ s1
t1
|W (t)|p
(t(1− t))κ
dt−
∫ s1
t1
|W (t)|p
tκ
dt
∣∣∣∣ (2.13)
≤
∣∣∣∣1− 1(1− s1)κ
∣∣∣∣
∫ s1
t1
t
κ−p/2−1
1
|W (t)|p
tκ
dt
= oP (1).
Elementary arguments give
t
κ−p/2−1
1 E
∫ 1/2
s1
|B(t)|p
(t(1− t))κ
dt = E|W (1)|pt
κ−p/2−1
1
∫ 1/2
s1
(t(1− t))p
(t(1− t))κ
dt = o(1),
so by Markov’s inequality
t
κ−p/2−1
1 A2 = oP (1). (2.14)
Putting together (2.12)–(2.14) we conclude
t
κ−p/2−1
1
∣∣∣∣A1 +A2 −
∫ s1
t1
|W (t)|p
tκ
dt
∣∣∣∣ = oP (1). (2.15)
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One can show along the lines of the proof of (2.15) that
(1− t2)
κ−p/2−1
∣∣∣∣A3 +A4 −
∫ t2
s2
|W (1)−W (t)|p
tκ
dt
∣∣∣∣ = oP (1). (2.16)
Now the independence of {W (t), 0 ≤ t ≤ 1/2} and {W (1)−W (t), 1/2 ≤ t} implies the independence
of b1(p, κ) and b2(p, κ). By the scale transformation of the Wiener process we have{
t
κ−p/2−1
1
∫ s1
t1
|W (t)|p
tκ
dt, (1− t2)
κ−p/2−1
∫ t2
s2
|W (1)−W (t)|p
tκ
dt
}
(2.17)
D
=
{
t
κ−p/2−1
1
∫ s1
t1
|W (t)|p
tκ
dt, (1− t2)
κ−p/2−1
∫ t2
s2
|W (1− t)|p
tκ
dt
}
D
=
{
t
κ−p/2−1
1
∫ s1
t1
|W (t)|p
tκ
dt, (1− t2)
κ−p/2−1
∫ 1−s2
1−t2
|W ∗(t)|p
tκ
dt
}
D
=
{∫ s1/t1
1
|W (t)|p
tκ
dt,
∫ (1−s2)/(1−t2)
1
|W ∗(t)|p
tκ
dt
}
→ (b1(p, κ), b2(p, κ)) a.s.,
where {W ∗(t), t ≥ 1} is a Wiener process, independent of {W (t), t ≥ 1}. The Lemma now follows
from combining (2.15)–(2.17). 
Proof of Theorem 1.3. Following the proof of Theorem 1.2 we get that∫ t2
t1
∣∣∣∣ |ZN (t)|p − |σBN (t)|ptκ
∣∣∣∣ dt ≤ p2p
∫ t2
t1
|ZN (t)− σBN (t)||σBN (t)|
p−1
tκ
dt
+ p2p
∫ t2
t1
|ZN (t)− σBN (t)|
p
tκ
dt.
Lemma 2.1 yields
t
κ−p/2+1
1
∫ 1/2
t1
|ZN (t)− σBN (t)||BN (t)|
p−1
tκ
dt = OP
(
(Nt1)
−1/2+ζ
)
= oP (1)
and
t
κ−p/2+1
1
∫ 1/2
t1
|ZN (t)− σBN (t)|
p
tκ
dt = OP
(
(Nt1)
(−1/2+ζ)p
)
= oP (1).
Similar arguments yield
(1− t2)
κ−p/2+1
∫ t2
1/2
∣∣∣∣ |ZN (t)|p − |σBN (t)|p(1− t)tκ
∣∣∣∣ dt = oP (1).
Thus we get
r
κ−p/2+1
N
∫ t2
t1
∣∣∣∣ |ZN (t)|p − |σBN (t)|ptκ
∣∣∣∣ dt = oP (1),
so the result follows from Lemma 2.3. 
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