A distance measure between two histograms has applications in feature selection, image indexing and retrieval, pattern classiÿcation and clustering, etc. We propose a distance between sets of measurement values as a measure of dissimilarity of two histograms. The proposed measure has the advantage over the traditional distance measures regarding the overlap between two distributions; it takes the similarity of the non-overlapping parts into account as well as that of overlapping parts. We consider three versions of the univariate histogram, corresponding to whether the type of measurement is nominal, ordinal, and modulo and their computational time complexities are (b), (b) and O(b 2 ) for each type of measurements, respectively, where b is the number of levels in histograms. ?
Introduction
A histogram representation of a sample set of a population with respect to a measurement represents the frequency of quantized values of that measurement among the samples. Finding the distance, or similarity, between two histograms is an important issue in pattern classiÿcation and clustering [1] [2] [3] . A number of measures for computing the distance have been proposed and used.
There are two methodologies in histogram distance measures: vector and probabilistic. In the vector approach, a histogram is treated as a ÿxed-dimensional vector. Hence standard vector norms such as city block, Euclidean or intersection can be used as distance measures. Vector measures between univariate histograms have been used in image indexing and retrieval [4 -7] .
The probabilistic approach is based on the fact that a histogram of a measurement provides the basis for an empirical estimate of the probability density function (pdf ) [8] . Computing the distance between two pdfs can be regarded as the same as computing the Bayes (or minimum misclassiÿcation) probability. This is equivalent to measuring the overlap between two pdfs as the distance. There is much literature regarding the distance between pdfs, an early one being the Bhattacharyya distance or B-distance measure between statistical populations [9] . The B-distance, which is a value between 0 and 1 provides bounds on the Bayes misclassiÿcation probability. An approach closely related to the B-distance was proposed by Matusita [3, 10] . Kullback and Leibler [11] generalized Shannon's concept of probabilistic uncertainty or "entropy" [12] and introduced the "K-L distance" [1, 2] measure that is the minimum cross entropy (see [13] for an extensive bibliography on estimation of misclassiÿcation).
The viewpoint of regarding the overlap (or intersection) between two histograms as the distance has the disadvantage that it does not take into account the similarity of the non-overlapping parts of the two distributions. For this reason, we present a new deÿnition of the distance for each type of histograms. The new measure uses the notion of the minimum di erence of pair assignments or MDPA in short. We also describe the e cient algorithms to compute the distance for each type.
Rubner and Guibas showed a robust distance measure that overcomes this non-overlapping parts problem called an earth mover's distance [14] . It is the minimal amount of work that must be performed to transform one distribution into the other by moving "distribution mass". As the EMD is quite similar to the newly introduced distance measure, we give the comparisons between them. In their work, the EMD was computed by the linear optimization algorithm based on a solution to the transportation problem. The transportation problem is a special linear programming problem to distribute any commodity from any group of supply centers, called sources, to any group of receiving centers, called destinations, in such a way as to minimize the total distribution cost [15] . This solution has higher complexity than our O(b), O(b), and O(b 2 ) solutions for nominal, ordinal and modulo type histograms distance measures where b is the number of levels.
The subsequent sections are constructed as follows. In Section 2, histograms are deÿned with respect to three measurement types. In Section 3, we deÿne a new deÿ-nition of distance measure using the notion of the minimum di erence of pair assignments. In Section 4, we examine conventional deÿnitions of distance between two histograms and give examples that show the inadequacy of them when they are used for certain types of measurements. Section 5 is dedicated to the description and analysis of each algorithm to compute the distance between each type of histograms. In Section 6, we address the character similarity problem with the proposed measure after extracting the gradient direction histograms. Finally, we conclude with the emphasis of the advantage of the MDPA as a distance measure between histograms and other conventional deÿnitions are inadequate for ordinal or modulo type histograms.
Histogram deÿnition
We will use the following notations and symbols. Let x be a measurement, or feature, which can have one of b values contained in the set, X = {x 0 ; x 1 ; : : : ; x b−1 }. Consider a set of n elements whose measurements of the value of x are: A = {a 1 ; a 2 ; : : : ; an} where a j ∈ X . The histogram of the set A along measurement x is H (x; A) which is an ordered list (or b-dimensional vector) consisting of the number of occurrences of the discrete values of x among the a i . As we are interested only in comparing the histograms of the same measurement x, H (A) will be used in place of H (x; A) without loss of generality. If H i (A), 
If P i (A) denotes the probability of samples in the ith value or bin, then P i (A) = H i (A)=n.
As illustrated in Fig. 1 , a histogram, H (A) is shown for a set of elements for n = 10 and b = 8, with A = {1; 0; 7; 6; 0; 0; 2; 6; 6; 0}, H (A) = [4; 1; 1; 0; 0; 0; 3; 1] and P(A) = [0:4; 0:1; 0:1; 0; 0; 0; 0:3; 0:1] If the ordering of the elements in a sample set A is unimportant, then H (A) is a lossless representation of A in that A can be reconstructed from H (A).
Types of measurements
We consider three types of measurements: nominal, ordinal and modulo. According to the measurements, we consider three types of histograms. In a nominal measurement, each value of the measurement is named, e.g., the make of an automobile can take values such as GM, Ford, Toyota, Hyundai, etc. An example of a nominal type histogram is one that consists of the numbers of each automobile make in a parking lot. In an ordinal measurement, the values are ordered, e.g., the weight of an automobile can be quantized into 10 integer values between 0 and 9 tons. Most measurements are of the ordinal type, e.g., year, height, width or weight of automobiles or grey scale level in grey images. Finally, in modulo measurement, measurement values form a ring due to the arithmetic modulo operation, e.g., the compass direction of an automobile that can take eight values, N, NE, E, SE, S, SW, W, NW, form a ring under the operation of changing direction by 45
• . The modulo type histograms are obtained along the angular values such as directions or "hue" in color images.
Permutability of levels
The measurement values are called levels when they are used in a histogram to index the sample values, e.g., grey level. In a nominal type histogram, the levels can be of any order and permuted freely as there is no particular ordering among themselves. In contrast, there exists an ordering among the levels in both ordinal and modulo type histograms.
In ÿnding the distance between two histograms of nominal type measurements, the ordering of levels should not a ect the outcome as long as the two histograms maintain the same ordering in their levels. For instance, the distance between two histograms of automobile make should not change whether the ordering is GM, Ford, Toyota, Hyundai or it is Ford, Hyundai, GM, Toyota. This shu ing invariance property is satisÿed by the existing methods of distance measure, such as city block, Euclidean, intersection, Bhattacharyya, Matusita and K-L distances, because they are sums of individual distances of each level and due to the commutative law, the distances do not change when levels are permuted among themselves.
On the contrary, the shu ing invariance property is not desirable in the distance between the histograms of ordinal or modulo type measurements. The distance between H (D) and H (E) must be smaller than that between H (D) and H (F) if histograms are ordinal in measurement type whereas they are the same in nominal measurement type. We will present the universal deÿnition of distance that satisÿes both shu ing invariance and shu ing dependence properties for nominal and other type measurements, respectively.
Di erence between quantized measurement levels
Given a set of samples together with values of measurements (or attributes) made on the samples, and where the measurement is quantized into a discrete set of values (levels), a histogram represents the frequency of each discrete measurement. Corresponding to three types of measurements: nominal, ordinal and modulo, we deÿne three measures of di erence between two measurement levels, x; x ∈ X as follows:
The distance value between two nominal measurement sample values is either match or mismatch as shown in Eq. (2) (2) - (4) satisfy the following necessary properties of a metric:
Since they are straight-forward facts, we omit the proofs except for the triangle inequality of d mod .
Fact 1. d mod has triangle inequality property:
Proof. Let Â 1 be the interior angle between x and x and Â 2 and Â 3 be interior angles between x and x and between x and x , respectively. There are four cases as shown in Fig. 2 . Case (a) is such that x lies between x and x . Since
is the exterior angle between x and x . As an exterior angle is always greater than or equal to their interior angle, Â 1 6 Â 2 + Â 3 . Both cases (c) and (d) are such that either Â 2 or Â 3 covers Â 1 . There is no other case. Clearly,
A new distance measure
The distance between any two histograms can be expressed in terms of the distances of element measurement values. Given two sets of n elements, A and B, we consider the problem as one of ÿnding the minimum di erence of pair assignments between two sets. The problem is to determine the best one-to-one assignment between two sets such that the sum of all di erences between two individual elements in a pair is minimized. Given n elements a i ∈ A and n elements b j ∈ B, we deÿne the Minimum di erence of pair assignments as Minimum di erence of pair assignments:
where D and d are designated as Dnom and dnom, D ord and d ord , and D mod and d mod for nominal, ordinal and modulo measurements, respectively. is a usual arithmetic summation in all three cases. The more similar the two histograms are, the smaller the value D(A; B) is. We are interested only in the value D(A; B) rather than the assignments.
As H (A) is a lossless representation of A, we deÿne the distance measure between histograms, D(H (A); H (B)) = D(A; B) given in Eq. (9) . Also, we shall use D(A; B) as a short form of the distance between two histograms, D(H (A); H (B)). First, we need to show that the proposed measure is indeed a metric so that it can be useful as a distance measure.
Metric property
We show that the new distance measure, D(A; B) satisÿes conditions for being a metric: non-negativity, reexivity, commutativity and triangle inequality. Since d(a i ; b j ) is a metric, it follows that D(A; B) is also a metric that can be used to compare two histograms. 
Univariate case: example
Consider three sets of sample measurements with b = 8 and n = 10 as follows: A = {0; 0; 0; 0; 1; 2; 6; 6; 6; 7}, B = {0; 1; 1; 1; 1; 2; 6; 6; 6; 7} and C = {0; 0; 1; 2; 6; 6; 6; 7; 7; 7}. . We will use these three univariate histograms throughout the rest of this paper. Fig. 3 illustrates the minimum di erence of pair assignments where Dnom(A; C) = 2, D ord (A; C) = 14 and D mod (A; C) = 2. 
Normalization
The numbers of collected samples for di erent classes are not always the same in practice. Thus, we provide a general deÿnition for histogram distributions with arbitrary sample size. Let N = CM(n A ; n B ) be the common multiple of n A and n B where n A and n B are the numbers of samples in integer in set A and B. One common multiple is N = n A × n B . Now we can obtain the new histograms H N (A) and H N (B) with the same size of samples by following Eqs. (10) and (11) on each level.
The normalized distance is deÿned as follows:
Output values in Eq. (12) are real numbers while those in Eq. (26) are integer values. Eq. (12) is the general and normalized form of Eq. (26) as all metric properties are preserved.
Lemma 6. Let N 1 and N 2 be two common multiples. The normalized distances by any common multiple are the same.
Proof. Consider the least common multiple, N 0 = LCM(n A ; n B ). Then all other common multiples, are N = cN 0 where c is a positive integer. The histogram H N (A) can be viewed as
), because we can consider c samples as one unit.
In order to show the triangle inequality property, consider multiple histograms, H (A); H(B) and H (C) with di erent sizes.
Proof. The matrix of normalized distances by individual two histograms is equivalent to the matrix of distances of H N (A); H N (B) and H N (C) where N = CM(n A ; n B ; n C ) by the Lemma 6. Therefore,
is not the minimum distance and it contradicts the deÿnition. Therefore, the normalized distance holds the triangle inequality.
Comparison with earth mover's distance
The earth mover's distance or simply (EMD) was proposed by Rubner and Guibas [14] . Given two distributions, one can be seen as a mass of earth properly spread in space, the other as a collection of holes in that same space. They assumed that there is at least as much earth as needed to ÿll all the holes to capacity by switching what they call earth and what they call holes if necessary. In short, the EMD is deÿned as minimum over all ows f i; j of n; m i; j=1 f i; j d(x i ; y j ) where |X | = n; |Y | = m. And then, they formulated a linear constrained optimization problem and proceeded to compute the EMD based on a solution to the old transportation problem.
Once suitable constraints are imposed on the set of all possible ows, the minimum di erence of pair assignment of two distribution problem can be formalized and solved by a special case solution of the EMD. The MDPA can be realized as a special univariate histogram case of the EMD. The EMD considers more general ground distances that it works for multivariate histograms as well as weighted clusters [14] . However, The histogram distance utilizing the MDPA has been studied independently from Rubner's EMD and we give much e cient algorithms to compute the MDPA for three types of univariate histograms described in Section 5 as they are commonly encountered in problems such as histogram-based image indexing and feature selection.
Conventional deÿnitions
There are several deÿnitions of distance (or similarity) between histograms, based on vectors, probabilities, and clusters. Ten such distances deÿned in the literature are given below and denoted as D 1 -D 10 . Their inadequacy when they are used to compute the distance between certain type histograms is considered.
List of deÿnitions
A histogram is treated as a b-dimensional vector, and hence the standard vector norms can be used as distances between two histograms as follows:
City block (L 1 -norm):
Euclidean (L 2 -norm):
Another approach is a normalized similarity measure, S(A; B) based on the intersection between two histograms [7] Intersection: S(A; B) =
Intersection (15) of two histograms is the same as Bayes Pe, the minimum misclassiÿcation (or error) probability, which is computed as the overlap between two PDF's, P(A) and P(B) [8] . To compute this as a distance measure, we will convert S(A; B) using the inverse operation:
Non-Intersection:
Measures D 1 -D 3 are widely used for histogram-based image indexing and retrieval [5, 7] . The following lemma states that distance measures D 1 and D 3 are closely related when the size of two sets are equal. It suggests an alternative algorithm for Dnom(A; B) later in Section 5.1.
Proof. Since for two integers H i (A) and
Discrete versions of distance between probability density functions are also useful as distances between histograms as follows:
Bhattacharyya distance:
Matusita distance:
Note that K-L distance is not a true metric, rather it is the relative entropy. Distance measures between clusters [8] can be regarded as distances between histograms as follows: 
where d(a i ; b j ) can be deÿned according to measurement type.
Analysis of distance measures in various measurement types
Distance D 1 -D 6 are always the same regardless of the type of measurements. Each bin along the level is viewed as an individual independent feature because the correlation between these bins is not considered in computing the distance between two histograms. We shall examine deÿnitions D 1 -D 10 when they are applied to each type of measurements.
Ordinal
To show the inadequacy of D 1 -D 6 , consider the following example. Let x represent the length of ÿsh in a pond. Let A; B and C in Section 3.2 represent samples drawn from three ponds. We are interested in determining the statistical similarity of ÿsh in each of the three ponds. Note that length is an ordinal measurement. We wish to ÿnd the histogram most similar to H (A). H (A) and H (B) have more baby ÿsh whereas H (C) has more adult ÿsh. Three ÿsh out of 10 in the group A di er by 1 in each from the group B whereas two ÿsh di er by 7 in from the group C. Based on the distance between sets, H (A) is closer to H (B) rather than to H (C). Definitions D 1 -D 6 are excellent in counting the number of mismatches but do not consider the di erence (inches in ÿsh example) of each mismatch.
The distance values D 1 -D 6 and D ord computed by enumerated deÿnitions are shown in Table 1 .
The smallest distance value between two histograms indicates the closest histogram pair. Note that only D ord returns H (B) as the histogram closest to H (A) whereas D 1 -D 6 return H (C) as the closest.
The inadequacy of deÿnitions D 1 -D 6 on ordinal type histograms can be explained by the following "shu ing Now consider the distance measures between clusters as shown in Table 2 . In the given example of three histograms, D 7 and D 8 return 0 and 7 for all cases and thus do not discriminate the distances D(A; B), D(A; C) and D(B; C). The mean method, D 9 , does return B as the closest one to the set A in ordinal measurement case. However, this method has a disadvantage that it does not discriminate multi-modal histograms. The mean value can be equal although one histogram is unimodal and the other is bimodal.
Finally, the average method, D 10 , is quite compatible with the MDPA measure. However, its resulting matrix does not have the re exivity property that is D(A; A) = 0 but = 3:08. Suppose that there is a set D that is identical to the set A. This measure does not return D as the closest set. Another disadvantage of this method is its high complexity, O(n 2 ) whereas the MDPA measure in Eq. (9) is much quicker and it is discussed in the following section.
Nominal
Now suppose the measurement type is nominal. The distance measures D 1 -D 6 return the exactly same matrix as the ordinal measurement type as given in Table 1 . This is one disadvantage of D 1 -D 6 . Table 3 shows the comparisons of the MDPA measure with D 7 -D 10 when they are used for the nominal type measurement. It is quite compatible with all measures from D 1 -D 6 and it 
Modulo
Finally, consider modulo measurement type. Again, the distance measures from D 1 -D 6 return the exactly same matrix as the ordinal measurement type. Table 3 shows the comparisons of the MDPA measure with D 7 -D 10 when they are used for the modulo type measurement. According to the deÿnition of the di erence between quantized measurement levels given for the modulo type measurement in Eq. (4), some of distances between modulo type clusters are shown in Table 4 • or none? Note that D 10 has the desirable property that it varies depending on the type of measurements. However, again D 10 is criticized in the same way as in other measurement type cases.
Algorithms
A naive way to solve the distance between histograms, that is the minimum di erence of pair assignments, can be exponential in time as there are n! number of possible assignments. Rubner and Guibas used the well-known transportation simplex algorithm to solve this linear optimization problem [14] , yet it is too slow. In this section, we introduce e cient algorithms for univariate histograms for each type of measurement variable: nominal (b), ordinal (b) and modulo O(b 2 ) insofar as histograms are given. Note that the number of levels, b is usually much smaller than the size of sample, e.g., the grey level (256) vs. the size of the image.
For the nominal type histograms, the half of the city block distance shown later in Eq. (13) as a distance is equivalent to the minimum di erence of pair assignments in Eq. (9) . For ordinal and modulo type histograms, the measure D (H (A) ; H (B)) can be realized as the necessary cell movements to transform one histogram into the target histogram as shown in Fig. 4 . The minimum cost of moving cells within a histogram to make the same conÿguration as the target one is equivalent to the minimum di erence of pair assignments. There needs a few steps of moving cells if two histograms have similar distribution.
Nominal type histogram
A distance between nominal type histograms is the number of elements that do not overlap or intersect, which is equivalent to Eq. 
The algorithm for Eq. (24) is straightforward and we will not discuss it in detail here. As an alternative algorithm, one can solve this problem using the City Block Distance in Eq. (13) as discussed in Lemma 7.
In either equation, the computational time complexity is (b).
Ordinal type histogram
A ordinal type histogram is a histogram whose level, x increases linearly. Many histograms fall into this category such as grey level, height, weight, length, temperature, and so forth. Earlier work on ordinal type histogram, motivated to expedite the image template matching problem, has been introduced brie y [16, 17] . In this section, we present the detailed description and analysis of the algorithm to compute the distance between two ordinal type histograms.
As discussed earlier, a histogram H (A) can be transformed into H (B) by moving elements to left or right and the total of all necessary minimum movements is the distance between them. There are two operations. Suppose a cell or element s belongs to a bin l. One operation is Move left(s). This operation results that the cell s belongs to a bin l − 1 and the cost to do so is 1. This operation is impossible for cells in the left-most bin. Another operation is Move right(s). Similarly, after the operation, s belongs to the bin l+1 and the cost is 1. The same restriction applies to the right-most bin. These operations are expressed in the arrow representation of two histograms as shown in Fig. 5 . Fig. 5(a) shows the minimum number of cell operations required to transform of H (A) into H (B). The total number of arrows is the distance. It is the shortest movement and there is no other way to move cells in shorter steps to build the target histogram. In general, the number of arrows to transform H (A) into H (B) is equivalent to the cost of assigning elements in A to those in B and the minimum number of arrows necessary to transform them, hence D(H (A); H (B)) is equivalent to D(A; B) in Eq. (9) .
There are only one type of directional arrows along the border line between two levels or bins in order for the arrow representation to be the minimum. If there is a border line containing both directional arrows, they can be cancelled out without a ecting the transform H (A) into H (B). Cancelling out operation reduces the total costs by two. This means that the arrow representation with mixed directions on a border line is not the minimum cost conÿguration.
The distance in histograms, that is the minimum number of necessary arrows in the arrow representation, is deÿned as follows for ordinal type histograms:
It is the sum of absolute values of preÿx sum of di erence for each level. Therefore, the algorithm for ÿnding the minimum distance between two histograms consists of three steps. The ÿrst step is to obtain the di erences for each level. The second step is to calculate the preÿx sum of the di erences for each level. Finally, the absolute values of the preÿx sums are added. The following pseudo code shows the exact steps. The lines (1) and (2) represent the histogram H (A) and H (C), respectively, and the line (3) is the di erence between elements in (1) and (2) on each level. The line (4) is the preÿx sum of the elements in line (3) . Note that the last element in the preÿx sum list is always 0 since both histograms are of same size. The ÿnal step is adding the absolute value of each element in the preÿx sum list, which is 14.
Both time and space complexities are (b). The algorithm requires only two integer variables and two arrays for histograms.
Correctness
The following lemma is crucial since it will serve as a stepping stone to support the algorithm. Suppose that we have successfully constructed the arrow representation of the histograms such that the distance is the minimum. Lemma 8. Let A l denote the number of arrows from the bin l to l + 1. It is positive if arrows are heading to right; or negative otherwise.
Proof. Consider two sub-histograms, H 0::l (A) and H 0::l (B) where bins are 0 to l. After transforming, population of H 0::l (B)+A l must be equal to that of H 0::l (A). Suppose
. Then there is no way to transform H 0::l (A) to H 0::l (B) + A l . By contradiction
Now the total population is n = H i (A) and
. Replacing the terms in (27),
The lemma implies that A l is the di erence of populations between two sub-histograms in the left-hand side of the border line of the bin l and l + 1.
Theorem 2. Algorithm 1 correctly ÿnds the minimum distance between two histograms.
Proof. As Lemma 8 is true for all levels, the minimum distance is
This is equivalent to the Eq. (26):
Modulo type histogram
One major di erence in an modulo type histogram is that the ÿrst bin and the last bin are considered to be adjacent to each other, and hence it forms a closed circle, due to the nature of the data type. Transforming such an modulo type histogram should allow cells to move from the ÿrst bin to the last bin or vice versa at a cost of a single movement. This results in a di erent distance value in modulo type histograms from the one in ordinal type histograms. The same histograms H (A), H (B) and H (C) are now treated as modulo type histograms and redrawn as shown in Fig. 6 . The number inside of each slice represents the level of a bin. Table 4 indicates that the two histograms H (A) and H (C) are the closest pair and D(H (A); H (C)) = 2 is achieved by moving two cells from bin 0 in H (A) to bin 7 clockwise. Clearly, the di erence in measurement type necessitates a new algorithm to ÿnd the distance between modulo type histograms. In this section, we modify Algorithm 1 to construct the algorithm for distance between modulo type histograms [18] .
Properties
Before embarking on the new algorithm, it is important to discuss the properties of the arrow representation of the distance between two modulo type histograms. Consider another modulo type histograms, H (D) and H (E) as shown in Fig. 7 . Blocks or cells can move to clockwise or counter-clockwise directions. Each cell movement to the next level in either direction costs 1. The minimum cost required to build the target histogram from a given histogram is the distance. Again, an intuitively appealing way to explain the distance is to use the arrow representation of two histograms as shown in Fig. 7 . If one establishes an arbitrary one-to-one mapping for the cells between two histograms, one can transform H (D) into H (E) by moving cells in H (D) to the corresponding position in H (E). For the example in Fig. 7(a) , the arrows ; ÿ and indicate the path from the cell 0 in H (D) to the cell 0 in H (E). There are n! number of ways to transform in this manner. Among these ways, there exists a minimum distance whose number of movements is the lowest. Some element movements are illustrated as an arrow representation in Fig. 7 . As a matter of fact, an modulo representation that satisÿes the following properties gives the minimum conÿguration of D(H (D); H (E)). Property 1. Arrows must be one directional on each border line. As discussed before in ordinal type histogram case, if there is a border line that has both directional arrows, they are cancelled out. These movements are redundant ones. The conÿguration in Fig. 7 (a) becomes one in Fig. 7(b) by cancelling out the opposite arrows on each border line. By the property 1, there exists no border line of mixed directional arrows and each border line has either clockwise or counter-clockwise directional arrows. Suppose that the number of border lines of one direction is b ¿ b=2 and the ÿrst number of arrows were k, then after adding the circle, the number of arrows becomes k + b. By cancelling out the opposite directions on the same border line, we have k + b − 2b ¡ k. Therefore, if the number of border lines of one direction exceeds b=2, this is not a conÿguration of the minimum distance. From these properties, two important basic operations are derived as shown in Fig. 8 . A complete circle in the chain of same directional arrows can be added in any direction and then the opposite arrows on the same line are cancelled out.
Lemma 9. Let A l denote the number of counterclockwise arrows from bin l − 1 to l. A l is positive if arrows are counter-clockwise and negative otherwise.
Proof. Similar to Lemma 8. After transforming, population of cells on each level of both histograms must be the same.
Since Lemma 9 is true for all levels, a ecting cells in one bin means a ecting all other bins as a chain reaction. Hence, there are only two possible operations to a ect changes as shown in Fig. 8 . The arrow representation of the minimum distance value is always constructible by the combination of these two basic operations. Consider a non-minimum distance arrow representation. By applying one of two operations of adding a clockwise or counter-clockwise circle, the lower number of arrows is achieved whereas it is unchanged or increased if the arrow representation has the minimum distance. Although ÿrst two properties are su cient for the arrow representation of the minimum distance, the third property alone is also su cient since it admits the other properties.
D mod algorithm
An algorithm to compute the distance between modulo type histograms in O(b 2 ) is presented. It gets an initial arrow representation from Algorithm 1 and then use two basic operations to derive the minimum distance arrow representation that guarantees all properties discuss in the previous section. 
The algorithm is explained using the example shown in Fig. 7 along with the following calculations:
The line (3) is the di erence between (1) and (2) (steps 1 and 2 in Algorithm 2). The line (4) is the initial arrow representation that is the preÿx sum of the di erence and the sum of the absolute value of these numbers (step 3). Note that steps 1-3 are exactly the same as Algorithm 1 that guarantees the property 1.
To ensure the Properties 2 and 3, two basic operations in Fig. 8 are applied repeatedly. First, circles of clockwise arrows are added to the current arrow representation until there is no more reduction on the total number of arrows (steps 4 -11). The line (5) is the result of these steps. Next, circles of the counter-clockwise arrows are added in the similar manner (steps [12] [13] [14] [15] [16] [17] [18] [19] . The line (6) is the result of adding a circle and the resulting value is greater than the previous one. Therefore, the distance is 6.
Correctness
The correctness of the algorithm is asserted by the following theorem. Proof. The arrow representation of minimum distance can be achieved from any arbitrary valid arrow representation by a combination of two basic operations. Fig 9 illustrates the relation between valid arrow representations. The arrows indicate one of the basic operations and the opposite arrow represents the other basic operation. All valid representations are related as a string and the distance value can increase inÿnitely. There exists only one minima among valid arrow representations. In order to reach to the minima, ÿrst test for the one of the two operations whether it gives higher or lower distance value. If the distance reduces, keep applying the operation until no more reduction occurs. Otherwise, check for the other operation in similar manner. Algorithm 2 ÿrst computes an arrow representation by Algorithm 1 and then applies the clockwise operation repeatedly until no more reduction occurs and then the counter-clockwise operation similarly. This guarantees the Property 3. Therefore, Algorithm 2 is correct. Proof. Here is a worst-case example of two modulo histograms with 30 elements and 10 bins. The distance is 52. The worst case is that the size of either positive or negative consecutive numbers is b − 1. Each iteration reduces the size by 1 or 2. Therefore, the running time is O(b 2 ).
The space required for the algorithm is O(b).
Experiment on character writer identiÿcation
We show the experimental results of the character writer identiÿcation problem using the earlier deÿned MDPA measure on Gradient directions histograms. We consider this modulo type histogram features of a character as one of character level image signatures for identiÿcation.
Gradient direction features are computed by the following Sobel edge detection mask operators [19] where I (i; j) represents the image of a character. 
A sample of the gradient direction maps of a character image is shown in Fig. 10 Three character "W" 's per author are extracted and their gradient direction histograms are computed. There are four writers, {A; B; C; D} and the corresponding angular representation of gradient direction histograms are shown in Figs. 11 and 12 , respectively. Table 5 shows the distance matrix. When two-dimensional information is represented in the one-dimensional histogram, certain information is lost. Therefore, while it is true that the two histograms from the similar character images tend to be similar, the reverse statement is not always true that two images with the similar histograms tend to be similar. For example, the second sample histogram from author "A" is similar to the ÿrst sample from author "C" although their characters are dissimilar. Yet, this histogram distance information are one of the most e ective features [21] to determine the similarity of two letters and we claim that distances in Table 5 tend to be small if they were written by a same author. The writer veriÿcation system using the dichotomy model with 1000 writers with 3 samples each writer can be found in [20] and the detailed report on the performance of the angular histogram measure on the gradient direction histogram can be found in [18, 21] . 
Conclusions and future work
We have criticized inadequacy of the way that existing deÿnitions, D 1 -D 6 are used for ordinal and modulo type histograms. We considered three types of histograms characterized by their measurement type: nominal, ordinal and modulo. Di erent algorithms are designed to compute the histogram distance for each type of histograms; Eq. (24), Algorithms 1 and 2, correspondingly. Their computational time complexities are (b), (b) and O(b 2 ), respectively, insofar as the histograms are given. These algorithms are based on one concept of distance between sets that is the problem of minimum di erence of pair assignments that is similar to the EMD.
We introduced the problem of minimum di erence of pair assignments to grasp the concept of the distance between two histograms. Extending the suggested Algorithms 1 and 2 facilitates the solution to this problem in (n + b) and O(n + b 2 ) time for ordinal and modulo type univariate data, respectively, re ecting the time complexity of (n) to build the histogram.
Albeit the histograms that we dealt with in this paper are one-dimensional arrays (univariate), there can be any dimensional ones and measuring the distance between multivariate histograms in Eq. (9) can be useful in many applications [22] . Multivariate histograms is based on several measurement variables. Only di erence is how 
Various distance measures [1] such as Minkowski or Tanimoto can be used in place of the Euclidean norm.
However, designing the algorithms to compute the distance between multivariate histograms is non-trivial because there are n! number of possible assignments and because of high dimensionality. Although one can solve it by using the solution to the transportation problem, faster algorithms are on demands. We leave them as open problems to readers and the future work.
