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Abstract— Common spatial pattern (CSP) is a popular 
feature extraction method for electroencephalogram (EEG) 
motor imagery (MI). This study modifies the conventional 
CSP algorithm to improve the multi-class MI classification 
accuracy and ensure the computation process is efficient. The 
EEG MI data is gathered from the Brain-Computer Interface 
(BCI) Competition IV. At first, a bandpass filter and a time-
frequency analysis are performed for each experiment trial. 
Then, the optimal EEG signals for every experiment trials are 
selected based on the signal energy for CSP feature extraction. 
In the end, the extracted features are classified by three 
classifiers, linear discriminant analysis (LDA), naïve Bayes 
(NVB), and support vector machine (SVM), in parallel for 
classification accuracy comparison. 
The experiment results show the proposed algorithm average 
computation time is 37.22% less than the FBCSP (1st winner 
in the BCI Competition IV) and 4.98% longer than the 
conventional CSP method. For the classification rate, the 
proposed algorithm kappa value achieved 2nd highest 
compared with the top 3 winners in BCI Competition IV. 
 
Clinical Relevance— This paper improves the motor 
imagery model development efficiency for future real-time 
motor imagery detection. 
I. INTRODUCTION 
 EEG is one of the most popular brain signal acquisition 
tools because of its non-invasive and low-cost 
characteristics [1]. As signal processing methods and 
machine learning techniques improve, the applications of 
EEG-based BCI become more realistic and viable. 
Currently, EEG-based BCI prototypes are widely explored 
in the human motor recovery research area. 
The objective of motor recovery is to rebuild disabled 
patients’ limb function [2]. By using EEG based BCI, a 
patient can control artificial arms, legs, or wheelchair 
directly through his/her brain by conducting motor imagery 
[3-5]. To classify motor imagery, its spatial, frequency, and 
temporal domain characteristics need to be understood. In 
the context of spatial property, motor imagery events can 
be observed by brain signals in the somatosensory cortices 
[6]. In the context of frequency property, motor imagery 
initiates event-related synchronization (ERS) and event-
related desynchronization (ERD) behavior for EEG signals 
in mu (8-13 Hz) and beta (13-30 Hz) rhythm [7]. 
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Consequently, for the temporal property, motor imagery 
triggers event-related potentials (ERP) in time series EEG 
signals [8]. Nonetheless, these motor imagery behaviors 
are usually corrupted by artifacts such as eye blinking, eye 
movement, and head movement [9]. Therefore, a properly 
designed feature extraction method is necessary. Common 
spatial pattern (CSP) is one of the most popular feature 
extraction algorithms [10]. 
The CSP algorithm was first proposed by G. 
Pfurtscheller for application in motor imagery feature 
extraction [11]. This algorithm proved to be one of the most 
efficient feature extraction methods. In their study, they 
applied a single-trial EEG signal with two classes of motor 
imagery events for CSP feature extraction and achieved a 
maximum of 99.7% correct classification rate. Later, M. 
Grosse-Wentrup, et al. extended the CSP algorithm from 
two classes to multiple classes feature extraction by using 
joint approximate diagonalization (JAD) method [12]. 
However, since brain signals exhibit variations for 
every motor imagery events, the classification accuracy 
dramatically decreased when conducting multiple trials 
motor imagery analysis. Therefore, many researchers 
focused on improving the robustness of the CSP algorithm. 
K.K. Ang, et al. developed a novel algorithm, filter bank 
CSP (FBCSP) [13]. In their study, the raw EEG signals are 
bandpass-filtered into multiple frequency bands for CSP 
feature extraction. The classification accuracy is increased, 
but the computational load is high because the CSP feature 
extraction and feature selection algorithm has to be applied 
for every filtered EEG signal. Besides, some researchers 
combined existing signal processing skills with CSP to 
achieve better detection results. S. Selim and her 
colleagues applied a hybrid attractor metagene algorithm 
and a Bat optimization algorithm to CSP for a better 
classification rate [14]. S. Puthusserypady et al. combines 
adaptive filter with CSP (ACSP) to classify a 3-class motor 
imagery task [15]. One of their findings is that ACSP could 
maintain a similar detection accuracy when decreasing the 
size of training data. Besides traditional signal processing 
and machine learning methods, deep learning has also been 
combined with CSP. S. Sakhavi, C. Guan, and S. Yan 
modified the FBCSP and utilized a convolutional neural 
network (CNN) to classify motor imagery events [16]. 
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All the methods mentioned above demonstrate that the 
CSP feature extraction can be improved to increase MI 
classification accuracy. However, compared with the 
traditional CSP, all current modified CSP algorithms 
require high computational loads, which is a challenge for 
real-world applications where computational resources are 
limited. For this reason, more efficient and simplified CSP 
algorithms need to be developed for multiple trials motor 
imagery classifications with the desired accuracy. This 
paper proposes a multiclass time-frequency analysis CSP 
algorithm, which improves the classification accuracy as 
compared with the conventional CSP and keeps the 
computation efficient as well. 
Section 2 explains the open-source experiment dataset 
and protocol. Section 3 describes the overall proposed 
algorithm time-frequency analysis and the modified 
multiclass CSP. Finally, sections 4 and 5 present the results 
and conclusions, respectively. 
II. EXPERIMENT PROTOCOL 
The experimental data is gathered from BCI 
Competition IV Dataset 2a for multiclass motor imagery 
classification, provided by the Institute for Knowledge 
Discovery and Graz University of Technology [17]. In this 
dataset, 22 EEG and 3 Electrooculography (EOG) channels 
are collected from 9 subjects through international 10-20 
systems, as shown in Figure 1. During the experiment, 
subjects were asked to perform motor imagery on their left 
hand, right hand, feet, and tongue, which categorized as 
four classes. To collect enough data, each subject was 
required to perform two sessions of motor imagery and 
each session contained 72 trials for every class, which yield 
288 trials for every subject in one session. Data from one 
of these two sessions were used for model training, and the 
other one was used for model evaluation. 
Figure 2 demonstrates the experiment protocol. The 
EEG amplifier was sampled at 250 Hz, and a bandpass 
filter between 0.5 Hz to 100 Hz was applied for basic 
artifacts removal. In each motor imagery trial, the duration 
was approximately 8 seconds and started with a beep sound 
when a fixation cross displayed on the screen. Two seconds 
after the fixation cross, a cue of a motor imagery event 
appeared on the screen and the subject was asked to 
perform the corresponding motor imagery for 3 seconds. 
At the end of each trial, a 1-2 second break allowed the 
subject to prepare for the next one. 
 
Figure 1. EEG 10-20 international system and EOG electrodes location 
 
Figure 2. Experiment protocol for one trial 
III. MATERIALS & METHODS 
Figure 3 presents the proposed time-frequency CSP 
(TFCSP) algorithm flow chart. The algorithm contains 
EEG preprocessing, time-frequency analysis for optimal 
EEG signal selection, feature extraction, and data 
classification. Since the EEG preprocessing procedures are 
standard, they are briefly discussed. Moreover, data 
classifiers, Linear Discriminant Analysis (LDA), Naïve 
Bayes (NVB), and Support Vector Machine (SVM) with 
radial bias function (RBF) kernel trick, are popular and 
common in most machine learning textbooks or papers [18, 
19], which are not explained in this paper. In this section, 
time-frequency analysis for optimal EEG signal selection 
and CSP feature extraction are described in detail. 
A.  Data Pre-processing 
The EEG brain signal data preprocessing includes time-
series data extraction and a bandpass filter. For data 
extraction, to cover the whole motor imagery events, data 
is extracted from 0.5 seconds before and 0.5 seconds after 
the labeled motor imagery event, as shown in the 
experimental protocol section (Figure 2). After time series 
data extraction, an 8th degree Butterworth bandpass filter is 
applied to every motor imagery events. It is known that 
ERD/ERS behavior for motor imagery is active in mu (8-
12 Hz) and beta (12-30 Hz) rhythms. Therefore, the 
bandpass filter bandwidth is ranged from 8 to 30 Hz. 
B.  Time-Frequency Analysis 
The EEG signals are non-stationary because their 
dynamics are varied based on different events. Hence, the 
traditional frequency domain transformation (Fast Fourier 
Transform) is not for EEG signal analysis. Thus, time-
frequency analysis is introduced for non-stationary signal 
transformation. Currently, two methods are popular for 
time-frequency analysis: short-time Fourier transform 
(STFT) and wavelet transform (WT). Compared with the 
WT, the STFT conducts Fourier transform in a small 
uniform time window with uniform frequency band [20], 
as shown in Eq. 1, 
{𝑥(𝑡)}(𝜏, 𝜔) = ∫ 𝑥(𝑡)𝜔(𝑡 − 𝜏)𝑒−𝑗𝜔𝑡𝑑𝑡
∞
−∞
 (1) 
where 𝜔(𝑡 − 𝜏) is the time window function, and 𝑥(𝑡) is 
the time-series brain signal. Converting this equation to 
discrete-time STFT, it becomes: 
{𝑥[𝑛]}(𝑘, 𝜔) = ∑ 𝑥[𝑛]𝜔[𝑛 − 𝑘]𝑒−𝑗𝜔𝑛
∞
𝑛=−∞
 (2) 
where 𝜔[𝑛 − 𝑘] is the time window function, and 𝑘 is the 
time resolution. The benefit of the STFT analysis is that the 
calculation is fast and simple. The drawback of the STFT 
is the trade-off between the frequency resolution and time 
resolution. For example, to get a fine frequency resolution, 
the time resolution is coarse and vice versa. Since the 
proposed algorithm requires less stringent on the time 
resolution, the STFT analysis is employed for high 
computation efficiency. 
After conducting the STFT, time-frequency results are 
separated into a different frequency and temporal bands, 
which composed a frequency and temporal band matrix, as 
shown in Figure 3. The matrix dimension is 𝑚 × 𝑛 where 
𝑚  and 𝑛  represent the number of frequency band and 
temporal band, respectively. In this algorithm, we define 
each frequency bandwidth as 2 Hz and each temporal 
bandwidth as 1 second. Also, for frequency bands, the band 
start frequency increment is 1 Hz and for temporal bands, 
the start temporal increment is 0.5 second. Therefore, the 
frequency band is from 0-2 Hz, 1-3 Hz, 2-4 Hz, … to 28-
30 Hz and temporal bandwidth is 0-1s, 0.5-1.5s, 1-2s, … to 
3-4s. By combining the frequency and temporal bands, the 
aforementioned matrix is generated. In this matrix, an 
element with the most significant signal intensity (highest 
signal amplitude in the frequency domain) is selected as the 
optimal motor imagery element and fed into CSP feature 
extraction and classification algorithm. 
C.  Common Spatial Pattern (CSP) 
Originally, a common spatial pattern algorithm is 
designed for two-class feature extraction. The CSP 
objective is to transfer high dimensional EEG signals into 
a low dimension spatial subspace with a proper 
transformation matrix [21]. An optimal transformation 
matrix could separate two classes of data based on their 
variance, as shown in Figures 4a and 4b. According to 
these figures, the variance of class A is maximum in 
Feature 1 axis but minimum in Feature 2 axis while the 
variance of class B is opposite to class A. The details of the 
transformation matrix are illustrated below. 
  
Figure 4a. EEG signal before 
CSP transformation 
Figure 4b. EEG signal after 
CSP transformation 
Assume a bi-class motor imagery experiment was 
conducted in 𝑛 trials each (left and right hand). 𝑋𝐿 and 𝑋𝑅 
are denoted as left and right-hand motor imagery EEG 
signals for one trial, respectively. The dimension for both 
𝑋𝐿  and 𝑋𝑅  is 𝑁 × 𝑇  where 𝑁  is the number of channels 
and 𝑇  is the number of samples. The covariance matrix 
(𝑁 × 𝑁) for each class is 
𝐶𝐿 =
𝑋𝐿𝑋𝐿
𝑇
𝑡𝑟𝑎𝑐𝑒(𝑋𝐿𝑋𝐿
𝑇)
 ; 𝐶𝑅 =
𝑋𝑅𝑋𝑅
𝑇
𝑡𝑟𝑎𝑐𝑒(𝑋𝑅𝑋𝑅
𝑇)
 (3) 
where 𝑋𝑇  represents the transpose of 𝑋  and 𝑡𝑟𝑎𝑐𝑒(𝑋) is 
the sum of the diagonal element of matrix 𝑋. By taking the 
mean value among all trails for each class, the average 
covariance matrix is 
𝐶𝐿̅̅ ̅ =
1
𝑖
∗ ∑ 𝐶𝐿
𝑖
𝑖
1
  ;   𝐶𝑅̅̅ ̅ =
1
𝑖
∗ ∑ 𝐶𝑅
𝑖
𝑖
1
 (4) 
where 𝐶𝐿̅̅ ̅ and 𝐶𝑅̅̅ ̅ are the average covariance matrix for the 
left and right classes, respectively. Thus, the composite 
spatial covariance matrix is 
𝐶 = 𝐶𝐿̅̅ ̅ + 𝐶𝑅̅̅ ̅ (5) 
The composite spatial covariance matrix can be 
decomposed to 
𝐶 = 𝑉𝜆𝑉𝑇 (6) 
where 𝑉 and 𝜆 are the eigenvector and eigenvalue for the 
composite matrix. After decomposition, a whitening 
transformation matrix could be obtained as 
𝑃 = 𝜆−
1
2𝑉𝑇 (7) 
where P is the whitening transformation matrix with a 
dimension of 𝑁 × 𝑁 . Hence, the average covariance 
matrices after applying whitening transform is 
𝑊𝐿 = 𝑃𝐶𝐿̅̅ ̅𝑃
𝑇   ;   𝑊𝑅 = 𝑃𝐶𝑅̅̅ ̅𝑃
𝑇 (8) 
where 𝑃𝑇  is the transpose matrix, 𝑊𝐿  and 𝑊𝑅  are the left 
and right whitening transformed matrices, respectively. 
Since 𝑊𝐿  and 𝑊𝑅  are composed of the same whitening 
transformation matrix, they share the same eigenvectors. 
Besides, the sum of the eigenvalue between 𝑊𝐿  and 𝑊𝑅  
should be an identity matrix 𝐼, as shown below 
𝑊𝐿 = 𝑈𝜆𝐿𝑈
𝑇;  𝑊𝑅 = 𝑈𝜆𝑅𝑈
𝑇;  𝜆𝐿 + 𝜆𝑅 = 𝐼 (9) 
where 𝑈  is the shared common eigenvector with a 
dimension of 𝑁 × 𝑁, and 𝜆𝐿 and 𝜆𝑅 are the eigenvalues for 
Figure 3. Proposed Motor Imageray Classification Flow Chart 
left and right class, respectively. Finally, the CSP 
transformation is obtained by 
𝑄′ = 𝑈𝑇𝑃 (10) 
where Q is the CSP transformation matrix with the 
dimension 𝑁 × 𝑁 . The original EEG signals were 
transformed as 
𝑍 = 𝑄𝑋 (11) 
where 𝑍 is the CSP transformed results. In order to extend 
the two class CSP to M-CSP, joint approximate 
diagonalization (JAD) method was applied. M. Grosse-
Wentrup and M. Buss provided a detailed discussion on 
how to extend a two class CSP to multiclass CSP [12]. 
IV. RESULTS & DISCUSSIONS 
The classification results are obtained based on BCI 
Competition IV Dataset 2a. The STFT time-frequency 
analysis and motor imagery classification results are 
interesting and presented below. 
A. STFT Time-Frequency Analysis 
Figures 5a and 5b present time-frequency analysis 
results for the same subject with different numbers of trials 
in channel #8. Both figures show that time-frequency 
analysis successfully detects the specific time and 
frequency band in motor imagery events. As illustrated in 
the experiment protocol, subjects were given 3 seconds for 
motor imagery. However, it is not guaranteed that every 
subject could conduct motor imagery for all 3 seconds. 
Thus, the optimal temporal and frequency band is picked 
by motor imagery ERD/ERS behavior, where a place with 
higher signal intensity represents that motor imagery 
events occurred. For instance, Figure 5a shows that motor 
imagery is located at 10 Hz frequency from 2s to 2.5s. For 
Figure 5b, motor imagery still appears near 10 Hz 
frequency but it occurs at 1.5s to 2s after the cue started. 
  
Figure 5a. Time-frequency 
plot for a subject in trial 25 
Figure 5b. Time-frequency 
plot for a subject in trial 15 
 
According to these results, we found that for the same 
subject, the optimal frequency band is similar for every 
trial but the time band is different. The standard deviation 
is 1.2 for optimal frequency while it is 7.5 for time band. 
These results are reasonable because the ERD/ERS 
behavior is similar for the same subject but the time for the 
subject to start and stop motor imagery is varied in each 
trial. Therefore, in the proposed algorithm, an optimal 
frequency band is the average value among all trials while 
temporal band selection depends on each trial. 
B. Computation Time Results 
The proposed TFCSP algorithm computation time is 
compared with FBCSP and traditional CSP (TDCSP) by 
using MATLAB timing function, as shown in Table 1. The 
proposed algorithm average calculation time is 37.22% 
faster than the FBCSP method. The proposed algorithm 
requires multi-class CSP feature extraction and 
classification calculation for one time, whereas the FBCSP 
requires nine times. Therefore, the proposed algorithm 
computation time is dramatically decreased. Moreover, 
since the proposed algorithm requires additional STFT 
analysis compared with the TDCSP, the TFCSP algorithm 
computation time is 4.98% longer than the TDCSP. 
TABLE II.  MATLAB COMPUTATION TIME COMPARISON BETWEEN 
FBCSP, TFCSP & TDCSP 
 FBCSP (s) TFCSP (s) TDCSP (s) 
Subject1 26.01 18.88 17.72 
Subject2 25.60 18.81 18.19 
Subject3 24.86 18.73 17.41 
Subject4 25.47 19.07 17.87 
Subject5 25.37 18.53 17.81 
Subject6 25.49 18.53 17.77 
Subject7 25.40 18.44 17.62 
Subject8 26.52 18.55 17.75 
Subject9 25.88 18.51 17.53 
Average 25.62 18.67 17.74 
 
C. Motor Imagery Classification Results 
The proposed algorithm classification results are 
compared with BCI Competition IV top three winner 
results, as shown in Table 2. With simplifying calculation 
procedures and analysis methods, the TFCSP algorithm 
overall detection accuracy is not as high as the algorithms 
with complex calculations (FBCSP), but, as 
aforementioned, the computation efficiency is increased. 
TABLE I.  KAPPA RESULTS COMPARISON BETWEEN PROPOSED METHODS & BCI COMPETITION IV RESULTS 
 TFCSP Algorithm BCI Competition Results 
Subjects LDA NVB SVM 1st Place 2nd Place 3rd Place 
Subject1 0.64 0.47 0.62 0.68 0.69 0.38 
Subject2 0.43 0.34 0.36 0.42 0.34 0.18 
Subject3 0.71 0.49 0.76 0.75 0.71 0.48 
Subject4 0.38 0.25 0.40 0.48 0.44 0.33 
Subject5 0.29 0.14 0.29 0.40 0.16 0.08 
Subject6 0.39 0.24 0.39 0.27 0.21 0.14 
Subject7 0.63 0.53 0.59 0.77 0.66 0.29 
Subject8 0.57 0.26 0.57 0.75 0.73 0.49 
Subject9 0.61 0.50 0.62 0.61 0.69 0.44 
Average 0.52 0.36 0.51 0.57 0.51 0.31 
According to Table 2, kappa value is calculated and used 
for comparison with the top 3 results of the BCI 
competition IV. Kappa value is a statistical model 
evaluation method. The higher the kappa value, the more 
accurate the model is. The proposed algorithm analysis 
method kappa value is 39% better than the 3rd place in BCI 
competition IV, 0.2% better than the 2nd place, and 10% 
lower than the 1st place. However, the calculation 
procedures are much simpler than the 1st winner (FBCSP). 
In addition, by comparing different classifiers in the 
proposed algorithm, the LDA classifier exhibits the best 
classification performance, and the SVM classifier shows 
similar performance, which is only 0.75% lower than the 
LDA in kappa value. Even though the NVB classifier has 
the worst performance, it still outperforms the 3rd winner 
by 12.61% in kappa value. 
V. .CONCLUSIONS & FUTURE WORKS 
This paper proposed a TFCSP analysis method for 
multiclass motor imagery feature extraction with a more 
efficient computation. The performance of the proposed 
algorithm was examined using the experimental data 
provided by the BCI Competition open-source dataset. 
According to kappa values, the proposed algorithm 
classification accuracy is 39% higher, compared to the 3rd 
winner and slightly above the 2nd winner of the BCI 
Competition IV. A critical distinction is the reduced 
number of steps, and calculation time is 37.22% faster than 
the 1st winner in BCI Competition IV. This is substantially 
fewer calculations and hence computationally more 
efficient. 
Currently, eight spatial features are selected from the 
CSP algorithm because of four motor imagery classes. In 
the future, multiple features could be selected. Moreover, 
because of its less computational load, the proposed 
method could be potentially applicable to online learning 
and conduct real-time motor imagery classifications. 
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