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1 Introduccion
La descripcion matematica de una gran variedad de fenomenos que apare-
cen en areas como la biologa, la qumica y la fsica puede ser presentada
usando ecuaciones en derivadas parciales. Tal descripcion puede ser ex-
presada como un modelo de difusion. Ecuaciones de la forma
ut(x; t) = J  u  u(x; t) =
Z
RN
J(x  y)u(y; t) dy   u(x; t) ; (1)
y variaciones de ella han sido estudiadas como modelos de procesos de di-
fusion; ver [1, 3, 6]. La ecuacion (1) es una ecuacion de difusion no local,
ya que la difusion de la densidad u(x; t) no depende solamente de x, sino
que depende ademas de una vecindad de x. En estos modelos J : RN ! R
es una funcion no negativa, suave, simetrica (J(r) = J( r)), decreciente
radialmente, con soporte compacto en la bola unitaria y
R
RN J(r)dr = 1.
Si u(x; t) representa la densidad de una especie de individuos, ubicados
en la posicion x en un tiempo t y J(x   y) representa la distribucion
de probabilidad de saltar de la posicion y a la posicion x, entonces
(J  u)(x; t) = RR J(x   y)u(y; t)dy es la razon con la cual los individ-
uos llegan a la posicion x desde las otras posiciones. En forma analoga
 u(x; t) =   RR J(y x)u(x; t)dy es la razon con la cual los individuos en
la posicion x viajan a cualquier otra posicion [6]. Estas consideraciones,
en ausencia de fuentes externas, inmediatamente llevan a que la densidad
u(x; t) satisfaga la ecuacion (1). Esta ecuacion comparte muchas carac-
teristicas similares con la ecuacion del calor ut = u, tales como: las
soluciones en estado estacionario son contantes, se satisface el principio
del maximo y la propiedad de propagacion con velocidad innita entre
otras.
Cortazar, Elgueta y Rossi [4] introdujeron un modelo unidimensional
en donde la distribucion de probabilidad J depende de la densidad u.
Este modelo tiene algunas caractersticas similares a la ecuacion de me-
dios porosos ut = u
m con m > 1; una de estas es la propiedad de
propagacion de velocidad nita. Esto es, si el dato inicial es de so-
porte compacto, entonces la solucion es de soporte compacto en cualquier
tiempo.
Luego Bogoya [2] extendio el modelo al caso de dimension N con
N  1. En este modelo, para 0 <   1N , la distribucion de probabilidad
de saltar de la posicion y a la posicion x esta dada por J

x y
u(y;t)

1
uN(y;t)
cuando u(y; t) > 0 y 0 en otra parte. En este caso, la razon con la cual
los individuos llegan a la posicion x es
R
RN J

y x
u(y;t)

u1 N(y; t)dy. En
forma analoga, la razon con la cual los individuos salen de la posicion
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x es  u(x; t) =   RRN J  y xu(x;t)u1 N(x; t)dy. En ausencia de fuentes
externas la densidad u satisface la ecuacion
ut(x; t) =
Z
RN
J

x  y
u(y; t)

u1 N(y; t) dy   u(x; t) ; (2)
con dato inicial u(; 0) = d+w0(x), w0 2 L1(RN )\L1(RN ) una funcion
no negativa y d  0. La ecuacion (2) comparte algunas caracteristicas de
la ecuacion de medios porosos tales como: la propiedad de propagacion
de velocidad nita y el desarrollo de fronteras libres.
Ademas en [2] se estudia el problema de Dirichlet asociado a (2),
ut(x; t) =
Z
RN
J

x  y
u(y; t)

u1 N(y; t) dy   u(x; t) ; (3)
para x 2 
, y u(x; t) = 0 cuando x 62 
, con un dato inicial no negativo
u(x; 0) = u0(x) 2 L1(
), donde 
 es un dominio acotado con frontera
suave en RN . Se demuestra la existencia y unicidad de las soluciones y
el comportamiento asintotico de estas, obteniendo que la solucion existe
globalmente y que se estabiliza en cero cuando t!1.
El Problema. El objetivo de este trabajo es estudiar el modelo
asociado a (3) con una fuente, mas aun, estudiaremos el problema para
x 2 
 y t > 0 dado por
ut(x; t) =
Z
RN
J

x  y
u(y; t)

u1 N(y; t) dy   u(x; t) + f(u(x; t)) ;
(4)
para x 2 
, y u(x; t) = 0 cuando x 62 
, con un dato inicial no negativo
u(x; 0) = u0(x) 2 L1(
), con 
  RN un dominio acotado con frontera
suave y f una funcion no negativa que representa la fuente. En este
modelo se asume que ningun individuo puede sobrevivir fuera del dominio

; por la tanto la densidad u tiene que ser cero all. Sin embargo, a los
individuos se les permite saltar fuera del dominio (donde la densidad vale
cero). Debido a esto, se obtienen las condiciones de frontera de Dirichlet.
Consideramos las siguientes hipotesis sobre f :
(H0) f una funcion de tipo Lipschitz, positiva, con constante de Lipschitz
K > 0.
(H1) f : [0;1)  ! [0;1), funcion creciente, f(0)  0, f(s) > 0 para
todo s > 0.
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(H2)
R1 1
f(s)ds <1.
Una propiedad importante en el estudio de las soluciones de ecua-
ciones diferenciales es la relacionada con el comportamiento asintotico
de las soluciones. Este analisis trae como consecuencia el estudio del
fenomeno de explosion de las soluciones, que en literatura inglesa se
conoce como blow{up. Se dice que una solucion u(x; t) explota en tiempo
nito T si existe T > 0 tal que la solucion u existe para todo t 2 [0; T )
y supx2
 u(x; t) ! 1 cuando t ! T . Para un estudio mas profundo
sobre este tema ver [5, 7, 8].
El trabajo se desarrolla como sigue: En la seccion 2 se analiza la exis-
tencia y unicidad de las soluciones de (4) y un principio de comparacion
valido para las soluciones de (4). En la seccion 3 se analiza el fenomeno
de explosion de las soluciones de (4).
2 Existencia y unicidad
La existencia y unicidad de la solucion de (4) es consecuencia del teorema
del punto jo de Banach.
Seguiremos algunas de las ideas desarrolladas en [2]. Para nuestro
analisis jamos t0 > 0 y consideramos el espacio de Banach Yt0 =
C([0; t0];L
1(
)) dotado de la norma
jjjwjjj = max
0tt0
kw(; t)kL1(
) :
Sea Y +t0 = fw 2 Yt0 = w  0g un subconjunto cerrado de Yt0 . Obten-
dremos la solucion de (4) como el punto jo del operador Lw0 : Y
+
t0
! Y +t0
denido por
Lw0(w)(x; t) =
Z t
0
es t
Z
RN
J

x  y
w(y; s)

w1 N(y; s) dy ds
+
Z t
0
es t f(w(x; s)) ds+ e tw0(x) ;
para x 2 
, y Lw0(w)(x; t) = 0 cuando x 62 
.
Primero estudiaremos el problema (4) para fuentes f que satisfacen
H0 y luego, por un argumento de convergencia, lo extenderemos a cual-
quier funcion f que satisfaga H1.
El siguiente Lema es muy importante para nuestro analisis.
Lema 2.1. Asumamos que f satisface H0. Sean w0 y z0 funciones no
negativas tales que w0; z0 2 L1(
) y w; z 2 Y +t0 . Entonces, existe una
constante C = C(t0;K) > 0 tal que
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jjjLw0(w)  Lz0(z)jjj  C jjjw   zjjj+ e t0 jjw0   z0jjL1(
) :
Demostracion. Se tiene que
Z
RN
jLw0(w)(x; t)  Lz0(z)(x; t)j dx

Z t
0
es t
Z
RN
Z
RN

J

x  y
w(y; s)

w1 N(y; s)
 J

x  y
z(y; s)

z1 N(y; s)

dy
 dx ds
+
Z t
0
es t
Z
RN
jf(w(x; s))  f(z(x; s)j dx ds
+e t
Z
RN
jw0   z0j(y) dy :
Como las funciones involucradas se anulan fuera de 
, se tiene que
Z
RN
jLw0(w)(x; t)  Lz0(z)(x; t)j dx

Z t
0
es t
Z


Z



J

x  y
w(y; s)

w1 N(y; s)
 J

x  y
z(y; s)

z1 N(y; s)

dy
 dx ds
+
Z t
0
es t
Z


jf(w(x; s))  f(z(x; s)j dx ds
+e t
Z


jw0   z0j(x) dx
= I1 + I2 + e
 t
Z


jw0   z0j(x) dx :
Para analizar el termino I1 consideremos los conjuntos
A+(s) = fy 2 
 jw(y; s)  z(y; s)g ;
A (s) = fy 2 
 jw(y; s) < z(y; s)g :
Tenemos la siguiente acotacion para I1:
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I1 
Z t
0
es t
Z


Z
A+

J

x  y
w(y; s)

w1 N(y; s)
 J

x  y
z(y; s)

z1 N(y; s)

dy
+
Z
A 

J

x  y
z(y; s)

z1 N(y; s)
 J

x  y
w(y; s)

w1 N(y; s)

dy

dx ds :
Como J es una funcion radialmente decreciente, las expresiones bajo
el signo integral son no negativas, luego obtenemos, por el Teorema de
Fubini, que
I1 
Z t
0
es t
Z


jw(y; s)  z(y; s)j dy ds :
Para el termino I2, dado que f satisface la condicion H0, obtenemos que
I2  K
Z t
0
et s
Z


jw(x; s)  z(x; s)j dx ds :
En resumen, tenemos que
Z
RN
jLw0(w)(x; t)  Lz0(z)(x; t)j dx
 (1 +K)
Z t
0
et s
Z


jw(y; s)  z(y; s)j dy ds+ kw0   z0kL1(
) :
Al tomar el maximo sobre [0; t0], nalmente obtenemos que
jjjLw0(w)  Lz0(z)jjj  Cjjjw   zjjj+ e t0kw0   z0kL1(
) ;
donde C = (1 +K)(1  e t0). 
Para la existencia y unicidad de la solucion de (4) tenemos el siguiente
teorema.
Teorema 2.1. Asumamos que f satisface H0. Para toda funcion no
negativa u0 2 L1(
) existe una unica solucion u 2 Y +t0 de (4).
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Demostracion. Haciendo w0 = u0, z0  0 y z  0 en el Lema 2.1,
tenemos que Lu0(u) 2 Y +t0 . Ademas, haciendo z0  w0 en el Lema 2.1 y
eligiendo C = (1+K)(1 e t0) < 1, tenemos que Lu0 es una contraccion
estricta en Y +t0 . Por lo tanto, por el Teorema del Punto Fijo de Banach,
existe un unico punto jo u de Lu0 en Y
+
t0
, el cual es la solucion de (4).

Como consecuencia del analisis anterior se tiene las siguientes obser-
vaciones, las cuales son de gran utilidad en lo que sigue.
Observaciones 2.1. Las soluciones de (4) dependen en forma continua
del dato inicial en el siguiente sentido. Si u y v son soluciones de(4) con
datos iniciales u0 y v0 respectivamente, entonces existe una constante eC
tal que
max
0tt0
ku(; t)  v(; t)kL1(
)  eCjju(; 0)  v(; 0)jjL1(
) :
Observaciones 2.2. u es solucion de (4) si y solo si
u(x; t) =
Z t
0
es t
Z


J

x  y
u(y; s)

u1 N(y; s) dy ds
+
Z t
0
es t f(u(x; s)) ds+ e t u0(x) :
Ademas si u0 2 C(
) entonces u(; t) 2 C(
) para todo t  0 y
satisface (4) para x 2 
.
Teorema 2.2. Principio de Comparacion. Sean u y v soluciones
continuas de (4), con datos iniciales u0 y v0, respectivamente. Si u0(x) 
v0(x) para todo x 2 
, entonces u(x; t)  v(x; t) para todo (x; t) 2

 [0;1).
Demostracion. Como u0(x)  v0(x) para todo x 2 
, existe  > 0
tal que u(x; 0) +  < v(x; 0). Supongamos inicialmente que u(x; 0) y
v(x; 0) son funciones C1 de soporte compacto. Argumentaremos por
contradiccion. Supongamos que la conclusion no se tiene, por lo tanto
existe un tiempo t0 > 0 y un punto x0 2 
 tal que u(x0; t0) = v(x0; t0) y
u(x; t)  v(x; t) para todo (x; t) 2 
 [0; t0].
Consideremos el conjunto G = fx 2 
= u(x; t0) = v(x; t0)g, el cual es
no vaco y cerrado. Sea x1 2 G, de la ecuacion (4), tenemos que
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0  (u  v)t(x1; t0) =
Z
RN

J

x1   y
u(y; t0)

u1 N(y; t0)
 J

x1   y
v(y; t0)

v1 N(y; t0)

dy
 0 ;
lo cual implica que u(y; t0) = v(y; t0) para todo y 2 B(x1) y por con-
siguiente G es abierto. Por lo tanto G = 
, lo cual no puede ser.
Consideremos un(x; 0) and vn(x; 0) sucesiones de funciones C
1, con
soporte compacto, tales que, un(x; 0) ! u(x; 0) y vn(x; 0) ! v(x; 0) en
L1(
) cuando n ! 1, y ademas un(x; 0)  vn(x; 0). Sean un and vn
las soluciones de (4) con condiciones iniciales un(x; 0) y vn(x; 0), respec-
tivamente. Por el argumento previo tenemos que un(x; t)  vn(x; t). El
resultado se sigue de la Observacion 2.2 y del Teorema de la Convergencia
Monotona al hacer n!1. 
A continuacion demostraremos la existencia y unicidad de las solu-
ciones de (4) para el caso en que la funcion f satisface (H1).
Teorema 2.3. Para toda u0 2 L1(
), funcion no negativa, y para f una
funcion que satisface (H1), existe un tiempo T > 0 y una unica solucion
u de (4) tal que u 2 C([0; T );L1(
)).
Demostracion. Sea (fn)n una sucesion creciente de funciones de
tipo Lipschitz, tal que fn  fn+1. Asumamos que fn(s) = f(s) en
[0; n]. Sea un la unica solucion de (4) con dato inicial un(x; 0) y fuente
fn. Supongamos que los datos iniciales satisfacen un(x; 0) < un+1(x; 0)
y un(; 0) converge uniformemente a u(; 0). Por el principio de Com-
paracion 2.2, tenemos que un(x; t)  un+1(x; t), por lo tanto existe u
que puede ser 1 en algunos puntos con limn!1 un = u. Sea T =
sup

t j sup
x2

u(x; t) < ku0k1 + 1

, con T > 0.
De la observacion 2.2, para un y haciendo n ! 1, se sigue por el
Teorema de la Convergencia Monotona que u es la unica solucion de (4)
en 
 [0; T ) con dato inicial u(x; 0) y fuente f(u). 
En forma similar se tiene el Principio de Comparacion para fuentes
f que satisfacen H1.
Teorema 2.4. Principio de Comparacion. Supongamos que f sat-
isface H1. Sean u y v soluciones continuas de (4), con datos iniciales
u0 y v0, respectivamente. Si u(x; 0)  v(x; 0) para todo x 2 
, entonces
u(x; t)  v(x; t) para todo (x; t) 2 
 [0; T ).
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3 Analisis de explosion
A continuacion analizaremos el fenomeno de explosion para las soluciones
de (4). Con este n asumiremos que la fuente f satisface H2.
Teorema 3.1. Sea f una funcion convexa que satisface (H1) y (H2).
Sea u la solucion de (4), con dato inicial u0 > 0, entonces u explota en
tiempo nito.
Demostracion. Sea u la solucion de (4), denimos la funcion M(t)
para t > 0 como
M(t) =
1
j
j
Z


u(x; t) dx : (5)
Derivando M con respecto a t y aplicando el hecho de que f es una
funcion convexa, tenemos que
M 0(t) =
1
j
j
Z


f(u(x; t)) dx  f

1
j
j
Z


u(x; t) dx

 f(M(t)) :
por lo tanto
M 0(t)  f(M(t)) ; (6)
Como M(0) > 0 y f(u) > 0 para u > 0, tenemos que M 0(t) > 0, por lo
tanto M(t) > 0 para todo t > 0.
De (6), integrando en [0; t] y luego haciendo un cambio de variable,
se obtiene que
Z M(t)
M(0)
ds
f(s)
 t : (7)
Sea
F (u) =
Z 1
u
ds
f(s)
: (8)
Como f satisface (H2), de (7) tenemos que
F (M(0))  F (M(t))  t :
64 Bogoya y Elorreaga, Problema de Dirichlet   
Por lo tanto la solucion u of (4) explota en un tiempo nito. 
Corolario 3.1. Sea u la solucion de (4) con dato inicial u0 > 0. Si
f(u) = up; p > 1; f(u) = eu; f(u) = (1+ u) lnp(1 + u); p > 1, entonces
u explota en tiempo nito.
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