Let Ω ⊂ R 2 be a bounded simply connected domain. We show that, for a fixed (every) p ∈ (1, ∞), the divergence equation div v = f is solvable in W
Introduction
This paper is devoted to the study of geometric aspects of the solvability of the divergence equation. Our main tool is a weighted Poincaré inequality.
Let Ω be a bounded domain in R n , p ∈ (1, ∞), and L p 0 (Ω) be the space of all functions in L p (Ω) which have integral zero over Ω. The Sobolev space W 1,p (Ω) is defined as
with the norm
The Sobolev space W (Ω) n such that div v = f holds in the above distributional sense, and there exists C > 0, independent of f such that
When Ω has a Lipschitz boundary, it is well known that the divergence equation div p,0 is solvable for all p ∈ (1, ∞). There are several ways to prove this result, for instance, it can be proved via Functional Analysis, or via elementary constructions; see [3, 4, 5, 10, 19] . Recently, Acosta et al. [1] proved that div p,0 is solvable on John domains for all p ∈ (1, ∞) via a constructive approach.
On the other hand, if Ω has an external cusp, it is known that the divergence equation div 2,0 is not solvable in Ω; see [1] .
Notice that p = 1 or p = ∞, the divergence equation div p,0 does not necessarily admit a solution in W 1,p (Ω) n for p = 1 or for p = ∞, even when Ω is a cube; see [5] .
It is natural to ask for necessary geometric conditions for the solvability of the divergence equation div p,0 for some (all) p ∈ (1, ∞). For domains satisfying a separation property introduced by Buckley and Koskela [6] (see Section 2 for the definition), it was shown by Acosta et al. [1] that the divergence equation div p,0 is solvable for p ∈ (1, n), if and only if Ω is a John domain. Our result extends this to the case p > n, and to the case p = n in some special cases.
Let us first recall the definition of a John domain. This terminology was introduced in [18] , but these domains were studied already by F. John [14] . 
Observe that each Lipschitz domain is a John domain. Moreover, the boundary of a (planar) John domain may contain an interior cusp, while exterior cusps are ruled out.
For
loc (Ω) n , let Dv denote its weak differential. For x ∈ Ω, we denote by ρ(x) the distance from x to the boundary ∂Ω, i.e., ρ(x) := dist (x, ∂Ω).
Our main result is the following theorem.
Theorem 1.1.
Let Ω ⊂ R n be a bounded domain that satisfies the separation property, n ≥ 2. Then the following conditions are equivalent:
The meaning of "some (every)" in the statement above is that the given existence result for any fixed p in the given parameter range actually implies the existence for every such p, under the assumptions of the theorem.
We have not been able to include the case p = n in condition (ii). The case p < n is proved in [1] Notice that each domain that is quasiconformally equivalent to a uniform domain G satisfies the separation property. In particular, each simply connected plane domain satisfies the separation property; see [6] .
if and only if Ω is a John domain.
For p = 2, by duality, the solvability of the divergence equation with Dirichlet boundary condition is equivalent to the fact
for each f ∈ L 2 0 (Ω); see [1] for instance. From Corollary 1.1 it follows that on a bounded simply connected domain Ω ⊂ R 2 , for each f ∈ L 2 0 (Ω), (1.1) holds if and only if Ω is a John domain.
Our main tool is the equivalence between the John condition and weighted Poincaré inequalities; see Theorem 2.1 below. To prove that solvability of the divergence equation div p,0 implies John, Acosta et al. [1] used the characterization of Sobolev-Poincaré inequality from Buckley and Koskela [6] . As the Sobolev-Poincaré inequality only holds for p ∈ [1, n), the authors were not able to deal with the case p ≥ n in the necessity of the John condition. To bypass this problem we generalize Buckley and Koskela's characterization to the weighted setting. Precisely, the following special case of Theorem 2.1 below says that, for a domain Ω ⊂ R n satisfying the separation property, the weighted Poincaré inequality
holds for some (all) p ∈ [1, ∞), if and only if Ω is a John domain. Using this together with the fact that solutions satisfy Hardy type inequalities, we obtain the desired result. The paper is organized as follows. In Section 2, we show that our weighted Poincaré inequality implies the John condition. In Section 3, we study the divergence equation on John domains, and the main result Theorem 1.1 is proved in Section 4.
Throughout the paper, we denote by C positive constants which are independent of the main parameters, but which may vary from line to line. For p ∈ [1, n), its Sobolev conjugate np n−p is denoted by p * ; for each p ∈ (1, ∞), its Hölder conjugate
Corresponding to to a function space X, we denote its n-vector-valued analogs by X n .
The weighted Poincaré inequality
In this section, we give a generalization of Buckley and Koskela's characterization from [6] , which offers us the main tool for proving Theorem 1.1.
Let Ω ⊂ R n be a bounded domain, n ≥ 2. We say that the Sobolev-Poincaré inequality
For Ω satisfying the separation property (see Definition 2.1 below), Buckley-Koskela [6] have shown that it is a John domain if and only if Ω supports a Sobolev-Poincaré inequality
Let us first recall the definition of separation property which was introduced in [6, 7] .
Definition 2.1 (separation property). We say that a domain Ω ⊂ R n with a distinguished point x 0 has a separation property if there is a constant C s such that the following holds:
For each x ∈ Ω there is a curve γ :
It follows from [6] that Ω has a separation property if it is quasiconformally equivalent to a uniform domain G. In particular, each simply connected planar domain satisfies a separation property. Theorem 2.1. Let Ω ⊂ R n be a bounded domain satisfying the separation property, n ≥ 2. Then the (P p,q,b )-Poincaré inequality holds, i.e., for every u ∈ C ∞ (Ω) we have that
and only if Ω is a John domain.
In what follows, we will call (p, When b = 0, necessarily p ∈ [1, n) and q = p * ; then (P p,q,b )-Poincaré inequality is the Sobolev-Poincaré inequality (S P p,p * ).
When b = p, p equals q and takes values in [1, ∞); we then denote (P p,q,b )-Poincaré inequality by (P p )-Poincaré inequality for convenience. The (P p )-Poincaré inequality is the main tool for us to prove Theorem 1.1; see Section 4 below.
As each simply connected plane domain has a separation property, the following is an immediate corollary to Theorem 2.1.
Poincaré inequality holds for some (all) Sobolev triples (p, q, b), if and only if Ω is a John domain.
We will need the following characterization of a weighted Poincaré inequality from Hajłasz and Koskela [13, Theorem 1] (for non-weighted cases see Maz'ya [22] ).
Theorem 2.2 ([13]).
Let Ω be a bounded domain in R n , n ≥ 2. Let 1 ≤ p ≤ q < ∞ and b ≥ 0. Then the following conditions are equivalent.
(i) There exists a constant C > 0 such that, for every u ∈ C ∞ (Ω) it holds that
(ii) For any fixed cube Q ⊂⊂ Ω, there exists a constant C > 0 such that
The following result generalizes [6, Theorem 2.1] to the setting of a weighted SobolevPoincaré inequality. Our proof follows the method of [6] . 
where
If T (2d) = ∅, then it is obvious diam (T ) ≤ 2d. Otherwise, T (2d) ∅ and we continue with following steps.
Then u is a Lipschitz function that vanishes on B 0 . The inequality (2.1) implies that
As B(w, d) separates Ω, it follows that ρ(x) ≤ 2d for each x ∈ B(w, d), and hence ρ(x) ≤ 4d for each x ∈ B(w, 2d). Thus (2.2) implies that
where ω n is the volume of the unit ball. As b = p( Suppose towards a contradiction that |r j − r j−1 | > 2C 4 2 − j/n d. Then as x j ∈ A(r j−1 , r j ), it follows that at least one third of B(x j , C 4 2 − j/n d) is contained in A(r j−1 , r j ). We then have 
and use the inequality (2.1) to obtain
Hence, Claim 2 follows with C 3 := max{2C 4 , (
Moreover, notice that C 1 , C 2 , C 4 and hence C 3 depend only on C 0 , n, p, q, Ω, B 0 .
By using Claim 2, we finally obtain that
where C = C(C 0 , n, p, q, Ω, B 0 ), which completes the proof. 
; also see [13] . For the converse we employ the argument from [6, Proof of Theorem 1.1] via Proposition 2.1 We sketch the proof for the sake of completeness.
Suppose that (P p,q,b ) holds for a Sobolev triple (p, q, b). Fix x ∈ Ω and pick a curve γ : [0, 1] → Ω with γ(0) = x, γ(1) = x 0 as in Definition 2.1. According to [18, pp. 385-386] and [20, pp. 7-8] 
, it is enough to show that diam (γ([0, t])) ≤ Cρ(γ(t)).
Let C s be a constant as in Definition 2.
If γ([0, t]) ⊂ B(γ(t), C s ρ(γ(t))), the conclusion is obvious.
Otherwise the separation property implies that ∂B := ∂B(γ(t), C s ρ(γ(t))) separates γ([0, t])\ B from x 0 . Let us consider two cases.
, which completes the proof.
The divergence equation
In this section, we study the divergence equation on John domains. 
Remark 3.1. Notice that on a bounded domain Ω, for q > n, if u ∈ W 1,q 0 (Ω) n , then from the Hardy inequality (H q ) it follows that
see Lemma 4.1 below. Thus the case q > n in Theorem 3.1 follows directly from Acosta et al. [1] . However, for q ≤ n, the Hardy inequality may fail even on a John domain. For instance, the domain B(0, 1) \ {0} does not admit the n-Hardy inequality, but it is a John domain; see [16] . Thus the main improvement in Theorem 3.1 is that for q ∈ (1, n], there are solutions u belong to W 1,q 0 (Ω) n and satisfying (3.1). For the proof, we need the following geometric decomposition from [8] .
Proposition 3.1 ([8]).
Let Ω be a John domain in R n , n ≥ 2. Let {Q j } j be a Whitney decomposition of Ω. Then there exists σ > 1 and a family of linear operators {T j } j such that for all p ∈ (1, ∞) and all f ∈ L p 0 (Ω):
Remark 3.2. Notice that Duran et al. [9] also give an atomic decomposition via functional analysis; while the decomposition in Proposition 3.1 uses the geometric structure of Ω, and does not depend on p.
Proof of Theorem 3.1. As discussed in Remark 3.1, we only need to consider the case q ≤ n. 
Thus, by a translation and scaling argument, it follows that for each j, there exist a linear operator S j that maps L p 0 (σQ j ) into W 1,p 0 (σQ j ) n for each p ∈ (1, ∞), and so that divS j T j g = T j g and
The above two estimates prove (3.1). It remains to show that u(x) ∈ W 1,q 0 (Ω) n . Since f k ∈ L ∞ (Ω), the Sobolev embedding theorem ensures that
and hence,
we finally obtain
The proof is complete.
Proof of Theorem 1.1
In this section, we prove Theorem 1.1. We need the following Hardy inequality; see [2, 12, 16] for instance. 
Proof of Theorem 1.1. Given a John domain Ω, from [1] it follows that (ii) holds; from Theorem 3.1 it follows that (iii) holds and hence (iv) holds. Conversely, suppose that separation property holds on Ω. Let us first show that (ii) implies (i).
In the case p ∈ (1, n), it follows from [1] that Ω is a John domain. Suppose now p ∈ (n, ∞).
Applying the Hardy inequality (H
i.e., the (P p ′ )-Poincaré inequality holds on Ω. By using Theorem 2.1 we see that Ω is a John domain. Let us show that (iv) implies (i), which further implies that (iii) implies (i).
Then, using a duality argument as in (4.1), it follows the (P p ′ )-Poincaré inequality holds on Ω. Using Theorem 2.1 again, we see that Ω is a John domain, which completes the proof.
Notice Theorem 1.1 (ii) does not cover the borderline case p = n. For 1 < p < n, a calculation similar to the one in the proof of Theorem 1.1 was done in [1] relying on a Sobolev-Poincaré inequality. This does not work for p ≥ n and we use Hardy inequality to bypass the problem in the case p > n. In the case p = n we cannot rely on such an inequality without additional assumptions.
We can include the case p = n in Theorem 1.1 (ii) provided the complement of Ω is sufficiently thick on ∂Ω. Precisely, it suffices to assume there exists λ > 0 such that H λ ∞ (Ω c ∩ B(w, r)) ≥ Cr λ for all w ∈ ∂Ω and r > 0. Here H λ ∞ denotes λ-dimensional Hausdorff content; see [16] . For example, each simply connected plane domain satisfies this condition. 
Proof. By Theorem 1.1, we only need to show that if the divergence equation div n,0 is solvable, then Ω is a John domain. In this case, from [17, 16] , it follows that every v ∈ W Proof of Corollary 1.1. It was proved in [6] that each simply connected plane domain satisfies the separation property. Moreover, it is trivial that for each simply connected plane domain Ω, H 1 ∞ (Ω c ∩ B(w, r)) ≥ Cr for all w ∈ ∂Ω and r > 0. Hence, Ω satisfies the requirements for Theorem 4.1, and Corollary 1.1 follows.
