Many simulation output analysis procedures are derived based on the assumption that data are independent and identically distributed (i.i.d.) normal; examples include ranking and selection procedures and multiple-comparison procedures. The method of batch means is the technique of choice to "manufacture" data that are approximately i.i.d. normal when the raw samples are not. Batch means are sample means of subsets of consecutive subsamples from a simulation output sequence. We propose to incorporate the procedure of determining the batch size to obtain approximately i.i.d. normal batch means into the selection procedures of comparing the performance of alternative system designs. We performed an empirical study to evaluate the performance of the extended selection procedure.
Chen of n samples. These weakly dependent, stationary processes typically obey a central limit theorem of the form
where Ω 2 is the steady-state variance constant (SSVC), N(µ, σ 2 ) denotes the normal distribution with mean µ and variance where γ i = Cov(X k , X k+i ) for any k is the lag-i covariance. For stationary processes, a sufficient condition for the SSVC to exist is ∑ ∞ −∞ |γ i | < ∞. If the sequence is independent, then the SSVC is equal to the process variance σ 2 x = Var[X ι ]. Our procedures may fail when the underlying stochastic process does not satisfy the limiting result of (1).
The rest of this paper is organized as follows. In Section 2, we present some background on ranking and selection, and the batch-means method of estimating the SSVC. In Section 3, we present the algorithm to estimate batch sizes such that the batch means appear to be i.i.d. normal, and selection using batch means. In Section 4, we show some empirical-experimental results. In Section 5, we give concluding remarks.
BACKGROUND
In this section, we review the basis of indifference-zone selection procedures, non-overlapping batch means, and the Von Neumann test of independence.
Basis of Indifference-Zone Selection
Selection procedures are used to select the "best" design from among k competing designs, and these procedures often are derived based on the assumption that the input data are i.i.d. normal. Let µ i l be the l th smallest of the µ i 's, so that µ i 1 ≤ µ i 2 ≤ . . . ≤ µ i k . The goal is to find a design with the smallest expected response µ i 1 . In practice, however, if µ i 1 and µ i 2 are very close together, we are indifferent if we mistakenly choose design i 2 , whose expected response is µ i 2 . The "practically significant" difference d * (a positive real number) between the best and next-best design is called the indifference zone in the statistical literature and represents the smallest difference about which we care. Therefore, we want a procedure that avoids making a large number of replications or batches to resolve differences less than d * . Let P(CS) denote the probability of correct selection, i.e., the best design is selected. Then we want P(CS) ≥ P * provided that µ i 2 − µ i 1 ≥ d * , where the minimal correct selection probability P * and the "indifference" amount d * are both specified by the user. For a comprehensive review of indifference-zone selection, please see Bechhofer et al. (1995) .
In testing the null hypothesis H 0 : µ i ≤ µ i 1 , we reject the null hypothesis and conclude with confidence level 1 − α that µ i > µ i 1 is the same as checking that the lower endpoint of the one-tailed 1 − α c.i. is positive, i.e., µ i − µ i 1 >μ i −μ i 1 − w i > 0, whereμ i =X i (n i ) is the sample means of n i samples from process i, and w i denotes the one-tailed 1 − α c.i. half width.
With independent sampling and n i = n i 1 ,
(n i 1 ))/n i . Let X iι denote the ι th sample from process i. Here
is the unbiased estimator of σ 2 i and t 1−α, f i is the 1 − α quantile of the t distribution with f i degrees of freedom (df). For additional details on duality of hypothesis test and c.i., please see Rice (1995) . The half width w i depends on the sample sizes and becomes smaller as the sample sizes become larger. This implies that the sample sizes (n i and n i 1 ) should be large enough so that w i <μ i −μ i 1 . By symmetry of the normal distribution P{μ i −μ i 1 > (µ i − µ i 1 ) − w i } ≥ 1 − α. To obtain P{μ i −μ i 1 > 0} ≥ 1 − α, the sample size should be large enough so that w i < µ i − µ i 1 .
Let
Let CI1 denote the the one-tailed 1 − α c.i. of d i l obtained by procedures that are developed based on the least favorable configuration (LFC) (i.e., assuming µ i 1 + d * = µ i 2 = · · · = µ i k ). Let CI2 denote the onetailed 1 − α c.i. of d i l obtained by procedures that take into account sample means. The confidence interval CI1 = (
Chen since the procedures achieve w i l < d * . On the other hand, CI2 = (
since the procedures attempt to achieve w i l < d i l . Hence, the allocated sample sizes are just large enough to conclude µ i 1 < µ i (provided µ i 1 + d * ≤ µ i ) with a desired confidence but not more than necessary. Note that the smaller the indifference amount d * , the smaller the c.i. half width needs to be and the larger the required sample sizes need to be.
Non-Overlapping Batch Means
The batch means method is a relatively simple idea that can be used to manufacture almost i.i.d. normal "samples" by breaking the output sequences into a few large batches of many individual observations. In the non-overlapping batch-means method, the simulation output sequence {X ι : ι = 1, 2, . . . , n} is divided into b adjacent non-overlapping batches, each of size m. For simplicity, we assume that n is a multiple of m so that n = bm. The sample mean,X j , for the j th batch is
Under the null hypothesis that the batch size m is large enough such that the batch means are independent, we have the
The grand meanμ of the individual BM, given bŷ
is used as a point estimator for µ. Hereμ =X(n), the sample mean of all n individual X ι 's. The method of BM is a well-known technique for estimating the variance of point estimators computed from simulation experiments. The BM method tries to reduce autocorrelation by batching observations. The BM variance estimator (of estimating the variance of sample means, i.e., Var[X j ]) is simply the sample variance of the mean estimatorX j computed from the sample (batch) means of subsets of consecutive subsamples, i.e.,
The BM estimator for Ω 2 isΩ 2 ≡ mS 2 (b).
The 1 − α c.i. constructed by the BM method iŝ
Asymptotic validity of this c.i., i.e., that the coverage of the c.i. is close to the nominal coverage probability, often depends on the assumption that the batch means are approximately i.i.d. normal. That is, for large batch size m the batch means are approximately i.i.d. normal with unknown mean µ and unknown variance Ω 2 (m)/m. However, some BM methods (for example, overlapping BM by Meketon and Schmeiser 1984 and ASAP3 by Steiger et al. 2005 ) construct a c.i. of the mean by adjusting the c.i. half width based on the strength of the autocorrelations between BM. However, (3) may not hold since the BM may be correlated. The key idea for ASAP3 is that the batch means may become approximately jointly normally distributed before becoming approximately independent; thus, it adjusts the half width to counter any remaining dependence between the batch means. Consequently, these procedures are able to deliver valid c.i. with relatively small sample sizes (and relatively large half widths). Moreover, the BM manufactured by these procedures are likely to be correlated and cannot be used as input data for procedures that require i.i.d. normal data.
There are a number of batch-size-determination procedures that aim to manufacture independent batch means. However, these methods have focused on selecting a batch size large enough to achieve near independence of the batch means and have ignored the question of normality based on one assumption. If the batch size is large enough for the batch means to be approximately independent, then the batch size should be large enough for the batch means to be approximately normally distributed as well. Evidently, this assumption is not true in general (see Chen and Kelton 2007) . Our experimental results
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indicate that it is not as critical to ensure that the batch means are normally distributed as it is to ensure that the batch means are independent in terms of c.i. coverage. However, some other procedures (e.g., ranking and selection) will require the data to be i.i.d. normal.
The von Neumann Test of Independence
We briefly review the von Neumann test (Fishman 2001 , von Neumann 1941 for the hypothesis H 0 : the batch means X 1 ,X 2 , . . . ,X b are uncorrelated. The von Neumann ratio is
Note that C b is an estimator of the lag-1 autocorrelation ω 1 ≡ Corr[X j ,X j+1 ], adjusted for end effects that diminish in importance as the number of batches b increases. If {X ι : ι = 1, 2, . . . , n} has a monotone non-increasing autocorrelation function, then ω 1 is positive and decreases monotonically to zero as the batch size m increases. If for the given b and m, H 0 is true forX 1 ,X 2 , . . . ,X b , then ω 1 = 0.
The von Neumann test statistic for H 0 is
Let α ind denote the acceptable level of committing a Type I error (i.e., rejecting the null hypothesis when it is true). Under
where z 1−α ind is the 1 − α ind quantile of the standard normal distribution.
SELECTION USING BATCH MEANS
In this section, we discuss the strategy of estimating the required batch size such that the batch means appear to be i.i.d. normal. While there are many BM procedures, most of them are not suitable to be used as a pre-processor of procedures that require i.i.d. normal data; see Section 2.2. One of the BM procedures that is a good candidate for this purpose is the quasi-independent-and-normal (QIN) procedure of Chen and Kelton (2007) . The procedure is a data-based algorithm, i.e., the procedure can be embodied in a software package whose input is the data {X ι : ι = 1, 2, . . . , n} and whose output are i.i.d. normal batch means. We briefly review the QIN procedure and subsequently incorporate the QIN procedure into a selection procedure.
Validation of Normality
To determine whether the batch means appear to be normally distributed, we check the proportions of the values of batch means in each interval bounded by -∞,μ − 0.9674S,μ − 0.4303S,μ,μ + 0.4303S,μ + 0.9674S, ∞, whereμ and S are, respectively, the grand sample mean of the n observations and the standard deviation of these b batch means. The constants involved in these intervals are strategically chosen so that the proportions of the batch means in each interval are equal under the null hypothesis that the batch means are normal. We apply the chi-square test of normality (see Law and Kelton 2000, Rice 1995 ) to these batch means, using a confidence level of 0.9. The probability of this chi-square test of normality to commit either Type I or Type II errors is high when the data are highly correlated. Recall that a Type II error is accepting the null hypothesis when it is false. Since the QIN procedure performs the normality test only on BM that passed the test of independence, this deficiency of the chi-square test of normality will not cause difficulty for the QIN procedure. Our experimental results indicate that the residual correlation of BM that passed the test of independence is weak, if any.
The powers of the independence and the normality tests increase as the number of batches used to perform the tests increases. Based on our experimental results, we recommend that the sample size used for this normality test and the von Neumann test be at least 180. There are other more sophisticated normality tests, for example, the Shapiro-Wilk test (Bratley et al. 1987) . We chose the chi-square test because it is easy to apply and serves our purpose well. Nonetheless, other normality tests could be used in place of the chi-square test of normality if desired.
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For instance, the average batch size for U(0, 1) (uniformly distributed between 0 and 1) observations to pass this chi-square normality test is 1.85. It is known that the average of two U(0, 1) random variates is a random variate having a triang(0, 1, 0.5) distribution, where triang(a, b, c) denotes a triangular distribution on [a,b] with mode c. Even though the triangular distribution is symmetric, it is certainly not nearly normal. This result indicates that the power of the chi-square normality test with only 5 degrees of freedom (df) is weak. Nevertheless, if we mistakenly treat this kind of non-normal data as being approximately normal, the c.i. coverage remains fairly accurate.
Manufacturing i.i.d. Normal Batch Means
The QIN procedure progressively increases the batch size m until the batch means appear to be i.i.d. normal, as determined by the von Neumann and the chi-square tests. This procedure can be viewed as the initial step of the selection procedures or other procedures that require i.i.d. normal data. We divide the entire output sequence into b = 180 batches. We allocate a buffer with size 3b to keep primitive batches (PB), i.e., the average of l (a positive integer) observations. Batch means are then computed from PB in the buffer. Initially each observation is treated as a PB; as the procedure proceeds, l (the number of observations used to compute PB) will be doubled in every other iteration. The steps between collecting more observations is considered an iteration.
To facilitate the description of the algorithm, we break each iteration into A and B sub-iterations so that the most relevant quantities can be described in simpler forms. The procedure performs both independence and normality tests in both sub-iterations and terminates when BM appear to be i.i.d. normal. Table 1 illustrates how sampling progresses from iteration to iteration. The Iter row shows the index of the iteration. The n row lists the total number of observations to be taken at a certain iteration. The p b row lists the total number of PB in the buffer at a certain iteration. The l row lists the number of observations used to obtain the PB in the buffer. The m lists the batch size. There may be b, 2b, or 3b PB in the buffer. We aggregate the available PB into b BM by averaging the adjacent PB. The quasi-independent-and-normal algorithm:
The size of the buffer used to store the PB is 3b. l is the number of observations used to compute PB. δ is the incremental sample size. q is the index of iterations. Each iteration q contains two sub-iterations q A and q B .
1. Initialization: Set b = 180, l = 1, δ = b, and q = 0. 2. Generate δ PB, where each PB is the average of l observations. Store these PB in the buffer. 3. If this is the initial iteration, set c = 1. If this is a q A iteration, set c = 2. If this is a q B iteration, set c = 3. Set the value of the batch means to the average of c consecutive PB in the buffer (i.e.,
where V j is the value of the j th PB). 4. Carry out the von Neumann and the chi-square tests to determine whether these b batch means appear to be i.i.d. normal. 5. If the batch means appear to be i.i.d. normal, go to step 10. 6. If this is the initial or a q B iteration, set q = q + 1 and start a q A iteration. If this is a q A iteration, start a q B iteration. 7. If this is a q A iteration (q > 1), then re-calculate the PB in the buffer by taking the average of two consecutive PB, and reindex the rest of the 3b/2 PB in the first half of the buffer. Set l = 2 q−1 and δ = b/2. 8. If this is a q B iteration (q > 1), set δ = b. 9. Go to step 2. 10. Deliver the batch size m and the i.i.d. normal batch means.
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Since the BM manufactured by the QIN procedure appear to be i.i.d. normal, we can use these BM to construct a classical c.i. without any adjustment and use these BM as input for other simulation procedures that require i.i.d. normal data. The QIN procedure needs to process each observation only once and does not require storing the entire output sequence. Furthermore, the derivation of the procedure is rather straightforward, which makes the QIN procedure easy to understand and simple to implement as a practical procedure for manufacturing approximately i.i.d. normal data.
Selection via All Pairwise Comparisons
Selection procedures that are derived based on the LFC are conservative, i.e., they often allocate large sample sizes and achieve higher than the specified precision. Chen and Kelton (2005) propose a sequential selection procedure that takes into account the difference of sample means and is effective in terms of sample sizes. This selection procedure achieves P(CS) ≈ P * , provided that the difference between the best and the second-best designs is at least d * , and d * is at least 10% of the standard error of the difference between the sample means of the best and the second best. It is our intention for the batch means to play the role of the i.i.d. normal observations that the original version of the procedure requires. The batch sizes are determined dynamically and are random variables. Moreover, the batch size is likely to be one when the raw data are i.i.d. normal. The extension of the selection procedure is as follows:
The Sequential Selection Procedure via All Pairwise Comparisons:
1. Initialize the set I to include all k designs. LetX iι be the ι th batch mean of design i. Let b i,q be the number of batches allocated for design i, andμ i,q be the sample mean (i.e., the average of batch means) of design i at the q th iteration. 2. Run the QIN procedure to determine the batch size m i for each design i. Specify the initial number of batches b 0 , the value of the indifference amount d * , and the minimal required precision P * . Set P = 1 − (1 − P * )/(k − 1), the iteration index q = 0, and the current number of batches r = b 1,q = b 2,q = · · · = b k,q = b 0 . Simulate b 0 batches for each design i ∈ I. 3. Perform all pairwise comparisons and delete inferior design i from I; i.e.,μ i,q >μ j,q + w i j , i, j ∈ I. Note that w i j is the one-tailed P c.i. half width. 4. If w i j < d * andμ i,q >μ j,q , remove design i from I. 5. If there is only one element (or the pre-determined number of best designs) in I, go to step 9. 6. Compute the critical value h t = √ 2t P,r−1 , where t P, f denotes the P quantile of the t distribution with f df. 7. Letμ B,q = min i∈Iμi,q . For ∀i ∈ I, computed i,q = max(d * ,μ i,q −U(μ B,q )), where U(μ B,q ) is the upper one-tailed P * confidence limit of the unknown true mean µ B at the q th iteration, and compute
Note that S 2 i (r) is the variance of the batch means of design i. 8. Set q = q + 1. If δ i,q = 0, set δ i,q = 1. Set the incremental sample size at the q th iteration δ q = min i∈I δ i,q . For ∀i ∈ I, simulate additional δ q batches, set r = r + δ q . Go to step 3. 9. Letμ i = ∑ The batch size of each design m i is determined independently, i.e., the batch sizes may be different among these designs and can be different at different simulation runs. Hence, the procedure can perform selection among designs having different families of distributions. A small initial number of batches b 0 can reduce the P(CS) of the selection procedure because a small b 0 increases the frequency of incorrect eliminations of the best design at the initial comparisons. Since the QIN procedure uses 180 batch means for the tests of independence and normality, we use all the samples that are available and set b 0 = 180. In some cases, doing so may result in allocating larger than necessary sample sizes and achieving higher than required precision.
The required number of batches for design i is calculated by
Chen Let µ i be the expected performance measure of design i and µ B = min µ i . The basis for this sample size allocation strategy is to ensure that the one-tailed P c.i. half width of µ i − µ B is less than d i = max(d * , µ i − µ B ) (see Chen 2004) . From (1), if the sample size n is large enough, then the c.i. half width of the mean of correlated sequences can be computed by z P Ω/ √ n, where z P is the P quantile of the standard normal distribution. Consequently, to achieve the same precision as an i.i.d. normal sequence, the required number of unbatched raw samples of correlated sequence should be
whereΩ i is the estimator of Ω i . Similarly, the SSVC estimate of design iΩ 2 i = m i S 2 i (b i ), where m i is the batch size, and b i is the number of batches. Hence, the unbatched sample size is
Consequently, any technique of estimating SSVC Ω 2 can be used to estimate the required unbatched sample sizes, e.g., various standardized time series analysis (Healy et al. 2007 ) and spectrum analysis (Sullivan and Wilson 1989) .
EMPIRICAL EXPERIMENTS
In this section, we present some empirical results from simulation experiments using the proposed procedure. We use 180 batch means for the von Neumann test of independence and the chi-square test of normality. We evaluate the performance of using the approximately i.i.d. normal batch means manufactured by the QIN procedure as input for the selection procedure. The basic characteristics of the BM manufactured by the QIN procedure are available in Chen and Kelton (2007) . The confidence level of the von Neumann tests and the chi-square tests is set to 0.9 in our experiments. Note that a lower confidence level of these tests will increase the chance of committing a Type I error and will also increase the batch size and the simulation run length. There are k alternative designs in the selection subset. The least favorable configuration is used, in which µ 1 has the smallest value, while µ 1 + d * = µ 2 = µ 3 = · · · = µ k . We did not perform any experiments with the non LFC, since it has been shown that procedures that take into account the difference of sample means can significantly reduce the required sample sizes. The number of systems (k) is set to either 2 or 5 and the number of initial samples or batch means (b 0 ) is set to either 20 or 180. Recall that the procedure has generated 180 batches for the test of normality and test of independence. We want to select a design with the minimum mean: design 1. Furthermore, 1,000 independent experiments are performed to estimate the actual P(CS) byP(CS): the proportion of the 1,000 experiments in which we obtained the correct selection.
Experiment 1
We test the procedure with the following three independent stochastic processes: Table 2 lists the experimental results. TheP(CS) column lists the proportion of correct selection. The T column lists the average of the number of total unbatched observations and batched observations (in parenthesis) used in each experimental design. The stdv(T ) column lists the standard deviation of the number of total observations unbatched and batched (in parenthesis) at each independent simulation run. The normal(20) row lists the results when the underlying distributions are normally distributed and b 0 = 20. All other rows are defined similarly. The observedP(CS)'s are around the specified nominal value of 0.95. Since the procedure is derived based on the conservative Bonferroni Inequality, theP(CS)'s are generally higher than the specified P * as the number of k increases. The obtained batch sizes are approximately 1.1, 2.0, and Chen 5.1, respectively, for normal, uniform, and exponential distributions. The procedure correctly increases the batch size as the distributions depart farther away from the normal distribution. With α = 0.10 in the normality test, data that are normally distributed will fail the test 10% of the time. The average batch sizes for normal distribution, 1.1, are close to the theoretical value, i.e., ∑ ∞ i=0 α i . Table 2 : Results of Experiment 1 -P(CS) of the independent processes with P * = 0.95 (20) 0.955 247 (220) (900) 1566 (0) In this setting, the required number of batches for each design is less than 180, except for k = 5 with normally distributed samples. Hence, the procedure results in allocating a larger than necessary number of batches and achieving high precision when the initial number of batches b 0 is set to 180. With such a large initial number of batches, the procedure has selected the best design at the initial iteration and no further simulation is required. Furthermore, many samples can be generated simultaneously when deploying ranking and selection in a parallel and distributed environment (see .
Experiment 2
Goldsman et al. (2000) investigated the P(CS) and sample size with a series of pre-determined batch sizes. In order to compare our results with theirs, we perform an experiment with a similar setting.
We denote this sequence the AR1(ϕ) processes, in which µ 1 was set to 0, while µ 2 = µ 3 = · · · = µ k = d * . Note that the marginal variance of each system σ 2 is 1. Let Ω 2 1 be the steady-state variance constant of the best system. The indifference amount d * is set to Ω 2 1 /70 and Ω 2 1 /1000, respectively, for ϕ = 0.3 and ϕ = 0.9. Note that for the AR1(ϕ) processes, the SSVC Ω 2 = σ 2 (1 + ϕ)/(1 − ϕ). Consequently, the indifference amounts are approximately 0.1629 and 0.1378, respectively, for ϕ = 0.3 and ϕ = 0.9. Table 3 lists the experimental results. The b 0 column lists the initial number of batches. The ϕ column lists the value of the correlation coefficient. All other columns are as defined previously. TheP(CS)'s are around the nominal value when the auto-regressive sequences are pre-processed to become approximately i.i.d. normal batch means before used as input for the selection procedure. The residual autocorrelations between BM may have caused the observed P(CS) to be lower than desired when b 0 = 20 and k = 2. If this is a concern, a lower confidence level for the test of independence can be used to reduce the frequency of committing a Type II error. Table 3 : Results of Experiment 2 -P(CS) of the AR1(ϕ) processes with P * = 0.95 The observed average batch sizes are approximately 5 and 74, respectively, for ϕ = 0.3 and ϕ = 0.9. These results are consistent with the results of Goldsman et al. (2000) because the batch sizes determined by the QIN procedure are close to the pre-determined batch sizes with the allocated total unbatched observations and the observed P(CS). 
Experiment 3
In this experiment, the output data are not only correlated but also non-normal. Suppose X iι = µ i +ϕ(X iι−1 − µ i )+ε i − 1 − ϕ 2 , i = 1, 2, . . . , k, where ε i ∼ expon( 1 − ϕ 2 ). We denote this sequence the EAR1(ϕ) (exponential AR1) processes, in which µ 1 was set to 0, while µ 2 = µ 3 = · · · = µ k = d * . The indifference amounts are set to approximately 0.1629 and 0.1378, respectively, for ϕ = 0.3 and ϕ = 0.9. Table 4 lists the experimental results. All Columns are as defined previously. TheP(CS)'s are around the nominal value. The observed average batch sizes are approximately 7 and 76, respectively, for ϕ = 0.3 and ϕ = 0.9. For a slightly correlated sequence, i.e., ϕ = 0.3, the batch sizes for BM to appear to be i.i.d. normal are significantly different between the AR1 and EAR1 processes. On the other hand, for a highly correlated sequence, i.e., ϕ = 0.9, the batch sizes for BM to appear to be i.i.d. normal are approximately the same between the AR1 and EAR1 processes. It can be shown that the steady-state distribution of the EAR1 process is a gamma distribution (see Lewis et al. 1989) . As the correlation coefficient ϕ increases, the shape parameter of the gamma distribution becomes larger, and the distribution has a higher degree of symmetry. Table 4 : Results of Experiment 3 -P(CS) of the EAR1(ϕ) processes with P * = 0.95 (360) 17650 (0) 0.965 77072 (902) 27494 (9) 4.4 Experiment 4
Since batch means are often used to estimate the variance of sample means, we evaluate the accuracy of the c.i. constructed by the QIN procedure. In these experiments, neither the relative precision nor the absolute precision are specified, so the half width of the c.i. is the result of the default precision. In this experiment, we list the results of c.i. coverage when the entire sequences are divided into 180 batches. We test the procedure with the following three stochastic processes:
• The AR1(ϕ) processes are as defined in Section 4.2. We set µ to 2 in our experiments. We set X 0 to a random variate drawn from N(µ, 1).
• The EAR1(ϕ) processes are as defined in Section 4.3. We set µ to 2 in our experiments. We set X 0 to a random variate drawn from gamma
, where gamma(a, b) denotes a gamma distribution with shape parameter a and scale parameter b.
• Steady-state of the M/M/1 delay-in-queue processes has the arrival rate (λ ) and the service rate (µ = 1). This process is denoted MM1(ρ), where ρ = λ /µ is the traffic intensity. Table 5 lists the experimental results. The avg and stdv r rows list, respectively, the average relative precision and the standard deviation of the relative precision of the estimatorμ. Here, the relative precision is defined as r = |μ − µ|/μ. The T and stdv(T ) rows list, respectively, the average sample size and the standard deviation of the sample size. The avg and stdv bsize rows list, respectively, the average batch size and the standard deviation of the batch size obtained by the procedure. The avg and stdv hw rows list, respectively, the average half width and the standard deviation of the half width obtained by the procedure. The coverage row lists the percentage of the c.i.'s that cover the true mean. For these three tested processes, the c.i. coverages are slightly below the specified 90% confidence level. Since the steady-state distribution of the AR1 process is normal, we believe that some of the batch means that passed the test of independence may be slightly correlated. For the EAR1 and M/M/1-queuing processes, samples are not only highly correlated but also non-normal. Furthermore, the steady-state distribution of the M/M/1-queuing processes is not only asymmetric but also discontinuous at x = 0. Hence, the batch size for the M/M/1-queuing-processes BM to appear i.i.d. normal is significantly larger than the batch size for the AR1 and EAR1 processes. In addition, some correlated batch means pass the test of independence and some non-normal batch means pass the test of normality; thus, the coverage of the EAR1 and M/M/1-queuing processes is slightly lower than that of the AR1 process. We would like to point out that the average relative precisions of the mean estimator are within 2% and the average half widths are around or within 3% of the mean. Hence, those c.i.'s that do not cover the true mean must have missed it by only a small amount. Interested readers can see Chen and Kelton (2007) for some performance comparisons of QIN against other batch-means procedures. Since the objective of the QIN procedure is to obtain approximately i.i.d. normal batch means, it generally requires larger sample sizes and delivers tighter c.i.'s by default.
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CONCLUSIONS
We have presented an algorithm for estimating the required batch size so that the batch means appear to be i.i.d. normal and a strategy of incorporating the algorithm into selection procedures for comparing the means of several steady-state simulation responses. The QIN algorithm works well in determining the required batch size for the batch means to become approximately i.i.d. normal. Our approach has desirable properties; it is a sequential procedure and does not require users to have a priori knowledge of values that the data might assume. Thus, the user can apply the ranking and selection procedures without having to execute a separate pilot run to determine whether the raw samples appear to be i.i.d. normal. The experimental evaluation reveals that the QIN procedure determines batch sizes that are sufficiently large for achieving approximately i.i.d. normal batch means and adequate c.i. coverage.
The main advantage of the approach is its use of a straightforward test of independence and test of normality to obtain approximately i.i.d. normal batch means. We can apply classical statistical techniques directly without more advanced statistical theorems, thus making it easy to understand and simple to implement. The procedure estimates the required sample size based entirely on data and does not require user intervention. Furthermore, it needs to process each observation only once and does not require storing the entire output sequence. Clearly, we can increase the flexibility of selection procedures by using the QIN procedure to pre-process the observations. Some extensions of ranking and selection include selecting a (restricted) subset (Chen 2008 , Chen 2009 ), comparisonwith-a-standard (control) and multiple comparisons (Chen 2006) . Those procedures are also derived based on the assumption that the input data are i.i.d. normal. Hence, the discussion in this paper can also be applied to those procedures. Instead of selecting a single best design, the goal of subset selection is to select a subset of size m containing c of the v best from k alternatives. In comparison with a standard (control), we compare a finite number of designs with respect to a single standard (control). Multiple comparisons provide simultaneous c.i.'s on selected differences among the designs.
