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1 Overview
The First Latin American School in Ocean and Climate Modelling was held on 16 - 27 October 2000,
in Dichato, about 40 kms north of Concepcion, Chile. The school was organised and directed by Dr.
Joachim Ribbe from the Program for Regional Studies in Physical Oceanography and Climate (PROFC)
and the Department for the Physics of the Ocean and Atmosphere (DEFAO), both at the University of
Concepcion. Twenty-five invited graduate students of Latin American origin took part. Twelve invited
lecturers and speakers gave instructions in form of lectures, tutorials, and invited seminars.
The objectives of this school in ocean and climate modelling were: i) to conduct regional training of
Latin American graduate students, post-doctoral students, young academics, and other professionals; ii) to
establish a Latin American wide network in ocean, atmosphere, and climate modelling; and iii) to develop
local expertise in Chile and the Latin American region. The school itself consisted of four segments:
a series of lectures, invited seminars, student presentations, and exercise-tutorial sessions during which
students were able to experiment with several state-of-the-art ocean and climate models. During the
school, the students were divided into six working groups with about 4-5 students in each group. Each
group was given the task to produce a summary report of one of the lectures and of the tutorial sessions.
All formally enrolled students were able gain credits toward their respective degree program. The
event was offered and advertised through the University of Concepcin as part of its international program
in oceanography.
Funding for the school was provided by the Scientific Committee on Oceanic Research (SCOR) and
the Intergovernmental Oceanographic Commission (IOC). The United States Global Change Research
Program (USGCRP) via the Inter-American Institute (IAI) for Global Change Research supported the
participation of eight participants. Endorsement for this first school was also obtained from the Interna-
tional Association for the Physical Sciences of the Oceans (IAPSO). Other funding and contributions were
made by the University of Concepcion (UdeC), the Department of Oceanography, DEFAO, and PROFC.
The school was widely publicised through news articles appearing, for example, in EOS Transactions
of the American Geophysical Union and the newsletter of the Climate Variability Program (CLIVAR).
Announcements were also posted on several internet based information networks such as CLIMLIST,
OCEANSPACE, SCIENCEnet Bulletin Board (Omnet), Ciencia Al Dia International, and REDSUR. A
webpage (http://www.profc. udec.cl/school2000) was designed and continuously updated throughout the
year to provide participants and other interested parties with a resource and reference tool.
The emphasis during the first school was on global to basin scale ocean and climate processes. Covered
topices included modelling the coupled equatorial ocean atmosphere system (ENSO), global climate, past
climates, geochemical ocean tracer, box models, and models of the western boundary current system.
This report reflects some of the activities carried out during the First Latin American School in Ocean
and Climate Modeling. It serves as a reference tool for all those having participated in the school and
provides a brief synopsis of the current state of knowledge in ocean and climate sciences.
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2 Lecture Notes
2.1 Lecture 1 by Thomas Stocker: Relevance of the ocean circulation for
climate studies
Thomas Stocker’s lectures were reported by Group 1: Ricardo de Pol-Holz, Aurelian Paulmier, Luciano
Ponzi Pezzi, Fidel Gonzalez, Elbio Palma.
Short wave radiation from the sun constitutes the main driving forcing of the climate system. The
physical and geochemical interactions among the sub-components of the climatic system determine the
state and variability of climate on time scales from decades to millenia.
The external shortwave radiation is balanced by terrestrial infrared radiation emitted at equilibrium
temperature by the earth. This simple energy balance climate model (Fig. 2.1a) shows that the equilibrium
gray body temperature at the surface of the earth is 17.6 oC. This mean state can potentially be altered
through changes in the emisivity, solar constant and albedo. A simple evaluation (Fig. 2.1b) of the total
derivatives for temperature shows that the equilibrium state is more sensitive to changes in albedo than
in emisivity or in the solar constant. Thus, it is difficult to find mechanisms that explain how changes
in the solar constant can translate into temperature changes on earth, which may explain the presently
observed increase of the global mean surface temperature.
The understanding of how the temperature of the system can vary on long time scales requires an
insight into the internal processes that redistribute the incoming radiation. The net incoming radiation
varies latitudinally being greater at the equator than at the poles. There is a transport mechanism that
redistributes the energy in both hemispheres (Fig. 2.2). The total amount of about 6 PW (1 PW = 1015
W) is equally partitioned among ocean and atmosphere (Fig. 2.3a).
Unlike the atmosphere, the ocean transports heat meridionally with a specific regional pattern. In the
Pacific Ocean, the depth integrated meridional heat transport is nearly anti-symmetric about the equator
(i. e. heat is transported toward the poles in both hemispheres (Fig. 2.3b)). This is contrasted by the
transport pattern in the Atlantic Ocean, where heat transport is directed northwards at all latitudes with a
maximum of about 1 PW at 30oN. A simple order-of-magnitude calculation shows that this heat transport
cannot be due to the wind driven surface circulation. At about 10oN surface currents in the Atlantic are
known to be relatively weak, but the northward heat transport is still about 1 PW. Therefore, there must
be another type of circulation in the ocean that is much more efficient in carrying large amounts of heat.
Fig. 2.3c (Bryan, 1986) shows the relative contribution of the thermohaline circulation (THC), diffusion,
barotropic motion and Ekman dynamics to the heat transport in the North Atlantic from a 3D ocean
general circulation model integration. The THC is responsible for most of the northward heat transport.
The maximum is reached at about 20oN. In mid latitudes, however, the ocean plays a secondary role
compared to the atmosphere (Fig. 2.3a). An overall estimation of the meridional heat transport due to
the THC in the North Atlantic can be easily obtained through :
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Meridional Heat Transport by the Thermohaline Circulation
Fn = C ·∆V/∆t · ρ · Tn
Fs = C ·∆V/∆t · ρ · Ts
with C = 4000 J/kgoK; DV/Dt = 20 Sv; r = 1000 kg/m3; Tn = 15 oC; Ts = 4 oC
Source: Lecture Thomas Stocker
Fig. 2.4 shows a schematic view of the different types of steady-state circulations in a sectorial ocean
basin, which extends from the equator to the pole with a longitudinal extent of roughly 60o. The general
circulation is forced by surface wind stress τ and by buoyancy fluxes, indicated by the vertical arrow So and
uniform upwelling Q. The surface wind stress forces the wind-driven geostrophic circulation (WGC) which
is intensified at the western boundary and forms the subtropical and the subpolar gyres (Stommel, 1948).
Ekman pumping and Ekman suction change the local depth of the near-surface isopycnals σ, which set up
horizontal pressure gradients with associated geostrophic flows. They are responsible for the fact that the
wind driven gyres do not extend all the way to the bottom but are compensated by slopping isopycnals
in the top few hundred meters. The source So feeds the deep western boundary currents (DWBC) which
flows southward and leaks into the deep interior where the geostrophic flow (DGF) is directed toward the
poles at all latitudes. The DGF re-circulates into the source area as a DWBC whose initial strength is
2 · So. There is a cross-interface mass flux Q into the upper 1000 m which supplies the mass lost due to
So in the upper layer (Stommel and Arons, 1960).
The idea that the ocean has more than just a regulating or dumping effect on climate changes is old
(Chamberlin, 1906). Multiple equilibria of the THC could be responsible for important changes of climate
in the past. This topic was firstly covered by Stommel (1961) using a 2-box model that showed two stable
equilibrium states.
These early insights were forgotten for another 20 years until marine sediment cores were analyzed with
sufficiently high temporal resolution (Oeschger, 1984; Broecker, 1985; see Fig. 2.5). The first 3D model
showing multiple equilibria followed soon (Bryan, 1986; Fig. 2.6). It was this study that finally convinced
researchers that the ocean takes a central and active role in the climate system. Such different states of
equilibria could also be realized in newly developed 2D models (Stoker and Wright, 1991), multi basin
3D ocean models (Marotzke and Willebrand, 1991) and coupled atmosphere/ ocean models (Manabe and
Stouffer, 1988; Stocker et al 1992).
The thermohaline circulation is driven by fluxes of buoyancy, i.e. density, through the ocean surface
to which both heat and fresh water fluxes contribute. Take a situation typical for the North Atlantic. In
low latitudes, the flux of heat is directed into the ocean and reduces density, while in high latitudes the
ocean loses heat to the atmosphere and hence the density increases (Fig. 2.7a). The hydrological cycle,
on the other hand, provides the fresh water fluxes: evaporation exceeds precipitation in the subtropics.
This process increases the density at the subtropics and diminishes it around the equator and at mid to
high latitudes. Therefore, temperature tends to drive the thermohaline circulation while the hydrological
cycle acts as a brake.
The advection of saline waters from low latitudes is essential for the deep water formation process. If
the salinity of the northward flowing waters were lower than about 34.6 psu, the cooling up to the freezing
point would not increase the density enough (to about 1027.8 kg·m−3) to permit deep water formation.
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Assume now that there is still evaporation in the low latitudes (higher air temperatures) and precipitation
in the high latitudes: the freshwater flows northward in the atmosphere. If the cooling in the atmosphere
is not enough to trigger deep water formation, the circulation must reverse (Fig. 2.7B). To close the
global hydrological cycle, the surface water flowing southward must now be fresher than the deeper water
flowing north, i. e. the stratification with respect to salinity has reversed. Stratification with respect to
temperature does not reverse but weakens considerably, and hence the oceanic meridional heat transport
is diminished southwards. This leads to a high latitude cooling and strongly enhanced meridional heat
flux in the atmosphere that must partly compensate the reduction in oceanic heat flux in order to satisfy
the planetary energy balance. It turns out that the second state (Fig.2.7b) has lower potential energy in
this conceptual model than state in Fig. 2.7a and an increased stability is expected.
2.2 Lecture 2 by Thomas Stocker: Abrupt climate changes and the ocean
Variability is a fundamental property of our climate system. Mitchell (1976) proposed that the spectrum
of climate variations reflect two different types of processes: internal stochastic mechanisms and external
forcing mechanisms, including their resonant amplification of internal modes. While this concept is a useful
starting point, recent high resolution paleoclimate archives have clearly demonstrated that additional
aspects of climate variability must be taken into account. These archives are constructed from data
obtained from different sources: Ice cores, ocean and lake sediments, and tree rings. The variables used
to display the changes are air temperature, sea surface temperature, Cd/Ca, δ13C, dust, CH4, and N2O.
The most useful are the isotopic composition of water molecules δ18O (a proxy for air temperature)
and methane concentration CH4 (employed for calibration purposes). Climate change over the last 400000
years as obtained from the measurement of δ18O on ice Greenland Ice Project) is shown in Fig. 2.8. Several
features of the climate variability are evident:
• a slow astronomically forced transition from glacial to the interglacial climate between 50 kyr to 10
kyr before present (BP);
• self-sustained oscillations during the glacial period before 20 kyr BP;
• a stochastic or chaotic variability during the Holocene (10 kyr BP), and
• abrupt change and reorganization 25 kyr BP and during the Younger Dryas period (about 12 kyr
BP). Fig. 2.9 provides a closer look at the last glacial period.
During this epoch there were 24 abrupt climate shifts called Dansgaard/Oeschger events. There were
16 events between 25 and 60 kyr BP that occurred on average every 2 kyr. The recurrence time scales
for these events are highly variable. On the other hand, one notices a striking similarity in the Greenland
ice core record between individual events: The warming is abrupt and completed within a few years to
decades, whereas the cooling is slower and takes at least a few centuries. Usually there is a series of short
events after a big event. Any theory of millennial-scale events must quantitatively explain this apparent
asymmetry (see refs in Stocker, 1998).
Abrupt changes are not only a particular feature detected in Greenland records but also seem to show
up in paleoclimatic proxies from other regions. For instance, evidence for the abrupt changes related with
the Younger Dryas are detected in sediments samples from the northern Atlantic, the Cariaco Trench,
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the Gulf of California, the western Pacific and the Santa Barbara Basin (see refs in Broecker, 1997). Fig.
2.10 shows an example from the Cariaco Basin (Venezuela) comparing the degree of oxygenation of the
sediment record (grey scale) with the δ18O isotope from the Greenland ice core. There is quite a close
resemblance showing that the climate changes in Greenland might be tele-connected with much lower
latitudes. The timing of the Dansgaard/Oeschger events agrees quite well in both places, however, there
are also appreciable differences in the evolution (shape) of these events.
Fig. 2.11 shows CH4 concentrations from GRIP (Greenland) and BYRD (Antarctic) cores as well as
CO2 from BYRD. CH4 changes seem to be synchronous in Greenland and the Antarctic. The CO2 time
series, shows a positive trend and no trace of the Younger Dryas event as the CH4 Atmospheric CO2 serves
as a global parameter to test the hypothesis that the THC exhibited dramatic changes with the associated
with the associated anti symmetric coupling of the hemispheres. If Younger Dryas had been a global
cooling, we would expect a decrease of sea surface temperature by about 2-3 oC globally. The solubility
of CO2 at the ocean surface is temperature dependent: a reduction of 1 oC SST leads to a decrease of
atmospheric CO2 of about 10 ppm. Thus, Younger Dryas would manifest itself as a drop of atmospheric
CO2 by about 20 to 30 ppm; this could be clearly distinguished in a polar ice core. Instead, it is shown
an almost linear increase of CO2 during this period. This suggests that the cooling at the surface that
occurred during Younger Dryas in the northern North Atlantic must have been compensated by a warming
elsewhere. Therefore, CO2 provides circumstantial and additional evidence for this important mechanism.
Model attempts to simulate paleoclimate should reproduce these features in both hemispheres. There
are several approaches to paloeclimate models. They range from simple box models to complex 3D fully
coupled GCMs:
Box models (PANDORA et al.): i) efficient; ii) flexible; iii) weak constraints; iv) no coupling to climate
3-D models: i) state-of-the-art; ii) difficult to initialize; iii) few sensitivity studies; iv) short simulations,
quasi steady state; v) coupling to climate off-line
Intermediate models: i) Reduced dynamics; ii) Calibrated in some variables; iii) Many sensitivity
studies; iv) Indicate interesting parameter space
An alternative and promising approach for long term climate studies are intermediate models whose
advantages and disadvantages are summarized as:
Positive: i) Great tools; ii) Efficient, hence lots of sensitivity experiments; iii) Don’t need big computers;
iv) Parameterizations can be kept minimal
Negative: i) Experience in interpretation of model results required; ii) What was the model designed
for?; iii) Time and spatial scales? iv) Use only within a model hierarchy
A recent example of the potential of intermediate models to simulate long term variability including
several biogeochemical components is the Circulation-Biogeochemical Ocean Model (Marchal, 1999, see
Figs. 2.12,2.13,2.14). The model has been used to investigate for example the influence of CO2 emission
rates on the stability of the THC (Stocker and Schmittner, 1997) and transient climate simulations during
Younger Dryas (Marchal, 1999). Figure 2.15 shows temperature anomalies measured at GRIP and VOS-
TOK stations and CO2 anomalies at BYRD station (thin line) and the model results (thick line). The
model results are consistent which observations.
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2.3 Lecture 3 by Thomas Stocker: New ideas of possible abrupt climate
changes
Evidence from Greenland ice cores and ocean models make clear that abrupt climate swifts in climatic
conditions can happen within a few years and decades, with effects that are at least hemispheric in extent.
Recent modelling studies have further indicated that the dynamic behavior of the distant past may repeat
itself in the future and it is therefore of paramount importance to find out what determines rapid and
millenial scale climatic change.
A simple mechanical analog proposed by Stocker (1998) suggests some possibilities of how the climate
system operates during such climate swings (Fig. 2.16). Perturbations in the northern high latitudes
(such as melt water from the continental ice sheets) trigger transitions between different states of the
thermohaline circulation in the North Atlantic. Through the effect of the meridional heat flux in the
Atlantic, the amplitudes of climate signals are large in the region around the North Atlantic and are
weak and of opposite sign (the other end of the seesaw) in the south. This is the typical interhemispheric
seesaw forced in the northern North Atlantic region (A). Perturbations in the tropical region (such as
the hydrological cycle feeding into the Hadley cell, B) cause transitions between different states of the
thermohaline circulation in the North Atlantic with effects identical to (A). This is analogous to a seesaw,
whose motion is forced by changes of the position of the fulcrum. Perturbations in the tropical region
lead to parallel changes in the Northern and Southern Hemispheres (C). Here, the seesaw is locked and
changes are synchronous and in phase everywhere, as if the height of the fulcrum point where changing.
The mechanisms proposed for climate change are well documented for the high latitudes. An antiphase
behaviour is supported by paleo records and numerical modelling studies. Possible triggers for these abrupt
changes are the collapse of the THC and melted water from the ice sheets. The role of the low latitudes
and tropics is still unclear. Their importance is highlighted by the fact that atmospheric concentrations
of CH4 exhibits changes with each of the Dansgaard/Oeschger events (Stauffer et al, 1998).
Numerous modeling studies have shown that changes in the meridional heat transport in the Atlantic
ocean caused by sudden changes in the Atlantic THC results in antiphase behavior of North and South
hemispheres. It has been shown that several physical processes may cause a stabilizing or destabilizing
effect on the THC:
Destabilising processes: i) Surface warming; ii) More precipitation; iii) Less Arctic sea ice production
(local) iv) ?
Stabilising processes: i) more El Nino; ii) reduction of AABW formation; iii) less Arctic sea ice
production (export); iv) ?
The burning of fossil fuels, cement production and changes in land use have led to an increase of the
atmospheric concentration of CO2 by almost 30 % over the pre-industrial level of 280 ppmv (Fig. 2.17).
Changes in the content of CO2 due to human activities have the potential to weaken the THC of the
Atlantic ocean and therefore to modify estimates of future CO2 uptake. Manabe and Stouffer (1993)
showed using their model that the Atlantic THC weakens in response to the warming and that a critical
threshold value of CO2 concentration lies between twice and four times the pre-industrial concentration
beyond which the Atlantic THC brakes down. Recently, Stocker and Schmittner (1997) have used a
three basin zonally averaged ocean circulation model coupled to a simple energy balance model of the
atmosphere to select the influence of CO2 emission rates on the stability of the THC. They conclude
that irreversible changes of the THC would have direct and indirect consequences for the distribution of
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anthropogenic carbon: a strong reduction of ventilation decreases the transport of excess carbon and heat
into the deep ocean. The latter leads to an enhanced warming of the upper layers of the ocean which in
turn decreases the solubility of CO2 and results in a further increase of atmospheric CO2. This feedback
mechanism has the tendency to further destabilize the THC.
(a) The Simplest Climate Model - Global Energy Balance Model for Planet Earth
Change of energy content = energy gain - energy loss
4pi ·R2 · h · C · r · dT/dt = pi ·R2 · (1− α) · So − 4pi ·R2 · ε · σ · T 4
h = height of atmosphere; 4pi · R2 = area; 4pi · R2 · h = volume of atmosphere; ε = emissivity
[0.6]; α = albedo [0.3]; s = [5.6.10−8W/m2K4]; So = solar constant [1370 W/m2]; T = unknown
equilibrium grey body temperature. Assuming a steady state system, the left side of the equation
is zero and the following result for the grey body temperature of Earth is obtained:
T = [(1− α) · So/4 · ε · σ]0.25 = 17.6oC
Source: Lecture Thomas Stocker
(b) The Simplest Climate Model - Climate Sensitivity
T = [(1− α) · So/4 · ε · σ]0.25 = 17.6oC
An evaluation of the total derivatives for temperature yields:
dT/T = 0.25 · dSo/So − 0.25 · dα/(1− α)− 0.25 · dε/ε
dT/T ∼ 0.00025− 0.02− 0
dT ∼ 0.02 · 300
dT ∼ 6oC
with So = 1370 W/m2;dSo = 1.3 Wm−2; dSo/So ∼ 0.001; dα = 0.05; α = 0.3; dα/(1− α) ∼ 0.07;
assumption of ice north and south of 75o latitude: dε ∼ 0; dT ∼ 300oK
Source: Lecture Thomas Stocker
Figure 2.1: (a) A simple energy balance model for Earth. Assuming that the energy balance is in a
steady state, incoming solar radiation is balanced by outgoing longwave radiation leading to a gray body
temperature of T. (b) A simple energy balance model for Earth. Evaluation of the temperature derivatives.
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Figure 2.2: Meridional Heat Transport in the Ocean and Atmosphere. Graphic from: The Physics of
Climate.by P. Peixoto and A. H. Oort. Data for the graphic were taken from Trenberth and Solomon
1994.
11
Figure 2.3: Heat Transports Profiles (a)Meridional profiles of the northward transport of energy by the
total system, the atmosphere and the ocean for annual-mean conditions in units of PW (based on data from
Carissimo et al,1985) (b)Meridional profiles of the northward oceanic heat transport for the various oceans
in units of PW as computed indirectly from surface heat balance conditions (adapted from Hastenrath,
1982). (c) Meridional heat transport in a 3-d OGCM for individual transport terms based upon Bryan
(1987)
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Figure 2.4: Schematic view of the different types of steady-state circulations in a sectorial ocean basin
extending from the equator to the pole with a longitudinal extent of about 60o. Source: See reference:
Stocker: The Ocean in the Climate System. http://www.climate.unibe.ch/∼stocker/
Figure 2.5: (A): source Ruddiman & McIntyre, 1981, (B): source Oeschger et al. 1984
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Figure 2.6: Multiple Equilibria in Ocean Circulation, F. Bryan (1986, Nature 323, 301-304)
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Figure 2.7: Multi-equlibria, see for more details also Stocker 1998: Lecture Notes.
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Figure 2.8: Climate - temperature - change over the last 400000 years as obtained from the measurement
of δ18O on ice Greenland Ice Project.
Figure 2.9: A closer look at the temperature record of the last glacial period.
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Figure 2.10: An example from the Cariaco Basin (Venezuela) comparing the degree of oxygenation of the
sediment record (grey scale) with the δ18O isotope from the Greenland ice core.
Figure 2.11: The CH4 concentrations from GRIP (Greenland) and BYRD (Antarctic) cores as well as
CO2 from BYRD. CH4 changes seem to be synchronous in Greenland and the Antarctic.
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Circulation-Biogeochemical Ocean Model
CirculationComponent :
- zonally averaged balance equations
- diagnostic momentum balance
- atmospheric energy balance and sea ice models
BiogeochemicalComponent :
- PO4, DIC, ALK, DI13C, DOC, DO13C, O2 Spin-up: NP=max0, (PO4-PO4*/τ)
Prognostic Mode: NP(t) = NPmax.PO4(t)/(KPO4+PO4(t))
- 4-box land biosphere model (for δ13C)
Figure 2.12: A Circulation - Biogeochemical Ocean Model
Figure 2.13: A Carbon Cycle Model
Figure 2.14: Model domain
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Figure 2.15: Temperature anomalies measured at GRIP and VOSTOK stations and CO2 anomalies at
BYRD station (thin line) and the model results (thick line). The model results are consistent which
observations.
Figure 2.16: The Seesaw Effect from Stocker, T. 1998, Science, 282, 61
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Figure 2.17: CO2 history from different observations
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2.4 Lecture 4 by David Battisti: ENSO during the last century: observations
and theory
David Battisti’s lectures were reported by Group 3: Claudia Simionato, Martin Saraceno, Juan Pedro
Montavez, Silvia Venegas.
El Nino Southern Oscillation (ENSO) is an interannual oscillation in the coupled tropical Pacific
atmosphere/ocean climate system. It is characterized by large scale sea surface temperature and surface
wind anomalies in the central and eastern equatorial Pacific, displacement of the heavy rainfall area from
Indonesia to the central Pacific and upward displacement of the sea level in the eastern tropical Pacific
and downward displacement of the thermocline.
The observational record indicates:
• ENSO shows robust temporal and spatial characteristics in SST, SLP surface winds and heat fluxes.
The Cold Tongue (CT) Index is defined as an average SST in the tropical box from 180 to 90oW
and from 6oN to 6oS. The CT Index regressed upon global SST, SLP and surface winds, provides
an idea of the global spatial patterns of these variables associated with ENSO (Figure 2.18)
• It is a coupled atmosphere/ocean phenomenon intrinsic to the tropical Pacific.
• It has particular temporal properties: a broad spectral enhancement at 3-7 years; it is coordinated
by the annual cycle (Figure 2.19); nearly Gaussian statistics, but warm events are stronger than
cold events
• During the warm event of ENSO there is an excess of precipitation in the tropical Pacific due to the
displacement of the warm pool from Indonesia to the central Pacific (Figure 2.20)
• ENSO has a large impact over the climate of the Americas, changing dramatically the patterns of
precipitation, air temperature and streamflow (Figure 2.21).
The fundamental questions we aim to answer are: i) Why do El Nio events usually last one year?
ii) Why are they so coordinated with the annual cycle? ii) Why do they end? iii) Why are they often
followed by colder than normal conditions in the tropical Pacific?
The basics of equatorial dynamics
On seasonal to interannual time scales, the dominant forcing of the ocean is the zonal wind stress and
that of the atmosphere are the SST changes. Given the observed wind stress, the Equatorial Theory is
validated by shallow water and intermediate ocean models that hindcast sea level and SST. On the other
hand, given the observed SST, monthly mean surface wind anomalies in the tropics are reproducible using
equilibrium atmospheric models.
The atmospheric response to tropical heat anomalies
The tropical atmosphere is driven by Diabatic heating (Latent heat release; virtual sensible heat flux
(vapor + temperature induced buoyancy changes)), latent heat release in convective clouds and Sensible
heat flux and evaporation changes at the surface. Changes in temperature and vapor mass in the boundary
layer imply a density change in the planetary boundary layer (PBL). This results in changes in pressure
gradients, which in turn generate circulation anomalies in the PBL. (Figure 2.22)
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Table 1: Typical scales
Phase/Group Basin Crossing Time (Pacific)
Kelvin Rossby n=1 Kelvin Rossby n=1
Atmosphere 30-60 m/s 10-20 m/s 6 days 18 days
Ocean 2.5-3 m/s 1 m/s 3 months 8 months
The deep tropical response to convective induced heating anomalies
a) The vertical structure of the excited waves.
The anomalous heating generates a spectrum of waves (Kelvin, Rossby, gravity, etc) that propagates
horizontally and vertically. As the frequency (ω) of the forcing tends to zero, the vertical energy propaga-
tion tends to zero too. Therefore, the low frequency energy (i.e., periods larger than 20 days) is strongly
trapped to the levels of the heating. Hence, the tropopause (the top of convection) is effectively a lid to
the low frequency waves, which propagate mainly horizontally.
One can prove (see notes) that, in the tropics, the diabatic heating must be balanced closely by
adiabatic motion. Otherwise, the quasi-geostrophic flow would be dynamically unstable. In the low
frequency limit, the vertical structure is essentially the gravest baroclinic mode of the free troposphere.
b) The horizontal solutions.
The horizontal solutions come from the linear shallow water model on an equatorial beta-plane.
du
dt
− kβy × u = −∇φ (1)
dφ+ C2o∇.u =
−J
Cp
= −Qo (2)
where Co = NH is the speed of the gravest baroclinic mode.
Matsunos (1966) Dispersion Relationship describes the modal solutions. At low frequencies, in the
region relevant to ENSO, the key modes are the eastward propagating Kelvin wave and the family of
westward propagating long Rossby waves (for n = 1,2..) (Figure 2.23).
Meanwhile Kelvin waves can only propagate energy eastwards, Rossby waves can be divided into two
different kinds. Long waves propagate energy westward, and short waves propagate energy eastward.
When this waves are generated in the interior of the ocean, they can propagate until they reach the
coast. When doing so, part of the energy they transport is reflected and other part can be transmitted
into other coastal-trapped modes. The reflectivity depends upon the mode. On Rossby waves, the only
mode that can be reflected on an effective way is the first baroclinic mode, as an eastward traveling Kelvin
wave (Figure 2.24). Even though 50% of the energy cannot be reflected. For Kelvin waves, only the low
frequency waves can be reflected as westward traveling Rossby modes. The shorter waves are converted
into coastal-trapped waves that travel poleward.
The evolution of the thermocline in response to a zonal wind stress path applied at a given time in
the central basin can be seen in Figure 2.25.
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Gill Model
The Gill model is an equilibrium (steady) model of the linear, gravest vertical mode response of the
tropical atmosphere to prescribed convective heating anomaly Qo. Note that this model is the steady form
of equations (1) and (2) with damping. The low level response to heating is illustrated in Figure 2.26.
c) The relationship between convective heating and SST.
Assume that the local evaporation anomalies Qevap, in the steady state, are balanced locally by rain.
Hence, the local latent heating of the atmosphere is equal to Qevap. Since the surface latent heat flux is
sensitive to SST changes, we have:
Qo = f(Tmean, T ′,∇(uq)) (3)
where f is an arbitrary function.
The Linden /Nigam (L/N) model of the tropical equilibrium lows level wind field. In this model of
the tropical boundary layer:
• Local SST anomalies drive sensible heat anomalies that change the temperature (virtual) in the
boundary layer.
• This in turn gives rise to pressure gradients that are balanced torques and friction. (see Figure 2.27)
By comparing L/N boundary layer model versus the G/Z model one can find that deep convective
heating and temperature gradients should contribute to the solution. Actually for this coupling problem
the only thing we want is a correct surface wind stress given a SST anomalies distribution. Both models
represent semi empirical atmospheres that do a fair job at simulating the important observed zonal wind
stress along the equator within the wave-guide. The empirical atmospheric model is build by using the
observed relationship between the surface wind stress (heat fluxes as well) and the SST anomalies.
Evaluation of Ocean Models: OGCMs and reduced gravity models (RGM) (Equatorial
Pacific only).
The extracted conclusions of this evaluation are the following:
• The evolution of sea level (thermocline) in RGMs and OGCMs is governed by linear physics
• OGCMs and RGMs simulate sea level well on interannual time scales; the more modes are included,
the better the solution
• By including explicit representation of thermodynamics in an embedded mixed layer in the RGMs
gives credible simulations of SSTs
• OGCMs and RGMs give good simulations of SST anomalies when forced by observed wind anomalies
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Modeling the coupled system
As a conclusion of the pioneer works on the subject (Philander et al., 1984; Yamagata, 1885; Gill,
1985; Hirst, 1986, 1988; McWilliams and Gent, 1978; McCreary, 1985, etc.) it was recognized that both,
the boundaries and the inhomogeneous basic state are crucial. This gave rise to the phase II of ENSO
theories, based upon intermediate coupled models with quasi-realistic climatological mean states.
These models (Zebiak and Cane, 1987; Schopf and Suarez, 1988) yield interannual variability that
is similar temporally and spatially to the observed ENSO phenomenon. Inhomogeneous basic states of
surface mixed layer physics are crucial in these models. Upper ocean thermodynamic processes are rich
in varying during the simulates ENSO cycle.
These models are consistent with that in nature:
• The near equatorial SST and wind perturbations are consistent with the observations in magnitude
and pattern.
• Warm event occurring every three or four years (too regular), with warm events lasting about one
year and usually followed by cold events.
• ENSO tends to peak at the end of the calendar year.
2.5 Lecture 5 by David Battisti: Summary of the ENSO Mode physics (The
Delayed Oscillator Theory (DOT))
The character of the model coupled atmosphere/ocean ENSO seems to be typically depended on the
interplay of:
• Local (eastern basin) feedback. It depends on a delicate balance in ocean thermodynamics;
• Delayed ocean wave effects on a localized growing instability. It depends on oceanic wind speed and
the reflective and dissipative properties of oceanic waves.
The first mechanism is illustrated on the Figure 2.28. The weaker the trades, the weaker the upwelling
the deeper the thermocline; this last effect in turn tends to reduce the entrainment of cold water warming
the east and weakening the trades and son on. So we have a clear positive feedback mechanism
The second mechanism tends to restore the primitive conditions. Long Ocean waves slowly adjust the
ocean stopping the warming in the eastern Pacific by propagation of Kelvin and Rossby reflected waves
on scale of six moths.
The ENSO phenomenon is a true model of the coupled atmosphere/ocean of the Pacific basin. In this
theory for ENSO the ocean memory the dynamical adjustment time of the ocean is crucial to the evolving
ENSO event including the event onset, peak, decay , and the ensuing cold event.
The key ocean thermodynamic processes in the ENSO mode are complicated, but the important ocean
dynamic appears to be linear and evolves Kelvin and low order forcing signals.
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DOT of ENSO is a statement that a growing ENSO event contains the seeds of its own destruction.
This is due to the nature of the equatorial dynamic, the long times scales associated with the adjustment
of the tropical Pacific Ocean and the close relationship between wind and SST anomalies in the tropics.
The ENSO mode and observations
• Verification of DOT from observations
1. The ENSOmode is essentially consistent with Bjerknes hypothesis on the ”local” atmosphere/ocean
feedback in tropical equatorial zone.
2. The ENSO mode feature is buildup of warm water in the equatorial wave-guide that precedes
the SST anomalies in the eastern Pacific.
3. The evolution of the heat content in the onset, growth and decay of a warm even via the
ENSO mode is essentially consistent with that observed during individual ENSO events and
that Hindcast with Ocean GCMs
• Coupled Atmosphere ocean GCMs and DOT
1. The ENSO mode (DOT) is essentially consistent with the interannual variability in several
coupled AOGCMs
• The ENSO mode (DOT) is also consistent with the following
1. ENSO is locked to the annual cycle because of the annual cycle in the background of the coupled
system
2. ENSO events last about one year
3. The Indian Ocean does not support ENSO variability (homogeneous basic state)
• Implications of DOT for long range climate forecasting
1. If delayed oscillator physics is relevant to nature ENSO events, then they should be predictable
at least nine months in advance.
The ENSO mode - The seasonal cycle effects on the leading mode and optimal structure
The principal oscillation patterns can be obtained by applying Floquet multipliers to the linear zed
set of equations. Once this model is obtained, it is possible to compute the natural modes of the system
as eigenfunctions of the linearized matrix. As long as we are dealing with a cyclic process, the matrix is
time dependent (monthly propagators).
As a results of this analysis the ENSO mode is obtained. The upper panel of Figure 2.29 illustrates the
temporal evolution of the first mode. A conclusion is that the ENSO mode is robust to the seasonal cycle
and tends to peak in boreal winter. On the lower panel the real and imaginary parts of the first mode
for SST and thermocline can be seen. It can be extracted from this figure that the ENSO is a standing
process.
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2.6 Lecture 6 by David Battisti: Decadal ENSO-like variability: Observations
and Theories
Part I: Review of observations. We have seen that CT index representing ENSO is dominated by the
interannual times scales. If we remove this interannual signal from the total field of SST, SLP and Surface
Winds, we are left with the decadal part of the total variability. Figure 2.30 shows the correlation between
the Global Residual (GR) time index and the fields of SST, SLP and Surface Winds. The spatial pattern
of these variables is very similar, at first glance, to those obtained in Figure 2.18 by regression with the CT
index. The main differences are the smaller amplitude of the SST in the eastern tropical Pacific and the
larger amplitude of the northern hemisphere middle latitude SSTs when the interannual signal is removed.
Due to the similarities with the ENSO variability, the fields represented in Figure 13 are the anomalies
associated with so-called decadal ENSO-like variability.
Figure 2.31 shows the time series of the GR index of the decadal ENSO-like variability. Regression of
the GR index and the CT index upon geopotential height fields in both hemispheres show similar patterns
with subtle differences. However the regressions upon storminess in the northern hemisphere are rather
different. The storm track associated with the interannual ENSO signal is located to the south of that
associated with the decadal ENSO-like variability.
The atmospheric teleconnections associated with the interannual ENSO signal result in the Pacific
South American (PSA) pattern in the southern hemisphere and in a wave-mean flow interaction at the
subtropical latitudes in the northern hemisphere. On the other hand, atmospheric teleconnections asso-
ciated with the decadal ENSO-like signal result on a wave-mean flow interaction (k=3) on the southern
hemisphere, while in the northern hemisphere we find the Pacific North American (PNA) teleconnection.
That means that interannual ENSO and the decadal ENSO-like signal affect the midlatitudes in a dif-
ferent way. The reason for this is that the midlatitude response is very sensitive to the position of the
heating (rainfall) anomalies in the tropics. Finally, the similarity with ENSO suggests that the roots of
the ENSO-like variability are in the tropical or subtropical Pacific
Part II: Theories of decadal ENSO-like variability. A question that remains unanswered is whether
ENSO-like variability is a debris of ENSO or a completely different coupled mode.
Decadal ENSO-like variability as a debris of ENSO
The authors that defend this hypothesis are divided by three groups. They all consider uncoupled
noise (e.g. weather):
• Noise is a nuisance. Noise related to weather is independent of ENSO changes.
• Noise is sometimes important to ENSO and may be responsible for different ENSO regimes.
• Noise is always fundamental for ENSO. Without noise, there is no ENSO.
Figure 2.32 illustrates case 2) by showing two different periods of time in a model simulation of
temperature anomalies associated with ENSO. The solid line is the control run and the dashed lines are
the experiment runs that start with perfect initial conditions plus noise. Two different ENSO regimes are
observed during the two periods of integration shown. Between years 151 and 160 of the simulation, the
ENSO events in the control run show a distinct periodicity of around three years. The experiment runs
follow the control one closely, indicating that the noise is not affecting much the predictability of ENSO.
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On the other hand, between years 171 and 180, the ENSO events in the control run are more irregular
and the experiment runs are relatively far from the control one, meaning that the noise is degrading the
predictability of ENSO in this part of the record.
To test case 3), a linearized and stabilized version of the Zebiak/Cane model of ENSO is used. Four
different prescriptions of key parameter values yield four different candidate models of ENSO. Among the
modified parameters we find, for example, the coupling (drag coefficient), the western boundary, the ocean
damp, the upwelling, the ENSO growth and period, etc. They are chosen to affect the decay rate of the
ENSO mode and the amplitude of the transient (optimal) growth. The solution given by all four models is
the ”ENSO mode” described by the leading Floquet mode, and it evolves via ”Delayed Oscillator” physics.
A brief description of the model follows. The atmospheric component is based on the Gills scheme:
i) It has 2 layers in the troposphere, it is linear and in steady state with respect to SST changes; ii) It
is global, but the forcing is confined to the tropical Pacific; iii) It is an anomaly model. The oceanic
component is the shallow water tropical Pacific with the explicit mixed layer SST equation. Both the
atmosphere and the ocean models represent the prescribed seasonal cycle (mean) state.
Four runs of the ZC model with different parameters (candidate models) are then performed to test
the sensibility of the ENSO mode to changes in damping. Figure 2.33 shows the four runs N97, T97,
T80 and T60 (in order of increasing damping) plus the observations from COADS. The spectra of these
four time series are compared with that of the observations in Figure 2.34. Run T80 is the closest to
observations when considering the dominant frequency of oscillation and the temporal characteristics of
the noise. Assuming perfect model and initial conditions, the potential predictability of the T80 run is
about 18 months. We can compare this with the large potential predictability (more than three years) of
the weakly damped, periodic but rather unrealistic run N97.
In addition, the ENSO mode peaks at the end of the year independently of the degree of noise. The
annual cycle is well simulated by the four models, although the minimum in the models tends to occur
earlier in the year (around March) than the minimum in the observed data (in June). The similarity
between the run T80 and the observations is an indication of the importance of the non-linear effects on
the ENSO mode. In summary: i) The observed decadal ENSO-like variability is just the temporal residual
of the ENSO mode (the leading Floquet mode). ii) Noise is crucial to ENSO and for ENSO prediction.
iii) The limit of the predictability if around one year and it depends on the seasonal cycle. iv) We need
to know the character of the noise (weather on different timescales, non linearity).
Decadal ENSO-like variability as an exotic phenomenon with intrinsically different physics
from interannual ENSO
Different hypothesis inside this theory sustain that Decadal ENSO-like variability results from: i) The
competition between two or more coupled modes, ii) Nonlinear modifications to delayed oscillator physics.
To illustrate (i), a SVD is shown in Figure 2.35, SVD 2, 3, 4 at lag 2 (months). Which implies a
propagation of a wave of wind and SST anomalies in the central Pacific from the east to the west .
As an example of nonlinear interaction (ii) between ENSO and another coupled mode we observe that
when filtering the high frequencies on the monthly data of SST anomalies along the equator a propagation
appears (Zebiack). It is called the Mobile mode , which is a kind of destabilized Rossby modes. Figure
2.36. If the mobile model is disable the time series of NINO3 SST anomalies filtered is nearly periodic with
a peak of 50-54 months. This irregularity is due to nonlinear interaction between two unstable coupled
modes. Anyway the spatial patterns obtained in this way has no observational counterpart.
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Tropical-Subtropical Interaction: The Oceanic Bridge
The aim of this section is to illustrate mechanisms that could change circulation and/or density in
extra tropics that will results in SST changes in the equatorial strip.
One of the suggested mechanisms (Figure 2.37) argues that parcels of water are subducted in the extra
tropics of the coast of California. The parcels move downward, westward and equatorward. Along the
equator they rise to the surface while being carried eastward by the equatorial undercurrent. Changes
in temperature and salinity (and so on density) in the extra tropics will result in SST changes in the
equatorial strip. Taking into account the characteristic SLP patterns of the North Pacific related to the
decadal ENSO-like variability (Figure 2.30) this last does not seem to be very plausible; as long as being
the low-pressure anomalies being located more to the northwest, the particles would tend to remain on
the subpolar gyre.
The paradigm:
During a warm ENSO event, there is a midlatitude SST cooling due to evaporation. This implies
subduction and advection, leading to lifting of thermocline in the wave-guide of the eastern Pacific.
Another effect that could produce a similar result could be the existence of wind stress anomalies. In
turn, these mechanisms, represent a negative feedback to the ENSO (warm tropics). In the wake of this
on the long time scales inherent to ocean current advection leads to delays and hence oscillations.
Conclusion Opinion!
There are several hypotheses for the decadal ENSO-like variability. The least offensive of these hy-
potheses appears to be noise acting to stimulate the essentially linear, damped ENSO mode. However,
there are tantalizing differences in the structures of the SST and wind fields in the deep tropics (and in
the teleconnections).
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Figure 2.18: Global reanalyzed field regressed upon CT*. (top) Sea surface temperature (SST). Contour
inteval is 0.1 K per standar deviation of CT* (std dev)−1. The zero contour is omitted and negative
contours are dashed. (middle) Surface winds. The reference vector es 1.5 ms−1 (std dev)−1. (bottom) Sea
level pressure (SLP). Contour interval is 0.25 hPa (std dev)−1. The zero contour is omitted and negative
contours are dashed. Regressions are based on all calendar months, fromJan 1958 to Dec 1993. [Ref.
Garreaud & Battisti, 1999]
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Figure 2.19: AutoCorrelation of SSTA Forcing simulations
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Figure 2.20: Reg. of Reynold’s SST (0.2oC) & MSU Prec (mm) (shading) on SST index. All months.
Figure 2.21: Cold-tongue Index, 1904-1990
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Driving of the tropical atmosphere
• Diabatic Heating:
– Latent heat release Qo
– Virtual Sensible Heat Flux Q?
(vapor + temperature induced buoyancy changes)
• Latent heat release in convective clouds:
• Sensible heat flux and evaporation changes at the surface:
boundary layer
⇓
density change in planetary boundary layer (PBL)
⇓
changes in pressure gradients (p.g.)
⇓
Circulation anomalies in PBL
Figure 2.22: The Atmospheric response to tropical heat anomalies
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• Assuming an equatorial β-plane (f = βy; y = 0 at the equator)and bounded motions
at y = ±∞ yields the dispersion relationship (Matsumo, 1966) solutions exp(ikx − iwt)
• Solutions fundamental for ENSO include:
– Kelvin signal
w
k
≡ Ck =
√
g ∗ hg∗ = g (ρs − ρo)
ρo
eastwards
– Long Rossby signal (n = 1, 2, ...∞)
Cn = − Ck2n+ 1
Figure 2.23: Highlights of linear adiabatic tropical dynamics theory
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Figure 2.24: Changes in the depth of the thermocline in response to a patch of easterly winds with the
zonal and latitudinal structure shown in (a). The maximum value of the windstress is 0.5 dyne/cm2.
The instantaneous pictures show conditions after (a) 1month (b) 3 month (c) 13 months and (d) 60
months. Shaded regions indicate an elevation of the thermocline. The contour interval for curves that
show departures from the mean depth of the thermocline is 10 m. [From McCreary and Anderson (1984)]
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Figure 2.25: Rossby and Kelvin Waves leaving the western coast
THE GILL MODEL (Gill, 1980)
An equilibrium (steady) model of the linear, gravest vertical mode response of the tropicial atmosphere
to prescribed convective heating anomaly Qo. Gill’s model is the steady form is the steady form of eqns
(3.2), (3.3) (with damping).
The relantionship between convective heating and SST
Assume local evaporation anomalies Qevap will, in the steady state be balanced locally by rain.
Hence, the local latent heating of the atmosphere = Qevap
Since the surface latent heat flux is sensitive to SST changes, we have:
Qo = Fnet(F, T,∇ · (µg))
Figure 2.26: The Gill Model
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Figure 2.27: (a) Gill/Zebiak and (b) Lindzen/Nigam
Figure 2.28: Local Atmosphere-Ocean feedback in tropical east-central Pacific
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Figure 2.29: The ”ENSO Mode”
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Figure 2.30: Anomalies associated with GR decadal ENSO-Like vaiability (Garreaud & Battisti (1998))
Figure 2.31: Time series of ENSO-like Decadal variability
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Figure 2.32: NINO3 prediction years
Figure 2.33: Nino 3 Index Samples from Simulations and COADS
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Figure 2.34: Power spectra of candidate models. The thick lines in panels (a) through (d) show the
spectrum of the Nino3 index for the N.97, T.97, T.80, and T.60, respectively. The thin line repeated in
all four panels shows the COADS spectrum for comparision
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Figure 2.35: Anatomy of the mobile mode in tje CZ model. (a) SVD2, (b) SVD3, and (c) SVD4 regression
maps, for the ZC model output. Normalized expansion coefficients for (d) the second, (e) the third, and
(f) the fourth eigenvector pairs. Line patterns are with correlation coefficents in the upper right corner
of each panel. Positive contours are solid and filled with shading, negative contours are dashed; contour
intervals are 0.1oC for the regression maps in panels (a), (b) and (c), and 0.25o for panel (g)
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Figure 2.36: Example of nonlinear interacction between ENSO and another coupled mode: SST along the
equator.
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Figure 2.37: The paths of water parcels over a period of 16 years after subduction off the coasts of
California and Peru as simulated by means of a realistic oceanic general circulation model forced with the
observed climatological winds (8). From the colors, which indicate the depth of parcels, it is evident that
parcels move downward, westward, and equatorward unless they start too far to the west off California, in
which case they join the Kuroshio Current. Along the equator they rise to the surface while being carried
eastward by the swift Equatorial Undercurrent. [Ref. Gu & Philander, 1997]
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2.7 Lecture 7 by David Stevens: Ocean General Circulation Models
David Stevens’ lectures were reported by Group 2: Mauro Cirano, Galina Garca and Jaci M. B. Saraiva.
This lecture described the principal equations for ocean circulation models. Presented are the ap-
proximation and boundary conditions for these equations, finite difference methods, and stability and
convergence.
1. Approximations for the model
• The Earth is approximated as a sphere.
• The radial coordinate r appears in the equations of motion is replaced by the Earth’s mean radius
a.
• Neglect the horizontal component of Coriolis term.
• The gravitational acceleration is assumed to be small.
• Boussinesq approximation is assumed, with a reference density ρo.
• The ocean is treated as an incompressible fluid.
• The hydrostatic approximation is made.
• In large scale motions, the horizontal scale is much larger than the vertical scale.
• The vertical coordinate is special, for instance, use the local vertical z as a coordinate.
2. The Continuous Equations and Natural Boundary Conditions
Primitive equations in spherical coordinate system with φ and λ, the latitude and longitude and z the
vertical coordinate are:
∂u
∂t
+ Γ(u)− uv tanφ
a
− fv = − 1
ρoa cosφ
∂p
∂λ
+ Fu,
∂v
∂t
+ Γ(v)− u
2 tanφ
a
− fu = − 1
ρoa
∂p
∂φ
+ F v,
−∂p
∂z
= −ρg,
Γ(1) = 0,
∂T
∂t
+ Γ(T ) = FT ,
ρ = ρ(θ, S, z)
where f is the Coriolis parameter, T denotes any tracer quantity, p the pressure, ρ the density, φ the
temperature and S the salinity. The advective operator Γ is defined by:
Γ(s) = q
1
a cosλ
∂(us)
∂λ
+
1
a cosφ
∂(vs cosφ)
∂φ
+
∂(ws)
∂z
and (Fu, F v) represent the turbulent viscosity and diffusion terms:
Fu = Am
(
∆u+
(1− tan2 φ)u
a2
− 2 sinφ
a2 cos2 φ
∂v
∂λ
)
+
∂
∂z
(
Km
∂u
∂z
)
,
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F v = Am
(
∆v +
(1− tan2 φ)v
a2
− 2 sinφ
a2 cos2 φ
∂u
∂λ
)
+
∂
∂z
(
Km
∂v
∂z
)
,
FT = Ah∆T +
∂
∂z
(
Kh
∂T
∂z
)
where
∆u =
1
a2 cos2 φ
∂2µ
∂λ2
+
1
a2 cosφ
∂
∂φ
(
∂µ
∂φ
cosφ
)
and Am and Ah are the constant horizontal coefficients of eddy viscosity and diffusivity and Km and Kh
are the vertical coefficients of eddy viscosity and diffusivity.
Boundary Conditions
• At the ocean floor the bottom stress can be specified as:
ρoKm
∂(u, v)
∂z
=
(
τλB , τ
φ
B
)
• The flow is required to be parallel to the slope:
w = − u
a cosφ
∂H
∂λ
− v
a
∂H
∂φ
• At lateral walls:
- for the velocity (u, v) = 0,
- for the tracers ∂T/∂n = 0, where n is in the directional normal to the coast.
• At the ocean surface:
- for the wind stress:
ρoKm
∂(u, v)
∂z
=
(
τλB , τ
φ
B
)
- for the tracer:
T = Ts;Kh
∂T
∂z
= QT ;
where QT is the flux at the surface.
3. External and Internal Mode
External or Barotropic Mode: When the rigid lid approximation is made at the surface ω = 0, the
high frequency external gravity waves are filter. The momentum equations are now rearranged to form
an equation for barotropic stream function ψ[
∂
∂λ
(
1
H cosφ
∂2ψ
∂λ∂t
)
+
∂
∂φ
(
cosφ
H
∂2ψ
∂φ∂t
)]
− ∂
∂λ
(
f
H
∂ψ
∂φ
)
− ∂
∂φ
(
f
H
∂ψ
∂λ
)
= −
[
∂
∂λ
(
g
ρoH
∫ 0
−H
∫ 0
z
∂p
∂φ
dz′dz
)
− ∂
∂φ
(
g
ρo
∫ 0
−H
∫ 0
z
∂p
∂λ
dz′dz
)]
+
[
∂
∂λ
(
a
H
∫ 0
−H
F v − Γ(v)dz
)
− ∂
∂φ
(
a cosφ
H
∫ 0
−H
Fu − Γ(u)dz
)]
where
−1
a
∂ψ
∂φ
=
∫ 0
−H
udz; − 1
a cosφ
∂ψ
∂λ
=
∫ 0
−H
vdz
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and the boundary conditions for ψ are:
1. across lateral walls ∂ψ/∂s = 0 where s is the direction tangential to the wall and no slip condition
to hold ∂ψ/∂n = 0.
2. in a simple connected domain ψ can be arbitrarily set zero over land, but for a multiply connected
domain the value of ψ on each island will be different reflecting the flow around that particular
island.
Internal Mode: The internal modes uˆ, hatv can be described by the equations:
uˆ = u′ − 1
H
∫ 0
−H
u′dz; vˆ = v′ − 1
H
∫ 0
−H
v′dz
where u and v are the solution of momentum equation without surface pressure ps.
4. Finite Difference Formulation
The finite difference scheme was described for external and internal mode and the stability criteria
needed for choosing grid spacing, timestep, eddy viscosity and eddy diffusivity for a model.
Computational Stability
• CFL condition on the timestep:
∆t <
∆min
u
• Criteria for the tracer equation is:
∆tT <
∆2min
8Ah
• For the momentum equations:
∆tv <
∆2min
8Am
• For the boundary layer to be properly resolved:
Am > β∆3max whereβ =
∂f
∂φ
• Criteria to be satisfied related to the grid point Reynolds number:
Am >
1
2
u∆max
2.8 Lecture 8 by David Stevens: Boundary Conditions for Ocean General
Circulation Models
This lecture described different boundary conditions for the ocean circulation models. An open boundary
conditions has been presented for use with three dimensional primitive equation models.
1. Initial Conditions
There is a paucity of oceanographic data. Models are initialized either from climatology or from other
model runs.
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2. Surface boundary conditions
Freshwater (virtual salt) fluxes:
The ocean exchange freshwater with the atmosphere, that is why freshwater fluxes is recommended to
use as surface boundary. (Huang or Free surface formulation)
Time dependent boundary conditions:
Forcing field such as the surface wind stress and heat fluxes are often obtained in terms of monthly
mean values and linear interpolation is needed. In order to avoid a change in the monthly mean values
due to the interpolation procedure, special care has to be taken, such as the methodology described by
Killworth (1996).
3. Open Boundary Conditions for Three Dimensional Primitive Equation models
The boundary condition utilizes dominant balance in the governing equations to assist calculations of
variable at the boundary. There are two types of open boundary condition: i) Passive boundary condition
where there is no external forcing at the boundary and ii) Active boundary condition where the model
is forced by a prescribed value at the boundary. For barotropic stream function (the most difficult) the
boundary condition can be calculated either from the Svedrup balance:
∂ψ
∂λ
= − a
2Ω cosφ
(
∂
∂φ
(
τλ cosφ
)− ∂τφ
∂λ
)
or the radiation condition, or can be from from observations.
For tracer: Solve
∂T
∂t
+
v + c
a
∂T
∂φ
= FT ,
with c computed from radiative condition when v and c are in the direction out of the model region.
Otherwise ∂T/∂t = λ(Tobs − T ) for active case.
For baroclinic part solves the linear form of the momentum equation. It Retain geostrophy.
Different test cases are presented to illustrate the boundary condition in both forms and the results
are analyzed for each term (stream function, tracer and baroclinic fields). For passive open boundary
condition three simple domain rectangular basin are set up with the eastern and western boundary closed.
Model A: control; model B: with an extra correction term to the velocity v in the tracer equation, and
model C: without correction term. Figure 2.38 shows the temperature field for 22, 55 and 111 days. In
this test it is demostrated that the passive boundary condition allows the Kelvin waves to propagate out
of the model domain without affecting the interior solution.
Why do we use Open Boundary Conditions? answer: There are modellers that have an interest in
relatively small areas and do not want to run a global model (for example the North Sea).
Why shouldn’t we use Open Boundary Conditions? answer: It is very hard to implement and will
almost certainly produce the ’wrong’ result. Ill posed!
4. Anomalous Anomalies in Averaged Hydrographic Data
Anomalous anomalies: If we average temperature and salinity along pressure surface we may gener-
ate a water mass which is an artifact of the isobaric averaging process. The negative effect of isobaric
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averaging is the change of the slope and curvature of the σ − S relation (Fig. 2.39). It is suggested that
climatological hydrographic data should be averaged over potential density surface in order to prevent
averaging anomalies and to preserve, to a large extent, synoptic water mass characteristics.
2.9 Lecture 9 by David Stevens: Fine Resolution Models
This lecture described the advantages and disadvantages of the use of fine scale numerical models. Advan-
tages are: i) The ability to reproduce meso-scale features, like eddies; ii) Enhance details of the circulation
in specific regions and iii) It allows the understanding of the interaction of large and meso-scale features.
Disadvantages are: i) It is very expensive in terms of computing time; ii) Requires a clear understanding
of the process to be studied, due to the large amount of data that is generally produced and iii) It may
allow for the generation of noise without a realistic physical meaning.
The model used as a framework for this lecture is the Fine Antarctic Resolution Model (FRAM), which
is a community model developed with the purpose of understanding some key features of the Southern
Ocean dynamics, such as:
• The momentum balance of the Antarctic Circumpolar Current (ACC),
• The vorticity balance of the ACC;
• The driving mechanisms of the ACC;
• The topographic effects on the flow;
• The meso-scale eddy field and its interaction with the mean flow;
• The convection and ventilation movements;
• The exchange of heat and fresh water with the oceans to the north (Pacific, Atlantic and Indian
Ocean);
• The water masses dynamics and its interaction with the ACC;
• The seasonal variation of the sea ice cover and its influence in the ocean circulation
The details of the model are as follow:
• Resolution: 1/2o (east-west), 1/4o (north-south), 32 levels in the vertical;
• Time step: 40 minutes;
• Km = 1 · 10−4m2s−1 and KH = 0.5 · 10−4m2s−1;
• AM = 2 · 102m2s−1 and Ah = 1 · 102m2s−1 (when second order closure is used);
• Period of simulation: 15 years;
• The model was initialized from the rest with the thermohaline fields being relaxed towards the
Levitus climatology. The wind forcing field was only introduced after the spin-up phase and in a
very gradual manner;
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• Period for data analysis: between years 10 and 15
Although the case study realized with FRAM has answered some of the important questions in the context
of the Southern Ocean, it has also shown that there are still important features that have to be evaluated
in model, which are related to:
• sensitivity of the model (increase of model runs);
• the treatment of the topography;
• effect of eddy dynamics;
• importance of daily and seasonal forcings (winds, surface fluxes, etc);
• the effect of climate drifts;
• the treatment of advection (that is the most difficult task!!!)
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Figure 2.38: (a) Control (b) With Correction (c) Without Correction. 22 days (Top), 55 days (Middle),
111 days (Bottom)
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Figure 2.39: ”Anomalous” anomalies in averaged hydrographic data
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2.10 Lecture 10 by Gokhan Danabasoglu: Sub-grid scale parameterizations
in the NCAR Climate System Model (CSM)
Gokhan Danabasoglu’s lectures were reported by Group 5: Efrain Rodriguez, Ken Takahashi, Javier
Zavala-Garay, Catia Domingues
A comprehensive CSM configuration is composed of four independent component models for the basic
system components:
atmosphere, ocean, land surface, and sea ice, each communicating with a flux coupler using message
passing. The component models are driven primarily by fluxes at the Earth’s surface. Those fluxes that
directly depend on the state of more than one component model, e.g., turbulent fluxes of latent and sensible
heat, are computed within the flux coupler, which is also responsible for interpolating and averaging
between the differing grids of the component models while conserving local and integral properties.
The Ocean model has been spun up for use by CSM at two resolutions spanning the range of affordable
computation time. The finer resolution version (nominally 2 degrees) will be the initial model for CSM
with zonal resolution of 2.4 degrees, meridional resolution varying from 1.2 degrees to 2.3 degrees, and
45 levels in the vertical to resolve the upper ocean and the major features of the bottom topography.
The ocean model includes the Gent-McWilliams parameterization of mesoscale eddy effects and several
improvements to the numerics.
Anisotropic horizontal viscosity:
Many Global Ocean climate models by necessity have coarse horizontal resolution (e.g. Large et al.,
1997 with 3 and Gent et al., 1998 with 2), but one of the serious deficiencies in both their solutions is
their equatorial ocean circulation, in special the weak Equatorial Under Current (EUC).
In order to overcome this shortcoming, has been to enhance the meridional resolution in the tropics
and the reformulation of the horizontal momentum flux divergence, where is retain an eddy-viscosity
parameterization, but the viscosity is anisotropic. The result of this is that the zonal equatorial currents
become much more realistic. Its allows the coefficient of meridional diffusion of zonal momentum to be a
physically based small everywhere except near western boundaries.
Gent-McWilliams parameterization:
Gent and McWilliams (1990) propose an adiabatic parameterization for the effects of mesoscale eddies
on the transport of tracers in non-eddy-resolving ocean circulation model. The parameterizations consist
of an additional advection of tracers by the eddy-induced transport velocity and the diffusion of tracers
along surfaces of constant potential density.
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K-profile parameterization (KPP):
Ocean models designed for climate research place severe demands on vertical mixing parameterization.
They must capture the important physics throughout the annual cycle in very different dynamical regimes.
In response to this challenge, Large et al., (1994) developed a nonlocal K-profile parameterization (KPP)
of vertical mixing throughout the water column. They used midlatitude observational datasets to choose
parameter values and to verify one-dimensional model performance over timescales from hours to years.
2.11 Lecture 11 by Gokhan Danabasoglu: An Upper-ocean Model and its
application for large-scale variability studies
Essentially, principles and formulation for a simplified oceanic general circulation model, an Upper-Ocean
Model (UOM), suitable for studies focusing large-scale short-term climate variability (few months to many
years) based upon some dynamical assumptions are presented, and its model solutions are examined for
their adjustment to equilibrium, mean state, and fluctuation behaviors in comparison with analogous
Full-Depth Model (FDM) solutions.
Such a UOM model can be a useful alternative to a conventional FDM for two reasons: (i) its value
as a conceptual tool for testing the hypotheses enumerated below and (ii) the relative economy of a UOM
compared to an FDM. The greater part of the economic advantage comes from the much faster adjustment
to equilibrium in a UOM. It is shown that this occurs in a few decades instead of the millennia required
for an FDM.
The dynamical hypotheses are the following: (i) the variability of upper-ocean tracers depends impor-
tantly upon the time mean tracer distributions and circulation (which themselves cannot be consistently
determined entirely within the upper ocean) because of advective nonlinearity; (ii) the variability of pres-
sure and currents in the upper ocean is tightly coupled with that of tracers; (iii) barotropic fluctuations in
pressure and currents (i.e., averaged over the whole ocean depth) also have significant short-term climate
variability coupled with that of tracers; (iv) oceanic mesoscale eddies (which also cannot be consistently
determined entirely within the upper ocean) and even finer-scale fluctuations are so loosely coupled to
short-term climate variability rather than resolved explicitly.
A priori observational and theoretical assessments of the plausibility of a UOM are made firstly by
analyzing measurements of the vertical structure of tracer fluctuations and then by solving idealized
problems for transient tracer penetration by vertical diffusion and for adiabatic response to wind stress
variations. The observational analyses of temperature and salinity fluctuations demonstrate their degree of
confinement to the upper-ocean (the variability strongly decays beneath the pycnocline). Diffusion yields
surface-trapped variability with a depth scale that varies inversely with frequency, and short-term climate
variability should be confined to the pycnocline and shallower except for regions of deep convection. Wind-
driven fluctuactions of both barotropic and upper-ocean currents are generally well modeled with the UOM
approximations, except for modest shifts in the resonances and in the presence of large-scale topographic
slopes. Thus, the two idealized models show that the UOM approximations are usually accurate for the
phenomena of interest.
In addition, a UOM for the global general circulation is specified and its model solutions compared
to those of a comparable FDM. The global upper-ocean general circulation model is an extension of the
NCAR CSM Ocean Model, utilizing stretched s coordinates in the vertical direction. From a stratified
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resting state, the UOM spins up to an equilibrium state over a period of about 30 yr. The UOM and
FDM solutions agree well in both the mean state and short-term climate fluctuations, even for cases for
which the model parameters and forcing are modestly inconsistent with the UOM’s abyssal climatology.
In sum, the essential features of a UOM are a full dynamics for the upper-ocean domain, an abyssal
climatological reservoir for material properties (i.e. tracers) and baroclinic velocity for calculating fluxes
through the UOM bottom, and a full-depth baratropic dynamics simplified only by the neglect of abyssal
baroclinic variations (e.g., JEBAR). Results confirm that the UOM is dynamically consistent, verifying
the initial design hypotheses. Therefore it can be a useful and robust tool for short-term climate variability
investigations since the processes it excludes are unimportant for this range of scales. Given a suitable
abyssal climatology, usually obtained from an equilibrium FDM solution, the UOM can be used for forcing,
coupling, parameter-sensitivity, and hypotheses-testing studies without the confusion of slow model drifts
inherent in disequilibrium FDM solutions.
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2.12 Lecture 12 by Matthew England: Chemicals and Idealized tracers in
ocean modeling
Matthew England’s lectures were reported by Group 4: Chris Aiken, Carlos Torres, Carlos Lentini, Junit
Juantorena Alen, Paola Da´vila
A chemical tracer is defined as any chemical compound, element or isotope that is dissolved in sea-
water. Some examples of chemical tracers are oxygen, phosphate, silicate, nitrate, carbonates, salinities,
anthropogenic compounds such as chlorofluorocarbons (CFC), or radioisotopes like radiocarbon or tritium,
between others.
There are quite a few reasons why tracers are useful in ocean models: i) Model Validation (natural
and bomb 14C, CFS, tritium,...); ii) Ocean carbon cycle modeling (DIC, CO2, O2, phosphate, SiO2). iii)
Model diagnosis (39Ar, PO4, age, dye,...); iv) Paleoclimate analyses (18O/16O, δ13C) and v) Environmental
assessment (Pollutants, sewage, radioactive contaminants, etc.)
The tracer equation is used in all primitive equations expresses the total derivative and is written in
the following way:
dT
dt
=
∂T
∂t
+ u
∂T
∂x
+ v
∂T
∂v
+ w
∂T
∂z
= So +Mo +Qo
where the first term of the left part of the equation expresses the total derivative of tracer T . This term
can also be expressed as the sum of the local time variation plus the horizontal and vertical advection
terms. So expresses the source terms, Mo the mixing process (like eddy induced, convection, internal
waves, etc), and Qo the sink terms.
Table 1 from England and Maier-Reimer (2000) is a compilation of different chemical tracers used in
Ocean Circulation Models (OCM). From all those tracers, the most widely used in OCM to asses ability
of these models is to simulate the Meridional Overturning Circulation (MOC) are the five listed in Table
2 of this report. This table also shows the main sources, properties and applications of the tracers.
Table 2: The principal chemical tracers used to assess large-scale ocean circulation models.
Tracer Chemical
Formula
Main Source Properties Applications
Natural Radiocarbon 14C Natural isotope of 12C 5730 year
half life
Long time scale
ventilation
Bomb Radiocarbon 14C Nuclear bomb-testing. 5730 year
half life
Transient and
decadal
Tritium 3H Bomb-produced radionu-
clide
12.43 year
half life
Transient
Chlorofluorocarbons C ClN FN Refrigerants, foams, sol-
vents
Stable, inert Transient
Helium-3 3H Seafloor volcanism, 3H by
product
Stable Deep water flows.
There are a number of possibilities to validate OCMs. This can be done by comparing poleward heat
transport, model currents, temperature/salinity characteristics and passive tracers, with the corresponding
observations. It has been observed that OCM have differences and uncertainties e.g. depending on whether
z levels, isopycnals or sigma co-ordinates are used. Figure 2.40 shows the differences and uncertainties
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among z levels, isopycnic and sigma coordinate models. The differences are largest at lower latitudes.
Figure 2.41 shows subsurface displacement ( 1000 m) of row ALACE -floats data in the western South
Pacific. Even though for some regional areas, mode currents can be well correlated with observations of
the mean state and seasonal cycle, variability due to the eddy flow interactions, or turbulence may not
be well captured by the model. The T/S characteristics can be quite well simulated in the model, though
currents may not reflect the oceanic ventilation process in time and space.
Passive tracers well reflect ventilation rates, but only provided if they satisfy some criteria. These are:
i) well -known and long enough atmospheric history; ii) known entry function in both hemispheres; iii)
known solubility; iv) observable and v) not involved in biological cycles.
Chemical tracers have been vastly used in combination with OCM to estimate the deep - water cir-
culation pathways, as well as the ventilation time scales. One way of doing that is through the use of
radiocarbon 14C. The net concentration of this gas is driven by the net flux between the ocean and the
atmosphere. This gas flux can be defined as:
gas flux = γ
[
δ14Cocean − δ14Catmosphere
]
Where γ is called the piston velocity, this constant depends on the wind speed, sea-ice coverage. After
mixing through the ocean model surface layer, the second term on the right hand side vanishes. Hence
there is no more source of 14C to the ventilated area anymore. 14C decays to 14C at a known rate, so that
the % of 14C reduces with time, (see Fig. 2.42).
Thus variations in the concentration of 14C can give an age estimate of the deep water masses. For
example if you want to simulate the deep circulation of the Pacific Ocean, a nice benchmark simulation
to validate an OGCM is through the δ14C percentages. This quantity is defined as,
δ14C =
[
14C/12C
]
obs
− [14C/12C]
ref
and is always negative.
A typical time scale for the 14C is approximately 6000 years. The higher the difference the older are
the water masses and vice - versa, (see Fig. 2.43). Gaining the exact age is difficult because 14C is in
the biological carbon cycle and is selectively taken up by biota. This selection between isotopes is called
fractionation and for 14C this can change the concentration in the water mass.
How well these estimates do for the North Pacific when compared to different models? Observations
of 14C capture the movement of Antarctic Bottom Water equatorwards. For the first 1000 m, the models
outputs are quite in agreement but they all underestimate the age of the water masses. However in the
deep ocean layers no model recreates the observations. The models however assume that the flow has not
change character over time.
Another way of looking at chemical tracer dispersion in OGCM is through this atmospheric 14C. Figure
2.44 shows the time history of the atmospheric 14C (per thousand) between 1950 and 1990, commonly used
in ocean models. It is clearly that the atmospheric bombing test at the early 1960’s shows an invariance
of approximately 900 %o of δ14C. After 1965 there is a marked decrease in δ14C since the diminishing of
atmospheric bombing test.
Tritium (3H) is also another common used tracer. Figure 6 shows the 40 year history of trituim input
into the North Atlantic Ocean trough different mechanisms. Among them we have water vapor exchange,
precipitation, run off, freshwater inflow (Southern and Arctic Oceans). This tracer is a radioactive isotope
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that was produced by atmospheric nuclear bomb testing in the 1950’s and 1960’s in amounts far exceeding
its natural abundance. Because of its time -dependent atmospheric history it is classed as transient tracer.
Its time decay can be observed in Table 2. Its input function into the World Ocean is complex, depends
on rainfall, air moisture, and /or the geographic location of river input. Air masses that move out over
the sea from land have higher inputs at a given latitude than do marine air masses, because gas exchange
over land is not as effective in removing tritium as it is over the ocean. Tritium concentrations are about
four times higher in continental air as compared with marine air. Thus this tracer can be used in ocean
circulation models to observe river input and precipitation patterns.
Sarmiento (1983) used tritium in a general circulation model in the North Atlantic. He observed a
very rapid oceanic uptake in the early 1960’s, a peak content during 1966, followed by a very gradual
decrease. This loss of oceanic tritium during the latter stages of the model run is due mostly to the
natural radioactive decay of tritium. Others studies that involved tritium where done to determine the
age and ventilation rates of seawater in the North Atlantic. This tracer is not widely used because there
are significant uncertainties associated with specifying its input function over the global ocean. An other
reason for this is that chlorofluorocarbons have emerged as well measured inert transient tracer, whose
solubility properties, atmospheric history and air - sea exchange are for the most part well understood.
Figure 2.46 shows the annual 3H input likewise atmospheric the 14C atmospheric bombing. The
trituim has also a pronounced concentration peak around the early 1960’s. The cumulative tritium input,
however shows a slowly upward trend after the late 1960’s until late 1980’s. The predicted tritium input
from rainfall has the largest values in the Northern Hemisphere (3H >50 Tn) with maximum (14H >200
Tn) area at the north American continent. The Southern Hemisphere, on the other hand, has values less
than 10 Tn.
Figure 2.47 compares observed tritium input for the North Atlantic Ocean (GEOSECS) with two
different models. The Maier - Reimer and Hasselmann (1987) model does not give a good representation
for the deep flows, as the NADW (North Atlantic Deep Water) flow is too weak. The Heinze et al. (1998)
model has a much better representation, which reflects not only on the NADW flow but also in the tritium
concentration as well.
The industrial release of CFCs began in 1930 and accelerated during the next three decades. All
production and release takes place in the Northern Hemisphere. Rapid mixing rates takes place in the
lower atmosphere and the chemical stability of the CFC ensures relatively uniform distributions. Unlike
the majority of ocean tracers (e.g. nitrates, silicates, oxygen and 14C), the CFCs are not influenced by
biological processes and are very stable compounds, serving as an unambiguous tracers of the present day
ocean circulation over decadal to interdecadal time scales. The CFCs concentrations are used in conven-
tional hydrographic surveys, and are used principally to test the water - mass ventilation characteristics
and to validate their associated renewal schemes against observations, and are used principally to test
the model water mass ventilation characteristics, and to validate their associated renewal schemes against
observations. CFCs have been widely used to study model circulation and water mass formation in the
North Atlantic. Coarse resolution studies produce a deficient model outflow transport, and only capture
a single CFC core, which corresponds to the Upper NADW. The outflowing of the CFC is generally too
weak due to the sluggish interior model currents. This is corrected with finer resolution models (1/3o).
Atmospheric history of CFC11 and 12 can be used as a ”feel” to calculate the approximately age of the
water masses. After being ventilated CFC input gives a distinct finger print of the ventilation time-scales
into these water masses. Figure 2.48 shows concentrations of the CFC12 and 11 for both hemispheres.
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Figure 2.49, shows an horizontal section of CFC-11 in the North Atlantic Ocean. Both figures indicate
the outflow pathways of the NADW towards the southern hemisphere as a deep western boundary current
along the South American Continent. The pattern of this outflow pathway varies proportionally to the
grid space resolution. The higher the resolution, the better represented is the deep western boundary
current outflow.
Computations of the CFC net flux between the ocean surface and the atmosphere is sensitive to its
solubility and wind speed. For example, the equation (4), shows the net gas flux as function of K, the
piston velocity. K is proportionally dependent on the wind speed, Schmidt number, and sea ice formation.
Q = K · (α · Catm − Cw) (4)
where Q is the gas flux across the air-sea interface, α is the CFC solubility and K the piston velocity,
Catm and Cw are the concentrations in the atmosphere and water respectively.
Mantle Helium is considered as an exotic tracer, that it is characterized by not being well observed
in the ocean because its measurement is difficult, and sometimes can require large - volumes of sampling
sea water and with complex chemical analyses. Other examples of exotic tracers include argon, helium,
and cesium, as well as radioactive isotopes of common tracers such as silicon and oxygen. Although these
tracers are poorly sampled, they can be used to diagnose water-masses and their ventilation mechanisms
in ocean models.
Mantle helium is produced in hydrothermal fluids in seafloor volcanism at mid ocean ridges. Thus
unlike the other tracers that have their source at the atmosphere mantle helium is added at the sea floor. It
can be used to trace abyssal ocean circulation and in ocean circulation models. However, source functions
of mantle helium are still under investigation, so the tracer is not ideal for direct model ventilation studies.
Figure 2.50 shows different concentration of helium from observations (GEOSECS) and model. Mantle
helium (3He) is injected along the mid ocean ridges axes with different local spreading rates. This is
evident in the vertical plots, when the zonal tongue of mantle 3He is observed spreading from fracture
zones. Figures 2.50b and d shows two different runs for 3He concentrations for the Pacific and Indian
Oceans, respectively. Comparison between observed and modeled mantle 3He for the Pacific are not
constant. The modeled Pacific mantle 3He shows maximum concentration values around 1000 m as a
consequence of bottom to top upwelling, not observed in the hydrographic sections.
Despite the differences between cause and fine/high grid resolution, some concentrations and limitations
may arise when observational data is compared to the model outputs. Basically they are dependent on the
source function and the seawater chemistry, as different piston velocities and biological effects respectively,
can vary considerable the concentration of tracers respectively.
Figure 2.51 shows two scenarios in which wrong set up conditions, like the chao of the wind fields and
the sea - ice extent can alternate significantly the overturning circulation cell. Using model sea-ice and a
very weak winds field to force the CFC uptake would lead to a weak gas flux over the spurious overturning
regions, leading the weak CFC lading the weak CFC loading in the overturned waters. So the message
here is that one has to be careful when forcing the exchange of gases (i.e. CFC) between the air - sea
interface.
Another passive tracer commonly used in the oceanographic community is Dye. The dye follows the
standard tracer concentration (equation number) with the appropriate boundary conditions and initial
conditions. Actually this method of tagging water particles in OGCMS can be observed in two ways: ”in
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line” or ”off line” On the in line mode the tagged water particles are advected and diffused continuously
while the model is running. The off line mode, on the other hand, advects end diffuses the tagged particles
in a non-continuos time frame. That means you have the model outputs for discrete time steps. The use
of the off line tracers models may give some spurious results depending on the tone initiated for each
conservative output. That means, the larger the time internal the bigger the chances of introducing errors
on the trace dispersion.
Figure 2.52 shows the time evolving situation for the transient dye tracers in the global oceans. This
2000 years run clearly shows that in the Atlantic and Antarctic regions the ocean ventilates faster than
in the Indian and Pacific Ocean.
GCMs can be used to determine water-masse age, which is the time since it was ventilated at the
surface. In a sense a water mass is born at the surface, where fluxes of heat, freshwater, and chemical
tracers determine its characteristics. Away from the surface these characteristics change slowly.
An equation for age can be defined on the model grid by
dA
dt
= L(A) + 1
That is the age at any point where L(A) refers to the standard tracer advection/diffusion (and implicitly
convection). Besides by aging the water locally, the age varies due to the advection and diffusion of water
of different age.
Water in contact with surface is newborn so A(z=0) = 0. Because this surface age is all that is known
initially long integration times are required to fully equilibrate the age-field.
The water age derived form GCMs shows well the rapid ventilation of the deep North Atlantic and
Southern Ocean due to bottom water formation, and the great age of the deep North Pacific.
When these ages are compared with the age form 14C observations a further complicating factor is the
mixing of waters of different ages. Because the decay is exponential and not linear the 14C concentrations
of mixed waters masses will appear younger than their true average age (overhead 50), England, (1995).
In summary the main uncertainties in the use of chemical tracers are the source function and the
seawater chemistry. The distribution of some tracers is not well known, and the ventilation is dependent
upon knowing the winds and sea-ice cover, so that there can be large uncertainties in the base concentration
of tracers in newly ventilated water. Also the concentration of some tracers can be charged by biological
processes, and isotopes are prove to fractionation effects.
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Figure 2.40: Northward transport of heat in all three models
Figure 2.41: Raw ALACE data from the western South Pacific. Submerged displacements (most over 25
days) near 1000m are shown as arrows; spaces indicate surface drift. All vectors from one float are in the
same color.
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Figure 2.42: Scheme of the ∆14C in the ocean.
Figure 2.43: Estimation of the age of the water masses, through ∆14C %
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Figure 2.44: Time history of atmospheric ∆14C (per mil) between 1950 and 1990 used by the model
(adapted from Broecker et al., 1980)
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Figure 2.45: Time histories and sources of the (a) annual 3H delivery and (b) cumulative input for the
North Atlantic Ocean (after Doney et al. 1993)
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Figure 2.46: Predicted 3H input from rainfall
Figure 2.47: Tritium concentrations along the north south GEOSECS sections in the western Atlantic
Ocean
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Figure 2.48: Atmospheric history of CFC-11 and CFC-12 for the Northern and Southern Hemisphere
Figure 2.49: Horizontal distribution of CFC-11 in the North Atlantic OCEAN
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Figure 2.50: GEOSECS sections of helium. (a) Observed Pacific Ocean 3H, (b) modeled Pacific mantle
helium, (c) observed Indiana Ocean 3H, (d) modeled Indian Ocean mantle Helium. Model results are from
a more recent version of the Farley et al. (1995) simulation with increase vertical resolution
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Figure 2.51: Scenario in which using model sea-ice and winds in a coupled climate tracer validation study
can lead to an apparently good simulation in spite of spurious overturn in subpolar waters. Using model
seas-ice and wind to force CFC uptake would lead to a weak gas flux over the spurious overturning region,
leading to weak CFC loading in the overturned waters. This is a schematic of what is likely to have
ocurred in the Dixon et al. (1996) study.
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Figure 2.52: Scheme of the time evolving situation for the transient dye tracer. The dye D follows the
standar tracer conservation equation with boundary condition D=100 over the region of interest
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3 Invited Seminar Abstracts
3.1 Dr. Rene´ Garreaud: Atmospheric regional models: short-term and
long-term applications
Departamento de Geofisica, University of Chile, Santiago, Chile
Atmospheric regional models (ARMs) are designed to mimic atmospheric phenomena in synoptic and sub-
synoptic scales (200-5000 km in the horizontal and periods up to 5 days), being largely used in numerical
weather prediction. Their resolution ranges from 10 to 100 km in the horizontal and 100-500 m in the
vertical. In spite of the relatively high resolution, there are many sub-grid processes that need to be
parametrized (e.g., cumulus convection). Furthermore, because of computational limitations, ARMs are
typically nested within large-scale, coarse-resolution global models, so they are also referred as limited area
models. While ARM have developed independently from atmospheric climate models (ACMs), during the
last few years there have been increasing work in using ARM in climate simulations, in what is called
physical down-scaling. The ACMs provide the lateral boundary conditions for ARM, that can be integrated
for long periods, allowing a more direct use of seasonal climate prediction.
3.2 Dr. Joachim Ribbe: Intermediate water mass production controlled by
southern hemisphere winds
Program for Regional Studies in Physical Oceanography and Climate, University of Concepcio´n,
Concepcio´n, Chile
It is demonstrated that the production of intermediate water in a coarse resolution ocean general circulation
model is controlled by Southern Hemisphere winds. Results from four equilibrium experiments using
simplified topography and surface forcing are presented. The first experiment was carried out with no
wind forcing at all, subsequent experiments employed annual mean surface stresses which were amplified
using factors of 0.5, 1, and 2.0 south of 30oS. In all experiments, the salinity minimum characteristic
for intermediate water is reproduced. The intermediate water is produced in the South Pacific Ocean
by mid-latitude convection and the conversion of Pacific Ocean surface water. Volume and heat fluxes
are quantified. Those are found to be directly proportional to the applied Southern Hemisphere surface
stresses. They force an increased export of intermediate water and heat into the South Pacific Ocean
northward across 30oS and through Drake Passage into the South Atlantic Ocean.
3.3 Dr. Ole Krarup Leth: Modelling the current system off central Chile on
seasonal and intraseasonal time scales
Program for Regional Studies in Physical Oceanography and Climate, University of Concepcio´n,
Concepcio´n, Chile
The seasonal variability in the coastal ocean circulation off central Chile and specifically in the im-
portant upwelling circulation will be discussed here, using the Princeton Ocean Model (POM). Several
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experiments will be presented and the results will be compared with the present knowledge of the circu-
lation in the region. One of the most robust features of the model experiments is the existence of distinct
meanders and eddies in the current system seawards of the continental shelf. The energy budget of the
current system will be analysed in details for a possible explanation of the meanders and eddies.
In recent years it has become clear that a large portion of the intraseasonal variability in the coastal
ocean off Chile may be explained in terms of poleward propagating coastal trapped waves (CTWs). In the
model the CTWs are prescribed on the northern boundary and allowed to propagate poleward over the
continental shelf and slope. The interaction (e.g., scattering and damping) of the CTWs with bathymetry
will be studied.
3.4 Dr. Ilana Wainer: The annual cycle of the Brazil-Malvinas confluence
region in the NCAR climate system mode
Department of Physical Oceanography - IOUSP, University of Sao Paulo, Brazil
The objective of this study is to compare the mean and seasonal variability of the circulation in the
Southwest Atlantic with observations. The results used in the comparison are from the last 200 years of a
300 year control integration of the Climate System Model (CSM). The area of study includes the confluence
region between the subtropical and subpolar waters represented by the Brazil and Malvinas Currents. The
seasonal variation of transport, its relationship to changes in the wind-stress forcing and in the sea surface
temperature is examined and compared to available oceanographic observations. This study shows that a
coarse resolution climate model, such as the CSM, can successfully reproduce major characteristics of the
BMC seasonality, although the meso-scale features involving recirculation and meander dynamics are not
resolved.
The CSM transport values in the region of 38oS are consistent with hydrographically derived values.
The transport of the CSM Brazil Current is higher during austral summer and smaller during austral
winter. Conversely, the Malvinas Current transport is weaker during austral summer and stronger during
austral winter. This is also consistent with observations. The CSM seasonal cycle in transport associated
with both the Brazil and Malvinas Currents and its meridional displacement is closely linked to the seasonal
variations in the local wind stress curl. However, the displacement is much smaller in the model than in
observations. The CSM results show that the latitudinal displacement of the 24oC and 17oC isotherms
at the South American coast between austral summer and winter is 20oC and 12oC, respectively. This is
very similar to the displacement seen in observations.
3.5 Dr. Gary Shaffer, Dr. Jørgen Bendtsen and Steffen Olsen: Small-scale
mixing, thermohaline circulation and climate in simple coupled models
Danish Centre for Earth System Sciences, University of Copenhagen, Denmark
Several very simple coupled climate models are presented and used to investigate possible interactions
between small scale, ”vertical” mixing in the ocean, the nature and strength of ocean thermohaline cir-
culation and climate on Earth. Earlier, ocean-only studies have demostrated a strong dependency of the
strength of the thermohaline circulation on vertical diffusivity: stronger diffusion mixes heat downward
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more effectively at low latitudes setting up a stronger poleward pressure gradient and thermohaline cir-
culation within the ocean. In a one hemisphere, coupled model with homogeneous ocean boxes, strong
enough vertical exchange between the deep ocean and ocean surface layers, in the presence of sufficiently
large horizontal exchange, suppresses the weak, salinity-driven ”off” mode of the thermohaline circula-
tion. This leaves the strong, thermally-driven ”on” mode, associated with ”warm” conditions at mid-high
latitudes, as the only possible climate state in the model. When extended to two hemispheres and for
sufficiently large vertical and horizontal exchange, such a simple coupled model exhibits three possible
climate states. These corresponds to a strong ”on” mode circulation and ”warm” mid-high latitude tem-
peratures in either of the hemispheres - one of these states could be identified with the present climate
state with a strong thermohaline circulation in the Northern Atlantic Ocean - in addition to a state with
weaker ”on” modes, and somewhat cooler high latitudes temperatures, in both hemispheres. These one-
and two-hemisphere models are subsequently extended to include continuosly-stratified, deep ocean boxes.
These configurations are used to examen the nature and sensitivities of thermohaline circulation and cli-
mate states for different parameterizations of vertical diffusion (i.e. for diffusion varying as the inverse
of local stratification strength). Finally, possible evolution of vertical diffusion over Earth history and
possible modulation of vertical diffusion between climate states (i.e. glacial-interglacial climate changes
for instance) are discussed together with possible implications of this evolution/modulations for climate
and climate feedbacks
3.6 Dr. Oscar Pizarro: Coastal trapped waves along the western coast of
South America
Program for Regional Studies in Physical Oceanography and Climate, University of Concepcio´n,
Concepcio´n, Chile
Much of the intraseasonal variability observed in the coastal sea level and alongshore current over the
continental slope and shelf off Chile are of equatorial origin. In this work, numerical model for computing
Coastal Trapped Waves properties and their propagation will be used together with an equatorial model
to study the effects of intraseasonal equatorial disturbances along the west coast of South America.
3.7 Dr. Neil Holbrook: Climatological changes in the upper ocean thermal
structure of the southwest Pacific ocean
Department of Physical Geography, Macquarie University, Sydney, Australia
This presentation will provide an overview of climatological changes in the upper ocean thermal struc-
ture of the southwest Pacific Ocean (0-50oS, 140-180oE) between 1955 and 1988 based on gridded ob-
servations from the digital atlas of southwest Pacific upper ocean temperatures (DASPOT). Interannual
variability, associated with the El Nino - Southern Oscillation (ENSO) phenomenon, and decadal scale
changes will be discussed in terms of rotated principal components, using the upper ocean temperature
anomalies. Estimates of the large scale volume transport (geostrophic + Ekman) variations across the
region between 1973 and 1988 will also discussed. It will be shown that ENSO variability manifests itself
throughout the southwest Pacific, while the main decadal variations occur in the subtropical gyre and the
mid-latitudes. The subtropical gyre warmed to a maximum in the mid-1970s and has been cooling since.
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In contrast, in the southwest Tasman Sea, a long term warming is identified between 1955 and 1988. The
depth integrated warming in this region, to 100-m depth, has been about 0.015 degrees C/yr represent-
ing a contribution to sea level rise, through thermal expansion, of about 0.3 mm/yr. The digital atlas,
DASPOT, consists of three gridded datasets generated from available bathythermograph observations be-
tween 1955 and 1988 using a combination of empirical orthogonal function analysis and objective mapping.
The first two datasets are three-monthly (January, April, July and October) temperature time series over
two depth ranges. The third is a temperature climatology for this 34-year period. These three datasets
have been interpolated to a 2 x 2 degree horizontal grid, with a 5-m vertical spacing to a maximum depth
of 450-m, and provide an estimate of the mapping error at each grid point in space and time. The monthly
climatology is now available via anonymous ftp from http://atmos.es.mq.edu.au/∼holbrook/DASPOT/
together with accompanying README documentation. The time series data are available on request.
Ocean temperature maps from DASPOT can be easily generated on-line using the interface to FERRET
at this site. Overall, the upper ocean temperature atlas is an ideal tool for examining large scale sub-
surface temperature variability, ocean-atmosphere interactions and regional climate variability. We are
currently in the process of updating this atlas to include data up to the beginning of 1998 and extending
the analysis to include data across the entire Pacific Ocean.
3.8 Dr. Michael Kurgansky: Climate variability in simple non-linear
atmospheric models
Department for the Physics of the Atmosphere and Ocean, University of Concepcio´n, Concepcio´n, Chile
Non-linear low-order spectral baroclinic models of the atmosphere with orographic and thermal forcings
are used to investigate the long-term climate variability by integrating them over 1,000 - 10,000 years.
The models reproduce variability in a broad range of timescales from intra-seasonal to decadal and even
centenary ones. Empirical orthogonal function analysis, including Fourier spectra of principal components
computations, as well as wavelet transform analysis, are applied to the results of extended model runs
with and without seasonal cycle in an axis-symmetric thermal forcing. We hypothesise that variations of
the atmospheric climate might be consistent with those exhibited by our non-linear dynamical systems.
to be added
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4 Student Seminar Abstracts
4.1 Ken Takahashi Guevara: Studies of the equatorial Pacific thermal
structure using a general circulation model.
Present Affiliation: Instituto Geofisico del Peru, Centro de Prediccion Numerica del Tiempo y Clima,
Lima, Peru
Numerical simulations of the world ocean circulation were performed with an implementation of the
GFDL MOM3 general circulation model. The experiment was spun up from rest and forced with cli-
matological winds and effective heat and salt fluxes computed with climatological SST and SSS, until
equilibrium was achieved. Preliminary results show excessive equatorial surge in the Pacific Ocean, pro-
ducing a surface temperature pattern similar to the one associated to La Nia events. Different model
configurations were tried to determine the causes of this temperature distribution.
4.2 Claudia G. Simionato: Oceanographic Investigations of the Argentinean
Continental Shelf and the Rı´o de la Plata(*)
Centro de Investigaciones del Mar y la Atmo´sfera, CIMA/CONICET-UBA, Ciudad Universitaria Pab.
II 2do. Piso, 1424, Buenos Aires, Argentina
The objective of this co-operation effort is to develop 3-D baroclinic models for the Argentinean
Continental Shelf and the R´ıo de la Plata. HAMSOM (Hamburg Shelf Ocean Model) has been adapted
to the region and is been applied at CIMA as a set of three one way nested models.
The first goals of the development and application of numerical models for investigations in the area
are: i) to understand and describe the physical systems and its behaviour under the influence of the
driving forces; ii) atmospheric forcing (wind, air pressure, heat fluxes, etc.); iii) tides and waves; iv) fresh
water discharge; v) interaction with the continental shelf/open ocean (salt water intrusion - maritime
front, outer circulation system); vi) to provide a tool for simulations and predictions of coastal zone
management purposes; vii) storm surge warnings; viii) pollution dispersion control; ix) estimation of
influences of construction measures (water ways, harbours, guide walls, etc.); x) it is expected that in the
future the model will be used as well to conduct climate research in the area.
At a first approach to the goals, the model hierarchy has been applied to study the 3-D tide propagation
and dynamics. Comparison to observations show that HAMSOM model properly reproduces the observed
tide regime, giving excellent estimations of the observed values. The next step in this investigation will
be the incorporation to the model of the wind effect. At the moment being studies are started in order to
model the seasonal wind driven circulation. After this is done, experiments will be conducted in order to
built up a storm surge model system able to be applied with management purposes. The final step in the
model construction will be the addition of the temperature and salinity fields into the simulation, what
requires the incorporation into the model of all of the ocean-atmosphere interaction processes. During the
seminar, the last results of the research will be shown and discussed.
(*)A co-operation project between Centro de Investigaciones del Mar y la Atmo´sfera (CIMA/CONICET-
UBA), Argentina and Zentrum fr Meeres- und Klimaforschung (ZMK) of Hamburg University, Germany.
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4.3 Galina Garcia, Rodolfo Rodr´ıguez and Mauricio Sepu´lveda:
Mathematical analysis and practical application of the linear,
steady-state, barotropic potential vorticity equations.
Department of Mathematical Engineering, University of Concepcion, Chile
In this communication we analyse from a mathematical point of view the finite element model proposed
by Myers and Weaver [1995, J. Atmos. Ocean. Tech., 12, 511-526] for Ocean Circulation. In this model the
authors develop a finite element representation of the linear, steady-state, barotropic potential vorticity
equations. When written in terms of stream function and vorticity variables, this corresponds to an elliptic
problem for the bi-harmonic operator involving advective terms arising from the Coriolis acceleration.The
authors impose non-slip boundary conditions in a way which, although natural for the implementation,
yields a non-standard weak formulation of these equations. We address issues such as the formulation of
the mathematical problem, as well as study accuracy and convergence of the numerical approximation.
In final part of the seminar we will discuss the application of the barotropic finite-element ocean model to
the North Atlantic and North Pacific Ocean [Myers and Weaver, 1995, 1997]. Presently, the development
of a South Pacific Ocean sector model based upon the approach by Myers and Weaver is underway and
preliminary results of the South Pacific circulation computed by this model will be shown.
4.4 Jaci M. B. Saraiva: Storm surge: study case of a cloud inverted comma
Fundacao Universidade de Rio Grande, Departamento de Geociencias, Laboratorio de Geografia, Caixa
Postal 474, Rio Grande, RS, Brazil
Marone and Camargo (1994) identified two possible meteorological situations that cause piling up of
water in the coast of Parana´, Brazil. This raise of the sea level is known as storm surges. The first
meteorological situation is the intensification of a cold front when it reaches the ocean, with a strong
associated cyclone. This deepening is due to the humidity supply. The second would be the combination
of a center of low pressure over the ocean and a center of high pressure over the continent, creating a
fetch of south quadrant wind on the ocean, accumulating water on the coast due Ekman transport. On
April 16, 1999, approximately 24 hours after the passage of a cold front, with an associated cyclone on the
ocean, a second cyclone was formed on Uruguay and south of Brazil. It developed intensely and quickly,
causing a great impact in the area. It also generated a raise of the sea level in the coast of 60 cm.
Data measured in Rio Grande city showed intense precipitation (29,7 mm in 12 hours), strong winds
(20,5 m/s) and sensitive fall of the atmospheric pressure. The GOES images showed that this cyclone
is a structure independent of the cold front. It was a case of Cloud Inverted Comma (Reed and Blier,
1986). The Global Model identified the front structure and the cyclone associated to it, but it did not
reproduce the second cyclone observed in GOES images. A mesoscale model (RAMS) was applied for the
same area, using different fields of sea surface temperature, climatological and weekly average. This model
reproduced a storm on the south of Brazil., with a lag of 14 hours of the observed one in the satellite
image. Latent and sensible heat fluxes were also evaluated. Their distribution suggested a correlation
with the ”tongue” of hot water due to the Brazil Current.
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4.5 Carlos R. Torres: Jet and internal waves generated by a descending
sphere in a stratified fluid
Universidad Auto´noma de Baja California; Instituto de Investigaciones Oceanolo´gicas, Ensenada,B. C,
Me´xico
Most of the previous studies on stratified flows have been devoted to horizontal flows since many
typical flows relevant to geophysical phenomena, such as the mountain gravity waves, are horizontal. On
the other hand, vertical flows are also important particularly in their application to the aerosol diffusion
in the atmosphere and the upper ocean biogeochemistry. However, the flow around a vertically moving
obstacle in stratified fluids has not been studied extensively. The lee waves far behind a sphere have been
studied experimentally by Mowbray & Rarity (1967) at low Froude numbers (0.4¡F¡2), but little attention
has been paid to the flow near an obstacle. Mowbray & Rarity simply mention that No systematic study
was made of the behaviour of fluid in the boundary layer or in the wake, other than ensure that periodic
vortices were not generated. Indeed, although a thin vertical streak can be identified in the shadowgraphs
by Mowbray & Rarity (their plate 1 or figure 106 of Lighthill 1978), no explanations have been given
to that phenomenon. Our results will clarify that this thin streak appears along with the collapse of
the standing vortex usually found in homogeneous fluids. It takes the form of a long narrow filament ,
which is actually a strong jet along the vertical axis. In this numerical study (cf. Torres et al., 2000) we
investigate the mechanisms of the vortex collapse and the subsequent generation of the rear filament/jet
as the stratification increases. The parameters investigated in this study are in the range of 0.2¡F¡200 and
10¡ Re¡1000.
To our knowledge, this is the first study on the effects of continuous and uniform stratification through-
out the fluid. We found, however, some similarities to the results of Srdic-Mitrovic et al. (1999) which had
discontinuities in stratification. For example, the drag increases much above the prediction of the linear
wave drag, showing that the rear caudal fluid column in their study or the filament/jet in the present
study is essential for the increase of the drag. We investigate the structure of the rear jet and the pressure
distributions around the sphere to clarify the mechanisms of drag increase in the steady flow of the wholly
continuously stratified fluid.
4.6 Yunit Juantorena Ale´n: Development of a wave model in Cuba
Instituto de Meteorologia, Ministerio de Ciencia, Tecnologia y Medio Ambiente Loma de Casablanca,
Regla, Ciudad de la Habana, Cuba
In the seminar I will comment on the projects of numerical wave methods that have been accom-
plished in our country within our Meteorological Institute, and the results reached with their application.
Furthermore, it will be approached the thematic on the spectral wave model of second generation, that
it is being developing in Cuba. This will be applied to obtain the sea state in the Gulf of Mexico, the
Bahamas and the Caribbean Sea. The model presents two versions, one for deep waters that is executed
on a coarse grid and encompasses the zone from 98o W- 55o W and 8o N-33o N. The other version is for
shallow waters and is executed on a fine grid which covers the Bahamas’ shelf and Cuba’s coast. The
model is based fundamentally on the numerical solution of the energy balance equation that includes,
for deep waters, the mechanisms of the wind input, spread and dissipation of energy and the non- linear
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interactions. For shallow water are included the interaction processes with the sea bottom. Finally, we
will focus our seminar on the difficulties presented in the validation of the model, due to the data shortage
in the region of the Caribbean Sea and to the need of accomplishing a coupling between an atmospheric
model and the wave model.
Description of the seminar. In Cuba, various methods for the calculation of the elements of waves
generated by extreme meteorological situations have been developed, between which we can emphasise
the following: The hydro-meteorological and statistical analysis of the coastal floods in Havana’s mole,
the behaviour of the extreme wave in the coasts of Cuba and The MET- OLAS system to forecast the
state of the sea and the occurrence of the coastal floods. The MET-OLAS system is based on the spectral
theory of the wave and it is constituted by four subprograms: CTVIENTO, that permits to calculate the
wind field in the generating area, COMAR, that calculates the wave fields in frontal systems and in low
pressure systems, CTCORVAR, that calculates the wave field in tropical cyclones, and finally, CLEMAR1,
that permits to determine the swell propagation. This spectral method has been applied since 1996, and
with it were simulated 28 of the most severe conditions of sea, for example, the wave height generated
by hurricane GEORGES, hurricane MITCH, hurricane IRENE and other storms. The Cuban spectral
ocean wave model uses a grid covering the major portion of the Gulf of Mexico, Caribbean Sea and The
Bahamas. This model operates on two grids: the coarse grid and the fine grid, which covers the Cuban
coasts and the Bahamas’ shelf. In the coarse grid the model employs the deep-water version, while in
the fine grid, the model incorporates the shallow water version. The evolution of the wave spectrum is
described by the energy balance equation, which shows the relationship between local change of energy
with the wave propagation and the source terms.
The balance equation is solved in four stages, with the results of each stage providing the input to
the next. The propagation term is calculated by using a modified Lax-Wendroff scheme in the boundary
point; upstream differences are used to prevent reflection of wave energy. The energy input is represented
by linear and exponential terms, following Miles and Phillips theories. The dissipation of wave energy is
due to the whitecapping observed on seas blown by the wind, the formulation of whitecapping is included
in the present model, that is based on the Hasselmann theory. The non-linear term is calculated using
the results of JONSWAP works. Finally, we will focus our seminar to the difficulties presented in the
validation of the model, due to data shortage in the region of the Caribbean Sea and to the need of
accomplishing a coupling between the atmospheric model and the wave model.
4.7 Andres Sepu´lveda: Adjoint data assimilation for ADCP surveys
Center for Coastal Physical Oceanography, Old Dominion University, Crittenton Hall, Norfolk VA 2352,
USA
The use of acoustic Doppler current profilers (ADCP) is helpful to understand the coastal and conti-
nental shelf circulation. However the velocity records obtained include an embedded tidal signal, which
must be removed to obtain subtidal information. Among the detiding techniques available, numerical
modelling of the tides is useful when dealing with a large area (10’s of km). In order to minimize the
influence of errors from the numerical model, data assimilation has been used to define boundary con-
dition or parameters within the model. Data assimilation techniques are widely used in meteorology to
improve numerical weather forecasting systems, however their use in oceanographic numerical modelling is
more recent. There are several techniques used to assimilate data into models, e.g., optimal interpolation,
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Kalman filtering and the variational or adjoint method. The last one differs from other techniques in that
it can be applied to linear and non-linear models and is less computationally intensive. This method min-
imises, in the least-squares sense, a cost function based on the difference between model-derived quantities
and measured quantities.
In this presentation we will describe the adjoint technique and its application to a simple linear shallow–
water model to remove the tidal signal from an ADCP survey. Other de-tiding methods such as harmonic
analysis and the use of arbitrary functions will also be discussed.
4.8 Luciano Ponzi Pezzi: The relative importance of ENSO and Tropical
Atlantic Sea Surface Temperature anomalies for seasonal precipitation
over South America: A numerical study
Centro de Previso de Tempo e Estudos Clima´ticos, Cachoeira Paulista, So Paulo, Brazil; and at: School
of Ocean and Earth Science, University of Southampton; Southampton Oceanography Centre, European
Way, Southampton, SO14 3ZH, UK
The role of Tropical Atlantic Sea Surface Temperature (SST) anomalies during ENSO episodes over
Northeast Brazil (Nordeste) is investigated using the CPTEC/COLA Atmospheric Global Circulation
Model (AGCM). Four sets of integrations are performed using SST in El Nio and La Nia (ENSO) episodes,
changing the SST of the Atlantic Ocean. A positive dipole (SST higher than normal in the Tropical North
Atlantic and below normal in the Tropical South Atlantic) and a negative dipole (opposite conditions),
are set as boundary conditions of SST in the Atlantic Ocean. The four experiments are performed
using El Nio or La Nia SST in all oceans, except in the Tropical Atlantic where the two phases of the
SST dipole are applied. Five initial conditions were integrated in each case in order to obtain four
ensemble results. The positive dipole of SST over the Tropical Atlantic Ocean and El Nio conditions
over the Pacific Ocean, resulted in dry conditions over the Nordeste. When the negative dipole and El
Nio conditions over the Pacific Ocean were applied, the results showed precipitation above normal over
the north of Nordeste. When La Nia conditions over Pacific Ocean were tested together with a negative
dipole, positive precipitation anomalies occurred over the whole Nordeste. Using the positive dipole over
the Tropical Atlantic, the precipitation over Nordeste was below average. In La Nia episodes, the Atlantic
Ocean conditions have a larger effect on the precipitation of Nordeste than the Pacific Ocean. In El Nio
conditions, only the north region of Nordeste is affected by the Atlantic SST. Other tropical areas of
South America show a change only in the intensity of anomalies. Central and Southeast regions of South
America are affected by the Atlantic conditions only in the La Nia situation, whereas during El Nio these
regions are influenced only by conditions in the Pacific Ocean.
4.9 Martin Saraceno: Study of the physical characteristics of the
Subtropical Convergence in the South-Western Atlantic Ocean: general
circulation analysis.
Laboratoire de Physiques et Chimies Marines; Universite´ Pierre et Marie Curie Case Courier 134 Tours
24-25 5 e´tage 4 ,Place Jussieu 75252 Paris Cedex 05 - FRANCE
The South Atlantic ocean circulation plays a very significant role not only for the regional climate,
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the marine resources and the economies of countries of South America, but also for the total climate. In
this region, not only one of the most intensive and energetic oceanic process occurs: the junction Brazil
Malvinas (BMCZ, Gordon 1989; Roden 1986); but it constitutes the point of meeting of many water
masses having very different and remote origins. For these reasons the BMCZ plays a very significant role
for the salt and heat transfers of the Atlantic as a whole (Reid and Al. 1977). This junction presents
a distribution of complex SST and strong gradient (e.g.: 10oC on 1000km); speeds of surface can easily
exceed 1m/s in the center of the frontal jet. The configurations of junction BMCZ depend on the variations
of the currents of Brazil (BC, strongly baroclinic), Malvinas (MC, strongly barotrop and containing the
Subantarctic face) and of the Antarctic Circumpolar Current (ACC, Peterson and Whitworth, 1989).
Dynamic variability in this area is related on the one hand to the wind variability (Garzoli and Giulivi,
1994) and on the other hand to the adjustments of MC, this last being related to the variability of the
transport of the ACC through the Drake passage. The circulation variability of this area is not well known,
and it’s an essential think that have to be extracted starting from in-situ data covering a time scale of
several decades, since it’s overcast time scale includes inter seasonal, seasonal and inter annual scales. In
order to extract the characteristic scales of hydrological variability in the Argentine basin, we have a 30
years data base (1968-1998) of the South-Westerner Atlantic (along the Argentine basin). This data base
was built thanks to many oceanographic cruises realized at different seasons by the Argentine laboratory.
The more regional variability (Argentine basin) of the temperature will be compared with the variability
of greater scale (South Atlantic). This comparison will use the results of the analyses in EOF extracted
from satellite SST data for the totality of the South Atlantic.
The work here described is the training course of the Diploˆme d’Etudes Approfondies (DEA) in
Oceanology, Meteorology and Environment, option Dynamic, which I am realizing during the school
year 1999-2000 at the Laboratoire de Physique et Chimie Marines (LPCM) of the University of Paris VI.
This training course lies within the scope of a French-Argentine co-operation started in 1997 and currently
financed by the Ministry for Foreign Affairs. It would fit in the same way in the objectives of the research
project entitled ARGAU (research program of co-operation between Argentina and France for the study of
the Atlantic and Antarctic Ocean and Southern, which started on March 2000). In the context of program
ARGAU this training course will be continued by a Ph.D. work on the area going from the Argentine
basin to the Weddell Sea.
4.10 Catia Motta Domingue: Temporal Variability of the Leeuwin Current
School of Earth Sciences, Flinders University of South Australia, GPO Box 2100. Adelaide SA 5001,
Australia
The WOCE Current Meter Array 6 (ICM6) was deployed in August 1994 to estimate the variability
of the transport of the anomalous poleward eastern boundary current of the Indian Ocean, the Leeuwin
Current, at 22oS. It consisted of six moorings in water depths ranging from 250 to 3050 m, along a line
extending 110 km westwards off the southern end of the Northwest Shelf of Australia. The current meters,
which included 4 upward looking ADCPs (3 broadband and 1 narrowband), 5 Neil Brown ACM2s and
13 Aanderaa RCMs, were recovered in June 1996. Geostrophic transports were calculated from CTD
sections completed during three WOCE hydrographic cruises. Additional shipborne ADCP data acquired
during some of those cruises were qualitatively used to evaluate the current structure along the ICM6
array, since no current measurements were obtained from the entire mid-mooring and, also from the two
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outer moorings on the upper 250 m. Other longer records are being used to help the investigation of the
low-frequency variability, such as altimetric data (TP, ERS), sea level and model outputs (POCM, POP
and OCCAM). While earlier studies found a marked seasonal pattern for the transport of the Leeuwin
Current, with strongest flow during March-May, these data comparatively presents only a weak seasonal
signal. They indicate a large intraseasonal and interannual variability, with a progressive intensification
of the transport of the Leeuwin Current towards 1996. This southward strengthening is accompanied by a
warming trend in the temperature records, suggesting a deepening of the thermocline, which is associated
with the ENSO signal. At 22oS, the Leeuwin Current is a 30 km wide and 150-200 m deep poleward jet
trapped on the slope. Its 472-days mean southward core velocity is around 8-10 cms-1 at 100 m depth,
with a mean volume transport of 0.19 Sv. Although the Leeuwin Current can reach speeds of 100 cms-1
or more, the low mean values are a consequence of its narrowness and shallowness as well as of its high
variability. Discrepancies in the Leeuwin Current transport estimates that might exist using geostrophic
calculations seem to be associated with strong internal tides.
4.11 Javier Zavala-Garay: On the Influence of Data Assimilation on
ENSO-Forecast Skill in the Presence of Stochastic Forcing
Program in Atmospheric and Oceanic Sciences, University of Colorado, Boulder, CO, USA
The basic philosophy behind data assimilation forecasting is that accurate knowledge of the initial
conditions at the beginning of the forecast will produce reliable predictions. In this work we explore
this idea under the assumption that El Nino Southern Oscillation (ENSO) behaves as a stochastically
forced phenomena. The basic question addressed is whether the presence of stochastic forcing, a surrogate
for MJO, is a limiting factor in increasing the predictability of ENSO via data assimilation techniques.
In order to study how and to what extent stochastic forcing can degrade the forecast, different cases
are considered corresponding to the presence or absence of stochastic forcing in different stages of the
forecast process (i.e., assimilation and prediction or validation). The presence of stochastic forcing in
the assimilation stage decreases the forecast skill inherent in the model. This is due to the inability of
the model to produce intra-seasonal variability and therefore the stochastic signal appears as noise in the
assimilated observations. The presence of stochastic forcing in the forecast or validation stage decreases
the forecast skill by introducing variability not induced by the initial conditions. Since the evolution of
the coupled system depends on both the initial conditions and the future history of the stochastic forcing,
the use of other forecasting techniques, such as ensemble forecasting, must be incorporated to complement
data assimilation.
4.12 Paola Maria Da´vila: Climatology and seasonal variability of
hydrographic variables in the south east Pacific Ocean (35-62S and
70-90W) using POCM data.
University of Concepcion, DEFAO, Concepcion, Chile
The South East Pacific Ocean is one of the less understood zones of the world ocean. This began
to change in the last years with the development of large research projects (WOCE, JGOFS, Humboldt
Current System, etc) that have significantly contributed to the knowledge of this part of the ocean. In
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spite of this facts the in situ data of hydrographic variables associated to this area is scare, specially in the
oceanic or coastal zone far offshore. Altimeter data has been used to determine circulation patterns in a
global scale contributing in zones where the in situ data is not available or poorly sampled. This data has
the inconvenience that no information can be obtain below the ocean surface. An alternative method id to
use numerical models for the study of the ocean dynamics. This models can be run with realistic forcing
(winds, radiation), in order that they can represent the real temporal evolution of the ocean currents.
Following this idea, a global ocean climate model has been run throughout 12 years (1986- 1997), and has
been validated with altimeter data, providing good results, and giving the possibility of studying oceanic
features through the whole water column.
The sea surface height, temperature, salinity and velocity components from the Parallel Ocean Cli-
mate Model (POCM) are analyzed in order to determining the climatological characteristics and also the
seasonal variability associated to the physical features characteristics of the Southeastern Ocean, such as
the West Drift Current and its bifurcation (associated probably to north-south shifts of the Southeastern
Anticyclonic Pressure System), the Cape Horn Current, the minimum salinity distribution offshore south
off Chile, among others. The data was originally created by a simulation run by Robin Tokmakian of
the Department of Oceanography at the Navy Postgraduate School at NCAR in collaboration with Bert
Semtner. Its resolution is around 1/4 degree in every one of its 20 depth levels, having its variables in a
staggered ”B” Arakawa grid arrangement. The data correspond to a 12 years period (1986-1997) with 3
days average with intervals of 9 days.
Some of the climatology results shows for the temperature distribution the presence of a characteristic
funnel shape in its central part of the area of study associated to the West Wind Drift Current. The
isotherms spreads in a north and southward direction as the distance to the coast is reduced, being placed
concentric to it indicating the zone of bifurcation of the current just mention. This characteristic is
observed from the near surface (12 m) till 222 m depth. The annual mean salinity distribution shows a
minimum offshore the south coast of Chile, from the surface till 310 m depth. This minimum salinity seems
to expand northwards and offshore. A funnel shape salinity distribution is also observed in the central
part of the study area of a relative minimum salinity while a tongue of maximum salinity is observed
at the north-east corner of the study area, probably related to the Equatorial Subsurface Current. High
velocities are observed along the coast off southern Chile (53-56S), between 25-75 m depth within a south-
east direction probably associated to the Cape Horn Current. This also happens in the southern region
of the area of study where a sinuous flow is observed flowing eastwards throughout all the column of
water, being more clearly observed in the middle and lower layers, probably associated to the Antartic
Circumpolar Current.
4.13 Ricardo De Pol-Holz: A one dimensional physical-biological model for
the up-welling zone off central Chile
PROFC, University of Concepcio´n, Chile
A numerical study of a simple vertical physical-biological system is presented. The study area is the
upwelling zone off central Chile with a maximum depth of 25 m. The biological components include
Chlorophyll and Nutrients. A constant mortality for the Chlorophyll component was used. The physi-
cal modelled components were the incoming daily integrated photosynthetic radiation, turbulent mixing
coefficients and vertical velocities derived from the wind stress intensity and local stratification. Forcing
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includes wind and deep layer nutrients. The model was solved by a Crank-Nicholson implicit scheme using
a Matlab code. A spin up of 15 years was carried until a stable year cycle was reached. A comparison with
real data and a sensitivity analysis was performed for different biological parameters. Results show poor
correlation between modelled and real Nutrients-Chlorophyll components. The real system is much com-
plicated than the actual guesses. A more complex ecotrophic model is required for a good representation
of the annual cycle of Nutrients and Chlorophyll in the upwelling zone off central Chile.
4.14 Efra´ın Rodr´ıguez and Jose´ Stuardo: Temperature and concentration
variability of photosynthetic pigment in oceanic waters of the
Colombian Pacific and its relation to the wind jet of the Panama
Isthmus
Departament of Oceanography, University of Concepcio´n, Chile
Variability of the oceanographic conditions of the Pacific Colombian Basin is subjected to the variability
of wind conditions in the equatorial part of the Pacific Ocean. This part of the Panama Basin is beginning
to be more intensitive studied. Data of OCTS and NSCAT of ADEOS satellite provided as monthly
average for the period November 1996 - June 1997 by NASDA, were processed and manipulated using
Matlab 5.2 and GRADS 1.7 software on a platform WIN95 and LINUX, respectively. Two transects were
run in order to analyze the data variability and correlation: a meridional (N-S) component and a zonal
(E-W) component. It is concluded that the variability of the oceanic surface chlorophill and SST in the
Colombian Pacific is a seasonal variability related to the migration of the ITCZ and the generation of a
wind jet at the Panama Isthmus. This variability can be affected by the NIO event. Upwelling due to the
wind rotor present throughout the whole period, whith variable spatial distribution and a tendency to be
located toward the eastern part of the basin. In a similar way, high chlorophill concentration observed in
March coincide with both the intensification of the vertical velocities during that month, and the maximal
rise of the thermocline in the northern part of the Panama Basin. Pictures series of surface chlorophill,
SST, wind stress and Ekman pumping are provided for the studied area.
4.15 J. Fidel Gonzalez Rouco: Disagreement between predictions of the
future behaviour of the Arctic Oscillation as simulated in two different
climate models: Implications for global warming
GKSS Forschungszentrum, Institute of Hydrophysics, GUA GEB 38, Max-Planck Str. 1, 21502
Geesthacht, Germany
Two global climate models (HadCM2 and ECHAM) forced with the same greenhouse-gas scenario
(IS92a) are found to disagree in their simulated long-term trends of the intensity of the Arctic Oscillation
(AO), an atmospheric circulation pattern of the Northern Hemisphere. The simulated AO trends are
strongly dependent on the model and on the initial conditions of the simulations. The simulated winter
temperature increase averaged over the Northern hemisphere is very similar in both models. However, the
effect of the different AO trends on temperature causes clear differences in the predicted regional warming,
which are reduced if the effects of the AO is linearly discounted. The uncertainty in the predictions of
circulation changes has impacts on the estimation of regional temperature changes.
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4.16 Carlos A. D. Lentini: Warm-core ring dynamics in the Brazil-Malvinas
Confluence Zone from TOPEX/POSEIDON satellite altimeter data
Rosenstiel School of Marine and Atmospheric Science, Department of Meteorology and Oceanography,
4600 Rickenbacker Causeway, Miami, Fl, 33149 USA
TOPEX/POSEIDON-derived sea height anomalies are used in combination with a two-layer ocean
model and climatological data to monitor the upper layer thickness in the south western Atlantic. A
survey of the warm-core rings shed by the Brazil Current between January 1993 and October 1998 is
carried out using the upper layer thickness estimates. Forty rings are identified within this 6-year period,
with an average of about 7 rings per year. The observed lifetime for the entire ensemble ranges between
30 and 170 days, with a mean of 80 days. These rings move on a W-SW direction at translation speeds
between 7 to 44 km/day with an average velocity of 17 km/day. The rings’ shedding area is confined to
between 36oS and 49oS, and from 40oW to 58oW, a domain characterized by the ”C-shaped” pattern of
high rms and eddy kinetic energy in the south west Atlantic. Estimates of ring volume anomaly show a
mean value of 1.8 x1012m3, while the average value of available potential energy computed is 1.5 ·1015J .
Possible relationship between the Brazil Current transport and ring shedding activity is also investigated.
Computations of the baroclinic transport of the Brazil Current suggest that ring formation is associated
to it, as relatively large increases in the transport value are usually followed by ring shedding.
4.17 Chris Aiken: Predictability and Stochastic Forcing
School of Mathematics, The University of New South Wales, Sydney NSW 2052, Australia
Problems of predictability hinge upon the sensitivity shown to small changes in imprecisely known
aspects of a system. Thus determining the potential for errors in a forecast is equivalent to searching for
growing perturbations to the predicted state. The theory of linear perturbation growth will be outlined
with reference to a simple coastal ocean model of flow past a headland. The importance of a system’s ”non-
normality” will be discussed, which relates to the orthogonality of the system’s eigenvectors and determines
the possibility of transient growth. It will be shown that non-normal systems can be extremely sensitive
to noise forcing despite appearing stable when free from noise. In the simple model a steady shear flow
is destabilised by both harmonic and stochastic forcing at very small amplitude. It will be seen that the
predictions of ”generalised stability theory” are consistent with what is observed in the non-linear model,
and thus provide a solid basis for improving prediction in this system. It will also be argued that much
of the non-linear dynamics can be explained from small extensions to the linear results.
4.18 Elbio D. Palma: On the implementation of open boundary conditions
for a three dimensional ocean model
Universidad Nacional del Sur, Departamento de Fisica, Av. Alem 1253, (8000) Bahia Blanca, Argentina
This talk discusses the results of an experimental survey on the performance of a select group of open
boundary conditions (OBCs) when applied to the Princeton Ocean Model, a 3-D primitive equation model
designed for coastal studies. The focus is on passive conditions, where the model response at the open
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boundaries is dictated by the interior dynamics. The performance of the OBCs is tested in a series of
numerical experiments conducted in a zonal rotating channel which includes variable bottom topography
and density stratification. The experiments are selected to enhance non linear phenomena that comprises
advection and the propagation of dispersive waves. The presentation is divided in two parts. The first
part evaluates the performance of radiation conditions, characteristic methods, and relaxation schemes
applied to the barotropic mode, while the second part evaluates the behavior of the selected OBCs for
the fully 3-D model. The particular problems to be discussed are wind driven coastal upwelling and the
barotropic and baroclinic response of a coastal ocean due to the passage of a travelling storm. The OBCs
with the best overall performance is the flow relaxation scheme on sea surface elevation and transport, a
radiation condition for internal velocities, and a combined scheme of flow advection and relaxation for the
temperature field. A modified gravity wave radiation scheme provides reasonable responses when combined
with radiation conditions for internal velocities and an advection equation for temperature if the forcing
is not changing direction rapidly at the open boundary. Schemes using the methods of characteristics or
traditional wave advection schemes fail when combined with radiation conditions for the baroclinic mode.
4.19 Paola Uribe Raibaudi: Preliminary study of stratiform clouds on the
north and central part of Chile
Department of Apply Meteorology, Direccio´n Meteorolo´gica de Chile
1. Introduction: Along the coastal areas of central and northern Chile (northward 38oS) is character-
istic observed stratiform low cloud. This cloud forms within the lower atmospheric beneath the strong
temperature inversion that cap the boundary layer. Its seasonal spatial distribution is related to seasonal
changes in atmospheric circulation, sea surface temperature (SST) and the static stability in the bound-
ary layer. Because the stratiform clouds play an important role in the interacting processes between the
atmosphere and the ocean, on the earth’s radiation budget (Klein and Hartmann, 1993), on sea surface
temperature (Yu and Mechoso, 1999) and its effect on the greenhouse warming, the present study is a
preliminary results of the behavior of marine low cloud (MLC).
2. Data and methodology: To analyze the behavior of the MLC, it was used the conventional routine
observation recorded at six selected coastal meteorological stations distributed north to south from about
18S to 33S. Here, it was used the observation done at 12 UTC (early morning), which concurs with the
time when MLC reach it maximum inland extension. A stratiform cloudy day (SCD) was defined as the
day when at least 60% of the sky was covered with MLC as reported by the observer. The analyzed period
covers from January 1982 to December 1998. The daily data were used for monthly, seasonal and annual
averages for each stations.
3. Results: The northern stations revealed a minimum of SCD takes place during the summer increasing
hereafter until reaching a maximum during winter. All stations show a high seasonal variation. This could
be explain by the behavior of the South Pacific Anticyclone, which presents a strong thermal gradient
between the equator and the pole during winter. This means that the subsident branch of the Hadley
Cell is more intense in wintertime than summertime. This implies the low-level atmospheric stability is
stronger during winter and it can be one the factors that support the increase SCD during the season on
the north region of Chile. On the central stations, one of then (La Serena) shows similar behavior than the
northern ones, but with a maximum during spring and it also shows a significant seasonal variation. On
the other hand, the other stations reveal a small seasonal variability with a slight minimum in winter. The
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slight seasonal variability on this region can be explain by differences between synoptic and subsynoptic-
scale circulation affecting the area. During summer, the atmospheric circulation of the High-pressure is
associates with the present of MLC. On the other hand, the present of MLC during winter is associated
with a subsynoptic-scale circulation, known as coastal low (Rutllant 1981).
References
• Klein S., and D. Hartmann, 1993: The Seasonal Cycle of Low Stratiform Clouds. J. Climate, 12,
1587-1606.
• Rutllant, J., 1981: On the generation of coastal lows in central Chile. In International Atomic
Energy Agency and United Nations Educational Scientific and Cultural Organization.
• Yu, J-Y. And C.R. Mechoso, 1999: Links between annual variations Peruvian stratocumulus clouds
and of SST in the Eastern Equatorial Pacific. J. Of Climate, 12- 3305-3318.
4.20 Juan Pedro Montavez: An Empirical Model of the Atmospheric
Dynamics (EMAD)
Meteorologisches Institut der Universitaet Hamburg, Hamburg, Germany.
Since most of the CPU time used in running coupled GCM’s is consumed by the atmosphere, it
is desirable for studies of ocean long-term variability, to have more efficient atmospheric models which
capture the essential physics of air-sea coupling. The idea is to design an Empirical Model of Atmospheric
Dynamics (EMAD), which describes the linear dynamics of the surface fluxes and the linear responses of
fluxes to a given SST and sea ice distribution, and can therefore be used to drive an ocean model. EMAD
is a Statistical Atmospheric Model (SAM) fitted with 200 years of daily anomaly data from the coupled
ECHO-G. EMAD works in the whole ocean region, i.e., both sea-ice and ice free areas. However due to
the big difference between the physical and statistical features of these regions the model is divided into
these two parts mentioned above. EMAD provides to the ocean heat fluxes, net fresh water flux, wind
stress and solar radiation. These variables depend on the part of ocean, i.e. if they are covered or not by
sea ice. EMAD takes SST, fractional ice covert and ice thickness from the ocean.
EMAD is formulated in the same way for both parts: x(t+1)=Ax(t)+By(t)+Vr(t) where x are the
atmospheric fluxes and y the ocean surface conditions. A and B are the model matrices fitted from original
data. V contents the information about the covariance structure of the noise and r is a random vector. To
reduce the dimensionality of the problem, the deterministic part of the model is formulated in a truncated
EOF space. Being the noise formulated in the physical space.
Preliminary results indicate that the model is able to reproduce the statistical properties of atmospheric
fluxes. Additionally a comparison between EMAD and a persistence model has been performed. It has
also been demonstrated that Principal Component series have the same autocorrelation structure as the
simulated data. It has been also proved that the model is stationary in response to a forcing of constant
surface conditions, such as el NINO, NAO and polynyas, giving some interesting results. Work is being
undertaken to verified the Hybrid Coupled Model (HCM) EMAD-HOPEG. The coupling has been done
via OASIS .
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4.21 Mauro Cirano and John F F Middleton: The wintertime shelf-slope
circulation along the eastern side of the Southeast Indian Ocean(SEIO)
Department of Applied Mathematics, University of New South Wales, Sydney NSW 2052, Australia
The SEIO circulation is one of the least known along the whole Australian coastline. The region
is encompassed between Cape Leeuwin in the west, the southern tip of Tasmania in the east and the
Southern Ocean in the south. During wintertime, local winds are downwelling favourable and lead to a
continuous east-southeastward coastal jet extending until the eastern coast of Tasmania, where it forms
the confluence with the East Australian Current (EAC).
The SEIO region is also influenced by the Leeuwin Current, which flows along the Western Australian
coast and enters region south of Cape Leeuwin, reaching its maximum eastward penetration during au-
tumn and winter. Apart from that, the domain is also influenced by the eddy activity of the Antarctic
Circumpolar Current, flowing eastward along the southern part of the region.
The study of the circulation within this region is realised in two parts: (1) the wintertime averaged
results from the Ocean Circulation and Climate Advanced Model (OCCAM) are analysed and provide
the details of the large scale dynamics for the region; (2) after that, a high resolved version of Princeton
Ocean Model (POM) is applied, allowing for a much better description of the shelf-slope bathymetry, and
forced at the boundaries by the depth-integrated velocities from OCCAM.
The focus of this work is the eastward part of the SEIO region, between Eyre Peninsula and the western
coast of Tasmania. The basic case of the model is forced by monthly averaged winds from ECMWF and
has the initial thermo-haline field interpolated from the OCCAM wintertime climatology.
In summary, the shelf-slope circulation is governed by a surface poleward current that carries around
2 Sv and can reach velocities of up to 50 cm/s, where conditions are favourable. The core of the current
is generally constrained to the shelf-break region. On its way to Tasmania, part of the coastal current
enters Bass Strait, where a transport of around 1 Sv is observed. This poleward jet is again observed
south of Bass Strait, named Zeehan Current, which flows along the western side of Tasmania and forms
the confluence with the EAC, along the eastern side of Tasmania. Below the surface, and along the whole
slope region, an Equatorward Boundary Current is observed. The core of the current is generally found
at the depths of 500-1000 m and the magnitude of the transport varies from 5-7 Sv. At the southern tip
of Tasmania, the subsurface transport observed is at least twice of these values, reaching up to 16 Sv.
The meso-scale eddy activities along the region play a crucial role on the overall dynamics, setting
a system of high-low regions with wavelengths of around 250 km which generates on/offshore flows of
the order of 3-4 Sv. This eddy activity has already been observed by many authors and seems to be
a permanent feature, at least close to Kangaroo Is.. A possible cause for these eddies is probably a
compounded effect of the baroclinic instabilities associated with the general downwelling system and the
geography of the capes and bays between South Australia and Victoria. The model results compare well
with current meter observations west of Tasmania and are able to account for 70-90 % of the associated
poleward and equatorward mean jet respectively. The effect of Coastal Trapped Waves, tides and heat
and haline fluxes are also analysed.
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4.22 Silvia A. Venegas: Coupled Sea Ice, Atmosphere and Upper Ocean
Variability in the Weddell Sea, Antarctica.
Danish Center for Earth System Science (DCESS) Niels Bohr Institute for Astronomy, Physics and
Geophysics University of Copenhagen, Copenhagen, Denmark
A frequency-domain singular value decomposition is performed on 20 years (1979-1998) of satellite
observations of sea ice concentration and drift together with sea level pressure reanalysis data in the
Weddell Sea, Antarctica. The interannual timescale (periods of 3-4 years) is found to dominate the ice
and atmospheric fluctuations in this region. This variability is a coupled regional manifestation of the
Antarctic Circumpolar Wave in the Weddell sector of the Southern Ocean.
Interannual variations of sea ice concentration and drift are driven largely by anomalous atmospheric
patterns, which alternatively enhance or reduce the meridional wind circulation to the east of the Antarctic
peninsula. Thermodynamic processes (rapid ice growth in open water areas), dynamic processes (ice
ridging/rafting due to ice convergence) and geographic constraints all play significant roles in the formation
of summer ice concentration anomalies in the southern Weddell Sea. Observed ice anomalies are exported
northwards out of the Weddell basin approximately one year later, and then advected eastwards before
diffusing in the ice margin. This variability in ice dynamics forces changes in northward ice extent. The
resulting fluctuations in ocean-atmosphere heat flux, in turn, drive changes in the sea level atmospheric
pressure near the ice margin. It is proposed that such a combination of feedbacks within the ocean-ice-
atmosphere system results in a coupled ”Weddell Sea oscillation”.
In addition to the interannual fluctuations, a significant low-frequency signal (presumably a quasi-
decadal oscillation) is detected, albeit rather speculatively in this 20-yr long record. Sea ice variability on
this timescale seems to result from a change in the shape and characteristics of the Weddell gyre circulation
which occurred around 1990, likely associated with large-scale variations of the ocean-atmosphere system.
This quasi-decadal signal is also associated with relatively low ice concentrations in the Maud Rise region.
A connection is suggested between the relative phasing of the quasi-decadal and interannual variations
and the appearance of the Weddell polynya.
4.23 Samuel Hormaza´bal: Intraseasonal Fluctuations in the Eastern
Boundary Current off South America: Oceanic and Atmospheric
Pathway
Danish Center for Earth System Science, Niels Bohr Institute for Astronomy, Physics and
Geophysics,Copenhagen, Denmark
Eight years (1991-1999) of direct current observations over the slope at 30S off Chile as well as sea
level data from the same period from Callao, Arica, Caldera and Valparaiso are used to examine the
structure of the intraseasonal oscillations (IO) off South America. Here we show that the IO observed in
the eastern boundary current off South America may be explained by the superposition of two distinct
responses modes to the ocean-atmosphere equatorial dynamics. One corresponds to an oceanic pathway
via equatorial Kelvin waves and then coastal-trapped waves along the West Coast of South America. The
other represents a more direct atmosphere teleconnection between the western equatorial Pacific and South
86
America. The equatorial intraseasonal scenario and the respective oceanic pathway, permit to explain an
important fraction of the significant IO observed in the currents and the sea level off Peru-Chile. However,
the data from the coast off Chile south of Caldera, also indicate that some of the IO in that region may be
forced by local winds. Those winds present intraseasonal periods that may be associated with atmospheric
teleconections from the western tropical Pacific to the subtropical latitudes off South America.
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B Time Table
First week
Monday, 16th
9:00 - 10:30 Opening
10:45 - 12:45 Lecture Dr. Stocker
14:15 - 17:00 Lecture Dr. Stevens
Tuesday, 17th
9:00 - 10:30 Lecture Dr. Battisti
10:45 - 11:45 Seminar Dr. Holbrook
11:45 - 12:45 Seminar Dr. Shaffer
14:15 - 15:15 Video Dr. England
15:15 - 16:15 Seminar Dr. Garreaud
16:30 - 17:00 Seminar A. Paulmier
Wednesday, 18th
9:00 - 10:30 Lecture Dr. Stocker
10:45 - 12:45 Lecture Dr. Stevens
14:15 - 14:45 Seminar C. Simionata
14:45 - 15:15 Seminar M. Cirano
15:15 - 15:45 Seminar A. Sepulveda
15:45 - 16:15 Seminar E. Palma
16:30 - 17:00 Seminar J. Zavala-Garay
17:00 - 17:30 Seminar L. Ponzi Pezzi
17:30 - 18:00 Seminar S. Hormazabal
20:00 - School dinner
Thursday, 19th
9:00 - 10:30 Lecture Dr. Battisti
10:45 - 12:45 Lecture Dr. Stocker
14:15 - 14:45 Lecture Dr. Stocker
14:45 - 15:15 Seminar S. A. Venegas
15:15 - 15:45 Seminar J. F. G. Rouco
15:45 - 16:15 Seminar J. P. Montavez
16:30 - 17:00 Seminar R. de Pol-Holz
17:00 - 17:30 Seminar E. Rodriguez
Friday, 20th
9:00 - 18:00 Student workgroups
Saturday 21st: Excursion
Sunday 22nd: Excursion
Second week:
Monday, 23rd
9:00 - 10:30 Lecture Dr. Stevens
10:45 - 12:45 Lecture Dr. Battisti
14:15 - 15:00 Video Dr. England
15:00 - 16:15 Lecture Dr. Danabasoglu
16:30 - 17:15 Seminar Dr. Kurgansky
17:15 - 18:00 Seminar Dr. Pizarro
Tuesday, 24th
9:00 - 18:00 Student workgroups
Wednesday, 25th
9:00-10:30 Lecture Dr. Danabasoglu
10:45 - 11:45 Seminar Dr. Wainer
11:45 - 12:45 Seminar Dr. Leth
14:15 - 14:45 Seminar G. Garcia
14:45 - 15:15 Seminar C. Torres
15:15 - 15:45 Seminar Y. Juantorena Alen
15:45 - 16:15 Seminar K. Takahashi
16:30 - 17:00 Seminar J. Saraiva
17:00 - 17:30 Seminar C. Aiken
17:30 - 18:00 Seminar P. Raibaudi
Thursday, 26th
9:00 - 18:00 Student workgroups
Friday, 27th
9:00 - 9:30 Seminar N. Huneeus
9:30 - 10:00 Seminar M. Saraceno
10:00 - 10:30 Seminar C. Domingues
10:45 - 11:15 Seminar P. Davila
11:15 - 11:45 Seminar C. Lentini
11:45 - 12:45 Final Discussion
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C Course Evaluation by Lecturers and Students
The response from lecturers about the quality of the course, student participation, organisational matters
etc. was very positive. By the time of writing this report two comments were received via e-mail from
Professors Battisti and Stocker and are reproduced here:
Dear Prof. Ribbe:
I am writing to thank you for organizing the ”First Latin American School in Ocean and Climate Mod-
elling”, and for inviting me as a lecturer in the course.
I have taught in many short courses before, including three in Italy, three in the US and one in Sweden.
The ”First Latin American School” was, by far, the most successful of my experiences. I believe the School
was a tremendous success for the students. The content of the lectures was perfect, and the balance and
coordination of the material presented in all the lectures was superb. The success of the course was due to
a blend of good lecturers who put in a lot of effort to make their presentations clear, fantastic organization
on your part (the importance of this aspect can not be understated), and students who were extremely
well prepared in the basics of physics and maths. Finally, the blend of lectures with hands-on modeling
was unique in my experience, and extraordinarily successful. As you know, it is when you apply yourself to
a problem that you learn most deeply. In this case, it was easy to see the excitement in the students when
they were making discoveries from the models and gaining knowledge of the ocean and climate system.
Overall, I was extremely impressed with the quality of the students; I would compare them favorably to
the graduate students at the best institutes in the US.
Another aspect that was important to the success of the course was the venue. There was plenty of
computational power and not a lot of other distractions for either the faculty or the students, so that the
learning experience was intense. Furthermore, the remoteness of the setting ensured there were not a lot of
distractions, particularly for the faculty, and the students had our undivided attention – almost 14 hours
per day and on weekends! In addition to making the course more intense, it ensured a more profound
learning experience. Since returning to the US and my daily dose of 80 emails or so, I have realized another
important advantage the students received because of this course. The students have now made strong
contacts with many prominent researchers in climate and ocean modeling, and these relationships are very
likely to continue. I get many emails each day with questions from students - all over the world. Most of
these emails go unanswered because I simply do not have the time to do so. However, having spent two
intense weeks with the students of the course, I feel they are now part of my family. Since returning from
Chile, I have had multiple emails from about eight of the students. I eagerly answer these emails, and
promptly. Relationships that were built during the short course will be of great value to the students as
they are working on their degrees throughout Latin America, and they should lead to further significant
exchanges between faculty/students in South American and those elsewhere.
Again, thank you very much for inviting me to attend and contribute to the ”First Latin American School
in Ocean and Climate Modelling.” I am very grateful for the opportunity and I hope that I will be asked
to contribute to future Schools.
With best regards,
David S. Battisti
Prof. of Atmospheric Science
Director of the Joint Institute for the Study of the Atmosphere and Ocean
phone: 206-543-2019 email:david@atmos.washington.edu
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Dear Joachim
I am safely home after a rather long trip to the other hemisphere.
I wanted to take this opportunity to thank you for the excellent organisation of the First Latin American
School in Ocean and Climate Modelling. I think that this school is an excellent way of providing top-level
information for researchers and fostering contacts between Latin American scientists. I was impressed by
the high quality of the student presentations and the variety of research topics.
I trust that the funding agencies will continue to support what may become an important institution in
cross-hemispheric scientific exchange and education.
Best regards
Thomas
Thomas Stocker
Climate and Environmental Physics
stocker@climate.unibe.ch
Physics Institute, University of Bern
phone: +41 31 631 44 64 Sidlerstrasse 5
NEW fax: +41 31 631 87 42 3012 Bern, Switzerland
http://www.climate.unibe.ch/ stocker
During the first day, all students were given a course evaluation sheet with 16 questions to be answered
anonymously by the end of the course. This provided the organiser of the course with a mean to evaluate
the course, determine weaknesses, and gain information how to improve future course in this field of work.
Twenty-two of a total of twenty-five distributed forms were returned and the outcome is summarised in
Table 1. Indicated numbers represent the number of students per questions. The students also had the
opportunity to add additional comments at the end of the evaluation sheets. Some of the comments:
Student Praise
”...the school was excellent as well as the lecturers...”
”...it was extremely good to get in contact with other Latin American students...”
”...the presentations were high quality and at an understandable level...”
”...it would be great if this school is held regularly (periodically)...”
”...tutorials were really helpful...”
”...I really enjoyed the school...”
”...I am now keeping in contact with many of the students...”
”...thanks a lot again for the excellent experience in Dichato...”
”...we had a great time at Dichato...”
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Student Criticism
”...papers and reading material not ready before the course...”
”...lack of e-mail or information about the isolated location of Dichato not provided...”
”...workload too high and too many activities...”
”...computer resources too limited...”
Table 3: Outcome of course evaluation, see text above for further explanations
Scale: Strongly Agree (SA), Agree (A), Neutral (N), Disagree (D), Strongly Disagree (SD), Not Applicable (NA)
SA A N D SD NA
1 This school was well organized 2 18 2 - - -
2 This school’s aims and objectives were implemented 6 16 - - - -
3 The teaching materials (handouts, study guides, textbook, read-
ing list, course notes) were helpful
2 10 5 3 2 -
4 This school challenged my thinking 8 12 1 - - 1
5 This school advanced my understanding of the subject 10 10 2 - - -
6 I received adequate feedback during the school on my participation 7 13 2 - - -
7 I have learned a lot in this school 8 13 1 - - -
8 This school provided me with a range of intellectual challenges 7 13 1 - - 1
9 Current developments in the field were highlighted 9 13 - - - -
10 The lectures and seminars were important 13 9 - - - -
11 It was important to learn about other student’s work in this field 16 6 - - - -
12 This school was important for my university education 8 10 4 - - -
13 I developed an interest in the subjects discussed during the school 8 13 1 - - -
14 I will remain in contact with other course participants 16 5 1 - - -
15 The school web page provided adequate information about the
event
11 9 - 2 - -
Scale: Excellent (E), Good (G), Adequate (A), Poor (P), Very Poor (V)
E G A P V
16 All things considered I would rate this course as 9 13 - - -
The overall outcome is a positive one and all students together rated the course between excellent and
good.
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D Modelling Tutorials
During the workshop a local area network with 3 workstations, 3 PCs and a laser printer was set-up
at Dichato. E-mail access was only limited via modem, not accessible on a regular basis to student
participants (see course evaluation, it resulted in a lot of complaints), and also not accessible through the
local network.
The students had the opportunity to work with several models provided and installed by the invited
lecturers and speakers. Three full days during the school were allocated for students to experiment with
the models under supervision of the invited lecturers and speakers. Models included:
• a version of the Cane and Zebiak model to study equatorial dynamics (supervised by David Battisti),
• a sigma coordinate ocean circulation model (Princeton Ocean Model) implemented for a large region
of the eastern South Pacific Ocean (supervised by Ole Leth)
• a box model of the global climate system (supervised by Gary Shaffer),
• a simple linear wave model (supervised by Oscar Pizarro),
• a primitive equation ocean circulation model (Modular Ocean Model, supervised by Joachim Ribbe)
and
• the Southampton primitive equation ocean circulation model (SEA, supverivsed by David Stevens)
With the exemption of the latter two models, all models were used by all students throughout the
school. The latter two were only demonstrated and used by a few selected students interested in this kind
of models. In addition to running complex models, all students supervised by David Stevens experimented
with different numerical approximation techniques (such as upwind, CTCS, QUICKTEST, etc. ). All
models were discussed lengthy during the lectures and invited seminars and allowed the students to gain
hands-on-experience deepening their theoretical knowledge.
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