The large deviations principles are established for a class of multidimensional degenerate stochastic differential equations with reflecting boundary conditions. The results include two cases where the initial conditions are adapted and anticipated.
(ii) for all t ≥ 0, X ε t (x) ∈Ō and (X ε t (x), L ε t (x)) satisfies Eq.(1.4).
We first recall that the existence and uniqueness results on strong solutions to Eq.(1.4) were studied by Skorohod [11] , Tanaka [12] , Lions and Sznitman [8] , Saisho [10] , and other authors. When the initial value x is replaced by an arbitrary random variable {X ε 0 , ε > 0}, the author and Zhang (see [5, 6] ) obtained recently existence of strong solution to Eq.(1.4), and we proved that the composition (X ε t (X ε 0 ), L ε t (X ε 0 )) of stochastic processes (X ε t (x), L ε t (x)) and X ε 0 is just a solution of Eq.(1.4) corresponding to the initial X ε 0 under little regularity conditions on b, σ and shape of domain O.
The goal of this paper will be two-fold. One is to establish the large deviation principle for {X ε t (x) : ε > 0}. We noted that this problem has been solved by Anderson and Orey [1] , Cépa [2] and other authors. However, this result only deals with the case where the σσ T is uniformly definite, i.e., σ is non-degenerate, because their proofs heavily depend on one dimensional stochastic differential equations with reflection in which the reflection has explicit representation formula. Here we will remove these restrictions and give detailed proof of the problem in case where σ is degenerate by a approach used by the author [7] , which is somewhat different from that of [1, 2] . The other one is to prove that the non-adapted solution {X ε t (X ε 0 )} also satisfies the large deviation principle under some hypotheses on the family {X ε 0 , ε > 0} via some results on adapted solution {X ε t (x), ε > 0}.
To state our result more precisely, we introduce the following skeleton 
Let E = C([0, 1];Ō). · E denotes the uniform norm on E. We define the rate functions I 1 , I x 2 and I x by
for x ∈Ō and f ∈ E. We set inf ∅ = +∞ by convention. The main results of this paper are the following. 
Let b and σ be bounded and uniformly Lipschitz. {X ε t (x), ε > 0} is the uniqueness solution of Eq.(1.4). Then {X ε (x), ε > 0} satisfies large deviation principle on E with good rate function I x 2 given by (1.7). In other words, for any open set G and any closed set F of E, we have
Assume the conditions of Theorem 1.1. σ and b are bounded and satisfy the following
for some constants C > 0, where σ T denotes transpose of σ, ▽σ and ▽ 2 σ denote σ's derivatives of first and second order with respect to spatial variable x, respectively. Then for any random variable X ε 0 with P{X ε 0 ∈Ō} = 1 and the family {X ε 0 , ε > 0} satisfies for x 0 ∈Ō and any δ > 0 lim sup
the processes {X ε t (X ε 0 ) : ε > 0} satisfy the large deviation principle on E with good rate function I x 0 given by (1.8) . In other words, for any open set G and any closed set F of E, we have
This paper is organized as follows. We will study the skeleton equation (1.5) and its Euler approximation in section 2; In section 3 we will give an exponential approximation of the solution {X ε t } t∈ [0, 1] . In sections 4 and 5, we will prove Theorems 1.1 and 1.2.
Throughout this paper we make the following convention: the letter c or c(p 1 , p 2 , p 3 , · · · ) depending only on p 1 , p 2 , p 3 , · · · will denote an unimportant positive constant, whose values may change from one line to another one.
2 Skeleton Equations (1.5) In this section we mainly study existence, uniqueness and approximation of solution of the skeleton equations (1.5). The first result is the following. 
holds for some constants c(r),
{|f (s)|} and r > 0.
where X = F (z) and X ′ = F (z ′ ).
We first prove (2.3). By chain rule, we have for
Using conditions (1.1),(1.2) and (1.9) on O,
We now calculate the following term:
Since b and σ are bounded and uniformly Lipschitz, φ ∈ C 2 b (Ō), we deduce from (2.6)-(2.8) that there exists a constant c > 0 such that
Consequently,
(2.10)
by the Gronwall lemma, we obtain that
So the proof of (2.3) has been done.
Next we turn to proving existence of solution of (1.5). Define a sequence {Y n (s)} ∞ n=1 of functions by
By (2.3), for large enough n and some constants c > 0, we have
Using the first equation in (2.2) and (2.12), there exists a
where k n is the local time of Y n . So we can assume that (Y n , k n ) converges uniformly to (Y, k), which are continuous on [0, 1]. Letting n → +∞ in (2.12) we know that (Y, k) solves the first equation in (1.5). The remains of proving existence is to check the second and third equations in (1.5). Let
which implies that
Thus (Y, k) solves the second equation in (1.5).
Using conditions (1.1),(1.2) and (1.9) on O again, for any f ∈ C([0, 1]; ℜ) with f ≥ 0 and any β ∈Ō, we have
Noticing that the measure d|k n | converges to some measure da s as n → +∞, we get that
which, together with (1.1) and (1.2), implies that h s ∈ λn(Y s ) for some λ ≥ 0. Hence, we find a ξ(Y s ) ∈ n(Y s ) such that
that is, (Y, k) also solves the third equation in (1.5). Therefore we have proved the existence of solution of (1.5).
Let (Y, k) and (Y ′ , k ′ ) be two solutions of (1.5) with
So Y = Y ′ . We then deduce from the first equation in (1.5) that k = k ′ . This implies the uniqueness of solution of Eq.(1.5).
To the proof of Theorem 2.1 end, we to prove (2.1). Let
t (x)) be the solutions of Eq.(1.5) corresponding to ψ i for (2.8) and using the same way as in (2.10), we can prove that for any r > 0 and any
Thus by Gronwall lemma we complete the proof. 2
The second result of this section is the following. where · E 2 denotes the uniform norm of
Proof. By (1.5) and (2.14)
Since I 1 (ψ) ≤ r, b and σ are bounded, we know that ω ∈ BV ([0, 1]). Using Theorem 2.1 in [8] , we get that
So we deduce from (2.16) that
Hence, using (2.18) and (2.19) as well as b and σ are uniformly Lipschitz we have
which, together with Gronwall lemma, implies that
(2.21)
Thus we complete the proof of Theorem 2.2. 2
We define F n (·) from
for n ≥ 1 and k = 0, 1, · · · , 2 n − 1. The third result of this section is the following. 
where M (α, C 0 ,Ō) are some positive constants depending only on α, C 0 andŌ.
Proof. SinceŌ satisfies (1.3) and is bounded, the proof is completely similar to that of Lemma 1. 
Proof.
Since the first inequality (6) in Lemma 1.1 in [8] holds for ω ∈ E due to constant C there can be replaced by 2C 0 , we have
which implies that (2.25). 2
Now we turn to proving Theorem 2.3.
Proof of Theorem 2.3.
by Lemma 2.2 and (2.4), ∃M
where f t = sup s≤t {|f (s)|}. Noticing that for t ∈ [0,
we have
(2.31) Using (2.30) and (2.31), we have 
Doing the same procedure as in estimating Y n (·, x) 2 2 n , we can find
Thus we complete the proof by the last inequality. 2 3 Exponential approximation of the solution for SDE (1.4) We consider the following Euler approximation of SDE (1.4),
for n ≥ 1 and x ∈Ō. The main result of this section is the following. 
for any δ > 0.
Proof. We first define stopping time τ 1 for δ 1 > 0 by
by using (2.24) and (2.25), there exists a positive constant c 1 depending only on α, O and C 0 such that
where
is also a Brownian motion. So, by choosing
by Lemma 5.2.1 in [3] . So
Consequently, 
By Itô's formula 
Using conditions(1.1)-(1.3) and (1.9), and φ ∈ C b (ℜ d ), ∃ a positive constant c such that
By (3.14), (3.20) and (3.24)
So, taking mathematical expectation at both sides of (3.25), we have
(3.26)
Now we estimate the terms
By (3.11), (3.12) and N t is bounded we get that
because ▽φ, b and N are bounded.
Similarly,
Using (3.12), and σ and ▽φ are bounded we have
1 +x) 2 , ∀x ≥ 0, by (3.12), we get that
Therefore, putting ( 3.27)-(3.32) and (3.26) together, we have
which, by Gronwall lemma, implies that
Letting t = 1 in the last inequality we have 
we immediately deduce from (3.7) and (3.35) that
for any δ > 0. Therefore, we complete the proof of Theorem 3.1. 2
Large deviations principles on SDE(1.4)with reflection
The main purpose of this section is to Theorem 1.1.
Proof of Theorem 1.1. By (2.22) and (3.1), for n ≥ 1 we have
Using the schilder theorem (see Theorem 1.3.27 in [4] ), { √ εB, ε > 0}
satisfies the large deviations principles on E 1 with good rate function I 1 (·) defined by (1.6). Because of Theorem 2.3 F n (·) is a continuous map from E 1 to E, therefore, by the contraction principle(see Theorem 4.2.1 [3] ), {X ε n , ε > 0} satisfies the large deviations principles on E with good rate function I x 2,n defined by
for f ∈ E, where z ψ n is solution of Eq.(2.14). By Theorem 2.2 and Theorem 3.1 as well as the generalized contraction principle for large deviations principles (see Theorem 4.2.23 in [3] ), the family {X ε , ε > 0} satisfies the large deviations principles on E with the rate function I x 2 (·) defined by (1.8). So we complete the proof.
2
Using the same way as in Theorem 1.1, we can prove the following and we omit its proof here. 
As a direct consequence of Theorem 4.1 we also have the following. ε log inf
5 Large deviations principles on SDE(1.4)with reflection and anticipated initial conditions
Let X ε 0 be any random variable, which may not be adapted to F 0 , X ε t (x) be a solution of SDE.(1.4) corresponding to initial data x. The author proved in [6] that the composition X ε t (X ε 0 ) is also a solution of SDE ( 1.4) corresponding to anticipated initial conditions X ε 0 . Therefore the integral in this equation should be anticipated in Malliavin sense(see [9] ). The main purpose of this section is to prove Theorem 1.2 via Theorem 1.1 and Proposition 4.1. The proof is the following.
Proof of Theorem 1.2. We first prove that the large deviations lower bound holds for {X ε t (X ε 0 ), ε > 0} with rate function 
Using the same way as in (2.8), we can prove that for any
for some constants c = c(α, C 0 , O). Taking δ 3 > 0 such that
we have ε log inf
Therefore, putting (1.14), (5.4) and (5.5) together, we have lim inf ε→0 ε log P X ε · (X ε 0 ) ∈ G ≥ −I x 0 (g).
Since g ∈ G is arbitrary, we have lim inf
So we complete the proof of the large deviations lower bound.
Next we prove that the large deviations upper bound holds for {X ε t (X ε 0 ), ε > 0} with rate function I x 0 (·) on E if the conditions of Theorem 1.2 are satisfied.
Let F ⊂ E be a closed set. If inf f ∈F I x 0 (f )} = 0, then (1.16) is trivial. We need only to prove that for any a > 0 with a < inf f ∈F I x 0 (f )} lim sup 2.
