Network descriptors and curriculum networks by Antunović, Suzana
ZAJEDNICˇKI SVEUCˇILISˇNI POSLIJEDIPLOMSKI
DOKTORSKI STUDIJ MATEMATIKE
SUZANA ANTUNOVIC´
MREZˇNI DESKRIPTORI I
KURIKULNE MREZˇE
DOKTORSKI RAD
Mentor:
prof. dr. sc. Damir Vukicˇevic´
Zagreb, 2017
CROATIAN DOCTORAL PROGRAM IN
MATHEMATICS
Suzana Antunovic´
NETWORK DESCRIPTORS AND
CURRICULUM NETWORKS
DOCTORAL THESIS
Supervisor:
prof. dr. sc. Damir Vukicˇevic´
Zagreb, 2017
ZAHVALE
Veliku zahvalu upuc´ujem mentoru prof.dr.sc. Damiru Vukicˇevic´u koji me upoz-
nao sa svijetom znanosti, pomagao mi svojim idejama, savjetima i razumijevanjem
i vodio me kroz proces nastajanja ove disertacije. Zahvaljujem se i cˇlanovima
strucˇnog povjerenstva, prof.dr.sc. Dragutinu Svrtanu i prof.dr.sc. Tomislavu Dosˇlic´u,
te kolegama sa Seminara za diskretnu matematiku na savjetima, primjedbama i ide-
jama. Posebno hvala upuc´ujem Ivanu Marusˇic´u na nezamjenjivoj tehnicˇkoj podrsˇci
i pomoc´i.
Najvec´a hvala mojim roditeljima koji su me pratili na svakom koraku mog pri-
vatnog i profesionalnog sazrijevanja. Bez njihove potpore i utjehe vjerojatno ne bi
bilo ni ovoga rada. Hvala svim mojim prijateljima i dragim ljudima koji su bili uz
mene i bodrili me tijekom ovog procesa.
Konacˇno, ovaj rad posvec´ujem osobi s kojoj sam posljednje cˇetiri godine dijelila
strahove, strepnje, umor, iscrpljnost, olaksˇanje, probleme, uspjehe i neuspjehe,
osobi koju sam zbog njegove snage i volje dozˇivjela u potpuno novom svjetlu i na
koju sam jako ponosna. Veselim se sˇto c´emo svoje velike zˇivotne uspjehe moc´i
proslaviti zajedno. Robi, ovaj rad je za tebe.
Sazˇetak
U disertaciji su izlozˇeni rezultati istrazˇivanja iz viˇse podrucˇja teorije mrezˇa. U
prvom dijelu proucˇavane su ekstremalne vrijednosti poopc´enih mrezˇnih deskriptora
transmisije, medupolozˇenosti, vrsˇne produktivnosti i vrsˇne profitabilnosti. U dva
promatrana slucˇaja uzeta je u obzir pretpostavka da vrhovi u mrezˇi koji se nalaze
na vec´im udaljenostima komuniciraju manje od onih na manjim udaljenostima.
U prvom slucˇaju kolicˇina komunkacije medu vrhovima utezˇena je s d(u, v)λ za
λ < 0, a u drugom slucˇaju s λd(u,v) za λ ∈ (0, 1), pri cˇemu je d(u, v) udaljenost
izmedu vrhova u i v. Analizirane su gornje i donje ograde vrijednosti deskriptora.
Nadalje, definirane su kurikulne mrezˇe i analizirana neka njihova svojstva. Rijecˇ je
o jednostavnim usmjerenim grafovima u kojima vrhovi predstavljaju edukacijske
jedinice, a usmjereni brid izmedu dva vrha oznacˇava da je poznavanje jedne jedinice
potrebno za ucˇenje druge. Definirane su mjere pomoc´u kojih je moguc´e napraviti
evaluaciju valjanosti redoslijeda edukacijskih jedinica. Mjere su analizirane s viˇse
razlicˇitih glediˇsta i odredeni su grafovi koji odgovaraju najmanje i najviˇse slozˇenim
nastavnim planovima. Predlozˇen je algoritam za odredivanje optimalne ekspozicije
edukacijskih jedinica u odnosu na odabranu mjeru slozˇenosti. Konacˇno, detaljno
je analiziran problem detekcije zajednica u kurikulnim mrezˇama i predlozˇeni su
algoritmi za rjesˇavanje tog problema.
Abstract
In this thesis results of research from several different areas of complex networks
theory have been introduced. First, generalized versions of network descriptors
such as transmission, betweeness centrality, networkness and
network surplus have been defined and analyzed. Two different approaches that
were studied both take into account the assumption that vertices in networks,
which are closer to each other, communicate more than the vertices on greater
distances. In the first case the amount of communication between vertices has been
amended by d(u, v)λ where λ < 0 and in the second case by λd(u,v), where d(u, v)
represents the distance between vertices u and v, and λ ∈ (0, 1). Upper and lower
bounds for minimal and maximal values of these descriptors have been analyzed.
Furthermore, special kind of networks has been defined. Curriculum network is a
simple, directed graph in which vertices represent educational units, and directed
arc from u to v indicates that understanding of a unit u is necessary for learning
and understanding of unit v. Measures for evaluating the quality of curriculum
content sequencing have been proposed and analyzed from sever different points of
view. Graphs corresponding to most and least complex curricula have been found.
Some real–world curriculum networks and their properties have been analyzed.
Finally, the problem of community detection in curriculum networks has been
analyzed and two algorithms for solving this problem have been suggested.
Sadrzˇaj
Sazˇetak iv
Abstract v
Sadrzˇaj vi
1 UVOD 1
1.1 Vrste i primjeri kompleksnih mrezˇa . . . . . . . . . . . . . . . . . . 6
1.2 Osnovni pojmovi teorije grafova . . . . . . . . . . . . . . . . . . . . 12
2 Mrezˇni deskriptori 16
2.1 d(u, v)λ - tezˇinski mrezˇni deskriptori . . . . . . . . . . . . . . . . . 18
2.1.1 Vrsˇna produktivnost . . . . . . . . . . . . . . . . . . . . . . 21
2.1.2 Vrsˇna profitabilnost . . . . . . . . . . . . . . . . . . . . . . . 25
2.2 λd(u,v) - tezˇinski mrezˇni deskriptori . . . . . . . . . . . . . . . . . . 28
2.2.1 Veza izmedu teλ i c
e
λ . . . . . . . . . . . . . . . . . . . . . . . 28
2.2.2 Transmisija . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.2.3 Medupolozˇenost . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.2.4 Vrsˇna produktivnost . . . . . . . . . . . . . . . . . . . . . . 39
2.2.5 Vrsˇna profitabilnost . . . . . . . . . . . . . . . . . . . . . . . 41
SADRZˇAJ vii
3 Kurikulne mrezˇe 44
3.1 Uvod . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.2 Matematicˇka formulacija problema . . . . . . . . . . . . . . . . . . 50
3.3 Ekstremalni rezultati . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.4 Neka svojstva kurikulnih mrezˇa . . . . . . . . . . . . . . . . . . . . 68
3.5 Optimalna ekspozicija jedinica . . . . . . . . . . . . . . . . . . . . 79
4 Detektiranje zajednica u kurikulnim mrezˇama 93
4.1 Detektiranje zajednica u neusmjerenim mrezˇama . . . . . . . . . . . 96
4.2 Algoritmi za propagaciju labela . . . . . . . . . . . . . . . . . . . . 101
4.2.1 LPA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.2.2 LPAm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
4.2.3 LPAm+ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
4.3 Detektiranje zajednica u usmjerenim mrezˇama . . . . . . . . . . . . 106
4.4 Detektiranje zajednica u kurikulnim mrezˇama . . . . . . . . . . . . 108
4.4.1 OLPAm+ algoritam . . . . . . . . . . . . . . . . . . . . . . 110
4.4.2 Eksperimenti i rezultati . . . . . . . . . . . . . . . . . . . . 120
4.4.3 Optimalni redoslijed zajednica . . . . . . . . . . . . . . . . . 129
5 Zakljucˇak 139
Bibliografija 154
Prilozi 172
A Kurikulne mrezˇe . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
B Algoritmi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200
Zˇivotopis 255
Poglavlje 1
UVOD
Proucˇavanje kompleksnih mrezˇa temelji se na konceptima teorije grafova. Mrezˇa
je skup vrhova povezanih bridovima. Brid izmedu dva vrha implicira postojanje
nekog odnosa ili veze izmedu dva povezana vrha [115, 116]. Cˇesto se pojam mrezˇa
koristi kao sinonim za graf iako se formalno pojam graf odnosi na sam matematicˇki
objekt, dok se pojam mrezˇa odnosi na realizaciju tog objekta u stvarnom svijetu.
Mrezˇa je pojednostavljena reprezentacija koja reducira sustav na apstraktnu struk-
turu zadrzˇavajuc´i pritom samo neke osnovne podatke o pocˇetnom sustavu. Vrhovi
i bridovi mogu biti oznacˇeni nekim dodatnim informacija da bi se sacˇuvalo viˇse
informacija o sustavu te mogu predstavljati razlicˇite entitete i njihovu poveza-
nost ovisno o problemu koji zˇelimo analizirati. Tako, na primjer, u drusˇtvenim
mrezˇama, vrhovi mogu predstavljati osobe, a bridovi poznanstvo ili prijateljstvo
dviju osoba, medusobnu suradnju, neprijateljstvo, geografsku blizinu i slicˇno. U
tehnolosˇkim mrezˇama vrhovi mogu predstavljati racˇunala, a bridovi fizicˇku pove-
zanost kabelom. U biologiji, tocˇnije prehrambenim mrezˇama, vrhovi predstavljaju
vrstu zˇivotinja, a brid izmedu dvije vrste implicira da je jedna vrsta predator u
odnosu na drugu. U racˇunarstvu se cˇesto dijagram toka nekog algoritma prika-
zuje u obliku grafa kojem su vrhovi naredbe (instrukcije), a redoslijed izvrsˇavanja
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naredbi prikazan je pomoc´u bridova. Nadalje, mrezˇama se mogu reprezentirati i
razne racˇunalne strukture podataka, umrezˇavanje i paralelizam racˇunala i njihov
sekvencijalni rad.
Problem koji se cˇesto spominje kao zacˇetak teorije grafova je problem ko¨nig-
sbersˇkih mostova (eng. The Ko¨nigsberg Bridge Problem)[119]. Grad Ko¨nigsberg
u danasˇnjoj Rusiji bio je smjesˇten na obje strane rijeke Pregel i sadrzˇavao je dva
velika otoka koji su bili povezani s kopnom i jedan s drugim pomoc´u sedam mos-
tova. Problem je zahtijevao da se osmisli sˇetnja gradom tijekom koje bi se svaki
most presˇao tocˇno jednom. Pocˇetna i krajnja tocˇka sˇetnje nisu nuzˇno morale biti
iste. Euler je 1736. dokazao da ovaj problem nema rjesˇenja i tako postavio temelje
razvoju teorije grafova.
Slika 1.1: Problem ko¨nigsbersˇkih mostova: (a) mapa grada na kojoj je svaki dio
kopna oznacˇen razlicˇitom bojom. (b) problem prikazan pomoc´u grafa u kojem
vrhovi predstavljaju dijelove kopna, a bridovi svaki od 7 mostova. (preuzeto iz
[83])
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Mnogi se problemi i objekti mogu modelirati pomoc´u kompleksnih mrezˇa pa
nerijetko istrazˇivanja o mezˇama prodiru iz matematike u fiziku [5, 57, 26, 90],
biologiju [82, 161], kemiju [166, 123, 130], klimatologiju [142, 172, 52], racˇunalnu
znanost, sociologiju [23, 25, 28, 59], epidemiologiju [18, 19, 72] i druge grane. Ideje
iz teorije mrezˇa primijenjene su na analizu metabolicˇkih [69] i genetskih regula-
tornih mrezˇa, modeliranje i vizualizaciju velikih bezˇicˇnih komunikacijskih mrezˇa,
razvoj strategija cijepljenja radi kontrole sˇirenja bolesti [111, 112], identifikaciju
kriticˇnih tocˇaka u prometu gdje se stvaraju guzˇve [6, 13] i u sˇirokom spektru drugih
prakticˇnih problema.
Prvi korak u analiziranju mrezˇe cˇesto je vizualizacija. Ona predstavlja koristan
alat za analizu podataka jer nam dopusˇta da odmah uocˇimo vazˇna strukturalna
svojstva mrezˇe koja bi mozˇda bilo tesˇko uocˇiti da se radi samo o sirovim poda-
cima. Znanstvenici iz razlicˇitih grana znanosti su tijekom godina razvili opsezˇan
skup alata, matematicˇkih, racˇunalnih i statisticˇkih, za analizu, modeliranje i bolje
razumijevanje mrezˇa. Buduc´i je vec´ina alata napravljena tako da koristi mrezˇe
u njihovom apstraktom obliku (u obliku grafa) mogu se primjeniti na gotovo sve
sustave i probleme koje je moguc´e reprezentirati kao mrezˇe. Mnogi od tih alata
pocˇinju s jednostavnom mrezˇom i nakon odredenih kalkulacija dolaze do informa-
cija kao sˇto su, na primjer, koji je vrh najbolje povezan s drugima ili duljina naj-
duljeg puta u mrezˇi. Drugi alati koriste modele mrezˇa za matematicˇka previdanja
o procesima koji se dogadaju u mrezˇi kao sˇto su putevi kojima c´e tec´i promet
na Internetu ili nacˇini kako c´e se sˇiriti epidemija neke bolesti [116]. Razvijaju
se racˇunalni modeli i programski alati koji imaju za cilj pruzˇanje uvida u razne
dinamicˇke fenomene na mrezˇama [158]. Primjerice, mozˇdanu aktivnost moguc´e je
proucˇavati kroz skup neuralnih mrezˇa i interpretirati je u okviru cˇesto koriˇstenih
mjera strukturalne i funkcionalne povezanosti [134]. Nadalje, predvidanje i analizi-
ranje metabolicˇkih procesa u velikim biokemijskim mrezˇama predstavlja izazov za
3
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znanstvenike iz podrucˇja bioinformatike i biologije [22]. Racˇunalni i matematicˇki
modeli imaju ogromnu ulogu u procjeni i kontroli sˇirenja zaraznih bolesti, kao
sˇto je bio slucˇaj s virusom gripe H1N1 2011. godine [154]. Bolesti se sˇire kroz
mrezˇu kontakata medu pojedincima. Uzorci i ucˇestalost takvih kontakata mogu
se prikazati u obliku kompleksne mrezˇe i dosta pazˇnje je posvec´eno empirijskim
istrazˇivanjima i proucˇavanju strukture takvih mrezˇa. Pojavljuje se i nova vrsta
zaraze u obliku racˇunalnih virusa, programa koji se sami multipliciraju i prelaze
s racˇunala na racˇunalo na slicˇan nacˇin na koji se patogeni sˇire medu ljudima ili
zˇivotinjama [116]. Bilo da je rijecˇ o sˇirenju bolesti ili prosljedivanju neke informa-
cije kroz mrezˇu, identificiranje vrhova koji su najutjecajniji i najaktivniji u svom
djelovanju je vazˇan korak prema optimiziranom koriˇstenju resursa ili efikasnom
sˇirenju informacija [87]. Nerijetko su za takve situacije razvijeni posebni paketi
koji su specijalizirani za konkretne sustave i probleme, primjerice Brain Connecti-
vity Toolbox u sklopu programskog alata MATLAB ili GLEaMviz, javno dostupni
programski sustav koji simulira sˇirenje zaraznih bolesti na globalnoj razini [154].
Posljednjih godina svjedoci smo novog trenda u istrazˇivanju mrezˇa jer se fokus
s manjih grafova i istrazˇivanja svojstava pojedinih vrhova ili bridova pomicˇe na
statisticˇka i dinamicˇka svojstva vec´ih mrezˇa i grafova s nekoliko stotina tisuc´a ili
milijuna vrhova, temporalne mrezˇe [75, 80], prostorne mrezˇe [20, 31, 46], drusˇtvene
mrezˇe [137]. Za procvat ove grane znanosti uvelike je zasluzˇan napredak u polju
informacijske i komunikacijske tehnologije koji nam omoguc´ava sakupljanje i raz-
mjenu informacija te brzu i efikasnu analizu prikupljenih podaka, sˇto je rezultiralo
podrobnijim proucˇavanjem modernih mrezˇa sa nekoliko stotina milijuna vrhova
kao sˇto su Facebook, Twitter, World Wide Web, Internet i druge.
Sve se viˇse pazˇnje posvec´uje sigurnosti i otpornosti kompleksnih mrezˇa [74, 160].
Otpornost (eng. resilience) je sposobnost sustava da prilagodi svoju aktivnost i
zadrzˇi funkcionalnost kada se dogode gresˇke ili problemi u radu [43]. Kompleksne
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mrezˇe kao sˇto su Internet, financijska trzˇista, komunikacijske, prometne, elektricˇne
mrezˇe cˇine esencijalni dio modernih drusˇtava. Poremec´aj u radu koji bi poreme-
tio, na primjer, dovod elektricˇne energije mogao bi imati tesˇke posljedice, stoga
je sigurnost i otpornost takvih mrezˇa na slucˇajne i namjerne napade od presudne
vazˇnosti [113]. Moguc´nost rusˇenja mrezˇe napadom na jedan ili nekoliko vrhova
ili bridova jedan je od kljucˇnih problema koji se pokusˇavaju sprijecˇiti i rijesˇiti.
Jednom kada dode do poremec´aja u radu ili protoku informacija kroz mrezˇu, pos-
ljedice za drusˇtvo su cˇesto velike. Uzmimo za primjer racˇunalni virus ”Code Red”
koji je 2001. godine zarazio oko 360 tisuc´a servera, a nastala sˇteta procijenjena je
na viˇse stotina milijuna dolara [7]. Josˇ jedan primjer poremec´aja u radu sustava
koji je ostavio velike posljedice je nestanak struje koji se dogdio 1996. godine u
Sjevernoj Americi. Zbog preopterec´enja elektricˇne mrezˇe uzrokovanog pretjera-
nim koriˇstenjem klimatizacijskih uredaja tijekom neuobicˇajeno toplog ljeta, dosˇlo
je do nestanka elektricˇne energije u zapadnoj Kanadi, dijelu Sjedinjenih Americˇkih
Drzˇava i dijelu sjevernog Meksika. U periodu od skoro mjesec dana nije normali-
ziran sustav opskrbe sˇto je direktno utjecalo na viˇse od 2 milijuna ljudi [157].
Razvoj interdisciplinarnog pristupa koji se temelji na suradnji znanstvenika iz
polja informacijskih znanosti, inzˇenjerstva, statisticˇke i nelinearne fizike, primije-
njene matematike i drusˇtvenih znanosti donosi nove uvide i koncepte u proucˇavanje
sigurnosti kompleksnih mrezˇa [113].
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1.1 Vrste i primjeri kompleksnih mrezˇa
Kompleksne mrezˇe najcˇesˇc´e se dijele u cˇetiri skupine: tehnolosˇke, drusˇtvene, in-
formacijske i biolosˇke [116]. U ovom poglavlju definirani su i opisani neki primjeri
cˇesto proucˇavanih mrezˇa za svaku od navedenih skupina.
Tehnolosˇke mrezˇe cˇine osnovu danasˇnjih modernih tehnolosˇkih drusˇtava. Za-
sigurno najpoznatiji primjer tehnolosˇke mrezˇe je Internet. Internet je svjetski
rasˇirena mrezˇa fizicˇkih podatkovnih veza (kabela) medu racˇunalima i srodnim
uredajima. Njegova struktura nije kontrolirana od strane neke centralne orga-
nizacije, sustav se sam organizira kombiniranim djelovanjem mnogih lokalnih i
autonomnih racˇunalnih sustava. Poruke se Internetom sˇalju razlomljene u pakete,
a sustav funkcionira tako da ukoliko se u mrezˇu dodaju novi vrhovi ili bridovi ili
ako se izbriˇsu ili pokvare neki postojec´i, usmjernici automatski prilagodavaju rutu
slanja paketa u skladu s novim stanjem sustava [116]. Iako je to odlicˇna karakteris-
tika sa strane robusnosti i fleksibilnosti mrezˇe, predstavlja problem u istrazˇivanju
strukture Interneta pa se vec´ina zakljucˇaka donosi na temelju eksperimentalnih
mjerenja. Neki od znacˇajnijih primjera tehnolosˇkih mrezˇa, osim Interneta, su te-
lefonske mrezˇe, mrezˇe prijenosa elektricˇne energije [60], prometne mrezˇe [51, 104] i
distribucijske mrezˇe [64, 39]. Telefonska mrezˇa sastoji se od fiksnih i bezˇicˇnih veza
kojima se prenose telefonski pozivi. Mrezˇa za prijenos elektricˇne energije, u ovom
kontekstu, je mrezˇa visokonaponskih dalekovoda koji omoguc´avaju prijenos elek-
tricˇne energije. Prometne mrezˇe ukljucˇuju zrakoplovne linije, cestovni, zˇeljeznicˇki i
pomorski promet. Primjer prometne mrezˇe prikazan je na Slici 1.2. Distribucijske
mrezˇe ukljucˇuju naftovode i plinovode, kanalizacijske linije i rute kojima se koriste
dostavljacˇi ili distributeri proizvoda.
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Slika 1.2: Mrezˇa brzih zˇeljeznicˇkih linija u Europi 2016. godine (preuzeto sa
www.wikipedia.com, original PNG: Bernese media)
Drusˇtvene mrezˇe su mrezˇe u kojima vrhovi predstavljaju osobe ili ponekad
grupe ljudi, a bridovi predstavljaju neku vrstu socijalne interakcije medu njima.
Zadnjih desetljec´a velik razvoj dozˇivjele se online drusˇtvene mrezˇe kao sˇto su Fa-
cebook i Twitter. Facebook je online drusˇtvena mrezˇa u kojoj su vrhovi osobe,
tocˇnije njihovi profili ili mrezˇne stranice, a veze se stvaraju ukoliko dvije osobe
definiraju svoj odnos kao prijateljstvo [153]. Tesˇko je odrediti tocˇan broj vrhova
u mrezˇi posˇto se on brzo mijenja, ali po posljednjim procjenama Facebok je u
prosincu 2016. godine imao oko 1860 milijuna aktivih korisnika [141]. Posebna vr-
sta drusˇtvenih mrezˇa su mrezˇe pripadnosti (affiliation networks) u kojima vrhovi
predstavljaju osobe koje su povezane bridom ako pripadaju istoj drusˇtvenoj grupi.
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Jedna od takvih je mrezˇa suradnje drzˇavnih i lokalnih sigurnosnih i zdravstvenih
institucija u sklopu Bostonskog sustava za upravljanje u nuzˇdi prikazana na Slici
1.3. U akademskim krugovima, vrlo je vazˇna mrezˇa koautorstva u kojoj vrhovi
predstavljaju znanstvenika ili grupu znanstvenika koji su povezani bridom ako su
zajedno objavili znanstveni cˇlanak [14, 40]. Veliki doprinos istrazˇivanju drusˇtvenih
mrezˇa dao je Stanley Miligram svojim eksperimentom u kojem je pokazao ”efekt
malog svijeta”, svojstvo kompleksne mrezˇe prema kojem je prosjecˇna najkrac´a
udaljenost izmedu dva vrha relativno mala [110, 151].
Slika 1.3: Mrezˇa suradnje drzˇavnih i lokalnih institucija nakon eksplozije bombe
na Bostonskom maratonu u travnju 2013. godine [77]. Krug oznacˇava javnu
organizaciju. Trokut oznacˇava neprofitnu organizaciju. Romb oznacˇava privatnu
organizaciju. Kvadrat oznacˇava LESF (Local Emergency Support Functions)
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Informacijske mrezˇe vec´inom su konstruirane s ciljem diseminacije znanja i
pronalazˇenja informacija. Jedan od poznatijih primjera zasigurno je World Wide
Web [1, 4]. U ovoj mrezˇi vrhovi su mrezˇne stranice, a bridovi su hiperveze koje
nam omoguc´uju navigaciju s jedne na drugu stranicu. World Wide Web se cˇesto
pogresˇno koristi kao sinonim za Internet, a zapravo predstavlja samo jednu od
usluga pomoc´u koje se ostvaruje razmjena podataka putem Interneta. Mrezˇu su
osamdesetih godina prosˇlog stoljec´a kreirali znanstvnici u laboratoriju CERN u
Zˇenevi za medusobnu razmjenu informacija [78], ali je vrlo brzo nadiˇsla svoju
prvotnu namjeru. U ovoj skupini cˇesto se spominju i mrezˇa citata [94] (primjer
prikazan na Slici 1.4). Vec´ina znanstvenih radova sadrzˇi reference na prijasˇnje
radove pa je moguc´e konstruirati mrezˇu u kojoj su vrhovi znanstveni radovi, a brid
izmedu dva vrha A i B oznacˇava da rad A sadrzˇi referencu na rad B. Navedene
mrezˇe primjeri su usmjerenih mrezˇa.
Osnovni tipovi biolosˇkih mrezˇa su metabolicˇke mrezˇe [69], mrezˇe interakcija
medu proteinima [81], genetske regulatorne mrezˇe [68], hranidbene mrezˇe [54, 79]
i neuralne mrezˇe [37]. Kemijski spojevi u zˇivim stanicama povezani su bioke-
mijskim reakcijama koje pretvaraju jedan kemijski spoj u drugi. Svi spojevi u
stanici su dijelovi zamrsˇene biokemijske mrezˇe reakcija koja se naziva metabolicˇka
mrezˇa. Neuroni u mozgu su duboko povezani jedni s drugima sˇto rezultira slozˇenim
mrezˇama koje su prisutne u strukturnim i funkcionalnim aspektima mozga [37].
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Slika 1.4: Mrezˇa citata generirana na temelju cˇlanaka objavljenih u PR cˇasopisima
na temu kompleksne mrezˇe [129]. Prikazani su bridovi s tezˇinama iznad odredenog
praga. Sˇirina brida proporcionalna je tezˇini, a velicˇina vrha proporcionalna je sumi
tezˇina incidentnih bridova.
Svi organizmi su povezani jedni s drugima kroz proces hranjenja. Ako se
odredena vrsta hrani drugom vrstom ili je plijen u odnosu na nju, medusobno
su povezane u zamrsˇenom hranidbenom lancu. Stabilnost tih interakcija jedno je
od kljucˇnih pitanja u ekologiji [101] koje je osobito vazˇno s obzirom na potencijalni
gubitak vrsta uzrokovan globalnim klimatskim promjena.
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Slika 1.5: Mrezˇa genetskih interakcija gljivica [29]. Vrhovi predstavljaju gene, a
bridovi interakcije. Prikazano je 291 interakcija izmedu 204 gena.
Mnogi sustavi koji su znanstvenicima zanimljivi sastavljeni su od pojedinacˇnih
dijelova ili komponenti koje su na neki nacˇin povezane. Vec´ina aspekata vezanih za
takve sustave vrijedna je proucˇavanja. Moguc´e je proucˇavati prirodu svake zasebne
komponente ili vrstu interakcija medu njima, ali i uzorke koji se pojavljuju prilikom
povezivanja komponenti. Mrezˇe su stoga opsˇiran, ali moc´an alat za reprezentaciju
i bolje razumijevanje takvih sustava [116].
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1.2 Osnovni pojmovi teorije grafova
U ovoj disertaciji koriˇstena je standardna terminologija teorije grafova bazirajuc´i
se na [155] i [27].
Graf je uredeni par G = (V,E), gdje je V (G) = V neprazan skup cˇije elemente
nazivamo vrhovima, a E(G) = E je podskup skupa neuredenih parova elemenata iz
V cˇije elemente nazivamo bridovima. Ako za e ∈ E vrijedi e = {u, v}, onda vrhove
u i v nazivamo krajevima brida e i oni nisu nuzˇno razlicˇiti. Graf se ponekad definira
i kao uredena trojka G = (V,E, ϕ), gdje je V neprazan skup cˇije elemente nazivamo
vrhovima, E je skup cˇije elemente nazivamo bridovima, a ϕ je preslikavanje koje
svakom bridu e ∈ E pridruzˇuje neuredeni par (ne nuzˇno razlicˇitih) vrhova. Za
e = {u, v} kazˇemo da su u i v incidentni s e, te da su u i v susjedi i piˇsemo
e = uv. Brid cˇiji se krajevi podudaraju nazivamo petljom, a dva ili viˇse bridova
s istim parom krajeva nazivamo viˇsestrukim bridovima. Ukoliko u grafu nema ni
petlji ni viˇsestrukih bridova za graf kazˇemo da je jednostavan. Kompleksne mrezˇe
koje proucˇavamo u ovoj disertaciji su jednostavni grafovi. G je prazan graf ako je
E(G) = ∅. Uvodimo oznake
v(G) = |V (G)| - broj vrhova u G
e(G) = |E(G)| - broj bridova u G
Jednostavan graf s n vrhova u kojem je svaki par vrhova spojen bridom nazivamo
potpunim grafom i oznacˇavamo s Kn. Primjeri jednostavnih grafova koje c´emo
korisiti su ciklusi i putovi. Ciklus Cn na n vrhova definiran je kao graf sa skupom
vrhova V = {1, 2, ..., n} i skupom bridova E = {{i, i + 1} : i < n} ∪ {1, n}. Put
Pn na n vrhova definiran je skupom vrhova V = {1, 2, ..., n} i skupom bridova
E = {{i, i + 1} : i < n}. U jednostavnom grafu put je potpuno odreden nizom
svojih vrhova v0v1...vk. Kazˇemo da je v0 pocˇetak, a vk kraj puta P , a ponekad i
za v0 i za vk kazˇemo da su krajevi. Za vrhove v1, ..., vk−1 kazˇemo da su unutarnji
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vrhovi puta. Dva vrha u, v ∈ V grafa G su povezana ako u G postoji uv-put.
Udaljenost dG(u, v) dvaju vrhova u i v u G je duljina najkrac´eg uv-puta. Kada je
iz konteksta jasno o kojem grafu je rijecˇ piˇsemo samo d(u, v).
Neka su G i H grafovi. Kazˇemo da je H podgraf od G i piˇsemo H ⊆ G ako
je V (H) ⊆ V (G) i E(H) ⊆ E(G), a svaki brid iz H ima iste krajeve u H kao sˇto
ih ima u G. Tada kazˇemo i da je G nadgraf od H. Podgraf H ⊆ G za koji je
V (H) = V (G) zovemo razapinjuc´i podgraf.
Neka je G = (V,E) i V ′ ⊆ V . Podgraf od G cˇiji je skup vrhova V \V ′, a skup
bridova se sastoji od bridova iz E cˇija su oba kraja u V \V ′ oznacˇavat c´emo s
G\V ′. Ako je V ′ = {v} umjesto G\V ′ pisat c´emo G\{v}. Podgraf od G dobiven
izbacivanjem brida e iz E oznacˇavat c´emo s G − e, a graf dobiven dodavanjem
brida e /∈ E grafu G s G+ e.
Skup svih susjednih vrhova vrha u ∈ V (G) oznacˇavamo s N(u). Ako je G
jednostavan graf, onda definiramo stupanj vrha u, u oznaci du = d(u), kao broj
susjeda od u. Za vrh u kazˇemo da je izoliran ako je d(u) = 0, a kazˇemo da je u
list ako je d(u) = 1. Vrijedi sljedec´a propozicija.
Propozicija 1.1 Neka je G = (V,E) graf. Vrijedi
∑
u∈V (G)
d(u) = 2e(G).
Dijametar grafa G, u oznaci diam(G), je najvec´a duljina najkrac´eg puta za sve
parove vrhova koji su medusobno povezani. Graf G je povezan ako su svaka dva
njegova vrha povezana nekim putem. Povezanost medu vrhovima je relacija ekvi-
valencije, pa stoga postoji particija skupa vrhova V na klase ekvivalencije i te klase
nazivamo komponente povezanosti od G. Ako graf ima samo jednu komponentu
povezanosti onda kazˇemo da je povezan, a inacˇe kazˇemo da je nepovezan.
Graf u kojem nema ciklusa nazivamo aciklicˇkim grafom ili sˇumom, a povezani
aciklicˇki graf nazivamo stablom. Za stablo G korijen stabla je bilo koji cˇvrsto
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odabrani vrh. Vrijedi Teorem o karakterizaciji stabla:
Teorem 1.2 Neka je G = (V,E) jednostavan graf. Tada su sljedec´e tvrdnje ekvi-
valentne.
i) G je stablo;
ii) za svaka dva vrha u, v ∈ V postoji jedinstveni uv-put u G;
iii) za svaki brid e ∈ E, G− e je nepovezan;
iv) dodavanjem bilo kojeg brida e /∈ E izmedu postojec´ih vrhova u, v ∈ V , G+e
sadrzˇi tocˇno jedan ciklus;
v) vrijedi v(G) = e(G) + 1.
Razapinjuc´e stablo grafa G je razapinjuc´i podgraf od G koji je stablo. Dijk-
strino stablo s korijenom u ili stablo najkrac´ih putova s korijenom u grafa G je
razapinjuc´e stablo grafa G takvo da je put od vrha u do proizvoljnog vrha v u G
najkrac´i uv-put u G [49, 45]. Za jednostavan graf G kazˇemo da je vrsˇno tranzitivan
ako vrijedi ∀u, v ∈ V (G), ∃g ∈ Aut(G) tako da je g(u) = v.
U Poglavlju 3 bavimo se kurikulnim mrezˇama koje su jednostavni usmjereni
grafovi. Usmjereni graf ili digraf D je graf G u kojem svaki brid ima smjer
od pocˇetka prema kraju. D se josˇ zove i orijentacija od G i oznacˇava D =
−→
G .
Brid s pocˇetkom u, a krajem v je uredeni par (u, v). Kazˇemo da je e = uv luk ili
usmjereni brid od u prema v. Dva ili viˇse lukova s istim pocˇetkom i krajem zovu se
viˇsestruki lukovi. Digraf D mozˇemo definirati i kao uredenu trojka (V,E, ϕ), gdje
je ϕ : E → V ×V funkcija koja svakom luku e pridruzˇuje uredeni par vrhova (u, v)
(moguc´e i jednakih) koji se zovu pocˇetak i kraj od e. Jednostavni digraf je onaj
koji nema viˇsestrukih lukova i petlji. Pridruzˇeni digraf D(G) grafa G je digraf
dobiven iz G zamjenom svakog brida dvama suprotno orijentiranim lukovima s
istim krajevim. Pripadni graf G(D) digrafa D je graf dobiven iz D brisanjem svih
strelica, tj. tako da bridove u D tretiramo kao neuredene parove vrhova. Turnir je
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digraf cˇiji je pripadni graf jednostavan i potpun. Na Slici 1.6 su prikazani primjeri
turnira.
Slika 1.6: Primjer turnira na 4 vrha. Brojevi u zagradi predstavljaju niz outstup-
njeva vrhova u grafu.
Mnogi pojmovi koje smo definirali za neusmjerene grafove se automatski pre-
nose na digrafove. Primjerice, usmjerni put je jednostavni digraf cˇiji su vrhovi
linearno poredani tako da postoji usmjereni brid s pocˇetnim vrhom u i krajnjim
vrhom v ako i samo ako je vrh v odmah iza vrha u u poretku vrhova. Dijametar
digrafa je duljina najkrac´eg usmjerenog puta izmedu dva najudaljenija povezana
vrha. Digraf D je slabo povezan (ili krac´e povezan) ako je pripadni graf pove-
zan, a jako povezan ako za svaka dva vrha u, v ∈ V postoji usmjereni put od
u do v i usmjereni put od v do u. Komponenta digrafa D je komponenta (po-
vezanosti) pripadnog grafa od D, a jaka komponenta digrafa D je maksimalni
jako povezan poddigraf od D. Za razliku od grafova, u digrafovima razlikujemo
dvije vrste stupnjeva vrha. Definiramo instupanj (ulazni stupanj) vrha v, u oznaci
d+(v) = din(v), kao broj lukova s krajem v i outstupanj (izlazni stupanj) vrha v, u
oznaci d−(v) = dout(v), kao broj lukova s pocˇetkom v. Vrijedi sljedec´a propozicija:
Propozicija 1.3 U digrafu G vrijedi∑
v∈V (G)
d+(v) = e(G) =
∑
v∈V (G)
d−(v).
Kazˇemo da je digraf tranzitivno zatvoren ako za svaki usmjereni put od vrha u do
vrha v postoji usmjereni brid uv. Digraf je aciklicˇan ako ne sadrzˇi diciklus.
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Mrezˇni deskriptori
Vazˇan alat za analizu mrezˇa, posebno drusˇtvenih i komunikacijskih, su mjere cen-
tralnosti definirane na vrhovima grafa. Osmiˇsljene su da bi se laksˇe odredila i
interpretirala vazˇnost i polozˇaj vrha u mrezˇi. Vec´ina mjera temelji se na ana-
lizi najkrac´ih putova koji povezuju dva vrha. Jedna od njih je i medupolozˇenost,
dobro poznat koncept koji nam govori kolika kolicˇina komunikacije prolazi kroz
odredeni vrh [21]. Vrhovi s visokim vrijednostima medupolozˇenosti interpretiraju
se kao vazˇni i moc´ni jer kontroliraju tijek informacija u mrezˇi. Uklanjanje takvih
vrhova iz mrezˇe bi uvelike poremetilo komuunikaciju medu ostalim vrhovima [32].
Bridna medupolozˇenost prvi put je definirana i koriˇstena u kontekstu otkrivanja
zajednica u kompleksnim mrezˇama [65]. Za brid uv, bridna medupolozˇenost (eng.
edge betweenness) definirana je sa
b(uv) =
∑
{k,l}∈V (G)
skluv
skl
pri cˇemu je skluv broj najkrac´ih putevi izmedu vrhova k i l koji prolaze bridom uv,
a skl je ukupan broj najkrac´ih puteva izmedu k i l. Medupolozˇenost c(u) vrha u
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definirana je kao suma bridnih medupolozˇenosti svih bridova incidentnih s u [38]:
c(u) =
∑
v∈N(u)
b(uv)
gdje je N(u) skup svih susjeda vrha u. Josˇ jedan vazˇan koncept u komunikacijskim
mrezˇama je transmisija. Za vrh u ∈ V definirana je kao
t(u) =
∑
u∈V
d(u, v)
pri cˇemu je d(u, v) udaljenost izmedu vrhova u i v. U kontekstu komunikacijskih
mrezˇa, medupolozˇenost mozˇemo interpretirati kao kolicˇinu informacija koje prolaze
preko vrha u, a transmisiju mozˇemo tumacˇiti kao trosˇak vrha u za mrezˇu [159].
Poznato je da su obje mjere povezane s Wienerovim indeksom [164] koji je definiran
kao
W (G) =
1
2
∑
(u,v)∈V 2
d(u, v).
Pojam je uveo Harry Wiener 1947. godine pod imenom ”broj staza” (eng. path
number) [164]. Rijecˇ je o najstarijem topolosˇkom indeksu povezanom s molekular-
nim grananjem na temelju kojeg su kasnije razvijeni brojni drugi topolosˇki indeksi
kemijskih grafova [133]. U radu [38] dokazano je da vrijedi∑
u∈V
c(u) =
∑
u∈V
t(u) = 2W (G) (2.1)
Wienerov indeks usko je povezan i s mjerom centralnosti vrha (eng. closeness
centrality) koja se cˇesto koristi u sociometriji i teoriji drusˇtvenih mrezˇa [56].
Koristec´i ove dobro poznate koncepte, definirana su dva nova mrezˇna des-
kriptora: vrsˇna produktivnost i vrsˇna profitabilnost. Oba deskriptora mozˇemo
interpretirati u kontekstu mjerenja produktivnosti odredenog vrha [159]. Vrsˇna
produktivnost vrha u definirana je kao omjer medupolozˇenosti i transmisije
ρ(u) =
c(u)
t(u)
,
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dok je vrsˇna profitabilnost definirana kao razlika tih dviju mjera
ν(u) = c(u)− t(u).
Interpretacija svih definiranih mrezˇnih deskriptora u kontekstu komunikacijskih
mrezˇa temelji se na pretpostavci da je kolicˇina komunikacije izmedu dva proizvoljna
vrha jednaka, tj. da ne ovisi o njihovoj udaljenosti.
2.1 d(u, v)λ - tezˇinski mrezˇni deskriptori
Realisticˇno je pretpostaviti da c´e vrhovi koji se nalaze na manjim udaljenostima
komunicirati viˇse nego oni na vec´im. U skladu s tim, definicije mrezˇnih deskriptora
utezˇene su s d(u, v)λ za λ < 0, generalizirajuc´i slucˇaj λ = −1 predstavljen u [30].
Definiramo:
tλ(u) =
∑
v∈V \{u}
d(u, v) · d(u, v)λ =
∑
v∈V \{u}
d(u, v)1+λ,
bλ(uv) =
∑
{k,l}∈(V2)
skluv
skl
· d(k, l)λ,
cλ(u) =
∑
v∈[u]
bλ(uv).
Primjetimo da je funkcija tλ rastuc´a funkcija u terminima udaljenosti za λ > −1,
a padajuc´a za λ < −1. Nadalje, definiramo:
ρλ (u) =
cλ (u)
tλ (u)
,
νλ (u) = cλ (u)− tλ (u) .
Za λ = 0 dobijemo standardne definicije transmisije, medupolozˇenosti, vrsˇne pro-
duktivnosti i vrsˇne profitabilnosti [38, 159]. U ovom poglavlju ogranicˇili smo se
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na slucˇaj kada je λ < 0 jer pozitivne vrijednosti λ vode nerealnoj pretpostavci
da udaljeni vrhovi komuniciraju viˇse nego oni koji su blizu. Analogno kao u [159]
definiramo
mcλ (G) = min {cλ (u) : u ∈ V } Mcλ (G) = max {cλ (u) : u ∈ V }
mtλ (G) = min {tλ (u) : u ∈ V } Mtλ (G) = max {tλ (u) : u ∈ V }
mρλ (G) = min {ρλ (u) : u ∈ V } Mρλ (G) = max {ρλ (u) : u ∈ V }
mνλ (G) = min {νλ (u) : u ∈ V } Mνλ (G) = max {νλ (u) : u ∈ V }
Cilj je odrediti gornje i donje ograde ovih vrijednosti te graf i vrh u grafu za koji
se one postizˇu. Dokazˇimo prvo tri pomoc´ne leme koje c´emo koristiti u daljnjim
dokazima.
Lema 2.1 Za svaki graf G i λ < 0 vrijedi∑
u∈V
tλ(u) =
∑
u∈V
cλ(u).
Dokaz. Za transmisiju, tvrdnja slijedi direktno iz definicije. Dokazˇimo da tvrdnja
vrijedi za medupolozˇenost. Vrijedi∑
u∈V
cλ(u) =
∑
u∈V
∑
v∈N(u)
∑
{k,l}⊆V
skluv
skl
d(k, l)λ
=
∑
{k,l}⊆V
d(k, l)λ
skl
∑
u∈V
∑
v∈N(u)
skluv.
Za dani par vrhova {k, l}, ∑
u∈V
∑
v∈N(u)
skluv je broj parova (u, v) vrhova takvih da
je d(u, v) = 1 i da najkrac´i put izmedu k i l prolazi bridom uv. Duljina svakog
od skl najkrac´ih putova od k do l je d(k, l), pa na svakom od tih putova mozˇemo
odabrati d(k, l) parova {u, v} za koje je d(u, v) = 1. Stoga vrijedi∑
u∈V
∑
v∈N(u)
skluv = 2 · d(k, l) · skl.
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Nadalje, vrijedi∑
u∈V
cλ(u) =
∑
{k,l}⊆V
d(k, l)λ
skl
· 2d(k, l) · skl = 2
∑
{k,l}⊆V
d(k, l)λ+1
i time je tvrdnja dokazana.
Napomena 2.2 Obzirom na rezultat u Lemi 2.1 i jednadzˇbu (2.1) prirodno je
oznacˇiti ∑
u∈V
tλ(u) =
∑
u∈V
cλ(u) = 2Wλ+1(G).
Lema 2.3 Za pozitivne brojeve a1, a2, . . . , an, b1, b2, . . . , bn vrijedi:
n∑
i=1
ai
n∑
i=1
bi
> min{ai
bi
}.
Dokaz. Vrijedi
n∑
i=1
ai
n∑
i=1
bi
=
n∑
i=1
bi ·min{aibi } ·
ai
bi
min{ai
bi
}
n∑
i=1
bi
>
n∑
i=1
bi ·min{aibi }
n∑
i=1
bi
= min{ai
bi
}.
Lema 2.4 Za sve λ < 0 i za dani n ∈ N, medu svim grafovima s n vrhova, bilo
koji graf G za koji je vrijednost cλ(G) maksimalna je stablo.
Dokaz. Neka je G graf takav da je cλ(G) maksimalna i neka je u vrh u G za koji
se postizˇe maksimalna madupolozˇenost. Pokazˇimo da je G stablo. Pretpostavimo
suprotno. Neka je G′ Dijkstrino stablo s korijenom u vrhu u. Kako je G′ stablo
vrijedi da je s
kl
uv
skl
= 1, za sve k, l ∈ V koji su povezani putem koji prolazi bridom
uv. Iz definicije G′ jasno je da su udaljenosti izmedu u i bilo kojeg drugog vrha
iste u G i G′. No, tada je vrijednost cλ(u) u G′ vec´a ili jednaka vrijednosti cλ(u)
u G, sˇto je protivno pretpostavci.
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2.1.1 Vrsˇna produktivnost
Prije nego prijedemo na odredivanje gornjih i donjih ograda za vrijednosti vrsˇne
produktivnosti, potrebna nam je sljedec´a definicija.
Definicija 2.5 Metlica Bn,k je graf dobiven tako da identificiramo list zvijezde
Sk+1 i kraj puta Pn−k.
Primjetimo da vrijedi B(n−1),2 = Pn and B1,n = Sn. Primjer metlice prikazan je
na Slici 2.1.
Teorem 2.6 Za svaki graf G s n vrhova i za λ ∈ 〈−1, 0〉 vrijedi
mρλ(G) >
n−1∑
i=1
iλ
n−1∑
i=1
i1+λ
.
Donja ograda se postiˇze za krajnji vrh puta.
Dokaz. Za λ ∈ 〈−1, 0〉 minimalna vrijednost medupolozˇenosti i maksimalna vri-
jednost transmisije postizˇu za krajnje vrhove puta, kao sˇto je dokazano u [8], pa
isto vrijedi i za mρλ(G).
Teorem 2.7 Za svaki graf G s n vrhova i za λ ∈ 〈−∞,−1〉 vrijedi
mρλ(G) > min
26D6n−1
Dλ + 1
n−D
D−1∑
i=1
iλ
D1+λ + 1
n−D
D−1∑
i=1
i1+λ
.
Donja ograda se postiˇze za pocˇetni vrh metlice.
Dokaz. Neka je G graf za koji se postizˇe minimalna vrijednost mρλ(G) i neka je
u vrh u G takav da je ρλ(u) = mρλ(G).
Vrijedi:
ρλ(u) =
cλ(u)
tλ(u)
>
∑
v∈V \{u}
d(u, v)λ∑
v∈V \{u}
d(u, v)λ+1
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jer vrh u sigurno lezˇi na svakom najkrac´em putu izmedu sebe i ostalih vrhova.
Neka je vD vrh koji je najudaljeniji od u i neka je S = uv1v2 . . . vD najkrac´i put
od u to vD. Neka je k = n−D − 1.
Nadalje, neka je {w1, . . . wk} = V \ {u, v1, . . . , vD} skup svih vrhova koji ne lezˇe
na putu S i neka je W = {w1, w2, . . . , wk, vD}. Buduc´i je d(u, vi) = i za svaki
i ∈ {1, 2, . . . , D}, vrijedi:
mρλ(G) = ρλ(u) >
∑
v∈V \{u}
d(u, v)λ∑
v∈V \{u}
d(u, v)λ+1
=
D∑
i=1
iλ +
k∑
i=1
d(u,wi)
λ
D∑
i=1
iλ+1 +
k∑
i=1
d(u,wi)1+λ
. (2.2)
Posljednji izraz u (2.2) mozˇemo zapisati na sljedec´i nacˇin:
∑
v∈W
(
d(u, v)λ + 1
n−D
D−1∑
i=1
iλ
)
∑
v∈W
(
d(u, v)1+λ + 1
n−D
D−1∑
i=1
i1+λ
) . (2.3)
Koristec´i Lemu 2.3 zakljucˇujemo da je minimum izraza danog u (2.3) jednak
xλ + 1
n−D
D−1∑
i=1
iλ
x1+λ + 1
n−D
D−1∑
i=1
i1+λ
,
gdje je x = d(u, v) za neki v ∈ W .
Dani minimum se postizˇe ako i samo ako je omjer
ai
bi
konstantan za svaki i ∈
{1, 2, . . . , n}. Jedan od nacˇina kako je to moguc´e postic´i je da je d(u, v) konstantna
za svaki v ∈ {w1, . . . , wk, vD}, tj. da je d(u,wi) = d(u, vD) = D za svaki i ∈
{1, 2, . . . , k}. Ovo je moguc´e jedino ako je wi direktno povezan s vD−1 za svaki
i 6 k, sˇto dokazuje da je G zaista metlica (Slike 2.1 i 2.2).
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· · ·
u v1 v2 vD−2 vD−1 vD
wk w4
w1
w2
w3
. . .
Slika 2.1: Metlica za koju se postizˇe minimalna vrijednost mρλ(G)
Napomena 2.8 Slika 2.2 prikazuje primjere grafova koji minimiziraju vrijednost
mρλ(G) za razlicˇite vrijednosti λ.
λ = −4 λ = −1.6
Slika 2.2: Graf za koji se postizˇe minimalna vrijednost mρλ(G) prikazan za n = 10
i dvije razlicˇite vrijednosti λ.
Teorem 2.9 Za svaki graf G s n vrhova i za λ < 0 vrijedi
mρλ(G) 6 1.
Ograda se postiˇze za bilo koji vrh vrsˇno tranzitivnog grafa.
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Dokaz. Koristec´i Lemu 2.1 i Lemu 2.3 zakljucˇujemo da vrijedi:
min
{
cλ(u)
tλ(u)
: u ∈ V
}
6
∑
u∈V
cλ(u)∑
u∈V
tλ(u)
=
2W1+λ(G)
2W1+λ(G)
= 1.
Teorem 2.10 Za svaki graf G s n vrhova i za λ < 0 vrijedi
1 6Mρλ(G) 6 2λ(n− 2) + 1.
Donja ograda se postiˇze za bilo koji vrh vrsˇno tranzitivnog grafa, a gornja za cen-
tralni vrh zvijezde.
Dokaz. Dokazˇimo prvo donju ogradu. Koristec´i Lemu 2.1 zakljucˇujemo da vrijedi:
max
{
cλ(u)
tλ(u)
: u ∈ V
}
>
∑
u∈V
cλ(u)∑
u∈V
tλ(u)
=
2W1+λ(G)
2W1+λ(G)
= 1.
Za gornju ogradu, neka je u ∈ V (G) vrh za koji se postizˇe maksimalna vrijednost
vrsˇne produktivnosti. Iz Leme 2.4 slijedi da je graf za koji je vrijednost Mρλ
maksimalna stablo. Naime, posˇto je vrsˇna produktivnost definirana kao kvocijent
medupolozˇenosti i transmisije, zˇelimo da brojnik ima najvec´u moguc´u vrijednost.
To vrijedi kada je G stablo. Pretpostavimo da je graf koji se pojavljuje u nazivniku
takoder stablo. Ako to nije slucˇaj, mozˇemo ponoviti konstrukciju stabla G′ iz Leme
2.4 da bismo dobili stablo u kojem udaljenosti izmedu vrha u i svih ostalih vrhova
ostaju iste pa samim time i vrijednost transmisije ostaje ista. Nadalje, koristec´i
nejednakost (2.4) koja vrijedi za x 6 y
n∑
i=1
ai
x
n

1
x
6

n∑
i=1
ai
y
n

1
y
(2.4)
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za potencije 1 i λ dobije se:
ρλ(u) =
∑
q∈[u]
bλ(uq)∑
v∈V \{u}
d(u, v)1+λ
6
2
∑
{v,w}∈(V \{u}2 )
[d(v, u) + d(u,w)]λ +
∑
v∈V \{u}
d(u, v)λ∑
v∈V \{u}
d(u, v)1+λ
6
2
∑
{v,w}∈(V \{u}2 )
[
d(v, u)λ + d(u,w)λ
] · 2λ
2
+
∑
v∈V \{u}
d(u, v)λ∑
v∈V \{u}
d(u, v)1+λ
6
2λ(n− 2) ∑
v∈V \{u}
d(u, v)λ +
∑
v∈V \{u}
d(u, v)λ∑
v∈V \{u}
d(u, v)1+λ
6
[
2λ(n− 2) + 1] ∑
v∈V \{u}
d(u, v)λ∑
v∈V \{u}
d(u, v)1+λ
6 2λ(n− 2) + 1.
Jednostavni izracˇun pokazuje da se jednakost postizˇe za centralni vrh zvijezde.
2.1.2 Vrsˇna profitabilnost
Teorem 2.11 Za svaki graf G s n vrhova i za λ < 0 vrijedi:
mνλ(G) 6 0.
Ograda se postiˇze za bilo koji vrh u vrsˇno tranzitivnom grafu.
Dokaz. Koristec´i Lemu 2.1, usporedimo li minimalnu i prosjecˇnu vrijednost νλ(u),
vrijedi:
mνλ(u) = min {cλ (u)− tλ (u) : u ∈ V } 6 1
n
(∑
u∈V
(cλ (u)− tλ (u))
)
=
1
n
(∑
u∈V
cλ (u)−
∑
u∈V
tλ (u)
)
=
1
n
(2W1+λ(G)− 2W1+λ(G)) = 0.
25
Poglavlje 2. Mrezˇni deskriptori
Jednakost ocˇito vrijedi za vrsˇno tranzitivni graf.
Teorem 2.12 Za svaki graf G s n vrhova i za λ ∈ 〈−∞,−1〉 vrijedi:
mνλ(G) > −(n− 2) · 2λ.
Ograda se postiˇze za list zvijezde.
Dokaz. Neka je u ∈ V (G) vrh u grafu G takav da je mνλ(G) = νλ(u). Vrijedi:
νλ(u) = cλ(u)− tλ(u) >
∑
v∈V \{u}
d(u, v)λ −
∑
v∈V \{u}
d(u, v)1+λ
=
∑
v∈V \{u}
d(u, v)λ(1− d(u, v)) > −(n− 2) · 2λ,
jer je funkcija f(x) = xl(1−x) rastuc´a na segmentu 〈2,+∞〉 i (n−2) je maksimalni
broj vrhova v ∈ V takvih da je d(u, v) = 2.
Teorem 2.13 Za svaki graf G s n vrhova i za λ ∈ 〈−1, 0〉 vrijedi:
mνλ(G) >
n−1∑
i=1
(iλ − i1+λ).
Ograda se postiˇze za krajnji vrh puta.
Dokaz. Za λ ∈ 〈−1, 0〉, minimalna vrijednost medupolozˇenosti i maksimalna
vrijednost transmisije postizˇu se za krajnji vrh puta, kao sˇto je dokazano u [8], pa
isto vrijedi i za mνλ(G).
Teorem 2.14 Za svaki graf G s n vrhova i za λ < 0 vrijedi
0 6Mνλ(G) 6 (n− 1)(n− 2) · 2λ.
Donja ograda se postiˇze za bilo koji vrh u vrsˇno tranzitivnom grafu, a gornja za
centralni vrh zvijezde.
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Dokaz. Za donju ogradu, koristec´i Lemu 2.1 i usporedbu maksimalne i prosjecˇne
vrijednosti νλ(u), dobijemo
Mνλ(u) = max {cλ (u)− tλ (u) : u ∈ V } > 1
n
(∑
u∈V
(cλ (u)− tλ (u))
)
=
1
n
(∑
u∈V
cλ (u)−
∑
u∈V
tλ (u)
)
=
1
n
(2W1+λ(G)− 2W1+λ(G)) = 0.
Dokazˇimo gornju ogradu. Analogno kao u dokazu Teorema 2.10, iz Leme 2.4 slijedi
da je graf za koji se postizˇe gornja ograda stablo. Neka je u ∈ V vrh u grafu G za
koji se postizˇe maksimalna vrijednost νλ. Vrijedi:
νλ(u) = cλ(u)− tλ(u)
6
∑
v∈V \{u}
d(u, v)λ + 2
∑
v,w∈V \{u}
d(v, w)λ −
∑
v∈V \{u}
d(u, v)1+λ
6
∑
v∈V \{u}
d(u, v)λ + 2
∑
v,w∈V \{u}
2λ −
∑
v∈V \{u}
d(u, v)1+λ
=
∑
v∈V \{u}
d(u, v)λ + (n− 1)(n− 2) · 2λ −
∑
v∈V \{u}
d(u, v)1+λ
6 (n− 1)(n− 2) · 2λ.
Jednostavni izracˇun pokazuje da jednakost vrijedi za centralni vrh zvijezde.
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2.2 λd(u,v) - tezˇinski mrezˇni deskriptori
Promotrimo sada mrezˇne deskriptore transmisiju, medupolozˇenost, vrsˇnu produk-
tivnost i vrsˇnu profitabilnost uz pretpostavku da je kolicˇina komunikacije izmedu
dva vrha proporcionalna λd(u,v) za λ ∈ 〈0, 1〉 [9]. Definiramo:
teλ(u) =
∑
v∈V \{u}
d(u, v) · λd(u,v),
beλ(uv) =
∑
{k,l}∈(V2)
skluv
skl
· λd(u,v),
ceλ(u) =
∑
v∈N(u)
beλ(uv)
Nadalje,
ρeλ (u) =
ceλ (u)
teλ (u)
,
νeλ (u) = c
e
λ (u)− teλ (u) .
Definiramo:
mceλ (G) = min {ceλ (u) : u ∈ V } Mceλ (G) = max {ceλ (u) : u ∈ V }
mteλ (G) = min {teλ (u) : u ∈ V } Mteλ (G) = max {teλ (u) : u ∈ V }
mρeλ (G) = min {ρeλ (u) : u ∈ V } Mρeλ (G) = max {ρeλ (u) : u ∈ V }
mνeλ (G) = min {νeλ (u) : u ∈ V } Mνeλ (G) = max {νeλ (u) : u ∈ V }
Cilj je pronac´i gornje i donje ograde ovih vrijednosti za sve λ ∈ 〈0, 1〉.
2.2.1 Veza izmedu teλ i c
e
λ
Analogno kao u [8], mozˇemo interpretirati teλ(u) kao trosˇak koji vrh u napravi
mrezˇi, a ceλ(u) kao kolicˇinu komunikacije koja prolazi vrhom u. Dokazˇimo da su
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sume ovih dviju vrijednosti jednake.
Teorem 2.15 Za svaki graf G vrijedi∑
u∈V
teλ(u) =
∑
k,l∈V
d(k, l) · λd(k,l) =
∑
u∈V
ceλ(u).
Dokaz. Prva jednakost slijedi iz definicije transmisije. Nadalje, vrijedi∑
u∈V
ceλ(u) =
∑
u∈V
∑
v∈N(u)
∑
k,l∈V
skluv
skl
λd(k,l) =
∑
k,l∈V
λd(k,l)
skl
∑
u∈V
∑
v∈N(u)
skluv.
Za dani par vrhova (k, l) ∈ V 2, ∑
u∈V
∑
v∈N(u)
skluv je broj parova (u, v) takvih da je
d(u, v) = 1 i najkrac´i put izmedu k i l prolazi bridom uv. Duljina svakog od
skl najkrac´ih putova od k do l je d(k, l) i zato na svakom takvom putu mozˇemo
odabrati d(k, l) parova {u, v} takvih da je d(u, v) = 1. Dakle,∑
u∈V
∑
v∈[u]
skluv = d(k, l) · skl.
Konacˇno, imamo∑
u∈V
ceλ(u) =
∑
k,l∈V
λd(k,l)
skl
· d(k, l) · skl =
∑
k,l∈V
d(k, l) · λd(k,l).
2.2.2 Transmisija
Za minimalnu transmisiju dokazˇimo
Teorem 2.16 Za svaki graf G s n vrhova vrijedi
min
16D6n−1
λ
[
1− (D + 1)λD +DλD+1]
(λ− 1)2 + (n−D − 1)D · λ
D 6 mteλ(G) (2.5)
Donja ograda postiˇze se za pocˇetni vrh metlice.
29
Poglavlje 2. Mrezˇni deskriptori
Dokaz. Neka je G graf za koji se postizˇe minimalna vrijednost mteλ(G) i neka je
u ∈ V (G) vrh u grafu za koji je teλ(u) = mteλ(G). Neka je vD vrh koji je najdalji od
u, tj. udaljenost izmedu u i vD je najvec´a u grafu, i neka je S = uv1v2...vD najkrac´i
put od u do v. Nadalje, neka je k = n − D − 1 i neka je W = {w1, w2, ..., wk}
skup vrhova koji ne lezˇe na putu S. Posˇto je d(u, vi) = i za svaki i ∈ {1, 2, ..., D}
vrijedi:
mteλ(G) = t
e
λ(u) =
D∑
i=1
i · λi +
∑
w∈W
d(u,w) · λd(u,w).
Buduc´i za pozitivne brojeve a1, a2, ..., an takve da je a = min{a1, a2, ..., an} vrijedi
n∑
i=1
ai >
n∑
i=1
a = n · a,
zakljucˇujemo da je
mteλ(G) =
D∑
i=1
i · λi +
∑
w∈W
d(u,w) · λd(u,w) >
D∑
i=1
i · λi + (n−D − 1)x · λx
gdje je x = d(u, q) za neki q ∈ W za koji izraz d(u, q) · λd(u,q) ima najmanju
vrijednost. To znacˇi da c´e transmisija biti minimalna ako su svi vrhovi u W
jednako udaljeni od u. Dokazat c´emo da je u tom slucˇaju x = D. Pretpostavimo
suprotno. Promotrimo graf G′ koji se dobije tako da uklonimo vrh vD i spojimo
ga s vx−1. Transmisija u G′ je manja nego u G, sˇto je kontradikcija, dakle, x =
D. Zakljucˇujemo da je jedan od grafova za koje se postizˇe minimalna vrijednost
transmisije metlica, odnosno da su svi vrhovi iz W direktno povezani s vD−1.
Napomena 2.17 Na Slici 2.3 prikazan je primjer metlice za koju se postiˇze mi-
nimalna vrijednost mteλ(G).
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· · ·
u v1 v2 vD−2 vD−1 vD
wk w4
w1
w2
w3
. . .
Slika 2.3: Metlica za koju se postizˇe minimalna vrijednost mteλ(G).
Uz odredene pretpostavke, mozˇemo svesti slucˇaj D ∈ {1, .., n− 1} iz prethod-
nog Teorema na slucˇaj D ∈ {1, n− 1, bDminc , dDmine}. Dokazˇimo:
Teorem 2.18 Funkcija f (D) =
D∑
i=1
i ·λi+(n−D−1)D ·λD ima lokalni minimum
u tocˇki
D1 =
2− 2λ+ [1 + (λ− 1)n]Logλ+√Sλ
2 (λ− 1)Logλ (2.6)
i lokalni maksimum u tocˇki
D2 =
2− 2λ+ [1 + (λ− 1)n]Logλ−√Sλ
2 (λ− 1)Logλ , (2.7)
pri cˇemu je
Sλ = 4 (λ− 1)2 +
[
(n− 1)2 + λ2n2 − 2λ (n2 − n+ 2)]Logλ2,
ako su D1, D2 ∈ R .
Dokaz. Problem se svodi na trazˇenje minimuma (maksimuma) funkcije
f (D) =
D∑
i=1
i · λi + (n−D − 1)D · λD.
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Deriviranje funkcije i pojednostavljivanje izraza daje nam
f ′ (D) =
λD
(λ− 1)2
(
AD2 +BD + C
)
;
gdje je:
A = 2λLogλ− Logλ− λ2Logλ;
B = 4λ− 2− 2λ2 + Logλ (λ− 1 + n− 2λn+ λ2n);
C = λ+ n− 1− 2λn+ λ2n− λLogλ.
Stacionarne tocˇke su
D1 =
2− 2λ+ [1 + (λ− 1)n]Logλ+√Sλ
2 (λ− 1)Logλ
i
D2 =
2− 2λ+ [1 + (λ− 1)n]Logλ−√Sλ
2 (λ− 1)Logλ ,
gdje je
Sλ = 4 (λ− 1)2 +
[
(n− 1)2 + λ2n2 − 2λ (n2 − n+ 2)]Logλ2.
Analizirajmo f ′ (D). Posˇto je λ
D
(λ−1)2 uvijek pozitivno, rast ili pad funkcije f (D)
ovisi o polinomu drugog stupnja AD2+BD+C. Vodec´i koeficijent A = 2λLogλ−
Logλ − λ2Logλ > 0 za λ ∈ 〈0, 1〉. Zakljucˇujemo da, pod pretpostavkom da su
D1, D2 ∈ R, funkcija f (D) poprima minimalnu vrijednost za D1 i maksimalnu
vrijednost za D2.
Napomena 2.19 Oznacˇimo Dmin = D1. Ako je Dmin ∈ [1, n− 1] i realan
broj, minimum izraza
D∑
i=1
i · λi + (n − D − 1)D · λD postiˇze se za neki D ∈
{1, n− 1, bDminc , dDmine}. U suprotnom, postiˇze se za D ∈ {1, n− 1}. Ova
primjedba pomazˇe pojednostavniti izracˇun donje ograde iz Teorema 2.16.
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Promotrimo sada gornju ogradu. Odredili smo je za slucˇaj kada je λ ∈ 〈0, 1
2
〉.
Teorem 2.20 Za svaki graf G s n vrhova i za λ ∈ 〈0, 1
2
〉 vrijedi
mteλ(G) 6 (n− 1) · λ.
Gornja ograda postiˇze se bilo koji vrh u potpunom grafu.
Dokaz. Neka je G graf za koji se postizˇe najvec´a vrijednost mteλ(G) i neka je
u ∈ V (G) vrh u grafu za koji je teλ(u) = mteλ(G). Vrijedi:
mteλ(G) = t
e
λ(u) =
∑
v∈V \{u}
d(u, v) · λd(u,v) 6
∑
v∈V \{u}
λ = (n− 1) · λ.
Nejednakost vrijedi jer je za λ ∈ 〈0, 1
2
〉 funkcija f (x) = xλx padajuc´a. Jednakost
vrijedi za potpuni graf posˇto je d (u, v) = 1 za svaki u, v ∈ V .
Analizirajmo donju ogradu za Mteλ(G). Odredili smo je u posebnom slucˇaju za
2–povezane grafove i za λ ∈ 〈0, 1
2
〉. Nadalje postavljamo slutnju.
Slutnja 2.21 Za svaki graf G s n > 3 vrhova i za λ ∈ 〈0, 1
2
〉 vrijedi

√
λ[2
√
λ+(n−1)λ1+n2 −(n+1)λn2 ]
(λ−1)2 , n neparan
1
2
nλ
n
2 +
√
λ[2
√
λ+(n−1)λ1+n2 −(n+1)λn2 ]
(λ−1)2 , n paran
 6Mt
e
λ(G) (2.8)
Jednakost vrijedi za bilo koji vrh u ciklusu.
Napomena 2.22 Prethodna slutnja vrijedi u posebnom slucˇaju kada je G 2–povezan.
Da bismo to dokazali potrebna nam je sljedec´a lema.
Lema 2.23 Neka je n > 3. Neka je λ ∈ 〈0, 1
2
〉 i neka je S skup nizova (x1, x2, ..., xbn/2c) ∈
Nbn/2c takvih da je x1 + x2 + ... + xbn/2c = n− 1 i postoji k ∈ {1, ..., bn/2c} takav
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da je xi ≥ 2 za svaki i ≤ k i xi = 0 za svaki i > k.
Neka je S ′ skup nizova u S oblika
(
x1, x2, ..., xbn/2c
)
takvih da postoji k ∈ {1, ..., bn/2c}
takav da je xk ∈ {0, 1}, xi = 2 za svaki 1 ≤ i < k and xi = 0 za svaki i > k. Neka
je Tn definiran kao
Tn
(
x1, x2, ..., xbn/2c
)
=
bn/2c∑
i=1
xi · i · λi.
Tada je
min {Tn (s) : s ∈ S} = min {Tn (s) : s ∈ S ′} .
Nadalje, minimalna vrijednost Tn u S
′ je:
2 ·
n−1
2∑
i=1
i · λi, n neparan
2 ·
n−2
2∑
i=1
i · λi + (n
2
) · λn2 , n paran

Dokaz. Pretpostavimo suprotno. Neka
(
x1, x2, ..., xbn/2c
)
/∈ S ′ minimizira Tn u S.
Tada postoji k takav da je xk > 2. Primjetimo da je k < bn/2c. Tada je(
x1, x2, ..., xk − 1, xk+1 + 1, xk+2, ..., xbn/2c
) ∈ S.
Slijedi
0 > Tn
(
x1, x2, ..., xbn/2c
)− Tn (x1, x2, ..., xk − 1, xk+1 + 1, xk+2, ..., xbn/2c)
= kλk − (k + 1)λk+1 > 0,
sˇto je kontradikcija. Dakle, niz s ∈ S ′ koji minimizira Tn je (2, 2, ..., 2, 0) za neparan
n i (2, 2, ...2, 1) za parni n. Lako se vidi da je vrijednost Tn za te nizove jednaka
2 ·
n−1
2∑
i=1
i · λi =
√
λ[2
√
λ+(n−1)λ1+n2 −(n+1)λn2 ]
(λ−1)2 u prvom slucˇaju, i 2 ·
n−2
2∑
i=1
i · λi + (n
2
) · λn2 =
1
2
nλ
n
2 +
√
λ[2
√
λ+(n−1)λ1+n2 −(n+1)λn2 ]
(λ−1)2 u drugom slucˇaju.
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Dokaz Napomene 2.22. Oznacˇimo lijevu stranu izraza (2.8) sa cycλ(n) i
pretpostavimo suprotno: da postoji 2–povezan graf G s n vrhova takav da je
Mteλ(G) < cycλ(n). To implicira da je t
e
λ(u) < cycλ(n), za svaki u ∈ V . Neka
je w ∈ V takav da je teλ(w) < cycλ(n). Neka je w1 vrh koji je najviˇse udaljen
od w i neka je d(w,w1) = D. Posˇto je G 2–povezan vrijedi da za svaki d < D
postoje barem 2 vrha na udaljenosti d od w. Iz ovoga se lako vidi da je D ≤
⌊n
2
⌋
.
Oznacˇimo s xi broj vrhova na udaljenosti i od w i promotrimo niz (x1, ..., xbn/2c).
Ovaj niz je ocˇito u skupu S definiranom u Lemi 2.23. Slijedi da je cycλ(n) 6 teλ(w)
sˇto je kontradikcija.
Teorem 2.24 Za svaki graf G s n vrhova vrijedi
Mteλ(G) 6 max
16D6n−1
λ
[
1− (D + 1)λD +DλD+1]
(λ− 1)2 + (n−D − 1)D · λ
D
Jednakost vrijedi za pocˇetni vrh metlice.
Dokaz. Neka je G graf za koji se postizˇe maksimalna vrijednost Mteλ(G) i neka
je u ∈ V (G) vrh u grafu za koji je teλ(u) = Mteλ(G). Neka je vD vrh koji je
najudaljeniji od u i neka je S = uv1v2...vD najkrac´i put od u do vD. Nadalje, neka
je k = n−D − 1 i neka je W = {w1, w2, ..., wk} skup vrhova koji ne lezˇe na putu
S. Posˇto je d(u, vi) = i za svaki i ∈ {1, 2, ..., D} imamo da je:
Mteλ(G) = t
e
λ(u) =
D∑
i=1
i · λi +
∑
w∈W
d(u,w) · λd(u,w).
Za pozitivne brojeve a1, a2, ..., an takve da je a = max{a1, a2, ..., an} vrijedi
n∑
i=1
ai 6
n∑
i=1
a = n · a,
pa zakljucˇujemo da je
Mteλ(G) =
D∑
i=1
i · λi +
∑
w∈W
d(u,w) · λd(u,w) 6
D∑
i=1
i · λi + (n−D − 1)x · λx
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gdje je x = d(u, q)za neki q ∈ W za koji izraz d(u, q)·λd(u,q) ima najvec´u vrijednost.
To znacˇi da c´e transmisija imati maksimalnu vrijednost ako su svi vrhovi iz W
jednako udaljeni od u. Dokazˇimo da je u tom slucˇaju x = D. Pretpostavimo
suprotno. Promotrimo graf G′ dobiven tako da uklonimo vrh vD i spojimo ga na
vx−1. Graf G′ ima vec´u transmisiju nego G sˇto je kontradikcija. Zakljucˇujemo da
je jedan od grafova za koje je transmisija maksimalna metlica, to jest, svi vrhovi
iz W moraju biti direktno povezani s vD−1.
Napomena 2.25 Neka je Dmax = D2 iz Teorema 2.18. Ako vrijedi da je Dmax ∈
[1, n− 1] ∈ R, tada se maksimum izraza
D∑
i=1
i · λi + (n − D − 1)D · λD postiˇze za
neki D ∈ {1, n− 1, bDmaxc , dDmaxe}. U suprotnom, postiˇze se za D ∈ {1, n− 1}.
Ova primjedba mozˇe pojednostavniti izracˇun gornje ograde u Teoremu 2.24.
2.2.3 Medupolozˇenost
Dokazˇimo prvo leme koje c´emo koristiti u daljnjim dokazima.
Lema 2.26 Za svaki λ ∈ 〈0, 1〉 i za dani broj n ∈ N, medu svim grafovima s n
vrhova, graf G za koji se postiˇze maksimalna vrijednost ceλ(G) je stablo.
Dokaz. Neka je G graf takav da je vrijednost ceλ(G) maksimalna i neka je u ∈
V (G) vrh u grafu za koji se ta vrijednost postizˇe. Pokazat c´emo da je G stablo.
Pretpostavimo suprotno. Promotrimo Dijkstrino razapinjuc´e stablo G′ dobiveno
na slijedec´i nacˇin. Pocˇevsˇi od vrha u, u svakom koraku odaberemo vrh v koji
je najblizˇi vrhu u (udaljenost izmedju vrhova u i v je najmanja) i josˇ nije dio
stabla. Posˇto je G′ stablo, vrijedi s
kl
uv
skl
= 1 za svaki k, l ∈ V koji su povezani putem
koji prolazi bridom uv. Po nacˇinu na koji je konstruirano stablo G′, ocˇito je da
udaljenosti izmedu u i v, za svaki v ∈ V , ostaju iste. To znacˇi da je ceλ(u) vec´i u
G′ nego u G sˇto je kontradikcija s pretpostavkom.
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Lema 2.27 Za svaki graf G s n vrhova i za λ ∈ 〈0, 1〉 vrijedi
∑
v∈V \{u}
λd(u,v) >
n−1∑
i=1
λi =
λD − λ
λ− 1 .
Dokaz. Neka je G graf s n vrhova i neka su u i v vrhovi povezani najduzˇim putem
u grafu, tj. d(u, v) = diam(G). Neka je W skup svih vrhova koji ne lezˇe na putu
od u do v. Promotrimo graf G′ koji se dobije tako da otkinemo bilo koji vrh w ∈ W
i zalijepimo ga na v. Ovim postupkom povec´ali smo udaljenosti izmedu vrhova,
i samim time, posˇto je λ ∈ 〈0, 1〉, smanjili smo vrijednost sume. Nastavimo li
ponavljati ovaj proces dolazimo do zakljucˇka da c´e suma biti minimalna ako je G
put, tj. ako vrijedi ∑
v∈V \{u}
λd(u,v) >
n−1∑
i=1
λi =
λD − λ
λ− 1 .
Dokazˇimo sada sljedec´e teoreme.
Teorem 2.28 Za svaki graf G s n vrhova i λ ∈ 〈0, 1〉 vrijedi
λD − λ
λ− 1 6 mc
e
λ(G).
Donja ograda postiˇze se za krajnji vrh puta.
Dokaz. Neka je G graf za koji je vrijednost mceλ(G) minimalna i neka je u ∈ V (G)
vrh takav da je ceλ(u) = mc
e
λ(G). Koristec´i Lemu 2.27 dobijemo
mceλ(G) >
∑
v∈V \{u}
λd(u,v) >
n−1∑
i=1
λi =
λD − λ
λ− 1 .
Sˇto se ticˇe gornje ograde, rijesˇili smo problem za λ ∈ 〈0, 1
2
〉.
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Teorem 2.29 Za svaki graf G s n vrhova i za λ ∈ 〈0, 1
2
〉 vrijedi
mceλ(G) 6 (n− 1) · λ
Gornja ograda se postiˇze za bilo koji vrh u potpunom grafu.
Dokaz. Koristec´i Teorem 2.15, mozˇemo ogranicˇiti prosjecˇnu medupolozˇenost na
sljedec´i nacˇin:
1
n
∑
u∈V
ceλ(u) =
1
n
∑
k,l∈V
d(k, l) · λd(k,l) 6 1
n
∑
k,l∈V
λ =
1
n
· n(n− 1) · λ = (n− 1) · λ.
Posˇto je minimalna vrijednost medupolozˇenosti manja ili jednaka prosjecˇnoj, tvrd-
nja je dokazana. Jednakost vrijedi za potpuni graf posˇto je d(k, l) = 1 za bilo koja
dva vrha k, l ∈ V.
Teorem 2.30 Za svaki graf G s n vrhova i λ ∈ 〈0, 1〉 vrijedi
Mceλ(G) 6 (n− 1)[λ+
1
2
(n− 2) · λ2].
Jednakost vrijedi za centralni vrh zvijezde.
Dokaz. Koristec´i Lemu 2.26 mozˇemo zakljucˇiti da je trazˇeni graf stablo. Neka je
G stablo takvo da je vrijednost ceλ(G) maksimalna i neka je u ∈ V (G) vrh u grafu
za koji se ta vrijednost postizˇe. Neka je P skup svih neuredenih parova vrhova
v, w ∈ V \ {u} takvih da najkrac´i put od v do w prolazi vrhom u. Vrijedi:
Mceλ(G) = c
e
λ(u) =
∑
v∈[u]
∑
k,l∈V
skluv
skl
λd(k,l) =
∑
v∈V \{u}
λd(u,v) +
∑
{v,w}∈P
λd(v,w)
6 (n− 1) · λ+ 1
2
(n− 1)(n− 2) · λ2
= (n− 1)
[
λ+
1
2
(n− 2) · λ2
]
.
Maksimalna vrijednost medupolozˇnosti postizˇe se za centralni vrh zvijezde posˇto
su svi vrhovi v ∈ V \ {u} direktno povezani s u i vrijedi d(v, w) = 2 za sve vrhove
v, w ∈ V \ {u}.
38
Poglavlje 2. Mrezˇni deskriptori
2.2.4 Vrsˇna produktivnost
Teorem 2.31 Za svaki graf G s n vrhova i λ ∈ 〈0, 1〉 vrijedi
min
26D6n−1
λD + 1
n−D
(
λD−λ
λ−1
)
DλD + 1
n−D
[
λ−DλD+(D−1)λD+1
(λ−1)2
] 6 mρeλ(G) 6 1.
Donja ograda se postiˇze za pocˇetni vrh metlice, a gornja ograda za bilo koji vrh u
vrsˇno tranzitivnom grafu.
Dokaz. Koristec´i Teorem 2.15 i Lemu 2.3, vrijedi
min
{
ceλ(u)
teλ(u)
: u ∈ V
}
6
∑
u∈V
ceλ(u)∑
u∈V
teλ(u)
=
∑
k,l∈V
d(k, l) · λd(k,l)∑
k,l∈V
d(k, l) · λd(k,l) = 1.
Dokazˇimo donju ogradu. Neka je G graf za koji se postizˇe minimalna vrijednost
mρeλ(G) i neka je u ∈ V (G) vrh u grafu za koji je ρeλ(u) = mρeλ(G). Vrijedi
ρeλ(G) =
ceλ(G)
teλ(G)
>
∑
v∈V \{u}
λd(u,v)∑
v∈V \{u}
d(u, v)λd(u,v)
jer vrh u sigurno lezˇi na svakom najkrac´em putu od sebe do svih ostalih vrhova v.
Neka je vD vrh koji je najdalji od u i neka je S = uv1v2...vD najkrac´i put od u do
vD. Nadalje, neka je k = n−D − 1, neka je {w1, ..., wk} = V \{u, v1, ..., vD} skup
svih vrhova koji ne lezˇe na putu S i neka je W = {w1, w2, ..., wk, vD}. Buduc´i je
d(u, vi) = i za svaki i ∈ {1, 2, ..., D}, imamo:
N eλ(u) >
∑
v∈V \{u}
λd(u,v)∑
v∈V \{u}
d(u, v)λd(u,v)
=
D∑
i=1
λi +
k∑
i=1
λd(u,wi)
D∑
i=1
iλi +
k∑
i=1
d(u,wi)λd(u,wi)
. (2.9)
Zadnji izraz u (2.9) mozˇemo napisati u obliku
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∑
v∈W
(
λd(u,v) + 1
n−D
D−1∑
i=1
λi
)
∑
v∈W
(
d(u, v)λd(u,v) + 1
n−D
D−1∑
i=1
iλi
) . (2.10)
Koristec´i Lemu 2.3, minimum izraza (2.10) je
λx + 1
n−D
D−1∑
i=1
λi
xλx + 1
n−D
D−1∑
i=1
iλi
,
gdje je x = d(u, q) za neki q ∈ W za koji izraz (2.10) ima najmanju vrijednost.
Minimum se postizˇe ako i samo ako je omjer ai
bi
konstantan za svaki i ∈ {1, 2, ..., n}.
Jedan od nacˇina za to postic´i je da je d(u, v) konstanta za svaki v ∈ W , tj. da
je d(u,wi) = d(u, vD) = D za svaki i ∈ {1, 2, ..., k}. To je moguc´e ako su svi wi
direktno povezani s vD−1 za svaki i 6 k, sˇto vrijedi kada je G metlica.
Teorem 2.32 Za svaki graf G s n vrhova i λ ∈ 〈0, 1〉 vrijedi
1 6Mρeλ(G) 6
1
2
(n− 2) · λ+ 1.
Donja ograda se postiˇze za bilo koji vrh u vrsˇno tranzitivnom grafu, a gornja ograda
se postiˇze za centralni vrh zvijezde.
Dokaz. Dokazˇimo prvo donju ogradu. Koristec´i Teorem 2.15, posˇto je maksimum
vec´i ili jednak prosjeku, vrijedi:
max
{
ceλ(u)
teλ(u)
: u ∈ V
}
>
1
n
∑
u∈V
ceλ(u)
1
n
∑
u∈V
teλ(u)
=
∑
k,l∈V
d(k, l) · λd(k,l)∑
k,l∈V
d(k, l) · λd(k,l) = 1.
Za gornju ogradu, iz Leme 2.26 zakljucˇujemo da je graf za koji se postizˇe maksi-
malna vrijednost Mρeλ(G) stablo. Naime, posˇto je vrsˇna produktivnost definirana
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kao omjer medupolozˇenosti i transmisije, potrebno je da brojnik ima maksimalnu
vrijednost, sˇto vrijedi kada je graf G stablo. Mozˇemo pretpostaviti da je graf koji
se pojavljuje u nazivniku takoder stablo. Ako nije tako, mozˇemo ponoviti kons-
trukciju grafa G′ iz Leme 2.26 da bismo dobili stablo u kojem udaljenosti izmedju
u i svih ostalih vrhova ostaju iste, a samim time, i transmisija ostaje ista.
Neka je u vrh za koji vrsˇna produktivnost ima najvec´u vrijednost. Neka je P
skup svih neuredenih parova vrhova v, w ∈ V \ {u} takvih da najkrac´i put od v
do w prolazi vrhom u. Vrijedi:
ρeλ(u) =
∑
k,l∈V
λd(k,l)∑
v∈V \{u}
d(u, v) · λd(u,v) 6
∑
{v,w}∈P
λ[d(v,u)+d(u,w)] +
∑
v∈V \{u}
λd(u,v)∑
v∈V \{u}
d(u, v) · λd(u,v)
=
∑
{v,w}∈P
λd(v,u) · λd(u,w) + ∑
v∈V \{u}
λd(u,v)∑
v∈V \{u}
d(u, v) · λd(u,v)
6
1
2
(n− 2) · λ · ∑
v∈V \{u}
λd(v,u) +
∑
v∈V \{u}
λd(u,v)∑
v∈V \{u}
d(u, v) · λd(u,v)
6
[
1
2
(n− 2) · λ+ 1] ∑
v∈V \{u}
λd(u,v)∑
v∈V \{u}
d(u, v) · λd(u,v) 6
1
2
(n− 2) · λ+ 1.
Jednostavan racˇun pokazuje da jednakost vrijedi za centralni vrh zvijezde.
2.2.5 Vrsˇna profitabilnost
Teorem 2.33 Za svaki graf G s n vrhova i λ ∈ 〈0, 1〉 vrijedi:
min
16D6n−1
λ
[
DλD − λ− (D − 1)λD+1]
(λ− 1)2 + (n−D − 1)(λ
D −DλD) 6 mνeλ(G)
Donja ograda se postiˇze za pocˇetni vrh metlice. Takoder vrijedi
mνeλ(G) 6 0.
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Gornja ograda za bilo koji vrh u vrsˇno tranzitivnom grafu.
Dokaz. Dokazˇimo prvo gornju ogradu. Koristec´i Teorem 2.15 vrijedi:
mνeλ(u) = min {ceλ(u)− teλ(u) : u ∈ V } 6
1
n
(∑
u∈V
(ceλ(u)− teλ(u))
)
=
1
n
(∑
u∈V
ceλ(u)−
∑
u∈V
teλ(u)
)
= 0.
Prva nejednakost vrijedi jer je minimum manji ili jednak od prosjeka.
Za donju ogradu, pretpostavimo da je G graf za koji se postizˇe minimalna
vrijednost mνeλ(G) i neka je u ∈ V (G) vrh u grafu u kojem se ta vrijednost postizˇe.
Neka je vD vrh koji je najudaljeniji od u i neka je S = uv1v1...vD najkrac´i put od
u do vD. Nadalje, neka jel k = n − D − 1 i neka je W = {w1, w2, ..., wk} skup
svih vrhova koji ne lezˇe na putu S. Posˇto je d(u, vi) = i za svaki i ∈ {1, 2, ..., D}
vrijedi:
mνeλ(u) = c
e
λ(u)− teλ(u)
>
D∑
i=1
λi +
∑
w∈W
λd(u,w) −
D∑
i=1
i · λi −
∑
w∈W
d(u,w)λd(u,w)
>
D∑
i=1
(
λi − i · λi)+ ∑
w∈W
λd(u,w)[1− d(u,w)]
>
D∑
i=1
(
λi − i · λi)+ (n−D − 1)λx(1− x).
gdje je x = d(u, q) za neki q ∈ W za koji izraz λd(u,q)[1 − d(u, q)] ima najmanju
vrijednost. To znacˇi da su svi vrhovi u W jednako udaljeni od u. Kao sˇto je
dokazano u Teoremu 2.24, u tom slucˇaju vrijedi d(u,w) = D za svaki w ∈ W , tj.
svi vrhovi u W su direktno povezani s vD−1. Zakljucˇujemo da je jedan od grafova
za koje se postizˇe donja ograda metlica.
42
Poglavlje 2. Mrezˇni deskriptori
Teorem 2.34 Za svaki graf G s n vrhova i λ ∈ 〈0, 1〉 vrijedi
0 6Mνeλ(G) 6
1
2
(n− 1)(n− 2) · λ2.
Donja ograda se postiˇze za bilo koji vrh u vrsˇno tranzitivnom grafu, a gornja ograda
se postiˇze za centralni vrh zvijezde.
Dokaz. Koristec´i Teorem 2.15, za donju ogradu vrijedi
Mνeλ(u) = max {ceλ(u)− teλ(u) : u ∈ V } >
1
n
(∑
u∈V
(ceλ(u)− teλ(u))
)
=
1
n
(∑
u∈V
ceλ(u)−
∑
u∈V
teλ(u)
)
= 0.
Prva nejednakost vrijedi jer je maksimum vec´i ili jednak prosjeku.
Dokazˇimo sada gornju ogradu. Iz Leme 2.26 ocˇito je da je trazˇeni graf stablo.
Neka je G graf za koji je vrijednost Mνeλ(G) maksimalna i neka je u ∈ V vrh
takav da je νeλ(u) = Mν
e
λ(G). Neka je P skup svih neuredenih parova vrhova
v, w ∈ V \ {u} takvih da najkrac´i put od v do w prolazi vrhom u. Vrijedi:
mνeλ(u) = c
e
λ(u)− teλ(u) 6
∑
k,l∈V
λd(k,l) −
∑
v∈V \{u}
d(u, v) · λd(u,v)
6
∑
{v,w}∈P
λ[d(v,u)+d(u,w)] +
∑
v∈V \{u}
λd(u,v) −
∑
v∈V \{u}
d(u, v) · λd(u,v)
6
∑
{v,w}∈P
λ2 +
∑
v∈V \{u}
λd(u,v) −
∑
v∈V \{u}
d(u, v) · λd(u,v)
6 1
2
(n− 1)(n− 2) · λ2 +
∑
v∈V \{u}
λd(u,v) −
∑
v∈V \{u}
d(u, v) · λd(u,v)
6 1
2
(n− 1)(n− 2) · λ2.
U ovom poglavlju definirali smo i analizirali eksponencijalne mrezˇne deskrip-
tore. Svaki od njih nam pruzˇa uvid u vazˇnost pojedinog vrha u mrezˇi. Donje
ograde za Mteλ(G) i Mc
e
λ(G) ostaju kao otvoreni problemi.
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3.1 Uvod
Rijecˇ ”curriculum” izvedena je iz latinskog glagola currere sˇto znacˇi ”trcˇati, pokre-
nuti” [17, 127]. Znacˇenje je prosˇirio Ciceron koji povezuje ovaj pojam s ”curriculum
vitae” koji danas oznacˇava zˇivotopis, odnosno ”tijek necˇijeg zˇivota”. Tek se u 19.
stoljec´u termin pocˇinje koristiti u podrucˇju obrazovanja [146]. U hrvatskom jeziku
koristi se pojam ”kurikul”. Velik je broj istrazˇivacˇa i odgajatelja tijekom godina
pruzˇao nove uvide u znacˇenje ovog pojma [17, 24, 66, 99, 105]. Iako su do sada
napisani mnogi znanstveni radovi, odrzˇavane rasprave o filozofiji kurikul(um)a,
njegovoj pedagosˇkoj izvedbi i sadrzˇajnoj strukturi, josˇ uvijek nema jedinstvenog
odredenja samog pojma. Na primjer, Kelly definira kurikul kao svo ucˇenje koji
je planirano i vodeno od strane sˇkole, bilo da se odvija u grupama ili individu-
alno, unutar ili izvan sˇkole [85]. Braslavsky, s druge strane, navodi da je kurikul
sporazum izmedu drusˇtva, obrazovnih strucˇnjaka i drzˇave o onome sˇto ucˇenici tre-
baju usvojiti tijekom odredenih razdoblja svog zˇivota [34]. Unatocˇ nesuglasicama
medu brojnim autorima koji su pisali o kurikulu, ipak mozˇemo uocˇiti nekoliko
zajednicˇkih tocˇaka i komponenti prema kojima bi se moglo kazati da kurikul su-
Poglavlje 3. Kurikulne mrezˇe
vremenog odgoja, obrazovanja i sˇkole podrazumijeva znanstveno zasnivanje cilja,
zadataka, sadrzˇaja, plana i programa, organizaciju i tehnologiju provodenja, te
razlicˇite oblike evaluacije ucˇinaka [128].
U prijevodima anglosaksonske literature cˇesto se kurikul uzima kao sinonim za
nastavni plan i program, dok se u europskoj literaturi za nastavni plan i program
koristi termin syllabus [138]. Iako se nastavni plan i program i kurikul odnose
na iste didakticˇke fenomene, medu njima se danas prave razlike. One se odnose i
na sam pristup izradi i na medusobni odnos [156]. Nastavni plan i program ipak
treba shvatiti samo kao dio kurikula, dakle, pojam kurikul ima sˇire znacˇenje i u
sebi sadrzˇava nastavni plan i program za pojedine predmete. Bitna razlika izmedu
tradicionalno shvac´enog nastavnog plana i programa i kurikula je ta sˇto je kod
nastavnog plana i programa naglasak na sadrzˇaj kojeg ucˇenici moraju naucˇiti, a
kod kurikula je naglasak na cilj koji se treba postic´i. U ovom c´emo radu cˇesˇc´e
koristiti pojam kurikul, osim kada je rijecˇ o specificˇnom postupku sekvenciranja
nastavnih materijala, tj. odredivanja redoslijeda edukacijskih jedinica.
Mozˇe se rec´i da je kurikul osmiˇsljen, sustavan i skladno ureden nacˇin regulira-
nja, planiranja, izvedbe i vrednovanja odgojno-obrazovnog procesa koji mozˇe biti
odreden na razlicˇitim razinama od cjelokupnog sustava odgoja i obrazovanja, preko
odredenih njegovih dijelova, odgojno-obrazovne ustanove do pojedinca. Prilikom
sastavljanja, potrebno je odrediti opseg (sˇirinu i dubinu sadrzˇaja koji je potrebno
odraditi) i redoslijed (poredak kojim se obraduju nastavne jedinice) nastavnih ma-
terijala [106]. Preciznije, proces sastavljanja kurikula mozˇemo podijeliti u cˇetiri
osnovne etape:
1. Formulacija ciljeva
2. Odabir sadrzˇaja
3. Odabir metoda
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4. Evaluacija
Detaljni pregled pretpostavki i ciljeva koje treba uzeti u obzir prilikom sastavljanja
nastavnog plana i programa dan je u nizu radova ”Sequencing of contents and
learning objects ” [173, 174, 175].
U ovom radu koncentrirali smo se na organizaciju nastavnog sadrzˇaja, tocˇnije,
odredivanje redoslijeda edukacijskih jedinica (sekvenciranje). Rijecˇ je o vazˇnom
pedagosˇkom procesu cˇija je svrha upravljanje gradivom da bi ucˇenici sˇto laksˇe i
efikasnije postigli zadane ciljeve. Jedan od razloga zasˇto je ovaj proces iznimno
vazˇan jest taj da se vec´ina ucˇenja zasniva na prethodno naucˇenim pojmovima i
konceptima (npr. da bi se razumio koncept i pojam brzine potrebno je usvojiti i
razumijeti pojam derivacije). Ucˇenici i nastavnici ocˇekuju da kurikul bude dizaj-
niran tako da olaksˇava proces ucˇenja i osigurava vremensku efikasnost. Pravilno
sekvenciranje nastavnih materijala stvara ucˇinkovitu strukturu za nastavnike i za
ucˇenike i omoguc´ava svim sudionicima obrazovnog procesa da laksˇe dodu do spoz-
naje sˇto je potrebno naucˇiti i koje korake moraju svladati da bi se dosˇlo do zˇeljenog
cilja. Da bi dosˇlo do efektivnog ucˇenja, sadrzˇaj koji se ucˇi mora biti u pravilnom
redoslijedu. Brusilovsky razlikuje dvije vrste sekvenciranja: aktivno i pasivno [36].
Aktivno sekvenciranje podrazumijeva cilj ucˇenja (skup pojmova ili tema koje se
moraju usvojiti). Sustavi s aktivnim sekvenciranjem mogu izgraditi najbolji po-
jedinacˇni put za postizanje cilja . Pasivno sekvenciranje je reaktivan proces i ne
zahtijeva aktivni cilj ucˇenja. Ono pocˇinje kada korisnik nije u moguc´nosti rijesˇiti
problem ili odgovoriti ispravno na neko pitanje. Njegov cilj je ponuditi korisniku
podskup dostupnih materijala za ucˇenje kojima mozˇe popuniti prazninu u znanju
i rijesˇiti se zabluda (miskoncepcija)[36].
Pitanje kako bi materijali trebali biti poredani i organizirani je centralno pitanje
edukacijskih debata [35, 50, 63, 148, 149, 152], no odgovor koji bi zadovoljavao sve
ukljucˇene strane josˇ nije pronaden. Postoji mnogo principa po kojima se moguc´e
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voditi prilikom odredivanja redoslijeda nastavih materijala, a vec´inu ih je moguc´e
opisati sljedec´im pitanjima [126]:
1. Koji su empirijski odnosi izmedu edukacijskih jedinica i na koji nacˇin je
moguc´e poredati materijale da su konzistentni sa svijetom koji nas okruzˇuje?
2. Koja su konceptualna svojstva znanja koje je potrebno usvojiti i na koji
nacˇin je moguc´e poredati materijale da su logicˇki konzistentni?
3. Kako nastaju svojstva i koncepti i na koji nacˇin je moguc´e poredati materijale
da su konzistentni s procesom propitivanja i istrazˇivanja?
4. Na koji nacˇin ucˇenici ucˇe i na koji nacˇin je moguc´e poredati materijale da
su konzistentni s procesom ucˇenja?
5. Kako c´e ucˇenik iskoristiti stecˇeno znanje na koji nacˇin je moguc´e poredati
materijale da su konzistentni s procesom primjene naucˇenog?
Novi pristup u obrazovanju je adaptivno ucˇenje koje je prilagodeno pozadini
i sklonostima pojedinih ucˇenika. To je u suprotnosti s tradicionalnim nacˇinom
sekvenciranja sadrzˇaja koji obicˇno propisuje samo jedan put ucˇenja za skupinu
pojedinaca. Sekvenciranje sadrzˇaja je postalo vazˇno polje istrazˇivanja i za mrezˇne
(eng. web-based) sustave ucˇenja [145]. Mnogi istrazˇivacˇi usmjereni su na razvoj
sustava e-ucˇenja s personaliziranim mehanizmima kako bi se pomoglo ucˇenje i osi-
gurao najlaksˇi i najbrzˇi put za dolazak do odredenog nastavnog cilja. Chen, Liu
i Chang predstavili su prototip mrezˇnog sustava s uputama za ucˇenje koji se te-
melji na personaliziranom sekvenciranju sadrzˇaja vodec´i racˇuna o tezˇini gradiva i
ucˇenikovim sposobnostima [41]. De Marcos je predlozˇio razvoj sustava koji obavlja
postupak sekvenciranja definiran u okvirima ucˇenikovih sposobnosti i kompeten-
cija. Definirao je objekte ucˇenja i odnos izmedu dva objekta ako se jedan objekt
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nalazi ispred drugog u valjanom poretku. Prostor rjesˇenja sadrzˇi sve moguc´e po-
retke, a rjesˇenje je poredak koji zadovoljava sve propisane odnose [103]. Buduc´i je
nastava u mrezˇnim kolegijima obicˇno nelinearna, javila se potreba za dinamicˇkim
sekvenciranjem dostupnih sadrzˇaja. Jedan od modela za dinamicˇko sekvenciranje
je MANIAC (Multimedia Asynchronous Networked Individualized Courseware),
inteligentni tutorski sustav na kojem se temelje mnogi dostupni mrezˇni tecˇajevi
na World Wide Webu. Nelinearna verzija MANIAC-a pohranjuje teme u obliku
semanticˇke mrezˇe u kojoj vrsta brida prikazuje odnos izmedu teme i njezinih predz-
nanja [143, 144]. Vec´ina ovih pristupa ukljucˇuje neku vrstu testiranja studenata, tj.
evaluaciju njihovog znanja. Zbog sve vec´e potrebe za cjelozˇivotnim obrazovanjem,
formalnim i neformalnim, ljudi se sve viˇse okrec´u samostalnom ucˇenju, posebno
mrezˇnim stranicama s izlozˇenim predavanjima i ponudenim materijalima, od kojih
mnoge opc´e ne nude sustave za testitranje. Studentu je u mnogim slucˇajevima
ponuden samo skup edukacijskih jedinica bez odgovarajuc´eg redoslijeda. Nasˇ pris-
tup zaobilazi ovaj problem dajuc´i mjere koje ne zahtijevaju nikakvu vrstu testiranja
ni evaluacije znanja studenata.
Iako su tijekom godina razvijeni razlicˇiti pristupi sekvenciranju nastavnih mate-
rijala, malo je pristupa temeljeno na svojstvima kompleksnih mrezˇa. U ovom radu
osmiˇsljen je okvir, odnosno teorijska podloga za sekvenciranje sadrzˇaja pomoc´u
teorije kompleksnih mrezˇa i teorija grafova. Predstavljene se razlicˇite mjere za
evaluaciju valjanosti sekvenciranja nastavnih sadrzˇaja i materijala. Ove mjere
imaju nekoliko vazˇnih primjena:
1. razvoj programske podrsˇke za automatsko sekvenciranje nastavnih sadrzˇaja
2. potpora strucˇnjacima prilikom odlucˇivanja o redoslijedu nastavnih sadrzˇaja
3. objektivne mjere za rjesˇavanje sukoba oko valjanosti suprostavljenih prijed-
loga za sekvenciranje nastavnih sadrzˇaja
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U Republici Hrvatskoj trenutno je u tijeku Cjelovita kurikularna reforma koja
za cilj ima ”uspostavljanje uskladenog i ucˇinkovitog sustava odgoja i obrazovanja
kroz cjelovite sadrzˇajne i strukturne promjene, kako bi se:
• Ucˇenicima osiguralo korisnije i smislenije obrazovanje, uskladeno s njihovom
razvojnom dobi i interesima te blizˇe svakodnevnom zˇivotu, obrazovanje koje
c´e ih osposobiti za suvremeni zˇivot, svijet rada i nastavak obrazovanja,
• Roditeljima omoguc´ilo vec´u ukljucˇenost u obrazovanje djece i zˇivot sˇkole,
jasno iskazana ocˇekivanja, objektivnije ocjenjivanje i vrednovanje, smislenije
i cˇesˇc´e povratne informacije o postignuc´ima njihove djece,
• Ucˇiteljima, nastavnicima i ostalim djelatnicima odgojno-obrazovnih usta-
nova osiguralo osnazˇivanje uloge i jacˇanje profesionalnosti, vec´u autono-
miju u radu, kreativniji rad, smanjenje administrativnih obveza, motiviranije
ucˇenike i smanjivanje vanjskih pritisaka” [122].
Buduc´i najavljene promjene u prvoj fazi Reforme ukljucˇuju izradu kurikula za sve
razine u sustavu odgoja i obrazovanja, smatramo da je proucˇavanje kurikulnih
mrezˇa i mjera za vrednovanje sekvenciranja nastavnih materijala i sadrzˇaja od
iznimne vazˇnosti za obrazovni sustav i objektivno vrednovanje donesenih nastavnih
planova i programa.
U ovom poglavlju analizirali smo standardni problem ekstremalnih grafova pri-
mjenjen na predlozˇene mjere. Odredili smo najmanje i najviˇse slozˇene nastavne
planove u odnosu na svaku mjeru. Promatrali smo jednostavne usmjerene pove-
zane grafove i tranzitivno zatvorene grafove. Odredili smo minimalne i maksimalne
vrijednosti svake od definiranih mjera te ih analizirali u kontekstu tri razlicˇita pris-
tupa. Detaljna matematicˇka formulacija opisana je u sljedec´em potpoglavlju.
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3.2 Matematicˇka formulacija problema
Definiramo kurikulni graf kao jednostavni usmjereni povezani graf G cˇiji vrhovi
predstavljaju edukacijske jedinice, a usmjereni brid uv ∈ E(G) oznacˇava da je
razumijevanje jedinice u potrebno za ucˇenje i razumijevanje jedinice v. Edukacijska
jedinica mozˇe predstavljati odredeni pojam, koncept, nastavnu temu, nastavnu
cjelinu ili pak cijeli nastavni predmet ili kolegij. Na primjer, neka vrh u ∈ V (G)
predstavlja zbrajanje prirodnih brojeva i neka vrh v ∈ V (G) predstavlja mnozˇenje
prirodnih brojeva. Tada usmjereni brid uv predstavlja da je poznavanje definicije
i svojstava zbrajanja prirodnih brojeva potrebno da bi se naucˇio i usvojio koncept
mnozˇenja prirodnih brojeva. Primjetimo da kurikulni graf ne smije sadrzˇavati
usmjereni ciklus jer razumijevanje edukacijskih jedinica u tom ciklusu ne bi bilo
moguc´e. Kurikulna ekspozicija je poredak p edukacijskih jedinica na takav nacˇin
da za svaki usmjereni brid uv jedinica u prethodi jedinici v. Preciznije, neka je
G jednostavni usmjereni graf bez usmjerenih ciklusa i neka je P (G) skup svih
bijekcija p : V (G) → {1, ..., n} takvih da vrijedi p(u) < p(v) za svaki usmjereni
brid uv ∈ E(G).
Napomena 3.1 Dokazˇimo da je skup P neprazan. Naime, posˇto kurikulni graf
G nema usmjerenih ciklusa, postoji barem jedan vrh u1 cˇiji je instupanj jednak 0.
Neka je p(u1) = 1. Posˇto digraf G − u1 nema usmjerenih ciklusa, postoji barem
jedan vrh u2 s instupnjem 0 u G − u1. Neka je p(u2) = 2. Nadalje, posˇto digraf
G−u1−u2 nam usmjerenih ciklusa, sigurno postoji barem jedan vrh u3 ∈ G−u1−u2
s instupnjem 0 u G−u1−u2. Neka je p(u3) = 3. Nastavimo li ovaj proces moguc´e
je konstruirati p ∈ P .
Problem odredivanja elemenata skupa P poznat je kao problem topolosˇkog sor-
tiranja. Za dani broj n ∈ N i skup parova (i, j) ∈ N2 takvih da je 1 ≤ i, j ≤ n, pro-
blem topolosˇkog sortiranja svodi se na pronalazˇenje permutacija skupa {1, 2, ..., n}
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takvih da se i nalazi lijevo od j za sve dane parove (i, j). Obicˇno se relacija izmedu
i i j obiljezˇava s i ≺ j i kazˇemo da ”i prethodi j”. Problem topolosˇkog sortiranja
ekvivalentan je problemu rasporedivanja vrhova usmjerenog grafa u liniju tako da
svi usmjereni bridovi pokazuju s lijeva na desno. Dobro je poznato da je takav
raspored moguc´ ako i samo ako u grafu nema usmjerenih ciklusa. U matematicˇkim
terminima, problem se svodi na umetanje parcijalnog uredaja u linearni (potpuni)
uredaj [89].
Jedan od poznatijih algoritama za topolosˇko sortiranje predstavio je Kahn 1962.
godine [84] i temelji se na ideji opisanoj u Napomeni 3.1. Algoritam uzastopno
uklanja iz grafa vrhove instupnja 0 i bridove incidentne s njima i postavlja ih u
odgovarajuc´i poredak. Ovisno o redoslijedu kojim se vrhovi uklanjaju iz grafa,
kreiraju se razlicˇita rjesˇenja. Algoritam je brz i efikasan i ima racˇunalnu slozˇenost
O(| V | + | E |). Pseudokod je dan u Algoritmu 1.
Zanima nas koliko brzo i koliko blizu ucˇenici moraju naucˇiti jedinice koje su
snazˇno povezane. Pretpostavljamo da je ucˇeniku tezˇe naucˇiti neku novu lekciju
ili usvojiti novi pojam ako je za njeno razumijevanje potrebno znanje jedinice
koju je ucˇenik savladao davno prije jer je moguc´e da je neke osnovne koncepte
vec´ zaboravio. Nasˇ je zadatak definirati mjere slozˇenosti ekspozicije edukacijskih
jedinica. Oznacˇimo s din(v) i dout(v) redom instupanj i outstupanj vrha v ∈ V (G)
u kurikulnom grafu G.
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Algorithm 1 Kahnov algoritam za topolosˇko sortiranje
Input: Lista S vrhova s instupnjem 0
Output: Lista L koja c´e sadrzˇavati sortirane elemente
1: while S je neprazan do
2: ukloni vrh u iz skupa S
3: dodaj vrh u na kraj liste L
4: for all vrh v takav da postoji brid e = uv do
5: ukloni brid e iz grafa
6: if vrh v ima instupanj 0 then
7: dodaj v u skup S
8: end if
9: end for
10: end while
11: if graf ima josˇ bridova then
12: vrati gresˇku (graf sadrzˇi bar jedan ciklus)
13: else
14: vrati L
15: end if
Definiramo:
sp,G(v) =
∑
uv∈E(G)
[p(v)− p(u)]
ap,G(v) =

sp,G(v)
din(v)
ako je din(v) > 0,
0 ako je din(v) = 0
mp,G(v) = max
uv∈E(G)
{p(v)− p(u)} .
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Svaka od ovih mjera nam daje svojevrstan uvid u slozˇenost edukacijske jedinice
u ∈ V (G). Prva mjera je suma koliko prije su povezane jedinice naucˇene. Druga
daje prosjek, a trec´a trazˇi najstarije znanje potrebno za razumijevanje jedinice
u ∈ V (G) jer je moguc´e da je djelomicˇno zaboravljeno. Koristec´i ove mjere, zˇelimo
ocijeniti slozˇenost cijelog nastavnog plana. Proucˇit c´emo viˇse razlicˇitih pristupa.
Mozˇemo smatrati da je slozˇenost nastavnog plana jednostavno suma slozˇenosti
pojedinih edukacijskih jedinica (ili do na linearnu konstantu prosjecˇna slozˇenost
edukacijskih jedinica) [10]. U skladu s tim definiramo
s1p(G) =
∑
v∈V (G)
sp,G(v)
card (V (G))
a1p(G) =
∑
v∈V (G)
ap,G(v)
card (V (G))
m1p(G) =
∑
v∈V (G)
mp,G(v)
card (V (G))
Nadalje, slozˇenost nastavnog plana mozˇemo definirati kao slozˇenost najkom-
pleksnije edukacijske jedinice koju sadrzˇi [10] pa definiramo
s∞p (G) = max
v∈V (G)
{sp,G(v)}
a∞p (G) = max
v∈V (G)
{ap,G(v)}
m∞p (G) = max
v∈V (G)
{mp,G(v)}
Sˇtoviˇse, mozˇemo promatrati i α-sredinu za α > 1 da bismo dobili mjere slozˇenosti
izmedu ova dva ekstremna pristupa. U skladu s tim definiramo:
sαp (G) =

∑
v∈V (G)
sαp,G(v)
card (V (G))

1
α
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aαp (G) =

∑
v∈V (G)
aαp,G(v)
card (V (G))

1
α
mαp (G) =

∑
v∈V (G)
mαp,G(v)
card (V (G))

1
α
Primjetimo da slucˇaj α = 1 odgovara prosjecˇnoj slozˇenosti edukacijske jedinice.
Kada α tezˇi u ∞, ove mjere tezˇe u slozˇenost najslozˇenije jedinice. Zaista, kada je
α ∈ 〈1,∞〉 uzete su u obzir sve mjere izmedu dva navedena ekstremna pristupa.
Cilj je osmisliti optimalnu kurikulnu ekspoziciju, tj. ekspoziciju edukacijskih jedi-
nica takvu da je slozˇenost nastavnog plana minimalna. Takve minimalne slozˇenosti
nazivamo retencijske slozˇenosti kurikula. Za α ≥ 1 definiramo:
sα(G) = min
p∈P (G)
{
sαp (G)
}
aα(G) = min
p∈P (G)
{
aαp (G)
}
mα(G) = min
p∈P (G)
{
mαp (G)
}
.
Promotrimo zanimljiv problem koji se pojavljuje prilikom sastavljanja nastav-
nog plana. Pretpostavimo da je jedinica A preduvjet za ucˇenje jedinice B i neka
je jedinica B preduvjet za ucˇenje jedinice C. Mozˇemo tvrditi da je ocˇito da je
onda jedinica A preduvjet za jedinicu C i da u kurikulnom grafu G mora postojati
usmjereni brid AC. S druge strane, mozˇemo tvrditi da je ucˇenik prilikom ucˇenja
jedinice B ponovio jedinicu A i da nema potrebe staviti usmjereni brid izmedu
jedinica A i C. Kao ekstremni primjer, mozˇemo tvrditi da bi trebao postojati
brid izmedu edukacijskih jedinica ”zbrajanje prirodnih brojeva” i ”rjesˇavanje par-
cijalnih diferencijalnih jednadzˇbi” iako u vec´ini slucˇajeva prode otprilike 14 godina
sˇkolovanja od jedne do druge jedinice i potpuno opravdano mozˇemo tvrditi da
nema potrebe da ucˇenik ponovi zbrajanje prirodnih brojeva prije ucˇenja parcijal-
nih diferencijalnih jednadzˇbi. Dakle, u razlicˇitim situacijama mozˇemo opravdano
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donijeti razlicˇite odluke. Iz navedenih razloga promatramo dvije vrste familija
grafova:
1. Tip A - slabo povezani usmjereni grafovi koji ne sadrzˇe usmjeren cikluse i
nisu tranzitivno zatvoreni
2. Tip B - slabo povezani usmjereni grafovi koji ne sadrzˇe usmjeren cikluse i
tranzitivno su zatvoreni.
Nadalje, primjetimo da ako kurikulni graf nije (slabo) povezan, mozˇemo ga podi-
jeliti na njegove slabo povezane komponente.
U ovom poglavlju proucˇavat c´emo ekstremalne kurikulne grafove, tj. kurikulne
grafove koji odgovaraju nastavnim planovima s najmanjom i najvec´om slozˇenosti
u odnosu na sve definirane mjere i pristupe.
3.3 Ekstremalni rezultati
Definirajmo prvo neke kurikulne grafove koji se cˇesto pojavljuju prilikom rjesˇavanja
problema. Jednostavni primjeri prikazani su na Slikama 3.1 i 3.2.
Neka je Sn usmjereni graf cˇiji je pripadni graf zvijezda i svi bridovi su usmjereni
od centra zvijezde prema listovima ( Slika 3.1 a)). Neka je Tn usmjereni graf cˇiji je
pripadni graf zvijezda i svi bridovi su usmjereni od listova zvijezde prema centru
(Slika 3.1 b)). Neka je On usmjereni graf koji odgovara totalnom linearnom poretku
n elemenata (ekvivalentno, neka je On jednostavni povezani graf bez usmjerenih
ciklusa cˇiji je pripadni graf potpun ili ekvivlentno, neka je On turnir bez usmjerenih
ciklusa). Primjer grafa On prikazan je na Slici 3.1 c). Neka je Pn usmjereni put,
tj. digraf s n vrhova cˇiji je pripadni graf put i za svaki i vrijedi da je usmjereni
brid ei = (vi−1, vi). Neka je DPn usmjereni graf s n vrhova cˇiji je pripadni graf
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put, ali ne postoje dva vrha u, v ∈ V (DPn) takvi da je d(u, v) ≥ 2 (neki primjeri
prikazani su na Slici 3.2).
(a) G = Sn (b) G = Tn (c) G = On
Slika 3.1: Jednostavni primjeri kurikulnih grafova s n = 5 vrhova
(a) Primjer grafa DPn za n = 5 vrhova (b) Primjer grafa DPn za n = 5 vrhova
Slika 3.2: Primjer dvije razlicˇite orijentacije na grafu DPn za n = 5 vrhova
Razmotrit c´emo prvo grafove tipa A i odrediti gornje i donje ograde za svaku
pojedinu mjeru te navesti po jedan primjer kurikulnog grafa u kojem se te vrijed-
nosti postizˇu.
Teorem 3.2 Neka je G kurikulni graf tipa A s n ≥ 3 vrhova. Vrijedi:
1. 1 ≤ m∞(G) ≤ n− 1.
Donja ograda se postiˇze za G = Pn, a gornja ograda za G = On.
2. 1 ≤ s∞(G) ≤
n−1∑
i=1
i.
Donja ograda se postiˇze za G = Pn, a gornja ograda za G = On.
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3. 1 ≤ a∞(G) ≤ n− 1.
Donja ograda se postiˇze za G = Pn, a gornja ograda za G = Sn.
Dokaz. Po definiciji, za kurikulni graf G i za svaki uv ∈ E(G) vrijedi p(u) < p(v)
pa je p(v) − p(u) > 0. Nadalje, vrijedi p(v) − p(u) < n. Iz ovoga zakljucˇujemo
da je 1 ≤ m∞(G) ≤ n − 1. Lako se provjeri da se donja ograda postizˇe za Pn, a
gornja za On. Time je dokazana tvrdnja 1. Ostale tvrdnje su trivijalne.
Teorem 3.3 Neka je G kurikulni graf tipa A s n ≥ 3 vrhova i neka je α ≥ 1.
Vrijedi
(
n− 1
n
) 1
α
≤ mα(G) ≤

n−1∑
i=1
iα
n

1
α
.
Donja ograda se postiˇze za G = Pn, a gornja ograda za G = On.
Dokaz. Neka je G kurikulni graf s n ≥ 3 vrhova i neka je p bijekcija koja minimi-
zira mα(G). Primjetimo da graf G ima barem n − 1 usmjerenih bridova posˇto je
slabo povezan. Vrijedi
mαp (G) =

∑
v∈V (G)
mαp,G(v)
n

1
α
≥

∑
v∈V (G)
(d+G(v))
α
n

1
α
Funkcija f(x) = xα je konveksna funkcija za α > 1 i postoji barem jedan vrh u G
instupnja 0 pa je:

∑
v∈V (G)
(d+G(v))
α
n

1
α
≥

(n− 1)
( ∑
v∈V (G)
d+G(v)
n−1
)α
n

1
α
≥
≥
(n− 1)
(
e(G)
n−1
)α
n

1
α
≥
(
(n− 1) (n−1
n−1
)α
n
) 1
α
=
(
n− 1
n
) 1
α
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Gornja ograda slijedi jer vrijedi p(v) − p(u) ≤ p(v) − 1 za svaka dva vrha u, v ∈
V (G), sˇto je ispunjeno ako vrh u, takav da je p(u) = 1, pokazuje na sve ostale
vrhove.
Teorem 3.4 Neka je G kurikulni graf tipa A s n ≥ 3 vrhova i neka je α ≥ 1.
Vrijedi
(
n− 1
n
) 1
α
≤ sα(G) ≤

n∑
i=2
(
i−1∑
j=1
j
)α
n

1
α
.
Donja ograda se postiˇze za G = Pn , a gornja ograda se postiˇze za G = On.
Dokaz. Donja ograda slijedi iz Teorema 3.3. Gornja ograda je trivijalna posˇto je
vrijednost sαp,G(v) najvec´a ako svi moguc´i bridovi pokazuju na vrh v ∈ V (G).
Oznacˇimo s Tn,k graf dobiven iz grafa Pk dodavanjem preostalih n− k vrhova
na takav nacˇin da svi bridovi pokazuju na vrhove na putu Pk i svaki vrh na putu
Pk ima jednak instupanj. Primjer takvog grafa prikazan je na Slici 3.3.
Slika 3.3: Primjer grafa G = Tn,k za k = 5 i n = 21. Graf je dobijen tako da se na
usmjereni put duljine 5 doda preostalih 17 vrhova tako da svaki vrh na usmjerenom
putu ima instupanj jednak 4.
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Teorem 3.5 Neka je G kurikulni graf tipa A s n ≥ 3 vrhova i neka je α ≥ 1.
Vrijedi
aα(G) ≥

n
2n
1
α
ako je α ≤ 1
n−1 + 1
α
2(α−1)
[
(n−1)(α−1)
n
] 1
α
ako je 1
n−1 + 1 < α < 2(
n−1
n
) 1
α ako je α ≥ 2.
Donja ograda se postiˇze za G = Tn ako je α ≤ 1/(n− 1) + 1, za G = Tn,k gdje je
k = (n− 1)(α− 1) i 1/(n− 1) + 1 < α < 2 ili za G = Pn ako je α ≥ 2.
Dokaz. Neka je G kurikulni graf s n ≥ 3 vrhova i neka je p bijekcija koja minimi-
zira aα(G). Graf G ima barem n − 1 usmjerenih bridova posˇto je slabo povezan.
Vrijedi
aαp (G) =

∑
v∈V (G)
aαp,G(v)
n

1
α
≥

∑
v∈V (G)
d+G(v)=0
0 +
∑
v∈V (G)
d+G(v)6=0

d+
G
(v)∑
i=1
i
d+G(v)

α
n

1
α
≥

∑
v∈V (G)
d+G(v)6=0
(
d+G(v)+1
2
)α
n

1
α
Neka je q ∈ {1, ..., n− 1} broj vrhova v ∈ V (G) takvih da je d+G(v) 6= 0. Vrijedi:
aαp (G) ≥
q
(
e(G)+q
2q
)α
n

1
α
≥
q
(
n−1+q
q
)α
2αn

1
α
Potrebno je minimizirati funkciju
f(q) = q
(
n− 1 + q
q
)α
.
Prva derivacija nam daje minimum za q = (n − 1)(α − 1). Posˇto vrijedi da je
q ∈ {1, ..., n− 1}, razlikujemo sljedec´e slucˇajeve:
59
Poglavlje 3. Kurikulne mrezˇe
1. Ako je (n− 1)(α− 1) ≤ 1 tada c´e vrijednost aα(G) biti minimalna za q = 1
2. Ako je 1 < (n − 1)(α − 1) < n − 1 tada c´e vrijednost aα(G) bit minimalna
ako su q i 1/(α− 1) prirodni brojevi i q | (n− 1)
3. Ako je (n − 1)(α − 1) ≥ n − 1 tada c´e vrijednost aα(G) biti minimalna za
q = n− 1.
Donje ograde se lako izracˇunaju iz ovog razmatranja.
Teorem 3.6 Neka je G kurikulni graf tipa A s n ≥ 3 vrhova i neka je α ≥ 1.
Vrijedi
aα(G) ≤

n−1∑
i=1
iα
n

1
α
.
Gornja ograda se postiˇze za G = Sn.
Dokaz. Trivijalan.
Promotrimo sada kurikulne grafove tipa B. Graf tipa B je slabo povezan us-
mjeren graf koji ne sadrzˇi usmjereni ciklus i koji je tranzitivno zatvoren. Koristec´i
Teoreme 3.2 do 3.6 dolazimo do sljedec´eg korolara:
Korolar 3.7 Neka je G kurikulni graf tipa B s n ≥ 3 vrhova i neka je α ≥ 1.
Vrijedi:
1. m∞(G) ≤ n− 1. Gornja ograda se postiˇze za G = On.
2. s∞(G) ≤
n−1∑
i=1
i. Gornja ograda se postiˇze za G = On.
3. a∞(G) ≤ n− 1. Gornja ograda se postiˇze zar G = Sn.
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4. mα(G) ≤
n−1∑i=1 iα
n
 1α . Gornja ograda se postiˇze za G = On.
5. sα(G) ≤

n∑
i=2
(
i−1∑
j=1
j
)α
n

1
α
. Gornja ograda se postiˇze za G = On.
6. aα(G) ≤
n−1∑i=1 iα
n
 1α . Gornja ograda se postiˇze za G = Sn.
Definiramo graf UT (G) kao graf dobiven sukcesivnom eliminacijom tranzitivnih
bridova, tj. dobiven pomoc´u sljedec´eg algoritma:
1. Neka je G1 = G, i = 1, proceed=true
2. Dok vrijedi proceed
2.1. Ako postoje vrhovi u1, u2, ..., uk ∈ V (G1) takvi da je u1u2, u2u3, ..., uk−1uk ∈
E(Gi) i u1uk ∈ E(Gi) tada
2.1.1. Gi+1 = Gi − u1uk i i = i+ 1
2.2. Inacˇe
2.2.1. proceed=false
3. UT (G) = Gi
Primjetimo da, ako je graf G slabo (jako) povezan, onda je i UT (G) takoder slabo
(jako) povezan.
Teorem 3.8 Neka je G kurikulni graf tipa B s n ≥ 2 vrhova. Vrijedi:
2n− 3
n
≤ s1(G)
Donja ograda se postiˇze za G = DPn.
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Dokaz. Dokazat c´emo tvrdnju indukcijom po n. Za n = 2 tvrdnja ocˇito vrijedi.
Pretpostavimo da smo tvrdnju dokazali za grafove s n − 1 vrhova, n ≥ 3, i neka
graf G ima n vrhova. Neka je u ∈ V (G) vrh koji nije rezni u grafu UT (G) (tj. vrh
takav ga je graf UT (G)− u slabo povezan). Iz pretpostavke indukcije slijedi
s1(G− u) ≥ 2n− 5
n− 1 .
Ako je d+G(u) + d
−
G(u) ≥ 2, tada postoje barem dva usmjerena brida viˇse u G nego
u G−u. Neka je q permutacija koja minimizira s1p(G) i neka je r permutacija koja
minimizira s1p(G− u). Vrijedi:
s1(G) = s1q(G) ≥
2 + (n− 1)s1q/(V (G)−u)(G− u)
n
≥ 2 + (n− 1)s
1
r(G− u)
n
≥ 2 + (2n− 5)
n
=
2n− 3
n
.
Ako vrijedi d+G(u) + d
−
G(u) = 1, razlikujemo dva slucˇaja: uv ∈ E(G) i vu ∈ E(G).
Neka je uv ∈ E(G). Slijedi da postoji vrh w takav da je wv ∈ E(UT (G)). Neka je
q permutacija koja minimizira s1q(G).
Ako je q(v)− q(u) ≥ 2, tada je
s1q(G) ≥
[q(v)− q(u)] + (n− 1) · s1q/G−u(G)
n
≥ 2 + (n− 1) · s1(G)
≥ 2 + 2n− 5
n
=
2n− 3
n
Ako je q(v)− q(u) = 1, oznacˇimo s r : V (G)→ • funkciju definiranu s:
r(x) =

q(x), ako je q(x) < q(u)
q(x)− 1, ako je q(x) > q(u).
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Primjetimo da za svaki brid x1x2 ∈ E(G) vrijedi
r(x2)− r(x1) ≤ q(x2)− q(x1);
r(v)− r(w) ≤ q(v)− q(w)− 1.
Dakle, vrijedi
s1q(G) ≥
[q(v)− q(u)] + (n− 1) · s1q/G−u(G)
n
≥ 1 + (n− 1) ·
(
s1r(G) +
1
n−1
)
n
≥ 1 + (n− 1) ·
(
s1(G) + 1
n−1
)
n
≥ 1 + (n− 1) ·
(
2n−5
n−1 +
1
n−1
)
n
=
2n− 3
n
.
Ovim smo dokazali trazˇenu nejednakost. Lako se provjeri da jednakost vrijedi
za slucˇaj kada je G = DPn.
Ako je vu ∈ E(G), dokaz se provodi analogno kao u prethodnom slucˇaju.
Teorem 3.9 Neka je G kurikulni graf tipa B s n ≥ 5 vrhova. Vrijedi:
n− 1
n
≤ m1(G)
Donja ograda se postiˇze za G = Tn.
Dokaz. Neka je G kurikulni graf tipa B s n ≥ 5 vrhova i neka je p bijekcija koja
minimizira m1p(G). Graf G ima barem n− 1 usmjereni brid. Vrijedi:
m1p(G) =
∑
v∈V (G)
mp,G(v)
n
≥
∑
v∈V (G)
d+G(v)
n
≥ e(G)
n
≥ n− 1
n
.
Teorem 3.10 Neka je G kurikulni graf tipa B s n ≥ 5 vrhova. Vrijedi:
a1(G) ≥ 1
2
Donja ograda se postiˇze za G = Tn.
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Dokaz. Neka je G kurikulni graf tipa B s n ≥ 5 vrhova i neka je p bijekcija koja
minimizira m1p(G). Graf G ima barem n− 1 usmjereni brid. Vrijedi:
a1p(G) =
∑
v∈V (G)
ap,G(v)
n
≥
∑
v∈V (G)
d+G(v)=0
0 +
∑
v∈V (G)
d+G(v)6=0

d+
G
(v)∑
i=1
i
d+G(v)

n
≥
∑
v∈V (G)
d+G(v)6=0
(
d+G(v)+1
2
)
n
Neka je q ∈ {1, ..., n− 1} broj vrhova v takvih da je d+G(v) 6= 0. Vrijedi:
∑
v∈V (G)
d+G(v)6=0
(
d+G(v)+1
2
)
n
≥ n− 1 + q
2n
≥ n− 1 + 1
2n
=
1
2
,
Teorem 3.11 Neka je G kurikulni graf tipa B s n ≥ 5 vrhova. Vrijedi:
s∞(G) ≥ 4.
Donja ograda se postiˇze za G = DPn.
Dokaz. Neka je kurikulni graf G tipa B s n ≥ 5 vrhova takav da vrijedi s∞(G) <
4. Lako se vidi da je s∞(G) > 2 pa stoga pretpostavimo da je s∞(G) = 3.
Razlikujemo tri slucˇaja. Prvo, razmotrimo dva slucˇaja prikazana na Slici 3.4.
u1 u2 v
(a) Slucˇaj 1
u1 v u2
(b) Slucˇaj 2
Slika 3.4: Dva primjera poretka vrhova u1, u2, v ∈ V (G) takvih da je sp,G(v) = 3
u kurikulnom grafu G
64
Poglavlje 3. Kurikulne mrezˇe
Slucˇaj 1 Pretpostavimo da u G postoji usmjereni put duljine 2.
Oznacˇimo vrhove kao na Slici 3.4 a). Ako oznacˇimo p(v) = a tada vrijedi p(u2) =
a − 1 i p(u1) = a − 2. Posˇto graf G ima n ≥ 5 vrhova, postoje barem josˇ tri
vrha u3, u4, u5 ∈ V (G). Ne mozˇe postojati usmjereni brid koji pocˇinje u u3 i
zavrsˇava u u1, u2 ili v jer bi to povec´alo vrijednost sp,G(v). Takoder, ne postoji
usmjereni brid koji pocˇinje u u2 ili v i pokazuje na u3. U tom bi slucˇaju vrijedilo
sp,G(u3) > sp,G(v). Dakle, mora postojati usmjereni brid od u1 do u3 i p(u3) = a+1.
Promotrimo vrh u4. Iz vec´ navedenih razloga, mozˇe postojati jedino usmjereni brid
izmedu u3 i u4. Ako postoji usmjereni brid u3u4, zbog tranzitivnosti bi postojao
i usmjereni brid u1u4 i vrijedilo bi sp,G(u4) > sp,G(v). Ako postoji usmjereni brid
u4u3, tada je sp,G(u3) > sp,G(v) jer je p(u4) < a− 2. U svakom slucˇaju, dosˇli smo
do kontradikcije.
Slucˇaj 2 Pretpostavimo da u G ne postoji usmjereni put duljine 2 i da postoji vrh
instupnja 2
Oznacˇimo vrhove kao na Slici 3.4 b). Bez gubitka opc´enitosti mozˇemo pretpostaviti
da vrijedi p(u1) = a − 2 i p(u2) = a − 1. Mora postojati vrh u3 ∈ V (G), ali ne
postoji usmjereni brid koji pocˇinje u u3 i zavrsˇava u u1, u2 ili v jer bi to povec´alo
vrijednost sp,G(v). Takoder, ne postoji usmjereni brid vu3 jer bi tada postojao put
duljine 2. Promotrimo ostale moguc´nosti u1u3 ∈ E(G) ili u2u3 ∈ E(G).
1. Pretpostavimo da postoji brid u1u3. Mora postojati vrh u4 ∈ V (G). Ne
postoji usmjereni brid u4v jer bi to povec´alo vrijednost sp,G(v), Takoder,
ne postoji usmjereni brid u4u3 jer je p(u4) < a − 2. Dakle, mora postojati
usmjereni brid u2u4.
2. Pretpostavimo da postoji usmjereni brid u2u3. Analogno prethodnim raz-
matranjima, mozˇe postojati jedino usmjereni brid u2u4.
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Oba slucˇaja prikazana su na Slici 3.5.
u3 u1 v u2 u4
(a) Slucˇaj 1
u4
u1 v u2 u3
(b) Slucˇaj 2
Slika 3.5: Moguc´i slucˇajevi prilikom konstrukcije kurikulnog grafa G s n = 5
vrhova takvog da je s∞(G) = 3 objasˇnjeni u prethodnom razmatranju
Ni u jednom od ovih slucˇaja ne mozˇemo dodati josˇ vrhova u V (G) na nacˇin da
s∞(G) = sp,G(v) zadrzˇi vrijednost 3.
Slucˇaj 3 Pretpostavimo da u G ne postoji usmjereni put duljine 2 i da ne postoji
vrh u V (G) s instupnjem vec´im od 1
Oznacˇimo s u, v ∈ V (G) vrhove takve da je p(u) = p(v)−3 i uv ∈ E(G). Oznacˇimo
p(v) = a. Moraju postojati dva vrha u1, u2 ∈ V (G) takvi da je p(u1) = a − 1 i
p(u2) = a − 2 i bridovi uu1, uu2 ∈ E(G). Posˇto je n ≥ 5 mora postojati vrh
u3 i usmjereni brid uu3. Ali, p(u3) = a + 1 pa je sp,G(u3) > sp,G(v) sˇto je opet
kontradikcija.
Zakljucˇujemo da ni u kojem slucˇaju nije moguc´e konstruirati kurikulni graf G
takav da je s∞ < 4.
Teorem 3.12 Neka je G kurikulni graf tipa B s n ≥ 5 vrhova. Vrijedi:
2 ≤ a∞(G).
Donja ograda se postiˇze za G = DPn.
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Dokaz. Donja ograda slijedi iz Teorema 3.11.
Teorem 3.13 Neka je G kurikulni graf tipa B s n ≥ 5 vrhova. Vrijedi:
3 ≤ m∞(G).
Donja ograda se postiˇze za G = DPn.
Dokaz. Donja ograda slijedi iz Teorema 3.11.
U ovom poglavlju definirali smo kurikulne grafove kao jednostavne usmjerene
grafove u kojima vrhovi predstavljaju edukacijske jedinice, a usmjereni bridovi
povezanost dviju edukacijskih jedinica u smislu da je jedna predznanje za drugu.
Edukacijska jedinica mozˇe predstavljati neki pojam, nastavnu temu, nastavnu cje-
linu ili cˇak cijeli kolegij. Razmatrali smo slozˇenosti pojedine edukacijske jedinice sa
tri razlicˇita stajaliˇsta kao i slozˇenost cjelokupnog nastavnog plana s naglaskom na
sekvenciranje nastavnog sadrzˇaja i nastavnih materijala. Buduc´i u razlicˇitim situ-
acijama mozˇemo opravdano izabrati razlicˇite pristupe sastavljanju nastavnog plana
i sekvenciranju nastavnog sadrzˇaja, definirali smo razlicˇite mjere slozˇenosti koje
pokrivaju sˇiroki spektar pristupa i nude nastavnicima, profesorima i strucˇnjacima
na izbor da sami odlucˇe koje mjere smatraju korisnima u svom radu. Promotrili
smo mjere slozˇenosti s viˇse razlicˇitih aspekata te smo se pozabavili problemom
tranzitivno zatvorenih kurikulnih grafova. Odredili smo gornje i donje ograde za
svaku pojedinu mjeru za grafove tipa A i B, za razlicˇite vrijednosti parametra
α, te odredili neke primjere kurikulnih mrezˇa (grafova) za koje se ekstremalne
vrijednosti postizˇu.
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3.4 Neka svojstva kurikulnih mrezˇa
U ovom poglavlju proucˇit c´emo postoje li neka standardna svojstva koja se pojav-
ljuju u kurikulnim mrezˇama. Analizirat c´emo stvarne kurikulne mrezˇe iz podrucˇja
matematike, fizike, informatike i biologije koje se mogu pronac´i u Prilozima. Izu-
zeta je rasprava o podjeli na zajednice posˇto c´e u sljedec´em poglavlju ta tematika
biti detaljno istrazˇena.
Jedan od najvazˇnijih pojmova vezanih za grafove je matrica susjedstva A. Za
jednostavne grafove matrica susjedstva je kvadratna matrica koja ima svojstvo
da je aij = 1 ako postoji brid izmedu vrhova i, j ∈ V (G), a inacˇe je aij = 0.
Kurikulna mrezˇa je jednostavni usmjereni graf pa znamo da c´e elementi na glavnoj
dijagonali biti jednaki 0. Buduc´i za svaki usmjereni brid uv ∈ E(G) vrijedi da je
p(u) < p(v), matrica susjedstva kurikulnog grafa je gornjetrokutasta kvadratna
matrica. Suma jedinica u retku i matrice A nam daje dout(i), a suma jedinica u
stupcu i jednaka je din(i). Nadalje, analizirali smo standardne mjere centralnosti
vrhova kao sˇto su instupanj, outstupanj, medupolozˇenost, odredili smo usmjernike
i autoritete, najmanje udaljenosti, prosjecˇni koeficijent klasteriranja (clustering
coefficient), dijametar i gustoc´u. Osnovne statistike svih navedenih mrezˇa mogu
se pronac´i u Tablici 3.1. Dajemo kratak opis svake od promatranih mjera.
• Medupolozˇenost vrha u ∈ V (G) racˇuna se po formuli
c(u) =
∑
v∈N(u)
∑
{k,l}∈V 2
skluv
skl
(3.1)
gdje je skluv broj najkrac´ih puteva od k do l koji prolaze bridom uv, a s
kl je
ukupan broj najkrac´ih puteva od k do l. Medupolozˇenost kao mjera central-
nosti vrha nam govori koliko neki vrh sudjeluje u komunikaciji ostalih vrhova,
tj. koliko najkrac´ih puteva medu parovima povezanih vrhova u grafu prolazi
preko njega.
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• Prosjecˇni koeficijent klasteriranja definiran je kao
C =
1
n
n∑
i=1
Ci, (3.2)
gdje su Ci lokalni koeficijenti dani sa
Ci =
broj parova susjeda od i koji su povezani
broj parova susjeda od i
(3.3)
Lokalni koeficijent klasteriranja nam kazuje u kojoj mjeri se susjedstvo nekog
vrha razlikuje od klike. Prosjecˇni koeficijent klasteriranja je prosjek lokal-
nih koeficijenata za sve vrhove u mrezˇi koji se cˇesto naziva Watts–Strogatz
koeficijent [162].
• U nekim je usmjerenim mrezˇama prigodno smatrati vazˇnim onaj vrh koji po-
kazuje na druge centralne vrhove [116]. Na primjer, postoje brojne mrezˇne
stranice koje sadrzˇe poveznice na druge mrezˇne stranice koje su vazˇne za
neku temu ili podrucˇje. Takve stranice same po sebi ne sadrzˇe vazˇne po-
datke o temi, ali nas usmjeravaju na one stranice koje to sadrzˇe. Iz tog
razloga moguc´e je definirati dvije vrste vrhova: autoriteti (eng. authority)
su vrhovi koji sadrzˇe vazˇne informacije ili su vazˇni po nekim drugim mje-
rama centralnosti, a usmjernici (eng. hubs) su vrhovi koji nam pokazuju
gdje mozˇemo pronac´i vrhove koji su autoriteti. Prvi je na ovu ideju dosˇao
Kleinberg [88]. U njegovom pristupu, svakom vrhu i ∈ V (G) dodijeljuje
se pocˇetna vrijednost za dva tipa centralnosti: centralnost autoriteta (eng.
authority centrality) xi i centralnost usmjernika (eng. hub centrality) yi.
Centralnost autoriteta za vrh i ∈ V (G) proporcionalna je sumi centralnosti
usmjernika svih vrhova koji na njega pokazuju:
xi = α
∑
j
Aijyj (3.4)
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pri cˇemu je α konstanta. Slicˇno, centralnost usmjernika za vrh i ∈ V (G)
proporcionalna je sumi centralnosti autoriteta na koje pokazuje:
yi = β
∑
j
Ajixj (3.5)
gdje je β druga konstanta. Obicˇno se za pocˇetnu vrijednost xi i yi uzimaju
tezˇine bridova, a ako je rijecˇ o neutezˇenoj mrezˇi, onda se pocˇetna vrijednost
postavlja na 1.
• Gustoc´a (eng. density) je postotak postojec´ih bridova u odnosu na maksi-
malni moguc´i broj bridova. To je podatak koji nam govori do koje mjere
se graf ”razlikuje” od potpunog grafa, a za jednostavni usmjereni graf s n
vrhova i m bridova definirana je kao
D =
m
n(n− 1) .
Promotrimo sada neke kurikulne mrezˇe iz razlicˇitih podrucˇja matematike, fi-
zike, informatike i biologije. Mrezˇe su nazvane po kljucˇnom pojmu cˇije je usvajanje
postavljeno kao cilj ucˇenja za to podrucˇje. Sve su slike kurikulnih mrezˇa naprav-
ljene koristec´i programski alat Wolfram Mathematica, a radi preglednosti uklonjeni
su tranzitivni bridovi. Nadalje, prilikom racˇunanja centralnosti usmjernika i auto-
riteta postavljeno je β = 1, a α = 1/λ, gdje je λ najvec´a svojstvena vrijednost
matrice AAT , za matricu susjedstva A.
”Skup racionalnih brojeva” (mrezˇa prikazana na Slici 3.6) je kurikulna
mrezˇa pojmova s ukupno 47 vrhova pri cˇemu pocˇetni vrh s labelom 1 predstavlja
pojam prirodni broj, a krajnji vrh s labelom 47 predstavlja pojam skup racionalnih
brojeva. Vrh s labelom 24 koji predstavlja pojam razlomak ima najvec´u vrijed-
nost medupolozˇenosti. Centralnost usmjernika je maksimalna (0.1219) za vrh 1
(prirodni broj ), a slijede redom vrhovi 11 (nula), 12 (negativni broj ) i 17 (cijeli
broj ). Pocˇetni vrh ima najvec´i outstupanj dout(1) = 26, a krajnji vrh ima najvec´i
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instupanj din(47) = 17. Prosjecˇna najkrac´a udaljenost medu povezanim parovima
vrhova je priblizˇno jednaka 2 sˇto ukazuje na efekt malog svijeta.
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Slika 3.6: Kurikulna mrezˇa pojmova potrebnih za ucˇenje pojma skup racionalnih
brojeva. Mrezˇa ima 47 vrhova i 254 usmjerena brida. Vrh s labelom 1 je prirodni
broj, a vrh s labelom 47 je skup racionalnih brojeva.
Mrezˇa ”Elementarne funkcije” ima 84 vrha i 502 usmjerena brida. Vrh s
labelom 1 je pojam skup, vrh s labelom 82 predstavlja pojam elementarne funkcije,
a krajnji vrh je pojam transcedentne funkcije. Ovo je jedina od promatranih
kurikulnih mrezˇa kojoj kljucˇni pojam nije ujedno i pojam s najvec´om labelom.
Najvec´i outstupanj ima vrh s labelom 13 koji predstavlja pojam funkcija. Isti vrh
ima i najvec´u vrijednost medupolozˇenosti, a i identificiran je kao usmjernik sˇto
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ukazuje na njegovu vazˇnost u ovoj mrezˇi. Pojam elementarne funkcije ima najvec´i
instupanj. Prosjecˇna najkrac´a udaljenost i u ovoj mrezˇi iznosi otprilike 2. Mrezˇa
je prikazana na Slici 3.7
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Slika 3.7: Kurikulna mrezˇa pojmova potrebnih za ucˇenje pojma elementarne funk-
cije. Mrezˇa ima 84 vrha i 502 usmjerena brida. Vrh s labelom 1 je skup, a vrh s
labelom 82 je elementarne funkcije.
Mrezˇa ”Integral” ima 223 vrha i 655 usmjerenih bridova (Slika 3.8). Rijecˇ je
o mrezˇi pojmova koje je potrebno usvojiti da bi se uspjesˇno polozˇio uvodni kolegij
iz matematike cˇije gradivo zavrsˇava pojmom integrala. Mrezˇa ima nesˇto vec´i dija-
metar nego prethodne dvije. Prosjecˇna duljina najkrac´eg puta je dovoljno mala pa
mozˇemo smatrati da je vrijedi efekt malog svijeta. Vrh koji ima najvec´i instupanj
ima labelu 217 (tok funkcije), a najvec´i outstupanj ima vrh s labelom 87 (realna
funkcija realnog argumenta) koji ujedno ima i najvec´u vrijednost medupolozˇenosti.
Vrh identificiran kao glavni usmjernik je vrh s labelom 41 (funkcija). Ova mrezˇa
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je najvec´a medu promatranim kurikulnim mrezˇama i ima najmanju gustoc´u medu
mrezˇama cˇiji vrhovi predstavljaju pojmove.
Slika 3.8: Kurikulna mrezˇa pojmova potrebnih za polaganje uvodnog kolegija iz
matematke. Mrezˇa ima 223 vrha i 655 usmjerenih bridova. Vrh s labelom 1
predstavlja pojam skup, a vrh s labelom 223 pojam nepravi integral. Buduc´i je
mrezˇa nesˇto vec´a od prethodnih, slika je zbog preglednosti drugacˇija nego kod
prethodnih mrezˇa. Napravljena je u programskom alatu MATLAB.
”Fizika” predstavlja kurikulnu mrezˇu nastavnih tema koje se obraduju u 7.
razredu osnovne sˇkole u sklopu predmeta Fizika. Neke od ovih tema se obraduju
tijekom viˇse nastavnih sati. Mrezˇa ima 31 vrh i 49 usmjerenih bridova (prikazana
na Slici 3.9). Vrh s labelom 1 predstavlja temu duljina, dok vrh s labelom 31
oznacˇava temu jakost lec´e. Buduc´i je rijecˇ o nastavnim temama, a ne konkretno o
pojmovima, ova mrezˇa je nesˇto rjeda od prethodnih u kojima vrhovi predstavljaju
pojmove. Dijametar mrezˇe jednak je 4, dok je prosjecˇna udaljenost dovoljna mala
da bi se potvrdio efekt malog svijeta kojeg su pokazale i prethodne analizirane
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kurikulne mrezˇe. Maksimalni instupanj imaju vrhovi s labelama 23 (elektricˇna
struja) i 27 (akceleracija). Najvec´i outstupanj ima vrh s labelom 1 (duljina) koji
je ujedno i najvazˇniji usmjernik. Vrh s labelom 15 (rad) ima najvec´u vrijednost
medupolozˇenosti.
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Slika 3.9: Kurikulna mrezˇa lekcija koje se obraduju u 7. razredu osnovne sˇkole
iz predmeta Fizika. Mrezˇa ima 31 vrh i 49 usmjerenih bridova. Vrh s labelom 1
predstavlja temu duljina, a vrh s labelom 31 temu jakost lec´e.
Sljedec´a mrezˇa koju analiziramo je kurikulna mrezˇa pojmova koji se ucˇe u
sklopu kolegija Programiranje 1 na prvoj godini preddiplomskih studija. Na-
zvali smo je obrada podataka . Mrezˇa ima 54 vrha pocˇevsˇi od pojma podatak i
zavrsˇava pojmom obrada podataka. Kao i prethodne, mrezˇa ima mali dijametar i
prosjecˇnu duljinu najkrac´eg puta pa je josˇ jednom potvrden efekt malog svijeta.
Vrh s najvec´im instupnjem predstavlja pojam obrada podataka, a s najvec´im out-
stupnjem pojam podatak. Maksimalnu vrijednost medupolozˇenosti ima vrh koji
predstavlja datoteka. Mrezˇa je prikazana na Slici 3.10.
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Slika 3.10: Kurikulna mrezˇa pojmova koji se obraduju u sklopu kolegija Progra-
miranje na preddiplomskom studiju. Mrezˇa ima 54 vrha i 197 usmjerenih bridova.
Vrh s labelom 1 predstavlja pojam podatak, a vrh s labelom 54 pojam obrada
podataka.
Pojam primarne proizvodnje u ekologiji odnosi se na sintezu organskih spojeva
iz atmosferskog i vodenog ugljicˇnog dioksida. Analiziramo kurikulnu mrezˇu ”Mo-
del primarne proizvodnje” s 28 vrhova i 93 usmjerena brida u kojoj pocˇetni
vrh predstavlja pojam fotosinteza, a krajnji vrh pojam model primarne proizvod-
nje, koja objasˇnjava kako se modelira proces primarne proizvodnje u oceanima.
Duljina najkrac´eg puta je ocˇekivano mala, kao i ukupna gustoc´a grafa. Vrh s
najvec´im instupnjem je vrh s labelom 28 koji predstavlja pojam primarna pro-
izvodnja koji je ujedno i glavni autoritet, a vrh s najvec´im outstupnjem je vrh koji
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predstavlja pojam svjetlost koji je ujedno i identificiran kao usmjernik. Najvec´u
vrijednost medupolozˇenosti ima vrh s labelom 19 koji predstavlja pojam integral.
Mrezˇa je prikazana na Slici 3.11.
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Slika 3.11: Kurikulna mrezˇa pojmova potrebnih za odredivanje modela primarne
proizvodnje u oceanima. Vrh s labelom 1 predstavlja pojam fotosinteza, a vrh s
labelom 28 pojam primarna proizvodnja.
Konacˇno, kod navedenih kurikulnih mrezˇa mozˇemo uocˇiti neka zajednicˇka svoj-
stva. U testiranim mrezˇama pojavljuju se dvije vrste struktura. Jedna je struktura
ona u kojoj najvec´i instupanj ima vrh koji predstavlja kljucˇni pojam, a najvec´i
outstupanj vrh s labelom 1 koji predstavlja pocˇetni pojam, kao sˇto je slucˇaj s
mrezˇama ”Skup racionalnih brojeva” i ”Obrada podataka”. Druga struktura koja
se pojavljuje je ona u kojoj je moguc´e identificirati neki vazˇan pojam s najvec´im
instupnjem ili outstupnjem, pomoc´u kojeg se grade ostali pojmovi, kao sˇto je slucˇaj
s pojmom funkcija u mrezˇi ”Elementarne funkcije”. Obicˇno taj vrh ima i najvec´u
vrijednost ostalih mjera centralnosti. Sve testirane mrezˇe imaju relativno mali
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dijametar i prosjecˇne najkrac´e udaljenosti sˇto potvrduje efekt malog svijeta. Sve
su mrezˇe relativno rijetke, sˇto nas navodi na zakljucˇak da osobe koje ih sastav-
ljaju cˇesˇc´e biraju grafove tipa A. U svim testiranim mrezˇama lako je identificirati
kljucˇni pojam odnosno vrh koji ima maksimalnu vrijednost medupolozˇenosti koja
drasticˇno odskacˇe od vrijednosti za ostale vrhove u mrezˇi, kao npr. razlomak
u mrezˇi ”Skup racionalnih brojeva” ili funkcija u mrezˇi ”Elementarne funkcije”.
Obicˇno se taj pojam nalazi negdje po sredini obradenog gradiva i ocˇito najbo-
lje povezuje pojmove naucˇene prije i nakon njega. Sve promatrane mrezˇe imaju
relativno nizak prosjecˇni koeficijent klasteriranja. Razlog tome je sˇto ova mjera
viˇse znacˇaja pridaje vrhovima s niskim stupnjem buduc´i je za takve vrhove vri-
jednost nazivnika u jednadzˇbi 3.3 relativno mala. U kurikulnim mrezˇama je velik
broj vrhova s relativno malim stupnjem sˇto se odrazˇava na konacˇnu vrijednost ove
mjere.
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3.5 Optimalna ekspozicija jedinica
U ovom c´emo poglavlju izlozˇiti algoritam koji daje odgovarajuc´i poredak edu-
kacijskih jedinica s minimalnom vrijednosˇc´u odabrane mjere slozˇenosti. Obicˇno
se redoslijed edukacijskih jedinica, kao i cjelokupni plan i program, odreduje od
strane Ministarstva znanosti, obrazovanja i sporta, Agencije za odgoj i obrazovanje
i ostalih mjerodavnih institucija, a uvelike se temelji na iskustvu i strucˇnosti pro-
fesora i ekspertne skupine. Predlozˇen je algoritam koji vrednuje kvalitetu poretka
edukacijskih jedinica pomoc´u jedne od mjera slozˇenosti definiranih u prethodnom
odlomku. Cilj je dobiti poredak edukacijskih jedinica koji ima najmanju slozˇenost,
tj. poredak za koji je vrijednost odabrane mjere slozˇenosti minimalna.
Kao sˇto je vec´ navedeno, problem odredivanja optimalne kurikulne ekspozicije
mozˇe se povezati s problemom topolosˇkog sortiranja unutar podrucˇja racˇunalnih
znanosti. Za rjesˇavanje tog problema poznata su neka rjesˇenja u obliku Kahno-
vog algoritma (Algoritam 1) i tzv. depth–first algoritma. Medutim, nijedno od
tih rjesˇenja ne odgovara u potpunosti danom problemu. Kahnov algoritm kao
rjesˇenje daje jednu kurikulnu ekspoziciju. Da bi se rjesˇio dani problem, trebalo
bi izgenerirati sve moguc´e valjane poretke i usporediti vrijednosti izabrane mjere
za svaki od njih, sˇto je, ovisno o mrezˇi, jako tezˇak zadatak. Alternativno, mogli
bismo nekako ogranicˇiti broj generiranih poredaka pa medu njima odrediti onaj s
najmanjom vrijednosti odabrane mjere, ali ostaje pitanje na koji nacˇin ogranicˇiti
prostor moguc´ih rjesˇenja da se sˇto manje utjecˇe na valjanost rezultata. Algoritam
depth–first prolazi kroz svaki vrh u ∈ V (G) u grafu G, u proizvoljnom redoslijedu,
i razmatra sve vrhove na koje u pokazuje [45, 150]. U trenutku kada se vrh u
doda u izlaznu listu, tj. u sortirani poredak, svi vrhovi koji su pokazivali na u vec´
su razmotreni i ukljucˇeni u poredak. Posˇto se svaki vrh i brid posjec´uju jednom,
algoritam radi u linearnom vremenu. Pseudokod je dan u Algoritmu 2.
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Algorithm 2 depth–first algoritam za topolosˇko sortiranje
Output: Lista L koja c´e sadrzˇavati sortirane elemente
1: while postoje neoznacˇeni vrhovi do
2: odaberi neoznacˇeni vrh u
3: posjeti (u)
4: end while
5: Funkcija posjeti (vrh u)
6: if u ima privremenu oznaku then
7: stop (postoji ciklus)
8: end if
9: if u josˇ nije oznacˇen (posjec´en) then
10: privremeno oznacˇi u
11: for all vrh v takav da postoji brid e = uv do
12: posjeti (v)
13: end for
14: vrhu u dodaj trajnu oznaku
15: vrhu u ukloni privremenu oznaku
16: dodaj vrh u na pocˇetak liste L
17: end if
Medutim, ovakav algoritam c´e imati problema s mrezˇom prikazanom na Slici
3.12. kakva se cˇesto pojavljuje tijekom sastavljanja nastavnog plana buduc´i se
edukacijske jedinice cˇesto grupiraju u vec´e cjeline. Mrezˇu mozˇemo podijeliti u 3
bloka prikazana pravokutnicima. Prvi blok cˇine jedinice 1, 2 i 3, drugi blok jedinice
4, 5, 6 i 7, a trec´i jedinice 8 i 9.
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1 2 3
8 9
5 6 74
Slika 3.12: Primjer kurikulne mrezˇe za koju algoritam depth–first ne nalazi op-
timalnu ekspoziciju. Edukacijske jedinice mozˇemo grupirati u skupine prikazane
pravokutnicima. Vrijedi s1(G) = 3.
Vrijednost mjere s1(G) bit c´e minimalna ako se izmjeni redoslijed blokova edu-
kacijskih jedinica na nacˇin prikazan na Slici 3.13.
5 6 7
8 9
2 3 41
Slika 3.13: Optimalna kurikulna ekspozicija mrezˇe s prethodne slike. Vrijednost
mjere za ovakvu ekpoziciju je s1(G) = 2.444.
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Buduc´i depth–first algoritam promatra vrhove pojedinacˇno, tesˇko c´e biti u
moguc´nosti dati poredak koji rezultira najmanjom vrijednosˇc´u odabrane mjere
za ovaj primjer. Stoga predlazˇemo heuristicˇki algoritam temeljen na renumeraciji
labela koji ne promatra nuzˇno pojedinacˇne vrhove nego i blokove povezanih vrhova.
Predlozˇeni algoritam moguc´e je razlozˇiti na nekoliko dijelova:
1. svakom vrhu u mrezˇi dodijeljuje se jedinstvena numericˇka labela na nacˇin da
je labela pocˇetnog vrha manja od labele krajnjeg vrha za svaki usmjereni brid
u mrezˇi,
2. racˇuna se inicijalna vrijednost odabrane mjere slozˇenosti i postavlja kao pri-
vremeno rjesˇenje,
3. radi se renumeracija labela vrhova na nacˇin opisan u daljnjem tekstu,
4. ako skup labela dobiven novom renumeracijom nije parcijalno ureden ili vri-
jednost zadane mjere takvog poretka nije manja od prethodne, poredak se
odbacuje
5. ako je skup labela dobiven novom renumeracijom parcijalno ureden i vrijed-
nost odabrane mjere je manja od privremene, takav se poredak edukacijskih
jedinica sprema kao potencijalno rjesˇenje
6. postupak se ponavlja sve dok nije moguc´e pronac´i rjesˇenje koje je bolje od
rjesˇenja iz prethodne iteracije
Pocˇetnu numeraciju moguc´e je dobiti Kahnovim algoritmom opisanim u Algoritmu
1. Za primjer mjere slozˇenosti odabrana je mjera s1p(G) definirana:
s1p(G) =
∑
v∈V (G)
sp,G(v)
card (V (G))
,
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pri cˇemu je
sp,G(v) =
∑
uv∈E(G)
[p(v)− p(u)] .
Renumeracija labela odradena je na sljedec´i nacˇin. Labele vrhova poredane su
u niz duljine n = card(V (G)). Zatim su radene uzastopne izmjene blokova niza
razlicˇitih duljina da bi se pokrilo sˇto viˇse razlicˇitih kombinacija. Svaka zamjena
dvaju blokova rezultira novom numeracijom labela grafa. Nakon svake renumera-
cije vrsˇi se provjera zadovoljava li nova renumeracija oba osnovna uvjeta:
1. je li posˇtovan uredaj, tj. je li za svaki usmjerni brid labela pocˇetnog vrha
manja od labele krajnjeg vrha
2. je li vrijednost mjere s1p(G
′) za novi graf G′ dobiven renumeracijom labela
manja ili jednaka od prethodne vrijednosti mjere s1p(G)
Ako jedan od uvjeta nije ispunjen, takav se poredak odbacuje. Ako su oba uvjeta
ispunjena, graf G′ s novom numeracijom labela se zapisuje kao privremeno najbolje
rjesˇenje i algoritam radi sljedec´u izmjenu. Kad su promjenjeni svi blokovi, pro-
gram se pokrec´e ponovo, ali sada kao pocˇetni graf, odnosno inicijalnu numeraciju,
algoritam uzima najbolje rjesˇenje iz prethodne iteracije. Postupak se ponavlja
sve dok algoritam viˇse nije u moguc´nosti pronac´i numeraciju labela, odnosno graf
G za koji je vrijednost mjere s1p(G) manja od privremene. Vazˇno je napomenuti
da se algoritmom ne mijenja odnos edukacijskih jedinica, samo redoslijed njiho-
vog ucˇenja. Pseudokod opisanog algoritma za optimalnu ekspoziciju edukacijskih
jedinica moguc´e je pronac´i u Algoritmu 3.
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Algorithm 3 Algoritam za optimalnu ekspoziciju edukacijskih jedinica
Input: Lista bridova
1: svakom vrhu i ∈ V (G) dodijeli jedinstvenu labelu li = p(i)
2: inicijalno pridruzˇivanje labela proglasi privremenim rjesˇenjem
3: repeat
4: napravi renumeraciju labela
5: if nova numeracija ne posˇtuje valjani uredaj labela then
6: odbaci
7: else
8: izracˇunaj vrijednost odabrane mjere za novu numeraciju labela
9: if nova vrijednost > privremene vrijednosti then
10: postavi novu vrijednost za privremenu
11: else
12: odbaci poredak i idi na sljedec´u numeraciju
13: end if
14: end if
15: until nije moguc´e pronac´i numeraciju koja daje bolju vrijednost mjere od
prethodne
Algoritam je implementiran u programskom alatu Microsoft Visual Studio 2015
(moguc´e ga je pronac´i u Prilozima). Prvo je testiran na manjim mrezˇama za koje
pronalazi egzaktna rjesˇenja. Na Slici 3.14 mozˇe se vidjeti jednostavan primjer
kurikulne mrezˇe s 9 vrhova i 11 usmjerenih bridova za koju algoritam pronalazi
egzaktno rjesˇenje, tocˇnije kurikulnu mrezˇu s minimalnom vrijednosˇc´u mjere s1(G).
Algoritam je zatim testiran na kurikulnim mrezˇama navedenim u prethodnom
poglavlju. Za svaku od njih napravljen je tranzitivni zatvaracˇ, tj. mrezˇu smo
iz tipa A pretvorili u tip B (za svaka dva vrha u, v ∈ V (G) takve da postoji
usmjereni put od u do v dodan je usmjereni brid uv ∈ E(G)) , sˇto je rezultiralo
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promjenom broja usmjerenih bridova u odnosu na originalnu mrezˇu. Kao sˇto je
vidljivo iz Tablica 3.2 i 3.3, algoritam za svaku od navedenih kurikulnih mrezˇa
daje poboljˇsanje u odnosu na mjeru s1(G).
1 2 4
5
3 6 7
98
1 2 4
3
5 6 8
97
a) b)
Slika 3.14: Kurikulna mrezˇa s n = 9 vrhova i m = 11 usmjerenih bridova. Svaka
edukacijska jedinica oznacˇena je jednom bojom. Nakon izvrsˇavanja algoritma ne
mijenja se odnos jedinica, nego samo njihov redoslijed. a) Pocˇetna mrezˇa koriˇstena
kao ulazni podatak za koju je s1(G) = 2.77 b) Algoritam daje egzaktno rjesˇenje
s1(G) = 2.11
Sˇto se ticˇe racˇunalne slozˇenosti predlozˇenog algoritma, da bi se odradila re-
numeracija labela potrebno je O(n3). Nakon renumeracije potrebno je zamijeniti
labelu svim vrhovima i azˇurirati listu bridova za sˇto je potrebno O(n+m). Kako su
sve testirane kurikulne mrezˇe rijetke vrijedi da je n ∼ m, pa je ukupna racˇunalna
slozˇenost algoritma O(n3m) za mrezˇu s n vrhova i m bridova. Kurikulne mrezˇe
imaju do nekoliko stotina vrhova i dosta su rijetke, pa je za nasˇe potrebe vrijeme
izvrsˇavanja algoritma i viˇse nego zadovoljavajuc´e.
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Tablica 3.2: Algoritam za optimalnu ekspoziciju edukacijskih jedinica tes-
tiran na kurikularnim mrezˇama tipa A. Oznake: n je broj vrhova, m je
broj usmjerenih bridova, u stupcu ”Strucˇnjak” nalaze se vrijednosti mjere s1(G)
izracˇunate za ulaznu mrezˇu koju su sastavili strucˇnjaci, u stupcu ”Algoritam” na-
laze se vrijednosti mjere s1(G) nakon provedenog algoritma, tj. vrijednost koja se
dobije za poredak edukacijskih jedinica dobiven pomoc´u opisanog algoritma
Mjera slozˇenosti s1(G)
Tip A n m Strucˇnjak Algoritam
Skup Q 47 254 50.894 50.170
El. funkcije 84 502 143.167 112.833
Integral 223 655 93.399 72.413
Fizika 31 49 11.871 7.903
Model prim. proizvodnje 28 93 26.071 22.179
Obrada podataka 54 197 47.778 34.315
Promotrimo kurikulnu mrezˇu Integral. Pripadajuc´i usmjereni graf ima 223 vrha
i 656 usmjerenih bridova i gustoc´u 0.013 sˇto je dosta rijedak (sparse) graf. Tran-
zitivni zatvaracˇ, odnosno pripadni graf tipa B, ima 223 vrha i 10952 usmjerena
brida. Algoritam daje znatno poboljˇsanje ulaznog grafa. Ovaj primjer je odlicˇan
pokazatelj koliko redoslijed i organizacija nastavnog procesa ovisi o iskustvu i pris-
tupu gradivu. Grafovi tipa A obuhvac´aju pristup u kojem nije potrebno vrac´ati se
na vec´ usvojeno gradivo jer se u procesu ucˇenja novog gradiva automatski osvjezˇilo
i prijasˇnje. Grafovi tipa B temelje se na stajaliˇstu da je prilikom usvajanja nove
jedinice potrebno ponoviti prethodno stecˇeno znanje. Naravno da nije moguc´e
prilikom usvajanja svakog novog pojma ponavljati sve druge pojmove koji su pret-
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Tablica 3.3: Algoritam za optimalnu ekspoziciju edukacijskih jedinica tes-
tiran na tranzitivnim zatvaracˇima kurikularnih mrezˇa (na mrezˇama tipa
B). Oznake: n je broj vrhova, m je broj usmjerenih bridova, u stupcu ”Strucˇnjak”
nalaze se vrijednosti mjere s1(G) izracˇunate za ulaznu mrezˇu koju su sastavili
strucˇnjaci, u stupcu ”Algoritam” nalaze se vrijednosti mjere s1(G) nakon prove-
denog algoritma, tj. vrijednost koja se dobije za poredak edukacijskih jedinica
dobiven pomoc´u opisanog algoritma
Mjera slozˇenosti s1(G)
Tip B n m Strucˇnjak Algoritam
Skup Q 47 815 316.915 312.340
El. funkcije 84 1941 803.417 705.988
Integral 223 10952 4753.785 4383.435
Fizika 31 87 27.484 22.129
Model prim. proizvodnje 28 281 107.821 104.821
Obrada podataka 54 383 134.30 112.167
hodno naucˇeni, ali posˇto je u mrezˇi moguc´e identificirati vazˇne vrhove mozˇda bi
bilo dobro povremeno ponoviti takve pojmove prije obradivanja novog gradiva. Iz
ovog primjera da se zakljucˇiti kako tranzitivno zatvorene mrezˇe ostavljaju pros-
tora za daljnja poboljˇsanja u procesu sekvenciranja. Buduc´i proces sastavljanja
kurikula i odredivanja ekspozicije edukacijskih jedinica ovisi o odabranoj mjeri, Al-
goritam za odredivanje optimalne ekspozicije testirali smo na kurikulnim mrezˇama
navedenim u Poglavlju 3.4 koristec´i mjere sα(G), mα(G) i aα(G) za razlicˇite vri-
jednosti parametra α. Za svaku od navedenih mjera algoritam daje poboljˇsanje u
odnosu na ulaznu mrezˇu. Rezultate su prikazani na Slikama 3.15 do 3.19.
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Slika 3.15: Usporedba rezultata razlicˇitih mjera slozˇenosti dobivenih pomoc´u Al-
goritma za optimalnu ekspoziciju edukacijskih jedinica primijenjenog na kurikulnu
mrezˇu Skup Q. Narancˇastom bojom su prikazani rezultati odabrane mjere za
mrezˇu sastavljenu od strane strucˇnjaka, ljubicˇastom bojom su prikazani rezultati
dobiveni upotrebom algoritma. Svaka tocˇka na grafu predstavlja vrijednost mjere
dobivenu za razlicˇite vrijednosti parametra α.
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Slika 3.16: Usporedba rezultata razlicˇitih mjera slozˇenosti dobivenih pomoc´u Al-
goritma za optimalnu ekspoziciju edukacijskih jedinica primijenjenog na kurikulnu
mrezˇu Elementarne funkcije. Narancˇastom bojom su prikazani rezultati odabrane
mjere za mrezˇu sastavljenu od strane strucˇnjaka, ljubicˇastom bojom su prikazani
rezultati dobiveni upotrebom algoritma. Svaka tocˇka na grafu predstavlja vrijed-
nost mjere dobivenu za razlicˇite vrijednosti parametra α.
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Slika 3.17: Usporedba rezultata razlicˇitih mjera slozˇenosti dobivenih pomoc´u Al-
goritma za optimalnu ekspoziciju edukacijskih jedinica primijenjenog na kurikulnu
mrezˇu Fizika. Narancˇastom bojom su prikazani rezultati odabrane mjere za mrezˇu
sastavljenu od strane strucˇnjaka, ljubicˇastom bojom su prikazani rezultati dobiveni
upotrebom algoritma. Svaka tocˇka na grafu predstavlja vrijednost mjere dobivenu
za razlicˇite vrijednosti parametra α.
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Slika 3.18: Usporedba rezultata razlicˇitih mjera slozˇenosti dobivenih pomoc´u Al-
goritma za optimalnu ekspoziciju edukacijskih jedinica primijenjenog na kurikulnu
mrezˇu Model primarne proizvodnje. Narancˇastom bojom su prikazani rezultati
odabrane mjere za mrezˇu sastavljenu od strane strucˇnjaka, ljubicˇastom bojom su
prikazani rezultati dobiveni upotrebom algoritma. Svaka tocˇka na grafu predstav-
lja vrijednost mjere dobivenu za razlicˇite vrijednosti parametra α.
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Slika 3.19: Usporedba rezultata razlicˇitih mjera slozˇenosti dobivenih pomoc´u Al-
goritma za optimalnu ekspoziciju edukacijskih jedinica primijenjenog na kurikulnu
mrezˇu Obrada podataka. Narancˇastom bojom su prikazani rezultati odabrane
mjere za mrezˇu sastavljenu od strane strucˇnjaka, ljubicˇastom bojom su prika-
zani rezultati dobiveni upotrebom algoritma. Svaka tocˇka na grafu predstavlja
vrijednost mjere dobivenu za razlicˇite vrijednosti parametra α.
Poglavlje 4
Detektiranje zajednica u
kurikulnim mrezˇama
Ponekad je podjelom nekog kompleksnog sustava u manje dijelove moguc´e stec´i
bolji uvid u organizaciju sustava i njegovo funkcioniranje. Stoga je detektiranje
zajednica u mrezˇama jedan od fundamentalnih problema u teoriji kompleksnih
mrezˇa [53, 91, 117].
Problem detektiranja zajednica odnosi se pronalazˇenje prirodne podjele mrezˇe
na grupe vrhova takve da postoji mnogo bridova unutar zajednice, a nekoliko
(manje) bridova medu grupama [116]. Intuitivno, zajednica je kohezijska skupina
vrhova koji su povezani ”gusˇc´e” jedni s drugima nego s vrhovima u drugim zajedni-
cama. Jedan od aspekata koji cˇini problem detektiranja zajednica zahtjevnim je to
sˇto tocˇna formulacija pojma ”zajednica” cˇesto ovisi o domeni iz koje se promatra.
Na primjer, u drusˇtvenim mrezˇama zajednica mozˇe odgovarati grupi prijatelja koji
pohadaju istu sˇkolu ili koji studiraju na istom sveucˇiliˇstu [108]; u mrezˇi proteina
zajednice mogu predstavljati funkcionalne module proteina koji su u medusobnoj
interakciji [3]; u mrezˇama suradnje i koautorstva, istoj zajednici mogu pripadati
autori koji pripadaju istoj znanstvenoj disciplini [65] i slicˇno.
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Zajednice se cˇesto definiraju u smislu podjele vrhova na nacˇin da svaki vrh
pripada u tocˇno jednu zajednicu. To je korisno pojednostavljenje strukture mrezˇe
i vec´ina metoda za detektiranje zajednica pronac´i c´e upravo ovu vrstu podjele.
Medutim, u nekim slucˇajevima bolji prikaz strukture mrezˇe mozˇe biti onaj u ko-
jem vrhovi pripadaju u viˇse od jedne zajednice. To se cˇesto dogada u drusˇtvenim
mrezˇama, gdje vrhovi predstavljaju osobe, a zajednice predstavljaju razlicˇite vr-
ste pripadnosti: jedna zajednica za obitelj, druga zajednica za suradnike, trec´a za
prijatelje i tako dalje [124]. Identificiranje zajednica omoguc´uje i svojevrsnu klasifi-
kaciju vrhova ovisno o njihovoj poziciji unutar zajednice i opc´enito u grafu. Vrhovi
koji su na centralnim pozicijama u zajednici, tj. imaju puno susjeda unutar iste
zajednice, zasigurno imaju vazˇnu ulogu u kontroli i stabilnosti zajednice. Vrhovi
koji se nalaze na putu izmedu dviju ili viˇse zajednica imaju vazˇnu ulogu u posre-
dovanju i kontroliraju komunikaciju medu zajednicama sˇto je posebno istaknuto u
drusˇtvenim i metabolicˇkim mrezˇama.
Buduc´i razlicˇite grane znanosti imaju razlicˇite potrebe, razvijen je sˇirok spektar
algoritama za detekciju zajednica koji udovoljavaju tim potrebama. Razvijene su
brojne metode koje se temelje na alatima i tehnikama iz disciplina kao sˇto su fizika,
biologija, primjenjena matematika, racˇunalne i drusˇtvene znanosti. Uspjesˇnost i
efikasnost ovakvih algoritma uvelike ovisi o tome kako se definira zajednica. Obzi-
rom da je detektiranje zajednica u mrezˇama interdisciplinarni i zadnjih desetljec´a
aktivno istrazˇivani problem, kao rezultat brojnih istrazˇivanja razvijen je skup raz-
nih realnih i racˇunalno generiranih mrezˇa koje se koriste za testiranje razvijenih
algoritama [92].
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Otkrivanje zajednica u usmjerenim mrezˇama je mnogo slozˇeniji problem nego
je to slucˇaj u neusmjerenim mrezˇama. U kurikulnim mrezˇama problem je dodatno
otezˇan zahtjevom da dobivene zajednice moraju zadovoljavati odredene uvjete.
Organizacija nastavnih sadrzˇaja i materijala po podrucˇjima, kolegijima, progra-
mima ili obrazovnim razinama cˇesto nije linearan proces i ne podrazumijeva samo
podjelu odredenog broja materijala u viˇse nastavnih sati. Rijecˇ je o procesu koji
podlijezˇe cˇitavom nizu kriterija. Jedan od moguc´ih kriterija je zahtjev da organiza-
cija nastavnih materijala posˇtuje nacˇelo odgovarajuc´eg sekvenciranja, na primjer,
linearna progresija u kojoj se prvo obraduju prirodni brojevi, zatim cijeli, raci-
onalni i konacˇno realni brojevi. Moguc´e je raditi podjelu materijala i sadrzˇaja na
temelju njihove prirode, na primjer, podjelu po podrucˇjima gdje se prvo obraduje
algebra, zatim geometrija i slicˇno. Mozˇe se ocˇekivati da podjela materijala prati i
neka druga nacˇela, primjerice da se materijali grupiraju u odnosu na odredeni cilj
ucˇenja koji treba postic´i i slicˇno [174].
Problem detektiranja zajednica u kurikulnim mrezˇama mozˇemo definirati kao
problem grupiranja edukacijskih jedinica u vec´e cjeline koje se mogu proucˇavati
uzastopno, na primjer, grupiranje nastavnih tema u nastavne cjeline koje se obraduju
u nizu, jedna za drugom. Drugim rijecˇima, ako je dan parcijalni uredaj edukacij-
skih jedinica x1 ≺ x2 ≺ ... ≺ xn (znak ”≺” koristimo u smislu da se edukacijska
jedinica xi obraduje i ucˇi prije edukacijske jedinice xj) zˇelimo podijeliti kurikulnu
mrezˇu na zajednice A1, A2, ..., Ak koje mozˇemo urediti tako da vrijedi:
ako je xi ≺ xj, xi ∈ Ap i xj ∈ Aq onda je Ap ≺ Aq ili Ap = Aq.
U ovom radu koncentrirali smo se detektiranje nepreklapajuc´ih zajednica u
kurikulnim mrezˇama po nacˇelu sekvenciranja.
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4.1 Detektiranje zajednica u neusmjerenim mrezˇama
U cilju otkrivanja svojstava i strukture kompleksnih mrezˇa razvijeni su brojni
algoritmi za detektiranje zajednica, no kvaliteta pojedinog algoritma, u smislu
tocˇnosti i racˇunalne slozˇenosti, ovisi o mnogo faktora [170]. Posˇto se vec´ina ideja
i metoda na neki nacˇin prenosi i modificira za usmjerene mrezˇe, u ovom poglav-
lju navodimo neke algoritme za detektiranje zajednica u neusmjerenim mrezˇama.
Tesˇko je kategorizirati sve postojec´e algoritme, ali okvirno ih je moguc´e podijeliti
na hijerarhijske, optimizirajuc´e i ostale [61]. Rani radovi temelje se na hijerar-
hijskom pristupu spajanja ili razdvajanja zajednica odabranih u skladu s nekom
mjerom slicˇnosti ili funkcijom udaljenosti. Aglomerativni pristup zapocˇinje s jed-
nakim brojem zajednica i vrhova, tako da svaki vrh pripada svojoj zajednici, i
iterativno spaja zajednice sve dok ne ostane samo jedna [16]. Suprotno tome, di-
vizivni pristup zapocˇinje s jednom zajednicom koja sadrzˇi sve vrhove i iterativno
je dijeli na manje zajednice sve dok svaki vrh ne postane svoja vlastita zajednica
[132]. Algoritami u ovoj familiji se medusobno razlikuju po vrsti odabrane mjere
ili funkcije. Kao rezultat spajanja ili razdvajanja zajednica dobije se stablo za-
jednica koje nazivamo dendrogram [117] (primjer prikazan na Slici 4.1) no i dalje
je potrebno odrediti gdje zaustaviti proces da bi se dobila stvarna particija, sˇto,
naravno, ovisi o potrebama istrazˇivacˇa. Metode koje se temelje na optimizaciji
koriste mjeru pomoc´u koje procijenjuju kvalitetu podjele mrezˇe. Mjera koja se
najcˇesˇc´e koristi je Newmanova modularnost [120]. Algoritmi se obicˇno sastoje
od procesuiranja nekoliko particija mrezˇe (odabranih slucˇajno ili u skladu s ne-
kom funkcijom), a zatim zadrzˇavanja one particije koja je najbolja u odnosu na
odabranu mjeru (na primjer, podjela koja ima najvec´u vrijednost modularnosti).
U posljednju familiju mozˇemo ubrojiti sve ostale pristupe. Neki koriste principe
poput podjele temeljene na gustoc´i (eng. density-based clustering) [58], neki su
temeljeni na agentima [98], neki omoguc´uju pronalazˇenje preklapajuc´ih zajednica
96
Poglavlje 4. Detektiranje zajednica u kurikulnim mrezˇama
(jedan vrh mozˇe biti dio nekoliko zajednica odjednom) [48], neki koriste pristup
latentnog prostora (eng. latent space approach) za odredivanje vjerojatnosti da
vrh pripada odredenoj zajednici [73] i slicˇno.
Slika 4.1: Dendrogram zajednica otkriven u mrezˇi Zachary Karate Club. Rijecˇ
je o drusˇtvenoj mrezˇi od 34 cˇlana karate kluba koju je u svom radu [171] opisao
Wayne W. Zachary (preuzeto sa www.researchgate.net)
Detektiranje zajednica u proizvoljnoj mrezˇi cˇesto je racˇunalno zahtjevan zada-
tak. Broj zajednica u mrezˇi, ako je opc´e podjela na zajednice moguc´a, obicˇno je
nepoznat i zajednice su nejednakih velicˇina i gustoc´a. Unatocˇ ovim potesˇkoc´ama,
razvijene su i implementirane razne metode s razlicˇitim razinama uspjeha. U ovom
poglavlju dajemo kratki pregled postojec´ih metoda i algoritama.
Metoda najmanjeg reza
Jedan od najstarijih algoritama za podjelu mrezˇe u zajednice temelji se na metodi
najmanjeg reza i njenim varijantama. U ovom pristupu mrezˇa se dijeli u unaprijed
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odredeni broj dijelova, priblizˇno iste velicˇine, odabranih tako da je broj bridova
izmedu grupa minimalan. Metodu je moguc´e djelomicˇno poboljˇsati tako da se
dopusti da velicˇina zajednica varira. Umjesto da se minimizira samo broj bridova
medu zajednicama (u oznaci R), moguc´e je minimizirati omjer R
n1n2
, gdje su n1, n2
velicˇine zajednica [117]. Metoda je uspjesˇna za one mrezˇe za koje je originalno
razvijena, ali opc´enito nije idealna jer c´e pronac´i zajednice neovisno o tome jesu li
one prirodno u strukturi mrezˇe i pronac´i c´e samo unaprijed zadani broj zajednica.
Girvan – Newman algoritam
Jedan od najcˇesˇc´e koriˇstenih algoritama za detektiranje zajednica je Girvan–Newman
algoritam [65]. Temelji se na uzastopnom uklanjanju bridova iz originalne mrezˇe, a
zajednicama se smatraju povezane komponente koje ostanu nakon uklanjanja bri-
dova. U Poglavlju 1 definirali smo bridnu medupolozˇenost brida uv ∈ E(G) kao
postotak najkrac´ih putova medu parovima vrhova u grafu koji prolaze tim bridom.
Ukoliko postoji viˇse od jednog takvog puta, svakom od njih dodijeljuje se jednaka
tezˇina. Ako mrezˇa sadrzˇi zajednice koje su medusobno povezane malim brojem
bridova, onda bi svi putevi izmedu razlicˇitih zajednica trebali prolaziti upravo
tim bridovima. Dakle, takvi bridovi bi trebali imati visoke vrijednosti bridne
medupolozˇenosti (tocˇnije, barem jedan od njih bi trebao imati visoku vrijednost
bridne medupolozˇenosti). Njihovim uklanjanjem zapravo se odvajaju zajednice i
otkriva pripadna sturktura mrezˇe. Algoritam mozˇemo opisati u nekoliko koraka:
1. izracˇunava se vrijednost bridne medupolozˇenosti za sve bridove
2. uklanja se brid s najvec´om vrijednosˇc´u bridne medupolozˇenosti
3. ponovo se izracˇunava vrijednost bridne medupolozˇenosti za sve bridove na
koje je utjecalo uklanjanje prethodnog brida
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4. ponavljaju se koraci 2 i 3 sve dok se ne uklone svi bridovi
Krajnji rezultat je dendrogram koji se konstruira od vrha prema dnu, cˇiji listovi
predstavljaju pojedine vrhove.
Girvan–Newman algoritam daje zadovoljavajuc´e rezultate i implementiran je u
vec´ini standardnih programskih alata. Medutim, dosta je spor, racˇunalne slozˇenosti
O(m2n) za mrezˇu s n vrhova i m bridova, zbog cˇega je neprakticˇan za mrezˇe s viˇse
od nekoliko tisuc´a vrhova [118].
Hijerarhijsko klasteriranje
U ovoj metodi definira se mjera slicˇnosti koja kvantificira neku (obicˇno topolosˇku)
vrstu slicˇnosti medu vrhovima, a zatim se vrhovi dijele u zajednice ovisno o odabra-
noj mjeri. Postoji viˇse razlicˇitih pristupa grupiranju vrhova. Dva najjednostavnija
su single linkage, u kojem se smatra da grupe vrhova predstavljaju zajednice ako
i samo ako svi parovi vrhova u razlicˇitim grupama imaju odabranu mjeru slicˇnosti
manju od nekog zadanog praga, i complete linkage, u kojem svi vrhovi unutar
zajednice imaju odabranu mjeru slicˇnosti vec´u od zadane vrijednosti [117].
Metode temeljene na klikama
Klika je podgraf u kojem je svaki vrh povezan sa svim ostalim vrhovima unu-
tar klike. Buduc´i je to oblik maksimalne povezanosti, mnogi pristupi temelje se
na otkrivanju klika u grafu i analiziranja na koji nacˇin se klike preklapaju [125].
Posˇto vrh mozˇe istovremeno pripadati dvjema ili viˇse klika takoder istovremeno
mozˇe pripadati u dvije ili viˇse zajednica [124]. Jedna od metoda temelji se na
pronalazˇenju maksimalnih klika, odnosno odredivanju klika koje nisu podgrafovi
nijedne druge klike.
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Maksimizacija modularnosti
Posljednih nekoliko desetljec´a najpopularnije metode za detektiranje zajednica te-
melje se na maksimiziranju modularnosti [95, 120, 121]. Modularnost mjeri raz-
liku izmedu stvarnog postotka bridova unutar zajednica i ocˇekivanog postotka u
slucˇajnom grafu s istim brojem vrhova i distribucijom stupnjeva te se cˇesto koristi
kao mjera kvalitete podjele mrezˇe na zajednice. Predlozˇene su brojne modifikacije
ove mjere [62, 114, 178] kao i niz algoritamskih pristupa koji ukljucˇuju ”greedy”
algoritme [42, 118], spektralne metode [121], ekstremalnu optimizaciju [55], ”si-
mulated annealing ” [69, 107] i matematicˇko programiranje [2].
Potraga za optimalnom (najvec´em) vrijednosti modularnosti je NP–tezˇak pro-
blem zahvaljujuc´i cˇinjenici da prostor moguc´ih particija mrezˇe prebrzo raste [33].
Iz tog razloga potrebno je razviti heuristicˇku strategiju pretrazˇivanja da bi se
ogranicˇio prostor za pretrazˇivanje, ali i sacˇuvao cilj optimizacije. Razlicˇiti pristupi
ovoj problematici daju razlicˇite omjere izmedu brzine i tocˇnosti [47, 69].
Buduc´i se algoritam koje predlazˇemo za detektiranje zajednica u kurikulnim
mrezˇama temelji na propagaciji labela, u sljedec´em poglavlju dajemo kratak pre-
gled algoritama koji funkcioniraju po istom principu. LPA (Label Propagation
Algorithm) algoritmi imaju neka korisna svojstva i daju zadovoljavajuc´e rezul-
tate, u dostupnoj literaturi moguc´e je pronac´i njihove modifikacije i prosˇirenja
[169, 176]. Neki od poznatijih primjera su Speaker–listener LPA koji otkriva prek-
lapajuc´e zajednice i razvijen je primarno za drusˇtvene mrezˇe [67, 168] i razlicˇite
verzije Weighted LPA razvijene za utezˇene mrezˇe [76, 100].
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4.2 Algoritmi za propagaciju labela
4.2.1 LPA
Algoritam temeljen na propagaciji labela (Label Propagation Algorithm (LPA))
koristi samo strukturu mrezˇe kao ulazni podatak i relativno je brz pa je jedan
od cˇesto koriˇstenih algoritama za detektiranje zajednica. U praksi se pokazalo da
algoritam radi dobro i da je vrlo efikasan. Medutim, ima jedan veliki nedostatak.
Buduc´i ukljucˇuje nasumicˇne procese, u razlicˇitim izvrsˇavanjima algoritam daje
razlicˇite particije mrezˇe [96]. Takva nestabilnost je krajnje nepozˇeljna u praksi.
Osnovna ideja algoritma je sljedec´a. Pretpostavimo da vrh x ima susjede
x1, x2, ..., xk i da svaki od susjeda ima labelu koja oznacˇava zajednicu kojoj taj
vrh pripada. Tada x odabire zajednicu na temelju labela svojih susjeda. Pret-
postavimo da svaki vrh odabire biti u onoj zajednici kojoj pripada najvec´i broj
njegovih susjeda. U pocˇetku postavljamo da svaki vrh ima jedinstvenu labelu i
zapocˇinje proces propagacije koji se sˇiri kroz mrezˇu. Kako se proces ponavlja,
gusto povezane grupe vrhova brzo dolaze do koncenzusa koju labelu odabrati.
Kada se stvori viˇse takvih gusto povezanih skupina, nastavljaju se sˇiriti dalje po
mrezˇi. Na kraju procesa propagacije, oni vrhovi koji imaju iste labele grupiraju
se zajedno i tvore zajednicu.
Proces propagacije ponavlja se iterativno, pri cˇemu, u svakom koraku, svaki
vrh azˇurira svoju labelu na temelju labela svojih susjeda. Proces azˇuriranja mozˇe
biti sinkroni ili asinkroni. Prilikom sinkronog azˇuriranja, vrh x u iteraciji t azˇurira
svoju labelu na temelju labela svojih susjeda u iteraciji t − 1. Ako oznacˇimo s
Cx(t) labelu vrha x u iteraciji t onda je
Cx(t) = f(Cx1(t− 1), Cx2(t− 1), ..., Cxk(t− 1)).
Problem je sˇto grafovi koji su bipartitni ili skoro bipartitni imaju velike oscilacije
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u podjeli labela [131]. Stoga se cˇesˇc´e koristi asinkrono azˇuriranje gdje je
Cx(t) = f(Cxi1(t), ..., Cxim(t), Cxi(m+1)(t− 1)..., Cxik(t− 1)),
pri cˇemu su xi1, .., xim susjedi od x koji su vec´ napravili azˇuriranje u trenutnoj ite-
raciji, a xi(m+1), .., xik oni koji to josˇ nisu napravili u trenutnoj iteraciji. Formalno,
pravilo azˇuriranja labele za vrh x je
lnewx = argmax
(
n∑
u=1
Auxδ(lu, l)
)
(4.1)
gdje lnewx oznacˇava novu labelu vrha x. Ako postoji viˇse od jedne labele koja se
najcˇesˇc´e pojavljuje medu susjednima od x, onda se nova labela bira nasumicˇnim
uniformnim odabirom. Redoslijed kojim se svih n labela vrhova u mrezˇi azˇurira u
svakoj iteraciji takoder se odabire nasumicˇno.
Algoritam mozˇemo opisati u nekoliko koraka.
1. Postavimo pocˇetne labele za svaki vrh. Za dani vrh x neka je Cx(0) = x.
2. Postavimo t=1
3. Postavimo vrhove u nasumicˇni redoslijed i oznacˇimo ga s X
4. Za svaki x ∈ X odabran po tom specificˇnom redoslijedu neka je
Cx(t) = f(Cxi1(t), ..., Cxim(t), Cxi(m+1)(t− 1)..., Cxik(t− 1)).
Funkcija f vrac´a labelu koja se najcˇesˇc´e pojavljuje medu susjedima od x.
Ako se dogodi da ima dvije ili viˇse takvih labela, bira se jedna uniformno
nasumicˇno.
5. Ako svaki vrh ima labelu koju ima najvec´i broj njegovih susjeda, algoritam
staje. Ako ne, postavlja se se t = t+ 1 i vrac´a na korak 3.
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Najznacˇajnije obiljezˇje LPA je njegova racˇunalna slozˇenost (blizu linearnog
vremena O(m)) [131]. Problem je sˇto LPA nije stabilan: algoritam je osjetljiv na
poredak kojim vrhovi azˇuriraju labele u svakoj iteraciji, zbog cˇega rjesˇenja mogu
biti razlicˇita u razlicˇitim pokretanjima algoritma [96]. Ponekad LPA mozˇe zavrsˇiti
i trivijalnim rjesˇenjem - svi vrhovi su identificirani u istoj zajednici [15].
4.2.2 LPAm
Barber i Clark prosˇirili su LPA tako da su modificirali pravilo azˇuriranja i predlozˇili
su novi algoritam kojeg su nazvali LPAm [15]. Umjesto da bira labelu koja se
najcˇesˇc´e pojavljuje medu njegovim susjedima, vrh x odabire labelu koja c´e rezul-
tirati maksimalnim povec´anjem modularnosti. Modularnost smo vec´ spominjali u
prijasˇnjim poglavljima, a sada dajemo preciznu matematicˇku definiciju. Proma-
tramo neusmjerenu i neutezˇenu mrezˇu s n vrhova i m bridova koja je reprezenti-
rana matricom susjedstva A. Element Auv je jednak 1 ako postoji brid izmedu
vrhova u i v, a 0 inacˇe. Stupanj vrha u oznacˇit c´emo s du. Pretpostavimo da je
mrezˇa podijeljena u Nc zajednica, tako da vrh u pripada zajednici lu. Modular-
nost zapravo mjeri stvarni omjer bridova unutar zajednice umanjen za ocˇekivanu
vrijednost u nul–modelu, gdje je podjela na zajednice ista, ali se bridovi izmedu
vrhova postavljaju nasumicˇno [97]. Formalno, modularnost se definira kao
Q =
1
2m
n∑
u,v=1
(Auv − Puv)δ(lu, lv) (4.2)
gdje je Puv = dudv/2m vjerojatnost da postoji brid izmedu u i v u nul–modelu, a
δ(lu, lv) je Kroneckerova delta. Nadalje, ako definiramo matricu modularnosti B s
elementima Buv = Auv − Puv, modularnost je moguc´e izraziti i kao
Q =
1
2m
n∑
u,v=1
Buvδ(lu, lv) (4.3)
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Jednadzˇbu (4.3) mozˇemo zapisati tako da odvojimo elemente koji se odnose na
labelu vrha x od ostalih
Q =
1
2m
(∑
u6=x
∑
v 6=x
Buvδ(lu, lv)−Bxx
)
+
1
m
(
n∑
u=1
Buxδ(lu, l)
)
(4.4)
Prilikom azˇuriranja labele vrha x, ako odaberemo labelu koja maksimizira drugi
pribrojnik u (4.4), zapravo maksimiziramo modularnost Q. Dakle, pravilo za
azˇuriranje labele vrha x je
lnewx = argmax
(
n∑
u=1
Buxδ(lu, l)
)
(4.5)
Implementacija LPAm donosi monotono povec´anje modularnosti i zaobilazi moguc´nost
formiranja trivijalnog rjesˇenja. Uz to, LPAm ima jednaku efikasnu brzinu kao i
LPA. Medutim, sklon je zapeti u losˇem lokalnom maksimumu sˇto se ticˇe modular-
nosti [97].
4.2.3 LPAm+
Liu i Murata zaobilaze ovaj problem spajanjem zajednica koje maksimizira modu-
larnost. Po pravilu azˇuriranja labela (4.5), LPAm preferira podjelu na zajednice
koje su slicˇnog ukupnog stupnja. Da bi se rijesˇili toga ogranicˇenja, kada LPAm
zapne u lokalnom maksimumu (daljnjom propagacijom labela nije moguc´e dobiti
vec´u modularnost), racˇuna se promjena u modularnosti koju uzrokuje spajanje
parova zajednica i spoje se one zajednice koje rezultiraju najvec´im povec´anjem
modularnosti. Na taj nacˇin se izbjegne zapinjanje u lokalnom maksimumu modu-
larnosti. Nakon spajanja potrebno je opet izvrsˇiti LPAm. Medutim, nije sigurno
da c´e novi lokalni maksimum do kojeg dodemo biti dovoljno dobar (iako je bolji
od prethodnog). Iz tog razloga potrebno je ponavljati ovaj proces sve dok viˇse nije
moguc´e dobiti povec´anje modularnosti. Predlozˇeni algoritam nazvan je LPAm+.
Na Slici 4.2 prikazano je na koji nacˇin funkcionira.
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Sˇto se ticˇe slozˇenosti, jedan korak propagacije labela u LPAm ima slozˇenost
O(m), pa je ukupna slozˇenost LPAm jednaka O(rm) gdje je r broj koraka potreban
za dosec´i lokalni maksimum modularnosti. Nadalje, za jedan postuoak spajanja
zajednica potrebno je O(mlogn). Ako oznacˇimo s h broj koliko puta c´e doc´i do
spajanja zajednica, ukupna slozˇenost LPAm+ je O(rm) + h(O(mlogn) + O(rm)
[97]. Tocˇna procjena parametra h nije moguc´a, buduc´i ovisi o kvaliteti rjesˇenja
dobivenog pomoc´u LPAm algoritma.
Slika 4.2: Mrezˇa igracˇaka. (a) Intuitivna podjela na 2 zajednice. (b) LPAm
zapne u lokalnom maksimumu (podjela na 4 zajednice i modularnost 0.399). (c)
Spajamo zajednice s labelama a i e (sˇto uzrokuje porast modularnosti za 0.008.
(d) Nakon josˇ jednog izvrsˇavanja LPAm dolazimo do globalnog maksimuma (Q =
0.413). (preuzeto od [97])
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4.3 Detektiranje zajednica u usmjerenim mrezˇama
Mrezˇe (ili grafovi) pojavljuju se kao dominantne strukture u razlicˇitim domenama,
ukljucˇujuc´i sociologiju, biologiju, neuroznanosti i informatiku. U vec´ini spome-
nutih slucˇajeva grafovi su usmjereni sˇto mijenja semantiku bridova koji viˇse nisu
simetricˇni, u smislu da pocˇetni vrh prenosi neko svojstvo ili vrijednost na krajnji
vrh, ali ne i obrnuto. Otkrivanje strukture zajednica u usmjerenim kompleksnim
mrezˇama je interdisciplinarna tema s mnosˇtvom relevantnih podrucˇja primjene.
Problem detekcije zajednica u usmjerenim mrezˇama smatra se izazovnijim zadata-
kom u odnosu na neusmjerene mrezˇe. Naglasˇavajuc´i pozadinu problema, u svom
nedavnom radu Santo Fortunato je izjavio: ”Razvoj metoda za detekciju zajednica u
usmjerenim mrezˇama je tezˇak zadatak. Na primjer, usmjereni graf karakteriziraju
asimetricˇne matrice (matrica susjedstva, Laplacian, itd), pa je spektralna analiza
mnogo slozˇenija. Samo nekoliko metoda mozˇe se lako prilagoditi iz neusmjerenih
mrezˇa. Inacˇe, problem se mora formulirati od nule” [61].
Precizna i opc´eprihvac´ena definicija problema detekcije zajednica u usmjerenim
mrezˇama josˇ uvijek ne postoji. Ideja o tome da postoji viˇse bridova unutar zajed-
nice nego medu zajednicama ne mozˇe se jednostavno prosˇiriti na usmjereni slucˇaj
zbog nepostojanja simetrije brida. Jasno je da ignoriranje usmjerenosti bridova i
promatranje mrezˇe kao da je neusmjerena nije dovoljno dobar nacˇin podjele us-
mjerene mrezˇe buduc´i se tako ne uzima u obzir asimetricˇan odnos koji se implicira
usmjerenosˇc´u brida, iako je ponekad i na taj nacˇin moguc´e doc´i do nekih spoznaja
o strukturi mrezˇe. Dakle, glavni izazov je pronalazˇenje smislenih nacˇina kako da se
usmjerenost brida uklopi u proces detekcije zajednica [102]. Postoji viˇse razlicˇitih
pristupa ovom problemu, ovisno o nacˇinu na koji se tretiraju usmjereni bridovi. U
ovom poglavlju dajemo kratki pregled osnovnih metoda i principa.
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Naivni pristup transformacije grafa
U ovu klasu spadaju svi algoritmi koji ignoriraju usmjerenost bridova i tretiraju
mrezˇu kao neusmjerenu. Svi algoritmi predlozˇeni za detekciju zajednica u neus-
mjerenim mrezˇama mogu se na ovaj nacˇin primijeniti za otkrivanje temeljne struk-
ture zajednica u usmjerenoj mrezˇi. Medutim, zbog naivne transformacije grafa ne
uzimaju se u obzir korisne informacije pri otkrivanju zajednica. Na primjer, raz-
motrimo mrezˇu citata, gdje znanstveni radovi predstavlju vrhove, a bridovi citate.
Pretpostavimo da rad i citira rad j, ali ne i obrnuto. Koriˇstenjem naivne transfor-
macije grafa gubi se informacija koji rad se temelji na kojem i cˇinjenica da je rad
i objavljen nakon rada j.
Transformacije koje zadrzˇavaju usmjernost
Metode i principi u ovoj klasi zasnivaju se na pretvaranju usmjerene mrezˇe u
neusmjerenu, ali se usmjerenost brida znacˇajno odrazˇava u novonastaloj mrezˇi.
Na primjer, u nekim pristupima usmjerena mrezˇa konvertira se u neusmjerenu i
utezˇenu, pri cˇemu su informacije o usmjerenosti brida ukljucˇene putem tezˇine bri-
dova [135]. U drugim pristupima, usmjerena mrezˇa mozˇe se pretvoriti u bipartitnu
[177] i slicˇno.
Prosˇirivanje funkcija cilja i metodologije
Ovdje ubrajamo sve pristupe koji na neki nacˇin prosˇiruju metodologije iz ne-
usmjerenih mrezˇa. Problem detekcije zajednica se obicˇno izrazˇava kao problem
optimizacije, pri cˇemu se objektivni kriterij ili neka mjera, koji opisuju zˇeljena
svojstva zajednica, optimiziraju uzastopnim dodavanjima vrhova u razlicˇite zajed-
nice. Algoritmi se obicˇno iterativno ponavljaju dok se ne nade lokalni minimum ili
maksimum trazˇene vrijednosti. Prirodni nacˇin prenosˇenja ove taktike u usmjerene
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mrezˇe je modifikacija i prosˇirivanje definicije odabrane mjere tako da se usmje-
renost bridova smatra unutarnjim svojstvom mrezˇe. Neki istaknuti predstavnici
ove kategorije su usmjerene verzije modularnosti [11, 86, 95] i objektivne funkcije
metode minimalnih rezova u usmjerenim mrezˇama[109].
Alternativni pristupi
Ova kategorija ukljucˇuje pristupe koji slijede razlicˇite metodologije, koje se uglav-
nom razlikuju od onih opisanih u prethodne tri kategorije. Identificiramo tri glavne
vrste metoda i to (i) informacijsko–teorijske metode, (ii) metode koje se temelje na
probabilisticˇkim modelima i statisticˇkom zakljucˇivanju te (iii) stohasticˇke metode.
Iako su posljednje dvije metodologije usko povezane i obje se oslanjaju na vjero-
jatnosne modela, mozˇemo ih pregledati samostalno jer se oslanjaju na razlicˇite
koncepte statisticˇkog zakljucˇivanja [102].
4.4 Detektiranje zajednica u kurikulnim mrezˇama
Za detektiranje zajednica u kurikulnim mrezˇama, osim usmjerenosti brida, po-
trebno je uzeti u obzir i zahtjev za parcijalnom uredenosˇc´u skupa edukacijskih
jedinica. Nedavno je predlozˇena mjera modularnosti za usmjerene aciklicˇke mrezˇe
Qdag razvijena definiranjem odgovarajuc´eg nul–modela i posˇtujuc´i redoslijed vr-
hova. Provedena je spektralna metoda kako bi se maksimizirala predlozˇena mjera
modularnosti koja je testirana na mrezˇama citata i ostalim aciklicˇkim usmjere-
nim mrezˇama. Utvrdeno je da su dobivene vrijednosti modularnosti Qdag slicˇne
za particije dobivene maksimiziranjem predlozˇene modularnosti Qdag, modular-
nosti za neusmjerene mrezˇe Q i modularnosti za usmjerene mrezˇe Qd (definirane
u formuli (4.6)). Drugim rijecˇima, ako se zanemari redoslijed vrhova i maksimi-
zira konvencionalna mjera modularnosti, dobivena particija je blizu optimalne u
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smislu modularnosti Qdag [140]. Iako je redoslijed vrhova uzet u obzir prilikom
definiranja mjere modularnosti Qdag, nema zahtjeva da dobivene zajednice budu
u odredenom redosllijedu. Koliko nam je poznato, nijedan dostupni algoritam za
detektiranje zajednica u usmjerenim mrezˇama ne udovoljava zahtjevu da dobivene
zajednice posˇtuju uvjet naveden na pocˇetku poglavlja. Stoga je potrebno razviti
nove metode i algoritme za detektiranje zajednica u kurikulnim mrezˇama.
U ovom poglavlju dajemo opis algoritma koji predlazˇemo za detektiranje zajed-
nica u kurikulnim mrezˇama. Algoritam se temelji na modifikacijama opisanih LPA
algoritama i prosˇirenju definicije modularnosti na usmjerene mrezˇe. Neka je dana
kurikulna mrezˇa s n vrhova i m bridova i neka je dana njena matrica susjedstva A.
Vec´ smo komentirali da je matrica susjedstva kurikulne mrezˇe gornjetrokutasta s
nulama na glavnom dijagonali. Neka su din(i) i dout(i) redom instupanj i outstu-
panj vrha i ∈ V (G). Neka vrh i pripada zajednici li. Modularnost za usmjerene
mrezˇe definira se kao [95]
Qd =
1
m
∑
1≤i,j≤n
[
Aij − d
in(j)dout(i)
m
]
δ(li, lj) (4.6)
pri cˇemu je δ(li, lj) Kroneckerova delta. Ako definiramo matricu B s elementima
Bij = Aij − d
in(j)dout(i)
m
,
definiciju modularnosti u usmjerenim mrezˇama mozˇemo zapisati kao
Qd =
1
m
∑
1≤i,j≤n
Bijδ(li, lj) (4.7)
Buduc´i je δ(li, lj) = δ(lj, li), formulu 4.6 moguc´e je napisati kao [86]
Qd =
1
m
∑
1≤i,j≤n
(
Aij + Aji − d
in(j)dout(i)
m
− d
out(j)din(i)
m
)
δ(li, lj) (4.8)
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Odnos izmedu modularnosti Qd u usmjerenoj mrezˇi i modularnosti Q u pri-
padnoj neusmjerenoj mrezˇi mozˇe se izraziti jednadzˇbom
Qd = Q+
1
4M2
∑
i,j
∆i∆jδ(li, lj), (4.9)
gdje je Q modularnost neusmjerene mrezˇe koja se dobije ignoriranjem usmjerenosti
bridova u originalnoj mrezˇi i ∆i = d
out(i)− din(i). Lako se vidi iz jednadzˇbe (4.9)
da drugi element ima pozitivan doprinos vrijednosti Qd ako i samo ako su ∆i i ∆j
oba pozitivni ili oba negativni [86].
Nasˇ cilj je dobiti podjelu kurikulne mrezˇe na zajednice tako da je modularnost
Qd maksimalna, ali uz uvjet da za sve povezane edukacijske jedinice xi, xj ∈ V (G)
takve da je xi ∈ Ai i xj ∈ Aj vrijedi Ai ≺ Aj ili Ai = Aj.
4.4.1 OLPAm+ algoritam
Algoritam koji predlazˇemo za detektiranje zajednica u kurikulnim mrezˇama je
heuristicˇki algoritam koji se temelji na propagaciji labela i maksimizaciji modu-
larnosti Qd definirane u (4.6). Osnovna ideja slicˇna je ideji LPA algoritama opi-
sanih u prosˇlom poglavlju. Vrhovi uzimaju jednu od labela svojih susjeda koja
maksimalno povec´ava modularnost Qd, ali da se pritom ne poremeti zahtjev za
parcijanom uredenosˇc´u skupa dobivenih zajednica. U svakom koraku odabire se
optimalno rjesˇenje pronadeno na temelju trenutno dostupnih informacija u nadi
da c´e se konacˇno rjesˇenje priblizˇiti globalnom optimumu. Ovakva algoritamska
paradigma poznata je kao ”greedy algoritm” [71] i cˇesto se primjenjuje u optimi-
zacijskim problemima.
Algoritam mozˇemo opisati kako slijedi. Svakom vrhu i ∈ V (G) dodijeljuje se
jedinstvena numericˇka labela li. Vrhovi se stavljaju u slucˇajni poredak i zapocˇinje
proces propagacije labela. Za svaki vrh u tom poretku racˇuna se promjena mo-
dularnosti uzrokovana promjenom labele. Iz jednadzˇbe (4.8) slijedi da povec´anje
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modularnosti mogu izazvati oni parovi vrhova i, j ∈ V (G) za koje je Aij 6= 0 ili
Aji 6= 0 pa vrh mozˇe azˇurirati svoju labelu na jednu od labela svojih susjeda (ili in-
susjeda ili outsusjeda). Kada vrh i promijeni labelu, tj. promijeni zajednicu kojoj
pripada, izaziva promjenu modularnosti koja se mozˇe izracˇunati na sljedec´i nacˇin.
Neka vrh i mijenja postojec´u labelu li u novu labelu lj. Promjena modularnosti
koju izaziva ta promjena slijedi iz jednadzˇbe (4.8) i racˇuna se kao
∆Qd(ij) =
dji
m
−
[
dout(i)Sin(j) + d
in(i)Sout(j)
m2
]
(4.10)
pri cˇemu je:
• dji ukupan broj insusjeda i outsusjeda od i koji imaju labelu lj
• Sin(j) je ukupan instupanj vrhova s labelom lj (suma svih din(u) takvih da
je lu = j )
• Sout(j) je ukupan outstupanj vrhova s labelom j (suma svih dout(u) takvih
da je lu = j )
Proces azˇuriranja labela je asinkron. Ako vrh i mijenja labelu u trenutku t,
neki njegovi susjedi j ∈ V (G) su vec´ promijenili labelu u trenutnoj iteraciji i imaju
labelu lj(t), dok neki susjedi k ∈ V (G) josˇ uvijek imaju labelu iz prethodne itera-
cije lk(t− 1). Vrh i donosi odluku na temelju stanja koje je zatekao u trenutku t,
odnosno odabire onu labelu koja uzrokuje maksimalno povec´anje modularnosti bez
da se poremeti poredak zajednica. Ukoliko takva labela ne postoji, vrh zadrzˇava
svoju labelu. Da bismo osigurali da vrhovi (i dobivene zajednice) budu u valjanom
poretku, vrh i mozˇe odabrati najvec´u medu labelama svojih insusjeda ili najmanju
medu labelama svojih outsusjeda. U suprotnom bi dosˇlo do premec´aja poretka.
Naime, pretpostavimo da vrh xi ima insusjede xj, xk, xm s labelama lj, lk, lm re-
dom, pri cˇemu vrijedi da je lj < lk < lm. Ukoliko vrh xi uzme, na primjer, labelu
111
Poglavlje 4. Detektiranje zajednica u kurikulnim mrezˇama
lk, dolazi do poremec´aja u poretku vrhova jer vrh xi ima labelu lk koja je ma-
nja od labele lm njegovog insusjeda xm. Analogno vrijedi za outsusjede. Kada je
tocˇno jednom razmotren svaki vrh u poretku, stavljamo vrhove u slucˇajni pore-
dak i ponavljamo postupak. Algoritam se zaustavlja kada mijenjanjem labela viˇse
nije moguc´e dobiti pozitivnu promjenu modularnosti. Na kraju algoritma identi-
ficiramo zajednice kao skupinu vrhova koji imaju istu labelu. Opisani algoritam
nazvat c´emo Orientation Respecting LPAm (OLPAm). Pseudokod je dostupan u
Algoritmu 4.
Kao sˇto je opisano u prosˇlom poglavlju, LPAm algoritam je osjetljiv na pore-
dak vrhova koji je slucˇajan u svakoj iteraciji i sklon je zapeti u losˇem lokalnom
maksimumu modularnosti. Isto vrijedi iza OLPAm. Kada se to dogodi, racˇunamo
promjenu u modularnosti koja nastaje spajanjem parova zajednica i spajamo onaj
par zajednica koji rezultira najvec´im povec´anjem modularnosti i ne remeti pore-
dak zajednica. Ako spojimo zajednice li i lj, promjena modularnosti uzrokovana
spajanjem mozˇe se izracˇunati kao
∆Qd(lilj) =
Eij
m
−
[
Sout(i)Sin(j) + Sin(i)Sout(j)
m2
]
(4.11)
pri cˇemu je Eij broj bridova izmedu zajednica li i lj. Jednadzˇba (4.11) dobije
se iz (4.10) zbrajanjem po svim vrhovima u zajednici li. Iz jednadzˇbe (4.11)
jasno je da je dovoljno izracˇunati ∆Qd(lilj) za parove zajednica koje su povezane
jer samo povezane zajednice mogu dati pozitivnu promjenu modularnosti. Iako
spajanjem zajednica dolazi do povec´anja modularnosti, nije sigurno da je dobiveni
maksimum ujedno i globalni, pa opet pozivamo OLPAm i ponavljamo postupak
dokle god je moguc´e spajanjem zajednica dobiti povec´anje modularnosti bez da se
poremeti dobiveni poredak zajednica. Da bi se sacˇuvao valjani poredak zajednica,
razmotrimo sljedec´e. Ako postoji barem jedan vrh xi u zajednici Ai i barem jedan
vrh xj u zajednici Aj takav da postoji brid xixj ∈ E(G) kazˇemo da zajednica Ai
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pokazuje na zajednicu Aj. Analogno kao s vrhovima, zajednicu A mozˇemo spojiti
s onom zajednicom Ai koja ima najvec´u labelu lmax medu labelama zajednica
koje pokazuju na A ili sa zajednicom Aj koja ima najmanju labelu lmin medu
labelama zajednica na koje A pokazuje. U suprotnom nec´e biti zadovoljen uvjet s
pocˇetka poglavlja. Cjelokupni algoritam (OLPAm sa spajanjem zajednica) nazvali
smo Orientation Respecting LPAm+ (OLPAm+). Pseudokod se mozˇe pronac´i u
Algoritmu 5.
Sˇto se ticˇe racˇunalne slozˇenosti OLPAm+, jedan korak propagacije labela u
OLPAm ima slozˇenost O(n) buduc´i za svaki vrh racˇunamo dvije vrijednosti, pa
je ukupna slozˇenost OLPAm algoritma jednaka O(rn) gdje je r maksimalni broj
koraka propagacije labela potreban za pronalazˇenje maksimalne vrijednosti mo-
dularnosti. Nadalje, jedan postupak spajanja zajednica u OLPAm+ algoritmu
ima slozˇenost O(n). Naime, n je maksimalni broj dobivenih zajednica pa je za
racˇunanje svih vrijednosti ∆Qd(lilj) potrebno O(n) vremena. Odredivanje mak-
simalne vrijednosti niza od n elemenata ima slozˇenost O(n) sˇto daje ukupnu
slozˇenost jednog spajanja zajednica O(n + n) = O(n). Neka je h broj puta
koliko dolazi do spajanja zajednica. Ukupna racˇunalna slozˇenost algoritma je
O(rn) + h(O(n) + O(rn)) = O(n). Vrijednost parmetra h nije moguc´e precizno
procijeniti jer ovisi o kvaliteti rjesˇenja dobivenog u OLPAm algoritmu. Cˇak ni vri-
jednost parametra r nije moguc´e u potpunosti predvidjeti. U [131] autori navode
da je u LPA algoritmu broj koraka propagacije labela potreban za konvergenciju
algoritma neovisan o broju vrhova. U Tablici 4.1 prikazane su prosjecˇne vrijednosti
parametara dobivene pokretanjem OLPAm+ algoritma 100 puta.
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Algorithm 4 Orientation Respecting LPAm ( OLPAm)
Input: Lista bridova
Output: Podjela na zajednice, modularnost
1: svakom vrhu i dodijeli jedinstvenu labelu li(0) = p(i)
2: postavi t = 1
3: repeat
4: poredaj vrhove u slucˇajni poredak X
5: for svaki vrh i ∈ X do
6: medu insusjedima xi1 , xi2 , ..., , xik vrha i s labelama li1 , li2 , ..., lin odredi
najvec´u labelu lmax
7: medu outsusjedima xik+1 , xik+2 , ..., , xin vrha i s labelama lik+1 , lik+2 , ..., lin
odredi najmanju labelu lmin
8: izracˇunaj ∆Qd(i,max) i ∆Qd(i,min)
9: if ∆Qd(i,max) > ∆Qd(i,min) i ∆Qd(i,max) > 0 then
10: postavi li(t) = lmax
11: else if ∆Qd(i,min) > ∆Qd(i,max) i ∆Qd(i,min) > 0 then
12: postavi li(t) = lmin
13: else if ∆Qd(i,min) = ∆Qd(i,max) > 0 then
14: uniformno slucˇajno odaberi jednu od labela lmax ili lmin i postavi je za
labelu vrha i
15: end if
16: postavi t = t+ 1
17: end for
18: if nijedan vrh i ∈ X ne mijenja labelu then
19: zavrsˇi algoritam
20: else
21: postavi t = t+ 1
22: end if
23: until niijedan vrh u iteraciji ne promijeni labelu
Poglavlje 4. Detektiranje zajednica u kurikulnim mrezˇama
Algorithm 5 Orientation Respecting LPAm+ ( OLPAm+)
1: svakom vrhu dodijeli jedinstvenu numericˇku labelu
2: koristec´i OLPAm algoritam maksimiziraj modularnost Qd
3: while postoje zajednice Ai i Aj takve da je ∆Qd(lilj) > 0 do
4: for svaku zajednicu Ai do
5: izracˇunaj ∆Qd(lilmax) i ∆Qd(lilmin)
6: end for
7: odredi maksimum svih dobivenih vrijednosti ∆Qd(lilj) > 0
8: spoji zajednice Ai i Aj za koje je ∆Qd(lilj) > 0 maksimalan
9: maksimiziraj modularnos Qd pomoc´u OLPAm algoritma
10: end while
Tablica 4.1: Procjene vrijednosti parametara r i h u OLPAm+ algoritmu.
Prikazan je prosjecˇan broj koraka r potreban da algoritam OLPAm konvergira i
prosjecˇan broj puta h spajanja zajednica u OLPAm+ algoritmu primijenjenom na
kurikulne mrezˇe.
Mrezˇa n m r h
Skup Q 47 254 7.31 3.25
Elementarne funkcije 84 502 6.09 2.64
Integral 223 656 11.02 5.51
Obrada podataka 54 197 6.09 2.64
Model primarne proizvodnje 28 93 7.11 1.23
Fizika 31 49 4.77 1.99
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Za odredivanje maksimalne vrijednosti ∆Q(lilj) koriˇsteno je max–heap binarno
stablo. Stablo predstavlja vazˇnu strukturu podataka, pogodnu za modeliranje
objekata koji oslikavaju hijerarhijsku organizaciju [165]. U binarnom stablu svaki
cˇvor ima najviˇse dva djeteta. Max–heap je binarno stablo koje ima sljedec´a dva
svojstva [12] (primjer prikazan na Slici 4.3):
• svi listovi u stablu se nalaze na najviˇse dvije susjedne razine
• vrijednost spremljena u pojedinom cˇvoru je vec´a ili jednaka vrijednosti po-
hranjenoj u njegovoj djeci.
Slika 4.3: Max–heap stablo. (preuzeto sa http://cs.umw.edu/ finlayson)
Max–heap stablo moguc´e je kreirati iz niza ulaznih elemenata uzastopnim ume-
tanjem svakog elementa [165]. Umetanje elementa u stablo sastoji se od sljedec´ih
koraka:
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1. umetanje elementa na najnizˇu razinu stabla
2. usporedba dodanog elementa s njegovim roditeljem. Ako su u tocˇnom po-
retku, stani.
3. ako nisu u tocˇnom poretku, zamijeni ih i vrati se na prethodni korak.
Broj potrebnih operacija ovisi o broju razina koje element mora proc´i da bi za-
dovoljio svojstva max–heap stabla, pa je racˇunalna slozˇenost u najgorem slucˇaju
O(logn) [70]. Ukupna slozˇenost kreiranja stabla je O(nlogn): umec´e se n eleme-
nata i za svaki je potrebno O(logn) operacija [45]. Pogledamo li detaljniju analizu
slozˇenosti, moguc´e je postic´i slozˇenost O(n). Na svakoj razini h nalazi se najviˇse
dn/2h+1e vrhova i potrebno je najviˇse O(h) operacija da se vrh s razine h smjesti
na valjanu poziciju u stablu. Ako je blognc visina stabla, vrijedi:
blognc∑
h=0
dn/2h+1eO(h) = O
n blognc∑
h=0
h
2h
 .
Nadalje:
∞∑
h=0
xh =
1
1− x.
Deriviramo obje strane, pomnozˇimo s x i dobijemo
∞∑
h=0
hxh =
x
(1− x)2 .
Uvrstimo x = 1
2
i dobijemo
∞∑
h=0
hxh =
1
2
(1− 1
2
)2
=
1
2
1
4
= 2.
Buduc´i je
blognc∑
h=0
hxh ≤
∞∑
h=0
hxh,
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vrijedi
O
n blognc∑
h=0
h
2h
 = O(n).
Dakle, konstrukcija max–heap stabla ima slozˇenost O(n).
Brisanje korijenskog cˇvora koji ima maksimalnu vrijednost odvija se na sljedec´i
nacˇin:
1. zamijeni se korijenski cˇvor sa zadnjim elementom na zadnjoj razini
2. usporedi se dodani element s njegovom djecom. Ako su u tocˇnom poretku,
stani.
3. ako nisu u tocˇnom poretku zamijeni se korijenski cˇvor s jednim od njegove
djece i vrati se na prethodni korak.
U najgorem slucˇaju, novi korijenski cˇvor mora biti zamijenjen sa svojim djetetom
na svakoj razini dok ne dode opet do posljednje razine, pa brisanje elementa ima
slozˇenost O(logn).
Prilikom spajanja zajednica u OLPAm+ algortimu, spojili smo samo one dvije
zajednice cˇije spajanje rezultira najvec´im povec´anjem modularnosti bez remec´enja
poretka. Po uzoru na [97], razmotrit c´emo i modifikaciju OLPAm+ algoritma.
Kada OLPAm zapne u lokalnom maksimumu (daljnjom propagacijom labela nije
moguc´e dobiti povec´anje modularnosti), racˇunamo promjene modularnosti uzroko-
vane spajanjem zajednica i spajamo one parove zajednica koji najviˇse povec´avaju
modularnost. Pseudokod ovako modificiranog OLPAm+ algoritma dan je u Algo-
ritmu 6.
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Algorithm 6 Modificirani OLPAm+ s viˇsestrukim spajanjem zajednica
1: svakom vrhu dodijeli jedinstvenu numericˇku labelu
2: koristec´i OLPAm algoritam maksimiziraj modularnost Qd
3: while ∃ par zajednica (Ai, Aj) takav da je ∆Q(li, lj) > 0 do
4: for svaki par povezanih zajednica (Ai, Aj) gdje je ∆Q(li, lj) > 0 do
5: if ne postoji zajednica A s labelom l takva da je ∆Q(l, li) > ∆Q(li, lj) i
∆Ql,lj > ∆Q(li, lj) then
6: spoji zajednice Ai i Aj
7: end if
8: end for
9: maksimiziraj modularnost Qd pomoc´u OLPAm algoritma
10: end while
Ako se sve izracˇunate vrijednosti ∆Q(li, lj) stave u max–heap stablo, nakon
spajanja onog para zajednica koji daje najvec´e povec´anje modularnosti, potrebno
je izbrisati korijenski cˇvor iz stabla i poredati ostale cˇvorove u valjanu strukturu,
pa je racˇunalna slozˇenost jednog spajanja parova zajednica koje odgovara While
petlji u Algoritmu 6 jednaka O(nlogn). Ukupna slozˇenost ovako modificiranog
algoritma O(rn) + h(O(nlogn) +O(rn)).
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4.4.2 Eksperimenti i rezultati
Predlozˇeni algoritam implementiran je u programskom alatu Microsoft Visual Stu-
dio 2015. Buduc´i je algoritam osjetljiv na slucˇajni poredak kojim se vrsˇi azˇuriranje
labela, rezultati mogu varirati u svakom izvrsˇavanju algoritma. Iz tog razloga, po
uzoru na [97], pokrenuli smo algoritam 100 puta za svaku od kurikulnih mrezˇa opi-
sanih u Poglavlju 3 (osnovne statistike mrezˇa mogu se pronac´i u Tablici 3.1). Vri-
jednosti modularnosti Qd i broja zajednica dobivenih primjenom algoritma mogu
se pronac´i u Tablici 4.2.
Buduc´i nam nije poznat nijedan algoritam koji zahtjeva uredenost skupa dobi-
venih zajednica, usporedili smo vrijednosti dobivene predlozˇenim OLPAm+ algo-
ritmom s vrijednostima dobivenim LPAm+ algoritmom [97] opisanim u Poglavlju
4.2.3 i s Girvan–Newman algortimom [65] opisanim u Poglavlju 4.1 na sljedec´i
nacˇin. LPAm+ algoritam pokrenut je 100 puta za svaku od kurikulnih mrezˇa i
promatrana je maksimalna vrijednost dobivene modularnosti Q. Za tako dobi-
jenu podjelu na zajednice, izracˇunali smo vrijednosti modularnosti za usmjerene
mrezˇe Qd dane u formuli (4.6). Isto je napravljeno i za podjelu dobivenu Girvan–
Newmanovim algoritmom. Iako je na ovaj nacˇin zanemaren zahtjev za poretkom
zajednica, mozˇemo usporediti koliko spomenuti zahtjev utjecˇe na vrijednost mo-
dularnosti i kvalitetu podjele mrezˇe na zajednice. Usporedba rezultata prikazana
je u Tablici 4.4. Iz nje se vidi da OLPAm+ daje dosta dobre rezultate u uspo-
redbi s druga dva navedena algoritma iako je djelomicˇno ogranicˇen zahtjevom za
valjanim poretkom dobivenih zajednica. Za mrezˇe Skup Q i Fizika dalje bolje
rezultate, dok za mrezˇe Elementarne funkcije, Obrada podataka i Model primarne
proizvodnje daje neznatno slabije rezultate. Za mrezˇu Integral zahtjev za poret-
kom zajednica rezultira manjom vrijednosˇc´u modularnosti u odnosu na LPAm+ i
Girvan–Newman algoritam.
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Tablica 4.2: OLPAm+ algoritam za detektiranje zajednica u kurikulnim
mrezˇama. Prikazani su osnovni rezultati dobiveni pokretanjem OLPAm+ algori-
tama (OLPAm+ s jednim spajanjem zajednica i OLPAm+ s viˇsesrukim spajanjem
zajednica) 100 puta za svaku od kurikulnih mrezˇa opisanih u Poglavlju 3. Oznake:
n je broj vrhova, m je broj usmjerenih bridova, Qmax je maksimalna vrijednost
modularnosti dobijena iz 100 puta pokretanja algoritma, Nc je broj zajednica koji
daje maksimalnu vrijednost modularnosti Qmax, OLPAm + (vs) je verzija algo-
ritma s viˇsestrukim spajanjem zajednica.
OLPAm+ OLPAm+ (vs)
n m Qmax Nc Qmax Nc
Skup Q 47 254 0.377 4 0.377 4
Elementarne funkcije 84 502 0.354 4 0.337 5
Integral 223 656 0.468 7 0.470 10
Obrada pod. 54 197 0.426 5 0.426 5
Model prim. proizvodnje 28 93 0.293 3 0.293 3
Fizika 31 49 0.476 6 0.467 5
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Usporedili smo rezultate dobivene OLPAm+ algoritmom s podjelom na zajed-
nice koju su predlozˇili autori svake od kurikulnih mrezˇa. Za predlozˇenu podjelu za
svaku mrezˇu izracˇunali smo vrijednosti modularnosti Qd. Rezultati se nalaze u Ta-
blici 4.3. Za svaku kurikulnu mrezˇu algoritam daje vec´e vrijednosti modularnosti,
odnosno bolju podjelu na zajednice.
Tablica 4.3: Usporedba rezultata OLPAm+ algoritma s podjelom na za-
jednice predlozˇenom od strane strucˇnjaka. Prikazani su osnovni rezultati
dobiveni pokretanjem OLPAm+ algoritma 100 puta za svaku od kurikulnih mrezˇa
kao i rezultati dobiveni racˇunanjem vrijednosti modularnosti Qd za podjelu koju
su predlozˇili autori pojedine kurikulne mrezˇe. Oznake: n je broj vrhova, m je broj
usmjerenih bridova, Qmax je maksimalna vrijednost modularnosti dobijena iz 100
puta pokretanja algoritma, Nc je broj zajednica koji daje maksimalnu vrijednost
modularnosti Qmax, Qd je vrijednost modularnosti dobivena za predlozˇenu podjelu
na zajednice.
OLPAm+ Strucˇnjak
n m Qmax Nc Qd Nc
Skup Q 47 254 0.377 4 0.311 5
Elementarne funkcije 84 502 0.354 4 0.239 6
Integral 223 655 0.468 7 0.455 10
Obrada pod. 54 197 0.426 5 0.389 6
Model primarne proizvodnje 28 93 0.293 3 0.237 3
Fizika 31 49 0.476 6 0.238 6
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Poglavlje 4. Detektiranje zajednica u kurikulnim mrezˇama
Na sljedec´im slikama prikazane su podjele na zajednice dobivene primjenom
OLPAm+ algoritma za detektiranje zajednica kurikulne mrezˇe. Sve slike naprav-
ljene su u programu Wolfram Mathematica 2017.
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Slika 4.4: Podjela kurikulne mrezˇe Elementarne funkcije na zajednice dobivene
Greedy OLPAm+ algoritmom. Svaka zajednica oznacˇena je labelom. Dobivena
podjela zadovoljava uvjet o poretku zajednica, odnosno usmjereni bridovi iz za-
jednice s manjom labelom mogu pokazivati samo na vrhove u zajednici s vec´om
labelom.
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Slika 4.5: Podjela kurikulne mrezˇe Integral na zajednice dobivene Greedy OL-
PAm+ algoritmom. Svaka zajednica oznacˇena je labelom. Dobivena podjela zado-
voljava uvjet o poretku zajednica, odnosno usmjereni bridovi iz zajednice s manjom
labelom mogu pokazivati samo na vrhove u zajednici s vec´om labelom.
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Slika 4.6: Podjela kurikulne mrezˇe Obrada podataka na zajednice dobivene Greedy
OLPAm+ algoritmom. Svaka zajednica oznacˇena je labelom. Dobivena podjela
zadovoljava uvjet o poretku zajednica, odnosno usmjereni bridovi iz zajednice s
manjom labelom mogu pokazivati samo na vrhove u zajednici s vec´om labelom.
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Slika 4.7: Podjela kurikulne mrezˇe Model primarne proizvodnje na zajednice dobi-
vene Greedy OLPAm+ algoritmom. Svaka zajednica oznacˇena je labelom. Dobi-
vena podjela zadovoljava uvjet o poretku zajednica, odnosno usmjereni bridovi iz
zajednice s manjom labelom mogu pokazivati samo na vrhove u zajednici s vec´om
labelom.
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Slika 4.8: Podjela kurikulne mrezˇe Skup Q na zajednice dobivene Greedy OLPAm+
algoritmom. Svaka zajednica oznacˇena je labelom. Dobivena podjela zadovoljava
uvjet o poretku zajednica, odnosno usmjereni bridovi iz zajednice s manjom labe-
lom mogu pokazivati samo na vrhove u zajednici s vec´om labelom.
Poglavlje 4. Detektiranje zajednica u kurikulnim mrezˇama
Predlozˇeni OLPAm+ algoritam je prvi algoritam za detektiranje zajednica u
kurikulnim mrezˇama. Temelji se na propagaciji labela i maksimizaciji modular-
nosti Qd definirane za usmjerene mrezˇe. Algoritam uzima u obzir poredak vrhova
i zahtijeva valjani poredak dobijenih zajednica. Kada proces propagacije labela
kroz mrezˇu zapne u lokalnom maksimumu modularnosti, spajaju se zajednice cˇije
spajanje rezultira maksimalnim povec´anjem modularnosti. Predlozˇene su dvije
verzije: verzija gdje se spaja samo jedan par zajednica i verzija s viˇsestrukim spa-
janjem parova zajednica. Obje verzije su vremenski i racˇunalno vrlo efikasne i
daju slicˇne rezultate u smislu modularnosti. U usporedbi s podjelom na zajednice
koju su predlozˇili autori pojedinih mrezˇa, vrijednosti modularnosti za podjelu do-
bivenu pomoc´u algoritma su vec´e nego vrijednosti za podjele predlozˇene od strane
autora mrezˇa. Buduc´i nije moguc´e napraviti usporedbu s drugim slicˇnim algorit-
mima, usporedba rezultata s dostupnim algoritmima za detektiranje zajednica u
usmjerenim mrezˇama navodi na zakljucˇak da algoritam dobro radi i daje kvali-
tetne podjele na zajednice. Uz kurikulne mrezˇe, algoritam je moguc´e primijeniti i
na sve usmjerene mrezˇe u kojima je vazˇan poredak vrhova.
4.4.3 Optimalni redoslijed zajednica
Konacˇno, predstavljamo algoritam u kojem se rekurzivnim smjesˇtanjem vrhova
u odgovarajuc´e zajednice dobiva optimalna podjela mrezˇe na zajednice, odnosno
edukacijske jedinice se dijele u vec´e cjeline koje se mogu predavati uzastopno.
Pretpostavimo da kurikulna mrezˇa ima n vrhova i m usmjernih bridova. Algoritam
funkcionira na sljedec´i nacˇin. U pocˇetku smatramo da svaki vrh pripada u zasebnu
zajednicu. Pocˇevsˇi od posljednjeg vrha, u svakom koraku razmatramo smjesˇtanje
vrha u odnosu na zajednice koje su dobivene kao najbolja rjesˇenja u prethodnim
koracima. Uvodimo sljedec´e oznake: neka je rk najbolje rjesˇenje dobiveno u k–tom
koraku algoritma (prilikom smjesˇtanja vrha k) i neka je zij zajednica koja se sastoji
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od vrhova i, j ∈ V (G). Algoritam krec´e od posljednjeg vrha (onog s najvec´om
labelom n). Vrijedi rn = zn. Zatim promatramo sljedec´i vrh s labelom n− 1. Za
njega razmatramo hoc´e li se modularnost povec´ati viˇse ako ga spojimo s najboljim
rjesˇenjem iz prethodnog slucˇaja ili ako ostanu razdvojeni u zasebne zajednice.
Preciznije, razmatramo slucˇajeve z(n−1)n i z(n−1)+rn (znak ”+” oznacˇava da se radi
o dvije zasebne zajednice). U sljedec´em koraku razmatramo vrh n− 2 i povec´anje
modularnosti za slucˇajeve z(n−2)(n−1)n, z(n−2)(n−1)+rn i z(n−2)+r(n−1), gdje je r(n−1)
najbolje rjesˇenje iz prethodnog koraka. Opc´enito, za vrh k razmatramo slucˇajeve:
• zk(k+1)...n
• zk(k+1)...(n−1) + rn
• zk(k+1)...(n−2) + r(n−1)
...
• zk + r(k+1)
U svakom koraku odabiremo najbolje rjesˇenje koje daje najvec´e povec´anje modu-
larnosti. Algoritam zavrsˇava kada su svi vrhovi smjesˇteni u odgovarajuc´e zajed-
nice. Preciznije, svakom vrhu i ∈ V (G) dodijeljuje se jedinstvena numericˇka labela
li tako da je li = p(i). Labela oznacˇava zajednicu kojoj pojedini vrh pripada, pa
u pocˇetku, posˇto su sve labele razlicˇite, svaki vrh pripada u zasebnu zajednicu.
Za posljednji vrh (onaj s najvec´om labelom) vrijedi da je rn = zn i vrijednost
modularnosti se ne mijenja jer je po pretpostavci vrh n zasebna zajednica. Vrijedi
dQ(nn) = 0. Za sljedec´i vrh n− 1 razmatraju se moguc´nosti z(n−1) + rn (vrhovi n
i n− 1 su u zasebnim zajednicama) i zn(n−1) (vrhovi n i n− 1 su u istoj zajednici).
U prvom slucˇaju vrh n − 1 zadrzˇava svoju labelu i dQ(n(n − 1)) = 0 jer smo u
pocˇetku pretpostavili da je svaki vrh zasebna zajednica pa nije dosˇlo do promjene.
U drugom slucˇaju, posˇto vrhovi n i n − 1 moraju pripadati istoj zajednici, vrh
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n − 1 mijenja svoju postojec´u labelu l(n−1) za labelu vrha n, odnosno l(n−1) = ln.
Promjena modularnosti izazvana smjesˇtanjem vrhova u istu zajednicu, tj. promje-
nom labele vrha n− 1 racˇuna se po formuli (4.10). Opc´enito, dodavanje vrha k u
neku zajednicu odvija se promjenom labele vrha k na labelu koju imaju vrhovi u
toj zajednici. Ako vrh k ostaje u zasebnoj zajednici, ne dolazi do promjene labele.
Ako ne dode do promjene labele onda je dQ = 0, a ako vrh mijenja svoju labelu
(tj. dodaje se u neku zajednicu) promjenu modularnosti dQ lako je izracˇunati
pomoc´u formule (4.10). Nacˇin na koji smjesˇtamo vrhove u zajednice osigurava da
je zadovoljen uvjet valjanog poretka zajednica i da je dobiveno rjesˇenje optimalno
buduc´i u svakom koraku promatramo najbolja rjesˇenja iz prethodnih slucˇajeva.
Pseudokod je prikazan u Algoritmu 7.
Algorithm 7 Algoritam za optimalni redoslijed zajednica (AORZ)
1: svakom vrhu dodijeli jedinstvenu numericˇku labelu li ∈ {1, 2, ..., n}
2: poredaj vrhove u uzlazni poredak
3: while postoje vrhovi koji josˇ nisu razmotreni do
4: for svaki vrh k u uzlaznom poreku pocˇevsˇi od zadnjeg do
5: izracˇunaj promjenu modularnosti za svaki od slucˇaja zk(k+1)...n,
zk(k+1)...(n−1) + rn, zk(k+1)...(n−2) + r(n−1), ... , zk + r(k+1)
6: odredi optimalno rjesˇenje rk
7: smjesti vrh k u odgovarajuc´u zajednicu u skladu s dobivenim rjesˇenjem
8: end for
9: end while
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Sˇto se ticˇe racˇunale slozˇenosti algoritma, za smjestiti vrh k u odgovarajuc´u
zajednicu potrebno je razmotriti n − k + 1 slucˇajeva. Za svaki od tih slucˇajeva
potrebno je izracˇunati promjenu modularnosti koja se racˇuna pomoc´u formule
(4.10) u kojoj je potrebno proc´i sve susjede onog vrha za koji racˇunamo promjenu.
Oznacˇimo sa dk = d
in(k) + dout(k). Ukupno je potrebno (n− k+ 1)dk operacija za
pravilno smjesˇtanje vrha k. Sumiranjem po svim vrhovima dobijemo:
n∑
k=1
(n− k + 1)dk = nd1 + (n− 1)d2 + (n− 2)d3 + ...+ 2dn−1 + dn
= (d1 + d2 + d3 + ...+ dn) + (d1 + d2 + d3 + ...+ d(n−1)) + ...+ (d1 + d2) + d1
≤ 2m+ 2m+ ...+ 2m ≤ 2mn
Iz prethodnog razmatranja slijedi da je ukupna slozˇenost algoritma jednakaO(nm).
Na Slici 4.9 prikazan je jednostavni primjer kurikulne mrezˇe i podjele na za-
jednice dobivene pomoc´u ovog algoritma. Promotrimo na primjeru sa slike kako
funkcionira algoritam.
Slika 4.9: Djelovanje Algoritma za optimalni redoslijed zajednica na pri-
mjeru jedne kurikulne mrezˇe. a) Jednostavni primjer kurikulne mrezˇe s n = 6
vrhova i m = 7 usmjerenih bridova. b) Podjela na 2 uzastopne zajednice dobivena
primjenom Algoritma za optimalni redoslijed zajednica.
132
Poglavlje 4. Detektiranje zajednica u kurikulnim mrezˇama
i = 6 Z6 [6]→ r6
i = 5 Z56 [5 6]→ r5
Z5 + r5 [5] [6]
i = 4 Z456 [4 5 6]→ r4
Z45 + r5 [4 5][6]
Z4 + r5 [4] [5 6]
i = 3 Z3456 [3 4 5 6]
Z345 + r6 [3 4 5] [6]
Z34 + r5 [3 4] [5 6]
Z3 + r4 [3] [4 5 6]→ r3
i = 2 Z23456 [2 3 4 5 6]
Z2345 + r6 [2 3 4 5] [6]
Z234 + r5 [2 3 4] [5 6]
Z23 + r4 [2 3] [4 5 6]→ r2
Z2 + r2 [2] [3] [4 5 6]
i = 1 Z123456 [1 2 3 4 5 6]
Z12345 + r6 [1 2 3 4 5] [6]
Z1234 + r5 [1 2 3 4] [5 6]
Z123 + r4 [1 2 3] [4 5 6]→ r1
Z12 + r3 [1 2] [3] [4 5 6]
Z1 + r2 [1] [2 3] [4 5 6]
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Algoritam je testiran na kurikulnim mrezˇama iz Poglavlja 3, a dobiveni re-
zultati usporedeni su s rezultatima dobivenim analiziranjem podjele na zajednice
koju su odredili autori pojedinih kurikulnih mrezˇa. Usporedba rezultata prikazana
je u Tablici 4.5.
Tablica 4.5: Usporedba rezultata dobivenih pomoc´u Algoritma za
optimalni redoslijed zajednica s rezultatima predlozˇenim od strane
strucˇnjaka koji su sastavljali kurikulne mrezˇe. Prikazani su rezultati dobi-
veni primjenom Algoritma za optimalni redoslijed zajednica (AORZ) na kurikulne
mrezˇe iz Poglavlja 3 i rezultati dobiveni za podjele koje su predlozˇili kreatori ku-
rikulnih mrezˇa. Oznake: n je broj vrhova, m je broj usmjerenih bridova, Nc je
broj zajednica, Qd je vrijednost modularnosti dobivena za predlozˇenu podjelu na
zajednice.
Strucˇnjak AORZ
n m Qd Nc Qd Nc
Skup Q 47 254 0.311 5 0.377 4
Elementarne funkcije 84 502 0.239 6 0.286 8
Integral 223 655 0.455 10 0.484 10
Obrada pod. 54 197 0.389 6 0.430 6
Model primarne proizvodnje 28 93 0.237 3 0.259 3
Fizika 31 49 0.238 6 0.375 4
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Iako su vrijednosti modularnosti dobivene pomoc´u Algoritma za optimalni re-
doslijed zajednica vec´e nego za podjele na zajednice dane od strane strucˇnjaka, u
nastavku smo za svaku kurikulnu mrezˇu zasebno usporedili dobivene podjele. Al-
goritam daje podjele dobivene na temelju mjera kao sˇto su stupanj vrha i vrijednost
modularnosti, no ipak je potrebno da je dobivena podjela valjana u pedagosˇkom i
metodicˇkom smislu.
Kurikulna mrezˇa Skup Q od strane strucˇnjaka podijeljena je na 5 zajednica
kako slijedi: vrhovi 1 − 16 su u zajednici 1, vrhovi 17 − 23 su u zajednici 2,
vrhovi 24 − 36 su u zajednici 3, vrhovi 37 − 41 su u zajednici 4, vrhovi 42 − 47
su u zajednici 5. Podjela dobivena pomoc´u Algoritma je na 4 zajednice: vrhovi
1 − 10 su u zajednici 1, vrhovi 11 − 23 su u zajednici 2, vrhovi 24 − 36 su u
zajednici 3, vrhovi 37 − 47 su u zajednici 4. Odmah se vidi da je Algoritam
spojio zajednice 4 i 5 u jednu zajednicu. Zajednica 3 je ista, a zajednice 1 i 2 su
drugacˇije podijeljenje. U podjeli strucˇnjaka pojmovi vezani za prirodne brojeve,
nula i negativni brojevi u zajednici 1 dok su cijeli brojevi u zajednici 2. U podjeli
dobivenoj pomoc´u Algoritma u zajednici 1 su pojmovi vezani za prirodne brojeve,
dok su nula, negativni i cijeli brojevi stavljeni u zajednicu 2. Autor mrezˇe (profesor
matematike u srednjoj sˇkoli) smatra da je podjela dobivena algoritmom i viˇse nego
valjana te da na pravilan nacˇin dijeli cjelinu 1.
Kurikulna mrezˇa Elementarne funkcije od strane strucˇnjaka podijeljena je
na 6 zajednica kako slijedi: vrhovi 1 − 10 su u zajednici 1, vrhovi 11 − 35 su u
zajednici 2, vrhovi 36− 49 su u zajednici 3, vrhovi 50− 57 su u zajednici 4, vrhovi
58−81 su u zajednici 5, vrhovi 82−84 su u zajednici 6. Podjela dobivena pomoc´u
Algoritma je na 8 zajednica: vrhovi 1 − 10 su u zajednici 1, vrhovi 11 − 33 su
u zajednici 2, vrh 34 je u zajednici 3, vrh 35 je u zajednici 4, vrhovi 36 − 49 su
u zajednici 5, vrhovi 50 − 57 su u zajednici 6, vrhovi 58 − 71 su u zajednici 7,
vrhovi 72− 84 su u zajednici 8. Podjele se poklapaju u 3 zajednice, a autro mrezˇa
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(nastavnik matematike i informatike u osnovnoj i srednjoj sˇkoli) podjela dobivena
pomoc´u algoritma je zajednice 5 i 6 podijelila na prikladan i jako smislen nacˇin.
Podjela zajednica 7 i 8 na vrhu 71 (osnovne elementarne funkcije) je odlicˇna
granica sˇto se ticˇe logicˇke i metodicˇke podjele.
Kurikulna mrezˇa Fizika od strane strucˇnjaka podijeljena je na 6 zajednica
kako slijedi: vrhovi 1 − 5 su u zajednici 1, vrhovi 6 − 14 su u zajednici 2, vrhovi
15 − 22 su u zajednici 3, vrhovi 23 − 25 su u zajednici 4, vrhovi 26 − 29 su u
zajednici 5, vrhovi 30− 31 su u zajednici 6. Podjela dobivena pomoc´u Algoritma
je na 3 zajednice: vrhovi 1 − 16 su u zajednici 1, vrhovi 17 − 27 su u zajednici
2, vrhovi 128− 29 su u zajednici 3, vrhovi 30− 31 su u zajednici 4. Autor mrezˇe
(nastavnik fizike u osnovnoj sˇkoli) smatra da je dobivena podjela u redu te da ovisi
o preferiranoj velicˇini zajednica.
Kurikulna mrezˇa Model primarne proizvodnje od strane strucˇnjaka podi-
jeljena je na 3 zajednice kako slijedi: vrhovi 1−10 su u zajednici 1, vrhovi 11−18 su
u zajednici 2, vrhovi 19−28 su u zajednici 3. Podjela dobivena pomoc´u Algoritma
je na 3 zajednice: vrhovi 1− 10 su u zajednici 1, vrhovi 11− 16 su u zajednici 2,
vrhovi 17−28 su u zajednici 3. Vrhovi 17 i 18 su pomaknuti u susjednu zajednicu.
Autor mrezˇe (dr.sc. oceanologije zaposlen na jednom institutu) smatra da je bolje
da vrhovi 11 i 17 budu u istoj zajednici. Moguc´e je sugerirati profesoru da bi se
ovako zadano gradivo moglo kvalitetno podijeliti na, recimo, 3 parcijalna ispita s
naglaskom da se za posljedni ispit ponove lekcije 17 i 18 za koje nije potpuno jasno
u kojoj zajednici bi se trebale nalaziti.
Kurikulna mrezˇa Obrada podataka od strane strucˇnjaka podijeljena je na 6
zajednica kako slijedi: vrhovi 1−4 su u zajednici 1, vrhovi 5−15 su u zajednici 2,
vrhovi 16−27 su u zajednici 3, vrhovi 28−33 su u zajednici 4, vrhovi 34−38 su u
zajednici 5, vrhovi 39− 54 su u zajednici 6. Podjela dobivena pomoc´u Algoritma
je na 6 zajednica: vrhovi 1− 15 su u zajednici 1, vrhovi 16− 27 su u zajednici 2,
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vrhovi 28−33 su u zajednici 3, vrhovi 34−38 su u zajednici 4, vrhovi 39−53 su u
zajednici 5, a vrh 54 je u zajednici 6. Zajednice 1 i 2 su spojenje u jednu zajednicu.
Zajednice 3, 4 i 5 su iste, dok je vrh 54 algoritmom izdvojen u posebnu zajednicu.
Autor mrezˇe (profesor informatike na fakultetu) smatra da je nepotrebno da je
jedan vrh sam u cjelini i da je bolje vrh 54 spojiti u zajednicu 5. Izdvajanje ovog
vrha mozˇe se shvatiti kao napomena da je ova lekcija ucˇenicima zahtjevna te da
bi joj profesor mogao posvetiti viˇse pazˇnje.
Kurikulna mrezˇa Integral od strane strucˇnjaka (profesor matematike na fa-
kultetu) podijeljena je na 10 zajednica kako slijedi: vrhovi 1 − 14 su u zajednici
1, vrhovi 15− 40 su u zajednici 2, vrhovi 41− 58 su u zajednici 3, vrhovi 59− 86
su u zajednici 4, vrhovi 87− 104 su u zajednici 5, vrhovi 105− 131 su u zajednici
6, vrhovi 132 − 179 su u zajednici 7, vrhovi 180 − 197 su u zajednici 8, vrhovi
198 − 218 su u zajednici 9, vrhovi 219 − 223 su u zajednici 10. Podjela dobivena
pomoc´u Algoritma je na 10 zajednica: vrhovi 1−14 su u zajednici 1, vrhovi 15−34
su u zajednici 2, vrhovi 35− 40 su u zajednici 3, vrhovi 41− 58 su u zajednici 4,
vrhovi 59− 81 su u zajednici 5, vrhovi 82− 98 su u zajednici 6, vrhovi 99− 131 su
u zajednici 7, vrhovi 132− 179 su u zajednici 8, vrhovi 180− 218 su u zajednici 9
i vrhovi 219− 223 su u zajednici 10. Cˇak 4 zajednice se poklapaju u oba slucˇaja.
Zajednica 2 kod strucˇnjaka Algoritmom je podijeljena na dvije. Zajednice 8 i 9 kod
strucˇnjaka Algoritmom su spojene u jednu zajednicu. Napomena koja bi se mogla
shvatiti iz rezultata Algoritma je da bi se lekcije 99 do 104 koji se ticˇu jednadbˇi
mogle izdvojiti u posebnu cjelinu.
Analizom obiju podjela dolazi se do zakljucˇka da Algoritam daje smislene po-
djele na zajednice. U vec´ini slucˇajeva postoje zajednice koje su iste ili se spajanjem
zajednica iz prvog slucˇaja dolazi do zajednica iz drugog slucˇaja. Podjele dobivena
Algoritmom vec´inom imaju i logicˇko tumacˇenje te se iz rezultata mogu izvuc´i vri-
jedni savjeti koji bi mogli pomoc´i sastavljacˇima da kvalitetnije sastave i podijele
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gradivo. Strucˇnjaci koji su sastavljali mrezˇe smatraju da su, iako se pojedini vr-
hovi mozˇda mogu smjestiti na drugacˇiji nacˇin, dobivene podjele smislene i valjane
te da treba uzeti u obzir je li cilj podjela na vec´e ili manje cjeline te po kojem
principu se gradivo dijeli. U predlozˇenom algoritmu nema zahtjeva za velicˇinom ni
brojem zajednica iako je tendencija sastavljacˇa da gradivo dijele na priblizˇno jed-
nake manje zajednice. Osvrc´uc´i se na brojne metodicˇke i pedagosˇke zahtjeve koje
treba uzeti u obzir prilikom sastavljanja gradiva i podjele edukacijskih jedinica
u vec´e cjeline, smatramo da je najbolje koristiti kombinaciju znanja strucˇnjaka s
rezultatima dobivenim pomoc´u algoritama.
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Zakljucˇak
U ovoj disertaciji izlozˇeni su rezultati istrazˇivanja iz podrucˇja mrezˇnih deskriptora
i kurikulnih mrezˇa, te je predlozˇen racˇunalni algoritam za detekciju zajednica u
kurikulnim mrezˇama.
U Poglavlju 2 predstavljene su poopc´ene definicije mrezˇnih deskriptora tran-
smisije, medupolozˇenosti, vrsˇne produktivnosti i vrsˇne profitabilnosti. Prilikom
toga, uzeta je u obzir pretpostavka da vrhovi u mrezˇi koji se nalaze na manjim
udaljenostima komuniciraju viˇse nego vrhovi na vec´im udaljenostima. U prvom
slucˇaju kolicˇina komunkacije utezˇena je s d(u, v)λ gdje je λ < 0, a u drugom slucˇaju
s λd(u,v), pri cˇemu je d(u, v) udaljenost dva vrha u i v, a λ ∈ 〈0, 1〉. Izlozˇen je niz
teorema o gornjim i donjim ogradama za vrijednosti poopc´enih deskriptora te o
grafovima u kojima se te vrijednosti postizˇu. U poglavlju 2.1. dan je pregled defini-
cija i rezultata za generalizirane mrezˇne descriptore (utezˇene s d(u, v)λ). Osnovne
definicije deskriptora dane su sa
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tλ(u) =
∑
v∈V \{u}
d(u, v) · d(u, v)λ =
∑
v∈V \{u}
d(u, v)1+λ,
cλ(u) =
∑
v∈[u]
∑
{k,l}∈(V2)
skluv
skl
· d(k, l)λ,
Nλ (u) =
cλ (u)
tλ (u)
,
νλ (u) = cλ (u)− tλ (u) .
Proucˇene su njihove minimalne i maksimalne vrijednosti, te su istrazˇene gornje
i donje ograde tih vrijednosti.
mNλ (G) = min {Nλ (u) : u ∈ V } ,
MNλ (G) = max {Nλ (u) : u ∈ V } ,
mνλ (G) = min {νλ (u) : u ∈ V } ,
Mνλ (G) = max {νλ (u) : u ∈ V } .
Rezultati se mogu pronac´i u Tablicama 5.1 i 5.2
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Tablica 5.1: Rezultati za d(u, v)λ, λ ∈ 〈−∞,−1〉, pri cˇemu je n broj vrhova.
Donja ograda Gornja ograda
ekstremalni graf
(vrh)
metlica (pocˇetak)
vrsˇno tranzitivni graf
(bilo koji vrh)
mNλ
granicˇna
vrijednost
min
2≤D≤n−1
Dλ+ 1
n−D
D−1∑
i=1
iλ
D1+λ+ 1
n−D
D−1∑
i=1
i1+λ
1
ekstremalni graf
(vrh)
vrsˇno tranzitivni graf
(bilo koji vrh)
zvijezda (centar)
MNλ
granicˇna
vrijednost
1 2λ(n− 2) + 1
ekstremalni graf
(vrh)
zvijezda (list)
vrsˇno tranzitivni graf
(bilo koji vrh)
mνλ
granicˇna
vrijednost
−(n− 2)2λ 0
ekstremalni graf
(vrh)
vrsˇno tranzitivni graf
(bilo koji vrh)
zvijezda (centar)
Mνλ
granicˇna
vrijednost
0 (n− 1)(n− 2)2λ
141
Poglavlje 5. Zakljucˇak
Tablica 5.2: Rezultati za d(u, v)λ, λ ∈ 〈−1, 0〉, pri cˇemu je n broj vrhova.
Donja ograda Gornja ograda
ekstremalni graf
(vrh)
put (kraj)
vrsˇno tranzitivni graf
(bilo koji vrh)
mNλ
granicˇna
vrijednost
n−1∑
i=1
iλ
n−1∑
i=1
i1+λ
1
ekstremalni graf
(vrh)
vrsˇno tranzitivni graf
(bilo koji vrh)
zvijezda (centar)
MNλ
granicˇna
vrijednost
1 2λ(n− 2) + 1
ekstremalni graf
(vrh)
put (kraj puta)
vrsˇno tranzitivni graf
(bilo koji vrh)
mνλ
granicˇna
vrijednost
n−1∑
i=1
(iλ − iλ+1) 0
ekstremalni graf
(vrh)
vrsˇno tranzitivni graf
(bilo koji vrh)
zvijezda (centar)
Mνλ
granicˇna
vrijednost
0 (n− 1)(n− 2)2λ
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U Poglavlju 2.2 predstavljeni su eksponencijalni mrezˇni deskriptori u kojima je
kolicˇina komunikacije utezˇena s λd(u,v), pri cˇemu je d(u, v) udaljenost dva vrha u i
v, a λ ∈ 〈0, 1〉. Osnovne definicije zadane su sa
teλ(u) =
∑
v∈V \{u}
d(u, v) · λd(u,v),
ceλ(u) =
∑
v∈[u]
∑
{k,l}∈(V2)
skluv
skl
· λd(u,v),
N eλ(u) =
ceλ(u)
teλ(u)
,
νeλ(u) = c
e
λ(u)− teλ(u).
Analogno kao i prije, definirane su minimalne i maksimalne vrijednosti i proucˇavane
gornje i donje ograde tih vrijednosti:
mteλ(G) = min {teλ(u) : u ∈ V } ,
Mteλ(G) = max {teλ(u) : u ∈ V } ,
mceλ(G) = min {ceλ(u) : u ∈ V } ,
Mceλ(G) = max {ceλ(u) : u ∈ V } ,
mN eλ(G) = min {N eλ(u) : u ∈ V } ,
MN eλ(G) = max {N eλ(u) : u ∈ V } ,
mνeλ(G) = min {νeλ(u) : u ∈ V } ,
Mνeλ(G) = max {νeλ(u) : u ∈ V } .
Rezultati se mogu pronac´i u Tablicama 5.3 i 5.4.
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Tablica 5.3: Rezultati za λd(u,v), λ ∈ 〈0, 1〉, pri cˇemu je n broj vrhova.
Donja ograda
ekstremalni graf (vrh) metlica (pocˇetak)
mteλ granicˇna vrijednost A
(∗)
n
ekstremalni graf (vrh) otvoren problem
Mteλ granicˇna vrijednost −
ekstremalni graf (vrh) put (kraj)
mceλ granicˇna vrijednost
λD−λ
λ−1
ekstremalni graf (vrh) otvoren problem
Mceλ granicˇna vrijednost −
ekstremalni graf (vrh) metlica (pocˇetak)
mN eλ granicˇna vrijednost B
(∗∗)
n
ekstremalni graf (vrh) vrsˇno tranzitivni graf (bilo koji vrh)
MN eλ granicˇna vrijednost 1
ekstremalni graf (vrh) metlica (pocˇetak)
mνeλ granicˇna vrijednost C
(∗∗∗)
n
ekstremalni graf (vrh) vrsˇno tranzitivni graf (bilo koji vrh)
Mνeλ granicˇna vrijednost 0
*An = min
16D6n−1
λ[1−(D+1)λD+DλD+1]
(λ−1)2 + (n−D − 1)D · λD,
**Bn = min
16D6n−1
λD+ 1
n−D
(
λD−λ
λ−1
)
DλD+ 1
n−D
[
λ−DλD+(D−1)λD+1
(λ−1)2
] ,
***Cn = min
16D6n−1
λ[DλD−λ−(D−1)λD+1]
(λ−1)2 + (n−D − 1)(λD −D · λD)
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Tablica 5.4: Rezultati za λd(u,v), λ ∈ 〈0, 1〉, pri cˇemu je n broj vrhova.
Gornja ograda
ekstremalni graf (vrh) potpuni graf (bilo koji vrh)(∗)
mteλ granicˇna vrijednost (n− 1)λ
ekstremalni graf (vrh) metlica (pocˇetak)
Mteλ granicˇna vrijednost D
(∗∗)
n
ekstremalni graf (vrh) potpuni graf (bilo koji vrh)(∗)
mceλ granicˇna vrijednost (n− 1)λ
ekstremalni graf (vrh) zvijezda (centar)
Mceλ granicˇna vrijednost (n− 1)
[
λ+ 1
2
(n− 2)λ2]
ekstremalni graf (vrh) vrsˇno tranzitivni graf (bilo koji vrh)
mN eλ granicˇna vrijednost 1
ekstremalni graf (vrh) zvijezda (centar)
MN eλ granicˇna vrijednost
1
2
(n− 2)λ+ 1
ekstremalni graf (vrh) vrsˇno tranzitivni graf (bilo koji vrh)
mνeλ granicˇna vrijednost 0
ekstremalni graf (vrh) zvijezda (centar)
Mνeλ granicˇna vrijednost
1
2
(n− 1)(n− 2)λ2
* Dokazano za λ ∈ 〈0, 1
2
〉
**Dn = max
16D6n−1
λ[1−(D+1)λD+DλD+1]
(λ−1)2 + (n−D − 1)D · λD
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U Poglavlju 3 bavili smo se kurikulnim mrezˇama. Kurikulna mrezˇa je jed-
nstavni usmjereni graf u kojem vrhovi predstavljaju eduacijske jedinice, a brid
izmedu dvaju vrhova oznacˇava da je znanje jedne edukacijske jedinice potrebno za
ucˇenje druge. Definirali smo mjere slozˇenosti za pojedinu edukacijsku jedinicu:
sp,G(v) =
∑
uv∈E(G)
[p(v)− p(u)]
ap,G(v) =

sp,G(v)
d−G(v)
if d−G(v) > 0,
0 if d−G(v) = 0
mp,G(v) = max
uv∈E(G)
{p(v)− p(u)}
Zatim smo promatrali slozˇenost ukupnog nastavnog plana s tri razlicˇita pris-
tupa. U prvom pristupu smatrali smo da je slozˇenost nastavnog plana jednaka
sumi slozˇenosti nastavih jedinica od kojih se sastoji (ili do na linearnu konstantu
prosjecˇna slozˇenost edukacijskih jedinica ) pa smo definirali sljedec´e mjere:
s1p(G) =
∑
v∈V (G)
sp,G(v)
card (V (G))
a1p(G) =
∑
v∈V (G)
ap,G(v)
card (V (G))
m1p(G) =
∑
v∈V (G)
mp,G(v)
card (V (G))
U drugom pristupu smatrali smo da je slozˇenost ukupnog nastavnog plana
jednaka slozˇenosti najkompleksnije jedinice:
s∞p (G) = max
v∈V (G)
{sp,G(v)}
a∞p (G) = max
v∈V (G)
{ap,G(v)}
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m∞p (G) = max
v∈V (G)
{mp,G(v)}
Trec´i pristup predstavlja kompromis izmedu ova dva ekstremna pristupa pa
smo promatrali α - sredinu:
sαp (G) =

∑
v∈V (G)
sαp,G(v)
card (V (G))

1
α
aαp (G) =

∑
v∈V (G)
aαp,G(v)
card (V (G))

1
α
mαp (G) =

∑
v∈V (G)
mαp,G(v)
card (V (G))

1
α
Cilj je bio odrediti nastavne planove s najmanjom ili najvec´om slozˇenosˇc´u te
gornje i donje ograde za vrijednosti pojedinih mjera slozˇenosti definirane sa:
sα(G) = min
p∈P (G)
{
sαp (G)
}
aα(G) = min
p∈P (G)
{
aαp (G)
}
mα(G) = min
p∈P (G)
{
mαp (G)
}
za α ≥ 1.
Promatrali smo dvije vrste grafova: slabo povezane usmjerene grafove koji ne
sadrzˇe usmjerene cikluse (grafovi tipa A) i slabo povezane usmjerene grafove koji ne
sadrzˇe usmjerene cikluse i koji su tranzitivno zatvoreni (grafovi tipa B). Rezultati
se mogu pronac´i u Tablicama 5.5 do 5.8.
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Tablica 5.5: Rezultati za grafove tipa A i vrijednosti α ≥ 1, pri cˇemu je n broj
vrhova grafa
Donja ograda
ekstremalni graf P
(∗)
n
s∞(G) granicˇna vrijednost 1
ekstremalni graf P
(∗)
n
a∞(G) granicˇna vrijednost 1
ekstremalni graf P
(∗)
n
m∞(G) granicˇna vrijednost 1
ekstremalni graf P
(∗)
n
sα(G) granicˇna vrijednost
(
n−1
n
) 1
α
ekstremalni graf T
(∗)
n ili T
(∗∗)
n,k ili P
(∗)
n
aα(G) granicˇna vrijednost min
{
n
2n
1
α
, α
2(α−1)
[
(n−1)(α−1)
n
] 1
α
,
(
n−1
n
) 1
α
}
ekstremalni graf P
(∗)
n
mα(G) granicˇna vrijednost
(
n−1
n
) 1
α
* Definirano u Poglavlju 3.3
** Graf Tn,k prikazan je na Slici 3.3
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Tablica 5.6: Rezultati za grafove tipa A i vrijednosti α ≥ 1, pri cˇemu je n broj
vrhova grafa
Gornja ograda
ekstremalni graf O
(∗)
n
s∞(G) granicˇna vrijednost
n−1∑
i=1
i
ekstremalni graf S
(∗)
n
a∞(G) granicˇna vrijednost n− 1
ekstremalni graf O
(∗)
n
m∞(G) granicˇna vrijednost n− 1
ekstremalni graf O
(∗)
n
sα(G) granicˇna vrijednost

n∑
i=2
(
i−1∑
j=1
j
)α
n

1
α
ekstremalni graf S
(∗)
n
aα(G) granicˇna vrijednost
n−1∑i=1 iα
n
 1α
ekstremalni graf O
(∗)
n
mα(G) granicˇna vrijednost
n−1∑i=1 iα
n
 1α
*Definirano u Poglavlju 3.3
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Tablica 5.7: Rezultati za grafove tipa B i vrijednosti α ≥ 1, pri cˇemu je n broj
vrhova grafa
Donja ograda
ekstremalni graf DP
(∗)
n
s∞(G) granicˇna vrijednost 4
ekstremalni graf DP
(∗)
n
a∞(G) granicˇna vrijednost 2
ekstremalni graf DP
(∗)
n
m∞(G) granicˇna vrijednost 3
ekstremalni graf DP
(∗)
n
sα(G) granicˇna vrijednost 2n−3
n
(∗∗)
ekstremalni graf T
(∗)
n
aα(G) granicˇna vrijednost 1
2
(∗∗)
ekstremalni graf T
(∗)
n
mα(G) granicˇna vrijednost n−1
n
(∗∗)
* Definirano u Poglavlju 3.3
** Dokazano za α = 1
Tablica 5.8: Rezultati za grafove tipa B i vrijednosti α ≥ 1, pri cˇemu je n broj
vrhova grafa
Gornja ograda
ekstremalni graf O
(∗)
n
s∞(G) granicˇna vrijednost
n−1∑
i=1
i
ekstremalni graf S
(∗)
n
a∞(G) granicˇna vrijednost n− 1
ekstremalni graf O
(∗)
n
m∞(G) granicˇna vrijednost n− 1
ekstremalni graf O
(∗)
n
sα(G) granicˇna vrijednost

n∑
i=2
(
i−1∑
j=1
j
)α
n

1
α
ekstremalni graf S
(∗)
n
aα(G) granicˇna vrijednost
n−1∑i=1 iα
n
 1α
ekstremalni graf O
(∗)
n
mα(G) granicˇna vrijednost
n−1∑i=1 iα
n
 1α
*Definirano u Poglavlju 3.3
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Nadalje, istrazˇili smo neka standardna svojstva, mjere i metrike koje se pojav-
ljuju u kurikulnim mrezˇama. Uocˇene su slicˇnosti u strukturama analiziranih mrezˇa
kao i neka zajednicˇka svojstva. Konstruiran je algoritam za optimalnu ekspoziciju
edukacijskih jedinica koji daje minimalno slozˇeni poredak jedinica u odnosu na
odabranu mjeru slozˇenosti s1(G). Algoritam je testiran na svim analiziranim kuri-
kulnim mrezˇama i za svaku od njih daje poboljˇsanje u vidu umanjene vrijednosti
mjere s1(G). Algoritam je testiran i na tranzitivnim zatvaracˇima svih kurikulnih
mrezˇa gdje takoder za svaku od njih daje poboljˇsanje u odnosu na mjeru s1(G).
Zatim su testirane i ostale mjere slozˇenosti sα(G), mα(G) i aα(G) za razlicˇite vri-
jednosti parametra α i za svaku od mjera algoritam daje poboljˇsanje u odnosu
na ulaznu mrezˇu sastavljenu od strane strucˇnjaka. Rezultati se mogu pronac´i na
Slikama 3.15 do 3.19.
U zavrsˇnom poglavlju bavili smo se problemom detektiranja zajednica u ku-
rikulnim mrezˇama. Opc´enito, problem detektiranja zajednica u kompleksnim
mrezˇama je vrlo slozˇen, izmedu ostalog i zato jer ovisi o definiciji pojma zajed-
nica. U usmjerenim mrezˇama problem je dodatno otezˇan jer treba uzeti u obzir da
se mijenja sematika brida pa je u razmatranje u kvalitetnoj podjeli na zajednice
potrebno uzeti u obzir i usmjerenost brida. Napravljen je kratki pregled algori-
tama i metoda za detektiranje zajednica u usmjerenim i neusmjerenim mrezˇama.
Definirali smo problem detektiranja zajednica u kurikulnim mrezˇama kao problem
grupiranja edukacijskih jedinica u vec´e cjeline koje se mogu proucˇavati uzastopno,
na primjer, grupiranje nastavnih tema u nastavne cjeline koje se obraduju u nizu,
jedna za drugom. Drugim rijecˇima, ako je dan parcijalni uredaj edukacijskih jedi-
nica x1 ≺ x2 ≺ ... ≺ xn (znak ”≺” koristimo u smislu da se edukacijska jedinica
xi obraduje i ucˇi prije edukacijske jedinice xj), zˇelimo podijeliti kurikulnu mrezˇu
na zajednice A1, A2, ..., Ak koje mozˇemo urediti tako da vrijedi:
ako je xi ≺ xj, xi ∈ Ap i xj ∈ Aq onda je Ap ≺ Aq ili Ap = Aq.
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Posˇto, koliko nam je poznato, nijedan od dostupnih algoritama ne uzima u
obzir valjani poredak dobivenih zajednica, razvili smo OLPAm+ algoritam koji se
temelji na propagaciji labela i maksimizaciji modularnosti Qd koja je prilagodena
usmjerenim mrezˇama. Algoritam je testiran na kurikulnim mrezˇama definiranim
u Poglavlju 3. Rezultati se mogu pronac´i u Tablici 4.2. Posˇto nam nije poznat
nijedan algoritam za detektiranje zajednica koji udovoljava zahtjevu za valjanim
poretkom zajednica, predlozˇeni algoritam usporeden je s LPAm+ algoritmom i
Girvan–Newmanovim algoritmom da bi se dobio uvid koliko trazˇeni uvjet ima
utjecaja na vrijednost modularnosti. Rezultati se mogu pronac´i u Tablici 4.4.
Predlozˇeni algoritam je, koliko nam je poznato, prvi algoritam koji radi de-
tektiranje zajednica u kurikulnim mrezˇama. Dobiveni rezultati su dosta dobri u
usporedbi s navedenim LPAm+ i Girvan–Newmanovim algoritmom. Algoritam je
za potrebe za koje je razvijen vrlo brz i efikasan.
Konacˇno, predlozˇen je egzaktni algoritam za odredivanje optimalnog redos-
lijeda zajednica koji rekurzivnim smjesˇtanjem vrhova u odgovarajuc´e zajednice
pronalazi najbolje rjesˇenje. Algoritam radi brzo i efikasno, a rezultati dobiveni
primjenom na kurikulne mrezˇe i usporedba s rezultatima dobivenim pomoc´u osta-
lih spomenutih algoritama dani su u Tablici 4.5.
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Dodatak A
Kurikulne mrezˇe
A.1 Skup racionalnih brojeva
1. Prirodni broj
2. Skup prirodnih brojeva N← 1
3. Zbrajanje prirodnih brojeva ← 1, 2
4. Oduzimanje prirodnih brojeva ← 1, 2, 3
5. Mnozˇenje prirodnih brojeva ← 1, 2, 3
6. Dijeljenje prirodnih brojeva ← 1, 2, 5
7. Viˇsekratnik ← 1, 2, 3, 5
8. Najmanji zajednicˇki viˇsekratnik ← 1, 2, 3, 5, 7
9. Djelitelj (mjera) ← 1, 2, 6, 7
10. Najvec´i zajednicˇki djelitelj(mjera) ← 1, 2, 6, 7, 8
11. Nula
Dodatak A. Kurikulne mrezˇe
12. Negativni broj ← 1, 4
13. Zbrajanje negativnih brojeva ← 1, 3, 4, 11, 12,
14. Oduzimanje negativnih brojeva ← 1, 3, 4, 11, 12, 13
15. Mnozˇenje negativnih brojeva ← 1, 3, 5, 11, 12, 13
16. Dijeljenje negativnih brojeva ← 1, 6, 11, 12, 13, 15
17. Cijeli broj ← 1, 11, 12
18. Skup cijelih brojeva Z← 1, 2, 11, 12, 13, 17
19. Zbrajanje cijelih brojeva ← 1, 3, 4, 11, 12, 13, 14, 17, 18
20. Oduzimanje cijelih brojeva ← 1, 4, 11, 12, 14, 17, 18, 19
21. Mnozˇenje cijelih brojeva ← 1, 5, 11, 12, 15, 17, 18, 19
22. Dijeljenje cijelih brojeva ← 1, 6, 11, 12, 16, 17, 18, 21
23. Usporedivanje cijelih brojeva ← 1, 11, 12, 17, 18
24. Razlomak ← 1, 2, 6, 11, 17, 18, 22
25. Brojnik ← 1, 11, 17, 24
26. Nazivnik ← 1, 17, 24, 25
27. Reciprocˇna vrijednost ← 22, 24, 25, 26
28. Skrac´ivanje razlomaka ← 9, 10, 22, 23, 24, 25, 26
29. Prosˇirivanje razlomaka ← 21, 23, 24, 25, 26
30. Najmanji zajednicˇki nazivnik ← 7, 8, 24, 25, 26, 29
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31. Usporedivanje razlomaka ← 24, 25, 26, 28, 29, 30
32. Zbrajanje razlomaka ← 19, 24, 25, 26, 28, 29, 30
33. Oduzimanje razlomaka ← 20, 24, 25, 26, 28, 29, 30, 32
34. Mnozˇenje razlomaka ← 21, 24, 25, 26, 28
35. Dijeljenje razlomaka ← 22, 24, 25, 26, 27, 34
36. Dvojni razlomak ← 24, 25, 26, 27, 28
37. Decimalni broj ← 1, 6, 17, 22, 24, 25, 26
38. Zbrajanje decimalnih brojeva ← 3, 13, 19, 24, 32, 37
39. Oduzimanje decimalnih brojeva ← 4, 14, 20, 24, 33, 37, 38
40. Mnozˇenje decimalnih brojeva ← 5, 15, 21, 24, 34, 37, 38
41. Dijeljenje decimalnih brojeva ← 6, 16, 22, 24, 35, 37, 40
42. Racionalni broj ← 1, 11, 12, 17, 24, 37
43. Zbrajanje racionalnih brojeva ← 24, 32, 37, 38, 42
44. Oduzimanje racionalnih brojeva ← 24, 33, 37, 39, 42
45. Mnozˇenje racionalnih brojeva ← 24, 34, 37, 40, 42, 43
46. Dijeljenje racionalnih brojeva ← 24, 33, 37, 41, 42, 45
47. Skup racionalnih brojevaQ← 2, 18, 24, 32, 33, 34, 35, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46
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A.2 Elementarne funkcije
1. Skup
2. Element skupa ← 1
3. Prazan skup← 1, 2
4. Neprazan skup ← 1, 2, 3
5. Podskup ← 1, 2, 3
6. Skup realnih brojeva ← 1, 2, 4
7. Kartezijev produkt skupova ← 1, 2, 4, 5, 6
8. Binarna relacija ← 1, 4, 5, 6, 7
9. Totalna binarna relacija ← 1, 2, 3, 5, 6, 7, 8
10. Funkcionalna binarna relacija ← 1, 2, 3, 5, 6, 7, 8
11. Domena ← 1, 4, 5, 6
12. Kodomena ← 1, 4, 5, 6
13. Funkcija ← 5, 6, 8, 9, 10, 11, 12,
14. Jednakost funkcija ← 11, 12, 13
15. Slika skupa u odnosu na funkciju ← 1, 4, 11, 12, 13
16. Praslika skupa u odnosu na funkciju ← 1, 4, 11, 12, 13
17. Kompozicija funkcija ← 4, 5, 6, 11, 12, 13
18. Identiteta ← 11, 12, 13, 17
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19. Graf funkcije ← 4, 5, 7, 11, 12, 13
20. Injekcija ← 11, 12, 13, 19
21. Surjekcija ← 11, 12, 13, 19
22. Bijekcija ← 13, 20, 21
23. Inverzna funkcija ← 13, 17, 18, 19, 20, 21, 22
24. Parna funkcija ← 11, 12, 13, 19
25. Neparna funkcija← 11, 12, 13, 19
26. Periodicˇna funkcija ← 11, 12, 13, 19
27. Period ← 26
28. Omedena funkcija ← 11, 12, 13, 15, 19
29. Rastuc´a funkcija ← 11, 12, 13, 15, 19
30. Padajuc´a funkcija ← 11, 12, 13, 15, 19
31. Monotona funkcija ← 13, 29, 30
32. Strogo rastuc´a funkcija ← 13, 15, 19, 29
33. Strogo padajuc´a funkcija ← 13, 15, 19, 30
34. Strogo monotona funkcija ← 13, 32, 33
35. Restrikcija funkcije ← 4, 5, 11, 12, 13
36. Opc´a potencija ← 5, 6, 11, 12, 13, 19
37. Polinom ← 5, 6, 11, 12, 13, 36
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38. Stupanj polinoma ← 13, 36, 37
39. Koeficijenti ← 37
40. Vodec´i koeficijent ← 37, 39
41. Nultocˇke polinoma ← 37, 38
42. Faktorizacija polinoma ← 37, 38, 39, 40, 41
43. Dijeljenje polinoma ← 37, 38, 39, 40, 42
44. Racionalna funkcija ← 4, 5, 6, 11, 12, 13, 19, 37, 42, 43
45. Prava racionalna funkcija ← 37, 38, 42, 43, 44
46. Neprava racionalna funkcija ← 37, 38, 42, 43, 44
47. Nultocˇke racionalne funkcije ← 37, 38, 41, 44
48. Rastav funkcije na parcijalne razlomke← 37, 38, 41, 42, 44
49. Iracionalne funkcije ← 36, 44
50. Baza a
51. Baza e
52. Eksponent ← 36, 44
53. Eksponencijalna funkcija ← 11, 12, 13, 19, 22, 23, 34, 35, 50, 51, 52
54. Logaritamska funkcija ← 11, 12, 13, 19, 22, 23, 34, 35, 50, 51, 52, 53
55. Prirodni logaritam ← 51, 54
56. Eksponencijalna jednadzˇba ← 17, 18, 23, 50, 51, 53, 54,
178
Dodatak A. Kurikulne mrezˇe
57. Logaritamska jednadzˇba ← 17, 18, 23, 50, 51, 53, 54,
58. Brojevna kruzˇnica
59. Funkcija sinus ← 11, 12, 13, 19, 21, 25, 26, 28, 58
60. Sinusoida ← 19, 21, 25, 26, 27, 28, 59
61. Funkcija kosinus ← 11, 12, 13, 19, 24, 26, 27, 28, 58
62. Kosinusoida← 19, 21, 24, 26, 27, 28, 61
63. Funkcija tangens ← 11, 12, 13, 19, 21, 25, 26, 59, 61
64. Funkcija kotangens ← 11, 12, 13, 19, 25, 26, 28, 59, 61
65. Trigonometrijske funkcije ← 13, 23, 59, 61, 63, 64
66. Arkus sinus ← 11, 12, 13, 19, 22, 23, 34, 35, 59
67. Arkus kosinus ← 11, 12, 13, 19, 22, 23, 34, 35, 61
68. Arkus tangens ← 11, 12, 13, 19, 22, 23, 34, 35, 63
69. Arkus kotangens ← 11, 12, 13, 19, 22, 23, 34, 35, 64
70. Ciklometrijske (arkus) funkcije ← 13, 23, 66, 67, 68, 69
71. Osnovne elementarne funkcije ← 13, 37, 44, 53, 54, 65, 70
72. Sinus hiperbolni ← 6, 11, 12, 13, 19, 22, 25, 32, 34, 51, 53
73. Kosinus hiperbolni ← 6, 11, 12, 13, 19, 21, 24, 34, 51, 53
74. Tangens hiperbolni ← 6, 11, 12, 13, 19, 22, 24, 33, 34, 51, 53, 72, 73
75. Kotangens hiperbolni ← 6, 11, 12, 13, 19, 22, 24, 33, 34, 51, 53, 72, 73, 74
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76. Hiperbolne funkcije ← 13, 23, 72, 73, 74, 75
77. Area sinus hiperbolni ← 6, 11, 12, 13, 19, 22, 23, 32, 34, 51, 53, 72
78. Area kosinus hiperbolni ← 6, 11, 12, 13, 19, 22, 23, 32, 34, 51, 53, 73
79. Area tangens hiperbolni ← 6, 11, 12, 13, 19, 22, 23, 32, 34, 51, 53, 74
80. Area kotangens hiperbolni ← 6, 11, 12, 13, 19, 22, 23, 30, 31, 51, 53, 75
81. Area funkcije ← 13, 23, 77, 78, 79, 80
82. Elementarne funkcije← 13, 36, 37, 44, 53, 54, 59, 61, 63, 64, 65, 66, 67, 68, 69,
70, 71, 72, 73, 74, 75, 76, 77, 78, 79, 80, 81
83. Algebarske funkcije ← 13, 17, 36, 44, 82,
84. Transcedentne funkcije ← 13, 17, 53, 54, 65, 70, 76, 81, 82, 83
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A.3 Integral
1. Sud
2. (Semanticˇka) vrijednost suda ← 1
3. Slozˇeni sud, logicˇke operacije ← 1, 2
4. Semanticˇke tablice ← 3
5. Negacija suda ← 3, 4
6. Konjunkcija sudova ← 3, 4
7. (Ekskluzivna) Disjunkcija sudova ← 3, 4
8. Implikacija sudova ← 3, 4
9. Ekvivalencija sudova ← 3, 4, 8
10. (Semanticˇka) jednakost sudova ← 5, 6, 7, 8, 9
11. Svojstva logicˇkih operacija ← 5, 6, 7, 8, 9, 10
12. Kvantifikatori ← 3
13. Predikat ← 5, 6, 7, 8, 9, 11, 12
14. Tautologija ← 10, 13
15. Skup (ne definira se)
16. Element skupa ← 15
17. Prazan skup ← 16
18. Zadanost skupa ← 16
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19. Podskup ← 16, 8
20. Partitivni skup ← 16, 17, 19
21. Jednakost skupova ← 9, 16, 17, 19
22. Univerzalni skup ← 16, 17, 19
23. Komplement skupa ← 5, 16, 17, 22
24. Presjek skupova ← 6, 16, 17
25. Disjunktni skupovi ← 24
26. Unija skupova ← 7, 16, 17
27. Particija skupa ← 19, 21, 24, 25, 26
28. Razlika skupova ← 16, 21, 23, 24
29. Simetricˇna razlika ← 21, 25, 26, 28
30. Svojstva skupovnih operacija ← 21, 23, 24, 25, 26, 28, 29
31. Uredeni par ← 15, 16
32. Jednakost uredenih parova ← 31
33. Kartezijev produkt skupova ← 15, 16, 31
34. Binarna relacija ← 19, 20, 33
35. Svojstva binarne relacije ← 6, 8, 12, 34
36. Relacija ekvivalencije ← 35
37. Uredajna relacija ← 35
182
Dodatak A. Kurikulne mrezˇe
38. Uredeni skup ← 37
39. Meda skupa ← 7, 38
40. Minimum, maksimum skupa ← 39
41. Funkcija ← 13, 15, 16, 34
42. Domena ← 41
43. Kodomena ← 41
44. Argument funkcije ← 42
45. Vrijednost funkcije ← 43, 44
46. Slika funkcije ← 19, 45
47. Zadanost funkcije ← 41, 42, 43, 45
48. Jednakost funkcija ← 13, 21, 41, 42, 44, 45
49. Restrikcija funkcije ← 13, 19, 41, 42, 44, 45
50. Injekcija ← 13, 41, 42, 44, 45
51. Surjekcija ← 13, 21, 43, 46
52. Bijekcija ← 50, 51
53. Ekvipotentni skupovi ← 52
54. Beskonacˇan skup ← 19, 52
55. Konacˇan skup ← 54
56. Kompozicija funkcija ← 13, 19, 41, 42, 43, 44, 45, 46
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57. Identiteta ← 13, 21, 41, 42, 43, 44, 45, 46
58. Inverzna funkcija ← 52, 56, 57
59. Skup prirodnih brojeva ← 15, 16, 19, 21, 50, 51
60. Operacije na skupu ← 33, 59
61. Uredaj na skupu ← 37, 38, 59, 60
62. Interval na skupu ← 59, 61
63. Kardinalni broj skupa ← 53, 62
64. Prebrojiv skup ← 53, 59
65. Diskretan skup ← 17, 21, 61
66. Skup cijelih brojeva ← 19, 26, 59, 60
67. Operacije na skupu ← 60, 66
68. Uredaj na skupu ← 61, 66, 67
69. Skup racionalnih brojeva ← 19, 33, 34, 36, 59, 66, 67
70. Operacije na skupu ← 67, 69
71. Uredaj na skupu ← 68, 69, 70
72. Gust skup ← 54, 71
73. Tocˇka (ne definira se)
74. Skup tocˇaka ← 15, 16, 73
75. Pravac (ne definira se) ← 74
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76. Duzˇina ← 19, 75
77. Ishodiˇste ← 41, 42, 44, 45, 66, 75
78. Jedinicˇna tocˇka ← 41, 42, 44, 45, 66, 75
79. Jedinicˇna duzˇina ← 76, 77, 78
80. Brojevni pravac (koordinatni sustav na pravcu) ← 59, 66, 69, 75, 79
81. Skup iracionalnih brojeva ← 23, 69, 80
82. Skup realnih brojeva ← 19, 25, 26, 69, 81
83. Operacije na skupu ← 70, 82
84. Uredaj na skupu ← 71, 80, 82
85. Intervali na skupu ← 19, 80, 84
86. Svojstva operacija u skupu ← 83
87. Realna funkcija realnog argumenta ← 19, 41, 42, 43, 44, 45, 46, 82
88. Prirodno podrucˇje definicije funkcije ← 87
89. Konstantna funkcija ← 13, 87
90. Rastuc´a funkcija ← 13, 84, 87
91. Padajuc´a funkcija ← 13, 84, 87
92. Monotona funkcija ← 89, 90, 91
93. Pozitivna funkcija ← 13, 84, 85, 87
94. Negativna funkcija ← 13, 84, 85, 87
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95. Omedena funkcija ← 13, 84, 85, 87
96. Razlomljena funkcija ← 27, 87
97. Apsolutna vrijednost broja | x |← 96
98. Funkcija predznaka ← 96
99. Jednakost ← 34, 36, 82
100. Jednadzˇba ← 87, 89
101. Rjesˇenje jednadzˇbe ← 99, 100
102. Skup rjesˇenja jednadzˇbe ← 15, 16, 101
103. Nejednadzˇba ← 84, 87, 89
104. Rjesˇenje nejednadzˇbe ← 85, 103
105. Ravnina ← 74
106. Koordinatni sustav u ravnini ← 24, 31, 80, 105
107. Apscisna os ← 80, 106
108. Ordinatna os ← 80, 106
109. Kvadratni ← 19, 105, 106
110. Apscisa tocˇke ← 106, 107
111. Ordinata tocˇke ← 106, 108
112. Duljina ← 19, 41, 42, 43, 44, 45, 76, 82, 84, 105
113. Udaljenost ← 33, 41, 42, 43, 44, 45, 82, 84, 97, 105
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114. Geometrijski lik ← 19, 105
115. Opseg lika← 112, 114
116. Plosˇtina lika ← 27, 41, 42, 43, 44, 45, 83, 84, 99, 114
117. Nultocˇka funkcije ← 24, 87, 99, 107, 117
118. Graf funkcije ← 87, 106
119. Pomak grafa po osi x ← 56, 107
120. Pomak grafa po osi y ← 56, 108
121. Funkcijska jednadzˇba ← 56, 100
122. Parna funkcija ← 87, 99, 117
123. Neparna funkcija ← 87, 99, 117
124. Periodicˇka funkcija ← 87, 99, 117
125. Linearna funkcija ← 87
126. Graf linearne funkcije ← 75, 117, 125
127. Jednadzˇba pravca ← 125
128. Koeficijent smjera pravca ← 127
129. Odsjecˇak pravca na y-osi ← 108, 127
130. Paralelni pravci ← 25, 36, 75, 99, 105, 128
131. Okomiti pravci ← 24, 34, 75, 99, 105, 128
132. Niz brojeva ← 19, 87, 96
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133. Cˇlanovi niza ← 132
134. Opc´i cˇlan niza ← 132, 133
135. Zadanost niza ← 47, 134
136. Graficˇki prikaz niza ← 117, 132
137. Konacˇan niz ← 55, 133
138. Beskonacˇan niz ← 54, 133
139. N-ta parcijalna suma niza ← 19, 55, 62, 83, 133
140. Aritmeticˇki niz ← 83, 133
141. Geometrijski niz ← 83, 133
142. Konstantni niz ← 89, 132
143. Rastuc´i niz ← 90, 132
144. Padajuc´i niz ← 91, 132
145. Monotoni niz ← 92, 132, 142, 143, 144
146. Omedeni niz ← 95, 132
147. Limes (granicˇna vrijednost) niza ← 13, 54, 55, 84, 85, 113, 133, 136
148. Konvergentan niz ← 147
149. Divergentan niz ← 148
150. Gomiliˇste niza ← 147, 148, 149
151. Podniz ← 19, 56, 90, 132, 133, 136
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152. Red realnih brojeva ← 83, 132, 133
153. N-ti cˇlan reda ← 152
154. K-ta parcijalna suma reda ← 139, 152
155. Niz parcijalnih suma reda ← 154
156. Konvergentan red ← 148, 155
157. Suma reda ← 147, 156
158. Divergentan red ← 156
159. Harmonijski red ← 152
160. Red s pozitivnim cˇlanovima ← 152
161. Minoranta reda ← 84, 160
162. Majoranta reda ← 84, 160
163. Kriterij konvergencije ← 156, 161, 162
164. Apsolutno konvergentan red ← 97, 156
165. Alternirani red ← 98, 152
166. Alternirani harmonijski red ← 159, 165
167. Niz funkcija ← 132
168. N-ti cˇlan niza funkcija ← 133, 167
169. Limes niza funkcija ← 147, 168
170. Konvergentan niz funkcija ← 148, 169
189
Dodatak A. Kurikulne mrezˇe
171. Jednoliko konvergentan niz funkcija ← 170
172. Red funkcija ← 167, 168
173. N-ti cˇlan reda funkcija ← 172
174. K-ta parcijalna suma reda funkcija ← 154, 172, 173
175. Niz parcijalnih suma reda funkcija ← 155, 174
176. Konvergentan red funkcija ← 156, 175
177. Apsolutno konvergentan red funkcija ← 164, 172
178. Jednoliko konvergentan red funkcija ← 171, 175
179. Red potencija ← 172
180. Limes (granicˇna vrijednost) funkcije ← 13, 28, 84, 85, 87, 113, 117
181. Konvergentna funkcija ← 180
182. Divergentna funkcija ← 181
183. Uklijesˇtene funkcije ← 26, 84, 85, 180
184. Vrste limesa ← 54, 55, 180
185. Limes funkcije s lijeva ← 24, 180, 184
186. Limes funkcije s desna ← 24, 180, 184
187. Neprekidnost funkcije u tocˇki ← 180, 181
188. Neprekidnost funkcije na intervalu ←, 19, 187
189. Prirast argumenta funkcije ← 87, 113, 117
190
Dodatak A. Kurikulne mrezˇe
190. Prirast vrijednosti funkcije ← 87, 113, 117
191. Uklonjivi prekid ← 99, 185, 186, 187
192. Prekid prve vrste ← 184, 185, 186, 187
193. Prekid druge vrste ← 184, 185, 186, 187
194. Asimptota funkcije ← 75, 87, 106, 110, 113, 148
195. Vertikalna asimptota ← 85, 127, 184, 185, 186, 194
196. Horizontalna asimptota ← 127, 184, 194
197. Kosa asimptota ← 127, 184, 194
198. Derivacija funkcije u tocˇki ← 87, 180, 187, 189, 190
199. Derivacija funkcije ← 198
200. Sekanta krivulje ← 24, 75, 87, 117, 127, 128
201. Tangenta krivulje ← 198, 200
202. Normala krivulje ← 131, 201
203. Derivacija s lijeva ← 185, 198
204. Derivacija s desna ← 186, 198
205. Pravila deriviranja ← 56, 57, 58, 83, 89, 198
206. Diferencijal funkcije ← 110, 111, 189, 190, 201
207. Druga derivacija funkcije ← 198
208. N-ta derivacija funkcije ← 207
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209. Neodredeni oblici ← 180, 184, 185, 186
210. L’Hospitalovo pravilo ← 85, 87, 187, 198, 209
211. Monotonost funkcije ← 85, 90, 91, 199
212. Kritine tocˇke funkcije ← 187, 198
213. Lokalni ekstremi funkcije ← 26, 84, 85, 188, 207, 212
214. Globalni ekstremi ← 87, 95
215. Zakrivljenost funkcije ← 84, 85, 207
216. Tocˇka pregiba ← 215
217. Tok funkcije← 87, 88, 117, 118, 122, 123, 124, 195, 196, 197, 210, 211, 213, 215, 216
218. Primitivna funkcija ← 48, 87, 199, 206
219. Neodredeni integral ← 15, 16, 120, 218
220. Podintegralna funkcija ← 219
221. Odredeni integral ← 85, 87, 219
222. Graficˇka interpretacija odredenog integrala u ravnini← 85, 106, 107, 108, 110, 111, 116,
117, 220
223. Nepravi integral ← 180, 187, 220, 221, 222
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A.4 Fizika za osnovnu sˇkolu
1. Duljina
2. Plosˇtina ← 1
3. Obujam ← 1
4. Masa
5. Gustoc´a ← 3, 4
6. Sila ← 4
7. Koeficijent elasticˇnosti ← 1, 6
8. Gravitacijsko ubrzanje
9. Tezˇina ← 4, 8
10. Koeficijent trenja
11. Sila trenja ← 9, 10
12. Tlak ← 2, 6
13. Hidrostatski tlak ← 1, 5, 8
14. Sila uzgona ← 3, 5, 8
15. Rad ← 1, 6
16. Gravitacijska potencijalna energija ← 1, 4, 8
17. Vrijeme
18. Snaga ← 15, 17
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19. Temperatura
20. Specificˇni toplinski kapacitet
21. Toplina ← 19, 20
22. Naboj
23. Elektricˇna struja ← 17, 18, 21, 22
24. Napon ← 15, 18, 22
25. Elektricˇni otpor ← 23,24
26. Brzina ← 1, 17
27. Akceleracija ← 4, 6, 17, 26
28. Frekvencija ← 4, 6
29. Brzina vala ← 17, 28
30. Zˇariˇsna daljina ← 1
31. Jakost lec´e ← 30
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A.5 Model primarne proizvodnje
1. Fotosinteza
2. Svjetlost ← 1
3. Funkcija svjetlosti ← 2
4. Parametar ← 1, 3
5. Parametrizacija ← 3, 4
6. Iradijanca ← 2, 3
7. Biomasa ← 1, 2, 4, 5, 6
8. Funkcija svjetlosnog zasic´enja ← 1, 2, 3, 4, 5, 7
9. Profil biomase ← 7
10. Trenutna proizvodnja ← 1, 2, 6, 7, 8
11. Suncˇevo zracˇenje ← 1, 2, 3, 6
12. Rasprsˇenje ← 2, 3, 11
13. Apsorpcija ← 2, 3, 11
14. Koeficijent atenuacije ← 12, 13
15. Profil iradijance ← 6, 11, 14
16. Proizvodnja pri dubini ← 1, 2, 10, 11, 14, 15
17. Dnevni hod suncˇevog zracˇenja ← 1, 2, 3, 6, 11
18. Dnevni hod iradijance ← 2, 6, 15
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19. Integral ← 9, 16, 17, 18
20. Dnevna proizvodnja pri dubini ← 1, 2, 6, 7, 11, 19
21. Analiticˇko rjesˇenje integrala← 19
22. Numericˇko rjesˇenje integrala ← 19
23. Dnevna proizvodnja vodenog stupca ← 1, 2, 9, 18, 19, 20
24. Mijesˇanje ← 7
25. Uniformni profil biomase ← 1, 9, 24
26. Analiticˇko rjesˇenje za proizvodnju vodenog stupca ← 21, 23, 25
27. Numericˇko rjesˇenje za proizvodnju vodenog stupca ← 9, 22, 23, 26
28. Primarna proizvodnja ← 1, 2, 6, 7, 9, 14, 17, 18, 23
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A.6 Obrada podataka
1. Podatak
2. Unos s tipkovnice ← 1
3. Drugi oblici unosa ← 1
4. Ispis na zaslonu ← 1, 2, 3
5. Broj ← 1, 2, 3, 4
6. Cijeli broj ← 1, 2, 3, 4, 5
7. Decimalni broj ← 1, 2, 3, 4, 5
8. Zbrajanje ← 1, 4, 5, 6, 7
9. Oduzimanje ← 1, 4, 5, 6, 7, 8
10. Mnozˇenje ← 1, 4, 5, 6, 7, 8
11. Dijeljenje ← 1, 4, 5, 6, 7, 8
12. Cjelobrojno dijeljenje ← 1, 4, 5, 6, 7, 11
13. Ostatak pri dijeljenju ← 1, 5, 6, 7, 11, 12
14. Potenciranje ← 1, 5, 6, 7, 10
15. Zaokruzˇivanje ← 1, 5, 7
16. String ← 1, 2, 3, 4
17. Komadanje ← 16
18. Podstring ← 16, 17
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19. Konkatenacija ← 16, 17, 18
20. Invertiranje ← 16, 18
21. Kapitalizacija ← 16
22. Mjerenje ← 16, 17, 18, 19
23. Uviˇsestrucˇenje ← 16, 18, 19
24. Pretrazˇivanje ← 16
25. Postojanje podstringa ← 16, 17, 18
26. Pozicija podstringa ← 16, 17, 18, 24, 25
27. Broj ponavljanja podstringa ← 16, 17, 18, 25
28. Niz ← 1, 2, 3, 4, 5, 6, 7, 16
29. Dodavanje elementa u niz ← 5, 6, 7, 16, 28
30. Brisanje elementa iz niza ← 5, 6, 7, 16, 28, 29
31. Zamjena elemenata u nizu ← 5, 6, 7, 28
32. Dohvac´anje elementa iz niza ← 5, 6, 7, 28
33. Varijabla ← 1, 2, 3, 4, 5, 16, 28
34. Datoteka ← 3, 33
35. Otvaranje datoteke ← 34
36. Zatvaranje datoteke ← 34, 35
37. Upis u datoteku ← 34, 35, 36
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38. Cˇitanje iz datoteke ← 34, 35, 36, 37
39. Petlja
40. Siguran ulazak u petlju ← 39
41. Potencijalni ulazak u petlju ← 39, 40
42. Poznati broj ponavljanja ← 39
43. Nepoznati broj ponavljanja ← 39
44. Grananje
45. Viˇsestruko grananje ← 44
46. Prisilan izlazak iz tekuc´eg kruga ← 39, 43
47. Prisilan izlazak iz petlje ← 39, 43, 44
48. Ulazni parametar ← 1, 2, 3, 34
49. Izlazni parametar ← 1, 2, 3, 4, 34, 48
50. Adresa parametra ← 1, 2, 3, 34
51. Vrijednost parametra ← 1, 2, 3, 34
52. Rekurzija ← 39, 40, 41, 42, 44, 48, 49
53. Funkcija ← 39, 40, 41, 42, 44, 48, 49, 52
54. Obrada podataka ← 1, 2, 3, 4, 5, 6, 7, 16, 18, 28, 33, 34
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Dodatak B
Algoritmi
B.1 Algoritam za optimalnu ekspoziciju
Listing B.1.1: Algoritam.h
typedef struct Vector{
short s t a r t ;
short end ;
}Vector ;
typedef struct ArrVector {
Vector∗ v ;
short s i z e ;
unsigned int S ;
}ArrVector ;
typedef struct Point {
short pNum[ 2 5 6 ] ;
short pDi f f [ 2 5 6 ] ;
short usedS ize ;
unsigned int Smin ;
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}Point ;
Point Points ;
int callNumber ;
short changed ;
ArrVector∗ ReadFile ( char∗ f i l ename ) ;
ArrVector∗ Dupl icateArr ( ArrVector∗ arrVector ) ;
void f r eeArrVector ( ArrVector∗ arrVector ) ;
void WriteArrVector (char∗ f i l ename , ArrVector∗ arrVector ) ;
int Calcu la t e S ( ArrVector∗ arrVector ) ;
int i sGoa l ( ArrVector∗ arrVector ) ;
int tryChange ( ArrVector∗ arrVector ) ;
int Search ( ArrVector ∗problem ) ;
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Listing B.1.2: Algoritam.c
#include ” Algoritam . h”
#include <s t d i o . h>
#include <s t d l i b . h>
#include < l i m i t s . h>
ArrVector ∗ ReadFile ( char ∗ f i l ename )
{
FILE∗ fp ;
ArrVector∗ r e z = ( ArrVector ∗) mal loc ( s izeof ( ArrVector ) ) ;
fp = fopen ( f i l ename , ” r t ” ) ;
f s c a n f ( fp , ”%hi %hi ” , &rez−>s i z e , &Points . usedS ize ) ;
rez−>v = ( Vector ∗) mal loc ( s izeof ( Vector ) ∗ rez−>s i z e ) ;
for ( int i= 0 ; ! f e o f ( fp ) ; i++)
{
f s c a n f ( fp , ” %hi %hi ” , &rez−>v [ i ] . s t a r t , &rez−>v [ i ] . end ) ;
}
f c l o s e ( fp ) ;
Points . Smin = SHRT MAX;
for ( int i = 0 ; i < Points . usedS ize ; i++)
{ Points .pNum[ i ] = i + 1 ;}
return r e z ;
}
ArrVector∗ Dupl icateArr ( ArrVector ∗ ar r )
{
ArrVector∗ r e z = ( ArrVector ∗) mal loc ( s izeof ( ArrVector ) ) ;
rez−>v = ( Vector ∗) mal loc ( s izeof ( Vector ) ∗ arr−>s i z e ) ;
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rez−>s i z e = arr−>s i z e ;
rez−>S = arr−>S ;
for ( int i = 0 ; i < arr−>s i z e ; i++)
{
rez−>v [ i ] . s t a r t = arr−>v [ i ] . s t a r t ;
rez−>v [ i ] . end = arr−>v [ i ] . end ;
}
return r e z ;
}
void f r eeArrVector ( ArrVector ∗ ar r )
{
f r e e ( arr−>v ) ;
f r e e ( a r r ) ;
}
void WriteArrVector (char ∗ f i l ename , ArrVector∗ ar r )
{
FILE∗ fp ;
fp = fopen ( f i l ename , ”w” ) ;
f p r i n t f ( fp , ”%hi %hi \n” , arr−>s i z e , Points . usedS ize ) ;
for ( int i = 0 ; i < arr−>s i z e ; i++)
{
f p r i n t f ( fp , ”%hi %hi \n” , arr−>v [ i ] . s t a r t , arr−>v [ i ] . end ) ;
}
f c l o s e ( fp ) ;
}
int Calcu la t e S ( ArrVector ∗ ar r )
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{
int S = 0 ;
for ( int i = 0 ; i < arr−>s i z e ; i++)
{
S += ( arr−>v [ i ] . end − arr−>v [ i ] . s t a r t ) ;
}
return S ;
}
int i sGoa l ( ArrVector ∗ ar r )
{
i f ( arr−>S < Points . Smin )
{
Points . Smin = arr−>S ;
return 1 ;
} else
return 0 ;
}
int tryChange ( ArrVector∗ ar r )
{
for ( int i = 0 ; i < arr−>s i z e ; i++)
{
arr−>v [ i ] . s t a r t = Points . pDi f f [ arr−>v [ i ] . s t a r t − 1 ] ;
arr−>v [ i ] . end = Points . pDi f f [ arr−>v [ i ] . end − 1 ] ;
i f ( arr−>v [ i ] . s t a r t >= arr−>v [ i ] . end )
return 0 ;
}
arr−>S = Calcu la t e S ( a r r ) ;
return 1 ;
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}
int Search ( ArrVector∗ problem )
{ for ( int as = 0 ; as < Points . usedS ize − 1 ; as++)
{ for ( int bs = as + 1 ; bs < Points . usedS ize ; bs++)
{ for ( int be = bs + 1 ; be <= Points . usedS ize ; be++)
{ ArrVector∗ s o l u t i o n ;
s o l u t i o n = Dupl icateArr ( problem ) ;
int i = 0 ;
while ( i < Points . usedS ize )
{ i f ( i < as )
{ Points . pDi f f [ i ++] = Points .pNum[ i ] ; }
else i f ( i >= as && i < be )
{ int j = bs ;
while ( j < be )
{ Points . pDi f f [ i ++] = Points .pNum[ j ++]; }
int k = as ;
while ( k < bs )
{ Points . pDi f f [ i ++] = Points .pNum[ k++];}
}
else
{ Points . pDi f f [ i ++] = Points .pNum[ i ] ; }
}
i f ( tryChange ( s o l u t i o n ) )
{ i f ( i sGoa l ( s o l u t i o n ) )
{WriteArrVector ( ” Zadaci / Test . txt ” , s o l u t i o n ) ;
p r i n t f ( ”S : %d\n ” , s o lu t i on−>S ) ;
changed++;
}
f r eeArrVector ( s o l u t i o n ) ;
}
else
f r eeArrVector ( s o l u t i o n ) ;
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}
}
return 0 ;
}
Listing B.1.3: Main.c
#include <s t d i o . h>
#include <s t d l i b . h>
#include ” Algoritam . h”
void main ( )
{
changed = 1 ;
while ( changed )
{
changed = 0 ;
ArrVector∗ t e s t = ReadFile ( ” Zadaci / Test . txt ” ) ;
t e s t−>S = Calcu la t e S ( t e s t ) ;
p r i n t f ( ” Current S min : %d\n\n” , t e s t−>S ) ;
Points . Smin = tes t−>S ;
Search ( t e s t ) ;
p r i n t f ( ”\n−−−END OF STAGE−−−\n” ) ;
f r eeArrVector ( t e s t ) ;
}
p r i n t f ( ”\n−−−−−END OF SEARCH−−−−−\n” ) ;
}
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B.2 OLPAm+
Listing B.2.1: Point.cs
using System ;
using System . C o l l e c t i o n s . Generic ;
using System . Linq ;
using System . Text ;
using System . Threading . Tasks ;
namespace GLPAm
{
class Point
{
public int id { get ; s e t ; }
public int l a b e l { get ; s e t ; }
public int inDeg { get ; s e t ; }
public int outDeg { get ; s e t ; }
public List<int> inN = new List<int>() ;
public List<int> outN = new List<int>() ;
public int inS { get ; s e t ; }
public int outS { get ; s e t ; }
public List<int> usedLabels = new List<int>() ;
}
}
Listing B.2.2: Dq.cs
using System ;
using System . C o l l e c t i o n s . Gener ic ;
using System . Linq ;
using System . Text ;
using System . Threading . Tasks ;
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namespace GLPAm
{
class Dq
{
public decimal value { get ; s e t ; }
public int l a b e l { get ; s e t ; }
}
}
Listing B.2.3: Community.cs
using System ;
using System . C o l l e c t i o n s . Generic ;
using System . Linq ;
using System . Text ;
using System . Threading . Tasks ;
namespace GLPAm
{
class Community
{
public int l a b e l { get ; s e t ; }
public List<int> inC = new List<int>() ;
public List<int> outC = new List<int>() ;
public List<Point> po in t s = new List<Point>() ;
}
}
Listing B.2.4: DeltaQ.cs
using System ;
using System . C o l l e c t i o n s . Gener ic ;
using System . Linq ;
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using System . Text ;
using System . Threading . Tasks ;
namespace GLPAm
{
class DeltaQ
{
public decimal value { get ; s e t ; }
public Community c1 { get ; s e t ; }
public Community c2 { get ; s e t ; }
}
}
Listing B.2.5: Final.cs
using System ;
using System . C o l l e c t i o n s . Gener ic ;
using System . Linq ;
using System . Text ;
using System . Threading . Tasks ;
namespace GLPAm
{
class Fina l
{
public List<Point> po in t s = new List<Point>() ;
public decimal modular ity { get ; s e t ; }
}
}
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Listing B.2.6: MyHeapMember.cs
using System ;
using System . C o l l e c t i o n s . Generic ;
using System . Linq ;
using System . Text ;
using System . Threading . Tasks ;
namespace GLPAm
{
public class MyHeapMember<TData , TValue> where TValue :
IComparable<TValue>, new( ) where TData : new( )
{
public TData Data ;
public TValue Value ;
}
}
Listing B.2.7: MyHeap.cs
using System ;
using System . C o l l e c t i o n s . Gener ic ;
using System . Linq ;
using System . Text ;
using System . Threading . Tasks ;
namespace GLPAm
{
public class MyHeap<TData , TValue> where TValue : IComparable<
TValue>, new( ) where TData : new( )
{
private MyHeapMember<TData , TValue> [ ] a ;
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private int heapSize ;
private int heapLimit ;
private bool isEmpty ;
private int l e f t ( int index ) { return 2 ∗ index ; }
private int r i g h t ( int index ) { return 2 ∗ index + 1 ; }
private int parent ( int index ) { return ( int ) index / 2 ; }
private void downSift ( int index )
{
bool stopFlag = fa l se ;
int l = l e f t ( index ) ;
int r = r i g h t ( index ) ;
int swap ;
MyHeapMember<TData , TValue> temp ;
while ( ! s topFlag )
{
i f ( ( l < heapLimit ) && ( r < heapLimit ) )
{
i f ( a [ l ] . Value . CompareTo( a [ r ] . Value ) < 0)
swap = r ;
else
swap = l ;
}
else i f ( l < heapLimit )
swap = l ;
else
break ;
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i f ( a [ index ] . Value . CompareTo( a [ swap ] . Value ) < 0)
{
temp = a [ index ] ;
a [ index ] = a [ swap ] ;
a [ swap ] = temp ;
index = swap ;
l = l e f t ( index ) ;
r = r i g h t ( index ) ;
}
else
stopFlag = true ;
}
}
private void upS i f t ( int index )
{
bool stopFlag = fa l se ;
int p = parent ( index ) ;
MyHeapMember<TData , TValue> temp ;
while ( ! s topFlag )
{
i f ( ( p > 0) && ( a [ p ] . Value . CompareTo( a [ index ] . Value )
< 0) )
{
temp = a [ index ] ;
a [ index ] = a [ p ] ;
a [ p ] = temp ;
index = p ;
p = parent ( index ) ;
}
else
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stopFlag = true ;
}
}
public MyHeap( int s i z e )
{
heapSize = s i z e ;
heapLimit = 1 ;
a = new MyHeapMember<TData , TValue>[ s i z e + 1 ] ;
isEmpty = true ;
}
public bool HeapIsEmpty ( ) { return isEmpty ; }
public void In s e r t I t em (TData data , TValue value )
{
int index ;
index = heapLimit ;
a [ index ] = new MyHeapMember<TData , TValue>() ;
a [ index ] . Data = data ;
a [ index ] . Value = value ;
heapLimit++;
upS i f t ( index ) ;
isEmpty = fa l se ;
}
public void In s e r t I t em (MyHeapMember<TData , TValue> heapMember
)
{
int index ;
index = heapLimit ;
a [ index ] = heapMember ;
heapLimit++;
213
Dodatak B. Algoritmi
upS i f t ( index ) ;
isEmpty = fa l se ;
}
public MyHeapMember<TData , TValue> ReturnMax ( ) { return a [ 1 ] ;
}
public void RemoveMax( )
{
int smal l = heapLimit − 1 ;
int index = 1 ;
i f ( heapLimit == 2)
{
isEmpty = true ;
heapLimit−−;
}
else
{
a [ index ] = a [ smal l ] ;
heapLimit−−;
downSift ( index ) ;
}
a [ heapLimit ] = null ;
}
}
}
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Listing B.2.8: Program.cs
using System ;
using System . C o l l e c t i o n s . Generic ;
using System . Linq ;
using System . Text ;
using System . Threading . Tasks ;
namespace GLPAm
{
class Program
{
stat ic void Main( string [ ] a rgs )
{
Fina l f i n a l = new Fina l ( ) ;
L i s t<int> column1 = new List<int>() ;
L i s t<int> column2 = new List<int>() ;
int m = 0 ;
ReadFile ( ref column1 , ref column2 , ref m) ;
for ( int i = 1 ; i <= 100 ; i++)
{
decimal modular ity = 0 ;
Lis t<Point> po in t s = new List<Point>() ;
int n = 0 ;
ReadPoints ( ref points , column1 , column2 , ref n) ;
int [ , ] AdMat = new int [ n , n ] ;
decimal [ , ] ModMat = new decimal [ n , n ] ;
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CalculateAdMat ( ref AdMat , column1 , column2 , n) ;
CalculateDegs (AdMat , n , ref po in t s ) ;
CalculateModMat ( ref ModMat, AdMat , po ints , n ,m) ;
GLPAm( ref points , ModMat, n , m, ref modular ity ) ;
i f ( modular ity > f i n a l . modular ity | | i == 1)
{
f i n a l . po in t s . Clear ( ) ;
f i n a l . po in t s . AddRange( po in t s ) ;
f i n a l . modular ity = modular ity ;
}
}
bool ok = Check ( f i n a l . po ints , column1 , column2 ) ;
}
stat ic void ReadFile ( ref List<int> column1 , ref List<int>
column2 , ref int m)
{
string d i r e c t o r y = AppDomain . CurrentDomain . BaseDirectory
+ ”\\Network . txt ” ;
string [ ] l i n e s = System . IO . F i l e . ReadAllLines ( d i r e c t o r y ) ;
int num l ines = 0 ;
foreach ( string l i n e in l i n e s )
{
string [ ] numbers = l i n e . S p l i t ( ’ ’ ) ;
column1 . Add( Int32 . Parse ( numbers [ 0 ] ) ) ;
column2 . Add( Int32 . Parse ( numbers [ 1 ] ) ) ;
num l ines++;
}
m = num lines ;
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}
stat ic void ReadPoints ( ref List<Point> points , L i s t<int>
column1 , Li s t<int> column2 , ref int n)
{
po in t s . Clear ( ) ;
for ( int i = 0 ; i < column1 . Count ; i++)
{
bool conta in s = fa l se ;
foreach ( Point po int in po in t s )
{
i f ( po int . id == column1 [ i ] )
{
conta in s = true ;
}
}
i f ( ! conta in s )
{
Point p = new Point ( ) ;
p . id = column1 [ i ] ;
p . l a b e l = column1 [ i ] ;
p . usedLabels . Add(p . l a b e l ) ;
po in t s . Add(p) ;
}
}
for ( int i = 0 ; i < column2 . Count ; i++)
{
bool conta in s = fa l se ;
foreach ( Point po int in po in t s )
{
i f ( po int . id == column2 [ i ] )
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{
conta in s = true ;
}
}
i f ( ! conta in s )
{
Point p = new Point ( ) ;
p . id = column2 [ i ] ;
p . l a b e l = column2 [ i ] ;
po in t s . Add(p) ;
}
}
for ( int i = 0 ; i < column1 . Count ; i++)
{
int outN = column2 [ i ] ;
foreach ( Point po int in po in t s )
{
i f ( po int . id == column1 [ i ] && ! po int . outN .
Contains ( outN ) )
{
po int . outN . Add( outN ) ;
}
}
}
for ( int i = 0 ; i < column2 . Count ; i++)
{
int inN = column1 [ i ] ;
foreach ( Point po int in po in t s )
{
i f ( po int . id == column2 [ i ] && ! po int . inN . Contains
( inN ) )
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{
po int . inN . Add( inN ) ;
}
}
}
SortPo ints ( po in t s ) ;
n = po in t s . Count ;
}
stat ic void CalculateAdMat ( ref int [ , ] AdMat , L i s t<int>
column1 , Li s t<int> column2 , int n)
{
for ( int k = 0 ; k < column1 . Count ; k++)
{
int i = column1 [ k ] − 1 ;
int j = column2 [ k ] − 1 ;
AdMat [ i , j ] = 1 ;
}
}
stat ic void CalculateDegs ( int [ , ] AdMat , int n , ref List<Point
> po in t s )
{
foreach ( Point p in po in t s )
{
int inDeg = 0 ;
int outDeg = 0 ;
for ( int i = 0 ; i < n ; i++)
{
i f (AdMat [ i , p . id − 1 ] == 1)
{
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inDeg++;
}
}
p . inDeg = inDeg ;
p . inS = inDeg ;
for ( int i = 0 ; i < n ; i++)
{
i f (AdMat [ p . id − 1 , i ] == 1)
{
outDeg++;
}
}
p . outDeg = outDeg ;
p . outS = outDeg ;
}
}
stat ic void CalculateModMat ( ref decimal [ , ] ModMat, int [ , ]
AdMat , L i s t<Point> points , int n , int m)
{
decimal m decimal = m;
for ( int i = 0 ; i < n ; i++)
{
for ( int j = 0 ; j < n ; j++)
{
ModMat [ i , j ] = AdMat [ i , j ] − ( ( po in t s [ j ] . inDeg ∗
po in t s [ i ] . outDeg ) / m decimal ) ;
}
}
}
stat ic void Calcu lateModular i ty ( decimal [ , ] ModMat, L i s t<Point
> points , int n , int m, ref decimal modular ity )
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{
modular ity = 0 ;
for ( int i = 0 ; i < n ; i++)
{
for ( int j = 0 ; j < n ; j++)
{
i f ( po in t s [ i ] . l a b e l == po in t s [ j ] . l a b e l )
{
modular ity = modular ity + ModMat [ po in t s [ i ] . id
− 1 , po in t s [ j ] . id − 1 ] ;
}
}
}
decimal m decimal = m;
modular ity = modular ity / m decimal ;
}
stat ic bool I t e r a t e P o i n t s ( ref List<Point> points , int m,
decimal [ , ] ModMat, int n , bool b i g g e r F i r s t , bool l im i ted ,
bool step , ref decimal modular ity )
{
bool b = true ;
int i t e r a t i o n s = 0 ;
int changes = 0 ;
do
{
i t e r a t i o n s ++;
changes = 0 ;
RandomizePoints ( ref po in t s ) ;
foreach ( Point p in po in t s )
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{
List<int> d i f f e r e n t L a b e l s = new List<int>() ;
L i s t<int> l a b e l s = new List<int>() ;
L i s t<int> l a b e l s I n = new List<int>() ;
L i s t<int> l abe l sOut = new List<int>() ;
for ( int i = 0 ; i < p . inN . Count ; i++)
{
foreach ( Point po i in po in t s )
{
i f ( po i . id == p . inN [ i ] )
{
l a b e l s . Add( poi . l a b e l ) ;
l a b e l s I n . Add( poi . l a b e l ) ;
}
}
}
for ( int i = 0 ; i < p . outN . Count ; i++)
{
foreach ( Point po i in po in t s )
{
i f ( po i . id == p . outN [ i ] )
{
l a b e l s . Add( poi . l a b e l ) ;
l abe l sOut . Add( poi . l a b e l ) ;
}
}
}
i f ( l a b e l s I n . Count > 0 && l a b e l s I n .Max( ) != p .
l a b e l )
{
d i f f e r e n t L a b e l s . Add( l a b e l s I n .Max( ) ) ;
}
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i f ( labe l sOut . Count > 0 && labe l sOut . Min ( ) != p .
l a b e l )
{
d i f f e r e n t L a b e l s . Add( labe l sOut . Min ( ) ) ;
}
List<Dq> Dqs = new List<Dq>() ;
decimal m decimal = m;
foreach ( int dl in d i f f e r e n t L a b e l s )
{
int dj = 0 ;
foreach ( int l in l a b e l s )
{
i f ( l == dl )
{
dj++;
}
}
int inS = 0 ;
int outS = 0 ;
foreach ( Point pp in po in t s )
{
i f (pp . l a b e l == dl )
{
inS = pp . inS ;
outS = pp . outS ;
break ;
}
}
decimal d j dec = dj ;
decimal outDeg dec = p . outDeg ;
decimal inDeg dec = p . inDeg ;
decimal i nS dec = inS ;
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decimal outS dec = outS ;
decimal Dq = dj dec / m decimal − ( ( (
outDeg dec ∗ i nS dec ) + ( inDeg dec ∗
outS dec ) ) / ( m decimal ∗ m decimal ) ) ;
i f ( Dq > 0)
{
Dq Dq = new Dq( ) ;
Dq . va lue = Dq ;
Dq . l a b e l = dl ;
Dqs . Add(Dq) ;
}
}
Dq maxDq = GetMaxDq(Dqs ) ;
i f (maxDq == null )
{
break ;
}
i f (p . usedLabels . Contains (maxDq . l a b e l ) )
{
break ;
}
changes++;
int prev iousLabe l = p . l a b e l ;
int newLabel = maxDq . l a b e l ;
p . l a b e l = 0 ;
int i nSprev ious = 0 ;
int outSprev ious = 0 ;
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int inSnew = 0 ;
int outSnew = 0 ;
foreach ( Point pp in po in t s )
{
i f (pp . l a b e l == prev iousLabe l )
{
i nSprev ious = pp . inS ;
outSprev ious = pp . outS ;
break ;
}
}
foreach ( Point pp in po in t s )
{
i f (pp . l a b e l == newLabel )
{
inSnew = pp . inS ;
outSnew = pp . outS ;
break ;
}
}
p . l a b e l = newLabel ;
p . usedLabels . Add( newLabel ) ;
i nSprev ious = inSprev ious − p . inDeg ;
outSprev ious = outSprev ious − p . outDeg ;
inSnew = inSnew + p . inDeg ;
outSnew = outSnew + p . outDeg ;
foreach ( Point pp in po in t s )
{
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i f (pp . l a b e l == newLabel )
{
pp . inS = inSnew ;
pp . outS = outSnew ;
}
i f (pp . l a b e l == prev iousLabe l )
{
pp . inS = inSprev ious ;
pp . outS = outSprev ious ;
}
}
}
i f ( s tep )
{
Pr intPo int s ( po in t s ) ;
}
Calcu lateModular i ty (ModMat, po ints , n , m, ref
modular ity ) ;
i f ( l i m i t e d )
{
b = changes != 0 && i t e r a t i o n s != n ;
}
else
{
b = changes != 0 ;
}
} while (b) ;
i f ( changes != 0)
{
return fa l se ;
}
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else
{
return true ;
}
}
stat ic void CreateCommunities ( L i s t<Point> points , ref List<
Community> communities )
{
communities . Clear ( ) ;
for ( int i = 0 ; i < po in t s . Count − 1 ; i++)
{
for ( int j = i + 1 ; j < po in t s . Count ; j++)
{
i f ( po in t s [ i ] . l a b e l > po in t s [ j ] . l a b e l )
{
Point temp = po in t s [ i ] ;
po in t s [ i ] = po in t s [ j ] ;
po in t s [ j ] = temp ;
}
}
}
int l a b e l = po in t s [ 0 ] . l a b e l ;
Community c1 = new Community ( ) ;
c1 . l a b e l = po in t s [ 0 ] . l a b e l ;
communities . Add( c1 ) ;
foreach ( Point p in po in t s )
{
i f (p . l a b e l != l a b e l )
{
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Community c = new Community ( ) ;
c . l a b e l = p . l a b e l ;
communities . Add( c ) ;
l a b e l = p . l a b e l ;
}
}
foreach (Community c in communities )
{
foreach ( Point p in po in t s )
{
i f (p . l a b e l == c . l a b e l )
{
c . po in t s . Add(p) ;
}
}
}
foreach (Community c1 in communities )
{
foreach (Community c2 in communities )
{
foreach ( Point p1 in c1 . po in t s )
{
foreach ( Point p2 in c2 . po in t s )
{
i f ( p1 . inN . Contains ( p2 . id ) )
{
i f ( ! c1 . inC . Contains ( c2 . l a b e l ) && c2 .
l a b e l !=c1 . l a b e l )
{
c1 . inC . Add( c2 . l a b e l ) ;
}
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}
i f ( p1 . outN . Contains ( p2 . id ) )
{
i f ( ! c1 . outC . Contains ( c2 . l a b e l ) && c2
. l a b e l != c1 . l a b e l )
{
c1 . outC . Add( c2 . l a b e l ) ;
}
}
}
}
}
}
}
stat ic void GLPAm( ref List<Point> points , decimal [ , ] ModMat,
int n , int m, ref decimal modular ity )
{
List<Community> communities = new List<Community>() ;
int communitiesChanges = 0 ;
do
{
I t e r a t e P o i n t s ( ref points , m, ModMat, n , true , false ,
false , ref modular ity ) ;
CreateCommunities ( po ints , ref communities ) ;
JoinCommunities ( communities , ref points , n , m, ref
communitiesChanges ) ;
} while ( communitiesChanges != 0) ;
}
stat ic void JoinCommunities ( L i s t<Community> communities , ref
List<Point> points , int n , int m, ref int
229
Dodatak B. Algoritmi
communitiesChanges )
{
communitiesChanges = 0 ;
Lis t<DeltaQ> DeltaQs = new List<DeltaQ>() ;
MyHeap<DeltaQ , decimal> DeltaQsHeap = new MyHeap<DeltaQ ,
decimal>(2∗n) ;
foreach (Community c1 in communities )
{
//FIND MAX inC AND MIN outC
int MaxInC = 0 ;
int MinOutC = 0 ;
i f ( c1 . inC . Count > 0)
{
MaxInC = c1 . inC .Max( ) ;
}
i f ( c1 . outC . Count > 0)
{
MinOutC = c1 . outC . Min ( ) ;
}
i f (MaxInC > 0)
{
foreach (Community c2 in communities . Where ( c => c
. l a b e l == MaxInC) )
{
int E = 0 ;
foreach ( Point p1 in c1 . po in t s )
{
foreach ( Point p2 in c2 . po in t s )
{
i f ( p1 . outN . Contains ( p2 . id ) )
{
E++;
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}
}
}
decimal E decimal = E;
decimal m decimal = m;
decimal inS1 = c1 . po in t s [ 0 ] . inS ;
decimal outS1 = c1 . po in t s [ 0 ] . outS ;
decimal inS2 = c2 . po in t s [ 0 ] . inS ;
decimal outS2 = c2 . po in t s [ 0 ] . outS ;
decimal DeltaQ = E decimal / m decimal − ( (
outS1 ∗ inS2 + inS1 ∗ outS2 ) / ( m decimal
∗ m decimal ) ) ;
i f ( DeltaQ > 0)
{
DeltaQ dq = new DeltaQ ( ) ;
dq . va lue = DeltaQ ;
dq . c1 = c1 ;
dq . c2 = c2 ;
DeltaQs . Add( dq ) ;
MyHeapMember<DeltaQ , decimal> HeapMember
= new MyHeapMember<DeltaQ , decimal>() ;
HeapMember . Data = dq ;
HeapMember . Value = dq . va lue ;
DeltaQsHeap . In se r t I t em (HeapMember) ;
}
}
}
i f (MinOutC != 0)
{
foreach (Community c2 in communities . Where ( c => c
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. l a b e l == MinOutC) )
{
int E = 0 ;
foreach ( Point p1 in c1 . po in t s )
{
foreach ( Point p2 in c2 . po in t s )
{
i f ( p1 . outN . Contains ( p2 . id ) )
{
E++;
}
}
}
decimal E decimal = E;
decimal m decimal = m;
decimal inS1 = c1 . po in t s [ 0 ] . inS ;
decimal outS1 = c1 . po in t s [ 0 ] . outS ;
decimal inS2 = c2 . po in t s [ 0 ] . inS ;
decimal outS2 = c2 . po in t s [ 0 ] . outS ;
decimal DeltaQ = E decimal / m decimal − ( (
outS1 ∗ inS2 + inS1 ∗ outS2 ) / ( m decimal
∗ m decimal ) ) ;
i f ( DeltaQ > 0)
{
DeltaQ dq = new DeltaQ ( ) ;
dq . va lue = DeltaQ ;
dq . c1 = c1 ;
dq . c2 = c2 ;
DeltaQs . Add( dq ) ;
MyHeapMember<DeltaQ , decimal> HeapMember
= new MyHeapMember<DeltaQ , decimal>() ;
HeapMember . Data = dq ;
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HeapMember . Value = dq . va lue ;
DeltaQsHeap . In se r t I t em (HeapMember) ;
}
}
}
}
DeltaQ maxDeltaQ = null ;
i f ( DeltaQs . Count > 0)
{
maxDeltaQ = DeltaQsHeap . ReturnMax ( ) . Data ;
}
i f ( maxDeltaQ == null )
{
return ;
}
bool ok = true ;
int labelForC1 = maxDeltaQ . c2 . l a b e l ;
foreach ( int l a b e l in maxDeltaQ . c1 . inC )
{
i f ( l a b e l > labelForC1 )
{
ok = fa l se ;
break ;
}
}
i f ( ok )
{
foreach ( int l a b e l in maxDeltaQ . c1 . outC )
{
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i f ( l a b e l < labelForC1 )
{
ok = fa l se ;
break ;
}
}
}
i f ( ok )
{
communitiesChanges++;
int inSnew = maxDeltaQ . c2 . po in t s [ 0 ] . inS + maxDeltaQ .
c1 . po in t s [ 0 ] . inS ;
int outSnew = maxDeltaQ . c2 . po in t s [ 0 ] . outS + maxDeltaQ
. c1 . po in t s [ 0 ] . outS ;
foreach ( Point p in po in t s )
{
i f (p . l a b e l == maxDeltaQ . c1 . l a b e l )
{
p . l a b e l = labelForC1 ;
}
}
foreach ( Point p in po in t s )
{
i f (p . l a b e l == labelForC1 )
{
p . inS = inSnew ;
p . outS = outSnew ;
}
}
}
else
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{
ok = true ;
int labelForC2 = maxDeltaQ . c1 . l a b e l ;
foreach ( int l a b e l in maxDeltaQ . c2 . inC )
{
i f ( l a b e l > labelForC2 )
{
ok = fa l se ;
break ;
}
}
i f ( ok )
{
foreach ( int l a b e l in maxDeltaQ . c2 . outC )
{
i f ( l a b e l < labelForC2 )
{
ok = fa l se ;
break ;
}
}
}
i f ( ok )
{
communitiesChanges++;
int inSnew = maxDeltaQ . c2 . po in t s [ 0 ] . inS +
maxDeltaQ . c1 . po in t s [ 0 ] . inS ;
int outSnew = maxDeltaQ . c2 . po in t s [ 0 ] . outS +
maxDeltaQ . c1 . po in t s [ 0 ] . outS ;
foreach ( Point p in po in t s )
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{
i f (p . l a b e l == maxDeltaQ . c2 . l a b e l )
{
p . l a b e l = labelForC2 ;
}
}
foreach ( Point p in po in t s )
{
i f (p . l a b e l == labelForC2 )
{
p . inS = inSnew ;
p . outS = outSnew ;
}
}
}
}
}
stat ic bool Check ( Lis t<Point> points , L i s t<int> column1 ,
Li s t<int> column2 )
{
bool ok = true ;
for ( int i = 0 ; i < column1 . Count ; i++)
{
int id1 = column1 [ i ] ;
int id2 = column2 [ i ] ;
int l a b e l 1 = 0 ;
int l a b e l 2 = 0 ;
foreach ( Point p in po in t s )
{
i f (p . id == id1 )
{
l a b e l 1 = p . l a b e l ;
}
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i f (p . id == id2 )
{
l a b e l 2 = p . l a b e l ;
}
}
i f ( l a b e l 1 > l a b e l 2 )
{
ok = fa l se ;
break ;
}
}
i f ( ok )
{
return true ;
}
else
{
return fa l se ;
}
}
stat ic void SortPo ints ( L i s t<Point> po in t s )
{
for ( int i = 0 ; i < po in t s . Count − 1 ; i++)
{
for ( int j = i + 1 ; j < po in t s . Count ; j++)
{
i f ( po in t s [ i ] . id > po in t s [ j ] . id )
{
Point temp = po in t s [ i ] ;
po in t s [ i ] = po in t s [ j ] ;
po in t s [ j ] = temp ;
}
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}
}
}
stat ic void RandomizePoints ( ref List<Point> po in t s )
{
var rnd = new Random( ) ;
po in t s = po in t s . OrderBy ( x => rnd . Next ( ) ) . ToList ( ) ;
}
stat ic Dq GetMaxDq( List<Dq> DQs)
{
i f (DQs . Count == 0)
{
return null ;
}
Dq maxDq = DQs [ 0 ] ;
decimal maxValue = DQs [ 0 ] . va lue ;
foreach (Dq Dq in DQs)
{
i f (Dq . va lue > maxValue )
{
maxValue = Dq. value ;
maxDq = Dq;
}
}
return maxDq ;
}
stat ic DeltaQ GetMaxDeltaQ ( List<DeltaQ> DQs)
{
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i f (DQs . Count == 0)
{
return null ;
}
DeltaQ maxDq = DQs [ 0 ] ;
decimal maxValue = DQs [ 0 ] . va lue ;
foreach ( DeltaQ Dq in DQs)
{
i f (Dq . va lue > maxValue )
{
maxValue = Dq. value ;
maxDq = Dq;
}
}
return maxDq ;
}
stat ic void Wait ( )
{
System . Console . ReadLine ( ) ;
}
stat ic void PrintNM( int n , int m)
{
System . Console . Out . Write ( ”NUMBER OF POINTS = ” + n .
ToString ( ) ) ;
System . Console . Out . Write ( ”\nNUMBER OF CONNECTIONS = ” + m
. ToString ( ) ) ;
}
stat ic void Pr intPo int s ( L i s t<Point> po in t s )
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{
System . Console . Out . Write ( ”\n\nPOINTS:\n” ) ;
System . Console . Out . Write ( ”ID” + ”\ t ” + ”LABEL” + ”\ t ” + ”
INS” + ”\ t ” + ”OUTS” + ”\n” ) ;
foreach ( Point pp in po in t s )
{
System . Console . Out . Write (pp . id . ToString ( ) + ”\ t ” + pp
. l a b e l . ToString ( ) + ”\ t ” + pp . inS . ToString ( ) + ”\ t
” + pp . outS . ToString ( ) + ”\n” ) ;
}
}
stat ic void PrintAdMat ( int [ , ] AdMat , int n)
{
System . Console . Out . Write ( ”\n\nADMAT:\n” ) ;
for ( int i = 0 ; i < n ; i++)
{
for ( int j = 0 ; j < n ; j++)
{
System . Console . Out . Write (AdMat [ i , j ] . ToString ( ) +
” ” ) ;
}
System . Console . Out . Write ( ”\n” ) ;
}
}
stat ic void PrintModMat ( decimal [ , ] ModMat, int n)
{
System . Console . Out . Write ( ”\n\nMODMAT:\n” ) ;
for ( int i = 0 ; i < n ; i++)
{
for ( int j = 0 ; j < n ; j++)
{
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St r ing ModMatString = (ModMat [ i , j ] . ToString ( ) ) ;
i f (ModMat [ i , j ] < 0)
{
i f ( ModMatString . Length > 4)
{
ModMatString = ModMatString . Subst r ing (0 ,
4) ;
System . Console . Out . Write ( ” ” +
ModMatString + ” ” ) ;
}
i f ( ModMatString . Length == 2)
{
System . Console . Out . Write ( ” ” +
ModMatString + ” ” ) ;
}
}
i f (ModMat [ i , j ] == 0)
{
System . Console . Out . Write ( ” 0 ” ) ;
}
i f (ModMat [ i , j ] > 0)
{
i f ( ModMatString . Length > 3)
{
ModMatString = ModMatString . Subst r ing (0 ,
3) ;
System . Console . Out . Write ( ” ” +
ModMatString + ” ” ) ;
}
i f ( ModMatString . Length == 2)
{
System . Console . Out . Write ( ” ” +
ModMatString + ” ” ) ;
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}
}
}
System . Console . Out . Write ( ”\n” ) ;
}
}
stat ic void PrintDegs ( Lis t<Point> points , int n)
{
System . Console . Out . Write ( ”\n\nDEGS:\n” ) ;
for ( int i = 0 ; i < n ; i++)
{
System . Console . Out . Write ( po in t s [ i ] . inDeg . ToString ( ) +
”\ t ” + po in t s [ i ] . outDeg . ToString ( ) + ”\n” ) ;
}
}
}
}
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B.3 AORZ
Listing B.3.1: Point.cs
using System ;
using System . C o l l e c t i o n s . Generic ;
using System . Linq ;
using System . Text ;
using System . Threading . Tasks ;
namespace AZOR
{
class Point
{
public int id { get ; s e t ; }
public int l a b e l { get ; s e t ; }
public int inDeg { get ; s e t ; }
public int outDeg { get ; s e t ; }
}
}
Listing B.3.2: Row.cs
using System ;
using System . C o l l e c t i o n s . Generic ;
using System . Linq ;
using System . Text ;
using System . Threading . Tasks ;
namespace AZOR
{
class Row
{
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public List<Point> po in t s = new List<Point>() ;
public decimal modular ity { get ; s e t ; }
}
}
Listing B.3.3: Iteration.cs
using System ;
using System . C o l l e c t i o n s . Gener ic ;
using System . Linq ;
using System . Text ;
using System . Threading . Tasks ;
namespace AZOR
{
class I t e r a t i o n
{
public int n { get ; s e t ; }
public List<int> best = new List<int>() ;
public List<Row> rows = new List<Row>() ;
}
}
Listing B.3.4: Program.cs
using System ;
using System . C o l l e c t i o n s . Gener ic ;
using System . Linq ;
using System . Text ;
using System . Threading . Tasks ;
namespace AZOR
{
class Program
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{
stat ic void Main( string [ ] a rgs )
{
List<int> column1 = new List<int>() ;
L i s t<int> column2 = new List<int>() ;
int m = 0 ;
int n = 0 ;
Lis t<Point> po in t s = new List<Point>() ;
L i s t<I t e r a t i o n> i t e r a t i o n s = new List<I t e r a t i o n >() ;
decimal modular ity = 0 ;
ReadFile ( ref column1 , ref column2 , ref m) ;
ReadPoints ( ref points , column1 , column2 , ref n) ;
int [ , ] AdMat = new int [ n , n ] ;
decimal [ , ] ModMat = new decimal [ n , n ] ;
CalculateAdMat ( ref AdMat , column1 , column2 ) ;
CalculateDegs (AdMat , n , ref po in t s ) ;
CalculateModMat ( ref ModMat, AdMat , po ints , n , m) ;
I t e r a t i o n i t e r a t i o n 1 = new I t e r a t i o n ( ) ;
i t e r a t i o n 1 . n = n ;
Row row1 = new Row( ) ;
row1 . po in t s = po in t s . ToList ( ) ;
row1 . modular ity = Calcu lateModular i ty (ModMat, po ints , n ,
m) ;
modular ity = row1 . modular ity ;
i t e r a t i o n 1 . rows . Add( row1 ) ;
i t e r a t i o n 1 . bes t . Add(0) ;
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i t e r a t i o n s . Add( i t e r a t i o n 1 ) ;
for ( int i = n − 2 ; i >= 0 ; i−−)
{
I t e r a t i o n i t e r a t i o n = new I t e r a t i o n ( ) ;
i t e r a t i o n . n = i +1;
foreach ( int b in i t e r a t i o n s [ i t e r a t i o n s . Count−1] . bes t
)
{
Row row = i t e r a t i o n s [ i t e r a t i o n s . Count−1] . rows [ b ] ;
i t e r a t i o n . rows . Add( row ) ;
}
foreach (Row r in i t e r a t i o n s [ i t e r a t i o n s . Count−1] . rows
)
{
Row row = new Row( ) ;
foreach ( Point p in r . po in t s )
{
Point pp = new Point ( ) ;
pp . id = p . id ;
pp . l a b e l = p . l a b e l ;
pp . inDeg = p . inDeg ;
pp . outDeg = p . outDeg ;
row . po in t s . Add(pp) ;
}
row . po in t s [ i ] . l a b e l = row . po in t s [ i + 1 ] . l a b e l ;
row . modular ity = Calcu lateModular i ty (ModMat, row .
points , n , m) ;
i t e r a t i o n . rows . Add( row ) ;
}
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foreach (Row r in i t e r a t i o n . rows )
{
i f ( r . modular ity >= modular ity )
{
modular ity = r . modular ity ;
}
}
for ( int j = 0 ; j < i t e r a t i o n . rows . Count ; j++)
{
i f ( i t e r a t i o n . rows [ j ] . modular ity == modular ity )
{
i t e r a t i o n . bes t . Add( j ) ;
}
}
i t e r a t i o n s . Add( i t e r a t i o n ) ;
}
System . Console . Out . Write ( ”\n\nModularity = ” + modular ity
. ToString ( ) ) ;
Wait ( ) ;
foreach (Row r in i t e r a t i o n s [ i t e r a t i o n s . Count − 1 ] . rows )
{
i f ( r . modular ity == modular ity )
{
Pr intPo int s ( r . po in t s ) ;
Wait ( ) ;
}
}
}
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stat ic void ReadFile ( ref List<int> column1 , ref List<int>
column2 , ref int m)
{
string d i r e c t o r y = AppDomain . CurrentDomain . BaseDirectory
+ ”\\Network . txt ” ;
string [ ] l i n e s = System . IO . F i l e . ReadAllLines ( d i r e c t o r y ) ;
int num l ines = 0 ;
foreach ( string l i n e in l i n e s )
{
string [ ] numbers = l i n e . S p l i t ( ’ ’ ) ;
column1 . Add( Int32 . Parse ( numbers [ 0 ] ) ) ;
column2 . Add( Int32 . Parse ( numbers [ 1 ] ) ) ;
num l ines++;
}
m = num lines ;
}
stat ic void ReadPoints ( ref List<Point> points , L i s t<int>
column1 , Li s t<int> column2 , ref int n)
{
po in t s . Clear ( ) ;
for ( int i = 0 ; i < column1 . Count ; i++)
{
bool conta in s = fa l se ;
foreach ( Point po int in po in t s )
{
i f ( po int . id == column1 [ i ] )
{
conta in s = true ;
}
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}
i f ( ! conta in s )
{
Point p = new Point ( ) ;
p . id = column1 [ i ] ;
p . l a b e l = column1 [ i ] ;
po in t s . Add(p) ;
}
}
for ( int i = 0 ; i < column2 . Count ; i++)
{
bool conta in s = fa l se ;
foreach ( Point po int in po in t s )
{
i f ( po int . id == column2 [ i ] )
{
conta in s = true ;
}
}
i f ( ! conta in s )
{
Point p = new Point ( ) ;
p . id = column2 [ i ] ;
p . l a b e l = column2 [ i ] ;
po in t s . Add(p) ;
}
}
SortPo ints ( po in t s ) ;
n = po in t s . Count ;
}
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stat ic void SortPo ints ( L i s t<Point> po in t s )
{
for ( int i = 0 ; i < po in t s . Count − 1 ; i++)
{
for ( int j = i + 1 ; j < po in t s . Count ; j++)
{
i f ( po in t s [ i ] . id > po in t s [ j ] . id )
{
Point temp = po in t s [ i ] ;
po in t s [ i ] = po in t s [ j ] ;
po in t s [ j ] = temp ;
}
}
}
}
stat ic void CalculateAdMat ( ref int [ , ] AdMat , L i s t<int>
column1 , Li s t<int> column2 )
{
for ( int k = 0 ; k < column1 . Count ; k++)
{
int i = column1 [ k ] − 1 ;
int j = column2 [ k ] − 1 ;
AdMat [ i , j ] = 1 ;
}
}
stat ic void CalculateDegs ( int [ , ] AdMat , int n , ref List<Point
> po in t s )
{
foreach ( Point p in po in t s )
{
int inDeg = 0 ;
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int outDeg = 0 ;
for ( int i = 0 ; i < n ; i++)
{
i f (AdMat [ i , p . id − 1 ] == 1)
{
inDeg++;
}
}
p . inDeg = inDeg ;
for ( int i = 0 ; i < n ; i++)
{
i f (AdMat [ p . id − 1 , i ] == 1)
{
outDeg++;
}
}
p . outDeg = outDeg ;
}
}
stat ic void CalculateModMat ( ref decimal [ , ] ModMat, int [ , ]
AdMat , L i s t<Point> points , int n , int m)
{
decimal m decimal = m;
for ( int i = 0 ; i < n ; i++)
{
for ( int j = 0 ; j < n ; j++)
{
ModMat [ i , j ] = AdMat [ i , j ] − ( ( po in t s [ j ] . inDeg ∗
po in t s [ i ] . outDeg ) / m decimal ) ;
}
}
}
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stat ic decimal Calcu lateModular i ty ( decimal [ , ] ModMat, L i s t<
Point> points , int n , int m)
{
decimal modular ity = 0 ;
for ( int i = 0 ; i < n ; i++)
{
for ( int j = 0 ; j < n ; j++)
{
i f ( po in t s [ i ] . l a b e l == po in t s [ j ] . l a b e l )
{
modular ity = modular ity + ModMat [ po in t s [ i ] . id
− 1 , po in t s [ j ] . id − 1 ] ;
}
}
}
decimal m decimal = m;
modular ity = modular ity / m decimal ;
return modular ity ;
}
stat ic void Pr intPo int s ( L i s t<Point> po in t s )
{
foreach ( Point pp in po in t s )
{
System . Console . Out . Write (pp . l a b e l . ToString ( ) + ”\ t ” ) ;
}
System . Console . Out . Write ( ”\n” ) ;
}
stat ic void Wait ( )
{
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System . Console . ReadLine ( ) ;
}
}
}
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