Difference-in-differences (DID) analysis is used widely to estimate the causal effects of health policies and interventions. A critical assumption in DID is ''parallel trends'': that pre-intervention trends in outcomes are the same between treated and comparison groups. To date, little guidance has been available to researchers who wish to use DID when the parallel trends assumption is violated. Using a Monte Carlo simulation experiment, we tested the performance of several estimators (standard DID; DID with propensity score matching; single-group interrupted time-series analysis; and multi-group interrupted time-series analysis) when the parallel trends assumption is violated. Using nationwide data from US hospitals (n ¼ 3737) for seven data periods (four pre-interventions and three post-interventions), we used alternative estimators to evaluate the effect of a placebo intervention on common outcomes in health policy (clinical process quality and 30-day risk-standardized mortality for acute myocardial infarction, heart failure, and pneumonia). Estimator performance was assessed using mean-squared error and estimator coverage. We found that mean-squared error values were considerably lower for the DID estimator with matching than for the standard DID or interrupted time-series analysis models. The DID estimator with matching also had superior performance for estimator coverage. Our findings were robust across all outcomes evaluated.
In this paper, we use a Monte Carlo simulation experiment to evaluate the accuracy of alternative estimators when the parallel trends assumption is violated. In our simulation experiment, we seek to evaluate the effect of an imaginary policy on clinical process quality (adherence with evidence-based guidelines) and 30-day mortality among patients hospitalized in the United States with common medical conditions.
Estimating treatment effects with non-parallel trends
Using Rubin's potential outcome framework, 5 for each individual (i) drawn from a large population, the outcome (Y i ), treatment (T i ), where T i ¼ 1 for those receiving treatment and T i ¼ 0 for those not receiving treatment, and pre-treatment covariates (X i ) are observed. The average treatment effect on the treated (ATT)-the typical quantity of interest in DID analysis-is given by
In typical DID analysis, y 1 is observed if a unit received treatment, y 0 is observed if a unit did not receive treatment, but both are not observed simultaneously for any case. As shown by Wooldridge, 6 the observed outcome for both treated and non-treated groups can be written as These estimators can specify time trends using flexible polynomials, but typically model differential linear trends between treatment and comparison groups. This is the class of estimators that is most commonly applied when researchers are concerned about violations to the parallel trends assumption. [8] [9] [10] [11] [12] [13] [14] [15] [16] When linear trends are specified for this estimator, the counterfactual is that treatment and comparison groups will continue (linearly) on their separate, and different, pre-intervention trends after the program is implemented. We call this relaxation of the parallel trends assumption the ''persistent trends'' assumption.
Attempts to control for differential trends may be problematic for a number of reasons. For instance, regression to the mean may attenuate the post-intervention slope for the group with a stronger pre-intervention trend, particularly trends defined by few pre-intervention periods. 17, 18 Unmeasured covariates related to the differential slope may also give rise to treatment heterogeneity, undermining the common shocks assumption of DID analysis. Mora and Reggio 12 review a number of papers that apply this class of estimator. They propose a more flexible estimator, yet one that nonetheless relies on modeling differential group trends. Over a longer preintervention period and outcomes with high serial correlation, pre-intervention trends may be sufficiently stable to plausibly assume that they would continue absent treatment. Under these circumstances, conditioning on trends and performing DID may reduce bias. On the other hand, if differences in levels between treatment and control groups lead to differences in trends, it is possible that as groups approach a natural limit for an outcome, conditioning on trends may introduce bias into the DID estimation.
An alternative to statistically controlling for non-parallel trends is the use of matching estimators. This approach amounts to choosing a subset of the treatment and comparison groups that have similar preintervention levels or trends. For instance, researchers may choose to match treatment and comparison groups on pre-intervention outcomes and other relevant observables, 19, 20 researchers may also use synthetic control methods, 21 or weighting. 22 These approaches assume that the alternative comparison group can provide a counterfactual for the treatment group, regardless of the specific post-intervention path of either group. Rather than simply making the common shocks assumption, these approaches make a ''common trajectory'' assumption for the post-intervention period. [23] [24] [25] While researchers may match on time-varying or time-invariant covariates-instead of past outcomes-covariate matching may not be sufficient to address bias in health policy research for several reasons. First, health services research relies heavily on administrative databases for analyses. While databases tend to have rich information on covariates (e.g., age, gender, comorbidities, past use of health care services), these covariates are often weakly correlated with outcomes. Similarly, organizational-level covariates (such as hospital size, teaching status, and region) also tend to have weak correlations with study outcomes and generally vary little over time. Matching on a rich set of covariates-strongly correlated with treatment and outcomes-can reduce bias in DID. However, matching on patient factors or hospital factors (time-varying or time-invariant) is typically insufficient to re-introduce parallel trends when the assumption is violated. Instead, matching on past outcomes has greater potential to address estimator bias resulting from violations to parallel trends.
Recent theoretical and simulation research has argued that matching on time-varying covariates or past outcomes in the context of DID has the potential to increase estimator bias. [26] [27] [28] Yet simulation evidence also suggests that DID estimators that match based on a past outcomes can yield lower bias than standard DID, particularly when matching is based on a larger number of pre-intervention periods (between 3 and 30) 27, 28 and outcomes exhibit high serial correlation. 27 As a result, the potential for using matching to reduce bias in DID appears to depend on the research context.
Other options to address non-parallel trends include interrupted time-series analysis (ITSA) 19 models. For instance, the single-group (SG) ITSA is often implemented by specifying linear splines for the treated group around one or more ''knots,'' typically representing a change in policy. 29 Under these models, a preintervention and post-intervention trend in outcome is estimated. The counterfactual is that, absent treatment, the pre-intervention trend would continue linearly into the treatment period (and thus the estimator is the ''difference in trends'' 19 ). Alternatively, the multi-group (MG) ITSA specifies separate pre-and postintervention trends for both treated and comparison groups. The counterfactual is based on the difference between pre-and post-intervention trends for the comparison group (the ''DID in trends'' 19 ). Which of these approaches will provide more accurate point estimates for a given outcome under a given set of circumstances is unclear. This tension is illustrated in Figure 1 . Treated and control units both have positive, but different, pre-intervention trends for the study outcome. In the post-intervention period, the trend for the control group becomes negative, resulting in a post-intervention mean that is identical to the pre-intervention mean. Under these circumstances, different estimators (described below) all provide alternative counterfactuals, only one of which (at most) is correct.
In the current study, we perform a Monte Carlo simulation experiment to better understand the effects of DID specification choices in the context of non-parallel trends. We compare the performance of DID estimators to other common evaluation approaches while making different assumptions about the relationship between preintervention performance and treatment assignment.
Data and quality performance measures
Our simulations used data on hospital-level clinical process performance (i.e., adherence with evidence-based guidelines for inpatient care) (online Figure A1 ) and risk-standardized 30-day mortality for three diagnoses (online Figures A2 to A4 ). For clinical process performance, we constructed a composite measure of processof-care quality from 37 individual measures. The composite is created by using the ''opportunities model,'' which is calculated as the sum of successfully achieved measures divided by the sum of opportunities that practices have to achieve these measures. 30 This quality measure is expressed as a percentage. We also evaluate risk-standardized mortality data for acute myocardial infarction (AMI), congestive heart failure (CHF), and pneumonia.
For all outcomes, we used seven periods of annual data between 2008 and 2014 from Hospital Compare, Medicare's public quality reporting program. 31 For each outcome, we created a balanced panel, excluding hospitals without quality data in each year. This resulted in a sample of 3582 hospitals for clinical process (25,074 observations), 2260 hospitals for AMI mortality (15,820 observations), 3414 hospitals for heart failure mortality (23,898 observations), and 3737 hospitals for pneumonia mortality (26,159 observations). To ensure that all our performance measures were evaluated in common units, we standardized the measure by subtracting the mean (calculated across the entire study period for all hospitals) and dividing by the standard deviation.
Over the observation period, clinical process performance increased (i.e., improved), 30-day AMI mortality decreased (i.e., improved), and 30-day congestive heart failure and pneumonia mortality were relatively flat ( Figure 2 ). 
Simulation
We performed a Monte Carlo simulation experiment to estimate the effect of an imaginary policy on quality. Expanding on the approach developed in Ryan, Burgess, and Dimick, 1 we calculated hospital-level preintervention levels and trends for each outcome. Hospitals' probability of selection to treatment was then based on pre-intervention levels and trends according to the following logistic specification where pre-level and pre-trend are hospitals' standardized (mean 0, standard deviation 1) pre-intervention levels and trends for each study outcome, respectively. The terms e and u are random noise (mean 0, standard deviation 0.5).
Based on randomly assigned values of a 1 (the relationship between pre-intervention levels and the log odds of selection), a 2 (the relationship between pre-intervention trends and the log odds of selection), and e and u (random noise), each hospital receives a probability of selection to treatment. Depending on the values of a 1 and a 2 , preintervention levels of pre-intervention trends may be more important for treatment assignment. While different hospitals will have different selection probabilities, in our base scenario, the selection equation is specified such that we expect 50% of all hospitals to be assigned to treatment and 50% to control. Four hypothetical scenarios, varying with respect to relationship between pre-intervention levels, trends, and selection probability, are shown in Figure 3 . We presumed that treatment occurred in 2012. All hospitals therefore had four observations in the preintervention period and three in the post-intervention periods. After hospitals were assigned to treatment, we assumed a treatment effect of 0, occuring over the course of the post-intervention period. We then Figure 3 . Illustration of pre-intervention levels and trends for heart failure mortality and selection probabilities under alternative selection scenarios. Note: The x-axis shows hospitals' pre-intervention trends (for heart failure mortality); the y-axis shows the probability that a hospital would be selected for treatment given the assignment parameters (a 1 and a 2 ) in equation (8) . estimated treatment effects using a variety of estimators (see below). The goal of a given estimator was to estimate an effect of 0. For each estimator, standard errors were calculated to be robust to hospital-level heteroskedasticity.
We ran 10,000 simulations. After each iteration, we captured the mean-squared error (MSE) and coverage across the entire post-intervention period for each estimator. Coverage is equal to 1 if the true program effect (in our case 0) is contained within the confidence interval of the estimate, and 0 otherwise.
To assess how pre-intervention levels and trends affected estimator performance, we regressed MSE and coverage on differences in pre-intervention levels and trends. We then used postestimation margins to calculate MSE and coverage at different moments in the distribution of pre-intervention levels and trends. Our main results show estimator performance for four different combinations of values for pre-intervention levels and trends; (1) overall (unconditional on specific values of pre-intervention levels and trends); (2) when the absolute difference between pre-intervention trends is set to 0; (3) when the absolute difference between pre-intervention trends is set to 0.2 standard deviations of the outcome; and (4) when the absolute difference between pre-intervention trends is set to 0.4 standard deviations of the outcome (Tables 2 and 3 ).
Estimators
We used several estimators to estimate the treatment effect for hospital j at time t. The standard DID model was estimated as
where the treatment effect is identified by the parameter . We also estimated equation (9) among a matched set of hospitals. The only variable used for matching was preintervention levels of the outcome in each of the pre-intervention periods (t À 1, t À 2, t À 3, and t À 4). Matching was performed using propensity scores (1:1 with replacement, enforcing common support and calipers of 0.01). 32 The matching procedure was implemented in Stata using the user-written command PSMATCH2. 33 The third specification is the single-group interrupted time-series analysis (SG-ITSA) design in which effects were estimated for only the group that was exposed to treatment. This estimator uses only data from treated group. We implemented this estimator using linear regression
where the treatment effect is the average marginal effect of post t @ ðy, timeÞ @post
The fourth specification is the multi-group interrupted time-series analysis (MG-ITSA) design. By including treatment and comparison groups while modeling linear trends, this estimator combines features of the DID and ITSA estimator
where the treatment effect is identified by the parameter .
Analysis
After the estimators were computed across the 10,000 simulation iterations, we evaluated their performance using two measures: MSE and coverage. We also tested the performance of the estimators when treatment and comparison groups differed with respect to pre-intervention levels and trends. We captured this value using absolute differences in pre-intervention trends (W trend pre, treat À trend pre, control W ). To evaluate how differences in pre-intervention levels and trends affected estimated performance, we used data from our simulation output to estimate the following generalized linear models (GLM) at the level of the simulation iteration (i)
where Y is one of our two measures of estimator performance (MSE or coverage). For the MSE models, we estimated GLM models with a log link (to account for bounding at 0 and the right skew). For the coverage models, we estimated GLM models with a logit link from the binomial family (to account for bounding between 0 and 1). We then used post-estimation to generate predictions of MSE and coverage values at the different values of the difference in pre-intervention trends (0, 0.2 standard deviations y , and 0.4 standard deviations y ). Table 1 shows descriptive statistics for the study outcomes among all eligible hospitals. Pre-intervention levels and trends differed substantially across the study outcomes. Reliability -evaluating the ratio between within-hospital variation to total variation 34 -was very high for each measure. Table 2 shows MSE values across estimators, outcomes, and differences in pre-intervention trends under our base case simulation. It shows that MSE values were considerably lower for the DID estimator with matching than for the other study estimators. For instance, for 30-day AMI mortality, overall MSE values were 0.082 standard deviations of the outcome (sd y ) for the standard DID estimator, 0.002 sd y for the matching DID estimator, 0.087 sd y for the SG-ITSA estimator, and 0.096 for the MG-ITSA estimator. As the difference in pre-intervention trends increased, MSE values increased for all estimators. However, this increase in MSE was relatively small for the DID matching estimator (MSE increasing from 0.001 sd y with no differences in pre-intervention trends to 0.003 sd y with a difference in pre-intervention trends of 0.4 sd y ) and much larger for other estimators, such as the standard DID (MSE increasing from 0.049 sd y with no differences in pre-intervention trends to 0.160 sd y with a difference in pre-intervention trends of 0.4 sd y ). These findings were robust across the three outcomes assessed. Table 3 shows estimator performance for the coverage outcome. Patterns of results are similar to those observed for MSE. Coverage is decreasing in the difference in pre-intervention trends and the DID estimator with matching has the best performance, greatly outperforming the other approaches. For instance, overall for 30-day AMI mortality, coverage values were 0.138 for the standard DID estimator, 0.90 for the matching DID estimator, 0.193 for the SG-ITSA estimator, and 0.233 for the MG-ITSA estimator. With differences of pre-intervention trends of 0.4 sd y for 30-day AMI mortality, coverage values were 0.070 for the standard DID estimator, 0.815 for the matching DID estimator, 0.005 for the SG-ITSA estimator, and 0.017 for the MG-ITSA estimator.
Results
To further understand the reasons for variation in estimator performance, we plotted the relationship between pre-intervention levels, trends, and estimator performance. We identified simulation iterations in which a given estimator generated an estimate with a very low MSE value (MSE .01 sd y ) or very high MSE value (MSE > 0.20 sd y ) for each study outcome (Figures 4 to 7) . This analysis shows that estimates from the DID estimator with matching were largely invariant to pre-intervention differences in levels and trends. For the standard DID estimator, differences in trends led to larger errors when they were inversely correlated with differences in levels (e.g., a positive difference in trends and a negative difference in levels). The opposite tended to be true for the SG-ITSA and MG-ITSA estimators, where differences in pre-intervention trends led to larger Note: Results are from 10,000 simulation iterations. Coverage is equal to 1 if the true program effect (in our case 0) is contained within the confidence interval of the estimate, and 0 otherwise. DID: difference-in-differences; sd: standard deviation; SG-ITSA: single group interrupted time-series analysis; MG-ITSA: multi-group interrupted time-series analysis; AMI: acute myocardial infarction.
errors when they were positively correlated with differences in pre-intervention levels. In the case for which the preintervention treatment trend is more negative than the comparison trend, the intuition behind this pattern of results is as follows: when we use linear trends (in the ITSA models), the assumed counterfactual is lower than it should be (leading to positive errors); when we use the standard DID, the assumed counterfactual is higher than it should be (leading to negative errors).
Discussion
Our analysis examined the performance of DID estimators in the context of violations to the parallel trends assumption. Our findings support two main practical conclusions for DID analysis in the context of non-parallel pre-intervention trends: (1) the DID estimator with matching has much lower MSE and acceptable coverage, compared to standard DID or ITSA estimators (coverage for which, in particular, is extremely low and never close to the nominal 95%) and (2) the DID estimator with matching is least sensitive to deviations from the parallel trends assumption. These findings were robust across the commonly used health policy outcomes evaluated in this study (clinical process performance and 30-day risk-standardized mortality). These results extend our previous work 1 by considering different data generating processes, additional outcomes, and different approaches toward accounting for non-parallel trends. Our results also provide some bounds to understand the conditions under which the DID matching estimator outperforms the other estimators considered in this study.
An interesting question that emerges from our analysis is why the estimators that modeled group-specific trends performed so poorly? We found that these estimators were very sensitive to differences in pre-intervention trends between treatment and comparison groups-these estimators fared the worst in precisely the circumstances in which they are commonly employed in empirical practice. Our findings can be directly translated to practical advice for researchers when performing DID analysis. In short, if pre-intervention trends are not parallel, or if past outcomes are associated with changes in outcomes, researchers should consider matching estimators for DID analysis. Our findings do not support modeling differential trends in DID analysis in such a context.
Our study has a number of limitations. First, by assuming that the effect of the imaginary policy evaluated in our analysis simulation had no effect, we are also assuming that no major events or external policies affected our study outcomes for US hospitals between 2008 and 2014. While Hospital Value-Based Purchasing was implemented during this period and was structured to improve these outcomes, recent evidence suggests that it did not improve these outcomes. 35 Also, even if an external event occurred during this period and affected the study outcomes, there is no clear rationale why it would differentially affect our inferences about the relative performance of estimators. Second, we did not consider estimator performance for all possible outcomes in health policy. Given evidence that estimator performance varied across these outcomes, performance is also likely to vary across outcomes that we have not considered in our study (such as expenditures). Estimator performance may also vary under different assignment scenarios that we did not consider, such as different ratios of treatment and comparison units, misspecification in the relationship between pre-intervention levels, trends, and program assignment. For instance, because our simulation did not include unobserved confounders between treatment assignment and the study outcomes, conditional independence may hold after matching on the past outcomes. This may not be the case in other applied settings. A general concern with matching is the possibility of limited overlap in the true distribution of preintervention levels and trends, treatment and comparison groups could be matched on noise, rather than signal. In such scenarios, bias from regression to the mean is a concern. 36 Understanding the circumstances under which this may occur is an important consideration for investigators in their own data and a topic for future research. Figure 5 . Mean-squared error values for 30-day AMI mortality outcome for alternative estimators across differences in preintervention levels and trends. Note: y-axis shows the difference in pre-intervention trends (trend pre, treat À trend pre, control ); x-axis shows the difference in pre-intervention levels (level pre, treat À level pre, control) . ''Very low'' MSE defined as MSE .01 sd y ; ''Very high'' MSE defined as MSE > .20 sd y . AMI: acute myocardial infarction. Figure 7 . Mean-squared error values for 30-day pneumonia mortality outcome for alternative estimators across differences in preintervention levels and trends. Note: y-axis shows the difference in pre-intervention trends (trend pre, treat À trend pre, control ); x-axis shows the difference in pre-intervention levels (level pre, treat À level pre, control) . ''Very low'' MSE defined as MSE .01 sd y ; ''Very high'' MSE defined as MSE > .20 sd y . Figure 6 . Mean-squared error values for 30-day heart failure mortality outcome for alternative estimators across differences in preintervention levels and trends. Note: y-axis shows the difference in pre-intervention trends (trend pre, treat À trend pre, control ); x-axis shows the difference in pre-intervention levels (level pre, treat À level pre, control) . ''Very low'' MSE defined as MSE .01 sd y ; ''Very high'' MSE defined as MSE > .20 sd y . CHF: congestive heart failure.
Second, we did not consider the universe of DID estimators (such as triple-difference estimators, 37, 38 lagged dependent variable models, 27 synthetic control and generalized synthetic control models, ITSA matching approaches) 20, 21, 39 and specification choices. We also did not evaluate the performance of estimators across all relevant factors, such as the number of pre-intervention periods and serial correlation of the outcomes. 27 Other matching techniques 40 or weighting techniques may outperform the simple propensity score matching routine that we used in this study. Instead, we focused our study on estimators that are commonly used in applied health policy research. Future research should examine the performance of additional estimators for different data generating processes. Finally, we could have considered other measures of estimator performance (e.g., power), but we felt that MSE and coverage are the two most relevant measures and are adequate to provide a concise overview of performance.
Conclusion
DID analysis is a crucial tool for policy analysis. Our study suggests that specification choices in DID have major effects on estimator bias, particularly when pre-intervention trends are not parallel. In such scenarios, we found that matching on past outcomes can improve inference in DID models. Yet caution should be used when combining matching with DID. Recent research has highlighted the potential for bias when matching, particularly on past outcomes, is combined with DID. [26] [27] [28] The bias, created by matching on noise which leads to mean reversion, appears to be most severe in cases where few pre-intervention periods are used to match and there is high outcome variation and low serial correlation. [26] [27] [28] In the current study, matching was performed using four pre-intervention periods and among outcomes with relatively high serial correlation (as seen by the high reliability of the outcomes). Research from O' Neill et al. found that performance of the DID estimator with matching on past outcomes improved when matching was based on three pre-intervention periods to when matching was performed using 10 and 30 periods. 27 Work from Chabe´-Ferret found that DID with matching outperformed standard DID when matching was performed on past outcomes using three pre-intervention periods. 28 Identifying the specific circumstances under which alternative estimators yield more accurate inference remains a critical topic for future research.
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