Abstract. In this Letter, we report for the first time, the ratio of the O I (135.6 nm)/O I (130.4 nm) absolute emission cross sections from electron-impact dissociative excitation of O2 at 100 eV using facilities located at the University of Colorado, Laboratory for Atmospheric and Space Physics (LASP). The O I (135.6 nm) emission glow produced in the laboratory from the long-lived transition O I g 3 P ← 5 S o was measured in a large collision chamber (1m diameter) with a long focal length (50 cm) electrostatic electron gun. The ratio of the absolute emission cross sections of the O I (135.6 nm) and O I (130.4 nm) features resulting from electronimpact dissociative excitation of O2 at 100 eV was found to be 2.3±0.6. From this ratio, the absolute emission cross section for the O I (135.6 nm) feature at 100 eV electron-impact energy was determined to be (6.4±2.2)×10
Introduction
The fingerprint of atmospheric oxygen on a planet or satellite can be obtained from the far ultraviolet (FUV) airglow spectrum. The atomic oxygen FUV emissions at 135.6 nm and 130.4 nm and visible emission at 630.0 nm from astronomical sources provide valuable (perhaps unique) information on densities, gas dynamics etc. of the atmospheres of these satellites of the outer planets. The presence of the spin-forbidden emissions at 135.6 nm or 630.0 nm indicates the presence of a strong electron excitation source as opposed to the solar fluorescence excitation mechanism possible for O I (130.4 nm). For example, in the Jovian system, the emissions of the O I (135.6 nm) and O I (130.4 nm) multiplets, which are seen as single emission lines in low-resolution spectra and result from the transitions g 3 P ← 5,3 S o , respectively, tend to dominate the aurora particle driven FUV spectrum on Io [Ajello et al., 1992a, b; Clarke et al., 1994] , Europa [Hall et al., 1995 [Hall et al., , 1998 ] and Ganymede [Hall et al., 1998; Feldman et al., 2000] . Even on Earth, the intensity of the FUV spectrum contains 90% atomic oxygen emissions [Torr et al., 1995] .
In the solar system, the O I (130.4 nm) and O I (135.6 nm) emission intensities may contain components from solar fluorescence, direct electron-impact excitation of atomic oxygen and/or electron-impact-induced dissociative excitation of oxygen bearing molecular species such as O2, SO2 and H2O. For the outer planets and their satellites, solar fluorescence as a source of O I (130.4 nm and 135.6 nm) emissions can safely be ruled out based on the weakness of the solar flux at 5 AU and the fact that the ratio of O I (135.6 nm)/O I (130.4 nm) is found to vary between 1 to 3 [Hall et al., 1995 [Hall et al., , 1998 Feldman et al., 2000] . Accurate electronimpact dissociative excitation cross sections of these emission features from oxygen bearing species are therefore of great importance to our understanding of the thin molecular oxygen atmospheres and to the verification that those emissions do indeed arise from electrons impacting on O2 and not on other oxygen-bearing species. On Galilean satellites such as Europa and Ganymede, where the spectra are generated by magnetospheric and ionospheric electrons, the O I (135.6 nm) is often found to be the brightest O I emission feature (with the best signal-to-noise ratio) in their Hubble Space Telescope (HST) observational spectra [Hall et al., 1995 [Hall et al., , 1998 Feldman et al., 2000] . The analysis of the ratio of the intensities of these two features is paramount in determining the parent species (e.g. O, O2, H2O and/or O3) on Ganymede and Europa. Also, for Io's extended atmosphere, SO2 and O are believed to be the major parent species [Wong and Smyth, 2000] .
It is well known that the O I (135.6 nm) feature arises from a long-lived transition with a lifetime of about 180 µs compared to the prompt radiation from the O I (130.4 nm) feature. This long lifetime from the O I (135.6 nm) transition results in the emission cross section being very difficult to measure in the laboratory since a significant portion of the oxygen atoms drifted out of the field of view of the detector before radiating. Ajello [1971] cm 2 at 100 eV with a large uncertainty (∼ 50%). This was the last published attempt for experimentally determining O I (135.6 nm) emission cross section from electron impact.
The large value determined by Wells et al. [1971] for O I (135.6 nm) emission cross section introduces a problem for planetary astronomers since the Wells et al. [1971] data gives the ratio for the O I (135.6 nm )/O I (130.4 nm) to be nearly four whereas the value obtained from the HST observations on the Jovian satellites (Europa and Ganymede; [Hall et al., 1995] ), although highly variable, lie in the range from 1 to 3.
In this Ajello [1971] has shown the total intensities of light produced per unit path length of the electron beam to be proportional to the emission cross section for both allowed and optically forbidden transitions.
Experimental apparatus
The experimental set-up consisted of an electrostatic electron gun, a Faraday cup, two pairs of Helmholtz coils, a large (1.5 m diameter × 2.35 m length) vacuum chamber with a movable detector platform, a gas source and the Cassini Ultraviolet Imaging Spectrograph (UVIS) FUV flight-spare engineering detector. The electron gun was constructed from the two-cylinder lens design (ratio of diameters is two) of Harting and Read [1976] with the lens voltages set to establish a 50 cm focal length with 90 µA beam current at 100 eV. The Faraday cup system, on a smaller scale, has been shown elsewhere [Liu et al., 1995] . The target gas used was research grade purity oxygen (O2) and was introduced into the vacuum chamber through a leak valve.
A description of the Cassini UVIS can be found in McClintock et al. [1993] . In brief, the flight instrument consists of a telescope with an off-axis parabolic mirror, a torroidal grating spectrograph and an array detector. The Cassini UVIS FUV array detector is a two-dimensional array detector (64 [spatial] × 1024 [wavelength] pixels) with a CsI photocathode, which is sensitive to UV photons over the wavelength range 110.0 nm to 190.0 nm. The optical path length to the focusing mirror of the detector was 1.05 m from the electron beam when the UVIS was positioned closest to the beam using the movable platform. The entrance slit width is 75 µ wide, which yields an effective field-of-view in the plane of dispersion of 0.1
• . The 64 spatial pixels were oriented perpendicular to the electron beam and together defined a field of view of 3.6
• . The UVIS was operated in the high-resolution mode ∆λ = 0.275 nm.
In this experiment each column of 64 spatial pixels were co-added so the array detector essentially operated as a 1 × 1024 pixel detector. The operation of the UVIS allows for its entire spectral range to be collected simultaneously and thus the 130.4 nm and 135.6 nm emission lines are always imaged concurrently. The O I (130.4 nm) image appeared on approximately 25 pixels FWHM in the spatial directions since the UVIS telescope is focused for infinity. This focusing aberration did not effect the measurement of the total counts of O I (130.4 nm) or O I (135.6 nm) because of the co-adding of the 64 spatial pixels.
The long lifetime of the O I 5 S o state resulted in a significant portion of these excited atoms drifting out of the 3.6
• FOV of the detector before radiating. To measure all O I (135.6 nm) photons we made use of the movable platform that had 2 linear degrees of freedom (horizontal and vertical) and 2 angular degrees of freedom about each axis. We defined the x-axis as lying parallel to the platform's horizontal motion and the y-axis as being parallel to the vertical motion. The electron beam was positioned so that it was parallel to the x-axis of the platform. The z-axis is perpendicular to this xy-plane and intercepts the electron beam at its midpoint. The two angular degrees of freedom allowed the detector to be rotated about a horizontal axis (tilt) or a vertical axis (azimuth) through the detector. The detector was mounted on this platform to scan a larger portion of the glow region and therefore enabled us to sum the emitted light from the extended glow region. In particular, the platform was rotated (tilted) about the x-axis so that the detector's line of sight ranged from 35 cm below the electron beam to 15 cm above it.
To verify that we had indeed produced a cylindrically symmetric glow of the 135.6 nm emission in the mid-region of the electron beam, the glow was mapped out, both onaxis and off-axis, to ensure the emission intensity did not vary as a function of position. No variation was observed in this region. This is not a problem for the 130.4 nm radiation from the O I 3 S o state which produces a glow region equal in size to the electron beam due to its short lifetime (1.6 ns).
The long trajectory of the electron beam required the use of two pairs of Helmholtz coils to negate the effects of the components of the Earth's magnetic field that were perpendicular to the electron beam. For an electron beam energy of 100 eV, the Earth's magnetic field (on the order of 500 mG) can deflect the electron beam approximately 15 cm in this experiment. A large shield was mounted around the Faraday cup in order to collect any unfocused electrons as well as assist in the tuning of the Helmholtz coils. The electron beam current was 90 µA with 100 nA measured on the outer shield indicating that the beam was well focused and aligned. This was checked visually by passing the electron beam through pure nitrogen gas and observing the visible glow produced along the electron beam path through a Plexiglas port.
The chamber was maintained at a pressure of 7 × 10 −6
Torr (base pressure was 6.6 × 10 −7 Torr) for all runs and was pumped on by an ADP Cryogenics Inc. cryopump. The pressure in the chamber was monitored using an ionization gauge. The raw data was collected over the period of a single day with the integration time for each data point being 60 minutes except for the points at 0 and ±2
• (±2.96 cm) which had integration times of 30 minutes. The collected data for each angle was normalized against time, electron current, chamber pressure and the wavelength sensitivity of the detector. Figure 1 shows the O I (130.4 nm) and O I (135.6 nm) calibrated emission intensities by electron-impact-induced dissociative excitation of O2 as a function of angular displacement. A 100 eV electron beam was passed through a static oxygen gas (O2) and an axially symmetric glow pattern was produced around the electron beam. The spectrum was obtained at a gas temperature of nearly 300 K at a spectral resolution of 0.275 nm FWHM. The emitted photons resulting from a radiative decay of the excited O I 3 S o and O I 5 S o states at 130.4 nm and 135.6 nm, respectively, were detected at 90
Experimental results
• by the Cassini UVIS. The calibration sensitivity of the UVIS at 130.4 nm and 135.6 nm was measured to be the same.
The trapping of resonance radiation can reduce the observed emission rate significantly at high gas pressure. Since the 130.4 nm radiation is resonantly absorbed only by O and not O2, which is the dominant background gas, the gas pressure was maintained sufficiently low during the present measurements (7 × 10 −6 Torr) so that the relative concentration of O was kept small and thus trapping will not be important. Note that the O I (135.6 nm) transition is optically forbidden and therefore will not be resonantly trapped. No correction due to the polarization of radiation was required since radiation resulting from the decay of an S state is unpolarized, which is the case for both 130.4 and 135.6 nm transitions.
The lifetime of the O I 5 S o state is relatively long (∼ 180µs; [Biémont and Zeippen, 1992] ) and atoms can experience a drift on the order of one meter before they undergo radiative decay. As seen from the Fig. 1 , the emission intensity of the O I (130.4 nm) line drops off very rapidly toward zero, while the O I (135.6 nm) emission intensity gradually decreases as the line of sight of the detector is moved above (below) the electron beam due to its long lifetime. Figure 2 shows the integrated emission intensities for the O I (135.6 nm) and O I (130.4 nm) features as a function of linear displacement from the electron beam. The two sets of data were curve-fitted with a spline function and the area under each curve was integrated (after background subtraction and exponential extrapolation) to obtain the total emission intensity for each feature. The integrated intensity ratio of the O I (135.6 nm) to O I (130.4 nm) was found to be 1.11. Note that this value underestimates the total contribution of the O I (135.6 nm) emission because a significant portion of the radiation could not be measured due to the experimental limitation that the excited oxygen atoms collided with the walls of the chamber. To properly estimate the missing radiation we modeled the glow region based on the technique used by Ajello [1971] .
Briefly, we modeled the shape of the glow region based on the lifetime of the O I 5 S o state and the kinetic energy distribution of the oxygen atoms created from the dissociative excitation of O2. Once the distribution of atoms was determined we then determined the emission rate I(p) along the different line of sights, p, from the detector by numerically integrating the volume emission distribution, I135.6(x), along each line of sight,
The observed signal, S, is then found by
where A is the area of the telescope mirror, dΩ(p) is the full field (3.6 is the efficiency of the optical system in count/photons at 135.6 nm. The actual chamber dimensions were used to set the integration limits, and the maximum emission intensity (corresponding to a case when the detector is pointed at the electron beam) was set equal to 1, as was the case for the experimental measured data (see Fig. 2 ). We integrated the area under the curve and obtained a value of 1.29 for the ratio of O I (135.6 nm) to O I (130.4 nm), which is close to the value of 1.11 obtained above. This shows that the integration technique is accurate in reproducing the observed glow pattern. To account for the missing radiation due to collisions with the walls we expanded the glow region so we could determine the total O I (135.6 nm) emission. This yielded a value of 2.3 ± 0.6 for the O I (135.6 nm) /O I (130.4 nm) ratio. The presently measured integrated emission intensity for the O I (130.4 nm) at 100 eV from electron-impact dissociative excitation of O2 was put on an absolute scale by utilizing both the O I (130.4 nm) emission cross section value of 2.1 × 10 −18 cm 2 at 200 eV resulting from electronimpact dissociative excitation of O2 [James et al., 1988] and a new measurement of O I (135.6 nm) excitation function in the 0-600 eV energy range by this group [Kanik et al., 2000] . Then using the ratio of the integrated intensities of the O I (135.6nm) and O I (130.4 nm) features, the absolute emission cross section for the O I (135.6 nm) feature was determined to be (6.4 ± 2.2) × 10 −18 cm 2 . Of note here, the new excitation cross section measurements [Kanik et al., 2000] were carried out at the Jet Propulsion Laboratory using a high-resolution 3-meter UV spectrometer and employing standard techniques described by [Liu et al., 1995] . The O I (130.4 nm) cross section at 100 eV electron-impact energy was found to be 2.83 × 10 −18 cm 2 . The details will be reported in our upcoming publication elsewhere.
