Many researchers have recently focused their e orts on devising e cient algorithms, mainly based on optimization schemes, for learning the weights of recurrent neural networks. Like for feedforward networks however, these learning algorithms may get stuck in local minima during gradient descent, thus discovering sub-optimal solutions. This paper analyzes the problem of optimal learning in recurrent networks by proposing some su cient conditions which guarantee local minima free error surfaces. An example is given which also show the constructive role of the proposed theory in designing networks suitable for solving a given task. Moreover, a formal relationship between recurrent and static feedforward networks is established such that the examples of local minima for feedforward networks already known in the literature can be associated with analogous ones in recurrent networks.
I Introduction
In the last few years many researchers have focused their e orts on recurrent neural networks because of their attracting capability to exhibit dynamic behavior. This is quite a general research topic since these networks, depending on their architecture and weights, can be trained to behave as oscillators (see e.g. : 23] ), as associative memories (e.g. : 1, 24] ), and also as nite automata (e.g. : 8, 10, 16, 31, 32] ). This wide range of behavior is, at the same time, both the strength and the weakness of recurrent networks. They represent a very powerful computational model but, designing proper architectures for a given problem and devising e ective learning procedures is a very challenging task.
This research was partially supported by MURST 40%.
We restrict our attention to the case of recurrent networks used for recognition of sequences of frames 1 and assume that they are supervised without waiting for state relaxation to a xed point. The problem of learning can be stated as the optimization of a particular cost function measuring the distance between the network outputs and the given targets. Because of the commonly high number of parameters, rst-order optimization algorithms are mainly used. This has led many researchers to devise e cient methods for computing the gradient. For the case of fully-recurrent networks, some very interesting algorithms have been proposed in 19, 23, 30, 32, 33] , while more e cient but restrictive algorithms have been devised for the case of networks having self-loop connections only 14, 21, 29] .
A potential problem, which is likely to a ect practical applications, is that the learning process may be seriously plagued by the presence of local minima in the cost function. In general, there is no reason to exclude the presence of stationary points that may also be local minima. Obviously, this does not mean that no learning procedure can e ectively nd optimal solutions, but, if the cost function has many local minima, devising an e ective learning algorithm may become very di cult. The presence of stationary points, and particularly of local minima, is something which a ects more or less any algorithm. On the other hand, for local minima free cost functions, simple gradient descent algorithms allow us to discover optimal solutions with a relatively limited computational burden. This motivates the research on conditions for guaranteeing the absence of local minima in the case of recurrent networks used to classify sequences.
To the best of our knowledge however, in spite of the relevance of the problem, no analyses have been carried out for understanding the problem of local minima in recurrent networks. The aim of this paper is to give some insights on the optimal learning of the weights with recurrent networks and, at the same time, to understand the reasons of commonly reported failures by showing examples of cost functions with local minima.
The analysis we propose leads us to identify two kinds of optimal assumptions guaranteeing local minima free cost function. The rst assumptions involve only the input structure and are likely to hold for many input networks. Although these conditions are hardly met in practice, they give a straightforward indication of the role of the number of inputs for learning in recurrent networks. The second assumptions, referred to as the RNA (Recurrent Network Assumptions) throughout the paper, involve both the network and the learning environment. In the case of symbolic inputs, we show that these conditions are not only useful for testing the presence of local minima, but that they are also useful for the network design. Basically, given a set of sequence/target pairs, the RNA may allow us to choose a network such that the resulting cost function is local minima free. Three examples are given that show how the RNA can be used for simple testing purposes and also for network design. The conditions we propose give some interesting insights on the problem of learning in recurrent networks but, unfortunately, they are only su cient. One may wonder how far these conditions are for being also necessary. We are not able to answer this question exactly, but, on the other hand, we can nd many examples of local minima as long as our conditions do not hold. In particular, using a mapping based on time unfolding 26], we relate the cost function of feedforward networks to that of recurrent networks. As a result, examples of local minima already known in literature for feedforward networks can be mapped to equivalent examples for recurrent networks.
The paper is organized as follows. In the next section, because of the mentioned relationships with learning in feedforward networks, we brie y review the literature on optimal learning for these architectures, while in section III, we introduce a vectorial formulation of learning in recurrent networks which turns out to be useful for understanding the basic results. In section IV, we investigate the optimal learning by only exploiting the input structure, while in the following section, the main result of the paper, that is based on the RNA conditions, is proposed. In section VI, the relationships with local minima in feedforward networks are put forward and, nally, some conclusions are drawn in section VII.
II Optimal learning in the case of feedforward networks
In the case of feedforward networks many analyses on optimal learning were carried out by numerous researchers in the attempt to nd examples of local minima and conditions which imply local minima free error surfaces. The shape of the cost function depends on many parameters which make it di cult to identify their in uence. Quite an interesting distinction concerns the dependence on the choice of the particular cost and squashing function and on the structure of the problem, given in terms of network and learning environment. The rst kind of dependence may give rise to spurious local minima 12, 27] , whereas the second one may give rise to structural local minima 12, 13] . Spurious local minima are independent of the problem to be solved and are due to the error contributions of values beyond the targets in the cost function. Examples of this kind of local minima can be found in 6]. Proper joint choices of cost and squashing functions however, can easily be made to avoid the problem of spurious local minima. For example, the use of the ordinary quadratic cost, the squashing functions, and the asymptotical targets (e.g.: 0,1) 18], or the use of the threshold-LMS cost functions 13, 27] su ces to avoid these local minima.
The structural dependence on networks and data was studied in some cases in order to identify optimal conditions guaranteeing the absence of local minima. A general analysis on this problem can be found in 18], which gives some theoretical conditions ensuring local minima free error surfaces for pyramidal networks 2 .
There have been also attempts to establish more straightforward su cient conditions for guaranteeing the absence of local minima. Roughly speaking the Backpropagation convergence is guaranteed for many input and many hidden unit networks. In 18] the already cited analysis is specialized for the case of linearly separable patterns which is likely to hold in the case of patterns with many coordinates and, therefore, for networks with many inputs. On the other hand, the absence of local minima is guaranteed for networks with one hidden layer and as many hidden units as patterns ( 25, 34] ).
The hypothesis of linearly-separable patterns conveys no constraints on the network architecture and on the number of hidden units. One may argue that in the case of linearly separable patterns, a one-layer network su ces for separating the learning set. However, the relevance of the previous result is due to a clear description of the stationary points of the cost function under that separability assumption. Moreover, unlike the one-layer networks, when the patterns are not linearly separable, a learning algorithm still has a chance to nd the optimal solution. Consequently, we can think of the linearly separable condition as a boundary beyond which troubles are likely to begin for any learning algorithm. In the case of linearly separable patterns, it is also worth mentioning that, as pointed out in 18, 20] , the generalization to new examples is better for networks with a hidden layer than simple one-layer networks. The limitation, of course, is with the condition itself, which can be met in some problems of pattern recognition, but certainly not in general.
Recently, Bianchini et al. have analyzed the problem of optimal learning in radial basis function networks 4]. Under the assumption of patterns separable by hyperspheres, they have proven that the attached cost function is local minima free. Moreover, they have also established some intriguing comparisons with hybrid learning, that is based on a self-organization rst step for learning the weights of locally-tuned processing units and LMS for the output weights.
III A formulation of learning in recurrent networks
In this section, we de ne the formalism adopted throughout the paper and report some general results which will turn out to be useful in the following. The recurrent networks considered in this paper process sequences of inputs beginning from xed initial state. The input vectors are referred to as frames and the sequences of frames are also called tokens. Basically, in order to analyze the experiments performed in recurrent networks, three entities must be de ned: a network N, a learning environment L e (set of data used for learning), and a cost index E.
Network N.
It has a general recurrent architecture. When the network is fed with the frame t of the token l, U(t; l) : = u 1 (t; l); : : :; u m (t; l)] 0 2 R m , we consider:
A(t; l) : = a 1 (t; l); : : :; a n (t; l)] 0 2 R n :
neuron activations, X(t; l) : = x 1 (t; l); : : :; x n (t; l)] 0 2 R n :
neuron outputs.
The activation is given by A(t; l) = VX(t ? 1; l) + WU b (t; l); (2) where V 2 R n;n denotes the neuron weight matrix, W 2 R n;m+1 represents the input weight matrix, and U b (t; l) : = U 0 (t; l); 1] 0 ; 8 t = 1; : : :; T(l), is the input taking into account also an eventual bias term. The component v i;j is the weight of the link from the neuron j to the neuron i, while w i;k is the weight from the external input k to the neuron i. The output of the neuron i is related to the activation as follows:
x i (t; l) = f(a i (t; l)); (3) where f( ) : R ! d; d] is a C 2 bijection with a positive rst derivative. Finally, among the processing units of the network, the output neuron \o" plays the important role of coding the class of the sequences which feed the network. The neuron \n" will be assumed as the output neuron.
Learning Environment L e .
The computational style considered in this paper is that of feeding the network with sequences of frames (tokens) beginning from a given initial state without waiting for state relaxation. Formally, a token S T(l) (l) with l = 1; : : :; L is a sequence of T(l) frames (input vectors): S T(l) (l) :
= fU(t; l) 2 R m ; t = 1; : : :; T(l)g. The number of frames composing a given token \l" is referred to as the token length T(l) T max , being T max = max 1 l L fT(l)g. The activation of each neuron is reset to its initial value after feeding the network with a token. where S T(l) (l) is the input sequence, d(l) is its corresponding target value for the output at T(l), and S L is the token space. According to the previous de nition, the learning environment L e can be partitioned into the following sets:
These sets collect the positive and the negative tokens of the learning environment. (6) and \ 0 " stands for di erentiation with respect to . This threshold-LMS error has been introduced by Sontag and Sussman in 28] . This cost does not penalize outputs \beyond" the target values.
In order to understand the basic results proposed in this paper, some more symbols are needed which allow us to deal with a compact vectorial formulation of the problem. 5. Matrix X f (t) : = X(t; 1); ; X(t; L)] 2 R n;L ; 0 t T max ?1, is called output frame trace. For t T(l) we de ne X(t; l) : = 0.
X :
= X s (1); ; X s (L)] 2 R n;T is called neuron trace. It collects the outputs of all the neurons for the learning environment.
7. Let us de ne y i (t; l) : = @E=@a i (t; l). The y i (t; l) delta-error can be collected in vectorial structures similar to those used for inputs and neuron outputs. Hence, Y s (l) 2 R n;T(l) is called delta token trace, Y f (t) 2 R n;L is referred to as delta frame trace, and Y 2 R n;T is the delta trace.
8. The gradient of cost function E(v i;j ; w k;l ; N; L e ) w.r.t. the weights V and W can be kept in the matrices G W 2 R m+1;n and G V 2 R n;n , respectively. Notice that the transpose of these matrices must be used for weight updating.
Based on these de nitions, the gradient of the cost can be computed as follows.
Gradient Computation
These equations represent a vectorial form of Back-Propagation Through Time (BPTT) gradient computational scheme 30, 33] . The delta-error y i (t; l) can be computed recursively according to the BPTT backward scheme as follows:
; y i (T(l); l) = 0; i = 1; : : :; n ? 1;
These equations turn out to be very useful to analyze the particular problem of learning di erent sequences with supervision placed at the end. The analysis proposed in the following is based on the learning formulation given in this section. In addition, we consider the implicit assumption:
There exists at least one set of weights for which E = 0.
This assumption is somewhat restrictive in practice, but as a theoretical model of many experiments, it seems quite reasonable (for pattern recognition see e.g. : 9, 20] ).
IV On the role of the input structure
In this section we begin by proposing a theoretical analysis whose aim is that of clearly identifying the role of the input structure. This analysis is motivated by the results mentioned for the case of feedforward networks, where the presence of many inputs is likely to limit the problems of convergence due to local minima. We focus the attention on the frame structure regardless of the dynamic relationships among frames within the sequences.
The rst question we address involves the role of the input dimension. The following theorem states a result that gives some useful insights on that question. This condition is hardly met in practice since it requires the adoption of networks with many inputs. In particular, the condition is likely to hold provided that m > T ? 1 . As shown in the Appendix A, the derivation of the theorem does not fully exploit the network structure. The result of this theorem, however, is quite interesting from a theoretical point of view. It establishes that the absence of local minima is strongly related to the number of inputs for each frame. Apart from rank de ciency of the matrix U which is not likely to hold if m > T , the choice of enough inputs guarantees the absence of local minima, no matter what problem we consider 3 . One may wonder if more interesting results can be obtained when assuming some structural properties on the learning environment. Because of the network dynamics, such a structure can either involve the single frames and their sequential relationships. The next theorem gives a result that only involves the frame structure.
Theorem 2 The cost function E(v i;j ; w k;l ; N; L e ) has no local minima if the network N and the learning environment L e satisfy the following hypotheses:
Network.
The matrix V is composed of non-negative weights.
Learning environment.
All the frames of L e are linearly-separable into two classes depending on the token they belong to.
Proof: see the Appendix A. 2 Some remarks are worth mentioning concerning this result.
Network architecture
In practice, the assumption on the v i;j 's sign is not restrictive. As proven in the Appendix B, for the case of symmetric squashing functions, a mapping from a general network with no constraints on weight sign to a network with all non-negative weights is always possible that makes their input-output response equivalent. Notice that no constraint is placed on the w i;j 's sign. Architectures for which these constraints hold have already been shown to be very useful for applications to automatic speech recognition 15].
Learning environment
The assumption of linearly separable frames is certainly more reasonable than that proposed in Theorem 1. Notice however, that only one hyperplane must separate all the frames of di erent classes. Therefore, a comparison with the case of feedforward networks shows that this condition is still quite restrictive, since such a comparison would suggest dealing with linearly separable tokens. For feedforward networks the optimal learning is in fact established for linearly separable patterns 13, 18 ]. An analysis of the proof reported in the Appendix A shows that this result is quite a straightforward implication of the assumed geometrical condition on the frames.
The results given in this section do not provide a very useful bound since they are likely to hold for networks requiring too many inputs for most interesting practical problems. From a theoretical point of view however, these results are remarkable for their clear explanation of the role of the frame dimension and geometrical structure on the shape of the cost. A result that proposes a more interesting bound is given in the next section.
V Optimal learning under the RNA
The analysis of optimal learning in the previous section is based only on the frame structure and does not involve sequential relationships within the sequences. In order to gain some more general and useful results one must be able to exploit the network architecture with its nonlinear dynamics.
In this section we introduce the Recurrent Network Assumptions (RNA) that, unlike the su cient conditions proposed in the previous section, are derived using the BPTT relationship.
Under these new assumptions, the role of the network architecture and the learning environment are considered with their mutual in uence. In order to de ne the RNA conditions we need the further introduction of the following entities.
1. Let N Y 2 R n;Tmax be de ned as follows: 
N Y is referred to as the network unfolding matrix associated with the network N. Since only the output of neuron n is meaningful in order to meet the supervision requirements, the reason of the name, as well as the construction of N Y , can easily be explained by considering the time unfolding of the network for the token of the maximum length.
2. N Y is associated only with the network N and, particularly, only with the neuron connection matrix V. The number of columns of N Y is the maximum token length T max . Each token l : 1 l L of learning environment L e can be associated with a network unfolding matrix. In particular, for each token l the following unfolding matrix can be de ned:
Y s (l) : = (N Y ; T(l)); (10) being () the operator which extracts the last T(l) columns of N Y . As will be shown in the Appendix A, these unfolding matrices are strictly related to the delta token trace matrices Y s (l). 3. From the gradient equation (7), we de ne the gradient contribution matrix for token l:
Notice thatĜ l (i; j) is non-zero if token l contributes to the gradient element G W (i; j). Network.
Output coding.
The supervision is only placed on the neuron n at the end of each token. 5 The simbol \n" represents the operation of set-di erence.
1. The network is fed with non-negative inputs. The hypotheses concerning the network architecture and the output coding are the same as those of Theorem 2 and have already been discussed, whereas the conditions on the learning environment are di erent. The rst assumption involving the input sign is not restrictive at all and can always be met in practice under simple linear translation of all the data. The practical implications of the second condition are more di cult to evaluate directly. However, the analysis of the network unfolding matrix suggests that the decoupling test (condition 2 on learning environment) is likely to succeed for networks having few connections. Obviously, the choice of similar networks requires a sort of prior knowledge on the task to be solved.
We give a couple of examples showing the use of the RNA test for the networks chosen just by following the previous principle. However, no speci c design criteria are given and the RNA act just like a test.
More interestingly, the role of the RNA can go beyond the simple test. A third example is given which shows how the RNA conditions can be used to design the network architecture in order to avoid the presence of local minima. The same design criterion can be extended to a class of analogous problems, while the basic idea is likely to be useful in general.
The examples we propose are based on boolean inputs and, therefore, we can think of the tokens as symbolic strings. However, the boolean assumption is not strictly necessary, since the u j (t; l) values could also be chosen as non-negative real numbers.
Testing the RNA on given problems. If the input alphabet is composed of s symbols, we assume that the symbol s i is coded by the unitary vector e i 2 R s (e i k] = ik ). Using this coding, the network has m=s inputs. Any network having the output neuron n with a self-loop connection (i.e. v n;n > 0) has the associated cost function with no local minima. Hence, we can choose a network with only one neuron. In order to test the RNA conditions, it su ces to prove that G W (d; n) is decoupled w.r.t. C + and C ? (see the previous remark).
The hypothesis v n;n > 0 implies that N Y (n; t) = 1 8 t. If : (16) The corresponding network unfolding matrix N Y has the following row structure: It is quite simple to prove that the RNA conditions on the learning environment hold provided thatt n. Said another way, the optimal learning is guaranteed provided that the discrimination length does not exceed the number of neurons of the network. In order to prove this fact assume thatt n and consider the (n?t+1)?th row ofŶ s (l). Because of the hypothesis made on the number of network neurons this row has non-zero elements only for sequences whose length is greater or equal tot, causingĜ l (1; n ?t + 1) = 1 only for the positive tokens. Hence, (1; n ?t + 1jL e ) = C + .
Remark: Notice that while in Example 1 the process of string classi cation relies on the discrimination of at least one di erent symbol, in the second example the discrimination is based on the opposite assumption of having just one symbol, but di erent duration. To some extent, while Example 1 shows optimal learning based on the symbol discrimination capability, Example 2 shows that optimal learning takes place also in a case where the network needs to capture the sequential nature of the strings. Moreover, it is worth mentioning that the storing capacity is guaranteed only for sequences whose length does not exceed the number of network neurons. This limitation is removed in the next example which also uses the RNA for providing network design criteria. Using the RNA for designing architectures. Example 3 In this example we show how to choose the network architecture to meet the RNA conditions for the following task:
{ Consider the set of the binary tokens for which T(l) = 3p; p = 1; 2; : : :; p max . Classify these strings so that the positive strings are those for which U(t; l) = 0 ; t 6 = 3k ; k = 1; 2; : : :; p max while all the others are negative.
Since the positive strings do not generate the whole Euclidean space for each sequence length it is possible to choose a vector that is orthogonal to these sequences. If we construct Because of the structure of the problem, an unfolding matrix is required in which the columns are repeated with period three. Notice that the previous row suggested for the unfolding matrix meets this requirement. As a design choice, let us assume that the network has a ring structure like in Fig. 1a . In particular, the network is composed of a ring of three neurons containing the output neuron and a single control neuron properly connected to the ring. These design choices lead us to de ne the network unfolding matrix depicted in Fig. 1b . Using the N Y de nition, the connections from the control neuron to each neuron of the ring turn out to be automatically speci ed (see Fig. 1 ). Several experiments were carried out in order to get some comparisons between the network created using the RNA design criteria (RNA network) and some fully-connected networks having one input, n fully-connected hidden neurons, and one output connected to all the hidden units (1?n?1 networks). The following three learning environments were used: 1. all the strings with length 6 (60 negatives -3 positives); 2. all the strings with length 9 (504 negatives -7 positives); 3. 800 randomly generated strings having lengths ranging from 3 to 21 (400 negatives -400 positives).
The performance of each trained network was tested on a set of 4000 randomly generated sequences with a length ranging from 3 to 39 (2000 negatives -2000 positives). The output sign at the end of each sequence was considered for establishing the token class. The experimental results, summarized in Tab. 1 show for each experiment the epochs needed to meet the stopping criterion (E < 0:1) and the number of misclassi ed tokens. Notice that the RNA network exhibits a perfect generalization (0 errors) even when trained with a few examples (learning set 1) and that the convergence behavior is signi cantly better. These experimental results con rm the importance of choosing the \right architecture" for solving a given problem. The design criteria we have proposed are very successful for both speeding up the convergence and improving the generalization since they lead us to choose an architecture tuned to the task and such that the associated cost function is local minima free. The design criteria shown in this example can easily be extended to all the string classi cation tasks where the rule that de nes each class is given on a periodical interval. Moreover, all the proposed examples need only the application of the De nition 2 ; we can deal with more complex tasks using the De nition 3 that requires the execution of the Algorithm 1.
VI Examples of local minima: relationship with feedforward networks
The analyses carried out in the last two sections are mainly devoted to the proposal of some conditions for guaranteeing local minima free cost surfaces. Unfortunately, the conditions we propose are only su cient and one may wonder how close they are to being also necessary. This question becomes particularly relevant with respect to the RNA conditions. A careful check of the Theorem 3's proof (see the Appendix A) shows that the nonlinear structure of the network is taken into account thanks to the use of the BPTT relationship. Moreover, a comparison with the results proposed in 18] suggests that our conclusions are strongly based on the assumption of describing delta trace matrices Y in terms of their sign, which turns out to be dependent on the token's class. In order to go beyond the RNA conditions one must necessarily give, more or less directly, a description of Y in the weight space containing more details than the simple sign of the coordinates. Like for PR2 conditions of feedforward networks 18], because of the nonlinearity of this map, this task looks quite hard.
The experience gained with feedforward networks has shown how examples of local minima can be easily found 5, 6, 12, 18, 27] . One may wonder if these examples can be replicated in the case of recurrent networks.
Let us consider the examples of local minima proposed in 5] and 18], respectively. They involve the well-known XOR-net proposed by Rumelhart et al. in 26] . A simple recurrent network and two associated learning environments can be constructed which give rise to exactly the same cost functions as those of the XOR network. In order to build this mapping we consider tokens composed of two frames only and, according to the theoretical framework proposed in the paper, the supervision at the end of each sequence. The recurrent network 6 We assume that the initial state is zero.
where \j" is used for separating the frames. The recurrent network acts exactly as the associated static feedforward architecture of Fig. (2b) . Moreover, the rst two components in the rst frame represent the static XOR inputs, while the others simulate the biases for hidden and output neurons. The time delays assure the biases acting at the right time. Finally, the supervision is taken only on the second output neuron.
We can also consider the analogous of the XOR5 example proposed in 18] simply adding the token 1 2 1 2 1 0 j0 0 0 1 j ! 0 (20) to (19) . As for feedforward networks one can assess the in uence of the local minima on actual learning of the weights in the two di erent examples. Just one more token makes the problem of learning signi cantly more \di cult".
The method used for mapping the XOR and XOR5 examples to recurrent networks can obviously be generalized to any problem of learning with feedforward networks. As a result, any learning task for feedforward networks can be related to one for recurrent networks fed by tokens composed of two frames having the same associated cost function. It is quite easy to realize that in the case of tokens with T max = 2, since the initial state is null, we need not to constrain the weights of the associated unfolded network, whereas this nice property is lost for tokens with three or more frames. In these cases, the constraints on the weights of di erent layers of the unfolded feedforward network suggest that the probability of nding local minima increases, thus making the problem of learning in recurrent networks more di cult.
VII Conclusions
In this paper we proposed an analysis on the cost surface of recurrent networks which gives a theoretical foundation to widely used optimization algorithms like gradient descent. Obviously, the presence of local minima does not necessarily imply that a learning algorithm will fail in reaching the optimal solution. The art of nonlinear optimization, of course, can certainly o er a wide range of techniques for e ectively dealing also with these problems (e.g. : 7, 2] ). However, we can think of the presence of local minima as a boundary beyond which troubles for any learning algorithm are likely to begin. To the best of our knowledge, the analysis contained in this paper is the rst attempt to prove that, under some assumptions on the network and the learning environment, the cost function has no local minima. The su cient conditions that we establish show how several parameters act to de ne the shape of the cost function. First, Theorem 1 and 2 put forward the role of the input structure in di erent ways. They do not provide a very useful bound, but the message they carry out is theoretically remarkable. It is quite a common belief that frames with many inputs favor the learning process. These theorems give this belief a clear theoretical foundation.
The most relevant result proposed in the paper by Theorem 3 states that, if the RNA hold, then the cost function is local minima free. Unlike the previous theorems, which only involve the frame structure, this result relates the problem of local minima with both the network and the learning environment. Moreover, the dynamic relationships among frames of a given sequence play a crucial role in the RNA. Under the assumption of dealing with symbolic inputs, a couple of examples are given where the RNA test is very straightforward. It turns out that the test is likely to succeed for networks with few connections because of the structure of the network unfolding matrix.
Interestingly, the main consequence of Theorem 3 is that the RNA are not only useful as a test, but that they may be successfully employed for designing the recurrent architecture suitable for a given task. Some criteria for network design have been given by an example that clearly shows the experimental improvements with respect to fully-connected networks. Because of the few connections that derive from following the design scheme, also the generalization to new examples turns out to be better. The design scheme we propose can be extended only to problems with similar structure, but the basic ideas on which it relies are likely to be very useful in general. Basically, for a given task, one can try to optimize the decoupling of sequences of di erent classes on the same gradient coordinate by choosing a proper architecture. What is interesting with the RNA is that they could be conveniently used for generating automatically the network architecture by heuristical search in the network architecture space. The RNA could be useful for de ning decoupling indices acting as heuristical functions in searching algorithms like A 22], widely used in arti cial intelligence. The choice of architectures somewhat tailored to the task to be solved has been shown just by a simple example in this paper, but we believe that the main ideas of the example open the door for more detailed investigations on the problem.
A limitation of the analysis carried out in this paper is that the conditions guaranteeing optimal learning are only su cient. As shown in section VI, simple examples which do not meet our conditions can be found where strongly attracting local minima may cause troubles to the learning process. Interestingly, the problem of local minima in recurrent networks in the case of sequences with two frames is shown to be equivalent to the same problem posed on feedforward networks with one hidden layer. It is easy to realize that the case of sequences with more than two frames is at least as di cult. As a result, any negative conclusions for feedforward networks with one hidden layer are at least as negative for recurrent networks. These results con rm the importance of choosing architectures tailored to the task to be solved. The design criteria based on the RNA can be seen as an attempt to tune the network to the task. Other remarkable attempts are based on prior knowledge (e.g. 15]), on the use of hints (e.g. 17]), and on dynamic network generation (e.g.: 11]).
Finally, it is worth mentioning that some failures reported in nding optimal solutions may not be related to the presence of local minima, but to very at plateaus that may led to numerical errors. For recurrent networks, this problem is even more serious than for feedforward networks, particularly for long sequences, because of the backpropagation through time of the output 
For any stationary point G W = 0 must hold. As a consequence of equation (7), the following relationships hold:
Let us focus on the last term. According to equation (23) 
Assume that the RNA hypotheses hold. We prove that 8 l 2 L e ) E l = 0, where E l is the error associated with token l. Since E^l = 0, we can consider all the tokens collected in (i 0 ; j 0 jL e ) as correctly classi ed, thus reducing the learning environment.
Let us assume by induction on k that the application of Algorithm 1 implies E l = 0 for all the tokens considered up to step k ? 1 . From this assumption it follows that each token l 2 C + ; l 2 (i k ; j k jL e ) was eliminated in a previous execution of step 3 of Algorithm 1 and, therefore, E l = 0. The tokens that e ectively contribute to element G W (i k ; j k ) are only from class C ? . If we impose the condition G W (i k ; j k ) = 0 then we deduce that E l = 0 also for these tokens. Since ? k = + k = ;, 8 l 2 L e ! E l = 0 and, nally E = 0. 2 Appendix B: Reduction to networks with non-negative V weights
Consider the problem of learning de ned by (N ; L e ; E) and assume that there exists a set of optimal weights V o ; W o , where v o i;j may be negative. We can map the network N to a network N e with all non-negative v e i;j weights, using the following algorithm.
Algorithm 2 (Reduction to non-negative V weights) (Fig. (3) De nition 3 The network N 1 is functionally equivalent to the network N 2 if for any input token l x (1) n (t; l) = x (2) n (t; l). Theorem 4 The network N e obtained from N using the Algorithm 2 is functionally equivalent to the network N. Proof: We prove that at each time step t the following relations hold by induction on t: X + (t; l) = X(t; l); X ? (t; l) = ?X(t; l); (30) where X(t; l) is the output vector for network N. This is trivially true for t = 0 because of step 4 of Algorithm 2. Now, let us assume, by induction on t, that the condition holds for step t ? 1 Theorem 4 states that if the problem of learning de ned by (N ; L e ; E) has an optimal solution using a network with no constraints on the sign of the weights, then the same problem can be solved using an equivalent network with matrix V constrained to have non-negative elements.
Said in other words, the existence of a solution for a generic problem of learning (N ; L e ; E) is not restricted by the assumption of non-negative weights for matrix V.
