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Abstract
In this paper we investigate how a small number
of high-level concepts derived for video shots,
such as Sports, Face, Indoor, etc., can be used
effectively for ad hoc search in video material.
We will answer the following questions: 1) Can
we automatically construct concept queries from
ordinary text queries? 2) What is the best way
to combine evidence from single concept detec-
tors into final search results? We evaluated algo-
rithms for automatic concept query formulation
using WordNet based concept extraction, and we
evaluated algorithms for fast, on-line combina-
tion of concepts. Experimental results on data
from the TREC Video 2005 workshop and 25
test users show the following. 1) Automatic
query formulation through WordNet based con-
cept extraction can achieve comparable results to
user created query concepts and 2) Combination
methods that take neighboring shots into account
outperform more simple combination methods.
1 Introduction
Bridging the semantic gap is a key problem in multime-
dia information retrieval [Sebe, 2003]. This gap exists be-
tween the well understood extraction methods of low level
features from media files (e.g. color histograms or audio
signals) and the high level concepts users express their in-
formation needs with (e.g. Find me pictures of a sunrise).
This problem applies especially to video retrieval where
the detection of the semantic concepts has become a re-
search focus in recent years [Naphade and Smith, 2004].
This paper investigates the problem of identifying the rele-
vant concepts given the user’s text query, and it investigates
how multiple concepts need to be combined to retrieve the
best video shots on data from the TREC video (TRECVID)
search task of 2005.
The goal of the TRECVID search task is the retrieval
of video shots which are relevant to the user. We adopt the
definition of a semantic concept from Snoek at al. [Snoek et
al., 2006b] where a concept is defined as something which
must appear clearly in the static key frame of the video
shot to return. Thus the expression does not cover concepts
which are only represented in the audio content or more
abstract concepts such as World Peace.
The generally used approach to detect concepts in video
data is to train several so called detectors through positive
and negative examples in order to recognize the appearance
of a concept. The problem of how to determine the set of
required detectors applies even for limited domains. The
most commonly used metaphor for this problem is to de-
fine an infinite semantic space. The objective is to create
detectors for a certain set of concepts which should allow to
answer all possible queries [Naphade et al., 2005]. Besides
the issue of selecting appropriate concepts for a particular
domain, another question is how to handle requests for con-
cepts which are not directly present in the set of available
concepts or require the usage of more then one concept.
For example, a user might search for Condoleezza Rice but
the search system only has the concepts Face and Women
available. Due to the lack of knowledge about the structure
of the semantic space, it is not an option to simply increase
the number of detectors up to the point where all requested
concepts are covered. Thus, some concepts have to be ex-
pressed as a combination of concepts for which detectors
exist. This problem has not been satisfactory addressed
yet [Snoek et al., 2006a].
Users searching an image or video collection cannot be
expected to know the concepts that have been used in the
concept detection step. User queries usually either consist
of a few keywords (e.g. Beach) or more elaborate natu-
ral language requests (e.g. Find me pictures of a beach
with people.). In the best case the query contains one or
more of the concept names and syntactic matching is suffi-
cient, however often this will not be the case (for instance,
in TRECVID available concepts include Outdoor, Water-
scape and People but not beach). Hence, the first task is
the extraction of the concepts underlying the queries. The
query concepts and the concepts available for the collec-
tion are then matched and a ranking of relevant concepts is
derived that shall resemble the information need expressed
in the query as closely as possible . When viewing the rel-
evant concepts analogously to relevant documents in the
information retrieval setting, the quality of concept extrac-
tion can be evaluated with information retrieval methods.
In order to create relevance judgments we performed a user
study and evaluated our automatic concept query formula-
tion algorithms against the queries formulated by the users.
This has the advantage that automatic query formulation
can be evaluated independently.
In previous work [Aly et al., 2007], we evaluated ap-
proaches to combing two concepts to form a new composite
concept. In this paper we extend this work to the combina-
tion of more than two concepts. Prior to this we introduce
a framework of formulas which simplifies the process of
building new scoring formulas. Given the ranked list of
concepts from our approaches above there is still the open
question of which of those to choose for the actual combi-
nation. We introduce a number of mechanisms to solve this
task.
The rest of this paper is organized as follows: In Sec-
tion 2 we briefly give an overview of related work. Sec-
tion 3 describes the methods utilized for mapping user
queries to a ranked list of concepts. In Section 4 the scor-
ing of composite concepts is described, and ways to choose
concepts from a ranked list are evaluated. The following
section describes the experiments performed to evaluate
to presented methods (Section 5). Finally, Section 6 con-
cludes and proposes future work.
2 Related Work
A lot of work on concept detection has been done in the
context of the TRECVID Workshop [Smeaton et al., 2006].
The search task in TRECVID requires the participants to
return for each topic the first 1000 entries of a ranked list
of shots. Each topic consists of a textual part and example
multimedia material. Together with the main raw collec-
tion the participants get the results of the high-level fea-
ture extraction task and speech transcripts from an Auto-
matic Speech Recognition System (ASR). We use the data
of TRECVID 2005 to evaluate our methods.
The query concept extraction process is aided by back-
ground knowledge in the form of thesauri or more gen-
eral ontologies. These are hierarchical and associative
structures usually created manually by experts that cap-
ture domain-independent or domain-dependent knowledge.
The most widely used knowledge base for the general
domain today is WordNet [Fellbaum, 1998], a semantic
dictionary whose content expresses common-sense world
knowledge which is also a popular knowledge source for
TRECVID participants. WordNet is applied in two di-
rections: expansion of queries, documents and concept
descriptions and the determination of relatedness scores
between concepts. In [Koskela et al., 2006; Sjo´berg et
al., 2006] the given concepts were located in WordNet
and the concept description was expanded by the concept
names’ synonymous terms. The topics were then syntac-
tically matched against the concept descriptions. A more
general approach was adopted in [Campbell et al., 2006],
namely the Adapted Lesk algorithm [Banerjee and Ped-
ersen, 2002]. It also relies on the overlap between topic
text and the concept descriptions, but furthermore takes
advantage of WordNet’s graph structure and considers re-
lated concepts and their descriptions as well. Instead of
matching queries and concepts based on their descriptions,
their relatedness can also be measured directly on Word-
Net’s graph structure. [Snoek et al., 2006a] link all pos-
sible query nouns and the concepts to entries in Word-
Net and determine their relatedness by applying Resnik’s
Information-based algorithm [Resnik, 1995]: the related-
ness between two concepts equals the information content
of their most specific common parent.
Exploiting the relationship between concepts is related
to the creation detectors for combined concepts. The idea
behind the multi-concept relationships is to let the scoring
process for a concept be influenced by the relationship with
other related concepts, for example the likelihood of ob-
serving the concept Bus decreases when observing an In-
door setting with a high score. Rong Yan [Yan, 2006] give
a good overview of the available techniques to do this. The
link to our proposed method is that the multi-concept rela-
tionship approach tries to improve detectors by consider-
ing the presence of related concepts and the presented ap-
proach creates new concepts. Thus both consider multiple
concepts.
The MediaMill Group [Snoek et al., 2006b] evalu-
ated several ways of combining low-level features, namely
color-histograms and associated text generated by perform-
ing ASR, into high-level concept detectors. Each strategy
is based on a vector of a number of low-level features. The
detector relies on support vector machines (SVM) [Vapik,
1998] and is trained on designated training data in order to
accurately assign scores to shots from other data sources.
In their experiments, they investigated different types of
low-level features and their respective impacts: 1) video
features only, 2) associated text only, 3) video features and
associated text (early fusion), 4) a combination of the out-
put of 1) and 2) (late fusion) and finally 5) a combination
of the output of methods 1)-4). For TRECVID 2005 they
trained and evaluated 101 concept detectors on approxi-
mately 30,000 shots. On average method 1) was perform-
ing the best on the TRECVID dataset. Hence textual fea-
tures were not particularly beneficial. The reason for this
was not explicitly researched. It seems plausible that the
data was not suitable for speech recognition - because ASR
and machine translation from Chinese and Arabic speech
introduced too much noise. The output of their set of con-
cept detectors are rankings for the search data together with
the ground-truth and rankings on the test dataset that was
used for the the high level feature extraction evaluation. We
use the scores of the 101 concept detectors on the search
data to verify our ideas and employ the results from the test
data to judge the quality of a detector.
3 Concept Extraction
3.1 WordNet
WordNet [Fellbaum, 1998] is an online lexical database de-
veloped at Princeton University that was inspired by psy-
cholinguistic theories. It is continuously enlarged and up-
dated by human experts and as already been pointed out
can be viewed as a general domain knowledge base. Word-
Net’s building blocks are sets of synonymous terms1 (so-
called synsets) each representing one lexical concept that
are connected to each other through a range of semantic
relationships. Relations between terms instead of synsets
exist as well but are not very frequent.
A small part of WordNet is shown as a graph in Figure 1:
the synsets are represented by nodes and an edge exists be-
tween two synsets if they are semantically related. A synset
can consist of several terms and each term is contained in
m synsets with m being the number of senses the term has
(identified by the sense numbers #X in Figure 1).
Relationships exist only between synsets of the same
word type, hence there are separate structures for nouns,
verbs, adjectives and adverbs with nouns make up the
largest fraction of WordNet. We restrict ourselves to a short
overview of the relations that we utilized in our approach.
In the following paragraphs, s1 and s2 represent synsets
and t1 and t2 represent terms.
Hypernymy, hyponymy (nouns): s1 is a hypernym of
s2 and s2 is a hyponym of s1 if s1’s meaning con-
tains s2’s, e.g. {vessel, watercraft} is a hypernym of
{ship}.
Hypernymy, troponymy (verbs): s1 is a hypernym of s2
and s2 is a troponym of s1 if s2 is a certain manner of
s1 e.g. {walk} is a hypernym of {stroll, saunter}.
1A term can be a single word, a compound or a phrase.
Holonymy, meronymy (nouns): s1 is a holonym of s2 and
s2 is a meronym of s1 if s2 is a member of or part of
s1, e.g. {fleet} is a holonym of {ship}.
Sibling (nouns, verbs): s1 and s2 are siblings if they
share a direct hypernym e.g. {ship} and {yacht, rac-
ing yacht} are siblings as they share the hypernym
{vessel, watercraft}.
Entailment (verbs): s1 entails s2 if s1 implies s2 e.g.
{buy, purchase} entails {pay}.
Verb group (verbs): s1 and s2 belong to the same verb
group if they have a similar meaning (manually
grouped by human experts)
Derivationally related form (nouns, verbs): the noun t1
has a derivationally related noun (or verb) form t2
if they are morphologically related and semantically
linked e.g. the noun machine and the noun machinist
or the verb cook and the noun cook.
Similar to (adjectives): s1 and s2 are similar to each other
if one is more general than the other e.g. {yellow, yel-
lowish, xanthous} and {chromatic} are similar.
Furthermore, WordNet also provides glosses for all
synsets, which consist of definitions or sentences that show
the synset’s usage. Examples are here the gloss “a craft
designed for water transportation” for {vessel, watercraft}
and the gloss “of the color intermediate between green and
orange in the color spectrum; of something resembling the
color of an egg yolk” for {yellow, yellowish, xanthous}.
3.2 Extracting Concepts from Queries
In order to determine the ranking of concepts that best de-
scribes a query, the relatedness scores between the concepts
and the query need to be determined. This can be done on
two levels: on the synset level or on the term level. A num-
ber of algorithms have been proposed [Banerjee and Peder-
sen, 2002; Patwardhan and Pedersen, 2006; Resnik, 1995;
Jiang and Conrath, 1997; Lin, 1998; Lea, 1998; Wu and
Palmer, 1994] that differ in what part of WordNet they uti-
lize - glosses, synset terms and various relationship types
with different weighting schemes. In the next two sec-
tions, the approaches chosen for our experiments are ex-
plained in greater detail. First, a term-level gloss-based
approach is presented, then three synset-level graph-based
approaches are introduced. In both cases, it is assumed that
the concepts have been (manually) linked to the correct cor-
responding synsets in WordNet.
Using WordNet’s glosses
This approach does not require extensive preprocessing of
the queries as the graph-based approaches do. Furthermore,
it is not restricted by word types: if a query noun is found
in a gloss of a verb for example, the verb concept is deemed
likely to be relevant. Graph-based approaches on the other
hand usually cannot cross part-of-speech boundaries. The
gloss of a concept’s synset as well as the glosses of re-
lated synsets are used to create a concept document. The
type of relations used, the maximum depth and the glosses’
weightings are freely settable parameters. A depth of 0
means that only the gloss of the synset itself is added to
the concept document, a depth of 1 includes the directly re-
lated synsets as well, etc. Possible weighting schemes in-
clude uniform weighting of every gloss and linear weight-
ing, which linearly decreases the weight of the glosses the
larger the depth. The concept documents are then treated as
a document collection and keyword-based text retrieval is
head of state chief of state the chief pub-
lic representative of a country who may
also be the head of government chancellor
premier prime minister the person who is
head of state (in several countries) Prime
Minister PM premier the person who holds
the position of head of the government in
England president the chief executive of
a republic President of the United States
United States President President Chief
Executive the person who holds the of-
fice of head of state of the United States
government; ”the President likes to jog
every morning” sovereign crowned head
monarch a nation’s ruler or head of state
usually by hereditary right
Figure 2: A concept document for the concept government
leader which was mapped to WordNet’s {head of state,
chief of state} synset. Hyponym-related synset glosses up
to a depth of 1 were added.
performed - the document ranking corresponds to the con-
cept ranking.
An example of a concept document is shown in Fig-
ure 2. It also demonstrates one of WordNet’s drawbacks:
WordNet is updated and altered by human experts, hence
inevitably there will be a bias in what concepts make it into
WordNet and what concepts do not. While the Prime Min-
ister of the United Kingdom and the President of the United
States occur as concepts, the heads of almost all other coun-
tries cannot be found.
Using WordNet’s Graph Structure
Determining the semantic relatedness scores requires a
number of preprocessing steps as depicted in Figure 3. First
of all, the word types of the query terms need to be found
with a part-of-speech (POS) tagger. Since most terms have
more than one sense their meaning in this particular context
needs to be determined. This step is called word sense dis-
ambiguation (WSD) and can also utilize WordNet. In the
simplest case the most common sense (which is provided
by WordNet) is chosen.
Having located the query terms’ corresponding Word-
Net synsets makes it possible to use graph theoretic mea-
surements to determine the semantic relatedness between
the query concepts and the given concepts. A very sim-
ple measure is the hierarchical shortest path measurement
relHS(s1, s2): how many hypernymy/hyponymy edges2
len of the WordNet graph need at least to be traversed
to reach a synset s2 from synset s1? There are problems
though, as WordNet is a small-world network [Sigman and
Cecchi, 2002], hence within the connected part of the graph
two nodes can always be reached within a few steps. An-
other issue is that at the synsets close the root node are quite
dissimilar from each other (e.g. {object, physical object}
is a direct hypernym of emph{ice}) whereas deep in the
hierarchy they tend to be very similar (e.g. {cab, hack,
taxi, taxicab} is a direct hypernym of {minicab}). For
2If only the hypernymy/hyponymy relationship is utilized,
the noun graph becomes hierarchical and the measures are often
called semantic similarity instead of the more general semantic
relatedness which considers all types of relationships.
ship#1
fleet#3
holonym   
Bounty#4, H.M.S. Bounty#1
 instance of
sea anchor#1, drogue#3
  meronym      
yacht#1, racing yacht#1
sibling
restraint#6, constraint#2
  hyponym
device#1
  hyponym
vessel#2, watercraft#2
hyponym
  hyponym
automobile#1
Figure 1: A part of WordNet’s noun graph
these reasons, measurements usually prohibit edge walks
along certain relationship types [Hir, 1998], they include
information about WordNet’s depth [Lea, 1998; Wu and
Palmer, 1994] or exploit information drawn from analysing
large corpora [Resnik, 1995; Jiang and Conrath, 1997;
Lin, 1998]. An overview of five WordNet-based related-
ness measurements and their performances is given in [Bu-
danitsky and Hirst, 2006].
[Lea, 1998] determine the relatedness score of two
synsets also solely based on the hypernymy/hyponymy re-
lationship. In contrast to relHS , the number of edges be-
tween s1 and s2 is scaled by the maximum depth of the
WordNet hierarchy.
relLC(s1, s2) = − log
len(s1, s2)
2 × max
s∈WordNet
[depth(s)]
(1)
[Wu and Palmer, 1994] exploit not the global depth of
WordNet but instead the depth of the lowest super-ordinate
(lso) of the two synsets, that is the most specific synset that
subsumes both synsets (e.g. the lowest super-ordinate for
{ship} and {yacht, racing yacht} is their common hyper-
nym {vessel, watercraft}). Let z = lso(s1, s2), then the
relatedness is given by
relWP (s1, s2) =
2 × depth(z))
len(s1, z) + len(s2, z) + 2 × depth(z)
(2)
4 Concept Combination for Search
This section studies the possibilities to combine multi-
ple concepts in video retrieval. Our previous studies re-
vealed that the combination of two concepts improves per-
formance. We believe the extension to multiple concepts is
beneficial because many concepts stand in a inherent leads
directly to relationship to others. For example, the correct
detection of the concept Face directly leads to the presence
of the the concept Person. Thus, if searching for A person
in the street the search for the concepts Person Face Street
Outdoor will be beneficial in case we have a good Face and
Outdoor detector. This, of course, assumes that persons are
mainly shown with their face into the camera and that all
streets are outdoor.
The rest of this section proceeds as follows: first the ba-
sic operations used are introduced (Section 4.1), followed
by an overview of the new ranking formulas tested (Sec-
tion 4.2). In Section 4.3 methods on how to identify the
concepts to use in a query, given the list of concepts se-
lected by the concept extraction approach presented in the
previous section.
χ(c, sj) = score sj using c (3)
ψ(C, sj) = score sj using C (4)
χ Functions:
r(c, sj) = original score (5)
factor (c, sj) = log(r(c, sj)) (6)
smooth(c, sj) =
∑j+nh
i=j−nh δ(|i− j|)r(c, si)∑j+nh
i=j−nh δ(|i− j|)
(7)
weighted(c, sj) = ap(c) · r(c, sj) (8)
Combination Functions:
sum(χ,C, sj) =
∑
c∈C χ(c, sj)
|C|
(9)
sumC(χ, ψ,C, sj) =
∑
c∈C
χ(c, sj)
ψ(C \ c, sj)
|C| − 1
(10)
Figure 4: Basic Functions
4.1 Basic Operations for Ranking Functions
We refined the list of scoring functions and extended them
to handle more then two base concept detectors. Formally
their task is to calculate the score for a shot sj based on the
detectors of a set of conceptsC. We identified two different
classes of basic operations: 1) functions which only use one
concept c for their score calculation χ and 2) combination
functions which operate on a set of concepts ψ.
r(c, sj) (5) simply returns the score of the shot sj as cal-
culated by the detector for concept c. Instead of introducing
a combination function that sums the scores of two con-
cept ranking functions, and another that multiplies them,
we define a function factor (c, sj) (6). Summed logarith-
mic scores produce the same ordering of shots as multiplied
original scores. Using the function factor is beneficial due
to less numerical precision loss in case of a multiplication.
Another reason is to keep the set of combination operations
small.
The function smooth (7) assumes that it is more likely
that a concept c appears in the shot sj if it also appears in
previous or following shots. Similar approaches have been
investigated using the text from automatic speech recogni-
tion associated with shots [Hauptmann et al., 2006]. We
define the surrounding neighborhood as a fixed number nh
of shots before and after the actual shot sj that contribute
to the score of sj . We expect that shots which are further
away from sj to rank, to have less influence on the likeli-
hood of the presence of concept c. We model this fact in
NLP Query POS Tagger ConceptsWSD SR Measurements
Stanford NLP Tagger Most Frequent Sense Shortest PathAdapted Lesk Leacock & Chodorow
Figure 3: Converting queries to concepts.
add(C, sj) = sum(r, C, sj) (11)
cbw(C, sj) = sum(weighted, C, sj) (12)
mult(C, sj) = exp(sum(factor, C, sj) (13)
n(C, sj) = sumC(r, sum(smooth), C, sj)(14)
ψlog = log(sum(smooth)) (15)
ψlogs = log(sum(smooth)) (16)
nm(C, sj) = exp(sumC(factor, ψlog, C, sj))(17)
nw(C, sj) = sum(weighted, ψlogs, C, sj) (18)
sa(C, sj) = sum(smooth, C, sj) (19)
sm(C, sj) = exp(sum(ψlog, C, sj)) (20)
Figure 5: Concrete Functions
a weighting function δ which takes the absolute distance
[0 . . . nh] of a shot as an argument and returns a weight in
the interval [0 . . . 1] to weight the score of the shot. We
define the smooth function as follows:
Let δ(x) be a function of the distance from the shot
that determines the influence of the neighboring shots.
We created three alternatives for δ. The first version
δconstant(x) = 1 weights all shots uniformly. This will
serve as a base line. The function δlinear(x) = 1 − xnh+1
lowers the weight of a shot linearly in its distance to sj .
The furthest shots on both sides will still have a small pos-
itive weight. The version δexp(x) = −exp(−x) lowers the
weight of shots in an exponential fashion.
As ranking functions differ in their precision of detecting
their base concepts [Snoek et al., 2006b] we created a pos-
sibility to weight their output. weighted(c, sj) (8) weights
the outcome of the ranking function for concept c by the
average precision ap(c) achieved for this concept on the
test dataset.
We identified two basic combination methods. The first,
sum(χ,C, sj) (9) takes as χ a function which should be
executed for each particular concept. C is the set of con-
cepts which it should perform the function for. It then sums
up the results from execution of χ on each concept from
C. To keep the scores within [0..1] it divides the result
from the sum by the number of concepts. The function
sumC(χ, ψ,C, sj) (10) allows each summand to be cal-
culated from two parts: A score from a function using the
current concept on the shot (Class χ) and a function which
operates on all other concepts in the set passed to the func-
tion ψ. In order to assure range intervals the output of this
function is divided by the number of concepts the calcula-
tion is build on. The rational is that the score for a concept
on a certain shot could be influenced by the performance of
other ranking functions.
4.2 Ranking With Combined Concepts
Based on these basic operations we extended methods we
already studied in [Aly et al., 2007] for the use of two con-
cepts. The function add(C, sj) (11) is a simple summation
of the base scores. The derived version cbw(C, sj) (12)
weights the summands by their AP in the test set. In the
function mult(C, sj) (13) first the sum of the logarithms
out of each base score is calculated. At the end a exp()
function is applied to get the scores again in the interval
[0..1].
The Neighbor function n(C, sj) (14) considers all base
scores multiplied with the average of the smoothed scores
of the other concepts. nm(C, sj) (17) is an extension of the
mult function which is weighting the individual scores by
the log() of averaged smoothed scores of other concepts.
As described above it is the case that some concept de-
tectors are less precise then others. Therefore we create
versions of the n function, namely nw(C, sj) (18) which
additionally weights the score of the individual scoring
function by the AP of the detector in the test data.
A new class of scoring functions are the functions which
only operate on smoothed values. The sa(C, sj) (19)
takes the average of all smoothed scores. The function
sm(C, sj) (20) does the equivalent but with the described
method to effectively multiply summands.
4.3 Selection of Concepts
The input for the concept combination algorithms are or-
dered lists of concepts. The problem now is what con-
cepts to employ during the ranking. The most obvious is
of course to combine the whole list of concepts. However
there are a lot of concepts which were only chosen once or
have very little effect on the search performance. Out con-
cept extraction method could return all available available
concepts, in which case some of them will definitely have
negative impact for search performance. To overcome this
problem we use a Top-N approach to only select the first n
concepts of a list.
5 Evaluation
5.1 Concept Extraction
Not every concept could be attached to exactly one synset
in WordNet, some concepts were linked to several synsets.
The concept natural disaster for instance does not occur
as such in WordNet 2.1 but instead was represented by the
synsets {flood, inundation, deluge, alluvion}, {earthquake,
temblor, seism}, {storm, violent storm} and {volcanism}.
Another problem arose for several person concepts like
A. Sharon or E. Lahoud which have no representation in
WordNet. In those cases, the concepts were added to Word-
Net as instances of an appropriate synset such as {head of
state, chief of state} and their gloss consists of the concept
name alone.
Run Depth MAP P@5
uniform/sibling 0 0.268 0.246
uniform/noSibling 4 0.296 0.225
linear/sibling 4 0.286 0.200
linear/noSibling 4 0.297 0.225
Table 1: Results for the gloss-based approach. 4 types of
runs were performed with varying depth: uniform weight-
ing with siblings, uniform weighting without siblings, lin-
ear weighting with siblings and linear weighting without
siblings. The best performing run for each type in terms of
P@5 is shown together with its depth parameter.
f
Golden Standard
In order to evaluate the different concept extraction algo-
rithms separately from the concept combination part, we
developed a golden standard for the TRECVID 2005 top-
ics. 25 users were given the topics and asked to return those
concepts of the 101 available concepts that best describe
the information need expressed in the topics. No restric-
tion was given on the number of concepts the users could
choose. On average users chose 6.96 concepts per topic.
The spread between the users was quite large: the lowest
average was 4.42, the maximum average was 10.67. Fur-
thermore, for many topics the agreement between the users
was surprisingly low. 11 of the 25 topics had more than
20 different concepts returned at least once. We derived
a concept ranking for each topic from this survey by con-
sidering all concepts of a topic that more than 50% of the
participants had chosen and ranked them accordingly. The
average number of concepts per topic was reduced 3.2, the
minimum number of concepts is 2 (for topics 155, 157,
164, 166, 170) and the maximum number is 7 (for topic
159). As mentioned before, viewing the relevant concepts
as relevant documents in the information retrieval setting,
allows us to evaluate our approaches with information re-
trieval performance measures, namely mean average preci-
sion (MAP) and precision at 5 documents (P@5).
Gloss-Based Approach
For the gloss-based conversion, we utilized the hyponymy,
meronymy, entailment, sibling, verb group, derivationally
related form and similar to relationships described in Sec-
tion 3.1. The depth was varied between 0 and 5 and the
uniform and linear weighting schemes were tested. Finally
due to the large volume of siblings for a number of con-
cepts we also considered the influence they have and run
the algorithms with and without the inclusion of this par-
ticular relationship. For the retrieval experiments we em-
ployed the Lemur Toolkit for Information Retrieval3. The
documents and topics were stemmed and stopwords were
removed. The language modeling approach with Jelinek-
Mercer smoothing was used for retrieval purposes. We re-
port the results in Table 1. Since the concept combination
step relies on the Top-N ranked concepts, P@5 was deemed
a more important measure than MAP.
Surprisingly, using the synset glosses without adding re-
lated concepts performs best for P@5. The sibling relation-
ship hurts the performance across all runs tested except for
one. The weighting scheme does not have a large influence
on the results.
3http://www.lemurproject.org/
Run MAP P@5
relHS 0.370 0.217
relLC 0.366 0.217
relWU 0.345 0.200
Table 2: Results for the graph-based approaches.
Graph-Based Approaches
POS tagging the queries was performed with the Stanford
NLP Tagger4. The relatedness measures relHS , relLC and
relWU introduced in Section 3.2 were investigated in two
variants: 1) word sense disambiguation of the query con-
cepts was reduced to choosing the most common sense
and 2) the query terms qi were tested with all their senses
against the concepts and the maximum relatedness score
was returned:
rel(qi, sj) = max
qi∈sk
[rel(sk, sj)]. (21)
The differences between 1) and 2) proved to be small,
in Table 5.1 the results of the most common sense ap-
proach are presented. While MAP considerably increases
over the gloss-based approach, P@5 is harmed. Thus, for
the TRECVID 2005 topics, using only the glosses of the
synsets corresponding to the concepts is the best approach
among all tested ones.
5.2 Combined Concept Search
Most of our combinations methods depend on the smooth
method. There are two free parameters which will affect
the performance: The degrading function δ and the size of
the neighborhood nh. We first evaluate the best parameter
setting performance in order to justify which of the combi-
nations to employ in the later combination. First we evalu-
ated which δ function was the best. We did this by taking
the average AP of the first top-n concepts for each query
with this δ. We did this for top-n following {2, 4, 6, 8}.
The results are shown in Table 3 (a).
δconst performs for all top-n values best, thus it is used
to evaluate the variations of nh. Results with other δ func-
tions are not shown due to space limitations but did not
yield other conclusion. Table 3 (b) shows the MAPs of the
r and the smooth function with δconst for nh ∈ {2, 5, 8}.
We stopped at nh = 8 because it was the first drop in the
MAP. As we deem it to be realistic that this will not im-
prove with highernhwe limit ourselves to this sample. The
setting nh = 2 is always worse than the other results. The
setting nh = 5 improves MAP compared to r by 24% in
average. With nh = 8 the improvement is a bit lower with
18%. This brings us to the conclusion that we use for our
combination functions smooth with the parameter setting
δ = δconst and nh = 5.
After evaluation of the smooth method we use the best
settings to test the concept combination methods. We eval-
uated them against the Golden Standard and our concept
extraction methods. The parameterN , the Top-N extracted
concepts was tested in a range from 2..8. It turned out that
Top-2 showed the best MAPs. Table 4 shows the results of
these experiments. The linear / sibling d=4 performed sur-
prisingly similar but a bit stabler than the Golden Standard.
The other gloss based methods were always were in terms
of MAP. The graph based concept extraction methods re-
sult in very poor performance for all combination methods.
4http://nlp.stanford.edu/software/tagger.shtml
top-n δconst δlin δexp
2 0.0190 0.0182 0.0156
4 0.0175 0.0168 0.0144
6 0.0165 0.0160 0.0138
8 0.0161 0.0156 0.0135
top-n r nh=2 nh=5 nh=8
2 0.0173 0.0114 0.0233 0.0223
4 0.0175 0.0119 0.0209 0.0196
6 0.0163 0.0113 0.0197 0.0186
8 0.0156 0.0110 0.0191 0.0181
δ functions, averaged over all neighborhoods smooth with δconst and different nhs against base score r
(a) (b)
Table 3: Evaluation of smoothing parameters on MAP
Looking at the performance of the combination methods
using the Golden Standard one can see that the best meth-
ods are mult and nm. Surprisingly mult is in average of
all concept extraction methods the best. It should be noted
that in average the variance of all combination methods is
rather low. The results for the Golden Standard with Top-
8 can be found in the lowest row of the table. Here the
sm method performs best, that leads to the conclusion the
number of included concepts influences the performance of
the combination method.
6 Conclusion & Future Work
In this paper we presented our approach to TRECVID’s
video retrieval search task and focused on two particu-
lar problems: 1) the conversion from queries in natural
language format to a ranked list of concepts and 2) the
combination of the returned concepts to improve the rank-
ing of the shots. WordNet was chosen as mediator be-
tween the queries and concepts. Several algorithms utiliz-
ing WordNet’s content (gloss-based approaches) and struc-
ture (graph-based approaches) were investigated. Given the
ranked list of concepts, several combination and scoring
methods were applied in order to gain insights into the op-
timal number of concepts to combine and the optimal scor-
ing function.
While gloss-based concept extraction scored not con-
siderably worse than the golden standard in the search
task (with one gloss-based run regularly outperforming the
golden standard), the graph-based approaches performed
about 50% worse. Using only the Top-2 concepts for scor-
ing proved to be the most effective. For the Top-2 the
our method mult and nm performed the best. The later
uses the timely smoothed values of shots. sm, a method
which only considers smoothed values, performed best for
the Golden Standard using the 8 best concepts
There are several directions for future work. One impor-
tant issue is how to deal with named entities - topic 149
(Find shots of Condoleezza Rice) is such an example. The
graph-based concept extraction algorithms did not return a
single concept, since the Condoleezza Rice does not appear
in WordNet. It would therefore be beneficial to have ac-
cess to an alternative knowledge source like Wikipedia or a
newspaper corpus as a fall-back option. Furthermore, clas-
sifying the queries into several different types [Volkmer et
al., 2006] and creating query type dependent concept ex-
traction and scoring algorithms can also help to alleviate
the current problems.
The score combination algorithms presented so far do
not adequately take into account the quality of the concept
detectors. While some concepts are detectable with high
precision (e.g. Face or Sports), others pose great difficul-
ties (e.g. Police Security). This additional information can
be exploited by weighting the concept scores according to
the quality of the concept detectors.
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