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Abstract
This paper generalizes the notion of risk aversion for functions which are not nec-
essarily differentiable nor strictly concave. Using an approach based on superdif-
ferentials, we define the notion of a risk aversion measure, from which the classical
absolute as well as relative risk aversion follows as a Radon-Nikodym derivative if
it exists. Using this notion, we are able to compare risk aversions for nonsmooth
utility functions, and to extend a classical result of Pratt to the case of nonsmooth
utility functions. We prove how relative risk aversion is connected to a super-power
property of the function. Furthermore, we show how boundedness of the relative
risk aversion translates to the corresponding property of the conjugate function. We
propose also a weaker ordering of the risk aversion, referred to as essential bounds
for the risk aversion, which requires only that bounds of the (absolute or relative)
risk aversion hold up to a certain tolerance.
Keywords: Risk aversion, Nonsmooth utility
JEL: C0, D81
1. Introduction
In the economic literature, the notion of risk aversion plays a quite large role
in characterizing investor preferences. Risk aversion is often defined as the Arrow-
Pratt coefficient of absolute or relative risk aversion. However, the classical defini-
tion of this coefficient assumes twice differentiability, which is not always satisfied
in examples. One typical example would be a piecewise linear utility function. Our
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aim is therefore to give a definition which coincides with the classical one in the
case of twice differentiability, but is also applicable in all other cases.
Nonsmooth utility functions have been applied in the literature, for example by
Bouchard et al. (2004). A connection of nonsmooth utilities to a generalized notion
of the Arrow-Pratt coefficient of risk aversion was made by Nielsen (2005), who
defined an absolute risk aversion density for utility functions under the assumption
of (once) differentiability. Here we go one step further and define a risk aversion
measure, assuming only that the utility function satisfies the standard properties
of being nondecreasing and concave. Under suitable regularity conditions as con-
sidered by Nielsen, one can obtain from the risk aversion measure both an absolute
and a relative risk aversion density.
There is a close relation between nonsmooth utility and first-order risk aversion,
as pointed out by Segal and Spivak (1997). These authors show that, under the
assumption of smoothness of preferences as defined by Machina (1982), first-order
risk aversion at a given wealth level x∗ holds if and only if the local utility function
in the sense of Machina (1982) is not differentiable at x∗. Standard expected utility
theory is not capable of expressing first-order risk aversion at all wealth levels, but
this empirically relevant property does admit representation in non-EU frameworks.
Nonsmooth utility may therefore be more important than would be suggested by
EU theory alone.
In Yaari’s dual theory of choice under risk, a coefficient appears which is analo-
gous to the Arrow-Pratt coefficient of risk aversion both in its mathematical form
and in its use for comparison of risk aversions (Yaari, 1986). This coefficient is
defined in terms of the probability distortion function, and the definition as given
by Yaari requires this function to be twice differentiable. The notion of risk aver-
sion measure as defined in the present paper can be analogously applied to Yaari’s
coefficient. Nonsmooth distortion functions are frequently used; in particular, the
popular CVaR risk measure (Conditional Value at Risk, also known as Average
Value at Risk or Tail Value at Risk) at level α corresponds to the nonsmooth dis-
tortion function H(p) = min(p/α, 1) (cf. for instance Pflug and Römisch, 2007,
p. 83).
Standard assumptions on utility functions imply that such functions can be
nondifferentiable only on a set of measure zero. What happens at this nullset
cannot be considered negligible however; indeed, the risk aversion of a piecewise
linear function is zero almost everywhere, and yet an agent who has such a utility
function may be far from being risk neutral. The information contained in the
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Arrow-Pratt coefficient of risk aversion is sufficient to reconstruct the utility function
if this function is smooth, but in the nonsmooth case additional information is
needed which is provided by the risk aversion measure as defined below. One of
the main reasons why the Arrow-Pratt coefficient is important is that it allows
comparison between risk aversions of different agents. The risk aversion measure
extends this role to nonsmooth utility functions, as illustrated by a number of
comparison theorems below. Of course, comparisons can also be applied to local
utility functions so that the domain of application includes non-EU theories, at least
as long as preferences are smooth in the sense of Machina (1982).
For nonsmooth functions, there are several ways of defining derivatives. The gen-
eral method uses distribution theory. Another generalization can be made specif-
ically for concave functions, for which there exists the theory of the generalized
first differential (subdifferential for convex functions, see for example Rockafellar
(1970)), as well as some literature about a generalized second derivative such as in
Rockafellar (1985). The idea of defining the second differential for convex functions
as a Lebesgue-Stieltjes measure, which we will partially follow, is also not new. In
principle, one could try to use one of those definitions for generalizing the classical
formula for risk aversion. However, this would still require an appropriate definition
of a quotient of those generalized derivatives, an issue which is not trivial.
In this paper, we follow a slightly different approach. Instead of defining a
quotient of the generalized first and second differential, we define the risk aversion
directly as a Lebesgue-Stieltjes measure. This measure is generated from the loga-
rithm of the marginal utility (defined by subdifferential calculus). The absolute as
well as relative risk aversion in the Arrow-Pratt sense are then obtained as Radon-
Nikodym derivatives provided these exist, which does happen if the utility function
is strictly increasing and twice differentiable. Therefore, our definition is indeed an
extension of the classical one.
Our definition allows us to compare the risk aversion measures of different utility
functions. This gives us the opportunity to compare risk aversions of different
investors. Those comparisons always hold for absolute as well as for relative risk
aversion. Using this comparison, we prove an extension of a classical result of Pratt
(1964), which connects the fact that u1 is more risk averse than u2 to the existence of
a concave function T such that u1(x) = T (u2(x)), for the case of nonsmooth utility
functions. We show also that our definition is consistent with another definition
about what more risk averse means, and which does not assume utility functions.
For the absolute risk aversion, we can typically take the whole real line as do-
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main. However, the relative risk aversion has to been taken relative to a specific
wealth. Typically, it is calculated relative to the current wealth, by the formula
that relative risk aversion is current wealth times absolute risk aversion. As a con-
sequence, the relative risk aversion is always 0 at wealth 0. It can therefore not
be expected that there would be a good definition for utility functions which are
defined on the positive as well as on the negative domain. Typically, the relative
risk aversion is taken for functions which are defined only for positive wealth. In
our paper, we will focus also on this case, but take alternatively also the case where
it is negative. We will treat both cases in a unifying way when this is possible, and
separately if not.
We also introduce a second, weaker notion of ordering between risk aversions,
which we call essential bounds for the risk aversion. We will give an example of a
piecewise linear utility function that has essentially constant relative risk aversion.
Furthermore, we will show that strict bounds are always essential bounds for the
risk aversion, and therefore the definition of essential bounds is indeed a relaxation
of the former definition.
Constant relative risk aversion is connected to power utilities. In the same way,
constant absolute risk aversion is connected to exponential utility functions. We will
generalize this feature to functions whose associated risk aversion is bounded from
above or below, where we do not have anymore the power (or exponential) property,
but at least an inequality which gives in some sense a super-power, respectively
super-exponential property. We will formulate this issue firstly for strict bounds for
the risk aversion, as well as later also for essential bounds.
Finally, we will show that the upper bound of the relative risk aversion of such a
function translates into a lower bound of the concave conjugate function, and vice
versa, a fact which is well-known for power utility functions. We will do this for
strict as well as for essential bounds.
The outline of the paper is as follows: In section 2, we treat smooth utility
functions, where we review inequality relationships between absolute risk aversion
and exponential functions (as well as relative risk aversion and power functions). In
section 3, we will give our generalized definition of the risk aversion measure, and
prove the connection to power utility as well as the translation to bounds of the
conjugate function. In section 4, we will do the same for essential bounds for the
risk aversion. Section 5 concludes.
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2. Definition and relationships for smooth utility functions
The classical definition of risk aversion from the literature is the following:
Definition 2.1. [Absolute and relative risk aversion] Let u(x) be strictly increasing
and concave for all x ∈ D, where D is the domain, and at least twice differentiable.










We will call the functions ara(x) and rra(x) risk aversion densities, for reasons
which will be explained later. It is a well-known fact that constant absolute risk
aversion density is related to exponential utility functions, whereas constant relative
risk aversion density relates to power utility functions. The following proposition
says that for bounded risk aversion density, one has a super-exponential respec-
tively a super-power property. Furthermore, for the relative risk aversion density,
one has a translation of the risk aversion density to the one of its dual function.
This proposition will be generalized later on to nonsmooth utility functions (cf.
Prop. 3.28).
Proposition 2.2. Let the utility function be strictly increasing, concave and twice
differentiable. Furthermore, assume that it is defined and strictly larger than −∞
on the whole R for absolute risk aversion, and on ]0,∞[ for the relative risk aversion
case. Then the following statements hold.
1. The absolute risk aversion density is bounded from below by a constant γ if




for all x < y, x, y ∈ R. Analogously, it is bounded from above by a constant γ
if and only if eγxu′(x) is nondecreasing.
2. The relative risk aversion density is bounded from below by a constant γ if








for all x < y, x, y ∈]0,∞[. Analogously, it is bounded from above if and only
if xγu′(x) is nondecreasing.
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3. If the utility function satisfies the Inada conditions, that is u :]0,∞[→ R is
strictly increasing and concave, with u′(0+) = ∞ and u′(x) ↓ 0 as x → ∞,
then the dual function u∗(y) := infx(xy−u(x)) is strictly increasing and twice




Remark 2.3. The conjugate function is used extensively in connection with utility
optimization under constraints (cf. for instance Schachermayer (2004)). A relation-
ship for the conjugate function does not hold for the absolute risk aversion density.
Proof
1. Because u′(x)eγx is differentiable, this function is nonincreasing if and only if
u′′(x)eγx + γu′(x)eγx = eγx (u′′(x) + γu′(x)) ≤ 0
which is equivalent to the condition that the term in the brackets on the





by the fact that u′(x) > 0.
2. Again by the differentiability, the condition that xγu′(x) is nonincreasing is
equivalent to
u′′(x)xγ + u′(x)γxγ−1 = xγ−1 (xu′′(x) + γu′(x)) ≤ 0
which is equivalent to the condition that the term in the brackets on the






3. By the fact that u is smooth, the infimum of xy−u(x) is at the point y = u′(x),
and it follows that
u∗(y) = y(u′)−1(y)− u((u′)−1(y))
where the inverse exists by the fact that u satisfies the Inada conditions.
Furthermore, one has (u′)−1(y) = (u∗)′(y) by standard differential calculus,
from which it follows that u∗ is strictly increasing and twice differentiable.













by standard differential calculus and the fact that (u′)−1(y) = x.
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The following Corollary shows how the proposition can be used to make a connection
from bounded risk aversion density to a super-exponential or super-power property
of the utility function.
Corollary 2.4.
1. Assume that relationship (2.3) holds with γ > 0, and that u(∞) = 0. Then,
for all x < y, x, y ∈ R, we have
u(y) ≥ u(x)e−γ(y−x)
2. Assume that relationship (2.4) holds, and assume that γ < 1 (an analogous
statement holds also for γ > 1, which we will state later in a more general







1. Let x < y < ∞, then
−u(x) = −u(y) +
∫ y
x




















because here, ξ > y, and again (2.3). It follows that












by the fact that e−γ(x−y) > 1 for y > x. Taking the exponential function to
the left-hand side, the result follows.
2. Let 0 < x < y, then
u(y) = u(x) +
∫ y
x































because here, ξ < x. It follows that





















because ( yx )
1−γ > 1.
¤
Remark 2.5. A normalization to u(∞) = 0 is possible if the utility function is
bounded from above, which is for example the case if the absolute risk aversion
density is bounded from below by a positive constant. Indeed, u′(x)eγx nonincreas-
ing implies that u′(x)eγx ≤ c with the constant c = u′(0) > 0 for x > 0, which
implies that u(x) ≤ u(0) + cγ (1− e−γx).
Similarly, a normalization to u(0) = 0 is possible in the case where the domain
is ]0,∞[ if the utility function is bounded from below. This is for example the case
if the relative risk aversion density is bounded from above and γ < 1. Because
u′(x)xγ is nondecreasing, we have u′(x)xγ ≤ u′(1) =: c, and therefore u(1)−u(ε) ≤
c
1−γ (1− ε1−γ). As ε ↓ 0, the left-hand side must remain bounded.
3. A generalized definition of risk aversion
3.1. Assumptions
We have to specify firstly the domain. For absolute risk aversion, the domain
may be the whole R. On the other hand, the typical case where relative risk
aversion makes sense is when the utility function is concave and defined on the
positive domain. This is the typical case that we will treat with most emphasis.
Alternatively, we will also treat the case where the utility function is only defined
on the negative domain. We will see that mathematically, this is the same as if we
talk about risk loving instead of risk averse investors, and a utility function which
is convex and defined on the positive domain.
Assumption 3.1. If we talk about absolute risk aversion, the wealth can be any
value in R, that is D = R. On the other hand, for relative risk aversion, the wealth is
either positive or negative, that is the domain is either D = ]0,∞[ or D = ]−∞, 0[.
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Assumption 3.2. The utility function u : D → R ∪ {−∞} is nondecreasing, con-
cave and upper semicontinuous on D.
Assumption 3.3. The utility function u is proper, that is there exists a point
x ∈ D with u(x) > −∞.
Remark 3.4. If D = ]−∞, 0[ and u(x) satisfies Assumption 3.2, then ũ(x) :=
−u(−x) is defined on the positive domain, and is nondecreasing, convex and lower
semicontinuous.
3.2. Risk aversion measure
The aim of this section is to provide a definition of the risk aversion which
applies to all utility functions satisfying Assumptions 3.1 and 3.2. For this, we will
introduce a measure which we denote risk aversion measure, of which the absolute
as well as relative risk aversion will turn out to be a Radon-Nikodym derivative if
they exist.
Definition 3.5. [Superdifferential] Let u : D ⊂ R → R ∪ {−∞} be a concave
function. Then the superdifferential of u at a point x ∈ D is the set
{s ∈ R ∪ {∞} | u(y)− u(x) ≤ s(y − x) ∀ y ∈ D}
By the fact that u is concave, we have that the superdifferential δu(x) always
exists and is nonempty in the region where u(x) is finite, and by Assumption 3.2,
it is nonincreasing in the sense that for x < y we have zx ≥ zy for every zx ∈ δu(x),
zy ∈ δu(y). We may therefore uniquely define
u′r(x) := inf
y
{y ∈ δu(x)} (3.5)
It is easy to show that u′r(x) ∈ δu(x) and the function u′r(x) is right-continuous and
monotonically decreasing and therefore of finite variation, and we may define the
(positive) Lebesgue-Stieltjes measure −du′r(x) without ambiguity if −u(x) < ∞. It
is clear that if x = sup{y | −u(y) = ∞}, we must have supy{y ∈ δu(x)} = ∞. For
consistency and for preserving the monotonicity of u′r, we define therefore u
′
r = ∞
for all x with −u(x) = ∞. If u would be twice continuously differentiable and
strictly increasing, we would have, by rearranging the terms in equation (2.2), that
−d ln u′ is absolutely continuous with respect to sgn(x) d ln |x|, and there exists a
unique Radon-Nikodym derivative γ(x). The function sgn(x) is 1 if x > 0 (positive
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wealth) and −1 if x < 0 (negative wealth). This can also be expressed in the
following way: the absolute risk aversion density on an interval I is γ(x) if
∫
B




for every Borel set B ⊂ I, or in differential notation
−d ln u′r = γ(x) dx
and the relative risk aversion density is γ(x) on an interval I ⊂ D if
∫
B
−d ln u′r =
∫
B
γ(x) sgn(x) d ln |x| (3.7)
for every Borel set B ⊂ I, or in differential notation
−d ln u′r = sgn(x)γ(x) d ln |x|
This definition is equivalent, in the almost sure sense, to Def. 2.1. For this reason
we refer to γ(x) as a risk aversion density.
The measure −d ln u′r is defined in principle for all utility functions satisfying
Assumptions 3.1 and 3.2, but not necessarily on the whole domain D. Indeed, if
u(x) is constant after some point, or if −u(x) = ∞, the measure −d ln u′r is not
defined. We define therefore for the utility function u the domains
Dueff := int(D \ (Duinf ∪Dusup))
Dura := D \ int(Dusup)
(3.8)
where the function int(·) refers to the interior of the set that appears in its argument,
and
Duinf := {x ∈ D | u(x) = −∞}
Dusup := {x ∈ D | u(x) = supz∈D u(z)} \Duinf
(3.9)
Remark 3.6. The effective domain for a utility function u as defined above is
Dueff = {x ∈ D | ∃ε > 0 : 0 < u′r(y) < ∞ ∀y ∈ Bε(x)}
It follows that the measure −d ln u′r is sigma-finite on Deff. Actually the measure is
finite on all compact intervals of Dueff.
We turn now to the general definition of the risk aversion measure.
Definition 3.7. [Risk aversion measure] Let u(x) be a utility function satisfying
Assumptions 3.1 and 3.2. Then the risk aversion measure of u is defined as the
following measure ρ on the Borel sets of Dura: ρ = −d ln(u′r) on Dueff, and for all
x ∈ Dura \Dueff, ρ({x}) = ∞.
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Remark 3.8. It follows that ρ is sigma-finite on Deff, whereas on Dra \Deff, it is
obviously not sigma-finite.
Remark 3.9. Given a risk averse EU decision maker with utility function u(·) and
current wealth level x, one can define a function π(t) as the amount such that the
decision maker is indifferent between x − π(t) and x + tx̃ where x̃ is the random
variable that takes the values 1 and −1 with equal probability. One can compute







The quantity u′(x+)/u′(x−) is the inverse of the exponential of the mass carried by
the risk aversion measure at the point x. In this way, atoms of the risk aversion
measure correspond to coefficients of first-order risk aversion. The relation can
also be used for smooth non-EU preferences through the application of local utility
functions.
If the risk aversion measure is absolutely continuous with respect to d ln |x|, then
u has a relative risk aversion density γ(x) on an interval I ⊂ D if the measure
−d ln u′r satisfies equation (3.7) on every Borel subset B ⊂ I. The same holds
for the absolute risk aversion density if the measure is absolutely continuous with
respect to dx.
Remark 3.10. If u′(x) exists, the measure −d ln u′(x) is identical to −d ln u′r(x).
But replacing −d ln u′(x) by −d ln u′r(x), we may apply the notion of risk aversion
measures for all utility functions satisfying Assumptions 3.1 and 3.2.
In the classical utility theory, there is a one-to-one relationship between risk
aversions and equivalence classes of utility functions, where two utility functions
are equivalent if they can be mapped to each other by a positive affine transforma-
tion. This has been pointed out for instance by Pratt (1964). Similarly, using our
definition of the risk aversion measure, one has a one-to-one relationship between
a suitable class of measures and the set of equivalence classes of utility functions.
This issue will be treated in the sequel.
Definition 3.11. A risk aversion set Dra associated to a given domain D is a
subset of the domain D as stated in Assumption 3.1, which is of the form Dra =
D ∩ ]−∞, b].
Definition 3.12. A measure µ on the Borel sets of a risk aversion set Dra =
D ∩ ]−∞, b] is said to be a ρ-finite measure if there exists a constant a ≤ b such
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that µ({x}) = ∞ if x ∈ Dra\]a, b[ and for each compact subset K ⊂ ]a, b[ we have
µ(K) < ∞.
The classical definition of equivalence classes of utility functions is repeated here:
Definition 3.13. Two utility functions u and v satisfying Assumptions 3.1 and 3.2
are equivalent if there exist constants c ∈ R and d > 0 such that u = c + dv.
Proposition 3.14. For each equivalence class of utility functions, there exists a
unique risk aversion set Dra, and a unique ρ-finite measure µ on Dra, such that
Dra = Dura according to equation (3.8) and µ is the risk aversion measure of any
utility function u of this class. On the other hand, for each risk aversion set Dra
and each ρ-finite measure µ on it, there exists a utility function u, unique up to
equivalence, such that Dra = Dura and µ is the risk aversion measure of u.
Proof For a specific utility function u, we have that Dura from equation (3.8) is
a risk aversion set, because Dusup must by the concavity be of the form [b,∞[, with
b ≤ ∞. It follows from what has been done before that there exists a measure µ
which is ∞ at each point of Dura \Deff, where Deff = ]a, b[ is an open interval, and
with µ = −d ln u′r on Deff. Let K ⊂ ]a, b[ be compact. Then there exist constants
a < γ < δ < b with K ⊂ ]γ, δ], and µ(]γ, δ]) = ln u′r(γ) − ln u′r(δ) < ∞, that is µ





eff and v = c + du with d > 0, v
′
r = du′r, and ln v′r = ln d + ln u′r. It follows
that d ln v′r = d ln u′r on Dueff = D
v
eff, and therefore the risk aversion measures ρu
and ρv corresponding to u and v are the same.
Let now a risk aversion set Dra and a ρ-finite measure µ be given. Let us firstly
assume that Deff 6= ∅, where Deff := {x ∈ D | µ({x}) < ∞}. Then, for given




dµ(ξ) if x > x0
− ∫
]x,x0]
dµ(ξ) if x < x0
and F (x0) = 0, for all x ∈ ]a, b[. It follows that F (x) is right continuous, finite
for all x ∈ ]a, b[ and nondecreasing. Now we define g(x) := e−F (x), then it follows
that g(x) is right continuous, strictly positive, nonincreasing and finite on ]a, b[, and
therefore also integrable on compact sets in ]a, b[. Define
u(x) :=
limξ↑b u(ξ) if x ≥ b∫ x
x0
g(ξ) dξ if a < x < b
limξ↓a u(ξ) if x = a
−∞ if x < a
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Then u is nondecreasing, concave and upper semicontinuous, and because u(x) =
−∞ for x < a and u(x) is constant for x ≥ b, Dueff ⊂ ]a, b[. It is clear that g is
in the superdifferential of u, and because it is nonincreasing and right-continuous,
u′r = g on ]a, b[. It follows that 0 < u
′
r < ∞ on ]a, b[, and Dueff = ]a, b[ = Deff,
and Dsup = [b,∞[, from which it follows that Dra = Dura according to equation
(3.8). Furthermore, on ]a, b[, ln u′r = −F , and therefore, for a half-open interval
]x, y] ⊂ ]a, b[, x > a, one has −d ln u′r(]x, y]) = F (y) − F (x) = µ(]x, y]). By the
right continuity of F and the properties of measures, this must also hold as x ↓ a.
It remains to show that for any other v satisfying Assumptions 3.1 and 3.2,
for which ρv = µ, it follows that v = c + du with c ∈ R and d > 0. We have
that Dra = Dura = D
v
ra, and from the fact that the risk aversion measures of u and
v are the same, it follows that the domains Deff = ]a, b[ must coincide. Let now
a < x < y < b. Then
ln v′r(x)− ln v′r(y) = −d ln v′r(]x, y]) = −d ln u′r(]x, y]) = ln u′r(x)− ln u′r(y)







Fixing an x0 ∈ ]a, b[, and applying the fundamental theorem of differential calculus
(Berberian, 1999) we have
v(x) = v(x0) +
∫ x
x0










so that v is equivalent to u on Deff. For x ≥ b, it follows by the concavity and
monotonicity as well as the fact that D\Dra = int(Dsup) that v(x) must be constant
as well for x ≥ b, and v(x) = limξ↑b v(ξ) = c + d limξ↑b u(ξ) = c + du(x). For
x = a, one has the limiting argument (ξ ↓ a) by the fact that the functions are
nondecreasing and upper semicontinuous. For x < a, both utility functions are −∞
because Dueff = D
v
eff, and the result still holds.
If Deff = ∅, one has the following cases:
1. Dra = ∅, then any utility function u must be constant.
2. Dra = D, then u(x) = −∞.
3. Dra = ]−∞, b], then u(x) = −∞ for x < b, and constant for x ≥ b.
In all cases, those properties require uniqueness up to positive affine transforma-
tions. ¤
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3.3. Comparison of risk aversions
If one has the classical absolute or relative risk aversion density, one has a
partial ordering according to which u1 is more risk averse than u2 if their absolute
or relative risk aversion densities γ1 and γ2 satisfy γ1 ≥ γ2. With the notion of the
risk aversion measure, one can extend this definition to a partial ordering of the
risk aversions for all utility functions satisfying Assumptions 3.1 and 3.2, and which
coincides with the classical ordering in the case of absolute continuity.
Definition 3.15. [Comparison of risk aversions] Let I ⊂ D be an interval, and
u1(x), u2(x) two utility functions with ρ1 and ρ2 their associated risk aversion mea-
sures. Then we say that ρ1 ≤ ρ2 on I if Du1ra ∩ I = Du2ra ∩ I =: Dra ∩ I and for all
Borel sets B ⊂ Dra ∩ I we have that
ρ1(B) ≤ ρ2(B)
Remark 3.16. If γ1 and γ2 are the (relative or absolute) risk aversion densities
corresponding to ρ1 and ρ2, it follows that γ1 ≤ γ2 on I if ρ1 ≤ ρ2 on I, provided
the densities exist.
Remark 3.17. It follows that if γ1 ≤ γ2, then ρ1 is absolutely continuous with re-
spect to ρ2. Furthermore, if ρu2 is absolutely continuous with respect to sgn(x) d ln |x|,
it follows that γ1(x) ≤ γ2(x), almost surely with respect to the measure sgn(x) d ln |x|,
on I.
The notion of “more risk averse” (in the large) can be expressed in various ways;
see for instance the five conditions given by Pratt (1964), the five definitions stated
by Mas-Colell et al. (1995, p. 191), or the five properties mentioned by Yaari (1986).
Here we make use of a notion that is defined directly in terms of preference relations
(cf. property (v) in Mas-Colell et al., 1995).
Definition 3.18. Let (Ω,F , P ) be a probability space, and º a partial ordering
on its random variables. Then a random variable X on it is unacceptable if for all
random variables Y we have Y º X and there exists a random variable Ŷ with
Ŷ Â X.
Definition 3.19. [Comparison of risk aversions without utility functions] Let there
be two investors, I1 and I2, say, and let there be a probability space (Ω,F , P ).
Let there be preference relationships º1 and º2 on the set of random variables on
(Ω,F , P ), corresponding to the preferences of I1 and I2. Then I1 is more risk averse
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than I2 if for all constants w ∈ D and for all random variables X on (Ω,F , P ) which
map to D one has
w º2 X ⇒ w º1 X (3.10)
as well as, for all X on (Ω,F , P ) which are not unacceptable for investor I1 one has
w ¹1 X ⇒ w ¹2 X (3.11)
In the case in which preferences are given by expected utilities, this implication may
also be written in the following way:
{x | v(x) ≥ Ev(X)} ⊂ {x | u(x) ≥ Eu(X)} (3.12)
for all random variables X on (Ω,F , P ), and
{x | u(x) ≤ Eu(X)} ⊂ {x | v(x) ≤ Ev(X)} (3.13)
for all random variables X with Eu(X) > −∞, where investor 1 and investor 2
have utility functions u(·) and v(·) respectively. In this case we shall also simply
say that u is more risk averse than v.
Roughly speaking, this definition says that a more risk averse investor prefers always
a certain outcome to the risk if the less risk averse investor does.
We will show now that Definition 3.15 is equivalent to Definition 3.19 in the case
where preferences are expressed in terms of expected utilities, no matter whether
or not the utility functions are smooth. Actually, we prove a theorem given firstly
by Pratt (1964), but now without any assumption about differentiability or strict
monotonicity. This gives another argument that our definition of the risk aversion
measure is sensible.
Theorem 3.20. Let u and v be two utility functions that satisfy assumptions 3.1
and 3.2. Then the following statements are equivalent:
1. Dura = Dvra and on this domain, ρu ≥ ρv, where ρu and ρv are the risk aversion
measures corresponding to u and v.
2. There exists a nondecreasing concave function T : R ∪ {−∞} → R ∪ {−∞}
with u(x) = T (v(x)) for all x ∈ D, which is strictly increasing on v(D) unless
T (y) = −∞, that is for all y1 < y2 ∈ v(D) we have either T (y1) < T (y2) or
T (y2) = −∞.
Assume furthermore that we have a probability space (Ω,F , P ) which admits a con-
tinuously distributed random variable. Then statement 2 is equivalent to
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3. u is more risk averse than v in the sense of Definition 3.19.
Remark 3.21. Versions of the above result in the literature, starting from Pratt
(1964), typically make use of differentiability assumptions. Twice differentiability
is often assumed, so that item 1. can be formulated in terms of the usual Arrow-
Pratt coefficient of risk aversion. Items 2. and 3. both can be stated without any
appeal to differentiability properties, and Rubinstein (2006, p. 105) gives a proof
of their equivalence without assuming differentiability; however he still assumes
a strict monotonicity condition. Nielsen (2005, Cor. 1) proves the equivalence of
versions of items 1. and 3. assuming once differentiability; he works under a strict
monotonicity condition as well. Below we give an equivalence proof that uses neither
differentiability nor strict monotonicity. Moreover, we allow utility functions to
take the value −∞; such utility functions can be useful in modeling and are not
considered either by Rubinstein or by Nielsen. On the other hand, Rubinstein also
considers non-concave utility functions. Such utility functions could be included in
our framework by allowing the risk aversion measure to be a signed measure.
Remark 3.22. In the case of smooth (not necessarily EU) preferences, Theorem 4
of Machina (1982) connects the property of one investor being more risk averse than
another to the property that for all distributions F , the local utility function of the
first investor U(x, F ) is at least as concave as the local utility function of the second
investor. Applying our Theorem 3.20 to all local utility functions U(x, F ), this is
equivalent to the property that for all distributions F , the (local) risk aversion
measure of the first investor is larger than or equal to the (local) risk aversion
measure of the second investor. In this sense, our theory extends to non-expected
utility theories, as long as we have smooth preferences in the sense of Machina
(1982).
The proof of the theorem uses some technical lemmas. The first is about chain rule of
superdifferentials; here we make use of a lemma for subdifferentials of nondecreasing
convex functions stated in Hiriart-Urruty and Lemarechal (1996).
Lemma 3.23. Let v : U ⊂ R→ V ⊂ R∪{−∞} and T : V → W ⊂ R∪{−∞} be two
upper semicontinuous, concave and nondecreasing functions, and u(x) := T (v(x)).
Then, for any x ∈ R,
{δu(x)} = {∆1∆2 : ∆1 ∈ δT (v(x)), ∆2 ∈ δv(x)}
Proof Set f(x) := −T (−x) and g(x) := −v(x). Then f is a nondecreasing convex
and g a convex function, and Theorem 4.3.1 in Hiriart-Urruty and Lemarechal
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(1996) about the chain rule for subdifferentials can be applied. From this, the
statement of Lemma 3.23 follows. ¤
Lemma 3.24. If u is more risk averse than v, then Dvinf ⊂ Duinf and Dvsup = Dusup.
Proof If Dvsup 6⊂ Dusup, then there exist x1 and x2 in D such that u(x2) > u(x1)
while v(x2) = v(x1). We have x1 ∈ {x | v(x) ≥ v(x2)} while x1 6∈ {x | u(x) ≥
u(x2)}, so that (3.12) is violated when X is the degenerate random variable that
always takes the value x2.
If Dusup 6⊂ Dvsup, then there exist x1 and x2 in D such that u(x2) = u(x1) > −∞
while v(x2) > v(x1). It follows that x2 ∈ {x | u(x) ≤ u(x1)} but x2 6∈ {x | v(x) ≤
v(x1)}, so that (3.13) is violated with X = x1.
If Dvinf 6⊂ Duinf, then there exists x ∈ D such that u(x) > −∞ whereas v(x) =
−∞. It follows that {y | v(y) ≥ v(x)} = D but, for x1 < x, we have u(x1) < u(x).
This is so because otherwise, x ∈ int(Dusup) but also x ∈ Dvinf, which cannot be
by the former considerations. The inclusion (3.12) is therefore violated for the
degenerate random variable X = x, because x1 6∈ {y | u(y) ≥ Eu(X)}. ¤
Lemma 3.25. If the risk aversion measure of u is larger than or equal to the one
of v, then Dueff ⊂ Dveff.
Proof It is clear from the definition that Dura = D
v
ra. Let x be in D
u
eff. It follows
that x ∈ Dvra, and that {x} is a compact subset of Dueff. Therefore the risk aversion
measure of u, ρu, satisfies ρu{x} < ∞. If x ∈ (Dveff)c, then ρv({x}) = ∞, which
leads to a contradiction. ¤
Proof [Proof of Theorem 3.20] We will firstly prove the equivalence of statements
1 and 2, because they do not use any probability space. After this, we will prove
the equivalence of the statements 2 and 3.
Let statement 2 hold, so that there is a concave function T with u(x) = T (v(x)).




r(x), from which it
follows for any interval ]x, y] ⊂ Dueff that





If y ∈ Dusup , then y ∈ Dvsup because T is strictly increasing on v(D). It follows
that Dura = D
v
ra. Otherwise, if y ∈ Dueff, we have 0 < u′r(y) = T ′r(v(y))v′r(y) < ∞,
and therefore the argument of the logarithm is strictly larger than 0 and therefore
a valid expression. If y ∈ (Dueff)c, then statement 1 follows because ρu(]x, y]) = ∞.
We can therefore restrict to values of y ∈ Dueff.
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Because T ′r is nonincreasing and v(x) is nondecreasing, it follows from y > x
that −d ln u′r(]x, y]) ≥ −d ln v′r(]x, y]) on Dueff ∩Dveff. This holds for all intervals in
this set. If B is a general Borel set in Dueff∩Dveff, the result follows from Lemma 3.29,
which we will prove in the next section. But Dveff ⊃ Dueff because T is monotonic
and concave, and we must have that T (−∞) = −∞ and therefore Dvinf ⊂ Duinf. If
B is not in Dueff, then ρu(B) = ∞, and therefore the result still must be true. The
inequality holds therefore for all cases, and the implication is proved.
Conversely, assume that statement 1 holds. Define the measure φ by
φ(B) := ρu(B)− ρv(B)
for all Borel sets B on Dra. Obviously, φ is a positive measure. Let x0 be in Deff
with respect to u and v. If such a point would not exist, then, because Dueff ⊂ Dveff by
Lemma 3.25, then Dueff = ∅. In this case, we have either Dra = D and u(x) = −∞,
T (y) = −∞ satisfy the requirements, or Dra = ]−∞, b] ∩ D, and u(x) = −∞ for
x < b, u(x) = const for x ≥ b is the utility function corresponding to statement 1,
and T (y) = −∞ for y < v(b), T (y) = const for y ≥ v(b) the corresponding concave
function. We can therefore for the rest of the proof assume that Dueff ∩Dveff is not
empty, and define the function F by F (x0) := ln u′r(x0)− ln v′r(x0), and
F (x) :=
F (x0) + φ(]x, x0]) if x < x0
F (x0)− φ(]x0, x]) if x > x0
from which it follows that F is nonincreasing and that F (x)− F (y) = φ(]x, y]) for
all x < y, and
u′r(x) = e
F (x)v′r(x)
On Dveff, v : Deff → v(Deff) is invertible, with Deff = ]a, b[ and v(Deff) = ]v(a), v(b)[
is an open interval, and u′r = 0 as well as v′r = 0 for x ≥ b, and u′r(x) = ∞ as well
as v′r(x) = ∞ for x < a, and for x ↓ a both functions converge to their value at a.
We can therefore define the function g by
g(y) =
∞ if y < v(a)
limx↓v(a) g(x) if y = v(a)
eF (v
−1(y)) if v(a) < y < v(b)
0 if y ≥ b






Take now x0 again a point in Deff, with respect to both functions u and v. If we
define G(x) := u(x0) +
∫ x
v(x0)
g(ξ) dξ, then G is a nondecreasing concave function,
strictly increasing on [v(a), v(b)] ⊃ v(D) \ {G = −∞}, which can be chosen to be
upper semicontinuous, and we obtain
u(x) = u(x0) +
∫ x
x0
u′r(ξ) dξ = u(x0) +
∫ x
x0
g(v(ξ))v′r(ξ) dξ = G(v(x))
by the differential calculus (Berberian, 1999).
Let now statement 2 be satisfied. Then there exists a nondecreasing, concave
and upper semicontinuous function T , strictly increasing on v(D) \ {T = −∞},
with u(x) = T (v(x)) for all x ∈ D. Let X be an arbitrary random variable on
(Ω,F , P ), and let x be in the set {y | v(y) ≥ Ev(X)}. Because T is nondecreasing
and concave, we have
u(x) = T (v(x)) ≥ T (Ev(X)) ≥ E[T (v(X))] = Eu(X)
and therefore x ∈ {y | u(y) ≥ Eu(X)}, so that inequality (3.12) is satisfied. Let X
be a random variable with Eu(X) > −∞, and x be in the set {y | u(y) ≤ Eu(X)}.
Then
T (v(x)) = u(x) ≤ Eu(X) = ET (v(X)) ≤ T (Ev(X))
It follows that T (Ev(X)) > −∞, and by the fact that T is strictly increasing on
v(D) \ {T = −∞}, we have v(x) ≤ Ev(X), and inequality (3.13) is satisfied.
Let now statement 3 be satisfied. Define
T (y) := T̃ (y+)
T̃ (y) := inf{u(z−) | v(z) ≥ y}
(3.14)
The definition is understood in the sense that T̃ (y) = supz∈D u(z) when y >
supz∈D v(z). Furthermore, if D = ]0,∞[, u and v have to be interpreted as the
extension to the whole real line, with values −∞ for x negative. To show that
u(x) = T (v(x)) for all x ∈ D, we need to show that
u(x) = lim
ε↓0
inf{u(z−) | v(z) ≥ v(x) + ε} (3.15)
for all x ∈ D. First of all, consider the situation in which v is constant, say v(x) = v0.
In that case it follows from Lemma 3.24 that Dusup = D so that u is constant as
well, say u(x) = u0 for all x ∈ D. Since infz∈D u(z) = supz∈D u(z) = u0, it follows
from the definition given in (3.14) that T (y) = u0 for all y so that the relation
u(x) = T (v(x)) is satisfied for all x.
In the rest of the proof, we assume that v is not constant. First consider the
case in which x ∈ Dvsup. The set Dvsup is nonempty if and only if the function
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v has a saturation point. In this case, write Dvsup = [b,∞[, respectively [b, 0[ if
D = ]−∞, 0[. For all x ∈ Dvsup, we have {z | v(z) ≥ v(x) + ε} = ∅ for all ε > 0.
Because Dvsup = D
u
sup by Lemma 3.24, we must have u(x) = supz∈D u(z) = u(b) for
x ∈ Dvsup, and by definition T (v(x)) = supx u(x) = u(b) for x ∈ Dvsup.
Next assume that x ∈ Dvra \ int(Dvinf). Because v is not constant, this set is
nonempty and is an interval closed in D. If we add the limit points of D which may
be ±∞, we have without loss of generality that this interval is [a, b]. On this interval,
the function v : [a, b] → [v(a), v(b)] is continuous and strictly increasing, and has
therefore an inverse function v−1 : [v(a), v(b)] → [a, b] which is again continuous
and strictly increasing. If x ∈ Dvra \ int(Dvinf) \ {b}, we have for ε small enough
still that v(x) + ε < v(b) and therefore a < v−1(v(x) + ε) < b. It follows that
T̃ (v(x) + ε) = u(v−1(v(x) + ε)−) ≥ u(v−1(v(x))) = u(x) by the monotonicity of u
and the strict monotonicity of v−1. By the right-continuity of u which is the same
as upper semicontinuity for nondecreasing functions, the left-hand side converges
to u(x) as ε ↓ 0, so that the relation (3.15) holds.
Finally, consider the situation in which x ∈ Dvinf. This means that v(x) = −∞
for x ∈ Dvinf. Since Duinf ⊃ Dvinf, we also have u(x) = −∞ for x ∈ Dvinf. The
definition as given in (3.14) implies that T (−∞) = −∞, so that also in this case
the relation u(x) = T (v(x)) is satisfied.
It is clear that T is nondecreasing, because if y1 < y2, the set from definition
(3.14) for y1 is a superset of the one for y2, and in general for two sets A ⊂ B one
has inf A ≥ inf B. If a function is nondecreasing, upper semicontinuity is equivalent
to right-continuity. But right-continuity follows directly from the definition as given
by (3.14).
Next we show that T is strictly increasing on v(D) \ {T = −∞}. Let y1 < y2 in
v(D). If such two values do not exist, then there is nothing to prove. If y1 = −∞,
we have T (y1) = −∞, and the statement is trivially satisfied. If y1 > −∞, then
y1 ∈ [v(a), v(b)], where v is strictly increasing and continuous on [a, b]. In this
case, T̃ (yi) = u(v−1(yi)−). But in this range, also v−1 is strictly increasing and
continuous, and v−1(y1) < v−1(y2). Let T̃ (y1) = T̃ (y2) > −∞. Then u(v−1(y1)) =
u(v−1(y2)), and v−1(y1) ∈ Dusup but not in Dvsup, a contradiction to Lemma 3.24.
It follows that T̃ (y1) < T̃ (y2) for y1 < y2 unless T̃ (yi) = −∞. If we choose ε > 0 so
small that y1 + ε < y2, then
T (y1) ≤ T̃ (y1 + ε) < T̃ (y2) ≤ T (y2)
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It remains to show that T is concave. If not, then there exist y1, y2 ∈ R, t ∈ ]0, 1[
with
tT (y1) + (1− t)T (y2) > T (ty1 + (1− t)y2) (3.16)
Without loss of generality, we may assume that y1 < y2. If u is constant, it follows
that T is constant, and we have a direct contradiction. If not, we have from the
arguments above and a little extension that there exists an interval [a, b] such that
T (y) = u(v−1(y)) for y ∈ [v(a), v(b)], T (y) = u(b) for y > v(b) and T (y) = −∞ for
y < v(a).
Now assume that y1 < v(a). It follows that T (y1) = −∞, which is a contradic-
tion to (3.16). Assume now that both y1 and y2 are in [v(a), v(b)]. Then inequality
(3.16) says
tu(v−1(y1)) + (1− t)u(v−1(y2)) > u(v−1(ty1 + (1− t)y2))
If X := v−1(y1) with probability t, v−1(y2) with probability 1 − t (such a random
variable is possible because the probability space admits a continuous distribution),
this equation means
Eu(X) > u(v−1(Ev(X)))
where by the assumption that y1, y2 ∈ [v(a), v(b)], also Ev(X) ∈ [v(a), v(b)]. Define
x∗ := v−1(Ev(X)). It is obvious that v(x∗) ≥ Ev(X). But on the other hand,
Eu(X) > u(x∗). This is a contradiction to statement 3.
If v(b) < y1 < y2, we have again that T (y1) = T (y2), and equation (3.16) gives
a direct contradiction. It remains to show the case where v(a) ≤ y1 ≤ v(b) < y2.
But then we have
tT (y1) + (1− t)T (v(b)) = tT (y1) + (1− t)T (y2) >
> T (ty1 + (1− t)y2) ≥ T (ty1 + (1− t)v(b))
which means that inequality (3.16) is also satisfied if we replace y2 by v(b). But
this case we have already treated before. ¤
3.4. Connection to power utility functions
In this section, we will show that the connection to power utility functions, as
established in Proposition 2.2 for smooth utility functions, continues to hold in the
general case, with our generalized definition of risk aversion. A similar connection
holds also for the absolute risk aversion. We omit here the proof and restrict to the
case of relative risk aversion.
Firstly, we reconsider from Definition 3.15 what bounded risk aversion means.
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Definition 3.26. Let u be a utility function with risk aversion measure ρ, and
γ ≥ 0 a constant. Then the absolute risk aversion is bounded from above by γ on
an interval I if ρ satisfies
ρ ≤ γ dx on I
with dx the Lebesgue measure. It has a relative risk aversion bounded from above
by γ on I if ρ satisfies
ρ ≤ sgn(x)γ d ln(|x|) on I
Boundedness from below is defined analogously with the reverse inequalities.
Remark 3.27. γ dx and sgn(x)γ d ln(|x|) are risk aversion measures on the Borel
sets of R, respectively on ]0,∞[ or ]−∞, 0[, and γ is the corresponding Radon-
Nikodym derivative. Definition 3.26 is therefore consistent with Definition 3.15.
Furthermore, from Definition 3.26 it follows that I cannot contain elements of Dusup,
because the utility function v corresponding to the risk aversion measure on the
right-hand side of the inequality is an exponential or power utility function, and
therefore Dvsup = ∅. But according to Definition 3.15, the risk aversion domains
must coincide on I, that is Dura ∩ I = Dvra ∩ I.
Proposition 3.28. The relative risk aversion of a utility function u satisfying As-
sumptions 3.1 and 3.2 is uniformly bounded from below (above) by a constant γ > 0












)γ if D = ]−∞, 0[
(3.17)
or inequality in the other direction if bounded from above.
Proof By Definition 3.26, it is clear that R ⊂ Dura. Let firstly x be in Dueff,
and x < y < b; then y ∈ Dueff. By assumption (Definition 3.26), and because
]x, y] ⊂ Deff, we have
ρ(]x, y]) = −d ln u′r(]x, y]) ≥ sgn(ξ)γ d ln |ξ|(]x, y])
on ]x, y]. If D = ]0,∞[, then by integration
ln u′r(y)− ln u′r(x) ≤ −γ (ln y − ln x)








which is equation (3.17) for positive wealth. For D = ]−∞, 0[ the arguments are
similar.
If x ∈ (Dueff)c, then u′r = ∞ from which the equation follows, or ξ ∈ Dueff for
all ξ > x. In the latter case, also inequality (3.17) holds for all y > ξ > x by the
arguments before, and by the right-continuity of u′r the inequality then also holds
for x.
Let now equation (3.17) hold and R ⊂ Dura. Consider the interval ]x, y] ⊂ R.
We consider firstly the case where x, y ∈ Dueff. On Dueff the measures −d ln u′r and
sgn(x) d ln |x| are sigma-finite. By taking the logarithm which is monotonic we have
ln u′r(y)− ln u′r(x) ≤ sgn(x)γ (ln y − ln x)
on every half-open interval in Deff ∩ ]a, b[. The result follows by the following Lemma
3.29 for sigma-finite measures.
If x ∈ (Dueff)c, then ρ({x}) = ∞ but sgn(y)γ d ln |y|({x}) = 0, for every γ > 0,
and therefore the relative risk aversion must be bounded from below by any constant
γ > 0. ¤
Lemma 3.29. Let µ1 and µ2 two sigma-finite measures on the Borel set with
µ1(I) ≤ µ2(I) for every half-open interval I. Then µ1(B) ≤ µ2(B) for every Borel
set B.
Proof Let µ1 and µ2 be two sigma-finite measures on the Borel set with µ1(I) ≤
µ2(I) for all half-open intervals I. Sigma-finiteness of the measures µj on the Borel
sets of a set Deff means that there are disjoint subsets Ai with ∪i≥1Ai = Deff and
µj(Ai) < ∞ for all i, for both j = 1 and j = 2. If there would be a Borel set B
on which µ1(B) > µ2(B), there would at least be one set Ai with µ1(Ai ∩ B) >
µ2(Ai ∩B), and on Ai the measures are finite. We may therefore assume that both
measures are finite. We define then a signed measure λ := µ2−µ1. This measure is
obviously countably additive, positive on all half-open intervals, and negative on B.
Because of the additivity of λ, we have that λ ≥ 0 for all finite unions of half-open
intervals, which form an algebra. Because this algebra is a subset of the Borel sets,
λ is also countably additive on this algebra. By Carathéodory’s extension theorem,
see Williams (1991), one can therefore extend λ (defined on this algebra, where
it is positive) to a positive measure λ̃, defined on the whole Borel set. It follows
that λ̃(B) ≥ 0. The two measures λ and λ̃ coincide on a π-system generating the
Borel sets, and by the uniqueness lemma, see Williams (1991), which holds also
for signed measures, it follows that λ = λ̃ on the Borel set, therefore λ(B) ≥ 0, a
contradiction. ¤
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In the case of constant relative risk aversion, inequality (3.17) becomes an equality,
and by integrating both sides firstly with respect to x, then with respect to y, we










where y0 is the lower integration bound. Treating y0 and x as two different constants
in the interval [a, b] where the relative risk aversion is γ, it follows for suitable
constants A and B that
u(y) = A + By1−γ
which expresses that constant relative risk aversion means precisely the power prop-
erty, a well-known result. When the relative risk aversion is only bounded from be-
low but not constant, inequality (3.17) gives a super-power property of the utility
function.
3.5. Relative risk aversion of the conjugate function
The connection between the relative risk aversion of a utility function and its
dual stated in Proposition 2.2 for smooth utility functions is not so easy any more
for the general case. The reason is that u′r may not be invertible any more, and
as a consequence, the relation rrau∗(y) = 1rrau(x) may not determine a one-to-one
correspondence between the arguments x and y. However, it is still possible to make
a statement about the bounds of the relative risk aversion. This is the aim of this
section.
Definition 3.30. Let u(x) be a utility function satisfying Assumptions 3.1, 3.2 and
3.3. We extend the domain in the following way:
uext(x) :=
−∞ on ]−∞, 0[ if D = ]0,∞[
u(−x) on ]0,∞[ if D = ]−∞, 0[
u(x) on D
(3.18)
and at 0 such that the function becomes upper semicontinuous. Then its dual
function is defined as the concave conjugate
u∗(y) := inf
x∈R
(xy − u(x)) (3.19)
Lemma 3.31. Let u(x) satisfy Assumptions 3.1, 3.2 and 3.3, with domain D.
Then its dual function u∗(y) satisfies them too on D. Furthermore, the extension
of u∗ following (3.18) is (u∗)ext = (uext)∗.
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Proof From Rockafellar (1970), it follows that u∗(y) defined on R is a concave,
proper and upper semicontinuous function. (This theorem is proved in Rockafellar
(1970) for convex instead of concave functions. Note that closedness is equivalent
to upper semicontinuity for concave functions.) It remains to show that u∗(y) is
nondecreasing on D. Let y1 < y2 ∈ D. Then for all x > 0, it follows
xy1 − uext(x) ≤ xy2 − uext(x)
and the same for the infimum over all positive x. The result follows by recognizing
that for y ∈ D,
u∗(y) = inf
x∈R
(xy − uext(x)) = inf
x>0
(xy − uext(x))
The final statement is clear for y ∈ D. For y < 0 and D = ]0,∞[, the expression in
the right-hand side of (3.19) can be made arbitrarily small when x →∞. For y > 0
and D = ]−∞, 0[, we have
(uext)∗(y) = inf
x∈R





((−x)(−y)− uext(−x)) = u∗(−y)
which is by definition (u∗)ext. ¤
Proposition 3.32. Let u be a utility function satisfying Assumptions 3.1, 3.2
and 3.3. Then its dual function u∗(y) has a relative risk aversion bounded from
above (below) by 1γ on ]a, b[ if u(x) has a relative risk aversion bounded from below
(above) by γ on ](u∗)′r(b), (u
∗)′r(a)[ ([(u
∗)′r(b), (u
∗)′r(a)]) if D = ]0,∞[, respectively
on ]−(u∗)′r(a),−(u∗)′r(b)[ ( [−(u∗)′r(a),−(u∗)′r(b)]) if D = ]−∞, 0[, provided this set
is nonempty.
Proof Let a < x < y < b and assume firstly that x, y ∈ Du∗eff . We have that
∫
]x,y]
−d ln(u∗)′r = − ln(u∗)′r(y) + ln(u∗)′r(x)
and ∫
](u∗)′r(y),(u∗)′r(x)]
d ln |ξ| = ln(u∗)′r(x)− ln(u∗)′r(y)
for D = ]0,∞[, respectively for D = ]−∞, 0[
∫
]−(u∗)′r(x),−(u∗)′r(y)]
−d ln |ξ| = ln(u∗)′r(x)− ln(u∗)′r(y)
and therefore the integrals are the same. Because on D the measure d ln |x| is
absolutely continuous with respect to the Lebesgue measure, we may exclude the
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point at the right end of the integration interval without changing the value of the
















∗)′r(x)−)− ln u′r((u∗)′r(y))) ≤
1
γ





which is the required result. The first inequality follows from the fact that
(u∗)′r(x) ∈ δu∗(x) ⇒ x ∈ δu((u∗)′r(x))
by the general duality rules of superdifferentials, and u′r((u
∗)′r(x)−) is the supre-
mum of those superdifferentials, and therefore larger. This holds by the general
rule that u′r(z−) = sup{δu(z)}. On the other hand, by the same argument, we
have that y ∈ δu((u∗)′r(y)) and therefore larger than or equal than the infimum





∗)′r(y)) = ∞, and by the same rules as before, y = ∞, a contradiction to the
assumption that y ∈ D. The other case, where D = ]−∞, 0[, can be treated in
essentially the same way, applying uext and u∗ext, and using the fact that by the
symmetry from Definition 3.30, y ∈ δu(z) ⇒ −y ∈ δu(−z).
We will show now that x, y ∈ Du∗eff is always true if u has a relative risk aversion
bounded from below, and the other assumptions of Proposition 3.32 are satisfied.
We have in general Deff = ]dmin, dmax[. Let us firstly consider the case when D =
]−∞, 0[. If dmax < b ≤ 0, we have that 0 ∈ δu∗(dmax) and thus ±dmax ∈ δu(0). It
follows that u(x) ≤ u(0) − dmaxx and because u′r is monotonically decreasing we
have u′r ≥ −dmax. For ε > 0, it follows that
∫
]ε,0[










which must be bounded if ε > 0 is small enough due to the fact that u is proper.
On the other hand, d ln x(]−ε, 0[) = ∞ for every ε > 0. It follows that the relative
risk aversion of u cannot be bounded from below.
Let on the other side 0 > dmin > a. It follows that (u∗)′r(a) = ∞ and therefore
a ∈ δu(∞) or by the symmetry −a ∈ δu(−∞). It follows that u′r(x) ≤ −a for all
x ∈ D. By the fact that u′r is nonincreasing, it follows that u′r(x) converges as
x → −∞. For all ε > 0, there exists an x ∈ ]−∞,−(u∗)′r(b)[ with
∫ x
x−1












for x < c < −(u∗)′r(b) and c such that u′r(c) > 0, which must be possible because
otherwise Dura is empty, and therefore the relative risk aversion cannot be bounded
anywhere. On the other hand, the measure −d ln |ξ|(]x− 1, x]) as a function of x is
bounded from below for x < c. Again, it follows that the relative risk aversion of u
cannot be bounded from below.
The case D = ]0,∞[ follows similar arguments, but for completeness we will
show it too. Let us firstly assume that a < dmin. Then we have (u∗)′r(a) = ∞ and
therefore a ∈ δu(∞). It follows that ](u∗)′r(b), (u∗)′r(a−)[ is an interval of the form
]c,∞[ with c < ∞, because otherwise the interval would be empty. By the fact that
u′r is nonincreasing, we must have u′r(x) ≥ a for all x > 0, and by the monotonicity
and the boundedness u′r(x) converges as x → ∞. This means that for all ε > 0












On the other hand, d ln |ξ|(]x, x+1]) ≥ d ln |ξ|(]c, c+1]) > 0, and therefore bounded
from below. It follows that the relative risk aversion of u cannot be bounded from
below.
For the last case, let us assume that dmax < b. Then (u∗)′r(b) = 0 and b ∈ δu(0).
The interval ](u∗)′r(b), (u
∗)′r(a−)[ is of the form ]0, c[, with c > 0 because otherwise
it is empty. It follows by the rules of superdifferentials that u(x)−u(0) ≤ bx and by
the monotonicity u′r(x) ≤ b ∀x. That means that u′r(x) is monotonically decreasing












where 0 < c1 < c is a constant with u′r(c1) > 0 which exists if u is not constant,
which cannot be because then Dura = ∅. The right-hand side of the inequality tends
to 0 for all 0 < ε1 < ε2 < c1 as c1 → 0, but the measure d ln |x|(]ε1, ε2[) remains
bounded from below for a suitable sequence of ε1, ε2. Again, it follows that the
relative risk aversion of u cannot be bounded from below.
We have therefore that the boundedness from above holds on any half-open
interval, and because ]a, b[ ⊂ Dueff, the measures d ln x and d ln(u∗)′r are sigma-finite
on ]a, b[. The result follows now by Lemma 3.29. ¤
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4. Essential bounds for the risk aversion
4.1. Definition
According to definitions 3.15 and 3.26, there cannot be jumps in u′r if the risk
aversion is bounded from above. In particular, the risk aversion corresponding to
a piecewise linear utility function cannot be bounded by a constant either from
above or below, except when the function is linear. One may wonder whether it is
possible to provide bounds in a weaker sense in such cases. Below we propose such
a notion, and we show that this proposed notion connects to a natural relaxation
of the super-exponential/super-power property.
A first idea for a weaker ordering of risk aversions would be to say that a utility
function u is essentially not more risk averse than v on ]a, b[ ⊂ D if ]a, b[ ∩ Dura =
]a, b[ ∩ Dvra and there exists a constant C < ∞ such that
ρu(B′) ≤ ρv(B′) + C
for all B′ ⊂ B(]a, b[). To obtain an “if and only if” statement analogous to Proposi-
tion 3.28 (super-power resp. super-exponential property), as well as for being able to
have essentially bounded risk aversion also for piecewise linear functions, we define
it again slightly more generally.
Definition 4.1. [Weak comparison of risk aversions] A utility function u(x) is es-
sentially not more risk averse than a utility function v(x) on an interval ]a, b[ ⊂ D
if ]a, b[ ∩ Dura = ]a, b[ ∩ Dvra and there exists a constant 0 < C < ∞ such that
ρu([x, y]) ≤ ρv([x, y]) + C (4.20)
for all intervals [x, y] ⊂ ]a, b[. Analogously to the open interval ]a, b[, weak compar-
ison for risk aversions is also defined on closed or half-open intervals.
Remark 4.2. From Definition 4.1, it follows that inequality (4.20) holds for all
(open, closed, half-open) intervals, by the fact that one can obtain those intervals as
a countable union of closed intervals, and by the monotone convergence of measures,
see Williams (1991).
Remark 4.3. In order to show that u is essentially not more risk averse than v,
one can also show inequality (4.20) for half-open intervals ]x, y] and, in the case of
the closed interval [a, b], additionally for the sets {a} and {b}. The reason is that a
closed interval can be written as a countable intersection of half-open intervals. The
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result follows then by the monotone convergence of measures, see Williams (1991),
and the fact that each closed interval in Dueff with finite endpoints is compact.
To show this in more detail, let an open interval ]a, b[ be given, and consider
x, y ∈ Dueff with ]x, y] ⊂ ]a, b[. We then have [x, y] ⊂ Dueff. Assume firstly that
[x, y] ⊂ Dveff; then there exists an N such that ]x − 1n , y] ⊂ ]a, b[ for all n ≥ N
and furthermore ]x − 1n , y] is a subset of Dueff as well as of Dveff, and the monotone
convergence of measures yields that the constant C for closed sets is bounded by the
one for half-open sets. If [x, y] is not a subset of Dveff, by the fact that ρu([x, y]) < ∞,
inequality (4.20) is trivially satisfied.
If x or y is not in Dueff, then either ρu(]x, y]) = ∞ or ρu({x}) = ∞, by the
ρ-finiteness of the measure ρu (Definition 3.12). It follows that in the first case,
ρv(]x, y]) = ∞ and the inequality (4.20) still holds. In the second case, if x is in
Dveff, there must be a ξ < x with [ξ, x] ⊂ Dveff, and by the ρ-finiteness of the measure
ρv, it follows that ρv(]ξ, x]) < ∞, a contradiction to ρu(]ξ, x]) = ∞ and the fact
that (4.20) holds for half-open intervals. It follows that ρv({x}) = ∞, and therefore
inequality (4.20) still holds.
Given a closed interval [a, b], the constant C in (4.20) for intervals [x, y] must
be smaller than or equal to the sum of the one for intervals ]a, b[ and the ones for
the sets {a} and {b}.
Analogously to Definition 3.26, we may also state what is meant by essential bounds
for the risk aversion.
Definition 4.4. [Essential bounds for risk aversion] A utility function u(x) satis-
fying Assumptions 3.1 and 3.2 has a relative risk aversion essentially bounded from
above by γ, 0 < γ < ∞, on an interval ]a, b[ ⊂ D, if ]a, b[ ⊂ Dura and there exists a






sgn(x)γ d ln |x|+ C (4.21)
holds for all intervals ]x, y] ⊂ ]a, b[. It has a relative risk aversion essentially bounded






sgn(x)γ d ln |x| − C (4.22)
for all intervals ]x, y] ⊂ ]a, b[. It has essentially a relative risk aversion of γ if
both (4.21) and (4.22) are valid. Analogously, essential bounds for the absolute risk
aversion are defined, with the measure sgn(x) d ln |x| replaced by the measure dx.
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Remark 4.5. We have defined the essential bounds here by use of half-open inter-
vals, because this will be more convenient for the proofs later. This is possible, by
the Remarks 4.2 and 4.3. If we look at the interval [a, b] instead of ]a, b[, we would
have to add, as in Remark 4.3, the requirement that ρu({a}) < ∞ in the case of
boundedness from above.
Example 4.6. For n ≥ 0 define
dρu = −d ln u′r(x) =
ln 2 if x = ± 342−n
0 otherwise




sgn(x)γ d ln |x|) is unbounded from above as well as from below with respect to all
B ∈ B(D). But looking only at intervals, one can see that the function u(x) has
essentially a relative risk aversion of 1 in the sense of Definition 4.4. The positive
and negative parts of the signed “measure” −d ln u′r − sgn(x)γ d ln |x| cancel out to
a uniformly bounded number, even if this “measure” maps some Borel sets to +∞
and some others to −∞ and does therefore not define a true signed measure.
Remark 4.7. A sufficient condition for u having a risk aversion essentially bounded






sgn(x)γ d ln |x| (4.23)







(absolute risk aversion case) for each Borel set B′ ⊂ ]a, b[\C, where
∫
C
dρu < ∞ (4.25)
Example 4.8. If u′r has a finite amount of jumps in a < x1 < ... < xn < b it
satisfies assumption (4.25) if u′r(xn) > 0 and u′r(x
−
1 ) < ∞. By the transformation
of variable formula for finite variation processes, equation (4.25) then gives for















Example 4.9. The function u(x) := −|x| 1−x is concave in a region around 0, for
both cases positive and negative wealth. But the relative risk aversion according to
to Definition 4.4 is not essentially bounded from above on any interval ]−ε, 0[ nor
]0, ε[.
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Remark 4.10. A sufficient condition for u having a risk aversion essentially bounded






d ln |x| (4.26)







(absolute risk aversion case) for each Borel set B′ ⊂ ]a, b[\C, where
∫
C
sgn(x) d ln |x| < ∞ (4.28)
for the relative risk aversion case, and µ(C) < ∞ for the absolute risk aversion case,
where µ is the Lebesgue measure.
In particular, together with Remark 4.7, the risk aversion is always essentially
bounded if it is bounded.
Example 4.11. Condition (4.28) is satisfied for a finite union of closed intervals
in Deff: C = [x1, y1] ∪ ... ∪ [xn, yn] with a < x1 < y1 < x2 < y2 < ... < yn < b, and
Deff = ]a, b[.
Example 4.12. The functions u(x) = −x ln x for D = ]0,∞[, and u(x) := −xln |x|
for D = ]−∞, 0[ are concave if |x| is sufficiently small. The relative risk aversion is
not essentially bounded from below by a constant γ > 0 on any interval ]0, ε[ for
positive wealth nor ]−ε, 0[. The functions are asymptotically linear.
4.2. Connection to power utility
We now reformulate Proposition 3.28 for the case of essentially bounded relative
risk aversion. For the essentially bounded absolute risk aversion, a similar statement
holds. We will omit here the proof of that case, and focus on relative risk aversion.
Proposition 4.13. Let u be a utility function satisfying Assumptions 3.1 and 3.2.
Then the relative risk aversion of u is essentially bounded from above (below) by a
constant 0 < γ < ∞ for x ∈ ]a, b[ ⊂ D, if and only if ]a, b[ ⊂ Dueff and there exists











)γ if D = ]−∞, 0[
(4.29)
respectively inequality in the other direction if bounded from below.
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Proof Let u(x) satisfy equation (4.21) of Definition 4.4 on ]a, b[. Let a < x < y < b.
Because ]x, y] ⊂ ]a, b[ is an interval, we have
∫
]x,y]
dρu ≤ γ sgn(x)
∫
]x,y]
d ln |x|+ C
where C is the constant from equation (4.21). It follows by the rules of the logarithm
that if x, y ∈ Dueff





where the plus is for the case D = ]0,∞[ and the minus for the other case. By the
monotonicity of the exponential function, equation (4.29) follows with the constant
K = exp(−C). If there would be an x ∈ ]a, b[ with x ∈ (Dueff)c, then there exists
a half-open interval ]ξ1, ξ2] ⊂ ]a, b[ with ρu({ξ}) = ∞ for all ξ ∈ ]ξ1, ξ2], by the
fact that ]a, b[ is open. Because sgn(x) d ln |x|({]ξ1, ξ2]}) is finite, this contradicts
definition (4.21) of the essential upper bound. It follows that ]a, b[ ⊂ Dueff.
On the other hand, let there be a constant K > 0 such that for all a < x < y < b,
equation (4.29) is satisfied. Because ]a, b[ ⊂ Dueff, we can always take the logarithm.
Then, by doing this, we have
ln u′r(y)− ln u′r(x) ≥ ∓γ(ln y − ln x) + ln K
It follows that
− ln K ≥
∫
]x,y]
−d ln u′r − γ
∫
]x,y]






sgn(x) d ln |x|
Therefore, equation (4.21) is satisfied, with the constant C = − ln K. We have only
proved it for intervals ]x, y] with a < x, but the bound for intervals of the form ]a, y]
is the same, by the monotone convergence of measures (Williams, 1991).
The statement for the case with boundedness from below is proved in the same
way. ¤
As for smooth utility functions (Corollary 2.4), one can see how Proposition 4.13
connects essential bounds of the relative risk aversion to an essential super-power
property.
Corollary 4.14. Let u be a utility function satisfying Assumptions 3.1 and 3.2
with relative risk aversion essentially bounded from above by a constant γ on ]a, b[.
1. If D = ]0,∞[, γ < 1 and a = 0, and u(0+) = 0, then for all 0 < x < y < b







2. If D = ]0,∞[, γ > 1 and b = ∞, and u(∞−) = 0, then for all a < x < y < ∞













Proof Because u′r(x) is nonincreasing and ]a, b[ ∈ Dueff, it is continuous with
exception of at most countably many points, which are a Lebesgue nullset. It
follows that almost surely (with respect to the Lebesgue measure), the function u
is differentiable and u′ = u′r. One can therefore apply the fundamental theorem of
calculus even if u′r is not continuous, that is
∫ x
x0
u′r(ξ) dξ = u(x)− u(x0) (4.33)
See for example Berberian (1999), Theorem 5.10.1.
Applying this fundamental theorem, the proofs are almost the same as the ones
for smooth utility functions (Corollary 2.4). ¤
Remark 4.15. For γ < 1, we have already discussed in section 2 under which
conditions a normalization of u to u(0) = 0 is possible. For γ > 1, a normalization
is possible if u is bounded from above, which is the case of the relative risk aversion
being essentially bounded from below. Indeed, by equation (4.29), and with an x0 ∈
Dueff, it follows that u
′
r(y) ≤ Cy−γ for a constant C > 0, and by the fundamental






For the case in which D = ]−∞, 0[, a normalization to u(0) = 0 is always
possible, which follows directly by the concavity of u.
If the utility function is invertible, one can from Corollary 4.14 also establish some
relationships for the inverse function. This is the subject of the next proposition.
Proposition 4.16. Let ]a, b[ ⊂ Dueff, then the function u : ]a, b[ → ]u(a), u(b)[ is
invertible. Furthermore, let the assumptions of Corollary 4.14 be satisfied, in par-
ticular the inequalities (4.30) to (4.32) under the corresponding assumptions. Then




































Proof Because ]a, b[ ⊂ Dueff, the function u is continuous on ]a, b[, and therefore
surjective. Furthermore, u′r > 0, from which it follows that u must be injective. The
inequalities (4.34) to (4.36) then follow from equations (4.30) to (4.32) by setting
x = u−1(ξ) and y = u−1(η), and by the assumptions about the normalization of u
from this Corollary, ξ, η > 0 in case 1 and ξ, η < 0 in case 2 and 3. ¤
Remark 4.17. For the case 3 in Proposition 4.16, but with risk loving investors
and positive capital, we have from ũ(x) = −u(−x) that ũ−1(ξ) = −u−1(−ξ) is the
inverse.
4.3. Essential bounds for the conjugate function
Essential boundedness of the relative risk aversion of a utility function can be re-
lated to essential boundedness of the relative risk aversion of its conjugate function.
This is stated in the following proposition.
Proposition 4.18. The relative risk aversion of a utility function u satisfying As-
sumptions 3.1, 3.2 and 3.3 is essentially bounded from below by a constant γ on a set
]a, b[ if its conjugate function u∗(y) has a relative risk aversion essentially bounded




r(a)] for D = ]0,∞[, respectively
[−u′r(a),−u′r(b)] for D = ]−∞, 0[. Furthermore, the statement holds also if we ex-
change the words “above” and “below”, then even with the intervals ]u′r(b), u
′
r(a)[
and ]−u′r(a),−u′r(b)[, respectively, provided these sets are nonempty.






r(x)] if D = ]0,∞[
]−u′r(x),−u′r(y)] if D = ]−∞, 0[
and analogously for closed or open intervals. We have
∫
]x,y]
−d ln u′r = ln u′r(x)− ln u′r(y) =
∫
sgn(x)]u′r(y),u′r(x)]
sgn(x) d ln |x|
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and on the right-hand side we can take the closed interval instead, because the
difference is only a Lebesgue nullset.
By the fact that u∗ has a relative risk aversion essentially bounded from above
by 1γ > 0, we have in particular that the interval considered is a subset of D
u∗
eff , and
therefore ρu∗ = −d ln(u∗)′r, and
∫
sgn(x)[u′r(y),u′r(x)]





where K is the supremum in equation (4.21), and therefore independent of the









≥ γ sgn(x)(ln |y| − ln |x|) = γ
∫
]x,y]
sgn(ξ) d ln |ξ|
from which equation (4.22) follows, because this holds uniformly for all intervals
]x, y].
For intervals which contain elements in (Dueff)
c, equation (4.22) holds trivially,
because by definition the measure ρu is infinite on this set, whereas the measure
d ln |x| is finite. ¤
Remark 4.19. It may happen that the closed intervals [u′r(b), u
′
r(a)], respectively
[−u′r(a),−u′r(b)] are not subsets of D. This is the case if u′r(a) = ∞ or u′r(b) = 0. In
this case, it is enough to assume that the relative risk aversion is essentially bounded
from above on the intersection of this interval and D. Indeed, the requirement
of boundedness from above is only needed if x, y ∈ Dueff. If u′r(x) < u′r(a) and
u′r(y) > u′r(b), the restriction of the assumption to D (that is to the open interval)
is enough. But if u′r(y) = 0 or u′r(x) = ∞, x or y are not in Dueff, and therefore
equation (4.22) holds trivially.
5. Conclusion
In this paper, we have generalized the notion of the coefficient of risk aversion
to nonsmooth utility functions. For this, we have introduced the concept of risk
aversion measures, from which the classical absolute as well as relative risk aversion,
denoted here as risk aversion density, is calculated as Radon-Nikodym derivative
provided it exists. However, the advantage of the risk aversion measure is that it
can be defined for all, also nonsmooth, utility functions.
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It turns out that the one-to-one relationship between equivalence classes of utility
functions and risk aversion densities, a well-known result in the smooth case, can
be extended to the nonsmooth case considering a suitable class of measures. The
equivalence class of utility functions is defined in the classical way through positive
affine transformations, but without any assumption about differentiability or strict
monotonicity.
Using this notion of risk aversion measures, we define an ordering for risk aver-
sions of different investors, that is of different, nonsmooth, utility functions. For
the case where the utility functions are smooth, this ordering coincides with the
classical one for densities. Furthermore, we prove an extension of a classical result
of Pratt for nonsmooth utility functions. The connection between u1 being more
risk averse than u2 and the existence of a concave function T with u1(x) = T (u2(x))
does still hold for nonsmooth utility functions, if we express “more risk averse” in
terms of risk aversion measures. Furthermore, we have shown that this formulation
is also consistent with a reasonable alternative definition which does not necessarily
make use of utility functions.
Typically, relative risk aversion makes sense for utility functions which are de-
fined on the positive domain, that is for positive wealth. We did not try to extend
this concept to utility functions which are defined for positive as well as for negative
wealth. However, we treated, alternatively to the typical case, also the one where
the wealth is always negative. We could give a unifying definition for both cases.
However, for some specific proofs, we had to treat both cases separately. For ab-
solute risk aversion, one can take the whole real line as domain, and the restriction
mentioned above does not apply.
We have proposed a weaker ordering which we called essential bounds for the
risk aversion, and which requires only that the risk aversion is bounded up to a
certain tolerance. We have provided a formal definition, and have shown that a
strict bound is always an essential bound. We have given examples in which there
is no essential bound, as well as one in which even a piecewise linear function has
essentially constant relative risk aversion.
Just as the constant relative risk aversion property is equivalent to a power
property of the utility function, we have shown that a bound of the relative risk
aversion is equivalent to a super-power property of the function. The same holds
for absolute risk aversion and exponential property. We have also shown that this
equivalence continues to hold for nonsmooth utility functions using our definition,
and holds not only for strict but also for essential bounds of the risk aversion, when
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the super-power property is relaxed appropriately.
Finally, it has been shown how the relative risk aversion translates into the
corresponding notion for the concave conjugate function, for strict bounds as well
as also for essential bounds.
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