We investigate the Mott insulating states of the SU(4) Hubbard model on the square lattice with a staggered pattern of flux by employing the large-scale sign-problem free quantum Monte-Carlo simulations. As varying the flux φ, the low energy fermions evolve from a nested Fermi surface at zero flux to isotropic Dirac cones at π-flux, and exhibit anisotropic Dirac cones in between. The simulations show the competitions among the Dirac semi-metal, the antiferromagnetic and valencebond-solid phases. The phase diagram features a tri-critical point where these three phases meet. In the strong coupling limit, only the antiferromagnetic phase appears. The quantum phase transition between the antiferromagnetic phase and the valence-bond-solid phase is found to be continuous, and the critical exponents are numerically determined. We have also found that inside the valencebond-solid phase, there exists a region that the single-particle gap vanishes but the spin gap remains finite, which is consistent with a plaquette valence-bonding ordering pattern.
Introduction. In the quantum many-body system, a quantum phase transition occures at zero temperature as the function of some parameters which affect the competition between different orders of a quantum system [1] . The standard Ginzburg-Landau theory is applicable for the critical phenomena, and competition between phases of different broken symmetris requires the intermediate phases or the first-order phase transitions accordingly. Nevertheless, the deconfined quantum critical point theory is put forward for the continuous transition [2, 3] , for example the quantum phase transition between the antiferromagnetic (AFM) and valence-bond-solid (VBS) phases. Numerical evidences were found in the quantum spin-1/2 model [4] [5] [6] , and in the model that fermions coupled to an Ising spin model [7, 8] or a gauge field [9] .
On the other hand, the recent development of ultracold atoms provides a new playground to study exotic quantum phase transitions. It was proposed the large spin ultra-cold fermions can exhibit high symmetries of SU(N ) and Sp(N ) [10] [11] [12] , which greatly enriches the study of novel quantum magnetic phase transitions [10, [13] [14] [15] [16] [17] . It was shown that both the AFM and the VBS orders can emerge when the model has the largeflavor SU(2N ) symmetry [18] [19] [20] [21] . Notably in the SU (6) Hubbard model, the AFM order apprears in the Mott insulator phase on the square lattice, but its strength quickly drops to zero and the VBS order emerges at a high Hubbard interaction U [19]. This AFM-VBS transition is also found to be continuous [22] . Conversely in the SU(4) Hubbard model, an AFM order remains finite for U/t ≤ 20 [19] and it persists in the strong coupling region [23] . However, the VBS ground state emerges from the Dirac semi-metal phase in the SU(4) Hubbard model on the π-flux lattice [21] .
It would be interesting to establish the connection of the Mott physics between the case of divergent density of states (DOS) with nested Fermi surface and that with zero density of states of isotropic Dirac semi-metal. Inspired by the work on the SU(2) Dirac fermion model [8] , we study the SU(4) Hubbard model on the square lattice with a staggered flux which connects the usual square lattice and the π-flux square lattice by tuning the flux parameter in the hopping term. Many researches about the SU(2) Hubbard model on the staggered-flux square lattice are using the flux as a fixed [24] [25] [26] or a variational parameter [27] .
In this work, we investigate the quantum phase transition in the SU(4) Hubbard model at half-filling on the staggered-flux square lattice by using the projector determinant QMC (PQMC) method [19, 28] . The phase diagram with respect to φ and U presented in Fig. 4 shows the existences of the Dirac semi-metal, AFM, and VBS states. The AFM-VBS transition exhibits a continuous quantum phase transition. Furthermore, the AFM moment as a function of 1/U is extrapolated to a finite value that is consistent with Ref. [19, 23] in the Heisenberg limit. The system eventually enters the AFM phase as increasing U for all values of the flux. The VBS ordering reaches a maximal value as increasing U , and then is suppressed as U further increases. Interestingly, our simulation shows a plaquette valence-bonding ordering (p-VBS) region with finite values of spin gap but vanishing single-particle gaps.
Model. We begin with the SU(4) Hubbard model defined on a square lattice with the staggered flux,
where ij represents the nearest-neighbor (NN) bond; α represents the component index running from 1 to 4; U is the on-site Hubbard interaction; n i = 4 α=1 c † iα c iα is the on-site particle number operator. The U -term is ex-pressed such that Eq. (1) satisfies the particle-hole symmetry i.e. the system is half-filled. For the NN hopping integral, t ij = te iθij where t is scaled to 1 as the unit of energy in PQMC simulations. After hopping around a square plaquette, a fermion picks up a staggered phase equal to θ ij = (−1) ix+iy φ as shown in Fig. 1(a) , where i x,y are coordinates of the bottom-left site of the plaquette. When φ = π, Eq. (1) is equivalent to the π-flux model, since ±π are equivalent module 2π.
The fermion hopping term of this model reads like
, which has the energy dispersion [27], ǫ(k) = ±2t cos 2 k x + cos 2 k y + 2 cos k x cos k y cos φ 2 .
In the case of zero flux i.e. φ = 0, the energy band of the square lattice is recovered ǫ(k) = ±2t(cos k x + cos k y ), bringing the Fermi surface nesting at half-filling.
In the case of π-flux i.e. φ = π, the Dirac points are
) with the Fermi velocity v F = 2t/ . For every 0 < φ < π, the Dirac points preserve at K and K ′ , but the band structure of Eq. (1) is now exhibitsing the anisotropic Dirac cone structure: The Fermi velocity along the 45 • and 135 •
and v F = 2 √ 2t sin φ 4 respectively. Thus the anisotropy of Dirac cone decreases when φ increases. The density of states (DOS), g(ǫ) vs ǫ, is shown in Fig. 1 (c): It shows a van Hove singularity of the logarithmic divergence at the zero energy when φ = 0, and when φ > 0 the DOS at ǫ = 0 becomes linear. The logarithmic divergences are pushed to ǫ = ±2t sin φ 2 due to the saddle points k s in the band that are located at (0, ±(π − φ 2 )) and (±(π − φ 2 ), 0) and the discontinuity at the energy ǫ = ±4t sin φ 4 arises from the local maximum at M = (π, 0) and M ′ = (0, π), as shown in Fig. 1(d) .
The staggered flux keeps the lattice bipartite, and thus we have sign-problem-free PQMC on the SU(4) Hubbard model at half-filling [28] . Introductions to the implementation details of the PQMC algorithm can be found in Ref. [19, 20, 29] . We use the periodic boundary condition for lattice size L = 4, 8, 12 . . . and the anti-periodic boundary condition for lattice size L = 6, 10, 14 . . . . In such arrangements, the discrete momentum points in the Brillouin zone can touch the Dirac points. We use the Suzuki-Trotter decomposition parameter ∆τ = 0.1 for U/t < 9 and ∆τ = 0.05 for U/t ≥ 9. The projection time β = 48 is used for the lattice size up to L = 16. The QMC simulations are performed on 20 or 24 cores, and on each core we use no less than 200 Monte Carlo steps for warming up and 800 steps for measurements.
Phase diagram. Before presenting the QMC results, we outline the competing phases for the staggered flux SU(2N ) Hubbard model. Since the band structure exhibits Dirac points at φ = 0, the Dirac semi-metal phase usually survives at weak interacting regime. As U increasing, the system enters the Mott-insulating phase. Previous QMC simulations show two possibilities: an AFM phase at zero flux, and a VBS phase at π-flux. Hence, as varying φ and U , there exhibit competitions among the Dirac semi-metal, the AFM, and the VBS phases. In particular, we expect a quantum phase transition from AFM ordering to the VBS ordering as φ runs from zero to π. As U further increases, the low-energy physics in the second-order perturbation 1/U gives the Heisenberg model where the flux φ has no influence. The flux only enters the low-energy physics in the fourthorder perturbation e.g. the ring-exchange interaction [21] . Quantum fluctuations brought by the high symmetry of fermion flavors, such as the super-exchange in the strong-coupling regime, prefers the VBS order over the AFM order at the large-N limit [19] . As a result, in the SU(6) Hubbard model, the ground state shows a continuous phase transition from AFM to VBS states at strong Hubbard interaction [22] . However, QMC results prove the presence of the AFM state both for the SU(4) case [19, 20] and for its large-U limit [23, 30] .
To characterize different phases, we use the following correlation functions and structure factors. The equal-time SU(2N ) spin-spin correlation function is de-
Then the SU(2N ) AFM structure factor at momentum Q = (π, π) is defined as
where r is the relative vector between sites i and j. The bond operatord i,êa is defined via the NN hopping
, where a = x, y andê x ,ê y represent the two basis vectors of the square lattice. The structure factor for the VBS order is,
where q x = (π, 0) and q y = (0, π). To pinpoint the phase transition point, an useful tool is the Binder ratio, which can be defined by the ratio between values of the structure factor at an ordering wavevector and its nearby wavevector. For example, the AFM Binder ratio is,
with dq = ( 2π L , 2π L ). The Binder ratio for the VBS order is defined as
As L → ∞, the Binder ratios defined above approach R → 1 in the corresponding ordered phase, while R → 0 in the disordered phase. The critical point is manifested as the intersection point of the Binder ratio curves for different lattice sizes. Because of the finite-size effect [31, 32] , drifting of the crossing point is often observed, especially for the AFM-VBS transition in our case. Nonetheless, to estimate the correlation ratio of the structure factors, it is possible to extrapolate to 1/L → 0 with the fitting function f (L) = a + bL −c [31, 33] . Here we focus on the Binder ratios at U/t = 10. The numeric data of R VBS (L) shown in Fig. 2 (a) and R AFM in Fig. 2 (b) suggest a continuous quantum phase transition between the AFM and VBS phases. The crossing points in Fig. 2 (a) yield the value of φ c /π = 0.35 ± 0.01 as analyzed in Fig. 2(d) . The same analysis of R AFM (Fig. 2(b) ) shows a consistent result: φ c /π = 0.36 ± 0.01 at 1/L → 0 as shown in Fig. 2(d) . In addition, Fig. 2 (c) gives another evidence that an universal value of the ratio between AFM and VBS structure factor χ S (Q)/χ D at the AFM-VBS transition point. As shown in Fig. 2(d) , the extrapolation of crossing points yields φ c /π = 0.35 ± 0.01. For the finite size system at quantum critical point, the structure factors and Binder rations satisfy the scaling functions at large values of L [31, 32, 34] ,
where δφ = φ − φ c is the deviation from the critical φ c , and d = 2 is the system dimension. We take the dynamic critical exponent z = 1 [2] [3] [4] 22] and introduce the exponent ζ such that −(d + z − 2 + η) = 2ξ/ν. Fig. 3 (a) and (b) show the scaling collapses of the AFM and VBS order parameters and their Binder ratios. The data at φ/π = 0.35 are used to fit the η exponents of the AFM and VBS orderings by using the least-square fittings regarding log L as shown in Fig. 3 (c). The best-fitting analysis is performed to extract the exponents by maximizing the quality of data collapse with the lattice sizes up to L = 16 [35, 36] , which is shown in Fig. 3(d) . The critical exponents are obtained as ν AFM = 0.70 ± 0.01, η AFM = 0.50 ± 0.04,
ν VBS = 0.74 ± 0.03, η VBS = 0.92 ± 0.02.
These results support a continuous AFM-VBS transition. The AFM and VBS quantities are likely to have , which yields η AFM = 0.44 ± 0.03 and η VBS = 0.98 ± 0.01. They are considerably larger than those based on the quantum SU(2) spin model [4, 5] yielding η = 0.26 ± 0.03 from both sides of AFM and VBS, which may be due to coupling to the gapless Dirac fermions. Fig. 4 reveals the phase boundaries of the AFM, VBS and semi-metal phases. The red solid curve is based on the AFM data, and the blue one is based on the VBS data. At very strong interaction regime (e.g. U/t > 15), the matching of two curves are not precise due to relatively large numerical errors and stronger finite-size effect. Nevertheless, the phase diagram shows a direct transition between the AFM and VBS phases with a possible tri-critical point approximately at (φ/π, U/t) ≈ (0.25, 8.2).
We use the spin gap ∆ σ to further determine the boundaries of the VBS phase as shown in Fig. 4 , which should vanish in both the semi-metal and the AFM phases. ∆ σ is extracted from the unequal-time staggered staggered spin-spin correlation function, by fitting the data ln G σ (τ ) to τ in the range where the curve presents the asymptotic linear behavior. We also calculate the unequal-time single-particle Green's function G(k; τ ) with k = K at the Dirac point to extract the single-particle gap ∆ sg following the same procedure. The polynomial fitting is used to extrapolate ∆ sg and ∆ σ to the thermodynamic limit 1/L → 0. In Fig. 5 , the VBS phase transition points U c /t for different φ are marked by the vertical lines. Interestingly, there exist a region where the extrapolated ∆ sg = 0 while ∆ σ > 0. It is interpreted as a possible the plaquette-VBS (p-VBS) phase as marked by the black dotted boundary in Fig. 4 . It is based on the following picture: The four zero energy single particle states are located at the Dirac points ±K and ±K ′ , which are connected by the valence bond orderings. When both bond orderings along theê x ,ê y coexist in the case of p-VBS ordering, the degenerate perturbation theory shows that the 4-fold degeneracy is partial broken, but a two-fold degeneracy remains. Next we study the ordering in the strong-coupling limit at different values of flux. First we use the finite-size extrapolation to obtain the AFM and VBS order parameters in the thermodynamic limit at finite values of U , and then extrapolate the results to t/U → 0. In Fig. 6 , we are able to reproduce the QMC results of the SU(4) Hubbard models at zero flux (φ = 0) [19] and π-flux (φ = π) [21], respectively. The extrapolated AFM order parameter on the square lattice (φ = 0) has a non-zero value 0.11±0.01 in agreement with results in Ref. [19, 23] , while the VBS order on the π-flux lattice drops to zero at a finite inter- acting strength U/t = 29 ± 5. In addition, the results of intermediate flux values such as φ/π = 0.1, 0.25 show the persistence of the AFM orderings, and the extrapolated values reasonably converge. This is due to the fact that the low energy physics in the strong coupling limit is captured by the nearest neighboring SU(4) Heisenberg model, which comes from the two-site superexchange and thus is independent of φ. The effect of the flux manifests at the ring exchange level which is suppressed at t/U → 0. The data from Fig. 6(b) show that the VBS order is suppressed by increasing the Hubbard U regard- less of the value of φ. These analyses conclude the VBS phase boundary in Fig. 4 . Furthermore, we evaluate the kinetic energy E K = α G|H 0,α |G and the total energy E G = G|H|G in the ground states as varying φ. In agreement with the theorem proved in Ref. [37] , the ground state energies reach the minimum at φ = π. Actually, the simulations in Fig. 7(a) show that E G decreases monotonically as φ varies from 0 to π. Furthermore in Fig. 7(b) and (c), E K also decreases monotonically, and the interaction energy, E U = E G − E K , actually increases monotonically.
Discussions. We studied the ground-state properties of the SU(4) Hubbard model on the staggered-flux square lattice at half-filling scenario, and numerically showed the ground states exhibit the semi-metal, AFM or VBS phases depending on the flux φ and the Hubbard U . Remarkably, it undergoes the semimetal-AFM, the semimetal-VBS and the AFM-VBS transitions with a tri-critical point (φ/π, U/t) ≈ (0.25, 8.2). Our PQMC simulation indicates a continuous AFM-VBS transition. The critical exponents ν for AFM and VBS orderings are likely to exhibit the same value, but their anomalous dimensions η are found to be different.
The phase diagram Fig. 4 , shows that the value of the semi-metal phase transition point U c drastically increases as increasing φ. It is known that the zero-flux model enters the insulating state at infinitesimal coupling due to Fermi surface nesting [38] . However, the staggered flux on the square lattice immediately disrupts the nesting by forming the anisotropic Dirac cones, and the density of states becomes zero at the Dirac points. Moreover, the anisotropy of Dirac cone decreases as the flux increases, and the excitonic gap is enhanced according to the large-N expansion calculations on the anisotropic Dirac fermion system in the presence of Coulomb interaction [39, 40] . These features are responsible for the boost of critical U c for the Mott transition when φ increases.
For the SU(2) Hubbard model with the staggered flux, variational Monte Carlo simulation suggests the source of stability in AFM order is switched from the gain in the interaction energy to the gain in the kinetic energy after U exceeds the interaction strength U ST c /t ∼ 9.0[26]. For the SU(2N ) model, the multiflavor favors the kinetic energy gain through the enlarged hopping channels and it is found the VBS order wins over the AFM order in the SU(6) Hubbard model [19, 20] . However, in the SU(4) model, the VBS order is suppressed against large U while the AFM order exists, as shown in the main text and in other numerical studies [19, 23] . Thus, the large-N limit analysis that works in the SU(6) model fails at 2N = 4. In our present work, the staggered flux tunes the velocity of the Dirac fermions, but the contribution from the flux is small compared with U and N in large U regime. As a result, the large φ only excavates a closed VBS ordered area in the phase diagram.
The present QMC results contribute to the findings in multiflavor fermion models [19, 21, 22 ]. On the other hand, it is then likely to find a closed AFM ordered area in the φ-U phase diagram of the SU(6) Hubbard model, because the AFM is suppressed at large U in the SU(6) case [22] . In experiments, the AFM-VBS transitions might be attainable in the cold-atom experimental apparatus, and the artificial flux has been experimentally realized in the optical lattice cell with laser-assisted tunneling in the cold atom system [41] [42] [43] .
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Supplementary Materials
This supplementary material consists of all the mediate data and analysis supporting the numerical results in the main text. Sect. S-I introduces the model and applies the mean-field analysis. In Sect. S-II, we discuss the finite-size extrapolation of the single-particle gap and the spin gap. Sect. S-III presents the error analysis.
S-I. MEAN-FIELD ANALYSIS

S-I-A. The non-interaction limit and anisotropic Dirac cone
The SU(4) Hubbard Hamiltonian on a square lattice with staggered flux is,
where the indices i and j are the lattice sites, while α refers to the flavor indices. ij represents the nearest-neighor (NN) sites, butn i = 4 α=1ĉ † iαĉ iα is the on-site particle number operator. As shown in Fig. 1(a) , we can define the NN hopping term as t ij = t exp(i φ 4 ) so that the fermion picks up a staggered phase φ after hopping around a plaquette. After the Fourier transform to reciprocal space, we can rewrite the non-interaction Hamiltonian on the basis {k, k + Q} with k = (k x , k y ), Q = (π, π) aŝ
).
(S-2)
The staggered flux pattern in Fig. 1(a) folds the reciprocal unit cell into the first Brillouin zone of the model on a regular square lattice. We obtain the dispersion relation, ). To clarify how the flux affects the energy band, we display the upper energy band at different values of φ in Fig. S1(a) . The asymmetric structure at the Dirac point K is found at 0 < φ < π flux. We then consider the first-order expansion of the Hamiltonian at the Dirac point K,
We note that in Eqs. (S-4) and (S-5), simply replacing the ± π 2 factor with ∓ π 2 yields the first-order expansion at
, which represents a π 2 -rotation. From Eqs. (S-4) and (S-5) we find the Dirac fermion velocities,
along the 45 • and 135 • directions respectively. While the value of φ rises from 0 to π, the velocity ratio v F v F = tan φ 4 increases from 0 to 1, and thus the anisotropy decreases. Because the band structure is symmetric with respect to the ǫ(k = 0) plane, we now derive the density of states (DOS) on the upper band ǫ(k) > 0,
where the integral is along the equi-energy line and we shall see J(ǫ) is given by Eq. (S-15 ). Let us start from the quadratic equation that describe the equi-energy line,
where y = cos(k y ). Eq. (S-8) should satisfy the following constrains,
which define the bound I kx for the definite integral over k x . The above constraints also induces the points of discontinuity ǫ 1 = 2 sin ( φ 2 ) and ǫ 2 = 4 sin ( φ 4 ) that are the singularities in the DOS. For example, ǫ 1 corresponds to the saddle points in the spectrum including (π ± φ 2 , 0) and (0, π ± φ 2 ) in the first Brillouin zone. Since the first-order derivatives of k x , k y are both zero at the saddle point, the Hessian matrix is diagonal. We obtain the Tayler expansion at (π − φ 2 , 0) to the second order,
which is a hyperbolic paraboloid function. Therefore ǫ = ǫ 1 is a Van-Hove singularity of infinite DOS. We now seek the expression for the integral J(ǫ). The term J(ǫ) in Eq. (S-7) is,
We introduce the notations,
and after some calculation,
Then, the DOS in the integral form is rewritten as
which can be numerically sovled. In regard to the square lattice φ = 0, Eqs. (S-12)-(S-14) can be simplified as ∆ = ǫ 2 , l 2 y = ǫ 2 sin(k y ) 2 , l 2 x = ǫ 2 sin(k x ) 2 (S-17) and the Eq. (S-16) reduces to
which is exactly the DOS on the square lattice.
S-I-B. Mean-field analysis on VBS ordering
As shown in Fig. S1(b) , the VBS order is defined on the bond between nearest-neighbor sites,
where we use the notation a = x, y, q x = (π, 0), and q y = (0, π). i +ê a represents the nearest-neighbor of site i along the a-axis. We omit the flavor index and then add the VBS orderĤ I = −g id i,êadi,êa directly to the non-interaction
Using the Gaussian integral e = C dxe − x 2 2 +xA for the Hubbard-Stratonovich transformation with auxillary field ψ ij ≡ √ ∆τ gv ij , the partition function reads [S1],
.
(S-21)
Discarding the τ dependence of v ij , we define the mean-field Hamiltonian aŝ
where j = i ±ê a . We use the saddle point solution of the VBS order,
Tr(e −βĤMF ) = 0, (S-23) which yields the mean-field order parameters,
(S-24)
We consider the restricted order,
where i a is the row index and ε ia = (−1) ia signifies the imbalance of bond formation along the a-axis, as shown in Fig. S1 . The Fourier transform of the Eqs. (S-22) and (S-25) to the reciprocal space gives the mean-field Hamiltonian,
At g = 0 the non-iteraction limit, the Dirac points K, K 3 = (± π 2 , ± π 2 ) and K 2 , K 4 = (∓ π 2 , ± π 2 ) form a reciprocal unit cell. In the presence of the cVBS order, the mean-field operator under the basis ofĉ K ,ĉ K2 ,ĉ K3 andĉ K4 becomes,
(S-27)
In the matrix form, we rewrite the above equation,
which breaks the time-reversal symmetry. The first-order degenerate perturbation derives an energy shift Ĥ I;vx and the matrix H I;vx has eigenvalues λ = ±v x g cos( φ 4 ), so the cVBS order lifts an energy gap of ∆ sg = 2v x g cos( φ 4 ) > 0 for 0 ≤ φ ≤ π at the Dirac points between the bands.
Similarly, we construct the mean-field Hamiltonian for the pVBS order by adding the v y part to Eq. (S-26),
which can be expressed in the matrix form,
The eigenvalues are determined by |H I;vx,vy − λE| = 0 i.e.
With the pVBS ordering v x = v y in Eq. (S-31), there are four first-order perturbation corrections including λ 1 = λ 2 = 0 i.e. ∆ sg = 0. In fact, the higher order perturbation of the energy is also zero since the projection operator 1 − 4 i=1 |λ i λ i | is always 0 with repect to the perturbation H I;vx,vy . Therefore, the plaquette VBS order preserves the energy degeneracy of Dirac points.
S-II. UNEQUAL TIME CORRELATION
In this supplymentary section, we address the methods of measuring the single-particle gap ∆ sg and the spin gap ∆ σ in PQMC simulation. Here, we define the unequal-time Green's function,
where G(i, j; τ ) = α Ψ G |ĉ i,α (τ )ĉ † j,α (0)|Ψ G with |Ψ G being the ground state. In the finite size system, G(k; τ ) scales as Ae −τ ∆sg in terms of the imaginary-time displacement τ . We have seen in the previous section, when φ > 0 the energy band has four Dirac points K, K 2 , K 3 and K 4 at the non-interaction limit. Hence we define the singleparticle gap ∆ sg by the excitation of momentum K. Upon the different momentum, we examine the excitation gap of momentum Γ. In the PQMC approach, the gap ∆ sg can be directly extracted by fitting the data ln G(K; τ ) to the time displacement parameter τ where the data show the asymptotic behavior [20, 29] .
We adopt the unequal imaginary-time SU(2N ) spin-spin correlation function to detect the spin gap ∆ σ ,
Here, the spin correlation function between two lattice sites can be further simplified as
where we take the notation G(τ ) ij ≡ G(i, j; τ ). We note that the discrete Hubbard-Stratonovich transformation is performed in the density channel [19, 20] . Fig. S2(a) plots the unequal-time Green's function G(τ ) and Fig. S2(b) plots the spin-spin correlation function G σ (τ ). We notice that G(K; τ ) reaches a good asympototic behavior after a small displacement, but G σ (Q; τ ) needs a bigger τ . To get the spin gap from G σ (Q; τ ), we firstly choose a large τ having quality data, noted by τ m . Second, we use the data points which have smaller τ i < τ m for fitting the slope −∆ σ in the interval [τ i , τ m ]. The final step is to extrapolate the gaps ∆ σ to the limit where τ i = τ m [S2] . In doing so, we also reduced the estimation error of the spin gap. In other words, we fit the spin gap ∆ σ to the length of the interval [τ i , τ m ] by a linear function, as shown in Fig. S2(c) and (f ). Comparison between Fig. S2(b) and (e) shows that the spin gap of the momentum k = Q normally is much smaller than the one of the momentum k = Γ on the same lattice. The finite-size extrapolation of ∆ sg and ∆ σ gives the excitation gap at the thermodynamic limit 1/L → 0. Fig. S3 shows the finite-size extrapolation of the single-particle gap at k = K and the spin gap of k = Q. Here we often neglect the data of lattice size L = 6 and use the linear function of 1/L when fitting to the thermodynamic limit. With more data on bigger lattices, we also use the second polynomials in 1/L. Supplementary Figure S3 . The single-particle gap and the spin gap extrapolated to the thermodynamic limit. (a) U/t = 9.0, (b) φ/π = 0.35, (c) φ/π = 0.5, (d) φ/π = 0.7.
S-III. ERROR ANALYSIS
In this section, we present the error analysis on the Suzuki-Trotter expansion parameter ∆τ and projection time β used in PQMC. The error from the finite ∆τ is about U 2 ∆τ 2 , so we usually check the behavior of structure factors at a large U such as U/t = 20 [19]. Fig. S4(a) and (b) plots χ S and χ D as functions of ∆τ in the AFM and VBS phase respectively. Their values are saturate at ∆τ ≤ 0.05, which implies that Suzuki-Trotter expansion ∆τ = 0.05 is small enough for the desired accuracy. For the projection time β, it is worth noting that the difference originated from ∆τ (the solid curves show the ∆τ = 0.05 data and the dotted ones are ∆τ = 0.1) is also recognizable, as shown in Fig. S4(c) and (d) . While for either choice of ∆τ , the saturate values are attained when the finite projection time β ≥ β c = 22 + 2(L − 6).
Supplementary Figure S4 . The scaling of Suzuki-Trotter expansion ∆τ : (a) the AFM structure factor at U/t = 20, φ/π = 0.2; (b) the VBS structure factor at U/t = 20, φ/π = 0.7. The scaling of the finite projection time β at U/t = 20, φ/π = 0.5. The arrows point to the convergent projection time βc for lattice sizes L = 6, 8, 10. The solid (dotted) lines shows the results using ∆τ = 0.05 (0.1).
To be more concrete, we then focus on the data of Binder ratios. In the main text, we used the AFM Binder ratio and the VBS Binder ratio to pinpoint the phase boundary. Here, Fig. S5(a) plots the crossing points of AFM Binder ratio curves before the extrapolation 1/L → 0. The strong finite-size effect appears in the crossing points of AFM Binder ratio curves when detecting the AFM-VBS phase boundary. Additionally, the Suzuki-Trotter parameter ∆τ = 0.1 and ∆τ = 0.05 can cause the value of the crossing point varies at large U . In order to suppress the effect from the finite ∆τ , we use ∆τ = 0.1 at U/t < 9 and ∆τ = 0.05 at U/t ≥ 9 in the PQMC simulation. Fig. S6 shows the VBS Binder ratio curves near the tricritical point. We can see the crossing points become invisible
