Understanding of customer sentiment can be useful for product development. On top of that if the priorities for the development order can be known, then development procedure become simpler. This work has tried to address this issue in the mobile app domain. Along with aspect and opinion extraction this work has also categorized the extracted aspects according to their importance. This can help developers to focus their time and energy at the right place.
Introduction
Finding customer requirement is always a big concern for product and service companies. Surveys, focus groups etc. are few of the most popular approaches used by the industries to identify the voice of customers (VoC). However, with increasing availability of online reviews, many of the establishments are showing interest to mine the web to find the VoC. This requirement of mining very large set of unstructured data to find useful pattern is also fuelling the academic community for advancing research in this field. However, up-till now the bulk of the work have been based on the product industries (ex: mobile, camera, laptops etc) [1, 2, 3, 4] , service industries (ex: hotel, travel etc.) [5] and even education [6] . The software industry is still a new field to be explored. The main aim of this project is to identify customer requirements for a sector of app (mobile applications) using online reviews and customer satisfaction model like Kano's model [7] .
As a first step, different aspects (ex. chat, sms, theme etc.) of an entity [8] (here messenger apps) will be identified from a large set of app-store reviews. As a next step these aspects will be bucketized into 5 buckets prescribed by Kano's customer satisfaction model [7] . This step will be carried out by conducting a customer survey to rate each aspect with respect to five buckets.
The primary reason behind bucketization of the aspects is the assumption that not all aspects hold the same importance in the eyes of a user. For example, being able to send and receive messages is a must have quality for a messenger app however availability of profile theme may just be considered as a delighter quality. Identifying these buckets and then sentiment score for the aspects belong to a bucket will help a developer to find and prioritize the aspects to be improved or added (from the sentiment score of competitors' apps).
Third step will calculate sentiment score for each attribute. Lastly the results will be summarized for better understanding.
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Fig 1: A Diagram of the Proposed Work
Structure of the Paper. After briefly introducing the aim of the project in the section-1, this paper conducted a quick literature survey in the Section-2. Section-3 and 4 described the dataset and methodologies employed respectively. An evaluation measure is proposed in the Section-5. Section-7 concludes the paper after briefly touching upon the future scopes in section-6. The references used in this paper are listed in Section-8. 
Literature Survey
The job of extracting aspects and sentiments from online reviews of a product is a subcategory of information extraction (IE) task. However the major difference is the structure of the text. The vanilla IE comprises of named entity recognition (NER) and relation extraction from well-structured documents. However, most of the online product reviews are unstructured text. Moreover, mobile app reviews are extremely unstructured, due to the fact that most of the reviews are entered from a handheld device interface. This gives these reviews an essence of chat language resulting into single word entries and large amount of spelling mistakes.
"Loveeeeeeeeeeeeeeeeeeeeeeeee it"
The opinion mining task for a product has three sub-tasks: (1) Aspect and/or entity extraction, (2) Sentiment scoring and (3) Summarizing. The following subsections describe each of these steps briefly.
Aspect and Entity Extraction
In his book [8] Liu defined each opinion as a quintuple ( , , , ℎ, ), where is an entity and is one of its aspects. ℎ represents the opinionator who expresses her opinion at timeframe . Names of products, service, individuals, event and organizations are commonly referred as entities. And aspects refer to the components and/or attributes of entities. In this work we are interested in and , since , ℎ and are known.
"I think WhatsApp need to update provide like a automatically changing the dp & status as pre set time"
In the above review sentence WhatsApp is the entity, whereas dp (display picture) and status are the aspects of WhatsApp messenger. . There can be two types of aspects: explicit and implicit.
Explicit: "I need whats app video call feature.if this feature is provided I will give u five stars"
Implicit: "It is realy simple"
This work is only going to concentrate on the explicit aspects, which are nouns and noun phrases [8] .
As mentioned earlier, aspect extraction is an information extraction task [8] . However in case of aspect opinion analysis the fact that an opinion always has a target [8] can be made use of. This means that the opinions are now dependent on the entity or aspect it was targeted for. And this syntactic relation can be exploited to perform this task. There are four approaches to extract explicit aspects:
1. By finding frequent noun and noun phrases [1] 2. By exploiting syntactic relations a. Syntactic dependency: opinion and target relation b. Lexical syntactic: by finding pattern in combination of target and opinion word. 3. Using supervised learner 4. Using topic model Since this work used the frequency based aspect extraction, a short description of that follows.
Frequency Based Aspect Extraction:
This method can be used only when a large number of reviews are available in the same domain [1] . The first step of this process is to identify the nouns and noun-phrases (NP). This task can be done by part of speech tagging (POS) and NP-chunking. In the next step data mining algorithms are employed to come up with a candidate item set. In [1] association rule mining (ARM) algorithm was used to perform the candidate generation task. Then the candidate space was pruned to get a compact list of aspects.
Aspect Sentiment Classification
Like document or sentence label sentiment classification, aspect sentiment classification also has two approaches: supervised and unsupervised [8] .
Supervised:
In this approach label data marking sentiment orientation of a sentence is already available. The classification task is performed using either SVM (support vector machine) or Naïve Bayes classifiers. The difference of this method from the document or sentence label classifier lies in the fact that the features are now dependent on the entity or aspect.
Unsupervised: This is a lexicon based approach. In this approach as well, the extracted features are dependent on the entity or aspect. The same method in supervised learning is used to find the features and then the sentiment orientation is scored using a large set of lexicon. This work made use of the positive and negative lexicons accumulated by Hu and Liu [9] .
Kano's Customer Satisfaction Model
Kano's customer satisfaction model [10] categorizes the product or service attributes into following five categories [7] .
Must-have Quality. These attributes are taken for granted when fulfilled but result in dissatisfaction when not fulfilled.
More the Better. These attributes result in satisfaction when fulfilled and dissatisfaction when not fulfilled. These are attributes that are spoken and the ones in which companies compete.
Delighters. These attributes provide satisfaction when achieved fully, but do not cause dissatisfaction when not fulfilled. These are attributes that are not normally expected Indifferent Quality. These attributes refer to aspects that are neither good nor bad, and they do not result in either customer satisfaction or customer dissatisfaction.
Reverse Quality. These attributes refer to a high degree of achievement resulting in dissatisfaction and to the fact that not all customers are alike Total 17430 reviews from 5 well known messenger apps were used for this project. Among these single and two word entries were not considered for the parsing step. These reviews were crawled from Google App-store between 19 th Oct and 22 nd Oct 2016. All the 5 apps are in the market for quite a long time and also they have something different to offer in terms of aspects beside the basic offerings. ARM. The NPs extracted in the previous steps were used to generate the transactions required for ARM. The set of transactions had the individual NPs as observations and the unique terms present in the NP as the item set. Apriori algorithm of the R package arules [12] was used to find the frequent feature set. 0.04 % support and 60.0 % confidence was used for the rule generation. This setup resulted into 680 rules.
Description of Data
Pruning. Next the 680 were pruned to get a compact set of aspects. First each single words ( ) present in the rules were accumulated along with its supersets ( ) (rules that contained that word). Next it was checked if the difference between number of occurrences of and the number of occurrences of j th superset is more than a threshold (here 3). If it is so, the single word was considered as an aspect word.
For the multiple word case, it was checked if a sequence of words occurred in the reviews keeping their order intact. Most of the extracted aspect terms were single or two words, with an exception of 'end to end encryption'. Finally, 51 aspect terms were extracted. These terms were then manually combined in case they represented to the same concept. These resulted into 24 categories with 51 aspect words. In the sentiment extraction step the sentiment score of each 51 aspects were calculated and then added up for each category.
Bucketization
The next step bucketized each of 24 aspect categories into the 5 buckets of Kano's customer satisfaction model [7] . This task was completed by performing a survey amongst messenger app users. 31 subjects were chosen for this survey. Table 2 shows their demography. These subjects marked each aspect-category to a bucket they think was most suitable. The majority vote was used for final bucketization. Regularly uses different kind of messenger apps
Aspect Sentiment Classification
The sentiment classification has been performed using unsupervised lexicon method.
The list of review sentences were scanned for an aspect term. If found the sentence was then scanned for positive and negative sentiment words. Next the set of positive or negative sentiment words were scored according to equation (1) . The individual sentiment word scores are summed up to get the aspect's positive and negative scores. To identify a word's sentiment orientation Hu, Liu's positive and negative sentiment word lists were used [9] .
For each positive sentiment word found it was marked with +1 and for each negative word found it was marked with -1. Then the distance between the aspect word and the sentiment word was calculated and two separate score for positive and negative sentiment was assigned using the equation (1).
is the sentiment score of an aspect . is the sentiment score of sentiment expression ( , ) is the distance between and sentiment expression Table 3 and Table 4 summarized the results of this project. Table 3 shows the overall positive and negative sentiment score for each aspect. The 51 extracted aspects are first manually put together in 24 categories depending upon their similarities. These 24 categories are then subdivided into 5 buckets (first and second columns of Table 3 and Table 4 ). The positive and negative columns tabulated the aspect sentiment scores calculated using equation (1) . The last column shows a sentiment bar showing percentage of positive (green) and negative (red) sentiment score out of total sentiment score (sum of positive and negative). Table 4 , shows the scores for each 5 entities. To make the comparison fair, the original sentiment scores are divided by the total number of reviews used for each entity (since this number varies). The values showed in the table are all in the scale of 10e-4. From these two tables it can be concluded that the prevalence of positive is higher than the negative. This may be due to the reason that a messenger application itself is a delighter than a necessity. However, the most negative feeling is around the updates. A closer look in the reviews showed that many a time the updates cause the app to malfunction therefore results into negative emotions. On the other hand the positive emotion score is comparable with the negative emotion score in case of updates. Some of the aspects did not get any positive or negative score, a closer look of the reviews showed that most of the time reviewers made neutral statements about these aspects. If the must have qualities (chat, text, messages etc.) of the 5 apps are compared (Tablr 4), it can be seen that Hike and Kik gets more positive reviews than WhatsApp. Whereas, Hike and Kik got higher negative score compared to WhatsApp on the update aspect. Hike gets very high positive score for its emoji and stickers. Kik also has a issue with freezing.
Summarization and Interpretation of Results
(1) 
5.

Evaluation
To evaluate the extracted features, a list of aspects was gathered form Google appstore description and wiki page of the apps. Then the recall was calculated for each entity separately and as a whole. These results are tabulated in Table 5 . According to these measures this simple system performed moderately well. Using the same set of data the overall precision is:
= 32 32 + 19 × 100 = 62.76 %
Future Scope
For this project only simplest methods were used for both aspect extraction and sentiment classification. The pre-processing step did not perfume a spelling correction, which can be incorporated in the future work. The chat like language also creates opportunity for using algorithm like fuzzy matching to find the intended word. Extraction of implicit aspects can also be included in the future work. The bucketization task was performed by user survey; this part can also be automated using statistical modelling of the reviews along with its original score.
More advanced techniques of sentiment classification can also be employed for more reliable sentiment scores.
Conclusion
Using simple methods like frequency based aspect extraction and lexicon based sentiment analysis on publicly available data can help product developers to find scope for improvements. A further step of bucketization can help the developers to prioritize these improvement tasks. As it was shown, this method can also be used to compare competitor's products to benchmark a product.
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