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ABSTRACT
A SPECTRAL CODE FOR NON-EQUILIBRIUM PLASMA
AND ITS APPLICATIONS
FEBRUARY 2007
LI JI
B.Sc. NANJING UNIVERSITY
M.Sc. NANJING UNIVERSITY
Ph.D.. UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Q. Daniel Wang
The spectral code for non-equilibrium plasma has been developed based on the
updated atomic database. The first application is for winds from super stellar clusters
for which a self-consistent physical model has been made based on a combination of
a 1-D steady-state adiabatic wind solution and a non-equilibrium ionization calcu-
lation. Comparing with the case of collisional ionization equilibrium, we find that
the non-equilibrium ionization effect is significant in the regime of a high ratio of
energy to mass input' rates and manifests in a stronger soft X-ray flux in the inner
region of the stellar cluster. Implementing the model in X-ray data analysis softwares
(e.g. XSPEC) directly facilitates comparisons with X-ray observations. The physical
quantities such as the mass and energy input rates of stellar winds can be estimated
by fitting observed X-ray spectra. The fitted parameters may then be compared with
independent measurements from other wavelengths. Applying our model to the star
vii
cluster NGC 3603. we find that the wind accounts for no more than 509c of the total
""diffuse" emission, and the derived mass input rate and terminal velocity are com-
parable to other empirical estimates. The remaining emission most likely originate
from numerous low-mass pre-main-sequence stellar objects. The second application
is about line diagnostics. Incorporating the UV and X-ray background radiation field
and two temperature structures, we improve the radiative shock flow model and make
it suitable to the intergalactic medium. The column densities of the interested ions
have been predicted from two radiative shock flows and made the coarse compari-
son with the limited observational data. The comparisons are encouraging. Delayed
ionization dominates the ionization structure, and the flow may not be fully cooled
within the Hubble time. The existing UV and X-ray background radiation fields do
affect the column densities of the lower ionized ions.
viii
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CHAPTER 1
INTRODUCTION AND OUTLINE
Non-equilibrium ionization is an important phenomenon related to many astro-
physical processes, such as rapid heating or cooling, in which gas may be under-ionized
or over-ionized. Thanks to the launch of the X-ray observatories CHANDRA and
XMM-Newton. clear spectral signatures recently have been obtained in the soft X-ray
spectrum, which are in strong disagreement with the CIE condition (Breitschwerdt
2003). Tons of high grating data have been obtained in X-ray binaries, which show
clearly line signatures in disk winds and jets. In addition, with the high sensitivity
and spectral resolution of Far Ultraviolet Spectroscopic Explorer (FUSE), it has been
detected in absorption through the disk and halo of the Galaxy, in the periphery of
high-velocity clouds, in the interstellar medium of the Magellanic Clouds, in starburst
galaxies, and in the intergalactic medium (IGM) ( e.g. Heckman 2002 and reference
therein). Moreover, emission line may also be directly detected in outflows. For
example. Otte et al.(2003) have probed OVI emission in the halo of edge-on spiral
galaxies.
Obviously a proper modeling of such a departure from the so-called collisional
ionization equilibrium (CIE) is essential to the interpretation of those various obser-
vations. Failure to do so can lead to misleading results.
In the last three decades, many codes have been written to provide theoretical
spectra (e.g. see Table 1). However most of them assume collisional ionization equi-
librium (CIE). which may not be true in real astrophysical sources. The physical
quantities such as temperature, density, abundance based on old codes may therefore
1
strictly be incorrect. For example, the emission measure is approximately inversely
proportional to the fitted metal abundance for the hot X-ray gas. Underestimating
the metal abundance will lead to an overestimate the gas density, the gas mass and
energy content. In some sense. CIE could only offer a crude first approximation.
"With the higher and higher resolution spectrum one could obtain today, more self-
consistent non-equilibrium plasma models that allow for a broader range of physical
situations are clearly needed.
Table 1.1 The existing codes for equilibrium collisional plasma
code reference
Raymond-Smith Raymond Smith 1977
SPEX Mewe et al. 1985; Liedahl et al. 1995: Karsas & Latter 1996
CHIANTI Dere et al. 1997: Landi et al. 1999, Del Zanna 2002
APEC/APED Smith 2001
Meanwhile, the atomic database have been greatly improved in recent years. A
lot of groups have been dedicated to refining and completing the atomic data, such
as CHIANTI, APED. It is time for x-ray astronomers to carefully reexamine their
models and make use of the more complete and accurate atomic database in order to
match the observations.
The goal of our research is to complete the construction of a non-equilibrium
spectrum code based on the most recent updated atomic database, and apply it to
astrophysical sources such as a wind from a star cluster, and so on.
The outline is as follows. We briefly introduce all the relevant atomic data and
processes in Chapter 2: In Chapter 3 the characteristics of our spectral code are
fully described and tested under CIE and non-CIE conditions. Chapter 4 gives the
first application for stellar cluster winds, which has been published in Oct. 2006
in MNRAS. Chapter 5 mainly describes the second application for the intergalactic
medium.
2
CHAPTER 2
ATOMIC DATA AND PROCESSES
We briefly summarize and illustrate the atomic processes involved in the hot
plasma (Dopita et al. . 2002). The atomic processes associated with the X-ray emis-
sion depend on the type of plasma at the source (e.g.. BeharicKahn 2002. Kinkhab-
wala et al. 2003 ). There are two main types of X-ray emitting plasma: (1) Collisional
plasma, which is governed by electron impact ionization and excitation. This type of
plasma is relevant to X-ray observations of stellar corona, shock heated environments
(such as supernova remnants ). the hot ISM in old galaxies, the intergalaetic halos of
galaxy clusters and the overwhelming majority of laboratory plasma. (2) Photoion-
ized plasma, which is ionized by a powerful external radiation source . e.g.. AGN
outflows (Kinkhabwala et al. . 2002). X-ray binaries (Cottam et al. . 2001). cata-
clysmic variables (Mukai et al 2003). In some situations, both collisional ionization
and photoionization may play a role. e.g. in accretion disks.
In the following, we mainly introduce all the relevant atomic data and processes
for the collisional plasma, and briefly describe some implementations for the pho-
toionization plasma.
2.1 Ionization Balance
The ionization balance and radiation field are generally coupled. However, in the
collisional plasmas, this coupling can be relaxed (Sutherland <L' Dopita . 1993). In
the Table 2.1. we summarize the processes involved in the calculation of ionization
balance.
3
• General equations
The general equation of ionization balance is:
ne dt
(2.1)
where Sz. : is the total ionization (z 2 + 1, including collisional ionization, aut©ion-
ization and photoionization) rate coefficient of ion Z+: , etc. (z = 0. 1 Z). For
the background radiation field, the photoionization rate T is given by
where uq is the ionization frequency. Jv is the background radiation, and a is the pho-
toionization cross section. For the collisional ionization plasma, photoionization rate
can be neglected. Qz. : is the total recombination (z —> z — 1, including radiative/di-
electronic and charge transfer recombination) rate coefficient of ion Z+z etc. Both
rate coefficients are in cm s"1 .
• Collisional ionization equilibrium
Collisional ionization equilibrium (CIE) is sometimes called coronal equilibrium
since it was first applied to the hot corona of stars. It is a balance at a given tem-
perature between collisional ionization and recombination. The current existing CIE
codes are summarized in the Table 1.1.
The assumptions behind such an equilibrium are: (1) The plasma is optically
thin: (2)The gas density is sufficiently low so that each ion is in the ground state: (3)
Electrons and ions have to be thermallized to unique electron and ion temperatures.
Te and Tt : (4) Te and T> have to come to equilibrium (which may not be true as in
young supernova remnants); (5) The gas is assumed to be in a steady state, so that
the ionization and recombination rates come to a balance. This requires that the
(2.2)
4
Table 2.1. Atomic processes
Name
I
Equations
Collisional ionization B | Ai+ + e~ — .4(,+1)+ + 2e~ - AE
Excitation-autoionization b l AF* + e — A'^+ + c — E\
I
A>+ - Al:
+1)+
+ e~ -E,
i .4i'
+1)+
- + hu
Photoionization c
1
-4'+ + hu + e~ H- AE
Radiative recomb. d 1 .4'+ + e" — ,4* +
1 jtit
-1)+
_
> .4
fi
'- 1)+ + hux + hu2 + .
Di-electronic recomb. 6 i Ai+ (Is... )+ €--> A?" 1 ^2/2)
I Jig*
' l)+
(n
1)+/ ;(n3Z3 : 712^2) +^
\A!t
- l
»(n 3/3: "2/2) -^-4 ( '- 1)+ (n 3 /3 : n 4 /4 ) + /ii^i + . .
.
Charge exchange f TA {i+l) + i/° ^ .4 i+ + H+ + AE
.4 (
' +1) + #e° ^ .4'+ + tfe+ + AE
aAR85. AR92. and Voronov 1997
bAR85. AR92. and LM90
rYF96
d Pequignot 1991 and VF96
eMazz98
fAR85. AR92. and KF96
recombination timescale be smaller than that at which the temperature or density
change. (Bohringer . 1997: Mewe
. 1997)
2.1.1 Collisional Ionization and Auto-ionization
Following Arnaud k Rothenflug (1985) and Arnaud. k Raymond (1992). the
direct ionization rate coefficients versus temperature T are given by:
6.69 x 10 7 exp(-Xj) 3 _,Cdi(T)=
(A.r) ,;.2 E "J" cms ( 2 - 3 )
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F(xj) = Aj[\ - xjfiixj)} + Bj[l + Xj - xj(2 + x^Mxi)}
+Cjf1 {xj ) + Djxjh{xj ) (2.4)
with ij = Ij/kT, I j is the ionization potential for the level j and in the unit of eV.
The summation is performed over the subshells j of the initial ion. Aj. Br C). and D,
in 10- 14cm 2e\"2 with f\ = e
x
fe***, f2 = e
x fe-txLn(t).
Verner & Iako\4e\- (1990) have made an improvement on the calculation for the
functions fi and /o. For the ions which are not included in the work of Arnaud k
Rothenflug (1985) are calculated by interpolation or extrapolation along the isose-
quence.
The excitation auto-ionization rate from the ground state are also given in Verner's
work. The}' are also evaluated via expression by Landini k Monsignori (1990):
Cau = Aau T- 1/2exp(-Tau /T)f(y) (2.5)
with y = Tau /T. Aau and Tau are evaluated to agree with Arnaud k Rothenflug
(1985).
Voronov (1997) refitted the data of the Belfast group with a very simple formula
for the total ionization rates. However, as discussed in the work of Mazzotta et al.
(1998). there are a few shortcomings for Voronov's result. First, their formula is only
valid if the plasmas is in CIE. Under non-equilibrium conditions, inner-shell ionization
may play an important role, both in the determination of ionization balance and in
the formation of fluorescent lines. The contribution from different atomic subshells
may be important in some cases. Second. Mazzotta found the ionization rates for
some ions are not correct in the work of Voronov. They mentioned ionization rate for
Nil to NiX are probably wrong by large factors due to a gross underestimate of the
excitation autoionization process in Arnaud Rothenflug (1985). The comparison
G
between the calculations from Yoronov (1997) and Arnaud Sz Rothenflug (1985) is
clearly shown in Fig. 2.1. The discrepancy reaches twice for most cases.
Other processes including resonance excitation, double autoionization and direct
multiple ionization are not available currently,
2.1.2 Photoionization
Photoionization is the inverse process to radiative recombination. Milne relation
is a formula to relate the cross sections of these two processes and was derived using
the principle of detailed balance in the condition of local thermodynamic equilibrium
(LTE).
nenA^iGrec{v)f{v)dv = n A ,,[l - e~&]
"
-~—
—(Tphot (iy)d(u) {2.6)
hv
where. /, = ^(^) 3 /2 r2e~ 30r, and Bv[Te ) = ^(«f* - l)" 1 .
In LTE. Saha equation holds:
nenA,i+i 2pj+ i 2/i m ekTe 3/9 _ ^.
U2 InA,% 9i h
Then.
(mecv) 2 (jrec (v) = ~hv2 (jphot {v) (2.8)
Inner shell photoionization happens when the energy of an incoming photon is high
enough to remove an inner shell electron. This is then followed by a radiative decay
or auger ionization, which is a photoionization from an inner K- or L-shell. followed
by a radiationless autoionization. and is completed by radiative cascade back down
to the ground state.
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Another important process is photoexcitation. Its cross section is (see Kinkhab-
wala et al. . 2003):
„ ne
1
,
1 1
mec s/T\ AvDH(x, y)
where Ai/£> = \j2 a^
E
~ and H[x.y) is the Voigt function with x = 4Tj^ and
y = hKv^' ^he treatment nere means each transition is decoupled from all other
transitions. A more accurate treatment (e.g Sakurai . 1967) needs to use the full
Kramers-Heisenberg-like cross section with appropriate radiation damping, which
may be not necessary for the astrophysical sources.
2.1.3 Recombination
Recombination at low densities proceeds through three different physical pro-
cesses: radiative recombination, di-electronic recombination and charge transfer re-
combination. 3-body recombination is important only at high densities.
2.1.3.1 Radiative Recombination
Radiative recombination involves the capture of a free electron, accompanied by
the emission of a photon. For a given ion of an element. A'+ , the rate of a radiative
recombination to level n per unit volume is given by (Sutherland & Dopita . 2003):
roc
Bf£(n,Te ) = n e n A , +l / <7^(n,v)
Jo
1
c
3p{v) 3 „-l
vf(v)dv cm s
= nenA .i+1a^
l
c
(n,Te ), (2.10)
where a is the electron capture cross section. f{v) is the Boltzmann distribution func-
tion. p{u) is the radiation density at the frequency v of the recombination continuum
photons produced by recombination to level n. This second term in the square brack-
ets represents the radiation-induced recombination, which is not usually important
in diffuse astrophysical plasma and is usually neglected.
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Iii practice, several fitting formula have been obtained to calculate the radiative
recombination rate (e.g.. Mazzotta et al. . 1998). For example. Shull k Van Steenberg
(1982) give the following fitting formula:
Rrec = .4(r,/10 J )-" cm3 s" 1 (2.11)
For hydrogen. A = 4.18 x 10" 13 and rj = 0.72.
Yerner (1999) has collected the most updated data for radiative recombination
rates. For the H-like. He-like. Li-like and Na-like isosequences. the fitting data are
given by Verner k Ferland (1996). Ions of the other isosequences of C. N. O and
Ke are given by Pequignot et al. (1991). refitted by Verner k Ferland formula
to ensure correct asymptotes. From Fe XVII to FeXXIII. use data of Arnaud.
Raymond (1992). Fel to FeXV are refitted by Verner k Ferland formula to ensure
correct asymptotes. Ions of the other isosequences of Mg. Si. S. Ar. Ca, Fe. Ni are
taken from Shull k Van Steenberg (1982). Ions of the other isosequences of Na,
Al are given by Landini k Monsignori (1990). Ions the other isosequences of F.
P. CI. K. Ti. Cr. Mn. Co (excluding Til to Till. CrI to CrIV,MnI to MnV, Col)
are taken from Landini k Monsignori Fossi (1991). All the other species are using
interpolations of the power-law fits. (The data are available in electronic form at
http://www.pa.uky.edu/ verner/fortran.html
)
Fig. 2.2 shows radiative recombination rates for C. N and 0 ions from Mazzotta.
Gu (2003) gave the new radiative recombination rate of bare to F-like isosequences
of seven abundant astrophysical elements, including Mg. Si. S. Ar. Ca. Fe. and Ni
by distorted-wave calculations. Their data are valid in a wider temperature range
(10~ 4 — 104eV ) than the calculations in the past. Only for bare. H-like and He-like
isosequences. and for Fe ions at temperature for which the previous fits are valid,
their result agree with those in the past.
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2.1.3.2 Di-electronic Recombination
Dielectronic recombination is the process that dielectronic capture followed by
radiative decay. Dielectronic capture involves the capture of a free electron into a
bound level with the accompanying excitation of a core electron. Therefore, the
recombined atom is doubly excited. Mazzotta et al. (1998) fitted all the available
data using the formula:
1
4
E-
ad = ~2 Y^Cjexp{- ~) cm'V
1
(2.12)
where T and E
;
are give in eV and c, in cur's" 1 . The coefficients c, and E; are given
in their work.
In addition. Gu (2003) gave the total dielectronic recombination rates for all K-
shell and L-shell ions of those seven abundant astrophysical elements. They found that
significant differences exist between their results and those recommended by Mazzotta
et al. (1998). For example, there are more than a factor of 2 for the DR rate of some
L-shell ions between their results and Mazz98's. They claimed their results agree well
with more recent theoretical calculations and experimental measurements. The data
for Na-like ions from Mgll to ZnXX forming Mg-like systems are presented in Gu
(2004).
Fig. 2.3 shows a comparison of dielectronic recombination rates for ions of C, N
and 0 from Verner and Mazzotta. The largest discrepancy is in the lower temperature
range where the dielectronic recombination rates is not important compared with the
radiative recombination rates. On the contrary, in the other temperature range (where
both recombination rates are comparable), the smaller difference can not be neglected
for some ions such as Lithium-like ions CIV. NV. and OYI.
For Carbon. Nitrogen and Oxygen, we use the theoretical results of Nahar (2000).
based on a large-scale close-coupling R-matrix calculation for both photoionization
cross-sections and electron-ion recombination rate coefficients self-consistent ly. Fig. 2.
4
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shows the difference for those ions between Nahar's and Mazzotta's, which is non-
negligible.
2.1.3.3 3-body Recombination
Since three-body recombination is an inverse process of collisional ionization, the
three-bod)- recombination rate coefficients can be obtained from the collisional ion-
ization rates by means of detailed balance (e.g. Bautista. et al. 2001):
a 3B = -'(, ^I'V'C (2.13)
where Cloc is the collisional ionization rate coefficient and /, is the ionization energy
of the i state. \l\ is the statistical weighting of i state. Notice that the recombination
rate is proportional to .V
e
2
, therefore, three-body recombination can dominate the
recombination at high electron densities.
2.1.4 Charge Transfer
Charge transfer (CT). known as charge exchange or electron capture, is the reac-
tion whereby an electron is captured from a donor atom (Bryans et al. . 2006). Since
hydrogen and helium are overwhelmingly the most abundant species in the diffuse
astrophysieal plasmas, the important charge-exchange reactions (e.g.. Sutherland ^:
Dopita . 2003) are shown in Table 2.1.
The reactions are exothermic, thus, the reverse reactions channel opens up only
when kTe ^ AE. For OI/OII case, since the ionization potential of OI is 13.618 eV,
compared with 13.598 eV of Hydrogen. + H° ^ O0+ + H+ + 0.019 eY is almost
resonant, and the reverse reaction is opened up for T ^ 1000 K.
For typical coefficients of the total recombination rate (~ 10 -11 cm3 s-1 ) and CT
rate (~ 10-9 cm3 s_1 ). the CT rate (= acr^H [) ) is equal or larger than the total
recombination rate (a trr n e ) provided that uho/uh+ ^ 0.01 for plasmas with cosmic
11
abundances, which is hold for electron temperature <; 25000 K. The complete list of
CT rates with hydrogen and helium is provided by Kingdom & Ferland (1996) and
available on website: http://www-cfadc.phy.ornl.gov/astro/jk/ct.html
For the reverse reaction. CT ionization with H+ . is found to be comparable to
electron impact ionization for O0+ , Si0+ . S0+ , Mg1+ and Si 1+ (see Arnaud <!sj Rothen-
flug . 1985). CT ionization with He 1^ is found important for C 1+ . Arl+ . S? 1+ . S'1+ .
S2+ and Ar 1+ .
Currently, our code has not incorporated CT rates, which certainly need a more
detailed study, particularly for temperatures <; 25000 K. where neutral H is abun-
dance.
2.2 Level Population
Level populations for each ion are determined by all the processes involved (e.g.
collision excitation/deexcitation rates and radiative decay rates) between energy lev-
els. The level balance equations are (Young et al. . 2003):
KiY< aij = Yl n3a3i (2-14)
where ? and j are indices for the individual levels within an ion. n, is the population of
level z relative to the total level population, and q j; is the total rate of the transitions
taking place between the two levels.
According to the different physical scenarios, the following cases should be dealt
with carefully:
• Radiative recombination into highly excited levels
In a low density plasma collisional excitation generally dominates over recom-
bination in populating the excited states. In a non-equilibrium case, however, the
temperature may be sufficiently low that recombination can make a non-negligible
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contribution to the level population (e.g. Dere et al.. 2001). We tentatively include
radiative recombinations into energy levels n = 1 to 6 for each ion. Now. the level
balance equation for ion Z +: is:
where C]t is the electron collisional deexcitation rate. A ]: is the radiative decay rate
(zero if j < i). RR(Z+iz+l] )j is the radiative recombination rate to the energy ith
level of ion Z^ {:) . which is calculated (e.g. Osterbrock
,
1989) using Milne's relation
based on the photoionization cross sections of Karzas k Latter (1961) for excited
states and those of Vemer h Yakovlev (1995) for ground states. Thus.
RR{Z^z+% = / a,^du. (2.16)
and
c ... - — 9±-
h V
r
H{v-VT)lkT ( A (0}7]
y/K gz+i c2{2mekT)3/2
where g, is the ith level degeneracy of ion Z+Iz) . and (7phofJ is the ith level photoion-
ization cross section.
• Radiation field is important
When the radiation field is important, we have to add the contribution from
photo-excitation into Eq. 2.17. Currently it has not been implemented in our code.
• Opacity issue
If opacity has to be taken into account. Eq. 2.17 has to be changed. Now. in our
code, we have made it suitable to Lya lines when opacity is non-negligible. We use
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\T(Z+(Z+1 >)
*T/Z+(Z+1)\
N(Z :2.i5;
the Sobolev method for a medium with large velocity gradients to deal with the effect
of the optical thickness in transitions from the ground state (rgi ). Here. rgi is given
by:
i 1
v
= rigAgiV I = ——B, uhpn g
1 9i A hvn.
AK&v/cg u 2hv*lc2 9
; dt 1 9l Ac
3
i
Kir) i 0~ "» Cac 4tt 2z/- Za^2
nSA- (2.18)
Then Eq.2.15 has to separately deal with the spontaneous transition from ground
state with A,, replaced by (- Y.i<j. i^g -^ji + ^n/'f- + Ea>j Ahj ).
• Effective ionization and recombination for a CIE case
In the new version of CHIANTI (> 5.0). ionization and recombination are included
into level populations (Landi et al. , 2006) for a CIE case. Assuming that the total
population of the excited levels of an ion is negligible, ionization and recombination
can be treated as a correction to the calculation that neglects them. Such a correction
can have significant effects on the intensities of observed X-ray lines.
For example, two-levels of an ion X+q with abundance nq , when the effect of
ionization and recombination can be neglected, the relative population of the upper
level is:
NsNeC!i = NiAis ^( 1pj " = N^ (2.19)
\ 9/ noion free l9
Note that collisional de-excitation is neglected in the CIE case. On the other hand,
in the case ionization and recombination provide a significant contribution. Eq. 2.19
can be modified as:
V V n qCgi + nq~iai<m + n q+l a rec ) = NiA 19' (2.20)
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where . nq , nq+\ are the ion fractions for the ions X q
~ l
. X9 . and X'!+1 respectively.
Here a, 0„ and Qrec are the effective ionization and recombination rates, which take
into account both direct ionization and recombination to each excited level as well as
the cascade contribution from higher levels (Gu . 2003). The population of an excited
level can then be expressed as:
-M = (AV) x /u »H«» +M^j (221)
^3/ ion/rec 9 J noion free V fy-l^ton /
for some Fe ions (from FeXXYIII to Fe XXIII). high density ( > 10 12 cm-3 ) can
cause problem since the metastable levels are no more negligible (> 109c of the total
populations). However, in a non-CIE case, the density criteria (e.g.. free for H- or
He-like isoelectronic sequences) may not be valid.
In CHIANTI. they have provided ionization and recombination for the highly
ionized Fe ions (Fe XVII-XXIII) and for the ions of the most abundant elements
in the hydrogen and helium isoelectronic sequences. The comparison between this
approach and ours needs to be investigated.
2.3 Line Radiation Processes
In a low density plasma, the collisional excitation processes are generally faster
than the ionization and recombination timescales. therefore the collisional excitation
is dominant over ionization and recombination in populating excited states. This
allows the low-lying level populations to be treated separately from the ionization
and recombination processes.
In the X-ray spectral region, there are several ways to produces spectra lines (Dere
et al.. 2001):
(1) Spectral lines that are produced by electron collisional excitation of ions fol-
lowed bv the radiative decav of the excited levels are called resonance lines.
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(2) Satellites: those lines are produced by the excitation of inner-shell electrons
to levels above the ionization potential or by the dielectronic capture of an incident
electron into a similar excited level. In both cases, the excited level either undergoes
a radiative decay to a lower energy level of the ion or an autoionizing transition to the
next ionization stage. A rigorous treatment would require the simultaneous solution
of combined ionization and level populations for all of the ions of a given element.
(3) Inner-shell ionization (Mewe Sz Cronenschild , 1981).
2.3.1 Resonance Lines
It is assumed that collisional excitation is dominant and that the ions are ex-
cited from their ground states. Assuming a Maxwellian velocity distribution for the
electrons.
=^ Zt z + hvU] (2.22)
where an atom X of charge sate z. in a bound state j emits a photon of energy
AEj,j = fiVi.j to arrive at a lower energy state i. The emissivity (power per unit
volume) is given by (Mason & Monsignori Fossi. . 1994):
P% = NjtZ+^AjMj erg cm^s" 1 (2.23)
where -4,..;(s _1 ) is the Einstein spontaneous emission coefficient (A-values). Nj(Z+z )
is the number density of the level j of the ion:
^.vin^jw
cm- ,2.24)
" •'
;
-\(Z--) X(Z) X(H) X,
wIkmo ^t§+zj is the relative level population and is a function of the electron tem-
perature and density; A{^f ls the ion fraction which is predominantly a function of
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temperature and affected by the dynamics: N(Z)X(H) is the element abundance relative to
hydrogen and varies in different astrophysical plasmas: ' is the Hydrogen density
to the free electron density, which is often assumed to be equal to 0.83 if assuming
hydrogen and helium are completely ionized. Therefore, the emissivity per emission
measure is:
where the emission measure is EM — j neriHdV.
2.3.2 Inner-shell Excitation
In the case of satellite lines produced by inner-shell excitations, the autoionizing
transitions of the levels above the ionization potential are taken into account. The
autoionizing transitions are treated as radiative decays to the ground level of the ion
from which the)- were excited but with no emission of radiation. The effect of these
autoionizing transitions on the ionization balance is already accounted for.
2.3.3 Dielectronic Excitation
In CHIANTI. they assume that dielectronic excitation of levels above the ion-
ization potential proceeds independently from the direct excitation of levels below
the ionization potential. Therefore, there are separate sets of files to calculate those
satellites due to dielectronic excitation.
Similar to the resonance lines. The emissivity per emission measure for dielectronic
Excitation is:
Nj{Z+t ) N(Z+Z ) X(Z) 1
AjjhVij erg cm s 1 per EM (2.25)
X(Z^) N(Z) N(H)N(e)
Xj(Z+: ) X(Z+^ +1} ) X{Z) 1
Duhui ergs s per EM (2.26)
N(Z+*) X(Z) X(H)X(e)
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2.3.4 Inner-shell Ionization
Here consider electron impact ionization from the inner Is 2 shell of ion Z+[z~ 1) .
which contributes to the production of a certain line in the next higher ion Z+c .
According to the formula give by Mewe et.al Mewe & Cronenschild (1981). the rate
coefficient is: (Assuming the upper line level to be populated in proportion to its
statistical weight)
SiLj = 6.49 x 10- 4C//r- 1/2 .\- 1 JE:1 (\/AT) cm3 s' 1 (2.27)
where Cn is the fluorescence yield (photons per ionization). An extended list of A'Q
and Kg lines have been tabulated by Kaastral k Mewe (1993). \ is the ionization
energy of the Is 2 shell of the ion expressed in eV. E\ is the exponential integral which
is denned by Ex (y) = /{* z^e'^dz.
The line emissivity is:
N(Z+(z~ lh \(7)
Jz, = S»i [^^^hu ergs" 1 per EM (2.28)
However, the database abo^ re is in question. Gorczyca et al. (2003) have investi-
gated the accuracy of the database. They cast doubt on its reliability.
2.4 Continuum
The continuum consists of three contributions: free-free, free-bound and two-
photon continuum emission. The calculations of continuum hinge on the calculation
of the appropriate Gaunt factors. The detailed comparisons between different com-
ponents will be shown in the following.
2.4.1 Free-free Continuum
Bremsstrahlung is radiation due to the acceleration of a charged particle in the
Coulomb field of another charge and is sometimes also referred to as free-free emission.
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Electron-ion collisions that produced a much large electron acceleration are mainly
responsible for the bremsstrahhmg in a hot cosmic plasma. Gaunt factor is introduced
for the quantum correction to the classical treatment of this process. In a coronal
model we consider only thermal bremsstrahhmg for a Maxwellian electron velocity
distribution.
There are non-relativistic (T < 106 K. Gaunt factor from Sutherland (1998))
and relativistic (Gaunt factor from Itoh et al. (2000). 6.0 < loyT < 8.0. -4.0 <
log(hc/(k\)T) < 1.0) free-free continuums. The condition log(hc/ {k\)T) < 1.0 re-
sults in some of the low wavelengths points being inaccurately represented by the
fitting formula of Itoh et al. (2000). For these wavelengths the Gaunt factors of
Sutherland (1998) are thus used.
2.4.2 Free-bound Continuum
Free-bound emission occurs when a free electron with kinetic energy Ee ; is cap-
tured into a bound state (m) with ionization energy Em of the ion (radiative re-
combination). The energy of the emitted photons is hv = Et \ — Em . This process
is often important and dominates the continuum radiation in a CIE plasma with
T << 1 x 106 K. In a photo-ionized plasma the free-bound emission is even more
dominant
.
For a relatively hot plasma (e.g. T > a few MK), dielectronic recombination
may give a contribution to the continuum radiation but currently this process is not
considered.
SPEX calculated the free-bound Gaunt factor by considering recombinations to
the ground state by using photo-ionization cross sections given by Verner et al.(1993)
and used a hydrogenic approximation for recombinations to the excited levels (Mewe
et al. . 1986).
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CHIANTI took accurate ground photoionization cross sections from the analytic
fits of Verner k Yakovlev (1995) and gaunt factors of Karzas k Latter (1961) for
the excited levels, which is up to n = 6 and / = 5. The ion levels for the free-bound
continuum are different from those used in the level balance models for the ions.
The large difference between CHIANTI and SPEX lies on the improved treatments
of the free-bound continuum by the former.
2.4.3 Two-photons Continuum
Tow-photon continuum emission arises wherever there is a met astable excited
s-sate. We consider two important two-photon transitions: one is Hydrogen-like
2s -> Is. the other is Helium-like, and ls2s 1S0 -> Is 2 1S0
The enhancement of two-photons continuum can occur under certain circum-
stances. On way is when the optical depth for the Lya line is very high (say exceeding
a few times 10'). then scattering of the Lya photons will produce a high population
in the excited state, allowing the loss of an appreciable faction of Lya photons into
the two-photon continuum. Such condition may happen in supernova fireballs or in
the broad-line regions of active nuclei. The other way is by direct collisions from the
ground state, followed by radiative decay through the two-photon continuum. This
will occur when the plasma has been shock-excited to a high (but not too high) tem-
peratures, so that the number of collisional excitations can occur to the 2s and 2p
levels before the hydrogen atom becomes ionized.
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Figure 2.1 Comparison of two collisional ionization rate for various ions by Yoronov
(1997) — solid and Amaud & Rothenflug (1985) — dashed.
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Figure 2.2 Radiative recombination rates a rrr for C. N. O ions from (Mazzotta et al.
. 1998)
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Figure 2.3 Comparison of dielectronic recombination rates a (irr for C. N, O ions
between Verner's (dotted) and Mazzotta's (solid)
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Figure 2.4 Comparison of total recombination rates afrrfor C, N, 0 ions between
Nahar's (solid) and Mazzotta's (dotted)
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CHAPTER 3
CHARACTERISTICS OF OUR NON-EQUILIBRIUM
IONIZATION CODE
Our atomic data are based on CHIANTI (Young et al. . 2003, version 4.2). which
provides a database of atomic energy levels, transition wavelengths, radiative tran-
sition probabilities (A-rates) and electron collisional excitation rates for 23 elements
from H (Z = 1) to Zn (Z = 30). totally 206 ions. In this Chapter, we will present
the characteristics of our codes under both CIE and non-CIE conditions.
3.1 Comparison with Other Codes under the CIE Assump-
tion
Spectral calculations involving detailed fine structure levels are time-consuming
and are not necessary for the current CCD spectral resolution. Therefore, we have
combined those fine structure levels together according to their degeneracies and
have re-calculated the collisional excitation rates and A-rates. For example, for the
hydrogen ion there are totally 25 energy levels listed by CHIANTI. After regrouping,
we get six principle energy levels (Is. 2s. 2p. n=3, n=4 and n=5). For n==3, there
are five sub-levels (j = 3s. 3pi/2- 3p3/2, 3c?3 / 2 . and 3d5( < 2 ). which we regroup as
one. The new collisional de-excitation rate and A-rate are C3 ., = ^.j^-Csjj and
-4.3 ? -
9
g-^j-' respectively, where g3 is the individual sub-level degeneracy and g
is the total.
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3.1.1 Ionic Fractions
The ionization structure is determined by collisional ionization, radiative and di-
eleetronic recombinations (e.g. Mazzotta et al. . 1998. and references therein). CHI-
ANTI does not offer the rates of those atomic processes. We have taken the collisional
ionization cross-section from Arnaud Rothenflug (1985) and Arnaud. k: Raymond
(1992). radiative and dielectronic recombination rates from Verner & Ferland (1996)
and Mazzotta et al. (1998). except for Carbon. Nitrogen and Oxygen. For these
three species, we use the work of Nahar (2000). based on a large-scale close-coupling
R-matrix calculation for both photoionization cross- sections and electron-ion recom-
bination rate coefficients self-consistently. "We assume that three-body recombinations
are not important at the density range under the consideration, and are neglected for
all ions. The current code also does not include charge-exchange reactions.
In the CIE case, we compare our ionic fractions with those given by Mazzotta et
al. (1998. henceforth Mazz98: Figure 3.1). All except C. N. 0 and Fe agree well
because the same atomic data are used. We find good agreement for all the ions of
N, with the difference being less than 109c. For C and O. there is good agreement
except for CV, CVI, OIV. OV and OYI, for which the difference can reach up to 50%
near the peak of maximum ionic abundance. For example, at T « 2 x 10°K. our ionic
abundance of OV is a factor of two less than that of Mazz98. From T « 3 x 106 K to
T ~ 1.5 x 10 7 K where ionic abundances of Fe XV to Fe XXI are significant, we find
substantial differences from Mazz98. particularly for FeXVII to FeXXII. This is due
to different radiative recombination rates employed.
3.1.2 Spectra
A comparison of a CIE spectrum (assuming T = 1 X 106 . 5 x 106 K . cosmic
abundance given by Allen, 1973 and the ion fractions by Mazzotta et al. 1998)
between CHIANTI and our code with regrouped data is shown in Figure 3.2. Here,
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we simply assume a bin size of 1A. The total luminosity difference between the two
spectra is less than 1%. The difference in the line structure is very slight at ^ 0.5 keV
and somewhat more noticeable at lower energies. But such difference is well within
the uncertainties of the atomic data.
3.1.3 Cooling Functions
The cooling of a plasma is referred to the total energy lost by a plasma per unit
volume and per unit time, which is the sum of all contributions to local cooling
minus heating. Generally, it is a function of temperature, density and the chemical
abundances of the elements (Dopita et al. . 2002):
Q(ll e . Te . Z) = Ql, ne + Qcoll — Qrec + Qcoat ~ Qphot ± Qcornpt. (3.1)
where the various terms represent collisional excitation cooling through emission lines
(Qime)- cooling through collisional ionization losses {Qcou) and continuum emission
(Qcont)'- heating through recombinations (Qrec ) photoionization (Qp /70f ): and Comp-
ton heating or cooling (Qcompt.) which depends on the ratio of the thermal energy of
the electrons and the mean energy of the photons that are being scattered.
The Compton term is given by (Krolik et al. . 1981):
Qcompt. = / Fv (7ur ~(4kTe - hv)du (3.2)
where Fv is the flux of radiation at frequency v and avr is the scattering cross section.
For a plasma where collisional processes are dominated, photoionization and
Compton processes can be neglected. Now. Q(n e .Te . Z) = n e n h\(Te . Z). where
\(Te . Z) is the cooling function of the plasma ( in units of ergcm3 s_1 ). There are two
ways to calculate the cooling function. From an external point view, emissions by line
radiation (collisions and recombinations), two-photon, bound-free and free-free pro-
cesses come out of a plasma. Then A(Te , Z) = A/^e+Ao- +A&/ +A//. From an internal
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point view, a plasma loses energy by line collisional excitation/de-excitation, colli-
sional ionization (ignoring 3-body process), collisions between electrons and ions(i.e.
free-free) and recombination. Then A(Te,Z) = Aune + Acon + Ajj + Arec , where
Acoii = j huthdv. Arec — f a,y(hu — hun _oc )du. Both ways have been implemented in
our code.
Fig. 3.3 shows our CIE cooling function compared with Sutherland Dopita
1993's. Due to the different atomic data employed, the difference is as much as
twice when temperature is about 10 5 K. Fig. 3.4 shows the contribution from individ-
ual elements to the total CIE cooling function of our code. Hydrogen dominates when
T is about 104 K and T ^ 1.5 x 10' K. Oxygen dominates when T is about 10 5 K.
Iron dominates when T is about a few 10° K. Fig. 3.5 shows our CIE cooling function
in three different X-ray bands : [0.1. 0.5], [0.5. 2.0]. and [2.0. 10.0] keV. For these
three bands, free-free emission always dominates when I ^ 1 x 10' K. In the soft
X-ray band (< 2.0 keV). the cooling is dominated by line emissions when T ^ 2 x 106
K. while the free-bound emission makes main contribution to the hard X-ray band
(> 2 keV) when T <c 1 x 10 7 K.
3.1.4 Timescales
We could tell the ionization status based on the intrinsic timescales. All the
timescales have been listed as follows.
• CIE timescale tCie
In an evolving plasma, the characteristic timescale to approach to a steady state
is (Mewe . 1997):
(3.3)
• Cooling timescale Tcoot
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3n tkTe
2n?\(Te .ZA )
(3-4)
The non-equilibrium case represents those conditions when rcnol < tqie-
Fig. 3.6 shows a comparison between tcooi and tcie for CIE cases assuming n H =
1 cm
-3
.
Clearly when the temperature is less than 1 x 106 K. ions such as CV, CIV,
NVI, NV, and OYI take longer time to reach CIE than the time on which they can
be cooled. In this case ions won't be in CIE.
• Ionization timescale tj
For an ion Z+: . ionization timescale is defined as:
Here. Sz.z could include direct collisional ionization.. auto-ionization, photo-ionization
and charge ionization rates.
• Recombination timescale tR
For an ion Z+z . recombination timescale is defined as:
Here. az,2 could include radiative, di-electronic, charge, and even 3-body recombina-
tion (if important) rates.
Fig. 3. 7 shows the temperature dependence of collisional ionization and recombina-
tion timescales for highly ionized Oxygen ions compared with the cooling timescale of
CIE case. All is assumed nH = 1 cm
-3
. For the lower density plasma, such as WHIM
(n ~ 10_1 cm-3 ), those timescales could be comparable with the Hubble timescale.
which we will discuss in Chapter 5.2.
tf* = {neSz
,
z )
-i
r
z
= {neaz,z)
-l
(3.6)
29
• Dynamical timescale tdy
tdy„=T/(dT/dt) (3.7)
This timescale can be used to compared with the intrinsic ionization and recombina-
tion timescales to decide if the plasma has reached the ionization equilibrium state.
• Electron/ions relaxation timescales: tqq and t ee
As summarized in Fox k. Loeb (1997). Spitzer (1965) showed that each specie
achieves a Maxwellian distribution on a timescale of the order of the collisional time:
_
(T/10^A^
f
" ~ 5.7l7rne*^/nA
" iW
^n/lO^ cur' Z*lnA [i*>
where A — mx/mp is the particle mass of the species x in units of the proton mass.
Ze is the particle charge, and InA is the Coulomb logarithm, given by
InA m C+ ln{T/lOs K) - 0,5fe(n/l(T3 cm-3 ), (3.9)
where. C — 37.8 for electrons and C = 40.5 for ions.
Thus, the time for the electrons to relax to a Maxwellian velocity distribution is
(e.g.. Shapiro <v: Moore . 1976):
fe_ e ~ 0.25r6
3/2/ne yr (3.10)
which is so short that we may ignore any initially non-Maxwellian distribution. The
relaxation time for ions tpp % {mp/m e ) l'Hee . is longer by a factor of 43 than that for
electrons. tee .
• Electron-ion equilibration timescale tei
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Iii the shock-heated gas. it is the positive ions that are initially heated. While the
electrons arc subsequently heated through some coupling mechanisms at least as fast
as Coulomb interactions with ions, for example, thermal conduction (but suppressed
by tangled magnetic fields) and plasma instabilities. Here we only considers Coulomb
interactions.
Spitzer (1965) also showed the equilibration timescale between test particles and
field particles is given by
/ \ 3/°3mm f ( kT kTf \
= L86xl0V^-^x }T-(¥*^(l + TJL*) (3.11)
B(27r) 1/2nfZ2Zje4lnA \ m mf
. Al x CT
Z2Z2fAl/
2lnA (n//10-3cm-3 ) ^ ' TAf/
In the case of a fully ionized plasma of hydrogen and helium (Fox <k; Loeb . 1997)
tei = 7.97 x 10
9 yr
? ^(nj/10 ^cm d)lnA
where n — i is the total ion number density. This timescale differs from teq only by a
factor of np/n,.
3.2 Non-equilibrium Ionization
As mentioned earlier. CIE is only a special case. If the plasma experiences pro-
cesses such as plasma instabilities, shock compression, rapid expansion, rapid heating
or cooling of the gas. etc. the plasma may be under-ionized or over-ionized, which are
all departures from the CIE case (Dopita et al. . 2002).
CIE requires the cooling/heating time be much longer than Tcie> When there is
strong cooling, e.g. in an expanding cluster stellar wind. CIE will not hold, and the
plasma could be over-ionized by expansion. The overall spectrum may be character-
ized by the delayed recombination.
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As an illustration, based on our database, we consider the simple case of an
adiabatieally expanding star cluster wind with a constant mass loss rate M ~ 3 x
10~5ne (ro) Mo yr-1 and a constant velocity v = 1000 kms-1 . The hot gas is initially
heated up to the CIE case, with an equilibrium temperature Tq = 5 x 106 K. The
temperature decreases with the expansion as T = T0 {r/ro)~ A/3 . where the initial
radius r0 is taken to be 0.3 pc. And we select three different cases with n e (r0 ) —
102 , 103 . 104 cm- 3 .
We examine the ion balance as a function of r. and compare with the CIE case for
the instantaneous temperature at each position. The effect of delayed recombination
is more and more significant with decreasing initial electron density. More highly
ionized ion species are present in such a plasma. The ionic fractions for Carbon and
Oxygen are shown in Fig. 3.8.
Figure 3.9 shows the comparison of spectra between the CTE case and the non-
equilibrium case for n e (r0 ) = 10
2 cm-3 at r = 1 pc. T ~ 1 x 10° K and at r =
2 pc. T ~ 4 x 10 5 K. The difference is significant. In the lower energy band, the
intensities of emission lines in the non-equilibrium spectrum are smaller than those in
the CIE case, while in the upper energy band there is a strong saw-tooth structure,
which is due to radiative recombinations from the delayed-recombining ions.
The comparisons among the spectra at those two radii with and without adding
RR{Z+iz+1S) )i are respectively shown in Figure 3.10. In this recombining flow, recom-
bining lines such as CV. CVI, OVII and OVTII are obviously emerging.
In general the dynamics and ionization of a plasma will be entangled. The ioniza-
tion structure will be determined by the initial condition, evolution of gas dynamics
and heating/cooling effects. Specifically, the ionization state will be determined by
the history of the temperature, the density, the chemical abundance and the initial
ionization state (Breitschwerdt k Schmutzler , 1999).
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3.3 Limitations and Future Work
One of limitations of our code is that it is not for the plasma with the non-
thermal electron Distributions. All the atomic data and processes above are under
the assumption of a Maxwellian electron distribution. The emission from a plasma
with a non-thermal electron distribution would require an integration of the original
collision strengths with the new electron distributions.
Such non-thermal distributions affect the spectrum by changing the ionization
balance and the emitted spectrum. Currently our model can be completed only if
electron distributions could be expressed as a linear combination of Maxwellians of
different temperatures, i.e..
f{E;ai ) = JZ*tfM(E,Ti ) % (3.13)
where the Maxwellian function f \j is given by
/m-2(£)V2( 1 | }i (3.14]7T fx 1 k 1
Then, the generalized electron excitation rate coefficient is given by
Cik = Y, a&ik{Ti) (3.15)
j
where Cjk{T,) is the electron excitation rate coefficient for a Maxwellian electron
distribution of temperature T
t
. Same method can be done for all relevant processes
(ionization, recombination, excitation etc.)
However, as commented by Landi et al. (2006). this prescription for treating
non-thermal distributions is not compatible with the treatment of the ionization and
recombination in the CHIANTI framework.
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Iii principle, it is possible to decompose any electron distribution as a linear com-
bination of Maxwellians. However, such a decomposition sometimes is hard accom-
plished. For an arbitrary electron distribution, more general methods are needed
(Fournier. K.B.. private contact).
The technical limitation of our code is that the code is written in IDL. The com-
putation time is endurable for the grouped atomic database but very expensive for
ungrouped one. In the future, we plan to rewrite it in fortran which can greatly
shorten the computation time.
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Figure 3.1 CIE ion fractions of our model (red) and Mazzotta's (black) for elements
C. X. 0. and Fe as marked in individual panels.
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Figure 3.2 CIE spectra of CHIANTI (blue) and our code with regrouped atomic data,
(red) assuming T — 1 x 106 K (upper panel). 5 x 10b K (lower panel). The black line
denotes continuum.
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Figure 3.3 CIE cooling functions between mine (red) and Sutherland & Dopita 1993"s
(blue).
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Figure 3.4 CIE cooling functions for various elements: H. C. N. O. Ne. Si and Fe
(Solar abundance is assumed). There are also curves for the total cooling (solid), line
emission (dash-dotted) and free-free emissions (dash-stars).
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Figure 3.5 CIE cooling functions (solid) for three X-ray bands: [0.1. 0.5](green). [0.5.
2.0] (blue), and [2.0. 10.0] (red) keV. with individual components from free-free (dash),
free-bound (dash-dot), and lines (including 2-7, dotted). Black denotes the total X-
ray CIE cooling function.
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Figure 3.6 The temperature dependence of the collisional equilibration timescale for
C. N. O. Ne. Mg. Si and Fe ions are compared with the cooling timescale for a plasma
of solar abundance. 40
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Figure 3.7 The temperature dependence of the collisional ionization timescales(f lon .
thin lines) and the recombination timescales (t rec . thick lines) for the highly ionized
Oxygen ions: OVI (black). OYII (blue), and OVIII (red). tcooi is the cooling timescale
for a plasma of solar, abundance.
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Figure 3.8 Comparison of C (left) and O (right) ionic fractions between equi-
librium (black line) and non-equilibrium (red dash-dot line) cases for n e (r0 ) —
102 . 103 . 104cm- 3 .
42
>
CD
0.010
0.001
0.1 1.0
Energy (keV)
1000.000 i
100.000
E
m
1 o.ooo PjSil IMi i \
0.001
0.1 1.0
Energy (keV)
Figure 3.9 Comparison of Coronal spectra for the adiabatically expanding star cluster
wind (for details, see §3.2) between equilibrium (spectrum: blue line: continuum:
green line ) and non-equilibrium (spectrum: red line: continuum: yellow line)
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CHAPTER 4
APPLICATION I : STAR CLUSTER WINDS
4.1 Introduction
Super star clusters (SSCs) consist of densely-packed massive stars with typical
ages of a few Myr. They are the most energetic coeval stellar systems, identified in a
wide range of star-forming galaxies (Whitmore . 2000). Within a characteristic radius
of a few pc or less, winds from individual stars in such a cluster are expected to collide
and merge into a so-called stellar cluster wind. In some extragalactic systems, such as
the nuclear region of M82 (Strickland et al. . 2002). winds from star clusters, either
individually or collectively, can be energetic enough to drive galaxy-scale superwinds.
Consequently, cluster winds can play an important role in shaping star formation and
galaxy evolution in general (Heckman et al. . 1990).
Observationally. X-ray emission that appears to be diffuse has been detected
around star clusters (e.g.. NGC 3603. Moffat et al. 2002: Arches cluster at the
Galactic center. Yusef-Zaden et al. 2002. Rockefeller et al. 2005. Wang et al.
2006 ). Theoretically, both stellar cluster wind (e.g.. Stevens & Hartwell . 2003. and
references therein) and galactic superwind (e.g.. Strickland Stevens . 1999: Bre-
itschwerdt k Schmutzler . 1999) have been investigated, particularly in terms of their
expected X-ray luminosities. However, neither the observed spectral nor spatial in-
formation has been used to confront the theoretical model prediction quantitatively
Furthermore, most models assume collisional ionization equilibrium (CIE) and no
non-equilibrium ionization (NEI) model is available for a quantitative comparison
with current X-ray data of stellar cluster winds and/or superwinds.
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Ill this chapter, we first introduce our non-equilibrium ionization model for stellar
cluster winds based on combining a 1-D steady-state adiabatic wind solution (§4.2)
with a non-equilibrium ionization calculation (§4.3). The non-equilibrium ionization
effect is examined within a grid of parameter space, which is described in §4.4. Then
we report its application to the diffuse X-ray emission of NGC 3603 (§4.5). The phys-
ical parameters (e.g. mass input rate, terminal velocity, and average metallieity) of
the stellar cluster wind are derived from the fits and compared with other independent
measurements and empirical estimates.
4.2 X-ray Emission from Star Cluster Wind
On the scale of a galaxy supernovae from active star formation regions will drive
a strong wind. Chevalier ^ Clegg (1985) describe it with an outflow model in which
both the mass and energy depositions are uniformly distributed. Their solutions are
scalable to the case of a star cluster, in which the mass loading and energy input are
due to stellar winds instead of supernovae.
Essentially analogous to the model of Chevalier & Clegg (1985). Canto. Raga &z
Rodriguez (2000) present an analytic 1-D model to describe the cluster wind. In
addition, their 3-D numerical simulation of stellar winds from 30 stars produces a
mean flow that agrees well with their analytic model. They predict that the X-ray
emission from the cluster wind of the Arches cluster (see also Raga et al. . 2001)
is detectable (Law Yusef-Zadeh . 2004). Also based on the work of Chevalier &z
Clegg (1985). Stevens k Hartwell (2003. henceforth. SH03) present a model that
allows for a lower energy transfer efficiency and mass loading. This model predicts
global properties such as the X-ray luminosity and gas temperature for individual
cluster centers. A crude comparison of the model predictions and existing Chandra
observations does not give any conclusive result as to whether or not the diffuse
emission is genuinely associated with cluster winds.
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All of the above theoretical models assume CIE for the ionization structure. How-
ever, one may suspect that the gas in a cluster wind may be in a highly NEI state,
because of both the rapid shock heating in the wind-wind collision and the fast adia-
batic cooling in the subsequent expansion. Fig. 4.1 illustrates such a NEI condition
in a cluster wind. Clearly, the dynamic (adiabatic) cooling timescale defined by
T/(dT/dt) is much shorter than the recombination timescales of all key ion species,
and CIE does not hold.
dynamical
10 E :
0 12 3 4 5 6
Radius(pc)
Figure 4.1 Dynamical timescale compared with intrinsic recombination timescales
for a 1-D cluster wind for NGC 3603 using the fitting parameters derived later (see
Table 4.3): an exponentially distributed mass input rate of Mo = 4.3 x 10 -4 M T yr_1 .
a terminal velocity Vx = 1530 km s-1 . and a sonic radius rs = 2.8 pc.
Moreover, the mass and energy injections in the previous theoretical models are
input parameters and are crudely estimated from the properties (e.g.. spectral type
and radio flux) of individual massive cluster stars. Such a modeling approach suffers
significant uncertainties and has little predictive power. Stellar mass loss remains
one of the largest uncertainties in stellar evolution (e.g.. Kudritzki & Puis , 2000).
Massive stars are also not the only sources of mass loss; other cold mass loading, such
as outflows from protostars(e.g.. SH03). may also be important.
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In the following subsections, we introduce our dynamic model of a stellar cluster
wind.
4.2.1 Cluster Wind Dynamics
We consider a young star cluster (age < 5 x 10b yrs), from which the main mass and
energy injections are due to stellar winds, especially from those massive OB and Wolf-
Rayet stars. Extending SH03's work, which assumes a uniform distribution of stars,
we have constructed a 1-D steady-state wind model with (1) either an exponential
or uniform distribution of stars: (2) a steady and spherically symmetric cluster wind:
(3) mass and energy injections following the stellar mass distribution: (4) gravity and
radiative cooling being neglected. This cluster wind can then be described by the
following steady-state Eulerian equations:
\ r {pur
2
) = m(r) (4.1)
r- dr
du dP
, An ,pu r = - r -m(r)u (4.2;dr dr
1 d
r* di-
1 P.
pur (-u +
2 l - I p
Eir AX
where u.p and P are the velocity, density and pressure of the flow respectively, and
7 is the adiabatic index, taken as 5/3 for an ideal gas. while m(r) and E(r) are the
mass and energy input rates per unit volume and are assumed to be proportional to
the stellar mass density ps (r).
The total mass and energy input rates are ~ Anr 2mdr = M0 and -l-nr 2Edr =
E0 . When the stellar mass distribution is assumed to be uniform. Mo = l"'^"7 and
-l-0 — 3^ ' c E. where rc is the cluster radius, which coincides with the sonic radius:
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the analytic solutions of Eq. (l)-(3) can be found in Chevalier & Clegg (1985).
For an exponential stellar mass distribution. p8(r) x exp(—r/rsc ), where rsc is the
scale radius. We solve the above Eulerian equations numerically. Because gravity is
negligible, the sonic radius depends on the stellar mass distribution alone.
The above hydrodynarnical equations do not predict how the electron temperature
changes in the cluster. The temperature depends on how the electron is heated.
We consider two extreme cases: one that has the electron and ion temperatures in
equilibration, i.e.. Te = T, = T: the other that sets the initial Te/T = 10-3 and lets
the ratio evolve via electron-ion Coulomb collisions. Here, the mean temperature
T = (pmp/k)P/p and p is the mean mass per particle in terms of the proton mass
mp . Assuming cosmic abundances, the variation in the electron temperature follows
the equation (Spitzer . 1978):
d[Te/^- = 1.2 x l(T4n( ?-)-3/2(^)-3/2 (1 _
TA) yp-i. (4. 4)
where n is the total particle number density.
Our model has four parameters: mass input rate M0 . stellar wind terminal velocity
Vx (assuming £0 = 1/2MqV£,). abundance Z. and the scale radius r3C (or cluster
radius rc for a uniformly mass distributed model). Fig. 4.2 illustrates the radial
profiles of the mean/electron temperature, density, terminal velocity and mass input
rate for these two stellar distribution models with the same sonic radius. Two sonic
radii (0.69 pc. black; 1.38 pc, green) are considered here. When the sonic radius is
larger, the density is lower in the inner part of the cluster, the temperature drops
more slowly, and the terminal velocity of the wind is reached at a larger radius.
4.2.2 X-ray Emission Calculation
The broad band X-ray luminosity Lx of the cluster wind within a region (r < Ft)
is given by:
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Figure 4.2 The radial profiles of the cluster wind (solid line— exponential distribution:
dash line — uniform distribution) the velocity (top left panel), mean temperature (T.
top right, thin lines), electron temperature (Te . top right, thick lines), density (bottom
left), and cumulative mass input rate (bottom right). Two models with different sonic
radii (0.69 pc. black: 1.38 pc. green) are shown for each stellar mass distribution. The
same mass input rate M0 = 2.3 x 10~ 4 Ms yr" 1 and stellar wind terminal velocity
Vx = 2000 km s_1 are assumed.
L \ = I -i-r
2
n e n h f A udu dr (4.5)
Jo Jx
where X is the frequency band of interest; ne and n h are the electron and hydrogen
number density respectively: is the specific emissivity at frequency v. and the
cluster wind is assumed to be optically thin. Generally is a function of elemental
abundances, local ionic fractions and electron temperature.
The model-predicted spectrum Sv from a given projected annulus between the
inner-to-outer radii [R in ,Rout } can be calculated using the following equation:
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Su{Rin . Rout) = ^ / 2-RdR —==— rfr, (4.6)
where D is the distance to the cluster. The observed surface brightness can be
predicted as:
ZxiS) = ~ f 2nf'P^- I f ,m*m* (4.7)4~ Jr y/r- — R2 Jx Jx' v
where A(u') and E{v' . v) are the on-axis effecti\ re area and energy response matrix of
the X-ray telescope/instrument.
In principle, both the spatial and spectral information of the data can be used
to constrain our model. But while we may reasonably assume the spectrum of the
undetectable point sources to be the same as that of detected point sources, a similar
assumption about the surface brightness cannot be made because the detected point
sources are sparse and incomplete in a typical observation. Therefore, unlike the
spectrum, the observed surface brightness cannot easily be compared with the model
prediction at present.
4.3 Non-equilibrium Ionization for Wind Scenario
In general the dynamics and ionization of a plasma are entangled. The ionization
structure, through its heating/cooling effects, can affect the temperature evolution.
However, in a cluster wind, radiative cooling can typically be neglected and the
dynamics and ionization of the wind can be separated. ^Yith the mass input having a
certain spatial distribution in our model, and assuming the newly injected gas to be
neutral, the cluster wind number density of the neutral ion Xz.o for a given element
Z evolves in a cluster wind as:
1 dXz.our2 Zm(r)
- n e .\ z.oSz.o + n^zA^z.i- (4.8)
r
2 dr m z
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with Z and m z being the abundance and mass of element Z.
The number density of other ions (Xz. z >o) of the same element will follow:
-
~4r^ = Nz,z-iSz,z-\ - KzASz.z + oz..-) + ^z.*+iOz.*+ii (4.9)
where S'z. ; and az. z are the total ionization (2 —» c + and recombination (z —» z— 1)
rate coefficients (in cm 3 s
_1
) of ion Z+; . Our interest here is in highly ionized ions.
Therefore, the exact ionization state of the injected gas is not important as long as
it is cold or warm (i.e. T ^ 10 4 K).
For each element, we simultaneously solve these differential equations (Equation
4.8 and 4.9) using IDL code LSODE which adaptively solves stiff and non-stiff systems
of ordinary differential equations.
In an evolving plasma, a characteristic timescale to approach a CIE state is
Tcie ~ [ndSz.z + Qz.:)]" 1 (Mewe . 1997). The CIE approximation requires the
cooling/heating time be much longer than tCje- As mentioned earlier. CIE is only
a special case. If experiencing a rapid heating or cooling process such as thermal
instability, shock, or rapid expansion, a plasma may be under-ionized or over-ionized,
compared to the CIE result (Dopita et al. . 2002).
The more general model for a cluster wind with distributed mass and energy
injections has been described in §2.1. and the radial profiles of the wind are shown
in Fig. 4.2. We use the case of M0 = 2.3 x 10~4 Ms yr" 1 , = 2000 km s" 1 . and a
sonic radius rs = 1.38 pc to illustrate the effect of a distributed mass injection 011 the
ionization structure. Fig. 4.3 compares the ionic fractions of C. N. O and Fe at four
radii between the case in which il/0 is all injected at the center and that in which it is
injected in an exponential distribution. The effect of the distributed mass injection
clearly shows up as a long ionization tail.
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Figure 4.3 C. N. O and Fe ion fractions calculated for the stellar cluster wind (details
see text) at four radii: panel a (0.003 pc). b (0.30 pc), c (0.72 pc) and d (1.38 pc).
Two mass injection rates are assumed: all at the center (blue, where the green lines
denote the related ion fraction in CIE case) and in an exponential distribution (black).
Y-axis denotes the ion fraction, X-axis denotes the ion stage (e.g. 1 denotes I).
4.4 Model Predictions for Stellar Cluster Winds
To illustrate the condition under which the NEI effect is significant for stellar
cluster winds, we here consider a cluster of an exponential stellar distribution with
a scale radius rsc = 0.48 pc. corresponding to a sonic radius at Ra = 1.97 pc.
We calculate results for a parameter grid: Mo = 10~ 4 and 10~'3 Mq yr-1 ; =
500.1000. and 2000' km s_1 . The velocity, temperature, and density profiles of the
wind are illustrated in Fig. 4.4 and Fig. 4.5 We consider both the equilibration and
non-equilibration cases of the electron and ion temperatures (§2.1) and both the CIE
and non-CIE scenarios for comparison. To demonstrate the results, we calculate the
intrinsic cumulative spectra for three annular regions. [0. Rs ], [Rs . 2RS], and [2RS ,
4i?s], as well as the predicted Chandra ASIS-S count intensity distribution over the
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[0. 2RS ] range and in two energy bands. [0.3. 2.0] keY and [2.0. 8.0] keV. For illustra-
tion, we assume that the distance to the cluster is D — 10 kpc and that the metal
abundance is solar.
12 3 4 5 ^ 12345
R (Rs) Rs (orcmin)
Figure 4.4 Cluster wind profiles for: Vx =
500 (blue). 1000 (red), and 2000 (green) km s_1 . The mass injection rate is
the same (Mq = 10~ 4 MG yr_1 ). The non-equilibration electron temperature (Te ) in
each case is plotted separately (dash lines).
First, we find that the separate Te evolution does not lead to significant spectral
difference in the cumulative spectrum. It is already seen from Fig. 4.4 that Te is
significant ly lower than T only when the density is low (i.e. Voc — 2000 km s_1 and
Mq = 10~4 MG yr _1 ). Even in this case the ionic fractions of the key O and Fe ions are
fairly similar (Fig. 4.6). The biggest difference in the ionic fractions between the two
Te evolutions occurs during the rise of Te from 105 K to 10 7 K in the non-equilibration
evolution (R <; O.Oli?.,). In the region making the most contribution to the X-ray
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Figure 4.5 Similar as Fig. 4.4 but for the mass injection rate: Mq — 10 3 Mr yr 1 .
flux (2RS ^ R ^ 0.05i?.s ), the ionic fractions are comparable between the two Te
evolutions in either the CIE or non-CIE case. Henceforth in the following discussions
on the cumulative spectrum and count intensity distribution, only the results from
the Te evolution via Coulomb interactions are used.
Second, we find that the effect of the NEI manifests itself in both the inner and
outer regions of the cluster wind, but under different dynamical conditions. In the
inner region it is expected that the CIE and non-CIE calculations will be similar
for the cases of high central densities. Fig. 4.7 illustrates such a case (Mq = 1 x
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Figure 4.6 Comparison of the ion fractions between the CIE (dash) and the non-CIE
(solid) calculations of the cluster wind with M0 = 1 x 10 -4 M0 yr_1 and Vx =
2000 km s-1 for Te = T (upper row) and Te calculated via Coulomb interaction
(bottom row).
10-4 Mc yr_1 and = 500 km s_1 ), in which the CIE approximation is good. Both
calculations produce very similar cumulative spectra in either the [0, Rs ] or [Rs . 2RS ]
region, although the count intensity distributions can differ by as much as a factor of
2 in either the soft or hard X-ray band. On the other hand, the assumption of CIE in
the inner region is poor for Mq = 1 x 10~ 4 Mq yr-1 and Vx = 2000 km s -1 . which leads
to a low central density. Fig. 4.8 shows clearly that the two ionization calculations
produce quite different spectra. Also the soft X-ray count intensity from the CIE
calculation is an order of magnitude weaker than that from the non-CIE calculation.
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Figure 4.7 Non-CIE model predictions (green) compared with CIE calculations (black)
for the wind profile with Vx = 500 km s_1 in Figure 4.4. Upper panel: cumulative
spectrum within annulus regions: [0. Rs] (right) and [i?.s . 2RS ) (left): Lower panel:
Surface brightness in [0.3. 2.0] keV (right) and [2.0. 8.0] keV band. Rs is the sonic
radius. For clarity, each cumulative spectrum has been increased by a factor of 10 for
the non-CIE case.
This discrepancy is due to the difference in the ionic fraction of the two calculations
(Fig. 4.6). The ionization timescale is longer than the dynamical timescale over which
the density drops, so O and Fe are not ionized to as high a degree as specified by CIE
at the high central temperature. We refer to this contrast as delayed ionization. Fig.
4.9 shows the spatial dependence of the ionic fraction weighted by n 2R2 pertinent
to the calculation of the cumulative spectrum, and compares the CIE and non-CIE
spectra at R = 0.5 i?.s . where the largest contribution to the cumulative spectrum
for [0. Rs ] comes from. Clearly much stronger OYII. OYIII lines and Fe-L complex
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show up in the non-CIE spectrum. They contribute to the soft X-ray excess seen in
Fig; 4.8.
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Figure 4.8 Similar as Figure 4.7 but for the wind profile with Vx = 2000 km s 1 in
Figure 4.4.
In the outer region, specifically [2RS . 4i?,]. the density has decreased so much
from spherical expansion that the CIE assumption is clearly not valid in any of the
six wind profiles studied. The contrast between the non-CIE and CIE spectra then
depends on how far the temperature drops below ~3x 106 K. when OIX ions begin
to recombine. The more rapidly the temperature decreases with radius, the more the
ionization structure deviates from the CIE result. Fig. 4.10 compares the CIE and
non-CIE spectra in the [2RS
,
4RS ] region. While the two spectra are quite similar in
the \'x = 2000 kms
-1
case, the non-CTE spectrum in the Vx = 500 kms-1 case clearly
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produces a stronger hard X-ray flux from a saw-tooth-like recombination continuum.
The left panel of Fig. 4.11 compares Oxygen ionic fractions between CIE and non-
CIE calculations. In the outer region (e.g.. r = 3.2i?s ). OIX. which produces 0+ '
recombination edges and cascade lines, is absent in the CIE but present in the non-
CIE calculation. The right panel of Fig. 4.11 clearly shows the corresponding spectral
differences in the two calculations.
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Figure 4.9 Upper panel: Overall spectral contributions along the radius for Oxygen
ions (left) and Fe ions (right) between CIE (dash lines) and non-CIE (solid lines):
Lower panel: Spectra (total continuum+lines) between CIE (black + cyan) and non-
CIE (color+red) for Oxygen (left) and Fe (right). All is based on wind profile in
Figure 4.8. For clarity, spectra in lower panel have been increased by a factor of 10
for the non-CIE case.
Fig. 4.12 shows the dependence of the cumulative X-ray luminosity on the mass
input rate and wind velocity. The large discrepancy (up to almost one magnitude)
between the CIE and non-CIE calculations happens for the high 1"^ and low M0
combination, i.e.. at a high ratio of energy to mass input rate. In addition, the
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Figure 4.10 Cumulative spectra within the annulus of [2RS , 4i?s ] for the cluster wind
with M0 = 1 x 10" 3 Ms yr_1 and Vx = 500 (green). 2000 (blue) km s_1 respectively,
black denotes the corresponding CIE calculations. R,s is the sonic radius. For clarity,
each spectrum has been increased by a factor of 10 for the non-CIE case.
slope dependence is exactly 2 in the CIE calculation in which the cooling function A
depends only on the local temperature and density. At a fixed V^c, the temperature
distribution is insensitive to Mq, so L oc An 2 oc Mq. In the non-CIE case, however.
A depends on the evolutionary history of the ionization structure: the slope varies
from 2 for = 500 km s_1 . in which the CIE approximation is valid, to ~ 1.3
for Voc = 2000 km s_1 . The same reasoning applies for the discrepancy between the
CIE and non-CIE cases for the relationship of the cumulative X-ray luminosity versus
terminal velocity shown in Fig. 4.13.
The analysis above indicates that the ionization structure is intimately related to
the dynamical evolution. Application of the convenient CIE assumption could result
in wrong estimates of the X-ray flux from different regions of the stellar cluster wind.
In reality, the diffuse emission of the star cluster wind is concentrated in the inner
region. With the current X-ray observational capabilities, the non-CIE effect far away
from the center is hard to detect anyway. Therefore, for the current detections, CIE
could be a fair approximation only for the case of a high Mq and a low Vx . or the
case of a low ratio of energy to mass input rate. In contrast, the strong galactic wind
has reached up the very larger radius, where delayed recombination feature could be
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Figure 4.11 Left panel: Comparison of the Oxygen ionic fractions between the
CIE (dash) and non-CIE (solid) calculations of the cluster wind with M0 = 1 x
10~'3 M
:
yr
-1
and Vx = 500 km s-1 .. Right panel: Similar to the lower left panel
of Fig. 4.9 but at 3.2 Rs . Free-bound recombination edges are denoted by the con-
tributing ions (green).
detected. In this case, radiative cooling sometimes cannot be neglected. Theoretical
recombination spectrum has been shown in the work modelling galactic wind/outflows
for the local starburst galaxy NGC3079 (Breitschwerdt . 2003).
Some other scenarios mentioned in the introduction might weaken/strengthen
the non-CIE effect for the star cluster wind scenario depending on how ionization
structure will be affected. For example, the cold mass, such as protostars. presenting
in a cluster can be regarded as a mass loading process. In this case, the total mass
loss rate will be increasing, same as the density. As shown in SH03. the velocity and
temperature will decrease instead. The delayed recombination at larger radius could
be strengthened. Thermal conduction is expected to be important in some regions
such as the cold clouds in or close to the hot medium. As discussed in Strickland k
Stevens (2000). thermal conduction is in a similar manner to mass loading process
at some extend. However. It is still hard to describe qualitatively how to affect the
ionization process. Detail discuss has to be investigated in the future.
We will present the comparison with the observation for the NGC3603 in the
following section.
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Figure 4.12 Cumulative X-ray luminosity versus mass input rate for the exponentially
distributed cluster wind with the sonic radii Rs = 1.97 pc. three different terminal
velocities: Vx = 500 (green). 1000 (red), and 2000 (blue) km s' 1 . and between CIE
(dash) and non-CIE (solid) calculations.
Figure 4.13 Cumulative luminosity versus Vx for the exponentially distributed cluster
wind with the sonic radii Rs = 1.97 pc. three mass input rates: 1 x 10-4 (blue), 5 x
10-4 (red), and 1 x 10" 3 (green) M; yr_1 , and between CIE (dash) and non-CIE
(solid) calculations.
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Table 4.1. Basic physical properties of NGC3603
Empirical predictions0
Distance" Age a Radius'5 .V/
( kpc) (Myr) (pc) (M© yr" 1 ) (km s" 1 )
Abundance
(Ze)
7.0 ~ 3 4.0 2.3 x 10-4 2884 1.0
a Moffat et al. (1994): bSung k Bessell (2004): c Strickland &
Stevens (2000).
4.5 Application in NGC3603
NGC 3603 at a distance of 7 kpc is the most luminous giant HII region in the
Galaxy (e.g.. Moffat et al. . 1994). The star cluster responsible for the HII region is
regarded as a Galactic analogue to SSCs observed in other galaxies. With an age of
less than 3 Myr (Sung k. Bessell . 2004). the cluster contains massive stars as well as
low-mass pre-main sequence (PMS) stars.
Stars in NGC 3603 have been investigated from near-infrared to X-ray (e.g.. Sung
<v: Bessell . 2004: Moffat et al. . 2002). Based on 44 spectroscopically classified stars,
which dominate the mass and energy injections, SH03 estimate the total mass input
rate from the cluster as M0 = 2.3 x 10 -4 M© yr -1 and the mean weighted stellar
wind terminal velocity as Vx = 2844 km s_1 (also see Table 4.1. We use the observed
diffuse X-ray emission of NGC 3603 to test our NEI model of stellar cluster winds.
4.5.1 Data Calibration and Reduction
The Chandra ACIS-I observation of NGC3603 (observation ID 633) was taken in
2000 May for an exposure of 50 ks (Moffat et al. . 2002). Moffat et al. (2002) studied
primarily discrete X-ray sources. Here, we concentrate on the diffuse emission.
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We reprocessed the level one (raw) event data to generate a new level two file, using
the latest Chandra Interactive Analysis of Observations software package (CIAO.
version 3.2). In the reprocessing, time intervals with background flares were filtered
out, resulting in a net 47387 s exposure (live time) for the subsequent analysis.
4.5.2 Spatial Analysis
Because of Chandra's superb spatial resolution, we can now detect and remove
the bulk of the X-ray contribution from individual stars and spectrally constrain the
residual contamination. We search for X-ray sources in 0.5-2 keV, 2-8 keV and 0.5-8
keV bands by using a combination of three different source detection and analysis
algorithms: wavelet, sliding-box. and maximum likelihood centroid fitting (Wang .
2004). Source count rates are estimated with the 90% energy-encircled radius (EER)
of the point source function (PSF). The accepted sources all have the local false
detection probability P < 10-6 . The right panel of Figure 4.14 shows the detected
point sources within the cluster field. The source detection in the core of the cluster
is highly incomplete due to the severe source confusion.
Removing the source regions from the data allowed us to analyze the remaining
diffuse emission (wind) from the cluster. For each faint source with a count rate
(CR) < O.Olcoimts s-1 . we excluded a radius of twice the 909c EER. which is off-axis
angle dependent. For each source with CR > O.Olcounts s_1 . an additional factor
of 1 + log(CR/0.01) is multiplied to the source-removal radius to further minimize
the confusion of the PSF of relatively bright sources. Figure 4.15 shows the radial
surface intensity distributions of the diffuse emission in two different energy bands.
The intensity approaches a statistical constant level at radius ^ 2.5'(~ 5pc) and is
considered as the local background. We adopt the cluster radius to be 4 pc. deter-
mined from the surface-density profile of the bright stars and X-ray sources (Sung k
Bessell . 2004).
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Figure 4.14 Chandra ACIS-I observation of NGC 3603. Left panel: The 0.5-
8.0 keY intensity contours (at 52. 58. 70. 94. 130. 178. 238. 310. 394. and 490
xlO-4 counts s_1 arcmin-2 ) overlaid on an optical image. Right panel: A close-
up of the central cluster. The image shows the ACIS-I event distribution. Point-like
X-ray sources are marked individually with small circles of 2x the PSF 90% EER.
The two anmilii, Da ([19". 30"]) and Db ([30". 83"]). are used to extract the spectra
of the diffuse emission.
4.5.3 Spectral Analysis
For the diffuse emission, excluding the core of the cluster which is seriously con-
taminated from point sources, we extract the observed spectrum from the annulus
between 19.0" to 82.5" radius, corresponding to 0.64 to 2.8 pc at a distance of 7 kpc.
In addition, we coarsely divide the annulus diffuse region into two regions: Da and
Db. with similar numbers of counts. For point sources, we extract an accumulated
spectrum within an annulus of r = [0.64.4.0] pc outside of the core, since the core
cannot be well resolved in X-ray. and possibly has distinctive star types compared
with those in the outer core region. All the spectra mentioned above have been
regrouped to contain at least 25 net counts per bin.
The upper panel of Figure 4.16 shows the spectra of the point sources in (green)
and out (red) of the core. They all have distinctive FeK a emission. We fitted them
together by one temperature thermal mekal model with the Morrison McCam-
65
Figure 4.15 X-ray intensity profiles (black: observation; red: theoretical prediction)
of the diffuse emission in different band. Left:1.0-2.5 keV; Right: 2.5-4.0 keV
mon (1983) interstellar absorption available in XSPEC. If assuming those points
sources in and out of the core are more or less similar, we could link the character-
istic parameters (absorption column density, temperature and abundance in thermal
mekal model) together. However, such fitting is failed with unacceptable reduced-
\
2
(\
2 /d.o.f. = 749.977/480). YVe then free the parameter of absorption column density,
the statistical goodness is apparently improved: \
2 /d.o.f. — 546.0965/479. F-test
with low probability (6.983iT — 35) also shows it is reasonable to thaw that parameter.
If we further make all parameters are free, the reduced- \ 2 (\ 2 /d.o.f . — 546.0650/477)
shows no big improvement. Also the F-test probability is bigger (0.987). which means
thawing all the parameters are not appropriate. Therefore, the spectra of the point
sources in and out of the core definitely suffer from different interstellar absorption.
The spectrum out of the core receives more absorption than the one in the core.
The lower panel of Figure 4.16 shows the two diffuse spectra in outer core region.
They are almost featureless. The emission diminishes rapidly above 5 keV. In order
to constrain the residual source contamination, we assume that both detected and
undetected point sources have the same spectral shape. We jointly fit the diffuse
spectra and the outer core spectrum of point sources together.
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Table 4.2. Best spectral fit a to the emission of detected point sources of NGC3603
in the 0.7-8.0 keY bands with 90% confidence ranges
Parameter i ArH AT Abundance Normalization Lx
i (10 21 cm-'2 ) (keV) (ZT ) (10~3 photons cm" 2 ) (ergs s" 1 )
!
Inner core ! 5.1±[j; 2
Outer core i 8.6±g|
V/d.o.f. = 531.7/474
The spectral fitting results are insensitive to the assumed stellar distributions
of our model and to the exact scale radius. Therefore. Table 4.3 includes only the
results from the model with the more physical exponential stellar mass distribution:
the fixed scale radius rsc = 0.68 pc corresponds to the same sonic radius as adopted
by SH03. The best-fit model predicts the luminosity contributions of L2-8 keY ~
2.5 x 1033 erg s_1 and 8.8 x 1033 erg s_1 from the cluster wind and residual point-like
source components.
4.5.4 Discussion
The above results represent the first quantitative comparison of a self-consistent
NEI cluster wind model with observational data.
• physical quantities
Our fitted foreground X-ray-absorbing gas column density, Ar# = 8.1^o fxl021 cm
-2
,
is consistent with the interstellar reddening toward NGC 3603. The reddening of
E{B - V) = 1.25 - 1.8 mag. determined by Sung k Bessell (2004) from 115 bright
stars in the field, corresponds to Njj — (7.3— 10.4) x 10 21 cm-2 (e.g.. Bohlin et al. .
1978).
The mass loss rate is Mo = 10 -3,3,±'^ M T yr_1 . about twice larger than the
empirical estimation by SH03 which is very uncertain. The terminal velocity is \
'
oc
=
4.27±J;| 0.20=bg;gf 4.23±°;Jf 6.0 x 10 :;
— — 2.61±g;J| 2.3 x W
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Table 4.3. Joint spectral fit results3
Parameter Model
XH (1022 cm" 2 ) ! o.8i+8;8i
Cluster wind component
rac (pc) I 0.68 (fixed)
Abundance ( Z., ) 0.2llg;}
2
LogM0 (Ma yr) | -3.37^;42
Kb (1 x 103 km s- 1 ) i 1.53 (> 0.50)
Point-like source component
AT (keV) 3.79ta§
h\ h (10- 4 photons cm" 2 ) i 3.631?;^
AV (10" 4 photons cm" 2 ) i 7.7Qt\f3
K3 d (10-3 photons cm-2 ) I 3.26^
\
2 /d.o.f. ! 301.3/457
aNote: all error bars are at the 90% confidence
hK\ is the MEKAL normalization of the unde-
tected point sources in Region Da.
CA'2 is same as K%. but in Region Db.
dA'3 refers to the MEKAL normalization of the de-
tected point sources.
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1.53 x 103 km s _1 . which is only about the half of the empirical value given by
SH03. and its 90% confidence range cannot be well constrained. The cluster wind
contributes about Lo.7-8 kev ~ 2.5 x 10
33
, or about 25% of the total diffuse emission.
The corresponding surface brightness profile (in Figure 4.15) predicted by the best-fit
model is consistent with the observational profile within lpc. but deviate at large
radius.
• scale radius
The two scale radii are chosen somewhat arbitrary and fixed before the fitting.
The scale radius indicates how compact the stellar cluster is. Different scale radius
will result in different luminosity for the same mass and energy input rate. In fact,
the spatial information such as the surface brightness could be used to constrain
this parameter. However, as discussed in §4.2.1. we cannot jointly fit the surface
brightness and cumulative spectrum without better knowledge of the contamination
from the undetected point sources. In addition, here we only offer one possible stellar
distribution. In reality, we expect the near-IR observation could give a more accurate
stellar distribution. Then the scale radius could be well determined beforehand.
• abundance
The sub-solar abundance is shown in all the model fits. It could due to the
oversimplification in the 1-D model which does not account for substructures in both
temperature and density. Such substructures lead to smear out line features that are
used to characterize the metal abundance.
• origin of "diffuse" emission
While the remaining of the diffuse emission likely originate from undetected point-
like sources, what is their nature? Moffat et al. (2002) and Sung k Bessell (2004)
suggested that PMS voting stellar objects (YSOs) may be responsible. According to
the study by Saga et al. (2001). the NGC 3603 cluster has an initial mass function
(IMF) that can be characterized by a power law with a slope of 0.84 and contains
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about 2 x 10 2 stars in the mass range 7-75 M
r .
Using this IMF. we estimate the
presence of about 8 x 10 3 YSOs (0.3-3 MQ ) in this cluster. The study of such YSOs
in the Orion Nebular (Feigelson et al. . 2005) shows that their average 2-8 keV
luminosity is ~ 1 x 1030erg s_1 per star. Thus the expected total YSO contribution
in the NGC 3603 cluster is L 2_g keY ~ 8 x 1033 , consistent with the prediction from
our spectral fit .
4.6 Future work
We would like to apply our model not only for the other stellar cluster winds but
also for the superwinds in the future.
In addition, we have noticed that a metal abundance puzzle has been existing in
the analysis of X-ray gas of starburst galaxies. Physically, such X-ray gas are believed
to be an outflow with chemically enriched material from the starburst region (e.g
contribution from supernova explosions), and expected to be metal-rich. However, the
metallicity derived from the Chandra ACIS spectra of the extended diffuse emission in
starburst galaxies appears to be extremely low. only a few percent of solar abundance
(e.g. NGC253. Strickland et al. 2002: NGC4631. Wang et al. 2001; Mrk273, Xia et
al. 2002). This is not only the case for Chandra data. In the past, extremely low
metal abundance of soft thermal components of starburst galaxies has been reported
for ROSATand ASCA data (e.g. NGC253. M82, Park 1997).
We believe this problem is partly due to using simple spectral models in fitting
the data, The models used are all based on the CIE assumption. In such wind
systems, the CIE assumption is incorrect. Any results from CIE models are probably
wrong. The starburst-driven wind is characterized by strong adiabatie and radiative
cooling, which occurs on a much shorter timescale than recombination rates. The
spectra should then be described by a self-consistent non-equilibrium wind model.
In fact, when using multi-temperature CIE components to fit spectra, the related
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abundance could be increased (e.g. Weaver et al. 2000). However, multi-temperature
structures are the natural result from a non-equilibrium wind model. It has been
advocated that such a low metallicity is a pure artifact of the fitting procedure and a
non-equilibrium wind model could produce a higher abundance (Breitschwerdt 2003).
Our non-equilibrium model will be helpful to solve this abundance puzzle and possibly
allow for deriving a reasonable metallicity.
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Figure 4.16 Upper: Joint fits to the spectrum in (green) and out (red) of the core of
the point sources of XGC3603. Lower: Joint fit to the spectra of the point-like sources
(green) and the two diffuse X-ray spectra (red and blue) of XGC 3603. All these spectra are
grouped to contain at least 25 net counts per bin. The point-source spectrum is modelled
with an optically-thin thermal plasma, while the diffuse X-ray spectral model also contains a
joint-fitted residual point-like source contribution (dotted histograms) as well as the cluster
wind component (dashed)
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CHAPTER 5
APPLICATION II: RADIATIVE SHOCKS IN THE IGM
X-ray spectroscopy is providing a power tool for plasma diagnostics. The grating
spectrometers on Chandra and XMM-Newton have already shown us with fascinating
results on a wide variety of diverse sources. Highly ionized ions such as OVI, OVII and
NelX have been detected in absorption towards AGNs and X-ray binaries. In addition.
FUSE has detected various ions such as CIV. NY. SilY, OYI in the absorption systems
towards bright UV continuum sources (e.g. the hot stars. QSOs). For example, the
strong doublet resonance lines of the lithium-like oxygen ions OYI and NeYIII are
the important tracer of hot. collisional ionized gas (e.g. Savage et al. . 2005).
However theoretical modeling is lagged behind of the observations. As shown by
Edgar <k: Chevalier (1986). the column density of ions (A'coo/) and line emissivities
(L !ine ) could be derived from the cooling gas: -Yroo/ oc K rf^z]- Lune oc \(T. Z). where
A denotes cooling function related to temperature (T) and metallicity (Z). Then the
model-dependent cooling function is a key input for such calculations. Currently the
models still mostly stay with a CIE assumption, which has been shown to be inap-
propriate in such dramatic systems as stellar cluster wind systems in the previous
chapter. The existing non-CIE radiative cooling flow models such as those developed
by Kafatos (1973). Shapiro and Moore (1976). Edgar k Chevalier (1986) and Suther-
land Dopita (1993). are based on the out-dated atomic database and/or limited
only for the interstellar medium (ISM). The recently proposed non-CIE model by
Gnat k: Sternberg (2006) uses an updated atomic database, but has not yet been
applied to the intergalactic medium (IGM). Based on our non-equilibrium code we
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concentrate on its application to the IGM. The goal of this work is to provide a
simple but self-consistent non-equilibrium model of high-velocity IGM shocks. With
this model, the column densities of various ions can be easily calculated and directly
compared with the observations.
In this chapter, we will first list the prominent lines and then calculate the ioniza-
tion structures for the single plane-parallel radiative shocks in the IGM. and finally
compare the results with observations.
5.1 Prominent lines
Following Paerels & Kanh (2003). we briefly review the major line complexes.
• Lyman series transitions in H-like ions
H-like ions are often found in X-ray emitting plasma. The most prominent emis-
sion lines are the Lyman series transitions:
Lyai : Is — 2p 2 P.3/2: Lya 2 : Is — 2p 2Pi/2;
Ly@\ : Is — 3p 2 Ps/2'- Ly32 : Is — 3p 2 Pi/2:
%7i : Is - 4p 2P3/2 : Ly~(2 : Is - 4p 2Pi /2 :
These lines are usually quite bright and therefore good for the abundance and
velocity determinations. However, they have rather limited utility as density and
temperature diagnostics. Lines in this series are all produced through electric dipole
transitions. The radiative decay rates are high. In addition, the upper levels for the
difference transitions in the series are close in energy because of the n -2 dependence
of the H-like energy levels. The line ratios such as Ly3/Lya are enhanced in the
photoionization plasma than in the coronal plasma.
• He-like transitions
He-like K-shell lines are among the most important of all in the soft X-ray band.
These lines exhibit strong sensitivity to electron density, temperature, and ionization
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conditions in the emitting plasma. The most important K-shell He-like transitions
are as follows:
W (the resonance line, r): l.s 2 1Sq — ls2p 1 P\
X (the intercombination line, i): Is2 1 So — \s2p 3P L>
Y (the intercombination line, i): l.s 2 1 S0 — ls2p 3Pi
Z (the forbidden line, f): Is 2 l S 0 - ls2p %
The line ratio G=(X+Y+Z)/W is a decreasing function of electron temperature
and R ratio R=Z/(X+Y) is density sensitive.
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Figure 5.1 Line emissivity under the CIE assumption for highly ionized O and Ne.
Figure 5.1 shows highly ionized O and Ne line emissivities under the CIE assump-
tions. Lithium-like OVI dominates at the CIE temperature about 3 x 10° K while
He-like OVII at about 2 x 106 K. Line ratios of these ions can be used to trace the
multi-temperature components in the interstellar medium.
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• Iron L-shell transitions
Because of higher ionization potentials, line emission from the iron L-shell ions
contribute significantly. For a collisionally ionized plasma, this complex samples a
wide range in temperature (0.2-2 keV). The brightest iron L-shell lines are of the
form: 2S 22pk - 2s 22/" 1 3rf. 2S 22/ - 2s 22p h- 1 3s. 2S 22pk - 2s 22pk 3p. The 2p-3d
lines generally have the highest oscillator strength. The line positions are a strong
function of the charge state. Therefore there are relatively clean separations between
the L-shell complexes from these individual ions.
• Iron K-shell complex
The iron K-shell complex is in the spectral range of ~ 6 — 7 keV. An important
contributor to the iron K emission is the fluorescence from cold material in the vicinity
of a bright X-ray continuum. The near-neutral iron K fluorescence line falls at 6.4
keY. easily distinguishable from the He-like lines near 6.7 keV and Lya line at 7.1
keV.
These line features and ratios have been used widely (Paerels & Kanh . 2003. and
references therein). Since line emissivities are proportional to the density square, the
emission lines are generally hard to be detected in a lower density regime. However,
the ion column density is only proportional to the density. Therefore, given the large
length of line of sight, an ion column density is often used to investigate the IGM.
5.2 Column Densities in the IGM
5.2.1 Introduction
As demonstrated in large-scale structure formation simulations, shock-heated warm-
hot intergalactic medium (WHIM) represents a main baryon reservoir in the local
universe [e.g. Cen & Ostriker (1999) (C099). Dave et al. (1999). Dave et al. (2001)
(D00). Fang et al. (2002)]. The gravitational shock heating from structure collaps-
ing is the driving force in heating the IGM to the Warm-hot phase (105 — 10' K).
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The analytic estimate made in C099 and DOO showed that a non-linear perturbation
which goes to collapse at the present, would cause a shock with a post-shock sound
velocity of ~ 300 km s_1 and post-shock temperature of 10b — 10' K.
Observational evidence for the presence of this medium (e.g. Tripp et al. . 2000;
Fang et al. . 2002: Nicastro et al. . 2005) has been revealed from the detection of
various UY and X-ray absorption lines (e.g. OYI. OYII. NeVTII etc.): the X-ray
detections are still controversial though. These highly ionized species are unlikely to
result from the phot oionizat ion by the extragalactic background. Most of the current
analyzes are still based on the collisional ionization equilibrium (CIE) assumption.
Non-CIE radiative cooling flow calculations (e.g. Heckman et al. . 2002) have been
used to analyze some OYI systems and the single peak temperature approximation is
claimed to be appropriate. But these calculations are very coarse and there is so far
no careful examination of their dependence on the physical condition of the IGM.
Extensive predictions from fast shock flows have been presented by Dopita k
Sutherland (1996) but only for the ISM. Isobaric cooling flows have been studied
recently by Gnat k Sternberg (2006) in more details but still limited to the ISM.
Recently several cosmological simulations have investigated the non-CIE calculations
for WHIM in a cosmology regime (see e.g. Yoshikawa k. Sasaki . 2006: Cen k Fang
. 2006). Their work are computational expensive, but still only give meaningful re-
sults in a statistical way. The non-CIE treatments in their work cannot be fully
self-consistent. For example, as claimed in Yoshikawa k Sasaki (2006). the cooling
rate in the calculation is still based on the CIE cooling rate of Sutherland cv; Dopita
(1993). No simple and single results can be directly compared with individual obser-
vations. We explore the radiative cooling flow with our non-CIE code in the context
of the WHIM, which enables us to make a realistic physical model for these absorbing
systems, make a direct comparison with individual systems to obtain their physical
properties and understand their nature.
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We are currently examining non-CIE effects in the interpretation of these ab-
sorption lines. "We have combined the shock dynamics with our non-CIE code self-
consistently. Our code can trace the ionization states of individual ions and their
physical properties at each time step. In the following, we summarize the previous
research work and describe the detail method and results of our current work.
5.2.2 Observational evidence
Important ions include CIV. NY. OVI, OVII, OVIII, NeVIII and NelX. Observa-
tions can come from FUSE. Chandra and XMM-Newton.
Savage et al. (2005) made high-resolution FUSE and STIS observations of the
bright QSO HE 0226-4110 (zem = 0.495) which reveal the presence of a multiphase
absorption-line system at z
ffl&s (OVI) = 0.20701 containing the absorption from various
ions such as HI. CIII. OVI, NeVIII and Silll. It is the first time to detect intergalactic
NeVIII. Through entire absorber. Nxevin/Novi = 0.33 ±0.10.
In addition, the high velocity CIV and OVI absorption were detected in the high
velocity clouds (HVCs) (e.g. Fox et al. . 2005. and reference therein). As listed in
Table 8 of Fox et al. (2005). in average, the detections for those HVCs show that
Nciv/Novi = 0.80 ± 0.42 and NNV/N0vi = 0.19 ± 0.07. From Zsarg et al. (2003).
the average absorption detection through Galactic halo towards 22 Galactic halo stars
shows that NCjv/N0vi = 0.6 ± 0.47 and NNV/NOVI = 0.12 ± 0.07.
5.2.3 The previous research work
• Photoionization model
As discussed in §5.1 in Savage et al. (2005). the photoionization model using the
expected extragalactic background radiation field is unlikely to explain the observa-
tion of OVI and NeVIII because of larger ionization parameter leading to very large
path length (~ 11 Mpc). therefore large line width (~ 760 km s-1
,
which is 10 times
than the observation).
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Fox et al. (2005) shows that photoionization is a good explanation for the CII.
CIII. Sill and Silll in HVCs. However, neither the extragalactic background nor the
Milk War radiation field can account for CIV and OVI in the HYCs.
• One temperature approximation method
Hecknian et al. (2002) argued that " the observed relationship between the OVI
column density and line width for the various classes of OVI absorbers is predicted as
radiatively cooling hot gas passes through the coronal regime. The predicted column
density is independent of the gas density or metal I/city (as long as the latter is ^0.1
solar) and only depends on the characteristic flow speed in the cooling gas"
.
More generally, Heckman et al. (2002) claimed it is a reasonable approximation
to the total column density derived from a more detailed calculation for the cooling
columns using A\-, = 3kT\,McsZ[X/ H}-7-ft /A. which was evaluated at the tempera-
ture where /, is at the peak assuming vcooi - c s (i.e. M = 1). As cited by Furlanetto
et al. (2005). such estimation has been further specified for OVI column of the cool-
ing flow after shock as Novi = f;Z[0/H}i.n s vg tcooi. where ns and vg are post shock
density and velocity.
• Non-CIE model: radiative shock flow
Consider a steady, one-dimensional radiative shock flow, which starts from the
CIE at the initial temperature, and is followed during approximately isobaric cooling.
A Lagrangian model (Sutherland & Dopita . 1993) is used to follow a "parcel" of gas
through the cooling flow. The hydrodynamics of the flow region is governed by the
Rankine-Hugoniot equations. No magnetic fields have been involved. Then the mass,
momentum and energy conservation equations are:
pv = const. (5.1)
pv + P = const. (5.2)
ndH/dt = — n e n HA (5.3)
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where the enthalpy per particle is H = 1/2/lr 2 + 5/2AT, p is the mean particle mass.
Given by Edgar k Chevalier (1986). the column density of an ion Z' produced
between temperature Tmin and Tmax is
10' cm s 1 . which is physically the inflow velocity of a steady cooling flow. For a
cooling flow behind a 600 km s_1 shock, the postshock temperature T = 5 x 10 6 K.
In the work of Heckman et al (2002). they followed the method of Edgar & Cheva-
lier (1986) and used the non-equilibrium zero-field cooling function from Sutherland
k Dopita (1993. hereafter SD93) to calculate the columns for various ions with their
fractional abundances peaking in the logT = 5.0 — 6.5 range. They considered the
gas cooling with a constant pressure (isobaric) or a constant density (isochoric).
5.2.4 Our Non-CIE shock flow model
We make several improvements in order to make it suitable to the IGM condition.
• Using shock flow model
We use the shock flow model of SD93. For the ISM, our non-CIE code is consistent
with the work by SD93. For example. Figure 5.2 shows such a comparison for a
cooling flow with an initial CIE temperature about 3 x 106 K. Note, the cooling time
published in SD93 is not correct.
The cooling function used in (Heckman et al. . 2002) is not appropriate, which is
inconsistent with the physical scenario they assumed. Since SD93 offers the cooling
function for a radiative shock, which is not either isobaric or isochoric. Deviation from
the isobaric condition arises from the ram pressure term for a radiative shock. The
difference between the third and fourth column in Table 5.2 shows such a deviation.
(5.4)
where, s is 1 for isobaric and 0 for isochoric evolution. Note. NH /n H0 is assumed as
and Nh/tiho = 1-5 x 10' cm s-l
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Figure 5.2 Comparison between our code (red. blue) and SD93 (black) for a radiative
shock flow with an initial CIE temperature about 3 x 106 K. Blue and red are for
different resolutions of our code.
In addition. Eq. 5.4 is not appropriate for a radiative shock flow. Eq. 5.4 is
based on the assumption that Ar# = /
d
~)z
L dT = f XH dr. where r is the cooling time
of a radiative shock flow. Further, another assumption is Xh/khq = *'o- But here.
Xh = d
'jf~- which contradicts to the former assumption. Notice that in the shock
flow, nv = const., n is the total number density. In fact, it is not necessary to make
those assumptions, we can calculate those columns directly from the definition as:
^W B^=£T Bi5* (5 "5)
where n'z = nH * Az * and j- = v. In this way. the column density is calculated
along the line of sight parallel to the shock front. Of course, the real observations are
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dependent on the view angles, which gives a simple geometric correction —.. where
i is the inclination angle of the line of sight.
Table 5.2 shows that the column densities calculated from the definition are larger
than those from Edgar &; Chevalier (1986) by a factor of 1.6 to 2. Therefore, in the
following, we use the definition to calculate the column densities
• For a low density case
For the IGM. the density is around 10~5cm-3 or even lower. However, the above
argument by Heckman et al. (2002) is based on the cooling function of Sutherland
Dopita (1993). which is suitable for the density larger than 0.1 cm -3 . For a lower
density, the flow may not cool to 104 K within the Hubble time, especially in the
lower abundance case (e.g. Furlanetto et al. . 2005).
10'
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Figure 5.3 Timescales of ionization and recombination for OVL OVII and OVUI
ions in hydrogen number density of nn = 10~ 5 cm-3 (left) and 10~ 6 cm-3 (right).
Horizontal dash-dotted lines indicate the Hubble time Hq 1 ~ 13 Gyr. The dotted
line denotes the CTE cooling time for the solar abundance plasma.
For example, as shown in Figure 5.3. the recombination time of OVII and OVUI
can be comparable to or even exceed the age of the Universe. If making the flow fully
cooled and without time limit, the resulting column densities would be more than
order of magnitude higher than those limited by the Hubble time (shown in Table
5.2). The 0 values in the logNdjou . column of Table 5.2 mark those ions that won't
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show up (the ion fraction larger than 10~ b ) within the Hubble time. Therefore, we
make our calculations within the Hubble time (h = 0.7 is taken).
• Allowing two temperature structures
Two-temperature structure exists in the WHIM as shown in the simulation of
Yoshida et al. (2004). The collisional relaxation time is comparable to the age of
the Universe. Generally, the density of the ISM is higher than that of the IGM. And
the electron temperature in shock is also easier to reach the ion temperature. For the
YVHIM. the electron temperature can be lower than the ion temperature for a long
time.
As in Yoshida et al. (2004). for a hot. fully ionized plasma, the equilibration
timescale is
where n is the total particle number density, and this timescale can be comparable
to the Hubble time in regions with T ^ 10' K and overdensity 10-100 with respect
to the cosmic mean.
Therefore, we introduce a separate electron temperature Te in shock evolution
and only consider the Coulomb collisions between electrons and ions without other
electron heating process to maximize the possible offset between Te and T,. As for
the initial condition, we assume that the gas in CIE case at re (0) = 10 4 K. The
Te evolution is given by Borkowski et al. (e.g. 1994) assuming the cosmic metal
abundance:
tei = 6.3 x 10
8
yr
(Te/107K) 3/
(5.6)
d(Te/T)
dt
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Where, the mean temperature T = (fimp/k)(P/p). Mean particle mass /./ is assumed
to be constant, which is valid because the electrons are mainly contributed by H and
He.
For the dynamics of a shock flow, only the cooling part is affected by the electron
temperature. We advance the time grid appropriately to satisfy interested minimum
intrinsic timescales and constancy of the mean particle mass p..
Two temperature structures allow that the lower ionized ions can be present within
Hubble time. In addition, due to the delayed ionization, the column densities of the
highly ionized ions are smaller than those in one temperature scenario.
• Including UV and X-ray background radiation
The effect of photoionization by the UV and X-ray background is important in a
low density and low temperature plasma.
Figure 5.4 shows the newest version of UV and X-ray background spectrum for a
concordance cosmology model (Haardt. private contact). The main new ingredient in
model B is the inclusion of QSO and young star forming galaxies as ionization sources.
Galaxies are modelled using the Bruzual Chariot code, assuming Salpeter IMF. an
age of 0.5 Gyrs. and an escape fraction of 10% of ionizing photons. Star formation
(SF) history is after Madau et al. 1998. but assuming a constant comoving SF after
a peak at z=2-3. Approximately, the intensity of the UV and X-ray background is
the strongest for the redshift around 3. especially for energies larger than about 10-2
keV. Compared with model A. model B has more contributions in the lower energy
band.
Figure 5.5 shows a dramatic increase of ionic fractions in a typical temperature
range of the WHIM under the presence of the UV and X-ray background.
The intrinsic timescales with and without the background radiation field are shown
in Figure 5.3 and Figure 5.6 respectively. Because of the additional photoionization,
the ionization timescales can be reduced effectively in the temperature range be-
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Figure 5.4 The newest version of UV and X-ray background spectrum by Haardt for
a concordance cosmology model: A (left) and B (right) at different redshifts: z=0
(solid). z - 0.5 (dotted), z - 1.0 (clashed), z ~ 3.0 (dot-dashed), z ~ 5.8 (red)
tween 10° and 10' K. depending on the intensity of the UV and X-ray background
radiation. The recombination timescales are larger than the ionization timescales at
a temperature of T > 10° K and even longer than the Hubble time in the case of
nH = 10
-6 cm-3 . It is obviously that the low density plasma is not in CIE. Therefore,
Non-CIE calculations have to be implemented for the IGM.
Summary of our model
• Abundance from Grevesse and Sauval (1998). and for four grid points: 0.01. 0.1.
1.0 and 2.0 Z®.
• The initial number density n = 10-5 cm-3 .
• The initial electron temperature 104 K.
• Only Coulomb interaction between electrons and ions.
• UV and X-ray background radiation comes from Haart. For redshifts larger than
9. use the value at z=9. For 0.5 < z < 1.5 use the value at z=1.0 and so on.
• Photoionization rates are calculated based on CHIANTI atomic database. Only
photoionization rates from ground stage are used.
• A steady shock flow as in SD93.
• Column density is calculated following its definition instead of the approximation
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Figure 5.5 Ionic fractions for OVI. OVI I and OVI 1 1 in an ionization equilibrium as
a function of temperature for a low density plasma with uh — 10~ 5 (dash-dotted
lines) and Uh — 10~6 (dash lines) under the presence of UV and X-ray background
radiation at a redshift of z = 0. For comparison, ionic fractions in CIE are also shown
(solid lines).
method by Edgar «L- Chevalier (1986), and integration is through the whole shock.
• Calculation stops when either the time exceeds the Hubble time (for a concordance
cosmology: Ht—9.425 x 109 //?. where h — 0.7) or the electron temperature falls below
104 K.
Two radiative shocks have been calculated for T0 = 5 x 106 K and 1 x 106 K. The
results are summarized in Table 5.3 and Table 5.4.
5.2.5 Discussions and future work
• comparison for ionic fractions
For a radiative shock flow, the comparison of the equilibrium Oxygen ionic frac-
tions with or without radiation fields is shown in the lower two panels of Figure 5.7.
As expected, in the WTGM temperature region, the existing UV and X-ray back-
ground radiation adds an extra ionizing source, and more highly ionized ions are
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Figure 5.6 Similar as Figure 5.3 but under the presence of UY and X-ray background
radiation at a redshift of z = 0.
present. In addition, for a non-CIE case (first panel of Figure 5.7). the delayed ion-
ization dominates. The peak Oxygen ionic fractions are all shifted to the later stage
(similar as shown in Figure 5.8). which increases the column density of lower ionized
ions and decreases those of high ionized ions. Table 5.2 shows such a trend. However,
the difference is not that significant for the interested ions here.
• comparison with approximation method
In the IGM. the single peak temperature approximation fails to produce column
densities of the radiative shock flow (shown in Table 5.3 and Table 5.4). Full calcu-
lations are needed. Even for the ISM with a solar abundance, the difference between
the accurate calculation and the single peak temperature approximation could reach
up to one magnitude (e.g. CIY. OY and NeYI). For OYL the approximation value is
about twice of that from the isobaric calculation.
• abundance issue
Unlike the approximation method in which the abundance effect is cancelled,
column densities in the IGM do depend on the abundance. Equation 5.5 shows the
column density is proportional to the abundance Az- The column densities which are
scaled by abundance (i.e. X/Az) are shown in Table 5.3 and Table 5.4. We found
that for To = 5 x 106 K. the column densities of high ionized ions (such as OYII.
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OVIII and NeYIII) are almost the same after scaling. In Figure 5.9. we plot the
detailed evolutions of interested physical quantities such as the electron temperature,
the post shock velocity and cooling function. Moreover, the evolution of the ionic
fractions of highly ionized Oxygen ions are also plotted. Different abundances do
cause different cooling, hence different dynamical evolution (the post shock velocity
evolutions are different). But the overall contributions to the column density for
various abundance are more or less the same for a given ion. Such a flow has not cooled
within the Hubble time. However, for a weaker radiative shock flow in our calculation
(To = 1 x 106 K). the high abundance does affect the column densities even after
scaling. It is understandable since the higher abundance causes fast cooling, which
affects the dynamics more significantly for the weaker shock. Also the pathlength in
a higher abundance case is much shorter than that in a lower abundance case. The
flow has fully cooled down to 104 K if the abundance is larger than the solar.
• comparison with observations
We tentatively compared our results with the average detections of the existing
observations mentioned in §5.2.2. The ratios of Nciv/Nqvi and Nmv/^ovi from a
radiative flow with T0 = 5 x 106 K (shown in Table 5.3) are well within the error of
the average absorption for the Galactic halo and those HVCs.
In principle, either the collisional ionization or the photoionization by the meta-
galactic background could produce the same amount of OVI clouds. But as ar-
gued in (Heckman et al. . 2002). there is no plausible reason why the photoioniza-
tion should naturally lead to the correlation between OVI column densities and line
widths in various systems. In addition, unlike the photoionization model (as shown
in Table 5.3). the path length L in our model is around 1.4 Mpc. which leads to
the appropriate line broadening width that can be compared with the observations
(Ar (km s- 1 ) = 70 L(Mpc) less than 100 km s" 1 ).
• summary and future work
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Iii short . we have presented the preliminary results from the modeling of two
radiative shock flows and made the coarse comparison with the limited observational
data. The comparisons are encouraging. Delayed ionization dominates the ionization
structure, and the flow may not be fully cooled within the Hubble time. The existing
UV and X-ray background radiation field does affect the column densities of the lowly
ionized ions.
This work has not completed. To compare our calculations with the individual
system may not be systematically consistent. Table 5.1 shows the column densities
and ionic ratios of interested ions for absorption system towards QSO HE 0226-
4110. Although the ratio of N^evml^ovi is compatible with the observation, the
absolute column densities of most of our predictions are smaller. The absolute column
densities are dependent on the flow velocity, abundance and view angle. For example,
on the contrary to the argument made by Savage et al. (2005). the absolute column
densities don't simply scale with the flow velocity from our current results for two
different flows. A broader velocity space is obviously needed to explore. Therefore,
we plan to investigate a broader parameter space. Then we can make a reasonable
grid not only to fit the various column density ratios simultaneously but also to get
reasonable absolute column densities.
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Table 5.1. Column densities and ionic ratios of cooling ions for absorption system
towards QSO HE 0226-4110
Quantity Isobaric8 Isochoric3 Observed a Shock predicted 15
log N(Ne VIII ) 14.3 14.7 13.89 ±0.11 12.9
logN(0 VI ) 14.2 15.0 14.37 ±0.03 13.1
log N(0 IV ) 13.6 15.0 > 14.50 12.6
log N(N V ) 12.6 13.6 < 13.54 12.0
log N(C IV ) 12.5 13.9 12.6
log N(S VI ) 11.4 12.6 12.78 ±0.11 11.3
N(Ne VIII)/N(0 VI) 1.26 0.50 0.33 ±0.10 0.63
N(0 IV)/N(0 VI) 0.25 1.00 > 1.3 0.32
N(N V)/N(0 VI) 0.025 0.04 < 0.15 0.079
N(S VI)/N(0 VI) 0.0016 0.004 0.026 ±0.008 0.016
'^Observations from Savage et al. (2005). others from Heckman's (Heckman
et al. . 2002)
bOur final model assuming the same abundance as in Savage et al. (2005)
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Figure 5.7 Comparison of Oxygen ionic fractions for a radiative shock with To
5 x 10GK and solar abundance in three cases: NEI — red. Equilibrium ionization
black, and CIE (no radiation field) — blue
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Figure 5.8 Similar to Figure 5.7 but for NeVIII, CIV. NV and SVI.
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Figure 5.9 Evolution profiles of a radiative shock with T0 = 5 x 10b K for different
abundances: 0.01 (green). 0.1 (blue). 1.0 (black), and 2.0 (red) Z. .
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Table 5.2. Ion column densities for a radiative shock flow with To = 5 x 10GK and
solar abundance.
Ion logTmax logNib a logNh logNf logNdioJ* 1 0gridlow-2Tee
CIV 5.00 12.5 12.4 12.6 0 12.6 12.6
NV 5.27 12.6 12.4 12.7 10.6 12.0 12.1
OR' 5.17 13.6 13.3 13.5 0 12.7 12.5
OY 5.38 13.6 13.2 13.4 0 12.9 13.0
OYI 5.49 14.2 14.1 14.3 12.8 13.0 13.1
OYII 5.89 16.4 16.3 16.6 15.3 14.7 14.6
OYIII 6.37 16.8 16.7 16.9 16.3 15.2 15.1
NeV 5.46 13.4 13.2 13.4 0 12.1 12.1
NeVI 5.60 13.7 13.5 13.7 0" 11.8 12.0
NeVIII 5.79 14.3 14.4 14.6 13.8 13.0 12.9
NelX 6.21 16.3 16.3 16.6 15.9 14.8 14.5
MgX 6.06 14.5 14.5 14.8 14.2 13.1 12.9
SiXII 6.28 14.8 15.0 15.2 14.6 13.5 13.3
afor the isobaric case. Heckman et al. (2002)
''Calculation follows Edgar k Chevalier (1986)
c Calculation follows the definition
d Calculation follows the definition under low density condition and within the Hubble
time
ebased on (d) and. allowing two temperature structures
fbased on (e) and allowing UVX-ray background radiation
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Table 5.3. Comparisons between column density estimation and explicit
calculations
Shock flow / — ox 106
Ion 1 logm Inn \"b log(N/Az f
Az'{Ze ) | ^0.1 | i n i n m 0.1 1.0
i
CIV 14.0
1
12.5
1
12.4 12.4 12.6 12.6
NV i 13.4 | 12.6 I 12.1 12.1 12.1 11.9
OIV i 14.7
|
13.6
1
12.5 12.5 12.5 12.7
OV 1 14.7 1 13.6 I 12.9 12.9 13.0 12.8
OVI ! 14.5 1 14.2 I 13.1 13.1 13.1 13.1
OVII 16.3 I 16.4
I
14.6 14.6 14.6 14.7
ovm i 16.8
I
16.8
|
15.2 15.2 15.2 15.2
NeV I 14.1 I 13.4 11.9 11.9 12.1 11.9
NeVI
I
14.7
1
13.7
1
12.2 12.2 12.0 11.7
NeVIII
!
14.8
I
14.3
|
12.9 12.9 12.9 12.9
NelX
i
15.9
1
16.3
1
14.6 14.6 14.6 14.6
MgX i 14.6 1 14.5 | 12.9 12.9 12.9 13.0
SiXII
!
15.2
I
14.8
i
13.4 13.4 13.4 13.4
pathlength(]\Ipc) i 1.404 1.404 1.370 1.328
N(CIV )/N(0 VI) i 0.20 0.20 0.32 0.32
N(NV )/N(0 VI) I 0.10 0.10 0.10 0.16
aHeckman's one temperature approximation method
bHeckman's isobaric case
cOur model predictions for Az = 0.01. 0.1. 1.0. 2.0Z©
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Table 5.4. Comparisons between column density estimation and explicit
calculations
Shock flow: LogT0 (K) = 6.0
Ion logNapp* 1 logTmax log{N/Azf
> 0.1 (K 1 0.01 0.1 1.0 2.0
CIV 13.8 i 5.03 12.3 12.3 12.7 12.4
NV 13.2 5.27
I
12.0 12.0 12.5 12.3
OIV 14.5 i 5.18 l 12.3 12.3 13.8 13.4
ov 14.5 i 5.39 1 12.8 12.8 13.7 13.3
OVI 14.4 5.47 1 13.5 13.5 14.0 13.7
OVII 16.1
I
5.92
I
15.2 15.3 15.3 14.9
OVIII 16.6 6.00 i 15.3 15.3 15.3 14.9
NeV 13.9 5.46
!
11.9 11.9 13.7 13.5
NeVI 14.5 5.60 1 12.6 12.6 14.0 13.8
NeVIII 14.6 5.80 1 13.9 14.0 14.1 14.0
NelX 15.8 6.00
!
14.7 14.7 14.5 14.1
MgX 14.4 6.00 1 13.5 13.4 12.5 12.0
SiXII 14.8
!
6.00 9.9 9.7 8.2 7.5
pathlength(Mpe)
1
1 0.556 0.542 0.361 0.165
N(CIV )/N(0 VI)
i
0.063 0.063 0.050 0.050
N(NV )/N(0 VI) 1 1 0.032 0.032 0.032 0.025
aHeckman's one temperature approximation method
bOur model predictions for Az = 0.01.0.1. 1.0.2.0ZT
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