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Abstract
Multiobjective optimization problems with a variable ordering structure
instead of a partial ordering have recently gained interest due to several appli-
cations. In the last years a basic theory has been developed for such problems.
The difficulty in their study arises from the fact that the binary relations of
the variable ordering structure, which are defined by a cone-valued map which
associates to each element of the image space a pointed convex cone of domi-
nated or preferred directions, are in general not transitive.
In this paper we propose numerical approaches for solving such optimiza-
tion problems. For continuous problems a method is presented using scalar-
ization functionals which allows the determination of an approximation of the
infinite optimal solution set. For discrete problems the Jahn-Graef-Younes
method known from multiobjective optimization with a partial ordering is
adapted to allow the determination of all optimal elements with a reduced
effort compared to a pairwise comparison.
Key Words: Multiobjective optimization, variable ordering structure, variable
domination structure.
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1 Introduction
In the last few years multiobjective optimization problems with a variable ordering
structure have gained interest motivated by several applications [1, 2, 3, 4, 5, 6].
Before, usually multiobjective optimization problems were considered with the image
space partially ordered by a convex cone. Replacing this partial ordering by other
binary relations allows the treatment of multiobjective optimization problems where
the cone of preferred or dominated directions in the image space depends on the
actual element in the image space. This is mathematically modeled by a set-valued
map which associates to each element of the space a pointed convex cone. Based
on this map, which is called ordering map, two binary relations can be defined
depending on the choice of the cone w.r.t. which the elements are compared.
We show that both binary relations are in general not transitive without addi-
tional assumptions. The loss of transitivity is the main drawback when trying to
generalize known numerical methods developed in partially ordered spaces to mul-
tiobjective optimization problems with a variable ordering structure. We present a
necessary condition for optimality as well as scalarization results which can be com-
bined to a numerical algorithm for continuous multiobjective optimization problems
with a variable ordering structure. Additionally, we adapt an algorithm for discrete
problems in partially ordered spaces, the Jahn-Graef-Younes method, to variable
ordering structures.
In the literature hardly any numerical procedures solving multiobjective opti-
mization problems with variable ordering structures exist. Wacker presented in [4]
an algorithm for solving such continuous problems in medical image registration
where the algorithm is especially designed for this application only. Furthermore,
he determines only one optimal solution while we aim on determining or at least ap-
proximating the whole image set of optimal solutions. For the notion of equitability
a numerical procedure based on evolutionary algorithms was presented by Shukla et
al. [7]. Equitability is a stronger concept than efficiency w.r.t. the natural ordering
cone, i.e. the equitable efficient elements are a subset of the set of efficient elements
w.r.t. the componentwise (natural) partial ordering. This notion corresponds to the
optimality notions w.r.t. a variable ordering structure with the images of the cone-
valued ordering map being constant for all elements within a so-called sector and
the space being partitioned in a finite number of sectors [1].
Hirsch et al. present in [8] a numerical method for determining an approxima-
tion of the set of optimal elements w.r.t. a variable ordering structure for compact
sets and using the assumption that the natural ordering cone is included in each
image of the ordering map. Using known evolutionary algorithm for multiobjective
optimization problems an approximation of the set of efficient elements w.r.t. the
natural ordering cone is determined and among this finite approximation set the
optimal elements of this approximation set w.r.t. the variable ordering are selected.
This selection is considered to be an approximation of the set of optimal elements
w.r.t. the variable ordering structure. However, this selection may contain elements
which are not even weakly optimal solutions w.r.t. the variable ordering structure.
In Section 2 we present the two binary relations and accordingly the two op-
timality notions – the nondominated and the minimal elements – w.r.t. a variable
ordering structure. Further, we study the properties of the two binary relations like
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transitivity. In Section 3 the theoretical background for the algorithm is developed:
characterizations of the optimal elements, necessary conditions and scalarization
results are proven. Section 4 and 5 are devoted to the numerical procedures for
continuous and discrete sets, respectively. Finally, in Section 6, the algorithm are
applied on some test instances derived from known test instances for multiobjective
optimization problems in partially ordered spaces. We end with some concluding
remarks.
2 Variable Ordering Structures
In multiobjective optimization one considers optimization problems
min
x∈S
f(x) (1)
with an objective function f : Rn → Rm and S ⊂ Rn a nonempty set. A point x¯
is denoted an optimal solution of (1) if y¯ := f(x¯) is an optimal element of the set
f(S).
For the definition of an optimal (or efficient) element of the image set f(S) it is
usually assumed that a partial ordering ≥K in R
m is given by a nontrivial pointed
convex cone K ⊂ Rm, which is then also called an ordering cone. Recall that a set
K is called a cone if λx ∈ K for all λ ≥ 0 and x ∈ K. And a cone is convex if
K +K ⊂ K. A cone satisfying K ∩ (−K) = {0} is called pointed. We speak of the
natural (componentwise) ordering if K = Rm+ . We write x ≤K y for y − x ∈ K and
denote an element y¯ ∈ A := f(S) an efficient element of A w.r.t. K if
({y¯} −K) ∩A = {y¯}. (2)
The set of efficient elements is denoted by EK . Condition (2) is equivalent to that
there is no other point y ∈ A with
y¯ ∈ {y}+K. (3)
Replacing the partial ordering by a variable ordering structure, it is assumed
that a set-valued map D : Rm ⇉ Rm with D(y) a nontrivial pointed convex cone for
all y ∈ Rm is given. This map defines an ordering cone for each point in the image
space. Using the cone-valued map D, two different binary relations are defined by
y ≤1 y¯ if y¯ ∈ {y}+D(y) (4)
and by
y ≤2 y¯ if y¯ ∈ {y}+D(y¯). (5)
The first relation mean that a point y¯ is worse than y if y¯ is dominated by y.
According to the second relation, an element y is better than another element y¯ if
y ∈ {y¯} − D(y¯), which means that y is preferred to y¯. One speaks of a variable
ordering (structure) given by the ordering map D, even though the binary relations
given above are in general neither transitive nor compatible with the linear structure
of the space as we show in the following. We express thereby that the partial ordering
given by a convex cone is replaced by D.
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The two relations lead to the following two optimality notions. The first, based
on (4), origins from Yu [9] and corresponds to the reformulation of the classical
concept in (3):
Definition 2.1. An element y¯ ∈ A is a nondominated element of the set A w.r.t.
the ordering map D, if no other y ∈ A exists such that
y¯ ∈ {y}+D(y).
The following notion based on (5) origins from Chen et al. [10]:
Definition 2.2. A point y¯ ∈ A is called a minimal element of the set A w.r.t. the
ordering map D if
({y¯} − D(y¯)) ∩ A = {y¯}.
Thus, if there is no y in A, which is preferred to y¯, i.e. such that y ∈ {y¯}−(D(y¯)\
{0}), then y¯ is called a minimal element of A w.r.t. D. Following the concepts men-
tioned in the beginning of this section, a point x¯ is called a minimal/nondominated
solution of the multiobjective optimization problem (1) if y¯ := f(x¯) is a mini-
mal/nondominated element of the set A := f(S).
Replacing in (2) the cone K by int(K) ∪ {0} with int(K) denoting the interior
of K and thereby assuming the interior to be nonempty, we obtain a weaker opti-
mality notion which is called weakly efficient. Analogously, assuming int(D(y)) 6= ∅
whenever considered, an element y¯ ∈ A is called a weakly nondominated element of
A if there is no y ∈ A with
y¯ ∈ {y}+ int(D(y)),
and it is called a weakly minimal element of A if
({y¯} − int(D(y¯))) ∩A = ∅.
Next we examine the properties of the two binary relations ≤1 and ≤2.
Lemma 2.1. (a) The relations defined in (4) and (5) are reflexive.
(b) The binary relation ≤1 defined in (4) is transitive if the condition
D(y + d) ⊂ D(y) for all y ∈ Rm and for all d ∈ D(y) (6)
is satisfied. If D(y) is closed for all y ∈ Rm, then (6) also is necessary for the
transitivity of ≤1.
(c) The binary relation ≤2 defined in (5) is transitive if the condition
D(y − d) ⊂ D(y) for all y ∈ Rm and for all d ∈ D(y) (7)
is satisfied. If D(y) is closed for all y ∈ Rm, then (7) also is necessary for the
transitivity of ≤2.
(d) Any of the two relations ≤1 or ≤2 is compatible with addition if and only if D
is a constant map.
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(e) Any of the two relations ≤1 or ≤2 is compatible with nonnegative scalar multi-
plication if and only if
D(y) ⊂ D(αy) for all y ∈ Rm and for all α > 0. (8)
(f) The relations defined in (4) and (5) are antisymmetric if the cone D(Rm) =⋃
y∈Rm D(y) is pointed.
Proof. (a) The relations are both reflexive as the sets D(y) are assumed to be cones
and thus 0 ∈ D(y) for all y ∈ Rm.
(b) We first show that the condition (6) is sufficient. As x ≤1 y and y ≤1 z
correspond to y − x ∈ D(x) and z − y ∈ D(y), (6) implies D(y) ⊂ D(x) and we get
z − x = (z − y) + (y − x) ∈ D(y) + D(x) ⊂ D(x) and hence x ≤1 z for arbitrary
x, y, z ∈ Rm.
Next we show that condition (6) also is necessary if D(y) is closed for all y ∈ Rm.
For that we assume ≤1 to be transitive, but (6) does not hold. Then there exists
some x ∈ Rm and some d ∈ D(x) as well as some
k ∈ D(x+ d) \ {0} with k 6∈ D(x). (9)
For all s > 0 we obtain sk ∈ D(x+ d) \ {0} and sk 6∈ D(x). We set
y := x+ d and zs := y + sk = x+ d+ sk for all s > 0.
Then y − x = d ∈ D(x) and zs − y = sk ∈ D(x+ d) = D(y) for all s > 0. Because
≤1 is transitive, it holds zs − x = d+ sk ∈ D(x) for all s > 0, i.e.
1
s
d+ k ∈ D(x) for
s > 0 implying, because D(x) is closed, k ∈ D(x) in contradiction to (9).
(c) We first show that the condition (7) is sufficient. As x ≤2 y and y ≤2 z
correspond to y − x ∈ D(y) and z − y ∈ D(z), (7) implies D(y) ⊂ D(z) and we get
z − x = (z − y) + (y − x) ∈ D(z) + D(y) ⊂ D(z) and hence x ≤1 z for arbitrary
x, y, z ∈ Rm.
Next we show that condition (7) also is necessary if D(y) is closed for all y ∈ Rm.
For that we assume ≤2 is transitive, but (7) does not hold. Then there exists some
z ∈ Rm and some d ∈ D(z) as well as some k ∈ Rm \ {0} with
sk ∈ D(z − d) \ {0} and sk 6∈ D(z) for all s > 0. (10)
We set y := z − d and xs := y − sk = z − d − sk for s > 0. Then y − xs = sk ∈
D(z − d) = D(y) and z − y = d ∈ D(z) for all s > 0. Because ≤2 is transitive, it
holds z − xs = d + sk ∈ D(z) for all s > 0 implying k ∈ D(z) in contradiction to
(10).
(d) Compatibility with addition corresponds for both relations to the property
D(y) + D(z) ⊂ D(y + z) for any y, z ∈ Rm, i.e. to the subadditivity of the cone-
valued map D. Using for instance [11, Lemma 2.21] the conclusion follows.
(e) As D(y) is a cone for all y ∈ Rm it holds D(y) = αD(y) for all α > 0 and thus
compatibility with nonnegative scalar multiplication corresponds for both relations
to the property D(y) ⊂ D(α y) for all y ∈ Rm and all α > 0.
(f) y ≤1 z and z ≤1 y are equivalent to z ∈ {y}+ D(y) and z ∈ {y} − D(z), thus
z − y ∈ D(Rm) ∩ (−D(Rm)), i.e. z = y. Analogously for ≤2.
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3 Characterization of Optimal Elements
In this section necessary and sufficient conditions for (weakly) nondominated and
(weakly) minimal elements are given. Some of these characterizations are based on
a new nonlinear scalarization functional which generalizes a well-studied functional
known as nonconvex separational functional by Gerstewitz (Tammer) [12] or smallest
monotone map [13]: ψa,r : R
m → R ∪ {±∞} ,
ψa,r(y) := inf{t ∈ R | a+ t r − y ∈ K} for all y ∈ R
m (11)
with K ⊂ Y a convex cone, a, r ∈ Rm. This functional was used in vector opti-
mization by Pascoletti and Serafini [14] and was already studied by Rubinov [15]
and Krasnoleski. Its properties are well studied, see for instance [16, Theorem 2.3.1,
Corollary 2.3.5], [17, Prop. 2.1] and [18]. If K ⊂ Rm is a nontrivial closed pointed
convex cone and r ∈ K then ψa,r is lower semicontinuous and convex. If, addition-
ally, r ∈ int(K), then ψ0,r is sublinear, the function ψa,r is continuous and finite
valued and ψa,r(y) = min{t ∈ R | a+ t r − y ∈ K} for all y ∈ R
m.
We start with necessary optimality conditions relating nondominated/minimal
elements with efficient elements. As before, let A be a nonempty subset of Rm and
D : Rm ⇉ Rm a set-valued map with D(y) a nontrivial pointed convex cone for all
y ∈ Rm. If not mentioned otherwise, K ⊂ Rm is assumed to be a pointed convex
cone.
Lemma 3.1. (a) Any nondominated element of A w.r.t. D is also an efficient ele-
ment of A with Rm partially ordered by a convex cone K with K ⊂
⋂
y∈AD(y).
(b) An element y¯ of A is a (weakly) minimal element of A w.r.t. D if and only if
it is a (weakly) efficient element of A with Rm partially ordered by K := D(y¯).
(c) Any minimal element of A w.r.t. D is also an efficient element of A with Rm
partially ordered by a convex cone K with K ⊂
⋂
y∈AD(y).
Proof. (a) According to the definition, y¯ nondominated of A w.r.t. D is equivalent
to y¯ 6∈ {y} + D(y) \ {0} for all y ∈ A, and hence y¯ 6∈ {y} +K \ {0} for all y ∈ A
and any K with K ⊂ D(y) for all y ∈ A.
(b) follows from the definition.
(c) According to (b) any minimal element of A w.r.t. D is also an efficient element
of A with Rm partially ordered by D(y¯) and thus also if partially ordered by K ⊂
D(y¯).
This simple lemma delivers a useful necessary condition for determining a subset
of the set A which contains all minimal and all nondominated elements w.r.t. a vari-
able ordering structure. Note that for instance in [3] ordering maps were proposed
for modeling variable preferences of decision makers with Rm+ ⊂ D(y) for all y ∈ A,
see the following example. Thus in that case we can choose K := Rm+ ⊂
⋂
y∈AD(y).
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Example 3.1. Consider the cone-valued map D : Rm ⇉ Rm defined on some set
A ⊂ Rm, which is assumed to be bounded from below, and given by
D(y) :=
{
d ∈ Rm | d⊤(y − p) ≥ γ · ‖d‖2 · [y − p]min
}
for all y ∈ A (12)
where γ ∈ (0, 1], pi < infy∈A yi for i = 1, . . . , m, and [y− p]min := mini=1,...,m yi− pi,
compare [3, 8]. Then Rm+ ⊂ D(y) for all y ∈ A, because for any d ∈ R
m
+ \ {0} it
holds
d⊤(y − p)
γ‖d‖2[y − p]min
≥
d⊤(y − p)
γ‖d‖1[y − p]min
≥
‖d‖1[y − p]min
γ‖d‖1[y − p]min
=
1
γ
≥ 1,
i.e. d ∈ D(y). Note that the cones D(y) are Bishop-Phelps cones [19]: by defining
ℓ(y) :=
y − p
[y − p]min · γ
we can write
D(y) = {d ∈ Rm | ℓ(y)⊤d ≥ ‖d‖2}. (13)
For the results in Lemma 3.1 we need that the intersection of all cones D(y) with
y ∈ A is nontrivial. Later, we even assume that this intersection has a nonempty
interior. However, without this assumption it might even occur that weakly non-
dominated elements lie within the interior of the set A.
Example 3.2. Let A = [1, 3]× [1, 3], and D : R2 ⇉ R2,
D(y1, y2) :=
{
R
2
+ if y1 ≥ 2 ,
{(z1, z2) ∈ R
2 | z1 ≤ 0, z2 ≥ 0} otherwise.
Then y¯ = (2, 2) is a weakly nondominated element of A w.r.t. D but y¯ 6∈ ∂A.
See [20, Example 2.1] for an example with int
(⋂
y∈AD(y)
)
= ∅ where no optimal
element w.r.t. the variable ordering structure exists at all.
Lemma 3.2. Let int(D(y)) be nonempty for all y ∈ A.
(a) If
⋂
y∈A int(D(y)) 6= ∅ and y¯ ∈ A is a weakly nondominated element of A w.r.t.
D, then y¯ ∈ ∂A.
(b) If y¯ ∈ A is a weakly minimal element of A w.r.t. D, then y¯ ∈ ∂A.
Proof. (a) We assume y¯ ∈ int(A). Let d ∈
⋂
y∈A int(D(y)). Then d 6= 0 and there
exists λ > 0 with y¯ − λd ∈ A \ {y¯}. As
−λd ∈ −
⋂
y∈A
int(D(y)) ⊂ −int(D(y¯ − λd))
we have y¯ − λd ∈ A ∩ ({y¯} − int(D(y¯ − λd))) or y¯ ∈ {y¯ − λd} + int(D(y¯ − λd)),
being a contradiction to y¯ weakly nondominated.
(b) Follows directly from Lemma 3.1(b) and the known fact that in partially or-
dered spaces all weakly efficient elements are a subset of the boundary of the set [21,
Theorem 1.13]. However, it can also be shown easily by choosing any d ∈ int(D(y¯)).
Then the proof is analogous to the proof of part (a).
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The necessary condition of Lemma 3.1 is under some additional assumptions also
sufficient. We need the notion of external stability which is also denoted domination
property, see [13] and the references therein.
Definition 3.1. Let the space Rm be partially ordered by some convex cone K and
let E be a nonempty subset of the set A ⊂ Rm. Then E is said to be externally stable
if for all y ∈ A \ E there exists some y¯ ∈ E such that y ∈ {y¯}+K.
Thus, external stability holds if for all y ∈ A there exists some y¯ ∈ E such that
y ∈ {y¯}+K. In [22, Section 3.2] and [13] conditions ensuring the external stability
of the set of efficient elements are given. According to Theorem 3.2.10 in [22], if K
is a closed pointed convex cone and A is K-compact, i.e. the sets ({y}−K)∩A are
compact for all y ∈ A, then the set of efficient elements EK of A w.r.t. the partial
ordering introduced by K is externally stable, i.e. A ⊂ EK + K. For instance, if
A is compact, then it is also K-compact for any closed cone K. Now we give the
announced theorem.
Theorem 3.1. Let K ⊂
⋂
y∈AD(y) be a pointed convex cone and denote by EK the
set of efficient elements of A w.r.t. K. Let EK be externally stable and let
y1 ∈ {y2}+K imply D(y1) ⊂ D(y2) for all y1, y2 ∈ A. (14)
Then y¯ ∈ A is a nondominated element of A w.r.t. D if and only if y¯ is a nondom-
inated element of EK w.r.t. D.
Proof. By Lemma 3.1(a) and as EK ⊂ A, the condition is necessary. To show that
it is also sufficient, assume y¯ is a nondominated element of EK but not of A w.r.t.
D. Then there exists some y ∈ A\EK with y¯ ∈ {y}+D(y)\{0}. As y ∈ A\EK and
EK is externally stable, there exists some yˆ ∈ EK with y ∈ {yˆ}+K \ {0}. Condition
(14) implies D(y) ⊂ D(yˆ) and we obtain
y¯ ∈ {yˆ}+K +D(y) ⊂ {yˆ}+D(y) ⊂ {yˆ}+D(yˆ)
and y¯ 6= yˆ ∈ EK in contradiction to y¯ a nondominated element of EK w.r.t. D.
The following theorem shows that condition (14) is satisfied if the binary relation
≤1 defined by the ordering map is transitive.
Lemma 3.3. Let D(y) be closed for all y ∈ Rm and let K ⊂
⋂
y∈AD(y). If the
binary relation ≤1 is transitive, then (14) is satisfied.
Proof. The relation ≤1 is transitive according to Lemma 2.1(b) if and only if D(y+
d) ⊂ D(y) for all y ∈ Y and for all d ∈ D(y). For y1 ∈ {y2}+K it holds y1 = y2+d
with d ∈ K ⊂ D(y2) and thus D(y1) = D(y2 + d) ⊂ D(y2).
We obtain a similar result for minimal elements w.r.t. a variable ordering struc-
ture. However, we need no condition like (14) or any other transitivity-related
assumption.
Theorem 3.2. Let K ⊂
⋂
y∈AD(y) be a pointed convex cone and denote by EK the
set of efficient elements of A w.r.t. K and let EK be externally stable. Then y¯ ∈ A is
a minimal element of A w.r.t. D if and only if y¯ is a minimal element of EK w.r.t.
D.
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Proof. By Lemma 3.1(c), because of K ⊂ D(y) for all y ∈ A and EK ⊂ A, the
condition is necessary. To show that it is also sufficient, assume y¯ is a minimal
element of EK but not of A w.r.t. D. Then there exists some y ∈ A \ EK with
y¯ ∈ {y} + D(y¯) \ {0}. As EK is externally stable, there exists some yˆ ∈ EK with
y ∈ {yˆ}+K \ {0}. Then y¯ ∈ {yˆ}+K +D(y¯) ⊂ {yˆ}+D(y¯), in contradiction to y¯ a
minimal element of EK w.r.t. D.
Theorem 3.1 and Theorem 3.2 generalize Lemma 2 and Lemma 3 of Hirsch et
al. [8] which was given for the special case K = Rm+ and compact sets A.
We conclude this section with the mentioned scalarization results. First, we
consider the nonlinear scalarization functional χa,r : R
m → R ∪ {±∞},
χa,r(y) := inf{t ∈ R | a+ t r − y ∈ D(y)} for all y ∈ R
m.
which coincides in the case D(y) = K for all y ∈ Rm with the smallest mono-
tone function, see (11). From the properties of the smallest monotone function
we derive that χa,r(y) = min{t ∈ R | a + t r − y ∈ D(y)} for all y ∈ R
m for
r ∈ int
(⋂
y∈AD(y)
)
.
To examine χa,r on convexity we need to check whether for all y
1, y2 ∈ Rm and all
λ ∈ (0, 1) it holds χa,r(y
λ) ≤ λχa,r(y
1)+(1−λ)χa,r(y
2) with yλ := λ y1+(1−λ) y2.
We assume r ∈ int
(⋂
y∈AD(y)
)
and set ti := χa,r(y
i), i = 1, 2. Then
a+ t1 r − y1 ∈ D(y1) and a + t2 r − y2 ∈ D(y2). (15)
We need to check that χa,r(y
λ) ≤ λ t1+(1−λ) t2, i.e. that a+(λ t1+(1−λ)t2) r−yλ ∈
D(yλ). This is equivalent to
λ (a+ t1 r − y1) + (1− λ) (a+ t2 r − y2) ∈ D(yλ). (16)
By (15) we have
λ (a+ t1 r − y1) + (1− λ) (a+ t2 r − y2) ∈ λD(y1) + (1− λ)D(y2). (17)
Of course, λD(y1) = D(y1) and (1− λ)D(y2) = D(y2). Comparing (17) with (16)
yields that convexity of χa,r is given if
λD(y1) + (1− λ)D(y2) ⊂ D(λ y1 + (1− λ) y2) for all λ ∈ (0, 1), y1, y2 ∈ Rm,
i.e. if D is convex. However, according to [11] this assumption is equivalent to
D being constant. Thus, the functional χa,r can in general not be assumed to be
convex.
Theorem 3.3. (a) Let r ∈
(⋂
y∈AD(y)
)
\ {0}. y¯ is a nondominated element of
A w.r.t. D if and only if
χy¯,r(y) > χy¯,r(y¯) = 0 for all y ∈ A \ {y¯}.
(b) Let r ∈ int
(⋂
y∈AD(y)
)
. y¯ is a weakly nondominated element of A w.r.t. D
if and only if
χy¯,r(y) ≥ χy¯,r(y¯) = 0 for all y ∈ A.
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Proof. (a) First assume y¯ to be a nondominated element of A w.r.t. D. As D(y¯)
is a pointed convex cone and r ∈ D(y¯) \ {0} it holds χy¯,r(y¯) = 0. If y¯ is not a
unique minimal solution of miny∈A χy¯,r(y) then there exists some t ∈ R, t ≤ 0, and
some y ∈ A \ {y¯} such that y¯ + t r − y ∈ D(y). Because of t r ∈ −D(y) this implies
y¯ ∈ {y}+ (D(y) \ {0}) in contradiction to y¯ a nondominated element of A w.r.t. D.
Next assume y¯ is a unique minimizer of χy¯,r over A. If there is some y ∈ A\{y¯} with
y¯ ∈ {y}+D(y) then y¯ + 0 · r − y ∈ D(y), i.e. χy¯,r(y) ≤ 0, which is a contradiction.
(b) First assume y¯ to be a weakly nondominated element of A w.r.t. D. If y¯ is
not a minimal solution of miny∈A χy¯,r(y) then there exists some t ∈ R, t < 0, and
some y ∈ A \ {y¯} such that y¯ + t r − y ∈ D(y). Because of t r ∈ −int(D(y)) this
implies y¯ ∈ {y}+int(D(y)) in contradiction to y¯ a weakly nondominated element of
A w.r.t. D. Next assume y¯ to be a minimizer of χy¯,r over A. If there is some y ∈ A
with y¯ ∈ {y}+ int(D(y)) then there exists some t < 0 such that (y¯− y)+ t r ∈ D(y)
and hence χy¯,r(y) < 0, which is a contradiction.
For evaluating whether x¯ ∈ S is an at least weakly nondominated solution of
(1) we thus have to check if 0 is the minimal value of the scalar-valued optimization
problem
min t
s.t. f(x¯) + t r − f(x) ∈ D(f(x))
t ∈ R, x ∈ S
for some r with r ∈ int(D(f(x))) for all x ∈ S.
For characterizing minimal elements w.r.t. an ordering map D we can directly
apply the function defined in (11). Using Lemma 3.1(b) and (c) and known scalar-
ization results in partially ordered spaces, see for instance [14, 23, 21], we obtain the
following necessary and sufficient conditions.
Theorem 3.4. (a) If y¯ is a minimal element of A w.r.t. the ordering map D,
then for any pointed convex cone K ⊂ D(y¯) and any r ∈ K \ {0} it holds that
ψy¯,r(y) > ψy¯,r(y¯) = 0 for all y ∈ A \ {y¯}.
(b) If y¯ is a weakly minimal element of A w.r.t. the ordering map D, then for any
pointed convex cone K ⊂ D(y¯) with some r ∈ int(K) it holds that ψy¯,r(y) ≥
ψy¯,r(y¯) = 0 for all y ∈ A \ {y¯}.
(c) If for any a ∈ Y , r ∈ Rm and any convex cone K with D(y¯) ⊂ K it holds that
ψa,r(y) ≥ ψa,r(y¯) for all y ∈ A, then y¯ is a weakly minimal element of A w.r.t.
the ordering map D. If additionally ψa,r(y) > ψa,r(y¯) for all y ∈ A \ {y¯}, then
y¯ is a minimal element of A w.r.t. the ordering map D.
Summarizing the previous results we get for weakly minimal and minimal ele-
ments of some set A w.r.t. D the following complete characterization:
Corollary 3.1. (a) Set K := D(y¯) and choose r ∈ D(y¯) \ {0}. y¯ is a minimal
element of A w.r.t. the ordering map D if and only if
ψy¯,r(y) > ψy¯,r(y¯) = 0 for all y ∈ A \ {y¯}.
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(b) Set K := D(y¯) and choose r ∈ int(D(y¯)). y¯ is a weakly minimal element of A
w.r.t. D if and only if
ψy¯,r(y) ≥ ψy¯,r(y¯) = 0 for all y ∈ A.
Chen and colleagues studied in [20, 24, 17] for some r ∈ int
(⋂
y∈Rm D(y)
)
the
functional
(y, z) ∈ Rm × Rm 7→ inf{t ∈ R | t r − y ∈ D(z)}. (18)
In (18) the cone-valued map D is evaluated in some element z independently of the
choice of y while for determining χa,r(y) the cones D(y) are used. In [20, Theorem
3.1] the result of Corollary 3.1(b) is stated but assuming among others D to be a
linear map. Theorem 2.2 in [24] equals Corollary 3.1(b) . Theorem 3.1(ii) in [25] is
also very similar to Corollary 3.1(b), but defining D not on the image space Rm for
the multiobjective optimization problem (1) but by D : Rn ⇉ Rm. In [17], Chen,
Yang and Yu relax the assumption r ∈ int
(⋂
y∈Rm D(y)
)
by replacing r in (18) by
r(y) with r := r(y) ∈ int(D(y)) for all y ∈ Rm. They study this functional in the
context of quasi-vector equilibrium problems.
4 A Numerical Procedure for Continuous Prob-
lems
We start with a procedure for determining the nondominated and the minimal ele-
ments of an infinite set A which may be, for instance, the image set of the multiob-
jective optimization problem (1) with a continuous objective function f : Rn → Rm
and S ⊂ Rn a nonempty subset given by equality and inequality constraints. The
algorithm in this section is mainly based on Lemma 3.1 which states that the set
of efficient elements w.r.t. some convex cone K with K ⊂ D(y) for all y ∈ A is
a superset of the set of minimal and nondominated elements. Such a cone K al-
ways exists, but it may be the trivial cone K = {0} and then all elements of A
are efficient elements w.r.t. K. In addition to that, many algorithm for determining
approximations of the set of efficient elements of A w.r.t. K – we denote this set in
the following again by EK – require that there exists some r ∈ int(K) and for that
we assume
int
(⋂
y∈A
D(y)
)
6= ∅.
As in general not the complete set of efficient elements EK w.r.t. K can be
determined by such algorithm, we generate an approximation of it. For such an
approximation of it many methods can be found in the literature. We use here a
procedure introduced in [26], see also [21, 27], which generates an even approxima-
tion of the efficient set of the image set of the problem (1) where f needs to satisfy
differentiability assumptions and K can be an arbitrary closed convex pointed cone
with a nonempty interior. The method uses the scalarization functional given in (11)
and determines the parameter a adaptively based on the evaluation of sensitivity in-
formation. The method is especially appropriate for determining approximations of
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the whole efficient set in lower dimensions as R2. Thereby it can only be guaranteed
that weakly efficient approximation points are determined.
We denote the finite set of approximation points of EK , determined by an ar-
bitrary approximation method as the one mentioned above which delivers at least
weakly efficient elements, by EapproxK . For selecting from E
approx
K an approximation
of the set of optimal (i.e., nondominated or minimal) elements of A w.r.t. D, first
the optimal elements of EapproxK w.r.t. D can be selected. For it, a pairwise com-
parison can be used. In case of a large number of approximation points it may be
advantageous to use an algorithm for determining optimal elements of a discrete set
as discussed in the next section. By that we reduce the set EapproxK to some finite
subset W ⊂ EapproxK ⊂ A, respectively. Each element of this subset W is thus an
at least weakly efficient element of A and a nondominated or minimal element of
EapproxK w.r.t. D, respectively. In a second step, we select those elements of W which
are nondominated or minimal elements of the set A w.r.t. D, respectively.
4.1 Nondominated Solutions
So far, each element of W is an at least weakly efficient element of A w.r.t. K and a
nondominated element of EapproxK w.r.t. D. If EK is externally stable and assumption
(14) of Theorem 3.1 is satisfied, for instance, if D defines a transitive binary relation,
then the nondominated elements of A w.r.t. D are exactly those efficient elements of
A w.r.t. K which are nondominated elements of EK w.r.t. D. Based on this theorem
the set W may be taken as an approximation of the set of nondominated elements
of A w.r.t. D. This approach was followed in [8].
Remark 4.1. Note that we need that the elements of the set W are nondominated
elements of EK – and not of E
approx
K only – w.r.t. D. There might be some element
w ∈W with w 6∈ {y}+D(y) \ {0} for all y ∈ EapproxK but
w ∈ {y}+D(y) \ {0} for some y ∈ EK \ E
approx
K . (19)
For that reason, we use the scalarization results given in Theorem 3.3. Let
r ∈ intK. Then y¯ is a nondominated element of A w.r.t. D if and only if
inf{t ∈ R | y¯ + t r − y ∈ D(y)} > 0 for all y ∈ A \ {y¯} (20)
and y¯ is a weakly nondominated element of A w.r.t. D if and only if
inf{t ∈ R | y¯ + t r − y ∈ D(y)} ≥ 0 for all y ∈ A \ {y¯}. (21)
If we apply a numerical solution method to solve (20) we can in general not verify
the strict inequality and thus we can only show the weak nondominatedness of some
point y¯. If the ordering map has images being representable as Bishop-Phelps cones
in the normed space Rm, i.e. if D(y) = {u ∈ Y | ‖u‖ ≤ ℓ(y)⊤u} for all y ∈ Rm for
some map ℓ : Rm → Rm, see (13), then the optimization problem in (21) reads as
Minimize t subject to ‖y¯ + t r − y‖ − ℓ(y)⊤(y¯ + t r − y) ≤ 0, t ∈ R and y ∈ A.
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Due to the norm in the constraint, the above scalar-valued problem is a nondif-
ferentiable nonlinear optimization problem which may even be discontinuous depen-
dently on ℓ. For numerically solving such problems adequate solution methods are
necessary.
We sum up the procedure in Algorithm 1.
Algorithm 1 Algorithm for the approximation of the set of nondominated elements
Require: set A ⊂ Y , D(y) for all y ∈ A, K ⊂
⋂
y∈AD(y) a convex cone and
r ∈ int(K)
1: determine an approximation EapproxK ⊂ A of the set of efficient elements of A
with Rm partially ordered by K
2: determine the set of all nondominated elements W =: {y1, . . . , yk} of EapproxK
w.r.t. D
3: put j = 1 and N = ∅
4: while j ≤ k do
5: determine t¯ = min{t ∈ R | yj + t r − y ∈ D(y), y ∈ A}
6: if t¯ ≥ 0 then
7: replace N by N ∪ {yj}
8: end if
9: replace j by j + 1
10: end while
By Theorem 3.3 we have:
Theorem 4.1. Let N denote the set generated by Algorithm 1. Then N ⊂ A and
any element of N is a weakly nondominated element of A w.r.t. D.
4.2 Minimal Solutions
Again, each element of W is an at least weakly efficient element of A w.r.t. K and
a minimal element of EapproxK w.r.t. D. If EK is externally stable, then the minimal
elements of A w.r.t. D are exactly those efficient elements of A w.r.t. K which are
minimal elements of EK w.r.t. D, see Theorem 3.2. Based on this theorem the set
W may be taken as an approximation of the set of minimal elements of A w.r.t.
D. Again, this approach was followed in [8], but Remark 4.1 analogously holds for
minimal elements. Using the scalarization results of Theorem 3.4, y¯ is a weakly
minimal element of A w.r.t. the ordering map D if and only if
inf{t ∈ R | y¯ + t r − y ∈ D(y¯)} ≥ 0 for all y ∈ A \ {y¯}. (22)
This leads to the procedure given in Algorithm 2.
By Corollary 3.1 we have:
Theorem 4.2. Let M denote the set generated by Algorithm 2. Then M ⊂ A and
any element of M is a weakly minimal element of A w.r.t. D.
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Algorithm 2 Algorithm for the approximation of the set of minimal elements
Require: set A ⊂ Y , D(y) for all y ∈ A, K ⊂
⋂
y∈AD(y) a convex cone and
r ∈ int(K)
1: determine an approximation EapproxK ⊂ A of the set of efficient elements of A
with Y partially ordered by K
2: determine the set of all minimal elements W =: {y1, . . . , yk} of EapproxK w.r.t. D
3: put j = 1 and M = ∅
4: while j ≤ k do
5: determine t¯ = min{t ∈ R | yj + t r − y ∈ D(yj), y ∈ A}
6: if t¯ ≥ 0 then
7: replace M by M ∪ {yj}
8: end if
9: replace j by j + 1
10: end while
5 Numerical Procedure for Discrete Problems
In case of a finite image set A = f(S) of a multiobjective optimization problem the
most simple approach for determining all optimal solutions is a pairwise comparison
of all elements in A. This may be very time consuming especially if the evaluation
of the binary relation ≤ is costly. For instance, in [28] an application dealing with
a finite set A in the space of Hermitian matrices was considered. The space was
assumed to be partially ordered by the cone of positive semidefinite matrices and
hence each evaluation of the binary relation corresponds to the determination of
the smallest eigenvalue of the difference of two matrices. For that reason numerical
methods as the Jahn-Graef-Younes method have been developed for reducing the
numerical effort by reducing the number of necessary pairwise comparisons. For Rm
partially ordered by the natural ordering, i.e. K = Rm+ , this procedure was given by
Jahn in [29], see also [30, Section 12.4], based on a procedure firstly presented by
Younes in [31] and an algorithmic conception by Graef [30, p. 349]. In the following
we examine the applicability of this algorithm for variable ordering structures.
It will turn out that in case of a transitive and antisymmetric variable ordering
structure the algorithm can directly be applied by replacing the binary relation
≤K with K = R
m
+ used in its original formulation [30, Section 12.4] by ≤1 or ≤2.
However, in case of no transitivity and without antisymmetry the basic algorithm
only allows the determination of a superset of the set of nondominated/minimal
elements of a set and the algorithm has to be extended by an additional step.
Nevertheless the number of pairwise comparisons may be reduced significantly.
We present the algorithm in Rm but it also directly applies for arbitrary real
linear spaces Y with an ordering map D : Y ⇉ Y .
5.1 Nondominated Elements
We start by presenting the extended Jahn-Graef-Younes algorithm for the determi-
nation of the nondominated elements of a discrete, finite set A := {y1, . . . , yk}.
The result of the algorithm is discussed in the following theorem. It states that
the procedure is well-defined and delivers exactly the set of all nondominated ele-
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ments of A w.r.t. D. Note that the original Jahn-Graef-Younes method for partially
ordered spaces [29] consists only of the first (called forward iteration) and the second
(called backward iteration) while-loop, while for variable ordering structures which
are not transitive and not antisymmetric the third while-loop (complete comparison
for selected elements) has to be added.
Algorithm 3 Jahn-Graef-Younes method for nondominated elements
Require: A = {y1, . . . , yk}, D(y) for all y ∈ A
1: put U = {y1} and i = 1
2: while i < k do
3: replace i by i+ 1
4: if yi 6∈ {y}+D(y) for all y ∈ U then
5: replace U by U ∪ {yi}
6: end if
7: end while
8: put {u1, . . . , up} = U
9: put T = {up} and i = p
10: while i > 1 do
11: replace i by i− 1
12: if ui 6∈ {u}+D(u) for all u ∈ T then
13: replace T by {ui} ∪ T
14: end if
15: end while
16: put {t1, . . . , tq} = T
17: put V = ∅ and i = 0
18: while i < q do
19: replace i by i+ 1
20: if ti 6∈ {y}+D(y) for all y ∈ A \ T then
21: replace V by V ∪ {yi}
22: end if
23: end while
Theorem 5.1. Let A be a finite subset of Rm and let U , T and V denote the sets
gained by Algorithm 3.
(a) If y¯ is a nondominated element of A w.r.t. D, then y¯ ∈ U and y¯ ∈ T .
(b) The elements of the set T ⊂ A are all nondominated elements of T w.r.t. D.
(c) If ≤1 is a transitive and antisymmetric binary relation, then the set T is exactly
the set of all nondominated elements of A w.r.t. D.
(d) The set V is exactly the set of all nondominated elements of A w.r.t. D.
Proof. (a) Assume y¯ is a nondominated element of A w.r.t. D but is not in U .
Then there exists some y ∈ U ⊂ A, y 6= y¯ with y¯ ∈ {y}+D(y) in contradiction to y¯
a nondominated element of the set A w.r.t. D. Next, assume y¯ is a nondominated
element of A w.r.t. D but is not in T . According to the first part of the proof, y¯ ∈ U .
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Thus there exists some y ∈ T ⊂ A, y 6= y¯ with y¯ ∈ {y}+D(y) in contradiction to y¯
a nondominated element of the set A w.r.t. D.
(b) Let T =: {t1, . . . , tq} with q ≤ p ≤ k and tj ∈ T arbitrarily chosen with
1 ≤ j ≤ q. We assume the elements of the sets to be ordered in the way they are
generated in the algorithm. According to the first while-loop, tj 6∈ {ti}+D(ti) for all
1 ≤ i < j and according to the second while-loop, tj 6∈ {ti}+D(ti) for all j < i ≤ q.
Hence, tj is a nondominated element of T w.r.t. D.
(c) We first show that for all y ∈ A there exists a nondominated element y¯ of A
w.r.t. D with y ∈ {y¯} + D(y¯). For that, let y ∈ A be arbitrarily given. If y is a
nondominated element of A w.r.t. D then the assertion is proven. Now, let y be not
a nondominated element of A w.r.t. D, i.e. there exists some y1 ∈ A with y1 ≤1 y,
y1 6= y. If y1 is nondominated we are done. Otherwise there is some y2 6= y1 with
y2 ≤1 y
1 and by the transitivity also y2 ≤1 y, y
2 6= y. If y2 is not a nondominated
element we can find y3 ∈ A\{y, y1, y2} with y3 ≤1 y
2 ≤1 y
1 ≤1 y and so on. As A is
finite and ≤1 is antisymmetric, this procedure stops with a nondominated element
y¯ ∈ A of A w.r.t. D with y¯ ≤1 y.
According to (b) all nondominated elements of the set A w.r.t. D are an element
of T and all the elements of T are nondominated elements of T w.r.t. D. It remains
to be shown that the elements of T are also nondominated elements of A w.r.t. D.
Let y ∈ T and y be not a nondominated element of A w.r.t. D. Then there exists a
nondominated element y¯ of A w.r.t. D with y ∈ {y¯}+D(y¯) \ {0}. According to (a),
y¯ ∈ T in contradiction to y a nondominated element of T w.r.t. D.
(d) This is a direct consequence of (a), (b) and the definition of nondominated
elements.
Conditions ensuring the transitivity and antisymmetry of the binary relation ≤1
are given in Lemma 2.1(c). In that case, the algorithm can be stopped after the
second while-loop as the set T consists already of all nondominated elements of A
w.r.t. D and thus T = V . If the space is partially ordered with some convex cone
K, the binary relation ≤K is transitive and antisymmetric and thus in this case the
algorithm can be stopped after the second while loop.
However, without transitivity, the set T does in general not consist of exactly
the nondominated elements of the set A w.r.t. D:
Example 5.1. Let A := {(0, 0), (1, 0), (0, 2)} and
D(0, 0) = cone conv{(1,−1), (1, 1)},
D(1, 0) = cone conv{(−1, 1), (1, 1)},
D(0, 2) = R2+
with cone conv(Ω) for some set Ω the convex cone generated by Ω. The unique
nondominated element of A w.r.t. D is (0, 0) but Algorithm 3 delivers the sets T =
U = {(0, 0), (0, 2)}. Finally, V = {(0, 0)}.
Note that one might also use Theorem 3.1, in case the assumptions are satisfied,
and the classical Jahn-Graef-Younes method for partially ordered spaces to reduce
the numerical effort for determining the nondominated elements w.r.t. a variable
ordering structure of a discrete set.
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5.2 Minimal Elements
In this section we present an adaption and extension of the classical Jahn-Graef-
Younes method for the determination of minimal elements w.r.t. a variable ordering
structure. Only the steps 4, 12 and 20 differ to those of Algorithm 3 and thus, only
those steps are given explicitly.
Algorithm 4 Jahn-Graef-Younes method for minimal elements (extract)
3: . . .
4: if yi 6∈ {y}+D(yi) for all y ∈ U then
5: . . .
6: end if
11: . . .
12: if ui 6∈ {u}+D(ui) for all u ∈ T then
13: . . .
14: end if
19: . . .
20: if ti 6∈ {y}+D(ti) for all y ∈ A \ T then
21: . . .
22: end if
23: . . .
Theorem 5.2. Let A be a finite subset of Rm and let U , T and V denote the sets
gained by Algorithm 4.
(a) If y¯ is a minimal element of A w.r.t. D, then y¯ ∈ U and y¯ ∈ T .
(b) The elements of the set T ⊂ A are all minimal elements of T w.r.t. D.
(c) If ≤2 is a transitive and antisymmetric binary relation, then the set T is exactly
the set of all minimal elements of A w.r.t. D.
(d) The set V is exactly the set of all minimal elements of A w.r.t. D.
Proof. Analogously to the proof of Theorem 5.1.
Again, as the following example shows, the elements of T are in general not all
also minimal elements of A w.r.t. D and thus a third while-loop had to be added.
Example 5.2. Let A := {(−1, 1), (0, 0), (1, 0)} and
D(−1, 1) = R2+,
D(0, 0) = cone conv{(1,−1), (1, 1)},
D(1, 0) = R2+.
The unique minimal element of A w.r.t. D is (−1, 1) but Algorithm 4 delivers the
sets T = U = {(−1, 1), (1, 0)}. Finally, V = {(1, 1)}.
Note that one might also use Theorem 3.2 and the classical Jahn-Graef-Younes
method for partially ordered spaces to reduce the numerical effort for determining
the minimal elements w.r.t. a variable ordering structure of a discrete set.
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6 Numerical Results
In this chapter we apply the proposed procedures on some test examples. More
numerical experiments are provided by Ziegler in his diploma thesis [32].
6.1 Continuous Problems
Example 6.1. (Algorithm 1) Consider the set
A = {(x1, x2) ∈ [0, π]× (0, π] | x
2
1 + x
2
2 − 1− 0.1 cos
(
16arctan(x1
x2
)
)
≥ 0,
(x1 − 0.5)
2 + (x2 − 0.5)
2 ≤ 0.5} ⊂ R2
defined by Tanaka [33]. It holds infy∈A yi > 0, i = 1, 2. For the variable ordering
structure we define the ordering map by D(y) = {u ∈ R2 | ‖u‖2 ≤ ℓ(y)
⊤u} with
ℓ(y) :=
2
mini=1,2 yi
y for all y ∈ A,
compare (12) with p = (0, 0) and γ = 0.5. We apply Algorithm 1 and first, we
determine an approximation EapproxK of the set of efficient elements of A w.r.t. K :=
R
2
+. According to Example 3.1, K ⊂ D(y) for all y ∈ A. The approximation
is done using the adaptive parameter control as introduced in [21] with an aimed
distance of 0.02 between the approximation points. By this procedure the generated
approximation points are guaranteed to be at least weakly efficient elements. 55
approximation points are determined shown as dots in Figure 1, left.
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Figure 1: Example 6.1. Left: Set EapproxK . The different colors of the dots are
described in the text. Right: Approximation of the set of nondominated elements.
Next, Algorithm 3 is applied on the set of approximation points EapproxK . After the
first while loop, 26 points are deleted (marked in light gray in Figure 1) and only 29
points remain. In the second while loop, 19 points are deleted (marked in dark gray)
and 10 points remain. For all of these 10 points (marked in black) it is verified that
they are nondominated element of the set EapproxK w.r.t. D by a complete comparison
with all elements in EapproxK .
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For all 10 points yj, the optimization problem
min{t ∈ R | yj + t r − y ∈ D(y), y ∈ A} (23)
is solved to check whether they are weakly nondominated elements of A w.r.t. D.
This resulted in 6 remaining points (those with zero as minimal value in (23)), see
Figure 1, right.
However, note that the optimization problem (23) is not everywhere differentiable
due to the definition of D and it is nonconvex and nonlinear, but in this example we
nevertheless just applied a standard numerical solver pre-implemented in Matlab for
differentiable optimization problems (using different starting points) which does not
guarantee to find global minimal solutions for such optimization problems.
Example 6.2. (Algorithm 2) We consider again the set A ⊂ R2 of Example 6.1
and the ordering map D but with
ℓ(y) :=
2
mini=1,2{yi + 1.2}
(
y +
(
1.2
1.2
))
for all y ∈ A,
compare (12) with p = (−1.2,−1.2) and γ = 0.5. (For p = (0, 0) as in the previous
example no minimal elements are found.)
Applying Algorithm 2, we first determine again an approximation EapproxK of the
set of efficient elements of A w.r.t. K := R2+. This approximation is determined as
described in Example 6.1 and consists of 55 approximation points, see Figure 2, left.
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Figure 2: Example 6.2. Left: Set EapproxK . The different colors of the dots are
described in the text. Right: Approximation of the set of minimal elements.
Next, Algorithm 4 is applied on the set of approximation points EapproxK . After the
first while loop, 33 points are deleted (marked in light gray in Figure 2) and only 22
points remain. In the second while loop, 9 points are deleted (marked in dark gray)
and 13 points remain. For all of these 13 points (marked in black) it is verified that
they are minimal elements of the set EapproxK w.r.t. D by a complete comparison with
all elements in EapproxK .
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For all 13 points yj, the optimization problem
min{t ∈ R | yj + t r − y ∈ D(yj), y ∈ A}
is solved to check whether they are weakly minimal elements of A w.r.t. D. This
resulted in 12 remaining points, see Figure 2, right. However, note that the used
numerical solver for solving the above scalar-valued problems does not guarantee to
find globally optimal solutions.
6.2 Discrete Problems
Example 6.3. (Algorithm 3) We reconsider the set A ⊂ R2 and the ordering
map D of Example 6.1 and generate a discrete approximation D of this set with
5 014 points by
D := A ∩ {(x1, x2) ∈ R
2 | x1 ∈ {0, 0.01, 0.02, . . . , π}, x2 ∈ {0.01, 0.02, . . . , π}},
compare the set of dots in Figure 3, Left.
The first while-loop of Algorithm 3 selects 27 points (the set U) of the set D as
candidates for being nondominated. For that, 61 128 evaluations of the binary rela-
tion defined by D have been necessary. The second while-loop reduces these 27 points
to 12 points, the set T , compare Figure 3, right, by only 222 additional evaluations
of the binary relation. By comparing these remaining points with all other 5 014
points of the discretization in the third while-loop (additionally, 60 156 evaluations
of the binary relation) verifies that these 12 points are exactly the nondominated
elements of the discretization set D w.r.t. D. A total of 121 506 evaluations of the
binary relation ≤1 are thus needed.
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Figure 3: Example 6.3. Left: The sets D, U and T in light gray, dark gray and
black, respectively. Right: Set T .
A pairwise comparison of all 5 014 points with all other points (till it is shown that
an element is dominated by another point or nondominated w.r.t. all) needs 4 472 290
evaluations of the binary relation, i.e. a reduction of around 97% is reached.
Example 6.4. (Algorithm 4) We reconsider the set A ⊂ R2 and the finite set
D ⊂ A as defined in Example 6.3.
(a) Using the ordering map D of Example 6.1, the first while-loop of Algorithm
4 selects 18 points. For that only 7 036 evaluations of the binary relation
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defined by D have been necessary. The second while-loop reduces these 18
points to 5 points, the set U , by only 23 additional evaluations of the binary
relation. By comparing these remaining points with all other 5 014 points of
the discretization in the third while-loop (additionally, 15 060 evaluations of
the binary relation) however shows that none of the 5 points of the set U is
a minimal element of D w.r.t. D. This is a total of 22 119 evaluations of the
binary relation. There are no minimal elements at all in D w.r.t. the variable
ordering structure. A pairwise comparison of all 5 014 points with all other
elements (till it is shown that an element is not a minimal element w.r.t. D)
needs 58 538 evaluations of the binary relation. The algorithm leads thus to a
reduction of around 62% of the number of evaluations of ≤2.
(b) Next, we consider the variable ordering structure defined in Example 6.2. The
first while-loop selects now 27 points (the set U) of the set D as candidates
for being minimal elements of D w.r.t. D (8 625 evaluations of the binary
relation). The second while-loop reduces to 20 points (213 evaluation), the set
T , compare Figure 4, right. By comparing these remaining points with all other
5 014 points of the set D in the third while-loop (100 260 evaluations) verifies
that these 20 points are exactly the minimal elements of the discretization set
D w.r.t. D.
This corresponds to a total of 109 098 evaluations of the binary relation. Com-
pared to the number of evaluations needed for a pairwise comparison of all 5 014
points with all other elements till minimality is shown or a preferred element
is detected (453 994 evaluations) this is still a reduction of around 76%. In
Figure 4, left, all elements of the set D together with the determined minimal
elements of D w.r.t. D and the elements of the sets U and T are shown.
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Figure 4: Example 6.4.(b). Left: The sets D, U and T in light gray, dark gray and
black, respectively. Right: Set T .
7 Concluding Remarks
In this manuscript we have presented a numerical procedure for approximating the
whole set of nondominated or minimal elements of a continuous multiobjective op-
timization problem w.r.t. a variable ordering structure. For discrete problems all
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optimal elements are determined with a reduced effort compared to a pairwise com-
parison. Note that most of the presented results also apply for vector optimization
problems minx∈S f(x) with f : X → Y and X, Y arbitrary real (topological) linear
spaces, S a nonempty subset of X and a cone-valued map D : Y ⇉ Y . For more
details we refer to [34].
Compared to the procedures proposed in the literature so far, the algorithm for
continuous problems of this manuscript allows an approximation of the complete set
of optimal elements – and determines not a single optimal solution only as in [4].
Moreover, it can be applied to a broad class of multiobjective optimization prob-
lems assuming only the intersection of all cones D(y) for y ∈ A to be nontrivial,
cf. [4, 7]. The only other numerical approach with the same properties, [8], lacks
of guaranteeing that the determined approximation points are indeed optimal solu-
tions while the algorithm presented here guarantees to find at least weakly optimal
solutions. The main drawback of the method for continuous problems, which is also
a drawback for the method proposed in [8], is the numerical effort caused by first
determining approximation points of the efficient set EK while later deleting those
approximation points of EK , which are not also optimal w.r.t. the variable ordering
structure.
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