The eyes play an important role both in perception and communication. Technical 
INTRODUCTION
How exciting is the first eye contact with a new born baby and his parents. How overwhelming the moment when the eyes start exploring the world and the head movement follows the eyes. And how ground-shaking the effect once the baby's eyes can follow the attentive gaze of her parents (Corkum & Moore, 1998; Hood, Willen & Driver, 1998) or find the target beyond the pointing finger (Butterworth & Itakura, 2000) .
Eyes are a powerful device for communication -they tell a lot about us, our intentions, what we are talking about, whom we are talking to, and they even reveal parts of our emotions. They are part of a multimodal communicative ensemble that is our human body.
For some, however, the eyes are also the one and only gate to the outside world. We humans are often very good in a situated reading of the intentions of others just by observing their eyes. If someone we care for is gazing at a glass of water, which to him is out of reach, we infer that he might be thirsty, offer our help and give him to drink. If we talk to someone unable to speak or move, we can establish a pact and tailor our questions in such a way, that our interlocutor can answer them using eye blinks (e.g. one for no, two for yes) or eye movements (up/down or left/right).
This chapter addresses the question on how gaze-based assistive technologies enable us to make use of our eyes for purposes that are beyond their natural sensory use. It will show that today it is already possible to talk with our eyes and even to write letters. Someday we will also be able to interact with our (technically enhanced) physical environment based on eye gaze and first visionary steps into that direction will be presented.
Gaze-based Interaction and the Midas-Touch Problem
A crucial task in interaction is the selection of the object to interact with. For a successful selection, one has to aim at a target and then trigger the selection (see e.g. Huckauf & Urbina, 2008) . While aiming at a specific target is the example par excellence for an appropriate gaze-based interaction, it proves to be more difficult to actually trigger the selection.
The problem of providing a robust but also swift technique to trigger a selection is common for many gaze-based applications. The eye is predominantly a sensory organ which is now, in gaze-based interaction, used in an articulatory way. For articulation we want to have a high and exclusive control over our modality, so that we are not to be misunderstood. Gaze, however, wanders over the scene while we process it and it is highly attracted to changes in the environment. Users might thus look at a certain key on the screen because they want to type, but they might also just accidently look there, e.g. while listening to a response, or just because the keys' depictions of a virtual keyboard switched from lower to upper case after triggering the "shift"-key. Other visual changes might, e.g., be the result of the intelligent algorithm that rearranges the display to present the keys most likely selected next at a prominent position.
The problem of unwillingly triggering reactions is known as the Midas-Touch problem, since a prominent paper by R.J.K. Jacob (1993) .
Parameters of Eye Gaze
Our eyes are active sensory organs. They are sensors that capture light that is cast from the objects in our environment and project them internally on a light-sensitive surface, the retina (see Figure 1 ). The resolution of the retina, however, is not equally distributed. We have a certain circular area of very high acuity, the fovea, and acuity diminishes the further away from the fovea the incoming rays hit the surface. The field of view covered by the fovea is rather small, only 1° -2°, which is approximately the area covered by 1-2 thumbs when extended at arm's length. Interestingly, we are seldom aware of objects we can only see with a very low acuity. This is where the active part comes in: we constantly orient our eyes towards the area in our field of view we want to inspect. And we do it in such a way, that the interesting parts fall onto the fovea. These visual inspection movements are very quick -the eye is in general a very high speed device with a peek angular velocity of 900°/sec. That would be nearly three full rotations per second. Thus when we see something of interest in the periphery, which has a low visual acuity, we orient our eyes swiftly towards the target and will thus bring the target within our field of high visual acuity.
The fast eye movements are called saccades (from the French saccadè, meaning jerky). The moments of rest, when the eyes are aligned with our target of visual attention, are called fixations. The fixated area is called the point of regard, although it probably should better be called area or even volume of regard, to underline that it is not only a single point we have in our center of high accurate vision. When we visually inspect a scene, we produce a sequence of fixations and saccades, until we finally have satisfied our curiosity (and even then we will normally continue to produce them, just staying alert). If we connect the areas that have been the target of the fixations by lines representing the saccades, we can create a scanpath (see Figure 2 ) depicting the temporal sequence of our visual exploration. Scanpaths are often used to depict the time course of visual attention over a certain stimulus (Norton & Stark, 1971; Yarbus, 1967) . One area that is specifically interested in this incremental processing of the environment is usability research. When analyzing complex user interfaces, the scanpaths can tell the expert how the users perceive the interface and how the interface guides the visual attention of the users. For example, if the scanpath shows that the user has switched his gaze back and forth between two different buttons, this can be taken as a hint that the user was having difficulties to decide which action to take next and what the alternative actions were.
There are also qualitative visualizations that allow for the depiction of visual attention of a whole group of users. These visualizations come by different names and flavors, such as attention maps (Pomplun, Ritter & Velichkovsky, 1996) , attentional landscapes, saliency maps or heatmaps (Wooding, 2002) . Heatmaps (see Figure 3) are the most commonly known visualization type, as they are often used to depict the distribution of visual attention over webpages.
It has been found that the duration of a fixation correlates to the processing that is going on in the brain. The duration of a fixation thus helps us to differentiate between accidental gazes, gazes during visual search and, e.g., intentional gazes during communication (Velichkovsky, Sprenger & Pomplun, 1998, see Figure 4 ). The duration a fixation rests on a certain object is also called dwell time. As can be seen in Figure 4 , during the localization and figurative processing of the visual scene, fixations durations are basically shorter than 250 ms. To avoid the Midas-Touch effect in gaze-based interactions, it is thus reasonable to use dwell-times well above 250 ms to trigger a selection. Velichkovsky et al., 1998 Another idea instead of dwelling is to use eye blinks as triggers. We have tested this idea in a 3D game of Asteroids we have implemented in our virtual reality environment (Hülsmann, Dankert & Pfeiffer, 2011) . It turns out, that this technique has some disadvantages. First, similar to fixations, our participants had to increase the time they closed their eyes when triggering the selection to let our algorithms differentiate between involuntary blinks and intentional blinks. Second, as the eye also moves during the initiation of the blinking, the accuracy of the aiming was affected and it was difficult to decide at what time before the detection of the blink to take the aim. In an alternative approach, we asked the participants to use a oneeyed blink to trigger a selection. By this we expected to cut down the timing, as one-eyed blinks do not occur naturally, and we also imagined that the eye remaining open could still provide a steady direction for aiming. Most participants, however, were not able to blink with one eye only, so this approach was also not very successful.
Figure 4: Fixation durations can be used to differentiate coarsely between typical tasks (Redrawn from

Devices for gaze tracking
Historically, there have been several technical approaches to eye tracking. A short overview of these systems can be found in Duchowski (2007) . A very appealing approach, the electro-oculography (EOG), measures the electrical changes on the skin around the eye induced by the eye movements (e.g. see Young & Sheena, 1975) . The advantage of this method is that it does not interfere with the line of sight. EagleEyes is an eye tracking system based on EOG developed at Boston College (EagleEyes, 1996; Gips & Olivieri, 1996) . However, the system is very sensitive to other movements of the face and thus of limited use in everyday activities, especially if the person being tracked has only limited control of his facial muscles. Electro-oculography, however, could be used to distinguish simple eye-based gestures (Drewes, De Luca, & Schmidt, 2007) where a high spatial precision is not required.
A more precise approach uses a contact lens instrumented with sensor technology, e.g. with a wire coil whose movement is then measured by electromagnetic tracking (Robinson, 1963) or an optical lever that amplifies the movements of the eyes which are then measured on a photo-sensitive receptor (Ditchburn & Ginsborg, 1953) . The high precision, however, comes at the cost of a high intrusion. The system is also very delicate to handle, tends to drift over time and does not seem fit for the requirements of robust every-day interfaces.
The systems most commonly available today when measuring the point of regard are video-based corneal reflection eye trackers (Duchowski, 2007) . The principles of this technology have been developed over 100 years ago (Robinson, 1968) . This computer vision-based approach detects distinguishable features of the human eye, such as the pupil and corneal reflections of a stimulating infra-red light (also called first Purkinje image). This infra-red light is part of the eye tracking system and serves as external reference. By combining both features, the position of the pupil and the position of the corneal reflection, the eye tracking system can differentiate between movements of the head and the eye. There are many vendors of commercial eye-tracking systems. A good overview is provided in the wiki of the Communication by Gaze Interaction Association (COGAIN, 2012 ).
An advantage of this video-based approach is its use of inexpensive hardware -in principle such a system can be created from off-the-shelf electronic parts. In fact, there are several open source projects today that offer detailed descriptions and part-lists for the eye tracking enthusiast (EyeWriter, 2012; ITU Gaze Tracker, 2012; Li, Babcock & Parkhurst, 2006; openEyes, 2006; openGazer, 2012) .
Tabletop Systems
Tabletop systems are bulky devices that are typically placed right in front of its user. They remind us of the devices used by eye doctors or opticians. They have an opening for the head with a chin-rest where the user is supposed to place his head. The chin-rest stabilizes the head and enables the system to make very precise measurements. This renders tabletop systems an interesting device for basic research. The user, however, has to acquire and maintain a certain position during the usage of the device. This might be suitable during the participation in a short scientific experiment, but not for every-day interactions. These devices are thus not very suited for gaze-based assistive technologies.
Head-Mounted Systems
Head-mounted stationary systems (see Figure 5 ) are a compromise, where the eye tracking gear is mounted on a small helmet which is strapped on the users head. This helmet is typically equipped with one or two eye tracking cameras attached to flexible mountings that allow for a precise adjustment of the gear to the position of the eyes. The cameras either require a direct view on the eyes or make use of a deflection mirror, which is typically transparent for the visible spectrum of light -which enables the user to see through the mirror -and only reflects the spectrum required by the tracking system. Professional head-mounted systems may support very high frame rates for tracking both fixations and saccades. However, they typically come with a powerful computer for the image processing and are thus more or less stationary. The mobile head-mounted systems available today are much smaller and more light-weight. They are either mounted on a helmet, a cap or are integrated in a pair of glasses. Not all of these systems allow for a real-time access to the eye tracking data. They are primarily designed for the recording of interactions and an offline analysis, e.g. for usability studies. They thus defer the expensive computer vision tasks to the offline processing unit. An example of a mobile head-mounted eye-tracking system with real-time tracking capabilities and a real-time software SDK are the SMI Eyetracking Glasses (see Figure 7 ). They come with a powerful laptop that handles all the computer vision tasks on the fly.
Figure 7: Mobile eye-tracking systems, as the SMI Eyetracking Glasses shown here, have become less obtrusive and more robust to use in the recent years. They feature a scene-camera (right between the eyes in the center of the frame) that provides a live-stream of the visual field of view in front of the user. And they feature one or two eye-tracking cameras (the SMI Eyetracking Glasses shown here feature two) which are used to provide real-time access to the fixations and the point of regards of the eyes.
Remote Systems
Remote eye-tracking systems (see Figure 6 ) try to capture the image of the user's eyes from some distance. In computer-based set-ups, the camera system is typically placed directly under the screen of the computer. Remote eye-tracking systems can also be applied to monitor general desktop workspaces or areas with restricted human movements, such as the cockpit of a car or an airplane. For these more complex scenarios, systems that support camera arrays might be required to capture eye movements when the user turns his head sideways. Some systems use rotating turrets to adjust the cameras on-the-fly to the best viewing direction (see Figure 6 ). Remote eye-tracking systems allow for a restricted movement of the user and do not require any attachments to the user's body. They are thus very comfortable and unobtrusive to use. They, however, require an unobstructed view on the eyes and are disturbed, e.g. when the user is gesturing or placing objects, such as a coffee mug, in front of the screen.
GAZE-BASED ASSISTANCE FOR COMMUNICATION
The most prominent and most established example for gaze-based assistance systems are gaze-typing systems. Physically challenged people may be unable to hold or use tools, such as pens, in their hands, feet or mouth for written communication. Some might not even be able to press buttons on a keyboard.
Gaze-typing systems offer assistance for those still being able to perceive a display, such as a computer screen or a projection on a surface, and move their eyes voluntarily. The typical gaze-typing system presents an interactive keyboard to the user and tracks the point of regard of the user on this virtual interface. By changing the point of regard to a specific button and by some technique to trigger a selection, the user can, step-by-step, enter texts. The key ideas behind this are discussed in more details later.
Similar techniques can also be used to select elements in the typical user interface of the computer, such as menu entries or icons. Freely available examples, among many others, are Point-NClick or ClickAid by Polital Enterprises LLC (2012), as well as Dwell Clicker 2 by Sensory Software Ltd. (2012) which realize a virtual mouse device and provide an interface to trigger mouse-related actions (click, double-click, etc.).
There are also special purpose environments available, e.g. SueCenter (2012) , that offer a full integration of accessible input methods to tasks such as writing, research or e-mail communication. There are also specific dashboard solutions that present easy to select grids of common tasks, either for communicating with others (e.g. triggering speech output) or for launching programs (e.g. GazeTalk by ITU GazeGroup, 2012). These grid-based solutions offer also great opportunities for non-literate users, such as children, who would not be able to use a gaze-typing system. With a set of well-chosen icons, they could still use a gaze-based interface to communicate with others.
There are several approaches to gaze typing or virtual mouse movements which differ in the ways the gaze is being measured (e.g. via video or via electro-oculography), a pointer is moved around the screen, the keys are arranged and sized on the display, the intelligence behind the interface (e.g. T9 or other algorithms to support faster typing) and the interaction technique used to trigger the selection.
Examples of Gaze-Typing Systems
The typical gaze-typing system offers a virtual keyboard on which the user can type texts by selecting buttons. The individual systems differ in their visual layout and the level of advanced algorithms they offer to support the user in faster typing. A very basic virtual keyboard is offered by MidasTouch of Boston College (MidasTouch, 2009, see Figure 8 ). The keyboard shows all of the letters of the English alphabet (it is not configurable for international layouts), basic editing command such as delete or space and some resting points (green squares in the middle, shown grey in print) where the eyes can rest while thinking or talking to someone without accidently typing something. The program can be configured to pronounce each letter as it is typed using the Microsoft Speech SDK. Once the text has been entered, it can also be spoken by triggering either of the two Speak buttons. The text is also automatically copied to the clipboard, so that it can be swiftly pasted in the target application. MidasTouch can thus be used to talk to someone, to write messages or to enter text in applications. It is, however, not prepared for complex tasks, e.g., it cannot be used easily to enter WWW addresses or numbers.
Depending on the system for recognizing gaze-direction or the capabilities of the user, the virtual keys of MidasTouch might be difficult to hit. StaggeredSpeech (see Figure 9 ), also from Boston College, addresses this problem by dedicating more screen space to the buttons. However, now the user has to trigger two selections to type a letter: the buttons on the first screen only stand for a subset of letters and thus the letter has to be selected on a second screen which opens by the press of the first button. The two examples discussed so far are static. They do not adjust to typical inputs of the user or word frequencies of a given language. Dynamic Keyboard by CanAssist at the University of Victoria (CanAssist 2008) is a Microsoft Windows program that comes with its own keyboard layout. Besides a semi-transparent overlay mode that allows the user to run the keyboard in full-screen while still seeing the application underneath, it has the special feature to adapt its layout to the typical inputs of the user. This adaptation can speed up the typing process. It also features several other helping aids, such as automatic capitalization after punctuation or adding matching suffixes to completions (copy is turned into copies by just adding s). Similar technologies can be found in many of today's virtual keyboard solutions for multitouch systems, such as smartphones or tablets.
A more experimental system that also adapts both its keyboard layouts as well as the number of buttons available at each screen is UKO II by (Harbusch and Kühn, 2003) . It is based on the platform independent XEmacs editor and has a rather conservative layout. It is, however, open source and could thus be interesting for a developer -or if the user chooses not to use Microsoft Windows. The more graphically advanced pEYEwrite system (Huckauf and Urbina, 2007; Huckauf and Urbina, 2008) uses two level pie menues (similar to the two-level concept used by StaggeredSpeech) to allow text input.
There are also virtual keyboards that follow more closely the standard keyboard layout, at least for the arrangement of the keys. One example of such a free virtual keyboard that is also advocated to be used by people with disabilities is Click-N-Type (Lake Software, 2001 ). Click-N-Type has also some advanced features, such as word completion, however, the screen design is rather small, and thus a high accuracy is required when aiming for the keys. A way to circumvent the Midas-Touch problem is to use continuous input instead of discrete selection events and provide means to backtrack. The text-input system Dasher realizes this concept (Ward & MacKay, 2002) and is compatible with several input modalities. The key idea is that the user navigates through a text universe where all the texts have already been written (see Figure 10 ). The path taken by the user will then be his writing. The figure demonstrates the concept. In the center the user is at rest. To the left is the path that has been taken so far, which is also summarized in the textbox below (here "Gaze based"). The user can then "walk" to the right towards the next letter of his sentence. For this he just has to look in the desired direction and the letters will approach him and at the same time zoom in. It is similar to using a joystick, where pushing the stick to the right will make you drive forward, with speed increasing with increased displacement of the stick from the center. The nice thing about this interface is that it also allows the user to backtrack, just by going in the opposite direction. Thus correcting your writing follows exactly the same procedure as writing. In addition to that, Dasher can also learn the probabilities of the target language and then arranges the letters accordingly. Succeeding letters that are more likely will thus be presented more prominently and are easier and quicker to find and walk to. Ward & MacKay (2002) report that after some training, their users could write about 25 words per minute with their eyes using Dasher, whereas the same users achieved only 15 words per minute using gaze-typing on an on-screen keyboard with word completion. Error rate was also five times higher on the on-screen keyboard. Urbina and Huckauf (2007) , however, report that novice users felt stressed confronted with the always changing Dasher interface.
Continuous Zooming
A more recent project combined gaze-based Dasher with a speech recognition system (Vertanen & MacKay, 2010) . In their system speech recognition comes first. If that fails, the user can use Dasher to correct the result. The model used by Dasher then integrates the hypotheses of the speech recognition system and thus supports a quick editing. The words per minute entered using speech Dasher depend on the word error rate of the speech recognition system. In their paper Vertanen and MacKay (2010) report that users achieved up to 54 words per minute and about 30 words per minute when the sentence contained at least one error.
The experimental approach StarGazer presents the input in 3D and uses pan and zoom to enable gaze typing (Hansen, Skovsgaard, Hansen & Møllenbach, 2008; ITU GazeGroup, 2007) . Its basic idea is similar to Dasher, as the path a user flies, here through a tunnel in space, defines his writing. StarGazer, however, does not feature advanced text analysis algorithms as Dasher does. It also remains unclear, how backtracking is realized.
How fast can these tools be?
One of the fastest ways to communicate text would be speech. Users are reported to enter about 102 words per minute (Larson & Mowatt, 2003) into a dictation system -however without correcting the result of the speech recognition. As the error rate of speech recognition is still very high, the time required for the correction significantly reduces the input speed. Known input rates considering corrections are at about 14 to 17 words per minute (Karat, Halverson, Horn & Karat, 1999; Larson & Mowatt, 2003) . In their paper on Dasher, Ward and MacKay (2002) report a 25 words per minute input rate for their gazebased Dasher and 15 words per minute for gaze-typing. These results are, however, to be treated with care as they are not independently tested and the sample size is very small. For their pEYEwrite system, Huckauf and Urbina (2007) report about 8 words per minute for novice users and a maximum of 12.5 words per minute for experts.
Testing the tools
Most of the described systems are available as public domain software and can thus easily be tried out. However, the hardware, that is the eye-tracking systems, might not be as easily available and the described systems only support a very restricted set of eye-tracking systems out of the box (if any).
An interesting alternative that can be used for evaluation purposes could be the Camera Mouse (2002) system developed at Boston College (Betke, Gips & Fleming, 2002) . This system uses a simple webcam to track the users face and map head movements to the mouse cursor. While this is not eye tracking but a very simple version of gaze tracking, the Camera Mouse could be a first inexpensive step towards gaze-based text communication. It is also a good way to get the feeling for the problems associated with this kind of input. Compared to an eye tracking system, the user has the advantage that the eyes are free to move and can be used to explore the visual interface without the Midas-Touch problem. On the downside, the head movements have to be highly controlled. In the long run, the Camera Mouse approach is expected to be more tiresome than an eye tracking approach. An alternative to Camera Mouse is the free Microsoft Windows program Head Mouse developed by Indra (2012). The same company also offers a free virtual keyboard.
Gaze Gestures
An alternative to gaze typing are eye gestures. Instead of establishing a reference with an external entity, the key, a less complex communication system can use the eye movements alone. The prototypical example is the communication with severely impaired interlocutors via eye blinks. A gaze-based interaction system can also recognize several other movements of the eyes, e.g. up/down, left/right, or patterns, e.g. diamond, circle, and trigger corresponding actions.
A couple of examples of such eye gestures have been considered by Isokoski (2000) . He introduced the concept of off-screen targets for gaze typing. These are targets that are not shown on the computer display, but at the sides of the display. Although a good calibration only warrants precise point of regard measurements within the area of the calibrated display, eye gaze towards these targets can still be measured by the calibrated eye tracking system. The advantage of the approach is that the eyes can be used freely to explore the visual interface. The otherwise visually less important frame of the computer screen is used for static symbols. This is also the major disadvantage: as the targets are beyond the screen area, they cannot simply be changed to implement adaptive text input methods. The approach, however, could be extended by using LED displays or other methods for dynamic image presentation.
Isokoski (2000) describes, how three off-screen targets Dot, Dash and End can be used in principle to realize gaze-based text input via Morse code. As it is basically only relevant to measure whether the user fixates to the left of the computer screen for a Dot, to the right for a Dash or above the screen for End, the precision of the measurement is less important than by typing on visual keyboards. In a similar way, Isokoski provided examples for the Minimal Device Independent Text Input Method (MDITIM) with five off-screen targets (instead of three for the Morse code) and QuikWriting for gaze input using eight targets. He also argued that a Cirrin-like (Mankoff & Abowd, 1998) arrangement of the full set of keys of a keyboard can be created, which would however increase the number of targets significantly and at the same time reduce their sizes, which would make them more difficult to find and hit. In a theoretical reflection considering character frequencies in English texts, he showed that QuikWriting and the Cirrin-like approach would require only a few numbers of gaze-based activations of interface elements (1-2.5), whereas MDITIM and Morse code would require more than three activations. Wobbrock, Rubinstein, Sawyer & Duchowski (2008) extended the work on EdgeWrite (Wobbrock, Myers & Kembel, 2003) for gestural letter input on mobile devices to create EyeWrite, a text input system inspired by Isokoski's MDITIM. Their work is similar to pEYEwrite (Huckauf & Urbina, 2007) , however, it does not require a complex visual interface, such as a pie menu. The visual interface of EyeWrite shows only a small dialog window where text can be input via eye gestures connecting four dots shown near the edges of the dialog. The advantage of the system is, that it requires little screen space and is easy to learn and use. In a longitudinal study, they found that typing speed using EyeWrite (4.87 wpm) did not exceed that achieved on virtual keyboards (7.03 wpm). EyeWrite, however, was considered to be easier to use and less fatiguing. This could be due to the fact that no unnatural dwelling is required, which might be tiresome for the user. Drewes, Hußmann & Schmidt (2007) picked up the works of Isokoski (2000) and Wobbrock et al. (2008) to create an eye-gesture interface that does not require external references -and thus does not depend on an external calibration. Their eye gestures are in principle similar to those of Isokoski (2000), but the targets are now (invisible) within the eye space, i.e. pupil to upper left, pupil to upper right, etc., instead of being tied to visible targets surrounding a computer screen. It is thus no longer necessary to track the exact position of the head of the user. A robust detection of these eye gestures, however, does require gesture sequences that are recognizably slower than normal eye movements. The performance of the system, with nearly 2 seconds for simple gestures, is therefore quite low. Nevertheless, there are interesting applications for those gestures: currently, the management functions of the eye-tracking system, such as starting the calibration process, have to be triggered manually, as obviously the uncalibrated system is not able to detect a dwell-time gaze-based selection of any button. A predefined set of calibration-free eye gestures could give handicapped users the freedom to initiate their gaze-based communication sessions on their own.
Beyond verbal communication
The logical next step has been taken by Vaitukaitis and Bulling (2012) , who adopted the work of Drewes, De Luca & Schmidt (2007) and presented a first prototype on a portable device, an Android smartphone. In the near future, I envision handicapped users to have a personal mobile gaze-based interface, e.g. based on a smartphone, which supports a robust detection of a small but versatile selection of eye gestures. Depending on their context and location, e.g. when approaching the desktop computer, the mobile interface could then be used to turn-on the computer with gaze assistance. After the computer is running, the mobile interface again can be used to trigger the required calibration procedures. Only after that, the interaction is handed over to the stationary remote eye-tracking system, which provides the higher spatial accuracy required for gaze-typing.
A completely different problem with gaze-typing systems was addressed by Hornof and Cavender (2005) . They realized that little to none gaze-based software solutions existed for illiterate and especially for children. They presented EyeDraw, a gaze-based drawing program for Microsoft Windows. In contrast to previous free-drawing approaches (Gips & Olivieri, 1996; Tchalenko, 2001) , where the eye movements were directly mapped to strokes on the virtual drawing canvas, EyeDraw follows the approach of classic vector drawing programs in which line segments or other shapes are drawn by specifying a sequence of points. To solve the Midas-Touch problem, they use a dwell time of 500ms, which they found to be optimal for their application in a user study. They report, however, that especially the targeted audience of younger users did have problems with the high control of the eye movements that was required to operate the system. For early phases they suggest using a free-drawing mode to provide direct positive feedback. This could improve acceptability and increase motivation. Older participants of their study showed more stamina and were quite successful in using EyeDraw.
GAZE INTERACTION IN 3D WORLDS
Gaze-typing systems opened up the modern world of digital communication to people with certain handicaps. Communication, however, is not all one needs. Given the success of the gaze-typing approach, why are there not more mobile approaches that empower handicapped to be more autonomous in operating and handling common tasks, such as using light switches, doors or even media and kitchen equipment? This is not an easy task. The power of gaze-typing systems lies in the fixed set-up of the dedicated eye-tracking system and the exact knowledge of the temporal-spatial environment: the tracked eyes and head of the user and the digital content presented on the screen. Only when all this information is known, the system can relate the orientation of the user's eye in the video cameras of the eye-tracking system with the position (in pixels) of the point of regard on the screen and finally with the key of the virtual keyboard that currently covers exactly that position.
In a household scenario, the user must be allowed to be mobile, to move around. To ensure that a gaze-based interaction system can always sense his eye movements, he would, presumably, be required to wear a head-mounted eye-tracking system. Movements, e.g. jerky movements when accelerating an electric wheelchair, could then make the gear shift slightly around over time. This introduces a drift into the eye-tracking signal, which is a common problem of head-mounted (mobile) systems. After such drifts, the point of regard estimated by the eye-tracking system would deviate from the original one fixated by the user and thus mislead any gaze-based interaction. An even greater problem, however, is that the real world is dynamically changing, uncontrollable by the gaze-based interaction system. It is even difficult to exactly locate the position of the user in this dynamic world. There could, e.g., suddenly be people standing in front of a light-switch or furniture might be moved. Rooms can also look totally different, just depending on the current lighting.
Gaze Interaction in Virtual Reality
There is a place where computers know all about the environment and they also can have an exact knowledge about all the changes that happened. And that is virtual reality. There we can already design and test gaze-based interactions as if computer vision could provide us a reliable 3D model of our environment.
In virtual reality, we have already tested algorithms that allow for a better detection of the point of regard in a 3D world by using binocular eye tracking. The idea is to exploit information about the vergence movements the eyes make when focusing at objects in different distances to estimate the 3D coordinates (Pfeiffer, 2008; Pfeiffer, 2011; Pfeiffer, Latoschik & Wachsmuth, 2009 ). Based on these more precise 3D point of regard measurements, the concept of attention maps (see above) can be transferred to spatial objects (3D attention volumes, Pfeiffer, 2012) . These technologies will be helpful for real world gaze-based interactions as well. Their key advantage is that the depth estimation is based solely on the orientation and vergence of the eyes. It does not require knowledge about the context. The system could e.g. decide whether the driver of a wheelchair focusses something on his body or the wheelchair (small vergence angle, pupils close together) as opposed to something in the environment (pupils further apart). In doing so the system would be able to get the right context for the interpretation of the eye gaze, e.g. when the driver focusses on a screen attached to the wheelchair, a gaze-typing system could be started. As the system is able to tell gazes at close, medium and far distances apart, this could also be used to activate eye gesture recognition only when gazing at a certain distance, e.g. when staring nearly straight as if looking at a horizon far away. This way, the Midas-Touch problem would be further minimized.
Monitoring the current calibration quality of the eye-tracking system to detect drifts is also easier when exact information about the environment is available. We implemented a procedure in which we sample typical point of regards for a set of monitor objects (normal objects of the environment picked by us to play this special role) directly after the eye tracking system is calibrated (Renner, Lüdike, Wittrowski & Pfeiffer, 2011) . Later, during interaction, the user every now and then fixates at one of the monitor objects. We then compare these new point of regards measured under the current condition of the tracking system with the typically point of regards measured with a very accurately calibrated system. Based on the differences, we estimate the current drift of the system and trigger a calibration when the error is above an application specific threshold. For a more intuitive calibration in virtual reality, we let a dragonfly appear in front of the user (Renner et al., 2011) . By following the dragonfly the eye-tracking system gets calibrated without the unnatural sequence of fixation point required by most desktop-based eye-tracking systems.
When we talk about our environment, it is natural that we fixate objects we are going to talk about just right before we refer to them verbally. In communication, our addressees will often follow our gaze and they might be able to infer which object we are talking about, just right before we do it. This can every now and then be nicely observed at a large dinner or breakfast table, when the right marmalade is already handed over while one was still struggling for the words. In virtual reality, we have realized a system that enables the virtual agent Max to achieve joint attention with the user on the objects of a small virtual world (Pfeiffer-Lessmann, Pfeiffer, & Wachsmuth, 2012) . By this we mean that Max follows the user's gaze and shows an appropriate gaze behavior that supports the user in the belief that he and max share their attention on a particular object and that they are both aware of that. The user can thus be sure that he communicated a reference to an object to Max (as the representative of a computer system). This technology could be transferred to real world scenarios and, e.g., enable people to enter references to objects into a computer system just by gazing at them. For example, one could write "Give me" and then gaze at a cup on the desk to put a reference to the cup into the text. The system could then speechsynthesize "Give me a cup". This could improve gaze-typing based direct communication systems, because the gazing to the objects we talk about would be similar to that under natural conditions.
Gaze Interaction in the Real World
The analysis of visual attention in the real world is of interest to many areas of research. In marketing, for example, scientists want to know, how the placement of products in a shelf affects the decision of the customers. In other disciplines, such as ergonomics or architecture, they are interested whether people see and follow functional signage. Mobile eye-tracking systems with scene-cameras can be used to record the field of view in front and map the eye movements onto the recorded video. These gaze-videos can then be analyzed offline, which is a costly process when done manually: for every fixation recorded in the video, which might be several per second, a human annotator has to classify the visual content under the point of regard (e.g. whether a signage has been fixated and if so, which type and where), before a statistical analysis can be made.
Computer vision algorithms can help finding and tracking the objects of interest in the gazevideos and count the fixations automatically (Essig, Seifert, Sand, Künsemöller, Pfeiffer, Ritter & Schack, 2011) . Work in this area has just started. Major challenges at the moment are rapid or extreme changes in the lighting conditions, fast movements of the head (and camera), partial occlusions and the speed of the detection algorithms when large sets of common objects are to be identified. Brône, Oben, van Beeck and Goedemé (2011) discussed these main issues and defined the starting-point of their "InSight Out" project, in which they also primarily aim at scientific studies, i.e. offline processing. They presented first results of their prototype system a year later (De Beugher, Ichiche, Brône & Goedemé, 2012) . While the described approaches do not focus on providing real-time performance on a mobile device, they are facing all of the computer vision (lighting, occlusions, and fast movements) and localization problems. Mobile gaze-based assistive technologies can also provide help in common tasks. The system could remember where the wearer has left his keys by reviewing the last hours of videos upon request, until the keys appear. They could also offer help in challenging areas, such as games. Figure 11 shows an example of one of our current projects, where we investigate how gaze-based interaction can be combined with a multimodal dialog to provide coaching and support in complex cognitive interactions, such as chess playing. The idea is that the system recognizes the board and the current positioning of the pieces from the scene-camera of the eye-tracking system (see Figure 12 ). From the current point of regard (the circle in Figure 12 ) and the past scanpath, the system tries to infer the best context and the appropriate time to provide assistance. The hints given by the system should be just enough to support a proximal learning of the user.
While this example might look rather artificial, the general principle of the system could later be applied to many different contexts: recognizing context and actions, inferring current cognitive processing by following the visual attention, planning and finally information presentation in a verbal dialog. For example to teach patients common daily practices in rehabilitation. The system could monitor the people's actions from their own perspective while they are washing, brushing their teeth or laying the table. Once the system detects moments of hesitation or that a required action is not taken, it reminds the patient according to a therapy protocol. Just like a hearing aid.
SUMMARY
Gaze-typing is, as of today, still the most prominent gaze-based assistive technology. There are several competing approaches available, which enables the user to select the tool best matching one's own preferences or capabilities. While professional eye-tracking systems still come at some cost, the prices will come down drastically in the near future. In 2013, commercial eye-tracking systems will be available for less than 1000,-€. In parallel, there are already several open source eye-tracking systems available, accompanied by systems such as Camera Mouse that operate on head-movements.
There are many mobile areas of application, where gaze-assisted technologies could provide new ways of support for people with motor disabilities. Gaze interaction with technical appliances could extend the reach of our actions, e.g. by remotely triggering electrical switches. People in a wheelchair would then need less navigation to reach a button. In the same scenario, an attentive wheelchair could infer the intended target position by monitoring the point of regard the driver is looking at. A speech support system could create situated verbal expressions using text-to-speech for the objects looked at by the user. This way, the user could be enabled to refer to the objects in her surroundings more swiftly then by typing. Together with a tableau of verbs (eat, drink, give, take, like, I, you, etc.) , simple expressions such as "I like a coffee" or "you take the bag" can be "spoken" with only a couple of fixations. The user would also appear more communicative to others, because her gaze would be more engaging, wandering around in the scene, than with the alternative of a mobile gaze-typing system, were she would have to dedicate most gaze to the user interface.
Research on promising applications for mobile gaze-based interaction has just picked up pace. In 2011, the first workshop on pervasive eye tracking and mobile eye-based interaction (PETMEI, 2011) was held at the ACM International Joint Conference on Pervasive and Ubiquitous Computing (UbiComp, 2011) . In 2012, the MobiGaze challenge was announced, setting out prizes for innovative mobile systems and new implemented applications for gaze-based interactions. Looking -in the future -will be more productive and provide more freedom to many.
