Abstract-We have recently presented a new algorithm for high-speed parallel processing of ultrasound pulse-echo data for real-time three-dimensional (3-D) imaging. The approach utilizes a discretized linear model of the echo data received from the region of interest (ROI) using a conventional beam former. The transmitter array elements are fed with binary codes designed to produce distinct impulse responses from different directions in ROI. Image reconstruction in ROI is achieved with a regularized pseudoinverse operator derived from the linear receive signal model. The reconstruction operator can be implemented using a transversal filter bank with every filter in the bank designed to extract echoes from a specific direction in the ROI. The number of filters in the bank determines the number of image lines acquired simultaneously. In this paper, we present images of a cyst phantom reconstructed based on our formulation. A number of issues of practical significance in image reconstruction are addressed. Specifically, an augmented model is introduced to account for imperfect blocking of echoes from outside the ROI. We have also introduced a column-weighting algorithm for minimizing the number of filter coefficients. In addition, a detailed illustration of a full image reconstruction using subimage acquisition and compounding is given. Experimental results have shown that the new approach is valid for phased-array pulseecho imaging of speckle-generating phantoms typically used in characterizing medical imaging systems. Such coded-excitationbased image reconstruction from speckle-generating phantoms, to the best of our knowledge, have not been reported previously.
I. INTRODUCTION
R EAL-TIME imaging requires sufficiently high frame refresh rates. In pulse-echo ultrasound imaging, the data acquisition rate of a single image line is determined by the speed of sound in the medium and the maximum imaging depth. Therefore, parallel acquisition and processing of echo data from multiple image lines are required for real-time reconstruction of an image consisting of a large number of scan lines [such as in three-dimensional (3-D) imaging].
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one image line and acquiring return echoes along the same line with a single dynamic-focus receive beam. Considering general clinical applications with possible imaging depth of 20 cm, the acquisition time of one image line is on the order of 260 s. The frame acquisition time of a two-dimensional (2-D) clinical image (typically consisting of 96-160 lines) required by sequential image line processing is between 25 and 41.6 ms. This allows a frame refresh rate of 24-40 frames/s (fps), which is still commensurable to the television frame refresh rate and adequate for producing a real-time image. However, if the 2-D imaging region of interest (ROI) is extended to a 3-D pyramidal volume, the number of scan lines will dramatically expand to above 10 000 lines per image. The frame refresh rate achieved by sequential processing could be as low as 0.3 fps. Hence, real-time 3-D pulse-echo imaging via the conventional sequential data acquisition approach is impossible. To meet the real-time requirement on frame refresh rates, a real-time 3-D imaging system must be capable of simultaneously acquiring and processing of large number of image lines (64-94 lines). Even in 2-D echocardiography, much higher frame rates than 30 fps are highly desirable. Therefore, high-speed parallel acquisition and processing of multiple image lines will be needed in this application as well. An eightfold to tenfold increase in the image acquisition rate might be sufficient for this application. Recent progress in transducer fabrication and very-largescale integration signal processing have motivated several research groups to pursue high-speed ultrasound pulse-echo imaging systems capable of parallel processing multiple image lines for real-time 3-D imaging applications [3] , [18] , [23] , [24] , [26] , [31] , [33] , [35] . Basically, two approaches have been proposed and investigated for realizing parallel image line processing. One approach is to modify the beam former so that it creates a limited number of receive beams surrounding a main beam direction [22] , [26] , [31] , [35] . The number of receive beams determines the number of image lines to be acquired simultaneously. A particular imaging system based on this approach was developed by von Ramm et al. [26] , [34] , [35] . According to a recent report [34] , their thirdgeneration volumetric imaging system can create 16 parallel receive beams and scan a 65 65 pyramidal volume (with maximum imaging depth 15 cm) at the rate of 20 fps. Due to the use of a wide beam for transmit focusing, however, the above system suffers from the loss of both spatial and contrast resolution. Furthermore, with only 16 parallel receive beams available, currently, the scan lines in a typical volumetric image are separated by 1 in both the azimuthal and the 0278-0062/98$10.00 © 1998 IEEE elevation directions. This scan line density may not be high enough for producing high-quality volumetric images for some clinical diagnostic purposes. Increasing scan line density (or extending the current imaging volume size) requires generating more parallel receive beams. This may eventually lead to unaffordable hardware costs and/or low beam-forming quality.
Another approach to achieving parallel image line processing is via coded-excitation [14] , [21] . This idea originates from multiple access techniques developed in communication theory [30] . The use of coded-excitation, which is typically implemented by driving transmit elements with properly selected coded sequences, generates independent coded wavefronts traveling along different image lines. Ideally, if these coded wavefronts are orthogonal, a matched filter bank can be used for extracting echoes from all the image lines in parallel.
Conventional coded-excitation systems are implemented based on matched filtering. The major drawback of using matched filtering is that the image reconstruction quality is significantly affected by imperfect orthogonality between coded wavefronts associated with different image lines. Hence, efforts were directed toward improving coded-excitation methods and coded sequence selection to achieve better coding results. Due to the limitation of using finite length coded sequences, however, the established coded wavefronts are always mutually correlated. Conventional coded-excitation systems usually suffer from severe correlation artifacts and, therefore, fail to find applications in medical imaging.
A new coded-excitation pulse-echo imaging system has been presented in our previous reports [5] , [27] , [28] . The system achieves parallel image line processing by employing a transversal filter bank consisting of a set of pseudoinverse (PI) filters. Unlike a matched filter bank, this filter bank is designed to be capable of decoupling echoes from different image lines before providing matched filtering along the range direction. Thus, the correlation artifacts caused by nonideal spatial coding can be significantly reduced. This overcomes a major drawback which has been obstructing the use of coded-excitation imaging systems in medical imaging.
In this paper, an effective design approach is introduced for achieving the above transversal filter bank. The method is based on a regularized PI image reconstruction operator derived from a discretized spatio-temporal formulation of the system presented in our previous reports [5] , [27] - [29] . A complete description of using the design approach in practical applications is also provided. As a preliminary test, a parallel processing coded-excitation imaging system consisting of nine PI filters is established based on the theoretical model for reconstructing a speckle-generating phantom image. With parallel processing capability, the phantom test results indicate that the proposed filter-based coded-excitation system can provide speckle-generating images at a higher acquisition rate compared to the conventional delay-and-sum beam-forming approach.
It should be pointed out that the code length considerations are different between our system and the conventional codedexcitation systems. In conventional coded-excitation systems the longer the coded sequence the lower the range sidelobes and the higher the range resolution. In addition, a significant enhancement in the signal to noise results in an imaging medium free of clutter. Unfortunately, in a speckle-generating medium, there is a clutter component in the received signal of the correlation system that leads to significant reduction in the SNR. These contradictory effects of the code length on the SNR presented a dilemma for conventional coded-excitation systems that, to the best of our knowledge, was not solved effectively for imaging in a speckle-generating environment. The approach described in this paper, on the other hand, purposely uses short code sequences typically on the order of 64-chip maximal length sequences (m-sequences). The code length should be sufficiently high to assure significant overlap between the transmitted codes throughout the ROI. By keeping the code short, however, the clutter component due to speckle can be kept under control. To give a specific example, all the results presented in this paper are generated using 64-chip segments of an m-sequence with an axial extent of about 5 mm. This is only 10-12 times the length of a conventional pulse, but is considerably shorter than a typical pulse sequence in a conventional coded-excitation system (on the order of several centimeters [9] . In our system, range sidelobe suppression is a result of the use of the (regularized) pseudoinverse operator (PIO) upon matched filtering and not the length of the code.
The rest of this paper is organized as follows. The proposed filter design approach is presented in Section II. Section III demonstrates phantom reconstruction results based on a codedexcitation imaging system which employs a 128-element linear array operating at 3.5 MHz. Finally, discussions and conclusions are given in Sections IV and V, respectively.
II. FILTER BANK DESIGN
The establishment of the proposed filter-based parallel processing imaging system lies in designing a finite impulse response (FIR) filter bank capable of both lateral echo decoupling and range compression. The design of such a filter bank, as addressed herein, is based on a discretized spatio-temporal linear model of the coded-excitation imaging system presented in our previous papers [5] , [27] , [28] . The presentation given below consists of: 1) An overview of the system model, 2) a description of the filter bank design problem, 3) the design approach, and 4) its practical implementation strategies for medical imaging applications.
A. System Model
We begin with an overview of the proposed coded-excitation imaging modality [5] , [27] , [28] . Referring to a typical onedimensional (1-D) linear array imaging system shown in Fig. 1 , a set of mutually uncorrelated coded sequences is launched into the medium via transmit elements to generate coded wavefronts. A receive beam former is then employed to selectively receive echoes from image lines within a range interval [ , ] and mask echoes and noise from other directions to improve signal-to-noise ratio (SNR) [27] . Assuming scatterers on each image line are located on a uniform grid and the system impulse response is range shift invariant (RSI) along each image line [5] , [27] , the beam former gives a single receive signal equal to the coherent sum of echoes only from on-grid scatterers in the ROI. A discretized version of this receive signal, denoted as , can be written as (1) where is the grid size determined by the range interval size and the sampling rate, is the noise signal, is the system impulse response created by a unit strength scatterer located on the th image line at the th range grid position, and is the actual scatterer strength at that location. Let and be the vector version of . Then (1) can be rewritten as (2) where , and are the vector versions of , , and , respectively. The imaging operator , defined as (3) is a (typically, underdetermined) matrix operator consisting of linear convolution matrices. Thus, a unique minimumnorm least-square estimate (denoted by below) of the scatterer vector can be expressed as PIO (4) where PIO is a pseudoinverse operator [17] , [25] equal to PIO
The superscripts , , and represent conjugate, transpose, and generalized inverse operators, respectively.
B. The Design Problem
It has been shown that the PIO defined by (5) not only provides pulse compression along the range direction, but also decouples echoes from different image lines [5] , [27] - [29] . Furthermore, by applying the PIO to the receive signal , the system can process all the image lines in parallel.
Direct hardware implementation of the above PIO, however, requires filters [27] . The major concern of our filter bank design is to reduce the number of filters from to . Namely, echoes from each image line can be extracted by a single filter. For further reducing hardware costs, the design approach should lead to filters with the smallest possible number of coefficients. In addition, since the filters are normally established based on a simulation model of the system, a robust implementation of the filter bank is also an important objective of the design problem. In this paper, we consider robustness against additive noise as well as modeling errors.
C. The Design Approach
The design approach presented below covers two issues: 1) the derivation of filters based on the PIO and 2) methods of computing filter coefficients for improving robustness and reducing filter length.
1) Filter Derivation:
Based on the range shift-invariant assumption of the system impulse responses and the linear convolution formulation of , previous studies have indicated that the PIO defined by (5) may be implemented by a filter bank defined by [5] , [27] , and [29] (6) where is the impulse response vector corresponding to the midrange (indexed by ) point on the th image line, the operator maps a vector into its time reversed version, and the superscript indicates that is a PI filter. Note that, with the above filter bank, the echo extraction of each image line can be achieved by processing the receive signal with a corresponding filter via linear filtering (or convolution). The hardware implementation cost of the PIO is significantly reduced since the number of filters has been minimized from original to current . It can be shown that, unless each has an impulse-like autocorrelation function, (6) defines a close but not an exact filter bank implementation of the PIO. Factors that may cause modeling errors include frequency dependent attenuation and tissue aberrations. These factors are not addressed in this paper but are subject to ongoing investigations by our group.
The design method proposed in this paper provides an exact filter bank implementation of the PIO with the same number of FIR filters. Instead of using linear convolution formulation, each used for constructing is reformulated as circulant (i.e., a circular convolution matrix) [1] , [8] . The operator thus becomes a row block circulant matrix. Note that, under such a row block circulant formulation, (2) represents the receive signal by a summation of circular convolutions. Physically, however, should be equal to a summation of linear convolutions according to (1) . In terms of the convolution theory, this problem can be solved by properly padding zeros (according to the range interval size to be processed) to the original impulse response vectors before constructing [1] , [8] . The advantage of using a circulant formulation of is that the matrix can be diagonalized as [1] , [8] , and [32] (7) where and are the backward and forward discrete Fourier transform (DFT) matrices, respectively.
is a diagonal matrix with the th diagonal element equal to the th DFT coefficient [denoted by below] of the zero-padded system impulse response associated with the th image line. From (5) and (7) we obtain
where is a diagonal matrix defined by This leads to the following expression of (4) PIO . . .
PIO (9)
Equation (9) indicates that the scatterer reconstruction along each image line can be separately obtained. For instance, let be the reconstructed scatterers distributed along the th image line. The vector can then be obtained by PIO (10) Note that (10) is a matrix-product expression of circular convolution since PIO is a circulant matrix. Thus, can be equivalently obtained by filtering the receive signal with a FIR filter defined by PIO PIO (11) where is the total number of rows of matrix operator PIO , PIO and PIO represent the first column and the last row vectors of matrix operator PIO , respectively. Equation (10) leads to an exact FIR filter bank implementation of the PIO. Unlike the filters defined by (6), the filtering process in this case is realized based on circular convolution, rather than linear convolution. As mentioned above, it gives results equivalent to linear convolution once the original system responses are properly zero-padded.
2) Filter Computation: According to (8) and (11), the coefficients of each filter in the filter bank defined by (11) can be directly obtained from the matrix operator, PIO, defined by (5) . Hence, our filter computation is approached by computing the PIO. The computation of the PIO, in this paper, is achieved using the regularized singular value decomposition (SVD) technique and the column-weighting least-square technique [10] , [27] , [29] . The use of the regularized SVD technique leads to a robust filter bank. The use of the column-weighting least-square technique, on the other hand, minimizes the number of coefficients of each filter and, therefore, achieves further reduction in the hardware cost [29] . A detailed description of these two techniques is given below.
i) SVD regularization: The computation of the PIO, using (7) and (8), may be achieved by evaluating the DFT coefficients of zero-padded system impulse responses and the DFT matrices and . In this study, however, we directly calculate the PIO defined by (5) using the regularized SVD technique [10] , [27] , [28] . This is preferred as the system defined by (2) is normally ill conditioned. The regularized SVD technique is a very effective tool for finding a robust PIO (or equivalently, a robust filter bank) [4] , [13] , [27] , [29] . In [28] we have shown that the use of regularization leads to a PIO which is robust against both additive noise and model inaccuracies. In particular, the off-grid scatterer problem was shown to be effectively solved by this approach.
In terms of the regularized SVD technique [4] , a modified single parameter regularized PIO can be expressed by PIO (12) where ( ) are the singular values, and are the singular vectors associated with , is the rank of , and is a nonnegative regularization parameter. Typically, a larger value results in a more robust PIO. It improves the image contrast resolution and as a tradeoff, reduces the image spatial resolution. The coefficients of a robust filter bank can be obtained by properly choosing column or row vectors from the above PIO according to (8) and (11) .
ii) Column weighting: The purpose of using the columnweighting least-square technique is to minimize the filter length and, therefore, further reduce the hardware cost of the filter bank. The column-weighted least-square solution of (2) is achieved using an objective function defined by [10] ( 13) where is a diagonal weighting matrix. The original scatterer reconstruction given by (4) is now modified as PIO . Here, PIO is a weighted PI operator defined as PIO (14) and . Similarly, the set of FIR filters are directly obtained from the PIO by properly choosing row or column vectors according to (8) and (11) . The computation of the above PIO is approached using the proposed regularized SVD technique.
Note that the selection of normally affects the filter coefficient length and the filtering performance. In this study, the diagonal elements of are selected from low pass window functions [12] .
D. Implementation Strategies
The design of the filter bank, according to our approach, requires knowing the system model defined by (2) . In practical applications, this model is typically established via simulation, assuming that the system parameters (such as codes, beamforming configurations, etc.) required in the simulation are known. This, however, inevitably introduces modeling errors (i.e., the difference between the true system model and the simulated system model). The existence of modeling errors may significantly degrade the expected performance of the established filter bank in image reconstruction. It may also result in inconsistent filtering performance from one application to another.
Modeling errors stem from several different sources. Some of them, such as the existence of medium inhomogeneities and off-grid scatterers [28] , are object dependent. Others, like imperfections in the receive beam as a spatial mask for blocking unwanted image lines and the use of improper beamforming configurations for selecting a ROI or image lines for model construction [27] , are object independent. Some object dependent modeling errors have been studied in our previous report [28] . The study given below aims at minimizing the object independent modeling errors by properly constructing the system model. Together with PIO regularization, minimization of modeling errors leads to marked improvements in reconstructed image quality. In this study, the following strategies are suggested in implementing the proposed filter design approach for minimizing object independent modeling errors.
1) Model Augmentation: One of the major object independent modeling errors is attributed to receive beam imperfections. Referring to (2), the received signal, , is modeled as the coherent sum of the echoes coming only from image lines strictly located inside the ROI. Therefore, to construct , an ideal (receive) spatial mask is assumed to completely block echoes from all the image lines outside the ROI after transmitting coded sequences into the medium. The spatial mask used in reality, however, is achieved by a conventional delay-and-sum beam former designed by applying a proper apodization function to the receive aperture. Its performance is characterized by the beam pattern created by the beam former. No matter how the beam former is designed, however, beam pattern sidelobes always exist due to the use of finite aperture size. The existence of receive beam pattern sidelobes leads to a nonideal spatial mask which cannot perfectly block echoes from unwanted image lines. Unlike the additive noise signal [see (2) ], the contribution of unwanted echoes, referred to as sidelobe leakage below, is system (or beam-forming) dependent and is normally correlated with the desired receive signal . Hence, it may result in unremovable correlation artifacts in the reconstructed image. This is due to the fact that the filter bank, based on the model defined by (2) , is designed to decouple echoes coming only from the image lines inside the ROI [27] - [29] .
Complete removal of the above sidelobe leakage effect on image reconstruction lies in accounting for all echoes received by the beam former. Theoretically, this requires the extension of the original model to account for received coded wavefronts associated with all the unwanted image lines covered by the beam pattern sidelobes. This, however, is almost impossible since the total number of unwanted image lines could be unreasonably high.
Our strategy to deal with this problem is to establish an augmented model by selectively including unwanted image lines located along high peak sidelobe directions. Considering a typical example shown in Fig. 2(a) , the solid line plot in the figure represents the directivity pattern of the received coded wavefronts (or, equivalently, the system impulse responses). This directivity pattern is uniquely determined by the beam pattern created by beam-forming. It should be noted that we make a distinction between beam pattern and directivity pattern. The former is computed based on the conventional pulse-echo beam-forming without coding while the latter is the array radiation pattern when the codes are used on transmit. Compared with the beam pattern, the directivity pattern is more appropriate for characterizing the performance of the actual spatial mask created by the beam former, since our received signal model is built based on the received coded wavefronts. The ROI in this example is covered by the main lobe of the directivity pattern. The "*" signs in Fig. 2(b) represent the image lines to be reconstructed. The original model defined by (2) is constructed based on these image lines only. The augmented received signal model, however, is constructed by extending the above model with a set of image lines selected from peak sidelobe directions (denoted by " " signs in the figure) . Compared with the filter bank derived from the original model, the filter bank derived from the augmented model not only decouples echoes coming from the image lines (to be reconstructed) inside the ROI, but also decouples the image lines along the selected peak sidelobe directions. Note that most sidelobe contribution comes from high peak sidelobe directions. The coded wavefronts associated with directions close to these selected peak sidelobe directions are typically highly correlated. The additional decoupling capability of the filter bank may significantly reduce the reconstruction errors caused by sidelobe leakage.
2) Subregion Compounding: Another major object independent modeling error is concerned with the violation of the RSI assumption imposed on the system impulse responses [27] . This typically happens when we try to reconstruct a large ROI with range interval size beyond the limit set by the RSI assumption. To avoid this problem, it is necessary to restrict the size of the ROI to be reconstructed or, equivalently, the filtering depth of the established filter bank. This could reduce the cost-effectiveness of the system, since we may have to partition a full size imaging region into smaller subregions and reconstruct each subregion with a specified filter bank designed based on that subregion. An efficient subregion partition approach is thus required to balance the above modeling error and the cost-effectiveness of the system.
In this study, a subregion compounding method is introduced for dealing with the above problem. According to our strategy, a (large) full size imaging region is partitioned into (partially overlapped) subregions with each of them consisting of a number of (partially overlapped) fundamental filtering block regions of equal size (see Fig. 3 ). The reconstruction of the segments of image lines covered in a typical fundamental filtering block region is (simultaneously) obtained by filtering a single receive signal with a filter bank established based on that block region. Here, the receive signal, which is equal to the coherent sum of the echoes coming from all the scatterers located inside the block region, is obtained by transmitting codes with steering along (or focusing at the midrange of) the center image line inside the block region, and then recording echoes with the receive beam former focused at the midrange of the same center image line. Above, the receive beam former is designed, based on a properly selected apodization function, for accepting echoes from image lines inside a limited angle defined by the lateral size of a typical block region. Receive focusing allows the receive beam former to select different filtering block regions. Transmit steering (or focusing), on the other hand, allows us to generate uniform radiation field (i.e., coded wavefronts with uniform directivity) within any selected block region. This is very important since, compared to matched filtering or correlator-based coded-excitation applications aiming to improve either data acquisition rates [14] , [21] or SNR [20] , our system utilizes much shorter coded sequences with decoupling and (range) pulse compression capability [28] . This is best illustrated by the experimental result shown in [27, Fig. 12 ], which shows that both pulse compression and range sidelobe reduction is feasible with the PI filtering operation. The longer the code the larger the leakage component from speckle in the axial direction. A very short code, on the other hand, may result in highly correlated waveforms from different directions in the ROI. Therefore, the code length should be chosen such that maximum degree of overlap throughout the ROI is achieved with the shortest possible code. For correlation systems, on the other hand, the longer the sequences, the better range resolution [21] or SNR [20] .
The use of short coded sequences brings us advantages in realizing filters with small number of coefficients [29] . Furthermore, it may also lead to small aberration errors caused by medium inhomogeneities. However, if no transmit steering or focusing is used, it will normally result in a uniform radiation field restricted within a very limited angular interval (centered along the array normal direction) due to the short time duration of the coded sequences. An additional advantage of using transmit steering (or focusing) is that it allows for coded wavefronts traveling a longer distance along the selected image lines without significant distortion. The filtering depth (or the range interval size of the block region) can thus be extended.
Based on the above transmit and receive beam-forming configuration, the radiation fields generated in two neighboring filtering block regions are very likely to be the same. Hence, according to our approach, the whole imaging region is partitioned into subregions with each of them defined by a number of closely located block regions where the same radiation field can be generated. Since system models established based on block regions inside a subregion are very similar, a unique filter bank can be found (typically based on the center block region located in the subregion) for reconstructing those block regions. The image of the subregion is then achieved by compounding those reconstructed block regions (see Fig. 2) . Finally, the whole image is obtained by compounding images of subregions reconstructed by switching different filter banks (see Fig. 3 ).
It should be mentioned that, after combining two neighboring filtering block regions or subregions, some artifacts, referred to as blocking effect below, may appear in the compounded image. Referring to Figs. 2(b) and 3 , this blocking effect can be removed by allowing partial overlapping between neighboring block regions or subregions and combining the overlapping area with a properly designed compounding function [see Fig. 2(c)] [2] .
III. RESULTS
Simulation results presented in our previous reports have shown that the filter bank derived from the regularized PIO has both lateral echo decoupling and range pulse compression capabilities [27] - [29] . Our results have also verified the effectiveness of using the proposed column-weighting technique for designing short filters [29] . In this section, tests based on a speckle-generating cyst phantom are presented to show the validity of the proposed filter-based coded-excitation imaging modality. The phantom was constructed from gelatin with nylon particles used for mimicking tissue scatterers. The particle concentration was appropriately selected so that a fully developed speckle pattern was obtained [15] . Each cyst region (of diameter about 2 cm) contains no particles and is anechoic. A ring-like region at the border of each cyst has slightly lower scatterer concentration than the rest of the phantom.
The tests are demonstrated by comparing our filter-based phantom images with the phantom images obtained via the conventional delay-and-sum beam-forming approach. Here, the conventional beam-forming images are reconstructed based on a pulse-echo ultrasound RF data set collected (for synthetic beam-forming purpose) from the phantom using the linear array described in Section I. The filter-based images are reconstructed by a parallel processing coded-excitation system with nine filters established using our design approach. The coded-excitation phantom data used for reconstruction was obtained by convolving each transmit element RF data record collected from the phantom with a coded sequence of length 64 assigned to that transmit element. The set of coded sequences are selected from segments of maximum length sequences generated by shift registers [36] .
The presentation given below consists of two parts. In the first part, a detailed description is provided to show the construction of the filter banks (or, equivalently, the parallel processing imaging system) for reconstructing filterbased images. In the second part, images associated with a subregion of size 60 2.723 cm are presented to show the validity of our parallel image line reconstruction approach and the effect of regularization on image quality. An example of achieving a full size (90 8.0 cm) filter-based image via subregion compounding is then provided. Unless stated otherwise, all gray scale phantom images are displayed over a 40-dB dynamic range. 
A. Filter Construction
The filter banks used in our phantom tests are obtained via simulations. Given the array transducer parameters, coded sequences, and the beam-forming configuration used for constructing the receive signal, the simulation procedure can be summarized by the following five steps: 1) Mimic the coded-excitation output signals by convolving the simulated transducer impulse response with coded sequences. 2) At the receive focal range distance, properly define a 1-D fine grid which spans from 45 to 45 along the lateral direction [28] . 3) Compute the received coded wavefronts (i.e., system impulse responses) for all the image lines defined by the above grid. 4) Find the directivity pattern of the received coded wavefronts in terms of norm [16] and then determine the image lines used for constructing an augmented matrix according to the approach described in Section II-D1. 5) Choose a proper regularization value and find the filter coefficients by computing the regularized PIO defined by (12) .
As a typical example, the construction of the filter bank used for reconstructing the subregion images shown in Fig. 8 is demonstrated here. According to our reconstruction strategies, the subregion under consideration is divided into filtering blocks of equal size (specified below). The filter bank to be established in this example is associated with the center block region. Referring to Fig. 4(a) , the receive signal is obtained by sending 128 64-chip maximal length (ML) coded sequences into the block region with transmit focusing at the midrange of the center image line and then recording the echoes with a receive beam former focused at the same location. The apodization function applied to the receive aperture is defined by a 128-point Kaiser window with parameter [12] . Fig. 4(b) shows the image of the received coded wavefronts obtained using the same beam-forming configuration used for constructing the receive signal. Neighboring image lines associated with these received coded wavefronts are about 0.1 from each other. Fig. 5 gives the complex (after baseband conversion) received coded wavefronts corresponding to the center image line shown in Fig. 4(b) . Note that the lateral extent of the image shown in Fig. 4(b) shows that only coded wavefronts within a very limited angle are allowed to enter the receiver due to the use of beam-forming. We also notice that, due to the imperfection of the receive beam former as a spatial mask [see the beam pattern plot in Fig. 6(a)] , sidelobe leakage appears in Fig. 4(b) . This is also shown in the directivity pattern of the simulated received coded wavefronts given by Fig. 6 . By properly selecting the sidelobe peaks of the simulated directivity pattern, an augmented can be established using the simulated coded wavefronts associated with 19 image lines or directions [see signs " " in Fig. 6(a) ]. Here, each of 19 received coded wavefront signals was padded by 50 zero samples. Referring to (3) and Section II-C1, the augmented consists of 19 circular convolution matrices formed by these 19 zero-padded coded wavefront signals. A filter bank consisting of nine filters can thus be obtained by first computing the PIO with proper regularization in terms of the established , and then selecting row (or column) vectors corresponding to those nine image lines [denoted by the "*" signs in Fig. 6(b) ] located inside the main lobe of the directivity pattern. By applying this filter bank to the receive signal recorded by beam-forming along the center image line, echoes from these nine image lines can be extracted in parallel.
It should be pointed out that the lateral size of the block region to be reconstructed is determined by the lateral extent of the image shown in Fig. 4(b) . This size can be adjusted by changing the apodization function applied to the receive aperture (see Section IV below). With the current apodization function, the lateral size of the block region (covered by the established nine filters) is about 1 . The range interval size of the block region, however, is set to satisfy the RSI assumption. With the above beam-forming configuration, the coded wavefronts can travel a range distance at least above 1 cm without significant distortion, especially in the array far field. A typical example is given by Fig. 7 . Based on the above beam-forming configuration, the figure shows similar (received) coded wavefront images are obtained at three different range distances within the subregion [see Fig. 10(a) ]. The range extent of the image shown in Fig. 4(b) , which can be adjusted by the length of the coded sequences, affects the length of the filters to be constructed. The shorter the range extent, the shorter the filters.
B. Phantom Images
The images displayed in Fig. 8 are reconstructed from a subregion of size 60 2.723 cm in terms of the phantom data previously specified. The image shown by Fig. 8(a) is reconstructed via the conventional delay-and-sum beamforming approach based on the same array (without using apodization). The number of scan lines used in reconstructing this image is 134 (or 200 for 90 ), which is slightly over the scan line density set by Nyquist criterion. For each scan line, the transmit array is focused at the midrange location. The receive array is dynamically focused. The image shown by Fig. 8(b) is reconstructed by the filter bank established via the simulation procedure described above. A relatively large regularization parameter ( ) is selected in this example for achieving a robust filter bank. According to the lateral extent of the image shown in Fig. 4(b) , 60 receive image lines with spacing of about 1 are used for establishing this image. For each receive line, the filter bank processes a receive signal and simultaneously provides scatterer reconstruction along nine subdirections (defined by the filters) around the selected receive line. Here, the receive signal is obtained from the coded-excitation phantom data using the same system configuration described in Fig. 4 . The whole subregion image is achieved by compounding filtering results obtained from those 60 receive lines. Compared with Fig. 8(a), Fig. 8(b) shows that our filter bank-based reconstruction approach can provide a speckle-generating image at a higher acquisition rate compared to the conventional delay-and-sum beam-forming approach. Although the image quality shown in Fig. 8(b) is degraded since many issues related to system optimization (see Section IV) are still under investigation, such a codedexcitation-based image, to the best of our knowledge, has not been reported previously.
To verify the effectiveness of regularization for improving the filter bank robustness in dealing with both system noise and modeling errors, we varied the regularization value in computing the above filter bank. Fig. 8(c) and (d) give the images reconstructed by filter banks designed with equal to 10.62 and 5.92, respectively. From Fig. 8(b)-(d) we can see that both noise and the modeling errors are well controlled by adjusting . By varying , a tradeoff between spatial resolution and contrast resolution is obtained in the reconstructed image. Let CNR be the local image contrast-to-noise ratio defined in [7] , [11] , and [19] CNR (15) where and represent the average intensity (in dB) in the cysts region and the local background region containing the cysts, respectively, and denotes the standard deviation of the background intensity (in dB). The normalized CNR values of the cyst regions in Fig. 8(b)-(d) are 1, 0 .9051, and 0.8339, respectively [15] . It should be noted that the CNR values were computed only for the filter-based images. Due to the limitations of our test phantom data, discussed in Section IV, the CNR values for the filter-based images are probably worse than they should be if the phantom data were fully characterized. For this reason, it is more meaningful to compare the CNR values for the filter-based images at different levels of regularization. For comparison purposes, however, the normalized CNR for the beam-forming image of Fig. 8(a) is 1.075.
Finally, a full size phantom image covering an area of 90 8 cm was obtained via subregion compounding. Referring to Fig. 10 , the whole area is partitioned into nine subregions. For each subregion, a unique filter bank is established following the same simulation procedure described above. As addressed above, designing different filter banks for reconstructing different subregions reduces the modeling errors caused by either beam inconsistency at different subregions or the violation of the RSI assumption. This can be shown by the images displayed in Fig. 9 . We can observe the differences among the received coded wavefront patterns created in the subregions selected in this example. Fig. 10(b) shows the images of all the subregions and the overlapping areas. Each subregion image is reconstructed by a filter bank (consisting of nine filters) established based on the corresponding subregion. Fig. 11(a) shows the whole filter-based image obtained by compounding these subregion images. A similar image constructed via the conventional beam-forming approach is also provided in Fig. 11(b) for comparison.
IV. DISCUSSION
By comparing Fig. 11(a) and (b) , we can find that the filterbased image possesses most of the phantom features shown in the beam-forming image. The lateral resolution of both images are fairly close. The range resolution of filter-based image, however, is degraded. Our study indicates that the degradation of range resolution is mostly due to the filter aliasing errors in this specific test since the filter is designed based on a row-block circulant formulation of . It is also partially due to a fairly conservative regularization parameter used for improving the robustness of the filter bank against both the modeling errors (note that the true model is unknown) and noises. Fundamentally, increasing sufficiently large Pnumber of zero-padding points will solve the aliasing problem (see Section II-C). However, it will lead to a very large matrix which is beyond the computation capability of our current machines. More effective solutions to reducing or removing filter aliasing errors are still under investigation. Note that blocking artifacts due to subregion (as well as block region) compounding are not completely removed in the filter-based image since the compounding function [see Fig. 2(c) or Fig. 10 ] used in our test may not be an optimal one. We should also indicate that the subregion partitioning scheme shown in Fig. 10(a) is not optimized in terms of the system cost-effectiveness in reconstructing the image. The sizes of the subregions used in our test are quite conservative. It is quite likely that we can partition the whole region with fewer (larger size) subregions via either extensive simulations or optimizing the beam-forming configuration used for constructing the receive signal. The whole image can thus be reconstructed without switching different filter banks frequently.
It has been mentioned that the lateral extent of the received coded wavefront image shown in Fig. 4(b) can be increased by choosing proper apodization functions. Without changing the coded-excitation and beam-forming configuration used in Fig. 4, Fig. 12 gives several examples which verify the possibility of achieving the received coded wavefront images with a larger lateral extent. This is very important since larger lateral extent results in a larger size filter bank and, consequently, a higher data acquisition rate. However, this also significantly increases the computational burden in calculating filter coefficients, since with the restriction on image line spacing, the dimension of will expand dramatically for including system responses associated with new image lines. In fact, this is the major reason why we demonstrated our filterbased imaging approach by designing a small filter bank (of size nine) in this paper. Since the filter bank we established is object independent (we leave the design of adaptive filter bank for correcting object dependent errors open at this stage), we can afford to handle extensive computing using more advanced computing facility to establish a much larger size filter bank.
Fundamentally, the image line spacing (or lateral grid spacing) within a typical block region for constructing is determined by the system spatial resolution [28] . From most filter-based images provided in the previous section, it seems that we probably oversampled the angular space by choosing too higher image line density. This is due to the large regularization value used for calculating the filter coefficients. According to our previous studies [28] , if small regularization can be allowed due to low system noise and small modeling errors, it is possible to achieve lateral resolution better than the resolution obtained via conventional beam-forming based on the same array. This feature can be recognized by comparing Fig. 8(a) and (d) . The latter seems to have finer resolution cell, though the contrast resolution reduces since the filter bank has become sensitive due to the use of a small regularization value.
In this preliminary study, the design of large size filter banks as well as the problems regarding the optimization of the compounding function, beam-forming configuration, and subregion partitioning are not of major concern. However, it must be emphasized that the design choices illustrated in this paper are representative of image reconstruction procedures required for practical implementation of the new coded-excitation system. The optimization of these different procedures is currently under investigation.
V. CONCLUSIONS
A transversal filter bank design approach was introduced for establishing a newly presented filter-based parallel processing ultrasound imaging system with coded-excitations [5] , [27] , [28] . The design approach is based on a discretized linear model of the receive sample vector that results from the coherent sum of the echoes from all scatterers in the ROI. The filter coefficients are calculated from a regularized PI image reconstruction operator obtained from the model. The use of this operator leads to a set of filters capable of removing correlation artifacts existing in conventional coded-excitation systems implemented by matched filters. Our study shows that both system noise and modeling errors caused by the difference between the true system and the simulation system used for establishing the filter bank are kept well under control using regularization. With the proposed design approach, we can establish a filter-based high-speed system for phased array pulse-echo imaging of speckle-generating phantoms typically used in characterizing medical imaging systems. This may provide a more efficient solution to real-time 3-D pulse-echo imaging problems.
Finally, the phantom data that was available to us for writing this report was incomplete. In particular, we did not have an independent measurement of the array impulse response to characterize the accuracy of our simulation model. This prevented us from carrying out a quantitative investigation of some of the design tradeoff outlined in this paper. However, we emphasize the significance of the image reconstructions given and the effects of regularizing the PIO. This paper should be considered a road map of what can be achieved using this technique. Analytical as well as experimental investigation of the fundamental resolution limits of the new imaging operator will be reported in future reports. In [6] , we have presented some analytical results with regards to the fundamental limits on spatial resolution. Efforts to extend these results to contrast resolution along with experimental validation are currently under way.
