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WILD BOOTSTRAP INFERENCE FOR PENALIZED QUANTILE
REGRESSION FOR LONGITUDINAL DATA∗
CARLOS LAMARCHE AND THOMAS PARKER†
Abstract: Existing work on penalized quantile regression for longitudinal data
has been focused almost exclusively on point estimation. In this work, we inves-
tigate statistical inference. We first show that the pairs bootstrap that samples
cross-sectional units with replacement does not approximate well the limiting dis-
tribution of the penalized estimator. We then propose a wild residual bootstrap
procedure and show that it is asymptotically valid for approximating the distribu-
tion of the penalized estimator. The new method is easy to implement and uses
weight distributions that are standard in the literature. Simulation studies are
carried out to investigate the small sample behavior of the proposed approach in
comparison with existing procedures. Finally, we illustrate the new approach using
U.S. Census data to estimate a high-dimensional model that includes more than
eighty thousand parameters.
Keywords: Quantile regression; longitudinal data; penalized estimator; bootstrap
inference.
1. Introduction
We consider a longitudinal data model, yit = x
′
itβ+αi+uit, where yit ∈ R is the response
variable, the subscript i = 1, 2 . . . , N indexes individuals, the subscript t = 1, 2 . . . , T indexes
time, xit ∈ Rp is a vector of independent variables, αi ∈ R is an individual effect, and uit is an
error term. Variations of this random intercept model have been extensively studied in the
literature since, at least, Kiefer and Wolfowitz (1956). Recent contributions to the literature
using this model for quantile regression have emphasized the drawbacks of estimating a
large number of individual intercepts when T is small (see Galvao and Kato (2018) for an
excellent survey). Koenker (2004) proposed an estimator where N individual parameters
are regularized by a Lasso-type penalty, shrinking them towards a common value. As in the
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2case of the Gaussian random effect estimator and empirical Bayes methods, shrinkage can
reduce the variability of the estimator of the slope parameter β, and, in some cases, the bias
of the estimator as well (Robinson, 1991, Koenker, 2004, Harding and Lamarche, 2019).
Although the regularization procedure has advantages, the asymptotic distribution of the
estimator is difficult to approximate. It is known that Lasso-type estimators have non-
standard limiting distributions (Knight and Fu, 2000), but in the case of quantile regression,
there are new challenges. Because individual random intercepts are treated as parameters,
the increasing dimension of the parameter vector as the number of units tends to infinity
can be an issue. In the case of estimators without regularization, Kato, Galvao, and Montes-
Rojas (2012) and Galvao, Gu, and Volgushev (2018) found that T must grow faster than N
for consistency and asymptotic normality at rates that are, at best, similar to standard non-
linear panel data models (Hahn and Newey, 2004). Second, the covariance matrix of quantile
regression estimators typically depend on conditional densities and the penalized estimator of
Koenker (2004) is no exception. Inference based on the asymptotic distribution requires non-
parametric estimation of nuisance parameters, which can lead to important size distortions
(He, 2018). Motivated by these limitations, pairs block (or panel) bootstrap, which samples
(yi,x
′
i) over 1 ≤ i ≤ N with replacement, appears to be a natural alternative method for
inference. Below, we demonstrate that the pairs block bootstrap penalized estimator does
not approximate well the limiting distribution of the penalized estimator.
We investigate statistical inference using wild residual bootstrap procedures. The wild
bootstrap was first introduced in quantile regression by Feng, He, and Hu (2011), and it has
been recently developed for penalized quantile regression by Wang, Van Keilegom, and Maid-
man (2018). While Wang, Van Keilegom, and Maidman (2018) consider cross-sectional data,
we investigate the application of the procedure to longitudinal data and show that our wild
bootstrap penalized estimator is a consistent estimator of the distribution of the penalized es-
timator. We derive new asymptotic results extending consistency and asymptotic normality
to ℓ1 penalized estimators for longitudinal data. Specifically, we demonstrate that regular-
ized methods can be applied to data in which individual effects are correlated with regressors,
and the regularization parameter can be tuned to improve finite sample behavior while si-
multaneously delivering the same asymptotic distribution and covariance matrix of the slope
parameters in the unpenalized estimator for panel data (Kato, Galvao, and Montes-Rojas
(2012)). The new method is easy to implement and the weight distributions considered
in this study satisfy the same conditions as the wild bootstrap for cross-sectional quantile
regression. Using simulation experiments, we find that the proposed estimator has a satisfac-
tory performance under different specifications and it performs better than the pairs block
3bootstrap procedure. Finally, we illustrate the application of the new approach using a real
data example. Considering more than 9.6 million observations from the U.S. Census, we
estimate a high dimensional model to study how wages of U.S. workers have been affected
by the North American Free Trade Agreement, which was signed by the governments of
the United States of America, Canada, and Mexico in 1993. Our findings suggest that the
agreement increased wage inequality among workers with similar educational attainment.
Low-wage workers experienced significant negative wage growth, while high-wage workers
experienced, in general, significant positive wage growth.
Several penalized estimators for quantile regression models have been proposed in the
literature. Belloni and Chernozhukov (2011) propose quantile regression estimators for high-
dimensional sparse models using cross-sectional data. Wang (2013) considers a penalized
least absolute deviation estimator, and Wang (2019) derives error bounds for the penal-
ized estimator under weak conditions. Although our model can be considered to be high-
dimensional, the number of parameters, N + p, is smaller than the number of observations,
NT , and thus, we allow each individual intercept to be different than zero for 1 ≤ i ≤ N (as
in Baltagi 2013, Hsiao 2014, and Arellano and Honore´, 2000). Under the assumption that
αi is a location-shift, Koenker (2004) proposes a penalized method by estimating several
quantiles simultaneously, and Lamarche (2010) investigates the selection of the regulariza-
tion parameter. Geraci and Bottai (2007) considers a likelihood-based approach using the
asymmetric Laplace distribution, modeling αi as a random effect. Lee et al. (2018) studies
estimation of a high-dimensional quantile regression model with a change point, or thresh-
old. Harding and Lamarche (2017, 2019) investigate estimation of models with attrition and
correlated random effects. Gu and Volgushev (2019) propose a method for estimation of
models with unknown group membership. The literature on linear panel data models has
also grown in the last decade. Kock (2013) derives conditions for valid inference in linear
random and fixed effects models using a Bridge estimator, and Kock (2016) uses a Lasso
penalty in a high-dimensional panel data model that includes correlated random effects. Bel-
loni, Chernozhukov, Hansen, and Kozbur (2016) establish asymptotically valid inference in
a high-dimensional model while accommodating within-individual dependence. Su, Shi and
Phillips (2016), and Su and Ju (2018) propose new penalized estimators for linear models
with latent structures and interactive effects.
This paper is organized as follows. The next section provides background and discusses the
motivation of our study. It also introduces the proposed wild residual bootstrap approach.
While Section 3 presents theoretical results, Section 4 investigates the small sample per-
formance of the proposed approach. Section 5 illustrates the theory and provides practical
4guidelines from an application of the method. Section 6 concludes. An online supplementary
appendix contains additional lemmas and proofs.
2. Inference for penalized quantile regression
We study inference for the penalized quantile regression estimator for longitudinal data. In
this section, we first introduce the model and the estimator, and then we discuss the validity
of a pairs block bootstrap procedure. Motivated by the limitations of existing procedures,
we develop one new approach to estimate the asymptotic distribution of the estimator.
2.1. Background and Motivation. We observe repeated measures {(yit,x′it)}Tit=1 for each
subject 1 ≤ i ≤ N . The variable yit ∈ R denotes the response for i at time t and xit
denotes a p-dimensional vector of covariates, including an intercept. Although the number
of repeated observations can vary with i, for simplicity in exposition, the remaining part of
this section focuses in the case of Ti = T for 1 ≤ i ≤ N . As is standard in longitudinal
data models, a variable αi measures latent heterogeneity potentially correlated with the
independent variables, xit. The panel data quantile regression model considered in this
paper is QYit(τ |xit, αi0(τ)) = x′itβ0(τ) + αi0(τ), where QYit(τ |xit, αi0(τ)) is the τ -th quantile
of the conditional distribution of yit given xit and αi0(τ) and τ ∈ (0, 1). The parameter of
interest is β0(τ) ∈ Rp.
Let θ(τ) = (β(τ)′,α(τ)′)′ ∈ Θ ⊆ Rp+N , where α(τ) = (α1(τ), ..., αN(τ))′. To estimate
the conditional quantile function, we consider the following estimator:
θˆ(τ) = (βˆ(τ)′, αˆ(τ)′)′ = argmin
θ∈Θ
N∑
i=1
T∑
t=1
ρτ (yit − x′itβ − αi) + λ
N∑
i=1
ρτ (αi), (2.1)
where ρτ (u) = u(τ − I(u < 0)) is the quantile regression loss function, and
∑
i ρτ (αi) is
the penalty term. The estimator (2.1) is similar to the penalized estimator introduced by
Koenker (2004) that uses a penalty
∑
i |αi|. Note that ρτ (αi) = (1 − τ)|αi| if αi < 0 and
ρτ (αi) = τ |αi| if αi > 0, and thus, by changing the degree of penalization in (2.1), we obtain
a Lasso-type penalty.
Koenker’s (2004) estimator involves weighting J quantiles estimated simultaneously, while
in (2.1) we concentrate on one quantile level τ with weight equal to one. The estimators
are shown to be asymptotically normal, but statistical inference based on the asymptotic
distribution is challenging. In practice, the pairs block (or panel) bootstrap, which samples
over i with replacement keeping the entire block of time series observations for each i,
has been used as an alternative method for inference, primarily in the fixed effects case
when λ = 0. However, as shown below, the pairs block bootstrap does not provide a
5good approximation to the sampling distribution of the penalized estimator (2.1), as in
the case of the pairs bootstrap procedure for the Lasso estimator (Camponovo, 2015). We
concentrate first on the challenges to the validity of the pairs block bootstrap with a Lasso-
type penalty, and then we propose wild bootstrap procedures based on multiplying residuals
by independent weights.
2.2. A block bootstrap procedure. It is convenient to first rewrite the finite-sample
objective function (2.1). Define γ = (δ′,η′)′, where δ =
√
T (β − β0) and for i = 1, . . .N ,
ηi =
√
T (αi − αi0). Then let
VT (γ) =
N∑
i=1
T∑
t=1
{
ρτ
(
uit − x′it
δ√
T
− ηi√
T
)
− ρτ (uit)
}
+ λT
N∑
i=1
{∣∣∣∣αi0 + ηi√T
∣∣∣∣− |αi0|
}
,
(2.2)
where uit = yit − x′itβ0 − αi0. This objective function is equivalent to (2.1) because it is
minimized at γˆ = (δˆ′, ηˆ′)′, which is equivalent to the event that θˆ minimizes (2.1). In this
subsection, we illustrate some problems with using a block bootstrap routine by deriving
heuristic results for a case where γ is finite dimensional with N fixed and T → ∞, and in
Section 3, we let N and T go jointly to infinity. The following result is obtained by employing
the large sample theory developed by Knight and Fu (2000).
Lemma 1. Under Assumptions B1-B5 below, if N is fixed, T →∞ and λT/
√
T → λ0 ≥ 0,
the minimizer of (2.2), γˆ, converges weakly to the minimizer of
V(γ) = −γ ′B + 1
2
γ ′D1γ + λ0
N∑
i=1
(ηisgn(αi0)I(αi0 6= 0) + |ηi|I(αi0 = 0)) ,
where B ∼ N (0,D0) and D1 is a positive definite matrix.
The pairs block bootstrap procedure samples (yi,xi) pairs to create bootstrap samples
{(y∗it,x∗it) : t = 1, 2, . . . , T} for each 1 ≤ i ≤ N . We approximate the asymptotic distribution
of γˆ using γ˜ =
√
T (θ˜ − θˆ), where
θ˜(τ) = argmin
(β,α)∈Θ
N∑
i=1
n∗i
{
T∑
t=1
ρτ (yit − x′itβ − αi) + λT |αi|
}
, (2.3)
where n∗i denotes the number of times the individual i is redrawn from the original sample.
When we recenter (2.3) using θˆ, using only the αˆi that is chosen by resampling, we find a
naive bootstrap analog of the original objective function (2.2), denoting uˆit = yit−βˆ′xit−αˆi:
V˜T (γ) =
N∑
i=1
n∗i
{
T∑
t=1
ρτ
(
uˆit − x′it
δ√
T
− ηi√
T
)
− ρτ (uˆit)
}
+ λT
N∑
i=1
n∗i
{∣∣∣∣αˆi + ηi√T
∣∣∣∣− |αˆi|
}
,
(2.4)
6In order to analyze the problems with this bootstrap procedure, the bootstrap objective
function (2.4) can be decomposed into V˜T (γ) = V˜
(1)
T (γ) + V˜
(2)
T (γ) + V˜
(3)
T (γ). The third
term V˜
(3)
T (γ) represents the penalty term and the first two terms V˜
(1)
T (γ) and V˜
(2)
T (γ) are a
decomposition of the first part of (2.4) using Knight’s (1998) identity: ρτ (u − v)− ρτ (u) =
−vψτ (u) +
∫ v
0
(I(u ≤ s)− I(u ≤ 0))ds, where ψτ (u) = τ − I(u ≤ 0) is the quantile influence
function. There are two main problems with the bootstrap objective function, in V˜
(1)
T (γ)
and V˜
(3)
T (γ), and we focus on these below.
First, the penalized estimator produces biased estimates of θ and these affect the boot-
strap distribution. Note that the estimates θ¯ that one would find by setting λ = 0 in
(2.1) have the property
∑
i
∑
t(x
′
itδ¯ + η¯i)ψτ (u¯it) = op(1), where u¯it = yit − x′itβ¯ − α¯i
(Kato, Galvao, and Montes-Rojas (2012)). Using this notation, we can rewrite the first
term in the decomposition of the bootstrap objective function as
V˜
(1)
T (γ) = −
1√
T
N∑
i=1
n∗i
T∑
t=1
(x′itδ + ηi)ψτ (uˆit)
= − 1√
T
N∑
i=1
n∗i
T∑
t=1
(x′itδ + ηi)ψτ (u¯it + x
′
it(β¯ − βˆ) + (α¯i − αˆi)).
Because θ¯i 6= θˆi for λT > 0, E∗
[
V˜
(1)
T (γ)
]
d−→ −γ ′B˜ as T → ∞, where B˜ is a Gaussian
vector with a non-zero mean.
Meanwhile, the penalty expression can be written as
V˜
(3)
T (γ) = λT
N∑
i=1
n∗i
(
|αˆi + ηi/
√
T | − |αˆi|
)
=
λT√
T
N∑
i=1
n∗i
|αi0 + ηˆi/
√
T + ηi/
√
T | − |αi0 + ηˆi/
√
T |
1/
√
T
.
Therefore, as T →∞,
E∗
[
V˜
(3)
T (γ)
]
→p λ0
N∑
i=1
(
ηisgn(αi0)I(αi0 6= 0) + (|ηi + ηˆi| − |ηˆi|) I(αi0 = 0)
)
.
The limiting functions V˜(γ) and V(γ) obtained in Lemma 1 are convex and their minima
are unique. However, it is immediately apparent that V˜T (γ) does not converge to V(γ),
and therefore, argmin V˜T (γ) does not converge to argminV(γ). The distribution of γ˜ does
not approximate well the distribution of γˆ for two reasons. First, the contributions to
the bootstrap influence function are not centered at zero so that they do not satisfy the
(asymptotic) orthogonality condition that the influence function satisfies when it is evaluated
7at the sample estimates. Second, there is additional randomness in the bootstrap objective
function’s penalty term in case there are αi0 that are equal to zero, and due to the fact that
not all individuals are resampled in a given bootstrap draw. Rather than attempting to find
remedies for the disadvantages of the pairs block bootstrap (see Camponovo (2015) in this
direction, although no individual effects are considered), we propose a wild bootstrap scheme
like Wang, Van Keilegom, and Maidman (2018) that does not suffer from a bias problem by
construction.
2.3. Wild bootstrap procedures. Let uˆit(τ) = yit − x′itβˆ(τ)− αˆi(τ) be the τ -th quantile
residual. Let u∗it(τ) = wit|uˆit(τ)| denote bootstrap residuals, where wit is drawn randomly
from a pre-determined distribution GW that satisfies the following conditions:
A1. The τ -th quantile of GW is equal to zero, i.e. GW (0) = τ .
A2. The support of weight distribution GW is contained in the interval (−∞,−c1]∪ [c2,∞),
where c1 > 0 and c2 > 0.
A3. The weight distribution GW satisfies −
∫ 0
−∞
w−1dGW (w) =
∫ +∞
0
w−1dGW (w) =
1
2
.
These conditions are satisfied by several weight distributions. Feng, He and Hu (2011)
consider, for 1/8 ≤ τ ≤ 7/8, gW (w) = G′W (w) = −wI(−2τ − 1/4 ≤ w ≤ −2τ + 1/4) +
wI(2(1 − τ) − 1/4 ≤ w ≤ 2(1 − τ) + 1/4). Another distribution that satisfies A1-A3 is
the distribution with probability τ at w = 2(1 − τ) and (1 − τ) at w = −2τ . We adopt
this two-point weight distribution in the numerical examples. See Appendix 3 in Wang, van
Keilegom, and Maidman (2018) for additional examples of the weight distribution GW .
Using the bootstrap sample of residuals and the penalized quantile estimator as defined in
equation (2.1), we can form y∗it = x
′
itβˆ(τ) + αˆi(τ) + u
∗
it(τ) to obtain the bootstrap estimate
θ∗(τ) = argmin
θ∈Θ
N∑
i=1
T∑
t=1
ρτ (y
∗
it − x′itβ − αi) + λ
N∑
i=1
ρτ (αi). (2.5)
Given a large number of realizations of β∗(τ), we obtain the bootstrap distribution of√
NT (β∗(τ) − βˆ(τ)) that is shown to be asymptotically equivalent to √NT (βˆ(τ) − β(τ)),
and 100(1 − α)% confidence intervals can be obtained by constructing, for each βj(τ) for
j = 1, 2, . . . , p, the interval [G∗j (α/2), G
∗
j(1− α/2)], where G∗j(α/2) and G∗j(1− α/2) are the
(α/2)-th quantile and (1− α/2)-th quantile of the bootstrap distribution, G∗j .
Inspired by the work of Wang, van Keilegom and Maidman (2018), we also consider a
threshold estimator for 1 ≤ i ≤ N , α∗∗i = αˆiI(|αˆi| ≥ aT ), where aT is a constant that satisfies
aT → 0 as T →∞. We define v∗it(τ) = wit|vˆit(τ)|, where vˆit(τ) = yit−x′itβˆ(τ)−α∗∗i (τ). The
8response variable is generated as y∗∗it = x
′
itβˆ(τ)+α
∗∗
i (τ)+v
∗
it(τ), and the threshold estimator
is defined as
θ∗∗(τ) = argmin
θ∈Θ
N∑
i=1
T∑
t=1
ρτ (y
∗∗
it − x′itβ − αi) + λT
N∑
i=1
ρτ (αi). (2.6)
As in the case of the estimator defined in (2.5), we estimate the variance of θˆ(τ) based
on the estimator θ∗∗(τ). Given the similarities between estimators (2.5) and (2.6), we derive
below consistency and asymptotic normality results for (2.5) only.
2.4. Tuning parameter selection. The tuning parameter λ controls the degree of shrink-
age of the individual αi towards zero and the penalty helps to control the bias and vari-
ance of βˆ(τ). We restrict the tuning parameter to λ ∈ L ⊂ [λL, λU ], where λL > 0 is
a constant subject to identifiability restrictions (e.g., non-singularity of the design matrix)
because the model contains an intercept, and λU is an upper bound. As shown in the sup-
plementary appendix, λU = max{τ, 1− τ}T in the case of Koenker’s (2004) estimator, and
λU = max
{
1−τ
τ
, τ
1−τ
}
T when we consider (2.1). These choices are natural because if we set
λT larger than these values, all the individual effects will be set equal to zero. If the number
of observed time periods Ti vary over i, then one would need to replace the T in these bounds
with maxi Ti.
The selection λ has been investigated in several papers. Lee, Noh and Park (2014) pro-
pose a modified Bayesian information criterion (BIC) strategy for high dimensional quantile
regression models. Their cross-sectional method can be easily accommodated to panel data.
Let S = {i1, . . . , id} ⊂ {1, 2, . . . , N}, and |S| be the cardinality d of S. Then,
λˆ = argmin
λ∈L
N∑
i=1
T∑
t=1
ρτ (yit − x′itβˆ(τ, λ)− αˆi(τ, λ)) + |S(λ)|
log(NT )
2NT
CNT , (2.7)
where the subset S(λ) := {i : αˆi(τ, λ) 6= 0, 1 ≤ i ≤ N}, CNT is a positive constant that
tends to ∞ as N and T → ∞ and (βˆ(τ, λ)′, αˆ(τ, λ)′)′ is the estimator defined in (2.1) that
is obtained by setting the tuning parameter equal to λ. Alternatively, Wang, van Keilegom
and Maidman (2018) employs a generalized-cross validation (GCV) approach to λ selection.
3. Asymptotic theory
This section investigates the large sample properties of the proposed estimator. We con-
sider the following assumptions:
B1. Suppose that {(yit,xit) : t ≥ 1} are independent across i and independent and identically
distributed (i.i.d.) within each individual.
9B2. For each η > 0,
inf
i≥1
inf
‖θi‖1=η
E
[∫ (αi−αi0)+x′i1(β−β0)
0
(Fi(s|xi1)− τ) ds
]
= ǫη > 0,
where Fi is the distribution of uit = yit − αi0 − x′itβ0 conditional on (xit, αi0). The corre-
sponding density function fi is uniformly bounded away from 0 and ∞ for every realization
of xit.
B3. The variable xit has a bounded support satisfying maxi,t ‖xit‖ < M where M is a
positive constant.
B4. There exist constants 0 < λL ≤ λU , λL subject to identifiability restrictions.
Condition B1 is the same as Assumption (A1) in Kato, Galvao and Montes-Rojas (2012).
It has been used in other work and allows the use of inequalities from empirical process theory.
Assumption B2 is an identification condition for the parameters α(τ) and β(τ) frequently
used to prove consistency of estimates in the literature of models with fixed effects (see, e.g.,
Kato, Galvao and Montes-Rojas, 2012, and Galvao, Lamarche and Lima, 2013). Assumption
B3 implies that a deterministic bound exists and it is standard in quantile regression. It is
important for determining the rates of convergence of T relative to N in the consistency of
the estimator. Assumption B4 imposes that the estimator exists and it is well defined for
all feasible values of λ.
The following result states the consistency of the estimator:
Theorem 1. Under assumptions B1-B4, if log(N)/T → 0 and λT = op(T ) as N, T → ∞,
then the estimator θˆ(τ ;λT ) defined in equation (2.1) is a consistent estimator of θ(τ).
We now focus our attention on weak convergence and we present a series of results to
facilitate the estimation of standard errors and confidence intervals. To show asymptotic
normality of the estimator, it is necessary to make one more assumption beyond those
required for consistency.
B5. Let Ei := E [fi(0|xi1)xi1], ϕi := E [fi(0|xi1)] and Ji := E [fi(0|xi1)xi1x′i1]. Then, the
limiting matrices
V = τ(1− τ)× plim
N→∞
1
N
N∑
i=1
(
xi1 − ϕ−1i Ei
) (
xi1 − ϕ−1i Ei
)′
,
D = plim
N→∞
1
N
N∑
i=1
(
Ji − ϕ−1i EiE′i
)
have strictly positive eigenvalues.
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The following result establishes asymptotic normality of the estimator under the above
assumptions:
Theorem 2. Under assumptions B1-B5, if N2(logN)3/T → 0 and λT = op(
√
T/N) then
√
NT (βˆ(τ, λT )− β(τ)) d−→ N (0,D−1V D−1).
The limiting distribution for this estimator matches that of the conventional fixed effects
estimator derived in Kato, Galvao, and Montes-Rojas (2012) because the tuning parameter
λT diverges at a slow rate. The reason is that the individual effects can have arbitrary
correlation with the covariates. Because the goal of the shrinkage estimator here is not
variable selection but regularization of the estimated αˆi, the rate of growth of λT is smaller
than what would usually be used in the variable selection context.
The following theorem shows that the wild bootstrap procedure we construct is consistent.
Theorem 3. Under Assumptions A1-A3 and the conditions of Theorem 2,
sup
s∈Rp
∣∣∣P{√NT (β∗(τ, λT )− βˆ(τ, λT )) ≤ s|X}− P{√NT (βˆ(τ, λT )− β(τ)) ≤ s}∣∣∣ = op∗(1)
as N, T →∞, where X denotes the observed sample.
By removing the intercept term and setting λT = 0, Theorem 3 also implies consistency of
the wild residual bootstrap for the usual quantile regression estimator with individual effects
and i.i.d. errors. Also, a corollary to the Bahadur representation used to show Theorem 3 is
that this bootstrap technique can also be used to estimate the covariance matrix of βˆ(τ, λT ).
4. Simulation Study
In this section, we report the results of several simulation experiments designed to evaluate
the performance of the method in finite samples. We begin by offering evidence on the
estimation of the standard deviation of the penalized estimator, and then we present standard
inference results using bootstrap standard errors.
We follow the data generating process (DGP) considered in Koenker (2004) and Kato,
Galvao and Montes-Rojas (2012). The dependent variable is generated from the following
simple location-scale shift model, yit = 5+xit+αi+(1+0.5xit)uit, where xit = παi+zi+ǫit, αi
is an i.i.d. random variable distributed as N (0, 1), zi is an i.i.d. random variable distributed
as χ23, and ǫit is an i.i.d. random variable distributed as χ
2
3. The error term is distributed as
Fu, and the corresponding quantile regression function is QYit(τ |xit, αi) = β0(τ) + β1(τ)xit+
αi, where β0(τ) = 5 + Fu(τ)
−1 and β1(τ) = 1 + 0.5Fu(τ)
−1.
11
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Figure 4.1. Bias of the boostrap estimators as λ increases in models with
and without correlated effects.
We consider two versions of the DGP related to how the independent variable xit is
generated. In one variant of the model, we set π = 0, and thus xit = zi + ǫit. Alternatively,
we allow for correlation between αi and xit by setting π = 0.5. Moreover, we consider
three different distributions for the error term. We assume that uit is distributed as N (0, 1),
t-student distribution with 3 degrees of freedom, and χ2 with 3 degrees of freedom.
We investigate the performance of two bootstrap methods. The pairs block bootstrap
(PB) samples over i with replacement, keeping the entire block of time series observations.
That is, the procedure considers {(y∗it, x∗it) : t : 1, 2, . . . , T} for each 1 ≤ i ≤ N . The wild
bootstrap is implemented as discussed in Section 2.3. The penalized quantile regression
estimator (2.5) is labeled ‘WB1’ and the estimator (2.6) is labeled ‘WB2’. For instance, in
the case of WB1, we first obtain residuals uˆit(τ) = yit− βˆ0(τ, λ)− βˆ1(τ, λ)xit− αˆi(τ, λ) using
the penalized quantile regression estimator. Then, we generate u∗it(τ) = wit|uˆit(τ)|, where
wit is an i.i.d. random variable distributed as a two-point distribution with probabilities τ
and 1 − τ at wit = −2τ and wit = 2(1 − τ). Lastly, we generate the dependent variable as
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Figure 4.2. The empirical distribution of the bootstrap estimators in models
with and without correlated effects.
y∗it = βˆ0(τ, λ) + βˆ1(τ, λ)xit + αˆi(τ, λ) + u
∗
it(τ). The number of bootstrap repetitions is set to
400.
Figures 4.1 and 4.2 show the bias and distribution of the bootstrap estimator, se(β∗1(τ, λ)),
for the standard deviation of the penalized estimator, sd(βˆ1(τ, λ)). The standard errors are
obtained by the pairs and wild bootstrap methods. We do not employ the asymptotic co-
variance formula of the estimator because we are interested in inference when the asymptotic
approximation leads to size distortions. Instead, we obtain the standard deviation of the
estimator after 400 Monte Carlo samples for 11 different λs in the interval [0, 1].
Figure 4.1 shows results for N = 100, T = 5, and τ = 0.5 when the error term uit ∼
N (0, 1). The left panel shows results when xit and αi are not correlated (π = 0), and the
right panel shows results when xit is correlated with αi (π = 0.5). We report bias of the
estimators as a percentage of the standard deviation of the penalized estimator. We also
report the average value of λ obtained by GCV. We see that the wild bootstrap procedure
performs better than the pairs block bootstrap when λ is relatively small. We also note that
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Bootstrap Method
Pairs Wild Pairs Wild
Sample size Quantile Block WB1 WB2 Block WB1 WB2
N T τ (1) (2) (3) (4) (5) (6)
u ∼ N (0, 1), pi = 0 u ∼ N (0, 1), pi = 0.5
50 5 0.50 0.083 0.070 0.065 0.098 0.083 0.075
50 10 0.50 0.065 0.030 0.030 0.078 0.030 0.028
100 5 0.50 0.073 0.063 0.060 0.085 0.070 0.065
100 10 0.50 0.105 0.065 0.063 0.100 0.070 0.065
50 5 0.75 0.090 0.080 0.080 0.093 0.075 0.078
50 10 0.75 0.103 0.083 0.083 0.100 0.083 0.075
100 5 0.75 0.110 0.103 0.098 0.085 0.073 0.070
100 10 0.75 0.080 0.055 0.055 0.088 0.055 0.055
u ∼ t3, pi = 0 u ∼ t3, pi = 0.5
50 5 0.50 0.078 0.040 0.038 0.078 0.048 0.048
50 10 0.50 0.073 0.050 0.050 0.095 0.050 0.050
100 5 0.50 0.060 0.043 0.028 0.080 0.038 0.038
100 10 0.50 0.075 0.035 0.038 0.068 0.035 0.035
50 5 0.75 0.070 0.048 0.045 0.085 0.033 0.035
50 10 0.75 0.088 0.078 0.075 0.083 0.073 0.068
100 5 0.75 0.105 0.058 0.055 0.078 0.050 0.055
100 10 0.75 0.105 0.083 0.080 0.083 0.063 0.060
u ∼ χ23, pi = 0 u ∼ χ23, pi = 0.5
50 5 0.50 0.070 0.028 0.025 0.068 0.030 0.030
50 10 0.50 0.065 0.040 0.040 0.075 0.048 0.045
100 5 0.50 0.073 0.020 0.020 0.068 0.023 0.023
100 10 0.50 0.053 0.025 0.028 0.060 0.023 0.023
50 5 0.75 0.090 0.075 0.078 0.070 0.063 0.063
50 10 0.75 0.065 0.068 0.065 0.065 0.050 0.050
100 5 0.75 0.045 0.033 0.033 0.043 0.035 0.038
100 10 0.75 0.095 0.088 0.080 0.085 0.080 0.080
Table 4.1. Empirical rejection probabilities of H0 : β1(τ) = 1 + 0.5Fu(τ)
−1.
WB1 denotes wild bootstrap estimator (2.5), and WB2 wild bootstrap estimator
(2.6).
the performance of the wild bootstrap estimator does not seem to change over the degree of
shrinkage of the individual effects, as the bias appears to be roughly constant over λ.
Using Figure 4.2, we explore further the difference in performance between approaches by
providing the empirical distribution of the estimated se(β∗1(τ, λ)). For simplicity, we consider
the estimators for λ selected by GCV. The figure shows that the empirical distribution of
the block bootstrap procedure is not centered at the true value, and that the distribution of
the standard error of the WB1 and WB2 estimators are properly centered at sd(βˆ1(τ, 0.1)) =
0.106 (left panel) and sd(βˆ1(τ, 0.1)) = 0.105 (right panel).
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Bootstrap Method
Pairs Wild Pairs Wild
Sample size Quantile Block WB1 WB2 Block WB1 WB2
N T τ (1) (2) (3) (4) (5) (6)
u ∼ N (0, 1), pi = 0 u ∼ N (0, 1), pi = 0.5
50 5 0.50 0.665 0.635 0.630 0.728 0.693 0.680
50 10 0.50 0.885 0.840 0.838 0.905 0.875 0.873
100 5 0.50 0.900 0.890 0.885 0.923 0.923 0.910
100 10 0.50 0.973 0.963 0.965 0.978 0.965 0.963
50 5 0.75 0.503 0.458 0.455 0.558 0.503 0.485
50 10 0.75 0.755 0.710 0.708 0.780 0.755 0.745
100 5 0.75 0.773 0.738 0.720 0.840 0.798 0.803
100 10 0.75 0.953 0.940 0.940 0.965 0.953 0.953
u ∼ t3, pi = 0 u ∼ t3, pi = 0.5
50 5 0.50 0.753 0.593 0.575 0.820 0.723 0.713
50 10 0.50 0.948 0.920 0.920 0.958 0.938 0.935
100 5 0.50 0.930 0.868 0.860 0.965 0.925 0.920
100 10 0.50 0.998 0.998 0.998 1.000 0.998 0.998
50 5 0.75 0.540 0.423 0.418 0.650 0.523 0.503
50 10 0.75 0.803 0.753 0.745 0.830 0.800 0.793
100 5 0.75 0.785 0.685 0.678 0.865 0.793 0.785
100 10 0.75 0.968 0.943 0.933 0.970 0.970 0.970
u ∼ χ23, pi = 0 u ∼ χ23, pi = 0.5
50 5 0.50 0.575 0.385 0.380 0.658 0.475 0.470
50 10 0.50 0.795 0.743 0.740 0.840 0.795 0.798
100 5 0.50 0.865 0.700 0.690 0.895 0.750 0.745
100 10 0.50 0.983 0.965 0.963 0.990 0.978 0.975
50 5 0.75 0.475 0.405 0.395 0.550 0.483 0.473
50 10 0.75 0.775 0.768 0.763 0.818 0.808 0.805
100 5 0.75 0.848 0.800 0.795 0.888 0.848 0.848
100 10 0.75 0.953 0.965 0.965 0.960 0.973 0.973
Table 4.2. Empirical rejection frequencies of H0 : β1(τj) = 1+0.5Fu(τj−1)
−1
where j ∈ {1, 2, 3}, and τ ∈ {0.25, 0.50, 0.75}. WB1 denotes wild bootstrap
estimator (2.5), and WB2 wild bootstrap estimator (2.6)
We now turn our attention to standard inference with bootstrap standard errors. To this
end, Table 4.1 reports empirical rejection frequencies for the null hypothesis H0 : β1(τ) =
1 + 0.5Fu(τ)
−1 for τ ∈ {0.5, 0.75}. We consider different sample sizes N ∈ {50, 100} and
T ∈ {5, 10}, different distributions Fu, and different assumptions on the correlation between
xit and αi. The statistic is |βˆ1(τ, λ)−β1(τ)|/se(β∗1(τ, λ)) and it is compared to Φ−1(1−α/2)
where α = 0.05. Thus, the theoretical size of the test is equal to 5%. We use two procedures
for λ selection. The tuning parameter is selected by a BIC type strategy as in Lee, Noh and
Park (2014) and GCV as in Wang, van Keilegom and Maidman (2018). We present results
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for λ selected by GCV. The performance of the BIC-type λ selection method was similar to
GCV, and we do not report results to save space.
As it can be seen in the upper block of Table 4.1, the pair block bootstrap tends to over-
reject, while the wild bootstrap procedure tends to produce empirical sizes that are closer
to the nominal values. The lower panels of Table 4.1 show results for a DGP when the error
term is distributed as t3 and χ
2
3 and offer similar conclusions.
Finally, Table 4.2 shows rejection probabilities for the null hypothesis H0 : β1(τj) =
1 + 0.5Fu(τj−1)
−1 for τ ∈ {0.25, 0.50, 0.75}. For instance, at τ = 0.5 when the error term
is distributed as Gaussian, the false null hypothesis is H0 : β1(0.5) = 1 + 0.5Φu(0.25)
−1,
or more specifically, β1(0.5) = 1 and 1 + 0.5Φu(0.25)
−1 = 0.66. Not surprisingly, the pair
bootstrap procedure offers slightly larger values of the empirical power of the test |βˆ1(τ, λ)−
β1(τ−1)|/se(β∗1(τ, λ)). Also, as expected, the empirical power of the two bootstrap approaches
tend to 1 as N and T increase.
5. An Empirical Illustration
In recent years, policy makers and the general public have been debating and re-evaluating
several aspects of trade, including the benefits of trade agreements (Burfisher et al., 2001,
Caliendo and Parro, 2015, Hakobyan and McLaren, 2016, among others). An important
question is whether workers have been negatively affected by the North American Free
Trade Agreement (NAFTA), which was signed by the governments of the United States
of America, Canada, and Mexico in 1993. Hakobyan and McLaren (2016) find that the
effect of NAFTA on average wage growth in the period 1990-2000 was negative. In this
section, we use similar data and apply our approach to study the distributional impact
of NAFTA. Our findings suggest that the agreement increased wage inequality. Low-wage
workers experienced significant negative wage growth, while high-wage workers experienced,
in general, significant positive wage growth. Our results are similar to evidence on the effect
of Chinese imports on low-wage American workers (Chetverikov et al., 2016).
5.1. Data. Following Hakobyan and McLaren (2016), we use a 5% sample from the U.S.
Census. We employ two cross-sectional samples in the year 1990 and 2000, and therefore,
workers in the sample are observed once. The longitudinal nature of the analysis comes from
exploiting the fact that we observe multiple individuals in a given industry and location. The
sample includes workers between 25 and 64 years of age who reported positive income. We
have demographic information including age, gender, marital status, race, and educational
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attainment of the worker classified in four categories: high school dropout, high school
graduate, some college, and college graduate.
The data on U.S. tariffs and Mexico’s revealed comparative advantage (RCA) are obtained
from Hakobyan and McLaren (2016). Using their data, we have access to average U.S. tariffs
by industry of employment of the worker and location (or Consistent Public-Use Microdata
Area, abbreviated conspuma) of residence of the worker. In 1990, the average tariff by
industry in 1990 was 2.1% percent (with a standard deviation of 3.9%), while the average
local tariff by conspuma level was 1.03% (with a standard deviation of 0.67%). In the period
1990-2000, the tariffs decreased 1.7% at the industry level and 0.9% at the conspuma level.
These descriptive statistics are used in the next section to estimate the percentage change in
wages associated with the reduction in tariffs. We consider all industries with the exception
of agriculture.
5.2. Model. To investigate the effect of NAFTA on the wages of American workers, we con-
sider an specification that allows for the impact of the trade agreement to vary by industry,
location, and educational attainment of the worker. To that end, we consider the following
model as in Hakobyan and McLaren (2016):
log(wijc) = δ
′
1Lic + δ
′
2∆Lic + θ
′
1Iij + θ
′
2∆Iij +X
′
ijcΠ+ αc + αj + αjc + uijc, (5.1)
where the response variable log(wijc) is the logarithm of wages for worker i, who is employed
in industry j and resides in conspuma c, Lic and ∆Lic are location variables to be described
below, Iij and ∆Iij are industry variables, Xijc is the vector of control variables considered
in Hakobyan and McLaren (2016), αc is a conspuma effect, αj is an industry effect, and αjc
is a industry-conspuma effect. The error term is denoted by uijc.
The location variables are defined as Lic = (Lic,1, Lic,2, Lic,3, Lic,4)
′, where Lic,k is the
product of an indicator for educational category k of worker i, an indicator variable for
whether i is in the 2000 sample, and the average tariff in the conspuma of residence of
worker i. Similarly, we can define ∆Lic = (∆Lic,1,∆Lic,2,∆Lic,3,∆Lic,4)
′, as the change in
Lic due to the change in tariffs between 1990 and 2000 in the conspuma of residence of
worker i. In terms of the industry variables, Iij = (Iij,1, Iij,2, Iij,3, Iij,4)
′, where Iij,k is the
product of an indicator for educational category k, the RCA in industry j, an indicator
variable for whether i is in the 2000 sample, and the tariff of the industry that employs
worker i. Similarly, we define ∆Iij = (∆Iij,1,∆Iij,2,∆Iij,3,∆Iij,4)
′, as the change in Iij,k due
to the tariff change between 1990 and 2000 in the industry that employs worker i.
The variable Xijc is a vector of control variables. Hakobyan and McLaren (2016, eq. (4))
use a number of interactions between education categories and indicators for location and
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industry, as well as demographics variables that include age, a quadratic term in age, gender,
marital status, race, and a variable indicating whether the residence of worker i is on the
Mexico-U.S. border.
Because industry latent factors and trends in some areas can affect wages and also the
changes in tariffs, we employ the penalized estimator (2.1) to estimate a high-dimensional
model with more than 84,000 parameters αjc. The parameters of interest in equation (5.1)
are δ1, δ2, θ1, and θ2, which measure the initial effect of tariffs by location and industry (δ1
and θ1), and the impact effect of a reduction of tariffs by location and industry (δ2 and θ2).
Using these parameters, it is possible to obtain the effect of the trade agreement on wages.
For instance, for locations that lost all of their protection after the introduction of NAFTA,
the effect of the local average tariff is measured by δ1−δ2. Similarly, for industries that lost
all of their protection, the effect of the industry tariff is θ1 − θ2.
5.3. Main empirical results. Table 5.1 reports results for the coefficients θ1, and θ2 for
the four educational categories. The first column presents fixed effects results, following
estimation of equation (5.1) by least squares methods. The last five columns show penalized
quantile regression (PQR) results with λ selected by GCV. The standard errors are obtained
by the proposed wild residual bootstrap procedure. To save space, we do not present results
on the control variables included in the vector Lic, ∆Lic, andXijc, but the fixed effects results
shown in the first column are similar to the results in Table 4 (column (2)) in Hakobyan and
McLaren (2016).
Looking at the first set of estimates in the first rows, we see that an initial tariff estimate
equal to 2.02 and an impact effect of 3.57. Based on the standard deviation of tariffs at
the industry level, a 1% standard deviation increase in the initial industry tariff has an
effect of reducing wages by 3.9%×−1.55, or −6.05% in the period 1990-2000. This implies
that, among industries with tariff declining after the introduction of NAFTA, average wage
growth is negative for high school dropouts. The effect of the trade agreement, however, is
not homogeneous across the quantiles of the conditional distribution of wages. While the
industry effect, which is measured as the difference between the initial effect and the impact
effect, is negative (−7.50%) and significant for high school dropouts at the 0.1 quantile, it is
small (−0.65%) and insignificant at the 0.9 quantile.
Table 5.1 also shows results for θ1,k − θ2,k for each educational category k, and p-values
(in brackets) of Wald-type tests for the null hypothesis H0 : θ1,k = θ2,k. The variance of
the test is obtained using the proposed wild residual bootstrap procedure. The results show
that the average response does not summarize well the distributional impact of NAFTA,
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Mean Quantiles
Effect 0.1 0.25 0.5 0.75 0.9
High school dropouts
Initial tariff effect, θ11 2.018 1.156 2.603 1.880 0.991 0.434
(1.274) (0.820) (1.120) (1.047) (0.847) (1.105)
Impact effect, θ21 3.569 3.082 4.625 3.245 1.666 0.600
(1.544) (0.945) (1.314) (1.191) (1.024) (1.290)
Industry effect: θ11 − θ21 -1.551 -1.925 -2.022 -1.365 -0.675 -0.166
[0.000] [0.000] [0.000] [0.000] [0.000] [0.556]
High school graduates
Initial tariff effect, θ12 1.081 5.015 2.224 0.426 -2.216 -2.933
(0.870) (0.523) (0.626) (0.747) (0.515) (0.436)
Impact effect, θ22 2.315 9.259 4.318 1.337 -2.469 -3.855
(1.086) (0.595) (0.736) (0.873) (0.618) (0.543)
Industry effect: θ12 − θ22 -1.234 -4.245 -2.094 -0.911 0.253 0.922
[0.000] [0.000] [0.000] [0.000] [0.022] [0.000]
Some college
Initial tariff effect, θ13 -0.181 3.187 2.631 -0.921 -2.963 -3.765
(1.146) (0.820) (1.172) (1.151) (0.779) (0.879)
Impact effect, θ23 1.070 7.360 4.889 -0.263 -3.452 -4.662
(1.396) (0.972) (1.468) (1.359) (0.954) (1.026)
Industry effect: θ13 − θ23 -1.234 -4.245 -2.094 -0.911 0.253 0.922
[0.000] [0.000] [0.000] [0.000] [0.022] [0.000]
College graduate
Initial tariff effect, θ14 -2.438 7.623 -1.363 -6.538 -7.681 -8.688
(1.839) (1.826) (1.362) (1.856) (1.041) (1.181)
Impact effect, θ24 -2.095 12.840 -0.024 -8.066 -9.828 -11.490
(2.175) (2.215) (1.630) (2.291) (1.178) (1.301)
Industry effect: θ14 − θ24 -0.343 -5.217 -1.339 1.528 2.147 2.801
[0.439] [0.000] [0.000] [0.000] [0.000] [0.000]
Location variables Yes Yes Yes Yes Yes Yes
Control variables Yes Yes Yes Yes Yes Yes
Number of αjc effects 84,266 84,266 84,266 84,266 84,266 84,266
Observations 9,580,568 9,580,568 9,580,568 9,580,568 9,580,568 9,580,568
Table 5.1. Regression results for the industry effects by educational category
of the worker. We present standard errors in parenthesis, and p-values of a
test for the equality of initial and impact effects in brackets.
and perhaps more importantly, that wage growth has been unequal for low-wage workers
and high-wage workers. The evidence suggests that inequality increased in the period after
the implementation of the trade agreement. The largest differences between the 0.1 and 0.9
effects are among college graduates by industry that lost all of their protection.
Lastly, using Figure 5.1, we report point estimates for the location effects, δ1,k(τ)−δ2,k(τ),
and industry effects, θ1,k(τ)− θ2,k(τ), at τ ∈ {0.10, 0.20, . . . , 0.90}. The figure also includes
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Figure 5.1. Conditional wage growth impacts by location, industry and edu-
cational group. PQR denotes penalized quantile regression. We include 95%
confidence intervals for each quantile level (in dashed areas).
point-wise confidence intervals as shown by the dashed areas. We find that the impact of
NAFTA by location and industry tends to be different, although the point estimates tend
to increase as we go across quantiles.
6. Conclusion
In this article, we address the problem of estimating the distribution of the penalized
quantile regression estimator for longitudinal data using a wild residual bootstrap proce-
dure. Originally introduced by Koenker (2004) as an convenient alternative to the quantile
regression estimator with fixed effects, its practical use has been limited by the challenges
involving inference. We show that the procedure is asymptotically valid for approximating
the distribution of the penalized estimator. We derive a series of new asymptotic results and
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we carry out a simulation study that indicates that the wild residual bootstrap performs bet-
ter than an alternative bootstrap approach commonly used in practice for similar estimators
that do not include a penalty.
Although the paper makes an important contribution by providing a valid method for
statistical inference, there are several questions that remain to be answered. We believe that
the procedure leads to valid inference in the case of J quantiles estimated simultaneously,
but this needs further work — for example, Hagemann (2017) considers bootstrap inference
uniformly across quantiles with clustered data, but our model includes a growing number
of individual effect parameters and the estimator is penalized. Moreover, it is possible to
impose sparsity as in other high-dimensional models, although we expect changes in the
consistency and asymptotic normality results. In terms of theoretical developments, there
are two directions that are worth exploring. We do not consider the case where αi is a random
effect, and we did not investigate the theoretical developments in Galvao, Gu, and Volgushev
(2018) that leads to improvements in the rate of convergence of fixed effects estimators. We
hope to investigate these directions in future work.
Appendix A. Proofs
The estimator βˆ(τ, λ) depends on τ and λ, but in the proofs below, we assume τ to
be fixed and suppress these dependencies for notational simplicity. We also suppress for
notational simplicity conditioning on xit and αi0. The proofs refer to Knight’s (1998) identity:
ρτ (u−v)−ρτ (u) = −vψτ (u)+
∫ v
0
(I(u ≤ s)− I(u ≤ 0))ds, where ρτ = u(τ − I(u ≤ 0)) is the
quantile regression check function and ψτ (u) = τ − I(u ≤ 0) is the quantile score function.
Proof of Theorem 1. Consistency follows from calculations analogous to those in Kato, Galvao, and Montes-Rojas
(2012), tailored to accommodate a penalty term. Let θi = (αi,β
′)′ and θ = ∪iθi. Let θˆ be
the minimizer of the normalized objective function:
MNT (θ;λT ) =
1
NT
N∑
i=1
T∑
t=1
ρτ (yit − x′itβ − αi) +
λT
NT
N∑
i=1
ρτ (αi).
We begin by focusing on the ith contribution to the objective function,
MNi(θi;λT ) :=
1
T
T∑
t=1
ρτ (yit − x′itβ − αi) +
λT
T
ρτ (αi)
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and define ∆Ni(θi;λT ) = MNi(θi;λT )−MNi(θi0;λT ). Using the definition of a quantile error
term, uit := yit − x′itβ0 − αi0, we write
∆Ni(θi;λT ) =
1
T
T∑
t=1
{ρτ (uit − x′it(β − β0)− (αi − αi0))− ρτ (uit)}+
λT
T
(ρτ (αi)− ρτ (αi0)).
By Knight’s identity, ∆Ni(θi, λT ) = V
(1)
Ni(θi, λT ) + V
(2)
Ni(θi, λT ), where
V
(1)
Ni(θi, λT ) = −
1
T
T∑
t=1
{x′it(β − β0) + (αi − αi0)}ψτ (uit) +
λT
T
(ρτ (αi)− ρτ (αi0))
with E
[
V
(1)
Ni(θi, λT )
]
= (λT/T )(ρτ (αi)− ρτ (αi0)) by Assumption B1, and
V
(2)
Ni(θi, λT ) =
1
T
T∑
t=1
∫ x′
it
(β−β0)+(αi−αi0)
0
(I(uit ≤ s)− I(uit ≤ 0)) ds.
We first show the consistency of βˆ for β0. For each η > 0, define the ball Bi(η) := {θi :
‖θi − θi0‖1 ≤ η} and the boundary ∂Bi(η) := {θi : ‖θi − θi0‖1 = η}. For each θi 6∈ Bi(η),
define θ¯i = riθi + (1 − ri)θi0 where ri = η/‖θi − θi0‖1. By construction, ri ∈ (0, 1) and
θ¯i ∈ ∂Bi(η).
Using the convexity of MNi(θi;λT ),
ri
(
MNi(θi;λT )−MNi(θi0;λT )
) ≥ MNi(θ¯i;λT )−MNi(θi0;λT )
= E
[
∆Ni(θ¯i;λT )
]
+
(
∆Ni(θ¯i;λT )− E
[
∆Ni(θ¯i;λT )
])
. (A.1)
Under Assumption B2, we obtain, for 1 ≤ i ≤ N ,
E [∆Ni(θi;λT )] =
λT
T
(ρτ (αi)− ρτ (αi0)) + E
[∫ x′
it
(β−β0)+(αi−αi0)
0
(Fi(s|xi1)− τ)ds
]
≥ λT
T
(ρτ (αi)− ρτ (αi0)) + ǫη
Using this in (A.1) results in
ri∆Ni(θi;λT ) ≥ ǫη + λT
T
(ρτ (α¯i)− ρτ (αi0)) +
(
∆Ni(θ¯i;λT )− E
[
∆Ni(θ¯i;λT )
])
.
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By the definition of θˆi as the minimizer of
∑
iMNi(θi;λT ), we have{
‖θˆi − θi0‖1 > η
}
⊆
{
∃i ∈ {1, . . .N} : θˆi 6∈ Bi(η) and MNi(θˆi;λT ) ≤MNi(θi0;λT )
}
⊆
{
max
1≤i≤N
sup
θi∈Bi(η)
∣∣∣(λT/T )(ρτ (αi)− ρτ (αi0))
+ ∆Ni(θi;λT )− E [∆Ni(θi;λT )]
∣∣∣ ≥ ǫη
}
.
Therefore it is sufficient to show that
lim
N→∞
P
{
max
1≤i≤N
sup
θi∈Bi(η)
∣∣∣(λT/T )(ρτ(αi)− ρτ (αi0))
+ ∆Ni(θi;λT )− E [∆Ni(θi;λT )]
∣∣∣ ≥ ǫη
}
= 0, (A.2)
which is implied by
max
1≤i≤N
P
{
sup
θi∈Bi(η)
∣∣∣(λT/T )(ρτ (αi)− ρτ (αi0))∣∣∣
+
∣∣∣∆Ni(θi;λT )− E [∆Ni(θi;λT )] ∣∣∣ ≥ ǫη
}
= o(N−1). (A.3)
We normalize θi0 = 0 for 1 ≤ i ≤ N , so that Bi(η) = B(η) for all 1 ≤ i ≤ N . Let
hθ(u,x) := ρτ (u − x′β − α) − ρτ (u) + (λT/T )ρτ (α). By Assumption B3 and the reverse
triangle inequality, letting Λ = λU/T ,
|hθ(u,x)− hθ′(u,x)| ≤ 2(1 + ‖x‖+ λT/T ) (‖β − β′‖1 + |α− α′|)
≤ C(1 +M + Λ)‖θ − θ′‖1,
for some constant C.
For any η > 0, consider covering B(η), a compact set in Rp+1, with L1-balls of diameter ǫ
over B(η): generally K = (η/ǫ + 1)p+1 such balls are required. Cover B(η) with K balls of
diameter ǫ/3κ where κ = C(1 +M +Λ), and which have centers θ(k) for k = 1, . . .K. Then
the number of balls required is K ≤ (3κη
ǫ
+ 1
)p+1
= O(ǫ−(p+1)). Covering B(η) with balls of
this diameter implies that there is some k ∈ {1, . . .K} such that∣∣∣∆Ni(θ;λT )− E [∆Ni(θ;λT )]−∆Ni(θ(k);λT )− E [∆Ni(θ(k);λT )] ∣∣∣
≤ ∣∣∆Ni(θ;λT )−∆Ni(θ(k);λT )∣∣+ ∣∣E [∆Ni(θ;λT )]− E [∆Ni(θ(k);λT )]∣∣
≤ 2κ ǫ
3κ
=
2
3
ǫ.
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Therefore for each θ ∈ B(η) there is a k ∈ {1, 2, ..., K} such that
|∆Ni(θ;λT )− E [∆Ni(θ;λT )]| ≤
∣∣∆Ni(θ(k);λT )− E [∆Ni(θ(k);λT )]∣∣+ 2
3
ǫ,
and
P
{
sup
θ∈B(η)
∣∣∣∆Ni(θ;λT ) − E [∆Ni(θ;λT )] ∣∣∣ > ǫ
}
≤ P
{
max
1≤k≤K
∣∣∆Ni(θ(k);λT )− E [∆Ni(θ(k);λT )]∣∣ + 2ǫ
3
> ǫ
}
≤
K∑
k=1
P
{∣∣∆Ni(θ(k);λT )− E [∆Ni(θ(k);λT )]∣∣+ 2ǫ
3
> ǫ
}
=
K∑
k=1
P
{∣∣∆Ni(θ(k);λT )− E [∆Ni(θ(k);λT )]∣∣ > ǫ/3} .
Each term in the above sum satisfies
∆Ni(θ
(k);λT )− E
[
∆Ni(θ
(k);λT )
]
=
1
T
T∑
t=1
(
ρτ (uit − x′itβ(k) − α(k))− ρτ (uit)
)
− E
[
1
T
T∑
t=1
(
ρτ (uit − x′itβ(k) − α(k))− ρτ (uit)
)]
,
because the terms involving the penalty depend on α(k) and cancel. Because each θ(k) ∈ B(η),
it can verified that |ρτ (uit − x′itβ(k) − α(k)) − ρτ (uit)| ≤ (1 + M)η. Then by Hoeffding’s
inequality, P
{∣∣∆Ni(θ(k);λT )− E [∆Ni(θ(k);λT )]∣∣ > ǫ/3} ≤ 2 exp{− (ǫ/3)2T2(1+M)2η2}. Therefore
for any ǫ > 0,
P
{
sup
θ∈B(η)
|∆Ni(θ;λT )− E [∆Ni(θ;λT )] | > ǫ/2
}
≤ 2K exp{−DT}
= O(exp{−DT}).
Considering the penalty term, (λT/T )(ρτ (αi)− ρτ (αi0)) ≤ (λT/T )|αi − αi0| = Op(λT/T ),
assuming |αi − αi0| = Op(1). If λT/T → 0, there exists some T¯ such that for all T > T¯ ,
this term is less than ǫ/2 in absolute value. Therefore consistency of βˆ is implied by the
conditions logN = o(T ) and λT = o(T ) as N, T →∞.
The consistency of βˆ implies consistency of αˆi. Recall that αˆi = argminMNT (α, βˆ;λT ).
Isolating the part that depends on αi, define the new ball Bi(η) := {α : |α− αi0| ≤ η}. For
any αi is not in Bi(η) define α¯i = rαi + (1 − ri)αi0 where ri = η/(|αi − αi0|) for η > 0.
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Because the objective function is convex, we write, suppressing dependence on λT ,
ri
(
MNi(αi, βˆ) − MNi(αi0, βˆ)
)
≥MNi(α¯i, βˆ)−MNi(αi0, βˆ)
= {MNi(α¯i, βˆ)−MNi(αi0,β0)} − {MNi(αi0, βˆ)−MNi(αi0,β0)}
= ∆Ni(α¯i, βˆ)−∆Ni(αi0, βˆ)
= {∆Ni(α¯i, βˆ)− E [∆Ni(α¯i,β)]
∣∣
β=βˆ
}+ E [∆Ni(α¯i,β)]
∣∣
β=βˆ
−{∆Ni(αi0, βˆ)− E [∆Ni(αi0,β)]
∣∣
β=βˆ
} − E [∆Ni(αi0,β)]
∣∣
β=βˆ
= {∆Ni(α¯i, βˆ)− E [∆Ni(α¯i,β)]
∣∣
β=βˆ
} − {∆Ni(αi0, βˆ)
−E [∆Ni(αi0,β)]
∣∣
β=βˆ
}+ {E [∆Ni(α¯i,β)]
∣∣
β=βˆ
− E [∆Ni(α¯i,β0)]}
−{E [∆Ni(αi0,β)]
∣∣
β=βˆ
− E [∆Ni(αi0,β0)]}+ E [∆Ni(α¯i,β0)]
Note that the last term E [∆Ni(α¯i,β0)] ≥ (λT/T )E [ρτ (α¯i)− ρτ (αi0)] + ǫη by Assumption
B2. Thus, using similar calculations as before, we have
{∃i ∈ {1, . . . , N} : |αˆi − αi0| > η}
⊆
{
max
1≤i≤N
sup
αi∈Bi(η)
(
(λT/T )|ρτ(αi)− ρτ (αi0)|+
∣∣∣∆Ni(α, βˆ)− E [∆Ni(α,β)] ∣∣β=βˆ
∣∣∣) ≥ ǫη
4
}
∪
{
max
1≤i≤N
sup
αi∈Bi(η)
∣∣∣E [∆Ni(α, βˆ)] ∣∣β=βˆ − E [∆Ni(α,β0)]
∣∣∣ ≥ ǫη
4
}
=: A1N ∪ A2N .
Because of the convexity of the objective function, the term involving α¯i is finite, and the
entire bias term is O(λT/T ) = o(1) under the condition that λT/T → 0. By the consistency
of βˆ and equation (A.3), P {A1N} → 0. Moreover, by Assumption B3 and the reverse
triangle inequality, |E [∆Ni(α,β)]−E [∆Ni(α,β0)] | ≤ CM‖β−β0‖1 (due to cancellation of
the penalty terms), βˆ − β0 → 0 implies P {A2N} → 0. 
Proof of Theorem 2. Let θi = (αi,β
′)′ and θ = ∪iθi. Define the scores with respect to αi
and β for the ith contribution to the objective function by
H
(α)
Ni (θi) :=
1
T
T∑
t=1
ψτ (yit − x′itβ − αi) +
λT
T
ψτ (αi),
H
(β)
Ni (θi) :=
1
T
T∑
t=1
xitψτ (yit − x′itβ − αi)
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and define H
(α)
Ni (θi) := E
[
H
(α)
Ni (θi)
]
and H
(β)
N (θi) := E
[
H
(β)
N (θi)
]
. Then,
H
(α)
Ni (θi) = E [τ − Fi(x′i1(β − β0) + (αi − αi0)|xi1)] + (λT/T )ψτ (αi)
H
(β)
Ni (θi) = E [xi1 (τ − Fi(x′i1(β − β0) + (αi − αi0)|xi1))] .
The Bahadur representation of (βˆ−β0) can be obtained by expanding H(α)Ni (θˆi) around θi0
and H
(β)
N (θˆi) around θ0. To start, recalling the definitions made in Assumption B5, expand
the differentiable part of H
(α)
Ni around θi0 to find
H
(α)
Ni (θˆi)−H(α)Ni (θi0) = −E′i(βˆ − β0)− ϕi(αˆi − αi0)
+Op
(
‖βˆ − β0‖2 ∨ (αˆi − αi0)2
)
+ (λT/T ) (ψτ (αˆi)− ψτ (αi0)) . (A.4)
By Lemma 6 max1≤i≤N |H(α)Ni (θˆi)| = Op(T−1). Therefore for each i,
Op(T
−1) = H
(α)
Ni (θi0)+
(
H
(α)
Ni (θˆi) +H
(α)
Ni (θˆi)−H(α)Ni (θˆi)−H(α)Ni (θi0)
)
+H
(α)
Ni (θi0)−H(α)Ni (θi0).
Use this fact in equation (A.4) and solve for αˆi−αi0 to find (recallH(α)Ni (θi0) = (λT/T )ψτ (αi0))
αˆi − αi0 = −ϕ−1i E′i(βˆ − β0) + ϕ−1i H(α)Ni (θi0) + ϕ−1i
λT
T
(ψτ (αˆi)− ψτ (αi0))
+ ϕ−1i
(
H
(α)
Ni (θˆi)−H(α)Ni (θˆi)−H(α)Ni (θi0) +H(α)Ni (θi0)
)
+Op
(
T−1 ∨ (αˆi − αi0)2 ∨ ‖βˆ − β0‖2
)
. (A.5)
Similarly, expand H
(β)
Ni around θi0 to find
H
(β)
Ni (θˆi) = −Ji(βˆ − β0)−Ei(αˆi − αi0) + op
(
‖βˆ − β0‖
)
+Op
(
max
i
(αˆi − αi0)2
)
. (A.6)
Substituting (A.5) in equation (A.6), after simplification we obtain
H
(β)
Ni (θˆi) = −(Ji − ϕ−1i EiE′i)(βˆ − β0)− ϕ−1i EiH(α)Ni (θi0)− ϕ−1i Ei
λT
T
(ψτ (αˆi)− ψτ (αi0))
− ϕ−1i Ei
(
H
(α)
Ni (θˆi)−H(α)Ni (θˆi)−H(α)Ni (θi0) +H(α)Ni (θi0)
)
+ op(‖βˆ − β‖) +Op
(
T−1 ∨ max
1≤i≤N
(αˆi − αi0)2
)
(A.7)
Once again, noting H
(β)
Ni (θi0) = 0p, for each i we have the order estimate
Op(T
−1) = H
(β)
Ni (θi0) +H
(β)
Ni (θˆi) +
(
H
(β)
Ni (θˆi)−H(β)Ni (θˆi)−H(β)Ni (θi0) +H(β)Ni (θi0)
)
. (A.8)
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Use (A.8) to substitute the left-hand side of (A.7) and solve for βˆ − β0. Rearrange and
substitute to find
(Ji − ϕ−1i EiE′i)(βˆ − β0) + op(‖βˆ − β‖) = −ϕ−1i EiH(α)Ni (θi0) +H(β)Ni (θi0)
− ϕ−1i Ei
(
H
(α)
Ni (θˆi)−H(α)Ni (θˆi)−H(α)Ni (θi0) +H(α)Ni (θi0)
)
+
(
H
(β)
Ni (θˆi)−H(β)Ni (θˆi)−H(β)Ni (θi0) +H(β)Ni (θi0)
)
− ϕ−1i Ei
λT
T
(ψτ (αˆi)− ψτ (αi0)) +Op
(
T−1 ∨ max
1≤i≤N
(αˆi − αi0)2
)
(A.9)
Now define K
(θ)
Ni(θi) = −ϕ−1i EiH(α)Ni (θi) + H(β)Ni (θi) and K(θ)Ni (θi) = E
[
K
(θ)
Ni(θi)
]
, and let
DN =
1
N
∑N
i=1(Ki − ϕ−1i EiE′i). Then averaging over i, the above can be rewritten as
βˆ − β0 + λT
NT
D−1N
N∑
i=1
ϕ−1i Ei (ψτ (αˆi)− ψτ (αi0)) + op
(
‖βˆ − β0‖
)
= D−1N
(
1
NT
N∑
i=1
T∑
t=1
(xit − ϕ−1i Ei)ψτ (yit − x′itβ0 − αi0)−
λT
NT
N∑
i=1
ϕ−1i Eiψτ (αi0)
)
+D−1N
1
N
N∑
i=1
(
K
(θ)
Ni(θˆi)−K(θ)Ni (θˆi)−K(θ)Ni(θi0) +K(θ)Ni (θi0)
)
+ Op
(
T−1 ∨ max
1≤i≤N
(αˆi − αi0)2
)
. (A.10)
The two terms in K
(θ)
Ni match those of the second step of the proof of Theorem 3.2 of
Kato, Galvao, and Montes-Rojas (2012). Therefore if maxi |αˆi − αi0| ∨ ‖βˆ − β0‖ = Op(δN),
then for dNT = (| log δN |/T ) ∨ (δN | log δN |/T )1/2,∥∥∥∥∥ 1N
N∑
i=1
K
(θ)
Ni(θˆi)−K(θ)Ni (θˆi)−K(θ)Ni(θi0) +K(θ)Ni (θi0)
∥∥∥∥∥ = Op(dNT ) = op(T−1/2), (A.11)
where the second equality follows from the consistency of all the θˆi.
Next we establish the rates of convergence for the estimators. The first term on the
right-hand side of (A.10) is made up of two parts: one is random and Op((NT )
−1/2), while
the other is nonrandom and O(λT/T ). Furthermore, the sum on the left-hand side, noting
|ψτ (αˆi) − ψτ (αi0)| ≤ 1, is also bounded by a term of size O(λT/T ). If we impose the
restriction that λT = op(
√
T/N), then the first term on the right-hand side is Op((NT )
−1/2)+
op((NT )
−1/2) = op(T
−1/2) and the sum on the left-hand side is op((NT )
−1/2) = op(T
−1/2).
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Then we have
‖βˆ − β0‖ = op(T−1/2) +Op
(
max
i
(αˆi − αi0)2
)
. (A.12)
Using the above bound and the condition on λT in (A.5), we find that with probability
approaching 1,
max
i
|αˆi − αi0| ≤ Kmax
i
∣∣∣H(α)Ni (θi0)∣∣∣
+max
i
∥∥∥K(θ)Ni(θˆi)−K(θ)Ni (θˆi)−K(θ)Ni(θi0) +K(θ)Ni (θi0)∥∥∥+ op(T−1/2).
For the first term in the above sum, note that
max
i
∣∣∣H(α)Ni (θi0)∣∣∣ ≤ maxi
∣∣∣H(α)Ni (θi0)−H(α)Ni (θi0)∣∣∣+maxi
∣∣∣H(α)Ni (θi0)∣∣∣ .
Hoeffding’s inequality implies that
P
{
max
i
∣∣∣H(α)Ni (θi0)−H(α)Ni (θi0)∣∣∣ > (logN/T )1/2K}
≤
N∑
i=1
P
{∣∣∣H(α)Ni (θi0)−H(α)Ni (θi0)∣∣∣ > (logN/T )1/2K}
≤ 2N1−K2/2,
so that maxi |H(α)Ni (θi0) − H(α)Ni (θi0)| = Op((logN/T )1/2). Meanwhile, the condition on λT
implies that maxi
∣∣∣H(α)Ni (θi0)∣∣∣ = (λT/T )maxi |ψτ (αi0)| = op((NT )−1/2). For the second part,
calculations exactly as in Step 3 of Kato, Galvao, and Montes-Rojas (2012) show that
max
i
∥∥∥K(θ)Ni(θˆi)−K(θ)Ni (θˆi)−K(θ)Ni(θi0) +K(θ)Ni (θi0)∥∥∥ = op((logN/T )1/2).
Together, these estimates imply that
max
i
|αˆi − αi0| = Op
(
(logN/T )1/2
)
, (A.13)
and using this in (A.12) implies
‖βˆ − β0‖ = op
(
(logN/T )1/2
)
. (A.14)
The condition on λT and the argument of Kato, Galvao, and Montes-Rojas (2012) implies
that if N2(logN)3/T → 0, we may rewrite equation (A.10) as
√
NT (βˆ − β0) + op(1) =D−1N
1√
NT
N∑
i=1
T∑
t=1
(xit − ϕ−1i Ei)ψτ (yit − x′itβ0 − αi0) + op(1),
and the Lyapunov Central Limit Theorem implies that
√
NT (βˆ−β0) d−→ N (0,D−1V D−1).

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Proof of Theorem 3. The proof is divided in two parts. First, we show uniform consistency by
demonstrating that feasible and infeasible versions of the wild residual bootstrap estimator
are equivalent as N and T → ∞. The second part of the proof establishes asymptotic
normality.
For all i and t let y∗it = x
′
itβˆ + αˆi + wit|uˆit|, and let θ∗ = (β∗′ ,α∗′)′ be the solution of
minθM
∗
NT (θ;λT ) where
M
∗
NT (θ;λT ) =
1
NT
N∑
i=1
T∑
t=1
ρτ (y
∗
it − x′itβ − αi) +
λT
NT
N∑
i=1
ρτ (αi).
Also define the i-th contribution to the objective function by M∗Ni,
M
∗
NT (θi;λT ) =
1
T
T∑
t=1
ρτ (y
∗
it − x′itβ − αi) +
λT
T
ρτ (αi),
so that M∗NT =
1
N
∑
iM
∗
Ni. Before examining M
∗
NT and θ
∗, consider an infeasible objective
function using the true error terms instead of the estimated residuals: let y◦it = x
′
itβ0+αi0+
wit|uit| and define
M
◦
Ni(θi, λT ) =
1
T
T∑
t=1
ρτ (y
◦
it − x′itβ − αi) +
λT
T
ρτ (αi).
Let θ◦ be the minimizer of 1
N
∑
iM
◦
Ni(θi, λT ). As in the proof of Theorem 1, we define
∆◦Ni(θi;λT ) = M
◦
Ni(θi;λT ) −M◦Ni(θi0;λT ). Note that E∗ [∆◦Ni(θi;λT )] is minimized at θi0,
where E∗ denotes expected values taken under probability P∗, that is, conditional on the
observed sample S = (y,x).
Define the η ball Bi(η) := {θi : ‖θi − θi0‖1 ≤ η} around θi0 and for θi outside of the ball,
define the weight ri = η/‖θi − θi0‖1 and midpoint θ¯i = riθi + (1− ri)θi0. Then
ri(M
◦
Ni(θi;λT )−M◦Ni(θi0;λT ) ≥ E∗
[
∆◦Ni(θ¯i;λT )
]
+
(
∆◦Ni(θ¯i;λT )− E∗
[
∆◦Ni(θ¯i;λT )
])
,
Similarly to the consistency proof, we have
E∗ [∆◦Ni(θi;λT )] =
λT
T
{ρτ (αi)− ρτ (αi0)}
+ E∗
[
1
T
T∑
t=1
∫ lit(θi)
0
(I(wit|uit| ≤ s)− I(wit|uit| ≤ 0))ds
]
(A.15)
where lit(θi) = x
′
it(β − β0) + (αi − αi0). By Lemma 2, equation (A.15) can be rewritten
E∗ [∆◦Ni(θi;λT )] =
λT
T
{ρτ (αi)− ρτ (αi0)}+ 1
T
T∑
t=1
fi(0)lit(θi)
′lit(θi)+o(max
t
‖lit(θi)‖2)+Op(T−1).
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Then for θ¯i on the η ball around θi0, there is some ǫη > 0 such that
E∗
[
∆◦Ni(θ¯i;λT )
] ≥ λT
T
{ρτ (α¯i)− ρτ (αi0)}+ ǫη
where ǫη > 0 (uniformly in i, t) and
ri∆
◦
Ni(θi;λT ) ≥ ǫη +
λT
T
(ρτ (α¯i)− ρτ (αi0)) +
(
∆◦Ni(θ¯i;λT )− E∗
[
∆◦Ni(θ¯i;λT )
])
. (A.16)
Then similarly to the proof of consistency of θˆ, the minimizer θ◦ is consistent if the
following probability is satisfied:
max
1≤i≤N
P∗
{
sup
θi,∈Bi(η)
∣∣∣(λ/T )(ρτ (αi)− ρτ (αi0))∣∣∣
+
∣∣∣∆◦Ni(θi;λ)− E∗ [∆◦Ni(θi;λ)] ∣∣∣ ≥ ǫη
}
= o(N−1). (A.17)
The steps to show that θ◦
p∗→ θ0 from this point on are identical to those in Theorem 1.
Having established the consistency of the infeasible estimator θ◦, we now consider the
difference supθi∈Θ |∆∗Ni(θi, λT )−∆◦Ni(θi, λT )|, where
∆∗Ni(θi, λT ) = M
∗
Ni(θi;λT )−M∗Ni(θˆi;λT )
=
1
T
T∑
t=1
(
ρτ (y
∗
it − x′itβ − αi)− ρτ (y∗it − x′itβˆ − αˆi)
)
+
λT
T
(ρτ (αi)− ρτ (αˆi)).
For each θi, after simple substitutions, we obtain:
sup
θi∈Θ
|∆∗Ni(θi, λT )−∆◦Ni(θi, λT )| =
∣∣∣∣∣ 1T
T∑
t=1
(
ρτ
(
wit|uˆit| − x′it(β − βˆ)− (αi − αˆi)
)
− ρτ (wit|uit| − x′it(β − β0)− (αi − αi0))
− (ρτ (wit|uˆit|)− ρτ (wit|uit|))
)
+
λT
T
(ρτ (αˆi)− ρτ (αi0))
∣∣∣∣∣
≤ M
(
1 +
2
T
T∑
t=1
|wit|
)∥∥∥βˆ − β0∥∥∥+
(
1 +
λT
T
+
2
T
T∑
t=1
|wit|
)
|αˆi − αi0| (A.18)
Using the consistency of θˆi for all i and as long as λT/T = Op(1), the average of these
differences over i is op∗(1) as N, T →∞. Because the ∆∗Ni −∆◦Ni is bounded for each i, the
collection is uniformly integrable, so that also
sup
θi∈Θ
|∆∗Ni(θi, λT )− E∗ [∆∗Ni(θi, λT )]− {∆◦Ni(θi, λT )− E∗ [∆◦Ni(θi, λT )]}| = o∗p(1)
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as N, T → ∞. Finally, replacing the ∆◦ terms with ∆∗ terms in (A.16) and (A.17) and
approximating the inequalities with ∆◦ terms implies that θ∗
p∗→ θ◦. Therefore, the wild
residual bootstrap estimator θ∗ is consistent because, as demonstrated above, θ◦
p∗→ θ0.
The weak convergence of the estimator is demonstrated as follows. First, define the ith
contribution to the scores for M∗NT with respect to β and αi,
H
(α)∗
Ni (θi) =
1
T
T∑
t=1
ψτ (wit|uˆit| − x′it(β − βˆ)− (αi − αˆi)) +
λT
T
ψτ (αi)
and
H
(β)∗
Ni (θi) =
1
T
T∑
t=1
xitψτ (wit|uˆit| − x′it(β − βˆ)− (αi − αˆi)).
Since max1≤i≤N |H(α)∗Ni (θ∗i )| = O(T−1), we have
O(T−1) = H
(α)∗
Ni (θˆi) +
(
H
(α)∗
Ni (θ
∗
i )−H(α)∗Ni (θˆi)− E∗
[
H
(α)∗
Ni (θ
∗
i )−H(α)∗Ni (θˆi)
])
+ E∗
[
H
(α)∗
Ni (θ
∗
i )−H(α)∗Ni (θˆi)
]
(A.19)
Next, note that H
(α)∗
Ni (θ
∗
i )−H(α)∗Ni (θˆi) is conditionally asymptotically equicontinuous. This
can be checked by verifying a condition analogous to the one in Theorem 2. Let X ′it∆ =
x′it(βˆ−β0) + (αˆi−αi0) and X ′itδ = x′it(β∗− βˆ) + (α∗i − αˆi) and write uˆit = uit+X ′it∆. For
ξ = (∆, δ) define the functions gξ(w, u,X) = I(w|u+X ′∆|−X ′δ < 0)−I(w|u+X ′∆| < 0).
It suffices to show that with δ∗N = maxi |α∗i − αˆi| + ‖β∗ − βˆ‖ and d∗NT = | log δ∗N |/T ∨√
δ∗N | log δ∗N |/T ,
max
i
E∗
[
sup
‖ξ‖≤δ∗
N
∣∣∣∣∣
T∑
t=1
(gξ(Zit)− E∗ [gξ(Zit)])
∣∣∣∣∣
]
= OP ∗(d
∗
NTT ), (A.20)
where Zit = (wit, uit,Xit). The class of functions gξ−E∗ [gξ] satisfies all the same conditions
as the class introduced in Step 2 of Kato, Galvao, and Montes-Rojas (2012), conditional on
the data. One property that does not follow the same logical steps in the conventional case
is
E∗
[
1
T
∑
t
(gξ(Zit))
2
]
= E∗
[
1
T
∑
t
I(|wit||uit +X ′it∆| < |X ′itδ|
]
= EW
[
Fi(−X ′it∆+ |X ′itδ|/|wit||Xit)
− Fi(−X ′it∆− |X ′itδ|/|wit||Xit)
]
+Op(T
−1)
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and letting c = min{c1, c2}, where c1, c2 were used in Assumption A2,
≤ EW [Fi(−X ′it∆+ |X ′itδ|/c|Xit)− Fi(−X ′it∆− |X ′itδ|/c|Xit)] +Op(T−1)
≤ K(M‖β∗ − βˆ‖+ |α∗i − αˆi|).
Then this class of functions can be used in Proposition B.1 of Kato, Galvao, and Montes-Rojas
(2012), conditional on the data, to show that that (A.20) holds.
Lemma 3 and θ∗i
p∗→ θˆi imply that for all 1 ≤ i ≤ N ,
E∗
[
H
(α)∗
Ni (θ
∗
i )−H(α)∗Ni (θˆi)
]
= − 1
T
T∑
t=1
fi(0|xit)
(
x′it(β
∗ − βˆ) + (α∗i − αˆi)
)
+
λT
T
(ψτ (α
∗
i )−ψτ (αˆi))
+OP ∗
(
(α∗i − αˆi)2 ∨ ‖β∗ − βˆ‖2
)
+Op
(
(αˆi − αi0)2 ∨ ‖βˆ − β0‖2
)
.
Let ϕ¯i =
1
T
∑
t fi(0|xit) and E¯i = 1T
∑
t fi(0|xit)xit. Rewrite (A.19) as
α∗i − αˆi = −ϕ¯−1i E¯′i(β∗ − βˆ) + ϕ¯−1i H(α)∗Ni (θˆi) +
λT
T
ϕ¯−1i (ψτ (α
∗
i )− ψτ (αˆi))
+ ϕ¯−1i
(
H
(α)∗
Ni (θ
∗
i )−H(α)∗Ni (θˆi)− E∗
[
H
(α)∗
Ni (θ
∗
i )−H(α)∗Ni (θˆi)
])
+OP ∗
(
T−1 ∨ (α∗i − αˆi)2 ∨ ‖β∗ − βˆ‖2
)
+Op
(
(αˆi − αi0)2 ∨ ‖βˆ − β0‖2
)
. (A.21)
The second remainder term in the above display does not contain a T−1 term because we
already know the rates of convergence for αˆi and βˆ are slower.
Similarly, max1≤i≤N |H(β)∗Ni (θ∗i )| = O(T−1) and
O(T−1) = H
(β)∗
Ni (θˆi) +
(
H
(β)∗
Ni (θ
∗
i )−H(β)∗Ni (θˆi)− E∗
[
H
(β)∗
Ni (θ
∗
i )−H(β)∗Ni (θˆi)
])
+ E∗
[
H
(β)∗
Ni (θ
∗
i )−H(β)∗Ni (θˆi)
]
. (A.22)
Defining J¯i =
1
T
∑
t fi(0|xit)xitx′it, Lemma 3 can be used again to calculate the estimate
E∗
[
H
(β)∗
Ni (θ
∗
i )−H(β)∗Ni (θˆi)
]
= −J¯i(β∗ − βˆ)− E¯i(α∗i − αˆi)
+ op∗
(
‖β∗ − βˆ‖
)
+ op
(
‖βˆ − β0‖
)
+OP ∗
(
max
i
(α∗i − αˆi)2
)
+Op
(
max
i
(αˆi − αi0)2
)
.
Now, analogous to the proof of asymptotic normality, define
K
(θ)∗
Ni (θi) = −ϕ¯−1i E¯iH(α)∗Ni (θi) +H(β)∗Ni (θi). (A.23)
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Then, equation (A.22) can be rewritten as
(
J¯i − ϕ¯−1i E¯iE¯′i
) (
β∗ − βˆ
)
+
λT
T
ϕ¯−1i E¯i(ψτ (α
∗
i )−ψτ (αˆi))+op∗
(
‖β∗ − βˆ‖
)
+op
(
‖βˆ − β0‖
)
= K
(θ)∗
Ni (θˆi) +
(
K
(θ)∗
Ni (θ
∗
i )−K(θ)∗Ni (θˆi)− E∗
[
K
(θ)∗
Ni (θ
∗
i )−K(θ)∗Ni (θˆi)
])
+OP ∗
(
T−1 ∨max
i
(α∗i − αˆi)2
)
+Op
(
max
i
(αˆi − αi0)2
)
. (A.24)
Define D¯N =
1
N
∑
i(J¯i − ϕ¯−1i E¯iE¯′i), rearrange and average over i to find
(β∗ − βˆ) + λT
NT
D−1N
N∑
i=1
ϕ¯−1i E¯i(ψτ (α
∗
i )− ψτ (αˆi)) + op∗
(
‖β∗ − βˆ‖
)
+ op
(
‖βˆ − β0‖
)
= D¯−1N
1
N
N∑
i=1
K
(θ)∗
Ni (θˆi) + D¯
−1
N
1
N
N∑
i=1
(
K
(θ)∗
Ni (θi)−K(θ)∗Ni (θˆi)− E∗
[
K
(θ)∗
Ni (θ
∗
i ) +K
(θ)∗
Ni (θˆi)
])
+OP ∗
(
T−1 ∨max
i
(α∗i − αˆi)2
)
+Op
(
max
i
(αˆi − αi0)2
)
. (A.25)
Similar calculations to those before imply that the second term on the right-hand side
of the above expression is oP ∗(T
−1/2), and it is already known that maxi |αˆi − αi0| =
Op((logN/T )
1/2). Given the condition λT = op(
√
T/N), we can write
‖β∗ − βˆ‖ = OP ∗
(
max
i
(α∗i − αˆi)2
)
+ oP ∗
(
T−1/2
)
+ op
(
T−1/2
)
. (A.26)
Then the preliminary rates of convergence of the coordinates of θ∗i can be established simi-
larly to the proof of asymptotic normality of θˆi. For example, using (A.21),
max
i
|α∗i − αˆi| ≤ K
{
max
i
∣∣∣∣∣ 1T
T∑
t=1
ψτ (wit|uˆit|)
∣∣∣∣∣
+max
i
(
H
(α)∗
Ni (θi)−H(α)∗Ni (θˆi)− E∗
[
H
(α)∗
Ni (θ
∗
i ) +H
(α)∗
Ni (θˆi)
])}
+ op∗(T
−1/2) + op(T
−1/2) (A.27)
with probability approaching 1. These terms can be bounded by following the calculations
similar to the asymptotic normality proof, conditional on the data, using the functions gξ(Z)
defined earlier, resulting in maxi |α∗i − αˆi| = OP ∗((logN/T )1/2). Using (A.26), this implies
‖β∗ − βˆ‖ = oP ∗((logN/T )1/2). The rest of the proof proceeds as in the proof of asymptotic
normality of θˆ, with the addition of the moment conditions on the wit and the convergence
of ϕ¯i, E¯i and J¯i to their population counterparts for all i using the law of large numbers as
N, T →∞. 
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SUPPLEMENTARY APPENDIX TO
“WILD BOOTSTRAP INFERENCE FOR PENALIZED QUANTILE
REGRESSION FOR LONGITUDINAL DATA”∗
CARLOS LAMARCHE AND THOMAS PARKER†
Appendix B. Additional Theoretical Results
Lemma 1. Under Assumptions B1-B5, if N is fixed, T →∞ and λT /
√
T → λ0 ≥ 0, the minimizer
of (2.2), γˆ, converges weakly to the minimizer of
V(γ) = −γ ′B + 1
2
γ ′D1γ + λ0
N∑
i=1
(ηisgn(αi0)I(αi0 6= 0) + |ηi|I(αi0 = 0)) ,
where B ∼ N (0,D0) and D1 is a positive definite matrix.
Proof of Lemma 1. Because N is fixed, the result immediately follows by Theorem 2 in Knight and
Fu (2000) — the random variables and matrices in the statement of the lemma are sums of limiting
quantities computed for each individual i = 1, . . . , N . 
Lemma 2. Under Assumptions A1-A3 and B1-B3,
E∗
[
1
T
T∑
t=1
∫ lit
0
(I(wit|uit| ≤ s)− I(wit|uit| ≤ 0))ds
]
=
1
T
T∑
t=1
fi(0)l
′
itlit + o(max
t
‖lit‖2) +Op(T−1),
where lit = x
′
it(β − β0) + (αi − αi0).
Proof of Lemma 2. Because I(x < s) − I(x < 0) = I(0 < x < s) − I(s < x < 0), the integral on
the left-hand side can be rewritten as
E∗
[
1
T
T∑
t=1
∫ lit
0
I(0 < wit|uit| < s)− I(s < wit|uit| < 0)ds
]
=
E∗
[
1
T
T∑
t=1
∫ 0
lit
I(s < wit|uit| < 0)dsI(lit < 0)
]
+ E∗
[
1
T
T∑
t=1
∫ lit
0
I(0 < wit|uit| < s)dsI(lit > 0)
]
.
(B.1)
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ness & Economics, Lexington, KY 40506. Email: clamarche@uky.edu. Thomas Parker: Department of
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We obtain an expression for the final term, since the computations for both terms on the right-
hand side are the same. Recall that by Conditions A1-A3 and Assumption B1, uit ∼ Fi with
density fi, wit ∼ GW and wit is independent of the observations. Then
E∗
[
1
T
T∑
t=1
∫ lit
0
I(0 < wit|uit| < s)dsI(lit > 0)
]
= EW
[
1
T
T∑
t=1
∫ lit
0
P {0 < wit|uit| < s|wit,xit}dsI(wit > 0)
]
+Op(T
−1)
= EW
[
1
T
T∑
t=1
∫ lit
0
P {−s/wit < uit < s/wit|wit,xit}dsI(wit > 0)
]
+Op(T
−1)
= EW
[
1
T
T∑
t=1
∫ lit
0
Fi(s/wit|xi1)− Fi(−s/wit|xi1)dsI(wit > 0)
]
+Op(T
−1).
Using a Taylor expansion, this last expression is equal to
EW
[
1
T
T∑
t=1
∫ lit
0
(2fi(0)s/wit + o(s/wit))dsI(wit > 0)
]
+Op(T
−1)
= EW
[
1
T
T∑
t=1
(fi(0)l
′
itlitw
−1
it + o(maxt
‖lit‖2))I(wit > 0)
]
+Op(T
−1)
= EW
[
1
T
T∑
t=1
w−1it I(wit > 0)
]
fi(0)l
′
itlit + o(maxt
‖lit‖2) +Op(T−1)
=
1
2T
T∑
t=1
fi(0)l
′
itlit + o(maxt
‖lit‖2) +Op(T−1).
Combining calculations from both terms on the right-hand side of (B.1) implies the result in the
statement of the lemma. 
Lemma 3. Let U ∼ F (·) = F (·|X) for X ∈ R(p+1) with conditional density f , W ∼ GW be
independent of (U,X) and ∆, δ ∈ R(p+1). Under Assumptions A1-A3 and B1-B3, with E∗ [·]
denoting expectation of U,W given X,
E∗
[
ψτ (W |U +X ′∆| −X ′δ)− ψτ (W |U +X ′∆|)
]
= −f(0)X ′δ +O(‖∆‖2) +O(‖δ‖2)
conditional on X.
Proof. Use ψτ (u− s)− ψτ (u) = I(s < u < 0)I(s < 0)− I(0 < u < s)I(s ≥ 0) to write
ψτ (W |U +X ′∆| −X ′δ) − ψτ (W |U +X ′∆|)
= I(X ′δ < W |U +X ′∆| < 0)I(X ′δ < 0)− I(0 < W |U +X ′∆| <X ′δ)I(X ′δ ≥ 0).
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We focus on calculating the expected value of first term because the second term involves analogous
computations. We have, using Assumption A2,
E∗
[
I(−X ′∆−X ′δ/W < U < −X ′∆+X ′δ/W )I(W < 0)] I(X ′δ < 0)
=
∫ 0
−∞
(
F (−X ′∆+X ′δ/w) − F (−X ′∆−X ′δ/w)) dGW (w)I(X ′δ < 0).
Expanding the first term inside this integral around (∆, δ) = 0, we have, for any X, w,
F (−X ′∆+X ′δ/w) = F (0) − f(0)X ′∆+ f(0)X ′δ/w + (f(u¯)− f(0))(−X ′∆+X ′δ/w),
where u¯ is between −X ′∆+X ′δ/w and 0. Then, using the Lipschitz condition implied by Assump-
tion B1, the last difference is, conditional on X, O(‖X‖‖∆‖ + ‖X/w‖‖δ‖) = O(‖∆‖) + O(‖δ‖)
using the bounded supports of X and w. Combining this with similar computations for the second
term in the integral we find∫ 0
−∞
1
w
dGW (x)× 2f(0)X ′δ +O(‖∆‖2) +O(‖δ‖2). (B.2)
The result follows from the condition put on GW in Assumption A3. 
Lemma 4. Write the covariates (Xi, xi) ∈ Rp as the i-th row of the design matrix for i = 1, . . . n.
(1) Suppose that (aˆ, bˆ) minimizes
n∑
i=1
ρτ (yi −X ′ia− bxi) + λ(‖a‖1 + |b|). (B.3)
Then letting x denote the p-th column of the design matrix,
max{τ, 1− τ}‖x‖1 < λ ⇒ bˆ = 0.
(2) Suppose that (aˆ, bˆ) minimizes
n∑
i=1
ρτ (yi −X ′ia− bxi) + λ(‖a‖τ + ρτ (b)), (B.4)
where ‖a‖τ =
∑
k ρτ (ak). Then letting x denote the p-th column of the design matrix,
max
{
τ
1− τ ,
1− τ
τ
}
‖x‖1 < λ ⇒ bˆ = 0.
Lemma 4 implies a natural upper bound for λ. If we consider the αi as parameters associated
with indicator functions for individual i in the design matrix, then the column associated with each
i has L1 norm equal to T . Thus, when using a Lasso-type penalty we set λU equal to those bounds
in the text, because otherwise all the individual effects would be set to zero.
Proof of Lemma 4. For the first part, note that if
min
a,b
(∑
i
ρτ (yi −X ′ia− bxi) + λ(‖a‖1 + |b|)
)
−min
a
(∑
i
ρτ (yi −X ′ia) + λ‖a‖1
)
> 0,
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then it is optimal to set bˆ = 0. Note that (using the definition of (aˆ, bˆ))
min
a,b
(∑
i
ρτ (yi −X ′ia− bxi) + λ(‖a‖1 + |b|)
)
−min
a
(∑
i
ρτ (yi −X ′ia) + λ‖a‖1
)
≥
∑
i
ρτ (yi −X ′iaˆ− bˆxi) + λ(‖aˆ‖1 + |bˆ|)−
∑
i
ρτ (yi −X ′iaˆ)− λ‖aˆ‖1
=
∑
i
(
ρτ (yi −X ′iaˆ− bˆxi)− ρτ (yi −X ′iaˆ)
)
+ λ|bˆ|.
Therefore if ∑
i
(
ρτ (yi −X ′iaˆ)− ρτ (yi −X ′iaˆ− bˆxi)
)
< λ|bˆ|,
then bˆ 6= 0 is not optimal. Applying the reverse triangle inequality (see Lemma 5) to the left-hand
side of the above expression, we have∑
i
(
ρτ (yi −X ′iaˆ)− ρτ (yi −X ′iaˆ− bˆxi)
)
≤ max{τ, 1− τ}
∑
i
|bˆxi|
≤ max{τ, 1− τ}|bˆ|‖x‖1.
Therefore for any b 6= 0, the condition
max{τ, 1 − τ}|b|‖x‖1 < λ|b| ⇔ max{τ, 1 − τ}‖x‖1 < λ
implies that that b is not an optimizer of the objective function.
The beginning of the second part is almost identical to the first, and that argument implies that
if ∑
i
(
ρτ (yi −X ′iaˆ)− ρτ (yi −X ′iaˆ− bˆxi)
)
< λρτ (bˆ),
then bˆ 6= 0 is not optimal. Applying the reverse triangle inequality (see Lemma 5) to the left-hand
side of the above expression, we have∑
i
(
ρτ (yi −X ′iaˆ)− ρτ (yi −X ′iaˆ− bˆxi)
)
≤ max{τ, 1− τ}
∑
i
|bˆxi|
≤ max{τ, 1− τ}|bˆ|‖x‖1.
Consider the cases bˆ < 0 and bˆ ≥ 0 in turn. If b < 0, then it is not optimal if
τ ∨ (1− τ)(−b)‖x‖1 < λ(−b)(1− τ)
⇔ τ ∨ (1− τ)
1− τ (−b)‖x‖1 < λ.
Similarly, if b > 0, then it is not optimal when
τ ∨ (1− τ)b‖x‖1 < λbτ
⇔ τ ∨ (1− τ)
τ
‖x‖1 < λ.
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Putting these two conditions together results in the sufficient condition in the statement of the
theorem. 
The following lemma shows that the check function satisfies a triangle inequality, and a sort of
reverse triangle inequality.
Lemma 5. Let ρτ (u) = u(τ − I(u < 0)) for τ ∈ (0, 1) and u ∈ R. Then
(1) ρτ (u+ v) ≤ ρτ (u) + ρτ (v)
(2) |ρτ (u)− ρτ (v)| ≤ max{τ, 1− τ}|u− v| ≤ |u− v|.
Proof of Lemma 5. It can be verified that ρτ (u) = max{(τ −1)u, τu}. This implies both (τ −1)u ≤
ρτ (u) and τu ≤ ρτ (u). Therefore τ(u + v) = τu + τv ≤ ρτ (u) + ρτ (v) and (τ − 1)(u + v) =
(τ − 1)u + (τ − 1)v ≤ ρτ (u) + ρτ (v), which together imply
ρτ (u+ v) = max{(τ − 1)(u+ v), τ(u + v)} ≤ ρτ (u) + ρτ (v).
Next, this inequality implies ρτ (u) ≤ ρτ (u− v) + ρτ (v) and ρτ (v) ≤ ρτ (v − u) + ρτ (u). Then
ρτ (u)− ρτ (v) ≤ ρτ (u− v) = max{(τ − 1)(u− v), τ(u − v)} ≤ max{τ, 1 − τ}|u− v|
and similarly, ρτ (v)− ρτ (u) ≤ max{τ, 1− τ}|u− v|. This implies the result. 
Lemma 6 (Computational property of the penalized panel data estimator). Suppose the estimator
θˆ = (βˆ′, αˆ′)′ minimizes the objective function
N∑
i=1
T∑
t=1
ρτ (yit − x′itβ − αi) + λ
N∑
i=1
ρτ (αi).
Then
T∑
t=1
xitψτ (yit − x′itβˆ − αˆi) = O
(
max
{
max
i,t
‖xit‖, λ
})
.
Proof of Lemma 6. For i = 1, . . . N , write yi ∈ RT , Xi ∈ RT×p and Zi = [0T×(i−1),1T ,0T×N−i],
and define
y˜ =


y1
...
yn
0N


(NT+N)×1
, X˜ =


X1 Z1
...
...
Xn Zn
0N×p −λ× IN


(NT+N)×(N+p)
.
Then the computational property of usual quantile regression estimators (that is, the near-orthogonality
of the covariates and {ψτ (uˆit)} terms) applies to this augmented problem. For k = 1, . . . (NT +N),
let u˜k be residuals, X˜k be rows of X˜ and a˜k be the regression rankscores for this problem. Then
using equation 3.10 of Gutenbrunner and Jurecˇkova´ (1992), we have For any i, we have
NT+N∑
k=1
X˜kψτ (u˜k) =
∑
k∈h˜
a˜kX˜k,
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where h˜ collects observations that are fit exactly in the augmented problem. For this problem
|h˜| ≤ N + p, so ∑
k∈h˜
a˜kX˜k ≤ max
k
‖X˜k‖(N + p).
Then for any i ∈ {1, . . . N},
T∑
t=1
xitψτ (yit − x′itβˆ − αˆi) = O
(
T
NT +N
NT+N∑
k=1
X˜kψτ (u˜k)
)
= O
(
max
k
‖X˜k‖T (N + p)
NT +N
)
= O
(
max
k
‖X˜k‖ T
T + 1
N
N + p
)
.
Rewrite the X˜k terms using xit and λ to obtain the statement of the lemma. 
