Maximal frequent itemsets (MFI) 
Introduction
Mining frequent itemsets in large datasets is an important problem since it enables essential data mining tasks such as discovering association rules, data correlations, sequential patterns, etc.
Let I be a set of items and D be a set of transactions, where a transaction is an itemset. The support of an itemset is the number of transactions containing the itemset. An itemset is frequent if its support is at least a user specified minimum support value, minSup. Let FI denote the set of all frequent itemsets. An itemset is closed if there is no superset that has the same support. Let FCI be the set of all frequent closed itemsets. A frequent itemset is called maximal if it is not a subset of any other frequent itemset. We denote MFI as the set of all maximal frequent itemsets. Any maximal frequent itemset X is a frequent closed itemset since no nontrivial superset o f X is frequent. Thus we have MFIcFCILFI.
There are three different approaches for generating FI. First, the candidate set generate-and-test approach [I,] 1, 14, 8, 12, 7] : most previous algorithms belong to this group. The basic idea is to generate and then test the candidate set. This process is repeated in a bottom up fashion until no candidate set can be formed. Second, the sampling approach [7] : it selects samples of a dataset to form the candidate set. The candidate set is tested in the entire dataset to identify frequent itemsets. Sampling reduces computation complexity but yelds incomplete result. Third, data transformation approach [6, 16, 17] : it transforms a dataset for efficient mining. For example, the FP-tree [6] builds up a compressed data representation called FP-tree from a dataset and then mines FI directly from the FP-tree. Another example is the pattern decomposition algorithm (PDA) [16, 17] which decomposes transactions and shrinks the dataset in each pass.
When the frequent patterns are long, mining FI is infeasible because of the exponential number of frequent patterns. Thus, algorithms mining FCI [9, 15, 10] are proposed since FCI is enough to generate association rules. However, FCI could also be as large as the FI. As a result, researchers now turn to find MFI. Given the set of MFI, it is easy to analyze many interesting properties of the dataset, such as the longest pattern, the overlap of the MFI, etc. Moreover, we can focus on part of the MFI via supervised data mining. The current MFI mining uses depth first search with dynamic reordering as in DepthProject[Z], Mafia[l], and GenMax [5] . Those methods are significantly faster than previous approaches. However, they do not use the information from previous steps for exploring next nodes and requires the traverse of a larger search space than necessary. As shown in Figure 1 , the dynamic reordering technique creates a set of sub nodes B,-B. before exploring B,. In contrast, SmartMiner takes full advantage of the information from previous steps and explores B, before selecting the node B'.
Using tail information has many benefits: it does not require superset checking, reduces the computation for counting support, and yields a small search tree.
In this paper, we first discussed the limitations of current MFI algorithm, then introduced the partition and pruning properties used in the SmartMiner. The SmartMiner strategy and implementation are then presented. Finally, the experimental performance comparison of SmartMiner with Mafia and GenMax are included.
Related works
We first introduce an enumeration tree for an itemset 1.
Assume there is a total ordering over I which can be used to enumerate the search space. Each node has a head and a tail representing a state. The head is a candidate while the tail contains items to form new heads. For example, Figure 2 shows a complete enumeration tree over five items abcde with the ordering a.b,c.d.e. Each node is written as head:tail. For an item ai in the tail of a node X;Y, a sub-node is created with Xai as its head and the items after ai in Y as its tail. For instance, the head of :abcde is empty and its tail is abcde. The problem of mining frequent itemsets is to find a cut through this lattice such that all itemsets above the cut are frequent, and those helow the cut are infrequent (see Figure 2 ) [14] .
Using the enumeration tree as shown in Figure 2 , we can describe recent approaches to the problem of mining MFI. MaxMiner [3] uses a breadth-first search and performs look-ahead pruning which prunes a whole tree if the head and tail together is frequent. MaxMiner also first uses dynamic reordering which reorder the tail items in the increasing order of their supports. In general, however, superset pruning works better with a depth-first approach [2] since many long frequent itemsets may already have been discovered. But MaxMiner uses a breadth-first approach to limit the number of passes over the database.
Since large main memory size is available in Gigabytes, current MFI mining uses depth first search to improve performance to find long patterns.
DepthProject[Z] uses depth first search on a lexicographic tree of itemsets to find MFI, and projects transactions database on the current node to speed up the counting for support. Depthproject also uses look-ahead pruning and dynamic reordering.
With dynamic reordering, infrequent i t e m at the current node can be deleted from the tail so that the size of the search space can be greatly reduced.
Mafia [4] proposes parent equivalence pruning (PEP) and differentiates superset pruning into two classes FHUT and HUTMFI. For a given node X:aY, the idea of PEP is that if sup(Xj=sup(Xaj, i.e., every transaction containing X also contains the item a, then the node can simply he replaced by Xa:Y. The FHUT is to use the leftmost tree to prune its sister; if the entire tree with root XatY is frequent, then we do not need to explore the sisters of the node Xa:Y. The HUTMFI is to use the known MFI set to prune a node. That is if an itemset o f X a Y is subsumed by some itemset in the MFI set, the node Xa:Y can be pruned. Mafia also uses dynamic reordering. The results show that PEP has the largest effect of the above pruning methods (PEP, FHUT, and HUTMFI) and dynamically reordering also has significant savings in computation.
Both Depthproject and Mafia mine a superset of the MFI, and require a post-pruning to eliminate non-maximal patterns [SI. GenMax [5] integrates pruning with mining and returns the exact. First, just like the transaction database is projected on the current node, the known MFI can also be projected on the node and thus yields fast superset checking.
Second, GenMax uses Diffset propagation to perform fast frequency computation. Experimental results show that GenMax has comparable performance with Mafia.
Limitations of previous approaches
The algorithms discussed above do not take full advantage of previous searching. Let us use Mafia as an example to illustrate that limitations exist in previous approaches. For the example in Figure 2 , Mafia will generate a search tree as in Figure 3 , assuming that frequent itemsets have different support and the nodes are already'sorted in the order of increasing support. In the figure, the shaded nodes will be removed by superset pruning. The node abcde: in the dotted box is not in the search. The nodes with crossing lines are tested and found to be infrequent. Let a be an item, then &is an itemset by adding a to X. Notice that removing non-maximal itemsets from tail information does not decrease its value. Therefore, a nonmaximal itemset in the information set can he deleted.
Evaluating Tail Information

The SmartMiner 3.1 Information guided depth-first search
Since the tail of a node contains many infrequent items, pure depth-first search is inefficient. Hence, current approache uses dynamic reordering to prune away infrequent items from the tail of a node before exploring its sub nodes. The time sequence at node N, in Figure 5 is SmartMiner uses tail information to guide the depthfirst search which is different from dynamic reordering depth-first strategies (DFS). First, SmartMiner defers creating a node untill its preceding nodes are visited, while DFS creates nodes for each item in the tail of a node in the increasing order of their supports. DFS creates as many sub trees as the number of frequent items in the tail. Second, SmartMiner uses a heuristic select function with consideration of the tail information and the frequency about each item (see section 4.3). Using this heuristic, SmartMiner creates far fewer sub trees than dynamic reordering.
Finally, by passing tail information, SmartMiner does not require the time for superset checking that is required for DFS.
An example
We now use an example to illustrate how SmartMiner finds the same MFI for the example in Figure 3 . As shown in Figure 6 
Implementation of SmartMiner 4.1 Object model design
Our data mining system is implemented in Java rather than C++ because Java has better portability. Figure 8 shows the three classes in our system whose data types are specified using Java language. The class VDatu is the vertical data model for a transaction dataset. It loads data from a given fileNume and builds up a BitSet for each frequent item. The Tlnf class manages the tail information for a given node. The Miner class uses the proposed tail information based on depth-first search to recursively discover all MFI. An instance of Miner has exactly one object of VData and will dynamically create one object of Tlnffor a node when the mining starts. More details are given in the following sections. Note that when calculating support of an item in a base, the VData needs to test as many bits as the size of the base. It is slower than the Bitmap model where supports can be calculated a byte (8 bits) at a time. Our VData model is also slower than the difset model of GenMax[] .
However, the VData keeps only one copy of data and thus needs less memory than the other two models. In other words, both Mafia and GenMax need to build up new datasets for the mining of sub nodes. Moreover, the VData is easy to implement and is fair to use as a common data model to compare different search strategies of SmartMiner, MaJk, and CenMax.
Tail information class: TInf
For a given node, an instance of the Tinf class is created to manage the tail information. The ginf is passed from its parent node and the mfi is the local maximal frequent itemsets for the node. The itemsets to be explored is stored in the tail whose information is stored in the hash table inf. The pep is the set of items occumng in every transaction of the node.
The constructor method accepts ginf, pep, and rail to create a new instance. The public methods Addlnfo and AddMfilnf calculate relevant information of the newinj and the mfil on tail respectively and then hash them into the hash table infs. The method Doltem separates the members in the inf into two groups: one mentions the item; another does not. The first group will he removed from the hash table and returned as a vector after dropping the item from every itemset. The second group remains in the table. The method also removes the item from the tail. For every item in the tail, the private method maxLen is to find the maximal length of itemsets in inf that contains the item. Note that, in our experiment, we use a simplified marLen that returns an array of value either 0 or the maximal length. More specifically, the maxLen first finds the longest itemset V in the infs and then set the lengths of items in V t o Iy and the lengths of others to 0. 
Data mining class: Miner
The Miner class has two attributes and five methods as shown in Figure 8 . The vData stores transaction data in vertical format. The mfi is a vector of maximal frequent itemsets. The main reads filename and minSup from command line and calls Miner, mining, and output sequentially. The Miner initializes vData and the output stores the mfi into a file. The mining method is to mine the vData. Now we present the information guided depth first algorithm which returns local MFI as in Figure 10 . The parameter base is the transaction set for the node head.
The globe information ginf will he updated upon return.
Line I calls vData.calSup to get the pep and an updated tails sorted in the increasing order of supports. Line 2 creates an instance of the Information class for this node. We compare SmartMiner with Mafia and GenMax. All of them are implemented in Java JDK1.3. For fair comparison, the three methods use the same vertical data model VData. As we discussed before, there are many ways to implement the vertical data model. In this paper, our purpose is to study the efficiency of different search strategies. We choose VData because it takes less memory and is easy to implement. The experiment was done on a lGhr Celeron with 512 MB of memory.
Experimental Results
A detailed comparison of SmartMiner with Mafia and GenMax was conducted on two datasets: Connect-4 and Mushroom. figure, we noticed that Genmax generates 10 times more nodes than SmartMiner and also much more than Mafia. This indicates that the static ordering in GenMax is not as efficient as the dynamic reordering used by both SmartMiner and Mafia. Moreover, we noticed that SmartMiner generates less nodes than Mafia, which is due to the heuristic select function used the SmarMiner. Minimum Support (%) Figure 13 : the # of counting on Mushroom. Figure 13 compares the number of support counti.ng which shows the number of times that the private method calSup(int[] base, short item) in VData is called. As shown in Figure 13 , Genmax calls the calSup methods significantly more than both SmartMiner and Mafia.
Further, SmartMiner needs less number of support counting than Mafia.
Since GenMax introduces a fast superset checking algorithm, the performance gain of dynamic reordering of Mafia is mitigated by the increasing time for superset checking when the set of MFI becomes large. This is the reason we see in Figure 10 and Figure 13 that Mafia is better than Genmax when minimal support is high and the reverse when minimal support is low. 
Conclusion
In this paper, we propose the SmartMiner algorithm to find exact maximal frequent itemsets for large datasets. The SmartMiner algorithm is able to take advantage of the information gathered from previous steps to search for MFI. First, it gathers global and local tail information and uses an heuristic select function to reduce the search tree. Second, the passing oftail information eliminates the need of known MFllfor supersel checking. Smartminer does not require superset checking which can be very expensive. Finally, SmartMiner also reduces the number of support counting for determining the frequency of tail items and thus greatly saves counting time. Our experiments reveal that the SmartMiner algorithm yields an order of magnitude improvement over Mafia and GenMax in generating the MFI on the two datasets.
