Abstract. Necessary and sufficient conditions are given for uniform convergence of probability distribution functions.
Weak convergence is the standard mode of convergence used for probability distribution functions. This is due partly to the Levy continuity theorem, which connects the weak convergence of distributions to the pointwise convergence of their characteristic functions. Nevertheless, there are advantages in knowing distributions converge uniformly.
In this paper we clarify the relation between weak and uniform convergence and show that uniform convergence can also be characterized in terms of a mode of convergence of characteristic functions.
Let Fn and F denote right continuous probability distribution functions, pn and p the corresponding measures, and <bn and <f> the corresponding characteristic functions. Levy's continuity theorem states that weak convergence of probability distribution functions Fn to F is equivalent to pointwise convergence of their characteristic functions <i>" to </>. In order to characterize uniform convergence of probability distribution functions in terms of the convergence of characteristic functions we introduce a norm on those functions / such that lim7._0O(l/27')/_^.|/(i) |2 dt exists.
This limit is denoted II / II2. 
