Abstract. Based on the theory of non-negative super martingales, convergence results are proven for adaptive (1, λ) − ES (i.e. with Gaussian mutations), and geometrical convergence rates are derived. In the d-dimensional case (d > 1), the algorithm studied here uses a different step-size update in each direction. However, the critical value for the step-size, and the resulting convergence rate do not depend on the dimension. Those results are discussed with respect to previous works. Rigorous numerical investigations on some 1-dimensional functions validate the theoretical results. Trends for future research are indicated.
Introduction
Since their invention in the mid-sixties (see the seminal books by Rechenberg [7] and Schwefel [10] ), Evolution Strategies have been thoroughly studied from the theoretical point of view.
Early studies on two very particular functions (the sphere and the corridor) have concerned the progress rate of the (1 + 1) − ES, and have lead, by extrapolation to any function, to the famous one-fifth rule. The huge body of work by Beyer, including many articles, and somehow summarized in his book [3] , has pursued along similar lines, studying more general algorithm, from the full (µ + , λ)−ES to the (µ/µ, λ)−ES with recombination and the (1, λ)−σ−SA−ES with self-adaptation. However, though giving important insights about the way ES actually work, the study of local progress measures, such as the progress rate, does not lead to global convergence results of the algorithm.
Some global convergence results, together with the associated (geometrical) convergence rates have been obtained for convex functions [8, 13] , and for a class of function slightly more general than quadratic functions, the so-called (Q − K) − strongly convex functions [9] . These latter results deal with the socalled adaptive version of evolution strategies, in which the step-size is computed at each iteration according to some measures on the current population (the terminology used here is taken from [6] ) -namely the norm of the gradient of the fitness function.
Note that the results in [13] have been criticized in [4] , in which an analytical approach is provided in the case of the sphere function when the step-size is the norm of the parent itself. In that case, the strong law of large number gives an almost sure convergence.
The state-of-the-art in practical ES, however, recommends using self-adaptive ES, in which the step-size is adjusted by the evolution itself at the individual level. Whereas of course the results by Beyer on the (1, λ) − σ − SA − ES do address self-adaptive ES [3] , only recently some global convergence results regarding self-adaptive ES-like algorithms were published [5, 11] . However, the algorithms studied in those works do not consider the standard normal mutation, but rather use a simplified mutation operator: only a finite number of variation of the step-size are allowed in [5] , while [11] considers a uniform mutation. Moreover, these papers only consider the simple and symmetrical function f (x) = |x|. Finally, [5] does not give any estimation of the convergence rate, and the proof in [11] relies on a numerical estimate of some inequalitythough this might probably be improved in the near future. An important point about these latter two results is that they use the theory of super-martingales [12] , a somewhat more sophisticated technique than all previously cited works (with the remarkable exception of [8] ).
The same super martingale technique will be used in this paper, to analyze some adaptive ES with Gaussian mutation, in which the step-size is adapted either using the distance to the global optimum or using gradient information about the fitness function, but in a different way than in [13, 9] . Moreover, the speed of convergence will also be studied: as in previous relevant work, some geometrical upper-bounds will be derived, and their sharpness will be tested through numerical experiments.
The paper is organized as follows. Next section formally describes the adaptive ES under study. We configure ES with an adaptivity that evolves more deterministically than in standard self adaptive ES (see formula (1) below). Section 3 gives the convergence results and the main ideas of the proofs (due to size limitation, the complete proofs cannot be given here, see [2] for all the details). First, the one-dimensional case is thoroughly studied: in the case of the sphere function analytical results are obtained for the sphere function, before two different ways of adapting the step-size are studied in turn for a more general class of functions. It is indeed to be noted that our proofs and techniques are not restricted to the specific cases we deal with here. Next, the optimality of the critical value of the step size and convergence rate obtained is proved for the sphere function. The case of larger dimension is finally presented. The originality is that we derive estimates of the convergence rate that do not depend on the dimension. This is done on a specific algorithm where the step-size is adapted independently in each dimension.
In section 4, our results are thoroughly discussed, in the light of previous works on adaptive algorithm (already cited in the Introduction). Section 5 next gives experimental evidences (in one dimension only) that demonstrate the validity of the critical value of the step size and of the convergence rate, for more general functions (such as functions that are neither symmetric (w.r.t. their minimum) nor convex). The article closes with some discussion and trends for future work.
Notations and Algorithm
For the sake of simplicity, the results will first be presented in dimension 1. The case of higher dimensions will be introduced in section 3.4. Let f be a real-valued function defined on R to be minimized. The general adaptive (1, λ)-Evolution Strategy algorithm we will consider henceforth is of the form:
where X n is the random variable modeling the parent at the generation n,
.. ,λ are independent standard normal random variables, H(x) is realvalued function (for conciseness, only two cases will be considered in the following:
* | can be treated by the same technique, see [1] )), and σ is a positive real parameter, often referred to as the step-size (or normalized step-size e.g. in [10, 3] , in the case where H(x) = |x|).
This paper is concerned with studying the behavior of algorithm (1), or, more precisely, with addressing the issue of the range of values for σ for which the algorithm converges 1 . Moreover, whenever convergence takes place, bounds for the convergence rate will also be sought. Section 3 gives answers to both questions, first for the sphere function (section 3.1), as exact convergence rates can be easily computed, and then for twice continuously differentiable functions with particular properties in the case H(x) = |x| (section 3.2) and H(x) = |f (x)| (section 3.3).
Convergence Results the (1, λ)-ES

The Sphere Function -Again
The sphere function (f (X) = |X| 2 ) has always been the preferred test function of authors studying the theory of Evolution Strategies [7, 10, 8, 3, 4, 5, 11] . Indeed, when f is the sphere function, many things get simpler, and most quantities of interest can be computed analytically. For instance, it is clear that both cases H(x) = |x| and H(x) = |f (x)| behave identically (up to a factor 2). But another important simplification concerns the algorithm itself: Lemma 1. For the sphere function, the random variable X n defined by (1) with
where Y (λ), the random variable defined by
does not depend on σ.
A detailed proof, with the exact distribution of Y (λ) can be found in [4] .
The following theorem is an immediate consequence of Lemma 1:
For the sphere function, the random variable X n defined by (1) 
Hence, the algorithm converges or diverges in
Remark 1. It can be proved that E(|1 + σY (λ)| p has a unique minimum w.r.t. σ, which gives the best convergence rate. This minimum σ s (λ, p) is thus defined by,
An alternative view on the progress rate. Interestingly, this result meets early studies of ES [7, 10, 3] that did look at the progress rate ϕ p , defined by:
The progress rate measures the expectation of change from one iteration of the algorithm to the next one, conditionally to the current parent X n : Note that this conditional dependency is often left implicit in the cited works. Those early works determine, for a given λ, the optimal step size σ which minimizes the progress rate. In general, this quantity depends on the current point X n and will not be very useful to study the dynamics of the algorithm.
However, in the case of the sphere function, things are different. A direct consequence of Lemma 1 is that for the sphere function with H(x) = |x|, the progress rate does not depend on the value of X n and is hence for instance equal to the value for X n = 1:
. Hence, minimizing the progress rate as in [10, 3] thus amounts to finding the value of σ such that E(|1 + σY (λ)| p ) is minimal -and this is exactly the value given by equation (6) .
Convergence almost surely. For the almost sure convergence, Lemma 1 and the strong law of large numbers gives the following result (see [4] for more details), Theorem 2. Assume that E(ln(|1 + σY (λ)|)) < ∞. Then, for the sphere function, the random variable X n defined by (1) with H(x) = |x| satisfies,
Thus the critical value σ c (λ, as) is here defined as sup{σ\E(ln(|1+σY (λ)|) < 1}.
The following two sections will prove similar results for more general functions, for each of the cases H(x) = |x| and H(x) = |f (x)|.
Convergence of the (1, λ)-ES with H(x) = |x|
The case where H(x) = |x| (or H(x) = |x − x * | for some minimizer x * of f ) is the case with constant (normalized) step-size, as defined for instance in [3] . Though this algorithm has not a practical interest because it supposes that a minimum is already known, it will allow us to develop the technique of analysis to be later applied to the more interesting case H(x) = |f (x)|.
The first step of this analysis consists in finding a value σ c such that f (X n ) is a super martingale for σ ∈]0, σ c [. The convergence of the processes f (X n ) and X n will immediately follow (see [12] ). For this purpose, we state some assumptions on f : Assumptions (H1).
(i) The function f has a unique global minimizer x * . Without loss of generality, we assume that x * = 0 and f (0) = 0, and therefore ∀x ∈ R, f(x) > 0.
Remark 2. All our proofs (see [2] ) still go through when the process X n is replaced by inf(sup(X n , −A), A) in equation (1) for some large A. Such a modification is an easy trick to render Assumptions (H1) easier to fulfill.
Remark 3. Assumption (H1) above implies that f is monotonously decreasing on R − and increasing on R + .
In the sequel, F n denotes the filtration adapted to the process f (X n ). Lemma 2. Assume λ ≤ 2. Let g be defined by
and let σ c (λ, α, M ) be the solution of Key point of the proof. The demonstration of this result relies on the following inequality, based on Taylor formula:
Convergence result. From this Lemma, the theory of non-negative super martingale [12] gives the following theorem. 
where C = 
Convergence of the (1, λ)-ES with H(x) = |f (x)|
The general outline of the demonstration in this case is the same as in the previous section: First, find a value σ c such that f (X n ) is a supermartingale for σ ∈]0, σ c [. Then, derive the convergence and the speed of convergence of f (X n ). Contrary to the previous section, unimodality is not mandatory in the present section to obtain the convergence result per se. But, some local convexity is needed to derive the convergence rate. We consider the following assumptions,
Assumption (H2).
(i) The function f is bounded from below (say by zero) and is twice continuously differentiable. (ii) There exists M finite such that, for all x, |f (x)| ≤ M.
Remark 5. Once again, using the truncation trick mentioned in Remark 2 weakens this assumption which is then satisfied for every C 2 function.
Lemma 3. Assume λ ≥ 2. Let h be defined by
and let σ c (λ, M ) be the solution of Key point of the proof. Once again, the demonstration of the above result relies on the following inequality.
Convergence result. A straightforward corollary of this Lemma is that f (X n ) converges almost surely. The following theorem then gives the convergence of f (X n ).
Theorem 5. Assume f satisfies Assumption (H2). Assume λ ≥ 2 and σ
If we moreover assume that f (X n ) is bounded then f (X n ) converges almost surely.
Remark 7.
If we moreover suppose that f is unimodal and that the only minimum is 0, then the algorithm converges globally: f (X n ) converges to 0 a.s.
Convergence speed. An additional hypothesis, somewhat connected to convexity, is now needed to estimate the convergence speed. Before we state it, we set by convention that inf R f = 0, otherwise f (x) should be replaced by f (x) − inf R f in the assumption below.
Assumption (H3). There exists
Remark 8. Example of non-trivial functions satisfying both Assumptions (H2) and (H3) will be given in the numerical experiments (see section 5). 
Results in Higher Dimensions
The algorithm defined in equation 1 must be slightly modified when going to dimension d > 1. The general form of the non-isotropic ES algorithm considered here is:
are independent standard normal random variables, and H k (x), k ∈ [1, d] are d real-valued functions. Different step-sizes are here applied to the different directions, similarly with what can be done as far as self-adaptation is concerned [10] .
Only the case of practical interest where
will be considered here. The situation is then similar to that studied in section 3.3. Assumption (H2)(ii) then becomes,
≤ M . Similar derivations allow one to prove the following equation which is the equivalent of equation (13) ,
from which derives exactly the same result than that of Lemma 3. In particular, the critical value σ c , below which convergence takes place, is again defined by equations (11) and (12) . The more remarkable fact here is that this critical value (and hence the convergence rate that comes with it) does not depend on the dimension!
Discussion
This section will discuss the results of previous section in the light of past related work from the literature. First, it should be clear that only works proposing global convergence results are relevant for comparison here, as opposed to all work studying local convergence (see section 3.1 for a link with those works).
The work whose results are most similar to the ones presented here are by far Rudolph's work, either using also super martingale [8] , or somehow simplified and based on order statistics [9] . There are however quite a few differences.
First, Rudolph's results are based on some strong convexity of function fbut it is fair to say that on the other hand, he only needs f to be differentiable once -whereas convexity is not required here for the convergence result, and, as expected, only weak convexity is necessary to obtain the geometrical converge rate. Second, whereas Rudolph chooses all offspring uniformly on some hypersphere (or radius σ), the algorithm considered here uses the "true" Gaussian mutation. A common argument is that both mutations behave similarly in high dimension. However, when it comes to theoretical results, such a consideration is of no help. Indeed, the method used by Rudolph based on order statistics [9] can also be applied with Gaussian mutation, and gives the same kind of convergence result: there exists a critical value σ c such that whenever σ lies in ]0, σ c [ the algorithm converges. Unfortunately, this constant σ c is then defined as 2
, where N λ:λ is the λ th order statistics for standard normal random variables. The problem is that this quantity is a very poor upper bound: for instance, it decreases for large values of λ, making the result almost useless.
A noticeable difference with Rudolph's algorithm in [9] lies in the case where the dimension is greater than 1: the offspring of parent X n in Rudolph's algorithms are chosen using H(x) = σ||∇f (x)||N (notation of equation (1)), for some vector of standard normal random variables N . The approach proposed here is different (see section 3.4), and the results are indeed far more appealing: the upper-bound geometrical rate obtained by Rudolph goes to 1 when the dimension goes to ∞ (despite the fact that he does not use Gaussian mutation), while the one proposed here does not depend on the dimension. However, the gap between the two approaches remains open, as it has not been possible up to now to analyze the algorithm 1 with Rudolph's H function.
Numerical Experiments
All numerical experiments presented in the sequel are based on the Monte Carlo approximation of the expectation of a random variable. The expectation E(Z) of a random variable Z is approximated by
where Z k are K independent random variables with the same law than Z. Then, for instance, from the central limit theorem, for large values of K (K = 1500 in all numerical experiments presented here), with probability 0.95,
Computation of the Constants
The Monte-Carlo method described above has been used to compute approximate values of the constants σ c and σ s from section 3. A first example is given by the plot of E(|1 + σY (λ)| 2 ) against σ for the sphere function on Figure 1 (a) , for λ = 4. The limit value of σ for which E(|1 + σY (λ)| 2 ) ≤ 1 is σ c (λ, 2) = 2.7, and the corresponding minimal value for E(|1 + σY (λ)| 2 ) is σ s (λ, 2) ≈ 0.8. Note that this method allows us to plot the progress rate (3.1) for any dimension d, as in [10, 3] , without any assumption regarding d → +∞.
Optimality of the Constants
The idea here is to compare the constants σ c , σ s , σ c and σ s for some functions that are not quadratic, in order to test their optimality (whereas these constants are known to be optimal in the case of quadratic functions, see section 3.3, where optimal means here that theses constants are the limit values between convergence and divergence.)
First, we need to circumvent a difficulty. Indeed, when evaluating E(f (X n )) with the Monte Carlo method, the relative error given by the Central Limit Theorem ( V ar(f (X n ))
) grows geometrically with the number of generations n (the exact computation can be made easily on the sphere function). On the other hand, that of evaluating E(ln(f (X n ))) decreases in 1 √ n . Hence, all numerical tests have been performed on the process ln(f (X n )). This fact in turn requires to come back to the convergence analysis. Indeed, it turns out that the arguments used to treat the minimization of f also hold for the minimization of ln(f ). Of course, since the a.s. convergence of f (X n ) implies that of ln(f (X n )), we know sufficient conditions for such a convergence. But, more than that, ln(f (X n ) converges in the same fashion and under the same conditions as f (X n ) with an arithmetic rate replacing the geometric rate of Theorems 4 and 6. Only numerical results concerning the case H(x) = |f (x)| will be shown here.
The functions f M , defined by equation (16) below, are examples among the class of non symetrical functions satisfying both Assumptions (H2) and (H3) that will be used for all experiments (where M > 0 is the value used in Assumption (H2)-(ii)). 
given by equation (15), is here bounded by 0.01. This corroborates the linear rate of convergence predicted by our theoretical study. Studying only fonction f 2 , the intersection between the theoretical curve and the x-axis gives a numerical approximation σ c (4) ≈ 1.4 of the theoretical value σ c (4) -and in the sequel, σ cnum (4) will denote the intersection between the experimental curve and the x-axis. From Figure 2 (a) , it comes that σ cnum (4) ≈ 3.1. Defining similarly σ snum (4) as the critical point of the the numerical curve, it may also be noted on the same Figure that σ s (4) ≤ σ snum (4) .
It may be observed from the same Figure 2 (a) that both theoretical and numerical curves present the same scaling transformation when M is increased -even though the theoretical bound still seems pessimistic. Last, Figure 2 (b) shows, for function f 2 , the numerical σ cnum (λ) and theoretical σ c (λ) for λ = 2, ..., 13. Both are linear increasing functions in λ.
Conclusions and Perspectives
Convergence results and geometrical convergence rates for adaptive (1, λ) − ES have been proved for a sub-class of C 2 functions. The optimality of the critical value for the step size and the resulting convergence rate have been proved for the sphere function and numerical experiments have demonstrated their validity for more general functions. The extension of the results to the d-dimensional case with a non-isotropic ES algorithm (14) leads to a critical value of the stepsize and a convergence rate that are independent of the dimension, improving over previous work. On-going work is concerned with relaxing the regularity and convexity assumptions: it should be possible to nevertheless obtain. similar results for convergence and convergence rates. In addition on can envision the extension to a more practically useful algorithm, where the step-size is adapted proportionally to |f (x) − f * | (where f * is the value at the global optimum). However, the d-dimension case of this latter algorithm will probably lead to dimension-dependent convergence rate. Finally, similar analysis should be possible for self-adaptive (1, λ) − ES, but probably requiring regularity assumptions on the objective function.
