Abstract-This paper presents a new bit-plane-wise unequal error protection algorithm for progressive bitstreams transmitted over lossy networks. The proposed algorithm protects a compressed embedded bitstream generated by a 3-D SPIHT algorithm by assigning an unequal amount of forward error correction (FEC) to each bit-plane. The proposed algorithm reduces the amount of side information needed to send the size of each code to the decoder by limiting the number of quality levels to the number of bit-planes to be sent while providing a graceful degradation of picture quality as packet losses increase. We also apply our proposed algorithm to transmission of JPEG 2000 coded images over the Internet. To get additional error-resilience at high packet loss rates, we extend our algorithm to multiple-substream unequal error protection. Simulation results show that the proposed algorithm is simple, fast and robust in hostile network conditions and, therefore, can provide reasonable picture quality for video applications under varying network conditions. Index Terms-Multistream video transmission, 3-D SPIHT coders, unequal error protection, video compression.
I. INTRODUCTION
T RANSPORTING real-time video over the Internet while guaranteeing a required quality of service (QOS) level is a challenging problem. The difficulty can be attributed to the facts that digital video requires a huge transmission bandwidth even after compression and is very sensitive to variable transmission delays and packet losses. In packet-switched networks, such as the Internet, packet losses are inevitable. To provide reasonable video quality at high loss rates, it is important to make the source coders error-resilient and network-adaptive. In addition, it should be noted that not all of the transmitted bits in compressed video applications have the same importance. Commonly used video compression algorithms produce bits that contribute quite differently to the reconstructed video quality.
In the current Internet, routers drop packets randomly when output buffers are full without considering the relative importance of the packets. While the simplicity of this network design has made the Internet scalable and successful, the random packet drop causes an increased overall quality degradation in video communications because the importance of the data in each packet varies. If the network is unable to transmit all of the data, we should guarantee that the most important part of the data is received to increase the reconstructed picture quality.
The most common way to protect data from packet losses is to request retransmission of any lost packets to the sender. However, unlike other applications such as file transfer, real-time video applications may not benefit from retransmission-based error recovery because of the additional round-trip delay involved. Moreover, since packet losses often result from buffer overflow in times of high network load, retransmitted packets make the network even more congested. Therefore, forward error correction (FEC) is a more appropriate error control method for real-time Internet video applications.
The set partitioning in hierarchical trees (SPIHT) [1] algorithm generates an embedded (or progressive) bitstream that has nice properties for bit-rate adaptation in time-varying network conditions. With a progressive bitstream, the reception of code bits can be stopped at any point and decoded at lower rates. However, SPIHT-encoded bitstreams are very sensitive to data losses because of the dependence among wavelet coefficients in constructing a significance map. Furthermore, the earlier parts of the bitstream contribute most to the reconstructed picture quality and the later parts of the bitstream cannot be decoded without the earlier parts. Thus, the earlier parts of the bitstream for each group of frames are more important than the later parts.
Recently, several methods have been proposed to make wavelet zerotree coders robust to channel errors [2] - [11] . Among these schemes, the algorithms in [9] - [11] consider protecting progressive bitstreams against packet losses by applying an unequal amount of FEC to different data fragments according to the importance of the data. In these methods, the reconstructed picture quality does not depend on which packets are received or on their precise order of arrival; it only depends on the number of packets received. These unequal error protection (UEP) algorithms provide a graceful degradation of picture quality as packet losses increase.
For still images, the JPEG 2000 standard [12] is a new image coding standard based on the wavelet transform that possesses a set of desirable features that enable robust image transmission over the Internet [13] . The JPEG 2000 compression system supports scalable coding, which provides more than one quality and/or resolution layers. Each layer successively and monotonically improves the image quality. Since the bitstream generated by JPEG 2000 is embedded (even though not fully embedded as in SPIHT) and each layer has different importance, UEP algorithms can be applied to JPEG 2000 coded bitstreams. Recently, several UEP methods for JPEG 2000 coded images have been proposed [14] , [15] .
Among the viable error control methods for progressive bitstreams, the FEC-based unequal error protection schemes [9] - [11] provide a promising solution for Internet video applications. However, these methods are based on greedy and iterative search techniques that require long execution times and the additional delay caused by the UEP packetization makes it more difficult for video applications to meet the end-to-end delay constraints. In addition, the fine quality levels provided by these algorithms increase the amount of side information needed to be sent to the decoder for FEC decoding. We believe that UEP packetization algorithms for Internet video applications should be simple and fast to meet the delay constraints and that the delay constraints are more stringent for real-time interactive video than for on-demand streaming applications [16] .
In this paper, we propose an FEC-based bit-plane-wise unequal error protection algorithm for progressive bitstreams transmitted over the Internet. The proposed algorithm assigns an unequal amount of FEC to each bit-plane. To reduce the amount of side information required to send the size of each code to the decoder, the number of quality levels is limited to the number of bit-planes to be sent. Considering the delay constraints of Internet video applications, we design our UEP algorithm to be simple and fast to minimize the additional delay. We apply our UEP algorithm to bitstreams generated by a 2-D and 3-D SPIHT algorithm. Simulation results show that our algorithm produces comparable results to the previously proposed algorithms based on greedy and iterative search techniques, even though our algorithm has an execution time that is faster by two orders of magnitude. To get additional error-resilience at high packet loss rates, we extend our algorithm to multiple-substream unequal error protection. We also apply our algorithm to JPEG 2000 coded bitstreams.
The rest of the paper is organized as follows. In Section II, we present an overview of related work to place our work in context. The proposed bit-plane-wise unequal error protection algorithm is described in Section III. The simulation results are given in Section IV and Section V concludes the paper.
II. RELATED WORK
Several methods have been proposed to improve the robustness of wavelet zerotree coders. The main ideas underlying these methods are 1) protecting the bitstream generated by the source coder by using strong concatenated channel codes (RCPC/CRC) [2] ; 2) providing robustness by producing independently decodable packets [3] ; 3) combining packetized zerotree wavelet encoding with channel codes [4] ; 4) dividing wavelet coefficients into several groups and compressing each group independently [5] , [6] ; 5) dividing the bitstream into several substreams and protecting each substream with different channel codes [7] , [8] ;
6) applying FEC codes of varying rates to a number of data fragments according to the importance of the data [9] - [11] .
The method proposed in [2] was used to protect images compressed with a 2-D SPIHT algorithm transmitted over memoryless binary symmetric channels with an empirical choice of channel code rates. In [3] , a fixed-length packetization method called packetized zerotree wavelet (PZW) compression was proposed to transmit images compressed with a modified 2-D SPIHT algorithm over lossy packet-switched networks. The algorithm provides graceful degradation of picture quality as packet losses increase because the packets are independently decodable. However, the modification of the original 2-D SPIHT algorithm reduces the coding efficiency. The PZW algorithm does not use any channel coding. The hybrid method [4] combining the approaches in [2] and [3] improves the error-resilience on channels that suffer packet losses as well as bit errors. However, as it is still based on the modified SPIHT algorithm, the overall performance of this method remains limited.
In [5] , Creusere proposed an algorithm that achieves robustness to channel errors by partitioning the transform coefficients into several groups and independently processing each group using an embedded zerotree wavelet (EZW) coder. The algorithm allows more uncorrupted information to reach the decoder because a bit error in one group does not affect the others. The authors in [6] extended Creusere's work to a 3-D SPIHT coder and also applied the channel coding method proposed by [2] to each packet. The authors in [7] modified the SPIHT algorithm to contain a large portion of fixed rate symbols. The bitstream is then divided into substreams and a different amount of error protection is applied to each substream according to its noise sensitivity. In [8] , a derivative of the SPIHT algorithm that generates substreams with different error-resilience properties was proposed. The bitstream is divided into three classes (substreams) and a different channel coding rate is applied to each class.
The FEC-based unequal error protection algorithms [9] - [11] use FEC to protect an embedded bitstream against packet erasures by applying different FEC codes according to the importance of the bits to be protected, given the packet loss rate. The strongest FEC code is applied to the most important bits (at the start of the embedded bitstream) and progressively weaker codes are applied to the subsequent bits. The algorithms in [9] and [11] find best FEC codes that maximize the expected reconstructed picture quality at the receiver. The multiple-description FEC (MD-FEC) [11] is based on a rate-distortion optimization technique using Lagrange multipliers and requires a large number of iterations to find the optimal solution. The unequal loss protection (ULP) [9] scheme is based on the priority encoding transmission (PET) [18] method and provides a finer granularity in the number of delivered quality levels than the PET scheme. However, the ULP algorithm uses a greedy and iterative search algorithm and the size of each code must be sent to the decoder as side information. The amount of side information increases as the number of quality levels increases. The algorithms based on greedy and iterative search techniques require long execution times and the fine granularity in quality levels obtained by these algorithms increases the amount of side information.
UEP methods have also been applied to transmission of JPEG 2000 coded images [14] , [15] . In [14] , a joint source-channel coding optimization method based on a Viterbi algorithm was proposed for JPEG 2000 coded images transmitted over a binary symmetric channel (BSC). Punctured turbo codes are used for the channel coding in this method. The authors in [15] proposed an UEP algorithm for layered source coding based on Lagrangian optimization and applied it to transmission of JPEG 2000 coded images over BSC's.
Among the viable solutions, the FEC-based unequal error protection methods are promising solutions for Internet video applications because these methods provide graceful degradation of picture quality as the number of packet losses increases and adjust the strength of channel coding according to the varying network conditions. However, the drawbacks of these methods are the increase in the amount of side information needed to be sent to the decoder for FEC decoding as the number of quality levels increases and the long execution times required to find the best FEC code vector. Considering the delay constraints of Internet video applications, we propose a simple and fast unequal error protection algorithm that assigns an unequal amount of FEC coding to each bit-plane based on a dynamic programming approach.
III. BIT-PLANE-WISE UNEQUAL ERROR PROTECTION OF SPIHT-ENCODED BITSTREAMS
An unequal error protection algorithm for protecting an embedded bitstream from packet losses should be simple and fast to meet the delay constraints of Internet video applications. End-to-end delay constraints are much more stringent for live, interactive video applications than on-demand streaming of stored media. Algorithms based on greedy and iterative search techniques require long execution times and this increases the end-to-end delay of video transmission system considerably. In addition, the finer granularity in quality levels obtained by these algorithms increases the amount of side information specifying the size of each code for the decoder.
Motivated by these observations, we propose a simple and fast unequal error protection algorithm that assigns different amount of redundancy to each bit-plane for progressive bitstreams. The algorithm maximizes the expected quality at the receiver, given the packet loss probability mass function (PMF) of the channel. The proposed algorithm reduces the amount of side information by limiting the number of quality levels to the number of bit-planes to be sent. It also significantly reduces the computation time by using a dynamic programming approach.
A. Characteristics of SPIHT-Encoded Bitstreams
The SPIHT algorithm groups the wavelet coefficient trees into sets and orders coefficients by the highest bit-plane of the magnitude. The ordering information is encoded with a set partitioning algorithm. The SPIHT algorithm transmits the wavelet coefficients in bit-plane order with the most significant bit-plane first. By observing SPIHT-encoded bitstreams, we can verify that 1) the number of encoding bits for each bit-plane increases rapidly as we encode from the most-significant bit-plane to the least-significant bit-plane and 2) the first few bit-planes that have a relatively small number of encoded bits contribute the most to the reconstructed picture quality. Fig. 1 shows these characteristics when the 256 256 LENA image is encoded with a 2-D SPIHT algorithm at 0.5 bits per pixel (bpp).
B. Bit-Plane-Wise Unequal Error Protection
Systematic Reed-Solomon (RS) codes are effective at recovering from erased symbols when the locations of the erased symbols are known. For real-time video transmission over the Internet, where packets either arrive intact or are completely discarded, we can consider RS codes that are optimized for erasures [19] , [20] . These maximum distance separable block codes are denoted by a pair , where is the block length and is the number of source symbols. When the code is systematic, the first of the encoded symbols are the source symbols and the remaining symbols are the redundancy. These codes have the property that an code can exactly recover source symbols from any size-subset of the total symbols. Now, we define our framework for the proposed UEP algorithm. The proposed UEP algorithm assigns an unequal amount of redundancy to each bit-plane in order to maximize the expected quality at the receiver, given the average packet loss rate of the network. Fig. 2 shows an example of applying the proposed UEP algorithm to a progressive bitstream. For notational convenience, we define the bit-plane as the highest bit-plane and the bit-plane as the lowest bit-plane to be sent. Let be the number of packets that are used to send the combined source data and redundancy and be the packet size in bytes. In the proposed UEP scheme, the bits belonging to bit-plane are filled into packets and the remaining packets are filled with channel coding redundancy (Fig. 2) . In other words, the source data for bit-plane is protected by an FEC code . In Fig. 2 , represents the size of bit-plane in bytes. Since the number of source data bytes of bit-plane , , is sometimes not divisible by , we define the number of source data bytes actually protected by an code as
(1) where and . We also define the length that bit-plane occupies in each packet as (2) where . The proposed UEP algorithm finds a redundancy assignment vector (3) that maximizes the expected quality (or minimizes the expected distortion) at the receiver, where is the amount of redundancy assigned to bit-plane . Now, let us define (4) as the accumulated number of source data bytes up to and including bit-plane and as the peak signal to noise ratio (PSNR) at the receiver relative to the original video sequence when the receiver decodes source data bytes, given the redundancy assignment vector . Then, the total number of source data bytes for a vector when bitplanes are transmitted is given by (5) Next, we define (6) as the amount of PSNR increment when the receiver decodes the additional bit-plane , given that all bit-planes prior to have already been decoded. We can now calculate the expected PSNR at the receiver as (7) where is the probability that packets are lost when a total of packets are transmitted, , and . The problem of finding a redundancy assignment vector that maximizes the expected quality in (7) under the constraint of total available bytes for a GOP can be expressed as subject to (8) where is the number of packets to be transmitted for a GOP and is the packet size in bytes. The optimal solution for this problem can be found using an exhaustive search method. However, the use of an exhaustive search method is unrealistic for real-time video because of the excessive amount of computation required. Instead, the maximization problem can be solved by an approach based on dynamic programming. In [21] , a similar problem has been addressed for the joint source-channel coding of images that are progressively transmitted over noisy channels.
The principal idea of the solution is to write the expected quality as a sum of incremental rewards, which are accumulated as each bit-plane is successfully decoded by the receiver. For a redundancy assignment vector and for integers , , let us define (9) Then, the maximization problem in (8) can be expressed as the following problem: subject to (10) for . From (9), we can verify that satisfies the following recursion: (11) for . Also, we can verify that (12) Note that, for a vector , and do not depend on . Hence, the solution to the maximization problem in (10) can be specified only over a subsequence . Based on the recursive nature of specified in (11), we can apply a dynamic programming approach to solve the maximization problem in (10) .
Let be the solution for the maximization problem in (10). For notational convenience, let denote the optimal value of the objective function in (10). Then, satisfies the following dynamic programming equation: (13) Since the transmitted bitstream is progressive, we require that for . Here, the amount of redundancy for bit-plane , , is the one that achieves the maximum in (13) . Similarly, the subsequence solves the maximization problem in (10) for a constraint of bytes.
C. Extensions of the Proposed Unequal Error Protection Algorithm
In this section, we extend our algorithm to multiple-substream unequal error protection to get additional error-resilience at high packet loss rates. We also apply our algorithm to transmission of JPEG 2000 coded bitstreams.
1) Extending to Multiple-Substream Unequal Error Protection:
In the spatial and temporal tree preserving SPIHT (STTP-SPIHT) algorithm [6] , the 3-D wavelet coefficients are divided into some number of different groups and each group is encoded independently using the 3-D SPIHT algorithm, so that independent embedded 3-D SPIHT substreams are created. The substreams are then interleaved, partitioned into equal length segments, and protected by rate-compatible punctured convolutional/cyclic redundancy check (RCPC/CRC) channel codes. The advantage of this multiple-substream approach is that a bit error in one substream does not affect the other substreams and therefore it is more robust to channel errors.
We modify the STTP-SPIHT algorithm and apply our UEP algorithm to each substream. We assume that the 3-D wavelet coefficients are divided into groups according to their spatial and temporal relationships as in Fig. 3 and independent substreams are generated. Each substream contains its own header information and is independently decodable. The proposed UEP algorithm is applied to each substream.
We define (14) as the PSNR increment for substream when the receiver decodes additional bit-plane , given that all bit-planes prior to have already been decoded. In (14) , is the redundancy assignment vector for substream , and is the PSNR at the receiver when the receiver decodes source data bytes for substream . Then, the expected PSNR at the receiver for substream can be expressed as (15) where is the last bit-plane to be sent for substream , is the probability that packets are lost when a total of packets are transmitted for substream , and . Then, the problem of finding a redundancy assignment vector that maximizes the expected quality in (15) can be expressed as subject to (16) We can find the solution for the maximization problem in (16) using the same approach as in the single stream case.
2) Application to JPEG 2000 Coded Bitstreams:
The JPEG 2000 standard supports scalable coding and the final bitstream is organized as a succession of layers. There are four types of progression that can be applied in the JPEG 2000 bitstream. These scale with respect to quality, resolution, spatial location and component, respectively [13] . In JPEG 2000, each subband is partitioned into relatively small blocks (typically 64 64 and no less than 32 32), called code-blocks. For each code-block, a separate bitstream is generated and rate-distortion optimization can be used to allocate truncation points to each code block. The coded data of each code-block is distributed across one or more layers in the bitstream. Each layer successively and monotonically improves the image quality, so that the decoder can decode the code-block contributions contained in each layer in sequence.
For SNR scalability (progressive in quality), each quality layer is constructed from incremental contributions collected from the various code-blocks, such that the code-block contributions represented by each layer form a rate-distortion optimal representation of the image [17] . Fig. 4 shows an example of the characteristics of SNR scalable JPEG 2000 coded bitstreams when the 256 256 LENA image is coded into six quality layers at different bit rates. As seen from the figures, the image quality improves successively and monotonically as the number of coded layers increases.
Since the bitstream generated by the JPEG 2000 standard is embedded and each layer has different importance, our proposed UEP algorithm can be applied to JPEG 2000 bitstreams. For JPEG 2000 bitstreams, the proposed algorithm finds an FEC code vector that maximizes the expected quality (or minimizes the expected distortion) at the receiver, where is the number of layers. We can use the same equations defined in Section III-B. We define the expected PSNR at the receiver as (17) where is the amount of PSNR increment when layer is decoded, given that all layers prior to have already been decoded, is the accumulated number of data bytes up to layer , and is the probability that packets are lost when a total of packets are transmitted. Then, the problem of finding a redundancy assignment vector that maximizes the expected quality in (17) can be expressed as subject to (18) where is the number of packets to be transmitted and is the packet size in bytes. The solution for the maximization problem in (18) can be found using the same approach proposed in Section III-B.
IV. SIMULATION RESULTS
In this section, we present the simulation results of the proposed UEP algorithm. First, we compare the results of the proposed UEP algorithm and the ULP [10] scheme for a wide range of packet loss rates. Then, we show the performance of the proposed algorithm applied to JPEG 2000 coded bitstreams. We also extend our algorithm to the multiple-substream UEP and evaluate its performance under various network conditions.
A. Performance of the Proposed UEP Algorithm for Transmitting Images
In this section, we compare our bit-plane-wise UEP algorithm with the ULP [10] scheme that is claimed to be 50 times faster than MD-FEC [11] with comparable results for 2-D SPIHT coded bitstreams. We also apply our algorithm to JPEG 2000 coded bitstreams and present the simulation results.
1) Comparison of the UEP Algorithms for 2-D SPIHT Coded Bitstreams:
For these experiments, we used the standard 256 256 LENA image and the 512 512 GOLDHILL image compressed with a 2-D SPIHT algorithm without arithmetic coding. We compared the UEP algorithms at a total bit-rate of 0.5 bpp and 1.0 bpp for the combination of data and FEC bytes. Table I shows the total available number of bytes for the combination of data and FEC and the number of packets to be sent at each bit rate when the packet size of 100 bytes was used. An exponential PMF with a given mean loss rate was used as a channel estimator as in [9] , to compare the results under the same conditions. Tables II and III compare the proposed algorithm and the ULP scheme at different mean packet loss rates. Execution time was measured on a Sun Ultra-5 270 MHz workstation. The number of quality levels refers to the number of different FEC codes generated by the algorithm in the ULP scheme. For the proposed algorithm, the number of quality levels means the number of bit-planes to be sent to the receiver. As the number of quality levels increases, the amount of side information needed to send the size of each FEC code to the decoder also increases. As seen from Tables II and III, the proposed algorithm produces comparable results to the ULP scheme, although the proposed algorithm was about 147 times faster at its maximum than the ULP scheme that is claimed to be 50 times faster than MD-FEC.
The amount of side information needed to be transmitted to the decoder for FEC decoding was calculated as in [22] . This side information should be protected at least as strongly as the most important part of the data. For the ULP algorithm, the side information contains
• the number of quality levels generated (1 byte);
• for each quality level, ; -the number of packets that contain the data part for quality layer (1 byte); -the number of bytes that quality level occupies in each packet (1 byte). In the ULP scheme, the number of quality levels refers to the number of different FEC codes generated by the algorithm. The maximum number of quality levels generated by the ULP algorithm is the packet size (in bytes), since the ULP algorithm finds the FEC code vector with single byte granularity. The ULP algorithm requires a much larger amount of side information than the proposed algorithm, since the ULP algorithm provides much finer quality levels than the proposed algorithm. For the proposed algorithm, the side information includes • the number of bit-planes transmitted (1 byte);
• for each bit-plane, (in Fig. 2) ; -the number of packets that contain the data part for bit-plane , (1 byte); -the number of bytes that bit-plane occupies in each packet, , (1 byte).
Figs. 5 and 6 show the expected PSNR values at the receiver at different mean packet loss rates and bit rates for the 256 256 LENA image and the 512 512 GOLDHILL image, respectively. The simulation results demonstrate that the proposed algorithm achieves comparable results to the ULP scheme with much faster execution times.
The speed of the ULP algorithm is highly dependent on the size of , the number of packets to be sent [10] . We can obtain the number of packets to be sent by dividing the total available number of bytes with the packet size. Therefore, the execution time of the ULP scheme grows rapidly as the bit rate increases and a smaller packet size is used. On the other hand, the speed of the proposed algorithm is not much affected by the size of . Table IV shows the performance comparison between the proposed algorithm and the ULP algorithm when is varied.
2) Performance of the Proposed Unequal Error Protection Algorithm Applied to JPEG 2000 Coded Bitstreams:
For these experiments, we encoded the 256 256 LENA image and the 512 512 GOLDHILL image with the JPEG 2000 standard in six layers (progressive in quality). We used a five-level dyadic wavelet decomposition and the image was encoded without tiling. The packet size was set to 100 bytes and the total available bytes were used for the combination of data and FEC bytes at each bit-rate. An exponential PMF with a given mean loss rate was used as a channel estimator. Fig. 7 illustrates the performance of the proposed UEP algorithm applied to JPEG 2000 bitstreams at different transmis- sion rates and packet loss rates. It can be seen that the transmission scheme which combines the JPEG 2000 coder and the proposed UEP algorithm achieves graceful degradation of picture quality as the packet loss rate increases. We could not include the performance comparison of the UEP schemes applied to JPEG 2000 coded bitstreams since the previously proposed UEP algorithms [14] , [15] for JPEG 2000 coded bitstreams are designed to transmit JPEG 2000 images over binary symmetric channels with certain bit error rates, and therefore, the fair comparison with the proposed algorithm is not possible. The authors in [15] claim that their UEP algorithm gives better results than the turbo code based approach in [14] with lower complexity. However, the algorithm in [15] uses an iterative algorithm based on Lagrange multipliers and therefore it requires long execution times. Simulation results show that our proposed UEP algorithm is robust and produces reasonable reconstructed picture quality at high packet loss rates while having much lower computational complexity than the previously proposed algorithms.
B. Performance of the Proposed UEP Algorithm for Transmitting Video Sequences
In this section, we present the performance of the proposed UEP algorithm applied to the bitstreams encoded with a 3-D SPIHT algorithm and extend our algorithm to the multiple-substream case and evaluate the simulation results. For these experiments, we used the 352 240 color Football video sequence. We encoded the video sequence using the 3-D SPIHT algorithm [23] with a GOP size of 16 frames. We partitioned the wavelet coefficients into 2, 4, 8, and 16 groups (i.e., , 2, 4, 8, 16) to generate multiple independent substreams. Each substream was individually protected by the proposed bit-plane-wise UEP algorithm. The bandwidth between the sender and the receiver was set to 1.5 Mbits/s and a packet size of 500 bytes was used. The UEP algorithm was applied on a GOP basis and an exponential PMF with a given mean packet loss rate was used for channel estimation. with varying packet loss rates. The PSNR values were averaged over 30 GOP's for each substream. When there are no packet losses, the PSNR value decreases slightly as the number of substreams increases because of the presence of successively more header bits. However, as the network becomes more congested, dividing the original bitstream into multiple substreams provides better performance because errors in one substream do not affect the other substreams. Fig. 9 (a) and (b) represent the performance of the proposed UEP scheme for different numbers of substreams at 5% and 30% mean loss rates, respectively. The PSNR values were averaged over a GOP and we only show the graphs for 1, 8, and 16 substreams. The graphs for 2 and 4 substreams lie between the graph for 1 stream and the graph for 8 substreams. As seen from the figures, the use of a large number of substreams becomes more advantageous as the packet loss rate increases.
To test the effect of a sudden change of network capacity due to congestion, we introduced a constant bit rate (CBR) source during the simulation. We used the TFRC protocol [24] as a congestion control algorithm and added a functionality to get channel state information as in [11] in the ns-2 [25] network simulator. Fig. 10 shows the simple network topology used for the simulation. The links are labeled with their bandwidth capacity and delay. The video data was sent from to and a 800 Kbits/s CBR source was introduced from cbr to sink in the middle of the simulation. The introduction of the CBR source increased the packet loss rate and caused sudden reduction in the network bandwidth. As seen from Fig. 11 , when there is sudden congestion in the network that causes abrupt bandwidth reduction and packet losses increase, dividing the bitstream into a large number of substreams achieves a smoother sequence and a higher picture quality. This is because if there is a sudden congestion in the network, the number of lost packets for a GOP-period sometimes exceeds the error correction capability of the assigned FEC codes for lower bit-planes. The effect of losing one bit-plane is more severe for single-stream case than that of multiple-stream cases.
V. CONCLUSIONS AND FUTURE WORK
In this paper, we presented a simple bit-plane-wise unequal error protection algorithm for compressed embedded bitstreams that assigns unequal forward error correction (FEC) codes to each bit-plane. The proposed algorithm reduces the amount of side information needed to send the size of each code for the decoder by limiting the number of quality levels to the number of bit-planes to be sent while providing a graceful degradation of picture quality as the packet loss rate increases. To get additional error-resilience at high packet loss rates, we extended our algorithm to multiple-substream unequal error protection. We also applied our UEP algorithm to JPEG 2000 coded bitstreams. Simulation results show that the proposed algorithm is simple, fast and robust in hostile network conditions and therefore can provide reasonable picture quality for Internet video applications under varying network conditions.
A possible direction of future research is the joint optimization of multiple-substream SPIHT coding and error concealment. One of the advantages of dividing the original bitstream into multiple substreams is that we can use the correlation among the substreams in post-processing error concealment. The main idea of the joint optimization scheme is to estimate the values of missing bit-planes of one substream and enhance the reconstructed picture quality at the receiver by using the correlation among the substreams. For this purpose, we should investigate effective partitioning schemes and define a spatial and temporal smoothness measure in the wavelet coefficient domain. We expect that we can improve the reconstructed picture quality considerably by employing a joint optimization scheme.
