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Tree tensor network descriptions of critical quantum spin chains are empirically known to repro-
duce correlation functions matching CFT predictions in the continuum limit. It is natural to seek
a more complete correspondence, additionally incorporating dynamics. On the CFT side, this is
determined by a representation of the diffeomorphism group of the circle. In a remarkable series
of papers, Jones outlined a research program where the Thompson group T takes the role of the
latter in the discrete setting, and representations of T are constructed from certain elements of a
subfactor planar algebra. He also showed that for a particular example of such a construction, this
approach only yields – in the continuum limit – a representation which is highly discontinuous and
hence unphysical. Here we show that the same issue arises generically when considering tree tensor
networks: the set of coarse-graining maps yielding discontinuous representations has full measure
in the set of all isometries. This extends Jones’ no-go example to typical elements of the so-called
tensor planar algebra. We also identify an easily verified necessary condition for a continuous limit
to exist. This singles out a particular class of tree tensor networks. Our considerations apply to
recent approaches for introducing dynamics in holographic codes.
Tensor network techniques are remarkably success-
ful at capturing the essential features of correlations in
many-body quantum systems. The most celebrated ex-
amples include Matrix Product States (MPS) [1–3], Pro-
jected Entangled Pair States [4] or the Multi-scale En-
tanglement Renormalization Ansatz (MERA) [5]: these
variational methods have been successfully applied to
(bosonic) spin- and fermionic systems. Variants include
tensor networks for quantum field theories [6–10], quan-
tum Hall states and conformal field theories [11–14], as
well as for non-abelian anyons [15, 16].
Beyond their descriptive power, tensor networks may
help to elucidate the nature of continuum limits of spin
(or anyonic) chains. While the correspondence between
critical quantum systems and associated conformal field
theories is well-understood in physical terms – especially
scale-invariance at criticality – a rigorous construction
of CFTs based on a continuum limit of a discrete spin
system does not exist, although there are promising first
steps in this direction: for example, in certain critical
anyonic chains, a subset of observables were shown to
converge to operators satisfying the generator relations
of the Virasoro algebra in [17]. Tensor networks may
contribute to this problem by providing a versatile tool
for describing spin chains. Indeed, this is the motivation
of our work.
Tree tensor networks give compact descriptions of
many-body states with algebraically decaying correla-
tions, and may thus be used to extract critical exponents
using efficient optimization algorithms [18]. Similar in
structure to scale-invariant MERA states, they have a
much simpler description and constitute a paradigmatic
example of a real-space renormalization process. The
basic structure of such a tensor network is illustrated in
Fig. 1. The correlation functions are determined by an
ψ
FIG. 1. In addition to the isometry V : Cd → Cd ⊗ Cd
(green triangles), a tensor at the bottom representing a suit-
able state |ψ〉 ∈ Cd fully determine the state under consider-
ation.
isometry or “spin-doubling map” V : Cd → Cd ⊗ Cd.
This map gives rise to a coarse-graining procedure and
determines critical exponents via derived coarse-graining
maps. In particular, an isometry determines an isomet-
ric embedding or “fine-graining map” ιn : (C
d)⊗2
n →
(Cd)⊗2
n+1
of 2n spins into 2n+1 spins by ιn = V
⊗2n .
Here Hn := (Cd)⊗2n may be considered as the Hilbert
space associated with degrees of freedom at a length scale
defined by n. By composing these maps, this also gives
maps ιmn : Hn → Hm, embedding Hn into Hm for n ≤ m.
In the general language of planar algebras, Jones [19]
uses this type of maps (associated, in his context, with
a special “isometric” element V of the planar algebra)
to define a Hilbert space H he calls the semicontinu-
ous limit. To briefly sketch this construction (specialised
to the tensor planar algebra), recall that an interval
[a, b] ⊆ [0, 1] is called standard dyadic if a = p/2n and
b = (p + 1)/2n for integers p and n. Let I be a par-
tition of [0, 1] (which we think of as S1) into standard
2dyadic intervals. Such a partition determines a rooted
bifurcating tree TI in [0, 1] × [0, 1] with root at (0, 1/2)
and leaves at MI × {1}, were MI are the set of mid-
points of intervals of I. The points MI can be thought
of as locations of spin-degrees of freedom on S1. Let us
denote by HI := (Cd)⊗|MI | the associated Hilbert space.
The tree TI together with an isometry V : Cd → Cd⊗Cd
determine an isometry ιVI : C
d → HI . Thus any pair
(I, |ψ〉), where |ψ〉 ∈ Cd is a state, determines a state
ιVI |ψ〉 ∈ HI via the associated tensor network, together
with the “locations”MI of the spin degrees of freedom.
The set D of standard dyadic partitions forms a directed
set by inclusion: for I,J ∈ D, we write I  J if every
interval of I is the union of some intervals of J . In this
case, J is a “refinement” of I, and there is a natural
associated (isometric) refining map ιVJ ,I : MI → MJ .
The map ιVJ ,I is (similarly as ι
V
I ) defined by a “forest”,
a certain graph with associated tensor network. In par-
ticular, this means that two states Ψ ∈ HI and Φ ∈ HJ
can be compared by bringing them to some (potentially
finer) “scale” K, where I  K and J  K. One then
considers the disjoint union of the spaces {HI}I∈D and
imposes the equivalence relation Ψ ∼ Φ (for Ψ ∈ HI and
Φ ∈ HJ ) if and only if ιK,IΨ = ιK,JΦ for some K refin-
ing both I and J . The equivalence class of a state Ψ can
thus be considered as the UV completion of Ψ (see [20],
where this construction is used in the context of holo-
graphic codes). Finally, inner products of such equiv-
alence classes are taken by fine-graining representatives
until they reach they same scale. The semicontinuous
limit Hilbert space H is then obtained by taking formal
linear combinations of equivalence classes and the com-
pletion with respect to the induced norm.
Remarkably, as shown by Jones [19], one can define
a unitary action ρV of the Thompson group T on the
space H for any isometry V : Cd → Cd ⊗ Cd. An ele-
ment f of T is a piecewise linear homeomorphism from
[0, 1] (with 0 and 1 identified such that [0, 1] ∼= S1) to
itself which is everywhere differentiable except at finitely
many dyadic rational numbers and with slopes that are
integer powers of 2 wherever f is differentiable. The re-
sult of applying ρV (f) to [Ψ], where Ψ ∈ HI can easily
be described by a tensor network if the image J := f(I)
itself a standard dyadic partition: in this case, Ψ and f
give rise to an element Ψ′ ∈ HJ simply by relabeling ten-
sor product factors according to f , and ρV (f)[Ψ] := [Ψ′]
is defined as the equivalence class of that element. If f(I)
is not a standard partition, one first has to refine: it can
be shown [19, 21] that for any I ∈ D and f ∈ T, there
is some I ′ ∈ D such that I  I ′ and f(I ′) ∈ D. Then
ρV (f)[Ψ] can be obtained by computing ρV (f)[ιI′,IΨ].
The fact that this is well-defined is non-trivial and in-
volves a certain parametrization of the elements of T as
pairs of binary rooted trees [21].
The interest in representations of T stems from the fact
that T is dense in the space Diff+(S1) of orientation-
preserving diffeomorphisms of S1 (see [20, Proposition
5.2.] for a proof sketch). As a consequence, if ρV
were continuous in a suitable sense, this would naturally
yield a representation of Diff+(S1), hence completing the
translation from discrete (spin) degrees of freedom to the
language of CFTs.
Here we show that – unfortunately – this is generically
not the case: in fact, the resulting representation ρV is
not even weakly continuous for a typical choice of isome-
try V . The representation ρV is called weakly discontin-
uous at the identity if there is a sequence {fk}k∈N ⊂ T
with
lim
k→∞
‖fk − id‖∞ = 0 and (1)
lim
k→∞
〈Φ, ρV (fk)Ψ〉 6= 〈Φ,Ψ〉 for some |Φ〉, |Ψ〉 ∈ H .
Our main result is the following no-go result:
Theorem 1. For all but a zero-measure set of isome-
tries V : Cd → Cd ⊗ Cd, the representation ρV is weakly
discontinuous at the identity.
This kind of no-go theorem was first established by
Jones [22] in the special case where V is a certain (in
that case unique) isometric element of a specific planar
algebra derived from the Temperley-Lieb algebra. The
planar algebra can alternatively be interpreted as that for
the 3-dimensional representation of the quantum group
UqSO(3) (see [23]). In contrast, our analysis is for arbi-
trary, and in particular, generic isometries in the tensor
planar algebra, and is thus closer to tree tensor network
descriptions of critical quantum spin chains.
Let us now present the proof of our main result. Given
an isometry V : Cd → Cd⊗Cd, we consider the projection
P := V V † and its image V = P (Cd ⊗ Cd). We show the
following property:
Lemma 1. If V satisfies
(V ⊗ Cd) ∩ (Cd ⊗ V) = {0} , (2)
then ρV is weakly discontinuous at the identity.
Lemma 1 immediately implies Theorem 1 using alge-
braic geometry, which have been used in a similar fashion
in the context of quantum satisfiability problems [24]).
Indeed, suppose V is defined by the first d columns of a
Haar-random unitary matrix U ∈ U(d2). Then the pro-
jection P = V V † takes the form P = P (U) = UP0U
† for
a fixed rank-d projection P0 on C
d⊗Cd. Let W ⊂ U(d2)
be the subset of unitaries such that the associated sub-
space V := P (Cd ⊗ Cd) satisfies (2). We will show that
W has full measure in the unitary group U(d2).
First observe that the operator
ΓP := (P ⊗ ICd)(ICd ⊗ P )(P ⊗ ICd)
3is Hermitian and satisfies 0 ≤ ΓP ≤ I(Cd)⊗3 , where the
latter inequality is strict if and only if (2) holds (or
equivalently if U ∈ W). In particular, the operator
I(Cd)⊗3 − ΓP is invertible if and only if U ∈ W . This
means that the complementWc := U(d2)\W is the set of
zeros of the function f(U) := det(I(Cd)⊗3 − ΓP (U)). This
function is a polynomial in the real- and imaginary parts
of the matrix entries of U . By using algebraic geometry
(more explicitly, we use [25, Lemma 4.3]), we conclude
thatWc is either the whole set U(d2) or a set of zero mea-
sure. It remains to argue that Wc 6= U(d2): for this, we
explicitly demonstrate the existence of a unitary U ∈ W .
Clearly, it suffices to show existence of a d-dimensional
subspace V of Cd ⊗ Cd satisfying (2). Define a stabilizer
operator S = X ⊗Z, where X and Z are the generalized
Pauli operators and let V be the subspace stabilized by S.
Then dim(V) = d, and (V ⊗ Cd) ∩ (Cd ⊗ V) is stabilized
by S1 = S ⊗ ICd and S2 = ICd ⊗ S. Since S1 and S2 do
not commute, this implies (2).
It remains to show Lemma 1. Assume that an isom-
etry V is given such that the associated space V satis-
fies (2). Similar to the argument in Jones [22], we use
the sequence {fk}k∈N of translations by 12k to show that
ρV is weakly discontinuous at the identity. Clearly, this
sequence converges to the identity in the sense of (1).
Consider two arbitrary non-orthogonal states ψ, φ ∈ Cd.
These define states |Φ〉, |Ψ〉 ∈ H as described above with
〈Φ,Ψ〉 6= 0. We will show that limk→∞〈Φ, ρV (fk)Ψ〉 = 0.
As shown in Fig. 2, the matrix element 〈Φ, ρV (fk)Ψ〉
can be expressed as
〈Φ, ρV (fk)Ψ〉 = Tr
(R◦k−1(x)A(φ, ψ)) . (3)
Here A(φ, ψ) ∈ B(Cd ⊗ Cd) is an operator independent
of k, the operator
x := (ICd ⊗ V †)(V ⊗ ICd) ∈ B(Cd ⊗ Cd) (4)
is defined in terms of the isometry V (see Figure 3(a)),
and R : B(Cd ⊗ Cd) → B(Cd ⊗ Cd) is a superoperator
quadratic in the argument z given by (see Fig. 3(b))
R(z) = (ICd ⊗ V †)(z ⊗ ICd)(ICd ⊗ z)(V ⊗ ICd) . (5)
We will show that the operator norm of R◦k(x) decays
doubly exponentially with k such that
lim
k→∞
‖R◦k(x)‖ = 0 .
The claim then follows from (3).
More precisely, we claim that
‖R◦k(x)‖ ≤ ‖(I ⊗ V †)(V ⊗ I)‖2k for all k ∈ N0 (6)
where we write I for the identity on Cd for ease of nota-
tion. Since V ⊗ I = (P ⊗ I)(V ⊗ I) by definition of P
ψ
φ
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FIG. 2. The inner product 〈Φ, ρV (f3)Ψ〉. Here we assume
periodic boundary conditions. After 3 layers of application of
the fine-graining isometry V , each state is represented by an
8-qudit state. The inner product is obtained by translating
the second state Ψ by 1/23 (which corresponds to one lat-
tice spacing if the qudits are arranged equidistantly on the
unit circle), then contracting the tensor network obtained
by stacking the adjoing of Φ on top. In Fig. 2(a), appear-
ances of the tensor x (see Fig. 3(a)) are indicated by dotted
boxes. In Fig. 2(b) the same inner product is shown with x in-
serted, and with dotted boxes indicating the position of R(x)
(see Fig. 3(b)). Fig. 2(c) shows the same inner product with
R(x) inserted; now, the dotted boxes indicate the position of
R◦2(x). Finally, Fig. 2(d) shows the final form of the inner
product which corresponds to the right hand side of Eq. (3).
and the operator norm is unchanged when applying the
isometry I ⊗ V on the left, we obtain
‖(I ⊗ V †)(V ⊗ I)‖ = ‖(I ⊗ V )(I ⊗ V †)(P ⊗ I)(V ⊗ I)‖
= ‖(I ⊗ P )(P ⊗ I)(V ⊗ I)‖
≤ ‖(I ⊗ P )(P ⊗ I)‖ < 1 . (7)
4(a)x
z
z
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FIG. 3. The element x ∈ B(Cd ⊗ Cd) (cf. (4)) and the def-
inition of R(z) ∈ B(Cd ⊗ Cd) (cf. (5)) used in the proof of
Lemma 1.
Here we used the submultiplicativity property ‖AB‖ ≤
‖A‖ · ‖B‖ of the operator norm and the fact that |W‖ =
‖W †‖ = 1 for any isometry W to obtain the inequality,
and our assumption (2) in the last step.
To show (6), observe that for k = 0, we have
‖R◦0(x)‖ = ‖x‖ = ‖(I ⊗ V †)(V ⊗ I)‖ < 1
by (7). For k ≥ 0 we obtain
‖R◦k+1(x)‖ = ‖R ◦ R◦k(x)‖
= ‖(I ⊗ V †)(R◦k(x)⊗ I)(I ⊗R◦k(x))(V ⊗ I)‖
≤ ‖(I ⊗ V )†‖ · ‖R◦k(x)‖2 · ‖I ⊗ V ‖
= ‖R◦k(x)‖2
by the submultiplicativity and the stability property ‖A⊗
I‖ = ‖A‖ of the operator norm. This proves (6) and
therefore Lemma 1.
As a non-trivial example where the condition (2) of
Lemma 1 does not apply, consider the case of spin-chains
invariant under a global symmetry group G, as described
by a unitary representation g 7→ Ug ∈ U(d). In this
case, the isometry V has the symmetry property (see
e.g., [26, 27])
V = (Ug ⊗ Ug)V U †g for all g ∈ G . (8)
Concretely, in the case d = 3, we may consider the
spin-1 irreducible representation of SO(3) with angu-
lar momentum eigenbasis |-1〉, |0〉, |1〉. Since the tensor
product of the two spin-1 representations decomposes
as 1⊗ 1 = 0⊕ 1⊕ 2, the symmetry (8) and dimensional-
ity considerations show that V is the subspace associated
with the spin-1 representation, and the isometry V is
unique up to a global phase (as in the example of Jones).
The space is spanned by the vectors
|Jz = 1〉 = 1√
2
(|1, 0〉 − |0, 1〉)
|Jz = 0〉 = 1√
2
(|1, -1〉 − |-1, 1〉)
|Jz = −1〉 = 1√
2
(|0, -1〉 − |-1, 0〉) .
From this it is easy to check that the space (V ⊗ Cd) ∩
(Cd ⊗ V) is 1-dimensional and spanned by the vector
−|-1, 0, 1〉 + |-1, 1, 0〉 + |0, -1, 1〉 − |0, 1, -1〉 − |1, -1, 0〉 +
|1, 0, -1〉. Hence we conclude that Lemma 1 does not ap-
ply in this case. It remains an open problem to establish
continuity or discontinuity of the associated representa-
tion.
Conclusions. We have shown that Jones’ approach to
constructing a chiral conformal field theory whose Hamil-
tonian generates translations on a circle as a limit of rota-
tions on a discrete lattice fails for a generic choice of isom-
etry V as this limit is discontinuous. Our result leaves
open the possibility that there exists a continuous rep-
resentation ρV for an appropriately chosen isometry V ,
but provides a simple necessary condition for continuity
(see Lemma 1). However, it shows that even if such an
isometry exists, the corresponding renormalization group
fixed point would be unstable: small perturbations in V
would suffice to produce the discontinuity shown above.
Thus our result suggests that tree tensor networks are in-
sufficient to capture dynamical aspects of CFTs, at least
following the approach by Jones.
Given this no-go-statement, it is natural to look for
other ways of defining a semicontinuous limit of Hilbert
spaces: one way proposed by Jones is to consider addi-
tional local “disentanglers” between spins in the spirit of
the MERA [5]. An alternative would be to consider any-
onic spin chains derived from modular tensor categories
(see also [28]), where the resulting state space can have
fractional dimension. Candidate isometries having the
“perfectness” property suitable for use in the AdS/CFT-
correspondence have recently been identified [29]. How-
ever, establishing continuity of such representations (even
for the above example based on SO(3)) remains a chal-
lenge.
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