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1. Introduction
In this paper, we shall give a new characterization of λ-supercompact cardinals κ in terms of (κ, λ)-Solovay pairs and
apply this characterization to give new proofs of some interesting results.
First, let us recall the standard definitions of two large cardinal properties that are relevant here. Our standard reference
is Jech’s book [10].
Definition 1.1. A regular uncountable cardinal κ is measurable if there is an elementary embedding j : V → M of the
universe into a transitive inner model such that κ is the critical point of j (i.e., for all α < κ , j(α) = α and j(κ) > κ). This
property of κ is equivalent to the existence of a κ-complete uniform normal ultrafilter U on κ , i.e.,
(1) for all X ⊆ κ , either X ∈ U or κ − X ∈ U ,
(2) for all α < κ , α 6∈ U , and if X ⊆ Y ⊆ κ and X ∈ U , then Y ∈ U ,
(3) if 〈Xα | α < γ 〉 is a sequence from U of length γ < κ , then the intersection of this sequence is in U ,
(4) if X ∈ U and f : X → κ is a regressive function (i.e., f (α) ∈ α for all α ∈ X − {∅}), then there is a γ < κ such that
{α < κ | f (α) = γ } ∈ U .
Supercompact cardinals were introduced by Solovay in [19] and in [18] as a natural generalization of measurable
cardinals.
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Definition 1.2. Let κ be a regular uncountable cardinal.
1. For a cardinal λ ≥ κ , κ is λ-supercompact if there is an elementary embedding j : V → M such that
(a) κ is the critical point of j,
(b) j(κ) > λ, and
(c) M is closed under λ-sequences in V .
2. κ is supercompact if for all cardinals λ ≥ κ , κ is λ-supercompact.
Solovay gave the following characterization of supercompactness in terms of ultrafilters on Pκ(λ) [19,18].
Theorem 1.3 (Solovay). For κ ≤ λ, a regular uncountable cardinal κ is λ-supercompact if and only if there is a normal fine
κ-complete ultrafilter U on the set Pκ(λ), i.e., U is a κ-complete nonprincipal ultrafilter on Pκ(λ) = {x ⊆ λ | |x| < κ} such that
(i) for all α < λ, {x ∈ Pκ(λ) | α ∈ x} ∈ U, and
(ii) for all X ∈ U, if f is a choice function on X (i.e., for a ∈ X − {∅}, f (a) ∈ a), then there is a γ < λ such that
{x ∈ X | f (x) = γ } ∈ U .
A normal fine κ-complete ultrafilter U from a λ-supercompact embedding j is canonically defined by the following:
U = {X ⊂ Pκ(λ) | j[λ] ∈ j(X)},
where j[λ] = {j(α) | α < λ}.
To get a desired elementary embedding j from a normal fine κ-complete ultrafilter U in Pκ(λ), one uses the ultrapower
construction. Since we shall employ the ultrapower construction later, we recall this construction here.
Assume that D is a κ-complete ultrafilter on X with κ regular uncountable. For each f , g : X → V , we define
f ∼= g if and only if {α ∈ X | f (α) = g(α)} ∈ D.
This is an equivalence relation. For each f : X → V , let [f ], the equivalence class of f under D, be the set of all functions
defined on X which is equivalent to f and of minimal rank. Then [f ] = [g] if and only if f ∼= g .
Let V ∗ be the class of all sets of the form [f ] for some f : X → V . We then define
[f ] ∈∗ [g] if and only if {α ∈ X | f (α) ∈ g(α)} ∈ D.
Since D is κ-complete and κ > ω, (V ∗,∈∗) is well-founded, i.e., the relation∈∗ is well-founded. Since (V ∗,∈∗) is a model
of the Axiom of Extensionality, being well-founded, (V ∗,∈∗) is uniquely isomorphic to a transitive class structure (M,∈).
We identify V ∗ with its transitive collapseM . Let M = ult(V ,D) be the ultrapower of V by D. Also for each f : X → V , we
still use [f ] to denote the transitive collapse of the equivalence class of f . Let j : V → M be the canonical mapping, i.e., j(x)
is the equivalence class of the constant function with value x. Then j : V → M is an elementary embedding by the following
Łos Theorem.
Theorem 1.4 (Łos Theorem). Assume that κ is a regular uncountable cardinal. Assume that D is a κ-complete ultrafilter on X.
Let M = ult(V ,D) be the ultrapower of V by D. Let ϕ(v0, . . . , vn) be a formula with all of its free variables shown. Let f0, . . . , fn
be functions defined on X. Then the following are equivalent:
1. M |= ϕ[[f0], . . . , [fn]].
2. {a ∈ X | ϕ[f0(a), . . . , fn(a)]} ∈ D.
In solving the Singular Cardinal Problem above a supercompact cardinal, Solovay discovered the following interesting
theorem [18].
Theorem 1.5 (Solovay). Assume that κ is λ-supercompact and λ > κ is regular. Let τ : Pκ(λ)→ λ be the function defined by
the equation τ(a) = sup(a). Let U be a normal fine ultrafilter on Pκ(λ). Then there is an X ∈ U such that τ X is one-to-one.
Inspired by these two theorems of Solovay, we derive a new characterization of supercompactness by Solovay pairs. In
Section 2, we shall define what a (κ, λ)-Solovay pair (S,D)means and prove the following theorem:
Theorem 1.6. Assume that κ ≤ λ are regular uncountable cardinals. Then the following are equivalent:
1. κ is λ-supercompact.
2. There is a (κ, λ)-Solovay pair (S,D).
In fact, the exact relationship between normal fine κ-complete ultrafilters on Pκ(λ) and uniform κ-complete ultrafilters
on λ can be described as follows.
Assume that κ ≤ λ are regular uncountable cardinals. Let Dκλ be the set of all κ-complete uniform ultrafilters D on λ
such that there is a partial function S on λ satisfying that (S,D) is a Solovay pair. For a partial function S on λ, letDSκλ be the
set of all κ-complete ultrafilters D on λ such that (S,D) is a Solovay pair and D extends the club filter on λ. Let Uκλ be the
set of all normal fine κ-complete ultrafilters on Pκ(λ).
Theorem 1.7. Assume that κ ≤ λ are regular uncountable cardinals. LetDκλ,DSκλ,Uκλ be the sets defined above. Then
1. there is a canonical one-to-one correspondence ψ betweenDκλ and Uκλ such that ψ preserves ultrapowers, i.e.,
ult(V ,D) = ult(V , ψ(D))
for all D ∈ Dκλ;
2. there is a partial function S on λ such thatDSκλ = Dκλ.
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Later, we shall see that this canonical correspondence ψ preserves Magidor–Prikry generic extensions as well.
In the second part of this paper, we give three applications. First, we shall present the inner model construction in
Section 3.1, where we prove the following theorem.
Theorem 1.8. Assume that κ ≤ λ are regular cardinals. Assume that κ is λ-supercompact. Let (S,D) be a (κ, λ)-Solovay pair.
Then there is an inner model L[S,D], constructed from the Solovay pair (S,D), such that L[S,D] |= ‘‘κ is λ-supercompact’’.
Secondly, we exhibit a class of posets Pκλ naturally induced by (κ, λ)-Solovay pairs, just as Prikry posets are naturally
induced by normal ultrafilters on measurable cardinals [16], to prove the following theorem.
Theorem 1.9. Let κ ≤ λ be λ-supercompact with λ regular. Let (S,D) be a (κ, λ)-Solovay pair and let Pκλ be the associated
Prikry poset. Then
1. Pκλ satisfies the λ+-chain condition,
2. forcing with Pκλ does not add any bounded subsets of κ ,
3.  ‘‘κ is a strong limit cardinal and |λ| = κ ’’,
4. if µ is a cardinal such that either µ ≤ κ or µ > λ, then  µ is a cardinal; and if cf(µ) = η > λ then  cf(µ) = ηˇ,
5. if κ ≤ µ ≤ λ is such that cf(µ) ≥ κ , then
 cf(µ) = ω.
Supercompact Prikry forcings were originally studied by Magidor [13,14] (see also Gitik’s works [7,8]). It turns out that
the previous theorem is just an equivalent form of a theorem of Magidor on this subject for supercompact cardinals. More
precisely, assume that κ ≤ λ are regular uncountable cardinals and letψ denote the correspondence betweenDκλ and Uκλ
given by Theorem 1.7. Then the poset P defined from a Solovay pair (S,D) and the poset Q defined from ψ(D) by Magidor
are equivalent. This shows that the canonical correspondence ψ preserves Magidor–Prikry generic extensions as well.
Thirdly, we show that if a supercompact cardinal κ is collapsed toω2 using Levy collapsing, then in the generic extension,
every regular uncountable cardinal carries a precipitous ideal. The consistency of the last statementwas proved by Foreman–
Magidor–Shelah in [5] but their model was not the Levy collapsing model.
Theorem 1.10. Let κ be supercompact. Let P = Col(ω1, < κ) be the Levy forcing notion to collapse κ to ω2. Then it is forced by
P that every regular uncountable cardinal carries a precipitous ideal.
This paper is organized as follows: In Section 2, we introduce Solovay pairs. In Section 2.1, we prove that a (κ, λ)-Solovay
pair exists if κ is a λ-supercompact cardinal. In Section 2.2, we consider the ultrapowers by Solovay pairs and prove that the
existence of a (κ, λ)-Solovay pair implies that κ is λ-supercompact. We deduce Theorems 1.6 and 1.7 there. In Section 2.3,
we investigate a canonical partial order induced by a Solovay pair and prove a partition theoremof Solovay pairs. In Section 3,
we study three applications. In Section 3.1, we present inner models constructed from Solovay pairs and prove Theorem 1.8
there. In Section 3.2, we show that the correspondence specified in Theorem 1.7 actually preserves Magidor–Prikry generic
extensions. We first define the Prikry type poset Pκλ associated to a given (κ, λ)-Solovay pair (S,D) to prove Theorem 1.9.
Thenwe prove Theorem3.17 saying that our posets are in fact equivalent to those ofMagidor’s. In Section 3.3, we investigate
what remains when a supercompact cardinal is Levy collapsed to ω2 using countable conditions and prove Theorem 1.10
among others.
2. (κ, λ)-Solovay pairs
We now introduce the notion of Solovay pair. This is inspired by two theorems, Theorems 1.3 and 1.5, of Solovay [18,19],
on supercompact cardinals and based on this reason, we call the objects of study Solovay pairs.
In what follows, we use ot(X) to denote the order type of X for a set X of ordinals, i.e., ot(X) is the unique ordinal γ such
that (γ ,∈) is isomorphic to (X,∈).
Definition 2.1. Let κ be a regular uncountable cardinal. A set A of ordinals is relatively κ-closed if
(1) ot(A) is a regular uncountable cardinal< κ ,
(2) κ ∩ A is a regular uncountable cardinal,
(3) A is<(κ ∩ A)-closed, i.e., if 〈αβ | β < γ 〉 is an increasing sequence of A and γ < (κ ∩ A), then the least upper bound of
this sequence is in A,
(4) if β ∈ A, let β∗ be the largest limit ordinal γ ≤ β , then the interval [β∗, β∗ + (κ ∩ A)) ⊂ A and β∗ + (κ ∩ A) 6∈ A.
The following example explains why we are interested in relatively κ-closed sets of ordinals.
Example 2.2. Assume that κ is λ-supercompact with λ regular. Let U be a normal fine κ-complete ultrafilter on Pκ(λ) and
let j : V → M = ult(V ,U) be the induced ultrapower embedding. Then
M |= j[λ] is relatively j(κ)-closed.
Proof. Let U be a normal fine κ-complete ultrafilter on Pκ(λ) and let j : V → M = ult(V ,U) be the induced elementary
embedding.
ThenM |= j[λ] is relatively j(κ)-closed.
It is standard that κ = j(κ) ∩ j[λ], ot(j[λ]) = λ < j(κ), and j[λ] is< κ-closed.
Let β < λ and γ < κ . Then j(β + γ ) = j(β)+ γ ∈ j[λ]. Hence [j(β), j(β)+ κ) ⊂ j[λ].
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Finally we show that j(β)+κ 6∈ j[λ]. Assume otherwise. Let δ < λ be such that j(δ) = j(β)+κ . Let δ1 = sup{β+γ | γ <
κ}. Then j(δ1) > j(δ) since j(δ1) = sup{j(β)+ γ | γ < j(κ)}. It follows that δ < δ1. Let γ < κ be such that δ ≤ β+ γ . Then
j(δ) ≤ j(β)+ γ < j(δ). This is a contradiction. 
Definition 2.3. Let κ ≤ λ be regular uncountable cardinals. An ordered pair (S,D) is a (κ, λ)–Solovay pair if
(1) D is a κ-complete uniform ultrafilter on λ,
(2) S is a function whose domain is in D,
(3) if α ∈ dom(S), then S(α) is a relatively κ-closed cofinal subset of α of order type cf(α),
(4) D is S-fine, i.e., ∀β < λ {α ∈ dom(S) | β ∈ S(α)} ∈ D,
(5) D is S-normal, i.e., if X ∈ D, and f : X → λ is an S-choice function (i.e., for α ∈ X ∩ dom(S), f (α) ∈ S(α)), then there is
a Y ∈ D such that f is constant on Y .
Occasionally, we say that (S,D) is a Solovay pair if (S,D) is a (κ, λ)-Solovay pair for some regular uncountable cardinals
κ ≤ λ.
The following simple but useful facts are immediate consequences of the definition.
Lemma 2.4. Let (S,D) be a (κ, λ)-Solovay pair.
1. If a ⊂ λ and |a| < κ , then
{α ∈ dom(S) | a ⊂ S(α)} ∈ D.
2. If 〈Xβ |β < λ〉 is a sequence from D, then the set
{α ∈ dom(S) | ∀β ∈ S(α) (α ∈ Xβ)}
is in D.
3. For all α ∈ dom(S), the following holds:
∀β ∈ α ∩ dom(S) [(S(β) ⊂ S(α) ∧ ot(S(β)) ∈ S(α))→ β ∈ S(α)].
Proof. (1) follows from S-fineness and κ-completeness.
(2) follows from S-normality.
(3) Let α ∈ dom(S). Let β ∈ α ∩ dom(S). Assume that S(β) ⊂ S(α) and ot(S(β)) ∈ S(α). Let γ = ot(S(β)). By the
property of S, cf(β) = γ < κ . Hence, γ ∈ κ ∩ S(α). Since S(β) ⊂ S(α), S(α) ∩ β contains a cofinal in β sequence of order
type cf(β) < κ ∩ S(α). By the property of S again, S(α) is<κ ∩ S(α)-closed. Therefore, β ∈ S(α). 
The following indicates that the partial function S of a Solovay pair is essentially unique.
Lemma 2.5. Assume that both (S1,D) and (S2,D) are (κ, λ)-Solovay pairs. Then
{α ∈ dom(S1) ∩ dom(S2) | S1(α) = S2(α)} ∈ D.
Proof. Suppose not. Then
A = {α ∈ dom(S1) ∩ dom(S2) | S1(α) 6= S2(α)} ∈ D.
By symmetry, we may assume that
A1 = {α ∈ dom(S1) ∩ dom(S2) | S1(α)− S2(α) 6= ∅} ∈ D.
For α ∈ A1, let g(α) = min(S1(α) − S2(α)). By S1-normality, let β and A2 ⊂ A1 be such that A2 ∈ D and for all α ∈ A2,
g(α) = β .
Let B = {α ∈ dom(S2) | β ∈ S2(α)}. By the S2-fineness, B ∈ D. Then A2 ∩ B ∈ D. But clearly A2 ∩ B is empty. This is a
contradiction. 
Observation: If there is a (κ, λ)-Solovay pair, then κ is measurable.
Let (S,D) be a (κ, λ)-Solovay pair. We define a uniform normal ultrafilter U on κ as follows: for X ⊆ κ , set X ∈ U if and
only if
{α ∈ dom(S) | κ ∩ S(α) ∈ X} ∈ D.
It follows that U is a κ-complete uniform ultrafilter on κ . To see that U is in fact normal, let X ∈ U and f : X → κ be a
regressive function. Let
Y = {α ∈ dom(S) | κ ∩ S(α) ∈ X}.
Then Y ∈ D. For α ∈ Y , set g(α) = f (κ ∩ S(α)). Then g(α) ∈ S(α) for all α ∈ Y . Hence g is constant on a D-measure one set
and, therefore, f is constant on a U-measure one set. 
Observation: For a regular uncountable cardinal κ , κ is measurable if and only if there is a (κ, κ)-Solovay pair.
Suppose that κ is measurable. Let D be a normal κ-complete ultrafilter on κ . For every regular uncountable cardinal
α < κ , set S(α) = α. Then (S,D) is a (κ, κ)-Solovay pair.
Conversely, if (S,D) is a (κ, κ)-Solovay pair, thenD is a κ-complete nonprincipal ultrafilter (in factD is normal), therefore,
κ is measurable. 
This observation justifies that being a (κ, λ)-Solovay pair is a right generalization of being a κ-complete normal ultrafilter
on κ to a larger regular cardinal λ. In fact, we shall prove that κ is λ-supercompact if and only if there is a (κ, λ)-Solovay
pair.
From now on, when we say that (S,D) is a (κ, λ)-Solovay pair, we shall assume that λ > κ and λ is regular since these
shall be our focus.
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2.1. Existence of a (κ, λ)-Solovay pair from λ-supercompactness of κ
In this subsection, we show that there exists a (κ, λ)-Solovay pair if κ is λ-supercompact. This is essentially a theorem of
Solovay [19,18] but his interests were on Pκ(λ) and ultrafilters measuring subsets of Pκ(λ) ⊂ P(λ), which was a third-order
decision problem on λ.
First, we prove a lemma.
Lemma 2.6. Assume that κ ≤ λ are regular uncountable cardinals. Assume that κ is λ-supercompact. Let U be a normal fine
ultrafilter on Pκ(λ). Then the following set D is a κ-complete uniform ultrafilter on λ:
D = {X ⊆ λ | {a ∈ Pκ(λ) | sup(a) ∈ X} ∈ U}.
Proof. Let U be a normal fine ultrafilter on Pκ(λ). Let
D = {X ⊆ λ | {a ∈ Pκ(λ) | sup(a) ∈ X} ∈ U}.
Let j : V → M = ult(V ,U) be the canonical ultrapower embedding induced by U . Then
D = {X ⊆ λ | M |= sup(j[λ]) ∈ j(X)},
where j[λ] = {j(β) | β < λ}.
Since λ is regular, M |= j(λ) is regular. Since j[λ] is in M and its order type is λ < j(κ) ≤ j(λ), sup(j[λ]) < j(λ). Given
any X ⊆ λ, either sup(j[λ]) ∈ j(X) or sup(j[λ]) ∈ j(λ−X). If α < λ, then j(α) ∈ j[λ] and j(α) < sup(j[λ]), hence λ−α ∈ D.
It also follows that D is closed upward under the subset relation and D is closed under finite intersection. Therefore, D is an
uniform ultrafilter on λ. We need to check that D is κ-complete. To see this, let 〈Xα | α < γ 〉 be a sequence of members of
D of length γ < κ . Then
j(〈Xα | α < γ 〉) = 〈j(Xα) | α < γ 〉,
and
j
(⋂
α<γ
Xα
)
=
⋂
α<γ
j(Xα).
Therefore, sup(j[λ]) ∈ j(⋂α<γ Xα). 
Definition 2.7. For a λ-supercompact cardinal κ with λ regular, a uniform κ-complete ultrafilter D on λ is called a (κ, λ)–
ultrafilter if there is a normal fine ultrafilter U on Pκ(λ) such that for all A ⊆ λ,
A ∈ D ⇐⇒ {a ∈ Pκ(λ) | sup(a) ∈ A} ∈ U .
Theorem 2.8. Assume that κ is λ-supercompact and λ is regular. Then there is a partial function S on λ such that
1. there exists a (κ, λ)-ultrafilter D such that (S,D) is a (κ, λ)-Solovay pair;
2. for every (κ, λ)-ultrafilter D, (S,D) is a (κ, λ)-Solovay pair;
3. if (S˜,D) is a (κ, λ)-Solovay pair, then there is an X ∈ D such that X ⊂ dom(S˜) ∩ dom(S) and S˜ X= S X .
The key of the argument is to useω-Jónsson functions to get aUniqueness Lemma, due to Solovay [18], who used it to show
Theorem 1.5 and for deriving the Singular Cardinal Hypothesis above a supercompact cardinal. We reproduce the argument
here adapting to the new environment.
Definition 2.9. Let λ be an infinite cardinal. Let A ⊆ λ be infinite. A function f : λω → λ is ω-Jónsson on A if and only if A is
closed under the function f , i.e., if x ∈ Aω , then f (x) ∈ A, and for every B ∈ [A]|A|, f [Bω] = A.
We need the following theorem of Erdös and Hajnal [3] saying that every infinite cardinal carries an ω-Jónsson function.
Theorem 2.10 (Erdös and Hajnal). If λ ≥ ω is a cardinal, then there is an ω-Jónsson function f : λω → λ on λ.
Recall that for an ordinal α of uncountable cofinality, a subset X ⊂ α is an ω-club in α if X is unbounded in α and for
every strictly increasing sequence 〈βn | n < ω〉 from X , sup({βn | n < ω}) ∈ X .
Theorem 2.11 (Solovay’s Uniqueness Lemma). Let λ > ω1 be a regular cardinal. Let f : λω → λ be an ω-Jónsson function on
λ.
Let α < λ be a limit ordinal such that cf(α) ≥ ω1. Then there exists at most one ω-club C ⊆ α of order type cf(α) such that f
is ω-Jónsson on C.
Proof. Let λ, α, f be given as in the lemma. Let C ⊆ α and D ⊆ α be two ω-clubs such that ot(C) = ot(D) = cf(α) and f
is ω-Jónsson on both of them. We check that C = D. Since C ∩ D is an ω-club in α, the order type of C ∩ D is also cf(α), a
regular uncountable cardinal. Hence C = f [(C ∩ D)ω] = D. 
Definition 2.12. Assume that ω1 < κ ≤ λ are regular cardinals. Let f : λω → λ be an ω-Jónsson function on λ.
1. Let Bf be the set of all limit ordinals α < λ such that ω < cf(α) < κ and there exists a cofinal subset C ⊆ α such that
ot(C) = cf(α), C is relatively κ-closed and f is ω-Jónsson on C .
2. For each α ∈ Bf , let Sf (α) be the unique cofinal subset C ⊆ α such that ot(C) = cf(α), C is relatively κ-closed and f is
ω-Jónsson on C .
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Theorem 2.13. Assume that κ ≤ λ are regular cardinals and that κ is λ-supercompact. Let f : λω → λ be anω-Jónsson function
on λ. If D is a (κ, λ)-ultrafilter on λ, then
(1) Bf ∈ D, and
(2) (Sf ,D) is a (κ, λ)-Solovay pair.
Proof. Assume that κ ≤ λ is λ-supercompact with λ regular. Assume that D is a (κ, λ)-ultrafilter on λ induced by a normal
fine ultrafilter U on Pκ(λ). Let j : V → M = ult(V ,U) be the induced elementary embedding. Let f be an ω-Jósson function
on λ. Let Bf and Sf be given as in Definition 2.12.
ThenM |= j[λ] is relatively j(κ)-closed, as we have seen in Example 2.2.
Also, in M , j(f ) is ω-Jónsson on j[λ]. First, j[λ] is closed under j(f ). Let x ∈ (j[λ])ω . Let y ∈ λω be such that x = j(y), i.e.,
for all n < ω, x(n) = j(y(n)). Then
j(f )(x) = j(f )(j(y)) = j(f (y)) ∈ j[λ].
Secondly, we show that if B ⊂ j[λ] is such that |B| = λ in M , then j(f )[Bω] = j[λ]. Let B ⊂ j[λ] be such that |B| = λ in M .
Let β ∈ j[λ]. We show that there is an x ∈ Bω such that j(f )(x) = β .
Let γ ∈ λ such that β = j(γ ). Let B¯ = {α ∈ λ | j(α) ∈ B}. Then |B¯| = λ in V and if y ∈ B¯ω , then j(y) ∈ Bω . Since f is
ω-Jónsson on λ, f [B¯ω] = λ. Let y ∈ B¯ω be such that γ = f (y). Let x = j(y). Then x ∈ Bω and
j(f )(x) = j(f )(j(y)) = j(f (y)) = j(γ ) = β.
Hence, inM , j(f ) is ω-Jónsson on j[λ].
It follows thatM |= sup(j[λ]) ∈ j(Bf ). Hence Bf ∈ D by the Łos Theorem.
In order to show that (Sf ,D) is a (κ, λ)-Solovay pair, by definition of Sf , we just have to check condition (4) and condition
(5) of Definition 2.3.
Let S = Sf .
To see condition (4), the S-fineness condition, let β < λ. We need to show that
{α ∈ dom(S) | β ∈ S(α)} ∈ D.
This follows from the fact that j(S)(sup(j[λ])) = j[λ] by the definition of S and by Solovay’s Uniqueness Lemma and that
j(β) ∈ j[λ].
To see that condition (5), the S-normality condition, is also satisfied, let X ∈ D and let h : X → λ be such that
Y = {α ∈ X ∩ dom(S) | h(α) ∈ S(α)} ∈ D.
Since Y ∈ D, sup(j[λ]) ∈ j(Y ) since D is derived from j. By elementarity, we have
j(h)(sup(j[λ])) ∈ j(S)(sup(j[λ])) = j[λ].
Let γ < λ be such that j(γ ) = j(h)(sup(j[λ])). It follows then
{α ∈ X ∩ dom(S) | h(α) = γ } ∈ D.
This finishes the proof of the theorem. 
2.2. Ultrapowers by Solovay pairs
In this subsection, we prove the converse of Theorem 2.8 using ultrapowers of Solovay pairs. We could give a short proof
showing the existence of a normal fine measure on Pκ(λ) but we shall need ultrapowers by Solovay pairs later anyway, so
we may as well take the longer road.
Theorem 2.14. Assume that (S,D) is a (κ, λ)-Solovay pair. Let M = ult(V ,D) be the ultrapower of the universe by D and let
j : V → M be the canonical elementary embedding. Then
(a) For all α < κ , j(α) = α.
(b) j(κ) > κ .
(c) [S] = j[λ], and sup(j[λ]) = [idλ], where idλ : λ→ λ is the identity function. Consequently, for all X ⊂ λ,
X ∈ D ⇐⇒ sup([S]) ∈ j(X).
(d) ult(V ,D) = {j(f )(sup([S])) | f ∈ V λ}, i.e.,
if f ∈ V λ, then [f ] = j(f )(sup([S])).
(e) j(κ) > λ.
(f) M is closed under λ-sequences.
Proof. Let (S,D) be a (κ, λ)-Solovay pair. LetM = ult(V ,D) be the ultrapower of the universe by D. Let j : V → M be the
induced elementary embedding.
We check these properties in the following one-by-one.
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(a) For all α < κ , j(α) = α.
This follows by induction using the κ-completeness. Let α < κ be such that for all β < α, j(β) = β . This induction
hypothesis implies that α ⊂ j(α). Assume that [f ] ∈ j(α). Then
{γ < λ | f (γ ) ∈ α} ∈ D.
By κ-completeness, let β ∈ α be such that
{γ < λ | f (γ ) = β} ∈ D.
Therefore, [f ] = j(β) = β . This shows that j(α) ⊂ α, and hence j(α) = α.
(b) j(κ) > κ .
Let B = dom(S). For α ∈ B, set g(α) = κ ∩ S(α). Then g : B→ κ . Therefore, [g] < j(κ).
Since D is S-fine, if β < κ , then {α ∈ B | β ∈ κ ∩ S(α)} ∈ D, and hence β < [g]. Therefore, κ ≤ [g]. In fact, κ = [g].
To see this, let [f ] ∈ [g]. Then {α ∈ B | f (α) ∈ g(α) = κ ∩ S(α)} ∈ D. By S-normality, there is some γ < λ such that
{α ∈ B | f (α) = γ } ∈ D. It follows that there is some γ < κ such that {α ∈ B | f (α) = γ } ∈ D. So [f ] = j(γ ) = γ ∈ κ .
(c) [S] = j[λ], and sup(j[λ]) = [idλ], where idλ : λ→ λ is the identity function.
For γ < λ, {α ∈ dom(S) | γ ∈ S(α)} ∈ D, hence j(γ ) ∈ [S].
On the other hand, let [f ] ∈ [S]. Then {α ∈ dom(S) | f (α) ∈ S(α)} ∈ D. By S-normality, there is some γ < λ such that
{α ∈ dom(S) | f (α) = γ } ∈ D, and hence such that [f ] = j(γ ).
For the second equality, notice that for each α ∈ dom(S), sup(S(α)) = α = idλ(α).
For the last statement of (c), fix an X ⊂ λ. By the Łos Theorem, we have that
X ∈ D ⇐⇒ [idλ] ∈ j(X),
therefore,
X ∈ D ⇐⇒ sup([S]) ∈ j(X).
(d) Let f : λ → V . Then for all α ∈ dom(S), we have f (α) = cf (α)(id(α)), where cf is the constant function with value f
and id = idλ. By the Łos Theorem, we conclude that [f ] = j(f )([id]). Hence, by (c), [f ] = j(f )(sup([S])).
(e) j(κ) > λ.
For α ∈ dom(S), set h(α) = ot(S(α)). By condition (3) of Definition 2.3, ∀α ∈ dom(S) h(α) < κ . Hence, by the Łos
Theorem, [h] < j(κ). By (c) above, [h] = ot([S]) = λ. Hence, λ < j(κ).
(f)M is closed under λ-sequences.
Let f : λ→ M be a λ-sequence. Let 〈fα | α < λ〉 be such that f (α) = [fα] for each α < λ.
We would like to define a function g : dom(S)→ V such that
dom([g]) = j[λ] ∧ ∀ξ ∈ λ ([g](j(ξ)) = [fξ ]).
This suffices since j[λ] ∈ M by (c), letting σ : λ→ j[λ] be the canonical order isomorphism, then σ ∈ M , σ = j λ, and for
all ξ < λ, f (ξ) = [g](σ (ξ)). This gives that f = [g] ◦ σ ∈ M .
Applying the Łos Theorem, g can be canonically defined by the following equation:
g(α) = 〈fγ (α) | γ ∈ S(α)〉
for each α ∈ dom(S).
Since for all α ∈ dom(S), dom(g(α)) = S(α), we conclude that dom([g]) = [S] = j[λ] by the Łos Theorem and (c).
Let ξ < λ be given. Let Aξ = {α ∈ dom(S) | ξ ∈ S(α)}. Then Aξ ∈ D and for all α ∈ Aξ ,
g(α)(ξ) = fξ (α)
by the definition of g above. By the Łos Theorem again, we conclude that [g](j(ξ)) = [fξ ].
This finishes the proof of (f). 
From Theorems 2.8 and 2.14, we get immediately the following theorem:
Theorem 2.15. Assume that ω < κ ≤ λ are regular cardinals. Then the following are equivalent:
1. κ is λ-supercompact.
2. There is a (κ, λ)-Solovay pair.
Corollary 2.16. If there exists a (κ, λ)-Solovay pair, then there exists a partial function S : λ → V such that for every (κ, λ)-
Solovay pair (S˜,D), (S,D) is a (κ, λ)-Solovay pair and there exists an X ∈ D such that X ⊂ dom(S)∩ dom(S˜) and S˜(α) = S(α)
for all α ∈ X.
Another consequence of the ultrapower construction is the fact thatD extends the club filter on λ for each (κ, λ)-Solovay
pair (S,D).
Proposition 2.17. Assume that κ ≤ λ are regular cardinals. Assume that (S,D) is a (κ, λ)-Solovay pair. Then D extends the club
filter on λ.
Proof. Let j : V → M = ult(V ,D) be the canonical elementary embedding of the ultrapower by D. Let C ⊆ λ be a club
in λ. Then j(C) is a club of j(λ) in M . Since j[C] ∈ M , j[C] ⊆ j(C) and sup(j[C]) = sup(j[λ]) < j(λ), we conclude that
sup(j[C]) ∈ j(C). Therefore, sup([S]) ∈ j(C). It follows that
{α ∈ dom(S) | α ∈ C} ∈ D
and that C ∈ D. 
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In summary, we have actually proved the following correspondence theorem.
Theorem 2.18. Assume that κ ≤ λ are regular uncountable cardinals. Let Dκλ be the set of all κ-complete uniform ultrafilters
D on λ such that there is a partial function S on λ satisfying that (S,D) is a (κ, λ)-Solovay pair. For a partial function S on λ, let
DSκλ be the set of all κ-complete ultrafilters D on λ such that (S,D) is a (κ, λ)-Solovay pair and D extends the club filter on λ. Let
Uκλ be the set of all normal fine κ-complete ultrafilters on Pκ(λ). Then
1. there is a canonical one-to-one correspondence betweenDκλ and Uκλ;
2. there is a partial function S on λ such thatDSκλ = Dκλ.
Proof. From what we have done, either the three families are all empty or the three families are all nonempty. In case they
are all nonempty, (2) follows from the corollary and the proposition above and (1) follows from the correspondence that we
have established in the previous proofs. 
In fact, the correspondence given in Theorem 2.18 preserves ultrapowers. Namely, letψ be the correspondence. Then for
each D ∈ Dκλ,
ult(V ,D) = ult(V , ψ(D)).
This fact is the following proposition. Theorem 1.7 then follows.
Proposition 2.19. Assume that κ is λ-supercompact with λ regular.
1. Let U be a normal fine κ-complete ultrafilter on Pκ(λ). Let D be the (κ, λ)-ultrafilter onλ derived fromU. Let j : V → ult(V ,U)
and let i : V → ult(V ,D). Then ult(V ,U) = ult(V ,D) and j = i.
2. Let (S,D) be a (κ, λ)-Solovay pair. Let j : V → ult(V ,D) be the ultrapower embedding induced by D. Let
U = {X ⊂ Pκ(λ) | [S] ∈ j(X)}.
Let i : V → ult(V ,U) be the ultrapower embedding induced by U. Then ult(V ,U) = ult(V ,D) and i = j.
Proof. (1) Let U,D, j, i be given as in the hypothesis of (1). Let f : λω → λ be an ω-Jónsson function. Let B = Bf and S = Sf
be defined from f as in Definition 2.12. Then B = dom(S) and B ∈ D. Let
A = {S(α) | α ∈ B}.
Then A ∈ U and S : B→ A bijectively. Let U1 = U ∩ P(A) and D1 = D ∩ P(B). By the Łos Theorem,
ult(V ,U) = ult(V ,U1) ∧ ult(V ,D) = ult(V ,D1).
Let (V ∗0 ,∈∗0) be the ultrapower of V by D1 before taking transitive collapse. Let (V ∗1 ,∈∗1) be the ultrapower of V by U1 before
taking transitive collapse. For each f : B→ V , define σ(f )(S(α)) = f (α) for all α ∈ B. Then σ(f ) : A→ V . We show that σ
induces an isomorphism
pi : (V ∗0 ,∈∗0)→ (V ∗1 ,∈∗1)
where pi([f ]) = [σ(f )].
First, notice that if g : A→ V , setting h(α) = g(S(α)) for α ∈ B, then g = σ(h).
Secondly, we have the following two equivalences:
{α ∈ B | f (α) = g(α)} ∈ D1 ↔ {S(α) ∈ A | σ(f )(S(α)) = σ(g)(S(α))} ∈ U1
and
{α ∈ B | f (α) ∈ g(α)} ∈ D1 ↔ {S(α) ∈ A | σ(f )(S(α)) ∈ σ(g)(S(α))} ∈ U1.
Therefore, pi is well-defined and pi is an isomorphism.
It follows that ult(V ,D) = ult(V ,U) and i = j.
(2) follows by the same argument as above. 
Just for completeness, allow us to mention several easy consequences of the ultrapower construction for Solovay pairs.
Previously, we used an ω-Jónsson function on λ to define the selection of relatively κ-closed cofinal subsets on a D-
measure one set. It turns out that this is essentially necessary, as the following proposition explains.
Proposition 2.20. Assume that κ ≤ λ are regular cardinals. Assume that (S,D) is a (κ, λ)-Solovay pair. Assume that f : λω → λ
is ω-Jónsson on λ. Then
{α ∈ dom(S) | f is ω-Jónsson on S(α)} ∈ D.
Proof. Let j : V → M = ult(V ,D) be the canonical elementary embedding induced by the ultrapower by D. Then by the
same argument in the proof of Theorem 2.13,M |= j(f ) is ω-Jónsson on j[λ]. Since j[λ] = [S],
{α ∈ dom(S) | f is ω-Jónsson on S(α)} ∈ D. 
The following proposition simply says that there is a canonical projection to smaller regular cardinals of a Solovay pair.
Proposition 2.21. Assume that κ ≤ µ ≤ λ are regular cardinals. Assume that (S,D) is a (κ, λ)-Solovay pair. Then there is an
X ∈ D such that
(a) X ⊆ dom(S);
(b) for all α ∈ X, ot(µ ∩ S(α)) is a regular cardinal;
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(c) for all α, β ∈ X, if sup(µ ∩ S(α)) = sup(µ ∩ S(β)) then µ ∩ S(α) = µ ∩ S(β); and
(d) (Sµ,U) is a (κ, µ)-Solovay pair, where Sµ(sup(µ ∩ S(α))) = µ ∩ S(α) for α ∈ X, and
U = {A ⊆ µ | ∃Y ∈ D ({sup(µ ∩ S(α)) | α ∈ X ∩ dom(S) ∩ Y } ⊆ A)}.
Proof. Let κ ≤ µ ≤ λ be regular cardinals and (S,D) be a (κ, λ)-Solovay pair. Let h : µω → µ be ω-Jónsson on µ. Let
X0 = {α ∈ dom(S) | h is ω-Jónsson on µ ∩ S(α)}
and let
X1 = {α ∈ dom(S) | ot(µ ∩ S(α)) is a regular cardinal}.
Let X = X0 ∩ X1. We claim that X ∈ D. Let g(α) = µ∩ S(α) for all α ∈ dom(S). Let j : V → M = ult(V ,D) be the canonical
elementary embedding given by the ultrapower. Then [g] = j[µ]. Since j(h) is ω-Jónsson on j[µ] in M , and ot(j[µ]) is a
regular cardinal inM , there is an Y ∈ D such that for all α ∈ Y , ot(g(α)) is a regular cardinal and h is ω-Jónsson on g(α). It
follows that X ∈ D.
Let Sµ(sup(µ ∩ S(α))) = µ ∩ S(α) for α ∈ X and
B = {sup(µ ∩ S(α)) | α ∈ X}.
Let
U = {A ⊆ µ | ∃Y ∈ D ({sup(µ ∩ S(α)) | α ∈ X ∩ dom(S) ∩ Y } ⊆ A)}.
Then for all A ⊆ µ,
A ∈ U ⇐⇒ sup(µ ∩ S(α)) ∈ j(A).
It follows that dom(Sµ) = B, B ∈ U and (Sµ,U) is a (κ, µ)-Solovay pair. 
The following proposition explains how subsets of λ are represented in the ultrapower.
Let (S,D) be a (κ, λ)-Solovay pair. LetM = ult(V ,D) be the ultrapower of V by D.
For β < λ, define
gβ(α) =
{
ot(β ∩ S(α)) if α ∈ dom(S) and β ∈ S(α);
0 otherwise.
For each α ∈ dom(S), let piα be the transitive collapsing map of S(α). For X ⊂ λ, define gX (α) = piα[X ∩ S(α)] for every
α ∈ dom(S).
Proposition 2.22. 1. If β < λ, then β = [gβ ] in the ultrapower.
2. If X ⊆ λ, then X = [gX ] in the ultrapower.
Proof. (1) Fix a β < λ. Let gβ be defined as above. By the Łos Theorem,
j(gβ)(sup([S])) = ot(j(β) ∩ j[λ]) = ot(j[β]) = β
since
j(β) ∈ j[λ] = j(S)(sup([S])).
By (d) of Theorem 2.14, [gβ ] = j(gβ)(sup([S])) = β .
(2) Let X ⊆ λ. Let gX be defined as above. Let pi : j[λ] → λ be the transitive collapsing map of j[λ]. By the Łos Theorem,
j(gX )(sup([S])) = pi [j(X) ∩ j[λ]] = pi [j[X]] = X .
By (d) of Theorem 2.14, we get
[gX ] = j(gX )(sup([S])) = X . 
The following is standard but we include here for completeness.
Theorem 2.23. Let (S,D) be a (κ, λ)-Solovay pair. Let j : V → ult(V ,D) be the canonical elementary embedding induced from
the pair. Then:
(1) κ < 2λ < j(κ) < j(λ) < (λλ)+ = (2λ)+.
(2) cfV (j(κ)) > λ and cfV (j(λ)) > λ.
(3) D 6∈ ult(V ,D).
(4) if µ > λ is a limit ordinal, then
(a) cf(µ) < κ implies that j(µ) =⋃ j[µ];
(b) cf(µ) > λ implies that j(µ) =⋃ j[µ];
(c) κ ≤ cf(µ) ≤ λ implies that j[µ] is bounded in j(µ).
(5) If µ > λ is a limit cardinal satisfying that |α|λ < µ for all α < µ, and either cf(µ) < κ or cf(µ) > λ, then j(µ) = µ.
Proof. (1) SinceM is λ-closed in V , (2λ)M = 2λ. Since λ < j(κ) andM |= j(κ) is inaccessible, 2λ < j(κ).
(2) follows thatM is λ-closed in V and both j(κ) and j(λ) are regular cardinals inM .
(3) If D ∈ ult(V ,D), then the mapping e(f ) = [f ] for every f ∈ κλ is in ult(V ,D) since κλ = (κλ)M . It follows that
M |= |j(κ)| ≤ |κλ| = 2λ. ButM |= λ < j(κ) and j(κ) is inaccessible.
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(4) To see (a), let f : cf(µ) → µ be an increasing cofinal in µ sequence. Then j(f ) : j(cf(µ)) → j(µ) is an increasing
cofinal in j(µ) sequence. As ∀α ≤ cf(µ), j(α) = α, we get that j(f )(α) = j(f (α)). Hence, j[µ] is cofinal in j(µ).
To see (b), let f : λ → µ be such that [f ]D ∈ j(µ). Then f is bounded in µ. Let α < µ be a bound for f . It follows that
[f ]D < j(α). Hence j[µ] is cofinal in j(µ).
To see (c), we first observe that cf(j(µ)) > λ. This is because the ultrapower is closed under λ-sequences and in the
ultrapower, λ < j(κ) ≤ cf(j(µ)) ≤ j(λ) hold. On the other hand, j[µ] has cofinality cf(µ) in V . Hence, j[µ]must be bounded
in j(µ).
(5) follows from that |j(α)| ≤ |α|λ. 
2.3. A partition property of Solovay pairs
In this subsection,weprove a partition property of Solovay pairs.We achieve this by first defining awell-foundedpartially
ordered set (T ,≺) derived from a Solovay pair.
Let (S,D) be a (κ, λ)-Solovay pair with κ < λ and λ regular.
The following lemma collects some D-measure one sets which shall be useful later.
Lemma 2.24. 1. If X ⊆ λ has order type λ, then
{α ∈ dom(S) | ot(S(α)) = ot(S(α) ∩ X)} ∈ D.
2. If X ∈ D, then {α ∈ X | ot(X ∩ α) = α} ∈ D.
3. Let B be the following set
{α ∈ dom(S) | ot(S(α)) = ot(S(α) ∩ dom(S)) ∧ ot(α ∩ dom(S)) = α}.
(a) Let T be the set of α ∈ B such that
(∀β ∈ S(α) ∩ dom(S)) (S(β) ⊆ S(α) ∧ ot(S(β)) ∈ S(α)),
then T ∈ D;
(b) For all α ∈ T ,
∀β ∈ α ∩ dom(S) (β ∈ S(α)↔ [S(β) ⊂ S(α) ∧ ot(S(β)) ∈ S(α)]).
4. Let X ∈ D be such that X ⊂ dom(S). Let X0 be the following set:
{α ∈ dom(S) | ∀β ∈ S(α) ∃γ ∈ S(α) ∩ X (β < γ ∧ κ ∩ S(γ ) < κ ∩ S(α))}.
Then X0 ∈ D.
5. If X ⊂ κ is unbounded in κ , then
{α ∈ dom(S) | ot(S(α) ∩ X) = κ ∩ S(α)} ∈ D.
Proof. (1) Let X ⊆ λ be such that ot(X) = λ. Let j : V → M be the elementary embedding induced by the Solovay pair
(S,D). Then j[X] ⊆ j[λ] and j[X] = j(X) ∩ j[λ]. Since ot(X) = λ, ot(j[X]) = λ. It follows that
ot(j(X) ∩ j[λ]) = ot(j[λ]).
Hence, ot(j(X) ∩ j(S)([idλ])) = ot(j(S)([idλ])). By the Łos Theorem,
{α ∈ dom(S) | ot(S(α)) = ot(S(α) ∩ X)} ∈ D.
(2) Let X ∈ D. Let f : λ→ X be the canonical order isomorphism. Let
C = {α < λ | ∀β < α (f (β) < α)}.
Then C is a closed and unbounded subset of λ. By Proposition 2.17, D extends the club filter on λ. Hence C ∈ D and therefore
X ∩ C ∈ D. For every α ∈ X ∩ C , ot(X ∩ α) = α since f  α : α→ X ∩ α is an order isomorphism.
(3a) Suppose not. Then
{α ∈ B | ∃β ∈ S(α) ∩ dom(S) (S(β) 6⊆ S(α) ∨ ot(S(β)) 6∈ S(α))} ∈ D.
By the S-normality, let β0 be such that
{α ∈ B | β0 ∈ S(α) ∩ dom(S) (S(β0) 6⊆ S(α) ∨ ot(S(β)) 6∈ S(α))} ∈ D.
Since S(β0) has order type ot(S(β0)) < κ , letting b = S(β0) ∪ ot(S(β0)+ 1, |b| < κ , it follows that
{α ∈ B | b ⊆ S(α)} ∈ D.
We get a contradiction since we have the result that the intersection of two D-measure one sets is empty.
(3b) It follows from (3a) and (3) of Lemma 2.4.
(4) Suppose for a contradiction that the following set is in D:
{α ∈ dom(S) | ∃β ∈ S(α) ∀γ ∈ S(α) ∩ X (β < γ → κ ∩ S(γ ) ≥ κ ∩ S(α))}.
202 Q. Feng / Annals of Pure and Applied Logic 160 (2009) 192–213
By the S-normality, let β0 be such that, letting X2 be the following set,
{α ∈ dom(S) | β0 ∈ S(α), ∀γ ∈ S(α) ∩ X (β0 < γ → κ ∩ S(γ ) ≥ κ ∩ S(α))},
X2 ∈ D.We may even assume that X2 ⊆ T and that for all α ∈ X2, ot(S(α) ∩ X) = ot(S(α)). Let γ0 ∈ X ∩ dom(S) be such
that β0 < γ0. Then
{α ∈ X2 | {γ0, κ ∩ S(γ0)} ⊆ S(α)} ∈ D.
We get a contradiction.
(5) Let X ⊂ κ be unbounded in κ . Then from the fact that j[λ] ∩ j(X) = X , we get ot(j(S)([idλ]) ∩ j(X)) = κ =
j(κ) ∩ j(S)([idλ]), where j : V → M is the elementary embedding induced by the Solovay pair (S,D). Hence by the Łos
Theorem, (5) holds. 
Given a Solovay pair (S,D), we canonically associate a partially ordered set (T ,≺) to it as in the following. (T ,≺)will be
useful in Section 3.2.
Definition 2.25. Let (S,D) be a (κ, λ)-Solovay pair.
1. Let T be the set of all α ∈ dom(S) such that
(a) ot(α ∩ dom(S)) = α;
(b) ot(S(α) ∩ dom(S)) = ot(S(α)); and
(c) ∀β ∈ S(α) ∩ dom(S) (S(β) ⊂ S(α) ∧ ot(S(β)) ∈ S(α)).
2. For α ∈ T and β ∈ T , define
α ≺ β ⇐⇒ α ∈ S(β).
By Lemma 2.24 above, T ∈ D and for all α ∈ T , for all β ∈ α ∩ dom(S),
β ∈ S(α)↔ [S(β) ⊂ S(α) ∧ ot(S(β)) ∈ S(α)].
Notice that (T ,≺) is a partially ordered set, i.e., the relation ≺ is transitive on T : if α ≺ β ≺ γ , then α ∈ S(β) and
S(β) ⊂ S(γ ), therefore, α ∈ S(γ ), i.e., α ≺ γ .
Since α ≺ β implies α < β ,≺ is a well-founded partial order on T . Notice that if α ∈ T and β ∈ T , then there must be a
γ ∈ T such that both α ≺ γ and β ≺ γ . Also, there is no ≺-well-ordered subset of T of order type κ + 1. However, there
are≺-well-ordered subsets of T of order type κ .
Lemma 2.26. Let H ⊆ T be such that H ∈ D. Then for any α ∈ H, there is a ≺-increasing sequence 〈αβ |β < κ〉 from H such
that α0 = α, i.e., there is an X ⊆ H such that (X,≺) is a well-ordering of order type κ and α is the≺-least element of X.
Proof. Let H ⊆ T be such that H ∈ D. Let α ∈ H . Let α0 = α. Inductively, we assume that 〈αi | i < γ 〉 for γ < κ is defined.
Let X = {αi | i < γ }. Then the set Y = {α ∈ T | X ⊂ S(α)} is in D. Choose αγ ∈ Y . 
Lemma 2.27. For all H ∈ D, if H ⊆ T , then there is an H1 ∈ D such that
(1) H1 ⊆ H, and
(2) ∀β ∈ H1 ∃α ∈ H1 (β < α ∧ β 6≺ α).
Proof. Let H ∈ D be such that H ⊂ T . Set
X = {γ ∈ H | ∀β ∈ H (β > γ → γ ∈ S(β))}.
Then |X | < κ . For otherwise, let Y be the set of the first κ elements of X , and choose β in H larger than all elements of Y .
Then Y ⊂ S(β), contradicting that |S(β)| < κ .
Set H1 = H − (sup(X)+ 1). H1 is desired. Let β ∈ H1. Since β 6∈ X , there is γ ∈ H larger than β such that β 6∈ S(γ ). Any
such γ is in H1. 
Definition 2.28. (1) For α1 ∈ T , . . . , αn ∈ T , we write {α1, . . . , αn}≺ if α1 ≺ · · · ≺ αn holds.
(2) For H ⊆ T , we define (H)n≺ to be the set of all {α1, . . . , αn}≺ such that αi ∈ H for 1 ≤ i ≤ n and α1 ≺ · · · ≺ αn.We then
define
(H)<ω≺ =
⋃
{(H)n≺ | 1 ≤ n < ω}.
Definition 2.29. Let f : (T )n≺ → γ . We say that H ⊆ T is weakly homogeneous for f if for all {α1, . . . , αn}≺ ∈ (H)n≺,{β1, . . . , βn}≺ ∈ (H)n≺,
f ({α1, . . . , αn}≺) = f ({β1, . . . , βn}≺).
Theorem 2.30. (1) If 1 ≤ n < ω and f : (T )n≺ → γ < κ , then there exists an H ∈ D such that H is weakly homogeneous for f .
(2) If f : (T )<ω≺ → γ < κ , then there exists an H ∈ D ∩ P(T ) such that for all 1 ≤ n < ω, |f [(H)n≺]| = 1.
(3) If f : (T )<ω≺ → γ < κ , then there exists an X ⊂ T of order type κ such that (X,≺) is a linearly ordered set and X is
homogeneous for f .
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Proof. (1). By induction on 1 ≤ n < ω, we show that if g : (T )n≺ → γ , then there is an H ∈ D such that H is weakly
homogeneous for g .
When n = 1, it follows by our assumption that γ < κ and the fact that D is a κ-complete ultrafilter on λ.
Now let n > 1 and assume that we have the theorem for n− 1. Let g : (T )n≺ → γ .
For α ∈ T , define gα : (T )n−1≺ → γ by
gα({β1, . . . , βn−1}≺) =
{
g({α, β1, . . . , βn−1}) if α ≺ β1 ≺ · · · ≺ βn−1
0 otherwise.
By the induction hypothesis, let Hα ∈ D be weakly homogeneous for gα and Hα ⊆ T , and let γα the constant value of gα on
(Hα)n−1≺ , for α ∈ T . Then let A ∈ D, ν < γ , be such that A ⊆ T and for all β ∈ A, γβ = ν.
Let A1 = {α ∈ A | ot(S(α) ∩ T ) = ot(S(α))}. Then A1 ∈ D.
Let
H = {α ∈ A1 | ∀β ∈ S(α) ∩ T (α ∈ Hβ)}.
Then H ⊆ T and H ∈ D by Lemma 2.4.
Assume that {α1, α2, . . . , αn}≺ is from (H)n≺. Then
{α2, . . . , αn}≺ ∈ (Hα1)n−1≺
by transitivity of≺ on T . It follows that
g({α1, α2, . . . , αn}≺) = gα1({α2, . . . , αn}≺) = γα1 = ν.
(2) follows from (1) and the κ-completeness of D.
(3) follows from (2) and Lemma 2.26. 
3. Some applications of Solovay pairs
In this part, we study three applications of Solovay pairs. Our first application is to construct an inner model of a
Solovay pair. Our second application is to define a Prikry forcing notion associated to a Solovay pair and then show that
the correspondence specified in Theorem 1.7 preserves Magidor–Prikry generic extensions. Our third application is to
show some combinatorial consequences in the generic extensions when a supercompact cardinal is Levy collapsed to ω2
by countable conditions. The main point of doing these is to demonstrate how Solovay pairs naturally generalize normal
measures.
3.1. Sets constructible from a Solovay pair
In this subsection, we construct inner models from Solovay pairs, in a way similar to L[U]-constructions of inner models
of measurable cardinals.
Assume that (S,D) is a (κ, λ)-Solovay pair. We code the function S with the subset S˜ of λ by Gödel pairing function
≺· ·:
S˜ = {≺α, β | α ∈ dom(S), β ∈ S(α)}.
We then define
L[S,D] = L[S˜,D],
following the generalized constructibility of Lévy [12], like that L[D] of Solovay, as presented by Silver in [17].
Definition 3.1. (1) L0[S˜,D] = ∅,
(2) Lα+1[S˜,D] = DefS˜,D(Lα[S˜,D]), which is the set of all subsets of Lα[S˜,D] that are definable with parameters over the
structure
(Lα[S˜,D],∈, S˜ ∩ Lα[S˜,D],D ∩ Lα[S˜,D]).
(3) Lγ [S˜,D] =⋃{Lα[S˜,D] | α < γ }, for limit ordinal γ .
(4) L[S˜,D] =⋃{Lα[S˜,D] | α ∈ Ord}.
(5) Set L[S,D] = L[S˜,D] and Lα[S,D] = Lα[S˜,D] for all α ∈ Ord.
Theorem 3.2. Assume that κ ≤ λ are regular cardinals. Assume that (S,D) is a (κ, λ)-Solovay pair. Let D∗ = D ∩ L[S,D]. Then
L[S,D] = L[S˜,D∗] and
L[S,D] |= (S,D∗) is a (κ, λ)-Solovay pair.
Therefore, L[S,D] |= κ is λ-supercompact.
Proof. First of all, {S˜, S,D∗} ∈ L[S,D], and hence the pair (S,D∗) ∈ L[S,D]. Also, it is standard that L[S˜,D∗] = L[S˜,D], and
dom(S) ∈ D∗.
Let us now check that
L[S,D] |= (S,D∗) is a (κ, λ)-Solovay pair.
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The main point is that all the properties (1)–(5) of Definition 2.3 are downward absolute with respect to inner models.
(1) L[S,D∗] |= D∗ is a κ-complete ultrafilter on λ.
Let X ⊆ λ be in L[S,D]. Then either X ∈ D or λ− X ∈ D. Hence, either X ∈ D∗ or λ− X ∈ D∗.
Similarly, L[S,D∗] |= D∗ is a filter on λ.
Now assume that 〈Xα | α < γ 〉 ∈ L[S,D], γ < κ , and each Xα ∈ D∗. Let B = ⋂α<γ Xα . Then B ∈ L[S,D]. Since D is
κ-complete, B ∈ D. Therefore, B ∈ D∗.
(2) We have already seen that dom(S) ∈ D∗.
(3) Let α ∈ dom(S). Since ot(S(α)) is a regular uncountable cardinal in the universe and ot(S(α)) = cf(α) and S(α) is
cofinal in α in the universe, these remain true in L[S,D]. Also, since κ ∩ S(α) ∈ κ is a regular uncountable cardinal in the
universe, this is downward absolute with respect to L[S,D]. Finally, let 〈αβ | β < γ 〉 be an increasing sequence from S(α)
in L[S,D] with γ < κ ∩ S(α). Since S(α) is relatively κ-closed in the universe, the least upper bound of this sequence is in
S(α). Let κα = κ ∩ S(α). Let β ∈ S(α). Then [β, β + κα) ⊂ S(α) holds in the universe, hence holds in L[S,D]. Similarly,
β + κα 6∈ S(α) holds in L[S,D]. Therefore, L[S,D] |= S(α) is relatively κ-closed.
(4) L[S,D∗] |= D∗ is S-fine.
Let β < λ. Let B = {α ∈ dom(S) | β ∈ S(α)}. Then B ∈ D. Since B is definable in the parameters S and β , B ∈ L[S,D] ∩D.
Hence B ∈ D∗.
This shows that L[S,D] |= D∗ is S-fine.
(5) L[S,D] |= D∗ is S-normal.
Let X ∈ D∗. Assume that f : X → λ is an S-choice function and that f ∈ L[S,D]. Since D is S-normal, there is an ordinal
γ such that
B = {α ∈ X ∩ dom(S) | f (α) = γ }
is in D. Since this B is definable in the parameters f , X , S, and γ , and these parameters are all in L[S,D], B ∈ L[S,D] ∩ D.
Therefore, B ∈ D∗.
This shows that L[S,D] |= D∗ is S-normal. 
3.2. Simultaneous changing cofinalities
In this subsection, we show that there is a Prikry type forcing notion Pκλ naturally associated to a (κ, λ)-Solovay pair
(S,D)which changes the cofinality of both κ and λ, in fact, all ordinals in the interval [κ, λ]whose cofinality is greater than
or equal to κ , to ω without adding any bounded subsets of κ and which collapses exactly those cardinals in the interval
(κ, λ].
Such a forcing was first discovered byMagidor and used to establish the relative consistency of the failure of the Singular
Cardinal Hypothesis in [13,14] and then applied by Gitik in [7,8]. Their posets are derived from Pκ(λ)measures. The posets
we are going to define are more in a parallel line to Prikry’s posets induced from normal measures of measurable cardinals
[16]. We shall prove that they are equivalent to those defined by Magidor and Gitik. This is Theorem 3.17. This shows that
the canonical correspondence specified in Theorem 1.7 preserves Magidor–Prikry generic extensions as well.
Definition 3.3. Let (S,D) be a (κ, λ)-Solovay pair. Let T ∈ D be the set defined in Definition 2.25. We define a partial order
Pκλ as follows:
1. A condition is a pair (σ ,H) such that
(a) σ ∈ (T )<ω≺ ,
(b) H ∈ D ∩ P(T ) and max(σ ) < min(H),
(c) ∀α ∈ H , σ ∪ {α} ∈ (T )<ω≺ .
2. For two conditions (σ1,H1) and (σ2,H2), define (σ2,H2) ≤ (σ1,H1) if and only if
(a) ∃α(σ1 = α ∩ σ2),
(b) H2 ⊂ H1,
(c) σ2 − σ1 ⊂ H1.
It is not hard to check that the relation≤ defined above is transitive.
Lemma 3.4. Let σ ∈ (T )<ω≺ . Let H ∈ D ∩ P(T ). Then there is an X ∈ D ∩ P(T ) such that X ⊂ H and (σ , X) is a condition.
Proof. Let σ ∈ (T )<ω≺ . Let H ∈ D ∩ P(T ). Let
Y = {α ∈ T | σ ⊂ S(α)}.
Then Y ∈ D ∩ P(T ). Let X = Y ∩ H . Then (σ , X) is a condition. 
Lemma 3.5. 1. If (σ ,H1) and (σ ,H2) are two conditions, then (σ ,H1 ∩ H2) is a condition stronger than both of them.
2. If (σ1,H1), (σ2,H2) are two compatible conditions, then either ∃α(σ1 = α ∩ σ2) or ∃α(σ2 = α ∩ σ1).
Proof. The proof of (1) is easy and we omit it. Let us prove (2).
Let (σ1,H1) and (σ2,H2) be two compatible conditions. Let (σ ,H) be a common stronger condition of both. Let α1 and
α2 be such that σ1 = α1 ∩ σ and σ2 = α2 ∩ σ . If α1 ≥ α2, then σ2 = α2 ∩ σ1; otherwise σ1 = α1 ∩ σ2. 
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Corollary 3.6. The poset Pκλ satisfies λ+-chain condition.
Lemma 3.7. Let θ be a sentence of the forcing language. Assume that (τ , X) is a condition. Then there exists an H ∈ D ∩ P(T )
such that H ⊂ X and the condition (τ ,H) decides θ .
Proof. Define h : (X)<ω≺ → {0, 1, 2} by
h(σ ) =
{0 if ∃Y ∈ DX (τ ∪ σ , Y )  θ
1 if ∃Y ∈ DX (τ ∪ σ , Y )  ¬θ
2 otherwise.
Applying Theorem 2.30, let H ∈ D ∩ P(X) be such that for all 1 ≤ n, h is constant on (H)n≺.
We show that either (τ ,H)  θ or (τ ,H)  ¬θ . Suppose not. Let (τ ∪σ1,H1) and (τ ∪σ2,H2) be two stronger conditions
such that (τ ∪ σ1,H1)  θ and (τ ∪ σ2,H2)  ¬θ. By extending the condition with the shorter σi to a stronger condition
if necessary (and this is possible), we may assume that |σ1| = |σ2| = n > 0. But then we have σ1 ∈ (H)n≺ and σ2 ∈ (H)n≺.
Hence h(σ1) = h(σ2). This is a contradiction. 
Corollary 3.8. Assume that µ < κ . Assume that a˙ is a name. Suppose that p = (σ ,H)  a˙ ⊂ µˇ. Then the following set of
conditions is dense below p:
Wp = {q ≤ p | ∃Y ⊂ µ (q  Yˇ = a˙)}.
Proof. Let p = (σ ,H),µ, a˙ be given as in the hypothesis. Let r = (σ1,H1) ≤ p be given. For each ξ < µ, applying Lemma3.7,
let Xξ ∈ D ∩ P(H1) be such that (σ1, Xξ ) decides the sentence ξˇ ∈ a˙. Let H2 = ⋂{Xξ | ξ < µ}. Then H2 ∈ D and H2 ⊂ H1
and (σ1,H2) is a condition which decides every sentence ξˇ ∈ a˙ for ξ < µ. Let
Y = {ξ < µ | (σ1,H2)  ξˇ ∈ a˙}.
Then (σ1,H2)  Yˇ = a˙. 
Theorem 3.9. Let (S,D) be a (κ, λ)-Solovay pair with λ-regular. Let Pκλ be the poset defined in Definition 3.3. Then
1. Pκλ satisfies the λ+-chain condition,
2. forcing with Pκλ does not add any bounded subsets of κ ,
3.  ‘‘κ is a strong limit cardinal and |λ| = κ ’’,
4. if µ is a cardinal such that either µ ≤ κ or µ > λ, then  µ is a cardinal; and if cf(µ) = η > λ then  cf(µ) = ηˇ,
5. if κ ≤ µ ≤ λ is such that cf(µ) ≥ κ , then
 cf(µ) = ω.
Notice that when λ = κ , this is just the original Prikry forcing [16]. Of course, if λ > κ is a regular cardinal, say, κ+, or
κ+ω+17, then forcing with Pκλ collapses exactly those cardinals in the interval (κ, λ].
Proof. We start the proof by stating two claims whose easy proofs are omitted.
Claim (1): Let (σ ,H) be a condition. Let µ < κ be an ordinal such that max{κ ∩ S(β) | β ∈ σ } < µ. Let
Y = {α ∈ H | µ ⊂ S(α)}.
Then (σ , Y ) is a condition, (σ , Y ) ≤ (σ ,H) and for all α ∈ Y , κ ∩ S(α) ≥ µ.
Claim (2): Let (σ ,H) be a condition. Let µ < λ be an ordinal such that cf(µ) ≥ κ and max(σ ) < µ. Let β < λ. Let
X = {α ∈ H | {µ, β} ⊂ S(α)}.
Then (σ , X) is a condition, (σ , X) ≤ (σ ,H) and for all α ∈ X , σ ⊂ S(α) ∩ µ and sup(µ ∩ S(α)) < µ.
Let G be a generic filter. In V [G], let P =⋃{σ | ∃H ∈ D∩ P(T ) (σ ,H) ∈ G}. Then P is a subset of λ of order type ωwhich
is cofinal in λ by Claim (2) above and the genericity of G.
Let P = {αn | n < ω} be enumerated in increasing order.
Then
λ =
⋃
{S(αn) | n < ω}
and hence |λ| = κ . Also
{κ ∩ S(αn) | n < ω}
is a cofinal sequence of κ in V [G] by Claim (1) above and the genericity of G.
Let κ < µ < λ be an ordinal such that cf(µ) ≥ κ . Then
{sup(µ ∩ S(αn)) | µ ∈ S(αn) ∧ n < ω}
is a cofinal subset of µ by Claim (2) above and the genericity of G. 
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In the following, we state two theorems for completeness without giving proofs. Their proofs are similar to the original
proofs given in the respective references [15,2].
A version of Mathias’ Genericity Theorem for Prikry forcing [15] is the following theorem.
Theorem 3.10. Let M be a transitive model of ZFC. Let (S,D) ∈ M such that
M |= (S,D) is a (κ, λ)-Solovay pair.
Let Pκλ ∈ M be the poset induced by (S,D) as defined in M. Let (T ,≺) ∈ M be as defined in Definition 2.25 from (S,D). Let
P ⊂ T be such that (P,≺) is linearly ordered of type ω. Then P is P-generic over M if and only if for all H ∈ D, P − H is finite.
There is also a tight relationship between generators of the ωth iterated ultrapower Mω and the generic sequence of
the forcing notion Pκωλω induced from the (κω, λω)-Solovay pair in Mω , similar to the relationship between the set of all
critical points of the first ω iterated ultrapowers and the Prikry sequence, as observed by Bukovsky [1] and Dehornoy [2]
independently. Iterated ultrapowers by Solovay pairs were studied in [4].
Theorem 3.11. Assume that 〈Mn, j0,n | 1 ≤ n ≤ ω〉 is a sequence of iterations of M0 by a (κ, λ)-Solovay pair (S,D). Let P ∈ Mω
be the forcing notion defined from j0,ω(S,D), which is a (κω, λω)-Solovay pair in Mω . Let P = {ρωn | 1 ≤ n < ω} be the set of
generators of Mω , where ρωn = jn,ω([idλn−1 ]) = jn,ω(ρn) for 1 ≤ n < ω. Let N =
⋂{Mn | 1 ≤ n < ω}. Then P is P-generic over
Mω and N = Mω[P].
We now proceed to show that the canonical correspondence specified in Theorem 1.7 preserves Magidor–Prikry generic
extensions.
Let us first recall Magidor’s posetQ associated to a normal fine κ-complete ultrafilterU on Pκ(λ). The following definition
of Magidor’s poset is taken from Gitik [9].
Definition 3.12 (Magidor). Let U be a normal fine κ-complete ultrafilter on Pκ(λ).
1. For a, b ∈ Pκ(λ), define that a ≺∗ b ⇐⇒ a ⊂ b ∧ ot(a) < ot(b ∩ κ).
2. Q is the set of all pairs 〈〈a1, . . . , an〉, A〉 such that
(a) 〈a1, . . . , an〉 is a finite≺∗-increasing sequence of elements of Pκ(λ),
(b) A ∈ U , and
(c) for all b ∈ A, an ≺∗ b.
3. For two conditions 〈〈a1, . . . , an〉, A〉 and 〈〈b1, . . . , bm〉, B〉 from Q, define 〈〈a1, . . . , an〉, A〉 ≤ 〈〈b1, . . . , bm〉, B〉 if
(a) n ≥ m,
(b) ak = bk for all k ≤ m,
(c) A ⊆ B, and
(d) {am+1, . . . , an} ⊂ B.
Assume that κ is λ-supercompactwith λ regular,U is a normal fine κ-complete ultrafilter on Pκ(λ),Q is the poset defined
above from U , D is the (κ, λ)-ultrafilter on λ induced by U , S is the sequence defined in Definition 2.12 on λ, T is defined in
Definition 2.25, Pκλ is the poset defined in Definition 3.3.
Let P = Pκλ.
For each H ∈ P(T ) ∩ D, define
τ(H) = {S(α) | α ∈ H}.
Let A˜ = τ(T ). Then S T is a bijection between T and A˜ and τ is an isomorphism between 〈P(T ) ∩ D,⊂,∩〉 and
〈P(A˜) ∩ U,⊂,∩〉.
Let S˜ = S T . Let (A˜)<ω≺∗ be the set of all finite≺∗-increasing sequences from A˜.
For each σ ∈ (T )<ω≺ , letting σ = {α1, . . . , αn}≺ and identifying σ as an ≺-increasing sequence in its natural order, set
S˜∗(σ ) = 〈S(α1), . . . , S(αn)〉.
Lemma 3.13. 1. S˜ : 〈T ,≺〉 → 〈A˜,≺∗〉 is an isomorphism.
2. S˜∗ : 〈(T )<ω≺ ,≤,⊥〉 → 〈(A˜)<ω≺∗ ,≤,⊥〉 is an isomorphism, where ≤ is the natural relation of extension of sequences, and the
two⊥’s are the incompatibility relations of sequences.
Proof. (1) Assume that β ≺ α in T . Then S(β) ⊂ S(α) and ot(S(β)) ∈ κ ∩ S(α) by definition of T . Hence S(β) ≺∗ S(α).
Let β, α ∈ T be such that β < α. Assume that β 6≺ α.
If S(β) 6⊂ S(α), then S(β) 6≺∗ S(α).
If S(β) ⊂ S(α), then by the definition of T
β ∈ S(α)↔ ot(S(β)) ∈ S(α),
therefore,
ot(S(β)) ≥ κ ∩ S(α) = ot(κ ∩ S(α)),
and hence S(β) 6≺∗ S(α).
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Therefore, for β, α ∈ T ,
β ≺ α ⇐⇒ S(β) ≺∗ S(α).
S˜ is an isomorphism.
(2) follows from (1). 
Let Q˜ be the poset derived from Q by taking all the conditions q of Q such that q ≤ 〈〈〉, A˜〉.
For each p = (σ ,H) ≤ (∅, T ), define
pi(p) = 〈S˜∗(σ ), τ (H)〉.
Lemma 3.14. pi : 〈P,≤〉 → 〈Q˜,≤〉 is an isomorphism.
Proof. This follows from that S˜ is an isomorphism between the two structures 〈T ,≺〉 and 〈A˜,≺∗〉 by Lemma 3.13, τ is an
isomorphism between the two structures 〈P(T ) ∩ D,⊂,∩〉 and 〈P(A˜) ∩ U,⊂,∩〉, and for all α ∈ T , for all H ∈ P(T ) ∩ D,
α ∈ H ⇐⇒ S(α) ∈ τ(H)
and
[∀β ∈ H (α ≺ β)] ⇐⇒ [∀a ∈ τ(H) (S(α) ≺∗ a)]. 
Let q = 〈〈a1, . . . , an〉, A〉 be a condition in Q. Let
Tq = {α ∈ T | (an ∪ ot(an)+ 1) ⊂ S(α) ∧ S(α) ∈ A}.
Then 〈〈a1, . . . , an〉, τ (Tq)〉 ≤ q. This shows the following lemma.
Lemma 3.15. Let D be the set of all conditions q′ ∈ Q such that for some q = 〈〈a1, . . . , an〉, A〉 ∈ Q, q′ = 〈〈a1, . . . , an〉, τ (Tq)〉.
Then D is dense in Q.
For each (σ ,H) ≤ (∅, Tq), define
piq((σ ,H)) = 〈〈a1, . . . , an〉̂. S˜∗(σ ), τ (H)〉,
where 〈a1, . . . , an〉̂. S˜∗(σ ) is the sequence resulted by concatenating, i.e., by setting an+i = S˜∗(σ )(i) for 1 ≤ i ≤ |σ |.
Lemma 3.16. piq is an isomorphism between the poset whose conditions are below (∅, Tq) and the poset whose conditions are
below 〈〈a1, . . . , an〉, τ (Tq)〉.
Theorem 3.17. The two forcing notions Q and P are equivalent. Namely,
1. if G0 is a Q-generic over V , then in V [G0], there is a G1 such that G1 is P-generic over V and V [G0] = V [G1]; and
2. if G0 is a P-generic over V , then in V [G0], there is a G1 such that G1 is Q-generic over V and V [G0] = V [G1].
Proof. (1). Let G0 be Q-generic over V . Let D be the dense set given by Lemma 3.15. Let q′ ∈ G0 ∩ D. Let q =
〈〈a1, . . . , an〉, A〉 ∈ Q be a witness. Let Tq be such that q′ = 〈〈a1, . . . , an〉, τ (Tq)〉. Let piq be the isomorphism defined
previously. Then q′ = piq((∅, Tq)). Then let G1 = {p ≤ (∅, Tq) | piq(p) ∈ G0}.
We claim that G1 is P-generic over V . G1 is certainly a filter since G0 is and piq is an order isomorphism. LetW be a dense
open subset of P. Then
W ∗ = {p ∈ W | p ≤ (∅, Tq)}
is dense below (∅, Tq). Hence piq[W ∗] is dense below q′. Let q∗ ∈ G0 ∩ piq[W ∗] and let p∗ be such that q∗ = piq(p∗). Then
p∗ ∈ W ∩ G1.
Since G0 = {r ∈ Q | ∃p ∈ G1 (piq(p) ≤ r)}, we confirm that (1) holds.
(2). Let G0 be P-generic over V . Let pi be the isomorphism between P and the poset Q˜ given by Lemma 3.14. Let
G1 = {pi(p) | p ∈ G0}. Then G1 is a filter. We claim that G1 is Q-generic over V . Let W be a dense open subset of Q.
Then
W ∗ = {q ∈ W | q ≤ 〈〈〉, A˜〉}
is dense below 〈〈〉, A˜〉 and
W˜ = {p ∈ P | pi(p) ∈ W ∗}
is dense in P. Let p ∈ G0 ∩ W˜ . Then pi(p) ∈ W ∩ G1.
Since G0 = {p ∈ P | pi(p) ∈ G1}, we confirm that (2) holds. 
3.3. In the generic extensions by Levy collapsing of a supercompact
In this subsection, we investigate some related combinatorial properties inmodels which are obtained by Levy collapsing
a supercompact cardinal using countable conditions.
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Assume that κ is supercompact. Extend the universe by Levy collapsing κ to ω2 by countable conditions. Assume that
λ ≥ κ is a regular cardinal and (S,D) is a (κ, λ)-Solovay pair in the ground model. Let F be the filter on λ generated by D in
the generic extension. We show that in the generic extension, the pair (S, F) is aweak Solovay pair on λwith an interesting
stationary reflection property and the dual ideal of F is precipitous.
Definition 3.18. Let λ ≥ ω2 be regular. A pair (S, F) is a weak Solovay pair on λ if it satisfies the following properties:
(1) F is an ω2-complete uniform filter on λ,
(2) S is a function whose domain is in F ,
(3) if α ∈ dom(S), then
(3.1) α is a limit ordinal of cofinality ω1,
(3.2) S(α) is an ω-closed cofinal subset of α,
(3.3) ot(S(α)) < ω2 and cf(ot(S(α))) = ω1,
(3.4) S(α) ∩ ω2 ∈ ω2 and cf(S(α) ∩ ω2) = ω1.
(4) F is S-fine, i.e., ∀β < λ {α < λ | β ∈ S(α)} ∈ F ,
(5) F is S-normal, i.e., letting
F+ = {X ⊂ λ | ∀Y ∈ F (X ∩ Y 6= ∅)},
if X ∈ F+ and f : X → λ satisfying that ∀α ∈ dom(S) ∩ X f (α) ∈ S(α), then there is a set Y ∈ F+ such that Y ⊂ X and
f is constant on Y .
(6) For all A ∈ F , {α ∈ dom(S) | ot(A ∩ S(α)) = ot(S(α))} ∈ F .
Theorem 3.19. Assume that κ is a supercompact cardinal. Let V [G] be a generic extension of V by Levy collapsing κ to ω2 using
countable conditions. In V [G], letting λ ≥ ω2 be a regular cardinal, assuming that (S,D) is a (κ, λ)-Solovay pair in the ground
model, letting F be the filter generated by D in the generic extension, then
(a) (S, F) is a weak Solovay pair on λ,
(b) for every stationary A ⊆ [λ]ω ,
{α ∈ dom(S) | A ∩ [S(α)]ω is stationary in [S(α)]ω} ∈ F ,
(c) The dual ideal of F is precipitous.
Precipitous ideals were introduced and first studied by Jech and Prikry in [11]. Let γ be an infinite cardinal and let I be a
proper ideal on γ containing all singletons from γ . Let I+ = P(γ )− I . For Z ∈ I+, an I-partition of Z is a maximal collection
W ⊂ I+ ∩ P(Z) such that X ∩ Y ∈ I whenever X and Y are distinct members ofW . Let Z ∈ I+. Given two I-partitionsW1
andW2 of Z , define thatW1 ≤ W2 if ∀X ∈ W1 ∃Y ∈ W2 (X ⊂ Y ). The ideal I is precipitous if for every Z ∈ I+ and every
sequenceW0 ≥ W1 ≥ W2 ≥ · · · of I-partitions of Z , there exists a sequence X0 ⊇ X1 ⊇ X2 ⊇ · · · such that
(i) X0 ∈ W0, X1 ∈ W1, X2 ∈ W2, . . .;
(ii)
⋂∞
n=0 Xn is nonempty.
By Jech and Prikry [11], a σ -complete ideal I is precipitous if and only if the generic ultrapower is well-founded in the
generic extensions when forces with the I-positive sets.
Proof. We now proceed to prove the theorem. The proof is split into four parts: Part A contains preliminary materials; Part
B contains the proof of (a); Part C contains the proof of (b); and Part D contains the proof of (c).
Part A. Assume that κ is supercompact. Let P = Col(ω1, < κ) be the Levy collapsing using countable conditions to collapse
all cardinals in the open interval (ω1, κ) to ω1, i.e., the conditions of P are those functions p such that dom(p) is a countable
subset of κ×ω and for each (α, ξ) ∈ dom(p), p(α, ξ) < α; and the order is by extension of functions. This poset is σ -closed
and has the κ-chain condition. Hence, if cf(µ) ≥ κ , then P does not change the cofinality of µ; and if ω1 ≤ cf(µ) < κ , then
cf(µ) = ω1; and it does not add any countable sequences.
It follows that for any ordinal α,
|α| = α ≥ κ ↔  |α| = α ≥ ω2,
and
α = cf(α) ≥ κ ↔  α = cf(α) ≥ ω2.
The poset Col(ω1, < κ) has the following decomposition property: letting η < κ be a regular uncountable cardinal,
letting
Pη = {p ∈ Col(ω1, < κ) | dom(p) ⊂ η × ω1},
and letting
Pη = {p ∈ Col(ω1, < κ) | dom(p) ⊂ (κ − η)× ω1},
then
P ∼= Pη × Pη.
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Assume that λ > κ is regular. Let (Sλ,Dλ) be a (κ, λ)-Solovay pair. Let jλ : V → Mλ be the canonical elementary
embedding induced by (Sλ,Dλ).
Let G be P-generic over V .
Let S = Sλ and D = Dλ. Let j = jλ and M = Mλ. Hence we have j : V → M and the critical point of j is κ . Let
ρ1 = [idλ]D = sup([S]).
Let F be the filter on λ in V [G] generated by D:
F = {X ⊂ λ | ∃H ∈ D (H ⊂ X)}.
Let I be the ideal dual ideal of F in V [G]. Then I is generated by D in V [G] as follows:
I = {X ⊂ λ | ∃H ∈ D (X ∩ H = ∅)}.
In what follows, we set κα = κ ∩ S(α) for each α ∈ dom(S).
Let Q be j(P) = Col(ω1, < j(κ)). Then
j(P) ∼= P× Qκ
and every q ∈ Q has a representation gq : λ→ P such that q = [gq] and if p ∈ P, we let the constant function cp represent
p and hence j(p) = p since κ is the critical point of j.
Let q ∈ Q and assume that q = p ∪ r , where p = q κ×ω1 and r = q (j(κ)−κ)×ω1 . Then
{α ∈ dom(S) | p ∈ Pκα ∧ p = gq(α) κα×ω1} ∈ D
and there exists a Y ⊂ dom(S) such that Y ∈ D and for all α ∈ Y ,
gq(α) ∩ Pκα = gr(α).
Let η < κ be such that dom(p) ⊂ η × ω1. Then
X = {α ∈ dom(S) | (η + 1) ⊂ S(α)} ∈ D.
For α ∈ X , p ∈ Pκα , letting
h(α) = gq(α) (κ−κα)×ω1 ,
then
p ∪ [h] = q = p ∪ r = p ∪ [gr ].
Let G∗ be any Q-generic over V such that G = P ∩ G∗. Then in V [G∗], j canonically extends to an elementary embedding
j∗ : V [G] → M[G∗] by the following equation:
j∗(τ/G) = j(τ )/G∗
for any P-name τ . This is well-defined and elementary since for each p ∈ P, p = j(p) and if p ∈ G, then p = j(p) ∈ G∗.
Notice that in V [G], for Y ∈ P(λ), the following formula holds:
Y ∈ I ⇐⇒ ∃p ∈ G (p Q ρ1 6∈ j∗(Y )).
Part B. We now check that in V [G], (S, F) is a weak Solovay pair on λ and
{α < λ | cf(α) = ω1} ∈ F .
It follows by definition of F that F extends D. Hence (2) and (6) of Definition 3.18 are satisfied.
For eachα ∈ dom(S), both κ∩S(α) and ot(S(α)) are in V [G] ordinals of cofinalityω1 but their order types are unchanged.
S(α) is still ω-closed since there are no new countable sequences added. Since ω2 = κ in V [G], (3) of Definition 3.18 is
satisfied.
F is uniform since D is and λ remains to be a regular cardinal.
F is κ-complete since Col(ω1, < κ) has the κ-chain condition. To see this, let F˙ be a name for F . Assume that η < κ and
p  f˙ : η→ F˙ .
Fix an α < η. Let Y˙α be a name such that
p  Y˙α ∈ D ∧ Y˙α ⊂ f˙ (α).
By the κ-chain condition,
|{Y ∈ D | ∃q ≤ p (q  Y˙α = Y )}| < κ.
By κ-completeness, letting
Yα =
⋂
{Y ∈ D | ∃q ≤ p (q  Y˙α = Y )},
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Yα ∈ D and p  Yα ⊂ f˙ (α). Let Y =⋂α<η Yα. Then Y ∈ D and for all α < η, p  Y ⊂ f˙ (α).
Hence, in V [G], F is a ω2-complete uniform filter on λ. Therefore, (1) of Definition 3.18 is satisfied.
F is S-fine since D ⊂ F and for every β < λ,
{α ∈ dom(S) | β ∈ S(α)} ∈ D.
This shows that (4) of Definition 3.18 is satisfied.
We now proceed to show that F is S-normal.
Toward a contradiction, suppose otherwise. Suppose that in V [G], there is an X ⊂ dom(S) such that X ∈ F+ and there is
a function f : X → λ such that
∀α ∈ X (f (α) ∈ S(α)), and ∀β < λ {α ∈ X | f (α) = β} ∈ I.
Let X˙, f˙ be two names and p ∈ G be a condition such that
p  X˙ ⊂ dom(Sˇ) and X˙ 6∈ I˙ ,
p  f˙ : X˙ → λˇ,
p  ∀α ∈ X˙ (f˙ (α) ∈ Sˇ(α)), and
p  ∀β < λˇ {α ∈ X˙ | f˙ (α) = β} ∈ I˙.
Let q0 ∈ Q be such that q0 ≤ p, q0 κ×ω1∈ G and q0  ρˇ1 ∈ j(X˙).
Let G∗ be Col(ω1, < j(κ))-generic over V [G] such that G∪ {q0} ⊂ G∗. In V [G∗], let j∗ be the canonical extension of j. Then
inM[G∗], let ξ ∈ j(S)(ρ1) be such that ξ = j∗(f )(ρ1). Let β ∈ λ be such that j(β) = ξ . Let q ∈ G∗ be such that q ≤ q0 and
q Q ρˇ1 ∈ j(X˙) ∧ j(f˙ )(ρˇ1) = j(βˇ).
Let gq : dom(S)→ P be such that [gq] = q. Then
Y = {α ∈ dom(S) | gq(α) P αˇ ∈ X˙ ∧ f˙ (αˇ) = βˇ} ∈ D.
In V [G], let
Z = {α ∈ Y | gq(α) ∈ G}.
Since in M[G∗], ρ1 ∈ j∗(Z), there is no condition r ∈ G such that r  ρˇ1 6∈ j(Z˙). Therefore, Z 6∈ I . This is a contradiction.
Hence F is S-normal.
Therefore, in V [G], (S, F) is a weak Solovay pair.
Part C. We show that in V [G], if A ⊂ [λ]ω is stationary in [λ]ω , then
{α ∈ dom(S) | A ∩ [S(α)]ω is stationary in [S(α)]ω} ∈ F .
Assume that p  A˙ ⊂ [λ]ω is stationary in [λ]ω . We want to show the following:
{α ∈ dom(S) | p  A˙ ∩ [S(α)]ω is stationary in [S(α)]ω} ∈ D.
By elementarity, this will follow from the following claim.
Claim:M |= p j(P) j(A˙) ∩ [j[λ]]ω is stationary in [j[λ]]ω .
Suppose the claim is false. ThenM |= ∃r ≤ p ∧ r j(P) j(A˙) ∩ [j[λ]]ω is not stationary in [j[λ]]ω .
Let r ∈ j(P) be a witness.
Let G∗ be j(P)-generic over V such that r ∈ G∗. Then let G = G∗ ∩ P. Then G∗ = G × H and p ∈ G for some H which is
j(P)κ -generic over V [G].
Let j∗ be the canonical extension of j in V [G∗]. Then in V [G], A is stationary in [λ]ω . Since j(P)κ is σ -closed, it is proper.
Hence in V [G∗], A ⊂ [λ]ω is stationary in [λ]ω . Then j[A] is stationary in [j[λ]]ω in V [G∗]. Notice that j[A] ⊂ j∗(A) ∩ [j[λ]]ω .
Let f ∈ M[G∗] be such that in M[G∗], f : [j[λ]]<ω → j[λ]. Then in V [G∗], f : [j[λ]]<ω → j[λ]. Let x ∈ j[A] be such that x is
closed under f . ThenM[G∗] |= x ∈ j∗(A) ∩ [j[λ]]ω and x is closed under f . This is a contradiction.
Part D. In V [G], the dual ideal I of F is precipitous.
In order to show that the dual ideal I of F is precipitous, we consider the following Galvin game.
Galvin Game: Two players, Empty and Nonempty, take turns choosing a member of I+ in each move and the game lasts in
ωmoves.
Empty: X0, X1, . . ., Xn, . . .
Nonempty: Y0, Y1, . . ., Yn, . . .
Rules of the game: Xi ∈ I+, and Yi ∈ I+, and Xi+1 ⊂ Yi ⊂ Xi for all i < ω.
Empty wins if and only if
⋂{Xi | i < ω} = ∅;
Nonempty wins if and only if
⋂{Yi | i < ω} 6= ∅.
The Galvin game was studied by Galvin–Jech–Magidor in [6]. In that paper, the authors proved that when a measurable
cardinal κ is Levy collapsed toω2 using countable conditions, then any normal measure on κ generates a normal precipitous
ideal on ω2 in the generic extension. They achieved their task by defining a winning strategy for Nonempty in the Galvin
game associated to the ideal. That the ideal is precipitous then follows from the following theorem, which they proved in
the same paper:
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Theorem 3.20 (Galvin–Jech–Magidor). I is precipitous if and only if Empty has no winning strategy.
We wish to show that Galvin–Jech–Magidor’s proof given in [6] can be adapted uniformly in a straight forward way to
derive the same result for the dual ideal of F on regular λ > κ when a supercompact κ is Levy collapsed to ω2. The only
point we would like to make again is that Solovay pairs naturally generalize normal measures and they provide us new
information about Levy collapsing models.
By the theorem of Galvin–Jech–Magidor quoted above, it is then sufficient to prove the following claim.
Claim: There is a winning strategy σ¯ for Nonempty such that if Yn = σ¯ (Xn) for all n < ω, then⋂{Yi | i < ω} ∈ I+.
We need to prove several basic lemmas to set up for defining a winning strategy for Nonempty.
Recall that κα = κ ∩ S(α) for all α ∈ dom(S).
Lemma 3.21. Let g : λ → P. Then there exist an X ∈ D and a condition p0 such that X ⊂ dom(S) and for all α ∈ X,
g(α) (κα×ω1)= p0.
Proof. Let g be given.
For each α ∈ dom(S), let γα < κα be the least γ < κα such that g(α) κα×ω1∈ Pγ . Let X ∈ D ∩ P(dom(S)) and η be
such that for all α ∈ X , γα = η. Since |Pη| < κ , there must be an H ∈ D ∩ P(X) and a p0 ∈ Pη such that for all α ∈ H ,
g(α) κα×ω1= p0. 
Lemma 3.22. Suppose that p ∈ P. Suppose that τ is a P-name. Assume that p  τ ⊂ λ ∧ τ 6∈ I˙. Then the following set is dense
below p:
W (p, τ ) = {r ∈ P | r ≤ p ∧ {α ∈ dom(S) | ∃q ∈ Pκα (r ∪ q  αˇ ∈ τ)} ∈ D}.
Proof. Assume that p and τ are given as in the hypothesis of the lemma. Let r ≤ p be a condition. Consider the following
set:
Ar = {α ∈ dom(S) | ∃q ≤ r (q  αˇ ∈ τ)}.
Then Ar ∈ D. Otherwise, dom(S)− Ar ∈ D. Hence
{α ∈ dom(S) | r  αˇ 6∈ τ } ∈ D.
So r forces that the complement of τ is in F and thus τ is in I . This contradicts that r ≤ p.
For each α ∈ Ar , let g(α) ≤ r be such that g(α)  αˇ ∈ τ .
Let η < κ be such that r ⊂ η × ω1 × η. Let A∗r = {α ∈ Ar | η ⊂ S(α)}. Then A∗r ∈ D. It follows that for all α ∈ A∗r ,
g(α) κα×ω1≤ r .
By Lemma 3.21, let H ∈ D and p0 ∈ P be such that H ⊂ dom(S) and for all α ∈ H , p0 = g(α) κα×ω1 .
Then for all α ∈ H ∩ A∗r , p0 ∪ (g(α) (κ−κα)×ω1)  αˇ ∈ τ . This shows that p0 ∈ W (p, τ ) and p0 ≤ r . 
Definition 3.23. • For H ∈ D ∩ P(dom(S)), for p ∈ P, define
H
p
= {α ∈ H | p ∈ Pκα }.
• A function g : dom(S)→ P is called everywhere high on H if H ∈ D ∩ P(dom(S)) and for all α ∈ H , dom(g(α)) ∩ (κα ×
ω1) = ∅.
Lemma 3.24. 1. For all H ∈ D ∩ P(dom(S)), for all p ∈ P, Hp ∈ D.
2. Assume that H ∈ D ∩ P(dom(S)). Assume that g : H → P is everywhere high on H. Then for all p ∈ P, for all α ∈ Hp ,
p ∪ g(α) ∈ P.
Proof. By the S-fineness condition and the κ-completeness, Hp ∈ D. 
Lemma 3.25. Let G be P-generic over V . Let X˙ be a P-name such that X˙/G ∈ I+. Then there exist a condition p ∈ G, an
H ∈ D ∩ P(T ), an everywhere high on H function g : H → P in the ground model V , such that
∀α ∈ H p ∪ g(α)  αˇ ∈ X˙ .
Proof. This follows immediately from Lemma 3.22. 
For a P-generic filter G and a P-name X˙ for an I+-set, let p = p(X˙) ∈ G, H = H(X˙), and g = g(X˙) be as given in
Lemma 3.25. Define
σ(X˙,G) = {α ∈ H ∩ X˙/G | g(α) ∈ G}
in V [G]. Let σ(X˙, G˙) be a P-name for this set.
Lemma 3.26. If X˙/G ∈ I+, then σ(X˙, G˙)/G ∈ I+.
Proof. Suppose not. Let p ∈ G, H ∈ D ∩ P(T ), g be as in the previous lemma. Let H1 ∈ D ∩ P(H) and q ∈ G be such that
q ≤ p and q  H1 ∩ σ(X˙, G˙) = ∅. Let H2 = H1q . Then H2 ∈ D ∩ P(dom(S)). For α ∈ H2, q ∪ g(α) is a condition. Hence for all
α ∈ H2, q ∪ g(α)  g(α) ∈ G˙ ∧ α ∈ X˙ . This is a contradiction. 
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We can now define a strategy for Nonempty in V [G] playing along G as follows:
After Xi is played by Empty, Nonempty picks a name X˙i for Xi, a condition pi ∈ G, an Hi ∈ D∩ P(dom(S)), an everywhere
high on Hi function gi ∈ V , provided by Lemma 3.25, and then plays his turn by playing Yi = σ(X˙i,G).
We finish the proof of the Claim by showing that this strategy is a winning strategy for Nonempty.
Notice that the sequence 〈(X˙i, pi,Hi, gi) | i < ω〉 is in the ground model V since P is σ -closed.
Subclaim 1: For n < m < ω, there is an ordinal δ < κ such that for all α ∈ Hn ∩ Hm, if κα > δ, then gn(α) ∪ gm(α) is a
condition.
Fix n < m < ω. In V [G], Xm ⊂ Yn = σ(X˙n,G). Let r ∈ G be such that pn ∪ pm ⊂ r and r  X˙m ⊂ σ(X˙n, G˙). Let δ be the
least γ < κ such that r ⊂ γ × ω1 × γ . Let α ∈ Hn ∩ Hm be such that κα ≥ δ. Then r ∪ gm(α) is a condition since gm is
everywhere high on Hm, and
r ∪ gm(α)  α ∈ X˙m ⊂ σ(X˙n, G˙).
Hence r ∪ gm(α)  gn(α) ∈ G˙. Since r ∪ gm(α)  gm(α) ∈ G˙, gn(α) ∪ gm(α) is a condition.
This finishes the proof of Subclaim 1.
For n < m < ω, let δnm be the least ordinal δ such that for all α ∈ Hn ∩ Hm, if κα ≥ δ, then gn(α) ∪ gm(α) is a condition.
Let δ = sup{δnm | n < m < ω}. Let
H0 =
⋂
{Hn | n < ω}.
Let H = {α ∈ H0 | κα ≥ δ}. Then H ∈ D. Let p = ⋃{pn | n < ω}. For α ∈ H , set g(α) = ⋃{gn(α) | n < ω}. Then for each
α ∈ H , g(α) is a condition since it is a union of countably many compatible conditions, and g is everywhere high on H .
Subclaim 2: p ∈ G and⋂{Xn | n < ω} ∈ I+.
p ∈ G since p is the union of countably many conditions from G.
Suppose that the intersection is not I-positive. Let E ∈ D and q ∈ G be such that q ≤ p and
q  E ∩
⋂
{X˙n | n < ω} = ∅.
Let α ∈ H∩Eq . Then q ∪ g(α) is a condition since q ∈ Pκα and g(α) ∈ Pκα . For each n < ω, we have pn ∪ gn(α) ⊂ q ∪ g(α). It
follows that for every n < ω,
q ∪ g(α)  α ∈ X˙n.
This is a contradiction.
Subclaim 2 is proved.
This confirms that the strategy defined above is a winning strategy for Nonempty. Therefore, the dual ideal I of F is
precipitous.
This completes the proof of (c) and hence completes the proof of the theorem. 
Corollary 3.27. Let κ be a supercompact cardinal. Let P = Col(ω1, < κ) be the Levy collapsing using countable conditions. Then
in V P, every regular uncountable cardinal carries a precipitous ideal.
Proof. It is well-known that in the generic extension of V by P, both ω1 and ω2 = κ carry a precipitous ideal. In fact, by
the work of Foreman–Magidor–Shelah [5], the stationary reflection principle holds in the extension. Based on this, in an
unpublished work, Magidor proved that the nonstationary ideal on ω1 is presaturated and hence precipitous. By the work
of Galvin–Jech–Magidor in [6], in the extension, ω2 carries a precipitous ideal. From the above, we have seen that if λ > κ
is regular, then there is a precipitous ideal on λ in the generic extension. 
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