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CYLINDRIC ALGEBRAS OF DE MORGAN-VALUED LOGIC
Abstract. We construct a De Morgan algebra-valued logic with quantifiers,
where the truth values are in a finite De Morgan algebra, We show that there
is a representation theorem of the cylindric algebra of this logic from which a
completeness theorem for De Morgan algebra-valued logic follows. This is a
generalization of the results in [2].
1. Introduction
We present a set of axioms for generalized cylindric algebras based on a finite
De Morgan algebra M. These cylindric algebras are referred to as M-cylindric
algebras and will be used to define the semantics of a logic with quantifiers with
truth values in M. We show how to construct an M-cylindric algebra from a
cylindric algebra. A representation theorem for M-cylindric algebras is proved.
The completeness theorem for this logic follows from the representation theorem.
This result generalizes the completeness theorem proved in [2].
2. Cylindric Algebra of De Morgan-Valued Logic
2.1. De Morgan Algebras.
Definition 2.1. A De Morgan algebra is an algebra 〈M,+, ·,−, 0, 1〉 where the
following are satisfied:
1 (a) x+ y = y + x (b) x · y = y · x
2 (a) (x+ y) + z = x+ (y + z) (b) (x · y) · z = x · (y · z)
3 (a) x · (y + z) = (x · y) + (x · z) (b) x+ (y · z) = (x + y) · (x+ z)
4 (a) x+ 0 = x (b) x · 1 = x
5 (a) x · (x+ y) = x (b) x+ (x · y) = x
6 (a) −(x+ y) = −x · −y (b) −(x · y) = −x+−y
7 −− x = x
The following are easily verified:
1 (a) −0 = 1 (b) −1 = 0
2 (a) x+ x = x (b) x · x = x
3 (a) 0 · x = 0 (b) x+ 1 = 1
In the following we will assume that M = 〈M,+, ·,−, 0, 1〉 is a finite De Morgan
algebra with n elements. A binary relation on M is defined as follows: x ≤ y if
x · y = x, or equivalently, x + y = y. It can be shown that ≤ is a partial ordering
on M .
We refer to the cylindric algebra associated with the De Morgan algebra M as
an M-cylindric algebra.
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2.2. Axioms for M-Cylindric Algebras.
Definition 2.2. In the following let α be an ordinal. A = 〈A,+, ·,−, up, cκ, dκλ, δp〉κ,λ<α,p∈M
is a M-cylindric algebra of dimension α (M−CAα) if + and · are binary operations
on A; −, Cκ, and δp for p ∈ M and κ < α are unary operations on A; and up and
dκλ are members of A for p ∈M and κ, λ < α satisfying the following axioms:
Boolean Axioms:
1 (a) a+ b = b+ a (b) a · b = b · a
2 (a) (a+ b) + c = a+ (b+ c) (b) (a · b) · c = a · (b · c)
3 (a) a · (b + c) = (a · b) + (a · c) (b) a+ (b · c) = (a+ b) · (a+ c)
4 (a) a+ u0 = a (b) a · u1 = a
5 (a) δpa+−δpa = u1 (p ∈M) (b) δpa · −δpa = u0 (p ∈M)
z Cylindric Axioms:
6 cκu0 = u0 7 a+ cκa = cκa
8 cκ(a · cκb) = cκa · cκb 9 cκcλa = cλcκa
10 dλµ = cκ(dλκ · dκµ) 11 dκκ = u1
12 cκ(dκλ · δ1a) · cκ(dκλ · −δ1a) = u0 (κ 6= λ)
Since + and · are both commutative and associative, we may use Σ and
∏
for
general summation and product, respectively.
13 δ1(δ1a+ δ1b) = δ1a+ δ1b 14 δ1(δ1a · δ1b) = δ1a · δ1b
15 δ1 − δ1a = −δ1a 16 δ1cκδ1a = cκδ1a
17 δ1dκλ = dκλ 18 δ0dκλ = −dκλ
19 δpdκλ = u0 (p ∈M and p 6= 0, 1) 20 δp(−a) = δ−pa (p ∈M)
21 δpup = u1 (p ∈M) 22 δpuq = u0 (p, q ∈M and p 6= q)
23 δpa · δqa = u0 (p, q ∈M,p 6= q) 24
∑
p∈M δpa = u1
25 δp(a+ b) =
∑
q+r=p δqa · δrb (p ∈M) 26 δp(a · b) =
∑
q·r=p δqa · δrb (p ∈M)
27 δ1δqa = δqa 28 δpδqa = u0 (p 6= 0, 1)
29 δ0δqa = −δqa 30 If δpa = δpb for all p ∈M , then a = b
31 δpcκa =
∑
A⊆M,supA=p
∏
q∈M cκδqa · −
∑
A⊆M,supA>p
∏
q∈M cκδqa (p ∈M)
Theorem 2.3. In an M− CAα, a+ a = a
Proof. First we show that δpa · δpa = δpa. Using Axioms 3, 4, and 5 we obtain δpa ·
δpa = (δpa ·δpa)+u0 = (δpa ·δpa)+(δpa ·−δpa) = δpa ·(δpa+−δpa) = δpa ·u1 = δpa.
Using Axioms 25 and 23 we obtain δp(a+ a) =
∑
q+r=p δqa · δra = δpa · δpa = δpa.
Since δp(a+ a) = δpa for all p ∈M , by Axiom 30, a+ a = a. 
Definition 2.4. In an M− CAα, define a ≤ b if a+ b = b.
Theorem 2.5. ≤ is a partial order.
2.3. Construction of an M-Cylindric Algebras. In the following, BM is the
set of functions with domain M and range a subset of B. We write xp for x(p).
If A is an algebra, then we denote its universe by |A|. Also, α is an ordinal and
B = 〈B,+, ·,−, 0, 1, cκ, dκλ〉κ,λ<α is a cylindric algebra of dimension α (CAα) [2].
c∂κx = −cκ − x. Note that c
∂
κx ≤ x ≤ cκx.
We construct an M − CAα M(B) = 〈F,+, ·,−,up, cκ,dκλ, δp〉κ,λ<α,p∈M as
follows:
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Let F = {x : x ∈ BM and xp · xq = 0 if p 6= q and
∑
p∈M x
p = 1}. Define
+ on F by (x + y)p =
∑
q+r=p x
q · yr for p ∈ M and x, y ∈ F . To show that
x + y ∈ F , assume that p 6= s. The following computation takes place in B.
(x+y)p · (x+y)s =
∑
q+r=p x
q ·yr ·
∑
q1+r1=s
xq1 ·yr1 =
∑
q1+r1=s
(
∑
q+r=p x
q ·yr) ·
xq1 · yr1 =
∑
q1+r1=s
∑
q+r=p x
q · yr · xq1 · yr1 = 0 since any sumand with q 6= q1 or
r1 6= r1 is 0 and if there are any remaining summands, we would have q1 + r1 = s,
q + r = p, q1 = q, and r1 = r. and hence, s = p contradicting s 6= p. In addition,∑
p∈M (x+ y)
p =
∑
p∈M
∑
q+r=p x
q · yr =
∑
q,r∈M x
q · yr =
∑
r∈M
∑
q∈M x
q · yr =∑
r∈M (y
r ·
∑
r∈M x
q) =
∑
r∈M y
r · 1 =
∑
r∈M y
r = 1. Therefore, F is closed under
+.
Define · on F by (x · y)p =
∑
q·r=p x
q · yr for x, y ∈ F . Similar to above, F is
closed under ·.
Define − on F by (−x)p = x−p. It is easily shown that F is closed under −.
Define uq for q ∈ M as follows: (uq)p = 1 if q = p and (uq)p = 0 if q 6= p.
Clearly, uq ∈ F for all q ∈M .
Note that throughout, whenever we write supA we asssume that A 6= ∅ and
A ⊆M .
Define cκ on F by
(cκx)
p =
∑
A⊆M,supA=p
∏
q∈A cκx
q · −
∑
A⊆M,supA>p
∏
q∈A cκx
q
for inM .
This definition will be motivated in section 3.2.
Define Zκ(A, x) =
∏
p∈A cκx
p, where x ∈ B. Let p 6= q. We show that (cκx)p ·
(cκx)
q = 0 if p 6= q. Note that Zκ(A, x) · Zκ(B, x) = Zκ(A ∪B, x)
(cκx)
p · (cκx)q
=
∑
supA=p Zκ(A, x)·−
∑
supA>p Zκ(A, x)·
∑
supA=q Zκ(A, x)·−
∑
supA>q Zκ(A, x)
=
∑
supA=p Zκ(A, x)·
∑
supA=q Zκ(A, x)·
∏
supA>p−Zκ(A, x)·
∏
supA>q −Zκ(A, x)
=
∑
supA=p
∑
supB=q[Zκ(A, x)·Zκ(B, x)·
∏
supC>p−Zκ(C, x)·
∏
supD>q −Zκ(D, x)]
Let supA = p and supB = q. Clearly, sup(A ∪ B) ≥ supA = p and sup(A ∪
B) ≥ supB = q. Since p 6= q, sup(A ∪ B) 6= p or sup(A ∪ B) 6= q. Therefore,
sup(A ∪B) > p or sup(A ∪B) > q. Say, sup(A ∪B) > p. We then have
Zκ(A, x) · Zκ(B, x) ·
∏
supC>p−Zκ(C, x) ·
∏
supD>q −Zκ(D, x)
≤ Zκ(A, x) · Zκ(B, , x) · −Zκ(A ∪B, x)
= Zκ(A ∪B, x) · −Zκ(A ∪B, x) = 0
Therefore, (cκx)
p · (cκx)q = 0. Define Vn ⊆M for n ∈ ω as follows:
We now show that
∑
p∈M (cκx)
p = 1.
Define q ⋖ p for q, p ∈ M by q ⋖ p if q < p and there is no r ∈ M such that
p < r < q.
Define Vn ⊆ M for n ∈ ω as follows: Let V1 = {1} and Vn+1 = {p ∈ M : p ⋖ r
for some r ∈ Vn}.
SinceM is finite, for all a, b ∈M if a < b, there is a chain a⋖c1⋖c2⋖ · · ·⋖cn⋖b
and if a ∈ Vk, then ci ∈ Vk−i and b ∈ Vk−(n+1) and hence, for some m < k , b ∈ Vm.
So we have:
If a < b and a ∈ Vk, then for some m < k, b ∈ Vm. (*)
By induction on n, we show that for all s ∈ Vn,∑
supA=s Zκ(A, x) ≤
∑
p∈M (cκx)
p (**)
n=1: Let s ∈ V1. Then s = 1 and we have
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∑
supA=s Zκ(A, x) =
∑
supA=1 Zκ(A, x) = (cκx)
1 ≤
∑
p∈M (cκx)
p
Assume that for all s ∈ Vk,
∑
supA=s Zκ(A, x) ≤
∑
p∈M (cκx)
p for all k < n. Let
s ∈ Vn and let B = {r ∈M : r > s}. Then
{Zκ(A, x) : supA > s} = {Zκ(A, x) : supA = r for some r ∈ B}.
Therefore,
∑
supA>s Zκ(A, x) =
∑
r∈B
∑
supA=r Zκ(A, x). Let r ∈ B. Then
r > s and hence by (*), r ∈ Vk for some k < n. By the induction hypothesis,∑
supA=r Zκ(A, x) ≤
∑
p∈M (cκx)
p. Therefore,
∑
supA>s Zκ(A, x) =
∑
r∈B
∑
supA=r Zκ(A, x) ≤∑
p∈M (cκx)
p.
Since (cκx)
s ≤
∑
p∈M (cκx)
p, we have (cκx)
s+
∑
supA>s Zκ(A, x) ≤
∑
p∈M (cκx)
p.
Therefore,
∑
supA=s Zκ(A, x) ≤
∑
supA=s Zκ(A, x) +
∑
supA>s Zκ(A, x)
= (
∑
supA=s Zκ(A, x) · −
∑
supA>s Zκ(A, x)) +
∑
supA>s Zκ(A, x)
= (cκx)
s +
∑
supA>s Zκ(A, x)
≤
∑
p∈M (cκx)
p
Therefore,
∑
supA=s Zκ(A, x) ≤
∑
p∈M (cκx)
p for all s ∈ Vn which proves (**).
Since sup{s} = s, xs ≤ cκxs = Zκ({s}, x) ≤
∑
supA=s Zκ(A, x). So, for all s ∈
M , xs ≤
∑
supA=s Zκ(A, x) ≤
∑
p∈M (cκx)
p. Hence, 1 =
∑
s∈M x
s ≤
∑
p∈M (cκx)
p
and we have
∑
p∈M (cκx)
p = 1.
Therefore, F is closed under cκ.
Define dκλ ∈ F by
(dκλ)
p =


dκλ if p = 1
0 if p 6= 0, 1
−dκλ if p = 0
for p ∈M .
Clearly, dκλ ∈ F .
Define δq on F by
(δqx)
p =


xq if p = 1
0 if p 6= 0, 1
−xq if p = 0
for q ∈M
Clearly F is closed under δq.
The above shows the following:
Theorem 2.6. If B is a CAα, then M(B) is an algebra.
Theorem 2.7. In M(B), a+ b = b iff bp ≤
∑
q≤p a
q for all p ∈M .
Proof. Let a+ b = b. Therefore, (a+ b)p = bp, for all p ∈ M and by definition of
+ in M(B),
∑
q+r=p a
q · br = bp for all p ∈M . For all q, r ∈M with q + r = p we
have q ≤ p and aq · br ≤ aq. Therefore, bp =
∑
q+r=p a
q · br ≤
∑
q≤p a
q.
Now let bp ≤
∑
q≤p a
q for all p ∈M . Assume that r + q = p. We show that
ar · bq ≤ bp (*).
If ar · bq = 0, then we have (*). So, assume that ar · bq 6= 0.Then
0 6= ar · bq ≤ ar ·
∑
t≤q a
t =
∑
t≤q a
r · at
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Therefore,
∑
t≤q a
r · bt 6= 0. However, ar ·at = 0 if t 6= r. So we must have r = t for
some t ≤ q. Therefore, r ≤ q and hence, q = r+ q = p and we have ar · bq ≤ bq = bp
and we verified (*).
By (*), (a+ b)p =
∑
r+q=p a
r · bq ≤ bp, and hence, (a+ b)p ≤ bp.
Since, bp ≤
∑
q≤p a
q,
bp = bp · bp ≤ bp ·
∑
q≤p a
q =
∑
q≤p b
p · aq =
∑
p+q=p b
p · aq ≤
∑
r+q=p b
r · aq =
(a+ b)p.
Here, p is fixed and the sums are on q and r. Therefore, bp ≤ (a+ b)p for all
p ∈ M . Since (a + b)p ≤ bp we have bp = (a + b)p for all p ∈ M and hence,
b = a+ b. 
Theorem 2.8. In M(B), let
A∗ = {a ∈ |M(B)| : ap = 0 for all p ∈M,p 6= 0, 1}
Let a 7→ b = −a+ b, a ←7→ b = (a 7→ b) · (b 7→ a), and c∂κx = −cκ − x in
M(B) and c∂κx = −cκ − x in B. Then
1. A∗ is closed under +, ·, −, cκ, c
∂
κ, 7→, and ←7→
For all a, b ∈ A∗:
2. a0 = −a1 and a1 = −a0
3. δpa ∈ A∗ for all a ∈ |M(B)| and p ∈M
4. dκλ ∈ A∗ for all κ, λ < α
5. a = b iff a1 = b1 and a = b iff a0 = b0
6(a) (a+ b)1 = a1 + b1 (b) (a+ b)0 = a0 · b0
7(a) (a · b)1 = a1 · b1 (b) (a · b)0 = a0 + b0
8(a) (−a)1 = −a1 (b) (−a)0 = −a0
9(a) (cκa)
1 = cκa
1 (b) (cκa)
0 = c∂κa
0
10(a) (c∂κa)
1 = c∂κa
1 (b) (c∂κa)
0 = cκa
0
11 (a 7→ b)1 = −a1 + b1
12 (a←7→ b)1 = −(a1 · −b1) + (b1 · −a1)
Proof. As an example we will prove 9 (b). The proofs of the rest follow easily from
the definitions.
(cκa)
0 =
∑
supA=0
∏
q∈A
cκa
q · −
∑
supA>0
∏
q∈A
cκa
q
= cκa
0 · −
∑
supA>0
∏
q∈A
cκa
q
= cκa
0 · −(cκa
0 · cκa
1 + cκa
1)
= cκa
0 · −cκa
1
= cκa
0 · −cκ − a
0
= cκa
0 · c∂κa
0
= c∂κa
0( since in a CAα, c
∂
κx ≤ ckx)
The third equality follows from the fact that if A has elements other than 0 or 1,
say r, then ar = 0 and cκa
r = 0. 
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We will need the following two Boolean identities to establish that if B is a
CAα, then M(B) is an M − CAα. We thank Dr. Brannen of the Mathematics
Department at Sonoma State University for his help in discovering and proving the
two identities.
Theorem 2.9. Let B = 〈B,+, ·,−, 0, 1〉 be a Boolean algebra, p ∈M ,
U,W : M → B,
∑
q∈M Wq = 1, Wq ·Wr = 0 if q 6= r. Define V : M → B by
Vr =
∑
supA=r
∏
q∈A Uq · −
∑
supA>r
∏
q∈A Uq for r ∈M . Then for all p ∈M
∑
supA=p
∏
q∈A
∑
r·t=q(Ur ·Wt)·−
∑
supA>p
∏
q∈A
∑
r·t=q(Ur ·Wt) =
∑
r·t=p(Vr ·Wt)
Proof. Since every Boolean algebra is isomorphic to a Boolean algebra of set, we
will prove the following: Let Z be a subset of the set of subsets of a set X such that
Z is closed under ∪, ∩, − (complementation with respect to X), and ∅, X ∈ Z,
p ∈ M , U,W : M → Z,
⋃
q∈M Wq = X , Wq ∩Wr = ∅ if q 6= r and V : M → Z is
defined by Vr =
⋃
supA=r
⋂
q∈A Uq ∩ −
⋃
supA>r
⋂
q∈A Uq for r ∈ M . Then for all
p ∈M
⋃
supA=p
⋂
q∈A
⋃
r·t=q(Ur∩Wt)∩−
⋃
supA>p
⋂
q∈A
⋃
r·t=q(Ur∩Wt) =
⋃
r·t=p(Vr∩Wt)
Let s ∈
⋃
r·t=p(Vr ∩ Wt). Then there are r
∗, t∗ ∈ M such that r∗ · t∗ = p and
s ∈ Vr∗ ∩Wt∗ . Since s ∈ Vr∗ ,
(1) There is an A1 ⊆M such that A1 6= ∅, supA1 = r∗ and for all q ∈ A1, s ∈ Uq.
(2) For all B1 ⊆M with supB1 > r∗, there is a q ∈ B1 such that s /∈ Uq.
Let A2 = {r · t
∗ : r ∈ A1}. Then supA2 =
∑
q∈A1
q · t∗ = t∗
∑
q∈A1
q = t∗supA1 =
t∗ · r∗ = p. Let q ∈ A2. There is a r ∈ A1 such that q = r · t∗ and hence, by (1),
s ∈ Ur ∩Wt∗ . Therefore, s ∈
⋃
supA=p
⋂
q∈A
⋃
r·t=q(Ur ∩Wt).
Now let s ∈
⋃
supB>p
⋂
q∈B
⋃
r·t=q(Ur ∩ Wt). (We show that this leads to a
contradiction.) Therefore, there is a B1 ⊆M with supB1 > p and
(3) for all q ∈ B1 there are rq, tq ∈M such that rq · tq = q and s ∈ Urq ∩Wtq .
For all q ∈ B1, s ∈ Wtq . Since, s ∈ Wtq ∩Wt∗ , s ∈ Wtq ∩Wt∗ 6= ∅ and it follows
that tq = t
∗. So we have
(4) for all q ∈ B1, tq = t∗ and hence, rq · t∗ = q and by (3), s ∈ Urq .
Let C = {rq : q ∈ B1}. Then
(5) t∗ · supC = t∗ ·
∑
q∈B1
rq =
∑
q∈B1
t∗ · rq =
∑
q∈B1
q = supB > p.
Note that
sup(A1 ∪ C) =
∑
q∈A1
q +
∑
q∈B1
rq = supA1 + supC = r
∗ + supC ≥ r∗.
If sup(A1 ∪ C) > r∗, then by (2), there is a w ∈ A1 ∪ C such that s /∈ Uw.
By (1), w /∈ A1. Therefore, w ∈ C and hence, w = rq for some q ∈ B1 and
we have s /∈ Urq which contradicts (4). So we have sup(A1 ∪ C) = r
∗. There-
fore, r∗ + supC = supA1 + supC = Sup(A1 ∪ C) = r∗ and hence, supC ≤ r∗ and
t∗ ·supC ≤ t∗ ·r∗ = p. By (5) t∗ ·supC > p and hence, p < p, a contradiction. There-
fore, s /∈
⋃
supB>p
⋂
q∈B
⋃
r·t=q(Ur∩Wt) and we have s ∈
⋃
supA=p
⋂
q∈A
⋃
r·t=q(Ur∩
Wt) · −
⋃
supB>p
⋂
q∈B
⋃
r·t=q(Ur ∩Wt).
Now let s ∈
⋃
supA=p
⋂
q∈A
⋃
r·t=q(Ur ∩ Wt) · −
⋃
supB>p
⋂
q∈B
⋃
r·t=q(Ur ∩ Wt).
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Therefore,
(6) There is an A1 ⊆ M , supA1 = p and for all q ∈ A1, there are rq , tq ∈ M such
that rq · tq = q and s ∈ Urq ∩Wtq
and
(7) for all B1 ⊆ M with supB1 > p, there is a q ∈ B1 such that for all r, t ∈ M
with r · t = q, s /∈ Ur ∩Wt.
Since s ∈ Wtq for all q ∈ A1, and Wa ∩Wb = ∅ for a 6= b, we have tq1 = tq2 for all
q1, q2 ∈ A1. Let t¯ be the common value; that is, tq = t¯ for all q ∈ A. We then have
(8) for all q ∈ A1, s ∈ Urq , rq · t¯ = q and s ∈ Wt¯.
We show that the assumption that for all r ∈ M with r · t¯ = p, s /∈ Vr leads
to a contradiction and hence, s ∈ Vr¯ for some r¯ ∈ M such that r¯ · t¯ = p and
s ∈
⋃
r·t=p(Vr ∩Wt).
Assume that for all r ∈ M with r · t¯ = p, s /∈ Vr. Under this assumption we prove
the following two lemmas.
Lemma 2.10. There is an r0 ∈M such that r0 · t¯ = p and s ∈
⋃
supA=r0
⋂
q∈A Uq.
Proof. Let A2 = {rq : q ∈ A1} and r0 = supA2. Then
r0 · t¯ = t¯ · sup{rq : q ∈ A1} = t¯ ·
∑
q∈A1
rq =
∑
q∈A1
t¯ · rq =
∑
q∈A1
q = supA1 = p.
Let w ∈ A2. Therefore, w = rq for some q ∈ A1 and by (8), s ∈ Urq . Hence,
s ∈
⋃
supA=r0
⋂
q∈A Uq. 
Lemma 2.11. For all r ∈M with r · t¯ = p, if s ∈
⋃
supA=r
⋂
q∈A Uq, then there is
an r′ ∈M such that r′ > r, r′ · t¯ = p and s ∈
⋃
supA=r′
⋂
q∈A Uq.
Proof. Let r ∈ M such that r · t¯ = p and s ∈
⋃
supA=r
⋂
q∈A Uq. We have
assumed above that s /∈ Vr =
⋃
supA=r
⋂
q∈A Uq ∩ −
⋃
supB>r
⋂
q∈B Uq. Since
s ∈
⋃
supA=r
⋂
q∈A Uq, we have s ∈
⋃
supB>r
⋂
q∈B Uq. Therefore,
(9) there is a B2 ⊆M such that supB2 > r and for all q ∈ B2, s ∈ Uq.
Let r′ = supB2. Therefore, r
′ > r and t¯ · supB2 ≥ t¯ · r = p. We now show that we
cannot have t¯ · supB2 > p. Assume that t¯ · supB2 > p. Let C = {t¯ · q : q ∈ B2}.
Then supC =
∑
q∈B2
t¯ · q = t¯ ·
∑
q∈B2
q = t¯ · supB2 > p. By (7) there is a z ∈ C
such that for all a, b ∈ M with a · b = z, ,s /∈ Ua ∩Wb. We have z = t¯ · q for some
q ∈ B2 and therefore, s /∈ Uq ∩Wt¯. However, s ∈ Wt¯ by (8) and hence, s /∈ Uq
which contradicts (9). We therefore have t¯ · r′ = t¯ · supB2 = p, r′ > r, supB2 = r′
and for all q ∈ B2, s ∈ Uq. Hence, s ∈
⋃
supB=r′
⋂
q∈B Uq. 
We can now complete the proof of the theorem. Let r0 be as in Lemma 2.10.
Suppose that rk has been defined and let rk+1 = (rk)
′ as in Lemma 2.11 . then
rk+1 > rk for all k ∈ ω and since M is finite this is impossible and this is our
contradiction that proves that we cannot have for all r ∈M with r · t¯ = p, s /∈ Vr.
Therefore, there is an r ∈M with r · t¯ = p such that s ∈ Vr; that is, s ∈
⋃
r·t=p(Vr∩
Wt). 
Theorem 2.12. Let B = 〈B,+, ·,−, 0, 1〉 be a Boolean algebra, p ∈M , and
Y :M → B. Then for all p ∈M ,∑
q≤p(
∏
supA=q
∏
r∈A Yr · −
∑
supA>q
∏
r∈A Yr) = (
∑
q≤p Yq) · (
∏
qp−Yq)
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Proof. As before, let Z be a subset of the set of subsets of a set X such that Z is
closed under ∪, ∩, − (complementation with respect to X), ∅, X ∈ Z, p ∈M , and
Y :M → Z. We show that⋃
q≤p(
⋃
supA=q
⋂
r∈A Yr ∩ −
⋃
supA>q
⋂
r∈A Yr) = (
⋃
q≤p Yq) ∩ (
⋂
qp−Yq)
Let s ∈ (
⋃
q≤p Yq) ∩ (
⋂
qp−Yq) . There is a q0 ≤ p such that s ∈ Yq0 and for all
q  p, s /∈ Yq. Let
A0 = {r : r ≤ p, s ∈ Yr}
Note that q0 ∈ A0 and hence, A0 6= ∅. Let q1 = supA0. For all r ∈ A0, r ≤ p and
we have
q1 = supA0 ≤ p
Since s ∈ Yr for all r ∈ A0, s ∈
⋂
r∈A0
Yr. Therefore,
s ∈
⋃
supA=q1
⋂
r∈A Yr.
Let supA > q1.Then A * A0. If so, supA ≤ supA0 = q1. Therefore, there is a
t ∈ A such that t /∈ A0.
If t ≤ p, then since t /∈ A0, s /∈ Yt.
If t  p, then s /∈ Yt.
Therefore, s /∈ Yt and we have for all A with supA > q1, there is a t ∈ A such that
s /∈ Yt. Therefore, s ∈ −
⋃
supA>q1
⋂
r∈A Yr and hence, s ∈
⋃
q≤p(
⋃
supA=q
⋂
r∈A Yr∩
−
⋃
supA>q
⋂
r∈A Yr).
Let s ∈
⋃
q≤p(
⋃
supA=q
⋂
r∈A Yr ∩ −
⋃
supA>q
⋂
r∈A Yr). There is a q0 and there
is an A0 such that
1. q0 ≤ p
2. A0 6= ∅
3. supA0 = q0
4. for all r ∈ A0, s ∈ Yr
5. for all A with supA > q0, there is an r ∈ A such that s /∈ Yr
Let q ∈ A0. q ≤ supA0 = q0 ≤ p. By 4, s ∈ Yq and hence, s ∈
⋃
q≤p Yq.
Let q  p.
Case (1) q > p. Then sup{q} = q > p ≥ q0. Therefore, sup{q} > q0. By 5, s /∈ Yq.
Case (2) q incomparable with p. We can’t have q ≤ q0; if so, then q ≤ q0 ≤ p. But
q is incomparable with p. Therefore, q > q0 or q incomparable with q0.
If q > q0, then sup{q} = q > q0 and by 5, s /∈ Yq.
If q is incomparable with q0, let B = A0 ∪ {q}. Then
supB = supA0 + q = q0 + q ≥ q0.
If q0 + q = q0, then q ≤ q0. But q is incomparable with q0 and hence, q0 + q > q0.
Therefore, supB > q0. By 5, there is an r0 ∈ B such that s /∈ Yr0 . But s ∈ Yr for
all r ∈ A0 and hence r0 /∈ A0. Therefore, r0 = q and s /∈ Yq.
In all cases, s /∈ Yq. and we have s ∈
⋂
qp. Therefore, s ∈ (
⋃
q≤p Yq)∩ (
⋂
qp−Yq).

Theorem 2.13. If B is a CAα, then M(B) is an M− CAα.
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Proof. Verifying Axioms 1 through 3 is straight forward. Using Theorem 2.8, ver-
ifying Axioms 4, 5, 6, 10, 11, 12, and 13 through 31 is also straight forward. The
verifications of Axioms 7, 8, and 9 follow.
Verification of Axiom 7: As before, define Zκ(A, x) =
∏
p∈A cκx
p, where x ∈
|M(B)|. Then
(cκx)
r =
∑
supA=r
Zκ(A, x) · −
∑
supA>r
Zκ(A, x)
=
∑
supA=r
(Zκ(A, x) · −
∏
supB>r
−Zκ(B, x))
Let supA = r and q  r. then sup(A ∪ {q}) ≥ r. We can’t have sup(A ∪ {q}) = r
since q  r. Therefore, sup(A ∪ {q}) > r.
Zκ(A, x) ·
∏
supB>r
−(Zκ(B, x) ≤ Zκ(A, x) · −Zκ(A ∪ {q}, x)
= Zκ(A, x) · −(Zκ(A, x) · Zκ({q}, x))
= Zκ(A, x) · (−Zκ(A, x) +−Zκ({q}, x))
= Zκ(A, x) · −Zκ(A, x) + Zκ(A, x) · −Zκ({q}, x)
= Zκ(A, x) · −Zκ({q}, x)
≤ −Zκ({q}, x)
= −cκx
q
≤ −xq
Therefore, Zκ(A, x) ·
∏
SupB>r −(Zκ(B, x) ≤ −x
q for all A with supA = r and
q  r and hence, (cκx)r =
∑
supA=p(Zκ(A, x) ·
∏
supB>p−Zκ(B, x)) ≤ −x
q for all
q  r. Therefore, (cκx)r ≤
∏
qr −x
q = −
∑
qr x
q. Since
∑
qr x
q +
∑
q≤r x
q =∑
q∈M x
q = 1 and
∑
qr x
q ·
∑
q≤r x
q = 0 we have (cκx)
r ≤
∑
q≤r x
q and by The-
orem 2.7, x+ cκx = cκx.
Verification of Axiom 8: In a CAα, a κ-cylinder is a member a x such that
cκx = x. For the verification of Axiom 8a, we need the following:
If x and y are κ-cylinders, then x + y, x · y, −x, and cκx are κ-cylinders. It
follows that if B is a CAα and a ∈ |M(B)|, then (cκa)p =
∑
supA=p
∏
q∈A cκa
q ·
−
∑
supA>p
∏
q∈A cκa
q is a κ-cylinder. By definition of · in M(B), (cκx · cκy)
p =∑
q·r=p(cκx)
q · (cκy)
r and
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(cκ(x · cκy))
p =
∑
supA=p
∏
q∈A
cκ(x · cκy)
q · −
∑
supA>p
∏
q∈A
cκ(x · cκy)
q
=
∑
supA=p
∏
q∈A
cκ(
∑
r·t=q
xr · (cκy)
t) · −
∑
supA=p
∏
q∈A
cκ(
∑
r·t=q
xr · (cκy)
t)
=
∑
supA=p
∏
q∈A
∑
r·t=q
cκ(x
r · (cκy)
t) · −
∑
supA=p
∏
q∈A
∑
r·t=q
cκ(x
r · (cκy)
t)
=
∑
supA=p
∏
q∈A
∑
r·t=q
(cκx
r · cκ(cκy)
t) · −
∑
supA=p
∏
q∈A
∑
r·t=q
(cκx
r · cκ(cκy)
t)
=
∑
supA=p
∏
q∈A
∑
r·t=q
(cκx
r · (cκy)
t) · −
∑
supA=p
∏
q∈A
∑
r·t=q
(cκx
r · (cκy)
t)
Since (cκx)
r =
∑
supA=r
∏
a∈A cκx
q · −
∑
supA>r
∏
a∈A cκx
q, using Theorem 2.12,
where Uq = cκx
q, Vr = (cκx)
r , and Wt = (cκy)
t, we obtain cκ(x · cκy))
p =
(cκx · cκy))
p.
Verification of Axiom 9:
First we show, using Theorem 2.12, that
∑
q≤p(cκx)
q = c∂κ
∑
q≤p x
q.
∑
q≤p
(cκx)
q =
∑
q≤p
(
∑
supA=q
∏
r∈A
cκx
r · −
∑
supA>q
∏
r∈A
cκx
r)
=
∑
q≤p
cκx
q ·
∏
qp
−cκx
q
=
∑
q≤p
cκx
q · −
∑
qp
cκx
q
= cκ
∑
q≤p
xq · −cκ
∑
qp
xq
= cκ
∑
q≤p
xq · −cκ −
∑
q≤p
xq
= cκ
∑
q≤p
xq · c∂κ
∑
q≤p
xq
= c∂κ
∑
q≤p
xq since c∂κa ≤ cκa
We then obtain
∑
q≤p(cκcλx)
q = c∂κ
∑
q≤p(cλx)
q = c∂κc
∂
λ
∑
a≤p x
q. Similarily,∑
q≤p(cλcκx)
q = c∂λc
∂
κ
∑
a≤p x
q.
Therefore, (cκcλx)
p ≤
∑
q≤p(cκcλx)
q = c∂κc
∂
λ
∑
q≤p x
q = c∂λc
∂
κ
∑
q≤p x
q =
∑
q≤p(cλcκx)
p.
By Theorem 2.7, cλcκx+cκcλx = cκcλx. Similarly, cκcλx+cλcκx = cλcκx. Using
Axiom 1 (a), which is true in M(B), we obtain cκcλx = cλcκx. 
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Definition 2.14. Let A = 〈A,+, ·,−, up, cκ, dκ,λ, δp〉κ,λ<α,p∈M be an M − CAα.
C(A) = 〈C,+, ·,−, U0, U1, cκ, dκ,λ〉κ,λ<α, where C = {δ1x : x ∈ |A|} and all oper-
ations in C(A) are the restrictions of the operations in A. Note that by Theorem
2.8, C is closed under all operations.
Theorem 2.15. If A an M− CAα, then C(A) is a CAα.
Proof. The proof follows easily from the axioms for M− CAα. 
Definition 2.16. If A and B are algebras then A 4 B if A is a subalgebra of B
and A -B if A is isomorphic to a subalgebra of B.
Theorem 2.17. If A is an M− CAα, then A -M(C(A)).
Proof. Let A be an M − CAα. Define f : |A| → |M(C(A))| by f(a)p = δp(a) for
a ∈ |A|. It is easily verified that f is an isomorphism from A into M(C(A)).

If Cj are algebras for j ∈ J , then
∏
〈Cj : j ∈ J〉 is the product of the algebras
Cj for j ∈ J
Theorem 2.18. If B and Cj for j ∈ J are CAα and B -
∏
〈Cj : j ∈ J〉, then
M(B) -
∏
〈M(Cj) : j ∈ J〉.
Proof. Let f : |B| →
∏
〈|Cj | : j ∈ J〉 be a monomorphism. Define g : |M(B)| →∏
〈|M(Cj)| : j ∈ J〉 by (g(a)j)p = f(ap)j for a ∈ |M(B)|. It is tedious but straight
forward to verify that g is a monomorphism from M(B) into
∏
〈M(Cj) : j ∈ J〉. 
Theorem 2.19. If B is a CAα, then C(M(B)) ≃ B.
Proof. Define g : |B| → |M(C)| by
g(a)p =


a if p = 1
0 if p 6= 0, 1
−a if p = 0
Define f : |B| → |C(M(B))| by f(a) = δ1g(a). Using Theorem 2.8, it it easily
shown that f is an isomorphism from B to C(M(B)). 
Theorem 2.20. If A and Dj are M−CAα for j ∈ J such that A -
∏
〈Dj : j ∈ J〉,
then C(A) -
∏
〈C(D)j : j ∈ J〉.
Proof. Let f : |A| →
∏
〈|Dj | : j ∈ J〉 be a monomorphism. Let f = g⌈|C(A)|, the
restriction of g to |C(A)|. It is easily verified that g is a monomorphism from C(A)
to
∏
〈C(Dj) : j ∈ J〉. 
Theorem 2.21. Let A and B be M−CAα such that A 4 B. Then C(A) 4 C(B).
Proof. The proof follows easily from the definition of C(A). 
12 CYLINDRIC ALGEBRAS OF DE MORGAN-VALUED LOGIC
2.4. M-cylindric set algebras.
Definition 2.22. A is a M-cylindric set algebra of dimension α with base U (M−
CSAα) if A 4M(B) for some cylindric set algebra B of dimension α with base U .
A is full if, in addition, |B| = P(Uα).
We will use the following notation to indicate that we are working in aM−CSAα:
⊔ for +, ⊓ for ·, ⊖ for −, Cκ for cκ, Dκ,λ for dκ,λ, Up for up, ∆p for δp and⊔
for
∑
.
In addition, if l is a member of a M− CSAα, then ∆L = δ0L ⊔ δ1L.
Theorem 2.23. If A is a M−CSAα, then C(A) ≃ B for some cylindric set algebra
B.
Proof. Let A be a M− CSAα. Then A 4M(D) for some cylindric set algebra D.
By Theorems 2.21 and 2.19, C(A) 4 C(M(D)) ≃ D. Therefore, C(A)) is isomorphic
to a cylindric set algebra. 
If A is a M − CSAα, then A 4 M(B) for some cylindric set algebra B of di-
mension α. If the base of B is U , that is, |B| ⊆ P(Uα), where P(Uα) is the set
of sunsets of Uα, then |A| ⊆ {L : L ∈ P(Uα)M and
⋃
p∈M L
p = U and if p 6=
q then Lp ∩ Lq = ∅}.
Definition 2.24. For s ∈ Uα and x ∈ U s
(
κ
x
)
∈ Uα is defined by
s
(
κ
x
)
λ
=
{
sλ if κ 6= λ
x if κ = λ
Definition 2.25. For X ⊆ Uα, and y ∈ U ,
y ◦κ X = {s : s ∈ Uα and s
(
κ
y
)
∈ X}
For X ⊆ Uα, CκX = {s : s ∈ Uα and for some x ∈ U, s
(
κ
x
)
∈ X}, the usual
cylindrification in cylindric set algebras.
For L ∈ P(Uα)M , we say that L partitions Uα if {Lp : p ∈ M} is a partition of
Uα.
Theorem 2.26. If x ∈ U and L ∈ P(Uα)M partitions Uα, then {x ◦κ Lp : p ∈M}
partitions Uα.
Definition 2.27. For j ∈MU , let jˆ = sup{jx : x ∈ U}.
Definition 2.28. For L ∈ P(Uα)M where L partitions Uα define tκL ∈ P(Uα)M
by (EκL)
p =
⋃
j∈MU ,jˆ=p
⋂
x∈U x ◦κ L
jx .
We will show that EκL = CκL, the cylindrification inM(B) whereB is a CSAα.
Theorem 2.29. If L ∈ P(Uα)M partitions Uα, κ < α, p ∈ M , s ∈ (CκL)p and
s ∈
⋂
x∈U x ◦κ L
jx where j ∈MU , then jˆ = p.
Proof. Since s ∈ (CκL)p =
⋃
supA=p
⋂
q∈A CκL
q · −
⋃
supA>p
⋂
q∈A CκL
q, there is
an A ⊆ M with supA = p such that for all q ∈ A, s ∈ CκL
q. Therefore, for all
q ∈ A, there is an xq ∈ U such that s
(
κ
xq
)
∈ Lq; that is, s ∈ xq ◦κ Lq. Therefore,
for all q ∈ A, s ∈ xq ◦κ L
q ∩ xq ◦κ L
jxq . By Theorem 2.26, jxq = q for all q ∈ A.
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Therefore, jˆ = sup{jx : x ∈ U} ≥ sup{jxq : q ∈ A} = sup{q : q ∈ A} = supA = p
and hence jˆ ≥ p.
Suppose that jˆ > p. Let B = {jx : x ∈ U}. Then supB = jˆ > p. Since
s /∈
⋃
supA>p
⋂
q∈A CκL
q, we have s /∈ CκLq for some q ∈ B and hence, s
(
κ
y
)
/∈ Lq
for all y ∈ U . Therefore, s /∈ y ◦κ Lq for all y ∈ U . Since q ∈ B, q = jx for some
x ∈ U . Therefore, s /∈ y ◦κ Ljx for all y ∈ U . In particular, s /∈ x ◦κ Ljx , and this
contradicts s ∈
⋂
x∈U x ◦κ L
jx . Therefore, jˆ = p 
Theorem 2.30. If L ∈ P(Uα)M partitions Uα, then EκL partitions Uα.
Theorem 2.31. If L ∈ P(Uα)M partitions Uα and s ∈ Uα, then there is a unique
j ∈MU such that s ∈
⋂
x∈U x ◦κ L
jx .
Proof. This follows easily from Theorem 2.26. 
Theorem 2.32. If L ∈ P(Uα)M partitions Uα, then EκL = CκL.
Proof. Assume that L ∈ P(Uα)M partitions Uα.
Let s ∈ (EκL)p =
⋃
j∈MU ,jˆ=p
⋂
x∈U x ◦κ L
jx . Therefore, s ∈
⋂
x∈U x ◦κ L
jx for
some j ∈ MU with jˆ = p. Let A = rng(j), Therefore, supA = jˆ = p. Let q ∈ A.
Then q = jx for some x ∈ U . Therefore, s ∈ x ◦κ Ljx = x ◦κ Lq; that is, s
(
κ
x
)
∈ Lq.
Therefore, s ∈ CκLq. We have shown that for all q ∈ A, s ∈ CκLq and hence,
s ∈
⋂
q∈A CκL
q and it follows that s ∈
⋃
supA=p
⋂
q∈A CκL
q.
Now suppose that s ∈
⋃
supA>p
⋂
q∈A CκL
q. Then there is an A ⊆ M , with
supA > p and for all q ∈ A, s ∈ CκLq. Therefore, for all q ∈ A, there is an
xq ∈ U such that s ∈ xq ◦κ Lq. By Theorem 2.31, there is a unique j ∈ MU
such that s ∈
⋂
x∈U x ◦κ L
jx . Therefore, s ∈ xq ◦κ L
jxq for all q ∈ A and it
follows that for all q ∈ A, jxq = q. Let t = jˆ. Since s ∈
⋂
x∈U x ◦κ L
jx ,
s ∈
⋃
jˆ=t
⋂
x∈U x ◦κ L
jx = (EκL)
t. Since s ∈ (EκL)
p, by Theorem 2.30, t = p.
We then have
p < supA = sup{q : q ∈ A} = sup{jxq : q ∈ A} ≤ sup rng(j) = jˆ = p. Hence,
p < p which is a contradiction.
Therefore we have s /∈
⋃
supA>p
⋂
q∈A CκL
q and hence,
s ∈
⋃
supA=p
⋂
q∈A CκL
q · −
⋃
supA>p
⋂
q∈A CκL
q = (CκL)
p.
Let s ∈ (CκL)p. By Theorem 2.31, there is a j ∈ MU such that s ∈
⋂
x∈U x ◦κ
Ljx . By Theorem 2.29, jˆ = p. Therefore, s ∈
⋃
jˆ=p
⋂
x∈U x ◦κ L
jx = (EκL)
p. 
Theorem 2.33. In an M− CSAα with base U , Cκ(L ⊔K) = CκL ⊔CκK.
Proof. We use Theorem 2.32 and show that Eκ(L ⊔ K) = EκL ⊔ EκK. Let
s ∈ (Eκ(L ⊔ K))p. Then there is a j ∈ MU with jˆ = p and for all x ∈ U ,
s ∈ x ◦κ (L ⊔K)jx =
⋃
r+t=jx
Lr ∩Kt. Therefore, s
(
κ
x
)
∈ (L ⊔K)jx for all x ∈ U .
There are rx, tx ∈M , such that rx + tx = jx and s ∈ Lrx ∩Ktx for all x ∈ U .
Let m = rˆ and n = tˆ. Then rˆ + tˆ =
∑
x∈U rx +
∑
x∈U tx =
∑
x∈U (rx + tx) =∑
x∈U jx = jˆ. Therefore, m+n = rˆ+ tˆ = jˆ = p. We have rˆ = m and for all x ∈ U ,
s ∈ x ◦κ Lrx and hence, s ∈
⋃
rˆ=m
⋂
x∈U x ◦κ L
rx = (cκL)
m. Similarly, s ∈ (cκK)n.
Therefore, s ∈
⋃
m+n=p(EκL)
m ∩ (EκK)n = (EκL ∪ EκK)p,
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Now let s ∈ (EκL ⊔ EκK)p. There are r, t ∈ M with r + t = p and s ∈ (EκL)r
and s ∈ (EκK)t. There are h ∈ MU and i ∈ MU with hˆ = r and iˆ = t such
that s ∈ x ◦κ Lhx and s ∈ x ◦κ Kix for all x ∈ U . Let jx = hx + ix, Then
jˆ = hˆ+ iˆ = r + t = p. Let x ∈ U , a = hx and b = ix. Then a + b = hx + ix = jx
and s ∈ x ◦κ Lhx = x ◦κ La and s ∈ x ◦κKix = x ◦κKb. Therefore, s
(
κ
x
)
∈ La ∩Kb
and hence, s
(
κ
x
)
∈
⋃
a+b=jx
La ∩ Kb = (L ⊔ K)jx . Therefore, s ∈ x ◦κ (L ⊔K)jx .
Since jˆ = p, s ∈ (Eκ(L ⊔K))p.
Therefore, (Eκ(L ∪K))p = (EκL ∪ EκK)p for all p ∈ M and Eκ(L ∪K) = EκL ∪
EκK. 
.
Theorem 2.34. In an M− CSAα, if L ≤ K then CκL ≤ CκK.
2.5. Dimension sets. Recall that in a CAα A, dimAa = {κ : cκa 6= a}.
Definition 2.35. Let a be an element in an M − CAα A. dimAa =
⋃
p∈M{κ :
cκδpa 6= δpa}.
Theorem 2.36. If B is a CAα and a ∈ |M(B)|, then dimM(B)a =
⋃
p∈M dimBa
p.
Proof. Let κ /∈ dimM(B)a. Therefore, cκδpa = δpa for all p ∈M . By definition of
δp in M(B) and Theorem 2.8, cκa
p = cκ(δpa)
1 = (cκδpa)
1 = (δpa)
1 = ap for all
p ∈M . Therefore, κ /∈ dimBap for all p ∈M .
Let κ /∈ dimBa
p for all p ∈ M . Therefore, cκa
p = ap for all p ∈ M and hence,
by Theorem 2.8, (cκδpa)
1 = cκ(δpa)
1 = cκa
p = ap = (δpa)
1. 
Definition 2.37. An M−CAα A is locally finite if dimAa is finite for all a ∈ |A|.
Theorem 2.38. If B is a locally finite CAα, then M(B) is a locally finite M−CAα.
Proof. The proof follows easily from Theorem 2.36. 
Theorem 2.39. Let A be a M − CAα and a ∈ |A|. If κ /∈ dimAa, then cκa = a;
that is, {κ : cκa 6= a} ⊆ dimAa.
Proof. Assume that κ /∈ dimAa. Therefore, cκδpa = δpa for all p ∈M .
By Axiom 31 we have
δp(cκa) =
∑
supA=p
∏
q∈A
cκδqa · −
∑
supA>p
∏
q∈A
cκδqa
=
∑
supA=p
∏
q∈A
δqa · −
∑
supA>p
∏
q∈A
δqa
= δpa · −
∑
r>p
δra since δqa · δpa = 0 if q 6= p
= δpa ·
∏
r>p
−δra
= δpa
The last line follows from the fact that if r > p, then r 6= p and hence, δpa · δra = 0
and therefore, δpa ≤ −δra
Therefore, for all p ∈M , δp(cκa) = δpa and by Axiom 30, cκa = a. 
Theorem 2.40. If A is a locally finite M−CAα, then C(A) is a locally finite CAα.
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Proof. Note that c
C(A)
κ a = cAκ a. By Theorem 2.39, dimC(A)a = {κ : c
C(A)
κ a 6= a} =
{κ : c
A)
κ a 6= a} ⊆ dimAa. 
2.6. Representation of M−CA′αs.
Definition 2.41. A member A of a CSAα with base U depends on Γ ⊆ α if for
all s, t ∈ Uα, s⌈Γ = t⌈Γ implies that s ∈ A if and only if t ∈ A. A member L of a
M− CSAα depends on Γ ⊆ α if for all p ∈M , LP depends on Γ.
Definition 2.42. A CSAα is regular if every member depends on its dimension
set. A M− CSAα is regular if every member depends on its dimension set.
Theorem 2.43. If a CSAα B is regular, then M(B) is regular.
Proof. The proof follows directly from Theorem 2.36. 
Definition 2.44. A CAα is representable if it is isomorphic to a subdirect product
of CSAα’s. A M− CAα is representable if it is isomorphic to a subdirect product
of M− CSAα’s.
A subalgebra of a M − CAα is a M − CAα since all the axioms are universal.
Therefore, a M−CAα is representable if it is isomorphic to a subalgebra of a direct
product of M− CSAα’s.
Theorem 2.45. If A is a M − CAα and C(A) is isomorphic to a subalgebra of a
product of (regular) CSAα’s, then A is isomorphic to a subalgebra of a product of
(regular) M− CSAα’s and hence, if C(A) is representable,then so is A.
Proof. Assume that C(A) -
∏
〈Cj : j ∈ J〉 where Cj is a (regular) CSAα for j ∈ J .
By Theorem 2.18, M(C(A)) -
∏
〈M(Cj) : j ∈ J〉. (By Theorem 2.43 M(Cj) is
regular.) By Theorem 2.17, A -M(C(A)). Therefore, A -
∏
〈M(Cj) : j ∈ J〉. 
Theorem 2.46. (Representation Theorem) Every locally finite M−CAα is isomor-
phic to a subalgebra of a product of regular M−CSAα and hence, is representable.
Proof. Let A be a locally finite M − CAα. By Theorem 2.40, C(A) is a locally
finite CAα. Therefore, C(A) is representable [4]; that is, C(A) is isomorphic to a
subalgebra of a product of regular CSAα’s. By Theorem 2.45, A s isomorphic to a
subalgebra of a product of regular M− CSAα and hence is representable. 
Theorem 2.47. If A is a representable M − CAα, then C(A) is a representable
CAα.
Proof. Let A be a representable M−CAα. Therefore, A -
∏
〈Dj : j ∈ J〉 where Dj
is a M−CSAα for j ∈ J . By Theorem 2.20 C(A) -
∏
〈C(Dj) : j ∈ J〉. Dj = M(Bj)
where Bj is a CSAα. By Theorem 2.19, C(Dj) = C(M(Bj)) ≃ Bj. Therefore, for
all j ∈ J , C(Dj) is isomorphic to a CSAα. Therefore, C(A) is representable. 
Let B be a non-representable CAα [3]. If M(B)) is representable then by Theo-
rem 2.47, C(M(B)) is representable. By Theorem 2.19, C(M(B)) ≃B. Therefore,
B is representable, which is a contradiction. Therefore, there is a non-representable
M− CAα.
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3. M-Valued Logic
3.1. Syntax of M-Valued Logic. The symbols of this language are variables, vk
for k ∈ ω, the set of natural numbers; ni-ary relation symbols Ri for i ∈ I where I
is a nonempty set; equal symbol ≈; negation symbol ¬; and symbol ∧; or symbol ∨;
existential qunatifier ∃; and two additional symbols, γp and tp for p ∈M . Formulas
are defined inductively as follows:
Definition 3.1. Rivk0 · · · vkni−1 , vj ≈ vk, and tp are formulas for i ∈ I, j, k ∈ ω,
and p ∈M .
If φ and θ are formulas, then ¬φ, (φ∧ θ), (φ∨ θ), ∃vkφ, and γpφ are all formulas.
Definition 3.2. The set of free variables of a formula φ, Fv(φ), is defined induc-
tively as follows:
Fv(tp) = ∅ Fv(vi ≈ vj) = {i, j}
Fv(Rivk0 · · · vkni−1) = {k0, · · · kni−1} Fv(¬φ) = Fv(φ)
Fv((φ ∧ θ)) = Fv(φ) ∪ Fv(θ) Fv((φ ∨ θ)) = Fv(φ) ∪ Fv(θ)
Fv(∃vkφ) = Fv(φ)− {k}
Definition 3.3. A formula φ is a sentence if Fv(φ) = ∅.
3.2. Semantics of the De Morgan valued-logic.
Definition 3.4. P is an M-valued relation on a non-empty set A if P ∈ P(An)M
and {P q : q ∈M} is a partition of An.
A = 〈A,Pi〉i∈I is a M-structure if A 6= ∅ and Pi is a M-valued relation on a A
for all i ∈ I.
Let φ be a formula and A be a M-structure. φA ∈ P(|A|n)M is defined as follows:
Definition 3.5. All operations in the following are in the full M−CSAα with base
|A|. The definition is inductive.
((Rivk0 · · · vkni−1)
A)q = {s ∈ |A|ω : P qi sk0 · · · skni−1 }
(vj ≈ vk)A = Djk
((tp)
A = Up
(φ ∨ θ)A = φA ⊔ θA
(φ ∧ θ)A = φA ⊓ θA
(¬φ)A = ⊖φA
(∃vkφ)A = CkφA
(γpφ)
A =∆pφ
A
Since {φA : φ is a formula} is closed under all operations of the full M − CAα
with base |A|, it is the universe of a subalgebra S of the full M−CSAα with base
|A|.
We will now motivate the definition of (∃vkφ)A. Let A be an M-structure and
let A∗ = (A, x)x∈|A|. Enlarge the language with individual constants x for x ∈ |A|.
Define φ
(
κ
x
)
as the result of replacing all free occurrences of vκ with x. It is tedious,
but not very difficult, to show that (φ
(
κ
x
)A
)p = x ◦κ (φA)p. Recall that in an M-
cylindric set algebra, (L ⊔K)p =
⋃
q+r=p L
q ∩Kr. It is not difficult to show that
this generalizes to
(L1 ⊔ L2 · · · ⊔ Ln)
p =
⋃
q1+q2+···qn=p
Lq1 ∩ Lq2 ∩ · · ·Lqn
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In the infinite case, this generalizes to
(
⊔
i∈I Li)
p =
⋃
j∈MI ,jˆ=p
⋂
i∈I L
ji
where jˆ = sup{ji : i ∈ I}.
We regard ∃vκφ as the infinite disjunction of φ
(
κ
x
)
for x ∈ |A|. Let
∨
x∈|A| φ
(
κ
x
)
be this infinite disjunction. We then have
((∃vκφ)
A)p =
∨
x∈|A|
(φ
(
κ
x
)A
)p
=
⋃
jˆ=p
⋂
x∈|A|
φ
(
κ
x
)A
)jx by above generalization
=
⋃
jˆ=p
⋂
x∈|A|
(x ◦κ (φ
A))jx
= (Ckφ
A)p
Theorem 3.6. Let A be a M-structure. If k /∈ Fv(φ), then (∃vkφ)A = φA.
Proof. It is straight forward to prove by induction on formulas that if s, t ∈ |A|ω and
s⌈Fv(φ) = t⌈Fv(φ), then s ∈ (φA)p if and only if t ∈ (φA)p for all p ∈M . Using the
fact that s⌈Fvφ = s
(
κ
x
)
⌈Fvφ if κ /∈ Fvφ, it is easy to show that ((∃vkφ)A)p = (φA)p
for all p ∈M .

In the following, M∗ = 〈M,+, ·,−, 0, 1, δp〉p∈M where M = 〈M,+, ·,−, 0, 1〉 is a
DeMorgan algebra and δp is defined by
δpq =
{
0 if p 6= q
1 if p = q
for p, q ∈M .
Definition 3.7. ∃vkφ, vj ≈ vk, and Rivk0 · · · vkni−1 are prime formulas. Let P be
the set of prime formulas and let φ be a formula and v ∈ MP. T (φ, v) ∈ M is
defined as follows:
T (φ, v) = v(φ) if φ ∈ P
T (φ ∨ θ, v) = T (φ, v) + T (θ, v)
T (φ ∧ θ, v) = T (φ, v) · T (θ, v)
T (¬φ, v) = −T (φ, v)
T (tp, v) = p
T (γpφ, v) = δpT (φ, v)
φ is a tautology if T (φ, v) = 1 for all v ∈MP.
Definition 3.8. φ is true in a M-structure A if φA = U1 in the M− CSAα S.
φ is a validity if φ is true in every M-structure A.
A is a model of a set Σ of formulas if φ is true in A for all φ ∈ Σ.
Σ |= φ if φ is true in every model of Σ.
Definition 3.9. Let Q ⊆ M . φ is Q-true in a M-structure A if
⋃
p∈Q(φ
A)p = U1
in the M− CSAα S.
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φ is Q-validity if φ is Q-true in every M-structure A.
A is a Q-model of Σ if φ is Q-true in A for all φ ∈ Σ.
Σ |=Q φ if φ is Q-true in every Q-model of Σ.
Since ∨ is commutative and associative in the sense that (φ ∨ θ)A = φA ⊔ θA =
θA ⊔ φA = (θ ∨ φ)A and ((φ ∨ θ) ∨ ψ))A = (φA ⊔ θA) ⊔ ψA = φA ⊔ (θA ⊔ ψA) =
(φ ∨ (θ ∨ ψ))A, we can generalize of ∨ to a finite disjunction
∨
i=I φi where I is a
finite set. In this case we obtain (
∨
i=I φi)
A =
⊔
i∈I φ
A
i .
Definition 3.10. Let Q ⊆ M . Then φQ =
∨
p∈Q γpφ. If Σ is a set of formulas,
then ΣQ = {φQ : φ ∈ Σ}.
Theorem 3.11. φQ is true in A if and only if φ is Q-true in A.
Proof. The following computations take place in theM−CSAα S. Since ((φQ)A)q =
∅ if q 6= 0, 1 we can use Theorem 2.8. First note that ((φQ)A)1 = ((
∨
q∈Q γpφ)
A)1 =
(
⊔
p∈Q(γpφ)
A)1 =
⋃
p∈Q((γpφ)
A)1 =
⋃
p∈Q(∆pφ
A)1 =
⋃
p∈Q(φ
A)p. We then have
(φQ)Ais true in A if and only if ((φQ)A)1 = U1
if and only if
⋃
p∈Q
(φA)p = U1
if and only if φ is Q-true in A

Theorem 3.12. A is a model of ΣQ if and only if A is a Q-model of Σ.
Proof. The proof follows directly from Theorem 3.11 
Theorem 3.13. Σ |=Q φ if and only if ΣQ |= φQ.
Proof. The proof follows directly from Theorem 3.12 
Theorem 3.14. If φ is a tautology, then φ is a validity.
Proof. Let A be a M-structure. For s ∈ |A|ω and φ a formula, let vs ∈ UP be
defined by vs(φ) = p where s ∈ (φA)p. Note that vs(φ) = p is well defined since
φA partitions |A|ω. Therefore, vs(φ) = p if and only if s ∈ (φA)p. By induction on
formulas it is easily verified that:
T (φ, vs) = p if and only if s ∈ (φA)p.
Let φ be a tautology. Therefore, T (φ, v) = 1 for all v ∈ MP. In particular,
T (φ, vs) = 1 for all s ∈ |A|ω and hence, s ∈ ((φ)a)1 for all s ∈ |A|ω. It follows that
(φa)1 = |A|ω and φA = U1 in the M − CSAα S and we have φ is true in A and
hence φ is a validity. 
Definition 3.15. In a M− CAα, a |⇒ b =
∏
r∈M (δrb 7→
∑
q≤r δqa)
Definition 3.16. Let θ and φ be formulas. θ → φ = ¬θ∨φ, θ ⇒ φ =
∧
r∈M (γrφ→∨
q≤r γqθ), ∀vκφ = ¬∃vκ¬φ, and θ ⇔ φ = (θ ⇒ φ)∧(φ⇒ θ) where
∧
is generalized
∧ and
∨
is generalized ∨.
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Note that (θ → φ)A = θA 7→ φA
We then have in S
(θ ⇒ φ)A = (
∧
r∈M
(γrφ→
∨
q≤r
γqθ)
A =
∏
r∈M
(δrφ
A 7→
∑
q≤r
δqθ
A) = θA |⇒ φA
Note that ((θ ⇒ φ)A)p = 0 if p 6= 0, 1.
Theorem 3.17. If v ∈MP, then
T (θ⇒ φ, v) =
{
1 if T (θ, v) ≤ T (φ, v)
0 if T (θ, v)  T (φ, v)
Proof. The following computations take place in M∗.
T (θ ⇒ φ, v) = T (
∧
r∈M
(γrφ→
∨
q≤r
γqθ), v)
= T (
∧
r∈M
(¬γrφ ∨
∨
q≤r
γqφ, v)
=
∏
r∈M
T (¬γrφ ∨
∨
q≤r
γqθ, v)
=
∏
r∈M
(T (¬γrφ, v) + T (
∨
q≤r
γqθ, v))
=
∏
r∈M
(−δrT (φ, v) +
∑
q≤r
δqT (θ, v))
= −δT (φ,v)T (φ, v) +
∑
q≤T (φ,v)
δqT (θ, v)
= −1 +
∑
q≤T (φ,v)
δqT (θ, v)
=
∑
q≤T (φ,v)
δqT (θ, v)
=
{
1 if T (θ, v) ≤ T (φ, v)
0 if T (θ, v)  T (φ, v)

Theorem 3.18. If v ∈MP, then
T (θ⇔ φ, v) =
{
1 if T (θ, v) = T (φ, v)
0 if T (θ, v) 6= T (φ, v)
Proof. Note that T (θ ⇔ φ, v) = T (θ ⇒ φ, v) · T (φ ⇒ θ, v). If v(θ) = v(φ), then
v(θ) ≤ v(φ) and v(φ) ≤ v(θ). Therefore, T (θ ⇒ φ, v) = 1 and T (φ⇒ θ, v) = 1 and
hence, T (φ⇔ θ, v) = 1. If v(θ) 6= v(φ), then v(θ)  v(φ) or v(φ)  v(θ). Therefore,
T (θ⇒ φ, v) = 0 or T (φ⇒ θ, v) = 0 and hence, T (φ⇔ θ, v) = 0.

From the above, it follows that in M∗, T (θ ⇒ φ, v) ∈ {0, 1} and T (θ ⇔ φ, v) ∈
{0, 1}.
Definition 3.19. If φ is a formula, then Γφ = γ0φ ∨ γ1φ.
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Note that
T (Γφ, v) =
{
1 if T (φ, v) ∈ {0, 1}
0 if T (φ, v) /∈ {0, 1}
Theorem 3.20. The following are tautologies where Q ⊆M :
1. (φ⇒ θ)→ ((θ ⇒ ψ)→ (φ⇒ ψ)) 2. (φ⇔ θ)→ (φ⇒ θ)
3. (φ⇔ θ)→ (θ ⇒ φ) 4. (θ ⇒ φ)→ ((φ⇒ θ)→ (φ⇔ θ)
5. Γφ→ (Γ(φ→ (θ → ψ))→ (Γ(φ→ θ)→ ((φ→ (θ → ψ))→ ((φ→ θ)→ (φ→ ψ)))))
6. Γφ→ (Γ(χ⇒ (φ→ θ))→ ((χ⇒ (φ→ θ))→ (φ→ (χ⇒ θ))))
7. Γφ→ [Γ(φ→ (χ⇒ θ))→ [(φ→ (χ⇒ θ))→ (χ⇒ (φ→ θ))]]
8. tQ0 → t0 9. t0 → t
Q
0
10. Γφ→ Γ¬φ 11. Γφ→ ((¬φ→ t0)→ φ)
12. φ⇒ φ 13 φ⇔ φ
14. (φ⇔ θ)→ (θ ⇔ φ). 15. (φ⇔ θ)→ ((θ ⇔ ψ)→ (θ ⇔ ψ))
16. (θ1 ⇔ ψ1)→ ((θ2 ⇔ ψ2)→ ((θ1 ∨ θ2)⇔ (ψ1 ∨ ψ2))
17. (θ1 ⇔ ψ1)→ ((θ2 ⇔ ψ2)→ ((θ1 ∧ θ2)⇔ (ψ1 ∧ ψ2))
18. (θ ⇔ ψ)→ (¬θ ⇔ ¬ψ) 19. (φ⇔ φ)→ (γp ⇔ γpφ)
20. (t1 ⇔ t0)→ t0 21. Γφ→ (φ→ (φ⇔ t1))
22. γ1(γ1φ ∨ γ1θ)⇔ (γ1φ ∨ γ1θ) 23. γ1(γ1φ ∧ γ1θ)⇔ (γ1φ ∧ γ1θ)
24. γ1(¬γ1φ)⇔ ¬γ1φ 25. t0 ⇔ γ1t0
26. t1 ⇔ γ1t1 27.γp(φ ∨ θ)⇔
∨
q+r=p(γqφ ∧ γrθ)
28 γp(φ ∧ θ)⇔
∨
q·r=p(γqφ ∧ γrθ) 29. γpφ ∧ γqφ⇔ t0 if p 6= q
30.
∨
p∈M γpφ⇔ t1 31. γp(¬φ)⇔ γ−pφ
32. γptp ⇔ t1 33. γptq ⇔ t0 if p 6= q
34. φ ∨ θ ⇔ θ ∨ φ 35. φ ∧ θ ⇔ θ ∧ φ
36. φ ∨ (θ ∨ ψ)⇔ (φ ∨ θ) ∨ ψ 37. φ ∧ (θ ∧ ψ)⇔ (φ ∧ θ) ∧ ψ
38. φ ∧ (θ ∨ ψ)⇔ (φ ∧ θ) ∨ (φ ∧ ψ) 39. φ ∨ (θ ∧ ψ)⇔ (φ ∨ θ) ∧ (φ ∨ ψ)
40. φ ∨ t0 ⇔ φ 41. φ ∧ t1 ⇔ φ
42. γ1φ ∨ ¬γ1φ⇔ t1 43. γ1φ ∧ ¬γ1φ⇔ t0
44. γ1γqφ⇔ γqφ 45. γpγqφ⇔ t0 if p /∈ {0, 1}
46. γ0γqφ⇔ ¬γqφ 47.
∧
p∈M (γpφ⇔ γpθ)→ (φ⇔ θ)
48. φ⇒ (φ ∨ θ) 49. ΓΓφ
50. Γθ → (Γφ→ (θ → (φ→ (θ ∧ φ))))51. Γφ→ [Γ(φ→ ψ)→ ((φ→ ψ)→ (φ→ Γψ))]
Proof. As an example we prove 6. Note that T (ψ → θ, v) = 1 if T (ψ, v) = 0. Let
ψ = Γφ → (Γ(χ ⇒ (φ → θ)) → ((χ ⇒ (φ → θ)) → (φ → (χ ⇒ θ)))). If T (φ, v) /∈
{0, 1}, then T (Γφ, v) = 0 and T (ψ, v) = 1. So assume that T (φ, v) ∈ {0, 1}. Then
T (ψ, v) = Γ(χ ⇒ (φ → θ)) → ((χ ⇒ (φ → θ)) → (φ → (χ ⇒ θ))). T (χ ⇒ (φ →
θ, v)) ∈ {0, 1} and hence, T (ψ, v) = −T (χ⇒ (φ→ θ), v)+(−T (φ, v)+T (χ⇒ θ, v))
If T (φ, v) = 0 then T (ψ, v) = 1. So assume that T (φ, v) = 1. Then T ((φ→ θ, v) =
T (θ.v) and T (ψ, v) = −T (χ⇒ (φ→ θ), v) + (T (χ⇒ θ, v)).
If T (χ, v) ≤ T (θ, v), then T (χ ⇒ θ, v) = 1 and T (ψ, v) = 1. So assume that
T (χ, v)  T (θ, v). Therefore, T (χ ⇒ θ, v) = 0 and we have T (ψ, v) = −T (χ ⇒
(φ→ θ, v). Since T (φ.v) = 1, we have T (φ→ θ, v) = T (θ, v) and T (χ, v)  T (φ→
θ, v). Therefore, T (χ⇒ (φ→ θ, v)) = 0 and Tψ, v) = 1.

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Definition 3.21. In a M − CAα, sκλa = cκ(dκλ · a) and qκa = −cκ − a. In a
M− CSAα, S
κ
λL = Cκ(Dκλ ⊓ L) and QκL = −Cκ − L. In our M-Valued Logic,
Skl φ = ∃vk(vk ≈ vl ∧ φ).
It is easily shown that in the M − CSAα, S, (Skl φ)
A = Skl φ
A and (∀vκφ)A =
Qκφ
A.
In the following theorem we will need the following easy to show fact:
In an M− CSAα, if L
q = 0 for q /∈ {0, 1}, then
(L ⊓K)p =
{
L0 ∪K0 if p = 0
L1 ∩Kp if p 6= 0
Theorem 3.22. In a M− CSAα with base V
(a) (SκλL)
p =
⋃
j∈MV ,jˆ=p(
⋂
x∈V,jx=0
x ◦κ ((Dκλ)0 ∪L0)∩
⋂
x∈V,jx 6=0
x ◦κ ((Dκλ)1 ∩
Ljx))
(b) If κ 6= λ and t ∈ V α, then t ∈ (SκλL)
p if and only if t
(
κ
tλ
)
∈ Lp.
(c) If t ∈ V α, then t
(
κ
tλ
)
∈ ((Rivj0 · · · vjni−1)
A)p if and only if
{
t ∈ ((Rivj0 · · · vjl−1vλvjl+1 · · · vjni−1)
A)p if k = jl
t ∈ ((Rivj0 · · · vjni−1)
A)p if k 6= jl, l 6= 0, · · ·ni − 1
(d) (Sk0j0 · · ·S
kni−1
jni−1
S0k0 · · ·S
ni−1
kni−1
Riv0 · · · vni−1)
A = (Rivj0 · · · vjni−1)
A where km 6=
kl for m 6= l and km /∈ {0, · · ·n− 1, j0 · · · jni−1} for m < ni.
Proof. (a) This is easily shown using the above fact.
(b) Let t ∈ (SκλL)
p. By (a), there is a j ∈ MV with, jˆ = p such that if jx = 0,
then t ∈ x ◦κ (Dκλ)0 ∪ L0, and if jx 6= 0, then t ∈ x ◦κ (Dκλ)1 ∩ Ljx . Therefore,
if jx = 0, then t
(
κ
x
)
∈ (Dκλ)0 or t
(
κ
x
)
∈ L0 and if jx 6= 0, then t
(
κ
x
)
∈ (Dκλ)1 and
t
(
κ
x
)
∈ Ljx . Therefore, we have
1. If jx = 0, then x 6= tλ or t
(
κ
x
)
∈ L0 and
2. If jx 6= 0, then x = tλ and t
(
κ
x
)
∈ Ljx .
By 2, for all x 6= tλ, jx = 0 and hence, jˆ = jtλ and jtλ = p.
If p = 0, then jtλ = 0 and by 1 we have tλ 6= tλ or t
(
κ
tλ
)
∈ L0 and hence,
t
(
κ
tλ
)
∈ L0 = Lp.
If p 6= 0, then jtλ 6= 0 and by 2 we have tλ = tλ and t
(
κ
tλ
)
∈ Ljtλ and hence,
t
(
κ
tλ
)
∈ Ljtλ = Lp.
Let
(
κ
tλ
)
∈ Lp. Define j ∈MV by
jx =
{
0 if x 6= tλ
p if x = tλ
Then jˆ = p. Note that if p = 0, then jx = 0 for all x ∈ V .
Case 1. p = 0. Then by (a), (SκλL)
p =
⋃
j∈MV ,jˆ=p
⋂
x∈V,jx=0
x ◦κ ((Dκλ)0 ∪L0). If
x = tλ, then t
(
κ
x
)
= t
(
κ
tλ
)
∈ Lp = L0. If x 6= tλ, then t
(
κ
x
)
∈ (Dκλ)
0. In either case,
t
(
κ
x
)
∈ (Dκλ)0 ∪ L0 and hence, t ∈ x ◦κ ((Dκλ)0 ∪ L0). Therefore, t ∈ (S
κ
λL)
0.
Case 2. p 6= 0. If jx = 0, then x 6= tλ and hence, t
(
κ
x
)
∈ (Dκλ)0 and t
(
κ
x
)
∈
(Dκλ)
0 ∪ L0. If jx 6= 0, then x = tλ and jx = p. Therefore, t
(
κ
x
)
∈ (Dκλ)1 and
t
(
κ
x
)
= t
(
κ
tλ
)
∈ Lp = Ljx . Therefore, t
(
κ
x
)
∈ (Dκλ)
1 ∩ Ljx and t ∈ x ◦κ ((Dκλ)
1 ∩
Ljx)). Therefore, t ∈ (SκλL)
p.
(c) Follows easily from the definitions.
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(d) Follows easily using repeated applications of (b) followed by repeated applica-
tions of (c). 
Theorem 3.23. θ ⇒ φ is a true in A if and only if θA ≤ φA.
Proof. It is easy to prove this using Theorems 2.8 and 2.7. 
Theorem 3.24. θ ⇔ φ is true in A if and only if θA = φA.
Proof. The following computation takes place in S.
((θ ⇔ φ)A)1 = ((θ ⇒ φ ∧ φ ⇒ θ)A)1 = ((θ ⇒ φ)A ⊓ (φ ⇒ θ)A)1 =
⋃
q·r=1[((φ ⇒
θ)A)q∩((θ ⇒ φ)A)r] =
⋃
q·r=1[(φ
A|⇒ θA)q∩(θA|⇒ φA)r] = (φA|⇒ θA)1∩(θA|⇒ φA)1
Therefore, we have
θ ⇔ φ is true in A if and only if ((θ ⇔ φ)A)1 = |A|ω
if and only if (φA|⇒ θA)1 ∩ (θA|⇒ φA)1 = |A|ω
if and only if (φA|⇒ θA)1 = |A|ωand (θA|⇒ φA)1 = |A|ω
if and only if ((φ⇒ θ)A)1 = |A|ω and ((θ ⇒ φ)A)1 = |A|ω
if and only if φ⇒ θ is true in A and θ ⇒ φ is true in A
if and only if φA ≤ θA and θA ≤ φA
if and only if φA = θA

In a M − CSAα with base U , QκA =
⋃
w∈UM ,wˇ=p
⋂
x∈U x ◦κ A
wx where wˇ =∏
x∈U wx.
Theorem 3.25. The following are validities:
1. Γ∀vkφ→ (∀ukφ→ φ) 2. γ1∃vkγ1φ⇔ ∃vkγ1φ
3. γ1(vk ≈ vl)⇔ vk ≈ vl 4. γp(vk ≈ vl)⇔ t0 if p /∈ {0, 1}
5. γ0(vk ≈ vl)⇔ ¬vk ≈ vl 6. ∃vkt0 ⇔ t0
7. φ ∨ ∃vkφ⇔ ∃vkφ 8. ∃vk(φ ∧ ∃vkθ)⇔ ∃vkφ ∧ ∃vkθ
9. ∃vk∃vl ⇔ ∃vl∃vkφ 10. vk ≈ vk ⇔ t1
11. vl ≈ vm ⇔ ∃vk(vl ≈ vk ∧ vk ≈ vm) if k /∈ {l,m}
12. ∃vk(vk ≈ vl ∧ γ1φ) ∧ ∃vκ(vk ≈ vl ∧ ¬γ1φ)⇔ t0 if k 6= l
13. γp(∃vkφ)⇔
∨
A⊆M,supA=p
∧
q∈A ∃vkδwqφ ∧ ¬
∨
A⊆M,supA>p
∧
q∈A ∃vkγpwqφ
14. Rivj0 · · · vjni−1 ⇔ S
k0
j0
· · ·S
kni−1
jni−1
S0k0 · · ·S
ni−1
kni−1
Riv0 · · · vni−1 where km 6= kl
for m 6= l and km /∈ {0, · · ·n− 1, j0 · · · jni−1} for m < ni.
Proof. Proof of 1: We use the following easily verified facts in a M − CSAα:
(∆L)1 = L1 ∪ L0 and (∆L)0 = −(L1 ∪ L0) and hence, (∆L)0 = −(∆L)1.
Let χ = Γ∀vkφ→ (∀ukφ→ φ). Then in S, (χA)1 = (⊖∆Qkφ
A ⊔ (⊖Qkφ
A ⊔φA))1.
We show that in a M− CSAα with base V , (⊖∆Qk  L ⊔ (⊖QkL ⊔ L))
1 = V α.
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((⊖∆QkL ⊔ (⊖QkL ⊔ L))
1 =
⋃
r+t=1
((⊖∆QkL)
r ∩ (⊖QkL ⊔ L)
t)
=
⋃
r+t=1
((∆QkL)
−r ∩ (⊖QkL ⊔ L)
t)
= [
⋃
t∈M
((∆QkL)
0 ∩ (⊖QkL ⊔ L)
t)] ∪ [(∆QkL)
1 ∩ (⊖QkL ⊔ L)
1]
(breaking the union into 2 parts - one with r = 1 and the other
with r = 0. All other terms are 0 since (∆QkL)
r = 0 if r /∈ {0, 1})
= [(∆QkL)
0 ∩
⋃
t∈M
(⊖QkL ⊔ L)
t] ∪ [(∆QkL)
1 ∩ (⊖QkL ⊔ L)
1]
= [(∆QkL)
0 ∩ V α] ∪ [(∆QkL)
1 ∩ (⊖QkL ⊔ L)
1]
= (∆QkL)
0 ∪ [(∆QkL)
1 ∩ (⊖QkL ⊔ L)
1]
= (∆QkL)
0 ∪ [(∆QkL)
1 ∩
⋃
r+t=1
(⊖QkL)
r ∩ Lt)]
= [(∆QkL)
0 ∪ (∆QkL)
1] ∩ [(∆QkL)
0 ∪
⋃
r+t=1
(QkL)
−r ∩ Lt]
= V α ∩ [∆QkL)
0 ∪
⋃
r+t=1
(QkL)
−r ∩ Lt]
= (∆QkL)
0 ∪
⋃
r+t=1
(QkL)
−r ∩ Lt)
= −(∆QkL)
1 ∪
⋃
r+t=1
(QkL)
−r ∩ Lt)
It suffices to show that (∆QkL)
1 ⊆
⋃
r+t=1(QkL)
−r ∩ Lt); that is, (QkL)
1 ∪
(QkL)
0 ⊆
⋃
r+t=1(QkL)
−r ∩ Lt).
Let s ∈ (QkL)
1 =
⋃
wˇ=1,w∈MV
⋂
x∈V x ◦k L
wx =
⋂
x∈V x ◦k L
1 since if wˇ = 1 then
wx = 1 for all x ∈ V . Therefore, s ∈ x ◦k L
1 for all x ∈ V ; that is, s
(
k
x
)
∈ L1 for
all x ∈ V . Therefore, s = s
(
k
sk
)
∈ L1. Let r = 0, t = 1 and jx = 1 for all x ∈ V .
Then r+ t = 1 and jˇ = 1 = −r. Therefore, s ∈
⋃
jˇ=−r
⋂
x∈V x◦kL
jx and therefore,
s ∈
⋃
r+t=1(QkL)
−r ∩ Lt
Let s ∈ (QkL)
0 =
⋃
wˇ=0,w∈MV
⋂
x∈V x ◦k L
wx . There is a w ∈ VM such that
wˇ = 0 and for all x ∈ V , s ∈ x ◦k Lwx . Therefore, s ∈ sk ◦k L
wsk and hence,
s = s
(
k
sk
)
∈ Lwsk . Let t = wsk and r = 1. Then s ∈ L
t and r + t = 1. Since
wˇ = −r, s ∈
⋃
wˇ=−r
⋂
x∈V x ◦k L
wx = (QkL)
−r and s ∈
⋃
r+t=1(QkL)
−r ∩ Lt).
Proofs of 2 - 13 follow from Theorem 3.24 and the appropriate axiom forM−CAα’s.
Proof of 14 follows from Theorem 3.22 and Theorem 3.24.

3.3. Proof Structure of M-Valued Logic. In the following, we give a set of
axioms and rules of inference that are needed to prove the completeness theorem.
It is not the most elegant set of axioms and rules of inference but it allows us
to prove the completeness theorem without having to prove theorems within the
system.
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All tautologies are axioms and, in addition, the validities of Theorem 3.25 are
axioms.
Rules of infrerence:
1. Modus Ponens: From φ and φ→ θ, infer θ.
2. Γ-rule: From φ infer Γφ.
3. ∃-rule: From θ ⇒ φ infer ∃vkθ → φ if k /∈ Fvφ.
Definition 3.26. If Σ is a set of formulas and φ is a formula then Σ ⊢ φ means
there is a finite sequence of formulas θ1, θ2, · · · θn such that θn = φ. In addition, for
i ∈ {1, 2, · · · , n}, θi ∈ Σ or θi is an axiom or
1. (Modus Ponens) θj = θk → θi where j, k < i or
2. (Γ-rule) θi = Γθj where j < i or
3. (∃-rule) θi = ∃vkφ⇒ ψ where θj = φ⇒ ψ, k /∈ Fvψ, and j < k
Definition 3.27. It Q ⊆M then Σ ⊢Q φ if ΣQ ⊢ φQ.
Theorem 3.28. (Soundness Theorem)
(a) If Σ ⊢ φ, then Σ |= φ.
(b) If Σ ⊢Q φ, then Σ |=Q φ.
Proof. (a) It suffices to show that for all M-structures A, that in S, the following
hold:
1. If φ is an axiom, then φA = U1.
2. If (θ → φ)A = U1 and θA = U1 then φA = U1.
3. If φA = U1, then (Γφ)
A = U1.
4. If (φ⇒ θ)A = U1 and k /∈ Fvφ, then (∃ vkθ ⇒ φ)A = U1
All of the above are easily verified.
(b) This follows from (a) and Theorem 3.13. 
Theorem 3.29.
(a) ⊢ φ⇒ ∃vkφ.
(b) If Σ ⊢ ∀vkφ, then Σ ⊢ φ.
(c) If Σ ⊢ φ⇒ θ, then Σ ⊢ ∃vkφ⇒ ∃vkθ.
(d) If Σ ⊢ φ⇔ θ, then Σ ⊢ ∃vkφ⇔ ∃vkθ.
(e) If κ /∈ Fvφ, then ⊢ ∃vκφ⇔ φ.
(f) If Σ ⊢ θi for i ∈ {1, 2, · · · , n} then Σ ⊢
∧
i∈{1,2,··· ,n} θi.
Proof.
(a) Here is a proof: φ ⇒ (φ ∨ ∃vkφ) (Tautology), (φ ∨ ∃vkφ) ⇔ ∃vkφ (Axiom),
((φ ∨ ∃vkφ) ⇔ ∃vkφ) → ((φ ∨ ∃vkφ) ⇒ ∃vkφ) (Tautology), (φ ∨ ∃vkφ) ⇒ ∃vkφ
(MP), [(φ⇒ (φ ∨ ∃vkφ))→ ((φ ∨ ∃vkφ)⇒ ∃vkφ)]→ (φ⇒ ∃vkφ) (Tautology) Now
use Modus Ponens twice to obtain φ⇒ ∃vkφ.
(b) Assume Σ ⊢ ∀vkφ. By Γ-rule, Σ ⊢ Γ∀vkφ. Use the axiom Γ∀vkφ→ (∀vkφ→ φ)
and Modus Ponens twice to obtain Σ ⊢ φ.
(c) Suppose that Σ ⊢ φ ⇒ θ. Use part (a) φ ⇒ ∃vkθ, the tautology (φ ⇒ θ) →
((θ ⇒ ∃vkθ) → (φ ⇒ ∃vkθ)) and Modus Ponens twice to obtain φ ⇒ ∃vkθ. Then
use the ∃-rule to obtain Σ ⊢ ∃vkφ⇔ ∃vkθ.
(d) Suppose that Σ ⊢ φ ⇔ θ. Use the tautology (φ ⇔ θ) → (φ ⇒ θ), Modus Po-
nens, and (c) to obtain Σ ⊢ ∃vkφ ⇒ ∃vkθ. Use the tautology (φ ⇔ θ) → (θ ⇒ φ),
Modus Ponens, and (b) to obtain Σ ⊢ ∃vkθ ⇒ ∃vkφ. Now use the tautology
(∃vkφ⇒ ∃vkθ) → ((∃vkθ ⇒ ∃vkφ)→ (∃vkφ⇔ ∃vkθ)) and Modus Ponens twice to
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obtain Σ ⊢ ∃vkφ⇔ ∃vkθ.
(e) Use the following steps: φ ⇒ φ (tautology), ∃vκφ ⇒ φ, (∃-rule), φ ⇒ ∃vκφ
(Part a), (∃vκφ ⇒ φ) → ((φ ⇒ ∃vκφ) → (∃vκφ ⇔ φ)) (tautology) and Modess
Ponens twice to obtain ⊢ ∃vκφ⇔ φ.
(f) We sketch a proof for n = 2. The general proof is easily done by induction.
Assume that Σ ⊢ θ and Σ ⊢ φ. Use the Γ-rule, the tautology Γθ → (Γφ → (θ →
(φ→ (θ ∧ φ)))) and Modus Ponens to obtain Σ ⊢ θ ∧ φ.

Theorem 3.30. Deduction Theorem
Let Σ be a set of formula, φ a sentence, and θ a formula. If Σ ⊢ Γφ and Σ∪{φ} ⊢ θ,
then Σ ⊢ φ→ θ.
Proof. Let χ1, χ2, · · · , χm be a proof of Σ ⊢ Γφ and let ψ1, ψ2, · · · , ψn be a proof
of Σ ∪ {φ} ⊢ θ. An outline of a proof of Σ ⊢ φ→ θ is χ1, χ2, · · · , χm, φ→ ψ1, φ→
ψ2, · · · , φ→ ψn. We will justify φ→ ψm, m ∈ {1, · · · , n}.
If ψm is an axiom or ψm ∈ Σ, insert before φ → ψm the following: ψm, Γψm (Γ-
rule), Γψm → (ψm → (φ → ψm)) (Tautology), ψm → (φ → ψm), (MP), φ → ψm
(MP).
If ψm = φ, insert the following: Γφ → (φ → ψm) (Tautology), φ → φ = φ → ψm
(MP since Γφ = χl)
∃-rule: Assume that ψm = ∃vkχ ⇒ θ and ψj = χ ⇒ θ where j < m and k /∈ Fvθ
and φ → ψj is already justified; that is φ → (χ → θ) is already justified. We
will now justify φ → ψm. Precede φ → ψm with Γ(φ → (χ ⇒ θ)) (Γ-rule) and
tautology Γφ → (Γ(φ → (χ ⇒ θ)) → ((φ → (χ ⇒ θ)) → (χ ⇒ (φ → θ)))).
Use Modus Ponens three times to obtain χ ⇒ (φ → θ). Since k /∈ Fvθ and φ
is a sentence, k /∈ Fv(φ → θ). Insert ∃vkχ ⇒ (φ → θ) (∃-rule) and then insert
Γ(φ → (χ ⇒ θ)) (Γ-rule) and tautology Γφ → (Γ(∃vkχ ⇒ (φ → θ)) → ((∃vkχ ⇒
(φ → θ)) → (φ → (∃vkχ ⇒ θ)))). Now use Modus Ponens three times to obtain
φ→ (∃vkχ⇒ θ).
Modus Ponens: Assume that ψm = ψj → ψl where m, j < l. Assume that φ →
ψm = φ → (ψj → ψl) and φ → ψj have already been justified. We show that
φ → ψl is justified. Precede φ → ψl with Γ(φ → (ψj → ψl)) (Γ -rule), Γ(φ → ψj)
(Γ -rule), and the tautology Γφ → (Γ(φ → (ψj → ψl)) → (Γ(φ → ψj) → (φ →
(ψj → ψl) → ((φ → ψj) → (φ → ψl))))). Now use Modus Ponens five times to
obtain φ→ ψl.
Γ-rule: Assume that ψj = Γψm where m < j and φ → ψm already justified. We
show that φ → Γψm is justified. Precede φ → Γψm with Γ(φ → ψm) (Γ-rule) and
the tautology Γφ→ (Γ(φ → φm) → ((φ → ψm) → (φ→ ΓΨm))). Now use Modus
Ponens three times to obtain φ→ ΓΨm. 
Definition 3.31. If Σ is a set of formulas, then Σ is consistent if it is not the case
that Σ ⊢ t0
If Σ is a set of formulas and Q ⊆ M , then Σ is Q- consistent if it is not the case
that Σ ⊢Q t0
Theorem 3.32. Let Σ be a set of formulas, Q ⊆M , and 0 /∈ Q. Σ is Q-consistent
if and only if ΣQ is consistent.
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Proof. This is easily seen using the tautologies tQ0 → to and t0 → t
Q
o . 
Theorem 3.33. Let φ be a sentence and Σ a set of formulas. If Σ ⊢ Γφ and it is
not the case that Σ ⊢ φ, then Σ ∪ {¬φ} is consistent.
Proof. Assume that Σ∪{¬φ} is inconsistent. Then Σ∪{¬φ} ⊢ to. Use the tautology
Γφ → Γ¬φ and Modus Ponens to obtain Σ ⊢ Γ¬φ. By the Deduction Theorem,
Σ ⊢ ¬φ → t0. Use the tautology Γφ→ ((¬φ → to) → φ) and Modus Ponens twice
to obtain Σ ⊢ φ, a contradiction.

3.4. Completeness Theorem for M-Valued Logic.
Definition 3.34. Let Σ be a set of formulas. φ ≡Σ θ if and only if Σ ⊢ φ⇔ θ.
Definition 3.35. Let F be the set of all formulas. F = 〈F,∨,∧,¬, tp, ∃vk, vk ≈
vl, γp〉k,l∈ω,p∈M
F is an algebra.
Theorem 3.36. ≡Σ is a congruence relation on F.
Proof. Assume that φ1 ≡Σ θ1 and φ2 ≡Σ θ2. To show that ∃vkφ1 ≡Σ ∃vkθ1, use
Theorem 3.29 (c). To show that φ1∧φ1 ≡Σ φ2∧φ2, use the tautology (φ1 ⇔ θ1)→
((φ2 ⇔ θ2)→ (φ1 ∧ φ2)⇔ (θ1 ∧ θ2)). Similarily, the rest of the proof is done using
appropriate tautologies. 
Denote the equivalence classes in Fm/ ≡Σ by [φ]. It is easily seen that s
(
k
l
)
[φ] =
[S
(
k
l
)
φ]
Theorem 3.37. F/ ≡Σ is a M− CAω.
Proof. To verify all the axioms of M−CAωs, except for Axiom 30, use tautologies
22 to 24 and 27 to 46 of Theorem 3.20 and validities 2 to 13 (which are axioms of
our logic) of Theorem 3.25. To verify Axiom 30, use Theorem 3.29 (f), Theorem
3.20 47 and Modus Ponens. 
In Fm/ ≡Σ, dim([φ]) =
⋃
p∈M{k : ckδp[φ] 6= δp[φ]} =
⋃
p∈M{k : [∃vkγpφ] 6=
[γpφ]}.
Theorem 3.38. Fm/ ≡Σ is a locally finite M− CAα.
Proof. Let k /∈ Fv(φ). By Theorem 3.29 (e), Σ ⊢ φ ⇔ ∃vkφ and hence, [φ] ⇔
[∃vkφ] = ck[φ]. Since Fv(γpφ) = Fv(φ), k /∈ Fv(γpφ) and Σ ⊢ γpφ ⇔ ∃vkγpφ.
Therefore, [γpφ] = [∃vkγpφ] for all p ∈ M and k /∈ dim([φ]). Therefore, dim([φ) ⊆
Fv(φ). Since Fv(φ) is finite, so is dim([φ]).

Theorem 3.39. If Σ is consistent, then |Fm/ ≡Σ | has more than one element.
Proof. Suppose that Σ is consistent, then |Fm/ ≡Σ | has only one element. Then
[θ] = [φ] for all θ and φ. Therefore, [t1] = [t0] and hence, t1 ≡Σ t0 and Σ ⊢ t1 ⇔ t0.
Use the tautology (t1 ⇔ t0)→ t0 and Modus Ponens to obtain Σ ⊢ t0 and hence Σ
is inconsistant. 
Theorem 3.40. If φ ∈ Σ, then Σ ⊢ φ⇔ t1.
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Proof. Here is a proof: φ, Γφ, Γφ → (φ → (φ ⇔ t1)) (tautology) φ → (φ ⇔ t1),
φ⇔ t1 
Theorem 3.41. (Completeness theorem 1)
(a) Every consistent set of formulas has a model.
(b) Every Q-consistent set of formulas has a Q-model where Q ⊆M .
Proof. (a) Let Σ be a consistent set of formulas. Fm/ ≡Σ is a locally finiteM−CAω.
By Theorem 2.46, Fm/ ≡Σ is isomorphic to a subalgebra of a product of regular
M − CSAω’s, Ci for i ∈ J . Let f : Fm/ ≡Σ→
∏
i∈J Ci be an injection and let
Pj :
∏
i∈j Ci → Cj be the projection function. Since Σ is consistent, by Theorem
3.39, for some j ∈ J , |Cj| has more than one element. Let h = Pj ◦ f . Then
h : Fm/ ≡Σ→ Cj is a homomorphism.
It is easy to show that s
(
k
l
)
[φ] = [S
(
k
l
)
φ] and h(s
(
k
l
)
[φ]) = S
(
k
l
)
h[φ].
Let A = 〈|Cj |, Pi〉i∈I where Pi is the M-valued relation on |Cj | defined by
(Pi)
q(x0, · · · , xni) if and only if t
(
0
x0
)
· · ·
(
ni−1
xni−1
)
∈ h([Riv0 · · · vni−1]
q}
Note that this definition is independent of t since Cj is regular. The M−CSAω
S of Definition 3.5 is a subalgebra of Cj.
(Riv0, · · · , vni−1)
A = h([Riv0, · · · , vni−1 ]) since
t ∈ ((Riv0, · · · , vni−1)
A)q if and only if (Pi)
q(t0, · · · , tni−1)(by definition of φ
A)
if and only if t
(
0
t0
)
· · ·
(
n− 1
tni−1
)
∈ h([Riv0, · · · , vni−1 ])
q(by definition of Pi)
if and only if t ∈ h([Rv0 , · · · , vni−1 ])
q
Remember that in the M− CSAα, S, (S
k
l φ)
A = Skl φ
A. We show by induction on
formulas that h([φ]) = φA.
φ = Rivj0 · · · , vnji−1 :
Let km 6= kl for m 6= l and km /∈ {0, · · ·n− 1, j0 · · · jni−1} for m < ni
h([Rivj0 · · · , vnji−1 ]) = h([S
k0
j0
· · ·S
kni−1
jni−1
S0k0 · · ·S
ni−1
kni−1
Riv0 · · · vni−1 ])
= h(sk0j0 · · · s
kni−1
jni−1
s0k0 · · · s
ni−1
kni−1
[Riv0 · · · vni−1 ])
= Sk0j0 · · ·S
kni−1
jni−1
S0k0 · · ·S
ni−1
kni−1
h([Riv0 · · · vni−1 ])
= Sk0j0 · · ·S
kni−1
jni−1
S0k0 · · ·S
ni−1
kni−1
(Riv0, · · · , vni−1)
A
= (Sk0j0 · · ·S
kni−1
jni−1
S0k0 · · ·S
ni−1
kni−1
Riv0, · · · , vni−1)
A
= (Rivj0 · · · , vnji−1 )
A

The first and last steps follow from 14 of Theorem 3.25 which is an axiom.
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h([tp]) = Up = t
A
p in the M − CSAα Cj or S since h : Fm/ ≡Σ→ Cj is a
homomorphism.
h([vn ≈ vm]) = Dij in the M − CSAα Cj or S since h : Fm/ ≡Σ→ Cj is a
homomorphism.
Now assume that h([φ]) = φA and h([θ]) = θA.
h([¬φ]) = h(−[φ]) = ⊖h([φ]) = ⊖φA = (¬φ)A
h([φ ∧ θ]) = h([φ] · [θ]) = h([φ]) ⊓ h([θ]) = φA ⊓ θA = (φ ∧ θ)A
h([φ ∨ θ]) = h([φ] + [θ]) = h([φ]) ⊔ h([θ]) = φA ⊔ θA = (φ ∨ θ)A
h([∃vkφ]) = h([ck[φ]) = Ckh([φ]) = CkφA = (∃vkφ)A
h([γpφ]) = h(δp[φ]) = δph([φ]) = δpφ
A = (γpφ)
A
Let φ ∈ Σ. Then [φ] = [t1] in the Fm/ ≡Σ Then φA = h([φ]) = h([t1]) = U1 in S.
Therefore, φ is true in A and A is a model of Σ.
(b) Let Σ be Q-consistent. Therefore, by Theorem 3.32, ΣQ is consistent and by
part (a), has a model B. Therefore, by Theorem 3.12, B is a Q-model of Σ.
Theorem 3.42. If Σ is set of formulas and φ is a sentence, then Σ |= φ implies
Σ ⊢ φ.
Proof. Assume that Σ |= φ. First we show that Σ ⊢ Γφ. Suppose that it is not the
case that Σ ⊢ Γφ. Since ΓΓφ is a tautology, we have Σ ⊢ ΓΓφ. By Theorem 3.33,
Σ ∪ {¬Γφ} is consistent and hence has a model A. Therefore, A is a model of Σ
and ¬Γφ is true in A. Since Σ |= φ we also have Σ |= Γφ. Therefore, Γφ is true in
A which is a contradiction and we have Σ ⊢ Γφ.
Now assume that it is not the case that Σ ⊢ φ. By Theorem 3.33, Σ∪ {¬φ} and
has a model B. B is a model of Σ and ¬φ is true in B. Since Σ |= φ, φ is true in
B which is a contradiction. Therefore, Σ ⊢ φ. 
Theorem 3.43. (Completeness Theorem 2)
Let Q ⊆M Then
(a) If Σ is set of formulas then Σ |= φ implies Σ ⊢ φ.
(b) If Σ is set of formulas then Σ |=Q φ implies Σ ⊢Q φ.
Proof. (a) Assume that Σ |= φ and let θ = ∀vk0 · · · ∀vkn−1φ where Fv(φ) =
{k0, · · · , kn−1}. Then θ is a sentence. Let A be a model of Σ. Then φ is true
in A and φA = U1 in the M − CSAα S. It is easy to verify that QmU1 = U1.
θA = (∀vk0 · · · ∀vkn−1φ)
A = Qk0 · · ·Qkn−1φ
A = Qk0 · · ·Qkn−1U1 = U1. Therefore,
Σ |= θ and by part Theorem 3.42, Σ ⊢ θ.
Let ψ1, · · · , ψm = ∀vk0 · · · ∀vkn−1φ be a proof of Σ ⊢ ∀vk0 · · · ∀vkn−1φ. Then
ψ1, · · · , ψm,Γ∀vk0 · · · ∀vkn−1φ,
Γ∀vk0 · · · ∀vkn−1φ→ (∀vk0 · · · ∀vkn−1φ→ ∀vk1 · · · ∀vkn−1φ) (axiom), ∀vk0 · · · ∀vkn−1φ→
∀vk1 · · · ∀vkn−1φ), ∀vk1 · · · ∀vkn−1φ) is a proof of Σ ⊢ ∀vk1 · · · ∀vkn−1φ
Continuing this way yields Σ ⊢ φ
(b) Let Σ |=Q φ. By Theorem 3.13, ΣQ |= φQ. By Part (a), ΣQ ⊢ φQ and, by
definition, Σ ⊢Q φ. 
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