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Computing Eigenvalues and Eigenvectors of a Symmetric Matrix on the ILLIAC
One of the programs in the library of programs for the University of Illinois' electronic digital computer, known as the ILLIAC, is a program for finding the eigenvalues and eigenvectors of a symmetric matrix. The iterative method used is the rotation of axes method discussed by H. H. Goldstine1 in an unpublished paper and referred to by Taussky & Todd2 as Jacobi's method.8 It consists essentially of performing a sequence of orthogonal transformations on the matrix, where each transformation is designed to reduce a selected off-diagonal element to zero. Goldstine1
shows that the sum of the squares of the off-diagonal elements is reduced, during a single transformation, by the amount 2a2¡k (a¡k is the element reduced to zero by the transformation) and that the process produces a sequence of matrices whose limit is a diagonal matrix. His expression for an upper bound on the number of transformations required to diagonalize an «th order matrix is [In (to/ti)~](n2 -n)/2, where to is the sum of the squares of the off-diagonal elements of the original matrix and ti is the same quantity after the ith transformation.
Here it is assumed that ajk is always greater than the average off-diagonal element in absolute value. Our results so far indicate that this bound is from ten to twenty times greater than the number actually required by our program. The eigenvectors are obtained by multiplying together the orthogonal matrices used in the successive transformations.
When the eigenvalues are not close, and the element a¡k is small, reduction of a,k to 0 leaves the other elements unchanged in the first approximation. For the angle of rotation is given by the relation tan 2<b = 2a}k/(ajj -akk).
When the off-diagonal elements are very small <b is of the order of a¡k (an 9e akk). Now off-diagonal elements are transformed by and hence are unchanged if second order terms are neglected. Thus one sweep through the off-diagonal elements reduces them to zero (up to terms of second order). The purpose of this paper is to display some results of an investigation into the relative merits of (1) two approaches to the problem of how to select the off-diagonal element a,-k mentioned above, and (2) two approaches to the problem of when to apply the convergence test so as to terminate the process after convergence. The two approaches mentioned in (1) are (a) to select the off-diagonal elements in sequence along successive rows of the matrix, and (b) to select the largest off-diagonal element each time. The two approaches mentioned in (2) are (c) to apply the convergence test after each transformation, and (d) to apply the convergence test after each group of (n2 -n)/2 transformations, where n is the order of the matrix. The convergence test used was a test of the size of ti using double precision.
Method (a) is the simplest to program for an electronic computer but will require more transformations for convergence than method (b). Thus the accumulated round-off errors should be less using method (b). Method (c) enables one to terminate the process as soon as the process converges, but requires many applications of the test. Method (d) applies the test only after going through the off-diagonal elements once. This means that overiterating will result and in the extreme case (n2 -n -2)/2 unnecessary transformations will be performed. Tables 6-9 contain the eigenvalues of the thirty-five matrices. In order to conserve space only five decimal places are included.
The time referred to in A is merely the computation time and does not include the time required for input or output of data. The accuracy of the process (item C above) is determined by forming the sum of the squares of the components of the n residual vectors,
where x¿ and 7r» are the eigenvectors and eigenvalues, respectively, of A. This sum of squares is small and is scaled by 230 before being printed. Of the thirty-five matrices used in this investigation five were correlation matrices which were available (numbers 1, 8, 15, 22, and 29) and the remaining thirty were matrices generated by the machine. The method employed to generate the elements of these matrices was to square a number and use the middle digits of the product. Each new number then was used to generate the following number. The computation times for diagonalizing the five correlation matrices are slightly longer than those for the machine generated matrices due to the fact that certain changes were made in the ILLIAC, just after the five correlation matrices were diagonalized, which increased the speed of certain arithmetic operations.
Several conclusions can be drawn from an inspection of the results. The simplest program (number 42) using methods (a) and (d) was the fastest despite the fact that it over-iterated. However program 42B, using method (b), was in general the most accurate in the sense that the sum of squares of residuals was smallest. Obviously, the method (d) is superior to method (c). Program 42 never required more than seven sweeps through the off-diagonal elements, i.e., no more than 7 (n2 -n)/2 transformations were required for convergence. It appears that method (a) required about one and one-half times as many transformations as method (b). 
