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ABSTRACT
The redshift evolution of the black hole - bulge relations is an essential observational
constraint for models of black hole - galaxy coevolution. In addition to the obser-
vational challenges for these studies, conclusions are complicated by the influence of
selection effects. We demonstrate that there is presently no statistical significant evi-
dence for cosmological evolution in the M•-bulge relations, once these selection effects
are taken into account and corrected for. We present a fitting method, based on the
bivariate distribution of black hole mass and galaxy property, that accounts for the
selection function in the fitting and is therefore able to recover the intrinsic black hole -
bulge relation unbiased. While prior knowledge is restricted to a minimum, we at least
require knowledge of either the sample selection function and the mass dependence of
the active fraction, or the spheroid distribution function and the intrinsic scatter in
the black hole - bulge relation. We employed our fitting routine to existing studies of
the M•−bulge relation at z ∼ 1.5 and z ∼ 6, using our current best knowledge of the
distribution functions. There is no statistical significant evidence for positive evolution
in the M• −M∗ ratio out to z ∼ 2. At z ∼ 6 the current constraints are less strong,
but we demonstrate that the large observed apparent offset from the local M•−bulge
relation at z ∼ 6 is fully consistent with no intrinsic offset. The method outlined here
provides a tool to obtain more reliable constraints on black hole - galaxy co-evolution
in the future.
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1 INTRODUCTION
The tight correlation between the mass of a supermassive
black hole and the properties of its host galaxies’ spheroid
component is now well established in the local Uni-
verse (e.g. Magorrian et al. 1998; Ferrarese & Merritt
2000; Gebhardt et al. 2000; Tremaine et al. 2002;
Marconi & Hunt 2003; Häring & Rix 2004), indicating
a coeval growth history of galaxies and their central black
holes. However, the detailed role of this correlation for
our understanding of galaxy evolution and black hole
growth is still an open question. The standard theoretical
scenario explains this relation by joint triggering of star
formation and black hole activity via major mergers, while
the black hole growth is self-regulated via active galactic
nuclei (AGN) feedback that shuts off star formation and
quenches the accretion on to the black hole (e.g. Silk & Rees
⋆ E-mail: andreas.schulze@ipmu.jp
1998; Kauffmann & Haehnelt 2000; Di Matteo et al. 2005;
Sijacki et al. 2007; Somerville et al. 2008). Alternatively,
it may be possible to reproduce the observed black hole
- galaxy correlations without the need for self-regulation
via AGN feedback, either as a natural consequence of a
common merger history (Peng 2007; Jahnke & Macciò
2011), or in a black hole growth scenario via gravitational
torques (Anglés-Alcázar et al. 2013).
An observational constraint to distinguish between
these alternative scenarios and to constrain individual the-
oretical models (e.g. Croton 2006; Robertson et al. 2006;
Lamastra et al. 2010; Booth & Schaye 2011; Dubois et al.
2011) is provided by the redshift evolution of the M•−bulge
relations. However, direct dynamical black hole mass mea-
surements are not feasible at higher redshifts. While in-
tegrated constraints can be obtained from the study of
the black hole mass function (BHMF) and the AGN lu-
minosity function (Merloni et al. 2004; Hopkins et al. 2006;
c© 2013 RAS
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Zhang et al. 2012), the only route for observational studies
on individual objects is to use broad line AGN samples.
The underlying assumption for this approach is that
broad line AGN obey the same relationship as non-active
galaxies (e.g. Gebhardt et al. 2000b; Woo et al. 2013).
For broad line AGN the black hole mass can be esti-
mated employing the ’virial method’ (e.g. McLure & Jarvis
2002; Vestergaard & Peterson 2006). The main challenge
for these studies is to determine the properties of the
AGN host galaxy, targeting either the velocity dispersion
(Shields et al. 2003; Salviander et al. 2007; Woo et al. 2008;
Canalizo et al. 2012; Hiner et al. 2012; Salviander & Shields
2013), the galaxy luminosity (Peng et al. 2006; Decarli et al.
2010; Bennert et al. 2010; Targett et al. 2012) or the
stellar mass (McLure et al. 2006; Schramm et al. 2008;
Jahnke et al. 2009a; Merloni et al. 2010; Nesvadba et al.
2011; Cisternas et al. 2011). While early studies suggested
a clear trend of positive evolution in the M• -bulge relation,
they preferentially focused on luminous quasars and their
hosts, sampling from the bright end of the AGN luminos-
ity function. More recent studies, using fainter AGN, tend to
find mild or no evolution (Jahnke et al. 2009a; Merloni et al.
2010; Cisternas et al. 2011; Salviander & Shields 2013;
Schramm & Silverman 2013). A compilation of current lit-
erature results is shown in Fig. 1.
Indeed, sample selection is a particular important issue
for these studies, as selection effects are almost inevitable
(Lauer et al. 2007; Shen & Kelly 2010; Schulze & Wisotzki
2011; Volonteri & Stark 2011; Portinari et al. 2012). In par-
ticular, Lauer et al. (2007) argued that intrinsic scatter in
the M• -bulge relation and a steep exponential cutoff in the
galaxy distribution function will lead to biased apparent re-
lations. This bias is exacerbated by the effects of a bright flux
limit in the employed AGN samples. In Schulze & Wisotzki
(2011, hereafter SW11) we presented a common framework,
based on the bivariate distribution function of black hole
mass and spheroid property, to investigate and model the
luminosity bias and other selection biases on the M• -bulge
relations. We additionally discussed an active fraction bias,
which is introduced if only active black holes are selected and
if the probability to be in an active stage depends on black
hole mass. It is possible to account for these effects if (1) the
selection function of the respective sample is well known, and
(2) the underlying distribution functions, such as the galaxy
distribution function, the active BHMF and the Eddington
ratio distribution function (ERDF), are known. However, in
particular at high redshift this is currently not the case.
Therefore, we are facing the problem that even if we
are able to obtain reasonably large AGN samples with indi-
vidual black hole mass estimates and host galaxy property
measurements, the interpretation of such results in terms of
evolution or non-evolution is challenging due to the sample
selection effects. In this paper we present a practical solu-
tion to this dilemma. We build on the framework presented
in SW11 and give a quantitative assessment of, and a correc-
tion procedure for sample selection effects on observations of
the M• -bulge relations. We outline a maximum likelihood
fitting approach that directly incorporates information on
the selection function into the fitting. We also restrict prior
knowledge of the underlying distribution functions to a min-
imum. The method is able to reconstruct the true unbiased
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Figure 1. Compilation of results obtained from previous studies
on the apparent offset in black hole mass at a given galaxy mass
from the local relation from Häring & Rix (2004). Overall, an ap-
parent trend of an increasing M•/M∗ ratio is suggested. However,
sample selection effects need to be considered to reconstruct the
intrinsic offset.
M• -bulge relation for an observed sample and thus largely
overcomes the limitations imposed by the sample selection.
The paper is organized as follows: In section 2 we
present the general maximum likelihood fitting method and
its application to the M• -bulge relation for AGN. In sec-
tion 3 we verify the robustness and uncertainties of the
method via Monte Carlo simulations. Section 4 illustrates
the method by its application to representative previous
studies and discusses its ramifications for the evolution of
the M• -bulge relation. We conclude in section 5.
2 THE METHOD
2.1 Maximum likelihood fit in consideration of a
selection function
While the main goal of the method presented here is to
study the M•−bulge relation, it is also applicable to more
general cases. Identifying and characterizing correlations be-
tween two observables is a fundamental aspect of astrophys-
ical research. Given a joint distribution of two parameters
with non-zero intrinsic scatter, this correlation will often be
affected by the specific sample selection. We therefore first
outline the general concept of the approach, before applying
it to the M•−bulge relation.
Let us assume that there exists a correlation between
two observational parameters x and y for a class of objects.
The space density of these objects is given by a bivariate
distribution function Ψ(x, y). Marginalizing Ψ(x, y) over x
gives the distribution function of the variable y, and vice
versa. In the case of the M•−bulge relation x is for example
the stellar velocity dispersion log σ∗ and y is the black hole
mass logM•. Thus marginalizing their bivariate distribution
function over log σ∗ gives the BHMF, while marginalizing
over logM• will provide the galaxy stellar velocity dispersion
function (SVDF).
We here assume the following parameterization for the
c© 2013 RAS, MNRAS 000, 1–13
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bivariate distribution
Ψ(x, y) = g(y |x)Φx(x) , (1)
where Φx(x) is the distribution function in x, e.g. the galaxy
SVDF, and g(y |x) gives the probability of finding the value
y given x. This is the intrinsic correlation between x and
y. We here specifically assume a linear relation y = α+ βx
with log-normal intrinsic scatter σ, i.e.
g(y |x) = 1√
2piσ
exp
{
− (y − α− βx)
2
2σ2
}
. (2)
The bivariate distribution function Ψ(x, y) describes the in-
trinsic joint distribution function of x and y in the universe.
In practice, this will not be equal to the observed bivari-
ate distribution for a sample, since this sample is almost
always affected by implicit or explicit selection effects. We
incorporate these selection criteria into a selection function
Ω(x, y, θ), where θ refers to the set of additional parameters
present as selection criteria, such as redshift or luminosity.
The multivariate distribution Ψ(x, y, θ) for an observed sam-
ple is then given by
Ψo(x, y, θ) = Ω(x, y, θ)Ψ(x, y) pθ(θ) , (3)
where pθ(θ) is a set of normalized distribution functions
of the parameters θ. The respective bivariate distribution
Ψo(x, y) is given by integration over θ. In general Ψo(x, y) 6=
Ψ(x, y). This means the correlation between x and y, e.g. the
M• − σ∗ relation, fitted directly to the observations is not
equal to the intrinsic correlation. Ignoring this inequality
will lead to a bias (see SW11).
In practice, we are mainly interested in the intrinsic cor-
relation between x and y, i.e. g(y | x) and less in the full joint
distribution function. The information of this intrinsic cor-
relation is contained in the conditional probability function,
but in general is not equal to it. There are two options to
define the observed correlation between x and y. First, the
relation of y at a given x, and second the relation of x at a
given y. These are given by the conditional probabilities
p(y |x, θ) = Ψo(x, y, θ)∫
Ψo(x, y, θ) dy
(4)
p(x | y, θ) = Ψo(x, y, θ)∫
Ψo(x, y, θ) dx
, (5)
where p(y |x, θ) gives the probability of finding the property
y (e.g. black hole mass) in a galaxy with properties x (e.g.
σ∗) and θ, while p(x | y, θ) is the probability of finding a
galaxy with x for given y and θ. We will refer to these as
forward and inverse probabilities, respectively.
Let us assume the special case there are no selection
effects on y. When we use the bivariate distribution given
by Equation (1) the forward conditional probability is given
by pint(y |x) = g(y |x), i.e. the intrinsic underlying relation
is directly recovered in the conditional probability. For the
inverse conditional probability it follows in the absence of
any selection effects
pint(x | y) = g(y |x)Φx(x)∫
g(y |x)Φx(x)dx . (6)
This is already a deviation from the intrinsic relation g(y |x),
even without applying any selection criteria to the sam-
ple. In the context of the M•−bulge relation the stellar
mass function exponentially decreases at the high mass end,
which together with the intrinsic scatter leads to a deviation
of pint(M∗ |M•) at the high mass end (Lauer et al. 2007,
SW11). This can already qualitatively explain the steeper
slope found in theM•−σ∗ relation for galaxies with dynam-
ical black hole mass measurements when fitting the inverse
M•−σ∗ relation p(σ∗ |M•) instead of the relation p(M• |σ∗)
(Graham et al. 2011; Park et al. 2012).
In practice selection effects are present and can pro-
duce a bias, i.e. p(y |x) 6= g(y |x). However, if we know the
selection function of our sample, we can incorporate this
knowledge directly into the fitting of the conditional proba-
bility to recover the intrinsic relation g(y |x). The maximum
likelihood technique provides a conceptually simple way to
achieve this. This method aims at minimizing the likelihood
function S = −2 lnL, with L = ∏i li being the product of
the likelihoods for the individual measurements.
Both conditional probabilities, p(y |x) and p(x | y), can
serve as likelihoods, i.e. we either minimize
Sx = −2
N∑
i=1
ln p(yi | xi, θi) , or (7)
Sy = −2
N∑
i=1
ln p(xi | yi, θi) , (8)
to obtain the best-fitting parameters of g(y |x). We here re-
fer to the minimization of Sx as forward ML regression and
of Sy as inverse ML regression. We emphasize that these
maximum likelihood fits go beyond a simple linear regres-
sion, since we are not only fitting a model to the data, but
incorporate additional information about the data set and
the underlying distributions. Thereby, the used conditional
probability function can have an arbitrarily complex form.
We will refer to the more standard approach of fitting the
conditional probability p(µ|s) without including the effects
of sample selection as ’simple regression’.
Which of the two maximum likelihood fit options (for-
ward/inverse) is the preferred choice depends on the specific
selection effects, and on the underlying distributions. For ex-
ample, when there are no selection effects then forward re-
gression is preferable, since the fitted conditional probability
is equal to the intrinsic relation g(y |x). In this case the max-
imum likelihood fit is equal to a simple regression approach,
used in other studies to fit the M• − σ∗ relation for quies-
cent galaxies (e.g. Gültekin et al. 2009; Schulze & Gebhardt
2011; Park et al. 2012). The inverse ML regression (using
Equation 6) requires additional information about the dis-
tribution function Φx(x) and is therefore more complicated
to use. However, in the presence of selection effects on y
the inverse ML regression might become preferable, since it
can be unaffected by the selection effects, in contrast to the
forward ML regression. We will illustrate this below for the
M•−bulge relation for active galaxies.
While other applications of this method are possible,
in the following we focus on the specific case of studying
the M•−bulge relation at high redshift via broad line AGN
samples.
c© 2013 RAS, MNRAS 000, 1–13
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2.2 Application to the M•−bulge relation for
broad line AGN samples
In SW11 we discussed the qualitative influence of sample
selection effects on observations of the M•−bulge relation
for broad line AGN samples in detail within our framework
of the bivariate distribution function.
The M•−bulge relation is given by µ = α + βs, with
µ = logM• being the logarithmic black hole mass and s
is the logarithm of the host galaxy property, e.g. log σ∗ or
logMbulge, and α and β are the normalization and the slope
of the relation. Thus in the above terminology x = s and y =
µ. With the parametrization of equation (1), the bivariate
distribution function is
Ψ(s, µ) = g(µ | s)Φs(s) , (9)
where Φs(s, z) is the spheroid distribution function and
g(µ | s, z) is the intrinsicM•−bulge relation. Integrating this
bivariate distribution function over s gives the total BHMF.
For an AGN sample the main selection criteria will be
the AGN flux. Therefore, the selection function will depend
on AGN luminosity and redshift. The AGN luminosity is
determined by the black hole mass M• and the accretion
rate, the latter is represented by the Eddington ratio λ =
Lbol/LEdd, i.e. logLbol = µ + log λ + 38.1. This implies a
selection function Ω(µ, λ , z), depending on black hole mass,
Eddington ratio and redshift.
The corresponding distribution function is the bivariate
distribution function of black hole mass and Eddington ratio
for active black holes Ψ˜(µ, λ), with its projections the active
BHMF and the ERDF. We here make the assumption that
the bivariate distribution function of black hole mass and
Eddington ratio is separable into an independent BHMF
and ERDF, i.e.
Ψ˜(µ, λ, z) = pλ (λ )Φ•,a(µ, z) , (10)
where pλ(λ , z) is the ERDF, normalized to one and
Φ•,a(µ, z) is the active BHMF. This assumption is motivated
by results on the local bivariate distribution function of µ
and λ (Schulze & Wisotzki 2010) and by the observation of
an Eddington ratio distribution of AGN that is independent
of stellar mass (Aird et al. 2012; Bongiorno et al. 2012), sug-
gesting also an independence of µ [but see Kelly & Shen
(2013) for evidence of a µ dependence of the ERDF]. We
comment on the consequences of relaxing this assumption
below.
The active BHMF is related to the total BHMF via the
active fraction, which gives the probability for a black hole to
be in an active (type 1 AGN) state as a function of black hole
mass and redshift. It is defined by the ratio of active BHMF
to total BHMF, pac(µ, z) = Φ•,a(µ, z)/Φ•,t(µ, z). The latter
is directly linked to the bivariate distribution of µ and s
(Equation (9)).
Following Equation (3), the multivariate probability
distribution Ψo(s, µ, λ , z) of galaxy property, black hole
mass, Eddington ratio and redshift is then given by
Ψo(s, µ, λ , z) = Ω(µ, λ , z) pac(µ, z) pλ(λ , z) g(µ | s, z) Φs(s, z)dV
dz
,
(11)
where Ω(µ, λ , z) is the AGN selection function of the respec-
tive sample. The conditional probability for the forward ML
regression then follows as
p(µ | s, λ , z) = Ψo(s, µ, λ , z)∫
Ψo(s, µ, λ , z) dµ
(12)
=
Ω pac(µ, z) g(µ | s, z)∫
Ω pac(µ, z) g(µ | s, z) dµ .
The ERDF pλ(λ ) and the galaxy distribution function Φs(s)
cancel out and are not required for the fitting. We require
only knowledge of the selection function and of the mass
dependence of the active fraction to obtain the intrinsic
M•−bulge relation from the fit to the conditional proba-
bility. The free parameters α, β and σ in the intrinsic rela-
tion g(µ | s, z) are obtained by minimizing Equation 7. If the
ERDF is mass dependent it will not cancel out and knowl-
edge of the ERDF is additionally required.
Second, the conditional probability for the inverse ML
regression is
p(s |µ, λ , z) = Ψo(s, µ, λ , z)∫
Ψo(s, µ, λ , z) ds
(13)
=
g(µ | s, z) Φs(s)∫
g(µ | s, z)Φs(s) ds .
This is identical to the case without AGN selection effects
(Equation 6), i.e. the conditional probability p(s |µ) is not
affected by the AGN selection. We already discussed this
fact in SW11, but we will use it here to recover the intrinsic
relation by the maximum likelihood fit. The only quantity
that has to be known to recover the intrinsic relation is the
galaxy distribution function.
Both fitting options have their pros and cons. While
the latter is largely unaffected by AGN selection effects, it
is susceptible to the shape of the galaxy distribution function
and also more susceptible to the intrinsic scatter in the rela-
tion itself. The former does not require any knowledge about
Φs(s), but demands a proper understanding of the sample
selection and also of the underlying distribution function of
AGN or at least the active fraction for the AGN sample.
Both regression methods constitute an improvement for
the determination of the intrinsic M•−bulge relation, com-
pared to a standard regression that does not include knowl-
edge of the selection function or galaxy distribution function,
as we will illustrate below.
2.3 Incorporating measurement uncertainties
In practice, the situation becomes more complicated, since
black hole mass and galaxy property measurements have
measurement uncertainties. Virial black hole masses are as-
sociated with a non-negligible uncertainty of ∼ 0.3−0.4 dex
(Vestergaard & Peterson 2006; Park et al. 2012), while also
AGN host galaxy properties at high z have significant mea-
surement errors. These lead to second-order dependencies
of the conditional probabilities. In SW11 we already stud-
ied the consequences of measurement uncertainties on the
bivariate distribution and the M•−bulge relations. Here, we
discuss the ramifications of measurement uncertainties on
the presented fitting approach.
We assume that the black hole mass estimated by the
virial method µo is drawn from a log-normal probability
distribution around the true black hole mass µ, with dis-
persion σvm, representing the uncertainty in the virial mass
c© 2013 RAS, MNRAS 000, 1–13
Infering the intrinsic BH-bulge relation 5
estimate,
g(µo |µ) = 1√
2piσvm
exp
{
− (µo − µ)
2
2σ2vm
}
. (14)
For the galaxy property s we also assume a log-normal error
distribution g(so | s) with dispersion σs.
The bivariate distribution function for bulge property
and virial black hole mass is then
Ψo(so, µo) =
∫
g(so | s) g(µo |µ)Ψo(s, µ) dsdµ . (15)
The bivariate distribution function is smoothed out by the
measurement uncertainties. The conditional probability for
the forward ML regression is
p(µo | so, λ , z) =∫
Ψo(s, µ, λ , z) g(so | s) g(µo |µ) dsdµ∫
Ψo(s, µ, λ , z) g(so | s) g(µo |µ) dsdµdµo =∫
Ω pac(µ, z) g(µ | s, z) Φs(s) g(so | s) g(µo |µ) dsdµ∫
Ω pac(µ, z) g(µ | s, z) Φs(s) g(so | s) dsdµ . (16)
Assuming we know the measurement uncertainties σvm and
σs, these can be directly incorporated into the fit. However,
we now introduce a dependence on the galaxy distribution
Φs(s) into the forward ML regression which was canceled
out before. To avoid this dependence, we can make the sim-
plifying assumption Φs(s) ≈ Φs(so). This approximation is
justified for a small measurement error in s and in partic-
ular in the flat part of the galaxy distribution function. It
will break down for high stellar velocity dispersion or high
stellar mass, i.e. at the exponential decline of the galaxy dis-
tribution function. It can be applied to samples dominated
by lower mass galaxies. Equation 16 then simplifies to
p(µo | so, λ , z) ≈
∫
Ω pac(µ, z) g(µ | s, z) g(so | s) g(µo |µ) dsdµ∫
Ω pac(µ, z) g(µ | s, z) g(so | s) dsdµ .
(17)
We will refer to both options as forward ML regression with
measurement errors.
The conditional probability for the inverse ML regres-
sion is given by
p(so |µo, λ , z) =∫
Ψo(s, µ, λ , z) g(so | s) g(µo |µ) dsdµ∫
Ψo(s, µ, λ , z) g(so | s) g(µo |µ) dsdµdso =∫
Ω pac(µ, z) g(µ | s, z) Φs(s) g(so | s) g(µo |µ) dsdµ∫
Ω pac(µ, z) g(µ | s, z)Φs(s) g(µo |µ) dsdµ . (18)
For this case, the dependence of the conditional probability
on the active fraction and on the selection function is not
canceled out as it was the case without measurement un-
certainty in µ. This effectively prevents ignoring the AGN
selection function for the fit of the M•-bulge relations for
observational samples.
We can again derive an approximation to the proba-
bility distribution by making the simplifying assumptions
pac(µ) ≈ pac(µo) and Ω(µ) ≈ Ω(µo), for which Equation (18)
reduces to
p(so |µo, λ , z) ≈
∫
g(µ | s, z) Φs(s) g(so | s) g(µo |µ) dsdµ∫
g(µ | s, z)Φs(s) g(µo |µ) dsdµ .
(19)
For this approximation no knowledge of the AGN selection
function and the active fraction is required anymore. The
assumption on the selection function depends on the details
of the sample selection, but in general will be true in most
cases, unless the object is close to the selection threshold
(e.g. to the flux limit of the survey). The assumption on the
active fraction requires an active fraction with a weak or no
black hole mass dependence. This is, for example, the case
at z ∼ 1.5, as discussed in Section 4.1, but not in the local
universe (Schulze & Wisotzki 2010). Therefore, in practice
some idea about the active fraction is required in any case
to judge the validity of this approximation.
We will refer to these maximum likelihood fits as inverse
ML regression with measurement errors.
We here presented several options to fit for the under-
lying relation using a given sample with measurement un-
certainties. Which of these is the best choice for the specific
sample will depend on the details of the sample selection
and our knowledge of this selection function and the galaxy
distribution function. Formally, the most precise results are
obtained using the conditional probabilities for either the
forward or inverse ML regression given by Equations 16 and
18. This requires knowledge of the selection function, the
active fraction and of the galaxy distribution function. To
restrict the assumptions for the respective fit, we can also
use the approximations given by Equations 17 and 19. While
not precise, this approach can be justified if the selection
function and/or the underlying distributions are only poorly
known.
3 MONTE CARLO SIMULATIONS
To illustrate the method and test its reliability we carried
out Monte Carlo simulations of the M• −M∗ relation. For
our simulations we chose as representative redshift z = 1.5.
For the galaxy spheroid mass function we assume the es-
timate given in SW11, which is based on the stellar mass
function from Fontana et al. (2006), applying a rough cor-
rection for the bulge-to-total ratio to translate it into a
spheroid mass function. We set up the simulations by first
drawing a large number of objects from the spheroid mass
function at z = 1.5. Black hole masses are attributed ac-
cording to the M• −Mbulge relation from McConnell & Ma
(2013) with log-normal intrinsic scatter σ = 0.34. We here
assumed a constant active fraction, consistent with recent
results on the active BHMF at z ∼ 1.5 (Nobuta et al. 2012;
Kelly & Shen 2013, Schulze et al. in prep.) and empirical
models (Merloni & Heinz 2008; Shankar et al. 2009). For the
active black holes an Eddington ratio was drawn from the
z ∼ 1.5 ERDF from Nobuta et al. (2012). Black hole mass
and Eddington ratio define the bolometric AGN luminosity.
We convert Lbol into i-band magnitude using the AGN spec-
tral energy distribution (SED) from Richards et al. (2006a)
and the K-correction from Richards et al. (2006b). We ap-
plied three flux limits to the simulated samples, imin=20, 22
and 24 mag, respectively, and generated samples of various
sizes. For each flux limit and sample size we generated 1000
Monte Carlo realizations.
For simplicity, we first discuss the results without mea-
surement errors. We will discuss the effect of adding mea-
surement errors further below. Each simulation realization
was fitted by a forward and an inverse ML regression. Fur-
c© 2013 RAS, MNRAS 000, 1–13
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Figure 2. Demonstration of biases due to selection effects and their removal by our ML fitting approach. For a set of Monte Carlo
simulations we assumed the ’true’ M• -bulge relation at z = 1.5 to be described by a normalization α, a slope β, and an intrinsic scatter
σ; these input values are marked by the vertical red lines in each panel. For 1000 simulated random samples of 100 objects each, with a
flux limit of i < 22 mag, the panels show the best-fitting parameters from simple linear regression (green dashed histograms) and from
our ML regression method (black histograms – left subpanels: forward regression, right subpanels: inverse regression). The horizontal
offsets between the red lines and the centroids of the dashed histograms indicate clearly the presence of biases, while the estimates using
our ML regression method are largely unbiased.
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Figure 3. Recovery of intrinsic relation parameters by using our forward ML regression method, accounting for selection effects. The
Monte Carlo simulations are the same as for Fig. 2, but for a range of sample sizes and flux limits. Each panel shows median (symbols)
and 68% confidence intervals (dashed lines) for the best-fitting results of normalization α, slope β, and intrinsic scatter σ, respectively.
The horizontal black line indicates the input value. Both α and β can be recovered without any systematic bias even from small samples,
whereas σ tends to be somewhat underestimated unless the sample is large enough.
thermore, for each regression we fitted the realizations with
a different set of free parameters. We first kept all three
parameters (α, β, σ) free. Secondly we fixed σ and finally
we also fixed β to the input value, leaving only the nor-
malization as free parameter. Additionally, we fitted each
realization with a simple linear regression, i.e. not including
the selection effects, both with µ and with s as dependent
variable.
In Fig. 2, we illustrate the strength of our proposed
fitting approach (shown as black histograms, left for the for-
ward ML regression and right for the inverse ML regression),
compared to a simple linear regression (shown as green his-
tograms). We use 1000 realizations of a sample of N = 100
objects at z = 1.5 with i < 22 mag. While the dispersion on
the fitting parameters is increased, the bias present in the
simple regression approach is removed. In this example we
leave all three parameters free in the fit.
In Fig. 3 we show the median and 68% confidence lim-
its of the 1000 realizations for a forward ML regression for
different flux limits and sample sizes. The magnitude limits
of i = 20, 22, 24 mag correspond to bolometric luminosity
limits of logLbol = 46, 45, 44.3, respectively. The left panel
shows that we systematically underestimate σ for a small
sample size when keeping it as a free parameter. This is due
to the fact that the fitting procedure determines the sample
standard deviation, which is known to be an underestimate
of the population standard deviation. This underestimate for
small sample sizes is already present in the conventional fit
without including the selection function. Since the intrinsic
scatter is an important parameter, when the selection effects
are included this underestimate is enhanced. Also the best-
fitting solutions for the normalization α and the slope β will
be biased. Therefore, we suggest to fix the intrinsic scatter
for small sample sizes, NObj . 50, to avoid this bias. In the
following we fix the intrinsic scatter σ in the maximum like-
lihood fit. In this case, the slope β and normalization α are
recovered unbiased irrespective of sample size, as shown in
the other three panels of Fig. 3. Increasing the sample size
mainly reduces the statistical errors, shown by the dashed
lines. Fixing also the slope and keeping the normalization
as only free parameter further reduces the statistical error,
while the input is recovered in the mean. We further see that
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Figure 4. Same as Fig. 3, but for an inverse ML regression. Again this verifies the reliability of the method to reconstruct the intrinsic
relation.
10 50 100 500
NObj
8.0
8.2
8.4
8.6
8.8
α
(β
,σ
) f
ix
ed
s
imin=20
imin=22
imin=24
10 50 100 500
NObj
sR
10 50 100 500
NObj
µR
Figure 5. Reliability of our fitting method when measurement errors on the black hole mass and spheroid mass are present. We again
show the best-fitting normalization α (for fixed slope and intrinsic scatter) from Monte Carlo simulations at z = 1.5 for different flux
limits, but now with measurement errors added. The different panels show different variants for the fitting, as explained in the text. Left
panel: using a forward ML regression with measurement errors. Middle panel: using a forward ML regression, but without accounting
for measurement errors in the fitting of the relation. Right panel: using an inverse ML regression without accounting for measurement
errors. The filled symbols show the median value for different applied magnitude limits, the solid lines show the 1σ confidence region for
the simulations with measurement errors, while the dashed line shows the 1σ confidence region of the fit when no measurement errors
were added to the simulated data.
the error is basically independent of the flux limit. However,
this assumes perfect knowledge of the selection function and
underlying distribution. Deeper samples are less susceptible
to uncertainties in these and therefore come closer to the
statistical errors shown here.
In Fig. 4 we show the same for the inverse ML regres-
sion. Keeping the intrinsic scatter as a free parameter also
leads to an underestimate for small sample sizes and we
again suggest to fix it for small samples, NObj . 50, to avoid
a bias in the slope and normalization. But even when fixing
σ we find in our simulations a small bias in α and β for very
small samples, NObj . 10. However, for such small samples
the errors on the best fit are also large. A joint determi-
nation of slope and normalization of the relation requires a
reasonably large sample. When fixing the slope β and only
determining the normalization α, an unbiased result with
small error can be achieved even for relatively small sample
sizes, as demonstrated in the right panel of Fig. 4.
We now investigate the consequences of adding mea-
surement errors in the virial black hole masses and in the
host galaxy properties to the simulations. We here test our
prescription for including these uncertainties, as presented
in section 2.3 and compare them to a regression without
measurement errors. We added a log-normal random error
of dispersion σvm = 0.3 dex to the black hole mass and a
log-normal error of dispersion σs = 0.3 dex to the spheroid
mass of our Monte Carlo realizations at z = 1.5. For each
realization we fixed β and σ and only fit for the normal-
ization α. We fitted these with the forward ML regression
with measurement errors, i.e. using Equation 16. The differ-
ence to the inverse ML regression with measurement errors
is marginal, in particular when the errors in µ and s are of
the same magnitude. To test the importance of the full cor-
rection for measurement errors, we also fitted the same real-
isations with the forward and inverse ML regression without
measurement errors.
The results are shown in Fig. 5. We show the median
(filled symbols), the 68% confidence limits (solid lines) and
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also the 68% confidence limits for the realizations with zero
error in µ and s (dashed lines). In the left panel the re-
sult for the forward ML regression with measurement errors
is presented. The input value is recovered in the median,
while the 1σ confidence region (solid lines) is increased by
an approximately constant factor of ∼ 2 for our simulation,
compared to the case without measurement errors (dashed
lines). The fitting method provides unbiased results if selec-
tion function, underlying distributions and the value of the
measurement error are all known. In the middle and right
panels of Fig. 5 we show the results of applying the forward
ML regression and inverse ML regression without measure-
ment errors to the simulations that have errors added. While
in the forward ML regression the zero-point α is slightly bi-
ased towards a lower value, the inverse ML regression results
are fully consistent with the input value, only showing an in-
crease in the 1σ confidence range. Thus, not fully including
the measurement errors has only a small, second order effect
on the best-fitting solution.
The Monte Carlo simulations verify the reliability of
the presented maximum likelihood fitting approach to re-
cover the intrinsic M• −M∗ relation in the median from a
sample affected by sample selection effects. A simple linear
regression would provide a biased result in these cases. The
method is still reliable if there are measurement uncertain-
ties in the black hole mass and galaxy property. While the
most precise results are obtained when the uncertainty is
well known and taken into account, over- or underestimat-
ing or even ignoring the measurement uncertainty will only
have a small effect on the recovery of the intrinsic relation.
4 APPLICATION TO OBSERVATIONAL
STUDIES
We now apply our method to a few observational studies
from the literature that investigated the evolution in the
M•−bulge relations. This is meant for illustration of the
methodology and constraining power of the approach. An
exhaustive investigation of the literature on evolution in the
M•−bulge relations in consideration of selection effects is
beyond the scope of this paper. We note that such an in-
vestigation would also be hampered by the fact that many
previous literature studies did not use well-defined samples,
or at least samples for which a selection function (however
complicated) could be defined.
4.1 The M• −M∗ relation at z ∼ 1.5
First, we reinvestigated the QSO sample from Merloni et al.
(2010). They studied the M•−M∗ relation for 89 broad line
AGN from zCOSMOS in the redshift range 1.06 < z < 2.19
with estimated stellar masses for the host galaxies (including
upper limits). The selection function is to first order defined
by an IAB-band flux limit of 22.5 mag.
To fit their M• − M∗ relation we need additional in-
formation about the underlying distribution functions. We
use the same assumptions as above for the Monte Carlo re-
alizations, i.e. the stellar mass function from Fontana et al.
(2006), and a constant active fraction. To investigate the de-
gree of evolution, we assume a redshift evolution in the zero-
point a(z) = a0 + γ log(1 + z). For the local relation we use
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Figure 6. Redshift evolution fit to the AGN sample from
Merloni et al. (2010). We fitted their data (blue circles) to the
conditional probability distributions p(yo |xo, λ , z), determining
the evolution term γ. The red solid line shows the local relation
from McConnell & Ma (2013), and the black dashed line gives
the best-fitting relation at the mean redshift of the sample. The
grey regions are the 1σ, 2σ and 3σ confidence regions.
first the relation by Häring & Rix (2004), with an intrinsic
scatter of σ = 0.3, consistent with the work by Merloni et al.
(2010), and second the recent results by McConnell & Ma
(2013), with σ = 0.34. Upper limits are incorporated as de-
scribed in Appendix A.
For the forward ML regression (using Equation 16), as-
suming measurement errors of 0.2 dex in the stellar mass
and 0.3 dex in the black hole mass estimates, we get γ =
0.38+0.20
−0.21 , using the Häring & Rix (2004) local relation. Us-
ing the relation from McConnell & Ma (2013) as zero-point,
we find γ = −0.35+0.22
−0.23 (i.e. formally a negative evolution).
For the inverse ML regression and when using approxima-
tions for the probability distribution (Equations 17 and 19)
we get consistent results. The null hypothesis of no evolu-
tion in the M• −MBulge relation for both cases lies within
2− 3σ of our results, thus it is not rejected with statistical
significance. The best fit relation, using the Häring & Rix
(2004) local relation, is shown in Fig. 6.
Note that the given errors are statistical errors from the
∆S contour, while uncertainties in the assumptions for the
zero-point, the flux limit and the distribution functions are
not included. This implies that the uncertainty estimates
above are rather optimistic, since they only include statis-
tical uncertainties and not additional uncertainties in the
underlying assumptions. The likelihood for the null hypoth-
esis of no evolution is then even higher than the 2 − 3σ
mentioned above when those uncertainties are also included
in the confidence determination.
To get an estimate for the effect of uncertainties in the
underlying distribution function, we varied the assumed stel-
lar mass function from Fontana et al. (2006) within their
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quoted uncertainties. Furthermore, we varied the bulge-to-
total ratio between our default correction and no correction
at all, to investigate the importance of the transformation
of the galaxy mass function to a spheroid mass function.
The uncertainty in the stellar mass function adds an uncer-
tainty of ±0.05 to the best-fitting γ, while not applying an
bulge-to-total correction increases the best-fitting solution
by 0.04.
Even more important is a precise calibration of the local
zero-point, as it is illustrated by the opposite trends of evo-
lution found for the local relations by Häring & Rix (2004)
and McConnell & Ma (2013), which is mainly caused by the
increase in the zero-point of the M• − MBulge relation of
McConnell & Ma (2013).
While the local zero-point of the M• −MBulge relation
increased in the most recent revised determinations of the re-
lation (McConnell & Ma 2013; Kormendy & Ho 2013), the
f factor and thus the calibration to the AGN samples
is not strongly affected by this revision (Park et al. 2012;
Woo et al. 2013). Using this revisedM•−MBulge relation sig-
nificantly reduces the apparent trend of positive evolution,
a fact recently noted by Kormendy & Ho (2013). Combined
with the correction for the bias caused by sample selection
this even suggests or is at least consistent with a negative
evolution of the M• −MBulge relation where galaxy bulges
grow first and the black holes have to catch up.
In summary, we see no statistically significant evidence
for evolution in the M•−MBulge relation based on this data
set, consistent with our more qualitative analysis in SW11.
4.2 High redshift QSOs
Studies of the most luminous QSOs, observed at high
redshift found the largest apparent offsets from the
M•−bulge relations, by a factor of 10 or more (Walter et al.
2004; Maiolino et al. 2007; Ho 2007; Riechers et al. 2008;
Schramm et al. 2008; Wang et al. 2010; Targett et al. 2012).
At first glance this seems to provide the most convincing ev-
idence for strong evolution in the M•−bulge relations. How-
ever, these luminous QSO studies are only sampling from
the bright end of the luminosity function. For this kind of
objects the bias caused by selection effects is most severe,
as discussed in SW11. Furthermore, current sample sizes at
z > 3 are small, inhibiting firm statistical conclusions.
We now endeavor to test quantitatively if the strong
apparent offset found in these studies provides any statis-
tically significant evidence for an intrinsic offset, once we
account for sample selection. We focus on the highest red-
shift regime currently studied z ∼ 6 and the constraints that
can be drawn on evolution in the M•−bulge relations.
We used the sample from Wang et al. (2010), and re-
stricted it to the six objects selected from the Sloan Dig-
ital Sky Survey (SDSS) z > 5.7 quasar survey (Fan et al.
2000, 2001, 2003, 2006), which approximately might be con-
sidered a well-defined sample. For this sample we assume
a selection function given by the survey magnitude limit
of z∗ < 20.2 mag. Black hole masses are for some of the
objects estimated from the broad lines and for the rest
from the bolometric luminosity, assuming Eddington limited
accretion. Bulge masses are derived from dynamical mass
measurements (we assume an average inclination angle of
40◦), and stellar velocity dispersions were estimated from
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Figure 7. Redshift evolution fit of the M•−MBulge relation (left
panel) and M•−σ∗ relation (right panel) to the main SDSS QSO
sample given in Wang et al. (2010). We used a forward regression,
accounting for selection effects and including measurement errors.
The blue circles show the data, the red solid line is the local
relation, the dashed line is the best-fitting relation at the mean
redshift of the sample. The grey areas indicate confidence regions
of 1σ, 2σ and 3σ, respectively.
the width of molecular CO line emission. There are still sig-
nificant systematic uncertainties associated with these mea-
surements and how they relate to galaxy masses and veloc-
ity dispersion measured for local galaxies. However, we here
only discuss the statistical aspects of the sample.
The dynamical range in black hole mass and AGN lumi-
nosity covered by this sample is small and there is basically
no apparent correlation between M• and either σ∗ or Mdyn.
We therefore fixed the slope and intrinsic scatter and only
fit for an evolution in the normalization, again parametrized
by a parameter γ.
For the stellar mass function we assume the mass func-
tion for star forming galaxies at z ∼ 5 from Lee et al.
(2012). We again assume a constant active fraction. Us-
ing the forward regression with measurement errors we find
γM∗ < 1.10 at 1σ confidence, with a best fit of γM∗ = −0.02
for the M• −MBulge relation, using the local relation from
Häring & Rix (2004). We also varied the mass function ac-
cording to their uncertainties, as given in Lee et al. (2012).
The best-fitting γM∗ ranges from −0.74 to 0.59 with an
1σ confidence interval [−3.24,+1.63]. For the local relation
from McConnell & Ma (2013) as zero-point we find a best
fit of γM∗ = −0.58 with γM∗ < 0.71 at 1σ confidence. At
any rate the inferred value of γ is always consistent with
zero.
Assuming a SVDF is more problematic. The SVDF
is well determined for z = 0 (Sheth et al. 2003; Chae
2010) and there are estimates out to z ≈ 1.5 (Chae
2010; Bezanson et al. 2011), but it is observationally uncon-
strained at higher redshifts. On the other hand, it is not
clear at all to what degree the CO line width traces the stel-
lar velocity distribution at these redshift. We here simply
try to bracket our ignorance about the SVDF at z ∼ 6 and
investigate their consequences on the results for theM•−σ∗
relation. Note that for the correction only the shape of the
distribution function is important, in particular the location
of the Schechter function cutoff, not its normalization.
We started from the evolution of the stellar mass func-
tion between z = 0 and z ∼ 5, comparing the mass functions
from Bell et al. (2003) and Lee et al. (2012). They show a
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decrease of the break of the mass function of ∼ 0.6 dex. As-
suming virialized systems, we can convert this into a shift for
the SVDF. However, this also requires a parameterization of
the size evolution of galaxies. At z ∼ 2 massive galaxies are
more compact by a factor of 3−5, compared to local galaxies
of similar mass (e.g. Daddi et al. 2005; Trujillo et al. 2007;
van Dokkum et al. 2008). Assuming similar compact galax-
ies at z ∼ 5−6 this approximately balances out the evolution
in the mass function, i.e. no evolution in the break of the
SVDF would be required, consistent with observations out
to z = 1.5 (Bezanson et al. 2011). We use the local SVDF
from Chae (2010) and converted it to a rough guess for the
shape of the SVDF at z ≈ 6, testing two extreme evolution
scenarios: (1) no effective evolution in the SVDF, due to an
approximate balance between mass evolution and size evo-
lution of galaxies, (2) no size evolution, leading to a decrease
in the break of the SVDF, consistent with the mass function
evolution.
For the first case we find γσ∗ < 0.17 at 1σ confidence,
with a best fit of γσ∗ = −1.44, compared to the localM•−σ∗
relation of McConnell & Ma (2013), while the second case
gives γσ∗ < 1.76 at 1σ confidence, with a best fit of γσ∗ =
0.25. In Fig. 7, we show the data and the best-fitting results
for the M• −Mdyn and the M• − σ∗ relation.
While the uncertainties in the parameters are large, due
to both the small number statistics and the uncertainty in
the underlying distributions, the results are fully consistent
with no evolution in the M•−bulge relations. Thus, even
while these z ∼ 6 QSOs show large apparent offsets from
the local relation, this cannot be taken as evidence for in-
trinsic evolution in the M•−bulge relations up to high z.
The apparent offset is consistent with being fully caused by
AGN sample selection effects. Even negative evolution in the
M•−bulge relations at z ∼ 6 is fully consistent with these
data.
Besides current methodical challenges in determining
black hole masses and galaxy properties at z ∼ 6, the sig-
nificance on the M•−bulge relation at high z is currently
limited by small sample sizes and their bright flux limits.
Ongoing and future surveys, like UKIDSS, Pan-STARRS,
VISTA, SuMIRe/Hyper-Suprime Cam, LSST will signifi-
cantly increase the number of known z ∼ 6 QSOs and
future sub-mm observations of their host galaxies, in par-
ticular using the Atacama Large Millimeter/submillimetre
Array (ALMA), will open a new window to the study of
their host galaxies and are able to obtain dynamical masses
from molecular line emission for a reasonably large sample
of high-z QSOs (Wang et al. 2013; Willott et al. 2013).
4.3 Current constraints on evolution of the
M•−bulge relation
While we here do not aim at a full investigation of the
literature on the evolution of the M•−bulge relation, we
want to summarize the current constraints we have on evo-
lution or non-evolution. We base this on samples that are
representative for the best data at their respective red-
shift, in terms of depth and well defined sample selec-
tion. We include the samples from Merloni et al. (2010) and
Wang et al. (2010) discussed above. Additionally, we aug-
mented this by the samples from Cisternas et al. (2011) at
z ∼ 0.5 and Targett et al. (2012) at z ∼ 4.
Cisternas et al. (2011) studied a sample of 32 AGN at
0.3 < z < 0.9, selected from XMM -COSMOS and report ba-
sically no offset from the local relation from Häring & Rix
(2004) for their sample. Using the XMM -COSMOS soft X-
ray flux limit, the stellar mass function from Fontana et al.
(2006), and assuming a constant active fraction, we find an
insignificant bias for this sample. Thus, our inferred intrin-
sic relation is also fully consistent with the local relation
from Häring & Rix (2004). However, compared to the local
relation from McConnell & Ma (2013) the sample is offset
by −0.25 dex. This might indicate a systematic offset in
the normalization of the virial black hole mass estimates,
for example due to selection effects (SW11). In the follow-
ing we use theM•−bulge relation from Häring & Rix (2004)
as local zero-point as a conservative constraint on possible
positive evolution.
Targett et al. (2012) could resolve the host galaxies for
two luminous QSOs at z = 4.16, selected from the SDSS,
with an additional selection criteria Mi < −28 mag. To ac-
count for the selection effects, we applied this absolute mag-
nitude limit and assume the mass function for star-forming
galaxies at z ∼ 4 from Lee et al. (2012) and a constant active
fraction. The best-fitting result for the forward regression is
γ = 0.21+1.36
−2.50 .
In Fig. 8 we summarize our study of the intrinsic evo-
lution in the M•−bulge relation for these four samples. The
apparent offset from the local relation is shown by the open
symbols, while our inferred intrinsic offset is given by the
filled symbols. While there is an apparent evolution trend,
accounting for selection effects we find an intrinsic offset
that is fully consistent with a non-evolving M•−bulge re-
lation out to z ∼ 6. However, we note that at z > 2 the
uncertainties on the M•−bulge relation are still substantial
and future work in particular in this redshift regime is neces-
sary to obtain robust results. For reference we also indicate
the case of γ = 0.5, predicted by some numerical simula-
tions (Di Matteo et al. 2008; Booth & Schaye 2011), by the
dashed dotted line in Fig. 8. Current data are not able to
robustly distinguish between a γ = 0.5 scenario and a non-
evolving M•−bulge relation.
5 CONCLUSIONS
While the redshift evolution of the M•−bulge relation
provides important constraints on black hole-galaxy co-
evolution, its observational study is hampered by severe se-
lection effects.
We presented a novel fitting method to the M•−bulge
relations and their evolution. This method corrects for the
bias on the M•−bulge relation caused by sample selection
and is able to recover the intrinsic relation in the fitting. It
does so by incorporating the selection function of the ob-
servational sample and the underlying distribution function
into the conditional probability distribution of black hole
mass at given bulge property or vice versa. This probability
distribution is derived from the bivariate distribution func-
tion of M• and bulge property. The intrinsic relation is re-
constructed via a maximum likelihood fit of this conditional
probability distribution to the data.
Since we are not modeling or fitting the full bivariate
distribution function but only the conditional probability
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Figure 8. Redshift evolution of the inferred intrinsic M•−bulge
relation (filled symbols), compared to the apparent relation (open
symbols). We here studied the samples by Cisternas et al. (2011)
at < z >= 0.56 (blue diamond), Merloni et al. (2010) at < z >=
1.5 (red circle), Targett et al. (2012) at < z >= 4.2 (green trian-
gle) and Wang et al. (2010) at z ∼ 6 (magenta square). The error
bars indicate the statistical uncertainty of the best fit, including
uncertainties in the underlying distributions. The dashed dotted
line indicates a evolution model with γ = 0.5.
distribution, we can reduce the set of prior knowledge or
assumptions to correct for the selection bias, compared to
our discussion in SW11. We presented two routes to fit the
conditional probability: (1) using the probability of finding
M• at a given bulge property (forward regression), and (2)
using the probability of finding a specific value for the bulge
property at a given M• (inverse regression). For the first
case it is essential to properly understand the selection of
the sample and have a fair estimate of the black hole mass
dependence of the active fraction. For the second case the
bulge distribution function and the intrinsic scatter of the
M•−bulge relation need to be known. When measurement
errors on M• and the bulge property cannot be ignored,
all of these prior assumptions have to be known for a full
correction.
We extensively tested the fitting method on Monte
Carlo simulations and verified the reliability of the approach
to recover evolution in the normalization unbiased. We also
illustrated the method by applying it to literature data from
z ∼ 0.5 to z ∼ 6. The sample of Merloni et al. (2010) at
z ∼ 1.5 already puts significant constraints on the red-
shift evolution of the M• −M∗ relation. Assuming the lo-
cal relation from Häring & Rix (2004), we can constrain the
evolution in the M• −M∗ relation to γ < 0.9 out to red-
shift z ∼ 2 at 3σ confidence. This is in general agreement
with our conclusions in SW11 and with recent results at
lower redshifts (e.g. Cisternas et al. 2011; Zhang et al. 2012;
Salviander & Shields 2013; Schramm & Silverman 2013).
Taking these empirical clues together, it becomes apparent
that there is currently no evidence for significant positive
evolution in the M•−bulge relation out to z ∼ 2. Either
black holes and galaxies grow almost co-eval since z ∼ 2, or
galaxies grow faster and the black holes would have to catch
up to end up at the local relation at z = 0. The latter is
also suggested by observations of z ∼ 2 SMGs (Borys et al.
2005; Alexander et al. 2008; Carrera et al. 2011). Within
0 < z < 2 most of the black hole growth is governed by
secular processes and not by major mergers (Cisternas et al.
2011b; Schawinski et al. 2011; Kocevski et al. 2012). These
processes probably grow the black hole at the same rate
as the spheroid component. This changes at z > 2, be-
yond the peak of AGN activity, where major mergers
likely become the dominating black hole growth mechanism
(Draper & Ballantyne 2012). Therefore also a change in the
evolution of the M• − M∗ relation could be expected at
z > 2. Currently, this redshift regime is still poorly cov-
ered by observations, and usually restricted to the most lu-
minous, and hence most biased, QSOs. We illustrated the
poor constraints that can be drawn from current observa-
tions, employing a z ∼ 6 QSO sample based on Wang et al.
(2010). While the sample shows a large apparent positive
offset from the local relation, we find here that there is no
intrinsic offset, i.e. it is fully consistent with no or even neg-
ative evolution when sample selection is taken into account.
We therefore conclude that even at z > 2 and in particular
at z ∼ 6 we currently have no statistically significant evi-
dence for evolution in the M• −M∗ relation. We confirmed
these results by additionally studying the low redshift sam-
ple from Cisternas et al. (2011) and the small z ∼ 4 sample
from Targett et al. (2012).
Future studies will reduce the observational uncertain-
ties and increase the sample size and will allow a better
assessment of the M• −M∗ relation at these early cosmic
epochs. We will discuss the requirements on the design of
these future studies of the M•−M∗ relation in this redshift
regime in a companion paper.
While selection effects severely complicate the obser-
vational study of the M•−bulge relation at high redshift,
these can be included in the analysis as we have demon-
strated here. We anticipate that the method presented here
will contribute to an improved understanding of black hole -
galaxy co-evolution. However, essential prerequisites are (1)
the use of a well defined sample, i.e. the selection function for
the sample has to be under control, and (2) knowledge of the
underlying demographics of galaxies and active black holes
over the black hole mass and galaxy property range covered
by the observations. Given the expected future increase in
the size of well defined samples and a better understand-
ing of the underlying black hole and galaxy demographics,
we anticipate that we will be able to trace back the cosmic
history of the M•−bulge relations in the future.
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APPENDIX A: ACCOUNTING FOR UPPER
LIMITS
For AGN samples, per definition the black hole is always
detected and its mass is estimated via the virial method.
However, the host galaxy is not always detected, as it can
be outshined by the AGN. But, if at least upper limits on
the host galaxy property can be set, these objects can be
included in the fitting. Otherwise their exclusion needs to
be reflected in the selection function. We include upper lim-
its on x in the following manner, similar to Gültekin et al.
(2009)1.
First, we compute the probability U(su, µ) that a black
hole with mass µ is located in a galaxy with their respective
property greater than su. For the forward regression without
measurement errors we simply assume a uniform distribu-
tion in s,
p(µ | su, λ , z) =
∫
∞
su
∫
Ω pac(µ, z) g(µ | s, z) ds∫
Ω pac(µ, z) g(µ | s, z) dµ . (A1)
1 We assume that every AGN is harboured by a galaxy, i.e.
there are no “naked“ quasars (See e.g. Magain et al. (2005);
Jahnke et al. (2009b) on this issue)
For the inverse regression without measurement errors we
get
p(su |µ, z) =
∫
∞
su
g(µ | s)Φs(s) ds∫
g(µ | s) Φs(s)ds . (A2)
When we include measurement errors in s and µ, the prob-
ability distribution for the forward regression is
p(µo | so,u, λ , z) =
∫
∞
su
∫
Ω pac(µ, z) g(µ | s, z)Φs(s) g(µo |µ) dsdµ∫∫
Ω pac(µ, z) g(µ | s, z) Φs(s) dsdµ .
(A3)
The likelihood for an upper limit at 1σ confidence level is
li = δ1U(su, µ) + (1− δ1)(1− U(su, µ)) , (A4)
where U(su, µ) is one of the above conditional probabilities
and δ1 = 0.16 is the probability to find the galaxy having s
greater than su. For an upper limit at a different confidence
level this probability changes accordingly.
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