Let f be a projective morphism from a smooth algebraic surface X to a smooth algebraic curve S over a perfect field k . Using the adelic language we give some relative constructions of residues and symbols and apply them to the Gysin morphism for differentials and algebraic cycles.
1
S we apply these residue maps to the construction of Gysin maps from H n (X, Ω In the second section of this article we assume chark = 0 and construct relative maps f * ( , ) x,C from K 2 -groups of 2-dimensional local fields K x,C on the surface X , associated with pairs: an irredicuble curve C ⊂ X and a point x ∈ C , to multiplicative groups of complete local fields K s of points s on the curve S . (See theorems 1 and 2.) These relative symbol maps are directly connected to the other local maps on the surface X and the curve S : such as the 2-dimensional tame symbol, 2-dimensional residue map and so forth. Also, we prove some relative reciprocity laws. (See corollaries from theorem 1.)
Let us remark, if C is not a fibre of morphism f , then the required symbol map is the usual tame symbol. If C is in the fibre of morphism f , then the required symbol was originally introduced by K. Kato in [3] . We give another proofs of all theorems, we need on this symbol. Moreover, in theorem 2 we give an explicit formula for this symbol when chark = 0 .
The third section of this article is similar to the end of the first section. In this part we apply the constructed symbol maps for a construction of direct image maps from H n (X, K 2 (X)) to H n−1 (S, K 1 (S)) ( n = 1, 2 ). (See proposition 19.) (Here K 2 (X) (correspondingly K 1 (S) ) is the sheaf on the surface X (corr. on the curve S ) associated to the presheaf {U → K 2 (U)} (corr. {U → K 1 (U)} ).) If n = 2 , then this map is the Gysin map from CH 2 (X) to CH 1 (S) . (See proposition 20.) For this goal we construct a K 2 -adelic resolution of the sheaf K 2 (X) . (See theorem 3.) Note also that all constructions in this paper are presented by means of explicit expressions and for almost all statements we give variants of their proofs which don't use the higher Quillen K -theory.
Remark 1 If we choose the other representation of K = k((u ′ ))((t ′ )) , then the subring I can be changed in K . Therefore our definition of IΩ t −n · O K is equipped now by the topology of inductive limit. See also [12] .)
The map res K/K is well defined due to the following proposition.
Proposition 3 If we fix an embeddingK ֒→ K , then res t does not depend on the choice of the local parameter t ∈ I .
Proof. Actually this fact is about 1-dimensional local fields and follows from [14, ch. 2 
.]).

Definition 5 (A residue map)
The map res K/F is well defined due to the following proposition:
Proposition 4 If we fix an embedding F ֒→ K , then res u does not depend on the choice of the local parameter u ∈ I .
Proof. Let u ′ be an other local parameter, i. e. u ′ ∈ I , νK(π(u ′ )) = 1 . Let
Then we have a i = res F/k (t −1−i res u (ω)) = res F/k · res u (t −1−i ω) = res t,u (t −1−i ω)
where res F/k :Ω 1 F/k → k is an usual residue map for the 1-dimensional local field described in [14, ch. 2] ), res t,u and res t,u ′ :Ω 2 K/k → k are residue maps of 2-dimensional local fields: res t,u ( a i,j u i t j du ∧ dt) = a −1,−1 . But from [12, ch. 2.5.3] (or [9] ) res K/k def = res t,u does not depend on the choice of local parameters, i. e. res t,u = res t,u ′ . Therefore a i = a ′ i and res u = res u ′ . The proof is finished.
Direct images.
Let k be a perfect field, X be a smooth algebraic surface over k , S be a smooth algebraic curve over k , f : X → S be a projective morphism over k . In the sequel assume f : X → S is a smooth morphism with connected fibres, but remark that the all further constructions are transfered to the nonsmooth case without difficulties. Now letÔ s be a complete local discrete valuation ring at point s ∈ S , let K s be its fraction field. For the sake of the simplicity of further notations suppose k(s) = k . Let τ be a local parameter at point s , thenÔ s = k[[τ ]] and K s = k((τ )) . Now for any closed point x ∈ F , where F is the fibre of f : F = f −1 (s) , and any irreducible curve C ∈ X such that x ∈ C and x is a nonsingular point of C (or C has only one analytic branch at x ) one can construct a canonical 2-dimensional local field K x,C . (See [12] or [9] , [5] ). Let us consider two cases.
, where t C = 0 is a local equation of the curve C at the point x , k(C) x is the completion of the function field of the curve C at the point x . Besides, k(C) x is a finite extension of K s under the map f * .
If
and u is from k(X) such that u and t are local parameters at the point x . Besides, k ′ ((t)) is a finite separable extension of K s under the map f * . Now let O x,X be a local ring of the point x on surface X , letÔ x,X be a completion of the ring O x,X at maximal ideal. Then for any irredicuble curve C ∋ x there exists a canonical embedding of the ringÔ x,X to the field K x,C . But the ringÔ
, and it is exactly the ring I from section 1.1. Therefore in the sequel we shall suppose I =Ô x,X and we shall writeΩ * instead of IΩ * .
Definition 6 (Direct image maps f
x,C * Remark 3 Here Tr is a trace map of differential forms. See its definition in [14, ch. 2] , also in [5] and [12] for inseparable case.
If x is a singular point of the irredicuble curve C , then
and we put f
where C i denote the "analytic" branches of C at x . From definition 6 we obtain easily the following proposition:
) and t 1 , t 2 ∈Ô x,X ; then
x,F * (ω) = ε , where ε = hdτ and ν Ks (h) ≥ 0 .
For any irredicuble curve C ∈ X let K C be the completion of the field k(X) with respect to the discrete valuation defined by C , i. e.
. Note also that for any point x ∈ C we have a natural map from Ω *
Proposition 6 (The reciprocity law along a fibre.) Let ω ∈ Ω 2 K F /k , then the following series converges in the topology defined by the discrete valuation of the point s and
Remark 4 It can be that the sum (1) is really infinite. That is an example (see also [3] ).
Let X = P 1 × A 1 and (u, t) are their coordinates, S = A 1 with the coordinate t , F = P 1 and the point s = (0, 0) .
g) and this number does not depend on the choice of the point x ∈ F .
It is clear, that for any point
2. For any m ≥ n there exists only a finite number of points x ∈ F such that if f x,F * (ω) = hdt h = a n t n + a n+1 t n+1 + . . . + a m t m + . . . , then a m = 0 . And the sum over all such a m is equal to 0 for each fixed m .
Indeed, if we fix the point x ∈ F and m ≥ n , then
Note that (t −1−m ω) ∈ Ω K F /k , therefore the statement 2 follows from the reciprocity law along a projective curve for the 2-dimensional residue map: for any η ∈ Ω For any point x ∈ X let K x def =Ô x,X · k(X) be the subring in fraction field ofÔ x,X . For any irredicuble curve C ∋ x there exist canonical maps from K x to K x,C and from
The last follows from the reciprocity law around the point for 2-dimensional residue map: for any η ∈ Ω 2 Kx/k C∋x [9] ).
Adelic differentials and the Gysin morphism.
Retain all notations of the previous section.
Definition 7 Let S be a smooth curve, then
Here τ s is a local parameter at the point s and ν s is the corresponding discrete valuation. For any divisor D of S suppose
Definition 8 Let X be a smooth surface and a pair x ∈ C runs over all irredicuble curves C ⊂ X and all points x ∈ C , then 
2. For fixed curve C ⊂ X and i the collection ω
infinite series converges at every point s ∈ S .
Proof.
Over each point s ∈ S we have
Now due to adelic conditions on elements of Ω For the curve S consider the following complex Ω 1 (A S ) :
Then from [14] we have that
where Ω 1 S is the sheaf of regular 1-differentials on the curve S . Using the diagonal map of Ω
For the surface X consider the following complex Ω 2 (A X ) :
where Ω 2 X is the sheaf of regular 2-differentials on the surface X . Now extend the map f * to the complex Ω 2 (A X ) . We have the following proposition.
and this map is a morphism of complexes.
Corollary f * gives us the maps from
corollary). It follows from 4 and 5.
Proof (of proposition 9). It is enough to prove the following statements:
Indeed, after an application of the first sum from the right part of expression (3) to Ω 2 A1 we obtain 0 by proposition 6. The application of the second sum from the right part of expression (3) to Ω 2 A1 yields us elements of Ω
Proposition 10 If X and S are projective varieties, then the constructed map
Proof is an easy consequence of the definition f * , an equality res Ks/k f x,C * = res K x,C /k , and of the following commutative diagram
Here × is the cup-product;
2 Direct images and symbols.
During this section assume chark = 0 . All other assumptions and notations retain from section 1.2. Let us remark the following facts.
where the group of 1-units
If K is a field, ν is the discrete valuation of K , m K is the maximal ideal of the valuation ring,K is the residue field of K , then for any ϕ and ψ from K * the tame symbol ( ,
is a 2-dimensional local field, then for any φ , ϕ and ψ from K * one can define an analogous symbol ( , ,
Here (φ, ϕ, ψ) belongs to the Milnor
is the boundary map for any local field L and its residue fieldL . (See [6] Now we shall give the following theorem.
Theorem 1 Fix a point x ∈ X , an irredicuble curve C ∋ x such that x is a nonsingular point of C , and a point s ∈ S such that f (x) = s ; then there exists a map
s such that the following conditions hold:
where
Remark 7 If x is a singular point of an irredicuble curve C , then we put Proof (of corollary 1).
Let there exists two maps satisfied the conditions of theorem 1. Then if we divide the first map by the second map we obtain that there exists an element ζ ∈ K * s , ζ = 1 such that for any element ξ ∈ K * s :
(ζ, ξ) Ks = 1 and
But this is not right, since
Ks and ν Ks (ζ − 1) = n , then (ζ; τ −n ] Ks = 0 .
Proof (of corollary 2). Note that from definitions of ( , , ) K x,C and ( , ; ] K x,C (or from [12] ) we obtain that the map ( , ,
to k is well defined as a map from K 2 (K x,C ) × K x,C to k . Now the proof is done by means of the same methods as the proof of corollary 1.
Corollary 3 (The reciprocity law along a fibre.) Fix a point s ∈ S , the fibre
Proof (of corollary 3). From [12, ch. 7.1] (or [8] and [9] ) we have analogous reciprocity laws along a projective curve F on the surface X for ( , , ) K x,F and ( , ; ] K x,F :
and
Besides, in this product (this sum) the number of terms = 1 ( = 0 ) is finite.
Hence by means of expressions (10) and (11) we obtain that for fixed ξ ∈ K * s there exists only a finite number of points x ∈ F such that (f * (ϕ, ψ) x,F , ξ) Ks = 1 and (f * (ϕ, ψ) x,F , ξ] Ks = 0. Now as in the proof of corollary 1 if we consider ξ = a ∈ k * , a = 1 , then we receive, that there exists only a finite number of points x ∈ F such that ν Ks (f * (ϕ, ψ) x,F ) = 0 . If we consider ξ = τ , then we receive, that there exists a finite number of points
Ks . If we consider ξ = τ −n , n ≥ 1 , then we obtain, that for every n ≥ 1 there exists only a finite number of points x ∈ F such that f * (ϕ, ψ) x,F ∈ U 1 Ks and ν Ks (f * (ϕ, ψ) x,F − 1) = n . Hence it follows, that the product from corollary 3 converges in k((τ )) * . Now the equality x∈F f * (ϕ, ψ) x,F = 1 follows from (13) and corollary 1.
Corollary 4 (The reciprocity law around a point.) Fix a point x ∈ X , ϕ, ψ ∈ K * x . Then in the following product the number of terms = 1 is finite and
where C runs all irredicuble curves C ⊂ X such that x ∈ C .
Proof (of corollary 4). The equality (14) is received by the same methods as analogous equality of corollary 3. The finitness of terms of equality (14) will follow from an explicit construction of f * (ϕ, ψ) x,C , when C = F . (See theorem 2). Now we shall formulate the following theorem.
Theorem 2 ( Explicit formulas.) The map f * ( , ) x,C , which is uniquely determined by corollary 1 of theorem 1, is given by the following explicit formulas.
1. If C = F , then for any ϕ and
where ( , ) K x,C is the tame symbol, which is determined by the discrete valuation corresponding to the local parameter t C of the field K x,C .
2. If C = F , then for any ϕ and
where a bimultiplicative map
Here the first column is the first argument of the map ( , ) f,F , the first row is the second argument of this map.
By the multiplicative property and decomposition (7) , the map ( , ) f,F is extended to the whole group K * x,F × K * x,F . Now if we verify conditions 1 and 2 of theorem 1 for the constructed map f * ( , ) x,C from theorem 2, then we shall simultaneously prove theorems 1 and 2.
Remark 8
Here res u is a slightly modified map res u from section 1.1; "new" res u is a map from
(Compare with definition 5). All properties of the "old" map res u (definition 5) transfered without changing to the "new" map res u .
Remark 9
In the definition of the map f * ( , ) Remark 10 From corollary 2 of theorem 1, corollary 4 of theorem 1 and from table (15) it follows easily that the map ( , ) f,F from theorem 2 satisfy the conditions of lemma 7 from [3] . Therefore the map ( , ) f,F is the back map of the Kato's "residue homomorphism" introduced by him in [3] .
Remark 11 If we change in the table (15) all "letters" u by "letters" t and all "letters" t by "letters" u we obtain the back map to the usualy tame symbol.
Remark 12
Here is some properties of the table (15), which will be useful later:
• This table is the skew-symmetric table with respect to the diagonal.
• The diagonal elements (u, u) f,F and (t, t) f,F is regenerated from the nondiagonal elements by means of the equality (ϕ, ϕ) f,F = (−1, ϕ) f,F .
• The last row can be expressed by means of uniform formula: for any ϕ ∈ E
In table (15) we use maps exp and ln in 2-dimensional local fields. These maps are well defined by the following two lemms. [12] or [11] ). Besides, these maps are mutual isomorphismes between E 1 K and m . Proof. From [12] (or [11] ) for the convergence of the series ln and exp it is enough to prove that if x ∈ m , then x n n→∞ −→ 0 . But the last is trivial. (See [12] or [11] ). Now by the same method as in [1] we obtain that the maps ln and exp are mutual isomorphisms.
From the following lemma we obtain that the exponential map in 1-dimensional local field from the table (15) is well defined. ) is the multiplicative map with respect to the second argument. Therefore the proof will follow from the checking on the multiplicative generators of the field K . (See decomposition (7) .) This checking is by direct calculations and we omit it here. Now we start to prove properties (10) and (11) for the maps from theorem 2. For this goal we shall need in the following well-known lemma.
Lemma 2 Let K = k((u))((t)) be a 2-dimensional local field, n is the maximal ideal of local ring k[[u]] . Then for any ϕ ∈ E
be an embedding of fields. Then for any ζ from k ′ ((τ ′ )) * and ξ from k((τ )) * we have:
Proof. See [14, ch. 3, §4, lemma 3].
Proof of the property (10) from theorem 1 for the map f * ( , ) x,C from theorem 2:
1. If C = F , then from lemma 3 and definition of f * ( , ) x,C we obtain that it will be enough to prove:
But the last expression is an obvious corollary of expression (9) and of the following expression:
where α and β are from K *
2. If C = F , then due to lemma 3 it will be enough to verify the following expression:
for any ϕ , ψ from K * x,F and ξ from k ′ ((t)) * . But from the multiplicative property of expression (16) this expression will follow after its checking on the multiplicative generators of the fields K x,F and k ′ ((t)) . (See decompositions (6) and (7).) We have some cases . But all cases appeared here is proved by easy direct calculations and we omit it here. The proof of property (10) is finished.
Proof of the propertry (11) from theorem 1 for the map f * ( , ) x,C from theorem 2.
At first, it is an easy remark, that the property (11) is equivalent to the commutativity of the following diagram:
Ks/k
At second, we shall need in the following well knowm lemma:
an embedding of fields, then the following diagram is commutative:
Now from lemma 4, diagram (17) and remark 5 we obtain easily that property (11) follows from the following two lemms:
2. C = F
Lemma 6 Let K = k((u))((t)) be a 2-dimensional local field. Then for any ϕ and
Proof (of lemma 5). Let us remark, that the left and right hand sides of formula (18) are additive expressions with respect to ξ and multiplicative expressions with respect to f and g . Besides, left and right sides of formula (18) are symbol expressions, i. e. if f = ϕ , g = 1 − ϕ , then these expressions are equal to 0 . Therefore we shall consider cases when ν t (ξ) ≥ 0 or ξ = t −l for all l ≥ 1 . If ν t (ξ) ≥ 0 , then formula (18) is expression (6) from [12, ch. 2.5.3] (or see [9, prop.
2(5)], [5]).
Now let ξ = t −l , l ≥ 1 . Then by the multiplicative property it is enough to consider cases when f ∈ k * , f ∈ E
By the skew-symmetric property with respect to f and g some cases can be omitted. All cases appeared here are proved by easy direct calculations. Therefore we omit their proofs. As an example, we consider only one case:
, therefore there exists a decomposition f = e 1 · e 2 , where
. Then on the left hand side of (18) we have:
On the right hand side of (18) we have:
Comparing the last expression with (20) we obtain, that it is enough to prove res Proof (of lemma 6). As above, from the additive property with respect to ξ , the multiplicative property with respect to ϕ and ψ , and the skew-symmetric property with respect to ϕ and ψ we have some cases: (a) Let ν k((t)) (ξ) > 0 , thenξ = 0 and the left part of (19) is equal to 0 . By checking on multiplicative generators of K we conclude, that the right part of (19) is also equal to 0 .
(b) Let ν k((t)) (ξ) = 0 . Then we can consider ξ ∈ U 1 k((t)) . Therefore we have to prove
where π : O K →K is the canonical map. The last formula is proved by direct checking on the multiplicative generators of K .
We have again some uncomplicated cases on values of ϕ and ψ . We omit almost all cases here and consider only one. Let ϕ ∈ E 1 K , ψ ∈ K * . Then expression (19) is equivalent to the following expression:
Transform the right part of (21):
Now (21) is equivalent to the following expression:
We shall compare the differential forms from left and right hand sides of the last expression:
The second differential form is equal to
Substracting the expression (23) from (22) we obtain:
Therefore expressions (22) and (23) gives us the same residues with respect to the parameter u . The proof of lemma 6 is finished.
Now the proof of property (11) from theorem 1 is finished. Thus we proved theorem 1 and theorem 2.
3 K 2 -adeles, cohomology of K 2 -functors and K 2 -Gysin morphism
Retain all notations from section 2 and subsection 1.2. Note also that in this section we shall not assume chark = 0 except for specially marked cases.
) is a 2-dimensional local field, which associated to the pair x ∈ C ; then by O x,C denote the ring
. Remind also, that by O C we have denoted the ring O K C , where K C ≃ k(C)((t C )) and C ⊂ X is an irredicuble curve.
By ( , ) C denote the tame symbol associated with the irredicuble curve C . (Such curve C give the discrete valuation of the fields k(X) and K C .) LetK x,X be the fraction field of the ring O x,X . LetÔ x,X (∞C) def = (Ô x,X ) (t C ) be the localization of the ring O x,X along the ideal (t C ) of the curve C .
If A is a ring, then let K 2 (A) be the Quillen K -functor. If γ is an ideal of the ring
By Stein result (see [7] ) we have an explicit description of functor K 2 for some rings:
1. Let A be a local ring, then K 2 (A) is the group, generated by symbols (u, v) , i. e. u and v are from A * and satisfy the usual symbol properties: the bimultiplicative property and (ϕ, 1 − ϕ) = 1 for ϕ and 1 − ϕ from A * .
2. Let A be a local ring, γ be an ideal in maximal ideal of A . Then the natural map p :
is the quotient map of symbols, and K 2 (A, γ) as subgroup of K 2 (A) is generated by the following symbols:
We have the following well known propositions:
Proposition 11 Let K be the complete field of discrete valuation with residue fieldK , then
Proposition 12
where this direct sum is over all prime ideals C of height 1 of the ringÔ x,X ( ≃ irredicuble curves C in SpecÔ x,X ), k(C) is the fraction field of quotient ringÔ x,X by C , ( , ) C is the tame symbol associated with C .
Remark about the proof of these propositions. From above explicit descriptions of K 2 in the symbol language these propositions can be proved by means of noncomplete direct calculations with symbols. As an example, we give later a such proof of proposition 12.
Note also that these both propositions follow from Gersten resolution. For example, for the ringÔ x,X this resolution is proved in [13, § 7, theorems 5.6 and 5.13] and its beginning is following:
And the first cohomology group of this complex coinsides with
(Here K 2 (SpecÔ x,X ) is the sheaf on SpecÔ x,X associated with the presheaf
Proof of proposition 12. From the symbol representation of K 2 (Ô x,X ) it is clear, that
* . Therefore we have to prove an back inclu-
The ringÔ x,X is the ring with a unique decomposition on prime factors. Therefore from the multiplicative property of symbols we have the following decomposition a = k a k , where a k = (p k , q k ) and q k , p k are prime or invertible elements inÔ x,X .
Fix some prime element t from a collection {p k } or {q k } . Denote by b the product those a k , for which either p k = t or q k = t .
We shall prove, that b ∈ K 2 (Ô x,X ) . From the multiplicative property, the skewsymmetric property and the identity (t, t) = (−1, t) one can suppose that b = (γ · t
l , t) · h , where γ ∈Ô * x,X , t i are prime elements fromÔ x,X and t i = t for all i , h ∈ K 2 (Ô x,X ) . It is clear from decomposition of b , that (a · b −1 ) (t) = 1 . Besides, (a) (t) = 1 . Therefore (b) (t) = 1 . Hence, γ · t
x,X , hence m i = 0 for all i from the uniqueness of decomposition on prime factors. Therefore b = (1 + t · e, t) · h for some e ∈Ô x,X . Now we have two cases: 1) if e ∈Ô * x,X , then (1 + t · e, t) = (1 + t · e, t)(1 + t · e, −t · e)
2) if e / ∈Ô * x,X , then (1 + t · e, t) = ((1 − t)(1 + t · e), t) = (1 + t · (−1 + e − t · e), t) , now −1 + e − t · e ∈Ô * x,X , therefore it is the previous case. We proved b ∈ K 2 (Ô x,X ) , therefore b C = 1 for all C . Hence (a · b −1 ) C = 1 for all C , and the symbol decomposition of a · b −1 does not contain the prime element t . Now the proof is by induction on prime elements from collections {p k } and {q k } . The proof is finished.
Remind that K x = k(X) ·Ô x,X .
Proposition 13
The following complex is an exact complex in the middle term:
where the sum is over all prime idealsC of height 1 of the ringÔ x,X such thatC does not divide any prime ideal of the ring O x,X under the natural embedding O x,X ֒→Ô x,X , and ( , )C is the tame symbol associated withC
Proof.
It is clear, that K x is 1-dimensional domain of principal ideals. Therefore K x is the Dedekind ring, whose maximal ideals are in one-to-one correspondence to prime idealsC of height 1 of the ringÔ x,X such thatC does not divide any prime ideal of the ring O x,X . Besides,K x,X is the fraction field of the ring K x . Now sequence (24) is a part of the long K -sequence for any Dedekind ring, see [13] . Proposition 13 is proved.
Let us
. By means of proposition 13 it is not hardly to describe the groupǨ 2 (K x ) in the symbol language:
From sequence (24) it follows that the symbols (u,
The back inclusion is proved from sequence (24) by means of direct calculations with symbols. That is done in a way completely analogous to that in the symbol proof of proposition 12: by the same steps and by induction on prime elements of the ringÔ x,X , which do not divide any prime elements of the ring O x,X . (See proof of proposition 12.)
Proposition 15
1. The following complex is exact in the middle term:
where this sum is over all prime ideals C of height 1 of the ringÔ x,X . ( , ) C is the tame symbol associated with C , and ν x is the discrete valuation of function field on the curve C at the point x . (25) follows from H 1 ( SpecÔ x,X , K 2 (SpecÔ x,X ) ) = 0 . The exactness in the middle term of sequence (26) follows now from sequence (25) and proposition 13.
The following complex is exact in the middle term:
K 2 (K x ) ( , )C −→ C k(C) * C ν x −→ Z ,(26)
The second proof.
That is an elementary proof in symbol language, which don't use the methods of higher K -theory.
It is enough to prove (25). From [12, ch. 6.1] we have an elementary proof by means of blowing ups, that
Now we shall prove the following fact: for the collection {f } = {f C : f C ∈ k(C) * ; f C = 1, except a finite number irredicuble curves C in SpecÔ x,X ; C ν x (f C ) = 0} there exist g, h ∈K * x,X such that for any C (g, h) C = f C . We shall prove it in two steps.
Step 1.
Suppose that all irredicuble curves C in SpecÔ x,X , such that f C = 1 are regular curves at the point x .
Let t C be a local parameter at the point x on curve C in SpecÔ x,X . The proof will be by induction on a number of irredicuble curves C in SpecÔ x,X such that f C = 1 .
1. Let such C be only one. Choose an element u ∈Ô x,X such that elements t C and u are a pair of local parameters at the point
, and let i : k(C) ֒→K x,X be an inclusion induced by the map t i −→ u . Then a symbol (i(f C ), t C ) is a required symbol. Indeed, we have
is an invertible element inÔ x,X . Therefore we have
where E is any other curve, E = C , E = (u) .
2. Suppose we have a collection from n irredicubles curves C i (i = 1, . . . , n) : f C = 1 .
Let Ψ ∈ K 2 (K x,X ) be those unknown symbol, which we have to construct. We shall calculate it.
Suppose that there exist pair i = j such that the tangent lines of the curves C i and C j don't coinside, i. e. C i and C j are transversal curves in SpecÔ x,X . Without loss of generality it can be assumed that i = 1 , j = 2 . Then t C 1 and t C 2 are the pair of local parameters andÔ
, and let i C 1 : k(C 1 ) ֒→K x,X -be an inclusion induced by the map t 1 
1 Ψ) E = 1 for any curves E = C 2 , . . . , C n . Now we apply the inductive hypothesis to the n − 1 curves C 2 , . . . , C n and collection
By inductive hypothesis there exists Θ 2 ∈ K 2 (K x,X ) and we can write
And in this case (25) is proved. Now suppose that all curves C i (i = 1, . . . , n) have the same tangent line. Then we consider the curve G in SpecÔ x,X , transversally intersected to the all curves C i (i = 1, . . . , n) . Now after operations with the pair C 1 and G such as above with C 1 and C 2 we receive a case of the collection {G, C 2 , . . . , C n } , where the curve G is transversal to the all other curves. But this case was yet considered.
Step 1 is proved.
Step 2. Now suppose that there exists irredicuble singular curve C in SpecÔ x,X , such that f C = 1 . We shall prove the following fact: fix the smooth curve C , then there exist
And if (f 1 , f 2 ) E = 1 for some irredicuble curve E in SpecÔ x,X , then E is regular curve. Thus we reduce step 2 to step 1.
Fix some regular local parameters u and t , thenÔ x,X ≃ k[ [u, t] ] . The ring k[ [u, t] ] is the ring with a unique decomposition on prime factors. Also by Weierstrass preparation theorem (see [2, Let t C ∈ k[[u, t]] be a local parameter on curve C in SpecÔ x,X , i. e. (t C ) = C . We shall do induction on ν 2 (t C ) (or ν 2 (t E ) ). If ν 2 (t C ) = 1 , then we have step 1 by the remark above.
Let ν 2 (t C ) > 1 . Fix some elements h 1,C , h 2,C ∈ k[ [u, t] ] , such that (h 1,C (mod(t C ))) · (h 2,C (mod(t C )))
If ν 2 (h 1,C ) < ν 2 (t C ) and ν 2 (h 2,C ) < ν 2 (t C ) , then in decomposition on prime elements we have
where for any i, j ν 2 (p i ) ≤ ν 2 (h 1,C ) < ν 2 (t C ) ν 2 (q j ) ≤ ν 2 (h 2,C ) < ν 2 (t C ).
Also for the symbol (h 1,C · h −1 2,C , t C ) we have, that if E = (u) , E = C , E = (p i ) , E = (q j ) , then (h 1,C · h −1 2,C , t C ) E = 1.
Hence by inductive hypothesis we conclude proof in this case. Otherwise, we can multiply h i,C by some degree of u , and subtract from it an element t C , multiplied by some invertible element, by some degree of u , and by some degree of t . And obtained elementsh i,C have the following properties:
(h 1,C (mod(t C ))) · (h 2,C (mod(t C )))
But that is the case above. We proved step 2 and proposition 15.
Remind that if x is a singular point of the irredicuble curve C ⊂ X , then
where C i are the "analitic" branches of the curve C at the point x . Therefore
where ( , ) C i is the usual tame symbol of the discrete valuation field K x,C i , and ν x is the discrete valuation on the branche C i at the point x .
Definition 10 ( K 2 -adeles) Let X be a surface and a pair x ∈ C runs all irredicuble curves C ⊂ X and points x ∈ C , then Remark 13 Definition 10 is similar to the definition from [10] , where it have been used for global class field theory on surface X . See also [12] Proposition 16 Let f = {f x,C } and g = {g x,C } be from A * X . Then the element (f, g) belongs to K ′ 2 (A X ) , i. e. there exists the natural computation for K 2 -functor:
The proof of this proposition is enough easy and we omit it here. the first horizontal complex and the second horizontal complex will follow from the exactness of the lower horizontal complex. But the exactness of the lower horizontal complex in the left term is obvious, the exactness in the term Φ follows from sequence (26) of proposition 15, the exactness in the middle term follows from proposition 12. Also it is well known from the Bloch result, that H 2 (X, K 2 (X)) ≃ CH 2 (X) . This concludes the proof of theorem 3.
In the sequel assume chark = 0 . 
