Abstract. We develop a novel Monte Carlo algorithm for the simulation from the joint law of the position, the running supremum and the time of the supremum of a general Lévy process at an arbitrary finite time. We prove that the bias decays geometrically, in contrast to the power law for the random walk approximation (RWA). We identify the law of the error and, inspired by the recent work of Ivanovs [Iva18] on RWA, characterise its asymptotic behaviour. We establish a central limit theorem, construct non-asymptotic and asymptotic confidence intervals and prove that the multilevel Monte Carlo (MLMC) estimator has optimal computational complexity (i.e. of order ǫ −2 if the L 2 -norm of the error is at most ǫ) for locally Lipschitz and barrier-type functionals of the triplet. If the increments of the Lévy process cannot be sampled directly, we combine our algorithm with the Asmussen-Rosiński approximation [AR01] by choosing the rate of decay of the cutoff level for small jumps so that the corresponding MC and MLMC estimators have minimal computational complexity. Moreover, we give an unbiased version of our estimator using ideas from [RG15, Vih18].
Introduction and main results
1.1. The Algorithm. Let X = (X t ) t≥0 be Lévy processes, which is not compound Poisson with drift. The tripletX = (X T , X T , τ T ) consists of the position X T , supremum X T = sup 0≤t≤T X t and time τ T = τ T (X) = inf{t ∈ [0, T ] : X t ∨ X t− = X T } the supremum is attained at in [0, T ], where X t− = lim s↑t X s for t > 0 and X 0− = X 0 = 0. The following simple procedure yields an approximate sample from the law ofX.
Algorithm 1 Stick-Breaking Approximation (SBA) of (X T , X T , τ T ) Require: n ∈ N, fixed time horizon T > 0 1: Set L 0 = T , X 0 T = 0, X 0 T = 0 and τ 0 T = 0 2: for k = 1, . . . , n do
3:
Sample U k ∼ U (0, 1) and put ℓ k = L k−1 U k and L k = L k−1 − ℓ k
4:
Sample ξ k ∼ F (ℓ k , ·) and put (X k T , X ) + (ξ k , ξ + k , ℓ k 1 ξ k >0 ) 5: end for 6: Sample ς n ∼ F (L n , ·) and returnX n = (X n T , X n T , τ n T ) + (ς n , ς + n , L n 1 ςn>0 )
In Algorithm 1, F (t, ·) denotes the law of X t for any t ≥ 0 (recall X 0 = 0 a.s.), U (0, 1) is the uniform law on [0, 1] and x + = x ∨ 0, where x ∨ y = max{x, y} for all x, y ∈ R. It turns out that there is a natural coupling between (X n T , X n T , τ n T ) in Algorithm 1 and the triplet (X T , X T , τ T ), enabling us to establish the following result, which characterises the law of the error of (X n T , X n T , τ n T ) in Algorithm 1 and, in the case X is in the domain of attraction (at zero) of a stable process, its magnitude and the scaling limit. Theorem 1. Let X and (X n T , X n T , τ n T ) be as in Algorithm 1 and define the errors ∆ n = X T − X n T , ∆ n = X T − X n T , and δ n = τ T − τ n T . (a) Let X ′ d = X be independent of {ℓ k , ξ k } n k=1 in Algorithm 1 (throughout d = denotes equality in law). Then, conditionally on L n and hence unconditionally, we have
In particular, given L n , the error ∆ n , ∆ n , δ n is independent of {ℓ k , ξ k } n k=1 , and the inequalities ∆ n ≥ 0 and 0 ≤ δ n ≤ L n hold almost surely. (b) If weak convergence X t /a (t) d → Y 1 (as t ց 0) holds for some (necessarily) α-stable process Y and a function a, which is necessarily 1/α-regularly varying at zero, then
as n → ∞.
Remark 1. (i)
The proof of Theorem 1(a) in Section 2.2 below is based on the description of the concave majorants of Lévy processes in [PUB12] , which also provides the coupling betweenX and (X n T , X n T , τ n T ) used implicitly on the left-hand side of (1.1). Note that {ℓ k } n k=1
in Algorithm 1 form the first n values of a stick-breaking process on [0, T ]. Theorem 1(b), also proved in Section 2.2 below, follows from part (a) and the continuity of the triplet in (1.1) on the Skorkhod space. Moreover, it follows from the proof of the theorem that the weak limit in (1.2) holds conditionally on the sequence {L n } n∈N .
(ii) The assumption in Theorem 1(b) essentially amounts to both tails of the Lévy measure of X at zero being regularly varying with index −1/α (see [Iva18, Thm 2] ). This is a rather weak requirement, typically satisfied by Lévy based models in applied probability, which allows an arbitrary modification of the Lévy measure away from zero (see discussion in [Iva18, Sec 4] ). Moreover, the function a(t) is typically of the form a(t) ∼ C 0 t 1/α for some constant C 0 > 0. The scaling in the limit (1.2) is stochastic. However, since EL n = T 2 −n , the rate of decay of the error is clearly geometric.
(iii) By (1.1), conditional on L n , we have ς n d = ∆ n . Hence the first coordinate ofX n in Algorithm 1 has the law of X T . Moreover, by coupling ς n and X via ς n = X T − X n T , the error ofX n in the second coordinate (i.e. X T − (X n T + ς + n )) has the law of X ′ Ln − (X ′ Ln ) + . It is hence non-negative and stochastically dominated by X ′ Ln (cf. Remark 9 below). (iv) In Theorem 1 and throughout the paper we assume that X is not compound Poisson with drift, as in this case we can easily obtain an exact sample from the tripletX.
Algorithm 1 assumes that the increments of X can be simulated (the generalisation of the SBA using Asmussen-Rosiński approximation of small jumps is in Section 1.6 below). A random walk approximation (RWA), based on the skeleton {X kT /n } n k=1 of X, also requires the ability to simulate increments of X and yields the estimators X (n) T = max k∈{1,...,n} X kT /n and τ (n) T = T n arg max k∈{1,...,n} X kT /n with respective errors ∆ (n) = X T − X T . Recently, a scaling limit analogous to the one in Theorem 1(b) has been analysed for the RWA: [Iva18, Thm 5] states that under the assumptions of Theorem 1(b), the scaling is polynomial in n and the weak limit takes the form ∆ (n) /a T n , δ (n) / T n d → inf k∈Z Υ U +k , arg inf k∈Z Υ U +k , where Υ is a (two-sided) α-stable process conditioned to stay positive for all time, independent of U ∼ U (0, 1) (see [Iva18,  Sec 6] for details). As in (1.2), this limit has heavy tails, by it is not immediately clear how to approximately simulate from it. In contrast, the limit law in (1.2) possesses a representation as a stationary law of a geometrically convergent Markov chain, which leads to exact and ε-strong simulation algorithms [GCMUB18b, GCMUB18c] . As noted in [Iva18] , the limit in [Iva18, Thm 5] does not provide information about the asymptotic distribution of the error ∆ (n) , δ (n) , conditional on the output {X kT /n } n k=1 of the RWA. Conditional on (X n T , X n T , τ n T ) in Algorithm 1, the law of its error (∆ n , δ n ) equals that of (X ′ Ln , τ Ln (X ′ )), given L n , i.e. by Theorem 1(a) only the remaining stick length L n features in the conditional law. The asymptotic law of ∆ n , δ n , given (X n T , X n T , τ n T ), equals the law of a(L n )Y 1 , L n τ 1 (Y ) , given L n , with Y and L n independent. Finally, we stress that Algorithm 1 is not a version of the RWA on a randomised grid as it does not require the computation of a maximum of a discretisation of X. Instead, the approximation for the supremum and its time are obtained by summing non-negative values. for an arbitrarily small δ ∈ (0, 2 − β]. Note that I β + 0 < ∞ and β + = β if I β 0 < ∞. Moreover, η = 1/2 if X has finite variation, η = 2/3 if σ > 0 or β = 2, and otherwise η ∈ (1/2, 2/3). We stress that η ≤ 2/3 as it will dictate the geometric rate of decay of the bias of Algorithm 1. Assume throughout that g : R × R + × [0, T ] → R is measurable and satisfies E|g(X)| < ∞.
Theorem 2. (a) If I 1 + < ∞ (resp. I 2 + < ∞), then ∆ n = X T − X n T , where X n T is given in Algorithm 1, satisfies E∆ n = O(η n ) (resp. E[(∆ n ) 2 ] = O(2 −n )). (b) Let |g(x, y, t) − g(x, y ′ , t ′ )| ≤ K(|y − y ′ | + |t − t ′ |) for all x ∈ R, y, y ′ ∈ R + , t, t ′ ∈ [0, T ] and some K > 0. If min{ g ∞ , I 1 + , I 1 − } < ∞ (resp. min{ g ∞ , I 2 + , I 2 − } < ∞), thenX n in Algorithm 1 satisfies
Remark 2. (i) The proof of Theorem 2 is in Section 2.3 below. The coupling (X,X n ) is as in Theorem 1 (cf. Remark 9(i) below). The constants in O(η n ) and O(2 −n ) in Theorem 2(a) are explicit in the triplet (σ 2 , ν, b) (see (2.13) below). In Theorem 2(b), the constants in addition depend explicitly on the norm g ∞ = sup{|g(x, y, t)| : x ∈ R, y ∈ R + , t ∈ [0, T ]} and the Lipschitz constant K (see (2.14)-(2.15) and Corollary 11(b) below).
(ii) The integrability assumptions on the large jumps of X in Theorem 2 is a technical convenience. Applying Algorithm 1 only between the jumps of X with magnitude greater than one would result in an algorithm with a geometrically decaying bias in L p for any p ≥ 1, without assumptions on the tails of the Lévy measure ν.
, between the laws L(X) and L(X n ) decays geometrically in n with explicit constants if say I p + < ∞. Analogous results hold for p > 2, cf. Corollary 11(a) below.
The bias of the RWA has been analysed in a number of papers, starting with the result E∆ (n) = O n −1/2 for Brownian motion with drift [BGK99] (based on the weak limit of the error of RWA given in [AGP95] ). In [DL11a] the same rate is established when jumps of X have finite activity (i.e. ν(R), I 1 0 < ∞ and σ 2 > 0). The constant in both results is explicit in terms of the Riemann zeta function and, in the latter, independent of the Lévy measure. Ideas of [DL11a] were extended in [Che11, Thm 5.2.1] to the case without a Brownian component with rates E∆ (n) = O log(n)/n if X is of finite variation and E∆ (n) = O n −1/β + otherwise. Intuitively, the RWA approximation commits an error at each step of the discretisation, due to the skeleton missing the fluctuations of the process over intervals of length 1/n. Since these fluctuations can be substantial in the presence of high jump activity and heavy tails, the decay of the resulting accumulated error is polynomial in n. The bias of the SBA is by Theorem 2(b) of order O(η n ) with η ∈ [1/2, 2/3] (see (1.4) above), as it commits the same error as the RWA but over a single interval [0, L n ] with average length of T /2 n . Numerical results show that the biases of RWA and SBA over 2 n and n steps, respectively, are comparable (Figure 4.1 below) .
The second moment of the error E[(∆ (n) ) 2 ] in the RWA has to the best of our knowledge been analysed in special cases only: if X spectrally negative with jumps of finite variation, then [DL11a, Lem. 6.5] it is of order O(1/n 2 ) (resp. O(log(n) 2 /n)) if σ 2 = 0 (resp. σ 2 > 0). [GX17, Thm 4.2] shows that if the density of the Lévy measure with exponential moments exists and around zero has the power behaviour with the same exponent α on both sides of 0, then it is of order O(1/n) (resp. O((log(n)/n) 1/α )) if α < 1 (resp. α ∈ [1, 2)). In contrast, Theorem 2(b) implies that the second moment of the error of Algorithm 1 is of order O(2 −n ) for any X whose Lévy measure satisfies I 2 + < ∞ or I 2 − < ∞ (cf. Remark 9(i)). The results in [DL11a, GX17] yield naturally the rate of decay of the estimator for a Lipschitz function of (X T , X T ). The error of the time of the supremum, geometrically controlled by Theorem 2(b) for the SBA, appears not to have been studied in the case of RWA. An alternative Monte Carlo method for (X T , X T ), based on the Winer-Hopf factorisation, requires the ability to sample the supremum of X at an independent exponential time, which can be done approximately for a specific parametric class of Lévy processes with exponential moments and arbitrary path variation [KKPvS11] . The Wiener-Hopf Gamma Approximation (WHGA) of (X T , X T ) in [KKPvS11] is given by (X Gn , X Gn ), where G n is a gamma random variable with parameters (T /n, n), so that EG n = T with ever smaller variance as n increases. As observed in [GX17, Sec. 1], WHGA currently cannot be directly applied, for instance, to the variance gamma (VG), normal inverse Gaussian (NIG) or α-stable processes, all of which have increments that can be simulated exactly. In [FCKSS14] it is shown that the bias of WHGA is of order O n −1/4 (resp. O n −1/2 ) in both coordinates if X is of infinite variation (resp. finite variation), while the second moment of the error is of order O n −1/2 [FCKSS14] .
Classical functionals ofX in financial mathematics may be neither Lipschitz (lookback options) nor continuous (barrier options). By Propositions 3 and 4 below, the rates of convergence of Algorithm 1 in those cases for exponential Lévy models (i.e. the risky asset S = (S t ) t≥0 equals S t = S 0 e Xt ) are again geometric. In this context it is natural to assume that the returns have finite variance ES 2 t < ∞, which is equivalent to E 2 + < ∞, where
Proposition 3. Assume that for some K, λ > 0 and all (x, y, y
Remark 3. (i) The proof of Proposition 3 is in Section 2.3. As before the constants in O(2 −n/kq ) are explicit in terms of (σ 2 , ν, b), p, q, K and λ (see (2.16)-(2.17)). Note that q ≥ 2 implies k q = 1/2, where ⌈x⌉ = inf{k ∈ N : k ≥ x} for any real x ≥ 0. In particular, the rate of decay is determined by the exponential moments of the Lévy measure ν.
(ii) Proposition 3 (with K = λ = 1) applies to the lookback put g(X) = S 0 e X T − S T and hindsight call g(X) = (S 0 e X T − k) + (for strike k > 0). In financial mathematics it is typically assumed that ES 2 T < ∞, i.e. q = 2 (if p = 1). A numerical example is in Figure 4 .1 below.
If the second coordinate X n T + ς + n of the outputX n of Algorithm 1 is coupled to X as described in Remark 9(i) below, it satisfies 0 ≤ X n T ≤ X n T + ς + n ≤ X T a.s. Hence, since X n ր X T a.s. as n → ∞, we get P X n ≤ x ր P X T ≤ x for any fixed x > 0. The speed of this convergence, which is crucial for the control of the bias for barrier options, is intimately linked to the quality of the right-continuity of the distribution function of X T , x → F (T, x) = P(X T ≤ x), at the barrier level M . We need the following:
Remark 4. (i) The proof of Proposition 4 is in Section 2.3. The constant in O η nγ/(γ+1) is explicit in the bound on h, the triplet (σ 2 , ν, b) and K, γ in Assumption (H M,γ ).
(ii) The rate of decay in Proposition 4 is essentially controlled by the rate of convergence in the Kolmogorov distance of X n T to X T . Since the Kolmogorov distance does not metrise the topology of weak convergence, we need an additional assumption, such as the limit possessing a locally bounded density (cf. [Pet95, Ex. 1.8.32, p.43]), to get the rate. (iii) By [Cha13] the density of X T on (0, ∞) exists if X T has a density (which occurs e.g. if R |Ee iuX T |du < ∞, see [Kal81] ). Then F (T, ·) is differentiable a.e. and (H M,γ ) holds for γ = 1 and Lebesgue almost every M . (iv) If the density of X T is bounded around M , then x → F (T, x) is Lipschitz at M , again satisfying Assumption (H M,γ ). This holds if the density of X T is continuous, which is the case for stable processes and if σ 2 > 0, see e.g. [CM16] . Moreover, by [CM16, Prop. 2] and [Ber96, Sec. VI.4, Thm 19] this is also the case if the ascending ladder height process of X has positive drift (e.g. if X is spectrally negative of infinite variation) or if X is in a certain class of subordinated Brownian motions [KMR13, Prop. 4.5]. However, the continuity of the density is known to fail if X is of bounded variation with no negative jumps and a Lévy measure with atoms [KKR12, Lem. 2.4]. Furthermore, for any γ ∈ (0, 1), the function x → F (T, x) need not be locally γ-Hölder continuous (see example in Appendix C below), demonstrating again the necessity of an assumption like (H M,γ ) in Proposition 4. (v) We stress that, even if the density is locally bounded at M , it appears to be very difficult to give bounds (based on the Lévy triplet) on the value it takes at M . This means that, unlike in the case of a (locally)-Lipschitz function g(X), in the context of barrier options we cannot provide non-asymptotic confidence intervals, cf. Section 1.4 below.
The discontinuous payoffs under VG, NIG and the spectrally negative α-stable process (with α > 1) are considered in [GX17] . Under the assumption that the density of the supremum is bounded around the barrier level in all three models, the biases in the RWA decay as o(n δ−1 ), o(n δ−1/2 ) and o(n δ−1/α ) for some small δ > 0, respectively [GX17, Prop. 5.5]. In the case ν(R) < ∞ and σ 2 > 0, the bias decays as 1.3. The Central Limit Theorem (CLT). Consider the general problem of estimating the expectation of a functional g(X) for some measurable function g :
be the output produced by N independent runs of Algorithm 1 using n steps. The estimator
Since the estimator is biased, identifying the asymptotic behaviour of the error requires sending the number of steps n → ∞ as a function of the number of samples N .
, where D g is the discontinuity set of g, and
(ii) for all x ∈ R, (y, t) → G(x, y, t) is nondecreasing in both coordinates,
Remark 5. (i) As we are forced to increase the number of steps in Algorithm 1 as the number of samples tends to infinity, Theorem 5 is not an iid CLT. Its proof (see Section 3.1 below) establishes Lindeberg's condition and then applies the CLT for triangular arrays.
(ii) The condition P[X ∈ D g ] = 0 can be ensured if e.g. the Lebesgue measure of D g is zero and 0 is regular for X for both half-lines [Cha13, Thm 3]. We consider assumption on D g because we will construct asymptotic confidence intervals for barrier options using (1.7).
(iii) Assumption (a) is there to ensure convergence in L 2 and might seem restrictive at first sight. However, the function G is very easy to identify (see Remark 11 below) in the contexts of Theorem 2 and Propositions 3 and 4, where Assumption (b) also clearly holds.
Confidence Intervals (CIs
n,N |, we may construct a confidence interval at level 1 − ǫ ∈ (0, 1) using the implication:
In (1.8), r 1 may be chosen as a function of the number n of steps in Algorithm 1 in various ways depending on the properties of g (see Theorem 2 and Propositions 3 of Section 1.2). Note that this requires the explicit dependence of the constant on the model characteristics.
Having fixed n, pick r 2 in (1.8) as a function of ǫ via concentration inequalities or CLT: (i) Non-asymptotic CI: by Chebyshev's inequality P |∆ 
, we may use the CLT for fixed n in Remark 12 below (as in (i) we bound V[g(X n )] by elementary methods).
In the case we do not have access to the constants in the bound on the bias in (1.8) in terms of the model parameters (e.g. barrier options in Proposition 4), we apply the CLT result in Theorem 5 to the estimator ∆ g n N ,N directly, to obtain an asymptotic CI. See Section 4.2 below for the numerical examples of asymptotic and non-asymptotic CIs.
1.5. Computational complexity of SBA and the multilevel Monte Carlo. Let C X (t) be the expected cost of sampling from the distribution F (t, ·), t > 0, in Algorithm 1. Then the expected computational effort of obtaining a single drawX n using the SBA equals
, is attained at a computational cost of C M C (ǫ) = O(ǫ −2 log ǫ), a log-factor away from the optimal Monte Carlo (MC) cost of ǫ −2 , for locally Lipschitz and barrier payoffs (cf. Remark 5(iii) above). This should be compared to the RWA cost of O(ǫ −(2+1∨(2α)) ) for a Lipschitz payoff and a Lévy process with no Brownian component and a Lévy measure with exponential moments and a density of α-stable type around zero, see [GX17,  The main aim of MLMC, introduced in [Hei01, Gil08] , is to reduce the computational cost of an MC algorithm for a given level of accuracy. We will apply a general MLMC result [CGST11, Thm 1], stated in our setting for ease of reference as Theorem 12 in Appendix A.1 below. Let P = g(X) and P n = g(X n ), n ∈ N, for any function g that satisfies the assumptions of Theorem 5 (see Remark 11 below). Note that the expected computational cost of a single draw in Theorem 12 is allowed to grow geometrically with n. Since in the context of the present section we have C L (n) = O(n), we may choose arbitrarily small rate q 3 > 0 in Theorem 12 making the MLMC estimator's complexity O(ǫ −2 ). The numerical implementation for a barrier option under the NIG model in Section 4.3 below bears this out.
A key component of any MLMC scheme is the coupling (P n , P n+1 ), which in the case of Algorithm 1 consists of using the same sequence of sticks {ℓ k } n k=1 and increments in both levels and setting
Theorem 12 follows easily using arguments analogous to those that established E[(P − P n ) 2 ] = O(2 −nq 2 ) for some q 2 > 0 and all payoffs g of interest (see Theorem 2 and Propositions 3 and 4 above). This is sufficient as we may take q 3 = q 2 /2 to get the desired complexity O(ǫ −2 ).
To the best of our knowledge, there are no MLMC results for the RWA of barrier options, which are not tied to a parametric model. Recently the MLMC RWA under VG, NIG and spectrally negative α-stable processes with α > 1 has been shown in [GX17] to have the computational cost of O(ǫ −2−δ ), O(ǫ −3−δ ), O(ǫ −1−α−δ ) for small δ > 0, respectively. Since the increments in these three models can be simulated exactly in constant time, i.e. C X (t) = O(1), the SBA has complexity C M LM C (ǫ) = O(ǫ −2 ) in all three cases. We are not aware of any results for WHGA, introduced in [KKPvS11] , for barrier options.
1.6. SBA and the Asmussen-Rosiński Approximation (ARA). Algorithm 1 requires the ability to simulate from the transition function F (t, ·), t > 0, of X. In this section we are interested in the case where exact simulation of increments is not feasible. We assume throughout that β + > 0 (see (1.4) above), as β + = 0 implies that the jumps of X have finite activity and the increments can typically be simulated in constant computational time.
The widely applied idea of the ARA [AR01] is to substitute the jumps of X of size less than κ ∈ (0, 1] with a Brownian motion with variance σ 2 (κ) = (−κ,κ) x 2 ν(dx), thus obtaining a Lévy process with jumps of finite activity whose increment distribution F κ (t, ·), t > 0, we can simulate from using Algorithm 2 in Appendix B below (for ease of reference we recall the definition and properties of ARA [AR01] in Appendix B). In order to adapt Algorithm 1 to this setting, for every n ∈ N, we need to substitute the variables ({ξ k } n k=1 , ς n ) with their approximate versions, {ξ n,k } n+1 k=1 , which are conditionally independent given {ℓ k } n k=1 :
(1.9) X
[n]
The key question, answered by the following theorem, is how to set the cutoff level κ n ∈ (0, 1] as a function of n in (1.9), see also Remark 6(i) below. Denote x ∧ y = min{x, y} for x, y ∈ R.
Theorem 6. Let κ 0 = min{1, (T I β + 0 ) 1/β + } and κ n = κ 0 2 −rn /n for all n ∈ N and some r > 0.
, the Monte Carlo algorithm based on (1.9) is optimal in the sense of Remark 6(i) below. Its
from (1.9) with n = log η ǫ + O(1) and N = O(ǫ −2 ) as ǫ → 0) is obtained at an expected computational cost of
Remark 6. (i) It follows from the proof of Theorem 6 (in Section 3.2 below) that the cutoff choice κ n = κ 0 η n /n is optimal in the class κ 0 2 −rn /n, r > 0, in the sense that it minimises the dominant power of the computational complexity C M C (ǫ) and, once this has been achieved, the leading constant in C M C (ǫ). We are able to satisfy the latter criterion by minimising the leading constant over all r in the interval where the dominant power is minimal. In particular, the minimiser of the dominant power in C M C (ǫ) is not unique and r = log 2 (η −1 ) corresponds to an MC algorithm with the minimal leading constant. The factor 1/n in κ n is for technical convenience as the geometric rate of decay of κ n dictates the size of the bias.
(ii) As in the case of Theorem 2, the bias and variance for SBA with ARA are again geometrically decaying. This is due to the error in ARA being controlled by the cutoff level κ n (see (3.3) and [MR18, Thm 9]), which we take to be geometrically decaying in n. This is numerically feasible for SBA as typical values of n range between 10 and 20, see Figure 4 .4. Moreover, κ 0 is chosen to reduce the leading constant in (3.3) and does not affect the rates.
>0 approximates the time of the supremum τ T since X
T in Theorem 6 as its coupling with X is hard to control explicitly making the convergence rate difficult to obtain. 1.6.1. MLMC for SBA with ARA.
T ) for n ∈ N, and P 0 = 0. In Section 3.3 below we give a simple and natural coupling of the two ARAs (see Appendix B) X κ and X κ ′ of X for any 0 < κ < κ ′ , based on their Lévy-Itô decompositions, which induces a coupling (P n , P n−1 ) via (1.9).
for r > 0 and κ 0 as in Theorem 6. Then the coupling (P n , P n−1 ) in Section 3.3 below satisfies
is the cost of a single sample of (P n , P n−1 ). The optimal MLMC algorithm in the sense of Remark 7(i) below corresponds to the choice
is L 2 -accurate at level ǫ > 0 with the computational complexity of the following order as ǫ → 0 (recall that β + is defined in (1.4)):
Remark 7. (i) The proof of Proposition 7, in Section 3.3 below, considers a family of MLMC algorithms parametrised by the cutoff decay rate r. The dominant power of the computational complexity C M LM C (ǫ) is minimal for r in an interval close to zero. The optimal r is obtained by minimising the leading constant in C M LM C (ǫ) over that interval (cf. Remark 6(i) above).
(ii) The naive coupling in Section 3.3 is both easy to simulate and sufficient to get the optimal complexity for β + < 1, since in this case the level variances decay faster (in n) than the computational complexity of the simulation of (P n , P n−1 ) increases (in n). In the case β + ≥ 1, a "better" coupling would be required for this property to hold. The optimal coupling, which takes the form closely related to the optimal coupling in (3.3) below, cannot be simulated easily as we do not have direct access to the distribution of the superposition of many small jumps of X whose magnitudes fall into the interval (κ n , κ n−1 ), cf. Section 3.3. An investigation into a numerically feasible coupling with smaller level variances for β + ≥ 1 is left for future research. There are two natural ways of constructing RWA with ARA: (I) apply ARA to approximate the increments of the RWA as was done for SBA with ARA. However, since this requires the entire jump part of the path of the ARA process X κn to be constructed, it turns out to be more efficient to (II) use the approximation of the payoff at a randomised grid consisting of the deterministic uniform times of the RWA and the jump times of X κn . Approach (II), taken in [Der11] , approximates the supremum of the process better than (I) at no additional computational cost (up to a constant factor), as it avoids the error created by e.g. X κn jumping high up and than back down during a time increment of the RWA. The considerably improved performance of the RWA with ARA via (II) is compared to the SBA with ARA in Figure 1 .1, which assumes σ 2 = 0 (if σ 2 > 0 the RWA with ARA results are a slightly worse, while the plots for SBA with ARA remain valid). More precisely, a direct application of [Der11, Cor. 3.2] shows that the dominant power of the MC algorithm is bounded by 2+4β + /(4−β + ). Similarly, [DH11, Cor. 1] (for β + < 1) and [Der11, Cor. 1.2] (for β + ≥ 1) bound the dominant power in the MLMC algorithm by 2 ∨ (6β + /(4 − β + )). Interestingly, if β + > 2 √ 3 − 2 = 1.464 . . . the MC algorithm for SBA with ARA outperforms the MLMC algorithm for RWA with ARA.
1.7. Unbiased estimators. Randomising the number of levels and samples at each level in the MLMC estimator from the previous section yields an unbiased estimator (A.3) below, see e.g. [RG15, Vih18] . There are numerous ways of implementing this debiasing technique, typically based on a random variable R on the integers satisfying P[R = n] = p n > 0, n ∈ N, with the tail of its law in some way linked to the asymptotic decay of the level variances in the MLMC. While other estimators from [Vih18] could be considered, here we focus on the uniform stratified STE and ISE, with {p n } n∈N chosen to optimise the asymptotic inverse relative efficiencies (see Appendix A.2 below for definition and properties). If we are able to simulate the increments of the Lévy process X in constant time, as in Section 1.5 above, we can always construct an unbiased estimator for EP , where P = g(X), by setting
for the STE and (ii) p n = n −1/2 2 −(n−1)/2 − (n + 1) −1/2 2 −n/2 for the ISE.
In the case of the SBA with ARA, if β + < 1, unbiased estimators for Eg(X T , X T ) can be constructed using the results of Section 1.6 and Appendix A.2 by setting
If the computational complexity grows at least as fast as the level variances decay, as is the case for the SBA with ARA when β + ≥ 1, then the STE and ISE are still unbiased but their asymptotic variance and/or computational complexity are infinite (see Remark 14 in Appendix A.2 below). It is not clear what the optimal choice of the law {p n } n∈N should be.
2. The law of the error and convergence rates 2.1. Preliminaries. Let X be a Lévy process on [0, T ] with law P and the characteristic triplet (σ 2 , ν, b) (see [Sat13, Def. 8 .2]). The drift b ∈ R corresponds to the cutoff function x → 1 |x|≤1 (cf. [Sat13, Rem 8.4]). X is assumed not to be a compound Poisson process with drift, which is by Doeblin's diffuseness lemma [Kal02, Lem. 13.22] equivalent to Assumption (D). P (X t = x) = 0 for all x ∈ R and for some (and hence all) t > 0.
Remark 8. The fact that assumptions on the moments of ν at infinity can be translated into the properties of the moments of X + t and X t for any t > 0 will be used throughout. Indeed, by dominating X pathwise with a Lévy process Z equal to X with the jumps in (−∞, −1] removed and applying [Sat13, Thm 25 .3] to Z, we find that the conditions I p + < ∞ and E p + < ∞ (see (1.3) and (1.5)) for any p ≥ 1 imply E (X + t ) p < ∞ and E exp(pX + t ) < ∞ for some (and hence all) t > 0, respectively. Similarly, by applying [Sat13, Thm 25 .18] to Z we obtain that I p + < ∞ and E p + < ∞ imply E (X t ) p < ∞ and E exp(pX t ) < ∞, respectively. 
it is possible (see [PUB12] ) to obtain a complete description of the law of the concave majorant C. In particular, t → C t is a piecewise linear function with infinitely many faces (i.e. line segments). By concavity, the slope of any face of C is greater than the slope of any other face that occurs after it (see Figure 2 .1(a)). Now, by sampling the faces independently at random uniformly on lengths (see Figure 2 .1 for the choice of the first three faces for a given path of X) and denoting the left and right ends of the n-th face by g n and d n , respectively, [PUB12, Thm 1] asserts the distributional equality
where ℓ = {ℓ n } n∈N is the stick-breaking process on [0, T ] based on the uniform law U (0, 1) (i.e.
and X ′ is a copy of X, independent of ℓ. 
The concave majorant C may be used to express the vector of interestX
, since the location (resp. time) of the supremum of X over [0, T ] equals the sum of all the heights (resp. lengths) of the faces of C with positive slope. Hence, by (2.1), the vector (X n T , X n T , τ n T ) in Algorithm 1 has the same law as the right-hand side in (2.2). We may therefore use the a.s. equality in (2.2),
to define a natural coupling betweenX and (X n T , X n T , τ n T ). The error of this approximation clearly equals
, which again by (2.1) has the required law. Indeed, the sum n k=1 (d k − g k ) of the lengths of the observed face in (2.2) has by (2.1) the same law as L n . Hence, conditioning on this sum on the left-hand side of (2.1) yields the same law as conditioning on the right-hand side on
where the second equality in law follows from (2.1) applied to the Lévy process X ′ on the interval [0, L n ]. The unconditional result follows by integrating over L n .
(b) We assume the existence of a function a on the positive reals, such that {X tδ /a(δ)} t≥0 converges weakly to some process {Y t } t≥0 as δ ց 0 in the sense of finite-dimensional distributions. It is known that the limiting process is then self-similar [BGT89, Thm 8. Note that 
By the conditional equality in law given in (2.3), we obtain
Recall that the weak convergence is equivalent to Ef (Z δ ) → Ef (Ỹ ) as δ ց 0 for every bounded and continuous f . Since L n → 0 a.s. and {L n } n∈N and X ′ are independent, conditional on the sequence {L n } n∈N we get E[f (Z Ln )|L n ] → Ef (Ỹ ) as n → ∞. The sequence of random variables {E[f (Z Ln )|L n ]} n∈N is bounded (since f is) and converges a.s. to Ef (Ỹ ).
Hence, by the dominated convergence theorem, it converges in L 1 implyingZ Ln d →Ỹ . Hence, the weak limit holds for the left-hand side of (2.4), implying the statement in Theorem 1(b).
Remark 9. The final step in Algorithm 1 is motivated by assertion (a) in Theorem 1. This has the following coordinate-wise benefits beyond the exact law of the first coordinate. 
is stochastically dominated by either of the random variables X t and −X t . Put differently, the tail of the error of the second coordinate inX n in Algorithm 1 is bounded above by the lighter of the tails of X ′ Ln and −X ′ Ln . This observation leads to the assumption I 1 − < ∞ in Theorem 2(b) being sufficient for the stated convergence rate.
(ii) Note that τ T ∈ [τ n T , τ n T + L n ] and Algorithm 1 is choosing randomly the endpoints of the interval via a Bernoulli random variable with mean ρ(L n ), where ρ(t) = P(X t > 0). The generalised arcsine law [Ber96, Thm VI.3.13] shows that if ρ(t) (for all t > 0) is equal to a constant ρ 0 ∈ (0, 1), which is the case if e.g. X is a subordinated stable or a symmetric Lévy process, then our algorithm is unbiased:
In general, Corollary 8 below and (1.1) imply that, conditional on L n = t, the bias equals
where U ∼ U (0, 1) is independent of X ′ , which itself is a copy of X. Hence,
where ρ(s) = P[X s > 0]. Since t → τ t is right-continuous and nondecreasing, so is t → Eτ t . The integral equation in the display above, the continuity of ρ(t) for t > 0 and a bootstrap argument imply that t → Eτ t (X) is absolutely continuous with a derivative, say h. Put differently, we have Eτ t (X) = t 0 h(s)ds for all t > 0. Multiplying the equality in the display by t and applying integration by parts yields Lemma 9. The Lévy measure ν of X satisfies the following for all κ ∈ (0, 1]:
Proof. Multiplying the integrands by (|x|/κ) β + , (κ/|x|) 2−β + and (|x|/κ) β + −1 , respectively, and extending the set of integration to (−1, 1) yields the bounds.
Lemma 10. Let X be a Lévy process satisfying (D) and I + 1 < ∞. Then for all t ∈ [0, T ] the following statements hold.
(a) The inequality EX t ≤ m X (t) holds, where
(b) Assume further that I 2 + < ∞. Then the following inequality holds
(c) Assume in addition I 2k + < ∞ for some k ∈ N. Then there exists a polynomial m X,k of degree at most 2k, such that m X,k (0) = 0 and E X 2k t ≤ m X,k (t). (ii) The proof of Theorem 2 (and indeed the application of Algorithm 1 to MLMC) rests on translating the bounds on the moments of the supremum in Lemma 10 to the bounds on the moments of the error, see Corollary 11 below. In this context note that by Lemma 10(b) the second moment of the supremum at a small time t decays as t. If X is spectrally negative without a Brownian component, then σ 2 = I 2 + = 0. The quantity tI 2 0 corresponds to the quadratic variation of the pure jump martingale in the Lévy-Itô decomposition at level κ = 1 used in the proof. By taking arbitrarily small κ > 0 instead, we could eliminate this term, thus obtaining a leading order greater than one. This is analogous to the improvement in the second part of [GX17, Thm 4.2]. We do not elaborate here because Lemma 10 implies that Algorithm 1 has optimal computational complexity (i.e. the second moment of the error decays sufficiently fast) for a general Lévy process. 
is Lévy with triplet (0, ν| (−κ,κ) , 0) (resp. (0, ν| R\(−κ,κ) , b − b κ ) -recall that we are using the cutoff function x → 1 |x|≤1 ) and B = (B t ) t≥0 is a standard Brownian motion. Moreover, the processes B, J 1,κ , J 2,κ are independent, J 1,κ is an L 2 -bounded martingale with the magnitude of jumps at most κ and J 2,κ is a compound Poisson process with intensity ν(κ) (see (2.5) above) and no drift.
Proof. (a) By the discussion above we have X t ≤ b + κ t + |σ|B t + J 
Hence (2.7) implies (2.8)
If β + = 2, then taking κ = 1 in (2.8) yields the first formula in (2.6). If β + ≤ 1 then I 1 0 < ∞. Letting κ → 0 in (2.8) we obtain the third formula in (2.8). 
is a nonnegative L 2k -submartingale that dominates X. Hence Doob's martingale inequality yields
For any j ∈ {1, . . . , k}, by [BS13, Prop.
2.3] we have E[(X
t ] = q j (t) for some polynomial q j of degree at most 2j with q j (0) = 0 (note E X 2k 1 < ∞ by the assumption in the lemma and ν((−∞, −1]) = 0). Jensen's inequality yields E (X
. Since all odd powers of X + t are multiplied by a power of t, the result follows from t r+1 ≤ T r t for any r ≥ 0 and t ∈ [0, T ].
(b) Again we may assume ν((−∞,
t , taking expectations in the Lévy-Itô decomposition of X for κ = 1 yields
The inequality EX + t ≤ EX t ≤ m X (t) and (2.9) (for k = 1) complete the proof. Corollary 11. Let X be a Lévy process satisfying (D), fix T > 0 and recall
(b) Let m Z be the function in (2.6) for Z = X − J 2,1 , where J 2,1 is the compound Poisson process in the Lévy-Itô decomposition of X (see the paragraph preceding the proof of Lemma 10). Using the notation ν(1) = ν(R \ (−1, 1)), for r > 0 we have
where Em Z (L n ) = O(η n ) (see (1.4) for the definition of η) and more specifically,
Proof. (a) By Lemma 10(c) there exists
Ln , where X ′ is an independent copy of X. Hence E ∆ n 2k = E X ′ 2k Ln ≤ KEL n = KT /2 n . (b) Using the notation from the proof of part (a), let A be the event on which X ′ does not having a jump of size larger than 1 during the interval [0, L n ]. Then,
and, conditional on A, X ′ has the law of Z. On the other hand, Markov's inequality and Lemma 10(a) applied to Z yield P Z t > r ≤ r −1 E Z t ≤ r −1 m Z (t). Putting everything together and taking conditional expectations given L n , yields the result:
To establish (2.11), we use the bound ∆ n ∧ r ≤ 1 A ∆ n + (1 − 1 A )r. Since the law of ∆ n , conditional on A, is by Theorem 1(a) that of Z Ln we get
The last term in the display is by Lemma 10(a) bounded above by Em Z (L n ). A straightforward calculation, based on the formula in (2.6), yields the explicit bound for Em Z (L n ) stated in the corollary. We bound E[(∆ n ∧ r) 2 ] in the same way, applying Lemma 10(b) to the (Z Ln ) 2 . This yields (2.12).
Proof of Theorem 2. (a) By Lemma 10(a), there exists a constant K ′ > 0, which is explicit in the triplet (σ 2 , ν, b) (e.g. bounded above by the sum of all the constants on the right-hand side of (2.6)) and satisfies m X (t)
For any r > 0, we have E(L n ) r = T r (EU r 1 ) n = T r (1 + r) −n , where U 1 ∼ U (0, 1). Hence, using (1.1) and Lemma 10(a), we find (2.13)
where η is defined in (1.4). The bound on E[(∆ n ) 2k ] follows from Lemma 10(c) along the same lines. The explicit leading constant in the case k = 1 follows from Lemma 10(b).
Recall thatX n is the output of Algorithm 1. By Remark 9(i), we can couple ς n and ∆ n so that 0 ≤ ∆ n − ς + n ≤ ∆ n . Hence (2.11) yields:
where Z = X − J 2,1 . Corollary 11(b) then implies the result. The bound on the second moment E[|g(X) − g(X n )| 2 ] follows from an analogue of (2.14) and the bound in (2.12) of Corollary 11(b). Now assume that I 1 + < ∞. Then, again using the coupling from Remark 9(i), we obtain
where the second inequality follows from Lemma 10(a) and Theorem 1(a) and the third from (2.13). In the case I 2 + < ∞, an analogous bound to (2.15) and Lemma 10(b) yield the result and the explicit constant in O(2 −n ). If I 1 − < ∞, we note that by Remark 9(i) the error ∆ n − ς + n is stochastically dominated by sup s∈[0,Ln] (−X ′ s ). Hence the first inequality in (2.15) takes the form
The theorem now follows as in the case I 1 + < ∞ above, where we apply Lemma 10(a) to −X. If I 2 − < ∞, we bound E[|g(X) − g(X n )| 2 ] as above by applying Lemma 10(b) to −X. Proof of Proposition 3. As the proofs for p ∈ {1, 2} are completely analogous, we shall only focus on p = 1. Recall that the second component ofX n (resp.X) equals X n T + ς + n (resp. X T ). By Remark 9(i), the coupling in the proof of Theorem 1 can be used to deduce that (ς n , ∆ n ) has the same law as (X ′ Ln , X ′ Ln ), where
n , the locally Lipschitz property of g implies:
From the definition of k q we get (1 − q −1 ) −1 ≤ k q and so k −1 q + q −1 ≤ 1. Define r q = (k −1 q + q −1 ) −1 ≥ 1, s = k q /r q > 1, and s ′ = (1 − 1/s) −1 . Since r q s ′ = q, Jensen's and Hölder's inequalities then give:
where the second expectation in the final line is finite by assumption E λq + < ∞ and the remark in Section 2.1 above.
We now estimate both expectations in (2.16). Since E λq + < ∞, we have I n + < ∞ for all n ∈ N. Hence the elementary inequality (x + y) kq ≤ 2 kq (x kq + y kq ) (for all x, y ≥ 0), Lemma 10(c) and Theorem 2(a) yield
It remains to obtain explicit bounds for E[exp(λqX T )]. By removing all jumps smaller than −1 from X, we obtain a Lévy process Z with triplet (σ 2 , ν| [−1,∞) , b) that dominates X path-wise and in particular Z T ≥ X T . Now set Z * t := sup s∈[0,t] |Z s | ≥ Z t and define h : x → e λqx − 1. Then by [Sat13, Eq. (25.15)], for any c > 0 we have
Hence, we get
An expression for the latter can be found in terms of the Lévy-Khintchine formula for Z (see [Sat13, Thm. 25 .17]). Moreover,
(m Z and m −Z are as in Lemma 10(a)). Hence, we finally get, for sufficiently large c > 0,
,
Proof of Proposition 4. As discussed above, the quality of the continuity of x → F (T, x) = P[X T ≤ x] plays a crucial role in the rate of convergence of functionals with discontinuities. Recall that the coupling described in Remark 9(i) yields 0 ≤ X n T ≤ X n T + ς + n ≤ X T a.s. Let ǫ n = η n/(γ+1) and note
By (2.10) in Corollary 11 we have P ǫ n < ∆ n = O(η nγ/(γ+1) ). The assumed Hölder continuity of the distribution function of X T in (H M,γ ) implies P x < X T ≤ x + ǫ n ≤ Kǫ γ n . Given the bound in Corollary 11, the constants are clearly explicit as stated in Remark 4(i). By the coupling from the proof of Theorem 1, extended to ς n in Remark 9(i), for all n ∈ N we may assume the following a.s. relations betweenX and the outputX n of Algorithm 1: X n T +ς n = X T , X n T +ς + n ≤ X T and τ n T +L n 1 ςn>0 ≤ T . Hence parts (i) and (ii) of Assumption (a) imply that g(X n ) and g(X n ) 2 are dominated by ζ = G(X T , X T , T ) and ζ 2 , respectively. Since ζ and ζ 2 are integrable by assumption, the dominated convergence theorem yields
Recall that {X i n } N i=1 is the output produced by N independent runs of Algorithm 1 using n steps. Define the normalised centred random variables
Hence, by (3.2), we find
where o(1) is a deterministic sequence, proportional to the one in (3.1). Hence, (1.7) holds if and only if 
as N → ∞, implying Lindeberg's condition and our theorem.
Remark 11. Identifying the appropriate G in Theorem 5 is usually simple. For instance, the following choices of G can be made in the contexts of interest.
(a) Let g be Lipschitz (as in Theorem 2). Then we can take
(ii) G(x, y, t) = |g(x, y, t)| + 2K(y + t), if I 2 + < ∞. (b) Let g be locally Lipschitz with the Lipschitz constant exponentially increasing at rate λ > 0 (as in Proposition 3). Then we can take (i) G(x, y, t) = Ke λy , if g(x, y, t) ≤ Ke λy and E 2λ + < ∞ (lookback and hindsight options fall in this category); (ii) G(x, y, t) = |g(x, y, t)| + 2K(y + t)e λy if E 2λq + < ∞ for some q > 1. (c) If g is a barrier option (as in Proposition 4), then take G(x, y, t) = g ∞ .
Remark 12. If we are prepared to centre, it is possible to apply the standard iid CLT to the estimator based on Algorithm 1. Indeed, for fixed n, assuming V[P n ] < ∞ where P n = g(X n ), the classical CLT yields
as N → ∞.
In contrast, the gist of Theorem 5 is that one need not centre the sample with a function of n, which itself depends on the sample.
3.2. SBA with ARA: error analysis. At the heart of the proof of Theorem 6 lies the comparison of X t and its ARA X κ t (at level κ ∈ (0, 1]) with distribution functions F (t, ·) and F κ (t, ·), respectively, see Appendix B. In particular, the coupling (X t , X κ t ) only requires the coupling (J 1,κ t , σ(κ)W t ), where J 1,κ is the L 2 -bounded martingale in the Lévy-Itô decomposition of X and W is the independent standard Brownian motion in the ARA (see Appendix B), as the remainder of the Lévy-Itô decompositions of X and X κ are identical (see page 15) and can be coupled synchronously. Hence, by [MR18, Thm 9], the
for any for p ∈ [1, 2] and some constant K 0 > 0, independent of p. Moreover, the optimal coupling in (3.3) takes the form ζ Proof of Theorem 6. Assume κ n = κ 0 2 −rn /n for some r > 0. Fix n ∈ N and pick k ∈ {1, . . . , n}. Then, using the Lévy-Itô decomposition of X on page 15 above and the ARA in Appendix B below, conditional on ℓ k = t, we have the coupling (ξ k , ξ n,k ) given by ξ k = b κn t + σB t + J κn,1 t + J κn,2 t and ξ n,k = b κn t + σB t + σ(κ n )W t + J κn,2 t , where (J
) is defined in the paragraph immediately preceding the proof. It clearly holds that, conditional on ℓ k = t, we have ξ k ∼ F (t, ·) and ξ n,k ∼ F κn (t, ·). Let c = log 2 ( 3 2 ) ∈ ( 1 2 , 1). Conditioning on ℓ k and applying the bound in (3.3) (with p = 1), Jensen's inequality for concave functions and Lemma 9 we obtain
where ⌊x⌋ = max{n ∈ N ∪ {0} : n ≤ x} for any x ≥ 0, and c 1 = (rβ + /(2c)) ∧ 1 in (0, 1] is related to the solution of rβ + /2 − xc = 0. Similarly, in the case p = 2 we obtain
where c 2 = (rβ + ) ∧ 1 ∈ (0, 1]. Since L n and ℓ n in Algorithm 1 have the same law, estimates in (3.4)-(3.5) (with k = n) also clearly hold for the coupling (ς n , ξ n,n+1 ).
Using the coupling from Remark 9(i) above, we may add and subtract (X n T + ς n , X n T + ς + n ) (see Alg. 1 for definition) to the error in Theorem 6:
Note further that the random vectors {(ξ k , ξ n,k )} n k=1 ∪ {(ς n , ∆ n , ξ n,n+1 )} are uncorrelated and {ξ k − ξ n,k } n k=1 ∪ {ς n − ξ n,n+1 } all have mean zero. Then the triangle inequality and |x + − y + | ≤ |x − y| for all x, y ∈ R yield
, and
Hence it suffices to analyse the rate of decay of the error E[|∆ [n] | p ], p ∈ {1, 2}. Set the convention ∅ = 0 and recall η from (1.4). Then (3.4) above and Theorem 2(b) imply
since if c 1 < 1 then rβ + /2 − c 1 c = 0. Similarly, by (3.5) and Theorem 2(b), we find
The expected computational complexity of the algorithm in Appendix B at level κ ∈ (0, 1] and time t > 0 is O(1 + tν(κ)). Hence, the expected effort needed to obtain a single sample of (1.9) equals C L (n) = O (n + n k=1 E[ℓ k ]ν (κ n )) = O n β + 2 rβ + n , by the estimate in Lemma 9 and definition κ n = κ 0 2 −rn /n. This concludes the proof of part (a) of the theorem.
Since the function g in part (b) is Lipschitz, part (a) and the triangle inequality imply that the bias is of order
Hence we required n to satisfy ǫ 2 /2 = O(2 −2n(r∧log 2 (η −1 )) ), i.e. n = −q −1 1 log 2 ǫ + O(1) as ǫ ↓ 0, where q 1 = r ∧ log 2 (η −1 ). Then the cost of a single sample is C L (n) ≤ K ′ q −β + 1 ǫ −β + r/q 1 | log ǫ| β + for some constant K ′ > 0 independent of ǫ and r. Hence, the optimal rate is attained at any r ∈ (0, log 2 (η −1 )] and given by C L (n) ≤ K ′ q −β + 1 ǫ −β + | log ǫ| β + . Taking the number of samples N = O(ǫ −2 ) ensures the Monte Carlo error is smaller than ǫ 2 /2, yielding the complexity C M C (ǫ) in the theorem. Moreover, the leading constant as a function of r is proportional to (r ∧ log 2 (η −1 )) −β + , which is minimised at r = log 2 (η −1 ) on the interval (0, log 2 (η −1 )]. 
for t ≥ 0, and note that for any κ ∈ (0, κ ′ ) we may express J
t , where J 1,κ is the L 2 -martingale from the Lévy-Itô decomposition of X at the level κ andJ κ,κ ′ is an independent compound Poisson process with the Lévy triplet (0, ν| (−κ ′ ,κ ′ )\(−κ,κ) , b κ ′ − b κ ). This implies J 2,κ =J κ,κ ′ + J 2,κ ′ , where J 2,κ is the compound Poisson process in the Lévy-Itô decomposition of X at level κ and the two summands are independent. Pick two independent standard Brownian motions W 1 and W 2 . The synchronous coupling (X κ , X κ ′ ) of the two ARAs (see Appendix B for definition) is for any t ≥ 0 given by
In particular, (X κ t , X κ ′ t ) can easily be simulated and the process X κ ′ − X κ is an L 2 -martingale started at zero. Thus, for any t ≥ 0, we have
since the compound Poisson processJ κ,κ ′ has jumps in the strip (−κ ′ , κ ′ ) \ (−κ, κ) arriving with intensity ν(κ) − ν(κ ′ ) and distribution proportional to ν| (−κ ′ ,κ ′ )\(−κ,κ) (as usual ν denotes the Lévy measure of X and ν(κ) and σ 2 (κ) are defined in (2.5) above).
Proof of Proposition 7. In order to specify the coupling of (P n , P n−1 ), it is sufficient to couple the pairs (X
[n]
T , X
) for any n ≥ 2. First note that we may use the same stick sizes in definition (1.9) of both estimators, i.e. {ℓ k } n k=1 in the former and {ℓ k } n−1 k=1 in the latter. Having done this, by the conditional independence, for any k ∈ {1, . . . , n − 1} we may couple (ξ n,k , ξ n−1,k ), given ℓ k = t, via the coupling above for the corresponding ARAs with cutoff levels κ n and κ n−1 : (ξ n,k , ξ n−1,k ) = (X κn t , X κ n−1 t ). It is clear that such a coupling can be defined conditional on the entire sequence {ℓ k } n−1 k=1 of stick sizes. Since L n−1 = L n + ℓ n , the coupling between ξ n−1,n and (ξ n,n , ξ n,n+1 ), conditional on ℓ n = t and L n = s, can be defined as ξ n−1,n = X κ n−1 t+s and (ξ n,n , ξ n,n+1 ) = (X κn t , X κn t+s − X κn t ). Recall that for any n ∈ N we have κ n = κ 0 2 −rn /n. By (3.8) and (2.5), there exists a constant K ′ > 0 independent of r > 0 such that
for all n and k ∈ {1, . . . , n − 1}.
Similarly we find
This structure is analogous to the one in the proof of Theorem 6: the random vectors {(ξ n,k , ξ n−1,k )} n−1 k=1 ∪ {(ξ n,n+1 , ξ n,n , ξ n−1,n )} are uncorrelated and {ξ n,k − ξ n−1,k } n−1 k=1 ∪ {ξ n,n+1 + ξ n,n − ξ n−1,n } all have mean zero. Hence E|∆ [n,n−1] | 2 = V[∆ [n,n−1] ] and thus the triangle inequality and (3.9)-(3.10) yields
Since |x + − y + | ≤ |x − y| for all x, y ∈ R, the bound in (3.9) implies
where the last inequality follows from an application of Lemma 10(b) to X κn and X κ n−1 , since
. This quantity does not depend on the chosen coupling. Thus, (3.6) implies
, the Lipschitz property of g, (1.9) and (3.11) imply that there exists K > 0 such that
It is clear from the construction of the coupling (P n , P n−1 ) that the cost of simulating a single sample takes at most twice as much effort as that required for sampling P n . Hence by Theorem 6(a) we have C L (n) = O(n β + 2 rβ + n ) as n → ∞. By Theorem 6(a) and the Lipschitz property we have |EP n − EP | = O(2 −q 1 n ), where q 1 = r ∧ log 2 (η −1 ). Thus setting n = −q Assume β + < 1 and note that picking r > 1 reduces neither the bias nor the level variance (compared for example to r = 1), while increasing the computational cost. Hence we may assume without loss of generality that r ∈ (0, 1], which implies that q 3 < q 2 . Consider the sequence N 1 , . . . , N n given by (A.2) in the case q 3 < q 2 . Then there exists K ′ > 0 such that for any δ ∈ (0, q 2 − q 3 ) the computational complexity satisfies (3.12)
The leading constant in (3.12), as a function of r, is bounded above by a function proportional to r → (1 − 2 −(q 2 −q 3 )/2 ) −1 . It is easily seen that this function is minimised on the interval (0, 1] at r = 1/(2 − β + ) as claimed.
Assume β + = 1. The same argument as in the previous case implies that we need only consider r ∈ (0, 1], which in particular yields q 2 = q 3 = r. Let N 1 , . . . , N n be as in (A.2) for q 2 = q 3 . Then the complexity of the MLMC estimatorP in (A.1) is, for some constants K ′′ , K ′′′ > 0 independent of ǫ and r, bounded by
The leading constant is minimal when q 1 is maximal on (0, 1], i.e. when r = log 2 (η −1 ). Assume β + ∈ (1, 2) and note q 2 < q 3 . Hence the choice N 1 , . . . , N n in (A.2) for q 2 < q 3 and the formula for C L (n) above imply that there exists K ′′ > 0, independent of ǫ and r, such that for K 1 = (2 (q 3 −q 2 )/2 − 1) −1 and K 2 = (1 − 2 (q 2 −q 3 )/2 ) −1 we have
.
Since by (1.4) we have log 2 (η −1 ) ≤ 1 < 1 2−β + , the dominant power r → 2 +
is equal to the constant 2β + on the interval (0, log 2 (η −1 )] and strictly increasing and linear on the interval (log 2 (η −1 ), ∞). The leading constant is proportional to q −β + 1 and is minimised (over r ∈ (0, log 2 (η −1 )]) at the boundary r = log 2 (η −1 ), concluding the proof of the proposition.
Numerical examples
The implementation of Algorithm 1 above can be found in the repository [GCMUB18a] together with a simple algorithm for the simulation of the increments of the VG, NIG and weakly stable processes. This implementation of Algorithm 1 was used in Sections 4.1-4.4 below. |x| −2α−1 ∞ 0 s −α−3/2 e −λsx 2 −s −1 /2 ds, implying that the Blumenthal-Getoor index of X is β = 2α ∈ [0, 2), and its Gaussian component equals σ 2 = σ 2 Y . Moreover, the increment X t can be simulated in constant expected computational time for any t > 0.
We consider the estimators
) are N iid samples produced by running the Algorithm 1 over n steps (resp. RWA over 2 n steps) and the payoff g corresponds to either a lookback put or an up-and-out call options under S = S 0 exp(X). Figure 4 .1 shows that the accuracy of the two algorithms is comparable as suggested by Propositions 3 and 4 above (note E q ± < ∞ if and only if q 2 < 2λ, since E e qXt = e bt E e q 2 Yt/2 ). 4.2. Asymptotic and non-asymptotic CIs. Now let X be a Normal Inverse Gaussian process (NIG) with parameters (b, κ, σ, θ), that is, a Lévy process with characteristic function
, whose Lévy measure is given by
, where K 1 is the modified Bessel function of the second kind, which satisfies
We simulate the increments of the NIG process by [CT04, Alg. 6.12]. Figure 4 .2 presents confidence intervals at level 1 − ǫ = 99% for the prices of hindsight put and barrier up-and-out call under the NIG model S = S 0 exp(X). The non-asymptotic CI for the hindsight put is constructed via Chebyshev's inequality as discussed in Section 1.4 above. In particular, note that the payoff of the hindsight put g : (x, y, t) → (K − e y ) + is non-increasing in y and does not depend on x and t. Since X T dominates X n T + ς + n (see Remark 9(i) above), we apply Eg(X n ) ≥ Eg(X) and find 0 ≤ Eg(X n ) − Eg(X) < r 1 ,
where ∆ g n,N is defined in (1.6), reducing the upper bound of the CI to the error r 2 , which depends on the bound on g and the number of samples N but not on n.
As explained in Section 1.4 above, if explicit constants in the bounds on the bias are not available in terms of the model parameters, as is the case with an up-and-out call option (see Proposition 4 above and remarks following it), we resort to the CLT in Theorem 5 above. The plot on the right in Figure 4 .2 depicts the asymptotic CI for an up-and-out call as a function of log 2 N , where N is the number of samples used to estimate E[g(X)] and the asymptotic variance in (1.7) of Theorem 5 is estimated using the sample. Cost of pricing the up-and-out call: It is common practice in MLMC to estimate the bias and level variances (rather than use the theoretical bounds such as those in Theorem 12) first and then compute the numbers of samples {N k } n k=1 at each level by solving a simple optimisation problem. This often improves the overall performance of the algorithm but requires an initial computational investment. The fact that {N k } n k=1 are based on estimates gives rise to some oscillation in their behaviour and, consequently, in that of the computational cost. However, as expected from (A.2), the bottom left plot in Figure 4 .3 shows that {N k } n k=1 constitute approximately straight lines for various levels of accuracy. The bottom right plot in Figure 4 .3 shows that the computational complexity is approximately constant, as expected from the analysis in Section 1.5 above. Moreover, the difference in the complexity between the MC and MLMC is numerically seen to be small. This is not surprising since, as explained in Section 1.5 above, the two differ by a log-factor. The analogous figure for the MLMC based on the RWA for the identical model parameters and option is given in [GX17, Fig. 7] .
The computational complexity of MLMC in Figure 4 .3 is greater than that of the MC (for ǫ > 1/8000) due to the size of the leading constant. Overall, the performance of both MC and MLMC in this examples is good, with the actual decay rates of the bias and level variances being better than the theoretical bounds by a factor of 2.
4.4. SBA with ARA for CGMY: MC and MLMC. CGMY is a widely used model for a risky asset S = S 0 exp(X) in financial mathematics (see [CT04] and the references therein), where the characteristic triplet (σ 2 , ν, b) of the Lévy process X equals σ 2 = 0, ν(dx) = λ|x| −1−α (e −β 1 x 1 x>0 + e −β 2 |x| 1 x<0 )dx (where α ∈ [0, 2) and λ, β 1 , β 2 > 0) and b ∈ R. Exact simulation of increments is challenging if α ∈ (1, 2) and requires the application of the ARA. Figure 4 .4 plots the estimate for Eg(X) based on Algorithm 1 with ARA (the cutoff level is set as in Theorem 6) as a function of the number of steps n. The true value was estimated by SBA with ARA using n = 30 steps and N = 10 8 samples. Note that the payoff in Figure 4 .4 is monotone in the supremum. Unlike in the cases where we can obtain exact samples of the increments (see the left plot in Figure 4 .2), in Figure 4 .4 we do not see a monotonic behaviour of the estimator Eg(X n ). The observed oscillations are due to the ARA for the small jumps. Cost of pricing the hindsight put: Theorem 12. Consider a family of square integrable random variables P, P 1 , P 2 , . . .
Assume that for some q 1 ≥ (q 2 ∧ q 3 )/2 > 0 and all n ∈ N we have
where c 1 , c 2 , c 3 are positive constants. Then for every ǫ > 0 there exist n, N 1 , . . . , N n ∈ N (see Remark 13(i) below for explicit formulae) such that the estimator
and the computational complexity is of order
O(ǫ −2−(q 3 −q 2 )/q 1 ) if q 2 < q 3 .
Remark 13. (i) In [CGST11] , the number of levels equals n = ⌈log 2 ( √ 2c 1 ǫ −1 )/q 1 ⌉ and the number of samples at level for k ∈ {1, . . . , n} is (A.2)
⌈2c 2 ǫ −2 2 −(q 2 +q 3 )k/2 /(1 − 2 −(q 2 −q 3 )/2 )⌉ if q 2 > q 3 , ⌈2c 2 ǫ −2 n2 −q 3 k ⌉ if q 2 = q 3 , ⌈2c 2 ǫ −2 2 n(q 3 −q 2 )/2−(q 2 +q 3 )k/2 /(1 − 2 −(q 3 −q 2 )/2 )⌉ if q 2 < q 3 .
Clearly, the number of levels n is obtained from the bound on the bias in Assumption (a), while the number of samples (A.2) at levels k ∈ {1, . . . , n} are obtained from a simple constrained optimisation using the bounds on the variances and the computational cost. In practice, if one has no access to the constants involved in the bounds in Assumptions (a), (b) and (c), one estimates them via Monte Carlo simulation for small n. In the setting of this paper this is the case for barrier options, see Proposition 4 and Remarks 4(i)-(v) above.
(ii) The coupling (P n , P n−1 ) that can be simulated, implicit in Assumptions (b) and (c) of Theorem 12, constitutes a crucial extension of any MC algorithm necessary for an MLMC estimator to be define. It is clear from (b) that a trivial independent coupling is undesirable in this context. In fact, typically, the optimal coupling (the one where V[P n+1 −P n ] equals the L 2 -Wasserstein distance between the laws of P n − EP n and P n+1 − EP n+1 , cf. (3.3) above) is very expensive (resp. impossible) to simulate, making the bound in (c) very large (resp. infeasible).
Hence a "compromise" coupling is needed, which is the case for our MLMC estimator for SBA with ARA when β + ≥ 1, see Section 1.6.1 above. In contrast, Assumption (a) requires no specific coupling since |EP n − EP | only compares P and P n through their means. Thus, q 1 may be computed using the optimal coupling, even if unavailable for simulation.
A.2. The debiasing techniques. A certain random selection of the variables {D k n } n,k∈N in Theorem 12 leads to an unbiased estimator for EP (see [McL11, RG15] ). More precisely, following [Vih18, Thm 7] , define the estimator
where the sequence of nonnegative random integers {N k } k∈N , independent of {D k n } n,k∈N , satisfies EN k > 0 for all k ∈ N and ∞ k=1 N k < ∞, i.e. N k = 0 for all sufficiently large indices. The sequence {N k } k∈N can be constructed as a deterministic functional of a finite sample of positive integers {R j } N j=1 as follows: (a) single term estimator (STE): N k = N j=1 1 R j =k ; and (b) independent sum estimator (ISE): N k = N j=1 1 R j ≥k (see [Vih18, Thms 3 & 5] ). For instance, one may take {R n } N n=1 to be iid with common law p n = P[R = n] > 0, n ∈ N. The computational complexities of STE and ISE are linked with the optimal choice for the law of R [Vih18, Sec. 6]. One of the choices analysed in [Vih18] is that of the Uniform Stratified Estimator (USE), described in Theorem 13 below. Let F R : x → ⌊x⌋ n=1 p n , x > 0, be the distribution function of R, let F −1 R : u → inf{k ∈ N : F R (k) ≥ u}, u ∈ (0, 1), be its generalised inverse. Put p n = 1 − F R (n − 1) for n ∈ N and recall C L (n) defined in Theorem 12 above. 
where V 0 (n) = V[P n − P n−1 ], V Σ (n) = V[P − P n−1 ] − V[P − P n ]. The lower bounds follow from the Cauchy-Schwarz inequality, do not depend on the choice of the law {p n } n∈N and are attained by taking p n = K 0 V 0 (n)/C L (n) (with K V Σ (k)/C L (k)) for the ISE. These choices are then clearly optimal. When this lower bound is infinite, then either the asymptotic variance or the expected complexity is infinite. In such a case, [RG15] argues that one should pick the law of R so that the variance is finite but for which the expected complexity may be infinite. Algorithm 2 requires the user to be able to sample from the normalised tails of ν. This is arguably a mild assumption as there are multiple ways to do this, see e.g. [Ros01] . Clearly there exists a constant K > 0 (independent of t) such that a single run of the algorithm has expected computational complexity bounded as follows: C X κ (t) ≤ K(1 + tν(κ)).
Appendix C. Regularity of f
In this appendix we discuss the necessity of the Assumption (H M,γ ) in Proposition 4.
Example 1. For any γ ∈ (0, 1) there exists a Lévy process X with an absolutely continuous Lévy measure ν such that lim inf u↓0 u α−2 σ 2 (u) > 0 holds for some α ∈ (0, 1) and Assumption (H M,γ ) fails for γ at countably many M > 0.
Recall σ 2 (κ) = (−κ,κ) x 2 ν(dx) for κ ∈ (0, 1) and note that X in Example 1 has smooth transition densities by [Sat13, Prop. 28 .3].
Proof. The essence of the proof is to construct any such M as a singularity of the density of ν. For simplicity and to make things explicit, we shall prove it for a single and fixed M > 0. To that end, let Y be an α-stable process with positivity parameter ρ = P(Y 1 > 0) ∈ (0, 1) satisfying αρ + α + ρ < γ. Let Z be an independent Lévy process with finite Lévy measure ν Z given by ν Z ((−∞, x] \ {0}) = 1 ∧ (x ∨ M − M ) ρ and put X = Y + Z. Hereafter consider only small enough ǫ > 0, namely, ǫ < (T /2) 1/α ∧ (M ∧ 1)/2. Our goal is to bound from below the probability P(X T ∈ [M, M + 3ǫ)). To do this, we consider the event where Z has exactly one jump, Y is small and Y ≤ M at the time of that jump and then Y does not increase too much after the jump.
Since the density of Y 1 is positive, continuous and bounded, it follows from the scaling property that there is some constant K 1 > 0 (not depending on ǫ) such that for all t ≤ ǫ α ,
From [Bin73, Thm 4A], we also know that P(Y t ≤ ǫ) ≥ K 2 ǫ αρ for some constant K 2 > 0 and all t > T − ǫ α /2. Now, Z T ∈ [M, M + ǫ) has probability e −T T ǫ ρ since it can only happen if Z had a single jump on [0, T ], whose time U is then conditionally distributed U (0, T ). For fixed t ∈ (0, T ), the Markov property gives P sup
