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04 SUR LES THE´ORE`MES I ET II DE PAINLEVE´
par
Frank LORAY
en l’honneur d’Alberto Verjovsky
Re´sume´. — Un sie`cle avant Alberto, Paul Painleve´ e´tait lui aussi pro-
fesseur a` l’Universite´ de Lille et posait les fondations des notions de
feuilletage et d’holonomie a` travers deux the´ore`mes que l’on trouve au-
jourd’hui au de´but des “Lec¸ons de Stockholm”. Je remercie Alberto de
m’avoir encourage´ a` les lire et je propose ici d’en donner un e´nonce´ pre´cis
ainsi qu’une preuve rigoureuse illustre´e par de nombreux exemples. Je
termine par deux conjectures quant au comportement global des appli-
cations d’holonomie, localement de´finies par le The´ore`me II.
Introduction
Paul Painleve´ a implicitement introduit la notion de feuilletage holo-
morphe singulier dans la premie`re partie de ses “Lec¸ons de Stockholm”
lorsqu’il e´tudie les proprie´te´s des e´quations diffe´rentielles alge´briques du
premier ordre F (y′, y, x) = 0 (spe´cialement dans les “Lec¸ons 2 et 3”).
Classification mathe´matique par sujets (2000). — 32S65,34Mxx.
Mots clefs. — E´quations diffe´rentielles dans le domaine complexe, Points singuliers
mobiles, Prolongement analytique et Singularite´s.
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Afin de faciliter l’expose´, nous ne discuterons que des e´quations du
premier degre´ :
(E)
dy
dx
=
P (x, y)
Q(x, y)
avec P,Q ∈ C[x, y] polynomiaux dans chacune des variables (x, y) ∈ C2.
Si les conditions initiales (x0, y0) ∈ C2 satisfont Q(x0, y0) 6= 0, alors
le the´ore`me de Cauchy implique l’existence d’une unique solution y =
f(x) (pour l’e´quation (E)) qui est analytique sur un voisinage D de x0
et telle que f(x0) = y0. Nous noterons f(x, x0, y0) cette solution. Ce
the´ore`me est purement local. Que peut-on dire des solutions globales ?
Plus pre´cise´ment, que peut-on dire du prolongement analytique et des
singularite´s possibles de f(x, x0, y0) dans la variable x ? ou encore y0 ?
1. Prolongement analytique et fonctions multiformes
Rappelons les notions de prolongement analytique et de surface de
Riemann d’une fonction multiforme. Dans toute la suite, Ω de´signe un
domaine (connexe) de C, f un germe de fonction holomorphe en un
point x0 ∈ Ω, γ : [0, 1]→ Ω un chemin (continu ou diffe´rentiable) issu de
γ(0) = x0 et x1 := γ(1) son extre´mite´.
De´finition 1.1. — On dit qu’une suite de disques D0, D1, . . . , Dn ⊂ Ω
recouvre γ si, pour un de´coupage convenable 0 = t0 < t1 < · · · < tn <
tn+1 = 1 de l’intervalle, Dk contient γ([tk, tk+1]) pour k = 0, . . . , n. On dit
que f admet un prolongement analytique le long de γ s’il existe une suite
de disque D0, D1, . . . , Dn ⊂ Ω recouvrant γ et des fonctions holomorphes
fk : Dk → C telles que f0 ≡ f au voisinage de x0 et fk ≡ fk−1 sur
Dk−1 ∩Dk pour tout k = 1, . . . , n. Le germe de fonction de´fini par fn en
x1 := γ(1) sera note´ fγ et appele´ de´termination de f au dessus de x1.
Remarque 1.2. — Dans la de´finition pre´ce´dente, la de´termination fγ
ne de´pend que de la chaine de disques (Dk)k. En particulier, pour ε > 0
suffisamment petit, f admet un prolongement analytique le long de toute
ε-perturbation de γ, c’est a` dire de tout chemin γ′ : [0, 1]→ Ω satisfaisant
|γ′(t)− γ(t)| < ε et γ′(0) = x0. De plus, de`s que γ′(1) = x1, ce nouveau
chemin nous conduit a` la meˆme de´termination fγ′ ≡ fγ .
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D0
D1
D2
γ(t2)
γ(t1)
x1 = γ(0)
Dn
x1 = γ(1)
γ
γ(tn)
Figure 1. Prolongement analytique
Ainsi, quitte a` remplacer γ par une perturbation, on pourra toujours sup-
poser γ diffe´rentiable dans la de´finition pre´ce´dente et celles qui suivent.
Lemme (Poincare´-Volterra). — Au dessus de chaque point x1 ∈ Ω,
l’ensemble :
{fγ ; γ : [0, 1]→ Ω, γ(0) = x0 et γ(1) = x1}
des de´terminations de f est au plus de´nombrable.
De´monstration. — Toute de´termination fγ est de´termine´e par la suite de
disques (Dk)k recouvrant γ. Quitte a` remplacer les Dk par des disques
tre`s proches (ce qui ne modifie pas le germe de fonction obtenu en x1)
on peut supposer leur rayon et les coordonne´es de leur centre rationnels.
L’ensemble des suites finies de disques a` coordonne´es rationnelles e´tant
de´nombrable, l’ensemble des de´terminations l’est aussi.
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Proposition 1.3. — Il existe une surface de Riemann (connexe) S avec
un point marque´ p0 ∈ S et une application holomorphe φ : S → Ω × C,
φ = (pi, f˜), satisfaisant :
1. pi(p0) = x0 et f ◦ pi ≡ f˜ au voisinage de p0 ;
2. pi : S → Ω est un diffe´omorphisme local en tout point de S ;
3. tout autre triplet (S ′, p′0, φ′) satisfaisant (1) et (2) se factorise par
(S, p0, φ) via une application holomorphe ϕ : S ′ → S : ϕ(p′0) = p0
et φ′ = φ ◦ ϕ.
Le triplet (S, p0, φ) est unique a` isomorphisme pre`s. Le graphe G := φ(S)
est unique.
C
Ω = C
pi
S
f˜
p0
x0
Figure 2. Surface de Riemann (ou graphe) de f
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Ide´e de preuve (voir [10]). — La surface est construite comme l’ensemble
des couples (γ(1), fγ) ou` γ de´crit l’ensemble des chemins γ : [0, 1] → Ω
issus de γ(0) := x0 le long desquels f admet un prolongement an-
alytique. Si D est le disque de convergence de fγ, alors l’ensemble
des couples (γ′(1), fγ′) obtenus par concate´nations γ′ = γ′′ · γ avec
les chemins γ′′ : [0, 1] → D issus de γ′′(0) := x1 forme un voisinage
V (p1) du point p1 := (x1, fγ) de la surface. Par Poincare´-Volterra,
une collection de´nombrable de telles cartes suffit pour recouvrir la
surface. L’application φ est alors de´finie sur V (p1) par la fle`che
(x′1, fγ′) 7→ (x′1, fγ′(x′1)).
Remarque 1.4. — Le germe f admet un prolongement analytique le
long de γ si et seulement si γ se rele`ve en γ˜ : [0, 1] → S satisfaisant
γ˜(0) = p0 et γ ≡ pi ◦ γ˜. Alors, fγ est le germe de fonction de´fini en γ(1)
par l’e´galite´ fγ ◦ pi = f˜ en γ˜(1).
De´finition 1.5. — On appellera fonction multiforme de´finie sur Ω par
le germe f le “prolongement analytique maximal” de f sur Ω donne´ ou
bien par sa surface de Riemann φ : S → Ω×C (a` isomorphisme pre`s), ou
bien par son graphe G. On notera f
Ω
cette “fonction” et, si ne´cessaire,
φf
Ω
: Sf
Ω
→ Ω× C et Gf
Ω
.
Remarque 1.6. — La restriction d’une fonction multiforme sur Ω a` un
domaine Ω′ ⊂ Ω n’a pas de sens : la pre´image φ−1f
Ω
(Ω′ × C) peut avoir
plusieurs composantes connexes dans Sf
Ω
et de´finir autant de fonctions
multiformes sur Ω′. Par contre, si x0 ∈ Ω′, alors la composante connexe
contenant p0 s’identifie a` Sf
Ω′
.
2. Singularite´s
De´finition 2.1. — On dit que γ conduit f vers une singularite´ lorsque
f admet un prolongement analytique le long de γ|[0,1−ε] pour tout ε > 0
mais pas le long de γ. On dit qu’un autre chemin γ′ : [0, 1]→ Ω joignant
x0 a` x1 conduit f vers la meˆme singularite´ si pour tout voisinage D
de x1, les de´terminations fγ|[0,τ ] et fγ′|[0,τ ] de´finissent la meˆme fonction
multiforme sur D pour τ suffisamment proche de 1.
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On appelle singularite´ de f au dessus de Ω (ou de f
Ω
) de´finie par γ la
classe d’e´quivalence note´e fγ pour la relation pre´ce´dente. On note Σ˜f
Ω
(resp. Σf
Ω
) l’ensemble des singularite´s f au dessus de Ω (resp. de leur
projection sur Ω).
γ˜′
γ˜
γ′
γ
x0
p0
S
x1
Figure 3. Deux chemins conduisant vers une meˆme singularite´
Remarque 2.2. — En fait, γ conduit f vers une singularite´ si et seule-
ment si le chemin incomplet γ|[0,1[ : [0, 1[→ Ω se rele`ve, via la projection
pi : S → Ω, en un chemin propre γ˜ : [0, 1[→ S (c’est a` dire γ˜(t) tend vers
le bord de S lorsque t→ 1).
SUR LES THE´ORE`MES I ET II DE PAINLEVE´ 7
De´finition 2.3. — On dit que f de´finit une fonction multiforme
re´gulie`re sur Ω si f ne posse`de pas de singularite´ au dessus de Ω, i.e.
admet un prolongement analytique le long de tout chemin γ : [0, 1]→ Ω
issu de γ(0) = x0. C’est le cas si et seulement si l’application pi : S → Ω
est un reveˆtement. En particulier, le nombre de de´terminations de f au
dessus d’un point x1 ∈ Ω est independant de x1 ; si Ω est simplement
connexe, alors l’extension est uniforme.
Exemple 2.4. — La de´termination principale du logarithme f(x) =
log(x) en x0 = 1, f(1) = 0, de´finit une fonction uniforme sur C \ R−,
multiforme re´gulie`re sur C∗ et posse`de, au dessus de C, une unique sin-
gularite´ γ qui se projette sur 0.
Exemple 2.5. — La fonction multiforme de´finie par f(x) = xα :=
exp(α log(x)), α ∈ C∗, solution de l’e´quation diffe´rentielle y′ = α y
x
,
posse`de exactement une singularite´ au dessus de 0 excepte´ lorsque α ∈ N.
Elle posse`de une infinite´ de de´terminations au dessus de chaque point
autre que 0 sauf quand α est rationnel : si α = p
q
∈ Q, alors f posse`de
exactement q de´terminations. Enfin, f admet une limite en 0 si et seule-
ment si α est re´el : f(x) tend vers 0 si α > 0 et ∞ si α < 0 de`s que
x→ 0 le long de n’importe quel chemin γ repre´sentant la singularite´.
Exemple 2.6. — La fonction f(x) = α1 log(x − ζ1) + α2 log(x − ζ2) +
α3 log(x−ζ3), solution de l’e´quation diffe´rentielle dydx = α1x−ζ1 + α2x−ζ2 + α3x−ζ3 ,
est re´gulie`re sur C \ {ζ1, ζ2, ζ3}. Au dessus d’un point distinct des ζk,
deux de´terminations diffe`rent d’une constante appartenant au groupe
additif G = 2pii(α1Z + α2Z + α3Z). Au dessus de ζ1, deux singularite´s
diffe`rent d’une constante appartenant au sous-groupe H1 = 2pii(α2Z +
α3Z). La fonction inverse x = g(y), solution de l’e´quation diffe´rentielle
dx
dy
= 1/
(
α1
x−ζ1 +
α2
x−ζ2 +
α3
x−ζ3
)
, posse`de au moins comme singularite´s les
valeurs critiques de f . En ge´ne´ral, la de´rive´e f ′(x) s’annule au dessus de
deux points x1 6= x2 distincts des ζk et pour toutes les de´termination.
Pour des αk ge´ne´riques, le groupe G est dense dans C ; par suite, les
singularite´s de g se projettent sur un sous-ensemble Σ dense de C.
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f(x) g(y)
ζ2 ζ3x1 x2ζ1
Figure 4. Exemple 2.6
Exemple 2.7. — La fonction multiforme de´finie sur C par f(x) =√
xα − 1, α = log(2)
2pii
, solution de l’e´quation diffe´rentielle y′ = α(y
2+1)
2xy
,
posse`de exactement une singularite´ au dessus de chaque point xn = 2
n
et au dessus de 0. Pre´cise´ment, sur C \ R− et pour la de´termination
principale de xα = exp(α log(x)), f posse`de exactement une singularite´
au dessus de x0 = 1 et 2 de´terminations autour : notons f
+ et f− les
fonctions uniformes induites sur C\]−∞, 0]∪[1,+∞[. Apre`s avoir tourne´
n fois autour de 0, n ∈ Z, la situation est essentiellement la meˆme au
dessus de C \R− : l’unique singularite´ est maintenant au dessus xn = 2n
et les 2 nouvelles de´terminations uniformes sur C\] − ∞, 0] ∪ [xn,+∞[
respectivement note´es f+n et f
−
n se permuttent autour de xn. Ainsi, au
dessus de chacun des xn, il y a exactement une singularite´ et une infinite´
de de´terminations re´gulie`res. Au dessus de 0, tous les chemins meˆnent a`
la meˆme singularite´ : a` l’inte´rieur de tout disque D centre´ en 0, toutes
les de´terminations f+n et f
−
n (en un point ge´ne´rique) s’e´changent par
prolongement analytique dans D. En effet, on passe de f+n a` f
+
n+1 (resp.
de f−n a` f
−
n+1) en tournant autour de 0 ; enfin, pour n >> 0, xn est dans
D et on passe de f+n a` f
−
n en tournant autour. Cette singularite´ est plus
complique´e que les pre´ce´dentes car d’autres singularite´s l’accumulent.
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γ˜
x00
γ(0)
γ˜(0)
γ x2 x1
Figure 5. La singularite´ non isole´e γ˜ de l’exemple 2.7
Exemple 2.8. — Le reveˆtement universel {|x| < 1} → C \ {0, 1} est
une fonction uniforme avec frontie`re naturelle : il n’existe pas de pro-
longement analytique au dela` du cercle Σ = {|x| = 1}.
Les diffe´rents types de singularite´s apparaissant dans les exemples
pre´ce´dents se distinguent modulo quelques de´finitions supple´mentaires.
De´finition 2.9. — Une singularite´ fγ est dite isole´e s’il existe un disque
D centre´ en x1 := γ(1) tel que la fonction multiforme fγ
D
qu’elle de´finit
sur D soit re´gulie`re sur D∗ := D \ {x1}.
Remarque 2.10. — La singularite´ de´finie par γ est isole´e si et seule-
ment si il existe ε > 0 tel que f admette un prolongement analytique le
long de tout chemin γ′ : [0, 1]→ Ω issu de x0, ε-proche de γ e´vitant x1 :
|γ′(t)− γ(t)| < ε et x1 6∈ γ′(]0, 1]).
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De´finition 2.11. — On dit que f admet y1 ∈ C comme limite en une
singularite´ fγ , C = C ∪ ∞, si pour tout chemin γ′ repre´sentant cette
singularite´ on a limt→1 f(γ′(1)) = y1.
Une singularite´ fγ est dite alge´bro¨ıde si elle est isole´e, posse`de un nom-
bre fini de de´terminations autour de x1 := γ(1) et posse`de une limite
(finie ou infinie) en x1.
Remarque 2.12. — Soit fγ une singularite´ isole´e. Sont e´quivalents :
1. fγ posse`de un nombre fini de de´terminations autour de x1 = γ(1),
2. le releve´ γ˜ : [0, 1[→ S de γ, tend vers une composante parabolique
du bord de S (i.e. vers un point p1 dans une surface de Riemann
Ŝ = S ∪ {p1}),
3. le graphe de la fonction multiforme fγ sur un disque D suffisamment
petit centre´ en x1 est un disque e´pointe´ proprement plonge´ dans
D∗ × C,
4. le germe de fonction multiforme fγ est de la forme g
(
(x− x1)1/q
)
ou` g est une fonction holomorphe sur un voisinage e´pointe´ de 0 ∈ C
et q ∈ N∗.
On dit alors que la singularite´ est a` monodromie finie et sont e´quivalents :
1. fγ est alge´bro¨ıde,
2. f˜ s’e´tend me´romorphiquement en p1,
3. D˜∗ est la restriction a` D∗ × C d’un disque D˜ ⊂ D × C proprement
plonge´,
4. g s’e´tend me´romorphiquement en 0.
Les singularite´s alge´bro¨ıdes ge´ne´ralisent l’exemple 2.5 avec α rationel ;
ce sont aussi les singularite´s des fonctions alge´briques. Dans l’exemple
2.6, toutes les singularite´s de g au dessus de C sont alge´bro¨ıdes (et donc
isole´es) bien que leur projection soit dense. Dans l’exemple 2.7, toutes
les singularite´s sont alge´bro¨ıdes excepte´e celle au dessus de 0 qui n’est
meˆme pas isole´e.
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3. Fonctions alge´bro¨ıdes
De´finition 3.1. — On dit que f de´finit une fonction alge´bro¨ıde sur Ω
si toute singularite´ de f au dessus de Ω est alge´bro¨ıde.
Exemple 3.2. — Si pi : S → Ω est une application holomorphe pro-
pre (non ne´cessairement finie) d’une surface de Riemann S sur Ω et si
g : S → C est une fonction me´romorphe, alors la fonction multiforme
f de´finie sur Ω par (pi, g) : S → Ω × C est alge´bro¨ıde sur Ω. Les fonc-
tions alge´bro¨ıdes ainsi construites satisfont en outre a` la proprie´te´ suiv-
ante. Elles ne posse`dent qu’un nombre fini de de´terminations de`s que
l’on restreint le prolongement analytique a` un ouvert relativement com-
pact dans Ω. La fonction f de l’exemple 2.6 est alge´bro¨ıde sur C mais
ne satisfait pas a` cette dernie`re proprie´te´.
Proposition 3.3. — Si f de´finit une fonction alge´bro¨ıde sur Ω, alors :
1. l’ensemble Σ˜ des singularite´s de f au dessus de Ω est de´nombrable,
2. pour tout chemin γ : [0, 1]→ Ω issu de x0, il existe un sous-ensemble
fini Σ(γ) ⊂ Σ ∩ γ(]0, 1]) ⊂ Ω et un ε > 0 tels que f se prolonge
analytiquement le long de tout chemin ε-proche de γ e´vitant Σ(γ) :
γ′ : [0, 1]→ Ω, γ(0) = x0, |γ′(t)− γ(t)| < ε et γ′(]0, 1[) ∩ Σ(γ) = ∅
conduisant e´ventuellement f vers une singularite´ lorsque γ′(1) =
γ(1).
En particulier, l’ensemble des valeurs prises par les diffe´rentes de´termi-
nations {fγ′(x1) ; γ′ comme au dessus avec γ′(1) = x1} ⊂ C est fini.
Remarque 3.4. — Dans la proposition pre´ce´dente, l’ensemble Σ(γ)
joue le roˆle des singularite´s interme´diaires possibles qu’il suffit de
contourner (en perturbant γ) de fac¸on a` poursuivre le prolongement
analytique de f jusqu’a` x1.
Cette proposition est de´montre´e au de´but de [11] ; la preuve que nous
donnons ici a l’avantage de montrer qu’elle reste vraie, a` la finitude pre`s
de Σ(γ), sous l’hypothe`se beaucoup plus faible que toute singularite´ de
f sur Ω est isole´e.
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Lemme 3.5. — Si toute singularite´ de f au dessus de Ω est isole´e,
alors l’ensemble Σ˜ des singularite´s de f au dessus de Ω est au plus
de´nombrable.
De´monstration. — C’est une adaptation du lemme de Poincare´-
Volterra. A` toute singularite´ fγ , on peut associer une suite de dis-
ques D0, D1, . . . , Dn ⊂ Ω recouvrant γ et des fonctions holomorphes
fk : Dk → C pour k = 1, . . . , n − 1 tels que f0 ≡ f au voisinage de x0,
fk ≡ fk−1 sur Dk−1 ∩ Dk et la fonction multiforme de´finie sur Dn par
fn−1 posse`de exactement une singularite´ au dessus de Dn, a` savoir fγ .
Quitte a` diminuer la taille des disques, nous pouvons de plus supposer
leur rayon et les coordonne´es de leur centre dans Q. E´tant donne´e une
telle suite de disques Dk, les fonctions fk sont bien de´finies par unicite´
du prolongement analytique ; il en est de meˆme de la singularite´ fγ
au dessus de x1 : on peut oublier le chemin. Puisque l’ensemble de
telles suites de disques est de´nombrable, l’ensemble des singularite´s l’est
aussi.
Remarque 3.6. — Supposons que l’on rencontre une singularite´ de f
en t1 < 1 le long d’un chemin γ : [0, 1] → Ω issu de x0 = γ(0) (i.e. le
chemin γ|[0,t1] conduit f vers une singularite´) ; si cette singularite´ est
isole´e, alors on peut la contourner dans le sens suivant. Pour ε > 0
suffisamment petit, on peut modifier γ le long de la composante connexe
]t−1 , t
+
1 [ de γ
−1({|x−x1| < ε}) contenant t1 de sorte que le nouveau chemin
γ1 obtenu ainsi e´vite x1 := γ(t1) : γ(]t
−
1 , t
+
1 [) ⊂ {|x − x1| < ε} \ {x1}.
Le long de γ1, le prolongement analytique de f peut eˆtre poursuivi un
peu plus loin, i.e. au moins jusqu’a` t+1 . Attention, la de´termination de f
obtenue en γ(t+1 ) de´pend de la perturbation γ1 choisie ; cependant, parce
que la singularite´ est isole´e, elle ne de´pend que de la classe d’homotopie
de γ1 parmi ceux donne´s par la construction pre´ce´dente. Pour une sin-
gularite´ non isole´e, cette construction ne serait plus ve´ritablement locale
et perdrait de son sens.
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γ1
t1
t2
γ2
t3
γ′2
t′3
γ = γ0
Figure 6. Contournement successif des singularite´s
Lemme 3.7. — Si toute singularite´ de f au dessus de Ω est isole´e, alors
pour tout chemin γ : [0, 1] → Ω issu de x0 = γ(0), quitte a` re´pe´ter la
construction de la remarque pre´ce´dente un nombre fini de fois, on obtient
un chemin γn le long duquel f admet un prolongement analytique (ou
conduit vers une singularite´).
En d’autres termes, on n’aura toujours qu’un nombre fini de singu-
larite´s a` contourner avant d’atteindre γ(1), et ceci inde´pendamment de
la fac¸on dont on contourne ces “singularite´s interme´diaires”.
De´monstration. — Supposons que pour certains choix successifs dans la
fac¸on de contourner les singularite´s interme´diaires, nous soyons amene´s
a` effectuer une infinite´ de contournements successifs γ0 = γ, γ1, γ2, . . .
mettant en e´vidence une infinite´ de singularite´s successives 0 < t1 < t2 <
· · · < 1, avec limite 0 < t∞ ≤ 1. Alors on peut choisir les modifications
successives γn → γn+1 de plus en plus petites de sorte que la suite γn
d’applications continues tende uniforme´ment vers un chemin γ∞. Alors,
f posse`de une singularite´ en γ(t∞) pour le prolongement analytique le
long de γ∞ : [0, t∞]→ Ω qui n’est, par construction, pas isole´e.
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Remarque 3.8. — Les singularite´s successives 0 < t1 < t2 < . . . <
tn < 1 rencontre´es durant l’algorithme du Lemme pre´ce´dent ainsi que leur
nombre n de´pendent des choix successifs que l’on fait en les contournant.
Par exemple, si la premie`re singularite´ t1 (qui, elle, ne de´pend d’aucun
choix) n’est pas a` monodromie finie, alors il existe une infinite´ de fac¸ons
de la contourner et la position de la singularite´ suivante t2 peut de´pendre
entie`rement de ce choix.
Lemme 3.9. — Si toute singularite´ de f au dessus de Ω est isole´e a`
monodromie finie, alors pour tout chemin γ : [0, 1] → Ω issu de γ(0) =
x0, il existe un sous-ensemble fini Σ(γ) ⊂ Σ ∩ γ(]0, 1[) ⊂ Ω tel que l’on
ait la proprie´te´ (2) de la proposition 3.3.
De´monstration. — Supposons qu’il existe une infinite´ de singularite´s in-
terme´diaires pour le prolongement alge´broide le long de γ. Puisque la
premie`re singularite´ γ(t1) est a` monodromie finie, il n’existe qu’un nom-
bre fini de fac¸ons essentiellement distinctes de la contourner. Pour au
moins un de ces choix γ1, il doit rester une infinite´ de singularite´s in-
terme´diaires possibles pour le prolongement analytique le long de γ1.
En re´pe´tant cette ope´ration inde´finiment, on est amene´ a` contourner
une infinite´ de singularite´s le long de γ, ce qui contredit le Lemme
pre´ce´dent.
4. Les the´ore`mes de Painleve´ : des e´quations diffe´rentielles
aux feuilletages
Nous sommes maintenant en mesure d’e´noncer le premier the´ore`me de
Painleve´ :
The´ore`me (I). — Soient P,Q ∈ C[x, y] et conside´rons l’e´quation
diffe´rentielle :
(E)
dy
dx
=
P (x, y)
Q(x, y)
.
Il existe un ensemble fini de points ΣE ⊂ C sur lequel se projettent toutes
les singularite´s non alge´bro¨ıdes au dessus de C de toute solution locale
y = f(x, x0, y0) de (E).
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Ainsi, toute solution est une fonction alge´bro¨ıde sur Ω = C \ ΣE .
En particulier, l’exemple 2.8 ne peut pas se produire : les solutions
d’e´quations diffe´rentielles d’ordre 1 ne rencontrent pas de frontie`re na-
turelle au prolongement analytique.
Remarque 4.1. — La projection d’une singularite´ alge´bro¨ıde de
f(x, x0, y0) de´pend de la condition initiale y0 et de´crit tout Ω lorsque
l’on de´crit toutes les solutions. Aussi, on les appelle points critiques
mobiles dans la litte´rature.
Introduisons maintenant les concepts ge´ome´triques qui se cachent
derrie`re cet e´nonce´. L’ide´e de Paul Painleve´ e´tait de conside´rer l’e´quation
diffe´rentielle (E) comme un feuilletage singulier par courbes (a` savoir
les graphes des solutions) dans le portrait de phases (x, y) ∈ C × C
(Voir aussi [Re]). Au voisinage de tout point (x0, y0) ∈ C2 satisfaisant
Q(x0, y0) 6= 0, les graphes des solutions locales y = f(x) dont les condi-
tions initiales f(x0) sont proches de y0 sont les courbes de niveaux d’une
submersion H(x, y) (The´ore`me de Cauchy a` parame`tre). Pre´cise´ment, il
existe un voisinage U ∋ (x0, y0) sur lequel H : U → C est bien de´finie
et re´gulie`re et telle que, pour toute condition initiale (x1, y1) ∈ U ,
la solution locale f(x, x1, y1) est donne´e par l’e´quation fonctionnelle
implicite H(x, f(x, x1, y1)) = H(x1, y1). Ainsi, les graphes de solutions
locales de´finissent un feuilletage re´gulier par courbes dans un voisinage
de (x0, y0). Ce feuilletage F est globalement de´fini sur le comple´mentaire
de {Q(x, y) = 0}. Il s’e´tend, le long de {Q(x, y) = 0}, au voisinage de
chaque point (x0, y0) satisfaisant P (x0, y0) 6= 0 par les meˆmes arguments,
apre`s permutation du roˆle des variables x et y, i.e. simplement en
conside´rant l’e´quation diffe´rentielle dx
dy
= Q(x,y)
P (x,y)
. Le feuilletage re´gulier F
est ainsi bien de´fini sur le comple´mentaire C2 \ {P (x, y) = Q(x, y) = 0}.
Quitte a` diviser P et Q par un facteur commun, nous pouvons toujours
supposer ces polynoˆmes premiers entre eux. Ainsi, l’ensemble singulier
{P (x, y) = Q(x, y) = 0} consiste en un nombre fini de points, a` savoir
les points d’inde´termination du second membre de (E). On dit que F
est un feuilletage singulier a` singularite´s isole´es sur C2.
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C
C
∆
{y =∞}
ΣE
Figure 7. Le feuilletage F et les singularite´s fixes ΣE
Le feuilletage F s’e´tend en un feuilletage singulier a` singularite´s isole´es
sur C×C de la manie`re suivante. Supposons P = Pm de degre´ m ∈ N et
Q = Qn de degre´ n ∈ N en la variable y. Apre`s changement de variable
Y = 1
y
, il vient :
(E)
dY
dx
= −Y 2Pm(x,
1
Y
)
Qn(x,
1
Y
)
=
P˜ (x, Y )
Q˜(x, Y )
ou` P˜ et Q˜ sont les polynomes premiers entre eux donne´s par :{
P˜ = −Y n+2Pm(x, 1Y ) et Q˜ = Y nQn(x, 1Y ) si n+ 2 ≥ m
P˜ = −Y mPm(x, 1Y ) et Q˜ = Y m−2Qn(x, 1Y ) si n + 2 < m
On de´veloppe de nouveau les arguments pre´ce´dents pour e´tendre F en
un feuilletage singulier a` singularite´s isole´es au voisinage de la droite a`
l’infini :
L∞ = C× C \ C2 = {y =∞}.
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On note ΣF l’ensemble (fini) des singularite´s de F , c’est a` dire des
points de C×C au voisinage desquels F ne s’e´tend pas comme feuilletage
re´gulier :
ΣF |C2 = {(x0, y0) ∈ C2 ; P (x0, y0) = Q(x0, y0) = 0},
ΣF |L∞ = {(x0,∞) ; P˜ (x0, 0) = Q˜(x0, 0) = 0}.
On introduit aussi la courbe discriminante ∆ comme l’ensemble des
points de tangence entre le feuilletage F et la fibration verticale :
∆|C2 = {(x, y) ; Q(x, y) = 0} et ∆|L∞ = {(x,∞) ; Q˜(x, 0) = 0}.
Nous allons distinguer les diffe´rentes positions possibles du feuilletage
F vis a` vis de la fibration verticale en un point (x0, y0) ∈ C× C suivant
5 cate´gories :
1. transversalite´ : (x0, y0) 6∈ ∆,
2. tangence simple : F intersecte ∆ transversalement en (x0, y0),
3. tangence multiple : F intersecte ∆ avec multiplicite´ en (x0, y0),
4. singularite´ : (x0, y0) ∈ ΣF ,
5. feuille verticale : Q(x0, y) ≡ 0, i.e. {x = x0} est une feuille de F .
L’ensemble ΣE est la projection sur C des points de type (4) et (5) :
ΣE =
{
x0 ; Q(x0, y) ≡ 0 ou (x0, y0) ∈ ΣF pour un y0 ∈ C
}
.
Dans les exemples 2.5 et 2.7, ΣE est re´duit a` {0}. Dans l’exemple 2.6,
on a ΣE = {ζ1, ζ2, ζ3} pour la premie`re e´quation et toute solution y =
f(x) est une fonction multiforme re´gulie`re de x sur Ω := C \ {ζ1, ζ2, ζ3} ;
par contre, ΣE est vide pour la seconde e´quation et toute solution x =
g(y) est une fonction alge´bro¨ıde transcendante de x avec un ensemble
dense de singularite´s dans le plan.
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The´ore`me (II). — Soient P,Q ∈ C[x, y] et conside´rons l’e´quation
diffe´rentielle :
(E)
dy
dx
=
P (x, y)
Q(x, y)
.
Notons Ω le comple´mentaire dans C de l’ensemble ΣE donne´ par le
The´ore`me I. Conside´rons une solution analytique locale f(x, x0, y0) et
un chemin γ : [0, 1]→ Ω issu de x0 = γ(0). Alors il existe une constante
ε > 0 telle que la fle`che qui a` une valeur initiale y proche de y0 fait
correspondre l’ensemble fini de valeurs :
ϕγ(y) :=
{
fγ′(x1, x0, y) ;
γ′ : [0, 1]→ Ω est ε-proche de γ et
e´vite les singularite´s interme´diaires
}
de´finit, sur tout disque D suffisamment petit centre´ en y0, une fonc-
tion multivalue´e de y donne´e par un nombre fini de fonctions alge´bro¨ıdes
(finies) sur D.
Si le concept de feuilletage n’est pas clairement de´fini dans [Pa], le
The´ore`me II est bien connu des “feuilleteurs” dans le contexte suivant.
Remarque 4.2. — Le choix d’un prolongement alge´bro¨ıde de f(x, x0, y0)
correspond au choix d’un chemin γ˜ : [0, 1] → Ω × C relevant γ dans la
feuille Fp0 passant par le point p0 = (x0, y0) : γ˜(0) = p0 et pi ◦ γ˜ = γ
(ici pi est la projection verticale). Il apparaˆıtra clairement dans la suite
que le prolongement obtenu est analytique (i.e. non singulier en x1)
de`s que le feuilletage F est transverse a` la verticale T1 := {x = x1}
au point d’arrive´e γ˜(1). En d’autres termes, e´tant donne´ un chemin
γ˜ : [0, 1] → Ω × C a` valeurs dans une feuille joignant deux points γ(i),
i = 0, 1, en lesquels le feuilletage est transverse a` la verticale Ti, il existe
un ε > 0 tel que la fle`che γ˜′(0) 7→ γ˜′(1) qui fait se correspondre les
extre´mite´s de tous les chemins γ˜′ tangents au feuilletage, joignant T0 a`
T1 et ε-proches de γ˜ de´finit une application uniforme et holomorphe sur
un voisinage de y0. C’est le lemme fondamental de l’holonomie.
Comme l’a maintes fois rappele´ Painleve´ (voir [Bo], p.142), il est im-
portant de comprendre que l’e´nonce´ pre´ce´dent n’est que local dans la
variable y. Le prolongement analytique de la fle`che y 7→ f(x1, x0, y) peut
conduire a` des singularite´s non alge´bro¨ıdes dans le plan des y (voir §6).
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5. Preuve du The´ore`me I
La de´monstration du premier the´ore`me repose sur la compacite´ de
la fibre verticale C. Nous commenc¸ons par prouver un cas particulier
important.
Proposition 5.1. — Soient P,Q ∈ C[x, y] et conside´rons l’e´quation
diffe´rentielle :
(E)
dy
dx
=
P (x, y)
Q(x, y)
.
S’il existe un point x0 ∈ C au dessus duquel les solutions y(x) de
l’e´quation (E) n’ont pas d’autre singularite´ que des poˆles, alors (E) est
une e´quation de Riccati :
dy
dx
=
a(x)y2 + b(x)y + c(x)
Q(x)
ou` a, b, c, Q ∈ C[x] sont des polynoˆmes d’une variable. De plus, on
a ΣE = {Q(x) = 0} et toute solution y(x) est me´romorphe sur le
reveˆtement universel C˜ \ ΣE.
De´monstration. — L’absence de singularite´ alge´bro¨ıde autre que des
poˆles au dessus de x0 se traduit par la transversalite´ de la droite verticale
{x = x0} avec le feuilletage F dans C× C. En particulier, Q(x0, y) 6= 0
pour tout y ∈ C, c’est a` dire Q = q0(x) + q1(x)y + · · · + qn(x)yn
avec q0(x0) 6= 0 et qk(x0) = 0 pour k = 1, . . . , n. Apre`s changement
de coordonne´es Y := 1/y, il apparaˆıt que Q˜(x0, Y ) ≡ q0(x0)Y k ou`
k := sup{m − 2, n}. La transversalite´ de {x = x0} a` y0 = ∞ se traduit
par Q˜(x0, 0) 6= 0. Par suite, n = 0 et m ≤ 2 ce qui nous conduit
a` l’e´quation de Riccati. Dans ce cas, toute fibre verticale {x = x0},
Q(x0) 6= 0, est transverse au feuilletage. Par conse´quent, la premie`re pro-
jection (x, y) 7→ x induit sur chaque feuille L un reveˆtement L→ C\ΣE .
Ainsi, L est le graphe d’une fonction n’ayant que des poˆles au dessus de
C \ ΣE , a` savoir les points d’intersection de L avec la droite a` l’infini
{y =∞}.
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Remarque 5.2. — Une e´quation diffe´rentielle dont les solutions sont
toutes me´romorphes est une e´quation de Riccati. En effet, les autres
e´quations posse`dent toujours des solutions avec singularite´s alge´bro¨ıdes
multiformes (points d’intersection du graphe avec ∆). Cependant, tre`s
peu d’e´quations de Riccati ont des solutions me´romorphes. L’exemple
2.6 :
dy
dx
=
α1
x− ζ1 +
α2
x− ζ2 +
α3
x− ζ3
est une e´quation de Riccati dont toute solution est multiforme.
La proposition 5.1 repose sur la trivialisation locale des points de type
(1). Pour les points (x0, y0) de type (2), on peut encore donner des
mode`les locaux :
Lemme 5.3. — Soit F un feuilletage re´gulier de´fini au voisinage de
l’origine 0 ∈ C2 par une submersion H : U → C, avec une tangence
verticale en 0. Supposons que le discriminant ∆ := {∂H
∂y
= 0} soit trans-
verse a` la verticale {x = 0} en 0. Alors, il existe un changement de
coordonne´es locales Φ(x, y) = (x, φ(x, y)) pre´servant la fibration verti-
cale et envoyant F sur le feuilletage de´fini par Hk(x, y) = x + yk, ou`
(k− 1) ∈ N∗ est l’ordre de ∂H
∂y
le long de ∆. En d’autres termes, il existe
un diffe´omorphisme local ϕ tel que H = ϕ ◦Hk ◦ Φ.
De´monstration. — Par un changement de coordonne´es pre´liminaire
(pre´servant la fibration verticale), on peut de´ja` supposer ∆ : {y = 0}.
Alors, ∂H
∂y
= yk−1u(x, y) pour un entier (k−1) ∈ N∗ et une unite´ holomor-
phe u(x, y), u(0, 0) 6= 0. Par inte´gration, on obtient H = f(x)+yku˜(x, y)
avec une nouvelle unite´ u˜(x, y) et une fonction f(x) que l’on peut sup-
poser s’annuler en 0, i.e. H(0, 0) = 0. Puisque H est une submersion
transverse a` ∆, ϕ(x) = H(x, 0) est encore une submersion sur ∆.
Donc, ϕ est un diffe´omorphisme local et H˜ := ϕ−1 ◦ H est une nou-
velle submersion de´finissant F de la forme H˜(x, y) = x + yku˜(x, y).
Finalement, si v(x, y) de´signe une racine primitive kie`me de u˜(x, y), alors
le changement de coordonne´es de´fini par φ(x, y) = y · v(x, y) satisfait
H˜(x, y) = x+ (φ(x, y))k = Hk ◦ Φ(x, y).
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Proposition 5.4. — Soit T := {x = x0} ⊂ C × C une verticale trans-
verse a` ∆ (tout point le long de T est de type (1) ou (2)). Alors, on peut
trouver un disque D ⊂ C centre´ en x0 tel que la projection verticale re-
streinte au voisinage tubulaire D × C induise un reveˆtement ramifie´ des
feuilles (apre`s restriction) sur D. De plus, chacun de ces reveˆtements
ramifie´s a au plus un branchement. Les multiplicite´s de branchement
possibles sont les multiplicite´s k1, . . . , kn ∈ N∗ de Q(x, y) et Q˜(x, Y ) le
long des composantes irre´ductibles non verticales de ∆. En d’autres ter-
mes, toute solution f(x, x0, y0) dans x ∈ D est ou bien uniforme, ou bien
alge´bro¨ıde avec exactement une singularite´ et ki de´terminations pour un
i ∈ {1, . . . , n}.
De´monstration. — Elle se de´duit par un argument de compacite´ applique´
aux mode`les locaux donne´s le long de la verticale par le Lemme 5.3.
Exemple 5.5. — Le feuilletage globalement donne´ par Hk = x + y
k
correspond a` l’e´quation diffe´rentielle dy
dx
= − 1
kyk−1
. Toute solution y =
(x0 + y
k
0 − x)1/k posse`de exactement une singularite´ alge´bro¨ıde en x1 :=
x0+ y
k
0 . La position de cette singularite´ de´pend des conditions initiales :
x1 est un point critique mobile.
Exemple 5.6. — Pour n > 2, l’e´quation diffe´rentielle :
(E)
dy
dx
=
an(x)y
n + · · ·+ a1(x)y + a0(x)
Q(x)
,
ou` ai et Q de´signent des polynoˆmes en x, a pour discriminant ∆ =
L∞ ∪ {Q(x) = 0} avec multiplicite´ k = n− 1 le long de L∞.
Exemple 5.7. — Le feuilletage globalement de´fini par H = x−y
3
1−y cor-
respond a` l’e´quation diffe´rentielle dy
dx
= y−1
2y3−3y2+x . Son discriminant
posse`de une tangente verticale a` l’origine. La solution f(x, 0, 0) = x1/3
posse`de exactement une singularite´ alge´bro¨ıde en 0 avec 3 de´terminations.
Puisque y = f(x, x0, y0) est l’inverse de x = g(y) = y
3 − cy + c, c =
H(x0, y0), elle a 2 singularite´s alge´bro¨ıdes avec 2 de´terminations locales
autour de chacune d’elles ; d’un point de vue global, elle posse`de 3
de´terminations. Lorsque c → 0, ces deux singularite´s bifurquent en une
seule d’ordre plus grand.
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Remarque 5.8. — De`s que l’on autorise la pre´sence de singularite´s
dans ∆, on ne peut plus espe´rer obtenir de mode`les polynomiaux. En
effet, si l’on conside`re le cas le plus simple ou` ∆ est a` croisements ordi-
naires, disons ∆ = {y2 − x2 = 0}, alors on peut mettre en e´vidence
l’invariant suivant. Notons ∆1 = {y − x = 0} et ∆2 = {y + x =
0} et de´finissons un germe de diffe´omorphisme h : ∆1 → ∆1 de la
fac¸on suivante. Envoyons d’abord p ∈ ∆1 sur un point p′ ∈ ∆2 par
projection verticale, c’est a` dire suivant le feuilletage vertical, puis en-
voyons p′ sur l’unique point h(p) ∈ ∆1 qui est dans la meˆme feuille
pour F . Si H est une submersion de´finissant le feuilletage F , alors
h(x) = h−11 ◦ h2 ou` h1(x) = H(x, x) et h2(x) = H(x,−x). Apre`s change-
ment de coordonne´es pre´servant le feuilletage vertical, c’est a` dire de
la forme Φ(x, y) = (ϕ(x), φ(x, y)), h se trouve conjugue´ par ϕ. Par
exemple, la submersion H = x + (y
3
3
− x2y + 2
3
x3)u(x), u(0) = 0,
est de discriminant ∆ = {y2 − x2 = 0} et re´alise le diffe´omorphisme
h(x) = x+ 4
3
x3u(x). Donc, tout diffe´omorphisme h tangent a` l’identite´ a`
l’ordre 2 est re´alisable comme invariant local d’un tel feuilletage. La clas-
sification de tels diffe´omorphismes modulo conjugaison analytique donne
naissance aux modules d’E´calle-Malgrange-Voronin qui sont fonctionnels,
plus grand que l’espace des polynoˆmes.
Lemme 5.9. — Soit F un feuilletage re´gulier de´fini au voisinage de
(0, 0) ∈ C2 par une submersion H : U → C, H(0, 0) = 0. Supposons
que {H(x, y) = 0} ne soit pas la droite verticale {x = 0} : ∂H
∂y
(0, y) est
d’ordre fini k ∈ N en y = 0. Alors il existe un disque D centre´ en 0 ∈ C
et ε > 0 tels que, pour |c| ≤ ε, les solutions y = f(x) de l’e´quation
implicite H(x, y) = c sont alge´bro¨ıdes sur D avec ≤ k+1 de´terminations
et au plus k singularite´s. Plus pre´cise´ment, pour c = 0, il y a seulement
une solution y(x) avec seulement une singularite´ en x = 0 et k + 1
de´terminations autour. Pour c 6= 0 suffisament proche de 0, il y a encore
une unique solution y(x) avec ≤ k singularite´s 6= 0 et k+1 de´terminations
autour. Alors que |c| croˆıt, les singularite´s s’e´chappent par le bord de
D faisant croˆıtre le nombre de solutions distinctes. Finalement, pour
|c| = ε, il y a exactement k + 1 solutions distinctes uniformes.
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De´monstration. — Lorsque k = 0, le the´ore`me des fonctions implicites
donne des solutions uniformes ϕc(x) analytiques sur un polydisque
(x, c) ∈ D × Dε centre´ en (0, 0). A` partir de maintenant, supposons
k ≥ 1. Le the´ore`me des fonctions implicites donne des solutions uni-
formes x = ψc(y) a` l’e´quation fonctionnelle H(ψc(y), y) = c analytiques
sur un polydisque (y, c) ∈ D′ × Dε centre´ en (0, 0). Pour c = 0, ψ0(y)
posse`de un point critique s’annulant a` l’ordre k + 1 en y = 0. Quitte a`
diminuer D′, ψ0(y) est conjugue´, sur un voisinage de l’adhe´rence D′, a` la
fonction y 7→ yk+1. En particulier, il existe 2 disques D− ⊂ D+ centre´s
en x = 0 tels que la frontie`re ∂D′ soit envoye´e par ψ0 dans l’anneau
D+ \ D− avec indice k + 1. Quitte a` diminuer ε, ψc envoit encore
∂D′ dans D+ \ D− avec indice k + 1 et, par le the´ore`me de Rouche´,
posse`de encore k points critiques (compte´s avec multiplicite´) dans D′
pour |c| ≤ ε. Ceci signifie que pour pour tout sousdisque D ⊂ D−, ψc
induit un reveˆtement ramifie´ ψ−1c (D) → D de degre´ k + 1 avec au plus
k points critiques. Les solutions alge´bro¨ıdes y(x) de l’e´nonce´ sont les
applications inverses de ψc, allant de D vers les composantes connexes
de ψ−1c (D) ce qui prouve le premier point.
Il reste a` montrer que les images des points critiques de ψc, qui devi-
ennent les points singuliers des solutions y(x), s’e´chappent de 0 et, par
suite, de tout disque D suffisamment petit lorsque |c| croˆıt. En fait, nous
allons montrer que les singularite´s des solutions y(x) sont des germes
de fonctions alge´bro¨ıdes non constantes de c en 0. Remarquons d’abord
que les points critiques y1(c), . . . , yk(c) de ψc sont les de´terminations de
fonctions alge´bro¨ıdes de c en c = 0.
En effet, notons ∆ la courbe discriminante de F , ∆ = {∂H
∂y
= 0}. Dans
les nouvelles coordonne´es (c, y) := (H(x, y), y), la fonction H devient la
premie`re coordonne´e et l’ancienne coordonne´e x = x(c, y) devient une
submersion de discriminant ∆. Alors, les points critiques y1(c), . . . , yk(c)
sont les points d’intersection de la droite verticale {H = c} avec la courbe
∆. Donc, les points critiques sont les parame´trisations de Puiseux de ∆
dans ces coordonne´es et sont par suite alge´bro¨ıdes au voisinage de 0.
Finalement, les points singuliers ζi(c) des solutions y(x) sont donne´s par
ζi(c) = ψc(yi(c)) et sont aussi alge´bro¨ıdes (composition de d’une se´rie de
Puiseux par une se´rie entie`re).
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Puisque H posse`de une tangente isole´e avec la droite verticale {x = 0}
en (0, 0), le graphe {H(x, y) = c} de ψc intersecte transversalement la
droite {x = 0} pour c 6= 0 et tout fonction inverse correspondante y(x)
est analytique en 0. Donc, aucun de ces germes alge´bro¨ıdes ζi(c) ne
peut eˆtre constant ≡ 0. En particulier, pour |c| = ε, chacune de ces
de´terminations s’est e´chappe´ de tout disque suffisamment petit D.
Remarque 5.10. — Dans l’exemple 5.7, les points critiques des solu-
tions x(y) sont les 2 de´terminations de la fonction alge´bro¨ıde c
1/2√
3
=
{y1(c), y2(c)}. Les points singuliers de l’inverse y(x) sont les valeurs cri-
tiques de la fonction pre´ce´dente, c’est a` dire sont les 2 de´terminations
de la fonction alge´bro¨ıde c − 2
3
√
3
c3/2 = {ζ1(c), ζ2(c)}. Dans la remar-
que 5.8, les points singuliers sont 2 fonctions uniformes donne´es par
ζ1(c) = h
−1
1 (x) et ζ2(c) = h
−1
2 (x). L’invariant h discute´ dans la remar-
que 5.8 n’est autre que l’application permuttant les singularite´s. Aussi,
dans l’exemple 5.7, si ∆ est parame´tre´ par z 7→ (3z2 − 2z3, z), alors
H|∆(z) = z2. Donc, l’invariant h, vu comme application ∆ → ∆ est
simplement z 7→ −z alors qu’il devient alge´bro¨ıde lorsqu’il est vu dans la
variable x.
Nous de´duisons finalement du Lemme 5.9 la version quantitative suiv-
ante du The´ore`me I.
Corollaire 5.11. — E´tant donne´s l’e´quation diffe´rentielle :
(E)
dy
dx
=
P (x, y)
Q(x, y)
et ΣE ∈ C de´finis comme pre´ce´demment, il existe un k ∈ N tel que
toute solution est alge´bro¨ıde sur Ω = C \ ΣE avec singularite´s ramife´es
a` l’ordre ≤ k. De plus, pour tout chemin diffe´rentiable γ : [0, 1] →
Ω et toute solution analytique locale f(x, x0, y0), x0 = γ(0), le nombre
de de´terminations obtenues en x1 = γ(1) par prolongement analytique
le long de γ contournant les singularite´s interme´diaires est borne´ par
(k+1)|γ|/ε(γ) ou` |γ| de´signe la longueur de γ et ε(γ) > 0 est une fonction
de´croissante de la distance d(γ([0, 1]),ΣE) de γ a` l’ensemble singulier ΣE
(pour la distance sphe´rique sur C ⊃ C).
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De´monstration. — Pre`s de tout point (x0, y0) ∈ C2 satisfaisant x0 6∈ ΣE ,
le lemme 7 fournit une description des solutions de (E) sur un voisinage
ouvert de la forme {|x| < ε1, |H| < ε2}, ε1, ε2 > 0. Par un argument
de compacite´, la fibre {x = x0} peut eˆtre recouverte par un nombre fini
de tels voisinages. Il existe donc un disque D(x0) centre´ en x0 tel que
toute solution y(x) de (E) dans D est alge´bro¨ıde avec au plus k points
singuliers et au plus k + 1 de´terminations. L’entier k est la multiplicite´
totale d’intersection entre ∆ et la droite verticale {x = x0} et est alors
inde´pendant de x0. Tout sous-ensemble compact K ⊂ Ω (par exemple
K = Kr := {x ; d(x,ΣE) ≥ r}, r > 0) est recouvert par un nombre fini de
tels disques D1, . . . , DN . Alors pour tout chemin γ : [0, 1] → K et pour
toute solution analytique locale f(x, x0, y0), x0 = γ(0), on peut effectuer
le prolongement alge´bro¨ıde le long de γ en recollant ensemble un nombre
fini de solutions alge´bro¨ıdes dans les disques Di rencontre´. Le nombre
maximal de disques successifs D(xi) ne´cessaire pour recouvrir γ est borne´
par la longueur |γ|. En effet, fixons un ε > 0 tel que les disques ε-rogne´s
D−i := {x ∈ Di ; d(x, ∂Di) > ε} recouvrent encore K. Alors si γ(t0) est
dans un D−i , γ(t) reste dans Di pour t ∈ [t0, t0+ε] avant de changer pour
un autre disque D−j . Ainsi, on a besoin de changer au plus
|γ|
ε
fois de
disques Di pour pouvoir effectuer le prolongement alge´bro¨ıde le long de
γ. En d’autres termes, au plus |γ|
ε
+1 disques distincts ont e´te´ rencontre´s
durant le prolongement analytique et au plus (k+1)(
|γ|
ε
+1) de´terminations
distinctes peuvent eˆtre obtenues pour f(x1, x0, y0), x1 = γ(1).
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6. Preuve du the´ore`me II et l’exemple de Painleve´
Preuve du the´ore`me II. — Soient f(x, x0, y0) et γ : [0, 1] → Ω comme
dans l’e´nonce´ et soit Σγ(f) l’ensemble des singularite´s interme´diaires
possibles (voir proprie´te´ (B) du §3). Tout prolongement alge´bro¨ıde fγ
va donner naissance a` une composante irre´ductible de ϕ. Un tel pro-
longement est caracte´rise´, d’apre`s la remarque 14, par un rele`vement :
γ˜ : [0, 1]→ L0 ⊂ C× C, Π1 ◦ γ˜ = γ avec γ˜(0) = (x0, y0)
dans la feuille L0 passant par (x0, y0). Soient γ˜1, . . . , γ˜N : [0, 1]→ Ω× C
tous les rele`vements possibles de γ, caracte´risant tous les prolongements
alge´bro¨ıdes de f . En particulier, tous ces chemins co¨ıncident pour t petit
et bifurquent au fuˆr et a` mesure que l’on rencontre les points de Σγ(f).
D’apre`s le lemme 7 et par compacite´ de la fibre, pour tout t ∈ [0, 1],
on peut trouver un disque D centre´ en γ(t) tel que toute feuille L du
feuilletage F|D restreinte au cylindre D × C est un reveˆtement ramifie´
sur D. Notons Ll la feuille locale contenant γ˜l(t). Quitte a` diminuer
D, on peut supposer que chaque application pi : Ll → D est ou bien
un diffe´omorphisme, ou bien un reveˆtement ramifie´ ne ramifiant qu’au
dessus de γ˜l(t). Dans ce dernier cas, remarquons que γ(t) ∈ Σγ(f) et, si
l’ordre de branchement est q, alors q rele`vements γ˜l coincident jusqu’a` t
et deviennent distincts juste apre`s. Par compacite´ du chemin γ, on peut
extraire de ces disques un recouvrement fini, disons :
Dk ⊃ γ([tk, tk+1]) ou` 0 = t0 < t1 < · · · < tn < tn+1 = 1.
Pour k = 0, . . . , n et l = 1, . . . , N , notons Lk,l la feuille du feuilletage
restreint F|Dk contenant γ˜l(tk). En particulier, Lk,l ∩ Lk+1,l est envoye´
diffe´omorphiquement sur Dk ∩Dk+1 par pi. Soit Hk,l : Uk,l → C une sub-
mersion definissant le feuilletage sur un voisinage tubulaire Uk,l de Lk,l.
Apre`s composition (a` gauche) des Hk,l par des diffe´omorphismes conven-
ables, on peut supposer H0,l(x0, y) = y et Hk+1,l ≡ Hk,l au voisinage de
γ˜l(tk+1). Pour ε > 0 suffisamment petit, on peut supposer que, pour tout
|y′0− y0| < ε, l’ensemble {x ∈ Dk et Hk,l(x, y) = y′0} n’est pas vide et est
une feuille comple`te pour le feuilletage restreint F|Dk . Pour simplifier,
remplac¸ons Uk,l par l’ouvert {x ∈ Dk et |Hk,l(x, y)− y0| < ε}.
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Soit γ′ : [0, 1] → Ω une ε-perturbation de γ avec γ′(0) = x0. Si ε > 0
est suffisamment petit, Alors Dk reste un recouvrement ordonne´ pour γ
′.
De plus, on peut supposer γ′(tk) ∈ Dk ∩ Dk+1. Soit γ˜′ : [0, 1] → C × C
un rele`vement de γ′ dans le feuilletage correspondant a` un prolongement
alge´bro¨ıde d’une solution f(x, x0, y
′
0) avec |y′0 − y0| < ε. Il s’en suit que
γ˜′(1) = (x1, y′1) ou` x1 = γ(1) et y
′
1 est l’une des valeurs prises par ϕγ en
y′0. De plus, toute valeur de ϕγ est obtenue de cette manie`re.
A` pre´sent, nous sommes a` meˆme de prouver que γ˜′ reste proche de
γ˜. En effet, supposons que γ˜′(tk) soit contenu dans un Uk,l. Alors γ˜′(tk)
est dans la feuille locale Lk := {x ∈ Dk et Hk,l(x, y) = y′0}. Puisque
γ′([tk, tk+1]) est contenu dans Dk, γ˜′([tk, tk+1]) est comple`tement contenu
dans Lk. En particulier, quitte a` remplacer l’indice l par un autre con-
venable parmis ceux pour lesquels Hk,l : Uk,l → C reste inchange´, γ˜′(tk+1)
est dans Uk,l ∩ Uk+1,l. Par re´currence, puisque γ˜′(0) ∈ U0,1, il s’en suit
qu’il existe un l = 1, . . . , N tel que γ˜′(tk) ∈ Uk,l pour tout k = 0, . . . , n.
Finalement, γ˜′(1) = (x1, y′1) ∈ Ln = {x ∈ Dn et Hk,l(x, y) = y′0}. Par
conse´quent, y′1 est la valeur prise en y
′
0 par une des de´terminations des
fonctions alge´bro¨ıdes ϕl(y) de´finies pour |y−y0| < ε par Hn,l(x1, ϕl(y)) =
y.
L’e´nonce´ original du the´ore`me II parait ambigu¨ aujourd’hui. Dans les
Lec¸ons de Stokholm, il est e´crit (voir [Pa], tome 1, p.210) :
Soit y0 la valeur de y(x) pour x = x0, et soit y = ϕ(x, y0, x0) l’inte´grale
ge´ne´rale de (A). Si x, x0 de´signent deux valeurs nume´riques quelconques
distinctes des valeurs ξ, la fonction y = ϕ(x, y0, x0) ne pre´sente dans
tout le plan des y0 (a` distance finie ou infinie) que des points singuliers
alge´briques.
On aurait tendance a` penser, en lisant ce texte, que pour tous points
x0 et x1 distincts de ΣE , tout chemin γ les joignant et toute valeur y1 =
f(x1, x0, y0) obtenue en choisissant un releve´ de γ dans le feuilletage, le
germe de fonction ϕ : (C, y0)→ (C, y1) correspondant de´fini par la fle`che
y 7→ f(x1, x0, y) admet un prolongement alge´bro¨ıde sur C. Cependant,
la simple lecture de la preuve originale de Painleve´ nous montre qu’il
n’en est rien : le the´ore`me prouve´ est purement local. De plus, il est tre`s
facile de se convaincre que le germe ϕ posse`de en ge´ne´ral des singularite´s
non alge´bro¨ıdes.
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Exemple 6.1. — Si P et Q sont deux polynoˆmes de degre´ d ∈ N∗
suffisamment ge´ne´riques, alors le feuilletage induit par l’e´quation
diffe´rentielle correspondante :
(E)
dy
dx
=
P (x, y)
Q(x, y)
posse`de exactement d2 points singuliers dans C2, tous hyperboliques.
D’apre`s le the´ore`me de Poincare´, il existe, au voisinage d’un tel point p ∈
C2, un syste`me de cordonne´es analytiques locales redressant le feuilletage
sur celui de´fini par :
dy
dx
= α
y
x
c’est a` dire {y · x−α = constante}
pour un nombre complexe α 6∈ R. En particulier, le feuilletage posse`de
deux courbes locales invariantes, lisses et transverses, au point p qui
n’ont aucune raison, ni l’une ni l’autre, d’eˆtre verticales. Ces deux
feuille vont imanquablement intersecter n’importe quelle droite verti-
cale T = {x = x0}. Notons L0 et L1 ces deux feuilles, choisissons (le
cas e´che´ant) un point d’intersection respectif p0 = (x0, y0) ∈ L0 ∩ T et
p1 = (x0, y1) ∈ L1 ∩T ainsi qu’un chemin γ˜i joignant pi a` p dans Li pour
i = 1, 2. La concate´nation γ˜ := γ˜0 · γ˜−11 est un chemin allant de p0 a` p1,
tangent au feuilletage et changeant de feuille au point p. Au vu du mode`le
local, le germe d’application retour ϕ : (C, y0) → (C, y1) correspondant
(de´fini comme dans l’e´nonce´ du the´ore`me II par les perturbations de γ˜
tangentes au feuilletage et a` extre´mite´s dans T ) est localement conjugue´
a` l’application y 7→ (y − y0)−α + y1 qui n’est pas alge´bro¨ıde en y0. C’est
l’application de Dulac complexe de la singularite´ p. Bien suˆr, le the´ore`me
II n’est pas contredit puisque l’on a choisi un chemin γ˜ passant par une
singularite´ du feuilletage et donc relevant un chemin γ dans la base qui
intersecte ΣE . Cependant, toute de´termination locale de ϕ en un point
y′0 proche de y0 est un germe d’application donne´ par le the´ore`me II qui,
par construction, n’admet pas de prolongement alge´bro¨ıde sur C.
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T
ϕ γ˜
y0
y
y1
p
Figure 8. Exemple 6.1
L’e´nonce´ original du the´ore`me II a duˆ suscitter maintes critiques
puisque Paul Painleve´ a cru bon de rappeler, dans l’appendice du livre
de Boutroux (voir [2], p.142-144) que l’e´nonce´ n’est que local. Pour bien
montrer qu’il avait en teˆte qu’une interpre´tation globale de son e´nonce´
ne pouvait pas eˆtre vraie, il a meˆme cru bon de donner le contre-exemple
suivant. Comme nous l’avons de´cortique´ en de´tails, il est plus complique´
que le pre´ce´dent mais tre`s instructif pour d’autres raisons. Je remercie
K. Okamoto de m’avoir signale´ cet exemple en Fe´vrier 2001.
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Exemple 6.2 ([2], p.142-144). — Conside´rons l’e´quation diffe´rentielle :
(E)
dy
dx
=
y
x(y + 1)
.
Son inte´gration nous conduit a` l’inte´grale premie`re globale H(x, y) =
yey
x
et les solutions globales sont de´finies par l’e´quation implicite
H(x, f(x, x0, y0)) = H(x0, y0). Apre`s compactification dans C × C, le
feuilletage F posse`de exactement 4 droites invariantes, a` savoir {x = 0},
{x = ∞}, {y = 0} et {y = ∞}. Toute feuille autre que ces droites
est transcendante et admet une parame´trisation uniforme globale par
y ∈ C, a` savoir y 7→ c · yey. Ne´anmoins, les solutions correspondantes
y = f(x, x0, y0) sont des fonctions multiformes de x comme nous allons
le voir. Par ailleurs, F posse`de exactement 4 points singuliers situe´s aux
intersections de ces droites invariantes.
{x =∞}{x = 0}
{y = −1}
{y = 0}
{y =∞}
Figure 9. Feuilletage associe´ a` l’exemple 6.2
Pre´cise´ment, (0, 0) est un nœud x(1+y)dy−ydx = 0 et est localement
conjugue´ a` xdy = ydx d’apre`s le the´ore`me de Poincare´. Ceci signifie
qu’il existe un changement de coordonne´es analytiques locales envoyant
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les feuilles de F sur celles du feuilletage radial { y
x
= constant}. De meˆme,
(∞, 0) est une singularite´ selle X(1 + y)dy+ ydX = 0 (ici X = 1
x
) et est
localement conjugue´e a` sa partie line´aire Xdy+ydX = 0. Finalement, les
singularite´s en (0,∞) et en (∞,∞) sont des selle-nœuds respectivement
donne´s par x(1 + Y )dY ) + Y 2dx (ou` Y = 1
y
) et X(1 + Y )dY )− Y 2dX .
Donc ΣE = {0,∞}. Enfin, le lieu des tangences verticales de F , en dehors
des 2 droites verticales invariantes, est donne´ par ∆ = {y = −1}. La
feuille Lx0,y0 correspondant a` n’importe quelle solution (non constante)
y = f(x, x0, y0) intersecte {y = 0} une fois en (0, 0), ∆ une fois en
(x1,−1) avec x1 = − x0y0ey0+1 et accumule la droite horizontale {y = ∞}.
Ceci se de´duit aise´ment de la parametrisation par la variable y. Donc
f(x, x0, y0) posse`de exactement 3 singularite´s, a` savoir en 0, x1 et ∞, et
posse`de une infinite´ de de´terminations en tout autre point. Autour de
x = 0, une des branches posse`de une extension analytique et co¨ıncide
avec une des feuilles locales de la singularite´ radiale de F . Les autres
branches tendent vers ∞ et se permutent transitivement lorsque l’on
tourne autour de x = 0. Autour de x = ∞, toutes les branches tendent
vers ∞ et se permutent transitivement. Autour de x1, seules 2 branches
se permutent autour de la singularite´ alge´bro¨ıde alors que toute autre
branche posse`de une extension analytique en x1. Ceci nous donne une
description qualitative comple`te des solutions.
0 x1
x
Figure 10. Graphe d’une solution de l’exemple 6.2
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Remarque 6.3. — Painleve´ a souleve´ le paradoxe suivant. Choisissons
une solution analytique locale f(x, x0, y0) 6≡ 0 en un point de Ω, disons
x0 = 1 pour simplifier. En particulier, l’unique singularite´ alge´bro¨ıde
x1 est suppose´e distincte de x0, c’est a` dire y0 6= −1. Alors, toute
de´termination de f(x) en x0 peut eˆtre atteinte par prolongement an-
alytique le long d’un lacet γ d’indice 1 autour de x1 mais d’indice 0
autour de 0. En d’autres termes, une infinite´ de branches sont permute´es
uniquement en tournant autour de la singularite´ alge´bro¨ıde sans tourner
autour des autres ! En effet, choisissons un chemin σ : [0, 1] → Ω∗,
Ω∗ := Ω \ {x1}, allant de x0 vers un point x′0 proche de 0 le long duquel
le prolongement analytique de f(x) conduit a` l’unique branche analytique
en 0. Alors, notons τ : [0, 1]→ Ω∗ un lacet proche de 0, d’indice 1 autour
de 0 et d’extre´mite´ x′0. Finalement, choisissons un lacet γ0 : [0, 1] → Ω∗
d’extre´mite´ x′0, d’indice 1 autour de x1 et d’indice 0 autour de 0, le
long duquel le prolongement analytique de la branche analytique en 0 est
remplace´e par une autre de´termination graˆce a` la singularite´ alge´bro¨ıde.
Alors, toute de´termination de f(x) en x0 peut eˆtre atteinte par pro-
longement analytique le long de l’un des chemins σ−1τ−nγ0τnσ, n ∈ Z.
En effet, on a fτnσ = fσ puisqu’il s’agit ,de la branche analytique en
0. Par contre, fγ0τnσ est l’une des autres branches pre`s de 0 qui sont
transitivement permute´es juste en tournant autour de 0, c’est a` dire par
prolongement analytique le long de chemins τ−n.
Exemple 6.4 (suite de l’exemple 6.2). — Fixons maintenant une
verticale T : {x = x0}, disons x0 = 1 pour simplifier, et conside´rons
l’application multivalue´e ϕ : T → T ; y 7→ f(x0, x0, y) construite en
recollant tous les germes donne´s par le the´ore`me II. Par exemple, con-
side´rons γ : [0, 1] → Ω = C∗ un lacet d’indice 1 autour de 0 d’extre´mite´
en x0. En appliquant le the´ore`me II a` γ pour y0 = ∞ on de´duit que le
germe d’application d’holonomie ϕ1 de la courbe invariante {y = ∞}
du selle-nœud (voir la remarque 11). L’application multivalue´e doit
au moins contenir ce germe ainsi que ses ite´re´es ϕn := ϕ
◦n
1 , n ∈ Z,
correspondant a` γn. Pre´cise´ment, ϕ1 est un germe de diffe´omorphisme
fixant ∞ de la forme ϕ1(y) = y + 2ipi +
∑
n>0
an
yn
. D’autre part, en
appliquant le the´ore`me II a` γ pour y0 = 0 on obtient le germe identite´
puisque l’holonomie d’une singularite´ radiale est triviale.
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Bien suˆr, le germe identite´ et ϕ1 ne peuvent pas eˆtre connecte´s par
prolongement analytique le long du plan des y. Donc, l’application mul-
tivalue´e ϕ doit eˆtre la re´union de plusieurs fonctions multiformes. En
d’autres termes, son graphe n’est pas irreducible.
Afin d’apre´hender l’application ϕ : y 7→ f(x0, x0, y) toute entie`re, re-
marquons que deux points quelconques y0 et y1 sur T sont dans la meˆme
feuille si et seulement si H(1, y0) = H(1, y1). Dans le cas ou` y0, y1 6= 0,
ceci signifie encore que y0+log(y0) = y1+log(y1) pour des de´terminations
convenables du logarithme. En d’autres termes, y1 = ϕ(y0) pour une
de´termination de ϕ si et seulement si ψ(y0) et ψ(y1) diffe`rent d’un e´le´ment
de 2ipiZ (inde´pendamment de la de´termination de ψ(y) = y + log(y)
choisie). Donc, ϕ n’est rien d’autre que le groupe cyclique de transla-
tions 2ipiZ tire´ en arrie`re par la fonction multiforme ψ.
Introduisons le champ de vecteurs Z = 2ipi∂z dont l’exponentielle
exp(Z) : z 7→ z + 2ipi au temps 1 engendre le groupe cyclique pre´ce´dent.
Son rele`vement par ψ est ψ∗Z = 2ipi y
1+y
∂y. Sa partie re´elle est donne´e
par :
V =
2pi
(1 + u)2 + v2
(
(u+ u2 + v2)∂v − v∂u
)
ou` y = u + iv. Ainsi, ϕ consiste en la collection de exp(nV ), n ∈ Z. Ce
champ de vecteurs est me´romorphe en y0 = −1 et s’annule en 0. Au point
y = ∞, ψ∗Z est holomorphe et V est analytique, tangent au champ de
translations 2pi∂v. Donc, pre`s de l’infini, les trajectoires de V ressemblent
a` des droites verticales. Le portrait de phases de V , donne´ par le champ
de vecteurs polynomial ( (1+u)
2+v2
2pi
)V = (u+u2+v2)∂v−v∂u, posse`de deux
singularite´s, a` savoir une selle en y0 et un centre en 0. Les 4 se´paratrices
de y0 consistent en une trajectoire analytique σ
+ venant de l’infini depuis
le bas et allant vers y0, une trajectoire σ
− partant de y0 pour aller vers
l’infini par le haut et une trajectoire cyclique σ se refermant sur y0 apre`s
avoir tourne´ une fois autour du centre. Toute autre trajectoire vient de
l’infini par le bas pour aller vers l’infini par le haut. Le centre 0 est
isochrone pour V : exp(V ) est le germe identite´ pre`s de 0. Finalement,
introduisons la suite de points yn sur σ
+ ∪ σ−, n ∈ Z∗, telle que exp(nZ)
envoit yn sur le poˆle y0. Par exemple, y1 est le point limite sur σ
+ depuis
lequel on peut inte´grer V durant le temps 1.
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y2
y1
y−1
y−2
σ−
σ+
σ
−1
Figure 11. Portrait de phase du champ de vecteurs (re´el) V
Pour la de´termination principale du logarithme, la fle`che ψ : y 7→
y+log(y) est un home´omorphisme conforme de C\R− sur C\(R−−1±ipi).
Pre´cise´ment, ψ envoit diffe´omorphiquement la frontie`re :
]−∞,−1] par le bas sur ]−∞,−1]− ipi par le bas,
[−1, 0[ par le bas sur [−1,−∞[−ipi par le haut,
]0,−1] par le haut sur ]−∞,−1] + ipi par le bas,
[−1,−∞[ par le haut sur [−1,−∞[+ipi par le haut.
Ceci se voit bien sur l’application ψ e´crite en coordonne´es polaires :
ψ(reiθ) = [r cos(θ) + log(r)] + i[r sin(θ) + θ].
Les points yn pre´ce´demment de´finis sont les images re´ciproques par ψ
des points zn := −1 − (1 + 2n)ipi pour n > 0 et zn := −1 + (1 − 2n)ipi
pour n < 0. Finalement, la monodromie de ψ est ψ(e2ipiy) = ψ(y) + 2ipi.
En raisonnant ou bien sur la dynamique de V ou bien avec l’application
ψ telle qu’elle est de´crite juste avant, on obtient la description suivante.
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−1− ipi
−1 + ipi
σ−
σ
σ+
y1
y−1
Figure 12. Redressement de V par ψ
L’application multivalue´e ϕ consiste en exactement deux 2 fonctions,
a` savoir l’application identite´ et une fonction multiforme a` singularite´s
alge´bro¨ıdes en yn, n ∈ Z∗, et 2 singularite´s non alge´bro¨ıdes en 0 et ∞.
En particulier, toutes les ite´re´es de l’holonomie ϕn, n ∈ Z∗, sont les
de´terminations d’une meˆme fonction. Pre´cise´ment, pour n > 0, ϕn et
ϕn+1 sont permute´es autour de yn et ϕ−n et ϕ−n−1 sont permute´es autour
de y−n. Les points yn sont effectivement singuliers uniquement lorsqu’ils
sont vus depuis ces branches. Le point ∞ est re´gulier pour toutes les
de´terminations mais devient singulier dans la situation suivante. Partons
d’une branche ϕ1 et proce´dons au prolongement analytique le long d’une
trajectoire σ+ jusqu’a` y1. Alors, changeons de de´termination autour de
y1 et revenons au point ∞ le long de σ+ en tournant successivement
une fois autour de chacun des points y2, y3, y4, . . . dans cet ordre. En
particulier, ϕ n’a pas de limite le long de ce chemin puisque ϕ(y) parcours
σ entre deux singularite´s successives interme´diaires yn, yn+1. Par ailleurs,
toutes les branches ont pour limite∞ en 0 et se permutent transitivement
autour, comme pour la fonction logarithme.
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Les singularite´s alge´bro¨ıdes yn, n ∈ Z∗, sont les points d’intersection
de la verticale T avec la feuille passant par (1,−1), c’est a` dire qui est
tangente a` T . Elles apparaissent lorsque, partant d’une solution ana-
lytique en (1, yn), on proce`de au prolongement analytique le long d’un
chemin γ tournant n fois autour de 0 (dans le plan des x) et revenant au
point 1 avec la solution alge´bro¨ıde en (1,−1), i.e. avec tangence sur T .
7. Conjectures
Le the´ore`me I ainsi que les exemples pre´ce´dents de´crivent comple`tement
le type de singularite´s des solutions et la fac¸on dont elles apparaˆıssent.
Le the´ore`me II, quant a` lui, ne nous fournit pas d’indication sur le
comportement des applications d’holonomie vis a` vis du prolongement
analytique. L’exemple 6.1 nous montre d’ores et de´ja` que ces applications
ne sont pas globalement alge´bro¨ıdes : des singularite´s plus complique´es
peuvent apparaˆıtre. Nous proposons deux conjectures.
Conjecture 1. — Soient P,Q ∈ C[x, y] et conside´rons l’e´quation
diffe´rentielle :
(E)
dy
dx
=
P (x, y)
Q(x, y)
.
Supposons que ni P , ni Q, ne soient identiquement nuls et conside´rons
deux droites verticales T0 et T1 (non invariantes par le feuilletage) ainsi
qu’un germe d’application alge´broide ϕ : (T0, p0)→ (T1, p1) donne´ par le
The´ore`me II, pi ∈ Ti, i = 0, 1. Alors l’ensemble Σϕ des singularite´s de ϕ
pour le prolongement analytique dans T0 ≃ C est au plus de´nombrable.
En particulier, ϕ admet un prolongement sans coupure : le phe´nome`me
de l’exemple 2.8 ne se produit pas. Cette conjecture fut motive´e au de´part
par le proble`me suivant. Si l’e´nonce´ est vrai, alors on peut construire
une inte´grale premie`re multiforme pour le feuilletage dont l’ensemble
singulier est une re´union de´nombrable de feuilles. Une telle fonction
admet automatiquement un groupe de monodromie (voir [6]) qui sera en
ge´ne´ral tre`s consistant. A` ma connaissance, on n’a jamais associe´ que des
pseudo-groupes a` un feuilletage alge´brique ge´ne´ral, ce qui rend difficile
la construction d’une the´orie de Galois pour ce type d’objets.
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Dans le cas ou` les singularite´s de l’e´quation (E) sont toutes hyper-
boliques, il est vraisemblable que les singularite´s non alge´bro¨ıdes de ϕ
naissent des applications de Dulac locales des singularite´s. On peut alors
s’attendre a` ce qu’elles se situent sur les points d’intersection de la droite
T0 avec les feuilles (en nombre fini) “passant par ces singularite´s” sous
forme de courbes invariantes locales. Notamment, l’application ϕ, apre`s
prolongement analytique maximal, mettrait en relation des points de T0
et T1 qui ou bien seraient dans la meˆme feuille, ou bien seraient dans
des feuilles distinctes se connectant comme courbes invariantes locales
aux singularite´s (comme un polycycle). C’est en tout cas ce qui se passe
dans tous les exemples e´tudie´s. Le lecteur pourra trouver, dans la the`se
de David Marin (voir [7]), d’autres exemples instructifs illustrant cette
conjecture.
Cependant, dans tous les exemples e´tudie´s, on utilise une inte´grale
premie`re multiforme explicite du feuilletage (que l’on inverse) pour pou-
voir obtenir une description globale de ϕ. Nous ne sommes pas capable
actuellement de donner un seul exemple d’e´quation non inte´grable (ex-
plicitement) satisfaisant notre conjecture. Ces applications ϕ peuvent
eˆtre extre`mement complique´es. Par exemple, un travail re´cent (voir [1])
montre que ces applications ne satisfont ge´ne´ralement aucune e´quation
diffe´rentielle analytique et sont, en ce sens, plus transcendantes que
toutes les fonctions solutions de toutes les e´quations diffe´rentielles. Dans
cette direction, nous proposons cette autre :
Conjecture 2. — Soient P,Q ∈ C[x, y] et conside´rons l’e´quation
diffe´rentielle :
(E)
dy
dx
=
P (x, y)
Q(x, y)
.
Supposons que ni P , ni Q, ne soient identiquement nuls et que Q ne
contient aucun facteur vertical : aucune droite verticale n’est totalement
tangente au feuilletage. Conside´rons alors une droite verticale T0 et deux
germes d’applications analytiques ϕ : (T0, p0)→ (T0, p1) et ϕ′ : (T0, p0)→
(T0, p
′
1) donne´s par le The´ore`me II. Alors ϕ
′ se de´duit par prolongement
analytique de ϕ le long de T0... sauf si l’un des deux germes est l’identite´.
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Une conse´quence imme´diate de la conjecture 2 et de [1] serait :
si P et Q sont suffisamment ge´ne´riques de degre´ d ≥ 2, alors le pro-
longement analytique maximal de ϕ accumule tout le pseudo-groupe des
transformations conformes sur T0 : pour tout germe d’application ana-
lytique inversible ψ : (T0, p0)→ T1, il existe une suite de de´terminations
ϕn : (T0, p0) → T1 de ϕ en p0 convergeant uniforme´ment vers ψ sur un
voisinage de p0 dans T0.
Il serait joli de construire un tel exemple.
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