Prediction problems in biomedical sciences, including protein function prediction (PFP), are generally quite difficult. This is due in part to incomplete knowledge of the cellular phenomenon of interest, the appropriateness and data quality of the variables and measurements used for prediction, as well as a lack of consensus regarding the ideal predictor for specific problems. In such scenarios, a powerful approach to improving prediction performance is to construct heterogeneous ensemble predictors that combine the output of diverse individual predictors that capture complementary aspects of the problems and/ or datasets. In this paper, we demonstrate the potential of such heterogeneous ensembles, derived from stacking and ensemble selection methods, for addressing PFP and other similar biomedical prediction problems. Deeper analysis of these results shows that the superior predictive ability of these methods, especially stacking, can be attributed to their attention to the following aspects of the ensemble learning process: (i) better balance of diversity and performance, (ii) more effective calibration of outputs and (iii) more robust incorporation of additional base predictors. Finally, to make the effective application of heterogeneous ensembles to large complex datasets (big data) feasible, we present DataSink, a distributed ensemble learning framework, and demonstrate its sound scalability using the examined datasets. DataSink is publicly available from https://github.com/shwhalen/datasink.
Introduction
Prediction problems in biomedical sciences, including protein function prediction (PFP) [41, 52] , are generally quite difficult. This is due in part to incomplete knowledge of how the cellular phenomenon of interest is influenced by the variables and measurements used for prediction, as well as a lack of consensus regarding the ideal predictor for specific problems. Even from a data perspective, the frequent presence of extreme class imbalance, missing values, heterogeneous data sources of different scales, overlapping feature distributions, and measurement noise further complicate prediction. Indeed, given these challenges, several community-wide exercises, most notably CAFA [47] and MouseFunc [44] , have been organized to assess the state of the art in PFP. The approaches used to participate in these exercises use a variety of biological information, such as the amino acid sequence and three-dimensional structure of proteins, as well as systemslevel data like gene expression and protein-protein interactions. They also use a diverse array of prediction methodologies from machine learning, statistics, network theory and others. Although these exercises indicated general principles that can help enhance PFP, they were generally unable to determine the best method for this problem out of the participating approaches, partly due to the problems listed above.
In scenarios like these, a powerful approach to improving prediction performance is to construct ensemble predictors that combine the output of individual predictors [49, 51] . These predictors have been immensely successful in producing accurate predictions for many biomedical prediction tasks [62, 1, 33, 28, 42] , including protein function prediction [57, 63, 19] . The success of these methods is attributed to their ability to reinforce accurate predictions as well as correct errors across many diverse base predictors [56] . Diversity among the base predictors is key to ensemble performance: if there is complete consensus (no diversity) the ensemble cannot outperform the best base predictor, yet an ensemble lacking any consensus (highest diversity) is unlikely to perform well due to weak base predictors. Successful ensemble methods strike a balance between the diversity and accuracy of the ensemble [29, 14] .
A wide variety of methods have been proposed to create ensembles consisting of diverse base predictors that benefit from both their consensus and disagreement [49, 51] . Popular methods like bagging [6] , boosting [50] and random forest [7] generate this diversity by sampling from or assigning weights to training examples. However, they generally utilize a single type of base predictor to build the ensemble. Such homogeneous ensembles may not be the best choice for biomedical problems like PFP where the ideal base prediction method is unclear, as discussed earlier. A more potent approach in this scenario is to build ensembles from the predictions of a wide variety of heterogeneous base prediction methods, such as the predictions from a variety of PFP methods submitted to CAFA [47] .
Two commonly used heterogeneous ensemble methods include a form of meta-learning called stacking [35, 61] , and the ensemble selection method [10, 9] . Stacking constructs a higher-level predictive model over the predictions of base predictors, while ensemble selection uses an iterative strategy to select base predictors for the ensemble while balancing diversity and performance. Due to their ability to utilize heterogeneous base predictors, these approaches have produced superior performance across several application domains [1, 40] .
In this paper, we present a comparative analysis of several heterogeneous ensemble methods applied to large and diverse sets of base predictors. This comparison is carried out in the context of the prediction of protein function, as well as that of genetic interactions [4, 42] , a problem intimately related to PFP. In addition to assessing the overall performance of these methods on these problems, we will investigate the following critical aspects of heterogeneous ensembles that have not been investigated before:
1. How these methods try to achieve the diversity-performance tradeoff inherent in ensemble learning. 2. The importance of base predictor calibration for effective ensemble performance. 3. Dependence of heterogeneous ensemble performance on the number and type of base predictors constituting them.
We explored the first two aspects in our previous work on this problem [60] . Other than this work, there have been few, if any, such analyses of ensembles constructed from such a large set of diverse base predictors, and we expect our results will shed light on the inner dynamics of ensemble predictors, especially heterogeneous ones. These insights are expected to have wide applicability across diverse applications of ensemble learning beyond PFP.
Finally, we present DataSink, a scalable distributed implementation of the heterogeneous ensemble methods analyzed in this study (available at https://github.com/shwhalen/datasink). This implementation is built on the insight that efficient (nested) cross-validation is critical for robust ensemble learning, and utilizes several parallelization opportunities in this process to enhance scalability. DataSink is implemented in Python and uses Weka [20] for base predictor learning (unless they are provided, such as in CAFA), and the pandas/scikit-learn analytics stack [43, 34] for ensemble construction. We illustrate how DataSink can be used for PFP and other similar prediction problems, and through this illustration, we demonstrate its scalability capabilities and other salient features.
Materials and methods

Problem definitions and datasets
To assess the potential of heterogeneous ensembles for enhancing PFP, we assess their performance on three PFP instances. We also evaluate their performance on the closely related problem of prediction of genetic interactions.
Protein function prediction
Gene expression data are a commonly used data source for predicting protein function, as the simultaneous measurement of gene expression across the entire genome enables effective inference of functional relationships and annotations [41, 52] . Thus, for the PFP assessment, we use the gene expression compendium of [26] to predict the functions of roughly 4000 baker's yeast (Saccharomyces cerevisiae) genes. The three most abundant functional labels (GO terms) from the list of most biologically interesting and actionable Gene Ontology Biological Process terms compiled by [38] are used in our evaluation. These labels are GO:0051252 (regulation of RNA metabolic process), GO:0006366 (transcription from RNA polymerase II promoter) and GO:0016192 (vesicle-mediated transport). We refer to these prediction problems as PF1, PF2 and PF3 respectively (details in Table 1 ). Note that we demonstrate on only these three large labels due to the substantial amount of computation needed even for a single label (detailed in subsequent sections), and hope to report much more extensive results in future work. We expect the results presented here to be representative and the methodology to be applicable to other (functional) labels as well.
Genetic interaction prediction
Genetic interactions (GIs) are a category of cellular interactions that are inferred by comparing the effect of the simultaneous knockout of two genes with that of knocking them out individually [21] . Since these interactions represent cases of functional buffering and inter-connections, their knowledge is very useful for understanding cellular pathways and their interactions, and predicting gene function [23, 4, 27, 37, 36] . However, despite their utility, and substantial progress in experimental mapping of GIs in model organisms [23, 12] , there is a general paucity of GI data for several organisms important for biomedical research. To address this problem, some of us [42] and several others [4] have developed various computational approaches to predict GIs. In the current study, we wish to assess how heterogeneous ensembles can help advance this GI prediction effort. For this, we use the dataset developed in our previous work [42] , which focuses on predicting GIs between genes from S. cerevisiae (baker's yeast) using features that denote functional relationships between gene pairs. Some such features include correlation between expression profiles, extent of co-evolution, and the presence or absence of physical interactions between their corresponding proteins (see Table 2 for an illustration). This particular experiment enables us to assess the predictive ability of heterogeneous ensembles on a problem that is related but complementary to PFP, and the scalability of our implementation DataSink, given the much larger size of this dataset (Table 1) .
Finally, note that both the types of datasets we considered involve binary labels, so the results presented are in the classification context. However, the concepts and methods discussed apply to the general prediction scenario, such as multi-class and regres- sion problems. Thus, we generally refer to methods/models used for addressing this class of problems as predictors.
Experimental setup
Our rigorous experimental assessment of heterogeneous ensembles on the above PF and GI datasets was set up as shown in Fig. 1 . For these experiments, a total of 27 diverse base predictor types are trained using the statistical language R [46] , primarily through the R Weka interface [24] to the data mining software Weka [20] . We expanded this set of base predictors using some R machine learning packages as well. Among these are homogeneous ensemble predictors based on boosting and random forest also. Base predictors are trained using 10-fold cross-validation (CV), where each training split is resampled with replacement 10 times, and then balanced using undersampling of the majority class. The latter is a standard and essential step to prevent learning decision boundaries biased to the majority class in the presence of extreme class imbalance such as ours (Table 1 ). See Table 3 for the details as well as the individual performance of these base predictors.
One of the most important components of our setup is the use of nested cross-validation (NestedCV) for the training (if needed) and testing of the heterogeneous ensemble methods being assessed (Fig. 1) . Under a standard k-fold CV procedure involving only one training and test split in each CV round, training of the ensembles involves the use of labels of the same training examples twice: first for the training of the base predictors, and then for the training of the heterogeneous ensemble over their predictions. This repeated use of the training labels is likely to lead to significant overfitting, and thus needs to be addressed. For this, we utilize a two-tier NestedCV procedure, in which the training split in each round of the outer CV is further broken into inner training and test splits for an additional round of cross-validation (Steps 1 and 2 of Fig. 1 ). The base predictors are trained on the inner training split (Step 3) and these trained predictors are applied to the inner test split (Step 4) to generate predictions for the constituent examples (Step 5). The predictions so generated over all the inner CV rounds are collected for all the examples in the outer training CV split (Step 6) and then used to train the heterogeneous ensembles using the stacking and ensemble selection methods described below (Step 7). These ensembles are then applied to the outer CV test split (Step 8). The resultant predictions generated for the constituent examples are again collected (Step 9) and evaluated (Step 10) to assess the overall predictive ability of the various ensemble methods considered. Note that in Step 7, the ensembles are trained on predictions generated from examples in the inner CV test splits, which were themselves not involved in the training of the base predictors (Step 3). Due to this separation of examples that the base predictors and ensembles are trained on, this NestedCV approach reduces the likelihood of overfitting while maintaining the fairness of the training and testing procedure.
The overall performance is measured by combining the predictions made on each outer CV test split from both the base predictors and the heterogeneous ensembles, and calculating the corresponding area under the ROC curve (AUC score) [16] . This assessment is also carried out using the F max measure, which was shown to be a reliable metric in a recent large-scale protein function prediction assessment [47] . This measure is the maximum Fig. 1 . Nested cross-validation (NestedCV)-based pipeline used for training and evaluation of heterogeneous ensembles. The sequence followed is marked by step numbers. The pipeline is based on two-tier cross-validation (CV), outer and inner. The inner CV round is used for base predictor training and prediction generation on the corresponding training and test splits respectively. These predictions from all the base predictors from the outer CV training split are collected and used for training the heterogeneous ensemble methods tested. These trained ensemble models are then applied to the outer CV test split, which are eventually collected after all rounds of outer CV and evaluated.
value of the F-measure across all the values of precision and recall at many thresholds applied to the prediction scores. Furthermore, to draw meaningful conclusions about predictive abilities of methods, it is critical to determine if the performance differences among methods are statistically significant. For this, we employ the standard methodology given by [13] to test for statistically significant performance differences between multiple methods across multiple datasets. The Friedman test [18] first determines if there are statistically significant differences between any pair of methods over all datasets, followed by a post hoc Nemenyi test [39] to calculate a p-value for each pair of methods. This is the nonparametric equivalent of ANOVA combined with a Tukey HSD post hoc test, where the assumption of normally distributed values is removed by using rank transformations. As many of the assumptions of parametric tests are violated by machine learning algorithms, the Friedman/Nemenyi test is preferred despite reduced statistical power [13] .
Heterogeneous ensemble methods
The following heterogeneous ensemble methods are considered in this study.
Mean aggregation
The predictions of each base predictor become columns in a matrix where rows are instances and the entry at row i, column j is the probability of instance i belonging to the positive class as predicted by predictor j. The unsupervised aggregation method operates by applying the mean across rows to produce an aggregate prediction probability for each example.
Stacking
Meta-learning is a general technique for improving the performance of multiple predictors by using the meta information they provide [59] . A common approach to meta-learning is stacked generalization (stacking) [61] , that trains a higher-level (level 1) predictor on the outputs of base (level 0) predictors. Using the standard formulation of [55] , we perform stacking with a level 1 logistic regression predictor trained on the probabilistic outputs of multiple heterogeneous level 0 predictors. Although more sophisticated predictors may be used, a simple logistic regression meta-predictor helps avoid overfitting which typically results in superior performance [55] . In addition, its coefficients have an intuitive interpretation as the weighted importance of each level 0 predictor [1] . The layer 1 predictor is trained and evaluated using the NestedCVbased setup described above.
Furthermore, in addition to stacking across all predictor outputs, we also evaluate an aggregate form of stacking. Here, the outputs of all 10 resampled (bagged) versions of each base predictor type, say SVM, are averaged and used as a single level 0 input to the meta learner. Intuitively, this combines outputs from predictors that have a similar nature, and thus similar expected performance and calibration. This allows stacking to focus on weights between (instead of within) predictor types.
Ensemble selection
Ensemble selection is the process of choosing a subset of all available base predictors that perform well together, since including every base predictor in the ensemble may decrease performance. Testing all possible predictor combinations quickly becomes infeasible for ensembles of any practical size, and thus, heuristics are used to approximate the optimal subset. Remember that he performance of the ensemble can only improve upon that of the best base predictor if the ensemble has a sufficient pool of accurate and diverse predictors, and thus, successful selection methods must consider both these requirements.
We establish a baseline for this approach by performing simple greedy ensemble selection: sorting base predictors by their individual performance and iteratively adding the best currently unselected predictor to the ensemble. This approach disregards how well the latest predictor actually complements the current constituents of the ensemble.
Improving on this approach, Caruana et al.'s ensemble selection (CES) method [10, 9] begins with an empty ensemble and iteratively adds new predictors that maximize its performance according to a chosen metric. At each iteration, a number of candidate predictors are randomly selected and the performance resulting from the addition of each candidate to the current ensemble is evaluated. The candidate resulting in the best ensemble performance is selected, the ensemble is updated with it, and the process repeats until a maximum ensemble size is reached. The evaluation of candidates according to their performance with the ensemble, instead of in isolation, improves the performance of CES over simple greedy selection.
Additional improvements employed by the native CES algorithm include (1) initializing the ensemble with the top n base predictors, and (2) allowing predictors to be added multiple times. The latter is particularly important as without replacement, the best predictors are added early and ensemble performance then decreases as worse performing predictors are forced into the ensemble. Replacement gives more weight to the best performing predictors while still allowing for diversity. We use an initial ensemble size of n ¼ 2 to reduce the effect of multiple bagged versions of a single high performance predictor dominating the selection process, and (for completeness) evaluate all candidate predictors instead of sampling. Ensemble selection, both greedy and CES, is performed (this approach's form of training) and evaluated using the NestedCVbased setup described above. Furthermore, to implement CES more efficiently, we sped up the evaluation of each candidate being considered for addition to the ensemble by aggregate the intermediate (inner CV) predictions using a cumulative moving average.
Results: ensemble performance
The performance (AUC score) of the heterogeneous ensemble methods described above on the PF and GI datasets is summarized in Table 4 , and the corresponding statistical significance (p-value) of the comparative performance of each pair of methods is given in Table 5 . Before discussing these results, we would like to point out that such biomedical prediction problems are generally quite difficult, and even small improvements in predictive accuracy have the potential for large contributions to biomedical knowledge. For instance, consistent with interaction rates (0.5-1%) observed in other organisms, assume that 1 million GIs exist among the approximately 2 Â 10 8 gene pairs in the human genome. Thus, even a 1% improvement in the accuracy of a prediction algorithm can lead to the discovery of 10; 000 novel GIs, many of which may prove critical for biomedical applications like protein function prediction [36] and therapeutic discovery for cancers [4] . For instance, the computational discovery of genetic interactions between the human genes EGFR-IFIH1 and FKBP9L-MOSC2 potentially enables novel therapies for glioblastoma [53] , the most common and aggressive type of brain tumor in humans. Several trends can be observed from the overall performance and statistical significance results in Tables 4 and 5 respectively. First, we find that mean, the highest performing among all the simple aggregation ensemble methods we tested, generally performed poorly even when compared to the best base predictor for all the datasets except PF2. This is because simple (unsupervised) mean may not be the best way to aggregate heterogeneous predictors that can have uncalibrated outputs with potentially different scales or notions of probability. We discuss the issue of calibration for ensembles in Section 4.2.
Supervised heterogeneous ensemble methods, namely stacking and ensemble selection, usually perform better than their counterparts, but with differences between the performance of the variants of these methods. First, the aggregated version of stacking, where bagged versions of base predictor types are aggregated before stacking, performs the best overall among all the prediction methods. Furthermore, this aggregated version significantly outperforms the stacking variant in which no such aggregation is done (Stacking (All); p ¼ 0:0025), thus indicating that incorporating information about the inter-relationships among the base predictors leads to a more predictive ensemble. Similarly, among the ensemble selection methods, CES consistently outperforms the greedy method on all datasets, although not statistically significantly (Table 5 ). Greedy selection achieves best performance for ensemble sizes of 10, 14, 45, and 38 for GI, PF1, PF2, and PF3, respectively, while CES is optimal for sizes 70, 43, 34, and 56 respectively for the same datasets. Although the best performing ensembles for both selection methods are close in performance, simple greedy selection is much worse for non-optimal ensemble sizes than CES and its performance typically degrades after the best few base predictors are selected. Thus, on average CES is the superior selection method. Again, this is because CES selects a more diverse and mutually beneficial set of base predictors in the ensemble. See Section 4.1 for details of the above observations about ensemble selection.
Also importantly, the aggregated stacking and CES methods, which perform statistically comparably, significantly outperform the best base predictor for all the data sets (p ¼ 0:000136 and 0:0019) respectively. Notably, the best base predictor for all the datasets are homogeneous ensembles based on boosting or random forest, thus validating our original hypothesis that building heterogeneous ensembles on top of homogeneous ones and other non-ensemble base predictors can be significantly advantageous. We also note that nested cross-validation, relative to a single validation set, improves the performance of both stacking and CES by increasing the amount of meta data available as well as the bagging that occurs as a result. For instance, standard crossvalidation that uses the same labels twice, once each for base classifier and ensemble learning, is only able to yield an AUC of 0.756, substantially lower than 0.812 yielded by NestedCV. More nested folds are expected to increase the quality of the meta data and thus affect the performance of these methods as well, although computation time increases substantially and motivates our selection of k ¼ 5 nested folds. Due to these advantages of heterogeneous ensembles and nested cross-validation, each method we evaluated out-performed the previous state of the art AUC of 0.741 for GI prediction established in our previous work on this problem [42] .
Finally, we also assessed the performance of all the methods in terms of the F max measure [47] . Note that the greedy selection and CES methods had to be re-run with F max as the optimization criterion for this assessment, but the predictions from the other methods could be re-evaluated directly. The results in Table 6 show that most of the trends observed with AUC are valid here as well, especially that almost all the ensemble methods perform better than the base predictors for all the datasets. In particular, aggregated stacking again produces the best performance among all the methods for all the datasets. The only notable deviation in these results is that greedy selection performs slightly better than CES for the PF datasets. This is likely because F max is focused only on the predictions made for examples of the positive class, and greedy selection might favor this mode of evaluation. Since AUC covers both the classes in its evaluation, we conducted the further analyses reported in this subsequent sections using this measure. 
Results: ensemble characteristics
Since heterogeneous ensembles are generally learnt from a large number and variety of base predictors, the ensemble learning process can be quite dynamic and complicated. In the following subsections, we analyze several critical aspects of this process, namely the roles of ensemble diversity and calibration and the starting set of base predictors. There have been few, if any, such analyses of ensembles constructed from a large set of diverse base predictors. We expect the results will shed light on the inner dynamics of ensemble predictors, especially heterogeneous ones.
The role of diversity
As mentioned in the Introduction, the relationship between ensemble diversity and performance has immediate impact on the performance of ensemble methods, yet has not been formally proven despite extensive study [29, 54] . We undertake the analysis of the relationship for heterogeneous ensembles here, for which we need a measure for the diversity of an ensemble. We measure diversity using Yule's Q-statistic [64] by first creating predicted labels from thresholded predictor probabilities, yielding a 1 for values greater than 0.5 (appropriate due to the balancing of the classes before training) and 0 otherwise. Given the predicted labels produced by each pair of predictors (base) D i and D k , we generate a contingency table counting how often each predictor produces the correct label in relation to the other:
The pairwise Q statistic is then defined as:
This produces values tending towards 1 when D i and D k correctly classify the same instances, 0 when they do not, and À1 when they are negatively correlated. We evaluated additional diversity measures, such as Cohen [11] j-statistic, but found little practical difference between the measures (in agreement with [29] and focus on Q for its simplicity. Also, the raw Q values were transformed into their corresponding 1 À jQ j values, so that 0 represents no diversity and 1 represents maximum diversity for graphical clarity. Furthermore, for brevity, we analyze this relationship using GI and PF3 as representative datasets, although the trends observed generalize to PF1 and PF2 as well. Finally, multicore performance and diversity measures are implemented in C++ using the Rcpp package [15] . This proves essential for their practical use with large ensembles and nested cross validation. Fig. 2 plots ensemble diversity and performance for the GI and PF3 datasets as a function of the iteration number of the simple greedy selection and CES methods detailed in Section 2.3.3. Performance is measured in terms of AUC, while diversity is measured as the average pairwise diversity between the predictors included in the ensemble based on the Q statistic defined above. These plots reveal how CES (top curve) successfully exploits the tradeoff between diversity and performance while a purely greedy approach (bottom curve) actually decreases in performance over iterations after the best individual base predictors are added. This is shown via coloring, where CES shifts from red to yellow (better performance) as its diversity increases while greedy selection grows darker red (worse performance) as its diversity only slightly increases. Note that while greedy selection increases ensemble diversity around iteration 30 for PF3, overall performance continues to decrease. This demonstrates that diversity must be balanced with accuracy to create well-performing ensembles.
To illustrate in more detail using Fig. 2(b) , the first predictors chosen by CES (in order) are rf.1, rf.7, gbm.2, RBFClassifier.0, MultilayerPerceptron.9, and gbm.3, where numbers indicate bagged versions of a base predictor. RBFClassifier.0 is a low performance, high diversity predictor, while the others are the opposite (see Table 3 for a summary of base predictors). This ensemble shows Fig. 2 . Ensemble diversity and performance as a function of iteration number for both greedy selection (bottom curve) and CES (top curve) on the GI and PF3 datasets. For GI, greedy selection fails to improve diversity and performance decreases with ensemble size, while CES successfully balances diversity and performance (shown by a shift in color from red to yellow as height increases) and reaches an equilibrium over time (iterations). For PF3, greedy selection manages to improve diversity around iteration 30 but accuracy decreases, demonstrating that just diverse or just accurate predictions alone are not enough for accurate ensembles.
how CES tends to repeatedly select base predictors that improve performance, then selects a more diverse and typically worse performing predictor. This manifests in the left part of the upper curve where diversity is low and then jumps to its first peak. After this, a random forest is added again to balance performance and diversity drops until rising again at the next peak. The process repeats while the algorithm approaches a weighted equilibrium of better performing, lower diversity and worse performing, higher diversity predictors. This agrees with recent observations that diversity enforces a kind of regularization for ensembles [54, 30] : performance stops increasing when there is no more diversity to extract from the pool of possible predictors. Since ensemble selection and stacking are top performers and can both be interpreted as learning to weight/select different base predictors, we next compare the most heavily weighted predictors selected by CES (Weight c ) with the coefficients of a level 1 logistic regression meta-learner (Weight m ). We compute Weight c as the normalized counts of predictors included in the ensemble, resulting in greater weight for predictors selected multiple times. These weights for PF3 are shown in Table 7 .
Nearly the same predictors receive the most weight under both approaches (though logistic regression coefficients were not restricted to positive values, so we cannot directly compare weights between methods). The general trend of the relative weights explains the oscillations seen in Fig. 2 : Higher performance, lower diversity predictors are repeatedly paired with higher diversity, lower performing predictors to build an effective ensemble. A more complete picture of this selection emerges by examining the full list of candidate base predictors (Table 8) , with the most weighted ensemble (CES and stacking) predictors shown in bold. The highest performing, lowest diversity GBM and RF predictors appear at the top of the list while VFI and IBk are near the bottom. Although there are more diverse predictors than VFI and IBk, they were not selected due to their lower performance and lower utility for the ensembles.
This analysis illustrates how diversity and performance are balanced during ensemble construction, and also gives new insight into the nature of ensemble selection and stacking due to the convergent weights of these seemingly different approaches. This insight opens avenues for new algorithms for heterogeneous ensemble learning that can balance diversity and performance in a structured and mathematically rigorous way. Lin et al. [32] made a commendable beginning in this direction by proposing such an algorithm for enhancing the prediction of protein subcellular localization. However they applied these algorithms to a set of only about ten base predictors for this problem, and the true potential of these algorithms will be realized when they can be applied to the scale (number and type) of base predictors tested in our study.
The role of calibration
A key factor in the performance difference between stacking and CES is illustrated by stacking's selection of MultilayerPerceptron instead of RBFClassifier for PF3 (Table 7) . This difference in the relative weighting of predictors, or the exchange of one predictor for another in the final ensemble, persists across our datasets. We suggest this is due to the ability of the layer 1 predictor in stacking to learn a function on the probabilistic outputs of base predictors and compensate for potential differences in calibration, contributing to the superior performance of this method.
A binary predictor (classifier) is said to be well-calibrated if it is correct p percent of the time for predictions of confidence p [3] . However, accuracy and calibration are related but not the same: A binary predictor that flips a fair coin for a balanced dataset will be calibrated but not accurate. Relatedly, many well-performing predictors do not produce calibrated probabilities. For instance, an uncalibrated SVM outputs the distance of an instance from a hyperplane, which is not a true posterior probability of an instance belonging to a class, even if converted to one using established methods [45] . Measures such as AUC are not sensitive to calibration for base predictors, and the effects of calibration on heterogeneous ensemble learning have only recently been studied [3] . This section further investigates this relationship.
Several methods exist for evaluating the calibration of probabilistic predictors. One such method, the Brier score, assesses how close (on average) a predictor's probabilistic output is to the correct binary label [8] :
over all instances i. This is simply the mean squared error evaluated in the context of probabilistic binary classification. Lower scores indicate better calibration. Fig. 3 plots the Brier scores for each base predictor we used against its performance for the GI dataset, as well as the ensemble Table 8 Candidate predictors sorted by mean pairwise diversity and performance. The most heavily weighted predictors for both CES and stacking are shown in bold. This trend, which holds across datasets, shows the pairing of higher-performance lower-diversity predictors with their complements, demonstrating how seemingly disparate approaches create a balance of diversity and performance. Brier scores for each iteration of CES and greedy selection. As expected, these plots show that predictors and ensembles with calibrated outputs generally perform better. Note in particular the calibration and performance of simple greedy selection, with initial iterations in the upper left of the panel showing high performing well-calibrated base predictors chosen for the ensemble, but moving to the lower right as sub-optimal predictors are forced into the ensemble. In contrast, CES starts with points in the lower right and moves to the upper left as both ensemble calibration and performance improve over iterations. The upper left of the CES plot suggests the benefit of additional predictors outweighs a slight loss in calibration during its final iterations. Aggregated stacking produces a layer 1 predictor with approximately half the Brier score (0.083) of CES or the best base predictors. Since this approach learns a function over probabilities it is able to adjust to the different scales used by potentially illcalibrated predictors in a heterogeneous ensemble. This explains the difference in the final weights assigned by stacking and CES to the base predictors in Table 7 : Although the relative weights are mostly the same, logistic regression is able to correct for the lack of calibration across predictors and better incorporate the predictions of MultilayerPerceptron, whereas CES cannot. In this case, a calibrated MultilayerPerceptron serves to improve performance of the ensemble and thus stacking outperforms CES. Overall, these results show that better calibration leads to improved ensemble performance.
Dependence on the starting set of base predictors
The previous section reported the performance of heterogeneous ensembles learnt from a set of 27 base predictors that were chosen on the basis of availability of implementation and to maximize coverage of the predictor space. A natural question to ask then is ''how does the performance of the ensemble depend on the size of the initial set of base predictors?" To answer this question, we simulated the sequence in which a user may add base predictors to the set in an effort to enhance prediction performance. This simulation naturally starts with the best base predictor for the corresponding dataset, and then adds two randomly selected predictors to the initial set from Table 3 in each iteration, terminating when all of the 27 base predictors have been considered. In each iteration, heterogeneous ensembles are learnt using the mean, CES and aggregated stacking methods, and evaluated using the methodology shown in Fig. 1 . This whole process is repeated 20 times and the average and standard error of performance (AUC scores) recorded for each of these methods. Fig. 4 shows the average AUC scores (with standard error) obtained from the described simulation for the PF3 and GI datasets.
In the case of PF3, the performance of both mean and CES is essentially statistically constant and indistinguishable across the range of base predictor types. In contrast, aggregated stacking is the only method that is able to consistently make use of the additional information from new initial base predictors to improve its performance. These trends become even clearer in the GI results, which offers many more examples than PF3 for reliable training and evaluation of ensembles. Here, simple mean essentially deteriorates with more base predictors due to its lack of consideration of synergies between the base predictors and potential adverse effects of calibration issues mentioned above. CES, which is better able to tackle these challenges, shows limited improvements due to its relatively ad hoc and non-deterministic nature. Finally, once again, aggregated stacking stands out as the method that is able to extract the most benefit from the growing set of base predictors. This is due to its ability to learn a deterministic predictive model on top of the base predictor outputs. This observation strongly supports the superior performance of this method in the overall evaluation (Table 4) .
In summary, this section demonstrates the tradeoff between performance and diversity made by CES and examines its connection with stacking. There is significant overlap in the relative weights of the most important base predictors selected by both methods. From this set of predictors, stacking often assigns more weight to a particular predictor as compared to CES and this result holds across our datasets. We attribute the superior performance of stacking to this difference, originating from its ability to accommodate differences in predictor calibration that are likely to occur in large heterogeneous ensembles. This claim is substantiated by its significantly lower Brier score compared to CES, as well as the correlation between ensemble calibration and performance.
Finally, yet another reason for stacking's success in our evaluation is its superior ability to assimilate information from a growing set of base predictors. Overall, these results shed light on important issues related to the dynamics of ensemble predictors, especially heterogeneous ones, and we hope that this knowledge will lead to more effective heterogeneous ensemble methods.
DataSink: a distributed implementation of heterogeneous ensemble methods
The above results demonstrate the potential of heterogeneous ensembles to enhance our ability to address challenging biomedical prediction problems, such as protein function prediction. However, these results were generated using a prototype implementation that may not be easily usable by general users. Thus, to ease other researchers' and practitioners' use of these methods in their work, we have prepared a high-performance framework, named DataSink. This framework implements the pipeline shown in Fig. 1 for learning from and applying such ensembles to potentially large datasets. DataSink is publicly available from https://github.com/shwhalen/datasink and is implemented in Python, which offers flexibility, add-on packages, robustness and ease of use and interpretation. This framework utilizes Weka [20] for base predictor learning and application, and the pandas/ scikit-learn analytics stack [34, 43] for ensemble learning. Detailed step-by-step instructions for how to install DataSink's requisites, as well as use the pipeline to learn and evaluate heterogeneous ensembles on (Weka-formatted) datasets are available at the above URL. PFP datasets, once Weka-formatted, can be processed using the same commands. Finally, DataSink also includes imple- mentations of ensemble diversity measures in Cython [2] , which are even faster than the prototype Rcpp implementations mentioned earlier.
DataSink is based on the insight that nested cross-validation (NestedCV) is critical for robust ensemble learning, as explained in Section 2.2, and thus making the NestedCV process more efficient can substantially improve the overall time requirements of ensemble learning. More specifically, it can be seen that the training and test prediction operations of both base predictors within each inner CV split and ensemble predictors within outer CV rounds are independent of other such splits, and thus can be easily parallelized. This parallelization can be easily accomplished across multiple CPUs of cluster systems and multiple cores of multi-core individual machines. Furthermore, the stacking and CES ensemble learning algorithms, which are difficult to parallelize as above, can be made more efficient by exploiting the multi-core architecture of individual machines. DataSink provides users options to have both the above optimizations with minimal changes to its configuration.
We evaluated the computational benefits of the multi-CPU and multi-core design of DataSink by running it (under default parameter settings) on the datasets used in this study. We chose to perform this experiment only with CES as it is the most time consuming of all the methods tested and is thus expected to show the maximum variation under different system configurations. Specifically, we ran DataSink's CES implementation on the concerned datasets on Minerva, Mount Sinai's cluster system, with the number of CPUs available for this computation being incrementally doubled from 1 to 32. Fig. 5 shows the time consumed in the two phases of the overall computation, namely NestedCVbased base predictor output generation and ensemble learning using CES, on the representative PF3 and GI datasets (observations on PF1 and PF2 were very similar). As expected the generation phase takes significantly more time than CES for both datasets. However, due to the much higher level of parallelization in the generation phase, DataSink was able to achieve almost a double speedup for the smaller PF3 dataset with every doubling of the number of CPUs, especially when the number of CPUs is low. The speedups are about 1:6-fold for GI, due to the much heavier communication overhead for this substantially larger dataset. Similar speedups were obtained for the ensemble learning (CES) phase, although this tends to saturate beyond 16 processors due to the lower level of parallelization achievable for this phase. Overall, these results show that DataSink's distributed/parallel design is indeed able to make the (heterogeneous) ensemble learning process significantly more efficient, thus making the application of these methods to large complex datasets (big data) substantially more feasible.
Discussion
This paper proposed heterogeneous ensemble methods as viable approaches for addressing difficult biomedical prediction problems, including protein function prediction. These ensembles assimilate a large number and variety of base predictors and attempt to balance their mutual performance and diversity to produce more accurate predictions than the individual base predictors. Two established heterogeneous ensemble methods, namely stacking and ensemble selection, were rigorously evaluated on several large genomics datasets, with the goal being protein function or genetic interaction prediction. This evaluation showed that both these methods produced comparable and better performance than the other methods tested. In particular, the versions of these ensemble methods that took into account the mutual interrelationships among the base predictors, like similarity (aggregated stacking) or diversity (Caruana et al.'s ensemble selection), performed the best. Deeper analysis of this performance showed that the superior predictive ability of these methods, especially aggregated stacking, can be attributed to their attention to the following aspects of the collection of base predictors: (i) better balancing of diversity and performance, (ii) more effective calibration of outputs and (iii) more robust incorporation of additional base classifiers. Finally, to make the effective application of these methods to large complex datasets (big data) feasible, we presented DataSink, a distributed ensemble learning framework, and demonstrated its sound scalability using the examined datasets.
Our extensive study indicated several avenues for developing more effective heterogeneous ensemble learning methods and finding novel applications for them. The most revealing finding from this study was the dynamic nature of how these methods try to balance ensemble diversity and performance, although only indirectly. Given the criticality of this balance to the success of heterogeneous ensembles, developing novel algorithms that try to find the optimal balance directly and automatically can enhance the performance of such ensembles. Diversity measures, such as the Q statistic discussed earlier, might play an important role here. Approaches such as those proposed by [32] can be an important step forward in this direction. On the implementation front, although our DataSink framework exploits several parallelization opportunities to make the heterogeneous ensemble learning process more efficient, there are potentially many more avenues to improve this efficiency further. Finally, our results demonstrate the potential of these ensembles for addressing difficult biomedical prediction problems. We believe the niche application areas for these ensembles are ones where a wide array of base predictors, whose training/generation we can't control, are the most accessible form of knowledge for a given problem or dataset. One such area is that of crowdsourcing-based prediction competitions/ assessments like those hosted by CAFA [47] , MouseFunc [44] and DREAM [5] , as well as commercial/government platforms like Kaggle, InnoCentive and Challenge.gov. In these challenges, there is a natural diversity of expertise among the participants, as well as among the methods and auxiliary datasets used to generate predictions, besides several other sources of variation. This setting offers a great opportunity for learning heterogeneous ensembles to assimilate the knowledge embedded in these predictions and develop even better solutions to the target problems. In summary, there exist major opportunities for the development of novel heterogeneous ensemble learning methods and applying them in contexts that may not have been satisfactorily addressed so far.
