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Abstract
This paper analyzes a Susceptible-Infected-Susceptible (SIS) model of epidemic propagation
over hypergraphs. We focus on simplicial complexes and refer to the model as to the simplicial
SIS model. Classically, the multi-group SIS model has assumed pairwise interactions of contagion
across groups and thus has been vastly studied in the literature. It is only recently that a
renewed special attention has been drawn to the study of contagion dynamics over higher-order
interactions and over more general graph structures, like simplexes. Previous work on mean-
field approximation models of the simplicial SIS model has indicated that a new dynamical
behavior domain, compared to the classical SIS model, appears due to the newly introduced
higher order interaction terms: both a disease-free equilibrium and an endemic equilibrium co-
exist and are both locally asymptotically stable. This paper formally establishes that bistability
(as a new epidemiological behavior) also appears in the simplicial SIS model. We give sufficient
conditions over the model’s parameters for the appearance of this and the other behavioral
domains present in the classical multi-group SIS model. We additionally provide an algorithm
to compute the value of the endemic equilibrium and report numerical analysis of the transition
from the disease-free domain to the bistable domain.
Keywords: epidemics, SIS models, compartmental models, network systems, network processes
1 Introduction
An introduction to mathematical epidemiology
The study and modeling of the spread of infectious diseases in contact networks has a long history
of development and is of major relevance today. A first class of models are called scalar models,
where a single population is studied. The epidemiological evolution in this single population is
represented by the evolution of one or more scalar values that represent a specific proportion of the
population (e.g., a scalar value can represent the proportion of currently infected people). We refer
to the work [11] for a survey on these type of models. The basic assumption on these models is that
the whole population is homogeneous, i.e., that every individual in the population has the same
probability of interaction. However, in view of this shortcoming, network or multi-group models
were introduced, in which several homogeneous populations, also called groups, interact with each
other, and each population can have an arbitrary way of interacting with the rest of the populations
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over a contact network. Thus, these models can capture different kinds of heterogeneity, e.g., age
structures, spatial diversity and social behavior. The epidemics is then modulated by the different
model parameters (e.g., the recovery rate from a disease) that each population may have, and the
connectivity of the underlying network and the strength of its connections. In other words, the
propagation of the epidemic is a network process where each node of the graph is a population and
the state of each node is affected by the state of its neighbors.
Multi-group epidemic models have a longstanding history that can be traced back to the seminal
works [10, 20]. A recent interpretation as an approximation of Markov-chain models is given by [31].
Degree-based versions of the model have been analyzed through statistical mechanics in the physics
community [30, 7]. Stability analyses by the controls community include [8, 19]. Much recent work
by the control community has focused on (i) control of epidemic dynamics in multi-group models,
e.g. [34, 25], (ii) extensions of epidemics on time-varying graphs across populations, e.g. [26, 28], (iii)
extensions to multi-competitive viruses on multi-group models, e.g. [29], and (iv) game-theoretical
analysis on multi-group models, e.g. [13, 27]. Finally, we mention the recent surveys [24, 25].
In this work, we focus on the Susceptible-Infected-Susceptible (SIS) model for the propagation
of infectious diseases. This model is applicable to diseases that have the possibility of a repeated
reinfection, i.e., those in which a person does not develop permanent immunity after recovery [22].
Some examples of these diseases are ghonorrea, chlamydya, the common cold, etc. In the scalar SIS
model, the population can be divided in two fractions: those who are infected and those who are
susceptible to become infected [11]. In the multi-group SIS model, each node of the graph can be
interpreted as either (i) an individual and its associated scalar variable as the infection probability,
or (ii) as a homogeneous group of individuals and the associated scalar variable is the fraction of
infected individuals.
In SIS models, it is important to investigate conditions under which the system converges or
not to a disease-free equilibrium, i.e., a state in which all populations become healthy/uninfected
(or equivalently, the probability of any person of being infected becomes zero) or to an endemic
equilibrium, i.e., a state in which all populations maintain a (nonzero) fraction of its members
always infected (or equivalently, the probability of any person of being infected remains nonzero).
Nonlinear incidence and simplicial contagion models
A particular observation is that the vast majority of the literature on multi-group SIS models
(and other epidemic models in general) considers only that the interaction between populations
(or individuals) is pairwise, i.e., only through the edges that connect them. Equivalently, in the
context of scalar models, this prevalent assumption is understood as the incidence rate, i.e., the
rate of new infections, being bilinear in the proportions of infected and susceptible people. The
idea of considering classes of nonlinear incidence rates in epidemic scalar models is not recent, as
can be found in the seminal work [21] from the late eighties.
From a network-science viewpoint, the recent work by Iacopini et al. [15] elaborates on the idea
of nonlinear incidence models and considers higher-orders of interaction in the social contagion of a
disease. Since its publication, the work [15] has received considerable interest and much attention is
now focused on higher-order interactions and simplicial models. We now elaborate on these ideas.
Consider three populations or individuals i, j, k. If the pairwise interactions {i, j} or {i, k} occur,
then there is a certain susceptibility of i to be infected. However, if the whole group {i, j, k} interact
together, then the likelihood of infection for i may increase since now the simultaneous interaction
effect by j and k are aggregated to the single pairwise interactions we previously described. Indeed,
{i, j} and {i, k} represent edges of an undirected contact graph and each one forms a 1-simplex ;
whereas {i, j, k} represents a hyperedge of the same contact graph and forms a 2-simplex. When a
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2-simplex interaction is possible in the contact graph, we regard it as representing a set of nodes
that form a triad. A hypergraph composed by simplexes is called a simplicial complex, and we
refer to [15] for a more extensive treatment of these graph structures. Starting from these ideas,
the work [15] proposes a new SIS model that considers the evolution of the epidemic with an
underlying simplicial complex whose highest order of interaction are 2-simplices, as opposed to the
classical SIS model that has up to 1-simplices. However, [15] performs the analysis of a mean-field
approximation of the multi-group model, which becomes a scalar model. A different derivation
of the SIS model over simplicial complexes was recently introduced in [23] from a Markov-chain
approximation perspective. Also recently, Jhun et al. [16] consider the multi-group SIS model and
restrict their analysis to a mean-field approximation of the model under a special class of simplicial
complexes of infinite dimension. All the aforementioned works consider up to 2-simplices.
As discussed by [15], the adoption of simplicial interactions in modeling contagion bears some
similarities with the modeling ideas behind linear threshold models by Granovetter [9] in sociology,
where individuals adopt innovations only when a fraction of their contacts have earlier adopted
that innovation. Moreover, simplicial and higher-order graphical models may be more accurate
than simpler pair-wise contagion models to describe transmission events during large gatherings
or other social aggregation phenomena [17]. Overall, the study of simplicial and higher-order
interactions is well motivated by the observation that these structures are ubiquitous and play an
important role in real-world social networks [3, 14, 1].
Problem statement
We now state what is, to the best of our knowledge, an outstanding open problem. Namely, no
work in the current literature establishes the dynamical behavior of a general multi-group SIS
model with higher-order interaction terms, i.e., an SIS model with interactions described by a finite
simplicial complex. Our paper responds to this need. The analysis of such a model may help
better understand the effect of higher-order interaction terms on the dynamics of social contagion
in societies with large gatherings or other social aggregation phenomena.
Contributions
As main contribution of this paper, we consider the simplicial SIS model and analyze its dynamical
behavior. In particular, we identify conditions on the parameters of the model that allow us to
conclude the existence and asymptotic behavior of a disease-free and/or endemic equilibrium. In
particular, we prove that the model, according to different regimes in its parameter space, can have
its dynamic behavior classified in three domains: (i) disease-free domain: where convergence to a
disease-free equilibrium is guaranteed as well as the nonexistence of endemic equilibria; (ii) bistable
domain: where, depending on the initial conditions (i.e., the initial amount of infection across pop-
ulations), convergence to a disease-free or endemic equilibria may occur; and (iii) endemic domain:
where the disease-free equilibrium is unstable and a unique endemic equilibrium is asymptotically
stable. While the classification given in our main theorem does not exhaust all possible values of
the system parameters, we include numerical results that illustrate the tightness of our derived
conditions. Despite this gap, our sufficient conditions rigorously establish the crucial qualitative
behavior of transition between the disease-free domain and the bistable domain. To the best of
our knowledge, this transition was formally proved only for the scalar version of the simplicial SIS
model introduced in [15].
As second contribution, we propose an iterative algorithm, which is guaranteed to monotonically
converge to and, therefore, compute an endemic state when the system is in either the bistable or
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the endemic domain, according to the presented sufficient conditions. We remark that obtaining a
closed form expression for an endemic equilibrium appears to be intractable and, indeed, for the
classical multi-group SIS model the best-known result is a monotonic iteration with convergence
guarantees, see [24, Theorem 4.3].
As third contribution, we present a general multi-group SIS model with higher-order interac-
tions, generalizing the simplicial SIS model. Analyzing this generalized model, we prove that the
existence of the bistable domain is a general phenomenon resulting from higher-order interactions.
While the treatment becomes more cumbersome, we show that our analysis techniques are still
applicable.
As minor contributions, we provide numerical examples that illustrate the behavioral domains of
the simplicial SIS model and present two interesting conjectures about the features of the epidemic
diagram. Moreover, we present a self-contained formal review of previously known results for the
scalar version of the simplicial SIS model; this review facilitates the comparison between the scalar
and the multi-group models.
We conclude by mentioning that, to prove our results, we make use of the theory of Metzler
matrices and positive systems, fixed-point analysis of continuous mappings, and exponential con-
vergence with matrix measures and Lyapunov theory. Indeed, we review a little known result for
exponential convergence that combines the theory of matrix measures for positive systems with the
theory of solution estimates (Coppel’s inequality) for systems with continuously differentiable vec-
tor fields. We remark that previous works on classical multi-group SIS model have used specialized
cases of this result, e.g., see [8, Theorem 2.7].
i
Figure 1: From pairwise to simplicial interactions in the multi-group SIS epidemic model: the left figure
corresponds to the classical version and the right one to the simplicial SIS model.
Paper organization
Section 2 is the preliminaries and notation. Section 4 introduces the simplicial SIS model and
further interpretations. Section 5 presents the dynamical analysis of the model. Section 7 presents
numerical examples, and Section 8 is the conclusion.
2 Preliminaries and notation
2.1 General notation
Given A ∈ Rn×n, let ρ(A) denote its spectral radius and let A ≥ 0 mean that all its elements
are non-negative. If A ≥ 0 is irreducible, then its eigenvalue with largest magnitude λmax(A) is
real, simple, and equal to ρ(A). This simple eigenvalue is called the dominant eigenvalue and has
associated left and right dominant eigenvectors with positive entries (normalized to have unit sum,
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by convention). Let ‖ · ‖ denote an arbitrary norm, ‖ · ‖p denote the `p-norm, and ‖ · ‖p,Q := ‖Q · ‖p
with Q being a positive definite matrix denote a weighted `p-norm. When the argument of a norm
is a matrix, we refer to its respective matrix induced norm. Given two vectors x, y ∈ Rn, we denote
x y when xi < yi for any i; x ≤ y when xi ≤ yi for any i; and x < y when x ≤ y and x 6= y.
Let In be the n×n identity matrix, 1n and 0n be the all-ones and all-zeros column vector with
n entries respectively. Let 0n×n be the n×n zero matrix. Let diag(X1, . . . , XN ) ∈ R
∑N
i=1 ni×
∑N
i=1 ni
represent a block-diagonal matrix whose elements are the matrices X1 ∈ Rn1×n1 , . . . , XN ∈ RnN×nN .
Given a vector x ∈ Rn, diag(x) = diag(x1, · · · , xn). Let R≥0 be the set of non-negative real numbers.
Given xi ∈ Rki , for i ∈ {1, . . . , N}, we let (x1, . . . , xN ) =
[
x>1 . . . x>N
]
.
Finally, we recall a classic monotonicity property. If A and A′ are square matrices of the same
dimension,
0 ≤ A ≤ A′ =⇒ ρ(A) ≤ ρ(A′). (1)
2.2 Matrix measures
Given x ∈ Rn and ξ  0n, the weighted `1-norm and weighted `∞-norm are, respectively,
‖x‖1,diag(ξ) = ‖diag(ξ)x‖1,
‖x‖∞,diag(ξ) = ‖diag(ξ)x‖∞.
Given a matrix A ∈ Rn×n and a norm ‖ · ‖ on Rn, the associate matrix measure [33] is defined by
µ(A) = lim
h→0+
‖In + hA‖ − 1
h
.
The matrix measure associated to the weighted `1-norm and weighted `∞-norm are, respectively,
µ1,diag(ξ)(A) = max
j∈{1,...,n}
(
ajj +
1
ξj
∑n
i=1,i 6=j |aij |ξi
)
,
µ∞,diag(ξ)(A) = max
i∈{1,...,n}
(
aii + ξi
∑n
j=1,j 6=i |aij |/ξj
)
.
Given a Metzler matrix M ∈ Rn×n and a scalar b, [5] states
ξ>M ≤ bξ> ⇐⇒ µ1,diag(ξ)(M) ≤ b,
Mξ ≤ bξ ⇐⇒ µ∞,diag(ξ)−1(M) ≤ b.
(2)
3 Exponential convergence and matrix measures
The following result combines the matrix measure results shown above with the Coppel’s inequality
as stated in [33, Theorem 22, (Chapter 2, page 52)]. To the best of our knowledge, this connection
and the result in [33] have not been explicitly exploited before. This result will be useful for the
paper’s main theorem.
Theorem 3.1 (Exponential convergence from Coppel’s inequality). Consider a smooth dynamical
system x˙ = f(x) with a convex compact invariant set X and an equilibrium point x∗ ∈ X . Write
the system as
x˙ = D(x, x∗)(x− x∗). (3)
Let ‖ · ‖ be a norm and µ be its associated matrix measure µ. If µ(D(x, x∗)) ≤ −c for any x ∈ X ,
then x∗ is the unique exponentially stable equilibrium point in X and exponential convergence is
attained at rate c. Moreover, V (x) = ‖x− x∗‖ is a global Lyapunov function for x∗ in X .
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Proof. First, we remark that it is always possible [33, Lemma 17, Chapter 2, page 52] to write f
in the form (3) using the fundamental theorem of calculus and the convexity of X . Second, we use
Coppel’s inequality as in [6, Theorem 3, Chapter 3] and in [33, Theorem 22, Chapter 2, page 52]
to obtain
d+
dt
‖x− x∗‖ = lim
h→0+
‖x− x∗ + hx˙‖ − ‖x− x∗‖
h
≤ lim
h→0+
‖In + hD(x, x∗)‖ − 1
h
‖x− x∗‖
≤ µ(D(x, x∗))‖x− x∗‖ ≤ −c‖x− x∗‖,
where we used the negative matrix measure assumption. Therefore, applying Gro¨nwall’s inequality,
any trajectory x(t) starting in X satisfies ‖x(t)−x∗‖ ≤ e−ct‖x(0)−x∗‖. Moreover, x∗ is the unique
globally exponentially stable equilibrium in X .
Finally, observe that V (x) = ‖x− x∗‖, x ∈ X , is a Lyapunov function with respect to x∗ since
(i) it is globally proper, i.e., for each ` > 0, the set {x ∈ X | V (x) ≤ `} is compact (since X is
compact), (ii) it is positive definite on X , (iii) strictly decreasing for any x 6= x∗ on X . This finishes
the proof.
4 The Simplicial SIS model
We study the following model.
Susceptible Infected
recovery rate  i
second-order infection rate  2
first-order infection rate  1
Figure 2: Simplicial SIS as a compartmental model
Definition 4.1 (The simplicial SIS model). Assume x ∈ [0, 1]n, and let β1, β2 > 0 and γi > 0,
i ∈ {1, . . . , n}. Then, the simplicial SIS model is, for any i ∈ {1, . . . , n},
x˙i = −γixi + β1(1− xi)
∑n
j=1
aijxj + β2(1− xi)
∑n
j,k=1
bijkxjxk, (4)
where Bi =
bi11 · · · bi1n... ...
bin1 · · · binn
, i ∈ {1, . . . , n}, and A = (aij) are nonnegative matrices. In its
matrix form, with Γ = diag(γ1, · · · , γn), the model is
x˙ = −Γx+ β1(In − diag(x))Ax
+ β2(In − diag(x))(x>B1x, · · · , x>Bnx)>.
(5)
We now provide some remarks about this definition.
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Remark 4.1 (Interpretation of Definition 4.1). (i) The non-negative matrix A represents the
pairwise contact rate between the agents: aij > 0 if agent i is in contact with j; and the
magnitude of aij indicates the contact frequency: the larger, the more positive effect on the
infection spread. Now, for the non-negative matrix Bi, bijk > 0 if agent i can have a si-
multaneous interaction with j and k, and the magnitude of bijk indicates the strength of the
interaction. Thus, the elements of Bi indicate higher-order interaction effects that two agents
jointly have over i. This is a key structural difference with the classical multi-group SIS model,
see Figure 1. Finally, aii > 0 and biii > 0 indicate different orders on the effect of actions
taken by i that increase the effect of the infection, and bijj > 0 indicates the higher-order
effects of j’s actions over i.
(ii) Matrices A or Bi are not restricted to be symmetric, and both symmetric and asymmetric
A has been considered in the literature on the classical SIS model. Indeed, if we take our
model to be strictly defined over a simplicial complex, then A and Bi should be symmetric
and have some joint restrictions among their elements. However, we consider a more general
mathematical model in our analysis, but we keep the term simplicial in the title of the model
since the special case of simplicial complexes inspired the more general model.
(iii) The parameter γi is the recovery rate of agent i (i.e, population or individual) from the
infection. Parameters β1 and β2 are the infection rates at which an agent may get infected
due to pairwise or higher-order interactions respectively. Figure 2 shows how these parameters
modulate the proportion of infected and susceptible people inside a population, or equivalently,
the changes in the probability for an individual to be infected or susceptible.
We revisit the qualitative behavioral domains that a multi-group SIS model with higher-order
terms must display.
Definition 4.2 (Epidemic domains). Consider the simplicial SIS model with fixed parameters Γ,
A and Bi for all i ∈ {1, . . . , n}. According to the values of parameters (β1, β2), the system is in the:
(i) Disease-free domain: the disease-free equilibrium 0n is the unique equilibrium and globally
stable.
(ii) bistable domain: the disease-free equilibrium is locally asymptotically stable and there exists
an endemic equilibrium x∗  0n which is also locally asymptotically stable.
(iii) Endemic domain: the disease-free equilibrium is unstable and there exists a unique endemic
equilibrium that is asymptotically stable in [0, 1]n \ {0n}.
We introduce a theorem that describes the behavior of the scalar counterpart of the simplicial
SIS model introduced in [15]; although [15] does not state its results in the form of a theorem, we
present them as such for its comparison with our results for the multi-group model.
Theorem 4.2 (Dynamics of the scalar model in [15]). Consider the scalar simplicial SIS model
y˙ = −γy + β1(1− y)y + β2(1− y)y2 (6)
with y ∈ [0, 1]n and γ, β1, β2 > 0. Define vc(β2/γ) = 2
√
β2
γ − β2γ and the two variables ρ± =
1
2(1 − β1β2 ) ± 12
√
(β1 − β2)2 − 4β2(γ − β2). Then, the set [0, 1] is invariant and 0 is an equilibrium
point. Moreover,
(i) Disease-free domain: If either β2γ ≤ 1 and β1γ < 1, or β2γ > 1 and β1γ < vc(β2/γ), then
• 0 is the unique equilibrium point in [0, 1],
• 0 is globally asymptotically stable in [0, 1]n.
(ii) bistable domain: If β2γ > 1 and vc(β2/γ) <
β1
γ < 1, then ρ−, ρ+ ∈ (0, 1] and
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• 0 is locally asymptotically stable in [0, ρ−),
• ρ+ is a locally asymptotically stable equilibrium in (ρ−, 1], and
• ρ+ is an unstable equilibrium.
(iii) Endemic domain: If β1γ > 1, then
• 0 is unstable,
• ρ+ is the unique equilibrium in (0, 1] and is globally asymptotically stable in (0, 1].
 1
Figure 3: Epidemic diagram for the scalar simplicial SIS model (see Theorem 4.2).
Notice the polynomial resemblance of the scalar model in (6) and our multi-group simplicial
model in (5).
5 Analysis of the model
First, we establish properties of the model independently from their parameter values.
Lemma 5.1 (General properties of the simplicial SIS model). Consider the simplicial SIS model
with an irreducible A ≥ 0 and arbitrary Bi ≥ 0. Then,
(i) The set [0, 1]n is an invariant set.
(ii) If x(0) > 0n, then x(t) 0n for any t > 0.
(iii) The origin 0n is an equilibrium of the system and there are no other equilibria on the boundary
of the set [0, 1]n.
Proof. Let x˙ := f(x). We first prove statement (i). Following Nagumo’s theorem [2, Theorem 4.7]
we analyze the vector field at the boundary of the set [0, 1]n. From equation (4), we see that (i)
fi(x) ≥ 0 for all x ∈ [0, 1]n such that xi = 0 for some i ∈ {1, . . . , n}; (ii) fi(x) < 0 for all x ∈ [0, 1]n
such that xi = 1 for some i ∈ {1, . . . , n}; from which it follows that [0, 1]n is an invariant set. This
finishes the proof for statement (i).
Set the change of variables y = eΓtx. Then, from equation (5),
y˙ = diag(eγ1t, · · · , eγnt)(In − diag(x))(β1Ax
+ β2(x
>B1x, · · · , x>Bnx)>).
(7)
Since x(0) ∈ [0, 1]n, notice that y˙(t) ≥ 0n for any t ≥ 0, and so there is the monotonicity property
y(t1) ≥ y(t0) for any t1, t0 ≥ 0. Now, we prove statement (ii) by contradiction. Let us assume
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that x(0) > 0n which implies that y(0) > 0n and that there exists some i ∈ {1, . . . , n} and T > 0
such that yi(T ) = 0. Then, because of the monotonicity property, yi(t) = 0 for all t ∈ [0, T ],
which implies that xi(t) = 0. Then, from the equilibrium equation of (7), we have that 0 =
β1e
γit
∑n
j=1
j 6=i
aije
−γjtyj(t) + β2eγit
∑n
j=1
j 6=i
∑n
k=1
k 6=i
bijke
−γjte−γktyj(t)yk(t) for any t ∈ [0, T ], and since
all terms are non-negative, it follows that yj(t) = 0 for t ∈ [0, T ] and all j such that aij > 0. Then,
since A is irreducible, we could continue iterating this procedure and get that y(t) = 0n for all
t ∈ [0, T ]. This gives a contradiction, since we had that y(0) > 0n because of x(0) > 0. Then,
reversing the change of variables, we conclude that x(t)  0n for t > 0 and finish the proof of
statement (ii).
Finally, we prove statement (iii). First, let us introduce the functions h+(z) =
z
1+z for any
z ∈ R≥0 and h−(z) = z1−z for z ∈ [0, 1)n. We also introduce H+(y) = (h+(y1), . . . , h+(yn))> for
y ≥ 0n, and H−(y) = (h−(y1), . . . , h−(yn))> for y ∈ [0, 1)n.
Now, it is immediate from equation (5) that 0n is an equilibrium point, and observe that there
cannot exist an equilibrium point x∗ such that x∗i = 1 for some i ∈ {1, . . . , n}, since that would
imply that (f(x∗))i < 0. Now, assume x∗ is an equilibrium point such that x∗i = 0 for some
i ∈ {1, . . . , n}. Let Bx∗ := (x∗>B1x∗, · · · , x∗>Bnx∗)>. First, from the equilibrium equation of the
system (5), since x∗  1n, we obtain
0n = −Γx∗ + (In − diag(x∗))(β1Ax∗ + β2Bx∗)
⇐⇒ (In − diag(x∗))−1x∗ = Γ−1(β1Ax∗ + β2Bx∗)
⇐⇒ H−(x∗) = Γ−1(β1Ax∗ + β2Bx∗)
⇐⇒ H+(Γ−1(β1Ax∗ + β2Bx∗)) = x∗,
and so x∗i = h+(
β1
γi
∑n
j=1 aijx
∗
j +
β2
γi
x∗>Bix∗). Then, since x∗i = 0, this implies that x
∗
j = 0 for all
j such that aij > 0. Then, since A is irreducible, we could continue iterating this procedure and
conclude that x∗ = 0n. This means that any equilibrium point at the boundary of [0, 1]n must be
the origin. This finishes the proof of statement (iii).
From an epidemiological perspective, the previous lemma shows two important things for the
well-posedness of the simplicial SIS model. First, it states that each entry of the state vector of
the model can represent a proportion or probability. Second, it states that there cannot exist other
type of equilibria than disease-free or endemic ones. Now we present our main result.
Theorem 5.1 (The simplicial SIS model and its different epidemiological domains). Consider the
simplicial SIS model with an irreducible A ≥ 0 and arbitrary Bi ≥ 0. Define 1B ∈ {0, 1}n by
(1B)i = 1 if Bi 6= 0n×n and (1B)i = 0 otherwise.
(i) Disease-free domain: If β1ρ(Γ
−1A) < 1 and
ρ(β1Γ
−1A+ β2Γ−1(1>nB1, · · · , 1>nBn)>) < 1,
then
• 0n is the unique equilibrium point in [0, 1]n,
• 0n is globally exponentially stable in [0, 1]n with Lyapunov function V (x) = ‖x‖1,diag(v) =
v>x, where v is the dominant left eigenvector of β1Γ−1A+ β2Γ−1(1>nB1, · · · ,1>nBn)>.
(ii) bistable domain: If β1ρ(Γ
−1A) < 1 and
min
i s.t. Bi 6=0n×n
(2β1
γi
(A1B)i +
β2
γi
1>BBi1B
)
≥ 4,
then
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• 0n is a locally exponentially stable equilibrium,
• there exists an equilibrium point x∗  0n such that x∗i ≥ 12 for any i such that Bi 6= 0n×n,
and
• any such equilibrium point x∗ is locally exponentially stable.
(iii) Endemic domain: If β1ρ(Γ
−1A) > 1, then
• 0n is an unstable equilibrium,
• there exists an equilibrium point x∗  0n in [0, 1]n, and
• if β2 is sufficiently small, then x∗ is unique in (0, 1]n and it is globally exponentially
stable in [0, 1]n \ {0n}, with Lyapunov function V (x) = ‖x− x∗‖∞,diag(x∗)−1, x ∈ X .
Before proving the theorem, we provide some remarks on it.
Remark 5.2 (About Theorem 5.1). (i) Pick β1 satisfying β1ρ(Γ
−1A) < 1. Assume either that
each Bi is non-zero, or that each non-zero Bi has the ith diagonal entry strictly positive.
Then there exists βˆ2 such that condition (ii) is satisfied and the simplicial SIS model is in the
bistable region for any β2 ≥ βˆ2.
(ii) Property (1) implies that the curve t 7→ ρ(β1Γ−1A + tΓ−1(1>nB1, · · · ,1>nBn)>) is monotoni-
cally increasing for t ≥ 0.
(iii) Compared to the scalar model in Theorem 4.2, the sufficient conditions in Theorem 5.1 defin-
ing the different domains for the simplicial SIS model do not exhaust all the possible values
for (β1, β2). Despite this gap, our theorem rigorously establishes the following crucial qual-
itative behavior: assume there exist parameters (β1, β2) that satisfy the sufficient condition
for the bistable region in Theorem 5.1, then we can show the system can transition from the
disease-free domain to the bistable domain (and vice versa) by modifying β2. This transition,
presented as a novelty for the scalar model, is also a novelty of the simplicial SIS model.
(iv) In the literature on the classical multi-group SIS model, where only the disease-free and en-
demic domains exist, the number β1ρ(Γ
−1A) is known as the reproduction number and its
value has been used to determine whether the system is in the endemic domain or not. Notice
how this number has a similar role for the simplicial SIS model.
Indeed, if all higher-order interaction matrices Bi are equal to zero, then our theorem re-
duces to and restates some properties of the classical multi-group SIS model, e.g., see [24,
Theorems 4.2 and 4.3].
(v) In the classical SIS multi-group model, the work [8] uses the Lyapunov function V (x) = ‖x−
x∗‖1,diag(x∗) to show asymptotic convergence to the a unique endemic state x∗ ∈ [0, 1]n \ {0}n,
whereas the work [19] uses a quadratic Lyapunov function V (x) = ‖x − x∗‖22,Q for some
positive diagonal matrix Q. We remark that [8, Theorem 2.7] is a particular instance of
Theorem 3.1.
Proof of Theorem 5.1. Let us consider the functionsH+ and h+ introduced in the proof of Lemma 5.1.
Let A¯ := β1Γ
−1A and B¯i := β2γiBi for i ∈ {1, . . . , n}, and let x˙ := f(x). We also introduce the
following result: if 0n ≤ y  z and C ≥ 0 an n × n irreducible matrix, then H+(Cy)  H+(Cz).
This follows from the fact that, since C is irreducible, there exists at least one positive entry in
some off-diagonal entry in any row of C, and so C(z − y) 0n. Then, Cz  Cy, and since h+ is
monotonically increasing, then H+(Cy)  H+(Cz). Similarly, if 0n ≤ y ≤ z and C ≥ 0 an n × n
matrix (not necessarily irreducible), then H+(Cy) ≤ H+(Cz). We use these results throughout the
rest of this proof.
We first prove statement (i). First, we prove that 0n is the unique fixed point in [0, 1]n. Let
x∗ be an equilibrium point of the system. From the proof of Lemma 5.1 we observe that x∗ is an
equilibrium point if and only if H+(A¯x
∗ + (x∗>B¯1x∗, · · · , x∗>B¯nx∗)>) = x∗, i.e., if and only if x∗
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is the fixed point of the map H(x) := H+(A¯x+ (x
>B¯1x, · · · , x>B¯nx)>). Now, observe that
H(x∗) ≤ A¯x∗ + (x∗>B¯1x∗, · · · , x∗>B¯nx∗)>
≤ A¯x∗ + (1>n B¯1x∗, · · · , 1>n B¯nx∗)>
where the first inequality follows from h+(z) ≤ z for z ∈ (0, 1] and the second one from x∗ ∈
[0, 1]n. Now, observe that if 0n ≤ x ≤ y then 0n ≤ H(x) ≤ A¯x + (1>n B¯1x, · · · , 1>n B¯nx)> ≤
A¯y + (1>n B¯1y, · · · , 1>n B¯ny)>; and so, the kth iteration of the map H satisfies: 0n ≤ Hk(x∗) ≤
(A¯ + (1>n B¯1, · · · , 1>n B¯n)>)kx∗. Now, assume by contradiction that x∗ 6= 0n. Then, from our
previous calculations we get that 0 ≤ ‖Hk(x∗) − Hk(0)‖ ≤ ‖(A¯ + (1>n B¯1, · · · , 1>n B¯n)>)k‖‖x∗‖
since Hk(0n) = 0n. Now, by hypothesis, we have that ρ(A¯ + (1>n B¯1, · · · ,1>n B¯n)>) < 1, and
so, it follows that limk→∞(A¯ + (1>n B¯1, · · · , 1>n B¯n)>)k = 0n×n. Then, by the Sandwich theorem,
limk→∞ ‖Hk(x∗) −Hk(0)‖ = 0 but recalling that Hk(x∗) = x∗ since x∗ is a fixed point of H, we
obtain that ‖x∗‖ = 0n, which is a contradiction. Then, 0n is the unique fixed point in [0, 1]n for
the map H, and thus, the unique equilibrium point for the system.
Now we prove that 0n is globally exponentially stable in [0, 1]n. Since A¯ ≥ 0 is irreducible, let
v be the left Perron-Frobenius eigenvector of A¯ + (1>n B¯1, · · · , 1>n B¯n)> ≥ 0 which is v  0n [12,
Theorem 8.4.4.], and let λ := ρ(A¯ + (1>n B¯1, · · · ,1>n B¯n)>) be its Perron-Frobenius eigenvalue. Set
y = v>x, then y˙ = v>x˙ and
y˙ ≤ −v>Γx+ v>Γ(A¯x+ (x>B¯1x, · · · , x>B¯nx)>)
≤ (−(max
i
γi) + (min
i
γi)λ)y,
and since λ < 1 by assumption, then q := (−(maxi γi) + (mini γi)λ) < 0. Then, using the Compari-
son Lemma [18], we obtain that y(t) ≤ y(0)eqt for t ≥ 0. From this it follows that xi(t) ≤ v
>x(0)
vi
eqt
and so ‖x(t)‖1 ≤ Coeqt for some constant Co > 0, which finally implies that 0n is globally expo-
nentially stable in [0, 1]n. This finishes the proof of statement (i).
Next we prove statement (ii). First, observe that the Jacobian evaluated at the equilibrium
point 0n is x˙ = (−Γ + β1A)x. Since A is irreducible, let v  0n be the right Perron-Frobenius
eigenvector of β1Γ
−1A; and let ρ denote its associated eigenvalue. Note that −Γ + β1A is Metzler
and (−Γ + β1A)v = (−1 + ρ)Γv ≤ (mini γi)(−1 + ρ)v since −1 + ρ < 0 by assumption. Using [4,
Theorem 15.17], we conclude that the matrix −Γ + β1A is Hurwitz and so the origin is locally
exponentially stable.
Now, we introduce the following result: for any α > 1, h+(αz) ≥ z with z ≥ 0 if and only
if z ≤ 1 − 1α . Now, consider the vector 1B as in the theorem statement and define Y = {y ∈
[0, 1]n | 121B ≤ y ≤ 1n} and θ := mini s.t. Bi 6=0n×n
(
2β1
γi
(A1B)i +
β2
γi
1>BBi1B
)
. Note that θ ≥ 4 by
hypothesis. Let y ∈ Y , then
H(y) = H+(A¯y + (y
>B¯1y, · · · , y>B¯ny)>)
≥ H+
(1
2
A¯1B +
1
4
(1>BB¯1, · · · ,1>BB¯n)>1B
)
,
(8)
where the inequality follows from the monotonicity of the function h+. Now, the ith entry of the
argument of H+ in right-hand side of (8) is
1
4(2
∑n
j=1 aij(1B)j + 1
>
BBi1B). Whenever Bi 6= 0n×n,
we can lower bound the ith entry by 14θ; and whenever Bi = 0n×n, we can lower bound it by 0.
Therefore, from (8), we obtain
H(y) ≥ H+
(1
4
θ1B
)
≥ 1
2
1B
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where the last inequality follows from our statement at the beginning of the paragraph. Now, from
the fact that h+(z) ≤ 1 for any z ≥ 0, we have that H(y) = H+A¯y+ (y>B¯1y, · · · , y>B¯ny)>) ≤ 1n.
Then, we conclude that H : Y → Y , and so H is a continuous map that maps Y into itself. The
Brouwer Fixed-Point Theorem (e.g., see [32, Theorem 4.5]) implies that there exists y∗ ∈ Y such
that H(y∗) = y∗, i.e., an equilibrium point y∗ for the system which belongs to Y . Moreover, from
statement (iii) of Lemma 5.1, we conclude that no entry of y∗ can be zero, and so y∗  0n.
Now, let x∗ be an equilibrium of the system different than 0n, so that x∗ ≥ 121B with x∗  0n.
Evaluating the Jacobian of the system at x∗, namely Df(x∗), we obtain
Df(x∗)
= −Γ + β1(In − diag(x∗))A− β1 diag(Ax∗)
+ β2(In − diag(x∗))O1(x∗)− β2O2(x∗),
with O1(x
∗) := (x∗>(B1+B>1 ), · · · , x∗>(Bn+B>n ))> and O2(x∗) := diag(x∗>B1x∗, · · · , x∗>Bnx∗)>.
Clearly, Df(x∗) is a Metzler matrix. Now, observe that
Df(x∗)x∗ = −β1 diag(Ax∗)x∗
+ β2(In − diag(x∗))(x∗>B1x∗, · · · , x∗>Bnx∗)>
− β2 diag(x∗>B1x∗, · · · , x∗>Bnx∗)x∗,
(9)
where we simplified terms by using the equilibrium equation for the system (5). Let (Df(x∗)x∗)i
be the ith entry of the left-hand side of equation (9). Then
(Df(x∗)x∗)i = −β1
(
n∑
i=1
aijx
∗
j
)
x∗i
+ β2(1− 2x∗i )(x∗>Bix∗).
(10)
First, consider Bi 6= 0n×n. Then, it follows that x∗i ≥ 12 and that (1− 2x∗i ) ≤ 0. In turn we obtain,
in (10),
(Df(x∗)x∗)i ≤ −
(
β1 min
j
(
n∑
i=1
aijx
∗
j
))
x∗i .
On the other hand, if Bi = 0n×n, then (Df(x∗)x∗)i = −β1
(∑n
i=1 aijx
∗
j
)
x∗i in (10). Therefore,
from these two cases, we conclude that Df(x∗)x∗ ≤ −dx∗ for some d > 0 since A is irreducible.
Then, since x∗  0n we use [4, Theorem 15.17] and conclude that Df(x∗) is Hurwitz, and so x∗ is
locally exponentially stable. This concludes the proof of statement (ii).
Now we prove statement (iii). First we prove that 0n is an unstable equilibrium. The lin-
earization respect to the equilibrium point 0n is x˙ = (−Γ + β1A)x. Let v  0n be the right
Perron-Frobenius vector of the matrix β1Γ
−1A, and let ρ denote its associated eigenvalue. Now,
note that −Γ + β1A is Metzler and (−Γ + β1A)v = (ρ − 1)Γv ≥ (mini γi)(ρ − 1)v since ρ − 1 > 0
by assumption; and then, using [4, E10.15], we conclude that the leading eigenvalue of −Γ + β1A
is strictly positive.
Now, define Y = {y ∈ [0, 1]n | c ≤ y ≤ 1n} for a fixed c = αv and 0 < α < 1 small enough so
that that c ≤
(
1− 1ρ
)
1n, which is well-posed since ρ > 1 by assumption. Let y ∈ Y , then
H(y) = H+(A¯y + (y
>B¯1y, · · · , y>B¯ny)>)
≥ H+(A¯y)
≥ H+(αρv) = H+(ρc) ≥ c
12
where the inequalities are similar to the ones used in the first part of the proof of statement (ii).
Since we know also that H(y) ≤ 1n, the Brouwer Fixed-Point Theorem (e.g., see [32, Theorem 4.5])
implies that there exists some y∗ ∈ Y such that H(y∗) = y∗, i.e., there exists an equilibrium point
y∗ for the system which belongs to Y and, by construction, y∗  0n.
Now, we prove that Y can be made a forward-invariant set for the system (5). If x ∈ Y , then
xi ∈ [ci, 1]. Then, we can use Nagumo’s theorem [2, Theorem 4.7] and analyze the vector field at
the boundary of the set Y . Notice that the set Y is an n-dimensional rectangle. As in the proof
for statement (i) of Lemma 5.1, we have that fi(x) < 0 for all x ∈ Y such that xi = 1 for some
i ∈ {1, . . . , n}. Then, we need to analyze only the case where x ∈ Y with xi = ci = αvi for some
i ∈ {1, . . . , n}. Consider such x. Then,
fi(x) = γici + β1(1− ci)
n∑
j=1
aijxj + β(1− ci)x>B1x
≥ −γici + β1(1− ci)
n∑
j=1
aijcj
= −αγivi + αγi(1− αvi)β1
γi
n∑
j=1
aijvj
= αγi(−1 + (1− αvi)ρ(A¯)),
and so fi(x) ≥ 0 if ρ(A¯) ≥ 11−αvi . Then, if ρ(A¯) ≥ 11−αmini vi , we conclude that the set Y is forward
invariant. Now, by the construction of Y , we observe we can make the parameter α > 0 arbitrarily
small, and since ρ(A¯) > 1 by assumption, then we conclude that Y is forward invariant. Indeed,
since c→ 0n as α→ 0, we can define the positively invariant set Y to include any initial condition
in (0, 1]n. Moreover, from statement (ii) of Lemma 5.1, we conclude that any trajectory starting in
[0, 1]n \ {0n} eventually enters the positive invariant set Y .
Now, let x∗ be an equilibrium point of the system belonging to Y , so that x∗  0n. By
subtracting the right-hand side of the equilibrium equation 0n = f(x∗), we can express the same
equation (5) as
x˙ = Λ(x, x∗)(x− x∗) + β2Ω(x, x∗)
with
Λ(x, x∗) := −Γ + β1(In − diag(x∗))A− β1 diag(Ax)
and
Ω(x, x∗) := (In − diag(x))(x>B1x, · · · , x>Bnx)> − (In − diag(x∗))(x∗>B1x∗, · · · , x∗>Bnx∗)>,
and after some calculations,
Ω(x, x∗) =
(
(In − diag(x∗))
x
>B>1 + x∗
>B1
...
x>B>n + x∗
>Bn

− diag(x>B1x, · · · , x>Bnx)
)
(x− x∗).
Then, we can have the alternative expression for (5) as
x˙ = D(x, x∗)(x− x∗)
13
with D(x, x∗) := (D1(x, x∗) +D2(x, x∗)) and
D1(x, x∗) := −Γ + β1(In − diag(x∗))A
+ β2(In − diag(x∗))(x∗>B1, · · · , x∗>Bn)>,
D2(x, x∗) := −β1 diag(Ax)
+ β2(In − diag(x∗))(x>B>1 , · · · , x>B>n )>
− β2 diag(x>B1x, · · · , x>Bnx).
Now, from the equilibrium equation 0n = f(x∗), we notice that D1(x, x∗)x∗ = 0n. Since x ∈ Y , no-
tice that−diag(Ax)x∗ ≤ −diag(Ac)x∗ and diag(x>B1x, · · · , x>Bnx)x∗ ≤ diag(c>B1c, · · · , c>Bnc)x∗ ≤
0n. Using these results, we obtain
D2(x, x∗)x∗
≤ −β1 diag(Ac)x∗
+ β2(I − diag(x∗))(x>B>1 x∗, · · · , x>B>n x∗)>
≤ (−β1 diag(Ac)
+ β2(I − diag(x∗))(1>nB>1 , · · · ,1>nB>n )>)x∗.
Now, since A is irreducible and c 0n, for a fixed value of β1 > 0, there exists β2 > 0 sufficiently
small so that D2(x, x∗)x∗ ≤ −dx∗ for some constant d > 0. Therefore, we have shown that
D(x, x∗)x∗ ≤ −dx∗ for any x ∈ Y . Since D(x, x∗) is Metzler (because both D1(x, x∗) and D2(x, x∗)
are Metzler) and Y is a convex compact forward-invariant set, we can use the second expression
in (2) along with Theorem 3.1. Then, we conclude that x∗ is the unique globally exponentially
stable equilibrium point in Y , and, as a consequence of statement (iii) from Lemma 5.1, it has the
same property over the set [0, 1]n \ {0n}.
Theorem 5.3 (Algorithm for computing an endemic equilibrium). Consider the simplicial SIS
model and assume that the system parameters satisfy the sufficient conditions in Theorem 5.1 for
the system to be in either the bistable or endemic domain. Define the map H+ : Rn≥0 → Rn≥0 by
H+(z) = (
z1
1+z1
, · · · , zn1+zn )> and y0 ∈ (0, 1)n by
y0 =
{
1
21B, for the bistable domain,
(1− 1ρ)u, for the endemic domain,
with (ρ, u) being the dominant right eigenpair of β1Γ
−1A and ‖u‖∞ = 1. Then the sequence
{yk}k∈N ⊂ (0, 1)n defined by
yk+1
= H+
(
β1Γ
−1Ayk + β2Γ−1(y>k B1yk, · · · , y>k Bnyk)>
)
is monotonic nondecreasing and limk→∞ yk = x∗ is an endemic equilibrium (satisfying y0  x∗ 
1n).
Proof. Let f(x) := β1Γ
−1Ax + β2Γ−1(x>B1x, · · · , x>Bnx)> for x ∈ [0, 1]n. From the proof of
Theorem 5.1 we know the existence of an endemic state x∗, which satisfies H+(f(x∗)) = x∗. Now,
we also know that H+(f(y0)) ≥ y0, and so y1 ≥ y0. Similarly, we note that y(2) = H+(f(y1)) ≥
H+(f(y0)) = y1, which follows from the entry-wise monotonicity of H+ and y1 ≥ y0. Then, by
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induction, we obtain that yk+1 = H+(f(yk)) ≥ yk for k ≥ 0. Now, notice that yk ≤ 1n for k ≥ 0,
which let us conclude that (yi(k))k is a monotonically non-decreasing bounded sequence with upper
bound 1. Then, limk→∞ yk = x∗, with x∗ an equilibrium point of the system in Y and away from
1n due to Lemma 5.1.
6 Analysis of higher-order models
We extend the simplicial SIS model to the setting of multiple arbitrary high-order interactions.
Definition 6.1 (The general higher-order SIS model). Assume x ∈ [0, 1]n, and let β1, · · · , βn−1 > 0
and γi > 0, i ∈ {1, . . . , n}. Then, the general higher-order SIS model is, for any i ∈ {1, . . . , n},
x˙i = −γixi + β1(1− xi)
n∑
j=1
aijxj + (1− xi)
n−1∑
k=2
βk
n∑
i1,...,ik=1
bii1···ikxi1 · · ·xik ,
where bii1···ik ≥ 0 for any i ∈ {1, . . . , n} and k ∈ {2, · · · , n − 1}, and A = (aij) is a nonnegative
matrix.
We believe it is straightforward to extend the analysis of the simplicial SIS model in Lemma 5.1
to the general higher-order SIS model in this definition; we omit it here in the interest of brevity.
Similarly, under appropriate changes on the sufficient conditions that define each behavioral domain,
results that parallel Theorem 5.1 can also be obtained. In the interest of brevity, we focus our
discussion on establishing that a bistable domain also exists for arbitrary higher-order interactions.
For convenience, define the shorthand:
b∗i :=
n−1∑
k=2
βk
( n∑
i1,...,ik=1
bii1···ik
)
.
Proposition 6.1 (bistable domain in higher-order interactions). Consider the general higher-order
SIS model with an irreducible A ≥ 0 and arbitrary bii1···ik > 0 for any i ∈ {1, . . . , n} and k ∈
{2 · · · , n−1}. Define 1b∗ ∈ {0, 1}n by (1b∗)i = 1 if b∗i ≥ 0 and (1b∗)i = 0 otherwise. If β1ρ(Γ−1A) <
1 and
min
i s.t. b∗i 6=0
(
β1
γi
(A1b∗)i +
n−1∑
k=2
βk
γi
(n− 2
n− 1
)k−1 n∑
i1,...,ik=1
bii1···ik
k∏
`=1
(1b∗)i`
)
≥ n− 1,
then
• 0n is a locally exponentially stable equilibrium,
• there exists an equilibrium point x∗  0n such that x∗i ≥ n−2n−1 for any i such that b∗i 6= 0, and
• any such equilibrium point x∗ is locally exponentially stable.
Proof. Let us consider the functions H+ and h+ introduced in the proof of Lemma 5.1. Let
A¯ := β1Γ
−1A. The proof for the local exponential stability of the origin is exactly the same as in
Theorem 5.1, so we focus on proving the other points of the proposition.
Define Y = {y ∈ [0, 1]n | n−2n−11b∗ ≤ y ≤ 1n}. Rewrite the second inequality assumption in the
theorem statement as θ ≥ n− 1, where θ is a shorthand for the minimum term. For a point y ∈ Y ,
15
we compute
(H(y))i
= h+
(
(A¯y)i +
n−1∑
k=2
βk
γi
n∑
i1,...,ik=1
bii1···ik
k∏
`=1
yi`
)
≥ h+
(
n− 2
n− 1((A¯1B)i +
n−1∑
k=2
βk
γi
(n− 2
n− 1
)k−1
×
n∑
i1,...,ik=1
bii1···ik
k∏
`=1
(1b∗)i`)
)
, (11)
where the inequality follows from the monotonicity of the function h+. Whenever b
∗
i 6= 0, we can
lower bound the expression in (11) by h+(
n−2
n−1θ); and whenever b
∗
i = 0, we can lower bound it by
h+(0) = 0. Therefore, as in the proof of Theorem 5.1, we obtain
H(y) ≥ H+
(n− 2
n− 1θ1b∗
)
≥ n− 2
n− 11b∗ .
Then, following the proof of statement (ii) of Theorem 5.1, we obtain that there exists an equilibrium
point y∗ ∈ Y such that y  0n.
Now, let x∗  0n be a equilibrium satisfying x∗ ≥ n−2n−11b∗ . Evaluating the Jacobian of the
system at x∗, namely Df(x∗), and after some algebraic work (similar to the one done in the proof
of Theorem 5.1), we observe that Df(x∗) is a Metzler matrix and, moreover, that
(Df(x∗)x∗)i = −β1(Ax∗)ix∗i
+
n−1∑
k=2
(
(k − 1)− kx∗i
)
βk
( n∑
i1,...,ik=1
bii1···ik
k∏
`=1
xi`
)
.
First, if b∗i 6= 0, then x∗i ≥ n−2n−1 and (k− 1− kx∗i ) ≤ 0, since k−1k ≤ n−2n−1 ≤ x∗ for k ∈ {2, · · · , n− 1}.
In turn we obtain
(Df(x∗)x∗)i ≤ −
(
β1 min
j
(
n∑
i=1
aijx
∗
j
))
x∗i .
On the other hand, if b∗i = 0, then (Df(x
∗)x∗)i = −β1
(∑n
i=1 aijx
∗
j
)
x∗i . Therefore, from these
two cases and recalling that A is irreducible, we conclude that Df(x∗)x∗ ≤ −dx∗ for some d > 0.
Finally, since x∗  0n, [4, Theorem 15.17] implies that Df(x∗) is Hurwitz and, therefore, x∗ is
locally exponentially stable. This concludes the proof.
7 Numerical example
In Figure 4, we present two numerical examples of the behavior of the simplicial SIS model. First,
we verify the existence of a parameter region under which the sufficient conditions of Theorem 5.1
cannot be applied. We can readily observe the transition from the disease-free domain to the
bistable domain as we increase β2 for a fixed β1, as mentioned in Remark 5.2. Also, notice that the
sufficient condition for determining the endemic domain in Theorem 5.1 is tight. We also remark
that the sufficient condition for determining the bistable region captures most of the true parameter
region in these simulations.
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From our numerical simulations we propose the following conjectures, which are consistent with
the behavior observed in the scalar model.
Conjectures 7.1 (Behaviors in the bistable and endemic domains). For the simplicial SIS model,
(i) in the bistable domain, at fixed β2, the domain of attraction of the disease-free equilibrium
x∗ = 0n decreases as β1 increases. Once β1 = 1ρ(Γ−1A) , a bifurcation occurs and the origin
becomes an unstable equilibrium point in the endemic domain;
(ii) in the endemic domain, the endemic equilibrium is unique and globally stable for any value
of β2.
8 Conclusion
In this paper, we formally analyze the simplicial SIS model and establish its different behavioral
domains. As seen in previous mean-field approximation models, we show the existence of the
bistable domain and its possible transition from the disease-free domain by changing the model
parameters. This feature makes our model qualitatively different from the classical multi-group
SIS model. We also show that the bistable domain exists for any multi-group SIS model with
higher-order interactions.
As future work, we plan to study control strategies for the mitigation of the disease, particularly
on how to drive the system to the origin whenever it is in the bistable domain. More generally,
we also plan to study the effects of aggregating higher order interaction terms in other epidemio-
logical models (e.g., the multi-group Susceptible-Infected-Recovered (SIR) model). We believe our
approach based on Coppel’s inequalities can be useful also in these applications.
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Figure 4: Consider the simplicial SIS model with its parameters (Definition 4.1). For the upper figure, we ran-
domly generated and fixed six irreducible matrices A ∈ {0, 1}5×5 and Bi ∈ {0, 1}5×5, Bi 6= 0n, i ∈ {1, . . . , 5};
and fixed Γ = 2I5. The light-gray/gray/black region corresponds to the disease-free/bistable/black domain
from the simulation. Regarding the sufficient conditions established by Theorem 5.1, all the region to the
right of the green line correspond to the endemic domain, all the region above the blue line and left to the
green line to the bistable domain, and all the region below the red curve to the disease-free domain. For the
lower figure, we considered the same settings as in the upper figure, but with the difference that this time
we set Bi = 0n×n for i ∈ {2, · · · , 5}.
20
