An accelerated, more stable generalization of Newton's method for finding matrix pth roots is developed in a form suitable for finding the Positive definite pth root of a Positive definite matrix. Numerical examples are given and compared with the corresponding Newton iterates.
INTRODUCTION
The process outlined in [l] for determining the positive definite square root of a positive definite matrix is an accelerated version of the process due to Beaver and Denman [Z] and is clearly a generalization of the basic Newton process suitable for computing with economy the concurrent iterates of a set of values, all simultaneously converging to square roots. The ensuing analysis demonstrates how this latter process can be obtained and viewed as a specific case of the more general problem of determining economically the pth roots of each of a given set of positive values.
DEVELOPMENT
Consider n x n matrices X and Y with positive spectra satisfying the equations xP-'y=z (2.1)
LINEAR ALGEBRA ANDZTSAPPLZCATZONS26:139-163 (1979) and X=AY, (2.2) where A is a given m X m matrix with positive spectrum whose pth root ( p > 0 and integral) must be determined, and I is the m X m identity. From Eqs. (2.1) and (2.2) it follows that provided the matrices X and Y are rational functions of the matrix A. then
AP-lyP=Z_
Hence YP=A'-P, (2.3) and of course XP=A.
(2.4)
The usual Newton iteration for solving Eqs. Obviously, since Eqs. (2.5) and (2.6) generate matrices which are all rational functions of the initial approximations X0 and Y,,, convergence of the iterates is easily examined by transforming the iterates to diagonal form and then considering the convergence of the set of scalar equations by standard methods [3] . The relations (2.5) and (2.6) give sequences Xc, X,, Xs, . . . and Y,, Y,, Y,, . . . that converge to the matrices Al/P and A('-p)/p respectively with quadratic convergence once the iterates are close enough to the limit values.
A better method is obviously obtained if Eqs. (2.5) and (2.6) are changed to X,,+,=TJ,,+P,A~-~ (2.7) and Furthermore, since the ensuing analysis requires commutativity of products, it is necessary that the matrices X0, Y, be rational functions of the identity matrix and the matrix A.
DETERMINATION OF THE ACCELERATION PARAMETERS
The matrices X,, and Y,, satisfy the relation (2.2) exactly; however, they do not satisfy (except in the limit) the equation (2.1), and thus at each stage this equation can be used to determine s,&,, i.e., C n+l=x~lly"+l~ or using Eqs. (2.9) and (2.10), 
FIG. 1. Graph of c(A) = (cq,h+ &)P/XP-'.
If this method of choosing q/3,, is used, then these parameters are determined by forcing c(h) to have as extreme values 1 -E,,+ I, 1 + E,,+ 1 and
at abscissae a,,&,, b,, respectively, where .$,, is the only stationary point of c(X) with a positive abscissa and a, Q 2, < b, (see Fig. 1 ).
In detail the process is as follows: 
ANALYSIS OF THE CONVERGENCE OF THE NEW ALGORITHM
The convergence of the algorithm can be examined by considering Eq. Equations (4.11) and (4.6) therefore prove that the algorithm converges and is asymptotically of second order. The algorithm developed and described in Sec. 3 is specifically given by the following steps, where the given matrix is A and its pth root is required to a precision eps. For these examples it is known that the pth root of A is given by
LIMITING VALUES FOR THE ACCELERATION PARAMETERS
The Euclidean norm, is used as a measure of convergence after k iterations. The results for both Newton's method and the new algorithm are listed in Table 2 . 
CONCLUSION
The usual assumptions [5] that the inversion of an 12 X 12 matrix requires n3 operations and the multiplication of two n X n matrices also requires n3 operations are made where an operation is understood to be one scalar multiplication together with one scalar addition [4] . The new algorithm, using Eqs. (2.9) and (2.10), then requires The storage required for the new algorithm is 6,' words, if it is assumed that an Nan matrix occupies n2 words of storage. The storage requirement is determined as follows:
n2 words for Y,,, n2 words for X,,, n2 words for &-'l, n2 words for work storage to find X:-P, n2 words for X:-P, n2 words for X,, '--PY"-', which can also be used for storing X,,r-P.
The storage required for Newton's method is 5n2 words, determined as follows:
n2 words for A, n2 words for X,, n2 words for Xn-', 2n2 words to find Xi-P.
Thus since the new algorithm requires fewer steps to achieve the same accuracy, the only apparent extra penalty involved is the extra storage needed for the matrix Y,,. The convergence of the eigenvalues of the matrix C for examples (a), (b), (c) is illustrated graphically in Figs. 2-4.
