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Abstract--We study numerically an adaptive schedule in the ensemble approach of threshold 
accepting by considering a traveling salesman problem. We find that the probability for finding low 
lying minima is higher than in the widely used conventional exponential schedules. The algorithm is 
well suited for parallel implementations. ~) 1999 Elsevier Science Ltd. All rights reserved. 
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A few years ago, Threshold Accepting (TA) [1] was proposed as an heuristic optimization al- 
gorithm to find optimal or near optimal solutions to NP-complete and NP-hard problems. TA 
is similar to but simpler than Simulated Annealing (SA) [2]. It has been used in a variety of 
contexts, for instance, in studying the energy landscapes of disordered systems [3,4], and can 
successfully be used for complex optimization problems like the traveling salesman problem [5]. 
In TA as well as in SA, a system walks randomly through its state space f~ -- {w} depending on 
the change in the cost function. In contrast to SA, however, TA is a "semideterministic" algorithm 
since in a TA step no probabilities for acceptance of the new state have to be evaluated. The 
randomly chosen eighbor w t E f / to  the state w E f~ is always accepted if the change of the value 
of the cost function L : fl ---, R, w ~ L(w) is smaller than a certain threshold T E R, T > 0, i.e., 
if L(w') - L(w) < T. 
In TA, the threshold T serves as a control parameter, similar to the temperature in SA. Based 
on the convergence properties of the corresponding SA problem, it has been shown [6] that there 
[ T ~K-1 exists a (in general not nonincreasing) sequence of thresholds ~k)k= 0 such that the probability of 
obtaining the global optimum converges to one, but no rule for the construction of the sequence 
could be given. In practice, the threshold is lowered carefully with time t according to some 
schedule T : t ~-~ T(t).  Thus, like in SA, it is one of the major problems in TA to find a good 
schedule. 
In this letter, we report on a numerical study of adaptive schedules for Ensemble-Based Thresh- 
old Accepting (EBTA), an ensemble approach for TA analogous to Ensemble-Based Simulated 
Annealing (EBSA) which had been proposed for SA [7-10]. The method oes not depend on the 
underlying optimization problem and can be applied universally. 
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In the ensemble approach, a collection of N copies of the system rather than only one is 
subjected to the same schedule. One of the most important advantages of the ensemble approach 
is the ability to provide information about statistical properties of system parameters. This 
statistical information about the ensemble can then be used to adjust the schedule with which 
the threshold is lowered. 
We made several runs using a variety of schedules. The threshold T is lowered in a stepwise 
fashion by a factor c E ~, 0 < c < 1 and a certain number of steps is performed at the same 
threshold. This number of steps can be predetermined or it can be set adaptively during the run 
using the statistical data from the ensemble. We used both approaches here. 
The philosophy behind the original version of an adaptive schedule [11] is to hold the ensemble 
fairly close to the equilibrium corresponding to the threshold. As an indicator for this, we monitor 
the ensemble average of the cost function (L). For an ensemble close to equilibrium, (L) will 
fluctuate around the equilibrium corresponding to the threshold, while for an out of equilibrium 
situation, (L) will move towards that value. As the threshold is lowered during a run, (L) should 
be above its equilibrium value and move down. If it does not so, this is taken as an indication of 
a fluctuation around equilibrium and the threshold T is lowered. 
Here we have implemented the following somewhat more general schedule, containing an ad- 
ditional freely adjustable parameter ~ E R. The parameter ~/ is a measure for how much the 
expected ownward movement of (L) can be violated without triggering a threshold reduction. 
For 7 -~ -c~, the threshold is lowered in any case and thus we obtain the exponential schedule, 
whereas for "7 -- 0 we recover the simple adaptive schedule (cf. [8] in case of SA), and for positive 
values of ~/the condition is relaxed further: 
Choose N initial configurations 
Set an initial threshold T
Compute initial ensemble average (L) 
whi le end condition is false do 
Perform n TA steps per ensemble member with threshold T
Compute new ensemble average (L I) and variance vat (L') 
i f  <L'> - <L> > ~/ vat (i')/v~ 
then  Set new threshold T'  -- c T 
Set new values as old values 
Stop. 
One iteration of the while-loop we call a TA sweep. Note that even though the threshold is 
always lowered by the factor c, the schedule in general is not exponential as the number of TA 
sweeps pent at each threshold varies. 
We implemented the TA ensemble algorithm on high performance RISC workstations and a 
parallelized version on parallel computers. Depending on the ensemble size used and the number 
of processors available, each processor of the parallel machine had to handle a certain number 
of equivalent work processes corresponding to the members of the ensemble. A master process 
is responsible for the evaluation of the data received from the ensemble members and for the 
control of the threshold. The communication required by the algorithm is minimal. At the end 
of each sweep, each of the ensemble members has to transmit only its current our length to the 
master, and the master transmits back the new threshold. This makes the algorithm well suited 
for parallel implementations. 
To evaluate the performance of EBTA, we applied it to a traveling salesman problem (TSP) 
as a typical example for complex optimization. An instance of the TSP is defined by a distance 
matrix of a set of points. The states w are the possible closed tours visiting each point once and 
the cost function L to be minimized is given by the length of the tour. To construct a neighbor w' 
from a given tour w, we used the Lin-2-Opt exchange [12]. Here a section of the tour is cut out 
at random and then reinserted in reverse order. The TSP for which our results were obtained is 
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the GrStschel drill hole problem [13]. The minimal tour length is known to be 5069 in integer 
metric (cf. [8]), which we used throughout our study. 
To compare various adaptive schedules with the exponential one, we performed the following 
investigations. 
We used an ensemble size of 100, where the initial states were chosen at random. The end 
condition was given by the maximum number of TA sweeps of 300. For the adaptive schedule, 
we performed the optimization process with factors 7 = -1 ,0 ,  +0.5 and c = 0.9. To find the 
best exponential schedule, we tested 100 different factors 0.9 < c < 0.999 in preliminary runs and 
determined the best factor for this schedule to be c = 0.98. In order to take the advantage of 
investigating a larger portion of the state space f~, we implemented the exponential schedule also 
in an ensemble version of now completely independent random walkers, corresponding to 7 ~ oo 
for c -- 0.98. 
For a second kind of comparison, we used a single random walker which ran 100 times as long 
and thus lowers the threshold 100 times as slow as each ensemble member above, i.e., with the 
maximum number of TA sweeps of 30,000 and c = 0.981/1°° ~ 0.9998. 
In all cases the initial threshold T was chosen in such a way that at the beginning, 95% of the 
moves were accepted. The size of a TA sweep was 44,200 TA steps, which corresponds to the 
hundredfold number of drill holes (442) in the TSP. 
For every member of the ensemble, we monitored the so-called best so far (BSF) value which 
is defined by LBSF(t) = min0<t,<t L(t'), i.e., the lowest value of the cost function seen up to a 
certain t ime t, and then determined from these the very best so far (VBSF) value LVBSF of all 
members. To get more reliable results, we performed each run with ten different sets of initial 
configurations. 
In Figure 1, the results for the ensemble-based schedules are displayed. The error bars indicate 
the standard error. It  can be seen that the simple adaptive schedule gets deeper states than 
the exponential schedule. As expected, the adaptive schedules become slower and better (not 
significantly) with increasing 7. Also plotted is the analogous result for the single long running 
slow exponential schedule, where LVBSF ---- LBSF. Here the sweep numbers had been rescaled by a 
factor of 100, so the sweep numbers correspond to comparable CPU times of the ensemble-based 
schedules. 
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Figure 1. VBSF lengths as a function of TA sweeps for different schedules. 
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Figure 2. A typical (cumulative) distribution of the final LBS F for the ensemble 
version of the exponential nd for the simple adaptive schedule. 
In Figure 2, we show a typical (cumulative) distribution of LBSF at the end of the runs for 
the ensemble version of the exponential nd for the simple adaptive schedule. As can be seen, 
the distribution of the adaptive schedule is significantly concentrated towards lower tour lengths 
compared to the exponential one. The error bars indicate the standard error. 
In conclusion, we can say that for the adaptive schedules the probability of finding states close 
to the global minimum is significantly higher than in the exponential schedule. Compared with 
the ensemble version of the exponential schedule, the simple adaptive schedule is a good choice 
in respect o both speed and quality. 
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