ABSTRACT. M. Brion proved a convexity result for the moment map image of an irreducible subvariety preserved by the complexification of the Hamiltonian group action. V. Guillemin and R. Sjamaar generalized this result to irreducible subvarieties preserved only by a Borel subgroup. In another direction, L. O'Shea and R. Sjamaar proved a convexity result for the moment map image of the submanifold fixed by an antisymplectic involution. We consider a combination of these last two situations, and prove a convexity result for the moment map image of the involution fixed set of an irreducible subvariety preserved by a Borel subgroup.
BACKGROUND
Let M be a compact Kähler manifold and L a Hermitian line bundle over M with compatible connection ∇ whose curvature form is the Kähler form of M. Let G be a compact Lie group with a Kählerian action A = (A L , A M ) of G on (M, L), so that G acts by complex linear bundle automorphism. The Kodaira embedding theorem implies that M can be embedded in some complex projective space as a complex algebraic variety. The action of G lifts to a holomorphic action A C = (A L C , A M C ) of the complexification G C of G on (M, L). Because G preserves the Hermitian structure of L, it also preserves the symplectic form ω of M given by its Kähler structure, so G acts by symplectomorphisms. Furthermore, the action of G on M is Hamiltonian. Its moment map Φ : M → g * is obtained by considering the difference of Lie and covariant differentiation of vector fields on M induced by elements of the Lie algebra g of G. (See [3, Section 2] .)
Suppose we have involutions γ G , γ M , and γ L , on G, M, and L, respectively, such that γ G is a smooth group homomorphism, γ M is antiholomorphic, and (γ M , γ L ) is an involutive (real) bundle automorphism on (M, L) which is complex antilinear on fibers and which preserves the covariant derivative ∇ on L. Then γ G induces linear involutions γ g and γ g * on g and g * , respectively, defined in the obvious way. We further require two compatibility conditions regarding the involutions and the Hamiltonian action of G on M. We assume that (1) γ M distributes over the action of G on M, i.e. γ M (gm) = γ G (g) γ M (m) for all g ∈ G, m ∈ M; and (2) Φ is anti-equivariant with respect to γ M and γ g * , i.e. Φ γ M (m) = −γ g * (Φ(m)).
There are two obvious ways to extend γ g to an involution on its complexification g C := g ⊗ R C -holomorphically or antiholomorphically. It turns out that the antiholomorphic one is the right one to consider in this context. Define σ g C : g C → g C by
for all ξ ∈ g C , where Re and Im denote the real and imaginary parts with respect to the decomposition g C = g ⊕ ig. The antiholomorphic Lie algebra involution σ g C lifts to an antiholomorphic Lie group involution σ G C on G C . In [7, Proposition 5.5] , it is proved that under the compatibility conditions described above, the fixed set of G C under this antiholomorphic involution preserves the fixed set of M under γ M , and this is the key property we need.
Recall that a linear involution on a vector space is diagonalizable, and has eigenvalues both or one of ±1. Let k denote the 1-eigenspace of γ g , and q the (−1)-eigenspace. We can identify k * with the annihilator of q, and q * with the annihilator of k, and obtain a decomposition g * = k * ⊕ q * which is also the decomposition of g * into eigenspaces of γ g * . From the definition of σ g C , we see that the 1-eigenspace of g C under this involution is exactly k ⊕ iq, and the (−1)-eigenspace is q ⊕ ik.
From now on, we will denote all of these involutions by γ or σ, without their superscripts. We will denote the fixed set of any of these involutions by a γ or σ superscript.
Let T be a maximal torus of G which is preserved by γ, with Lie algebra t. Choose a closed positive Weyl chamber t * + ⊂ t * . Embed t * as a vector subspace of g * in the usual way, using the real version of the root space decomposition of g C . For any subset A ⊂ M,
The main result of [7] was the following essential converse. The proof required that the torus T and the positive Weyl chamber t * + be chosen so as to be "compatible" with the involutions in a certain sense, as detailed in [7, Section 3] . Theorem 1.1. Suppose T and t * + are "compatible" with the involutions. Then
Remark 1.2. Later, Sjamaar noted that the compatibility of T and t * + , while necessary for the proof of the theorem, are not actually necessary for the statement of the theorem to be true. This leads us to the following corollary.
Therefore, for any choice of maximal torus T ⊂ G and any choice of closed Weyl chamber C ⊂ t * , we have
Proof. In Example 2.9 of [7] , the authors describe how if λ ∈ q * , a compatible involution α on the Hamiltonian G-manifold Ad * (G)λ, the coadjoint orbit through λ, is given by
, and in Proposition 2.3 of [7] , they prove that Ad
Now let λ ∈ Φ(M) ∩ q * . Since t * + is a fundamental domain for the action of G on g * , there is some g ∈ G such that Ad * (g)λ ∈ g * . Put λ ′ = Ad * (g)λ, and note that λ ∈ Ad * (G)λ ′ ∩q * . By the previous paragraph, there is some k ∈ G γ such that λ = Ad * (k)λ ′ , so
So there is some y ∈ M γ with Φ(y) = λ ′ , which means
The other inclusion is obvious. 
The main result of Brion in [1] implies that ∆(X) is a convex polytope in t * , so as before Φ(Y) is also a convex polytope.
In [3] , Sjamaar and Guillemin strengthened Brion's convexity result. Let B ⊂ G C be the Borel subgroup determined by our choice of positive Weyl chamber t * + . Theorem 1.5. Let X be a B-invariant irreducible closed subvariety of M. Then ∆(X) is a rational convex polytope in t * , the closure of the set C(X), (defined in Section 2), which is a convex polytope in the space of rational points in t * .
Here, rational means rational with respect to the weight lattice of T , embedded in a particular way in t * , which we specify later. This theorem and its proof do not involve any involutions, of course.
Our main result is a combination of Theorems 1.4 and 1.5. 
and ∆(X γ ) is a rational convex polytope in t * .
THE HIGHEST WEIGHT POLYTOPE
We follow Brion's approach from [1] , as was done in [7, Section 5] and [3] , and consider certain subsets of holomorphic global sections of (M, L) and its tensor powers. We will decompose these spaces into weight spaces under the action of T .
Let Λ = Hom(T, U(1)) be the weight lattice of T . We identify Λ with a certain lattice in t * via the map
Put Λ + = Λ ∩ t * + , the space of dominant weights. We call a point in t * rational if it is contained in a rational multiple of the weight lattice. Hence the set of rational points is Λ ⊗ Z Q.
Remark 2.1. The fact that γ preserves T implies that γ preserves the lattice Λ. So with respect to a basis for t * consisting of lattice elements, γ can be represented by a matrix with rational entries. Since the only eigenvalues of γ are the integer (and hence rational) numbers 1 and −1, we conclude that there exist bases for the eigenspaces t * ∩ k * and t * ∩ q * of γ| t * consisting of rational linear combinations of lattice elements. Therefore, for each of these eigenspaces, the rational elements in the eigenspace form a dense subset of it.
Let Γ (M, L) be the space of holomorphic global sections of (M, L), and for each r ∈ Z ≥0 = {0, 1, 2, . . .} let Γ (M, L r ) be the space of global holomorphic sections of the r-fold
(We consider Γ (M, L 0 ) to be the space of holomorphic complex-valued functions on M.
and by extension on each (M, L r ) by complex bundle automorphisms, T acts on the spaces of holomorphic global sections of these bundles and in particular on the smooth sections, essentially by conjugation. If s is such a section and t ∈ T , then
Each Γ (M, L r ) decomposes under the action of T into weight spaces:
be the unipotent radical of B. Then this grading of S descends to a grading of the N-invariant elements of S,
(Recall that any weight that appears in the weight decomposition of S N must be dominant.)
For any B-invariant irreducible closed complex subvariety X of M, let I(X) be the homogeneous ideal of S consisting of sections that vanish identically on X, and let A(X) be the quotient A(X) = S N /I(X) N . Definition 2.2. The highest weight polytope of X is the subset C(X) of Λ ⊗ Q defined by C(X) = {λ ∈ Λ ⊗ Q | there exists r ∈ Z >0 such that rλ ∈ Λ + and A(X) rλ,r = 0} .
As detailed in [1] , C(X) is indeed a convex polytope in Λ ⊗ Q. The specific main result of that paper is that, if X is preserved by all of G C , then
and ∆(X) is the closure of C(X) in t * , so ∆(X) is a rational convex polytope. The main result of [3] is exactly that the same statements hold even if X is only preserved by B.
To put Definition 2.2 another way, an element λ ∈ Λ ⊗ Q is contained in C(X) if and only if there exists r ∈ Z >0 such that rλ ∈ Λ + and there is a section s ∈ S N rλ,r which does not vanish identically on X. An equivalent condition is that there exists r ∈ Z >0 such that rλ ∈ Λ + and the irreducible representation of G with highest weight rλ is a submodule of the G-module Γ (M, L r ), and there is an element of this submodule which does not vanish identically on X. Accordingly, for any subset Z of M γ , we make the following definition. Definition 2.3. The γ-highest weight set of Z is the subset C γ (Z) of (Λ⊗Q)∩q * consisting of elements λ for which there exists r ∈ Z >0 such that the irreducible representation of G with highest weight rλ is a submodule of the G-module Γ (M, L r ), and there is an element of this submodule which does not vanish identically on Z.
Remark 2.4. The fact that we require C γ (Z) to be a subset of q * may seem mysterious. It is actually a subtle way of requiring a small measure of compatibility between the highest weight space and the involutions, and this compatibility is crucial in the following section.
PROOF OF THE MAIN THEOREM
Suppose the Borel subgroup B is preserved by σ. Let X be a closed, irreducible, complex subvariety of M preserved by B and γ, and let Y be the closure of any nonempty component of X reg ∩ M γ .
For the other direction, suppose λ ∈ C(X) ∩ q * . Then there is some r ∈ Z >0 such that rλ ∈ Λ + and a section s ∈ S N rλ,r which does not vanish identically on X. As in the proof of Theorem 5.10 in [7] , observe that Y contains a Lagrangian submanifold of X reg , which implies that Y is Zariski-dense in X. Hence any holomorphic section that vanishes on all of Y must vanish on all of X, so s cannot vanish identically on Y. Since λ ∈ q * , this means that λ ∈ C γ (Y).
Consider the identity component of the fixed set (G C ) σ of G C under the involution σ. Note that this is just the connected real Lie subgroup of G C generated by the real Lie subalgebra k ⊕ iq of g C . Proposition 5.5 of [7] states that the involution γ : M → M is equivariant under the action of this subgroup on M, which implies that this subgroup preserves the fixed point set M γ .
Let H denote the identity component of the "real Borel subgroup", B σ . This group has the virtue of preserving both X and M γ , which means it also preserves Y. Notice that H is the connected real Lie subgroup of G C generated by the real Lie subalgebra b σ = (k⊕iq)∩b of g C .
Lemma 3.2. C γ (Y) is equal to the set of rational points in ∆(Y).
Proof. Let λ ∈ C γ (Y). By Proposition 3.1, this means λ ∈ C(X) ∩ q * . Then there is r ∈ Z >0 and s ∈ Γ (M,
Let Im : g C → g be projection onto the imaginary component of g C with respect to the real form g, and let pr : b → g be the restriction of Im to b ⊂ g C . Let φ : g → C ∞ (M) be the function given by the pairing of Φ with elements of g:
for all ξ ∈ g C , where ξ M is the fundamental vector field on M induced by ξ. By our reasoning in the previous paragraph, this tells us that
for all ξ ∈ b σ . Because s(y) 2 > 0, this implies that −λ(pr ξ) + φ(pr ξ)(y) = 0, and hence
for all ξ ∈ b σ . Recall that λ ∈ q * , and because y ∈ M γ we also know Φ(y) ∈ q * . Hence if we show that q ⊂ pr(b σ ), then Equation 4 implies that Φ(y) = λ.
Let ε ∈ q. In [3, page 10], it is shown that pr : b → g is onto. Therefore there exists some δ ∈ g such that δ + iε ∈ b. Put ζ = 1 2 (δ + iε + σ(δ + iε)), and notice that because b is preserved by σ and is a vector space, we have ζ ∈ b. Furthermore, since σ is an extension of the involution γ : g → g, we know σ(δ) ∈ g, and hence
Therefore q ⊂ pr(b σ ), and so Φ(y) = λ. Thus C γ (Y) is a subset of the rational points in ∆(Y).
Now let λ ∈ ∆(Y) be a rational point. Then there is some y ∈ Y with Φ(y) = λ. Since y ∈ Y ⊂ X, we see that λ is a rational point of ∆(X) also. By Theorem 1.5, this means that λ ∈ C(X). Since y ∈ M γ we have λ = Φ(y) ∈ q * . By Proposition 3.1, λ ∈ C(X)∩ q * = C γ (Y). Thus the rational points of ∆(Y) are contained in C γ (Y).
We can now prove our main result, Theorem 1.6.
Proof of Theorem 1.6. We know that ∆(Y) ⊂ ∆(X) ∩ q * . In the course of proving the main result of [3] , Guillemin and Sjamaar proved that ∆(X) = C(X), where the bar denotes the closure. Hence ∆(X) ∩ q * = C(X) ∩ q * . Because q * is equal to the closure of its rational points, as noted in Remark 2.1, we know that C(X)∩q * = C(X) ∩ q * . Finally, Proposition 3.
Because Y is a closed subset of the compact space M, it is compact. Because Φ is smooth, we know that Φ(Y) is closed in the vector space g * , so it must be closed. Therefore its intersection with the closed positive Weyl chamber, ∆(Y) = Φ(Y) ∩ t * + , is also closed. By Theorem 3.2 we know that
(Y). Putting this together with Equation 2, we see that
∆(X) ∩ q * ⊂ ∆(Y). Thus ∆(X) ∩ q * = ∆(Y).
CLOSURES OF BOREL ORBITS
Throughout this sections, we will assume that the Borel subgroup B is preserved by the antiholomorphic involution σ.
The simplest example of a closed irreducible complex subvariety of M preserved by G C is the closure of a G C orbit: G C m, for some m ∈ M γ . In [7, Proposition 5.5] it was shown that the "real" part of this subvariety, G C m γ , has a nice description. The simplest example of a closed irreducible complex subvariety of M preserved by B is the closure of a Borel orbit, and the "real" part of this subvariety has a corresponding nice description. The proof is the same, after intersecting everything with B. Therefore for any m ∈ M, Hm is the closure of a component of (Bm) reg ∩ M γ , so Theorem 1.6 tells us that
Because our main result is so similar to that of Theorem 1.5, several of the corollaries of that theorem in [3] lead immediately to corresponding corollaries in our situation. Proof. [3, Corollary 2.5] states that the set of x ∈ X such that ∆(X) = ∆(Bx) is nonempty and Zariski dense in X. By Theorem 1.5 above, in [3] it is proved that this is equivalent to the statement that C(X) = C(Bx), which in turn implies that C(X) ∩ q * = C(Bx) ∩ q * . By Theorem 1.6 and Corollary 1.7, this means that ∆(X γ ) = ∆(Bx Proof. In [3, Corollary 2.6] it is proved that the collection of polytopes ∆(X), where X ranges over the same set described in the statement of this corollary, is finite. Our corollary then follows immediately from the fact that each ∆(X γ ) = ∆(X) ∩ q * , by Theorem 1.6.
Because G C -invariance implies B-invariance, and because M is itself both B and G Cinvariant, Corollary 4.2 leads to the following result. 
AN EXAMPLE: G = SU(2)
Let G = SU(2). Its complexification is G C = SL(2, C). The standard maximal torus T of G is the subgroup of diagonal matrices in G (whose diagonal entries, perforce, lie on the unit circle), and its Lie algebra t consists of traceless diagonal matrices with pure imaginary diagonal entries. Define α ∈ t * by
Embedded as a linear subspace of g * , the dual space t * is the linear span of α.
The standard choice of (closed) positive Weyl chamber t * + is the nonnegative linear span of α. The Borel subgroup B of G C corresponding to this choice of t * + is the group of upper triangular elements of G C , and its unipotent radical N = [B, B] consists of the upper triangular matrices in G C with 1's on the diagonal. The set R of roots of G with respect to T is {±2α}, and the set P ⊂ R of positive roots with respect to our choice of positive Weyl chamber is {2α}. The Weyl group of G with respect to T is W = {±1}, which acts on R by multiplication.
The character group Hom (T, U(1)) of T consists of those maps of the form
for some integer n, so Hom (T, U(1)) ∼ = (Z, +). The corresponding weight lattice Λ ⊂ t * consists of the integer multiples of α, and the set Λ + of dominant weights then consists of the nonnegative integer multiples of α.
The Kähler manifold in this example will be a homogeneous space of G C × G C , as in the Borel-Weil theorem. This space turns out to be isomorphic to
We will take T × T as our maximal torus of G × G, and B × B as our Borel subgroup of G C × G C . The closed positive Weyl chamber of t * ⊕ t * with respect to this choice of Borel subgroup is the product of t * + with itself. The character group Hom (T × T, U(1)) of T × T consists of those maps of the form
for some integers n 1 and n 2 . The corresponding weight lattice of t * ⊕ t * is Λ × Λ, and the dominant weights are Λ + × Λ + .
We now follow the construction from the proof of Theorem 3.5 in [3] , which comes from the Borel-Weil theorem. Let (λ 1 , λ 2 ) ∈ Λ + × Λ + be a dominant weight, which we will also think of as a pair of integers, namely the integers whose multiples of α yield λ 1 and λ 2 . We will consider the coadjoint orbit of G × G through the point (−λ 1 , −λ 2 ) ∈ t * ⊕ t * . This point's stabilizer is T × T , and the parabolic subgroup of G C corresponding to T × T is B × B. We have diffeomorphisms
The product G × G acts on each of these spaces on the left, and the diffeomorphisms are equivariant with respect to these actions.
The quotient G C /B is diffeomorphic to CP 2 by the map
Notice that the condition ad − bc = 1 implies that at least one of {a, c} must be nonzero, and that right multiplication of a b c d by z w 0 z −1 corresponds to multiplication of the homogeneous coordinate (a : c) by the nonzero complex number z. The reverse map is
Thus we have a diffeomorphism
and the diagonal action of G C on the left-hand side induces an action of G C on the righthand side. The action of G ⊂ G C on CP 2 ×CP 2 is Hamiltonian, with moment map obtained
, and then mapping
Because (−λ 1 , −λ 2 ) is integral and lies in the negative of our positive Weyl chamber of t * ⊕ t * , the Borel-Weil theorem tells us that
manifold, and there exists a complex line bundle on it with Hermitian metric whose curvature form is equal to the Kähler form. Furthermore, under the diffeomorphisms in (3) this Kähler form corresponds to the standard symplectic form on the coadjoint orbit Ad
First, extend the character −(λ 1 , λ 2 ) : T ×T → U(1) to a character −(λ 1 , λ 2 ) : B×B → C × ,
The Borel subgroup B × B acts on the product (G C × G C ) × C by acting on G C × G C on the right and simultaneously on C by the character
C be the quotient of (G C × G C ) × C by the action of B × B, also called the vector bundle with fiber C associated to the principal fiber bundle
. This is a complex line bundle over
, and is exactly the one from the Borel-Weil theorem.
For any r ∈ Z ≥0 , (rλ 1 , rλ 2 ) is also a dominant weight, so we can repeat the construction with this in place of (λ 1 , λ 2 ). Nothing extraordinary happens here, however, because it is easy to see that
Also, because λ 1 and λ 2 are each themselves integral and contained in the Weyl chamber t * + , the same construction leads to complex line bundles L −λ 1 and
One very nice involution γ on G = SU(2) is γ(g) = t g −1 =ḡ. These two formulas are equivalent for g ∈ G, but on the complexification G C = SL(2, C) they lead to distinct involutions, g → t g −1 and g →ḡ. The first is holomorphic and the second is antiholomorphic. Put σ(g) =ḡ for all g ∈ G C . The induced involutions on g and g * are also, basically, complex conjugation. Note that when these involutions are restricted to t and t * , because these spaces essentially consist of matrices with pure imaginary entries, the involutions are just negation. Compatible involutions on CP 2 × CP 2 and the line bundle L are given
and
respectively. It can be verified easily that these involutions on the Lie groups G C × G C and G×G, the Kähler manifold CP 2 ×CP
2
, and the line bundle L satisfy all of the compatibility conditions we required for our main theorem to apply.
, and let r ∈ Z >0 . Recall that the space Γ (M, L r ) of holomorphic global sections of (M, L r ) is isomorphic as a (G × G)-representation to V(rλ 1 , rλ 2 ) * , the dual of the irreducible representation of G × G with highest weight (rλ 1 , rλ 2 ). Similarly,
In general, we have the formulas
as (G × G)-representations, where w 0 is the longest element of the Weyl group of (G, T ). For our choice of G, w 0 is the identity. Together with the equalities in (4), this implies that
If λ ∈ Λ + is a dominant weight of (G, T ), it is well-known that V λ is equivalent as a G-representation to the space of homogenous complex polynomials of degree λ in two variables. (See pp. 305-306 of [2] .) If F is such a polynomial and g ∈ G, then
where G = SU(2) acts on C 2 in the usual way. Using this description, we see that
can be viewed as the space of complex polynomials F(x 1 , y 1 , x 2 , y 2 ) which are homogenous of degree rλ 1 in the first two variables and homogeneous of degree rλ 2 in the last two variables. This forms a vector space of dimension (rλ + 1)(rλ 2 + 1).
By the Clebsch-Gordan formula, the dominant weights that appear as highest weights in decomposition of the representation V(rλ 1 ) ⊗ V(rλ 2 ) of G into irreducible representations are exactly
For each of these weights, there is a one-dimensional subspace of V(rλ 1 ) ⊗ V(rλ 2 ) which is N-invariant and on which T acts by the given weight. Some careful computation shows that, for each k = 0, . . . , min{rλ 1 , rλ 2 }, this one-dimensional subspace is the complex span of the polynomial
(The two formulas for F r,k are obtained from each other by using the Binomial Expansion Theorem.) From the first formula, it is easy to see that multiples of F r,k transform under T according to the weight r(λ 1 + λ 2 ) − 2k, while the second formula allows easy verification that F r,k and its multiples are invariant under N.
For our closed irreducible B-invariant subvariety of M, we will take the simplest possible example. Fix x = ((a 1 : c 1 ), (a 2 : c 2 )) ∈ CP 2 ×CP 2 , and put X = Bx. A quick calculation shows that F r,k (bx) is a nonzero multiple of F r,k (x) for any b ∈ B, so the vanishing or nonvanishing of F r,k on X is determined only by its vanishing or non-vanishing at the point x. There are only several possibilities for the structure of X. for every r ∈ Z >0 and k ∈ {0, . . . , min{rλ 1 , rλ 2 }}. Then ∆(X) = C(X) is the closed interval in t * from |λ 1 − λ 2 | to λ 1 + λ 2 .
Continue supposing that a 1 c 2 − a 2 c 1 = 0. If λ 1 = λ 2 and we are in Case (b) or (c), then F r,k (x) = 0 for all k and r, so ∆(X) = C(X) = ∅. Suppose λ 1 = λ 2 . Put m r = min{rλ 1 , rλ 2 }. Then F r,k (x) = 0 for all r and all k except possibly for k = m r , and Hence we conclude that if λ 1 < λ 2 , then ∆(X) = C(X) = ∅ in Case (b) and ∆(X) = C(X) = {m r } in Case (c). Similarly, if λ 1 > λ 2 , then ∆(X) = C(X) = {m r } in Case (b) and ∆(X) = C(X) = ∅ in Case (c).
Suppose X γ = (Bx) γ is nonempty and contains a regular point. This will be the case, for instance, if for i = 1, 2 there is some z i ∈ C × such that z i a i , z i c i ∈ R. Then x = ((a 1 : c 1 ), (a 2 : c 2 )) ∈ M γ , and X contains the set B σ x, which is contained in X γ ∩ X reg . Let Y be the closure of any component of X γ ∩ X reg . As noted above, t * ⊂ q * , so every dominant weight of T is eligible to be contained in C γ (Y). Because the vanishing of each F r,k at any point of Bx, and hence at any point of X = Bx, is determined by its vanishing at x, we see that C γ (Y) = C(X). Since C(X) ⊂ t * ⊂ q * , this demonstrates Proposition 3.1. Taking closures, we have ∆(Y) = ∆(X), which since ∆(X) ⊂ q * , is exactly our main theorem, Theorem 
