Abstract User-specific hybrid recommender systems aim at harnessing the power of multiple recommendation algorithms in a user-specific hybrid scenario. While research has previously focused on self-learning hybrid configurations, such systems are often too complex to take out of the lab and are seldom tested against real-world requirements. In this work, we describe a self-learning user-specific hybrid recommender system and assess its ability towards meeting a set of pre-defined requirements relevant to online recommendation scenarios: responsiveness, scalability, system transparency and user control. By integrating a client-server architectural design, the system was able to scale across multiple computing nodes in a very flexible way. A specific user-interface for a movie recommendation scenario is proposed to illustrate system transparency and user control possibilities, which integrate directly in the hybrid recommendation process. Finally, experiments were performed focusing both on weak and strong scaling scenarios on a high performance computing environment. Results showed performance to be limited only by the slowest integrated recommendation algorithm with very limited hybrid optimization overhead.
the gap between interesting content and users lost in information overload. One of the earliest trends in the domain was using community information where the idea was that similar users could be used as guides towards interesting content i.e., collaborative filtering [38] . Since then, the recommender system domain has been constantly evolving and adapting to new trends and needs in society which resulted in the development of many types of recommendation algorithms each focusing on specific users, data or scenarios. New categories of recommendation algorithms included content-based systems [32] , knowledgebased systems [10] , social recommender systems [24] , mobile recommender systems [39] , context-aware recommender systems [2] and hybrid recommender systems [11] . The hybrid recommender systems combine multiple individual recommendation algorithms which allows to increase recommendation quality and minimize the individual drawbacks each of them might have [1, 6, 11] .
Many recommendation algorithms exploit the idea that users in a system behave similarly [29] but more and more research is starting to focus on the individuality of a single user and experimenting with user-specific approaches for generating recommendations [6, 21, 31] . Assuming every user is different and given all recommendation algorithms, each user may be best served by a different algorithm, or even a different combination of algorithms (i.e., hybrid). In previous work [18] we pursued the ideal hybrid recommender which would be capable of integrating all known recommendation algorithms and auto-adapting its hybrid configuration to dynamically generate optimal recommendations for every user specifically. A hybrid recommendation strategy was devised capable of dynamically optimizing its configuration. In this work, we build on these results and try to get the recommender out of the lab by assessing and improving its ability towards meeting real-world requirements for an online recommendation scenario.
To define real-world requirements for such a hybrid recommender system, we introduce a realistic recommendation use case focused on the movie domain. Imagine we want to deploy an online recommender system called 'MovieBrain' that recommends interesting movies to users. The most important requirement for such a system would be scalability. For online systems it is extremely difficult to predict the number of active users since online popularity is very variable. An online system may serve a number of users ranging from just a few hundreds to many thousands and even millions. More importantly the number of users may change very quickly in short periods of time because of online viral effects. Therefore an online system should be able to dynamically scale with the workload it is presented with.
Another requirement for online systems is responsiveness. Nowadays users have grown accustomed to fast and responsive online services. Whether they are searching on Google, posting updates to Facebook or watching videos on YouTube, they expect an instant response from the system they interact with. Responsiveness in terms of a recommender system scenario would mean that user interactions have immediate visible effects. For example a user that rates a recommended movie as bad, does not want to see that movie in its recommendation list anymore (even though the system may only calculate new recommendations once a day).
While recommender systems in the past often acted as black boxes where ratings go in and recommendations come out [27] , current-time users expect some kind of explanation about the origin of the recommendations. Online platforms like IMDb 1 or Amazon 2 display their recommendations with accompanying titles as 'People who liked this also liked...', 'Frequently Bought Together' or 'Customers Who Bought This Item Also Bought'. Despite their simplicity, the titles succeed in explaining to the users how the recommendations are calculated. Even though the explanation may be an oversimplification of the true recommendation calculation process, it may still serve to inspire user trust and loyalty [44] . Therefore it is important for an online (recommender) system to be (or at least seem) transparent to the user.
Finally, users should have some form of control. It has been shown that dynamic user interaction with a recommender system increases user satisfaction and may even boost the relevance of predicted content [8, 23, 40] . Our online movie recommender system 'MovieBrain' should therefore interactively offer some way for users to be in control of their resulting recommendations or at least have some way of influencing and guiding the system other than by merely providing ratings. In conclusion, the discussed real-world challenges for an online recommender system can be summarized in the following list of requirements (REQs).
-REQ1 Responsiveness -REQ2 Scalability -REQ3 System transparency -REQ4 User in control
We will refer to these as REQ1 [Responsiveness], REQ2 [Scalability], REQ3 [Transparency] and REQ4 [Control] . In this work we present a hybrid recommender system capable of optimizing its configuration for individual users and we evaluate and improve its ability to meet each of the discussed requirements in an online movie recommendation scenario. The remainder of this work is organized as follows. In Section 2 we discuss our previous work and the relation of this work towards the current state of the art. Section 3 presents our hybrid optimization system and covers the optimization architecture taking into account REQ1 [Responsiveness] and REQ2 [Scalability]. Section 4 illustrates how REQ3 [Transparency] and REQ4 [Control] can be satisfied in the user-interface of our 'MovieBrain' recommender. In Section 5 the results of a number of experiments are detailed aimed at determining the actual performance and scalability of the system when deployed on a cluster of computing nodes. Finally, Section 6 discusses the obtained results and Section 7 concludes the contributions of this work.
Related work
This work builds on our previous work [18] where we focused on offline optimization for user-specific hybrid recommender systems. Different hybrid configurations (combining up to 10 individual recommendation algorithms) were tested and their optimization performance was evaluated. Experiments with both hybrid switching (i.e., choose the best algorithm) and a weighted hybrid strategy (i.e., combine results using a weighted formula) were performed, see [11] for a thorough analysis of different hybrid strategies. Results showed that the switching strategy was highly sensitive to which individual algorithms were integrated in the hybrid configuration while the weighted approach was more robust and obtained significant better optimization results. In this work we get our hybrid recommendation strategy out of the lab and see how it can be modified to handle real-world challenges as responsiveness, scalability, transparency and user control.
Responsiveness for recommender systems translates to being able to react in almost real time to the arrival of new ratings in the system. Most recommendation algorithms need to retrain their complete model to integrate new data which can rarely be done in real time. For some specific recommendation algorithms, online updating approaches have been developed such as SVD [9] or MatrixFactorization [37] . In [12] , the StreamRec recommender system was demonstrated which allowed instant recommendation updates using an underlying item-based collaborative filtering approach. Since the online updating approaches are usually algorithm specific, few research focuses on realtime updating hybrid models. In [4] , the authors describe their hybrid system, called STREAM, which applies a similar optimization approach as described in this work, but requires domain experts to manually define runtime metrics used in their ensemble learning method. Runtime metrics are for instance 'the number of items rated', or 'the number of users that have rated item i'. These metrics are used to help differentiate the usability of individual recommendation algorithms for specific recommendation scenarios. For their approach to be successful, expert knowledge about the properties of the integrated recommendation algorithms and its influencing factors is required. In our proposed system, optimization is performed using only the user data (i.e., ratings) and the output of true black box algorithms. Additionally, we focus on deploying our system to a realistic online environment in a scalable and user friendly way. These aspects and its relating issues were not addressed by the authors.
The general idea of ensemble learning is to combine multiple (smaller) individual models to obtain one big global model which performs better than the individual ones. The best known example of an ensemble-based recommender system is the winning entry of the famous Netflix competition. 3 For that competition, which focused on predicting movie ratings, Bell et al. [5] combined in total 107 different recommendation approaches in one overall ensemble driven by linear regression. For a thorough introduction and analysis of ensemble based systems in decision making, we refer to [36] .
Scalability is often the focus of recommender systems research, but usually focused on tweaking recommendation algorithms to make them faster and more able to handle large workloads rather than allowing their implementations to be distributed over multiple computing nodes (as this work does). For neighborhood-based recommendation algorithms for example restricting the size k of the neighborhood is such a typical tweak [3, 26] . When a recommender system needs distributed computing however, often a MapReduce paradigm is involved (e.g., [13, 14, 30, 42, 46] ). This requires computational steps to be rewritten as map and reduce functions which is not straightforward to do and causes overhead thus reducing parallel efficiency [15] . In this work we show how the system can embrace distributed computing without the need for MapReduce.
Providing system transparency and user control in a recommender system should prevent users from feeling trapped inside a filter bubble 4 of tailored information. Explanations have been known to positively increase the user perceived system transparency [43] . User control in a system is however difficult to achieve. Aside from processing ratings, recommendation algorithms usually do not provide the tools for users to allow fine-grained preference feedback. In [40] , a class of recommendation interface is introduced called metarecommendation systems. They experimented with a hybrid system called MetaLens that allowed users control over their recommendations by means of a preference screen where a number of item features could be filtered on. Their user-study confirmed that users preferred the advanced level of control offered by their system. Another interactive recommender system is the TasteWeights system introduced by Bostandjiev et al. [8] . TasteWeights is a hybrid music recommender system with a very interactive and visual user interface. The authors performed a user study (32 participants ) that compared different interactive and noninteractive hybrid strategies. The user interface of the TasteWeights system is composed out of three layers: a profile layer, context layer and recommendation layer. On each layer, users can adjust their tastes by interacting with slider weights. Using the sliders, the user preferences can be fine-tuned while the system provides dynamic recommendation feedback in real time (the recommendations are updated). The results of the user study indicate that explanation and interaction with a visual representation of the hybrid system increases the user satisfaction (i.e., users like the system more) and relevance of the predicted content (i.e., the recommendations are better). A similar result was found by Gretarsson et al. [23] in a study of their SmallWorlds interactive graph-based interface.
An online hybrid optimization strategy
In this section we continue from previous work [18] where an offline optimization procedure for a self-learning hybrid recommender was defined. We propose an architecture for an online environment taking into account the defined requirements for online recommender systems. The hybrid recommender proposed in this work is user-specific and so optimizes its model for each user in the system individually. Figure 1 illustrates the general optimization process for one user of the hybrid recommender. The process starts with the concept of a rating dataset. We assume a user has expressed an opinion about a number of items present in the system. In this work we are developing the use case of an online movie recommender so items are movies. In a first step, from the rating dataset multiple fold datasets are created which are then split according to some pre-set ratio into train and test fold datasets. Figure 1 illustrates the situation with 3 fold datasets. Each training subset of the fold datasets is provided as input to a number of recommendation algorithms (2 algorithms a 1 and a 2 depicted in the figure as a black square and triangle shape). At the same time the complete rating dataset is also provided as input to instances of the same algorithms. Each algorithm then, in parallel, trains its models based on the given input. In the figure, 2 algorithms are defined and so 4 instances of those algorithms (3 for the fold datasets and 1 for the complete rating dataset) will be trained, which results in the computation of 8 models. This computational step can be potentially very slow depending on which recommendation algorithms are involved. Algorithms like MatrixFactorization are generally accepted to train fast [34] , while other algorithms like KNN methods can be very slow [28] (depending on the parameters e.g., neighborhood size). Although this computation phase will be very slow, it needs to be run only once in order for the system to be able to present a user with recommendations. After this initial computation the system will be able to incorporate new rating data and react to user responses in real time as we will show later in this section.
The hybrid optimization methodology
When the training of the algorithm models has finished, the system uses the output i.e., recommendations to optimize a weight vector used for the configuration of the final hybrid recommendation list. We integrate a weighted hybrid approach [11] and therefore such a weight vector is needed for the aggregation of the individual recommendation list. In the figure this aggregation is presented as the vertical trapezoid shape that takes multiple recommendation results as input and outputs one hybrid recommendation list. In a first Fig. 1 The optimization process for the hybrid recommender illustrated for one user, using 3 folds and 2 (individual) recommendation algorithms optimization step the outputs of the recommendation algorithms trained on the fold datasets are aggregated using an initial start weight vector (identical for all folds). Since the fold datasets were split in train and test sets (and models were only trained on the train sets), the remaining test sets can be used to evaluate the quality of the aggregated result. We do not specify an exact method of evaluation as this will depend on the end goal of the recommender (e.g., user satisfaction, recommendation accuracy, item coverage, etc.). The output of the evaluation must however be quantifiable into a numeric value so that it can be compared and measured. Three evaluation values result from the scenario as depicted in the figure, one for each fold. The evaluation scores are aggregated, by some chosen aggregation function e.g., arithmetic mean, into a single fitness value indicating the quality of the current weight vector. The variance of the individual evaluation scores between the folds must also be taken into account to indicate the consistency of the performance of the weight vector over the different dataset folds.
The weight vector is then step-wise optimized by applying standard optimization procedures borrowed from the machine learning domain until a certain number of iterations has passed or a sufficient fitness value has been reached. In our previous work [18] we illustrated the offline optimization procedure using binary search and RMSE as evaluation criteria. The optimization method can be any chosen method as long as it has a fast convergence rate to the optimal value. The training of the algorithms will not be run often, so it does not matter if it takes a long time (i.e., hours) to complete. This step of optimizing the weight vector however will be executed frequently and therefore should be as fast as possible (i.e., complete in a matter of seconds). When the weight vector has been optimized, it can be used to generate the final recommendations by applying it to aggregate the algorithm models which were trained on the complete rating dataset (below in the figure) .
When applying optimization methods, part of the data is often dedicated for the evaluation of the objective function. Because of our proposed procedure of training and testing on fold datasets, all of the rating data can still be integrated in the models of the final (non-fold) recommendation algorithms. Furthermore because of the high-level structure, the hybrid optimization procedure can be applied to different methods of recommendation strategies (e.g., rating prediction versus item prediction).
Overfitting
One potential problem of the optimization procedure as described above is overfitting [36] . For users with a low number of ratings the system is prone to overfit. Such users could be handled in two ways: we could require more ratings from the user before calculating the recommendations, or train the models on the few ratings available and for weights use a default pre-computed weight vector that has shown to yield good results for many other users of the system (i.e., non-personalized approach).
To prevent overfitting for users with a large number of ratings, it is better to not use all data for the optimization but instead only a random subsample of the dataset. Creating (and optimizing for) multiple randomly subsampled datasets at the same time is even better, and so this is implemented in the approach described in this work. By optimizing for multiple folds at the same time and taking into account the agreement of the evaluation of the models (i.e., the variance) the optimization process is forced to generalize over the complete rating dataset as well as over random subsampled subsets. If the provided ratings are good indicators of possible future ratings, then the system should be able to generalize. By changing the number of fold datasets and the train-test split ratio the process can be fine-tuned for the specific needs and properties of every use case.
Using very few folds, say in the extreme case only 1, requires very few computational effort but dramatically increases the overfitting risk. The opposite extreme case where the number of folds (and train-test ratio) is so high that every data point (i.e., rating) in a certain fold serves as the test set while all other ratings make out the rating dataset is referred to in literature as Leave-one-out cross-validation [33] . While this method is very thorough in using all data, it is computationally very expensive. A well-accepted meet-in-the-middle approach in recommender systems literature is the k-fold cross validation method where k folds are generated and used for testing, k often set to 10 for robustness [20, 45] . It improves the chance of generalizability (reduces overfitting) with only limited additional computational burden. In Fig. 1 , 3-fold cross validation was used.
A responsive online recommender
In the introduction we defined our requirements for an online recommender system, one of which was REQ1 [Responsiveness]. For the proposed hybrid optimization process both slow and fast components were discussed i.e., the training of the models versus the optimizing of the weight vectors. By combining both components, the system can be made responsive, or at least seem responsive to the user.
As most recommender systems, the proposed system in this work suffers from the cold start syndrome [41] . Without any data no models can be trained, no weights optimized and therefore no recommendations can be generated. Two common ways of dealing with the cold start problem is either by presenting the user with a list of default non-personalized recommendations (e.g., most popular items), or not presenting any recommendations at all and requiring (more) data from the user before presenting any results.
As soon as data (i.e., user ratings) are available, the models can be trained. Since the optimization process requires the output of trained models, the initial training step must be completed first. While the initial training of the models may be slow, it will block the recommendation process only once i.e. when the models are trained on a new user for the first time. With the models trained, the optimization step is designed to complete almost instantly which can be leveraged to making the system feel responsive. For a system to feel responsive it must react to user input in almost real time. In the recommender system use case this translates to having the system react in real time to new ratings and so for every new item the user rates, the system must be able to present a new (or updated) recommendation list.
If we were to add new ratings to the training sets and require the models to be recomputed, the system would be too slow to react to new ratings in real time. Instead we propose to add new ratings to the test fold datasets. As shown in Fig. 2 , by adding new rating directly to the test datasets, they affect the optimization of the weight vector which in turn influences the final recommendation list. So by adding newly provided ratings to the test fold datasets and instantly re-optimizing the user's weight vector, the new rating can trigger changes in the final recommendation list.
Every now and then the individual models can be retrained offline (incorporating the new ratings since last training) and then be inserted back into the online system, all of this hidden from the user. That way, the system is capable of calculating powerful and complex models and at the same time respond in real time to provided user feedback (which was requirement REQ1 [Responsiveness]). Fig. 2 The optimization process, detailing how new ratings are added to the test fold datasets where they can have an instant affect on the final recommendations without the need for retraining the individual models 3.2 Server-clients structure An important requirement for online recommenders is REQ2 [Scalability]. For online systems it is very hard to predict a realistic number of engaged users. There might be thousands of users or even millions depending on the popularity. Therefore, for online recommenders, scalability will be even more important than for closed environment recommenders. For a recommender to be scalable, its underlying model must be scalable i.e., able to handle a growing number of users or data without exponentially taking more time to calculate. When considering our hybrid model which integrates multiple fold datasets and various individual recommendation algorithms, it may seem like some compromise to scalability will have to be made. In this section however, we show that by adopting a client-server architectural design, our hybrid system parallelizes extremely well, which allows it to scale naturally to available hardware and large user bases. Figure 3 illustrates the architectural design applied to the scenario from Fig. 1 . There are 3 fold datasets and 2 individual recommendation algorithms (the symbolical black square and triangle). For each of the training fold datasets, instances of both algorithms are trained in addition to the instances trained on the complete ratings dataset, bringing the total number of algorithm instances for this scenario to 8. The main principle of the client-server approach is to isolate parts of the system that can run in parallel into their own separate processes. The figure shows the main server process i.e., the Hybrid Model, which stores the test fold datasets, has the functionality to optimize weight vectors (Optimizer component) and combine the final recommendations (Combiner component), and communicates with the instances of the individual algorithms.
Instead of running the client instances in the same process as the server (and thus limiting their ability to parallelize), they are executed in separate processes and communication is handled by Algorithm Proxy components. Communicating by means of proxy components allows the Hybrid Model to interact with the algorithm instances transparent of their true location, which may be on the same computation node, another node in the local network, or a random PC across the Internet.
The main control flow of the recommendation process is depicted in Fig. 4 . When the system is first started, the proxies are initialized by the Proxy Generator component. This component initializes the processes of the individual recommendation algorithms across available computing nodes. If multiple computing nodes are available, the component attempts to distribute the processes over the nodes as equally as possible. A link to the proxy objects is provided back to the Hybrid Model to allow future communication. When the model is initialized, ratings can be provided, which are processed in train and test datasets and passed through the appropriate algorithm proxies (train fold datasets to the fold algorithms, full rating dataset to the non-fold algorithms).
When the Train() command is provided, the command is delegated to all the algorithm proxies in parallel, which causes all of them to start training at the same time in their separate processes. Since the total time will be equal to the maximum execution time over all trained algorithms, this phase may take long (i.e., hours) to complete. When all algorithms have completed training, the Hybrid Model is notified and may start accepting recommendation requests for specific users.
The request for recommendations for a specific user triggers a chain of events eventually leading to the final recommendations. First the weight vector for that user must be calculated (if not already available) by the optimization procedure in the Hybrid Model. The optimization requires the test fold datasets (which are available in the Hybrid Model) and the recommendations for the algorithms trained on the train fold datasets. With the weight vector available, all that remains is to apply it in the final phase which is the combination of the results of the individual recommendation algorithms trained on the complete rating dataset.
The main advantage of our client-server architecture is the deployment flexibility. Because the principal calculating components are decoupled and running in their separate processes controlled by one server (i.e., the Hybrid Model), they can be distributed across severs as desired. This allows to take into account the specific properties of the individual algorithms. Algorithms that require a lot of RAM memory may be deployed on dedicated machines, while disk-intensive algorithms may be deployed on machines with specially equipped hard drives. Furthermore all of the algorithms execute in parallel which reduces the main scalability of the system to the scalability of the least scalable integrated individual recommendation algorithm. The only computations affected by the number of integrated individual recommendation algorithms are the optimizing and combining processes in the Hybrid Model. In Section 5 however, we show how the impact of these effects on the general scalability of the system is rather limited.
Performance optimization: prefetching
Implementing the above described approach requires some optimization to avoid bottlenecks as network speed compromising the performance of the system. To illustrate the effect of network speed on overall performance, consider the following pseudo code algorithm. Assume we are in a rating prediction scenario and are evaluating the quality of a weight vector using the popular RMSE metric as objective function.
The code fragment displays two functions which are needed for the evaluation of a given weight vector weights vector. Here the RMSE value serves as fitness value allowing to compare (and therefore optimize) the quality of different weight vectors. RMSE is calculated by comparing all the ratings of the given user in the test fold dataset with the predicted score of the algorithms. The predicted score is calculated using a simple weighted average formula to aggregate the individual prediction scores of the recommendation algorithms.
Although this naive code fragment functions correctly, it will not be very efficient considering our client-server architecture. The reason for this is the following line of code.
prediction ← algorithm.get recommendation(user, item)
While the weight vector evaluation and predict functions will run in the server process of the Hybrid Model (in the Optimizer component), the above line of code requests the prediction value for a certain user and item from an algorithm proxy, triggering the request to be passed to the actual process of the recommendation algorithm which may be running on an other computer. So every time the request is made, in the background (transparently to the Hybrid Model) a network connection may be set up and teared down for the required communication between the algorithm proxies and the actual algorithm processes. Individually such a request is considerably fast, but in the above code example the request would be called for every rating in the test fold dataset and for every algorithm proxy which will limit the performance of the optimization method in the Hybrid Model. We implemented the proposed approach in Python using the XML-RPC 5 package for the communication between the algorithm proxies and the actual algorithm processes. The XML-RPC package wraps every request as an XML document that is transported over HTTP. While the overhead of one request is small, the accumulated overhead of many such requests greatly influenced the end performance of our system. Since the performance of the optimizing part of the Hybrid Model should be very high to meet our REQ1 [Responsiveness] requirement, a prefetching strategy was devised.
Instead of requesting the prediction values at the moment they are needed in the calculation, it proved better to request them all at once before the start of the calculations. Many small data requests can as such be bundled in one network request, which dramatically reduces network connection overhead. The recommendation value is needed for each rated item and for each algorithm, so if our system integrates 3 algorithms and the current user (of which the weight vector is being optimized) has rated 100 items, then 300 single data requests for prediction values would be transferred over the network. With the prefetching approach, only 3 requests are made (one for every algorithm). Implementing a prefetching approach proved necessary to guarantee both the performance of the Optimizer and Combiner components of the Hybrid model.
Limitations
While the proposed model aims for flexibility and performance, its complexity imposes heavy constraints on underlying hardware configurations. For the client-server architecture to be truly effective, every process should be able to run on a dedicated processor core. Since data is replicated in multiple folds and over multiple instances, the available RAM memory of the system will also be a limiting factor. Although our proposed approach in theory can be deployed on any hardware configuration, an optimal hardware configuration would be a cluster of computing nodes with a total number of dedicated processors of at least the number of spawned processes, linked together with a high-speed network connection. Every algorithm will be instantiated (#f olds + 1) times: once to train on all rating data and once per fold dataset. Each algorithm runs in its own process and so the total number of required processor cores can be determined by Formula 1. Note that the Hybrid Model itself also runs in a separate process (hence the additional +1). and user control (REQ4 [Control]), both of which directly affect the user side of the recommender and thus need to be integrated in the interaction process between user and system i.e., the user-interface (UI). In this section we propose a UI for our online hybrid optimized movie recommender system called 'MovieBrain', we illustrate how users can browse through a movie collection, provide ratings, inspect their recommendations and most importantly interact with their recommendations (i.e., take control) in a transparent way. Since focus is on online systems, the UI was constructed with web based technologies including HTML, PHP, MySQL and Javascript, all of which are common in an online setup. The UI source code has been made available on the Github platform. 6 
Browsing and rating
The first and most basic function the front-end of a recommender system needs to provide, is browsing through the collection of items and allowing user preferences to be indicated. Collecting user feedback is an often neglected but very important part of the recommender system process. Users need sufficient information about the items at hand and require an intuitive method of expressing their opinions. Figure 5 shows a screenshot of the user-interface (UI) that was developed for the system described in this work. The UI allows to browse through a collection of movies and for each movie presents detailed information e.g., director, cast, genre, etc. Movies are presented as a list that can either be ordered randomly or by year. The option to browse the list in a random manner is important to avoid presentation bias to influence the user ratings. If only very recent and popular movies would be displayed, users would be more inclined to rate those movies which would bias their final recommendations. The MovieBrain front-end also allows to directly search for moviesby Users can express their preferences towards the movies in the collection by using the thumbs up/down feedback system provided on the right hand side of every movie information panel. A 5-star rating system is more commonly used in recommender system scenarios but often fails to produce more fine-grained ratings than a simple thumbs up/down system because users mostly use the extreme rating values [16] . Therefore in the interface we integrated a thumbs up/down system, but ultimately the type of feedback system will mostly depend on the input required by the algorithms that are actually integrated in the recommender system. 
Individual recommendation lists
When a user has provided a sufficient amount of ratings, the system can start training its underlying models (see previous sections). Our UI integrates an option to inspect the individual recommendation results in a similar way as the original movie collection was displayed (Fig. 6) . A select box allows to choose any of the algorithms integrated in the system (3 in the figure). When a specific algorithm is selected, the movie collection is shown as a list but this time ordered according to the recommendation output of the algorithm. Every movie in the list can also be rated to allow users to fine-tune their preferences.
Hybrid recommendation list
The most interesting recommendation list in the MovieBrain system is however the hybrid recommendation list, which is the final result of the MovieBrain system after having optimized a user's weight vector and combined the individual recommendation lists. Figure 7 shows the presentation of one item in the hybrid recommendation list. The presentation of a recommended movie is again almost identical to that of a movie while browsing the movie collection. The only difference is the addition of the 'Rec value' property which indicates the final recommendation score calculated by the hybrid system for the concerning movie. At the end of the recommendation score label there is a Show explanation link which triggers information about the hybrid calculation process to become visible (Fig. 7 bottom image) . The provided information details the weight vector of the user together with the individual scores for each of the recommendation algorithms and the applied aggregation function (weighted average in this case). While this kind of information is not fit to show to normal users of the system, it does illustrate an option to provide transparency (requirement REQ3 [Transparency]) in to the recommendation process which could for example be used by system administrators to inspect and configure the hybrid model.
User control and transparency
The final requirement for online recommenders as defined in the introduction is to allow users control over their recommendations (REQ4 [Control] ). For most recommender systems, the internal process of calculating the recommendations is shielded from the users (i.e., black box approach) or at least oversimplified (e.g., People who liked this also liked...) and users have no means of controlling or influencing the process other than by providing ratings. The MovieBrain system however, is based on a weighted hybrid strategy which by its very nature offers the components allowing user control: the weight vectors. The weights in the weight vector, model the contribution of each individual recommendation algorithm to the final hybrid recommendation output and thus can be used as proxies for the importance of the algorithm for a specific user. By allowing users not only to inspect their weight vector but also to modify the individual weights manually, users can directly influence and fine-tune their recommendation lists to their specific (and maybe contextual) interests.
At the top of the MovieBrain user-interface there is a menu item Stats which directs users to a webpage where their weight vectors can be visually inspected and manipulated in a very intuitive interaction process i.e., sliders (Fig. 8) .
For increased comparability, weights are scaled to the interval [0, 1]. The pie chart in Fig. 8 visualizes the normalized end result taking all weights into account. Modifying a weight value by interacting with the slider component will cause the pie chart to be redrawn in real time. This allows users to easily estimate the effect of a single algorithm, because the more algorithms are integrated in the system, the less their individual influence on the end result.
In the previous sections we detailed how the hybrid system can automatically optimize the weight vector for a specific user. This optimization will however be based on some measurable evaluation metric e.g., RMSE which might not correspond to the users' expectations (maybe users prefer serendipity instead of recommendation accuracy). By allowing to tweak the weight vector manually and thereby overriding the automatically determined weight Fig. 8 A screenshot of the MovieBrain user-interface illustrating the control over the weight vector for a single user. Users can manually override their system-calculated weight vector using designated weight sliders vector, users are able to fine-tune their recommendations to their own specific expectations. Note that in Section 3 we explained how the process of calculating the weight vector and combining the final recommendations could (and should) be computed very fast. Therefore when a user overrides the weight vector, new hybrid recommendations can be generated instantly which provides the user-system interaction process a very natural feel.
System experts versus normal users
While inspecting and manipulating the weight vector for the individual algorithms is indeed a way of introducing control and transparency to the system, the above approach would fail for normal non-technical users. For system experts or researchers who are installing the recommender system, direct control over the weight vector will be very interesting, but for normal users who are oblivious to the technicalities of the recommender system, manually adapting the weights may be a too technical task.
What is possible however, is to simplify the algorithms to the users e.g., instead of saying 'content-based recommender' we could say 'movies similar to the ones you liked'. By translating algorithms to their most defining feature, the effect of changing the weights could be made understandable for normal users. In Fig. 9 this scenario is illustrated for three recommendation algorithms. Novelty could refer to an algorithm focusing on (i.e., predicting more) novel movies and the same for Popularity and Similarity. Fig. 9 A screenshot of the MovieBrain user-interface illustrating how algorithms can be translated to their most defining features to make changing the weights more interpretable by non-technical users Recommendation algorithms that are not easily translated to an understandable concept for normal users e.g., MatrixFactorization could simply be referred to as 'Best system guess' or 'Determined by magic' as used sometimes in Google services (e.g. Fig. 10 , which was a sort option in the former Google Reader platform).
As an extension, the system could offer various post-recommendation filters like genre filters (often demanded by users for movie recommendation scenarios [19] ) which can be easily implemented in the user-interface without any modifications to the underlying recommender system. Ultimately, the combination of both using filters and manipulating the weight vector through the user-interface provides users with the necessary tools to interactively tailor their recommendations to their own interest in a transparent way.
Results
In previous work [18] , which focused on offline optimization, we evaluated the quality of our hybridization approach and experimented with different optimization techniques. In this work, since focus is on online optimization, we evaluate our system in four dimensions focusing on our online requirements as defined in the introduction. We first experiment with the responsiveness and scalability of our proposed system. We deploy the system for a given configuration on actual hardware and measure the execution and response times in both weak and strong scaling scenarios. Subsequently, the more user related requirements of user control and system transparency are evaluated by means of online experiment involving actual users. Finally, we evaluate the influence on recommendation quality of our live optimization approach in comparison with offline retraining. 
Responsiveness and scalability
Here we evaluate the scalability and performance of the system. The concept of scalability can focus on two scenarios: strong scaling or weak scaling [25] . In a strong scaling scenario, the amount of work stays constant while the number of workers (e.g., computing nodes, processor cores, etc.) varies. The term weak scaling refers to the opposite scenario where the number of workers is constant while the amount of work changes. So when a system is referred to as 'scalable' it could mean two things. Either the system is capable of scaling across multiple computing nodes thereby reducing the total execution time through parallel computing (i.e., strong scaling), or the system is capable of processing increasingly bigger workloads without exponentially increasing the execution time (i.e., weak scaling). Either scenario is interesting for our online system and so in this section we investigate both.
All the experiments detailed in this section were run on the High Performance Computing (HPC) infrastructure available for researchers at our university. 7 The computing nodes deployed in the experiments have the following specifications.
-CPU: dual-socket quad-core Intel Xeon L5420 (Intel Core microarchitecture, 2.5 GHz, 6 MB L2 cache per quad-core chip), thus 8 cores / node -memory: 16 GB RAM (DDR2 FB-DIMM PC-5300 CL5)
Computing nodes are interconnected by an Infiniband (i.e., high-speed) network and each dispose of a local hard disk (private storage) and have access to shared storage (GPFS) as well.
In the experiments, the complete recommendation process (from initialization to the generation of the final recommendations) is deployed in various experimental configurations. We used the MovieTweetings dataset [17] as simulation data for these configurations. The MovieTweetings dataset is a collection of movie ratings presented in a similar form as the MovieLens dataset [7, 26, 35] , but focuses more on present-day popular and recent movies. The dataset extracts ratings from posts (i.e., tweets) on the popular Twitter platform 8 and continues to grow in size. For the experiments in this section, the 200K snapshot was used which includes 200,000 ratings by 25,011 users for 14,732 movies. A split ratio of 6:4 was set for the train-test fold datasets. For more information on the MovieTweetings dataset we refer to our previous work [17] .
Our hybrid optimized approach integrated individual recommendation algorithms as black boxes i.e., only the input and output of the algorithms are taken into account by the system without knowledge of the internal recommendation calculation process. Because of this approach there are no restrictions towards the type of recommendation algorithms that can be integrated. To illustrate this behavior, in the following experiments we use (rating prediction) recommendation algorithms from the open source MyMediaLite 9 library [22] which provides implementations for the most common recommendation algorithms used in research. As evaluation function for the optimization process (see Section 3), RMSE was implemented. The StochasticHillClimber method (parameter MaxEvaluations=1000) from PyBrain, 10 a modular machine learning library for Python, was integrated as optimization function. 
Strong scalability
To investigate the strong scaling ability of our system, we experiment with deploying the system on a varying number of computing nodes while keeping the workload constant. The experimental setup is defined in the following list. The 3 MyMediaLite algorithms were selected based on their divergent properties regarding complexity, execution time and RAM consumption as detailed by Table 1 . Default initialization parameters where used as set in MyMediaLite version 3.10.
The experiment begins with the startup of the system: computing nodes are initialized and algorithm proxies (see Section 3) are constructed. When the system is ready to accept ratings, the rating dataset MovieTweetings is provided and the individual algorithm models are trained on their (fold) datasets. Then for 100 randomly selected users (each having more than 20 ratings) the system is sequentially requested to predict the recommendation value for one fixed item. Doing so, triggers the system to calculate (i.e., optimize) the weight vectors for these users and combine their final hybrid recommendation lists. The experiment was repeated with 1, 2, 3, 4, and 5 computing nodes and for two fold dataset settings: 2 and 4. For each of these configurations, the execution times of the individual phases of the recommendation process were measured and displayed in Fig. 11 (exact numbers available in Table 2 ). The 4 fold, 1 PC configuration failed to complete because the required amount of RAM exceeded the available RAM in a single computing node (16GB).
From the figure the initialization time for the different configurations seems identical, but closer inspection reveals a small increase for configurations of more than 1 computing node. This increase in time is caused by the required extra network communication overhead that is needed to signal the other computing nodes. For the same reason also the time for the adding of the ratings increases (although very limited). The time to train the models and the final prediction time interestingly remain unchanged for an increasing number of computing nodes (both for the 2 fold and 4 fold results). This observed behavior supports our claim that when all processes in the system are able to run in parallel (each on its own dedicated processor core), the end performance would only be limited by the slowest integrated individual recommendation algorithm. Table 3 lists for every experimental configuration the consequential number of parallel spawned processes versus the number of available processors. Only the single computing node configurations require more processors than available, and so for these conditions the execution times may be suboptimal. The effect is very limited visible in the training time which is increased by a few seconds. Among the three chosen algorithms for this experiment, 2 of them finish fast, which means that 6 out of the 10 parallel computing processes will finish fast, allowing the 2 extra processes to start with only a few seconds delay. For the other (more than 1 PC) configurations the total training time will be equal to the time it takes for the slowest algorithm (i.e., LatentFeatureLogLinearModel) to complete. While the total system execution time does not decrease with an increased number of computing nodes (as expected), it is also interesting to note that it does not increase. Scaling a software system over multiple computing nodes may often increase the communication overhead required to manage the running instances and therefore introduce some form of delay linked with the number of computing nodes. Thanks to a high-speed network infrastructure and some implementation optimizations (see prefetching in Section 3.2.1) we were able to reduce the parallel overhead to an absolute minimum.
When comparing the 2 fold configuration with the 4 fold results, very similar graphs can be noted. The time to train the models for a 4 fold configuration is equal to the time for the 2 fold configuration, again illustrating how the training time is independent of the number of folds, algorithms or available computing nodes. When a sufficient number of parallel processors are available, the training time will equal the time for the slowest individual recommendation algorithm to complete its work. The main difference between the 2 and 4 fold configurations is the difference in prediction time. Because the 4 fold configuration has more fold datasets, the optimizer will have to take more data into account to optimize the user weight vectors, which explains the increase in execution time.
Weak scalability
To experiment with the weak scaling ability of our system, we perform a similar experiment but this time the number of computing nodes (i.e., workers) stays constant while varying the dataset size (i.e., amount of work to be processed). The following list describes the experimental setup. The algorithms used in this experiment are identical to those of the previous experiment, again using their default initialization parameters as set in MyMediaLite version 3.10. The properties of the specific MovieTweetings snapshots are detailed in Table 4 .
Just as before, the system was instructed to run through the consecutive phases of initialization, adding ratings, training models and predicting for 100 randomly selected users with more than 20 ratings. The experiment was repeated for iteratively growing dataset sizes and for 2 and 4 fold datasets. The execution times of the individual phases were measured and displayed in Fig. 12 and detailed in Table 5 . For the weak scaling experiment every configuration was run on 5 computing nodes each featuring 8 processing cores and so this time the number of spawned processes did not exceed the number of available cores. Since all processes could be divided over 5 different computing nodes no RAM issues occurred and every configuration was able to complete.
The initialization time follows the same patterns as in previous results, but the time to add the ratings increases more. This makes perfect sense as the increasing datasets will require more time to process. While the time to train the models remained the same in previous results, here the training time increases linearly with the increasing dataset size. This was again to be expected since the end performance of the system will be depending on its slowest component, the LatentFeatureLogLinearModel algorithm, which takes linearly more time to train for increasing rating dataset sizes. The time to train for the 2 fold dataset configuration is again equal to the 4 fold dataset configuration as was observed in the strong scaling scenario. Two observations can be noted regarding the prediction times. The time it takes to sequentially predict for 100 random users is again higher for the 4 fold configuration than the 2 fold, which is caused by the increased complexity in optimizing the user weights vector over multiple fold datasets. Secondly, the prediction time also seems to increase as the dataset size grows larger. The reason for this is linked with the selection of the random users for each dataset. While in previous experiment the 100 random users were selected and then re-used for the different configurations, here the random selection process had to be repeated for every dataset size (a user selected in the 200K snapshot might not be present in the 40K snapshot). We counted for each selection of 100 random users per dataset size the total number of ratings for those users and found it to be highly correlated with the final prediction execution time. More ratings will lead to larger cardinalities of the test fold datasets used for the optimization of the user weight vectors, which again increases the complexity of the prediction task. Because in the larger dataset sizes there are more users with >20 ratings, the chance of randomly selecting users with more ratings in total is larger than for the small dataset sizes.
Responsiveness
While the previous experiments focused on scalability, they can also provide some insight to the responsiveness of the system. We have defined the requirement of responsiveness as being able to respond to user requests and changing input data in real time. Or at least appear as such to a user. In the experiments, we deployed our system and measured the execution times of the different phases. The last phase of the experiment triggered the weight vector optimization by generating recommendations for 100 random users. As the results of the experiments revealed, the total time for this phase was for most configurations below 100 seconds, and therefore <1s per user, which is acceptable for most online scenarios. In less than 1s the live optimization approach managed to take into account the ratings of the user and personalize its weight vector for improved hybrid recommendation results. When no new ratings are available, and the weight vector has already been calculated, the prediction time will be even less (in terms of ms). For the configurations that showed higher prediction times (e.g., 139.5s for the 4 fold, 200K, weak scaling scenario), parameters of the optimization approach can be modified to speedup the process (e.g., the MaxEvaluations setting of the StochasticHillClimber method).
User control and system transparency
In the introduction we discussed the necessity of requirements REQ3 [Transparency] and REQ4 [Control] to increase user trust and satisfaction of the recommender system. These requirements were integrated in our proposed system by allowing users to interact with the recommendation process and as such directly influence their resulting recommendation list. Users can inspect the results and understand how they are ranked and calculated.
To properly evaluate user-related metrics as control and transparency, a typical approach is to perform an online experiment involving actual users, which allows the analysis of user behavioral patterns and user satisfaction indicators. For this purpose we created a Google Chrome extension -called IMDbrain -that deployed our proposed hybrid optimization system as a dynamic and interactive movie recommender system that integrated with the IMDb website. A complete description of the IMDbrain extension would be beyond the scope of this work, but to evaluate the control and transparency features of our proposed system, we present some preliminary results collected from this online experiment involving actual users. The MatrixFactorization algorithm is based on the implementation of the MyMediaLite framework, while the other recommendation algorithms are self-implemented algorithms, focusing on movie popularity, the recentness of the movies or similar users. To gain insight in the resulting user satisfaction, some specific interactivity patterns with the user interface are logged. In total, 3 satisfaction indicators are considered particularly interesting: clicking on either the more link, hide link, or the open IMDb link in the front-end. These three click actions respectively, load more recommendations, hide a recommendation, or open the IMDb page corresponding with a recommended movie. Each of these actions can be regarded as an implicit indicator of user satisfaction. A user that wants to load more recommendations may be interested in the system, while hiding a recommended movie may be considered as a negative feedback signal. Also interesting to analyze here, is how users interact with the control sliders that are provided by the system. The IMDbrain system provides sliders for the 4 integrated algorithms together with simple captions explaining their effect (Fig. 13) . By default the sliders are set by the system (i.e., using our proposed weight vector optimization) but users can manually override these settings.
Currently, the number of users that have installed (and are using) the IMDbrain extension, is limited to 20, so we are unable to perform an extensive and statistically supported user study analysis. We can however gain some insight into how users are using and interacting with the recommender system specifically with respect to our control and transparency requirements. When analyzing the collected click data, about halve of our users were found to be clicking on the 'more recommendations' and 'open IMDb' links, while only 4 users had used the 'hide recommended movie' feature. Interestingly, we found many users to be actively engaging with the settings of the recommender system. In the IMDbrain extension we integrated dynamic sliders to configure the algorithm weights ( Fig. 13 ) and additionally allowed users to filter their recommendation lists by movie genre. Over half of our users have engaged between 1 and 12 times with these provided control mechanisms in the front-end. Figure 14 shows, in percentages, how many each user activity was logged by the system. The total number of activities logged (i.e., 100 %) was 951.
We note that while these results are limited to only 20 users, data does show some positive user feedback towards our hybrid recommender system. Users are actively using the system to get recommendations and are not afraid to interact with the provided controls to further fine-tune their recommendation lists. We conclude that the user control and transparency features integrated in our proposed hybrid recommendation approach are definitely appreciated by users which may lead to an increased overall user satisfaction of our system. In future work we plan on actually quantifying user satisfaction values and analyzing user behavioral patterns on a larger scale.
Live optimization versus offline retraining
In this work, a live online optimization strategy was proposed that, complementary with offline training, can be used to provide users with a sense of realtime interaction. It would however be interesting to know how the qualitative improvement of the live optimization relates to that of the offline training phase. The frequency in which the offline models should be retrained may be configured depending on how well the live optimization performs. If the live optimization phase shows equal predictive power as retraining the offline models, then the latter may be disregarded altogether (since it is computationally more complex and time-consuming).
To investigate the recommendation quality impact of the live optimization phase versus the offline retraining phase, we propose the following experimental approach. For a number of random users in a dataset we split their ratings in a distinct train set and test set. We then further split the train set into two parts. We thus end up with three datasets, two for training and one for evaluation (test set). We want to compare the recommendation quality in three scenarios. The first is the baseline scenario in which the models are trained offline on half of the training set. The second scenario, also trains the models offline on half of the training set, but as soon as training is completed the other half of the training set is added online and processed by the live optimization approach. In the third and final scenario the models are trained offline on all of the training set. For each of these scenarios we compare the recommendation quality by calculating the RMSE accuracy metric using the test set. We graphically illustrate the experiments in Fig. 15 .
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Fig. 15
Visualization of the data processing strategy and the 3 experimental scenarios for comparing the impact of the offline training phase and live optimization phase on the final RMSE value for 500 random users. Note that the dataset split is performed for every of those 500 users and their resulting RMSE values are averaged By comparing the results from the three experiments, we can inspect the capability of the live optimization approach to use the newly added ratings to improve the recommendation quality (scenario 2). And more interestingly, we can compare this to the scenario where all the ratings (of the training set) would have been included in the offline model (scenario 3).
We run the experiment on two different datasets: the MovieTweetings and MovieLens dataset. Both consist of movie rating data, are identically structured and provide a 100K ratings snapshot. MovieLens does however only integrate users with a minimum number of 20 ratings, while MovieTweetings has no such filtering. To be able to make a fair comparison we therefore also constructed a similar variant of MovieTweetings by removing users with less than 20 ratings. From these three datasets we randomly selected 500 users and simulated the above described scenarios, each time measuring the final RMSE recommendation accuracy metric.
The recommendation algorithms used for these scenarios are the same as described in the scalability experiments: MatrixFactorization, LatentFeatureLogLinearModel and SlopeOne all originating from the MyMediaLite recommendation framework. Figure 16 shows the results for the MovieTweetings dataset. The three scenarios are presented on the X-axis, their corresponding RMSE values on the Y-axis. The first (baseline) scenario shows the highest RMSE value, which was to be expected as in this scenario the least amount of ratings are used. For scenario 2, where the remaining half of the training ratings are added to the live system, the RMSE value slightly improves. The biggest RMSE improvement is however clearly found in scenario 3. Figure 17 shows the results for the other two datasets: MovieLens and MovieTweetings with only users with minimum 20 ratings. For these datasets similar results can be noted: the live optimization approach slightly improves the RMSE value of the baseline scenario, but the best gain is found when all of the ratings are used to train the individual models.
We note that the exact values of the calculated metric (here RMSE) may differ depending on the individual recommendation algorithms, the applied optimization approach, and the tuning of many different configuration parameters (such as the number of fold datasets, etc.). The experiments do however illustrate the relative performance of the live optimization approach versus the predictive power of offline training the models on more data. While the live optimization approach serves its purpose of applying new ratings in real time to the recommendation results, occasionally the individual models will have to be retrained to guarantee optimal recommendation quality.
Discussion
By means of the experimental evaluations in the previous section we tried to get the recommender of out of the lab and see how it performed in a real-world scenario by feeding it a real dataset and actually deploying it on multiple computing nodes. We have shown that the performance and scalability of the system can indeed be reduced to the performance of the slowest integrated individual recommendation algorithm as long as the underlying hardware configuration provides sufficient parallel processing power. The complexity of the hybrid optimizer did however turn out to be influenced by the number of used fold datasets. Because of this, a trade-off will have to be made between having many folds (e.g., 10) to reduce the chance of overfitting the model and having a small number of folds to reduce the complexity (i.e., increasing the speed) of the optimizer component. The number of fold datasets should therefore be sufficiently large while making sure the performance of the optimizer component can still be considered fast enough to guarantee instant responsiveness to new ratings (REQ1 [Responsiveness] in Section 3.1.2).
From the results in Section 5.3 we learned that offline retraining the individual recommendation models has a significantly higher impact on recommendation quality than the online optimization approach. While the latter is useful for providing a sense of real time interactivity with the system, offline retraining should be scheduled as much as possible in order to guarantee the best recommendation results. When dedicated computation hardware is available, we propose to continuously retrain the individual models in the background (an approach we applied for our IMDbrain online experiment).
In the end, the hybrid optimizing system presented in this work offers sufficient flexibility for a customized configuration for any specific use case. Configurable components include the individual recommendation algorithms, the number of folds, the evaluation metric (i.e., what should the system optimize for?) and the optimization method itself.
Conclusion
With this work, we tried to take another step towards deploying automated self-learning hybrid recommender systems in real-world scenarios. We discussed the architectural design of our hybrid optimization strategy and detailed realistic implementation issues to assure the system meets the proposed online requirements for a movie recommendation scenario: responsiveness (REQ1), scalability (REQ2), system transparency (REQ3) and user control (REQ4). By adopting a server-client architecture we showed how the system can be distributed across multiple computing nodes in a very flexible and transparent way, allowing multiple recommendation algorithms to run in parallel for optimal performance. We illustrated how the results and internal processes of the system could be visualized to users in the form of a responsive web user-interface allowing users an advanced and intuitive level of control over their recommendation lists.
Through experimental evaluation we validated the architectural design and our claim that the performance and scalability of the system can be reduced to the performance and scalability of the worst (i.e., slowest) individual recommendation algorithm integrated in the hybrid system. The added overhead of the hybrid optimization was shown to be very limited as long as a sufficient number of computing nodes (or parallel processor cores) are available. An online experiment with a limited number of users showed how users are interested in controlling and inspecting their recommendation results through an interaction process with the recommender system.
In future work we plan on making the system available to more online users to continuously measure and evaluate the perceived user satisfaction and usability of our user-specific hybrid movie recommender system.
