We address the problem of estimating multiple parameters of a chaotic dynamical model from the observation of a scalar time series. We assume that the series is produced by a chaotic system with the same functional form as the model, so that synchronization between the two systems can be achieved by an adequate coupling. In this scenario, we propose an efficient Monte Carlo optimization algorithm that iteratively updates the model parameters in order to minimize the synchronization error. As an example, we apply it to jointly estimate the three static parameters of a chaotic Lorenz system.
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I. INTRODUCTION
An important topic of research in time series analysis of nonlinear systems is the estimation of the parameters which are needed in a numerical model in order to make it follow the dynamics of the original system, from which a scalar series of observations can be collected. Provided that the functional form of the model is accurate enough, these estimates can subsequently be used to track the dynamic system state. The problem of parameter estimation can be tackled in different ways, e.g., using multiple shooting methods ͓1,2͔ or some statistical procedures based on time discretization and other approximations ͓3-7͔. However, these methods involve the solution of high-dimensional minimization problems, since not only the unknown parameters but also the initial values of the trajectory segments between the sampling times need to be estimated ͓2,8͔.
Recently, several authors have suggested to take advantage of the synchronization techniques of coupled chaotic systems and turn them into accurate parameter estimation methods ͓8-19͔. This approach is appealing because the only unknowns are the parameters to be estimated, hence only low-dimensional optimization problems need to be tackled.
In most estimation methods, the unknown model parameters are handled as dynamic variables, with associated differential equations that must be designed ͑in a nontrivial way͒ to ensure convergence to the desired values ͓8-14͔. Recently, however, Sakaguchi has proposed, in ͓19͔, a method to adjust the model parameter values using chaos synchronization and a Monte Carlo procedure which is conceptually simple, effective, and for which the design of additional differential equations is not necessary. A direct numerical optimization of the error between the model and the scalar time series is carried out instead.
In this paper, we focus on this scenario and propose a parameter estimation method that takes advantage of chaos synchronization and is based on a more efficient Monte Carlo optimization procedure, known as accelerated random search ͑ARS͒ ͓20͔. The algorithm performs an iterative update of the model parameters in order to minimize the synchronization error between the available observations, collected from the system of interest, and the model dynamic variables. We will show that the ARS-based estimation algorithm attains more accurate results than Sakaguchi's technique, while remaining equally simple from a conceptual viewpoint and having the same computational complexity.
The rest of the paper is organized as follows. In Sec. II, we describe the problem of multiparameter estimation for coupled dynamical systems. Section III contains a detailed description of the proposed estimation method. An application example, the estimation of the three static parameters of a chaotic Lorenz system, is presented in Sec. IV. Finally, Sec. V is devoted to the conclusions.
II. PROBLEM STATEMENT
We first introduce the mathematical model and notation to be used throughout the rest of the paper. Let
represent the primary chaotic system with state variables x = ͑x 1 , ... , x n ͒ ʦ R n and unknown parameters p = ͑p 1 , ... , p m ͒ ʦ R m . If the functional form of ͑1͒ is known, we can build a model, termed secondary system in the sequel, as
with g identical to f, and where y = ͑y 1 , ... , y n ͒ ʦ R n is the time-varying vector that contains the model state variables, q = ͑q 1 , ... , q m ͒ ʦ R m is the adjustable parameter vector, D is a coupling coefficient, and s i : R n → R n is a vector function that selects the ith element of its argument, i.e., s i ͑x − y͒ = ͑0, ... , 0,x i − y i ,0, ... , 0͒. The definition of the latter function implies that coupling is performed only through the scalar time series x i from the primary system.
Since we assume g = f, when the secondary parameter vector, q, coincides with the primary parameter vector, p, the complete synchronization cannot occur. However, the difference ʈ y − x ʈ is expected to be small whenever the difference of the two parameter vectors is small and D is sufficiently large. Therefore, the objective of a parameter estimation method based on synchronization is to calculate a value q such that ʈ y − x ʈ Ϸ 0, since the latter implies q Ϸ p.
III. PARAMETER ESTIMATION METHOD
Assuming that the scalar time series x i from the primary system is observed during the time interval ͑0,T o ͒, the value of the parameters in the secondary system can be calculated as the solution to the optimization problem ͓19͔
where the cost function ͑n +1͒ = max 2 . The algorithm can be stopped after a fixed number of iterations or when U͓q ͑n͔͒ Ͻ ⑀, for some prescribed ⑀ Ͼ 0. Note that the time evolution of the secondary system state, y, must be recalculated at each iteration, since a new candidate vector, q , is drawn each time Intuitively, the proposed algorithm attempts to improve the parameter estimates by adaptively constraining the search variance around them. In other words, if a given parameter vector has smaller cost than the proposed candidates during several successive iterations of the algorithm, i.e., q ͑n͒ = q ͑n + 1͒ =¯= q ͑n + k͒ = qЈ, then we can argue that qЈ is a good estimate, and hence it should be close to the optimum parameter vector. In that case, any better solution can be expected to be close to qЈ and, therefore, it makes sense that the search variance becomes very small ͑as several contractions are applied successively͒. When either we find a new vector with a smaller cost or the search variance moves below a given threshold ͑ min 2 ͒, we reset the search variance to its maximum value ͑ max 2 ͒ in order to give the algorithm a chance to find good solutions that may lie far away from the current estimate. This is important for the optimization of cost functions with multiple ͑and possibly sparse͒ minima, to avoid that the algorithm becomes stuck in a local optimum.
Compared to the original ARS algorithm in ͓20͔, the proposed method uses Gaussian distributions with an adaptive search variance in order to propose parameter estimates. In ͓20͔, a uniform distribution on intervals with adaptive length is used instead. We conjecture that when the cost function, U͑q͒, has many local minima, it can be hard to find adequate maximum and minimum interval lengths that lead to fast convergence of the original ARS method. The proposed Gaussian ARS ͑GARS͒, on the other hand, may exhibit faster convergence to the global optimum because the domain of the proposed parameter values is not deterministically bounded.
Comparing the GARS method with the technique proposed by Sakaguchi in ͓19͔, we see that the latter does not adaptively contract or expand the search variance. As a consequence, estimation with Sakaguchi's method is less accurate than with the GARS, as will be numerically shown in the next section.
IV. APPLICATION TO THE LORENZ SYSTEM
Let us illustrate the application of the proposed method by way of an example that involves the Lorenz system. Thus, we assume the primary system
where x = ͑x 1 , x 2 , x 3 ͒ ʦ R 3 forms the state space. 
where y = ͑y 1 , y 2 , y 3 ͒ ʦ R 3 contains the state variables, q = ͑q 1 , q 2 , q 3 ͒ ʦ R 3 , and x 1 is the time series from the primary system, which is observed from time 0 to time T o = 50 time units ͑t.u.͒. Many types of coupling terms between systems ͑4͒ and ͑5͒ that lead to chaos synchronization are possible, but we have assumed the above form of coupling for the sake of simplicity. Direct numerical simulations show that complete synchronization, i.e., y 1 = x 1 , occurs for D Ͼ D c = 7.95 when q = p. For this reason, we have set D = 9 for the numerical simulations in this section.
We have numerically integrated the two chaotic systems using the fourth-order Runge-Kutta method with a time step T s = 10 −3 t.u. In this way, we obtain equally spaced samples of both state vectors, x and y, at time instants t = nT s , for n ʦ N, and we can approximate the integral in the cost function U as
where
Within this simulation setup, we have applied both the proposed GARS algorithm, with parameters max 2 =1, min 2 = 10 −5 , and = 1.5, and the method by Sakaguchi, with fixed search variance 2 = 1. Both Monte Carlo optimization algorithms are iterated 8000 times, and the secondary system must be integrated for each iteration. The initialization of the parameter vector q is also the same for both techniques, namely q ͑0͒ = p + ͑−5 , 0.2, 5͒.
We first consider the normalized mean square error ͑NMSE͒ attained in the estimation of each parameter, which we have approximated by averaging over 200 independent simulations. Specifically, let q i ͑n , k͒ be the estimate of p i , i =1,2,3, obtained in the kth simulation after n iterations of the algorithm. The associated normalized square error is E i ͑n , k͒ = ͕͓p i − q i ͑n , k͔͒ / p i ͖ 2 , i ʦ ͕1,2,3͖, and the NMSE is the average
We have additionally calculated the sample variance of Eq. ͑6͒, Figure 1 shows the obtained results. The upper plot shows the NMSE and its variance for parameter p 1 , i.e., curves E 1 ͑n͒ and 1 2 ͑n͒, the middle plot shows the NMSE, E 2 ͑n͒, and its variance, 2 2 ͑n͒, for parameter p 2 , and the lower plot shows the corresponding NMSE, E 3 ͑n͒, and variance, 3 2 ͑n͒, for parameter p 3 . We observe that the error is very similar in the three cases for the GARS algorithm, E i ͑8000͒Ϸ10
−5 for i = 1 , 2 , 3, and it always outperforms Sakaguchi's method, especially when estimating p 1 and p 3 , while the advantage for the estimation of p 2 is not so large. In the first case ͑p 1 and p 3 ͒ the NMSE achieved with the GARS technique is more than one order of magnitude smaller, while in the second case ͑p 2 ͒, the NMSE provided by the GARS algorithm is approximately one-half of the error obtained via Sakaguchi's technique. Furthermore, we can also observe that the variance of the NMSE in the simulations is much smaller for the GARS method.
In agreement with the previous results, the synchronization between the primary and secondary systems is more accurate, in the average, when the GARS estimation algorithm is used to compute the desired values of q ͑n͒. As an example, Fig. 2 shows a typical realization of the state variable y 1 ͑together with the observed signal x 1 from the primary system͒, collected from the last iteration of both the GARS method ͑upper plot͒ and Sakaguchi's algorithm ͑lower plot͒.
V. CONCLUSIONS
We have addressed the problem of estimating the multiple static parameters of a chaotic system from the observation of a scalar time series. Our approach is based on the synchronization properties of coupled chaotic systems. For the numerical computation of the parameter estimates, we have proposed a Monte Carlo optimization algorithm termed Gaussian accelerated random search. The GARS is an iterative method to find the parameter values that minimize the synchronization error between the observed time series and a model system. We have successfully applied the proposed technique to the joint estimation of the three parameters of a Lorenz chaotic system from which only one dynamic variable can be observed.
