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La formulación de teoŕıas gauge en el lattice es la herramienta no perturbativa más exi-
tosa disponible en teoŕıa de campos. Sus cálculos se realizan principalmente utilizando el
método Monte Carlo con muestreo de Metropolis. Sin embargo, sus posibilidades se ven
fuertemente limitadas por el tiempo de cómputo que requiere este método. Como alterna-
tiva, se ha intentado extender los llamados Métodos de Histograma, que han sido exitosos
en la Mecánica Estad́ıstica Clásica, pero los resultados hasta el momento no han sido los
esperados. Este trabajo extiende el método de histograma BHM a teoŕıas gauge y lo apli-
ca exitosamente para el cálculo del modelo Z2. Nuestra propuesta combina los métodos de
muestreo de Wang-Landau y Multicanónico con el método de análisis BHM en un solo es-
quema, que hemos llamado Método de Histograma Ancho Markoviano (Markovian Broad
Histogram Method, MBHM). El método calcula los valores del loop de Wilson para sistemas
2D y 3D con barras de error que son entre 10 y 100 veces más pequeñas que las obtenidas por
el método de Metropolis, utilizando aproximadamente el mismo tiempo de cómputo. Este
resultado es, hasta donde sabemos, el primer intento de extensión de métodos de histograma
plano a teoŕıas gauge en el lattice que ha resultado exitoso, y por lo tanto abre inmensas
posibilidades de aplicación en el área.
Palabras clave: Monte Carlo, Métodos de Histograma, Modelo de Ising, Teoŕıas Gauge
en el Lattice, Modelo Z2, Método de Histograma Plano Markoviano.
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Abstract
The formulation of gauge theories on the lattice is the most successful non-perturbative
tool available in field theory. Calculations on the lattice are usually performed by means of
Monte Carlo methods via Metropolis sampling. However, its applicability is strongly lim-
ited by its computational cost. As an alternative, attempts have been made to extend the
so-called Histogram Methods. Histogram methods, although successful in classic statistical
mechanics have not yielded the expected results for gauge theories. In this thesis we extend
the histogram method BHM to gauge theories and successfully apply it to the calculation
of the Z2 model. Our approach combines the Wang-Landau and multicanonical sampling
methods together with the BHM analysis method on a single scheme that we propose to call
the Markovian Broad Histogram Method (MBHM). With the same computational cost as
Metropolis, our method is able to calculate the Wilson loop for systems in 2D and 3D with
error bars 10 and 100 times smaller, respectively. This result, as far as we know, constitutes
the first successful attempt to extend flat histogram methods to gauge theories on the lattice,
therefore there exists a great potential for its applicability to the entire field.
Keywords: Monte Carlo, Histogram Methods, Ising Model, Gauge Theories on the
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1 Introducción
El concepto de simetŕıa juega un papel fundamental en la F́ısica: todas las leyes de con-
servación conocidas resultan de simetŕıas espacio-temporales e internas. Esto sugiere que
las fuerzas fundamentales de la naturaleza pueden ser explicadas a partir de simetŕıas
matemáticas y, por lo tanto, que existe una teoŕıa consistente que unifica y describe es-
tas interacciones. El Modelo Estándar de part́ıculas (ME) [1] constituye el mayor avance
logrado hasta el momento en este sentido: unifica todo lo que sabemos sobre la fuerza
electromagnética y las interacciones fuerte y débil, y ha sido probado con éxito en gran
detalle hasta enerǵıas del orden de los cientos de GeV [2]. El ME es una teoŕıa gauge no
abeliana [3, 4] cuyo grupo de simetŕıa es el SU(3)c ⊗ SU(2)L ⊗ U(1)Y que incluye el mod-
elo de Glashow-Salam-Weinberg del electromagnetismo y de la interacción débil, basado en
la simetŕıa SU(2)L ⊗ U(1)Y , y la Cromodinámica Cuántica o QCD por su nombre en in-
glés (Quantum ChromoDynamics), teoŕıa de las interacciones fuertes basada en la simetŕıa
SU(3)c.
La teoŕıa de perturbaciones [4] es la herramienta de cálculo más exitosa en teoŕıa de campos.
A grandes rasgos, consiste en expandir la integral de camino en potencias de la constante de
acoplamiento propia de cada teoŕıa. Los diagramas de Feynman resultantes son regularizados
orden por orden en el acoplamiento. La validez de teoŕıas como la Electrodinámica Cuántica,
o QED por su nombre en inglés (Quantum ElectroDynamics), ha sido verificada gracias al
tratamiento perturbativo: el momento anómalo del electrón, por ejemplo, es la cantidad f́ısica
calculada con mayor exactitud en la actualidad [4, 5]. A pesar de ésto, dicho tratamiento no es
completamente satisfactorio debido a que la expansión es asintótica, es decir, la suma de todos
los órdenes en la serie es divergente. Además, para teoŕıas fuertemente interactuantes, como
la QCD a bajas enerǵıas (menores que 1 GeV), la constante de acoplamiento se incrementa
al punto de impedir realizar la expansión.
En el régimen en que la teoŕıa de perturbaciones falla se requieren técnicas de cálculo dis-
tintas o reformular completamente la teoŕıa. En 1974, K. G. Wilson, en su art́ıculo titulado
Confinement of quarks [6] (Confinamiento de quarks), propuso una manera de combinar estos
dos requerimientos: formuló la QCD en un espacio-tiempo eucĺıdeo discreto 4-dimensional
(el lattice) lo cual permite simularla en un computador con los mismos métodos usados en
mecánica estad́ıstica. A esta formulación de la QCD se le conoce como LatticeQCD o QCD
en el ret́ıculo, aunque con el tiempo el término Lattice Field Theory (Teoŕıa de Campo en
el Ret́ıculo) ha tomado mucha fuerza debido a que la técnica de discretización se aplicó con
muy buenos resultados a toda clase de teoŕıas de campo. Esto ha convertido al lattice en la
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herramienta no perturbativa más exitosa disponible, tanto que tiene su propia conferencia
anual [7] y su propio archivo electrónico [8].
La simulación de teoŕıas gauge en el lattice se realizan principalmente con el método de
Monte Carlo [9, 10, 11], utilizando muestreos a constante de acoplamiento fija (que es el
equivalente al inverso de la temperatura, para estos casos), como Metropolis [12] o heat bath.
Estos métodos de simulación exigen el uso de supercomputadores, por lo que gran parte de las
investigaciones que se realizan actualmente en el área están orientadas hacia el mejoramiento
y la creación de algoritmos que permitan disminuir los tiempos de cómputo. De lograrlo, se
facilitaŕıan, entre muchas otras aplicaciones, los cálculos de las masas de los seis quarks,
de los espectros hadrónico y de glueballs, de las constantes de decaimiento para mesones
y el estudio de las propiedades de la QCD a temperatura y potencial qúımico finitos, que
son fundamentales para la comprensión del universo temprano. Si no se tiene acceso a un
gran poder de cómputo, es posible trabajar en el mejoramiento de los métodos usados para
simular teoŕıas puramente gauge, como los modelos Z2 y U(1), en las cuales la ausencia de
fermiones disminuye notablemente los requerimientos de hardware, o modelos que incluyen
fermiones pero cuyo grupo de simetŕıa contiene un número reducido de elementos, como el
modelo de Potts [13].
En mecánica estad́ıstica clásica la evolución del método de Monte Carlo ha dado lugar
a los Métodos de Histograma. Estos permiten obtener el valor promedio de cantidades ter-
modinámicas para un rango de temperaturas amplio a partir de los datos obtenidos con unas
pocas simulaciones, ahorrando much́ısimo tiempo en comparación con la técnica tradicional,
en la cual, es necesario realizar una simulación por cada temperatura. Dada la similitud entre
las teoŕıas gauge formuladas en el lattice y algunos modelos clásicos de mecánica estad́ıstica,
estos métodos constituyen una buena opción para optimizar su simulación.
Existen dos tipos de métodos de histograma: los métodos de análisis y los métodos de simu-
lación. Entre los primeros, el más antiguo es el Single Histogram Method, propuesto primer-
amente por Salzburg [14] y popularizado por Ferrenberg y Swendsen [15, 16]. Este método
permite tomar las muestras a temperatura fija (p. ej., utilizando el muestreo de Metropolis) y
calcular valores promedio a temperaturas cercanas a la de muestreo. Aunque se ha utilizado
con éxito en los más diversos campos de aplicación, su uso se ve limitado por el hecho de
que los muestreos tienen que ser a temperatura fija, lo que limita el ancho del muestreo en el
eje de las enerǵıas. Aunque es posible sumar varios muestreos en uno solo (lo que se conoce
como Multiple Histogram Method), la forma de hacerlo no es sencilla. Otro método de análi-
sis es el método de histograma ancho, o BHM por su nombre en inglés (Broad Histogram
Method), que es conocido a veces como Flat Histogram Method. Este método, formulado
inicialmente para sistemas clásicos discretos por P. M. C. de Oliveira, T. J. P. Penna y H. J.
Herrmann [17, 18], fue extendido posteriormente a sistemas continuos por J. D. Muñoz y H.
J. Herrmann [19, 20]. Es una herramienta de análisis que permite determinar la densidad de
estados del sistema, independientemente de la dinámica de muestreo usada dentro de la sim-
ulación. El método sólo depende de promedios microcanónicos de observables perfectamente
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definidos para cada configuración y no de conceptos como el equilibrio termodinámico, por
lo cual la temperatura –parámetro fundamental cuando se realizan simulaciones basadas en
muestreo ponderado– deja de ser relevante. Como cada estado muestreado aporta mucha
más información que su sola enerǵıa, el cálculo es mucho más preciso y las barras de error
disminuyen aproximadamente en un factor proporcional a
√
N , con N el número de elemen-
tos que componen el sistema. La independencia del tipo de muestreo hace que el BHM sea
más exitoso que los métodos tradicionales y otros basados en histogramas, y permite además
juntar directamente en un único histograma los resultados de muestreos independientes, lo
que lo convierte en una herramienta extraordinariamente flexible. El método ha sido emplea-
do para simular modelos discretos como el modelo de Ising [17, 21, 22] y el modelo de Potts
[23], y continuos como los modelos XY [19, 20] y Heisenberg [24]. En su tesis doctoral, J.
D. Muñoz [24] sugiere una forma de aplicar este método a cálculos de LatticeQCD, pero tal
sugerencia no ha sido implementada aún.
En cuanto al proceso de muestreo, los métodos de Monte Carlo en sistemas clásicos pre-
sentan dos métodos de histograma que no funcionan a temperatura fija. El primero es el
método multicanónico, propuesto por B. Berg en 1992 [25] (también conocido como En-
tropic Sampling [26]). Este método consiste en proponer una densidad de estados g(E) (el
número de estados con enerǵıa E) para el sistema y generar muestras con una probabili-
dad inversamente proporcional a g(E) a través de un proceso de Markov. Si la densidad de
estados fuese correcta, el histograma de muestras en función de la enerǵıa seŕıa plano. Si
el histograma no resulta ser plano, se puede utilizar para mejorar la suposición inicial. El
proceso se itera hasta lograr un histograma plano. Una vez conocida la densidad de estados,
es posible calcular valores promedio a cualquier temperatura. A pesar de ser un método
markoviano –que garantiza obtener muestras con la probabilidad deseada– converge muy
lentamente, lo que ha limitado su uso. Otro de los métodos más exitosos de la última década
es el llamado muestreo de Wang-Landau [25, 27, 28], que permite obtener muy rápidamente
muestras para casi todos los valores de enerǵıa. La idea es partir de una entropia micro-
canónica S(E) = ln g(E) plana (igual para todas las enerǵıas), e incrementarla en un valor
fijo cada vez que se visita un estado con enerǵıa E. Las visitas se hacen con las mismas
ratas de aceptación del método multicanónico, pero el proceso no es markoviano, porque las
probabilidades de transición cambian constantemente a lo largo de la simulación. Una vez
se obtiene un histograma de muestras aproximadamente plano, se reduce el incremento de
entroṕıa a la mitad, y se continua el proceso, iterando varias veces hasta lograr el nivel de
precisión deseado. Aunque el método no es markoviano, permite muestrear rangos amplios
de enerǵıa en muy poco tiempo.
Hasta el momento solo se han hecho dos intentos para extender los métodos de histograma
a teoŕıas gauge en el lattice. En el 2002 Z. Fodor y S. D. Katz propusieron el método
conocido como Overlap Improving Multi-parameter Reweighting Technique [29], cuya base
es la misma del Single Histogram Method. Este método permite aliviar el problema de la
acción compleja, que aparece en LatticeQCD cuando el potencial qúımico µ es diferente de
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cero [30, 31], el cual convierte la acción en un número complejo e impide el uso de técnicas
de Monte Carlo basadas en el muestreo ponderado con el peso de Boltzmann [32, 33]. A
pesar de no solucionar el problema por completo, el método de Fodor y Katz ha permitido
obtener algunos resultados relacionados con el diagrama de fase de la QCD con T y µ finitos
[34, 35, 36], teoŕıa de fundamental importancia ya que describe caracteŕısticas relevantes
de la f́ısica de part́ıculas en el universo temprano, en estrellas de neutrones y en colisiones
de iones pesados [37, 38]. La principal desventaja del método es que el rango de valores de
la constante de acoplamiento de la teoŕıa para los cuales funciona es muy limitado. En el
2006, B. A. Berg y A. Bazavov calcularon los exponentes cŕıticos del modelo U(1) usando el
método multicanónico [25] combinado con el método de Wang-Landau [28] e implementando
el algoritmo biased Metropolis-Heatbath [39] para la dinámica de muestreo. Reportaron un
incremento en la velocidad de simulación en un factor de aproximadamente tres. A pesar
de esta pequeña mejora, sus resultados no coinciden con lo esperado, por lo cual sugieren
usar supercomputadores para simular el modelo en ret́ıculos más grandes [40, 41]. Aunque el
tema ha sido poco explorado, los resultados obtenidos con los primeros intentos de extender
métodos de histograma a teoŕıas gauge en el lattice son parcialmente buenos.
El objetivo de este trabajo es utilizar los métodos de histograma para el cálculo de teoŕıas
gauge en el lattice con base en la analoǵıa existente entre la acción y la constante de
acoplamiento en la integral de camino de Feynman, y la enerǵıa y el inverso de la tem-
peratura en la función de partición [42]. Para el análisis se seguirá la sugerencia de Muñoz,
implementando el método BHM para el modelo Z2. Para el muestreo se propone una man-
era original de unir los métodos de Wang-Landau y Multicanónico con el análisis BHM, que
hemos dado en llamar Método de Histograma Ancho Markoviano (MBHM). Este método
integra los pasos de muestreo y análisis en un solo proceso, que combina las ventajas de cada
uno de los métodos por separado que lo integran. El MBHM se pone primero a prueba con
el modelo de Ising 2D, para luego aplicarlo en el modelo Z2. Los resultados son en verdad
impresionantes. Las técnicas combinadas permiten calcular el loop de Wilson para el modelo
Z2 en 2D y en 3D con una precision tal que la histéresis, siempre presente en las simulaciones
de Metropolis [12], desaparece. Además, la técnica combinada de muestreo de Wang-Landau
con BHM y Multicanónico que se propone permite obtener un mejor desempeño que las com-
binaciones propuestas anteriormente, también para el modelo de Ising 2D. Estos resultados
sugieren que la tecnica MBHM representa una herramienta poderosa para la simulación de
teoŕıas gauge en el lattice.
En los caṕıtulos 2 y 3 se presentan los fundamentos teóricos del método de Monte Carlo y
los métodos de histograma. Luego, en el caṕıtulo 4 se introduce el Método de Histograma
Plano Markoviano, usando como sistema de prueba el modelo de Ising 2D. Posteriormente,
en el caṕıtulo 5 se revisa el lattice como herramienta de cálculo no perturbativa, y se discute
el modelo gauge discretizado más sencillo: Z2. En el caṕıtulo 6, se expone la manera general
de extender el nuevo método a teoŕıas gauge en el lattice y se prueba en el modelo Z2.
Finalmente, se discuten las principales conclusiones del trabajo en el caṕıtulo 7.
2 Monte Carlo con muestreo ponderado
Con la aparición del método de Monte Carlo y su aplicación en Mecánica Estad́ıstica, han
surgido numerosos algoritmos que permiten simular sistemas con un gran número de elemen-
tos, como por ejemplo, sistemas de espines como los modelos de Ising, Potts, XY y Heisen-
berg. Estas simulaciones constan de dos partes: un muestreo sobre el espacio de fase del
sistema y el análisis de los datos obtenidos para calcular observables f́ısicos. En este caṕıtulo
presentamos los conceptos básicos que fundamentan el muestreo ponderado, tomando como
base el modelo de Ising 2D.
2.1. Modelo de Ising 2D
El modelo de Ising es uno de los modelos de esṕın más estudiados en Mecánica Estad́ıstica.
Su utilidad radica en que tiene solución anaĺıtica en 1D y 2D, puede ser simulado en un
computador personal sin grandes dificultades y exhibe una transición de fase de segundo
orden en 2D. Por lo tanto, es ideal para probar nuevos algoritmos.
Fue propuesto por W. Lenz en 1920 para estudiar el comportamiento de materiales ferro-
magnéticos [43] y solucionado en 1D por E. Ising en 1925 [44], estudiante de doctorado del
profesor Lenz y a quien debe su nombre. En 1944 Onsager resolvió el modelo para 2D y
campo magnético externo nulo, demostrando que presenta una transición de fase de segundo
orden [45]. Zamalodchikov encontró la solución exacta para 2D y campo magnético externo
no nulo en 1988 [46], y en 1995 P. D. Beale calculó la densidad de estados exacta para el
modelo de Ising 2D con tamaño discreto [47]. El modelo 3D se encuentra sin resolver aún
para el caso de campo magnético nulo.
El modelo de Ising 2D se representa mediante un arreglo infinito de espines similar al mostra-








donde J representa la constante de acoplamiento entre los espines σi asignados a cada punto
i de la red y cuyos valores pueden ser solo +1 o −1, la primera suma corre sobre los primeros
vecinos y H es el campo magnético externo que actúa sobre el sistema.
En 2D, paraH = 0, el modelo exhibe una transición de fase de segundo orden cuyo parámetro
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Figura 2-1: Arreglo de espines para el modelo de Ising 2D. El esṕın central y sus primeros
vecinos se muestran en trazos continuos, los demás, con los cuales no interactua
el central, en trazo punteado.














con kB la constante de Boltzmann. Por lo tanto, Tc ' 2,27J/kB.
En adelante, J y kB se tomarán como 1 a no ser que se establezca lo contrario.
Las simulaciones del modelo deben realizarse para tamaños finitos debido a las limitaciones
en hardware. A pesar de esto, es posible obtener resultados bastante cercanos a los teóricos e
incluso calcular cantidades como los exponentes cŕıticos de la transición de fase con base en
técnicas como el análisis de escalamiento finito [48]. En la figura 2-2 se muestran la enerǵıa
promedio por enlace y la capacidad caloŕıfica del modelo en función de la temperatura. La
forma funcional de ambas proporciona evidencia de una transición de fase de segundo orden
cerca a la temperatura cŕıtica calculada por Onsager: la enerǵıa tiende a cero a medida que
la temperatura aumenta y la capacidad caloŕıfica se hace muy grande alrededor de la región
de criticalidad. Ambos efectos son cada vez más marcados a medida que se incrementa el
tamaño del sistema.
2.2. Procesos de Markov y convergencia al equilibrio
Un proceso de Markov es un proceso aleatorio donde la probabilidad de obtener un nue-
vo estado x′ depende solo del estado previo x. Está completamente descrito por la matriz



































































Figura 2-2: Enerǵıa promedio por enlace y capacidad caloŕıfica para distintos tamaños del
modelo de Ising 2D. Los resultados fueron obtenidos con base en la densidad de
estados calculada por P. D. Beale [47].
de probabilidad de transición W = {W (x′|x)}, donde W (x′|x) es la probabilidad de re-
alizar el movimiento (x′|x) de x a x′, y por la distribución de probabilidad P0 = {P0(x)}
del estado inicial. La distribución del estado x′ luego de un paso de Markov es P1(x
′) =∑
xW (x
′|x)P0(x), i.e., P1 = W ·P0 en notación matricial. La distribución de probabilidad
luego de n pasos es, entonces, Pn = W
nP0.
Si algunas condiciones se satisfacen, Pn converge a una distribución de probabilidad única
para n→∞ independiente del estado inicial. Estas condiciones son [49, 50]:
1. W es irreducible, esto es, existe un k ≥ 0 tal que Wkx′,x > 0 para cada par x, x′.
Significa que cualquier estado final puede ser alcanzado desde cualquier estado inicial
en un número finito k de pasos de Markov. Esta propiedad se conoce como ergodicidad.
2. W es no periódica, esto es, existe un kmin tal que W
k
x′,x > 0 para todo x y para todo
k > kmin. En otras palabras, la probabilidad de regresar al estado inicial es diferente
de cero después de cualquier número de pasos k mayor que un valor umbral kmin. Esto
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garantiza la unicidad de la distribución de probabilidad ĺımite, que de lo contrario,
podŕıa oscilar por siempre entre dos o más distribuciones.
Bajo estas circunstancias, las muestras tomadas después de algunos pasos de transiente tienen
aproximadamente la misma distribución de probabilidad, esto es, la distribución ĺımite P, y
pueden ser usadas como el conjunto de muestra.
La distribución ĺımite es un punto fijo de la matriz de probabilidad de transición, esto es,
W ·P = P. (2-4)
Esta relación se conoce como la condición de balance. Dado que
∑
x′ W (x
′|x) = 1, puede
reescribirse como ∑
x
W (x′|x)P (x) =
∑
x′
W (x′|x)P (x′). (2-5)
2.3. Muestreo ponderado
El muestreo ponderado fuerza al proceso de Markov a alcanzar la distribución deseada P (x)
en el ĺımite de un número infinito de pasos a partir de la condición de balance detallado:
W (x′|x)P (x) = W (x|x′)P (x′). (2-6)
Ésta es una condición suficiente pero no necesaria para un proceso de Markov. No obstante,
es más fácil de mostrar dado que solo depende de los estados x y x′.
Para obtener la condición de balance detallado, el muestreo ponderado divide cada paso de
Markov en dos partes. Primero, se escoge un movimiento del estado x al estado x′ 6= x con




T (x′|x)A(x′|x) si x′ 6= x,
1−
∑
x′ 6=x T (x
′|x)A(x′|x) si x′ = x.
(2-7)
T́ıpicamente, T (x′|x) se escoge simétrica, esto es, T (x′|x) = T (x|x′), y A(x′|x) se calibra
para obtener balance detallado. Tres opciones ampliamente usadas para A(x′|x) son
Metropolis: A(x′|x) = min{1, P (x′)/P (x)}, (2-8)
Glauber: A(x′|x) = P (x
′)
P (x′) + P (x)
y (2-9)
Heat Bath: A(x′|x) = 1
Z ′
P (x′), (2-10)
donde Z ′ =
∑
S P (x
′) es la suma de probabilidades P (x′) restringida a algún subconjunto S
de estados permitidos.
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2.4. El algoritmo de Metropolis
El método de Monte Carlo se introdujo con el algoritmo de Metropolis [12] y se popular-
izó rápidamente en Mecánica Estad́ıstica debido a la relativa facilidad en su implementación.






con Z(T ) =
∑
x exp (−E(x)/kBT ) la función de partición, A(x′|x) para Metropolis se con-
vierte en
A(x′|x) = min{1, exp[−∆E(x)/kBT ]}, (2-12)
con ∆E(x) = E(x′) − E(x). La implementación del algoritmo de Metropolis en su versión
mas simple para pasar de configuración a configuración en el modelo de Ising consiste en:
1. Se propone cambiar el esṕın de uno de los elementos de la red escogido de manera
aleatoria. Esto corresponde a seleccionar una nueva configuración x′ a partir de una
configuración x.
2. Si el cambio en la enerǵıa del sistema ∆E = E(x′) − E(x) es menor que cero, x′ se
acepta. De lo contrario, se acepta el cambio con probabilidad p = exp(−β∆E), es
decir, se genera un número aleatorio r uniformemente distribúıdo en el intervalo [0, 1]
y se acepta el cambio si r < exp(−β∆E).
3. Se repite el paso 2 hasta obtener el número deseado de configuraciones.






con PT (x) dada por 2-11. La suma corre sobre todos los estados x del sistema. En la simu-
lación, como el conjunto de muestra tiene la misma distribución que los estados del sistema
dado que PT (x) representa la probabilidad de que un estado x con enerǵıa E(x) aparezca,
el valor medio puede ser estimado directamente como el valor medio de Q sobre todos los





la igualdad funciona en el ĺımite de un número infinito de muestras N . Si estamos interesados
en la dependencia de 〈Q〉T con T , se requiere un nuevo conjunto de muestra (una nueva
corrida de Monte Carlo), en principio, para cada valor de temperatura.
La figura 2-3 muestra la enerǵıa media por enlace 〈E〉T y la capacidad caloŕıfica Cv :=
(1/kBT
2)[〈E2〉T − 〈E〉2T ] para el modelo de Ising 2D de tamaño 8 × 8, obtenidas a partir
de corridas usando Metropolis y la distribución canónica. Las barras de error se calcularon





























































Figura 2-3: Enerǵıa promedio por enlace y capacidad caloŕıfica del modelo de ising 2D
tamaño 8×8. Los resultados fueron obtenidos usando el algoritmo de Metropolis.
usando jacknife con factor t de student para 99 % de confiabilidad. En adelante se usarán
las mismas condiciones para todas las simulaciones a no ser que se establezca lo contrario.
2.5. Tiempos de equilibrio y correlación
Antes de iniciar la toma de muestras es necesario esperar un transiente para asegurar que el
sistema ha alcanzado la distribución de equlibrio. A este tiempo se le denomina tiempo de
estabilización o de equilibro (teq). De igual forma, durante el proceso de muestreo es necesario
esperar un transiente para disminuir la correlación entre muestra y muestra. A este tiempo
se le conoce como tiempo de correlación.
Para medir los tiempos de equilibrio y de correlación es necesario definir una unidad de
medida. En el algoritmo de Metropolis, el paso de una configuración a otra se realiza pro-
poniendo el cambio de uno solo de los espines de la red. Con base en esto se define el MCSS
(Monte Carlo step per spin) que corresponde a proponer un cambio para un número igual
al total de espines en la red escogidos aleatoriamente.
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Figura 2-4: Magnetización en función del tiempo de simulación, para un modelo de Ising
L × L con T = 3,0 y L = 8, muestreado con el algoritmo de Metropolis. La
figura fue tomada de [52].
Uno de los criterios más sencillos para realizar un estimado de teq en el caso de muestreo con
la distribución de Boltzmann, consiste en graficar una propiedad del sistema con distribu-
ción normal como función del tiempo de simulación, por ejemplo, para el modelo de Ising,
la magnetización M . Al alcanzar el equilibrio, los valores numéricos oscilan simétricamente
alrededor de un valor medio. Otro método un poco mas general, pero al igual que el ante-
rior sin rigor estad́ıstico, consiste en graficar la evolución de algún observable para el que
se espere una distribución aproximadamente normal y que dependa de todo el rango de en-
erǵıa explorado, usando datos obtenidos de dos simulaciones del mismo sistema con estados
iniciales distintos. Cuando el observable converge al mismo valor en ambas simulaciones se
estima que el equilibrio ha sido ancanzado.
Un criterio mas elaborado y con fundamentación estad́ıstica se basa en medir el tiempo de










es la función de correlación no lineal [51, 24] y las llaves {} simbolizan promedios sobre todas
las posibles simulaciones realizadas partiendo de un estado inicial con distribución fija. Esta
función inicia en uno y termina en cero, semejando una exponencial decreciente. El tiempo
de estabilización se toma generalmente como de tres a cinco veces este tiempo de correlación
ya que a τ = 5 una exponencial alcanza el 0.5 % de su valor inicial. En la figura 2-4 se
muestra la magnetización en función del tiempo de simulación para el modelo de Ising 2D
8× 8 a una temperatura T = 3,0. Como estado inicial se tomó el estado de mı́nima enerǵıa
y el tiempo de equilibrio obtenido fue de teq = 35(3).
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Como cada nueva muestra en el muestreo ponderado es constrúıda a partir de la anteri-
or, las muestras sucesivas están fuertemente correlacionadas, y las barras de error de los
promedios calculados con estas muestras dependen de dichas correlaciones. Considere un
proceso de muestreo ponderado para estimar el valor medio 〈Q〉 de alguna cantidad Q.
Tomemos n muestras, cada una luego de δt pasos, para obtener una secuencia de valores



















son el tiempo de correlación y la función de autocorrelación, respectivamente. Los promedios
〈〉 se realizan sobre todas las posibles secuencias del proceso de Markov usado para tomar
las muestras. Si δt  τQ, el paréntesis en 2-16 es casi uno y se obtiene la expresión usual
para calcular errores estad́ısticos (las muestras están casi no correlacionadas). Si δt τQ, el
término entre paréntesis puede ser ignorado y obtenemos
〈(δQ)2〉 = 2 τQ
tobs
[〈Q2〉 − 〈Q〉2], (2-18)
donde tobs = nδt es el número total de pasos en la simulación. El error estad́ıstico es, entonces,
independiente del número de pasos entre muetras. La exactitud de 〈Q〉 está limitada por el
tiempo de correlación τQ.
3 Monte Carlo basado en la densidad de
estados
Con el aumento en la complejidad de los sitemas estudiados mediante métodos de Monte
Carlo, también aumenta la dificultad al calcular observables f́ısicos. En la mayoŕıa de los casos
la solución no está en usar mas recursos computacionales, si no en mejorar los algoritmos
de cálculo. En el grupo de algoritmos de Monte Carlo surgidos para disminuir los tiempos
de cómputo están los que tienen como base a la densidad de estados, también denomidamos
métodos de histograma. A continuación, se presenta su fundamento teórico y se introducen
los métodos Multicanónico y de Wang-Landau usados para acelerar el proceso de muestreo, y
los Métodos de Histograma Canónico, o SHM, y de Histograma Ancho, o BHM, que permiten
obtener promedios en un rango continuo de temperaturas a partir de simulaciones realizadas
a una sola o varias temperaturas.
3.1. La densidad de estados
Considere un sistema f́ısico con espacio de fase Γ y alguna propiedad I del sisema, como por
ejemplo, la enerǵıa E o la magnetización M . La densidad de estados g(I) es el número de
estados con el mismo valor de I. Si se define ΓI como el subespacio de todos los estados con
el mismo valor I,
g(I) := número de estados en ΓI . (3-1)
Como se verá a continuación, conocer la densidad de estados de un sistema facilita su estudio.
Por ejemplo, consideremos un sistema con hamiltoniano H en equilibrio a una temperatura
T . En el ensemble canónico (Maxwell-Boltzmann) el valor esperado de Q a la temperatura






Q(x) exp (−E(x)/kBT ); (3-2)










g(E) exp [−E/kBT ], (3-4)
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donde 〈Q(E)〉 es el promedio de Q sobre todos los estados con enerǵıa E, esto es, el prome-
dio microcanónico. Es claro que dados g(E) y 〈Q(E)〉 se puede calcular 〈Q〉T a cualquier
temperatura deseada. Como veremos mas adelante, esta es la base de los métodos de Monte
Carlo conocidos como métodos de histograma.
Si el sistema tiene grados de libertad continuos, Γ es también continuo y el número de estados
dentro de ΓI se hace no contable. Si ΓI es un espacio métrico e I una variable discreta, la








Si I es una variable continua, g(I) puede ser definida como la fracción de volumen de todos






Si se normaliza g(I) puede interpretarse en términos de probabilidades. Supongamos que
todos los estados en el espacio de fase son igualmente probables. Si I es una variable continua,
g(I) es la probabilidad de obtener un valor de I entre I e I + dI, i.e., la función de densidad
de probabilidad (p.d.f.) de la variable aleatoria I.
Para algunos sistemas la densidad de estados puede ser calculda anaĺıticamente. Puede ser
extráıda, por ejemplo, a partir de los coeficientes de una expansión en serie de la función de
partición como en el caso del modelo de Ising [47]. Sin embargo, la mayoŕıa de los sistemas
no tiene solución anaĺıtica y g(I) debe ser estimado usando métodos de Monte Carlo.
3.1.1. g(I) a partir de muestreo simple
La densidad de estados puede ser calculada a partir de muestreo simple [24] que consiste
en generar una muestra de estados escogidos aleatoriamente, uniformemente distribúıdos en
todo el espacio de fase del sistema y contar cuandos estados en la muestra tienen el valor I.
Debido a la ley de los grandes números
g(I) ' V (I)
N
, (3-7)
donde V (I) es el histograma de visitas, esto es, el número de muestras en cada valor I y N es
el número total de muestras. La igualdad se logra para un número infinito de muestras. Este
método solo es últil cuando la densidad de estados es del mismo orden de magnitud para
todos los valores de I. En la mayoŕıa de sistemas esto no sucede, por lo tanto es necesario
utilizar otra estrategia, por ejemplo, muestro ponderado.
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3.1.2. g(I) a partir de muestro ponderado
Para esto es necesario realizar muestro ponderado con una distribución ĺımite que dependa
solo de I, i.e. P (x) = f [I(x)] con I(x) el valor de I en el estado x. Definamos P (I) como
la probabilidad de obtener el valor I de esta distribución. Como P (x) toma el mismo valor
P (x|I(x) = I) para todos los estados x con I(x) = I, P(I) iguala a P (x|I(x) = I) por el
número g(I) de estos estados, esto es,
P (I) = g(I)P (x|I(x) = I), y g(I) = P (I)
P (x|I(x) = I
. (3-8)
Debido a la ley de los grandes números, el histograma de visitas normalizado V (I)/N iguala
a P (I) en el ĺımite de un númeroN infinito de muestras, y puede ser usado como un estimado





= P (I), P (I) ' V (I)
N
. (3-9)
Entonces, g(I) puede ser estimado, también para N finito, como:
g(I) ' V (I)
N
1
P (x|I(x) = I)
. (3-10)
A continuación se presentan dos métodos útiles para ilustrar este punto: el Método Multi-
canónico y el Método de Wang-Landau.
3.2. Métodos de muestreo
3.2.1. Método Multicanónico
El Método Multicanónico propuesto por Berg [25, 53, 54, 55], consiste en muestrear todas
las enerǵıas E en algún intervalo de enerǵıa (EL, EH) con la misma probabilidad, esto es,
P (E) = constante. Con esto, V (E) será casi uniforme en el intervalo.
De acuerdo a la ecuación (3-8), muestrear con P (E) = constante implica muestrear con P (x)
dada por
P (x) ∝ 1/g[E(x)]. (3-11)
Entonces, se requiere suponer una densidad de estados de entrada. El método inicia suponien-
do ad hoc g0(E) muestreando con P (x) ∝ 1/g0[E(x)]. El histograma V0(E) obtenido de esta
manera se usa para mejorar la suposición realizada a partir de la ecuación (3-10), i.e.






El método itera este procedimiento hasta que el valor deseado para el error sea obtenido. Este
método también ha sido introducido por J. Lee en términos de la entroṕıa microcanónica
S(E) := ln[g(E)] de una manera muy intuitiva [26].
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En general, dif́ıcilmente se puede encontrar un observable f́ısico que tenga distribución normal
y dispersión baja en un rango de enerǵıas (EL, EF ), por lo que no se pueden realizar estudios
para el tiempo de estabilización del método multicanónico usando las técnicas tradicionales.
En el 2002, Guerra y Muñoz [52] propusieron una técnica para estimar teq basado en el
criterio de control estad́ıstido de la desviación χ2 entre el histograma de visitas acumulado
en un tiempo t y las frecuencias esperadas por la probabilidad de incluir en la muestra un







donde n es el número de veces que se repite el proceso y P (E) = 1/kE con kE el número de
enerǵıas muestreadas. Se obtuvo que:
teq = 0,27(15)L
2,80(13), con L el tamaño del sistema.
teq = 0,70(13)k
1,40(11)
E , donde kE es el número de enerǵıas en el rango muestreado
cuando el muestreo se realiza por ventanas de enerǵıa, manteniendo el ĺımite inferior
en el valor de enerǵıa mı́nima del sistema y el ĺımite superior se cambia en pasos
uniformes hasta alcanzar el máximo.
3.2.2. Método de Wang-Landau
Este método fue propuesto por F. Wang y D. P. Landau en el 2001[28]. Al igual que el método
Multicanónico, muestrea con P (x) ∝ 1/g[E(x)] a partir de distribuciones de probabilidad
a priori desconocidas, pero difiere en que el estimado de g(E) se afina a cada paso de la
simulación en lugar de entre corridas. Por lo anterior, no satisface la condición de balance
detallado y hasta el momento no existe prueba de que lleve al equilibrio.
Inicialmente puede suponerse por ejemplo g0(E) = 1. Cada vez que un nivel de enerǵıa E
es visitado, se actualiza la correspondiente densidad de estados multiplicando el valor actual
por un factor f > 1, esto es, g(E)→ fg(E). El factor de modificación inicial puede ser tan
grande como f = f0 = e
1 ' 2,71828, lo cual permite alcanzar todos los posibles niveles de
enerǵıa rápidamente aun para sistemas grandes. El proceso se realiza hasta que el histograma
de visitas V (E) sea plano1. En este punto, la densidad de estados converge al valor real con
una exactitud proporcional a ln(f). Luego se reduce el factor de modificación a uno mas fino
de acuerdo a una relación como f1 =
√
f0 (cualquier función que decrezca monótonamente
a 1 servirá) y se reinicia el histograma V (E). El proceso se repite hasta que algún valor
predefinido para f se alcance.
1Es imposible obtener un histograma de visitas plano. El término significa que el histograma V (E) para
todos los valores de E no es menos que un porcentaje establecido del histograma promedio 〈V (E)〉, por
ejempo, el 80 %.
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3.3. Principio básico de los métodos de histograma
En mecánica estad́ıstica clásica el promedio canónico de una cantidad f́ısica macroscópica Q




x exp (−E(x)/kBT )
, (3-14)
donde la suma corre sobre todas las posibles configuraciones del sistema, E(x) y Q(x) rep-
resentan los valores de la enerǵıa y de la cantidad Q en la configuración x, respectivamente,




















El ı́ndice x[E] representa todas las configuraciones con igual enerǵıa E, 〈Q(E)〉 corresponde
al promedio microcanónico de la cantidad Q a la enerǵıa E y g(E) a la densidad de estados
(el número de configuraciónes con enerǵıa E). Ambas son propiedades exclusivas del sistema
y son independientes del concepto de temperatura. La dependencia con la temperatura en el
promedio canónico se encuentra solamente en el factor de Boltzmann, lo cual sugiere que si se
pueden estimar g(E) y 〈Q(E)〉 en una sola simulación, se puede calcular 〈Q〉T para cualquier
temperatura T evitando aśı la necesidad de multiples corridas. Luego, el problema de sumar
por la ec. (3-14) sobre todas las configuraciones x se ha transformado en el problema de
contar cuantas configuraciones tienen la misma enerǵıa E. Esta constituye la base de todos
los métodos de histograma que difieren, principalmente, en la manera de estimar g(E) y que
deben su nombre al hecho de que requieren -como se verá en particular para el BHM- de los
histogramas de distintas cantidades, entre estas, el número de visitas realizadas a cada nivel
de enerǵıa E, V (E), conocido como histograma de visitas.
3.4. Método de Histograma Canónico o SHM
El método de histograma canónico fue introducido por Salsburg [14] y Verlet [56] y popular-
izado por Ferrenberg y Swendsen [15]. Es una técnica de re-ponderación que permite reusar
el conjunto de muestra obtenido a partir de muestreo ponderado con la distribución canónica
a temperatura T , para calcular promedios 〈Q〉′T a temperaturas T ′ 6= T .
Tomamos muestras con la distribución canónica a una temperatura T usando cualquier
dinámica de muestreo como las descritas en el caṕıtulo anterior. Acumulamos V (E), el
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histograma de visitas, y Q(E), i.e., la suma de Q(x) en cada estado de la muestra con
E(x) = E. A partir de la ecuación (3-10) obtenemos
g(E) ' CV (E) exp[E/kBT ], (3-17)





Con g(E) y 〈Q(E)〉 es posible estimar 〈Q〉T ′ a partir de la ecuación (3-3), en teoŕıa, para
cualquier otra temperatura T ′. Definiendo βT := 1/kBT , obtenemos
〈Q〉′T '
∑
E〈Q(E)〉V (E) exp[E(βT − βT ′)]∑
E V (E) exp[E(βT − βT ′)]
. (3-19)
Este método es especialmente útil para determinar, por ejemplo, la temperatura y el alto
de los picos de cantidades termodinámicas como el calor espećıfico Cv o la susceptibilidad
magnética χs cerca a una transición de fase, y ha sido ampliamente usado para determinar
la temperatura cŕıtica de muchos sistemas. Sin embargo, como la precición y exactitud
de g(E) dependen del número de visitas V (E), el cual se distribuye en el eje de enerǵıa
aproximadamente como una Gausiana con centro en 〈E〉T y ancho σE = T
√
kBCv(T ), en
las colas de la distribución hay tan pocas muestras que la estad́ıstica no es suficiente para

















Figura 3-1: Histograma de visitas V (E) para para el modelo de Ising 2D 16×16 a T = 2,269
con 10000 muestras.
El criterio usual para determinar el rango de temperaturas de validez del método es que
el valor medio 〈E〉T ′ no difiera de 〈E〉T por mas de 1 − σE, con σE = T
√
kBCv(T ). Esta































Figura 3-2: Capacidad caloŕıfica para el modelo de Ising 2D 16 × 16 con el método SHM
muestreando a T = 2,269.








En la figura 3-2 se muestra la capacidad caloŕıfica para el modelo de Ising 2D calculada
dentro de este rango con el método SHM.
3.5. Método de Histograma Ancho o BHM
El método de Histograma Ancho o BHM fue introducido por de Oliveira, Penna y Hermann
[17] en 1996. Es una técnica de análisis que permite determinar la densidad de estados g(I)
a partir de los promedios microcanónicos 〈Nup〉 y 〈Ndn〉 de las cantidades macroscópicas
Nup(x) y Ndn(x) definidas como el número de transiciones que incrementan o disminuyen la
enerǵıa I(x) del estado x en una cantidad fija ∆Ifix, respectivamente. Con esto se logra una
mayor exactitud en el cálculo de la densidad de estados con menos muestras que en el SHM
de manera que aumenta la rapidez de la simulación no solo tomando muestras de manera
mejorada si no extrayendo mayor información de éstas.
Imaginemos un protocolo de movimientos permitidos en el espacio de estados de un sistema
con grados de libertad discretos que satisfaga la condición de microrreversivilidad: el cambio
de una configuración x a una x′ es permitido si y sólo si el cambio de regreso también lo es.
Este puede ser definido mediante una matriz de transición
P (x|x′) =
{
1, si x→ x′ es permitido,
0, en caso contrario,
(3-21)
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con
P (x|x′) = P (x′|x). (3-22)
Estos movimientos son potenciales o virtuales en el sentido de que no son realizados pero
permiten calcular la densidad de estados g(E), como veremos más adelante.
Ahora definamos la cantidad macroscópica Nup(x)(Ndn(x)) como el número de movimientos
permitidos que aumentan(disminuyen) la enerǵıa de la configuración x en una cantidad fija
∆Efijo > 0.
Un protocolo de movimientos para el modelo de Ising consiste, por ejemplo, en voltear un
esṕın. De esta forma, Nup(x) es el número de espines de la configuración x que, si se llegaran
a voltear, incrementaŕıan la enerǵıa de la configuración en ∆Efijo, y Ndn(x) es el número de
espines que reduciŕıan dicha enerǵıa en el mismo valor.
Sean x y x′ configuraciones con enerǵıa E y E+∆Efijo, respectivamente. Como consecuencia







o de igual forma,
g(E)〈Nup(E)〉 = g(E + ∆Efijo)〈Ndn(E + ∆Efijo)〉. (3-24)
con 〈Nup(E)〉 y 〈Ndn(E + ∆Efijo)〉 los promedios microcanónicos de las cantidades Nup(x)
y Ndn(x
′), respectivamente.
Esta relación se conoce como ecuación BHM. Es exacta para cualquier modelo estad́ıstico
[57] y puede ser expresada como




Luego, una vez se hayan estimado 〈Nup(E)〉 y 〈Ndn(E)〉, se puede calcular de manera recur-
siva g(E)/g(E0) para todos los valores de E a partir de un punto inicial (E0, ln g(E0)).
Los promedios microcanónicos 〈Nup(E)〉 y 〈Ndn(E)〉 se pueden estimar de la manera usual,








donde la suma se extiende sobre todas las configuraciones x en la muestra Ω. Estos histogra-













22 3 Monte Carlo basado en la densidad de estados
siempre y cuando el proceso de muestreo sea tal que configuraciones con igual enerǵıa tengan
igual probabilidad de ser inclúıdas en la muestra. A partir de la ecuación (3-25) se define la
cantidad β(E) de la cual es posible obtener g(E)/g(E0) mediante integración numérica, de
nuevo, a partir de un punto inicial (E0, ln g(E0)):








Dos hechos importantes han de notarse. Primero, que el promedio 〈Q〉T es independiente del
valor g(E0) lo cual puede verse de la ecuación (3-15). Luego, el punto inicial (E0, ln g(E0)) es
irrelevante. Segundo, el método es independiente de la dinámica de muestreo empleada dentro
del proceso de Monte Carlo y además muestras obtenidas por métodos diferentes pueden
acumularse en un único conjunto de histogramas. En todos los casos, las correlaciones entre
muestras tienen que ser lo suficientemente pequeñas para evitar problemas en los estimados
de los promedios microcanónicos [58, 57].
3.5.1. Implementación
Los pasos necesarios para implementar el método BHM son:
1. Medir la enerǵıa E para la configuración actual del sistema.
2. Acumular en los cuatro histogramas V (E), Q(E), Nup(E) y Ndn(E) para un ∆E fijo.
3. Repetir N veces los pasos 1 y 2 para completar el número de muestras deseadas.






y (3-28) para estimar los promedios microcanónicos.
5. Obtener g(E) a partir de la ecuación BHM (3-24).





E g(E) exp (−E/kBT )
. (3-31)
3.5.2. BHM para el modelo de Ising 2D
Como ejemplo del funcionamiento del BHM presentamos resultados para el modelo de Ising
2D. Como se dijo anteriormente, una de las ventajas del método es que permite unir, en un
solo análisis, muestras obtenidas a diferentes temperaturas. Con esto, se aumenta el rango de
enerǵıas muestreadas y por lo tanto el rango de validez en la densidad de estados. El criterio














































Figura 3-3: Capacidad caloŕıfica y β(E) para el modelo de ising 2D tamaño 16 × 16. Los
resultados fueron obtenidos usando el algoritmo de Metropolis como dinámica
de muestreo y analizando datos con el SHM a T = 2,269 y el BHM a varias
temperaturas.
usual para establecer la separación entre las temperaturas es el mismo usado en el caso del
SHM (ver ec. (3-20)). Los resultados obtenidos para la capacidad caloŕıfica espećıfica Cv y
la función β(E) se muestran en la gráfica 3-3.
Se observa como el BHM funciona en un rango de temperaturas mucho mayor que el SHM
con un menor error estad́ıstico.
4 Método de Histograma Ancho
Markoviano
En el caṕıtulo anterior se presentaron los métodos de Wang-Landau y Multicanónico como
dinámicas de muestreo. Ambos permiten estimar la densidad de estados del sistema en
menor tiempo y con mejores resultados en comparación con dinámicas de muestreo simple
y ponderado, pero solo el Método Multicanónico satisface la condición de balance detallado
debido a que la densidad de estados se actualiza entre corridas y no de configuración a
configuración como en Wang-Landau. También se presentó el Método BHM como técnica de
análisis. Este permite calcular la densidad de estados a partir del número de trancisiones que
incrementan o disminuyen la enerǵıa del sistema en una cantidad fija, con lo cual se logra
extraer mayor información de las muestras tomadas y calcular promedios de observables en
un rango mas amplio de temperatura. En este caṕıtulo se combinan los Métodos de Wang-
landau, Multicanónico e Histograma Ancho para lograr un nuevo Método de Histograma
que denominamos Método de Histograma Plano Markoniano, y se prueba para el modelo de
Ising 2D.
4.1. Principio básico del Método de Histograma Ancho
Markoviano
El Método de Histograma Ancho Markoviano, MBHM, consta de dos partes. Una primera
en la cual se realiza un ciclo de muestreo con el Método de Wang-Landau y el análisis
de los datos acumulados con BHM para estimar la densidad de estados del sistema. En la
segunda parte se usa el Método Multicanónico como dinámica de muestreo tomando como
dato de entrada para la densidad de estados el estimado realizado en la parte uno, para
posteriormente analizar los datos tomados de nuevo con BHM. De esta manera, el método
satisface la condición de balance detallado, por lo cual se garantiza que las configuraciones
muestreadas constituyen una cadena de Markov. Como criterio para finalizar la toma de
datos en ambas partes, se exige que el histograma acumulado de visitas a cada nivel de
enerǵıa del sistema sea plano.
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4.1.1. Implementación
De manera general, la implementación del Método de Histograma Plano requiere los sigu-
ientes pasos:
Realizar un ciclo de muestreo con el Método de Wang-Landau.
Calcular la densidad de estados usando el BHM como técnica de análisis.
Usar el Método Multicanónico tomando como densidad de estados la calculada en el
paso anterior.
Analizar de nuevo los datos con usando el Método de Histograma Ancho.
O, de manera más espećıfica,
1. Suponer una densidad de estados inicial g0(E).
2. Medir la enerǵıa E para la configuración actual del sistema.
3. Acumular en los cuatro histogramas g0(E), V (E), Nup(E) y Ndn(E) para un ∆E fijo.
4. Repetir los dos pasos anteriores hasta que el histograma V (E) sea plano.
5. Obtener g(E) a partir de la ecuación BHM (3-24).
6. Tomar g0(E) = g(E) para la toma de muestras.
7. Medir la enerǵıa E para la configuración actual del sistema.
8. Acumular en los cuatro histogramas V (E), Q(E), Nup(E) y Ndn(E) para un ∆E fijo.
9. Repetir los dos pasos anteriores hasta que el histograma V (E) sea plano.
10. Obtener g(E) a partir de la ecuación BHM (3-24).






y (3-28) para estimar los promedios microcanónicos.





E g(E) exp (−E/kBT )
. (4-2)
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4.2. Método de Histograma Ancho Markoviano para el
modelo de Ising 2D
Cuando se requiere probar un nuevo algotitmo es conveniente hacerlo en una teoŕıa pequeña,
que tarde poco tiempo en ser simulada sin grandes requerimientos computacionales y para
la cual exista solución teórica. El ejemplo clásico en mecánica estad́ıstica es el modelo de
Ising: como se estableció en el caṕıtulo 2 es solucionable teóricamente en 1D [44] y 2D [45],
y su simulación toma sólo unos pocos minutos en un computador personal ordinario. Por
esta razón, el modelo en 2D se usó como terreno de prueba para el Método de Histograma
Ancho Markoniano. Se realizaron simulaciones de una red tamaño 8× 8 con condiciones de
frontera periódicas, H = 0, 10 corridas. Las barras de error se calcularon usando jacknife,
































































Figura 4-1: Histograma de visitas y logaritmo natural de la densidad de estados para cada
nivel de enerǵıa por esṕın del modelo de Ising 2D, usando Wang-Landau cono
dinámica de muestreo, BHM como técnica de análisis y la densidad de estados
teórica calculada por P.D. Beale.
En la figura 4-1 se muestran el histograma de visitas para cada nivel de enerǵıa por esṕın
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obtenido en el ciclo de Wang-Landau, y el estimado de la densidad de estados del sistema
realizado aplicando la ecuación BHM (3-24). Se observa claramente que V (E) tiende a ser
plano, de acuerdo al criterio escogido, desviación menor al 10 % respecto al número promedio
de visitas a cada nivel de enerǵıa, y que g(E) es bastante cercano al teórico, por lo cual
es mejor suposición de entrada para el Método Multicanónico en comparación a g0(E) =































































Figura 4-2: Histograma de visitas y logaritmo natural de la densidad de estados para cada
nivel de enerǵıa por esṕın del modelo de Ising 2D, usando el Método Multi-
canónico como dinámica de muestreo, BHM como técnica de análisis y la den-
sidad de estados teórica calculada por P.D. Beale.
En la segunda parte del nuevo Método se mantuvo el criterio para finalizar el ciclo de
muestreo, lograr una dispersión menor al 10 % respecto al promedio de visitas en cada nivel de
enerǵıa por enlace. El cálculo de la densidad de estados en cambio mejora considerablemente:
en la gráfica 4-2 se observa que g(E) conincide con el valor teórico.
Finalmente, se calculan la enerǵıa y la capacidad caloŕıfica para el modelo, y se compara
con las obtenidas usando la densidad de estados teórica y simulaciones con el algoritmo de
Metropolis. Claramene se observa en ambas figuras una mejora considerable con el Método


















































Figura 4-3: Enerǵıa y capacidad caloŕıfica para el modelo de Ising usando la densidad de
estados teórica calculada por P.D. Beale, el algoritmo de Metropolis y el Método
de Histograma Ancho Markoviano.
de Histograma Ancho Markoviano reflejada en que se pueden calcular valores promedio del
observable en todo el rango de temperatura deseado, con barras de error más pequeñas.
5 Teoŕıas Gauge Abelianas en el Lattice
En 1974 K. G. Wilson presentó la formulación general de una teoŕıa gauge no abeliana en el
lattice [6]. Desde entonces, el lattice se ha convertido en la herramienta no perturbativa mas
popular para estudiar teoŕıas gauge ya que ofrece ventajas que no se tienen en el continuo:
permite considerar teoŕıas formuladas en un espacio tiempo discretizado de tamaño finito e
incluso introducir de manera directa varibles que sean elementos de algún grupo de simetŕıa
finito.
En este caṕıtulo se presentan los fundamentos teóricos de la formulación propuesta por
Wilson y se introduce el modelo gauge abeliano discreto en el lattice mas sencillo: el modelo
Z2.
5.1. Teoŕıas Gauge
Una teoŕıa gauge [3, 4] es un tipo especial de teoŕıa de campo que se construye exigiendo
que el lagrangiano sea invariante bajo un cierto grupo continuo de transformaciones locales:
la simetŕıa gauge es el principio fundamental que determina la forma del lagrangiano.
Las transformaciones bajo las cuales el lagrangiano es invariante, denominadas transforma-
ciones gauge, forman un grupo de Lie [59] el cual es conocido como el grupo gauge de la
teoŕıa. Asociado a un grupo de Lie está el álgebra de Lie de los generadores del grupo. Para
cada generador hay un correspondiente campo vectorial llamado campo gauge. Los campos
gauge son introducidos en el lagrangiano para asegurar su invariancia bajo las transforma-
ciones del grupo: invariancia gauge. Cuando la teoŕıa es cuantizada, aparecen los cuantos de
los campos gauge, los bosones gauge.
En f́ısica, si el grupo de simetŕıa es conmutativo la teoŕıa gauge se denomina abeliana y si
es no conmutativo se denomina no abeliana o de Yang-Mills. Ejemplos de estas teoŕıas son
la Electrodinámica Cuántica o QED cuyo grupo de simetŕıa es el U(1), y la Cronodinámica
Cuántica o QCD, cuyo grupo de simetŕıa es el SU(3).
La importancia de las teoŕıas gauge radica en su éxito para explicar las interacciones entre
part́ıculas elementales. El mayor avance logrado en este sentido hasta el momento lo consti-
tuye el Modelo Estándar de Part́ıculas [1]. Éste es una teoŕıa gauge no abeliana con grupo de
simetŕıa SU(3)c⊗SU(2)L⊗U(1)Y que incluye la fuerza electromagnética y las interacciones
fuerte y débil. Tiene un total de 12 bosones gauge: el fotón, tres bosones débiles, Z0, W+ y
W−; y 8 gluones.
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Como se mencionó en la introducción, la teoŕıa de perturbaciones, herramienta de cálculo
mas exitosa en teoŕıa de campos, falla para teoŕıas fuertemente interactuantes como la QCD.
Entre las alternativas está la simulación computacional basada en la formulación de teoŕıas
de campo en el ret́ıculo o lattice.
5.2. El Lattice
La formulación de una teoŕıa gauge en el lattice busca proveer la posiblidad de calcular
numéricamente la integral de camino. Requiere de los siguientes pasos:
1. Discretización del espacio tiempo: Aunque hay muchas maneras de hacerlo la topoloǵıa
mas usada es la de una grilla hipercúbica cuatrodimensional isotrópica. Otro tipo de
redes han sido poco estudiadas debido a que la complejidad en la implementación
computacional aumenta considerablemente y no hay evidencia de que mejoren los re-
sultados f́ısicos obtenidos.
2. Transcripción de los grados de libertad gauge y fermiónicos: Los campos de materia
pueden ser representados de manera directa como variables de Grassmann. La tran-
scripción de los campos gauge es menos intuitiva. Cuando un fermión se mueve de x a
y en presencia de un campo gauge Aµ(x), adquiere un factor de fase dado por el pro-
ducto ordenado ψ(y) = Pe
∫ y
x igAµ(x)dxµψ(x). La versión discretizada de este producto
es U(x, x + µ̂) ≡ Uµ(x) = eiagAµ(x+
µ
2
), donde el campo Aµ se define en el punto medio
del enlace y U representa un elemento del grupo de simetŕıa gauge de la teoŕıa.
3. Construcción de la acción: La construcción de la acción se realiza discretizando la
acción de la teoŕıa en el continuo y adicionando los terminos necesarios para que se
recobre la teoŕıa original al tomar el ĺımite a → 0, con a el espaciamiento de la red.
El procedimiento no es directo debido a que para la parte fermiónica se presenta el
problema de doblamiento de especies.
4. Definición de la medida de integración en la integral de camino: Debido a que los
campos Aµ en el lattice son reemplazados por los elementos del grupo, se usa la medida
invariante de grupo de Haar. Esta medida de define se manera que para cualesquiera







dU = 1, (5-1)
donde f(U) es una función arbitaria sobre el grupo. Tiene la ventaja adicional de que
en tratamientos no perturbativos evita el problema de fijar el gauge en la integral de
camino para algunos cálculos
5. Transcripción de los operadores usados para estudiar la f́ısica: Se construyen con base
en la nueva geometŕıa y las nuevas variables de campo.
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5.3. Modelo Z2
Este modelo fue introducido por Wegner en 1971 como un ejemplo de una estructura de
fases no trivial pero sin un parámetro de orden local [60], y representa una generalización a
una interacción invariante gauge del modelo de Ising. Al igual que en la formulación usual
de teoŕıas gauge en el lattice [61, 62], el modelo se define en una red hipercúbica cuatro-
dimensional en la que a cada enlace entre un par de vecinos más cercanos i y j se le asocia
un elemento Uij del grupo abeliano bajo la multiplicación ordinaria Z2 = {1,−1}.









La suma corre sobre todas las plaquetas, 2, o cuadrados fundamentales en el lattice y
S2(U2) = 1− U2,
= 1− Re(UijUjkUklUli), (5-4)
con i, j, k, l los vértices del cuadrado en cuestión, tomados en orden circular. De la ecuación
(5-4) se ve que la acción está definida como una cantidad real.











donde D representa la dimensión del sistema y
Pijkl =

1, si i, j, k, l representan vertices circulando
alrededor de un cuadrado fundamental o
plaqueta del lattice,
0, en caso contrario.
El factor 1/2D en la ecuación (5-5) se introduce debido a que cada plaqueta se cuenta 2D
veces en la suma: D veces en cada una de las dos orientaciones.





donde la suma corre sobre todo los posibles valores de las variables Uij y β representa la
constante de acoplamiento del sistema.
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5.4. El loop de Wilson
El observable que determina la estructura de fases de una teoŕıa gauge en el lattice es el loop
de Wilson [6], que se define como
W (C) = Re(Tr(U(C))), (5-7)
donde C es un contorno cerrado en el lattice y la traza corresponde a multiplicar de manera
orientada los elementos del grupo asignados a los enlaces que conforman este contorno. Esta
operación es independiente del punto de partida por lo cual el loop de Wilson es invariante
gauge. El contorno cerrado C más simple corresponde a una plaqueta, en este caso
W (2) = Re(UijUjkUklUli) = U2 (5-8)
y se denomina loop de Wilson 1× 1.
Con base en la analoǵıa existente entre la enerǵıa en mecánica estad́ıstica y la acción en
teoŕıa de campos, se define la enerǵıa E de una plaqueta como
E = 1−W (2). (5-9)
Ésta ha sido calculada para el modelos Z2 usando métodos tradicionales y su forma se
muestra en la figura 5-1.
Los datos se obtuvieron promediando valores de E obtenidos primero aumentando y luego
disminuyendo β. El ciclo de histéresis presente alrededor de β = 0,5 sugiere que el sistema
presenta una transición de fase de primer orden.












































Figura 5-1: Enerǵıa interna para el modelo Z2 en 2D y 3D, a distintos tamaños, con el
algoritmo de Metropolis.
6 Método de Histograma Ancho
Markoviano para Teoŕıas Gauge en el
Lattice
Estudiar teoŕıas como la QCD en el lattice requiere de un gran poder de cómputo. Además,
los tiempos de simulación para algunos cálculos aun son muy grandes por lo cual en la
mayoŕıa de los casos es necesario usar supercomputadores. Por otro lado, problemas como
el de la acción compleja [31, 30] y el del signo [63] han frenado el avance en esta área, y
forzado a los investigadores a centrar gran parte de sus esfuerzos en la generación de nuevos
algoritmos.
En el lattice el modelo más sencillo que se puede construir con variables discretas es el Z2. Es
abeliano y a pesar de que no se le conoce solución teórica, existen simulaciones realizadas con
los métodos tradicionales de Monte Carlo. Por esta razón es ideal como terreno de prueba.
6.1. Extensión del Método de Histograma Ancho a
Teoŕıas Gauge en el Lattice
Como sugiere J.D. Muñoz en su tesis doctoral [24], el método BHM puede ser extendido a
teoŕıas gauge en el lattice. Consideremos por ejemplo un modelo de Ising con simetŕıa gauge d-
dimensional [60], con una dimensión temporal y d−1 dimensiones espaciales. Luego, considere
vectores unitarios µ en cada dirección y asigne un esṕın σ(i, µ) en cada enlace entre puntos
i, i + µ. La acción se define sumando las contribuciones S[P (i, µν)] de todos los cuadrados
primitivos, o plaquetas, P (i, µν) en el sistema, con P (i, µν) la plaqueta entre los lugares








donde Sx es la acción para la configuración x. Para el modelo de Ising con simetŕıa gauge,
la contribución de cada plaqueta es el producto de todos los cuatro espines en ella, esto es,
S[P (i, µν)] = σ(i, µ)σ(i + µ, ν)σ(i + µ + ν,−µ)σ(i, ν). La densidad de estados g(E) puede
tomarse, como es usual, con Ex = Sx, y el Método BHM puede ser aplicado usando el mismo
procedimiento que para el modelo de Ising clásico presentado en el caṕıtulo 3.
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Para teoŕıas gauge mas generales como la QCD en el lattice, los elementos asignanos a
los enlaces dejan de ser espines y se convierten en matrices perteneciantes al grupo de
simetŕıa gauge. Los campos fermiónicos, en cambio, se asignan a los puntos de la red. En
general, la acción tendrá tres contribuciones: una correspondiente al producto de los cuatro
elementos asignados a las plaquetas, relacionada con la contribución de los campos gauge,
otra correspondiente a la contribución de los campos fermiónicos y el término de interacción
entre los dos tipos de campos. Manteniendo la analoǵıa entre Ex y Sx, el Método BHM puede
ser extendido de manera general a teoŕıas gauge en el lattice.
6.1.1. Implementación
De acuerdo a lo anterior, la implementación del Método de Histograma Plano Markoviano
para teoŕıas gauge en el lattice requiere los siguientes pasos:
Realizar un ciclo de muestreo con el Método de Wang-Landau.
Calculara la densidad de estados usando el BHM como técnica de análisis.
Usar el Método Multicanónico tomando como densidad de estados la calculada en el
paso anterior.
Analizar de nuevo los datos con usando el Método de Histograma Ancho.
O, de manera más espećıfica,
1. Suponer una densidad de estados inicial g0(S).
2. Medir la acción S para la configuración actual del sistema.
3. Acumular en los cuatro histogramas g0(S), V (S), Nup(S) y Ndn(S) para un ∆S fijo.
4. Repetir los dos pasos anteriores hasta que el histograma V (S) sea plano.
5. Obtener g(S) a partir de la ecuación BHM (3-24).
6. Tomar g0(S) = g(S) para realizar el muestreo.
7. Medir la acción S para la configuración actual del sistema.
8. Acumular en los cuatro histogramas V (S), Q(S), Nup(S) y Ndn(S) para un ∆S fijo.
9. Repetir los dos pasos anteriores hasta que el histograma V (S) sea plano.
10. Obtener g(S) a partir de la ecuación BHM (3-24) reemplazando la enerǵıa por la acción
del sistema.
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y (3-28) para estimar los promedios microcanónicos.
12. Calcular el promedio canónico del observable Q para cualquier valor de la constante




S g(S) exp (−βS)
. (6-3)
6.2. Método de Histograma Ancho Markoviano para el
Modelo Z2
Siguiendo los pasos de implementación descritos anteriormente, aplicamos el MBHM para
estudiar el modelo Z2. Las simulaciones se realizaron para el modelo en 2D y 3D, ambos sin
solución teórica, por lo que a diferencia del caṕıtulo 4, solo comparamos los resultados con
los obtenidos a partir del algoritmo de Metropolis.
En la figura 6-1 se muestra la densidad de estados obtenida durante los ciclos de Wang-
Landau y Multicanónico en 2D a partir de los histogramas de visitas.
Como criterio para finalizar la toma de muestras tanto en el ciclo de Wang-Landau como
en el ciclo de Multicanónico, se estableció que cada nivel de enerǵıa hubiera sido visitado al
menos una vez. En ambos casos se observa una forma funcional para la densidad de estados
simétrica, con mı́nimos en los extremos del eje de enerǵıa y un máximo en el centro. Esta
forma es acorde a lo que se espera para el modelo Z2 dada su topoloǵıa y el hecho de que la
enerǵıa depende del producto de los elementos asignados a los lados de una plaqueta funda-
mental en el lattice: la conmutatividad en la multiplicación causa la degeneración observada.
La conincidencia de la densidad de estados estimada con Wang-Landau y con MBHM es
notable a pesar de las pocas visitas que se realizan a algunos niveles de enerǵıa.
En la figura 6-2 se observa la enerǵıa en función de la constante de acomplamiento a partir
de MBHM y Metropolis. La forma funcional no sugiere la existencia de una transición de
fase, pero claramente se observa que los datos obtenidos con ambos métodos coninciden,
confirmando la aplicación exitosa, por primera vez, de un método de histograma para una
teoŕıa gauge en el lattice.
En la figura 6-3 se muestra la densidad de estados obtenida durante los ciclos de Wang-
Landau y Multicanónico en 3D a partir de los histogramas de visitas.
Al igual que en 2D, se usó como criterio para detener ambos ciclos que cada nivel de enerǵıa
del sistema hubiera sido visidato al menos una vez. De nuevo, tanto la forma funcional de la
densidad de estados como la coincidendia entre los estimados realizados en ambos ciclos del
MBHM es notable.





















































































































Figura 6-1: Histograma de visitas y logaritmo natural de la densidad de estados para el
modelo Z2 en 2D 8× 8. El error se calculó con jacknife, a partir de 10 corridas,





















Figura 6-2: Enerǵıa en función de la constante de acoplamiento para el modelo Z2 en 2D
8× 8. El error se calculó con jacknife, a partir de 10 corridas, con un factor t de
student para 99 % de confiabilidad.
En la figura 6-4 se observa la enerǵıa en función de la constante de acoplamiento para Z2 en
3D a partir del MBHM y Metropolis. Esta vez, la forma funcional sugiere la existencia de


















































































































Figura 6-3: Histograma de visitas y logaritmo natural de la densidad de estados para el
modelo Z2 en 3D tamaño 6
3.El error se calculó con jacknife, a partir de 5
corridas, con un factor t de student para 99 % de confiabilidad
una transición de fase alrededor de β = 0,7. Además, los datos obtenidos con ambos métodos






















Figura 6-4: Enerǵıa en función de la constante de acoplamiento para el modelo Z2 en 3D
tamaño 63.El error se calculó con jacknife, a partir de 5 corridas, con un factor
t de student para 99 % de confiabilidad














Metropolis inicio ordenado 2
4
Metropolis inicio desordenado 2
4
Metropolis inicio ordenado 4
4
Histograma Ancho Markoviano
Figura 6-5: Enerǵıa con Metropolis e Histograma Ancho Markoviano para Z2 en 4D, tamaño
24.
El Método de Histograma Ancho Markoviano también se probó para el modelo Z2 en 4D
(ver fig. 6-5), pero solo para el tamaño de red mas pequeño posible, 24, se pudo calcular con
la plataforma de cómputo disponible (portatil DELL 1420 con procesador intel core 2 duo
2.2GHz). Para sistemas un poco más grandes es necesario realizar algunos optimizaciones
al código, o usar nuevas arquitecturas de cómputo, por ejemplo basadas en CUDA, que
son una excelente opción para modelos de red cuya topoloǵıa favorece la paralelización. A
pesar de los pocos resultados obtenidos en 4D, se logra vislumbrar una ventaja enorme del
nuevo método: mientras con Metropolis se detecta un ciclo de histéresis en el cálculo de la
enerǵıa del sistema, al iniciar con configuraciones ordenadas y desordenadas, y las barras
de error alrededor de este punto divergen, con nuestro método se puede calcular de manera
continua y la divergencia en el error desaparecen. Es decir, el Método de Histograma Ancho
Markoviano permitirá calcular los exponentes cŕıticos del modelo Z2 en 4D, los cuales se
desconocen hasta el momento.
7 Conclusiones
Los métodos de Wang-Landau y Multicanónico han probado ser dinámicas de muestreo
efectivas para estudiar sistemas clásicos como el modelo de Ising 2D. Ambos permiten estimar
la densidad de estados del sistema, Wang-Landau con mayor rapidez, pero solo Multicanónico
cumple con la condición de balance detallado, lo cual garantiza que la toma de datos se realiza
en configuraciones de equilibrio del sistema. Por otro lado, el método BHM ha probado ser
exitoso como técnica de análisis: permite obtener mayor información a partir de los datos
tomados en una sola corrida. En este trabajo proponemos una manera de combinar los
tres métodos para construir uno nuevo que denominamos Método de Histograma Ancho
Markoviano y consiste en:
Realizar un ciclo de muestreo con el Método de Wang-Landau.
Calcular la densidad de estados usando el BHM como técnica de análisis.
Usar el Método Multicanónico tomando como densidad de estados la calculada en el
paso anterior.
Analizar de nuevo los datos con usando el Método de Histograma Ancho.
El nuevo método fue probabo con éxito para el modelo de Ising 2D, y no solo reproduce los
resultados teóricos, si no que aumenta la rapidez y precisión en el estimado de la densidad de
estados del sistema, además de permitir calcular el valor promedio de observables en todo el
rango de temperaturas con datos obtenidos de una sola corrida, en comparación a algoritmos
tradicionales como el de Metropolis.
Luego, proponemos una manera general de extender el Método de Histograma Ancho como
técnica de análisis a Teoŕıas Gauge en el Lattice. Esto se logró usando la analoǵıa existente
entre la enerǵıa y la temperatura en la función de partición clásica, y la acción y la constante
de acoplamiento en la integral de camino de una teoŕıa gauge. Como terreno de prueba,
usamos el modelo Z2 en 2D y 3D, que corresponde al modelo gauge abeliano en el lattice
más sencillo que puede simularse. Aqúı, aunque no se conoce solución teórica, de nuevo el
Método de Histograma Plano Markoviano mejora los estimados de la densidad de estados del
sistema, disminuye el error en el cálculo de observables y permite obtener mayor información
con los datos de una sola corrida, en relación con el algoritmo de Metropolis. Este resultado
es el primer intento de extensión de un método de histograma a teoŕıas gauge en el lattice
que ha resultado exitoso. Anteriormente Fodor y Katz [29] obtuvieron resultados para un
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rango limitado de valores de la constante de acoplamiento usando un método basado en el
SHM, y Berg y Bazavov [25] fracasaron en su intento de extender el Método Multicanónico
al modelo U(1).
El Método de Histograma Ancho Markoviano también se probó para el modelo Z2 en 4D,
pero solo para el tamaño de red mas pequeño posible, 24, se pudo calcular con la plataforma
de cómputo disponible (portatil DELL 1420 con procesador intel core 2 duo 2.2GHz). Para
sistemas un poco más grandes es necesario realizar algunos optimizaciones al código, o usar
nuevas arquitecturas de cómputo, por ejemplo basadas en CUDA, que son una excelente
opción para modelos de red cuya topoloǵıa favorece la paralelización. A pesar de los pocos
resultados obtenidos en 4D, se logra vislumbrar una ventaja enorme del nuevo método:
mientras con Metropolis se detecta un ciclo de histéresis en el cálculo de la enerǵıa del sistema,
al iniciar con configuraciones ordenadas y desordenadas, y las barras de error alrededor
de este punto divergen, con nuestro método se puede calcular de manera continua y la
divergencia en el error desaparece. Es decir, el Método de Histograma Ancho Markoviano
permitirá calcular los exponentes cŕıticos del modelo Z2 en 4D, los cuales se desconocen
hsata el momento.
Además de continuar con los cálculos para modelos discretos como el Z2 en distintas di-
mensiones, el siguiente paso en nuestro trabajo, será aplicarlo a sistemas continuos, como el
modelo U(1), basados en la propuesta de J.D. Muñoz en su tesis doctoral [24]. Incialmente
se consideró llegar hasta este punto, pero falta de tiempo para ahondar en optimizaciones
del código y mejores recursos computacionales impidieron su realización.
Este trabajo abre la posiblidad de seguir extendiendo Métodos de Histograma como técnicas
de muestreo y análisis a Teoŕıas Gauge en el Lattice. Los Métodos de Histograma han probado
ser exitosos en la optimización de simulaciones para sistemas clásicos y podŕıan contribuir
enormemente en el mejoramiento de los algoritmos actualmente usados en LatticeQCD, donde
problemas como el de la acción compleja [30, 31] han estancado el área en las últimas décadas.
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