Abstract-A common problem encountered in disciplines such as statistics, data analysis, signal processing, textual data representation, and neural network research, is finding a suitable representation of the data in the lower dimension space. One of the principles used for this reason is a factor analysis. In this paper, we show that Hebbian learning and a Hopfield-like neural network could be used for a natural procedure for Boolean factor analysis. To ensure efficient Boolean factor analysis, we propose our original modification not only of Hopfield network architecture but also its dynamics as well. In this paper, we describe neural network implementation of the Boolean factor analysis method. We show the advantages of our Hopfield-like network modification step by step on artificially generated data. At the end, we show the efficiency of the method on artificial data containing a known list of factors. Our approach has the advantage of being able to analyze very large data sets while preserving the nature of the data.
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I. INTRODUCTION
A COMMON problem encountered in disciplines such as statistics, data analysis, signal processing, textual data representation and neural network research, is finding a suitable representation of the data in the lower dimension space. One of the principles suited for this reason is a factor analysis [1] . The main goals of factor analysis methods application are as follows: 1) to reduce the number of variables and 2) to detect structures in the relationships between variables, that is to classify variables.
Therefore, factor analysis is applied as a data reduction or structure detection method (the term factor analysis was first introduced by Thurstone [2] ).
In [3] , the Hopfield-like network analysis and computer simulations showed that an attractor neural network is capable of performing a Boolean factor analysis of real data. As a first attempt, such neural network was successfully applied to analyses of textual data [4] , [5] and parliamentary voting data [6] . Although the results obtained for the real data looked quite reasonable, they do not allow a direct estimation of the correctness and completeness of factor searches as we have no list of the proper factors in advance. To prove that our method works properly, we used artificial testing data containing a known list of factors. Then, we checked whether the list of factors found by our procedure corresponded to this known list. The results of this testing are analyzed as part of this paper. Factor analysis is a procedure which maps original signals into the space of factors. There are many types of factor analyzes. The well-known linear factor analysis implies that each original signal can be presented as (1) where is a matrix of factor loadings ( is the dimensionality of signal space and is the number of factors) and is a vector of factor scores. Each component of gives a contribution of the corresponding factor to the original signal. Each vector-column of loading matrix represents the corresponding factor in the signal space. We will call these vectors "factors." Mapping the original space to the factor space means that signals are represented by the vectors instead of the original vectors. There exist many approaches to signal representations in the form (1) based on the supposed model of a signal space. The most popular are: principal component analysis (PCA), when factors are eigenvectors of a covariation matrix; independent component analysis (ICA), when factors are chosen in such a way that factor scores became statistically independent as much as possible; sparse component analysis (SPA), when most factors scores have value 0; and nonnegative matrix factorization (NMF), when the elements of , and are nonnegative. Different versions of these approaches are extensively discussed in modern literature (see [7] - [15] as examples) and some of them suppose neural network implementation [8] , [9] .
Boolean factor analysis implies that a composite vector signal has a form of the Boolean sum of weighted binary factors (2) In this case, original signals, factor scores, and factor loadings are binary. Mapping of the original signal to the factor space means an expression of the signal in terms of the factors mixed in the signal and the factor scores.
There are many cases where scientific data requires Boolean factor analysis [16] . However, there is no general algorithm for the analysis except a brute force search. This method requires an exponentially increasing number of trials as the dimension of the pattern space increases. It can, therefore, only be used when this dimension is relatively small. In cases of large dimensionality, it was a challenge [3] to develop the Hopfield-like neural-network-based algorithm for Boolean factor analysis. In the neural network approach, neurons correspond to the components of vector signals. During the learning stage, neurons that represent one common factor fire together when the factor appears in the signal. Due to the correlational Hebbian rule, these neurons become more tightly connected than those belonging to different factors. The different factor neurons are firing together only by chance (so, in the limit case, we can consider these factors as statistically independent). Thus, neurons of factors constitute attractors of network dynamics. However, the network dynamics converge to one of the factors only when the initial state falls inside its attraction basin. In other cases, it converges to one of the spurious attractors. Since generally, there is no a priori information on factors, the initial network state can only fall into a factor attraction basin by chance. Therefore, the ability of a Hopfield-like network to perform factor searches is determined by the following two aspects: 1) by the probability that network activity converges to one of the factors starting from a random state and 2) by the possibility to distinguish between true (factors) and spurious attractors. As show in [3] , this ability mainly depends on two network parameters: the sparseness of factor encoding and the relative informational loading where is the dimensionality of the signal space and at the same time the total number of neurons. Sparseness is determined by the ratio of active neurons in the factor to their total number. We have restricted our study to cases of sparsely encoded factors, i.e., cases where . The reason for this is as follows: Boolean superposition of even relatively small numbers of densely encoded factors results in input signals as binary vectors composed almost entirely of entries with value 1. In this extreme case, information on factors is lost, and therefore, factor analysis of such signals is clearly impossible. We suppose that the number of factors mixed in each signal is rather large (but, nevertheless, mush smaller than the total numbers of factors), and therefore, factors must be encoded sparsely. We call the mean number of factors mixed in each signal the signal "complexity" .
Our approach is in the main stream of contemporary research of a factor analysis application to data dimension reduction as well as to research of factor analysis methods as such. First, since in factor analysis method assumed scores are having values 0 or 1, it could be related to the methods of NMF [15] . Second, since a signal complexity is assumed to be much smaller than the total number of factors, then the most factor scores have value 0, and thus, our method could be related to methods of SPA [12] - [14] . Last, since the appearance of different factors in signals is assumed to be statistically independent, our method is mostly related to the methods of ICA [11] , [10] .
In this paper, we investigate the two-run procedure for factor searches, first proposed in [4] . We have set out this paper as follows. The procedure for factor searches is described in Section II. Section III investigates the limit case of Boolean factor analysis when input signals are pure factors , i.e., the learning used is the same as for an ordinary sparsely encoded associative Hopfield network. The case for a large complexity is analyzed in Section IV. In Section V, we discuss the results.
II. LEARNING AND RECALL PROCEDURES
Binary patterns of the signal space are interpreted as activities of binary neurons (1-active, 0-nonactive). Each pattern of the learning set is stored in the matrix of synaptic connections according to Hebbian rule (3) where is the number of patterns in the learning set and bias is the total activity of the th pattern. This form of bias corresponds to the biologically plausible global inhibition being proportional to overall neuron activity.
In addition to the principal neurons of the Hopfield network, we introduced one special inhibitory neuron which was activated during the presentation of every pattern of the learning set and was connected with all the principal neurons by bidirectional connections. Patterns of the learning set are stored in the vector of the connections according to the Hebbian rule (4) where is a mean activity of the th neuron in the learning set and is a mean activity of all neurons in the learning set. We also supposed that the excitability of the introduced inhibitory neuron decreases inversely proportional to the size of the learning set, being after all patterns are stored. In the recall stage, its activity is then where is transposed . The inhibition produced in all principal neurons of the network is given by vector . Thus, the inhibition is equivalent to the subtraction of from where is a vector with components . As shown later, first, the subtraction completely suppressed two global spurious attractors which dominate in the network dynamics for , and second, made the size of the attractor basins around factors be independent of signal complexity . In fact, adding the inhibitory neuron is equivalent to replacing the ordinary connection matrix by the matrix . To reveal the factors, we used the two-run recall procedure. Its initialization starts by the presentation of a random initial pattern with active neurons. Activity is supposed to be much smaller than the activity of the factors, i.e.,
. On presentation of , network activity evolves to an attractor. This evolution is determined by the synchronous discrete time dynamics. At each time step (5) where are components of the vector of synaptic excitations (6) is the step function, and is an activation threshold.
At each time step of the recall process, the threshold was chosen in such a way that the level of the network activity was kept constant and equal to . Thus, on each time step, "winners" (neurons with the greatest synaptic excitation) were chosen and only they were active on the next time step. As shown in [3] , this choice of activation threshold enables the network activity to stabilize in point or cyclic attractors of length two. The fixed level of activity at this stage of the recall process could be ensured by biologically plausible nonlinear negative feedback control accomplished by the inhibitory interneurons.
When activity stabilizes at the initial level of activity neurons with maximal synaptic excitation are chosen for the next iteration step, and network activity evolves to an attractor at the new level of activity . The level of activity then increases to , and so on, until the number of active neurons reaches the final level with . Thus, one attractor recall procedure trial contains external steps and several steps inside each external step to reach an attractor for a given level of activity.
At the end of each external step, a Lyapunov function was calculated using (7) where and are two network states in a cyclic attractor [for point attractor ]. The selection of true over spurious attractors was based on the analysis of the change of the Lyapunov function and the activation threshold along each trajectory of the network dynamics. In the following, we usually use the relative Lypunov function , which is a mean synaptic excitation of neurons belonging to an attractor at the end of the external step with active neurons.
Computer simulation revealed that the size distribution of attraction basins around factors is quite large. When initial states are chosen randomly, network activity tends to converge to factors with larger attraction basins. To suppress the dominance of these factors, we deleted them from the network memory according to the Hebbian unlearning rule by subtracting from synaptic connections where (8) where and are successive patterns of network activity in the attractors, is a mean weight of synaptic connections between neurons of the factor, and is an unlearning rate. The unlearning ensures that both the point attractors when and also the cyclic attractors are suppressed. Due to this unlearning, factors that dominate in network dynamics and which attract network activity most frequently are gradually deleted from the network memory. Then, factors with smaller attraction basins begin to dominate and are in turn deleted until all factors are revealed. 
III. SIMPLE SIGNALS OF A LEARNING SET
To clarify peculiarities of the recall procedure, we initially used an ordinary Hopfield network learning, i.e., Boolean factor analysis in the extremity of when signals of a learning set are factors themselves.
Factors generated for computer simulations were uniformly distributed in 1 (i.e., each factor contained exactly 1s and 0s), every pattern of the learning set was one of the factors and each factor appeared in a learning set only once, i.e., network learning was performed in the same way as for an ordinary, sparsely encoded Hopfield network. Computer simulations were performed for . where the level of network activity coincides with that in a factor (see Fig. 1 ). When , the increase of occurs due to the joining of neurons belonging to the factor that are strongly connected with other neurons of the factor. The joining of such neurons results in an increase of mean synaptic excitation (their relative Lyapunov function) proportional to . When , the increase of occurs due to the joining of some random neurons that are connected with neurons of the factor by weak connections. Hence, the increase of the relative Lyapunov function for true trajectories sharply slows at point and it tends towards the values of Lyapunov functions for spurious trajectories when continues to increase.
A. Separation of True and Spurious Attractors
The third characteristic feature which lets true attractors (factors) be distinguished from spurious attractors, lies in the behavior of their activation thresholds during the two-run procedure. Activation thresholds of trajectories at the final states of the external steps for the same network parameters as in Fig. 1 are shown in Fig. 3 . Initially, activation thresholds for true attractors are larger when compared with spurious ones. However, at point , they sharply drop to the level of spurious attractors. This behavior stems from the well-known fact (see, for example, [17] ) that, during activation of the fragment of one of the stored patterns, the distribution of synaptic excitations has two separated high and low modes: high-for neurons belonging to the pattern and low-for neurons not belonging to it. The mean of the high mode increases proportionally to the size of the fragment and the mean of the low mode is close to zero. When , fragments of the factors are activated along the true trajectories, then activation thresholds are inside the high mode. The mean of high mode increases when increases, since is the relative size of the activated fragment of the stored pattern. Consequently, the activation threshold increases with . However, when the stored pattern is activated totally , the activation threshold has to jump to the low mode to activate additional neurons not belonging to the pattern as continues to increase.
The use of these three features of true trajectories provides a reliable tool for recognition of factors stored in a Hopfield-like network.
B. Probability of True Trials During Random Searches
Another requirement to the factor search procedure concerns its ability to reveal all factors (stored patterns in the case of ordinary Hopfield-like network). Two properties of network dynamics could disturb this ability: the dominance of spurious attractors that prevents activation of true attractors at all and the dominance of several true attractors that prevents activation of all the others. In this section, we show that the first problem is pivotal because of the existence of the critical loading that restricts the network's ability to search for factors. As we show in Section III-C, the second problem can be easily solved by the unlearning of dominant factors.
There are two reasons why spurious attractors come to dominate when increases: first, due to the increase of their Lyapunov function, and second, due to the increase of their number. It is well known (see, for example, [18] and [19] ) that the Lyapunov function of spurious attractors increases when relative loading increases, and the number of spurious attractors increases exponentially when network size increases. Thus, we can expect the existence of two limits that restrict the network's ability to search for factors. One relates to the critical relative loading and the other to the critical network size under the fixed relative loading.
To find the first limit, we estimated the values of normalized Lyapunov function for spurious attractors depending on when
. The values of obtained by averaging across 10 000 spurious trials are shown in Fig. 4 for . For each , ratio experimental points were approximated by a linear regression function depending on . The regression intercept was treated as estimations of normalized Lyapunov functions for under fixed . The estimates obtained are presented in Fig. 5 .
The normalized Lyapunov function of spurious attractors reaches the value 1, that is the value of normalized Lyapunov functions for true attractors, at . Thus, the critical loading , when spurious attractors become dominant due to their large Lyapunov function, is approximately . To estimate the second limit, we analyze the probability of transitions from spurious to true trajectories along the recall Fig. 6 . Probability P dependent on r and N for an ordinary Hopfield-like network L = 0:7N . P (r) is the probability that a trajectory remains spurious until given r. Each experimental point was obtained from over 10 000 trials of computer simulation. Solid lines are approximations of experimental data by (10).
process. As shown in Fig. 1 , most trajectories start as spurious but many of them transform into true ones. Transitions from spurious to true trajectories may occur at any point during the recall process and the probability that the trajectory is spurious monotonically decreases when increases. As an example, probability dependent on and is shown in Fig. 6 for . Each point in Fig. 6 was obtained from 10 000 trials. It quickly drops when network size is relatively small and remains high for large . Thus, when network size is relatively small, most trajectories become true during the recall process and can be used for factor recognition. However, when network size increases considerably, almost all trajectories are spurious and the recall procedure becomes incapable of factor searches. Fig. 7 demonstrates the probability of transition from spurious to true attractor dependent on and . Probability was calculated as It has the maximum around . As shown in Fig. 1 , the apex point corresponds approximately to the point where the values of Lyapunov functions for true trajectories become markedly higher than those for spurious trajectories and, thus, true attractors become more attractive. For linearly decreases when increases. The slope of this decrease appeared to be independent of . However, overall, decreases when increases. This dependence of on and can be represented by the following regression model: (9) where and . For sufficiently large when can be considered as a continuous variable, probability has the form Then, according to (9) (10) Fig. 6 demonstrates the accuracy of the used approximation. It is less accurate for smaller due to the effect of the discontinuity of during the trials. Coefficient in regression model (9) happened to be proportional to and was presented as , while coefficient could be presented as . Thus, as a whole, the dependence of on , and could be presented as (11) Coefficients were found as the best fit over the whole set of tested network parameters and . Each value was calculated over 10 000 trials. Coefficients were estimated as and . According to (10) , the probability that a trial finally happened to be true, i.e., , mainly depends on the term . The probability is relatively high when this term is small. Thus, the probability of true trials is relatively high when and it drops to zero when this condition no longer applies. For large , this condition is satisfied for small relative loading . In this case, one can ignore the term comparing with and rewrite this condition as (12) The random search of factors is possible when satisfies both conditions and . For , the first condition restricts the network's ability for factor searches, and for , the second condition restricts this ability. 
C. Hebbian Unlearning
Even in the case when the probability of true trials is rather high, the search of all factors could be impossible due to the dominance of some of them. Fig. 8 illustrates this statement: The thin line shows the number of found different factors dependent on the number of trials for and . According to (10) , for these network parameters, the probability of a true trial amounts to around 0.1. Initially, the number of new found factors increases proportionally to the number of trials with a proportionality coefficient equal to the probability of true trials, i.e., 0.1. However, later, the search of new factors becomes slower because all trajectories are attracted by the fraction of 0.135 of all factors.
This difficulty can be easily overcome by Hebbian unlearning when attractors which appeared during the recall process are deleted from the network memory. The deletion was performed by the anti-Hebb rule (8) . True attractors, i.e., attractors for which , were unlearned by the rate . Fig. 8 shows the effect of unlearning (thick line). The points are values of Lyapunov functions obtained for . Points with high and low Lyapunov function values correspond to true and spurious attractors. Initially, the rate of true attractors in unlearning cases is the same as that in cases without unlearning. However, soon, the rate of the search of new factors speeds up. This process is accompanied by the decrease of Lyapunov functions for both true and spurious attractors. For true attractors, it decreases because of the elimination of factors with high Lyapunov function values. For spurious attractors, it decreases because the elimination of factors is equivalent to the network unloading (i.e., the reduction of the number of loaded factors), and as shown in Fig. 5 , the Lyapunov function values for spurious attractors monotonically decreases when the number of loaded factors reduces. Since Lyapunov function values decrease faster for spurious attractors, the rate of true attractors increases and at the final stage of the recall process the probability of spurious attractors falls to zero and each trial results in the retrieval of a new factor. Only about 11 000 trials are required to reveal all 4200 factors. When almost all factors are found, the probability of spurious trials increases again, but with very small Lyapunov function values.
IV. LARGE COMPLEXITY OF INPUT PATTERNS
In this series of computer experiments, the network was trained by a set of patterns of the form , where are factors and for every th pattern is a corresponding vector of factor binary scores. As follows from the definition, every factor contains exactly 1s and 0s. Every composite pattern contains, in turn, precisely factors. We set factors and factor scores to be statistically independent. Computer experiments were performed for and and .
A. Effect of the Special Inhibitory Neuron
As an example of the influence of the special inhibitory neuron, Fig. 9 illustrates trajectories of neurodynamics obtained for a fixed number of active neurons . Trajectories started from the states close to different factors with initial overlap where is the recalled factor. Trajectories were obtained for and for the networks not including [ Fig. 9(a) and (b) ] and including [ Fig. 9(c) and (d) ] the special inhibitory neuron. In Fig. 9(a) , the trajectories are shown on the plane constituted by axes where is the overlap of the network state with the recalled factor, is the Lyapunov function, and is the time step. Note that the Lyapunov function of spurious attractors is much larger than that of true attractors.
The spurious attractors are two global attractors created by neurons contained in the most and in the least numbers of factors, respectively. To demonstrate this fact, we redrew the trajectories in the axes [ Fig. 9(b) ] where indicates whether the neurons contained in the most or least numbers of factors contribute to the current network activity. To calculate , we arranged all neurons in the order of numbers of factors that contained them, so the neurons that were contained in the least number of factors had the least rank and those contained in the most number of factors had the highest rank. The rank of the current activity was calculated as a sum of the ranks of active neurons. The obtained rank was normalized so that the patterns created by the neurons contained in the least number of factors have a rank close to zero, those created by the neurons contained in the most number of factors have a rank close to one, and those created by random neurons have a rank close to 0.5. Fig. 9(b) demonstrates that the patterns created by the global spurious attractors had ranks close to 0 and 1, while true attractors had ranks around 0.5.
Two global spurious attractors dominate because their Lyapunov function value exceeds that of true attractors. Fig. 10 demonstrates the ratio of Lyapunov functions for global spurious and true attractors dependent on obtained by computer simulations for different and . First, it is shown that the ratio only slightly depends on and , and second, that the critical complexity, when global spurious attractors become dominant, amounts to about . According to Fig. 10 , one can expect that, when is considerably smaller than 10, the Lyapunov function value of the global spurious attractors becomes very small. We suggest that this was the reason why they could not be observed for smaller (particularly for as in Section III). Fig. 9 (c) and (d) demonstrates how the trajectories of network activity change due to the performance of the special inhibitory neuron. It is shown that owing to this neuron most trajectories converge to factors, two global spurious attractors are completely suppressed, and trajectories that converge to states far from the factors are attracted by local spurious attractors. These attractors have ranks close to 0.5 and their Lyapunov function value is smaller than that for true attractors.
B. Factor Search
Due to the influence of the special inhibitory neuron, all characteristic properties of true and spurious trajectories in the case of composite input patterns become similar to those for simple input patterns. Particularly, Lyapunov function is higher for true trajectories; it has a specific apex at the curve and specific drop of activation threshold at point . The normalized Lyapunov function values for spurious attractors for and are compared in Fig. 5 with those for . The complete correspondence of the results shows that the use of the additional inhibitory neuron in the network architecture not only completely suppresses the two global attractors but also suppresses the dependence of network properties on . Thus, all three specific properties of true trajectories can be used to separate them from spurious trajectories and the first limit which restricts the network's ability to search for factors due to the increase of Lypunov function values for spurious attractors, corresponds with that obtained previously for the ordinary Hopfield-like network.
To find the second limit, we used the same approach as in Section III. Particularly, we obtained the probability of transition from spurious attractors to true attractors dependent on and . This probability was approximated by the regression model (11) . Coefficients of the regression model were found by the best fit of experimental data obtained for and . For , they were estimated as , and , while for , they are , and . Coefficient that mainly defines the critical information loading happened to be close to that of the ordinary Hopfield-like network.
To suppress the dominance of several factors in the recall process, we used the same procedure of factor unlearning as for the ordinary Hopfield-like network. Fig. 11 demonstrates the effect of unlearning for , and . The thin line gives the portion of factors recalled without unlearning and the thick line with unlearning. Only around 600 of 4200 factors were revealed after 16 000 trials without unlearning and all of them were revealed with unlearning. It is shown that as for the ordinary Hopfield-like network the search for new factors speeds up during the recall process with unlearning due to the decrease of Lyapunov function values for spurious attractors.
V. DISCUSSION
In [3] - [6] and [20] , we have shown that a Hopfield-like neural network is capable of performing Boolean factor analysis of high-dimension signals. This ability is based on the fact that, due to the Hebbian learning, factors become attractors of the network dynamics. In this paper, we have clarified the specific features of the method and demonstrated its ability to reveal the complete set of factors mixed in composite signals. This ability is restricted by two superior limits of loading, and . The first limit corresponds to loading which provides equal Lyapunov function values for both spurious and true attractors. If , this value for spurious attractors is larger and they dominate in network dynamics. If , this value is larger for true attractors; however, spurious attractors can continue to dominate because of their large number. To avoid this kind of dominance, loading must be smaller than . A successive factor search is only possible if both conditions and are satisfied. In the most interesting case of large signal dimensionality ( is of the order ), both limits are rather high (they are of the order ). The estimates of limit loadings and were presented here only for . They happened to be even higher for (unpublished results). Thus, we believe that for the majority of practical tasks these limits are not significant as they mostly cannot be reached. However, the restriction to network performance due to their existence has to be taken into account.
We considered here only a special case of binary signals to be factorized, namely the case when factors were uniformly distributed in the signal space and in the learning set. The number of factors presented in each learning pattern was fixed and the number of active neurons in each factor was fixed; only undistorted factors were mixed in learning patterns and these learning patterns created learning sets. These constrains seem to be unimportant for the proposed factor search procedure.
According to [3] , the Lyapunov function value for each factor is almost proportional to the number of input patterns which contain it. Therefore, factors with a high probability of appearance in input patterns should have high Lyapunov function values, and hence, a high probability to be revealed by random searching. Thus, in the case when factors are not uniformly distributed in the learning sets, the proposed procedure should also be valid and the only difference is that the distribution of Lyapunov function values for factors would be determined by the properties of their distribution in the learning set.
Similarly, one cannot expect any difficulty in searches for factors with different levels of activity which are unknown in natural data in advance. As Figs. 1 and 3 show, the specific apex at the curve and drop at the curve when are characteristic features of factors that enable them to be identified. One can even expect that the proposed procedure could be used to reveal a hidden hierarchical organization of input signals when factors with high levels of activity represent classes and factors with low levels of activity represent objects of classes.
There are many cases where scientific data requires Boolean factor analysis [16] . However, Boolean factor analysis using the neural network approach seems especially efficient, for example, for processing textual data because texts are good examples of very large dimensionality data with this dimensionality being equal to the total number of different words used in the text vocabulary. Each topic is assumed to contain some specific set of words that appear together if the document concerns this particular topic [21] . Then, this set of words has to create factors. The efficiency of document terms factor analysis has been demonstrated in [4] , [5] , and [20] . Boolean factor analysis of textual data is in the same field of study as text analysis, where term clustering is used for the same reason [22] , [23] . However, term clustering implies that each document involves only one topic while our method allows us to assign several topics to a document. The neural network approach based on adaptive resonance theory (ART) was recently successfully applied to text document classification [24] . This method also implies that each document involves only one specific topic. In principle, the latent semantic indexing method [25] allows us to evaluate the similarity between documents involving several common topics. However, this method is based on linear factor analysis which seems less adequate for textual documents than the binary approach described in this paper. We believe that the suggested method of Boolean factor analysis would be more efficient in recognizing a number of topics involved in a single document.
