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RESUMEN 
Los semigrupos(continuos) de operadores se introducen como soluciones 
de ecuaciones funcionales del tipo f(s + t) = f(s)f(t), s,t ~: O, ambientadas 
en espacios de transformaciones lineales continuas y con una adecuada noción 
de continuidad. Se establece el nexo entre los semigrupos y las ecuaciones 
diferenciales lineales y '= Ay donde A es un operador lineal cerrado con 
dominio denso en el espacio. Los conceptos de integral de Riemann e integral 
generalizado ( Riemann ) para funciones continuas a valores en un espacio de 
Banach se introducen utilizando el Teorema de Hahn-Banach y los mismos, 
unidos al Teorema de Banach-Steinhauss, son las herramientas fundamentales 
en la demostración de los principales resultados concernientes a los 
semigrupos: el Teorema de Hule y el Teorema de Hille-Yosida. Finalmente y 
como ejemplo de la potencia de esta herramienta(semigrupos) se da una 
detallada presentación del semigrupo de operadores de Weierstrass, mismo 
que proporciona soluciones para la ecuación de calor con datos en espacios 
L. Los resultados sobre semigrupos y los ejemplos son presentados en 
forma completa y elemental. 
SUMMARY 
The continuos Operator semigroups are featured as solutions of functional 
equations such as f(s + t) = f(s)f(t), s, t ~ O, with data in Banach Space of 
continuos linears transforms provided with an appropiate continuity notion. It 
establishes the relationship between operator semigroups and linear 
differential equations y '= Ay, where A is a closed linear operator with dense 
domain in a Banach space. Riemann and generalized Riemann integrais are 
introduced using Hahn-Banach Theorem; this approach, and the Banach-
Steinhauss Theorem are the fundamentals tools in dealing with the basic 
results on semigroups: Hule and Hille-Yosida Theorems. Finally, as an 
interesting example of the power about the semigroup approach to linear 
problems. We present the Weieastrass semigroup, wich provides solutions for 
The Heat Equation with LP data. All Theorems and examples are fully 




Las funciones exponenciales Ta  (t) = eat pueden caracterizarse por ser las 
únicas funciones continuas que satisfacen las condiciones: 
1 T, (t í +t2 )=Ta (ti )•Ta (12 ) 
T(0)=l 
Pero la continuidad unida a la primera de estas condiciones indica que basta 
exigir continuidad en O a la derecha para tener una exponencial; es decir: 
limTa (t)=l. 
Las funciones exponenciales están relacionadas con las ecuaciones 
diferenciales del tipo: 
y'= ay 
en el sentido que las soluciones de estas ecuaciones son de la forma: 
y(t) = 
Una primera ampliación de las consideraciones anteriores la constituye el 
problema: 
y'= Ay 
Y(0) = Yo 
donde A es una aplicación lineal de ir en R". También en este caso puede 




esta función tiene todas las propiedades de las exponenciales Ta  antes 
señaladas y las soluciones de la ecuación diferencial son del tipo y(t) = et'y0. 
Siguiendo esta línea de pensamiento se puede considerar problemas de 
Cauchy para ecuaciones diferenciales abstractas del tipo: 
y'= Ay 
Y(0) = y0 
donde A es un operador de un espacio de Banach de dimensión infinita X en 
si mismo. 
A diferencia del caso finito dimensional, no todo operador A : D(A) -> X 
es continuo; es más en la práctica, los operadores A son operadores 
diferenciales(involucran derivadas parciales) y estos operadores no son 
continuos; sin embargo: tienen dominio denso en X y son operadores 
cerrados. 
Las consideraciones anteriores llevan a plantear varios problemas: 
• Es posible generalizar el concepto de función exponencial de modo que las 
nuevas funciones permitan obtener soluciones del problema de Cauchy de 
los tipos antes considerados cuando A es un operador cerrado con 
dominio denso. 
• Es posible establecer condiciones sobre A para que lo anterior se realice. 
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Ambos problemas tienen solución afirmativa, los cuales se resuelven en 
este trabajo. Para tal fin, se definieron los siguientes objetivos generales: 
1. Extender el concepto de función exponencial; lo que se logra 
introduciendo los semigrupos ( fuertemente) continuos de operadores. 
2. Establecer las condiciones necesarias y suficiente para que los 
problemas de Cauchy 
y'= Ay 
Y(0) = y0 
se puedan resolver por medio de semigrupos continuos de operadores 
(Teorema de Hule - Yosida). 
Con el propósito de lograr los objetivos aquí definidos el presente trabajo 
se divide en tres capítulos. 
En el primer capítulo se recapitulan conceptos básicos de Análisis 
Funcional, que constituyen el marco de referencia de la investigación: 
Teorema de Hahn - Banach, Calculo Diferencial e Integral de funciones de 
una variable a valores en un espacio de Banach, el teorema de Banach - 
Steinhaus de acohmiento local que es de gran utilidad. Se consideran 
también algunos resultados de la Teoría de Integración de Lebesgue en 
como los teoremas de Fubirii - Tonelli y Producto de Convolución. 
En el segundo capítulo se determinan las condiciones para que el problema 
de Cauchy 
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J yo= Ay 
1 i'(0)=Yo- 
admita una solución de tipo exponencial: 
Y(t) = T(t)x0 t~:O 
Luego de introducir los conceptos de semigrupos (fuertemente) continuos 
de operadores y de generador infinitesimal se concluye que lo anterior se 
logra si A es un operador cerrado y el resolvente de A R(2, A) satisface la 
condición: 
R(2, A) :!~ M(2 w) para todo n, 2> w (Teorema de Hule - Yosida). 
En el tercer capítulo se considera el semigrupo de operadores de 
Weierstrass cuyo generador es el operador ¿ de Laplace actuando en L' (ir). 
Es en este capítulo que se aprecia la necesidad de contar con una sólida base 
en teoría de la integración de Lebesgue si se quiere efectivamente aplicar la 
teoría de los semigrupos de operadores en problemas concretos de Cauchy. 
CAPÍTULO PRIMERO 
CONCEPTOS PRELIMINARES 
1.1 Funciones continuas f : [a, b] --> X. 
Sean a,b E R, a <b y f una aplicación de [a, b] en un espacio de Banach 
X. Considerando en [a, b] la distancia usual: 
d(t15,t2)=1 t1 —t, 	t1 , t2 E[a,b] 
La continuidad de f en t0 E [a, b] se define de la siguiente manera. 
Definición 1.1:  
f es continua en t0 si: para todo e > o, existe 8, > O tal que para todo 
tE[a,b] si 1 ttOf<5e,  entonces fIf(t)-f(t0)II<e. 
Si f es continua en cada t E [a,b] se dice simplemente que f es continua 
en 	[a, b]. 
Observación: 




Sea t 0 E [a, b]. Considérese el conjunto {h € R / t + h E [a, b] }, entonces 
f es continua en t0 si para cada e > O, existe 5.. > O, tal que si 
h € A!, t0 + h € [a,b] y IhI <8v , entonces: 
IIf(t0 + h) - f(t0)JI < e 
o 
limfff(10 + h) - f(10)JI = O. 
Proposición 1.1;  
Sea f continua en [a, b] entonces, existen t,1M  € [a, b] tales que: 
11»J I1 = 1 	IIf(t)ll , IIf(tM )II = sup IIf(t)I. - 
Es decir que liJO : [a, b] -> .R definida para t € [a, b] Ilfll(') = IIf(t)II tiene 
máximo y mínimo. 
Observación: 
El resultado anterior es consecuencia directa del teorema de Weierstrass; 
aplicado a la función continua F(t) = Ilf(')ll• (Véase Rudin(22), pág. 96, 
4.16). 
La proposición 1.1 permite definir una norma en el espacio de las 
funciones continuas de [a, b] en x ;  C([a,b], x). Si f E C([a,b], X)se pone 
lo 
IIÍIL = sup f (t)1I. 
Con esta norma ( de la convergencia uniforme) c( [a, b], x) resulta un 
espacio de Banach. (Véase Nachbin, Cap. 2, ejemplo, pág. 13). 
Una propiedad fundamental para los propósitos de esta investigación es la 
continuidad uniforme de las funciones de C([a,b], x). Se aplica aquí el 
resultado clásico: Sea K un espacio métrico compacto, entonces toda 
función f : K -+ X continua, es uniformemente continua. (Véase Rudin, pág. 
97, 4.19). 
La continuidad uniforme es un propiedad que en esencia señala que la 
magnitud de las diferencias de valores, IIf(t) - f()II depende básicamente de 
la distancia entre los puntos t y s; y que esta diferencia IIf(t) - f(s)II puede 
hacerse "pequeña" para t, s E [a, b] siempre que jt - si sea apropiadamente 
"pequeña". En especial, diferencias del tipo: 
IIf(t + h) - f(t)II 
son pequeñas si Ihi = J(t + h) - ti es pequeño. 
En la expresión Ilf(t + h) - f(t)II hay que tener cuidado en los extremos 
del intervalo, ya que si h <O, a + h o [a, b]. Lo mismo sucede, si h > O con 
b+h. 
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Para obviar este inconveniente, las funciones f e c( [a, X) se 
extienden a todo R como sigue; indicando 7 la extensión: 
	
1f (a) 	sit<a 
7 (t) = f (t) si t E [a , bi 
f (b) 	si t > b 
Indíquese ahora C= N [a, b], X) el espacio de las extensiones así 
obtenidas. Las funciones de e son funciones continuas de R —> X, y 
1) 	s5117 (t)ii 
2) Toda 7  e C es uniformemente continua. 
En efecto: sea 7eC y f =j Aa , b] 




t > b, 117 (t)111f(b)1 
Por esto sud' 711 VIL • Por otra parte es obvio que lifil 	sup11.7(t)11, 
teR 	 lex 
por lo que vale la 1. 
Con respecto a la 2. Sea yec y f = / [a, b] . Dado & >0, existe 
(5(,) >0 tal que si ti ,t2 E [a, b] y lt, t 21 < 8w  , entonces Ilf(t, )— f (t 2)11 < E . 
Sean ahora t„t2 e R con it, t2I < 
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si tt, e k,b1 
	
11.7(t1)-7(12)II=Ilf(t1)-f(t2)11‹ , 
si 	<a 	117(ti)- 7(t2)II =  lif(a)- f(a)II -= O < E, 
si 	tr ,t, b 
	
117(t1) - 7(t2=  II f() 	(«I = 
Supongamos ahora que 1, < a, 12 E [a, bl luego, 
117(t, )— 7(12 )11 .ilf(a)- f(t2 )II, pero la t2 	<5 por esto: 
01(0— 7(t2)i1< 
De la misma manera, si t, e [a,b] y 
t2 > b 17(1, )-7(12)1.1f(t1)-i-ol< E porque lb — 121 < it, — /21 <8(g)• 
Los espacios C y C pueden identificarse con las transformaciones: 
X: —>C(k,b1.X) 
(7).- 	f 
Por esto puede afirmarse que: Dado e > O, existe 8( ,) > O: 
'hl < S, 	+h)— f(s)il< e para todo t e [a,b]. 	Claro está que si 
t 	h 	[ah] el valor f(t + h) es precisamente el correspondiente a 7 
En lo sucesivo no se hará distinción entre f y 7. 
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1.2 Integrales de Funciones Continuas. 
Sean X e Y dos espacios normados con el mismo cuerpo de escalares, I? 
o e y que en lo sucesivo se indicará K. El espacio vectorial de las 
aplicaciones 	T:X-->Y lineales y acotadas, es decir, para las cuales existe 
una constante positiva M >0 tal que: IIT(x)II, Mlixlix para todo X E X, es 
un espacio normado poniendo, 
IITII=14/M >00 y Vx E X IIT(x)lly Milxilx 1.  
Si además Y es un espacio de Banach, también el espacio normado 
anterior, y que se denota L(X,Y) es un espacio de Banach; lo anterior se 
aplica en particular si Y = K en cuyo caso L(X,K) se indica X* y se llama 
espacio dual de X 
Es bien conocido que L(X , Y) coincide con el espacio de las funciones 
lineales continuas de X a Y y que para cada T c L(X, Y) 
11711 = sup IIT(x)11  = sup IIT(x)ily = sup IIT(x)Ily 
11x1x 
En este segundo apartado se presentan algunos resultados acerca de los 
espacios L(X,Y), como el Teorema de Halm — Banach y de tos mismos se 
dan algunas aplicaciones de gran utilidad en el estudio de las funciones 
f : la,bj—> X que son continuas y diferenciables, y de modo especial se 
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define el concepto de Integral de Riemann y se dan algunas de sus 
propiedades. 
De las versiones del teorema de Hahn — Banach; para los fines de esta 
investigación se considera la siguiente: 
Teorema 1.2: (De Hahn — Banach) 
Sean X, Y espacios normados. X0 un sub-espacio vectorial de X y 
fo : Xo —> Y lineal y continua. Entonces existe una f e L(X, Y) tal que: 
f X0 foy 1111 lifo II • 
No se dará una demostración de este resultado ampliamente conocido; 
pudiendo consultarse a tal efecto los libros de análisis funcional indicados en 
la bibliografía: ( Véase Kreyszig, pág. 221, 4, 3.2). 
El teorema de Hahn — Banach tiene notables consecuencias; a continuación 
se indica una de ellas y un corolario que es de la mayor importancia en este 
trabajo. 
Proposición 1.3:  






Sea X0 el sub-espacio de X generado por xo . Como xo O, cada 
elemento x X0 se escribe de modo único en la forma: 
x =.1x0 con € X 
por esto si se pone f0(x)= 2.11x011, fo es una aplicación lineal de X0 en K. 
Como xo —1 • xo resulta f0(x0 ) =11x011 y fo satisface la condición ( i). 
Por otra parte, 
Ilfo II = suplf0(x)1 = sup 1.1,111x011= 1. 
1141=1 	1•111.011=1 
Por el teorema de Hahnn Banach existe f E X* , extensión de fo a X 
que conserva la norma, luego: 
i) 	f(x) 
u) 	IIilI=11f011=' 
Corolario 1.1: ( "Propiedad de Separación") 
Sea X un espacio normado y xeX. Entonces x = O si y solo si para 
todo fe X* , f(x)=0. 
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Demostración: 
Si x=O, como f€X' es lineal resulta f(x)=f(0)=O. Por otra parte no 
puede ser f(x) = O para todo f e X y x # O, ya que por la proposición 
anterior, en este caso existe f E X tal que f(x) = lixil #, O contradiciendo 
pues la hipótesis f(x) = O para todo f E X*; por tanto x = O.. 
Observación: 
Sean x,y c- X; una forma de verificar que x =y es comprobar que para 
todo f e X es f(x) = f(y) ya que esto implica que f(x - y) = O para todo 
ÍEX' yporel corolario l.1 x—y=O ó x=y. 
Definición 1.2: (Integrales de Riemann) 
Sean a, b E R, a <b y f [a, b] -> X continua; donde X es un espacio de 
Banach. El concepto de integral de Riemann se define de la siguiente manera. 
A. Para cada partición a : a = t <t1 <...<t = b; y para cada uno de los 
intervalos [t0 ,t1 }, [: , t2 ]. . . [t.1  ,ç]se escoge un punto r,, i =1,2,... n 
(t, 	:5:- t,); y se pone r = {r, / ¡=1,2,... n} 
p(f, ci, r) = 	(t, - t1 )f()• 
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B. Si 101= max(t¿ - t,_1 ), existe I~-h,_<n  
hm p(f,o,r) 
La verificación de este hecho es completamente similar al caso numérico 
(X = .R 6 X = l) y se basa esencialmente en la continuidad uniforme de f 
en[a,b]. (Véase Rudin(22), pág. 135, 6.8). 
El límite (1.1) se llama integral de Riemann de f en [a,b] y se indica: 
b 
E f(t)dt. 
Proposición 1.4:  
Sea f:[a,b]—>X continua y x 	entonces 
(1.2) (
b 	b 
J fQ)dtj = fá x (f(t))dt 
Demostración: 
Sea (¿F.} una sucesión de particiones de [a, b] tal que l0!, 1 —> O y si 





jaf(t)dY.  Como x es continua hm x (s ) = 	$ 
b 
f(t)dt 
  j - 
Por otra parte, x es lineal por esto, 
x(S)=(t —ç1 )x(f(t,)) 
ahora bien, x o f : [a, b] -+ k es continua y por tanto integrable según 
Riemann por lo que: 
	
hm 	(t, - t, 1 )x' (f(t, )) 
= (fa x 
,
(f(t))dtj 
esto asegura la validez de la (1.2).. 
La fórmula (1.2 ) y el corolario 1.1 del teorema de Hahnn - Banach 
permiten generalizar al caso en consideración las siguientes propiedades de la 
integral de Riemann "numérica". 
1. 
fa
" (af(x) + /Jg(x))dx = a 	+ fi Çg(x)dx (linealidad) 
2. 
 f
b 	 c 	 b 
a f(x)dx 
= fa X + $ f(x)dx (aditividad; aquí a <c <b) 
~ s: If(x)Ic 
ya que al aplicar al miembro izquierdo de cada una de las relaciones 
anteriores una x E X'; la misma se transforma en el miembro derecho por 
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una simple aplicación de la igualdad ( 1.2). Conviene señalar que la 
desigualdad 3, en el caso "vectorial" el valor absoluto debe sustituirse por la 
norma; es decir que la desigualdad pertinente es: 
f(t)dtll sh.  lif(011 
Obsérvese que la propiedad 2 continúa siendo válida; independientemente 
de la relación de orden entre a,b y c; si se "extiende" la notación a los casos 
a=b y b<a; el procedimiento de extensión en el caso numérico es definir 
f(t)cit en estos casos; lo que se hace poniendo: a 
ry(t)dt= O y I f(t)dt — S bf(t)dt a 
Lo anterior es aplicable aquí, ya que si se considera el efecto de x* sobre 
el miembro izquierdo y se tiene en cuenta la igualdad (1.2), se obtendrá el 
valor a la derecha y por el corolario 1.1 y su comentario resultará el miembro 
derecho. 
Todo lo anterior autoriza la manipulación de las integrales( de Riernann ) 
con las reglas usuales del cálculo; sin embargo queda por establecer las reglas 
de cálculo efectivo de las integrales, éstas, como es bien sabido se dan a 
través de las primitivas de los integyandos. 
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Una primitiva de una función f : [a, b]-4. X es una función F :[a,b]—). X 
tal que F es continua en [a , b] y para todo t E (a, b), F' (t) = f (t) . 
En la integración numérica valen los siguientes resultados: 
4. Si F es una primitiva de f entonces: 
fa
(f(x»dx. F(b) F (a) (Teorema fundamental del cálculo) 
5. Si f :[a,b]—> R es de clase C(1) ; entonces: 
(x))dx = f(b) f(a) 
6. Si F(x) =f (t)dt a x b, F es una primitiva de f ( f continua ). 
a 
También en esta situación el corolario 1.1 y la fórmula (1.2) son los 
elementos adecuados para extender las proposiciones anteriores ( o sea las 
igualdades ). Con la finalidad de establecer estos resultados es necesario 
definir la derivada de una función f :[a ,b] X en un punto interior de [a,b]. 
Definición 1.3: ( Derivada de una %ación ) 
Sea f [a ,b] —*X y te (a , b) . Si existe el  h->0 
este límite se llama derivada de f en t y se indica f' (t) . Si f es derivable 
en todo 1 E (ab) se dirá que es derivable en (a,b) 
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En los puntos t = a y t = b solo pueden existir derivadas unilaterales; o 
sea a la derecha en a y a la izquierda en b. En este sentido una función 
f :[a,b]—* X se dice de clase C' si: es derivable en (a, b); existen las 
derivadas (en el sentido antes señalado) en a y b y la función 
t -> f'(t), 1 E [a,b] es continua. 
Proposición 1.5: 
Sea 	f : [a,b] - X de clase C°; y 
	
E X entonces la función 
x'of:[a,b]->K esdeclase C° y 
(x o f)'(t)= x(f'(t)). 
Demostración: 
Sea tE[a,b]. 
(x' o f)(t + It) - (x* o f)(t) = .(f(t + It) - f(t)  
It 	 It 
Como x 	
f(t + It) - f(t) 
es continua y 	 —~ f'(t) cuando It -+ O resulta: 
It 
• 	(f(t + h»- x (f(t)) 
(x o fQ) = lun 
It 





x*(f'(t)).(x* o fg(t). 
Resulta, entonces que (x* o f)'  es continua en (a,b) y existen los límites 
apropiados en a y b de tal modo que x* o f' es continua en [a,b1 por ser 
compuesta de funciones continuas. • 
Una consecuencia inmediata de esta proposición es que si F:[a,b].---> X es 
primitiva de f entonces, para cada x' E X*  , Xa o F es primitiva de x" o f 
ya que: 
(x* o F)'(t)= x*(F1(t))=x*(f(0)=(x* o fXt) 
esto asegura que vale el "teorema fundamental del cálculo". 
Teorema 1.6: ( Teorema Fundamental del Cálculo) 




 f (t)dt = F(b) F (a) . 
Demostración: 






= x* f(t)dt 
a 	) 
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y como (x o F)'= (x o  f)(t), entonces por el teorema fundamental del 
cálculo(versión numérica) resulta: 
'( Çf(t)dt) = (x o F)(b) - (x o F)(a) 
= x (F(b) - F(a)) 




 f(t)dt = F(b) - F(a). 
De igual manera se extienden las propiedades 5y 6. 
Otro importante medio para calcular integrales es el teorema de cambio de 
variables. 
Para los fines de esta investigación se consideran cambios de variables del 
siguiente tipo: 
97 es una transformación de [a, 	[a, b] tal que: 
1) 	p  es biyectiva. 
u) 	çzi es de clase C° . 
La fórmula de cambio de variable en las integrales ordinarias(numéricas) 
es la siguiente: 
J7(t)dt = Jf(9(t))19'(t)I di. 
Aplicando nuevamente una E X resulta: 
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f
£f(t)dt) x'I 	=x(f(t))dt =xf((t))I'(t)1  dt " 
= '( Jf(q (t)) k"(oI dt) 




f(q(t ))o' (t) dt. 
Conclusión: 	Las integrales de Riemann de funciones continuas 
f : [a,b]-> X se manipulan tal y como se hace con las integrales ordinarias 
numéricas. 
Proposición 1.7:  
Sea 1 un intervalo de R, y para cada tEl. f(t,.):[a,b]-Xuna función 
continua, si t0 c= ¡ y f(t, x) 	> f(x); uniformemente en [a, b] entonces: 
lun f.», x)dx =limf(t,x)dt = f(x)
l4t 	 J a 1-410 
Demostración: 
Dado e>O, existe 5>0:silt—toI<5,  entonces Of(t,x)—f(x)H< 
C 





~ J IIf(t x) - f(x)1I dx < E. 
í 'f(t, f f(x)dc Por tanto lim x)dx 
=  
	u 
1 410 a 	 ab 
Definición 1.4: (Integral Generalizado de Riemann) 






se dice que f es integrable en sentido generalizado en [a,-i-04 y el límite 
anterior se llama integral generalizada de Riemann de f en [a,+oo[ y se 
denota: 
f(t)dt = hm 1 f(t)dt. 
a 	 b~ Ja 
Observación: 
x: [a,-i-co[ -+ X continua es integrable en sentido generalizado si y solo si: 
hm 	
IM-1




1. f :[a,-hco[—> X continua es integrable en sentido generalizado si y solo si 
para todo e > 0, existe k >0 tal que b,b5 k entonces, 
111:f (t)dti< . 
2. Si existe la integral impropia S:V(4 dt , f es integrable en sentido 
generalizado y 
11 fa l'f(t)dtli 1131fit)11 dt . 
Demostración: 
1. Supongamos que existe lim(t)II di = L(E X) dado E> O, existe 
b—r+co a 
k > O tal que b > IC resulta 11 f(t)dt Lli< 
a 
por lo tanto si b,b' > k 
II




—=11 ibbfiodti = O 
f(t)dtli 
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así 	f (t)dtil< , cumpliéndose la condición necesaria. Pero 
también la condición es suficiente: considérese para tal fin la 
sucesión en X, 
L„=f(t)dt a 
(4) es una sucesión de Cauchy en X, ya que 11L. — L.11= lif in f(t)dti 
dado c > O, existe k > O tal que si b,b5 k, entonces 	 f Ilibb. (t)di <e, 
por lo tanto si n,m > [k] resulta: 
iik 4,11< . 
Como (4) es una sucesión de Cauchy y X es completo, existe L E X 
tal que L. —> L 
Sea ahora s > O ; tal que si b,b5 k 
b' 
fii)dti< 
y si n > [k] 
tf(t)dt 
O
f(t)dt — Llillisbaf(t)dt Ef(t)1+11L„ — LII 
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—= 	Iba f (t)dt[iik — LII 
entonces, 0 f(t)dt — L <t paratodo b>K. 
2. Si b,bie[a,-1-04; 	h f(t)d1.1  h 
como existe km f Ilf(011dt , por (1), dado e >0 existe k:b,b'> k 
a 
(t)Ildti< e , teniendo en cuenta * ) se tiene: 
• f (t) di< e 9 si' b9 b'> .  
Ii 
Por la primera parte f es integrable en sentido generalizado. 
También, para todo b 





Proposición 1.9:  
Sea f : [a+co[ —› X continua e integrable en sentido generalizado en 
+.» 
sea s E L(X , X), entonces s( f(t)dt)= sf(t)dt 
a 	 a 
Demostración: 
h 
Si s E L(X , X) como 1 f(t)dt b- i. •;>' 1 7(t)dt 
( 1.3 ) 	 s( ar f (t)dt) b-4'' > s( f:f (t)dt) a 
pero: 
s( 	(t)dt) —= f b sf (t)dt a 
por esto: 
( 1.4 ) 	 hm ts(f(0)dt si 1+:f(t)dt) 
de (13 ) y ( 1.4 ) resulta: 	12(0dt) J sf(t)dt.,.  
1.3 Teorema de valor medio de Lagrange. 
El teorema de valor medio de Lagrange ( o de incrementos finitos ) es una 
herramienta de primer orden en el cálculo de las funciones derivables. 
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En el segundo capítulo se tratan muchas cuestiones en que aparecen 
involucradas diferencias del tipo f(t +1) — f(t), donde f es una función 
continua y con derivada continua en un oportuno intervalo de la recta real y la 
estimación de estas diferencias vía el teorema de Lagrange es de gran utilidad. 
Por lo anterior se considera aquí una versión restringida del Teorema de 
Lagrange; pero adecuado a las necesidades de este trabajo; versiones más 
amplias pueden consultarse en Nachbin, pág. 91, proposición 40. 
Teorema 1.10: ( Teorema de Lagrange de valor medio) 
Sea f ikbj—> X continua, f'(1) definida en (a b) es continua y acotada; 
entonces si 4,12 c [a,b1. 
IV( ) - f(t2)II 	- 1'2 I 
donde M es una cota superior de lif'(t)II en (a,b) en particular 
lif(b)— f(a)11. M(b — a) ( Desigualdad de Lagrange ). 
Demostración: 
Sin pérdida de generalidades supóngase que t1 <t. Existe no e ihr tal que 
t 	< t2 — 	Si P2 	 t2 — 79C (a,b) »o 	'ab 
i llf(t)lidt 11,1(t1 —t2 +i) 
+ I n 
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por esto f y f son continuas en + t2 — ,*1 resultando por la propiedad 
5 de las integrales de Riemann ( sección 1.2) 
r i,-- 
f (t 2 — f + 	I n nt)dt ,+- a 
además: 
11 	) — (t. +)II  
pasando el límite para n —> +cc y teniendo presente la continuidad de f 
resulta: 
I I f (t 	.01 Mil 2) — Allts _t21 
si t, 7-- a y 4 b se obtiene la desigualdad de Lagrange. • 
rprol yi9 1.21 
Si f [a ,b1—> A' es continua y tiene derivada nula en (a, b), entonces f es 
constante. 
Demostración: 
En efecto, si t E  la, bl 
lif(t) f 	d ilf(r)lidr r, ruttlif(r)11(t —a)=0. 
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Por lo tanto, f(t) ¡(a) para a t 	. • 
Observación: 
Note que si f = O en (ab), f es continua y acotada por lo que se 
aplica el Teorema del valor medio, pero igual resultado se obtiene 
directamente, pues: 
f(t1-)- f(a + 
	L- 
f (t)dt 0 
y pasando al limite: J.(t) f(a)= O para todo t E [ab]. 
LA El Teorema de Acotamiento uniforme de %Ascii Steinhaus. 
En la sección anterior se han considerado integrales de funciones continuas 
y la extensión del Teorema de Lagrange de valor medio apoyándose en el 
Teorema de Hahn Banach. 
En esta sección se utiliza otro de los pilares del Análisis Funcional, el 
Teorema de Banach — Stein.haus de Acotamiento Uniforme para obtener una 
importante propiedad de acotamiento local para una familia de operadores 
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Teorema 1411: ( Teorema de Banach—Steinhaus de acotamiento uniforme) 
Sean X un espacio de Banach, Y un espacio normado, 1 un conjunto de 
índices y para cada i e I sea 7: E L(X,Y). Las siguientes afirmaciones son 
mutuamente excluyentes: 
A1: supili < 




( para una demostración de este importante resultado véase Pini(20), Terzo 
Curso, pág. 12, 1.5 y Rudin(21), pág. 43, 25). 
Como comentario adicional es oportuno indicar que la hipótesis de que X 
es un espacio de Banach es Inpreseindible en este teorema. 
Para los propósitos de esta investigación es crucial el siguiente resultzdo, 
consecuencia directa del Teorema de Banach — Steinhaus. 
Proposición L12: 
Sea X un espacio de Banach, (Y,d) es un espacio métrico y para cada 
y e Y sea 7"(y) e L(X,X). Supóngase que existe y0 e Y tal que para todo 
x E X existe hm r(y)x. 
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Supóngase, razonando por absurdo que no se cumple la tesis enunciada. 
En este caso para cada n e N existe y. e Y tal que: 
d(Y, Yo) < —n 
ii) 11T(ya )II> n 
por (ii) 	+00 . 
?té 
Por el teorema de Banach Steinhaus existe X, c X denso en X tal que 
para cada x e X, supr(y.)xil 
Pero esto contradice la hipótesis de que lim T(y)x existe, pues y. y-4 ro 
por lo que Hm r(y.)x limr(y)x e X Asi pues existen 8 > , M >0 tales 
que d(y,y0 )< 8 117.(y)11._ M 
Observación: 
La existencia del limite de la sucesión {r(y„)x} implica que la sucesión es 
acotada. 
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13 Teorema tipo Fobini y Tonelli — Producto de Convolueión. 
Si bien para el estudio de los sernigrupos de operadores la teoría de 
integración de Riemann es suficiente, en las aplicaciones con mucha 
frecuencia el espacio en que operan estos senidgrupos es un espacio del tipo 
LP, 1 5. p <no; tal es el caso del seinignipo de operadores de Weierstrass. 
Para tratar las cuestiones pertinentes se requieren algunos resultados 
específicos acerca de los operadores entre espacios L" y de los mismos 
espacios LP. En esta última sección se presentan estos resultados. 
Teorema 1.13: ( Teorema de Fobia' — Tonelti 
Sea f:RxR -+ k una función; entonces si uno de los integrales: 
f (x» Y) I dx dY 
fix, y) 1 d.) dy 
oil f 	dY) dr 
es finito, los otros dos también lo son y f e POR x .1t). 
Además: 




b) Para casi todo xeR 	y —> f(x, y) E Ll (10 
las funciones 
fi(x)= Lf(x, 	, f2(y) = Lfix,Y)dx 
pertenecen a L' (R) y: 
Lf(x,Y)dxdY= Lii(x)dx= .f2(MY • 
Para una demostración de este resultado, véase Helmberg, págs. 326-327. 
Proposición 1.14:  
Sea f,  g e L1 (R), existe un subconjunto E g_ R tal que p(E) = O y la 
función y---> f(x— y)g(y),yER, es sumable Vx R — E. Y si 
h(x). (x — y) g(y) dy 
h es sumable y LI h(x) I dx 11-11•11g111 • 
Demostración: 
En efecto, f,  g E L1 (10 y además aplicando el teorema de Fubini — Tonelli 
se tiene: 
1 	f(x — Y)1 1 g(Y)I dY)dx IR( SRI fix 	I g(Y) 1 dx ) dY 
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= 	( 	f - I dx) dY 
= Lig(Y) IdY• if 	dx 
haciendo p = x — y resulta: 
Llf(x Y)dx = ilf(P)Idu = Lif(x)Idi  = 0J111 
"ego: Lig(Y)I dY • Lif(x Y)Jdx = II4 VII1 = 1Ií1111141 < • 
Por el teorema de Fubini — Tonelli la función H(x, y) = f(x — y)g(y) es 
sumable L1  (RxR)) y casi en todas partes y —) H(x, y) es a su vez sumable 
y si se pone 
h(x) = LII(x, y)dy = Lf(x y)g(y)dy 	h e L1  
Por otra parte IR I Lf(x — y)g(y)dyfrx IR( L)f (x ylig(y)idy)dx 
= 	digli 
así L IRf(x Y)g(Y)dYldx 	-u  
Definición 1.5: 
Sean f , g E (R ) la función definida casi en todas partes 
h(x) = 	(x — y) g(y) dy se llama convolución (o producto integral) de f y 
g y se indica: f * g . 
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De acuerdo a la proposición 1.13 f * g e LI (R). El concepto de 
convolución puede extenderse al caso en que ambos factores f,  g pertenecen 
a espacios LP(R), V (1) con p,g 1. Con este propósito se considera los 
siguientes resultados. 
Teorema 1.15:  









entonces 	Lf(x, y)dy E (R) 	y: 
(Lifie(x' Y)dY I P (kr; L(Lif (x' Y )I P dr )YP dY 
Esta última desigualdad se conoce como desigualdad integral de 
Minkowski. 
Para el caso de funciones continuas véase el libro Hardy, Littelewood y G. 
Polya sobre desigualdades, para el caso general, Pini(19), pág. 194, 4.4. 
Teorema 1.16:  
1 Sean p,q >1, 	+ 1  —?_1. Si f e 1! (IN g e El (1) entonces P q 
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1 	1 f * g E L' (R) donde r satisface la igualdad 1 — = — + — —1 resultando r p q 
II! *dr 	II p . 11gII ( Desigualdad de Young). 
Observación: 
Si f E r (lo entonces f * g e LP (R) (g. E if (R)) y: 
*gilp Viirliglip - 
Este es precisamente el caso que interesa en este trabajo. (Véase Pini(19), 
pág. 197, 4.5). 
Proposición 1.17:  
Sea f,  g e L1 (R), h E LP (R) (p 1) entonces: 
(f * g)* h=f* (g c h) 
Demostración: 
Por el teorema 1.15 (f * g) * h y f * (g * h) son funciones de LP bien 
definidas. 
* (g * h)1(x)= (x — yXg * hXy) dy 
= 	fix — y)( IRg(y — z)h(z)dz)dy 
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por el teorema de Fubini — Tonelli resulta: 
= 	I f(x y)g(y z) dy) h(z) dz 
con un cambio de variable apropiado u = y - z, se tiene: 
= 11( if(x z - u)g(u)du)h(z)tiz 
I
R( f * g)(x - z)h(z) dz 
f(f * g) * hkx) 
CAPÍTULO SEGUNDO 
SEMIGRUPO DE OPERADORES 
Sea X un espacio de Banach (en R o en e) y L(X , X) el espacio de 
Banach de las aplicaciones lineales continuas de X a X. 
11 II indica indiferentemente la norma en X (propiamente 	) y  la 
norma en L(X , X) (propiamente ) 
ei itL(X,X)- • 
X ---> indica la convergencia en X y 	la convergencia en 
L(X, X), (convergencia en norma). 
2.1. Semigrupo ( fuertemente) continuo de operadores lineales continuos 
de X en X . 
Definición 2.1: 
Sea T :[0,04—> L(X , X) tal que: 
1) T(s + t) T(s)T(t) 	V s,t O. 
2) T(0) = / 	 ( I el operador idéntico, ix = x Vx E X). 
3) Vx e X la aplicación t —> T(t)x de [0,+4 en X es continua; o sea 
42 
43 
VX EX y VtE [0,+04 resulta nolliT(t + At)x —T(t)xli= O 
t + át e [0,04 ) o sea T(t + Al) 	puntualmente. 
Entonces { T(t); t 	}se llama semigrupo (fuertemente) continuo de 
operadores continuos de X en X . Se dice además de Clase 
Si en lugar de (3) se tiene: 
(3') Vt E [O, cO[ resulta lim IIT(t + át)— T(011= O 	+ át 0) 
(o sea T(t + Al) 	L(") > T(t), entonces el semigrupo se dice uniformemente At--03 
continuo. 
Si un semigrupo continuo satisface la condición IIT(t)h 1 	Vt O, 
entonces se dice contractivo. 
Observación: De (1) se deduce: 
T(t)T(s)=T(s)T(t) 	Vs,t O 
o sea que los operadores conmutan entre si. 
Observación: Sea t O y x, y E X se tiene que: 
— T(t)yil = IIT (1)(x —yl IIT(t)II ilx —yo; por lo tanto, para t O, la 
aplicación x —> T(t)x es continua en X; en particular si (x„),,Ety es una 
sucesión en X y si x„ X >x e X entonces T(t)x. 	T(Ox Vt O. 
n—>co 	 n—>co 
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Ejemplo 2.1:  
Sea A E L(X, X); pongamos, para t e 
T17 (t)=VA', (A° =I); 
¿-1 1- 
k=O " 
Se tiene que 11T,,+p(t)_ T', (t)11 ~ 	IkIIk 	>0 uniformemente en cada 
k=n-i-1 





Ak A° =1 








2 17+1 	 t17 +...+!_A+...+_t__A+...+ 
1! 	2! 	n! 	ni-!! 	n+p! 
11T.P (t) - 	 = A  :!i T IIAII& 






1 LUA1I es el resto de la serie convergente 	-IIAII 	DtQlAl 
k-n+I • 	 n! 
entonces 2 	n~ >0; => i!'JI"+ (1) - T. (t)II = 0 
k= +] 
(Recordemos que si A, B E L(X, X) => HABO :5 hAll lIBO y por lo tanto, 
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IA k il 	IIIIk ). 
Entonces (7(t)), es una sucesión de Cauchy en L(XX) y como 
L(X, X) es completo, la sucesión converge en L(X, X) a un elemento 
de L(X, X) que se indica con exp(tA) = 1:~IA 
Probemos que {exp(tA); ¡ ~: ()} es un semigrupo uniformemente continuo 
de operadores lineales continuos de X en X. 
En efecto: Vs,t E R ( y por lo tanto en particular Vs,t E R4 ) 
2n 
resulta, 	(s)1 (t) - 1, (s + 	
(s 
+ t) AIIk 
k=n+l 
(n 	\(n 	\ 
7(s)7(t)=1 VL 
k 
A  Ii VL 
£ 
A 1 





2n ( k 	
- 	 t Ak-A] 
kl=O (k — O! £! 





	  k-tt 	 k 
S t =(s+t) 
2n 
2. Entonces, 7(s)7(t) = 	
+ t)k 













I(s)7(t)=7(s+t)+ V(s+t) A" 
k=n+1 k'  
1(s)7(t) - 7(s + t) = 




1:  pues 	~t)" hAll" es el resto n-ésimo de la serie convergente 
(s ±tr 
llAr = Entonces limO7 (s)7 (f) - 7 (s + t)II =0. Como la 
norma es continua, resulta: 
1imlI7(s)7(t) - 	 + t)lI = 11 1hnT(s)T(t) - Iim7(s + t)II 
= II(expsA)exp(tÁ) - exp(s + t)All 
=0 
O sea (exp sA) exp(IA) = exp((s + t)A); y por lo tanto T(s + t) = T(s)T(t) 
Además, T(0) = exp(OA) = ¡ 
T(0) = exp(OA)= lmT(0)= liml = I. 
También, si At >0 
llexp(t + At)Á)— exp(tA)ll = llexp(tÁ)exp(At A) - 1$1 
:5 !1ell llexp(it A) —10 	>0 
47 
00 






por lo tanto, hm HT(t + At)A - T(t)A11 = O. 
Si & <O 	t = (t + &) + (-&) 	y 
exp(t + At)Á - exp fA = exp(t + &)A - exp[(z + Al) + (—A)JA 
= exp(t + &)A (1- exp(-At)A) 
por esto, 
IIexp(t + At)A - exp(tA)II :!! IIXP(t + &)A11 IIexp(—&)Á — '11 
:5 k(C-
&BAI 
 - i) 
donde k es una constante que acota exp(t + At)AII en una vecindad de t; por 
esto lim(exp(t + &)A - exp(tA)(( = O y por todo lo demostrado {exp fA / t ~! o} 
es un semigrupo uniformemente continuo. 
Ejemplo 2.2:  
Sea C( 10,+001) el conjunto de las funciones x : [o,o4 —> .R continuas y 
convergentes al infinito. Poniendo x(+co) = limx(t)(E R); este conjunto 
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provisto de la adición y de la multiplicación escalar porR ; es un espacio 
vectorial y resulta normado poniendo 114= supix(01. 
[0,-1-oof 
Obsérvese que cada elemento de este espacio es una función 
uniformemente continua. En efecto, sea: 
hm x(t) = a = x(+co) ; fijado e E r existe t, E [0,1-04 tal que lx(t) — al :5. e 
Vt 	t, y por lo tanto ix(0) — x(t")I lx(t') - al + lx(t")— al 
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la restricción de x en [O, te ] es uniformemente continua y por lo tanto 
8 „ E R, tal que: 
x(f)— x(t")I 5.. e 	Vt', t" E [O, tj con le—ti 86 ; si además t'E [O, te 
y 	t"> t y tu-1' < 8 , se tiene: 
lx(P) — 	lx(t')— x(1,)1+1x(t e ) — x(t")I 3s 
C([0,+col) con 114= suplx(t)i es un espacio de Banach. En efecto para 
cada n E N, sea x. E C( [0,-i-00] ) y sea 	II 
 
	>0 (o sea {x.} es de no,n—>to 
Cauchy ); tómese e e R+ arbitrario: existe n e tal que lx„(t)— 	< 
Vm,n > n,. y Vt O; se sigue que (x„)„Em converge uniformemente en 
[0,+ce]; si x es la función límite se tiene entonces que x es continua y 
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convergente al infinito; además k (t) — x(t)I :!~- e Vn > n y vt € [o, ool y 
porlotantoIIx- xII ,, 	0. 
Sean T(t) los operadores de traslación definidos así para 1 ~! 0: 
Vx E c( [O,+co] )(T(t)xX) = x(t + ) V ~: O y (T(t)xX+ao) = x(+xD) 
Entonces T(t) : c( [O,-i-oo] ) —* c( [O,-i-oo]); evidentemente T(t) es lineal y 
además continua porque: 
IIT(t)xII = sup )x(t + 	5 sup 	= Dxli, donde 11T(t)II: 1. Por otra parte 
pertenece a c( [o,+x]) la función constante 1; por esto IIT(t)ll =1. 
Evidentemente T(0) =1. Si s, 1 ~ O 
(T(t)T(s)xX) = (T(t)(T(s)xX) = (T(s)xXt + = x(s + t + 	y 
(T(t + s)xX4) = x(t + s + ) donde T(t + s) = T(t)T(s). 
Finalmente vt € [o,+oo[ y Vx E c( {O,+o]) se tiene: 
(T(t + At)x — T(1)xX)= x(t + At + )- x(t + 
Como x es uniformemente continua, dado e > O, 38g > o 
fr'—t'j <S => Ix(t') — x(t")I <e y además 1(1 + Al + 4) — (t + =Iáti  así que 
Si 	At<8g resulta x(t+&--4)—x(1+)j<s para todo e~:O 
Luego, IIT(t + &)x — T(t)xIl = sup 	+ & + ) — x(t + )l :5 e e{O,+co 
por esto T(t + At)x 	T(t)x 
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así limr(t + At)x — T(t)xli=0.   
át-40 
Teorema 2.1: (De Hule) 
Sea {T(t);t 0} un semigrupo (fuertemente) continuo de operadores de 
L(X , X). Entonces: 
(a) La función t —>IIT 	t E [0,1-00[ es L — medible. 
IT(t)li 
(b) Existe el hm log I  y tal límite es <+00. 
(c) Indicado tal límite con w0,V8 e R,5> w 0 , existe M5 E R+ tal que: 
lir (t)11. M 5e5 VI E [0,1-00[ 1410 se llama el tipo del semigrupo. 
Demostración: 
(a) Si a e II y Ea = {41 E[0,+04,11T(t)0> a}; si a = +00 entonces Ea = 0; 
si a < 0 entonces, Ea  = [0,+04. Supongamos que a E R, a ; si 
to e Ea resulta 11T(t0)11 > a y entonces existe x0 E X con 11;11 =1 
pues; IIT(to )II = supliT(to )4 > a 3x: 11;1= I y IIT(to)xoll > a; por la 3 
1+1  
de la definición 2.1 resulta, limilT(t)xo T(to)xoll =0, por hipótesis 
1-410 
IIT(t0)11 — a >0, por la defmición de límite 38 >0: si lt to I < 
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entonces liT(Oxo T(to )xo H < ¡Int° )xo a de esto por la desigualdad 
triangular: 	 E 
	
Int); 11 — O"( )x < 	- a 
-IIT(t0 )x011+ a <11T(t)x011-11T(t0 )x011 	V t 0, t E 1 to — 5,t0 + 8[ por 
lo que IIT(Oxoll > a Vt O, t E] to — 8,t0  + 4 de ahí que IIT(011 > a 
pues 0;1 = 1 . De lo anterior se deduce que Ea es un conjunto 
relativamente abierto en [0,÷00[ y por tanto L— medible. 
Observación: Ea =[0,+04nG.)(t0 — 80 ,t0 + 80 » 
Conjunto relativamente abierto: la unión de intersecciones de conjunto 
abierto es abierto, así pues t IIT(t)11 es L— medible y esto prueba (a). 
(b) Por la condición (3) de la definición 2.1, para cada 
x e X; limT(Ox = x. 	La proposición 1.12(Cap.1) asegura que t-ns 
IT(t); t 01 es acotado en una vecindad de t =O, es decir existen 
5>0,y M > O tales que si O t 8 entonces IIT(t)11 M 
Sea ahora [O, to un intervalo compacto; y t E [O, to 1 resulta t = p8 + q 
con p entero no negativo y O 5. q <8; entonces: 
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IIT(t)II = IITC 5 + qil = (T(8)YT(q) :!~ M"'. Consideremos ahora la 
función: 1 -> w(t) = logT(t), t E [O,-i-oo[; w(t) es subaditiva, o sea 
w(t1 + t2) :!!' w(11 ) + w(t2 ), Vt1 t2 k O; en efecto si IIT(t1 )II> O, IIT(t2 )II > O, 
se tiene por (1) de la defmición 2.1 que: 
w(t + t2 ) = 1091T(t1 +12)11 = logJT (t1 )T(t2 )O :5 1og(JT(t1 )I1 JT(t2 )II) 
= logT(t1 )II + 10911(t2 )II = w(t1 ) + w(t2), así w(t1 + t2) :5 w(t1 ) + w(12). 
Si además PtAl = O para un j, entonces T(t1) = O (operador nulo) " 
por lo tanto también T(t1 +t2 )=O, por lo que w(t1 +t2 )=—oo (si se 
conviene que logO = —co). 
Sea w0 = mí W«) dado que w(t) es superiormente acotada en cada 
10,444 t 
subintervalo acotado de [o,-i-co[, w0 es - co ó pertenece a R. 
Supongamos que w0 E R. Fijado 8 E R,8> w0 , existe t0 	tal que 
w(t0) 
<8; a cada t corresponde un entero no negativo n(t) y un r(t), 
O :!~ r <t0 , para los cuales t = 	+ r(t); entonces por la 
subaditividad de w, se tiene para 1 > 
10 
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w(t) w(n(t)to + r(t)) < w(n(t)t) + w(r(t)) n(t)w(t0 ) + w(r(t)) 
n(t)w(t0 ) 	w(r(t))  =  w(t0 ) wfr(t)) 
n(t)t0 + r(t) n(t)t0 + r(t)r(t)t 
o n(t) 
w(t)w(t0 )  hin w(t0)ihnw(r(t)) el hm' 
1-1.4-c0  
to + 
w( 	w(10)  w(t0 ) hm  t o  = r(t). 	r(t) 	t o lun to + 
n(t) 	n(t) 
pues cuando t -± +ao n(t) -4 +<X, y además O r(t) 5.. t o , por lo que 
r(t) -->0 y por otro lado en [0,t0 ]1IT(t)11_ Mo ( pues T es 
n(t) 
localmente acotado), 	entonces loglITH1 logMo porque 
r(t) e [0, t0 ] dividiendo por t se tiene: 
w(r(t)) < logM0 como lira  logMo =0, entonces, 
t 	t 
w(r(t)) 	logM0 limsup- umsup 	=„  
t--14o 	 s-->co 









< W(10 ) 
	
"cant. negativa" < 5 
to 
así litnsup 	< 8 . 
w(t) w(ta ) Sea =limsup— 	<o 
to 
V8>w0 :/1.“-00,8,1E n (-00,0400,wo] 
8> Wo 
< w0, o sea limsup—w(t) w0 , pero 
t-14 	t 	[0,«01 t 	° 
por esto siendo 8 un número real arbitrario > wo , se tiene: 
w(t) 	w(t) 
O 	Ion inf— lun sup— in t 	t-›,» 
entonces litn inf 	Hin stip 	Wo 
P.+Ce 	 $-~ 
así hm w(t) w 
t 
Si después »70 = —co, entonces V5 e R se tiene 
1-140 
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limsup—w(t) < 8 y entonces lim w(t)— = —cc t 






(c) Entonces, tomando 8 E R,8> wo , existe t5 E R+ tal que: 
logilT(4 8  
< 
en efecto IIT(t)II <e& 	VI E [t1  
Vt E 
pero IIT(t)II es localmente acotada en [0451 y por lo tanto existe 
M5 	1, en efecto 	t5 y t E [O, t j 	Al8 ; en particular 
= IIT(0)11_ M8 , por consiguiente 1171(011 A I je&  V t E [0,-1-4- • 
Observación: En la demostración del acotamiento local de T(t) se usa 
la condición (3) de la definición 2.1 solo para t = O. 
Pues esta definición puede ser modificada sustituyendo la condición (3) 
en la defmición 2.1 con la siguiente: 
Vx E X el lim liT(Ox — xil = O. 
Probemos que de esta se sigue la (3) de la definición 2.1. 
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En efecto At > O se tiene: 
O 	+ At)x — T(t)xil =-11T(t)T(At)x — 
= IIT(t)(T(At)x— xI 
IIT(t)II IIT(At)x — ; 
hirn Int+ mx-TQA rol ihn 
1-)0+ 
hin1 IIT 	át).X - (t) XII= O 
si At > O y t — At O se tiene: 
O 	(IT(t — At)x— T(t)xli = IIT(Ox — T(t At)xli 
=IIT(t — At + At)x —T(t — 
At)T(At)x —T(t = At)xli 
At)(T(át)x x)11 
. 11T(1 	IIT(A)x xj 
pero, Int — 	es limitada en torno de t y por lo tanto di 1. O 
Se tiene = lim IT(t + At)x r(t)xli= O (t + & >, O). 
A4-)o+ 
L(X , X). Para h> O póngase Ah x — T(h)x x  h x e X 
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2.2 Generador infinitesimal de un semigrupo (fuertemente) continuo de 
operadores lineales continuos de X en X. 
Definición 2.2:  
Sea {T(t); t• O} un semigrupo (fuertemente) continuo de elementos de 
Sea D(A) el conjunto de los x e X para la cual existe (en X) el Hm Ah X . 
h-)0 '- 
Si para cada x E D(A); Ax = hm Ah x, A: D(A)----) X se llama generador 
h->0 '- 
infinitesimal del semigrupo IT(t); t 01. 
Ejemplo 23:  
1) Sea T (t)= exp(tA) 	(A e L(X , X)); entonces: 
Ah x — exp(hA)x x 
exp(hApc= , 	t h" A' x= x +
hA 
 x + 
h2 A2 
——-x + 
1! 	2! h=c1 	• 
h2A 2 	h3 A 3 
eXp(hA)X x = hAx + 
2! 	3! 
Ax 	y A2 	h2A3 
exp(hA)x x = h[—+—x +—x 




h 2 A 3 
=Ax+ 	 x+... 





ep(1)x -  = 	
A i_x 













CO 	 CO 
ITiLIAhI'I'x 	O y por lo tanto, exp(/iA)x 
= 2: í'!7-,- A Izxj 
Ii 	liii 1 
k=n+1 	 n=O  





x - hAx I 
II 
.1HAjx 
- 1 + 
h
ijAil lixil  
h 
  
Una aplicación de la regla de L' Hospital en el miembro derecho de esta 
desigualdad conduce a la conclusión Hin = llAhx - AXH = O; por tanto A es el h-0' 
generador infinitesimal del semigrupo {exp(tA); t ~ o}. 
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Ejemplo. 
Considérese ahora el semigrupo de las traslaciones en C( [O, co] ( este 
espacio está normado con 11.1 = sup lx(t)I .) 
Se tiene: 
(Ah 	M xM (T(h)X 	x(1) x(h+ x()  
Ji Ji 
por tanto D(A) es el subconjunto de C( [0,+00] ) de la función que tienen 
derivada perteneciente en C( [0,1-00] ) y A es el operador de derivación. 
Sea x e C( [O, Gol ), para cada h> O Ahx— T(h)x — x , esta es una función 
de C( 	). 
C" )( [0,+00j ) sea el subconjunto de las funciones de C( [0,-4-00]) que 
tienen derivada que pertenece a Cr( [0,-1-00] ): 
Sea x e C" ) 	[0,+co] : 	(x) — 134= O 
Para cada E [0,+00]: Ilh(X)(?) - DX(1)- (7' (h)x)( 	x() x'() 
X(1 + h) — x() 
Ji 
x'() 
por el teorema de Lagrange se tiene: 
= x'(1 + Oh)— x'W 	0191<1 
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Las funciones de CI( [0,+00] ) son uniformemente continuas. 
Por esto si se da e > 0, 38 > 0 
Vt,tee [0,+col : fr — ti <8 entonces, 1.V(t) — x"(1)< e si 	t"--+91.1 
1 = 	911)1' lel ihl Ihl por tanto si Ihi < 8 
h) 	0  xg) x,( 1 ‹  
Fi 
Entonces, suplAkx(1) xt(j)1 e si Ihi< 8 
phx. 	¡I< e si Vil < 45 
Teorema 2.2: 
Sea tr(/); t 0} un sernigrupo ( fuertemente ) continuo de operadores de 
L(X X) y sea A su generador infinitesimal con dominio D(A) Entonces: 
1) D(A) es un subespacio vectorial de X y A de D(A) es lineal. 
2) xe D(A) 	T(i) x e D(A) 	Vi. k 0 y --T(t)x = A T (i)x T(t)Ax ; 
3) Si x 	D(A), entonces r(i)x — 	(s)x T() Ax tg 	V i,s O; 
4) Si f [0. bee[—> R es continua, entonces 
1 sIth 
f(,)T()x dç f(t)T(i)x Vx€X y V/ I. 0 (1+ h) k 0; 
" h 
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5) x E X = 	ds E D(A) Vt k O y T(t)x = x + A ÇT(s)x ds, 
6) D(A) = X, o sea D(A) es denso en X, y A es un operador cerrado. 
Demostración: 
1) Sean x 1 ,x2 E D(A) y c1 ,c2 E K; entonces 
Ah  (c1x1 + c2x2) 
T(h)(c1 x, + c2x2 ) - (c1x + c2x2) 
pues T es lineal 
h 
T(h)c1 x1 + T(h)c2x2 - c1x1 - c2x2  
h 
= T(h)c1 x1 —c1x1 + T(h)c2x2 —c2x2  
h 	 Ji 
= c1(T(h)x1 —x1) c2(T(h)x2 —x 2 ) 
Ji 	 Ji 
=clAhxl +c 2 Ahx 2  
C1  X1 +C2X2 ED(A) 	
m T(h)(c1x 1 + c2xj—(c1x1 + c2 x2 ) 
h 
Ji 
hm T(h)(c1x1 + c2x2 ) - (c1 x1 + c2x2) = hm c, (T(h)x1 - x1) + c2 (T(h)x2 - x2) 
Ji 	 Ji 	 h 
=c1 Ax1 +c2 Ax2  
=A(c1 x1 +c2x2) 
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Entonces, existe A(ci xi c2 x2 )e X y A(cl x, c2 x2 )= cl Ax, + c2 Ax2 . 
2) Dado que T (t)T (h) = T (h)T (t) (t, O) se tiene para h > O y x e D(A) 
AhT (t)x — nhrnt)x) (t)x — T (t) T(h)hx = T(t)Ah x Ji 
El hm T(t)Ah x = T (t)Ax , porque T (t) es continuo 
h-)0+ 
AT (t)x = hm AhT(t)x = T (t)(1+lim A h x)= T (t)Ax -+0+ 
asi, AT (t)x = T (t)Ax . Esto asegura que T (t)x e D(A) 
si h > O resulta: 
T (t + h)x — T (t)x _T(h)(T (0x)— T (t)x  
T (t)(T(h)x  
= T(t) • A h x 
= 	hT (t)x h_. > A T (t)x 
Por tanto —d+ T(t)x = A T (t)x = T(t) Ax 
dt 
si h>0 y t—h> 0 se tiene: 
T (t)x — T (t — h)x 0)Ax  T (t 11 )x (t)x T (t)Ax = 
h 
X] 	T (t)Ax r(t — h h)x — T(t — h)x  Tw Ax = 	h)[T (h)x  h 





= T (t - h)[A„x - Ax] + T(t h)Ax - T(t)Ax; 
y IIT(t - h)Ax - T(t)Axii 
 
	>0 y 11T(t - h)[A,,x - Ax] 
11-4.0+  
hAllAkx — 	mse,'-hwilAhx— Axil h_4 —›04. o 
d- así pues —T (t)x = AT(t)x = T (t)Ax. dt 
3) Vs, t O y Vx E D(A) se tiene 
d T (1)Ax d =J 71-T ()x cg= T(t)x - T (s)x porque --> T(1)Ax 
es continua en el intervalo de extremo s y t (ver propiedad 5, pág.12, 
Cap. I ) 
4) La función t --> f (t)T (t)x es continua en [0,+oo[ . 
Puesto que: 
= ft +1 f(s)T(s)xds 
dF = f (t + 1)T (t + d‘ 
En particular: F'(0) = hm  F(h) - F(0) h 
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F' (0) 	f 4.11f(s)T(s)x ds 
h -bo h 
1rh 
así pues, Hm— f (s)T (s)x ds = f (t)T(t)x 
,e 5 
5) Comencemos con la observación que si [a, 1) 	i j en un ntervalo compacto de 
R, x:[a,b1--> X es continua y U E 1,(X , X) , entonces, 
U( rx(t)dt)= Px(t)dt 
La integral del segundo miembro existe porque t 	> tix(i)es 
continua. 
Sea cr = {ro a <t1 < <ç = b una descomposición finita de [ 
= max 	k 1,2,...,11 y rk e [th , tk ]para k.1,2,.. 
entonces )x(rk 	p(t)dt y además por la continuidad t‘ily ->0 	a 
de U 
pi  
hm U E)]x(r) — ihn E 




i:Y'  (t)dt; 
a 
por otra parte, 
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( 	n 	 )=(n
U hm (t - tk_l (r) 	(t - t ft _ j  )Jx(rk  )J X> fJx(t)dt5a 	Jak=I  k=I 
Esto prueba la afirmación anterior. 
Si xEX y t,h>O 
Entonces: 
T(h)( IT(s)xds) - fT(s)xds 
AhJT(s)xds= 	
h 
=  J [T(s + h)x — T(s)x]ds 
Fh (")xd_!fr(s)xdrd 
=! V(s)xds —! fT(s)xds 
pero, por (4) se tiene que: 
hm f+T'(s)xds  - lun— fIT(s)xds = T(t)x - T(0)x = T(t)x - x — 
por lo tanto, hm Ah  roT(s)xds = T(t)x - x, esto prueba que Vx E X 
resulta que: 
fr(s)xds € D(Á) y que A fS' r(s)xds = T(t)x — x. 
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6) D(Á) es denso en X siy sólo si D(A)=X o sea si y sólo si para cada 
x E X existe una sucesión de puntos de D(A); {y.} tal que y 	x. 
Ahora bien; por (4) se tiene: 
1 " 
hm— T(s)xds = T(0)x = x y por (5) se tiene: 
1-o+ t JO 
í
1 	 1 	 1 n 
T(s)xdscD(A),  por esto si t = 
- 




y eD(A) y y,, 
Se probará ahora que, A es un operador cerrado; es decir que, si (X.)..1. es 
una sucesión en D(Á) convergente en x e X; x 	i x € X y 
Ax,, 	>y,entonces xeD(A) y, y=Ax. 
Pues bien, por (3) resulta: 
T(t)x,, -T(0)x, = ¡T(s)Ax,,ds 	Vn 
y por consiguiente T(t)x - x = lirn(T(t)x,, - x)= hm J'T(s)Axds 
O 
pero T(s)Ax,, 	' T(s)y, uniformemente en [o, t} ya que: 
IIT(s)/h,, - T(s)yII Il(S)II IIILI - ylI por el teorema 2.1 existe 
S>O,Ma >0 tal que: IIT(s)H :5 M& para todo s ~: O por tanto si 
L = M. e& resulta para tocho s E [o, t] que IIT(s)Ax,, - T(s)yl1:5 LIIAx,, - yO 
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desigualdad que asegura la convergencia uniforme; y por la proposición 
1.7: 1hn O  T(s)Ax„ds = for(s)yds n-i02  
Entonces por (4) se tiene: 
1 y = T(0)y = hm 14  T(s)yds 
t-w4 t o 
= lim
T(t)x - x por (5) 1-)01- 	t 
Ai x.Ax 
por tanto x E D(A) y y = Ax , luego A es cerrada. • 
Teoreina,2,3: 
Sea A de D(A) el generador infinitesimal del semigrupo {T(t);1 O} 
fuertemente continuo de operadores do 1,(X , X). 
Entonces el problema de Cauchy 
dx Ax 
di 
x(o). xo e D(A) 
para t >0 
 
tiene una sola solución: 
t —> x(0= T(t)xo , 	0 
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Por solución se entiende una función t 	> x(t), t ~: O, continua derivable 




Por la propiedad 2 del teorema 2.2 se tiene: 
!1 _x(t) = 	 = AT(t)x0 = Áx(f), porque x0 e D(Á) y además 
x(0) = T(0)x0 = x0 . Así pues t 	> x(t) es solución del problema de 
Cauchy. 
Para probar la unicidad supongamos que t_> y(t) es otra solución. 
Sea F(s) = T(t — s)y(s) para t>O y O:!~s:!~t. Para As#O, s+As2:O, 
s + As :!~ t, se tiene: 
F(s + As)— F(s) - T(t - s - &)y(s + As)— T(t - s)y(s)  
As 	- 	 As 
{T(t — s — As) — T(t —s)]y(s)  
As 	 As 
- T(t - s - As)[y(s + As) - y(s)] + T(t - s - As)y(s) - T(t - s)y(s) 
As 	 As 
se tiene: 
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T (1 As 1)y(s) — y(s) . 
T (t s) 	 si As < O 
T (t s — As) y(s) — T(t — s)y(s) _ 
As 
t —5 — As)
T (As)y(s) — y(s)  
si As > O 
As 
porque y(s) E D(A) se tiene: 
T (1 As 1)Y(s) — Y(s) = A , y(s) 	Ay(s); si As <O 
IAsI 	kal 	I As 1—> O 
T (As)y(s) Y(s) A y(s) X > Ay(s); si As > 0 
As  
por esto, 
T(t — s — As)y(s) — T (t — s)y(s)  
T(t — s)Ay(s) 
As 	 As —› O 
Además, 
X 	- --> T (t — s), (s) . 
As 	As —› O 
Así pues F es derivable y F' (s) = (t — s)y' (s) — T (t — s)Ay(s) = O, porque 
y'(s) = Ay(s) . 
Además F' (s) = O para O• s t, luego F(s) =constante en [O, t] y por lo 
tanto F(0) = F (t) , pero F(0) = T(t)y(0) 
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= T(t)x0 
F(0) = x(t) 
y F(t) = T(0)y(t) = y(t) 
Así pues, x(t) = y(t); Vt 2: O. • 
Teorema 2.4:  
Sea A de D(A) el generador infinitesimal del semigrupo {T(t); t 2: o} 
(fuertemente) continuo de operadores de L(X, X). Sea f : [o, co[ _> X 
continua con derivada ( fuerte ) continua. Entonces el problema de Cauchy 
dr 
- Ax = f(t) para t > O, x(0) = XO E D(A) tiene una sola solución, 
dt 
X(t) =T(t)x0 + 
íoÍ, 
(t - s)f(s)ds. La defmición de solución es aquella del 
teorema 2.3. 
Demostración: 
= Ax(t) + f(t) 	t ~: O con x(0) = XO E D(A) 
dt 
La solución, como en el caso finito dimensional es: 
x(t) = T(t)x0 + fT(t - s)f(s)ds t 2: 0 (1.) 
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donde (T(t); t ~: o} es el semigrupo generado por el operador A. 
En la (1), el primer término del segundo miembro es solución de la 
"ecuación homogénea": 
dt 
	= ÁT(t)x0 = Ax(t)= Ax; y cumple T(0)x0 = x0 , también 
x(0) = x0, pues 
Po 
- s)f(s)ds = O, ya que (fl (s)ds = O!). 
La hipótesis sobre f : [O,+oo] 	> X son las siguientes: 
a) f es continua en [O,+oo) 
b) f es continua en [O,-s-ao) 
Para comprobar que (1) es solución de la ecuación diferencial hay que 
verificar que la aplicación çp(t) = J
' 
T(t - s)f(s)ds t ~: O 
es diferenc jable en (o,+) y que (p" (t) = A 9(t) + f(t) 	t ~ O 
En efecto: Sea t > O, y F(s) = T(t - s)f(s) 	0 :5 s:5 t 
F(s) es continua. Por lo tanto, si h E .R tal que O ::~, s + Fi (1, entonces: 
F(s + Fi) - F(s) = T(t - s - h)f(s + Fi) - T(t - s)f(s) 
= T(t - s - h)(f(s + h) - f(s)) + [T(t - s + h)f(s) - T(t - s)f(s)] 
por la condición de semigrupo continuo de T(t), t ~: O, 
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lim(T (t = s h) f(s)— T(t s)f(s))= O. Para el primer sumando teniendo en h-40 
cuenta que f es uniformemente continua en intervalos compactos de [0,+0o), 
dado e > O, existe 8 , :Ihi 8.. resulta que lif(s + h) f (s)II< e para todo 
s 	[O, ti y 'hl < 8, tal que 05_s+h5_t. 
Por otra parte: liT(t — s — 	es acotada localmente, por esto existe 
L > O : Vh :111 8 	(t s — h)li L 
Así: liT(t — s — h)(f(s + h) — f (s))11_ e; si ¡hl 8 
luego, InollT(t — s — h)(f (s + h) — f 	0 . 
Así pues, para todo t > O F (s) T(t ) f(s), 	s t es continua y 
9(t) = 	s) f (s)ds t 0 está definida. 
o 
Ahora se demostrará que p(t) jr (t — s)f(s)ds es derivable para t > 0. o 
Hágase un oportuno cambio de variable (o- = — s); entonces: 
9(t) = font s)f (s)ds 
10(t 	9(4 	T(S)[f h s f 	7117 j: (s)f(t + h s)ds 
El segundo termino a la derecha tiene límite cuando h --> O igual a 
T(t)f(0) En cuanto al primero si se considera la función: 
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05.s<t 
Esta converge uniformemente a T (s) f ' (t s), s E [O, ti . En efecto: 
[(s)[ f(t + h s) h — f(t s)1 T (s) f (t — 
liT (s )11 (t + h — s) f (t s) hf ' (t — 
Siendo T (t), t O 	un semigrupo, existe k > O tal que para 
s E [O, ti 	1111(5)1 k 
Por otra parte si: 
p(h) = f (t + h — s) — f (t — s) — hf (t — s), h E 8 8 e l 
p es derivable, y por el teorema del valor medio 
IIPQ011 IIP(h) P(°)11 	Iprj 	+ 	s) fi(r — .9)11 11h11 
por lo que, 
+ h— s) h — f (t — s)] r(s)f,(t _11‹  
Si 8 es tal que rol ¡Int +0 — s) — (I — s)li< e por la proposición L7 
10 	(s)[f  (t + h s) h — f(t — slds for (s) f , sws 
9(t 	 9(t) Como 9 es derivable, existe el hm' 	+ h)  
h->0+ 
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pero; si h > O ( considérese la versión original de 0))  
9(t 1- 17)— 9(t) 1 	[T( t h — s) T (t — s)lf(s)ds + —1 f (t h s)f(s)ds h 
El segundo término tiene límite igual a T (0) f(t) = f (t) por esto, existe: 
lim 1 — 	(t + h) T(t — s)lf(s)ds 
h-s0-} h 
T(h) (t — s) f(s)ds — (t — s) f(s)ds 
= lim 
h-M3 
y siendo T(t); t O, con generador infinitesimal A, lo anterior quiere decir 
que: 
9' (1) — A( (t — s) f (s)ds)+ .f(t) 
(t) = A9(t) f(f) 
Así: ---- A T(t)x0 4- A roT (I s)f (s)ds f (t) dr 
Ax(t) + f(t) 
esto asegura que x(t) T(t)x0 ÍT (t s)f (s)ds es solución de la ecuación: o 
y'(t)= Ay(t) f(t) 
sujeta a la condición y(0) x0. 
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Unicidad:  
Por el teorema anterior para cada xo e D(A) existe una única solución 
del problema de Cauchy: 
Ax 
x(0) = xo 
En particular,. la única solución del problema de Cauchy 
es x(t)=O 	V t 
Si xl (t), x2 (t), t k, 0 son soluciones del problema: 
Ax + f(t) t 
x(0) = xo 
entonces x(t) = xt (t)— x2 (1) es solución del problema: 
Ax 
x(0) xi (0)— x2 (0) =- 0 
por tanto, xl (t) — x2 (1) 0 para t O y 
(t) 	x2 (t) Vt, t O. 
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Teorema 2.5: 
Sea A; D(A) ----> X lineal cerrado con dominio denso en X. Entonces 
A puede ser generador infinitesimal de a lo sumo un semigrupo fuertemente 
continuo en L(X , X). 
Demostración: 
Sea A generador de dos setnigrupo {T(t);t O} y 	ts(t);t 0) 
( fuertemente ) continuo de operadores de 1,(X , X). 
Consideremos el problema de Caueby: 
dx = Ax para t > O, x(0) = xo D(A) 
Entonces, existen las soluciones: 
t -->x(t)=T(t)x0 y 
t 	y(t) = s(t)x0. 
Por la unicidad se tiene que: 
T (1)x „ s(t)x 	kit O y Vx0 e D(A) 
Pero, D(A) es denso en X y los operadores T(t) y s(t) son continuos; 
por lo tanto T(t)x = s(t)x Vt_O y Vxe X. 




Sea A E L(X , X); entonces A es generador del semigrupo {exp(tA); t 0) 
dx y por lo tanto el problema de Cauchy — = Ax para t > O, x(0) = x0 e X 
dt 
tiene una sola solución t ---->x(t)= exp(tA)xo 
Por ejemplo, si K es un intervalo compacto de Rn , H e L2 (K x K), 
entonces: 
{fp'  WfWdY1, f E L2 (K), 
pertenece a L2 (L2 (K), L2 (K)) y por lo tanto la solución de 
—d g(x,t)= 
J
H(x,y)g(y,t)dy, 	f (x) y 
K 
g(x,t)= f (x)+ E iNK  (x, y) f (y)dy donde, 
K1 K 11"-=1 • 
HI —H y H „(x, y) fx H(x,z)H ,(:, y)dz para n 2. 
Ejemplo 2.6: 
Sea X = CID ([0,+col). II problema de Cauchy 
— 	para t > 0, u(0, 	f()  con f e C(' )( 	) tiene única at 
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a solución (“)—> f(t + porque actualmente — es el generador del 
semigrupo de la traslación. 
Observación: Sea A: D(A)—› X lineal cerrado con domino denso 
generador del semigrupo {T(t); t 0}. Supongamos que A es acotado. 
Entonces D(A)= X; en efecto sea xeX y x e D(A), x. 	x; 
luego,11Ax„— Axm l m,n 	>0, existe y E X tal que, 
Ax„ —> y; además, A es cerrado de x„ 
 
	>x; >y, Por 
 
consiguiente resulta que x e D(A) y y = Ax 
Como A e L(X , X); y además es único el semigrupo generado por este 
operador resulta T(t)= exp(tA) y por lo tanto {T(t); t 0} es uniformemente 
continuo. 
2.3 	El Resolvente de un operador cerrado. Teorema de Rifle Yosida. 
En todo lo que sigue X indica siempre un espacio de Banach (o de 
Hilbert) complejo. 
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Definición 2.3:  
Sea D(T) un subespacio de X y T 	X es lineal. 
Sea p(T) = 2 e le C(.1, — T) es denso en X y existe (A — T)' acotado } 
Si 	E p(T), póngase: R(.14T)= (A — T)-1 , entonces R(1%; T) se llama 
resolvente de T. 
Teorema 2.6: 
Si T es cerrado entonces, VA E p(T),R(A;T) e 1,(X , X) . 
Demostración: 
Por definición R(%; T) es acotado con dominio denso en X. Probemos 
que R(.1;T) es cerrado. 
Sea yn e D(R(24T)) Vn EN y sea y „ J--"--> y y R(.14T)yn 	x; se 71-YrX) n—>co 
trata de probar que y e D(R(.1.;T)) y x = R(2.4T)y . Ahora poniendo: 
x. = R(d1,; T)y. 
xn = ( A —T) i  
— 71x,, =(2 — T)(2 — T)-I y „, se tiene que: 
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— 71x =y;  pero x. x 	x, y n X y ir, es un operador cerrado; se 
r1-1CO 
sigue que x e 	— n y (2— T)x = y; por esto y e «R(.1.; T)) y 
R(.14T)y = x. 
Probemos ahora que D(R(A;T))= X 
Sea X E X; existe (x ),,,s en D(R(2;T)) tal que x 	x, porque 
13(1?(.14T)) es denso en X; sea y„ = R(2;T)x n ; dado que R(2; T) es 
acotado y x„ 	(R(.14T)x a jo, es una sucesión de Cauchy en X; 
y además X es completo, por lo tanto existe el límite de tal sucesión. 
Sea 	y = hm R(.147').x .; pero R(2; T) es cerrado y por lo tanto 
x e D(R(.1;T)) y y = R(.1.;T)x . Así x E D(R(.14T)) y por consiguiente 
x 	D(R(2;T)) pero 13(1?(.1;T)) X , por lo tanto IXR(.1.;T))= X. 
Por lo tanto, 12(2;T): X_°'"" D(T) 1-1 
	
y por lo tanto: (2 — T)R(.14T)x = x 	VX E X 
R(.1.;TX/1. — T)x x 	VX E D(T) 
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Observación: 
Si U es lineal acotado cerrado con dominio denso; entonces U E L(X, X). 
Teorema 2.7: 
Sea T cerrado y Á, .0 E p(T); entonces: 
R(2; T) - R(p; T) = (p - 2)R(2; T)R(u; T) (ecuación resolvente). 
Demostración: 
En efecto Vx E X se tiene (porque (p - T)R(p; T) =1) 
R(2; T)x = R(2; T)(p - T)R(p; T)x 
= R(2;T)[(u —2) + (2— T)}R(,u;T)x 
= R(2; T)(p - 2)R(p; T)x + R(2; T)(2 - T)R(p; T)x 
= (p - 2)R(2;T)R(p;T)x + R(2; T)(2 - T)(R(4u;T)x); 
pero R(u; T)x € D(T) y por lo tanto: 
(R(2; T)(2 - T)XR(p; T)x) = (2— T)-'( Á — T)(R(p; T)x) 
R(p;T)x 
Así pues: R(2; T)x = (p - 2)R(2; T)R(u; T)x + R(u; T)x. 
R(2; T)x - R(p; T)x = (ji - 2)R(2; T)R(u; T) Vx E X y por lo tanto; 
R(2; 1') - R(p; T) = (ji - 2)R(2; T)R(,u; T). u 
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Observación: 
Cambiando 2 con p se tiene: 
R(p;T)— R(2;T). (2— p)R(p;T)R(A,;T) 
y por lo tanto, 
R(24T)— R(p;T). (p .1.)R(2;T)R(p;T) 
donde, 
R(.1.;T)R(p;T) = R(p;T)R(.1;T) . 
Teorema 2.8:  
Sea T cerrado y 20 E p(T); entonces, 
{.1 e 0;12 — 21 	: Tu<i} ç p(T); y por lo tanto p(T) es abierto, y 
CO 
R(.1;T) = 	( - 1)" (A — flo r [R(20 ; Ti"'  
n=0 
la serie ( de Neumann ) converge en norma; y además: 
IIR(2,;T)11 
< 	IIR(.1,3;T)11 
1— 12  — 201 
Demostración: 






k [R(20;T)]' " - 	(-1)(, - ,)k [R(20 ;T)r 
k=O 	 n=O 
IS.+P-SA = 
- 
k=n-i-1 	 11 
::5 





= k ~A01  IIR(20;T)1I = 
- 11011JR(20;T)II" 
El último miembro de la desigualdad es una suma parcial de una serie 
geométrica; y si 12— A1 IIR(,I».;T)11 <1 este miembro está acotado por la suma 
de la serie cuyo primer miembro es lío  = 12- 2oI1IR(20;T)1I1 o sea por: 
SR - 
VO - [12-20111R 20;nII rI1R(2o;T)II  
- 1-r - 	1—J2—Á0IIIR(20;T)II 
Por esto lis., - 	<[12 - 
2  1 	; T)ll r' ((R(20  ; T)Il  
1- 12— ÁoI IIR(20;T)1I 
el segundo miembro converge a 	i O, pues: 
hm (r)"' 
QR(A0J)1J)
] [ 1-r 






20)k [R(20; n] ) 
k=0 	 PIEN 
Así pues la sucesión 
 
en L(X , X) es una sucesión de Cauchy y como 1,(X , X) es completo, la 
sucesión 	ok (2 20)"  [44;7,1+1 converge en norma y su límite 
k=0 	 nEN 
es un elemento de 1,(X , X) que se indican; como es usual, 
00 
(-1)n (2 Ao)" [R(20; nri  y cuya norma es: 
n=0 
.< 
1 — 	—2 I II/Z(20;T)I 




E 	— .1.0 )"[R(2.0 ;nr)„.x 	vx.,y 
n-=0 
t 	Aor [R(11 9;nr+i )(2., _ 71x .x 	VX E D(T). 
rr=0 
Teniendo presente que: 
00 
E(-1)" (2 - 2 )I1 [R(11.0;nri 
	







E (-1)n t - 2 Y' kilo; nr 
n=0 
= (A. — 	— 	at (-1)" (A ; )" [R(20 ; n]'I 
n=0 
00 
= 	(-1)n (2 — 2o )fl+1  [R(20 ; n]1 n=0 
00 
+ 	(-1)"(2 —2)"[(2— A)R(20;n1[410; nr 
n=0 
= 	(A — ito )n [R(Ao ; n] 	+E(_on — 2,0 )n [R(2,o ; 	= I 
n=1 n.i 
porque (2.0 — 7)R(20 ; 	1. Con esto se ha probado la primera igualdad. 
Análogamente, dado que R(.10 — 71.10 T).x = x VX E D(T) ; se tiene: 
— 20 Y1 [R(20 ; n]'+i)(2._; 	_ T)X 
n=0 
= 	(- 1)" — 20 )"1 {R(20 ;T)r+1 x + (-1y (2 — 20 )" ER(2,0 ; T)r x. x. 
n=0 n=0 
Así pues; si 12—  201 11/?(20;T)11 <1 
1 Vytee con 12-201< 	 resulta: 
liR(20;011 
R(2; T) =Ea° (-1r 	[R(20;n1n+11 • 
n=0 
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Obviamente si 2 E p(T) resulta IIR(.1.; 71)11 > O porque de otra forma se 
tendría — Tr x = O Vx mientras (2— T)  es invertible y por lo tanto 
(.1 — T)' x = O si y solo si x = O . 
Si 	A es un abierto de e y T A_) L(X , X), diremos que 
—> T(2) es analítica si V20 e e existe ro > O tal que: 
00 
T (A) =(2 — 20 )n Tn  
n=0 
para P. — 201 <ro , siendo T„ E 1,(X , X) V„ y la serie converge en norma. Así 
pues 2----> R(2,;T) es analítica sobre p(T) . • 
Teorema 2.9:  
Sea A: D(A)—> X lineal cerrado y sea x: [a,-i-co[--> X continua. 
Si 	x(t) e D(A) V t > a, t_> Ax(t) es continua en [a,1-00[ y las 
funciones t --->x(t) y t --> Ax(t) sean integrables en sentido 
generalizado, entonces: 
x(t)dt E D(A) y A f i'  x(t)dt = Px(t)dt 
a 	 a 
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Demostración: 
Sea a ----, = te, <1,1 < < t= M} 	> a) una descomposición finita de 
[a, M] y sea 8 g = max{t k — t k _I ; k = 1,2,...n}. 
Pongamos fa 	(tk — tk _i )x(r)  E D(A) 
k=1 
y por lo tanto, I. (tk — t k _ )Ax(rk)= Afa 
k =I 
siendo r k [t k _, , t k ] para k =1,2,...n 
Resulta: 
a
r  x(t)dt ; 	fa Ax(t)dt 
Dado que A es cerrada se sigue que: 
)11 
x(t)d D(A) y 	Ax(t)dt A I x(t)dt 
a 
esto es cierto VM > a . 
Ahora por hipótesis, 
hm 	x(t)dt 	x(t)dt, hm Tm Ax(t)dtf Ax(t)dt 
M +40 m-14-ize a 	 O 




Entonces, siempre por la hipótesis que 4 es cerrado, resulta 
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cc, 	ao 
fc°X(t)dt E D(A) y A f x(t)dt = f Ax(t)dt . • 
a 	 a 
Teorema 2.10: 
Sea {T(t);t 0) un semigrupo (fuertemente) continuo en L(X , X) con 
o. 1 gr(t)II  
generador infinitesimal A. Sea wo = hm 	 y sea Re/1>n. I ~G. 
Entonces 2 e p(A) y R(2; A)x = f c° e— 2: T(t)xdt 	VX E X . 
O 
Por otra parte Vx e X se tiene, fijado ao , O < ao < 
2 
lim 2R(2; A)x = x uniformemente en el sector E elarg.11 ao < = S . 
1 	 2 
Demostración: 
La función t --> e-1   T(t)x es continua en [41+4 y fijado w> wo existe 
M. tal que: 
IIT(t)JJ A 1 wegvi VI O por el teorema 2.1(Teorema de Hille) 
Sea Re 2> w. Para M2 > Mi > O se tiene: 
m2 2, 	 m2 , 
T (t)x dt 	
s
lie- "4 T(Oxildt . 
= 11.11 












 T(t)x dt 5_ 	IIXII 1.1112 e— Reit t M egiv dt 
 
li M2 	 sm2 e- Re2 I pero, 	 M w ehv dt = 	 R e2 t etw dt 
 
M2 eow  _ R e.,1) dt =lixIIM w 
[







[ 	M2 (w—R e .%) 	Mi(w—Re2) iixiim w e — e 
w—Re2, 
M2 	 M2 (w—R e — eMi(w—Re A) Así 	e- Re,1 Mw etw dt = 	[ 	  w e 
mi w—Re2 
El segundo miembro de esta igualdad  
— Así pues si R e > w existe f e Át  T(t)xdt VxeX 





21 (t)x dt o 






= 	2111T (01 dt <t le- 21 111T(0111Ixildt 
  







w [ 1 	114 mw  
w-ReÁ. Reit -w 
por lo tanto, IIR4xli 	II/ y por consiguiente Rlx E L( , X) y 
Re Á - w 
iktr ilx11 	M 
además IIRII=  sup 1,14 stip 	= 	_ hht 	H.vvi R e 	w ReA-w 
Para probar que R = R(.4: T) basta probar que: 
CV? AA) 
)0R /ix x 	Vx e X 
RAZ - ,A),T •-• x 	Vx D(A) 
Se tiene para h> O ( dado que I" (h) E L(X X) y por lo tanto es cerrado) 
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e- T(t)xdt-fe'- T(t)xdt] 
ro e  _Á, 	fe 	T(t)xdt _ T(t + h)x dt - — 
h  
- tt Se hace cambio de variable para f e i T(t + h)x dt : 
o 
t=0-t-h 	si t=0<b=h 
t=0-h 
dt 




- A  A h(R it X) = 1  77 e A h 	e 'T(t)xdt -! re T(t)xdt ---f e° e- At T(t)xdt h 	 h h 
eilh - 1 	W 	ji = 	 re- '  'T(t)xdt - 1re- '11 T(t)xdx  
h 1 h 	 h-ool- 
Así pues, RA x E D(A) 	Vx€X y 
il(R,t x)= 11?).x - x , o sea (2- MR2 x = x 	VxEX. 
La primera y segunda afirmación ha sido de esta forma probada. 
Ah 	 T(h) 
= 
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Sea ahora x E D(A). Por el teorema 2.2 se tiene T(t)Ax = AT(t)x y como 
A es cerrado resulta: 
A fe ' T(t)xdt = fe 	AT(t)xdt = 	'' T(t)Axdt 
Así pues: RAx = AR2x Vx E D(A) y por lo tanto, 
R2 (2—A)x=2Rx—AR2x=(2—A)R,x=x VXED(A) 
(La última igualdad sigue de cuanto se ha ya establecido). 
Por lo tanto R =R(2;A). 
Sea ahora 2ES. Sea Re2>max(O,w0 } 
Entonces, 
2R(2;A)x-x=2f 00 e' [T(t)x-x]dt 
VxEX (porque 2 foe-a dt=1 )• 
93 
Fijado E E R existe 5(c,x) E R tal que: 
T(t)x - <e Vt E [o, S(e, x)] (por la continuidad del semigrupo 
{T(t); t ~> O}; entonces: 
2R(%;A)x—x=) fo 
co 
e— )' [T(t)x — x]dt 
1,11 í j(" Y) 	 5(e,x) e_Re nIIT(t)x_xlIdt<kI4 	
e_' 2 dt 
peroj
5 (e, x) 	 - Re2 t e _j2tdt=e 
1=5 
1=0 
- 	1 e' 16 
—Re,t Re2 Re2 
l—e' "5 	1 
- 	 ;pues 1—e''=1 	
1 	
<1 




> O y ademas 	= seca = 
Re2 5 	 Re2 	cosa cos a, 
por lo tanto: 
5(c,x) 	 121g 
LJ í 	e - Re 2 'IIT(t)x xli di < 
e 
U 1 J Re2 cos a0 
ypor Re2>w>max{O,w0} 
<CIal Fe— R e2 t IIT(t)x -xlIdt <_e,x) 	 Re2 a0 
ypara Re2>w>ma4O,w0} 
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= Ial lixil i, x) 
Re2 t (Mwewt + i) dt 
= 121 iiiiF f e Re2 t (Mwewt ) dt + re- Re 2 dt L 	5(e ,x) 	 J5(e,x) 
=











- 	 Me 	e 
- 	 Re,%—w + Re2 
=121 lIxo 
[ 






ReÁ—w 	] Re2 
( Re2 	 -ReÁS(e,x) 
< 	M eWS 	+ u e 	11.1 ReÁ-.+o O uniformemente 
- Re2—w ) cosa0 
en el sector 2E;arg2:5a0}=S. 
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Se demostrará que lo anterior dicho es cierto 
( M. Re e )478 +1) +(111 e" +1) ya que 
Re >1 A 	 R A. k 
Re 2... 
(ojo: como 	pertenece al sector 	e 121cosao
w r'41-->4° 
por esto si 121 	R e 2—›+co) 
y además; 
e-ReÁ8 -->0 cuando k 	>--Go, pues cosa°  
0<e-R" <e 0ós411  
Teorema 111: (hile y Yosida) 
Condición necesaria y suficiente para el operador A : D(A) --> X lineal 
cerrado con dominio denso (en A') sea generador infinitesimal de un 
semigrupo 1(0; t o} (fuertemente) continuo de operadores de L(X , 	es 
que existan M,w R tales que 2ER,2>w2ep(A) y 
11 [R(2; Al •• (2-M  41 
 Vn€N V2>w 
en tal caso resulta IIT(t)II Me' Vi 0. 
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Demostración: 
Condición Necesaria. Sea A generador infinitesimal del semigrupo 
{T(t); t O} (fuertemente) continuo. Entonces existen M,w E R tal que 
fir(t)11._ Me' V t 0. Por el teorema 2.10 cada AEC con Re.1.>w 
pertenece a p(A) y 
, 
R(2.; A)x = fe 	T(t) x dt 
Luego, 
IIR(.1; 1)4 	f cc) e  
xeX,ReA>w. 
T(t) x dt 	re Al IIT(1)1111xlidt 




—w w-2 o 
entonces, gR(2;A)xii 21'14  
y por lo tanto IIR(2;A)Il w 
fo At Además R(2; A)[R(2; A)x]= 	e— T(t)R(.14 A)x dt  
, 
= f 	T(t) T(z)x dz dt r o 
97 
= re° c° e A*(t 4-z) T (t z)x dz dt 
Así, 
IIR2 (2; A)xli=0 	e 	T (t z)x dz dt 
if 
dz e 	 d t for -2(1+z) lint+z 
_.Adf"rew(t z) e- 2(1 z ) lixildt dz 




Así IIR2 (Á; A)xil (  MIIxII
M 
2 	wy y por lo tanto, I1R2 (A; 	 . Es obvio (,%_ w)2  
que este procedimiento se puede aplicar para todo n e N. 
Condición Suficiente. 
Utilizando la hipótesis del teorema 
A es cerrado y D(A)= X . 
(2) 	1 M > O; W E R: para todo n y todo 2 con ft > w 
A E p(A) y 111?" (A; 
(A - w)n 
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Se construye un semigrupo continuo de operadores T(t); t O; y se 
prueba que T(t); t• O es el semigrupo generado por A. 
Primera Parte: Construcción del semigrupo T(t); t O. 
Sea .% e R, .1>w y 13 el operador definido como: 
BA = 2,[2,R(2.; A) - 
Si A, p > w como R(2.; A) • R(p; A). R(p; A) • R(.1; A) los operadores BA  
y B p conmutan es decir, BABp = Bi)31. 
Dado que BA, e L(X, X), BÁ genera el semigrupo 
S,t (t) = exp(tBx ) = exp[t20(24 A) - 
= exp(-01..) • exp[t22R(A; A)] 
t(t 2,2 
= e-At — R
n 
 (A; A) 
n_o n! 
Utilizando la hipótesis se tiene: 
IIS,1 	e-at tt112- R n (Á; Al • I 4	e-At t —:1 [t22 
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Fíjese y > 1. Si 2> 7W 	 2 =2(y) resulta — <j' y por tanto, 
I1S 2.(t)11, Met  V2 > 2(y) . 
Como BA /30 = BoBA para Á, p, w también SA(OB = B uS 2 (0 . 
Ahora bien, 
--S2 (t) = — 	21 • exp(t2.2 R(.1.; A)) + 	(22 R(2,; A))exp(t.12R(2,; A)) 
= —AS (t) + 22R(2; A)S 2 (0 
= S A (t)[— 2 + 2,2 R(2.; A)] 
= S 1 (01 3 a B S ,t (t) 
Sean ahora 2, > 2(y) 
S A (t)X — S (t)X =f o cf p (t — A(u))xidu 
y como, 
d 
p (t — 	= —S(t — u)B p S (U)X + S p (t — 14S A(u),8 du 
= S (t — u)S ,t (u)Ip — BxJ 
resulta: 
(t)x — S (01 DISp (t — u)S2 (u)II 11/3,tx Bmxil du 
lo» 
IPS Á (1)X - S /1(0.1< M 2 C14111-"1-1IBÁX 	du 
Iv12 te" "111 3 ,t x — Bi,x11 
Observe que el factor de 11B/1x —B, xII ,M2I  e es acotado sobre cualquier 
intervalo compacto [O, a] de [0,-1-col; por esto existe una constante ka ; 
Si 2,,u> 2(r) y 0._,15_a 
— S „(1)11,. ka 
Considérese ahora x E D(A) R(2; A)(2 A)x = x 
y R(%; A)(2 A)x = 2R(2; A)x — R(2; A)Ax por tanto, 
IAR(2; A)x = xil=l1R(24 A) 1 	21- 4+4,11Axil 
 
 
La aplicación 2 	— para 2>w es decreciente y para 22w su 
w 
valor es 2, por tanto si 2 > 2w, (2> 0)11/1/?(A;   2M, 
' 	w 
Sea ahora x E X Fijado E > O, como D(A) X (por hipótesis ) existe 
xo 	D(4) tal que, 
lx — 	< resulta entonces: 
II 
 
2R(2; A)x xil=11ÁR(A; A)(x — x0 ) — — x0 ) + ÁR(Á; A)xo x 
Wk2 1 ilx x 011+ 	x 011+ 11,4(2;A)xo xoll 
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y si 2>26 ,26 > 2w oportuno 11.1R(.1; A)x o — xo ll< e 
por tanto: 112R(.14 A)x — 	(2m +1)e + 
para todo 2> max{2w, 2e } y por tanto; 2R(.1.; A)x x 	> 0 . 2-44-co 
Por lo anterior; para x e D(A) se tiene: 
/32x = .14R(.14 A)x — 	.1R(2; A) Ax 	Ax 
o sea, 13 --> Ax para 2--> +co y por tanto; para x e D(A) resulta: 
	
11S2  (t)x — Sp (t)li 	0. 
Como se ha observado esta convergencia es uniforme en cada intervalo 
[O, 
Si xEX y xo E D(A) se tiene: 
(S2 (t)x — S, (t)x)— S2 (t)x o — S p (t)x0 = S ,t (t)(x x0 )S p (tXx — x0 ) 
aplicando la desigualdad triangular: 
(t)x — s (t)xii lis2 (t)x0 -sp(ox011+(lis,(01+11s,(011 )11x- xoll 
Si O t a, entonces: 
ISA (t)x — S (04 5_ IIS,t (t)xo — S (t)x0  + 2k lix — xo II 
Como D(A)= X, puede escogerse X0 E D(A) tal que: 
E 2kilx— x0 I1<— y /1., > 0; A, p> 2 , entonces 2 
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ilS2 (t)x0 - Sp(t)xo ll <í  luego, 
IIS2 (t)x - (t)xil < e, si 2,,p>26 y t E [0,4 
Lo anterior asegura que para todo x E X existe Hm S2 (t)x = T(t)x. 
-)+03 
Dado que: 1,52(04 »7'4114 	t >O, y >1 
resulta: 
IIT(t)11. Me»" 
por tanto, ya que T(t) es lineal, T(t)E L(X, X) y 11T(t)II_Mewl con y =1. 
Pues bien T(t); t O es un semigrupo continuo de operadores de 
L(X, X). En efecto, es inmediato que: 
i) T(0)x = hm S 2 (0)x = hm lx= x VX E X 
y por consiguiente T(0) = I . 
ii) T(t, + t2 )x = 2111,  S2 (t, + t2 )x = ,hm+.  S2 (t, )S2 (t2 )x = T(t, )T(t2 )x 
Vx E X y Vt, + t2 O. 
iii) Finalmente, fijado a oportuno a > 0 , se tiene: 
S, (t)x ----x-÷T(t)x uniformemente en [0, a] para cada x E X fijo. - 
Si se sigue que, fijado t O y tomando un arbitrario E E R+ , existen 
86. E R+ y 2.6. >2w tal que: 
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(t)x 
- T(t)xiI < 	" II"( + h)x - S2 (t + h)xII 
V2 > 2. y Ihi <8.; escogido 2> 2 existe 5 E R , 8 <Se, 
tal que lis2 (t + h)x - S. (t)xIi < para Ihi <8 por tanto: 
+ h)x - Tt)x :5 	+ h)x - 2 (t + h)x + JI S x (t + h)x - S2 (t)LI 
+ fis2 (t)x - T(t)xlI < 3E . 
Esto asegura, junto con los resultados precedentes, que {T(t); t 2: O) es un 
semigrupo de operadores de L(X, X) (fuertemente ) continuo. 
Para finalizar la demostración basta probar que A es el generador de 
t 2: O). 
Como 	S (u)x = S2 (u)B2x, entonces S2 (t)x - x 
= f 
S (u)B2 x du 
du  
Ahora bien, S2(u)B2x 	'T(u)Ax uniformemente en 
[o,:], si x e D(A). Por tanto para x e D(A) 
T(t)x-x=limS2(t)x-x=1im552(u)B2xdu 
=
hm S2 (u)B2 x du 
=f
T(u)Ax du 	Vx E D(A) 
T(h)x - x 
= hm! rT(u)Ax^ = T(0)Ax = Ax (por teorema 2.2) 
h 	h-+O h 
Por tanto si A es el generador del semigrupo T(t), t ~: 0 resulta: 
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D(A) 	T ) y 	= A . 
D(A) 
Si wo es el tipo del semigrupo T(t); t O como 
IIT(t)ii 	Al in— <—+ w 
T(t)11. Mewf  , entonces, 
II T(011  
por tanto, lim ln 	— wo w ( por teorema Hule y Yosida ) 
t 
si A> w, 2> w0 , entonces 2 E p(A) n 
Sea X e DM y y = — 7,1--P; como (2— AXD(A))= X , existe x E D(A) 
tal que: 
así, 	— 	= — )X y como 2-7 es inyectiva x=, pero entonces 
X E D(A). 
Así pues, 13(71)g. D(A) y D(A)=. 
Teorema 2.12:  
Sea A un operador lineal cerrado de D(A) en X con dominio denso (en 
X). Existe w E R tal que 2e.R,2>w2Ep(A) y 
1 
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Entonces A es generador infinitesimal de un semigrupo {T(t); t 0) de 
operadores L(X , X) fuertemente continuo tal que: 
Vt O. 
Demostración: 
Sigue inmediatamente del teorema de Hille y Yosida si ponemos M =1, 
ya que: 




OPERADORES DE WEIERSTFLASS. 
Definición 3.1:  
1 	-x2  
Sea a e R± y wa : R R la aplicación wa(x)= 	e 4a 
Se llama operador de Weierstrass Wa al operador: 
W. (f) = w„ *f 
para cada f para la cual la convolución está definida. 
Observación: 
wa 	(R) pues: 
2 
I )1C/ X a (  	
1 
bi e 4° dx 	poniendo 




Al 4a du 
NI4x2 P 
1 gI  2 le du 
412r 1  
2 
du = ,kr; resulta que: y como 
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L
iwa(x)Idx =1 y por lo tanto, 





Por esto el operador Wa está definido en LP si 1. <+00 y por la 
desigualdad de Young(Teorema 1.15): 
IlWa(DIL 
Proposición 3.1:  
Sean a,ber y 1_..p< +00 , entonces: 
wa(Wb(f))= wa+b(f),fE L" (R). 
Demostración: 
Por la definición Wa(Wb(f))= w * (wb * f) y por la proposición 1.16 se 
tiene: 
wa(wb(f))=(w. * wb)* f 
por lo tanto es suficiente probar que: wa * wb = w„b 
Ahora bien: 





al. i R 
(x—y)2 y2 1 
1 	 4a 4b 
	 e 	dY 
42r 
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prescindiendo del signo, el exponente de la exponencial en el integrando es: 
1 r 
Lb(X 
y)2 aY 1=  7171) 2 	1 	[bx2 — 2bxy + by2 + ay2 ] 
x2 
=-+ 4a 
1 r  
(a + b)y 2 — 2b.xy] —[ 4ab 
x2  1 b 2  








1 (i I 4a + 4a(a + b) 	4ab b Y — NI a + b x j 
1  
X2 b x )2  (c, 	- F b 	— y 4(a + b) + 4ab b 






e 4b (411.b (Wa * Wb XX) — 	 4( 
hbrNlab 
poniendo u N Ic b y — 	1 du— _ dy  x 
a+b 4 
y el integral se transforma en: 
_ u2 1 	1 	4(a+b) 
(Wa * Wb )(X)—    e 	e 7  du 
4ab ' ' 
dY 
47rIlab 	b 




1 	e  4(a+b) • 11:4711..1 z2 dz 4 	 
1 (w a  * w b )(X) = % 
y como Le 2  dz = Ni; se obtiene, 
4(a+b) 
(W   e 
b 
1  
írin-7;7—i- I)) e  
wa+b (x) 
Así, (w. * wb )(x) = wa,b (x) y por consiguiente: 
Wa(vb(f))=wa+b(f) f E (R) • 
Proposición 3.2:  
Sea 	1 p < -1-c o , y para todo a e R+ W : —› U el operador de 
Weierstrass; entonces: 
1 im IIW ( f) f II p = 0. 
a—)0+ 
Demostración: 
Fr a(f )(x) — f (x) = (w a * f )(x) f(x) 
x2 
4(a+ b) 
)i (IR iwa (f)(x)— fix)r )P 	\ JR  
r T2 
jize 4 [f(X — .1/471 r)- f(x)ldr 
	 f[fle-4[f(x --Iljr)- f (x)] 
y 47r R R 
1 1 1 
     









e 4a f(x)dt 
utilizando el cambio de variable x - y = t se obtiene: 
- 	ifix  - - f (x)111t 
w  ( fxx) - f - 
.47172. e 
poniendo r = 	dt =,171 dr y t=.11-; r por lo que la integral queda 
de la siguiente forma: 
1 	 j fix)Vir va(f)(x) — f (x) 	
í 	rf(xj r) - iRe  
Aplicando la desigualdad de Minkowski: 
2 1 	7 
R
e-T(1 if(x-ifft r)- f(x)I dx)P dr 
47r 	R  
El integrando de esta expresión tiende a cero cuando a --> O+ , pues como 
f E IP (A) tiene la propiedad de continuidad en medía de orden p: 
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hm Lif(x h) — f(x)r dx= O, resulta: 
1 lim 	e4( 	— r) — f (x)r dx)P dr 
114ff .-,0+ fR 	R  
1 rL  e 4 
4it R (
hm 	If (x — 	r) — f (x)1P dr) P dr 
a —>0 
1 ¡e 4 • (0) P dr 	LOdr --- O. 
4it 
Por otra parte: 
(L V- - „rrir)- f( 
1 




por esto para todo t 
	
2 	 I 	2 f 
e 4 	fR if(X - 	r) f(x)1)P  52e 4 	p 
como está última función es sumable 	L1 (R)) por el teorema de la 
convergencia dominada: limilwa (f) — fli p = O. • 
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Definición 3.2: 
Sea p E[1,Ge]. Poniendo T(t)=W, para t > O y T(0) = I , IT(t), t 0} 
es un semigrupo fuertemente continuo de operadores en I, P (R), contractivo. 
Se llama semigrupo de operadores de Weirerstrass en LP (R) (Semigrupo de 
Weierstrass). 
Las siguientes consideraciones son oportunas con el objeto de determinar 
el generador infinitesimal del semigrupo de Weierstrass. 
Proposición 3.3: 
Sea {W„ t O} el semigrupo de Weierstrass en LP(R). Si f e If IR) y 
u(x,t) ,W,(f)(x) 	xeR, t> O, entonces u satisface la ecuación 
diferencial de 1 aplace: 
au a2u 
at 	ax 2 
sujeta a la condición inicial 
u( • , t) — f 	O 
Demostración: 
Sea t > O y icE- P. Póngase Au = u(x,t At) — u(x,t). Por Definición: 
„ iirn 	— 
A1-*Ofst at 
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siempre y cuando el límite existe. Resulta: 
Au r Al  1 	(.-y)2  
—At = 1 At 44fft e 41  f(MY 
f 
Las funciones y —A 
át 





— 	41 f(y) y son funciones de L' (R). Ahora bien, el 
1/40 
a igual a 
ar 
 
cociente del integrando puede escribirse en la forma: 
A 	 1) --(i•-, 92 1 A e— 4‘ =— 	• 4t 	 • - e 
At ii4xt 	At 1147rt 	4147rt Al 
Como el primer cociente del miembro derecho tiende a la derivada de 








4(t+8) e 	Así el primer término es en valor absoluto menor o igual que 
Le 4(t+5) que es una función de y que pertenece a (10 para todo q. 
El segundo término también puede acotarse con una función de L(R) 
(para todo q..1); de hecho con cálculos similares, la función es del tipo: 
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1 (x — y)2 	.-2;.91' 
	
 	p 4(t-I-8)2  
4(t-8)2 - 
por esto la suma de estos cocientes pertenece a r (R) y el producto por 
f(y) pertenece a L1 (R) . 
En conclusión, existe F (y) E L1 (R) tal que: 
A [ 1 	(x-3)2 	 
4—/— e 1 jf(Y) At 	y 471t 
1 F (y) I . 
  
El teorema de convergencia dominada nos permite concluir que existe: 
• 1 _Au = 	e 41 jf(Y)dY At IR'51-1° 40 
au a 1 -1=Z 
— = 
at 	 e 41  jf (Y)clY 
a 
(w • y)f(y)dy). $ — R at 
Consideraciones parecidas conducen a la relación 
a2 	1 	sz=4,12-) e 
ax 2 	.11-47- 1 	
f (MY 
a2  
= R 	 - Y)).f (Y)dY • ax 2 
Finalmente, un cálculo directo proporciona la igualdad: 






(x - y))= <92 	y)) 
por lo que: 
para todo t>0, x E R. 
Finalmente por la proposición anterior: 
lim W, (f)-fll 	limilu(. ,t)- f 	. a 
t 	 I ->trf  
Observación: 
El generador del semigrupo de Weierstrass es el operador —
a2 En efecto ax2 
el generador A de un semigrupo T(t), t ,?. O, se caracteriza por el hecho que si 
xo e D(A), entonces: (T(t)xo )1.= A(t(t)xo ) (Teorema 2.2). En el caso de los 
operadores de Weierstrass, el miembro izquierdo en la ecuación anterior es 
32f 	 432 i  igual a W, --- ( j  y cuando t --> O', este tiende a-22-x (propiedad 3.3), por 
otra parte T(t)x0 =W(f) 	f como A es cerrado resulta: 
ax 2  
o sea que: 
a2 
A = ax2 . 
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