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Figure 1: The rendered stimuli differing only in material appearance and corresponding fixation maps reprojected on a mesh.
ABSTRACT
This work covers multiple aspects of overt visual attention on 3D
renders: measurement, projection, visualization, and application to
studying the influence of material appearance on looking behaviour.
In the scope of this work, we ran an eye-tracking experiment in
which the observers are presented with animations of rotating 3D
objects. The objects were rendered to simulate different metallic
appearance, particularly smooth (glossy), rough (matte), and coated
gold. The eye-tracking results illustrate how material appearance
itself influences the observer’s attention, while all the other pa-
rameters remain unchanged. In order to make visualization of the
attention maps more natural and also make the analysis more accu-
rate, we develop a novel technique of projection of gaze fixations
on the 3D surface of the figure itself, instead of the conventional 2D
plane of the screen. The proposed methodology will be useful for
further studies of attention and saliency in the computer graphics
domain.
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1 INTRODUCTION
Research on human attention and visual saliency has gained wide
popularity due to the numerous tasks where it can be applied and
produce useful results [Jacob and Karn 2003][Bergstrom and Schall
2014][Rayner et al. 2001][Cowen et al. 2002]. Such studies are partic-
ularly important for multimedia and graphic design. Measurement
and prediction of the areas where the observer is likely to look helps
to create content oriented specifically to the human visual system
and allows low-level cognitive processes to be considered, resulting
in more inclusive and efficient design. In addition, the study of
saliency in computer graphics (CG) is important for understanding
fundamental psychological aspects of human-computer interaction.
Although the gap between rendered and natural scenes is being
reduced very rapidly, in most cases, visual perception of computer
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graphics is still significantly different from that of natural scenes.
This inevitably influences the distribution of attention which in
turn complicates the transfer of well-known psychological princi-
ples from real-world to synthetic environments.
In this work, we develop a new methodology of more efficient pro-
jection and visualization of gaze-fixations on rendered 3D meshes
and demonstrate how it can be applied on the example of mate-
rial appearance. The classical eye-tracking work of Yarbus [Yarbus
1967] illustrates how gaze direction is affected by the task given to
the observer (or question asked), so we also perform the experiment
under a set of different tasks, and analyze their impact on overt
visual attention.
The paper is organized in the following way: Section 2 presents
existing works on the study of attention in 3D as well as studies
on material perception, Section 3 describes the theory behind the
newly developed methodology, Section 4 presents the experimental
setup and rendering parameters, and Section 5 reports eye-tracking
results from the experiment and their analysis.
2 RELATEDWORKS
The novelty of our work is emphasized by the fact that there are
no previous works in which authors study the same questions we
try to answer. Very few recent works are dedicated to overt visual
attention on 3D objects. [Leek et al. 2012] conducted a study of
eye movement patterns on 3D meshes of abstract shapes in the
context of studying shape perception and the influence of different
features such as edges, curvatures, and concavities. Contrasting
with our work, the stimuli used in that study were simple geo-
metric shapes rendered in MatLab, and eye-tracking results were
analyzed in 2D. Recent work of [Wang et al. 2018] was aimed at
assessing visual attention on the surface of real 3D objects, not
CG renders. Moreover, the goal of the work was to create a large
public dataset of gaze-fixations on 3D objects and to train predic-
tive machine-learning algorithms (the resulting saliency maps were
two-dimensional). Similarly to our approach, these authors project
fixation maps directly on the surface of the 3D object. In the case
of real objects, this process transforms into a classical task of 3D
reconstruction which can be solved accurately when the geometry
of the experiment is known and the system is calibrated (that is
the case in [Wang et al. 2018]). However, in the case of CG, when
objects are "beyond" the screen and geometry cannot be measured
such an approach cannot be used.
Several other eye-tracking studies on 3D renders have been con-
ducted: [Howlett et al. 2005]measured gaze fixations on low-resolution
models (5000-8000 faces), [Kim et al. 2010] evaluated the perfor-
mance of 2D saliency prediction algorithms on high-res 3D models
(projected onto a plane), and [Mantiuk et al. 2013] extended the
work to include experimental stimuli that were moving 3D anima-
tions. The closest match with our method can be found in work of
[Lavoué et al. 2018]. The goal of the work is to create a dataset of 3D
renders for benchmarking of computational algorithms of saliency
prediction. As part of this endeavour, the authors perform a com-
prehensive study of attention under different conditions, including
static and dynamic scenes. They also visualize saliency maps on
the rendered 3D surfaces. According to the authors, in order to
determine which surface point on the 3D mesh corresponds to the
fixation pixel, they compute the ray emitted by the camera pinhole
that passes through the pixel on the image, and then calculate the
closest point of intersection with the 3D surface. However, it was
not disclosed how the coordinates of the intersection point on a
plane {x, y} ∈ R2 were translated to the three-dimensional point
cloud. Doing this requires the availability of a mapping function
G({x, y}) = {x ,y, z} ∈ R3 in analytical form or a corresponding
lookup table (LUT) which may substitute this function. We demon-
strate specifically how one can estimate such a LUT and eventually
perform projection on the mesh.
Existing work on material appearance is rather sparse, largely be-
cause it represents a rather novel research field. Color is not an
exclusive characteristic that defines material perception; instead, ob-
jects may also be characterized in terms of glossiness, translucency,
transparency, roughness, bumpiness, etc. A number of works have
been directed towards studying the low-level visual features that
support material perception [Anderson 2011][Landy 2007][Fleming
2014]. Moreover, in the majority of the cases, computer graphics
is used as a tool to simulate gradation of particular appearance pa-
rameters such as glossiness or transparency. Other works have also
investigated the neural processes involved in material perception.
In particular, the cortical regions responsible for the perception of
glossiness were studied independently by [Kentridge et al. 2012]
and [Wada et al. 2014]. A comprehensive review of advances in
glossiness perception can be found in [Chadwick and Kentridge
2015]. [?] have shown a causal link between gaze behaviour and
lightness judgements, and that fixations on intense pixels in ren-
dered objects are particularly informative about surface reflectance.
However, to the best of our knowledge, there are no studies of
visual saliency in relation to object’s appearance and glossiness
in particular. [Qi et al. 2018] collect fixation data from different
materials with the aim of predicting saliency maps followed by
material classification in computer vision, while [Leonards et al.
2007] demonstrate how materials of different appearance are used
in cultural heritage to direct the observers’ attention. These works
are also good examples of applications of saliency studies in com-
puter graphics – they are crucial for good quality simulation of
particular materials, as well as for controlling observers’ gaze and
emphasizing certain regions in a rendered scene.
3 PROJECTION AND VISUALIZATION OF
FIXATIONS MAPS
Let us consider a 3D-scene S(3) ∈ R3 consisting of the points
p = {x ,y, z} ∈ S(3) . Rendering the scene projects all the points of
S(3) to the image plane: F (S(3)) = S(2) , F ({x ,y, z}) = {x, y} ∈ R2.
The eye-tracker produces output as a set of fixation points in the
2D plane of a screen Φ : φ = {xφ , yφ } ∈ R2 which correspond
to fixations on pixels of a rendered scene with the same location
(under the condition that eye-tracker is calibrated). It may also be
interpreted as the intersection point of a ray from a camera pinhole
with an image plane. Therefore, the task is to find a function G
which re-projects fixation coordinates to a 3D space of the initial
scene G({xφ , yφ }) = {xφ ,yφ , zφ } ∈ S(3) and results in 3D cloud of
fixations wrapped around the scene’s mesh.
If the projective function F is known in the analytical form, the task
simplifies to a trivial task of finding an inverted function G = F−1
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Figure 2: The proposed color encoding of the Euclidean co-
ordinates. (a) True-color visualization, linear RGB values
are directly proportional to XYZ coordinates of each pixel
(gamma-correction was applied); (b) reconstruction using
image (a); (c) ground truth rendered shape.
(which, however, may not exist). In all other cases, G should be es-
timated. Considering that the number of the points is finite, G may
also be replaced with a lookup table without losing any informa-
tion. Next, we propose one of the possible solutions of this task by
computing a lookup table using three-dimensional color-encoding
of the coordinates.
The approach is based on the dimensionality of RGB color space,
which is equal to the dimensionality of Euclidean space, and that
therefore allows translating coordinates between them. The limita-
tion is that RGB color space is finite (0-255 or 0-65535 depending on
bit-depth), unlike Euclidean space. However, rendered 3D-scenes
also occupy a strictly defined volume, which allows them to be
scaled linearly to fit the limits of RGB space:
Rl in =
216 ·(x−xmin )
xmax−xmin , Gl in =
216 ·(y−ymin )
ymax−ymin ,
Bl in =
216 ·(z−zmin )
zmax−zmin ,
(1)
considering that RGB space is a 16-bit cube (which allows spatial
resolution of 216 × 216 × 216). This operation forms the basis of
the next step of rendering the additional map of the scene with a
texture that contains information about 3D-coordinates as pixel
color. This also can be interpreted as a 2D LUT. Therefore, a pixel’s
coordinates on an image {x, y} correspond to a unique color vector
G(x, y) = {r ,д,b} which can be used to recover 3D information:
x = r · (xmax − xmin ) · 2−16 = r · kr
y = д · (ymax − ymin ) · 2−16 = д · kд
z = b · (zmax − zmin ) · 2−16 = b · kb
, (2)
where kr ,kд and kb are scaling coefficients for the given scene
stored separately (translation is omitted). In this case, G ∈ R2 is a
conventional RGB image which can also be transformed to sRGB
for visualization (Fig. 2a). In our experiments, mapsG were created
using Cycles render engine with custom "Emission" material of a
surface configured according to (1). It is worth noting that only
the points captured by a single camera view can be reconstructed
using one image, similarly to real-world 3D reconstruction. Recon-
struction of a whole 360◦ point cloud requires multi-view geometry.
For example, in our experiments observers were shown only the
front and sides of the object, so the rear side was not rendered and
consequently was not reconstructed afterwards.
3.1 Saliency maps visualization
The initial stage of visualization is a reconstruction of the surface
that was shown to the observers. This can be achieved by apply-
ing Eq. (2) for all the pixels of the image (Fig. 3a) and performing
triangulation to create a mesh from a point cloud. The same trans-
formation can be applied to a measured set of fixation points Φe ,
which produces the result shown in Fig. 3b. As may be seen, the
result meets expectations and looks like traces of human gaze on
the object’s surface. In order to collate individual points to estimate
a spatial distribution, 3D-filtering with a Gaussian kernel can be
performed analogously to conventional 2D-filtering of flat maps.
In order to simplify computations in continuous space, the points
were assigned to a discrete 3D grid of voxels. The grid may have an
arbitrary size, which in turn defines the desired resolution of the
output map. In MatLab, the obtained values of voxels can be used as
colormap indices for faces (or vertices) of the reconstructed surface
in order to visualize the density of the distribution via color (Fig.
3c). Another option for visualization is to use voxels’ values as a
3D LUT for RGB values of a texture in the rendering engine, in the
same way that the maps of coordinates (Fig. 2a) are created. The
resultant colorized meshes are convenient for intuitive visualization
of gaze distribution as well as more accurate, in comparison to 2D,
spatial analysis of the measured fixations.
4 EXPERIMENTAL
The presented technique of processing of eye-tracking results in
3D was applied for a study of the impact of material appearance on
human attention in computer graphics.
4.1 Stimuli
Observers were presented with short animations of classical sculp-
tures rotating about their vertical axis (video demonstration: [link]).
Rotation of the statues was intended to enhance the perception
of shape and material appearance by providing motion parallax,
including moving specularities and shadows. 3D models of classical
statues were taken from a collection of high-resolution laser-scans
created by Oliver Laric1. Images were created using the Mitsuba
1http://threedscans.com
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Figure 3: Surface reconstruction and re-projection of fixations via the proposed color encoding method. (a) The point cloud
reconstruction; (b) gaze fixations on a mesh (only 10% of fixations are shown); (c) output 3D saliency map.
physically-based rendering engine, configured for hyperspectral
rendering with 31 10-nm wavelength bins between 395 and 705 nm.
Then, spectral data was converted to linear RGB using the mea-
sured spectral power distribution of the display. The three material
conditions "smooth gold", "rough gold", and "imitation gold coating"
were configured as follows. For the "smooth gold" condition, the
gold Mitsuba material was used with roughness set to zero. For
the "rough gold" condition, the ggx roughness distribution was
configured to 0.13. For the "imitation gold coating" condition, the
silver Mitsuba material was used with zero roughness, set beneath
a thin, bumpy coating. The coating was created by scaling up each
model by 1% and applying a displacement modifier configured with
Stucco noise. The coating was assigned a refractive index of 1.4,
and specified as a "homogeneous medium" with an RGB absorbance
of [0,0.10,0.75].
Animations were created with each sculpture rotating about its
z-axis with a sinusoidal motion of a full angle of 50◦ split into 61
frames. The frame rate of the animation was equal to 30 fps. The
light probe used is the "Overcast day/building site" environment
light probe made by Bernhard Vogel 2. Rendering was carried out
with 256 samples using the "Extended volumetric path tracer", to a
spatial resolution of 1024 × 1024 pixels.
4.2 Experimental setup
The stimuli were shown to observers on a Cambridge Research
Systems (CRS) Display++ in ViSaGe mode located at the distance of
175 cm from the eyes. Fixations were measured using eye-tracker
Eyelink1000 (with 2000Hz Extension).
The study was approved by the Medical Sciences Interdivisional Re-
search Ethics Committee at the University of Oxford, in accordance
with the Declaration of Helsinki. Observers were recruited from
2http://dativ.at/lightprobes/
the staff and students of the university. There were 12 participants
in total (5 males and 7 females), aged between 20-29 years old, all
with normal color vision.
The animations of sculptures were presented under a set of different
tasks (questions):
(1) Free viewing.
(2) Describe the material the object is made from.
(3) What is the age of the person?
(4) Surmise what the person is thinking.
(5) What clothes the person is wearing?
(6) Remember and describe the pose of the person.
We presented three statues in three different materials. Questions
1-2 are general and were asked for all nine stimuli in random order,
whereas questions 3-6 are related to semantic information, thus
were asked only once for each statue (using different materials for
different observers). The 8-second animations were followed by a
response screen that was displayed while participants gave oral
answers (not analysed here).
5 RESULTS AND DISCUSSION
According to the design of the experiment, there are multiple factors
that influence the result: question, model, and material. Different
combinations of these parameters produce 54 (6×3×3) output maps,
which may be accessed online: [link]. A few of them (question (1),
Hermes) are presented in Fig. 1.
5.1 Impact of a given task
The classical eye-tracking work of Yarbus demonstrates how the
question asked about the painting influences what part of the paint-
ing the observers are more likely to look at [Yarbus 1967]. In this
section, we want to evaluate how this translates to 3D computer
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Figure 4: The fraction of gaze-fixations falling on the head of sculpture, while the rest fall on the body. The bar chart in the
background visualizes the same values. The fixations of all observers are pooled in one map.
graphics.
The reader could notice that the experimental questions (1)-(6)
are designed in the following way: questions (1)-(2) are general,
questions (3)-(4) stimulate the observer to look at the face of the
sculpture, whereas questions (5)-(6) are specifically oriented on the
body of the sculpture. Thus, we expect to see a large difference
between a number of fixations located on the head and on the body
between questions (3)-(4) and (5)-(6). In order to evaluate it quanti-
tatively, we segment the statue into two parts ("head" and "body")
and count the total number of fixations from all the observers in
each region. Figure 4 presents a table that summarizes our results.
We report the fraction of fixations on the "head", while "body" can
be found as a complementary part to 1. The bar chart in the back-
ground is aimed to facilitate the understanding of the results.
As may be seen, the results do agree with the theory of Yarbus.
Average "head"-fractions for questions (3) and (4) are 0.613 and
0.400 respectively, whereas the corresponding values for questions
(5) and (6) are 0.155 and 0.202. There is no trivial dependence on
the model or the material. The only observation is that the Hermes
sculpture has fewer fixations on the head than Bressant and Pene-
lope, which may be related to the fact that the head of this sculpture
is displaced from the axis of rotation, thus it shifts a significantly
larger distance and is harder to follow.
5.2 Statistics of fixations distribution
Apart from localization in semantically distinct regions, the ob-
tained maps also differ by the shape of their distribution and density
of fixation points. Particularly, some fixations are densely localized,
while others are sparse. We characterize these effects by a set of
standard metrics. A compactness of the distribution may be de-
scribed by a classical cluster analysis metric Within-cluster Sum of
Squares (WSS). Assuming the fixation points belong to one cluster,
its centroid φ¯i and mean WSS score can be found as follows:
WSS =
1
Nφ
∑
i=x,y,z
∑
φ ∈Φ
∥iφ − iφ ∥2 =
∑
i=x,y,z
Var (iφ ) , (3)
where iφ = 1Nφ
∑
φ ∈Φ iφ , and Nφ is the total number of fixation
points. We also report the variance of each spatial coordinates of
the fixations Var (xφ ), Var (yφ ), and Var (zφ ), the sum of which is
equal to mean WSS (Eq. 3). After the fixation map is blurred with
Gaussian and forms a probability map (saliency map), its values
comprehensively describe the density of the fixations distribution.
Thus, we also report the maximum value of a distribution (peak
density) and the mean value.
The results for each combination of experimental parameters are
presented in Fig. 5. Each box contains mean WSS (large number,
left row), maximum and the mean of the blurred map (top and
bottom numbers in the middle column), and variance of x, y, and z
coordinates (top to bottom in the right column correspondingly).
It may be seen that maps concentrated at the face of a sculpture
(Question 3) are the most localized. The difference of the values for
rough (matte) and smooth (glossy) materials is not systematic and
does not allow general conclusions to be drawn about the impact
of material appearance on gaze behaviour.
5.3 Within-subject comparison
The previous results were obtained using the fixations of all ob-
servers pooled in a single map. This section presents an analysis
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Figure 5: The description of measured distribution of fixations for different combinations of parameters (question, model,
material). For each box: left -WSS ; middle -max(map),mean(map); right - Var (φx ), Var (φy ), and Var (φz ).
of the difference in the gaze behaviour of each individual observer
with specific regard to the rendered material. Also, to simplify the
comparison, we consider only data from question (1) as the most
general and natural task.
Table 1 presents the scores computed. Each score was computed
for a single observer and then averaged between all the observers
and all the sculptures. The first score is the difference of compact-
ness of fixations distributions (mean WSS), such that a value of 0
means that both distributions are equally compact. The second and
third scores are standard metrics for measuring the similarity of
saliency maps: linear Correlation Coefficient (CC) [Le Meur et al.
2007][Bylinskii et al. 2018], 1 or -1 means that maps are correlated,
0 - uncorrelated; and Similarity (SIM) also referred to as histogram
intersection [Rubner et al. 2000][Riche et al. 2013], such that the
value of 1 means that maps are identical, 0 mean that maps are
opposite.
Interestingly, both CC and SIM metrics show almost the same
low level of similarity for each of the three pairs, which implies that
the fixation distributions on all three materials are equally distinct,
and do not correlate with each other. The WSS score shows the
largest difference of compactness is between Rough (matte) and
Smooth (glossy) materials, thus, we can conclude that using matte
renders helps to concentrate the overt attention of the observer,
Table 1: Pair-wise, within-subjects, comparison of overt at-
tention maps corresponding to different materials.
a: Rough a: Smooth a: Coating
b: Smooth b: Coating b: Rough
WSSa −WSSb 11.41 -6.39 -2.53
CC(a,b) 0.348 0.328 0.349
SIM(a,b) 0.431 0.418 0.435
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while smooth, shiny surfaces make it more sparsely distributed.
The Coating material with high bumpiness produces an interme-
diate level of compactness. However, these results only describe
expected average trends, while particular cases may deviate from
it significantly.
6 CONCLUSIONS
Thiswork presents the development of a newmethod of re-projection
of gaze-fixations measured on a 2D screen to a 3D surface of ren-
dered objects. This significantly increases the accuracy of spatial
analysis of fixations, as well as creating intuitively understandable
3D visualizations of the overt attention map. We apply this method-
ology to studying the relation between gaze behaviour and material
appearance in computer graphics. We illustrate that the same 3D
models rendered with different parameters of appearance have very
different overt attention distributions. Common similarity metrics
CC and SIM confirm low correlation between the maps. However,
we were not able to detect systematic, generalize patterns of in-
fluence of different materials across statues. One of the practical
conclusions we could make is that rough matte surfaces concen-
trate observers’ gaze slightly more densely than glossy surfaces,
whereas the latter distribute gaze more sparsely. Another is that the
task given to observers has a substantial influence on the direction
of their gaze, which agrees with findings from conventional 2D
eye-tracking.
Further development of this work will allow us to collect more
gaze data, and to perform more detailed analysis with considera-
tion of other semantic features for the characterization of fixation
localization.
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