In this study we derive a semi-linear Elliptic Partial Di erential Equation (PDE) problem that models the static (zero voltage) behavior of a Josephson window junction. Iterative methods for solving this problem are proposed and their computer implementation is discussed. The preliminary computational results that are given, show the modeling power of our approach and exhibit its computational e ciency.
Introduction
A Josephson junction consists of two superconducting materials weakly linked through a thin oxide layer allowing for the tunneling of Cooper electron pairs and quasiparticles (dressed electrons) (see Ref. [1] [2] [3] ). Speci cally, in Ref. 1] Josephson described the electrodynamics of such a device not by current and voltage but by their integrals, charge and ux, which are related to the phase di erence (x; y) of the macroscopic wave functions (order parameters) of the electron pairs in the two superconductors. He showed that the current density of pairs across the oxide layer depends on the sine of that phase di erence i.e.:
J z (x; y) = J 0 sin (x; y) (1.1) where J 0 is the maximum Josephson current density that depends on material and geometry parameters and can be space dependent. The second Josephson relation comes from the fact that the time variation of creates a voltage across the plates (i.e. _ = h 2e V (x; y)). These relations allow the device to act as a frequency{voltage converter leading to applications like high frequency oscillators, fast switches or the de nition of a voltage standard (see Ref. [2] [3] [4] ). Another e ect is the existence of a current of pairs in the absence of an applied voltage. This current can be modulated into an interference pattern by an external magnetic eld making these devices very sensitive magneto{meters Ref. 2 ]. An ideal long and homogeneous Josephson junction with a simple geometry is described by the 1{dimensional sine{ Gordon equation Ref. 2] tt ? xx = sin (1.2) expressed in dimensionless units, which is a completely integrable system. The nonlinear term is important in creating localized solutions (in this case solitons) that correspond to magnetic ux localized within a characteristic distance , whose experimental signature in a nite length`(with`>> ), is the ZFS (Zero Field Steps) in the I{V characteristics. They correspond to a shuttling motion of one or more solitons with re ections (kink{antikink collisions) at the boundaries. In a damped junction (the damping is caused by the ow of quasiparticles) during the re ections at the boundaries we have the emission of electromagnetic waves with a frequency depending on their shuttling period, which makes them good candidates for microwave sources. For an isolated junction these e ects remain weak due to the small uxon energy and the strong impedance mismatch between the junction and the vacuum. The rst problem can be remedied by the coupling of more than one junctions which operate in phase{locked mode Ref. 15] , while the second is improved by driving an electro{magnetic cavity around the junction. In practice this is done by making the top and bottom super{conducting layers much larger than the junction area (window), while in the medium surrounding the junction (idle region) no supercurrent tunneling is possible. This design leads to very well controlled speci cations and the junctions do not deteriorate with time.
A view of such a device is presented in Figure 1 with dimensions` w for the window and L W for the idle region. In this work we model such type of window junction and compute the static (zero voltage) solutions. The static and dynamical properties of these solutions are re ected in experimental measurements.
Since the e ect of the idle region on the uxon characteristics is signi cant these static solutions provide adapted initial conditions for the simulation of the time{ dependent problem.
To study and analyze such devices, di erential equation problems that model them have been used 5, 6] . Speci cally in 5] a linearized approximation of the rst Josephson relation (1.1) leads to some analytical results of the spatial dependence of the tunneling supercurrent in a 2{dimensional junction with no idle region. This procedure gives useful estimates but unfortunately can not be easily extended to the case where the phase (x; y) varies over a large range. A detailed theoretical and experimental measurement of the phase distribution of a 2{dimensional junction with no idle region has been reported in 6]. The e ect of the boundary conditions on the maximum tunneling current was investigated too.
In this paper we present a semi{linear Elliptic PDE problem which e ectively and accurately models the static behavior of a 2{dimensional Josephson window junction taking properly into account the idle region and arbitrary boundary conditions. The existence of the solutions and the analysis of their smoothness and stability are not addressed here. E cient and stable numerical methods are proposed to solve this PDE problem and a software infrastructure that can be used as a simulation engine for Josephson junction devices is presented. The rest of the paper is organized as follows. In Section 2 we present the derivation of the PDE problem that models the Josephson junction. A brief discussion about the underlying physics of the Josephson junction is also given. In Section 3 numerical algorithms for solving the derived PDE problem are presented, their convergence properties and characteristics are discussed and certain implementation issues are addressed. In Section 4, preliminary numerical experiments that con rm the convergence properties of the method and its e ciency are presented. The results are presented graphically for di erent junction geometries to determine the e ect of geometry on the characteristics of the computed solutions. Di erent boundary conditions are also examined. Our preliminary conclusions are presented in Section 5 together with our future research plans.
Derivation of the Josephson junction PDE model
The governing equations of such a device are Maxwell's equations coupled together with the Josephson equations mentioned above (see Ref. 1, 3] ). Design issues and the fact that the thickness of the weak link (oxide layer) is very small, make a two dimensional description satisfactory for this electromagnetic problem 2]. The inductive properties of the junction are properly considered by modeling the super{ conducting layers by an array of inductances and their coupling via tunneling by 3 4 A semi{linear PDE model for Josephson junctions a non{linear element given by the Josephson equations in parallel with a resistor representing the current of normal electrons and a capacitor that describes the capacitive properties 3]. Writing the equations for the phase di erence between the top and the bottom superconducting layers, which are assumed identical in material geometry and electrical properties, we get the model presented in Figure 2 . where the summation over j is for the nearest neighbors of the i th site, C is the capacitance per site from the two parallel lms and is inversely proportional to the resistance of quasiparticles. This equation expresses the fact that the algebraic sum of all currents is zero at a given node. The rst term corresponds to the current in the inductances (surface supercurrent), the second is the current due to the charging of the e ective capacitance, the third is the tunneling current of pairs which exists only in the junction region, whose maximum value is assumed constant and the fourth term is a damping term due to the tunneling of quasiparticles. For the static solutions the second and fourth terms do not play a role and thus the corresponding electrical elements in the e ective circuit are not shown in Figure 2 . Thus, in the sequel we will assume that C = 0 and = 0. The last term I ext i is an external current applied to the boundary of the array, while other boundary conditions due to an applied magnetic eld can also be considered (see Ref. 7] ). The physical parameters are, L ij the inductance in branch ij , C the capacitance at node i, (expressed in units of the mesh size) the Josephson length giving the typical length on which the phase varies, L in the inductance in each branch inside the junction and 0 is the quantum of ux. The time independent problem gives rise to a discrete semi{linear Elliptic PDE which reduces in the continuum limit for and where @ @n denotes the outward normal derivative. In (2.2) the length is normalized to the characteristic Josephson penetration length . Obviously one can consider cases where the maximum Josephson current varies smoothly (i.e. I j = g(x; y) where g(x; y) may vary rapidly but smoothly along @ j ) across the window idle region interface. Such cases, although not considered here, can be also analyzed following the methodology we present in this paper. When considering a device such as the one in Figure 1 with a total area and a junction area j it is possible that the inductive properties in the window and the idle region are di erent, so that the function L assumes a constant value in and another constant value in = j . In that case equation where k = Lin Lout with L in and L out the inductances inside and outside the junction j respectively. This PDE problem is equivalent to the composite system: in = sin in in j (2.4) and out = 0 in = j (2.5) coupled with the following interface and boundary conditions in = out and @ in @n = k @ out @n on @ j ; @ out @n = f on @ ; where the relation with normal derivatives of the phase di erence implies continuity of surface supercurrents across the window idle region interface. To show this equivalence one derives the jump condition on the normal derivative from (2.3). We integrate the operator (2.3) on a small surface elements of size a in the x direction and b in the y direction overlapping the top interface. Then we apply Green's theorem to get that This PDE can be solved numerically as is except for the fact that one has to make sure that no discretization points are on the interface where the operator is not de ned.
If we integrate the operator (2.6) over and apply Green's theorem we get
This quantity is the total current of Cooper pairs across the junction, it is also the total current because there is zero voltage so that there is no quasiparticle current. Another way of studying the problem is to use a variational approach. The energy E dis of the discrete electronic system given in Figure 2 in the absence of external currents is
The rst sum is over nearest neighbors and corresponds to the energy stored in the inductances. These are surface currents on each of the super{conductor lms. The second term corresponds to the current of pairs tunneling through the junction and exists only in the window of the junction. When scaling all the parameters and going to the continuum limit for a device of total surface and area of the junction j one gets: The solution of (2.6) with a non zero boundary condition does not correspond in general to a minimum (or even an extremum) of the functional (2.9). When writing that the variation of (2.9) is zero one obtains by integrating by parts: . When f is di erent from zero the integral is not zero since there is energy ow at the boundaries. In fact the right hand side of (2.10) is due to the external current and magnetic eld. This term can vanish if the solution and the domain present some symmetries. This is the case when is a rectangle, j is symmetric and centered and f is distributed symmetrically on the top and bottom boundaries of . Then the integral in the left hand side of (2.10) vanishes if f(x; y) and have opposite symmetries. If the solution of (2.8) is symmetric so is its variation . Thus for an external magnetic eld to the junction with zero applied current the function f(x; y) is symmetric while the solution is antisymmetric. Assuming the same geometry together with a symmetric solution in the x{direction and an antisymmetric distribution for f on the left and right boundaries leads again to a vanishing of the right hand side of (2.10). This corresponds to a non zero total current crossing the junction, with zero applied magnetic eld.
Numerical Algorithms and Implementations
In this section we formulate an e cient and stable numerical method for solving the semi{linear Elliptic PDE problem (2.6). One can e ectively linearize the PDE equation by means of the following xed point iteration scheme: Although the convergence analysis of this iteration method, the "optimum" choice of the relaxation function r and the selection mechanisms for the initial guess (0) will be given in detail elsewhere, we will present here a few straight forward results and make some important comments.
In the case where r(x; y) is a positive constant c it is easy to see, under certain assumptions, the convergence of the resulting iteration scheme. Preliminary numerical experiments clearly show that the optimum value for the parameter c varies inversely with the domain discretization parameter n, where n is the number of grid points (or elements) of the discrete domain n .
For r(x; y) = cos( (x; y)) the iteration scheme (3.1) reduces to the well known Newton's iterative method 9]. The analysis of this rapidly converging (second order) scheme following the technique found in 10] is under way and it will be presented elsewhere.
The above described two iterative methods, corresponding to r(x; y) c and r(x; y) = cos( (x; y)), can be properly combined into a poly{algorithm with increased applicability and e ciency. More speci cally, we run the rst method that is known to converge slowly but is not very sensitive to the initial guess (0) till the computed approximation (k) is "close" to the solution and then we switch to the rapidly converging Newton method, which requires the initial guess to be close enough, using (k) as initial guess.
For any r(x; y) 6 = 0 we have the following scenario. The rst step of the numerical process we are proposing is to replace the linear continuous PDE problem, which is involved within each iteration step in (3.1), with a discrete one which approximates it. Through this phase, called discretization, we obtain a system of linear algebraic equations. The unknown vector of the produced system determines a discrete approximation of the solution of the continuous problem.
More speci cally, rst we discretize the PDE domain by placing a uniform or a non{uniform rectangular grid (or a set of elements) over it and thus generating the discrete domain n . It is worth to point out that for the accuracy and the stability of our scheme this domain discretization may need to be ne enough along the junction where the solution is expected to vary rapidly. This domain discretization is then used by a numerical method ( nite di erence, nite element or collocation) to replace the linear PDE equation and the boundary conditions by a linear system of algebraic equations of the form Ax = b. These equations may need to be modi ed to satisfy certain jump conditions of the form @ @n = k @ @n that correspond to the continuity of the normal component of the surface current across the junction.
The second step involves only linear algebra computations. First we factorize the matrix A = LU using Gauss elimination. The xed point iterations start then. 
= b is solved using backward/forward substitution.
The above described iterative algorithms require an initial guess (0) . Such an initial condition is chosen so as to conform to the well known 2] one dimensional solution of the sine{Gordon equation It should be pointed out that the above described initial guesses may lead us to a diverging iteration sequence when the external current (I ext i in (2.1)) we apply on the boundary @ is large. In this case we rst solve the problem with relatively small external current and then we t the computed solution as initial guess to the same problem with increased current. We start the iterations using an initial guess (0) of the solution obtained using one of the approaches described above and we terminate the iteration procedure when the max{norm of the di erence of two successive approximations of the solution vector x is less than a given tolerance.
We have implemented the proposed method in the ELLPACK framework (see Ref. 11, 12] ). The ELLPACK program which realizes the above presented solution scenario is given in the Appendix. It is worth noticing that the oating point computational complexity of this implementation is bounded by n 3 3 + k n 2 2 where k is the number of iterations required for convergence and n is the total number of grid points of n .
Numerical Experiments
In this section we present the results of some numerical experiments that verify the convergence properties of the iterative solution methods of Section 3 and exhibit the modeling power of our scheme. All experiments were performed using single precision on a SUN 4. The ELLPACK program whose main segment is given in the Appendix was used. Thus we used a uniform domain discretization grid with nxpt, nypt grid points in x and y directions respectively and r(x; y) = cos( (x; y)).
Convergence and e ciency of the method
To con rm the e ciency and the stability of the method we described, we present in this section some preliminary numerical results.
We have considered the PDE problem (2.6) with = 0; 40] 0; 20] (in units of ), j = 10; 30] 7:5; 17:5] and f(x; y) 0. Table 1 presents the convergence behavior of the method. As it can be easily seen the iteration scheme converges very rapidly, while the increase of the number of grid points have very little e ect on the 2.384E-6 4.291E-6 8.583E-6 9.060E-6 1.001E-5 5
1.430E-6 3.338E-6 7.096E-6 7.629E-6 8.049E-6 rate of convergence. It is worth pointing out that the discrete (on the discretization grid) norm of the computed residual upon convergence agrees with the theoretically expected truncation error of the ve point star discretization method. The computational complexity of the method given in the previous section can be numerically veri ed from Figure 3 where we plot the total elapsed CPU time in seconds versus the number of grid points n = nxpt nypt.
Computed solutions
In this section we will rst show the main features of the numerically computed solutions, discuss the in uence of the shape of the boundaries, study a two junction array and conclude with non homogeneous boundary conditions.
In Figure 4 we present the results for a rectangular window. In (a) we give the 3{dimensional plot and in (b) a contour plot of the phase (x; y). Inside the window the phase varies from 0 to 2 . It should be remarked that due to the existence of creates small scale assymetries. We also plot the gradient of the phase along the x{direction in (c) and the y{direction in (d). They enter into the calculation of the magnetic energies and give a measure of the surface currents in the x{ and the y{directions. The gradient along the center line in the window in the x{direction is close to the result for the 1{dimensional junction (with no idle region) which is described by the sine{Gordon equation with characteristic form sech 2 x for @ @x and tan ?1 e x for . Near the window idle region interface the solution di ers from the simple model and outside the window the behavior is determined by the curvature of the constant phase lines in (b). Figure (4c) clearly shows this deviation from the 1{dimensional model. Obviously the main contribution to the magnetic energy will come from the gradient along the x{direction. In Figure 5 (a) we give the magnetic energy density e(x; y) = 1 2 (r (x; y)) 2 . We see that most of the energy is concentrated near the center of the window and it decays fast along the long dimension. In (b) we plot the supercurrent, which is proportional to sin (x; y) inside and zero (presented by the at region in the 3{dimensional plot) outside the window. The discontinuity is because the supercurrent at (x; y) is de ned by I j (x; y) sin( (x; y)) where I j (x; y) is the characteristic function of j . The maximumvalue of the current is where = 2 and the minimum at = 3 2 . The separation of the maximum and the minimum along the x{axis is of the order of 2d where d is the e ective uxon width inside the junction.
It should be remarked that the integral of the supercurrent over the window is zero as it is expected from (2.7) since there is no external current. This fact has 13 been veri ed numerically to an accuracy better that 10 ?4 .
Using the simulation tool we have developed it is very easy to change the shape of j and study its in uence on the solution, for homogeneous boundary conditions. In this case the solution minimizes the energy E given in (2.9) with k = 1. As we can see E consists of two terms. The rst term E m = R (r ) 2 2 dxdy is minimum when the solution has a uniform gradient while the second term E j = R j (1?cos( ))dxdy when the solution varies abruptly from 0 to 2 . The solution results from the competition between these two terms which depends on the shape of j .
We have considered = 0; 27:2] 0; 7:7] and three di erent cases for the junction j namely, a rectangle 3:6; 23:6] 3:6; 4:1], an elongated truncated rhombus (to be called in the following rhombus) of same length and middle half width b = :25 and extreme half width c = :1 and a bow-tie like geometry with middle half width b = :25 and extreme half width c = :4. These three geometries are chosen because of their simplicity, since they have linear boundaries. For all three junctions we have xed the half width to :25 and kept the same length. We did this because the energy of a thin window inside an in nite idle region only depends on the width w and the length` 13].
In Table 2 2 dxdy and Total energy E t = E m + E j . We denote by w 0 the distance of the outside boundary from the window at x = 0. In the case of the rectangular geometry described above it is possible to estimate the average features of the solution using a simple electrostatic analog 13] and assuming that the solution has the approximate form given in (3.2) in j with half
= E mj + E mo 4w d + 4 log 2 d ; where w is the width of j and`is its length. The corresponding Josephson energy is given by E j = 4dw. These expressions are strictly valid for a narrow junction in a large environment. The value of d which minimizes the total energy E t = E m + E j is d = 2w (1 + q 1 + 4w 2 2 ) where w is the width of j . Although we are at the edge of validity of the above given asymptotic formulae, we see the good agreement of the energies of the computed solution (the fourth column of Table 2 ) for w 0 = 7:5 with those based on the above given model ( fth column of Table 2 ) of in nite idle region, i.e. w 0 ! 1. Even though w 0 = 7:5 is still nite, there is a converging tendency as we increase w 0 from 3:5 to 7:5. The small discrepancy we see is due to the fact that for w 0 = 7:5 the average half-width of the uxon in the window is about 7.1 (ranging from 7.05 at the center to 7.49 at the long edges of the window) so that the uxon feels the ends of the window (of length l = 20) and is slightly deformed. Another observation that can be made is that, for a given length l and width at mid-length w, the bow-tie is the shape that carries the most energy since the average uxon width is smaller (3.45 for the bow-tie compared to 4.08 for the rectangular and 7.35 for the rhombus geometries at w 0 = 3:6). Thus the phase gradient is stronger and since the magnetic energy gives the dominant contribution it is su cient to compensate the decrease of the Josephson energy. Figure 6 shows the constant phase contour plots for the rectangular, the bow-tie and the rhombus windows (whose shapes also appear in the plots) in the left bottom quarter of the domain . We have used the symmetry properties in the computation and checked that it agreed with the solution of the full problem. The contour lines are equally distributed between 2 and (top sides in Figure 6 ). There are 21 contour lines for the bow-tie, 19 for the rectangle and 14 for the rhombus. This indicates that the uxon will be more concentrated in the bow-tie geometry.
This concentration of the lines for the bow-tie geometry and opening in the rhombus geometry will be very important in junction design. Figure 7 shows the uxon width for three di erent geometries the rectangle (x), the rhombus (*) and the bow{tie (o). In all three cases the width of the window at the center is xed at w = 0:5 and the length at`= 20: . We have decided to keep`and w xed because, for a simple rectangle model in an in nite idle region, these are the important parameters and not the area of the window 14]. The quantity w 0 is chosen since most of the energy is concentrated in the center of the junction (see Figure 6a) . In Figure 7 we see that the variation of d with w 0 is monotone as expected from the "dressing" of the static uxon with extra magnetic energy and the divergence of the phase lines in order to minimize ( ) 2 . For a xed w 0 we see that uxon width decreases as we go from the rhombus geometry to the rectangular window geometry and to the bow{tie geometry. This is due to the change of curvature of the window horizontal boundaries at x = 0. In the case of the bow{tie geometry the phase lines are less diverging. It should be remarked that the leveling o for large w 0 s, especially for the rhombus geometry, is due to the fact that the width 2d has become comparable to the length of the window and the uxon core feels the ends of the window which behaves as a short junction.
In Figure 8 we give a contour plot for the bottom left quarter of a domain with two parallel identical junctions symmetrically situated and surrounded by idle region with a uxon in one and an anti uxon in the other. This choice is taken because it leads to a stable solution. The problem has a high degree of symmetry since on the two axis of the rectangular domain the phase has the value (x; y) = . So it is su cient to solve the problem over a quarter of the whole domain, assuming Dirichlet boundary condition = at the two newly introduced boundaries and Neumann conditions on the external edges of the quarter domain. The numerical solution converges very well. The solution ranges from on the right and top boundary to 5.69. The contour lines go from 2 to in steps of 24 . To obtain the phase over the whole domain we must re ect the computed solution antisymmetrically around = across the internal (upper and right) edges and the same for the In Figure 9 we demonstrate the e ect of an external current and a magnetic eld on the structure of the phase (x; y). This corresponds to inhomogeneous Neumann boundary conditions. Speci cally x (0; y) = B e ? I d , x (L; y) = B e + I d , y (x; 0) = 0 and y (x; W) = 0 where B e = 0:125 and I d = I 2W (with I = 5:32) are the normalized external magnetic eld and the uniform current density along the vertical sides correspondingly. In this case the magnetic eld is applied in the y{direction, while I is the total current owing through the device (through the vertical boundaries) and is chosen at its maximum value I = I max = 5:32. The contour lines in the gure range from 0 to 4.5 every .18 and :342 4:36. The maximum value is on the rigth of Figure 9 . As we see there is a ux penetration at the two ends of the window similar to the case of Owen and Scalapino (see Ref. 7] ) result for a 1{dimensional geometry of a pure window junction. The existence of a magnetic eld (i.e. antisymmetry in the left and right boundary conditions) causes the assymetry in the eld (x; y). In our case the penetration of the ux in the window is over a characteristic length larger than = 1 unlike the case of the In Figure 10 we use the same geometry as in Figure 9 except that now we assume the current can ow from all sides. Here the contour lines are in steps of 20 In both Figs. 9 and 10 the structures are far from forming a full uxon (for which I = 0 since sin would be antisymmetric along x). Both solutions were obtained starting from the at solution = 0 everywhere as an initial condition. Comparing the I max for the two di erent current input con gurations of Figures 9 and 10 , it is seen that the ow of current from all four sides of the rectangle (as in Figure 10 ) gives an increase in the maximum Josephson current that can ow through the junction. The increase is not proportional to the boundary length since the surface currents are determined mostly by the window, which is the nonlinear region acting as a "sink" of the ow pattern in our e ective model. In fact for a very large idle region there should be no di erence in the I max as we vary w 0 . If the outside boundary is far from the window the ow pattern near the window is stabilised and does not change signi cantly if we displace the outside boundary. Thus it is very Figure 9 , assuming the same external magnetic eld and a symmetric con guration for the current.
Conclusions and future plans
In this paper we presented an e cient numerical procedure for the calculation of the time independent magnetic ux structures in a window Josephson junction. Compared to previous energy minimization techniques 14] , the proposed method is simpler, easier to implement, more e cient while it models the physical problem in an natural way more e ectively and accurately.
The simplicity of the method is due to the fact that the PDE model is a simple semi{linear operator coupled with Neumann boundary conditions. As such, a wide variety of numerical methods are applicable and already existing software components can be readily used. In our implementation we have used the ELLPACK infrastructure. More speci cally we have linearized the non-linear PDE operator by means of well known and rapidly convergent iterative schemes. We can select the PDE discretization scheme from a variety of nite element, nite di erence and collocation methods. Several direct and iterative methods are available for solving the resulting linear systems of equations. In addition to the above, ELLPACK provided us with easy mechanisms to specify the boundary conditions and the geometry of the window and with a powerful visualization tool.
Di erent shape windows have been treated. It is worth to point out that the geometry of the window is very important for the design of a junction with particular characteristics of the uxon structure and improving the stability of the shuttling motion with the possibility of modifying the device I{V characteristics. This e ect will be examined in detail when studying the time dependent problem in the propagation of uxons. In the dynamic properties, nevertheless, the static characteristics will be re ected. Thus the bow-tie geometry stabilizes the static uxons which in the rectangular, rhombus geometries are only marginally stable. The energy of the uxon changes also as it is displaced along the window, so that, undisturbed motion might not be possible at very low velocities (corresponding to low voltages). The total e ective inductance and local variations can in uence the matching with the surrounding empty space so as to increase the radiated energy at the boundaries, or for the reverse design of the junction so that uxons have a space dependent velocity along the long dimension in order to minimize the energy loss at the boundaries. Both the PDE model and its implementation are well adapted to be easily extended to a coupled array of many junctions with common supperconducting plates, forming junctions which are separated by idle regions. The use of symmetry can, considerably, cut down the computational time.
Finally a preliminary study of the e ect of boundary conditions (i.e. external magnetic eld and current) is reported. The interest here is to calculate the maximum tunneling current, which depends both on the geometry of the window and the electronic wiring around the junction. The second a ects critically the boundary conditions to be imposed on our isolated junction model. This imposition of 19 20 A semi{linear PDE model for Josephson junctions variable current along the outside of the junction is a simple extension and will be presented elsewhere.
From the mathematical point of view two peculiarities of the proposed PDE model: the periodicity of the non-linear term and the Neumann boundary conditions, lead to an obvious non-uniqueness of the solution. We have already started an e ort to obtain apriori estimates and prove di erential properties of such a solution and we will present our results elsewhere. The proof of the convergence of the iterative linearization methods used in the solution process at the analytic and/or at the numerical level will be presented there too. TRIPLE. set( u = xinit ) FORTRAN. t8,'iter',t16,'max error',/t7,6('-'),2x,10('-')) 110 format (t8,i4,1x,1p1e12.4) if (errmax .le. tol) goto 20 10 continue 20 continue call energy VISUALIZATION. xplot3d (u), xplot3d (emdens), xplot3d (suprcur) subprograms.
