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ABSTRACT
It often happens that we are interested in reconstructing an unknown
signal from partial measurements. Also, it is typically assumed that
the location (temporal or spatial) of each sample is known and that
the only distortion present in the observations is due to additive mea-
surement noise. However, there are some applications where such
location information is lost. In this paper, we consider the situa-
tion in which the order of noisy samples, taken from a linear mea-
surement system, is missing. Previous work on this topic has only
considered the noiseless case and exhaustive search combinatorial
algorithms. We propose a much more efficient algorithm based on a
geometrical viewpoint of the problem. We also study the uniqueness
of the solution under different choices of the sampling matrix and its
robustness to noise for the case of two-dimensional signals. Finally
we provide simulation results to confirm the theoretical findings of
the paper.
Index Terms— Unlabeled sensing, Linear sampling, Com-
pressed sensing, SLAM
1. INTRODUCTION
Suppose you would like to measure a spatial field, such as the tem-
perature in a room, with a moving robot that collects linear measure-
ments of the field at some unknown spatial locations. Therefore, at
the end of the measurement phase, a set of sample values with some
potential locations are accessible [1–3]. The ultimate goal is to re-
cover the underlying spatial field which, at the same time, requires
knowledge about the sampling locations. In a discrete setup, this
problem is called unlabeled sensing [4] and can be seen as a instance
of the famous simultaneous localisation and mapping (SLAM) prob-
lem [5, 6] which has applications ranging from self-driving cars to
indoor localisation.
Typically, in a linear inverse problem, we try to solve a system
of the form
y = Φx, (1)
where x ∈ RK represents the original unknown data vector, y ∈
RN is a set of observed sample values, and Φ ∈ RN×K is a tall
sampling matrix. Note that in (1) the sampling matrix Φ is assumed
to be perfectly known. Therefore, in the absence of any prior knowl-
edge on x and assuming the problem is well-posed, we can find the
least-squares estimate of x by using the pseudo-inverse of Φ. In
unlabeled sensing however, we try to recover the original signal x
given unordered measurements in y. Clearly, in this case, we cannot
solve (1) with a simple matrix inversion. A natural question is under
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Fig. 1: Comparison between compressed sensing and unlabeled
sensing [4].
what conditions is the solution guaranteed to be unique, or, when
this is not possible, can we find a solution and a labeling (ordering)
close to the true values.
Unlabeled sensing is similar to compressed sensing in the sense
that they both deal with partially revealed information in a linear
measurement system. Compressed sensing [7, 8] states that if we
have some prior knowledge about the sparsity of the input x, we
might be able to reconstruct it uniquely when N < K. The sparsity
assumption enables us to model real life applications using com-
pressed sensing [9, 10]. On the other hand, in unlabeled sensing
there is no specific assumption on the sparsity of data x and the
missing part of the information is the correct order of sample values
in y. Without any assumptions on the structure of x, we naturally
need more measurements to compensate for the missing labels; thus
a fat matrix for compressed sensing, and a tall matrix for the unla-
beled sensing. Figure 1 illustrates the connection between the two
problems.
The unlabeled sensing problem with restriction to band-limited
signals has been studied in [11]. In this work, we continue on the
introduction of Unnikrishnan et al. to unlabeled sensing without any
specific assumptions on the data model [4]. The authors in [4] pro-
vide necessary and sufficient conditions on matrix Φ for unique re-
construction of the original signal with probability one in the absence
of noise. There, the focus of the work is on random sampling ma-
trices Φ and the reconstruction algorithm is assumed to be a simple
combinatorial exhaustive search. In this paper, we provide an effi-
cient algorithm for the reconstruction of the original signal, together
with the complexity of the algorithm. We further extend our recon-
struction algorithm to the case where the measurements are contam-
inated with bounded noise and focus on finding sampling matrices
with robust behavior in the presence of noise. In doing so, we restrict
our attention to the recovery of signals in 2D. We study the unique-
ness of the reconstruction for different choices of the sampling ma-
trix Φ. More precisely, we show that when the rows of the sampling
matrix Φ correspond to equally-spaced vectors in the plane there
are always multiple solutions, even in the noiseless case. We then
propose a specific sampling scheme, showing that the reconstruction
is unique in the noiseless case, and provide an upper bound on the
reconstruction error for the noisy case. We also provide numerical
simulations to illustrate and validate our findings.
2. PROBLEM STATEMENT
Consider a linear sampling system,
y = PΦx+ , (2)
where x ∈ RK represents the unknown original data vector, y ∈
RM is a set of noisy measured sample values, Φ ∈ RN×K is the
known sampling matrix,  is the measurement noise and P is an
unknownM×N (M ≤ N ) selection matrix whose rows correspond
to distinct rows of the N × N identity matrix. In this contribution,
we will restrict our analysis to the case where M = N . Therefore,
P corresponds to a permutation matrix which permutes the rows in
Φ to an arbitrary unknown order.
The authors in [4] show that if  = 0 and Φ has independent
and identically distributed (i.i.d.) random entries drawn from an ar-
bitrary continuous distribution, provided thatN ≥ 2K, every vector
x can be uniquely recovered from y with probability one. It is as-
sumed that the recovery is performed through a simple combinatorial
exhaustive search.
In the following, we go further than random sampling matrices,
consider the noisy case where  6= 0 and provide a novel and effi-
cient algorithm for recovering x.
3. UNLABELED SENSING RECONSTRUCTION
The focus of earlier papers on unlabeled sensing has been mostly
on the uniqueness studies and not on the reconstruction algorithms
[4]. Normally an exhaustive search has been considered for recon-
struction. In this section, we introduce an efficient reconstruction
algorithm with polynomial complexity in contrast to previous com-
binatorial attempts. We call it the geometrical reconstruction (GR)
algorithm, since it is based on a geometrical view of the problem.
For simplicity, we start by explaining a simple example in 2D.
Figure 2 shows the specific case of N = 3 and K = 2 (Φ ∈ R3×2).
The algorithm in 2D starts by choosing two sample values, say
y1 and y2, and assigns them to two sampling vectors, say n and m.
Given these two measurements and the selected labelling, we can
invert the system to find a candidate solution. In the 2D case, as
depicted in Figure 2b, this simply corresponds to intersecting two
lines, Ln1 and Lm2 , with distances y1 and y2 from the origin and
perpendicular to vectors n and m.
We repeat this for all possible labellings of y1 and y2; i.e., for all
m,n ∈ {1, · · · , N}. This results in N(N − 1) candidate solutions,
which are put in the feasible set F . This set is guaranteed to contain
the original point. For our simple example, as depicted in Figure 2b,
at this point, the set F contains six points.
The rest of this algorithm, uses the other measurements (y3,
· · · , yN ) to reduce this feasible set as much as possible. Ideally,
there will be a unique solution; however, as we will see in later sec-
tions, often multiple solutions are consistent with the measurements.
In this case, the algorithm will return all feasible solutions.
To reduce the feasible set, we, iteratively, consider each sample
value yn for 3 ≤ n ≤ N . For each sample value, we check each
point in F to see if its projected value, on any of the sampling vec-
tors, is equal to yn. As depicted in Figure 2c, this can be done very
easily in 2D. For each sample value, we draw two tangent lines from
each point in F to the circle (0, yn). If the tangent points on the
circle lie on any of the sampling vectors, we keep the corresponding
point; otherwise, remove it from F . This step plays a major role
in reducing the complexity of the algorithm. Figure 2d depicts the
single point left in the feasible set, after considering the third mea-
surement.
Algorithm 1 explains this procedure for the general K dimen-
sional case.
3.1. Complexity Analysis
The worst case complexity of the proposed GR algorithm is
O(KNK+1) compared to O(N !(K3 + NK)) for a naive ex-
haustive search. To see this note that in step 4 of Algorithm 1,
we have to find the inverse of N(N − 1) · · · (N − K + 1) differ-
ent K × K matrices. The complexity for solving each equation
system is O(K3 + K2). Therefore, the total complexity of this
step is O([K3 + K2][N(N − 1) . . . (N − K + 1)]), or simply
O((K3 +K2)NK).
Additionally, in step 9, we check if the N(N − 1) · · · (N −
K +1) candidate points have projections equal to one of the sample
values over one of the remaining vectors. This takes (N − K)K
multiplications for each candidate.
In total we have O([K(N −K)][N(N − 1) . . . (N −D+1)]),
or O(KNK+1). A more formal analysis is given in [12].
4. RECONSTRUCTION ROBUSTNESS
The authors in [4] show that if we use random measurement matri-
ces with an oversampling of 2 or more, the solution is unique with
probability one. This statement is true when we have random mea-
surement matrices and noiseless samples. In the following we see
that, when the measurement matrix is not random or in the presence
of noise, we can have non-unique solutions with non-zero measure.
Later, we focus on a sampling matrix which offers unique solutions
in the noiseless case and has robust behavior in the presence of noise.
4.1. Uniqueness
We will consider the uniqueness in the 2D case (K = 2). We believe
that the results can be extended to higher dimensions as well.
In 2D, one can represent the rows of the sampling matrix with
vectors on the plane, each having an angle to the x axis, ϕi:
Φ =
[
cos(ϕ1) cos(ϕ2) · · · cos(ϕN )
sin(ϕ1) sin(ϕ2) · · · sin(ϕN )
]T
.
Algorithm 1 GR Algorithm in K dimensions without noise
1: Initialize: P = ∅, feasible set: F = ∅ .
2: Take every N(N − 1) · · · (N −K + 1) selection of K rows of
Φ, call them Φi and put them in set P .
3: for each Φi ∈ P , i = 1, · · · , N(N − 1) · · · (N −K + 1) do
4: Solve K ×K equations [y1, · · · , yK ]T = Φixi.
5: F ← F ∪ {xi}.
6: end for
7: for each sample value yn, n = K + 1, · · · , N do
8: for every xi ∈ F do
9: Check if xi has the projection value equal to yn over any
of the remaining N − (n− 1) rows of Φ.
























Fig. 2: Geometrical view of the reconstruction. a) original data point and its projections. b) construction of the feasible set F . c) tangent

















Fig. 3: Solutions of a) 5 equally-spaced, b) 6 equally spaced and c) 5
exponentially-spaced settings. The original point is shown by a red
star while black points lead to the same sample values.
Suppose that, as depicted in Figures 3a and 3b, the N sampling vec-
tors are equally spaced. In other words, ϕi = pi(i− 1)/N , for even
N , and ϕi = 2pi(i − 1)/N , for odd N . Here, i ∈ {1, · · · , N}.
These sampling vectors have an appealing symmetry which could
be favorable in noisy scenarios. However, it is easy to see that these
sampling matrices do not offer unique solutions in the noiseless case.
Figure 3 shows these two settings and their non-unique solutions.
When N is odd, we have multiple solutions because of the symme-
try in rotation and reflection. This results in 2N solutions. When N
is even, we have a symmetry with respect to the reflection line of the
vectors, which results in 2 solutions.
In contrast to the random sampling setting where the non-unique
solutions had a measure zero, in these settings for every point in
space, we have more than one solution to (2). With these examples in
mind we study the following sampling setting which offers a unique
solution to (2) and has a robust behavior in the presence of noise.
Suppose that the N sampling vectors are distributed with expo-
nential spacing between each other, that is
ϕi =
2i−1 − 1
2N − 1 2pi , i ∈ {1, · · · , N} . (3)
It can be shown that, for the exponentially-spaced sampling setting,
every x will not be confused with any other point in the plane.
The exponentially-spaced setting achieves this by eliminating the
rotational and reflective symmetries, which plagued the uniformly
spaced vectors.
Note, however, that if a point lies on a bi-sector of two sampling
vectors, it will still have two different labellings, even though both
labellings lead to the same point.
These results are formalised in the following lemma, which is
proved in [12]:
Lemma 1. Consider the sampling matrix Φ withN ≥ 4 exponentially-
spaced sampling vectors. Suppose that for some x and x′, there
exists a permutation matrix P 6= I such that Φx = PΦx′. If
‖x‖ = ‖x′‖, then x and x′ coincide and lie on the bi-sector of two
of the sampling vectors.
The next natural question to ask is how robust this sampling and
reconstruction scheme is in the presence of noise.
4.2. Noise
In order to study the robustness of the sampling settings and the al-
gorithms, we first generalize our proposed algorithm in 2D to the
noisy case.
Here we assume that the noise is bounded between [−max, max].
After constructing the feasible set F like in the GR algorithm, we
remove those points whose projections are further than a certain dis-
tance threshold from the remaining samples. Then, for each of these
possible labelings, we draw bands of width 2max normal to the vec-
tors and centered on the remaining sample values. The intersection
of these bands defines a convex region which we call a consistent
region. If the intersection is empty, we remove that labeling from
the candidate set. At the end, all the points in the consistent region,
could produce the given samples with the bounded noise. We skip
explaining the details of the generalized algorithm in the interest of
space.
In Figure 4 we show examples of consistent regions for different
sampling structures.
Now we are ready to show the robustness of the exponentially-
spaced setting in presence of noise.
Lemma 2. Consider the exponentially-spaced vector setting (3)
with ‖‖∞ ≤ max. If there exist two solutions x and x′ with
different labelings, then





Proof. Refer to [12] for the proof.
Lemma 2 provides an upper bound on the distance between the
consistent regions as the outputs of the generalized GR algorithm. It
also offers a criteria for choosing the number of sampling vectors N
for a given robustness. This result brings a trade-off between having
more vectors for collecting more samples, and having less vectors
for a better robustness bound. We leave finding the optimal number
of sampling vectors to future work.
The above lemma combined with the fact that points on the
bi-sectors of the vectors produce multiple labelings, show that
the biggest deviations between the reconstruction will concentrate
around the bi-sectors of the sampling vectors which are closest to





















(d) 5 randomly spaced
Fig. 4: Consistent regions found by the generalized GR algorithm
for SNR = 25 dB. The original point is shown by a red star.
5. SIMULATION RESULTS
We start this section with an attempt to illustrate what the consis-
tent regions look like in different sampling settings. We consider the
problem in 2D and take 5 vectors (6 for evenly spaced sampling vec-
tors) which are either equally spaced, exponentially spaced or ran-
domly spaced. We suppose that the noise vector  has i.i.d. elements
uniformly distributed in [−max, max]. We assume that ‖x‖ = 1,
and with the uniform noise define SNR = −10 log(2max/3). Fig-
ure 4 shows the output of the generalized GR algorithm for the four
mentioned sampling setups with SNR = 25 dB. As expected, the
number of consistent regions is 2N = 10 for the 5 equally spaced
setting and 2 for the 6 equally spaced setting. Also, in accordance
with theoretical findings, the consistent regions are unique for the
points that lie outside of the bi-sector regions in the exponentially
and randomly spaced settings. In the proposed exponentially spaced
setting, however, we are also able to bound the distance between
consistent regions in (4).
In the next simulation we aim at confirming the results of
Lemma 2. We consider 5 exponentially spaced sampling vectors.
We change the SNR in the range of 10 dB to 80 dB. For each value
of the SNR we run 20000 trials and compute the probability that all
the points in the consistent regions are closer to the original x than a
given bound (e.g. ‖x − x′‖ ≤ 0.2). Figure 5 shows the simulation
result for different bounds. As the figure suggests, when the value
of the SNR grows, consistent regions shrink and get closer to the
original x, and thus with probability one all the consistent regions
are in the vicinity of the original point. In comparison to the result of
Lemma 2, we compute the SNR that would correspond to the RHS
of (4) to be equal to 0.2. We show this SNR by a dashed vertical line
in Figure 5. As we expected, this SNR value is larger than the SNR
at which the probability reaches one (around 30 dB). This is because
the bound in (4) considers the worst case by taking only two axes
and not considering the intersection of regions from different axes.
Finally, we run a simple simulation in which we change the orig-
inal data x for a fixed max = 0.02 and highlight the points in space













Fig. 5: Probability that all the points in the consistent regions are
closer to x than a given bound (for different values of such bounds).
The vertical dashed line shows the SNR which would make the RHS
of (4) equal to 0.2.
Fig. 6: When the original point x is a red dot, there are more than
one labelings for max = 0.02 and exponentially-spaced vectors.
for which the algorithm finds more than one labeling. The results are
depicted in Figure 6. Observe that the highlighted regions concen-
trate around the bi-sectors of pairs of vectors. Also, the closer the
two sampling vectors, the bigger the region around their bi-sector.
Again, we remind the reader that these regions are related to the
points with several possible labelings. Therefore, if the point lies
in one of the highlighted regions, given a set of noisy samples, we
are able to find the points of interest with several valid labelings us-
ing the generalized GR algorithm. Otherwise, if the point is outside
these regions, there is only one valid labeling and we can recover the
labeling and the related consistent region by the proposed algorithm.
6. CONCLUSION
In this paper, we proposed an efficient algorithm with polynomial
complexity for data reconstruction in the unlabeled sensing problem.
We showed that some sampling settings result in multiple solutions.
In the search for unique solutions, we designed a sampling scheme
which offers unique solutions in absence of noise. We extended our
algorithm to the noisy case in 2D and showed that our proposed sam-
pling scheme is robust under noise. Extending the algorithm to noisy
cases in higher dimensions remains as future work.
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