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Abstract：Sentiment classification, which extracts the opinions from sentences/documents，has been extensively 
studied. Most of the conventional sentiment classification models require a lot of cost to obtain the labeled data. In
order to solve the problem that a trained classifier from other domain cannot be used directly on the target domain 
which lack labeled data，we proposed a novel domain adaptation model with reconstructing a common feature repre-
sentation. This model makes the classifier from the labeled domain adapt to the unlabeled domain，reduces the cost of 
manual labeling and achieves the domain adaptation of sentiment classification. This model utilizes the pre-trained 
word vectors as the feature of the words. With the premise that the syntactic structure used to express sentiment in the 
same language is similar，a common feature space shared by the labeled and unlabeled data set is reconstructed by
replacing the special domain words that unique to the domain. Therefore，the information sharing between the labeled 
and unlabeled data sets is realized. Based on this，the convolutional neural network in the model uses different size of
convolution kernels to extract the context features of different range of words. With semi-supervised learning and fine-
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tuning learning，the model can be domain adapted from the labeled domain to the unlabeled domain. In experiments 
based on real data from Jingdong and Xiecheng, we separately compared the influence of different domain words se-
lection and different POS constraints on the performance of our model，and found our model can improve the accura-
cy by about 2.7% compared to our baseline. In addition，we compared our model with related works on the public 
data from Amazon，and verified the effectiveness of our model. 










































































    

















图 1 分类模型架构 


















表 1 领域特征词汇示例 
Tab.1 Example of domain words 
领域 句子 特征词汇 





























Fig.2 Changes in the distribution of features before and 





    




表 2 领域弱化示例 


























 输入：weakened source dataset Sw，weakened target dataset 
Tw，original target dataset T，threshold hs 
 输出：classifier for target dataset C 
 1. 初始化 C 
 2. Train C on Sw 
 3. for sentence_w，sentence in Tw，T： 
 4. label，conf＝Predict(C，sentence_w) 
 5. if conf＞hs 
 6. add(sentence，label)to D 
 7. remove sentence from T 
 8. Fine-tune C 
 9. while D increase 
 10. Train C on D 
 11. for sentence in T 
 12. label，conf＝Predict(C，sentence) 
 13. if conf＞hs 
 14. add(sentence，label)to D 
 15. remove sentence from T 




















  表 3中列举了实验中所使用的数据集概况． 
表 3 数据集概况 
Tab.3 Information of data sets 
数据集 领域 样本量 词汇量 平均长度
京东 
服装 10 000 8 643 17 
水果 10 000 10 891 20 
掌上电脑 10 000 13 486 23 
洗发露 10 000 10 850 21 




4、5 星为正样本，1、2 星为负样本，3 星默认为不具
有情感极性的评价故而舍弃，数据集中每个领域正负
样本各 5 000 条．实验中采用十折交叉验证的方式对
模型进行验证，最终结果为各次实验的平均表现． 
卷积核尺寸设置为 s＝{3，4，5}，每个尺寸设置
卷积核数 f＝100，即共计 300 个卷积核．隐藏层节点
数量为 100，网络节点中 dropout 概率设为 0.4[28]，且
添加 0.001 的 L2 正则约束以避免过拟合．在训练集
中随机抽取 10%数据作为验证集，在训练过程中以
验证集上模型的表现调整学习速率．词嵌入所使用
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图 3 模型在不同领域词发现阈值下的表现 





图 4 模型在不同新样本置信度阈值下的表现 






表 4 模型在不同词性约束下的准确率表现 
Tab.4 Model accuray under different constraints 
实验 
准确率 
C-F C-H C-P C-S 
无自适应 0.861 0.845 0.743 0.836 
无约束 0.866 0.852 0.765 0.848 
名词约束 0.887 0.861 0.758 0.867 
形容词约束 0.793 0.856 0.746 0.838 
目标领域内训练 0.902 0.884 0.917 0.916 
实验 F-H F-P F-S H-P 
无自适应 0.756 0.702 0.839 0.764 
无约束 0.781 0.753 0.872 0.761 
名词约束 0.802 0.754 0.907 0.768 
形容词约束 0.758 0.711 0.842 0.763 
目标领域内训练 0.884 0.917 0.916 0.917 
实验 H-S P-S   
无自适应 0.723 0.763   
无约束 0.741 0.761   
名词约束 0.743 0.762   
形容词约束 0.722 0.758   
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盖书籍、DVD 影像、电器与厨房用具 4 个领域．其中
数据处理方式同上，评分 4、5 星为正样本，1、2 星为









表 5 模型在英文数据集的准确率表现 
Tab.5 Model accuracy on English data set 
源/目标领域 
准确率 
Book DVD Electronics Kitchen 
Book 0.827 0.811 0.772 0.781 
DVD 0.782 0.843 0.743 0.823 
Electronics 0.764 0.786 0.876 0.843 





表 6 模型准确率对比 
Tab.6 Comparison of model accuracy  
方法 
准确率 
Book DVD Electronics Kitchen
无自适应 0.690 2 0.724 8 0.734 7 0.792 6
SCL-MI[11] 0.745 6 0.763 0 0.789 3 0.820 6
SFA[17] 0.777 3 0.763 1 0.753 0 0.814 8
SST[16] 0.763 2 0.782 6 0.838 6 0.851 8
本文模型 0.784 5 0.801 4 0.821 5 0.866 7
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