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In this study, a numerical model is developed to simulate the xenon plasma plume from a thermionic
hollow cathode employing an orifice plate used for propellant ionization and beam neutralization in
an electrostatic space propulsion system. The model uses a detailed fluid model to describe the
electrons and a particle-based kinetic approach is used to model the heavy xenon ions and atoms. A
number of key assumptions in terms of physical modeling and boundary conditions of the
simulations are assessed through direct comparisons with experimental measurements. For two of
the three cathode operating conditions considered, good agreement with the measured data is
obtained. The third condition appears to lie in a different physical regime where elevated electron
and ion temperatures and decreased transport coefficients are required in the simulation to provide
agreement between the model and the measured data. ©2004 American Institute of Physics.
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I. INTRODUCTION
Thermionic hollow cathodes using an orifice plate are of
general technological importance. One application is in elec-
tric thruster systems, where they serve as critical components
providing an efficient source of electrons for both propellant
ionization and beam neutralization tasks. As a thruster com-
ponent hollow cathodes are much simpler to build and oper-
ate than the systems in which they are incorporated. Hollow
cathodes will make attractive stand-alone ion thrusters if the
ion emission current and device efficiency can become more
comparable to existing ion thruster systems. The simplicity
and small physical volume of hollow cathodes are attractive
features for microsatellite or nanosatellite propulsion appli-
cations that may require the high specific impulse of ion
propulsion. Behavior of hollow cathodes is complex, how-
ever, and poorly understood. An understanding of hollow
cathode behavior is helpful to aid its development as a stand-
alone ion thruster and as an optimized thruster component.
Xenon hollow cathodes can produce single-point failures in
ion engines and Hall effect thrusters, and they are an impor-
tant factor regarding erosion of the screen grid and other
components in ion engines. During operation at the high
emission current required for high-power ion propulsion sys-
tems, the orifice, and any components in the plume erode
rapidly.1 Ions of sufficient energy to cause significant erosion
have been observed in plume experiments.2–4
Past measurements of the ion kinetic-energy distribution
in the far-field plume of a hollow cathode have been per-
formed with a retarding potential analyzer~RPA! or an en-
ergy analyzer,2–4 and more recently with a quadrupole mass
spectrometer~QMS!.5 The early results revealed that a very
broad energy distribution exists in the high current regime.
The data indicate that ions are abundantly formed with ener-
gies as much as several times higher than the discharge po-
tential.
The presence of abundant doubly charged ions was dis-
covered through the QMS measurements.5 The higher charge
states will contribute significantly to the erosive power of the
hollow cathode plume. In addition, Xe21 presence in abun-
dance demonstrates a higher fraction of ionization than had
previously been assumed. High fractional ionization may be
a factor in the possible creation of a plasma potential that
exceeds the anode voltage.
The mechanism by which the high-energy ions arise is
not established, but two principal hypotheses have been put
forward previously. One mechanism invokes the formation
of a potential hill a short distance downstream from the
orifice.3,6Although consistent with some of the data, no clear
understanding has emerged of the means by which a hill of
sufficient height could be formed. An alternative mechanism
has been postulated whereby the current density at the orifice
~on the order of 104 A cm22) results in ion acceleration via a
magnetohydrodynamic effect.2,7 A potential role may also
exist for multiply charged ions in the production of energetic
species with lower charge states. Unfortunately, RPA and en-
ergy analyzer devices do not distinguish between xenon ions
with different charge states if their energy to charge ratios are
identical. The energy to charge ratios will be the same for
each charge state if the ions have been accelerated through
the same potential difference, neglecting collision cross sec-
tion variations and other effects.
A third hypothesis concerning the formation of high-
energy ions has been applied to vacuum arc plasmas, where
acceleration of ions also occurs in the direction away from
the cathode and the energy to charge ratio can be much
greater than the applied voltage. In this case, a gasdynamic
model is invoked that describes ion acceleration as driven by
pressure gradients and electron-ion friction.8,9 According to
this approach, a small potential hump may exist as a conse-a!Electronic mail: iainboyd@umich.edu
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quence of plasma acceleration rather than as its cause. The
thermionic, orificed hollow cathode provides better stability
and control than vacuum arcs for experimental studies, but
relatively few measurements have been performed.
Spatially resolved experimental measurements of elec-
tric potential and the ion velocities near a hollow cathode
orifice have previously been performed.10 A prominent po-
tential hill was not found in either the Langmuir probe or
laser-induced fluorescence measurements. The measured ve-
locity distribution near the hollow cathode test articles de-
pended strongly on the cathode type and/or operating point,
including plume-mode versus spot-mode operation.
To try to help in obtaining a more complete understand-
ing of these issues, in the present study, a computational
model is developed to simulate the plasma plume emitted by
a hollow cathode plume. The physical accuracy of the model
is assessed through direct comparisons of the model results
with experimental measurements taken in the plume of a
xenon hollow cathode.
In the following, the hollow cathode and experimental
investigation are described. Then, a detailed description of
the numerical model is provided. Numerical results from the
model are presented at three different operating points of the
hollow cathode, and comparisons are made with the mea-
sured data. The article closes with some concluding remarks.
II. HOLLOW CATHODE AND EXPERIMENT
The hollow cathode studied was originally designed as
the main cathode for xenon propellant ionization in the
UK-10 electrostatic ion engine. The hollow cathode, shown
schematically in Fig. 1, contains an impregnated tungsten
dispenser, with an inside diameter of 1.0 mm, an outer diam-
eter of 2.8 mm, and a length of 11 mm, which acts as a
chemical factory to release barium to the surface at an ap-
propriate rate to achieve low work function and long life.
The dispenser must be at;1000 °C for the cathode to oper-
ate normally. The orifice of the hollow cathode, machined
out of solid tantalum, is 0.2 mm in diameter, 1.0 mm long,
with a downstream full-angle chamfer of 90°. A keeper elec-
trode with 3 mm diameter aperture is positioned just down-
stream in an enclosed configuration. The hollow cathode had
been operated previously. Changes in the operating point of
the hollow cathode require a settling period, during which
the device comes to a static condition. The duration of this
period is typically 10–15 min. The underlying cause of the
settling behavior is believed to be a long time constant for
returning to the set flow rate through the orifice. This phe-
nomenon in itself provides some indication of the unusual
nature of this type of hollow cathode.
The hollow cathode is installed in a 75-cm-diameter
vacuum chamber, pumped by a 1000 l/s~on nitrogen! turbo-
molecular pump and a 1000 l/s~on xenon! cryopump. The
base pressure with no xenon flow is about 231027 Torr.
With a xenon flow rate of 0.105 mg/s through the hollow
cathode, the background pressure indicated by an ion gauge
positioned far from the cryopump is about 1.531025 Torr,
after applying a standard sensitivity correction for xenon.
The cathode is installed on a rotation table in the vacuum
chamber, with a QMS positioned behind a fixed beam skim-
mer, and an RPA also viewing the plume near the orifice~see
Fig. 2!. The range of rotary motion for the hollow cathode is
250° to 190° with respect to the axis of the QMS. The 5
mm aperture of the grounded skimmer is about 25 mm
downstream from the keeper orifice. The entrance of the
QMS is either 22 or 48 cm further downstream, and aligned
with the hollow cathode orifice and beam skimmer.
The RPA consists of a Faraday cup with four closely
spaced grids at the input. The entrance and third grid are
grounded, and the fourth or innermost is biased negative to
reject plasma electrons and to suppress the loss of secondary
electrons. The second grid operates at the retarding potential,
Vr . The acceptance area of the RPA is 1.0 cm
2. The aperture
is located 21 cm from the cathode orifice.
Two Langmuir probes constructed with 1 mm tungsten
wire and shielded with ceramic insulator, are mounted verti-
FIG. 1. Schematic of the experimental setup, top view.
FIG. 2. Schematic cross section of the nozzle/keeper configuration.
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cally in the plume. The probes, designated L1 and L2 in Fig.
2, are placed at;35 and 110 mm, respectively, from the
keeper. In each case a 3 mmlength of the tungsten wire is
exposed to the plume.
III. NUMERICAL MODEL
A. Hollow cathode plume model
To understand the type of numerical approach required
to accurately model the plasma plume from the hollow cath-
ode, it is informative to consider the expected range of some
of the basic physical properties of the flow. Using the geo-
metric and physical information of the hollow cathode, at a
typical operating point~three different operating points are
listed in Table I!, a 0-d hollow cathode device model of
Domonkos11 is used to estimate the flow conditions at the
exit of the hollow cathode, and some of these are included in
Table I. For all points, the plasma density is of the order of
1020 m23. The electron temperature is expected to be be-
tween 1 and 2 eV for a xenon hollow cathode operated in
plume mode~as is the case here!, based on measurements
reported by Domonkos11 in the orifice to keeper gap of a
similar device. For operating point A, the electron–ion col-
lision rate is about 53109 s21 giving an ion mean free path
of about 331027 m. This gives a Knudsen number based on
the orifice exit radius of 0.0003 indicating thermal equilib-
rium conditions. Therefore it is reasonable to assume that the
ion and electron temperatures are equal at the orifice exit.
Then, using the mass flow rate, it is indicated that the plasma
exiting the hollow cathode is very close to being fully ion-
ized. These flow conditions indicate a very small Debye
length so that charge neutrality can be safely assumed. While
the mean free path is initially small, as the plasma plume
expands the number density will decrease significantly
thereby increasing the mean free path. These aspects of the
plasma plume indicate that the electrons can be treated using
a fluid approach, but the heavy particles require a kinetic
description.
In this study, a hybrid particle-fluid model is therefore
developed. The heavy particles~xenon ions and atoms! are
treated using the particle in cell method~PIC!12 to model
their plasma dynamics, and the direct simulation Monte
Carlo method~DSMC!13 is used to simulate their collision
dynamics. The electrons are described by a detailed fluid
model based on the conservation equations. These models
are described in the following sections.
B. Plasma dynamics
Models of hollow cathode plumes have been developed
by Parkset al.14 and by Williams and Wilbur.15 In Ref. 14, a
fluid model of the electrons combined with an assumed pro-
file for the ion density was used to model a mercury hollow
cathode. By assuming anomalously low electrical conductiv-
ity ~reduced by a factor of about 1000!, good agreement was
obtained for measurements of plasma potential and electron
temperature.
The model under development in this work seeks to go
beyond that described in Ref. 14 by explicitly modeling both
the electrons and the heavy particles~ions and neutrals!. Due
to the low density nature of the hollow cathode plumes, a
kinetic, particle approach is employed to simulate the xenon
ions and neutral atoms. A detailed fluid model of the elec-
trons is also employed.
The ions and neutrals are treated using a combination of
the particle in cell method~PIC!12 for transporting the ions in
electrostatic fields, and the direct simulation Monte Carlo
method~DSMC!13 for performing collisions and transporting
the neutral atoms. Momentum transfer and charge exchange
collisions are the only collision mechanisms implemented at
this stage.




whereNe is the electron number density,ve is the electron
velocity vector,Na is the atomic number density, andCi is
the ionization rate coefficient. Assuming steady flow, this





for which numerical solutions are obtained using the stan-
dard alternating direction implicit~ADI ! method. The spatial
distribution of the ion particles gives the electron number
density,Ne , under the assumption of charge neutrality. This
allows the electron velocity vector to be determined through
solution of Eq.~3!. The xenon ionization rate coefficient is
expressed as a function of electron temperature using a
simple relation proposed by Ahedoet al.:17
Ci5s iceS 11 Te« i~Te1«e!2DexpS 2 « iTeD , ~4!
where s i55310
220 m2 is a reference cross section,ce is
the mean thermal speed of electrons,« i is the ionization
energy of xenon~12.7 eV!, and the electron temperatureTe
is in electron volts. Use of this thermal ionization coefficient
assumes that the electron stream velocity always lies below
the threshold level for direct ionization of xenon~about 2
3106 m/s) which is true for all flow conditions considered.




whereme is the mass of an electron,E is the electric field,pe
is the electron pressure, andR is the friction term. It is fur-












A 1.12 26.0 0.10 3.431020
B 1.77 28.2 0.054 1.8531020
C 1.30 34.0 0.045 1.631020
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ther assumed that the electrons behave as a perfect gas (pe





wherej is the current density, ands is the electrical conduc-
tivity.
Assuming a steady state, neglecting the inertial term on
the left-hand side of Eq.~5!, and introducing the plasma
potential2¹f5E, a generalized Ohm’s law is obtained:
j5sS 2¹f1 1eNe ¹~NekTe! D . ~7!
For givenNe , ve, andTe , the charge continuity condition:
¹.j50 ~8!
is then solved to obtain the plasma potential. This equation is
written as a Laplace equation with weak source terms and is
again solved using an ADI scheme.
The electron energy equation is given by:16
]




neNek~Te2TH!2NeNaCi« i , ~9!
wheremi is the ion mass,ne is the total electron collision
frequency,ke is the electron thermal conductivity, andTH is
the heavy particle temperature. Again assuming a steady








neNek~Te2TH!1NeNaCi« i D ,
~10!
wherej is obtained from Eq.~7! after the plasma potential is
calculated. Equation~10! is again a Laplace equation with
weak source terms that is solved using the ADI approach.
Effects of ionization are included in the simulation to capture
any regions of significant xenon ion production and it is
therefore appropriate to include the associated effects in the
electron energy equation. However, the computations subse-
quently showed no significant effect of ionization on the
electron energy and this is also found to be true for excitation
loss terms. The latter are therefore omitted from the model-
ing.
Finally, the electron transport coefficients are evaluated













where ne5nei1nen , nei is the ion–electron collision fre-
quency,nen is the neutral–electron collision frequency, and
these frequencies are evaluated for the xenon system using
cross sections provided in Ref. 16. Note that, for each time
step, the numerical scheme iterates several times through the
solution of Eqs.~8! and ~9! due to the coupling betweenf
andTe .
C. Collision dynamics
The DSMC method uses particles to simulate collision
effects in rarefied gas flows by collecting groups of particles
into cells which have sizes of the order of a mean free path.
Pairs of these particles are then selected at random and a
collision probability is evaluated that is proportional to the
product of the relative velocity and collision cross section for
each pair. The probability is compared with a random num-
ber to determine if that collision occurs. If so, some form of
collision dynamics is performed to alter the properties of the
colliding particles.
There are two basic classes of collisions that are impor-
tant in the hollow cathode plumes:~1! elastic ~momentum
exchange!; and ~2! charge exchange. Elastic collisions in-
volve only exchange of momentum between the participating
particles. For the systems of interest here, this may involve
atom-atom or atom–ion collisions. For atom–atom colli-
sions, the variable hard sphere~VHS!13 collision model is





whereg is the relative velocity, andv50.12 is related to the
viscosity temperature exponent for xenon. For atom-ion elas-
tic interactions, the following cross section of Dalgarno






The model of Ref. 18 predicts that the elastic cross section
for interaction between an atom and a doubly charged ion is
twice that for an atom and a singly charged ion. It should be
noted that the model of Ref. 18 employs a polarization po-
tential and therefore is only valid for low energy~a few eV!
collisions. In all elastic interactions, the collision dynamics is
modeled using isotropic scattering together with conserva-
tion of linear momentum and energy to determine the post-
collision velocities of the colliding particles.13
Charge exchange concerns the transfer of one or more
electrons between an atom and an ion. For singly charged
ions, the following cross section measured by Pullinset al.19
and Miller et al.20 is used:
sCEX~Xe,Xe
1!5@223.30 log10~g!1142.21#
30.8423 10220 m2. ~14!
Also reported in Refs. 19 and 20 are charge exchange cross
sections for the interaction where a doubly charged ion cap-
tures two electrons from an atom. These cross sections are
less than a factor of two lower than the values for the singly
charged ions at corresponding energies. In the present model,
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it is assumed that there is no transfer of momentum accom-
panying the transfer of the electron~s!. This assumption is
based on the premise that charge exchange interactions are
primarily at long range.
D. Boundary conditions
For the computations of the hollow cathode plumes,
boundary conditions must be specified at several locations:
~1! at the cathode orifice exit;~2! along the outer edges of the
computational domain; and~3! along all solid surfaces in the
computational domain.
Several macroscopic properties of the plasma exiting the
cathode orifice are required for the computations. Specifi-
cally, the plasma potential, the electron temperature, and for
each of the particle species we require the number density,
velocity, and temperature. In the real device, these properties
vary radially across the cathode exit plane. As described
above, the approach to determining these properties involves
a mixture of analysis and estimation. The plasma number
density is obtained using the device model of Domonkos.11
The electron temperature is set to 1.5 eV as a representative
value based on the measurements reported in Ref. 11. Using
the specified mass flow rate and assuming the ion tempera-
ture is equal to the electron temperature, the plasma is found
to be nearly fully ionized. The fraction of Xe21 is assumed
to be 10%.
Both fluid and particle boundary conditions are required
at the outer edges of the computational domain. The usual
field conditions employed simply set the electric fields nor-
mal to the boundary edges equal to zero. Similarly the gra-
dients in electron temperature normal to the surfaces of the
outer boundaries are set to zero. For plume expansion into
vacuum, the particle boundary condition is to simply remove
from the computation any particle crossing the domain edge.
The solid wall surfaces of the hollow cathode and keeper
are included in the computation. The potentials are set to
specified constants~the keeper voltage for the keeper walls,
zero for all other walls!. Zero gradient in electron tempera-
ture is again employed on all walls. Any ions colliding with
the walls are neutralized. Both atoms and neutralized ions
are scattered back into the flow field from the surface of the
wall assuming diffuse reflection at a temperature of 1000 °C.
IV. RESULTS
The hollow cathode plume model described above is ap-
plied to three different operating points as listed in Table I. In
the following, general flow field results of the model are first
presented. Next, the physical accuracy of the model is as-
sessed by making direct comparison with measured data. In
these comparisons, a number of basic assumptions in the
model are varied to understand the sensitivity of the com-
puted results.
In all cases, the computational domain extends to 0.30 m
along the axis from the orifice and 0.25 m radially from the
centerline. A portion of the grid is shown in Fig. 3 and em-
ploys 110 by 90 nonuniform, rectangular cells. A time-step of
531029 s is employed, which is smaller than the smallest
inverse plasma frequency. The simulation typically reaches a
steady state after about 25 000 iterations and final results are
obtained by averaging over a further 20 000 iterations. About
1.5 million particles are employed in each simulation.
A. Results for operating point A
Typical flow field properties are first considered for op-
erating point A~see Table I! for conditions assumed at the
cathode orifice exit ofTe5Ti51.5 eV, andf5keeper volt-
age. Figures 4, 5, 6, and 7 show the electron density (m23),
the plasma potential~V!, the electron velocity component in
the axial direction~m/s!, and the electron velocity compo-
nent in the radial direction~m/s!. Note that the computed
potentials are always presented with respect to cathode
~ground! potential. There is not a significant variation in the
electron temperature. These results show that the plasma ex-
FIG. 3. Portion of the computational grid showing the structure
of the keeper.
FIG. 4. Contours of electron density for operating point A.
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pands through the orifice of the keeper to rather low plasma
densities. There is a thin jet of relatively high density plasma
right on the axis. This is formed by the heavy ions becoming
highly directional after being forced through the opening in
the keeper plate. The potential contours indicate that the re-
sulting electric fields radial to the axis are not sufficiently
strong to subsequently diffuse these ions away from the axis.
The axial velocity contours show that the high keeper volt-
age decelerates the electrons and turns them around at a dis-
tance of about 20 cm from the keeper for this particular case.
Next, the sensitivity of the computational results to sev-
eral key assumptions is investigated. First, we consider the
effect of varying the initial value of electron~and ion! tem-
perature assumed at the orifice exit. Figure 8 shows the effect
of varying the initial electron temperature on profiles of elec-
tron temperature and plasma potential along the flow axis.
The profiles of electron temperature simply scale up and
down as the initial value ofTe is increased and decreased
from the default value of 1.5 eV. A more dramatic effect is
observed for the plasma potential in which both the maxi-
mum potential is larger and the minimum potential smaller in
the case of increasedTe . This behavior is expected to give
larger ion energies for this condition. In Fig. 9, the effect on
profiles along the axis of electron density and the axial com-
ponent of the electron velocity is investigated. Note that each
of these properties is relatively insensitive to the initial value
of Te . This indicates that current is insensitive toTe .
Now, let us consider the effects of varyingTe on prop-
erties for which experimental measurements exist. In Fig. 10,
ion energy distribution functions~IEDFs! obtained on axis at
21 cm from the keeper exit are shown. The computed distri-
butions are obtained in the simulation by binning ion ener-
gies of individual particles crossing the location in the flow
field where the RPA is placed. Because the RPA entrance is
FIG. 5. Contours of plasma potential for operating point A.
FIG. 6. Contours of electron axial velocity component for operating point A.
FIG. 7. Contours of electron radial velocity component for operating
point A.
FIG. 8. Profiles of electron temperature and plasma potential along the axis
for operating point A: Effect of varying initial electron temperature.
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grounded in the experiment, after the simulation is com-
pleted, the computed IEDF is shifted by the difference be-
tween the plasma potential in the simulation at the location
of the RPA and ground~0 V!. The shifts in potential vary
widely for the simulations performed and are listed in Table
II for all conditions considered in this study. As expected, the
computed IEDFs are sensitive toTe with slightly higher peak
ion energies obtained at higher values ofTe . Note also that
the width of the computed distributions increases with in-
creasingTe . All three simulations provide a good prediction
of the peak of the IEDF and underpredict the measured
width. Note that the high energy tails of the computed dis-
tributions are not unexpected. For example, the highest ion
energy for theTe52.0 eV case is about 60 V when the offset
is accounted for. Figure 8 shows that the overall change in
potential along the centerline from peak to trough is about 38
V for this case. An ion introduced into the simulation at the
cathode exit following an equilibrium energy distribution at
2.0 eV has a probability of about 1024 of having the initial
energy of 22 V needed to reach 60 V at the location of the
RPA.
In Fig. 11, angular profiles of ion current obtained at a
distance of 21 cm from the keeper are shown. The computa-
tional results are relatively insensitive to the value ofTe
assumed, and all lie above the measured data by about a
factor of two. With the observation that current is insensitive
to Te , Eq. ~7! indicates that changes inTe must be balanced
by changes in¹f.
Next, the effect of varying the value of plasma potential
at the orifice exit on the simulation results is investigated.
The parameter varied isDf which is the difference between
the value of assumed at the exit, and the keeper potential.
Measurements in the orifice–keeper gap of similar hollow
FIG. 9. Profiles of electron density and electron axial velocity along the axis
for operating point A: Effect of varying initial electron temperature.
FIG. 10. Ion energy distribution at 21 cm from the hollow cathode exit for
operating point A: Effect of varying initial electron temperature.












A 1.5 0 1 14.8
A 1.0 0 1 113.4
A 2.0 0 1 23.3
A 1.5 22 1 12.24
A 1.5 26 1 24.39
A 1.5 0 0.1 13.82
A 1.5 0 10 114.9
B 1.75 22 1 11.05
C 1.5 0 1 113.64
C 2.5 0 1 23.09
C 4.0 0 1 226.3
C 2.5 22 1 25.62
C 2.5 26 1 213.4
C 2.5 0 0.1 23.49
C 2.5 0 10 12.15
C 2.5 0 30 115.4
C 4.0 0 70 21.9
FIG. 11. Angular profile of ion current at 21 cm from the hollow cathode
exit for operating point A: Effect of varying initial electron temperature.
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cathodes by Domonkos11 indicate thatDf lies in the range of
0 to 22 V. Figure 12 shows that electron temperature is
unaffected by the value ofDf. The profiles of plasma poten-
tial indicate that a lower value ofDf produces a larger over-
all change in the potential that is expected to generate higher
energy ions. In Fig. 13, it is shown that variation ofD
affects both the electron number density and velocity profiles
along the axis. Specifically, lower values ofD lead to
greater initial acceleration of the electrons to the keeper ac-
companied by lower electron density. It is anticipated that
this behavior will lead to lower ion current at the lower val-
ues ofDf. Comparing to the measured data, Fig. 14 indi-
cates a corresponding shift in the most probable ion energy
asDf is decreased, along with a significant decrease in ion
current as shown in Fig. 15.
Finally, the effect of varying the values of the thermal
and electron conductivities in the simulation is investigated.
This study is motivated by the suggestion in Ref. 14 that
electron–ion instabilities in hollow cathode plume flows may
effectively increase the electron–ion collision rate,nei , to
values close to the plasma frequency. In the present work, the
sensitivity of the solutions to the transport coefficients is
investigated by increasing and decreasing the values ofnei in
the simulation by a factor of 10 in each case. From Eqs.~11!,
an increase innei leads to a decrease in both the thermal and
electrical conductivities. Figure 16 indicates that the profiles
along the axis of the electron temperature are very sensitive
to the transport coefficients. In particular, increased values of
nei lead to a significant decrease in the electron temperature.
Careful analysis of the results indicates that the rapid de-
crease in electron temperature is caused by amplification of
the pe¹.ve term on the right-hand side of Eq.~10!. In the
FIG. 12. Profiles of electron temperature and plasma potential along the axis
for operating point A: Effect of varying initial plasma potential.
FIG. 13. Profiles of electron density and electron axial velocity along the
axis for operating point A: Effect of varying initial plasma potential.
FIG. 14. Ion energy distribution at 21 cm from the hollow cathode exit for
operating point A: Effect of varying initial plasma potential.
FIG. 15. Angular profile of ion current at 21 cm from the hollow cathode
exit for operating point A: Effect of varying initial plasma potential.
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region between the cathode orifice exit and the keeper, the
electrons are accelerated and therefore expand leading to
cooling of their temperature. This cooling is moderated by
the ohmic heatingj .E term, but the overall effect is cooling.
The magnitude of the cooling is increased whennei is in-
creased because in turn this leads to decreased values of the
thermal conductivity,ke . The pressure expansion term was
not included in the energy equation used in the work of Park
et al.14 which explains why they observed increases inTe .
Another effect found in our results for increasednei , is that
the gradient in the plasma potential is greatly decreased.
Thus, lower energy ions are expected for this case. The pro-
files in Fig. 17 show that the electron velocity is generally
lower and the electron density generally higher for the case
of increasednei . Figure 18 indicates very little effect on the
IEDF of the values ofnei . By comparison, Fig. 19 shows
that the ion current increases asnei is increased.
Overall, for operating point A, the best agreement be-
tween the model and the measurements is obtained for both
ion energy distribution and angular profile of ion current for
values ofTe52.0 eV, Df522 V, and the standard values
for the transport coefficients. These are all reasonable, indi-
cating satisfactory performance of the model.
B. Results for operating point B
As further evidence of the reasonable behavior of the
model, it should be noted that a Langmuir probe measure-
ment of centerline plasma potential and electron temperature
of the present hollow cathode was performed at operating
point B ~similar to operating point A!, at a distance of 35 mm
downstream from the keeper. Comparison of these measured
data with on-axis simulation results is given in Fig. 20. The
FIG. 16. Profiles of electron temperature and plasma potential along the axis
for operating point A: Effect of varying transport coefficients.
FIG. 17. Profiles of electron density and electron axial velocity along the
axis for operating point A: Effect of varying transport coefficients.
FIG. 18. Ion energy distribution at 21 cm from the hollow cathode exit for
operating point A: Effect of varying transport coefficients.
FIG. 19. Angular profile of ion current at 21 cm from the hollow cathode
exit for operating point A: Effect of varying transport coefficients.
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simulation employs values ofTe5Ti51.75 eV, andDf5
22 V at the orifice exit, and the standard transport coeffi-
cients. The agreement obtained with the data is excellent. In
addition, comparison between this simulation and the mea-
sured angular profile of ion current is provided in Fig. 21,
and again good agreement is obtained. In terms of agreement
between simulation and experiment, operating points A and
B are very similar. Note that Langmuir probe data are only
available for operating point B, and that no ion energy dis-
tribution data were taken at this condition.
C. Operating point C
Operating point C has the highest keeper voltage and
lowest mass flow rate of the conditions considered. Electron
temperature typically increases in drift tubes according to the
reduced field,E/n, with approximately linear dependence.21
Of the operating points explored, this ratio is highest for
operating point C and is lowest for operating point A. There-
fore it is reasonable to expect that electron temperature for
operating point C will be larger than that for points A and B.
In Fig. 22, measured and computed ion energy distribution
functions are compared. Here, the effect of varying electron
temperature is studied (Df50 V and standard transport co-
efficients are used for these cases!. The trends are the same
as those for operating point A, and, as suggested by our
discussion above, for this case it requires an elevated initial
electron and ion temperature~4.0 eV! to obtain agreement
with the measured data. However, Fig. 23 shows the data
comparisons for ion current under the same conditions, and
FIG. 20. Profiles of electron temperature and plasma potential along the axis
for operating point B: Comparison with measured data.
FIG. 21. Angular profile of ion current at 21 cm from the hollow cathode
exit for operating point B.
FIG. 22. Ion energy distribution at 21 cm from the hollow cathode exit for
operating point C: Effect of varying initial electron temperature.
FIG. 23. Angular profile of ion current at 21 cm from the hollow cathode
exit for operating point C: Effect of varying inital electron temperature.
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in all cases the simulation profiles are relatively independent
of the initial temperature and under predict the measured
data.
Figures 24 and 25 show the ion energy and current com-
parisons in which the initial plasma potential is varied (Te
52.5 eV and standard transport coefficients are used for
these cases!. The shift of the IEDF corresponding toDf is
not clearly seen here as it was for operating point A. How-
ever, as was the case for point A, decreasingDf leads to a
lower current profile. Finally, Figs. 26 and 27 show the ef-
fects on ion energy and current of varying the transport co-
efficients (Te5Ti52.5 eV andDf50 V for these cases!.
Increased values ofnei give the best agreement with the
measured current profile, but these simulations lead to sig-
nificant narrowing of the IEDF.
In summary, operating point C seems to involve a differ-
ent physical regime from operating points A and B. Reason-
able agreement with the measured data for both ion energy
distribution and current is only obtained by using a very high
initial electron and ion temperature~4.0 eV! and increased
value ofnei (nei* 70). This suggests that either plasma turbu-
lence is important in this case leading to decreased conduc-
tivities, or that some additional physical mechanism not in-
cluded in the present model becomes important for these
conditions.
V. CONCLUSIONS
A hybrid particle-fluid PIC-DSMC model was developed
to model the flow from the orifice exit, through the keeper,
into the plume of a xenon hollow cathode used for propellant
FIG. 24. Ion energy distribution at 21 cm from the hollow cathode exit for
operating point C: Effect of varying initial plasma potential.
FIG. 25. Angular profile of ion current at 21 cm from the hollow cathode
exit for operating point C: Effect of varying inital plasma potential.
FIG. 26. Ion energy distribution at 21 cm from the hollow cathode exit for
operating point C: Effect of varying transport coefficients.
FIG. 27. Angular profile of ion current at 21 cm from the hollow cathode
exit for operating point C: Effect of varying transport coefficients.
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ionization and beam neutralization in a spacecraft propulsion
system. The model included a detailed fluid description of
the electrons based on their continuity, momentum, and en-
ergy equations. The model was assessed by its application to
three different operating points of the cathode for which ex-
perimental data exists. The sensitivity of the computed re-
sults to fundamental assumptions concerning the orifice exit
conditions and the plasma transport properties was investi-
gated. Increases in the exit electron and ion temperature led
to broader ion energy distributions with an increased most
probable energy. The high peak ion energies were generated
in the simulations by the formation of a potential hill down-
stream of the keeper that is mainly formed by a plasma den-
sity gradient. By contrast, ion current profiles were relatively
insensitive to the exit temperatures. Decreasing the orifice
exit plasma potential also increased the most probable ion
energy and led to significant decreases in the ion current.
Decreased transport coefficients led to a decreased most
probable ion energy and increased ion current.
Two of the cathode operating points~A and B! appeared
to have similar behavior, for which the computer model
provided excellent agreement with measurements of ion
energy distribution, ion current, plasma potential, and elec-
tron temperature under reasonable orifice conditions and
without changing the transport coefficients. Operating point
C appeared to lie in a different physical regime where agree-
ment between the simulation and measured data was only
obtained by assuming high orifice exit electron and ion tem-
peratures and reduced transport coefficients. It is concluded
that this regime either involves significant plasma turbu-
lence, leading to decreased conductivities, or that some
physical mechanism missing from the present model has be-
come important.
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