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The main purpose of this paper is to introduce a numerical method for the computation of
cubature rules on the square [−1, 1]2 that are almost minimal, i.e. with fewpointsw.r.t. the
degree of precision d. In particular for all 24 ≤ d ≤ 55 the sets {ξd} and the weights {wk}
are new. New rules are also achieved for degrees 15, d = 17, 19 and d = 23 respectively
with 43, 54, 67 and 96 points.
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1. Introduction
The purpose of this paper is to approximate integrals over the unit squareΩ = [−1, 1]2
I[f ] =

Ω
f (x, y) dx dy (1)
by weighted sums
Q [f ] =
Nd
j=1
wjf (xj, yj) (2)
of algebraic degree of exactness d, that is, sums Q such that I[p] = Q [p] for all polynomials p ∈ Pd where Pd is the space of
total polynomials of degree d, i.e.
Pd = span{xiyj : i+ j ≤ d, i, j = 0, . . . , n}.
The formulas Q of algebraic degree d that use the fewest points N are calledminimal. In the paper we will shorten the term
algebraic degree of exactness by the acronym ADE.
FromMöller’s Ph.D. Thesis [1], it is known that in several domains if a formula Q has ADE equal to d then Nd ≥ Nd, where
Nd =

(k+ 1)(k+ 2)
2
, if d = 2k
(k+ 1)(k+ 2)
2
+

k+ 1
2

, if d = 2k+ 1.
(3)
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Using several ideas, minimal rules have been computed only for low values of d, in which exactly Nd points have been
used, In spite of this, in [2] numerical experiments show that Möller lower bound (3) very likely will not be attained for
d = 17, 25, 33, 41.
Differently for the case of the integral
Iw(x)[f ] =

Ω
f (x, y) w(x, y) dx dy, w(x, y) = (1− x2)−1/2(1− y2)−1/2
whereminimal rules are known (cf. [3,4] and the references therein), in the setting of the Legendre weightw(x, y) = 1 such
formulas are known only for few degrees. In general their explicit computation turned out to be a very difficult problem and
in recent years there has been a certain slowing down in the research, as mentioned by Cools in [5]. In 2003 many gaps still
existed between the theoretical and practical results [6].
Consequently many researchers tackled numerically the problem, proposing new formulas with some fixed degrees of
precision and relatively few points. In this framework we cite the work of Xiao and collaborators [7–9] that introduced an
elimination algorithm that allowed the computation of good rules not only on the square but also onmore general polygons.
In particular they discovered some quadrature formulas with few points on [−1, 1]2 with ADE d ≤ 23 and conjecture that
Nd ≈ τd = ⌈(d+ 1)(d+ 2)/6⌉ (inferior to the ⌈(d+ 1)/2⌉2 nodes required by a Gauss–Legendre tensorial rule).
In [10], Omelyan and Solovyan, starting from a variant of MDIIS method, computed rules of ADE equal to d = 15, d = 17,
d = 19, d = 21 and d = 23with the lower known cardinality. However the algorithmwas rather time consuming, requiring
for higher degrees several days of computation.
With a very different technique, Taylor et al. introduced in [11] a cardinal function algorithm for computing almost
minimal rules on the simplex with cardinality (d + 1)(d + 2)/2 for some d. Later in [12], such ideas were modified so
to achieve formulas with a more general number of points and to work also on other domains. In particular the author
computed new rules on the square for ADE equal to d = 10 and d = 12.
The purpose of this paper of numerical nature is to improve all these results up to ADE d = 55 with Nd ≈ τd =
⌈(d + 1)(d + 2)/6⌉ as conjectured in [9]. In the next section we show an asymmetric method to compute almost minimal
rules, based on the Taylor–Wingate–Bos algorithm to obtain a good distribution for the degree d, and then performing an
elimination method to obtain a better cubature formula. Later we adapt this strategy to determine symmetric rules.
We then notice that for many odd d the Omelyan–Solovyan rules are π/2 rotationally-invariant, i.e. if (x,y) is a node so
are (−y,x), (−x,−y), (y,−x) and that they all have the sameweightw. Based on this observation, we compute new symmetric
rules with few points for odd degrees of precision d. As alternative, we determine sets whose nodes are symmetrical w.r.t.
origin, i.e. if (x,y) is a node so is (−x,−y) (with the same weight).
All the Matlab codes that we have used and the sets of points that we have computed are available at the second author’s
homepage [13].
2. Asymmetric rules
In this section, first we introduce the two algorithms described in [12,9] for computing new rules with few points on the
square and then we propose an hybrid method that takes advantage of both the approaches. We stress that similar ideas
can be used for the computation of formulas on more general domains as the simplex, the disk, etc.
2.1. The Taylor–Wingate–Bos algorithm
The basic Taylor–Wingate–Bos algorithmworks as follows. Letφ1, . . .,φmd be a basis of the space of bivariate polynomials
Pd (and consequentlymd = (d+ 1)(d+ 2)/2). For a certain d0, let
Q0[f ] =
md0
j=1
wjf (xj, yj) (4)
be an interpolatory rule having ADE equal to d0 and suppose that the nodes ξ = {(xj, yj)} form an unisolvent set for Pd0 ,
i.e. the Vandermonde matrix V (d0)(ξ) = Vandd0(ξ), whose components are
V (d0)(ξ)i,j = φj(xi, yi), i, j = 1, . . . ,md0 ,
is non singular.
The purpose of this algorithm, shortened as TWB, consists in computing from Q0 new unisolvent sets for Pd0 that have
ADE d1 higher than d0. Let us denote by γ (d1) the vector of the moments of the basis elements φ1, . . . , φmd1 of Pd1 , i.e.
γ
(d1)
k =

Ω
φk(x, y) dx dy, k = 1, . . . ,Md1 .
Observe that if the nodes ξ and the weightsw(ξ) = (w1(ξ), . . . , wmd0 (ξ)) verify
V (d1)(ξ)T · w(ξ) = γ (d1) (5)
then we have computed a cubature rule withMd0 nodes ξ , weightsw(ξ) and ADE equal to d1.
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Suppose that ξ ,w(ξ) do not provide a rule with ADE d1. First we determine newweightsw(ξ), requiring that they must
solve the linear system
V (d1)I (ξ)
T · w(ξ) = γ (d1)I (6)
where V (d1)I (ξ) is the matrix of the first Md0 rows of V
(d1)(ξ) and γ (d1)I is the vector of the first Md0 components of γ
(d1).
This means that at least the first Md0 moments are matched. At this point we need to update the set of the nodes, finding
a configuration whose weights allow to match all the moments γ (d1)1 , . . . , γ
(d1)
Md1
. Let V (d1)II (ξ) be the matrix obtained by
selecting the rows of V (d1)(ξ)whose index runs fromMd0+1 toMd1 and define as γ (d1)II the lastMd1−(Md0+1) components
of γ (d1). Defining
F(ξ) = V (d1)II (ξ)T · w(ξ)− γ (d1)II (7)
one intends to find a set ξ of Md0 points of the domain Ω and the respective weights w(ξ) such that F(ξ) = 0 and
(5) holds. If this happens, a rule with Md0 points in Ω whose ADE is d1 has been computed, since all the moments are
matched. In [11] the authors show that F is differentiable, also explaining how to evaluate the Jacobian matrix JF(ξ) via
the Lagrange polynomials Li of the set ξ . Moreover they observe how the evaluation of JF(ξ) is easily obtained as soon as
the partial derivatives of the basis functions w.r.t x and y are known. Finally, one can use the Least-Squares Newton method
(cf. [9, p. 665], [14]), to approximate ξ .
Remark 1. We point out that in the implementations, one must suitably store the set ξ and accordingly define the Jacobian
matrix JF(ξ). For example if ξ = {(xi, yi)}, we can introduce the bijective function ’’s’’, that maps the set ξ into the vector
(x1, . . . , xMd0 , y1, . . . , yMd0 ). If J(v) = JF(ξ) is the Jacobian matrix obtained after this ordering of the variables and J(v) the
pseudoinverse of J(v), then the Least-Squares Newton method consists in the iteration
v(k+1) = v(k) − J−1(v(k)) · F(s−1(v(k))). (8)
This choice, instead of the classical Newton method that works for solving nonlinear problems whose domain and range
have the same dimension, depends on the fact that F : R2Md0 → RMd1−(Md0+1) and in general 2Md0 ≠ Md1 − (Md0 + 1).
Remark 2. It must notice that the TWB algorithm requires the solution of a nonlinear and a linear system respectively of
2Md0 andMd0 variables, while in other works it is required to solve nonlinear problems of 3Md0 unknowns.
2.2. The elimination algorithm
In [8,9,7] an elimination algorithm (shortened as EA) has been introduced for the computation of (almost-)minimal
formulas. An alternative approach has been proposed in [15] but essentially applied to the univariate case. The EA starts
from an interpolatory rule
Q [f ] =
Md
j=1
wjf (xj, yj) (9)
having ADE equal to d and iteratively obtains rules with less points, still with ADE d. At each elimination step, the EA sorts
the points of the set ξ = {(xj, yj)} defining an order of significancy (cf. [9]). This idea allows to consider first the elimination
of the points that seem weaker for the cubature formula. Let the row vectors x(ξ) = {xi}, y(ξ) = {yi}, w(ξ) = {wi} and
store the nodes and the weights as a matrix v = [x(ξ), y(ξ), w(ξ)]. With an obvious notation to each v in this form it
corresponds a unique set ξ = ξ(v) and vector of weightsw(ξ) = w(v).
Now we observe that the rule has ADE equal to d if
F(v) := V (d)(ξ(v))T · w(v)− γ (d) = 0 (10)
where V (d)(ξ) = Vandd(ξ) and γ (d) is the column vector of the moments of the basis {φk} of Pd. If JF−1(v(k)) is the pseudo-
inverse of the Jacobian matrix JF(v(k)), the EA first considers the set ξ1 = ξ \ (x1, y1) = {(xk, yk)}k=2,...,Md , the weights
w = [w2, . . . , wMd ] and then attempts to compute by the Least-Squares Newton method
v(k+1) = v(k) − JF(v(k)) · F(s−1(v(k)))
v(0) = [x(ξ1), y(ξ1), w(ξ1)] (11)
a new set ξ with the same cardinality of ξ1 andweightsw that solves (10), providing consequently a rule that has ADE equal
to d. In case of failure, for k = 2, . . . , a new starting set of the form
ξk = ξ \ (xk, yk) = {(xs, ys)}k=1,...,k−1,k+1,...,Md
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is considered as well as the vector of weights
w(ξk) = [w1, . . . , wk−1, wk+1, . . . , wMd ]
and the previously described procedure applied. In case of success, let v the solution of (11) and ξ = ξ(v). The algorithm
sorts the set ξ so computed in terms of their order of significancy, and applies the process described before until failure, in
order to get rules with fewer nodes and weights.
In their implementation, the authors start from an initial set ξ whose ADE is d, with a process based on pivoted Gram-
Schmidt procedure that looks very similar to what is proposed more generally in [16] and in [17] in the framework of
Approximate Fekete Points.
It must be stressed that this elimination procedure can be modified so to compute symmetric rules, as described in [7]
for the simplex case and in [8] for polygonal domains.
2.3. Merging the two algorithms
In this paper we join the benefits of the two aforementioned methods. The advantage consists in starting the EA process
from an almost minimal rule provided by the TWB algorithm.
We first observe that in [9, p. 671] it is mentioned that a minimal rule on the square having ADE d is expected to have a
number of points almost equal to
τd = ⌈(d+ 1)(d+ 2)/6⌉.
Consequently we begin by applying the TWB algorithm from an interpolatory rule of ADE equal to d0 with Md0 = (d0 +
1)(d0 + 2)/2 points, so thatMd0 > τd. Notice that for higher ADE d, we have thatMd0 is smaller thanMd and that the TWB
is indeed rather fast in computing a good rule with ADE d, though maybe not a minimal one, since at any iteration the TWB
algorithm requires the solution of a nonlinear and a linear system respectively of 2Md0 andMd0 variables.
Furthermore, as usual for Newton-likemethods (see e.g. [9, p. 665]), one has to start the iterations from good initial points.
For this reason, instead of computing directly a rule with ADE d from a cubature rule of ADE d0, we decided to consider first
the case of ADE d1 = d0+ 1, try to determine a cubature rule with ADE equal to d1 and in case of success, to keep increasing
the last ADE by 1 until it is no longer possible, using every time as initial formula the last one that has been obtained for the
previous algebraic degree of precision.
As initial rule for ADE equal to d0, we consider interpolatory rules based on Padua points described in [18] that provide a
nontensorial Clenshaw–Curtis cubature. Later we also tried as starting points ξ suitable modifications of these sets via zeros
of Jacobi polynomials (see [19]). If d0 is the first integer so thatMd0 > τd, there is numerical evidence that the so modified
TWB algorithm provides a cubature rule of ADE d from an initial interpolatory formula having ADE d0 or at most d0 + 1.
Once this initial stage is performed, we start the elimination process according to [9] but, in view of the application of the
TWB algorithm, using as initial rule one that has fewer points than an interpolatory formula of degree d. This approach turns
out to be fundamental for the computation of cubature rules for ADE larger than d = 20, due to the reduced complexity.
We observe at any step of the classical EA one must compute the zeros of at least one nonlinear system in 3N variables.
We adopted a different technique, based in solving linear and nonlinear problems, each one having respectively N and 2N
unknowns. We briefly sketch its outline.
As notation, let VI(ξ) be the square matrix of the first N rows of V (d)(ξ) and γI the vector of the first N components of
γ (d). Furthermore, let VII(ξ) be the matrix obtained by selecting the rows of V (d)(ξ)whose index runs from N + 1 toMd and
define as γII the lastMd1 − N + 1 components of γ (d).
Suppose that EA tries to compute a rule with N nodes ξ (N) and weights w(ξ (N)) with ADE d, starting from some sets of
nodes and weights ξ (0,N), w(ξ (0,N)) having cardinality N . Let ξ (k,N) and w(ξ (k,N)) be the rule with N nodes computed at the
k-th iteration of this stage of the elimination algorithm, and suppose that
(V (d)(ξ (k,N)))T · w(ξ (k,N)) ≠ γ (d). (12)
First, we determine the weightsw(ξ (k+1,N)), requiring that they solve the N-dimensional linear system
VI(ξ (k,N))T · w(ξ (k+1,N)) = γI . (13)
If we introduce the function
F(ξ) = VII(ξ)T · w(ξ (k+1,N))− γII (14)
then one intends to find a set ξ (k+1,N) of N points of the domain Ω such that F(ξ (k+1,N)) = 0, result that can be achieved
by the Least-Squares Newton method on 2N variables (and not 3N as in the regular EA). If the obtained nodes ξ (k+1,N) and
weightsw(ξ (k+1,N)) satisfy
(V (d)(ξ (k+1,N)))T · w(ξ (k+1,N)) = γ (d) (15)
then we have computed the desired rule, otherwise we iterate again starting from ξ (k+1,N),w(ξ (k+1,N)).
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In case the process does not converge, the EA provides new initial sets of nodes and weights ξ (0,N), w(ξ (0,N)) having
cardinality N and performs again this routine. If no set is available, the elimination procedure stops.
Remark 3. In Matlab, there are several routines that properly solve the nonlinear systems (11) and (14). In particular, we
considered the Matlab built-in functions fmincon and lsqnonlin (cf. [20] for details), in which we explicitly provided
respectively Jacobian, Hessianmatrices and gradients. In some cases, the combination of all these approaches allowed better
results than the direct use of the Least-Squares Newton method.
3. A note on symmetric rules
In many cubature formulas, the authors suppose that the rules have some prescribed symmetry. In the case of the unit
square [−1, 1]2, good results have been achieved using the π/2 rotational symmetry Sπ/2, i.e. by requiring that if P = (x¯, y¯)
is a node so are (−y¯, x¯), (−x¯, y¯), (−y¯,−x¯), all enjoying the same weight w (cf. [10]). In [7] the authors suggest a numerical
algorithm to compute almost minimal symmetric rules on the simplex. In [21], great attention has been put to this kind of
rule, offering a wide survey on the subject.
In this section we show how to adapt the previous ideas to design an algorithm that uses the TWB and EA approach to
compute almost minimal rules with a prescribed symmetry S. If P ∈ Ω , we define by S(Pi) = {Pi = Pi,1, . . . , Pi,Ni} the set
of all the orbits of the representer Pi via the symmetry S. We observe that in general the cardinality of the set S(Pi) depends
on the point Pi.
A symmetric rule on a domainΩ has the form
Ω
f (P) dΩ ≈
M
i=1
wi(f (Pi,1)+ · · · + f (Pi,Ni)) (16)
where S(Pi,1) = {Pi,1, . . . , Pi,Ni}.
Let φ1, . . . , φMd be a base of the space of bivariate polynomials Pd and γ
(d)
k (d) =

Ω
φk(x, y)dxdy its moments. Further-
more define ξ ∗ = {Pi}i=1,...,M the set of the representers of all the orbits necessary to determine the symmetric rule (16).
Of course, w.r.t. the notation used in the asymmetric case ξ = ∪Mi=1 S(Pi), and in generalM < card(ξ). For instance, in the
case of the square [−1, 1]2, in view of the π/2 or π rotational symmetry constraints, we have respectivelyM ≈ card(ξ)/4
andM ≈ card(ξ)/2. Such requirements have an impact in the complexity of the problem, since smaller nonlinear systems
must be solved.
If S(d)i,j (ξ
∗) = Nik=1 φj(Pi,k), and w(ξ ∗) = (wi)i=1,...,M the column vector of the weights, a symmetric rule (16) has ADE
equal to d if and only if
S(d)(ξ ∗) · w(ξ ∗) = γ (d).
To solve this problem, one can start from an interpolatory symmetric rule having ADE d0, increase its ADE with the TWB
algorithm and then eliminate points with the EA. The process is similar to the asymmetric case, substituting the matrix
S(d)(ξ ∗) to V (d)(ξ) and defining coherently its submatrices S(d)I (ξ ∗) and S
(d)
II (ξ
∗) to be used instead of V (d)I (ξ ∗) and V
(d)
II (ξ
∗).
Since the points distribution for the cubature rules of degree d is generally similar with those of degree d + 2, differently
from the general case one can, as alternative, increase the ADE by 2 at each iteration.
We point out that in the case of the π/2 or π rotational symmetries in [−1, 1]2, the computation of the Jacobian matrix
JF(ξ ∗) is a straightforward modification of that achieved in [11], and basically needs only the knowledge of the partial
derivatives of the basis functions.
4. Numerical results
In our numerical experiments we tried to compute almost minimal cubature rules
Q [f ] =
Nd
j=1
wjf (xj, yj) (17)
onΩ = [−1, 1]2 with ADE d ≤ 55.
As bivariate polynomial basis {φk} we considered φk(x, y) = ψs(x) · ψt(y) for certain s, t where {ψk} are the Legendre
orthogonal polynomials. We observe that, since (see, e.g. [22, p. 34])
ψj+1(x) = 2j+ 1j+ 1 xψj(x)−
j
j+ 1 ψj−1(x), ψ1(x) = x, ψ0(x) = 1
by recursion
∂ψj+1
∂x
(x) = 2j+ 1
j+ 1 ψj(x)+
2j+ 1
j+ 1 x
∂ψj
∂x
(x)− j
j+ 1
∂ψj−1
∂x
(x)
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Table 1
Almost minimal formulas for ADE ranging from 1 to 23. We underline those that appear to be new.
d Moe. τd F.-S. X.-G. C. O.-S. T. Symm
1 – – – – – – – π/2
2 3 2 3 3 3 – – –
3 4 4 4 4 4 – – π/2
4 6 6 6 6 6 – – –
5 7 7 7 7 7 – – π
6 10 10 10 10 10 – – –
7 12 12 12 12 12 – – π/2
8 15 15 15 16 15 – – –
9 17 19 17 18 17 – – π/2
10 21 22 22 22 – – 22 –
11 24 26 24 27 24 – – π/2
12 28 31 31 31 – – 31 –
13 31 35 33 35 33 – – π/2
14 36 40 40 40 – – – –
15 40 46 43 44 44 44 – π
16 45 51 52 52 – – – –
17 49 57 54 57 57 56 – π
18 55 64 64 64 – – – –
19 60 70 67 71 68 68 – π
20 66 77 78 78 – – – –
21 71 83 81 85 – 81 – π/2
22 78 92 93 93 – – – –
23 84 100 96 101 – 100 – π/2
Table 2
Almost minimal formulas for ADE ranging from 24 to 55.
d Moe. τd F.-S. Symm Deg Moe. τd F.-S. Symm
24 91 109 109 – 41 241 301 303 π
25 97 117 113 π/2 42 253 316 326 –
26 105 126 127 – 43 264 330 331 π
27 112 136 132 π/2 44 276 345 353 –
28 120 145 146 – 45 287 361 359 π
29 127 155 153 π 46 300 376 387 –
30 136 166 167 – 47 312 392 396 π
31 144 176 172 π 48 325 409 417 –
32 153 187 190 – 49 337 425 427 π
33 161 199 197 π/2 50 351 442 454 –
34 171 210 211 – 51 364 460 462 π
35 180 222 220 π 52 378 477 493 –
36 190 235 238 – 53 391 495 498 π
37 199 247 245 π/2 54 406 514 530 –
38 210 260 265 – 55 420 532 536 π
39 220 274 274 π
40 231 287 296 –
with ∂ψ0
∂x (x) = 0 and ∂ψ1∂x (x) = 1. Consequently, since φk(x, y) = ψl(x)ψm(y) for some l,m, and
∂φk
∂x
(x, y) = ∂ψl
∂x
(x)ψm(y),
∂φk
∂y
(x, y) = ψl(x) ∂ψm
∂y
(y),
we can easily obtain the partial derivatives of φk. The latter are necessary to compute the Jacobian matrix JF of the Least-
Squares Newtonmethod for the TWB and EAmethod (cf. [11,9] to see how to compute JF from the partial derivatives of φk).
We also observe that the moments γ (d) are known explicitly, since the polynomial basis is orthogonal and

[−1,1]2 dΩ = 4.
For odd ADE d we used the symmetric TWB/EA algorithm. We computed general nodes ξ as well as sets with the Sπ/4,
Sπ/2 or Sπ rotational symmetries. In Tables 1–2we catalog the cardinalities of the formulas that provided an almostminimal
rule and if theywere enjoying some symmetry. In our numerical experiments, no almostminimal rule is in the Sπ/4 form. For
evenADE dweconsidered the asymmetric TWB/EA since the formulas based onSπ donot seem toprovide goodperformances.
The results are very close to those expected in [9], withNd ≈ τd = ⌈(d+1)(d+2)/6⌉. In particular, for odd d, the number
of pointsNd are often less than τd. Furthermore, for odd ADE d, all the cubature rules that are almost optimal enjoy aπ/2 orπ
rotational symmetry. As also observed in [2], one immediately notices from Tables 1–2 that for d > 10 the number of nodes
Nd is higher than the Möeller lower bound. For any ADE d, all the nodes of the point set ξ belong to the reference squareΩ
and the relative weightsw(ξ) are positive. The moments γ (d) are matched with an absolute error inferior to ϵ = 10−15, i.e.
∥V (d)(ξ)T · w(ξ)− γ (d)∥∞ ≤ ϵ. (18)
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All the experiments have been performed on a 2.13 GHz Intel Core 2 Duo, with 4 GB of RAM, usingMatlab 7.6.1. The cputime
depends from the degree, and it is less than 5 min for d ≤ 20, while it ranges from 1 to 40 h for 31 ≤ d ≤ 55.
For all the ADE d ≥ 23 the sets ξ and the weights w(ξ) are new. New rules are also achieved for degrees 15, d = 17, 19
and d = 23 respectively with 43, 54, 67 and 96 points. All the weights are positive and consequently the rules are stable by a
generalization of Polya–Steklov theorem. In Table 1, we compare the cardinalityMd of our almostminimal cubature formula
of ADE d with those mentioned by Xiao and Gimbutas in [9], by Cools in his homepage of cubature rules [23], in [10,12]. In
Table 2, we show themain properties of the sets ξ for 24 ≤ d ≤ 55, and their symmetries for odd d. As one can immediately
observe from Tables 1 and 2, the cardinality Nd of our rules is very similar to the expected value τd = ⌈(d + 1)(d + 2)/6⌉
cited in [9]. All the sets and Matlab codes are available at the second author’s homepage [13].
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