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Введение
Одной из перспективных задач развития радиолокационных систем специального назна-
чения является внедрение новых способов обработки отраженных сигналов с целью класси-
фикации объектов локации по их тактическому назначению. В основе решения этой задачи 
лежат методы радиолокационного распознавания, которые достаточно полно раскрыты в ряде 
источников [1-7]. В них указано, что наиболее эффективными считаются методы, основанные 
на анализе признаков в виде радиолокационных дальностных портретов (РЛДП) [5]. Большин-
ство алгоритмов распознавания по РЛДП основаны на байесовском подходе [7]. В этом случае 
качество принятия решения о принадлежности объекта к заданному классу (типу) оценивается 
матрицей условных вероятностей распознавания. В [2, 7] утверждается, что основным сред-
ством повышения качества распознавания служит расширение спектра зондирующих сигна-
лов и увеличение отношения сигнал-шум. Вместе с тем высокая плотность радиолокацион-
ных станций в группировке, необходимость решения задач на предельных дальностях, а также 
возможное радиоэлектронное противодействие ограничивают ширину спектра зондирующих 
сигналов и достижимое отношение сигнал-шум. В этих условиях качество радиолокационного 
распознавания с использованием РЛДП возможно повысить только за счет дополнительной об-
работки, направленной на повышение контрастности признаков.
Контрастность радиолокационных дальностных портретов
Понятие контрастности РЛДП и ее связь с показателями качества распознавания введены 
в работе [8]. В ней РЛДП представляется как совокупность нормально распределенных стати-
стически независимых комплексных амплитуд ηi, где i – количество элементов разрешения 
цели. Вероятность правильного распознавания цели k-го класса определяется по формуле
 
элементов разрешения цели. Вероятность правильного распознавания цели k-го класса 
определяется по формуле 














� �� – интеграл вероятности; ������– среднее значение 
коэффициента корреляции ����� между k-м текущим и l-эталонным портретом; ����� – 
СКО коэффициента корреляции между k-м текущим и l-эталонным портретом при 
наличии цели k-го класса. 
Из (1) следует, что вероятность правильного распознавания �� зависит от 
интеграла вероятности Φ������
�����
�. Аргумент интеграла вероятности – это отношение 
среднего значения коэффициента корреляции к СКО случайной величины  ����� при 



















� � �, (3)
где Δ���  – отношение дисперсий коэффициентов корреляции; ���
� – дисперсия 
собственного шума, одинаковая для всех элементов разрешения. 
Величина Δ��� , характеризующая отклонение от единицы отношений дисперсий i-х 
элементов разрешения k-го и l-го портретов, может принимать как положительные, так и 
отрицательные значения. Учитывая, что ln�� � �� � � � �
�
�





 ��� � ∑ �Δ��� ������ . (5)
  
Величина ��� определена как контрастность между портретом, соответствующим 
правильному решению о наличии цели k-го класса, и другими портретами � � �. 
Следовательно, вероятность правильного распознавания �� прямо пропорциональна 
величине контрастности ���. 
Таким образом, при ограничениях на ширину спектра зондирующего сигнала и 
отношение сигнал-шум качество радиолокационного распознавания можно улучшить 
только за счет дополнительной обработки РЛДП, обеспечивающей повышение 
контрастности. 
Методика формирования контрастных признаков распознавания 
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� – дисперсия 
собственн го шума, одинаковая для всех э ементов разрешения. 
Величина Δ��� , хар кте изующая отклонение от единицы отноше ий дисперсий i-х 
элементов разрешения k-го и l-го п ртретов, может принимать как положительные, ак и 
отрица ельные з ачения. Учитывая, то ln�� � �
�
�




�� �� ; (4)
 ��� � ∑ �Δ� ����� . (5)
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коэффициента ко реляции ����� между k-м текущим и l-эталонным портретом; ����� – 
СКО коэффицие та корреляции между k-м текущим и l-эталонным портретом при 
наличии цели k-го класса. 
Из (1) следует, что вероятность правильного распознавания  зависит от 
интеграла вероятности Φ������
�����
�. Аргумент интеграла вероятности – это отношение 
среднего значения коэффициента корреляц и к СКО случайной величины  ����� пр  



















� � �, (3)
где Δ���  – отношение дисперсий коэффициентов корреляции; ���
� – дисперсия 
собственного шума, одинаковая для всех элементов разрешения. 
Величина Δ��� , характеризующая отклонение от единицы отношений дисперсий i-х 
элементов разрешения k-го и l-го портретов, может принимать как поло ительные, ак и 
отрицательные значения. Учитывая, что ln�� � �� � � � �
�
�






 �� � ∑ �Δ��� ������ . (5)
  
Величина ��� определена как контрастн сть между п ртретом, соот етствующим 
правильному решению о налич и цели k-го класса,  другими ортретами � � �. 
Следовательно, вероятность правильного расп знавания �� прямо пропорцион льна 
величине контрастности ���. 
Таким образом, при ограничениях на ширину спектра зондирующего сигнала и 
отношение сигнал-шум качество радиолокационного распознавания можно улучшить 
только за счет дополнительной обработки РЛДП, обеспечивающей повышение 
контрастности. 
Методика формирования контрастных признаков распознавания 
пр  аличии цели k-го класса, кото-
рый определяется выражением
элементов разрешения цел . В роятность правильного расп зн вания цели k-го клас а 
определяется по формуле 













�  – интеграл вероятности; ��� � – з ачение 
коэф ициента кор ляци  �� �� между k-м тек щи и l-эталон ым портрет м; �� �  – 
СКО коэф ициента кор ляци  м жду k-  текущи  и l-эталон ым портрет м при 
наличи  цел  k-го клас а. 
Из (1) следует, что в р ятность правильного распозн вания �� зависит от 
интеграла вероятности Φ�����
����
�. Аргумент интеграла вероятности – это отн шение 
среднего з ачения коэф циента кор ляци  к СКО случай ой величины �� �  пр  


















� � �, (3)
где Δ��  – отношение дисп рсий коэф ициентов кор еляци ; ���– дисперс я 
собствен ого шума, динаковая для всех элементов разр шения. 
Величина Δ�� , характеризующая отклонение от еди цы отношений дисп рс й i-х 
элементов разр шения k-го и l-го портрет в, может принима ь как положительные, так и 
отрицательные значе ия. Уч тывая, что ln� � � � �
�
�




����  ; (4)
 �� ∑ Δ��� ���� . (5)
  
Величина ��  определена как ко траст ость между портрет м, со тветствующим 
правильному решению о наличи це k-го клас а, и другим портретами � �. 
Следоват льно, вер ятность правильного распозн вания �� прямо пропорциональна 
величине контраст ости �� . 
Таким образом, при ограничениях а ш рину спектра зондирующего сигнала и 
отношение сигнал-шум к чество р диолокацион ого распозн вания можно улучшить 
только за счет дополнитель й обраб тки РЛДП, обеспечивающей повышение 
контраст ости. 
Методика форм р вания контрастных приз аков спознавания 
 (2)
элементов разрешения ц ли. Вер я ность правильного распоз авания цели k-г  кла са 
определяется по формуле 
 �� ∏ �
�
�
� Φ� � ��
����
�� , (1)





� �� – интеграл вер я ности; �����– ср дн е з ачение 
коэффиц ента корреляц  ���� между k-м текущим и l-этало ным портретом; ���� – 
СКО коэффициента ко реляц и между k-м текущим и l-этало ным портретом при 
налич и цели k-го кла са. 
Из (1) следуе , что вер я ность правильного распоз авания �� зависит от 
интеграла вер я ности Φ� ����
����
�. Аргуме т интеграла вер я ности – э о отношение 
сред его з ач н я к эффициен а ко реляц и к СКО случайной величины  ���� при 

















� � �, (3)
где Δ���  – тношение и п р ий коэффициентов ко реляц и; ��
� – ди персия 
собстве ного шума, один ковая для вс х элементов разрешения. 
В личина Δ��� , характеризующая тклонени  от единицы отношен й ди персий i-х 
элементов разрешения k-го и l-го портрет в, может приним ть как положительные, так и 
отрицательные з ачения. Учитывая, что ln �� � �
�
�






 �� ∑ �Δ��� ��� � . (5)
  
Величина �� опр делена как контра ность между портретом, с отве ствующим 
прави ьн му решению о налич и це и k-го кла са, и другими портретами � � �. 
Следовательно, вер я ность правильного распоз авания �� прямо п оп рцио льна 
величине контра ности ��. 
Таким образом, при огра чениях на шир ну спектра з ндирующег  сигна а и 
от ошен е сигнал-шум ачество радиол каци ного расп з авания можно улучшить 
т ль  з  сче  дополнительн й обработки РЛДП, обеспечивающей повышение 
к нтра ности. 
Методика формирования кон растных признаков распоз авания 
 (3)
– 279 –
Igor V. Sisigin, Konstantin O. Kolesnikov… The Method of Forming the Recognition Signs Based on the Wavelet…
где 
элементов разрешения цели. Вероятность правильного распознавания цели k-го класса 
определяется по формуле 














� �� – интеграл вероятности; ������– среднее значение 
коэффициента корреляции ����� между k-м текущим и l-эталонным портретом; ����� – 
СКО коэффициента корреляции между k-м текущим и l-эталонным портретом при 
наличии цели k-го класса. 
Из (1) следует, что вероятность правильного распознавания �� зависит от 
интеграла вероятности Φ������
�����
�. Аргумент интеграла вероятности – это отношение 
среднего значения коэффициента корреляции к СКО случайной величины  ����� при 



















� � �, (3)
где Δ���  – отношение дисперсий коэффициентов корреляции; ���
� – дисперсия 
собственного шума, одинаковая для всех элементов разрешения. 
Величина Δ��� , характеризующая отклонение от единицы отношений дисперсий i-х 
элементов разрешения k-го и l-го портретов, может принимать как положительные, так и 
отрицательные значения. Учитывая, что ln�� � �� � � � �
�
�





 ��� � ∑ �Δ��� ������ . (5)
  
Величина ��� определена как контрастность между портретом, соответствующим 
правильному решению о наличии цели k-го класса, и другими портретами � � �. 
Следовательно, вероятность правильного распознавания �� прямо пропорциональна 
величине контрастности ���. 
Таким образом, при ограничениях на ширину спектра зондирующего сигнала и 
отношение сигнал-шум качество радиолокационного распознавания можно улучшить 
только за счет дополнительной обработки РЛДП, обеспечивающей повышение 
контрастности. 
Методика формирования контрастных признаков распознавания 
 – отношение дисперсий коэ фициентов корреляции; 
эл ментов разрешения цели. Вероятность правильн го распозн вания цели k-го класса 
опр деляется по формуле 














� �� – интеграл вероятности; � ���– среднее значение 
коэфф циента корреляции ��� между k-м текущим и l-эталонным по третом; ��� – 
СКО коэфф циента корреляции между k-м текущим и l-эталонным по третом при 
нал чии цели k-го класса. 
Из (1) следует, что вероятность правильн го распозн вания �� зав сит от 
интегр ла вероятности Φ� ����
����
�. Аргумент интегр ла вероятности – эт  отношение 
среднего значения коэфф циента корреляции к СКО случайной вел чины  ��� при 


















где Δ��� – отношение дисперсий коэфф циентов корреляции; ���
� – дисперсия 
собственн го шума, одинаковая для всех эл ментов разрешения. 
Вел чина Δ��� , х рактеризующая откло ение от ед ницы отношений дисперсий i-х 
эл ментов разрешения k-го и l-го по третов, может пр нимать ак п ложительные, так и 
отрицательные значения. Учитывая, что ln�� �� � � �
�
�




�� �� ; (4)
 �� � ∑ �Δ��� ������ . (5)
  
Вел чина �� опр д лена а  контрастность между по третом, соотве ствующим 
правильному решению о нал чии цели k-го класса, и друг ми по третами � �. 
Следовательно, вероятность правильн го распозн вания �� прямо пр порциональна 
вел чине контрастности ��. 
Таким образом, при ограничениях на ш рину спектра зондирующего сигн ла и 
отношение сигнал-шум качество ради локационн го распозн вания можно лучшить 
только за счет д полнительной обработки РЛДП, обеспечивающей повышение 
контрастности. 
Методика формирования контрастных признаков распозн вания 
 – дисперсия собственного 
шума, одинаковая для всех элементов разрешения.
Величина 
элементов разрешения цели. Вероятность правильного распознавания цели k-го класса 
определяется по формуле 














� �� – интеграл вероятности; ������– среднее значение 
коэффициента корреляции ����� между k-м текущим и l-эталонным портретом; ����� – 
СКО коэффициента корреляции между k-м текущим и l-эталонным портретом при 
наличии цели k-го класса. 
Из (1) следует, что вероятность правильного распознавания �� зависит от 
интеграла вероятности Φ������
�����
�. Аргумент интеграла вероятности – это отношение 
среднего значения коэффициента корреляции к СКО случайной величины  ����� при 


















� � �, (3)
где Δ���  – отношение дисперсий коэффициентов корреляции; ���
� – дисперсия 
собственного шума, одинаковая для всех элементов разрешения. 
Величина Δ��� , характеризующая отклонение от единицы отношений дисперсий i-х 
элементов разрешения k-го и l-го портретов, может принимать как положительные, так и 
отрицательные значения. Учитывая, что ln�� � �� � � �
�
�





 ��� � ∑ �Δ��� ���� � . (5)
  
Величина ��� определена как контрастность между портретом, соответствующим 
правильному решению о наличии цели k-го класса, и другими портретами � � �. 
Следовательно, вероятность правильного распознавания �� прямо пропорциональна 
величине контрастности ���. 
Таким образом, при ограничениях на ширину спектра зондирующего сигнала и 
отношение сигнал-шум качество радиолокационного распознавания можно улучшить 
только за счет дополнительной обработки РЛДП, обеспечивающей повышение 
контрастности. 
Методика формирования контрастных признаков распознавания 
характеризу ая отклонение от единицы отношений дисперсий i-х эле-
ментов разрешения k-го и l-го портретов, может принимать как положительные, так и отрица-
тельные значения. Учитывая, что 
элементов разрешения цели. Вероятность правильного распознавания цели k-го класса 
определяется по формуле














� �� – интеграл вероятности; ������– среднее значение 
коэффициента корреляции ����� между k-м текущим и l-эталонным портретом; ����� – 
СКО коэффициента корреляции между k-м т   l-эталонным портретом при 
наличии цел  k-го класса. 
Из (1) следует, что вероятность правильного распознавания �� зависит от 
интеграла вероятности Φ������
�����
�. Аргумент интеграла вероятности – это отношение 
среднего значения коэффициента корреляции к СКО случайной величины  ����� при 




















где Δ���  – отношение дисперсий коэффициентов корреляции; ���
� – дисперсия 
собственного шума, ди аковая для всех элементов разрешения. 
Величина Δ��� , характеризующая отклоне ие т единицы отношений дисперсий i-х 
элементов разрешения k-го и l-го портретов, мож т прин мать как положительные, так и
отрица  з ачения. чит вая, чт  ln�� � �� � � � �
�
�
, имеем следующее выражение: 
 �����
�����
� ���� ; (4)
 ��� ∑ �Δ��� ����� . (5)
  
Величина ��� определена как контрастность между портретом, соответствующим 
правильному решению о на ичии цели k-го класса, и д угими портре ами � � �. 
Следо ательно, в роятность прав льного распозн в ния �� прямо п по циональна 
величине контрастности ���. 
Таким об з м, при ограничениях на ширину спектра зондирующего сигнала и 
отношение сигнал-шум качество рад олок ционного распознаван я можн улучшить
только за счет дополнит льн й обработ  РЛДП, обеспечивающей п вышение
к нтрастности. 
Методика формирования контрастных признаков распознавания 
  ие а я:
элементов разрешения цели. Вероятность правильного распознавания цели k-го класса 
определяется по формуле 














� �� – интеграл вероятности; ������– среднее значение 
коэффициента корреляции ����� между k-м текущим и l-эталонным портретом; ����� – 
СКО коэффициента корреляции между k-м текущим и l-эталонным портретом при 
наличии цели k-го класса. 
Из (1) следует, что вероятность правильного распознавания �� зависит от 
интеграла вероятности Φ������
�����
�. Аргумент интеграла вероятности – это отношение 
среднего значения коэффициента корреляции к СКО случайной величины  ����� при 





















� � �, (3)
где Δ���  – отношение дисперсий коэффициентов корреляции; ���
� – дисперсия 
собственного шума, одинаковая для всех элементов разрешения. 
Величина Δ��� , характеризующая отклонение от единицы отношений дисперсий i-х 
элементов разрешения k-го и l-го портретов, может принимать как положител ные, так и 
отрицательные значения. Учитывая, что ln�� � �� � � � �
�
�





 ��� � ∑ �Δ��� ������ . (5)
  
Величина ��� определена как контрастность между портретом, соответствующим 
правильному решению о наличии цели k-го класса, и другими портретами � � �. 
Следовательно, вероятность правильного распознавания �� прямо пропорциональна 
величине контрастности ���. 
Таким образом, при ограничениях на ширину спектра зондирующего сигнала и 
отношение сигнал-шум качество радиолокационного распознавания можно улучшить 
только за счет дополнительной обработки РЛДП, обеспечивающей повышение 
контрастности. 
Методика формирования контрастных признаков распознавания 
 (4)
элементов разрешения цели. Вероятность правильного распознавания цели k-го кла са 
определяется по формуле 
 





��� � , (1)




� � – интеграл вероятности; �����– средн е значение 
коэ фициента ко реляц и ���� между k-м текущим и l-этало ным портретом; ���� – 
СКО коэ фициента ко реляц и между k-м текущим и l-этало ным портретом при 
налич и цели k-го кла са. 
Из (1) следует, что вероятность правильного распознавания � зависит от 
интеграла вероятности Φ� ����
����
�. Аргумент интеграла вероятности – это отношение 
среднего значения коэ фициента ко реляц и к СКО случайной величины  ���� при 




















� � �, (3)
где Δ���  – отношение дисперсий коэ фициентов ко реляц и; ��
� – дисперсия 
собстве ного шума, одинаковая для всех элементов разрешения. 
Величина Δ��� , характеризующая отклонение от единицы отношений дисперсий i-х 
элементов разрешения k-го и l-го портретов, может п инимать как оложительные, так и 
отрицательные значения. Учитывая, что ln � � �� � � �
�
�




�� �� ; (4)
 �� � ∑ �Δ��� ���� � . (5)
  
Величина �� определена как контрастность между портретом, с ответствующим 
правильному решению о налич и цели k-го кла са, и другими портретами � � �. 
Следовательно, вероятность правильного распознавания � прямо пропорциональна 
величине контрастности ��. 
Таким образом, при ограничениях на ширину спектра зондирующего сигнала и 
отношение сигнал-шум качество радиолокацио ного распознавания можно улучшить 
только за счет дополнительной обработки РЛДП, обеспечивающей повышение 
контрастности. 
Методика формирования контрастных признаков распознавания 
 (5)
Величина 
элементов разрешения цели. Вероятность правильного распознавания цели k-го класса 
определяется по ф рмуле 













� �� – интеграл вероятности; ������– среднее значение 
коэффициента корреляции ����� между k-м текущим и l-эталонным портретом; ����� – 
СКО коэффициента корреляции между k-м текущим и l-эталонным пор ретом при 
наличии цели k-го класса. 
Из (1) следует, что вероятность правильного распознавания �� зависит от 
интеграла вероятности Φ������
�����
�. Аргумент интеграла вероятности – это отношение 
среднего значения коэффициента корреляции к СКО случайной величины  ����� при 



















где Δ���  – отношение дисперсий коэффициентов корреляции; ���
� – дисперсия 
собственного шума, оди аковая для всех лементов разрешения. 
Величина Δ��� , характеризующая отк он ие от единицы отношений дисперсий i-х 
элементов разрешения k-го и l-го пор ретов, может при мать как полож тельные, так и 
отрицательные значения. Учитывая, что ln�� � �� � � � �
�
�





� � ; (4)
 ��� ∑ �Δ��� ���� � . (5)
  
��� определена как контрастность между портретом, соответствующим 
правильному решению о наличии цели k-го класса, и другими портретами � � �. 
Следователь о, вероятность правильного распозн вания �� прямо п опорциональна 
ве ичине контрастности ���. 
Таким образом, при ограничениях на ширину спектра зондирующего сигнала и 
отн шение сигнал-шум качество рад олок цион ого распознава ия можно улучшить 
то ько за счет дополнит льн й б ботк  РЛДП, обеспечивающей повышение 
к нтрастнос и. 
Методика формирования контрастных признаков распознавания 
пра-
вильному р шению  аличии цели k-го класса, и другими портретами
элементов разрешения цели. Вероятность правильного распознавания цели k-го класса 
определя тся по формуле 














� �� – интеграл вероятности; �����– среднее значение 
коэффициента корр ляции ���� между k-м текущим и l-этал нным портретом; ����� –
СКО коэффициента корреляции между k-м текущим и l-эталонным портретом при 
налич  ли k-г  класса. 
Из (1) ледует, что вероятность правильного распознавания �� зависит от 
интеграла вероятности Φ������
�����
�. Аргумент и теграла ероятности – это отношение 
среднего значения коэффициента корреляции к СКО случайной величины  ����� при 

















� � �, (3)
где Δ���  – отношение дисперсий коэффициентов корреляции; ���
� – дисперсия 
собственн го ума, одинаковая для всех эл мент в азрешения. 
Величина Δ��� , хар ктеризующая откл нени  от ед ницы отношений дисперсий i-х 
эл ментов разрешения k-го и l-го п ртретов, м ж т пр нимать как положительные, так и 
отрицательные з ачения. Учитывая, что n�� � �� � � �
�
�





 ��� ∑ Δ �� ����� . (5)
  
Величина ��� определена как контрастность между портретом, соответствующим 
прав ль ому реш нию о личии цел  k-го класса, и другими портретам  � � �. 
Следоват льно, вер ятность прав льно  р познавания �� рямо пропорциональна 
еличи е контрас и ���. 
Таким бразом, при ограничениях на ширину спектра зондирующего сигнала и 
отношение сигнал-шум к чество радиолокационного распознавания можно улучшить 
только за счет дополнительной обработки РЛДП, обеспечивающей повышение 
контра тности. 
Методика формирования контрастных признаков распознавания 
Следовательно, 
вероятность правильного распознавания 
элементов разрешения цели. Вероятность правильного распознавания цели k-го класса 
определяется по формуле 











� �� – интеграл вероятности; ���� – среднее значение 
коэффици нта корреляции ���� между k-м текущим и l-э алонным по третом; ����� – 
СКО коэффициента корреляции между k-м текущим и l-эталонным пор ретом при 
наличии цели k-го класса. 
Из (1) следует, что вероятность правильного распознавания �� зависит от 
интеграла вероятности Φ������
�����
�. Аргумен  интеграла ве оятности – это отношение 
среднего значения коэффициента корреляции к СКО случайной величины  ����� при 




















где Δ���  – отношение дисперсий коэффициентов корреляции; ���
� – дисперсия 
собственного шума, ди аковая для всех элементов разрешения. 
Величина Δ��� , характеризующая отк оне ие от единицы отношений дисперсий i-х 
элементов разрешения k-го и l-го портретов, может принимать как положительные, так и 
отрицательные знач . Уч тывая, что ln�� � �� � � � �
�
�





 ��� ∑ �Δ��� ��� . (5)
  
Величина ��� определена как контрастность между портретом, соответствующим 
правильному решению о наличии цели k-го класса, и другими портретами � � �. 
Следовательно, вероятность правильног  распознавания �� прямо пропорциональна 
величине контрастности ���. 
Таким образом, при ограничениях на ширину спектра зондирующего сигнала и 
отношение сигнал-шум качество радиолокационного распознавания можно улучшить 
только за счет дополнительной обработки РЛДП, обеспечивающей повышение 
контрастности. 
Методика формирования контрастных признаков распознавания 
прямо проп рциональна величине контрастности 
элементов разрешения цели. Ве оятность правильного распознавания цели k-го класса 














� �� – интеграл вероятности; ������– среднее значение 
коэффицие та корреляци  ����� между k-м текущим и l-эталонны портретом; ����� – 
СКО коэффициента корре яции между k-м текущим и l-этал нным портретом при 
наличии цели k-го класса. 
Из (1) следу т, что вероятность правильного распозн вания �� зависит от 
интеграла вероятности Φ������
�����
�. Аргумент интеграла вероятности – это отношение 
среднего з чен я коэффициента корреляции к СКО лучайной в личины  ����� при 


















� � �, (3)
где Δ���  – от ошение дисперсий коэффициентов корр ляции; ���
� – дисперсия 
собственного шума, одинаковая для вс х элементов разрешения.
Величина Δ��� , характеризующая отклонени  от единицы от ошений дисперсий i-х 
элементов разрешения k-го и l-го портретов, может принимать как положительные, так и 
отрицательные значения. Учитывая, что ln �
�





 ��� � ∑ �Δ��� ������ . (5)
  
Величин  ��� определ а как к нт астность между портретом, соответствующим 
правильному р шению о налич и цели k-го класса, и другими портретами � � �. 
Следовательно, вероятн сть правильн го распознавания �� прямо пропорциональна 
величине к нтраст ости ���. 
Таким бразом, пр  ограничениях а ширину спектра зонди ующ го сигнала и 
отношение сигн л-шум ка ство радио окационного распознавания можно улучшить 
только за счет д п лн ельной обраб тки РЛДП, обеспечивающей повышение 
контрастности. 
Методика формирования контрастных признаков распознавания 
.
Таким образом, при ограничениях на ширину спектра зондирующего сигнала и отноше-
ние сигнал-шум качество радиолокационного распознавания можно улучшить только за счет 
дополнительной обработки РЛДП, обеспечивающей повышение конт астности.
Мет дика формир ва ия онтраст ых риз ков расп зна ания
Ниже п едставлена методика фо мирова ия высококо трастных признаков распознава-
ния, основанная на линейн м разложении исходного РЛДП с мощью двухпараметрических 
базисных функций. 
В основе методики лежит ряд предположений:
1. Контрастность каждого РЛДП определяется относительным объемом информации, 
отличающей его от других.
2. Совокупность РЛДП в выбранном алфавите классов может быть представлена матри-
цей 
Н же представлена методика форм ров ия вы окок трастных признаков 
распознавания, осн ванная на линей м азложении исх дного РЛДП с мощью 
двухпараме рических базис ых функций.  
В ее основе леж т ряд предп ложений: 
1. Контрастность каждого РЛДП определяет я относ тельным объемом 
информации, отличающей его от других. 
2. Совокупность РЛДП в выбранном алфавите классов может быть представлена 
матри � � ������ размерностью � � �, где � – количество классов в алфавите, N – 
протяженность (размерность) каждого РЛДП при его представлении в дискретном виде. 









где – � � � индексы распознаваемых классов (типов) из выбранного алфавита 
размерностью �. 
4. Интегральный показатель качества системы распознавания – среднее значение 
условной вероятности ошибки распознавания, зависит от контрастности каждой пары 
РЛДП:   
  �ош���� �
�
������
�∑ ∑ ����������� � ∑ �������� �, (7)
где ���� ���� ��  – матрица условных вероятностей распознавания. 
5. Линейное разложение РЛДП позволяет выделить его оригинальные 
составляющие и использовать их для распознавания классов и типов объектов [9, 10]. 
Для линейного разложения сигналов применяются методы, основанные на 
системах ортогональных функций различного вида. К ним относятся преобразования 
Фурье, Уолша, вейвлет-преобразование, преобразование Карунена-Лоэва (ПКЛ), 
использующие гармонические функции, функции Радемахера, Уолша, Хаара и др. 
Результат разложения представляется в виде одно- либо двумерного вектора 
коэффициентов в зависимости от вида и числа параметров базисных функций. 
В контексте решаемой задачи предполагается, что особенности каждого РЛДП 
локализованы на некотором случайном временном интервале. Учитывая принцип 
неопределенности Гейзенберга, для выделения характерных особенностей каждого РЛДП 
методом ортогонального разложения целесообразно использовать базисные функции, 
локализованные как по времени, так и по частоте (масштабу) [10, 11]. 
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где 
же предст вле  м т дика ф рмиров ия высокок трастных признаков
распознав ния, осн анн я на линейн м азложении сх дног  РЛД  с мо ь
двухп ме р ч ских б зис ых функц й. 
В ее основе леж т ряд предп ложений: 
1. Контрастность кажд го РЛД  определяет я относ тельным объемом 
информации, отлича ей его от других. 
2. Совокупность РЛД  в выбранном алфавите классов может быть представлена 
матрицей � ��� � размерность  � , � – количество классов в алфавите,  – 
протяженность размерность  каждого РЛД  при его представлении в дискретном виде. 
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, 6
где – �  индексы распознаваемых классов типов  из выбранного алфавита 
размерность  �. 
4. нтегральный показатель качества системы распознавания – среднее значение 
условной вероятности о ибки распознавания, зависит от контрастности каждой пары 
РЛД : 
  � ш�
�
�� ���
�∑ ∑ �������� � ∑ ���� � �, 7
где ��� ��� �� – матрица условных вероятностей распознавания. 
5. Линейное разложение РЛД  позволяет выделить его оригинальные 
составля ие и использовать их для распознавания классов и типов объектов 9, 10 . 
Для линейного разложения сигналов применя тся методы, основанные на 
системах ортогональных функций различного вида. К ним относятся преобразования 
урье, Уол а, вейвлет преобразование, преобразование Карунена Лоэва КЛ , 
использу ие гармонические функции, функции Радемахера, Уол а, аара и др. 
Результат разложения представляется в виде одно  либо двумерного вектора 
коэффициентов в зависимости от вида и числа параметров базисных функций. 
В контексте ре аемой задачи предполагается, что особенности каждого РЛД  
локализованы на некотором случайном временном интервале. Учитывая принцип 
неопределенности Гейзенберга, для выделения характерных особенностей каждого РЛД  
методом ортогонального разложения целесообразно использовать базисные функции, 
локализованные как по времени, так и по частоте мас табу  10, 11 . 
 в алфавите, N – протяжен-
ность (размерность) каждого РЛДП при его представлении в дискретном виде.
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Ниж  предст влена ме од к  формирова ия высо оконтрастных пр з ков 
распознава я, основанная на линейном р зложе и исходн го РЛДП с п мощью 
двух араметр че ких б зисных функци .  
В ее нов  лежит ряд предположений: 
1. Контрастн сть каждого РЛДП оп еделяется относительным объемом 
информации, о личающей его от других. 
2. Совокупность РЛДП в выбранном алфавите классов может быть представлена 
матрицей � � ������ размерностью � � �, где � – количеств  классов в алфавите, N – 
про яженность (размерность) каждого РЛДП при его представлении в дискретном де. 
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, (6)
где  � � � индексы распознаваемых классов (типов) из выбранного алфавита 
размерностью . 
4. Интегральный показатель качества системы распознавания – среднее значение 
условной вероятности ошиб и распознавания, зависит от ко тр стности каждой пары 
РЛДП:   
  �ош���� �
�
������
�∑ ∑ ����������� � ∑ �������� �, (7)
где ���� ���� ��  – матрица условных вероятностей распознавания. 
5. Линейное разложен е РЛДП позв ляет выделить его оригинальные 
составляющ е и использовать их для распознавания классов и типов объ ктов [9, 10]. 
Д  л нейног  разложения сигналов пр меняются мет ды, осн ванные на 
системах ортого альных функций разл ч ог  вида. К ним относятся преобр зования 
Фурье, Уолша, вейвлет-преобразов ние, преобразование Карунена-Лоэва (ПКЛ), 
испол зующие г рмонические функции, функции Р демах ра, Уолша, Хаар  и др. 
Результат разложения представляется в виде одно- либо двумерного вектора 
коэффициентов в завис мости от вида и числа парам тр в базисных функций. 
В контексте решае й задачи предполаг ется, что особенности каждого РЛДП 
локализованы на некоторо  случ йном временном интервале. Учитыв я принцип 
не пределен ости Гейзенбе га, для выделения характерных особенностей каждого РЛДП 
мет дом ортог нального разложения целесообр зно использовать базисные функции, 
локализ ванные как по времени, так и по частоте (м сштабу) [10, 11]. 
 распознаваемых клас ов (типов) из выбранного алф вита размерностью 
L.
4. Интегральный показатель качества системы распознавания – среднее значение услов-
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Н же представлена мет дика формирован я вы ококонтрастных признаков 
распознавания, основанная на линейном разложен и исходного РЛДП с помощью 
двухпараметр ческих базисных функци .  
В ее ос ве ежит ряд предположений: 
1. Контра нос ь к ждого РЛДП пределяется от осительным объемом 
информации, отличающей его от других. 
2. Совокупность РЛДП в выбранном алфавите классов может быть представлена 
матрицей � � ������ размерностью � � �, где � – количество классов в алфавите, N – 
протяженность (размерность) каждого РЛДП при его представлении в дискретном виде. 









где – � � � индексы распознаваемых классов (типов) из выбранного алфавита 
размерностью �. 
4. Интегральный показатель качества системы распознавания – среднее значение 
условной вероят ости ошибки р спознав ния, зав ит от контрастности каждой п ры 
РЛДП:   




�� ��� � �, (7)
���� ���� ��  – матрица условных вероятностей распознавания. 
5. Линейное разложение РЛДП позволяет выделить его оригинальные 
составляющие и использовать их для распознавания классов и типов объектов [9, 10]. 
Для линейного разложения сигналов применяются методы, основанные на 
системах ортогональных функций различного вида. К ним относятся преобразования 
Фурье, Уолша, вейвлет-преобразование, преобразование Карунена-Лоэва (ПКЛ), 
использующие гармонические функции, функции Радемахера, Уолша, Хаара и др. 
Результат разложения представляется в виде одно- либо двумерного вектора 
коэффициентов в зависимости от вида и числа параметров базисных функций. 
В контексте решаемой задачи предполагается, что особенности каждого РЛДП 
локализованы на некотором случайном временном интервале. Учитывая принцип 
неопределенности Гейзенберга, для выделения характерных особенностей каждого РЛДП 
методом ортогонального разложения целесообразно использовать базисные функции, 
локализованные как по времени, так и по частоте (масштабу) [10, 11]. 
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вейвлет-преобразование, преобразование Карунена-Лоэва (ПКЛ), использующие гармониче-
ские функции, функции Радемахера, Уолша, Хаара и др. Результат разложения представляется 
в виде одно-либо двумерного вектора коэффициентов в зависимости от вида и числа параме-
тров базисных функций.
В контексте решаемой задачи предполагается, что особенности каждого РЛДП локали-
зованы на некотором случайном временном интервале. Учитывая принцип неопределенности 
Гейзенберга, для выделения характерных особенностей каждого РЛДП методом ортогонально-
го разложения целесообразно использовать базисные функции, локализованные как по време-
ни, так и по частоте (масштабу) [10, 11].
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где  ���� – РЛДП; ������� – базисная вейвлет-функция. 
Для дискретных значений параметров � и � результатом вейвлет-преобразования 
будет матрица �� � ������, где ���� �
�
���
� ����� ������� � ��
�
�� . 
Механизм вейвлет-преобразования типового РЛДП с использованием 
ортогонального вейвлет-базиса Хаара приведен на рис. 1. РЛДП задан в виде вектора 
размерностью �. Для наглядности ось абсцисс масштабирована в единицах длины объекта 
(с шагом 1 см) и единицах времени (с шагом ≈ 67 пс). 
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Рис. 1. Механизм вейвлет-преобразования РЛДП с использованием базиса Хаара 
Матрица вейвлет-коэффициентов �� в координатах масштаб-протяженность 
представлена на рис. 2 в виде поверхности. Каждый вейвлет-коэффициент ���� 
характеризует среднюю скорость изменения РЛДП в пределах интервала интегрирования, 
которая может восприниматься как информационный элемент. 
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Для дискретных значений параметров a и b результатом вейвлет-преобразования будет 
матрица 
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Рис. 1. Механизм вейвлет-преобразования РЛДП с использованием базиса Хаара 
Матрица вейвлет-коэффициентов � в координатах масштаб-протяженность 
представлена на рис. 2 в виде поверхности. Каждый вейвлет-коэффициент ��� 
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Механизм вейвлет-преобразования типового РЛДП с использованием ортогонального 
вейвлет-базиса Хаара приведен на рис. 1. РЛДП задан в виде вектора размерностью N. Для на-
глядности ось абсцисс масштабирована в единицах дли ы объекта (с шагом 1 см) и единицах 
времени (с шагом ≈ 67 пс).
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Матрица вейвлет-коэффициентов �� в координатах масштаб-протяженность 
представлена на рис. 2 в виде поверхности. Каждый вейвлет-коэффициент ���� 
характеризует среднюю скорость изменения РЛДП в пределах интервала интегрирования, 
которая может восприниматься как информационный элемент. 
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Матрица вейвлет-коэффициентов Wz в координатах масштаб – протяженность представ-
лена на рис. 2 в виде поверхности. Каждый вейвлет-коэффициент 
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Рис. 1. Механизм вейвлет-преобразования РЛДП с использованием базиса Хаара 
Матрица вейвлет-коэффициентов �� в координатах масштаб-протяженность 
представлена на рис. 2 в виде поверхности. Каждый вейвлет-коэф ициент ���� 
характеризует среднюю скорость изменения РЛДП в пределах интервала интегрирования, 
которая может восприниматься как информационный элемент. 
 характеризует среднюю 
скорость изменения РЛДП в пределах интервала интегрирования, которая может восприни-
маться как информационный элемент.
На рис. 2 видно, что поверхность, образуемая вейвлет-коэффициентами Wz, имеет поли-
модальный вид. Причем по оси масштаба просматриваются устойчивые локальные экстрему-
мы, характеризующие участок РЛДП с определенной скоростью изменения. Математическое 
моделирование РЛДП нескольких объектов и вычисление вейвлет-коэффициентов показали 
наличие экстремумов во всех случаях. Причем их положение было оригинальным для каждого 
из объектов.
Таким образом, первым этапом методики является разложение исходного РЛДП по орто-
гональному вейвлет-базису с вычислением матрицы вейвлет-коэффициентов Wz.
Для выделения локальных экстремумов, характеризующих особенности РЛДП, над ма-
трицей коэффициентов Wz проводится операция вычисления первых и вторых разностей с по-
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Рис. 2. Поверхность вейвлет-коэффициентов �� 
На рис. 2 видно, что поверхность, образуемая вейвлет-коэффициентами ��, имеет 
полимодальный вид. Причем по и масштаба просматриваются устойчивые локальные 
экстремумы, характеризующие участок РЛДП с определенной скоростью изменения. 
Математическое моделирование РЛДП нескольких объектов и вычисление вейвлет-
коэффициентов показали наличие экстремумов во всех случаях. Причем их положение 
было оригинальным для каждого из объектов. 
 Таким образом, первым этапом методики является разложен е исходного РЛДП по 
ортого альному в йвлет-базису с вычислением матрицы в йвлет-коэффициентов ��. 
Для выделения локальных экстремумов, характеризующих особенности РЛДП, над 
матрицей коэффициентов � проводится операция вычисления первых и вторых 
разностей с последующим бинарным преобразованием в соответствие с выражением 
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тат преобразования (9) матрицы Wz. Положение и вид ЛЛЭ определяются видом РЛДП. Таким 
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Как видно на рис. 3 и 4, количество ЛЛЭ с увеличением масштаба уменьшается. Это объ-
ясняется увеличением длительности базисной функции и интервала интегрирования в (8). В то 
же время положение ЛЛЭ оказывается более стабильным в пределах близких ракурсов объекта 
(рис. 4, области, выделенные окружностями). Следовательно, для выделения наиболее устой-
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ничения снизу на некотором заданном уровне. 
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Мы выбирали уровень ограничения исходя из заданного минимального количества ЛЛЭ 
для каждого из объектов (РЛДП). 
На практике уровень ограничения может быть определен исходя из требуемого значения 
коэффициента межклассовой корреляции эталонных портретов выбранного алфавита классов 
(типов).
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 путем выбора уровня ограничения масштаба снизу (рис. 5).
Оценка показателей качества методики  
формирования признаков распознавания
Эффективность предложенной методики оценивалась для алфавита типов объектов (L = 4) 
в пределах одного класса, РЛДП и ЛЛЭ которых показаны на рис. 6 и 7 соответственно.
Рис. 3. Линии локальных экстремумов
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На рисунке 3 показаны линии локальных экстремумов (ЛЛЭ) матрицы � �
�������как результат преобразования (9) матрицы ��. Положение и вид ЛЛЭ определяются 




Рис. 4. Семейство из пяти ЛЛЭ для объекта 1 при изменении ракурса с шагом 4° 
 
Как видно на рис. 3 и 4, количество ЛЛЭ с увеличением масштаба уменьшается. 
Это объясняется увеличением длительности базисной функции и интервала 
интегрирования в (8). В то же время положение ЛЛЭ оказывается более стабильным в 
пределах близких ракурсов объекта (рис. 4, области, выделенные окружностями). 
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интегрирования в (8). В т  же время по ние ЛЛЭ оказывается более стабильным в 
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Рис. 6. Семейство РЛДП четырех типов объектов 
 
Рис. 7. Семейство ЛЛЭ для объектов различных классов 
Результаты математического моделирования устройства распознавания классов 
(типов) объектов, использующего ЛЛЭ подтвердили выдвинутую гипотезу о монотонной 
зависимости показателей качества радиолокационного распознавания от контрастности 
эталонных признаков. 
Выводы: 
1. Линейное разложение РЛДП позволяет сформировать устойчивые, 
компактные, контрастные признаки распознавания. 
2. Контрастность признаков распознавания в виде ЛЛЭ зависит от параметров 
вейвлет-преобразования и выбранных уровней ограничений по оси масштаба. 
3. Дальнейшие исследования будут проводиться с большим алфавитом классов 
и пониженным отношением сигнал-шум. 
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зависимости показателей качества радиолокационного распознавания от контрастности 
эталонных признаков. 
Выводы: 
1. Линейное разложение РЛДП позволяет сформировать устойчивые, 
компактные, контрастные признаки распознавания. 
2. Контрастность признаков распознавания в виде ЛЛЭ зависит от параметров 
вейвлет-преобразования и выбранных уровней ограничений по оси масштаба. 
3. Дальнейшие исследования будут проводиться с большим алфавитом классов 
и пониженным отношением сигнал-шум. 
Рис. 5. Линии локальных экстремумов и уровень ограничения масштаба
– 284 –
Igor V. Sisigin, Konstantin O. Kolesnikov… The Method of Forming the Recognition Signs Based on the Wavelet…
Оценка среднего значения коэффициента парной корреляции для всех пар выбранных 
РЛДП составила 
Следовательно, для выделения наиболее устойчивых ЛЛЭ необходимо выполнить 
параметрическую оптимизацию матрицы ? путем ограничения снизу на некотором 
заданном уровне.  
Мы выбирали уровень ограничения исходя из заданного минимального количества 
ЛЛЭ для каждого из объектов (РЛДП).  
На практике уровень ограничения может быть определен исходя из требуемого 
значения коэффициента межклассовой корреляции эталонных портретов выбранного 
алфавита классов (типов). 
Таким образом, заключительным этапом методики является операция оптимизации 
матрицы ? путем выбора уровня ограничения масштаба снизу (рис. 5). 
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Рисунок 5. Линии локальных экстремумов и уровень ограничения масштаба 
Оценка показателей качества методики формирования признаков 
распознавания 
Эффективность предложенной методики оценивалась для алфавита типов объектов 
(? ? ?) в пределах одного класса, РЛДП и ЛЛЭ которых показаны на рис. 6 и 7 
соответственно. 
Оценка среднего значения коэффициента парной корреляции для всех пар 
выбранных РЛДП составила ??? ? ????, а для ЛЛЭ ??? ? ????. Таким образом, 
контрастность признаков распознавания на основе линий локальных экстремумов 
вейвлет-коэффициентов по выбранному показателю более чем на порядок превышает 
контрастность исходных РЛДП. 
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Оценка показателей качества методики формирования признаков 
распознавания 
Эффективность предложенной методики оценивалась для алфавита типов объектов 
(? ? ?) в пределах одн го класс , РЛДП и ЛЛЭ которых показаны на рис. 6 и 7 
соотве ственно. 
Оценка средн го значения коэффициента парной корреляции для всех пар 
выбранных РЛДП составила ??? ??? , а для ЛЛЭ ??? ??? . Таким образом, 
контрастность признаков распознавания на осн ве линий локальных экстремумов 
вей лет-коэффициентов по выбранному показателю более ч м на порядок превышает 
контрастность исходных РЛДП. 
 Таким образ м, контрастность призна-
ков распознавания на основе линий локальных экстремумов вейвлет-коэффициентов по вы-
бранному показателю более чем на порядок превышает контрастность исходных РЛДП.
Результаты математического моделирования устройства распознавания классов (типов) 
объектов, использующего ЛЛЭ, подтвердили выдвинутую гипотезу о монотонной зависимо-
сти показателей качества радиолокационного распознавания от контрастности эталонных при-
знаков.
Выводы
1. Линейное разложение РЛДП позволяет сформировать устойчивые, компактные, кон-
трастные признаки распознавания.
2. Контрастность признаков распознавания в виде ЛЛЭ зависит от параметров вейвлет-
преобразования и выбранных уровней ограничений по оси масштаба.
3. Дальнейшие исследования будут проводиться с большим алфавитом классов и пони-
женным отношением сигнал-шум.
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