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ABSTRACT 
In this thesis, two approaches — EM algorithm and logistic regression model, 
are used to estimate the prevalence of mental disorders and their results are 
compared. The data are obtained from the Shatin Community Mental Health 
Survey in Hong Kong in 1986 where a modified two-phase screening method is 
used. Since a lot of data are missing by design, we use both EM algorithm and 
imputation method to estimate prevalence, sensitivity and specificity and their 
standard errors. We find that the sensitivity and specificity depend on the gender 
and education level of the respondents. The use of a Weighted Scoring Method 
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The National Institute of Mental Health launched the Epidemiologic Catch-
ment Area (EGA) program in 1977, many countries gradually conducted com-
munity surveys based on the diagnostic instrument, i.e. DSMI / I or D S M / y is 
proposed. In Hong Kong, the Psychiatric Epidemiology Research Unit (PERU) 
was established under the Department of Psychiatry of the Chinese University 
of Hong Kong in 1981 for the purpose of conducting a large scale community 
psychiatric epidemiological survey in Shatin, Hong Kong. One of the aims was to 
estimate the prevalence of various mental disorders in the community. However, 
diagnosing mental disorders is a very complex process which requires drawing 
a sufficiently large and representative random sample from the community and 
applying comprehensive instruments to the sample for screening and case identi-
fication. To solve the dilemma, a two-phase screening method was introduced. 
A simple instrument, namely the Self Reporting Questionnaire (SRQ) was 
used to screen as many units as possible, and a comprehensive instrument Di-
agnostic Interview Schedule (DIS) was used to obtain definitive diagnosis of the 
potential cases as screened in the first phase. But problems arose in drawing a 
1 
random subsample from the negatives after the first phase screening. The effect 
of time lapse between the two instruments on their reliability could not allow the 
drawing of a truly random sample from the negatives and following up on them 
after the completion of the first phase. Therefore, a modified two-phase screening 
method (Figure 1) was designed: suppose a random sample of n residents in a 
large population of size N is drawn. Within the sample a random subsample of 
size Til is selected and flagged where r = ni/n, the proportion of the subsample 
size to the total sample size is fixed. The optimal choice of r had been discussed 
in Lam et al. (1985). The case identification instrument (DIS) is applied to 
the flagged subsample immediately after the first stage screening (SRQ). The 
remaining unflagged sampled individuals will all respond to the SRQ and only 
those with SRQ-positives will proceed to the spot for the DIS interview. Another 
advantage of this special two-phase screening method was that it could reduce 
the non-response rate of the second phase. 
Figure 1: Modified Two-phase design 
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With regard to the sampling outcome we denote: 
Til 二 subsample size (flagged) 
71-2 = subsample size (unflagged) 
mi = number of SRQ positives in the flagged subsample 
m<2 二 number of SRQ negatives in the flagged subsample 
ms 二 number of SRQ positives in the unflagged subsample 
7714 = number of SRQ negatives in the unflagged subsample 
mil = number of (DIS) cases among mi SRQ-positives 
mi2 二 number of non-(DIS) cases among mi SRQ-positives 
m2i 二 number of (DIS) cases among m? SRQ-negatives 
77122 二 number of noii-(DIS) cases among m�SRQ-negatives 
77131 = number of (DIS) cases among m^ SRQ-positives 
77232 = number of non-(DIS) cases among ms SRQ-positives 
Based on the modified two-phase method, Lam et al (1985) suggested 
using the proportion of the subsample size to the total sample size to impute 
the expected number of cases among SRQ negatives in the unflagged subsample. 
Some theories involve developing estimates of prevalence and finding the proper-
ties of these estimates, optimal allocation of the flagged subsample size and the 
determination of a cutoff point for defining the low and high SRQ scores were 
showed in his study too. 
With the following notation: 
Population Sample 
Size N n 
Prevalence rate P p 
Proportion of SRQ positives P* p* 
Prevalence among SRQ positives Pi pi 
Prevalence among SRQ negatives P2 P2 
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He then expressed the prevalence rate P as : 
P = + (1 — (1-1) 
he estimated P, P*, F\ and P2 by their corresponding sample proportions p, 
p*, Pi and P2，where 
* (mi + mg) 
P = ， 
n 
_ (mil +爪31) 
仍 {mi + 7713)， 
爪21 
P2 = • 
7712 
and 
P = P*Pi + (1 
(mil + msi + m2i + m^^) 
(丄.」) n 
Here the term m^ * 77221/^ 2 is the expected number of cases among n^ SRQ-
negatives in the unflagged subsample. 
As this method is ad hoc, hence in our study，we focus on two approaches 
—Expectation Maximization (EM) algorithm and logistic regression to exploring 
the estimate of prevalence. 
The efficacy of various diagnostic technologies might be measured by using the 
conditional distribution of the diagnostic results given disease status. If the diag-
nostic results are binary, the validity of a test may be represented by sensitivity 
and specificity. The sensitivity is defined as the proportion correctly diagnosed 
as diseased among the diseased population and the specificity is defined as the 
proportion correctly diagnosed as non-diseased among the non-diseased popula-
tion. A study by Zhou (1993) derived the Maximum Likelihood Estimators for 
sensitivity and specificity when some of the patients who the test results of some 
patients had no verified disease statuses under the assumption of conditional in-
dependence made by Begg and Greenes (1983). In our study of two-phase design, 
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we use similar procedures, without considering any ratio of probability of select-
ing for verification a diseased patient or probability of selecting for non-diseased 
patient, to develop the likelihood function model for the expectation Q function. 
This Q function will consider not only the estimate of prevalence but also sensi-
tivity, specificity and the expected number of cases among SRQ negatives in the 
unfiagged subsample. With the notation of: 
77141 = number of (DIS) cases among m^ SRQ-negatives and 
77142 二 number of non-(DIS) cases among 7724 SRQ-negatives, 
we are using 7714 * m2i/m2 be the initial value of the EM algorithm. Moreover, 
the standard errors of prevalence, sensitivity and specificity will be found by SEM 
algorithm and this will be discussed in section 2.3. 
In Chapter 3，a similar idea on developing the likelihood function and EM 
algorithm will be applied on finding the comorbidity between two disorders. In 
Chapter 4, another main approach in our study - logistic regression 一 will be 
discussed. Since we believe that the screening result as well as the socioeconomic 
factors and demographic factors, will affect the disorders, the logistic regression 
technique was used to express the relationship between the disorders and the so-
cioeconomic status of individuals. 
In order to obtain a complete data set, missing values in the SRQ are im-
puted first by hot deck imputation. Multiple logistic regression on dichotomous 
response (Rubin 1987) is used to impute the number of cases among SRQ nega-
tives in the unfiagged subsample. The set of missing data is replaced by m > 2 
sets of plausible values. Each set of imputed values, together with the observed 
data set, form a completed data set. As a result, m completed data sets are 
created. An advantage of imputation is that each completed data can be treated 
as a standard complete data set and standard data analysis methods can be used. 
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After multiple logistic regression on dichotomous response is considered and 
several imputed data sets are obtained, we will use the average of estimates ob-
tained from different imputed data set as the overall estimate of our model. The 
idea proposed by Li, Raghunatan, and Rubin (1991) will be used to find the ex-
pected value and variance of this overall estimate. The details of modeling will 
be discussed in section 4.2. 
In section 4.3，we would like to make use of the screening test in the first 
phase to identify whether or not candidates were at mentally risk, and apply 
an appropriate weighting to each question to provide a simple scoring system. 
Hence, we develop a simple tool by Ward (1998) to assess the risk of candidates 
for use by the primary care team. Further, a discussion will also be included in 
chapter 5 
1.2 Structure and Contents of Data Sets 
In this section, we will introduce the structures of the datasets. There are 7229 
observations in these datasets. The first data set contains 7 variables, namely age, 
sex, type of housing living, place of birth, education level, household income level 
and occupation as listed in Table 1.1. As we want to study their relationship 
with the diagnosis (DIS), additional information on lifetime diagnosis are listed 
in Table 1.2. In this study , we will focus on discussing the lifetime prevalence on 
depression and anxiety, the variables, namely Depressive episode, Major Depres-
sive (single episode), Major Depressive (recurrent episode), Dysthymic disorder, 
Depressive episode including Bereavement and Genalized Anxiety Disorders are 
all categorized into two levels, and their corresponding indicators are listed in 
Table 1.3. 
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Table 1.1: Record Structure and Coding Description for demographic and 
socioeconomic variables 
Content Notation Code Coding description 
Age AGE 18,19,... 18 year old, 19 year old and so on 
Sex SEX 1 Male 
2 Female 
Type of housing living HOUSE 0 Live in private housing 
1 Live in public housing 
Place of birth BIRTHPLC 1 Birth in Hong Kong 
2,8 Birth in elsewhere 
Education level EDUC 0,1 Primary or above 
2.3 Secondary 
4,5,6,7 Matriculation or above 
Household income level HINC 1,2 4000 or less 
3.4 4001 to 8000 
5,6 8001 or above 





Table 1.2: Record Structure and Coding Description for some of the 
lifetime DSMIII disorders 
DSMIII DSMIII Codes used in 
Disorders sub-types Variable Name previous analysis 
Affective Disorders Manic episode DSMMANIA 2,3,5,6 
Depressive episode DSMDEP 2,3,5,7 
Maj Dep (single ep.) DSMDEPSE 2,3,5 
Maj Dep (recurrent) DSMDEPRT 2,3,5 
Dysthymic disorder DSDYSTHY 3,5 
Bipolar disorder DSMBIPOL 2,3,4,5,6 
Atypical bipolar DSMBIPII 2,3,5 
Bereavement DSMDEP 4,6 
Anxiety disorders Phobic disorders DSMPHOB 3,5 
Simple phobia DSMSMPPH 3,5 
Social phobia DSMSOCPH 3,5 
Agoraphobia DSMAGPHB 3,5 
Panic disorder DSMPANIC 3,5 
Obsessive compulsive DSMOBCOM 3,5 
PTSD DSMPTSDX 2,3 
GAD DSMGENAN 2,3,4,5 
Somatoform disorders Somatoform disorders DSMSOM 3 
Schizophrenia Schizophrenia DSMSCHIZ 3,4,5,6 
Other Schizophreniform DSMSZFRM 3,4,5,6 
Organic mental Organic mental ORGBRAIN 3 
Substance use Tobacco TOBACCO 3 
Alcohol DSMALC 2,3,4 
Drug DMDRGSUM 2,3,4,5,6,7 
Impulsive control Pathological gambling GAMBLING 3,5 
Personality disorder Antisocial behaviour DSMASP 2,3,4,5 
Eating disorder Anorexia Nervosa DSMANORX 3 
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Table 1.3: Record Structure and Coding Description for Lifetime 
depressive and Anxiety 
Content Notation Code Coding description 
Depressive episode DSMDEP2 0 Absent of Depressive episode 
1 Present of Depressive episode 
Maj Dep (single ep.) DEPSE2 0 Absent of Maj Dep (single ep.) 
1 Present of Maj Dep (single ep.) 
Maj Dep (recurrent) DEPRT2 0 Absent of Maj Dep (recurrent) 
1 Present of Maj Dep (recurrent) 
Dysthymic disorder THY 0 Absent of Dysthymic disorder 
1 Present of Dysthymic disorder 
Bereavement IN 0 Absent of Depressive episode 
including bereavement 
1 Present of Depressive episode 
including bereavement 
GAD GENAN2 0 Absent of General Anxiety Disorders 
1 Present of General Anxiety Disorders 
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Chapter 2 
Estimation of Prevalence of 
Mentally Disorders 
In this chapter, we will first build a multinomial model based on data that 
include prevalence, sensitivity and specificity when the SRQ negatives in the 
unflagged subsample do not have verified are discussed. Then, in section 2.2 
maximum likelihood estimates for prevalence, sensitivity and specificity are de-
rived by the method of EM algorithm. Finally, in section 2.3, method of SEM 
algorithm for estimate the standard error of prevalence, sensitivity and specificity 
is considered. 
2.1 Likelihood Function Approach 
In this section, the likelihood function model proposed by Zhou (1993) is used 
as a reference to model our data. 
To estimate the sensitivity and specificity, one has to establish the disease sta-
tuses (DIS) for all patients. However, some of the patients who have diagnostic 
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results (SRQ) do not have verified disease statuses. If the study population con-
sists of only verified cases, estimated sensitivity and specificity may be biased, 
and the method for removing such a bias, called "verification bias". The cor-
rection procedure for "verification bias" in estimating sensitivity and specificity 
was developed by Begg and Greenes (1983) under a conditional independence as-
sumption, which requires that selection for verification depends on only the test 
results and concomitant information, not the true disease status directly. 
To develop our models, let T and D be the value of the diagnostic test re-
sult (SRQ) and the true disease status (DIS) of a patient respectively. Let V 
be the verification status of a patient, that is V + means that the patient has 
been selected for verification and V- means that the patient has not been selected 
for verification. Let S = Pr{T\D) and F = be the sensitivity and 
the specificity. With the disease statuses of some patients who have diagnostic 
results are not verified, data and associated test results can be presented in a 
contingency Table 2.1. 
Table 2.1: Data and associated test results. 
Diagnostic results 
T T 
Verified D mu + rrisi m2i 
D mi2 + 7713 2 77122 
Unverified m4 
Greenes and Begg (1986) and Ransohoff (1978) have previously shown that es-
timated sensitivity and specificity of the test might be biased if the study popula-
tion consists of only verified cases, the so-called "verification bias". To develop the 
correction procedure for verification bias in estimating sensitivity and specificity, 
we will model sensitivity and specificity jointly. Let P be the prevalence of disease 
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in the population, we can then treat data (mn + 77131，爪21,爪 12 + 爪32，爪22，爪4) 
from Table 2.1 as a sample from a multinomial distribution with the cell proba-
bilities given by Table 2.2. 
Table 2.2: Cell probability. 
Diagnostic results 
T f 
Verified D SP (1 — 观 
D {1-F){1-P) F(1 - P) 
Unverified 二 (1 - 5 ) P + F(1 - P) 
Based on data given in Table 2.1 and 2.2, the likelihood function is given by: 
likelihood OC 爪 3i)[(l — —尸)](mi2+m32) 
;P(1 - 广21 [(1 — + 
After taking logarithms, the log-likelihood function I is: 
I OC (mn + m3i)Zn(P50 + (mi2 + m32)Zn(l —P)( l — 
+m2ilnP(l -S)-h m22ln(l - P)F 
+m4/n[P(l - + (1 — P)F] (2.1) 
Since the total number of cells in our multinomial distribution is five, the 
maximum number of estimable parameters is S, F, P. Next, we would make use 
of the EM algorithm to find the best estimators for the parameters. 
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2.2 Maximum Likelihood Estimation via EM Al-
gorithm 
EM algorithm is a general approach to iterative computation of maximum-
likelihood estimates when the observations can be viewed as incomplete data and 
each iteration of the algorithm consists of an expectation step followed by a maxi-
mization step. It is a very powerful and general iterative algorithm for Maximum 
Likelihood Estimation, especially for computing Maximum Likelihood Estimates 
in missing data problems. Specifically, the EM algorithm is an iterative method 
for locating the posterior mode. 
Let: 
Y : the observed data vector and is 
viewed as being incomplete. 
X = (mil, mi2，77121,爪22, ^ 31,爪32) ： the vector containing the 
augmented or so called complete data. 
Z — (m4i, 77142) or Z = (7714) : the vector containing the additional data, 
referred to as the unobservable 
or missing data. 
(9⑷ 二 ( P ⑴ ， S ⑷ ， F ⑴ ) ：the current guess to the mode 
of the observed posterior Pr{6\Y) 
PT(9\Y) : the augmented posterior. 
Pr{Z\6^^\Y) : the conditional predictive distribution of 
the latent data Z�conditional on the 
current guess to the posterior mode. 
Each iteration of the EM algorithm involves two steps which we call the expec-
tation step (E-step) and the maximization step (M-step). The precise definitions 
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of these steps, and their associated heuristic interpretations for our model in sec-
tion 2.1 are given as follows: 
(a) E-Step: 
It consists of computing 
Q(fi,、）= J log [Pr{0\Z, Y)]Pr{Z\0^'\Y)dZ. 
i.e. the expectation of log Pr{0\Z, Y) with respect to Pr{Z\e^^,Y). 
Hence with the log likelihood functions from equation (2.1): 
I oc (mil + m^i)ln{PS) + {rriu + m32)Zn(l - P) ( l - F) 
+ (77121 + m4i)lnP{l - 5) + (77122 + 77142)1^(1 — F)F 
is our Q function, Q{6, 6>(《)），and hence each Expectation step of 77141 follow 
the binomial distribution with number of trials, say m^ and parameter 6 
set as Pr[D\T)^ let us consider: 
,-而 PriD)Pr{T\D) 
PriD\T) = �上丄——-^ ) PriT) 
_ Pr{D)Pr{f\D)  
=Pr{D)Pr{T\D) + Pr{D)Pr{f\D) 
二 — 
一 P(1 - S) + (1 - P)F 
and the E-step require one to compute the expectation of 77242 is： 
五(m42) = m^x Pr(D\T) 
二 (l-P)F 
and 
五(77241) = 7714 —五(m42) 
14 
7714 - m4 X Pr{D\f) 
二 m4 X (1 - Pr{D\f)) 
— — S) 
— 饥 4 X _ 5) + (1 _ P)F 
(b) M-Step: 
The Q function is maximized with respect to (9 = (P, S, F) to obtain 6•(汗工）. 
As 
卿,))二。 
Hence with the log-likelihood functions I: 
I oc (mn+m3i )Zn(PS) + (mi2 + m 3 2 ) Z n ( l - P ) ( l - i O 
+ (M2I + m^i)lnP{l - 5 ) + —2 + M42)ZN(L - P)F (2.2) 
！ 二 0 then P ( 叫 = � + 咖 + 啊 + � (2.3) 
dP n 
g 二 0 then 妒+1) = , — + 爪31)__ (2.4) 
dS (mil + 77131 + 77221 + 爪 41) 
^ = 0 then F ( 叫 二 , ^ ^ + 〜 _ _ (2.5) 
o F (mi2 + 77122 + 爪 32 + ^ 42 ) 
Starting from an initial value of 沒(•): 
肌21 
77141 二 7714 
771-2 
77142 = 7714 ——爪 41 
the algorithm is iterated until 11沪+�—妒)11 or 1 1 Q (沒 ( � )，妒 )）— Q (妒 )，妒 )川 
is sufficiently small. We make use of the available program to find our 
maximum likelihood estimators to the solutions of the system of equations 
(2.3), (2.4) and (2.5). 
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2.3 The SEM Algorithm 
As told in section 2.2, the Expectation Maximization (EM) Algorithm has be-
come a remarkably popular tool in applied statistics and a common topic in many 
publications in statistics. A principal reason for this popularity is that it relies on 
flexible computing environments to find maximum likelihood estimates (MLE's) 
in complicated problems of missing and incomplete data using complete-data 
tools: the M step is standard maximum likelihood estimation for complete-data 
problems, and the E step is usually available from standard complete-data theory 
of conditional distributions. This idea of capitalizing on computing power and 
complete-data tools to handle missing-data problems, including random parame-
ter models, is a major theme in much of modern statistics. 
Meng and Rubin (1991) confined themselves to the EM context but follow this 
theme of repeated computations using complete-data tools. Specifically, they sup-
plement the maximum likelihood estimates of EM with an associated asymptotic 
variance-covariance matrix (e.g. Standard Error) and called this supplemented 
EM algorithm — the SEM algorithm, which is based on the second derivatives of 
the observed-data log-likelihood and thus is guaranteed to be inferentially valid 
only asymptotically. 
SEM algorithm is an important supplement to EM algorithm, especially in 
modern computing environments where computer time is inexpensive relative to 
researcher time and where parallel processing is possible. 
In this section, we would applied the SEM algorithm to find the asymptotic 
variance-covariance matrix for sensitivity, specificity and the prevalence of dis-
eased. Here shows the detailed theory applied on our model. 
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1. Definition 
The SEM algorithm consists of 2 parts: 
(1) the evaluation of the complete data asymptotic covariance matrix 
(2) with the EM algorithm defines a mapping 0 M(0), to evaluate the 
matrix D 二 M'((9*). 
2. Evaluation of 
In our practical application of EM, the complete data density is f{mij\P, S, F) 
which is identical to the log-likelihood function I in equation (2.1): 
I oc (mil + m3i)ln(PS) + {rrin + m32)Hl - P){1 — F) + 
(M2I + m4i)lnP(l - 5 ) 4- + M42)/N(L — P)F. 
where 
P is the prevalence, 
S is the sensitivity, 
F is the specificity. 




dl — (mil + 77131 + 77121 + 爪 41) — (^12 + 爪 32 + 爪22 + 饥42) 
J P 二 P (1 - P ) 
的— (mil + rnsi + 爪21 + m^i) — {rriu + ms2 + ^22 + ^42) 
= ^ ( 1 - F ) 2 ‘ 
dl — (mil + TTlsi) (爪21+爪 41) 
滋 = 5 {1-S) 
dn — (mil +77131) (m21 + 77141) 
际 = ^ (1-5)2 
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dl — (mi2 + 77132) _ (77122 + 77142) 
丽 = F~~ ( 1 - F ) 
dH _ (mi2 + 77132) — (77122 + 77142) 
= (1 - F ) 2 . 
Thus the fisher information matrix completed from the last E-step is 
/ f i , consider: 
hi 0 0 
I c ( n = 0 I22 0 
0 0 /33 
where 
— ( m i l +m3i + m2i {mu + + m 饥 + m^) 
11 二 (1 - (F*))2 
— ( m i l + msi) (77121 +771^1) 
於 = 十 ( 1 - (5*))2 
— ( ^ 1 2 + 爪32) (77122 + 
二 十（1 - (F*))2 
As is a diagonal matrix, hence evaluate the inverse of 
we have: 
_ A ? 0 0 
没*) 二 0 I,-,' 0 
_ 0 0 /3-3I _ 
3. Computation of D 
For a vector 9,6 = (P, 5, F) with i = 1,2,3 and j = 1,2,3 that isd = 3. 
Let rij be the {i,j)th element of D and define �( i ) to be 
_ = (。-•，<)，。..，。:） (2-6) 
With 
A* 巧⑴ 
妒 ) ⑷ = 巧 ， . . . ， S f ， … ， 
时） F2 _ 
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While only the ith component in 沪 ) � is active in the sense that the other 
components are fixed at their MLE's. By the definition of r^，we have 
— 
〜 一 
= i i m  
ei^e： Oi - 0* 
二 想 ei-e; 
= l i m r f ) (2.7) 
Because M{6) is implicitly defined by the output of E and M steps, 
all quantities in (2.7) can be obtained using only the code for EM. This 
motivates the following algorithm for computing r忍,t 二 1,. •. 
First obtain 0* by EM, then run a sequence of SEM iterations from some 
starting point not equal to in any component. At (t+l)t/i iteration of 
SEM, perform the following steps: 
INPUT: 0* obtained in section 2.2 and 6>(力） 
Step 1 . Run the usual E and M steps to obtain 计i) . Repeat steps 2-3 
for i = 1，2,3. 
Step 2 . Calculate 沪 ) � from equation (2.6), and treating it as current 
estimate of 0, run one iteration of EM to obtain 召(t+i) (i). 
Step 3 . Obtain the ratio 
⑴巧叫 ) -巧 
r") — L for 9 — 1 9 
�— e f ^ - e ; 
O U T P U T : 计 1) and {rfj^i = 1,2,3 and j = 1,2,3} 
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We obtain rij when the sequence is stable for some t. 
As 6 is multidimensional in real-data applications, hence a more general 
numerical procedure for approximating the asymptotic covariance matrix 
is given by Meng and Rubin (1991), which can be approximated by 
Io\0*) = i ( r ) + — D ) - ' D (2.8) 
where 
n i ru ri3 
D = {rij} = r2i 7*22 ,23 > . 
厂 3 1 厂 3 2 厂 3 3 
\ / 
with (9* = {P*,S*,F*) which is the MLE of P, S and F obtained by EM 
algorithm. 
Hence the numerical estimate of D at tth state is then given by: 
� —p ( 计 1) — p* ⑴ — - ⑴— (叫 — F * 
厂 11 二 pit) — p* �12 = p(t) _ p* �13 二 p�—p* 
� —p ( t + i ) — p* � — _ s* ⑷ — ( 叫 - F *  
〜1 = _ 5* Tn 二 5(t) _ 〜3 二 _ 
� — - F* � — - 5 * � —声 1) — F* 
二 F⑷ 一 『32 = F⑴ _ ,33 = F⑴-F* 
Using (2.8), the numerical estimate of D is then combined with the complete-
data asymptotic covariance matrix to produce the asymptotic co-
variance matrix Implementation of SEM thus requires only the 
code for computing an asymptotic covariance matrix from complete data 
and the code for the EM algorithm itself. 
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The result of lifetime prevalence, sensitivity, specificity and their correspond-
ing standard errors by the above algorithm for our interested symptoms of de-
pressive disorders and anxiety disorders are given in Table 2.3. Table 2.4 and 
Table 2.5 shows the values on male and female of the interested variables. 
Table 2.3: Lifetime prevalence, sensitivity, specificity and their 
corresponding standard error 
— P{%) F(%) SEjP) SE{S) SE^ 
DSMDEP2 1.81 87.08 59.31 0.0016 0.0514 0.0001 
DEPSE2 0.94 75.1 58.79 0.0011 0.1120 0.0001 
DEPRT2 0.84 100 58.97 - - -
THY 1.87 91.67 59.43 0.0016 0.0397 0.0001 
IN 2.17 78.43 59.29 0.0017 0.0656 0.0001 
GENAN2 9.12 70.08 61.34 0.0034 0.0471 0.0002 
Remarks: 
P ： Prevalence of the specific disease. 
S : Sensitivity of the screening test. 
F : Specificity of the screening test. 
SE{.) : Standard error of (.) 
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Table 2.4: Lifetime prevalence, sensitivity, specificity and their 
corresponding standard error for male 
P{%) S{%) F{%) SE{P) SE{S) SE{F) 
DSMDEP2 1.29 92.22 49.21 0.002 0.058 0.000 
DEPSE2 0.71 85.86 48.92 0.001 0.107 0.000 
DEPRT2 0.52 100.00 48.95 0.006 0.001 0.000 
THY 1.05 100.00 49.19 - - -
IN 1.41 92.86 49.27 0.002 0.054 0.000 
GENAN2 7.76 76.70 50.82 0.005 0.042 0.000 
Remarks: 
P ： Prevalence of the specific disease. 
S : Sensitivity of the screening test. 
F : Specificity of the screening test. 
SE{.) : Standard error of (•) 
Table 2.5: Lifetime prevalence, sensitivity, specificity and their 
corresponding standard error for female 
P{%) S{%) F{%) SE{P) SE{S) SE{F) 
DSMDEP2 2.44 79.14 68.54 0.003 0.114 0.000 
DEPSE2 1.30 60.93 67.75 0.002 0.206 0.000 
DEPRT2 1.11 100.00 68.14 - - -
THY 2.83 82.07 68.82 0.003 0.091 0.000 
IN 3.33 61.88 68.39 0.003 0.130 0.000 
GENAN2 11.09 61.02 70.92 0.005 0.053 0.000 
Remarks: 
P : Prevalence of the specific disease. 
S : Sensitivity of the screening test. 
F : Specificity of the screening test. 
SE[.) : Standard error of (•) ， 
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Amongst the above three tables, we notice that the prevalence of depres-
sive disorders are relatively lower than the prevalence of anxiety disorders; the 
sensitivity of depressive disorders is higher than the sensitivity of anxiety disor-
ders, the specificity of depressive disorder is lower than that of anxiety disorders. 
Moreover, the SEM algorithm tells the standard errors for the estimates of the 
prevalence, sensitivity and specificity. 
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Chapter 3 
Estimation of Lifetime 
Comorbidity 
So far, we have examined each specific disorder separately. We now turn to 
look at the degree to which multiple disorders occur. Looking at the co-occurance 
is our main objective. 
3.1 What is Comorbidity? 
Comorbidity can be defined as the condition where two or more disorders 
coexist (Feinstein, 1970). The issue of comorbidity of psychiatric disorders has 
recently emerged as a topic of increase practical and theoretical significance. 
Co-occurrence raises important theoretical questions about why certain dis-
orders occur together at a rate well above chance? Are they caused by the same 
factors, or does having one of these disorders itself increase the risk of having an-
other? If one disorder can cause another, then the risk factors we have identified 
for a particular disorder may be spurious. 
Moreover, “shared clinical features" may also cause the increase of the chance 
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of co-occurrence, because the same feature could simultaneously contribute to 
making both diagnoses. Hence the topic of Comorbidity over the lifetime is of 
the greatest interest. 
3.2 Likelihood Function Approach 
Let us consider the comorbidity between two disorders, say Di and D2. While 
the two disorders may have four different stages of combinations: 
Class 1 Both disorders achieve positive response. 
Class 2 Disorder 1 achieves positive response while disorder 2 achieve negative 
response. 
Class 3 Disorder 1 achieves negative response while disorder 2 achieve positive 
response. 
Class 4 Both disorders achieve negative response. 
Let: 
Pi 二 Pr{Di, D2) ： The probability of patients to be classified into class 1. 
P2 = Pr{Di, D2) : The probability of patients to be classified into class 2. 
P3 = Pr{Di, D2) : The probability of patients to be classified into class 3. 
P4 = Pr{Di,D2) ： The probability of patients to be classified into class 4. 
51 = Pr{T\Di, D2) ： The probability that correctly classified into Class 1. 
52 = Pr{T\Di, D2) : The probability that correctly classified into Class 2. 
53 rr= Pr{T\Di, D2) ： The probability that correctly classified into Class 3. 
54 = Pr{T\Di, D2) ： The probability that correctly classified into Class 4. 
With regard to the sampling outcome, we denote: 
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an ： number of patients under the flagged group, screening positive 
and classified into Class 1. 
ai2 ： number of patients under the flagged group, screening positive 
and classified into Class 2. 
ai3 : number of patients under the flagged group, screening positive 
and classified into Class 3. 
ai4 : number of patients under the flagged group, screening positive 
and classified into Class 4. 
a2i ： number of patients under the flagged group, screening negative 
and classified into Class 1. 
(222 : number of patients under the flagged group, screening negative 
and classified into Class 2. 
a23 ： number of patients under the flagged group, screening negative 
and classified into Class 3. 
(224 : number of patients under the flagged group, screening negative 
and classified into Class 4. 
<231 : number of patients under the non-flagged group, screening positive 
and classified into Class 1. 
a32 ： number of patients under the non-flagged group, screening positive 
and classified into Class 2. 
ass ’ number of patients under the non-flagged group, screening positive 
and classified into Class 3. 
a34 : number of patients under the non-flagged group, screening positive 
and classified into Class 4. 
<241 : number of patients under the non-flagged group, screening negative 
and classified into Class 1. 
(242 • number of patients under the non-flagged group, screening negative 
and classified into Class 2. 
<243 : number of patients under the non-flagged group, screening negative 
and classified into Class 3. 
a44 : number of patients under the non-flagged group, screening negative 
and classified into Class 4. 
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The general summary of the above are showed in Table 3.1 and Table 3.2 
Table 3.1: Cell probability 
Disorders T T 
Dl D2 Si Pi {I - Si) Pi 
Dl L>2 S2P2 (1 - S2)P2 
Dl D2 S3P3 (1 - S3)P3 
Dl D2 54P4 (1 - 54)P4 
and 
Table 3.2: Data and associated result 
Disorders (T, Flagged) (T, Non-flagged) ( f , Flagged) ( f , Non-flagged) 
Dl Z>2 an Gsi 2^1 4^1 
D\ D2 ai2 <232 «22 ^42 
Dl D-i a 13 «33 吻 4^3 
Dl D2 a 14 3^4 0.2A 4^4 
3.2.1 Likelihood Function Model 
As a4i, (242, 4^3 and 044 are unknown, EM algorithm would be helpful to do iter-
ative computation for these estimates. We viewed the observations of 041, <242，(243 
and (244 to be incomplete data. 
Based on the informations from the above tables, and follow the procedure 
described in section 2.2, the likelihood function can be written as: 
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likelihood function oc 
(Pl(l — Si )广 1+«41(户2(1 — 广 
(P3(l — 广 户4(1 - S4)广 4+�44 
with the constraint (Pi + 尸2 + 尸3 + P4 = 1) 
After taking logarithms, the log-likelihood I is given by: 
I oc (ail + a3i)/n(Pi5'i) + (ai2 + “32)(斤25^ 2) + Oi3 + assyn^PsSs) 
+(ai4 + as4)ln{{l — P1 — P2 — Pz)Sa) + (^ 21 + a^i)ln{Pi{l - Si)) 
+(a22 + a42)/n(P2(l — S^)) + («23 + a43)Zn(P3(l _ 5^3)) 
+(A24 + A44)/N((L - P ! — P2 —户3)(1 — S4)) (3.1) 
3.2.2 Maximum Likelihood Estimation via EM Algorithm 
As describe by section 2.2, the procedure of EM algorithm, the iterative pro-
cedure would be helpful here to find their maximum likelihood estimates. Since 
the maximum number of estimable parameters are Si and Pi where i 二 1, 2, 3,4. 
We make use of the available program for finding maximum likelihood estimates 
of Si and Pi by the iterative EM steps. 
(a) E-step: 
With the log likelihood functions in equation (3,1)，each expecta-
tion step of a4i, (2.42，<243, (244 are all follow binomial distribution with num-
ber of trials m^ and the parameters for 041，042, <243,044 are Pr{Di , 1^ 21 T), 
Pr{DuD2\ f ) , Fr(L>i,L>2| f ) and Pr{Di,D2\ f ) respectively. 
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First, consider the expectation step of a^i, as: 
二 Pr{Di,D2)Pr{f\DuD2)  
—Pr{Du D2)Pr{T\D,, D^) + S 2 ) P r ( f | A , A ) 
+ D2) + Pt{Du D2)PT{T\D,,D2) 
二 fi(l-^i)  
“ P l ( l — 5i) + P2(l 一 + ^3(1 - + P4(l — S4) 
Hence the expectation of 041 is 7124 Fr(Di, D^] T) 
The expectation of is E{a^2)'-
E(a42) = m4Fr(L>i,^ 2| T) 
= ^2(1 - ^2) 
— — s,) + P,(l — 52) + P3(l - ^3) + ^4(1 — S4) 
The expectation of 043 is 五(043): 
B(a43) = m4Pr(DuD2l f ) 
二 户3(1 - 而 ) 
— — + F2(1 — S2) + P3(l - ^3) + ^4(1 — S4) 
The expectation of <244 is 五(<244): 
E(a仏)=m4 Pr{Di,D2\ f ) 
二 户4(1 - ^4) 
— 爪 - 50 + P2(l - S2) + 尸3(1 — S3) + P4(l — ^4) 
(b) M-step: 
The general Q-function state in equation (3.1) should be maximized with 
respect to Q, where 6 here are jPi, P2,户3, $ 2 ， a n d P4 can be obtained 
by I—P1—P2—P3. To simplify, we are allowed to maximize the log-likelihood 
function I instead. Here we have the solutions of the systems of equations: 
dl ^ dl ^ dl ^ 
——二 0 ——=0 ——=0 
dPi dP2 dP, 
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and at (i+l),/i step: 
p{i+i) — (1 - P2 - P3){aii + a2i + fl3i + a4i) 
1 (an + a2i + asi + 041 + au + 0.24 + «34 + <^ 44) 
— (ail + a2i + <231 + Q41)  
(ail + (221 + 3^1 + a4i) + (ai2 + 022 + 0.32 + <^ 42)+ 
(ai3 + (223 + CL33 + ^^ 43) + (ai4 + + CL34 + 
p(i+l) — (1 - Fi - P3)(ai2 + (122 + Q32 + CI42) 
2 (ai2 + a22 + CL32 + 4^2 + Clu + 0.24 + 3^4 + 044) 
_ + Q22 + <232 + a 42) 
(ail + CL21 + 3^1 + a4i) + (ai2 + a i^ + <232 + 042)+ 
(ai3 + a23 + 3^3 + <^ 43) + (ai4 + 024 + <234 + ^44) 
(i+l) — { I - Pi- P2)(fll3 + Q23 + a33 + Q43) 
3 (ai3 + a23 + 3^3 + 4^3 + 1^4 + 以24 + 以34 + 以44) 
_ (Qi3 + a23 + Q33 + Q43)  
(ail + ^21 + ^31 + "41) + (ai2 + CL22 + 0.32 + 以42) + 
(ai3 + a23 + 3^3 + a43) + (ai4 + 024 + <234 + ^44) 
= 1 _ p{i+l) — piW) _ 
and for the 5i's, we solved : 
i —n ！ — �i —n ！ — n 
两 跟 = u 雨 二 u 两 - u , 
and the solutions are: 
(^•i+i) 二 (ail + fl-si) 
1 (ail + 2^1 + 3^1 + a^i) 
^(i+l) = (ai2 + (232) 
2 {ai2 + a22 + as2 + <242) 
^(i+i) = (ai3 + Q3.3) 
3 (ai3 + «23 + «33 + «43) 
^(i+1) — (Q14 + Q34)  
4 (ai4 + (224 + 0^34 + <^ 44) 
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Starting from an initial value of 没⑷， 
<^21 
a 41 = 7714 —— 
m2 
«42 = 爪 4 
7712 
仅23 
043 = 爪 4 一 
777,2 
以24 
044 二 爪4 7712 
the algorithm is iterated until —沒⑴ | is sufficiently small. 
3.2.3 Odds Ratio 
After imputation for the missing values <241，042, <243 and 044，we are wishing to 
estimate the comorbidity between two disorders. 
A standard way of comparing the strength of cooccurences between pairs 
of events is by comparing their odds ratios. The odds ratio was originally pro-
posed by Cornfield (1951) as a measure of the degree of association between an 
antecedent factor and an outcome event such as morbidity or mortality. While 
here, the odds ratio (OR) for the co-occurences of two disorders is the ratio of 
the frequency with which the two disorders are simultaneously present or absent 
to the frequency with which one or the other appears alone. The formula is: 
(both present) x (both absent) 
(only the first present) x (only the second present) 
On behalf to our analysis, we have: 
Diagnosis 2 
Present Absent 
Diagnosis 1 Present (an + 021 + a i^ + a^i) {au + (122 + 0.32 + ^42) 
Absent (ais + 023 + 3^3 + ^43) (^ 14 + 2^4 + <^34 + 044) 
31 
so we obtain the odds ratio is: 
八—(an + a2i + Qsi + Q41) x (QM + a24 + Q34 + 以44) 
(AI2 + AN + «32 + (242) X (AI3 + «23 + <2.33 + <^ 43) 
It is sometimes also referred to as the cross-product ratio. 
Remark: b equal to 0 or 00 if any of the cell 二 0 • In this case, one may 
use the estimator suggested by Gart and Zwelful (1967) if the zero is considered 
as random. 
八 ((ail + (121 + <^ 31 + ^41) + 0.5) X ((ai4 + 024 + 0.34 + <244) + 0.5) 
Q = 
((ai2 + a22 + 3^2 + 0.42) 4- 0.5) x ((ais + 023 + ass + <243) + 0.5) 
Asymptotic (Large sample) distribution of 6 : 
log 0 "V N[log o, a^) 
is 
9 1 1 
^z — 
(ail + a2i + asi + a4i) (a^ + + 3^2 + <^ 42) 
+ 1 + 1 
(ai3 + a23 + 3^3 + ^43) (^ 14 + 2^4 + 3^4 + ^44) 
100(l-a)% Confidence interval for log o\ 
log 0 ± Z^a 
100(l-a)% Confidence interval for o: 
expilog 6 =b 
A number of important properties of the odds ratio as a measure of association 
leads to the advantages of using the odds ratio instead of other measures have 
been illustrated by Mosteller (1968). 
Here shows the result for lifetime comorbidity of selected disorders on male 
(Table 3.3) and female (Table 3.4) based on rrin，7tii2,爪21，爪22，爪31，爪32 and im-
puted 77141，77142. Coding description can be found in Table 1.2. 
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Table 3.3: Lifetime Comorbidity of Selected Disorders on Male (Based on 
饥11，爪12, "^21，爪22，爪31，"^ 32 and imputed m4i, 77142) 
odds ratio Depressive Single Recurrent Dysthymic 
episode episode episode disorder 
Depressive episode 610461.64 
Single episode 8266.81 341036.37 
Recurrent episode 5097.74 3.49* 266955.00 
Dysthymic disorder 98.59 47.92 111.71 497203.00 
Bereavement 8.38* 15.18* 19.46 42.24 
Phobic disorders 17.70 12.97 24.28 14.90 
Simple phobia 12.55 6.52 23.64 11.59 
Social phobia 43.83 38.81 50.38 26.12 
Agoraphobia 21.28 19.03 25.04 19.21 
Panic disorder 5.80* 10.50* 11.68* 22.10 
Obessive compulsive 28.32 36.59 9.32 54.35 
PTSD 5.66 3.46* 3.74* 27.00 
GAD 15.87 8.59 30.39 17.95 
Tobacco 2.52 1.16* 7.39 2.25 
Alcohol 3.24 0.64* 8.48 4.32 
Drug 19.76 19.43 25.24 24.71 
*: 95% Confidence Limit for Odds that include 1. 
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Table 3.4: Lifetime Comorbidity of Selected Disorders on Female (Based 
on mii，mi2，m2i，爪22，肌31，爪32 and imputed 77141,爪42) 
odds ratio Depressive Single Recurrent Dysthymic 
episode episode episode disorder 
Depressive episode 1368163.00 
Single episode 8434.28 742735.06 
Recurrent episode 6178.88 0.87* 635715.00 
Dysthymic disorder 24.02 9.83 37.93 1584287.19 
Bereavement 0.57* 1.08* 1.27* 0.11 
Phobic disorders 11.42 16.41 5.82 5.14 
Simple phobia 5.13 6.58 3.65 4.75 
Social phobia 24.11 10.71* 54.04 57.93 
Agoraphobia 41.13 49.06 15.84 2.89* 
Panic disorder 49.54 9.16 88.60 23.33 
Obessive compulsive 47.55 10.93 75.69 32.17 
PTSD 9.91 8.09 13.72 18.13 
GAD 22.18 14.53 30.15 11.12 
Tobacco 5.62 2.12* 10.93 3.11 
Alcohol 6.85 1.58* 15.59 3.98 
Drug 22.56 5.76* 51.24 19.29 
*: 95% Confidence Limit for Odds that include 1. 
For those higher odds ratio indicating the two disorders having higher oppor-
tunity to appear together, while for those odds ratio covered one indicating they 




In chapter 2, we have used EM algorithm approach to model our dataset. We 
have also introduced a method to compute the comorbidity in chapter 3. In this 
chapter, we will use logistic regression model in different situations. 
4.1 Imputation Method of Missing Values 
In this section, some methods to impute missing categorical values are dis-
cussed. These methods will be used to impute the missing values of the data sets 
considered. 
4.1.1 Hot Deck Imputation 
Hot deck imputation is a simple approach to impute missing value. The 
idea of hot deck imputation is to make use of the observed data set to impute 
the missing values in the same data set. There are various hot deck imputation 
procedures. Only a simple and popular method is discussed here. This method 
is used for handling nonresponse problems make all X variables categorical and 
tries to find for each nonrespondent, exactly matching respondents with respect to 
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the categorical X, the U.S. Census Bureau's hot-deck for the Current Population 
Survey uses such method. If a matching respondent is found for a nonrespon-
dent, then the respondent donates its values to the nonrespondent. If more than 
one respondent matches the nonrespondent, then, depending on the particular 
implementation, either the first or a randomly chosen respondent is the donor. 
If no matching respondents are found for a nonrespondent, some categories of X 
are made coarser, or some components of X are clumped altogether according to 
some rules, and the procedure is tried again. The process continues with coarser 
and coarser X until a matching respondent is found. 
Different rules can thus be applied to different nonrespondents depending on 
how easy it is to find matching respondent. 
In our study, presence of nonresponse in the demographic and socioeconomic 
variables are founded and the number of missing values in each variable before 
imputation is shown in Table 4.1. 
Table 4.1 : Number of missing values before imputation 
Variable Number of missing values Percentage of missing values (%) 
AGE 0 0 
SEX 0 0 
HOUSE 0 0 
BIRTHPLC 36 0.498 
EDUC 6 0.083 
HINC 290 4.011 
OCCUP 4 0.055 
Since all variables are categorical and there are three variables with no missing 
values, the method described above can be used. In this method, variable with 
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least number of missing values will be imputed first. 
There are 4 cases in OCCUP are missing and this variable will be imputed 
first. As we believe that EDUC and AGE have higher correlation with OCCUP, 
these two variables can be used to impute OCCUP. Other variables will be im-
puted in the order according to the number of missing values and their relationship 
with other variables. The imputation order in each step of imputation are listed 
in Table 4.2. 
Table 4.2: Imputation Order 
Sequence Variable to be imputed Variable(s) used in imputation 
1 OCCUP AGE, EDUC 
2 EDUC AGE,HINC,OCCUP 
3 BIRTHPLC AGE 
4 HINC HOUSE,OCCUP,AGE 
After the imputation, all demographic and socioeconomic variables will be 
grouped to a dummy variable with value 1 and 0. The indicators are listed in 
Table 4.3. 
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Table 4.3: Indicator of variables 
Indicator description 
age 1=0 age2=0 Age between 18 to 24 
agel=0 age2=l Age between 25 to 44 
agel=l age2=0 Age between 45 to 64 
sexx=0 Male 
sexx=l Female 
house=0 Live in private house 
house二 1 Live in public house 
birthplc=0 Born in Hong Kong 
birthplc=l Born outside Hong Kong 
educpl二0 educp2=0 Primary or lower 
educpl=l educp2=0 Secondary 
educpl=0 educp2=l Matriculation or above 
hincpl=0 hincp2=0 Household income 8000 or above 
hincpl二 1 hincp2=0 Household income 4001 to 8000 
hincpl=0 hincp2=l Household income 4000 or less 
ocpl 二 0 ocp2=0 ocp3=0 Unemployed 
ocpl=l ocp2=0 ocp3 二 0 Housewife 
ocpl=0 ocp2=l ocp3=0 Non-labour 
ocpl=0 ocp2=0 ocp3=l Labour 
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Before modeling, some transformations on variables are performed so as 
to make the data suitable for logistic regression and such transformations are 
described in the following table. 
Condition of assigning a value '1' 
New variable to new variable 
Xi Screening 
X2 agel 











All variables are set to zero if the condition in the second column of the above 
table is not satisfied. 
Notes that when we are doing logistic regression, interaction effect will not 
take into account. 
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4.1.2 A logistic Regression Imputation Model for Dichoto-
mous Response 
Rubin (1987) proposed a logistic regression imputation model for dichotomous 
response Y values. Suppose that Yi is dichotomous (0-1) and that 
f{Yi\Xi, 0) 二 iogir\x,eY^[i — 
where ^ is a column vector with the same number of components as Xi. This 
specification is known as the logistic regression specification, and as with linear 
regression, functions of the Xi can be used in place of the Xi with no essential 
change. 
When using logistic regression, the posterior distribution of 0 no longer has 
a neat form for reasonable prior distributions. In fact, although the posterior 
distribution of 0 for large enough number of respondent, say rii is nearly normal, 
in many practical cases it is very far from normal, especially with modest n：, 
many components in X , and data such that the fraction of ones in Yobs is near 
zero or one. 
Common practice uses the large sample normal approximation assuming Pr{0) oc 
const and thus approximates the posterior mean of 0 , E(0\X, Yobs) , by the max-
A 
imum likelihood estimate 9，defined by 
n f i n ^ i J ) > n f i W . O ) for all 0 
iGobs i^obs 
and the posterior variance of 0, V{9\X^ Kts), by the negative inverse of the 
second derivative matrix of the log posterior distribution at 0 = 0: 
� 1 — 1 
_ iGobs _ 
A Finding 0 requires iteration, although V{0) is a straightforward function of 
A /N 八 
6. Using these approximations, the calculation of 0 and then V{9) defines the 
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estimation task. 
Therefore, in imputation of missing values in dichotomous Y, the below pro-
cedure is used. 
A A 
Step 1: Draw 0 from N{6, V{9)) , where 6 and V{0) are produced by logistic 
Regression Y vs X. 
Step 2: For i G mis, calculate logit~^{XiO^) 
J .广 i , Y � � expjXiO,) 
log 计 ( 划 + 
Step 3: Draw an independent uniform (0,1) random numbers, Ui , i e mis and 
if Ui > logit~^{Xi6^) impute = 0 , otherwise impute Yi = \ . 
Step 4: Use the imputed Y regress on X by logistic regression, hence a new 0 
can be obtained. 
Step(3) and Step(4) are repeated for m times with new draws of random 
number Ui in Step(3). 
In fitting logistic regression model, Xj = (1, Screening, agel, age2, sexx, 
house, birthplc, educpl, educp2, hincpl, hincp2, ocpl, ocp2, ocpS). 
Then follow the above procedures and applied into our interested disorders for 
m 二 5 times. Let's take DSMDEP2 as an illustration model, the results for 
different imputed data sets are given in Table 4.4, Table 4.5，Table 4.6，Table 4.7 
and Table 4.8 respectively. 
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Table 4.5: MLE for the Second imputed data set 
Analysis of MLE for the first imputed data set 
Parameter Standard 
Variable Estimate Error z-value p-value 
Intercept -6.8804 0.6404 115.4247 0.0001 
screening 2.881 0.3077 87.6871 0.0001 
agel 0.3538 0.3269 1.1711 0.2792 
age2 0.2172 0.4168 0.2715 0.6023 
sexx 1.0341 0.2253 21.0675 0.0001 
house 0.12 0.2573 0.2175 0.6409 
birthplc 0.3216 0.2169 2.1978 0.1382 
educpl 0.2689 0.2268 1.4065 0.2356 
educp2 0.9213 0.3446 7.1487 0.0075 
hincpl -0.0936 0.2878 0.1058 0.745 
hincp2 0.0255 0.3288 0.006 0.9383 
ocpl -0.6745 0.4478 2.2688 0.132 
ocp2 -0.7317 0.4163 3.0894 0.0788 
ocp3 -0.2973 0.4124 0.5196 0.471 
Remark: 
1 estimate 
z-value = standard error 
p-value 二 Prob{\Z\ > z-value) where Z �N(fi,V) 
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Table 4.5: MLE for the Second imputed data set 
Analysis of MLE for the Second imputed data set 
Parameter Standard 
Variable Estimate Error z-value p-value 
Intercept -6.6748 0.6317 111.6671 0.0001 
screening 2.7925 0.2969 88.4419 0.0001 
agel 0.1991 0.312 0.4069 0.5235 
age2 0.0875 0.4063 0.0463 0.8296 
sexx 1.0535 0.2241 22.0948 0.0001 
house -0.0819 0.2618 0.0978 0.7545 
birthplc 0.3321 0.2163 2.3577 0.1247 
educpl 0.2876 0.226 1.6193 0.2032 
educp2 0.9525 0.3437 7.6794 0.0056 
hincpl -0.1708 0.2863 0.3557 0.5509 
hincp2 -0.082 0.3263 0.0632 0.8016 
ocpl -0.5644 0.4475 1.5909 0.2072 
ocp2 -0.6304 0.4126 2.3342 0.1266 
ocp3 -0.1794 0.412 0.1896 0.6633 
Remark: 
estimate 
z-value = standard error 
p-value 二 PVo6(|Z| 2 z-vahie) where Z ~ 1) 
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Table 4.5: MLE for the Second imputed data set 
Analysis of MLE for the Third imputed data set 
Parameter Standard 
Variable Estimate Error z-value p-value 
Intercept -6.9316 0.6488 114.1494 0.0001 
screening 3.0686 0.3337 84.5595 0.0001 
agel 0.3801 0.3222 1.3917 0.2381 
age2 0.1739 0.422 0.1698 0.6803 
sexx 1.0047 0.226 19.7725 0.0001 
house -0.0403 0.2632 0.0234 0.8783 
birthplc 0.4321 0.2228 3.7608 0.0525 
ediicpl 0.367 0.231 2.5243 0.1121 
educp2 0.9121 0.3475 6.8899 0.0087 
hincpl -0.2198 0.2875 0.5843 0.4446 
hincp2 -0.0244 0.327 0.0056 0.9404 
ocpl -0.849 0.4403 3.7186 0.0538 
ocp2 -0.7649 0.4033 3.5968 0.0579 
ocp3 -0.4905 0.4028 1.483 0.2233 
Remark: 
estimate 
z-value -— standard error 
p-value = 2 z-vahie) where Z �7 V ( 0 , 1 ) 
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Table 4.5: MLE for the Second imputed data set 
Analysis of MLE for the Fourth imputed data set 
Parameter Standard 
Variable Estimate Error z-value p-value 
Intercept -7.3892 0.6694 121.8549 0.0001 
screening 3.1931 0.35 83.2402 0.0001 
agel 0.3853 0.3301 1.3619 0.2432 
age2 0.2696 0.4245 0.4034 0.5254 
sexx 1.1288 0.2288 24.3432 0.0001 
house 0.1194 0.2601 0.2108 0.6461 
birthplc 0.3787 0.223 2.8848 0.0894 
educpl 0.3272 0.232 1.9888 0.1585 
educp2 1.0319 0.3473 8.8301 0.003 
hincpl -0.0712 0.2905 0.0601 0.8063 
hincp2 0.0864 0.3325 0.0675 0.7951 
ocpl -0.7104 0.4527 2.4624 0.1166 
ocp2 -0.6898 0.418 2.7241 0.0988 
ocp3 -0.3167 0.4181 0.5738 0.4488 
Remark: 
estimate z-value 二 
standard error 
p-value = PToh{\Z\ > z-value) where Z �N{0,V} 
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Table 4.5: MLE for the Second imputed data set 
Analysis of MLE for the Fifth imputed data set 
Parameter Standard 
Variable Estimate Error z-valiie p-value 
Intercept -6.6806 0.6367 110.0858 0.0001 
screening 2.9796 0.3197 86.8497 0.0001 
agel 0.173 0.3077 0.3161 0.5739 
age2 0.0159 0.4084 0.0015 0.969 
sexx 1.0559 0.2246 22.1014 0.0001 
house 0.0192 0.2585 0.0055 0.9408 
birthplc 0.3414 0.2203 2.4023 0.1212 
educpl 0.2555 0.231 1.2236 0.2687 
educp2 0.7768 0.3459 5.0453 0.0247 
hincpl -0.1526 0.2841 0.2883 0.5913 
hincp2 -0.0733 0.327 0.0503 0.8226 
ocpl -0.779 0.4379 3.1644 0.0753 
ocp2 -0.6313 0.3975 2.5221 0.1123 
ocp3 -0.4083 0.401 1.0369 0.3085 
Remark: 
estimate z-value — 
standard error 
p-value = Prob{\Z\ > z-value) where Z �N(fi,l) 
By comparing Table 4.4 to 4.8, although the parameter estimate and it's stan-
dard error shows a little difference, the p-values are nearly the same among the 
five imputed datasets. Moreover, nearly all standard errors of the parameter es-
timate are quite small, indicating that the loss due to imputation is small. The 
number of iterations proposed is large enough. Hence the imputed values of the 
missing values in variable DSMDEP2 carry the same structure among the five 
imputed data set, that means the frequency table as described in our approach 
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can well represent the structure of the gold standard. 
While for the other cases DEPSE2, DEPRT2, IN, THY and GENAN2， 
all obtained the similar structures with DSMDEP2. 
4.2 Combining Results from Different Imputed 
Data Sets 
In section 4.1.2, five sets of estimates of the same imputed logistic model are 
produced and we need to combine these results to obtain a final estimate. In this 
section, the details of handling such estimation are considered. 
Let D be the observed data set. From this data set, m imputed data sets are 
formed, which are denoted as Vi, i = 1,…，m. and the Vi are independence. Let 
f3 be the true parameter vector of out model. Suppose we know the expected 
value of /3 given Vi, i.e. E{/3\Vi). The average of these expected values will be 
used as the overall estimate of /3,that is: 
1 m 
By similar argument as Li, Raghunathan and Rubin (1991), the conditional 
mean is given by: 
- m 1 m 




= - J 2 E i 0 \ D ) - E ( f 3 \ D ) 
m 
i = l 
= 0 . 
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Moreover, the conditional variance is given by: 
1 爪 
1 m 
=Var{— V E{l3\Vi)\D} + Var{f3\D) 
m ^ 
=—Var{E{f3\D)} + Var{f3\D) 
m 
=-Var{E{l3\Vi)\D} + E{Var{j3\Vi)\D} + Var{E{j3\Vi)\D} 
m 
二 E{VaT{f3\Vi)\D} + (1 + -)Var{E{f3\Vi)\D}. 
TlTl/ 
The first equality holds because E{j3\Vi) and /3 are independent given D. 
Therefore, we have, as m ^ oo, 
1 1 
[—y E{f5\Vi) -(5]\D 7V(0’ E{Var{f3\Vi)\D} + (1 + -)Var{E[l3\Vi)\D}). 
m m 
We then estimate 
1 m 




where 或 is the estimate of /3 from the z-th imputed data set. In other words, 
一 — A 




丄 y Vari m ^ i=l 
where Vari is the estimate of the variance covariance matrix of estimate of 




1 m 1 m 
& ^ ( A — - Where ^ = • ^ T A 
i=\ i=l 
Therefore, the 95% prediction interval for 去 二i ^(/^l^i) — /3 is given by 
(-1.96A,1.96A) 
where 
1 m 1 1 m 
= + ( 1 + — ) “ " " “ 7 T A — — 一的丨 m m m — I i—l i=l 
and the 95% prediction interval for f3 is given by: 
1 m 1 m 
( — y " ft — 1.96A, — + 1.96A) 
1=1 1—1 
By the above method, with the five imputed data, the final estimates of 
DEPSE2, DEPRT2, IN ；THY and GENAN2 are obtained and the results 
are given in Table below. 
49 
Table 4.9: Final Estimate for DSMDEP2 
Parameter Standard 
Variable Estimate Error z-value p-value 
Intercept -6.9113 0.7200 -9.5993 0.0000 
screening 2.9830 0.3650 8.1722 0.0000 
agel 0.2983 0.3394 0.8787 0.3796 
age2 0.1528 0.4303 0.3551 0.7225 
sexx 1.0554 0.2313 4.5633 0.0000 
house 0.0273 0.2789 0.0978 0.9221 
birthplc 0.3612 0.2254 1.6027 0.1090 
educpl 0.3013 0.2348 1.2833 0.1994 
educp2 0.9189 0.3603 2.5506 0.0108 
hincpl -0.1416 0.2946 -0.4805 0.6309 
hincp2 -0.0136 0.3373 -0.0403 0.9679 
ocpl -0.7155 0.4606 -1.5532 0.1204 
ocp2 -0.6896 0.4148 -1.6624 0.0964 
ocp3 -0.3384 0.4292 -0.7886 0.4303 
Remark: 
. estimate z-value — standard error 
p-value 二 Proh{\Z\ > z-value) where Z �j¥(0，1 ) 
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Table 4 . 9 : Final Estimate for DSMDEP2 
Parameter Standard 
Variable Estimate Error z-value p-value 
Intercept -8.0937 1.0964 -7.3817 0.0000 
screening 2.1060 0.3817 5.5178 0.0000 
agel 0.9056 0.5459 1.6589 0.0971 
age2 0.6945 0.6926 1.0027 0.3160 
sexx 0.9423 0.3286 2.8678 0.0041 
house -0.1749 0.4165 -0.4200 0.6745 
birthplc 0.6345 0.3852 1.6473 0.0995 
educpl 0.9101 0.4223 2.1549 0.0312 
educp2 1.6678 0.5569 2.9947 0.0027 
hincpl 0.1245 0.4217 0.2952 0.7678 
hincp2 0.4705 0.4877 0.9647 0.3347 
ocpl -1.1052 0.7044 -1.5689 0.1167 
ocp2 -0.7091 0.6079 -1.1664 0.2435 
ocp3 -0.3974 0.6403 -0.6206 0.5349 
Remark: 
estimate z-value —— 
standard error 
p-value = Proh(\Z\ > z-value) where Z �7V(0，1) 
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Table 4 . 9 : Final Estimate for DSMDEP2 
Parameter Standard 
Variable Estimate Error z-value p-value 
Intercept -18.5271 163.3937 -0.1134 0.9097 
screening 14.9421 163.3918 0.0914 0.9271 
agel -0.2856 0.4237 -0.6741 0.5002 
age2 -0.4071 0.5519 -0.7377 0.4607 
sexx 1.1617 0.3282 3.5395 0.0004 
house 0.2503 0.3582 0.6988 0.4847 
birthplc 0.1399 0.3061 0.4571 0.6476 
educpl -0.3551 0.3297 -1.0771 0.2814 
educp2 0.0020 0.5146 0.0039 0.9969 
hincpl -0.4645 0.3973 -1.1689 0.2424 
hincp2 -0.5096 0.4557 -1.1181 0.2635 
ocpl -0.3221 0.6288 -0.5123 0.6085 
ocp2 -0.4890 0.5881 -0.8316 0.4057 
ocp3 -0.1363 0.5895 -0.2313 0.8171 
Remark: 
estimate 
z-value — standard error 
p-value = Prob{\Z\ > z-value) where Z �iV(0，1) 
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Table 4 . 9 : Final Estimate for DSMDEP2 
Parameter Standard 
Variable Estimate Error z-value p-value 
Intercept -8.1514 0.9066 -8.9907 0.0000 
screening 4.2713 0.6860 6.2261 0.0000 
agel -0.2968 0.3040 -0.9762 0.3290 
age2 0.0251 0.3783 0.0664 0.9471 
sexx 1.3956 0.2408 5.7952 0.0000 
house 0.3245 0.2595 1.2503 0.2112 
birthplc 0.0511 0.2155 0.2371 0.8126 
educpl -0.1175 0.2315 -0.5076 0.6118 
educp2 0.6817 0.3534 1.9288 0.0538 
hincpl 0.0896 0.3001 0.2986 0.7653 
hincp2 0.3983 0.3348 1.1897 0.2341 
ocpl -0.2878 0.4429 -0.6497 0.5159 
ocp2 -0.2739 0.4095 -0.6689 0.5035 





p-value = Prob{\Z\ > z-value) where Z �N(fi，V) 
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Table 4 . 9 : Final Estimate for DSMDEP2 
Parameter Standard 
Variable Estimate Error z-value p-value 
Intercept -6.2824 0.6911 -9.0906 0.0000 
screening 2.3752 0.2864 8.2923 0.0000 
agel 0.2945 0.3480 0.8464 0.3973 
age2 0.0744 0.4138 0.1798 0.8573 
sexx 0.9618 0.2119 4.5386 0.0000 
house 0.2047 0.2698 0.7588 0.4480 
birthplc 0.2777 0.2144 1.2952 0.1952 
educpl 0.2576 0.2362 1.0905 0.2755 
educp2 0.8850 0.3488 2.5369 0.0112 
hincpl -0.0284 0.2804 -0.1014 0.9193 
hincp2 0.0954 0.3299 0.2893 0.7723 
ocpl -0.5891 0.4366 -1.3493 0.1773 
ocp2 -0.6152 0.4040 -1.5225 0.1279 
ocp3 -0.2782 0.4004 -0.6948 0.4872 
Remark: 
. estimate z-value = standard error 
p-value = 2 z-value) where Z �7V(0，1) 
54 
Table 4 . 9 : Final Estimate for DSMDEP2 
Parameter Standard 
Variable Estimate Error z-value p-value 
Intercept -3.1934 0.3046 -10.4832 0.0000 
screening 1.6033 0.1382 11.6046 0.0000 
agel 0.0146 0.1870 0.0783 0.9376 
age2 -0.1079 0.1994 -0.5413 0.5883 
sexx 0.4983 0.1119 4.4539 0.0000 
house -0.3108 0.1292 -2.4053 0.0162 
birthplc 0.0641 0.1024 0.6261 0.5313 
educpl 0.1670 0.1143 1.4613 0.1439 
educp2 0.4534 0.2033 2.2305 0.0257 
hincpl -0.1404 0.1430 -0.9815 0.3264 
hincp2 -0.0943 0.1697 -0.5559 0.5783 
ocpl -0.2466 0.2372 -1.0396 0.2985 
ocp2 -0.3525 0.2138 -1.6486 0.0992 





p-value = Prob{\Z\ > z-value) where Z �N(0,1) 
From the above results, not all effects are significantly different from zero. 
Hence, this means that some of the effects should not be contained in the final 
model. Therefore, we delete those non-significant variables and re-do the process 
in section 4.1.2 and 4.2, the final results are given in Table 4.15 to Table 4.20. 
55 
Table 4.15: Re-do Final Estimate for DSMDEP2 
Parameter Standard 
Variable Estimate Error z-value p-value 
Intercept -6.860 0.397 -17.278 0.0000 
screening 3.004 0.370 8.115 0.0000 
sexx 0.988 0.194 5.084 0.0000 





p-value 二 Prob{\Z\ > z-value) where Z �7V(0，1) 
Table 4.16: Re-do Final Estimate for DEPSE2 
Parameter Standard 
Variable Estimate Error z-value p-value 
Intercept -7.462 0.526 -14.174 0.0000 
screening 2.307 0.430 5.364 0.0000 
sexx 0.776 0.272 2.847 0.0044 
educpl 0.915 0.354 2.585 0.0097 
educp2 1.649 0.377 4.378 0.0000 
Remark: 
estimate z-value = 
standard error 
p-value = Pro6(|Z| 2 z-vahie) where Z �i V ( 0 , 1 ) 
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Table 4.15: Re-do Final Estimate for DSMDEP2 
Parameter Standard 
Variable Estimate Error z-value p-value 
Intercept -5.194 0.230 -22.578 0.0000 
sexx 0.704 0.277 2.537 0.0112 
Remark: 
estimate 
z-value = ：  
standard error 
p-value = Proh{\Z\ > z-value) where Z ~ 1) 
Table 4.18: Re-do Final Estimate for THY 
Parameter Standard 
Variable Estimate Error z-value p-value 
Intercept -7.866 0.531 -14.817 0.0000 
screening 4.019 0.508 7.904 0.0000 





p-value = ProbdZj > z-value) where Z ~ 1) 
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Table 4.15: Re-do Final Estimate for DSMDEP2 
Parameter Standard 
Variable Estimate Error z-value p-value 
Intercept -6.150 0.337 -18.227 0.0000 
screening 2.380 0.310 7.684 0.0000 
sexx 0.982 0.184 5.325 0.0000 
educp2 0.860 0.210 4.100 0.0000 
Remark: 
estimate 
z-value = ：  
standard error 
p-value = Prob{\Z\ > z-value) where Z �N(fi，V) 
Table 4.20 :Re-do Final Estimate for GENAN2 
Parameter Standard 
Variable Estimate Error z-value p-value 
Intercept -3.488 0.158 -22.104 0.0000 
screening 1.511 0.146 10.346 0.0000 
sexx 0.675 0.097 6.983 0.0000 
house -0.399 0.127 -3.148 0.0016 





p-value = Prob{\Z\ > z-value) where Z �j¥(0，1 ) 
From the above results, we find that all effects are significantly different from 
zero. This means that all effects should be contained in the final model. 
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Now, we use the m imputed data set obtained by the logistic regression method 
relates to the corresponding risk factors such as housing, education level, gender 
etc according to Table 4.15 to Table 4.20. Hence the expected value of the lifetime 
prevalence {p) is estimated by: 
. . A number of diseased person 
lifetime prevalence* p — ^ ~ — 
‘ Total number of person in that strata 
To start with, by the logistic regression on dichotomous Y get the imputed 
values for y , say Y2. Hence we get m imputed data sets, and denoted as Vi, 
i 二 1,..., m and assume that the Vi are independence. Then in each Vi, use the 
Y2 regress on significant X j and obtain m's lifetime prevalence pi in male and 
female. With those values obtained in each Vi, we would like to estimate the 
variance of the lifetime prevalence by the law of expected variance: 
var{p) = varE{p\Vi) + E{var{p\Vi)) 
m — 1 m L n 1=1 
Result of different disorders' lifetime prevalence and the corresponding vari-
ations between male and female are showed in Table 4.21 and Table 4.22 bellowed: 
Table 4.21: Prevalence and Standard error for male 
Disorder Prevalence(%) Standard error 
DSMDEP2 1.28 0.0020 
DEPSE2 0.71 0.0015 
DEPRT2 0.55 0.0013 
THY 1.07 0.0018 
IN 1.51 0.0021 
GENAN2 7.91 0.0051 
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Table 4.22: Prevalence and Standard error for female 
Disorder Prevalence(%) Standard error 
DSMDEP2 2.11 0.0024 
DEPSE2 0.96 0.0016 
DEPRT2 1.11 0.0017 
THY 2.4 0.0025 
IN 2.42 0.0026 
GENAN2 9.62 0.0055 
These results are close to the output obtained by EM algorithm in chapter 2 
and 3. Hence both logistic regression approach and EM algorithm approach are 
similar in the study of prevalence estimation. 
4.3 Itemization on Screening 
In this section, a tool of simple weighting on screening questions - "Weighted 
Scoring method" will be discussed. Forward stepwise logistic regression model 
and youden index will be used here too. 
The objective of the Weighted Scoring method is to generate a series of 
patient-directed questions to identify whether or not candidates were having a 
particular psychiatric disorder and for each question to apply an appropriate 
weighting to provide a simple scoring system act as a preassigned weightings 
tool. If the potential risk of a particular psychiatric disorder was recognized and 
treated before patients suffered, this might help to improve their quality of life 
while at home, delay their admission to hospital, reduce the cost of treatment 
once they require hospital admission and reduce length of hospital stay. Thus 
early recognition seems to be important. 
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4.3.1 Methods of Weighting on the Screening Questions 
Weightings on the screening questions were based on the significance values 
of the agreement between each question and the Gold standard test. Questions 
which had low predictive value in determining the DIS were not include in the 
scoring system. 
In our survey, the Self-reporting Questionair have 32 questions, which only 
requires yes/no answers (see Appendix). Each question was framed in such a 
way that 'yes' answer would potentially be indicative of increasing probability 
of presence of gold standard. Traditionally, the experts are using total sample 
(n二7229) [with imputed values for non-flagged SRQ negative group {m^)] and 
cutoff point 4/5 for neurotic items and 0/1 for psychotic and behavioral items, 
gained the sensitivity and the specificity with lifetime variables, showed by the 
table bellowed: 
Table 4.23: Sensitivity and specificity after imputed 
Symptoms Sensitivity (%) Specificity (%) 
DSMDEP2 81.88 60.63 
DEPSE2 92.59 60.21 
DEPRT2 89.71 60.28 
IN 78.21 60.65 
THY 77.02 60.65 
GENAN2 62.99 62.40 
In our weighting system, begin with a forward stepwise logistic regression was 
conducted to determine which specific questions on the SRQ were most predictive 
of the gold standard test. For this analysis, each ’yes’ answer was scored 1 and 
each，no，answer scored 0. The gold standard assessments were also scored 1 as 
'presence' and 0 as 'absent'. Using this scores, several questions were chosen in 
order of statistical significance. These questions were then entered simultaneously 
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as the independent variables in a new logistic regression model, hence generating 
the results with the corresponding coefficients /3, 
logit r - X / 3 + e e �N { 0 , E) 
Then the resulting coefficients were rounded to the nearest integer and used 
to derive a simple equation that would be predictive of the gold standard. 
4.3.2 Statistical Analysis 
Let us consider DSMDEP2 as our gold standard to make an illustration of 
Weighting Scoring Method on the screening questions. 
Step 1: By forward stepwise logistic regression model, we selected twelve ques-
tions from the original 32 SRQ as being the statistically significant. To 
simplify the assessment tool, the coefficients from the regression model were 
rounded to the nearest integer and used to derive a predictive equation. See 
Table 4.24 bellowed. 
Table 4.24: Logistic regression model for DSMDEP2 
Question No. Coefficient p-value Rounded Coefficient 
SQl* 0.905 0.0005 9 
SRQ3 0.9078 <.0001 9 
SRQ6 0.8292 0.0018 8 
SRQ7 0.4987 0.0164 5 
SRQ9 0.7724 0.0007 8 
SRQ14 0.4874 0.0301 5 
SRQ 17 1.2803 <.0001 13 
SRQ 19 0.8087 0.0003 8 
SRQ23 0.8487 0.0119 8 
SRQ30 1.0792 0.0061 11 
Intercept -6.4201 <.0001 
62 
_ *SQ1 indicate presence of SRQl = 0 while absence of SRQl — 1. 
Step 2: Use the rounded coefficients be the weightings assigned to the questions 
in the final tool, the final equation was as follows: 
Score - (9 X SQl) + (9 x SRQZ) + (8 x SRQQ) + (5 x SRQl) + 
(8 X SRQ^) + (5 X SRQU) + (13 x SRQll) + (8 x SRQl^) + 
(8 X SRQ2?>) + (11 X SRQZO) 
where for each question a 'yes' answer scores 1 and a 'no' answer scores 0. 
Step 3: Deciding on the most appropriate cut-off points by setting cutoff point 
from 10 and increase 5 at a point and choose the best cutoff point by 
consider the Youden index, which is used to measure the expected gain of 
certainty from the screening test (Connell and Koepsell, 1985)，is defined to 
be S + F — The larger the Youden index, the more informations provided, 
hence the final best assessment for DSMDEP2 is category as: 
• scores (0-29) as screening negative 
• scores (30-84) as screening positive 
With the imputed gold standard Y* obtained, the frequency tables below 
shows the comparison between the scoring results and Y* in Table 4.25. The 
comparison between the original screening results and Y* in Table 4.26. 
Table 4.25: Weighted Scoring Results Vs DSMDEP2: 
Weighted Scoring 
DSMDEP2 Absent Presence Total 
Absent 6132 959 7091(98.09 %) 
Presence 40 98 138 (1.91%) 
Total 6172 ( 85.38 %) 1057 (14.62%) 7229 (100 %) 
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Table 4.26: Original Cutoff Method Vs DSMDEP2: 
SCREENING 
DSMDEP2 Absent Presence Total 
Absent 4299 2792 7091(98.09 %) 
Presence 25 113 138 (1.91%) 
Total 4324 ( 59.81 %) 2905 (40.19%) 7229 (100 %) 
Hence, based on the weighted questions from the questionnaire, it shows that 
there are 6132 out of 7299 candidates that were not have DEPSE2 were scored cor-
rectly, and the corresponding sensitivity is 71.01% and the specificity is 86.48%. 
The Youden index is 0.5749. While for the original assessment of the screening 
results, although the sensitivity is 81.88%, the specificity is as low as 60.63% and 
the Youden index is 0.4251, which is much lower than that of Weighted Scoring 
Method, showing overall improvement of validity. Hence, we better choose the 
scoring weighting method as the itemization method. 
For the other depression symptoms cases, there scoring and weighting are as 
follows: 
Table 4.27: Logistic regression model for DEPSE2 
Question No. Coefficient p-value Rounded Coefficient 
SQl 1.4244 0.0011 14 
SRQ3 0.9904 0.0010 10 
SRQ6 1.1036 0.0040 11 
SRQ9 1.2380 0.0003 12 
SRQIO 0.8443 0.0084 8 
SRQ17 1.2456 0.0001 12 
SRQ19 0.6989 0.0285 7 
Intercept -8.2382 <.0001 
*SQ1 indicate presence of SRQl = 0 while absence of SRQl = 1. 
64 
Table 4.28: Logistic regression model for DEPRT2 
Question No. Coefficient p-value Rounded Coefficient 
SRQ3 0.7909 0.0044 8 
SRQ6 1.0211 0.0028 10 
SRQ7 0.6556 0.0132 7 
SRQ8 0.602 0.0313 6 
SRQ 17 1.0224 0.0005 10 
SRQ 19 1.2799 <.0001 13 
SRQ24 0.807 0.0429 8 
SRQ26 0.7561 0.0056 8 
SRQ30 1.2221 0.0082 12 
Intercept -6.8784 <.0001 
Table 4.29: Logistic regression model for IN 
Question No. Coefficient p-value Rounded Coefficient 
SQl 0.8925 0.0002 9 
SRQ3 0.8023 <.0001 8 
SRQ6 0.8532 <.0001 9 
SRQ7 0.3626 0.0480 4 
SRQ9 0.7768 <.0001 8 
SRQ14 0.5097 0.0139 5 
SRQ17 1.1730 <.0001 12 
SRQ19 0.9778 <.0001 10 
SRQ23 0.8291 0.0108 8 
SRQ30 1.1575 0.0022 12 
Intercept -6.3020 <.0001 
*SQ1 indicate presence of SRQl = 0 while absence of SRQl = 1. 
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Table 4.30: Logistic regression model for T H Y 
Question No. Coefficient p-value Rounded Coefficient 
SRQ3 0.4402 0.0167 4 
SRQ6 0.5501 0.0054 6 
SRQ9 0.9732 <.0001 10 
SRQIO 0.8467 <.0001 8 
SRQ15 0.5323 0.0227 5 
SRQ17 1.4073 <.0001 14 
SRQ29 0.6 0.0042 6 
Intercept -5.0489 <.0001 
Table 4.31: Logistic regression model for GENAN2 
Question No. Coefficient p-value Rounded Coefficient 
SRQ2 0.2947 0.0275 3 
SRQ4 0.4649 <.0001 5 
SRQ6 0.6309 <.0001 6 
SRQIO 0.437 0.0005 4 
SRQll 0.324 0.0007 3 
SQ14 0.2915 0.0331 3 
SRQ17 0.5907 <.0001 6 
SRQ19 0.6128 <.0001 6 
SRQ21 0.5476 0.0103 5 
SRQ28 0.7109 <.0001 7 
SRQ29 0.3649 0.0048 4 
SRQ30 0.7912 0.0043 8 
SRQ32 0.62 0.0002 6 
Intercept -2.9822 <.0001 
*SQ14 indicate presence of SRQ14 = 0 while absence of SRQ14 = 1. 
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And here shows the comparison of the sensitivity and specificity between the 
Original Cutoff method and the Weighted Scoring method as follows: 
Original Cutoff Method Weighted Scoring Method 
Sensitivity Specificity Youden Sensitivity specificity Youden 
Symptoms (%) (%) Index (%) (%) Index 
DSMDEP2 81.88 60.63 0.425 71.01 86.48 0.575 
DEPSE2 92.59 60.21 0.528 83.33 78.31 0.616 
DEPRT2 89.71 60.28 0.500 69.12 85.52 0.546 
IN 78.21 60.65 0.389 75.00 77.93 0.529 
THY 77.02 60.65 0.377 72.05 81.41 0.535 
GENAN2 62.99 62.40 0.254 58.23 76.86 0.351 
From the above table, using cutoff point 4/5 for neurotic items and 0/1 for psy-
chotic and behavioral items, gained very high sensitivity (above 80%) for lifetime 
symptoms but very low specificity (around 60%). While when we are applying 
the scoring method suggested by J.Ward (1998), although the sensitivity decrease 
around (75%) but the specificity increase to around (80%). The moderate sen-
sitivity and specificity comes to a reasonable results than before. Moreover, by 
comparing the Youden Index, the weighted Scoring Method expected to gain 
more informations than the Original Cutoff Method. 
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Chapter 5 
Conclusion and Discussion 
Data for this study is collected from an epidemiological survey of Shatin, Hong 
Kong completed in 1986. A two-phase design was employed using SRQ as the 
case screening instrument in the first phase. In our study, sex differences are 
obvious: the lifetime prevalence rates are significantly higher among women than 
among men. The trend is reversed in the USA study. 
There is no significant difference between EM algorithm approach and the 
logistic regression approach on the estimate of prevalence. Both study methods 
give us the same interpretation: the lifetime prevalence rates of depressive dis-
orders are relatively lower than that of generalized anxiety disorders. This is 
opposed to the situation of Taiwan stated by Chen et al. (1993) 
The SEM algorithm does not work when any one of the parameter estimates 
is one or zero and the inverse of 1丄9) does not exist but this problem does not 
exist when using the logistic regression approach. 
Moreover, the comorbidity of depressive episode and dysthymic disorder (male: 
4.59, female: 3.18), single episode and dysthymic disorder (male: 3.87, female: 
2.29), recurrent episode and phobic disorders (male: 3.19，female: 1.76), recur-
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rent episode and simple phobia (male: 3.16, female: 1.29), recurrent episode and 
Obessive compulsive (male: 2.23, female: 4.33)，dysthymic disorder and bereave-
ment (male: 3.74, female: -2.23), dysthmic disorder and agoraphobia (male: 2.96, 
female: 1.06) are significant difference between female and male. There is also a 
strong evidence that panic disorder and major depression occur in the same indi-
vidual over the lifetime, this is in agreement with previous studies in the general 
population of Andrade et al. (1994). 
Another objective of this study is to validate the use of SRQ as a screening in-
strument for psychiatric symptoms amongst Chinese population. The Weighted 
Scoring method can identify the important of individual SRQ items for each 
disorder. Based on the stepwise logistic regression models on depressive disor-
ders comparising of five categories, we find the following factors are important: 
headache problem (SRQ 1)，sleeping problem (SRQ 3), tension (SRQ 6), younger 
age, suicidal thoughts (SRQ 17), stomach problem (SRQ 19), more likely to be 
drug addicts (SRQ 30). Weighted Scoring method can improve the information, 
measured by Youden index, of screening. 
Our studies of depressive symptoms and disorders in Chinese community have 
shown that Chinese reported far less major depression than their Western coun-
terparts, which agree with chen et al. (1983). Furthermore, analysis involving 
recency variables with lifetime variables should also be considered. Besides the 
six disorders we have considered in our study and our technique can also apply 





1 Do you often have headaches? 
2 Is your appetite poor? 
3 Do you sleep badly? 
4 Are you easily frightened? 
5 Do your hands shake? 
6 Do you feel nervous, tense or worried? 
7 Is you digestion poor? 
8 Do you have trouble thinking clearly? 
9 Do you feel unhappy? 
10 Do you cry more than usual? 
11 Do you find it difficult to enjoy your daily activities? 
12 Do you find it difficult to make decisions? 
13 Is your daily work suffering? 
14 Are you unable to play a useful part in life? 
15 Have you lost interest in things? 
16 Do you feel that you are a worthless person? 
17 Has the thought of ending your life been in your mind? 
18 Do you feel tired all the time? 
19 Do you have uncomfortable feelings in your stomach? 
20 Are you easily tried? 
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SRQ Question 
21 Do you feel that somebody has been trying to harm you in some way? 
22 Are you a much more important person than most people think? 
23 Have you noticed any interference or anything else unusual with your thinking? 
24 Do you ever hear voices without knowing where they come from or which 
other people cannot hear? 
25 Is your memory so bad that you cannot cope with your daily life? 
26 Have you smoked daily for a month or longer? 
27 Do you feel that you are gambling too much? 
28 Do you have problem getting on with (teacher, boss, parents, family) or 
always have trouble with people or police? 
29 Do you need to repeat the same thoughts or perform the same action 
again and again? 
30 Have you had difficulties in not taking drugs or your intake is increasing? 
31 Have your had difficulties in not drinking or your intake of alcohol 
is increasing? 
32 Have you been fearful without reason that you have to avoid 
something or some situation, although you know that there is not real danger? 
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