In this paper, we construct CCRRS, complete coupling round robin schedules, for n teams each consisting of two pairs. The motivation for these schedules is a problem in scheduling bridge tournaments. We construct CCRRS(n) for n a positive integer, n 3, with the possible exceptions of n ∈ {54, 62}. For n odd, we show that a CCRRS(n) can be constructed using a house with a special property. For n even, a CCRRS(n) can be constructed from a Howell design, H (2n − 2, 2n), with a special property called Property P. We use a combination of direct and recursive constructions to construct H (2n − 2, 2n) with Property P. In order to apply our main recursive construction, we need group divisible designs with odd group sizes and odd block sizes. One of our main results is the existence of these group divisible designs.
Introduction
Suppose there are n bridge teams each consisting of two pairs (the two pairs are called teammates). A match is a triple (i, j, b) where pair i opposes pair j on a board b; here i and j are not teammates and "oppose" is an ordered relation. The problem is to schedule a tournament for the n teams satisfying the following conditions with a minimum of boards:
(i) Every pair must play against every other pair not on its team exactly once.
(ii) Every pair must play one match at every round. (iii) Every pair must play every board exactly once except for odd n each team skips two boards. (iv) If pair i opposes pair j on a board, then the teammate of j must oppose the teammate of i on the same board. (v) Every board is played in at most one match at a round.
A schedule satisfying these five properties is called a complete coupling round robin schedule of order n, a CCRRS(n). A schedule that satisfies only the first four properties is called a coupling round robin schedule of order n, a CRRS(n). In [29] , Hwang constructs CRRS(n) for every n 2. In this paper, we settle the more difficult problem; we construct CCRRS(n) for n a positive integer, n 3 except possibly for n ∈ {54, 62}.
For a complete discussion of the rationale for scheduling such a bridge tournament for a social bridge club with 2n pairs, we refer to [29] . We restrict our comments to the distinguishing property (iv): if p opposes q on board b, then the teammate of q must also oppose the teammate of p on board b. This format for a bridge tournament is called the team-of-four format; the basic unit of competition is a team formed by two pairs. A match consists of two opposing teams playing a set of boards twice, the first time pair 1 of team 1 opposes pair 1 of team 2, the second time pair 2 of team 2 opposes pair 2 of team 1. For each board, the scores from the two submatches are compared to determine not only which team wins that board, but by how much. A team wins if it achieves a greater sum over the set of boards. We note that in the team-of-four format a match between two teams is decided only by the play of the two teams and not by the play of any other team.
In a CCRRS(n), there are n teams and 2n pairs and so there are 2n(n − 1) matches. This means that there are n matches per round and therefore 2n − 2 rounds in the tournament. For n even, n matches can be played on each board so there are 2n − 2 boards used in the tournament. An example of a CCRRS(4) is displayed in Fig. 1 . The teams are {1, 2}, {3, 4}, {5, 6}, {7, 8}. There are 6 rounds of play and 6 boards used in the tournament. The columns of the array provide the rounds of play and the rows give the boards. For example, in round 1, pairs 1 and 3 play on board 1, pairs 6 and 7 play on board 2, pairs 4 and 8 play on board 3, and pairs 2 and 5 play on board 4. The rows provide property (iv) for the boards. For example, pair 1 opposes pair 3 on board 1 and pair 4 opposes pair 2 on board 1. Similarly, pair 6 opposes pair 8 on board 1 and pair 7 also opposes pair 5 on board 1.
The array in Fig. 1 is an example of a Howell design, an H (6, 8) [32] , with Property P. For n even, a Howell design H (2n − 2, 2n) with Property P can be used to construct a
CCRRS(n).
A Howell design of side s and order 2n, or more briefly an H (s, 2n), is an s × s array in which each cell is either empty or contains an unordered pair of elements from some 2n-set, say X, such that (1) each row and each column is Latin (that is, every element of X is in precisely one cell of each row and column) and (2) every unordered pair of elements from X is in at most one cell of the array.
It follows immediately from the definition of an H (s, 2n) that n s 2n − 1. At both extremes, the designs are well known. When s = 2n − 1, an H (2n − 1, 2n) is also known as a Room square of side 2n − 1. The spectrum of Room squares was completed in [39] . At the other boundary when s = n, if there is a pair of orthogonal Latin squares of order n, then there is an H (n, 2n). The spectrum of H (s, 2n) has been completely settled. A summary of this existence result can be found in [48] . [48, 50] ). There exists an H (s, 2n) for n 1 except for H (3, 4) , H (5, 6), H (2, 4) and H (5, 8) .
Theorem 1.1 (Anderson et al. [4], Stinson
In this paper, we are interested in H (2n − 2, 2n) with an additional property, Property P. We first note that the existence of H (2n − 2, 2n) was established by Schellenberg and Vanstone [44] . (Other special types of H (2n − 2, 2n) have also been studied; we refer to [33, 36] for information on these designs.) [44] ). For any even integer 2n − 2, 2n − 2 > 2, there is an H (2n − 2, 2n); furthermore, there is no H (2, 4).
Theorem 1.2 (Schellenberg and Vanstone
Let H be an H (2n − 2, 2n) defined on a set of cardinality 2n, V. H is missing precisely n pairs, G 1 , G 2 , . . . , G n which form a 1-factor of V. We say that H has Property P if whenever the pair {s, t} with s ∈ G i , t ∈ G j (i = j ) occurs in row k then the complementary pair {s , t } also occurs in row k where s = G i − {s} and t = G j − {t}. A necessary condition for the existence of an H (2n − 2, 2n) with Property P is n ≡ 0 (mod 2) (and thus |V | ≡ 0 (mod 4)). The design used to construct a CCRRS (4) in Fig. 1 is an H (6, 8) with Property P. In general, an H (2n − 2, 2n) with Property P can be used to construct a CCRRS(n) for n even where the rows are indexed by the boards and the columns give the rounds of play. We note that any design with Property P can always be ordered to provide Property (iv) for the tournament.
Lemma 1.3. If there exists an H (2n − 2, 2n) with Property P, then there is a CCRRS(n).
If n is odd, we can use a house of order n with Property CP to construct a CCRRS(n). In this case, there are 2n − 2 rounds of play and 2n boards. Since n is odd, only n − 1 matches can be played on each board and so each team will skip 2 boards. An example 12 34 of a CCRRS(3) is displayed in Fig. 2 . The three teams are {1, 2}, {3, 4}, and {5, 6}. Rows 3, 4, 5, and 6 describe the four rounds of play in the schedule. The columns give the boards that are played with the first two rows deleted. For example, in round 1 pairs 3 and 5 play on board 1, pairs 1 and 6 on board 3, and pairs 2 and 4 on board 6. It is straightforward to check property (iv) for the boards. For example, board 1 is played by pairs 3 and 5 in round 1 and pairs 6 and 4 in round 2. Note that team {1, 2} skips boards 1 and 2, team {3, 4} skips boards 3 and 4, and team {5, 6} skips boards 5 and 6. This array is an example of a house of order 3 with Property CP. Let n be a positive integer, and let V be a finite set of size 2n. Let G be a partition of V into unordered pairs, G = {G 1 , G 2 , . . . , G n }. A house of order n is a 2n × 2n array H which satisfies the following properties.
(1) Every cell of H is either empty or contains an unordered pair of elements of V. A house of order n is the even sided analogue of a Room square. The existence of houses of order n was established in [51] . [51] ). There is a house of order n if and only if n = 2 and n is a positive integer.
Theorem 1.4 (Stinson and Wallis
Suppose H is a house of order n defined on a set V with partition G where G = {G 1 , G 2 , . . . , G n }. Let H be the (2n − 2) × 2n array formed by deleting the first two rows of H. We say that H has Property CP if whenever a pair {s, t} with s ∈ G i , t ∈ G j (i = j ) occurs in column k of H then the complementary pair {s , t } also occurs in column k of H where s = G i − {s} and t = G j − {t}. So a necessary condition for a house of order n to have Property CP is n ≡ 1 (mod 2). The array displayed in Fig. 2 is a house of order 3 [51] with Property CP. In general, for n odd, a house of order n with Property CP can be used to construct a CCRRS(n). The last 2n − 2 rows give the rounds of play and the columns give the boards.
Lemma 1.5. Let n be odd. If there is a house of order n with Property CP then there is a CCRRS(n).
In the next section, we show that it is easy to construct houses of order n with Property CP for n odd. In Section 3, we describe both direct and recursive constructions for H (2n−2, 2n) with Property P. Our main recursive construction requires the existence of group divisible designs with both odd group sizes and odd block sizes. We first apply our constructions in Section 3 to produce H (2n − 2, 2n) with Property P for n even and then return to the existence of the special group divisible designs in Sections 4 and 5. Finally, we summarize our main results in Section 6.
CCRRS(n) for n odd
For any odd integer n 3, the original construction in [51] for a house of order n actually produces a house of order n with Property CP. For completeness, we indicate a sketch of this proof from [51] . In order to describe this construction we need some notation. Let C s denote the graph which is a cycle of length s. We form a graph C s [ We collect the columns of RR in groups of t so that RR has the following form: 
For 1 i n, column i is formed by adding i to each element in C 0 (modulo n). So each row of I except the first contains every element twice and therefore is a union of disjoint cycles.
We now take two copies i 1 , i 2 of each element i. Replace every cycle by a C s [K 2 ]-Room rectangle for the appropriate s, so that a cell i, j is replaced by the subarray RRij if RR is the Room rectangle to which the edge ij corresponds. For every i, replace the cell containing the singleton i by the 2 × 2 array,
It is straightforward to verify that the resulting 2n × 2n array is a house of order n (see [28, 51] ). The pairs in G are {i 1 , i 2 } for i = 0, 1, . . . , n − 1. Note that RRij is a 4 × 2 array which contains the pairs i 1 j 1 , i 2 j 2 in one column and the pairs i 1 j 2 , i 2 j 1 in the other column. So the resulting house has Property CP.
H (2n − 2, 2n) with Property P
In this section, we describe constructions for H (2n − 2, 2n) with Property P. A necessary condition for the existence of H (2n − 2, 2n) with Property P is n ≡ 0 (mod 2). We first note the existence of the two smallest designs. Lemma 3.1. There exist H (6, 8) and H (10, 12) with Property P.
Proof. An H (6, 8) with Property P is displayed in Fig. 1 and an H (10, 12) with Property P is displayed in Fig. 3 . The H (10, 12) is defined on the symbols , , 0, 0 , 1, 1 , 2, 2 , 3, 3 , 4, 4 . This H (10, 12) was constructed using a bicyclic starter-adder; so it is constructed from four 5 × 5 arrays.
Our direct construction for H (2n − 2, 2n) with Property P is a bicyclic starter-adder construction (see [36] ). For convenience, we describe this construction in the special form that we use rather than in its most general form. Let R = {{u i , v i } | i = 1, 2, . . . , m} be a starter in Z 2m+1 (see [12] ). We use four copies of R to describe a starter for an H (4m + 2, 4m + 4) defined on V = (Z 2m+1 × {0, 1}) ∪ { , }. First partition the set of pairs into two sets S 1 and S 2 so that
} where the second coordinate is taken modulo 2.
Next partition S i into two sets S i1 and S i2 so that
where
) is a set of m + 1 distinct elements of Z 2m+1 for i = 1, 2, j = 1, 2. The A ij are the adders for four 2m + 1 × 2m + 1 arrays. We say that
is a bicyclic starter-adder pair for an H (4m + 2, 4m + 4) with Property P.
Lemma 3.2.
If there is a bicyclic starter-adder pair for an H (4m + 2, 4m + 4) with Property P, then there is an H (4m + 2, 4m + 4) with Property P.
Proof. We use S ij and the corresponding A ij to construct a 2m
Then the array
is an H (4m + 2, 4m + 4) with Property P.
Lemma 3.3.
There exist H (2n, 2n + 2) for n = 7, 9, 11, 13, 17, 19, 23, 29, 37, 41, 43, 59, 67.
Proof. Bicyclic starters and their corresponding adders are listed in Table 1 for n = 7, 11, 19, 23. In each case, the set of elements is Z n ∪ Z n ∪ { , } and we used four copies of a skew-strong starter (see [12, 31] ). The missing pairs which give Property P are { , } and {{i, i } | i = 0, 1, . . . , n − 1}. For n ≡ 3 (mod 4), S 12 and S 22 are the complements with respect to Property P of S 11 and S 21 (respectively) and A 12 = A 11 and A 21 = A 22 . Bicyclic starters and their corresponding adders are listed in Table 2 for n = 9, 13, 17. In each case, the set of elements is Z n ∪ Z n ∪ { , } and the pairs which give Property P are { , } and {{i, i } | i = 0, 1, . . . , n − 1}. Bicyclic starters and their corresponding adders are listed in the Appendix for n = 29, 37, 41, 43, 59, 67.
Our first recursive construction uses a house of order n with Property P. Suppose H is a house of order n defined on a set V with partition G = {G 1 , G 2 , . . . , G n }. Let H be the (2n − 2) × 2n array formed by deleting the first two rows of H. We say that H has Property P if whenever the pair {s, t} with s ∈ G i , t ∈ G j (i = j) occurs in row k of H , then the complementary pair {s , t } also occurs in row k of H where s = G i − {s} and t = G j − {t}. A necessary condition for the existence of a house of order n with Property P is n ≡ 0 (mod 2). An example of a house of order 4 [51] with Property P is displayed in Fig. 4 . The partition G = {12, 34, 56, 78}. Let L 1 and L 2 be a pair of orthogonal Latin squares of order n defined on N. L will be the array of pairs formed by the superposition of L 1 and L 2 . We can write L so that the last column contains the pairs (i, i) for i = 1, 2, . . . , n. L xy will denote the array of pairs formed by replacing every pair (a, b) in L with the pair ((a, x), (b, y)). L xy can be written in the following form where B xy is an n × (n − 1) array and C xy is an n × 1 array.
We first use H 1 and H 2 to construct a (2m + 2) × (4m + 2) array, F, where H 1 is a 2m × (2m + 2) array, H 2 is a 2m × 2m array, and E is an empty square array of side 2. (Note that the first 2m + 2 columns of F contain the house H 1 .)
Next replace every pair (u, v) which is not a repeated pair in H 1 of F with the n × (n − 1) array B uv . Replace every pair (u, v) in H 2 of F with the n × 1 column C uv . Finally, replace the 2 × 2 array which contains the pair (x i , y i ) with the (2n − 2) × (2n − 2) array A i . (Empty cells in H 1 are replaced by n × (n − 1) empty arrays and empty cells in H 2 or E are replaced by n × 1 empty arrays.) Call the resulting array H.
H is a (2mn + 2n − 2) × (2mn + 2n − 2) array defined on N × V . Every element of N × V occurs once in each column of H and once in each row of H. There are n(m + 1) pairs which do not occur in H; these are of the form {(j, x i ), (j, y i )} for j = 1, 2, . . . , n and i = 1, 2, . . . , m + 1. It is straight forward to verify that every other distinct unordered pair in N × V occurs precisely once in H. This verifies that H is an H (2mn + 2n − 2, 2mn + 2n). H will contain as subarrays H (2n − 2, 2n) and an H (2m, 2m + 2) (as a copy of H 2 ).
We note that this construction is a generalization of a construction for Room squares with subsquares due to Stinson and Wallis [51] . If the Howell designs and the house all have Property P, then the resulting design will also have Property P. The most useful constructions for Howell designs with Property P use Room frames with Property P. Let V be a set of v elements. Let V 1 , V 2 , . . . , V n be a partition of V. A {V 1 , V 2 , . . . , V n }-Room frame F is a square array of side v which satisfies the properties listed below. We index the rows and columns of F by the elements of V.
(1) Each cell is either empty or contains an unordered pair of elements of V. 
The type of a {V 1 , V 2 , . . . , V n }-Room frame is the multiset {|V 1 |, |V 2 |, . . . , |V n |}. We will say that a Room frame has type t
The term frame was originally used for Room frames; for convenience, in this paper, we will use the terms frame and Room frame interchangeably.
Suppose that F is a {V 1 , V 2 , . . . , V n }-Room frame defined on a set V where |V | = 2m and |V i | ≡ 0 (mod 2) for all i. Let P i denote a partition of V i into pairs (i.e. P i is a 1-factor of V i ). Let G = {G 1 , G 2 , . . . , G m } denote the pairs in ∪ n i=1 P i . (So G is a partition of V into m pairs.) We say that F has property P if whenever a pair {s, t}, s ∈ G i , t ∈ G j (i = j ) occurs in row k, then the complementary pair {s , t } also occurs in row k where s = G i − {s} and t = G j − {t}. Note that if |V i | = 2, then P i = G i = V i . We illustrate these definitions with two examples. In Fig. 5 , we display a Room frame of type 2 5 with Property P. The Room frame of type 2 5 is defined on the symbols {0, 1, . . . , 9} and the partition P = G = {01, 23, 45, 67, 89}. The basic frame construction [48] for Howell designs can be used to construct designs with Property P. This construction is often called "filling in the holes". Proof. Let F be a {V 1 , V 2 , . . . , V m }-Room frame with Property P defined on a set V. Let P i denote the partition of V i into pairs used for Property P. The proof is the same as for Howell designs; we just need to be careful to define H (|V i |, |V i | + 2) with Property P so that the partitioning for Property P is P i ∪ { , } for this sub-design. The resulting Howell design is defined on V ∪ { , } with partitioning ∪ m i=1 P i ∪ { , } for Property P.
We will also use a variation of this construction which uses Howell designs which are missing as sub-designs Howell designs, see [13] . An H (s, s + 2) − H (w, w + 2) with Property P is an H (s, s + 2) with Property P which is missing as a w × w subarray, an H (w, w + 2) with Property P. 
with Property P. Property P is preserved by a number of the standard frame constructions. For example, the direct product [49] preserves Property P. 13 Proof. The proof is the standard direct product for Room frames [49] , we just need to describe the partitioning for Property P in the resulting frame. Suppose that the {V 1 , V 2 , . . . , V n }-Room frame with Property P is defined on a set V with G denoting the partition for Property P. Let F denote the resulting Room frame of type {m|V 1 |, m|V 2 |, . . . , m|V n |} with
. , m is a pair in the partition for Property P for the Room frame F.
Wilson's Fundamental Construction [52] modified for frames [49] also preserves Property P. In order to describe this construction, we need some additional definitions.
A group-divisible design (GDD) is a triple (X, G, B) where X is a set of points, G is a partition of X into groups, and B is a collection of subsets of X called blocks such that any pair of distinct points from X occurs either in some group or in exactly one block, but not both. A K-GDD of type g 
Theorem 3.10. Let (X, G, B) be a GDD, and let w : X → Z + ∪ {0} (w is called a weighting). Suppose that for each block B ∈ B, there exists a Room frame of type {w(x) :
x ∈ B} with Property P. Then there is a Room frame of type { x∈G w(x) : G ∈ G} with Property P.
Proof. The proof is similar to that of the Fundamental Construction for Room frames [49] . To verify Property P, let P x denote the 1-factor used for the group of size w(x) in each Room frame. Then ∪ x∈X P x will be the partitioning used for Property P in the resulting Room frame of type { x∈G w(x) | G ∈ G}.
In order to apply these constructions, we first need to construct some families of Room frames with Property P. The most useful Room frames with Property P are of type 2 n . Note that a necessary condition for the existence of a Room-frame of type 2 n with Property P is n ≡ 1 (mod 2). Theorem 3.11. Let n be a prime power, n 7, n = 9. Then there exists a Room frame of type 2 n with Property P.
Proof. If n is a prime power, n 7, n = 9, then there exists a strong skew starter of order n which is Latin square ordered, see [31] . We apply the skew Room square construction for Room frames of type 2 n (see [15] ) using the patterned starter to produce the rows of the resulting frame. Proof. We use the skew frames constructed in [35, Theorem 3.3] . Since the skew frames have sets of skew transversals, we can construct a new frame F which has as rows the skew transversals.
For skew frames of type 2 q , the skew transversals are generated by (S i + A i ) ∪ (S i + A i + (0, 1)) for i = 0 and i = 1. Thus, if a pair {(x, k), (y, l)} is in row r of F, then {(x, k + 1), (y, l + 1)} is also in row r of F. (The second argument is modulo 2.) Since the groups for this frame are {(i, 0), (i, 1)}, F has Property P.
To construct frames of type 4 q with Property P, we apply [35, Theorem 3.3] with n = 2. The groups for these frames are {(x, 00), (x, 11), (x, 01), (x, 10)} for x ∈ GF (q). For Property P, we pair these elements as follows: {(x, 00), (x, 11)} and {(x, 10), (x, 01)}. The starters for the skew transversals are: 
is a skew transversal for the skew frame. The rows of F will contain the skew transversals. To verify that F has Property P, we must check that if a row r of F contains the pair {(x, j ), (y, k)} then r also contains the pair {(x, j + 11), (y, k + 11)} where j and k are modulo 2.
By using PBD-closure [14] , we get the following result for frames of type 2 n with Property P. (For definitions and results on PBD-closure, we refer to [52] .) Theorem 3.13. Let n ≡ 1 (mod 2), n / ∈ {15, 33, 39, 51, 75, 87, 183, 195}. Then there exists a Room frame of type 2 n with Property P.
Proof.
Since there exist frames of type 2 q with Property P for q a prime power, q 5, we use the PBD-closure results from [5, 38] .
In order to apply our main construction, we also need some small Howell designs with Property P. Lemma 3.14. There exist H (2n, 2n+2) with Property P for n ≡ 1 (mod 2) and 3 n 51.
Proof. H (6, 8) and H (10, 12) with Property P are displayed in Figs. 1 and 2 , respectively (Lemma 3.1). Bicyclic starters and adders are used to construct H (2n, 2n+2) with Property P for n = 7, 9, 11, 13, 17, 19, 23, 29, 37, 41 and 43 (Lemma 3.3). Since there exist Room frames with Property P of types 2 k for k = 5, 7, 9, 11, 13, 17, we can use the direct product, Lemma 3.9, with m = 3 to construct Room frames with Property P of types 6 k , k = 5, 7, 9, 11, 13, 17. By filling in the holes (Theorem 3.7) with H (6, 8) with Property P, we construct H (2n, 2n + 2) with Property P for n = 15, 21, 27, 33, 39, 51. Similarly, we use the direct product with m = 5 and Room frames with Property P of types 2 5 and 2 9 and an H (10, 12) with Property P to construct H (2n, 2n + 2) for n = 25 and 45. For n = 35 and 49, we use the direct product with m = 7, Room frames with Property P of types 2 5 and 2 7 , respectively and an H (14, 16) with Property P. Finally, we use the house construction, Corollary 3.6, and pairs of mutually orthogonal Latin squares of sides 8 and 12 (respectively) to construct H (2n, 2n + 2) with Property P for n = 31 and 47. Proof. Bicyclic starters and adders are listed in the Appendix for n = 59, 67 (Lemma 3.3). For n = 57, 69, 87, we use the direct product (Lemma 3.9) with m = 3 and Room frames with Property P of types 2 19 , 2 23 , 2 29 , respectively and an H (6, 8) with Property P. The house construction, Corollary 3.6, is used with a pair of mutually orthogonal Latin squares of side 18 to construct an H (2n, 2n + 2) with Property P for n = 71.
For n = 73, we first need to construct a Room frame with Property P of type 4 6 . We use the complementary frame of type 2 6 from [34] and an HSOLSSOM of type 2 6 [9] together with the doubling construction for complementary frames (see [34, Lemma 4.6] ) to construct a Room frame with Property P of type 4 6 . (We use the symmetric orthogonal mate to provide Property P.) Next, we construct a {4, 5, 6}-GDD of type 6 5 5 1 as follows. We first use five mutually orthogonal Latin squares of side 7 to construct a resolvable 5-GDD of type 7 5 , then we delete a block to give a {4, 5}-GDD of type 6 5 , and finally we add 5 new elements using the resolution to give a {4, 5, 6}-GDD of type 6 5 5 1 . Since there exist Room frames with Property P of types 4 4 , 4 5 , and 4 6 , we apply Theorem 3.10 with w = 4 to construct a Room frame of type 24 5 20 1 with Property P. We use Corollary 3.8 and fill in the frame using an H (30, 32) − H (6, 8) with Property P (constructed using the direct product) and an H (26, 28) with Property P to construct and H (146, 148) with Property P.
The remaining four cases are done using the Fundamental Construction (Theorem 3.10) with w = 4 and Room frames with Property P of types 4 4 (Fig. 6 ) and 4 5 (Theorem 3.12) and Corollary 3.8. The GDDs come from truncating transversal designs [26] . We truncate one group to size 4 in a T D (5, 9) to construct a {4, 5}-GDD of type 9 4 4 1 . Similarly, we truncate one group in a T D(5, 12) to 2 and 4 (respectively) to construct {4, 5}-GDDs of types 12 4 (42, 44) , H (54, 56), and H (66, 68) with Property P insure that these designs contain as subarrays H (6, 8) with Property P. We now apply Corollary 3.8 with w = 6 to construct H (2n, 2n + 2) for n = 83, 103, 107, 137.
Our main construction is to use the Fundamental Construction, Theorem 3.10, with w = 2 and then fill in the holes of the resulting Room frame with Property P with Howell designs with Property P. We need the existence of group divisible designs with both odd group and odd block sizes. Since the proof of this result is complex and quite technical, we defer the proof of the existence of these GDDs to Sections 4 and 5 and state the result here. We are now in a position to construct H (2n, 2n + 2) with Property P. Theorem 3.17. Let n ≡ 1 (mod 2), n 3, n / ∈ N = {53, 61}. Then there exists an H (2n, 2n + 2) with Property P.
Proof. For n ≡ 1 (mod 2) and 3 n 51, there exist H (2n, 2n + 2) with Property P by Lemma 3.14. Let k = {k | k 5, k ≡ 1 (mod 2), k = 15, 33, 39, 51, 75, 87, 183, 195}. Since there exist Room frames with Property P of types 2 k for k ∈ K by Theorem 3.13, we can use the GDDs constructed in Theorem 3.16 to construct Room frames with Property P with hole sizes 2g for g ∈ G. We fill in the holes with the Howell designs constructed in Lemma 3.14. This produces H (2n, 2n + 2) with Property P for n 51 and n / ∈ M. Finally we use Lemma 3.15 to take care of n ∈ {57, 69, 71, 83, 87, 103, 107, 137}.
We note that if there exists an H (26, 28)−H (6, 8) with Property P then we can construct the remaining two cases. It is also possible that there are starter-adder pairs for these two cases since in each case n is prime and n ≡ 1 (mod 4).
In the next two sections, we prove the existence of the GDDs with odd block and odd group size, Theorem 3.16. Finally in the last section, we summarize our main results.
Preliminary results and constructions for GDDs
In this section, we collect some definitions, constructions, and existence results for group divisible designs. We will use these results in the next section to construct group divisible designs with odd group sizes and odd block sizes.
The main recursive construction that we will use is Wilson's Fundamental Construction for GDDs [11, 52] .
Construction 4.1 (Wilson [52]). Let (X, G, B) be a GDD, and let w : X → Z + ∪ {0} be a weight function on X. Suppose that for each block B ∈ B, there exists a K-GDD of type
A group divisible design (X, G, B) is called resolvable if its block set B admits a partition into parallel classes, each parallel class being a partition of the point set X. The existence problem for {3}-RGDDs was solved completely by Rees [40] . However, the existence problem for {4}-RGDDs is far from complete despite the efforts of many authors (see [16, [18] [19] [20] 22, 27, 30, 41, 43, [45] [46] [47] ). We summarize the known results as follows.
Theorem 4.2. The necessary conditions for the existence of a {4}-RGDD(h n )
, namely, n 4, hn ≡ 0 mod 4 and h(n − 1) ≡ 0 mod 3, are also sufficient except for Table 3 Open cases for v, 5, w * , 1 -PBDs with w 97 (h, n) ∈ {(2, 4), (2, 10), (3, 4), (6, 4)} and possibly excepting: and n ∈ {10, 70, 82}. 2. h ≡ 6 mod 12: h = 6 and n ∈ {6, 54, 68}; h = 18 and n ∈ {18, 38, 62}. 3. h ≡ 9 mod 12: h = 9 and n = 44. [2] , Abel and Ling [3] , Bennett et al. [6] , Bennett and Yin [8] , Ge et al. [17] , Hamel et al. [25] , Lick and Liu [37] Table 3 .
An incomplete group-divisible design (IGDD) is a quadruple (X, Y, G, B) where X is a set of points, Y is a subset of X (called the hole), G is a partition of X into groups, and B is a collection of subsets of X (blocks) such that (i) for each block B ∈ B, |B ∩ Y | 1, and (ii) any pair of points from X which are not both in Y occurs either in some group or in exactly one block, but not both.
is an IGDD in which every block has size from the set K and in which there are u i groups of size g i , each of which intersects the hole in h i points, i = 1, 2, . . . , s. We may also refer to this as a K-IGDD of type S, where S is the multiset consisting of u i copies of (g i , h i ), i = 1, 2, . . . , s. We will use the following construction for K-IGDDs (see, e.g. [42] ). To construct our K-GDDs from K-IGDDs we will use the following result (see [23, Construction 4.3] ). [23] A double group divisible design (DGDD) is a quadruple (X, H, G, B) where X is a set of points, H and G are partitions of X (into holes and groups, respectively) and B is a collection of subsets of X (blocks) such that (i) for each block B ∈ B and each hole H ∈ H, |B ∩ H | 1, and (ii) any pair of distinct points from X which are not in the same hole occur either in some group or in exactly one block, but not both. Not every DGDD can be expressed this way, of course, but this is the most general type that we will require.) Thus, for example, a modified group divisible design K-MGDD of type g u is a K-DGDD of type (g, 1 g ) u . A {k}-DGDD of type (g, h v ) k is a holey transversal design {k}-HTD of type h v and is equivalent to a set of k − 2 holey MOLS of type h v (see e.g. [11] ).
Construction 4.5 (Ge and Rees
We will also make use of the following simple construction, which was stated in [24] . Construction 4.7 (Ge et al. [24] Finally, we will make use of the following results.
Theorem 4.8 (Bennett et al. [6] , Ge and Ling [21] , Rees [41] ). A {5}-GDD of type g 5 m 1 exists if g ≡ 0 mod 4, m ≡ 0 mod 4 and m 4g/3, with the possible exceptions of (g, m) = (12, 4), (12, 8) , (16, 4) , (16, 12) and (24, 8) .
Theorem 4.9 (Bennett et al. [6, 7] [6, 7] [11, p. 199] . For v = 81, we have a TD (9, 9) . For v = 141, completing the parallel classes of a {4}-RGDD of type 9 12 to obtain a {5}-GDD of type 9 12 Proof. Take a {5}-GDD of type g 5 m 1 and adjoin e extra points using K-GDDs on g + e points to break up the groups of size g to obtain a K-GDD on 5g + (m + e) points with a group of size m + e and the other group sizes from the set G. Finally, break up the group of size m + e with a 'small' K-GDD if m + e / ∈ G. We list the order v, the parameters g and e and the group types of the input K-GDDs in Table 4 . For v = 547, 563, we have a {5}-GDD of type 8 6 and a TD (7, 8) . We also have a {5, 7}-GDD of type 8 6 4 1 on [11, p. 199] . Take a TD (7, 11) and give weight 8 to points in the first 6 groups and weight 0,4,8 to points in the last group. Add 11 extra points and fill in the holes with a TD(9, 11) to obtain {5, 7, 9}-GDDs of types 11 48 19 1 and 11 48 35 1 , as desired. For v = 643, take a TD (6, 29) and delete one block to get a {6}-ITD(28 + 1, 1). Give weight 4 to points in the first 5 groups and 15 points outside of the hole in the last group, and weight 0 to the remaining points. Add 3 extra points and fill in {7, 17}-GDDs of type 7 17 and a {5}-GDD of type 3 21 to obtain a {5, 7, 17}-GDD of type 7 80 3 20 23 1 , as desired.
By combining Lemmas 5.1-5.7, we have proved Theorem 3.16.
Summary
In this paper, we have determined the existence of CCRRS(n) with at most two possible exceptions for n. Theorem 6.1. For n a positive integer, n 3 and n / ∈ {54, 62}, there exists a CCRRS(n).
Proof.
For n odd and n 3, these designs can be constructed from a house of order n with Property CP, Theorem 2.2. For n even, n 4 and n / ∈ {54, 62, }, the schedules can be constructed from H (2n − 2, 2n) with Property P, Theorem 3.17.
In addition, we have shown the following result for group divisible designs with odd group and odd block sizes. Let G = {g | 3 g 51, g ≡ 1 (mod 2), g = 29, 37, 41, 43}, and let K = {k | k 5, k ≡ 1 (mod 2), k = . Then there exists a K-GDD on v points with group sizes from the set G. Note that this result is stated for our particular application. It can be improved by reducing the size of G. For example, there exist 5-GDDs of types 3 8 7 1 , 5 5 , 7 5 , and 9 5 ; so the group sizes in {25, 31, 35, 45} are not really needed in G. It would be of interest to know what the essential set of group sizes is for G, and similarly it would be nice to reduce the set of block sizes K to a small set of required block sizes. 
