operators, in this case, the divergence ٌи and the gradient ٌ:
INTRODUCTION
The main goal of this paper is the description and investi-This is the flux form of diffusion equation that is commonly used in the mixed finite-element method [7, 38] and is a gation of a new finite-difference algorithm for solving diffusion equations with rough coefficients on general logically natural form to use in the case of discontinuous K. In this paper, the support-operators method is extended so that rectangular grids. The algorithm is derived using the method of support operators [10, 30, 31] , which requires the flux operator K ٌ, rather than just the gradient ٌ, is used as a main invariant operator. This is particularly imthat the diffusion equation be written in terms of invariant portant for the case of discontinuous coefficients and is
It is important to note that all of the discrete operators are invariantly defined; that is, the definitions contain only closely related to the well-known [24, 36] harmonic averaging of coefficients commonly used for such problems.
coordinate invariant quantities like volumes, areas, and angles. This means that the discrete operators can be used The boundary conditions on ѨV are chosen to be of general mixed or Robin type, in any coordinate system by simply changing the formulas for these geometric quantities.
Once the basic setup for the support-operators method ͱ(K ٌu, n) ϩ Ͱu ϭ , (1.3) has been established, it is possible to use discrete analogs of continuum operator identities to show that the discretized where Ͱ, ͱ, and are given smooth functions on ѨV, n is problem shares many important properties of the original the unit outward normal to ѨV, and (и,и) is the standard continuum problem and, because of this, the difference scalar product of vectors. Only problems with solutions scheme is called mimetic [12, 30] . For example, the differthat are bounded in time are considered, so it is assumed ence scheme is conservative, and the discrete analog of that Ͱͱ Յ 0. Using the flux vector, the boundary condition Ϫٌ · K ٌ is symmetric and positive definite. Another imcan be written portant property is that the discrete divergence is equal to zero on constant vectors and the discrete flux operator is ͱ(w, n) ϩ Ͱu ϭ .
(1.4) zero on a function if and only if the function is constant. Moreover, the gradient operator applied to a linear funcAlso, the standard initial condition, u ϭ u 0 at t ϭ 0, is used. tion is a constant vector, which implies that the discrete
We are particularly interested in solving problems on Laplacian is exact on linear functions. The fact that only grids of the type that appear in Lagrangian fluid dynamics constants are in the null space of the flux operator is particcodes; that is, the grids are logically rectangular, which ularly important because, for schemes that do not satisfy means that, in two dimensions, the grids points can be this property, the highest-frequency mode on the grid is written as x(i, j), y(i, j), 1 Յ i Յ M, 1 Յ j Յ N, for typically in the null space of the discrete flux operator, and some positive M and N. Lagrangian grids are typically not then a noise filter is required, as in Margolin [21] . smooth because nodes of the grid are moving with the To consider general boundary conditions, the divergence fluid. In 1992, Morel, Dendy, Hall, and White in [22] give operator is extended to the boundary as the operator which a scheme that is very robust and which they claim is better gives the normal component of a vector. Now, if the definithan all other known schemes compatible with Lagrangian tion of the inner product for functions is extended to inhydrodynamics codes. One main result of this paper is that clude a boundary integral of the functions, then the approxthe performance of the algorithm presented here is as good imation of the boundary conditions is made consistent with as the Morel algorithm on smooth grids, and it is superior the approximation in the interior. This leads to the finiteon rough grids. In addition, the new algorithm performs difference scheme, where the discrete boundary conditions exceptionally well on problems with discontinuous coeffi-do not destroy the symmetry and positive definiteness of cients. The new algorithm has some additional advantages. the discrete analog of the operator Ϫٌ · K ٌ. For example, the linear equations that appear in the algo-
The basic discretization uses cell-centered values for the rithm always have a symmetric and positive definite coeffi-solution u and the parameters in the differential equation: cient matrix.
f, a, and K, which is consistent with standard Lagrangian codes. The fluxes are discretized using components which 1.1. Discussion and Background are projections onto the normals to the cell sides and are located at the centers of the cell sides. These components The finite-difference schemes are constructed using the support-operators method (see [10, 30, 31] ), which is a are chosen because they are continuous on the interface between two different materials, and as usual in Lagranmethod for constructing discrete analogs of invariant firstorder differential operators like the divergence and gradi-gian gas dynamics, it is assumed that the internal boundary between different materials consists of cell sides. ent. The main ideas behind this method is to require that the operators satisfy some discrete analogs of the well-
The discretization of the fluxes leads to a so-called compact approximation of the equation for the flux (1.2) known integral identities that relate the differential operators to their adjoints. The integral identities are easily de-(see, for example, [17] ). Usually, compact finite-difference schemes are used to obtain high-order approximations to rived from the divergence theorem and are closely related to conservation laws for the initial boundary-value problem differential operators. Here the compact differencing is critical for obtaining the mimetic properties. As is usual given by (1.1) and (1.3). We note that the terminology support-operators method is not a particularly good transla-for compact differencing, the discrete analog of the gradient will not be local. That is, the matrix corresponding to tion of the original Russian; perhaps, basic or reference operators would be better.
the discrete gradient is not banded. However, this matrix is the inverse of a banded matrix times a banded matrix, important to compute them accurately. In the case of smooth grids and conductivity, there does not seem to be just like for standard compact differences. In the case of an orthogonal grid, the discrete gradient becomes a local any overall advantage to the flux-based method. However, in the case of rough grids or rough conductivity, the fluxoperator.
There are two good solution strategies for the discrete based methods produce more accurate fluxes [6] . The nicest grids used in this study are generated using equations. A discrete analog of the flux form of the diffusion equation (1.2) will be a system of two equations for smooth mappings, so all of the cells are convex and look like mildly distorted rectangles. The nicest rough grids used two unknowns, the discrete temperature and the discrete fluxes. Now eliminate one of the unknowns between the are generated from a simple uniform grid by randomly moving the node by a small amount, but so that all the two equations. If the fluxes are eliminated, then a discretized diffusion equation for the temperature is obtained, cells are still convex. The next worse grids contain a few too many nonconvex cells. No grids with self-intersecting while if the temperature is eliminated, a discrete equation for the fluxes is obtained. For both approaches, the cells are used, but if the signed area of the cells are all positive, the method will still work. The method is very support-operators method produces a system of linear equations determined by a symmetric positive-definite robust for grids with convex cells, no matter how rough the grids. For grids with nonconvex cells, the only difficulty operator.
For the temperature-based algorithm, the operator for is that the iterative matrix solver may not converge. A modified algorithm that is less accurate but more robust the linear system is nonlocal, but can be represented as a product of a local operator and the inverse of a local opera-is introduced to compensate for this problem. In fact, the modified algorithm should be robust even for grids with tor, so it is possible to efficiently compute the product of a nonlocal operator times a vector. This can be used as the slightly self-intersecting cells. The coefficient matrix in the modified algorithm is always symmetric and positivebasis of an iterative method of solving for the discretized temperature. There are many iterative methods for solving definite, so that the convergence of iterative methods is ensured. For convex cells, the modified scheme coincides the discrete equations that only use the product of the matrix times a vector. For example, two-level gradient with the original scheme, so there is no need for special procedures to detect nonconvex cells during a compumethods and three-level conjugate-direction methods [27] . We have used the incomplete Cholesky conjugate gradient tation.
The discontinuities in the conductivity k, which are also method from the package NSPCG [23] (also see [14, 22] ). The effectiveness of this approach depends strongly on the called interfaces, that are considered are simple jumps along straight lines. The theory for interfaces only implies choice of a preconditioner, and there are some natural choices, such as an operator that corresponds to a finite-that the normal flux at such interfaces is continuous. It is to be expected that the tangential flux is not continuous. difference scheme with a local gradient. We do not have enough data and space to present a comparison of different All of the examples with an analytical solution that we know of in the literature have both the normal and tangeniterative methods, so this is left to a future paper.
For the flux-based algorithm, the equations can be re-tial flux continuous at any discontinuity and, thus, do not rigorously test algorithms for problems with discontinuous formulated so that the operator that must be inverted is symmetric, positive definite, and banded, so there are many conductivity. Consequently, we introduce a simple but important example due to J. Morel that has a solution with effective methods for this form of the algorithm. Once the fluxes are computed, there is an explicit formula for the discontinuous tangential flux. Any algorithm that is not accurate for this example is inadequate for our applicatemperature in terms of the fluxes. There is only one obvious disadvantage to this procedure; in 2D there are approx-tions.
The truncation errors for the divergence and flux operaimately twice as many unknowns than there are for more standard methods. However, the nice properties of the tor depend strongly on the smoothness of the grid. So, for the study of truncation errors, minimal smoothness matrices seem to easily compensate for this disadvantage. The structure of our operator is close to one considered in conditions similar to the conditions used in the theory of finite elements, are placed on the grids. In addition, the [22] , and one can use modification of the multigrid method described in [22] to invert our matrix. We use the flux-approximate solution may be compared to either the point values or the cell-averaged values of the exact solution, based method with a block Gauss-Seidel iteration method to compute the examples in this paper.
that is, the integral average and point projections of the exact solution. For the integral-average projection, the diIn many applications, the flux, and not the temperature, is needed. For example, to trace contaminants in porous vergence is exact. For the point projection, we show that for grids with minimal smoothness the truncation error for media flow, the Darcy velocities, which are just the fluxes, are what is needed. Moreover, the transport of the contami-the divergence is first order in the max norm and the truncation error for the flux operator is also first order in nants is sensitive to the accuracy of the fluxes, so it is a discrete vector L 2 norm. On a smooth grid, both operators
The scheme which gives numerical results closest to the support-operators scheme was proposed by Morel, Dendy, have second-order truncation error in the interior of the region in the max norm. In addition, the discrete gradient Hall, and White in [22] , where the authors claim that their scheme is the best of all known schemes for the problem is exact for linear functions for any grid, and discrete divergence is exact for constant vectors. All of the theoretical class they are considering. The main idea used in their scheme is to introduce additional discrete values for u on results were checked numerically. In fact, the theoretical results in this paper hold for general symmetric conductiv-the cell edges and then to use these values to write down additional equations which express the continuity of the ity matrices [13] .
An important property of the continuum problem is that fluxes on the edges. The authors of [22] mentioned some main disadvantages of their scheme: its solutions satisfy a maximum principal.We do not know of an algorithm which simultaneously preserves the sym-
• There are cell-edge unknowns in addition to the cellmetry of the Laplacian, is exact for linear functions, and centered unknowns. satisfies the maximum principle on general grids, even for smooth k. As expected, the support-operators method does
• The matrix to be inverted is not symmetric.
not have a maximum principal, but the violation of the • The matrix to be inverted can become ill-conditioned maximum principal is small and localized (see [32] ).
if the mesh is sufficiently distorted. Recall that when the conductivity matrix is the identity, the flux operator is the gradient and the diffusion operator The last disadvantage can be fixed using positive weights as in this paper, but then their scheme is not exact for is the Laplacian. Here is a summary of the main properties of the flux-based support-operators finite-difference linear functions. It is important to note that they may need this modification even when the cells are convex. Distorted scheme:
cells must be detected and treated specially. In our opinion,
• The scheme is conservative.
only the last two items in this list are real disadvantages,
• The finite-difference scheme is second-order accurate. and they are not present in the support-operators method.
There are many other methods of constructing approxi-
• The matrices that must be inverted to solve the discrete mations for diffusion equations, a few of which we mention problem are symmetric and positive definite for Dirichlet, here. Many schemes are based on the mapping method, Neumann, and Robin boundary conditions for any grid.
where the original equations are transformed to a general
• Material discontinuities are treated rigorously. curvilinear coordinate system, and then the resulting equa-
• All discrete operators are linear.
tions are approximated on a rectangular grid in curvilinear coordinates. For example, see Kershaw [14], Pert [25] ,
• The discrete flux operator is the negative adjoint of
Robertson [26] , or Shashkov and Steinberg [30] . Some of the discrete divergence. these ideas were also used by Morel et al. [22] . Usually
• The discrete diffusion operator is the composition of such schemes are only satisfactory for smooth grids. the discrete divergence and flux operators.
In a recently published paper [1] by van Beek, van
• The discrete diffusion operator is symmetric and posi-Nooyen, and Wesseling, the authors describe an algorithm tive definite. for discretizing the gradient on nonsmooth grids and men-
• The discrete divergence of a constant vector is exactly tioned that their aim is to provide a theoretical derivation zero on any grid. for the best scheme given in Bernard and Kapitza [2] . The main assumption made in [1] is that flux vector K ٌu is
• The discrete flux operator is exact on linear functions continuous; that is, both the tangential and normal compofor any grid.
nents of flux are continuous at interfaces. Unfortunately,
• The null space of the discrete flux operator is the for the problems which interest us, this continuity assumpconstant functions. tion is not valid. In Section 6, we present an example with
• On rectangular grids, all discrete operators reduce to discontinuous tangential flux, where the method from [1] a standard differencing. does not converge. We note that for many applications the method from [1] works well (see [37, 39] ). In particular,
• On rectangular grids, the treatment of discontinuous for all of the test problems presented in Section 6, where coefficients is equivalent to the usual harmonic averaging. the flux vector is continuous, the method from [1] works
• The construction can be used for the case of nondivery well, even for very distorted grids. Note that the exagonal symmetric positive-definite matrices with disconpression for the flux operator obtained in [1] is local and tinuous elements.
is exact for linear functions. However, the discrete divergence is not the negative adjoint of the discrete gradient, To our knowledge, no other scheme has been proposed with all of these properties.
and consequently the discrete Laplacian is not symmetric and in principle may not be positive-definite for very dis-to compute some examples. The beginning examples study the properties of the algorithm on rough grids, while the torted grids.
Another interesting approach, which is not related to latter look at the algorithm for discontinuous conductivity. In Section 7 possible extensions are described. the mapping idea, is presented by Margolin and Adams [20] and Margolin and Tarwater [21] , where the authors
PROPERTIES OF THE CONTINUUM PROBLEM
try to construct local discrete operators analogous to the divergence and gradient, which are negative adjoints of
The support-operators method requires that the fully each other and the gradient is exact on linear functions. discretized problem mimic the semidiscretized problem, They show that, in general, this is not possible. The authors the problem where time, but not space, has been discretof [21] use an original idea involving the use of some ized. The analysis will be performed for the fully implicit nonlinear conditions related to the direction of the graditime discretization, but the ideas extend easily to other time ent, which makes it possible to find a discrete gradient discretizations. The case of Dirichlet boundary conditions with the required properties. However, this means that the must be analyzed separately, but is easy, so the following discrete gradient depends weakly on the scalar field as discussion is restricted to the case where ͱ in (1.3) is not well as the geometry of the mesh. Also, they compute the zero at any point on the boundary, in which case we choose gradient at the nodes, which leads to spurious modes in ͱ ϭ Ϫ1 and then it is assumed that Ͱ Ն 0. The first task the null space of the discrete gradient and, consequently, is to write the diffusion equation and the flux form of the the need to use a special filtering procedure to remove diffusion equation in terms of abstract operators on inner these modes from the solution. Also, it is not clear how product spaces and then to enumerate the important propwell this algorithm will work for the case of discontinuerties of the abstract operators. As long as it does not ous coefficients.
cause any additional work, the case of general symmetric A finite-element scheme using a nodal discretization of conductivity matrix K will be considered. However, the the scalar field is given by Shestakov, Harte, and Kershaw main applications are to the case of a diagonal matrix [33] . As mentioned in [22] , finite-element methods do not K ϭ kI. require a smooth grid, but the nodal discretization can cause considerable difficulty in coupling such schemes with 2.1. The Abstract Operators standard Lagrangian hydrodynamic codes. For a general discussion of using the finite-element method in the frame-
The fully implicit semi-discretization of the diffusion work of Lagrangian methods, we refer the reader to [22] . equation (1.1) and the boundary conditions (1.3) gives This paper is arranged as follows. In Section 2, the diffusion equation is discretized in time but not in space, and a u nϩ1 Ϫ u n ⌬t Ϫ ٌ · K ٌu nϩ1 ϭ f, onV, (2.1) then this problem is written in terms of abstract operators corresponding to the divergence combined with the normal (K ٌu nϩ1 , n) ϩ Ͱu nϩ1 ϭ , on ѨV, derivative boundary operator and the flux operator. The integral and symmetry properties of these operators illumiwhere the index n corresponds to time level t n ϭ n ⌬t and nate the properties that must be preserved when the finiteu n ϭ u(t n , x, y). It is assumed that a, K, f, Ͱ, and are difference scheme is constructed. The grid, the discretizafunctions of coordinates and time, but because the main tion of scalar and vector functions, and the inner products goal is to study the spatial discretization, the time index and related spaces of discrete functions are introduced in on these functions is suppressed. Equation (2.1) can be Section 3. In Section 4, these structures and the supportwritten in the operator form operators method are used to construct the discrete divergence and a discrete flux operator. Both scalar and flux-
2) based algorithms for solving the diffusing equations are described. The operators are written out in detail for a where the operator A is given by rectangular grid.
The theoretical properties of the support-operators algorithm are discussed in Section 5. The truncation error is
3) investigated for the discrete divergence and flux operators, for both smooth and general grids. In addition, the null space of the discrete flux operator is investigated and a and where the right-hand side of the previous has the form relationship between the null space of the flux operator and conservation is presented. Finally, we show how to make the algorithm robust when there are nonconvex cells
, on ѨV.
(2.4) in the grid. In Section 6, the flux-based algorithm is used The flux form of the diffusion equation (1.2) and the
Properties of the Abstract Operators boundary conditions (1.4) can be equivalently discretized
The support-operators method requires that we choose in time as a prime operator, a derived operator, an integral identity connecting the prime and derived operator, a discretization of the prime operator, and discrete analogs of the above inner products. The divergence ٌи is chosen as the prime
(2.5) operator and it will be discretized using an analog of the divergence theorem
This can be written in the operator form
(2.14)
Previously, the gradient was always chosen as the derived operator, but we now choose it to be the flux operator where the operators G, D, and ⍀ are defined by K ٌ. The required integral identity is Gauss' theorem written in the form Gu ϭ ϪK ٌu, onV, (2.7)
The definition of the operator D, the formulas (2.11)
(2.9) and (2.12) for the inner product, and integral identity (2.15), which connects ٌи and ٌ, give (Dw, u) H ϭ (w, Gu) H which implies that G ϭ D*. Also, the divergence property Eliminating the flux from (2.6) shows that (2.14) is equivalent to (Dw, 1) H ϭ 0, where 1 is the constant function with value 1. Because it is assumed that a Ͼ 0 A ϭ ⍀ ϩ DG.
(2.10) and Ͱ Ն 0, it follows that ⍀ ϭ ⍀* Ն 0. If it is assumed that Ͱ Ͼ 0, then ⍀ Ͼ 0. In summary, The inner-product space (Hilbert space) H is the closure of scalar functions u that are smooth on the closure of V (Dw, 1) H ϭ 0, (2.16) using the inner product and if Ͱ Ͼ 0, then
while the inner-product space H is the closure of the vector and because functions w that are smooth on the closure of V using the inner product
12) it follows that
Because matrix K is symmetric and uniformly bounded A ϭ A* Ͼ 0. (2.19) above and below, then so is K
Ϫ1
. This implies that (и,и) is, in fact, an inner product, even if K is not continuous. Such These are the important properties of the continuum operweighted inner products also naturally appear in mixed ators that the fully discretized operators should mimic. finite-element formulations (see, for example, [7, 38] ). Now Because the properties of A follow from the properties of the domains and ranges of the abstract operators can be ⍀, D, and G and the definitions of the inner products, the given precisely:
goal of the support-operators method is to build discrete analogs of the operators ⍀, D, and G and the inner products that satisfy an analog of (2.17) and (2.16).
Forms of the Semidiscretized Diffusion Equation
The semidiscretized diffusion equation can be written in three useful forms: as a system of first-order equations, as a second-order equation for the temperature; or as a second-order system for the fluxes. The system for the fluxes is very useful for computations. The first-order system (2.6) is the abstract form of the diffusion equation (1.1) is obtained:
to the cell side. Also the spaces of discrete scalar and vector functions and their inner-products are introduced. The imOn the other hand, if u is eliminated, then an equation for portant explicit formulas for the inner-products are given the flux at the new time level is obtained:
in a form useful for characterizing the matrices generated by the discretization.
It is straight forward, but requires a lengthy exposition, to extend the ideas in this paper to three-dimensional grids. The results in the previous section imply that A ϭ However, because the two-dimensional geometry is a sim-A* Ͼ 0 and B ϭ B* Ͼ 0 so both the equation for u and plified model of the three-dimensional geometry, most of the one for w have nice properties. It is important to note the terminology used in the discretization come from the that the boundary conditions are included in the definitions three-dimensional setting. For example, the area of a 2D of the operators and the spaces of functions in a natural cell corresponds to the volume of 3D cell, the length of a way. In addition, the conservation law for u follows from side corresponds to the area of a face, and the center of the second equation in (2.20), because an edge of a cell corresponds to the center of a cell face, which explains some of the notation in the cell in Fig. 1 .
A logically rectangular grid can be interpreted as a grid which is formed by the intersections of the coordinate lines but then the divergence property (2.16) gives of some curvilinear coordinate system x ϭ x(, ), y ϭ y(, ), where and are the curvilinear coordinates.
Then the coordinate lines are given by varying while is constant, and varying while is fixed. In three dimenand then the definition of F implies that sions, with curvilinear coordinates , , and , one coordinate surface is given by constant while and vary, so (⍀u
this surface is best labeled by . When this setup is projected into two dimensions, this surface becomes the curve with
constant and varying, so this curve is labeled with , which explains more of the notation in Fig. 1 . An extensive discussion of these points can be found in Chapter 2 of which is the equivalent to the standard conservation law. By definition, a logically rectangular grid can be indexed
THE GRID AND SPACES OF DISCRETE FUNCTIONS
in exactly the same way as a rectangular grid. That is, if M and N are positive integers, then the (i, j ) node of the This section describes the grids used in this paper, along with the discretization of scalar and vector functions. grid is (
, Scalars are discretized at cell centers, while the components of the discretized vectors are located at the center of the and (i, j ϩ 1) is called the (i, j ) cell (see Fig. 1 ). The area of this cell is denoted by VC (i,j ) (V is for volume in 3D). cell sides and are the components in the direction normal parameter a and the matrix parameter K appearing in the diffusion equation are discretized in the same way as u, except their values on the boundary are not needed. The scalar functions Ͱ and that appear in the boundary condition use the same discretization as is used for u on the boundary.
Vector functions are discretized using components which are the orthogonal projections on the directions perpendicular to the sides of the cells (see Fig. 2) , 
where W (i,j ) is the component at the center of side with The length of the side of the (i, j ) cell that connects the vertices (i, j ), (i ϩ 1, j ) and W (i,j ) is the component at vertices (i, j ) and (i, j ϩ 1) is denoted S (i , j ) (this is the the side with vertices (i, j ), (i, j ϩ 1). Now the 3D analog curve with constant), while the length of the side that for cells with planar faces helps clarify what is going on; connects the vertices (i, j ) and (i ϩ 1, j ) is denoted S (i,j ) . vectors in 3D are discretized using components that are The angle between any two adjacent sides of cell (i, j ) that normal to the faces of the 3D cells and located at the center meet at node (k, l) is denoted
is of the face. Therefore, if a face is given by constant, then displayed in Fig. 1) .
the normal to this face is labeled with W. The methods described in this paper have provably good properties and work well for general convex cells. In Sec-3.2. The Natural Inner Products tion 6, grids with nonconvex cells and even cells with selfNow, to proceed with the support-operators method, the intersecting sides are considered. Naturally, as the types discrete scalar and vector functions must have an inner of cells allowed become more general, the algorithm ceases product which is called the natural inner product. The to have some important properties, but it can still produce space of discrete scalar functions is labeled HC, and a good results.
natural analog for the continuum inner product (2.11) is To study truncation errors or convergence rates, some mild smoothness assumptions are placed on the grid. If
then h is used as a small parameter which characterizes the density of the grid. It is assumed that there exists constants C 
It is clear that the inner product is symmetric, (U, V ) HC ϭ (V, U ) HC , and that if all volumes VC (i, j) and The discrete analog of scalar function u is a cell-centered discrete scalar function U (i,j ) (see Fig. 2 ), where the indices lengths S (i, j) , S (i, j) are positive, then (U, U ) HC Ն 0 and (U, U ) HC ϭ 0 if and only if U ņ 0, so the inner product vary in the same range as for the cells VC (i,j ) . The treatment of the boundary conditions requires the introduction of is properly defined.
The space of vector functions is labeled HS, and a natural the values of the scalar function on the centers of the boundary segments, that is, U (0, j ) , U (M, j ) for j ϭ 1, ..., inner product, which is the analog of the continuum inner product (2.12) is N Ϫ 1 and U (i,0) , U (i, N ) for i ϭ 1, . .., M Ϫ 1. Also, the scalar where the V [32] that to obtain a first-order approximation for the gradient operator it is necessary that the weights V (i, j) (iϩk, jϩ l) are one half of the area of the triangle in cell (i, j) which contains the angle at node (i ϩ k, j ϩ l ), divided by the volume of the cell. Using the cosine theorem, it is easy to prove that expression (3.7) satisfies the properties of an inner product and, in particular, (A, A) (i, j) Ͼ 0 if A ϶ 0.
The Formal Inner Products
For the computation of adjoint relationships and the entries of the matrices corresponding to the discretized operators, the formal inner products, [и,и] in the spaces of scalar and vector functions are introduced. In space HC,
where (и,и) (i, j) is an inner product associated with a cell and
is the value of k(x, y) at the center of the cell (i, j).
This inner product will be proper, provided that k (i, j) Ͼ 0 and VC (i, j) Ͼ 0, which are assumed, and if the cell inner product is properly defined. Note that we have used, in a
, critical way, the assumption that K is diagonal, if it is not, then the expression for the inner product is much while in space HS, more complicated.
As the components of vectors are not located at the same point (not co-located), the definition of the inner
(3.9) product is a bit involved. To define the inner product of two vectors in a cell, first a formula for the inner product
. of two vectors with co-located components is given in terms of their components perpendicular to the cell sides (see Fig. 3 ). Thus, suppose that the and axes form a nonThen the relationships between natural inner products and orthogonal basis system and that is the angle between the formal inner products have the form these axes. If the unit normals to the axes are n and n, then the components of the vector W in this basis are the (A, A) and B ϭ (B, B) , then the expression for ucts gives their inner product is 
(iϩk, jϩl) . The natural cell inner product is a symmetric analog of (3.6),
where the constants depend on the upper and lower bounds for k and the geometric properties of the cell. The formulas for the constants confirm that if all cells are convex, then the inner products are positive definite. For highly distorted nonconvex cells, it is easy to construct discrete scalar or vector fields for which the inner products will have negative values. Thus a modification of the definition of the inner product which ensure that these operators are positive in the case of nonconvex grids is presented in The operator S can be written in block form:
Section 5.
(3.14)
FINITE-DIFFERENCE SCHEME
Following the method of support-operators, the diverThen a comparison of formal and natural inner products gence is chosen as the prime operator and then discretized gives using an analog of the divergence property (2.14). Next, the discretization of the flux operator is derived. These discrete operators are then used to discretize the various
A (i, j) , forms of the diffusion equation, and then some properties of these discretizations are derived. All of the objects studied in this section are particularly simple on rectangular grids, so in the final subsection they are all written out in 15) 
The Prime Operator or the Divergence
The analog of the abstract operator, D, which is defined
in (2.8) and is the divergence in the interior of the region, and the normal component of a vector on the boundary, is labeled D, and is the prime discrete operator. On the
interior of the region, it is j) ) (4.1) Actually, these formulas are valid only for the interior nodes: i ϭ 2, ..., M Ϫ 2; j ϭ 2; ..., N Ϫ 2; but it is possible ϩ ( which is called the divergence property of the discrete 4.3. The ⍀ Operator divergence D and is the direct analog of the divergence The discrtete form for ⍀ (2.9) is property (2.16) for the continuum operator.
The Derived or Flux Operator
10) The derived operator G is called the discrete flux operator and is the analog of the continuum flux operator G ϭ
The operator ⍀ is symmetric and because ⍀ and M are ϪK ٌ and is defined by G ϭ D *, where the adjoint is diagonal, ⍀ M ϭ M ⍀. It is assumed that a Ͼ 0 and taken in the natural inner products. As will be seen, for Ͱ Ն 0, so ⍀ Ն 0. In addition, if both a and Ͱ are bounded nonorthogonal logically rectangular grids, this operator is below by c and above by C, then ⍀ is bounded below not banded. However, this operator can be expressed as and above: a product of a banded and an inverse of a banded matrix, a fact that is important for the numerical algorithms. Recall 
(4.5) If the flux is eliminated from (4.12), then the fully discretized form of the diffusion equation (2.21) is obtained: The formal adjoint D † of D is defined to be the adjoint in the formal inner product, so 
Here it is assumed that ⍀ is positive definite. The operators A and B have nice symmetry and posiand then the discrete analog of operator G is given by tivity properties. In the natural inner product
which makes it clear that A is symmetric and positive, and Note that, in general, S is banded and consequently S Ϫ1 positive definite if either ⍀ or G is positive definite. Next, is not usually banded so that G is not usually banded. That is, G has a nonlocal stencil. Also, when the diffusion
HC , (4.16) coefficient k is not constant, then it is not possible to write G as the product of a discrete diffusion coefficient times and then it is clear that B is symmetric and positive definite a discrete gradient.
if ⍀ is positive definite. Summation by parts applied to the left-hand side of Unfortunately, both A and B are nonlocal whenever (4.6) gives G is nonlocal. There is a way of rearranging the computation of A , as shown later, so that A U can be computed efficiently. This allows the use of a large class of iterative
ͪ , (4.9) solvers in the numerical algorithms. In the case of B , note that
S is the product of an inverse of a banded matrix and a banded matrix.
The structure of B is related to the notion of compact finite-difference schemes that are widely used on 1D and 2D on rectangular grids (see, for example, [3, 17, 16] ). To see this, note that the discrete fluxes can be written as
and, then, applying the operator S to both sides of this (4.18) Equation (4.19) can be written in components as
As above, S and D †M are banded, so this is a standard
1 , (4.21) form for a compact representation of the fluxes. The main difficulty in arranging this equation for an efficient solution is that G is to the right of D in the formula
1 , (4.23) for A . However, many iterative algorithms only require
(4.24) an efficient way of multiplying by the operator A , and this can be implemented in a reasonable way. To compute A U, To compute W (sϩ1) from 4.23 or W (sϩ1) from 4.24, a reintroduce the flux W ϭ G U and note that W satisfies tridiagonal system of equations must be solved, which can Eq. (4.18), S W ϭ D †M U, which can be solved for W be done using direct methods. After the fluxes W nϩ1 are using standard methods because S is banded, symmetric, computed, the temperature is computed using the exand positive definite. Then A U ϭ ⍀U ϩ W. Note that plicit formula this approach requires the computation of the fluxes as an intermediate step so we will turn to a flux-based algorithm and not pursue this approach any further.
).
(4.25) In the second case, as observed before, B is nonlocal, but since SB is local, combine Eq. (4.14) multiplied by Also, note that by multiplying Eq. (4.25) by ⍀ and using S , and (4.18) to get the divergence property (4.3) gives
which is convenient for computation; in particular, (4.19) which is a discrete conservation law analogous to the conhas a local stencil. To see the properties of the coefficient tinuum conservation law (2.24). It is important to note that matrix of (4. 16) and (4.11) . Thus the coefficient matrix is symmetric and positive definite.
(see [28] ).
Discrete Operators on a Rectangular Grid

PROPERTIES OF THE ALGORITHM
One can see more about the relationship between the In the support-operators setting, the errors in approxisupport-operators discretizations and other discretizations mating the divergence and gradient are checked first, and by looking at rectangular grids: S (i, j) ϭ ⌬y; S (i,j) ϭ ⌬x; then these results are used to study other operators. There VC (i, j) ϭ ⌬x ⌬y; sin( (i, j) (k,l) ) ϭ 1; and cos( (i, j) (k,l) ) ϭ 0. The are two natural notions of truncation error: one for point formula for the divergence, DIV ϭ D , on the interior of values and one for averaged values. The truncation error the grid, is then is estimated both for general grids (those satisfying assumptions (3.2)) and smooth grids, for which there is a smooth transformation (x(, ), y(, )) from the unit square in (DIV W) ( 
⌬x (4.27) the logical space (, ) to the region V, so that
which is a natural discretization for rectangular grids.
, In this simple situation, Eqs. (3.15) and (3.7) imply that 1 Յ i Յ M, and 1 Յ j Յ N (for details see [15] ). the flux W ϭ G U in the interior can be written as Because G is given by one-sided differences on the boundary for orthogonal grids, the local truncation error 28) on the boundary cannot be more than first-order accurate. Thus the accuracy of G is only estimated in the interior of the region. The operator D is the normal component of
(4.29) flux on the boundary and hence is exact. When the conductivity k is variable, it is not possible to isolate a gradient in the discrete flux operator G . However, when k ϭ 1, then Thus, this form of the support-operators approach leads the gradient is defined by GRAD ϭ G for both the interior to the well-known harmonic average for the coefficient k and boundary. (see [24] ). On the boundary, the fluxes are given by oneThis section is completed by checking some other sided differencing. For example, on the left boundary, important properties. The null space of the discrete flux operator or gradient is particularly important; if the flux
(4.30) operator applied to a function or the gradient of a function is zero, then the function is a constant. Finally, the properties of the discrete operators are studied on The formulas on the remaining parts of the boundary very distorted grids. are similar.
In this section, we give the definitions of the various To find the discrete analog of ٌ · k ٌ, introduce the no-truncation errors and summarize the results for these ertation rors. The proofs are lengthy Taylor series calculations and are given in detail in [32] .
, (4.31)
Truncation Error
for the harmonic averages of k, and then in the internal Let p h : H Ǟ HC be a projection operator from the space cells, the discrete analog of ٌ · k ٌu is of continuous scalar functions to a space of discrete scalar functions, and let P h : H Ǟ HS be a projection operator from the space of continuous vector functions to a space of discrete vector functions, where h estimates the size of
⌬x ⌬x (4.32) the largest cell in the discrete grid. Then the truncation error for the divergence, gradient, and Laplacian are given by
3) which is a standard five-cell approximation on a rectangular grid. 2 for scalar functions are given by when the integral-average projection (5.2) is used: j) ), (5.5) For point projections, the truncation error is , j) and (x c , y c ) is the geometric center of a cell. Note that so the divergence has the first-order truncation error in the maximum norm.
6) It is also easy to check that because point values are first-order approximations of DIV P 1 h (C) ϭ 0; (5.14) averages (see [32] ).
that is, DIV of a constant vector is equal to zero.
Projections for Vectors
For smooth grids (5.1) and point projections, the estimate of the truncation error for the divergence can be The integral average P 1 h and the point projections for improved to second order in the maximum norm: vectors are
This is done by writing the divergence in general coordinates, writing the discrete divergence in an analogous form, and then comparing the various parts of the two expreswhere the components of the integral average projection sions (see [32] for the details). are the integral averages of the normal component of the vector over the cell sides: 5.
Truncation Error for the Flux Operator and the Gradient
For general grids satisfying (3.2), the point-projection
truncation error for the flux operator,
, is first-order accurate in the mean-square norm, and the components of point projection for a vector are ʈ
(5.17) given by the values of the normal component of the vector at the middle of the sides of the cell:
The proof of this result also shows that for u linear 2 G (u) ϭ 0. For smooth grids, the previous estimate can (
where on the interior of the grid. The proof of (5.17) requires a detailed analysis of the geometry of a cell and thus is rather lengthy. The proof of (5.18) is similar to the analogous
, (5.10) result for the divergence. A proof of both results, when K is the identity, is given in [32] . The extension to the case of smooth variable diffusion coefficient k is straightfor-
(5.11) ward, but lengthy.
Note that (5.17) can be used to show that the algorithm is first-order accurate in the integral norm by standard energy methods; see [34] . Also, note that Eq. (4.18), which gives the relationship between the fluxes and the temperature, is S W ϭ D †M U. A key point in the proof of (5.17) is to show that S 2 GRAD is third order, which then implies that
which is an analog of (4.18). The previous equation has a simple geometric meaning. The right-hand side of the equation is an expression which is proportional to the directional derivative in the direction from the center of one cell to the center of another. Also on the left-hand side, The first formula above implies that U is constant in i, there is a combination of directional derivatives in direc-while the second implies that U is constant in j, so U is tions normal to the edges of the cell, but all of these normal constant. When the diffusion coefficient is constant, this derivatives are at different locations. becomes GRAD U equals zero if and only if U is a constant. The property that the null space of the discrete gradient 5.2. The Conservation Law and the Gradient GRAD contains only the constant functions, exactly as for of Constants the differential operator ٌ, is an important property for The action of the approximate divergence and gradient numerical schemes. There are many finite-difference and on constant and linear fields has a strong impact on the support-operator schemes that do not have this property, quality of algorithms, especially for the support-operators particularly those where vectors are co-located at the coralgorithm. In fact, the flux operator applied to constants ners of cells, as is the case in many Lagrangian codes. For giving zero is closely related to the conservation law for such schemes, typically the highest-frequency mode on the the divergence. Equations (4.4) and (4.8) show that grid is also in the null space of the discrete gradient, and then a special procedure for filtering noise from the solu-(D W, 1) HC ϭ (W, G 1) HS (5.19) tion is required, as in the method of Margolin [21] . The algorithm presented in this paper is provably correct fusion coefficient k is constant, then this is equivalent to for grids with convex cells. The numerics show that the GRAD 1 ϭ 0. By linearity, this is equivalent to the discrete algorithm produces good results for grids with non-selfflux operator or the gradient killing constants. The equiva-intersecting cells, including grids with nonconvex cells such lence of the divergence property of an operator to the as the boomerang cell shown in Fig. 6 , provided the iteraadjoint operator killing constants is one of the nice features tive solver converges. Nonconvex cells do cause trouble of this theory.
Severe Grid Distortion
for the iterative solver. The difficulty comes from the formula for the weights 5.3. The Null Space of the Discrete Gradient in the definition of the inner product of vectors (3.7) which also appear in the definition (3.15) of the operator S which There is another important property of the gradient: must be iteratively inverted. As noted just after Eq. (3.7), ٌu ϭ 0 implies that u is a constant. Because K Ͼ 0, this the weights in this definition are one half of the area of is the same as Gu ϭ Kٌu ϭ 0 implies that u is a constant.
the triangle which has its vertex at the point (i ϩ k, j ϩ l) The same holds for the discrete operators. To see this, and belongs to cell (i, j), divided by the volume of the cell. assume that G U ϭ 0 and recall that
For example, for both of the cells in Fig. 6 , the weight so that V
Sometimes it is desirable to use the algorithm presented D †M U ϭ 0.
(5.20) here with grids that have some severely distorted cells. This can be done by introducing new weights Then Eq. (4.9) gives
which are always positive, and consequently, no singularity grids many methods are comparable to the supportoperators method, but for rough grids or discontinuous exists in the formulas in the support-operators formulation. Formula (5.21) produces positive weights, even for grids diffusion coefficients the support-operators method is superior. with self-intersecting meshes, but where all cells still have positive total volume VC (i, j) . For convex cells, the areas
The asymptotic error E h on a grid of M ϫ N nodes is estimated by of all triangles are positive and the sum of their areas equals twice the area of VC (i, j) , so these formulas give the same values as the original formulas. For grids with ʈE h ʈ ϭ Ch q ϩ O(h qϩ1 ), (6.1) nonconvex cells, the new weights produce an S that is symmetric and positive-definite, and thus the iterative where h ϭ max͕1/(M Ϫ 1), 1/(N Ϫ 1)͖, q is the order of solver is stabilized. The numerical examples show that the truncation error, the convergence-rate constant C is the results of the stabilized algorithm are reasonable.
independent of h, and ʈ · ʈ is some norm. In the numerical Clearly, if the weights are defined by (5.21), then the finiteexamples, the asymptotic errors were evaluated on a sedifference scheme is no longer exact for linear functions quence of grids with h, h/2, h/4, ... and then the order of if there are nonconvex cells in the grid.
convergence q is estimated by q Ȃ log 2 ʈE h ʈ/ʈE h/2 ʈ . The It is important to note that for hourglassing, the mesh exact solution is discretized using the point projection opis still convex, so the algorithm presented here is not sensierator (5.5). The convergence rates can be estimated using tive to this distortion as is the one presented in [22] .
both the maximum norm, There is an alternative approach-subdivide the nonconvex cells into triangles with positive volumes and then introduce the values of U at the centers of each triangle
, and an additional flux on their common boundaries. Since this procedure requires special differencing for each nonand the mean-square norm, convex cell and, also, is not fully compatible with Lagrangian hydrodynamics, where there is just one U per cell, the details are not presented here.
VC (i, j)ͪ , First, the algorithm was tested on smooth grids to confirm its second-order convergence rate (see [32] for details). In 1992, Morel et al. [22] developed a scheme that where
is the solution of the finite-difference is applicable to the types of problems we are interested in scheme and u ϭ u(x, y, t) is the exact solution of the and show that it is better than all other known schemes given problem. that are compatible with Lagrangian hydrodynamics THE STANDARD TEST PROBLEM. The standard test codes. Thus, the first three examples compare the supportproblem is the diffusion equation in the unit square 0 Յ operators method to that of [22] . The first example shows x, y Յ 1. One-dimensional test problems are extended to that the support-operators method is better than Morel's two dimensions by changing the one-dimensional diffusion method on the highly irregular Kershaw grid. The second operator to a two-dimensional one. The symmetry of the example demonstrates a second-order convergence rate on heat equation and the boundary conditions will then imply random grids. The third example shows that the supportthat the solution is only one-dimensional. The equation to operator method is better than Morel's method on the be solved is the diffusion equation highly distorted Shestakov grid which has some nonconvex cells. The fourth example demonstrates the performance of the positive weights on a strongly nonconvex grid.
The last three examples check the performance of the 1 v
support-operators method on problems with discontinuous conductivity. The fifth and seventh examples have linear solutions, so the support-operators method is exact for where D is the diffusion coefficient, v is the capacity, and f is the source term. The notation is chosen to be consistent these problems, while the sixth example demonstrates a second-order convergence rate. The last example is excep-with Morel et al. [22] , where v is the particle speed and u is the intensity. tionally important as it demonstrates the accuracy of the support-operators method on a problem with discontinu-
The standard boundary conditions are that there is zero flux through the top and bottom boundaries and ous tangential flux at an interface. In summary, for smooth mixed or Robin boundary conditions on the left and oped here performs better than Morel's algorithm on the test problems from [22] . right boundaries:
The first test problem is given by (6.3) and (6.4) with v ϭ 300, D ϭ , and f ϭ 0, which has 1D linear steadystate solution u ϭ (x ϩ 2D)/(1 ϩ 4D). As in [22] , this
. (6.4) problem was solved on the Kershaw grid, which is shown in Fig. 7 . Because the support-operators scheme is exact for linear functions, it must, as it does, reproduce the steady-state solution exactly for any grid with convex cells. The standard initial condition is u(x, y, 0) ϭ 0. In some For M ϭ N ϭ 9, the lines connecting the cell centers and examples D is a function of the spatial variable, so it cannot the isolines of the solution, which must be vertical straight be moved outside of the derivatives.
lines, are shown in Fig. 7 . The scheme proposed in [22] Because of the symmetry of the problem, the isolines of the time-dependent solution must also be vertical some other algorithms known from literature. Therefore, we will show that the support-operators algorithm devel-straight lines. The isolines of the approximate solution at Table I , where the first column gives the algorithm, the second gives the number of grid points with N ϭ M, the next three columns give the maximum, meansquare, and the relative mean-square error, and the final three columns give the estimated orders of convergence.
The results for the support-operators method are very close t ϭ 0.01 are shown in Fig. 7 [22] for this problem.
converge on such grids.
The Shestakov Grid 6.2. Random Mesh Example
To complete the comparison with [22] , the results of the The second test problem is given by (6.3) and (6.4) computation of the stationary linear solution of Eq. (6.3) with v ϭ 300, D ϭ , and f ϭ Qx 2 with Q ϭ 1, which is on the Shestakov grid, which is shown in Fig. 9 , where by support-operators method, when the modified positive weights (5.21) are used, are also given in Fig. 9 . Recall that, in this case, the support-operators scheme is no longer a ϭ Q 6
(6.5) exact for linear functions. The isolines are significantly straighter for the support-operators method. The errors for both methods are shown in Table II . The errors show that the support-operators method is approximately As in Morel et al. [22] , this problem is used to demon-10 times more accurate in the max norm and approximately strate the accuracy of the support-operators algorithm as 20 times more accurate in the L 2 norm than Morel's a function of the mesh size on ''random'' meshes. An method. example is shown in Fig. 8 . This mesh was generated from a uniform orthogonal mesh by randomly displacing each interior node by 20% of the original cell width. Specifically, given an initial uniform cell width of w, each node is placed Results of the convergence tests on random grids are 
A Strongly Nonconvex
Grid not convex, that is, when some of the weights in (3.7) are not positive. The main drawback of the negative This test demonstrates the impact of using the positive weights is that the iterative method, used to solve the weights (5.21) in the inner product on the accuracy of system of linear equations, may not converge. The drawthe support-operators method. The tests are made using back of using a modified positive weight is that the the heat equation (6.3) and the boundary conditions method is no longer exact on linear solutions, while the (6.4) used in the first problem in this section and the advantage is that the matrix is positive definite and then grid displayed in Fig. 10 . Most of the cells in this grid many iteration methods will always converge. are nonconvex. The coordinates of the grid nodes are obtained by changing the coordinates of two nodes of the uniform 4 ϫ 4 grid as follows: x 2,3 ϭ ; y 2,3 ϭ ; 6.5. A Discontinuous Coefficient Problem x 3,2 ϭ ; y 3,2 ϭ . The isolines for the approximate
The diffusion coefficient D in the first problem, given solution for both the case of positive and the case of negative weights are shown in Fig. 10 , which shows that by (6.3) and (6.4), is now changed to a discontinuous using positive weights can lead to the loss of accuracy piecewise-constant function: in the case when there are many nonconvex cells, and the use of the negative weights gives a much better solution.
This test also shows that the support-operators method . with x ϭ is fixed, but the y coordinates of points on this line are changed randomly. As expected, the support-
The convergence analysis is presented in Table III , where operators scheme is exact for this problem; the isolines of the data is arranged as in Table I . It is clear that the the approximate solution are shown in Fig. 11 . Note that convergence rate is second order in both the max and Morel's method is also exact for this problem. continuous at any discontinuity. However, the theory for
The numerical experiments use a ϭ b ϭ c ϭ 1, k 1 ϭ , k 2 ϭ , and the smooth grid given by the transformation discontinuous coefficients only implies that the normal component of flux is continuous. In fact, it is to be expected that the tangential component of flux is not continuous, x(, ) ϭ ϩ sin(2ȏ) sin(2ȏ), as illustrated by the following simple (but important) examy(, ) ϭ ϩ sin(2ȏ) sin(2ȏ), ple by Morel.
For this example the diffusion constant is chosen as with ϭ 0.1. For this transformation, the grid line corresponding to ϭ 0.5 is a straight line and coincides with the interface. It is important that the transverse grid lines are not orthogonal to this interface.
The support-operators algorithm is exact for this problem because the solution is piecewise linear (see [32, 13] ). Many other algorithms will have difficulties with this problem. For example, the errors for the method of Beek, A solution that has the discontinuity in the tangential flux Nooyen, and Wesseling [1] are presented in Table IV . The at a discontinuity (interface) at x ϭ 0.5 is first column is the number of cells, the second and third are the max norm of the errors for the normal and tangential components of flux and the last column is the max error of the solution. It is clear from this data that the error in u(x, y) ϭ Ά a ϩ bx ϩ cy, x Յ 1 2 ,
the solution is essentially independent of the number of nodes. Thus, this method cannot be used for problems which involve strongly discontinuous media and nonorthogonal grids. This solution and its normal component of flux are continuThis lack of convergence is due to an unremovable error ous at x ϭ , while tangential component of flux is k 1 c on which depends on the nonorthogonality of the grid near the left side of the interface and k 2 c on the right side of the interface. The derivation of the method in [1] assumes the interface.
that the flux vector is continuous at the interface; that is, 
