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Abstract




Denote by BΓ the classifying space of an algebraic group Γ(C). In this thesis we will
take Milnor’s realization of it – the classifying simplicial space BΓ•.
Consider the weight two motivic complex ZM(2) for a regular algebraic variety










Let G be a split semisimple simply connected algebraic group over Q. Then the
degree 4 cohomology H4(BG•,ZM(2)) is known to be isomorphic to Z. This can be
deduced, for example, from the main result of Brylinski and Deligne [BD], although
they did not consider the weight two motivic complex.
The goal of this thesis is to explicitly construct a cocycle generatingH4(BΓ•,ZM(2)).
Such a cocycle was constructed in the special case G = SLn by Goncharov in [G1].
In the case of general G our construction uses the existence of a cluster K2-variety
AG,S as well as a cluster-Poisson variety PG,S – the moduli spaces of local G-bundles
on a surface S with punctures and marked points on its boundary. The existence
of such cluster structures was proven by Goncharov and Shen in [GS2] for any split
semi-simple algebraic group G. In the case of G = SLn these cluster varieties were
discovered by Fock and Goncharov in [FG2].
The cluster K2-variety structure on the moduli space of a triples of decorated flags
(here surface S is a disk with 3 special points on the boundary) provides us with an
element w ∈
∧2 C(G3/G)∗, which gives rise to an invariant 2-form Ω.
Our main construction will extend this element to a nontrivial cocycle.
As a part of our construction of an element of H4(BG,ZM(2)) we will present an
algebraic geometric construction of a generator in the 3-dimensional cohomology for
the group G
H3(G(C),Z(2)) ' H4(BG,Z(2)), where Z(k) = (2πi)kZ.
The latter group is isomorphic to Z, as H∗(BG,C) ' C[g]G, and there is a unique up
to a scalar degree 2 polynomial invariant under the G action, coming from the Killing
form on the root lattices. One of the main results of the thesis is that the element we
constructed generates H3(G(C),Z(2)).
This implies that the constructed cocycle of H4(BG,ZM(2)) produces the sec-
ond motivic Chern class for the universal G-bundle over the classifying space BG.
This motivic class gives rise to the topological Chern class, using the Lie-exponential
complex of sheaves, as explained in [G2].
This thesis is based on joint work with Alexander Goncharov.
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Let BΓ be the classifying space for an algebraic group Γ(C). In this thesis we take
the Milnor’s realization of it – the classifying simplicial space BΓ•.
Consider the weight two motivic complex ZM(2) for a regular algebraic variety










First let us recall the complex ZM(2).
We start form the group B2(F ), called the Bloch group:
Definition 1.0.1. For any field F the Bloch group is the quotient of the free abelian
group Z(F \ {0, 1}) by the subgroup R2(F ) of the 5-term relations, generated by the
elements:
{x}+ {y}+ { 1− x
1− xy
}+ {1− xy}+ { 1− y
1− xy
} = 0,
∀x, y ∈ F,
x, y, xy 6= 0, 1,
1
or, using the cross-ratio,
4∑
i=0
(−1)i{r2(z0, . . . , ẑi, . . . , z4)} = 0.
where (z0, z1, z2, z3, z4) runs through 5-tuples of distinct points on P1(F ).
So
B2(F ) :=
Z(F \ {0, 1})
R5(F )
.






d({x}2) = x ∧ (1− x).
This gives the first two terms in the motivic complex ZM(2).
In the third term div(X) stands for the set of irreducible divisors on the algebraic







is defined by the tame symbol:
τ(f ∧ g) =
⊕
D∈div(X)
(−1)valDg·valDff valDg · g−valDf .
The set cod2(X) is the set of codimension 2 irreducible subvarieties for the variety X.
And so the last differential is just taking the valuation val of the function f ∈ C(D)∗.
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Now as mentioned earlier we are going to use the Milnor’s simplicial realization
BG• of the classifying space BG. We need to explain how to construct the simplicial
space BG•. For this we need the notion of simplicial spaces. To define the simplicial
space we need to formally redefine simplices:
Definition 1.0.2. Let ∆n be just the ordered sequence [0, 1, .., n].
There are n+ 2 injective maps:
δi : ∆n → ∆n+1,
defined by δi(∆n) = [0, .., i− 1, i+ 1, ..n+ 1], as well as n+ 1 degeneration maps:
si : ∆n → ∆n−1,
such that si(i+ j) = i+ j − 1 for j ≥ 1 and si(k) = k for k ≤ i.
We define (∆) to be the category with objects ∆n, n ≥ −1 and with morphisms
generated by the maps δi, sj.
Definition 1.0.3. Given a category A, a simplicial object is a contravariant functor
Func((∆)∗,A).
So a simplicial object
X• : (∆)
∗ → A
is a set of objects Xn = X•(∆n) ∈ A together with maps generated by
δi = X•(δi : ∆n → ∆n+1) : Xn+1 → Xn
and
si = X•(si : ∆n+1 → ∆n) : Xn → Xn+1.
Example 0. A constant simplicial object S•:
3
Sn = S,
si = δi = IdS.
Example 1. A simplicial object for the group G:
· · · G3 G2 G 1
With the natural maps si, δi:
si({g0, . . . , gn}) = {g0, . . . , gi, gi, . . . , gn−1},
δi({g0, . . . , gn}) = {g0, . . . , gi−1, gigi+1, gi+2, . . . , gn+1}.
Definition 1.0.4. A simplicial topological space is a simplicial object in the category
of topological spaces.
Consider a morphism u : X → Y of topological spaces. Let F be a sheaf on X,
and G be a sheaf on Y . Then we can define a space of u-morphisms Homu(G,F ) as
following:
each element f ∈ Homu(G,F ) is a family of maps:
fUV : G(V )→ F (U)
for every open sets U ⊂ X and V ⊂ Y such that u(U) ⊂ V . And this family of maps
should be compatible with restrictions U ′ ⊂ U and V ′ ⊂ V .
Definition 1.0.5. A sheaf F • on the simplicial topological space X• is the following
data:
• A family of sheaves F n on the space Xn.
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• For each f : ∆n → ∆m there is a corresponding X•(f)-morphism
F •(f) : F n → Fm.
Definition 1.0.6. A morphism u of sheaves F • and G• is a family of morphisms
un : F n → Gn such that for every morphism f : ∆n → ∆m there is an equality
unF •(f) = G•(f)um.
Example. Let X• be a simplicial analytic space. The family of sheaves O(Xn)
form a sheaf on X•.
Definition 1.0.7. A complex K of sheaves on a simplicial space X• is a family of
simplicial sheaves K•n together with a family of differentials d
•
n, satisfying the property
d•n+1 · d•n = 0.
An abelian sheaf F • on X• defines a complex










Here the differential is the signed sum of the differential dk of the complex K and the







Now let’s use this simplicial construction for an algebraic group G.
If a group G acts on the space X then this group also acts on the space
G∆n ×X
via the action
g · (g0, . . . , gn, x) = (g0 · g−1, . . . , gn · g−1, g · x).
Let’s define the corresponding simplicial space as
[X/G]• = ((G
∆n ×X)/G)n≥0.
If X is a principal homogeneous space for the group G with S = X/G, then the map




By construction G∆n×X is a principal homogeneous space for the group G on [X/G]n.
So for every equivariant sheaf F on X there is a corresponding sheaf on G∆n × X
which is equivalent to the sheaf F n on the space [X/G]n.
This gives an equivalence of categories of G-equivariant sheaves on X and sheaves
F • on [X/G]• satisfying the property that for each f : ∆n → ∆m the corresponding
morphism f ∗ : F n → Fm is an isomorphism.
Definition 1.0.8. The above construction if canonical an so we can define a mixed
cohomology for G  X with coefficients in F :
H∗(X,G;F ) := H∗([X/G]•;F
•)
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Let ∗ be a point and P be a principal homogeneous space for G on S.
Definition 1.0.9. A simplicial classifying space for an algebraic group G is defined
as:
B•G = [∗/G]•
Then there is a natural morphism:
[P/G]• → [∗/G]•




Now let BG be a usual classifying space for the group G and
a : EG → BG
be a total space of the universal bundle.
For every space X with a G-action we have X × EG a principal homogeneous
space on X × EG/G. And so for every equivariant sheaf F on X (because EG is
contractible) we have
H∗(X,G;F ) ' H∗(X × EG, G;F ) ' H∗(X × EG/G, FG)











Let G be a split semi-simple simply connected algebraic group /Q. Then the de-
gree 4 comohology H4(BG•,ZM(2)) is isomorphic to Z .
The goal of this thesis is to explicitly construct a generating element for ofH4(BG•,ZM(2)).
The above discussion shows that constructing elements of the cohomology
H4(BG,ZM(2))
is the same as constructing elements for the simplicial classifying space
H4(BG•,ZM(2)).






















∧2 C(G4/G)∗ ∧2 C(G3/G)∗ ∧2 C(G2/G)∗ ∧2 C(G/G)∗






















Here div(X) is the set of irreducible divisors of an algebraic varietyX, and cod2(X)
is the set of codim-2 irreducible subvarieties for the variety X.







and so every element from the 4-dimensional cohomology is represented by a cocycle
in C4.
In this thesis for the construction of such a cycle we will use the existence of the
cluster K2-variety AG,S as well as the cluster Poisson variety PG,S. The latter is the
moduli spaces of local G-bundles on a surface with punctures and boundaries S, with
additional decoration – a choice of special points on the boundary.
The cluster A-variety structure on the moduli space of triples of decorated flags





This element produces an invariant 2-form Ω.





After that we will have a cocycle
x ∈ H4(B•G,ZM(2)),
9
which will be proven to be a generator.
This construction works for the general group G, yet in this case the final formula
depends on the choice of the cluster coordinates.
For the case of G = SLn we can describe flags geometrically. This enables us to
get the explicit formula for the generator x.




C(D)∗. We identify G2/G with G.
















where I is a set of simple roots of the Lie algebra corresponding to the group G.
Cij - are the entries in the Cartan matrix.
Dk - are the divisors on the group G related to the simple positive root αk, this
divisor corresponds to the Bruhat cell [Bskω0B], where sk is the generator of the
Weyl group assigned to αk.
Functions ∆i,ω and Aj will be defined in the main part.












This current can be viewed as a functional on the smooth differential forms of the
10



























It can be also considered as an element of
H3(G(C),Z(1)),
where Z(1) = 2πiZ.
We will see that this cocycle will be related to the Killing form with coefficient 1
and therefore it will be a generator of this cohomology.





can be canceled by the pullback of some element of
∧2 C(G3/G)∗.
The last conclusion is completely dependent on the cluster varieties theory. More-
over, if we try to construct an element w′ ∈
∧2 C(G3/G)∗ that would cancel dh, the
only way we know how to do this is to present a cluster seed from the cluster algebra
structure with cluster coordinates.
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Here is a construction in the simplest case of G = SL2.




























In the case of G = SL2 there are simple notions of flags and decorated flags. At
first we fix a complex 2-dim vector space V2 with an area form ∆.
Then a flag in this space is just a 1-dimensional subspace of V2, and a decorated
flag is a non-zero vector v ∈ V2.
Two such decorated flags are called to be in generic position if ∆(v1, v2) 6= 0, i.e.
these vectors are not parallel. And there is exactly one divisor in the space Conf×2 (V2)
- it is the subspace D = {v1, v2 ∈ V2|v1||v2}.
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For the group G = SL2 we begin the construction of the cocycle from the element
b2 ∈ B2(C(SL42/SL2)).
Having 4 points on the P1 or 4 vectors in V2 with area form ∆ consider the element









which is a cross-ratio of 4 points or 4 vectors. This cross-ratio plays a the crucial role
in the definition of the 5-term relation for the Bloch group.
And using this 5-term relation we clearly see that the image of the element b2 in
B2(C(SL52/SL2)) will be 0.
Next we need to find an element w ∈
∧2 C(SL32/SL2)∗ such that its image in∧2 C(SL42/SL2)∗ would cancel out the image of b2.
Computing the differential db2 ∈
∧2 C(SL42/SL2)∗ we use the formula:




where Alt4 means that we take the sum over all permutations of vectors v1, v2, v3, v4,
and 1
2
compensate the doubling occurring when permuting v2 and v3 - in that case
we get equal summands (like for example
∆(v1v2) ∧∆(v1v3) + (−1) ·∆(v1v3) ∧∆(v1v2)).
Here we interpret db2 geometrically as a 3-dimensional simplex with 4 flags in its












Figure 1.1: Calculating db2 for the group SL2.
Each arrow represents a summand in the RHS. For example ∆(v1v2) → ∆(v1v3)
represents:
∆(v1v2) ∧∆(v1v3).
It is clear that terms in the image can be split into parts that lives on each
separate face, i.e. that depend only on 3 flags. This gives us a required element
w ∈
∧2 C(SL32/SL2)∗:
w = ∆(v1v2) ∧∆(v1v3) + ∆(v1v3) ∧∆(v2v3) + ∆(v2v3) ∧∆(v1v2).
Now we need to construct an element h ∈
⊕
D∈div(SL22/SL2)
C(D)∗ such that the total
image of our cocycle in the space
⊕
D∈div(SL32/SL2)
C(D)∗ will be zero.
We need to compute the tame symbol of w. For that we first need to find the
divisors that support non-trivial functions - those are exactly divisors
Dij = {∆(vivj) = 0},
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i.e. vi||vj.
Let us look at the part of w that will have non-trivial impact at the divisor D12:
w12 = ∆(v1v2) ∧
∆(v1v3)
∆(v2v3)















The resulting function doesn’t depend on v3 since on the divisor D12 the vectors v1
and v2 are parallel.

















Which clearly can be split in 3 parts for each edge of the triangle face. And so we










to make the total image equal to 0.
Finally there is only one codim-2 subvariety d for SL22/SL2, which corresponds to
v1 = v2 and so the valuation at this variety of the element h is trivial:
vald(h) = 0.
This completes the construction of the element x in H4(BSL2•,ZM(2)):
15
x ={r2(v1, v2, v3, v4)}B2⊕
















represents a homological current for H3(SL2(C),Z):
hG = δ∆(g)=0 · d log ∆e(B, gB).
To check that this element is a generator of H3(SL2(C),Z) we need to find the result
of applying this current to the generator of the 3-dimensional homology of SL2(C).





α, β ∈ C, |α|2 + |β|2 = 1.




δ∆(g)=0 · d log ∆e(B, gB).
Here we need to intersect SU(2) with a divisor D = ∆(g) = 0 which is a Borel
16












 , |α| = 1





d logα = (2πi)2.
This proves that the cohomology class we have constructed generates the group
H3(SL2(C),Z(2)).
Structure of the thesis
In Sections 2 and 3.1 we recall the main definitions related to algebraic groups and
cluster varieties.
In the Sections 3.2, 3.3 we recall the construction of the cluster varieties related
to a split semi-simple algebraic group G.
In Sections 5.1 and 5.3 we construct an element h and prove that it is a generator
of the group H3(G(C),Z(2)).
In Sections 6.1, 6.2 and 6.4 we recall the structure of the element fromH4(BG,ZM(2))
and give an explicit construction of it.
Sections 4, 5.2 and 6.3 are an independent part of this thesis: we show how the
construction for the general algebraic group G can be adapted for the case G = SLn.
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Chapter 2
Main definitions and theorems
related to the group G
Let G be a split semi-simple simply-connected algebraic group. We denote by H its
Cartan subgroup (maximal torus).
Let W be the Weyl group, that is the group N(H)/H, where N(H) is the nor-
malizer of H in G.
Consider the Dynkin diagram of the Lie algebra of the group G. Let {Cij}i,j≤r be
its Cartan matrix. The simple positive roots of this algebra we denote as α1, . . . , αr,
and the coroots as α∨1 . . . , α
∨
r :
αi : H → Gm, α∨i : Gm → H, αi · α∨j = Cij.
There is also a set of weights Λ1, . . . ,Λr:
Λi : H → Gm Λi · α∨j = δij.
Definition 2.0.1. A Borel subgroup B is a maximal solvable subgroup of an algebraic
group G.
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Main properties of Borel subgroups:
• Any two Borel subgroups B1 and B2 are conjugated by an element g ∈ G.
• The normalizer of a Borel subgroup B is B itself.
• The commutator [B,B] = U where U is a maximal unipotent subgroup of G.






where the nω is a lift from W = N(H)/H to N(H) ⊂ G, and the choice of the lift
doesn’t affect the term (as H ⊂ B).
The closure of BnωB is the Bruhat cell.
The Weyl group is generated by the simple reflections si – the reflection over the
hyperplane orthogonal to a simple root αi.
Each element w ∈ W can be written as a “word” w = si1si2 . . . .
Definition 2.0.3. For each element w ∈ W we define its length : l(w) – the length
of any its reduced decomposition.
(Any element can be written differently, like e = s1 ◦ s1 and even reduced decom-
position might not be unique s1 ◦ s2 ◦ s1 = s2 ◦ s1 ◦ s2 for some s1, s2, but the length
of the reduced decomposition is well-defined).
There is a unique longest element in the Weyl group ω0.
The length and reduced decomposition of the Weyl group elements induce the
Bruhat order of Bruhat cells.
If the elements w,w′ ∈ W have a reduced decomposition such that the ”word” for w′
is a substring of the ”word” for w then we have w  w′.
If in addition we have l(w) = l(w′)+1 then the cell [Bnw′B] is a boundary divisor
of the cell [BnwB].
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Definition 2.0.4. A flag variety FG for a group G is a moduli space parametrizing
Borel subgroups of G.
In this definition a flag F is just a choice of a Borel subgroup B ⊂ G.
The properties of Borel subgroups imply an identification : FG = G/B.
We call a pair of flags (F1,F2) generic if it lies on the unique open G-orbit in
FG × FG .
Definition 2.0.5. Assume G has a trivial center. Then a decorated flag of G is a
pair (U, ψ) of a maximal unipotent subgroup and an additive character ψ : U → A1.
The space AG parametrizes decorated flags.
If the center of G is trivial then there is an isomorphism:
AG
∼→ G/U,
as G acts transitively on AG and U is a stabilizer.
In the case of an arbitrary G we define
AG := G/U.
There is also a projection π : AG → FG obtained by forgetting the character and
extending U to the unique Borel group containing it.
A decoration of F is the same a choice of the preimage F̂ ∈ π−1(F) of the flag
F ∈ FG.
20
2.1 Pinnings and invariants
For every pair of flags {F1,F2}, or equivalently pair of Borel subgroups {B1, B2},
there is an element ω of the Weyl group that represents the ω-distance.
We can compute this distance as follows:
• there is an element g ∈ G such that
gB1g
−1 = B2.
• after taking the Bruhat cell for g we have
g ∈ B1nwB1.
Here we can take any lift of the w from the Weyl group W to the group G.
This element w ∈ W is our w-distance.
We can extend this idea to the decorated pair of flags.
Definition 2.1.1. A pinning for a pair of flags {B1, B2} is a set of maps
xi : A1 → U1 and yi : A1 → U2
for each simple root αi,
such that each pair xi, yi can be extended to an embedding γi : SL2 → G.
Now, having a pinning x, y between two flags (or decoration of them) we can fix
the lift of the Weyl elements to the group G.
First define the lift for the reflections that correspond to simple roots:
nsi = yi(1)xi(−1)yi(1)
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These elements satisfy the braid relations. And after we define the lift for all other
elements using any reduced decomposition of w:
nw = ns1 · · · · · nsm , where
w = s1 · · · · · sm.
Considering the unipotent subgroup U1 ⊂ B1 we get the following decomposition
of g:
g = u1hnwu2,
where h ∈ H is an element of the Cartan subrgoup and u1, u2 ∈ U1.
Thus we can define two invariants:
• ω-distance for pair of flags ω(F1,F2) = w,
• h-distance for a pair of decorated flags h(F̂1, F̂2) = h.
Remark 2.1.2. Lemma-Definition 2.7 in [GS2] states:
Assume that group G has a trivial center. A choice of the pinning for a pair of
flags (B1, B2) is equivalent to:
1. choice of a decoration B̂1 of one flag;
2. choice of a pair of decorations {B̂1, B̂2} such that their h-distance
h(B̂1, B̂2) = 1
22
Chapter 3
Cluster coordinates for moduli
spaces AG,S and PG,S
Let us consider a decorated surface S, i.e an oriented topological surface with bound-
ary and punctures, and a decoration given by a finite number of marked points on
the boundary modulo isomorphism. We will call both punctures and marked points
- special points.
Definition 3.0.1. An ideal triangulation τ for a decorated surface S is a complete
triangulation such that every special point is a vertex of a triangulation and vice versa.
For an algebraic group G we want to analyze the corresponding moduli space of
G− local systems on S. Punctures and special points provide an extra structure:
Definition 3.0.2. For G – adjoint Lie group, PG,S – is a space of triples {L, β, p}
of:
• a G-local system L on S,
• a framing β – a choice of a flat sections of the local system of flag varieties
L ×G B near the special points,
• each pair of flags on every boundary interval is generic.
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• a collection of pinnings p = {pi} assigned to each boundary interval (i.e. parts
of the single boundary bounded by the special points, and the pinning corresponds
to the pair of flags F1,F2 assigned to those points).
The moduli space PG,S was defined in [GS2].
Definition 3.0.3. For G – simply connected Lie group, AG,S – is a space of pairs
{L, β} of:
• A twisted G-local system L on S, i.e a local system on the punctured tangent
bundle T ∗S − S × 0. In addition “twisted” means that the monodromy that
corresponds to the generator π1(T
∗





via the principal embedding SL2 → G,
• a framing β – a choice of a flat sections of the local system L ×G A near the
special points.
The moduli space AG,S was defined in [FG1].
24
3.1 Cluster varieties
In their article [FG2] Fock and Goncharov have described the general setup for the
cluster coordinates structure for the space AG,S and its cluster Poisson dual. Accord-
ing to the main result of [GS2], the cluster Poisson dual to the space AG,S is the space
PG,S.
First we need to define the seed:
Definition 3.1.1. A seed is a data {Λ, (∗, ∗), {ei}, {di}}, where:
• Λ is an integral lattice;
• (∗, ∗) is a bilinear form on Λ;
• {ei} is a set of basis vertices for Λ, and Io to be the subset of a basis, called
frozen vertices (the other vertices are unfrozen);
• {di} is a set of positive integers such that:
εij = (ei, ej)dj ∈ Z, if i /∈ I0 or j /∈ Io,
εij = (ei, ej)dj ∈
1
2
Z, if i, j ∈ Io.
We can describe such seed geometrically by drawing a vertex for each basic element
ei. In addition we will draw n = εij arrows from vertex ei to vertex ej if n > 0 or in
opposite direction if n < 0.
The lattice Λ provides an algebraic torus:
PΛ := Hom(Λ,Gm).
And the basis {ei} gives cluster P-coordinates {Xi} of PΛ.
In addition we can construct a basis {fi} ∈ Λ∗ to be the dual basis to {ei} for the
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dual lattice Λ∗. In the case di 6= 1 we need to modify the lattice, i.e. fi = d−1i e∗i , and
take Λ◦ ⊂ Λ∗ ⊗Q generated by {fi}.
Taking the algebraic torus:
AΛ := Hom(Λ∗,Gm)
we get cluster A-coordinates {Ai} provided by the basis {fi}.
Definition 3.1.2. For each unfrozen vertex ek of a seed seed {Λ, (∗, ∗), {ei}, {di}}
there is a mutation of seed defined as the change of the basis for Λ:
e′i =

−ek, i = k
ei + [εik]+ek, i 6= k
where [a]+ = max(a, 0).
This mutation µk also induces a cluster coordinates transformations:
µ∗kXi =

X−1k , i = k













, i = k
Ai, i 6= k
for A-coordinates.
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3.2 Construction of the cluster structure for the
moduli space related to the decorated surface
S and a group G
Now let’s return to our setup – G-local system on the decorated surface S. In their
article [GS2] Goncharov and Shen have constructed the corresponding cluster coor-
dinates for:
• moduli space AG,S for a simply connected group G
• moduli space PG,S for an adjoint group G.
Having a decorated surface S first we need to choose an ideal triangulation τ for the
construction.
Next we need to focus more on a single triangle t from our triangulation τ . In
this case the moduli spaces look as follow:
• AG,t becomes configuration space of 3 decorated flags – Conf3(A).
• PG,t becomes configuration of 3 flags Conf×3 (B) in generic position with 3 pin-
nings (p12, p23, p31).
We denote by Conf×3 (A) the open subspace of Conf3(A) given by triples of dec-
orated flags in generic position.
Here is a brief construction of the cluster coordinate systems for AG,t and PG,t for
a single triangle t.
Both of these cluster coordinate systems will correspond to the same set of vertices.
The complete construction can be found in [GS2] Section 7.2.
We just state the final description here:
• There are vertices that depend on all three flags – those vertices will be unfrozen,
and we will picture them inside of triangle t.
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• There are vertices that only depend on two flags – those will be frozen, we
picture them on the sides of triangle.
Second let’s look at the main tools for constructing functions on flag configura-
tions:
• For each positive simple root there is a fundamental weight Λi. Recall the h-
distance. Combining these together we can define a regular function ∆i onA×A
such that on a generic pair pair of flags (which we can describe as [U ], [U−] )
∆i(h · [U ], [U−]) = Λi(h).
• Given a pair of flags its w-distance gives us an element of Weyl group. Fixing
a reduce decomposition of this element gives us a sequence of simple reflections
that correspond to simple roots. In generic case the distance is the longest
element ω0.
There is an important lemma stated in the paper of Goncharov and Shen [GS2]:
Lemma 3.2.1. For any pair of flags {F ,G} there is a unique chain of flags
{F = F0
si1←− F1
si2←− . . .
sik←− Fk = G}
for a fixed reduced decomposition of
ω = ω(F ,G) = si1 · si2 . . . sik ,
satisfying:
ω(Fj+1,Fj) = sij+1 .
With an extended version for decorated flags:
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Lemma 3.2.2. For any pair of decorated flags {F̂ , Ĝ} fix a reduced decomposition of
ω = ω(F̂ , Ĝ) = si1 · si2 . . . sik ,
together with decomposition of h = h(Ĝ, F̂) = h1 · h2 . . . hr, in the basis of coroots, i.e
hk ∈ α∨k (C∗).
Then there is a unique chain of decorated flags
{F̂ = F̂0
si1←− F̂1
si2←− . . .
sik←− F̂k = Ĝ}
satisfying:








h′ij+1 , if βj+1 = sik . . . sij+2α
∨
ij+1
= α∨k is simple.
where sik · · · sij+2 · h′ij+1 = hk.
Fix a reduced decomposition for the longest element
ω0 = si1 · si2 . . . sim .
And now we take the related sequence i∗ = {i∗1, . . . .i∗m}.
Here ∗ : I → I is an involution such that α∨i∗ = (−1) · ω0(α∨i ). For every element of
the Weyl group w we have w∗ = ω0wω
−1
0 , i.e. every decomposition w = s1 · · · · · sk





We use this sequence to write the decorated flag chain from lemmas 3.6 and 3.7.
• Cluster A-coordinates.
For a Conf×3 (A) we need to break the symmetry by fixing one flag F̂1.
Then by the lemma for the generic pair of decorated flags (F̂2, F̂3) there is a
unique chain of decorated flags
{F̂2 = F̂02
s∗i1←− F̂12
s∗i2←− . . .
s∗im←−− F̂m2 = F̂3}
such that for the consecutive flags we have
ω(F̂ j+12 , F̂
j





where H(si) = α
∨













Figure 3.1: AG,S triangle.
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Theorem 3.2.3. The corresponding A-coordinates are defined as follows:
– For the frozen vertices
∆i(F̂1, F̂2) - on the side {1,2} ,
∆i(F̂1, F̂3) - on the side {1,3} ,
∆i(F̂3, F̂2) - on the side {3,2} .
– For the unfrozen vertices
Ap = ∆ip(F̂1, F̂
p
2 ),
where p ∈ 1, 2...m such that ip = i is not the right-most occurrence of the
reflection i in the fixed reduced decomposition of ω0.
• Cluster P-coordinates.
For a Conf×3 (B) with pinnings (p12, p23, p31) we also need to choose F1. Now
due to remark 2.7, having a pinning p23 is the same as choosing a decoration
(F̂3, F̂2) with h-distance = 1. We also define two decorations for the flag F1 :
F̂1 coming from the pinning p12 and F̂ ′1 coming from the pinning p31.
Similarly we need to have a unique chain of decorated flags
{F̂2 = F̂02
s∗i1←− F̂12
s∗i2←− . . .
s∗im←−− F̂m2 = F̂3}
however here
h(F̂ j+12 , F̂
j
2) = 1 for all j ≥ 0,
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as due to additivity of the h-distance and the property of pinnings the total
distance

















Figure 3.2: PG,S triangle
Here we assume that all of the pairs (F1,Fk2 ) are generic.















To construct the P-coordinates we need to recall the potential function defined
in [GS1]:
Wi : A× B × B → A1.
As we consider a generic triple then there exists an element u ∈ U ⊂ F̂1, where
U – is maximal unipotent subgroup of F̂1, such that
u · (F̂1,F2) = (F̂1,F3).
In addition, the decorated flag F̂1 by definition also provides an additive char-
acter ψ : U → A1.





over the simple positive roots.
Finally, we can define the potential functions for triple of flags as
Wi(F̂1,F2,F3) = ψi(u).
Theorem 3.2.4. The cluster P-coordinates are defined as:































where ni is the length of the sequence F(i0),F(i1), . . . ;











where k runs over indices 1 . . . n such that
βik = sin · · · sik+1 · α∨ik = α
∨
i is a simple coroot.
This coordinates still depend on the choice of the reduced decomposition of the
longest element ω0.
The important part of the paper [GS2] of Goncharov and Shen was to show that
actually while we ruin the symmetry for both AG,S and PG,S and also defining the
X-coordinates corresponding to the bottom side of a triangle separately, the obtained
cluster atlas is invariant under the cyclic shift of our 3 decorated flags F̂1, F̂2, F̂3 and
also does not depend on the reduced decomposition of ω0.
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3.3 Cluster coordinates relation
The general theory of cluster varieties explains how two types of cluster varieties,
namely A and X , relate to each other. This relation plays important role for our
main computation – taking the residue of the 2-form, defined later.
First of all cluster coordinates are more than just a set of functions. The con-
struction also provides a corresponding quiver {εij} and sets of unfrozen (in our case
internal for triangulation) and frozen (that are lying on the boundary) vertices.
Moreover, for a single triangle t there is a projection from one space to another:
π3 : AG,t 7→ XG,t.
This map is defined as follows:
π3 : {F̂1, F̂2, F̂3} → {F1,F2,F3, p12, p23, p31}.
To construct this map we need to:
• take 3 decorated flags {F̂1, F̂2, F̂3}
• then forget the decoration {F1,F2,F3}
• finally, construct pinnings from decorations as:















This is possible due to Remark 2.7.
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In their article [GS2] in Section 9.2 Goncharov and Shen calculated the corre-
sponding coordinate transformation:
π∗3 : O(PG,t)→ O(AG,t).
In the theory of cluster varieties there is also a standard pullback homomorphism:
p∗ : O(P)→ O(A).







In the case of G-local systems our projection π∗3 equal to p
∗ for unfrozen vertices.
But it is slightly different for the frozen ones (this difference occurs due to a slight
difference between the spaces PG,t and AG,t).
First of all we have fixed a word decomposition i of the longest element:
ω0 = si1 · si2 · · · sim .
Next, we recall that we have 2 quivers in our construction:
• the Lie algebra of the group G provides a Cartan matrix Ckj.
• the construction of cluster coordinates provides the matrix εi,j.
In their article, Goncharov and Shen computed the map π∗3. The final formula shown
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j , if k is frozen.
Here J(i) is defined as the whole set of vertices in the cluster atlas.
Also the multiplier Ak for the frozen vertex depends only on coordinates that cor-








Assuming k lies in the bottom edge of a triangle, A
−Ckj
j,23 represents coordinates that




on triples of flags for the group
G = SLn
In the special case of the group G = SLn there is another way to construct coordinates
Ak introduced in the paper [FG2] of Fock and Goncharov.
In this case we have a geometric way to describe the flags.
First, let’s fix an n-dimensional vector space V with a volume form ∆ and a usual
action of SLn.
Definition 4.0.1. A flag on a space V is a sequence of nested subspaces of V .
Definition 4.0.2. An decorated flag for the group G = SLn is a collection
{e1, e1 ∧ e2, .., e1 ∧ · · · ∧ en},
of nested elements of
∧∗ V .
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Same can be described by the collection of n vectors
{e1, e2, .., en},
where
e1 ∈ V, ek ∈ V/(e1 ∧ e2 ∧ · · · ∧ ek−1),
such that k-dimensional subspace corresponds to
e1 ∧ e2 ∧ · · · ∧ ek,
where ej is any lift of ej to the space V .
For easier notations we will drop the “lift” notation and will write
e1 ∧ e2 ∧ · · · ∧ en−1.
Finally the vector en is defined automatically by the volume form:
∆〈e1, . . . , en〉 = 1.








functions of the form:
Ai,j,k = ∆(e1, · · · , ei, f1, · · · , fj, g1, · · · , gk), where i+ j + k = n.
Note that this is only well-defined if we choose consecutive indices (1, . . . , i) because
the vector ek is not defined if we don’t fix all previous vectors e1, . . . , ek−1.
In addition, if we want to consider non-trivial functions we would need i, j, k < n,
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F2 = (f1, .., fn) F3 = (g1, .., gn)
F1 = (e1, .., en)
∆〈e1, .., en−1, f1〉
∆〈e1, f1, .., fn−1〉
∆〈f1, f2, .., fn−1, g1〉 ∆〈f1, g1, . . . gn−1〉
∆〈e1, g1, . . . , gn−1〉
∆〈e1, .., en−1, g1〉
∆〈e1, f1.., fn−2, g1〉 ∆〈e1, f1, g1, .., gn−2〉
εij
∆〈e1, .., en−2, f1, g1〉
Figure 4.1: ASLn,T triangle.
i.e. at least two non-zero indices. We can place these coordinates at the vertices of
a triangulation of a triangle t into n2 pieces as shown on the Figure 4.1, where the
neighboring coordinates only differ by one element, and the arrows once again express
the bilinear form. This form and the corresponding cluster variety was built in the
paper of Fock and Goncharov [FG2].
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4.1 Cluster A-coordinates for G = SLn
Now we have two ways to define the cluster coordinate system Ak.
From the general approach we have a collection of A-coordinates for each seed,
corresponding to each reduced decomposition of the longest element.
In the case ofG = SLn we have an explicit way to define a collection of coordinates.
The natural question is whether we can find such a seed in the general setup
that the corresponding coordinates would be similar to the explicit case and find how
similar they are.
Recall, that for the first definition we need to fix the reduced decomposition of
ω0. So in order to compare these coordinate collections we need to find and fix one.
The only proper choice for this decomposition is
ω0 = si1 . . . sin(n−1)
2




. . . s∗in(n−1)
2
= sn−1sn−2s1 . . . s1s2 . . . sn−1.
(The order on the bottom side of the triangle shown in Figure 4.1 defines this decom-
position.)
Lemma 4.1.1. The cluster coordinates Ak defined geometrically for triples of flags
in n-dimensional vector space V , and the algebraic cluster coordinates coordinates Ak
for triples of flags in A = SLn/B computed for the fixed decomposition (∗) differs
only by the sign −1.
Proof. Let’s begin with a case G = SL2.
Due to invariance under the G-action we can present our pair of decorated flags
as
e1 = (1, 0), f1 = (x, y).
41
Then as any two flags B1 and B2 lie on a single G-orbit we have an element g ∈ SL2:
B2 = g ·B1 · g−1.
Geometrically this implies g · e1 = f1, i.e. g ( 10 ) = (
x
y ), so
g = ( x ∗y ∗ ) .
Algebraically we can express g using the Bruhat decomposition (invariant up to U1):





( 0 −11 0 ) (
1 b






From these two computations we can conclude that
h−1 = y.
Now if we consider the area form ∆〈e1, f1〉 = y we get an equality of coordinates
A1 = h and h




In the general case for the vertex lying on the side (i.e. frozen) the algebraic
coordinate Ak can be computed by the construction of the sequence of decorated
flags as we mentioned before.
{F̂2 = F̂02
s∗i1←− F̂12
s∗i2←− . . .
s∗im←−− F̂m2 = F̂3}.
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In addition to that the decorations are chosen in such a way that
h(F̂3, F̂2) = h1 · h2 · · · · hn−1,
where each factor hi ∈ α∨i (C∗) corresponds to the simple positive root.
And also for every subsequent pair




We get hit+1 when the corresponding element βt+1 = sn · sn−1 . . . st+2 · α∨t+1 is simple.
The sequence has n
2−n+2
2





2 , 0 ≤ k ≤ n− 1.
The first observation is that






Moreover the ω-distance between B0 and Bk computed via the decomposition of ω is
ω(B0, Bk) = sn−1sn−2sn−1 . . . sn−ksn−k+1 . . . sn−1.
From here we can deduce
ω(Bk−1, Bk) = sn−ksn−k+1 . . . sn−1.
In addition to that we have h(Bk, Bk−1) = hn−k, because each factor hi of the
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product h(F̂2, F̂3) appears only one time in the sequence.









This happens at the beginning α∗∨in(n−1)
2
= α∨1 . And also at each Bk:
sn−1sn−2 . . . s1sn−1 . . . sn−k+1sn−1 . . . sn−kα
∨
n−1 =
sn−1sn−2 . . . s1sn−1 . . . sn−k+1(sn−1 . . . sn−kα
∨
n−1) =








After this we can compute the coordinate An−k
An−k = Λn−k(h(F2,F3)) = Λn−1(h(Bk−1, Bk)),
which corresponds to h-distance of the flag pair Bk−1, Bk. Finally we need to relate
the sequence Bk to the functionals on
{f1, . . . , fn−k, g1, . . . , gk−1}.
Now any two geometric flags in generic position can be described in such a way that
their subsets would go in opposite directions:
f1 f2 . . . fn−1 fn
gn gn−1 . . . g2 g1
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This means that we can choose the vector fn ∈ V that is a lift of fn ∈ V/〈f1, . . . , fn−1〉
(or similarly gn ∈ V lift of gn ∈ V/〈g1, . . . , gn−1〉) so that
fn = c · g1,
without actually changing the decorated flags. Due to flags being in general position
we know that
〈f1, . . . , fn−1, g1〉 = Vn
and so the image of g1 in 1-dimensional quotient space Vn/〈f1, . . . , fn−1〉 is non-zero,
and thus parallel to non-zero fn.




we can make f2||gn−2 and g2||fn−2 and all other vectors as well.
So we can see that without actually changing the decorated flags we made
fi = ci · gn−i+1, 1 ≤ i ≤ n.
After this modification we can see that two consecutive functions on the side:
∆〈f1, . . . , fn−k, g1, . . . , gk−1〉,
∆〈f1, . . . , fn−k−1, g1, . . . , gk〉
related by the cyclic permutation
n− k → n− k + 1→ · · · → n→ n− k.
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This defines the part of the reduced decomposition of ω0(Bk−1, Bk):
ω = sn−1 . . . sn−k.
(This is why we had to fix the decomposition in the lemma.)
Now, given that B0 = {f1, . . . , fn−1}, and knowing the ω(B0, Bk), we can see that
Bk corresponds to the geometric flag
{f1, . . . , fn−k−1, g1, . . . , gk}.
Focusing only on just a pair of consecutive flags Bk−1, Bk we can take quotient by
Span{f1, ..fn−k−1, g1, .., gk−1}.
This gives a restriction of computation to the SL2-case in the space
V ′ = V/{f1, ..fn−k−1, g1, .., gk−1}.
















〈fn−k, gk〉 = ∆−1〈f1, ..fn−k, g1, .., gk〉,
which proves the lemma for the frozen coordinates.
As for the unfrozen coordinates – by the partial configuration space construction
given in [GS2], we know that
Ap = ∆ip(F1,F t2) = ∆ip(F1,F t+12 )
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if and only if it 6= ip.
Using this fact for every unfrozen coordinate we can move from the flag Fp2 to one
of our special flags Bt.
I.e if we have
Bk−1 ← · · · ← Fp2 ← · · · ← Bk
and since in the ω-distance between Bk−1, Bk has each simple reflection sj at most
once, one on the paths
ω(Bk−1,Fp2 ) or ω(F
p
2 , Bk)
would have no reflection sj in its decomposition. And so Fp2 can be replaced by Bk−1
or Bk.
Finally we can apply the same idea as before for the pair of geometric flags
{e1, e2, . . . , en−1} and {f1, f2, . . . fn−t−1, g1, . . . , gt} to provide the equality
Ap = ∆
−1〈e1, . . . , ep, f1, . . . , fk, g1, . . . , gn−p−k−1〉.
In the multiplicative group C(G3/G)∗ this is an equality of coordinates up to a sign.






In this section we will consider an object that will play an important role in this text.
This object will provide a first part of the H4 cocycle.





ε̃ij d logAi ∧ d logAj,
where ε̃ij = diεij.





ε̃i,j Ai ∧ Aj.
Ω = (d log∧d log) (w).
The element w is the first part of our cocycle. In order to complete it to the full
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We also want to do this in two cases, for general G and also with a direct computation
for G = SLn, and compare the results.
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5.1 Computing residue for general group G
For an algebraic variety X the residue of an element of
∧2O∗(X) is obtained by







τ(f ∧ g) =
⊕
D−irreducible divisor
(−1)valDg·valDff valDg · g−valDf ,
where the non-trivial summands correspond only to irreducible subdivisors of f = 0
and g = 0.
In our case for the element w these non-zero parts will come from the divisors
Dk = {Ak = 0}.




an edge of t
 ⊕











Where the external sum is taken over the edges of triangle t.
Here ∆k,skω0 is a natural functional on the divisor Dk, i.e.
∆k,skω0 = Λk(hskω0(F2,F3)).
Directly from the theorem we can see the following.




forgetting the element of G at the vertex of t that doesn’t lie on the edge E.








β∗E : (D, fD)→ (β∗ED, β∗EfD).
Corollary 5.1.2. Every summand in τw lies in the image of the map β∗E for some
edge of the triangle.
Proof of theorem. By the definition of tame symbol the only divisors that can end
up in τw are Dk. Let’s consider the part of w has a non-trivial image on Dk, i.e.












































Now let’s continue investigating terms that correspond to the divisor Dk = {Ak =
0}. There are three cases for the vertex vk related to the coordinate Ak:
• vk is the internal unfrozen vertex of a triangle.
Because vk is non-frozen we can do a mutation at it. Thus we can use the
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mutation formula at the vertex vk from the cluster theory:



































Which is a 2-torsion, and thus can be neglected.
• vk lies in the boundary edge for the triangle t (we will choose the order of flags
in such a way that this edge will be bottom).








































j , where (Ckj) is the Cartan matrix.
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The factor τ(Ak, Ak) doesn’t appear in the answer due to skew-symmetry.



































Now we again will use the fact that Ak corresponds to the vertex vk on the edge
of a triangle, and we have another coordinate, coming from X -space.
We have already seen the corresponding formula above for the vertex on the
side of a triangle:















Now we need to restrict this coordinate to the divisor Dk = {Ak = 0}, i.e.
realize what is happening to the subflags F̂ ′j2, F̂ ′
j−1
2 on our divisor.
First let’s remind the construction of these subflags for the generic pair of flags:
A : F̂2 = F̂0
s∗i1








←−−−− · · ·
s∗in ,hin←−−−− F̂n = F̂3
X : F̂2 = F̂ ′0
s∗i1
,1









←−−−− · · ·
s∗in ,1←−−− F̂ ′n = F̂ ′3,
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where s∗∗, h∗ are the corresponding ω and h distances between subsequent flags.
Where for the X -coordinates we need to modify the decoration of F̂3 to




so every h-distance between neighboring subflags is just 1.
Then by the definition of the sequence F ′∗ we can write the following relations
between F̂ ′j−1 and F̂ j−1.
Lets define
F̂ ′′j = F̂ j 1∏
βt is simple, t≤j
hjt
,
where hjt is an image of the corresponding hit after applying the sequence of




ij−2 · · · s
∗
it+1(hit).
Then we have ω(F̂ ′′j−1, F̂ ′′j) = s∗ij as the underline Borel groups for F̂ ′′
j and
F̂ j are the same. Moreover as we have hjt = si∗j (h
j−1
t ), the h-distance is
h(F̂ ′′j, F̂ ′′j−1) = hsi∗
j
F̂ j 1∏
βt is simple, t≤j
hjt
, F̂ j−1 1∏



















· hij = 1, if βj is simple ,
1 · 1 = 1, if βj is not simple .
So the sequence F̂ ′′j has the same properties as F̂ ′j, and as this sequence is
unique we have F̂ ′′j = F̂ ′j.
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Now we are considering the divisor Dk = {Ak = 0}, which implies that the
reflection that corresponds to the coordinate Ak = ∆k(F̂2, F̂3) = Λk∗(h(F̂3, F̂2))
is trivial.











This means that the pair of flags F̂ j−1 and F̂ j has ω-distance = 1, so they are
parallel. And the same true for pair F̂ ′j−1 and F̂ ′j.
Let’s define their ratio as λ ∈ H:
F̂ j = F̂ j−1 · λ.









































As hjj = hij and by the definition of ∆i we have:
∆i([U ], h · [U−]) = Λi∗(h).
Lemma 5.1.3. The value Λi∗j (λ) is equal to:




Proof. Given an element ω ∈ W , the corresponding h-distance function hω is a regular
function on the space Conf 2ω(A) of configurations of pairs of flags (F̂2, F̂3) such that
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To define the function hω for two flags (F̂2, F̂3), such that ω(F2,F3) = ω, we take the
Bruhat decomposition
g = u1hnωu2, where F̂3 = gF̂2g−1.
Then
hω(F̂3, F̂2) := h.
Formally, we can say the following:
hω-distance is the element h ∈ H, such that for every irreducible representation






which means that whenever the ω-distance ω′ is different from the element appearing
in the Bruhat-decomposition of the element g, the hω-distance is 0.
In our situation we have two flags in generic position, i.e. on the ω-distance = ω0.
And the divisors on this space correspond to the pair of flags (F̂2, F̂3) such that
Ak = 0.
Now we are going to compute the value λ.
At first, the 2-form Ω is invariant under the choice of the decomposition of the
longest word ω0, so we can choose the decomposition such that ω0 = · · · · sk.
This makes our coordinates Ak, Xk correspond to the right most pair









and so the h∗k(F̂3, F̂2), i.e. the factor of the h-distance that lies inside α∗∨k (C) would
correspond to h(F̂n, F̂n−1).
Next, we fix a special path to approach the divisor Ak = 0, i.e.
ω(F̂2, F̂3) = ω0s∗k.
For this path we will fix the decorated flag F̂2 and move the decorated flag F̃3
around the fixed center X = F̂3 within the smallest parabolic subgroup Pk∗ that
corresponds to the coroot α∗∨k . Moreover the decoration of F̃3 we keep in such a way
that h(F̃3, F̂3) ∈ α∗∨k (C).
For the generic point of this space we have ω(F̂3, F̃3) = s∗k and thus by the Lemma
2.3 [GS2] we have ω(F̂2, F̃3) = ω0s∗ks∗k = ω0. So the pair of decorated flags (F̂2, F̃3) is
generic. This means that we can create a sequence of flags
F̂2 = F̂0, . . . , F̂n−1, F̂n = F̃3.
In addition the first n − 1 flags in this sequence will not depend on the choice
of the decorated flag F̃3 with the properties above. Indeed, if we take the sequence
{F̂2 = F̂0, . . . , F̂n−1} for the flag F̃3 and complete it with another flag G̃3, then the
sequence
{F̂2 = F̂0, . . . , F̂n−1, G̃3}
would satisfy all properties (we just need to check the last pair):
ω(F̂n−1, G̃3) = ω(F̂n−1, F̃3)ω(F̃3, F̂3)ω(F̂3, G̃3) = s∗ks∗ks∗k = s∗k
and also
h(G̃3, F̂n−1) ∈ α∗∨k (C)
57
due to Proposition 2.5 [GS2], as we have
h(G̃3, F̂3), h(F̃3, F̂3), h(F̃3, F̂n−1) ∈ α∗∨k (C).
And because such sequence is unique - it is a sequence for the pair (F̂2, G̃3).
This means that in the limit of our path F̃3 → F̂3 we will still have constant
sequence {F̂0, . . . , F̂n−1}. And also h(F̃3, F̂n−1) ∈ α∗∨k (C), which is exactly λ.
As the pair of flags (F̂n−1, F̂n) is the last pair we have
λ = h(F̂n, F̂n−1) = hk∗,ω0s∗k(F̂3, F̂2).
Here hk∗,ω0s∗k means that we take a pair of flags (F̂3, F̂2) on the ω distance ω0s
∗
k,
and take the factor that lies in the subgroup α∗∨k (C) of the Cartan group.
And the value Λi∗j (λ) becomes:
Λi∗j (λ) = Λk∗(hk∗,ω0s∗k(F̂3, F̂2)) = Λk∗(hω0s∗k(F̂3, F̂2)),
As the Λk∗ is non-trivial only on the subgroup α
∗∨
k (C) .







0 ω0 = skω0,
and on this divisor we have




































= 1 due to skew-symmetry and additivity of the tame symbol.
















And the total residue is:
τw =
⊕
an edge of τ
 ⊕













5.2 Geometric residue computation for G = SLn





ε̃i,j Ai ∧ Aj =
∑
i,j
εi,j Ai ∧ Aj.
As in this case all dk = 1. the form w actually equals to the form of the general G as
the coefficients (−1) cancel each other.
As before the only non-trivial parts of τw correspond to divisors Dk = {Ak = 0}.
In the geometric case we have the lemma similar to Corollary 5.2.









Proof. Here we just apply the same idea as in the theorem for the general case. For
every internal vertex vk the corresponding divisor is Dk = {Ak = 0}. As vk is internal







which is just a torsion, as (−1)2 = 1, and so – trivial .
So each non-trivial part lies on the side of a triangle and so only depends on 2
flags.
However in the case of G = SLn, we can make a direct computation for the residue





















where V ′ = Span{f1, ..., fi, g1, ..gn−i} – a codim-1 subspace of V .
and by convention the functionals A0,0,n = A0,n,0 = 1 are constant.
Proof. As usual we compute parts of the residue for each divisor separately.
Consider the coordinate Ak = A0,i,n−i on the boundary.
First let’s look at the summands of w that depends on Ak. We can clearly see
from the Figure 4.1, that Ak belongs only to the 4 summands:
wAk =
Ak ∧ A0,i−1,n−i+1+
∆〈e1, f1, ..fi−1, g1, .., gn−i〉 ∧ Ak+
Ak ∧∆〈e1, f1, ..fi, g1, .., gn−i−1〉+
A0,i+1,n−i−1 ∧ Ak.





∆〈e1, f1, ..fi, g1, .., gn−i−1〉













Now we can see that elements
f1 ∧ · · · ∧ fi−1 ∧ g1 ∧ · · · ∧ gn−i
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and
f1 ∧ · · · ∧ fi ∧ g1 ∧ · · · ∧ gn−i−1
are parallel when restricted to the divisor Dk = ∆〈f1, ..fi, g1, .., gn−i〉 = 0 by defini-
tion. So the first ratio doesn’t depend on e1 and we can take this ratio in the subspace
V ′ ⊂ V :
∆〈e1, f1, ..fi, g1, .., gn−i−1〉




∆〈f1, ..fi, g1, .., gn−i−1〉






































Recall the residue that was obtained from the case of general G:
τw =
⊕
an edge of t
⊕























2 . . . s
∗
n−1
and then we have:
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Proof. The second part of both formulas are equal by the definition of Aj coordinates




















because they are literally the same expressions (considering the coefficients of Cartan
matrix for G = SLn) and the equality of the coordinates At in geometric and algebraic
sense has been proved before.
Let’s now consider the first factors of both expressions.
We are going to apply the same idea used for proving the equality ofA coordinates.
We can see that both sides can be naturally restricted to the 2-dimensional subspace
V/{f1, ..., fi−1, g1, ..gn−i−1}
as well as a pair of flags
F̂ t2
sk←− F̂ t+12
can be restricted to V2 with eik → e ∈ SL2.
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In this case we have the only divisor g1||f1 and so can take f1 = (1, 0), g1 = (x, 0).









Algebraically we can express g sing the Bruhat decomposition (invariant up to U1):





( 1 00 1 ) (
1 b






Finally, we can see that h = 1
x






We conclude that the residue of the element of w ∈
∧2 C(G3/G)∗ gives us the







































5.3 Non-triviality of the constructed element









for a split semi-simple group. Let us recall the definition of that complex. Fix the
Cartan subgroup H ⊂ G and a Borel subgroup B ⊂ G that contains H. Let X be a
group of character of the group H:
X = Hom(H,Gm)




where nω is any lift from the Weyl group to N(H) ⊂ G, as the decomposition is
independent of the choice of the lift we will write BωB for a Bruhat cell. Define ω0




X is taken over the divisors of G = Bω0B given by the Bruhat
cells indexed by the elements ω0si ∈ W . The second sum
⊕
W (2)
Z is taken over the
codimension two subvarieties given by the Bruhat cells indexed by the elements of
the form ω0sisj ∈ W for i 6= j.






























dω0siω0 (x1 ∧ x2) =
∑
i∈I
(ω0si, 〈x1, α∨i 〉 · x2 − x1 · 〈x2, α∨i 〉).
The element (ω0si, x) ∈
⊕
W (1)




)(ω0si, x) = (ω0sisj, 〈x, α∨j 〉)⊕ (ω0sjsi, 〈x, si(α∨j )〉)
for each i 6= j, if the simple roots αi and αj are not orthogonal, i.e. ω0sisj 6= ω0sjsi,
and maps to the elements of the form
dω0sisjω0si (ω0si, x) = (ω0sisj, 〈x, α
∨
j 〉)
for each i 6= j if sisj = sjsi.
There is a natural map from this complex to the part of the motivic complex









First we need to define the map X → C(G)∗.
Consider the map:
p : BωB → ωH
p(unωhv) = nωh,
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this is a unique retraction.
Each character x of the Cartan group H can be extended to a character on B
by setting x(h · u) = x(h). This character also induces a function x(nωh) = x(h)
on ωH. Pulling back by the map p we get an invertible function xnω on BωB. It is
characterized by the equation:
xnω(b1gb2) = ω(x)[b1] · xnω(g) · x(b2).
This gives us the map
X → C(G)∗ : x→ xnω0 ,
where ω0 is the longest element in the Weyl group.
For each divisor D = Bω0siB we have a similar map:
X → C(D)∗ : x→ xnω0si ,
As the differential τ :
∧2 C(G)∗ → ⊕
D∈div(G)
C(G)∗ is a tame symbol we want to know
the valuations of the function xnω0 on the divisors in the closure of the cell G = Bω0B.




′′ and ω1 = ω
′ω′′.
For this divisor Brylinski and Deligne showed the valuation formula (proved by De-
mazure) [BD] Lemma 4.2:
valω1(xnω0 ) = 〈x, ω
′′−1(α∨i )〉.
Moreover, if the function xnω0 has valuation 0 on the divisor Bω1B then it can be
extended to Bω0B ∪Bω1B.
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Z is just a valuation.






























Consider the lattice Ysc generated by the simple coroots, and then take its dual











And after the identification the complex becomes:
2∧




Brylinski and Deligne in ([BD], 4.4.4) showed that image of C ∈ Xsc ⊗ X after the
second differential splits into components ω0sisj via the maps:
C
ω0sisj→ C(α∨i , α∨j ) + C(α∨j , sj(α∨i )).













and a quadratic form:





This leads to an important lemma [BD] Lemma 4.5:
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Lemma 5.3.1. The element C is in the kernel of the second differential if and only
if the quadratic from Q is W-invariant.
The space of W -invariant quadratic forms is 1-dimensional, and also
dimH1(G,K2) = 1.
Therefore the cocycle in
⊕
W (1)
X is non-trivial if the corresponding quadratic form
is non-zero.













There are two different Bruhat decompostions of an element g ∈ G:
either g = u1hlωu2 or g = u1ωhru2, where hl, hr ∈ H.
In the construction of the element h we used the left Bruhat decomposition
g = u1hlωu2, while in [BD] Brylinski and Deligne used the right one g = u1ωhru2.
However we can relate these decompositions:
g = u1ωhru2 = u1ωhrω
−1ωu2 = u1ω(hr)ωu2, where ω(hr) ∈ H,
so we have hl = ω(hr).
This change impacts our characters as follows.
The function ∆i constructed on the open subset Bω0B : ∆i(g) = Λi(hl) will be
equal to the function Λi(ω0(hr)) which is as we discussed in the Section 5.1
Λi(ω0(hr)) = Λi∗(hr)
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to see that they lie in W (1).
Finally as we only consider the ∆k,skω0 = Λk(hl) on the divisor Bskω0B = Bω0s
∗
kB,
we have hl = skω0(hr) and so
Λk(skω0(hr)) = Λ
−1





k (t) = −α∨k (t).
In addition as ∗ is an involution we have Cij = Ci∗j∗ , dk = dk∗
Together our element h ∈
⊕













Intuitively this can be viewed as the same function on the pair of decorated flags
(F̂2, F̂3) but is we change the order (F̂2, F̂3), for example h(F̂2, F̂3) = ω0(h(F̂2, F̂3)−1).













Therefore we can apply the transformation presented by Brylinski and Deligne.
Replace the divisor Ak = 0 which corresponds to the Weyl element skω0 with the











So the corresponding quadratic form at any simple coroot α∨i corresponding to a short
root αi (di = 1) is:




i ) = 1 · 1 · 1 = 1 6= 0
and so our constructed cocycle is non-trivial (we will prove that this element is a
cocycle, i.e. dh = 0 later).















that might not be integer, we can modify this element by an
element of the coboundary to make all coefficients be integers.
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Chapter 6
Weight 2 motivic complex
Consider the weight 2 motivic complex for the space of triples of decorated flags











We have an element w ∈
∧2 F ∗ and we can look at its tame symbol τw. As we have
proved above it can be split in three parts
τw = w1,2 + w1,3 + w2,3
corresponding to each side of triangle. And so each of them lies in the space of the
type ⊕
D divisor over Fij
C(D)∗,
where Fij = C(Conf×2 (A)) for a side.
So it is natural to ask, whether each of these three elements is a cocycle or not.
First we will compute the tame symbol for geometric coordinates:
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Lemma 6.0.1. δwi,j = 0
Proof. To prove that the total image is zero we need to compute the image of each
individual summand of τw. For simplicity let’s define
V ′′ = V/{f1, ..., fi−1, g1, ..gn−i−1}.























) - will have non-trivial parts only appearing at codim-2 divisors
Dk ∩Dk+1 = ∆〈f1, ..fi, g1..gn−i〉 ∩ ∆〈f1, ..fi+1, g1, .., gn−i−1〉 = 0
and
Dk ∩Dk−1 = ∆〈f1, ..fi, g1..gn−i〉 ∩ ∆〈f1, ..fi−1, g1, .., gn−i+1〉 = 0.
Due to symmetry let’s consider only the first part (second will be similar).
Now we can reduce our computation to the dimension 3 vector space
V3 = V/{f1, ..., fi−1, g1, .., gn−i−2}
and transform the problem to the case of SL3.
In SL3 case we have two flags
F1 = {e1, e2, e3},F2 = {f1, f2, f3}
73
with two non-trivial coordinates
A1 = ∆〈e1, e2, f1〉, A2 = ∆〈e1, f1, f2〉.
















The intersection of divisors represents the codim-2 stratum:
D1 ∩D2 = {∆〈e1, e2, f1〉 = 0} ∩ {∆〈e1, f1, f2〉 = 0}.
This intersection in fact corresponds to two simple geometric strata, which can be
geometrically seen as:
X = {e1 = c · f1}
and
Y = {e2, f2 ∈ e1 ∧ f1}.














valX(∆〈e1, f1, f2〉) = −1 +
1
2





= 0 on the stratum X,
and natural zero of order 1
2
.

























Figure 6.1: codim-2 strata of SL3
the natural zero of order 1
2
. And also e2
f1
is a non-zero rational function on Y .
Due to skew-symmetry the second part will be the same but with negative sign.










































Summing up all parts coming from one side of a triangle we would get
δ(w1,2) = 0.
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The similar conclusion can also be made for general group G:


















Proof. From the case of Conf×3 (A) we know that
δ (τw) = 0,
so we have
δ (w1,2) + δ (w1,3) + δ (w2,3) = 0.
Moreover we know that each δwi,j has support only on O(Ai ×Aj).
In addition none of the divisors intersects the smaller spaces Ai or Aj, as we only
consider the complete flags.
This means that elements
δ (wi,j) , 1 ≤ i < j ≤ 3
have non-intersecting supports. And so:
δ (wi,j) = 0.
76
6.1 Bicomplex for H∗(B•G,ZM(2))
Now we can apply our results. We are ready to construct a 4-dimensional cocycle for
H4(B•G,ZM(2)).
First we need to reconstruct the bicomplex for this simplicial complex of sheaves.
Here are the two crucial ingredients:










where div(X) - is a set of divisors of X, and cod2(X) is a set of codimension 2
strata of X.
• the complex coming from the simplicial object for BG•:
· · · G3 G2 G 1






















∧2 C(G4/G)∗ ∧2 C(G3/G)∗ ∧2 C(G2/G)∗ ∧2 C(G/G)∗






















Note that B2(C(G/G)) = B2(C) and
∧2 C(G/G)∗ = ∧2 C∗.
Our cocycle lies in the part of this bicomplex circled in red, and our goal is to
construct it.


















ε̃i,j Ai ∧ Aj.









τw + dh = 0.
This means that we need to check that the residue τw has support that lives
on the union of configurations of pairs of flags.

















splits as a sum of 3 terms, and each term lives in a space of pairs of flags.
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Dk = {∆〈f1, ..fi, g1, .., gn−i〉 = 0}
also splits.











6.2 Constructing the B2(C(G4/G)) summand of H4-
cocycle
To finish the construction of an H4-cocycle for our complex, we need to present the
summand b2 that lives in B2(C(G4)) such that δ1b2 = δ2w. Here δ2 is the natural
differential in the complex.














Figure 6.2: Boundary of a simplex
Now we need to construct the element of B2 in such a way that after taking the
differential δ we would get the corresponding alternating sum of 4 invariant 2-forms,
related to each of the faces of the tetrahedron:
w1,2,3 + w2,4,3 − w1,4,3 − w1,2,4.
Recall the differential in the Bloch complex:




δ({x}B2) = x ∧ (1− x).
For the 4 vectors v1, v2, v3, v4 ∈ V2 we denote their cross-ratio as:




Taking the differential of this element we get





6.3 The geometric case for G = SLn
For the geometric case we can directly construct the corresponding element b2 ∈
B2(G
4).
We start with 4 flags in the n-dimensional vector space V :
F1 = {e1, ..., en−1},F2 = {f1, ..., fn−1},
F3 = {g1, ..., gn−1},F4 = {h1, ..., hn−1}.
Consider the quotient spaces:
Va,b,c,d = V/{e1, . . . , ea, f1, . . . , fb, g1, . . . , gc, h1, . . . , hd, },
where a, b, c, d ≥ 0.
If we assume that a+ b+ c+ d = n− 2 then dimVa,b,c,d = 2.























Then the boundary δb2 = w1,2,3 − w1,2,4 − w1,4,3 + w2,4,3.
Proof. Let’s check the answer for the most simple case G = SL2 and then extend it
for higher dimensions:
1. Let G = SL2 then our 4 flags are just
Fi = vi ∈ V2, for 1 ≤ i ≤ 4.
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And our element in B2(C(SL42)) is equal to
b2 = {r2(v1, v2, v3, v4)}B2 .
Using the remark stated above we have
δb2 = ∆(v1v2) ∧∆(v1v3)−∆(v1v2) ∧∆(v2v3) + ∆(v3v2) ∧∆(v1v3)
−∆(v1v2) ∧∆(v1v4)−∆(v1v2) ∧∆(v2v4) + ∆(v4v2) ∧∆(v1v4)
+∆(v1v3) ∧∆(v1v4)−∆(v1v3) ∧∆(v3v4) + ∆(v4v3) ∧∆(v1v4)
−∆(v2v3) ∧∆(v2v4)−∆(v2v3) ∧∆(v3v4) + ∆(v4v3) ∧∆(v2v4) =
w1,2,3 − w1,2,4 − w1,4,3 + w2,4,3.
This element r2(e1, f1, g1, h1) also can be imagined as the only one internal
vertex (1, 1, 1, 1) in the tetrahedron.
2. For the higher dimensional case we have G = SLn.























Now let’s consider the boundary.
We have summands of the following type:
∆(e1, . . . , ea, f1, . . . , fb, g1, . . . , gc, h1, . . . , hd)∧
∆(e1, . . . , ea′ , f1, . . . , fb′ , g1, . . . , gc′ , h1, . . . , hd′),
83
where the set of differences is
{a− a′, b− b′, c− c′, d− d′} = {1,−1, 0, 0}.
For simplicity let’s denote:


















As we have symmetry between flags as well as symmetry coming from the cross-
ratio differential we can limit our consideration to the element
p = ∆a,b+1,c+1,d ∧∆a,b+1,c,d+1.
There are two major cases for this element:
• a > 0
Let’s find those summands from b2 for which the element d will appear in
the image.
There are exactly two of such elements.
ra,b,c,d and ra−1,b+1,c,d.
And, due to skew-symmetry of the differential formula in the Bloch com-
plex, these two elements will produce d with opposite signs.
So the elements p with a > 0 will not appear in the final answer.
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• a = 0

















which produces the only copy of p in the answer.
However, there are elements that are present in the 2-form w1,2,3, that will not
appear in the image δb2.
Those elements have the type:
∆0,0,k,n−k ∧∆0,0,k+1,n−k−1
which means that it is an edge that is fully living on the side of the tetrahedron,
i.e., depend on just a pair of flags, in this case F3,F4.
This side belongs to exactly two faces w1,3,4 and w2,3,4.
And due to skew-symmetry those elements will not appear in the final sum:
w1,2,3 + w2,4,3 − w1,2,4 − w1,4,3.
Thus we have proved that
δb2 = w1,2,3 + w2,4,3 − w1,2,4 − w1,4,3.
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6.4 Algebraic case for general G
For the general G we will not be able to directly construct an element from B2.
Instead we will prove the existence of such an element by providing an algorithm
for computing it.
For this we need to restate important results from articles [GS2] and [FG1]:
From [GS2], Theorem 7.2 we will need the following corollary:
Corollary 6.4.1. The simple triangulation flip in the quadrilateral, between two tri-
angulations presented as (b) and (c) in Figure 6.2 above, can be obtained by the
sequence of mutations of cluster coordinates: µ1, µ2, . . . , µq.
And this sequence can be directly computed after we fix a reduced decomposition
of ω = s1s2 . . . sn.
The the Proposition 6.3 of [FG1] states:
Proposition 6.4.2. Suppose wi is a 2-form constructed from the cluster quiver i.
Let µk : i→ i′ is a simple mutation at the vertex k. Then one has
µ∗kwi′ − wi = −2p∗ (Xk ∧ (1 +Xk)) = −2δ{−p∗Xk}B2 .
Joining these two statements together we can conclude that:





is a required element from B2(C(G4)) to complete the cocycle x ∈ H4(BG,ZM(2)).
Here µ1, µ2, . . . , µq is a sequence of mutations that correspond to the flip (b) − (c),
and X ′ki is the X-coordinate corresponding to the vertex ki in the coordinate system
obtained after applying the mutations µ1, . . . , µk−1.
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By the Proposition 6.5, each summand is just the difference:




But we have chosen the coordinates X ′ki in such a way that wi,2 = wi+1,1, so all inner
terms will cancel out.
The only terms that are left are exactly the 2-forms corresponding to the cluster
coordinates for triangulations (b) and (c).
This gives us:
δb2 = w(b) − w(c) = w1,2,3 + w2,4,3 − w1,2,4 − w1,4,3
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[FG1] Vladimir Fock and Alexander Goncharov. Cluster ensembles, quantization and
the dilogarithm. Annales Scientifiques de l’École Normale Supérieure, 42, 11
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