Due to their computational convenience, linear mathematical models for wave energy converters are usually employed. Including nonlinearities may improve the accuracy of the results, but often at the price of an additional computational and complexity burden, which can be justified only if nonlinearities are significant. One of the sources of nonlinearity in fluid-body interactions is the wave field itself. Different wave models exist, among which are linear Airy's theory, Wheeler's stretching approach, the nonlinear Rienecker-Fenton method, and higher order spectral methods, all of which achieve a different compromise of accuracy and complexity. The impact of the accuracy of such wave theories strongly depends on the specific device (operating principle, power production region or survivability mode), and installation site (water depth, occurrences of each sea state in the scatter diagram of the installation site). This paper evaluates the performance of different wave field representations, firstly in absolute terms and, secondly, in relation to the associated computation of nonlinear Froude-Krylov forces for different wave energy devices, in regular and irregular sea states. It is shown that Wheeler's stretching offers a good accuracy/complexity compromise for WECs operating in the power production region.
Introduction
Due to their computational convenience, linear mathematical models for wave energy converters (WECs) are usually employed. Including nonlinearities may improve the accuracy of the results, but often at the price of an additional computational and complexity burden, which can be justified only if nonlinearities are significant.
Nonlinearities in fluid-body interactions depend on:
(i) The free surface elevation (ii) The pressure field distribution (iii) Geometric nonlinearities. Points (i) and (ii) concern the modelling of the wave field, which is the energy source, while point (iii) concerns the computation of the hydrodynamic forces acting on the body, which are defined as the integral of the pressure acting on the wetted surface of the device. In particular, FroudeKrylov (FK) forces are the hydrodynamic components which describe the action of the undisturbed incident wave on a device; therefore, accurate modelling of FK forces is likely to be important for reliably simulating responses of wave energy devices. For example, Giorgi et al. (2016) show that geometric nonlinearities may be relevant for the FK force calculation for heaving point absorbers (HPAs), significantly affecting the response of the device. Indeed, FK forces are the predominant hydrodynamic component for WECs whose characteristic dimension is much smaller than the wavelength, implying relatively small diffraction and radiation effects. However, the notion of decomposition of the whole hydrodynamic force into FK, radiation, and diffraction components, as well as the spectral decomposition of the incident irregular wave train, inherently relies on the superposition principle. Such an assumption can be safely considered valid, as long as the sea state is not extreme. Therefore, the scope of application of nonlinear FK models covers only the power production region, while not extending to the survivability region (Penalba et al. 2017 ).
Mathematical models, in the power production region, are used for design, optimization studies, power production assessment, control, and array layout definition; therefore, in addition to an accuracy requirement, such models also need to be fast to compute. Including geometric nonlinearities for the computation of nonlinear FK forces implies an increase in complexity and computational time, which depends on the complexity of the geometry itself; for relatively simple geometries, such as axisymmetric heaving point absorbers, or oscillating wave surge converters (OWSCs), computationally-efficient algebraic solutions are available (Giorgi and Ringwood 2017c) , while more complex geometries require alternative approaches (Gilloteaux 2007) . Furthermore, while linear FK forces are computed with respect to the still water level, nonlinear FK force calculations require knowledge of the pressure distribution up to the actual free surface elevation. Therefore, the accuracy of the FK force model is directly related to the accuracy of the pressure field model. Likewise, the complexity of the pressure formulation has a significant influence on the computational effort required to compute nonlinear FK forces.
In the last decade, nonlinear FK models have gradually become more popular in the wave energy field (Gilloteaux 2007; Babarit et al. 2009; Merigaud et al. 2012; Tarrant 2015; Giorgi and Ringwood 2017c; Guerinel et al. 2017) . However, the vast majority of such models just considers the pressure representation from first-order linear Airy's theory. Different degrees of accuracy (at different complexity costs) can be achieved in modelling the wave field. For the basic case of steady (regular) waves, the simplest approach is linear Airy's theory, followed by several nonlinear wave formulations, including Stokes' waves (2nd-4th order), cnoidal waves, and Rienecker-Fenton (RF) waves (Fenton 1990 ). Finally, corrections to linear theory, such as Wheeler's (1970) stretching method, can be used to improve the results of Airy's theory, at a negligible additional complexity cost. For irregular waves, higher order spectral (HOS) formulations are often used, since they can efficiently solve the nonlinear potential problem, as well as the nonlinear propagation problem (Ochi 2005) . The accuracy of such wave theories depends mainly on the water depth, wave steepness, and wave height; therefore, the impact of such nonlinearity strongly depends on the specific device (position of the device with respect to the free surface and the sea bottom, power production region or survivability mode), and installation site (water depth, occurrence of each sea state in the scatter diagram of the installation site).
This paper discusses the impact that the choice of the wave field representation model has on the accuracy and complexity of the calculation of nonlinear FK forces for wave energy devices. Regular and irregular waves are considered, using Airy's theory, Wheeler's stretching, Rienecker-Fenton waves, and HOS methods. Initially, the pressure profile is evaluated and compared, from the free surface to the sea bottom, for a comprehensive set of wave conditions. Secondly, the effect of different pressure field representations on the calculation of nonlinear FK forces for WECs is discussed, considering HPAs and OWSCs as representative devices. While the accuracy of the pressure field representation has already been discussed in the literature [using Wheeler's stretching (Du et al. 2009; Clauss et al. 2009 ), RieneckerFenton (Fenton 1990) , and HOS (Ducrozet et al. 2007 )], to the best of the authors' knowledge, the present paper is the first study considering the impact of the pressure field accuracy on nonlinear FK force calculations for wave energy devices.
The remainder of the paper is organized as follows: Sect. 2 presents the wave models, based on potential theory. Sections 3 and 4 consider regular and irregular waves, respectively. The overall accuracy of the pressure profile representation is discussed in Sects. 3.1 and 4.1, while the effect of the pressure representation on the calculation of nonlinear FK forces is discussed in Sects. 3.2 and 4.2. Some final remarks and conclusions are presented in Sect. 5.
Wave theories
The wave theories discussed herein are based on the assumption of a homogeneous, ideal, incompressible fluid, with irrotational motion (Newman 1977) . Two-dimensional waves are considered in the (x, z) coordinate system, where x is the direction of propagation of the wave, and z is the vertical axis, positive upwards, with the origin at the still water level (SWL), which is at a distance d from the sea bed. Assuming the flow is irrotational, a velocity potential ϕ can be defined, such that:
where u is the velocity vector. Since the motion is assumed incompressible, ϕ satisfies Laplace's equation throughout the fluid:
The kinematic boundary conditions are satisfied on the flat sea bottom (3a), and on the free surface η (3b):
Finally, the dynamic boundary condition (Bernoulli's equation) is verified on the free surface:
where ρ is the water density, g the acceleration of gravity, and p the total pressure.
The resolution of such a potential problem is different, depending on the use of regular or irregular waves. In Sect. 2.1, different regular wave theories are discussed, while Sect. 2.2 is concerned with irregular sea state representations.
Regular waves
A general analytical solution to the wave velocity potential problem, described by Eqs. (1)-(4), does not exist. In particular, some further assumption are needed to solve the free surface boundary conditions (3b) and (4): Airy's wave theory linearizes such boundary conditions onto the SWL, while Stokes' wave theory, assuming infinite water depth (with respect to the wave length λ), uses a Fourier series of (3b) and (4), performing a perturbation expansion in terms of a deviation parameter, which increases with the wave steepness. On the other hand, cnoidal wave theory solves the potential problem, assuming that the wave length is much longer than the water depth.
The regions of validity of such wave theories are shown in Fig. 1 . Note that there are different orders of Stokes' theory, where first order corresponds to linear Airy's theory. Méhauté 1976) , for different wave lengths λ and wave heights H , both normalized with respect to the water depth d. The boundary between cnoidal and Stokes wave theories is given by an Ursell number (Ur) of 40 (Hedges 1995) . The thresholds between consecutive orders of the Stokes wave (dashed lines) are qualitative. The theoretical highest wave possible is based on Williams (1981) . The markers on the graph refer to the wave conditions studied in Sect. 3.2 The range of applicability of different theories depends on the water depth, the wave length and the wave height H . The boundary between cnoidal and Stokes wave theories is given by an Ursell number (Ur) of 40 (Hedges 1995) , where Ur is the ratio between a measure of nonlinearity (H /d), and a measure of shallowness (d 2 /λ 2 ). The theoretical limit for the highest wave possible, based on the model of Williams (1981) , determines the maximum achievable wave height.
Finally, by means of Rienecker-Fenton wave's theory (Fenton 1990) , it is possible to achieve a numerical solution to the nonlinear potential problem, without any assumption on the wave depth or height. Indeed, Sobey et al. (1987) shows how well RF waves embrace Stokes' and cnoidal wave theory, in their respective regions of validity. The drawback is that, while there are analytical formulations for calculating the Stokes' and cnoidal waves parameters, the RF approach requires a numerical optimization routine for each wave condition.
Linear Airy's wave theory
Assuming a small wave steepness (s = H /λ), it is possible to linearize the kinematic and the dynamic free surface boundary conditions, shown in (3b) and (4), respectively, around the SWL, namely at z = 0. The solution to the linearized potential problem consists of a harmonic free surface elevation and an exponential dynamic pressure, as follows:
where p st and p dy are the static and dynamic pressures, respectively, k = 2π/λ is the wave number, ω = 2π/T is the wave frequency, and T the wave period. Note that, at infinite water depth conditions, the dynamic pressure tends to ρgηe kz . Pros and cons of Airy's theory are discussed hereafter. Airy's theory is mathematically rigorous and consistent with the velocity potential theory framework, shown in (1)-(4), as long as the linear assumption of small steepness, compared to unity, is verified. Therefore, Airy's theory gives an accurate representation of the wave physics as long as the wave steepness is small. However, in order to compute nonlinear Froude-Krylov forces, pressure specification is required up to the (eventually large positive) free surface elevation, hence introducing modelling errors.
For example, the total pressure p at the free surface (z = η), according to the boundary condition (4), should match the atmospheric pressure, therefore equal to zero. Assuming, for the sake of argument and simplicity, infinite water depth conditions, it results that, according to Airy's wave theory, p at the free surface is not zero:
As a consequence of the linearization of the free surface boundary conditions, the total pressure is zero at the SWL (z = 0) instead, implying a modelling error of the pressure at the actual free surface (z = η). Equation (6) shows that such an error is proportional to η(e kη − 1), which tends to zero as the wave steepness tends to zero. Similar conclusion can be drawn in generic water depth conditions. Moreover, such an error depends on the wave number as well. For regular waves, there is only one k, which is usually small. Conversely, panchromatic waves are characterized by several frequency components. High-frequency components, with consequently large wave numbers, are particularly problematic for the calculations of the dynamic pressure at positive z, since the error increases with the exponential of kη. Such an issue is further investigated in Sect. 4.
Finally, note that p st is defined in the same way for all methods, so it is not a source of error. Consequently, only p dy will be considered hereafter, when pressure errors are considered. Furthermore, for brevity, the word "pressure" will implicitly refer to p dy , unless differently specified.
Wheeler's stretching method
Wheeler's stretching approach (Wheeler 1970) consists of starting from the results obtained with Airy's theory, and apply a convenient change of coordinates, in order to correct the free surface linearized dynamic boundary condition error. Therefore, in the Wheeler's stretching approach, the total pressure is still computed in a linear way, effectively neglecting the nonlinear term. The vertical coordinate z is substituted with z , defined as:
Note that the origin of the stretching is located at the sea bottom, since z = z at z = −d. On the other hand, z = 0 at z = η, hence the dynamic free surface boundary condition is satisfied, and the-linearized-total pressure at the free surface is zero. Moreover, the issue at high-frequency components for panchromatic waves, described in Sect. 2.1.1, is resolved. Notwithstanding that the-linearized-dynamic pressure is correct at z = η, the whole pressure profile is, in general, an approximation, since it is based on a linear stretching of the results from Airy's theory. Indeed, Wheeler's stretching performs a redistribution of the whole potential field in the vertical direction causing, for example, the Laplace condition (2) to be unsatisfied in the fluid domain.
Therefore, both Wheeler's stretching and Airy's theory are approximations. However, the advantage of Wheeler's stretching over Airy's theory is to describe more realistically the pressure for z > 0, as shown, for example, by Du et al. (2009) and Clauss et al. (2009) . Nevertheless, to the best of the authors' knowledge, there is no previous study considering how the choice of either Airy's theory or Wheeler's stretching affects the calculations of nonlinear Froude-Krylov forces for different wave energy devices: only the region of fluid where the device operates is relevant, as supposed to the whole pressure profile, from sea bottom to the free surface. Consequently, Wheeler's stretching is likely to be particularly effective for floating devices, which operate close to the free surface (where Wheeler's stretching is significantly more accurate than Airy's theory). Further details and discussions are given in Sects. 3.2 and 4.2.
Rienecker-Fenton wave theory
The basis of the Rienecker-Fenton method is to write the analytical solution for ϕ in a separated variables form:
where B j are dimensionless constants for a particular wave, and N B is a finite integer which, according to Fenton (1990) , should be chosen between 10 and 20. In order to achieve the same level of accuracy, less steep waves would require less Fourier terms, therefore lower N B . In this study, the highest number of components (N B = 20) suggested by Fenton (1990) has been chosen, which is able to accurately describe the steepest waves (Fenton 1990) . The truncation of the series for finite N B is the only approximation in this formulation. The values of B j are found numerically, using Newton's method (Fenton 1990) . Note that the complexity of the pressure formulation in the RF method is considerably higher than in Airy's theory and Wheeler's stretching method. In fact, once the N B terms of the potential are obtained, the pressure is computed from Bernoulli's equation (4), which requires the computation of derivatives of the potential. On the other hand, since no approximation is introduced into the formulation of the boundary conditions, the wave pressure profile obtained with the RF method is taken as an accuracy benchmark, and used to evaluate Airy's and Wheeler's approaches. Likewise, the RF approach provides an accurate description of the nonlinear free surface elevation, with higher and steeper peaks compared to linear waves. Figure 2 shows an example of the free surface elevation, using Airy's theory and the RF model. 
Irregular waves
Irregular sea states are commonly described as a superposition of harmonic components, with frequency-dependent amplitudes and random phases (Ochi 2005) . Consequently, assuming that linear superposition is valid, Airy's theory can be used to define the resulting-linearized-wave pressure field:
where N ω is the number of frequency components, A i , ω i , and Φ i are the amplitude, frequency and phase parameters, respectively, and k i = 2π/λ i is the wave number. As in the regular case, for each frequency component, Airy's theory tends to overestimate the pressure at positive displacements (above the SWL), breaking the free surface boundary conditions; such an error is proportional to the exponential of kη, as shown in (6) and (9). While, in the regular case, wave numbers are relatively small, in the irregular case there are quite large k i , associated with high-frequency components of the wave spectrum. The -linearized-dynamic pressure depends linearly on the wave amplitude, and exponentially on the wave number; therefore, in case of large k i and positive z, the exponential may dominate on the small amplitude A i , which are typically associated with highfrequency components. Consequently, due to the exponential growth of the error, large inaccuracies are expected, close to the free surface, for large wave heights. Note that such an extreme magnification of pressure errors is present only when nonlinear FK forces are considered. Conversely, linear FK force calculation is mathematically consistent with Airy's theory approach, since the pressure integral is computed only up to the SWL (z = 0), avoiding the exponential growth in pressure error for positive z.
Since errors due to the free surface boundary conditions are especially relevant to the irregular case, Wheeler's stretching approach is likely to be particularly effective, since it is designed to verify the linearized free surface dynamic boundary condition at z = η. As in the regular case, the change of variable, defined in (7), is applied to the pressure formulation in (9). On the other hand, the pressure decay rate, from the free surface to the sea bed, is just an approximation, since it is a simple stretch of Airy's decay. In order to have the correct pressure profile, the full nonlinear boundary problem must be solved.
Furthermore, both Airy's theory and Wheeler's stretching assume linear superposition, implying the absence of energy exchange between different frequency components. As a result, the free surface elevation is a Gaussian process, meaning that the probability distribution of the water displacement is symmetric (Ochi 2005 ) (peaks and troughs, statistically, are of equal width and height). The Gaussianity of a sea state is influenced only by the water depth: the interaction between frequency components is negligible at infinite water depths, more precisely at significant wave heights (H s ) such that d/H s ≥ 4.17 (Ochi 2005) . On the contrary, in intermediate/shallow water depths, higher and narrower peaks, and smaller and larger troughs, may be found.
Non-Gaussian processes can be described through the solution of the nonlinear wave propagation problem (Ducrozet et al. 2016) . The higher order spectral method is an efficient approach to the solution of both the nonlinear boundary problem and the nonlinear wave propagation problem. In this work, the open-source HOS-Ocean software is used (Ducrozet 2017) . Section 2.2.1 discusses the main features of the method, while full details are given in Ducrozet et al. (2016) .
Higher order spectral method
The HOS scheme is able to iteratively solve for the nonlinear boundary conditions and the nonlinear sea state evolution, taking into account the energy exchange between different frequency components of the free surface spectrum. HOS models have been widely used and validated, modelling nonlinear energy transfer (Tanaka 2001) , or freak waves, (Ducrozet et al. 2007; Sergeeva and Slunyaev 2013) , among others.
An efficient solution to the nonlinear potential problem is based on the pseudo-spectral formalism, according to which the velocity potential is expressed through a spectral basis
where k m = m2π/L x are the wave numbers, and L x is the length of the domain. The HOS scheme is based on the knowledge of the surface quantities η and ϕ = ϕ(x, η, t), which are used to evaluate the vertical velocity at the free surface, W (x, t). The method relies on a Taylor series expansion around z = 0, up to the so-called HOS order M:
Equations (11) define a triangular system, which is solved iteratively. The solution is then advanced in time, using a fourth-order Runge-Kutta Cash-Carp scheme (Ducrozet et al. 2016) , with an adaptive step size. The kinematics and the fluid pressure within the fluid domain are computed via post-processing from free surface quantities, using the modal coefficients A m in (10). Further details about the HOS scheme and its implementation are available in Ducrozet et al. (2016) . Ducrozet et al. (2016) proposes as well a validation of the HOS model for regular waves, effectively comparing HOS results with RF theory.
Regular wave results
The simplest case of steady (regular) waves is considered first. In Sect. 3.1, the accuracy of the pressure profile representation is evaluated for a comprehensive set of wave conditions, from shallow to infinite water depth, and from linear to highly nonlinear waves. Then, in Sect. 3.2, two particular devices are chosen, an HPA and an OWSC, as well as a scatter diagram for a particular installation site, in order to evaluate the impact that the pressure representation accuracy has on the calculation of nonlinear FK forces.
Pressure profile
The overall objective of the study reported in this paper is to evaluate the influence of nonlinear waves on nonlinear FK forces for wave energy converters. Usually, nonlinear models are formulated in the time domain, so that nonlinearities in the equation of motion can be solved in the time progression scheme. Therefore, a time domain framework for the WEC model is assumed hereafter. The two elements affecting the response of the device are the free surface elevation and the pressure profile. On the one hand, η is just an input to the system; therefore, its complexity does not affect the complexity of the WEC model, since η is evaluated only once. On the other hand, the pressure profile has to be evaluated, and integrated, over the wetted surface of the device, at each time step; therefore, the computational burden of the calculation of nonlinear FK forces is strongly dependent on the complexity of the pressure formulation, though independent of η. Hence, hereafter, a nonlinear η is considered for all wave models. Note that using the undisturbed incident free surface elevation for the calculation of nonlinear FK forces is valid only under the assumption that diffraction and radiation effects are negligible.
The shape of the pressure profile is evaluated for a comprehensive range of wave conditions. Three wave periods, of 5, 10, and 15 s, are considered, and the corresponding wavelengths are computed, according to the water wave dispersion relation (Dean and Dalrymple 1991) . Three normalized water depths d/λ, of 0.05, 0.3 and 0.6, are considered, respectively, defining shallow, intermediate and infinite water depth conditions (Dean and Dalrymple 1991) . Finally, for each wave condition, five wave heights are studied, corresponding to 5, 10, 20, 40, and 60% of the theoretical maximum wave height, as defined in Williams (1981) . The resulting waves conditions are shown by the 'x' markers in Fig. 1 .
It is worth highlighting that the wave period has an effect of just scaling the free surface elevation and pressure profiles, by changing the wave length; therefore, the markers in Fig. 1 overlap for different values of T . Likewise, the normalized pressure profiles for different T , but identical λ/d and H /d, overlap. Figure 3 shows two representative samples of pressure profiles, at the wave peak (z = η), having a wave height equal to 40% of the theoretical maximum wave height. In infinite water depth conditions, the RF pressure profile significantly differs from Airy's profile only at the free surface, converging to almost the same value at the sea bottom, where the dynamic pressure is almost zero, due to the large distance between the wave and the sea bed. Conversely, large errors are found in shallow water conditions, throughout the entire water depth, since the nonlinear influence of the nearby sea bed is significantly changing the pressure decay rate from the free surface to the bottom.
Wheeler's stretching approach, as explained in Sect. 2.1.2, analytically imposes the correct -linearized-boundary condition at the free surface, and linearly stretches the pressure profile from the sea bottom. Indeed, Fig. 3 Fig. 3 Normalized pressure profiles for infinite and shallow water depth conditions, for a wave sample with a wave height equal to 40% of the theoretical maximum wave height same as the RF one at the free surface, whereas is the same as Airy's one at the sea bottom. Consequently, errors in pressure profile modelling for Wheeler's stretching approach are dependent on the pressure error at the sea bottom, which increases with the decreasing water depth. Finally, note that the pressure is normalized by ρgη max . Consequently, as expected, Airy's theory presents a normalized pressure equal to unity at the SWL. Likewise, Wheeler's stretching and Rienecker-Fenton models show a unity normalized pressure at the actual free surface.
In order to have a more global picture of the errors associated with Airy's theory and Wheeler's stretching model, compared to the RF benchmark model, the mean relative error is computed for all the wave conditions shown by the 'x' markers in Fig. 1 as follows:
where p j dy (z n ) is the dynamical pressure computed at point z n , using model j (either Airy or Wheeler's stretching). The relative error is evaluated at N vertical points, from the sea bottom to the peak free surface. Given the variety of water depths considered, and trying to define a depth-independent error index, the same number of points is taken for all the waves. On the other hand, since the pressure decay close to the free surface is faster than in deeper water, with a characteristic exponential decay, the N points are chosen with a logarithmic spacing, so that points are denser close to the free surface, and more widely spread towards the sea bed. Figure 4 plots such relative errors against the wave steepness, which is a representative parameter of the degree of nonlinearity in the wave, as discussed in Sect. 2. Finally, note that In general, Fig. 4 shows that the relative error is always increasing with the wave steepness, associated with the amount of nonlinearity in the wave. Nevertheless, for linear waves (steepness lower than 1%), the relative error is lower than 2% for both models, in all depth conditions. On the other hand, as the steepness increases, the curves diverges and the relative error obtained using Airy's theory reaches a maximum of 28%, while with Wheeler's stretching approach, the maximum error is less than 2% in intermediate/infinite water depths, and about 8% in shallow water conditions. It is evident that Wheeler's stretching model always outperforms Airy's theory; as expected, significant improvements are found at intermediate and infinite water depth conditions, where relative errors are between 12 and 23 times smaller while, at shallow water depth, the relative error is about half.
Pressure integral
The errors, shown in Fig. 4 , give an overall evaluation of the pressure profile representation, from the sea bottom to the free surface, according to Airy's and Wheeler's stretching approaches. Nevertheless, as far as nonlinear modelling of wave energy converters is concerned, what is important is the accuracy just in the region of fluid where the device operates, which affects the accuracy of the computation of the nonlinear Froude-Krylov force.
Consequently, the device operating principle has to be taken into account. On the one hand, piercing heaving point absorbers work in the proximity of the free surface, in either infinite or intermediate water depth conditions. On the other hand, oscillating wave surge converters operate in intermediate/shallow water conditions, spanning almost all the depth from the free surface to the sea bed. Therefore, based on Figs. 3 and 4, it can be expected that Wheeler's stretching approach can be more effective for HPAs than for OWSCs, since Wheeler's stretching errors are particularly small close to the surface, and in infinite or intermediate water conditions.
Inspired by the Wavestar (2016) device, a spherical HPA is chosen, with a radius of 2.5 m, and centre at the still water level. The dynamic nonlinear FK force is the integral of the dynamic pressure over the instantaneous wetted surface, which depends on the relative displacement between the device and the free surface elevation. The details for an algebraic resolution of such an integral are given in Giorgi and Ringwood (2017b) . The geometry of the OWSC is based on the Oyster 2 device (Aquamarine 2016), where the dynamic FK torque is the resulting torque due to the pressure on the front and rear surfaces of the flap, as shown in Giorgi and Ringwood (2017a) .
The reason for considering the device geometry is to quantify the importance of the nonlinear pressure profile in the respective water depths, where the devices operate. Therefore, with the purpose of temporarily excluding geometric nonlinearities, a zero relative displacement is used for the HPA, and the vertical (rest) position is considered for the OWSC. The dynamic pressure is consequently integrated over half a sphere for the HPA, and over a vertical rectangle of 9 m draft, 3 m freeboard, and 26 m width for the OWSC. The freeboard is taken into account for the evaluation of the wetted surface. Figure 4 shows how modelling errors significantly increase with the wave steepness. Nevertheless, the occurrence of highly nonlinear waves is likely to be low, depending on the scatter diagram of the installation site. Furthermore, WEC devices are designed to be operative only in a determined range of wave conditions, where physical constraints are respected. Otherwise, for certain wave conditions, the device is not able to produce energy (if the waves are not energetic enough), or survivability mode is engaged (if the waves are too energetic). Therefore, for power production assessment studies, the accuracy of the wave representation is important only in the power production region. On the contrary, highly nonlinear and energetic sea states must be considered when the maximum structural loads need to be assessed. Nevertheless, more complex fully nonlinear models, like computational fluid dynamics (CFD), are likely to be necessary for such survivability studies and are beyond the scope of this study.
The scatter diagram considered in this study is shown in Fig. 5 , which refers to the European Marine Energy Centre (EMEC), Orkney, Scotland (O'Boyle et al. 2015) , where the nominal water depth is 50 m. The solid line defines the operational region of the OWSC Oyster 800, which covers 86.1% of the total wave occurrences.
A set of regular wave conditions is based on the significant wave heights (H s ) and peak wave periods (T p ) shown in Fig. 5 . The water depth choice, equal to 13 m, is constrained by the OWSC geometry (Aquamarine 2016). Nevertheless, the HPA is studied in infinite water depth conditions as well. Varying the water depth condition implies changes in the power content of the scatter diagram, since the transition from deep to shallow water happens with non-negligible power losses. However, in this study, the scatter diagram has been retained unchanged, since the only purpose of considering different water depth conditions is to discuss how the pressure profile changes, due to the proximity (or not) of the sea bottom.
Integrals of the dynamic pressure over the surface of the HPA and the OWSC are computed at the peak of the free surface elevation, in order to highlight nonlinear effects. The computation of such integrals is straightforward for Airy's pressure profile, since algebraic solutions are available, in Giorgi and Ringwood (2017b) for the HPA, and in Giorgi and Ringwood (2017a) for the OWSC. The same algebraic solution can be easily adapted to Wheeler's stretching pressure profile, since just a change of variable is required. On the contrary, integrating the RF pressure profile is much more complex; given the high number of terms in the RF pressure expression, an algebraic solution does not exist . A trapezoidal numerical integration scheme is then used, iterating the integration until an absolute tolerance lower than 1e−10 is achieved.. As in Sect. 3.2, results obtained using the RF model are used as benchmarks to evaluate Airy's and Wheeler's stretching models, whose relative errors are shown in Figs. 6 and 7, for the HPA and the OWSC, respectively. In both figures, the uppermost surface corresponds to Airy's model, whereas the lower surface corresponds to Wheeler's stretching approach, whose errors are always smaller.
Each surface in Figs. 6 and 7 presents three different shades (grey, red, and green). The outer (grey) surfaces cover the whole scatter diagram. The inner darker (red) shades consider only the wave conditions within the operational region of the scatter diagram, shown in Fig. 5 , which is the region of interest for power production assessment studies. The inner lighter (green) shades take into account only the wave condi- tions which pass a significant occurrence threshold, arbitrary set at 1%. Indeed, higher accuracy is required in more probable wave conditions, while larger errors can be accepted for rare wave conditions. The sum of the occurrences over 1% amount to 87%, which is comparable to 86.1% of the whole operational region.
Airy's theory produces similar errors in both the HPA and the OWSC, up to 36% in the full scatter diagram, up to 28% in the operational region, and up to 18% in the occurrence threshold region. Conversely, Wheeler's stretching method performs better for the HPA than the OWSC, with maximum errors of 5 and 20%, respectively. Indeed, HPAs work close to the free surface: in this region of fluid, the -linearized-boundary condition error is zero, thanks to Wheeler's stretching change of coordinates.
Finally, the HPA is studied in an infinite water condition as well. Smaller errors are found, compared to the 13 m water depth condition. Airy's theory maximum error drops from 32 to 25%, while Wheeler's stretching maximum error drops from 5 to 4%. A summary of the maximum errors in each of the three regions (whole scatter diagram, operational region, and occurrence threshold region) is tabulated in Table 1 .
Irregular wave results
As in Sect. 3, the accuracy of the pressure representation is evaluated, for irregular waves, across the whole sea depth, in Sect. 4.1, and in relation to nonlinear FK forces on an HPA and an OWSC, in Sect. 4.2.
All the 108 sea states in the EMEC scatter diagram, shown in Fig. 5 , are considered, using JONSWAP spectra with γ = 3.3. Constant water depth, of 13 m, is assumed, as in Sect. 3.2. Note that, even though the HOS software solves the nonlinear wave propagation problem, treating all sea states (Ochi 2005) . Two-dimensional HOS simulations are run with HOSOcean, in a spatial domain 40 times longer than the peak wave length λ p of the sea state, using N = 256 sampling points (see (10)), as in (Ducrozet et al. 2016) . The HOS order M, in (11), is chosen equal to 5, based on a convergence study for the steepest sea state (H s = 4.75 m, T p = 6.5 s), which is the most challenging to simulate, where the sea state steepness is defined as H s /λ p . The convergence test is based on the free surface horizontal velocity at the highest wave crest.
Note that, in the most severe sea state considered, there are chances that some waves break, since the ratio H s /λ p is larger than 0.064 . In case of wave breaking, the HOS method may not converge to a solution. Ducrozet et al. (2017) give the most important guidelines to set-up the HOS model in order to reduce the risk of failure and, in general, ensure appropriate levels of accuracy. In this paper, since only one set of random phases is studied for each sea state, it happens that, by chance, the HOS does not diverge for the one particular realization considered.
Finally, each simulation is run for 250 times the peak period, in order to guarantee proper nonlinear wave propagation, and to have a representative statistical description of the sea state. The post-processing, useful to extract the pressure profile in the fluid domain, is performed at x = 0, with a sampling rate of 1.28 Hz.
Pressure profile
In order to apply Airy's and Wheeler's stretching method to compute the pressure field distribution, the frequency components (frequency, amplitude and phase) of the free surface elevation are needed, which can be obtained through a fast Fourier transform (fft). Given the significant length of the time signals (250 T p ), at a sampling rate of 1.28 Hz, the fft of the whole signal would require a very large number of components, which would considerably slow down post-processing calculations. Therefore, the time series are divided in 25 segments, of equal length (10 T p ), which is considered appropriate to be representative of the sea state. Apart from the practical advantage, the segmentation is useful to obtain some statistical information about the mean error computed for each sea state.
From each segment, a fft is used to calculate an energy spectrum. Note that such time series are not periodic; consequently, the reconstructed time signal (obtained through an inverse fft of the energy spectrum) overlaps with the original one at all the sampling points, except for the very last point. A fair comparison of the three wave modelling approaches (Airy's theory, Wheeler's stretching, and HOS), must consider the very same surface elevation in all cases; therefore, the last point is discarded.
For each point in time, the pressure profile is compared, along the whole water depth. Figure 8 shows an example of wave profiles for a sea state in the middle of the scatter diagram, with T p = 8.5 s and H s = 3.25 m. Both a wave trough and a wave peak are considered, whose absolute value is chosen to be about half of H s , in order to be representative of the irregular sea state. Note that, similarly to Fig. 3 , the normalized pressure for Airy's theory is unity at the still water level (z = 0), while for Wheeler's stretching and the HOS, the normalized pressure is unity at the actual free surface (z = η).
Some preliminary qualitative considerations are offered about the sign of the error, either positive (overestimation), or negative (underestimation), where the HOS pressure profile is taken as a benchmark. On the one hand, at the free surface (z = η), Airy's theory overestimates the pressure for positive η, but underestimates it for negative η, due to the approximation of the free surface dynamic boundary condition around the SWL. Note that errors for positive η can be particularly large, due to the exponential increasing pressure, and the relatively large wave number of some frequency components, as discussed in Sect. 2.2. On the other hand, Wheeler's stretching approach produces negligible errors at the free surface, which is indeed the objective of the stretching.
At the sea bottom (z = −d), it is not possible, in general, to anticipate the sign of the error. Nevertheless, if the water depth tends to infinity, the dynamic pressure tends to zero, for all three methods. Therefore, the pressure profile, according to Airy's theory, would remain always on the Fig. 8 Normalized pressure profiles for a sea state with T p = 8.5 s and H s = 3.25 m, at 13 m water depth, taken at a wave trough (on the left) and a wave peak (on the right), whose absolute value is about half of H s same side of the HOS pressure profile (either over-or underestimating), and the sign of Airy's theory error would remain constant across the entire water depth, converging to zero as the depth increases. However, with finite water depth, the pressure at the sea bottom is not negligible, as shown, for example, in Fig. 3 ; hence larger errors are expected, either positive or negative. Therefore, the pressure profile, according to Airy's theory, may intersect the HOS profile, causing a change of sign of the error as the depth increases. Likewise for Wheeler's pressure profile, which is just a stretch, centred at the sea bottom, of Airy's pressure profile. For quantitative considerations, due to the eventual change of sign of the pressure error across the fluid domain, the absolute error is considered instead, in order to avoid errors of opposite sign cancelling out. The information about the sign of the error, which is lost with such an absolute error, is recovered in Sect. 4.2, when the resulting nonlinear FK forces are considered.
The error is normalized by the maximum characteristic pressure of the sea state, defined as ρg H s /2. For each point in time, the average of all the errors, at different depths from the sea bottom to the free surface elevation, is considered. Afterwards, for each data segment, the time average is considered:
where p j dy (z n , t m ) is the dynamic pressure, according to model j, computed at z n in space, and t m in time, with t 1 = 0 and t M = 10T p . Consequently, for each sea state, there are 25 estimates of the overall error, from which the mean and the 95% confidence interval (CI) are computed, which are tabulated in Table 2 . The bold line represents the operational region, as in the scatter diagram in Fig. 5 . The (cyan) shading of the cells is proportional to the steepness of the sea state.
The mean overall errors, in Table 2 , are shown in Fig. 9 as well, where the horizontal axis represents a progressive enumeration of the sea states, based on a vertical reading of Table 2 : starting from the first column (constant T p ), the enumeration increases with H s , until the row is full; then, the enumeration continues to the following column. Consequently, in Fig. 9 , T p is constant between two consecutive peaks of the error curves, while H s increases from left to right. Indeed, as expected, errors increase with increasing values of H s .
From both Table 2 and Fig. 9 , it can be noticed that, as expected, Wheeler's stretching always outperforms Airy's theory. Nevertheless, while large improvements are appreciable for severe sea states, smaller differences are found in milder sea conditions. Therefore, it is important to weight the performance of the two approaches with the probability of occurrence of each sea state, and whether or not the sea state is within the power production region. Consequently, similarly to the regular wave case in Sect. 3.2, Fig. 9 shows the occurrence curve, a 1% occurrence threshold, and the sea states which are outside the operational region of the device (shaded in red). It is evident that larger errors, as expected, occur for sea states which are outside the operational region, and/or are relatively rare. Nevertheless, even though the performance of Airy's theory and Wheeler's stretching is similar in the operational region, Wheeler's stretching is preferred, since it is always more accurate, while maintaining the same (low) complexity of Airy's theory.
An important variable, which is missing from Fig. 9 , is the sea state steepness. Indeed, the two sea state parameters, influencing the pressure error, are the sea state steepness and the significant wave height. Figure 10 plots the overall Table 2 , with a progressive enumeration of the sea states, following the columns of 
Pressure integral
The impact of the dynamic pressure representation accuracy on the nonlinear FK force calculations is investigated, for a hypothetical HPA and an OWSC installed at EMEC, with a water depth of 13 m. As in Sect. 3.2, the objective is to introduce representative geometries for an HPA and an OWSC, which can highlight the essential differences due to the operating principles. Therefore, on the one hand, the HPA is represented by a half-submerged floating sphere, with 5 m diameter, i.e. with the centre of gravity at the free surface elevation. On the other hand, the OWSC is represented by a 26 m wide vertical rectangle, with 9 m draft and 3 m freeboard, which is taken into account for the evaluation of the wetted surface.
Consequently, the HPA is strongly affected by the large errors that Airy's theory produces close to high crests, due to the high-frequency components of the spectrum. Conversely, the OWSC is constrained by its limited freeboard; when large waves occur, the OWSC becomes fully submerged, and hence avoids the free surface dynamic boundary condition errors of Airy's theory.
A single estimate of the model accuracy, across the whole time series, would be useful. Since the nonlinear FK force is oscillating, between positive and negative values, the definition of a fair relative error, for each time step, would be challenging, due to the changes of sign, and divisions by quasi-zero values. Furthermore, an average over the whole time series should be taken. Rather, the area Γ under the absolute value of the nonlinear FK force (F FK ) time series, is considered instead:
Γ has the advantage of being a single, positive value, characterizing the whole time series, and conveying an overall under/overestimation information. An accuracy index is then defined as the ratio between Airy's theory (or Wheeler's stretching) area, and the HOS area. Figure 11 shows such an accuracy index, for the HPA and the OWSC, using Airy's theory and Wheeler's stretching, highlighting which sea states are outside the power production region. Despite the fact that the two devices are subject to the same pressure errors, the essential geometric differences, between the HPA and the OWSC, cause significant variations of the FK force accuracy. Indeed, Airy's theory performs worse for the HPA, in particular for quite extreme sea states (errors up to 2.01). Note that, in order to improve the readability of Fig. 11 , the upper limit of the vertical axis is set to 1.15, excluding HPA Airy's errors for the six most extreme sea states. Nevertheless, such sea states are outside the power production region.
Such results for the HPA with irregular waves contrast with those for regular waves, shown in Figs. 6 and 7. Airy's theory is affected by two errors: the free surface dynamic boundary condition error and the entire pressure profile error. Due to their dimensions and positions in the fluid domain, the HPA is mainly affected by the free surface error, whereas the OWSC by the pressure profile error. In the irregular wave case, the free surface dynamic boundary condition error can become particularly large, due to high-frequency components, as discussed in Sect. 4.1, which are absent in the regular wave case.
Conversely, since Wheeler's stretching resolves the dynamic boundary condition error, it is affected only by the pressure profile error. Therefore, consistent with the results for regular waves, Wheeler's stretching is more accurate for the HPA than the OWSC, even with irregular waves, since the HPA is located in a smaller region of fluid, close to the free surface, where Wheeler's representation is most accurate.
Conclusions
The accuracy of nonlinear hydrodynamic models for wave energy converters is directly influenced by the fidelity of the wave field representation. However, accuracy improvements have to be weighted by the increase in complexity and computational cost, required to implement more accurate wave models. Using regular and irregular waves, this paper considers four different modelling approaches, namely linear Airy's theory, Wheeler's stretching approach, the Rienecker-Fenton method (only for regular waves), and a higher order spectral method (only for irregular waves). In particular, the focus of the study is on the impact of the accuracy of the pressure field representation on nonlinear Froude-Krylov force calculations. Note that nonlinear Froude-Krylov force models rely on the assumption of small radiation and diffraction effects, which is usually the case for devices with small dimension compared to the wave length, or subject to small movements.
The entire pressure profile is evaluated for a comprehensive range of wave conditions, both regular and irregular. Modelling error magnitudes depend on the water depth, wave steepness, and wave height. In all cases, Airy's theory produces larger errors than Wheeler's stretching, especially with irregular sea states, due to the relatively high-frequency components of the wave spectrum.
As far as WEC nonlinear models are concerned, only the region of fluid where the device operates is relevant for the final accuracy of the results. On the one hand, Figs. 6 and 7 show that, when regular waves are considered, smaller errors are produced in HPAs, with respect to OWSCs, for both Airy's theory and Wheeler's stretching. On the other hand, Fig. 11 shows that, with irregular waves, consistent results are found only for Wheeler's stretching, which is more accurate for HPAs. Conversely, Airy's theory performs better for OWSCs than HPAs.
Furthermore, it is important to highlight that the performance of the wave models have to be weighted with the occurrence of each sea condition, according to the scatter diagram of the installation site. An further criterion to consider is the power production region, which is the only one taken into account for power production assessment studies.
Finally, it can be concluded that the Wheeler's stretching approach is a convenient wave modelling option for computing nonlinear Froude-Krylov forces for wave energy devices, since it performs well compared to RF/HOS methods, and performs always better than Airy's theory, but maintaining the same level of complexity.
