Compressed sensing with sparse frame representations is seen to have much greater range of practical applications than that with orthonormal bases. In such settings, one approach to recover the signal is known as ℓ 1 -analysis. We expand in this article the performance analysis of this approach by providing a weaker recovery condition than existing results in the literature. Our analysis is also broadly based on general frames and alternative dual frames (as analysis operators). As one application to such a general-dualbased approach and performance analysis, an optimal-dual-based technique is proposed to demonstrate the effectiveness of using alternative dual frames as analysis operators.
Introduction
Compressed sensing concerns the problem of recovering a high-dimensional sparse signal from a small number of linear measurements
where Φ is an m × n sensing matrix with m ≪ n and z ∈ R m is a noise term modeling measurement error. The goal is to reconstruct the unknown signal f ∈ R n based on available measurements y ∈ R m . References on compressed sensing have a long list, including, e.g., [12, 13, 14, 18, 19] .
In standard compressed sensing scenarios, it is usually assumed that f has a sparse (or nearly sparse) representation in an orthonormal basis. However, a growing number of applications in signal processing point to problems where f is sparse with respect to an overcomplete dictionary or a frame rather than an orthonormal basis, see, e.g., [29] , [16] , [5] , and references therein. Examples include, e.g., signal modeling in array signal processing (oversampled array steering matrix), reflected radar and sonar signals (Gabor frames), and images with curves (curvelets), etc. The flexibility of frames is the key characteristic that empowers frames to become a natural and concise signal representation tool. Compressed sensing, with works including, e.g., [33] , [15] , that deals with sparse representations with respect to frames becomes therefore particularly important. In this setting the signal f is expressed as f = Dx where D ∈ R n×d (n < d) is a matrix of frame vectors (as columns) that are often rather coherent in applications, and x ∈ R d is a sparse coefficient vector. The linear measurements of f then become
Since x is assumed sparse, a straightforward way of recovering f from (2) is known as ℓ 1 -synthesis (or synthesis-based method) [16] , [21] , [15] . One first finds the sparsest possible coefficient x by solving an ℓ 1 minimization problem
where x p (p = 1, 2) denotes the standard ℓ p -norm of the vector x and ǫ 2 is a likely upper bound on the noise power z 2 2 . Then the solution to f is derived via a synthesis operation, i.e.,f = Dx.
Although empirical studies show that ℓ 1 -synthesis often achieves good recovery results, little is known about the theoretical performance of this method. The analytical results in [33] essentially require that the frame D has columns that are extremely uncorrelated such that ΦD satisfies the requirements imposed by the traditional compressed sensing assumptions. However, these requirements are often infeasible when D is highly coherent. For example, consider a simple case in which Φ ∈ R m×n is a Gaussian matrix with i.i.d. entries, then Φ ∼ N (0, I n ⊗ I m ), where ⊗ denotes the Kronecker product and I m is an identity matrix of the size m. It is now well known that with very high probability Φ has small s-restricted isometry constant when m is on the order of s log(n/s) [12] , [1] . Let us now examine ΦD. It is not hard to show that ΦD ∼ N (0, D * D ⊗ I m ), where (·) * denotes the transpose operation. Consequently, if D is a coherent frame, ΦD does not generally satisfy the common restricted isometry property (RIP) [33] . Meantime, the mutual incoherence property (MIP) [19] may not apply either, as it is very hard for ΦD to satisfy the MIP as well when D is highly correlated.
The analysis-based method, ℓ 1 -analysis, is an alternative to ℓ 1 -synthesis, e.g., [20] , [21] , [15] , which finds the estimatef directly by solving the problem
When D is a basis, the ℓ 1 -analysis and the ℓ 1 -synthesis approaches are equivalent. However, when D is an overcomplete frame, it was observed that there is a recovery performance gap between them [16] , [21] . No clear conclusion has been reached as to which approach is better without specifying applications and associated data sets.
A performance study of the ℓ 1 -analysis approach is just recently given in [15] . It was shown that (4) recovers a signalf with an error bound
provided that Φ obeys a D-RIP condition (see (12) ) with δ 2s < 0.08, where the columns of D form a Parseval frame and (D * f ) s is a vector consisting of the largest s entries of D * f in magnitude.
It follows from (5) that if D * f has rapidly decreasing coefficients, then the solution to (4) is very accurate. In particular, if the measurements of f are noiseless and D * f is exactly s-sparse, then f is recovered exactly.
Indeed, ℓ 1 -analysis shows a promising performance in applications where both the columns of the Gram matrix D * D and the coefficient vector x are reasonably sparse, see e.g., [21] , [7] , [15] . In other words, as long as the frame coefficient vector D * f is sensibly sparse, ℓ 1 -analysis can be the right method to use.
However, the ℓ 1 -analysis approach of (4) is certainly not flawless. That f is sparse in terms of D does not imply D * f is necessarily sparse. In fact, as the canonical dual frame expansion in the case of Parseval frames, D * f = D * Dx has the minimum ℓ 2 norm by the frame property, see, e.g., [17] and is usually fully populated which is also pointed out in [33] .
For a given signal f , there are infinitely many ways to represent f by the columns of D. By the spirit of frame expansions, all coefficients of a frame expansion of f in D should correspond to some dual frame of D. It is not hard to imagine that there should be some dual frame of D, denoted by D, such that D * f is sparser than D * f . Furthermore, if a similar error bound (just like (5)) holds for arbitrary dual frame analysis operators, then one may expect a better recovery performance by taking some "proper" dual frame of D as the analysis operator. Motivated by this observation, we consider a general-dual-based ℓ 1 -analysis as follows:
where columns of the analysis operator D form a general (and any) dual frame of D.
In this article, we first present a performance analysis for the general-dual-based ℓ 1 -analysis approach (6) . It turns out that a recovery error bound exists entirely similar to that of (5). More precisely, under suitable conditions, (6) recovers a signalf with an error bound
We show that sufficient conditions which ratify a recovery performance estimation (7) depend not only on the D-RIP of Φ, but also on the ratio of frame bounds. By utilizing the Shifting Inequality [9] , the recovery condition on the sensing matrix is improved from δ 2s < 0.08 [15] The important question then is how to choose some appropriate dual frame D such that D * f is as sparse as possible. One approach as we propose here is by the method of optimal-dual-based
where the optimization is not only over the signal space but also over all dual frames of D. Note that the class of all dual frames for D is given by [28] (see (17) )
whereD ≡ (DD * ) −1 D denotes the canonical dual frame of D, P ≡ I d − D * (DD * ) −1 D is the orthogonal projection onto the null space of D, and W ∈ R d×n is an arbitrary matrix. Plug (9) into (8), we obtainf = argmiñ
where we have used the fact that whenf = 0, g ≡ Wf can be any vector in R d due to the fact that W is free.
Clearly, the solution to (10) definitely corresponds to that of (6) with some optimal dual frame, say D o as the analysis operator. The optimality here is in the sense that D * of 1 achieves the smallest D * f 1 in value among all dual frames D of D and feasible signalsf satisfied the constraint in (10) . When f is sparse with respect to D, it is highly desirable that the corresponding optimal dual frame should be effective in sparsfying the true signal f . It then follows from (7) that an accurate recovery of f may be achieved by the solution of (10) . Indeed, we have seen that the signal recovery via (10) is much more effective than that of the ℓ 1 -analysis approach (4) which uses the canonical dual frame as the analysis operator.
Finally, we also develop an iterative algorithm for solving the optimal-dual-based ℓ 1 -analysis problem. The proposed algorithm is based on the split Bregman iteration introduced in [23] . Our numerical results show that the proposed algorithm is very fast when properly chosen parameter values are used.
This paper is organized as follows. Section 2 contains preliminary discussions about compressed sensing with general frames. Performance studies for the general-dual-based ℓ 1 -analysis approach are presented in section 3. In section 4, an optimal-dual-based ℓ 1 -analysis approach and a corresponding iterative algorithm are discussed. In section 5, results of numerical experiments are presented to illustrate the effectiveness of signal recovery via the optimal-dual-based ℓ 1 -analysis approach.
Conclusion remarks are given in section 6. Included in the appendix is on the basics of the Bregman iteration which is beneficial to the discussion of the algorithm presented in section 4.
Preliminaries

Preliminaries for Compressed Sensing
Let x ∈ R d be a column vector. The support of x is defined as supp(x) = {i :
For s ∈ N, a vector x is said to be s-sparse if |supp(x)| ≤ s. For T ⊆ {1, . . . , d}, x T stands for a |T |-long vector taking entries from x indexed by T . Similarly, D T is the submatrix of D restricted to the columns indexed by T . We shall write D * T ≡ (D T ) * , and use the standard notation x q to denote the ℓ q -norm of x
For an m × n measurement matrix Φ, we say that Φ obeys the restricted isometry property [10] with constant γ s ∈ (0, 1) if
holds for all s-sparse signals x. We say that Φ satisfies the restricted isometry property adapted to 
The D-RIP condition is also validated in a number of discussions. For instance, it was shown in [15] that suppose an m × n matrix Φ obeys a concentration inequality of the type Pr Φν
for any fixed ν ∈ R n , where γ, c are some positive constants, then Φ will satisfy the D-RIP
(associated with some D-RIP constant) with overwhelming probability provided that m is on the order of s log(d/s). Many types of random matrices satisfy (13) , some examples include matrices with Gaussian, subgaussian, or Bernoulli entries. Very recently, it has also been shown in [27] that randomizing the column signs of any matrix that satisfies the standard RIP results in a matrix which satisfies the Johnson-Lindenstrauss lemma [26] . Such a matrix would then satisfy the D-RIP via (13) . Consequently, partial Fourier matrix (or partial circulant matrix) with randomized column signs will satisfy the D-RIP since these matrices are known to satisfy the RIP.
Preliminaries for Frame Theory
A set of vectors {d k } k∈I in R n is a frame of R n if there exist constants 0 < A ≤ B < ∞ such that
where numbers A and B are called frame bounds. A frame that is not a basis is said to be overcomplete or redundant. More details about frames can be found in e.g., [17] , [24] , [25] . In the matrix form, (14) can be reformulated as
where {d k } k∈I are the columns of D. When A = B = 1, the columns of D form a Parseval frame
For every given overcomplete frame {d k } k∈I , there are infinite many dual frames { d k } k∈I such that (16) holds [28] . More precisely, the class of all dual frames for D is given by the columns of D
Note that D D * = I. When W = 0, D reduces to the canonical dual frameD = (DD * ) −1 D. The lower and upper frame bound ofD is given by 1/B and 1/A, respectively. For f ∈ R n , the canonical coefficientsD * f have the minimum ℓ 2 norm, i.e., D * f 2 = miñ
The Shifting Inequality
We now briefly discuss the Shifting Inequality [9] , which is a very useful tool performing finer estimation of quantities involving ℓ 1 and ℓ 2 norms. A different proof of this inequality is also given in [22] . [9] ) Let q, r be positive integers satisfying q ≤ 3r. Then any nonincreasing sequence of real numbers
Lemma 1. (Shifting Inequality
8 3 Sufficient Conditions for General-dual-based ℓ 1 -analysis
In this section, we establish theoretical results for the general-dual-based ℓ 1 -analysis approach (6) in which the analysis operator can be any dual frame of D. Our main result is that, under suitable conditions, the solution to (6) is very accurate provided that D * f has rapidly decreasing coefficients.
We present two results with slightly different emphasises. They are, respectively, when the analysis operator is an alternative dual frame and when the analysis operator is the canonical dual frame.
The Case of Alternative Dual Frames
Theorem 1. Let D be a general frame of R n with frame bounds 0 < A ≤ B < ∞. Let D be an alternative dual frame of D with frame bounds 0 < A ≤ B < ∞, and let ρ = s/b. Suppose
holds for some positive integers a and b satisfying 0 < b− a ≤ 3a. Then the solutionf to (6) satisfies
where C 0 and C 1 are some constants and ( D * f ) s denotes the vector consisting the largest s entries
Proof. The proof is inspired by that of [11] . Let f andf be as in the theorem. Set h = f −f . Our goal is to bound the norm of h. Without loss of generality, we assume that the first s entries of D * f are the largest in magnitude. Making rearrangement if necessary, we may also assume that 
and
where
Then the proof proceeds in following three steps:
Step 1: Bound the tail D * T c 01 h 2 . Since f andf are feasible andf is the minimizer, we have
This implies
If 0 < b−a ≤ 3a, then applying the Shifting Inequality (18) to the vectors ( D * 
Step 2:
h 2 is appropriately small. On the one hand,
On the other hand,
Combining (24) and (25) yields
Step 3: Bound the error of h. It follows from (21) and (23),
Combining (26) with (27) yields
If K 1 is positive, then we have
where C 0 = 2/K 1 and
then K 1 > 0. This completes the proof.
Remark 1: The D-RIP condition can now be δ 2s < 0.1398 in the case of Parseval frames. Suppose D is a Parseval frame and the analysis operator D is its canonical dual frame, i.e., D = D as seen in [15] . Then (19) becomes, since B B = 1,
Note that different choices of a and b may lead to different conditions. For example, let a = 3s, b = 12s, and ρ = s/b = 1/12. Then (31) becomes
By the fact that δ ks ≤ k · δ 2s for positive integers k and s (Corollary 3.4 of [31] ), (32) is satisfied
1398. This condition is weaker than the condition δ 2s < 0.08 obtained in [15] .
Remark 2: When D is a general frame and the analysis operator D is its canonical dual frame,
i.e., D = (DD * ) −1 D, then (19) may be expressed as
where κ = B B = B/A is the ratio of the frame bounds. We see that this sufficient condition not only depends on the D-RIP constants of Φ, but also on the ratio of frame bounds κ = B/A. Furthermore, as κ increases, it will lead to a stronger condition on Φ. For instance, let a = 7s, b = 8s, and ρ = 1/8, for different κ's, e.g., κ = 1 and κ = √ 2, (33) becomes δ 8s < 0.5395 and δ 8s < 0.3104, respectively.
The former is obviously much weaker than the latter. Hence, from this point of view, whenever a
Parseval frame is allowed in specific applications, it makes sense to use the Parseval frame (κ = 1).
Remark 3:
In general, when D is a general frame and D is an alternative dual frame of D, we see that the product of the upper frame bounds B B (of D and D) is a factor in the sufficient condition.
Evidently, B B is similar to κ in the case of the canonical dual. A larger B B will lead to a stronger condition on Φ.
Remark 4:
The results obtained in Theorem 1 for bounded noise can be applied directly to Gaussian noise, i.e., z ∼ N (0, σ 2 I m ), because in this case z belongs to a bounded set with large probability, as the following lemma asserted.
A combination of Theorem 1 and Lemma 2 leads to the following result for the Gaussian noise case.
Corollary 2. (Gaussian Noise Case) Let D be a general frame of R n with frame bounds 0 < A ≤ B < ∞. Let D be an alternative dual frame of D with frame bounds 0 < A ≤ B < ∞, and let
holds for some positive integers a and b satisfying 0 < b − a ≤ 3a. Then with probability at least
where C 0 and C 1 are some constants and ( D * f ) s denotes the vector consisting the largest s entries of D * f in magnitude.
An Improvement in the Case of the Canonical Dual Frame
We also notice that when using the explicit matrix structure of the canonical dual D =D = (DD * ) −1 D, the sufficient condition can be further improved. It seems to us that such an improvement can not easily carry through to the general dual frame case.
Theorem 3. Let D be a general frame of R n with frame bound 0 < A ≤ B < ∞ andD be the canonical dual frame of D. Let κ = B/A and ρ = s/b such that ρ < 1/κ. Suppose
holds for some positive integers a and b satisfying 0 < b − a ≤ 3a. Then the solutionf to (6) (with the canonical dual frame as the analysis operator) satisfies
where C 0 and C 1 are some constants and (D * f ) s denotes the vector consisting the largest s entries ofD * f in magnitude.
Proof. In this case, (23) and (26) respectively become
We have
Applying the fact that uv ≤ 
where c 1 , c 2 > 0. Let κ = B/A and simplifying the above equation yields
Using the fact that
Here we have assumed that
Combining (40) with (42) yields
where C 0 = 2/K 1 and C 1 = 2K 2 /K 1 . We now consider how to properly choose the parameters and K 1 > 0 is guaranteed provided that
To guarantee c 1 > 0 and (43) holds, it is also required that
This completes the proof. becomes, since κ = 1,
Again, different choices of a and b will lead to different conditions. For instance, let a = s, b = 4s, and ρ = s/b = 1/4 < 1. Then (48) becomes 9δ 2s + 4δ 4s < 5.
which is satisfied whenever δ 2s < 0.2. Note also that smaller δ 4s will lead to smaller constants in the error bound. For example, let c 2 = 1/10 and c 1 = 1 − ρ − c 2 ρ = 29/40, then we have C 0 = 29.1 and C 1 = 66.5 whenever δ 4s ≤ 1/4. If δ 4s has a tighter restriction, i.e., δ 4s ≤ 1/8, then the constants become to C 0 = 13.6 and C 1 = 32.5.
Optimal-dual-based ℓ 1 -analysis and an Iterative Algorithm
One of the applications of the general-dual-based ℓ 1 -analysis and its error bound analysis is in the optimal-dual-based ℓ 1 -analysis approach as we briefly discussed in the introduction. Recall that our goal is to solve a constrained optimization problem of this form 1 :
It is well known that this problem is difficult to solve numerically since the ℓ 1 term involved in (50) is nonsmooth and nonseparable. In this section, we focus on applying the split Bregman iteration [23] and develop an iterative algorithm for solving the optimal-dual-based ℓ 1 -analysis problem. Since our derivation of this algorithm makes use of the Bregman iteration, we include an outline of the basics of this technique in Appendix A.
Optimal-dual-based ℓ 1 -analysis via Split Bregman Iteration
The goal of the split Bregman method is to extend the utility of the Bregman iteration to the minimization of problems involving multiple ℓ 1 -regularization terms [23] and ℓ 1 -analysis [7] . Here, we apply the split Bregman iteration to solve the optimal-dual-based ℓ 1 -analysis problem (50).
The basic idea is to introduce an intermediate variable d such that d =D * f + Pg, and the term D * f + Pg 1 in (50) is separable and easy to minimize.
To solve (50), one can use the Bregman iteration (79) for the equality constrained version of (50) with an early stopping criterion
to find a good approximate solution of (50). This approach has already been used and discussed in, for example, [7] , [32] , [34] . The equality constrained version of (50) is given bŷ
Apply the Bregman iteration (79) to the constrained minimization problem (52), we obtain
for k = 0, 1, . . . , starting with c 0 = 0, g 0 = 0, and f 0 = 0. In the first step, we have to solve a subproblem of this form
This problem is equivalent to min f , g, d
Again, apply the Bregman iteration (79) to (55), we have the following two-phase algorithm for solving the subproblem (54)
Since we have split the ℓ 1 and ℓ 2 components of the subproblem involved in (56), we can perform this minimization efficiently by iteratively minimizing with respect to f , d, and g separately. Thus
we arrive at the following three steps:
Step 1 :
Step 2 :
Step 3 :
In
Step 1, because we have decoupled f from the ℓ 1 portion of the problem, the optimization problem is now differentiable. The optimality conditions to (57) yield
Thus we can compute
Step 2, there is no coupling between elements of d. This problem can be solved by a simple soft shrinkage, i.e.,
where the soft shrinkage operator is defined as
Step 3, the optimality conditions to (59) lead to
Since only Pg k is involved in the update of f k , d k , and b k , it is enough to derive an updating formula for Pg k
Therefore, we obtain the unconstrained split Bregman algorithm for solving the subproblem (54) as follows:
where (·) new denotes either (·) k+1 if it is available or (·) k otherwise.
Ideally, we need to run infinite iterations (N → ∞) to obtain a convergent solution for the subproblem involved in (56). However, as pointed out in [23] , it is not desirable to solve this subproblem to full convergence. Intuitively, the reason for this is that if the error in our solution for this subproblem is small compared to b k − b ♯ 2 , where b ♯ is the "true b", then this extra precision will be "wasted" when the Bregman parameter is updated. In fact, it was found empirically in [23] that for many applications optimal efficiency is obtained when only one iteration of the inner loop is performed (i.e., N = 1 in (65)). When N = 1, the unconstrained split Bregman iteration (65) reduces to
Combining this inner solver with the outer iteration (53), we obtain the constrained split Bregman method for (52) as follows:
where nInner denotes the number of inner loops. A formal statement of the split Bregman iteration for optimal-dual-based ℓ 1 -analysis is given in Algorithm 1 in which f denotes the recovered signal and d is the recovered coefficient vector.
Algorithm 1: Split Bregman Iteration for optimal-dual-based ℓ 1 -analysis
while k < nOuter and Φf k − y 2 > tol do for n = 1 : nInner do
Increase k; 
Computational Complexity Analysis
We discuss briefly the computational complexity of Algorithm 1 in this subsection. For simplicity of the discussion, we assume that D is a Parseval frame. This stems from the fact that Parseval frames are often favored in practical situations. Let Q ≡ (µΦ 
Numerical Results
In this section, we present some numerical experiments illustrating the effectiveness of signal recovery via the optimal-dual-based ℓ 1 -analysis approach. Our results confirm that when signals are sparse with respect to redundant frames, the optimal-dual-based ℓ 1 -analysis approach often achieves better recovery performance than the standard ℓ 1 -analysis method, and that this recovery is robust with respect to noise.
In these experiments, we use two types of frames: Gabor frames and a concatenation of the coordinate and Fourier bases. The optimal-dual-based ℓ 1 -analysis problems are solved by Algorithm 1, while the ℓ 1 -analysis problems are by Algorithm 1 with Pg ≡ 0. The sensing matrix Φ is a Gaussian matrix with m = 32, n = 128. The noise z has a white Gaussian distribution with zero-mean and second-order moments σ 2 I m .
Example 1: Gabor Frames. Recall that for a window function g and positive time-frequency shift parameters α and β, the Gabor frame is given by
For many imaging systems such as radar and sonar, the received signal f often has the form
Evidently, if s is small, f is sparse with respect to some Gabor frame. In this experiment, we construct a Gabor dictionary with Gaussian windows, oversampled by a factor of 20 so that d = 20×n = 2560. The tested signal f is sparse with respect to the constructed Gabor frame with sparsity
The positions of the nonzero entries of the coefficient vector x are selected uniformly at random, and each nonzero value is sampled from standard Gaussian distribution. We set λ = µ = 1, tol = 10 −6 , and nOuter = 200 in Algorithm 1. Figure 1 shows the relative error vs. outer iteration number for both approaches in noiseless case 2 . It is not hard to see that the optimal-dual-based ℓ 1 -analysis approach is more effective than the standard ℓ 1 -analysis approach. This is because the optimization of the former is not only over the signal space but also over all dual frames of D. In other words, there exists some optimal dual frameD o which produces sparser coefficients than the canonical dual frame does for the tested signal. SinceD o is also a dual frame, it then follows from (7) that a better recovery performance can be achieved by the optimal-dual-based ℓ 1 -analysis approach. The convergence performance of Algorithm 1 can also be observed in Figure 1 . The proposed algorithm converges quickly for the first several iterations, but then slows down as the true solution is near. It is also evident that as nInner increases, the proposed algorithm requires less outer iterations to converge. This is because the subproblem involved in (53) is solved more accurately as nInner increases, the need for outer Bregman updates is naturally less in order to reach the steady state. It is worth noting that as nInner increases, the corresponding complexity for an outer iteration also increases.
Our next simulation is to show the robustness of the optimal-dual-based ℓ 1 -analysis with respect to noise in the measurements. Figure 2 shows the recovery error as a function of the noise level.
As expected, the relation is linear. We also see that the constant C 0 in Theorem 1 for the optimaldual-based ℓ 1 -analysis is larger than that for the standard ℓ 1 -analysis. But the overall performance of the optimal-dual-based method is still much better.
We also test the performance of the optimal-dual-based ℓ 1 -analysis with respect to the sparsity level of the coefficient vector x. Figure 3 shows that the optimal-dual-based ℓ 1 -analysis outperforms the standard ℓ 1 -analysis at different sparsity levels. The plot also shows that the performance curve of the optimal-dual-based ℓ 1 -analysis exhibits a threshold effect. When ̺ ≡ s/m ≤ 0.2, the optimaldual-based ℓ 1 -analysis recovers the signal accurately. When ̺ ≥ 0.2, the performance degrades as ̺ increases.
Example 2: Concatenations. In many applications, signals of interest are sparse over several orthonormal bases (or frames), it is natural to use a dictionary D consisting of a concatenation of these bases (or frames). In this experiment, we consider a dictionary consisting of the coordinate and a relative error at about 80%. Such a failure is not surprising since D * f in this case is not at all sparse. This is due to the fact that, in this very example, the component that is sparse in one basis is not at all in the other. Figures 5 and 6 show the performance of the optimal-dual-based ℓ 1 -analysis with respect to the noise level and the sparsity level for the I + F case, respectively. The results are similar to that for the Gabor frame case. We also see that the standard ℓ 1 -analysis fails at all noise levels and sparsity levels in this case.
Conclusions
We extend the ℓ 1 -analysis approach to a more general case in which the analysis operator can be any dual frame of D. We call it the general-dual-based approach. Error performance bound is established. Improved sufficient signal recovery conditions are provided. To demonstrate the effectiveness of the general-dual-based approach, we also propose an optimal-dual-based ℓ 1 -analysis approach to recover the signal directly. The optimization of this method is not only over the signal space but also over all dual frames of D. We have seen that when signals are sparse with respect to frames that are redundant and coherent, this optimal-dual-based approach often achieves better recovery performance than that of the standard ℓ 1 -analysis. By applying the split Bregman iteration, we develop an iterative algorithm for solving the optimal-dual-based ℓ 1 -analysis problem.
The proposed algorithm is very fast when proper parameter values are used and easy to code.
Our ongoing work includes the performance analysis of the ℓ 1 -synthesis approach by virtue of the principle of the optimal-dual-based ℓ 1 -analysis approach we proposed, and further refinements of the algorithm.
where this subdifferential is evaluated at u k+1 , i.e., 0 ∈ ∂J(u k+1 ) − p k + ∇H(u k+1 ).
This leads to
Combining (72) and (73) 
for k = 0, 1, . . . , starting with u 0 = 0 and p 0 = 0.
The convergence of the Bregman iteration (74) was analyzed in [32] . In particular, it was shown that, under fairly weak assumptions on J(u) and H(u), H(u k ) → 0 as k → ∞.
We then show that the Bregman iteration can also be used to solve the general constrained convex minimization problem:
where J(u) denotes some convex function and Φ is some linear operator.
Traditionally, this problem may be solved by a continuation method, where we solve sequentially the unconstrained problems
where λ 1 < λ 2 < . . . < λ K is an increasing sequence of penalty function weights [3] . In order to enforce that Φu ≈ y, we must choose λ K to be extremely large. However, choosing a large value for λ k may make (76) extremely difficult to solve numerically [23] .
The Bregman iteration provides another way to transfer the constrained problem (75) into a series of unconstrained problems. To this end, we first convert (75) into an unconstrained optimization problem using a quadratic penalty function:
Combining (83) and (82) yields (79). It is this form (79) that will be used to derive the split Bregman iteration.
The convergence results of the Bregman iteration (78) (or (79)) were given in [23] , [34] . It was shown that the sequence u k generated by (78) (or (79)) weakly converges to a solution of (75).
