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Abstract: Hierarchical nanomaterials are highly suitable as electrocatalysts and electrocatalyst supports in electrochemical 
energy conversion devices. The intrinsic kinetics of an electrocatalyst are associated with the nanostructure of the active 
phase and the support, while the overall properties are also affected by the mesostructure. Therefore, both structures need 
to be controlled. A comparative state-of-the-art review of catalysts and supports is provided along with detailed synthesis 
methods. To further improve the design of these hierarchical nanomaterials, in-depth research on the effect of materials 
architecture on reaction and transport kinetics is necessary. Inspiration can be derived from nature, which is full of very 
effective hierarchical structures. Developing fundamental understanding of how desired properties of biological systems are 
related to their hierarchical architecture can guide the development of novel catalytic nanomaterials and nature-inspired 
electrochemical devices. 
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Introduction. Hierarchy is derived from the Greek words hieros (sacred) and archein (rule), and it refers to an organizational 
structure in which items are ranked according to levels of importance. In the case of hierarchically structured materials, an 
organizational structure exists consisting of n scales of a recognized structure. In nature, structural hierarchy is a prevailing 
feature observed in numerous biological materials from macroscopic to microscopic length scales.[2] The properties of these 
biological materials result from a complex interplay between surface structure, morphology, and physical and chemical 
properties.[3] A significant difference between structural control in traditional and biological materials is the geometrical 
occurrence of defects. Defects tend to be randomly distributed over the volume of engineered materials, whereas biological 
materials consist of a much more ordered structure that reaches down to the nanoscale.[4] The defects are judiciously placed 
throughout the structure and significantly affect the properties of the biological material.[4] Cytoskeletons, bone, shells, sea 
sponge exoskeletons and spider silk[4-5] are examples of biological materials with superior mechanical properties, such as 
strength, robustness, toughness and elasticity, due to their precise architecture, comprising structurally inferior building 
blocks, arranged along multiple hierarchical levels.[2b] The cytoskeleton of cells controls their shape and structural integrity 
via an interplay between intricate protein structures and hierarchically arranged signaling cascades.[4] The nanostructure of 
bones consists of mineral crystal platelets embedded in a collagen matrix, resulting in high overall toughness of the material, 
several orders of magnitude higher than that of the constituting minerals.[6]  
 
The unique characteristics of such biological materials has directed research towards the utilization of hierarchically 
structured nanomaterials in applications that require fast and efficient transport through high surface area porous 
frameworks, such as in separations, energy storage, catalysis and chemical sensing.[7] In the field of catalysis in 
electrochemical systems in particular, the active sites are located in the micro- and mesopores (nanopores), while the 
macropores promote facile diffusion of species toward and away from these active sites.[7-8] Moreover, the presence of 
different pore sizes results in short electron and ion transport paths as well as large surface areas leading to enhanced 
catalytic activity.[7-8] However, the design of such multi-scaled porous materials with controllable ordered pore sizes and 
structures still remains a challenge; the majority of synthesis techniques of hierarchical materials used nowadays are 
complex and expensive.[9]  
 
In this review, we critically discuss the state of the art in research on the synthesis of hierarchically mesoporous-
macroporous structured materials and their applications in various electrochemical devices, such as batteries, photo-
electrochemical cells and fuel cells. We present for the first time a novel approach to improve the design of these 
hierarchical materials by taking inspiration from nature. Nowadays, a biomimetic rather than a truly nature-inspired approach 
is often used to synthesize new hierarchical materials with sub-optimal results since this mimetic approach is focused on 
imitating isolated features of biological structures and the actual physical processes that govern the system are neglected. 
Developing fundamental understanding of how desired properties of biological systems are related to their hierarchical 
architecture is crucial and can guide the development of novel, highly efficient catalytic nanomaterials and nature-inspired 
electrochemical devices.  
1. Synthesis 
A range of experimental methods is used to optimally combine electrochemical  functionalities into hierarchical porous 
materials. Examples, discussed below, include (sacrificial) templating, galvanic replacement reactions, and the Kirkendall 
effect. 
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1.1 Templating Methods 
Templating is among the most frequently used methods to synthesize hierarchical porous materials with features ranging 
from nanometers to micrometers. Templating can be differentiated into soft[10] and hard templating[11], depending on the 
physical and chemical characteristics of the template used.[12]  
 
In soft templating, amphiphilic organic surfactants or block copolymers are typically used as structure-directing agents; these 
molecules are self-assembled with inorganic precursors or nanoparticles into organized organic-inorganic hybrids.[13] The 
soft templates are removed, often by heating, producing ordered mesoporous inorganic materials. 
 
During hard templating, inorganic precursors adhere to the surface of the template or fill the voids of a preformed hard 
template (mesoporous silica, carbon or colloidal spheres).[13b] The template is then removed by etching with HF or NaOH, or 
heat-treatment in air[11b, 14], resulting in the formation of a hollow or negative replica of the template[13b], depending on 
whether the precursor was coated on the surface or filled the vacancies of the template, respectively.  
 
Reactive hard-templating combines the advantages of hard-templating with in-situ decomposition of the template to remove 
the latter.[15] The template is synthesized from nanostructures of a solid-state reactant that vanishes completely at elevated 
reaction conditions. This method is very useful for high-temperature transformations, such as the synthesis of macroporous 
Ti3N4/C composites (Figure 1).[16] The utilization of graphitic carbon nitrides (g-C3N4) as reactive hard templates enables the 
direct synthesis of Ti3N4/C, since carbon nitrides can act as nitrogen source[15, 17], releasing nitrogen in the form of ammonia 
during their thermal decomposition.[15] Macroporous Ti3N4/C composites demonstrate a 5-fold increase in surface area, due 
to the thinner pore walls and the additional porosity created by interstitial sites between the hollow Ti3N4/C spheres.[13a] 
	  
Figure 1. SEM images of the macroporous carbon nitride template with 500 nm pores (CN-500) (top) and the obtained TiN-500 (bottom).[13a] 
Copyright© 2008 American Chemical Society. 
Colloidal Crystal Templating. An example of hard templating is the colloidal crystal templating, which is used for the 
synthesis of 3D ordered macroporous (3DOM) nanomaterials.[18] This templating method comprises three simple steps: i) a 
colloidal crystal is formed, consisting of uniformly sized spheres formed via various chemical processes, such as chemical 
vapor deposition (CVD)[19], sol-gel synthesis[20], polymerization[21] and electrodeposition[22]; ii) the interstitial spaces of the 
crystal are filled with a fluid precursor capable of solidification; and iii) the template is then removed to obtain a porous 
inverse replica (Figure 2).[18] Despite the simplicity of this technique, optimization of precursor/template interactions as well 
as chemical reactions is needed to control the 3DOM (sub-)structure and meet specific goals for materials design such as 
pore topology and micro/mesopore shape.[13b, 18]  
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Figure 2. Schematic of the colloidal crystal templating process. The template with the structure of an opal is infiltrated with precursor material. 
Processing and template removal produce the inverted (3DOM) structure.[23] Copyright© 2013 American Chemical Society. 
The diameter of the ordered macropores can be altered by varying the diameter of the spheres in the colloidal crystal 
template[13b], while the diameter of the windows that connect each macropore to its neighbor can be tuned by controlling the 
synthesis conditions.[24] The main parameters controlling the entrance size of the macropores are the acid concentration and 
the sintering conditions of the colloidal crystal templates.[24] As the acid concentration increases, the mesopore size slightly 
decreases (~4.7 to 3.6 nm) and the macropore entrance size gradually increases from 0 to ~ 200 nm (Figure 3).[24] A similar 
effect is observed upon increasing the sintering temperature of the polymeric colloidal crystal template (~ 90oC), as it leads 
to a wide macropore entrance of ~ 150 nm.[24] The resultant material is characterized by 3D ordered macropores (~1 µm) 
with tunable entrance size, 2D hexagonally packed mesopores (~ 4 nm), high surface area (~330 m2g-1) and large pore 
volume (~0.36 cm3g-1).[24] These tunable materials with adjustable entrance size can be used in various applications, such 
as drug delivery and nanofiltration. 
 
	  
Figure 3. SEM images of the hierarchically ordered meso/macroporous silica samples using a) 0.1, b) 0.3, c) 0.5, and d) 0.8 g of 2 M HCl solution.[24] 
Copyright© 2011 American Chemical Society. 
The alignment of the mesopores can be tuned via changes in solvent polarity. During the synthesis of 3D silicate materials, 
a polystyrene template is spin-coated with a precursor solution containing pluronic triblock copolymer P123 and tetramethyl 
orthosilicate (TMOS) in methanol and/or water; the resulting SiO2 mesostructure consists of hexagonally arranged pores 
parallel to the substrate (Figure 4a).[25] Upon increase of the water content of the precursor solution, hexagonally arranged 
spherical pores are obtained (Figure 4b,c) due to an increase in affinity of the polyethylene oxide (PEO) block for the wall.[25] 
However, precise control over microporosity is difficult to achieve.[13b]  
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Figure 4. SEM images of textural mesoporosity of 3DOM SiO2: a-d) parallel mesopores formed with methanol as the solvent; e-h) transitional 
mesophases with methanol/water co-solvents; and i-l) possibly vertical mesophase and spherical mesopores formed in water.[25] Copyright© 2012 
American Chemical Society. 
1.2 Chemical Vapor Deposition (CVD) 
Well-ordered mesoporous carbon materials used as catalysts supports, electrode materials and templates are usually 
synthesized via sacrificial templating methods[26]; mesoporous silica/zeolite is infiltrated with carbon precursors and 
subjected to carbonization at high temperature and selective removal of the inorganic templates.[26-27] Chemical vapor 
deposition (CVD) can be successfully used to control morphology, pore size and graphitization in well-ordered mesoporous 
carbons, leading to enhanced thermal stability and electrical conductivity of the material.[26, 28] In general, CVD involves 
chemical reactions between gaseous reactants in an activating environment, followed by the formation of stable solid 
product.[29] It is a combination of heterogeneous and homogeneous chemical reactions occurring in the gas phase near a 
heated surface, leading to the formation of powders, coatings or films.[29-30]   
 
As an example of CVD nanocasting, mesoporous silica SBA-15 rods (~ 100-400 nm diameter and ~ 1-2 µm length) have 
been used as hard templates to nanocast graphitic mesostructured carbon nanotubes and nanorods with tunable pore 
size.[28c] The pore size of the carbon is tunable between ~2 and 4.5 nm depending on the structure of the SBA-15 
template.[28c] The pore size of silica directs the morphology of the mesoporous carbon. CVD nanocasting of SBA-15 silica 
rods synthesized at low aging temperature (40 and 70oC) leads to the formation of hollow mesoporous carbon rods, whereas 
SBA-15 rods synthesized at high crystallization temperature (100 and 130oC) result in solid-core mesoporous carbon rods 
(Figure 5).[28c] 
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Figure 5. SEM images of graphitic mesoporous carbon materials using various mesoporous silica SBA-15 rods as templates at different aging 
temperatures: a) 40oC; b) 70 oC; c) 100 oC; and d) 130 oC.[28c] Copyright© 2005 American Chemical Society. 
During the CVD process, the carbon precursor is initially in contact with the surface of SBA-15 silica rods before diffusing 
into the interior of the rods. In the case of SBA-15 silica templates with small pore diameter, the deposition of carbon on the 
surface of the silica rods can quickly block the pore channels and impede the diffusion of carbon precursor into the core of 
the silica rods forming a carbon/silica composite with a carbon-rich, wormhole-type outer shell and an inner core of pure 
silica (Figure 5a, b).[28c] On the contrary, SBA-15 silica templates with large pore diameter allow the penetration of 
acetonitrile into the core of the silica rods, forming uniform carbon/silica composites and, hence, solid-core carbon rods 
(Figure 5c, d).[28c] 
1.3 Kirkendall Effect 
Hollow nanoparticles with controlled interior void and shell thickness are an important class of nanoporous materials. The 
most popular method to synthesize hollow nanostructures is the template-mediated approach.[31] By coating the surface of 
the template particles with desired materials and removing the template via post-treatment, various hollow particles can be 
easily obtained.[31a] However, the main disadvantage of this method is the size limitation, as the hollow particles obtained are 
larger than 200 nm; furthermore, the post-treatment necessary to remove the templates adds complexity to the whole 
synthesis procedure and increases the chance of structural deformation and introduction of impurities.[31a] To overcome 
these limitations, novel synthetic strategies are used based on the Kirkendall effect[32] and the galvanic replacement reaction 
discussed in the next section.[33] 
 
The Kirkendall effect is a common phenomenon in metallurgy[34], used to describe the formation of voids at the interface of 
two metals due to their different inter-diffusion rates.[34a, 35] In a nanoparticle system, the Kirkendall effect refers to preferred 
outward elemental diffusion, leading to a net material flux across the spherical interface and the consequent formation of a 
single void at the center.[31a, 32a, 36] For example, the formation of intermediate core-shell-void Fe-Fe3O4 nanoparticles is 
observed during the synthesis of hollow Fe3O4 nanoparticles.[35] These hollow nanoparticles are prepared by controlled 
oxidation of amorphous core-shell Fe-Fe3O4 obtained via high-temperature, solution-phase decomposition of Fe(CO)5 and 
air oxidation of the amorphous Fe nanoparticles at room temperature.[35] A dispersion of Fe-Fe3O4 nanoparticles in hexane is 
then added to a mixture of 1-octadecene and trimethylamine N-oxide (Me3NO) and, after calcination at high temperature, 
hollow Fe3O4 nanoparticles are produced.[35] 
 
An increase in reaction temperature and reaction time results in the formation of a series of intermediate void structures, 
which serves as evidence of the Kirkendall effect.[35] The rate of core consumption and gap broadening between Fe and 
Fe3O4 is significantly enhanced at higher reaction temperatures. The core diameter shrunk to ~ 5 nm and the gap between 
Fe and Fe3O4 increased to 2.5 nm after heating at 210oC for 40 min, whereas the core was almost depleted after heating at 
210oC for 80 min.[35] The majority of cores disappeared after heating for 2 h at 210oC, resulting in the formation of spherical 
voids in the center of the nanoparticles (Figure 6).  
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Figure 6. a-f) TEM images showing the shape evolution of Fe-Fe3O4 core-shell nanoparticles a) via the Kirkendall effect. Core-shell-void intermediates 
obtained by the reaction for 1 h (b) and 2 h at 130 °C (c), and 40 min (d) and 80 min at 210 °C (e). Hollow Fe3O4 nanoparticles from the reaction for 
120 min at 210 °C (f).[35] Copyright© 2007 Wiley. 
The Kirkendall effect can also be employed for the fabrication of 1-D hollow nanomaterials such as ZnAl2O4 via solid-solid 
reaction of ZnO-Al2O3 core-shell nanowires.[34a, 37] Small voids are generated initially via bulk diffusion at the interface; as 
diffusion progresses, the number of voids in contact with the inner surface of the shell increases and, thus, the surface 
diffusion of atoms of the core material becomes dominant along the skeletal bridges. This observation suggests that surface 
diffusion processes might be the dominant mass flow mechanism for the growth of the interior pores after their initial 
nucleation and formation due to the Kirkendall effect.[34a, 38] 
1.4 Galvanic Replacement Reaction 
The galvanic replacement reaction provides a simple and versatile route for the synthesis of hollow metal nanoparticles.[33b, 
39] The electrochemical potential difference between two metals drives the reaction, with one metal serving as the cathode 
and the other one as the anode.[39b, 40] A common example is the zinc (Zn) / copper (Cu) couple; the Zn2+/Zn reduction 
potential (-0.76 V vs. SHE) is more negative than the Cu2+/Cu potential (0.34 V vs. SHE), resulting in the oxidation of Zn to 
Zn2+ and the reduction of Cu2+ to Cu.[39b, 41] 
 
Hollow metal Au, Pt and Pd nanocubes are synthesized via galvanic replacement using Ag as the sacrificial template for the 
formation of metal nanostructures.[33b, 39a, 39b, 39d-g] The standard reduction potential of AgCl/Ag is 0.22 V (vs. SHE), which is 
low compared to the standard potential of AuCl4-/Au (0.99 V vs. SHE), PdCl42-/Pd (0.59 V vs. SHE) and PtCl42-/Pt (0.76 V vs. 
SHE). Hence, when silver nanoparticles co-exist with AuCl4- ions in the solution, Ag nanocubes are oxidized by HAuCl4 
according to the following reaction: 
 
3Ag + HAuCl4 → Au + 3AgCl + HCl                                                                    (1) 
 
The produced Au is confined to the nanocube surface, growing on the cube and adopting its morphology, as interior Ag is 
oxidized to produce a hollow structure.[33b] The morphological changes at the Ag surface at various stages of the galvanic 
replacement reaction can be observed by scanning electron microscopy (SEM) and transmission electron microscopy 
(TEM). Once Ag nanocubes react with HAuCl4, a pinhole is created on one of the six facets of each cube (Figure 7) 
revealing that the reaction is initiated at a high energy site.[33b] As the galvanic replacement reaction proceeds, the pinhole 
serves as the anode where Ag is oxidized[33b]; the released electrons migrate to the facets of the cube and are captured by 
AuCl4-, generating Au atoms that epitaxially grow on the nanocube.[33b]   
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Figure 7. a) SEM of Ag nanocubes; b) SEM of product after addition of 0.30 mL of 1 mM HAuCl4 solution to a 5-mL 0.8 mM Ag nanocube suspension; 
a pinhole (lower inset) is observed on the exposed face of ∼1 in 6 nanocubes and TEM (upper inset) of a microtomed sample reveals early hollowing 
out; c) SEM of product after addition of 0.50 mL of HAuCl4 solution; TEM (inset) of a microtomed sample reveals the hollow interior of the nanobox; d) 
SEM of product after addition of  2.25 mL of HAuCl4 solution; porous nanocages are produced; e) illustration summarizing morphological changes.[33b] 
Copyright© 2008 American Chemical Society. 
The same experimental procedure can be used to produce Pt and Pd nanoboxes where Na2PtCl4 and Na2PdCl4 are used as 
the starting solutions. However, the observed morphological changes are different from those with the Au/Ag couple. In the 
case of Pt nanocubes, the structure consists of rough walls, due to the lack of solid-solid inter-diffusion between Pt and Ag 
(Figure S1, Supplementary Information).[33b] On the contrary, solid-solid inter-diffusion does take place in the Pd/Ag system, 
even though pore formation on the structure is blocked by creating a Pd/Ag alloy.[33b] 
1.5 Selective Leaching 
Hierarchical metal oxides can be synthesized by selective leaching of the sacrificial phase of the precursor used.[42] For the 
synthesis of Ni1-xZnxO metal oxides[42e], a composite with two immiscible phases (NiO and ZnO) is obtained from NiII and ZnII 
nitrates in solution with urea by evaporation and combustion (Figure 8a and b). Combustion followed by sintering leads to a 
monolith consisting of NiO and ZnO particles (Figure 8c). The ZnO particles are leached in alkali to form macroporous NiO 
(Figure 8d), which is reduced in H2/Ar to yield macroporous Ni metal (Figure 8e). During NiO reduction, ZnO is removed 
from the Ni matrix, resulting in additional porosity of the Ni1-xZnxO (Figure 8e).[42b, 42e, 43]  
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Figure 8. Scheme for the generation of macroporous materials starting with the combustion synthetic preparation of an intimate mixture of two metal 
oxides. Starting from NiII and ZnII nitrates in solution with urea as the fuel “a”, combustion synthesis yields an intimate mixture of the oxides “b”, which is 
sintered to form the monolith “c”. The ZnO in monolith is leached by alkali to yield a macroporous oxide “d”. Reduction of “d” should yield macroporous 
Ni metal “e”, but closer examination reveals that, in addition, ZnO is removed from “d” on reduction, giving rise to another level of porosity.[42e] 
Copyright© 2002 American Chemical Society. 
Hierarchically porous MnO is synthesized via reduction of sintered Mn3O4 pellets, with the concurrent loss of volume being 
accommodated through the formation of mesopores.[44] Mesopore formation is regenerative, as mesoporosity is lost and 
regained through oxidation and reduction of Mn3O4. Oxidation of the final MnO material results in closing the mesopores 
without the macropore morphology being altered, whereas reduction of Mn3O4 to MnO retains the mesopore network and 
pore connectivity (Figure 9b and c).[44c]  
 
	  
Figure 9. a) SEM images of a Mn3O4 pellet formed under conditions that produce porosity; b) reduction of the Mn3O4 monolith to MnO retains the 
macroporosity and induces large mesopores in the macropore walls, seen clearly at higher magnification in c); d) on close inspection, the mesopores 
are found to be 50 nm on edge and square in shape.[44c] Copyright© 2006 American Chemical Society. 
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1.6 Aerogels and Porogens 
Recently, research has focused on the synthesis and utilization of support-less hybrid aerogels of metal nanoparticles (such 
as Pd,  Pt, Au and Ag) as catalysts for ethanol and oxygen reduction reactions.[45] These novel materials combine the highly 
porous structure of aerogels with the catalytic properties of metal nanoparticles and are formed via two different routes.[45a-c] 
 
In the first route (Figure 10 - strategy I), metallic nanoparticles are formed via reduction of the metal precursor (such as 
HAuCl4, AgNO3, H2PtCl6, or PdCl2) followed by gelation of the preformed metal nanoparticles, while in the second route 
(Figure 10 - strategy II), the hydrogels are spontaneously formed from the in-situ reduction of noble metal precursors with 
sodium borohydride (NaBH4) in a single step (without the preformation of metallic nanoparticles).[45a] The final step involves 
the supercritical drying of the hydrogel to obtain the hybrid metallic aerogel. However, this sol-gel procedure for the 
synthesis of composite metallic aerogels is difficult, expensive and toxic. 
 
	  
Figure 10. Synthesis of hybrid metallic aerogels via gelation of preformed nanoparticles (strategy I) or spontaneous gelation (strategy II).[45a] Copyright© 
2015 Wiley. 
Alternatively, the use of gas bubbles (generated in a liquid phase chemical reaction) as a porogen for the synthesis of hollow 
nanoparticles offers a novel, simple and effective approach avoiding the introduction of impurities, such as surfactants.[1, 46] 
The gas bubbles create numerous gas-liquid interfaces inside the continuous solution phase and act as the nucleation and 
agglomeration centers for the nanocrystals.[46l] The nucleation and agglomeration process is thermodynamically favorable; 
the forces on the solvent molecules at the gas bubbles / bulk liquid interface are asymmetric and in need of nanocrystals to 
stabilize, while the nanocrystals are characterized by high surface tension that has to be released in order to reach a stable 
state. As a result, the nanocrystals move into the gas bubbles / bulk liquid interface and once their concentration is 
sufficiently high, the nanocrystals interact with each other to form hollow microspheres using the gas bubbles as 
porogens.[46l] 
 
ZnSe hollow microspheres were synthesized based on this method.[1] After the initial nucleation, ZnSe monomers grow into 
nanocrystals (Figure 11a) that aggregate on the surface of N2 micro-bubbles produced during the reaction between salts of 
ZnO22- and SeO32- ions and hydrazine (N2H4) (Figure 11b), resulting in the formation of hollow ZnSe microspheres (Figure 
11c).[1] 
	  
	  
	  
	  
	  
1.7 Synthesis Methods: Summary and Outlook 
To summarize this section, one of the key goals of research on nanoporous materials over the past two decades has been 
the development of methods to precisely control the structure at different length scales (macro-, meso- and nanoscale).[47] 
The most common  route to achieve this goal is the use of templates that determine the shape and size of the final 
hierarchical structure.	  Hard templating is the dominant synthesis technique used thus far, despite its complexity and high 
Figure 11. Formation mechanism of ZnSe microspheres via gas bubbles.[1] Copyright© 2003 Wiley. 
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cost; we firmly believe that the development of new and versatile synthesis methods based on porogens and aerogels (such 
as gas bubbles, composite aerogels with metal oxides, etc.) will provide a facile, environmentally friendly and more cost-
effective route to easily tunable hierarchical structures and lead to research breakthroughs. Table 1 summarizes the 
advantages and disadvantages of the various techniques utilized today for the synthesis of hierarchical nanostructures, 
inspired by the comparison table by Chal et al.[48], which was used to assess different synthesis strategies towards zeolites 
with mesopores. The differently grouped synthesis methods have been judged concerning their manufacturing costs, Health-
Safety-Environmental (HSE) issues, synthesis procedure, production yield, the predetermined mesoporosity and the 
foreseen chance on a future breakthrough development.  
 
Hard templates such as polystyrene spheres, colloidal silica and metal oxides are extensively used to get hierarchical 
structures with well-defined shapes.[49] The control over the structure at the various length scales as well as the ease of 
synthesis and commercial availability of the templates make this method ideal for the synthesis of hierarchical structures; 
however, the major drawback is the post-processing to remove the template that adds complexity to the whole synthetic 
process and increases the chance of structural deformation and introduction of impurities.[50] Chemical etching or calcination 
at high temperatures are frequently used for this purpose, leading to particle size growth of the oxide formed that destroys 
the pore solid architecture and the interconnected porosity of the material.[47, 51]  
  
To mitigate these problems, simpler synthetic approaches have been adopted. Templating against soft (liquid or gaseous) 
templates such as surfactant micelles, emulsion droplets or gas bubbles has attracted the greatest attention and significant 
progress has been made during the past decades.[46f, 49, 52] The liquid character of the emulsion droplets allows the fast and 
efficient removal of these liquid templates by evaporation or dissolution in common solvents, like ethanol.[53] Moreover, the 
high deformability of the emulsion droplets allows them to accommodate a larger level of shrinkage reducing the risk of 
structure deformation (cracking) during drying or calcination post-treatment.[46f] Despite the attractive advantages of soft 
templating, the control of the shape, size and uniformity of the synthesized hierarchical material is difficult in comparison to 
hard templating, as it is sensitive to many parameters such as pH, reaction conditions, solvent and ionic strength.[46f, 49] 
 
Apart from the use of polymeric and inorganic non-metal templates for the synthesis of hierarchical materials, metal 
templates can also be used. The metal templates have a dual role: they act as the reactant during the synthesis procedure 
and as the initial template, which dictates the architecture in the nanostructure, the void space and the wall thickness of the 
formed hollow nanoparticles. Generally, two formation mechanisms, the Kirkendall effect and galvanic replacement, have 
been used to understand the fundamentals of hollow spheres synthesized by metallic templates.[35, 36f, 54] 
 
The galvanic replacement reaction provides a facile, high-quality and reproducible process for synthesizing hollow 
nanoparticles without post-treatment.[54a] Galvanic replacement occurs spontaneously when the atoms of one metal react 
with ions of another metal having a higher electrochemical potential in a solution phase. The atoms of the first metal are 
oxidized and dissolved into the solution, while the ions of the second metal are reduced and plated on the surface of the first 
metal.[55] Reactions take place in water at medium temperatures and a very limited amount of reagents is used other than 
the initial template.[55] Despite the simplicity of this method, galvanic replacement is used to synthesize a wide variety of  
nanostructures of controlled composition and porosity, such as hollow / alloyed nanoparticles with tunable optical 
properties.[32a, 33b, 54a, 54e, 54k, 55] However, as the galvanic replacement reaction itself involves dissolution of the template 
structures accompanied by simultaneous deposition on the surface of templates, it is difficult to precisely control the ridge 
thickness of the final nanostructure.[54e, 56] Furthermore, this method is susceptible to surfactant impurities, resulting in 
selective reaction on specific facets and segregation of alloy components.[55]  
 
The Kirkendall effect can also be successfully used for the synthesis of hollow and tubular nanostructures.[32a, 54e] It is a 
vacancy mediated mechanism based on the mutual diffusion process through the interface of two metals of different 
diffusivities where vacancy diffusion occurs to compensate for the inequality of the material flow.[32a, 36n, 49, 54e] It is a simple, 
cost-efficient and rapid one-pot synthesis method with nearly 100% selectivity.[32a] There is a need, though, to better 
understand the mechanism of the Kirkendall effect during anion exchange or partial anion / partial cation exchange; anions 
diffuse more slowly than cations due to their larger size and, hence, longer reaction times and calcination temperatures are 
required.[54a] The slow reaction kinetics can be advantageous for obtaining control over reaction intermediates  that will result 
in improved morphological control and, thus, lead to heterostructured or hybrid nanoparticles with tunable structure and 
properties.[54a, 57] 
 
Based on the preceding discussion, it is clear that the templating methods are very effective and versatile in terms of 
synthesizing hierarchical structures, but their high cost and tedious synthetic procedure have prohibited their usage in large 
scale applications. Ideally, a single-step template-free method for the synthesis of hierarchical structures of different sizes 
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would be preferred. Ostwald ripening has recently been proposed as an effective template-free method for the synthesis of 
such structures. It combines the advantages of hard and soft templating while avoiding their pitfalls[54k]; uniform meso- and 
nanostructures of controlled size have been prepared.[49, 54k, 58] However, further research is needed to provide fundamental 
information about the formation mechanism of these hierarchical materials. 
 
Table 1. Summary of the various advantages and disadvantages of the synthesis techniques of hierarchical nanoparticles. 
 Formation 
Route 
Production cost HSE (Health 
safety 
environment) 
issues 
Synthesis 
procedure 
Yield Predestined 
mesoporous 
architecture 
Breakthrough 
development 
expected 
D
es
tr
uc
tiv
e 
Galvanic 
Replacement 
Reaction 
Low No (non-toxic) Simple High  Yes No 
Kirkendall 
Effect 
Low No (non-toxic) Simple High Yes No 
        
        
C
on
st
ru
ct
iv
e 
Aerogels & 
Porogens 
Medium 
(aerogels) 
 
Low (gas 
bubbles) 
Yes (aerogels) 
 
No (gas 
bubbles) 
 
Simple High  No Yes 
       
Hard 
Templating 
High Yes Difficult Low Yes No 
2. Applications 
2.1 Lithium Ion Batteries 
Hierarchical 3DOM carbon materials are mainly used as active electrodes in lithium batteries due to their high surface area, 
high effective ionic conductivity of the electrolyte within the 3DOM matrix and their interconnected wall structure that 
provides a continuous pathway for Li-ions to reach the porous surface, resulting in good electrical conductivity. [9a, 26a, 59]  
 
3DOM carbon materials are prepared via the colloidal crystal templating introduced in Section 1.1.[26a] Polymethyl 
methacrylate (PMMA) colloidal crystals (~ 433 nm) are used as the starting template; after infiltration with 
silicate/poly(oxyethylene) surfactant solution, followed by calcination to remove PMMA, 3DOM/m SiO2 monoliths are 
obtained with macropores of ~ 300 nm diameter  and pore windows of ~ 100 nm (Figure 12a-d).[26a] 3DOM/m SiO2 is used 
as the hard template to prepare its carbon replica 3DOM/m C by gas-phase polymerization, carbonization and hydrofluoric 
acid etching to remove the silica. Nitrogen doped graphite is then incorporated into 3DOM/m C via CVD using acetonitrile as 
a precursor leading to the final product, namely 3DOM/m amorphous carbon/graphitic carbon nanocomposite 
(3DOM/mC/C).[26a] The deposition time affects the growth of the macropore walls, the diameter of which is ~ 58 nm after 2 h 
CVD and increases to ~ 90 nm after 5 h deposition (Figure 12e-f).[26a] The addition of the graphitic phase increases the 
electronic conductivity of porous carbon and the lithium capacity at high charge and discharge rates (Figure S2, 
Supplementary Information), indicating that hierarchical porosity can be used to tune the properties of the material.[26a]  
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Figure 12. SEM images at different processing stages of 3DOM carbon: a) PMMA colloidal crystal template (scale bar: 1 µm); b) 3DOM/m SiO2 
monolith synthesized with PMMA as template (scale bar: 100 nm); c) 3DOM/m Al-SiO2 monolith, obtained from aluminum impregnation of the 3DOM/m 
SiO2 monolith (scale bar: 100 nm); d) 3DOM/mC, after introduction of polymer, carbonization, and removal of silica with HF (scale bar: 100 nm); e) 
Carbon/carbon nanocomposites-2h and f) Carbon/carbon nanocomposites-5h carbon/graphite composite monoliths after CVD reaction times of 2 and 
5 h, respectively (scale bar: 100 nm).[26a] Copyright© 2006 American Chemical Society. 
PMMA templates are frequently used to synthesize porous lithium iron phosphate (LiFePO4). Even though non-porous 
LiFePO4 is commonly used as a cathode material in lithium ion batteries due to its high capacity (~ 170 mAhg-1), low cost 
and toxicity.[60], the  low intrinsic conductivity of LiFePO4[60a, 60c, 61] limits its application at high power.[60-62] To circumvent this 
issue, porous LiFePO4 (Figure 13) is used to increase the available interfacial area and decrease the lithium-ion diffusion 
distance, which increases the charge transport and power capability.[60a, 60b, 63] For example, LiFePO4 prepared with 270 nm 
PMMA templates offers high surface area and improved access to the active LiFePO4, resulting in a discharge capacity of 
160 mAhg-1.[60b] Stable discharge capacity of the meso/macroporous LiFePO4 is observed over 50 cycles, reaching 115 
mAhg-1 and 93 mAhg-1 at 75 min and 150 min discharge, respectively, indicating the high stability of this material under 
cycling at high discharge rates (Figure S3, Supplementary Information).[60b] 
 
	  
Figure 13. SEM images of the colloidal crystal templates (top) and associated LiFePO4 templated samples calcined at 500 °C (bottom) formed using 
PMMA beads of diameter (a, d) 100, (b, e) 140, and (c, f) 270 nm, respectively.[60b] Copyright© 2009 American Chemical Society. 
However, the porous LiFePO4 materials synthesized by PMMA templates are not spherical, which reduces their packing 
density and power capability. [63] A 3D nanoporous  sphere is the optimal structure for LiFePO4 in order to obtain high power 
output without compromising density. Spray pyrolysis can be used for the synthesis of such 3D nanoporous, spherical 
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nanomaterials with well interconnected pores, providing full access of the electrolyte into the inner part of the LiFePO4 
sphere (Figure 14).[63] The LiFePO4/C spheres consist of interconnected hierarchically organized pores, creating 3D 
electronic and ionic pathways that enhance lithium ion diffusion and electron migration in the liquid and solid phases, 
respectively.[63]  
 
	  
Figure 14. SEM images of a) 3D nanoporous LiFePO4/C spheres; b) the surface of a single sphere; c and d) cross-sections of spheres, showing the 
interconnected pores.[63] Copyright© 20011 Royal Society of Chemistry. 
At low rates (~20 mAg-1), the capacity of 3D LiFePO4/C is 165 mAhg-1 - close to the theoretical value of 170 mAhg-1 - with 
100% retention over 100 cycles (Figure S4a, Supplementary Information). At high rates (~1700 mAg-1), the capacity 
retention over 100 cycles is 98% and the average Coulombic efficiency is ~ 99%, indicating the suitability of the material for 
high power applications.[63] Furthermore, LiFePO4/C demonstrates superior rate capability, reaching specific capacities of 
~123 mAhg-1 and ~106 mAhg-1 at 10C and 20C respectively (Figure S4b, Supplementary Information).[63] 
 
Another widely used metal oxide is lithium manganese oxide (LiMn2O4), due to its high theoretical capacity (~150 mAhg-1), 
which is similar to the capacity of the commercially used LiCoO2.[64] 3DOM LiMn2O4 is synthesized via the colloidal 
templating method[65]; the ordered hollow spheres consist of a {1,1,1} and {1,0,0} lattice with ~355 nm macropores and ~8-
12 nm wall thickness with a surface area of 24 m2g-1 (Figure S5, Supplementary Information). Capacity stabilizes at ~90% of 
the initial value, indicating the good cyclic stability of the material, while the original capacity of the material is fully regained 
at low rates.[65] 
 
Apart from the above mentioned hierarchical porous materials, several other ordered macro/mesoporous metal oxides are 
used in lithium batteries, including SnO2[66], V2O5[67], Co3O4[68], NiO[69], TiO2[70], LiCoO2[71] and LiNiO2.[72] 
 
To sum up, the utilization of hierarchically ordered nanoporous metal oxides as cathode materials in lithium batteries 
enhances the rate performance of batteries, since the well interconnected wall structures provide continuous electrical 
pathways, increasing the conductivity of these materials.  
2.2 Photocatalysis 
Another application of hierarchical materials is in photocatalysis, which  involves the absorption of photons by a molecule or 
substrate to produce highly reactive electronically excited states.[73] Photo-induced molecular reactions occur at the surface 
of the catalyst[73b] and can be divided into catalyzed or sensitized photoreactions, depending on the location where the initial 
excitation occurs.[73] In a catalyzed photoreaction, the initial photo-excitation takes place in an adsorbate molecule that 
interacts with the ground state catalyst substrate; whereas, in a sensitized photoreaction, the initial photo-excitation occurs 
in the catalyst substrate, which, in turn, transfers electrons into a ground state molecule.[73]  
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The initial excitation is followed by subsequent electron transfer from the valence to the conduction band if the energy of the 
photons exceeds the band width of the semiconductor.[73-74] When an electron is promoted to the conduction band, this 
creates an unoccupied state in the valence band (h+).[74a, 74e] The excited electrons that migrate to the surface are used to 
start the photocatalytic cycle (Eqn. 2) (Figure 15)[73-74], while the rest recombine with unoccupied states producing heat. The 
semiconductor-sensitized reaction (Eqn. 2) 
 𝐴 + 𝐷 !"#!!!!! 𝐴! + 𝐷!                                                                                        (2) 
 
(where Eg is the band gap of the semiconductor, and A and D represent acceptor and donor, respectively) can either 
represent photocatalysis (negative change in Gibbs free energy) or photosynthesis (positive change in Gibbs free energy).[64, 
75] 
	  
Figure 15. Main processes occurring on a semiconductor particle: a) electron-hole generation; b) oxidation of donor (D); c) reduction of acceptor (A); d) 
and e) electron-hole recombination at surface and in bulk, respectively. 
Most photocatalysts are semiconductors, due to the relatively high stability and mobility of charge carriers in these materials, 
which facilitates the transport of electrons to the surface.[73-74, 76] Among various metal oxide semiconductor photocatalysts, 
titanium dioxide (TiO2) is currently recognized as the most suitable material for environmental applications, due to its high 
chemical inertness and photo-stability as well as strong oxidizing power and low cost.[77]  
 
TiO2 is an n-type semiconductor due to the low amount of oxygen vacancies on the surface that is compensated by the 
presence of Ti3+ centers.[73a] The conduction band of TiO2 is formed by the 3d orbitals of Ti4+ cations, whereas the valence 
band of this material is due to the overlap of oxygen 2p orbitals.[74b] The photonic efficiency of TiO2 is affected by the 
crystallite size or the presence of dopants[78], transforming TiO2 into an ideal photocatalytic material, since a low amount of 
photocatalyst is needed to achieve high photonic efficiency.[73a] 
 
Remarkable among semiconductors, the electronic structure of TiO2 allows both the oxidation of water (1.2 eV vs. NHE) and 
reduction of protons (0 eV vs. NHE) to occur simultaneously.[73b, 74a, 74d, 79] Surface OH- groups react with the valence band 
holes to yield hydroxyl radicals (OH*), which are the main intermediate in the photo-oxidation reactions with TiO2.[73b, 74] 
 
Both anatase and rutile crystal structures of TiO2 are used as photocatalysts, with anatase demonstrating the highest 
photocatalytic activity in most photoreactions.[73b, 74, 80] The enhanced photoactivity of this material is attributed to the higher 
Fermi level of the anatase form than the rutile form, the lower capacity to adsorb oxygen and the higher concentration of 
hydroxyl groups on the surface.[80-81] On the contrary, the rutile form has a lower surface area than the anatase form due to 
its larger crystalline size, resulting in lower photoactivity per geometric area.[73a] A photocatalyst consisting of anatase/rutile 
mixture is also a viable option; commercial Degussa P25 photocatalyst for the degradation of organic pollutants is more 
active than both TiO2 crystalline structures separately.[81a, 82] This behavior is attributed to the increased efficiency of 
electron-hole separation due to the formation of n-p junctions from the contact of crystals of both phases.[81a, 81b, 82a] 
 
16	  
	  
The high catalytic activity of the TiO2 anatase phase places meso/macroporous TiO2 as well as mesoporous TiO2 with 
ordered pores among the best candidates for photocatalysis.[64, 78b, 78f, 83] Hierarchically meso/macroporous TiO2 with a 
crystalline anatase phase is characterized by a high surface area, resulting in a high number of active adsorption sites and 
photocatalytic reaction centers.[83e] Additionally, macroporous channels act as light transfer pathways for introducing the 
photon flux to the inner surface of mesoporous TiO2[83a, 84], increasing the mass transfer and light utilization efficiency and 
transforming meso/macroporous TiO2 into an efficient light harvester.[83d]  
 
However, the calcination temperature influences the photoactivity of meso/macroporous TiO2.[83d] The hierarchical structure 
of TiO2 is stable at 350oC, exhibiting a macroscopic network structure consisting of homogeneous macropores (2-4µm); the 
macroscopic channels are parallel to each other and perpendicular to the tangent of the surface of the particle (Figure 16a, 
b).[85]  At higher calcination temperatures (~ 500oC), however, the mesoporous structure of TiO2 is partially destroyed and 
the size of macropores is decreased to 1-2 µm (Figure 16c, d)[83d, 86]; further calcination above 600oC leads to the destruction 
of the meso/macroporous structure (Figure 16e, f). Photodegradation of ethylene in gas-phase medium has been employed 
to evaluate the activity of meso/macroporous TiO2. This TiO2 photocatalyst, calcined at 350oC, demonstrates ~ 60% higher 
photoactivity than commercial P25 TiO2[83d], while further heating above 600oC results in a dramatic loss in photoactivity.[83d] 
 
	  
Figure 16. SEM images of the TiO2 monolithic particles calcined at 350°C (a,b,c), 500°C (d,e), and 650°C (f).
[83d] Copyright© 2005 American Chemical 
Society. 
Another form of hierarchical TiO2 is mesoporous TiO2 film with ordered pores, which is an ideal host matrix for embedding 
metal nanoparticles, due to its tunable pores and large surface area.[78b, 78f, 78g, 83f-h, 87] The small size of the mesopores 
(nanometers), though, hinders the effective diffusion of organic molecules through the pores, as a large fraction of the 
internal surface is excluded.[77] To circumvent this issue, a hierarchically porous structure containing large pore channels is 
built within the mesoporous film, leading to increased diffusivity of reactants and products within the film, as well as 
utilization of a larger internal surface area.[67b, 88] It still remains a challenge to independently control the porosity at each 
length scale to minimize the loss of surface area, and quantitative information in these studies is largely absent, precluding 
truly rational design.[88a, 89] 
 
Composites of hierarchically ordered meso/macroporous TiO2 films over graphene with 2D hexagonal mesostructures and 
well interconnected macropores have been synthesized.[77] The latter improve mass transport through the TiO2 film, reduce 
the length of the mesopore channels and increase the accessible surface area of the thin film, improving the photocatalytic 
activity of the material.[77] Additionally, graphene is incorporated into the TiO2 structure to suppress charge recombination in 
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the film. As a result, an 11-fold increase in the photoactivity of composite graphene-TiO2 films is achieved, compared to 
pristine, mesoporous TiO2 films.[77] 
 
	  
Figure 17. SEM / TEM micrographs of macro-mesoporous TiO2 films without (a,d,g) and with (b,e,h) graphene and purely mesoporous TiO2 film (c,f,i). 
The black arrows in (a,b) indicate the interconnected channels between macropores in the films, whereas the white and black arrows in (g) suggest the 
mesopores in the macroporous walls.[77] Copyright© 2010 American Chemical Society. 
SEM and TEM micrographs of macro-mesoporous TiO2 films demonstrate the formation of hexagonal macropores (~ 200 
nm) (Figure 17a, b). Each macropore wall comprises smaller mesopores (~ 3 nm) with hexagonal and striped patterns 
(Figure 17g, h) confirming the mesoporosity of the material.[77]   
 
Furthermore, 3D macroporous materials or inverse opal TiO2 are also used in photocatalysis, due to their highly 
interconnected porosity, uniform size and high surface area.[83j-m, 83r] Colloidal crystal templating is the most common method 
for the synthesis of inverse opals in the visible region[20c, 90] while CVD is used for the synthesis of silicon and germanium 
photonic crystals in the infrared region.[20c, 90b, 91] During colloidal crystal templating, a precursor is deposited onto the 
interstices of the template and then it is selectively removed, forming an inverse porous structure.[20c, 90b] However, the TiO2 
precursor hydrolyzes when exposed to atmosphere[20c] resulting in anisotropic distribution of TiO2 within the opal structure, 
as well as formation of surface heterogeneities, decreasing the optical sensitivity of TiO2.[91a, 92]   
 
To circumvent this issue, a hydrophobic and air/moisture stable TiO2 precursor is used[91a] to infiltrate the interstitial spaces 
of the template. Planar TiO2 inverse opals with flat surfaces are produced after calcination, even though the formation of 
overlayers cannot be completely avoided.[91a, 92a] Overlayer formation is resolved by the introduction of the sandwich-vacuum 
method[83j] resulting in TiO2 binary inverse opals without overlayers. Briefly, a moisture-stable TiO2 precursor is backfilled 
into the interstitial spaces of the template (polystyrene binary colloidal crystals), under vacuum, and the sample is calcined 
at 500oC to remove the template, resulting in the formation of TiO2 binary inverse opals without overlayers in large domains 
(Figure 18).[83j] 3DOM TiO2 demonstrates significantly higher photocatalytic activity than pristine TiO2 nanoparticles (50% 
increase in the decomposition rate of benzoic acid), due to its high specific surface area (57 m2g-1 compared to 39 m2g-1 for 
pristine TiO2) and 3DOM structure that allows increased adsorption of benzoic acid on the surface of TiO2 and, thus, 
enhanced photoactivity.[83j] 
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Figure 18. Top and cross-sectional views of TiO2 binary inverse opals fabricated using the sandwich-vacuum infiltration technique. The number ratios 
of small to large microspheres are 2 (a-c), 4 (d-f), and 8 (g-i).[83j] Copyright© 2011 American Chemical Society. 
Finally, TiO2 meso/macroporous photocatalysts can be synthesized based on hierarchically structured materials existing in 
nature. Hierarchically porous structures such as leaves are highly efficient in light harvesting and, as a result, natural 
materials have been used as biotemplates to synthesize materials with enhanced photoactivity. The latter are called 
biogenic materials since they are synthesized through the use of living organisms as biotemplates in order to replicate their 
hierarchical structure.[64, 75b, 86-87, 93] 
 
Kelp is a water plant that can maximize sunlight absorption due to the presence of chromatophores on its epidermis.[93] Its 
porous structure increases light scattering and thus enhances solar energy conversion.[93] The increased photoactivity of 
iodine doped TiO2 is attributed to the pure anatase phase and small mean diameter[94] that favors fast diffusion of photo-
generated carriers from the inner region to the catalyst surface.[94] 
 
The photocatalytic activity of biogenic TiO2 has been measured for the degradation of methylene blue under solar irradiation. 
The mean decomposition rates of biogenic TiO2 are twice those for nitrogen-doped TiO2, suggesting that hierarchical 
structures enhance the photoactivity of the catalyst.[93] 
 
To summarize, TiO2 is among the best photocatalysts due to its high photoactivity and chemical stability.[93, 95] Using a 
hierarchical porous structure further enhances the photocatalytic activity of the material due to increased mass transport 
through the pores and accessible surface area. However, TiO2 can only be activated under ultraviolet (UV) light at energies 
greater than 3.2 eV.[95] Ultraviolet radiation represents a small fraction (~ 5%) of the solar spectrum[96] and hence research is 
focused on the development of modified TiO2 photocatalysts with high photoactivity using visible light. The composition of 
TiO2 can be improved by substituting metal ions[97] at Ti sites or doping TiO2 with non-metallic elements (such as carbon[77, 
78e, 78g, 98], sulfur[77, 92c, 95, 98-99], nitrogen[75, 77, 92c, 93, 95, 98, 99b, 100] and semiconductors (SiO2, ZrO2).[73b, 74a, 74d, 83a, 101] Apart from 
TiO2 based photocatalysts, alkaline earth titanate materials as well as non-TiO2 hierarchically structured photocatalysts 
(WO3, CeO2, In2O3, and In2S3) could be used.[75b, 102] 
2.3 Fuel Cells 
2.3.1 Pt based Nanostructures 
Polymer electrolyte fuel cells (PEFCs) are environmentally friendly electrochemical energy conversion devices with 
applications in the transportation, stationary power, portable electronics and military sectors. The principal catalysts used are 
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based on Pt. Electrochemical reactions (hydrogen oxidation (HOR), alcohol oxidation (AOR) and oxygen reduction reaction 
(ORR)) take place on the surface of the Pt or Pt-alloy catalyst.[103] However, the kinetics and corrosion stability of Pt as well 
as its tolerance to CO poisoning have to be improved significantly to transform PEFCs into cost-competitive technology. This 
can be achieved by the utilization of hollow Pt/Pt-alloys as electrocatalysts due to their higher surface area and utilization 
efficiency over pristine Pt[83c, 104] as well as increased catalytic activity over monometallic Pt, due to compositional effects.[105] 
Another issue to be considered is electrocatalyst support corrosion, especially under automotive drive cycles.[106] This can 
be mitigated by the synthesis and use of corrosion-resistant metal-oxide supports and derivative electrocatalysts.[107]  
 
Pure hollow Pt nanoparticles synthesized via a galvanic replacement reaction (using different sacrificial templates) exhibited 
significantly higher activity than pristine Pt towards the ORR and MOR reactions.[104d, 108] The pronounced difference in 
activity is directly related to the available surface area; both the inner and outer surface of Pt hollow nanoparticles participate 
in the catalytic reaction, whereas only the outer surface of Pt nanoparticles is used in the reaction resulting in a ~ 2 fold 
increase in available surface area of hollow Pt nanoparticles.[104d, 109] Additionally, the  enhanced Pt mass activity is stable 
during extended potential cycling (10,000 cycles between 0.65 and 1.05 V vs. RHE at 50mVs-1)[36n]; no ECA and ORR/MOR 
losses were observed and the mass activity of hollow Pt nanoparticles was 6 fold higher than Pt nanoparticles after 100h of 
durability testing (0.6 mAµg-1 and 0.1 mAµg-1 respectively).[36n] 
 
Apart from hollow Pt nanoparticles, hollow Pt-alloys (PtM, M=Au, Ag, Co, Ni, Ru, Pd, Cu) are also used as electrocatalysts in 
PEFCs due to their enhanced activity and stability in PEFCs, compared to pure Pt.[105b-v, 110] The galvanic replacement 
reaction is the most common method to synthesize these hollow nanoparticles, since it allows easy control of the shape and 
size of the product by varying shape of the sacrificial template and the ratio of surfactant/reductant as discussed in section 
1.4.[39f, 110b, 110l] 
 
Raspberry-like hierarchical Au/Pt hollow spheres (RHAHS) exhibit higher oxygen reduction peak potential (0.46 V compared 
to 0.1 V vs. Ag/AgCl) than pristine Au nanoparticles[111] and probe the 4-electron reduction of water; their mass activity was 8 
and 4 times higher than Pt/C at 0.595 and 0.465 V (vs. SHE), respectively (Figure 19).[103a] Hollow Pt/Au spheres are also 
used in direct formic acid fuel cells, increasing the catalytic activity and the tolerance to CO poisoning through ensemble 
effects.[105a, 112] 
 
 
	  
Figure 19. TEM image (A, B) of TiO2 precursor spheres at different magnifications; TEM images (C and D) of TiO2 (precursor sphere)/Au hybrid 
spheres at different magnifications[103a]; e) CVs of CPB (line a)- and RHAHS (line b)-modified GC electrode (5 mm) in a N2-sparged 0.5 M H2SO4 
solution; f) CVs of O2 reduction at RHAHS-modified gold electrode (lines b and c) and bare gold electrode (line a) in air-saturated (lines a and c) and 
N2-saturated (line b) 0.5 M H2SO4 solution; g) Current-potential curves for the reduction of O2 at a rotating platinum ring-GC (5 mm) disk electrode with 
RHAHS adsorbed on the disk electrode in the presence of air (experimental conditions: 1 V constant ring potential, 500 rpm rotation rate, 50mVs-1 scan 
rate, 0.5 M H2SO4 solution).[103a] Copyright© 2009 American Chemical Society. 
Hollow Ni1-xPtx nanospheres exhibit higher catalytic activity towards methanol oxidation than commercial Pt/C and solid PtNi 
nanoparticles. [36n, 110g, 113] Chronoamperometry measurements at constant potential (0.45 V vs. SCE) reveal the high activity 
of hollow PtNi nanospheres towards MOR, since their oxidation current density is significantly higher than Pt/C (~ 200 
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mAmg-1 and 50mAmg-1, respectively) due to the high surface area of the hollow structure and the change in Pt electronic 
structure after the addition of Ni.[113a] Ni(0) occupies the Pt lattice and the metallic grains are intermixed with amorphous Ni 
hydroxides such as Ni(OH)2 and NiOOH.[113a] The presence of these Ni oxides results in the increase of Pt(0) and decrease 
of Pt(IV) content, due to the electronic effect of Ni on Pt and, thus, a higher catalytic activity of PtNi.[113a] Moreover, Ni 
hydroxides can offer OH species to remove the intermediate CO that strongly adsorbs on the Pt surface, regenerate the Pt 
active sites for methanol adsorption[114], and thus improve the catalytic activity of the nanospheres. 
2.3.2 Nanostructures based on Other Noble Metals 
Hollow non-Pt alloys have been mainly used for the electrochemical oxidation of formic acid.[115] In particular, Pd catalysts 
possess higher activity in formic acid oxidation than Pt based catalysts.[115-116] Small Pd particles (~ 9-11 nm) exhibit the 
highest binding energy shift and valence band center downshift with respect to the Fermi level, resulting in a decrease in the 
bond strength of the adsorbents[117] and, thus, higher formic acid reactivity.[116]  The low d-band center of small Pd 
nanoparticles allows them to bind less strongly with the COOH intermediate than larger Pd nanoparticles, thus reducing the 
surface (COOH)ads coverage (Eqn. 7 & 8).[116] As a result, the rate determining step (Eqn. 8) can be avoided and a higher 
rate of HCOOH decomposition to CO2 is achieved (Eqn. 6).[116] 
 HCOOH!"#$ → 2H! +   2e! + CO!                                                                            (6) 
 HCOOH!"# → COOH !"# + H! + e!                                                                       (7) 
 (COOH)!"# !"# CO! + H! + e!                                                                                 (8) 
 
To further improve the catalytic activity of Pd, Pd-M alloys (M=Au, Rh, Cu, Ag) with hollow/core-shell structure are used due 
to their high surface area and the modulated electron structure.[110s, 118]  
 
For example, hollow Pd/Au nanospheres demonstrate higher activity towards formic acid oxidation than pristine Pd and Au 
nanoparticles due to their increased surface to volume ratio[118c]; the raspberry surface of Au nanospheres contains irregular 
Pd grains, which increase the surface-to-volume ratio and surface activity of the Pd/Au catalyst.[118c] Similar results are 
observed in the case of hollow Pd/Cu and Pd/Ag nanospheres.[118a, 119] Hollow Pd/Ag nanotubes have a single-layer 
crystalline structure comprised of Ag {1,1,1} and Pd {1,1,1} planes with six-fold rotational symmetry resulting in a 2-fold 
increase of catalytic activity compared to pristine Pd and a high tolerance to CO poisoning, as evidenced by the shift of the 
onset potential for formic acid oxidation towards more positive values.[118b] 
 
2.3.3 Hierarchical Catalyst Supports 
The activity and stability of electrocatalysts is closely related to the catalysts support.[120] Carbon black (Vulcan XC-72) is the 
most common support used in fuel cells, due to its large surface area, high electrical conductivity and porous structure.[120b] 
However, carbon is susceptible to the corrosive environment of PEMFCs, leading to the oxidation of carbon supports and to 
the detachment and agglomeration of Pt nanoparticles and, thus, to fuel cell performance and ECA losses.[120b] Specifically, 
carbon is readily (and irreversibly) oxidized to carbon dioxide at the high overpotentials encountered at the cathode (during 
the fuel-air transients that occur during automobile start-up and shut down) and at the anode (during fuel starvation).[106] 
 
As a result, different forms of nanoporous carbon materials (carbon nanotubes, nanofibers and mesoporous carbon) as well 
as non-carbon electrocatalyst supports have been investigated.[46c, 120a, 121] They have to meet the following criteria in order 
to be considered as viable options: i) high surface area; ii) porosity; iii) high electrical conductivity and iv) stability under fuel 
cell conditions (especially potential transients).  
 
A promising catalyst support is well-aligned carbon nanotubes (WCNTs), providing high catalyst dispersion between 
nanotubes.[46c, 121e] The energy required for ORR activation is smaller for Pt/WCNTs compared to Pt supported on Vulcan 
XC-72 Carbon; thus, Pt/WCNTs exhibit improved ORR kinetics.[121e] Similar results are obtained for the energy required for 
MOR activation[46c], indicating that Pt/WCNTs have enhanced MOR kinetics over Pt/C. 
 
Carbon nanofibers (CNFs) are also used as catalyst supports in PEFCs[120a, 121a-d] in three different structures: fishbone, deck 
of cards, and parallel.[122] The CNFs with fishbone morphology (f-CNF) have graphene layers with a 45o angle to the growth 
axis, while CNFs with deck of cards morphology (platelet, p-CNF) have graphene layers perpendicular to the growth axis 
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(Figure 20). CNFs with parallel morphology (tubular, t-CNF) have graphene layers parallel to the growth axis, with a 
multiwall ensemble.[122b]  
 
	  
Figure 20. Schematic representation of three types of CNFs.[122b] Based on [122b] with permission from Elsevier. 
CVs in oxygen saturated HClO4 (0.5 M) reveal that p-CNF has the most positive ORR peak potential and, hence, the highest 
ORR activity (Table 2), due to the higher ratio of edge to basal atoms in p-CNFs.[123] With regard to peak current, p-CNFs 
have a lower ORR current than f-CNFs, due to the smaller particle size of f-CNFs (~ 60 nm compared to ~ 100 nm for p-
CNFs) and, thus, a higher active site density.[123] 
 
Table 2. ORR peak potential and current of different CNF electrodes (0.5 M HClO4, 100 mVs-1).[123] 
Sample Peak potential (V) Peak current (mA) 
f-CNF -0.27 -0.128 
p-CNF -0.25 -0.064 
t-CNF -0.38 -0.048 
Graphite -0.48 -0.038 
 
These different CNF structures are also used as supports for PtRu catalysts in DMFCs.[124] Platelet CNFs exhibit the highest 
catalytic activity towards methanol oxidation, followed by tubular and herringbone CNFs (~ 90, 60, and 50 mWcm-2 
respectively).[124]  These values are 2-3 times higher than the measured PtRu/carbon black (~ 30 mWcm-2).[124] 
 
The difference in CNF nanostructure causes preferential localization of metal nanoparticles.[125] Metal nanoparticles are 
dispersed on the edge of the graphite layers (Figure 21a) in the case of p-CNFs, in the tubes and on the surface for t-CNFs 
(Figure 22c), and between the layers and on the edge for h-CNFs (Figure 21b). Thus, the nanostructure of CNFs influences 
the dispersion and reactivity of supported nanoparticles, as well as the stability, since a good interaction with the surface 
limits nanoparticle mobility and sintering. 
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Figure 21. TEM images and histograms of the Ru particles: a) Ru/CNF-P; b) Ru/CNF-H; c) Ru/CNF-T; and d) Ru/AC.[125] Copyright© 2007 Wiley. 
Mesoporous carbon is another alternative for catalyst supports. It is classified into ordered (OMC) and disordered (DOMC), 
based on its structure and morphology.[120b] OMCs are usually prepared using a mesoporous silica template[26b, 28a, 126], while 
block copolymers are used for the preparation of DOFCs.[121b, 127] However, DOMC has low conductivity, due to the wide 
pore size distribution and irregular interconnections between mesopores; hence, OMC is generally preferred as the catalyst 
support in PEFCs and DMFCs[128], since it provides a high surface area with mono-dispersed 3D interconnected 
mesopores.[121c, 128c] 
 
Pt supported on OMCs exhibits a doubling in specific activity towards MOR compared to Pt/C (~ 1.4 and 1.3 mAcm-2 for 
Pt/OMCs and ~ 0.6 mAcm-2 for Pt/C), due to the facile transport of methanol and oxidation products through the ordered 
mesopores.[129] Similar results are observed when OMCs are employed as supports in PEFCs.[128c] The mass-based activity 
of Pt/OMCs is ~ 4 times higher than that of Pt/DMCs (~230 and 63 AgPt-1 respectively), due to the highly ordered structure 
and good 3D interconnectivity.[128c] 
 
Furthermore, hollow graphitic spheres (HGS) with high surface area (> 1000 m2g-1) and controlled pore structure are used 
as Pt support.[130] HGS were synthesized using silica as exotemplate and impregnated with hexachloroplatinic acid 
(H2PtCl6·xH2O) under ultrasonication.[130a] Annealing the sample at high temperature (900oC) results in growth and 
confinement of Pt nanoparticles (~ 3-4 nm) in the mesoporous structure of HGS.[130a] 
 
The stability of Pt/HGS is significantly higher than that of commercial Pt/C, due to the suppression of agglomeration and 
detachment of Pt nanoparticles by the HGS structure (Figure 22). The high initial Pt density is retained to a high extent upon 
completion of accelerated degradation tests: the number of Pt particles in Pt/HGS is decreased by 14%, while there is an 
approximately 50% reduction in the Pt particle density in the case of commercial Pt/C, due to Ostwald ripening.[130a] 
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Figure 22. Identical location-SEM/STEM micrographs of Pt/HGS after 0 and after 3600 electrochemical degradation cycles: a) overlap of high 
resolution SEM (green) and dark field STEM (red) of a representative Pt/HGS particle; b) high resolution SEM of a region in the middle of the Pt/HGS 
particle highlighted with a white square; c) simultaneously taken dark field STEM micrograph; d-f) correspond to identical locations after 
electrochemical degradation. Yellow arrows point at pores and green circles at Pt nanoparticles placed at the external surface of the HGS support.[130a] 
Copyright© 2012 American Chemical Society. 
Enhanced fuel cell performance after 1000 start-stop cycles at 1.4 V is observed for Pt/HGS.[130a] Commercial Pt/C suffers 
an approximately 50 mV voltage loss at the end of 1000 cycles, whereas the cell voltage of Pt/HGS is constant throughout 
the potential cycling.[130a]  
 
Since carbon is thermodynamically unstable at the cathode even under regular fuel cell operating conditions, and kinetically 
unstable under transients seen during automotive start-stop cycles, the supports described above will not be suitable for the 
highly challenging automotive application beyond a few 100 cycles. Therefore, for this demanding application, it is expedient 
to identify corrosion-resistant electrocatalyst supports. Recently, Ramani and co-workers have demonstrated exceptionally 
stable mixed metal oxide[107c-f] and doped metal oxide[107a, 107b] electrocatalyst supports that show superb corrosion 
resistance even under the harshest drive cycle conditions. These supports can be prepared with very high surface areas, 
allowing for good Pt dispersion and mass transport. Moreover, it has been demonstrated that one can deposit Pt 
nanoparticles on these non-carbon supports and derive fuel cell performances equivalent to state-of-the-art Pt/C 
electrocatalysts, while retaining the exceptional stability of the non-carbon support.[107f] Finally, they have shown clear 
evidence (via X-ray absorption spectroscopy experiments) of electron back-donation from the doped titanium oxide support 
to the platinum nanoparticles, thereby confirming strong-metal-support-interactions in this system. Such interactions provide 
an additional handle to tune and further enhance the electrocatalytic activity of platinum.[107b]  
 
In summary, the instability of carbon black under transient fuel cell conditions, as well as the presence of micropores that 
hinder reactant flow and thus fuel cell performance, has led to the investigation of alternative carbon-based catalyst 
supports, namely mesoporous carbon, well-aligned carbon nanotubes, carbon nanofibers and hollow graphitic spheres. The 
high surface area and mesoporosity of these materials allows for high catalyst dispersion and reactant flow, leading to 
increased catalytic activity towards MOR and ORR. However, even these supports will not be adequately stable for 
automotive applications. For this application, a series of non-carbon metal-oxide based supports have been synthesized, 
and the resultant catalysts were demonstrated to possess exceptional stability and tunable activity. Further improvements to 
the structure of these alternative carbon supports can be achieved by implementing hierarchical macro/mesoporous 
structures inspired by those present in nature, as discussed in Section 3. 
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2.3.4 Support-less Hybrid Metallic Aerogels 
Recently, research has been focused on the synthesis and utilization of support-less hybrid aerogels of metal nanoparticles 
(such as Pd,  Pt, Au and Ag) as catalysts for the ethanol and oxygen reduction reaction.[45] Hybrid Pd aerogels demonstrated 
superior catalytic activity towards ethanol and oxygen reduction and high durability. The current density of the forward 
oxidation of ethanol was approximately twice the density of Pd/C due to the high porosity of the hybrid aerogel favoring the 
exposure of catalytic active sites,[45b] whereas the stability of hybrid Pd aerogels was approximately 6 times higher than Pd/C 
after a 4h durability testing.[45b]   
 
Similar results were obtained when hybrid bimetallic PtPd aerogels were used as catalysts towards ORR.[45c] PtPd aerogels 
with higher than 40 wt% Pt content meet or exceed the performance target for ORR fuel cell catalysts (0.44 AmgPt-1 Pt at 0.9 
V vs RHE, 80oC) set by the U.S. Department of Energy. The enhanced catalytic activity is attributed to the high porosity and 
the existence of mesopores wider than 25 nm in PtPd aerogels, which avoids Knudsen diffusion limitations and thus 
decreases the diffusion resistance in the catalyst layer.[45c] In terms of stability (mass activity measurement after 10000 
potential cycles between 0.5 and 1 V vs. SHE), Pt80Pd20 (12% loss) and Pt40Pd60 (36% increase) hybrid aerogels exhibit 
significantly higher durability than Pt aerogel and commercial Pt/C (54% and 56% loss respectively), indicating that the 
existence of Pd stabilizes the catalyst (Figure 23). The observed increase in mass activity in the case of Pd rich aerogel 
(Pt40Pd60) is due to the de-alloying of Pd upon potential cycling such that it slowly approaches the behavior of the Pt-rich 
aerogel alloys.[45c]  
 
	  
Figure 23. Relative ORR mass activity of PtxPdy catalysts of different compositions as a function of the number of potential cycles (0.5 V to 1.0 V). The 
mass activity was obtained from the cathodic scan of ORR polarization curves (corrected for electrolyte resistances) at 10 mVs-1 and 1600 rpm.[45c] 
Copyright© 2013 Wiley. 
Hence, support-less hybrid metallic aerogels constitute a new class of fuel cell electrocatalysts combining high catalytic 
activity with high stability. Even though the preliminary results are very promising, extensive research is needed to broaden 
the range of metal nanoparticles that can be used in aerogels, and to investigate the mechanism of gel formation and thus 
be able to accurately control the porosity and surface area of the hybrid aerogels. Also, simple, cost-effective synthesis 
methods need to be developed in order to make hybrid aerogel synthesis scalable.  
3. From Biomimetics to Rational Design and Nature-Inspired Engineering 
Hierarchical structures are omnipresent in biology, from protein-complexes at the nanoscale, to the inherently scalable 
structure of organs and biological transport networks, and up to the macroscopic scale of entire organisms and biological 
communities.[3, 8b, 8c, 131] These hierarchical structures are often not coincidental, yet, rather, relate to the multi-objective 
optimization of different biological functions, and adaptability under growth as well as under perturbations, for example, to 
cope with changing environmental conditions.[8b, 8c]  
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Manmade designs that copy features of biological structures to achieve similar properties are often referred to as 'bio-
mimetic' (derived from the Greek word mimesis). While spurring innovation, many such biomimetic designs neglect the issue 
that the constraints in technological applications are not necessarily the same as in biological systems, or that a natural 
structure is not optimal under all conditions. Relevant timescales are different, available material resources differ, the 
objectives could be different, and thermodynamics might tell us that the best temperature or pressure is not the physiological 
one of the model biological system.  
 
We therefore advocate a broader, nature-inspired chemical engineering (NICE) approach, as one that takes guidance from 
nature for design. The NICE approach translates fundamental mechanisms behind desirable properties in natural systems 
(such as scalability, efficiency or robustness) to technological applications, within the context and under the constraints of 
these applications. Rather than superficial analogies, fundamental physics are taken as a basis for rational design.[8b, 8c, 132] 
 
After discussing some biomimetic approaches to fuel cell design, we discuss rational design principles and early applications 
and opportunities of the nature-inspired engineering approach, developed by Coppens and co-workers. 
3.1 Biomimetics 
Several biomimetic approaches have been used so far to design PEFC flow fields based on the structure of leaves and 
lungs.[133] These biomimetic designs combine serpentine and interdigitated patterns to avoid water flooding and increase the 
power density of the fuel cell (Figure 24).[133b, 133c] Simulation studies using a thick gas diffusion layer (GDL ~ 1.02 mm) with 
high permeability show that the incorporation of biomimetic flow field designs result in a lower pressure drop from the inlet to 
the outlet than the commercial serpentine/interdigitated design (~ 26 and ~ 40 Pa pressure loss, respectively) and more 
uniform pressure distribution.[133b] Experimental validation of the theoretical results at various operating conditions show that 
the biomimetic flow fields increase the peak power density and overall fuel cell performance by 30%.[133b, 133c]   
 
	  
Figure 24. a) Leaf- and b) lung-inspired, biomimetic flow field designs. The inlet is at the top and the outlet is at the bottom.[133b] Reprinted from [133b] 
with permission from Elsevier. 
However, additional experimental evaluation of these designs is necessary in order to validate fuel cell performance and 
scalability of the system under extensive fuel cell operation. An essential shortcoming of these biomimetic designs is the 
lack of a rigorous theoretical motivation to support them. Even though the inspirational source is clear, the absence of an 
underlying theory makes it difficult to test alternative designs, as there is no theoretical basis to compare against. Interesting 
fundamental properties of the pulmonary architecture, such as the fractal structure of the bronchial tree, which is tied to its 
scalability and efficiency[8i, 134], are not utilized. 
3.2 Modeling 
Computational modeling has been extensively employed to study the effect of operational parameters as well as cell 
components on fuel-cell performance[58s, 135], without accounting for the structure of the material. Many numerical models 
have been developed with increasingly less restrictive assumptions and more physical complexities to provide solutions for 
the equations that incorporate the electrochemical kinetics and thermodynamics, as well as heat, mass, charge and 
momentum transport.[58s, 135-136] A brief and by no means comprehensive overview is provided in Supplementary Information; 
it is clear that further development of multi-scale modeling approaches is required to account for not only the steady state, 
but also the dynamics of the complex, multi-phase phenomena occurring in electrocatalysts and fuel cells.  This is especially 
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so in view of the tremendous progress in capabilities to synthesize hierarchically structured nanomaterials; these 
experimental synthetic capabilities can only be truly taken advantage of if they are complemented by simulations that allow 
to interpret experiments, and guide the engineering of better electrochemical devices. 
3.3 Rational Design Guided by Nature-Inspired Engineering 
Even though Pt is a highly efficient electrocatalyst for PEFCs, the high cost of this material dictates the use of low Pt loading 
or novel nanostructured Pt or Pt alloy-based catalysts. A nature-inspired chemical engineering (NICE) approach can aid 
towards achieving the low Pt loading target by modifying the PEFC design, guided by the hierarchical structure of the 
lung.[8c] Nature-inspired engineering researches the fundamental mechanism underlying a desired property or function in 
nature and applies this mechanism in a technological context.[8c]  
 
The respiratory tract of a mammalian lung has a self-similar, fractal structure consisting of many generations of branches 
(14-16 for the adult human lung), from the trachea to the bronchioles, in which flow dominates transport, followed by 
generations of space-filling acini lined by alveoli in which diffusion dominates transport.[137] Entropy production while 
breathing is uniformly distributed and globally minimized in both regimes[8i, 134, 137], a very desirable property from the point of 
view of thermodynamic efficiency.[138] The fractal architecture of the upper part of the lung, which is similar to a tree[139], 
connects multiple microscopic elements to a single macroscopic element via equal hydraulic path lengths providing equal 
transport rates to or from the cells.[8c] A great advantage of this fractal structure is its scalability. The fractal network can be 
broadened by adding a generation, while keeping the structure of the microscopic building units the same (Figure 25).[8b] 
 
	  
Figure 25. A set of 1D distributors feeding progressively larger 1D arrays (vectors); b-c) extension of the scalable, fractal distributor concept to 2D and 
3D, respectively.   
These observations, already successfully applied to fractal injectors in multiphase reactors, such as fluidized beds[8b, 140], can 
be used as a building principle for fuel-cell design as well. Figure 26 shows a two-dimensional fractal distributor built in-
house, by rapid prototyping or stereo-lithography. Air or oxygen enters the distributor through a single inlet; it flows through 
the branching channels and eventually exits the distributor through a square array of outlets, which have the same hydraulic 
distance from the inlet. As a result, this fractal distributor uniformly feeds reactants (O2/air) to the catalyst layer, while 
produced water is removed via an embedded collector, circumventing the non-uniformity issues of other flow-field 
geometries. Fuel cell performance measurements are currently under way.   
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Figure 26. Fuel cell design guided by the architecture of the lung and the associated physical mechanisms.[8c] Reprinted from [8c] with permission from 
Elsevier. 
Murray's law can be used to design fractal distributors.[141] Murray found, for vascular networks, that the flow of blood past 
any section should bear the same relation to the cube of the radius of the vessel at that point. By derivation, the cube of the 
radius of the parent vessel must be equal to the sum of the cubes of the radii of the daughter vessels. An extended Murray’s 
law (Eqn. 9) is obeyed in the vascular and pulmonary systems of animals, as well as in the xylem structures of plants[133a, 
142]: 
 𝑟!∆ = 𝑟!!∆ + 𝑟!!∆ +⋯+ 𝑟!"∆                                                (9) 
 
where rp is the radius of the parent vessel, rd1, …, rdn are the radii of the daughter vessels and ∆ the diameter exponent (for 
example, ∆ = 2 for many botanical trees, ∆ = 2.7 for the arteries and ∆ = 3 for the lung).[143] 
 
Murray’s law has been used to develop non-fractal flow field designs as well (Figure  27), to address the issue of non-
uniform current density distribution across a fuel cell.[142a] The side branches are connected directly to a side channel that is 
gradually increasing in width as more branches are attached according to Murray’s law.[142a] 
	  
Figure 27. Parallel channel flow field design incorporating Murray's branching law design.[142a] Copyright© 2010 Wiley. 
The depicted flow field exhibits lower pressure drop than serpentine designs and, hence, reduces the parasitic load required 
to pump fuel/oxidant gas.[142a] However, this flow field does not display inherent fractal scalability and was observed to be 
prone to flooding during fuel-cell operation at a low temperature (70oC, 100%RH). This issue could be resolved if the fuel cell 
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was operated at high temperatures (> 100oC) and low relative humidities where the water is always in the vapor phase, and 
the improved mass transfer and reduced pressure drop characteristics of the Murray’s-law-based flow field could be fully 
utilized.  
 
Combined with a fractal design, Murray’s law provides a formal theoretical foundation to optimize flow field design. 
Nevertheless, while Murray’s law provides a relation between parent and daughter channel dimensions at a branch, it does 
not provide a criterion for the number of branches. Further research is needed to identify the optimal channel dimensions, 
the optimal number of branches, as well as the design limitations of these flow fields. The structure of the lung suggests that 
the final generation of the fractal distributor contains uniformly spaced outlets just close enough to allow for a seamless 
interface via diffusion to and in the hierarchically structured catalytic layer, as illustrated in Figure 27. 
 
These preliminary results show that nature-inspired flow field designs have tremendous potential to become the new 
standard for fuel cell performance and reliability, thanks to their inherent scalability and efficiency. Extensive research is 
needed, though, to optimize the mathematical foundation of the design, carry out experimental studies of the flow field 
designs for extended periods and under various transient loads, and evaluate the practical scalability of the system by taking 
into account the cost of materials and manufacturing complexity. The latter issues should be increasingly addressed by 
progress in micromachining and additive manufacturing methods. 
4. Conclusions and Outlook 
The utilization of hierarchical nanomaterials in electrochemical energy conversion to optimize the electronic and ionic 
mobility and kinetics at multiphase boundaries is an area of growing interest. Controlling the architecture of these materials 
at multiple length scales, and not only at the nano-scale, is critical to improve their properties. The nanopores of these 
materials lead to a large surface area, providing short diffusion lengths and excellent multiphase contact, while the 
macropores improve the overall transport properties and maximize effective performance.  
 
Several experimental methods are used for the synthesis of hierarchical nanomaterials, including templating, self-formation 
and galvanic replacement. Hollow Pt or Pt alloys synthesized by galvanic replacement exhibit enhanced catalytic properties 
towards ORR and MOR and high tolerance to CO poisoning. Similar results are observed when hierarchical metal oxides 
are used as electrodes in batteries: the interconnected wall structure provides a continuous electron pathway, increasing 
their conductivity. Additionally, meso/macroporous carbon, hollow graphitic spheres, and mixed-metal oxides can be used as 
alternative catalyst supports; the high surface area and mesoporosity of these materials allows high catalyst dispersion and 
reactant flow, leading to increased catalytic activity towards MOR and ORR. Furthermore, mixed-metal oxide supports offer 
excellent corrosion resistance under automotive drive cycles.  
 
To further improve the design of these hierarchical nanomaterials, in-depth research on the effect of their architecture on 
reaction and transport kinetics is necessary. This requires multi-scale models that properly account for the physical and 
chemical phenomena at all scales. Nature can be an excellent guide to rational design, as it is full of hierarchical structures 
that are intrinsically scaling, efficient and robust. This, however, should not reduce to mindless imitation: the biological 
example needs to be properly chosen, and the different context of technological applications should be accounted for. Thus 
far, the majority of “biomimetic” research is focused on imitating isolated features of biological structures to synthesize new 
supports, catalysts or flow fields for PEFCs with sub-optimal results. In most cases, the actual physical processes that 
govern the system are neglected. Biological systems include different optimal architectures at different scales, and the 
equipartition of entropy production is a guiding principle to maximize energy efficiency. A plethora of computational models 
are now available to examine the effect of fuel cell operating conditions, flow field design and catalysts structure on fuel cell 
performance. In combination with experiments and building on progress in synthesis and manufacturing methods, these 
models can serve to create highly performing, scalable fuel cells and other electrochemical systems. 
 
Hence, we suggest focusing research on the fundamental understanding of hierarchical structure/function relationships in 
biological systems, and to use this understanding in guiding the computationally assisted development of novel, nature-
inspired hierarchical catalytic nanomaterials and electrochemical devices. Initial results on the development of biologically 
inspired flow field designs based on Murray’s law that governs the vascular systems of animals and the xylem structures of 
plants suggest that nature-inspired flow field designs have tremendous potential to become the new standard for fuel-cell 
performance. 
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Nomenclature 
 
3DOM 3D ordered macroporous nanomaterials 
AOR Alcohol oxidation reaction 
CNC Cubic nanocages 
CV Cyclic voltammogram 
CDH Cubic dendritic hollow nanocrystals 
CNF Carbon nanofiber 
CVD Chemical vapor deposition 
DMFC Direct methanol fuel cell 
DOMC Disordered mesoporous carbon 
ECA Electrochemically active surface area 
fcc Face centered cubic 
GDL Gas diffusion layer 
HER Hydrogen evolution reaction 
HGS Hollow graphitic spheres 
HOR Hydrogen oxidation reaction 
ITO Indium tin oxide 
LB Lattice Boltzmann model 
LSV Linear sweep voltammetry 
MOR Methanol oxidation reaction 
MWCNTs Multi-walled carbon nanotubes 
NHE Normal hydrogen electrode (Eo= 0 V) 
NICE Nature-inspired chemical engineering 
OH* Hydroxyl radicals 
ODH Octahedral dendritic hollow nanocrystals 
OMC Ordered mesoporous carbon 
ONC Octahedral nanocages 
ORR Oxygen reduction reaction 
PEO Polyethylene oxide 
PEFC Polymer electrolyte fuel cell 
PM Pore morphology model 
PN Pore network model 
PMMA Polymethyl methacrylate 
PVP Polyvinylpyrrolidone 
RHAHS Raspberry hierarchical Au/Pt hollow spheres 
RHE Reversible hydrogen electrode (Eo= 0 V) 
RRDE Rotating ring-disk electrode 
SCE Saturated calomel electrode (Eo= +0.243 V vs. SHE) 
SEM Scanning electron microscopy 
STEM Scanning transmission electron microscopy 
TEM Transmission electron microscopy 
TMA Trimethylaluminum 
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UV Ultraviolet 
WCNTs Well-aligned carbon nanotubes 
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Figure S 1.	    a) TEM of Pt/Ag nanocubes from the galvanic replacement reaction between Ag nanocubes and Na2PtCl4 solution. b) SEM and TEM 
(inset) of Pd/Ag nanocubes from the galvanic replacement reaction between Ag nanocubes and Na2PdCl4 solution. c, d) SEM and TEM (inset) of 
Ag/Au/Pd nanocubes from the galvanic replacement reaction between Ag nanocubes and (c) Na2PdCl4 solution, followed by HAuCl4 solution, and (d) 
HAuCl4 solution, followed by Na2PdCl4 solution.[33b] Copyright© 2008 American Chemical Society. 
 
	  
Figure S 2. Specific discharge capacities of 3DOM resorcinol-formaldehyde carbon (RFC), 3DOM RFC2, and 3DOM/mC/C.[26a] Copyright© 2006 
American Chemical Society. 
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Figure S 3. a) Comparison of discharge capacity for LiFePO4 calcined at 700°C and templated with differently sized colloidal crystal templates and b) 
cyclability of LiFePO4 sample templated with 270 nm colloidal crystal and calcined at 700°C.[60b] Copyright© 2009 American Chemical Society. 
  
	  
Figure S 4.	  a) 8 hour capacity of the 3D nanoporous spherical LiFePO4/C; b) Charge-discharge curves at various capacity rates.[63] Copyright© 2011 
Royal Society of Chemistry. 
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Figure S 5.	  a and b) SEM micrographs of 3DOM LiMn2O4, corresponding to {1,1,1} and {1,0,0} surfaces, respectively; c and d) TEM micrographs, 
showing the macropore walls formed by LiMn2O4 nanocrystals.[65] Copyright© 2008 American Chemical Society. 
Computational Modeling (Supplementary Information complementing Section 3.2) 
Computational modeling has been extensively employed to study the effect of operational parameters as well as cell 
components on fuel-cell performance[58s, 135], without accounting for the structure of the material. Many numerical models 
have been developed with increasingly less restrictive assumptions and more physical complexities to provide solutions for 
the equations that incorporate the electrochemical kinetics and thermodynamics, as well as heat, mass, charge and 
momentum transport.[58s, 135-136] 
1D and pseudo-2D models have been developed to investigate the effect of water and heat management on fuel-cell 
performance.[58s, 135] Initial models solely investigated the water transport through the membrane and GDL/catalyst layer.[58s, 
135] Pseudo-2D models reveal that fuel cell performance is improved when gas streams are saturated with water at a higher 
temperature than the operating temperature, due to improved heat transfer. Evaporation of liquid water results in a high heat 
transfer coefficient and leads to good temperature stability.[136a]  
 
Other models have been used to examine water transport throughout fuel cells using computational fluid dynamics, without 
considering water diffusion through the membrane or electro-osmotic drag in the membrane.[136b, 136c] As a result, these 
models do not adequately describe water transport phenomena through the membrane at low humidity.[58s] This can be 
achieved by considering water transport through all the fuel-cell components, which enables the study of water management 
in fuel cells at low humidity.[136d-f] 
 
However, these macroscopic models could not investigate two-phase transport and the effect of pore morphology, because 
they lack realistic two-phase correlations such as those for capillary pressure and permeability as a function of water 
saturation.[136g] Thus, lattice Boltzmann (LB), pore morphology (PM) and pore network (PN) models are preferred.[136g, 136h] 
 
LB models simulate the fluid motion of a collection of particles through the catalyst/gas diffusion layer by following the 
evolution of a Boltzmann equation instead of solving the Navier-Stokes equations. The degrees of freedom of the system 
are reduced as the group of particles moves on a regular lattice, making a pore-scale simulation computationally 
tractable[136g-k]. At low saturation levels, liquid water forms a fractal front governed by invasion percolation, as it penetrates 
into the wetting phase in the shape of fingers; at high saturation levels, several penetrating saturation fronts merge to form a 
stable front (Fig. S6).[136h] 
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Figure S 6. Advancing liquid water front with increasing capillary pressure through the catalyst layer.[136h] Reprinted from [136h] with permission from 
Elsevier. 
Pore morphology models can be used to simulate the drainage process based on 3D structural analysis to predict the 
relationship between saturation and capillary pressure.[136g] Pore network models utilize a network of wide pore spaces 
interconnected by narrower regions, called throats, to simulate two-phase transport under fuel cell operating conditions.[136l, 
136m]  
 
Several 1D models have also been developed to investigate Pt and carbon support oxidation under PEFC operating 
conditions.[136n-x] The major cause of Pt surface area loss in low temperature PEFCs is Pt coarsening (Pt dissolution and 
redeposition analogous to Ostwald ripening) and Pt diffusing away from the cathode, which is subsequently reduced by 
hydrogen permeating from the anode.[136o, 136p, 136y-ab] Relative humidity is reported to have a significant effect on the loss of 
cathode Pt mass and Pt electrochemically active surface area, while reactant gas partial pressure does not affect cathode 
electrocatalyst degradation. Thus, preliminary studies on Pt electrocatalyst degradation showed very promising results, even 
though more research is needed to further understand the Pt dissolution mechanism. 
 
It is clear from this brief, by no means comprehensive overview that further development of multi-scale modeling approaches 
is required to account for not only the steady state, but also the dynamics of the complex, multi-phase phenomena occurring 
in electrocatalysts and fuel cells.  This is especially so in view of the tremendous progress in capabilities to synthesize 
hierarchically structured nanomaterials; these experimental synthetic capabilities can only be truly taken advantage of if they 
are complemented by simulations that allow to interpret experiments, and guide the engineering of better electrochemical 
devices. 
 
