Abstract: Unlike other problems found in the oil industry, the allocation of compressors to gas-lifted oil wells lacks formal models and algorithms capable of delivering globally optimal assignments. To this end, this paper casts the compressor allocation problem as a facility location problem. Owing to the special structure of the target problem, an efficient (polynomial time) algorithm is conceived by applying the framework of dynamic programming. An example illustrates the inner-workings of the algorithm. Connections between the polyhedron of feasible solutions and integer-programming theory are established.
MOTIVATION
The prospection for oil reserves, the recovery of oil, and the distillation into final products are complex processes that rely heavily on technology. Since the inception of the oil industry, production and decision processes have been automated, in part to cut costs and improve efficiency in response to the mounting pressure from competitive markets, but also due to the continuous transformation of scientific advances into technology (Jahn et al., 2003) . For instance, a plan to recover oil from a reservoir takes into account geological studies of the formation, data from seismic analysis, and predictions from simulators. A plan will pinpoint the locations for drilling, along with the technology and apparatus to artificially lift hydrocarbons from the reservoir to surface facilities, where they are separated into oil, water, and gas. Among the artificial lifting techniques (Nishikiori et al., 1995; Buitrago et al., 1996) , continuous gas-1 Partially supported by CNPq 2 Supported by the Brazilian Agency of Petroleum (ANP) lift is a favored technique for its relatively low installation and maintenance costs, wide range of operating conditions, and robustness. Continuous gas-lift works by injecting high pressure gas at the bottom of the production tubing to reduce the weight of the oil column, thereby forcing the flow of fluid to surface facilities. In view of the complexity of planning and operating the production processes of an oil field as a whole, the overall task is invariably broken down to smaller, tractable sub-problems that can be solved more efficiently with the aid of models and algorithms. In particular, two relevant sub-problems are liftgas allocation and compressor scheduling. Lift-gas allocation concerns the distribution of a limited gas rate to the oil wells, while respecting lower and upper bounds for gas injection at each well, maximum compressing capacity, and surface facility constraints with the aim of minimizing production costs. A number of models and algorithms appeared in the literature (Kanu et al., 1981; Buitrago et al., 1996; Alarcón et al., 2002) , but more recently globally optimal algorithms have been developed to handle discrete decisions and the non-linear nature of well performance curves (Camponogara and Nakashima, 2006b,a) .
On the other hand, compressor scheduling concerns the allocation of compressors to meet the pressure levels set down by the (oil field) recovery plan for each oil well. Setting up compressor facilities to precisely meet the pressure needs of each well is not only inconvenient, but the installation costs are also excessive. In a typical situation, the decision-maker has to trade-off the installation costs and energy-loss costs incurred by reducing the pressure yielded by the scheduled compressor to the well's level. The task of deciding which compression levels (facilities) will be installed and how they will supply lift-gas to the wells (clients) so as to minimize the overall cost gives rise to the compressor allocation problem (CAP). Unlike liftgas allocation, the compressor allocation problem has received little attention, lacking formal models and provably optimal algorithms. This works is a first attempt to bridge the gap between industry and academia, having the aim of formally stating the problem, developing a baseline algorithm, and pointing out directions for further research.
PROBLEM FORMULATION
Roughly speaking, in the facility location problem one has to decide upon the location of facilities and how these facilities supply clients' demands, while minimizing the aggregated cost incurred by installing facilities and transporting goods to clients (Wolsey, 1998; Cornuejols et al., 1977) . N = {1, . . . , n} is the set of potential sites for facilities and M = {1, . . . , m} is the set of clients. A fixed cost a j is charged to set up facility j, while c ij is the cost to fulfill the whole demand of client i from facility j. Because clients have special needs, a client i can be serviced only by a subset N i ⊆ N of the facilities. Let M j = {i ∈ M : j ∈ N i } be the subset of potential clients of facility j. The problem can be cast in mathematical programming as follows:
Subject to :
Despite its clear statement and simple model, the computational solution of the facility location problem is intrinsically hard, that is to say, a polynomial-time algorithm for P would entail solving the class of NP-Hard problems in polynomial time (Garey and Johnson, 1979) . One such problem is set covering (Nemhauser and Wolsey, 1988) : given a set S, a family {S j } n j=1 of subsets of S, and the cost c j for each S j , the problem rests on finding a subset U ⊆ {1, . . . , n} that minimizes j∈U c j and such that ∪ j∈U S j = S (i.e., the selected subsets induce a cover of S), which gives the name to the problem. It is a straightforward exercise to reduce set covering to the facility location problem in polynomial time and space-just associate each facility j with a subset S j , model each client i as an element of S, equate M j to S j and define N i accordingly, set a j as c j , and set c ij = 0 for all i and j; the optimal solution to the facility location problem is precisely a minimum cost cover for S.
Not surprisingly, the target application of compressor allocation can be framed as a facility location problem, with the facilities representing the potential pressure levels for compressor pools, whereas the clients represent the oil wells. In this scenario, compressing station j yields lift-gas flow at pressure p c j . The problem arises from the allocation of these pressure levels to the oil wells so as to meet the recovery plan of the oil field, according to which lift-gas should be injected in well i at pressure p w i . Henceforth, this problem will be referred to as compressor allocation problem (CAP). Since pressure can only be reduced without energy gain, but invariably incurring energy losses, pressure p c j must be greater than or equal to pressure p The assumptions made above are typical of instances of the compressor allocation problem and, therefore, do not limit the developments hereafter but rather bring out the intrinsic structure of the problem. This structure can be exploited to develop specially-tailored algorithms that are far more efficient than general-purpose algorithms for the facility location problem. Actually, we will design a polynomial-time algorithm for facility location problems arising from instances of the compressor allocation problem.
DYNAMIC PROGRAMMING ALGORITHM

Background
Dynamic programming (DP) is a framework for breaking up problems in a set of smaller, easier to solve sub-problems arranged in a sequence (Bertsekas, 1995) . The decisions are made in stages, each regarding a decision at the present time and its future consequences.
In a deterministic situation, the consequences are fully predictable whereas, in a stochastic situation, the outcomes are ruled by chance and modeled by random variables. The goal is to reach decisions that minimize the cumulative cost stretching from the current time until the end of the time horizon. Because each decision influences future outcomes, the decision-maker has to balance the desire of low costs at the current time and the undesirability of high future costs. Dynamic programming balances the trade-off between current and future costs: at each stage, the decisions are ranked according to the sum of the present cost and future costs, assuming optimal decision making over the subsequent stages, also known as costto-go (from the next state until termination).
For the stochastic scenario, the costs are expected values over the distributions of the random variables. DP has been successfully applied to a wide range of problems, including optimal control and discrete optimization problems.
In the domain of control theory, the typical task is to minimize system's state distance from a desired trajectory while factoring in the control-action costs and balancing the present and future costs. The system's state evolves over time according to discrete-time dynamic equations that might have random variables, such as the number of service requests arriving at a shop, random disturbances, or the number of units ordered from clients. Because an optimal control policy can only be determined after the observation of the random variables, the algorithmic solution is structured backward, working from the terminal stage toward the current time.
In the domain of optimization, the typical task is not unlike in control theory, where the system's state might represent the quantity of resources available at the moment, such as the remaining budget to pay for tolls to reach the destination or the remaining capacity in a knapsack. The applications in discrete optimization abound, including resource-constrained shortest-path problems, knapsack-like problems, and string matching (Cormen et al., 1990; Wolsey, 1998) .
Recursive Formulation
Here, we take advantage of the structure of CAP, as formalized in Assumption 1, to break P into a sequence {P m (s m ), P m−1 (s m−1 ), . . . , P 1 (s 1 )} of sub-problems. P i (s i ) is a restricted form of P in which one has to allocate facilities to a subset of clients, namely {i, i + 1, . . . , m}, given that the facilities in {1, . . . , s i − 1} are unavailable, facility s m has been installed, and the installation of the facilities from {s i +1, . . . , n} are to be decided. Let J i (s i ) be the value of an optimal solution to P i (s i ). Parameter s i acts as the "state of the system" at stage i. Note that P 1 (0) is equivalent to P .
Rather than solving {P i (s i )}, we recursively solve the sequence {P i (s i )} given below, taking advantage of the problem structure to reduce the search for an optimal solution dramatically. The first problem of the sequence {P i (s i )} is expressed in mathematical programming as: For the remaining stages, the problem at stage i accounts for the cost to service client i and the clients in {i + 1, . . . , m} (cost-to-go from the current stage and state to the terminal state), given that facilities {1, . . . , s i − 1} are decommissioned and facility s i is in service (if s i > 0). The problem encompassing the decisions from stage i till termination is cast as follows:
The purpose and interpretation of s i ∈ {0} ∪ N is the same as inP m (s m ). In equation (3d), if no facility is installed at stage i then s i+1 takes on value s i , or else s i+1 becomes the index of the facility that has been installed. In the event of P i (s i ) being infeasible, which occurs when {s i , s i + 1, . . . , n} ∩ N i = ∅, thenĴ i (s i ) becomes +∞.
An effective DP algorithm can be designed to solvê P 1 (0) by recursively solving the problem family {P i (s i )} in an appropriate sequence, and skipping the instances that are clearly infeasible. Of course, the decision maker needs the optimal solution, not only the optimal values. The algorithm outlined above bookkeeps the optimal decisions in tables X i = {x i (s i ) : s i ∈ {0} ∪ N i } and Y i = {y i (s i )}, even though the decisions could be inferred from the tablesĴ i , for the sake of simplicity. At termination, the optimal solution can be produced by the algorithm given below.
Dynamic Programming Algorithm
Optimal Solution Computation
Let y be a list of facilities to be installed Let x be a list of client-facility pairs y ← ∅, x ← ∅, and
The procedure above outputs in y the indexes of the facilities to be installed and, in x, which facilities will be servicing which clients. The correctness of the dynamic programming is established below by showing that the recursive formulation {P i (s i )}, given in (2a)- (2e) and (3a)-(3f), is equivalent to {P i (s i )}. For the induction step, i < m, suppose facility s i+1 services client i, where s i+1 must belong to N − i . Because c kj c ksi+1 for each k ∈ {i + 1, . . . , m} and all j ∈ N k ∩ {s i , . . . , s i+1 − 1} (refer to Assumption 1), and a j ≥ 0 for all j, the facilities in the set N k ∩{s i +1, . . . , s i+1 −1} do not need to be installed in an optimal solution. Consequently,
by induction hypothesis if s i+1 > s i , completing the demonstration. Corollary 1.P 1 (0) is equivalent to P andĴ 1 (0) = J is the value of an optimal solution.
Corollary 2. P can be solved in polynomial time.
Proof: The DP algorithm performs Θ(mn) steps each taking O(n) steps to solveP i (s i ). Thus, the algorithm runs in O(mn 2 ) ∈ O(max{m, n} 3 ) time and its memory usage is Θ(mn).
An Illustrative Example
The purpose of the material herein is to crystallize the concepts and illustrate the DP algorithm in a simple context. The scenario consists of n = 4 pressure levels (facilities) and m = 4 oil wells that are operated via continuous gas-lift (clients). The pressure output of the compressors, the pressure demand of the wells, and the costs to install banks of compressors appear in Table 1 . The penalties due to the energy loss resulting from pressure reduction are depicted in Table 2 . This data comprises an instance of CAP.
Applying the DP Algorithm
The application of the dynamic programming algorithm to the instance given above yields the setĴ = {Ĵ i : i ∈ M } depicted in Table 3 . The missing entries of the table have value +∞, the default value for an infeasible sub-problem. Notice thatĴ 4 (s 4 ) is feasible for all s 4 given that client 4 can be serviced by all facilities. However,Ĵ 2 (s 2 ) andĴ 3 (s 3 ) take on value +∞ when s 2 , s 3 ∈ {3, 4} because neither facility 3 nor facility 4 can supply clients 2 and 3. The DP algorithm fills in the entries of client 4's row by solvingP m (s m ). The remaining lines are computed by solvingP i (s i ) for i = 3, 2, 1. The value of the optimal solution is thereforeĴ 1 (0) = 37. Simultaneously, the solutions to these sub-problems are recorded in Table  4 for posterior retrieval. The optimal solution is obtained as follows: x 1 (0) = (1, 1) and y 1 (0) = 1 state that facility 1 should installed to service client 1; x 2 (1) = (2, 1) and y 2 (1) = 0 indicate that facility 1 services client 2; x 3 (1) = (3, 1) and y 3 (1) = 0 indicate that facility 1 services client 3; and x 4 (1) = (4, 4) and y 4 (1) = 4 indicate that facility 4 should be installed to supply client 4. 
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Remarks
The particular structure of the compressor allocation problem allowed us to design an efficient, polynomial-time dynamic programming algorithm. A standing issue is whether or not this algorithm is optimal-put another way, the issue is whether Ω(mn 2 ) is a lower bound for the problem. If the problem data is given in matrix form, then the input size is of the order Θ(mn), and the issue is whether or not there exists an algorithm with running time between Θ(mn) and Θ(mn 2 ).
Another issue regards the design of a simpler, more efficient algorithm that would run in linear time regardless of the input size. The greedy algorithm, however, may fail to produce the optimal solution, as illustrated in the following scenario. Take the heuristic that scans the clients from 1 to m, deciding at each stage i whether to install a new facility or else service i with one of the existing facilities. The greedy choice would pick the least costly option. For the instance with n = 2, a 1 = 10, a 2 = 8, N 1 = {1}, N i = {1, 2} for i = 2, . . . , m, c 11 = 1, c i1 = 2 and c i2 = 0 for i = 2, . . . , m, the greedy heuristic fails when m 6. It will install facility 1 and service all clients from this facility, incurring a total cost of 11+2(m−1), whereas the optimal solution installs facilities 1 and 2 with a total cost of 19. Likewise, the greedy heuristic that works in the opposite direction, from client m toward 1, may fail as well.
A feature of the dynamic programming algorithm is its simplicity: the algorithm is devoid of complex data structures and can be implemented in virtually any computer language. A second feature is the potential to use a parallel computer: because the computation of the valuesĴ i (s i ) can be carried out in parallel for all s i ∈ {0} ∪ N i , the algorithm may run in O(mn) time when Θ(n) processors are available, thereby inducing maximum speed-up.
Let P = {z ∈ R p : Az b, 0 z 1}, z = (x, y), be the polyhedron corresponding to a formulation of P , where p = n + n j=1 |M j | and matrix A consists of the constraints (1b) and (1c). Notice that P can be recast as max{c T z : z ∈ X} where X = P ∩ Z p and c is a suitable vector, this way giving P the status of a formulation.
