A deep learning architecture based on Extensible Neural Networks is proposed for modulation classification in multipath fading channel. Expanded Neural Networks (ENN) are established based on energy natural logarithm model. The model is set up using hidden layers. Modulation classification based on ENN is implemented through the amplitude, phase, and frequency hidden network, respectively. In order to improve Probability of Correct classification (PCC), one or more communication signal features are extracted using hidden networks. Through theoretical proof, ENN learning network is demonstrated to be effective in improving PCC using amplitude, phase, and the frequency weight subnetwork, respectively. Compared with the traditional algorithms, the simulation results show that the proposed ENN has higher PCC than traditional algorithm for modulation classification within the same training sequence and Signal to Noise Ratio (SNR).
Introduction
In the communication transmission technology, modulation classification for communication signals is an important research direction, especially in the field of space communication, satellite communication, underwater communication, and so forth. Modulation classification is constrained by the transmission environmental parameters, such as signal amplitude, signal frequency, and signal phase, especially fading channel.
In the related research literature, there are two kinds of research trends for communication signal modulation classification. One trend is based on the Maximum Likelihood function method based on feature parameter estimation [1] . The other trend is signal statistical features [2] . In order to improve PCC for modulation classification, [3] [4] [5] [6] established different Maximum Likelihood (ML) functions. This method was optimized to estimate parameters, such as modulation mode, carrier frequency, phase, and channel response. In [3] , a generalized ML function was established. To solve this likelihood function, the QAM signal was verified to obtain lower complexity. In [4] , a hybrid ML function was proposed. Instantaneous signal feature was obtained to reduce the complexity. In [5, 6] , the optimization method based on different Maximum Likelihood was proposed for MFSK signal modulation. Thus a higher PCC had been obtained. In [7] , a hybrid ML algorithm was proposed to classify AMC communication signals.
ML function for modulation classification is generally assisted with Bayesian framework. When the numbers of unknown parameters are too large, the complexity for established likelihood functions would be increasing. Different ML functions and Bayesian decision networks must be evaluated carefully. According to different modulation types, literature [3] [4] [5] [6] [7] proposed different likelihood ratio functions, which could obtain the theoretical optimal result under the Gaussian white noise condition. However, multipath fading channel would seriously impact on modulation classification.
Another common method is signal statistical features, which is an easy method to achieve suboptimal result by obtaining statistical characteristics features, such as highorder cumulants, wavelet features, and multidimensional signal features. In [8] , an instantaneous signal statistical characteristic was proposed, which included instantaneous amplitude, instantaneous phase, and instantaneous carrier frequency. Reference [9] proposed wavelet feature, which was decomposed into wavelet coefficients by Haar transform.
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Haar transformed wavelet coefficients have better antinoise features than the higher order cumulants.
Literature [10, 11] acquired high-order cumulants features. However, higher computation improved the complexity. In [12] , HOS statistics feature was obtained, which included time accumulation statistics feature. HOS statistics features had excellent anti-Gaussian white noise. Similarly, the literature [13] adopted HOS features to combat multipath fading. In [14] , a statistic classifier within a multipath channel had been proposed to estimate signal parameters. Within multipath fading channel, literature [15] proposed a blind channel estimation method based on higher order statistics. However, this blind channel estimation is only effective in fading channels within two-path channel. In [14] , within multipath fading channel, the signal parameters were firstly estimated. In [16] , modulation classification in multiuser system was researched. Most of modulation classification algorithms are within Gaussian white noise channel. In fact, due to multipath fading channel, the application for modulation classification algorithms was greatly reduced.
In the past few years, due to rapid development of artificial intelligence, researchers introduced machine learning algorithms into modulation classification and gave the relevant theoretical derivation proof. In [17] , the -nearest neighbor clustering classifier was used for AMC modulation classification. Under ideal conditions, better PCC based on -nearest neighbor clustering classifier was only limited to ideal conditions.
In [18] , a multilayer neural network was used for the modulation classification. On this basis, literature [19] used ANN neural network for modulation classification. However, the ANN network was only limited to the shallow network. Literature [18, 20] implemented modulation classification combined with GA algorithm. On this basis, [17] proposed a KNN algorithm, which was used to improve PCC.
In this paper, a deep learning architecture based on Extensible Neural Networks is proposed for modulation classification in multipath fading channel. Expanded Neural Networks are established through the energy natural logarithm model, which works through the amplitude, phase, and frequency subnetwork, respectively, in order to improve the PCC.
System Model and Problem Formulation
The Gaussian white noise is according to the Gaussian distribution with mean 0 and variance 0 /2, which represents the mean and variance using A/D sampling additive Gaussian white noise (AWGN) signal. Specifically, Gaussian white noise signal is passing through correlated Receive or Matched filter and forming discrete random variable. So we could obtain that the mean is 0 and variance is 0 /2. The block diagram end-to-end signal flow chart of the system for ENN is shown in Figure 1 .
The received signal passes through ideal matched filter. After A/D sampling, intersymbol interference is cancelled by the equalization. Similarly, the intersymbol interference is also eliminated by ideal symbol equalizer.
For discussion convenience, suppose that the symbol period is less than the channel coherence time. The system adopts ideal channel equalizer to reduce the intersymbol interference.
The received signal ( ) at the tth time gap can be expressed as
( ) is defined as the transmitting signal data set for modulation mode , { (1) , (2) , . . . , ( ) }, is defined as amplitude gain, is defined as carrier offset, is defined as phase deviation, and ( ) is defined as Gauss white noise for power 2 . The received signal ( ) is the input for ENN; suppose that̂( ) = [̂1( ),̂2( ), . . . ,̂( )] is the output estimator for the ENN,̂( ) is the output value estimated for the lth order network, and ( ) is defined as the ideal output value for the lth order network.
Here, a nonlinear logarithmic error energy function has been proposed as the objective function. Suppose that the signal is in the form of polar coordinates, including the amplitude features, phase features, and frequency features of the signal. Define the system's energy loss as :
Similarly, the th order network output is for estimating the output value, which can be expressed as the exponential energy loss function,
could be defined as the weight between the kth hidden layer network and the lth output network. The weight amplitude can be expressed as
The corresponding weight for the phase and frequency can be expressed, respectively, as , . ℎ can be defined as a hidden layer activation function; the hidden layer needs to be obtained by the following activation function, which can be expressed as
Here, the input for ENN is the sequence ( ), which is the received multipath fading signal defined as
. Thus, the kth hidden layer unit ℎ ( ) can be expressed as
Mathematical Problems in Engineering is defined as the error attenuation factor for the kth neural network, which could be expressed as = [ (1), . . . , ( )] . is the kth hidden layer average center processing unit, which can be expressed as = [ (1), . . . , ( )] ∈ . In this paper, the hidden layer needs to be obtained by the following activation function, which can be expressed as tan h( ) = − − / + − . The activation function needs to be differential everywhere. The condition is as below:
∀ℎ , → , while satisfying lim →+∞ ℎ ( ) = 0 and lim →−∞ ℎ ( ) = 0.
Currently, the available function is considered as activation function, including the sigmod function and the tanh function. As learning network construction, each layer requires faster convergence. So the ENN select tanh function as an activation function.
Define {( (1), (2)), . . . , ( ( ), ( )), . . . , ( ( ), ( ))}, ≪ , as the system network training library, in which ( ) is defined as the input of the th training unit. ( ) is defined as the target output of the nth training unit. Define signal error as , after th layer network training, which can be defined as
Define amplitude error as , which can be defined as
Define phase error as , which can be defined as
The framework for deep learning ENN is shown as in Figure 2 . The output feature for the th training sample is defined as ( ). It can be expressed in polar coordinates to obtain amplitude, phase, and frequency information based on energy function model. The signal ( ) can be expressed as
is defined as signal amplitude, which also can be expressed as = | ( )|, is defined as signal phase, and ( ) is defined as frequency. Substituting (11) into (2), we could obtain that
For training sequences, the target energy function can be defined as
where is the weight of the network training system. In order to obtain the optimal training objectives, the objective function is minimized, which can be expressed as
Similarly, the connection weight can be expressed as * = arg min
It could be obtained as
Expanding formula (16), we could obtain
Substituting (2) into (17), which is available, we could obtain
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And then we simplified (19) as
The received multipath fading signal enters the different training network through amplitude, phase, and frequency subnetwork, respectively. Among them, the amplitude weight network can be expressed as
Among them, the phase weight network can be expressed as
Among them, the frequency weight network can be expressed as
The above formulas could be represented by matrix, which can be simplified as
where
In accordance with different training network, the matrix form for amplitude can be expressed as
The matrix form for phase can be expressed as
The matrix form for frequency can be expressed as
According to formulas (24)-(28), we could obtain the learning network as shown in Figure 3 .
ENN Algorithm
According to Figure 2 , the network of ENN algorithm can be implemented as follows.
Algorithm 1 (network learning based on amplitude information). Given a training set, {( (1), (1)), ( (2), (2)), . . . , ( ( ), ( )), . . .}, one has the following. Select the layer hidden layer network for training, in which the hidden layer parameters are , V ; = 1, . . . , .
Calculating the th hidden layer response, ℎ ( ), Calculate the front matrix Π,
Calculate the posterior matrix Λ,
Calculate the network weight matrix,
Algorithm 2 (network learning based on phase information). Given a training set, {( (1), (1)), ( (2), (2)), . . . , ( ( ), ( )), . . .}, one has the following. Select the layer hidden layer network for training, in which the hidden layer parameters are , V ; = 1, . . . , .
Calculating the th hidden layer response, ℎ ( ),
Calculate the front matrix Π,
Algorithm 3 (network learning based on frequency information). Given a training set, {( (1), (1)), ( (2), (2)), . . . , ( ( ), ( )), . . .}, one has the following. Select the layer hidden layer network for training, in which the hidden layer parameters are , V ; = 1, . . . , .
Experimental Classification Results and Analysis
The network of deep learning ENN is established for modulation classification. The modulation consists of BPSK, QPSK, 8PSK, and QAM. The signal modulation mode is generated by a random generator. Signal carrier frequency is defined as = 100 KHz. Sampling rate is defined as = 4 = 400 KHz. The experiment is simulated by Monte Carlo method. SNR ranges from −5 dB to 20 dB. Suppose that 512 signal samples are constructed into one data frame, and there are 1000 sets. The first 100 sets are used as training, and 900 sets left are used for testing.
Channel model has been used corresponding to a typical multipath model shown in Table 1 , which is modeled as Rayleigh fading channels. According to the three-diameter model, the main channel is adopted as the Rice channel model, and the second-diameter model is adopted as the Rayleigh channel model.
In order to simplify the simulation, we set ENN learning network using three subnetworks, each subnetwork including 30 layers. The number of hidden nodes is defined as 100. In this paper, we use the HML algorithm [7] , comparison with the ANN algorithm based on the constant modulus statistics algorithm [14] , and literature [19] . We demonstrate the performance based on the PCC under different SNR, different training length, and the convergence performance.
Classification for Different Modulation Modes with ENN Deep Learning Network.
Define that the SNR varies from 5 dB to 15 dB, and each of the 512 simulation signal samples forms a data frame. Figure 4 shows the PCC based on BPSK, QPSK, 8PSK, and 16QAM at different SNR. When the SNR is greater than 0 dB, the PCC is above 93%. When the SNR is greater than 10 dB, PCC for all modulation methods is more than 80%. Figure 5 shows the PCC based on BPSK, QPSK, 8PSK, and 16QAM modulation signals at different SNR. Define different modulation modes occurring at equal probability. Suppose that SNR ranges from −5 dB to 20 dB, and 1024 signal sampling points constitute a data frame. The number of data frames is set as 1000. Different algorithms are carried out according to different training lengths. Define the length of 
Probability of Correct classification
Cumulants algorithm [14] HML algorithm [7] ANN algorithm [19] ENN algorithm the training symbols, respectively, = 10, 20, 30. Enough training lengths can effectively improve the PCC. Under the same PCC, the distance for different training lengths can be nearly 3 dB. Figure 6 shows the PCC performance of ENN, and algorithms in literature [7, 14, 19] for comparison at SNR ranged from the −5 dB to 20 dB. Suppose that all the algorithms have adopted the same training sequence, = 20; when the SNR = 5 dB, the PCC is below 90%. The performance of the algorithm is greatly affected by noise. When SNR = 10 dB, the PCC is increasing. In the multipath fading channel, with the increasing of SNR, the overall performance of different algorithms is closer to the ideal value. The proposed ENN algorithm uses hierarchical identification, and the overall PCC is higher. HML algorithm has established the likelihood function model in the Gaussian white noise, but the PCC has greatly impacted on the conditions of fading channel. The cumulants of amplitude are affected by the fading multipath channel, especially under low SNR condition. The proposed deep learning ENN algorithm improves the fitness for the amplitude in the fading channel, which is implemented by the learning of the amplitude weight subnetwork, especially within the slow fading channel.
PCC Simulation Based on Different Signal to Noise Ratio.
In addition, PCC of HML increases rapidly with SNR increasing. HML has better classification ability. However, HML algorithm performance is constrained by multipath fading channels. Thus the performance has not shown advantages. It can be seen from the simulation results that the proposed algorithm has high accuracy and stability under different SNR. Compared with the traditional neural network ANN algorithm, the proposed algorithm has higher PCC and reliability. This is because the deep learning ENN algorithm is based on signal features, which is based on different dimensions of subnetwork identification. The overall performance has shown more advantages. In the SNR at more than 5 dB, the PCC can reach more than 90%.
Probability of Correct Classification Simulation Based on Different Lengths of Training Sequences.
In order to demonstrate the performance of different modulation classification algorithms with different training samples, suppose that the 1024 signal sampling points constitute a data frame, and the total number for classified data frames is identified as 1000 according to the different training length. Figure 7 shows the PCC performance under the condition of training samples from = 5 to = 40 at SNR = 5 dB. We can obtain from the simulation figure that, as the training number increases, the PCC is near optimal. When the number of samples is = 25, the PCC is higher than 90%. When the training number is small, the neural network ANN structure weight for training is not sufficient, so the performance is poor. The cumulants algorithm has low performance, mainly because of the feature extraction based on amplitude feature, which reduces the performance in multipath channel.
The ML is based on the likelihood criterion and makes full use of the estimation about unknown parameters. Therefore, under the same training number condition, the performance Training length HML algorithm [7] Cumulants algorithm [14] ANN algorithm [19] ENN algorithm is higher than ANN algorithm. The proposed ENN algorithm has higher accuracy and stability, with high reliability and better performance advantages. In the case of small sample = 25 group, the correct classification rate can reach more than 90%. Thus, the proposed ENN also has excellent classification performance with small sample. The PCC of the signal modulation mode is higher than the literature algorithm [7, 14, 19] .
Convergence Performance Simulation Based on Different
Algorithm. Figure 8 shows the convergence performance of the proposed deep learning network ENN and ANN classifier algorithm proposed in [19] within different training sequences. With the length of the training sequence increasing, the ENN algorithm has faster convergence performance. This is mainly because the ENN algorithm has faster convergence using multidimensional features and quickly enters fast convergence direction. Therefore, the convergence performance of the ENN algorithm can be improved rapidly. In addition, when the number of training sequences is small, ENN classifier algorithm performance is better than ANN algorithm according to PCC. So the proposed ENN algorithm has better adaptability with small training sequences. Compared with the existing literature [19] , the ENN algorithm proposed in this paper has better classification performance and has a better training sequence dynamic range. 
Probability of Correct Classification Simulation Based on MIMO-OFDM.
In order to analyze the modulation classification for OFDM, the communication system based on OFDM modulation is established. In the simulation, establishing a 2-channel channel, the main path has a direct component. The second path has a fading rate of 0.4 with a maximum delay 180 ns. Amplitude fading is supposed as Rician distribution. The link transmission bit rate is 40 Mbit/s. The frame length is 16384 bits.
Suppose that the cyclic prefix length of OFDM is larger than the maximum spreading delay; the guard interval should be 250 ns multiplied by 4, which is 1 us. Then the symbol period of OFDM can be 6 us. So each OFDM symbol needs to be transmitted with (40 Mbit/s)/(1/6 us) = 240 bits. OFDM symbols within each subcarrier can be transmitted with 2 bits, which should need 240/2 = 120 subcarriers to meet with transmission rate requirements. The zero-padded subcarriers should be added to eight digit number to facilitate the realization of 128-point FFT/IFFT. For the OFDM modulation, the normalized frequency offset factor is used to measure frequency offset. The normalized frequency offset factor is defined as the ratio of the carrier frequency deviation to the subcarrier spacing. Normally, if the normalized frequency offset is an integral, the orthogonality for subcarrier will not be destroyed.
The orthogonality for subcarrier will be destroyed. When the frequency deviation of the subcarrier is 0.5 times for the carrier interval, the orthogonality of the subcarrier will be minimized, resulting in serious loss of demodulation signal performance. The OFDM system can obtain a carrier frequency interval of approximately 0.5 times the frequency deviation, it will seriously damage the subcarrier orthogonality, and the demodulation of the signal performance has a great impact. The paper is mainly for the normalized frequency offset factor within 0.5 times. For the deviation analysis, the normalized frequency offset factor is set as = 0.01, = 0.03, = 0.3, = 0.35. It can be obtained from the simulation in Figure 9 , when the normalized frequency offset factor ≤ 0.3, which is lower, the PCC for ENN is lower due to the different normalized frequency offsets. This is because the proposed ENN has correction capability for the small frequency deviation. When the normalized frequency offset > 0.3, the frequency offset has introduced a larger orthogonal subcarrier failure. For the signal modulation classification, the error has exceeded the relevant decision limits, and PCC is low.
It can be obtained from the simulation in Figure 9 , when the normalized frequency offset factor ≤ 0.3, which is lower, the PCC for ENN is lower due to the different normalized frequency offsets. This is because the proposed ENN has some error correction capability for the small frequency deviation. When the normalized frequency offset > 0.3, the frequency offset has introduced a larger orthogonal subcarrier failure. For the signal modulation classification, the error has exceeded the relevant decision limits, and the PCC is low.
Probability of Correct Classification Simulation Based on MIMO.
Based on OFDM modulation mode link communication, the antenna model is extended from SISO to MIMO. MIMO adopts 2 × 2 and 4 × 4 antenna group, respectively, to establish STBC coding mode. The PCC for OFDM-MIMO has been analyzed. In the simulation, a 2-channel channel is used. The main path has a direct component, and the amplitude fading follows the Rician distribution. The fading amplitude for the second diameter is 0.4 for the first diameter, the maximum delay is 180 ns, the channel bandwidth is 10 MHz, and the frame length is 128-symbol cycle. From the simulation in Figure 10 , we can obtain that MIMO-STBC system can combat with a certain channel fading characteristic. The ENN with MIMO-STBC can be used to improve the Probability of Correct classification. Therefore, combined with the STBC coding of MIMO system, the proposed ENN depth modulation pattern recognition network can obtain high PCC.
Complexity Analysis of Different Algorithms.
The proposed ENN deep learning network performs the best performance because of sacrificing the complexity, and the multiple identifiers are trained by different signal features including amplitude, phase, and frequency and are judged by the combined features. So the PCC results are available in both small sample and low SNR conditions.
Viewing the classification time with the same experimental environment, the constant modulus statistics algorithm has the faster velocity because of only extracting the amplitude features information. Followed by the ANN network, ANN network needs to establish the neural networks through the amplitude characteristics.
Conclusion
In this paper, an adaptive Extensible Neural Network has been proposed for modulation classification in the multipath fading channel. By establishing the natural logarithmic energy model of the desired model, the deep learning ENN has been divided into the amplitude, phase, and frequency weight subnetwork. Compared with the traditional algorithm, the simulation results show that the proposed ENN algorithm has efficient classification performance and small sample classification ability and could be adaptive in multipath fading channels with the same length training sequence and SNR.
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