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KAPITEL 1
Einfu¨hrung
Die Maxwellschen Gleichungen beschreiben das Verhalten von elektrischen und magnetischen
Feldern sowie ihre Wechselwirkung miteinander und mit Materie. Durch Lo¨sen der Maxwellschen
Gleichungen kann die Feldverteilung einer gegebenen Problemstellung berechnet werden.
Eine analytische Lo¨sung der Maxwellschen Gleichungen ist jedoch nur fu¨r eine sehr begrenzte
Anzahl an Problemstellungen mo¨glich und basiert in der Regel auf Einschra¨nkungen der Gu¨ltigkeit
der Lo¨sung (z.B. statische Lo¨sungen und Lo¨sungen fu¨r zeitharmonische Problemstellungen). Im
Kontext von Antennen- und Streuproblemen sei dabei insbesondere die Feldverteilung einer mittig
gespeisten Doppelkonusleitung erwa¨hnt, die fu¨r den eingeschwungenen Zustand exakt angeben
werden kann [1] und aus der eine Na¨herung fu¨r die Stromverteilung auf du¨nnen Dipolen endlicher
La¨nge hergeleitet werden kann.
Eine Berechnung komplizierterer Problemstellungen ist meist nur durch die Verwendung nu-
merischer Verfahren mo¨glich. Ein Großteil der numerischen Verfahren zur Lo¨sung elektromagne-
tischer Randwertprobleme arbeitet im so genannten Frequenzbereich, d.h. es wird von einem
eingeschwungenen (zeitharmonischen) Zustand ausgegangen, wodurch sich deutliche Vereinfa-
chungen ergeben.
In letzter Zeit ist jedoch das Interesse an Zeitbereichsverfahren deutlich gestiegen, da z.B.
Ultrabreitband-Technologien an Bedeutung gewinnen und sich bestimmte nicht-lineare Problem-
stellungen nicht oder nur eingeschra¨nkt im Frequenzbereich modellieren lassen. Zusa¨tzlich lassen
sich zeitvariante Problemstellungen in der Regel im Zeitbereich einfacher modellieren als im Fre-
quenzbereich; als ein Beispiel fu¨r eine zeitvariante Problemstellung sei ein idealisierter Schalter
betrachtet, dessen Modellierung im Zeitbereich sehr einfach und im Frequenzbereich deutlich
komplizierter ist. Zusa¨tzlich ermo¨glichen es die gestiegenen Rechengeschwindigkeiten von Com-
1
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putersystemen und die Fortschritte bei der Entwicklung numerischer Verfahren, immer kompli-
ziertere Problemstellungen auch auf Personal Computern im Zeitbereich zu modellieren.
Die verschiedenen numerischen Verfahren haben spezifische Vor- und Nachteile. Insbesondere
kann festgestellt werden, dass Verfahren, die fu¨r fein strukturierte Ko¨rper geeignet sind, fu¨r große
und gleichzeitig grob strukturierte Ko¨rper in der Regel sehr ineffizient werden und einen sehr
großen Rechenzeit- und/oder Speicherbedarf haben. Im Gegensatz dazu sind Verfahren, die spe-
ziell fu¨r große und gleichzeitig grob strukturierte Ko¨rper geeignet sind, in der Regel nicht oder nur
sehr einschra¨nkt fu¨r fein strukturierte Ko¨rper geeignet. Antennen- und Streuprobleme zeichnen
sich jedoch oft gerade durch die Anwesenheit von Objekten mit Abmessungen in der Gro¨ßenord-
nung weniger bis vieler Wellenla¨ngen aus (z.B. eine auf einer Hauswand montierte Antenne), und
die Grenzen des numerisch Modellierbaren sind mit einzelnen Verfahren – insbesondere bei einer
Modellierung im Zeitbereich – schnell erreicht.
Fu¨r die Modellierung solcher Problemstellungen hat sich deshalb die Verwendung von Hybrid-
verfahren als sehr vorteilhaft erwiesen. Das prima¨re Ziel einer Hybridisierung von verschiedenen
Verfahren besteht dabei meist darin, auf jeden Teilko¨rper einer Problemstellung das am besten ge-
eignete Verfahren anzuwenden, wodurch im Idealfall die Vorteile der einzelnen Verfahren genutzt
und die Nachteile kompensiert werden ko¨nnen.
Zur Verdeutlichung der Vorteile einer Hybridisierung verschiedener Verfahren wird im Fol-
genden zuna¨chst eine grobe Unterteilung von Feldberechnungsverfahren vorgenommen. Aus den
Vor- und Nachteilen der einzelnen Verfahrensklassen wird dann direkt ersichtlich, warum eine
Hybridisierung von Verfahren, die zu verschiedenen Verfahrensklassen geho¨ren, besonders er-
folgversprechend ist. Anschließend wird ein am Ziel dieser Arbeit orientierter und anhand der
Verfahrensklassen gegliederter U¨berblick u¨ber den Stand der Technik bei der Hybridisierung von
Feldberechnungsverfahren gegeben, und am Ende dieser Einfu¨hrung wird dann auf das Ziel und
den Aufbau dieser Arbeit eingegangen.
1.1 Lokale, globale und asymptotische Feldberechnungs-
verfahren
Eine mo¨gliche Unterteilung von Feldberechnungsverfahren ist die in globale, lokale und asym-
ptotische Verfahren. Wie im Folgenden ersichtlich wird, ist eine solche Unterteilung insbeson-
dere deshalb zweckma¨ßig, da diese drei Verfahrensklassen unterschiedliche und zum großen Teil
kontra¨re Vor- und Nachteile besitzen. Bei der Darstellung der drei Verfahrensklassen wird der
Schwerpunkt auf die drei im Rahmen dieser Arbeit verwendeten Verfahren gelegt: die Methode
der Finiten Differenzen (engl.: Finite Difference Time Domain Method, FDTD, siehe z.B. [2]), die
Momentenmethode im Zeitbereich (engl.: Time Domain Method of Moments, TD-MoM, siehe
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z.B. [3]) und die Vereinheitlichte Geometrische Beugungtheorie in einer Zeitbereichsformulierung
(engl.: Time Domain Uniform Geometrical Theory of Diffraction, TD-UTD, [4]).
1.1.1 Lokale Feldberechnungsverfahren
Lokale Lo¨sungsverfahren zeichnen sich sich durch eine Diskretisierung des gesamten Lo¨sungsrau-
mes aus. Der einfachste Ansatz fu¨r die Formulierung eines lokalen Feldberechnungsverfahrens ist
eine direkte Diskretisierung der Maxwellschen Gleichungen. Dabei kann von den Maxwellschen
Gleichungen in integraler Form oder in differentieller Form ausgegangen werden. Zu den am wei-
testen verbreiteten Verfahren geho¨ren die FDTD und die stark mit dieser verwandte Methode der
Finiten Integration (FIT, [5]). Bei beiden wird das gesamte Lo¨sungsgebiet mittels eines relativ
homogenen Gitters diskretisiert, und jedem Punkt des Gitters werden Materialparameter sowie
unbekannte Feldsta¨rken zugeordnet.
Ein weiterer mo¨glicher Ausgangspunkt fu¨r die Formulierung eines lokalen Verfahrens ist die
Verwendung so genannter schwacher Ausdru¨cke, wie z.B. integraler Ausdru¨cke (Energie usw.),
und das Ausnutzen gewisser Stationarita¨tseigenschaften dieser Ausdru¨cke. Ein sehr bekanntes
Beispiel ist die Methode der Finiten Elemente (FEM) in einer Frequenzbereichsformulierung [6]
unter Verwendung eines aus dem komplexwertigen Skalarprodukt der Wellengleichung fu¨r das
elektrische Feld mit der Lo¨sung des adjungierten Feldproblems entstehenden1 Funktionals.
Lokale Verfahren besitzen fu¨r viele Feldprobleme, wie z.B. Antennenprobleme, den Nachteil,
dass der Lo¨sungsraum unendlich groß ist. Somit ist es fu¨r die Modellierung solcher Feldprobleme
notwendig, das Lo¨sungsgebiet durch Verwendung einer Randbedingung, wie der so genannten
Perfectly Matched Layer [8], einzuschra¨nken.
Bei der Anwendung eines lokalen Verfahrens wie der FDTD ko¨nnen die modellierten Ko¨rper
in der Regel beliebig inhomogen sein. Unter beliebig ist in diesem Zusammenhang zu verste-
hen, dass der Grad der Inhomogenita¨t nur durch den beno¨tigten Rechenzeit- und Speicherbedarf
sowie die Art der Diskretisierung begrenzt wird. Um bei der Anwendung der FDTD trotz des
durch den Ansatz bedingten relativ homogenen Gitters auch sehr fein strukturierte Ko¨rper mit
einem vertretbaren Bedarf an Rechenressourcen modellieren zu ko¨nnen, kann auf Techniken wie
Untergitter [9, 10] und partiell mit Material gefu¨llte Zellen [11,12] zuru¨ckgegriffen werden.
Der Rechenzeitbedarf der FDTD2, bei der in jedem Gitterpunkt die Maxwellschen Gleichungen
mittels zentraler Differenzenquotienten approximiert werden, ergibt sich zu
O(NzNFDTD), (1.1)
1Der die Wellengleichung in einem verlustbehafteten, anisotropen Medium beschreibende Operator ist nicht
selbst-adjungiert [7]. Durch Multiplikation mit der Lo¨sung des adjungierten Feldproblems kann dennoch ein Funk-
tional hergeleitet werden, dessen Stationarita¨tseigenschaften zur Lo¨sung des Feldproblems verwendet werden
ko¨nnen.
2A¨hnliche Abscha¨tzungen gelten auch fu¨r andere lokale Verfahren.
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wobei NFDTD die Anzahl der Unbekannten und Nz die Anzahl der Zeitschritte ist. Fu¨r ein
wu¨rfelfo¨rmiges Lo¨sungsgebiet ist der Rechenzeitbedarf also in erster Na¨herung proportional zur
dritten Potenz der Kantenla¨nge des Wu¨rfels. Man kann erkennen, dass lokale Verfahren bei der
Modellierung großer Lo¨sungsgebiete schnell an ihre Grenzen stoßen: Zur Erzielung einer ausrei-
chenden Genauigkeit sollte bei Anwendung der FDTD die Anzahl der Gitterpunkte pro Raumkoor-
dinate gro¨ßer als 10 pro Wellenla¨nge λ sein. Fu¨r einen Wu¨rfel mit den Dimensionen 10λ ·10λ ·10λ
ergeben sich somit mehr als 106 Unbekannte. Bei einem Speicherbedarf von 8 Byte fu¨r eine Varia-
ble mit doppelter Genauigkeit3 und sechs unbekannten Feldkomponenten pro Gitterpunkt ergibt
sich ein Speicherbedarf von mehr als 45 MB.
1.1.2 Globale Feldberechnungsverfahren
Globale Lo¨sungsverfahren zeichnen sich dadurch aus, dass die Wirkungen einzelner diskreter Quel-
len im gesamten Lo¨sungsraum (global) beru¨cksichtigt werden. Die wichtigsten Vertreter globaler
Feldberechnungsverfahren geho¨ren zu der Klasse der Oberfla¨chenintegralgleichungsverfahren, die
durch Anwendung des Huygensschen Prinzips und Verwendung der zur Problemstellung korre-
spondierenden Greenschen Funktion dreidimensionale Aufgabenstellungen auf zweidimensionale
zuru¨ckfu¨hren: Elektrisch ideal leitfa¨hige Ko¨rper werden durch a¨quivalente Stro¨me auf ihrer Ober-
fla¨che und abschnittsweise homogene Ko¨rper durch Stro¨me in den Materialgrenzfla¨chen ersetzt.
Ist die Greensche Funktion des Feldproblems bekannt, so ko¨nnen die von diesen Stro¨men ab-
gestrahlten Felder durch Integration bestimmt werden. Durch Ausnutzen der Randbedingungen
des elektrischen und/oder des magnetischen Feldes kann eine Integralgleichung zur Bestimmung
der unbekannten Stro¨me aufgestellt werden. In der Regel kann deren Lo¨sung nicht analytisch
ermittelt werden, so dass die Gleichung numerisch gelo¨st werden muss.
Die am weitesten verbreitete Lo¨sungsmethode ist die Momentenmethode. Sie kann nicht nur
auf Integralgleichungen angewendet werden4, jedoch wird in der Literatur der Ausdruck Momen-
tenmethode oft als Synonym fu¨r Integralgleichungsverfahren verwendet.
Grundlage der Momentenmethode ist die Darstellung der unbekannten Stro¨me durch einen
Reihenansatz. Dieser besteht aus der Multiplikation von unbekannten Koeffizienten mit bekannten
Ansatzfunktionen (den so genannten Basisfunktionen). Das Feldproblem reduziert sich folglich
darauf, die Koeffizienten so zu bestimmen, dass die Randbedingungen erfu¨llt werden.
Bei einer Frequenzbereichsformulierung der Momentenmethode (FD-MoM, siehe z.B. [13])
werden die unbekannten Koeffizienten durch Lo¨sen eines linearen Gleichungssystems bestimmt.
Bei Nq Unbekannten wird der Rechenzeitbedarf der FD-MoM bestimmt durch den Aufwand
O(N2q ) zum Aufstellen der Systemmatrix und O(N3q ) fu¨r die Lo¨sung des Gleichungssystems
(Gauß-Algorithmus). Fu¨r eine Frequenzbereichs-Formulierung ergibt sich fu¨r eine große Anzahl Nz
3Laut der Norm IEEE 754.
4Die Momentenmethode wird z.B. in der Statistik fu¨r Parameter-Scha¨tzungen verwendet.
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von Basisfunktionen, d.h. wenn der Aufwand zur Inversion der Systemmatrix den Rechenzeitbedarf
dominiert, ein Rechenaufwand von
O(N3q ). (1.2)
Bei der Modellierung ideal leitfa¨higer Objekte muss nur die Oberfla¨che der Ko¨rper diskretisiert
werden. Fu¨r eine wu¨rfelfo¨rmige Geometrie ist die Anzahl Nq der geometrischen Diskretisierungs-
elemente somit proportional zum Quadrat der Kantenla¨nge, und der Rechenzeitbedarf ist in erster
Na¨herung proportional zur sechsten Potenz der Kantenla¨nge. Da der Rechenzeitbedarf zur Be-
rechnung eines Eintrages der Systemmatrix jedoch deutlich ho¨her ist als eine der N3q -Operationen
zur Inversion dieser Matrix, gilt bei praktischen Anwendungen oft, dass der Rechenzeitbedarf der
Frequenzbereichsformulierung der Momentenmethode proportional zur vierten Potenz der Kan-
tenla¨nge des Wu¨rfels ist.
Bei der TD-MoM erfolgt eine zusa¨tzliche Diskretisierung der zeitlichen Abha¨ngigkeit der
Stromdichte, und in der Mehrzahl aller Verfahren werden die unbekannten Koeffizienten suk-
zessive, Zeitschritt fu¨r Zeitschritt, berechnet. Folglich muss in jedem Zeitschritt ein lineares
Gleichungssystem aufgestellt und gelo¨st werden. Bei Nz Zeitschritten und Nq o¨rtlichen Basis-
funktionen wird der Rechenzeitbedarf der TD-MoM bestimmt durch den Aufwand O(N2q ) zum
Aufstellen der Systemmatrizen und O(NzN2q ) zum Berechnen der Matrix-Vektorprodukte auf
der rechten Seite des Gleichungssystems (siehe Gl. 2.34); der zeitliche Aufwand zur Lo¨sung des
Gleichungssystems kann in der Regel aufgrund der speziellen Besetzungssystematik der System-
matrizen vernachla¨ssigt werden. Der Rechenaufwand fu¨r einen Zeitbereichslo¨ser ergibt sich dann
zu:
O(NzN2q ). (1.3)
Durch Verwendung schneller Algorithmen konnte sowohl die FD-MoM als auch die TD-MoM
deutlich beschleunigt werden. Bei Verwendung der schnellen Multipolmethode [14] ergibt sich der
Rechenaufwand zu:
O(Nq logNq). (1.4)
Der Rechenaufwand der TD-MoM ergibt sich unter Verwendung eines multilevel-plane-wave-time-
domain-Algorithmus [15] zu:
O(NzNq log2Nq). (1.5)
Der Rechenzeitbedarf der Momentenmethode ist bei Verwendung schneller Algorithmen somit
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proportional zum Quadrat der Kantenla¨nge des Wu¨rfels und folglich geringer als bei Anwendung
der FDTD. Dies gilt insbesondere dann, wenn zwischen den modellierten Ko¨rpern große homogene
Bereiche liegen, da diese bei Anwendung der (TD-)MoM nicht diskretisiert werden mu¨ssen. Als
einfaches Beispiel seien zwei gleich lange Dipolantennen im sonst freien Raum betrachtet. Die
Anzahl der Unbekannten ist bei der Anwendung der Momentenmethode nur von der La¨nge der
Dipolantennen abha¨ngig. Bei Anwendung der FDTD ha¨ngt die Anzahl der Unbekannten auch
vom Abstand zwischen den beiden Antennen ab, da auch der Raum zwischen den Antennen
diskretisiert werden muss.
Ein weiterer Vorteil der Momentenmethode gegenu¨ber der FDTD ist, dass die Diskretisierung
der Ko¨rper flexibler gestaltet werden kann, da die Basisfunktionen – insbesondere bei einer Fre-
quenzbereichsformulierung der Momentenmethode – nahezu beliebig angeordnet werden ko¨nnen.
Allerdings sind Oberfla¨chenintegralgleichungsverfahren durch den Ansatz nur sehr einge-
schra¨nkt zur Modellierung stark inhomogener Ko¨rper geeignet. Volumenintegralgleichungsver-
fahren [16], die fu¨r eine Modellierung inhomogener Ko¨rper geeignet sind, werden relativ selten
verwendet, da der Rechenzeitbedarf in der Regel deutlich ho¨her als bei bei lokalen Verfahren wie
der FDTD ist.
Aufgrund der Vorteile der Momentenmethode und des generell gestiegenen Interesses an Zeit-
bereichslo¨sungen elektromagnetischer Feldprobleme erfahren Zeitbereichsverfahren auf Grundla-
ge von Integralgleichungen in den letzten Jahren vermehrte Aufmerksamkeit, woraus einige sehr
interessante Weiterentwicklungen entstanden sind. Exemplarisch genannt seien Methoden zur
Berechnung der fu¨r die Anwendung der Momentenmethode geeigneten Greenschen Funktionen
fu¨r planare geschichtete Medien [17], die Verwendung von Zeit- und Frequenzbereichsdaten zur
Extrapolation breitbandiger Daten unter Verwendung von Laguerre-Polynomen [18], die Verwen-
dung von Wavelets fu¨r eine flexiblere und adaptive o¨rtliche und zeitliche Diskretisierung [19,20],
der oben erwa¨hnte multilevel-plane-wave-time-domain-Algorithmus [15], adaptive Integrations-
techniken [21] zur Reduktion des Rechenzeitbedarfs und neuartige nicht-kausale Basisfunktionen,
bei deren Verwendung Extrapolationsalgorithmen benutzt werden mu¨ssen [22]. In [23] findet sich
eine Darstellung der Anwendung der TD-MoM im Rahmen von nicht-linearen Problemstellungen
im Zusammenhang mit Fragestellungen der Elektromagnetischen Vertra¨glichkeit.
1.1.3 Asymptotische Feldberechnungsverfahren
Sowohl die Momentenmethode als auch die FDTD werden bei der Berechnung der Streuung
von Wellen an elektrisch großen Ko¨rpern, d.h. Ko¨rpern, die groß im Vergleich zur Wellenla¨nge
sind, schnell ineffizient. Fu¨r die Berechnung der Streuung elektromagnetischer Wellen an elek-
trisch großen und gleichzeitig einfach strukturierten Ko¨rpern haben sich asymptotische Feldbe-
schreibungen auf Grundlage von Na¨herungen fu¨r hohe Frequenzen als sehr effizient und effektiv
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erwiesen.
Asymptotische Verfahren ko¨nnen grob eingeteilt werden in Ersatzquellen verwendende Ver-
fahren und in solche, die auf Grundlage von Strahlen und Lo¨sungen fu¨r kanonische Feldprobleme
arbeiten. Zu der ersten Kategorie geho¨rt die Physikalische Optik (PO), bei der sich das Streufeld
durch Integration u¨ber Ersatzquellen ergibt, die durch asymptotische Na¨herungen statt z.B. durch
Lo¨sen einer Integralgleichung bestimmt werden.
Bei endlich großen Ko¨rpern, wie z.B. einer Platte, ergeben sich aufgrund des Einflusses der
Ko¨rperra¨nder Fehler bei den berechneten Feldern, und insbesondere im Schattenbereich sind die
mit der PO berechneten Feldsta¨rken oft fehlerhaft (in [24] wird im Rahmen eines Vergleichs zwei-
er Hybridmethoden auf diese Problematik eingegangen). Um diese Fehler zu korrigieren wurde
die PO unter anderem durch die Verwendung von Kantenstro¨men erweitert; diese Weiterentwick-
lungen werden unter dem Begriff Physical Theory of Diffraction (PTD, siehe z.B. [25], [26], [27])
zusammengefasst.
Fu¨r bestimmte kanonische Geometrien kann gezeigt werden, dass die Streuung von Wellen an
solchen Ko¨rpern mittels einer Lokalisation von einzelnen Streupha¨nomenen durch Streuzentren
und Bereitstellung von kanonischen Lo¨sungen fu¨r die einzelnen Streupha¨nomene beschrieben
werden kann. Strahlenoptische Verfahren, wie die geometrische Beugungstheorie (GTD) und die
vereinheitlichte geometrische Beugungstheorie (UTD, siehe z.B. [28]), die als Weiterentwicklung
der GTD angesehen werden kann, beruhen auf der Darstellung elektromagnetischer Felder mittels
geometrisch optischer Beschreibungen und der Bereitstellung von Lo¨sungen fu¨r die Streuung von
geometrisch optischen Feldern an Modellgeometrien, wie z.B. einem ideal leitfa¨higen Keil oder
Zylinder.
Da die Zeitbereichsdarstellungen von asymptotischen Verfahren fu¨r hohe Frequenzen natu¨rli-
cherweise aus den Frequenzbereichsdarstellungen hervorgehen, gibt es einen zeitlichen Ru¨ckstand
bei der Entwicklung von asymptotischen Feldberechnungsverfahren in Zeitbereichsdarstellungen.
Mit zunehmendem Interesse an Zeitbereichslo¨sungen wurden ab Beginn der 90er Jahre Zeit-
bereichsdarstellungen der UTD [29] und der PO [30] entwickelt. Wird wiederum ein elektrisch
ideal leitfa¨higer Wu¨rfel betrachtet, so ist bei der Anwendung der TD-PO der Rechenzeitbedarf in
erster Na¨herung proportional zum Quadrat der Kantenla¨nge des Wu¨rfels (es muss u¨ber die Ober-
fla¨che des Wu¨rfels integriert werden). Der Rechenzeitbedarf der (TD-)UTD ha¨ngt nicht direkt
von der Gro¨ße der mit der (TD-)UTD beschriebenen Ko¨rper ab. Eine besondere Bedeutung fu¨r
die Rechenzeit hat dabei das verwendete Strahlsuchverfahren.
1.2 Hybridverfahren
Im Gegensatz zum Frequenzbereich existieren fu¨r den Zeitbereich bisher deutlich weniger Hybrid-
verfahren. Zeitbereichsverfahren haben normalerweise, aufgrund der stets no¨tigen Modellierung
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von Einschwingvorga¨ngen, bei monofrequenten Problemstellungen von vornherein einen ho¨heren
Rechenzeitbedarf als Frequenzbereichsmethoden. Deshalb ist es auf der einen Seite besonders Er-
folg versprechend, Zeitbereichsmethoden zu hybridisieren, um Rechenressourcen zu sparen. Auf
der anderen Seite gibt es zum Teil – wie oben anhand der asymptotischen Verfahren geschil-
dert wurde – einen zeitlichen Ru¨ckstand bei der Entwicklung von Zeitbereichsmethoden. Hinzu
kommt, dass Zeitbereichshybridmethoden deutlich anfa¨lliger fu¨r Stabilita¨tsprobleme sind als Fre-
quenzbereichshybridmethoden. Aufgrund der Fu¨lle an Arbeiten zum Thema Hybridmethoden kann
in diesem Abschnitt nur ein unvollsta¨ndiger und am Ziel dieser Arbeit orientierter U¨berblick u¨ber
Hybridmethoden gegeben werden. Dieser ist wiederum anhand der oben dargestellten Einteilung
von Berechnungsmethoden gegliedert, und es wird nur in wenigen Ausnahmen auf Hybridmetho-
den im Frequenzbereich eingegangen.
1.2.1 Hybridverfahren aus lokalen und asymptotischen Verfahren
Das mit Abstand am ha¨ufigsten eingesetzte lokale Zeitbereichsverfahren ist die FDTD. Deshalb
wurden Hybridmethoden, die strahlenbasierte Zeitbereichsmethoden beinhalten, zuna¨chst nur auf
Basis der FDTD entwickelt [31–33]. Eine Kombination der mit der FDTD stark verwandten FIT
mit der UTD wurde sowohl in einer Frequenzbereichs- als auch in einer Zeitbereichsformulierung
vorgestellt [34–37].
1.2.2 Hybridverfahren aus globalen und lokalen Verfahren
Aufgrund ihrer Eignung fu¨r Abstrahlungsprobleme im unbegrenzten Raum wurden und werden
globale Verfahren als Randbedingungen fu¨r lokale Verfahren verwendet. Eine besonders wichtige
Rolle spielen dabei Hybridmethoden aus FEM und MoM, die sowohl im Frequenz- (z.B. [38]) als
auch im Zeitbereich [39] realisiert wurden. Aufgrund des in der Regel sehr hohen Rechenzeitbe-
darfs sind solche Methoden allerdings meist nur dann sinnvoll, wenn zwei getrennte Volumen mit
dem lokalen Verfahren behandelt werden oder wenn das globale Verfahren verwendet wird, um
z.B. eine Schichtstruktur zu modellieren (siehe z.B. [40]). In [41] wurde eine Weiterentwicklung
der FDTD, die sog. ADI-FDTD [42–45], mit der TD-MoM verknu¨pft, um eine Art Untergitter
fu¨r die ADI-FDTD zu realisieren.
Verwandt mit Hybridverfahren sind Randbedingungen fu¨r die FDTD, bei deren Anwendung
Feldsta¨rken auf dem Rand des FDTD-Volumens mit einer Integralgleichung und nicht mit der
FDTD berechnet werden [46–48].
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1.2.3 Hybridverfahren aus globalen und asymptotischen Verfahren
Da asymptotische Verfahren in der Regel durch einen deutlich geringeren Rechenaufwand als
globale Verfahren gekennzeichnet sind und letztere sehr gut fu¨r die Modellierung von Antennen
im sonst freien Raum geeignet sind, liegt es nahe, strahlenoptische Methoden mit der Momen-
tenmethode zu verknu¨pfen, um auch elektrisch große Ko¨rper effizient modellieren zu ko¨nnen.
Konsequenterweise wurden bereits Mitte der siebziger Jahre Hybridmethoden aus Momenten-
methode und Geometrischer Beugungstheorie vorgestellt [49, 50]. Mittels Fouriertransformation
wurden aus den Frequenzbereichslo¨sungen schon Ende der siebziger Jahre Zeitbereichslo¨sungen
gewonnen [51]. Ende der neunziger Jahre wurde dann die erste Hybridmethode aus TD-MoM und
PO vorgestellt [52], und 2003 wurde von Michielssen et al. eine Hybridmethode entwickelt, die
eine mittels des plane-wave-time-domain-Algorithmus beschleunigte TD-MoM mit der TD-PO
verknu¨pft [53]. Erstaunlicherweise wurde allerdings bisher noch kein Zeitbereichs-A¨quivalent zu
den sehr popula¨ren Frequenzbereichs-Hybridmethoden aus Momentenmethode und Geometrischer
Beugungstheorie geschaffen.
1.2.4 Hybridverfahren aus lokalen, globalen und asymptotischen Ver-
fahren
Da mit jedem weiteren Hybridisierungsschritt der Aufwand fu¨r eine Hybridisierung steigt, wurden
bisher nur sehr wenige Hybridmethoden realisiert, die sowohl lokale, globale als auch asymptoti-
sche Methoden zu einer Gesamtmethode vereinen. Exemplarisch genannt seien Frequenzbereichs-
Hybridmethoden aus der Methode der FEM, MoM und der UTD [54] bzw. aus FEM, MoM und
PO [55].
1.3 Ziel der Arbeit
Das Ziel dieser Arbeit bestand in der Entwicklung eines mo¨glichst universell einsetzbaren Lo¨sungs-
verfahrens zur Berechnung transienter elektromagnetischer Randwertprobleme. Dabei soll es
mo¨glich sein, fein strukturierte Drahtantennen, elektrisch große und einfach strukturierte Ko¨rper
sowie inhomogene, relativ kleine Ko¨rper im Lo¨sungsprozess zu beru¨cksichtigen. Die Absta¨nde zwi-
schen den Ko¨rpern sollen dabei nahezu beliebig sein ko¨nnen. Wie bereits oben dargestellt wurde,
ist es dafu¨r sinnvoll, die elektrisch großen Ko¨rper mit asymptotischen Methoden, die inhomogenen
Ko¨rper mit einer lokalen Methode und die Drahtantennen mit einem globalen Verfahren zu model-
lieren. Im Rahmen dieser Arbeit wurden dafu¨r die TD-UTD, die FDTD und die TD-MoM gewa¨hlt.
Damit der Abstand zwischen den inhomogenen Ko¨rpern und den Drahtantennen nahezu beliebig
sein kann und dennoch der Rechenzeitbedarf der Methode nicht zu groß wird, ist es notwendig,
dass die mit der TD-MoM modellierten Ko¨rper innerhalb und außerhalb des FDTD-Volumens
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liegen ko¨nnen. Das aus diesen U¨berlegungen resultierende Konzept einer Hybridmethode ist in
Abbildung 1.1 dargestellt.
Abbildung 1.1: Konzept der Hybridmethode aus TD-MoM, TD-UTD und FDTD mit einer schemati-
schen Darstellung des Gitters der FDTD.
1.4 Zum Inhalt und Aufbau der Arbeit
In Kapitel 2 wird zuna¨chst auf die Grundlagen der TD-MoM eingegangen, mit deren Hilfe im
Rahmen dieser Arbeit du¨nne Drahtantennen modelliert werden. Die TD-MoM wird durch eine
neuartige Vorgehensweise so erweitert, dass die Gro¨ße des Zeitschrittes adaptiv an die Entfer-
nung zwischen Quell- und Testelement angepasst werden kann. Die Methode wird anhand des
Vergleichs der Ergebnisse numerischer Berechnungen mit den Ergebnissen, die mittels kommer-
zieller Programmpakete und eines eigenen – auf der FD-MoM basierenden – Programmpaketes
berechnet wurden, verifiziert.
In Kapitel 3 wird die TD-UTD behandelt, wobei besonders die speziellen Eigenschaften der
Beugungstensoren beschrieben werden, denen im Rahmen einer Hybridisierung der TD-UTD mit
anderen Methoden eine besondere Bedeutung zukommt. In Kapitel 4 wird dann eine neuartige
Hybridmethode aus TD-MoM und TD-UTD vorgestellt, mit der sich du¨nne Drahtantennen und
elektrisch große, ideal leitfa¨hige Ko¨rper modellieren lassen. Die Methode wird wiederum durch
den Vergleich von eigenen Rechenergebnissen mit denen kommerzieller Programme u¨berpru¨ft.
In Kapitel 5 werden die Grundlagen der FDTD erla¨utert, wobei insbesondere auf einen An-
knu¨pfungspunkt zur Hybridisierung der FDTD mit anderen Methoden eingegangen wird: die total-
field/scattered-field -Formulierung. In Kapitel 6 wird eine Hybridmethode aus FDTD und TD-UTD
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vorgestellt, und in Kapitel 7 wird dann eine Hybridmethode aus TD-MoM und FDTD pra¨sen-
tiert. Dabei wird auf zwei Fa¨lle eingegangen: du¨nne Drahtantennen außerhalb und innerhalb des
FDTD-Volumens. Durch einen Vergleich von Rechenergebnissen werden die TD-MoM-FDTD-
Hybridmethode und die TD-MoM-TD-UTD-Hybridmethode gegenseitig u¨berpru¨ft. Ein zusa¨tz-
licher Vergleich der Rechenergebnisse der TD-MoM-FDTD-Hybridmethode erfolgt anhand von
Rechenergebnissen, die mit einem eigenen, auf der FD-MoM fu¨r zylindrisch geschichtete Struk-
turen basierenden Verfahren und mit einem kommerziellen Programmpaket gewonnen wurden.
In Kapitel 8 werden dann alle drei Methoden zu einer neuartigen Hybridmethode kombiniert,
und in Kapitel 9 findet sich eine Zusammenfassung.
KAPITEL 2
Integralgleichungsverfahren im Zeitbereich: Neuartige Formulierung
der Momentenmethode unter Verwendung einer variablen Gro¨ße
des Zeitschrittes
Die numerische Umsetzung von Integralgleichungsverfahren erfolgt meist auf der Grundlage der
Momentenmethode. In diesem Kapitel wird zuna¨chst auf eine klassische Formulierung der Momen-
tenmethode im Zeitbereich (time domain method of moments, TD-MoM) eingegangen (Abschnitt
2.1). In Abschnitt 2.2 wird dann eine Erweiterung vorgestellt, die es erlaubt, eine variable Gro¨ße
des Zeitschrittes zu verwenden (multi-temporal resolution time domain method of moments,
MTR-TD-MoM). Im Rahmen dieser Arbeit wird die MTR-TD-MoM zur Lo¨sung einer Integral-
gleichung verwendet, mit deren Hilfe die transiente Stromverteilung auf du¨nnen Drahtantennen
(siehe Abschnitt 2.3) berechnet werden kann; die vorgestellten Prinzipien ko¨nnen prinzipiell auch
auf fla¨chenfo¨rmige Antennen und Streuko¨rper angewendet werden. In Abschnitt 2.4 werden nume-
rische Ergebnisse vorgestellt und mit Ergebnissen verglichen, die mit anderen Verfahren berechnet
wurden.
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2.1 Klassische Formulierung der Momentenmethode im
Zeitbereich: TD-MoM.
2.1.1 Integraldarstellung des elektrischen Feldes
Betrachtet werden im Folgenden elektrisch ideal leitfa¨hige Ko¨rper im sonst freien Raum. Das von
Stro¨men auf der Oberfla¨che A dieser Ko¨rper abgestrahlte Feld ergibt sich zu [56]:
E(r, t) = −∇φ(r, t)− ∂
∂t
A(r, t), (2.1)
mit
A(r, t) =
µ
4pi
∫
A
J(r ′, t′)
r
da′, (2.2)
φ(r, t) =
1
4piε
∫
A
ρ(r ′, t′)
r
da′, (2.3)
r = |r − r ′| (2.4)
und
t′ = t− r
c
. (2.5)
Somit la¨sst sich eine Integraldarstellung fu¨r das elektrische Feld angeben:
E(r, t) = −∇ 1
4piε
∫
A
ρ(r ′, t′)
r
da′ − ∂
∂t
µ
4pi
∫
A
J(r ′, t′)
r
da′. (2.6)
Der Zusammenhang zwischen der elektrischen Stromdichte J und der elektrischen Ladungsdichte
ρ ist durch den Kontinuita¨tssatz gegeben:
∇ · J(r ′, t) + ∂
∂t
ρ(r ′, t) = 0, (2.7)
wodurch sich eine Integraldarstellung der elektrischen Ladungsdichte ergibt:
ρ(r ′, t) = −
∫ t
−∞
∇ · J(r ′, t)dt. (2.8)
Mit Gl. 2.8 folgt aus Gl. 2.6 fu¨r ein kausales System (J(r, t) = 0 fu¨r t < 0):
E(r, t) = ∇ 1
4piε
∫
A
∫ t
0
∇ · J(r ′, t′)dt
r
da′ − ∂
∂t
µ
4pi
∫
A
J(r ′, t′)
r
da′. (2.9)
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2.1.2 Diskretisierung der Integraldarstellung unter Verwendung
zuna¨chst unbekannter Koeffizienten Inq,nz
Die Integraldarstellung 2.9 des elektrischen Feldes wird mit Hilfe eines Reihenansatzes diskretisiert,
durch den die zuna¨chst noch unbekannte Stromdichte J(r, t) als eine Reihe aus unbekannten
Koeffizienten Inq ,nz , multipliziert mit o¨rtlichen und zeitlichen Basisfunktionen, dargestellt wird.
nq und nz sind dabei Laufindizes der Reihenentwicklung, wie weiter unten erla¨utert wird.
O¨rtliche Diskretisierung
Zur Approximation der o¨rtlichen Verteilung der elektrischen Stromdichte wird die Oberfla¨che der
betrachteten Ko¨rper in eine endliche Anzahl von Teilbereichen, so genannte Diskretisierungsele-
mente, aufgeteilt, auf denen Nq Basisfunktionen definiert werden. Die Stromdichte J(r
′, t) wird
durch Multiplikation dieser Basisfunktionen mit zuna¨chst unbekannten Entwicklungsfunktionen
Jnq(t) dargestellt:
J(r ′, t) =
Nq∑
nq=1
Jnq(t)βnq(r
′). (2.10)
Die Basisfunktionen βnq(r
′) erstrecken sich jeweils u¨ber den zwei Diskretisierungselemente um-
fassenden Bereich Anq . Die Divergenz der diskretisierten Stromdichte berechnet sich zu:
∇ · J(r ′, t) =
Nq∑
nq=1
Inq(t)∇ · βnq(r ′) =
Nq∑
nq=1
Inq(t)γnq(r
′). (2.11)
Zu den am ha¨ufigsten verwendeten Basisfunktionen geho¨ren die Dreiecksfunktion [57], die zur
Modellierung du¨nner Drahtantennen verwendet werden kann, und die damit verwandte so ge-
nannte Rao-Wilton-Glisson-Basisfunktionen (RWG) [13], die zur Modellierung allgemeiner Ober-
fla¨chen eingefu¨hrt wurde; beide Basisfunktionen werden exemplarisch in Abbildung 2.1 dargestellt.
Prinzipiell erfolgt die o¨rtliche Diskretisierung von metallischen Ko¨rpern fu¨r eine Zeitbereichsformu-
lierung der Momentenmethode in der gleichen Weise wie fu¨r eine Frequenzbereichsformulierung.
Deshalb ko¨nnen die hier verwendeten Modelle, d.h. die diskretisierten Oberfla¨chen-Modelle von
Ko¨rpern, auch fu¨r einen Frequenzbereichslo¨ser verwendet werden. Wie bei einer Frequenzbereichs-
formulierung, so ko¨nnen auch bei einer Zeitbereichsformulierung der Momentenmethode bei stark
unterschiedlicher Diskretisierung der Ko¨rper, d.h. bei einer Diskretisierung, die sowohl sehr fein
aufgelo¨ste, als auch sehr grob aufgelo¨ste Bereiche beinhaltet, Stabilita¨tsprobleme auftreten. Da
eine Zeitbereichsformulierung der Momentenmethode aufgrund des Lo¨sungsprozesses a priori fu¨r
Stabilita¨tsprobleme anfa¨lliger als eine Frequenzbereichsformulierung ist, wird im Rahmen dieser
Arbeit in der Regel mit einer relativ homogenen Diskretisierung gearbeitet. Um eine ausreichende
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Abbildung 2.1: Dreiecksfo¨rmige Basisfunktion zur Modellierung du¨nner Drahtantennen und RWG-
Basisfunktion zur Modellierung beliebiger Oberfla¨chen.
Genauigkeit zu erreichen, sollte die gro¨bste o¨rtliche Diskretisierung Lmax kleiner als ein Zehntel
der zur ho¨chsten im anregenden Spektrum vorkommenden Frequenz f0 geho¨renden Wellenla¨nge
λ0 gewa¨hlt werden:
Lmax .
λ0
10
. (2.12)
Setzt man Gl. 2.10 und Gl. 2.11 in Gl. 2.9 ein, so folgt:
E(r, t) =
Nq∑
nq=1
[
∇ 1
4piε
∫
Anq
∫ t
0
Inq(t
′)γnq(r
′)dt
r
da′ − ∂
∂t
µ
4pi
∫
Anq
Inq(t
′)βnq(r
′)
r
da′
]
.
(2.13)
Zeitliche Diskretisierung
Zur Approximation der zeitlichen Abha¨ngigkeit der Stromdichte wird die Zeitachse in Nz Ab-
schnitte mit der jeweiligen Dauer T aufgeteilt, und der zeitliche Verlauf der Stromdichte Jnq(t)
wird durch eine Reihe aus unbekannten Koeffizienten Inq ,nz , multipliziert mit Basisfunktionen
Tnz(t), dargestellt. Die Gro¨ße des Zeitschrittes T sollte dabei zur Erzielung einer ausreichenden
Genauigkeit kleiner als ein Zehntel des durch das Nyquist-Kriterium [58] vorgegebenen Zeitschrit-
tes gewa¨hlt werden:
T . 1
20f0
. (2.14)
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Die Stromdichte J(r, t) la¨sst sich also durch folgende Reihendarstellung approximieren:
J(r ′, t) =
Nq∑
nq=1
Nz∑
nz=1
Inq ,nzβnq(r
′)Tnz(t). (2.15)
Durch Einsetzen von Gl. 2.15 in Gl. 2.13 erha¨lt man die diskretisierte Integraldarstellung
E(r, t) =
Nq∑
nq=1
Nz∑
nz=1
[
∇ 1
4piε
∫
Anq
∫ t′
0
Inq ,nzγnq(r
′)Tnz(t′)
r
dtda′ (2.16)
− ∂
∂t
µ
4pi
∫
Anq
Inq ,nzβnq(r
′)Tnz(t′)
r
da′
]
des elektrischen Feldes. Im Gegensatz zur o¨rtlichen Diskretisierung, fu¨r die in der Mehrzahl al-
ler Zeitbereichs-Momentenmethoden die RWG-Basisfunktion [13] verwendet wird, werden in der
Literatur mehrere verschiedene zeitliche Basisfunktionen vorgeschlagen [22, 59, 60]. Im Rahmen
dieser Arbeit wird die dreiecksfo¨rmige Basisfunktion (siehe Abbildung 2.2)
Tnz(t) =

t−(nz−1)T
T
fu¨r (nz − 1)T < t < nzT
(nz+1)T−t
T
fu¨r nzT 6 t < (nz + 1)T
(2.17)
verwendet, die durch ein relativ breites Frequenzspektrum
Tnz(f) = T si
(
2pifT
2
)
(2.18)
gekennzeichnet ist. Die Verwendung von komplizierteren Basisfunktionen anstatt der einfachen
Abbildung 2.2: Zeitliche Basisfunktionen Tnz(t)
dreiecksfo¨rmigen Basisfunktion soll – z. B. durch Verwendung einer Basisfunktion mit einem
schmalerem Frequenzspektrum [59] – insbesondere die Stabilita¨t der TD-MoM verbessern. In
Abschnitt 2.2.2 wird gezeigt, wie die zeitliche Dauer 2T der Basisfunktion Tnz(t) – und somit
auch die Breite ihres Frequenzspektrums – als eine Funktion des Abstandes zwischen Basis- und
Testfunktion variabel gestaltet werden kann, wodurch sowohl der Rechenzeit- als auch Speicher-
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bedarf verringert und die Methode stabiler wird.
Ein weiterer Nachteil der dreiecksfo¨rmigen Basisfunktion ist die nicht-stetige erste Ableitung
sowie die nicht-analytische zweite Ableitung. Zwar konnte durch Verwendung der in [59] und [60]
vorgeschlagenen Basisfunktionen eine Verbesserung der Stabilita¨t des Verfahrens erreicht werden,
allerdings ergeben sich dadurch in Bezug auf den Rechenzeitbedarf und zum Teil in Bezug auf
den Speicherbedarf und/oder die Rechengenauigkeit Nachteile gegenu¨ber der dreiecksfo¨rmigen
Basisfunktion. In der vorliegenden Arbeit wird deshalb die dreiecksfo¨rmige Basisfunktion fu¨r alle
numerischen Berechnungen verwendet, zumal die Stabilita¨t des hier entwickelten Forschungscodes
auch unter Verwendung der dreiecksfo¨rmigen Basisfunktion ausreichend ist.
2.1.3 Aufstellen und Lo¨sen eines linearen Gleichungssystems zur Be-
stimmung der unbekannten Koeffizienten Inq,nz
Das elektrische Feld in einem beliebigen Aufpunkt kann als U¨berlagerung von einfallenden Feldern
mit Strahlungsfeldern von Stro¨men, die auf der Oberfla¨che von elektrisch ideal leitfa¨higen Ko¨rpern
fließen, dargestellt werden:
Egesamt(r, t) = Eeinfallend(r, t) +E(r, t). (2.19)
Unter einfallenden Feldern werden dabei alle die Felder verstanden, die nicht durch solche Stro¨me
erzeugt werden, die auf der Oberfla¨che von mit der Momentenmethode modellierten Ko¨rpern flie-
ßen. Die Mo¨glichkeit, einfallende Felder in der Integralgleichung zu beru¨cksichtigen, wird spa¨ter
ausgenutzt werden, um die Momentenmethode mit der Einheitlichen Geometrischen Beugungs-
theorie (siehe Kapitel 3 und 4) und mit der FDTD (siehe Kapitel 5 und 7) zu verknu¨pfen.
Auf der Oberfla¨che von ideal leitfa¨higen Ko¨rpern mu¨ssen die zur Oberfla¨che tangentialen
Komponenten des elektrischen Feldes verschwinden, und folglich muss∫
Ana
βˆna(r ) ·E(r, t)da = Bna(t)
!
= −
∫
Ana
βˆna(r ) ·Eeinfallend(r, t)da (2.20)
gelten. βˆna(r ) ist dabei die so genannte Testfunktion, die sich ebenfalls u¨ber jeweils zwei Diskre-
tisierungselemente erstreckt und tangential zur Oberfla¨che Ana liegt; die Verwendung der Basis-
funktion als Testfunktion ist unter dem Namen Galerkin-Methode bekannt [61]. Durch Einsetzen
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von Gl. 2.16 in Gl. 2.20 folgt
Bna(t) =
Nq∑
nq=1
Nz∑
nz=1
∫
Ana
∫
Anq
[
1
4piε
Inq ,nzγnq(r
′)βˆna(r )∇
∫ t′
0
Tnz(t′)dt
r
− µ
4pi
Inq ,nz βˆna(r ) · βnq(r ′) ∂∂tTnz(t′)
r
]
da′da. (2.21)
Durch Anwendung des Divergenztheorems [61] und unter Ausnutzung der Eigenschaften der
Testfunktion βˆna(r ) kann der ∇-Operator auf die Testfunktion transformiert werden:
Bna(t) =
Nq∑
i=1
Nz∑
j=1
∫
Ana
∫
Anq
[
− 1
4piε
Inq ,nz γˆna(r )γnq(r
′)
∫ t′
0
Tnz(t′)dt
r
− µ
4pi
Inq ,nz βˆna(r ) · βnq(r ′) ∂∂tTnz(t′)
r
]
da′da, (2.22)
mit
γˆna = ∇ · βˆna . (2.23)
Da Gl. 2.22 das Integral der elektrischen Stro¨me u¨ber die Zeit entha¨lt, mu¨ssen fu¨r die Berechnung
nicht nur die Koeffizienten Inq ,nz sondern auch deren Summe
ρnq ,nz =
nz∑
n′z=0
Inq ,n′z (2.24)
gespeichert, bzw. in jedem Zeitschritt neu berechnet werden. Durch Bilden der zeitlichen Ablei-
tung
∂
∂t
Bna(t) =
Nq∑
nq=1
Nz∑
nz=1
∫
Ana
∫
Anq
[
− 1
4piε
Inq ,nz γˆna(r )γnq(r
′)
Tnz(t′)
r
− ∂
2
∂t2
µ
4pi
Inq ,nz βˆna(r ) · βnq(r ′)Tnz(t′)
r
]
da′da (2.25)
wird die Berechnung von ρnq ,nz unno¨tig, wodurch der beno¨tigte Speicherbedarf sinkt. Der Haupt-
vorteil bei Verwendung von Gl. 2.25 an Stelle von Gl. 2.22 ist allerdings die deutlich erho¨hte
Stabilita¨t des Verfahrens, was vermutlich an der Vermeidung von sich im Laufe der Rechnung
akkumulierenden Fehlern bei der Berechnung von Gl. 2.24 liegt. Gl. 2.25 la¨sst sich in einer Kurz-
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schreibweise wie folgt schreiben:
∂
∂t
Bna(t) =
Nq∑
nq=1
Nz∑
nz=1
Inq ,nzZnq ,nz ,na(t), (2.26)
mit den Transferfunktionen
Znq ,nz ,na(t) = −
∫
Ana
∫
Anq
[
1
4piε
γnq(r
′)γˆna(r )Tnt(t′)
r
+
∂2
∂t2
µ
4pi
βˆna(r )βnq(r
′)Tnz(t′)
r
]
da′da. (2.27)
Bei Verwendung einer zeitlichen Basisfunktion gema¨ß Gl. 2.17 ist die zweite zeitliche Ableitung
von τnz(t) keine analytische Funktion. Deshalb wird Gl. 2.27 folgendermaßen unter Verwendung
eines zentralen Differenzenquotienten approximiert:
Znq ,nz ,na(t)
∼= −
∫
Ana
∫
Anq
[
1
4piε
γnq(r
′)γˆna(r )Tnt(t′)
r
+
∂
∂t
µ
4pi
βˆna(r ) · βnq(r ′)
(Tnz(t′ + T2 )− Tnz(t′ − T2 ))
rT
]
da′da. (2.28)
Ein Vergleich mit den Matrixeintra¨gen
Zna,nq(ω) =
∫
Ana
∫
Anq
[
1
4piεjω
γnq(r
′)γˆna(r )
r
+ jω
µ
4pi
βˆna(r ) · βnq(r ′)
r
]
e−jkrda′da
(2.29)
einer Frequenzbereichsformulierung der Momentenmethode [40] verdeutlicht die enge Verwandt-
schaft der beiden Methoden.
Wird Gl. 2.26 zum Zeitpunkt t = nT − T
2
erfu¨llt, so gilt:
0 =
∂
∂t
Bna(nT −
T
2
)−
Nq∑
nq=1
n∑
nz=1
Inq ,nzZnq ,nz ,na,n, (2.30)
mit
Znq ,nz ,na,n = Znq ,nz ,na(nT −
T
2
). (2.31)
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Offensichtlich gilt in einem zeitinvarianten Szenario
Znq ,nz ,na,n = Znq ,nz−1,na,n−1 = ... = Z
0
nq ,nz−n,na (2.32)
und somit kann Gl. 2.30 folgendermaßen geschrieben werden:
0 =
∂
∂t
Bna(nT −
T
2
)−
Nq∑
nq=1
n∑
nz=1
Inq ,nzZ
0
nq ,nz−n,na︸ ︷︷ ︸
Vˆna,nq (nT−T2 )
. (2.33)
Vˆna,nq(nT − T2 ) kann dabei als zeitliche Ableitung der durch den Stromimpuls Inq ,nz am Ort des
Testelementes βˆna induzierten und mit βˆna gewichteten Spannung aufgefasst werden. Wird nun
Gl. 2.33 fu¨r alle Testfunktionen βˆna erfu¨llt und wird davon ausgegangen, dass zum Zeitpunkt
t = nT − T
2
alle Koeffizienten Inq ,nz fu¨r nz < n bekannt sind, so ko¨nnen die unbekannten
Koeffizienten Inq ,n durch Lo¨sen eines linearen Gleichungssystems bestimmt werden [62]:
Z00In =
∂
∂t
B(nT − T
2
)−
n−1∑
nz=1
Z0nz−nInz . (2.34)
In Gl. 2.34 ist In ein Vektor, der alle Koeffizienten Inq ,n entha¨lt, B entha¨lt die mit der Testfunkti-
on βˆna multiplizierten und u¨ber den Definitionsbereich der Testfunktion integrierten einfallenden
Felder und Z0nz−n sind Matrizen, die die Koeffizienten Z0nq ,nz−n,na enthalten. Die unbekann-
ten Stromdichten ko¨nnen somit rekursiv in einer Zeitschleife aus den jeweils vorausgegangenen
Koeffizienten berechnet werden; diese Vorgehensweise ist im Englischen als marching-on in-time-
procedure bekannt. Alle Elemente der Matrizen Z0nz−n sind zeitunabha¨ngig und mu¨ssen nur
einmal am Anfang der Berechnung berechnet werden, um dann in jedem Zeitschritt neu benutzt
zu werden.
Aufgrund der Tatsache, dass der zum Koeffizienten Inq ,nz geho¨rige Stromdichteimpuls
Jnq ,nz(r, t) = Inq ,nzβnq(r
′)Tnz(t) (2.35)
nur in einer endlichen Zeitdauer von Null verschieden ist (bei der Verwendung der dreiecksfo¨rmigen
Basisfunktion erstreckt sich die Funktion Tnz(t) u¨ber die Zeitdauer 2T von zwei Zeitschritten),
ist auch das durch diesen Impuls in einem Aufpunkt r erzeugte Feld zeitlich begrenzt.
Folglich sind die meisten Elemente von Z0nq ,nz ,na gleich Null und die von Null verschiedenen
Elemente liegen auf der Zeitachse direkt nebeneinander (siehe Abbildung 2.3). Um die Anzahl der
von Null verschiedenen Elemente abscha¨tzen zu ko¨nnen, wird die in Abbildung 2.4 dargestellte
Kombination aus Quell- und Testelement betrachtet. Mit einer maximalen o¨rtlichen Diskretisie-
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Abbildung 2.3: Von Null verschiedene Elemente von Znq ,nz ,na
rung von Lmax kann die maximale Anzahl N0 der von Null verschiedenen Elemente grob zu
N0 <
rmax − rmin
cT
≈ 2
√
3Lmax
cT
(2.36)
abgescha¨tzt werden. Mit
T . 1
20f0
(2.37)
und
Lmax .
λ0
10
=
c
10f0
(2.38)
folgt bei Verwendung der in Gl. 2.17 definierten zeitlichen Basisfunktionen:
N0 .
2
√
3 c
10f0
c 1
20f0
= 4
√
3 ≈ 7. (2.39)
Aufgrund der du¨nnen Besetzung der Matrizen Z0nz−n und ihrer speziellen Besetzungssystematik
Abbildung 2.4: Quell- und Testelement.
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(die von Null verschiedenen Werte der Matrixeintra¨ge Znq ,nz ,na,n liegen, wie in Abbildung 2.3 dar-
gestellt, nebeneinander) werden im umgesetzten Forschungscode nur die von Null verschiedenen
Werte gespeichert, wodurch sich eine dramatische Speicherersparnis ergibt; die Gro¨ßenordnung
des Speicherbedarfs zur Speicherung der Koeffizienten kann dann zu
O(N2qN0) (2.40)
abgescha¨tzt werden. N0 ist dabei fu¨r u¨bliche Diskretisierungen, wie oben beschrieben, kleiner als
7. Die Gro¨ßenordnung des Speicherbedarfs einer Frequenzbereichsformulierung der Momenten-
methode ergibt sich aufgrund der komplexwertigen Matrixeintra¨ge zu
O((2Nq)2) (2.41)
und ist somit vergleichbar.
Die – fu¨r eine direkte Lo¨sung des Gleichungssystems beno¨tigte – Inverse der Systemmatrix
Z00 wird im erstellten Forschungscode explizit berechnet. Zur Speicherung wird ein angepasstes
sparse-Format [63] verwendet, da bei praktischen Problemstellungen oft eine Geometrie vorliegt,
die aus mehreren ra¨umlich getrennten Einzelantennen besteht. Bei einer Modellierung solcher
Strukturen werden große Teile der Inversen zu Null, da aufgrund der Retardierung die zum Zeit-
punkt n zugeordneten Stro¨me nicht miteinander verkoppelt sind, wenn sie auf ra¨umlich vonein-
ander getrennten Antennen fließen.
2.2 Erweiterung der klassischen Momentenmethode im
Zeitbereich zur Verwendung einer variablen Gro¨ße des
Zeitschrittes: MTR-TD-MoM.
Fu¨r eine große Anzahl von Zeitschritten Nz wird der Rechenzeitbedarf der TD-MoM durch die
Matrix-Vektor-Multiplikationen auf der rechten Seite von Gl. 2.34 bestimmt und ist proportional
zu NzN
2
q [62]. Offensichtlich steigt mit kleiner werdendem T der Rechenzeitbedarf aus zwei
Gru¨nden:
Zum einen mu¨ssen mehr Zeitschritte berechnet werden, um die gleiche Zeit T1 = NzT zu
simulieren, und zum anderen sind zunehmend mehr Elemente von Z0nz−n ungleich Null, wodurch
die Matrix-Vektor-Multiplikationen in Gl. 2.34 ebenfalls zunehmend aufwa¨ndiger werden. Die im
Rahmen dieser Arbeit entwickelte neuartige Formulierung der Momentenmethode mit variabler
Gro¨ße des Zeitschrittes verwendet zwei Ansa¨tze zur Verringerung des Rechenzeit- und Speicher-
bedarfs:
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Als Erstes wird die zur Berechnung von Gl. 2.33 beno¨tigte zeitliche Ableitung
Vˆna(nT −
T
2
) =
Nq∑
nq=1
Vˆna,nq(nT −
T
2
) (2.42)
des am Testelement induzierten Spannungsimpulses in Teilspannungen zerlegt. Spannungen, die
durch weit entfernte Quellelemente induziert werden, werden nicht mehr in jedem Zeitschritt neu
berechnet, sondern nur noch z.B. in jedem zehnten Zeitschritt. Die beno¨tigten Zwischenwerte
ko¨nnen mit einem sehr geringen Genauigkeitsverlust durch Interpolation gewonnen werden.
Zum Zweiten wird bei der Berechnung der Koppelimpedanzen fu¨r Gl. 2.33 eine zeitliche La¨nge
2T der Basisfunktion Tnz in Abha¨ngigkeit von der Entfernung zwischen Test- und Quellelement
verwendet, wodurch die Anzahl der von null verschiedenen Elemente von Z0nz−n sinkt.
Fu¨r beide Ansa¨tze ist es sinnvoll, fu¨r jedes Testelement die Quellelemente auf Grundlage ihres
Abstandes zum Testelement zu gruppieren: Gruppe 1 entha¨lt alle Quellelemente in einem geringen
Abstand zum Testelement, Gruppe 2 entha¨lt alle Quellelemente in einem mittleren Abstand zum
Testelement, und Gruppe 3 entha¨lt alle weit vom Testelement entfernten Quellelemente; die im
Folgenden geschilderten Techniken ko¨nnen auch auf eine gro¨ßere Anzahl von Gruppen angewen-
det werden. Die Zugeho¨rigkeit zu den jeweiligen Gruppen wird mit Hilfe der Funktion l(nq, na)
beschrieben, die sich bei einer Verwendung von 3 Gruppen zu
l(na, nq) =

1 fu¨r |rna − rnq | < r1
2 fu¨r r1 6 |rna − rnq | < r2
3 fu¨r r2 6 |rna − rnq |
(2.43)
ergibt. |rna−rnq | ist der maximale Abstand zwischen Punkten, die zum Definitionsbereich Ana der
Testfunktion βˆna geho¨ren, und Punkten, die zum Definitionsbereich Anq der Quellfunktion βnq
geho¨ren. r1 ist der maximale Abstand, fu¨r den Quellelemente der Gruppe 1 zugeordnet werden,
und r2 ist der minimale Abstand, fu¨r den die Quellelemente der Gruppe 3 zugeordnet werden.
2.2.1 Interpolation der durch weit entfernte Basisfunktionen induzier-
ten Spannungen
Eine einfache Mo¨glichkeit, bei der Berechnung der rechten Seite von Gl. 2.34 Rechenzeit zu
sparen, ist es, die zeitliche Ableitung
Vˆna(nT −
T
2
)
∣∣∣∣
l=3
=
Nq∑
nq
Vˆna,nq(nT −
T
2
)G3na,nq , (2.44)
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der am Testelement na durch weit entfernte Quellelemente induzierten Spannung nicht fu¨r jeden
Zeitschritt zu berechnen, sondern nur noch zu den diskreten Zeitpunkten t = χ3T, t = 2χ3T, . . .
(mit χ3 ∈ IN, χ3 > 1 ist ein Parameter zur Beschreibung der Berechnungsha¨ufigkeit von Vˆna,nq).
In Gl. 2.44 gibt
G3na,nq =
{
1 falls l(na, nq) = 3
0 sonst
(2.45)
an, ob die Kombination aus Quellelement nq und Testelement na zu Gruppe 3 geho¨rt, d.h. ob
das Quellelement weiter als der Abstand r2 vom Testelement entfernt ist. In jedem Zeitschritt n
wird eine Fallunterscheidung gemacht:
a) Falls n ein ganzzahliges Vielfaches von χ3 ist, so wird zum Zeitpunkt nT − T2 der Wert
von Vˆna(nT − T2 + χ3NInterpolT )
∣∣∣
l=3
berechnet und im Speicher abgelegt. χ3NInterpol
bestimmt, wie viele Zeitschritte im Voraus Vˆna
∣∣∣
l=3
berechnet wird. Diese Berechnung ist
mo¨glich, falls die Bedingung
r2 > χ3NInterpolTc (2.46)
erfu¨llt ist, d.h. falls die Retardierung zwischen Quell- und Testelement gro¨ßer als
NInterpolχ3T ist. Im Rahmen dieser Arbeit wurde stets NInterpol = 2 verwendet, und
folglich muss dann
r2 > χ32Tc (2.47)
erfu¨llt sein. Der Wert von Vˆna(nT − T2 )
∣∣∣
l=3
wurde zum Zeitpunkt t = nT − T
2
− χ32T
berechnet und kann dem Arbeitsspeicher entnommen werden.
b) Falls n kein ganzzahliges Vielfaches von χ3 ist, wird der Wert von Vˆna(nT − T2 )
∣∣∣
l=3
aus
2NInterpol + 1 = 5 bereits berechneten Werten mittels einer so genannten Polynomin-
terpolation [64] berechnet; in Abbildung 2.5 ist ein Beispiel fu¨r eine interpolierte Funktion
Vˆna(t)
∣∣∣
l=3
dargestellt.
Die Gro¨ße des Parameters χ3 kann im Verlauf der Berechnung vera¨ndert werden, wodurch es
z.B. mo¨glich ist, zu Beginn der Zeitschleife einen kleinen Wert fu¨r χ3 – und somit eine hohe
Abtastrate – und gegen Ende der Zeitschleife einen großen Wert fu¨r χ3 zu verwenden.
Anzumerken ist, dass die Zwischenwerte zuna¨chst aus den richtigen Spannungen
Vˆna(mχ3T − T2 )
∣∣∣
l=3
interpoliert werden, wodurch der Verlust an Genauigkeit sehr gering ist.
Erst im Verlauf der Rechnung werden die Spannungen aus Werten interpoliert, die – aufgrund
der Beru¨cksichtung interpolierter Spannungen in der marching-on in-time-procedure – selber aus
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fehlerbehaften Gro¨ßen berechnet wurden. Insgesamt ist der Genauigkeitsverlust allerdings sehr
gering (siehe Abschnitt 2.4.1). Fu¨r χ3 < 10 und T . 120f0 ist sichergestellt, dass die Abtastung
Abbildung 2.5: Interpolation einer Teilspannung unter Verwendung von Stu¨tzstellen mit einem jeweili-
gen Abstand von 10 Zeitschritten (χ3 = 10)
der Spannungen das Nyquist-Kriterium einha¨lt.
Der beno¨tigte zusa¨tzliche Speicherbedarf ha¨ngt von der Anzahl der fu¨r die Interpolation ver-
wendeten Werte von Vˆna(mχ3T − T2 )
∣∣∣
l=3
ab, kann aber – im Vergleich zum gesamten Speicher-
bedarf der Methode – stets vernachla¨ssigt werden, da nur durch Gruppen von Basisfunktionen
induzierte Spannungen gespeichert werden. Durch Verwendung dieses Interpolations-Schemas
sinkt der Rechenzeitbedarf der Methode von
O (N2qNz) (2.48)
auf
O
((
N2q (1− x) +
N2q x
χ3
)
Nz
)
, (2.49)
wobei x der Prozentsatz von Kombinationen aus Test- und Quellelementen ist, die zu Gruppe 3
geho¨ren. Mit steigender Anzahl Nq von o¨rtlichen Diskretisierungselementen na¨hert sich x eins,
und somit wird der Term proportional zu 1
χ3
dominant, wodurch sich ein Rechenzeitbedarf von
O(N2q
Nz
χ3
) (2.50)
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ergibt. Der sich dadurch ergebende effektive Zeitschritt T
χ3
muss nur unwesentlich kleiner als
der durch das Nyquist-Kriterium bestimmte Zeitschritt T0 =
1
2f0
sein. Anzumerken ist, dass
die physikalische (simulierte) Zeit zwischen zwei Lo¨sungen von Gl. 2.34 konstant bei T bleibt.
Bei Verwendung der klassischen TD-MoM mit Vergro¨ßerung von T ergibt sich eine a¨hnliche
Einsparung an Rechenzeit, jedoch bei einer deutlich geringeren Genauigkeit.
2.2.2 Variable La¨nge der zeitlichen Basisfunktion T (t)
Nach Gl. 2.33 wird die mit βˆna gewichtete zeitliche Ableitung der durch das Quellelement nq am
Ort der Testfunktion na induzierten Spannung durch folgende Faltung berechnet:
Vˆna,nq(nT −
T
2
) =
n∑
nz=1
Inq ,nzZ
0
nq ,nz−n,na . (2.51)
Durch die Verwendung verschiedener Gro¨ßen des Zeitschrittes Tl = ψlT (ψl ∈ IN, ψ1 = 1) fu¨r
die drei Gruppen l = 1, 2, 3 folgt aus Gl. 2.51:
Vˆna,nq(nT −
T
2
) =
n
ψl∑
nz=1
Inq ,nzψlZ
0
nq ,nz− nψl ,na
. (2.52)
Tl = ψlT ist also die Gro¨ße des Zeitschrittes fu¨r eine Kombination aus Quell- und Testelement,
die zu Gruppe l geho¨rt. Die zeitliche Dauer der fu¨r die Verkopplung der Basisfunktion nq mit
der Testfunktion na verwendeten zeitlichen Basisfunktion Tna,nq ,nz(t) ergibt sich bei Verwendung
einer zeitlichen Basisfunktion gema¨ß Gl. (2.17) zu 2ψlT . Durch ψ1 = 1 ist sichergestellt, dass die
Systemmatrix Z00 unvera¨ndert bleibt, falls die Bedingung
rl
c
> ψlT
∣∣∣
l=2,3
(2.53)
erfu¨llt ist. Ist Gl. 2.53 erfu¨llt, so erzeugt aufgrund der Retardierung ein dem Zeitpunkt n zugeord-
neter Strom Inq ,n auf dem Quellelement nq am Ort des Testelementes na zum Zeitpunkt nT kein
Feld, falls l(na, nq) > 1 gilt. Durch die Verwendung einer variablen La¨nge der Basisfunktion τ(t)
wird implizit der Strom auf dem Quellelement mit einer variablen Schrittweite ψlT abgetastet.
Da T zur Erreichung einer ausreichenden Genauigkeit in der Regel deutlich kleiner sein muss
(siehe Abschnitt 2.1.2) als der durch das Nyquist-Kriterium bestimmte Zeitschritt, wird gewa¨hr-
leistet, dass auch fu¨r große ψl der Genauigkeitsverlust durch die gro¨bere Abtastung sehr klein ist.
Anzumerken ist wiederum, dass die physikalische (simulierte) Zeit zwischen zwei Lo¨sungen von
Gl. 2.34 fu¨r ψ1 = 1 konstant bei T bleibt. Fu¨r große ψl sind – aufgrund der zweiten zeitlichen
Ableitung von J in Gl. 2.25 – nur 3 Elemente von Z0nq ,nz− nψl ,na
von null verschieden.
Zusa¨tzlich wird fu¨r eine Kombination aus Test- und Quellelement, die zu Gruppe 3 geho¨rt,
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Gl. 2.33 wie folgt geschrieben:
Vˆna,nq(nT −
T
2
)
∣∣∣∣
l=3
=
m∑
nz=1
Iˆnq ,nzZ
0
nq ,nz− nψl ,na
, (2.54)
wobei m das ganzzahlige Ergebnis von n
ψ3
und Iˆnq ,nz = Inq ,nzψ3 ein zweiter Satz Koeffizienten
zur Approximation der unbekannten Stromdichten ist. Durch Verwendung dieses zweiten Sat-
zes Stromdichten wird der Speicherbedarf fu¨r die Koeffizienten Inq ,nz deutlich reduziert, weil die
beno¨tigte Anzahl N von Koeffizienten, die gespeichert werden mu¨ssen, proportional zu rmax
cT
ist.
rmax ist die maximale Ausdehnung der modellierten Geometrie und Inq ,nz ist der Satz Stromdich-
ten, der zum Speichern von Koeffizienten verwendet wird, die fu¨r Nahfeld-Interaktionen beno¨tigt
werden. Der beno¨tigte Speicher fu¨r diese Koeffizienten ist proportional zu r2
cT
. Der Satz Stromdich-
ten Iˆnq ,nz wird verwendet, um Koeffizienten zu speichern, die fu¨r Fernfeld-Interaktionen verwendet
werden, und der beno¨tigte Speicher fu¨r diese Koeffizienten ist proportional zu rmax
cTψ3
. Durch den
oben beschriebenen Ansatz la¨sst sich durch wenige Modifikationen der Momentenmethode die An-
zahl der von null verschiedenen Elemente von Z0nz−n reduzieren, wodurch sowohl der Rechenzeit-
als auch der Speicherbedarf sinkt. Wie in Abschnitt 2.4.1 gezeigt wird, erho¨ht sich durch diesen
Ansatz zusa¨tzlich die Stabilita¨t des Verfahrens, da Basisfunktionen mit la¨ngerer Zeitdauer ein
Spektrum mit weniger hochfrequenten Anteilen besitzen (siehe Gl. 2.18).
2.3 Spezialisierung fu¨r du¨nne Drahtantennen
Im Rahmen dieser Arbeit wird die Momentenmethode zur Modellierung von du¨nnen Drahtan-
tennen verwendet. Die dabei angewandte so genannte Du¨nndrahttheorie erlaubt mehrere Na¨he-
rungen [65] bei der Berechnung von Gl. 2.28. Die wichtigsten Na¨herungen sind, dass auf der
Oberfla¨che des Drahtes die zur Oberfla¨che tangentialen Komponenten des elektrischen Feldes zu
null werden und dass die Stromdichte auf der Oberfla¨che des Drahtes durch einen Strom auf der
Achse des Drahtes ersetzt wird. Im Gegensatz zur Momentenmethode im Frequenzbereich, fu¨r
die eine Fu¨lle von Arbeiten die teilanalytische bzw. geschickte numerische Aufarbeitung der in
Gl. 2.28 vorkommenden Singularita¨ten behandelt (siehe z.B. [66,67]), existieren fu¨r Zeitbereichs-
formulierungen der Momentenmethode nur wenige Arbeiten [68]. Offensichtlich ist der Haupt-
vorteil der Du¨nndrahttheorie, dass bei der Auswertung der in Gl. 2.28 vorkommenden Integrale –
aufgrund des Abstandes r0 zwischen Drahtachse und Drahtoberfla¨che – keine Singularita¨ten auf-
treten ko¨nnen. Im Rahmen dieser Arbeit erfolgt eine Auswertung der in Gl. 2.28 vorkommenden
Integrale rein numerisch mit Hilfe Gaußscher Quadraturformeln [64,69] mit bis zu 40 Stu¨tzstellen
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pro Teilbereich, wobei der Wert fu¨r r = |r − r ′| durch
r =
√
|r − r ′|2 + r20 (2.55)
ersetzt wird.
Wie in [70] gezeigt wird, gelten bei der geometrischen Diskretisierung fu¨r die Zeitbereichs-
Momentenmethode a¨hnliche Bedingungen wie bei der Diskretisierung fu¨r eine Frequenzbereichs-
Momentenmethode. Insbesondere muss, damit sinnvolle Lo¨sungen berechnet werden, der Radius
r0 im Vergleich zur Segmentla¨nge klein sein; das Verha¨ltnis Segmentla¨nge zu Radius sollte dabei
gro¨ßer als 10 sein, und die Segmentla¨nge sollte kleiner als ein Zehntel der zur ho¨chsten im
anregenden Spektrum vorkommenden Frequenz geho¨renden Wellenla¨nge sein.
Fu¨r eine Zeitbereichsformulierung der Momentenmethode ergibt sich aus dem Abstand r0
zwischen Drahtachse und Drahtoberfla¨che auch direkt der gro¨ßte Nachteil der Du¨nndrahttheorie:
Da die Laufzeit t0 =
r0
c
einer Welle von der Drahtachse zur Drahtoberfla¨che die Eingangsimpe-
danz von du¨nnen Drahtantennen fu¨r hohe Frequenzen stark beeinflusst, muss der Zeitschritt T
deutlich kleiner als der in Abschnitt 2.1.2 geforderte Zeitschritt sein. Zur Verdeutlichung wird ein
Drahtsegment mit einer La¨nge von L = 0, 1λ0 betrachtet, fu¨r das man laut Abschnitt 2.1.2
T ≈ 1
20f0
=
λ
20c
=
L
2c
(2.56)
als Gro¨ße des Zeitschrittes wa¨hlen wu¨rde. Fu¨r eine u¨bliche Gro¨ße des Radius von r0 =
L
10
er-
gibt sich dann t0 =
f0
20
= λ0
20c
= T
5
, und diese Laufzeit ist somit deutlich kleiner als die Gro¨ße
des Zeitschrittes T . Konsequenterweise kann die Phasendifferenz zwischen Feldern in Beobach-
tungspunkten auf der Oberfla¨che des Drahtes und Quellpunkten auf der Achse des Drahtes nicht
mehr mit ausreichender Genauigkeit aufgelo¨st werden. Um dies zu vermeiden, muss die Gro¨ße
des Zeitschrittes T deutlich kleiner als L
2c
gewa¨hlt werden. Die in Abschnitt 2.4 vorgestellten
Ergebnisse zeigen, dass fu¨r hohe Frequenzen die mit der im Rahmen dieser Arbeit entwickel-
ten TD-MoM berechneten Eingangsimpedanzen von du¨nnen Drahtantennen im Vergleich zur
Referenzlo¨sung (berechnet u.a. mit einem auf der Momentenmethode im Frequenzbereich basie-
rendem Programmpaket [71, 72]) eine Art von Dispersionseffekt zeigen, was vermutlich an der
gerade geschilderten Problematik liegt. Die untere Grenze fu¨r die Gro¨ße des Zeitschrittes ist zum
Einen durch r0
c
gegeben, da fu¨r kleinere Zeitschritte die Welle in einem Zeitschritt nicht mehr die
Oberfla¨che des Drahtes erreicht und somit die marching-on in-time-procedure nicht mehr ange-
wendet werden kann. Zum anderen ist die untere Grenze fu¨r die Gro¨ße des Zeitschrittes dadurch
gegeben, dass fu¨r sehr kleine Zeitschritte Stabilita¨tsprobleme auftreten (siehe Abschnitt 2.4.1).
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Als Basisfunktion wird im Rahmen dieser Arbeit die dreiecksfo¨rmige Basisfunktion
βnq(r) =

rnq+1−r
|rnq+1−rnq | r ∈ L
+
nq
r−rnq−1
|rnq+1−rnq | r ∈ L
−
nq
0 sonst
(2.57)
und als Testfunktion die so genannte Pulstestfunktion
βˆnq(r) =

rnq+1−rnq
|rnq+1−rnq | r ∈ L
+
nq und
∣∣rnq+1 − r∣∣ > 0.5 ∣∣rnq+1 − rnq ∣∣
rnq−rnq−1
|rnq+1−rnq | r ∈ L
−
nq und
∣∣r − rnq−1∣∣ > 0.5 ∣∣rnq−1 − rnq ∣∣
0 sonst
(2.58)
verwendet [73], die – wie sich im Rahmen der in dieser Arbeit vorgestellten numerischen Berech-
nungen gezeigt hat – zu einem im Vergleich zur Galerkin-Methode stabileren Algorithmus fu¨hrt.
Eventuell vorhandene Spannungsquellen werden als so genannte 4-gap-Quellen modelliert, bei
Abbildung 2.6: Quell- und Testelement
deren Modellierung davon ausgegangen wird, dass ein infinitesimal kleiner Spalt in der Drahtstruk-
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tur (siehe Abbildung 2.6) den Stromfluss durch die Drahtstruktur nicht beeinflusst. Vorgegeben
wird eine Spannung Una(t) quer zu diesem Spalt, wodurch sich eine δ−impulsfo¨rmige elektrische
Feldsta¨rke im Spalt ergibt. Durch die Multiplikation mit der Testfunktion und Integration u¨ber
den Definitionsbereich der Testfunktion geht diese Spannung direkt in die in Gl. 2.33 verwendete
Anregung Bna(t) ein. Zur Verdeutlichung wird Gl. 2.33 hier noch einmal wiedergegeben:
0 =
∂
∂t
Bna(nT −
T
2
)−
Nq∑
nq=1
Vˆna,nq(nT −
T
2
). (2.59)
Zur Beru¨cksichtigung der Spannung wird Gl. 2.59 nun folgendermaßen modifiziert:
0 =
∂
∂t
Bna(nT −
T
2
) +
∂
∂t
Una(nT −
T
2
)−
Nq∑
nq=1
Vˆna,nq(nT −
T
2
). (2.60)
Ein Innenwiderstand der Spannungsquelle kann beru¨cksichtigt werden, indem der Spannungsabfall
u¨ber dem Spalt modifiziert und beru¨cksichtigt wird, dass der Strom durch den Knoten na zum
Zeitpunkt nT durch Ina,n gegeben ist:
0 =
∂
∂t
Bna(nT −
T
2
) +
∂
∂t
Una(nT −
T
2
) +Rna
Ina,n − Ina,n−1
T
−
Nq∑
nq=1
Vˆna,nq(nT −
T
2
). (2.61)
Da der Strom Ina,n zum Zeitpunkt nT nicht bekannt ist, muss die Systemmatrix Z00 modifiziert
werden, indem der durch Ina,n erzeugte Anteil in Gl. 2.34 auf die linke Seite gebracht wird.
2.4 Numerische Ergebnisse
2.4.1 Gruppenantenne, bestehend aus drei Rahmenantennen
Zur U¨berpru¨fung der TD-MoM und insbesondere fu¨r eine Untersuchung der Eigenschaften der
MTR-TD-MoM dient zuna¨chst die Berechnung der Eingangsimpedanz der in Abbildung 2.7 und
2.8 dargestellten Gruppe von drei Rahmenantennen. Diese Anordnung wurde gewa¨hlt, da ihre
Eingangsimpedanz sehr schmalbandige Resonanzen besitzt und somit die Berechnung der Ein-
gangsimpedanz mittels eines Zeitbereichs-Verfahrens besondere Anforderungen an die Numerik
stellt.
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Abbildung 2.7: Geometrie einer Gruppenantenne, bestehend aus drei Rahmenantennen (Schnitt bei
z =0).
Abbildung 2.8: Geometrie einer Gruppenantenne, bestehend aus drei Rahmenantennen.
TD-MoM
In Abbildung 2.9 ist der Betrag der Eingangsimpedanz der Gruppenantenne, berechnet mit
der TD-MoM und berechnet mit dem auf der FD-MoM basierenden Programmpaket MINI-
NEC [71], dargestellt. Die mit beiden Verfahren berechneten Ergebnisse stimmen sehr gut u¨be-
rein. Eine genaue Betrachtung der Eingangsimpedanz bei ho¨heren Frequenzen und der prozen-
tualen Abweichung der mit der TD-MoM berechneten Eingangsimpedanz von der mit MINI-
NEC berechneten Eingangsimpedanz (siehe Abbildung 2.10) zeigt jedoch, dass die TD-MoM
einer Art von Dispersions-Effekt unterliegt: Bei Frequenzen gro¨ßer als 2 GHz weist die mit der
TD-MoM berechnete Eingangsimpedanz eine Frequenzverschiebung zu der mit MININEC be-
rechneten Eingangsimpedanz auf. Diese Verschiebung beruht wahrscheinlich auf der Verwen-
dung der Du¨nndrahttheorie (siehe Abschnitt 2.3). Im vorgestellten Rechenbeispiel wurde T zu
T = 9, 5310−12 sec= 1
20·5,25GHz = 2, 9
r0
c
gewa¨hlt, und die anderen Parameter der Berechnung
sind Nz = 8000 und Nq = 312. Der Rechenzeitbedarf fu¨r die TD-MoM betra¨gt TTD = 190 sec
(inklusive FFT) und fu¨r MININEC (Nq = 312 und Nf = 1400 nicht a¨quidistant angeordnete Fre-
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quenzstu¨tzpunkte) TFD = 1450 sec (jeweils auf einem AMD Athlon
TM XP 2500+ unter Windows
2000).
Abbildung 2.9: Vergleich des mit MININEC und der klassischen TD-MoM berechneten Betrages der
Eingangsimpedanz der in Abbildung 2.7 und Abbildung 2.8 dargestellten Gruppenan-
tenne.
MTR-TD-MoM
In Abbildung 2.11 wird die relative Abweichung der Eingangsimpedanz unter Verwendung ver-
schiedener Parameter χ3 von den Ergebnissen dargestellt, die mit der klassischen TD-MoM
(χ3 = ψ2 = ψ3 = 1) berechnet wurden. Die Absta¨nde r1 und r2 wurden zu r1 = 0, 05 m bzw.
r2 = 0, 2 m gewa¨hlt, wodurch 82% aller Kombinationen aus Quell- und Testelement zu Gruppe 3
geho¨ren und 15% zu Gruppe 2. In Tabelle 2.1 sind die zugeho¨rigen relativen Rechenzeiten fu¨r die
Berechnung der rechten Seite von Gl. 2.34 angegeben. Offensichtlich kann der Rechenzeitbedarf
ohne einen signifikanten Genauigkeitsverlust drastisch gesenkt werden. In Abbildung 2.12 wird
die relative Abweichung der Eingangsimpedanz unter Verwendung von verschiedenen Parametern
χ3, ψ2 und ψ3 zur Referenzlo¨sung (χ3 = ψ2 = ψ3 = 1) dargestellt, und offensichtlich ist auch
fu¨r von eins verschiedene Parameter ψ2 und ψ3 die Abweichung sehr gering. Wie Tabelle 2.2 zu
entnehmen ist, wird der Rechenzeit- und Speicherbedarf fu¨r die Berechnung der rechten Seite
von Gl. 2.34 und zur Speicherung der Matrizen Z0nz−n deutlich gesenkt.
2.4. Numerische Ergebnisse 33
Abbildung 2.10: Relative Abweichung des mit der TD-MoM berechneten Betrages der Eingangsimpe-
danz der in Abbildung 2.7 und Abbildung 2.8 dargestellten Gruppenantenne zu dem
mit MININEC berechneten Betrag der Eingangsimpedanz.
Stabilita¨t des Verfahrens
Die mangelhafte Stabilita¨t der Momentenmethode in einer Zeitbereichsformulierung galt lange als
der Hauptnachteil der Methode. Bei den fru¨her verwendeten so genannten expliziten Verfahren
wurde die Systemmatrix Z00 in Gl. 2.34 durch eine Systemmatrix Zˆ
0
0 ersetzt, bei der alle Eintra¨ge,
die nicht auf der Hauptdiagonalen lagen, zu Null gesetzt wurden. Entgegen einiger in der Literatur
zu findenden Aussagen [74] bestimmt die Gro¨ße des Zeitschrittes T dabei nicht, ob es sich
um ein explizites oder um ein implizites Verfahren handelt. Bei einer o¨rtlichen Diskretisierung,
die ra¨umlich u¨berlappende Basisfunktionen verwendet, handelt es sich immer um ein implizites
Verfahren, da automatisch Eintra¨ge von Z00 abseits der Hauptdiagonalen ungleich null werden
[75]. Fu¨r eine Stabilita¨tsbetrachtung wird Gl. 2.34 wiederholt:
Z00In =
∂
∂t
B(nT − T
2
)−
n−1∑
nz=1
Z0nz−nInz . (2.62)
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Abbildung 2.11: Relative Abweichung der Eingangsimpedanz unter Verwendung verschiedener Para-
meter χ3 im Vergleich zur klassischen Momentenmethode im Zeitbereich (χ3 = 1).
Diese Gleichung kann folgendermaßen umgeschrieben werden:
In =
(Z00)−1
[
C(nT − T
2
)−
n−1∑
nz=1
Z0nz−nInz
]
, (2.63)
mit
C(nT − T
2
) =
∂
∂t
B(nT − T
2
) (2.64)
Eine Aussage u¨ber die Stabilita¨t kann getroffen werden, wenn mittels einer Z-Transformation eine
Gleichung folgender Form abgeleitet wird [60]:
G(z) · I(z) = C(z), (2.65)
mit
G(z) = (Z00)−1 + n−1∑
nz=1
Z0nz−nz−(nz−n). (2.66)
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χ3 χ3 χ3 ψ2 ψ3 Rechenzeitbedarf
(n < 2000) (n > 4000)
1 1 1 1 1 100%
10 10 10 1 1 49%
15 15 15 1 1 45%
20 20 20 1 1 39%
10 20 30 1 1 45%
Tabelle 2.1: Relative Zeit zur Berechnung der rechten Seite von Gl. 2.34 unter Verwendung verschie-
dener Parameter χ3, bezogen auf die klassische Momentenmethode im Zeitbereich.
χ3 ψ2 ψ3 Speicherbedarf Speicherbedarf
1 1 1 100% 100%
5 2 5 45% 58%
10 2 5 44% 58%
10 5 10 39% 49%
Tabelle 2.2: Relative Berechnungszeit und Speicherbedarf zur Berechnung der rechten Seite von Gl.
2.34 unter Verwendung verschiedener Parameter χ3 im Vergleich zur klassischen Momen-
tenmethode im Zeitbereich (χ3 = 1).
Liegen die Polstellen von G−1(z) innerhalb des Einheitskreises, so ist das Verfahren fu¨r die gewa¨hl-
te Diskretisierung und fu¨r die verwendete numerische Berechnung (d.h. z.B. die Anzahl der ver-
wendeten Stu¨tzstellen) der Matrixeintra¨ge von Z im mathematischen Sinne stabil; die Stabilita¨t
ha¨ngt dabei nicht von der Anregung ab. Die Bestimmung der Polstellen von G−1(z) ist numerisch
sehr aufwa¨ndig, so dass das mathematische Stabilita¨tskriterium fu¨r praktische Problemstellungen
nicht anwendbar ist. Hinzu kommt, dass fu¨r Polstellen nahe am Einheitskreis Stabilita¨tsproble-
me erst nach sehr vielen Zeitschritten zu erwarten sind. Im Folgenden wird deshalb unter stabil
immer eine Stabilita¨t im praktischen Sinne verstanden, d.h., dass fu¨r die simulierte Anzahl von
Zeitschritten keine Stabilita¨tsprobleme aufgetaucht sind. Wann Stabilita¨tsprobleme auftauchen,
ha¨ngt von der Anregung ab, allerdings kann fu¨r die verwendeten Anregungen diese Abha¨ngigkeit
vernachla¨ssigt werden, solange die Anregung gewissen – in praktischen Problemstellungen immer
erfu¨llten – Kriterien, wie z.B. einer na¨herungsweise endlichen Bandbreite, genu¨gt.
Fu¨r den implementierten Forschungscode kann festgestellt werden, dass das Verfahren fu¨r
eine Gro¨ße des Zeitschrittes T gro¨ßer als eine untere Grenze T0 stets stabil ist. Der Wert von
T0 ha¨ngt dabei von der Genauigkeit der Auswertung der in Gl. 2.25 vorkommenden Integrale,
der o¨rtlichen Diskretisierung und dem Radius r0 ab. Bei einer homogenen Diskretisierung mit
L ≈ λ0
10
ist das Verfahren fu¨r Zeitschritte in der Gro¨ßenordnung von T ≈ 1
20f0
in allen berechneten
Problemstellungen stets stabil, solange die Eintra¨ge der Matrix Z00 unter Verwendung der gleichen
Anzahl an Stu¨tzstellen wie die Eintra¨ge der Matrizen Z0nz−n berechnet werden. Wird letztere
Forderung nicht eingehalten, so ist die Methode auch bei deutlich gro¨ßeren Zeitschritten instabil.
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Abbildung 2.12: Relative Abweichung der Eingangsimpedanz unter Verwendung verschiedener Para-
meter χ3, ψ2 und ψ3 im Vergleich zur klassischen Momentenmethode im Zeitbereich
(χ3 = 1, ψ2 = ψ3 = 1).
Um die Auswirkungen der Verwendung einer variablen Gro¨ße des Zeitschrittes gema¨ß Abschnitt
2.2 beurteilen zu ko¨nnen, ist in Abbildung 2.13 fu¨r die in Abbildung 2.7 und Abbildung 2.8
dargestellte Gruppenantenne und verschiedene Parameter χ3, ψ2 und ψ3 dargestellt, fu¨r welche
Gro¨ße des Zeitschrittes T die Berechnung bei Nz = 30000 Zeitschritten stabil bzw. nicht stabil
ist. Somit ko¨nnen fu¨r die Simulation der in diesem Abschnitt vorgestellten Anordnung folgende
heuristischen Aussagen bezu¨glich der Stabilita¨t der MTR-TD-MoM getroffen werden:
• mit gro¨ßer werdendem Parameter χ3 wird die Berechnung bei gro¨ßerem T instabil
• mit gro¨ßer werdenden Parametern ψ2 und ψ3 wird die Berechnung bei kleinerem T instabil.
Der zweite Sachverhalt stimmt mit der Argumentation in [59] u¨berein, nach der hochfrequente
Anteile der Basisfunktion T (t) fu¨r die Instabilita¨ten der TD-MoM verantwortlich sind. Mit ψ2 > 1
und ψ3 > 1 wird fu¨r nicht zu Gruppe 1 geho¨rige Kombinationen aus Quell- und Testelement der
hochfrequente Anteil der Funktion T (t) deutlich verringert. Abschließend la¨sst sich sagen, dass
die Mehrfachzeitschritts-Erweiterung die Stabilita¨t der TD-MoM leicht verbessert, da die Verbes-
serung der Stabilita¨t durch ψ2 > 1 und ψ3 > 1 einen gro¨ßeren Einfluss als die Verschlechterung
durch die Interpolation (χ3 > 1) von Spannungen hat.
Die Stabilita¨t des Verfahrens kann durch Anwendung von Verfahren wie einer Filterung der
Stromdichten [76] weiter erho¨ht werden, wodurch sich allerdings ein Genauigkeitsverlust ergibt.
2.4.2 Wellenleitung in Form einer aus 21 stark verkoppelten Dipolen
bestehenden Yagi-Antenne
In diesem Abschnitt wird die in Abbildung 2.14 dargestellte Wellenleitung in Form einer aus 21
stark verkoppelten Dipolen bestehenden Yagi-Antenne betrachtet. Die Eigenschaften von unend-
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Abbildung 2.13: Stabilita¨t der MTR-TD-MoM bei der Berechnung der Eingangsimpedanz der in Abbil-
dung 2.7 und Abbildung 2.8 dargestellten Gruppenantenne fu¨r verschiedene Parameter
ψ2 ,ψ3 und χ3 im Vergleich zur klassischen TD-MoM als Funktion von F = T cr0 . Ist
die Berechnung fu¨r die gewa¨hlten Parameter stabil, so wird dies durch ein Kreuz auf
der oberen Achse symbolisiert. Ist die Berechnung fu¨r die gewa¨hlten Parameter nicht
stabil, so wird dies durch ein Kreuz auf der unteren Achse symbolisiert.
lich langen bzw. endlich langen Yagi-Antennen aus a¨quidistant zueinander angeordneten Dipolen
identischer Abmessungen wurden bereits Ende der fu¨nfziger Jahre untersucht [77,78], und Anord-
nungen dieser Art erlangten in den letzten Jahren zunehmend mehr Aufmerksamkeit, da man sie
sowohl zur Energieu¨bertragung als auch zur Modulation von HF-Signalen verwenden kann [79].
Eine Modellierung dieser Anordnung im Zeitbereich ist, insbesondere bei einer breitbandigen An-
regung, aufgrund folgender Eigenschaften der Wellenleitung besonders anspruchsvoll:
• Die erste Resonanzfrequenz der einzelnen Dipole liegt na¨herungsweise bei 2h = λ0 (λ0
ist die Freiraumwellenla¨nge), und folglich ergibt sich eine Resonanzfrequenz von fg1 =
c
0,1125 m = 2, 67 GHz.
• Die Struktur ist eine Wellenleitung fu¨r h
λ0
< 0, 5. Fu¨r die gewa¨hlte Geometrie ergibt sich
folglich eine na¨herungsweise Grenzfrequenz von fg2 =
c
0,1125 m = 2, 67 GHz.
• Fu¨r Frequenzen gro¨ßer als fg2 ko¨nnen auf der Struktur stehende Wellen auftreten.
• Die im Folgenden vorgestellten numerischen Berechnungen zeigen, dass fu¨r die unter-
suchte Geometrie gilt: fg2 ≈ 2, 47 GHz. Die zugeho¨rige Freiraumwellenla¨nge betra¨gt
λg2 ≈ 0, 121 m, und die La¨nge der Struktur betra¨gt also ungefa¨hr L = 4λg2.
Der Radius der einzelnen Dipole betra¨gt jeweils r0 = 0, 5 · 10−3 m, sie werden in jeweils 20
Segmente unterteilt, und die Parameter r1 und r2 der MTR-TD-MoM werden zu r1 = 0, 014 m
(damit werden 2,41% aller Kombinationen aus Quell- und Testelement Gruppe 1 zugeordnet) und
r2 = 0, 056 m (damit werden 17,89% aller Kombinationen aus Quell- und Testelement Gruppe
2 zugeordnet) gewa¨hlt. In Abbildung 2.15 ist zuna¨chst der mittels der klassischen TD-MoM be-
rechnete Strom im Quellpunkt fu¨r T = 5, 132 · 10−12 sec dargestellt. Man kann erkennen, dass
die Berechnung instabil ist und sich das typische oszillierende Verhalten des Stromes zeigt. Wie
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Abbildung 2.14: Geometrie einer Wellenleitung in Form einer Yagi-Antenne aus 21 stark verkoppelten
Dipolen.
man Abbildung 2.16 entnehmen kann, zeigt der mit der MTR-TD-MoM berechnete Strom fu¨r
T = 5, 132 · 10−12 sec nicht das fu¨r Instabilita¨ten typische oszillierende Verhalten. Wie man al-
lerdings in Abbildung 2.17 sehen kann, ist auch der mit der MTR-TD-MoM berechnete Strom
nicht stabil: Der Strom im Speisepunkt wird fu¨r spa¨te Zeitpunkte von einem sich aufschwin-
genden Signal u¨berlagert, welches eine Frequenz von fs ≈ 2, 46 GHz besitzt, die sehr nahe an
der Grenzfrequenz fg2 liegt. Im Gegensatz zur oben beschriebenen Instabilita¨t bei der Berech-
nung des Stromes mittels der klassischen TD-MoM verschwindet diese Instabilita¨t nicht, wenn
die Gro¨ße des Zeitschrittes verringert wird. Die klassische TD-MoM zeigt dieses Verhalten auch,
allerdings verschwindet bei ihr diese Instabilita¨t fu¨r kleinere T vollsta¨ndig. In Abbildung 2.18
wird der Betrag der Koppelimpedanz Z12 =
U
I2
, berechnet mit der klassischen TD-MoM un-
ter Verwendung von T = 6, 67128 · 10−12 sec und Nz = 90000, dargestellt. Das Ergebnis wird
mit Referenzlo¨sungen verglichen, die mit Hilfe von MININEC und eines eigenen FD-MoM-Codes
berechnet wurden; der FD-MoM-Code verwendet dabei eine teilanalytische Berechnung der Kop-
pelimpedanzen gema¨ß [73]. Wie man erkennen kann, stimmen die Ergebnisse sehr gut u¨berein,
und nur in der Na¨he der Grenzfrequenz fg2 weichen die Ergebnisse sta¨rker voneinander ab. Dabei
ist insbesondere die Welligkeit der Koppelimpedanz in der Na¨he von fg2 in der mit der TD-
MoM berechneten Kurve nicht mehr vorhanden. Verkleinert man den Zeitschritt der TD-MoM
auf T = 5, 559 · 10−12 sec, so ist diese Welligkeit in dem mit der TD-MoM berechneten Ergebnis
vorhanden (siehe Abbildung 2.19). Das mit der MTR-TD-MoM (χ3 = 8, ψ2 = ψ3 = 1) berech-
nete Ergebnis stimmt bei einer Halbierung der Rechenzeit auf unter 10 Minuten (AMD AthlonTM
XP 2500+ ) noch besser mit der Referenzlo¨sung u¨berein. Wie man Abbildung 2.20 entnehmen
kann, ist das Ergebnis fu¨r sehr große bzw. sehr kleine Frequenzen von einer Art Rauschen u¨ber-
lagert, welches fu¨r T = 6, 67 · 10−12 sec verschwindet (nicht dargestellt). Anzumerken ist, dass
die Ergebnisse der Berechnungen mit der kommerziellen, auf der FIT basierenden Software CST
Microwave Studio® [80] ein a¨hnliches Verhalten zeigen (siehe Abbildung 2.21); das Rau-
schen geht wahrscheinlich auf eine nicht ausreichend lange Berechnungszeit zuru¨ck und ist das
Resultat des daraus resultierenden Abschaltvorganges. Die Berechnungsdauer fu¨r dieses Beispiel
liegt bei Verwendung von CST Microwave Studio® (unter Verwendung zweier Spiegele-
2.4. Numerische Ergebnisse 39
Abbildung 2.15: Strom im Speisepunkt der Wellenleitung, berechnet mit der klassischen TD-MoM
(T = 5, 132 · 10−12 sec).
benen, wodurch sich die Gro¨ße des Berechnungsvolumens auf ein Viertel reduziert) ca. um den
Faktor 2 ho¨her als mit der MTR-TD-MoM. Dabei wurde das Gitter der FDTD durch CST Mi-
crowave Studio® automatisch erstellt, wodurch sich eine relativ grobe Diskretisierung von
12 Gitterzellen pro Dipol und ein Zeitschritt von 4t = 7, 410−2 sec ergibt. Dementsprechend
weichen die mit CST Microwave Studio® berechneten Ergebnisse deutlich von der Refe-
renzlo¨sung ab (siehe Abbildung 2.21). Wird eine feinere Diskretisierung verwendet, so steigt der
Rechenzeitbedarf aufgrund der gro¨ßeren Anzahl der Unbekannten und aufgrund des durch das
Courant-Kriterium gegeben kleineren Zeitschrittes (siehe Kapitel 5).
Abschließend la¨sst sich feststellen, dass fu¨r dieses Beispiel die variable zeitliche Dauer der
Basisfunktion Z problematisch ist. Die Interpolation der Spannungen beschleunigt allerdings wie-
derum die Berechnung bei einem vernachla¨ssigbaren Verlust an Rechengenauigkeit; in diesem Fall
stimmen die mit der MTR-TD-MoM berechneten Ergebnisse sogar besser mit der Referenzlo¨sung
u¨berein.
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Abbildung 2.16: Strom im Speisepunkt der Wellenleitung, berechnet mit der MTR-TD-MoM (χ3 =
1,ψ2 = 2, ψ3 = 4, T = 5, 132 · 10−12 sec).
Abbildung 2.17: Strom im Speisepunkt der Wellenleitung, berechnet mit der MTR-TD-MoM (χ3 =
1,ψ2 = 2, ψ3 = 4, T = 5.132 · 10−12 sec).
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Abbildung 2.18: Betrag der Koppelimpedanz Z12, berechnet mit der klassischen TD-MoM (T = 6, 67 ·
10−12 sec), mit dem eigenen FD-MoM-Code und mit MININEC.
Abbildung 2.19: Betrag der Koppelimpedanz Z12, berechnet mit der klassichen TD-MoM (T = 5, 559 ·
10−12 sec), der MTR-TD-MoM (χ3 = 8, ψ2 = ψ3 = 1, T = 5, 559 · 10−12 sec) und
mit dem eigenen FD-MoM-Code.
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Abbildung 2.20: Betrag der Koppelimpedanz Z12, berechnet mit der klassichen TD-MoM (T = 5, 559 ·
10−12 sec), der MTR-TD-MoM (χ3 = 8, ψ2 = ψ3 = 1, T = 5, 559 · 10−12 sec) und
der FD-MoM.
Abbildung 2.21: Betrag der Koppelimpedanz Z12, berechnet mit der FD-MoM und mit CST Micro-
wave Studio® (unter Verwendung der Funktion Auto Mesh und zweier Spiegel-
ebenen).
KAPITEL 3
Vereinheitlichte Geometrische Beugungstheorie in einer
Zeitbereichsdarstellung
In diesem Kapitel wird ein kurzer U¨berblick u¨ber die Grundlagen einer Zeitbereichsformulierung
der Vereinheitlichten Geometrischen Beugungstheorie (TD-UTD, [4]) und ihrer Anwendung zur
Berechnung der von elektrisch ideal leitfa¨higen Platten gestreuten transienten Felder gegeben.
Die TD-UTD wird unter anderem in Kapitel 4 im Rahmen einer Hybridmethode aus TD-UTD
und TD-MoM verwendet; die dort vorgestellten numerischen Ergebnisse dienen gleichzeitig zur
U¨berpru¨fung der Implementierung der TD-UTD, weshalb sich in diesem Kapitel kein numerisches
Beispiel findet.
3.1 Geometrisch-optische Beschreibung von transienten
elektromagnetischen Wellen
Die geometrische Optik ist eine asymptotische Na¨herung fu¨r die Wellenausbreitung bei hohen
Frequenzen auf der Basis einer geometrisch-optischen Darstellung von zeitharmonischen Wellen.
Aus ihr kann eine Beschreibung transienter Wellen hergeleitet werden, die gu¨ltig ist, falls fu¨r
die kleinste im Spektrum der Wellen vorkommende Frequenz eine zeitharmonische geometrisch-
optische Darstellung der Welle eine gute Na¨herung darstellt.
Folgende Annahmen sind bei dieser asymptotischen Na¨herung grundlegend: Die Ausbreitung
von Wellen bei hohen Frequenzen kann mittels so genannter Strahlro¨hren beschrieben werden, wie
z.B. mittels der in Abbildung 3.1 dargestellten astigmatischen Strahlro¨hre, und ein Energietrans-
port findet nur entlang dieser Strahlro¨hren statt. Die die Strahlro¨hre beschreibenden Strahlen
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unterliegen dem erweiterten Fermatschen Prinzip, d.h. die Strahlen zwischen zwei Punkten folgen
dem Weg, fu¨r den die optische Distanz zwischen den zwei Punkten minimal wird [81]; fu¨r ho-
mogene Medien ist dieser Weg eine gerade Linie. Mit Hilfe des Energieerhaltungssatzes kann der
Abbildung 3.1: Astigmatische Strahlro¨hre, ρ1 und ρ2 sind die Kru¨mmungsradien der Strahlro¨hre im
Referenzpunkt P0(s = 0), der Aufpunkt P(s) befindet sich auf der Fla¨che df .
Betrag des elektrischen Feldes direkt in Beziehung zur Querschnittsfla¨che der Strahlro¨hre gesetzt
werden:
|E(s)|
|E(s = 0)| =
df0
df
. (3.1)
In Gl. 3.1 ist s ein Abstandsparameter (siehe auch Abbildung 3.1), und E(s = 0) ist das Feld im
Referenzpunkt, in dem die Strahlro¨hre eine Querschnittsfla¨che von df0 besitzt. Die in Abbildung
3.1 dargestellte astigmatische Strahlro¨hre, mit der sich Kugelwellen (Betrag der Feldsta¨rke ∼ 1
s
),
Zylinderwellen (Betrag der Feldsta¨rke ∼ 1√
s
) und homogene Wellen (Betrag der Feldsta¨rke ist
konstant) durch eine entsprechende Wahl der so genannten prinzipiellen Kru¨mmungsradien ρ1 und
ρ2 darstellen lassen, ist eine der am ha¨ufigsten verwendeten Modellierungen von Strahlro¨hren. Un-
ter Verwendung der astigmatischen Strahlro¨hre ergibt sich die geometrisch-optische Beschreibung
einer Welle zu
|E(s)| = |E(s = 0)|
√
ρ1ρ2
(ρ1 + s)(ρ2 + s)︸ ︷︷ ︸
Aufweitungsfaktor
. (3.2)
Die Phasen- und Polarisationsinformationen erha¨lt man durch die Darstellung des Feldes mittels
der so genannten Luneburg-Kline-Reihe [82]
E(r, ω) = e−jkΨ(r)
∞∑
m=0
Em(r)
(jω)m
, (3.3)
die in der Regel nach dem ersten Glied abgebrochen wird. Setzt man das erste Glied von Gl. 3.3
und Gl. 3.2 in die Wellengleichung
42E + k2E = 0 (3.4)
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ein, so kann die geometrisch-optische Beschreibung einer Welle hergeleitet werden, die sich zu
E(s, ω) = E(s = 0, ω)
√
ρ1ρ2
(ρ1 + s)(ρ2 + s)
e−jks (3.5)
ergibt [28, 82]. Diese Beschreibung einer Welle besteht folglich aus dem Feld E(s = 0) im Re-
ferenzpunkt multipliziert mit dem Aufweitungsfaktor und dem Phasenfaktor e−jks. Offensichtlich
wird der Aufweitungsfaktor fu¨r s = −ρ1 bzw. s = −ρ2 singula¨r, so dass fu¨r diese Strecken bzw.
Punkte (sogenannte Kaustiken) die asymptotische Beschreibung mittels Gl. 3.5 nicht gu¨ltig ist.
Wenn eine Welle eine Kaustik durchquert, so tritt laut Gl. 3.5 ein Phasensprung auf, da einer
der Terme im Nenner das Vorzeichen a¨ndert. Gl. 3.5 kann also folgendermaßen umgeschrieben
werden:
E(s, ω) = E(s = 0, ω)
∣∣∣∣√ ρ1ρ2(ρ1 + s)(ρ2 + s)
∣∣∣∣ jn. (3.6)
n ist dabei die Anzahl der Kaustiken, die die Welle nach Passieren des Referenzpunktes s =
0 durchlaufen hat. Bei der Anwendung der inversen Laplace-Transformation zur Berechnung
der Zeitbereichsdarstellung der geometrisch-optischen Felder ist folglich eine separate Analyse in
Abha¨ngigkeit von der Anzahl der von der Welle passierten Kaustiken no¨tig; um dies zu vermeiden,
kann die Darstellung des elektrischen Feldes als analytisches Signal verwendet werden [4, 58]:
+
E(s, t) =
+
E0(t− s
c
)
∣∣∣∣√ ρ1ρ2(ρ1 + s)(ρ2 + s)
∣∣∣∣ jn. (3.7)
Das zugeho¨rige reelle Signal E(s, t) erha¨lt man durch Realteilbildung:
E(s, t) = Re{ +E(s, t)}. (3.8)
3.2 UTD-Beschreibung der von einer endlich großen Quel-
le in Anwesenheit eines ideal leitfa¨higen Schirms mit
gerader Kante abgestrahlten Felder
Die (TD-)UTD dient der Beschreibung des Einflusses von elektrisch großen kanonischen
Streuko¨rpern auf elektromagnetische Wellen; diese Wellen werden im Folgenden als einfallen-
de Wellen bezeichnet, da ihre Quellen nicht mit der (TD-)UTD modelliert werden ko¨nnen. Unter
kanonischen Streuko¨rpern werden in diesem Zusammenhang einfache Modellgeometrien, wie z.B.
elektrisch ideal leitfa¨hige Keile oder Zylinder, verstanden. Fu¨r diese Ko¨rper ko¨nnen Reflexions-
und Beugungstensoren in Abha¨ngigkeit einiger weniger Parameter (wie z.B. dem O¨ffnungswinkel
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eines Keils) angegeben werden, mit deren Hilfe dann die Auswirkungen dieser Ko¨rper auf ein-
fallende Wellen beru¨cksichtigt werden ko¨nnen. Diese Auswirkungen reduzieren sich folglich auf
diskrete Mechanismen, die mit diskreten Punkten auf der Oberfla¨che der Ko¨rper verknu¨pft wer-
den (Reflexion, Kantenbeugung, Eckenbeugung,... [81]). Im Rahmen dieser Arbeit sind folgende
Feststellungen von besonderer Bedeutung:
1. Mit der (TD-)UTD ko¨nnen keine Quellen modelliert werden. Einfallende Wellen mu¨ssen
folglich vorgegeben werden; im Rahmen dieser Arbeit werden die einfallenden Wellen mit
der TD-MoM und der FDTD (siehe Kapitel 5) bestimmt.
2. Die von einer endlich großen Quelle abgestrahlten Felder ko¨nnen fu¨r einen im Vergleich zur
Wellenla¨nge und Ausdehnung der Quelle großen Abstand zwischen Quelle und Aufpunkt als
Kugelwellen dargestellt werden. Im Rahmen dieser Arbeit werden folglich nur Kugelwellen
betrachtet.
3. Im Gegensatz zur TD-MoM (siehe Abschnitt 2.4.1) und insbesondere zur FDTD (siehe
Abschnitt 5.1) gibt es bei der TD-UTD praktisch keine Stabilita¨tsprobleme, da es kei-
ne direkte Ru¨ckkoppelung innerhalb der Methode gibt. Die Ergebnisse der TD-UTD zu
fru¨heren Zeitpunkten beeinflussen also nicht direkt die Ergebnisse zu spa¨teren Zeitpunkten.
Zur Verdeutlichung dieser Aussage wird eine Quelle zwischen zwei unendlich ausgedehnten
elektrisch ideal leitfa¨higen Platten betrachtet (der Raum zwischen den beiden Platten sei
verlustlos). In diesem Fall gibt es zwar unendlich viele Reflexionen, allerdings nimmt die
Amplitude der reflektierten Signale aufgrund des Aufweitungsfaktors mit 1
s
ab, und das
Gesamtfeld geht nicht gegen unendlich1. Bei Effekten ho¨herer Ordnung (wie z.B. Reflexi-
on gefolgt von Reflexion) sind die Reflexions- und Beugungstensoren unabha¨ngig von dem
vorhergehenden Mechanismus.
4. Im Rahmen dieser Arbeit werden nur ideal leitfa¨hige Platten betrachtet; um komplizierte
Ko¨rper modellieren zu ko¨nnen, muss in den im Rahmen dieser Arbeit vorgestellten Hy-
bridmethoden nur die TD-UTD entsprechend angepasst werden (s.u.: es mu¨ssen die ent-
sprechenden Reflexions- und Beugungsfaktoren verwendet und der ray-tracing -Algorithmus
angepasst werden).
Das von einer Quelle in Anwesenheit eines ideal leitfa¨higen Schirms abgestrahlte Feld kann durch
die U¨berlagerung eines direkten Strahls (line of sight, LOS) mit reflektierten (reflected, R) und
gebeugten (diffracted, D) Strahlen approximiert werden (siehe Abbildung 3.2):
+
E(s, t) =
+
ELOS(s, t)Ui +
+
ER(s, t)UR +
+
ED(s, t). (3.9)
1Eine solche Argumentation ist fu¨r homogene ebene Wellen nicht gu¨ltig, und das Gesamtfeld kann bei Einfall
einer homogenen ebenen Welle sehr wohl gegen unendlich gehen.
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ELOS ist das Feld, das die Quelle bei Abwesenheit des Schirms abstrahlen wu¨rde; Ui = 1, falls
Sichtverbindung zwischen Quell- und Aufpunkt existiert und Ui = 0, falls keine Sichtverbindung
besteht. UR ist 1, falls ein reflektiertes Feld den Aufpunkt erreicht, und 0, falls kein reflektiertes
Abbildung 3.2: Darstellung des Feldes im Aufpunkt als U¨berlagerung aus einem direkten (LOS), re-
flektierten (R) und gebeugten (D) Feldanteil.
Feld den Aufpunkt erreicht. Sowohl Ui und UR als auch mo¨gliche Beugungs- und Reflexionspunk-
te werden mit Hilfe eines so genannten ray-tracing -Algorithmus gefunden. Dieser arbeitet auf der
Grundlage der Tatsache, dass die Strahlen der UTD dem erweiterten Fermatschen Prinzip unter-
liegen [81]. Fu¨r den im Rahmen dieser Arbeit wichtigen Sonderfall ideal leitfa¨higer Streuko¨rper
im verlustlosen homogenen Raum ist der ray-tracing -Algorithmus fu¨r eine Zeit- und fu¨r eine Fre-
quenzbereichsdarstellung der UTD identisch; in [83] wird auf die Vor- und Nachteile einzelner
ray-tracing -Algorithmen eingegangen.
Bei Kenntnis des Reflexionspunktes kann das reflektierte Feld durch Multiplikation des Fel-
des
+
ER0 im Reflexionspunkt mit dem Reflexionstensor
↔
R, dem Aufweitungsfaktor sowie einem
mo¨glichen Phasensprung jnr berechnet werden:
+
ER(sr, t) =
+
ER0(t−
sr
c
)
∣∣∣∣√ ρ1ρ2(ρ1 + sr)(ρ2 + sr)
∣∣∣∣︸ ︷︷ ︸
Aufweitungsfaktor
↔
R jnr . (3.10)
nr ist dabei die Anzahl an Kaustiken, die der Strahl nach Passieren des Reflexionspunktes durch-
laufen hat. Fu¨r ideal leitfa¨hige Ko¨rper ko¨nnen die Reflexionstensoren direkt aus einer Frequenz-
bereichsdarstellung der UTD u¨bernommen werden, da die Reflexionstensoren fu¨r diesen Fall fre-
quenzunabha¨ngig sind. Fu¨r den im Rahmen dieser Arbeit wichtigen Sonderfall der Streuung von
Kugelwellen ergibt sich das von einer ideal leitfa¨higen Platte reflektierte Feld zu:
ER(sr, t) =
+
ER0(t−
sr
c
) · [φ′ ∧ φ′′ − β′ ∧ β′] s
′
sr + s′
. (3.11)
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Dabei ist β′ der Einheitsvektor senkrecht zur Einfallsebene (aufgespannt durch den Einheitsvektor
einc des einfallenden Strahls und einem Normalenvektor senkrecht auf der reflektierenden Ebene),
φ′, φ′′ sind Einheitsvektoren parallel zur Einfallsebene, s′ ist der Abstand zwischen Quell- und
Reflexionspunkt und sr ist der Abstand zwischen Reflexions- und Aufpunkt (siehe Abbildung 3.3).
Abbildung 3.3: Beugung und Reflexion durch einen ideal leitfa¨higen Schirm (Schnitt senkrecht zur
Kante).
Die Beugungstensoren der UTD sind frequenzabha¨ngig, und somit ergibt sich das gebeugte
Feld durch die Faltung des Feldes
+
ED0 im Beugungspunkt mit dem Beugungstensor
↔
d (t) und
Multiplikation mit dem Aufweitungsfaktor Ad sowie einem mo¨glichen Phasensprung j
nd :
+
ED(sd, t) =
∫ ∞
−∞
+
ED0(t− τ)·
↔
d (τ − sd
c
)Ad(sd)j
nddτ
=
∫ ∞
−∞
+
ED0(t−
sd
c
− τ)·
↔
d (τ)Ad(sd)j
nddτ. (3.12)
sd ist dabei der Abstand zwischen Beugungspunkt und Aufpunkt. Der Beugungstensor
↔
d (t),
der durch eine analytische inverse Laplace-Transformation aus den Frequenzbereichs-Beugungs-
tensoren [28] hergeleitet wird, ist gegeben durch [4]:
↔
d (t) = −β′ ∧ β +ds(t)− φ′ ∧ φ
+
dh(t). (3.13)
β′ ist ein Einheitsvektor senkrecht zur kantenorientierten Einfallsebene, die durch einc und einen
Einheitsvektor eedge tangential zur beugenden Kante aufgespannt wird (siehe Abbildung 3.4),
β ist ein Einheitsvektor senkrecht zur kantenorientierten Beugungsebene (aufgespannt durch
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Abbildung 3.4: Beugung durch einen ideal leitfa¨higen Schirm. Der Schirm ist dargestellt als ein Keil
mit einem gegen null gehenden O¨ffnungswinkel α.
den Einheitsvektor des gebeugten Strahls und eedge), φ
′ ist ein Einheitsvektor senkrecht auf der
kantenorientierten Einfallsebene, und φ ist ein Einheitsvektor senkrecht auf der kantenorientierten
Beugungsebene. Die zugeho¨rigen skalaren Beugungskoeffizienten
+
ds(t) und
+
dh(t) fu¨r die Beugung
einer Kugelwelle an einem ideal leitfa¨higen Schirm (siehe Abbildung 3.3) sind gegeben zu:
+
ds,h(t) =
−1
2n
√
2pi sin β0
[ +
f(xA, t)
cos(ϕ−ϕ
′
2
)
∓
+
f(xB, t)
cos(ϕ+ϕ
′
2
)
]
, (3.14)
mit
xA = 2L cos
2
(
ϕ− ϕ′
2
)
, (3.15)
xB = 2L cos
2
(
ϕ+ ϕ
′
2
)
(3.16)
und
L =
sds
′
sd + s′
sin2 β0. (3.17)
s′ ist der Abstand zwischen Quellpunkt und beugender Kante, sd ist der Abstand zwischen beugen-
der Kante und Aufpunkt, und β0 ist der Winkel zwischen einfallendem Strahl und der beugenden
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Kante (siehe Abbildung 3.4). ϕ′ ist der Winkel zwischen der Einfallsebene und dem Schirm, und ϕ
ist der Winkel zwischen der Beugungsebene und dem Schirm (siehe Abbildung 3.3). Die Funktion
+
f(xm, t) ist durch
+
f(xm, t) =
√
xm/pi√−jt(√−jt+√jxm/c) (3.18)
gegeben [4]. Der Aufweitungsfaktor Ad ergibt sich fu¨r die Beugung von Kugelwellen an einem
ideal leitfa¨higen Schirm zu:
Ad(sd) =
√
s′
sd(sd + s′)
. (3.19)
Falls das einfallende Feld keine Kaustik durchquert hat, ist es sinnvoller, mit einer Darstellung
des elektrischen Feldes als reelles Signal und folglich mit der reellen Zeitfunktion
f(xm, t) = Re
{
+
f(xm, t)
}
=
xm/
√
pic√
t(t+ xm/c)
u(t) (3.20)
zu arbeiten, wodurch sich sowohl Rechenzeit als auch Speicher sparen la¨sst.
Die Kombination von Gl. 3.14, Gl. 3.15, Gl. 3.16 und Gl. 3.20 fu¨hrt zu:
ds,h(t) =
−√Lu(t)
2n sin β0
 cos
(
ϕ−ϕ′
2
)√
2L
c
pi
√
t
(
t+ 2L cos2
(
ϕ−ϕ′
2
)
/c
) ∓ cos
(
ϕ+ϕ
′
2
)√
2L
c
pi
√
t
(
t+ 2L cos2
(
ϕ+ϕ′
2
)
/c
)

=
−√L
2n sin β0
[a(t, L, ϕ′, ϕ)∓ b(t, L, ϕ′, ϕ)] . (3.21)
Die Funktion f(xm, t) kann als Impulsantwort der Kante angesehen werden; aufgrund von xm > 0
und L > 0 ist die Funktion f(xm, t) fu¨r t > 0 eine monoton fallende Funktion, und sie wird
singula¨r fu¨r t = 0 und mit kleiner werdendem xm steiler. An Schatten- und Reflexionsgrenzen
werden a(t) bzw. b(t) impulsfo¨rmige Funktionen, was analog zur Frequenzbereichs-UTD ist, fu¨r
die die jeweils korrespondierenden Funktionen frequenzunabha¨ngig werden. Zur Verdeutlichung
wird in Abbildung 3.5 die Funktion
A(t, ϕ) =
∫ t
0
a(t, L = 5m,ϕ′ = 0o, ϕ)dt (3.22)
exemplarisch fu¨r verschiedene Winkel ϕ dargestellt. Fu¨r die Darstellung wird dabei die Zeit t auf
eine Zeit t0 normiert, und diese Zeit t0 wird zu t0 =
1
20·1GHz gewa¨hlt, was einer typischen Gro¨ße
des Zeitschrittes bei der Anwendung der FDTD und der TD-MoM entspricht, falls das anregende
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Signal eine maximale Frequenz von 1 GHz besitzt. Man kann leicht erkennen, dass fu¨r Aufpunkte
Abbildung 3.5: Numerisch berechnete Funktion A(t) fu¨r verschiedene Winkel ϕ (L = 5m, ϕ′ = 0o).
Die Abszisse ist normiert auf t0 = 120GHz , um die Zeit t in Relation zu einer bei der
Anwendung der TD-MoM und der FDTD gebra¨uchlichen Gro¨ße des Zeitschrittes zu
setzen.
in der Na¨he der Schatten- und Reflexionsgrenzen eine numerische Integration nicht geeignet ist,
um die Faltung in Gl. 3.12 effizient zu berechnen, da fu¨r solche Aufpunkte die Funktion A(t, ϕ)
in einem Bereich, der um Gro¨ßenordnungen kleiner als die Zeit t0 ist, sehr schnell ansteigt. Mit∫ ∞
0
1√
t
(
t+ xm
c
)dt = pi√ c
xm
(3.23)
kann fu¨r die Schattengrenze
a(t) = δ(t)
2L cos
(
φ−φ′
2
)
√
pic
pi
√
c
2L cos2
(
φ−φ′
2
)
=
√
2Lpiδ(t) (3.24)
hergeleitet werden. Fu¨r die Reflexionsgrenze folgt:
b(t) =
√
2Lpiδ(t). (3.25)
Die Verwendung von solchen analytischen Ausdru¨cken zur Berechnung von Gl. 3.12 ist insbeson-
dere bei der Hybridisierung der TD-UTD mit anderen Methoden sehr wichtig, da dann die Felder
in den Beugungspunkten nur zu diskreten Zeitpunkten bekannt sind, die i.d.R. durch die andere(n)
Methode(n) bestimmt werden. Dabei reicht es nicht, die implementierte (numerische) Faltung
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gema¨ß Gl. 3.12 anhand einiger weniger Aufpunkte zu u¨berpru¨fen, sondern es muss vor allem der
kritische Winkelbereich in der Na¨he von Schatten- und Reflexionsgrenzen untersucht werden. Fu¨r
Aufpunkte weit von den Schatten- bzw. Reflexionsgrenzen entfernt ist eine ausreichend genaue
numerische Faltung deutlich einfacher zu realisieren.
Im Rahmen dieser Arbeit wird die TD-UTD nur zur Beschreibung der an Platten gestreuten
Felder eingesetzt; fu¨r eine Erweiterung zur Behandlung von Keilen, wodurch auch kompliziertere
Ko¨rper mittels eines patch-Modells modelliert werden ko¨nnen, sind die entsprechenden Beugungs-
faktoren in [4] gegeben.
KAPITEL 4
Neuartige Hybridmethode aus TD-MoM und TD-UTD
In diesem Kapitel wird eine neuartige Hybridmethode vorgestellt, die aus einer Zeitbereichsdarstel-
lung der Momentenmethode (TD-MoM) und einer Zeitbereichsdarstellung der Vereinheitlichten
Geometrischen Beugungstheorie (TD-UTD) entwickelt wird [84–86]. Eine Hybridisierung der
MTR-TD-MoM mit der TD-UTD erfolgt auf die gleiche Weise wie die der TD-MoM mit der
TD-UTD; im Folgenden wird deshalb der Einfachheit halber stets der Ausdruck TD-MoM be-
nutzt. In allen numerischen Beispielen wird eine klassische Formulierung der TD-MoM verwendet,
um die Ergebnisse besser mit Frequenzbereichslo¨sungen vergleichen zu ko¨nnen.
Bei einer Hybridisierung der TD-MoM mit der TD-UTD werden elektrisch große, ideal leitfa¨hi-
ge Ko¨rper – diese Ko¨rper werden im Folgenden als UTD-Ko¨rper bezeichnet – mit der TD-UTD
und du¨nne Drahtantennen – diese werden im Folgenden als MoM-Antennen bezeichnet – mit
der TD-MoM modelliert. Durch die Hybridisierung der TD-MoM mit der TD-UTD sollen zwei
Auswirkungen von UTD-Ko¨rpern in der Umgebung von MoM-Antennen beru¨cksichtigt werden:
1. Der Einfluss der UTD-Ko¨rper auf die Stromverteilung auf den MoM-Antennen.
2. Der Einfluss der UTD-Ko¨rper auf die von dieser Stromverteilung abgestrahlten Felder.
Zuna¨chst wird in Abschnitt 4.1 gezeigt, wie der Einfluss von UTD-Ko¨rpern bei der Berechnung der
von – bekannten – Stro¨men auf den MoM-Antennen abgestrahlten Felder beru¨cksichtigt werden
kann. In Abschnitt 4.2 wird dann gezeigt, wie der Einfluss der UTD-Ko¨rper auf die abgestrahlten
Felder direkt genutzt werden kann, um den Einfluss der UTD-Ko¨rper auf die Stromverteilung auf
den MoM-Antennen im TD-MoM-Lo¨sungsalgorithmus zu beru¨cksichtigen.
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4.1 Einfluss von UTD-Ko¨rpern auf die von MoM-Antennen
abgestrahlten Felder
4.1.1 Konstruktion der von den MoM-Antennen ausgehenden Strahlen
Wie in Kapitel 2 gezeigt wurde, werden die MoM-Antennen durch Stro¨me auf ihren Oberfla¨chen
ersetzt, die, falls die einfallenden Felder bekannt sind, durch Ausnutzen der Randbedingungen
des elektrischen Feldes in einer rekursiven Zeitschleife berechnet werden. Nun wird zuna¨chst
davon ausgegangen, dass zum Zeitpunkt t alle diejenigen Stro¨me auf den MoM-Antennen bereits
bekannt sind, die vor dem Zeitpunkt t geflossen sind1; das von diesen Stro¨men abgestrahlte Feld
kann dann mittels
Erad(r, t) =
∫ t
0
∫
A
↔
G
E
J (r, r
′, t, t ′) · J(r ′, t)da′dt ′ (4.1)
berechnet werden, wobei
↔
G
E
J (r, r
′, t, t ′) die Greensche Funktion des korrespondierenden Feld-
problems ist, also den Zusammenhang zwischen einem Strom am Ort r ′ und dem elektrischem
Feld am Ort r beschreibt, falls die MoM-Antennen nicht anwesend sind (die MoM-Antennen
werden, wie bereits erwa¨hnt, durch Stro¨me auf ihrer Oberfla¨che ersetzt). Die Auswirkungen der
TD-UTD-Ko¨rper auf einfallende Felder ko¨nnen gema¨ß Kapitel 3 beru¨cksichtigt werden, indem
gema¨ß Gl. 3.9 das von einer Quelle in Anwesenheit eines UTD-Ko¨rpers abgestrahlte elektrische
Feld als U¨berlagerung von direkten, reflektierten und gebeugten Feldern dargestellt wird:
E(r, t) = ELOS(r, t)Ui +ER(r, t)UR +ED(r, t). (4.2)
Ui und UR beschreiben, ob ein direkter bzw. ein reflektierter Strahl den Aufpunkt erreicht. Sie
nehmen somit entweder den Wert 1 oder 0 an. Die reflektierten und gebeugten Felder ergeben sich
aus den Gleichungen der TD-UTD (siehe Kapitel 3). Gl. 4.1 kann also folgendermaßen modifiziert
werden, um die Auswirkungen der TD-UTD-Ko¨rper zu beru¨cksichtigen:
Erad(r, t) =
∫ t
0
∫
A
↔
G
E
J (r, r
′, t, t ′) · J(r ′, t ′)Ui(r, r ′)da′dt ′︸ ︷︷ ︸
ELOS(r,t)
+ER(r, t)UR +ED(r, t).
(4.3)
Ui(r, r
′) gibt dabei an, ob zwischen dem Quellpunkt r ′ und dem Aufpunkt r Sichtverbindung
herrscht.
Das von den MoM-Antennen abgestrahlte Feld E(r, t) kann als Summe der durch die einzel-
1D.h. die marching-on in-time-Prozedur wurde bis zum (physikalischen) Zeitpunkt t ausgefu¨hrt.
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nen Quellelemente nq erzeugten Felder Enq dargestellt werden:
E(r, t) =
Nq∑
nq=1
Enq(r, t). (4.4)
Unter dem Quellelement nq wird dabei der Definitionsbereich der Basisfunktion βnq verstanden.
Gl. 4.2 kann folglich in Teilfelder, jeweils erzeugt durch das einzelne Quellelement nq, zerlegt
werden:
Erad(r, t) =
Nq∑
nq=1
ELOS,nq(r, t)Ui(nq, r) +ER,nq(r, t)UR(nq, r) +ED,nq(r, t). (4.5)
Ui(nq, r) gibt an, ob zwischen dem Quellelement nq und dem Aufpunkt r Sichtverbindung
herrscht, oder ob sich ein UTD-Ko¨rper zwischen Quellelement und Aufpunkt befindet. UR(nq, r)
gibt an, ob ein Strahl vom Quellelement nq zum Aufpunkt r la¨uft, der auf seinem Weg von einem
UTD-Ko¨rper reflektiert wurde. Die Darstellung des elektrischen Feldes mittels Gl. 4.5 ist gu¨ltig,
falls die jeweils zu den Quellelementen βnq na¨chstgelegenen Reflexions- bzw. Beugungspunkte
im Fernfeld des Quellelementes βnq liegen. Fu¨r die geometrische Ausdehnung D der einzelnen
Quellelemente gilt in der Regel (siehe Kapitel 2):
D < 2
λ
10
. (4.6)
Somit gelten nach einer u¨blichen Abscha¨tzung Fernfeldapproximationen schon fu¨r Absta¨nde
r >
2(2 λ
10
)2
λ
=
8
100
λ. (4.7)
Der Abstand zum na¨chstgelegenen Reflexions- bzw. Beugungspunkt muss also fu¨r jedes Quell-
element in erster Na¨herung gro¨ßer als ein Zehntel der betrachteten Wellenla¨nge λ sein. Diese
Bedingung darf nicht mit dem Abstand verwechselt werden, fu¨r den das von den MoM-Antennen
abgestrahlte Feld durch Fernfeldapproximationen angena¨hert werden darf: Ein anschauliches Bei-
spiel dafu¨r ist ein im Verha¨ltnis zur Wellenla¨nge λ langer Draht der La¨nge L, der sich in einem
Abstand d ¿ L vor einer ideal leitfa¨higen Ebene befindet. Wird der Draht in so viele Segmente
unterteilt, dass jedes Segment deutlich kleiner als λ und deutlich kleiner als d ist, so liegt die
Ebene selbst dann im Fernfeld des einzelnen Quellelementes, wenn die Ebene nicht im Fernfeld
des Drahtes liegt. Bei der Untersuchung der Eingangsimpedanz von Antennen vor ideal leitfa¨higen
Halbebenen [83] hat sich gezeigt, dass eine Hybridmethode aus FD-MoM und FD-UTD selbst
dann sehr gute Ergebnisse liefert, wenn die Halbebene nicht im Fernfeld der Antenne liegt. Bei
einer Zeitbereichsmodellierung ist eine Abscha¨tzung, ob die Fernfeldbedingungen erfu¨llt sind, auf-
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grund der in der Regel breitbandigen Anregung schwieriger; pauschal kann jedoch gesagt werden,
dass aufgrund der u¨blicherweise auf dem Spektrum der Anregung basierenden Diskretisierung der
MoM-Antennen (siehe Abschnitt 2.1.2) ebenfalls schon fu¨r Absta¨nde Fernfelder vorliegen, die in
der Gro¨ßenordnung der Ausdehnung weniger Diskretisierungselemente liegen.
Liegt ein Aufpunkt im Fernfeld eines Quellelementes, so kann das Feld, das durch das Quell-
element abgestrahlt wird, fu¨r diesen Aufpunkt lokal sehr gut als Kugelwelle beschrieben werden,
deren Ausgangspunkt im Schwerpunkt des Quellelementes liegt. Folglich kann fu¨r die Konstruktion
eines vom Quellelement nq zum Aufpunkt laufenden Strahls, und somit auch fu¨r die Bestimmung
der Koeffizienten Ui(nq, r) und UR(nq, r), jeweils ein a¨quivalenter Quellpunkt im Schwerpunkt
der Basisfunktion βnq verwendet werden (siehe Abbildung 4.1). Die Kombination von Gl. 4.5, Gl.
Abbildung 4.1: Dipol und beugende Kante mit einem Strahl pro Basisfunktion. Exemplarisch in Rot
dargestellt: Eine Basisfunktion und der zugeho¨rige Strahl zum Beugungspunkt. ϕ ist
der Winkel, unter dem der Strahl auf die Kante trifft.
4.3 und Gl. 2.16 fu¨hrt zu:
E(r, t) =
Nq∑
nq=1
[
Ui(nq, r)
Nz∑
nz=1
[
∇ 1
4piε
∫
Anq
∫ t ′
0
Inq ,nzγnq(r
′)Tnz(t ′)
r
dtda′ (4.8)
− ∂
∂t
µ
4pi
∫
Anq
Inq ,nzβnq(r
′)Tnz(t ′)
r
da′
]
+ER,nq(r, t)UR(nq, r) +ED,nq(r, t).
Die zur Berechnung von ER,nq bzw. ED,nq beno¨tigten Felder in den mo¨glichen Reflexions-
und Beugungspunkten werden mit der unmodifizierten Gl. 2.16 berechnet; bei mo¨glichen
Effekten ho¨herer Ordnung, d.h. z.B. Reflexion, gefolgt von Reflexion oder Beugung, wird nur
das elektrische Feld im jeweils ersten Reflexions- bzw. Beugungspunkt mit Gl. 2.16 berechnet.
Die Felder in den folgenden Reflexions- bzw. Beugungspunkten werden dann mittels Gl. 3.9
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berechnet. Die TD-MoM dient folglich als Anregung fu¨r die TD-UTD und die Felder in den
Aufpunkten ergeben sich durch U¨berlagerung der direkten Felder mit den reflektierten und
gebeugten Feldern. In Abbildung 4.2 ist ein Blockschaltbild des resultierenden Algorithmus
dargestellt, das insbesondere fu¨r Stabilita¨tsbetrachtungen sehr hilfreich ist (siehe Abschnitt 4.1.3
und Abschnitt 4.3.1). Die Zeit t ist bei der Anwendung der TD-UTD und der TD-MoM identisch,
Abbildung 4.2: Blockschaltbild des Algorithmus zur Berechnung der von den MoM-Antennen abge-
strahlten Feldern unter Beru¨cksichtigung des Einflusses der UTD-Ko¨rper. U(t) sind
Spannungsquellen, die als Anregung fu¨r die TD-MoM dienen, rUTD sind die Beugungs-
und Reflexionspunkte, und r ist der Aufpunkt.
und die Felder in den Reflexions- und Beugungspunkten werden also in der gleichen marching-on
in-time-Prozedur berechnet wie die Stro¨me auf den MoM-Antennen2. Im Rahmen dieser Arbeit
werden nur stationa¨re UTD-Ko¨rper betrachtet, allerdings kann die Methode so erweitert werden,
dass sich die UTD-Ko¨rper im Laufe der Rechnung bewegen ko¨nnen (z.B. fu¨r Anwendungen in der
Radartechnik), was mit Frequenzbereichsmethoden nur erheblich aufwa¨ndiger zu simulieren ist.
Fu¨r den stationa¨ren Fall kann der zur Bestimmung der Reflexions- und Beugungspunkte beno¨tigte
ray-tracing -Algorithmus im ersten Zeitschritt der Berechnung ausgefu¨hrt werden, und die Daten
(Aufpunkt, Quellpunkt, Reflexions- bzw. Beugungspunkt,...) der einzelnen Strahlen werden im
Speicher abgelegt. Die Felder in den Beugungspunkten werden fu¨r eine spa¨tere Verwendung
ebenfalls zwischengespeichert, da bei der Anwendung von Gl. 3.12 die Feldsta¨rken in den
Beugungspunkten aufgrund der Faltung mehrfach beno¨tigt werden und so Rechenzeit gespart
werden kann. Wie man erkennen kann, ko¨nnen die Felder in den Reflexions- und Beugungspunk-
ten rUTD immer berechnet werden, da der Abstand zwischen Reflexions-/Beugungspunkten
und Quellpunkten auf der Oberfla¨che der MoM-Antennen immer gro¨ßer Null ist (s.o. fu¨r eine
Abscha¨tzung des Mindestabstandes) und somit nur Stro¨me zur Berechnung beno¨tigt werden,
die vor dem Zeitpunkt t, d.h. in einem fru¨heren Zeitschritt, auf den MoM-Antennen geflossen sind.
2Es ist sehr wohl mo¨glich, zuna¨chst die Stro¨me auf den Antennen und dann die Felder in den Aufpunkten in
einer zweiten Zeitschleife unter Verwendung der abgespeicherten Stro¨me zu berechnen. Eine weitere Vorgehens-
weise besteht darin, die Felder in den einzelnen Aufpunkten getrennt voneinander zu berechnen und quasi fu¨r
jeden Aufpunkt eine neue Zeitschleife zu verwenden. Die beiden letztgenannten Vorgehensweisen ko¨nnen ggf. im
Zusammenhang mit sich bewegenden Streuko¨rpern sinnvoll sein.
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4.1.2 Gruppierung der Quellelemente zur Rechenzeitreduktion
Um Rechenzeit einzusparen, kann die mit der TD-MoM modellierte Geometrie in gro¨ßere Teil-
bereiche unterteilt werden. Das durch einen Teilbereich abgestrahlte elektrische Feld ergibt sich
dann als U¨berlagerung aller Teilfelder, erzeugt durch die Quellelemente, die zum jeweiligen Teilbe-
reich geho¨ren. Fu¨r die Berechnung der Strahlen wird pro Teilbereich ein a¨quivalenter Quellpunkt
definiert (siehe Abbildung 4.3), und die Zuordnung der Quellelemente nq zu den jeweiligen Teil-
bereichen erfolgt auf Basis des Abstandes zwischen dem Schwerpunkt der Basisfunktion βnq und
den jeweiligen a¨quivalenten Quellpunkten. Fasst man, wie oben beschrieben, mehrere Quellele-
Abbildung 4.3: Dipol mit 2 a¨quivalenten Quellpunkten und beugende Kante. 4ϕ ist die Differenz
zwischen dem maximalen und minimalen Winkel ϕ fu¨r Quellpunkte, die zu einem a¨qui-
valenten Quellpunkt zusammengefasst werden.
mente zu einem Teilbereich zusammen, so existiert fu¨r jede Kombination aus Teilbereich und
Aufpunkt ein maximaler Winkel ϕmax und ein minimaler Winkel ϕmin, wobei ϕ der Winkel zwi-
schen dem Schwerpunkt eines zum Teilbereich geho¨renden Quellelementes und beugender Kante
ist. Da die Beugungskoeffizienten der (TD-)UTD sehr stark winkelabha¨ngig sind (siehe Kapitel
3), sollte die Winkeldifferenz 4ϕ = ϕmax − ϕmin dabei mo¨glichst gering sein. Zusa¨tzlich muss
beachtet werden, dass die geometrisch-optische Beschreibung der von einer Gruppe abgestrahlten
Wellen nur im Fernfeld der Gruppe gu¨ltig ist; diese beiden Bedingungen sind jedoch in der Regel
gleichzeitig erfu¨llt. Offenbar ko¨nnen also umso mehr Quellelemente zu einer Gruppe zusammen
gefasst werden, je weiter der Beugungspunkt von den Antennen entfernt ist. Dadurch wird nicht
nur Rechenzeit gespart, sondern es verringert sich auch die Fehleranfa¨lligkeit der Methode, da
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sich das Feld im Aufpunkt durch die U¨berlagerung von weniger Einzelfeldern ergibt, als wenn die
Felder aller Quellelemente gesondert behandelt werden. Bei der U¨berlagerung vieler Einzelfelder
ko¨nnen (ev. fehlerbehafte) Laufzeitunterschiede und, bei Aufpunkten in der Na¨he von Schatten-
und Reflexionsgrenzen, stark unterschiedliche Beugungsfaktoren (siehe Kapitel 3 fu¨r eine Dar-
stellung der Problematik der Berechnung der Beugungsfaktoren in der Na¨he von Schatten- und
Reflexionsgrenzen) fu¨r fehlerhafte Gesamtfelder sorgen. Insbesondere an Schatten- und Reflexi-
onsgrenzen weisen deshalb die unter Verwendung weniger a¨quivalenter Quellpunkte berechneten
Feldern einen stetigeren Verlauf als die auf, fu¨r deren Berechnung keine a¨quivalenten Quellpunkte
verwendet wurden.
4.1.3 Stabilita¨t
Wie man anhand von Abbildung 4.2 erkennen kann, gibt es keine Ru¨ckkoppelung zwischen der
TD-MoM und der TD-UTD. Folglich ist fu¨r die Stabilita¨t der Felder in den Beobachtungspunkten
nur die Stabilita¨t der TD-MoM entscheidend, wenn die Auswirkungen der TD-UTD-Ko¨rper auf
die Stro¨me auf den MoM-Antennen nicht beru¨cksichtigt werden (fu¨r eine Diskussion der Stabilita¨t
der TD-UTD siehe Abschnitt 3.2).
4.2 Einfluss von UTD-Ko¨rpern auf die Stromverteilung von
Antennen
In der Hybridmethode werden die Stro¨me auf den Antennen sowie die Felder in den Beobachtungs-
punkten in derselben marching-on in-time-Prozedur berechnet, und die unbekannte Stromdichte
wird, wie in Kapitel 2 beschrieben, mittels eines Reihenansatzes fu¨r den elektrischen Strom und
durch Ausnutzen der Stetigkeitsbedingungen des elektrischen Feldes bestimmt. Zur Erfu¨llung
der Stetigkeitsbedingung des elektrischen Feldes mu¨ssen die Stro¨me auf den MoM-Antennen so
bestimmt werden, dass die von diesen Stro¨men abgestrahlten Felder die einfallenden Felder kom-
pensieren, so dass das zur Oberfla¨che der MoM-Antennen tangentiale elektrische Feld auf der
Oberfla¨che der MoM-Antennen zu null wird.
In Kapitel 2 wurde fu¨r die Herleitung einer Integraldarstellung fu¨r das elektrische Feld die
Greensche Funktion des homogenen Raumes verwendet. Prinzipiell kann, falls sie bekannt ist,
die Greensche Funktion einer jeden beliebigen Umgebung verwendet werden. Unter Kenntnis der
Greenschen Funktion kann ein Gleichungssystem aufgestellt werden, mit dessen Hilfe die unbe-
kannten Stromdichten sukzessive berechnet werden ko¨nnen; die dabei vorkommenden Gleichungen
werden mittels der Systemmatrizen Z0nz−n zusammengefasst.
Wie anhand von Gl. 4.3 gezeigt wurde, kann das elektrische Feld am Ort r als eine U¨berlage-
rung aus einem direkten Feld mit reflektierten und gebeugten Feldern dargestellt werden, um den
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Einfluss von elektrischen großen Ko¨rpern auf die abgestrahlten Felder zu beru¨cksichtigen. Zur
Verdeutlichung wird Gl. 4.3 hier noch einmal wiedergegeben und folgendermaßen umgeschrieben:
Erad(r, t) =
∫ t
0
∫
A
↔
G
E
J (r, r
′, t, t ′) · J(r ′, t ′)Ui(r, r ′)da′dt ′︸ ︷︷ ︸
ELOS(r,t)
+ER(r, t)UR +ED(r, t)
=
∫ t
−∞
∫
A
↔
G
E,mod
J (r, r
′, t, t ′) · J(r ′, t ′)da′dt ′. (4.9)
Unter
↔
G
E,mod
J wird die zur Beru¨cksichtung der UTD-Ko¨rper modifizierte Greensche Funktion
verstanden. Zur Bestimmung der Matrizen Z0nz−n kann folglich auch die modifizierte Green-
sche Funktion
↔
G
E,mod
J verwendet werden, die gema¨ß Gl. 4.9 den Einfluss der UTD-Ko¨rper auf
die abgestrahlten Felder beru¨cksichtigt. Eine Mo¨glichkeit zur Beru¨cksichtigung der UTD-Ko¨rper
bei der Berechnung der Stro¨me ist es also, fu¨r die Berechnung der bei der Anwendung von Gl.
2.33 beno¨tigten Matrizen Z0nz−n die modifizierte Greensche Funktion
↔
G
E,mod
J einzusetzen. Diese
Vorgehensweise wird schon seit vielen Jahren im Rahmen von Frequenzbereichs-Hybridverfahren
angewendet (siehe z.B. [83] und die dort referenzierte Literatur). Da durch eine solche Vorge-
hensweise – insbesondere aufgrund der beno¨tigten Faltung zur Berechnung der gebeugten Felder
– allerdings der Speicherbedarf fu¨r die Matrizen Z0nz−n stark ansteigt3, wird im Rahmen dieser
Arbeit eine geringfu¨gig andere Vorgehensweise verwendet:
Da die Laufzeit von Wellen, die von den MoM-Antennen abgestrahlt werden und nach einer
Streuung an UTD-Ko¨rpern wieder die MoM-Antennen erreichen, stets gro¨ßer als null ist, kann
der Einfluss der UTD-Ko¨rper auf die Stromverteilung auf Grundlage von Gl. 2.20 beru¨cksichtigt
werden, die hier noch einmal wiedergegeben wird:∫
Ana
βna(r) ·E(r, t)da = −
∫
Ana
βna(r) ·Eeinfallend(r, t)da = Bna(t). (4.10)
Die Superposition der durch die UTD-Ko¨rper gestreuten Felder mit mo¨glichen einfallenden Fel-
dern, wie z.B. homogenen ebenen Wellen oder Spannungsquellen auf den Antennen, fu¨hrt zu:
Eeinfallendmod (r, t) =
Nq∑
nq=1
(
ER,nq(r, t) +ED,nq(r, t)
)
+Eeinfallend. (4.11)
3Dies gilt nicht fu¨r eine Frequenzbereichs-Hybridmethode.
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Die Kombination von Gl. 4.11 und Gl. 4.10 ergibt:∫
Ana
Ui(nq, na)βna(r) ·E(r, t)da = −
∫
Ana
βna(r) ·Eeinfallendmod (r, t)da = Bna,mod(t).
(4.12)
Die Auswirkung der UTD-Ko¨rper auf die Stromverteilung auf den MoM-Antennen kann also
beru¨cksichtigt werden, indem man entweder die von den Stro¨men abgestrahlten Felder – und
somit die Matrizen Z0nz−n – entsprechend modifiziert, oder man interpretiert die durch die UTD-
Ko¨rper gestreuten Felder als einfallende Felder; beide Vorgehensweisen unterscheiden sich sehr
stark in der Implementierung, obwohl die gleichen physikalischen Effekte modelliert werden.
Zur Beru¨cksichtung des Einflusses von UTD-Ko¨rpern auf die Stromverteilung sind also zwei
Teilschritte no¨tig:
1. Gl. 2.33 wird durch folgende Gleichung ersetzt:
0 =
∂
∂t
Bna(nT )−
Nq∑
nq=1
n∑
nz=1
Inq ,nzUi(nq, na)Z
0
nq ,nz−n,na , (4.13)
wobei Ui(nq, na) angibt, ob zwischen dem Quellelement nq und dem Testelement na Sicht-
verbindung herrscht oder ob sich ein UTD-Ko¨rper zwischen den beiden befindet.
2. In Gl. 4.13 wird Bna(nT ) durch Bna,mod(nT ) ersetzt, wodurch im TD-MoM-Lo¨sungsprozess
Felder beru¨cksichtigt werden ko¨nnen, die von den UTD-Ko¨rpern zu den MoM-Antennen
zuru¨ckgestreut werden.
Im realisierten Algorithmus spielt es keine Rolle, ob die modifizierten Felder Eeinfallendmod Felder
enthalten, die durch Streuung an UTD-Ko¨rpern entstanden sind oder z.B. Felder, die von mit
Hilfe der FDTD beschriebenen Ko¨rpern abgestrahlt werden; dieser Umstand wird ausgenutzt, um
die TD-MoM zusa¨tzlich mit der FDTD zu hybridisieren (siehe Kapitel 7).
4.3 Volle Hybridisierung beider Methoden
In Abbildung 4.4 ist das Blockschaltbild des Algorithmus dargestellt, der entsteht, wenn beide
Methoden vollsta¨ndig hybridisiert werden, d.h. wenn der Einfluss der UTD-Ko¨rper auf die Strom-
verteilung auf den MoM-Antennen und auf die von dieser Stromverteilung abgestrahlten Felder
beru¨cksichtigt wird. Eeinfallend(rMoM , t) sind die einfallenden Felder am Ort der MoM-Antennen
und Eeinfallend(rUTD, t) sind die einfallenden Felder am Ort der UTD-Ko¨rper. Die einzige direk-
te Modifikation am TD-MoM-Algorithmus ist eine Sichtbarkeitsu¨berpru¨fung bei der Berechnung
der Matrizen Z0nz−n und eine Modifikation der einfallenden Felder. In dem im Rahmen dieser
62 Kapitel 4. Neuartige Hybridmethode aus TD-MoM und TD-UTD
Abbildung 4.4: Berechnung der von den MoM-Antennen abgestrahlten Felder unter Beru¨cksichtigung
der UTD-Ko¨rper bei der Berechnung der Stromverteilung auf den Antennen.
Arbeit entstandenen Algorithmus wird eine Funktion benutzt, die Eeinfallend(rMoM , t) berech-
net, wodurch sich sehr einfach zusa¨tzliche Felder (z.B. abgestrahlt durch ein FDTD-Volumen;
siehe Kapitel 7) beru¨cksichtigen lassen, indem in dieser Funktion die zusa¨tzlichen Felder additiv
hinzugefu¨gt werden.
Eine solche volle Hybridisierung ist nicht mit einer Vorgehensweise zu verwechseln, bei der
die Ru¨ckwirkung der UTD-Ko¨rper auf die Stromverteilung auf den Antennen nicht beru¨cksichtigt
wird, d.h. Eeinfallend(rUTD, t) zu null gesetzt wird; eine solche Vereinfachung kann aus Gru¨nden
der Rechenzeitersparnis allerdings sehr wohl sinnvoll sein, deshalb wird bei der Berechnung der in
Abschnitt 4.4.2 und Abschnitt 4.4.3 vorgestellten numerischen Beispiele so vorgegangen.
4.3.1 Stabilita¨t
Wie bereits in Abschnitt 2.4.1 dargestellt, sind Aussagen u¨ber die Stabilita¨t (im mathematischen
Sinne) der TD-MoM nur sehr schwer zu treffen. Folglich werden hier u¨ber die Stabilita¨t der
Hybridmethode auch nur heuristische Aussagen gemacht:
• Ohne Beru¨cksichtigung der Ru¨ckwirkung der UTD-Ko¨rper auf die Stromverteilung gelten
die Aussagen gema¨ß Abschnitt 2.4.1 und 4.1.3.
• Bei Beru¨cksichtigung der Ru¨ckwirkung der UTD-Ko¨rper auf die Stromverteilung wird die
Stabilita¨t des Verfahrens maßgeblich durch die Stabilita¨t der TD-MoM bestimmt, und
die untere Grenze fu¨r die Gro¨ße des Zeitschrittes T0, fu¨r den die TD-MoM (und somit
die Hybridmethode) stabil im praktischen Sinne ist, wird durch die Hybridisierung nicht
wesentlich beeinflusst.
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• Wird eine TD-MoM-Antenne modelliert, deren abgestrahlte Felder an Strukturen gestreut
werden, die so weit von der Antenne entfernt sind, dass das Speisesignal schon lange zu null
geworden ist, bevor eine gestreute Welle wieder die Antenne erreicht, so ist es sinnvoll, die
TD-MoM-Berechnung nicht fu¨r die gesamte Zeit durchzufu¨hren. Die Stro¨me auf den MoM-
Antennen ko¨nnen dann mit guter Genauigkeit zu null gesetzt werden, wenn der durch das
Speisesignal angeregte Strom zu null geworden ist. Die TD-MoM-Berechnung muss also
erst dann wieder fortgesetzt werden, wenn die gestreute Welle an der Antenne eintrifft.
Durch eine solche Vorgehensweise ko¨nnen sowohl Rechenzeit gespart als auch eventuell
durch die Hybridisierung auftauchende Stabilita¨tsprobleme vermieden werden, da fu¨r die
Stabilita¨t dann wieder die Aussagen gema¨ß Abschnitt 2.4.1 und 4.1.3 gelten.
4.4 Numerische Ergebnisse
4.4.1 Dipol u¨ber ideal leitfa¨higer Erde
Um die Beru¨cksichtung der Auswirkungen von UTD-Ko¨rpern auf die Stromverteilung auf den
MoM-Antennen mittels Gl. 4.13 und Gl. 4.12 zu u¨berpru¨fen, wird der in Abbildung 4.5 dargestell-
te Dipol vor einer ideal leitfa¨higen Ebene betrachtet. In Abbildung 4.6 bzw. Abbildung 4.7 sind
der Real- und der Imagina¨rteil der Eingangsimpedanz des Dipols dargestellt. Offensichtlich stim-
men die mit der Hybridmethode berechneten Ergebnisse sehr gut mit der Referenzlo¨sung u¨berein,
die mittels MININEC [71, 72] gewonnen wurde. Im Rahmen dieser Arbeit werden die Reflexions-
punkte mittels des Spiegelungsprinzips gefunden, indem der Quellpunkt an der reflektierenden
Ebene gespiegelt wird; der Reflexionspunkt entspricht dann dem Schnittpunkt der Verbindungsli-
nie Spiegelquelle-Aufpunkt mit der reflektierenden Ebene. Bei der Beru¨cksichtigung des Einflusses
von elektrisch ideal leitfa¨higen Platten auf die Stro¨me auf den MoM-Antennen werden einfache
Reflexionen mittels des Spiegelungsprinzips behandelt, d.h. das Quellelement wird an der Ebene
gespiegelt und das reflektierte Feld entspricht dem Feld der Spiegelquelle, wodurch der Rechen-
zeitbedarf stark verringert wird.
4.4.2 Dipol-Gruppenantenne vor einem elektrisch ideal leitfa¨higen
Schirm
Der Rechenzeitbedarf zur Beru¨cksichtigung der Auswirkungen von mit Hilfe der TD-UTD be-
schriebenen Ko¨rpern auf die Stromverteilung auf den MoM-Antennen ist in der Regel relativ
groß, da die Anzahl der beno¨tigten Strahlen proportional zum Quadrat der Anzahl Nq der Basis-
funktion ist. Dies gilt insbesondere, falls auch gebeugte Strahlen beru¨cksichtigt werden sollen, da
Beugungseffekte aufgrund der beno¨tigten Faltung einen besonders großen Rechenzeitbedarf ha-
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Abbildung 4.5: Geometrie des Dipols u¨ber ideal leitfa¨higer Erde.
Abbildung 4.6: Mit der TD-MoM-TD-UTD Hybridmethode und mit Hilfe des Programmpaketes MINI-
NEC berechneter Realteil der Eingangsimpedanz des Dipols u¨ber ideal leitfa¨higer Erde.
Zusa¨tzlich dargestellt ist der Realteil der Eingangsimpedanz desselben Dipols im freien
Raum.
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Abbildung 4.7: Mit der TD-MoM-TD-UTD Hybridmethode und mit Hilfe des Programmpaketes MINI-
NEC berechneter Imagina¨rteil der Eingangsimpedanz des Dipols u¨ber ideal leitfa¨higer
Erde. Zusa¨tzlich dargestellt ist der Imagina¨rteil der Eingangsimpedanz desselben Dipols
im freien Raum.
ben. Fu¨r die folgenden Beispiele, bei denen die UTD-Ko¨rper weit von den Antennen entfernt sind,
wird deshalb auf die Beru¨cksichtung des – aufgrund des großen Abstandes der MoM-Antennen
zu den Streuko¨rpern – kleinen Einflusses der Umgebung auf die Stromverteilung verzichtet. Fu¨r
Ko¨rper in der Na¨he der Antennen bietet es sich an, diese Ko¨rper mit Hilfe der FDTD zu beschrei-
ben und die in Kapitel 7 vorgestellte Hybridmethode aus TD-MoM und FDTD zu verwenden;
in [87] wird erla¨utert, wie mit Hilfe der FDTD die Beugung an unendlich ausgedehnten Kanten
behandelt werden kann, und dort werden dann die mit der FDTD berechneten Ergebnisse mit
solchen verglichen, die mit der FD-UTD berechnet wurden.
Sind sowohl Ko¨rper in der Na¨he der MoM-Antennen als auch weit von diesen entfernt vor-
handen, so bietet es sich an, die in Kapitel 8 vorgestellte Hybridmethode aus FDTD, TD-MoM
und TD-UTD zu verwenden.
Betrachtet wird die in Abbildung 4.8 dargestellte Gruppenantenne aus zwei Dipolantennen
vor einem elektrisch ideal leitfa¨higen Schirm. In Abbildung 4.9 und 4.10 sind die normierten
Richtdiagramme des Betrages der elektrischen Feldsta¨rke fu¨r f =753 MHz bzw. f =1896 MHz
dargestellt. Aufgrund der in Abschnitt 3.2 geschilderten Eigenschaften der Beugungstensoren der
TD-UTD ist nur ein solcher Vergleich der Felder u¨ber einen großen Winkelbereich aussagekra¨ftig.
Bei der Berechnung der gebeugten Felder kommt der Verwendung der teilanalytischen Ausdru¨cke
gema¨ß Abschnitt 3.2 eine besondere Bedeutung zu, um an Schatten- und Reflexionsgrenzen fu¨r
einen stetigen Verlauf der berechneten Feldsta¨rke zu sorgen.
Die elektrischen Felder werden auf einem Kreis mit einem Radius von 10 m um den Ursprung
66 Kapitel 4. Neuartige Hybridmethode aus TD-MoM und TD-UTD
des Koordinatensystems und folglich in einem relativ geringen Abstand zur beugenden Kante4
berechnet. Um Rechenzeit zu sparen, wird zur Berechnung der an der Platte gestreuten Strahlen
ein a¨quivalenter Quellpunkt im Zentrum des Koordinatensystems verwendet. Im Rahmen dieser
Arbeit wird entweder ein automatisch berechneter geometrischer Schwerpunkt aller Basisfunk-
tionen verwendet, oder es ko¨nnen einzelne Basisfunktionen Gruppen zugeordnet werden, fu¨r die
der geometrische Gruppenschwerpunkt automatisch bestimmt wird. Die Zusammenfassung zu
einem a¨quivalenten Quellpunkt im Ursprung des Koordinatensystems ist mo¨glich, da der Abstand
zwischen Quellpunkten auf der Oberfla¨che der Antenne und den Beugungspunkten auf der Kante
sehr groß ist und somit die Dipol-Gruppenantenne als ein a¨quivalenter Punktstrahler betrachtet
werden kann. Im konkreten Beispiel resultiert daraus die Tatsache, dass fu¨r alle Aufpunkte nur
ein Beugungspunkt existiert, weshalb fu¨r alle gebeugten Strahlen nur ein (zeitlicher Verlauf des)
Feld(es) im Beugungspunkt gespeichert werden muss. Eine Abscha¨tzung, ob eine Antennenstruk-
tur zu einem oder mehreren a¨quivalenten Quellpunkten zusammengefasst werden kann, erfolgt auf
Grundlage der z.B. aus der Antennentechnik bekannten Fernfeldkriterien, d.h. auf Grundlage der
Ausdehnung der Struktur und des Abstandes zum Aufpunkt. Die Richtdiagramme werden jeweils
mit einer Referenzlo¨sung, die mit Hilfe der kommerziellen FD-UTD+FD-MoM-Hybridmethode
FEKO [88] berechnet wurde, verglichen. Offensichtlich stimmen die Ergebnisse sehr gut u¨berein.
Abbildung 4.8: Geometrie der Dipol-Gruppenantenne vor einer ideal leitfa¨higen Halbebene z ≤ 0, 25 m.
4In diesem Beispiel wird die TD-MoM-Berechnung abgebrochen, sobald der Strom auf den MoM-Antennen
na¨herungsweise zu null wird. Der Abstand zu den Aufpunkten beeinflusst deshalb die Berechnungszeit nur unwe-
sentlich.
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Abbildung 4.9: Mit der TD-MoM-TD-UTD Hybridmethode und mit Hilfe des Programmpaketes FEKO
berechnetes normiertes Richtdiagramm der elektrischen Feldsta¨rke fu¨r f = 753 MHz.
Abbildung 4.10: Mit der TD-MoM-TD-UTD Hybridmethode und mit Hilfe des Programmpaketes FE-
KO berechnetes normiertes Richtdiagramm der elektrischen Feldsta¨rke fu¨r f = 1896
MHz.
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4.4.3 Dipol-Gruppenantenne vor einer elektrisch ideal leitfa¨higen Plat-
te
Als weiteres Beispiel ist in Abbildung 4.12 das normierte Richtdiagramm der elektrischen
Feldsta¨rke der in Abbildung 4.11 dargestellten Dipol-Gruppenantenne vor einer elektrisch ideal
leitfa¨higen Platte dargestellt. Die elektrischen Feldsta¨rken zur Berechnung des Richtdiagramms
werden auf einem Kreis in der xz−Ebene mit dem Radius r0 = 10 m berechnet. Im Gegensatz
zu dem in Abschnitt 4.4.2 vorgestellten Beispiel gibt es in diesem Beispiel 4 beugende Kanten,
und jeden Aufpunkt erreichen, zusa¨tzlich zu eventuell vorhandenen reflektierten und direkten
Strahlen, 4 gebeugte Strahlen. Wie in Abbildung 4.12 zu sehen ist, stimmen die Ergebnisse wie-
derum sehr gut mit der Referenzlo¨sung u¨berein. Zur Berechnung der an den Kanten gebeugten
Felder wird, um Rechenzeit zu sparen, wiederum ein a¨quivalenter Quellpunkt im Zentrum des
Koordinatensystems verwendet.
Abbildung 4.11: Geometrie der Dipol-Gruppenantenne vor einer ideal leitfa¨higen Platte (der linke Dipol
wird mittig gespeist und die Spannungsquelle besitzt einen Innenwiderstand von R =
50Ω).
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Abbildung 4.12: Mit der TD-MoM-TD-UTD Hybridmethode und mit Hilfe des Programmpaketes FE-
KO berechnetes normiertes Richtdiagramm der elektrischen Feldsta¨rke fu¨r f = 900
MHz.
KAPITEL 5
FDTD-Methode
In diesem Kapitel wird ein kurzer U¨berblick u¨ber die Grundlagen der Finite Difference Time Do-
main Method (FDTD) gegeben. Fu¨r eine Hybridisierung der FDTD mit anderen Methoden ist es
insbesondere notwendig, Felder, die durch Ko¨rper abgestrahlt werden, die mit anderen Methoden
modelliert werden, im FDTD-Lo¨sungsalgorithmus beru¨cksichtigen zu ko¨nnen. Deshalb wird in
diesem Kapitel eine einfache Mo¨glichkeit vorgestellt, diese im Folgenden als einfallende Felder
bezeichneten Felder, in das FDTD-Volumen einzupra¨gen: Die so genannte total-field/scattered-
field -Formulierung [2, 89], die fu¨r eine Hybridisierung der FDTD mit der UTD (siehe Kapitel 6)
und der TD-MoM (siehe Kapitel 7) verwendet wird.
5.1 Direkte Diskretisierung und Lo¨sung der Maxwellschen
Gleichungen
Die FDTD beruht auf einer direkten Diskretisierung der Maxwellschen Gleichungen, die in einer
Zeitbereichsformulierung wie folgt lauten:
∇×E = −∂B
∂t
, (5.1)
∇×H = ∂D
∂t
+ J , (5.2)
∇ ·D = ρ, (5.3)
∇ ·B = 0, (5.4)
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mit
D = εE, (5.5)
B = µH , (5.6)
J = σE (5.7)
und
0 = ∇ · J + ∂ρ
∂t
. (5.8)
Mit
∇ · (∇× x) = 0 (5.9)
fu¨r beliebige x folgt aus Gl. 5.1:
0 = − ∂
∂t
∇ ·B ⇒ ∇ ·B = konstant (5.10)
und aus Gl. 5.2 mit Gl. 5.8:
0 =
∂
∂t
(∇ ·D − ρ)⇒ ∇ ·D − ρ = konstant. (5.11)
Folglich sind Gl. 5.3 und Gl. 5.4 bei Erfu¨llung von Gl. 5.1 und Gl. 5.2 ebenfalls erfu¨llt, falls zum
Zeitpunkt t = 0
∇ ·B = 0 (5.12)
und
∇ ·D − ρ = 0 (5.13)
gelten. Im Folgenden ist es also ausreichend, folgende Gleichungen zu betrachten, die aus Gl. 5.1
und Gl. 5.2 unter Verwendung von Gl. 5.5 bzw. Gl. 5.6 entstehen:
∂H
∂t
= − 1
µ
∇×E (5.14)
und
∂E
∂t
= −σ
ε
E +
1
ε
∇×H . (5.15)
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Die Ableitung f ′(x) = ∂
∂x
f(x) einer Funktion f(x) kann mittels eines zentralen Differenzen-
quotienten und einem Fehler der Ordnung O ((4x)2) durch
∂
∂x
f(x) ≈ f(x+ 0.54x)− f(x− 0.54x)4x (5.16)
approximiert werden. Im Rahmen dieser Arbeit wird eine homogene Diskretisierung des FDTD-
Volumens
ri,j,k = i4xex + j4yey + k4zez (5.17)
und eine a¨quidistante Diskretisierung
tnf = nf4t (5.18)
der Zeit verwendet; ein U¨berblick u¨ber die Anwendung der FDTD unter Verwendung nicht ho-
mogener Diskretisierungen findet sich z.B. in [2]. Die einzelnen Komponenten der unbekannten
Feldsta¨rken werden wie folgt den Gitterpunkten ri,j,k und den Zeitpunkten tnf zugeordnet (siehe
auch Abbildung 5.1 und Abbildung 5.2):
E
nf ,i,j,k
x = Ex
(
tnf , ri,j,k + ex
4x
2
)
, (5.19)
E
nf ,i,j,k
y = Ey
(
tnf , ri,j,k + ey
4y
2
)
, (5.20)
E
nf ,i,j,k
z = Ez
(
tnf , ri,j,k + ez
4z
2
)
, (5.21)
H
nf ,i,j,k
x = Hx
(
tnf +
4t
2
, ri,j,k + ey
4y
2
+ ez
4z
2
)
, (5.22)
H
nf ,i,i,k
y = Hy
(
tnf +
4t
2
, ri,j,k + ex
4x
2
+ ez
4z
2
)
(5.23)
und
H
nf ,i,i,k
z = Hz
(
tnf +
4t
2
, ri,j,k + ex
4x
2
+ ey
4y
2
)
. (5.24)
Diese Anordnung ist auch als Yee-Schema bekannt [90,91]. Unter Verwendung von Gl. 5.16 und
Abbildung 5.1: Zeitliche Anordnung der Unbekannten des FDTD-Algorithmus.
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Gl. 5.19 bis 5.24 folgt aus Gl. 5.14 und 5.15:
H
nf ,i,j,k
x −Hnf−1,i,j,kx
4t =
1
µ
(
E
nf ,i,j,k+1
y − Enf ,i,j,ky
4z −
E
nf ,i,j+1,k
z − Enf ,i,j,kz
4y
)
, (5.25)
H
nf ,i,j,k
y −Hnf−1,i,j,ky
4t =
1
µ
(
E
nf ,i+1,j,k
z − Enf ,i,j,kz
4x −
E
nf ,i,j,k+1
x − Enf ,i,j,kx
4z
)
, (5.26)
H
nf ,i,j,k
z −Hnf−1,i,j,kz
4t =
1
µ
(
E
nf ,i,j+1,k
x − Enf ,i,j,kx
4y −
E
nf ,i+1,j,k
y − Enf ,i,j,ky
4x
)
, (5.27)
Abbildung 5.2: O¨rtliche Anordnung der Unbekannten des FDTD-Algorithmus.
E
nf+1,i,j,k
x − Enf ,i,j,kx
4t = −
1
ε
(
H
nf ,i,j,k
y −Hnf ,i,j,k−1y
4z −
H
nf ,i,j,k
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und
E
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. (5.30)
Fu¨r Gl. 5.28 bis Gl. 5.30 wurde dabei die Na¨herung
f(x) ≈ f(x+4x/2) + f(x−4x/2)
2
(5.31)
verwendet. Mit Hilfe von Gl. 5.25 bis Gl. 5.30 ko¨nnen explizite Bestimmungsgleichungen fu¨r die
einzelnen Feldkomponenten hergeleitet werden. Exemplarisch werden die Bestimmungsgleichun-
gen fu¨r Hz und Ex angegeben:
H
nf ,i,j,k
z =
4t
µ
(
E
nf ,i,j+1,k
x − Enf ,i,j,kx
4y −
E
nf ,i+1,j,k
y − Enf ,i,j,ky
4x
)
︸ ︷︷ ︸
zum Zeitpunkt t = nf4t als bekannt vorausgesetzt
+H
nf−1,i,j,k
z (5.32)
und
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2ε+ σ4t
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H
nf ,i,j,k
y −Hnf ,i,j,k−1y
4z −
H
nf ,i,j,k
z −Hnf ,i,j−1,kz
4y
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︸ ︷︷ ︸
zum Zeitpunkt t = (nf +
1
2
)4t als bekannt vorausgesetzt
+
2ε− σ4t
2ε+ σ4tE
nf ,i,j,k
x . (5.33)
Durch zyklisches Vertauschen der Indizes ko¨nnen die Gleichungen fu¨r die anderen Komponen-
ten angegeben werden. Wie man erkennen kann, werden die einzelnen Feldkomponenten durch
Verwendung von bekannten Feldkomponenten, die in der direkten Umgebung der zu bestimmen-
den Feldkomponente liegen, bestimmt. Dies ist mo¨glich, falls die elektrischen und magnetischen
Feldsta¨rken abwechselnd bestimmt werden und somit bei der Berechnung von Gl. 5.32 und Gl.
5.33 die jeweiligen rechten Seiten als bekannt vorausgesetzt werden ko¨nnen. Der daraus resultie-
rende Algorithmus ist stabil, falls das so genannte Courant-Kriterium [90] eingehalten wird:
4t < 1
c
√
( 14x )
2 + ( 14y )
2 + ( 14z )
2
. (5.34)
Durch Verwendung der so genannten ADI-FDTD [42–45] kann diese Einschra¨nkung fu¨r die Gro¨ße
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des Zeitschrittes umgangen werden. Der Rechenzeitbedarf der FDTD ergibt sich zu
O(NFDTDN), (5.35)
wobei N die Anzahl der Gitterpunkte ist und NFDTD die Anzahl der Zeitschritte; fu¨r ein qua-
derfo¨rmiges Volumen ist, bei Verwendung einer homogenen Diskretisierung, der Rechenzeitbedarf
also anna¨hernd proportional zur dritten Potenz der Kantenla¨nge.
5.2 Absorbierende Randbedingung
Bei der Anwendung der FDTD mu¨ssen entweder die elektrischen oder die magnetischen
Feldsta¨rken auf dem Rand des Berechnungsvolumens bekannt sein, um die Feldsta¨rken im In-
neren des FDTD-Volumens berechnen zu ko¨nnen. Die einfachste Mo¨glichkeit, dies zu realisieren,
besteht darin, alle elektrischen Felder auf dem Rand des Lo¨sungsgebietes zu null zu setzen, d.h.
das Lo¨sungsvolumen durch eine ideal leitfa¨hige Berandung zu begrenzen. Diese Vorgehensweise
ist jedoch z.B. fu¨r Abstrahlungsprobleme nur sehr eingeschra¨nkt geeignet, da dadurch Wellen,
die den Rand des Berechnungsvolumens erreichen, vollsta¨ndig in das Volumen reflektiert werden.
Eine Mo¨glichkeit, dieses Problem zu umgehen, besteht darin, die Berechnung zu stoppen, bevor
die reflektierten Wellen die zu berechnenden Werte beeinflussen. Fu¨r praktische Problemstellun-
gen ist diese Vorgehensweise allerdings ebenfalls nur sehr eingeschra¨nkt tauglich1. Eine andere
Mo¨glichkeit ist die Verwendung von so genannten absorbierenden Randbedingungen, bei deren
Verwendung Wellen, die den Rand des Lo¨sungsgebietes erreichen, nach Mo¨glichkeit nicht oder nur
sehr stark geda¨mpft reflektiert werden. Die auf der Wellengleichung fu¨r das elektrische Feld basie-
rende Randbedingung nach Mur [94] war bis zur Einfu¨hrung der sogenannten Perfectly Matched
Layer-Randbedingung (PML, [2, 8]) eine der am weitesten verbreiteten Randbedingungen. Die
PML beruht darauf, das Lo¨sungsgebiet mit absorbierenden Materialen zu umschließen und diese
Materialien im Rahmen der FDTD zu modellieren. Eine beliebige Beschra¨nkung des Lo¨sungsge-
bietes ist dann mo¨glich, falls die Felder im Absorber stark genug abklingen. Die grundlegende
Funktionsweise einer PML wird anhand der im Rahmen dieser Arbeit verwendeten so genannten
UPML (uniaxial PML) erla¨utert:
Es kann gezeigt werden [2], dass eine beliebig polarisierte homogene ebene Welle, die aus
dem isotropen Medium 1 kommend auf eine ebene, parallel zur yz-Ebene liegende Grenzfla¨che
1Bei der messtechnischen Bestimmung der Strahlungseigenschaften von Antennen in endlich großen Ra¨umen
kann mittels eines sog. time-gatings eine a¨hnliche Vorgehensweise verwendet werden, um Echos an den Wa¨nden
zu eliminieren [92, 93]; eine solche Vorgehensweise kann insbesondere im Zusammenhang mit Ultrabreitband-
Technologien sehr gute Ergebnisse liefern.
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zwischen zwei Medien trifft, nicht reflektiert wird, falls fu¨r Medium 2 gilt:
↔
ε2 = ε1
↔
s , (5.36)
↔
µ1 = µ1
↔
s (5.37)
und
↔
s =
 s
−1
x 0 0
0 sx 0
0 0 sx
 . (5.38)
ε1 und µ1 sind dabei die Materialkonstanten des ersten Mediums. Die Reflexionsfreiheit ist un-
abha¨ngig vom Einfallswinkel der HEW und vom Parameter sx gegeben. Dieses Konzept kann fu¨r
allgemeine dreidimensionale Probleme erweitert werden, und es gilt dann:
↔
s=
 s
−1
x sysz 0 0
0 sxs
−1
y sz 0
0 0 sxsys
−1
z
 . (5.39)
Durch Verwendung von
sx = κx +
σx
jωε1
, (5.40)
sy = κy +
σy
jωε1
(5.41)
und
sz = κz +
σz
jωε1
(5.42)
ko¨nnen die Wellen im Medium 2 durch eine von null verschiedene Leitfa¨higkeit σ geda¨mpft werden;
κ ist eine beliebige Konstante, die den Realteil von εr beschreibt.
Nun wird ein dreidimensionales Lo¨sungsgebiet betrachtet, das durch eine PML abgeschlossen
wird. Fu¨r jeden Punkt innerhalb des Lo¨sungsgebietes soll
xmin < x < xmax, (5.43)
ymin < y < ymax (5.44)
und
zmin < z < zmax (5.45)
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gelten. Die Wahl der Materialkonstanten wird anhand einzelner Beispiele erla¨utert (siehe auch
Abbildung 5.3):
• Im Inneren des Lo¨sungsvolumens muss sx = sy = sz = 1 gelten, was durch σx = σy =
σz = 0 sowie κx = κy = κz = 1 erreicht wird.
• In dem nicht-u¨berlappenden Bereich x > xmax, ymin < y < ymax und zmin < z < zmax
muss sy = sz = 1 gelten, was durch σy = σz = 0 und κy = κz = 1 erreicht wird.
• In dem u¨berlappenden Bereich x > xmax, y > ymax und zmin < z < zmax muss sz = 1
gelten, was durch σz = 0, κz = 1 erreicht werden kann.
• Die Konstanten fu¨r die anderen Bereiche ergeben sich entsprechend.
Abbildung 5.3: Schematischer Schnitt durch ein FDTD-Volumen mit PML zur Da¨mpfung von aus dem
Volumen heraus laufenden Wellen.
Die Maxwellschen Gleichungen fu¨r Aufpunkte in der PML lauten in einer Frequenzbereichsformu-
lierung:
∇×H = jωε ↔s ·E, (5.46)
∇×E = −jωµ ↔s ·H , (5.47)
mit
↔
s gema¨ß Gl. 5.39 bis 5.42. Da eine direkte Transformation von Gl. 5.46 und 5.47 in den
Zeitbereich eine Faltung der Felder mit den Tensoren
↔
s no¨tig machen wu¨rde, ist es sinnvoll, die
Gro¨ßen
Dˇx = ε
sz
sx
Ex, (5.48)
Dˇy = ε
sx
sy
Ey, (5.49)
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und
Dˇz = ε
sy
sz
Ez (5.50)
einzufu¨hren, durch deren Verwendung wiederum ein expliziter Algorithmus zur Bestimmung der
Komponenten Dˇx, Dˇy und Dˇz hergeleitet werden kann [2]. Mittels Gl. 5.48, 5.49 und 5.50 ko¨nnen
dann die elektrischen Feldsta¨rken Ex, Ey und Ez aus den Gro¨ßen Dˇx, Dˇy und Dˇz bestimmt wer-
den. Zur Bestimmung der magnetischen Feldsta¨rken kann a¨hnlich vorgegangen werden. Bei einer
Implementierung der PML im Rahmen eines lokalen numerischen Verfahrens wie der FDTD treten
aufgrund der Diskretisierung des Lo¨sungsvolumens (und somit auch der PML) sehr wohl Reflexio-
nen an den Grenzschichten auf. Um diese Reflexionen mo¨glichst gering zu halten, ist es sinnvoll,
die Leitfa¨higkeit und den Realteil der Dielektrizita¨tskonstante in der PML langsam ansteigen zu
lassen; im Rahmen dieser Arbeit wird das so genannte polynomial grading verwendet, bei der
beide Werte proportional zu einer Potenz der betreffenden Koordinate steigen. Anzumerken ist,
dass die Berechnung bei Einhaltung des Courant-Kriteriums stabil ist und alle bei der Berechnung
no¨tigen Konstanten (wie z.B. die Eintra¨ge von
↔
s) zeitunabha¨ngig sind und folglich nur einmal
berechnet werden mu¨ssen.
5.3 Einpra¨gen einfallender Wellen in das FDTD-Volumen
mittels der Total-Field/Scattered-Field-Formulierung
Um einen Verknu¨pfungspunkt der FDTD zu anderen Verfahren zu schaffen, mu¨ssen einfallen-
de Wellen im FDTD-Algorithmus beru¨cksichtigen werden ko¨nnen; die Unbekannten der FDTD-
Formulierung mu¨ssen also am Ort der durch die FDTD modellierten Ko¨rper auch die einfallenden
Wellen beinhalten. Um dies zu ermo¨glichen, wird das elektrische Feld Etotal zuna¨chst in ein Streu-
feld Escatt und in ein einfallendes Feld Einc unterteilt (eine Unterteilung der magnetischen Felder
H erfolgt sinngema¨ß). Unter Escatt wird dabei ein vom FDTD-Volumen abgestrahltes bzw. ge-
streutes Feld verstanden, und Einc ko¨nnen einfallende homogene ebene Wellen, aber auch von
außerhalb des FDTD-Volumens liegenden Ko¨rpern abgestrahlte bzw. gestreute Felder sein. Das
Gesamtfeld Etotal ergibt sich dann durch die Superposition dieser beiden Teilfelder:
E|total = E|scatt + E|inc . (5.51)
Fu¨r ein lineares Medium folgt aus Gl. 5.14 und Gl. 5.15:
∂ H|scatt
∂t
+
∂ H|inc
∂t
= − 1
µ
∇× E|scatt −
1
µ
∇× E|inc (5.52)
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und
∂ E|scatt
∂t
+
∂ E|inc
∂t
= −σ
ε
E|scatt −
σ
ε
E|inc +
1
ε
∇× H|scatt +
1
ε
∇× H|inc . (5.53)
Die Randbedingungen des elektrischen und magnetischen Feldes werden in der Regel nur durch
das Gesamtfeld Etotal bzw. H total erfu¨llt, d.h. Gl. 5.52 und Gl. 5.53 ko¨nnen somit normalerweise
nicht nach Streufeld und einfallendem Feld in 4 Gleichungen separiert werden.
Das urspru¨ngliche Lo¨sungsvolumen wird nun um eine homogene Region erweitert, in der im
Folgenden die einfallenden Felder als bekannt vorausgesetzt werden. Betrachtet wird dann ein
Lo¨sungsvolumen, das in zwei Teilvolumen unterteilt wird (siehe Abbildung 5.4): Ein homoge-
nes Volumen V1, in dem die Unbekannten der FDTD-Formulierung nur das vom urspru¨nglichen
Lo¨sungsvolumen gestreute bzw. abgestrahlte Feld beschreiben, und ein Teilvolumen V2 (das ur-
spru¨ngliche Lo¨sungsvolumen), in dem die Unbekannten der FDTD das Gesamtfeld beschreiben.
Eine solche Unterteilung ist nur dann mo¨glich, falls im Inneren des Volumens V1 das einfallende
Abbildung 5.4: Erweiterung des urspru¨nglichen FDTD-Lo¨sungsvolumens V2 um ein homogenes a¨ußeres
Volumen V1.
Feld und das Streufeld getrennt voneinander die Maxwellschen Gleichungen erfu¨llen2, was in der
Regel nur gegeben ist, falls, wie vorausgesetzt, das Volumen V1 homogen ist. Somit muss das
Streufeld im Inneren des Volumens V1
∂ H|scatt
∂t
= − 1
µ
∇× E|scatt (5.54)
sowie
∂ E|scatt
∂t
= −σ
ε
E|scatt +
1
ε
∇× H|scatt (5.55)
2Somit ko¨nnen in Gl. 5.52 und Gl. 5.53 die einfallenden Felder subtrahiert werden.
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erfu¨llen. Aus Gl. 5.54 und Gl. 5.55 folgen dann gema¨ß Abschnitt 5.1 explizite Bestimmungsglei-
chungen fu¨r Escatt und Hscatt, die keine Komponenten des einfallenden Feldes enthalten (siehe
unten). Ist das Volumen V2 nicht homogen, so erfu¨llt in der Regel nur das Gesamtfeld die Max-
wellschen Gleichungen. Im FDTD-Algorithmus muss deshalb im Inneren von V2 das Gesamtfeld
verwendet werden, fu¨r das ebenfalls gema¨ß Abschnitt 5.1 entsprechende Bestimmungsgleichungen
angegeben werden ko¨nnen.
Im Folgenden wird nun angenommen, dass in dem Teilvolumen V2 des Lo¨sungsvolumens
die Komponenten der FDTD-Formulierung das Gesamtfeld beschreiben und in dem restlichen
Teilvolumen V1 die Komponenten der FDTD nur das Streufeld beschreiben. Das so formulierte
Problem ist in der Regel nicht konsistent mit der Feldtheorie, da dann an der Grenzfla¨che Sg
die elektrischen und die magnetischen Feldsta¨rken der FDTD-Formulierung springen und die
tangentialen Komponenten folglich nicht stetig sind. Ein Ausweg ergibt sich dadurch, dass man fu¨r
das Teilfeld E|inc das Huygenssche Prinzip anwendet und in der Grenzsfla¨che Sg Huygensstro¨me
gema¨ß
JHuygens = n×H|inc (5.56)
und
MHuygens = − n×E|inc (5.57)
eingepra¨gt (siehe Abbildung 5.5); n ist dabei der Normalenvektor auf der Grenzfla¨che zwischen
V1 und V2, der von V2 nach V1 zeigt. Der Sprung der elektrischen Felder E und der magnetischen
Abbildung 5.5: Anwendung des Huygensschen Prinzips zur Unterteilung des FDTD-Lo¨sungsvolumens
in eine innere Region, in der die Unbekannten der FDTD das Gesamtfeld beschrei-
ben, und in eine a¨ußere Region, in der die Unbekannten der FDTD nur das Streufeld
beschreiben.
Felder H in der Grenzfla¨che Sg in der FDTD-Formulierung wird also durch die eingepra¨gte
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Stromdichte ermo¨glicht.
Da es aufgrund der Anordnung der elektrischen und magnetischen Felder gema¨ß des Yee-Schemas
nicht mo¨glich ist, elektrische und magnetische Stro¨me in einer gemeinsamen Ebene einzupra¨gen,
wird im Rahmen dieser Arbeit eine andere Vorgehensweise gewa¨hlt. Fu¨r eine Erla¨uterung wird
exemplarisch die Bestimmungsgleichung fu¨r Hz im Inneren der beiden Teilbereiche und in der
Umgebung der Grenzfla¨che Sg angegeben. Anhand dieser Gleichung wird gezeigt, wie die FDTD-
Gleichungen modifiziert werden mu¨ssen, um eine diskrete Anwendung des Huygensschen Prinzips
zu ermo¨glichen und dafu¨r zu sorgen, dass die diskretisierten Maxwellschen Gleichungen Gl. 5.25
bis Gl. 5.30 auch fu¨r Aufpunkte in der unmittelbaren Umgebung der Grenzfla¨che erfu¨llt werden.
Die Bestimmungsgleichung fu¨r H
nf ,i,j,k
z
∣∣∣
scatt
lautet fu¨r Punkte im Inneren von V1
H
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z
∣∣∣
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=
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µ
Enf ,i,j+1,kx
∣∣∣
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∣∣∣
scatt
4y −
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y
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scatt
− Enf ,i,j,ky
∣∣∣
scatt
4x

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nf−1,i,j,k
z
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scatt
(5.58)
und fu¨r einen Punkt im Inneren von V2:
H
nf ,i,j,k
z
∣∣∣
total
=
4t
µ
Enf ,i,j+1,kx
∣∣∣
total
− Enf ,i,j,kx
∣∣∣
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4y −
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total
− Enf ,i,j,ky
∣∣∣
total
4x

+ H
nf−1,i,j,k
z
∣∣∣
total
. (5.59)
Nun wird ein Punkt r = ri,j,k betrachtet, wobei fu¨r diesen Punkt und fu¨r die ihn umgebenden
Punkte gilt: Alle Punkte ri′,j′,k′ liegen in V1 fu¨r i
′ ≤ i und in V2 fu¨r i′ > i (siehe Abbildung 5.6).
Um die Bestimmungsgleichung der FDTD fu¨r die Komponente H
nf ,i,j,k
z
∣∣∣
total
fu¨r einen solchen
Punkt angeben zu ko¨nnen, wird zuna¨chst die zweite Maxwellsche Gleichung, angewendet auf eine
Fla¨che A in der xy−Ebene, in integraler Form und zum Zeitpunkt nf4t betrachtet:∮
E(r, nf4t) · ds =
∫∫
A
(
−µ∂
∂t
H(r, nf4t) +MHuygens(r, nf4t)
)
· ezda′
= −
∫∫
A
(
µ∂
∂t
Hz(r, nf4t) + ez ·
(
n× E(r, nf4t)|inc
))
da′
= −
∫∫
A
(
µ∂
∂t
Hz(r, nf4t)− ez ·
(
ex × E(r, nf4t)|inc
))
da′
= −
∫∫
A
(
µ∂
∂t
Hz(r, nf4t)− Ey(r, nf4t)|inc
)
da′. (5.60)
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Sind die Unbekannten der FDTD gema¨ß Abschnitt 5.1 angeordnet und wird davon ausgegan-
gen, dass alle Materialdaten innerhalb der Fla¨che A konstant sind, so kann Gl. 5.60 wie folgt
approximiert werden:(
− Enf ,i,j,ky
∣∣∣
scatt
+ E
nf ,i+1,j,k
y
∣∣∣
total
)
4y +
(
E
nf ,i,j,k
x
∣∣∣
total
− Enf ,i,j+1,kx
∣∣∣
total
)
4x
= − µ4t
(
H
nf ,i,j,k
z
∣∣∣
total
− Hnf−1,i,j,kz
∣∣∣
total
)
4x4y +
∫∫
A
Ey|inc da′. (5.61)
Wird die Approximation [2]∫∫
A
Ey(r, nf4t)|inc da′ ≈ Ey(nf4t, ri,j,k + ey
4y
2
)
∣∣∣∣
inc
4x4y (5.62)
verwendet, so kann die Bestimmungsgleichung fu¨r H
nf ,i,j,k
z hergeleitet werden:
H
nf ,i,j,k
z
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total
=
4t
µ
Enf ,i,j+1,kx
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total
− Enf ,i,j,kx
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2
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inc
+ H
nf−1,i,j,k
z
∣∣∣
total
. (5.63)
Die Notwendigkeit, magnetische Huygensstro¨me in Gl. 5.63 zu beru¨cksichtigen, kann anschaulich
auch folgendermaßen erkla¨rt werden: Mittels Gl. 5.63 wird eine magnetische Komponente der
FDTD-Formulierung bestimmt, die das Gesamtfeld H|total beschreibt. Damit die rechte Seite von
Gl. 5.63 ebenfalls nur das Gesamtfeld entha¨lt, ist eine passende Addition des einfallenden Feldes
no¨tig, um zu beru¨cksichtigen, dass die Komponente E
nf ,i,j,k
y
∣∣∣
scatt
nur das Streufeld beschreibt.
Eine entsprechende Modifizierung ist fu¨r alle Gleichungen notwendig, die sowohl Komponenten
enthalten, die das Gesamtfeld, als auch solche, die nur das Streufeld beschreiben. Werden die – als
bekannt vorausgesetzten – einfallenden FelderEinc undH inc also passend im Lo¨sungsalgorithmus
der FDTD addiert bzw. subtrahiert, so ist es mo¨glich, einfallende Wellen im FDTD-Algorithmus
zu beru¨cksichtigen; dafu¨r muss, wie dargestellt, das eigentliche Berechnungsvolumen V2 immer
erweitert werden, um in einer homogenen Region V1 außerhalb von V2 die einfallenden Wellen
einpra¨gen zu ko¨nnen. In [95] ist dargestellt, wie es mo¨glich ist, die Grenzfla¨che Sg zwischen
den beiden Bereichen zum Teil in den Bereich der PML zu legen, um unendlich ausgedehnte
Streuko¨rper im Rahmen einer FDTD-Berechnung zu modellieren.
Aufgrund der von der Lichtgeschwindigkeit verschiedenen Phasengeschwindigkeit von Wel-
len im FDTD-Gitter kann es bei der Anwendung der total-field/scattered-field -Formulierung zu
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Fehlern kommen; eine Diskussion dieses Sachverhaltes findet sich in [96].
Abbildung 5.6: Unterteilung des FDTD-Lo¨sungsvolumens in eine innere Region, in der die Unbekannten
der FDTD das Gesamtfeld beschreiben, und in eine a¨ußere Region, in der die Unbekann-
ten der FDTD nur das Streufeld beschreiben. Rot dargestellt sind Komponenten, die
das Gesamtfeld beschreiben, und blau dargestellt sind Komponenten, die das Streufeld
beschreiben.
KAPITEL 6
Hybridmethode aus TD-UTD und FDTD
In diesem Kapitel wird eine Hybridmethode vorgestellt, die durch eine Verknu¨pfung der TD-UTD
mit der FDTD entsteht; das grundlegende Konzept dieser Hybridmethode ist in Abbildung 6.1
Abbildung 6.1: Schematische Darstellung des Konzeptes einer Hybridmethode aus FDTD und TD-
UTD.
dargestellt. Diese Methode erlaubt es, große, einfach strukturierte Streuko¨rper, die außerhalb eines
FDTD-Volumens liegen, zu modellieren. Diese Streuko¨rper werden im Folgenden gema¨ß Kapitel
4 wiederum als UTD-Ko¨rper bezeichnet. Dadurch ist es mo¨glich, im FDTD-Lo¨sungsalgorithmus
Ko¨rper zu beru¨cksichtigen, deren Modellierung mit der FDTD aufgrund ihrer Gro¨ße sehr ineffizient
ist. Eine Kombination der mit der FDTD stark verwandten Finiten Integrationstechnik [5] mit der
UTD wird in [34–37] sowohl in einer Frequenzbereichs- als auch in einer Zeitbereichsformulierung
vorgestellt.
Fu¨r eine Hybridisierung sind zwei Teilschritte no¨tig: Als erstes mu¨ssen die vom FDTD-Volumen
abgestrahlten Felder aus den Feldsta¨rken der FDTD berechnet werden (siehe Abschnitt 6.1.1).
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Diese werden dann verwendet, um Strahlen zu konstruieren (siehe Abschnitt 6.1.2), deren Streu-
ung an UTD-Ko¨rpern mittels der in Abschnitt 3 vorgestellten Vorgehensweise beschrieben wird.
Felder, die zum FDTD-Volumen zuru¨ckgestreut werden, werden dann in einem zweiten Schritt
mittels der total-field/scattered-field -Formulierung (siehe Abschnitt 5.3) im FDTD-Lo¨sungsalgo-
rithmus beru¨cksichtigt (siehe Abschnitt 6.2). Da die Anwendung der total-field/scattered-field -
Formulierung im Wesentlichen einer Addition bzw. Subtraktion der von den UTD-Ko¨rpern ge-
streuten Felder entspricht, ko¨nnen die meisten Erweiterungen der FDTD, wie z.B. Untergitter [97],
im Rahmen der Hybridmethode verwendet werden.
6.1 Berechnung der vom FDTD-Volumen abgestrahlten
Felder unter Beru¨cksichtung des Einflusses von UTD-
Ko¨rpern.
In diesem Abschnitt wird vorgestellt, wie aus den Feldwerten der FDTD die abgestrahlten Felder
berechnet und aus diesen Feldern Strahlen konstruiert werden, deren Streuung dann mittels der
TD-UTD beschrieben wird.
6.1.1 Berechnung der vom FDTD-Volumen abgestrahlten Felder
Die vom FDTD-Volumen abgestrahlten Felder werden mittels des Huygensschen Prinzips berech-
net, wobei eine Huygensfla¨che SH1 verwendet wird, die innerhalb der PML liegt (siehe Abbildung
6.2). Das vom FDTD-Volumen abgestrahlte Feld EradFDTD ergibt sich zu:
Abbildung 6.2: Huygensfla¨che SH1 innerhalb der PML zur Berechnung der vom FDTD-Volumen ab-
gestrahlten Felder. n sind die Normalenvektoren zur Berechnung der Huygensstro¨me
J bzw. M .
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EradFDTD = −
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mit
J(r, t) = n×HFDTD(r, t), (6.2)
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=
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∇ · J(r, t), (6.3)
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EFDTD und HFDTD sind dabei die mittels der FDTD berechneten Feldsta¨rken auf der Huy-
gensfla¨che SH1, und n ist der in Richtung PML zeigende Normalenvektor auf SH1. Da aus den
Komponenten der FDTD aufgrund ihrer speziellen o¨rtlichen und ra¨umlichen Anordnung gema¨ß
des Yee-Gitters (siehe Kapitel 5) elektrische und magnetische Huygensstro¨me nicht direkt in einer
gemeinsamen Ebene gewonnen werden ko¨nnen, mu¨ssen fu¨r die Berechnung der Huygensstro¨me
entweder die elektrischen oder die magnetischen Feldsta¨rken der FDTD interpoliert werden. Im
Rahmen der vorliegenden Arbeit werden die beno¨tigten magnetischen Feldsta¨rken mittels einer
einfachen Interpolation berechnet:
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und
H˜n,i,j,kz = Hz
(
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4t
2
, ri,j,k + ez
4z
2
)
=
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(
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H˜n,i,j,kz ist also die z-Komponente des magnetischen Feldes am Ort der Komponente E
n,i,j,k
z der
FDTD-Formulierung. Durch die Diskretisierung der FDTD ergibt sich eine Diskretisierung der
Huygensfla¨che SH1 inNξ rechteckige Basisfla¨chen (siehe Abbildung 6.3); jeder dieser Teilbereiche
wird durch vier Gitterpunkte der FDTD begrenzt, und das elektrische Feld EradFDTD im Aufpunkt
r wird als eine U¨berlagerung der von diesen Teilbereichen abstrahlten Teilfelder Eξ dargestellt:
EradFDTD(r, t) =
Nξ∑
ξ=1
Eξ(r, t). (6.9)
Im Folgenden wird exemplarisch der Beitrag Eξ eines dem Punkt (i, j, k) zugeordneten Teilbe-
Abbildung 6.3: Basisfla¨che auf der Huygensfla¨che SH1.
reichs mit n = ez (siehe Abbildung 6.3) berechnet. Eξ wird approximiert durch:
Eξ(r, t) = −Aξ
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mit
r =
∣∣r′i,j,k − r∣∣ . (6.11)
Dabei ist
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2
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2
ey (6.12)
der Vektor zum Mittelpunkt des Teilbereichs, und
Aξ = 4x4y (6.13)
ist die Fla¨che des Teilbereichs. Fu¨r n = ez ergeben sich die Stro¨me und Ladungsdichten zu den
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Fu¨r Basisfla¨chen mit anderen Normalenvektoren n ergeben sich die Stro¨me und Ladungsdichten
sinngema¨ß.
Werden (z.B. aufgrund der Retardierung) Stro¨me zu Zeitpunkten beno¨tigt, die kein ganzzah-
liges Vielfaches von 4t bzw. (4t + 0.54t) sind, so ko¨nnen die beno¨tigten Zwischenwerte mit
guter Genauigkeit durch eine lineare Interpolation gewonnen werden. Eine Untersuchung des Ein-
flusses verschiedener Verfahren zur Interpolation der Oberfla¨chenstro¨me findet sich z.B. in [98],
wo auch auf eine spha¨rische Multipolentwicklung der vom FDTD-Volumen abgestrahlten Felder
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eingegangen wird, mit der es mo¨glich ist, die Berechnung der abgestrahlten Felder zu beschleu-
nigen [99]. Die oben geschilderte doppelte Interpolation der magnetischen Feldsta¨rken (zuerst
auf die Orte der elektrischen Feldsta¨rken und dann auf die Mittelpunkte der Basisfla¨chen) wurde
hauptsa¨chlich aufgrund der sich dadurch ergebenden Vereinfachungen des Algorithmus gewa¨hlt1.
Fu¨r eine direkte Anwendung von Gl. 6.1 mu¨ssen aufgrund der Retardierung t′ = t − r
c
die
Stromdichten J undM sowie die Ladungsdichte ρ fu¨r alle Zeitschritte gespeichert werden. Dieses
fu¨hrt wegen der meist großen Anzahl Nξ von Teilbereichen auf der Huygensfla¨che SH1 zu einem
sehr großen Speicherbedarf. Da Nξ ha¨ufig gro¨ßer ist als die Anzahl der Aufpunkte, in denen
mittels Gl. 6.1 die elektrischen Felder EradFDTD berechnet werden, wird im Rahmen dieser Arbeit
eine andere, an [100] angelehnte Vorgehensweise gewa¨hlt: Im Speicher wird ein Satz Feldsta¨rken
E
nf
r = E
rad
FDTD(r, nf4t) (6.17)
abgelegt, und im nf -ten Zeitschritt wird nicht Eξ(r, nf4t), sondern
E0 = Eξ(r, nf4t+
∣∣r − r′i,j,k∣∣
c
= Eξ(r, tˆ ) (6.18)
berechnet. Der Wert E0 wird passend zu den gespeicherten Werten E
ν
r addiert [101]:
E n0r |neu = En0r +E0, (6.19)
mit
n0 =
tˆ
4t . (6.20)
Die Feldsta¨rken in den Aufpunkten werden also im Voraus berechnet, und es werden nicht die
zeitlichen Verla¨ufe aller Komponenten der FDTD-Formulierung gespeichert, die auf der Huy-
gensfla¨che SH1 liegen, sondern nur der zeitliche Verlauf der Feldsta¨rken in den Aufpunkten. Da
der Abstand zwischen der Huygensfla¨che SH1 und Aufpunkten r aufgrund der geometrischen
Ausdehnung der PML immer gro¨ßer als eine Gitterzelle der FDTD ist, ist bei Einhaltung des
Courant-Kriteriums ∣∣r − r′i,j,k∣∣
c
> 4t (6.21)
immer erfu¨llt, und zum Zeitpunkt nf4t kann der Wert EradFDTD(r, nf4t) dem Speicher entnom-
1Aufgrund der Dualita¨t der Maxwellschen Gleichungen ko¨nnen nahezu alle Algorithmen durch einfaches Ver-
tauschen von µ und ε sowie Vorzeichena¨nderungen mehrfach verwendet werden.
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men werden:
EradFDTD(r, nf4t) = Enfr . (6.22)
6.1.2 Konstruktion der gebeugten und reflektierten Strahlen
Bei einer Hybridisierung der TD-UTD mit der FDTD kommt der Konstruktion der Strahlen, die
das vom FDTD-Volumen abgestrahlte Feld beschreiben, eine entscheidende Bedeutung zu. In
Abschnitt 4.1 wurden zur Konstruktion der Strahlen, die die von den TD-MoM-Antennen abge-
strahlten Felder beschreiben, zuna¨chst die Mittelpunkte der einzelnen Quellelemente verwendet.
Da durch eine solche Vorgehensweise jedoch in der Regel unno¨tig viele Strahlen beno¨tigt werden,
werden bei der Anwendung der TD-MoM-TD-UTD-Hybridmethode jeweils mehrere Quellelemen-
te zu Gruppen zusammengefasst. Wird das vom FDTD-Volumen abgestrahlte Feld betrachtet,
so ist, falls das von den Nξ Basisfla¨chen abgestrahlte Feld getrennt betrachtet wird, die Anzahl
der Strahlen ebenfalls sehr groß (siehe auch Abbildung 6.4). Um den Rechenzeitbedarf zu sen-
Abbildung 6.4: Verwendung der Schwerpunkte der Basisfla¨chen zur Konstruktion der Strahlen, die
das vom FDTD-Volumen abgestrahlte Feld beschreiben. Exemplarisch dargestellt: Ein
a¨quivalenter Quellpunkt und der zugeho¨rige Strahl.
ken, wurde in [34] vorgeschlagen, den geometrischen Schwerpunkt des FIT/FDTD-Volumens zur
Konstruktion eines a¨quivalenten Strahls zu verwenden. Fu¨r den Fall, dass der Strahlungsschwer-
punkt des Volumens dem geometrischen Schwerpunkt entspricht (bzw. Beugungs-, Reflexions-
und Aufpunkte sehr weit von dem FDTD-Volumen entfernt sind), liefert dieser Ansatz sehr gute
Ergebnisse. Dass das nicht immer der Fall sein kann, wird anschaulich anhand von Abbildung 6.5
erla¨utert: Betrachtet wird ein kurzer Dipol innerhalb eines großen, luftgefu¨llten FDTD-Volumens,
in dessen na¨herer Umgebung ein UTD-Ko¨rper positioniert ist. Da der Strahlungsschwerpunkt der
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Speisestelle des Dipols entspricht, ha¨ngt auch der Winkel ϕ, unter dem ein vom Dipol ausge-
hender Strahl auf die beugende Kante trifft und von dem die Beugungsfaktoren abha¨ngen, sehr
stark von der Position der Speisestelle des Dipols ab. Zusa¨tzlich ergibt sich aufgrund unterschied-
licher Distanzen zum Beugungspunkt ein Laufzeitfehler, falls der geometrische Schwerpunkt des
FDTD-Volumens nicht dem Strahlungsschwerpunkt entspricht. In dieser Arbeit wird deshalb eine
Abbildung 6.5: Dipol an verschiedenen Positionen innerhalb des FDTD-Volumens und Strahlen vom
Zentrum des FDTD-Volumens bzw. vom Mittelpunkt des Dipols zu einer beugenden
Kante.
andere Vorgehensweise gewa¨hlt: Die Huygensfla¨che SH1, auf der die a¨quivalenten Quellstro¨me
fließen, wird in Nχ Teilbereiche unterteilt (siehe Abbildung 6.6), und das Feld im Aufpunkt r
wird als U¨berlagerung der durch die einzelnen Teilbereiche abgestrahlten Felder dargestellt; Gl.
6.22 wird also zuna¨chst folgendermaßen modifiziert:
EradFDTD,LOS(r, nf4t) =
Nχ∑
nχ=0
E
nf
r,nχUi(nχ, r). (6.23)
rnχ ist der geometrische Schwerpunkt des Teilbereiches nχ und Ui(nχ, r) gibt an, ob zwischen
dem Teilbereich nχ und dem Aufpunkt r Sichtverbindung herrscht oder ob sich ein UTD-Ko¨rper
zwischen dem Teilbereich und dem Aufpunkt befindet; der Index LOS bedeutet folglich, dass eine
Sichtbarkeits-U¨berpru¨fung (LOS) angewendet wird, fu¨r die die jeweiligen geometrischen Schwer-
punkte rnχ der Teilbereiche verwendet werden. Dann werden unter Verwendung der von den
einzelnen Teilbereichen abgestrahlten Felder Strahlen konstruiert, deren Ausgangspunkt jeweils
rnχ entspricht (siehe Abbildung 6.6). Werden die Teilbereiche klein genug gewa¨hlt, so sind der
Winkel- und der Phasenfehler sehr gering; fu¨r den Grenzu¨bergang Nχ → Nξ sind der Winkel- und
der Phasenfehler (unabha¨ngig vom Strahlungsschwerpunkt des FDTD-Volumens) aufgrund der
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Abbildung 6.6: Unterteilung der Huygensfla¨che SH1 in mehrere Teilbereiche mit den jeweiligen a¨qui-
valenten Quellpunkten.
in der Regel sehr feinen Diskretisierung des FDTD-Volumens vernachla¨ssigbar klein2. Die Felder
in den Aufpunkten ergeben sich dann gema¨ß der Gleichungen der TD-UTD (siehe Kapitel 3)
durch Multiplikation bzw. Faltung der Felder in den Reflexions- und Beugungspunkten mit den
Reflexions- und Beugungstensoren. Das Gesamtfeld im Aufpunkt r ergibt sich zu:
EradFDTD(r, nf4t) = EradFDTD,LOS(r, nf4t) +
Nχ∑
nχ=0
E
nf
r,nχ,R
UR(nχ, r) +E
nf
r,nχ,D
UD(nχ, r).
(6.24)
UR(nχ, r) gibt an, ob ein Strahl vom Teilbereich nχ zum Aufpunkt r la¨uft, der auf seinem Weg
von einem UTD-Ko¨rper reflektiert wurde, und UD(nχ, r) gibt an, ob ein Strahl vom Teilbereich nχ
zum Aufpunkt r la¨uft, der auf seinem Weg von einem UTD-Ko¨rper gebeugt wurde. E
nf
r,χ,R bzw.
E
nf
r,χ,D sind die vom Teilbereich nχ abgestrahlten und an UTD-Ko¨rpern reflektierten/gebeugten
Felder, die zum Zeitpunkt nf4t den Aufpunkt r erreichen. Teilfelder durch Effekte ho¨herer
Ordnung (z.B. Reflexion gefolgt von Beugung) ergeben sich sinngema¨ß.
2Zusa¨tzliche Phasenfehler ko¨nnen sich aufgrund der Gitterdispersion ergeben [102].
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6.2 Einpra¨gen der von den UTD-Ko¨rpern gestreuten Felder
in das FDTD-Volumen
Einfallende Felder ko¨nnen mittels der total-field/scattered-field -Formulierung im FDTD-
Lo¨sungsalgorithmus beru¨cksichtigt werden; die dafu¨r notwendigen Modifizierungen des FDTD-
Algorithmus wurden in Abschnitt 5.3 dargestellt. Verwendet wird dafu¨r eine weitere Grenzfla¨che
SH2 innerhalb der PML, die das FDTD-Volumen in zwei Teilbereiche unterteilt: Einen, in dem
die Unbekannten der FDTD-Formulierung das Gesamtfeld, d.h. vom FDTD-Volumen abgestrahl-
te bzw. gestreute Felder und einfallende Felder (in diesem Fall von UTD-Ko¨rpern zum FDTD-
Volumen zuru¨ckgestreute Felder), beschreiben und einen zweiten Teilbereich, in dem die Un-
bekannten der FDTD-Formulierung nur die vom FDTD-Volumen abgestrahlten bzw. gestreu-
ten Felder beschreiben. Eine solche Unterteilung ist exemplarisch in Abbildung 6.7 dargestellt.
Im Rahmen dieser Arbeit werden zum FDTD-Volumen zuru¨ckgestreute Felder nicht im FDTD-
Abbildung 6.7: Grenzfla¨che SH2 zur Anwendung der total-field/scattered-field-Formulierung zum Ein-
pra¨gen der von den UTD-Ko¨rpern gestreuten Felder in das FDTD-Volumen.
Algorithmus beru¨cksichtigt, da der Rechenzeitbedarf der Hybridmethode dadurch stark ansteigt
und die zuru¨ckgestreuten Felder in der Regel sehr klein sind. Der Algorithmus zum Einpra¨gen von
einfallenden Felder wird im Rahmen der in Kapitel 7 vorgestellten Hybridmethode aus FDTD und
TD-MoM ebenfalls verwendet und durch die dort vorgestellten numerischen Beispiele u¨berpru¨ft;
in Abschnitt 8.3 wird ein Ausblick auf Mo¨glichkeiten gegeben, die Hybridmethode an dieser Stelle
deutlich zu beschleunigen.
94 Kapitel 6. Hybridmethode aus TD-UTD und FDTD
6.3 Volle Hybridisierung beider Methoden
Eine volle Hybridisierung beider Methoden kann unter Verwendung beider Fla¨chen SH1 und SH2
realisiert werden. Die Grenzfla¨che SH2 liegt dabei innerhalb der Huygensfla¨che SH1 (siehe Ab-
bildung 6.8), und die Unbekannten der FDTD-Formulierung beschreiben am Ort der Grenzfla¨che
SH1 folglich nur die vom FDTD-Volumen abgestrahlten bzw. gestreuten Felder. Das Blockschalt-
bild der Hybridmethode ist in Abbildung 6.9 dargestellt.
Abbildung 6.8: Huygensfla¨che SH1 und Grenzfla¨che SH2 zur vollsta¨ndigen Hybridisierung der FDTD
mit der TD-UTD.
6.3. Volle Hybridisierung beider Methoden 95
Abbildung 6.9: Blockschaltbild der Hybridmethode aus FDTD und TD-UTD. Zur Vereinfachung der
Darstellung wird davon ausgegangen, dass die zur Anwendung der total-field/scattered-
field-Formulierung notwendigen Feldsta¨rken (H(t = (nf + 1)4t) und E(t = (nf +
1)4t) + 124t) zum Zeitpunkt t = (nf + 12)4t berechnet und fu¨r eine spa¨tere Verwen-
dung zwischengespeichert werden.
KAPITEL 7
Hybridmethode aus TD-MoM und FDTD
In diesem Kapitel wird eine Hybridmethode vorgestellt, die durch eine Verknu¨pfung der TD-MoM
mit der FDTD entsteht. Bei der Anwendung dieser Hybridmethode werden du¨nne Drahtanten-
nen mit der TD-MoM modelliert und relativ kleine Ko¨rper, die nahezu beliebig strukturiert sein
ko¨nnen1, werden mit der FDTD modelliert.
Bei der Anwendung dieser Hybridmethode, deren schematisches Konzept in Abbildung 7.1 dar-
gestellt ist, ko¨nnen die MoM-Antennen außerhalb oder innerhalb des FDTD-Volumens positioniert
werden. Fu¨r den ersten Fall wird die Verkopplung zwischen den MoM-Antennen und dem FDTD-
Volumen mittels Pfeil (1) und fu¨r den zweiten Fall mittels der Pfeile (2a) und (2b) verdeutlicht.
Durch eine Hybridisierung beider Methoden ist es also mo¨glich, im TD-MoM-Lo¨sungsalgorith-
mus inhomogene Ko¨rper zu beru¨cksichtigen, die mit der TD-MoM selber nicht oder nur sehr
eingeschra¨nkt behandelt werden ko¨nnen. Des Weiteren bietet diese Hybridmethode gegenu¨ber
einer reinen Modellierung aller Ko¨rper mittels der FDTD Vorteile bei der Diskretisierung du¨nner
Drahtantennen und deren Umgebung: so muss der Raum zwischen dem FDTD-Volumen und einer
MoM-Antenne nicht diskretisiert werden, falls die MoM-Antennen außerhalb des FDTD-Volumens
liegen. Deshalb ha¨ngt fu¨r einen solchen Fall der Rechenzeit- und Speicherbedarf der Hybridme-
thode weniger stark vom Abstand zwischen einer Drahtantenne und inhomogenen Ko¨rpern ab als
bei einer reinen FDTD-Modellierung. Liegen die MoM-Antennen innerhalb des FDTD-Volumens,
so mu¨ssen diese nicht konform zum FDTD-Gitter diskretisiert werden, wodurch sich eine ho¨here
Flexibilita¨t bei der Diskretisierung du¨nner Drahtantennen ergibt; diese Hybridmethode kann somit
als eine Art Untergitter fu¨r die FDTD verwendet werden.
1Wie fein die mit der FDTD modellierten Ko¨rper strukturiert sein ko¨nnen, ha¨ngt im Wesentlichen von dem
tolerierbaren Rechenzeit- und Speicherbedarf der FDTD ab.
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Abbildung 7.1: Schematische Darstellung des Konzeptes einer Hybridmethode aus FDTD und TD-
MoM.
Zusa¨tzlich erlaubt eine solche Hybridmethode eine flexiblere Modellierung von Spannungsquellen
auf du¨nnen Drahtantennen, da deren Modellierung mit der TD-MoM einfacher als eine Modellie-
rung mit der FDTD [103–106] ist.
Grundlage fu¨r die Hybridisierung der beiden Methoden ist die Darstellung des elektrischen
Feldes in einem Aufpunkt als U¨berlagerung von Feldern EradFDTD, die durch das FDTD-Volumen
abgestrahlt und/oder gestreut werden, mit Feldern Erad, die von den MoM-Antennen abgestrahlt
werden:
Egesamt(r, t) = EradFDTD(r, t) +E
rad(r, t). (7.1)
Eine solche Vorgehensweise findet sich z.B. auch in [107] zur Hybridisierung der FDTD mit der
TD-MoM und der Finiten Elemente Methode im Zeitbereich.
Im Folgenden wird davon ausgegangen, dass sich die simulierte Zeit zu
t = nf4t = nT (7.2)
ergibt. In Gl. 7.2 ist nf der Zeitschritt der FDTD, n ist der Zeitschritt der TD-MoM und 4t und
T sind die Gro¨ßen des Zeitschrittes der FDTD bzw. der TD-MoM. Die Gro¨ßen der Zeitschritte
T und 4t mu¨ssen also nicht u¨bereinstimmen.
Fu¨r eine Formulierung der Hybridmethode aus TD-MoM und FDTD ist eine Fallunterschei-
dung bezu¨glich der Lage der MoM-Antennen gema¨ß Abbildung 7.2 sinnvoll; in Abschnitt 7.1 wird
zuna¨chst der Fall behandelt, dass die MoM-Antennen außerhalb des FDTD-Volumens liegen, und
in Abschnitt 7.2 folgt dann der Fall, dass die MoM-Antennen innerhalb des FDTD-Volumens
liegen. Der allgemeine Fall, dass MoM-Antennen innerhalb und außerhalb des FDTD-Volumens
liegen, wird schließlich in Abschnitt 7.3 behandelt.
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Abbildung 7.2: Schematische Darstellung des Konzeptes einer Hybridmethode aus FDTD und TD-
MoM mit einer Fallunterscheidung bezu¨glich der Lage der MoM-Antennen und einer
schematischen Darstellung des Gitters der FDTD.
7.1 Mit der TD-MoM modellierte Antennen liegen außer-
halb des FDTD-Volumens
Betrachtet wird zuna¨chst der Fall, dass die MoM-Antennen außerhalb des FDTD-Volumens liegen;
in Abbildung 7.3 ist das schematische Konzept der Hybridmethode fu¨r diesen Fall dargestellt. Die
Abbildung 7.3: Schematische Darstellung des Konzeptes einer Hybridmethode aus FDTD und TD-
MoM fu¨r den Fall, dass eine MoM-Antenne außerhalb des FDTD-Volumens liegt.
Hybridisierung beider Methoden geschieht fu¨r diesen Fall weitgehend analog zu der in Kapitel 6
vorgestellten Hybridmethode aus FDTD und TD-UTD. Wiederum sind zwei Teilschritte no¨tig:
• Als Erstes mu¨ssen die vom FDTD-Volumen abgestrahlten Felder berechnet und im TD-
MoM-Lo¨sungsprozess als einfallendes Feld beru¨cksichtigt werden. Die Berechnung der ab-
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gestrahlten Felder erfolgt analog zu Abschnitt 6.1.1, und die Beru¨cksichtigung dieser Felder
im TD-MoM-Lo¨sungsalgorithmus entspricht weitgehend der in Abschnitt 4.2 vorgestellten
Vorgehensweise, nur das in diesem Fall statt der von den UTD-Ko¨rpern gestreuten Felder die
vom FDTD-Volumen abgestrahlten Felder im TD-MoM-Lo¨sungsalgorithmus beru¨cksichtigt
werden.
• Als Zweites muss das von den MoM-Antennen abgestrahlte Feld in das FDTD-Volumen
eingepra¨gt werden; die hierzu verwendete Vorgehensweise zum Einpra¨gen einfallender Wel-
len in das FDTD-Volumen wurde schon in Abschnitt 6.2 fu¨r die Hybridisierung der FDTD
mit der TD-UTD verwendet.
7.1.1 Beru¨cksichtigung der FDTD-Streufelder im TD-MoM-Lo¨sungs-
prozess
Die vom FDTD-Volumen abgestrahlten bzw. gestreuten FelderEradFDTD werden wiederum – analog
zu den an UTD-Ko¨rpern gestreuten Feldern (siehe Abschnitt 4.2) – im TD-MoM-Lo¨sungsprozess
beru¨cksichtigt, indem sie als einfallende Felder behandelt werden; gema¨ß Gl. 2.20 muss nun also
gelten: ∫
Sna
βna(r) ·
∂
∂t
Erad(r, t)da = −
∫
Sna
βna(r) ·
∂
∂t
EradFDTD(r, t)da. (7.3)
Die vom FDTD-Volumen abgestrahlten/gestreuten Felder EradFDTD ko¨nnen mittels des Huygens-
schen Prinzips berechnet werden (siehe Abschnitt 6.1.1), wobei eine Huygensfla¨che SH1 verwen-
det wird, die innerhalb der PML liegt (siehe Abbildung 7.4). Zur Berechnung der vom FDTD-
Volumen abgestrahlten Felder ko¨nnen die gleichen Algorithmen und dieselbe Huygensfla¨che SH1
verwendet werden, die auch fu¨r die Hybridisierung der FDTD mit der TD-UTD benutzt werden.
Das vom FDTD-Volumen abgestrahlte Feld ergibt sich gema¨ß Abschnitt 6.1 zu:
EradFDTD = −
∫
SH1
∇ 1
4piε
ρ(r ′, t− r
c
)
r
da′ − ∂
∂t
∫
SH1
µ
4pi
J(r ′, t− r
c
)
r
da′
−
∫
SH1
1
4pi
∇×M(r
′, t− r
c
)
r
da′, (7.4)
mit
J(r, t) = n×HFDTD(r, t), (7.5)
ρ(r, t) =
∫ t
−∞
∇ · J(r, t),
M (r, t) = −n×EFDTD(r, t) (7.6)
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Abbildung 7.4: Anwendung des Huygensschen Prinzips zur Berechnung der vom FDTD-Volumen ab-
gestrahlten Felder mit einer schematischen Darstellung der Ersatzstromdichten J und
M .
und
∇×M(r
′, t− r
c
)
r
=
r − r ′
r2
(
1
r
+
1
c
∂
∂t
)
×M(r ′, t− r
c
). (7.7)
EFDTD undHFDTD sind dabei die mittels der FDTD berechneten Feldsta¨rken auf der Huygens-
fla¨che SH1, und n ist der in Richtung PML zeigende Normalenvektor auf SH1; eine detaillierte
Darstellung der Berechnung von EradFDTD findet sich in Abschnitt 6.1.
7.1.2 Einpra¨gen der von den MoM-Antennen abgestrahlten Felder in
das FDTD-Volumen
Die von den MoM-Antennen abgestrahlten Felder werden wiederum mittels der total-
field/scattered-field -Formulierung (siehe Abschnitt 5.3) in das FDTD-Volumen eingepra¨gt. Dabei
wird dieselbe, innerhalb der PML und innerhalb der Huygensfla¨che SH1 liegende Grenzfla¨che
SH2 zwischen dem Gesamtfeld-Bereich und dem Streufeld-Bereich verwendet (siehe Abbildung
7.5), die bereits in Abschnitt 6.2 zum Einpra¨gen der von UTD-Ko¨rpern gestreuten Felder in das
FDTD-Volumen verwendet wurde. Die zur Modifikation der Bestimmungsgleichungen der FDTD
beno¨tigten elektrischen Feldsta¨rken in der Umgebung der Grenzfla¨che SH2 ko¨nnen mittels
Erad(r, t) =
Nq∑
nq=1
Nz∑
nz=1
[
1
4piε
∫
Anq
∫ ∞
0
Inq ,nzγnq(r
′)∇Tnz(t
′)
r
dtda′
− ∂
∂t
µ
4pi
∫
Anq
Inq ,nzβnq(r
′)Tnz(t′)
r
da′
]
(7.8)
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Abbildung 7.5: Verwendung der Huygensfla¨che SH1 und der Grenzfla¨che SH2 fu¨r die Berechnung
der vom FDTD-Volumen abgestrahlten Felder (SH1) und zum Einpra¨gen der von den
MoM-Antennen abgestrahlten Felder in das FDTD-Volumen (SH2).
berechnet werden. Dabei ist ∇Tnz (t′)
r
durch
∇Tnz(t
′)
r
= −r − r
′
r2
(
∂
∂t
Tnz(t′)
c
+
Tnz(t′)
r
)
(7.9)
gegeben und somit folgt:
Erad(r, t) = −
Nq∑
nq=1
Nz∑
nz=1
Inq ,nz
∫
Anq
[
r − r ′
4piεr2
γnq(r
′)
(Tnz(t′)
c
+
∫ ∞
0
Tnz(t′)
r
dt
)
+
∂
∂t
µ
4pi
∫
Anq
βnq(r
′)Tnz(t′)
r
]
da′. (7.10)
Die magnetischen Felder in der Umgebung der Grenzfla¨che SH2 ergeben sich in einer a¨hnlichen
Art und Weise durch Verwendung der korrespondierenden Greenschen Funktion:
Hrad(r, t) =
Nq∑
nq=1
Nz∑
nz=1
∇× 1
4pi
∫
Anq
Inq ,nzβnq(r
′)Tnz(t′)
r
dtda′
=
Nq∑
nq=1
Nz∑
nz=1
1
4pi
∫
Anq
Inq ,nz
(
∇Tnz(t
′)
r
)
× βnq(r ′)dtda′. (7.11)
Eine Abscha¨tzung des minimal beno¨tigten Abstandes zwischen einer Huygensfla¨che und den
MoM-Antennen findet sich weiter unten in Abschnitt 7.2.1. Dort wird offensichtlich, dass die zum
Einpra¨gen der von (außerhalb des FDTD-Volumens befindlichen) MoM-Antennen abgestrahlten
Felder in das FDTD-Volumen notwendige Berechnung der Feldkomponenten Erad und Hrad in
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der Umgebung der Grenzfla¨che SH2 normalerweise immer mo¨glich ist, da zwischen SH2 und den
MoM-Antennen immer die PML liegt und somit mehrere Gitterzellen der FDTD liegen. Es werden
deshalb fu¨r die Berechnung nur Stro¨me auf den MoM-Antennen beno¨tigt, die in der Zeitschleife
der TD-MoM bereits berechnet wurden.
7.2 Mit der TD-MoM modellierte Antennen liegen inner-
halb des FDTD-Volumens
Das Konzept einer Hybridisierung der TD-MoM mit der FDTD fu¨r den Fall, dass die MoM-
Antennen innerhalb des FDTD-Volumens liegen [41, 108], ist in Abbildung 7.6 dargestellt. Im
Folgenden gilt folgende Sprachregelung: Es wird davon ausgegangen, dass das FDTD-Volumen mit
einem homogenen MaterialM1 gefu¨llt ist, in das einzelne Ko¨rper, die so genannten FDTD-Ko¨rper,
eingefu¨gt werden. Der Raum zwischen diesen Ko¨rpern sei also weiterhin mit dem urspru¨nglichen
MaterialM1 gefu¨llt (siehe Abbildung 7.6). Fu¨r eine Hybridisierung sind wiederum zwei Teilschritte
Abbildung 7.6: Schematische Darstellung des Konzeptes einer Hybridmethode aus FDTD und TD-
MoM fu¨r den Fall, dass eine mit der TD-MoM modellierte Antenne innerhalb des
FDTD-Volumens liegt.
notwendig:
• Zum Einen mu¨ssen die von den MoM-Antennen abgestrahlten Felder in das FDTD-Volumen
eingepra¨gt werden, was wiederum durch die Anwendung der total-field/scattered-field -
Formulierung erreicht wird (siehe Abschnitt 7.2.1).
• Zum Anderen mu¨ssen die von den FDTD-Ko¨rpern abgestrahlten bzw. gestreuten Felder
in der TD-MoM-Lo¨sungsprozedur beru¨cksichtigt werden, was analog zu Abschnitt 7.1.1
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dadurch erreicht wird, dass die Streufelder EradFDTD der FDTD in der TD-MoM-Lo¨sungs-
prozedur als einfallendes Feld behandelt werden (siehe Abschnitt 7.2.2); im Gegensatz zum
oben geschilderten Fall werden die Feldsta¨rken EradFDTD am Ort der MoM-Antennen bereits
durch die Anwendung der total-field/scattered-field -Formulierung bereitgestellt und mu¨ssen
nicht mittels eines Oberfla¨chenintegrals berechnet werden.
7.2.1 Einpra¨gen der von den MoM-Antennen abgestrahlten Felder in
das FDTD-Volumen
Eine Mo¨glichkeit, die von den MoM-Antennen abgestrahlten Felder Erad in das FDTD-Volumen
einzupra¨gen, ist eine Unterteilung des FDTD-Volumens mittels der total-field/scattered-field -
Formulierung (siehe Abschnitt 5.3) in einen Bereich V1, in dem die Komponenten der FDTD das
Gesamtfeld beschreiben, und in einen Bereich V2, in dem die Komponenten der FDTD nur das
vom FDTD-Volumen abgestrahlte bzw. gestreute Feld EradFDTD beschreiben. Eine solche Unter-
teilung ist exemplarisch in Abbildung 7.7 dargestellt. Im Rahmen dieser Unterteilung beschreiben
die Unbekannten der FDTD-Formulierung am Ort der FDTD-Ko¨rper das Gesamtfeld Egesamt
und am Ort der MoM-Antennen das Streufeld EradFDTD; der Bereich V2 ist mit dem Material M1
gefu¨llt und wird von dem Bereich V1 durch die geschlossene Grenzfla¨che SH3 abgetrennt. Das
Feld im Bereich V2 wird im Rahmen der in Abschnitt 7.2.2 vorgestellten Vorgehensweise als An-
regung fu¨r die TD-MoM verwendet. Die Anwendung der total-field/scattered-field -Formulierung
Abbildung 7.7: Anwendung der total-field/scattered-field-Formulierung zum Einpra¨gen der von den
MoM-Antennen abgestrahlten Felder in das FDTD-Volumen.
zum Einpra¨gen einfallender Felder entspricht im Wesentlichen der in Abschnitt 6.2 und Abschnitt
7.1.2 vorgestellten Vorgehensweise2. Anzumerken ist, dass im Rahmen der Ausfu¨hrung des FDTD-
2Im Wesentlichen handelt es sich um Vorzeichena¨nderungen aufgrund der verschiedenen Lagen der einzelnen
Teilbereiche.
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Algorithmus der Streufeldbereich (in dem sich die MoM-Antennen befinden) mit dem homogenen
Material M1 gefu¨llt ist und die MoM-Antennen als nicht vorhanden betrachtet werden ko¨nnen,
da sie gema¨ß dem Huygensschen Prinzip durch Stro¨me auf der Grenzfla¨che SH3 ersetzt wer-
den ko¨nnen. Fu¨r eine Anwendung der total-field/scattered-field -Formulierung mu¨ssen die von
den MoM-Antennen abgestrahlten elektrischen und magnetischen Feldsta¨rken in der direkten
Umgebung der Grenzfla¨che SH3 mit Gl. 7.10 und Gl. 7.11 berechnet werden. Eine solche Unter-
teilung des FDTD-Volumens ist also nur dann mo¨glich, wenn die korrespondierenden Greenschen
Funktionen bekannt sind (in Gl. 7.10 und Gl. 7.11 werden die Greenschen Funktionen fu¨r einen
homogenen isotropen und verlustlosen Raum verwendet). Die Tatsache, dass das FDTD-Volumen
außerhalb des Streufeldbereiches nicht homogen sein muss, hat fu¨r die Anwendung von Gl. 7.10
und Gl. 7.11 keine Bedeutung, da es sich bei der total-field/scattered-field -Formulierung um eine
diskrete Anwendung des Huygensschen Prinzips handelt und folglich der Gesamtfeld-Bereich fu¨r
die Berechnung der von den MoM-Antennen abgestrahlten Felder mit dem Material M1 gefu¨llt
werden kann; fu¨r die sinngema¨ße Anwendung von Gl. 7.10 und Gl. 7.11 zum Einpra¨gen der von
innerhalb des FDTD-Volumens liegenden MoM-Antennen abgestrahlten Felder wird der Streufeld-
bereich also quasi ins Unendliche vergro¨ßert. Somit ko¨nnen wiederum die Greenschen Funktionen
fu¨r ein homogenes isotropes und verlustloses Gebiet (in diesem Fall gefu¨llt mit dem Material M1)
verwendet werden.
Um eine Abscha¨tzung des minimal mo¨glichen Abstandes dmin zwischen der Grenzfla¨che SH3
und den MoM-Antennen (siehe Abbildung 7.8) zu erhalten, wird im Folgenden der Zeitschritt nf ,
mit t0 = nf4t, des FDTD-Lo¨sungsalgorithmus betrachtet. Aufgrund der zeitlichen und o¨rtlichen
Abbildung 7.8: Ausschnitt aus Abbildung 7.7 zur Bestimmung des minimalen Abstandes zwischen
MoM-Antennen und der Grenzfla¨che SH3
Anordnung der zu berechnenden Feldkomponenten (die zu berechnenden elektrischen Felder liegen
außerhalb von SH3 und die magnetischen Feldsta¨rken auf SH3 mu¨ssen zum Zeitpunkt t0 +
1
2
4t
berechnet werden) kann fu¨r eine worst case-Abscha¨tzung die Berechenbarkeit von E(r, t0) bzw.
H(r, t0) auf der Grenzfla¨che SH3 zum Zeitpunkt t0 herangezogen werden; die Berechnung dieser
Felder mittels Gl. 7.10 und Gl. 7.11 ist dann mo¨glich, falls zum Zeitpunkt t0 alle beno¨tigten
Koeffizienten Inq ,nz bekannt sind. Fu¨r den Zeitpunkt t0 ergibt sich der Zeitschritt der TD-MoM
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zu dem ganzzahligen Ergebnis von
n =
t0
T
, (7.12)
und folglich sind zum Zeitpunkt t0 alle Koeffizienten von Inq ,nz fu¨r nz < n bereits berechnet. Fu¨r
die retardierte Zeit
t′ = t0 − |r − r
′|
c
(7.13)
muss folglich
t′ < nT (7.14)
gelten, damit alle beno¨tigten Koeffizienten Inq ,nz bekannt sind. In Gl. 7.13 sind r
′ Quellpunkte
auf der Oberfla¨che der MoM-Antenne, und r sind Aufpunkte in der Umgebung von SH3. Of-
fensichtlich ist der maximale Abstand zwischen nT und t0 kleiner als T . Zum Zeitpunkt t0 ist
folglich die Berechnung von Feldern auf SH3 mo¨glich, falls fu¨r den minimalen Abstand dmin gilt
dmin > Tc (7.15)
und somit, da fu¨r die retardierte Zeit t′ stets
t′ < t0 − dmin
c
< t0 − T < nT (7.16)
gilt, ebenfalls nz < n erfu¨llt ist; c ist dabei die Lichtgeschwindigkeit im Medium M1. Ist das
Courant-Kriterium erfu¨llt, so gilt:
4xc > 4t, (7.17)
4yc > 4t, (7.18)
und
4zc > 4t. (7.19)
Somit ist fu¨r den wichtigen Sonderfall 4t ≥ T , d.h. die Gro¨ße des Zeitschrittes der FDTD ist
gro¨ßer als die Gro¨ße des Zeitschrittes der TD-MoM, der minimal beno¨tigte Abstand dmin zwischen
den MoM-Antennen und der Grenzfla¨che SH3 kleiner als die Kantenla¨nge einer Gitterzelle der
FDTD.
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7.2.2 Beru¨cksichtigung der FDTD-Streufelder im TD-MoM-Lo¨sungs-
prozess
Auf der Oberfla¨che der MoM-Antennen muss wiederum
0 = EradFDTD(r, t) +E
rad(r, t)
∣∣
tan
(7.20)
gelten. Die vom FDTD-Volumen abgestrahlten und/oder gestreuten Felder ko¨nnen folglich in
der TD-MoM-Lo¨sungsprozedur beru¨cksichtigt werden, indem sie wie einfallende Felder behandelt
werden. Nach Anwendung einer Testprozedur gema¨ß Gl. 2.20 folgt wiederum:∫
Sna
βna(r) ·
∂
∂t
Erad(r, t)da = −
∫
Sna
βna(r) ·
∂
∂t
EradFDTD(r, t)da. (7.21)
Diese Vorgehensweise entspricht der bei der Beru¨cksichtigung der Auswirkung von UTD-Ko¨rpern
auf die Stromverteilung auf den MoM-Antennen (siehe Abschnitt 4.2) sowie der oben vorge-
stellten Vorgehensweise fu¨r MoM-Antennen außerhalb des FDTD-Volumens. Um das Streufeld
EradFDTD(r, t) zu berechnen, wird die bereits in Abschnitt 7.2.1 und weiter oben dargestellte Unter-
teilung des FDTD-Volumens mittels der total-field/scattered-field -Formulierung verwendet, durch
die nicht nur das von den MoM-Antennen abgestrahlte Feld in das FDTD-Volumen eingepra¨gt
wird, sondern gleichzeitig sichergestellt wird, dass im Streufeldbereich V2 (siehe Abbildung 7.8)
die Komponenten der FDTD nur die Streufelder EradFDTD beschreiben. Sind die MoM-Antennen
konform zum FDTD-Gitter diskretisiert, so ko¨nnen die Unbekannten der FDTD-Formulierung,
d.h. die Gitterfeldsta¨rken, direkt im TD-MoM-Lo¨sungsalgorithmus als einfallendes Feld verwendet
werden. Liegen die MoM-Antennen nicht konform zum Gitter der FDTD, so ko¨nnen die beno¨tig-
ten Werte mittels Interpolation gewonnen werden, was einer Projektion der Gitterfeldsta¨rken auf
Aufpunkte auf der Oberfla¨che der Antennen entspricht.
7.3 Mit der TD-MoM modellierte Antennen liegen inner-
halb und außerhalb des FDTD-Volumens
7.3.1 Berechnung der Verkopplung zwischen den MoM-Antennen und
dem FDTD-Volumen
Liegen MoM-Antennen außerhalb des FDTD-Volumens, so wird innerhalb der Grenzfla¨che SH2
eine Standard-FDTD verwendet. Damit ko¨nnen durch eine einfache Superposition der beiden oben
geschilderten Fa¨lle gleichzeitig MoM-Antennen innerhalb und außerhalb des FDTD-Volumens mo-
delliert werden. Dabei werden dann, wie in Abbildung 7.9 dargestellt, alle drei Fla¨chen SH1, SH2
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und SH3 verwendet. Der realisierte Algorithmus erkennt dabei automatisch anhand der Positionen
Abbildung 7.9: Darstellung aller beno¨tigten Fla¨chen bei der Hybridisierung der TD-MoM mit der
FDTD.
der MoM-Antennen, ob sich diese innerhalb oder außerhalb des FDTD-Volumens befinden. Bei
der Anwendung der total-field/scattered-field -Formulierung werden dann dementsprechend die
von den MoM-Antennen abgestrahlten Felder passend zu den FDTD-Feldsta¨rken addiert bzw.
subtrahiert. Das Blockschaltbild der Hybridmethode ist in Abbildung 7.10 dargestellt.
7.3.2 Berechnung der Feldsta¨rken außerhalb des FDTD-Volumens
Werden Aufpunkte r außerhalb des FDTD-Volumens betrachtet, so ergibt sich das Feld in diesen
Punkten durch eine Superposition der von den MoM-Antennen abgestrahlten Felder Erad und
den vom FDTD-Volumen abgestrahlten Felder EradFDTD:
E(r, t) = EradMoM(r, t) +E
rad
FDTD(r, t). (7.22)
Die von innerhalb des FDTD-Volumens liegenden Antennen abgestrahlten Felder werden mit-
tels der total-field/scattered-field -Formulierung in das FDTD-Volumen eingepra¨gt und somit im-
plizit in den vom FDTD-Volumen abgestrahlten Feldern beru¨cksichtigt. Die FDTD-Ko¨rper werden
durch Stro¨me auf der Huygensfla¨che SH1 ersetzt, und fu¨r die Berechnung der Felder in einem Auf-
punkt r ergibt sich die in Abbildung 7.11 dargestellte Ersatzanordnung. Die vom FDTD-Volumen
abgestrahlten bzw. gestreuten Felder EradFDTD werden unter Verwendung der a¨quivalenten Stro¨me
auf SH1 berechnet, und dabei, ebenso wie bei der Berechnung der von den MoM-Antennen
abgestrahlten Felder, ko¨nnen die korrespondierenden Greenschen Funktionen des freien Raumes
verwendet werden. Die Berechnung der Felder außerhalb des FDTD-Volumens reduziert sich folg-
lich auf der Berechnung der von elektrischen und magnetischen Stro¨men im sonst freien Raum
108 Kapitel 7. Hybridmethode aus TD-MoM und FDTD
abgestrahlten Felder.
Abbildung 7.10: Blockschaltbild der Hybridmethode aus TD-MoM und FDTD. Zur Vereinfachung
der Darstellung wird davon ausgegangen, dass die zur Anwendung der total-
field/scattered-field-Formulierung notwendigen Feldsta¨rken H(t = (nf + 1)4t) und
E(t = (nf + 1)4t) + 124t) zum Zeitpunkt t = (nf + 12)4t berechnet und fu¨r eine
spa¨tere Verwendung zwischengespeichert werden.
7.4 Numerische Ergebnisse
7.4.1 Dipol vor einer elektrisch ideal leitfa¨higen Wand
Fu¨r eine U¨berpru¨fung der Hybridmethode aus FDTD und TD-MoM wird zuna¨chst der Quell-
strom des in Abbildung 7.13 und Abbildung 7.12 dargestellten Dipols vor einer ideal leitfa¨higen
Platte betrachtet. Die Referenzlo¨sung wird mit Hilfe der TD-MoM+TD-UTD-Hybridmethode
berechnet, wodurch eine gegenseitige U¨berpru¨fung beider Hybridmethoden mo¨glich ist. Da die
Platte relativ groß und der Abstand zwischen dem Dipol und der Platte verha¨ltnisma¨ßig gering
ist, wird bei der Berechnung des Quellstromes mittels der TD-MoM+TD-UTD-Hybridmethode
auf eine Beru¨cksichtigung der Beugung an den Kanten verzichtet. Die simulierte Geometrie ent-
spricht somit im Wesentlichen der in Abschnitt 4.4 vorgestellten Geometrie, anhand derer die
Hybridmethode aus TD-MoM und TD-UTD u¨berpru¨ft wurde.
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Abbildung 7.11: Ersatzanordnung zur Berechnung der Felder außerhalb des FDTD-Volumens.
Das FDTD-Volumen wird mit 4x = 4y = 4z = 0, 02 m diskretisiert und der Dipol wird in
Abbildung 7.12: In ex-Richtung orientierter Dipol vor einer ideal leitfa¨higen Platte (Schnitt durch den
Dipol).
20 Segmente unterteilt, wodurch sich eine Segmentla¨nge von 4L = 0, 01 m ergibt. Der Radius
der Antenne betra¨gt r0 = 0, 001 m, und es wird 4t = T = 7, 4125 · 10−12 sec verwendet. Das
Spektrum der mittig an den Dipol angelegten Speisespannung ist in Abbildung 7.14 dargestellt.
Offenbar entha¨lt das Spektrum dieser Spannung Frequenzen, fu¨r die die gewa¨hlte Diskretisierung
der FDTD sehr grob ist; z.B. betra¨gt fu¨r eine Frequenz von f = 2 GHz das Verha¨ltnis λ4x = 7, 5.
In Abbildung 7.15 wird das Ergebnis fu¨r den Quellstrom auf dem Dipol dargestellt. Offensichtlich
stimmen die Ergebnisse, die mit den beiden Hybridmethoden berechnet wurden, sehr gut u¨berein.
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Abbildung 7.13: In ex-Richtung orientierter Dipol vor einer ideal leitfa¨higen Platte (Draufsicht).
Abbildung 7.14: Normierter Betrag des Spektrum U(f) der angelegten Speisespannung.
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Abbildung 7.15: Quellstrom des Dipols vor einer elektrisch ideal leitfa¨higen Platte, berechnet mit der
TD-MoM-UTD-Hybridmethode und der TD-MoM-FDTD-Hybridmethode.
Die gewa¨hlte Gro¨ße des Zeitschrittes 4t ist deutlich kleiner als die durch das Courant-Kriterium
gegebene (4tc = 3, 85167 · 10−11 sec), wodurch sich fu¨r den FDTD-Teil der Hybridmethode
ein unno¨tig großer Rechenzeitbedarf ergibt. Um unterschiedliche Gro¨ßen des Zeitschrittes zu
ermo¨glichen und damit Rechenzeit zu sparen, ist der realisierte Algorithmus so ausgelegt, dass
fu¨r die FDTD eine Gro¨ße des Zeitschrittes verwendet werden kann, die ein ganzzahliges Vielfaches
der Gro¨ße des Zeitschrittes der TD-MoM entspricht. In Abbildung 7.16 ist der Quellstrom fu¨r
den Fall dargestellt, dass 4t = 14T = 1, 8531 · 10−12 sec verwendet wird. Offensichtlich ist die
Abweichung zu den in Abbildung 7.15 dargestellten Rechenergebnissen minimal. Da die Felder
im FDTD-Volumen nur jeden vierten Zeitschritt berechnet werden, sinkt der Rechenzeitbedarf
fu¨r den FDTD-Teil der Hybridmethode um den Faktor 4. Da im vorgestellten Beispiel der Re-
chenzeitbedarf des FDTD-Teils deutlich gro¨ßer ist als der des TD-MoM-Teils, verringert sich
auch die gesamte Berechnungsdauer bei Verwendung der Hybridmethode fu¨r dieses Beispiel etwa
um den Faktor 4. Anzumerken ist, dass die Gro¨ße des Zeitschrittes der TD-MoM aufgrund der
Du¨nndrahtna¨herung (siehe Abschnitt 2.1) ausreichend klein gewa¨hlt werden muss; dies gilt nicht,
wenn die TD-MoM auf fla¨chenfo¨rmige Antennen angewendet wird. Dann kann es sinnvoll sein,
die Gro¨ße des Zeitschrittes der TD-MoM gro¨ßer als die der FDTD zu wa¨hlen, was im Rahmen
der hier vorgestellten Hybridmethode ebenfalls mo¨glich ist.
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Abbildung 7.16: Quellstrom des Dipols vor einer elektrisch ideal leitfa¨higen Platte, berechnet mit
der TD-MoM-UTD-Hybridmethode und der TD-MoM-FDTD-Hybridmethode unter
Verwendung verschiedener Gro¨ßen des Zeitschrittes (4t = 1, 8531 · 10−12 sec und
T = 7, 4125 · 10−12 sec). Bei der TD-MoM+TD-UTD-Hybridmethode werden nur
reflektierte und keine gebeugten Strahlen beru¨cksichtigt.
Abbildung 7.17: Quellstrom des Dipols vor einer elektrisch ideal leitfa¨higen Platte, berechnet mit
der TD-MoM-UTD-Hybridmethode und der TD-MoM-FDTD-Hybridmethode fu¨r ver-
schiedene Absta¨nde zwischen Platte und Antenne. Bei der TD-MoM+TD-UTD-
Hybridmethode werden nur reflektierte und keine gebeugten Strahlen beru¨cksichtigt.
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Um die Auswirkung des Abstandes zwischen Platte und Antenne auf die Stromverteilung
abscha¨tzen zu ko¨nnen, ist in Abbildung 7.17 der Quellstrom fu¨r verschiedene Absta¨nde zwischen
Platte und Dipol dargestellt. Offensichtlich entspricht die Anordnung der von 2 eng benachbarten
Dipolantennen. Der Einfluss des Abstandes ist folglich sehr groß und wird von beiden Hybridme-
thoden mit einer sehr guten U¨bereinstimmung erfasst. Da bei der Anwendung der TD-MoM+TD-
UTD-Hybridmethode keine Diskretisierung der Platte no¨tig ist, ist der Rechenzeit und Speicher-
bedarf dieser Methode fu¨r das vorgestellte Beispiel deutlich geringer als bei der Verwendung der
FDTD-TD-MoM-Hybridmethode: Auf einem handelsu¨blichen PC (AMD AthlonTM XP 2500+ un-
ter Windows 2000) dauert die Berechnung mittels der TD-MoM+TD-UTD-Hybridmethode ca.
2 Minuten, und der Speicherbedarf betra¨gt ca. 16 MB; bei einer Berechnung mittels der FDTD-
TD-MoM-Hybridmethode ergibt sich eine Rechenzeit von ca. 40 Minuten und ein Speicherbedarf
von ca. 300 MB. Anzumerken ist, dass die UTD-Ko¨rper allerdings sehr einfach strukturiert sein
mu¨ssen (im Rahmen dieser Arbeit werden nur Platten behandelt) und dass bei der Berechnung
auf die Beru¨cksichtigung der Beugung verzichtet wurde. Die Berechnungsdauer der FDTD-TD-
MoM-Hybridmethode verla¨ngert sich nicht, falls sich zwischen Antenne und Platte (dielektrische)
Ko¨rper befinden; solche Geometrien sind mit der TD-MoM+TD-UTD-Hybridmethode nicht mo-
dellierbar.
Abschließend la¨sst sich feststellen, dass die beiden Hybridmethoden zu einem großen Teil
kontra¨re Vor- und Nachteile besitzen: Die FDTD+MoM-Hybridmethode ist nicht gut geeignet,
um Geometrien zu modellieren, die sehr große Streuko¨rper beinhalten. Die TD-MoM-TD+UTD-
Hybridmethode ist andererseits sehr gut fu¨r solche Geometrien geeignet, allerdings ist sie nicht
fu¨r Problemstellungen geeignet, die dielektrische Ko¨rper beinhalten; es liegt deshalb nahe, alle
drei Methoden zu einer Hybridmethode zu kombinieren; eine solche Hybridmethode aus FDTD,
TD-MoM und TD-UTD wird in Kapitel 8 vorgestellt.
7.4.2 Dipol in einer zylindrischen Schichtstruktur
Als weiteres Beispiel dient ein in ez-Richtung orientierter 0, 2 m langer Dipol innerhalb ei-
ner zylindrischen 2-Schichtstruktur (siehe Abbildung 7.18 und Abbildung 7.19). Das FDTD-
Volumen ist 0, 4 m× 0, 4 m× 2 m groß, und als Gro¨ße der Diskretisierung fu¨r die FDTD wurde
4x = 4y = 0, 005 m und 4z = 0, 02 m gewa¨hlt. Der Dipol wird in 20 Segmente diskretisiert,
und die Gro¨ße des Zeitschrittes betra¨gt 4t = T = 7, 41254 · 10−12 sec. Die Referenzlo¨sung wird
mit Hilfe eines auf der Frequenzbereichs-Momentenmethode basierenden Programms bestimmt,
welches die Greensche Funktion einer in ez-Richtung unendlich ausgedehnten und rotationssym-
metrischen Schichtstruktur verwendet (eigener Code; siehe Anhang A). In Abbildung 7.20 werden
die mit den beiden Methoden berechneten Betra¨ge der Eingangsimpedanz verglichen. Zusa¨tzlich
ist in Abbildung 7.20 das mit CST Microwave Studio® berechnete Ergebnis dargestellt.
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Abbildung 7.18: Dipol in einer zylindrischen Schichtstruktur (Schnitt bei z = 1 m). Die Grenzfla¨che
zwischen den beiden Medien ist entsprechend der kartesischen Diskretisierung der
FDTD dargestellt.
Abbildung 7.19: Dipol in zylindrischer Schichtstruktur (Schnitt bei x = 0).
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Um eine qualitative Aussage u¨ber die Gro¨ße des Einflusses der Schicht mit εr = 10 auf die Ein-
Abbildung 7.20: Betrag der Eingangsimpedanz des Dipols in zylindrischer Schichtstruktur. Verglichen
wird das mit der TD-MoM+FDTD-Hybridmethode berechnete Ergebnis mit der Ein-
gangsimpedanz, die mit einer FD-MoM (unter Verwendung der korrespondierenden
Greenschen Funktion fu¨r einen elektrischen Strom in einer unendlich ausgedehnten
Schichtstruktur) berechnet wurde. Zusa¨tzlich zum Vergleich: der mit CST Micro-
wave Studio® berechnete Betrag der Eingangsimpedanz.
gangsimpedanz treffen zu ko¨nnen, wird in Abbildung 7.21 der Betrag der Eingangsimpedanz des
Dipols in der Schichtstruktur mit der Eingangsimpedanz des gleichen Dipols in einer homogenen
Umgebung (εr = 3) verglichen. Es wird deutlich, dass der Einfluss der a¨ußeren Schicht (εr = 10)
– also des Bereiches, der mit der FDTD modelliert wird – sehr gut von der Hybridmethode erfasst
wird.
7.4.3 Dipol außerhalb eines mit Luft gefu¨llten FDTD-Volumens
Betrachtet wird nun ein luftgefu¨lltes FDTD-Volumen gema¨ß Abbildung 7.22. Außerhalb des
FDTD-Volumens liegt ein mittig gespeister und mit der TD-MoM modellierter Dipol mit
dem Mittelpunkt r0 = (0, 5ex + 0, 5ey − 0, 2ez) m. Das FDTD-Volumen ist diskretisiert mit
4x = 4y = 4z = 0, 02 m, die Gro¨ße des Zeitschrittes der FDTD betra¨gt4t = 2.965·10−11 sec,
und die Gro¨ße des Zeitschrittes der TD-MoM betra¨gt T = 7.4125·10−12 sec. Um den Algorithmus
zum Einpra¨gen der von Quellen außerhalb des FDTD-Volumens abgestrahlten Felder (in diesem
Fall von der MoM-Antenne) zu testen, wird die x-Komponente des elektrischen Feldes im Punkt
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Abbildung 7.21: Betrag der Eingangsimpedanz des Dipols in der zylindrischen Schichtstruktur im Ver-
gleich zur Eingangsimpedanz des gleichen Dipols in einer homogenen Umgebung.
Abbildung 7.22: Mittig gespeister Dipol außerhalb eines luftgefu¨llten FDTD-Volumens (Schnitt bei
y = 0.5 m).
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r = (0, 71ex+0, 42ey +0, 48ez) m betrachtet. In Abbildung 7.23 sind die Ergebnisse berechnet
mit der TD-MoM fu¨r den freien Raum und mit der TD-MoM-FDTD-Hybridmethode dargestellt.
Offensichtlich ist die U¨bereinstimmung sehr gut. Da der Zeitschritt der FDTD viermal so groß ist
wie der Zeitschritt der TD-MoM, ist die x-Komponente des elektrischen Feldes im FDTD-Gitter
jeweils fu¨r 4 Zeitschritte konstant.
Abbildung 7.23: x-Komponente des elektrischen Feldes im Punkt r = (0, 71ex+0, 42ey+0, 48ez) m,
berechnet mit der TD-MoM (freier Raum) und mit der Hybridmethode aus FDTD
und TD-MoM.
KAPITEL 8
Neuartige Hybridmethode aus TD-MoM, TD-UTD und FDTD
In diesem Kapitel wird eine neuartige Hybridmethode [109] vorgestellt, die durch eine Verknu¨pfung
aller drei im Rahmen dieser Arbeit verwendeten numerischen Verfahren entsteht. Bei der An-
wendung dieser Hybridmethode werden du¨nne Drahtantennen mit der TD-MoM (siehe Kapitel
2), elektrisch große, aber einfach strukturierte Streuko¨rper mit der TD-UTD (siehe Kapitel 3)
und inhomogene Ko¨rper werden mit der FDTD (siehe Kapitel 5) behandelt. Die MoM-Antennen
ko¨nnen bei der Anwendung dieser Hybridmethode wiederum innerhalb oder außerhalb des FDTD-
Volumens liegen.
Das schematische Konzept dieser Hybridmethode ist in Abbildung 8.1 dargestellt. Die Hy-
bridisierung aller 3 Methoden erfolgt durch die Anwendung des Superpositionsprinzips und die
Verwendung der drei in Kapitel 4, 6 und 7 vorgestellten Hybridmethoden, wodurch die Vorteile
der drei Hybridmethoden kombiniert werden. Zur Verdeutlichung wird in Abschnitt 8.1 zuna¨chst
geschildert, wie das elektrische Feld in einem Aufpunkt r außerhalb des FDTD-Volumens berech-
net werden kann. In Abschnitt 8.2 wird dann dargestellt, wie durch eine Verwendung des Feldes
in einem Aufpunkt r eine volle Verkopplung aller drei Methoden erreicht wird.
Fu¨r eine volle Hybridisierung aller drei Methoden mu¨ssen folgende Verkopplungen zwischen den
mit den verschiedenen Methoden modellierten Ko¨rpern beru¨cksichtigt werden:
• Der Einfluss der UTD-Ko¨rper auf die von den MoM-Antennen abgestrahlten Felder und –
falls Wellen zu den MoM-Antennen zuru¨ckgestreut werden – die Ru¨ckwirkung der UTD-
Ko¨rper auf die Stromverteilung auf den MoM-Antennen; diese Verkopplung ist in Abbildung
8.1 mittels Pfeil (1) verdeutlicht und wird analog zu Kapitel 4 behandelt.
• Pfeil (2) verdeutlicht den Einfluss der UTD-Ko¨rper auf die von den FDTD-Ko¨rpern ab-
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Abbildung 8.1: Schematische Darstellung des Konzeptes einer Hybridmethode aus TD-MoM, TD-UTD
und FDTD.
gestrahlten Felder und – falls Wellen zu den FDTD-Ko¨rpern zuru¨ckgestreut werden – die
Ru¨ckwirkung der UTD-Ko¨rper auf die Feldverteilung im FDTD-Volumen. Diese Verkopp-
lung wird wie in Kapitel 6 beschrieben behandelt.
• Der Einfluss der mit der FDTD modellierten Ko¨rper auf die Stromverteilung auf den MoM-
Antennen und der Einfluss der von diesen Stro¨men abgestrahlten Felder auf die Feldvertei-
lung im FDTD-Volumen; diese Verkopplung zwischen den FDTD-Ko¨rpern und den MoM-
Antennen wird mittels Pfeil (3) und durch die Pfeile (4a) und (4b) verdeutlicht und analog
zu Kapitel 7 behandelt.
• Zusa¨tzlich muss es jedoch auch mo¨glich sein, bei der Berechnung der Verkopplung zwischen
den FDTD-Ko¨rpern und den MoM-Antennen den Einfluss der UTD-Ko¨rper zu beru¨cksichti-
gen. Diese zusa¨tzliche Verkopplung zwischen den MoM-Antennen und den FDTD-Ko¨rpern
ist in Abbildung 8.1 durch den Pfeil (3b) dargestellt und muss nur fu¨r MoM-Antennen
beru¨cksichtigt werden, die außerhalb des FDTD-Volumens liegen.
8.1 Berechnung der Felder in einem Aufpunkt r
Bei Anwendung der FDTD-MoM-Hybridmethode (siehe Kapitel 7) ergibt sich die in Abbildung
7.11 dargestellte Ersatzanordnung zur Berechnung der Felder außerhalb des FDTD-Volumens.
Wie in Abschnitt 7.3.2 gezeigt wurde, reduziert sich also die Berechnung der Felder in einem
Aufpunkt außerhalb des FDTD-Volumens auf die Berechnung der Abstrahlung von elektrischen
Stro¨men auf der Oberfla¨che der außerhalb des FDTD-Volumens liegenden MoM-Antennen und
auf die Berechnung der Abstrahlung von elektrischen und magnetischen Stromdichten auf der
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Huygensfla¨che SH1. Unter Verwendung dieser Ersatzanordnung wird nun gezeigt, wie bei der
Berechnung der Felder in einem Aufpunkt r auch die Auswirkungen der UTD-Ko¨rper beru¨cksich-
tigt werden ko¨nnen.
Das Feld im Aufpunkt r wird zuna¨chst gema¨ß Gl. 7.22 durch eine Superposition der vom
FDTD-Volumen abgestrahlten bzw. gestreuten Felder EradFDTD,Freiraum und der von außerhalb des
FDTD-Volumens liegenden MoM-Antennen abgestrahlten Feldern EradMoM,Freiraum dargestellt:
EFreiraum(r, t) = E
rad
MoM,Freiraum(r, t) +E
rad
FDTD,Freiraum(r, t). (8.1)
In Gl. 8.1 sind noch nicht die Auswirkungen der UTD-Ko¨rper auf die abgestrahlten Felder beru¨ck-
sichtigt, und der Index Freiraum deutet an, dass fu¨r die Berechnung der abgestrahlten Felder folg-
lich die Greenschen Funktionen des freien Raums verwendet werden. Sollen nun die Auswirkungen
Abbildung 8.2: Ersatzanordnung zur Berechnung der Felder außerhalb des FDTD-Volumens.
der UTD-Ko¨rper auf die abgestrahlten Felder beru¨cksichtigt werden, so kann zuna¨chst davon aus-
gegangen werden, dass die Stro¨me auf den MoM-Antennen bzw. die Ersatzquellen auf der Huy-
gensfla¨che SH1 bekannt sind. Es ergibt sich die in Abbildung 8.2 dargestellte Ersatzanordnung
zur Berechnung der Felder, die aus der in Abschnitt 7.3.2 dargestellten Ersatzanordnung durch
Hinzufu¨gen der UTD-Ko¨rper entsteht. Durch Ausnutzen des Superpositionsprinzips ko¨nnen dann
die Auswirkungen der UTD-Ko¨rper auf die von den MoM-Antennen und vom FDTD-Volumen
abgestrahlten Felder getrennt voneinander beru¨cksichtigt werden.
Zur Berechnung der von den außerhalb des FDTD-Volumens liegenden MoM-Antennen abge-
strahlten Felder kann exakt so vorgegangen werden, wie in Abschnitt 4.1 geschildert wird. Unter
Beru¨cksichtigung der Auswirkungen der UTD-Ko¨rper ergibt sich das Feld EradMoM(r, t) am Ort r
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gema¨ß Gl. 4.5 zu
EradMoM(r, t) =
Nq∑
nq=1
ELOS,nq(r, t)Ui(nq, r) +ER,nq(r, t)UR(nq, r) +ED,nq(r, t), (8.2)
wobei ER,nq(r, t) an UTD-Ko¨rpern reflektierte und ED,nq(r, t) an UTD-Ko¨rpern gebeugte Feld-
beitra¨ge sind.
Das vom FDTD-Volumen abgestrahlte Feld EradFDTD(r, t0 = nf4t) ergibt sich unter Beru¨ck-
sichtigung der Auswirkungen der UTD-Ko¨rper gema¨ß Gl. 6.24 zu
EradFDTD(r, nf4t) = EradFDTD,LOS(r, nf4t) +
Nχ∑
nχ=0
E
nf
r,χ,RUR(nχ, r) +E
nf
r,χ,DUD(nχ, r). (8.3)
In Gl. 8.3 sind Er,χ,R bzw. Er,χ,D Feldbeitra¨ge, die vom FDTD-Volumen abgestrahlt werden
und nach einer Reflexion bzw. einer Beugung an UTD-Ko¨rpern den Aufpunkt erreichen. Wie in
Abschnitt 6.1.1 dargestellt wurde, werden die vom FDTD-Volumen abgestrahlten Felder nur zu
den diskreten Zeitpunkten nf4t berechnet. Werden Felder zu anderen Zeitpunkten beno¨tigt, so
werden diese durch eine einfache lineare Interpolation bestimmt.
Das Gesamtfeld im Aufpunkt r wird dann wiederum durch Superposition bestimmt:
E(r, t) = EradMoM(r, t) +E
rad
FDTD(r, t). (8.4)
Das Feld im Aufpunkt r ergibt sich also durch die U¨berlagerung der direkten Feldbeitra¨ge,
die bereits in der FDTD-TD-MoM-Hybridmethode beru¨cksichtigt werden, mit den an den UTD-
Ko¨rpern gestreuten Feldbeitra¨gen. Eine solche U¨berlagerung ist exemplarisch in Abbildung 8.3
dargestellt, wobei zur Vereinfachung der Darstellung fu¨r die Konstruktion der Strahlen, die das
vom FDTD-Volumen abgestrahlte Feld beschreiben, ein a¨quivalenter Quellpunkt im Mittelpunkt
des FDTD-Volumens verwendet wird (eine Beschreibung der Konstruktion der gebeugten und
reflektierten Strahlen findet sich in Abschnitt 6.1.2).
8.2 Berechnung der Verkopplung zwischen den FDTD-
Ko¨rpern und den MoM-Antennen unter Beru¨cksich-
tigung der UTD-Ko¨rper
Wie oben dargestellt wurde, muss, um eine volle Hybrisierung aller drei Methoden zu erreichen,
der Einfluss der UTD-Ko¨rper auf die Verkopplung zwischen den FDTD-Ko¨rpern und den MoM-
Antennen beru¨cksichtigt werden. Die Berechnung der Verkopplung zwischen den FDTD-Ko¨rpern
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Abbildung 8.3: Darstellung des elektrischen Feldes im Aufpunkt r als U¨berlagerung von direkten Fel-
dern mit den an den UTD-Ko¨rpern gestreuten Feldern. Zur Vereinfachung der Dar-
stellung wird fu¨r die Konstruktion der vom FDTD-Volumen abgestrahlten Strahlen ein
a¨quivalenter Quellpunkt im Zentrum des FDTD-Volumens verwendet.
und den MoM-Antennen unter Beru¨cksichtigung der UTD-Ko¨rper erfolgt, ausgehend von der
FDTD-TD-MoM-Hybridmethode, in zwei Teilschritten:
• In Gl. 7.3 wird EradFDTD,Freiraum durch E
rad
FDTD gema¨ß Gl. 8.3 ersetzt. Dadurch wird beru¨ck-
sichtigt, dass die vom FDTD-Volumen abgestrahlten Wellen, bevor sie die MoM-Antennen
erreichen und dort Stro¨me induzieren, an UTD-Ko¨rpern gestreut werden ko¨nnen.
• In der total-field/scattered-field-Formulierung (Grenzfla¨che SH2), durch die solche Felder in
das FDTD-Volumen eingepra¨gt werden, die von außerhalb des FDTD-Volumens liegenden
MoM-Antennen abgestrahlt werden, wird Gl. 7.10 durch Gl. 8.2 ersetzt. D.h. an Stelle
von HradMoM,Freiraum und E
rad
MoM,Freiraum werden H
rad
MoM und E
rad
MoM verwendet, bei deren
Berechnung die Auswirkungen der UTD-Ko¨rper beru¨cksichtigt werden.HradMoM kann, da es
sich bei geometrisch optischen Feldern lokal um homogene ebene Wellen handelt, mittels
HradMoM =
1
Zf
n×EradMoM (8.5)
berechnet werden.
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8.3 Volle Hybridisierung aller drei Methoden und sinnvolle
Vereinfachungen
Ein volle Hybridisierung aller drei Methoden wird dadurch erreicht, dass bei der Berechnung der
Felder in den Aufpunkten gema¨ß Abschnitt 8.1 und bei der Berechnung der Verkopplung zwi-
schen den FDTD-Ko¨rpern und den MoM-Antennen gema¨ß Abschnitt 8.2 vorgegangen wird. In
Abbildung 8.4 sind die drei dafu¨r notwendigen Fla¨chen SH1, SH2 und SH3 dargestellt. SH1 wird
zum Berechnen der vom FDTD-Volumen abgestrahlten Felder verwendet. Unter Verwendung von
SH2 werden die Felder in das FDTD-Volumen eingepra¨gt, die von außerhalb des FDTD-Volumens
liegenden MoM-Antennen abgestrahlt werden (sowohl direkte Felder als auch an UTD-Ko¨rpern
gestreute Felder). Zusa¨tzlich werden unter Verwendung von SH2 vom FDTD-Volumen abge-
strahlte und von UTD-Ko¨rpern zuru¨ckgestreute Felder in das FDTD-Volumen eingepra¨gt. SH3
wird zum Einpra¨gen der von innerhalb des FDTD-Volumens liegenden MoM-Antennen abge-
strahlten Felder in das FDTD-Volumen verwendet. Das Blockschaltbild der Hybridmethode ist
Abbildung 8.4: Darstellung aller notwendigen Fla¨chen SH1, SH2 und SH3 im FDTD-Volumen zur
Hybridisierung aller drei Methoden.
in Abbildung 8.5 dargestellt.
Wird das von den UTD-Ko¨rpern gestreute Feld mittels der total-field/scattered-field -
Formulierung (Grenzfla¨che SH2) in das FDTD-Volumen eingepra¨gt, so mu¨ssen fu¨r jede zu modi-
fizierende Feldkomponente (siehe Abschnitt 5.3) die durch die UTD-Ko¨rper gestreuten Feldbei-
tra¨ge berechnet werden, was in der Regel die Konstruktion von sehr vielen Strahlen verlangt. Die
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Abbildung 8.5: Blockschaltbild der Hybridmethode aus TD-MoM, TD-UTD und FDTD. Zur Verein-
fachung der Darstellung wird davon ausgegangen, dass die zur Anwendung der total-
field/scattered-field-Formulierung notwendigen Feldsta¨rken H(t = (nf + 1)4t) und
E(t = (nf + 32)4t) zum Zeitpunkt t = (nf + 12)4t berechnet und fu¨r eine spa¨tere
Verwendung zwischengespeichert werden.
Beru¨cksichtigung der Auswirkungen der UTD-Ko¨rper auf die Feldverteilung im FDTD-Volumen
ist deshalb ha¨ufig sehr aufwa¨ndig, was insbesondere dann gilt, wenn gebeugte Felder beru¨ck-
sichtigt werden sollen; dies gilt sinngema¨ß ebenfalls fu¨r die Ru¨ckwirkung der UTD-Ko¨rper auf
die Stro¨me auf den MoM-Antennen. Sind die Absta¨nde zwischen den MoM-Antennen und den
UTD-Ko¨rpern bzw. zwischen dem FDTD-Volumen und den UTD-Ko¨rpern groß, so sind diese Aus-
wirkungen der UTD-Ko¨rper sehr gering, und es ist oft sinnvoll, sie zu vernachla¨ssigen. A¨hnlich
verha¨lt es sich mit der Verkopplung von außerhalb des FDTD-Volumens liegenden Antennen mit
dem FDTD-Volumen, und diese kann ebenfalls oft vernachla¨ssigt werden. In Abbildung 8.6 ist das
sich dann ergebende schematische Konzept der Hybridmethode dargestellt: Pfeil (1) verdeutlicht
die Auswirkungen der UTD-Ko¨rper auf die von den MoM-Antennen abgestrahlten Felder, Pfeil
(2) die Auswirkungen der UTD-Ko¨rper auf die von den FDTD-Ko¨rpern abgestrahlten Felder, und
die Pfeile (3a) und (3b) deuten die Verkopplung zwischen den innerhalb des FDTD-Volumens
liegenden MoM-Antennen und den FDTD-Ko¨rpern an. Das Blockschaltbild der vereinfachten
Hybridmethode ist in Abbildung 8.7 dargestellt.
Eine deutliche Beschleunigung der Berechnung der Ru¨ckwirkung der UTD-Ko¨rper auf die
Stro¨me auf den MoM-Antennen und auf die Feldverteilung im FDTD-Volumen kann vermutlich
dadurch erreicht werden, dass die von den UTD-Ko¨rpern gestreuten Felder nicht mehr fu¨r je-
den Aufpunkt bestimmt werden, sondern dass durch Konstruktion von a¨quivalenten homogenen
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ebenen Wellen bzw. einer sta¨rkeren Ausnutzung der Eigenschaften der verwendeten Kugelwellen
(siehe Kapitel 3) und Interpolation die no¨tige Anzahl an zu konstruierenden Strahlen deutlich
gesenkt wird.
Abbildung 8.6: Darstellung des elektrischen Feldes im Aufpunkt r bei Anwendung der vereinfachten
Hybridmethode.
8.4 Validierungsbeispiel
Als Validierungsbeispiel dient das von zwei gleichphasig angeregten Dipolantennen in Anwesen-
heit eines ideal leitfa¨higen, in ez-Richtung unendlich ausgedehnten Schirms abgestrahlte Feld.
Einer der beiden Dipole liegt dabei in einem FDTD-Volumen, und der andere Dipol befindet sich
im freien Raum (siehe Abbildung 8.8 und 8.9). Das FDTD-Volumen wird mit Luft gefu¨llt, da
die sich dann ergebende Problemstellung auch mit der TD-MoM-TD-UTD-Hybridmethode mo-
delliert werden kann und somit beide Hybridmethoden gegenseitig u¨berpru¨ft werden ko¨nnen. Im
Gegensatz zur TD-MoM-TD-UTD-Hybridmethode kann bei der Anwendung der TD-MoM-TD-
UTD+FDTD-Hybridmethode das FDTD-Volumen mit jedem beliebigen Material gefu¨llt werden,
und somit ko¨nnen auch Problemstellungen behandelt werden, die inhomogene Ko¨rper beinhalten.
Bei einer Hybridisierung der drei Methoden kommt der U¨berlagerung der von den MoM-
Antennen abgestrahlten Felder mit den vom FDTD-Volumen abgestrahlten Feldern eine besondere
Bedeutung zu (siehe Abschnitt 8.1); in dem vorgestellten Beispiel wird deshalb das elektrische
Feld außerhalb des FDTD-Volumens betrachtet. Bei beiden Hybridmethoden wird auf die Beru¨ck-
sichtigung des Einflusses der UTD-Ko¨rper auf die Stromverteilung auf den MoM-Antennen ver-
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Abbildung 8.7: Blockschaltbild der Hybridmethode aus TD-MoM, TD-UTD und FDTD. Zur Verein-
fachung der Darstellung wird davon ausgegangen, dass die zur Anwendung der total-
field/scattered-field-Formulierung notwendigen Feldsta¨rken H(t = (nf + 1)4t) und
E(t = (nf + 32)4t) zum Zeitpunkt t = (nf + 12)4t berechnet und fu¨r eine spa¨tere
Verwendung zwischengespeichert werden.
zichtet. Bei der Anwendung der TD-MoM-TD-UTD+FDTD-Hybridmethode wird zusa¨tzlich auf
die Beru¨cksichtigung des Einflusses der UTD-Ko¨rper auf die Feldverteilung im FDTD-Volumen
verzichtet. Ebenso vernachla¨ssigt wird der Einfluss der außerhalb des FDTD-Volumens liegenden
MoM-Antennen auf die Feldverteilung im FDTD-Volumen; in Abschnitt 7.4.3 findet sich ein Bei-
spiel, bei dem das von einer außerhalb des FDTD-Volumens liegenden Antenne abgestrahlte Feld
in das FDTD-Volumen eingepra¨gt wird.
Das FDTD-Volumen wird mit 4x = 4y = 4z = 0, 02 m diskretisiert und besitzt die Abmes-
sungen 1, 4 m× 0, 9 m× 0, 7 m. Die Antenne wird in 20 Segmente unterteilt, wodurch sich eine
Segmentla¨nge von 4L = 0, 01 m ergibt. Der Radius der Antenne betra¨gt r0 = 0, 001 m, und es
wird4t = T = 7.4125 ·10−12 sec verwendet. Der normierte Betrag des Spektrums der an den Di-
pol angelegten Spannung ist in Abbildung 8.11 dargestellt; fu¨r die Mittenfrequenz f0 = 0, 75 GHz
betra¨gt das Verha¨ltnis λ04x =
0,4
4x m = 20. Fu¨r die Konstruktion der zur Berechnung des Feldes
im Aufpunkt r = 2 mey verwendeten Strahlen werden sechs a¨quivalente Quellpunkte auf der
Oberfla¨che SH1 und ein a¨quivalenter Quellpunkt auf der Oberfla¨che der außerhalb des FDTD-
Volumens liegenden MoM-Antenne verwendet. Da es im Beispiel zwei Beugungskanten gibt, resul-
tiert dies in insgesamt 14 gebeugten Strahlen, die den Aufpunkt erreichen. Der minimale Abstand
dmin des FDTD-Volumens zu einer beugenden Kante betra¨gt dmin = 1, 5λ0, und die Winkel
zwischen den einfallenden Strahlen und den beugenden Kanten variieren je nach Position des
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Abbildung 8.8: Ein Dipol innerhalb und ein Dipol außerhalb des FDTD-Volumens und ein ideal leitfa¨hi-
ger Schirm mit zwei beugenden Kanten (Schnitt bei z = 0, 4 m).
Abbildung 8.9: Ein Dipol innerhalb und ein Dipol außerhalb des FDTD-Volumens und ein ideal leitfa¨hi-
ger Schirm mit zwei beugenden Kanten (Schnitt bei y = 0, 46 m).
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Abbildung 8.10: Darstellung der a¨quivalenten Quellpunkte zur Konstruktion der vom FDTD-Volumen
ausgehenden Strahlen (Schnitt bei z = 0, 4 m; nicht dargestellt: Zwei a¨quivalente
Quellpunkte auf den Fla¨chen z = 0, 22 m und z = 0, 54 m).
a¨quivalenten Quellpunktes folglich sehr stark. Das von der innerhalb des FDTD-Volumens liegen-
den Antenne abgestrahlte Feld wird zuna¨chst mittels der total-field/scattered-field -Formulierung
in das FDTD-Volumen eingepra¨gt (Grenzfla¨che SH3), und aus den FDTD-Feldsta¨rken werden
dann unter Verwendung der Huygensfla¨che SH1 die vom FDTD-Volumen abgestrahlten Felder
berechnet. In Abbildung 8.12 ist die x−Komponente des elektrischen Feldes im Aufpunkt dar-
Abbildung 8.11: Spektrum der an die beiden Dipole angelegten Spannung.
gestellt, und das mit der TD-MoM-TD-UTD+FDTD-Hybridmethode berechnete Ergebnis wird
mit dem Ergebnis verglichen, das mit der TD-MoM-TD-UTD-Hybridmethode berechnet wurde;
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offensichtlich stimmen die Ergebnisse sehr gut u¨berein.
Abbildung 8.12: x-Komponente des elektrischen Feldes im Punkt r = 2 mey.
KAPITEL 9
Zusammenfassung
Das Ziel dieser Arbeit bestand in der Entwicklung eines innovativen, universell einsetzba-
ren Lo¨sungsverfahrens zur Berechnung transienter elektromagnetischer Randwertprobleme unter
Beru¨cksichtigung von fein strukturierten Drahtantennen, elektrisch großen, einfach strukturierten
Ko¨rpern und relativ kleinen, inhomogenen Ko¨rpern.
Da auf Grund der beno¨tigten Rechenressourcen mit den bisher vorhandenen Verfahren solche
Problemstellungen nicht oder nur sehr eingeschra¨nkt modellierbar sind, wurde durch die Ver-
knu¨pfung mehrerer Verfahren ein so genanntes Hybridverfahren entwickelt, das die Vorteile der
einzelnen Verfahren nutzt und deren Nachteile kompensiert.
Im Rahmen dieser Arbeit wurden zu diesem Zweck drei zu unterschiedlichen Verfahrensklassen
geho¨rende Methoden – mit zum Teil sehr kontra¨ren Vor- und Nachteilen – zu einer neuartigen
Hybridmethode verknu¨pft: die Momentenmethode im Zeitbereich (TD-MoM), eine Zeitbereichs-
formulierung der Vereinheitlichten Geometrischen Beugungstheorie (TD-UTD) und die Methode
der Finiten Differenzen in einer Zeitbereichsformulierung (FDTD).
Ausgangspunkt fu¨r die Hybridisierung aller drei Methoden war eine ebenfalls im Rahmen dieser
Arbeit entstandene neuartige Formulierung der TD-MoM, welche die Verwendung einer variablen
Gro¨ße des Zeitschrittes erlaubt. Hierdurch wird der Rechenzeit- und Speicherbedarf der TD-MoM
gesenkt, was anhand von Beispielrechnungen fu¨r konkrete technische Problemstellungen belegt
wird. Im Rahmen dieser Arbeit wird die TD-MoM zur Modellierung von du¨nnen Drahtantennen im
freien Raum verwendet. Diese ist besonders gut fu¨r die Modellierung solcher Problemstellungen
geeignet, da nicht der Raum zwischen den Antennen, sondern nur deren Oberfla¨chen diskretisiert
werden mu¨ssen.
Aufgrund der beno¨tigten Rechenressourcen ist die TD-MoM allerdings nur sehr eingeschra¨nkt
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fu¨r die Modellierung elektrisch großer Ko¨rper geeignet. Um dennoch auch elektrisch große Ko¨rper
modellieren zu ko¨nnen, wurde die TD-MoM zuna¨chst mit der TD-UTD zu einer neuartigen Hy-
bridmethode verknu¨pft, die das Zeitbereichs-A¨quivalent zu den seit den 70er Jahren des letz-
ten Jahrhunderts verwendeten Hybridmethoden aus Frequenzbereichs-Momentenmethode (FD-
MoM) und Frequenzbereichsformulierungen der Vereinheitlichten Geometrischen Beugungstheorie
(FD-UTD) darstellt. Die Leistungsfa¨higkeit dieser Hybridmethode wird durch den Vergleich von
Rechenergebnissen fu¨r Problemstellungen aus dem Mobilfunk, wie Strahlungselemente in Anwe-
senheit großer Streuko¨rper, mit Referenzlo¨sungen belegt.
Um zusa¨tzlich auch inhomogene Ko¨rper im Lo¨sungsprozess beru¨cksichtigen zu ko¨nnen, wurde
in einem zweiten Schritt zuna¨chst die TD-MoM mit der FDTD hybridisiert, da die FDTD be-
sonders gut fu¨r die Modellierung von relativ kleinen inhomogenen Ko¨rpern geeignet ist. Bei der
Anwendung der FDTD muss der gesamte Lo¨sungsraum unter Verwendung eines dreidimensio-
nalen, relativ einfach strukturierten Gitters diskretisiert werden. Die FDTD wird deshalb bei der
Modellierung von sehr unterschiedlich fein strukturierten Ko¨rpern, bei großen Absta¨nden zwischen
einzelnen Ko¨rpern und bei sehr großen Ko¨rpern ineffizient. Bei Anwendung dieser Hybridmethode
aus TD-MoM und FDTD ko¨nnen die mit der TD-MoM modellierten Antennen innerhalb oder
außerhalb des FDTD-Volumens liegen. Im erstgenannten Fall ergibt sich der Vorteil, dass die
MoM-Antennen nicht konform zum FDTD-Gitter diskretisiert sein mu¨ssen, was einer Art von
Untergitter fu¨r die FDTD entspricht. Im zweiten genannten Fall ergibt sich der Vorteil, dass der
Raum zwischen dem FDTD-Volumen und den MoM-Antennen nicht diskretisiert werden muss,
was dazu fu¨hrt, dass der Rechenzeit- und Speicherbedarf gegenu¨ber einer reinen Modellierung al-
ler Ko¨rper mit der FDTD gesenkt wird. Die Kombination beider Verfahren bietet also gegenu¨ber
den beiden Einzelverfahren deutliche Vorteile. Die Leistungsfa¨higkeit dieser Hybridmethode wur-
de wiederum durch den Vergleich mit Referenzlo¨sungen – in diesem Fall u.a. fu¨r Antennen in
inhomogenen Umgebungen – belegt.
In einem dritten Schritt wurde schließlich die TD-MoM mit der FDTD und der TD-UTD zu
einer innovativen Hybridmethode verknu¨pft, bei deren Anwendung fu¨r jeden Ko¨rper die jeweils
am besten geeignete Methode verwendet werden kann: fu¨r du¨nne Drahtantennen die TD-MoM,
fu¨r elektrisch große Ko¨rper die TD-UTD und fu¨r inhomogene Ko¨rper die FDTD. Dadurch wird es
mo¨glich, bei einer gegebenen Problemstellung unter optimaler Ausnutzung der Rechnerressourcen
fu¨r jeden einzelnen Ko¨rper das jeweils am besten geeignete Verfahren anzuwenden.
ANHANG A
Frequenzbereichs-Momentenmethode fu¨r Dipole in zylindrischen
Schichtstrukturen
Betrachtet wird der in Abb. A.1 dargestellte Dipol in einer zylindrischen Schichtstruktur. Fu¨r
Abbildung A.1: Zylindrische Schichtstruktur mit in ez-Richtung orientiertem Dipol.
lineare, in ez−Richtung orientierte Dipole ist es ausreichend, eine skalare Basisfunktion βn(r)
und eine skalare Testfunktion βm zu verwenden. Die Stromdichte J(r) ergibt sich dann zu:
J(r) =
N∑
n=1
Inezβn(r). (A.1)
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Durch Anwendung der Momentenmethode [13] kann die Integralgleichung
∫
Am
Eincz (r)βm(z)dz = −
N∑
n=1
Zm,nIn (A.2)
aufgestellt werden, wobei Eincz (r) die z−Komponentente des einfallenden Feldes und
Zm,n =
∫
Am
∫
An
jωµGEJ,zz(r, r
′)βn(z′)βm(z)dz′dz (A.3)
die Koppelimpedanz zwischen Quellelement n und Testelementm ist. GEJ,zz(r, r
′) ist die Kompo-
nente der Greenschen Funktion im betrachteten Medium, die den Zusammenhang zwischen einem
Strom in ez-Richtung und dem elektrischen Feld in ez−Richtung beschreibt. Fu¨r das betrachtete
Medium ist GEJ,zz bei einer Zeitabha¨ngigkeit gema¨ß e
−jωt gegeben durch [7, 110]:
GEJ,zz =
j
8pi
∞∑
n=−∞
∫ ∞
−∞
Jn(k1ρρ
′)Jn(k1ρρ)
(k1k1ρ)2
ejn(ϕ−ϕ
′)ejkz(z−z
′
)
[
k21ρ, 0
] · R˜1,2 ·(k21,ρ
0
)
dkz︸ ︷︷ ︸
an den Schichtgrenzen reflektiertes Feld
+
(
1 +
1
k21
∂
∂z2
)
ejk1|r−r
′ |
4pi | r − r′ |︸ ︷︷ ︸
direktes Feld
. (A.4)
In (A.4) ist k1ρ =
√
k21 − k2z , wobei k1 die Wellenzahl der innersten Schicht ist. R˜i,i+1 ist der
Reflexionsfaktor fu¨r Reflexionen zwischen Schicht i und Schicht i+ 1. R˜i,i+1 ist gegeben durch:
R˜i,i+1 = Ri,i+1 + T i+1,i · R˜i+1,i+2 ·
(
I −Ri+1,iR˜i+1,i+2
)−1
· T i,i+1, (A.5)
mit
Ri+1,i = (Di,i+1)−1 ·
[
Jn(kiρai)J n(k(i+1)ρai)− Jn(k(i+1)ρai)J n(kiρai)
]
, (A.6)
Ri,i+1 = (Di,i+1)−1 ·
[
H(1)n (kiρai)H(1)n (k(i+1)ρai)−H(1)n (k(i+1)ρai)H(1)n (kiρai)
]
, (A.7)
T i,i+1 = 2ω
pik2iρai
(Di,i+1)−1
[
²i 0
0 −µi
]
(A.8)
und
T i+1,i = 2ω
pik2(i+1)ρai
(Di,i+1)−1
[
²i+1 0
0 −µi+1
]
. (A.9)
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Dabei ist
J n(kiρρ) = 1
k2iρρ
[
jω²ikiρρJ
′
n(kiρρ) −nkzJn(kiρρ)
−nkzJn(kiρρ) −jωµikiρρJ ′n(kiρρ)
]
, (A.10)
H(1)n (kiρρ) =
1
k2iρρ
[
jω²ikiρρH
(1)
′
n(kiρρ) −nkzH(1)n (kiρρ)
−nkzH(1)n (kiρρ) −jωµikiρρH(1)n
′
(kiρρ)
]
(A.11)
sowie
Di,i+1 =
[
J n(kiρaρ)H(1)n (k(i+1)ρai)−H(1)n (k(i+1)ρai)Jn(kiρai)
]
. (A.12)
Fu¨r die innerste bzw. a¨ußerste Schicht gilt:
R˜0,1 = 0,
R˜N,N+1 = 0. (A.13)
(A.14)
Analog zu Kapitel 2.1.3 kann durch Erfu¨llen von Gl. A.3 fu¨r alle Testfunktionen ein lineares
Gleichungssystem aufgestellt werden, durch dessen Lo¨sung die unbekannten Koeffizienten In
berechnet werden ko¨nnen.
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