We present different techniques of fuzzy rule generation using the information we can obtain from the fuzzy clustering of a set of data which describe the behavior of a given system. The methods all try to obtain a first model of the consisted system that is good enough to serve as a first approximation for inference purposes. Thus, it is important that the methods should be as simple as possible but with great approximate power. © 1997 Elsevier Science Inc.
intractable with standard tools. In comparison with other nonlinear blackbox modeling techniques, such as neural nets, fuzzy models have the advantage of giving insight into the relations between model variables. Rule-based fuzzy models allow also for blending prior knowledge with the information identified from numerical data.
A normal situation when we are trying to model a system is that the most important source of information about it is a collection of data obtained from observations of the system behavior. Also (normally, in the case of complex systems), this may be the only available information, there being no knowledge about the underlying structure of the data. In this context, clustering in general, and fuzzy clustering in particular, is one of the most promising techniques, basically because it can be used to detect the possible data groupings: groups that show similarity in their behavior and thus can be used to establish some hypotheses about the underlying system structure. On the other hand, data-grouping detection is useful in reducing the complexity of the model.
In general we can classify the different methods for fuzzy modeling from the literature into two broad trends. A first kind of fuzzy models use a descriptive approach: they try to determine the combinations that best characterize the system starting from a collection of predefined fuzzy sets (linguistic labels) in the domain of the variables (i.e., their main objective is to obtain a qualitative model of the system [23, 17, 16] ). The second kind of models use an approximate approach: they try to extract the fuzzy sets that characterize the fuzzy rules from the sample data, without looking for any linguistic interpretation [15, 14, 18] . It is intuitively clear that a model within the descriptive approach has the objective of providing a linguistic description of the behavior of the considered system, whereas in the approximate approach the main objective is to obtain a model able to be used for inference or approximation purposes.
In the area of fuzzy modeling, the fuzzy clustering techniques have been utilized also in these two approaches. In [16] a standard form of the fuzzy C-means algorithm is exploited to construct linguistic labels treated as basic chunks of information, although the construction of the fuzzy model is obtained using fuzzy relational equations, and so this technique can be considered as a descriptive one. Fuzzy dusters can also give rise to "local" regression models (this is in fact the essence of the idea introduced originally in [20] and [22] ) such as have been used in works like [21] and [1] . The overall model is then structured into several IF-THEN statements within an approximate approach.
In this type of unsupervised learning environment we are working in various directions. In [4] [5] [6] we have explored the use of a hierarchical clustering to preproeess the data in order to establish a validation method for fuzzy clustering. The hierarchical clustering can provide some insight into the groups of related data present in the training set and then use this information to improve the efficiency of a subsequent fuzzy clustering.
In this paper we present different techniques for fuzzy rule extraction by using fuzzy clustering, initially within an approximate approach, but keeping the option of looking for a descriptive model, as we will see in Section 3.2. The main feature of our methods is that they try to obtain a first approximation to the fuzzy rules without any assumption about the structure of the data. Thus the methods we present here can be seen as a rapid-prototyping methodology for fuzzy modeling.
Because we are mainly concerned with obtaining approximation models, we will look for them to be as simple as possible, but having the greatest approximative capacity. To achieve this, the best way is to consider, for the antecedent structure of the fuzzy IF-THEN rules, the global fuzzy sets induced in the whole input space, instead of working with fuzzy sets in each of the domains of the input variable domains. However, a fuzzy model which uses these marginal fuzzy subsets has a greater granularity and so it must have a better descriptive capacity, losing some approximation accuracy. In this paper we will present methods with these two granularity levels for the antecedent structure.
To finish this introduction, let us summarize our ideas. The internal structure (trends) of the input-output example pairs ought to reflect the behavior of the system, and thus each grouping of points in the input-output space is to be seen as a ru/e describing the considered system. To disclose these groupings, fuzzy clustering methods will be used. Once the clusters are obtained, a fuzzy rule is to be associated to each. These rules describe a rule-based system which simulates the originally considered one. This is a first acceptable model that may be used for inference purposes, or as a first approximation or prototype model for use as the base model in the generation of the linguistic model of the system. Alternatively, it can be used in the generation of a more accurate inference machine using techniques like genetic algorithms or neural networks, but in these cases the fuzzy model generated by the fuzzy clustering method is used as a prototype model.
In this way, in the fuzzy modeling of systems we propose a two-step procedure whose steps respectively correspond to the classically named structure and parameter determination in the systems-analysis setting. The first step is the clustering of data and a rough generation of the rules. Implicit in this step is the determination of the most suitable number of rules. The second step consists in a tuning of the initial rough rules to give us our final rule base. In this paper we mainly focus on the first step, which, as R. Yager establishes [24] is the most difficult to automate. This paper is organized as follows. In Section 2 we describe the general fuzzy model we are going to consider. In Sections 3 we present the different methods we propose in order to generate the fuzzy rules using the information the fuzzy clustering gives us. Next, in Section 4, we show the results obtained in two different numerical examples. Finally we present in Section 5 some conclusions and remarks about future work.
THE FUZZY MODEL FORMULATION
In this paper we will consider MISO (multiple-input, single-output) rule models:
R h : If x 1 is A n and.., and Xp is A t then y is Bh,
where R h is the hth rule (1 < h < k), xj (1 < j < p) are input variables, y is the output, and A~ and n h are fuzzy values for xj and y respectively. Using a collection of data fl = ((xtl, xt2 ..... Xtp), Yt), t = 1,2 ..... N (usually N large), we try to approximate the function ~o : X p ~ Y that models the system using a collection of fuzzy rules. The data samples represent the system behavior in the product space (X p × Y), where X1, X2,. . ., Xp are the domains of discourse of the inputs, X p = X 1 × X 2 × ... × Xp, and Y is the domain of the output. As we have said in the introduction, to work in the whole input space is best in order to obtain an inference-oriented model (approximative approach). Then it is best to consider that we are dealing with a p-dimensional input variable X1 × X 2 × .'. × Xp ~ X p, and to reformulate (1) as
where A h = A~h X ... X A t is a fuzzy set obtained as a cartesian product in X p (of course without needing any linguistic interpretation).
In the setting of fuzzy control, it is well known that fuzzy rules with singleton consequences can be used without losing the performance of the control. If we want this kind of rule, under the above formulations (1), (2), the consequent values can be assessed by applying some defuzzification method (for instance the center-of-gravity defuzzification) over Bh, and then replacing the fuzzy sets of the consequent by a singleton value, i.e. a real number, say v h. Then we can rewrite (1) or (2) as
R h :if x 1 is A n and.., and Xp is A t then y is Vh,
Finally we can infer an output from any new input x, by using Mizumoto's simplified method [13] , which computes it according to
Let us remark that ~' h is the degree to which x matches with the premises of the hth rule. The specific form of this degree will depend on the considered form for these premises. Then the final inferred conclusion is the weighted average of the consequences with respect to the compatibility (matching) degrees of the input x with the antecedents. Under the above formulation, the identification task starts with a fuzzy clustering performed on the input-output product space X p × Y, which will group together I/O pairs that are geometrically close to each other in the joint universe of discourse. Such clustering can be achieved, for instance, by using the fuzzy C-means algorithm [2] . Suppose FCM is used to generate k fuzzy clusters in the product space X p x Y with centers or centroids denoted by chy = (C h, chr) for h = 1,..., k. The fuzzy relation associated to the hth cluster is characterized by 1 These k fuzzy relations will generate the k fuzzy rules for our proposed fuzzy system model, and then it is obvious that the number of needed rules plays a key role and has to be established for every problem. In several papers the number of rules is obtained from cluster validation by using some of the validity measures built for the purpose in the literature. Another alternative is the use of a progressive cluster identification algorithm like the one proposed by Krishnapuram [11] .
As we have pointed out previously, we have worked with data preprocessing by means of hierarchical clustering [6] , which allows us to select the "best" original crisp partitions of the data, which additionally can serve as initialization of the fuzzy clustering algorithm, improving in this way the algorithm performance.
Any fuzzy clustering algorithm may be used for our modeling purposes, but the partitional ones, like FCM, give several advantages that make them very suitable.
1. They generate a fuzzy partition of the space, which is an important characteristic in fuzzy inference because it prevents obtaining a sparse rule base. 2. The functional expression of the fuzzy sets associated to the clusters depends only on the cluster centroids and the distance of the data to them. 3. Noninteraction between the difference variables in the input space is not assumed a priori.
FUZZY RULE GENERATION APPROACHES
According to the methodology we have just described, let us suppose that a fuzzy clustering algorithm like the FCM [2] is applied on 1) to obtain k fuzzy clusters, say Chy, h = 1, 2 . .... k, in X p × Y. Assuming that these k clusters describe the different tendencies or behaviors present in the data, the task is to characterize k fuzzy rules in one of the forms (1), (2) , (3), (4) . Finally, the problem is then to characterize either the fuzzy values A~ or h h for the antecedent and either B h or U h for the consequent, j = 1, 2,..., p, h = 1, 2,..., k, from the fuzzy k clusters of X p × Y.
Several authors (Sugeno [21] , Yager [24] , etc.) have faced this problem by projecting the clusters on the domains of the variables. We have adopted a different point of view. First of all we will directly characterize fuzzy sets in X p, trying in this way to capture most of the information about the behavior or tendencies detected in the data in order to obtain a better approximation. Additionally we consider that the centroids of the clusters (which describe local behavior) and their relation with the data (the fuzzy sets they generate) give much information, and thus we assume they must play a key role in our process.
In the following we will present the two kinds of approximative methods that arise from considering X p = X 1 × X 2 × ... × Xp as a global input space or dealing with X1, X 2 .... , Xp separately. The different inference procedures will be identified by EST n, where EST stands for "estimation procedure" and n is an ordinal index.
Considering X p as a Global Input Space
The first and simplest approximation to the problem in this approach is to use the centroids and the metric found by the clustering on the product space X p x Y, over the input and output spaces X p and Y.
Let c h and Chr denote the components of the centroids Chr (the centroid of Chr) in X p and Y respectively, h--1,2 ..... k. By using the metric generated by the clustering process, each of these centroids generates a fuzzy set, denoted as C h and Chy, on the corresponding space and with membership functions and from these k fuzzy sets the k fuzzy rules are directly characterized:
R h "If x is tZc~(.) then y is/~c~('), h = 1 .... , k.
Let us remark that there is no projection of the clusters, because the data do not preserve their original membership values, and thus we must talk about fuzzy sets induced in X p and Y by the fuzzy clusters. A great advantage of this method is the possibility of directly characterizing a fuzzy set in X p from the functional expression of the clusters.
When rules with singleton consequent are wanted, then chr can be directly used to obtain R h " If x is/Zc~(.) then y is c h , h = 1 ..... k, from which the inference associated to a given input x c R e will be computed by the expression c h
EST1 ---~9 = Ehk= 1 tXc}(X)
In the fuzzy-system setting it is customary to make inferences from a given rule via the fuzzy relation induced by that rule. Then the global output from a rule-based system can be obtained using the different fuzzy relations (or the conclusions) but making no reference to the fuzzy sets (in the antecedents and/or in the consequent) from which they come. From this point of view another method (like the technique proposed by Sin and deFigueiredo [19] ) may be developed. The idea is to use the clusters found in X p x Y as the appropriate fuzzy relation in order to construct the desired fuzzy system instead of specifying fuzzy sets for the domains Xp and ]1.
Thus we can infer from any new input x by using All these methods are rather simple in that they translate to X p and Y the information disclosed on the global domain X p X Y. In particular the components of the centroids over Y are used directly to construct the consequence of the rules. An alternative is to compute the singleton for the consequent from the whole information that the cluster on X p x Y gives us. Two possibilities arise at once:
EL, gc (x,
where /Xchy(.) and /Zchx(.) are the membership functions of the data in the fuzzy sets corresponding to the hth cluster on X p × Y and its induced one on X p respectively.
Let us point out that the singleton computed in P1 is the value associated to each cluster by the center-of-area defuzzification method. In its turn, the value provided in P2 could be interpreted as the projection on the domain Y of the centroids of the clusters which are obtained from the combination of the fuzzy clusters in X p × Y with the fuzzy sets induced by these clusters on X p. Anyway, a collection of k fuzzy rules with singleton consequent, R h "if x is /Zc~(.) then y is y~, is obtained.
The methods associated with this kind of singleton consequent will be denoted as EST3 and EST4 according as the crisp values from P2 or P1 are used.
It is important to note that although in all these methods we have not used the fuzzy sets induced in Y, it is always possible to use them and to obtain
~' = E~ ~c,~(.~)
Although in the previous methods we have used the same distance measure used in the fuzzy clustering algorithm, it is necessary to remark that using any other kind of distance measure in order to define the membership functions is quite possible, because the key results of the clustering process are the positions of the centroids and how the data are distributed around them. Once we have this information, we can use it in several different alternative ways.
For example, we can define fuzzy sets with exponential membership functions in the domain X p, using the components in this space of the centroids found in X p × Y and the fuzzy covariances calculated over the components in X p of the sample data [7, 9] . In this way we obtain a different inference method:
where CV h is the covariance matrix associated to the cluster h. The use here of an exponential membership function is motivated because in this case we can use another kind of fuzzy clustering algorithm like the possibilistic C-means (PCM) [10] instead of the FCM to obtain the local behavior of the data.
Considering X1, X2,... , Xp Separately
The main advantage of all the previous techniques is that they generate a good (local) fit of the given data and then they allow us to construct fuzzy models which potentially have very good approximative ability. Their drawback is the lack of any linguistic interpretation for the obtained rules because all the input variables have been considered as one global one.
In this subsection we will present some methods that provide more descriptive fuzzy models but keeping an always needed approximative efficiency. To do that we will consider X1, X2,..., Xp separately.
This approach (in the same line as the work of Babuska et al. [1] and Sugeno et al. [21] ) tries to generate fuzzy sets in each of the domains of discourse of the variables (of course, from the fuzzy clusters found in X p x Y). The main difference from the methods of the aforementioned authors is that we do not make any previous assumption about the structure of the data. On the other hand, we are trying to obtain a first approximation of the fuzzy model, not to adjust it, i.e. to quickly obtain an approximator by the simplest way. To compare this approach with the one presented in the previous section, let us consider that once we obtain the projections of the fuzzy clusters in each domain, we find the extensional hull of the fuzzy sets obtained, and then we propose to approximate them by trapezoidal fuzzy sets. In this way we obviously lose part of the approximative power of the methods that work directly in X p. Also, we have no certainty of obtaining a fuzzy partition of the data, so that we may have a sparse rule base; but in contrast, we obtain a more descriptive fuzzy model. 
NUMERICAL EXAMPLES
This section contains the results from the different methods applied to two examples. The first one is the well-known problem of the inverted pendulum. The second one corresponds to the fuzzy model for a nonlinear system. We use the mean squared error to assess the performance of the fuzzy models:
where n is the number of data, Yt is the actual output, and ~9t is the model output.
Inverted Pendulum
The inverted pendulum is a very good example for control engineers to verify a modem control process. Figure 1 shows it.
The state variables are the angle 0 and the angular speed to, and the control variable is the force F. For every (0 0, to 0) the objective is the force that we must apply to the center of the gravity of the pendulum during a constant time to place and keep the pendulum in a vertical position.
On the assumption of 101 << 1 (radian), the behavior of the pendulum may be described by a nonlinear differential equation, which can be solved by a digital computer to integrate control policies, but since Yamakawa's work (see [25] ) there has been agreement on the superior efficiency of fuzzy control.
Our reference model will be the one proposed by Yamakawa [25] with seven rules as described in that reference.
In order to evaluate the performance of our methods we will use the training data set and test data set proposed by Herrera et al. [8] . They simulate a pendulum 5 kg in weight and 5 m in length, applying the force to the center of gravity, during a constant time period of 10 ms. The model has a rule base with the seven linguistic rules proposed by Yamakawa, but using trapezoidal membership functions for the semantics of the labels. Splitting off a subset of 280 triples, the aforementioned authors reidentify seven rules to describe the inverted pendulum. That model is checked with the remaining 68 data, by using the following inference operators:
• t-norm: min; • implication function: min; • defuzzification method: center of gravity, and they obtained as performance error E = 138.23.
In our case we start with the same training set and make a fuzzy clustering, but we do not assume any previously known partition of the domains. By using different clustering validity techniques (including validity measures [2] and our own methods [5] based on crisp hierarchical clustering [6] ) we determine that the most suitable number of fuzzy clusters in the product space X p x Y (and consequently the number of fuzzy rules) is either seven or nine.
Once the model is identified, we check it with the aforementioned test set of 68 triples used by Herrera et al. Table 1 shows a comparison between our and their results for the model with seven rules.
Nonlinear Static System
Let us consider the following nonlinear static system, presented in [21] , with two inputs, x and y and a single output z, whose three-dimensional input-output graph is shown in Figure 2 :
From this system equation, 50 input-output data are obtained. In [21] Sugeno and Tanaka used the fuzzy clustering validity criterion over those output data given by
to find that 6 is the optimal number of fuzzy dusters, with which, and before any parameter optimization, the approximation error is shown to be E --0.564. In our case, by using this same validity criterion over the fuzzy clustering of the product space of the input and output domains, we found that 5 is the optimal number of fuzzy clusters, and thus this is the number of rules of our proposed model. Let us remark that we have compared the FCM algorithm with the Gustafson-Kessel one and found that FCM provides a more accurate fit in all cases. Table 1 shows the error values obtained from the different approximation methods introduced in this paper. It is clearly shown by these results that despite its simplicity, the method yields results that are good enough as a first approximation to the fuzzy model.
CONCLUSIONS AND FUTURE TRENDS
In this paper we have presented different methods that have as principal features simplicity and great approximative capacity, properties that give them great power for use in a rapid-prototyping approach to fuzzy modeling. These properties are a consequence of the use of fuzzy clustering to detect data groups with similar behavior and to associate them with a fuzzy rule.
Although the methods proposed in this paper do not consider the linguistic description of the fuzzy sets involved, it is in general possible to obtain an equivalent collection of fuzzy rules by using linguistic labels to describe the linguistic variables. For example, we can use the notion of possibility distribution of a fuzzy set A in relation with one of reference Ai, Poss(Ai/A) = SUpx, ~ x min[Ai(x,), A(xt)] where A h is the fuzzy set induced by the hth cluster in the variable domain.
The work we present here is part of a more general study we are doing about the integration of different techniques for fuzzy rule generation in an environment we have called IGOR (Integrating Generators Of Rules). Within IGOR we are also working on other techniques based on the notion of matching between the fuzzy clusters obtained in the different domains X p, Y, and X p x Y, and the use of measures like the fuzzy frequency introduced by Delgado and Gonzalez [3] . But also we are working on the other steps of the fuzzy modeling. For example, in previous work [4] [5] [6] we have studied the use of hierarchical clustering as a preprocessing of the data in order to guide our analysis of the groups of related data present in the training set. And finally, we are now working on the use of different tuning techniques to be applied to the fuzzy model obtained with the methods described in this paper.
