Weighted exponential and generalized exponential functions are used in life time data analysis. Both of these functions can be applied as a growth curve. Locally D-optimal designs for weighted exponential and generalized exponential models are investigated. These designs are minimally supported.
Introduction
introduced the generalized exponential (GE) distribution as a possible alternative to the well known gamma or weibull distribu-tion. The generalized exponential distribution has lots of interesting properties and it can be used quite effectivelly to analyze several skewed life time data. The generalized exponential density function :
has two parameters, where α is shape parameter and λ is scale parameter. Moreover Gupta and Kundu (2009) introduced the weighted exponential (WE) distribution. The weighted exponential model has the probability density function whose shape is very closed to the shape of probability function of weibull, gamma or generalized exponential distribution. While the weighted exponential distribution has several good properties and can be used as a good fit for modelling life time data, a limitation of using it is that when the sample skewness measure for data lies outside its skewness function range. The weighted exponential density function:
has two parameters where α is shape parameter and λ is scale parameter. Both of the above functions can be used to describe the growth of weeds/grass population around the palm tree. The goal of D-optimal criterion function is minimize the variance of the parameter estimates in the model. At first the D-optimal criterion used for linear regression model of the form:
where: β = (β 0 , β 1 , ..,
T . In the case of ε is homoscedastic been investigated (Atkinson et al., 2007 , Fang, 2002 , Imhof et al.,2002 . While in the case ε is heteroscedastic, with some weighted functions has also been investigated, Antille et al (2003) , Fang (2003) , Dette and Trampisch (2010) , stated theorem corresponding to the form of weighted function. Widiharih et al (2012a) , applied the results of Fang (2003) and Antille et al (2003) ,for the cubic polynomial regression models with several weighted functions, namely:
From all of the papers homoscedastic and heteroscedastic cases , D-optimal criterion of the model (3) fulfilled if the number of design points is the same with the number of parameters in the model (saturated design/ minimally supported designs) and equal mass. Model (3) can be developed for nonlinear models for the form:
where : β = (β 1 , β 2 , ..., β k ) T . Equation (4) is a nonlinear model, determine the D-optimal criterion need to linierization first. One of the methods is Taylor expansion, that can be seen in Atkinson et al (2007) and Schwabe (2008) . In the case of ε is homoscedastic been investigated. Han and Chaloner (2003) (1), this paper will discuss the D-optimal designs for the model:
with ε is a random variable with mean zero and constant variance σ 2 . Model (5) can be applied to describe the growth of weeds/grass population around the palm tree. Graph of the model (5) is very specific with unimodal at the point x = ln(1+θ 2 ) θ 1 . Based on the generalized exponential distribution model (2) in this paper will discuss D-optimal designs for the model :
with ε is a random variable with mean zero and constant variance σ 2 . Model (6 ) can be applied to describe the growth of weeds/grass population around the palm tree. Graph of the model (6) is very specific with unimodal in point
To prove uniqueness of the D-optimal designs and minimally supported using theorem in Li and Majumdar (2008) .
Locally D-optimal designs

D-optimal design for linear models
Linear models as in equation (1) , designs of p point is denoted by:
where : w i = r i /n, r i : number of observation at the point x i , n : number of observation and (7) is :
Information matrix in (8) is kxk symetric matrix, with k is the number of parameters in the model. Dispersion function (standardized variance) associated with the design ξ is :
Definition 2.1 [ Atkinson et al (2007)] D-optimal criterion is a criteria which obtained by minimizing ψM(ξ),where :
Based on definition 2.1, D-optimal criterion is obtained by maximizing det(M(ξ)). To prove that the design ξ as in equation (6) is D-optimal be used General Equivalence Theorem. Let the measure ξ 1 through the information matrix M(ξ 1 ) put unit mass at the point x and let the measure ξ 2 is
Accordingly, the derivative of ψ in the direction ξ 1 is: (10) become :
Based on condition 3 in theorema 2.2, φ(x, ξ) ≥ 0 then :
D-optimal designs for nonlinear models
To prove the design ξ as in equation (7) is a D-optimal designs for nonlinear models as in equation (4 ) i.e y = η(x, β) + ε, the first step is linearization of equation (4) . One of the method is Taylor expansion around the point β 0 = (β 01 , β 02 , ..., β 0k ) as follows:
where : f
In general,equation (12) can be expressed as:
where :
T . When we used the design ξ as in equation (7) the information matrix for the models such as equation (8), with standardize variance such as equation (9) . Determination of optimal designs for these models is particularly difficult because , unlike for linear models, the Fisher information matrix and hence optimal designs depends on the values of the unknown parameters. The most widely used method for dealing with this problem is the local optimality approch of Chernoff (1953) , in wich the optimality criterion function is evaluated at assumed values of the parameters. This is the approch we will adopt. Another concept we will adopt is theorem 1 from Li and Majumdar (2008). Tchebyshev system concepts needed to examines the behavior of the standardized variance d(x, ξ) . The important principle is the number roots of {d(x, ξ) − k + c : 0 < c < ε}, with k is the number of parameters in the model.
Definition 2.3 Shadrin (2005) , Dzyadyk and Shevchuk (2008)
A set Θ = {u 0 , ..., u n } from C(K) is a Chebyshev system, if it satisfies the Haar condition each polinomial : p = a 0 u 0 + ... + a n u n with not all coeffisients equal to zero, has at most n distinct zero on K. The (n+1) dimensional space U n spanned by such a Θ is called a Chebyshev space.
Lemma 2.4 Shadrin (2005)
The following conditions are equivalent:
For any n+1 distinct points (x i )
n 0 ∈ K, the following determinant is not zero: To show that D-optimal design must be minimlly supported and unique, refers to Li and Majumdar (2008) . Firstly assumed that design support has one of the following form :
with known a and b. It follows from the definition of the D-optimal criterion that a D-optimal design over H must be a nonsingular design, i.e a design with a nonsingular information matrix. Let H be the set of nonsingular designs in H . (2008) 1. 
Theorem 2.6 Li and Majumdar
For χ 0 = (−∞, ∞), if ∀ξ ∈ H, ∃ε > 0 such that every function in {d(x, ξ) − k + c : 0 < c
Results and Discussion
D-optimal designs for weighted exponential regression
Model of the weighted exponential regression :
T Futher we applied theorema 2.6 to see existence , minimally supported design and uniqueness. Let m ij denote the (i,j)th element of M −1 (ξ).
{d(x, ξ) − 2 + c} is a linear combination of :
From Lemma 2.4 part (2) show that (14) is a T-system. Hence ,{d(x, ξ)−2+c} has at most four roots, and from theorema 2.6 part (2), locally D-optimal design for [a, ∞), a > 0 is minimally supported if a D-optimal design exist in the corresponding design space. To determine the support points with algorithm :
where: •
Consider
Λ 0 = [a, b] • If a < x * 1 < x * 2 < b , then the D-optimal design is supported on (x * 1 , x * 2 ). • If a ≤ x * 1 , b > x * 2 , then the D-optimal design is supported on (x * 1 , x * a ),If a ≥ x * 1 , b ≤ x * 2 ,
then the D-optimal design is supported on (a,b).
For some value of θ 1 and θ 2 the design points of D-optimal shown in Table 1 with some design support, and can be shown to satisfy generalized equivalence theorem as follows: d(x, ξ) ≤ 2. 
D-optimal designs for generalized exponential regression
Model of the generalized exponential regression :
Futher we applied theorema 2.6 to see existence , minimally supported design and uniqueness . Let m ij denote the (i,j)th element of (16) For some value of θ 1 and θ 2 the design points of D-optimal shown in Table 2 with some design support, and can be shown to satisfy generalized equivalence theorem as follows: d(x, ξ) ≤ 2. Our tools are result that derived from the Kiefer-Wolowitz Equivalence theorem , we adopt theorem 2 from Li and Majumdar (2008) and properties of T-system. The former, Theorem 3 and 4 are general result that gives D-optimal designs for some design region.
