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Abstract
Let K be a finite abelian group and let exp(K) denote the least
common multiple of the orders of the elements of K. A BH(K,h)
matrix is a K-invariant |K|× |K| matrix H whose entries are complex
hth roots of unity such that HH∗ = |K|I, where H∗ denotes the
complex conjugate transpose of H, and I is the identity matrix of
order |K|. Let νp(x) denote the p-adic valuation of the integer x.
Using bilinear forms on K, we show that a BH(K,h) exists whenever
1
(i) νp(h) ≥ ⌈νp(exp(K))/2⌉ for every prime divisor p of |K| and
(ii) ν2(h) ≥ 2 if ν2(|K|) is odd and K has a direct factor Z2.
Employing the field descent method, we prove that these conditions
are necessary for the existence of a BH(K,h) matrix in the case where
K is cyclic of prime power order.
1 Introduction
Let Uh be the set of complex hth roots of unity. An n × n-matrix H with
entries from Uh is called a Butson Hadamard matrix if HH
∗ = nI, where
H∗ is the complex conjugate transpose of H and I is the identity matrix of
order n. We say that H is a BH(n, h) matrix. The Ph.D. thesis [15] of
Szo¨llo˝si provides a good overview of most of the known results on Butson
Hadamard matrices and [6, 4] contain more recent work and survey open
problems in this area.
The focus of this paper is Butson Hadamard matrices invariant under
abelian groups. Let (G,+) be a finite abelian group of order n with identity
element 0. An n× n matrix A = (ag,k)g,k∈G is G-invariant if ag+l,k+l = ag,k
for all g, k, l ∈ G. Such a matrix is sometimes also called group invariant or
group developed. AG-invariant BH(n, h) matrix is also called aBH(G, h)
matrix.
Remark 1.1. For any multiple h′ of h, every BH(G, h) matrix is also a
BH(G, h′) matrix, as Uh ⊂ Uh′.
By Zn we denote the cyclic group of order n. Most existing work on
group invariant Butson Hadamard matrices concerns circulant matrices, i.e.,
BH(Zn, h) matrices. Backelin [1] came up with the following result.
Result 1.2. Let p be a prime and let n be a positive integer such that n ≡
0 (mod p2) and n 6≡ 2 (mod 4). Then there is a BH(Zn, n/p) matrix.
We remark that Backelin actually formulated his result in terms of so
called cyclic n-roots; Result 1.2 translates his theorem into the language of
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group invariant Butson Hadamard matrices. We further remark that the
condition n 6≡ 2 (mod 4) is missing in the statement of the theorem in
Backelin’s paper, but is necessary for his construction to work. In fact,
for instance, it can be shown [9] that BH(Z2p2 , 2p) matrices do not exist for
any odd prime p. The special case n = p2 of Result 1.2 was rediscovered in
[7].
The main purpose of this paper is to provide a vast generalization and
strengthening of Result 1.2. In fact, it turns out that any nondegenerate
symmetric bilinear form on a finite abelian group can be used to construct
group invariant Butson Hadamard matrices. Within our construction, given
an abelian group G, there is ample freedom to choose “ingredients” (the bi-
linear form, a suitable subgroup of G, and a system of coset representatives).
There is a well developed theory of bilinear forms on finite abelian groups,
see [10, 17, 18]. It is shown in these papers that, contrary to the case of bilin-
ear forms over finite fields, in general there is quite a number of inequivalent
nondegenerate symmetric bilinear forms on a finite abelian group. As any of
these bilinear forms can be used in our construction, this theory turns out to
be relevant for the existence of Butson Hadamard matrices and sheds light
on the above mentioned flexibility of ingredients. We will not discuss the
theory of bilinear forms on finite abelian groups in this paper though, and
just focus on proving the correctness of our construction.
Finally, we will show that the conditions which are sufficient for our con-
struction of BH(G, h) matrices to work are also necessary for the existence
of these matrices in the case where G is cyclic of prime power order. The
proof is an application of the field descent method developed in [13]. We
remark that the field descent method relies on the fact that algebraic inte-
gers in a cyclotomic field F whose squared modulus is an integer often are
contained in proper subfields of F , which are, in fact, are also cyclotomic
fields. This method was introduced in [13] and has, for instance, been used
to obtain progress on the Circulant Hadamard Matrix Conjecture [13, 14]
and Lander’s Conjecture [8].
3
2 The Construction
For a finite abelian group G, we denote the least common multiple of the
orders of the elements of G by exp(G). For a positive integer t, write ζt =
exp(2pii/t). As before, we denote the cyclic group of order t by Zt and identify
Zt with {0, . . . , t− 1}, the group operation being addition modulo t.
Let G be a finite abelian group and let e be a positive integer. We say
that a map f : G×G→ Ze is a bilinear form if
f(g + h, k) = f(g, k) + f(h, k) and
f(g, h+ k) = f(g, h) + f(g, k)
(1) {bilin}
for all g, h, k ∈ G. Note that (1) implies
f(αg, k) = αf(g, h) and
f(g, αh) = αf(g, h)
for all g, h ∈ G and α ∈ Z. If f(g, h) = f(h, g) for all g, h ∈ G, then f is
symmetric. If f(g, h) = 0, then g and h are said to be orthogonal. We
say that f is nondegenerate if there is no g ∈ G\{0} such that f(g, h) = 0
for all h ∈ G.
We will use the following conventions. For an abelian group G and g ∈ G,
we say that h ∈ G is a square root of g if g = 2h and we write h = g/2. Note
that square roots are not unique in general; for our purposes, g/2 denotes any
square root of g. In fact, the construction in Theorem 2.1 works no matter
which square roots are chosen.
Let L be an elementary abelian group of order 22a+b where b ∈ {0, 1}
and write c = 2a + b. We identify L with {(g1, . . . , gc) : g1, . . . , gc ∈
{0, 1}}, the group operation being componentwise addition modulo 2. For
g = (g1, . . . , gc) ∈ L, set G1 = (g1, . . . , ga) and G2 = (ga+1, . . . , g2a). Simi-
larly, define X1 and X2 for x = (x1, . . . , xc) ∈ L. For x, y ∈ {0, 1}
a, write
xyT =
∑a
i=1 xiyi. Note that in this sum we use the addition of integers, not
addition modulo 2. For instance, if x = y = (1, 1), then xyT is the integer 2.
Define a function sL : L→ Z by
sL(g) =
{
2G1G
T
2 if b = 0,
2G1G
T
2 + gc if b = 1.
4
For u, w ∈ Z, set u ⊕ w = 0 if u + w is even and u⊕ w = 1 if u+ w is odd.
For x, y ∈ L, define x⊕ y by (x⊕ y)i = xi ⊕ yi for all i. First assume b = 1.
Let g be any element of L. We have∑
x∈L
ζ
sL(x)−sL(x⊕g)
4 =
∑
x∈L
ζ
2X1XT2 +xc−2(X1X
T
2
+X1GT2 +G1X
T
2
+G1GT2 )−(x⊕g)c
4
= (−1)G1G
T
2
1∑
xc=0
ζ
xc−(xc⊕gc)
4
∑
X1∈{0,1}a
(−1)X1G
T
2
∑
X2∈{0,1}a
(−1)G1X
T
2 .
(2) {sl1}
If G1 6= (0, . . . , 0), then the last sum in (2) vanishes and if G2 6= (0, . . . , 0),
then the second last sum in (2) vanishes. If gc 6= 0, then gc = 1 and
1∑
xc=0
ζ
xc−(xc⊕gc)
4 = ζ
−1
4 + ζ
1
4 = 0.
In summary, we have ∑
x∈L
ζ
sL(x)−sL(x⊕g)
4 = 0 (3) {sl}
whenever g 6= 0. If b = 0, then (3) also holds and is proved in a similar way.
Theorem 2.1. Let K = G×L be a finite abelian group, where either L = {0}
or L is an elementary abelian 2-group. Write e = exp(G). Let U be a
subgroup of G such that every element of U has a square root in G. Suppose
that f : G×G→ Ze is bilinear, symmetric, and nondegenerate, and that no
element of G\U is orthogonal to all elements of U . Let R ⊂ G be a complete
system of coset representatives of U in G with 0 ∈ R. For every x ∈ K, there
are unique x1 ∈ U , x2 ∈ R, and x3 ∈ L with x = x1 + x2 + x3. Let β be any
integer coprime to |G|. Define a matrix H = (Hy,x)y,x∈K by
Hy,x = ζ
f((x−y)1/2,(x−y)1)+βf((x−y)1,(x−y)2)
e ζ
sL(x3⊕y3)
4 . (4) {blc1}
Then H is a BH(K, e1) matrix, where
e1 =


exp(U) if L = {0},
lcm(2, exp(U)) if L is of square order,
lcm(4, exp(U)) otherwise.
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Proof. We first make a remark on the assumption that every element of U
has a square root in G, as it will not be mentioned again in the proof. This
assumption is necessary for the right hand side of (4) to be properly defined
(note that (x− y)1/2 must exist for all x, y ∈ K).
From the definition, it is clear that H is G-invariant. Fix any y ∈ K. For
every x ∈ K, there is a unique u(x2) ∈ U with
(x− y)2 = x2 − y2 + u(x2). (5) {blc2a}
Note that u(x2) depends on y, but we do not indicate this dependence, as
we consider y as fixed. We have
(x− y)1 = x1 − y1 − u(x2), (6) {blc2b}
by (5), as x1 + x2 − y1 − y2 = (x − y)1 + (x − y)2. Note that u(x2) only
depends on x2 (not on x1), as (x − y)2 = (x
′ − y)2 whenever x2 = x
′
2. We
claim that
u(x2) = 0 whenever y2 = 0. (7) {blc3}
Indeed, if y2 = 0, then u(x2) = (x−y)2−x2 = (x1+x2+x3−y1−y3)2−x2 =
x2 − x2 = 0.
By (4), (5), and (6), we have
Hy,x = ζ
f((x1−y1−u(x2))/2,x1−y1−u(x2))+βf(x1−y1−u(x2),x2−y2+u(x2))
e ζ
sL(x3⊕y3)
4 . (8) {blc3a}
Note that the (0, y) entry of HH∗ is
A(y) : =
∑
x∈K
H0,xHy,x
=
∑
x3∈L
∑
x2∈R
∑
x1∈U
H0,x1+x2+x3Hy,x1+x2+x3 .
Substituting (8) into the last expression and using the bilinearity of f , we
get
A(y) = η
∑
x3∈L
ζ
sL(x3)−sL(x3⊕y3)
4
∑
x2∈R
ζT (x2)e
∑
x1∈U
ζS(x1,x2)e ,
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where
η = ζ−f(y1/2,y1)−βf(y1,y2)e ,
T (x2) = βf(x2, y1 + u(x2))
+f(u(x2),−u(x2)/2− y1 + β(u(x2) + y1 − y2)),
S(x1, x2) = f(x1, y1 + βy2 + (1− β)u(x2)).
From now on, we assume A(y) 6= 0. Our goal is to show that this implies
y = 0. First of all, note that A(y) 6= 0 implies
∑
x3∈L
ζ
sL(x3)−sL(x3⊕y3)
4 6= 0
and thus y3 = 0 by (3). Hence the first sum in the expression for A(y) is
equal to |L| and
A(y) = η|L|
∑
x2∈R
ζT (x2)e
∑
x1∈U
ζS(x1,x2)e . (9) {blc4}
Write V (x2) =
∑
x1∈U
ζ
S(x1,x2)
e . Note that S(x1 + z1, x2) = S(x1, x2) +
S(z1, x2) for all x1, z1 ∈ U , since f is bilinear. Suppose that there is z1 ∈ U
such that S(z1, x2) 6= 0 and thus ζ
S(z1,x2)
e 6= 1. As
ζS(z1,x2)e V (x2) =
∑
x1∈U
ζS(x1+z1,x2)e =
∑
x1∈U
ζS(x1,x2)e = V (x2),
we conclude V (x2) = 0. So we see that V (x2) is only nonzero if
S(x1, x2) = f(x1, y1 + βy2 + (1− β)u(x2)) = 0 (10) {blc5}
for all x1 ∈ U . As no element of G \ U is orthogonal to all elements of U by
assumption, this implies y1 + βy2 + (1 − β)u(x2) ∈ U and thus y2 ∈ U , as
y1, u(x2) ∈ U and β is coprime to |G|. This implies y2 = 0, as y2 ∈ R ∩ U
and R ∩ U = {0}. Hence we have y2 = 0 whenever V (x2) 6= 0. As A(y) 6= 0
by assumption, we have V (x2) 6= 0 for at least one x2 and thus
y2 = 0. (11) {blc6}
Hence
u(x2) = 0 (12) {blc6a}
for all x2 ∈ R by (7). Combining (10), (11), and (12), we get
f(x1, y1) = 0 for all x1 ∈ U (13) {blc7}
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and
A(y) = η|L||U |
∑
x2∈R
ζT (x2)e = η|L||U |
∑
x2∈R
ζβf(y1,x2)e . (14) {blc7a}
Hence W (y) :=
∑
x2∈R
ζ
βf(y1,x2)
e 6= 0.
Now suppose that there is z2 ∈ R such that f(y1, z2) 6= 0. Note that the
map R → R, x2 7→ (x2 + z2)2 is a bijection, as the elements of R represent
each coset of U in G exactly once. Moreover, for any r, s ∈ R, we have
f(y1, r + s) = f(y1, (r + s)1 + (r + s)2)
= f(y1, (r + s)2),
since f(y1, (r + s)1) = 0 by (13). Thus
ζβf(y1,z2)W (y) =
∑
x2∈R
ζβf(y1,x2+z2)e
=
∑
x2∈R
ζβf(y1,(x2+z2)2)e
=
∑
x2∈R
ζβf(y1,x2)e =W (y).
As ζ
βf(y1,z2)
e 6= 1, we conclude W (y) = 0, a contradiction. Hence we have
f(y1, x2) = 0 for all x2 ∈ R. This, together with (13), implies f(y1, x) =
f(y1, x1 + x2) = f(y1, x1) + f(y1, x2) = 0 for all x ∈ G. Thus y1 = 0, as f
is nondegenerate. So we have y3 = 0, y2 = 0, and y1 = 0, that is, y = 0, as
desired.
In summary, we have shown that the (0, y) entry of HH∗ is only nonzero
if y = 0. As H is K-invariant, this shows that the (x, y) entry of HH∗ is
only nonzero if x = y. Hence HH∗ = |K|I, where I is the identity matrix of
order |K|.
It remains to prove that the entries of H are e1th roots of unity, where
e1 is defined in the statement of the theorem. Recall that
Hy,x =Wy,xζ
sL(x3⊕y3)
4 , (15) {blc9a}
where Wy,x = ζ
f((x−y)1/2,(x−y)1)+f((x−y)1,(x−y)2)
e . Write k = exp(U). As kx = 0
for all x ∈ U , we have kf(x, y) = f(kx, y) = f(y, kx) = 0 for all x ∈ U and
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y ∈ G by the bilinearity of f . As (x − y)1 ∈ U for all x, y ∈ G, this shows
that
W ky,x = ζ
f((x−y)1/2,k(x−y)1)+f(k(x−y)1,(x−y)2)
e = ζ
0
e = 1 (16) {blc9}
for all x, y ∈ K. If L = {0}, then e1 = k and Hy,x = Wy,x and thus
He1y,x = 1 for all x, y ∈ K by (16). If L is of square order, then e1 = lcm(2, k),
sL(x3⊕y3) ≡ 0 (mod 2) and thus H
e1
y,x = 1 for all x, y ∈ K by (15) and (16).
Note that, in any case, H
lcm(4,k)
y,x = 1 for all x, y ∈ K by (15) and (16). Hence
H indeed is a BH(G, e1) matrix.
Remark 2.2. In Theorem 2.1, there are alternative choices for the function
sL for which the construction still works. Write |L| = 2
2a+d and c = 2a + d,
where a and d are any nonnegative integers. Recall that F : (Z2)
2a → Z2 is
a bent function if ∣∣∣∣∣∣
∑
x∈(Z2)2a
(−1)F (x)+αx
T
∣∣∣∣∣∣ = 2a
for all nonzero α ∈ (Z2)
2a. Bent functions exist in abundance, see [11, 12],
for instance. Let F : (Z2)
2a → Z2 be any bent function and set
sL(g1, . . . , gc) = 2F (g1, . . . , g2a) +
c∑
i=2a+1
gi. (17) {general}
Then (4), with sL defined by (17), still is a BH(K, e1) matrix. We omit the
proof here, which is a straightforward extension of the proof of Theorem 2.1.
For a prime p and an integer t, let νp(t) denote the p-adic valuation of t,
that is, pνp(t) is the largest power of p dividing t. For groups K and W , we
say that K has a direct factor W if K ∼= W × V for some group V .
Corollary 2.3. Let K be a finite abelian group and let h be a positive integer
such that
νp(h) ≥ ⌈νp(exp(K))/2⌉ for every prime divisor p of |K|, (18)
ν2(h) ≥ 2 if ν2(|K|) is odd and K has a direct factor Z2. (19)
Then there exists a BH(K, h) matrix.
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Proof. Write K = G × L, where either L = {0} or L is an elementary
abelian 2-group, such that G does not have a direct factor Z2. Without loss
of generality, we can assume G = Zpa1
1
× · · ·×Zpass , where p1, . . . , ps are (not
necessarily distinct) primes and a1, . . . , as are positive integers. Note that
paii 6= 2 for all i, as G has no direct factor Z2. Furthermore, |L| > 1 if and
only if K has a direct factor Z2. We identify G with
{(g1, . . . , gs) : 0 ≤ gi ≤ p
ai
i − 1, i = 1, . . . , s},
where the group operation is componentwise addition, the ith component
being taken modulo paii . Let U be the subgroup of G given by
U =
{(
p
⌊a1/2⌋
1 k1, . . . , p
⌊as/2⌋
s ks
)
: 0 ≤ ki ≤ p
⌈ai/2⌉
i − 1, i = 1, . . . , s
}
.
Write e = exp(G) and define a map f : G×G→ Ze by
f((g1, . . . , gs), (h1, . . . , hs)) =
s∑
i=1
e
paii
gihi.
It is straightforward to verify that f is bilinear and symmetric. Let g =
(g1, . . . , gs) be any nonzero element of G. Then gi 6= 0 for some i. Let t be
the element of G with ti = 1 and tj = 0 for all j 6= i. Then f(g, t) =
e
p
ai
i
gi 6= 0,
since gi 6≡ 0 (mod p
ai
i ). This shows that f is nondegenerate.
Suppose that g = (g1, . . . , gs) an element which orthogonal to all elements
of U . Let i be arbitrary and let s be the element of U with si = p
⌊ai/2⌋
i and
sj = 0 for all j 6= i. Then
f(g, s) =
e
paii
gip
⌊ai/2⌋
i =
e
p
⌈ai/2⌉
i
gi = 0
and thus gi ≡ 0 ( mod p
⌈ai/2⌉
i ). This implies g ∈ U . Hence there is no element
of G \ U which is orthogonal to all elements of U .
Next, we show that every element u = (u1, . . . , us) of U has a square
root in G. If pi = 2, then ai ≥ 2, as we are assuming p
ai
i 6= 2 for all
i. Thus ui ≡ 0 (mod 2) by the definition of U , that is, ui = 2yi with
yi ∈ {0, . . . , 2
ai−1 − 1}. On the other hand, if pi is odd, then the map
x 7→ 2x (mod paii ) is a bijection and thus there is yi ∈ {0, . . . , p
ai − 1} with
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2yi ≡ ui (mod p
ai
i ). In summary, we have u = 2y, i.e., y is a square root of
u.
We have shown that all assumptions of Theorem 2.1 are satisfied. Hence
there exists a BH(K, e1) matrix, where e1 is defined in Theorem 2.1. In view
of Remark 1.1, it suffices to show
h ≡ 0 (mod e1). (20) {main_constr3}
Note that
exp(U) = lcm
(
p
⌈ai/2⌉
i : i = 1, . . . , s
)
(21) {main_constr2}
and h ≡ 0
(
mod p
⌈ai/2⌉
i
)
by (18). Hence
h ≡ 0 (mod exp(U)). (22) {main_constr4}
If L = {0}, then e1 = exp(U) and (20) follows from (22). Now assume
|L| > 1. If ν2(exp(K)) ≥ 3, then h ≡ 0 (mod 4) by (18) and thus (20) holds
by (22), as e1 divides lcm(4, exp(U)). Hence we can assume ν2(exp(K)) ≤ 2,
i.e., ai = 2 whenever pi = 2. Note that this implies that ν2(|G|) is even.
Suppose that ν2(|K|) is even. Then ν2(|L|) is also even, that is, L is of
square order. Thus e1 = lcm(2, exp(U)) and (20) follows from (18) and (22).
Finally, suppose that ν2(|K|) is odd. Note that K has a direct factor Z2, as
we are assuming |L| > 1. Thus h ≡ 0 (mod 4) by (19), which implies (20).
Thus (20) holds in every case and this completes the proof.
Remark 2.4. Corollary 2.3 only provides one possible choice of the bilinear
form f and the subgroup U . In general, there are numerous other choices,
which produce group invariant Butson Hadamard matrices not equivalent to
those constructed in Corollary 2.3.
Corollary 2.5. If v and h are positive integers with
(i) νp(h) ≥ ⌈νp(v)/2⌉ for every prime divisor p of v and
(ii) ν2(h) ≥ 2 if v ≡ 2 (mod 4),
then a (circulant) BH(Zv, h) matrix exists.
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3 Necessary Conditions
From now on, we use the language of group ring equations to study group
invariant Butson Hadamard matrices and write groups multiplicatively. Let
G be a finite abelian group, let R be a ring and let R[G] denote the group ring
of G over R. The elements of R[G] have the formX =
∑
g∈G agg with ag ∈ R.
The ag’s are called the coefficients of X . Two elements X =
∑
g∈G agg and
Y =
∑
g∈G bgg in R[G] are equal if and only if ag = bg for all g ∈ G. A subset
S of G is identified with the group ring element
∑
g∈S g. For the identity
element 1G of G and λ ∈ R, we write λ for the group ring element λ1G. For
R = Z[ζh] and X =
∑
g∈G agg ∈ R[G], we write
X(−1) =
∑
g∈G
agg
−1,
where ag denotes the complex conjugate of ag.
The group of complex characters of G is denoted by Gˆ. The trivial
character χ0 is defined by χ0(g) = 1 for all g ∈ G. For D =
∑
g∈G agg ∈
R[G] and χ ∈ Gˆ, write χ(D) =
∑
g∈G agχ(g). The following is a standard
result and a proof can be found [2, Ch. VI, Lem. 3.5], for instance.
Result 3.1. Let G be a finite abelian group and D =
∑
g∈G agg ∈ C[G].
Then
ag =
1
|G|
∑
χ∈Gˆ
χ(Dg−1)
for all g ∈ G. Consequently, if D,E ∈ C[G] and χ(D) = χ(E) for all χ ∈ Gˆ,
then D = E.
Lemma 3.2. Let p be a prime and let m be a positive integer not divisible
by p. Write ζ = ζp if p is odd and ζ = ζ4 if p = 2. If X ∈ Z[ζm] satisfies
X ≡ 0 (mod 1− ζ), then X ≡ 0 (mod p).
Proof. In this proof, we use basic algebraic number theory as covered in [5],
for instance. Let R = Z[ζpm] if p is odd and R = Z[ζ4m] if p = 2. The ideal
(1− ζ)R of R factorizes as
(1− ζ)R =
k∏
i=1
pi,
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where k = ϕ(m)/ordm(p) and the pi’s are distinct prime ideals. Furthermore,
pZ[ζm] =
∏k
i=1 qi, where qi = p
p−1
i and the qi’s are prime ideals of Z[ζm].
Note that X ≡ 0 (mod pi) for all i, as X ≡ 0 (mod 1 − ζ) by assumption.
Since X ∈ Z[ζm], this implies X ≡ 0 (mod qi) for all i and hence X ≡
0 (mod p).
Lemma 3.3. Let G be a finite abelian group, let h be a positive integer, and
let ag, g ∈ G, be elements of {ζ
i
h : i = 0, . . . , h − 1}. Consider the element
D =
∑
g∈G agg of Z[ζh][G] and the G-invariant matrix H = (Hg,k), g, k ∈ G
given by Hg,k = ag−k. Then H is a BH(G, h) matrix if and only if
DD(−1) = |G|. (23) {gr1}
Moreover, (23) holds if and only if
|χ(D)|2 = |G| for all χ ∈ Gˆ. (24) {gr2}
Proof. Let g ∈ G be arbitrary. The coefficient of g in DD(−1) is∑
k,l∈G
k−l=g
akal =
∑
l∈G
al+gal.
On the other hand, the inner product of row x+ g and row x of H is∑
k∈G
Hx+g,kHx,k =
∑
k∈G
ax+g−kax−k =
∑
l∈G
al+gal
Hence (23) holds if and only if any two distinct rows of H have inner product
0, that is, if and only if H is a BH(G, h) matrix. Finally, the equivalence of
(23) and (24) follows from Result 3.1.
Result 3.4 ([14], Thm. 2.2.2). Let p be a prime, let a, b, h be positive integers
with (h, p) = 1, and write v = pah. Suppose that X is an element of Z[ζv]
with |X|2 = pb. Then there exist Y ∈ Z[ζh], a root of unity η ∈ Z[ζh], η 6= 1,
of order dividing p− 1, and an integer j such that either
X = ζjvY or X = ζ
j
vΘY,
where Θ = 1 − ζ4 if p = 2 and Θ =
∑p−2
i=0 η
−iζ t
i
p if p is odd, and t is a
primitive element modulo p.
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Theorem 3.5. Let p be a prime and let a, h be positive integers. If a
BH(Zpa, h) matrix exists, then p divides h.
Proof. Suppose that a BH(Zpa , h) exists and that p does not divide h. Write
G = Zpa and let g be generator of G. By Lemma 3.3, there is D ∈ Z[ζh][G],
D =
∑pa−1
i=0 ζ
ai
h g
i, with
|χ(D)|2 = pa (25) {necpp1}
for all χ ∈ Gˆ. Let χ be the character of G with χ(g) = ζpa. By Result 3.4, we
have χ(D) = ζkpahY or χ(D) = ζ
k
pahΘY for some integer k, where Y ∈ Z[ζh]
and Θ is defined in Result 3.4. Replacing D by ζchg
dD with suitable integers
c, d, if necessary, we can assume k = 0. Hence
χ(D) ∈ Z[ζh] or χ(D) = ΘY. (26) {necpp2a}
We first assume p = 2. In this case, h is odd and we have χ(D) ∈ Z[ζ4h]
by (26). If a = 1, it is easy to show that h is divisible by 4. Hence we can
assume a ≥ 2. Write D =
∑2a−2−1
i=0 g
i
∑3
j=0 ζ
ai,j
h g
2a−2j with ai,j ∈ Z. We have
χ(D) =
2a−2−1∑
i=0
ζ i2a
3∑
j=0
ζ
ai,j
h ζ
j
4.
As χ(D) ∈ Z[ζ4h] and {1, ζ2a , . . . , ζ
2a−2−1
2a } is linearly independent overQ(ζ4h),
we conclude
χ(D) =
3∑
j=0
ζ
a0,j
h ζ
j
4 = A +Bζ4,
where A = ζ
a0,0
h − ζ
a0,2
h and B = ζ
a0,1
h − ζ
a0,3
h . We conclude
2a = |χ(D)|2 = (A+Bζ4)(A¯− B¯ζ4) = AA¯ +BB¯ + (−AB¯ +BA¯)ζ4.
As {1, ζ4} is linearly independent over Q(ζh), this implies −AB¯+BA¯ = 0 and
AA¯ + BB¯ = 2a. As h is odd, we have |A|, |B| < 2 and thus AA¯ + BB¯ < 8.
Hence a = 2 and AA¯ + BB¯ = |χ(D)|2 = 4. A quick computation shows
that this implies η + η¯ + γ + γ¯ = 0, where η = ζ
a0,0−a0,2
h and γ = ζ
a0,1−a0,3
h .
Hence Re(η) = −Re(γ), where Re(z) denotes the real part of z ∈ C. Write
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η = ζch and γ = ζ
d
h with c, d ∈ Z. We have Re(η) = cos(2piic/h) and Re(γ) =
cos(2piid/h) and thus Re(η) = −Re(γ) implies 2pid/h = ±2pic/h+ kpi where
k is an odd integer. This is only possible if h is even. The proof is complete
for p = 2.
Now assume that p is odd. We rewrite D in the form
D =
pa−1−1∑
i=0
p−1∑
j=0
ζ
ai,j
h g
i+jpa−1,
where the ai,j ’s are integers with 0 ≤ ai,j ≤ p− 1. Note that
χ(D) =
pa−1−1∑
i=0
ζ ipa
p−1∑
j=0
ζ
ai,j
h ζ
j
p . (27) {necpp2}
As {1, ζpa, . . . , ζ
pa−1−1
pa } is linearly independent over Q(ζph) and χ(D) ∈ Z[ζph]
by (26), we conclude that
∑p−1
j=0 ζ
ai,j
h ζ
j
p = 0 for all i > 0 and thus
χ(D) =
p−1∑
j=0
ζ
bj
h ζ
j
p , (28) {necpp4}
where bj = a0,j. This implies |χ(D)| < p and thus a = 1 by (25). In
particular, g has order p and we have
D =
p−1∑
j=0
ζ
bj
h g
j. (29) {necpp4a}
According to (26), it suffices the consider the following two cases.
Case 1 χ(D) = ΘY . Recall that Θ =
∑p−2
i=0 η
−iζ t
i
p and note that
Θ ≡
p−2∑
i=0
η−i ≡ 0 (mod 1− ζp),
since η 6= 1 and the order of η divides p− 1. We conclude
p−1∑
i=0
ζbih ≡
p−1∑
i=0
ζbih ζ
i
p ≡ χ(D) ≡ ΘY ≡ 0 (mod 1− ζp).
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By Lemma 3.2, this implies
p−1∑
j=0
ζ
bj
h ≡ 0 (mod p). (30) {necpp6}
However, for the trivial character χ0 of G, we have χ0(D) =
∑p−1
j=0 ζ
bj
h by
(29) and |χ0(D)|
2 = p by (25). But (30) implies |χ0(D)|
2 ≡ 0 (mod p2), a
contradiction.
Case 2 χ(D) ∈ Z[ζh]. By (28), we have χ(D) =
∑p−2
j=0(ζ
bj
h − ζ
bp−1
h )ζ
j
p and
since χ(D) ∈ Z[ζh] and {1, ζp, . . . , ζ
p−2
p } is linearly independent over Q(ζh),
we conclude b1 = · · · = bp−1 and χ(D) = ζ
b0
h − ζ
bp−1
h . As |χ(D)|
2 = p and
p is odd, this implies p = 3. Replacing D by ζ−b0h D, if necessary, we can
assume χ(D) = 1 − ζuh for some integer u. Note that ζ
u
h 6= 1. We have
3 = |χ(D)|2 = 2− ζuh − ζ
−u
h and thus ζ
u
h + ζ
2u
h +1 = 0, which implies ζ
3u
h = 1.
As ζuh 6= 1, we conclude h ≡ 0 (mod 3), contradicting the assumption that p
does not divide h.
Theorem 3.6. Let v be a power of a prime p and let h be a positive integer.
A (circulant) BH(Zv, h) matrix exists if and only if
νp(h) ≥ ⌈νp(v)/2⌉ and (v, ν2(h)) 6= (2, 1). (31) {necsuff1}
Proof. By Corollary 2.5, condition (31) is sufficient for the existence of a
BH(Zv, h) matrix. It remains to prove the necessity of (31). Assume that
a BH(Zv, h) exists and write v = p
a, where a is a positive integer. Write
G = Zpa and let g be generator of G. By Lemma 3.3, there is D ∈ Z[ζh][G]
with D =
∑pa−1
i=0 ζ
ai
h g
i and DD(−1) = v.
We first show that we can assume a ≥ 5 if p = 2. Suppose p = 2. Then h
is even by Theorem 3.5. If a = 1, then 2 = DD(−1) = 2 + (ζa0−a1h + ζ
a1−a0
h )g
and hence ζa0−a1h + ζ
a1−a0
h = 0. This implies ζ
2a0−2a1
h = −1 and thus h ≡
0 (mod 4). This shows that (31) is necessary in the case a = 1. As h
is even, condition (31) is also necessary in the case a = 2. Now suppose
a ∈ {3, 4}. To prove the necessity of (31), it suffices to show that ν2(h) = 1
is impossible. Thus assume ν2(h) = 1. Similar to the case p = 2 in the proof
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of Theorem 3.5, we see that we can assume χ(D) ∈ Z[ζ2h] where χ is the
character of G with χ(g) = ζ2a (note that we have χ(D) ∈ Z[ζ2h] and not only
χ(D) ∈ Z[ζ4h], as h is even now). Furthermore, as in the proof of Theorem
3.5, we have D =
∑3
j=0 ζ
a0,j
h g
j, AA¯ + BB¯ = 2a where A = ζ
a0,0
h − ζ
a0,2
h and
B = ζ
a0,1
h − ζ
a0,3
h . This implies a = 3 and |A| = |B| = 2. This is only possible
if ζ
a0,2
h = −ζ
a0,0
h and ζ
a0,1
h = −ζ
a0,3
h . But then χ0(D) =
∑3
j=0 ζ
a0,j
h = 0 for the
trivial character χ0 of G, a contradiction. In summary, we have shown that
(31) is necessary if p = 2 and a ≤ 4.
By what we have shown, we can assume a ≥ 5 if p = 2. Suppose that
condition (31) is not satisfied. Set b = νp(h) if p is odd and b = max{2, ν2(h)}
if p = 2. By Theorem 3.5, we have b ≥ 1. Moreover, νp(h) < a/2, as we
assume that (31) does not hold. Note that, for p = 2, this implies b < a/2,
as a ≥ 5 and thus a/2 > 2 is this case. In summary, we have
1 ≤ b < a/2 if p is odd and 2 ≤ b < a/2 if p = 2. (32) {necsuff1a}
Let χ be the character of G with χ(g) = ζpa. Note that |χ(D)|
2 = pa
by Lemma 3.3. Write h = pbh′ where (h′, p) = 1. By Result 3.4, there
is an integer s such χ(D)ζspa ∈ Z[ζph′] if p is odd and χ(D)ζ
s
pa ∈ Z[ζ4h′ ] if
p = 2. In view of (32), this implies χ(D)ζspa ∈ Z[ζh]. Replacing D by Dg
−s,
if necessary, we can assume
χ(D) ∈ Z[ζh]. (33) {necsuff1b}
Write h = pbm, where (p,m) = 1. Every integer in {0, . . . , pa − 1} has a
unique representation as i+ pa−bj with 0 ≤ i ≤ pa−b − 1 and 0 ≤ j ≤ pb − 1.
Hence we can write
D =
pa−b−1∑
i=0
pb−1∑
j=0
ζ
ai,j
pb
ζbi,jm g
i+pa−bj ,
with ai,j, bi,j ∈ Z and we have
χ(D) =
pa−b−1∑
i=0
ζ ipa
pb−1∑
j=0
ζ
ai,j+j
pb
ζbi,jm .
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In view of (33), and since {1, ζpa, . . . , ζ
pa−b−1
pa } is linearly independent over
Q(ζpbm), we have
∑pb−1
j=0 ζ
ai,j+j
pb
ζ
bi,j
m = 0 for all i > 0. We conclude χ(D) =∑pb−1
j=0 ζ
a0,j+j
pb
ζ
b0,j
m and hence |χ(D)|2 ≤ p2b. Thus |χ(D)|2 < pa by (32),
contradicting |χ(D)|2 = pa.
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