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The last decade has witnessed the remarkable progress in our understanding of thermalization in isolated
quantum systems. Combining the eigenstate thermalization hypothesis with quantum measurement theory, we
extend the framework of quantum thermalization to open many-body systems. A generic many-body system
subject to continuous observation is shown to thermalize at a single trajectory level. We show that the nonunitary
nature of quantum measurement causes several unique thermalization mechanisms that are unseen in isolated
systems. We present numerical evidence for our findings by applying our theory to specific models that can
be experimentally realized in atom-cavity systems and with quantum gas microscopy. Our theory provides a
general method to determine an effective temperature of quantum many-body systems subject to the Lindblad
master equation and thus should be applicable to noisy dynamics or dissipative systems coupled to nonthermal
Markovian environments as well as continuously monitored systems. Our work provides yet another insight
into why thermodynamics emerges so universally.
Statistical mechanics offers a universal framework to de-
scribe thermodynamic properties of a system involving many
degrees of freedom [1–8]. Systems described by statistical
mechanics can be divided into three distinct classes: (i) sys-
tems in contact with large thermal baths, (ii) isolated systems,
and (iii) systems coupled to nonthermal environments. Ther-
malization in the first class can be described by a phenomeno-
logical master equation in which the detailed balance condi-
tion ensures that the system always relaxes to the Gibbs en-
semble with the temperature of the thermal bath [9–14]. The
last decade has witnessed a considerable progress in our un-
derstanding of thermalization in the second class [15–38], as
promoted by quantum gas experiments [39–43]. In particular,
the eigenstate thermalization hypothesis (ETH) [6, 7, 28–38]
has emerged as a generic mechanism of thermalization under
unitary dynamics of isolated quantum systems. The ETH has
been numerically verified for a number of many-body Hamil-
tonians [28–38] with notable exceptions of integrable [44–50]
or many-body localized systems [51, 52].
In class (iii), a coupling to a nonthermal environment vi-
olates the detailed balanced condition, as it permits arbitrary
nonunitary processes such as continuous measurements [53–
72] and engineered dissipation [73–89]. There, the bath tem-
perature does not exist in general, and a number of fundamen-
tal questions arise. Does the system still thermalize and, if
yes, in what sense? How are steady states under such situa-
tions related to the thermal equilibrium of the system Hamil-
tonian? These questions are directly relevant to recent exper-
iments realizing various types of controlled dissipations and
measurements [83–89] and to the foundations of open-system
nonequilibrium statistical mechanics. The related questions
were previously addressed in numerical studies of specific ex-
amples [53, 65, 90–92]. Yet, model-independent, general un-
derstanding of thermalization and dynamics in open many-
body systems is still elusive.
The aim of this Letter is to extend the framework of quan-
tum thermalization to many-body systems coupled to Marko-
vian environments permitted by quantum measurements and
controlled dissipations. We consider open-system dynamics
under continuous measurement process, i.e., weak and fre-
quent repeated measurement, which can be realized by ex-
perimental setups of, e.g., atom-cavity systems [93–95] and
quantum gas microscopy [96, 97]. Combining the ETH and
quantum measurement theory, we derive a matrix-vector prod-
uct expression of the time-averaged density matrix, and show
that a generic many-body system under continuous observa-
tion will thermalize at a single trajectory level. The obtained
density matrix can also be used to determine an effective tem-
perature of open many-body systems governed by the Lind-
blad master equation. Our results can thus be applied to dis-
sipative many-body dynamics of a system coupled to a (not
necessarily thermal) Markovian environment [74–90] or un-
der noisy unitary operations [98–107]. We also present nu-
merical evidence of these findings by applying our theory to
specific models. Our results give yet another insight into why
thermodynamics emerges so universally.
Quantum many-body dynamics under measurement.—
We consider a generic (nonnintegrable) quantum many-body
system subject to continuous observation. We assume that the
system is initially prepared in a thermal equilibrium state ρˆeq,
which is characterized by the mean energyE0, or equivalently
by the corresponding temperature T0 = 1/β0. We set ~ = 1
and kB =1 throughout this Letter. Following the standard the-
ory of quantum measurement [108], we model a measurement
process as repeated indirect measurements. We start from a
separable state
ρˆtot(0) = ρˆeq ⊗ Pˆ0, (1)
where Pˆ0 is a projection operator on the reference state of the
meter. The system interacts with a meter during a time in-
terval δt via the total Hamiltonian Hˆtot = Hˆ + Vˆ , where Hˆ
is the many-body Hamiltonian of the measured system and
Vˆ = v
∑M
m=1 Lˆm ⊗ Aˆm describes the system-meter interac-
tion. We assume that Lˆm is either a single local operator or
the sum of local operators on the system and conserves the
total particle number. We also assume that Aˆm acts on the
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2state of the meter such that PˆlAˆm = δlmAˆm, where Pˆl’s are
projection operators satisfying
∑M
l=0 Pˆl = 1. After each in-
teraction, we perform a projection measurement {Pˆl} on the
meter to read out an outcome l = 0, 1, . . .M . The meter is
then reset to the reference state Pˆ0, which ensures that the dy-
namics is Markovian (see the Supplementary Material [109]
for discussions on a non-Markovian case). For each measure-
ment process, the meter exhibits either (i) a change in the state
of the meter corresponding to outcome m=1, 2, . . .M or (ii)
no change. The case (i) is referred to as a quantum jump pro-
cess and accompanied by the following nonunitary mapping
Em(ρˆ)=TrM[PˆmUˆ(δt)ρˆtotUˆ†(δt)Pˆm]'γδtLˆmρˆLˆ†m, (2)
where TrM[·] denotes the trace over the meter, Uˆ(τ) =
e−iHˆtotτ , and γ= v2δtTrA[Pˆ0Aˆ†mAˆm] [110]. In deriving the
last expression in Eq. (2), we assume γδt  1. The case (ii)
is referred to as a no-count process, leading to
E0(ρˆ) ' (1− iHˆeffδt)ρˆ(1 + iHˆ†effδt), (3)
where Hˆeff =Hˆ − iΓˆ/2 is an effective non-Hermitian Hamil-
tonian with Γˆ = γ
∑
m Lˆ
†
mLˆm. Each outcome l is obtained
with a probability pl = Tr[El(ρˆ)]. Taking the limit δt → 0
while keeping v2δt finite, the system exhibits a nonunitary
stochastic evolution which is continuous in time and known
as the quantum trajectory dynamics [108, 111–114]. Each
realization of a trajectory is characterized by a sequence of
measurement outcomes and given as
%ˆM(t; T ) = ΠˆMt;T ρˆeqΠˆ†Mt;T , (4)
where M = (m1, . . .mn) and T = (t1, . . . tn) denote the
types and occurrence times of quantum jumps, and ΠˆMt;T =∏n
i=1[Uˆ(∆ti)
√
γLˆmi ]Uˆ(t1) with ∆ti = ti+1 − ti, tn+1 = t
and Uˆ(τ)=e−iHˆeffτ .
Statistical ensemble.— We are interested in the thermal-
ization process caused by the interplay between many-body
dynamics and measurement backaction of continuous obser-
vation. We consider a situation in which the equilibration time
in the measured many-body system is shorter than a typical
waiting time between quantum jumps. We ensure this by tak-
ing the limit γ→ 0 while keeping γt finite. This guarantees
that a finite number of quantum jumps typically occur during
a given time interval [0, t], but that the system still has not yet
reached a steady state (such as an infinite-temperature state)
even in the long-time regime.
For closed many-body systems, it has been argued that the
equilibration time can be estimated as the Boltzmann time
~/kBT with T being the temperature of the system [115–
117]. In the present context, these results imply the fast equi-
libration during no-jump process since the dominant contribu-
tion of Hˆeff in the above limit is the (Hermitian) many-body
Hamiltonian Hˆ . Indeed, our numerical results presented be-
low support this expectation, though we leave its mathemati-
cally rigorous proof open.
When the waiting time exceeds the equilibration time, the
exact state and its time-averaged density matrix are indistin-
guishable in terms of an expectation value of a physical ob-
servable. The reason is that the time-dependent elements of
the density matrix make negligible contributions to an expec-
tation value due to their rapid phase oscillations [19]. This
emergent time-independent feature indicates that the memory
of the occurrence times T will be lost and expectation values
of physical observables can be studied by the time-averaged
density matrix
%ˆM(t) =
∫ t
0
dtn · · ·
∫ t2
0
dt1%ˆM(t; T ). (5)
To proceed with the calculation, we assume that for each
eigenstate |Ea〉 of Hˆ the expectation values of arbitrary few-
body observables coincide with those of the corresponding
Gibbs ensemble. This condition is generally believed to hold
when the system satisfies the ETH [36], as numerically sup-
ported for a number of Hamiltonians [28–38]. The leading
contribution in %ˆM can be given upon the normalization as
ρˆM =
ΛM[ρˆeq]
Z(M) , (6)
where we define ΛM =
∏n
i=1 (Λ ◦ Lmi ◦ Λ) with Lm[Oˆ] =
LˆmOˆLˆ
†
m, Λ[Oˆ]=
∑
a PˆaOˆPˆa and Pˆa= |Ea〉〈Ea|, and Z(M)
is a normalization constant. While the non-Hermiticity in Hˆeff
can slightly modify the energy distribution, its contribution
can be neglected in the thermodynamic limit [109]. This fol-
lows from strong suppression of fluctuations in the decay rate
Γˆ among eigenstates that are close in energy (see, e.g., the top
panel in Fig. 1c). This suppression can be understood from
the ETH [6, 36], which predicts the exponential decay of the
fluctuations of the matrix elements in the energy basis in the
thermodynamic limit.
In the matrix representation, the ensemble (6) has a simple
factorized form:
ρˆM ∝
∑
a
[Vmn · · · Vm1peq]a Pˆa, (7)
where we introduce the vector (peq)a = 〈Ea|ρˆeq|Ea〉 and the
matrix (Vm)ab = |〈Ea|Lˆm|Eb〉|2. It follows from the cluster
decomposition property [47, 118, 119] of thermal eigenstates
for local operators Oˆx,y that
lim
|x−y|→∞
Tr[OˆxOˆyPˆa]− Tr[OˆxPˆa]Tr[OˆyPˆa] = 0. (8)
Then we can show [109] that the standard deviation of en-
ergy in the ensemble (7) is subextensive and thus its energy
distribution is strongly peaked around the mean value EM.
We introduce an effective temperature βMeff from the condition
EM = Tr[HˆρˆβMeff ] with ρˆβ = e
−βHˆ/Zβ being the Gibbs en-
semble. The ETH then guarantees that, if we focus on a few-
body observable Oˆ, ρˆM is indistinguishable from the Gibbs
ensemble:
Tr[OˆρˆM] ' Tr[OˆρˆβMeff ]. (9)
3Here and henceforth we understand ' to be the equality in
the thermodynamic limit. Thus, a generic quantum system
under a measurement process thermalizes by itself at a single-
trajectory level.
The derivation of the matrix-vector product ensemble
(MVPE) in Eq. (7) is one of the main results in this Letter. In
open many-body dynamics it is highly nontrivial to precisely
estimate an effective temperature of the system. One usually
has to design ad hoc techniques for each individual problem.
In contrast, the MVPE provides a general and efficient way
to determine an effective temperature under physically plausi-
ble assumptions as demonstrated later. If the ETH holds, any
physical quantity can be calculated from the Gibbs ensemble
at an extracted temperature.
Before examining concrete examples, we discuss some
general properties of thermalization under quantum measure-
ment in comparison with thermalization in isolated systems.
Firstly, since Hˆ has no local conserved quantities, it satis-
fies [Hˆ, Lˆm] 6= 0 and thus the matrix Vm should change the
energy distribution. It is this noncommutativity between the
Hamiltonian and measurement operators that leads to heat-
ing or cooling under measurement. Secondly, it is worth-
while to mention similarities and differences between Eq. (7)
and the density matrix of isolated systems under slow time-
dependent operations [36] or a sudden quench [28, 120–122].
Both density matrices are diagonal in the energy basis and co-
efficients are represented in the matrix-vector product form.
The unitarity inevitably leads to the doubly stochastic con-
dition of the transition matrix
∑
a(V)ab =
∑
b(V)ab = 1,
which causes the energy of the system to increase or stay con-
stant [26, 27, 123]. However, in the nonunitary evolution con-
sidered here, V cannot be interpreted as the transition matrix
and the doubly stochastic condition is generally violated. This
is why it is possible to cool down the system if one uses ar-
tificial (typically non-Hermitian) measurement operators Lˆm
[74, 75].
Numerical simulations.— To demonstrate our general ap-
proach, we consider a Hamiltonian Hˆ = Kˆ + Uˆ of hard-
core bosons on an open one-dimensional lattice with nearest-
and next-nearest-neighbor hopping and an interaction: Kˆ =
−∑l(thbˆ†l bˆl+1 + t′hbˆ†l bˆl+2 + H.c.) and Uˆ = ∑l(Unˆlnˆl+1 +
U ′nˆlnˆl+2), where bˆl (bˆ
†
l ) is the annihiliation (creation) opera-
tor of a hard-core boson on site l and nˆl= bˆ
†
l bˆl. This model is,
in general, nonintegrable and has been numerically confirmed
to satisfy the ETH [29, 33, 36, 38]. We set the system size
and the total number of particles as Ls = 18 and N = 6. As
a measurement process, we consider Lˆ =
∑
l(−1)lnˆl which
can be implemented by monitoring photons leaking out of a
cavity coupled to a certain collective mode of atoms [65].
To test the validity of the MVPE (7) for describing open
many-body dynamics, it suffices to use an energy eigenstate
as the initial state. Results for a general initial distribution peq
can be obtained as merely a linear sum of the results for indi-
vidual eigenstates. To be specific, we start from an eigenstate
|E0〉 corresponding to the initial temperature T0 =3th. With-
out loss of generality, we choose the first detection time of a
quantum jump as t = 0.
Figure 1 shows a typical realization of quantum dynamics
under the measurement. Figure 1a plots the time evolution of
the distribution of Lˆ =
∑
l(−1)lnˆl, which is the difference
of particle numbers at even and odd sites. Each detection cre-
ates a cat-like post-measurement state having large weights on
Lˆ=±4. It then quickly decays into a thermal state since Hˆ
does not commute with Lˆ. In Fig. 1b, the corresponding dy-
namics of 〈nˆk=0〉 is compared with the predictions from the
MVPE ρˆM and the Gibbs ensemble ρˆβMeff . We find an excel-
lent agreement between the exact values and the MVPE. Note
that the MVPE is time independent by definition; the plotted
values correspond to the MVPE conditioned on a sequence of
quantum jumps that have occurred by time t. Figure 1c shows
the diagonal values Γa of the detection rate (top panel) and
energy distributions after each jump (the other panels). The
latter shows a rapid collapse of the energy distribution into
that of the Gibbs ensemble after only a few jumps. The simi-
lar results are also found in numerical simulations for a local
density measurement Lˆi = nˆi [109], which is directly rele-
vant to quantum gas microscopy.
Figure 2 shows relative deviations of the MVPE predic-
tions from time-averaged values of nˆk=0 with varying system-
meter coupling γ. Finite-size scaling analyses indicate that the
relative deviations become exponentially small with increas-
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FIG. 1. (a) Time evolution of the distribution with the jump opera-
tor Lˆ=
∑
l(−1)lnˆl, which gives the difference Nˆe − Nˆo of particle
numbers at even and odd sites. Every time a quantum jump occurs,
the distribution peaks at Lˆ=±4 after which it rapidly relaxes toward
an equilibrium profile due to the noncommutativity of Lˆ with the
system Hamiltonian Hˆ . (b) The corresponding dynamics of 〈nˆk=0〉.
Superimposed is the prediction from the MVPE conditioned on a se-
quence of quantum jumps that have occurred by time t (red dashed
lines) and the Gibbs ensemble ρˆβM
eff
(green dashed lines). (c) Diag-
onal values of the detection rate Γˆ (top panel) and the energy dis-
tributions after each jump (the other panels). We set γ = 0.02 and
th =U = t
′
h =U
′ = 1 except for the integrable case in (c) where we
use th=U=1 and t′h=U
′=0.
4FIG. 2. (a) Relative deviations of MVPE predictions from time-
averaged values of nˆk=0 plotted against measurement strength γ for
different system sizes Ls. (b) Finite-size scaling analyses of the rela-
tive deviations of MVPE (filled circles) and the corresponding Gibbs
ensemble (open circles) from time-averaged values of 〈nˆk=0〉. (c)
Comparison between the MVPE predictions (red solid lines) and the
Lindblad dynamics (black dashed curve) for nˆk=0 with Ls = 18.
We use th=U= t′h=U
′=1 and set γ = 0.02 in (b) and (c).
ing the system size for small γ (see e.g., Fig. 2b), while they
no longer converge for larger values (typically γ & 0.08th)
in which the minimally destructive limit breaks down. A rel-
atively slow convergence of the Gibbs ensemble predictions
in Fig. 2b can be attributed to broad energy distributions and
large fluctuations in diagonal elements of nˆk=0 in finite-size
systems (see Ref. [91] for a similar observation).
Application to many-body Lindblad dynamics.— Having
established the validity of the MVPE, we now discuss its ap-
plication to the Lindblad dynamics. The quantum trajectory
dynamics offers a numerical method to solve the Lindblad
master equation [14, 92]:
dρˆ
dt
= L[ρˆ] = −i(Hˆeff ρˆ− ρˆHˆ†eff) + γ
∑
m
LˆmρˆLˆ
†
m, (10)
where ρˆ(t) =
∑
M %ˆM(t) is the density matrix averaged over
all trajectories. Equation (10) can describe the temporal evo-
lution of a system weakly coupled to its environment [14] or
a system under noisy unitary operations [98–101, 107]. Yet,
especially for a many-body system, it is often very demanding
to take the ensemble average due to a vast number of possible
trajectories.
For the case of a translationally invariant Hamiltonian Hˆ
and a local operator Lˆm, our approach suggests a simple way
to overcome the above difficulty. In this case, the matrix Vm is
independent of a spatial labelm and thus the MVPE in Eq. (7)
is characterized by the number n of quantum jumps alone:
ρˆn ∝
∑
a[Vnpeq]aPˆa. As the detection rate Γˆ of quantum
jumps consists of few-body observables, the distribution of n
is sharply peaked around the mean value n if the ETH holds.
These observations lead to
Tr[OˆeLtρˆeq] ' Tr[Oˆρˆnt ] ' Tr[Oˆρˆβnteff ], (11)
where nt is the mean number of quantum jumps during
[0, t] that can be determined from the implicit relation t '∑nt
n=0 1/Γn with Γn=Tr[Γˆρˆn], and β
nt
eff is the corresponding
effective temperature. Thus, expectation values of physical
observables in the many-body Lindblad dynamics agree with
those predicted from the typical MVPE or the Gibbs ensemble
at an appropriate effective temperature. Since solving Eq. (10)
requires the diagonalization of a D2×D2 Liouvillean with D
being the dimension of the Hilbert space, our approach (11)
allows a significant simplification of the problem. We have
applied our approach to the Lindblad dynamics of the above
lattice model and demonstrated the relation (11) aside from
stepwise finite-size corrections (Fig. 2c).
Summary and Discussions.— Combining the ideas of the
ETH and quantum measurement theory, we find that a generic
quantum many-body system under continuous observation
thermalizes at a single trajectory level. We have presented
the matrix-vector product ensemble (7), which can quantita-
tively describe the dynamics and give an effective tempera-
ture of an open quantum many-body system. This can also be
used to analyze a many-body Lindblad master equation and
thus should have broad applicability to dissipative [74–89] or
noisy Markovian systems [98–101, 107], in addition to con-
tinuously monitored ones. These findings are supported by
numerical simulations of nonintegrable systems under contin-
uous measurement, which can be experimentally realized in
atom-cavity systems and by quantum gas microscopy.
The present study opens several research directions. Firstly,
it is intriguing to elucidate thermalization at the trajectory
level when the system Hamiltonian is integrable [44–50]. Un-
der measurements, quantum jumps act as weak integrability-
breaking perturbations and, if their effects are insignificant,
we expect prethermalization [25, 44], i.e., a phenomenon in
which observables approach quasistationary values consistent
with the generalized Gibbs ensemble [44]. Ultimate thermal-
ization will happen when quantum jumps sufficiently mix the
distribution, leading to the unbiased probability weights on
nonthermal rare states admitted in the weak variant of the ETH
[25, 30, 124, 125]. We present our first attempt to outline
this scenario in the Supplementary Material [109] and leave
a detailed analysis as an interesting future problem. Another
important system is a many-body localized system [51, 52]
where even the weak ETH can be violated [126]. Secondly, it
remains an important problem to extend our analysis to non-
Markovian open dynamics [127]. While an application of a
non-Markovian trajectory approach [128] to a many-body sys-
tem is challenging in general, our MVPE approach may still
be useful if the support of a jump operator is restricted [109].
Thirdly, it is interesting to explore possible connections be-
tween the predictions made in the random unitary circuit dy-
namics [101–106] and the nonintegrable open trajectory dy-
namics studied here. They share several intriguing similar-
ities; they satisfy the locality, have no energy conservation,
thus relaxing to the infinite-temperature state, and obey the
Lindblad master equation upon the ensemble average (at least)
in a certain case [101]. It is particularly interesting to test
the predicted scrambling dynamics [104, 105] or the Kardar-
Parisi-Zhang universal behavior [103] in the present setup.
We are grateful to Zala Lenarcic, Igor Mekhov, Takashi
Mori and Hannes Pichler for useful discussions. We also
5thank Ryusuke Hamazaki for valuable suggestions, especially
on the cluster decomposition property. We acknowledge sup-
port from KAKENHI Grant No. JP18H01145 and a Grant-in-
Aid for Scientific Research on Innovative Areas “Topological
Materials Science” (KAKENHI Grant No. JP15H05855) from
the Japan Society for the Promotion of Science (JSPS), and
ImPACT Program of Council for Science, Technology and In-
novation (Cabinet Office, Government of Japan). Y. A. ac-
knowledges support from JSPS (Grant No. JP16J03613).
[1] J. v. Neumann, Z. Phys. 57, 30 (1929).
[2] E. T. Jaynes, Phys. Rev. 106, 620 (1957).
[3] M. V. Berry, J. Phys. A 10, 2083 (1977).
[4] A. Peres, Phys. Rev. A 30, 504 (1984).
[5] R. V. Jensen and R. Shankar, Phys. Rev. Lett. 54, 1879 (1985).
[6] M. Srednicki, Phys. Rev. E 50, 888 (1994).
[7] J. M. Deutsch, Phys. Rev. A 43, 2046 (1991).
[8] H. Tasaki, Phys. Rev. Lett. 80, 1373 (1998).
[9] E. B. Davies, Comm. Math. Phys. 39, 91 (1974).
[10] H. Spohn and J. L. Lebowitz, Adv. Chem. Phys. , 109 (1978).
[11] R. Alicki, J. Phys. A 12, L103 (1979).
[12] A. O. Caldeira and A. J. Leggett, Physica A 121, 587 (1983).
[13] U. Weiss, Quantum Dissipative Systems (World Scientific,
Singapore, 1999).
[14] H. P. Breuer and F. Petruccione, The theory of open quantum
systems (Oxford University Press, Oxford, 2002).
[15] S. Popescu, A. J. Short, and A. Winter, Nat. Phys. 2, 754
(2006).
[16] S. Goldstein, J. L. Lebowitz, R. Tumulka, and N. Zanghı`,
Phys. Rev. Lett. 96, 050403 (2006).
[17] C. Kollath, A. M. La¨uchli, and E. Altman, Phys. Rev. Lett.
98, 180601 (2007).
[18] S. R. Manmana, S. Wessel, R. M. Noack, and A. Muramatsu,
Phys. Rev. Lett. 98, 210405 (2007).
[19] P. Reimann, Phys. Rev. Lett. 101, 190403 (2008).
[20] M. Cramer, A. Flesch, I. P. McCulloch, U. Schollwo¨ck, and
J. Eisert, Phys. Rev. Lett. 101, 063001 (2008).
[21] M. C. Ban˜uls, J. I. Cirac, and M. B. Hastings, Phys. Rev. Lett.
106, 050405 (2011).
[22] C. Neuenhahn and F. Marquardt, Phys. Rev. E 85, 060101
(2012).
[23] A. J. Short and T. C. Farrelly, New J. Phys. 14, 013063 (2012).
[24] C. Gogolin and J. Eisert, Rep. Prog. Phys. 79, 056001 (2016).
[25] T. Mori, T. N. Ikeda, E. Kaminishi, and M. Ueda,
arXiv:1712.08790 .
[26] D. A. Abanin, W. De Roeck, and F. Huveneers, Phys. Rev.
Lett. 115, 256803 (2015).
[27] T. Kuwahara, T. Mori, and K. Saito, Ann. Phys. 367, 96
(2016).
[28] M. Rigol, V. Dunjko, and M. Olshanii, Nature 452, 854
(2008).
[29] M. Rigol, Phys. Rev. Lett. 103, 100403 (2009).
[30] G. Biroli, C. Kollath, and A. M. La¨uchli, Phys. Rev. Lett. 105,
250401 (2010).
[31] R. Steinigeweg, J. Herbrych, and P. Prelovsˇek, Phys. Rev. E
87, 012118 (2013).
[32] R. Steinigeweg, A. Khodja, H. Niemeyer, C. Gogolin, and
J. Gemmer, Phys. Rev. Lett. 112, 130403 (2014).
[33] H. Kim, T. N. Ikeda, and D. A. Huse, Phys. Rev. E 90, 052105
(2014).
[34] W. Beugeling, R. Moessner, and M. Haque, Phys. Rev. E 89,
042112 (2014).
[35] A. Khodja, R. Steinigeweg, and J. Gemmer, Phys. Rev. E 91,
012120 (2015).
[36] L. D’Alessio, Y. Kafri, A. Polkovnikov, and M. Rigol, Adv.
Phys. 65, 239 (2016).
[37] J. R. Garrison and T. Grover, Phys. Rev. X 8, 021026 (2018).
[38] T. Yoshizawa, E. Iyoda, and T. Sagawa, Phys. Rev. Lett. 120,
200604 (2018).
[39] T. Kinoshita, T. Wenger, and D. S. Weiss, Nature 440, 900
(2006).
[40] S. Trotzky, Y.-A. Chen, A. Flesch, I. P. McCulloch,
U. Schollwo¨ck, J. Eisert, and I. Bloch, Nat. Phys. 8, 325
(2012).
[41] M. Gring, M. Kuhnert, T. Langen, T. Kitagawa, B. Rauer,
M. Schreitl, I. Mazets, D. A. Smith, E. Demler, and
J. Schmiedmayer, Science 337, 1318 (2012).
[42] A. M. Kaufman, M. E. Tai, A. Lukin, M. Rispoli, R. Schittko,
P. M. Preiss, and M. Greiner, Science 353, 794 (2016).
[43] Y. Tang, W. Kao, K.-Y. Li, S. Seo, K. Mallayya, M. Rigol,
S. Gopalakrishnan, and B. L. Lev, Phys. Rev. X 8, 021030
(2018).
[44] M. Rigol, V. Dunjko, V. Yurovsky, and M. Olshanii, Phys.
Rev. Lett. 98, 050405 (2007).
[45] P. Calabrese, F. H. L. Essler, and M. Fagotti, Phys. Rev. Lett.
106, 227203 (2011).
[46] M. Fagotti and F. H. L. Essler, Phys. Rev. B 87, 245107 (2013).
[47] S. Sotiriadis and P. Calabrese, J. Stat. Mech. 2014, P07024
(2014).
[48] F. H. L. Essler and M. Fagotti, J. Stat. Mech. 2016, 064002
(2016).
[49] L. Vidmar and M. Rigol, J. Stat. Mech. 2016, 064007 (2016).
[50] F. Lange, Z. Lenarcic, and A. Rosch, Nat. Commun. 8, 15767
(2017).
[51] R. Nandkishore and D. A. Huse, Ann. Rev. Cond. Matt. Phys.
6, 15 (2015).
[52] R. Vasseur and J. E. Moore, J. Stat. Mech. 2016, 064010
(2016).
[53] H. Pichler, A. J. Daley, and P. Zoller, Phys. Rev. A 82, 063605
(2010).
[54] J. P. Garrahan and I. Lesanovsky, Phys. Rev. Lett. 104, 160601
(2010).
[55] T. E. Lee, F. Reiter, and N. Moiseyev, Phys. Rev. Lett. 113,
250401 (2014).
[56] T. E. Lee and C.-K. Chan, Phys. Rev. X 4, 041001 (2014).
[57] M. D. Lee and J. Ruostekoski, Phys. Rev. A 90, 023628
(2014).
[58] M. K. Pedersen, J. J. W. H. Soerensen, M. C. Tichy, and J. F.
Sherson, New J. Phys. 16, 113038 (2014).
[59] Y. Ashida and M. Ueda, Phys. Rev. Lett. 115, 095301 (2015).
[60] T. J. Elliott, W. Kozlowski, S. F. Caballero-Benitez, and I. B.
Mekhov, Phys. Rev. Lett. 114, 113604 (2015).
[61] A. C. J. Wade, J. F. Sherson, and K. Mølmer, Phys. Rev. Lett.
115, 060401 (2015).
[62] S. Dhar, S. Dasgupta, A. Dhar, and D. Sen, Phys. Rev. A 91,
062115 (2015).
[63] Y. Ashida, S. Furukawa, and M. Ueda, Phys. Rev. A 94,
053615 (2016).
[64] S. Dhar and S. Dasgupta, Phys. Rev. A 93, 050103 (2016).
[65] G. Mazzucchi, W. Kozlowski, S. F. Caballero-Benitez, T. J.
Elliott, and I. B. Mekhov, Phys. Rev. A 93, 023632 (2016).
[66] Y. Ashida and M. Ueda, Phys. Rev. A 95, 022124 (2017).
[67] M. Schemmer, A. Johnson, R. Photopoulos, and I. Bouchoule,
6Phys. Rev. A 95, 043641 (2017).
[68] Y. Ashida, S. Furukawa, and M. Ueda, Nat. Commun. 8,
15791 (2017).
[69] K. Kawabata, Y. Ashida, and M. Ueda, Phys. Rev. Lett. 119,
190401 (2017).
[70] M. Mehboudi, A. Lampo, C. Charalambous, L. A. Correa,
M. A. Garcia-March, and M. Lewenstein, arXiv:1806.07198
.
[71] L. Buffoni, A. Solfanelli, P. Verrucchi, A. Cuccoli, and
M. Campisi, arXiv:1806.07814 .
[72] J. J. Soerensen, M. Dalgaard, A. H. Kiilerich, K. Moelmer,
and J. Sherson, arXiv:1806.07793 .
[73] A. Beige, D. Braun, B. Tregenna, and P. L. Knight, Phys. Rev.
Lett. 85, 1762 (2000).
[74] B. Kraus, H. P. Bu¨chler, S. Diehl, A. Kantian, A. Micheli, and
P. Zoller, Phys. Rev. A 78, 042307 (2008).
[75] S. Diehl, A. Micheli, A. Kantian, B. Kraus, H. P. Bu¨chler, and
P. Zoller, Nat. Phys. 4, 878 (2008).
[76] F. Verstraete, M. M. Wolf, and J. I. Cirac, Nat. Phys. 5, 633
(2009).
[77] W. Yi, S. Diehl, A. J. Daley, and P. Zoller, New J. Phys. 14,
055002 (2012).
[78] D. Poletti, J.-S. Bernier, A. Georges, and C. Kollath, Phys.
Rev. Lett. 109, 045302 (2012).
[79] D. Poletti, P. Barmettler, A. Georges, and C. Kollath, Phys.
Rev. Lett. 111, 195301 (2013).
[80] C. Joshi, J. Larson, and T. P. Spiller, Phys. Rev. A 93, 043818
(2016).
[81] Y. Ashida and M. Ueda, Phys. Rev. Lett. 120, 185301 (2018).
[82] Z. Gong, Y. Ashida, K. Kawabata, K. Takasan, S. Hi-
gashikawa, and M. Ueda, arXiv:1802.07964 .
[83] G. Barontini, R. Labouvie, F. Stubenrauch, A. Vogler, V. Guar-
rera, and H. Ott, Phys. Rev. Lett. 110, 035302 (2013).
[84] Y. S. Patil, S. Chakram, and M. Vengalattore, Phys. Rev. Lett.
115, 140402 (2015).
[85] T. Gao, E. Estrecho, K. Y. Bliokh, T. C. H. Liew, M. D. Fraser,
S. Brodbeck, M. Kamp, C. Schneider, S. Hofling, Y. Ya-
mamoto, F. Nori, Y. S. Kivshar, A. G. Truscott, R. G. Dall,
and E. A. Ostrovskaya, Nature 526, 554 (2015).
[86] R. Labouvie, B. Santra, S. Heun, and H. Ott, Phys. Rev. Lett.
116, 235302 (2016).
[87] B. Rauer, P. Grisˇins, I. E. Mazets, T. Schweigler,
W. Rohringer, R. Geiger, T. Langen, and J. Schmiedmayer,
Phys. Rev. Lett. 116, 030402 (2016).
[88] H. P. Lu¨schen, P. Bordia, S. S. Hodgman, M. Schreiber,
S. Sarkar, A. J. Daley, M. H. Fischer, E. Altman, I. Bloch,
and U. Schneider, Phys. Rev. X 7, 011034 (2017).
[89] T. Tomita, S. Nakajima, I. Danshita, Y. Takasu, and Y. Taka-
hashi, Sci. Adv. 3, e1701513 (2017).
[90] B. Zhu, B. Gadway, M. Foss-Feig, J. Schachenmayer, M. L.
Wall, K. R. A. Hazzard, B. Yan, S. A. Moses, J. P. Covey,
D. S. Jin, J. Ye, M. Holland, and A. M. Rey, Phys. Rev. Lett.
112, 070404 (2014).
[91] J. Schachenmayer, L. Pollet, M. Troyer, and A. J. Daley, Phys.
Rev. A 89, 011601 (2014).
[92] A. J. Daley, Adv. Phys. 63, 77 (2014).
[93] K. Baumann, C. Guerlin, F. Brennecke, and T. Esslinger, Na-
ture 464, 1301 (2010).
[94] M. Wolke, J. Klinner, H. Keßler, and A. Hemmerich, Science
337, 75 (2012).
[95] D. Schmidt, H. Tomczyk, S. Slama, and C. Zimmermann,
Phys. Rev. Lett. 112, 115302 (2014).
[96] W. S. Bakr, J. I. Gillen, A. Peng, S. Fo¨lling, and M. Greiner,
Nature 462, 74 (2009).
[97] J. F. Sherson, C. Weitenberg, M. Endres, M. Cheneau,
I. Bloch, and S. Kuhr, Nature 467, 68 (2010).
[98] J. Marino and A. Silva, Phys. Rev. B 86, 060408 (2012).
[99] H. Pichler, J. Schachenmayer, A. J. Daley, and P. Zoller, Phys.
Rev. A 87, 033606 (2013).
[100] A. Chenu, M. Beau, J. Cao, and A. del Campo, Phys. Rev.
Lett. 118, 140403 (2017).
[101] L. Banchi, D. Burgarth, and M. J. Kastoryano, Phys. Rev. X
7, 041015 (2017).
[102] P. Hayden, S. Nezami, X.-L. Qi, N. Thomas, M. Walter, and
Z. Yang, J. High Energy Phys. 2016, 9 (2016).
[103] A. Nahum, J. Ruhman, S. Vijay, and J. Haah, Phys. Rev. X 7,
031016 (2017).
[104] A. Nahum, S. Vijay, and J. Haah, Phys. Rev. X 8, 021014
(2018).
[105] C. W. von Keyserlingk, T. Rakovszky, F. Pollmann, and S. L.
Sondhi, Phys. Rev. X 8, 021013 (2018).
[106] C. Su¨nderhauf, D. Pe´rez-Garcia, D. A. Huse, N. Schuch, and
J. I. Cirac, arXiv:1805.08487 .
[107] M. Knap, arXiv:1806.04686 .
[108] H. Carmichael, An Open System Approach to Quantum Optics
(Springer, Berlin, 1993).
[109] See Supplemental Material for more details on the derivations
of the statements and the numerical analysis.
[110] For the sake of simplicity, we assume that the rate γ is in-
dependent of an outcome m. A generalization to outcome-
dependent rates is straightforward.
[111] M. Ueda, Quant. Opt. J. Euro. Opt. Soc. PB 1, 131 (1989).
[112] M. Ueda, Phys. Rev. A 41, 3875 (1990).
[113] R. Dum, P. Zoller, and H. Ritsch, Phys. Rev. A 45, 4879
(1992).
[114] J. Dalibard, Y. Castin, and K. Mølmer, Phys. Rev. Lett. 68,
580 (1992).
[115] P. Reimann, Nat. Commun. 7, 10821 (2016).
[116] T. R. de Oliveira, C. Charalambous, D. Jonathan, M. Lewen-
stein, and A. Riera, New J. Phys. 20, 033032 (2018).
[117] H. Wilming, M. Goihl, C. Krumnow, and J. Eisert,
arXiv:1704.06291 (2017).
[118] S. Herna´ndez-Santana, A. Riera, K. V. Hovhannisyan,
M. Perarnau-Llobet, L. Tagliacozzo, and A. Acin, New J.
Phys. 17, 085007 (2015).
[119] M. Kliesch, C. Gogolin, M. J. Kastoryano, A. Riera, and
J. Eisert, Phys. Rev. X 4, 031019 (2014).
[120] L. F. Santos, A. Polkovnikov, and M. Rigol, Phys. Rev. Lett.
107, 040601 (2011).
[121] A. Polkovnikov, Ann. Phys. 326, 486 (2011).
[122] T. N. Ikeda, N. Sakumichi, A. Polkovnikov, and M. Ueda,
Ann. Phys. 354, 338 (2015).
[123] W. Thirring, Quantum Mathematical Physics (Springer-
Verlag, Berlin, 2002).
[124] T. Mori, arXiv:1609.09776 .
[125] E. Iyoda, K. Kaneko, and T. Sagawa, Phys. Rev. Lett. 119,
100601 (2017).
[126] J. Z. Imbrie, Phys. Rev. Lett. 117, 027201 (2016).
[127] H.-P. Breuer, E.-M. Laine, J. Piilo, and B. Vacchini, Rev. Mod.
Phys. 88, 021002 (2016).
[128] J. Piilo, S. Maniscalco, K. Ha¨rko¨nen, and K.-A. Suominen,
Phys. Rev. Lett. 100, 180402 (2008).
7Supplementary Materials
Derivation of the matrix-vector product form of the time-averaged density matrix
We here provide technical details on the derivation of Eq. (7) in the main text which is the matrix-product form of the density
matrix in open many-body dynamics. Suppose that a many-body system is perturbed by a quantum jump. Then, after an
equilibration time (which is typically of the order of the Boltzmann time [115–117]), one can no longer distinguish the exact
time-evolved state from its time-averaged density matrix in terms of an expectation value of a physical observable [19]. This is
because that the fast-oscillating, time-dependent terms in the density matrix cancel out and make only subleading contributions
to the expectation value. In our consideration, this emergent time-independent feature indicates the loss of memory of quantum-
jump times, allowing one to study values of physical observables by the following time-averaged density matrix (see Eq. (5) in
the main text)
%ˆM(t) =
∫ t
0
dtn · · ·
∫ t2
0
dt1
n∏
i=1
[Uˆ(∆ti)√γLˆmi ]Uˆ(t1)ρˆeqUˆ†(t1)
n∏
i=1
[
√
γLˆ†mi Uˆ†(∆ti)], (S1)
where the time average is taken over all possible occurrence times of quantum jump events. To rewrite this, we expand a
non-Hermitian effective Hamiltonian Hˆeff as Hˆeff =
∑
a Λa|ΛRa 〉〈ΛLa |, where Λa is a complex eigenvalue, and the right (left)
eigenstates |ΛRa 〉 (|ΛLa〉) satisfy the orthonormal condition 〈ΛRa |ΛLb 〉 = δab. We then insert the relation Uˆ(τ) = e−iHˆeffτ =∑
a e
−iΛaτ |ΛRa 〉〈ΛLa | into Eq. (S1), obtaining
%ˆM(t) =
∑
{ai}{bi}
F(t; {ai}, {bi})
n∏
i=1
[
√
γ(Vmi)ai+1ai ](Peq)a1b1
n∏
i=1
[
√
γ(V †mi)bibi+1 ]|ΛRan+1〉〈ΛLbn+1 |, (S2)
where we introduce the matrices Vm and Peq as
(Vm)ab = 〈ΛLa |Lˆm|ΛRb 〉, (Peq)ab = 〈ΛLa |ρˆeq|ΛLb 〉, (S3)
and F involves the time integration of the exponential factor
F(t; {ai}, {bi}) = e−i(Λan+1−Λ
∗
bn+1
)t
∫ t
0
dtn · · ·
∫ t2
0
dt1e
−i∑ni=1 ∆iti (S4)
with
∆i = Λai − Λ∗bi − (Λai+1 − Λ∗bi+1). (S5)
To extract generic features of the trajectory many-body dynamics described by Eq. (S2), we consider the limit of minimally
destructive observation, i.e., we take γ → 0 while keeping γt = µ finite. Here, µ characterizes the mean number of jumps
during a given time interval [0, t]. We also assume that, for each many-body eigenstate |Ea〉 of the system Hamiltonian Hˆ , the
expectation value of any few-body observable coincides with that over the corresponding Gibbs ensemble. This assumption is
known as the eigenstate thermalization hypothesis (ETH) and has been numerically verified for a number of systems [28–38].
Assuming the minimally destructive limit and the ETH, we can achieve several simplifications. Firstly, we have only to take
into account the leading contributions of the integralF in the limit of t→∞, i.e., the terms with ai = bi (i = 1, 2, . . . , n+1) for
which Re[∆i] = 0; the other terms are suppressed due to their rapid phase oscillations. We note that the condition Re[∆i] = 0
uniquely leads to ai = bi since we assume the equilibrium initial state, i.e., the density matrix diagonal in the energy basis,
and the absence of degeneracy in the energy spectrum. Secondly, the eigenstates |ΛR,La 〉 are replaced by those |Ea〉 of the
system Hamiltonian Hˆ , as the minimally destructive limit ensures the vanishingly small non-Hermiticity γ → 0 in the effective
Hamiltonian. Accordingly, to express an imaginary part Γa of an eigenvalue Λa, we can use the perturbative result Γa =
γ〈Ea|
∑
m Lˆ
†
mLˆm|Ea〉. These simplifications lead to
%ˆM(t) '
∑
{ai}
e−µΓ˜an+1
∫ µ
0
dµn · · ·
∫ µ2
0
dµ1e
−∑ni=1 δΓ˜aiµi(Vmn)an+1an · · · (Vm1)a2a1(peq)a1 |Ea1〉〈Ea1 |, (S6)
where Vm and peq are matrices whose elements are defined by
(Vm)ab = |〈Ea|Lˆm|Eb〉|2, (peq)a = 〈Ea|ρˆeq|Ea〉, (S7)
8and we introduce variables
µi ≡ γti, (S8)
Γ˜a ≡ Γa/γ = 〈Ea|
∑
m
Lˆ†mLˆm|Ea〉, (S9)
δΓ˜ai ≡ Γ˜ai − Γ˜ai+1 . (S10)
To achieve further simplification, we note the fact that the off-diagonal elements (Vm)ab vanish exponentially fast with increasing
the energy difference ω = |Ea−Eb| [27, 92]. Thus, the dominant contributions to Eq. (S6) are made from matrix-vector products
for the elements ai and ai+1 that are close in energy, i.e., the elements satisfying |Eai − Eai+1 |/|Eai + Eai+1 |  1. For such
elements, the ETH guarantees that the fluctuation of the decay rate is strongly suppressed |Γai − Γai+1 |/|Γai + Γai+1 |  1, as
we consider physical jump operators Lˆm consisting of few-body operators. We thus neglect δΓ˜a’s in Eq. (S6), leading to
%ˆM(t) ' µ
n
n!
∑
a
e−µΓ˜a [Vmn · · · Vm1peq]a|Ea〉〈Ea|. (S11)
Finally, while successive multiplications of matrices Vm on the initial distribution peq can eventually change the mean energy
E by an extensive amount, they still keep the energy fluctuation subextensive as shown in the next section. In other words,
the energy distribution is strongly peaked around the mean value during each time interval between jump events. The ETH
then guarantees that the distribution of the detection rate Γˆ is also strongly peaked and its fluctuation around the mean value
is vanishingly small in the thermodynamic limit. We thus replace Γ˜a in Eq. (S11) by its mean value Γ˜ in the final distribution
(
∏n
i=1 Vmi)peq, and arrive at the following simple expression of the density matrix:
%ˆM(t) ' µ
n
n!
e−µΓ˜
∑
a
[Vmn · · · Vm1peq]a|Ea〉〈Ea|, (S12)
which gives Eqs. (6) and (7) in the main text after normalization. Since the distribution in the energy basis is often rather broad,
in finite-size systems, it is in practice useful to employ the expression (S11) as a matrix-vector product ensemble especially when
the diagonal elements of the detection rate Γa vary significantly as a function of energy.
We remark about a possible extension of our MVPE approach to a non-Markovian case. When the non-Markovian dynamics
is local in time, it can be described by the Lindblad-type master equation but with time-dependent jump operators Lˆm(t) and
coefficients γm(t) [127]. Here the coefficient γm(t) can be negative in a non-Markovian case, which makes it difficult to
apply the standard quantum trajectory approach to the non-Markovian master equation. Nevertheless, it is possible to develop
an analogue of quantum trajectory approach even in a non-Markovian case [128] by introducing a “backward” jump operator
Dˆmα→α′ for γm(t) < 0. Here, α and α
′ represent a source state and a target state, respectively, and the operator acts on the state as
|ψα′(t+ δt)〉 = Dˆmα→α′(t)|ψα(t)〉 such that |ψα(t)〉 = Lˆm(t)|ψα′(t)〉/||Lˆm(t)|ψα′(t)〉||. If one takes the minimally destructive
limit |γm(t)| → 0, we expect that our approximation of just taking into account the diagonal elements in the density matrix is
still valid and thus the MVPE can, in principle, be extended to the non-Markovian trajectory dynamics described above. Yet, for
a negative coefficient γm < 0, the number of matrices (Dmα→α′)ab ≡ |〈Ea|Dˆmα→α′ |Eb〉|2 we must handle grows exponentially
with respect to the system size due to exponentially large possibilities of the labels α and α′. It is this difficulty that appears to
make the MVPE approach impractical for a non-Markovian case. Nevertheless, we may still use it in a special case for which
the support of a jump operator does not grow exponentially (owing to, e.g., a certain symmetry of a jump operator) and thus the
total number of nonvanishing matrices Dmα→α′ is still small and thus tractable.
Subextensive energy fluctuation in the matrix-vector product ensemble
In this section, we show that energy fluctuation in the following matrix-vector product ensemble is subextensive:
ρˆM =
ΛM[ρˆeq]
Z(M) =
1
Z(M)
∑
a
[Vmn · · · Vm1peq]a|Ea〉〈Ea|. (S13)
Here, we introduce ΛM=
∏n
i=1 (Λ ◦ Lmi ◦ Λ) with Lm[Oˆ]= LˆmOˆLˆ†m, Λ[Oˆ]=
∑
a PˆaOˆPˆa and Pˆa= |Ea〉〈Ea|, and Z(M) =∑
a[Vmn · · · Vm1peq]a is a normalization constant.
We assume that thermal eigenstates satisfy the cluster decomposition property (CDP) (c.f. Eq. (8) in the main text), which
is the fundamental property that lies at the heart of quantum many-body theory [47, 48, 118, 119] and should hold true for any
physical states with only a few exceptions such as (long-lived) macroscopic superposition states [48]. From this assumption
9together with the ETH, it follows that any diagonal ensemble with a strongly peaked energy distribution satisfies the CDP in the
thermodynamic limit. In particular, the initial thermal equilibrium state ρˆeq also satisfies the CDP since its energy fluctuation
(i.e., the standard deviation) is subextensive by definition.
Below we show that if energy fluctuation in an ensemble ρˆ diagonal in the energy basis is subextensive and thus ρˆ satisfies the
CDP, then a post-measurement ensemble ρˆm ∝ Λm[ρˆ] after a single quantum jump with Λm = Λ ◦ Lm ◦ Λ also satisfies these
conditions. It then follows from the induction that an energy fluctuation of the density matrix (S13) is also subextensive.
Local measurement
We first show the subextensiveness of energy fluctuation in the post-measurement ensemble ρˆm for a local measurement, in
which a measurement operator Lˆm acts on a local spatial region. The variance of energy is given as
(∆E)2 = Tr[Hˆ2ρˆm]− (Tr[Hˆρˆm])2 = 1
(Z(m))2
[
Z(m)Tr[Hˆ2Lm[ρˆ]]−
(
Tr[HˆLm[ρˆ]]
)2]
, (S14)
where Z(m) = Tr[Λm[ρˆ]] is a normalization constant. We express the Hamiltonian and measurement operators as sums of local
operators:
Hˆ =
∑
x
hˆx, Lˆm =
∑
x∈Dm
lˆx, (S15)
where Dm denotes a local spatial region on which Lˆm acts. To rewrite Eq. (S14), we calculate the quantity
∆xy ≡ 1
(Z(m))2
[
Z(m)Tr[hˆxhˆyLm[ρˆ]]− Tr[hˆxLm[ρˆ]]Tr[hˆyLm[ρˆ]]
]
(S16)
=
1
(〈Lˆ†mLˆm〉)2
[
〈Lˆ†mLˆm〉〈Lˆ†mhˆxhˆyLˆm〉 − 〈Lˆ†mhˆxLˆm〉〈Lˆ†mhˆyLˆm〉
]
, (S17)
where we denote Tr[·ρˆ] ≡ 〈·〉. Using the condition [lˆx, hˆy] = 0 for x 6= y, we obtain in the limit |x− y| → ∞
〈Lˆ†mhˆxhˆyLˆm〉 = 〈Lˆ†mLˆmhˆxhˆy〉 ' 〈Lˆ†mLˆm〉〈hˆx〉〈hˆy〉, (S18)
〈Lˆ†mhˆxLˆm〉〈Lˆ†mhˆyLˆm〉 ' 〈Lˆ†mLˆm〉2〈hˆx〉〈hˆy〉. (S19)
Here, we use the CDP of ρˆ in deriving the last expressions. We thus obtain lim|x−y|→∞∆xy = 0. It follows that the standard
deviation of energy is subextensive:
lim
V→∞
∆E
V
= lim
V→∞
√∑
xy ∆xy∑
xy 1
= 0. (S20)
In particular, it is physically plausible to assume that ∆xy decays exponentially fast or at least faster than V −1 in the thermody-
namic limit. Under this condition, we obtain the square-root scaling:
∆E '
√∑
x
∆xx ∝ O(
√
V ). (S21)
Global measurement
We next consider a global measurement, in which a measurement operator acts on an entire region of the system. As Dm is
independent of labelm, we abbreviate a label and denote a measurement operator as Lˆ =
∑
z lˆz for the sake of simplicity. It turns
out that we need to discuss the two different cases separately depending on whether or not the expectation value limV→∞〈Lˆ〉/V
vanishes in the thermodynamic limit.
We first consider the case in which 〈Lˆ〉 scales as
〈Lˆ〉 = 〈
∑
z
lˆz〉 ∝ O(V ), (S22)
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so that limV→∞〈Lˆ〉/V does not vanish. From the CDP of ρˆ, the leading term in ∆xy defined in Eq. (S16) can be estimated in
the limit |x− y| → ∞ as
∆xy =
1
〈Lˆ†Lˆ〉2
(
〈
∑
z,w
lˆ†z lˆw〉〈
∑
z,w
lˆ†zhˆxhˆy lˆw〉 − 〈
∑
z,w
lˆ†zhˆx lˆw〉〈
∑
z,w
lˆ†zhˆy lˆw〉
)
(S23)
' 1|〈Lˆ〉|4
[
(〈lˆ†x〉〈hˆx〉 − 〈lˆ†xhˆx〉)(〈lˆ†y〉〈hˆy〉 − 〈lˆ†yhˆy〉)〈Lˆ〉2 + c.c.
]
∝ O
(
1
V 2
)
. (S24)
We thus conclude that the standard deviation of energy is subextensive:
∆E =
√∑
x
∆xx +
∑
x 6=y
∆xy '
√∑
x
∆xx ∝ O(
√
V ). (S25)
We next consider the other case in which the expectation value of Lˆ/V vanishes in the thermodynamic limit. To be specific,
we impose the following condition
〈Lˆ〉 = 〈
∑
z
lˆz〉 ∝ o(
√
V ). (S26)
For instance, in the numerical example presented in the main text, an expectation value of Lˆ =
∑
m(−1)mnˆm with respect to
arbitrary energy eigenstate is exactly zero, and thus the condition (S26) is satisfied. Using this condition, we can rewrite 〈Lˆ†Lˆ〉
as
〈Lˆ†Lˆ〉 = 〈
∑
z,w
lˆ†z lˆw〉 '
∑
z,w
(〈lˆ†z lˆw〉 − 〈lˆ†z〉〈lˆw〉) '
∑
z
(
〈lˆ†z lˆz〉 − 〈lˆ†z〉〈lˆz〉
)
∝ O(V ). (S27)
Here, in the first approximate equality we add the o(V ) contribution in Eq. (S26), and in the second approximate equality we
use the CDP of ρˆ and the scaling relation (S26). The leading contribution in ∆xy of Eq. (S23) is obtained as
∆xy ' 〈lˆ
†
xhˆx〉〈hˆy lˆy〉+ c.c.∑
z
(
〈lˆ†z lˆz〉 − 〈lˆ†z〉〈lˆz〉
) ∝ O( 1
V
)
, (S28)
again leading to a subextensive energy fluctuation:
∆E =
√∑
x
∆xx +
∑
x 6=y
∆xy ∝ O(
√
V ). (S29)
Numerical results for a local continuous measurement
We here present our numerical results on the many-body dynamics under the local measurement. We consider the hard-
core boson model discussed in the main text, which is nonintegrable and has been numerically confirmed to satisfy the ETH
[29, 33, 36, 38]. We set the system size and the total number of particles as Ls = 18 and N = 6. As a measurement process,
we consider a local one Lˆl = nˆl, where a quantum jump is labeled by a lattice site l. This measurement process can be
implemented by the site-resolved position measurement of ultracold atoms via light scattering, as realized in quantum gas
microscopy (microscopic derivations based on atom-photon interactions can be found in Refs. [53, 59]).
Figure S1 shows a typical trajectory dynamics under the local measurement. After each detection, measurement backaction
localizes an atom on the detected lattice site, which subsequently spreads over and quickly relaxes toward an equilibrium density
(Fig. S1a). Figure S1b shows the corresponding dynamics of the kinetic energy 〈Kˆ〉 (top) and the occupation 〈nˆk=0〉 at zero mo-
mentum (bottom), and compares them with the predictions from the MVPE ρˆM (red chain) and the Gibbs ensemble ρˆβMeff (green
dashed). For each time interval, the dynamical values agree with the MVPE predictions within time-dependent fluctuations.
Note that the MVPE is time independent by definition; the plotted values are the ones obtained from the MVPE conditioned on
a sequence of quantum jumps that have been observed until time t.
To gain further insights, Fig. S1c plots the diagonal matrix elements of each observable in the energy basis (top two panels)
and energy distributions after every quantum jump (the other panels). Small eigenstate-to-eigenstate fluctuations in observables
and the remarkable agreement in the energy distribution demonstrate the validity of the MVPE description in Fig. S1b. It is
remarkable that only a few jumps are sufficient to smear out the initial memory of a single eigenstate after which the distribution
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FIG. S1. (a) Spatiotemporal dynamics of the particle-number density in a typical quantum trajectory under the local measurement with
Lˆl = nˆl. Every time an atom is detected, a high-density region emerges which subsequently diffuses away toward an equilibrium value. (b)
The corresponding dynamics of the kinetic energy Kˆ and that of the occupation nˆk=0 at zero momentum. Superimposed are the predictions
from the MVPE ρˆM conditioned on a sequence of quantum jumps that have been observed until time t (red dashed lines) and the Gibbs
ensemble ρˆβM
eff
(green dashed lines). (c) Diagonal values of the observables in the energy basis (top two panels) and the energy distributions
after each jump (the other panels). We set γ = 0.02 and th=U= t′h=U
′=1 while th=U=1 and t′h=U
′=0 for the integrable case in (c).
is almost indistinguishable from that of the corresponding Gibbs ensemble, thus validating the relation (9) in the main text.
Small fluctuations after the first jump (Fig. S1b) indicate that even a single quantum jump generates a sufficiently large effective
dimension to make the system equilibrate, which can be understood from the substantial delocalization of an energy eigenstate
in the Fock basis [22]. To avoid a finite-size effect (which leads to a discrepancy of the Gibbs ensemble from 〈nˆk=0〉(t)), it may
be advantageous to use ρˆM rather than ρˆβMeft for small systems that can be prepared in experiments.
Finite-size scaling analysis
In this section, we present the results of the finite-size scaling analysis for testing the precision of the predictions from
the matrix-vector product ensemble (MVPE) and the corresponding Gibbs ensemble with an effective temperature. Here and
henceforth, we apply our theory to the specific model of one-dimensional hard-core bosons discussed in the main text. The
system Hamiltonian Hˆ = Kˆ + Uˆ consists of the kinetic energy Kˆ and the interaction term Uˆ , which involve the nearest- and
next-nearest-neighbor hopping and an interaction (see Fig. S2):
Kˆ = −
∑
l
(thbˆ
†
l bˆl+1+t
′
hbˆ
†
l bˆl+2+H.c.), (S30)
Uˆ =
∑
l
(Unˆlnˆl+1+U
′nˆlnˆl+2), (S31)
where bˆl (bˆ
†
l ) is the annihiliation (creation) operator of a hard-core boson on site l and nˆl = bˆ
†
l bˆl. We use the open boundary
conditions. To be specific, when we consider a nonintegrable case, we set th = t′h = U = U
′ = 1 for which the system is known
to satisfy the ETH [29, 33, 36, 38]. We consider local or global continuous measurements performed on this many-body system.
The local measurement is associated with a jump operator Lˆl = nˆl acting on the lattice site l, which physically corresponds
to a site-resolved position measurement of atoms in an optical lattice as realized in quantum gas microscopy (see Fig. S2(a))
[53, 59, 96, 97]. The global measurement is associated with a jump operator Lˆ =
∑
l(−1)lnˆl acting on an entire region of the
system, which can be realized by continuously monitoring photons leaking out of a cavity coupled to a certain collective atomic
mode (see Fig. S2(b)) [65].
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FIG. S2. Quantum many-body systems under (a) local and (b) global continuous measurements. (a) Hard-core bosons on a lattice are subject
to site-resolved position measurement via light scattering. (b) The cavity photon field is coupled to a collective mode of atoms and photons
emanating from the cavity are continuously monitored.
We numerically simulate quantum trajectory dynamics starting from the energy eigenstate |E0〉 corresponding to the initial
temperature T0 = 3th as explained in the main text. To perform the finite-size scaling analysis, we calculate the relative deviation
of the predictions of the MVPE or the corresponding Gibbs ensemble from the time-averaged value:
rρˆ =
∣∣∣Oˆ(t)− 〈Oˆ〉ρˆ∣∣∣∣∣∣Oˆ(t) + 〈Oˆ〉ρˆ∣∣∣ , (S32)
where Oˆ(t) denotes the time-averaged value of an observable Oˆ over the trajectory dynamics during the time interval involving
t between quantum jumps, 〈·〉ρˆ = Tr[·ρˆ] with ρˆ chosen to be either the MVPE ρˆM or the Gibbs ensemble ρˆβMeff with an effective
temperature βMeff . As an observable Oˆ, we use the kinetic energy Kˆ or the occupation number nˆk=0 at zero momentum. We set
the filling N/L = 1/3 with N and L being the total number of atoms and the system size, and vary N from 3 to 6. The results
are presented in Fig. S3. The top (bottom) panels show the relative errors rρˆ for each time interval after the n-th jump event in the
trajectory dynamics with the local (global) measurement processes. These finite-size scaling analyses indicate that the relative
errors of the MVPE predictions (filled circles) converge almost exponentially to zero in the thermodynamic limit. We find that
the convergence of the corresponding Gibbs ensemble predictions (open circles) is slower than that of the MVPE. This fact can
be attributed to a combination of broad energy distributions of finite-size systems and large fluctuations in diagonal elements
of observables (see e.g., Fig. S1(c)). It is worthwhile to mention that a similar slow convergence of the observable nˆk=0 to
the equilibrium value due to finite-size effects has also been found in the time-dependent density-matrix renormalization-group
calculations of the Bose-Hubbard model with spontaneous emissions [91]. We note that the results presented in Fig. 2b in the
main text are obtained by taking the averages over the values for different jumps n = 2, 3, 4 shown in Fig. S3.
Numerical analysis on integrable systems
An isolated integrable many-body system often fails to thermalize because the Gibbs ensemble is not sufficient to fix distri-
butions of an extensive number of local conserved quantities. Here we present numerical results of trajectory dynamics with an
integrable system Hamiltonian. To be specific, we consider a local measurement process Lˆl = nˆl and choose the parameters as
th = U = 1 and t′h = U
′ = 0. For the sake of comparison, in Fig. S4 we present the results for the trajectory dynamics with the
same occurrence times and types of quantum jumps as realized in the nonintegrable results presented in Fig. S1. The initial state
is again chosen to be the energy eigenstate |E0〉 of the integrable many-body Hamiltonian having the energy corresponding to
the temperature T0 = 3th.
Figure S4(a) shows the spatiotemporal dynamics of the atom number at each lattice site. Measurement backaction localizes an
atom at the site of detection and the density waves propagate ballistically through the system. The induced density fluctuations
are significantly larger than those found in the corresponding nonintegrable results, and the relaxation to the equilibrium profile
seems to be not reached during each time interval between quantum jumps in the integrable case. Also, the ballistic propagations
of density waves are reflected back at the boundaries and can disturb the density; the finite-size effects can be more significant
in the integrable case than the corresponding nonintegrable one. It merits further study to identify an equilibration time scale in
an integrable many-body system under continuous measurement. Figure S4(b) shows the corresponding dynamics of the kinetic
energy Kˆ and the occupation number nˆk=0 at zero momentum. Relatively small (large) time-dependent fluctuations in the kinetic
energy (the zero-momentum occupation) can be attributed to the small (large) fluctuations of its diagonal values in the energy
basis (see the top two panels in Fig. S4(c)). Other panels in Fig. S4(c) show the corresponding changes of energy distributions
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FIG. S3. Finite-size scaling analyses of the relative deviation of the predictions of the MVPE and the corresponding Gibbs ensemble from the
time-averaged value. The top (bottom) panels show the relative errors of the observables for each ensemble from their time-averaged values in
the trajectory dynamics after the n-th quantum jump with the local (global) measurement. The relative deviations of the MVPE values from
the time-averaged ones are plotted as the blue (red) filled circles for the kinetic energy Kˆ (the occupation number at zero momentum nˆk=0).
In the same way, the deviations of the corresponding Gibbs ensemble are plotted as the open circles. We note that the deviations of the MVPE
predictions after the first jump n = 1 are negligibly small and not shown in the plots. We set γ = 0.02 and th = t′h = U = U
′ = 1.
after each quantum jump. In a similar manner as in the nonintegrable results presented in Fig. S1, a few jumps are enough to
smear out the initial memory as a single energy eigenstate. This fact implies that the biased weight on a possible nonthermal
eigenstate admitted by the weak variant of the ETH [30, 124] will disappear after observing a few number of quantum jumps.
The jump operator Lˆl acts as a weak-integrability breaking (nonunitary) perturbation and should eventually make the system
thermalize.
The thermalization behavior can be also inferred from the eventual agreement between the time-dependent values of the
observables and the predictions from the Gibbs ensemble after several jumps (see Fig. S4(b)). Nevertheless, it is still evident
that a largely biased weight on an initial (possibly nonthermal) state can survive when a number of jumps is small (see e.g.,
the panels (i) and (ii) in Fig. S4(c)), and thus the generalized Gibbs ensemble can be a suitable description for such a case. To
make concrete statements, we need a larger system size and more detailed analyses with physically plausible initial conditions.
It remains an interesting open question to examine to what extent the initial memory of a possible nonthermal state can be kept
under an integrability-breaking continuous measurement process.
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FIG. S4. Numerical results on the trajectory dynamics for which the system Hamiltonian is integrable and the measurement is local. (a)
Spatiotemporal dynamics of the atom-number distribution at each lattice site and (b) the corresponding dynamics of the kinetic energy Kˆ (top
panel) and the occupation number at zero momentum nˆk=0 (bottom panel). (c) Top two panels show the diagonal values of each observable
in the energy basis for the integrable case (red triangle) and the nonintegrable case (blue circle). Other panels show the changes of energy
distributions after each jump. The system size is Ls = 18 and the total number of bosons is N = 6. We set γ = 0.02 and th = U = 1 and
t′h = U
′ = 0 for the integrable system Hamiltonian, and set th = t′h = U = U
′ = 1 to plot nonintegrable results in the top two panels of (c).
