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For an essential, central hyperplane arrangement A V k n1 we show that
1Ž . Ž . A the module of logarithmic one forms with poles along A gives rise to a
locally free sheaf on P n if and only if, for all X L with rank X dim V, theA
1Ž . Žmodule  A is free. Motivated by a result of L. Solomon and H. Terao 1987,X
.Ad. Math. 64, 305325 , we give a formula for the Chern polynomial of a bundle
n 0Ž n i Ž ..E on P in terms of the Hilbert series of H P ,  E m . As a corollary,mZ
1Ž . Ž .we prove that if the sheaf associated to  A is locally free, then  A, t is
1Ž .essentially the Chern polynomial. If  A has projective dimension one and is
p p 1Ž .locally free, we give a minimal free resolution for  and show that   A 
pŽ . Ž A , generalizing results of L. Rose and H. Terao 1991, J. Algebra 136,
.376400 on generic arrangements.  2001 Academic Press
Key Words: vector bundle; hyperplane arrangement; Chern polynomial; Poincare´
polynomial; free resolution.
INTRODUCTION
If X is a complex manifold and D is a divisor with normal crossings
Ž .D	Ý D , D smooth and meeting transversely , then associated to D isi i
1Ž .the sheaf  log D of meromorphic one forms with logarithmic poles on
1 Author to whom correspondence and reprint requests should be addressed.
2 Partially supported by an NSF postdoctoral research fellowship.
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 Ž .D. Deligne introduced this sheaf in 2 and shows among other things

 that it is locally free. Dolgachev and Kapranov 3 seem to have been the
first to examine in depth the case where D is a set of hyperplanes in
general position in P n; one striking result they obtain is that if D	d Hi	1 i
1Ž .and d 2n 3, then the hyperplanes can be recovered from  log D
unless the H osculate a rational normal curve of degree n.i
We also consider the case when the divisor is a set of hyperplanes in P n,
but assume only that the hyperplanes are distinct. There are two main

 themes of this paper. In 16 , Solomon and Terao give a formula for the
Ž .Poincare polynomial of an essential, central arrangement in terms of the´
Hilbert series of certain graded modules Di associated to the arrange-

 ment. The formula generalizes Terao’s famous freeness theorem 17 : If
D1 is a free module, then the Poincare polynomial factors. This suggests a´
connection to Chern polynomials; motivated by the SolomonTerao result,
we prove a formula relating the Chern polynomial of a bundle E on P n to
0Ž n i Ž ..the Hilbert series of the modules  H P ,  E m .mZ
Since an arbitrary arrangement does not have normal crossings,
1Ž . 
  log D is in general no longer locally free. Silvotti 15 studies this
situation and remedies the problem by blowing up the arrangement at the
nonnormal crossings;  *D automatically has normal crossings on the
1 Ž .blowup X, so it yields a locally free sheaf  log  *D F . Using aX j

 vanishing result of Esnault et al. 6 , Silvotti obtains a formula for the
Ž i .coefficients of the Poincare polynomial in terms of   F . However, the´ j
computations can be quite complicated; in particular, Silvotti does not
recover Terao’s theorem.
The second point of this paper is that even when the hyperplanes are
not in general position, there are situations where D1 is a vector bundle on
n 1Ž . iP . We relate  log D to the modules D mentioned above and prove a
criterion for the associated sheaves to be locally free. This class of

 arrangements was studied by Yuzvinsky in 20 ; Yuzvinsky proves that for
such arrangements the Hilbert polynomial of D1 is a combinatorial invari-
ant. We show that the Chern polynomial of the dual of D1 is in fact the
Ž n1.Poincare polynomial of the arrangement truncated by t . Hence, the´
Hilbert polynomial of D1 may be obtained from the Poincare polynomial´
via HirzebruchRiemannRoch. We close with some results specific to the
situation where 1 or D1 has projective dimension one. First, though, we
review some facts about arrangements.
1. HYPERPLANE ARRANGEMENTS
A hyperplane arrangement A is a finite collection of codimension one
linear subspaces of a fixed vector space V. A is central if each hyperplane
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contains the origin 0 of V. A fundamental invariant of A is the Poincare´
Ž . Ž .polynomial  A, t . There are various ways of defining  A, t ; the
simplest is from the intersection lattice L of A. L consists of theA A
intersections of the elements of A, ordered by reverse inclusion. The rank
function on L is given by the codimension in V. V is the lattice elementA
0ˆ; the rank one elements are the hyperplanes themselves. A is called
essential if rank L 	 dim V. Henceforth, unless explicitly stated other-A
wise, all arrangements will be essential and central, and V will be k n1,
with k an arbitrary field. We briefly review some fundamental definitions;

 for more information see Orlik and Terao 11 .
DEFINITION 1.1. The Mobius function  : L  Z is defined by¨ A
ˆ 0 	 1Ž .
ˆ t 	  s , if 0 tŽ . Ž .Ý
st
Ž .DEFINITION 1.2. The Poincare polynomial  A, t and the characteris-´
Ž .tic polynomial  A, t are defined by
Ž .rank X dimŽ X . A, t 	  X  t ,  A, t 	  X  t .Ž . Ž . Ž . Ž . Ž .Ý Ý
XL XLA A
Ž . n1 Ž 1 .The two polynomials are related via  A, t 	 t   A,t . Let
Ž .S	 Sym V * , m be the irrelevant maximal ideal and K be the fraction
field of S, and suppose that A consists of d distinct hyperplanes in V. For
each hyperplane H of A, fix l as a nonzero linear form vanishing on Hi i i
and put Q	Ł d l . Denote the module of p differentials over k of S and1 i
K by  p and  p , respectively, and let Der S denote the module of kS K k
derivations of S.
pŽ . pŽ .DEFINITION 1.3. D A is the submodule of  Der S defined byK
D p A 	 	 p Der S  	 Q, f , . . . , f  Q , 
 f  S .Ž . Ž . Ž . 4Ž .K 2 p i
pŽ . p A is the submodule of  defined byK
 p A 	  p Q p and Q d p1 .Ž .  4K S S
1Ž . pŽ .D A is usually called the module of A derivations, while  A is
called the module of logarithmic p forms with poles along A. When the
arrangement is clear from the context, we will drop it from the notation.
0Ž . 0Ž .Note that we have D A 	 A 	 S and we make the convention
pŽ . pŽ .D A 	 A 	 0, for p 0.
pŽ . pŽ .The modules D A and  A are graded by the degree of the
Ž 
 polynomial coefficients called the pdegree on p. 101 of 11 ; i.e.,  xi
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. 1Ž .and dx have degree zero ; note that if char k d, then D A has a directi
1 Ž . 1sum decomposition as D  S 1 , where D is the kernel of the Jaco-0 0
Ž .bian matrix of Q and S 1 corresponds to the Euler derivation. Corre-
1 1 Ž .spondingly, we have a decomposition    S 1 .0
Since all of these modules are graded, we may consider the correspond-
n 1 1ing sheaves on P , written as usual as  for the sheaf associated to  .
An arrangement is called generic if for every H , . . . , H  A, with m n1 m
Ž . 1, rank H  H 	m. For a generic arrangement A, the sheaves1 m
1 1Ž . log D and  are related as follows: after a change of coordinates, we
may assume that the first n 1 hyperplanes are the coordinate hyper-
 4 nplanes; for i 1, . . . , d n 1 write l 	Ý a x for the remainingi j	0 i, j j

  1hyperplanes. In 21 , Ziegler gives a free resolution for  for a generic
arrangement,
 ddn1 10 S S 1   0,Ž .
where  is given by
a x   a x 1, 0 0 dn1, 0 0
. . . .. . . .. . . .
a x   a x1, n n dn1, n n
l 0  0 .1
0 l  02
. . .. . . 0. . . 0  0 ldn1

  1Ž .In Corollary 3.4 of 3 , Dolgachev and Kapranov present  log D as
R˜, where R is the cokernel of a map
 
V S 1 W S.Ž .
Here V is the subspace of k d consisting of relations on the linear forms
d Ž .defining A, W is the subspace of k orthogonal to 1, 1, . . . , 1 , and  :
Ž . Ž .a , . . . , a  a l , . . . , a l . Thus, the images of  and   are isomor-1 d 1 1 d d
phic, and we have
 dn1 d1Ž . Ž .0S S 1 R 1 0
  
dn1 d 1Ž .0S  S 1   0
  
Ž . Ž .0  S 1 S 1 0.
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
1 1Ž .Ž .By the Snake Lemma, we have  log D 1  . This also follows from0
the local description, but the above makes explicit the different gradings.
For every X in the intersection lattice L , the subarrangement A of AA X
is defined by
 4A 	 H A  XH .X
In general, this is not an essential arrangement, but we can write it as
A  A  , where A  is essential and  is an empty arrangement.X X X
pŽ . pŽ .The functors on the intersection lattice XD A and X AX X
Ž 
 .are local see Orlik and Terao 11, Chap. 4.6 . What we will use is the fact
that if X L and q is the ideal of X in S, then we have a canonicalA
isomorphism
D p A D p A .Ž . Ž .q qX
1Ž .By definition, an arrangement A is free if D A is a free S-module.

  Ž .Following Yuzvinsky 20 , we will say that an essential, central arrange-
ment A is locally free if, for every X L with rank X dim V, theA
arrangement A is free.X
Ž .For a graded module M, let P M, x be its Hilbert series. There is a
pŽ .beautiful relation between the modules D A and the characteristic
polynomial.
Ž 
 .THEOREM 1.4 Solomon and Terao 16 .
pn1 p A, t 	 1 lim P D A ; x t x 1  1 .Ž . Ž . Ž . Ž .Ž . Ž .Ý
x1 p0
pŽ .There is a dual version of this theorem, which replaces D A with
pŽ . pŽ . A . In certain situations, not all of the modules D A are needed to
Ž .compute  A, t ; the paradigm for this is the case of free arrangements.
Ž 
 . 1Ž . Ž . Ž .THEOREM 1.5 Terao 17 . If D A is free, then  A, t 	Ł 1 a t ,i
1Ž .where the a are the degrees of the generators of D A .i

2 1For arrangements on P ,  is always locally free and suffices to

 determine the Poincare polynomial 14 . For every coherent sheaf F on´
n 0 Ž . 0Ž n Ž ..P , we denote by H F the S-module  H P , F m . MotivatedmZ
by Theorem 1.4, we prove
THEOREM. For eery rank r bundle E on P n,
ir x 1r n1rr 0 ic E 	 lim 1 t 1 x P H  E ; x   1 .Ž . Ž . Ž . Ž .Ž .Ýt ž /tx1 i	0
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As a consequence, we get the following generalization of Theorem 1.5.

1THEOREM. If A is an arrangement such that  is locally free and
n1Ž . Ž . 
  Ž . A, t is the class of  A, t in Z t  t , then

1 A, t 	 c  .Ž . Ž .t

pWe characterize those arrangements for which  is a bundle.

pTHEOREM.  is a bundle iff for eery X L with rank X dim V,A
pŽ . A is free.X
We will use freely results from commutative algebra for which our main

 reference is Eisenbud 5 , as well as results about Chern classes of vector

 bundles on projective space, for which we refer the reader to Fulton 7 .
2. LOCALLY FREE ARRANGEMENTS
We start with a general lemma about the depth of the modules  p
and D p.
LEMMA 2.1. For eery central arrangement A in V, with dim V	 n 1
 2, we hae depth  p  2 and depth D p  2, for eery p, 1 p n 1.
Proof. We consider the case of the modules  p. Recall that if K is the
quotient field of S, then
 p 	 p   K Qp  , Q d p1 , 4S S S S
where Q is the product of the linear forms defining the elements of A. In
particular,  p is torsion-free and therefore depth  p  1.
We have to prove that if 0 a S and  p are such that m
a p, then  a p. Note that since depth S 2 and the S-modules  iS
are free, if for  i and 0 b S we have m b i , then  i .K S S
By definition, we have mQ a p and the above observation givesS
p Ž . p1Qa . For every fm we have also Q d fa  . We useS S
Q d fa 	 dfQaQfd a .Ž . Ž .
p Ž .Since we already have seen that Qa , we obtain m Qd a S
p1 Ž . . One more application of the above observation gives Q d a S
 p1 and therefore a p, which completes the proof. The proof ofS
the fact that the depth D p  2 is similar, using the definition of this
module.
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The following proposition is a generalization of Theorem 4.75 in Orlik

 and Terao 11 which is the case p	 1. The general result seems known to
experts, but there does not seem to be a reference in the literature, so we
include a proof.
PROPOSITION 2.2. For a central arrangement A and all p, the modules D p
and  p are dual to each other.
Proof. A standard generalization of the argument in Orlik and Terao

  p p11, Proposition 4.74 gives a bilinear map of S-modules  D 
p Ž p . pS, which induces morphisms  :  Hom D , S and  : D S
Ž p .Hom  , S . The proofs of the fact that  and  are isomorphisms areS
similar, so we will give the proof only for  . We induct on n 1, the case
n	 1 being straightforward.
Lemma 2.1 gives depth  p  2, while it is an easy exercise to see that
Ž .since n 1, for every graded S-module M, depth Hom M, S  2. For aS
n1Ž . nŽ . Žmodule N of depth at least two, Ext N, S and Ext N, S vanish by
0 ˜. Ž .the AuslanderBuchsbaum Theorem , so NH N . Hence in order to
prove that  is an isomorphism, it is enough to prove that it is an
isomorphism at the sheaf level; i.e.,  S is an isomorphism for everyq
prime ideal qm.
Note that if the proposition is true for an arrangement A and every p,
then it is true also for A, where  is the empty arrangement in k.
Ž .Indeed, if S	 Sym V * k is the polynomial ring corresponding to

 A, then by Orlik and Terao 11, Proposition 4.84 and Solomon and

 Terao 16, Proposition 5.8 we have the canonical isomorphisms
 p A   p A  S   p1 A 1  S ,Ž . Ž . Ž . Ž .Ž . Ž .S S
D p A  D p A  S  D p1 A 1  S .Ž . Ž . Ž . Ž .Ž . Ž .S S
Therefore, it follows by induction that we may assume A to be essential.
For a prime ideal qm, if we take X	 H, then X L and  q AH pŽ . pŽ .rank X dim V, since A is essential. But since   and D  are local
p pŽ . pfunctors, we have the canonical isomorphisms D D A and  q X q q
pŽ . A . Since A is not essential, we have seen that it satisfies theX q X
conclusion of the proposition, and therefore we get the  S isomor-q
phism.
Ž .THEOREM 2.3. For an essential, central arrangement A and eery
positie integer p, the following are equialent:

p n1. D is locally free on P .

p n1.  is locally free on P .
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pŽ .2. For eery X L with rank X dim V, D A is free.A X
pŽ .2. For eery X L with rank X dim V,  A is free.A X
Proof. The equivalences 1 1 and 2 2 follow from Proposi-
tion 2.2.
For the proof of 1 2, let X L be a nonzero linear subspace andA
I  S be its ideal. By making a linear change of variables we can assumeX
Ž .  n1rthat I 	 X , . . . , X , where r	 rank X. Since A  A  , ifX 0 r1 X X

 S 	 k X , . . . , X then1 0 r1
D A  D A   S  Sn1r ,Ž . Ž .Ž .X X S1
and more generally
n1r
p i ž /p iD A  D A  SŽ . Ž .X Xž /
0ip
iŽ  . iŽ  .Since D A is a free S module if and only if D A is a freeX 1 X IXpŽ . pŽ .S -module, it follows that D A is free if and only if D A is free.1 X X IX
p pBut because D is locally free and I m, D is free over S . On theX I IX XpŽ .other hand, since D  is a local functor we have
D p D p A ,Ž . II X XX
pŽ .and therefore D A is free.X
In order to prove 2 1, let us consider a prime ideal q different from
m. If we take X	 H, then X L , rank X dim V, and because  q AHpŽ . p Ž .D  is a local functor we have D  A , which is free over Sq X q q
by hypothesis. This concludes the proof of the theorem.
By taking p	 1 in the above theorem we obtain the following.

1COROLLARY 2.4. An arrangement A is locally free if and only if D is
locally free on P n.
Remark 2.5. A famous conjecture due to Terao asserts that the free-
ness of an arrangement depends only on the intersection lattice. This is
equivalent to the fact that the local freeness of an arrangement depends
only on the intersection lattice. Indeed, the fact that the second statement
is a consequence of Terao’s conjecture follows immediately by induction
on rank. Conversely, if two arrangements A and A have isomorphic1 2
lattices and A is free, consider the product arrangements A 	 A  B1 1 1 1
and A 	 A  B , where B is the Boolean arrangement in W	 k. Then2 2 1 1
we have A free and in particular locally free, while A  is free if and only1 2
if it is locally free if and only if A is free.2
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Note also that since free arrangements are always locally free, Terao’s
conjecture becomes a question on the splitting of vector bundles on P n.
LEMMA 2.6. For eery arrangement A, eery p 1, and eery X L ,A
pŽ . iŽ  .D A is free if and only if D A is free, for all i with p dim X i p.X X
Proof. We have seen in the proof of the above Theorem 2.3 that we
can write
n1r
p i ž /p iD A 	 D A  S ,Ž . Ž .X X S1
0ip

 where S 	 k X , . . . , X and r	 n 1 dim X. To conclude, it is1 0 r1
enough to note that the summand corresponding to i is nonzero if and
only if p dim X i p.
COROLLARY 2.7. For eery arrangement A and eery X L such thatA 
p pŽ .dim X p 1, D A is free if and only if A is free. In particular, if DX X
 4is locally free, then for eery X L with dim Xmax 1, p 1 , A isA X
free.
Proof. The first assertion follows from the above lemma, since we have
p dim X 1. The second assertion follows from the first one and
Theorem 2.3.

1COROLLARY 2.8. For eery arrangement A, D is locally free if and only if
2D is locally free.
Proof. The ‘‘if’’ part follows from the previous corollary in the case
p	 2, while the ‘‘only if’’ part is a consequence of the more general
proposition below.

1 p 1Ž .PROPOSITION 2.9. If D is locally free, then the natural map  D   
p p 1 p pŽ .D induces an isomorphism  D  D for eery p 1. In particular, D
p Ž 1.is locally free. The similar assertion about the natural morphism   
 p is also true.
Ž .Proof. We have to prove that for every q Spec S , qm, the
localized morphism
p D1 D pŽ .q q
1Ž . pŽ .is an isomorphism. Since D  and D  are local functors, if X	
1 1Ž . p pŽ . H we have D 	D A and D 	D A .  q q X q q X qH
Ž .Because qm, X 0 and by hypothesis A is free. But for freeX
p p Ž 1. Ž 
 .arrangements D  D see Solomon and Terao 16, Prop. 3.4 ,
which concludes the proof of the first assertion.
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The proof of the last statement is similar.
 When char k does not divide A , it is possible to characterize the local
freeness of A using the Ext modules of the Jacobian ideal J.
 PROPOSITION 2.10. For an arrangement A such that char k A , A is
i Ž .locally free if and only if the modules Ext SJ, S are supported only at theS
maximal ideal m, for all i 3.
Proof. Recall that we have the module D defined by the exact0
sequence
0D  Sn1 J d 1  0,Ž .0
 where d	 A and J is the Jacobian ideal. Since char k d, we have
Ž .DD  S 1 . Using Theorem 2.3 it follows that A is locally free if0 
and only if D is locally free.0
For a finitely generated S-module M it is known that the set
S M 	 q Spec S M is not a free S -moduleŽ . Ž . 4q q
can be written as
S M 	 Supp Ext i M , SŽ . Ž . S
i1
Ž 
 .see Hartshorne 8, p. 238, Exercise 6.6 .
i Ž .  4Therefore, D is locally free if and only if Supp Ext D , S  m for0 S 0
i Ž . i2Ž .every i 1. Since Ext SJ, S  Ext D , S for every i 3, the proofS S 0
of the proposition is complete.
3. CHERN CLASSES OF VECTOR BUNDLES ON P n
We consider a vector bundle E of rank r on P n. Motivated by the
application in the context of arrangements which will be given in the next
Ž . 
 ŽŽ .. Ž n1.section, we introduce R E ; t, x  Z t x  t , defined by
ir x 1r n1rr 0 iR E ; t , x 	 1 t 1 x P H  E ; x   1 .Ž . Ž . Ž . Ž .Ž .Ý ž /ti	0
0 Ž i . 0Ž nHere H E is the finitely generated graded module  H P ,mZ
i Ž .. Ž . E m . Recall that for a finitely generated graded S-module M, P M; x
denotes the Hilbert series of M which is a Laurent series, but also a
Ž .rational function in x. The main result of this section is that R E ; t, x can
be used to compute the Chern polynomial of E. More precisely, we have
the following
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THEOREM 3.1. If E is a ector bundle on P n, then
lim R E ; t , x 	 c E .Ž . Ž .t
x1
Remark 3.2. We will see in the proof that, in order to compute the
Ž . 0 Ž i .above limit, in the definition of R E ; t, x we may replace each H E
iwith a different finitely generated module M, such that  EM .i
Before proving the theorem we give two lemmas.
LEMMA 3.3. The assertion of Theorem 3.1 is true in the case of a split
ector bundle E.
Ž . Ž .Proof. Suppose that E O a   O a . In this case we have1 r
r n1rrR E ; t , x 	 1 t 1 xŽ . Ž . Ž .
r
0 P H O a  a ; xŽ .Ý  k k1 iž /ž /1k  k ri	0 1 i
ix 1
  1 .ž /t
0 Ž Ž .. Ž . Ž Ž . . aŽ .n1Since for every a Z, H O a 	 S a and P S a ; x 	 x 1 x ,
we get
r
r n1rr a    ak k1 iR E ; t , x 	 1 t 1 x xŽ . Ž . Ž . Ý Ý
i	0 1k  k r1 i
ix 1n1
 1 x   1Ž . ž /t
r x 1r rr ai	 1 t 1 x 1 x  1Ž . Ž . Ł ž /ž /ti	1
r a i1 xr ai	 1 t   x .Ž . Ł ž /1 xi	1
It follows from this that the limit exists and
r r
r
lim R E ; t , x 	 1 a t 1 	 1 a t 	 c E .Ž . Ž . Ž . Ž . Ž .Ł Łi i t
x1 i	1 i	1
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LEMMA 3.4. If r n is fixed and PQ X , . . . , X is a polynomial1 n
such that
P c E , . . . , c E 	 0,Ž . Ž .Ž .1 n
Ž . Ž .for eery split ector bundle of rank r, E	 O a   O a , then P	 0.1 r
Proof. If s , 1 i n, is the ith symmetric polynomial in a , . . . , a ,i 1 r
Ž . Ž .then c E 	 s a , . . . , a , for every split vector bundle E as in thei i 1 r
Ž .hypothesis. Therefore we get P s , . . . , s 	 0.1 n
But the morphism

  
  : Q X , . . . , X Q Y , . . . , Y1 n 1 r
Ž . Ž . 
 given by  X 	 s Y , . . . , Y is the restriction to Q X , . . . , X of thei i 1 r 1 n
monomorphism

  
  : Q X , . . . , X Q Y , . . . , Y ,1 r 1 r
Ž . Ž .where  X 	 s Y , for 1 i r. Therefore we have P	 0.i i
We are now ready to give the proof of the theorem.
Ž .Proof. It is easy to check that if E 	 E O, then R E ; t, x 	
Ž . Ž . Ž .R E ; t, x . As we have also c E  	 c E , it follows that by taking thet t
direct sum with a large enough number of trivial bundles, we may suppose
that rank E	 r n.
In this case, using the above two lemmas, we see that in order to prove
the theorem it is enough to show that the existence of the limit and its
value can be expressed in terms of some polynomial identities with rational
coefficients in the Chern classes of E. We have
R E ; t , xŽ .
r
r n1rr 0 i	 1 t 1 x P H  E ; xŽ . Ž . Ž .Ž .Ý
i	0
ji x 1ii j
 1Ž .Ý ž /ž /j tj	0
r r ir n1rj irj 0 i	 1 t 1 x  1 P H  E ; x .Ž . Ž . Ž . Ž .Ž .Ý Ý ž /j
j	0 i	j
0 Ž i .Since for 0 i r, H E is a S-module of dimension n 1, we
can write
Q xŽ .i0 iP H  E ; x 	 ,Ž .Ž .Ž . n11 xŽ .
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1 where Q Z x, x . Moreover, if we consider the Taylor expansion of
Ž .Q x around x	 1,i
lŽ i.Q x 	 e x 1 ,Ž . Ž .Ýi l
l0
then the first n 1 coefficients of this expansion can be recovered from
0 Ž i .the Hilbert polynomial of H E , which can be written as
n
n l x lŽ i.T x 	 1 e .Ž . Ž .Ýi nl ž /l
l	0

 For these results, see for example Bruns and Herzog 1, Chap. 4.1 .
Ž i. Ž .k nk Ž .Therefore, we have e 	 1  T 0 . For every graded S-modulek i
˜Ž . Ž Ž ..M, its Hilbert polynomial is given by the formula T m 	  M m , for
every m Z. Using the short exact sequences corresponding to successive
hyperplane sections we get
kŽ i. i e 	 1   E ,Ž . Ž .Hk k
where H  P n is a linear subspace of dimension k, for 0 k n. Wek
deduce
r r ir n1rj itjR E ; t , x 	 1 t 1 x  1Ž . Ž . Ž . Ž .Ý Ý ž /j
j	rn i	j
k kŽ i.Ý 1 e 1 xŽ . Ž .k 0 k
 ,n11 xŽ .
r r Ž i.ei kr i krjR E ; t , x 	 1 t  1 1 .Ž . Ž . Ž . Ž .Ý Ý Ý r jkž /j 1 xŽ .j	rn i	j k0
By considering the coefficient of t r j, for r n j r, the fact that
Ž . Ž .lim R E ; t, x exists and is equal to c E is equivalent tox1 t
r ii Ž i.1 e 	 0 for 0 k r j 1, 1Ž . Ž .Ý kž /j
i	j
r i ri Ž i.1 e 	 1 c E , 2Ž . Ž . Ž . Ž .Ý r j rjž /j
i	j
for every j with r n j r.
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Using the formulas we have eŽ i., these relations becomek
r ii i 1   E 	 0 for 0 k r j 1, 1Ž . Ž .Ž .Ý Hkž /j
i	j
r i ri i 1   E 	 1 c E , 2Ž . Ž . Ž . Ž .Ý HŽ . r jr jž /j
i	j
for every j, with r n j r.
Ž .For future reference, note that for j	 r n, 2 becomes
r
ri i i1   E 	 1 c E . 2Ž . Ž . Ž . Ž . Ž .Ý nž /r n
i	rn
In order to finish the proof of the theorem, it is enough to note that by
Ž 
using the HirzebruchRiemannRoch Theorem see Fulton 7, Corollary
.15.2.1 all of the EulerPoincare characteristics can be expressed as´
polynomials with rational coefficients in the Chern classes of the exterior
powers i E. Indeed, since the Chern classes of these exterior powers can
be computed as polynomials in the Chern classes of E , we can apply
Lemma 3.4 and Lemma 3.3 to conclude the proof of the theorem.
COROLLARY 3.5. If E is a ector bundle on P n with rank E	 r n,
then we hae the following formula for the top Chern class:
r
ri i i1   E 	 1 c E .Ž . Ž . Ž . Ž .Ý nž /r n
i	rn
In particular, if r	 n we hae
n
ni i1   E 	 1 c E .Ž . Ž . Ž . Ž .Ý n
i	0
Ž .Proof. This is just the identity 2 in the proof of Theorem 3.1.
Remark 3.6. If E is a vector bundle on P n such that E* has r n 1
sections  , . . . ,  such that the degeneration locus  is zero dimen-1 rn1
sional and the degeneration locus  of  , . . . ,  is empty, then the1 rn
formula in Corollary 3.5 is equivalent to the formula giving the degree
of .
Indeed,  , . . . ,  define a morphism E F	 O nrn1 which1 rn1 P
gives an EagonNorthcott type complex
0r E S F *  rn1 E F *rn E .Ž .n
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It follows from Eisenbud 5, Theorems A.2.10 and A.2.14 that since
dim 	 0 and 	, this complex is exact and, moreover, gives a
resolution of O . Therefore we obtain
r
rn rni i1   E 	 1  O 	 1 deg .Ž . Ž . Ž . Ž . Ž .Ý 
i	rn
Ž 
On the other hand, the ThomPorteous formula see Fulton 7, Theo-
. Ž .n Ž .rem 14.4 says that under our hypothesis deg 	 1 c E and we getn
the formula in Corollary 3.5.
Let E be a vector bundle on P n, with rank E	 n. For every i, we
Ž i . idenote by Q  E ; x the Hilbert polynomial of  E.
COROLLARY 3.7. With the aboe notation, we hae
n n
ni i ni1 Q  E ; ix 	 1 c E x .Ž . Ž . Ž . Ž .Ž .Ý Ý i
i	0 i	0
Proof. We prove that the two polynomials take the same value for
Ž .every a Z. Indeed, if in Corollary 3.5 we replace E with E a , then we
have
 i E a 	  i E ai 	Q i E ; ai ,Ž . Ž . Ž . Ž .Ž .Ž .
n niŽ Ž .. Ž . Ž 
 .while c E a 	Ý c E a see Fulton 7, Remark 3.2.3 .n i	0 i
4. THE CHARACTERISTIC POLYNOMIAL
In this section we will apply the general results we have obtained so far
to the case of the vector bundle associated to the module of A derivations
Ž .of a locally free arrangement A. Recall that  A, t is a polynomial of
n1Ž . 
  Ž .degree n 1. We will denote by  A, t its class in Z t  t . The main
result is the following.
THEOREM 4.1. If A is a locally free arrangement, then

1 A, t 	 c  .Ž . Ž .t
Proof. From the basic relation between the Poincare and the character-´
istic polynomial we get
n1 1 A, t 	 t  A,t .Ž . Ž . Ž .
Combining this with Theorem 1.4 we obtain
i1
n1 i A, t 	 lim t P D ; x  x 1  1 .Ž . Ž . Ž .Ý ž /tx1 i0
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 
i i 1By Proposition 2.9 we have D 	 D , so from Remark 3.2 it follows that
n 1
1 ilim R D ;t , x 	 lim P D ; x   x 1  1 .Ž . Ž .Ž . Ý ž /tx1 x1 i	0
By Theorem 3.1 this limit is equal to
 
1 1c D 	 c  .Ž . Ž .t t
We therefore obtain

1 A, t 	 c  .Ž . Ž .t
Ž . ŽRemark 4.2. Since it is known that  A;1 	 0 see Orlik and Terao

 . Ž .11, Proposition 2.5.1 , in order to know  A, t it is enough to know
Ž . A,t .
 In fact, when char k does not divide A , then from Theorem 4.1 we can
1Ž .deduce a formula for  A, t involving the vector bundle  .0
COROLLARY 4.3. If A is a locally free arrangement such that char k does
 not diide A , then we hae

1 A, t 	 1 t c  .Ž . Ž . ž /t 0
Ž . Ž .Proof. Since  A, t  1 t is a polynomial of degree n, it follows
n1 1
  Ž . Ž .that it is enough to prove that its class in Z t  t is equal to c  .t 0
But by Theorem 4.1 it follows that this class is equal to
 
1 1 A, t  1 t 	 c   1 t 	 c  ,Ž . Ž . Ž .Ž . ž /t t 0
 
1 1 Ž .since    O 1 .0

 In 20 , Yuzvinsky proves that for a locally free arrangement, the Hilbert
1Ž .polynomial of the module D A depends only on the lattice. The follow-
ing corollary makes this more precise.
COROLLARY 4.4. If A is a locally free arrangement, then giing the Hilbert
1Ž . Ž .polynomial of D A is equialent to giing the Poincare polynomial  A, t´
of the arrangement.
Proof. The statement follows from Theorem 4.1 and the Hirzebruch
Ž 
 .RiemannRoch Theorem see Fulton 7, Corollary 15.2.1 .
EXAMPLE 4.5. Let A be the arrangement in P 3 defined by the vanish-
ing of the 15 linear forms a x  a x  a x  a x , where a is either 00 0 1 1 2 2 3 3 i

 or 1. This example was constructed by Edelman and Reiner 4 as a
MODULE OF LOGARITHMIC p-FORMS 715
Ž . 2counterexample to a conjecture of Orlik;  A, t 	 1 15t 80 t 
170 t 3  104 t 4. There are 45 rank-three elements of L ; we consider theA
corresponding subarrangements as essential arrangements in P 2. The
Ž Ž .subarrangements are of three distinct types, described below  L is the2
.Mobius function of the rank-two elements of L .¨ AX
Ž . Ž .20 subarrangements on 3 hyperplanes,  L 	 1, 1, 1 ;2
Ž . Ž .15 subarrangements on 5 hyperplanes,  L 	 2, 2, 1, 1, 1, 1 ;2
Ž . Ž .10 subarrangements on 7 hyperplanes,  L 	 2, 2, 2, 2, 2, 2, 1, 1, 1 .2
It is easy to check that all of these subarrangements are free, so A is
locally free. We illustrate Corollary 4.4 for this example. For a rank-three
bundle E on P 3 we have
 E m 	 ch E m  td T 3Ž . Ž . Ž .Ž . Ž .H P
1 c 11 c21 13 2	 m  3 m   2c   c m1 2ž / ž /2 2 2 2
11c c3 c c c1 1 1 2 32 3  c  2c    .1 26 3 2 2
Ž .Since we know  A, t , we may apply Corollary 4.3 to obtain the Chern
classes c , and from HirzebruchRiemannRoch we obtain the Hilberti
polynomial
1 57
1 3 2 D m 	 m  4m  m 6.Ž .Ž .0 2 6
The point is that for a locally free arrangement, knowing the combinatorial
Ž .data i.e., the Poincare polynomial means knowing the Hilbert polynomial,´
which can simplify the computation of the free resolution. For this exam-
ple the free resolution is
0 S 6  S4 5 D1 0.Ž . Ž . 0
 
1 1 4 4Ž . Ž . ŽŽ . Ž ..3Thus, we see that   6 , and c  	 1 5t  1 6 t mod t0 P t 0
	 1 14 t 66 t 2  104 t 3, as expected.

 Remark. In 3 , Dolgachev and Kapranov point out that for a generic
1Ž . Ž .arrangement  log D is a Steiner bundle hence stable ; in the previous
1 2example D is Steiner. In P there are many examples of nongeneric0 
1arrangements for which  is indecomposable but not semistable.0
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5. MINIMAL FREE RESOLUTIONS FOR THE MODULES
OF LOGARITHMIC FORMS
pŽ .In this section we give a minimal free resolution for the modules  A
of logarithmic forms in the case of a locally free arrangement A with
1Ž . 
 pdim  A 	 1. This generalizes the results of Rose and Terao 12 in
the case of generic arrangements. The same idea can be used to give a
pŽ . 1Ž .minimal free resolution for the modules D A when pdim D A 	 1.
We first recall the definition of syzygy modules:
DEFINITION 5.1. A module M is a k th syzygy if there exists an exact
sequence
0M F  F    F ,1 2 k
with F free.i
1Ž .LEMMA 5.2. If pdim M	 1 and Ext M, S 	 0 for eery prime idealq
Ž .qm, then M is an n 1 st syzygy.
Proof. From the short exact sequence
0 F  F M 0,1 0
we obtain an exact sequence
0M* F F Ext1 M , S  0.Ž .0 1
1Ž . 1Ž .Since Ext M, S is supported only at m, Ext M, S is a module of finite
length, and so has a free resolution of length n 1; hence M* has
projective dimension n 1. Dualizing once more and using the fact that
iŽ 1Ž . . Ž .Ext Ext M, S , S is zero for i n 1, we find that M is an n 1 st
syzygy.
˜Suppose now that M is a finitely generated S-module. Note that if M is
locally free, then the second condition in Lemma 5.2 is automatically

  Ž .satisfied. In 9 , Lebelt shows that if pdim M	 i and if M is an i p 1 st
syzygy, then one can obtain a free resolution for  pM from a free
resoloution of M. In the situation considered above, i.e., i	 1 and M is
Ž . pŽ .an n 1 st syzygy, we obtain a minimal free resolution of  M , for
p n 1, which is an EagonNorthcott type complex. Namely, if
0 F  F M 01 0
Ž Ž p..Ž .is a minimal free resolution of M, then a minimal free resolution F M

of p M is given by
0D F D F  F D F 2Fp 1 p1 1 0 p2 1 0
   pF  pM 0,0
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Ž Ž  ..where D F 	 S F * denotes the ith divided power of F . If char k	 0,i 1 i 1 1
then D F  S F is the usual symmetric power of F .i 1 i 1 1
We can now give the main result of this section.
THEOREM 5.3. If A is a locally free arrangement and pdim 1 	 1, then
the natural morphism
p 1 p
Ž Ž p.Ž 1.. pis an isomorphism and F  gies a minimal free resolution of  , for

eery p, p n 1.
Proof. From Lemma 5.2 and Lebelt’s result cited above, it follows that
Ž p.Ž 1. Ž . p 1for every p, p n 1, F  is a minimal free resolution of   .

In particular, we have pdimp 1 	 p. By the AuslanderBuchsbaum
formula we deduce depth p 1 	 n 1 p 2.
We consider the commutative diagram
p 1 p   
 
  
0 p 1 0 pŽ . Ž .H  H  .
Proposition 2.9 implies that  is an isomorphism. By Lemma 2.1,
depth  p  2 and we also have depthp 1  2, and therefore both of
the vertical maps in the diagram are isomorphisms. We conclude that  is
an isomorphism.
COROLLARY 5.4. If A is a locally free arrangement with pdim 1 	 1,
then we hae
pdim  p 	 p , for p n 1,
pdim n1 	 0.
 Moreoer, if char k does not diide A , then we hae also
pdim n 	 n 1,
and therefore pdim D1 	 n 1.
Proof. The first assertion follows from Theorem 5.3, while the second
Ž 
one is true for an arbitrary arrangement see Orlik and Terao 11,
.Proposition 4.68 .
  1 1 Ž .If char k A , then we have  	  S 1 . Therefore,0
p 1 	p 1 p1 1 1 ,Ž .0 0
for every p. It follows immediately that pdimp 1 	 p, for p n 1.0
In particular, from the AuslanderBuchsbaum formula we get that depth
n1 1 Ž .  1 	 2.0
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n 1 n 1 n1 1 Ž .From this and the decomposition   	    1 it fol-0 0
n1 1 0 n 1Ž . Ž .lows that   1 is a direct summand of H  .0 
n n 0 nŽ .By Lemma 2.1 we have depth   2. This implies that  H 
0 n 1Ž .H  . From the fact that this module has a summand of depth
two and has depth at least two, we conclude that the depth is exactly two,
and the result follows from one more application of the Auslander
Buchsbaum formula.
The fact that pdim D1 	 n 1 is a consequence of the general fact that
n 1Ž .   Ž 
 . D d , where d	 A see Rose and Terao 12, Lemma 4.4.1 .
A generic arrangement A is locally free since for every X L , withA
rank X dim V, A is isomorphic to the product between a BooleanX

arrangement and an empty arrangement. On the other hand, Ziegler 21,
 1Corollary 7.7 shows that in this case pdim  	 1 and therefore Theorem
5.3 and Corollary 5.4 apply in this case and give the results in Rose and

 Terao 12 .
Analogous results with similar proofs hold if we replace the modules  p
with the modules D p. Namely, we have
THEOREM 5.5. If A is a locally free arrangement and pdim D1 	 1, then
the natural morphism
p D1D p
Ž Ž p.Ž 1.. pis an isomorphism and F D is a minimal free resolution of D , for

eery p, p n 1. We hae
pdim D p 	 p , for p n 1,
pdim Dn1 	 0,
 and if char k does not diide A , then
pdim Dn 	 n 1.
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