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Nowadays, subsalt oil and gas exploration is drawing more and more attention
from the hydrocarbon industry. Hydrocarbon exploitation requires detailed geolog-
ical information beneath the surface. Seismic imaging is a powerful tool employed
by the hydrocarbon industry to provide subsurface characterization and monitoring
information. Traditional wave-equation migration algorithms are based on the one-
way-in-depth propagation using the scalar wave equation. These algorithms focus on
downward continuing the upcoming waves. However, it is still really difficult for con-
ventional seismic imaging methods, which have dip limitations, to get a correct image
for the edge and shape of the salt body and the corresponding subsalt structure. The
dip limitation problem in seismic imaging can be solved completely by switching to
Reverse-Time Migration (RTM). Unlike old methods, which deal with the one-way
wave equation, RTM propagator is two-way and, as a result, it no longer imposes
dip limitations on the image. It can also handle complex waveforms, including pris-
xi
matic waves. Therefore it is a powerful tool for subsalt imaging. RTM involves wave
extrapolation forward and backward in time. In order to accurately and efficiently
extrapolate the wavefield in heterogeneous media, I develop three novel methods for
seismic wave modeling in both isotropic and tilted transversely isotropic (TTI) me-
dia. These methods overcome the space-wavenumber mixed-domain problem when
solving the acoustic two-way wave equation. The first method involves cascading
a Fourier Transform operator and a finite difference (FD) operator to form a chain
operator: Fourier Finite Differences (FFD). The second method is lowrank finite dif-
ferences (LFD), whose FD schemes are derived from the lowrank approximation of
the mixed-domain operator and are represented using adapted coefficients. The third
method is lowrank Fourier finite differences (LFFD), which use LFD to improve the
accuracy of TTI FFD mothod. The first method, FFD, may have an advantage in
efficiency, because it uses only one pair of multidimensional forward and inverse FFTs
(fast Fourier transforms) per time step. The second method, LFD, as an accurate FD
method, is free of FFTs and in return more suitable for massively parallel computing.
It can also be applied to the FFD method to reduce the dispersion in TTI case, which
results in the third method, LFFD. LFD and LFFD are based on lowrank approx-
imation which is a general method to handle mixed-domain operators and can be
easily applied to more complicated mixed-domain operators. I show pseudo-acoustic
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In geology and exploration geophysics, salt means ”halite(NaCl) and other saline
minerals deposited as a result of evaporation. Salt has low density (2.1–2.6 g/cm3,
average 2.22 g/cm3) and high plasticity that results in the creation of salt pillows,
domes, walls and allochthonous features and deformation of sediments”(Sheriff, 2002).
In the Gulf of Mexico (GOM), many salt bodies were formed as the Gulf separated
from the Atlantic Ocean. As water evaporated, salt sank to the bottom of the sea,
resulting in thick salt beds. Because of lower density than that of the sediments
around it, salt tends to flow up in geological time. Finally, salt beds led to giant salt
domes through migration and deformation. In the rocks below or next to salt bodies,
carbon rich sediments generated oil and gas (Jackson and Talbot, 1986).
Nowadays, subsalt oil and gas exploration is drawing more and more atten-
tion from the hydrocarbon industry. For example, in the Gulf of Mexico (GOM), the
Thunder Horse oilfield was the largest of the subsalt discoveries by BP (25% co-owned
by Exxon) in 1999. It is now the largest field in the GOM, producing 250,000 bar-
rels of oil and 200 MMCF(million cubic feet) of gas per day (Technology, 2009). On
September 5th 2006, Chevron Corporation announced that it successfully completed a
record setting production test on the Jack #2 well in the GOM. The Jack #2 well, as
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a joint venture between Chevron Corporation (50%), StatoilHydro (25%) and Devon
Energy (25%), was drilled to a total of depth of 28,175 feet, breaking Chevron’s 2004
Tahiti well test record as the deepest successful well test in the GOM. During the
test, the well sustained a flow rate of more than 6,000 barrels of crude oil per day with
the test representing approximately 40 percent of the total net pay measured in the
Jack #2 well. The maximum estimation of the reservoir volume, 15 billion barrels,
represents half of the current estimate of U.S. reserves. (Chevron, 2006). BP made
another giant oil discovery: the Tiber Oil Field (usually considered to contain 250
million barrels) in the GOM on September 2nd 2009, reaffirming the Gulf’s strategic
importance to the industry (REUTERS, 2009). In 2011, Exxon Mobil Corp. found
the equivalent of 700 million barrels of oil beneath the Gulf of Mexico. ExxonMo-
bil’s Hadrian discovery is the biggest discovery in the region since 1999 (Carroll, 2011).
Hydrocarbon exploitation requires detailed geological information beneath the
surface. Seismic imaging is a powerful tool employed by the hydrocarbon industry to
provide subsurface characterization and monitoring information. The main purpose
of reflection imaging is to migrate reflection events to the position of reflectors. That
is why it has another name migration. Traditional wave-equation migration algo-
rithms are based on the one-way-in-depth propagation using the scalar wave equation
(Loewenthal et al., 1976b; Claerbout, 1985). These algorithms focus on downward
continuing the recorded upcoming waves. The first finite-difference migration algo-
rithm introduced to petroleum industry was based on the parabolic approximation to
the acoustic wave equation (Claerbout and Doherty, 1972). For waves propagating
downward or close to downward, the one-way equation behaves very similarly to the
two-way acoustic equation, because it is accurate in a restricted range of angles. Plus,
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it supports multi-pathing, and its computational cost is affordable for the petroleum
industry (Biondi, 2006). In practice, these algorithms suffer from dip limitations.
However, because of the above allochthonous features and deformations, a salt body
may have very steep edges (Figure 1.1) which reflect seismic waves to generate turning
waves. One recipe to handle the dip limitation is Riemannian wavefield extrapolation
(Sava and Fomel, 2005; Shragge, 2008), which generalizes one-way wavefield extrap-
olation to non-Cartesian coordinate systems. But it is still exceedingly difficult for
conventional seismic imaging methods, which have dip limitations, to get a correct
image for edges and shapes of salt bodies and the corresponding subsalt structures.
Furthermore, seismic velocity in salt (about 4–5 km/s) is significantly higher than
that in the surrounding sediment rocks (2–4 km/s). Therefore, subsalt velocity esti-
mation, as a required step in seismic data analysis, is crucially important.
Figure 1.1: BP 2004 Velocity Model chapter-introduction/bpmodel bpaitvel
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REVERSE-TIME MIGRATION
The dip limitation problem in seismic imaging can be solved by switching to Reverse-
Time Migration (RTM) (Baysal et al., 1983; McMechan, 1983; Whitmore, 1983; Levin,
1984). Unlike conventional methods, which deal with the one-way wave equation,
RTM propagator is two-way and, as a result, it no longer imposes dip limitations
on the image. In recent years, RTM is attracting more and more attention as the
most powerful depth-imaging method (Biondi and Shan, 2002; Mulder and Plessix,
2004; Yoon et al., 2004; Symes, 2007; Chattopadhyay and McMechan, 2008; Fletcher
et al., 2009; Fowler et al., 2010a; Liu et al., 2011; Xu et al., 2011). RTM can correctly
handle complex structures, including subsalt areas. It can also handle complex wave-
forms, including prismatic waves. Therefore it is a powerful tool for subsalt imaging.
Another advantage of the two-way propagator is its connection to Full Waveform In-
version (FWI) for velocity estimation in geologically complex areas (Tarantola, 1984;
Symes, 2008).
Despite virtues listed above, RTM is extremely expensive in both computing
resources and computational time due to the forward and time-reversed wavefield
propagation using small time steps to avoid instability and reduce dispersion. In
order to overcome these problems, a lot of research has been done to develop and
analyze high-order schemes of the finite difference method (Wu et al., 1996).
Meanwhile, many alternative algorithms are being developed for seismic wave
extrapolation in variable velocity media. In recent years, thanks to advances in super-
computer technology, spectral methods have become feasible for large-scale problems
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and are attracting more and more attention. Mast et al. (2001) provided a simplified
derivation of the k-space method for computation of ultrasonic wave propagation in
tissue, which efficiently accounts for sound speed and density variations, while being
able to handle realistic absorption effects. In the k-space method, dispersion errors
from the second-order time integration operator are compensated for by a modified
spectral operator in the wavenumber domain. This correction is exact for a medium
with uniform velocity. Tabei et al. (2002) presented an adaptation of the k-space
method, which solves coupled first-order differential equations for wave propagation
in inhomogeneous media. Soubaras and Zhang (2008) introduced two-step explicit
marching method based on a high-order differential operator, which allows a large
extrapolation time step by solving a coefficients optimization problem. Zhang and
Zhang (2009) proposed a one-step extrapolation method by introducing a square-root
operator. This method can formulate the two-way wave equation as a first-order par-
tial differential equation in time similar to the one-way wave equation. Etgen and
Brandsberg-Dahl (2009) modified the Fourier transform of the Laplacian operator
to compensate exactly for the error resulting from the second-order FD on the time
axis, so as to reduce the grid dispersion that appears in conventional pseudo-spectral
methods (Gazdag, 1981; Reshef et al., 1988). A set of dispersion-corrected Laplacian
operators for the range of model velocities are constructed and interpolated to allow
for seismic modeling in heterogeneous media. This approach can be viewed as an
extension of the k-space method from constant to variable velocity. Fowler et al.
(2010a) provided an accurate VTI P-wave modeling method with coupled second-
order pseudo-acoustic equations. Pestana and Stoffa (2010) presented an application
of Rapid Expansion Method (REM) (Tal-Ezer et al., 1987) for forward modeling with
one-step time evolution algorithm and RTM with recursive time stepping algorithm.
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Chu and Stoffa (2008) replaced the Taylor series expansion with optimized polynomi-
als to enhance stability for time-stepping schemes. Chu and Stoffa (2011) extended
the pseudoanalytical method to solve the elastic wave equation on staggered grids.
Chu et al. (2011) propose new pure acoustic TTI wave equations, which can be di-
rectly solved using either the finite-difference method or the pseudospectral method
to produce highly accurate images.
Reverse-Time Migration was first proposed as a method for post-stack migra-
tion (Baysal et al., 1983; Whitmore, 1983). The purpose of post-stack migration,
based on the exploding reflector concept, is to recover the seismic wavefield at zero
time (t = 0), where it can give the location and strength of the reflectors (Loewen-
thal et al., 1976a). Reverse time migration, instead of implementing a conventional
depth extrapolation, is formulated as another wave propagation problem. The waves
are generated from the time reversed stacked zero-offset section P (x, z = 0, t), which
functions as a surface boundary condition. So it is a reverse time extrapolation of
stacked data, in which it seems appropriate to use wave equations suppressing inter-
nal reflections (Baysal et al., 1984).
In the prestack case, one can propagate the recorded wavefield in a presumed-
correct velocity model and form an image by measuring the wave amplitude when
it is coincident with the shot wavefield (Etgen, 1986). In other words, the reflectors
form at locations, where, at some specific time during back propagation, the shot
wavefield and the receiver wavefield coincide.
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To migrate a shot record Q(x, y;xs, ys; t), one needs to propagate the forward







pF (x; t) = δ(x− xs)f(t) , (1.1)








is the Laplacian operator. And one also needs to propagate backwards in time the







pB(x; t) = 0,
pB(x, y, z = 0; t) = Q(x, y;xs, ys; t)
(1.2)
To obtain a common shot image with correct migration amplitude, one can apply the





F (x;ω)dω . (1.3)
However, this imaging condition is difficult to implement in the time domain for RTM.
Bleistein et al. (2005) recasted the deconvolution imaging condition as a correlation
imaging formula by averaging over incidence angles at the image point and then
transforming into an integral over source locations at the upper surface. A practical




pB(x; t)pF (x; t)dt . (1.4)
The core algorithm is the cross-correlation of these above two fields at the
same time level, one via forward computation (pF (x; t)) and the other from back-
ward propagation(pB(x; t)). It is natural to do the forward computation directly, but
pF (x; t) must be accessible during the backward recursion (Symes, 2007).
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The most popular and straightforward way to implement reverse-time migra-
tion is the method of explicit finite differences, which has dispersion and stability con-
ditions for space grid sizes (∆x,∆y,∆z) and time-step length (∆t) (Wu et al., 1996;
Liu and Sen, 2009). The choice of maximum grid spacing hmax = max(∆x,∆y,∆z)





where fmax is the maximum frequency, vmin is the minimum velocity, and ph ≥ 2 is
the number of samples per wavelength, which is related to the order of the Finite




where pt ≥ 2 is the number of samples per period, which is related to the order of
scheme chosen for Finite Difference in time. The stability condition for the scheme
can be expressed (Mufti et al., 1996) as














where vmax is the maximum velocity and a is a parameter determined by the order of
scheme in space. Considering both conditions 1.6 and 1.7, we can obtain upper limit
for ∆t






For example, given fmax = 30 Hz, h̄ = 15 m, pt = 2, vmax = 5 km/s, a = 0.5
(4-th order scheme), one can infer that for the upper limit for ∆t is about 1.7 ms.
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However, the Nyquist sampling is 1
60
≈ 17 ms, 10 times of ∆t. For very large ap-
plications, such as 3D RTM, the out-of-order access to forward computed fields and
the upper limit for ∆t and h cause the required storage for pF (x; t) to be so large
that the implementation has to use hard-disk input/output, which is the slowest level
of memory hierarchy. Large amounts of required memory and faded performance by
slow memory access is the reason why RTM was not appealing to industry in the
past. However, in recent years, due to rapid and steady development of computer
hardware, the memory requirement is no longer an unsurmountable obstacle. Ad-
vances in computational algorithms such as high-order finite differences (Wu et al.,
1996), variable grids (Mufti et al., 1996), pseudo-spectral method (Kosloff and Baysal,
1982), optimal checkpointing (Symes, 2007), and one-step extrapolation (Zhang and
Zhang, 2009) reduce computer (memory and disk) cost and computing time. All the
above improvements allowed RTM to become an attractive choice for imaging com-
plex structures including salt bodies (Yoon et al., 2003; Farmer et al., 2006).
TWO-WAY ACOUSTIC WAVE EXTRAPOLATION
The wavefield extrapolation problem refers to advancement of a wavefield through
space or time. Wave extrapolation in time is crucial in seismic modeling, imaging
(reverse-time migration), and time-domain full-wavefield inversion. The most popu-
lar and straightforward way to implement wave extrapolation in time is the method
of explicit finite differences (FD), which is only conditionally stable and suffers from
numerical dispersion problems (Wu et al., 1996; Finkelstein and Kastner, 2007). In
practice, a second-order FD for temporal derivatives and a high-order FD for spatial
derivatives are often employed to reduce dispersion and improve accuracy (Liu and
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Sen, 2011). FD coefficients are conventionally determined through a Taylor-series ex-
pansion around zero wavenumber (Dablain, 1986; Kindelan et al., 1990). Therefore,
traditional FD methods are accurate primarily for long-wavelength components.
More advanced methods have been applied previously to FD schemes in the
case of one-way wave extrapolation (downward continuation). Holberg (1987, 1988)
designed the derivative operator by matching the spectral response in the wavenum-
ber domain. Soubaras (1996) adopted the Remez exchange algorithm (McClellan and
Parks, 1972) to obtain L∞-norm-optimized coefficients for second-derivative filters.
Mousa et al. (2009) designed stable explicit depth extrapolators using projections onto
convex sets (POCS). These approaches have advantages over conventional FD meth-
ods in their ability to propagate shorter-wavelength seismic waves correctly. Beyond
those FD improvements for one-way wave extrapolation, many methods have been
developed to improve the accuracy and stability of two-way FD operators. To satisfy
the general criterion for optimal accuracy (Geller and Takeuchi, 1995), Geller and
Takeuchi (1998) derived an optimally accurate time-domain finite difference method
for computing synthetic seismograms for 1-D problems extended later to 2-D and 3-D
(Takeuchi and Geller, 2000). Liu and Sen (2009) proposed FD schemes for two-way
scalar waves on the basis of time-space dispersion relations and plane-wave theory.
Later on, they suggested adaptive variable-length spatial operators in order to de-
crease computing costs significantly without reducing accuracy (Liu and Sen, 2011).
The Liu-Sen scheme satifies the exact dispersion relation and has greater accuracy
and better stability than a conventional one. However, it still uses a Taylor expansion
around the zero wavenumber.
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The following acoustic-wave equation is widely used in seismic modeling and
reverse-time migration (Etgen et al., 2009):
∂2p
∂t2
= v(x)2∇2p , (1.9)
where p(x, t) is the seismic pressure wavefield and v(x) is the propagation velocity.
Assuming a constant velocity, v, after Fourier transform in space, we could obtain
the following explicit expression,
d2p̂
dt2





p(x, t)eik·xdx . (1.11)
Equation 1.10 has an explicit solution:
p̂(k, t+ ∆t) = e±i|k|v∆tp̂(k, t) . (1.12)
A second-order time-marching scheme and the inverse Fourier transform lead to the
expression (Etgen, 1989; Soubaras and Zhang, 2008):
p(x, t+ ∆t) ≈
∫
p̂(k, t) ei [k·x+v |k|∆t] dk , (1.13)
or
p(x, t+ ∆t) + p(x, t−∆t) = 2
∫ +∞
−∞
p̂(k, t) cos(|k|v∆t)e−ik·xdk . (1.14)
Equation (1.14) provides an exact and efficient solution in the case of a constant-
velocity medium with the aid of Fast Fourier Transform (FFT). When seismic wave
velocity varies in the medium, equation (1.14) turns into a reasonable approximation
by replacing v0 with v(x) (Wards et al., 2008; Fomel et al., 2012). However, FFT
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can no longer be applied directly to evaluate the inverse Fourier transform, because
a space-wavenumber mixed-domain term appears in the integral operation:
W (x,k) = cos(|k|v(x)∆t). (1.15)
As a result, a straightforward numerical implementation of wave extrapolation in a
variable velocity medium with mixed-domain matrix 1.15 would increase the cost
from O(Nx logNx) to O(N
2
x), where Nx is the total size of the three-dimensional
space grid. To overcome this problem, Etgen and Brandsberg-Dahl (2009) proposed
a velocity interpolation method. They present an implementation for isotropic, VTI
(vertical transversely isotropic) and TTI (tilted transversely isotropic) media. In the
isotropic case, two FFTs turns out to be sufficient. For anisotropic media, more than
one velocity parameter must be used. Therefore, it is necessary to perform velocity
interpolation by combining different parameters and computing the corresponding
forward and inverse FFTs for each of the velocity parameters, thus increasing the
computational burden (Crawley et al., 2010). Other FFT-based solutions include
variations of the optimized separable approximation or OSA (Song, 2001; Liu et al.,
2009a; Zhang and Zhang, 2009; Du et al., 2010; Fowler et al., 2010b; Fowler and
Lapilli, 2012).
Transversely Isotropic Media
Nowadays, a growing number of seismic modeling and imaging techniques are
being developed to handle wave propagation in transversely isotropic media (TI).
Such anisotropic phenomena are typical in sedimentary rocks, in which the process
of lithification usually produces identifiable layering. Tectonic movement of the crust
may rotate the rocks and tilt the plane containing the vertical cracks (VTI), causing
12
a tilted TI (TTI) anisotropy.
Wavefields in anisotropic media are well described by the anisotropic elastic-
wave equation. However, in practice, seismologists often have little information about
shear waves and prefer to deal with scalar wavefields. Conventional P-wave model-
ing may contain shear-wave numerical artifacts in the simulated wavefield (Grechka
et al., 2004; Duveneck et al., 2008; Zhang et al., 2009). Those artifacts as well as
sharp changes in symmetry axis tilting may introduce severe numerical dispersion
and instability in modeling. Yoon et al. (2004) proposed to reduce the instability
by making the medium elliptically anisotropic in regions with rapid tilt changes.
Fletcher et al. (2009) suggested that including a finite shear-wave velocity enhance
the stability when solving the coupled equations. These methods can alleviate the
instability problem; however, they may also alter the wave propagation kinematics or
leave some shear-wave components in the P-wave simulation. A number of spectral
methods are proposed to provide solutions which can completely avoid the shear-wave
artifacts (Etgen and Brandsberg-Dahl, 2009; Liu et al., 2009b; Chu and Stoffa, 2011;
Fomel et al., 2012; Fowler and Lapilli, 2012; Cheng and Kang, 2012; Zhan et al., 2012)
at the cost of several Fourier transforms per time step. These methods differ from
conventional pseudo-spectral methods (Gazdag, 1981; Fornberg, 2002), because they
approximate the space-wavenumber mixed-domain propagation matrix instead of the
Laplacian operator.
In the case of transversally isotropic (TTI) media, the term v(x) |k| on the
right-hand side of equation 1.15, can be replaced with the acoustic approximation
(Alkhalifah, 1998, 2000; Fomel, 2004),
13






























where v1 is the P-wave phase velocity in the direction normal to the symmetry axis,
v2 is the P-wave phase velocity along the symmetry axis, η is the anisotropic elastic
parameter (Alkhalifah and Tsvankin, 1995) related to Thomsen’s elastic parameters











2 ; and k̂1, k̂2, and k̂3 stand for the wavenumbers evaluated in a
rotated coordinate system aligned with the symmetry axis:
k̂1 = k1 cosφ+ k2 sinφ
k̂2 = −k1 sinφ cos θ + k2 cosφ cos θ + k3 sin θ
k̂3 = k1 sinφ sin θ − k2 cosφ sin θ + k3 cos θ ,
(1.17)
where θ is the tilt angle measured with respect to vertical and φ is the angle be-
tween the projection of the symmetry axis in the horizontal plane and the original X-
coordinate. The symmetry axis has the direction of {− sin θ sinφ,− sin θ cosφ, cos θ}.
Orthorhombic Anisotropy
Tectonic stresses may also fracture rocks, inducing another TI with a symmetry
axis parallel to the stress direction and usually orthogonal to the sedimentation-based
TI. The combination of these effects can be readily represented by an orthorhombic
model with three mutually orthogonal planes of mirror symmetry; the P-waves in
each symmetry plane can be described kinematically as an independent TI model.
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Realization of the importance of orthorhombic models mainly comes from observa-
tion of seismic velocity azimuthal variations in flat-layered rocks, which may indicate
useful properties of fractured reservoirs (Tsvankin and Grechka, 2011).
Alkhalifah (2003) introduced an acoustic wave equation of the sixth order in
axis-aligned orthorhombic media. Fowler and King (2011) presented coupled systems
of partial differential equations for pseudo-acoustic wave propagation in orthorhombic
media by extending their previous work in TI media (Fowler et al., 2010a). Zhang
and Zhang (2011) extended self-adjoint differential operators in TTI media (Duve-
neck and Bakker, 2011; Zhang et al., 2011) to orthorhombic media.
LOWRANK APPROXIMATION
Fomel et al. (2010, 2012) presented a novel algorithm for wave extrapolation in hetero-
geneous and anisotropic media. The algorithm is based on a lowrank approximation
of the extrapolation symbol. It reduces the cost of extrapolation to that of a small
number of FFT operations per time step. The number corresponds to the approxi-
mation rank. The algorithm has a high, spectral accuracy. In that sense, it is com-
parable with a number of other recently proposed FFT-based methods (Etgen and
Brandsberg-Dahl, 2009; Chu and Stoffa, 2011; Fomel et al., 2012; Fowler and Lapilli,
2012; Zhan et al., 2012) . Its advantage is a direct control on the accuracy-efficiency
trade-off by controlling the rank of the approximation and the corresponding approx-
imation error.
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A lowrank approximation implies selecting a small set of representative spatial
locations and a small set of representative wavenumbers. The optimized separable
approximation or OSA (Song, 2001) was previously employed for wave extrapola-
tion (Zhang and Zhang, 2009; Du et al., 2010) and can be considered as another
form of lowrank decomposition. However, the decomposition algorithm in OSA is
significantly more expensive, especially for anisotropic wave propagation, because it
involves expensive SVD decomposition. The lowrank algorithm can also be regarded
as an extension of the wavefield interpolation algorithm of Etgen and Brandsberg-
Dahl (2009), with optimally selected reference velocities and weights.
The key idea of the lowrank decomposition (Fomel et al., 2012) is decomposing







W (x,km)amnW (xn,k). (1.18)
Representation (1.18) speeds up the computation of P (x, t+ ∆t) since
P (x, t+ ∆t) =
∫










eixkW (xn,k)P̂ (k, t)dk
))
.(1.19)
The evaluation of the last formula is effectively equivalent to applying N inverse Fast
Fourier Transforms. Physically, a separable lowrank approximation amounts to se-
lecting a set of N representative spatial locations and M representative wavenumbers.
The construction of approximation (1.18) can be viewed as a matrix decom-
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position problem
W ≈W1 A W2 (1.20)
where W is the Nx × Nx matrix with entries W (x,k), W1 is the submatrix of W
that consists of the columns associated with {km}, W2 is the submatrix that consists
of the rows associated with {xn}, and A = {amn}.
The matrix W has a low rank separated representation provided that ∆t is
sufficiently small. The construction of the separated representation in equation (1.20)
follows the method of Engquist and Ying (2007, 2009).
PROBLEM STATEMENT AND OUTLINE
Fourier Finite Differences
Another form of equation (1.14) is




p̂(k, t)(cos(|k|v∆t)− 1)e−ik·xdk . (1.21)
a well-known expression for two-way acoustic wave extrapolation (Etgen, 1989; Sou-
baras and Zhang, 2008). In the case of a variable-velocity medium, equation 1.21
can provide an approximation by replacing v with v(x) (Wards et al., 2008; Fomel
et al., 2012). However, FFT can no longer be applied directly for the inverse Fourier
transform from the wavenumber domain back to the space domain. To overcome
this problem, I propose to incorporate a novel Fourier Finite Difference method into
the numerical solution 1.21 of the two-way wave equation. The technique involves
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cascading a Fourier Transform operator and a finite difference operator to form a
chain operator: Fourier Finite Differences (FFD). I derive the FFD operator from a
pseudo-analytical solution of the acoustic wave equation. A chain operator by cas-
cading a Fourier operator and a Finite Difference operator (FFD) will take the place
of the conventional Finite Difference operator. It is called the Fourier Finite Differ-
ence method (Song and Fomel, 2011) because it is analogous to the FFD concept
introduced previously for one-way wave extrapolation by Ristow and Ruhl (1994).
As a chain operator of Fast Fourier Transform and Finite Difference operators,
the proposed extrapolator can achieve the accuracy of the parameter interpolation
approach employed by Etgen and Brandsberg-Dahl (2009) but at a cost of only one
Fast Fourier Transform (FFT) and inverse Fast Fourier Transform (IFFT) operation.
Next I extend two-way FFD from the case of constant density to variable density. I
construct the FFD operator for coupled first-order wave propagation equations using
staggered spatial and temporal grids. The advantages of the FFD operator are even
more apparent in the anisotropic case: no need for several interpolations for different
parameters with the corresponding computational burden of several FFTs and IFFTs.
Lowrank Finite Differences and Lowrank FFD
I also propose lowrank Fourier FDs (LFFD), by replacing the original FD op-
erator in the two-way FFD with the corresponding lowrank FD (LFD). The scheme
is derived from the lowrank approximation of the mixed-domain operator and its
representation by FDs with adapted coefficients. Using this approach, we only need
to compute the FD coefficients once and save them for the whole process of wave
18
extrapolation or reverse-time migration. The method is flexible enough to control
accuracy by the rank of approximation and by FD order selection. LFFD improves
the accuracy of FFD, in particular in tilted transversely isotropic (TTI) media.
The derived LFD scheme can accurately propagate seismic-wave components
with a wide range of wavelengths, which has advantages over conventional FDs that
focus on small wavelengths. In comparison with the Fourier-domain approach, the
method is free of FFTs and can further reduce the cost to O(LNx), where L is the
order of the scheme. I also adopt the LFD technique to replace the FD operator
based on Taylor’s expansion in the FFD method. The generated LFFD operator can
reduce dispersion in the TTI case by using an 8th-order LFD operator.
I devote a chapter to each method, including individual introduction, the-
ory, numerical examples and discussion sections. I compare these methods with each
other, as well as with conventional FDs. In the following chapter, I adopt a dispersion
relation for orthorhombic anisotropic media and introduce a mixed-domain acoustic
wave extrapolator for time marching in orthorhombic media. I use the lowrank ap-
proximation to overcome the complicated mixed-domain operator. I demonstrate by
numerical examples that the method is kinematically accurate. In the last chapter, I
include a gallery of several RTM images produced by FFD RTM on synthetic models.
I also include an image by TTI FFD RTM on a real 2D line from the western Gulf of
Mexico, provided by BP. Finally, I conclude with a summary of the proposed methods
and key results, along with a comparison of the three methods.
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Chapter 2
Fourier finite-difference wave propagation
In this chapter, I present a novel wave extrapolator motivated initially by the
pseudo-analytical approach of Etgen and Brandsberg-Dahl (2009). The method com-
bines FFT and finite differences. It is named the Fourier Finite Difference method
because it is analogous to the concept introduced previously for one-way wave ex-
trapolation by Ristow and Ruhl (1994).
As a chain operator of Fast Fourier Transform and Finite Difference operators,
the proposed extrapolator can be practically as accurate as the parameter interpo-
lation approach employed by Etgen and Brandsberg-Dahl (2009) but at a cost of
only one Fast Fourier Transform (FFT) and inverse Fast Fourier Transform (IFFT)
operation.
I also extend the two-way FFD method from constant-density to variable-
density media. I derive a version of the FFD operator for coupled first-order wave-
propagation equations using staggered spatial and temporal grids. This novel FFD
operator may prove useful in seismic wave modeling applications that require high
accuracy.
Parts of this chapter were published in Song and Fomel (2011) and Song et al. (2012b).
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The advantages of the FFD operator are even more apparent in the anisotropic
case: no need for several interpolations for different parameters with the correspond-
ing computational burden of several FFTs and IFFTs. In addition, the operator can
overcome the coupling of qP-waves and qSV-waves (Zhang et al., 2009). I demonstrate
the method on synthetic examples and propose to incorporate FFD into reverse-time
migration in order to enhance migration accuracy and stability.
THEORY
Isotropic FFD
A second-order time-marching scheme and the inverse Fourier transform lead
to the well-known expression 1.14. Equation 1.14 provides an elegant and efficient
solution in the case of a constant-velocity medium with the aid of FFT. In the case of
a variable-velocity medium, equation 1.14 can provide an approximation by replacing
v with v(x). However, FFT can no longer be applied directly for the inverse Fourier
transform from the wavenumber domain back to the space domain. To overcome this
problem, Etgen and Brandsberg-Dahl (2009) propose a velocity interpolation method.
They present an implementation for isotropic, VTI (vertical transversely isotropic)
and TTI (tilted transversely isotropic) media. In the isotropic case, two FFTs can
be sufficient. For anisotropic media, more than one velocity parameter must be used.
Therefore, it is necessary to perform velocity interpolation by combining different pa-
rameters and computing the corresponding forward and inverse FFTs for each of the
velocity parameters, thus increasing the computational burden. Other FFT-based
solutions include the optimized separable approximation or OSA (Song, 2001; Liu
et al., 2009a; Zhang and Zhang, 2009; Du et al., 2010; Fowler et al., 2010b) and the
lowrank approximation (Fomel et al., 2010, 2012).
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I propose an alternative approach. First, I adopt the following form of the
right-hand side of equation 1.14 in the variable velocity case:







where v0 is the reference velocity, such as the RMS (root-mean-square) velocity of the






bn cos(kn∆xn) , (2.2)



















and ∆xn is the sampling in the n-th direction. One only needs to calculate these
coefficients once. After completing the calculation, they can be used at each time
step during the wave extrapolation process.
Equation 2.1 consists of two terms: the first term is independent of x and
only depends on k. For this part, I use inverse FFT to return to the space domain
from the wavenumber domain. For the remaining part, however, we can avoid phase
shift in the wavenumber domain by implementing space shifts through finite differ-
ences with coefficients provided by equation 2.3. This approach is analogous to the
FFD method proposed by Ristow and Ruhl (1994) for one-way extrapolation in depth.
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Figure 2.1 (a) shows approximations for [cos(v(x)|k|∆t)− 1] by the 4th-order
FD method (dash line) and pseudo-spectral method (dotted line). Figure 2.1 (b)
shows approximations by the FFD method (2nd-order: dash line, 4th-order: dotted
line). The solid lines stand for the exact values for function [cos(v(x)|k|∆t)− 1] with
true velocity: v = 4.0km/s (bottom solid line) and v0 = 2.0km/s (top solid line),
which indicates a significant velocity contrast (100% difference). In this situation, all
the approximations deviate from the exact solution as the wavenumber |k| becomes
large. However, the 4th-order FFD method approximates the exact solution with the
most accuracy, as shown in the error plot (Figure 2.2). In order to enhance stability,
one can suppress the wavefield at high wavenumbers for both pseudo-spectral and the
FFD method.
Figure 2.1: Different approximations for cos(v(x)|k|∆t)−1. Solid lines: exact solution
(cos(v(x)|k|∆t) − 1) for v = 4.0 km/s and v0 = 2.0 km/s. (a) Dash line: the 4th-
order FD. Dotted line: pseudo-spectral method. (b) Dash line: the 2nd-order FFD
method. Dotted line: the 4th-order FFD with v0 as reference velocity. ∆t = 0.001 s.
∆x = 0.005 km. geophysics2010/cos cosside1
Assuming that p(x, t−∆t) and p(x, t) are already known, the time-marching
algorithm can be specified as follows:
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Figure 2.2: Errors for different approximations for cos(v(x)|k|∆t) − 1. Solid lines:
exact solution (cos(v(x)|k|∆t) − 1) for v = 4.0 km/s and v0 = 2.0 km/s. (a) Dash
line: the 4th-order FD. Dotted line: pseudo-spectral method. (b) Dash line: the 2nd-
order FFD method. Dotted line: the 4th-order FFD with v0 as reference velocity.
∆t = 0.001 s. ∆x = 0.005 km. geophysics2010/cos diff1
1. Transform p(x, t) to p̂(k, t) by 3-D FFT;
2. Multiply p̂(k, t) by 2 [cos(v0|k|∆t)− 1] to get q̂(k, t);
3. Transform q̂(k, t) to q(x, t) by inverse FFT;
4. Apply finite differences to q(x, t) with coefficients in equation 2.3 to get q(x, t+
∆t). Namely,






i,j,k−1(t) + qi,j,k+1(t)) , (2.4)
where i is the grid index of xi direction;
5. p(x, t+ ∆t)← q(x, t+ ∆t) + 2p(x, t)− p(x, t−∆t).
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Here q(x, t) and q̂(k, t) are temporary functions.
Variable-density FFD
The coupled first-order linear acoustic propagation equations for a medium of









= −∇ · u(r, t),
(2.5)
where u is the vector acoustic particle velocity fluctuation with components ux and
uz, p is pressure, ρ(r) is density of the medium, c(r) is seismic wave velocity of the
medium, and r represents the vector coordinate (x, z).
In the case of media with homogeneous velocity c0 and density ρ0, temporal it-
eration can be performed exactly using equation 1.14. Equation 1.14 can be rewritten
as
p(r, t+ ∆t)− 2p(r, t) + p(r, t−∆t) = −c20∆t2F−1[|k|2sinc(c0∆t|k|/2)2F[p(r, t)]],
(2.6)
where sinc(x) = sin(x)/x and F denotes a spatial Fourier transform.
The operation on the right-hand side of equation 2.6 is a second-order k-space
operator, which is defined as
[∇(c0∆t)p(r, t) = −F−1[|k|2sinc(c0∆t|k|/2)2F[p(r, t)]]. (2.7)
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Tabei et al. (2002) provided an effective factorization for operator 2.7. They



















In general, velocity and density vary in space. In this case, I switch to first-
order coupled equations 2.5. However, the first-order operators defined in equation 2.8
turn into space-wavenumber, mixed-domain operators after c0 is replaced with c(r),
which means that FFTs can no longer be applied.
In order to overcome the mixed-domain problem, I propose applying the FFD
approach. I use operator
∂p(r, t)
∂(c(r)∆t)+x
in equation 2.9 in the two-dimensional case as
















where c0 is the reference velocity, such as the RMS (root-mean-square) velocity of the
medium.
Next I apply the following approximation to the mixed-domain term:
sinc(c(r)∆t|k|/2)
sinc(c0∆t|k|/2)
≈ a+ 2b1 cos(kx∆x) + 2b2 cos(kz∆z) , (2.11)
where a, b1, and b2 are coefficients derived from a Taylor series expansion around









a = 1− 2b1 − 2b2.
(2.12)
The coefficients shown in equation 2.12 achieve a second-order accuracy in
wavenumber. These coefficients need to be calculated only once and saved at the
beginning of wave extrapolation. After the calculation is complete, the coefficients for
the finite-difference stencil can be used at each time step during the wave-extrapolation
process.
Equation 2.10 consists of two parts: the first term is free of space variables (r)
and depends only on k. For this part, I use an inverse FFT to return to the space
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domain from the wavenumber domain. For the remaining part, however, according
to properties of the FFT, we are able to avoid phase shift in the wavenumber domain
by implementing space shifts through finite differences (approximation 2.11), with
coefficients provided by equation 2.12.
If p(r, t) is already known, its first-order derivative (related to the +x direction)
∂p(r, t)
∂(c(r)∆t)+x
can be calculated as follows:
1. Transform p(r, t) to p̂(k, t) by 2-D FFT,
2. Multiply p̂(k, t) by ikxe
ikx∆x/2sinc(c0∆t|k|/2) to get q̂(k, t),
3. Transform q̂(k, t) to q(r, t) by inverse FFT,





The same approach can be applied to the remaining three operators in equa-
tion 2.8. Note that the FD coefficients are the same for those operators and the only
difference exists at the second step, resulting from different phase-shift operators.
With the above-defined operators, I am able to extend the two-way FFD al-
gorithm to first-order coupled equations for acoustic-wave extrapolation in variable-






























r1 = (x+ ∆x/2, z), r2 = (x, z + ∆z/2), t
+ = t+ ∆t/2, and t− = t−∆t/2.
TTI FFD
The FFD approach is not limited to the isotropic case. In the case of transver-
sally isotropic (TTI) media, the term v(x) |k| on the left-hand side of equation 2.2,
can be replaced with the acoustic approximation 1.16.
Using these definitions, I develop a finite-difference approximation analogous
to equation 2.2 for FFD in TTI media. For the 2D TTI case, the corresponding FFD
algorithm can be described as follows:
1. Transform p(x, t) to p̂(k, t) by FFT;
2. Multiply p̂(k, t) by
2[cos(f(v0, k̂, η0)∆t)− 1]
|k̂|2
to get q̂(k, t);
3. Transform q̂(k, t) to q(x, t) by inverse FFT;
4. Apply finite differences to q(x, t) with coefficients in Table 2.1 to get q(x, t+∆t).
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Namely,









+ci,j(qi−1,j−1,t + qi−1,j+1,t + qi+1,j−1,t + qi+1,j+1,t) .
where i is the grid index of xi direction;
5. p(x, t+ ∆t)← q(x, t+ ∆t) + 2p(x, t)− p(x, t−∆t).
Here, q(x, t) and q̂(k, t) are temporary functions.
To develop a 25-point finite-difference scheme analogous to equation 2.2 for
FFD in 3D TTI media, I first apply the following approximation:
cos(f(v, k̂, η)∆t)− 1




n=1 (bn cos(kn∆xn) + dn cos(2kn∆xn))
+2
∑3
n=1 cn[cos(ki∆xi + kj∆xj) + cos(ki∆xi − kj∆xj)] ,
where i, j = 1, 2, 3; i 6= j; i, j 6= n.
In approximation 2.15, f(v, k̂, η) is a function as in expression 1.16 and a, bn,
cn and dn are coefficients determined from the Taylor expansion around k = 0. Notice





The coefficients for Equation 2.15 are derived in Table 2.1 and Table 2.2.
wn0, hn0, pn0 and qn0 have similar expressions as above in Table 2.2 with v, η and θ
substited by the corresponding reference values: RMS velocity v0, average anisotropic
parameter η0 and average tilt angles θ0 and φ0.
a a = −2b1 − 2b2 − 2b3 − 4c1 − 4c2 − 4c3 − 2d1 − 2d2 − 2d3
b b1 = −2c2 − 2c3 − 4d1 −
w1 + h1
∆x21(w10 + h10)
c b2 = −2c1 − 2c3 − 4d2 −
w2 + h2
∆x22(w20 + h20)





























































































Table 2.1: Coefficients for equation 2.15.
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a w1 = v
2
1 cos
2 φ+ sin2 φ(v21 cos
2 θ + v22 sin
2 θ)





2 φ cos2 θ + v21 sin
2 θ
c w3 = v
2
1 sin



























2 θ sin2 θ
1 + 2η
g p1 = w2 + w3 + v
2







2 θ sin4 φ
2
(cos2 φ cos2 θ + sin2 θ + sin2 φ+ cosφ sin 2θ)
1 + 2η
i p2 = w1 + w3 + (v
2






2(cos θ + sinφ sin θ)
2(cos2 φ+ (cos θ sinφ− sin θ)2)
1 + 2η
k p3 = w1 + w2 + v
2
1 sin
2 θ sin 2φ+ 1
2







2(φ+ θ)(sin 2φ cos 2θ − 3− cos 2θ − sin 2φ)
1 + 2η
Table 2.2: Coefficients for Table 2.1.
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Stability Analysis
The time stepping size of the proposed FFD algorithm is restricted by the
required stability conditions. I analyze the stability conditions in this section.
Let us assume equation 1.9 has a plane wave solution with the following form
P = ei(ωt−k·x) , (2.16)
where ω is the angular frequency, ω = |k|v(x).
With the above assumption, we can derive
P n+1 + P n−1 − 2P n = 2P n [cos(|k|v(x)∆t)− 1] , (2.17)
Equation 2.17 is accurate for arbitrarily large time step. By applying equation 2.2,
FFD provides an approximation to equation 2.17
















As a result, equation 2.18 can be transformed to








bj [cos(kj∆xj)− 1] . (2.21)
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The stability of FFD method requires that [cos(|k|v0∆t)− 1] f(v0) must be bounded
within [−2, 0]. That is
−2 ≤ [cos(|k|v0∆t)− 1] f(v0) ≤ 0 . (2.22)
Next I will discuss the stability condition under two situations: v0 > v(x) and
v0 < v(x). In the case of v0 > v(x), one can find bj < 0, j = 1, 2, 3.
As a result,
0 ≤ f(v0) ≤
v2(x)
v20































≤ 1 . (2.26)





In the other case, when v0 < v(x) and bj > 0, j = 1, 2, 3, one can observe that




The stability of FFD requires







































For heterogeneous media, one may select some average velocity as the reference
velocity v0 for the purpose of accuracy. So in summary, the stability condition for
















Table 2.3 displays values of 3D FFD stability condition number af with dif-
ferent ratios between v0 and vmax. Comparing the derived stability condition with












0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
af 0.370 0.373 0.378 0.385 0.394 0.407 0.426 0.457 1.0
Table 2.3: Stability condition number af for 3D FFD method.






























Table 2.4 displays values of 2D FFD stability condition number af with different
ratios between v0 and vmax.
In practice, the reference v0 may be selected as about 0.7 of the maximum




0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
af 0.453 0.457 0.463 0.472 0.483 0.498 0.521 0.560 1.0
Table 2.4: Stability condition number af for 2D FFD method.
FD methods.
Although I derive the stability condition in the isotropic constant-density case,
the above condition appears to remain valid in the variable density and TTI cases
according to numerical experiments.
NUMERICAL EXAMPLES
My first example is a comparison of four methods: 4th-order finite differences, pseudo-
spectral method, velocity interpolation, and the FFD method in a velocity model with
smooth variation, formulated as
v(x, z) = 550 + 1.5× 10−4(x− 800)2 + 10−4(z − 500)2;
0 ≤ x ≤ 2560, 0 ≤ z ≤ 2560.
The velocity is between 550 m/s and 1439 m/s. A Ricker-wavelet source with max-
imum frequency 70 Hz is located at the center of the model. For all the numerical
simulations based on this model, I use the same grid size: ∆x = 5 m and ∆t = 2 ms.
Figure 2.3(a) shows that a snapshot of the acoustic wavefield computed by
the 4th-order finite difference method contains an obvious numerical dispersion. Fig-
ure 2.3(b) shows a slight dispersion from the snapshot computed by pseudo-spectral
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method (Reshef et al., 1988). Figure 2.3(c) shows the corresponding snapshot of
the velocity-interpolation method (Etgen and Brandsberg-Dahl, 2009; Crawley et al.,
2010), calculated using two reference velocities. It is practically free of dispersion
thanks to spectral compensation. Figure 2.3(d) shows a snapshot of the proposed
FFD method. It is almost exactly the same as Figure 2.3(c); however, only one
reference velocity is used instead of two. As comparison between Figure 2.3(d) and
Figure 2.3(c) implies, the FFD method has practically the same accuracy as the ve-
locity interpolation method while having only one reference velocity and therefore
replacing the cost of one additional FFT with the cost of a low-order finite-difference
operator.
The next example is a snapshot of the acoustic wavefield calculated by FFD
in the BP model (Billette and Brandsberg-Dahl, 2004). I use a Ricker-wavelet at a
point source. The maximum frequency is 50 Hz. The horizontal grid size ∆x is 37.5
m, the vertical grid size ∆z is 12.5 m and the time step is 1 ms. Figure 2.4 shows a
part of the model with a salt body. Figure 2.5 shows a wavefield snapshot confirming
that the FFD method can work in a complex-velocity medium as well.
Next, I test a simple 2D four-layer model (grids: 400×400, ∆x = ∆z = 10 m).
Figure 2.6(a) and 2.6(b) display corresponding velocity (1500-5000 m/s) and density
(1000-2500 kg/m3) parameters. A Ricker-wavelet source with a center frequency of
20 Hz is located in the center of the model at a depth of 10 m in the first layer of
the model. The time step is 1 ms. Figure 2.7 displays two horizontal slices at a
depth of 800 m selected from simulated wavefield snapshots at 1.5 s. The top trace




Figure 2.3: Acoustic wavefield snapshot by: (a) 4th-order Finite Dif-
ference method; (b) pseudo-spectral method; (c) velocity interpolation
method with 2 reference velocities; (d) FFD method with RMS velocity.
geophysics2010/ffd wavfd,wavsp,wavpspi,wavffd
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Figure 2.4: Portion of BP 2004 synthetic velocity model.
geophysics2010/bpmodel velp
40
Figure 2.5: Wavefield snapshot in the BP Model shown in Figure 2.4.
geophysics2010/bpmodel wavsnap
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dispersions. And the bottom one is from the FFD method, which is free of dispersions.
Figure 2.8 shows the corresponding wavefield snapshot calculated using the FFD
method at 1.5 s. Note that the FFD method provides a dispersion-free wavefield.
(a) (b)
Figure 2.6: 4-layer model: (a) Velocity:1500-5000 m/s, (b) Density: 1000-2500 kg/m3.
geophysics2010/fourlayer vel4l,den4l
My next example is a snapshot of the acoustic wavefield calculated by the
proposed FFD method in the BP model (Billette and Brandsberg-Dahl, 2004). I
use a Ricker-wavelet at a point source. The center frequency is 15 Hz. Both the
horizontal grid size ∆x and the vertical grid size ∆z are 12.5 m, and the time step
is 1 ms. Figures 2.9 and 2.10 show the velocity and density of a part of the model
containing a salt body. Figure 2.11 shows a wavefield snapshot confirming that the
FFD method can work in a complicated velocity and density medium as well. The
snapshot is clean and free of dispersions. Figure 2.12 displays a shotgather generated
by the FFD method. The source is located at a depth of 12.5 m. Note that the FFD
method provides clear reflections.
The cost advantage of FFD is more appealing in anisotropic (TTI) media,
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Figure 2.7: Horizontal slices at the depth of 800 m selected from the snapshots at 1.5
s for the comparision between the FFD method (bottom) and the fourth-order FD
(top). geophysics2010/fourlayer trace
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Figure 2.8: Wavefield snapshot by the FFD method at 1.5 s.
geophysics2010/fourlayer ffdtime15
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Figure 2.9: Portion of BP 2004 synthetic velocity model. geophysics2010/bpden vel
45
Figure 2.10: Portion of BP 2004 synthetic density model. geophysics2010/bpden den
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Figure 2.11: Wavefield snapshot in the BP Model shown in Figure 2.9 and 2.10.
geophysics2010/bpden snap500
47
Figure 2.12: One shot gather generated by the FFD method in the BP Model shown
in Figure 2.9 and 2.10. geophysics2010/bpden wave500
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which require multiple velocity parameters and increase the cost of velocity interpo-
lation. Figure 2.13 shows the impulse response of a 4th-order FFD operator in a TTI
model with the tilt of 45 ◦ and a smooth velocity variation (vx: 800-1225.41 m/s, vz:
700-883.6 m/s). The space grid size is 5 m and the time step is 1 ms. The maximum
frequency is 35 Hz. Note the absence of coupling of qP-waves and qSV-waves (Zhang
et al., 2009), thanks to the Fourier construction of the operator.
I implemented a 2nd-order 5-point FD scheme for 2D isotropic case. One can
observe little dispersion in isotropic examples. For TTI media, I use a 13-point scheme
which minimizes the error along the symmetry axis and in the direction normal to
the symmetry axis. In order to suppress the dispersion, TTI FFD requires denser
sampling (around 4 points) per wavelength, which indicates that a more accurate FD
scheme might be required to further improve the method.
My last example is qP-wave simulation in the BP 2D TTI model (Shah, 2007).
Figure 2.14(a)-2.14(d) shows parameters for part of the model. The maximum fre-
quency is 50 Hz. The space grid size is 6.25 m and the time step is 1 ms. The snapshot
of the acoustic wavefield in Figure 2.15 demonstrates the stability of the approach in
a complicated anisotropic model. The sampling rate is around 4.7 points per wave-
length, pointing to a possible need to extend the FD part of the FFD scheme from
second order to higher orders. This possibility is investigated in the next chapter.
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Figure 2.13: Wavefield snapshot in a TTI medium with tilt of 45 degrees. vx(x, z) =
800 + 10−4(x− 1000)2 + 10−4(z − 1200)2; vz(x, z) = 700 + 10−4(z − 1200)2; η = 0.3;




Figure 2.14: Partial region of the 2D BP TTI model. a: vz. b: vx. c: η. d:θ.
geophysics2010/bptti vp2,vx2,yita2,theta2
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Accurate and efficient numerical wave propagation in variable velocity media is cru-
cial for seismic modeling and seismic imaging, particularly for reverse-time migration.
Several alternative algorithms have been developed for seismic wave extrapolation
in variable velocity media. In recent years, thanks to advances in supercomputer
technology, spectral methods have become feasible for large-scale problems and are
attracting more and more attention.
The FFD technique proposed in this dissertation promises higher accuracy
than that of the conventional, explicit finite-difference method, and comparable with
that of more expensive spectral methods at the cost of only one forward and inverse
Fast Fourier Transform.
I have extended the two-way FFD method from constant-density to variable-
density media. I have derived a version of the FFD operator for coupled first-order
wave-propagation equations using staggered spatial and temporal grids.
The advantages of the FFD operator are even more apparent in the anisotropic
case: no need for several interpolations for different parameters with the correspond-
ing computational burden of several FFTs and IFFTs.
Results in synthetic isotropic and anisotropic models illustrate FFD’s stability
in complicated velocity models. The novel FFD operators may prove useful in appli-
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cations that require high accuracy. In chapter 5, I provide several RTM examples to
demonstrate applications of the FFD method to RTM.
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Chapter 3
Lowrank finite-differences and lowrank Fourier
finite-differences for seismic wave extrapolation in the
acoustic approximation
The goal of this chapter is to introduce a FD scheme that is designed to match
the spectral response in the mixed space-wavenumber domain for a wide range of
spatial wavenumbers. The scheme is derived from the lowrank approximation of the
mixed-domain operator (Fomel et al., 2010, 2012), represented by FD with adapted
coefficients. I derive this kind of FD schemes for both isotropic and TTI media. Using
this approach, one only needs to compute the FD coefficients once and save them for
the whole process of wave extrapolation or reverse-time migration.
The method is flexible enough to control accuracy by two parameters: the
rank ofthe approximation and the FD order selection. In the previous chapter, I
have presented the two-way FFD method for seismic wave extrapolation in variable
velocity media. In this chapter, I propose lowrank Fourier FDs (LFFD), by replacing
the original FD operator in the two-way Fourier FDs (FFD) with the corresponding
lowrank FD (LFD). LFFD improves the accuracy of FFD, in particular in tilted
transversely isotropic (TTI) media. I propose incorporating wave extrapolation with
LFD and LFFD into seismic imaging by reverse-time migration.
Parts of this chapter appear in Song et al. (2011) and Song et al. (2012a).
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Lowrank Finite Differences
In a matrix notation, the lowrank decomposition problem takes the form of
equation 1.20:
W ≈W1 ·A ·W2, (3.1)
where W is a space-wavenumber mixed-domainNx×Nx matrix with entriesW (x,k) =
cos(φ(x,k),∆t), which appears in wavefield extrapolation. W1 is the submatrix of
W that consists of the columns associated with {km}, W2 is the submatrix that
consists of the rows associated with {xn}, and A = {amn}.
As a kind of spectral method, the lowrank approxmation is highly accurate.
However, its cost is several FFTs per time step. The goal of this chapter is to reduce
the cost further by deriving an FD scheme that matches the spectral response of the
output from the lowrank decomposition.
Note that W2 is a matrix related only to wavenumber k. I propose to further
decompose it as follows:
W2 ≈ C ·B, (3.2)




ξjkj∆xj), in which ξ is a 3-D integer vector, ξ = (ξ
1, ξ2, ξ3), kj is the jth com-
ponent of wavenumber k, ∆xj is the space grid size in the jth direction, j = 1, 2, 3,
and C is the matrix product of W2 and the pseudo-inverse of B.
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Now we have a new decompostion for the mixed-domain matrix:
W ≈ G ·B, (3.3)
where G is an Nx × L matrix,
G = W1 ·A ·C, (3.4)
and
























∫ e−ix·k(ei 3Pj=1 ξjmkj∆xj + e−i 3Pj=1 ξjmkj∆xj )p̂(k, t)dk
 .
(3.5)
According to the shift property of FFTs, we finally obtain an expression in
the space-domain
p(x, t+ ∆t) + p(x, t−∆t) =
L∑
m=1
G(x,m)[p(xL, t) + p(xR, t)], (3.6)
where xL = (x1 − ξ1m∆x1, x2 − ξ2m∆x2, x3 − ξ3m∆x3), and xR = (x1 + ξ1m∆x1, x2 +
ξ2m∆x2, x3 + ξ
3
m∆x3).
Equation 3.6 indicates a procedure of finite differences for wave extrapola-






m) provides the stencil information, and
G(x,m) stores the corresponding coefficients. I call this method lowrank finite dif-
ferences (LFD) because the coefficients are derived from a lowrank approximation
of the mixed-domain propagator matrix. The derived LFD scheme is expected to
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accurately propagate seismic-wave components within a wide range of wavenumbers,
which has advantages over conventional finite differences that focus mainly on small
wavenumbers. In comparison with the Fourier-domain approach, the cost is reduced
to O(LNx), where L is the order of the scheme.
(a) (b)
(c) (d)
Figure 3.1: (a) Wavefield extrapolation matrix for 1-D linearly increas-
ing velocity model. Error of wavefield extrapolation matrix by:(b) lowrank
approximation, (c) the 10th-order lowrank FD (d) the 10th-order FD.
opfd/oned Mexact,Mlrerr,Mapperr,Mfd10err
I first use a one-dimensional example to demonstrate the accuracy of the pro-
posed LFD method. The velocity linearly increases from 1000 to 2275 m/s. The
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time step is 1 ms. The propagator matrix is shown in Figure 3.1(a). Figure 3.1(b)-
Figure 3.1(d) display the errors corresponding to different approximations. The er-
ror by the 10th-order lowrank finite differences (Figure 3.1(c)) appears significantly
smaller than that of the 10th-order finite difference (Figure 3.1(d)). Figure 3.2 dis-
plays one selected column of the error matrix. Note that the error of the LFD is
significantly closer to zero than that of the FD method.
To analyze the accuracy, we can let
p(x, t) = ei(k·x−ωt) (3.7)
by using the plane wave theory. Inserting 3.7 into equation 3.6 and also adopting the







G(x,m)(cos(ξ1m k1∆x1) + cos(ξ
2




For 1-D 10th order LFD, L = 6, ξm = (ξ
1
m, 0, 0) and ξ
1
m = 0, 1, 2, 3, 4, 5. With
equation 3.8, we can calculate phase-velocities (vLFD) by 1-D 10th order LFD with
different velocities (v = 2500, 3000, 3500, 4000), and use the ratio δ = vLFD/v to
describe the dispersion of FD methods. Figure 3.3(a) displays 1D dispersion curves
by 1-D 10th order LFD, and Figure 3.3(b) shows those by conventional FD method.
Note that compared with the conventional FD method, LFD is accurate in a wide
range of wavenumbers (70% of the Nyquist frequency).
The LFD approach is not limited to the isotropic case. In the case of trans-
versely isotropic (TTI) media, the term v(x) |k| on the right-hand side of equa-
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Figure 3.2: One selected column of the error matrix. Solid line: the 10th-order LFD.
Dash line: the 10th-order FD. opfd/oned slicel
(a) (b)
Figure 3.3: Plot of 1-D dispersion curves for different velocities, v = 2500 (red), 3000
(pink), 3500 (green), 4000 (blue) m/s, ∆t = 1 ms, ∆x = 10 m by: (a) the 10th-order
LFD (b) the 10th-order conventional FD. opfd/dispersion1 app,fd10
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tion 1.15, can be replaced with the acoustic approximation 2.2. Using these defi-
nitions, I develop a version of the lowrank finite-difference scheme for TTI media.
Lowrank Fourier Finite Differences
In the previous chapter, I have introduced the FFD approach to solve the
two-way wave equation. The FFD operator is a chain operator that combines FFT
and FD (Ristow and Ruhl, 1994). In the TTI case, the FD scheme is a 4th-order
operator, derived from Taylor’s expansion around k = 0. However, it may exhibit
some dispersion coming from the inaccuracy of the FD part: it requires around 4.5
sampling points per wavelength. I propose to replace the original FD operator with
lowrank FD in order to increase the accuracy of FFD in isotropic and anisotropic
media. The new operator is named lowrank Fourier Finite Differences (LFFD).
Numerical Examples
My first example is wave extrapolation in a 2-D, smoothly variable velocity
model. The velocity ranges between 500 and 1300 m/s, and is formulated as
v(x, z) = 500 + 1.2× 10−4(x− 800)2 + 10−4(z − 500)2; (3.9)
0 ≤ x ≤ 2560, 0 ≤ z ≤ 2560.
A Ricker-wavelet source with a 20 Hz dominant frequency (fd) is located at the center
of the model. The maximum frequency is around 60 Hz (fmax). The amplitude
corresponding to fmax is about 10
−5 of that of fd.
For numerical simulations based on this model, I use the same grid size:
∆x = 5 m and ∆t = 2 ms.
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I use α = vmax ∆t/∆x to specify the stability condition and β = vmin/(fmax∆x)
as the dispersion factor, where vmax and vmin are the maximum and minimum veloc-
ities of the model. The dispersion factor β indicates the number of sampling points
for the minimum wavelength. For simulations with above parameters, α ≈ 0.52 and
β ≈ 1.67.
It is easy to observe numerical dispersion on the snapshot computed by the
4th-order FD method (Figure 3.4(a)). The lowrank FD method with the same
order exhibits higher accuracy and fewer dispersion artifacts (Figure 3.5(a)). Fig-
ure 3.5(b) displays the snapshot by the 10th-order LFD method with a larger time
step: ∆t = 2.5 ms, α ≈ 0.65. Note that the result is still accurate. However, the
regular FD method is unstable in this case. For comparison, figure 3.4(b) displays
the snapshot by the lowrank method with the same time step. Thanks to the spec-
tral nature of the algorithm, the result appears accurate and free of disperion artifacts.
Next, I test the lowrank FD method in a complex velocity model. Figure 2.4
shows a part of the BP velocity model (Billette and Brandsberg-Dahl, 2004), which is
a complicated model containing a salt body and sharp velocity contrasts on the flanks
of the salt body. I use a Ricker-wavelet at a point source. The dominant frequency is
17 Hz (fmax ≈ 54Hz). The horizontal grid size ∆x is 12.5 m, the vertical grid size
∆z is 12.5 m, and the time step is 1.5 ms. Thus α ≈ 0.57 and β ≈ 2.2. In this case,
I adopt a disk-shaped compact scheme (8th-order) for LFD with a 4-point radius
(|ξ| ≤ 4, L = 25). Figure 3.6 displays a wavefield snapshot in the above velocity
model. The snapshot is almost free of dispersion. This experiment confirms that the
lowrank FD method is able to handle sharp velocity variations.
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The next example is wave propagation in a TTI model with a tilt of 45 ◦ and
smooth velocity variation (vx: 800-1225.41 m/s, vz: 700-883.6 m/s). Figure 3.7(a)
shows wavefield snapshots at different time steps by a 16th-order LFD operator in the
TTI model. The space grid size is 5 m and the time step size is 2 ms. So α ≈ 0.49
and β ≈ 2.3. For TTI model, I adopt a high-order (16th order) LFD operator in
order to reduce dispersion. The scheme is compact and shaped as a disk with a radius
of 8 points (L = 99).
In the previous chapter, I have shown an application of FFD method for TTI
media. However, the wavefield snapshot by FFD method still has some dispersion be-
cause the FD scheme in the FFD operator is derived from Taylor’s expansion around
zero wavenumber. It is apparent that 4th-order FD scheme is not accurate enough for
TTI case and requires denser sampling per wavelength (β ≈ 4.6). Here I propose to
replace that 4th-order FD operator with an 8th-order compact scheme. The proposed
scheme has the shape of a disk with a radius of 4 points (L = 25), the same as the
one for LFD in the above BP model. Figure 3.7(b) shows wavefield snapshots by the
proposed LFFD operator. The time step size is 1.5 ms (α ≈ 0.37). Note that the
wavefront is clean and almost free of dispersion with β ≈ 2.3. Because I use the
exact dispersion relation, Equation 1.16, for TTI computation, there is no coupling
of q-SV wave and q-P wave (Grechka et al., 2004; Zhang et al., 2009; Duveneck et al.,
2008) in these snapshots by either LFD or LFFD methods.
Next I test the LFD and LFFD methods in a complex TTI model. Fig-
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ure 2.14(a)-2.14(d) shows parameters for part of the BP 2D TTI model. The domi-
nant frequency is 15 Hz (fmax ≈ 50). The space grid size is 12.5 m and the time step
is 1 ms. So α ≈ 0.42 and β ≈ 2.4. Both methods are able to simulate an accurate
qP-wave field in this model as shown in Figure 3.8 and 3.9.
It is difficult to provide analytical stability analysis for the LFD and LFFD
operators. In my experience, LFD appears to allow for a larger time step size than
does the LFFD method. In TTI case, the conventional FD method for acoustic TTI
has known issues of instability caused by shear-wave numerical artifacts or sharp
changes in the symmetry axis tilting (Grechka et al., 2004; Zhang et al., 2009; Duve-
neck et al., 2008). Conventional methods may place limits on anisotropic parameters,
smooth parameter models or include a finite shear-wave velocity to alleviate the in-
stability problem(Yoon et al., 2004; Zhang and Zhang, 2008; Fletcher et al., 2009).
Both LFD and LFFD methods are free of shear-wave artifacts. They have no partic-
ular bounds for anisotropic parameters and are capable of handling sharp tilt changes.
Conclusions
Explicit finite difference (FD) methods are the most popular and straightfor-
ward methods for seismic modeling and seismic imaging, particularly for reverse-time
migration (RTM). Traditionally the coefficients of the FD schemes are derived from
a Taylor series expansion around the zero wavenumber. In this chapter, I present a
novel FD scheme: Lowrank Finite Differences (LFD), which is based on the lowrank
approximation of the mixed-domain space-wavenumber propagator. LFD uses com-
pact FD schemes, which are more suitable for parallelization on multi-core computers
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than spectral methods that require FFT operations. This technique promises higher
accuracy than that of the conventional, explicit FD method: it requires only about
2.2 sampling points per wavelength. This technique promises higher accuracy and
better stability than those of the conventional, explicit FD method. I also propose
to replace the 4th-order FD operator based on Taylor’s expansion in Fourier Finite
Differences (FFD) with an 8th-order LFD operator to reduce dispersion, particularly
in the TTI case. Results from synthetic experiments illustrate the stability of the pro-
posed methods in complicated velocity models. In TTI media, there is no coupling
of qP-waves and qSv-waves by either method. Both methods can be incorporated in
seismic imaging by reverse-time migration to enhance its accuracy and stability.
(a) (b)
Figure 3.4: Wavefield snapshot in a varable velocity field by: (a) conventional 4th-
order FD method (b) Lowrank method. opfd/twod wavfd7sn,wavel
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(a) (b)
Figure 3.5: Wavefield snapshot in a varable velocity field by: (a) the 4th-order lowrank
FD method (b) the 10th-order lowrank FD method. Note that the time step is 2.5
ms and the LFD result is still accurate. However, the FD method becomes unstable
in this case. opfd/twod wavapp7sn,wavapp10sn
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Figure 3.6: Wavefield snapshot by the 8th-order lowrank FD (compact scheme) in




Figure 3.7: Wavefield snapshots in a TTI medium with a tilt of 45 ◦ by: (a)
Lowrank FD method; (b) Lowrank FFD method.vx(x, z) = 800 + 10
−4(x −
1000)2 + 10−4(z − 1200)2; vz(x, z) = 700 + 10−4(z − 1200)2; η = 0.3; θ = 45 ◦.
opfd/aniso snapshotlfd,snapshotlffd
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Figure 3.8: Scalar wavefield snapshots by LFD method in the 2D BP TTI model.
opfd/bptti snapshotslfd
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Modeling of pseudo-acoustic P-waves in orthorhombic media
with lowrank approximation
In this chapter, I adopt a dispersion relation for orthorhombic anisotropic
media (Alkhalifah, 2003) and introduce a mixed-domain pseudo-acoustic P-wave ex-
trapolator for time marching in orthorhombic media. I use lowrank approximation
(Fomel et al., 2010, 2012) to handle this mixed-domain operator. I demonstrate by
numerical examples that the proposed operator is kinematically accurate. Further-
more, there is no coupling of quasi-P and quasi-SV waves in the wavefield and no
such particular constraints on Thomsen’s parameters required for stability as in con-
ventional FD methods (Yoon et al., 2004).
Dispersion Relation for Orthorhombic Anisotropic Media
Theoretically, the problem of wave extrapolation in time can be reduced to an-
alyzing numerical approximations to the mixed-domain space-wavenumber operator
(Wards et al., 2008). In the case of orthorhombic pseudo-acoustic modeling, a new
phase operator φ(x,k) is derived to replace |k|v(x) of the isotropic model as shown
in equation 1.13 and 1.14.
Parts of this chapter appear in Song and Alkhalifah (2012).
71
In transversely isotropic (TI) media, the model is fully characterized by five
elastic parameters and density. In orthorhombic media, nine elastic parameters and
density are needed to describe the elastic model. The stiffness tensor cijkl for an or-




c11 c12 c13 0 0 0
c12 c22 c23 0 0 0
c13 c23 c33 0 0 0
0 0 0 c44 0 0
0 0 0 0 c55 0
0 0 0 0 0 c66
 . (4.1)
Instead of strictly adhering to the orthorhombic media used by Tsvankin (1997,
2005), Alkhalifah (2003) slightly changed the notations and used the following nine









































where vv is P-wave vertical phase velocity, vs1 and vs2 are S-wave vertical phase veloc-
ity polarized in the [x2, x3] and [x1, x3] planes, vs3 is S-wave horizontal phase velocity
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polarized in the [x1, x3] but propagating in the x1 direction, v1 and v2 are NMO P-
wave velocities for horizontal reflectors in the [x1, x3] and [x2, x3] planes, and η1, η2,
and δ are anisotropic parameters in the [x1, x3], [x2, x3], and [x1, x2] planes.
The Christoffel equation in 3D anisotropic media takes the following general
form (Chapman, 2004):







, where pj are components of the phase vector p, τ
is travel-time along the ray, ρ is density, xs, s = 1, 2, 3 are Cartesian coordinates for
position along the ray, and δik is the Kronecker delta function.
Alkhalifah (1998) pointed out that careful reparametrization followed by set-
ting the shear velocity along the symmetry axis to zero does not compromise accu-
racy in traveltime computations for TI media. This conclusion can be applied to
orthorhombic media as well (Tsvankin, 1997). Alkhalifah (2003) showed that the
kinematics of wave propagation are well described by the acoustic approximation.
In orthorhombic media, the Christoffel equation (4.3) reduces to the following







where ξ1 = 1 + 2η1 and ξ2 = 1 + 2η2.
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After taking the determinant of matrix (4.4), setting the determinant to zero






, and p3 with
kz
φ
, one can obtain a cubic polynomial




























y − v22v21ξ1ξ2k2xk2y − 2v2vv21η1k2xk2z
−2v22v2vη2k2yk2z)− v41v2vγ2ξ21k2xk2yk2z + 2v31v2v2vγξ1k2xk2yk2z
−v21v22v2v (1− 4η1η2) k2xk2yk2z = 0 ,
(4.5)
in which γ =
√
1 + 2δ.
One of the roots of the cubic polynomial corresponds to P-waves in acoustic


































y (2γη1 + γ)
2 − v22v21 (2η1 + 1) (2η2 + 1) k2xk2y





















−v22v2vv21 (1− 4η1η2) k2xk2yk2z ,
d = 3
√
−2a3 + 3 (e− 9c)− 9ab,
e =
√
| − 3b2 (a2 + 4b) + 6ac (2a2 + 9b) + 81c2|.
This root reduces to the isotropic P -wave solution when we set v1 = v2 = v3 =
v, η1 = η2 = 0, and γ = 1, in which φ in expression (4.6) is then given by |k|v, which
is the same dispersion relation in isotropic media as that shown in equation (1.15).
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1 + 2ηv is the P-wave phase velocity in the direction normal to the




y. Expression 4.7 is the same as the dispersion
relation for TTI media (Alkhalifah, 1998, 2000; Fomel, 2004).
Tilted Orthorhombic Anisotropy
Tectonic movement of the crust may rotate the rocks and tilt the plane contain-
ing the vertical cracks, causing a tilted anisotropy. In the case of tilted orthorhombic
media, kx, ky, and kz need to be replaced by k̂x, k̂y, and k̂z, which are wavenum-
bers evaluated in a rotated coordinate system aligned with the vectors normal to the
orthorhombic symmetry planes:
k̂x = kx cosφ+ ky sinφ
k̂y = −kx sinφ cos θ + ky cosφ cos θ + kz sin θ
k̂z = kx sinφ sin θ − ky cosφ sin θ + kz cos θ ,
(4.8)
where θ is the dip angle measured with respect to vertical and φ is the azimuth angle,
which is the angle between the projection of the original Y-coordinate and the original
X-coordinate. The original vertical axis has the direction of {sin θ sinφ,− sin θ cosφ, cos θ}.
For a more general rotation, one needs three angles to describe the transformation
(Zhang and Zhang, 2011).
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Lowrank Approximation
I use the mixed-domain operator of φ in equation (4.6) as the dispersion re-
lation for orthorhombic media. Considering inhomogeneous media, I choose lowrank
approximation (Fomel et al., 2010, 2012) described in the first chapter to implement
the mixed-domain operator.
I propose using the above lowrank approximation algorithm to handle mixed-
domain operator φ in equation 4.6 for wave extrapolation in orthorhombic media.
Numerical Examples
Figure 4.1(a)–4.1(c) shows wavefield snapshots (depth, inline, and crossline)
in a vertical orthorhombic medium with constant parameters: vv = 2km/s, v1 =
2.1km/s, v2 = 2.05km/s, η1 = 0.3, η2 = 0.1, and γ = 1. The time-step size is 1 ms
and the space grid sizes in three directions are all 25 m. As the model is homogeneous,
the rank is 1 for the lowrank decomposition. The depth slice is anelliptical, whereas
the inline and crossline display different diamond shapes, indicating different VTI
properties. In Figures 4.1(a)–4.1(c), red dashed lines are calculated using ray tracing.
Note that the red dashed lines match the wavefront from the lowrank method very
well.
To show that the lowrank approximation method can handle rough velocity
models, we use a two-layer velocity model with high velocity contrast. The first




Figure 4.1: Three slices of the wavefield snapshot by the dispersion relation 4.6 at
1 second in a vertical orthorhombic medium: (a) Depth Slice; (b) Inline Slice; (c)
Crossline Slice. Also plotted are red curves representing the wavefront at that time
calculated using raytracing. orthorhombic/orth wavexy,waveyz,wavexz
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while the values in the other layer are much higher: vv = 3.5km/s, v1 = 4.1km/s,
v2 = 4.2km/s. And we use the same anisotropic parameters for both layers: η1 = 0.3,
η2 = 0.1, and γ = 1. For this test, we use a time step size of 1 ms and a space grid
size of 25 m. The rank is 2 calculated by the lowrank decomposition within an error
level of 10−5. Figure 4.2(a) displays the depth slice above the reflector at 0.6 second.
Note the snapshot shows the reflection from the velocity contrast. Figure 4.2(b) and
4.2(c) show the inline and crossline slices, which indicate strong anisotropy in the
medium.
The next example is wavefield snapshots in a rotated and tilted orthorhombic
model (θ = φ = 45 ◦) with smoothly varying velocity– v1: 1500–3088 m/s, v2: 1500–
3686 m/s, vv: 1500–3474 m/s, η1 = 0.3, η2 = 0.1, and γ = 1.03. The time-step size is
4 ms. Figure 4.3(a)–4.3(c) shows corresponding wavefield snapshots by the dispersion
relation 4.6 in depth, inline, and crossline slices through the central source location.
The inline section (Figure 4.3(b)) displays the strongest anisotropic property, because
η1 is as large as 0.3. Note that the snapshots are free of dispersion and that there is
no coupling of qSV and qP waves in the middle. Lowrank parameters were M = 7
and N = 7. Therefore, the cost is 7 FFTs at each time step.
Table 4.1 displays rank N required for maintaining an error level of 10−5 with
different time step size ∆t. From table 4.1, one could find for this smooth model,




Figure 4.2: Three slices of the wavefield snapshot by the dispersion rela-
tion 4.6 at 0.6 second in a 2-layer vertical orthorhombic model (high ve-





Figure 4.3: Wavefield snapshots by the dispersion relation 4.6 in an rotated and
tilted orthorhombic medium (θ = φ = 45 ◦) with variable velocity: (a) Depth Slice;
(b) Inline Slice; (c) Crossline Slice orthorhombic/tiltn snapxy4,snapyz4,snapxz4
∆t (ms) 0.5 1 2 3 4 5
RankN 5 5 7 7 7 12
Table 4.1: Rank N calculated from the lowrank approximation of the propagation
matrix for a 2D smooth orthorhombic model with different time step size ∆t at a
given error level 10−5.
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Conclusions
I derive and adopt an approximate dispersion relation for orthorhombic media
so as to model seismic wavefields in such media. To handle the space-wavenumber
mixed-domain operator, I apply lowrank approximation to reduce computational cost.
Numerical experiments show that the proposed wavefield extrapolator is accurate.
There is no coupling of qSV and qP in the wavefield snapshots because the exact
dispersion relation is used. In addition, the proposed approach yields practically
dispersion-free wavefields, and is also free of stability limitations on media parameters.
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Chapter 5
RTM examples with Fourier finite-differences
In this chapter, I apply the FFD algorithm to RTM with a simple exponential
decaying boundary condition (Cerjan et al., 1985). The FFD RTM code is designed
to distribute shot gathers to different computing nodes by MPI and within the node,
OpenMP is used to thread the corresponding FFT and FD operations. I use the
same design for both isotropic (sfffdrtms) and TTI (sfttirtmsa) RTM. Then I
apply FFD RTM to isotropic, VTI and TTI cases, including a test to real dataset
provided by BP.
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sfffdrtms: 2-D FFD isotropic RTM: MPI + OMP
sfffdrtms geo=geo.rsf vel=vel.rsf source=source.rsf opt=y dt= nt= isz=
irz=isz jr=1 jm=20 nr= nbt=44 nbb=44 nbl=44 nbr=44 ct=0.01 cb=0.01
cl=0.01 cr=0.01 sht=0 tskip=0 left=2400 right=800
float cb=0.01 decaying parameter
float cl=0.01 decaying parameter
float cr=0.01 decaying parameter
float ct=0.01 decaying parameter
float dt= time step size
file geo= auxiliary input file name
int irz=isz receiver depth
int isz= source depth
int jm=20 snap sampling
int jr=1 receiver sampling
int left=2400 left
int nbb=44 boundary nodes
int nbl=44 boundary nodes
int nbr=44 boundary nodes
int nbt=44 boundary nodes
int nr= streamer total length
int nt= total time length
bool opt=y [y/n] optimal padding
int right=800 right
int sht=0 Time shift parameter
file source= auxiliary input file name
int tskip=0 Time shift parameter
file vel= auxiliary input file name
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sfttirtmsa: 2-D TTI FFD RTM: MPI + OMP
sfttirtmsa geo=geo.rsf velx=velx.rsf velz=velz.rsf yita=yita.rsf
source=source.rsf seta=seta.rsf opt=y de=y dt= nt= isz= irz=isz jr=1
jm=20 tskip=1000 sht=0 nr= err=0.00001 nbt=102 nbb=102 nbl=128 nbr=127
ct=0.02 cb=0.02 cl=0.02 cr=0.02 ratio=2.0 left=nr*3/2*jr right=nr/2*jr
float cb=0.02 decaying parameter
float cl=0.02 decaying parameter
float cr=0.02 decaying parameter
float ct=0.02 decaying parameter
bool de=y [y/n] in angle
float dt= time step size
float err=0.00001 error control
file geo= auxiliary input file name
int irz=isz receiver depth
int isz= source depth
int jm=20 snap sampling
int jr=1 receiver sampling
int left=nr*3/2*jr left
int nbb=102 boundary nodes
int nbl=128 boundary nodes
int nbr=127 boundary nodes
int nbt=102 boundary nodes
int nr= streamer total length
int nt= total time length
bool opt=y [y/n] optimal padding
float ratio=2.0 v0/vmax
int right=nr/2*jr right
file seta= auxiliary input file name
int sht=0 time shift
file source= auxiliary input file name
int tskip=1000 time skipped
file velx= auxiliary input file name
file velz= auxiliary input file name
file yita= auxiliary input file name
The first model shown in figure 5.1 was created for the 1998 SEG talk (Etgen
and Regone, 1998) and is also mentioned by Dellinger et al. (2000). It is provided
at http://software.seg.org courtesy of BP. John Etgen describes this model as
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“The Carpathians thrusting over the North Sea”. The maximum frequency is 60
Figure 5.1: Velocity model (section from 2.5-D). chapter-rtm/twohalf modelth
Hz. The horizontal and vertical space grid sizes are 12.5 m and the time step is 1.2
ms. The shot interval is 50 m and the receiver interval is 25 m. Figure 5.2 shows the
output image by 385 shots. Note that complicated structures are well imaged.
The second model shown in figure 5.3 is the Marmousi model created in 1988
by the Institut Français du Pétrole (IFP) in 1988. The geometry of this model is
based on a profile through the North Quenguela trough in the Cuanza basin. The
85
Figure 5.2: RTM image by Fourier finite-differences. chapter-rtm/twohalf rtmth
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geometry and velocity model were created to produce complex seismic data which
require advanced processing techniques to obtain a correct earth image (Versteeg,
1994). The Marmousi dataset was used for the workshop on practical aspects of seis-
mic data inversion at the 52nd EAEG meeting in 1990. The maximum frequency is
60 Hz. The horizontal space grid size is 12.5 m and the vertical is 4 m and the time
step is 0.4 ms. There are 240 shots, with an interval of 25 m and the receiver interval
is also 25 m. Figure 5.4 displays the RTM image by FFD method, which provides
detailed subsurface structure within the illumination range of shots.
Figure 5.3: Marmousi velocity model. chapter-rtm/marmousi velmar
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Figure 5.4: FFD RTM image for Marmousi model. chapter-rtm/marmousi rtmmar
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The third example is the Sigsbee. It was one of the data sets released by The
Subsalt Multiples Attenuation and Reduction Technology Joint Venture (SMAART
JV) between September 2001 and November 2002. These synthetic data model the
geologic setting found on the Sigsbee escarpment in the deep water Gulf of Mexico.
Additional information may be found at http://www.delphi.tudelft.nl/SMAART/.
Figure 5.5 displays the migration velocity model. The maximum frequency is 60 Hz.
The shot interval is 45.72 m and the receiver interval is 22.86 m. The horizontal
space grid size is 22.86 m and the depth grid size is 7.62 m. The time step is 1 ms.
Figure 5.6 shows the corresponding FFD RTM result by 500 shots.
The third example is the 2004 BP benchmark model 5.7. This model was
originally developed as a velocity-analysis benchmark dataset, in conjuction with the
workshop “Estimation of Accurate Velocity Macro Models in Complex Structures” at
the 2004 EAGE meeting in Paris, France (Billette and Brandsberg-Dahl, 2004). The
maximum frequency is 60 Hz. The horizontal space grand vertical space grid sizes
are both 12.5 m. The shot interval is 50 m and the receiver interval is 12.5 m. The
time step is 1 ms. Figure 5.8 displays the corresponding FFD RTM image. Note that
the inner and outer flanks of the salt body are clearly imaged.
Next model represents a cross section through the foothills of the Canadian
rockies. It was created for the paper (Gray and Marfurt, 1995). This dataset was cre-
ated at the Amoco Tulsa Research Lab in 1994 by Mike O’Brien as part of a project
to study methods for attacking statics in land data. The geology of the model is
completely invented, not based on any specific play. It contains many different types
of near-surface geology, generally representing geology thought to be responsible for
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Figure 5.5: Sigsbee Velocity model. chapter-rtm/sigsbee velsig
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Figure 5.6: FFD RTM image for Sigsbee model. chapter-rtm/sigsbee rtmsig
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Figure 5.7: BP 2004 Benchmark velocity model. chapter-rtm/bprtm velbp
statics. The model is 2D, purely acoustic, with a constant density. The model was
used in two internal Amoco reports (F94-G-0059 and F95-G-0033) but was never pub-
lished externally by Amoco. The model was released to a few academic institutions
in the late 1990’s. It is being released again in 2008 http://software.seg.org by
popular request, courtesy of BP and Joe Dellinger.
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Figure 5.8: FFD RTM image for BP 2004 Benchmark model.
chapter-rtm/bprtm rtmbp
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Figure 5.9: Velocity model. chapter-rtm/model94 velocity94
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Figure 5.10: FFD RTM image. chapter-rtm/model94 ffdrtm94
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The maximum frequency is 100 Hz. The shot interval is 90 m and the receiver
interval is 15 m. The horizontal space grid size is 15 m and the depth grid size is 10
m. The time step is 1 ms. Figure 5.10 displays the corresponding FFD RTM image.
Note that the image clearly reflects the topography of the model.
Next example is a VTI model generated at Hess Corporation. Figure 5.11,5.12
and 5.13 show the input VTI model parameters. The maximum frequency is 50 Hz.
There are 720 shots, with 30.48 m interval and the receiver interval is 12.192 m. The
horizontal and vertical space grid sizes are both 6.096 m. The time step is 1 ms.
Figure 5.14 displays a VTI RTM image by the propsed FFD method. Note that the
subsalt reservoirs are well imaged to the correct locations, which are attached to the
right edge of the salt body.
Figure 5.16 displays a TTI RTM image by the propsed TTI FFD method. One
can clearly observe anticlines, salt body flanks, and faults from the image. Figure 5.15
show the input TTI model parameters. This dataset was released by BP as the 2007
BP Anisotropic Velocity-analysis Benchmark dataset (Shah, 2007). The maximum
frequency is 50 Hz. There are 1574 shots, with 50 m interval and the receiver interval
is 12.5 m. The horizontal and vertical space grid sizes are both 6.25 m. The time
step is 1 ms.
Finally, I apply FFD RTM to a real dataset provided by BP. It is a 2D line
selected from a 3D survey in the Western Gulf of Mexico Deep Water. There are 236
shots, with 150 m interval and the receiver interval is 25 m. The input parameters
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Figure 5.11: Vertical velocity. chapter-rtm/hessvti vph
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Figure 5.12: Horizontal velocity. chapter-rtm/hessvti vxh
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Figure 5.13: The anisotropic η parameter. chapter-rtm/hessvti etah
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Figure 5.15: The 2D BP TTI model. a: vz. b: vx. c: η. d:θ.
chapter-rtm/bptti vp,vx,yita,theta
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Figure 5.16: TTI RTM image of the 2D BP TTI model, shown in Figure 5.15.
chapter-rtm/bptti ttimg
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are vz (Figure 5.17), vx (Figure 5.18), η (Figure 5.19), and θ (Figure 5.20). The dip
angle is converted from 3D angle parameters, which include both tilt and azimuth
parameters. Figure 5.20 displays some apparent artifacts coming from the inaccuracy
of the original 3D parameters. The horizontal and vertical space grid sizes are both
12.5 m. The maximum frequency is 23 Hz. The time step is 2 ms. Figure 5.21
displays the output TTI RTM image by TTI FFD method. Although adopting the
challenging dip parameters (Figure 5.20) as input, TTI FFD is still stable in this test.
It indicates two salt bodies located in the area. From the figure, one can observe the
sedimentary layers. The target is located in the subsalt sediments adjacent to the left
salt body.
CONCLUSIONS
In this chapter, I present examples of the application of FFD to RTM in isotropic,
VTI and TTI models. Both synthetic and real data examples illustrate that the FFD
method can be used in reverse-time migration to enhance its accuracy and stability.
All examples are reproducible using Madagascar software http://www.ahay.org.
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Figure 5.17: 2D Western Gulf of Mexico Deep Water TTI model: vz (m/s).
chapter-rtm/gom v0n2
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Figure 5.18: 2D Western Gulf of Mexico Deep Water TTI model: vx (m/s).
chapter-rtm/gom vxn2
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Figure 5.19: 2D Western Gulf of Mexico Deep Water TTI model: η.
chapter-rtm/gom yitan
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Figure 5.20: 2D Western Gulf of Mexico Deep Water TTI model: θ.
chapter-rtm/gom setan2
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Nowadays, subsalt oil and gas exploration is drawing more and more attention
from the hydrocarbon industry. Accurate and efficient numerical wave propagation in
variable velocity media is crucial for seismic modeling and seismic migration, partic-
ularly for reverse-time migration. In sedimentary rocks, anisotropic phenomena are
often observed as a result of layering lithification, which is described as transversely
isotropic (TI). Fractures in rocks caused by stresses in the crust may induce or-
thorhombic anisotropy. Tectonic movement of the crust may rotate the rocks and tilt
the natural vertical orientation of the symmetry axis (VTI), causing a tilted TI (TTI)
anisotropy. Wavefields in anisotropic media are well described by the anisotropic
elastic-wave equation. However, in practice, seismologists often have difficulty in
working with shear waves and prefer to deal with scalar wavefields.
Conventional P-wave modeling may contain shear-wave numerical artifacts
in the simulated wavefield. Those artifacts as well as sharp changes in symmetry-
axis tilting may introduce severe numerical dispersion and instability in modeling.
In recent years, thanks to advances in supercomputer technology, spectral methods
have become feasible for large-scale problems. A number of spectral methods are
proposed to provide solutions which can completely avoid the shear-wave artifacts.
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Different from conventional pseudo-spectral methods, these methods approximate the
space-wavenumber mixed-domain propagation matrix instead of a Laplacian filter. In
heterogeneous media, these space-wavenumber mixed-domain approximation meth-
ods may cost several Fourier transforms per time step.
In order to achieve a better cost-accuracy trade-off, I have developed three
novel methods for seismic wave extrapolation in heterogeneous media. The first
method involves cascading a Fourier Transform operator and a finite difference op-
erator to form a chain operator: Fourier Finite Differences (FFD). FFD method
can be as accurate as the parameter interpolation approach employed by Etgen and
Brandsberg-Dahl (2009) but at a cost of only one Fast Fourier Transform (FFT)
and inverse Fast Fourier Transform (IFFT) operation. In order to extend the two-
way FFD method from constant-density to variable-density media, I have adopted
the FFD operator for coupled first-order wave-propagation equations using staggered
spatial and temporal grids. This novel FFD operator may prove useful in applications
to quality control that require high accuracy. The second method is presented as a
novel FD scheme: Lowrank Finite Differences (LFD), which is based on the lowrank
approximation of the mixed-domain space-wavenumber propagator. The derived FD
scheme matches the spectral response in the mixed space-wavenumber domain for a
wide range of spatial wavenumbers. As a result, this technique promises higher accu-
racy than that of the conventional, explicit FD method. Finally, I propose lowrank
FFD (LFFD) method, replacing the original 4th-order FD operator based on Tay-
lor’s expansion around zero wavenumber, in FFD with an 8th-order LFD operator to
reduce dispersion in the TTI case.
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Discussion
All of the three methods start from the mixed-domain operator and try to
decrease the computional cost in three different ways. The FFD method is more
efficient than the velocity interpolation method. This advantage is more apparent
in the anisotropic case: it costs only one forward and inverse Fast Fourier Trans-
form and there is no need for several interpolations for different parameters with the
corresponding computational burden of several FFTs and IFFTs. The LFD method
provides novel FD schemes with adapted coefficients. It is free of FFTs and compared
to spectral methods, it may be more suitable for parallel computing on distributed
multi-processors especially when partitioning is necessary for the model domain. As
an accurate FD method, I also propose to apply it to the TTI FFD method to replace
the original 4th-order FD operator. As a result, the new Lowrank FFD (LFFD) op-
erator effectively reduces the dispersion and is more accurate in the TTI case.
The lowrank approximation method is more accurate than these three meth-
ods. However, the cost is higher: it costs a small number of FFT operations per time
step, which corresponds to the approximation rank. However, its advantage is a direct
control on the accuracy-efficiency trade-off by controlling the rank of the approxima-
tion and the corresponding approximation error. The lowrank approximation method
is a more general method to handle complicated mixed-domain operators. I demon-
strated this point with pseudo-acoustic orthorhombic modeling by lowrank method.
The successful application of lowrank approximation to orthorhombic modeling im-
plies that it should be possible to apply LFD or LFFD method to pseudo-acoustic
orthorhombic modeling to reduce the computational cost.
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All of the three methods proposed in this dissertation can be applied to both
isotropic and anisotropic media. In TTI media, there is no coupling of qP-wave
and qSV-wave by these methods. Furthermore, there are no particular constraints
on anisotropic parameters required for stability. Results from synthetic experiments
illustrate the stability of the proposed methods in complicated velocity models. Al-
though I present only 2-D examples, the proposed methods can be further optimized
and implemented in 3-D case. These methods can be used in seismic imaging by
reverse-time migration to enhance its accuracy and stability.
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