A single-level rule-based Model Predictive Control (MPC) scheme is presented for optimizing the energy management of a grid-connected microgrid composed of local production units, renewable energy sources, local loads, and several types of energy storage systems. The single-level controller uses two different models that yield different descriptions of the microgrid and that use different sampling times. The model with a smaller sampling time provides a more detailed description of the microgrid, in order to keep track of the fast dynamics, while the model with a higher sampling time provides a less detailed description and is used for making long-term predictions when it is not needed anymore to track the fast dynamics. Moreover, we propose a novel rule-based MPC method that assigns the value to the binary decision variables in the hybrid microgrid model, e.g. ON or OFF status of generators, charging or discharging mode of energy storage systems, through if-then-else rules, which rely on the price of electricity and the local net imbalance. The standard method of applying MPC to a hybrid model results in a Mixed Integer Linear Programming (MILP) problem. Our proposed rule-based method is able to convert the standard MILP problem into a linear one. We compare our approach through simulations to the MILP approach and we show that our method yields almost no loss in performance while providing a significant reduction in the computation time.
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I. INTRODUCTION
Energy transition from fossil fuels to renewable energy sources is taking place in many countries, with the goal to improve the sustainability and to decrease the environmental impact of energy production while trying to keep the same services that are provided with the traditional power grid [1] . Indeed, the integration of renewable energy sources poses many challenges, especially for what concerns their intermittent nature [2] , [3] . New control actions are being studied in order to facilitate the inclusion of renewable energy sources in the main power grid. Moreover, in recent years, the concept of microgrids has been extensively considered in the scientific literature within the framework of smart grids; see [2] - [5] and the references therein about smart grids and microgrids, and [6] - [17] for recent microgrid-related work. Microgrids are small size electrical grids that include elements such as local production units, local loads, and local energy storage systems. There are many benefits related to the adoption of the concept of microgrids in the presence of renewable energy sources [2] . One of them is related to the fact that the energy produced locally is also used locally, thus avoiding transportation costs and a decrease in efficiency.
In order to optimize the power flows within the microgrid, a control strategy must be implemented and recently some Model Predictive Control (MPC) schemes have been presented [10] - [17] . The recent work [10] discusses a two-layer energy management system in which the upper layer minimizes the total operational costs and the lower layer tries to mitigate the fluctuations induced by the forecast errors, by using several energy storage systems. The authors of [11] present a procedure for modeling the different components of the microgrid and they apply an MPC algorithm that uses an economical cost function. This work is extended in [12] to a stochastic MPC approach, considering a stochastic controller that uses forecasts of loads and renewable energy sources. A stochastic MPC approach is used also in [13] , which presents a hierarchical controller structure, in which the upper level solves an off-line open-loop optimal control problem and the lower level, with knowledge about the stochastic processes within the microgrid, takes care of tracking the solution provided by the upper level. The approach considered in [16] involves a two-level hierarchical MPC controller, where the upper level solves on a long time scale the unit commitment problem, i.e. the problem of deciding whether to turn off or on the local generators, and the lower level solves on a smaller time scale the economic dispatch problem, i.e. the problem of choosing the optimal power flows, once the unit commitment problem is solved. In all the mentioned papers, the overall MPC optimization problem is casted as a Mixed Integer Linear Programming (MILP) problem. Although nowadays there are some efficient solvers to solve this kind of programming problems, e.g. Gurobi [18] or CPLEX [19] , the overall worst case complexity of MILP problems is considered to be exponential on the number of optimization variables [20] . Combining this with the fact that usually in microgrid operation optimization the prediction horizon is quite long, i.e. 24h, the overall computational complexity of the MPC-MILP problem can be too high.
Many works have been proposed to solve MILP problems in an efficient way [21] - [23] . In particular, decomposed methods [24] , [25] split a specific problem into a "master" problem and one or more "slave" problems. In [24] , [25] , a set of so called complicating variables, which are the main source of complexity in the problem, are identified in the integer program. The non-complicating variables are projected out of the integer program. The master problem then seeks for a solution to the new integer program, while the slave problem either determines that the master problem is feasible for the original integer program or produces a constraint that it violates. The resulting "Bender cuts" are then added to the original master problem. Another approach is the so called "branch-and-price" method [26] , [27] , where instead of adding new constraints to the (primal) master problem, a separation between feasible and infeasible solutions for the dual of the master problem is used to add new constraints to the dual problem. This approach was first described in [28] , together with a decomposition method called Dantzig-Wolfe decomposition. The interested reader is referred to [21] - [23] and the references therein for more details on MILP methods.
Nevertheless, the worst-case computational complexity of MILP problems, like the MPC-MILP problem with a long horizon considered here, remains exponential in the number of integer variables. A possible solution to this issue could be to parametrize the control inputs, such that the parameters of a parametrized control law, and not the control inputs, are optimized [14] , [29] - [31] . However, in the case of a model with both binary and continuous variables, this could be challenging, because it would be necessary to parametrize both kinds of variables, and if the parametrized law is nonlinear, there could be no improvements in the computational complexity. In order to obtain computational savings with a small loss of performance, it is a better approach to go from an MILP problem to a linear one. Moreover, instead of parametrizing the control variables, another approach could be to assign values to the binary decision variables using if-then-else rules, while still optimizing the continuous variables. In this way, we have a combination of a rule-based controller with an MPC one.
In this article, we propose a novel rule-based MPC controller that assigns the value to the binary decision variables in the hybrid model of a grid-connected microgrid. Our proposed approach solves both the unit commitment problem and the problem of choosing in which mode of operation the batteries and the power exchange with the main grid are set through a set of if-then-else rules. The rules we propose are based on an economic consideration and the values of the different binary variables are assigned based on external variables such as the price of electricity and the local net imbalance. Our approach is able to achieve almost the same performance as the standard controllers available in the literature, while providing a great improvement in the computational time of the control optimization problem. Moreover, we also propose a new control scheme. Unlike previous works, where a hierarchical control scheme for microgrids was presented [11] - [13] , [16] , we present a single-level controller that uses two different models of the microgrid under control. The two models have two different sampling times and the model with the smallest sampling time is used in the MPC algorithm for predictions that are close in time to the time step at which the MPC optimization problem is solved. On the other hand, the model with the larger sampling time is used for predictions that are far in time with respect to the sampling time at which the MPC optimization problem is solved. In other words, we fix a time threshold, before which the 'fast' model is used and after which the 'slow' model is used. The idea is that when we compute the control action for the current sampling time, we have to consider the evolution of the system right after we apply our control action, while after some time steps we can consider a more granular model, since all the information related to prices, local renewable energy production, and loads is also more granular. Moreover, some storage systems, e.g. ultracapacitors, could have, by their nature, a limited amount of time during which they can hold an electric charge, which means that these devices should not be considered in the prediction for time instants far in time, i.e. after which the charge stored in them has vanished. With this approach, we are able to control the microgrid, in the tertiary control level, by solving only one optimization problem that uses information about the future evolution of the microgrid. In other words, instead of using a hierarchical control scheme within the tertiary control layer that has to consider two different control problems, we combine them into only one optimization problem while still using all the available information related to the microgrid. By using this approach, we provide a simpler MPC controller structure and avoid possible implementation problems, e.g. delays, overhead, arising from the extra control layer. Moreover, hierarchical approaches within the tertiary control layer usually have a large time step T s , i.e. at least 1h, for the upper layer. Therefore, the predictions are updated only once every T s time units. With our method we can instead update the predictions much more often, i.e. once every T f time units, where T f is the time step of the 'fast' model. This allows to have a faster reaction to possible changes in the predictions of loads and renewables, e.g. a sudden increase in the load. The increase in the computational complexity, related to the fact that at each time step we solve an online optimal control problem with a large prediction horizon, is reduced both with our proposed if-then-else rules and through the use of the two models, since one of them has a large sampling time.
We would like to stress that although there exist some efficient commercial solvers for solving MILP problems, e.g. [18] , [19] , their computational complexity is still exponential in the worst case, and the problem remains an NP-hard one [20] - [22] , [32] . While our rule-based approach does not have the theoretical guarantees of MILP methods, it provides a good compromise between computational complexity and performance and stands out as an alternative to MILP methods. Indeed, with our method we get rid of the binary variables and therefore the computational complexity becomes polynomial, hence the computation time is greatly reduced. In applications in which the solving time of the optimization problem is not required to be small, one can use the MILP approach and obtain the best achievable performance. On the other hand, when time is crucial, hardware is limited, or when the size of the problem is too large to be solved efficiently in a limited amount of time, it is advisable to look for alternative solutions other than the MILP approach, and our method fits in this category.
The contribution of this article is therefore twofold:
• we propose a new control scheme that, in contrast to hierarchical control, merges the two control levels into one single level, by using two models with different sampling times; • we present a novel set of if-then-else rules for assigning the value to the binary decision variables involved in the optimization procedure of the microgrid operation. This approach is able to provide almost the same performance as standard controllers but with a significant decrease in the computational complexity, as will be shown through simulations.
The outline of the article is as follows. In Section II, we present the model of the microgrid under control and our proposed single-level controller. In Section III we present our novel rule-based MPC method. Lastly, in Section IV we show the application of our proposed method in simulations and we draw conclusions and remarks for future work in Section V.
Notation: We denote vectors and matrices with bold style, e.g. x, P , and scalars with non-bold text style, e.g. x, P . Moreover, the operator · represents the ceiling operator, i.e. x is equal to the closest integer x int such that x int ≥ x.
II. MODEL DESCRIPTION
In this article, we consider a microgrid that includes several elements, as shown in Figure 1 . These elements are storage units (i.e. batteries and ultracapacitors), sources (i.e. renewable sources and local dispatchable units), a bidirectional connection to the main grid (i.e. energy can be bought or sold), and uncontrollable loads. Moreover, we consider the operational economical costs of the microgrid, i.e. the costs for producing electricity locally and buying electricity from the main grid. The goal in microgrid operation optimization is to minimize the economical costs, optimally choosing the power flows within the microgrid and the exchange of power with the main grid.
In this section, we first describe the model of the system under control, then we introduce the novel single-level controller proposed in this article, and lastly we introduce the model constraints, which are both related to the power exchange and the modeling framework.
A. Microgrid Description
The microgrid model that we consider is similar to the one presented in [11] , with some modifications, in order to better adapt it to our case. a) Dynamics of the energy storage systems: The dynamics of the Energy Storage Systems (ESSs) are expressed with the simplified formulation presented in [33] with respect to [11] , i.e.
where x st (h) indicates the level of energy stored at the ESS at time step h, η c,st and η d,st are the charging and discharging efficiencies, respectively, P st (h) is the power exchanged with the ESS at time step h, and T s is the sampling interval of the discrete-time system. At each time step h, the ESS can only be in one of the two modes, i.e. either in the charging or in the discharging mode. In order to model this hybrid behavior, we follow the modeling approach of [11] using a Mixed Logical Dynamical (MLD) model [34] to model the two different modes of the batteries. The boolean variable δ st (h) indicates whether the ESS is in the charging or discharging mode at time step h, i.e. δ st (h) = 1 ⇐⇒ P st (h) ≥ 0, and δ st (h) = 0 ⇐⇒ P st (h) < 0. Then we define a new auxiliary variable z st as z st (h) = δ st (h)P st (h) and we can write (1) more compactly in linear form as
In this article we consider two different ESSs: an ultracapacitor used for fast response and a battery for storing larger amounts of energy for a longer time span. Note that for simplicity of expression, the number of storage devices here is kept limited but our approach can also be applied to systems with a higher number of ESSs. Moreover, our approach can be used with any kind of ESSs and it is not specific only for batteries and ultracapacitors. b) Loads: We consider critical loads, i.e. loads that must be satisfied at all times. We denote by P load (h) the total power required by the loads at time step h. It is assumed that the information on the values of P load is available, either through available information in the microgrid or through forecasting methods. c) Generators: We consider two different kinds of generators, i.e. dispatchable generators, whose output power can be controlled with a certain degree of freedom, and nondispatchable generators, whose output power cannot be controlled. Renewable sources are considered as non-dispatchable generators and their output is considered as a known disturbance, since it is a signal that cannot be controlled. We denote by P res the variable representing the power produced by renewable energy sources and P dis the vector representing the power produced by dispatchable generators, where P dis = P dis 1 , . . . , P dis Ngen and P dis i indicates the power produced by dispatchable unit i, i ∈ {1, . . . , N gen }, with N gen denoting the total number of generators. Moreover, we use a variable δ on i (h) to indicate whether dispatchable generator i is active at time step h, i.e. δ on i (h) = 1, or not, i.e. δ on i (h) = 0. d) Energy prices: We consider time-varying electricity prices, such that prices for purchase and sale of electricity are different. We denote with c sale (h) and c pur (h) the price for selling and purchasing electricity to and from the main grid, respectively. We also consider a time-varying tariff c prod (h) for producing electricity with the local dispatchable production units. e) Main grid: The microgrid is connected to the main grid and power can flow bidirectionally. Following once again the MLD model of [11] , we model the connection with the grid using a binary variable δ grid (h) that indicates the direction of the power flow at time step h, i.e. whether energy is being bought from the main grid or sold to it. Denoting by P grid the power exchanged with the main grid, we have
We can then define an auxiliary variable C grid as
As explained in Section II-C, we can link together δ grid and C grid by resorting to a set of linear constraints. The auxiliary variable C grid is used in the cost function, presented in Section II-D. f) Dimensioning of the microgrid: We apply our method to an already dimensioned microgrid, therefore we assume that the parameters related to all the elements of the microgrid are given. However, it is possible to optimize the sizing of the elements of the microgrid by following the procedure illustrated in e.g. [35] , [36] .
Remark 1: In this article, we consider that the renewable energy source profiles, the load profiles, and the time-varying prices are known in advance. For what concerns the prices, this is not a limiting assumption, since in some cases these are known some time in advance; see e.g. [37] , where authors use a day-ahead pricing scheme. As regards the loads and the renewable energy sources, some works [11] - [13] have considered a prediction scheme that provides a predicted load or renewable energy signal to the MPC controller. Although in the current article we do not consider a prediction scheme, it can be easily included in the control scheme presented here and predicted signals can be used instead of signals known a priori. In conclusion, we do not explicitly include a prediction scheme because our focus is on presenting the if-then-else rules of Section III, and these rules can be achieved with or without a prediction scheme as long as there is available information on the load, renewables, and prices profiles.
Remark 2: In this article we consider a microgrid in a gridconnected mode as done in many other works in the literature, e.g. [8] , [10] , [11] , [13] , [15] , [16] , [33] , [38] - [45] ; however, in an application in which it is crucial to minimize the power exchanged with the main grid, e.g. in a case in which the utility grid acts as a backup, it is possible to add a penalization term in the cost function to the power exchanged with the main grid.
B. Fast and Slow Model
In this article, we propose a novel method that uses two different microgrid models, namely a 'fast' one and a 'slow' one. The 'fast' model is used for predictions that are close to the current sampling time, while the 'slow' one is used for predictions that are farther away in time. The reason for choosing such a control structure is twofold. Firstly, the ultracapacitor cannot hold electric charge efficiently for a long time [46] , i.e. it has a high self-discharge rate; this holds for other similar ESSs with small capacity. Therefore we assume that the ultracapacitor is available only close to the current sampling time; hence it is used only in the 'fast' model, when a quick response is needed for providing or absorbing a small amount of energy. Secondly, the available future data on prices, load, and renewables profiles is denser in time steps close to the current one, while it becomes more sparse far from the current time step. The previous discussion implies that the number of state components and input components of the two models are different. Indeed, the 'slow' model does not consider the dynamics of the ultracapacitor and only considers the dynamics of the battery.
The advantage of this kind of controller structure is that, by having only one controller, we reduce the complexity of the control architecture and we make the implementation easier, with respect to hierarchical controllers. Moreover, during each optimization procedure the most updated information is used, compared to other approaches in which information is only updated at a higher level after a certain amount of time.
We show in Figure 2 the different sampling times and the time intervals during which each model is used. We denote by T f s and T s s the sampling interval of the 'fast' and 'slow' model, respectively, and we denote by h and k the time steps of the 'fast' and 'slow' model, respectively. Moreover, we suppose that from time step N f,s of the 'fast' model we start using the 'slow' model for predictions. Therefore, the step N f,s of the 'fast' model coincides with time step 0 of the 'slow' model. We also assume that N f,s T f s = T s s , i.e. the 'fast' model is used for exactly one time step of the 'slow' model.
The dynamic equations of the fast model, by using (2), are
where
, with x f,b and x f,uc being the storage level of the battery and of the ultracapacitor, respectively, z f is the auxiliary variable for the 'fast' model,
represents respectively the power exchanged with the battery and the power exchanged with the ultracapacitor. The 'slow' model is defined in a similar way, i.e.
where x s (k) = x s,b (k) is the storage level of the battery, z s is the auxiliary variable for the 'slow' model, and B s 1 , B s 2 ∈ R. The input vector is defined as u s (k) = P s,b (k) and it represents the power exchanged with the battery. Note that, as highlighted before, the number of states and inputs is different between the two models.
We consider the power balance constraint in the microgrid,
. Scheme adopted in this paper for the time steps of the two different models.
∀h ≥ 0, and apply it to (5) to write the expression of the dynamics of the storages as a function of P grid , P load , and P p . Then, by introducing matrices
, we can put together (5) and (7) as
A similar expression is obtained for (6) by using the version of the 'slow' model of (7) , where, however, P f,uc (h) does not appear, i.e.
∀k ≥ 0. Equation (7) is used only for the "fast" model, while (9) , w s (k) = P load (k) P res (k) . Next, we merge (6) and (9) as
Since the 'fast' and the 'slow' model have different input components and state components, it is necessary to define a way to link the two models. As stated before, we assume that the 'fast' model is used only until the time instant T f s N f,s , i.e. time step N f,s of the 'fast' model and after that the 'slow' model is used. We can then link the two models as
which means that we can define a matrix M f,s = 1 0 to link the two models as x s (0) = M f,s x f (N f,s ).
C. Constraints
In this section, we introduce the constraints related to the models and the power flows in the microgrid. Since we are using an MLD model for the storages and the power exchanged with the main grid, we define the constraints as in [11] , [34] by defining matrices E 1 , E 2 , E 3 , E 4 such that we can write the constraints in a compact form. We define two different sets of constraints, one for each model, denoting with a superscript 'f' and 's' the constraints for the 'fast' and 'slow' model, respectively. We can then write compactly the constraints as
A similar inequality holds for the 'slow' model, where we replace the matrices E f i with matrices E s i , i ∈ {1, · · · , 4} and we replace the variables of the 'fast' model with the ones related to the 'slow' model.
We define also constraints on the upper and lower bounds for the states and the inputs, i.e.
for i ∈ {1, · · · , N gen }, where x st = x b x uc , and x b , x uc are the lower bounds for the state of charge of the battery and the ultracapacitor, respectively, and x st = x b x uc , and x b , x uc are respectively the lower bound for the state of charge of the battery and the ultracapacitor. The constraints (13)-(17) model the physical bounds on, respectively, the power exchanged with the battery, the power exchanged with the ultracapacitor, the power exchanged with the main grid, the power produced by each production unit, and the level of charge of the ESSs. The constraints (13)-(17) are expressed using the sampling time index of the 'fast' model, i.e. h, but they are also applied to the variables of the 'slow' model as well.
Moreover, we also consider constraints for the generators related to the amount of time they should stay turned on or off. Following [11] , we denote by T f on and T f off the minimum amount of time during which the generators should be turned on or off, respectively, expressed in number of sampling times of the 'fast' model. Therefore, we can introduce the constraints
Again, this constraint is written using the sampling time of the 'fast' model but it is adapted and applied to the 'slow' model too. Notice however that since the two models are used consecutively, it might happen that
, which means that the constraint associated to the 'fast' model would extend over the time instants of the 'slow' model. In that case, we extend constraints to the 'slow' model defining ak aŝ
We then impose the adapted constraints (18) , (19) for the 'slow' model until time stepk. The extension for T f off is done in a similar way.
D. Cost Function
In the MPC scheme we use a cost function that is a sum of several economic terms. In particular, we consider the simple sum of costs and revenues, i.e. we sum up the costs for producing electricity locally and buying electricity from the main grid and the revenues obtained from selling electricity to the main grid. The resulting cost function is defined as
where the first summation term corresponds to the 'fast' model, from Note that the total cost depends strongly on the prices c sale , c pur , which are included in the variable C grid , and on the price c prod . This fact will be exploited in the next section in the proposed if-then-else procedure.
III. RULE-BASED MPC CONTROLLER
In this section, we present briefly the MPC framework and our proposed rule-based MPC controller, based on ifthen-else rules, for microgrid control. We also discuss some issues related to the constraints that need special attention once the if-then-else rules have been applied. Lastly, we present our proposed single-level controller that uses the two models introduced in Section II-B.
A. Model Predictive Control
MPC is an established control approach that has been extensively studied and successfully applied in many fields in the last forty years [47] - [50] . At each time step, an online optimal control problem is solved, using a model of the system under control for computing predictions of the future states up to a certain prediction horizon N p . The optimization problem results in a sequence of optimal inputs, but only the first element in the sequence is applied to the system. At the following time step, the system state is sampled and a new optimization problem is solved, shifting the prediction horizon one time step forward. Thanks to this strategy, MPC controllers are able to handle, to a certain extent, uncertainties, model mismatches, and disturbances [47] - [49] . Moreover, since the MPC strategy turns the control problem into an optimization one, constraints on the inputs, states, and outputs can be naturally included into the control problem.
When it comes to applying MPC to hybrid systems e.g. MLD systems, the MPC optimization problem becomes a mixed integer programming problem [50] , due to the presence of integer variables in the hybrid model. Many efficient solvers have been developed to solve MILP problems, e.g. [18] , [19] . However, in the worst case scenario, the computational complexity of such problems is considered to be exponential [20] , i.e. the complexity increases exponentially with the number of integer variables involved. Therefore, in order to reduce the computation time of the control problem, in this article we propose a combination of a rule-based controller and an MPC one, which is discussed in detail in the next subsections.
B. Structure of the Rule-Based MPC Controller
In our proposed rule-based MPC method, we assign the value of the binary variables in the MLD model while optimizing the continuous variables. In this way, the problem is not an MILP one anymore, since the value of the binary variables is assigned before the optimization takes place. Therefore, computational savings are achieved due to the removal of the binary variables in the optimization problem, which becomes then a linear programming one.
The if-then-else rules are designed in order to avoid losses on the performance, which in this case is of an economic nature. Therefore, the rules are based on economic quantities. Moreover, the rules also consider the local renewable energy production and load profiles, since the decisions taken depend on these two quantities too.
C. Assignment of the Values to the Binary Decision Variables
We will first start by analyzing which are the causes that lead the controller to take certain actions, i.e. what triggers the assignment of the binary decision variables in the optimization problem.
In the considered system, the economic cost (21) to be optimized depends on two main quantities: the locally produced power P dis and the power exchanged with the main grid P grid . These two inputs are weighted in the cost function by the price of producing energy locally, c prod , and the prices of electricity purchase or sale, c pur and c sale , respectively, according to whether the microgrid is purchasing electricity or selling it. Since the quantities P dis and P grid are two inputs of the system, these inputs directly determine the overall cost. Note that the price c prod and the input P dis appear directly in the cost function (21) , while the prices c sale and c pur and the input P grid appear indirectly inside the variable C grid .
Besides these two quantities, the system must satisfy the power balance constraints (7), (9) at all times. Therefore, the decisions that the controller takes are based on the satisfaction of these constraints. Since the cost of producing energy through the renewable energy sources is considered to be zero, because in our cost function (21) we consider only marginal costs and revenues and not fixed ones, in order to minimize the cost the controller will try to satisfy the loads with the renewable energy sources first, and only if this power is not enough, it will either buy power from the main grid or produce it locally through the dispatchable units. If the power produced by the renewable energy sources is higher than the one required by the loads, then the surplus power can be stored in the battery or it can be sold to the main grid. Moreover, we must also make a distinction between whether the microgrid is able to completely satisfy the local demand or not, i.e. whether it is necessary to acquire power from the main grid or not.
From the previous discussion, it is possible to notice that the actions that the controller takes are based on two main facts. The first one is related to whether the microgrid can satisfy the local demand with the local production units or not and it is mainly related to the feasibility of the control action, i.e. it is closely related to constraints (7) , (9) . The second one is related to the choice of the power source that will satisfy constraints (7) , (9) and it deals with the optimality of the control action.
We can then determine the values of the binary decision variables by looking at whether the microgrid can locally satisfy the loads, i.e. we check whether N gen P max P + P res (h) < P load (h) and whether P res (h) > P load (h). Then, we check the relation between the energy prices, i.e. we check whether
Based on this, we have five different cases:
In this case, the renewable energy sources completely satisfy the loads. Since c prod (h) < c sale (h), it is also convenient to produce energy and sell it to the main grid. Furthermore, due to the fact that there is a surplus of energy, the battery is allowed to store energy, because it could be useful to store energy for later usage. Therefore, in this case we impose δ grid (h) = 0,
In the resulting optimization problem, it will be determined how much energy to sell to the main grid and to store in the batteries, since these two actions are enabled. 2) N gen P dis +P res (h) ≥ P load (h) and P load (h) > P res (h), with c prod (h) < c sale (h) ≤ c pur (h), or c sale (h) < c prod (h) ≤ c pur (h). In order to satisfy the local loads, a certain amount of energy has to be acquired, since the renewable energy sources do not completely satisfy the loads. Producing energy is cheaper than buying it from the main grid, so the required energy is produced locally. If c prod (h) < c sale (h), then extra energy will produced in order to be sold to the main grid, otherwise only the necessary energy will be produced. The battery is allowed to store energy, as in the previous cases. Therefore, we impose δ grid (h) = 0, δ on
The local loads require more energy than the energy that can be locally produced together by the renewable energy sources and the dispatchable units. Therefore, we set the production units to produce energy and we buy the remaining required energy from the main grid. The battery is also allowed to provide the stored energy. In this case, there is no distinction between the cases c prod (h) < c sale (h) and c prod (h) ≥ c sale (h), since in both cases it is necessary to buy energy from the main grid. Therefore, we impose δ grid (h) = 1, δ on
With these conditions, the renewable energy sources completely satisfy the loads. Since c sale (h) < c prod (h), the generators are turned off. Due to the surplus of energy, the battery is allowed to store energy and the grid power exchange is set to the sale mode. The battery can store energy in this case since the price for electricity might increase in the following time steps, or the amount of available renewable energy could be smaller. The optimization procedure will decide whether to sell energy, store it, or perform both actions. For this case we impose δ grid (h) = 0, δ on i (h) = 0, i ∈ {1, · · · , N gen }, δ b (h) = 1. 5) N gen P dis +P res (h) ≥ P load (h) and P load (h) > P res (h), with c sale (h) < c pur (h) ≤ c prod (h). As in the previous case, some energy has to be acquired in order to satisfy the local loads. Producing energy is more expensive than buying it from the main grid, thus the required energy is bought from the main grid and the generators are turned off. In order to reduce the cost, the battery is allowed to provide some stored energy. In this case, we impose δ grid (h) = 1, δ on i (h) = 0, i ∈ {1, · · · , N gen }, δ b (h) = 0. All the cases are summarized in Table I . For what concerns the ultracapacitor, in all the mentioned cases we opt to impose a mode of operation that is always the same as the battery. Also, consider the two following observations on Table I . The first one is that in order to optimize the economic costs, in cases 1 and 2 of Table I , we could add an extra step and force the local dispatchable units to produce at full capacity, i.e. P dis , since that would be the most convenient choice. However, we could run into infeasibility issues, as will be discussed in the next subsection. Therefore, in these two cases we only force the generators to be turned on and, if it is more profitable and feasible, the solver will set the production output to its maximum value. The second observation is that in the first column, P load ≤ P res implies that N gen P dis ≥ P load − P res , which means that the microgrid is perfectly able to satisfy the local loads with the locally produced energy, therefore we do not need to add the second condition N gen P dis ≥ P load −P res , which is instead present in the second column.
Remark 3: Although a rule-based controller design could mean to apply some changes to the rules in case different costs are considered, our proposed approach uses simple rules based on linear inequalities that can easily be verified in real time. We therefore believe that our approach is flexible and can be adapted to cases in which more rules are needed. Moreover, the reduction in the computational complexity achieved, as shown in Section IV, justifies the adoption of this approach. Lastly, an increase in the number of rules will not alter the benefits of adopting this strategy.
Remark 4: Related to the previous remark, it is possible to add rules regarding shut-down in the rule-based approach, if needed. More specifically, since the shut-down costs regard only the generators, one can check if the total shut-down cost is higher than the cost of producing the minimum amount of energy multiplied by the number of time steps during which the generator would be turned off. In other words, if the total shut down cost for generator i from time step k to time step k + T OFF is c i SD (k) and the generator is turned off for at least T OFF time steps, then it is convenient to turn off the generator if c i SD (k) < T OFF c prod P dis . Since all these quantities are known at time step k, one can check whether the above inequality is true or not.
D. Additional Constraints Required by the Rule-Based Design and Feasibility Issues
When we apply the if-then-rules proposed in the previous Section III-C, we must devote special attention to some of the constraints presented in Section II-C. In particular, the generator constraints (18)- (19) in combination with the power balance constraints (7), (9) pose some issues in some of the cases presented in Table I .
First of all, according to the if-then-else rules proposed in the previous section, it might happen that the generators are imposed to be turned off while according to constraint (19) they should be kept turned on, or vice versa. In this case it is enough to override the proposed if-then-else rules and keep the generators on (vice versa, off) in order to satisfy constraints (18)- (19) .
When also taking into account the power balance constraints (7) , (9) , extra attention is needed. Let us analyze the case in which, at time stepĥ, the generators are turned off. Suppose now that at the prediction time stepĥ+1 the system is in case 2 of Table I and thus the if-then-else rules procedure would force the generators to be turned on, but constraint (18) is active atĥ + 1. According to the rules proposed in Table I , if the generators cannot be turned on due to constraint (18), then the power balance (7) could not be satisfied, since the grid is set to be in the sale mode. In this case, we must then set the grid to the purchase mode.
In all the other cases, the proposed if-then-else rules together with the generator constraints (18)- (19) do not lead to an issue that requires extra attention. In some cases, though, we must verify that some assumptions are guaranteed. For instance, suppose that at the prediction time stepĥ + 1 the if-then-else rules would make the system switch from case 1 to case 4, but due to constraint (19) , the generators cannot be turned off. In this case, the optimization problem is still feasible as long as P res (ĥ + 1) − P load (ĥ + 1) + N gen P dis ≤ P grid . (22) This constraint is satisfied as long as P grid is sufficiently large, which is usually the case in the practical applications. A similar case is verified when the generators are turned off and the if-then-else rules would impose case 3 of Table I , but in this case we would have the less restrictive constraint P res (ĥ + 1) − P load (ĥ + 1) ≤ P grid .
Lastly, we do not impose the generators to produce at full capacity in cases 2 and 3 since this could lead to infeasibility problems when the generators should be turned off but they remain turned on due to constraint (19) .
E. Single-level Two-model Controller
For the overall scheme of our proposed controller we consider a single-level controller rather than a hierarchical one. Our proposed controller uses two different models that have two different sampling times, as explained in Section II-B. At each time step, the controller solves an open-loop optimal control problem, using for predictions the 'fast' model until time step N f,s and the 'slow' model until the prediction horizon N p . For both models, the if-then-else rules proposed in Section III-C are applied. After an optimal input sequence is obtained, only the first input of the sequence is applied to the system and at the next time step the procedure is repeated again.
F. Optimization Problem
The overall optimization problem, after we have applied the proposed if-then-else rules of Section III, becomes
subject to dynamics (10), (11) , constraints (7), (12) − (19), parametrization of Section III.
As standard in MPC controllers, we compute the optimal control inputs u f from the current time step h until time step h+N p −1. We apply only the first element of the optimal input sequence and at the next sampling time we solve problem (23) once again.
IV. SIMULATIONS
In this section, we compare our proposed single-level twomodel rule-based MPC controller with a controller that has the same single-level two-model structure but that does not make use of the if-then-else rules proposed in Section III-C and instead uses the standard MILP approach. We denote our proposed rule-based controller as RBMPC, and we denote the other approach by MILP. In both cases we use Gurobi [18] to solve the optimization problems, which are an MILP for the MILP case and a linear programming problem for the RBMPC case.
We simulated different scenarios, with different renewable energy and loads profiles, and compared the two approaches in terms of total computational time and total cost. The profiles are taken from available data at [51] . We used data from the Netherlands, choosing profiles of days between the 1 st of May 2018 and the 30 th of June 2018. The value of the parameters in the microgrid that we consider are similar to the ones in [11] and are reported in Table II . Moreover, we also consider different combinations of T s , T f , N f,s , N p and for each of them we performed 20 simulations. Table III summarizes the simulation results and we show, for each different combination, the mean value, maximum value, the minimum value, and the standard deviation of both the total computation time and the overall cost, i.e. the times shown in Table III are total CPU times. Moreover, we also show the average MILP gap for the MILP approach. Note that the maximum value for the MILP gap parameter was set in Gurobi to 10 −4 . Note also that in the different cases (rows) of Table III we used different days in the dataset that we indicated before, in order to test our method with different renewables and load profiles. In other words, in the different cases of Table  III , we did not always choose the data from the same set of days. This also explains why the costs differ considerably in the different rows of Table III . We can see that for the different combinations, the average total cost is very similar for both the approaches and there is at most a 1.2% difference. However, the computational complexity is greatly reduced, since in all the cases the average computational savings are between 65% and 80%. As one could expect, the computational savings are larger when the number of binary variables increases, i.e. when N f,s or N p , or both, increase. Nevertheless, the performance of our proposed controller does not show a decrease with the number of binary variables. Figure 3 shows the power flows within the microgrid for a representative scenario, with N f,s = 12, N p = 12, T f = 5min, T s = 60min, i.e. the scenario in row 4 of Table III . Figure  5 shows, for the same scenario, the evolution of the level of charge of the energy storage systems in the two approaches, while Figure 6 shows the time-varying price profiles. The electricity prices in this scenario are chosen in such a way that the three cases in the rows of Table I are covered. It can be observed that the two different approaches reach a very similar solution. When c pur increases above c prod , all the dispatchable units start producing power to satisfy the loads. Moreover, during the peak production hours of renewable energy sources, when c prod < c pur , both methods still produce energy and they sell the excess energy to the main grid. What is different in the two approaches is that the MILP algorithm charges the battery more often compared to the RBMPC controller and it also utilizes more the ESSs. Apart from this, the two solutions are very similar. Indeed, Table IV shows the comparison of different quantities for the selected scenario, comparing the total produced power with the dispatchable generators P TOT dis , the power acquired from the main grid P TOT grid,purchased , and the power sold to the main grid P TOT grid,sold , and it can be noted that there is almost no difference between the two approaches. Note that in some cases, i.e. rows 4 and 5, the RBMPC approach achieves a lower cost than the MILP one. This could in theory not be possible, since the RBMPC approach only considers one case (due to the fact that binary variables are assigned) while the MILP one considers many more cases for the values of the binary variables. This implies that the cost of the MILP approach should be always lower than or equal to the one of the RBMPC approach. However, it can happen that the MILP approach decides to charge the battery more and, at the end of the simulation, the stored energy in the battery could be larger than the energy stored in the battery with the RBMPC approach. This means that there is extra energy that has not been used or sold. Since the cost used in Table III does not consider a terminal cost, it can then happen that the RBMPC approach has a lower cost than the MILP approach, but this implies that a higher amount of energy is stored in the battery in the MILP approach at the end of the simulation.
Note also that in some cases of Table III the minimum value for the CPU time of the MILP case is smaller than the maximum value of the CPU time of the rule-based case. This does not mean that the MILP was able to find a solution before the rule-based approach in that specific simulation. Indeed, this is due to the fact that many simulations were performed for each row and for certain profiles of P res and P load the solver could find a solution in less time, both for the MILP and RBMPC case. However, in each single simulation the rulebased approach had a smaller computation time compared to the MILP one.
V. CONCLUSIONS
We have presented a rule-based MPC controller for the optimization of the operation of a grid-connected microgrid. The controller follows if-then-else rules in order to assign values to the binary variables in the hybrid model of the microgrid, e.g. ON or OFF status of the generators, charging or discharging modes of the batteries. Moreover, a singlelevel controller structure is used, that relies on adopting two different models of the microgrid that have different number of states and sampling times for predictions in the MPC optimization procedure. The proposed approach, compared to the standard one available in the literature, requires a Table III. considerably lower amount of computation time. Indeed, while the standard approach from literature is based on an MILP problem, we are able to convert it to a linear programming problem. The simulations carried out show that with our proposed method we can reduce the computational complexity up to around one fourth of the time required by the other approach, with almost no loss on performance. However, the amount of computational savings is expected to increase when the number of binary variables is larger. Therefore, our method provides a way to drastically reduce the computational complexity when the number of binary variables involved is large; the proposed method can be thus applied in a real microgrid when the amount of computation time and/or power is limited. As a first step for extending the current work, we will consider if-then-else rules that make use of the future values of the electricity prices and not of the current one only. We will also consider a set of rules to include flexible loads management and demand side management policies. Furthermore, we will analyze which is the impact of some specific inter-temporal constraints on the overall computation time, i.e. constraints (18) , (19) related to the minimum amount of time during which the generators should stay turned on or off. Moreover, the proposed if-then-else rules are obtained heuristically in this article, but as future work we will study a systematic approach to obtain the rules for assigning the values to the binary decision variables. We also suggest, as future work, a comparison between the standard MILP method and the proposed one on real test scenarios, e.g. using a microgrid lab setup as the one considered in [15] , possibly together with a decentralized optimization approach using decomposed or distributed optimization methods. Lastly, we will consider an extension of our work for the case of a microgrid in islanded mode.
