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Abstract: Gekko is an optimization suite in Python that solves optimization problems involving
mixed-integer, nonlinear, and differential equations. The purpose of this study is to integrate common
Machine Learning (ML) algorithms such as Gaussian Process Regression (GPR), support vector regression (SVR), and artificial neural network (ANN) models into Gekko to solve data based optimization
problems. Uncertainty quantification (UQ) is used alongside ML for better decision making. These
methods include ensemble methods, model-specific methods, conformal predictions, and the delta
method. An optimization problem involving nuclear waste vitrification is presented to demonstrate
the benefit of ML in this field. ML models are compared against the current partial quadratic mixture
(PQM) model in an optimization problem in Gekko. GPR with conformal uncertainty was chosen as
the best substitute model as it had a lower mean squared error of 0.0025 compared to 0.018 and more
confidently predicted a higher waste loading of 37.5 wt% compared to 34 wt%. The example problem
shows that these tools can be used in similar industry settings where easier use and better performance is needed over classical approaches. Future works with these tools include expanding them
with other regression models and UQ methods, and exploration into other optimization problems or
dynamic control.
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1. Introduction
Machine learning (ML) training solves an optimization problem to fit a model by
adjusting any number of hyperparameters for an algorithm (e.g., adjusting weights and
biases for neural networks). While the training of ML is itself an optimization problem,
trained ML models can be used in the constraints or objective functions of other optimization problems. These optimization problems may involve any number of constraints on
problem specific parameters and may require uncertainty intervals for better informed
decisions. Uncertainty quantification (UQ) is the effort of quantifying and minimizing
uncertainty intervals of prediction or regression algorithms with various techniques.
Gekko is an optimization suite in Python that solves optimization problems involving
mixed-integer, nonlinear, and differential Equations [1]. Gekko uses numeric solvers such
as the Interior Point Optimizer (IPOPT) [2] and Advanced Process Optimizer (APOPT) [3]
among others to solve these complex problems. Using first and second derivative information from the provided algebraic equations in the problem statement, Gekko solves
a range of different optimization problems, and has been used in various applications
such as nuclear waste glass formulation [4], mosquito population control strategies [5],
small module nuclear reactor design [6], ammonia production from wind power [7], smart
transportation systems [8], chemical and process industries [9], smart-grid electric vehicle
charging [10], optimization of high-altitude solar aircraft [11], model predictive control of

Processes 2022, 10, 2365. https://doi.org/10.3390/pr10112365

https://www.mdpi.com/journal/processes

Processes 2022, 10, 2365

2 of 22

sucker-rod pumping [12], and LNG-fueled ship design optimization [13]. Although Gekko
solves differential and algebraic equations, it is unable to solve problems with functions
that do not have derivative information available. Additionally, because the solution is
obtained using operator overloading for automatic differentiation, foreign codes like those
from ML algorithms have not been readily implemented into the optimization suite.
The purpose of this study is to integrate ML algorithms with uncertainty quantification
(UQ) into Gekko to solve an optimization problem involving the formulation of low-activity
waste glass. By interfacing trained ML models into Gekko, the optimization platform is
now capable of solving data-based optimization problems with ML models. Model subsets
can be trained on a relevant dataset, and then interfaced into Gekko to solve a larger
optimization problem. As is discussed in the next section, ML integrated into optimization
is particularly applicable to nuclear waste vitrification. Property models can be used for
improved glass formulation to approach a true operational optimum. Unlike previous glass
formulation models, ML models are able to learn from new glass compositions and improve
future formulations. The improved models enable detailed sensitivity calculations that were
only previously possible with small fractions of the waste composition [4]. Practitioners are
able to use full waste composition feed vectors containing tens of thousands of potential
batches for each evaluated scenario. The choice of Gekko as an optimization package allows
future work in dynamic optimization and control. The application of these tools to this
complex problem shows the potential to solve similar optimization problems in other fields.
This integration has potential applications in fields such as materials science, structural
engineering, semiconductor design, and environmental science.
In this study, the LAW Glass problem is explored in the background section. Gekko and
solver alternatives are also described. A literature review for both ML and UQ methods is
presented; each model and method will be described in theory and the interface between the
theory and Gekko will be explained. A brief tutorial for using this package is also presented.
The results section of this report will discuss how different ML models and UQ methods
performed on the LAW optimization problem in comparison of traditional methods.
2. Background
The US Department of Energy (DOE) manages over 200 million liters of highly radioactive waste biproduct from actinide production [14]. These wastes, currently stored
in underground tanks at Hanford, will be separated into low-activity waste (LAW) and
high-level waste (HLW) fractions. Each fraction will be separately vitrified into durable
borosilicate glass waste forms in a melter for safe storage, transportation, and disposal [15].
The schedule and cost of the tank waste treatment mission is dependent on the loading of
waste in glass (e.g., the fraction of waste in the final glass [16]). Formulating glasses for
high waste loading is complicated by the high variability of the waste composition, internal recycles within the processing plants, variable performance of pretreatment processes,
disparate solubilities, and incidental blending of the wastes prior to vitrification [14,17–26].
This variability results in regularly changing waste feed composition at the melter. The Hanford LAW Vitrification Facility addresses this variability by having multiple glass former
additives, the quantity of which can be adjusted to suit individual feed batches. An algorithm is thus required to optimize the glass former additives added to each batch when the
batch composition may only be known precisely a few minutes before glass formers must
be added.
Algorithms are being developed for optimization of the nuclear waste glass composition to maximize the waste loading [4,27]. The optimal waste glass must simultaneously
satisfy a range of composition and property constraints aimed at ensuring the safe disposal
and efficient processing of the waste. Previous efforts to optimize Hanford waste glasses
utilized empirical relationships between glass properties and their compositions, primarily
in the form of linear and partial quadratic mixture models [4,28–33]. This approach significantly limits the ability to learn from glass property data being collected in the laboratory
and the production facility, which constrains the model forms that may not capture com-
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plex, non-linear relationships in properties with composition. Application of modern ML
techniques can significantly improve the glass optimization effort leading to solutions that
are closer to true optimal glass compositions and the ability to learn from data in real-time.
ML is currently used in glass science to aid discovery of new glasses with desired
properties. Rather than use older trial and error approaches, ML algorithms can be used
with physics-based modeling to predict glass properties and accelerate discovery of new
glass formulations [34]. With enough data, ML is highly successful at predicting properties
of existing and new glasses. Additionally, various ML algorithms (ANN, SVM, and decision
tree) have been used to predict waste glass properties such as Young’s modulus, chemical
durability, and thermal properties for high-level waste glass [35]. Previous work has
focused on predicting properties associated with different glass compositions. In this study,
ML algorithms and optimization are integrated so that the pre-fitted ML models can be
used in LAW waste glass formulation, and used to optimize glass composition to have
desired properties. The optimization routine can be used to formulate different glasses
depending on the feed composition; and maximize waste loading in each potential glass.
For LAW glass, it is desirable to maximize the waste loading of the vitrified glass by
adding the necessary additives [33]. At the same time, certain property constraints need to
be met to ensure that the glass can be safely processed, handled and stored properly. These
constraints include durability, electrical conductivity, viscosity, SO3 solubility, and others.
Electrodes are used to heat and melt the glass, so electrical conductivity is constrained
to ensure proper and predicted heating of the melt [4]. These properties of the glass
change with composition of the glass. The waste feed composition is expected to change
constantly over the Hanford treatment mission, so the composition of the glass forming
chemicals added to the feed must change to adjust for the changing waste composition.
The economics of the process are improved by maximizing the mass of glass that comes
from waste constituents rather than from glass forming additives. It is also necessary that
these property predictions have uncertainty intervals to ensure confidence in the prediction
and optimization. The simplified optimization problem uses an electrical conductivity
constraint only, as that property is well fitted by ML models. Detailed description of all the
property and composition constraints are published elsewhere [31,33]. While the presented
problem is not a dynamic optimization problem, it is anticipated that a similar optimization
formulation will be used for glass formulation and will need to account for changing feed
compositions. Due to the complexity of 20 model features and uncertainties, this problem
serves as a good proof-of-principle application for the integrated ML tools. Many factors
such as melter retention factors, dilution factor, impurities in glass forming chemicals are
not included in this simplified waste glass optimization problem.
Other industries are also faced with variable feed or raw material compositions that
must be accounted for rapidly in-plant, see for instance references [36–39]. The tools
developed here are expected to find a wide application in the chemical process industries.
Gekko is one of many optimization packages that exist in the scientific computing
world. Other common optimization packages most comparable to Gekko are CasADi [40],
Pyomo [41], and JuMP [42] in Julia. Other less common optimization packages include
ACADO [43], ACADOS [44], AIMMS [45], AMPL [46], CProS [47], CVX [48], CVXOPT [49],
DIDO [50], Dymos [51], GAMS [52], GPkit [53], GPOPS II [54], Gravity [55], IMPL [56],
InfiniteOpt [57], MUSCOD-II [58], NLPy [59], OMPR [60], OpenMDAO [61], OpenOpt [62],
OPTANO [63], OR-tools [64], PICOS [65], PROPT [66], PSOPT [67], PuLP [68], PyOpt [69],
PySCIPOpt [70], Python-MIP [71], and YALMIP [72].
Gekko was chosen among others for the ease of use and object-oriented interface.
ML algorithms have already been integrated in some optimization packages; for Pyomo,
the optimization and ML toolkit (OMLT) [73] has introduced neural networks and gradientboosted trees into solving optimization problems. In Julia’s SciML, the surrogates package
implements algorithms like Kriging, SVR, and GPR [74]. CasADI can also be paired with
ML models from Tensorflow and Pytorch for optimization purposes [75,76]. The LAW
optimization problem was formulated in Gekko previously, and in this study is augmented
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with ML algorithms and UQ methods. The LAW optimization problem was also formulated
with CasADi; however, optimization time was not satisfactory. The pairing of these ML
algorithms and optimization formulations is the focus of many studies like this one. ML
algorithms like linear regression and ANN have been used in real world optimization
problems like humanitarian food aid [77], and previous studies have explored the potential
of applying ML algorithms such as deep neural networks to solve optimization problems
within the communications industry [78].
The inclusion of UQ within an optimization framework with ML algorithms has not
been thoroughly explored, so compatible models and UQ methods are applied on the
LAW Optimization problem as a proof-of-principle. These efforts integrate ML, but do not
address UQ that is compatible with any ML model while performing optimization. This
study seeks to bring ML and UQ methods to Gekko and apply it in the context of LAW
glass formulation. UQ is necessary for confident decision making based off of optimization
solutions, and the speed Gekko offers over alternatives is desired for on-the-fly decision
making. The architecture of Gekko also allows future work in dynamic optimization
and control.
3. Methods
The following sections are a review of the ML model forms and uncertainty quantification (UQ) Methods. Each model and method was explored and then implemented into
Gekko; presented here is much of the theory and logic behind each model and method.
The model forms include Gaussian Process Regression (GPR), support vector regression
(SVR), artificial neural networks (ANN), and other methods, as well as an example showing
how to use these tools. Uncertainty quantification methods include the delta Method,
conformal prediction method, ensemble methods, and other model specific methods.
3.1. Models
Gradient descent optimization, the optimization method used by Gekko, offers faster
optimization time compared to other methods. However, any model or function used with
gradient descent must be at least twice differentiable to allow for proper convergence to
a solution. Models discussed in this study have this requirement satisfied and are able
to be written in mathematical terms that can be interpreted by Gekko. Because of these
requirements, each model was individually implemented and rewritten into Gekko. These
models are trained in an exterior package, such as Scikit-learn and Tensorflow, and then
the trained parameters are imported and used within Gekko. Scikit-learn and Tensorflow
are both publicly available packages that implement ML algorithms [79,80].
3.1.1. Gaussian Process Regression
Gaussian Process Regression (GPR) is a supervised ML method that can provide
prediction values and uncertainty estimates for a given process. The non-parametric
method employs Gaussian distributions and pre-defined kernels to approximate an infinite
set of functions, and uses the average of these functions after training on the dataset to
deliver the predictions [81]. Based on Bayes’ theorem, GPR estimates and evaluates the
probability of a given outcome based on prior knowledge instead of computing exact
function parameter values. The process is updated iteratively throughout the training
process, and the outcome with the highest probability is used as the final prediction [82].
The foundational algorithm of a GPR is introduced in Algorithm 1. The algorithm
takes in training points (X), target values (y), kernel function, noise, and the sample point
as input [83]. The model outputs the prediction value, the variance for that value, and the
log marginal likelihood. The prediction value and variance are used for the actual model
prediction and uncertainty, while the log marginal likelihood is used for hyperparameter
training. The training algorithm runs in O(n3 ), while prediction computes in O(n) and
variance computes in O(n2 ).
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Of note for this study, the prediction function, line 3 of the GPR Algorithm 1, is
calculated by taking the dot product of the pre-computable α values with the diagonal of
the kernel function between the sample point and the training set. In order for a model to
be used in gradient descent optimization, it must be differentiable; by taking the gradient
of this kernel diagonal with respect to the sample point, the gradient of the GPR model
can be calculated. As long as the kernel function has a derivative, then the gradient of the
model can be calculated and optimized using gradient methods.
Algorithm 1 The fundamental algorithm for Gaussian Process Regression
Input: X (inputs), y (targets), K (covariance matrix), k (covariance function), σn 2 (noise
level), x∗ (test input)
L := cholesky(K + σn 2 I)
α := L T \( L\y)
f ∗ := k T∗ α
v := L\k ∗
V [ f ∗ ] := k ( x∗ , x∗ ) − v T v
logp(y| X ) := − 12 y T α − ∑i logLii − n2 log2π
return: f ∗ (mean), V [ f ∗ ] (variance, logp(y| X) (log marginal likelihood)
The kernel function, or the covariance function, is a function that calculates similarity
or closeness between feature points. This function is used to generate and represent infinite
functions necessary for a Gaussian process [81]. The most common kernel function is
known as the squared-exponential, or the radial basis function (RBF), shown with other
common kernel functions in Table 1. This specific kernel function has the useful property of
being infinitely differentiable. Most kernels include a constant kernel that can be multiplied
or added to another or a white noise kernel which would represent noise in the training
data set [79,83]. Each kernel typically has a length scale parameter which stretches or
shrinks the similarity. If one kernel provides inadequate model performance, more kernels
can be combined and customized with basic mathematical operations to properly model
a process.
Table 1. Common Kernels used for GPR.

Kernel

Equation

RBF
Matern
Rational Quadratic
Exponential Sine Squared
Dot Product

k ( xi , x j ) =

1
Γ ( ν )2ν −1

√

k( xi , x j ) = e−d( xi ,x j )
!ν

2ν
l d ( xi , x j )

√

Kν

2 /2l 2

(1)

!

2ν
l d ( xi , x j )


−α
d( xi ,x j )2
k( xi , x j ) = 1 + 2αl
2


2
2 sin (πd( xi ,x j )/p)
k( xi , x j ) = exp −
l2
k( xi , x j ) = σ02 + xi · x j

(2)
(3)
(4)
(5)

GPR offers accurate predictions with uncertainties on most datasets, and can be applied
generally with little knowledge of any shape or pattern of the data. The ability to produce
uncertainties with those predictions is also useful for better informed decision making and
optimization. The method does have drawbacks, however. The most significant problem
with GPR is the computation time. As mentioned before, the algorithm runs in O(n3 ).
Because of this large time complexity, GPR is not as suitable for data sets larger than a few
thousand points. The model is also non-parametric, meaning the necessary parameters
needed to describe a model increase with a larger dataset.
In Python, the native language of Gekko, several packages implement training and prediction for GPR. The two most common are Scikit-Learn and GPflow [79,84]. Scikit-learn is
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a general ML package that has several methods; one benefit of this specific implementation
is that it stores precomputable parameters and has readable, open-source documentation.
GPflow is a Tensorflow based package that is entirely dedicated to GPR; a higher degree
of customization and manipulation is available in GPflow when working with the model.
The Tensorflow architecture also allows faster computational time for larger datasets. It
does not, however, store some precomputable values as Scikit-learn does. Both packages
allow for customization of kernel functions.
Gekko creates symbolic equations that are then compiled into byte-code and solved
with nonlinear programming solvers. To represent a GPR model in Gekko, the prediction
and variance functions are written in terms readable by Gekko. Scikit-learn stores precomputable parameters such as the L matrix and α vector from Algorithm 1; these can be
imported into a Gekko model and used to predict a function value and uncertainty. As the
prediction function is differentiable, this model can be used for gradient-based optimization,
and act as an objective function, constraint function, or any necessary intermediate.
3.1.2. Support Vector Regression
Support vector regression (SVR) is a supervised ML regression algorithm based on
support vector machines (SVM) [85]. While SVM is typically used for classification as a
maximal margin classifier, SVR is an extension that allows the same method to work in
regression applications. SVM is an algorithm that fits hyperplanes, which best separates the
training data with the largest margin between the decision border and a set of support vectors. It is originally restricted to feature spaces with linear dependency, while a non-linearly
dependent feature space can be transformed using kernel functions such as polynomial
and Gaussian kernels [86]. SVR fits a hyperplane within a predetermined margin to the
dataset and uses this plane of best fit for predictions.
l

f∗ =

∑ (−αi + α∗ )K(xi , x) + b

(6)

i =1

Equation (6) is used as the prediction function for the regression model, and is similar
to that of GPR, using a kernel based approach. As such, it comes with the same stipulation—
the prediction function is differentiable if the kernel function is differentiable. Rather than
use the whole training set during prediction, however, SVR selects relevant training points,
called support vectors, to factor into the decision function of the regressor. These support
vectors are used in conjunction with the optimized α vector, bias (b), and kernel function to
predict values.
There are several hyperparameters and kernels that can be used to tune SVR. There
are four commonly used kernel functions made available in Scikit-learn—the radial basis
function (RBF) kernel, linear kernel, polynomial kernel, and the sigmoid kernel. These
kernels can be seen in Table 2. The most common kernel is the RBF kernels. While kernel
design is necessary for other algorithms such as GPR, combining or customizing the kernels
is not essential for adequate performance.
Table 2. Four Common kernel functions used for SVR.

Kernel
RBF
Linear
Poynomial
Sigmoid

Equation
0 2

e−γ|| x− x ||
< x, x 0 >
(γ < x, x 0 > +r )d
tanh(γ < x, x 0 > +r )

(7)
(8)
(9)
(10)

SVR offers adequate performance and is much less computationally demanding than
the other algorithms (e.g., GPR). Rather than use the entire training set in the prediction
algorithm like GPR, SVR uses a subset of the training set, the support vectors, for prediction.
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Because of this, SVR will offer quick predictions no matter the size of the initial training set,
while it still has O(n2 ) of training time, the prediction is quick at O(m), with m, the number
of support vectors used, being less than n.
Drawbacks of SVR include non-robustness, sensitivity to hyperparameter tuning
and low flexibility (harder to manipulate) compared to the other advanced algorithms.
For instance, it was observed that model performance of SVR is highly dependent on data
preparation such as feature scaling and data separation [87]. In addition, it does not offer
prediction intervals, so uncertainty quantification needs to be applied with other packages.
Currently, the most common SVR implementation is through Scikit-learn, based on
LIBSVM, a library for SVM, [79,85]. Two regression variants exist—e-SVR, where the margin
is a hyperparameter, and ν-SVR, where the fraction of support vectors is a hyperparameter.
Both variants offer similar performance, but solve slightly different optimization problems
with different parameters.
Scikit-learn has the necessary precomputed values available to interface to Gekko.
These values include the support vectors, the trained α matrix, and kernel hyperparameters.
Like with GPR, these values are imported into Gekko and used to form the prediction
function. While training and validation is still done in Scikit-learn, the SVR is interfaced
into Gekko to make the same predictions it would by itself. This allows it to be used to be
used for gradient-based optimization.
3.1.3. Artificial Neural Networks
The artificial neural network (ANN) algorithm, inspired by the behavior of biological
neurons, contains input, hidden, and output layers. These layers are made of artificial
neurons that are interconnected by artificial synapses. The hidden layers include a given
number of neurons that take inputs from the input layer, apply mathematical functions,
and provide outputs to the output layer. Each neuron weighs the received input values by its associated synapse, where desired outputs are obtained by modifying these
weights [88].The training of a neural network (with back-propagation) is more complex
and will not be described in this paper [89].
The prediction functions used in both TensorFlow and Scikit-learn neural networks
use linear algebra to relate the layers and neurons of the neural network to one another.
Each neuron in an input layer has a specific weight that corresponds to an output neuron
in the following layer. Each neuron in an output layer also has a corresponding bias value
as shown in Figure 1.

Figure 1. Bias value for each neuron.
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For each neuron connection, there is a bias, weight, and an additional activation
function. An additional activation equation, such as the linear rectifier or hyperbolic
tangent functions, is generally used to normalize the activation between 0 and 1.
n

Output j =

∑ f activation ( Inputi ∗ Weighti ) + bias j

(11)

i =0

This function is twice differentiable and allows for gradient-based optimization.
The prediction functions embedded in TensorFlow and Scikit-learn predict each layer
until the final output layer is predicted. Thus, the entire model is twice differentiable and
can be implemented into Gekko. The classes that combine Gekko and the model successfully mimic these prediction functions by implementing Equation (11), and are capable
of predicting the final output given an input of Gekko variables and a trained model.
A trained model is necessary as this provides the needed weights, biases, and activation
functions that the model was trained on. These classes are compatible with a wide variety
of activation functions included in either Scikit-learn or TensorFlow.
When implementing ANN into the Gekko optimization process, it was found that
typical standard scaling functions cannot process Gekko variables. Because the Gekko
variables in the optimization model are the original unscaled values, and the models are
trained on scaled variables. An additional class was made to scale and unscale Gekko
variables. A typical min-max scaling technique is used for this process, similar to the one
implemented by Scikit-learn [79].
Neural networks can be a good choice for a regression model because they provide a
fast prediction compared to other ML algorithms like GPR or SVR. In addition, they contain
many hyperparameters (number of neurons, number of hidden layers, type of activation
function, etc.) with adjustable weights and biases found during training. The performance
is dependent on these hyperparameters, and tools such as hyperparameter optimization,
improve training results.
Contrarily, there are a few disadvantages to using neural networks. First, incorrect
hyperparameter choices can lead to poor training performance. Second, neural networks
can have a long training time due to the number of weights and biases that need to be
adjusted. Third, typical neural networks do not offer prediction intervals, so they must be
paired with an uncertainty method.
3.1.4. Other Methods
Other regression methods have been investigated to determine if they are compatible
with Gekko and gradient-based optimization. The most common models are neighborhood
based or tree based models that either need to sort the training set or create splits within the
training set to produce a regression. These models include K-nearest neighbors, decision
tree regressors, random forest regressors, gradient boosted tree regressors, and several
others [79]. Some of these regressors are potentially interesting due to the ability to generate
an uncertainty with a point prediction, particularly the gradient boosted tree regressor,
which could use a quantile based loss function to generate upper and lower bounds [90–92].
However, these regressors have been determined to be infeasible to use with the Gekko
optimization package. In order for regression to be made in the optimization package,
the models need to be broken down and have first and second derivative information made
available. The nature of these models leads to a piece-wise predictor function that does not
have a continuous first and second derivative function. For nearest neighbors methods,
the distance metric vector for the training set would need to be sorted on every call to the
prediction function, yielding piece-wise structure. Likewise, for tree based methods, splits
are made within the training set that do not allow for first and second derivatives [93,94].
It may be possible for some methods to be interfaced into Gekko. Continuous approximations for these models may exist, as suggested in this paper [95]. However, in the
current state of Gekko and these models, they cannot be interfaced and integrated into the
optimization package.
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3.1.5. Example Benchmark Problem
f ( x ) = ( x − 0.5)2 + e, e ∼ N (0, 0.0001)

(12)

Presented here is an example of using these tools to find the minimum of an objective
function. A trivial benchmark function, Equation (12), is used to generate 100 random
normally distributed data-points that represent the source function. These data are then
used to train and validate a GPR; both the source function and the GPR are then used to
find the minimum value of the function. This GPR model has a high performance with an
R2 of 0.981. Source function, generated data, and the GPR model are visualized in Figure 2.
source function
measured points
Gaussian Process Regression

0.25
0.20

y axis

0.15
0.10
0.05
0.00
0.0

0.2

0.4

x axis

0.6

0.8

1.0

Figure 2. Source function from Equation (12), as well as generated data and GPR model.

As an optimization tool, Gekko can calculate the minimum of a provided source
function as long as it is described in algebraic terms. If only data is available, however,
a ML model can be used to fit the data, and then imported into Gekko, as seen in this
example. Below, in Listings 1 and 2, both source function and GPR model are used in
Gekko to find the minimum of the function.
Listing 1. Optimization with Source Function.
1
2
3
4
5

m = GEKKO( )
x = m. Var ( 0 , l b =0 , ub =1)
y = m. I n t e r m e d i a t e ( f ( x ) ) # S o u r c e f u n c t i o n
m. Obj ( y )
m. s o l v e ( disp= F a l s e )

Listing 2. Optimization with Gaussian Process Regression.
1
2
3
4
5

m = GEKKO( )
x = m. Var ( 0 , l b =0 , ub =1)
y = Gekko_GPR ( gpr ,m) . p r e d i c t ( x ) # t r a i n e d GPR
m. Obj ( y )
m. s o l v e ( disp= F a l s e )

In Table 3, the results for this benchmark problem are reported as the converged
solution, objective function value, and solve time. Due to data generation with simulated
randomness and regression modeling, the solution and objective are not the exact same as
the source function optimization. Regardless, this simple case shows that optimization in
Gekko is possible when an objective function is a trained ML model. ML models can also
be used as intermediate functions and constraints, not just objective functions. Additionally,
this exercise is repeatable with all other models previously mentioned.
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Table 3. Optimization results for benchmark problem.

Method

Solution

Objective

Solve Time (s)

Source Function Optimization
GPR Optimization

0.0
−0.0033

0.5
0.505

0.0079
0.0122

3.2. Uncertainty Quantification
Uncertainty quantification is often necessary with predictions and estimates to make
better informed decisions. For the LAW optimization problem, prediction intervals are
used to distance constrained values from the constraint limits. The significance level of the
prediction intervals indicate how likely future predictions would fall within the interval; a
95% prediction interval includes 95% of all future values. Thus, a higher significance level
results in a larger uncertainty. The following uncertainty methods have been successfully
implemented into the Gekko environment with the ML methods. These methods were
chosen due to their prevalence in the literature and the ability to pair them with any
ML model.
3.2.1. Delta Method
One method of uncertainty uses an equation to calculate a simultaneous upper confidence interval (SUCI). The SUCI works similar to the significance level. A 95% SUCI
ensures that there is 95% confidence that the property produced will satisfy the requirements, or lie within the uncertainty boundary. The formula for a 1 − α confidence level
SUCI on an unlimited number of compositions, g, using the Working-Hotelling approach
is given by [96], and shown in Equation (13).
SUCI ( g) = s

q

pF1−2α,( p,n− p) g T ( G T G )−1 g

(13)

where: s is the root mean squared error associated with the model, p is the number of
model parameters, F1 − 2α, ( p, n − p) is the (1 − 2α)th-percentile of the F-distribution
with p and n − p degrees of freedom, n is the number of datapoints used in model fitting,
g is the composition vector, and G is the matrix of composition vectors used in model
development [31].
This method of uncertainty quantification has been extended and applied to other
nonlinear regression models, and is commonly known as the delta method. Any prediction
model that can be considered a nonlinear regression model can be used with the delta
method. The method can be used to calculate both confidence intervals and prediction
intervals. The prediction interval equation is shown in Equation (14).
1− α

PI ( g0 ) = tn− p2 se

q

1 + g0T ( G T G )−1 g0

(14)

This method was implemented into Gekko by writing Equation (14) into Gekko legible
terms. Training data from any model would need to be saved as the G matrix, and used for
future predictions and prediction intervals.
3.2.2. Conformal Method
Conformal prediction (CP) is a model agnostic method that produces well-calibrated
uncertainty band for each prediction [97]. CP uses a predefined nonconformity function to
score each training point on the level of conforming, or the similarity to other points of the
same label or value. This conformity score serves as a metric in comparing one data point
to the rest of the set. A significance level is provided to the calculations to allow for proper
calibration. The significance level and conformity scores are used to create an interval at
a given significance level—for example, 95%. At the 95% significance level, 95% of the
data falls within those prediction intervals, which would indicate proper calibration for an
uncertainty method.
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The CP method is implemented by the nonconformist package [98]. It can use any
model as the underlying model for inductive conformal predictions. A calibration set must
be set aside to calculate the uncertainty—for this paper, a 20% split of the training set was
used. The model is then trained, and then the uncertainty is calibrated to provide a constant
prediction interval. This trained model and constant prediction interval can be interfaced
into Gekko for future predictions with intervals.
3.2.3. Ensemble Method
Ensemble methods are techniques that make use of training multiple models to improve the accuracy of the prediction and provide an uncertainty. This is useful for calculating an uncertainty for models with no built in uncertainty method. There are many
different ensemble methods; two described in this paper are bootstrapping and resampling.
Bootstrapping is accomplished by training n models on n different training sets.
The training data for each model is randomly selected with replacement, meaning the same
data point can be used in multiple training sets. Because the training data is randomly
selected, each of the n models’ predictions will be slightly different. To implement bootstrapping, n different training sets are created and n different models are trained from a
corresponding training set. Thus, each time a prediction is made, an array of n predictions
is actually made. The mean value is the ‘true’ prediction for this method and the standard
deviation is calculated from the array. The standard deviation is then multiplied by 1.96 or
1.645 to provide an uncertainty with a 95% or 90% significance level, respectively.
Resampling is similar to bootstrapping; however, instead of training n models on
n training sets, n models are trained on 1 training set. This method is more effective
with neural networks because each training of a new model on the same dataset provides
a different set of weights and biases. Resampling is implemented by training multiple
models on one training set. An array of predictions is made from these models and the same
technique as bootstrapping is followed to calculate a true prediction and uncertainty. Seen
in Figure 3 is an example of an ensemble method of uncertainty using multiple models.
Implementing any form of ensemble uncertainty only requires training multiple
models, so implementation into Gekko involves multiple models rather than a single
model. As expected, an ensemble with more models demands more computational power
as there are more models to run.
Individual model predictions
Mean and standard deviation

0.8

predicted value

0.6

0.4

0.2

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

real value

Figure 3. An example of a 6-model ensemble, between 3 GPR and 3 SVR models. Low model count
is used for graphical purposes; true ensembles would demand much more.

3.2.4. Model Specific Uncertainty Methods
Some uncertainty methods are model specific; they can only be used with an appropriate model. Presented here are two model specific uncertainty methods explored; Gaussian
uncertainty and a loss function trained neural network.
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Gaussian Process Regression is a unique model in that in inherently calculates uncertainty with the prediction. As explained previously, GPR uses kernel functions to
approximate an infinite amount of smooth functions that could fit the training points.
By using the mean of these functions, a prediction can be achieved; likewise, by using
other population statistics, such as standard deviation, a prediction uncertainty can also
be calculated.
A newer method for determining uncertainty, specifically designed for neural networks, takes advantage of implementing a custom loss function into TensorFlow. A loss
function is a method of expressing how well a model represents the data. Standard loss
functions include mean squared error and mean absolute error. These loss functions minimize the sum square of the difference between the model’s prediction value and the true
value. Although they work well to find model parameters that represent the data accurately,
they provide no uncertainty. Instead of using one of these loss functions, a loss function
designed by Dr. Robert Kubler can be implemented [99] to include model uncertainty. This
loss function is defined below.
1
n

n

∑ (2 ln(σ(xi )) + (

i =1

yi − µ ( xi ) 2
) )
σ ( xi )

(15)

Kubler’s loss function includes portions of the mean squared error in order to measure
how well the model represents the true property. Unlike typical ANN loss functions
however, this loss function also includes the standard deviation, σ. Thus, when the model
makes a prediction, it outputs a standard deviation in addition to the property prediction.
This standard deviation represents the model’s uncertainty in the new prediction. This is
advantageous because it provides an uncertainty along with the prediction, and is faster
than other methods like ensemble methods.
There are other models with uncertainty methods specific to them. One such method
is the pairing of a gradient descent tree booster [91] with a loss function, as was done with
neural networks. However, due to tree-based regressors not being compatible with the
framework of Gekko, this option is not implemented.
4. Results and Discussion
Currently, partial quadratic mixture (PQM) models are commonly used to predict
constrained properties as a function of glass composition [31]. A systematic evaluation of
Hanford LAW loading in glasses formulated using these PQM based models were conducted previously [4]. The PQM model is similar to a linear regression model, with certain
compositions and engineered features used as inputs. The performance and uncertainty
of these models are adequate and have been validated experimentally, however replacing
these with well trained machine learning models can lead to more accurate results and more
confidence in the property prediction as well as the overall problem solution (e.g., higher
waste loading and/or closer to true optimal glass compositions). In addition, computation
time is also evaluated during the testing of these models, because reducing computation
time can significantly decrease the total time during case evaluation of thousands of waste
batches. PQM results are presented along with ML model results.
For adequate comparison, each of the models are fitted with five-fold cross validation.
The dataset has 566 glass composition entries for the electrical conductivity property,
with 20 composition features. For each cross validation, an 80–20 random split is used on
the dataset; 80% of the data was sectioned off for training purposes, and 20% for testing.
For uncertainty comparison, the 90% prediction interval is calculated for each model and
UQ method combination; some UQ methods require another split of data be set aside
during model training. A dotted line is present on all graphs showing PQM performance
for comparison. Results presented in this study includes regression performance on the
provided data-set, uncertainty calibration curves, property values with uncertainty values,
optimization solve time, and the final waste loading. The objective of the optimization
problem is to maximize final waste loading; doing so without giving up certainty or
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computational time is desired. For the ensemble methods, 20 models are trained and
combined for each cross validation run, except for GPR due to the longer computation time,
where only 5 models are computed.
4.1. Training Performance
Mean squared error (MSE) is used as a comparison metric between the linear PQM
model and the non-linear ML models. The MSE is taken over the entire dataset of 566 glass
compositions. As seen in Figure 4, Each ML model performs significantly better than the PQM
model. The highest performing models include the GPR with delta or conformal uncertainty.

0.0175

MSE over entire dataset

0.0150
0.0125
0.0100
0.0075
0.0050
0.0025
0.0000

pqm

gpr
sparse

gpr
gpr
gpr
delta conformal boot

svr
svr
svr
delta conformal boot

models

nnsk
nnsk
nnsk
nntf
delta conformal boot loss fxn

Figure 4. Performance comparison of models with different UQ models. PQM is presented for
comparison as the left-most bar and the dotted line.

As mentioned previously, uncertainty methods change how each model is trained by
selecting a different portion of the dataset. Each split is randomly generated. For conformal
Prediction uncertainty, a 20% split of the data needs to be taken out as a calibration set,
decreasing performance. For bootstrap uncertainty, only half of the training set is used to
train each model. For Gaussian uncertainty, a sparse GPR must be used for the sake of
computational time, meaning only a small portion, 20%, of the dataset is used for training.
All models train better when there is more data to train from, so restricting some data
evidently decreases performance. The delta uncertainty method does not require any
training data to be removed, so it represents the best trained models without removing
additional training data.
4.2. Uncertainty Calibration
UQ and verification of the calculated prediction intervals is a difficult task. Intervals
can be underconfident if they are too small and overconfident if they are too wide; in
either case, the prediction intervals no longer represent a realistic prediction and become
unreliable to use. In order for an UQ method to be valid, it needs to encompass the portion
of data that it represents; a 90% prediction interval needs to guarantee that 90% of the
dataset falls within those predictions with attached intervals. While a lower uncertainty is
more desirable for this optimization application, the lower uncertainty needs to be justified.
The metric used for uncertainty calibration is the root mean squared calibration error
(RMSCE) [100]. A lower RMSCE indicates a more calibrated uncertainty measurement.
Four characteristic calibration graphics can be found in Figure 5. Each graphic represents the width of prediction intervals over the dataset as well as the coverage of these
intervals. GPR is used as the model to generate these figures. The PQM model with its
delta uncertainty method has an RMSCE of 0.0538. Other low RMSCE values are found in
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the GPR and SVR delta uncertainty method, with an RMSCE of 0.06. conformal uncertainty
and delta uncertainty is slightly overconfident for all models. Gaussian uncertainty is well
calibrated, with an RMSCE of 0.02. Ensemble uncertainty methods are under confident in
most predictions.
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Figure 5. Different uncertainty calibration curves for the GPR model. Other models show similar
trends, with the Tensorflow ANN loss function method behaving similarly to ensemble UQ.

These results show that the delta uncertainty method has the lowest RMSCE of the
model-agnostic methods, meaning it is the best suited method for UQ in this application.
Gaussian and conformal uncertainty methods are also well calibrated. As ensemble uncertainty methods are underconfident, they can’t reliably be used for UQ; the intervals
provided by these methods are too small and may not include the measurement. Gaussian
uncertainty requires the use of a sparse GPR; although it has a lower RMSCE, it also has a
lower training performance. Underconfidence in UQ can lead to property uncertainties
being too low and the optimized composition being too close to constraint boundaries;
overconfidence can cause the numerical solver to fail and not converge on the solution,
as the UQ intervals may be wider than the constraints.
4.3. Optimization Results
The optimization results for the simplified LAW optimization problem are provided
here. The objective (waste loading), solve time, constrained property (Electrical Conductivity) and its associated uncertainty are shown on Figures 6–9. Each model was paired
with each compatible UQ method and used on the optimization problem to get the results
presented.
Figure 6 shows results of the 90% prediction interval uncertainty for the electrical
conductivity property. These graphs show the width of the 90% interval at the optimal
solution composition. The lowest calculated uncertainties can be found in the ensemble of
neural networks and the neural network trained with a quantile loss function. However,
these uncertainties are less calibrated and more underconfident as described in the previous
section, which means they may not be as reliable or trustworthy as the other methods.
The lowest calculated uncertainty with highest calibration is found in the delta Uncertainty
method with the GPR. The SVR models as well as the ANN with delta uncertainty also had
a lower uncertainty than the PQM model.
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Figure 6. Prediction Interval Uncertainty for each model and method.

The electrical conductivity property result is presented in Figure 7. Typically, a higher
EC value is associated with a higher waste loading for the simplified optimization problem.
As the uncertainty interval is used to distance the electrical conductivity from constraint
bounds, a smaller uncertainty interval allows the property models to approach the upper
constraint limit and reach a higher waste loading. Running the optimization problem
without uncertainty leads to convergence to the upper limit and a higher waste loading in
every case.

Electrical Conductivity (S/cm)
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Figure 7. Electrical conductivity property results. During numerical optimization, the property was
constrained between 0.59 S/cm and 0.12 S/cm.

Figure 8 depicts the amount of time to solve the simplified optimization problem.
These results were calculated on a personal computer with a 10th gen Intel core i5 processor,
so no excessive resources were allocated to run the optimization problem. As the PQM
model is similar to a linear regression method, the calculation time is quick (hundredths of
a second). The next quickest are the non-bootstrapped neural networks; neural networks
are typically fast at predictions due to the simple linear algebra, so this was expected.
Both the PQM and neural network models are also parametric models; parametric models
do not depend on the size of the training set and are fast because of their smaller scale.
The others are non-parametric. SVR methods are the next fastest algorithm for this problem
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as the support vectors do not represent the entire training set leading to a faster calculation
time. GPR tends to be the slowest due to using most of the training set, or, for sparse GPR,
running through the computationally large Gaussian uncertainty method. The other slow
method is the ensemble of ANN; as this is running 20 neural network calculations, this is
expected. In comparison to previous optimization attempts with CasADi [40], these results
are promising. CasADi optimization runs took up to 5 min with GPR due to a different
solving method. Having a quicker computational time demonstrates that these models
can serve as an effective replacement to more traditional models without a tradeoff in
solve time.

8

solve time (seconds)
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1
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nntf
delta conformal boot loss fxn

Figure 8. Time used to solve simplified optimization problem.

Shown in Figure 9 is the optimization target, the waste loading. By optimizing different
input parameters like composition of glass formers, the numerical optimization routine
used by Gekko tries to maximize waste loading. The conformal SVR as well as the delta
uncertainty ANN have the highest waste loading, but also have a large variation between
the different training splits. Most other models also have a slightly higher average waste
loading than a PQM with a slightly larger variance.
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models

Figure 9. Waste loading in the optimized glass, the objective of the optimization problem.
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For this simplified problem, the objective was to show that ML models with proper
UQ could be used to achieve a higher waste loading during numerical optimization in
Gekko. Most models trained had higher regression performance than the PQM model,
shown in Figure 4. As shown in Figure 9, most model and method pairings did result in a
higher waste loading; while some model and methods may be questionable due to the high
variation between cross validation (SVR delta, ANN conformal, and ANN loss function),
others have consistent results. Additionally, the UQ methods presented are as calibrated in
as the PQM model and can produce lower uncertainties represented in Figure 6. For this
application, the GPR model with conformal UQ method performs best in all categories
judged, with several other model and method pairings performing similarly.
5. Conclusions
In this study, well known ML algorithms are interfaced with the optimization suite,
Gekko, in Python. The goal was to see if these ML algorithms, such as GPR, SVR, and ANN
could be used in a proof-of-principle optimization problem. Similar attempts have been
made before, but few have directly used these algorithms with a gradient-based approach of
optimization. Additionally, various methods of uncertainty quantification are also explored
and paired with these models: these methods include ensemble methods, model-specific
methods, conformal predictions, and the delta method.
These tools are used on an example case study problem, involving the optimization of
glass composition to have maximum waste loading in nuclear waste vitrification. Using
a simplified optimization problem and comparing to the previous PQM model, the tools
developed in this study are capable of achieving higher waste loading at a lower prediction
uncertainty. Additionally, the computation time for these tools are compared, with the
added benefit of a higher performance of predicting the data. More work remains to be
done in the case of testing these models on the full scale version of this problem.
For the Hanford LAW problem, the best applicable model and method combination
was determined to be the GPR with conformal Uncertainty. GPR tends to have the best
performance among the models examined, as well as a better performance than the PQM
model. Additionally, the uncertainty calculated is smaller than that of the PQM model,
yet still retains a confident calibration. Most importantly, the waste loading is shown to
have noticeably increased when using this model and method combination. For this simplified case study problem, where electrical conductivity was the only property modelled
and constrained, GPR with conformal Uncertainty provides the most promising results.
Other models and methods, like GPR with delta Uncertainty and some SVR models also
perform well.
This case study is just one example of how ML can be used in a physics based optimization environment. Previous models can be replaced or supplemented by higher
performing models, without the consequence of slower optimization. Additionally, uncertainty quantification allows these models to reflect a realistic outcome rather than just
providing a pointwise prediction. Future work for this endeavor includes investigation
into other regression models, further study of UQ, and application in other areas of interest,
such as other optimization problems or dynamic control. As Gekko is a public platform,
these tools may be used for other applications and problems that require optimization and
ML. Validation of the optimization results is future work with the pending startup of the
waste melter at the Hanford Waste Treatment and Immobilization Plant. The vitrification
plant will operate with two 300-ton melters in the Low Activity Waste Facility. Glass samples from the vitrification plant can provide additional data to refine the machine learned
models and optimization strategy.
This effort is an example of bringing modern computational tools like ML and UQ
and applying them in industries in need of higher precision and accuracy with their
modeling tools. Nuclear waste vitrification at Hanford is a good application of how
numerical optimization can be paired with ML and UQ to make better informed decisions
in the plant during operation. These decisions need to be made fast and be reliable,
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as the 20 dimensional input space from the constantly varying glass composition can be
challenging to predict with older tools alone. ML can improve waste glass formulation
over traditional models, leading to a true maximum of waste loading. This study shows
that higher performance and higher confidence is possible without sacrificing computation
time. In a complex problem like the one presented, the improved speed of the new methods
enable detailed sensitivity analysis. During plant operation, these models can be used for
faster decision and optimization while the models learn from each new glass composition.
This case study shows that ML and UQ with numerical optimization has a place in other
processing plants with similar challenges.
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