This paper develops a first-order optimization method for coupled structured matrix factorization (CoSMF) problems that arise in the context of hyperspectral super-resolution (HSR) in remote sensing. To best leverage the problem structures for computational efficiency, we introduce a hybrid inexact block coordinate descent (HiBCD) scheme wherein one coordinate is updated via the fast proximal gradient (FPG) method, while another via the Frank-Wolfe (FW) method. The FPG-type methods are known to take less number of iterations to converge, by numerical experience, while the FW-type methods can offer lower per-iteration complexity in certain cases; and we wish to take the best of both. We show that the limit points of this HiBCD scheme are stationary. Our proof treats HiBCD as an optimization framework for a class of multi-block structured optimization problems, and our stationarity claim is applicable not only to CoSMF but also to many other problems. Previous optimization research showed the same stationarity result for inexact block coordinate descent with either FPG or FW updates only. Numerical results indicate that the proposed HiBCD scheme is computationally much more efficient than the state-of-the-art CoSMF schemes in HSR.
I. INTRODUCTION
C ONSIDER the following problem: We have a data matrix X to sense, and the observation is a pair of column and row decimated versions of X Y M = F X, Y H = XG, (1) where F and G are fat and tall, respectively (resp.). Here, the number of observations (or the sum of the numbers of elements of Y M and Y H ) is less than that of the unknowns (or the number of elements of X). If one seeks to find X by writing (1) as a linear system, and then solving it, the solution will be non-unique-and the true X will not be distinguished. On the other hand, the problem allows us to assume that X takes a low-rank structure X = AS for some tall A and fat S. Also, A and S exhibit certain structures, e.g., non-negativeness. It therefore makes sense to consider a coupled structured matrix factorization (CoSMF)
for some structure-specifying set A × S, to recover X. The above problem is a simplified description of a strongly motivated problem in hyperspectral imaging for remote sensing-namely, hyperspectral super-resolution (HSR) [1] , [2] . Hyperspectral (HS) images have rich spectral contents, and such property has been extensively utilized in a myriad of remote sensing applications. HSR seeks to enhance the spatial resolution of the HS image with the aid of another image, namely, a multispectral (MS) image, which has higher spatial resolution than the HS image, but has low spectral resolution. In HSR, Y M and Y H in (1) represent an MS image and an HS image, resp., in a spectral-spatial matrix form. The problem is to construct a super-resolution (SR) image X-whose spectral and spatial resolutions are identical to those of the HS and MS images, resp.-from the MS-HS image pair. As illustrated in Fig. 1 , and as will be elucidated later, the MS and HS images can be modeled as spectral and spatial decimations of the SR images, resp. This gives rise to the model (1) , and subsequently, the CoSMF formulation (2) . Since acquiring images of both high spectral and spatial resolutions is difficult, if not impossible, from the optical sensing perspective, this MS-aided HSR solution is very intriguing. In remote sensing we have recently observed rapidly growing activities on HSR, particularly, those under the CoSMF paradigm. In this paper we will narrow down our scope to CoSMF, and before we do so we should note that HSR can also be tackled by image enhancement techniques such as pan-sharpening [1] , [2] and deep learning [3] (also [4] for a related work).
Herein we concisely review the CoSMF developments using a signal processing lens; the reader are referred to [1] , [2] for a comprehensive coverage. The idea of formulating HSR as a CoSMF problem was independently introduced by Kawakami et al. [5] and Yokoya et al. [6] . Particularly, Yokoya et al. considered non-negative factorization; i.e., A and S in (2) are non-negative matrix sets. Subsequent research explored many different ways to exploit the problem structures, e.g., A and S arising from some data model [7] , [8] , and the 2D spatial structure exploited through total-variation regularizaion [9] , [10] . Lately it is shown that, theoretically, CoSMF can provide certain recovery guarantees [11] . Some research also studied decoupled CoSMF methods [9] , [12] and dictionary learning [13] , [14] . More recent work extends CoSMF to coupled tensor factorization [15] - [17] .
The CoSMF problem is, by nature, a non-convex large-scale optimization problem. We are interested in developing an efficient optimization method that can best leverage the problem structures of CoSMF in HSR. State-of-the-art methods in the remote sensing literature often consider some intuitive alternating update methods [6] , [7] , or block coordinate descent (BCD) and the practical variants thereof [8] . We propose a hybrid inexact BCD (HiBCD) scheme, wherein each block coordinate can be updated by either the fast proximal gradient (FPG) method or the Frank-Wolfe (FW) method. The reason for considering such hybrid updates is that some block coordinate is better suited to one particular update method, and this makes us wonder if we can take the best from both. The proposed scheme is inexact in the sense that each block coordinate update needs not solve a minimization problem exactly-the requirement in standard BCD. Relaxing exact updates gives us the flexibility to build algorithms with better computational efficiency, as exact BCD can be computationally heavy in the per-iteration sense.
This work has two key contributions. The first is practical. We custom-develop the HiBCD scheme for the CoSMF problem, specifically, at the implementation or computational level. It will be shown by numerical experiments that the proposed HiBCD scheme runs many times faster than the state-of-the-art methods. The second is theoretical. While our HiBCD development is motivated by the HSR application, it can conceptually be cast as an optimization framework for a class of multi-block structured optimization problems. From such a perspective, we analyze the sufficient conditions under which HiBCD guarantees some form of convergence to a stationary point. In the mathematical optimization literature, we have seen a rich collection of optimization frameworks that deal with the same or similar problem class covered by this work [18] - [24] . None of them, however, studies hybrid schemes like we do. Our HiBCD analysis unifies those of the alternating proximal gradient method [21] , [22] and the cyclic block conditional gradient (CBCG) method [23] , which are pure FPG and FW instances of our HiBCD scheme, resp. The organization of this paper is as follows. Sections II and III review some preliminary concepts and the problem background, resp. Section IV describes the HiBCD scheme for CoSMF. Section V analyzes the convergence of HiBCD. Numerical results are provided in Section VI, and conclusion is drawn in Section VII.
The reader can find the source code of our HiBCD scheme at https://github.com/REIYANG/HiBCD.
II. PRELIMINARIES

A. Notations
Unless specified otherwise, we will adopt the following notations. The ith column of a matrix X is denoted by x i , while the jth row byx j ; 0 denotes an all-zero vector or matrix; 1 denotes an all-one vector or matrix; e i denotes a unit vector with 1 at the ith entry; I n denotes the n × n identity matrix; I denotes an identity matrix of appropriate size; Diag(x) denotes a diagonal matrix with the main diagonal entries given by x 1 , . . . , x n ; · , when applied on vectors, means the Euclidean norm; · F , · 2 and · * denote the Frobenius, spectral and nuclear norms, resp.; ·, · is the inner product;
and λ max (X) denote the smallest and largest eigenvalues of X, resp.; ⊗ denotes the Kronecker product; vec(·) and mat(·) are the vectorization and matricization operators, resp., i.e., vec(X) = [ x 1 , . . . , x m ] and mat(vec(X)) = X; we have a ∧ b = min{a, b}.
Also, given a function f : R n → (−∞, ∞], the notation dom(f ) := {x ∈ R n | f (x) < ∞} denotes the domain of f ; the gradient of f is denoted by ∇f ; the gradient of a multi-block function f (x 1 , . . . , x m ) with respect to (w.r.t.) the ith block x i is denoted by ∇ x i f ; the subdifferential of f at x is denoted by ∂f (x); 1 X denotes the indicator function of X , i.e., 1 X (x) = 0 if x ∈ X , and 1 X (x) = ∞ if x / ∈ X ; aff X and conv X denote the affine and convex hulls of X , resp.
B. Lipschitz Continuity
The notion of Lipschitz continuity is widely used in first-order optimization [25] . Let f : R n → R and X ⊆ R n . We say that f is β-Lipschitz continuous on X if
The accompanying parameter β is called a Lipschitz constant of f on X . Additionally, β is said to be tight if it is the smallest β such that (3) 
Here β is called a Lipschitz constant of ∇f on X , and it is said to be tight if it is the smallest β such that (4) holds. If f is twice differentiable, then it has Lipschitz continuous gradient on any compact X .
A related concept is weak convexity [27] . We say that f is
Another related concept is quadratic upper bound approximation, or sufficient descent, for differentiable f , given by
for some β. If f has β -Lipschitz continuous gradient on X , then, for β ≥ β , (5) holds for any x, y ∈ X . It is subtle to note that, in some cases, (5) can hold even if β is smaller than the tight Lipschitz constant. One such case is shown below.
Fact 1: Let f (x) = p + q x + x Rx/2, where R is symmetric PSD. Let X be a set of non-empty relative interior, and represent its affine hull by aff X = {x = Φξ + d | ξ ∈ R r } for some semi-orthogonal Φ ∈ R n×r and d ∈ R n . Then, 1) the smallest β for which (5) holds for any x, y ∈ X is β = λ max (Φ RΦ); 2) the tight Lipschitz constant of ∇f on X is RΦ 2 , and it is true that
The proof of Fact 1 is relegated to Appendix A. The above notions apply to multi-block functions. Let
j=1,j =i , and write the set of x −i as X −i . We say that f has block-wise Lipschitz continuous gradient on X with parameters β 1 , . . . , β m if, for each i,
for all x, y ∈ X with x −i = y −i . The parameter β i is called a block-wise Lipschitz constant of ∇ x i f on X . Assuming convex X i 's, f is said to be block-wise weakly convex on X with parameters ρ 1 , . . . , ρ m if, for each i, f (x) + ρ i 2 x i 2 is convex in x i ∈ X i for any x −i ∈ X −i . Under the block-wise Lipschitz continuous gradient condition, it holds that
for all x, y ∈ X with x −i = y −i ; and that f is block-wise weakly convex on X with parameters β 1 , . . . , β m . If f has Lipschitz continuous gradient on X , it has block-wise Lipschitz continuous gradient on X .
C. Proximal Operators and Linear Optimization Oracles
The proximal operator and linear optimization (LO) oracle are basic building blocks in first-order optimization. Let h : R n → R be convex, closed and proper. The proximal operator and LO oracle of h are defined, resp., as
LO h (g) ∈ arg min y∈R n g, y + h(y).
For notational convenience, we also define
where X is closed and convex, and additionally, for the LO case, compact. Note that prox X is identical to the projection onto X . We are interested in cases for which (6) and (7) are efficiently computable. There is a rich list of such h's [25] , [28] , and here we name some that will be used in this work.
2. Let X be the unit simplex on R n , i.e.,
We do not have an explicit expression for prox X , but there exist algorithms that compute the solution to the problem in (6) in O(n log(n)) operations [29] . Also we have LO X (g) = e j , where j is such that g j = min i=1,...,n g i . 3. Let X be the nuclear norm ball
where γ > 0. Assume m ≤ n without loss of generality. Denote the singular value decomposition (SVD) of a given matrix X ∈ R m×n by X = U [ Σ 0 ]V , where Σ = Diag(σ), and σ = [ σ 1 , . . . , σ m ] contains the singular values. We have prox [30] . This proximal operation requires full SVD and unit-simplex projection, which take a complexity of O(m 2 n + m log(m)) in total. The LO oracle is LO X (X) = γu 1 v 1 , where u 1 and v 1 are the principal left and right singular vectors of X, resp. For large-scale X, some methods, such as the Lanczos method and the power method, can compute u 1 and v 1 much more efficiently than the full SVD.
III. PROBLEM STATEMENT
A. Model Fig. 1 illustrates the problem scenario. The SR image we seek to construct is a tensor whose (i, j, k)th element x ijk is the reflectance of the scene at spectral band indexed by i and at spatial position indexed by (j, k). The number of spectral bands of this SR image is denoted by M (typically about 100 to 200), and the image size by L y × L x . We represent the SR image in a spectral-spatial form by defining a matrix X ∈ R M ×L whose elements are given by x i,j+(k−1)L y = x ijk for all i, j, k. Here we denote L = L x L y , and each column x i of X describes the spectral response of a pixel. The SR image is observed by an MS sensor and an HS sensor. The spectral-spatial matrix of the MS image is modeled as
where Y M ∈ R M M ×L is the spectral-spatial matrix of the MS image; M M < M is the number of MS bands (typically about 4 to 10); F ∈ R M M ×M is a spectral decimation response; V M is noise. Eq. (9) implements the process of reducing a large number of fine spectral contents into several coarse-band spectral contents by means of band averaging. The spectral pixels of the HS image, on the other hand, are modeled as
where each y H,i is an HS pixel; L H < L is the number of HS pixels; L i ⊂ {1, . . . , L} indicates a neighborhood of SR spectral pixels that form y H,i ; v H,i is noise; {g ji } j∈L i is a spatial decimation response. Eq. (10) implements the process of spatial content reduction, through spatial blurring and downsampling. For convenience we rewrite (10) as
where
with g i ∈ R |L i | being the concatenation of {g ji } j∈L i . Note that the sets L i 's generally have overlaps. In our work, the spatial decimation response g i usually corresponds to a finite-width blurring kernel (e.g., a 11 × 11 truncated 2D Gaussian kernel). Thus, we assume that every |L i | is small. The SR image is posited to follow the popularly-used linear spectral mixture model [31] 
for some A ∈ R M ×N , S ∈ R N ×L and for some positive integer N < min{M, L}. Here, each column a i of A describes the spectral response of a distinct material, or endmember; each column s i of S describes the proportions, or abundances, of the various materials that appear in pixel i; N is the number of materials. It is assumed that every s i lies in the unit simplex U N in (8) , and that 0 ≤ A ≤ 1. In addition, each rows j of S describes the abundance map of a material. We may assume that the abundance maps possess low rank or spatial smoothness characteristics, by the same spirit in low-rank and total-variation image denoising methods.
B. Coupled Structured Matrix Factorization
Under the preceding data model, an approach to construct the SR image X from the MS-HS image pair
where A and S are the constraint sets of A and S, resp.;
Coupled non-negative matrix factorizaton (CNMF), a pioneering CoSMF method for HSR, considers both A and S as nonnegative matrix sets [6] . Here we are interested in (15) which use the structures of the linear spectral mixture model. For convenience, the formulation (14)-(15) will be called the plain CoSMF. Plain CoSMF was introduced in [7] , [8] , and it is recently shown to possess certain recovery guarantees [11] . We will be interested in developing an efficient first-order scheme for plain CoSMF.
There are many variants with the plain CoSMF. Among them, one idea is to exploit the 2D spatial structures of the abundance maps [9] , [10] . To demonstrate the potential of the optimization scheme to be proposed, we will consider one such spatial structure-exploiting formulation where
for some pre-fixed τ i > 0. Here, mat foldss i into an L x × L y 2D spatial matrix, which is an abundance map as illustrated in Fig. 1 . In this formulation, the nuclear-norm ball is used to promote low-rank structures of the abundance maps. We will call the formulation (14) and (16) the nuclear norm constrained (NNC)-CoSMF.
C. State of the Arts
The CoSMF problem (14) is non-convex and of large scale. One approach of attacking it is to apply the following alternating scheme
where A k and S k are the iterates generated. The CNMF algorithm in [6] uses the Lee-Seung multiplicative updates to implement the minimizations in (17) , while the SupResPALM algorithm in [7] uses the proximal gradient updates. To make the algorithms efficient, CNMF and SupResPALM apply limited numbers of updates in each alternating cycle-which means that they are inexact versions of the alternating scheme (17) . Empirically, alternating algorithms such as CNMF and SupResPALM were reported to yield good recovery performance. Theoretically, it is presently not known whether the alternating scheme (17) and the variants thereof would guarantee some form of convergence.
Another approach is to apply the alternating minimization
which is block coordinate descent (BCD) in the optimization literature. It is known, by the two-block BCD convergence result in [32, Corollary 2], that any limit point of the iterate (A k , S k ) in (18) is a stationary point of the CoSMF problem (14) . The FUMI algorithm in [8] implements BCD by applying custom-made solvers to the minimizations in (18) ; specifically, the authors of [8] assume 2D circulant structures with the spatial decimation process in (10) , and they built ADMM algorithms that exploit the aforementioned structures to efficiently compute the solutions to the problems in (18) . The potential downside with BCD is that each exact minimization update in (18) is, inevitably, computationally heavy. In fact, for efficient implementations, the authors of FUMI limit the number of ADMM iterations to 30 in their experiments (see [8, Section V.B.1]), which, strictly speaking, implements an inexact BCD scheme.
IV. HiBCD FOR COSMF
Herein we propose a hybrid inexact BCD (HiBCD) scheme for CoSMF. The scheme is described as follows:
for k = 0, 1, 2, . . . Here, FPG and FW stand for the fast proximal gradient (FPG) update and the Frank-Wolfe (FW) update, resp; 1/β k A and 1/β k S are the step sizes for the FPG updates; A k ex and S k ex are the extrapolated points, given by
are the step sizes for the FW updates. A typical choice of {α k } k≥0 is the FISTA extrapolation sequence [25] :
The scheme (19) is an inexact BCD in which each exact BCD minimization in (18) is replaced by either a one-step FPG update or a one-step FW update. The update of each block can be different, e.g., FPG for A, and FW for S. We should explain our intuition on considering this hybrid scheme. By numerical experience, the FPG method and its variants have been observed to yield fast convergence in terms of the number of iterations used. This observation is not just for convex problems [25] , but also for non-convex problems [21] , [33] , [34] . In comparison, the FW-type methods are usually slower in convergence as revealed by empirical study. On the other hand, there are cases in which the FW-type methods have much lower per-iteration computational costs than the FPG-type method; such cases give rise to the opportunity for the FW-type methods to serve as a more efficient solution strategy. In our problem, the aforementioned situation happens with the update of S. This motivates us to consider a hybrid scheme in which the FW update for S is used to reduce the per-iteration costs, while the FPG update for A is applied to leverage on the fast convergence of FPG (intuitively).
In the following subsections we will describe the implementations of the FPG and FW updates in (19) . The convergence of the HiBCD scheme will be examined in the next section.
A. The FPG Updates
We first consider the FPG update of S in (19b). We need to deal with i) the computation of the gradient ∇ S f , ii) the operations of prox S , and iii) the step-size selection. For the gradient, it can be shown that
(21) By arranging the matrix multiplications carefully, the above gradient can be computed in O(N (LM + L H i=1 |L i |)) operations; the spatial decimation identity in (12) is necessary for this efficient computation. 1 The prox S operations are adaptations of the proximal operations reviewed in Section II-C. If S is the column-wise unit-simplex in (15) , then prox S is columnwise unit-simplex projection; the complexity is O (LN log(N ) ). If S is the row-wise nuclear-norm ball in (16) , then prox S is row-wise projection onto the nuclear-norm ball; the com-
For the step-size selection, we first state the result. If S is the column-wise unit-simplex in (15), we choosê
As will be explained, the above rule is the "best" choice. Eq. (22) requires us to compute the largest eigenvalue of a PSD matrix of size (N − 1) × (N − 1). It can be verified that the complexity of (22) 
note that θ G can be computed before the algorithm commences. Similarly, the complexity of (23) is O(M 2 N ). Now we show the principle and derivations that lead to the step-size rule in (22)- (23) . We simplify the notations by letting
such that the FPG update in (19b) can be simplified to
We choose β > 0 such that the sufficient descent condition [25] . Also we want β to be as small as possible, as this will make the step size 1/β as large as possible, and thereby the progress made at each FPG update maximized. We apply Fact 1 to obtain such a β.
Fact 2: Let S be the column-wise unit-simplex in (15) . The smallest β for which (25) holds for any feasible s + and z is
and that the affine hull of the feasible set of z is affS. Invoking Fact 1, the smallest β for which (25) holds for any feasible s + and z is β = λ max (Φ H HΦ). As a routine exercise with Kronecker product, Φ H HΦ is given by (26) .
The matrix R S is (N − 1)L-by-(N − 1)L, and computing λ max (R S ) directly is expensive for large L. The proposition below shows that λ max (R S ) can be obtained by computing the largest eigenvalue of an (N − 1) × (N − 1) matrix.
where Blkdiag denotes the block diagonal version of Diag; B i = (F AΨ) (F AΨ) + λ i (AΨ) (AΨ). Since Q is orthogonal, we are led to
where the second equality is due to the block diagonal structure of Q R S Q; the third inequality is due to the facts that B 1 B i for all i and that X Y =⇒ λ max (X) ≥ λ max (Y ) (see, e.g., [36, (4.13) ]). Also, by noting λ 1 = λ max (GG ) = λ max (G G), we obtain the desired result.
Eq. (27) leads us to the step-size rule (22) for column-wise unit-simplex S. The step-size rule (23) for row-wise nuclearnorm ball S is shown by the same way, with Ψ = I.
The FPG update of A in (19a) follows the same development as above, and for conciseness we shall only state the results. The gradient ∇ A f is
B. The FW Updates
Next, we turn to the FW updates. Consider the FW update of S in (19b). We already provided the gradient formula in (21) and discussed its complexity. Like the prox S operations in the last subsection, the LO S operations are straightforward adaptations of the LO oracles in Section II-C. For the case of column-wise unit-simplex S in (15) , LO S does not incur floating-point operations. In comparison, prox S for the same S takes O (LN log(N ) ) operations. It is also worth noting that LO S for the case of row-wise nuclear-norm ball S in (16) requires us to solve a number of N principal singular vector problems, while prox S for the same S requires N full SVDs and N unit-simplex projections. We employ the power method to deal with the principal singular vectors problems. In particular, we apply a warm-start trick wherein we use the principal singular vectors in the last iterate k as the starting point of the power method in the present iterate k + 1.
For the step size, our chosen rule is
). The step-size rule (28) is a variant of the adaptive step-size rule in [23] . We begin by describing the latter. By adopting the simplified notations in (24) , and additionally, γ = γ k S , D = D k S , d = vec(D), we simplify the FW update of S in (19b) to s + = s + γd. Consider the sufficient descent condition
for some β > 0, which, as studied previously, can be achieved by choosing β as (22) or (23) . We choose γ by minimizing the quadratic upper bound in (29) 
Our step-size rule variant considers
for some symmetric positive definite (PD)R; hereR 1/2 denotes the PSD square root ofR. By the quadratic structure of f s , it is easy to show that a choice ofR for making (31) happen isR = H H + δI for any δ > 0; in fact, equality in (31) approaches zero as δ → 0. By choosing γ as the minimizer of the quadratic upper bound (31) over [0,1], we obtain the step-size rule
Finally, by putting (32), the step-size rule in (28) is yielded. The FW update of A in (19a) follows the same development as above, and for brevity we shall omit the details.
V. ANALYSIS OF HiBCD
The proposed HiBCD scheme can be regarded as an instance of a more general optimization technique. To put into context,
where f : R n → R is differentiable and can be non-convex; h(x) takes the form
is convex, closed, proper, and possibly non-smooth; every domain
is convex and compact. For notational convenience, we will denote X = X 1 × · · · × X m ,
Using the idea of hybrid coordinate descent mentioned before, the HiBCD scheme assigns one of the two update rules (FPG or FW) to each variable x i . We use I FPG (resp. I FW ) to denote the set of variables updated by FPG (resp. FW). We summarize the HiBCD scheme for (33) in Algorithm 1. Note that the scheme supports repeating the updates for multiple (L i ) times within the same block. We remark that the step sizes for FPG/FW are selected such that the sufficient descent conditions in (34)- (35) are satisfied; they are standard and apply to common step-size rules such as the backtracking line search and explicit Lipschitz constant rules [25] .
Our interest lies in showing sufficient conditions under which the HiBCD scheme guarantees some form of convergence to a stationary point to Problem (33) . A pointx ∈ X is said to be a stationary point to Problem (33) if −∇f (x) ∈ ∂h(x) [37] . The stationarity condition can be verified by the FW gap g(x) = max y∈R n ∇f (x), x − y + h(x) − h(y). (36) In particular, a point x ∈ X attains g(x) = 0 if and only if it is a stationary point to problem (33) [25, Theorem 13.6] . Also, it is true that g(x) ≥ 0 for all x ∈ X .
To establish the convergence of HiBCD, we need to define an extension to the domain X as the algorithm may encounter Algorithm 1: Hybrid Inexact BCD Scheme for (33). 1: given: a starting point x 0 . 2: L 0 = 0, x 0,0,0 = x 0 , x 0,0,−1 = x 0 initialize 3: for k = 0, 1, 2, . . . , K do 4:
for i = 1, 2, . . . , m do 5:
Perform the FPG update
is chosen such that
11: end if 12:
if i ∈ I FW then 13:
Perform the FW update
andR k,i, is chosen such that it is PD and satisfies
14:
: end for 17: end for 18:
x k+1 = x k,m,L m 19:
x k+1,0,0 = x k,m,L m , x k+1,0,−1 = x k,m,L m −1 20: end for extrapolated iterates that do not reside in X :
LetX :=X 1 × · · · ×X m , and assume the following. Assumption 1: The function f has β-Lipschitz continuous gradient onX .
As discussed in Section II-B, Assumption 1 implies that f has block-wise Lipschitz continuous gradient onX . To facilitate the description of the convergence result to be presented, let β i be the block-wise tight Lipschitz constant of ∇ i f onX . Also, define ρ i ∈ [0, β i ], i = 1, . . ., m, such that f is block-wise weakly convex onX with parameters ρ 1 , . . . , ρ m ; as reviewed in Section II-B, the weakly convex assumption is at least true for ρ i = β i , i = 1, . . ., m. Our convergence result is as follows.
Theorem 1: Consider the HiBCD settings described above. Suppose that Assumption 1 holds; that there exists δ i > 0, η i ≥ 1 such that the step-size parameters in (34)- (35) satisfy,
for all k, ; and that for every i ∈ I FPG , there existsᾱ ∈ [0, 1) such that
Then the following results hold.
1) The convergence rate is sublinear; specifically,
where F = min x∈R n F (x),
and the constant C = max j=1,...,m C j where
with
2) Any limit point of {x k } k≥0 is a stationary point to Problem (33) .
For Theorem 1 to hold, we require several conditions on the step sizes and extrapolation weights. First, (37) requires that the step size parameters of the FPG/FW updates to be positive and upper bounded in proportion to the block-wise Lipschitz constant β i . This can be guaranteed when the step sizes are chosen with certain rules such as the backtracking line search and explicit Lipschitz constant rules. Here, the parameter η i ≥ 1 quantifies the quality of step size selection; η i = 1 is the best, while large η i refers to cases where the chosen step size is smaller than that required by theory. Also, δ i > 0 is to prevent the algorithm from getting into pathological cases that can cause divergence. Second, (38) specifies an upper bound on the extrapolation weights. To understand the condition further, consider a simplified step size selectionβ k, i = β i for all k, . We observe that the constraint on the extrapolation weights depends on the weak convexity parameter ρ i -if ρ i = 0 (each block is convex), then α k, i can be chosen to be close to 1; if ρ i = β i , then α k, i can only be chosen to be as large as 1/2. Let us use the CoSMF problem (14) as an example. We have h 1 = 1 A , h 2 = 1 S . As f is twice differentiable, and A and S are compact, Assumption 1 is satisfied. As f is convex in A (resp. S) given S (resp. A), f has ρ 1 = ρ 2 = 0. The HiBCD scheme we design for CoSMF in Section IV has the step-size rules satisfying η i = 1 for the FPG case, and η i = (1 + δ i /β i ) ≈ 1 for the FW case. In addition, the scheme is Algorithm 1 with L 1 = L 2 = 1, i.e., one-time FPG/FW update per block. If we choose large L 1 , L 2 , it becomes a "quasi-exact" BCD wherein FPG/FW updates are applied many times per block to yield nearly exact BCD updates. Our stationarity result in Theorem 1 also cover this case; i.e., the quasi-exact BCD also guarantees (subsequence) convergence to a stationary point.
Remark 1:
Our convergence analysis of HiBCD unifies those of the alternating proximal gradient method [21] , [22] and the CBCG method [23] , which are inexact BCDs with only FPG or FW updates, resp. Specifically, the convergence analyses in the above two works are different and incompatible. We adopt the FW gap analysis approach in CBCG, and the main challenge is to incorporate the FPG update into the FW gap analysis. In that regard, Lemma 1 to be presented in the proof of Theorem 1, which addresses the aforementioned challenge, is particularly important. We should mention that Lemma 1 is reminiscent of [24, Lemma 2.6] when no extrapolation is involved. Another salient feature is that our analysis covers multiple FPG/FW updates per block, while those of the aforementioned works considered one-time update.
Remark 2: It is also interesting to draw insights from the convergence analysis, specifically, what are the best numbers L i 's such that the convergence speed predicted by (39) is the fastest. The question is identical to finding the L j 's such that the constants C j 's in (40) are the smallest. We have: Fact 3: Consider the constant C j in (40) . Let L j be an optimal L j that gives the smallest C j . It must be true that
Also, we have L j = 1 if j ∈ I FW and η j ≤ 4, or if j ∈ I FPG , ρ j = 0, and η j ≤ 3 2 . The proof of Fact 3 is relegated to Appendix B. Fact 3 indicates that, under a good step-size selection such that η i is close to 1, there may be not much benefit with applying multiple FPG/FW updates per block.
A. Proof of Theorem 1
Our proof is divided into two steps. The first step quantifies the progress made in one FPG/FW update. The second step combines these result to prove convergence.
Step 1. One-step Progress: The first step in our proof is to derive descent lemmas for FPG/FW updates, i.e., line 8-15 in Algorithm 1. We focus on bounding the progress made in one update. As such, we shall use the simplified notations
only in this paragraph. Similarly we drop the superscripts of k, for α k, i ,β k, i , γ k, i . Define the ith block's FW gap as
(42) The one-step progress made by the FPG/FW updates can be summarized as follows. First, we focus on the FPG update:
The proof can be found in Appendix C. For the FW update, we have the following lemma:
This lemma is a straightforward extension of [23, ] and its proof is omitted.
Step 2. Combining the Lemmas: We apply the results in Step 1 to derive a bound for g(x k ). To facilitate this, define
The following bounds are direct summaries of Lemmas 1-2. For any i ∈ {1, . . . , m}, 
We first observe the following lemma: Lemma 3: [23] It holds that for any x, y ∈ X , 
The proof is shown in Appendix D.
We observe that g(x) = m i=1 g i (x); cf. (36) , (42) . Thus,
where we have used x k,j,L j = x k,j+1,0 . We thus obtain
where C = max j=1,...,m C j . Summing both sides of (53) from k = 0 to k = K yields
where we have used F (x) ≥ F for any x ∈ X . Since the extrapolation weights satisfy (38) , it can be shown that
The proof of (54) is technical, and we relegate it to Appendix E. Combining the above derivations gives
Lower bounding the left-hand side of the above inequality by (K + 1) min k=0,...,K g(x k ) 2 concludes the proof of the first statement in Theorem 1.
To prove the second statement of Theorem 1, we begin by definingẽ k := m i=1ẽ k,i . Observe from (54) that lim k→∞ẽk = 0 as the right-hand side of (54) is finite. Consider a subsequence {x k } ≥0 with limitx. Note that the limitx exists as X is compact. From (53), we observe
Define the non-negative number s :
We note that s → mC[F (x) − F (x)] = 0. It follows from the continuity of g(·) (cf. Lemma 3) thatx satisfies g(x) = 0.
VI. NUMERICAL EXPERIMENTS
A. Semi-Real Experiment
We follow a standard procedure, namely, Wald's protocol [1] , [38] , to perform a semi-real experiment. The ground-truth TABLE II  COMPLEXITY BEHAVIORS OF THE HiBCD ALGORITHMS   TABLE III  IMPACT OF STEP-SIZE SELECTION FOR PLAIN COSMF SR image X is a real image from the Hyperspec Chikusei dataset [39] . The image size is (L x , L y ) = (1, 080, 1, 080) , and the number of spectral bands is M = 128. The MS-HS image pair (Y M , Y H ) is generated by the model in (9) and (11) . The spectral decimation follows the specification of the IKONOS MS sensor [40] , with the number of MS spectral bands given by M M = 4. The spatial decimation corresponds to 11 × 11 truncated Gaussian spreading with variance 1.7 2 , followed by downsampling with a factor of 8; the resulting number of HS pixels is L H = 135 2 . The noise terms V M and V H are randomly generated, following an i.i.d. mean-zero Gaussian distribution. The SNR is 20 dB. This problem is considered large; we have L = 1, 166, 400.
We benchmark the proposed HiBCD scheme with CNMF [6] , SupResPALM [7] , and FUMI [8] . All the algorithms have the same model order, N = 20, and the same initialization. Our initialization follows that in [7] . The stopping rule of the algorithms is that either the objective value change is lower than 10 −4 , or the iteration number reaches 3,000. We also consider a naive interpolation baseline where we apply bicubic interpolation to each spectral band of the HS image to produce an SR image. Unless specified, the HiBCD scheme employs the FPG update for A and the FW update for S. The FISTA extrapolation sequence in (20) is employed for the FPG update. For NNC CoSMF, we set τ = 300 for all i.
We tested all the algorithms on one realization of (Y M , Y H ) (we will have Monte-Carlo results later). The results are shown in Figs. 2-3 and Table I . Specifically, Fig. 2 displays the recovery error maps of the different algorithms, evaluated by the spectral angle mapper (SAM)
whereX denotes an estimated SR image; Fig. 3 shows the peak SNRs (PSNRs) w.r.t. the spectral bands; and Table I lists the runtimes, objective value and Erreur Relative Globale Adimensionnelle de Sythèse (ERGAS)
where S = M M /M is the ratio of ground sample difference of the MS and HS images;x i is the ith row ofX; μ(·) and MSE(·) denote the mean and mean-square error of its argument, resp. In Table I , "FPG-FW" refers to the HiBCD with the FPG update for A and the FW update for S; "FPG-FPG" and "FW-FW" are the pure FPG and FW HiBCDs, resp. Let us discuss the results. First, as indicated by SAM, PSNR and ERGAS, NNC CoSMF works better than plain CoSMF. This suggests that exploiting spatial structures is beneficial for enhancing recovery performance. Second, for plain CoSMF, SupResPALM is seen to yield better recovery performance than FUMI and HiBCD, while FUMI and HiBCD has similar recovery performance. Curiously, the objective value of SupResPALM is actually higher than those of FUMI and Hi-BCD. While understanding the behaviors of SupResPALM is beyond the scope of this paper, we suspect that the reason is not with optimization. Third, for plain CoSMF, the runtime performance of the three HiBCD algorithms is much better than that of FUMI and SupResPALM; FPG-FPG is the fastest, while FPG-FW comes next. For NNC CoSMF, FPG-FW runs faster than FPG-FPG.
To better understand the complexity of the HiBCD scheme, we show the number of iterations and the average runtime per iteration in Table II . For both the plain and NNC CoSMF cases, we observe that i) FPG-FW and FW-FW have lower runtime per iteration than FPG-FPG (an expected phenomenon by design); and that ii) FPG-FPG has smaller numbers of iterations, or converges faster, than FPG-FW and FW-FW. For plain CoSMF, FPG-FPG has the fastest overall runtime because its advantage of smaller number of iterations compensates its weakness of longer runtime per iteration. We however see the converse for NNC CoSMF, wherein the runtime per iteration of FPG-FPG is considerably longer than that of FPG-FW or FW-FW, and the fast convergence of FPG-FPG cannot compensate the per-iteration complexity drawback in the overall runtime.
A key attribute to the computational efficiency of the HiBCD scheme shown above is our custom design in Section IV, especially, the step-size rule. To give the reader some idea, we change the step-size rules to the standard ones in the literature and see what happens. Specifically, we consider plain CoSMF and change the step-size rule for the update of S to the standard ones in FPG and FW methods. Table III shows the results. We see that our proposed methods lead to faster convergence; this is particularly so for FPG-FW.
B. Synthetic Data Experiment
Next, we provide a Monte-Carlo simulation result using synthetic data. The true X is generated, at each trial, by the linear spectral mixture model (13) . The columns of A are randomly chosen from a material spectral signature library, namely, the USGS library [41] . The rows of S are randomly cropped sub-maps of the abundance maps retrieved from the AVIRIS Cuprite dataset [42] . The spectral decimation matrix F follows the Landsat MS sensor specification [43] , while the spatial decimation matrix G corresponds to 11 × 11 Gaussian spreading (with variance 1.7 2 ) and downsampling by a factor of 4. We have (M, M M , L, L H , N) = (224, 6, 120 2 , 30 2 , 10). For NNC CoSMF, we choose τ i = 10 for all i. Table IV shows the average recovery and runtime performance of the various algorithms over 100 trials. The results are generally consistent with those in the preceding semi-real experiment; e.g., the advantage of the HiBCD scheme lies in runtime. Additionally it is noted that when the SNR is 40 dB, plain CoSMF yields recovery performance comparable to NNC CoSMF. Table V shows the average number of iterations and the average runtime per iteration of the HiBCD algorithms. We see similar complexity results as the previous (cf., Table II ). For NNC CoSMF, we further observe that FPG-FW yields less number of iterations than FPG-FPG when the SNR is less than or equal to 30 dB.
VII. CONCLUSION
In this paper we developed an efficient optimization scheme for CoSMF in HSR using hybrid FPG/FW inexact BCD. We proved that, as an optimization framework, the limit points of the proposed scheme are stationary. Numerical experiments showed that the proposed scheme is computationally much more efficient than the state-of-the-art CoSMF algorithms. The present work demonstrated the benefits of the proposed scheme under the basic CoSMF and the nuclear norm-constrained CoSMF, and as future work it would be interesting to further explore its applications to other formulations.
APPENDIX
A. Proof of Fact 1
The first result of Fact 1 is equivalent to the statement that (5) holds for any x, y ∈ X if and only if β ≥ λ max (Φ RΦ). Let us show this statement. It can be verified that ∇f (x) = q + Rx,
Let ξ, γ ∈ R r be such that x = Φξ + d, y = Φγ + d. We have
(57) Note that in the third line of (57), we have used the semiorthogonality of Φ. From (56)-(57) we see that (5) holds for any x, y ∈ X if β ≥ λ max (Φ RΦ). Conversely, suppose that there exists a β < λ max (Φ RΦ) such that (5) holds for some x, y ∈ X . Let x be a point that lies in the relative interior of X . By definition, there exists a radius r > 0 such that B(x, r) ∩ aff X ⊆ X ; here, B(x, r) denotes the 2-norm ball with center x and radius r. Let
where v is the principal eigenvector of Φ RΦ, with unit 2norm. It can be easily verified that y ∈ B(x, r) and y ∈ aff X . Thus, y lies in X . The vectors x and y yield
Putting (58) into (56), we see that (5) is violated if β < λ max (Φ RΦ). Hence, we have shown that (5) holds for any x, y ∈ X if and only if β ≥ λ max (Φ RΦ).
The second result of Fact 1 is straightforward. Again, let ξ, γ ∈ R r be such that x = Φξ + d, y = Φγ + d. From ∇f (x) = q + Rx, we readily see that
Also, using the same proof method as above, it can be shown that equality in the above inequality is attained for some x, y ∈ X . Thus, RΦ 2 is the tight Lipschitz constant of ∇f on X . Also, by letting Ψ ∈ R n×(n−r) be such that U = [ Φ Ψ ] is orthogonal, we obtain 
B. Proof of Fact 3
Consider the following problem min L=1,2,...
where a > 0. It can be shown that the optimal solution L to the above problem must satisfy L ≤ √ a . Let us apply this result to the minimization of C j over L j . The corresponding a is
Let us first consider the case of j ∈ I FW . If
where the first inequality is due to
Combining the above two inequalities, we get
Similarly, it can be verified that
The desired result in (41) is thus obtained. Moreover, we observe from Problem (59) that if
then L j = 1. It follows from (60) and (61) that L j = 1 is true if η j 2 ≤ 2 for j ∈ I FW , or if η j + 1 2 ≤ 2 for j ∈ I FPG , ρ j = 0. The proof is complete.
C. Proof of Lemma 1
We first prove (43) . From (34) , we obtain
Combining (63) with the definition of the proximal operator, it can be shown that for all y i ∈ X i ,
By noting that f (x) + ρ i 2 x i 2 is convex in x i ∈X i , and by applying the first-order condition for convex functions, it can be shown that
Upon substituting (66) into (64), we obtain
Let us deal with the terms in the above one by one. We have
which is due to the Lipschitz continuity of ∇ i f , z −i = x −i , the Cauchy-Schwartz inequality and Young's inequality. Also,
for any y i ∈ X i . Observe the following lemma:
Lemma 5: There exists a y i ∈ X i such that
The proof is shown in Appendix F. Applying Lemma 5 and together with the fact that
, we arrive at the desired result in (43) .
To prove the second result in (44), we note that a similar result has been shown in [21, Lemma 2.2] for the convex case. Here we extend it to the weakly-convex case. We begin by
where (a) and (b) are due to (63) and (66), resp. Since x + i is the output of the proximal operator, one has
. Setting y i = x i and substituting the above into (68) gives the lower bound
Since
We notice that
. We obtain the lower bound as:
Finally, applying z i − x i = α i (x i − x − i ) gives (44).
D. Proof of Lemma 4
Observe that
where the above inequality is due to ( n i=1 z i ) 2 ≤ n n i=1 z 2 i . Let us deal with the terms in (69) one by one. First, from (47) and from the definitions of Δ k,i andẽ k,i , we see that
Second, we have where the first inequality is due to Lemma 3. Moreover,
Also, let us define e k,j := L j −1 =0 e k,j, . We have that 
L j e k,j + 2[(D i β) 2 + (M i + l i ) 2 ] e k,i (71) Third, summing (71) w.r.t. yields
wherẽ
Here, we have used L i −1 =0 = (L i − 1)L i /2 to obtain (72). From (72) we further derive
where the second inequality is due to (48),β k, j ≥β k, j for j ∈ I FPG , and α k, j = 0 for j / ∈ I FPG . Finally, by putting (70), (72) and (73) into (69), we get
4C ij δ j (Δ k,j +ẽ k,j ) + 2A i L i (Δ k,i +ẽ k,i ).
By defining C ii = 4C ii /δ i + 2A i /L i and C ij = 4C ij /δ j for i = j, we obtain the desired result in (50). The proof is done.
E. Proof of Eq. (54)
From (48), we see that for k ≥ 1, From the extrapolation weight condition (38) , we observe that
(74)
Note that (38) holds for any i ∈ {1, . . ., m} using the extended definition that α k, i = 0 if i ∈ I FW , defined after (48). We have
Furthermore, we see from the definition ofẽ k,i that
Substituting (76) into (75) and noticing that α k, i = 0 if i ∈ I FW , we obtain the desired result in (54).
F. Proof of Lemma 5
To show the inequality, let
Note that
Let
for some t ∈ [0, 1]. We get
By applying h i (y i ) ≤ (1 − t)h i (x i ) + t h i (p i ) (because h i is convex) to the above equation, we further obtain
The remaining proof is similar to part of the proof in [23, . For self-containedness we concisely describe the proof. Let t = min{1, g i (x)/[β i p i − x i 2 ]}. If t < 1, we have t = g i (x)/[β i p i − x i 2 ]. Putting this t into r(t) yields
If t = 1, we have g i (x) ≥β i p i − x i 2 . Using this inequality, and putting t = 1 into r(t), we get
where the second inequality is due to g i (x) ≤ (M i + l i )D i ; specifically, from (77),
in which the first inequality is due to the Cauchy-Schwartz inequality and the Lipschitz continuity of h i on X i , and we re-
It follows from (79)-(81) that (67) is true.
