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Quantum communication theory explores the implications of quantum mechanics to the tasks of
information transmission. Many physical channels can be formally described as quantum Gaussian
operations acting on bosonic quantum states. Depending on the input state and on the quality of
the channel, the output suffers certain amount of noise. For a long time it has been conjectured, but
never proved, that output states of Gaussian channels corresponding to coherent input signals are
the less noisy ones (in the sense of a majorization criterion). In this work we prove this conjecture.
Specifically we show that every output state of a phase insensitive Gaussian channel is majorized
by the output state corresponding to a coherent input. The proof is based on the optimality of
coherent states for the minimization of strictly concave output functionals. Moreover we show that
coherent states are the unique optimizers.
Introduction
Design and analysis of the optimal protocols for process-
ing, storing and transmitting information is the subject
of the fundamental research field of information theory
pioneered in the last century by C. E. Shannon [1]. In
reality, information needs necessarily to be recorded onto
a physical medium and transmitted via a physical chan-
nel. Therefore, in addition to information theory, com-
munication protocols should obey the laws of physics.
The progress in microminiaturization of data-processing
systems leads to use of information carriers that cannot
be described by classical theory and behave according
to quantum mechanics (e.g. photons, electrons, atoms,
etc.). The task of quantum information and communica-
tion theory is to study the laws of information transmis-
sion and processing in the quantum mechanical systems
[2–5].
A large part of quantum communication theory is de-
voted to the transmission of electromagnetic radiation
via bosonic Gaussian channels [4, 6–8]. The latter are
formally defined as completely positive and trace pre-
serving operations mapping Gaussian input states into
Gaussian output states. The most relevant channels are
also invariant under phase space rotations and are called
phase-insensitive. For example, the transmission of op-
tical quantum states through realistic physical devices
[3] (like e.g. optical fibers, free space communication
lines, dielectric media, etc.) can be described by phase-
insensitive Gaussian channels.
In the spirit of classical communication theory [1],
one may ask what is the minimum amount of “dis-
order” achievable at the output of a Gaussian chan-
nel. For quantum systems there are two main figures
of merit which can be used to quantify the idea of dis-
order [9–12]: the von Neumann entropy and the concept
of majorization. The entropy of a state ρ is defined as
S(ρ) = −Tr[ρ log(ρ)] and one can say that a state ρ1 is
more disordered than ρ2 if S(ρ1) > S(ρ2). A different
(and stronger) way of saying that ρ1 is more disordered
Input Gaussian channel Output
FIG. 1: Graphical representation of the majorization conjec-
ture (B). A coherent state |α〉〈α| and an arbitrary state ρ are
both transmitted through the same phase-insensitive Gaus-
sian channel Φ. The respective output states always satisfy
the majorization relation Φ(|α〉〈α|)  Φ(ρ). This means that
coherent input states produce less “noise” at the output of
the communication channel.
than ρ2 is the following:
k∑
j=1
λρ1j ≤
k∑
j=1
λρ2j , ∀k ≥ 1, (1)
where the vectors λρ1 and λρ2 consist of the eigenval-
ues of the respective states arranged in decreasing or-
der. If the condition (1) is satisfied then one says that
ρ2 majorizes ρ1 and this is usually indicated by the ex-
pression ρ2  ρ1. The previous definition has a very
intuitive operational interpretation since it can be shown
that ρ2  ρ1 if and only if ρ1 can be obtained from ρ2 by a
proper convex combination of unitary operations [9–12].
These considerations extend also to the infinite dimen-
sional case [13] relevant for the quantum description of
electromagnetic modes.
According to the previous ideas of disorder it was con-
jectured [14] that for a phase-insensitive bosonic Gaus-
sian channel:
(A) the minimum output entropy is achieved
by coherent input states,
and
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2(B) the output states resulting from coherent
input states majorize all other output states.
A graphical representation of the last property is given
in Fig. 1. Both conjectures have broad implications in
many research areas like classical and quantum optics,
telecommunication engineering, mathematical and sta-
tistical physics and for this reason they attracted the
attention of many scientists. In particular, the valid-
ity of (A) and (B) has a number of important corollar-
ies and relations ranging from entanglement theory [15–
18], channel capacities [6, 14, 18–22], entropic inequalities
[19, 20, 23, 24] to quantum discord [25, 26].
In the last decade, many analytical and numerical
evidences supporting both conjectures were presented
[14, 19–24, 27–31] but a general proof was missing. Only
very recently the first one (A) was finally proved [18, 32]
under the assumption of a finite mean energy. In this
work we prove the second conjecture (B) and highlight
some of its implications. Moreover it is easy to show that
ρ2  ρ1 implies S(ρ1) ≥ S(ρ2), therefore the statement
(B) is stronger than (A) and the result presented in this
work can also be seen as a proof of the minimum output
entropy conjecture, without any energy constraint. Thus
both gaps in the theory are now definitely closed.
Results
Gaussian channels. Every quantum channel [4, 33] can
be described as a global unitary operation applied to the
tensor product of the state of the system ρS and the state
of an appropriate environment ρE :
Φ(ρS) = TrEU(ρS ⊗ ρE)U†. (2)
Single-mode phase insensitive channels [21] can be clas-
sified in three main classes ENη , Nn and ANκ . Physically,
ENη represents a thermal channel which can be realized by
a beamsplitter of transmissivity η mixing the input sig-
nal with a thermal state ρE with mean photon number
N :
U†aU =
√
ηa+
√
1− ηaE , (3)
where a and aE are the annihilation operators of the
system and of the environment respectively. Then, Nn is
the classical additive noise channel where the input state
is displaced according to a random Gaussian distribution
of variance n and, finally, ANκ is the quantum amplifier
where the state of the environment is in a thermal state
ρE :
U†aU =
√
κa+
√
κ− 1a†E . (4)
More precisely, these channels can be defined according
to their action on the quantum characteristic function
χ(µ) := Tr[ρeµa
†−µ¯a] in the following way [8]:
χ(µ)
ENη−−→ χ(√ηµ)e−(1−η)(N+1/2)|µ|2 , η ∈ (0, 1), (5)
χ(µ)
Nn−−→ χ(µ)e−n|µ|2 , n > 0 (6)
χ(µ)
ANκ−−→ χ(√κµ)e−(κ−1)(N+1/2)|µ|2 , κ > 1. (7)
Any of the previous phase insensitive channels, which
we denote by the symbol Φ, can always be decomposed
[22, 32] into a pure-loss channel followed by a quantum-
limited amplifier:
Φ = A0κ ◦ E0η , (8)
for appropriate values of κ and η. In the follow-
ing we will make use of this decomposition and for
simplicity we will use the symbols Aκ and Eη for indicat-
ing the respective quantum-limited channels with N = 0.
Complementary channels. One can associate to ev-
ery channel (2) the respective complementary channel Φ˜
defined as
Φ˜(ρS) = TrSU(ρS ⊗ ρE)U†, (9)
and physically representing the flow of information from
the input state to the environment [4, 8]. An impor-
tant property of complementary channels is that, when-
ever the system and the environment are in a pure state,
the nonzero spectra of the output states Φ(|ψS〉〈ψS |) and
Φ˜(|ψS〉〈ψS |) are equal. This is a simple consequence of
the Schmidt decomposition of the global pure state (for
an explicit proof see [33]).
In the following the complementary channel of the
quantum limited amplifier will play an important role.
In this case ρE is the vacuum and U is the two-mode
squeezing operation [8] acting in the Heisenberg picture
as (4) and
U†aEU =
√
κ− 1a† +√κaE . (10)
From Eq. (4), tracing out the environment, one obtains
Ak defined in (7) with N = 0. From Eq. (10) instead,
tracing out the system, we get the complementary chan-
nel A˜k acting on the characteristic function as
χ(µ)
A˜κ−−→ χ(−√κ− 1µ¯)e−κ2 |µ|2 . (11)
Importantly, the complementary channel does not have
the same structure as the amplifier given in Eq. (7), since
the complex variable µ appears conjugated in the RHS
of (11). In quantum optics this effect is known as phase
conjugation or time reversal and corresponds to the pos-
itive (but not completely positive) map
χ(µ)
T−→ χ(−µ¯), (12)
3which at the level of density operators behaves as
transposition T (ρ) = ρ> in the Fock basis and therefore
it preserves the eigenvalues. This means that each time
we are interested in spectral properties of the output
state (as in the proof of Lemma 1), we can neglect the
effect of the phase conjugation operator T .
Minimization of strictly concave functionals. Be-
fore giving the proof of the majorization conjecture we
consider an important minimization problem.
Let F : H → R be a unitary invariant and strictly con-
cave functional acting on the infinite-dimensional Hilbert
space H of density matrices of a single bosonic mode. We
assume that F can take values in [0,+∞], having in mind
applications to the von Neumann entropy. Unitary in-
variance means that F (UρU†) = F (ρ) for every unitary
matrix U , while strict concavity means that
F (pρ1 + (1− p)ρ2) ≥ pF (ρ1) + (1− p)F (ρ2), p ∈ (0, 1),
(13)
and the equality is obtained only for ρ1 = ρ2. The prob-
lem that we want to address is the minimization of such
functionals at the output of a phase-insensitive channel,
where the optimization is performed over all possible in-
put states:
min
ρ
F (Φ(ρ)). (14)
An important case is when the functional is replaced by
the von Neumann entropy F (ρ) = S(ρ) = −Tr[ρ log(ρ)],
and the minimization problem reduces to the minimum
output entropy conjecture (A) [14, 30]. We recall that
this conjecture claims that the minimum is achieved by
input coherent states of the form
|α〉 = eαa†−α¯a|0〉, α ∈ C, (15)
and was recently proved [32]. With the next lemma,
we are going to show that this extremal property of
coherent states is more general and can be applied to
every functional of the kind that we have previously
introduced.
Lemma 1 Let Φ be a phase-insensitive bosonic chan-
nel. Then, for every nonnegative unitary invariant and
strictly concave functional F and for every quantum state
ρ, we have
F (Φ(ρ)) ≥ F (Φ(|α〉〈α|)), ∀α ∈ C, (16)
where |α〉 is any coherent state. Moreover the equality
is achieved only if ρ is a coherent state.
Proof: For a pure loss channel Eη, the proof is simple. In-
deed coherent states are mapped to pure coherent states
under the action of Eη. Since F is concave and uni-
tary invariant, when applied to pure states it necessarily
achieves its minimum. So, in this case, Eq. (16) is sat-
isfied (the uniqueness property of coherent states is con-
sidered in the last part of this proof and is a consequence
of Lemma 2 of section Methods).
For a general phase-insensitive channel Φ we can use
the decomposition of Eq. (8). A direct consequence
of this decomposition is that we just need to prove
the lemma for the minimal noise amplification channel
Φ = Aκ since coherent states remain coherent after a
beam splitter. Let A˜κ be the conjugate channel of Aκ.
Again, A˜κ can be itself decomposed according to the
structure of Eq. (8). Indeed, from a direct application
of Eq.s (7, 11 ,12) one can verify that
A˜κ = T ◦ Aκ ◦ Eη,
where T is the phase conjugation operator and η = 1 −
1/κ.
Let K be the set of all pure input states minimiz-
ing the functional F at the output of the channel Aκ.
We need to show that K coincides the set of coherent
states. Let us take an optimal state |ψ〉 ∈ K. From the
property of complementary channels and of the phase
conjugation operator mentioned before we have that,
Aκ(|ψ〉〈ψ|), A˜κ(|ψ〉〈ψ|) and T ◦ A˜κ(|ψ〉〈ψ|) have the
same spectrum. Since F is unitary invariant, it nec-
essarily depends only on the eigenvalues and we have
F [Aκ(|ψ〉〈ψ|)] = F [A˜κ(|ψ〉〈ψ|)] = F [T ◦ A˜κ(|ψ〉〈ψ|)].
Therefore,
F [Aκ(|ψ〉〈ψ|)] = F [Aκ◦Eη(|ψ〉〈ψ|)] = F [
∑
j
pjAκ(|ψj〉〈ψj |)],
(17)
where {|ψj〉} is the ensemble of states obtained after the
beam splitter:
Eη(|ψ〉〈ψ|) =
∑
j
pj |ψj〉〈ψj |. (18)
From the concavity of F we have
F [Aκ(|ψ〉〈ψ|)] ≥
∑
j
pjF [Aκ(|ψj〉〈ψj |)]. (19)
By hypothesis |ψ〉 ∈ K and so F [Aκ(|ψ〉〈ψ|)] ≤
F [Aκ(|ψj〉〈ψj |)] for each j. This can be true only if the
inequality (19) is saturated and, from the hypothesis of
strict concavity, we get
Aκ(|ψj〉〈ψj |) = ρout, ∀j. (20)
From the definition of the quantum amplifier given in Eq.
(7), it is evident that equal output states are possible
4only for equal input states: |ψj〉 = |ψ′〉 for every j. As a
consequence Eq. (18), reduces to
Eη(|ψ〉〈ψ|) = |ψ′〉〈ψ′|. (21)
But now comes into play an important property of the
beamsplitter which is known from the field of quantum
optics [34–36], namely that only coherent states remain
pure under the action of a beamsplitter (Lemma 2 in
section Methods). Therefore, since Eq. (21) is valid for
every choice of |ψ〉 ∈ K, then K necessarily contains
only coherent states. Moreover, for every Gaussian
channel a displacement of the input state corresponds to
a (possibly different) displacement of the output state
[7, 8], which obviously does not change the entropy.
Since coherent states are equivalent up to displacement
operations it means that K coincides with the whole set
of coherent states.
Majorization at the output of the channel. We
can finally state our main result which proves the
validity of the majorization conjecture (B). A graphical
representation of the this property is given in Fig. 1.
Proposition 1 Let Φ be a phase-insensitive bosonic
channel. Then, for every input state ρ,
Φ(|α〉〈α|)  Φ(ρ), ∀α ∈ C, (22)
where |α〉 is any coherent state.
Proof: Let F be the class of real nonnegative strictly con-
cave functions f defined on the segment [0, 1]. Consider
the following functional
F (ρ) = Trf(ρ) =
∑
j
f(λρj ), (23)
where f ∈ F . Then F is well defined with values in
[0,+∞], since all the terms in the series are nonnegative.
Moreover, it is unitary invariant and and it can be shown
that the strict concavity of f as a function of real numbers
implies the strict concavity of F with respect to quantum
states [12]. Therefore the previous lemma can be applied
and we get, for every state ρ and every strictly concave
function f ,∑
j
f(λ
Φ(ρ)
j ) ≥
∑
j
f(λ
Φ(|α〉〈α|)
j ), ∀α ∈ C. (24)
A well known theorem [9–11] in the finite dimen-
sional case states that ρ2  ρ1 if and only if∑
j f(λ
ρ2
j ) ≤
∑
j f(λ
ρ1
j ) for every concave function
f . Moreover, a similar result is valid also for strictly
concave functions f ∈ F and in infinite dimensions (see
Lemma 3 in section Methods). This concludes the proof.
As a final remark, since the von Neumann entropy is
a strictly concave functional [11], we get an alternative
proof (with respect to the one given in [32]) of the min-
imal output entropy conjecture. By applying Lemma 1
with the choice F (ρ) = −Tr[ρ log(ρ)], we get a slightly
stronger version of the conjecture (A): the minimum out-
put entropy of a phase-insensitive channel is achieved
only by coherent input states.
Notice that, differently from the proof presented in
Ref. [32], this result does not require the assumption that
the mean energy of the input should be finite and proves
also that coherent states are the unique optimizers.
Moreover, choosing f(x) = x − xp, p > 1, leads to the
proof of the similar statement for the minimal output
Renyi entropies of all orders p > 1.
Discussion
The main result of this paper is that every output state
of a phase-insensitive bosonic Gaussian channel is ma-
jorized by the output associated to a coherent input state
(proof of the majorization conjecture). We also prove
that coherent input states are the unique minimizers of
arbitrary nonnegative strictly concave output functionals
and, in particular, of the von Neumann entropy (mini-
mum output entropy conjecture). As compared to the
proof of the minimal output entropy conjecture given in
Ref. [32], our result does not require the finiteness of
the mean energy and proves the uniqueness of coherent
states.
Our work, while closing two longstanding open
problems in quantum communication theory, has a large
variety of implications and consequences. For example,
by using Lemma 1 and Proposition 1 one can: compute
the entanglement of formation of non-symmetric Gaus-
sian states (see the last section of [18]), evaluate the
classical capacity of Gaussian channels [18] and compute
the exact quantum discord [25] for a large class of chan-
nels [26]. Moreover, from Proposition 1, we conclude
that coherent input states minimize every Schur-concave
output function like Renyi entropies of arbitrary order
[19, 20, 23, 24]. Finally, it is a simple implication that
the pure entangled state |Ψout〉 obtained from a unitary
dilation of a phase-insensitive Gaussian channel is more
entangled than the output state |Ψout〉′ obtained with
a coherent input. What is more, from the well known
relationship between entanglement and majorization [9],
we also know that |Ψout〉′ can be obtained from |Ψout〉
with local operations and classical communication. The
previous facts are just some important examples while a
detailed analysis of all the possible implications will be
the subject of future works.
Methods
In order to make our analysis self-contained, in this
section we present two properties (Lemma 1 and Lemma
2) which are used in the proof of the majorization
5conjecture.
Lemma 2 Coherent states are the only input pure
states which produce a pure output for a beamsplitter.
This property is more or less implicit in several quan-
tum optics papers [34–36]. Here we present a complete
proof, following an argument similar to one used in Ref.
[34], but using the formalism of quantum characteristic
functions.
Proof: Let Eη be the beamsplitter of transmissivity η,
0 < η < 1, and
Eη[|ψ〉〈ψ|] = |ψ′〉〈ψ′|. (25)
Then the complementary channel which is the beamsplit-
ter of transmissivity 1− η satisfies a similar relation
E1−η[|ψ〉〈ψ|] = |ψ′E〉〈ψ′E |, (26)
as the outputs of complementary channels have identical
nonzero spectra. Therefore we have
U(|ψ〉 ⊗ |0〉) = |ψ′〉 ⊗ |ψ′E〉, (27)
where U is the unitary implementing the minimal dila-
tion of Eη. The corresponding canonical transformation
of the annihilation operators a, aE for the system and the
environment is
U†aU =
√
ηa+
√
(1− η)aE (28)
U†aEU =
√
(1− η)a−√ηaE , (29)
and the environment mode aE , a
†
E is in the vacuum state.
In phase space, this produces a symplectic transforma-
tion in the variables of the characteristic functions:
χ′(z)χ′E(zE) = χ(
√
ηz+
√
(1− η)zE)e 12 |
√
(1−η)z−√ηzE |2 .
(30)
By letting zE = 0 and z = 0 respectively, we obtain
χ′(z) = χ(
√
ηz)e−
1
2 |
√
(1−η)z|2 , (31)
χ′E(zE) = χ(
√
(1− η)zE)e− 12 |
√
ηzE |2 . (32)
Thus, after the change of variables
√
ηz →
z,
√
(1− η)zE → zE , and denoting ω(z) = χ(z)e 12 |z|2 ,
we get
ω(z)ω(zE) = ω(z + zE). (33)
The function ω(z), as well as the characteristic function
χ(z), is continuous and satisfies ω(−z) = ω(z). The only
solution of (33) satisfying these conditions is the expo-
nential function ω(z) = exp(z¯α − zα¯) for some complex
α. Thus we obtain
χ(z) = exp
[
z¯α− zα¯− 1
2
|z|2
]
, (34)
which is the characteristic function of a coherent state
|α〉.
Lemma 3 Given two (finite or infinite dimensional)
vectors λ and λ′ whose elements are nonnegative and
normalized (
∑
j λj =
∑
j λ
′
j = 1), the following two rela-
tions are equivalent:
λ′  λ, (35)∑
j
f(λ′j) ≤
∑
j
f(λj), (36)
for every function f ∈ F , where F is the class of real
nonnegative strictly concave functions defined on the
segment [0, 1].
Proof: It is well known in finite-dimensional majoriza-
tion theory [9–12] that if λ′  λ then condition (36) is
satisfied for every concave function and so, in particular,
for strictly concave functions. From the infinite dimen-
sional generalization of the Horn-Schur theorem [13] one
can extend this result to all functions f ∈ F , using the
fact that the series (36) converges unconditionally to a
value in [0,+∞].
To prove the converse implication suppose that the ma-
jorization relation (35) is not valid, then we construct an
f ∈ F which violates the condition (36). As shown in
Ref. [11], a simple concave (but non strictly concave)
function can be found in a constructive way by using the
following ansatz:
f0(x) :=
{ x, if 0 ≤ x ≤ c,
c, if c ≤ x ≤ 1.
(37)
If λ′  λ then there exists a smallest integer n for which∑n
j=1 λ
′
j <
∑n
j=1 λj . It is easy to show [11] that, by
choosing c = λ′n, the function f
0 violates the condition
(36), i.e. there is a positive and finite δ such that∑
j
[f0(λ′j)− f0(λj)] = δ > 0. (38)
However, this does not conclude our proof because f0 is
not strictly concave. For this reason we take a slightly
different function
f (x) := f0(x)− x2, (39)
which is strictly concave for every  > 0 and belongs to
the class F . Now, for an arbitrary vector λ, by using the
positivity and the normalization of the elements {λi} we
get the following convergence:
0 ≤
∑
j
[f0(λj)− f (λj)] ≤ . (40)
6From the last continuity relation together with Eq. (38)
we get:∑
j
[f (λ′j)− f (λj)] ≥
∑
j
f0(λ′j)−
∑
j
f0(λj)− 
= δ − . (41)
The last term can be made positive by choosing  < δ.
Summarizing, we have shown that whenever the ma-
jorization relation (35) is not satisfied, there exists a
small but finite  such that f  violates the inequality
(36). Therefore the two conditions (35) and (36) are
equivalent.
References
∗ Electronic address: andrea.mari@sns.it
[1] C. E. Shannon, A Mathematical Theory of Communica-
tion, Bell Syst. Tech. J. 27, 379-423 (1948).
[2] C. H. Bennett and P. W. Shor, Quantum Information
Theory, IEEE Trans. Inf. Theory 44, 2724-2742 (1998).
[3] C. M. Caves and P. B. Drummond, Quantum limits on
bosonic communication rates, Rev. Mod. Phys. 66, 481-
537 (1994).
[4] A. S. Holevo, Quantum systems, channels, informa-
tion. A mathematical introduction, (De Gruyter, Berlin–
Boston, 2012).
[5] A. S. Holevo and R. F. Werner, Evaluating capacities
of bosonic Gaussian channels, Phys. Rev. A 63, 032312
(2001).
[6] A. S. Holevo, The Capacity of the Quantum Channel
with General Signal States, IEEE Trans. Inf. Theory 44,
269-273 (1998).
[7] S. L. Braunstein and P. van Loock, Quantum information
with continuous variables, Rev. Mod. Phys. 77, 513-577
(2005).
[8] C. Weedbroock, S. Pirandola, R. Garc´ıa-Patro´n, N. J.
Cerf, T. Ralph, J. H. Shapiro, and S. Lloyd, Gaussian
Quantum Information, Reviews of Modern Physics 84,
621-669 (2012).
[9] M. A. Nielsen and G. Vidal, Majorization and the inter-
conversion of bipartite states, Quantum Inf. Comput. 1,
76-93 (2001).
[10] D. Petz, Quantum Information Theory and Quantum
Statistics, (Springer, Berlin Heidelberg 2008).
[11] A. Wehrl, General properties of entropy, Rev. Mod. Phys.
50, 221-260 (1978).
[12] E. Carlen, Trace inequalities and quantum entropy. An
introductory course, Contemp. Math. 529, 73-140 (2010).
[13] V. Kaftal and G. Weiss, An infinite dimensional Schur-
Horn Theorem and majorization theory, J. Functional
Analysis 259, 3115-3162 (2010).
[14] V. Giovannetti, S. Guha, S. Lloyd, L. Maccone, and J. H.
Shapiro, Minimum output entropy of bosonic channels:
A conjecture, Phys. Rev. A 70, 032315 (2004).
[15] C. H. Bennett, D. P. DiVincenzo, J. A. Smolin, and W. K.
Wootters, Mixed-state entanglement and quantum error
correction Phys. Rev. A 54, 3824 (1996).
[16] G. Giedke, M. M. Wolf, O. Kru¨ger, R. F. Werner, and
J. I. Cirac, Entanglement of Formation for Symmetric
Gaussian States, Phys. Rev. Lett. 91 107901, (2003).
[17] M. M. Wolf, G. Giedke, O. Kru¨ger, R. F. Werner, and
J. I. Cirac, Gaussian entanglement of formation, Phys.
Rev. A 69 052320, (2004).
[18] V. Giovannetti, R. Garcia-Patron, N. J. Cerf, A. S.
Holevo, Ultimate communication capacity of quantum
optical channels by solving the Gaussian minimum-
entropy conjecture, arXiv:1312.6225, (2013).
[19] R. Ko¨nig and G. Smith, Classical capacity of quantum
thermal noise channels to within 1.45 Bits. Phys. Rev.
Lett. 110, 040501 (2013).
[20] R. Ko¨nig and G. Smith, Limits on classical communi-
cation from quantum entropy power inequalities, Nature
Photon. 7, 142-146 (2013).
[21] V. Giovannetti, S. Lloyd, L. Maccone, and J. H. Shapiro,
Electromagnetic channel capacity for practical purposes,
Nature Photon. 7, 834-838 (2013).
[22] R. Garc´ıa-Patro´n, C. Navarrete-Benlloch, S. Lloyd, J. H.
Shapiro, and N. J. Cerf, Majorization Theory Approach
to the Gaussian Channel Minimum Entropy Conjecture,
Phys. Rev. Lett. 108, 110505 (2012).
[23] V. Giovannetti and S. Lloyd, Additivity properties of a
Gaussian channel, Phys. Rev. A 69, 032315 (2004).
[24] V. Giovannetti, S. Lloyd, L. Maccone, and J. H. Shapiro,
and B. J. Yen, Minimum Re´nyi and Wehrl entropies at
the output of bosonic channels, Phys. Rev. A 70, 032315
(2004).
[25] K. Modi, A. Brodutch, H. Cable, T. Paterek, and
V.Vedral, The classical-quantum boundary for correla-
tions: Discord and related measures, Rev. Mod. Phys.
84, 1655-1707 (2012).
[26] S. Pirandola, N. J. Cerf, S. L. Braunstein, and S. Lloyd,
Bosonic Minimum Output Entropy and Gaussian Dis-
cord, arXiv:1309.2215, (2013).
[27] V. Giovannetti, S. Guha, S. Lloyd, L. Maccone, and J.
H. Shapiro, Minimum bosonic channel output entropies,
AIP Conf. Proc. 734, 21-24 (2004).
[28] A. Serafini, J. Eisert, and M. M. Wolf, Multiplicativity
of maximal output purities of Gaussian channels under
Gaussian inputs, Phys. Rev. A 71, 012320 (2005).
[29] S. Guha, J. H. Shapiro, and B. I. Erkmen, Classical ca-
pacity of bosonic broadcast communication and a mini-
mum output entropy conjecture, Phys. Rev. A 76, 032303
(2007).
[30] V. Giovannetti, A. S. Holevo, S. Lloyd, and L. Maccone,
Generalized minimal output entropy conjecture for one-
mode Gaussian channels: definitions and some exact re-
sults, J.Phys. A 43 , 415305 (2010).
[31] J. Scha¨fer, E. Karpov, R. Garc´ıa-Patro´n, O. V. Pilyavets,
and N. J. Cerf, Equivalence Relations for the Classical
Capacity of Single-Mode Gaussian Quantum Channels,
Phys. Rev. Lett. 111, 030503 (2013).
[32] V. Giovannetti, A. S. Holevo, R. Garcia-Patron,
A solution of the Gaussian optimizer conjecture,
arXiv:1312.2251 (2013).
[33] Nielsen, M., and I. Chuang, Quantum Computation
and Quantum Information, (Cambridge University Press,
Cambridge, 2000).
[34] Y. Aharonov, D. Falkoff, E. Lerner, and H.Pendleton,
A quantum characterization of classical radiation, Ann.
Phys. (N.Y.) 39, 498-512 (1966).
[35] J. K. Asbo´th, J. Calsamiglia, and H. Ritsch, Computable
7measure of nonclassicality for light, Phys. Rev. Lett. 94,
173602 (2005).
[36] Z. Jiang, M. D. Lang, and C. M. Caves, Mixing nonclas-
sical pure states in a linear-optical network almost always
generates modal entanglement, Phys. Rev. A 88, 044301
(2013).
Acknowledgements
The authors are grateful to R. F. Werner, J. Oppenheim,
A. Winter, L. Ambrosio, and M. E. Shirokov for com-
ments and discussions. AM acknowledges support from
Progetto Giovani Ricercatori 2013 of SNS. VG and AH
also acknowledge support and catalysing role of the Isaac
Newton Institute for Mathematical Sciences, Cambridge,
UK: part of this work was conducted when attending the
Newton Institute programme Mathematical Challenges
in Quantum Information. AH acknowledges the Roth-
schild Distinguished Visiting Fellowship which enabled
him to participate in the programme and partial support
from RAS Fundamental Research Programs, Russian
Quantum Center and RFBR grant No 12-01-00319.
Author contributions
All authors contributed equally to this work.
Competing financial interests
The authors declare no competing financial interests.
