In this paper the authors propose a novel method to study the local linear viscoelasticity of fluids confined between two walls. The method is based on the linear constitutive equation and provides details about the real and imaginary parts of the local complex viscosity. They apply the method to a simple atomic fluid undergoing zero mean oscillatory flow using nonequilibrium molecular dynamics simulations. The method shows that the viscoelastic properties of the fluid exhibit dramatic spatial changes near the wall-fluid boundary due to the high density in this region. It is also shown that the real part of the viscosity converges to the frequency dependent local shear viscosity sufficiently far away from the wall. This also provides valuable information about the transport properties in the fluid, in general. The viscosity is compared with predictions from the local average density model. The two methods disagree in that the local average density model predicts larger viscosity variations near the wall-fluid boundary than what is observed through the method presented here.
I. INTRODUCTION
Due to the increasing academic and commercial interest in nanomaterials and nano and microdevices, work has been undertaken in order to understand the details of microfluidic flows. As the research has progressed, it has become clear that the traditional macroscopic theory of fluids fails on very small time and length scales and an alternative description of the dynamical properties is needed. For example, is it well known that the fluid density exhibits very large oscillations near the wall-fluid boundaries, 1 which has large impact on the transport coefficients of highly confined fluids. Also, it has been shown that Newton's law of viscosity breaks down for confined fluids and exhibits singularities at points of zero strain rate.
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To address these critical problems a nonlocal linear constitutive equation has been proposed which includes small scale spatial and temporal correlations as well as the local spatial dependency. 4, 5 For Poiseuille flow Zhang et al. 4 have applied the constitutive equation to account for the effective nonlocal viscosity kernel. Their work did not include effects of spatial inhomogeneities in the fluid, and since the flow was steady they could safely disregard any temporal memory effects. The problem of spatial inhomogeneities has earlier been addressed by Bitsanis et al. 6 who proposed a local average density model ͑LADM͒ to account for the spatial dependency of the viscosity. This model has a tractable theoretical foundation, but two points should be made. ͑i͒ The volume over which the average is taken is not well defined and ͑ii͒ in calculating the local viscosity from the average density they applied the Enskog theory of hard spheres which is not applicable, in general. Khare et al. 7 have studied the viscoelasticity in high density polymeric films undergoing oscillatory shear. By fitting the results of the wall shear, obtained through nonequilibrium molecular dynamics ͑NEMD͒ simulations, to the macroscopic equations they were able to investigate the storage and loss moduli as a function of frequency. These viscoelastic effects were overall, or effective, quantities, and the authors did not consider the local variations in the film. The local variation has been extracted by Todd et al. 8 for Poiseuille flow of a simple atomic fluid using NEMD simulations and by obtaining an exact pressure tensor profile. In this work the local viscosity was briefly discussed, but since the noise-to-signal ratio was unsatisfactory there was not any detailed investigation. It should also be mentioned that Hansen and Ottesen 9 have performed NEMD simulations of an oscillatory flow, however, their focus was not to study the viscoelastic effects, and the simulations were moreover carried out in two dimensions where the transport coefficients are not well defined. 5, 9 While the local viscosity was briefly discussed by Todd et al. 8 for steady flows little attention has been paid to unsteady flows. The purpose of this paper is to address this shortfall. We are particularly interested in ͑i͒ providing a method to extract the real and imaginary parts of the complex viscosity in an unsteady flow starting from the consti-tutive equation and ͑ii͒ to use this method to obtain insight into the local transport properties of a simple fluid. In order to accomplish these two aims the paper is organized as follows. In the next section we will give an outline of the macroscopic theory of zero mean oscillatory flows as well as describe the method of extracting the local complex viscosity. Section III briefly explains the molecular dynamics simulations, and in Sec. IV we will present and discuss the obtained results. The last section is devoted to the conclusion and a few perspective remarks.
II. THEORY

A. The Navier-Stokes equation
Consider a fluid which is confined by two walls and acted upon by a spatially uniform temporally varying gravity-like force. The dynamics of the streaming velocity vector, u͑r , t͒ = ͑u x ͑r , t͒ , u y ͑r , t͒ , u z ͑r , t͒͒, at any point r in space can be expressed through the momentum continuity equation. Assume the y direction is the direction of confinement and that the external force acts in the x direction. If the force amplitude is sufficiently small, i.e., for relatively low Reynolds number, the vector components u y ͑r , t͒ and u z ͑r , t͒ can be neglected and the momentum continuity equation reads
where ͑y͒ is the local mass density and is assumed to be time independent, F e ͑t͒ is the external force per unit mass, and P xy ͑y , t͒ is the ͑x , y͒ pressure tensor element and is the negative of the stress. It is worth noting that the fluid is here driven by the homogeneous external field rather than a pressure gradient, and we refer to Ref. 8 for a discussion. In order to solve Eq. ͑1͒ we can apply Newton's law of viscosity, P xy ͑y,t͒ = − 0 ͑y͒␥ ͑y,t͒ = − 0 ͑y͒ ‫ץ‬u x ͑y,t͒ ‫ץ‬y , ͑2͒
and write the external force in complex form,
where 0 ͑y͒ is the zero frequency local shear viscosity, ␥ ͑y , t͒ is the strain rate, P is the force amplitude, and is the angular frequency of the external force. Substituting Eqs. ͑2͒ and ͑3͒ into Eq. ͑1͒ we obtain the corresponding Navier- 
where ⌳ = r / ␦ is the Stokes parameter, ␦ being the Stokes layer defined as ␦ = ͱ 2 0 / . The real part of Eq. ͑6͒ is the physical solution to Eq. ͑5͒ and is a satisfactory description for many simple fluids on a macroscopic scale. However, for more complex fluids and on a microscopic scale it does not suffice. This is because ͑i͒ the assumption of a homogeneous system is not valid for highly confined microfluids, ͑ii͒ Newton's law of viscosity breaks down for small length and time scales and nonlocal properties of the system are important, and ͑iii͒ many fluids show non-Newtonian properties such as shear thinning and thickening.
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B. Linear viscoelasticity
As stated in the Introduction, a general linear constitutive equation has been proposed in order to account for the problems mentioned above. For our geometry this is given as
͑y , y − yЈ , t − tЈ͒ is referred to as the viscosity kernel. It is important to note that this equation states that not only is the shear stress a function of the nonlocal viscosity but it also depends on the strain rate distribution of the system. As it stands, the integral equation is not very informative because explicit knowledge of the kernel is still not available. Furthermore, even if the pressure tensor is known, the kernel cannot readily be obtained from Eq. ͑7͒. For systems where the strain rate exhibits sufficiently small variations over a distance comparable to the intermolecular interactions the nonlocal effect can be neglected. Thus, if we only consider the local the strain rate in the system Eq. ͑7͒ can be written as
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and will be denoted the local viscosity. We use the subscript L to emphasize this. Now, for sufficiently small force amplitudes the strain rate is
where ␥ 0 ͑y͒ is the strain rate amplitude and ͑y͒ is the local phase shift. Inserting Eq. ͑9͒ into Eq. ͑8͒ we obtain ͑using the trigonometric addition rules a few times͒
͑10͒
L Ј͑y , ͒ and L Љ͑y , ͒ will be denoted the real and imaginary parts of the local complex viscosity, respectively, in accordance with the terminology used in polymer science. 11 They are given as
From this, it can be seen that the local viscosity, L ͑y , t − tЈ͒, is equivalent to a local relaxation modulus G͑y , t − tЈ͒, 11 i.e., the local complex viscosity is written as
We conjecture that the real part of the viscosity approaches the local shear viscosity as the frequency goes to zero, i.e., L Ј͑y , ͒ → 0 ͑y͒ as → 0. This is a natural extension of the spatially homogeneous situation. 11 If it is possible to obtain data for the pressure tensor, we can fit these to Eq. ͑10͒ and extrapolate to zero frequency thereby extracting the local shear viscosity. For nonzero frequency Eq. ͑10͒ enables us to study the local viscoelastic properties in a system directly. While this method provides valuable information regarding the spatial viscoelasticity, it does not apply in the case where the local strain rate is zero; here nonlocal properties of the system must be included. Moreover as it has been mentioned earlier, the method is only valid for sufficiently small variations in the strain rate. We will discuss the validity of the method in more detail later.
III. MOLECULAR DYNAMICS SIMULATIONS
The method of simulating an external force field acting on a confined fluid via NEMD is well developed by now, and we shall only briefly outline the method here and simply refer to Refs. 2, 8, and 12. The fluid particles and the wall atoms have the same mass m and are modeled as simple spherical particles which interact through the WeeksChandler-Andersen ͑WCA͒ potential. 13 The wall particles are initially arranged on a face-centered cubic lattice and kept around their initial ͑or equilibrium͒ positions through a restoring spring force, F͑r i ͑t͒͒ =−k͑r eq − r i ͑t͒͒. Here k = 100.0 is the spring constant, r i ͑t͒ = ͑x i ͑t͒ , y i ͑t͒ , z i ͑t͒͒ is the position of particle i at time t, and r eq is the equilibrium position. The units used here are the usual reduced units of length and energy traditionally applied in molecular simulations; 14 we shall omit writing these throughout the paper. The wall is composed of three layers of particles. Only one wall is needed since we apply periodic boundary conditions in all directions such that the single wall acts as a first and second wall, see, for example, Ref. 8. The spacing between the wall particles is ͑⌬x , ⌬y , ⌬z͒ = ͑1.2, 0.8, 1.2͒ which yields a wall number density of = 0.868. The fluid particles are subjected to an external homogeneous oscillatory force field in the x direction only, that is, the external force term is F e ͑t͒ = ͑P cos͑t͒ ,0,0͒. The equations of motion of the wall particles include a Nosé-Hoover thermostat, such that the viscous heat generated in the fluid is removed at the wallfluid boundary. 15, 16 The fluid particles' equations of motions are integrated forward in time using the leap-frog integration scheme. 14 The time step is set to 0.002 and the wall is kept at a temperature of 0.722. The average number density of the fluid is = 0.855. The width of the channel is defined as the distance between the first nonzero point and the last nonzero point in the density profile, which is defined below. Finally, the external force field amplitude is set to P = 0.1 except for = 3.0 where P = 1.5. We define the average momentum current in the x direction, J x ͑y , t͒, and the average density, ͑y , t͒, in a slab of thickness ⌬y = y n+1 − y n , where y is the slab midpoint, on a microscopic scale as
͑13͒
Here ␦ is the Dirac delta function, L x and L z are the lengths of the simulation box in the x and z directions, and v x,i ͑t͒ is the particle velocity in the x direction at time t. Notice that since we perform an average in the y direction, the y coordinate should be replaced with an index indicating the slab number. However, we prefer to use ͑y , t͒ and J x ͑y , t͒ to indicate the midpoint of the slab. In order to increase the signal-to-noise ratio, the external pressure period is divided into eight equally long time intervals with a time span ⌬t = t n+1 − t n , n = 1 , . . . , 8. Thus, the time averages in the interval ⌬t of ͑y , t͒ and J x ͑y , t͒ are given by
͑14͒
Once again, we prefer to treat the time dependence as continuous rather than using an index. The average streaming velocity is then obtained via 17 ū x ͑y,t͒ = J x ͑y,t͒ ͑y,t͒ . ͑15͒
The spatiotemporal pressure tensor P xy ͑y , t͒ is evaluated using the method of planes. 8 This method has proven very accurate in overcoming the truncation errors encountered in the Irving-Kirkwood method. 8, 18, 19 The instantaneous pressure tensor is written as a sum of a kinetic part P xy K and potential part P xy U , P xy ͑y,t͒ = P xy K ͑y,t͒ + P xy U ͑y,t͒
where A = L x ϫ L z is the area of the plane, p x,i ͑t͒ is the peculiar momentum of particle i in the x direction, and F x,i ͑t͒ is the x component of the force acting on fluid particle i including both fluid-fluid interactions and wall-fluid interactions. In the simulations the exact crossing time and the corresponding peculiar momentum are found by interpolating between time steps ͑see Ref. 8͒. The time average of Eq. ͑16͒ is found using the form given in Eq. ͑14͒. In practice the integral of the Dirac delta function is replaced with a Kronecker delta function which evaluates to 1 if particle i is located in the associated bin with dimensions L x ϫ 0.1ϫ L z . This then reduces to a simple histogram method. Moreover, because of the relatively large noise-tosignal ratio in the system the time average is taken as a sample average. The system is run for 50ϫ 10 3 time steps before data are sampled. This is well above the point where the overall momentum current exhibits a steady amplitude. To check further whether this initial time period is sufficiently long, one run with an equilibration time corresponding to 250ϫ 10 3 time steps was carried out. We did not find any measurable difference between the two sets of results.
IV. RESULTS AND DISCUSSION
In Figs. 1͑a͒ and 1͑b͒ we plot the eight average streaming velocity profiles for = 0.0628 and = 0.503. The figure also shows the best fit of the time average of Eq. ͑6͒ with slip, i.e., ͑u x ͑y,t͒ + u w ͒dt
where u w is the velocity at the wall. First, we observe that for low frequencies the fit is satisfactory, whereas for high frequencies there exists a discrepancy. For high frequencies the velocity profiles show the characteristic spatial oscillations, indicating that the viscous force is small compared with the inertia force. For low frequencies the viscous force will dominate and the profiles approach quadratic forms resembling a Poiseuille flow at a given time. 9, 10 Secondly, near the wall the velocity profiles feature a plateau, where the strain rate approaches zero. This is likely related to the fact that the fluid particles are arranged in a loose lattice structure due to the interactions with the structured wall. The momentum is transferred as in a solid, i.e., as a sliding crystal. The plateau can also be observed for steady Poiseuille flows and the specific characteristics depend on the microscopic details of the system, e.g., wall-fluid interactions and wall roughness. In 
͑18͒
Equation ͑18͒ evaluates to 0 = 2.63± 0.40. This value can be compared with the zero frequency shear viscosity obtained from separate equilibrium molecular dynamics ͑EMD͒ simulations. To this end the frequency dependent viscosity is defined via the Green-Kubo integral as
where V is the volume, T is the temperature, and k B is the Boltzmann constant. The zero frequency viscosity is simply given as 0 = lim →0 ͑͒ and evaluates to 0 = 2.53± 0.22 for = 0.855 and T = 0.722, indicating that the nonNewtonian effects are small. A few comments concerning the flow characteristics are appropriate here. For steady flow the slip length is commonly defined as the distance from the wall to where an extrapolated fit crosses u x ͑y͒ =0. 20 For oscillatory flows this definition cannot be adopted, in general, since the extrapolated fit may never cross zero at certain times. We will refrain from defining this length here. The Reynolds number for zero mean oscillatory flows is based on the Stokes layer 22 where u 0 is the maximum streaming velocity amplitude and is readily obtained from our data. For large Stokes parameter as well as large Reynolds number ͑Re ␦ Ͼ 500͒ turbulence can occur. 22 However, in our simulations the Reynolds number is in the range of 0.3-5.6, indicating that the viscous forces are dominating and that the system is well away from any instability. The average kinetic temperature 23 shows no noticeable oscillations or temperature increase during a pressure cycle for any of the simulated frequencies.
The density and the shear pressure profiles are depicted in Figs. 2 and 3 for = 0.0628, where = 0.855. It can be seen that the density profiles do not depend on the strain rate in the system and are similar to the corresponding equilibrium situation. This is also observed for steady flows with reasonable strain rates, see, for example, Refs. 2 and 6. The pressure tensor on the other hand exhibits a rather complex spatiotemporal dynamics as would be expected.
The strain rate profiles are found by numerical differentiation of the velocity profiles with respect to the spatial coordinate y. Even though the velocity profiles obtained in the simulations are very accurate, the numerical differentiation will inevitably be connected with relatively large noise. To overcome this problem, we apply a piecewise third order polynomial fit, or spline fit, to the strain rate data. 24 Near the wall the fit is carried out over /2 ͑five data points͒ and in the interior of the pore it is carried out over 1 ͑ten data points͒. Figure 4 shows a strain rate profile together with the spline fit. The maximum strain rate in the pore is around 0.3 which is the case when = 0.0628. It has been shown by Travis et al. 25 that this is in the shear thinning region in a WCA fluid undergoing steady shear. However, as it will be discussed later, we cannot observe this for zero mean oscillatory flow. Having the strain rate profiles, the strain rate amplitude ␥ 0 ͑y͒ and the phase shift ͑y͒ are found by fitting the data to the average of Eq. ͑9͒, ␥ ͑y,t͒ = ␥ 0 ͑y͒ ⌬t ͓sin͑t n+1 + ͑y͒͒ − sin͑t n + ͑y͔͒͒.
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As mentioned earlier, this equation is only valid in the linear regime. To investigate in detail whether the system is in this regime we perform a Fourier transform of the strain rate data at every point in the pore. In Fig. 5 the single sided amplitude is plotted at / 10 and 1 ͑superimposed figure͒ away from the wall for = 0.0628. At the wall-fluid boundary higher order frequencies are excited. The higher order modes decay very rapidly and can be neglected after only / 3 away from the wall. It is interesting to notice that the Fourier analysis predicts an amplitude of ␥ 0 ͑y͒ = 0.0355 at the boundary where the system is not in the linear regime, whereas the fit to Eq. ͑20͒ yields 0.0364; an error of just 2%. The real and imaginary parts of the viscosity are then found by fitting the stress data to the average of Eq. ͑10͒,
Note that since ␥ 0 ͑y͒ and ͑y͒ are found in Eq. ͑20͒ only L Ј͑y , ͒ and L Љ͑y , ͒ are used as fitting parameters. Figure 6 depicts L Ј͑y , ͒ near the wall-fluid interface for two different frequencies, namely, = 0.0628 and = 3.0. Firstly, it is observed that near the wall boundary, the real part of the viscosity exhibits large oscillations. This feature is likely linked to the relatively large density variations in this area. As the frequency increases the very dense region adjacent to the wall is characterized by a very strong frequency dependent viscosity, which is manifested in a dramatic drop in the real part of the complex viscosity. It might be surprising that a simple fluid exhibits such large local changes. Secondly, away from the wall L Ј͑y , ͒ converges to a single frequency dependent value. As suggested above, L Ј͑y , ͒ converges to the local zero frequency viscosity as and ␥ 0 approach zero. For = 0.0628 L Ј converges to 2.49± 0.05, a value which is equal to the shear viscosity found in the Green-Kubo integral within statistical uncertainty. The value of L Ј͑y , ͒ for the higher frequency in the interior of the channel is lower and is found to be 2.04± 0.22. This is in agreement with EMD simulations of the frequency dependent shear viscosity, Eq. ͑19͒, which is found to be ͑͒ = 2.18± 0.12 for = 3.0. Finally, it is interesting to note that the real part converges to a stationary value in the interior of the channel, so we conclude that no significant spatial shear thinning is taken place in this region.
In order to investigate the spatial viscoelastic behavior we plot the ratio between the imaginary part and real part of the local viscosity in Fig. 7 for three different frequencies. It can be seen that the frequency has a large impact on the viscoelastic properties as one would expect. It is also observed that the effects are more pronounced in the dense region close to the wall. For low frequencies the imaginary part is zero within the interior of the channel in agreement with Fig. 6 . This is not the case for large , where the system exhibits elastic effects throughout. In Fig. 8 we plot the ratio L Ј͑y , ͒ / 0 as a function of , where L Ј͑y , ͒ is the real part of the viscosity in the interior of the pore. We observe no significant elastic effects for frequencies lower than 0.5.
As mentioned in the Introduction, Bitsanis et al. 6 have introduced a local average density model to account for the local viscosity variation near the wall-fluid boundary. The local average density still exhibits oscillations, but the amplitude is much lower due to the averaging. This solves the problem of overestimating the viscosity when using the point densities shown in Fig. 2 . The average local density is defined as the average density inside a sphere with a given diameter. This diameter is defined in a rather heuristic man- ner, and the resulting average density is only slightly dependent on this choice provided it is reasonable. Bitsanis et al. have proposed one atomic diameter. Since the present system is embedded in a rectangular domain, it is appropriate to approximate the spherical volume to that of a cubic one. Furthermore, since we only have one nonisotropic direction, the expression for the local average density is particularly simple,
͑y͒dy. show that the discrepancy decreases with decreasing density. The LADM seems to break down for dense fluids and the origin of the discrepancy still needs to be studied in detail.
V. CONCLUSION
In this paper we have presented a method to extract the local linear viscoelastic behavior. We have argued that the real part of the local complex viscosity converges to the local shear viscosity as the frequency approaches zero. This method provides a way to study both the viscoelastic effects as well as the general transport properties of the fluid. We applied the method to a high density system where = 0.855. It was shown that the real part of the viscosity exhibits oscillations near the wall-fluid boundary, but converges to a steady value in the interior of the channel. This value corresponds to the frequency dependent viscosity in the limit of zero strain rate. For high frequencies the fluid near the wall-fluid boundary features high elasticity, which is manifested in a dramatic increase in the ratio between the imaginary part and real part of the viscosity. The viscosity data were compared to the local average density model proposed by Bitsanis et al. 6 The two methods showed a large discrepancy for high density fluids.
The method is only valid in the situation where the strain rate is nonzero and, of course, in the linear regime. Fourier analysis of the strain rate can readily detect whether the method is locally applicable. A natural extension of the method is to include the nonlocal viscosity kernel as well as the entire nonlocal strain rate distribution. This, however, is not trivial since there does not exist any satisfactory model for the kernel yet.
Here we have focused on simple spherical particles. The method can easily be extended to study the spatioviscoelastic effects of more complicated fluids such as polymer melts. Moreover, the method is not limited to zero mean oscillatory flows and can easily be extended to other flow types.
