Abstract
Introduction
Adsorption from liquids on solids is the basic phenomenon in various technologies and environmental phenomena and also in liquid chromatography. Adsorption is also important in many sensors (e.g., quartz crystal microbalance sensors) or with novel materials like molecularly imprinted polymers (MIP) [1] [2] [3] .
Understanding of adsorption phenomena requires molecular level information about the interaction between the adsorbent and the adsorptive. In some cases this information can be obtained directly, e.g., by using surface spectroscopies, atomic force microscopy, etc. In many other cases such direct information is not available. For example polymeric adsorbents are often crosslinked polymers. Their binding sites may have a different local structure from the rest of the polymer, but not sufficiently different to be distinguishable by solid state spectroscopies. Soils represent another type of solids with complex structure where the structure of binding sites may elude exact characterization.
A generic method to study such complex adsorbents is to investigate the adsorption quantitatively, i.e., to study the adsorbed quantity as a function of the equilibrium solution (or gas) concentration of the adsorptive. The observed empirical relationship between the adsorbed (q) and the solution concentrations (c) at a given temperature is the equilibrium isotherm. Isotherms may be studied and compared at different temperatures or with different adsorptives. If more than one compound is simultaneously adsorbed the isotherm is often called competitive isotherm, although simultaneous adsorption may also be synergistic [4] .
Measured isotherms consist of individual points. If a curve is fitted to these points it may be used for interpolation. However, the goal of fitting a mathematical function to the measured isotherm points may serve also the goal of discovering some details about the chemistry of binding. This is achieved by the fitting of mathematical functions which had been derived for some hypothetical binding chemistries. Many models and equations have been proposed to describe adsorption in various systems [5] [6] [7] [8] . Some popular isotherm equations are the Langmuir, the bi-Langmuir, the Freundlich and the Toth isotherms [9] , but many others are also routinely being tested. Sometimes such model equations are used merely as interpolation functions, but often the good fit to the experimental points is interpreted as a proof for the underlying model to be applicable to the investigated adsorption system. If this is done, one should check if alternative, feasible model equations do not give similarly good fit to the measured data.
It has often been observed, however, that one can fit different types of isotherm equations to the same experimental data with nearly equal success [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] . In such case one may try to improve the measurement precision so that a clear distinction be possible. But increasing the measurement precision is generally expensive in terms of time and equipment. Therefore it is of importance to be able to estimate the necessary minimum of precision which is enough for the safe distinction between the likely models.
The goal of this work is to find out what measurement precision is required to distinguish between the Freundlich isotherm and members of the Langmuir isotherm family, i.e., the Langmuir, bi-Langmuir, tri-Langmuir, etc. isotherms. It has indeed often been observed with imprinted polymers and with soils that the Freundlich isotherm gave a good fit to the measured isotherm data, but the fit with the bi-Langmuir or tri-Langmuir isotherm was similarly good.
It will be shown, that if the Freundlich isotherm gives good fit in the measured concentration range then it is very difficult to reject the bi-Langmuir or the tri-Langmuir model based solely on that single isotherm data series. Extending the investigated concentration range within reasonable limits (but still in the range of Freundlich behaviour) does not lead out from this problem. Note, however, that if experimental measurements are possible below or above the range of Freundlich type behaviour, one may get more information about the adsorption equilibrium.
The Freundlich isotherm and the Langmuir isotherms
The Freundlich isotherm equation is: 2), the tri-Langmuir isotherm consists of three additive terms.
Monte Carlo simulation
A simple numerical simulation example will show the fallacies of model fitting. It will be assumed that the true model is the Freundlich model and "experimental" data will be simulated by the Monte Carlo method. Then both the Freundlich and the bi-Langmuir model will be fitted to the "experimental" data. It will be found that the bi-Langmuir model fits these simulated data better than the Freundlich model.
For the simulation it was assumed that the "true" isotherm of a system is of the Freundlich type and the measurements are superimposed by random experimental errors. The Freundlich isotherm parameters were chosen to be a=1000 and m=0.8. The random errors of measurement were supposed to be normally distributed with 3% standard deviation. A Monte Carlo simulation has been carried out with these data to generate 20 simulated isotherm measurements in the concentration range 1 to 100 (in arbitrary concentration units). Seven "measurement" points were logarithmically evenly distributed in this range.
Subsequently the Freundlich isotherm (Eq. (1)) and the bi-Langmuir isotherm (Eq. (2)) were fitted to each of the 20 simulated, error loaded isotherms. In 13 of the 20 simulated experiments the bi-Langmuir equation gave better fit to the data (as evidenced by the lower sum of the squared relative deviations) than the case-by-case best fitting (not the "true") Freundlich equation.
This result shows that in a similar real experiment it would be more likely to find the bi-Langmuir model to be the true isotherm type, although in this case obviously the Freundlich model is the true one. Moreover, the scatter of the parameters of the best fitting bi-Langmuir curves in these simulated parallel experiments was very large. The relative standard deviation of the binding constants and of the site capacities were between 41% and 79%. In contrast to this, the relative standard deviation of the fitted Freundlich parameters was only 2% and 1% for a and m, respectively. This means that although the biLangmuir model gave in the majority of the cases the better fit to the simulated data, the bi-Langmuir parameters themselves were rather uncertain.
Comparison of the isotherm functions
The Monte Carlo simulation had shown for a particular parameter set of the Freundlich isotherm, that model fitting may lead to wrong conclusions about the adequate model describing an experiment. The question is if this observation is generally valid, i.e., if the true isotherm is the Freundlich isotherm, then the bi-Langmuir model will give similar or better fit to the measured data.
This question will be investigated here for a subset of all possible cases. The validity of the Freundlich model will be (2) (1) assumed with the Freundlich parameter a=1000 and for five values of the m parameter: 0.1, 0.3, 0.5, 0.7 and 0.9. The concentration range will be 1 to 1000 (in arbitrary concentration units). Random errors will not be simulated. The idea behind the method used is as follows. If the wrong model can give a good fit to the measured data (which have a moderate random error), than this is a sign that the wrong model is able to approach very closely the mathematical curve described by the good model. Thus the question will be how closely can the biLangmuir model be fitted to the error-free Freundlich curve.
The calculations made are simple. For each of the five Freundlich parameter set mentioned above, the q values were calculated at 31, logarithmically equidistant c values in the range 1 to 1000. Then the bi-Langmuir equation was fitted to each of the five point sets. Fitting was done by minimizing the squared maximum relative deviation of the two functions. The Solver function of Microsoft Excel was used with weights inversely proportional to the squared Freundlich q values. The results were also cross-checked with the Wolfram Mathematica software. The best fitting bi-Langmuir parameters were noted. Fig. 1 shows the deviations of the best fitting bi-Langmuir function curves from their corresponding Freundlich curves as a function of logc. One can see from this figure that the deviations change sign four times and in this way they resemble random deviations. The size of the maximum deviation depends on the Freundlich parameter m, and it goes from ca. 2% (for m=0.1 and m=0.9) to 7 % (for m=0.5). These results mean, that the bi-Langmuir model can indeed quite closely approach the Freundlich isotherm. In the literature one can find many papers where isotherms have been measured with 5-10 % standard deviation [24, 25] . With such precision it appears impossible to decide if isotherm data which can be fitted reasonably with the Freundlich equation are indeed Freundlich type or rather bi-Langmuir type. Further calculations like these have shown that if the concentration range is only two orders of magnitude wide (from 1 to 100), then the maximum deviation between the two models is ca. 2.5%. This maximum error is at m=0.5, while at other m values it is considerably less, similarly to Fig. 1 .
The tri-Langmuir model gives even better fits to the Freundlich model. Similar calculations to those shown here result in a maximum deviation of 1.1% at m=0.5, even in a three orders of magnitude wide concentration range (1 to 1000). The sign of the deviations changes six times, thus resembling random errors.
Conclusions
The Monte Carlo simulation and the comparison of isotherm model functions have shown that the bi-Langmuir or the triLangmuir model can very closely fit isotherm data obeying the Freundlich equation. (The discussion in this paper has been limited to the situation when the Freundlich isotherm is valid throughout the studied concentration range. In many instances this range can be substantially wider than three orders of magnitude.) Since today the highest precision achieved in isotherm measurement has about 1% standard deviation [19, 26] , it is virtually impossible to reject the bi-Langmuir or the tri-Langmuir model even if measurements are made in a concentration range two or three orders of magnitude wide, respectively. The precision of 1% is anyway difficult to achieve as it requires the use of HPLC columns packed with the adsorbent. Many adsorbents are unsuitable for HPLC, and therefore their isotherms are measured with less precision, so that isotherm distinction becomes more difficult.
The demonstration of the above results was limited here to the specific concentration ranges 1 to 100 and 1 to 1000. The Freundlich parameter a was limited to the single value of 1000. One can show, however, by purely mathematical means, that the results obtained in this paper remain exactly the same if the concentration range is shifted (but its width remains 2 or 3 orders of magnitude, respectively). Similarly the results are invariant to the value of the Freundlich parameter a.
As Fig. 1 shows the position of the largest deviations of the Langmuir functions from the Freundlich function is at welldefined parts of the measurement range. This may be utilized for designing the allocation of measurement points. The decisive power of the measurements may be improved somewhat by allocating more points in these regions.
While one can fit the bi-Langmuir or tri-Langmuir isotherm models very closely to Freundlich isotherm data, the reverse is not true, as one can see by simple counterexamples. (For example the simple Langmuir isotherm cannot be well fitted by the Freundlich model if the concentration range includes both the linear and the saturation part. Indeed in the linear part the Freundlich equation would well fit with m=1 and on the horizontal part with m=0, but these two mutually exclude each other.) This observation might be interpreted by the generally held view that with more parameters (4 in case of bi-Langmuir and 6 in tri-Langmuir) one can achieve better fits than with less parameters (2 for Freundlich). This view is, however, not generally true. A famous case in mathematics has been the difficult approximation of the square root function by polynomials. Note here that the Freundlich function is for m=0.5 the square root function. Further on, using more parameters for fitting may result in good fit but poor reproducibility of the fitted parameters in repeated experiments, as had been demonstrated here with the Monte Carlo method.
As noted earlier, the Freundlich isotherm has quite often been found to well describe experimental data. Sometimes this has been interpreted as a sign of a very heterogeneous binding site distribution (with respect to binding energies). Alternatively, the bi-or tri-Langmuir isotherm was fitted to the data and since these models gave also god fit (not surprisingly in view of the present paper), these latter models were accepted because they are more simply interpreted physically. Both approaches rely on the assumption that the adsorbent has 2, 3 or many Langmuir type binding sites. It is worth noting, however, that if the binding reaction is not of the type A + B = AB as assumed in the langmuirian models, but for example of the type A + B = C + D (like in ion exchange), then the adsorption isotherm equation is different from the Langmuir equation even if there exists only one type of site on/in the adsorbent. Under certain quite practical conditions one may obtain for such adsorption sites an isotherm equation which is of the Freundlich type [27] .
