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ABSTRACT 
We characterize certain pairs of square complex valued matrices which do not 
admit a complementary triangular form. 
1. INTRODUCTION 
Let A, I3 E M,(C) be a pair of n X n complex valued matrices. The pair 
(A, B) is said to admit a complementary triangular form if (A, B) is simulta- 
neously similar to a pair (E, F) where E is upper triangular and F is lower 
triangular. This problem is closely related to the problem of complete 
factorization of a rational function. See [2] and the references therein. 
Surprisingly, “most” of the pairs (A, B) admit a complementary triangular 
form. More precisely, (A, B) admit a complementary tridiagonal form if at 
least one of the two matrices is diagonable. See [2] for the references. Denote 
by W, c M,(C) X M,(C) the set of pairs which do not admit a complementary 
tridiagonal form. Let W,” c T be the subset of pairs of matrices which do 
not admit a complementary tridiagonal form such that each matrix of this pair 
has n - 1 pair-wise distinct eigenvalues. In this paper we characterize x0. 
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2. MAIN RESULT 
A pair (A, B) E M,(C) is said to admit a complementary semitriangular 
form if 
3X E CL,,(C), X-'AX = (et,);, x-‘BX = (Ai);, 
ekl=flk=O, k=2 ,..., n. (1) 
To characterize all pairs which admit a complementary semitriangular form 
we need the following trivial lemma: 
LEMMA 1. Let u, G E C”. Assume thut c7‘u = 1. Then there exists X E 
GL,(C) such that the first column of X is u and the first row of X-’ is cT. 
Proof. Let e = (1, 0, . . . , 0)“. Choose an invertible P so that Pu = e. Pick 
up an invertible upper triangular matrix with V with G?‘P-’ as its first row. 
Set X = P-‘V-‘. n 
LEMblA 2. Let A, B E M,,(C). Then A, B admit a complementary semitri- 
angular form iff the matrices A, B’ hate eigenvectors u, c respectively such 
that 07‘u # 0. 
Proof. Assume first that A, B satisfy the conditions of (1). Then Xe and 
(X-‘jTe are the eigenvectors of A and B’ respectively. Clearly, 
[(X-l)Te]rXe = 1. Assume now that A and B“ have eigenvectors u and o 
respectively such that uTv # 0. W.1.o.g. we may assume that vTu = 1. Choose 
an invertible X so that u is its first column and cT is the first row of X-l. 
Then the pair X ‘AX, X- ’ BX ‘s i in a complementary semitriangular form. n 
The following lemma is contained implicitly in the proof of [l, Theorem 
1.61. Consult also [2] for a different proof. 
LEMMA 3. Let A, B E M,,(C). If either A or B is diagonable, then A, B 
admits a complementary triangular form. 
Assume that (A, B) E “t;;. Then neither A nor B is diagonable. Let 
A,, c M,,(C) be the variety of all matrices which do not have n distinct 
eigenvalues. That is, A, is the zero set of the discriminant of the characteris- 
tic polynomial det(h I - A), A E M,(C). Thus, z C A ,I X A ,, Let A’:, C A ,I be 
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the set of all complex valued matrices which have n - 1 distinct eigenvalues 
and are not diagonable. We will show in the next section that A, \ A’:, is a 
proper subvariety of A,,. In particular, Closure(A’L) = A,. That is, “most” of 
the matrices in A ,, belong to A’;. Note that since each A E A’!, is not 
diagonable, it follows that to each eigenvalue A of A corresponds a unique 
eigenvector (up to a scalar multiple). Also, as A is diagonable iff AT is 
diagonable, we deduce that A’:, = (A’:,)‘. Furthermore, Zi” = % n (A X A). 
Our main result is: 
TIIEOREM. Let A, B E A’:,. Assume that u1 ,..., u,,_, and u1 ,..., u,,_, are 
the n - 1 linearly independent eigenuectors of A and BT respectively. Suppose 
furthermore that ul, 2;, ure the eigencectors corresponding to the multiple 
eigencalues. Then the pair (A, B) does not admit u complementary triungulur 
form iff the following condition hold: 
+; = 0, .’ u:tQ = 0, i=l ,...,n -1, j=.Z,...,n-1. (2) 
Proof. The proof is by induction on n. For n = 2 note that (A, B) admits 
a complementary triangular form iff it admits a complementary semitriangu- 
lar form. Hence (2) follows from Lemma 2. Assume that n > 2. Suppose first 
that (A, B) does not admit a complementary semitriangular form. According 
to Lemma 2 that is equivalent to the condition cirui = 0, i, j = 1,. . , n - 1. In 
particular (2) holds. Assume now that (A, B) admits a complementary semi- 
triangular form. That is, (1) holds. F’ t lrs note that (2) are invariant if we 
replace the pair (A, B) by the simultaneously similar pair (X-‘AX, XP ‘BX). 
Thus, w.1.o.g. we may assume that A = E, B = F where (E, F) satisfies (1). 
That is, e = (l,O, ,O)’ is an eigenvector of A and B“. Suppose first that 
(A,B) does not admit a complementary triagonal form. We then claim that e 
corresponds the simple eigenvalues of A and B’. Otherwise, either A, = 
(uij>z or B, = (17ii>l will have n - 1 distinct eigenvalues. That is, at least one 
of the two matrices A 1, B, is diagonable. According Lemma 3 (A 1, B,) admits 
a complementary triagonable form. Hence, (A, B) admits a complementary 
triangular form, contrary to our assumption. It then follows that (A,, B,) E 
y 0 ,,-,. Let ii ,,..., ii,l_2 and 5 ,,..., E,1_2 be the n -2 linearly independent 
eigenvectors corresponding to A, and BT respectively such that 6 Ir 6, are 
the eigenvectors corresponding to the multiple eigenvalues of A,, Br. The 
induction hypothesis implies that 
t$iii = +j, = 0, i=l ,...,n-2. (3) 
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Since e is an eigenvector of A and BT which corresponds to simple 
eigenvalues, we can let u n _ i = 0, _ i = e. Furthermore it is straightforward to 
show that 
u;= (a,,q), lJ:‘= (hi,i-B‘), i = l,...,n -2. 
We claim that eTUl = e’v, = 0. If not, we can use the proof of Lemma 2 as 
we did above to deduce (l), so that either (e,$ or (Jj)i is diagonable. 
Hence, (A, B) admits a complementary triangular form, which is impossible. 
Thus, a, = b, = 0, i = 1,. . ., n -2, and (2) follows from (3). 
Assume finally that A, B E A’:, and (2) holds. Suppose to the contrary that 
(A, B) admits a complementary triangular form. As we pointed out above, it 
is enough to assume that n > 2. Since (2) remains invariant under the 
simultaneous similarity, w.1.o.g. we may assume that A is upper triangular 
and B is lower triangular. According to (2>, w.1.o.g. we may assume that 
u,,-, = zj,l_, = e. It then follows that each of the matrices A,, B, defined 
above belongs to A!, _ i. The two conditions of (2)-uu:f‘c,, ~, = c;u,,_  = 0, 
i= l,..., n -S--imply that the first coordinate of ui, G,, i = 1,. . , n - 2, is 
equal to zero. Therefore (2) imply that the eigenvectors of A,, B:‘ satisfy (3). 
By the induction hypothesis (A,, B,) does not admit a complementary 
triangular form. This contradicts our assumption that A, is upper triangular 
and B, lower triangular. Hence, (A, B) does not admit a complementary 
triangular form. n 
3. REMARKS AND COMMENTS 
Recall that 
Y = {(A,B); (A,B) EM,,(C) x M,,(C), 
3 X E GL,(C), X- ‘AX upper triangular, X- ‘BX lower triangular.] 
(4) 
That is, y is a constructible set. Therefore, x is a union of quasi 
irreducible varieties. Recall that a quasi irreducible variety is an irreducible 
variety minus a finite number of its proper subvarieties. Equivalently, a quasi 
irreducible variety is a subset of an irreducible variety on which a prescribed 
number of polynomials are never zero. Consult for example [4] and the 
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references therein. A first trivial example of a quasi irreducible variety is 
GL,,(C). Indeed, it is the subset of all n X n complex valued matrices with 
nonzero determinant. The second (less trivial) example, which is left to the 
reader, is that A,,, the set of all n X n matrices with n - 1 pairwise distinct 
eigenvalues, is a quasi irreducible variety (of the irreducible variety Ah,,). We 
now would like to show that A’:, the set of all non diagonable matrices in A,,, 
is a quasi irreducible variety. To do that consider the n2 X n2 matrix 
A = I@A - AT@Z, where A E 6,. This matrix represents the following linear 
operator on M,(C): X * AX - XA. It then follows that A E A:, iff rank(A) = 
n2 - n. Moreover, for a diagonable A E 6, we have rank(A) = n” - n -2. 
See for example [3]. Th us, A,, \ A”, is a proper subvariety of A,,. 
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