Simultaneous estimation of multiple parameters is required in many practical applications. A lower bound on the variance of simultaneous estimation is given by the quantum Fisher information matrix. This lower bound is, however, not necessarily achievable. There exists a necessary and sufficient condition for its achievability. It is unknown how many parameters can be estimated while satisfying this condition. In this paper, we analyse an upper bound on the number of such parameters through linear-algebraic techniques. This upper bound depends on the algebraic structure of the quantum system used as a probe. We explicitly calculate this bound for two quantum systems: single qubit and two-qubit X-states.
I. INTRODUCTION
Estimation of physical parameters appears in various fields of science and technology. To increase the precision of estimation, we can utilize quantum properties: coherence, entanglement, squeezing, and so on [1] [2] [3] . Typical examples of their applications are quantum sensing [4] , quantum imaging [5, 6] and gravitational wave detection [7, 8] . On the other hand, quantum systems have inherent uncertainty [9] [10] [11] . This implies that quantum properties may impose intrinsic bounds on the precision of parameter estimation. Thus, it is important to investigate negative and positive effects of quantum properties on the parameter estimation. In particular, simultaneous estimation of multiple parameters has recently started to attract attention; such estimation is required in many practical applications [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] .
A quantum estimation process can be decomposed into the following four steps:
(1) preparation of an initial quantum state,
(2) encoding parameters into the quantum state,
(3) obtaining a classical probability distribution through a POVM, and (4) classical estimation from the obtained probability distribution.
In the fourth step, the (classical) Cramér-Rao bound gives a lower bound on the variance of the parameter estimation [22] . By changing the POVM to another one, we obtain another value of the lower bound. All of these values are bounded from below by the ultimate lower bound called the quantum Cramér-Rao bound [23, 24] . The quantum Cramér-Rao bound is determined by the quantum Fisher information (matrix). This quantity takes a real value for single parameter estimation, while this becomes a matrix for multiple parameter estimation. For the single parameter estimation, the reciprocal of the quantum Fisher information gives the quantum Cramér-Rao bound. There are many studies on the single parameter estimation and the quantum Fisher information [25] [26] [27] [28] [29] [30] [31] [32] [33] . In particular, it has been shown that the quantum Cramér-Rao bound is achievable by an appropriate POVM for the single parameter estimation [34] . For the multiple parameter estimation, one can define the quantum Fisher information matrix (QFIM) in a similar way to the single parameter estimation. Unlike for the single parameter estimation, the QFIM is a matrix. We can calculate the quantum Cramér-Rao bound for the multiple parameter estimation from this QFIM. This bound in the multiple parameter estimation, however, is not necessarily tight; sometimes, we cannot achieve this bound by any POVM. Roughly speaking, this results from noncommutativity of the POVMs appropriate for the individual parameters. The necessary and sufficient condition of this achievability has been revealed [18, 35] .
For this necessary and sufficient condition, one question arises: when we prepare a finite dimensional quantum system, how many parameters can satisfy this condition at most? This number will provide a criterion for the construction of estimation processes. Reference [18] evaluates this number in specific cases. In this paper, we consider the multiple parameter estimation and derive an upper bound on the number of such parameters. This upper bound is obtained by a simple linear-algebraic calculation. We obtain a restriction on quantum-state estimation as a corollary of this result. Although this upper bound has a complicated form in general, we can provide its explicit forms for some quantum systems. In the latter part of this paper, we explicitly calculate this upper bound for two examples: single-qubit states and two-qubit X-states. These states appear in many applications of quantum information theory [4, 29, [36] [37] [38] [39] . This paper is organised as follows. In Sec. II, we briefly introduce the quantum Fisher information and the necessary and sufficient condition for its achievability. Section III provides the main result of this paper. We show that there exists an upper bound on the number of parameters satisfying the necessary and sufficient condition. In Sec. IV, this upper bound is explicitly calculated for the two examples mentioned above. Section V is devoted to the summary and discussion.
II. BRIEF REVIEW OF QUANTUM FISHER INFORMATION MATRIX

A. Single parameter estimation
In this section, we briefly review the quantum parameter estimation. Consider a simple case where we have only one parameter to estimate. Let us refer to this parameter as x.
We have a density matrix ρ x that is a function of this parameter. To estimate the true value of x, we perform a POVM {Π α } on this density matrix ρ x . After this measurement, we obtain a classical probability distribution p α (x) := Tr(Π α ρ x ) on the outcomes α. Let us define an unbiased estimatorx α of x. An unbiased estimator is a function on α satisfying the following condition:
x
We adopt an unbiased estimator and identify the outcome of this estimator with the true value of x. More strictly, we should perform n times independent and identical measurements on n copies of the density matrix. Then we obtain the n outcomes of the estimator {x α i } i=1∼n . The average of these values 1 n ix α i is identified with the value of x. When we adopt an unbiased estimator, an important criterion is how likely the outcome of the estimatorx α is to be the true value x. This likelihood is given by the variance of the estimator,
Our task is to find an estimator that has the smallest variance. There exists a lower bound on their variance. For any unbiased estimator, its variance is bounded below by
where F C (x, {Π α }) is called the classical Fisher information (CFI). This lower bound is called the (classical) Cramér-Rao bound. We can achieve this bound by taking an appropriate unbiased estimator. By changing the POVM to another one, we obtain another lower bound on the variance of the unbiased estimators. There is an ultimate bound for all the classical Cramér-Rao bounds, which is called the quantum Cramér-Rao bound. We have an inequality for any POVM,
where F Q is called the quantum Fisher information (QFI). The QFI is defined as
where L x is the symmetric logarithmic derivative (SLD),
We can achieve this ultimate bound by taking an appropriate POVM [34] .
B. Multiple parameter estimation
We consider simultaneous estimation of multiple parameters. x = (x 1 , x 2 , · · · , x m ) denote the parameters to be estimated. In the simultaneous estimation of multiple parameters, the CFI and QFI become matrices. These matrices are called the classical Fisher information matrix (CFIM) and the quantum Fisher information matrix (QFIM). The CFIM F C is a positive-semidefinite matrix whose (i, j) component is given as
Here p α (x) is defined in the same way as the single parameter estimation. The classical Cramér-Rao bound for the simultaneous estimation is
wherex i is an unbiased estimator corresponding to the i-th parameter. In Eq. (8), the matrix inequality is defined as follows:
The QFIM is a positive-semidefinite matrix defined as
where L i are the SLD for the i-th parameter:
Here ∂ i denotes ∂ ∂x i . We have the quantum Cramér-Rao bound,
for any POVM. Notice that, when the QFIM F Q (x) does not have the inverse matrix, we cannot define the quantum Cramér-Rao bound. This happens when the parameters are not independent of each other. To explain the independence of parameters, let us discuss a simple example. Consider two parameters denoted by (x 1 , x 2 ). When the density matrix contains these parameters only as a function f (x 1 , x 2 ), we can estimate only the value of f (x 1 , x 2 ), not the values of x 1 and x 2 separately. One can check easily that the QFIM is not invertible in this case. When such dependence happens, we can change the original parameters to other independent parameters. The number of these independent parameters will be less than that of the original parameters in general.
An important fact is that the quantum Cramér-Rao bound is not necessarily achievable. This results from non-commutativity between the POVMs that achieve the quantum Cramér-Rao bound for the individual parameters. A necessary and sufficient condition for this achievability was found:
which is called commutation condition. This condition was first obtained for pure states in Ref. [35] . It has been proved in Refs. [18, 21, 40 ] that this condition is valid also for mixed states. Let us call the parameters satisfying Eq. (13) 'compatible parameters'. This compatibility is the main topic of this paper. In the next section, we discuss how many parameters can be compatible at most.
III. THE NUMBER OF INDEPENDENT AND COMPATIBLE PARAMETERS
A. Definitions
First, we introduce some definitions used throughout this paper. The parameters to be estimated are denoted by x = (x 1 , x 2 , · · · , x m ); m is the number of the parameters. Let us consider an N -level system. We encode the information of x into this N -level system. The density matrix after the encoding is denoted by ρ x . In general, ρ x can be written as
Here {T a } 1≤a≤N 2 −1 are generators of the fundamental representation of su(N ) and I N is the N × N unit matrix. Since the SLDs are also Hermitian matrices, we can express L i in a similar way to the density matrix:
The SLDs have the freedom of α (i) 0 unlike the density matrix because they are not normalized in general.
When the density matrix has a special form, the expression of the SLDs become simpler accordingly. To explain this, let us notice that u(N ) := I N ⊕ su(N ) forms an algebra under the following operations:
where the products ST and T S are defined by the ordinary matrix product. We refer to this structure as the Jordan-Lie structure and the algebras satisfying this structure as the Jordan-Lie algebras. ρ x and L i 's can be regarded as elements of u(N ). Furthermore, we define a Jordan-Lie subalgebraḡ ⊂ u(N ) in the same way as u(N ), i.e.,
We will meet a Jordan-Lie subalgebra of u(N ) in Sec. IV. Notice thatḡ always contains the unit matrix I N as a generator. To show this, suppose thatḡ contains only su(N ) elements, that is,ḡ ⊂ su(N ). In this case, any non-zero element ofḡ has the following property:
Thus, {S, S} ∈ḡ has non-zero trace. Since any element of su(N ) is traceless, this result contradicts the first assumption thatḡ contains only su(N ) elements. Therefore,ḡ must contain I N as a generator. By fixing one generator inḡ to I N , we can define the subset g such thatḡ = I N ⊕ g. One can easily check that any element of g is a Hermitian and traceless matrix. This fact and the second line of Eq. (17) imply that g is a Lie subalgebra of su(N ). Consider a case where the density matrix is expressed in terms of the generators ofḡ:
where {S a } 1≤a≤g are the generators of g and g is the dimension of g. In this case, we can also express L i in terms of the generators ofḡ as
The proof of this fact is given in Appendix A. We can reproduce Eqs. (14) and (15) by taking u(N ) asḡ in Eqs. (19) and (20) . In other words, Eqs. (19) and (20) hold for any Jordan-Lie algebraḡ ⊆ u(N ). Hereinafter,ḡ represents not only a proper subalgebra of u(N ) but also u(N ) itself.
B. Goal and strategy
Here we will present our goal and the strategy of this paper. Our goal is to obtain an upper bound on the number of compatible parameters, which achieve the quantum Cramér-Rao bound. The compatibility of parameters is given by the commutation condition Tr(ρ x [L i , L j ]) = 0. Moreover, we must impose the condition that the QFIM is invertible; otherwise, we cannot estimate all of the parameters independently.
The invertibility of the QFIM is equivalent to the linear independence of L ρ i 's, that is,
as shown in Appendix B. Thus, the independence of parameters is translated to the linear independence of L ρ i 's. The right-hand side of Eq. (21) is also a sufficient condition for the linear independence of L i 's, but not a necessary condition. Provided that the density matrix ρ x is a full-rank matrix, these conditions are equivalent. To summarize, our task is to find an upper bound on the number of parameters satisfying the following conditions: . We refer to the number of independent and compatible parameters as x.
The definition (11) determines L i as a function of β and ∂ i β. In principle, by combining the functional forms of L i and the two conditions (a) and (b), we can evaluate an upper bound on the number of compatible parameters. However, it is generally difficult to obtain the upper bound through this way. To avoid this difficulty, we adopt another strategy to obtain another upper bound on the number of compatible parameters.
A key idea is to treat L i 's as variables independent of the definition (11) . We use only the Hermitianity of L i 's, i.e., the formal expression (20) . Then we impose the following three conditions: Consider the space spanned by β(x). When the parameters x run over all the possible values, the functions β(x) sweep a subspace in the g-dimensional real vector space. This subspace is referred to as 'encode space' B( β(x)). We require that the conditions (a'), (b') and (c') hold at any point in B( β(x)). In this paper, we assume that we can completely control our encoding process, that is, B( β(x)) is fully controllable. Moreover, we do not consider any restriction on β(x), although β(x) actually has some restrictions so that ρ x represents a physical state.
Our strategy is to evaluate the following two bounds separately: the maximal number of L i 's satisfying (a') and (b'), and that of L ρ i 's satisfying (c'). We refer to the former as L and the latter as L. In general, L and L can vary pointwise. However, we assume that these are constant on B( β(x)) for simplicity. The relaxation of this assumption is discussed later. When L and L are constant on B( β(x)), they are denoted by L(B) and L(B). x is bounded from above as
We can maximize x by choosing an appropriate encode space. The ultimate bound is given as
Thus, we obtain an upper bound on the number of compatible and independent parameters. This bound may not be tight, but it is still an upper bound.
We should mention that we can easily relax the assumption that L and L are constant on B( β(x)). We can decompose B( β(x)) into several regions where L and L are constant and evaluate the upper bound for each region. By combining these bounds, we obtain the upper bound in the whole space B( β(x)).
C. Linear-algebraic bound on the number of L i
Here we focus on the conditions (a') and (b'), which are imposed on L i 's. Our goal is to find how many L i 's can exist while satisfying these conditions. Without loss of generality, we can assume that the generators S a are orthonormal:
Let us show that α (i) 0 in L i is determined as a linear function of α (i) by using this condition. We take trace of both the sides of Eq. (11). The left-hand side gives
while the right-hand side results in
where we use Eqs. (19) and (20) . This implies that α (i) 0 can be written as the following form:
Thus, α (i) 0 is a linear function of α (i) . This means that L i is fully determined by α (i) . In particular, the linear independence of L i 's is equivalent to that of α (i) 's. Our original problem can be interpreted in terms of the vectors α (i) 's as follows: 'how many linearly independent vectors α (i) 's can satisfy Tr(ρ[L i , L j ]) = 0 at most?'
Let us rewrite the commutation condition as
where we use Eq. (24) and introduce the commutation relation,
By defining the antisymmetric g × g matrix (X β ) ab = g c=1 f abc β c , we rewrite Eq. (28) as
At each point in B( β(x)), the matrix rank of X β determines the maximal number of linearly independent α (i) 's satisfying Eq. (30) ; this maximal number is equivalent to L. We obtain the maximal number L at each point as
The proof of this equality is given in Appendix C. As mentioned previously, we choose an encode space where L is constant. This leads to the stratification of the vector space of β by rank(X β ). We will explain this stratification in the next subsection. Under the condition that rank(X β ) is constant on B( β(x)), we obtain the equality,
Here rank(X B ) denotes rank(X β ) on B( β(x)).
We can see that this upper bound is a decreasing function with respect to rank(X B ). This suggests that we should take as small rank(X B ) as possible. A trivial solution satisfying this requirement is β(x) = 0 for any value of x; then we have rank(X B ) = 0. This solution, however, makes it impossible to estimate any parameter. Such irrelevant solutions appear because we do not consider the condition (c') here. In the next subsection, we will provide the relation between the condition (c') and rank(X B ).
D. rank(X B ) and dimension of encode space
Here we investigate the relation between rank(X B ) and the dimension of the encode space B( β(x)). We define the dimension of the encode space by regarding this space as a manifold. This leads us to the maximal number of linearly independent L ρ i 's. To show this, let us recall the definition of the SLDs,
Notice that the dimension of the encode space bounds the number of independent partial derivatives from above. According to Eq. (33), this is equal to the number of linearly independent L ρ i 's. Let us consider the g-dimensional real vector space spanned by β = (β 1 , β 2 , · · · , β g ) and the formal sum X := g c=1 f abc β c . X is defined throughout the g-dimensional space, while X β is defined only in B( β(x) ). The vector space of β is stratified by rank( X). First, notice that rank( X) corresponds to the number of non-zero eigenvalues of X because X is a normal matrix. The characteristic equation P ( X, λ) := det(λI g − X) = 0 is given as λ g + J g−2 ( β)λ g−2 + · · · + J 2 ( β)λ 2 + J 0 ( β) = 0 (even g),
where g is the dimension of g. rank( X) is determined by the factorized form λ k f (λ) of P ( X, λ) since the eigenvalues of X are defined as the solutions of P ( X, λ) = 0. We pick up J k 's that are not identically zero and arrange them in order of decreasing k, that is, {J k 1 , J k 2 , · · · , J kn } where k 1 > k 2 > · · · > k n . The subspaces B k 's are defined with respect to the number of non-zero eigenvalues as follows:
The dimension of each subspace is defined by regarding the subspace as a manifold (strictly speaking, these may be algebraic varieties). In these subspaces, B 0 is a special one: we can easily find that rank( X) = 0 only on this subspace without considering the detail of ρ x . We embed the encode space into one of these subspaces to make rank(X B ) constant on the encode space. When B( β(x)) is embedded into B k , we obtain the maximal number of L i ,
Let us refer to X B⊂B k as X k . By combining this result and Eq. (31), we find the following upper bound on x:
This inequality is the main result of this paper.
The above result provides a restriction on quantum-state estimation. To show this, let us notice that the quantum-state estimation is nothing but the simultaneous estimation of some of the coefficients β. When we estimate all the coefficients β while achieving the quantum Cramér-Rao bound, x is required to be equal to g. Equation (37) shows that this condition is satisfied only if B 0 is a g-dimensional manifold, i.e., g is a commutative Lie algebra.
IV. TWO EXAMPLES
A. Single-qubit case
Consider a case where we encode the parameters into a single qubit. In this case, the density matrix is given as
where n := (n 1 , n 2 , n 3 ) is a 3-dimensional real vector with | n| ≤ 1. Accordingly, σ = (σ 1 , σ 2 , σ 3 ) are the Pauli matrices defined by
The Pauli matrices satisfy the commutation relation,
where abc (a, b, c = 1 ∼ 3) is the Levi-Cibita symbol. The explicit form of X( n) := a n a abc is given as
Hence, the characteristic equation P ( X, λ) = 0 is
This characteristic equation decomposes the space of n into the two subspaces:
Obviously, B 0 is nothing but the origin, which is a zero-dimensional manifold. We cannot utilize this subspace even for the single parameter estimation. On the other hand, B 1 is a three-dimensional manifold, which means L(B 1 ) = 3. However, L(B 1 ) is given as follows:
Thus, we obtain the upper bound on the number of independent and compatible parameters,
x ≤ min( L(B 1 ), L(B 1 )) = min(2, 3) = 2.
Reference [17] reveals that this upper bound is achievable.
B. Two-qubit X-states
Consider a density matrix of a two-qubit system and the Jordan-Lie subalgebra of u(4) spanned by the following bases: S 1 := I 2 ⊗σ z , S 2 := σ z ⊗I 2 , S 3 := σ z ⊗σ z , S 4 := σ x ⊗σ x , S 5 := σ x ⊗σ y , S 6 := σ y ⊗σ x , S 7 := σ y ⊗σ y , and I 4 . Let us refer to this seven-dimensional subalgebra asḡ. As mentioned previously, we can define g through the relationḡ = I 4 ⊕ g. One can easily check that {S i } 1≤i≤7 are the orthonormal generators of g. Any element T ∈ḡ can be written in the following matrix form:
where a, b, c, d ∈ R. Hence, we call a density matrix belonging toḡ 'X-state' [38, 39] . By straightforward calculation, one obtain the characteristic equation of the formal sum X :
Here J 5 ( β) and J 3 ( β) are given as
These coefficients decompose the space of β = (β 1 , β 2 , · · · , β 7 ) into the following parts:
First, let us consider B 0 . Since rank(X 0 ) = 0 in this subspace, we obtain L(B 0 ) = 7. However, B 0 is the one-dimensional line along β 3 -axis, which implies L(B 0 ) = 1. Hence, the number of the independent and compatible parameters is bounded as x ≤ 1 on B 0 . Next, let us focus on B 1 . B 1 is the disjoint union of the following four-dimensional hyperplanes:
We obtain L(B 1 ) = 6 from Eq. (31), while the dimension of this subspace gives a stronger bound L(B 1 ) = 4. Thus, we obtain the bound x ≤ 4 on B 1 . B 2 is the rest of the seven-dimensional vector space; therefore, this subspace is a seven-dimensional space. By similar calculation, we obtain x ≤ 5 on this subspace. Hence, we find that B 2 is the most appropriate choice for the encode space. By embedding the encode space into B 2 , we obtain the upper bound, x ≤ 5.
V. SUMMARY AND DISCUSSION
In this paper, we have investigated the upper bound on the number of independent and compatible parameters. The necessary and sufficient conditions for the compatibility and independence can be summarised as the conditions (a) and (b). Instead of these conditions, we adopted the following three conditions: (a') L i 's satisfy Tr(ρ x [L i , L j ]) = 0, (b') L i 's are linearly independent, and (c') L ρ i 's are linearly independent, which are necessary conditions of the original conditions. We have obtained the upper bound on the number of parameters satisfying these three conditions. Accordingly, the following corollary was proved: the quantum Cramér-Rao bound for the full quantum-state estimation can be saturated only when g is a commutative Lie algebra. Furthermore, we have explicitly evaluated this bound for the single-qubit states and the two-qubit X-states.
As mentioned previously, the bound obtained in this paper is not necessarily tight. To evaluate a tighter bound, we need to discuss the geometrical structure of the encode space. This is an important problem from the viewpoint of quantum information geometry. for any two matrices A and B. The first term in Eq. (A3) is an elements inḡ because this consists of two Jordan products. The second term can be rewritten as [e −ρt , ∂ i ρ], e −ρt ] = − −i −i[e −ρt , ∂ i ρ] , e −ρt ,
which consists of two Lie products. Thus, we conclude that L i 's are elements ofḡ and can be expressed as Eq. (20) .
Appendix B: Proof of Eq. (21) Here we show that the invertibility of the QFIM is equivalent to the linear independence of L ρ i 's. To prove this, we take the contraposition of Eq. (21):
First, we prove =⇒. The right-hand side can be rewritten as
= Tr(ρL 2 ) = Tr(| √ ρL| 2 ) = 0,
where L := i c i L i . The last equality implies that √ ρL = ( √ ρL) † = L √ ρ = 0. Then, we find the following equality:
This is nothing but the left-hand side of Eq. (B1). Next, let us reveal ⇐=. Notice that (F Q ) ij can be written as
Therefore, we prove,
Hence, Eq. (B1) and its contraposition, Eq. (21), are proved.
