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ABSTRACT 
Y. C. Wong and K. P. Mok have introduced the notion of normal sets of n-planes 
in Iw’“. We show that every maximal set defined by a subspace of nonsingular n X n 
matrices is indeed a maximal isoclinic set. We also resolve a conjecture of Wong-Mok 
that every maximal subspace of scalar multiples of orthogonal n X n matrices is also 
maximal as a subspace of nonsingular matrices. 
1. INTRODUCTION 
This paper resolves a conjecture and answers a question of Wong and 
Mok [S] on isoclinic planes and strongly linearly independent matrices. We 
recall some basic definitions. Consider R2” with the usual inner product 
( , >. Two n-planes A and B are said to be normally related if A n B = A 
II B’ = {O}. The relation of two n-planes in R2” being normally related is 
symmetric, but not reflexive or transitive. By a normal set is meant a set CD of 
n-planes in lR2” in which every two distinct n-planes are either orthogonal or 
normally related. 
LEMMA 1. Let @ be a normal set of n-planes in Iw2”, maximal in the 
sense of inclusion. For every n-plane A E @, the orthogonal complement Ai 
is also in a. 
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Prooj. Let A be an n-plane in the normal set @. For every B E @ not 
equal to A, A’ , the pair A, B are normally related. Then so are A’ , B 
(indeed, so also are the pairs A, lEb’ and A’ , B L 18, p. 321). It follows that 
AL is orthogonal to or normally related to every n-plane in a,. Since @ is 
maximal, A’ E Q also. n 
Throughout this paper, we shall coordinatize vectors in (w’” in the form 
(r, y), X, y E [w”, and denote by 0 the n-plane {(x, 0) E [w2” : x E IF!“}. 
Every n-plane A normally related to 0 has an equation of the form y = XA 
for a unique nonsingular matrix A of order n, in the sense that 
A = {(x, y) E R2" : y = xA, x E IW]. 
LEMMA 2. [8, Lemma 3.41. Let A: y = xA be an n-plane normally 
related to 0. The orthogonal complement A’ has equation y = -x( At)- ‘, 
LEMMA 3. [8, Theorem 3.1(c)]. The n-planes A : y = xA and B : y = xB 
are normally related if and only if the matrices A - B and I, + ABt are both 
nonsingular. 
2. SUBSPACES OF SIMILARITY MATRICES 
Let M, denote the real vector space of n X n matrices over I!% There is 
an inner product ( , ) on M, that turns it into a euclidean space: 
(A, B) = $Tr(AB’) = &Tr(AB’+ BAt). (1) 
We shall call A E M, a similarity matrix if AAt is a scalar matrix: 
AAt = (A, A)I,. In other words, a similarity matrix is a scalar multiple of an 
orthogonal matrix, and its rows are mutually orthogonal vectors of the same 
length. Let V be a linear subspace of M,. We shall call V a subspace of 
similarity matrices if each matrix in V is a similarity matrix. 
PROPOSITION 4. Let V be a subspace of similarity matrices in M,. lf 
A,, A, E V satisfy ( A,, A2) = 0, then A, Ai + A, Ai = 0. 
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Proof. Without loss of generality, we may assume, for i = 1,2, 
1 = (Ai, Ai) = t T~(A,A;), 
so that Ai Af = Z,. For arbitrary X, y E IF& 
(xA, + yA,)( xA, + YA,)~ = (x” + y”)Z,, + xy( A,At, + A,At,). (2) 
On the other hand, xA, + yA, E V being a similarity matrix, and ( A,, A,) 
= 0, we have 
(d, + yA,)( xA, + yA$ = ( xA, + yA,, xA, + yA,)Z,, = (x2 + y’)Z,. 
(3) 
Comparison of (2) and (3) yields A, Ai + A, Al = 0. n 
COROLLARY 5. Let V be a subspace of similarity matrices in M,, of 
dimension r. An orthonormal basis of V consists of orthogonal matrices 
A,, A,, . . . , A, satisfying 
A,Af = I,,, AiA; + AjAf = 0, i,j = 1,2 ,...,r, i fj. (4) 
Zf, in particular, V contains the identity matrix Z,, , then it has an orthonormal 
basis I, B,, . . , B,_ 1 satisfying 
BI = -Bi, Bf = -I,, BiBj + BjB, = 0, i,j = I,2 ,..., r - 1, i +j. 
(5) 
Subspaces of similarity matrices in M, are equivalent to sets of mutually 
isoclinic n-planes in R’“, introduced in Wong’s memoir [7]. See also [3-61. 
Two n-planes A, B in R2” are said to be isoclinic if the angle between a 
nonzero vector in A and its orthogonal projection in B is constant. The 
relation of two n-planes being isoclinic is reflexive and symmetric, but not 
transitive. In this paper, as in [S], by an isoclinic set is meant a set of mutually 
isocline n-planes in R2”. 
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THEOREM 6. (Wang [7]). 
(i) Zf A # 0’ is isoclinic with 0, then it has an equation of the form 
y = XA for a unique similarity matrix A. 
(ii) Zf + is an isoclinic set containing CD, then for every pair of n-planes 
A:y=xAandD:y=xBin@, 
ABt + BA’ = 2n(A, B)Z,. 
(iii) Let V be a subspace of similarity matrices in M,. Then 
@ = {@+} U {A: y = xA, A E V} (6) 
is an isoclinic set in IQ’“. 
(iv> Every isoclinic set @ maximal in the sense of inclusion arises from a 
subspace of similarity matrices as in (iii) above. 
(v) For a given n = 24a+b (2c + l), 0 < b < 3, the largest possible di- 
mension of a subspace of similarity matrices in M, is the Hun&z-Radon 
number 
p(n) = 8a + 2b. (7) 
3. SUBSPACES OF NONSINGULAR MATRICES 
Let V be a linear subspace of M,. We shall say that V is a subspace of 
nonsingular matrices if every nonzero matrix in V is nonsingular. A set of 
strongly linearly independent matrices of order n, defined in [8, Section 71, is 
a basis of a linear subspace of nonsingular matrices in M,. Theorem 8 below 
is a partial solution of Problem 1 at the end of [8]: to determine, for each 
n > 2 and to within isometries, all the maximal normal sets in [w2”. 
LEMMA 7. Let @ be a (maximal) isoclinic (respectively, normal) set of 
n-planes in [w’“. For any isomety (T R2” R2”, the of 
V be a 
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defining via (6) a maximal normal set Cp of n-planes in R’“. Then V is a 
subspace of similarity matrices defining a maximal isoclinic set in R2”. 
Proof. Let A be a nonzero, hence nonsingular, matrix in V, defining an 
n-plane A: y = xA in a. Consider a singular value decomposition of A: 
A = BtDC, (8) 
in which B and C are orthogonal matrices and D a diagonal matrix with 
positive entries. (In fact, the entries of D are the positive square roots of the 
eigenvalues of the symmetric matrix AAt, with the rows of B forming an 
orthonormal basis of eigenvectors, and C obtained by normalizing the rows of 
BA.) The isometry u : R2” --j R2” defined by (+(x, y) = (xBf, yC”) carries 
the maximal normal set Cp into another maximal normal set Q’“, also 
containing 0, defined by the subspace V” = { BXC’ : X E V 1 of nonsingular 
matrices. In particular, the isometry cr carries the n-plane A: y = xA of Q, 
into the n-plane D : y = xD in au. Now, @” being a maximal normal set, it 
contains, by Lemma 1, the orthogonal complement ID ’ , which, according to 
Lemma 2, has equation y = -x( Dt)-’ = -xD- ‘. Consequently, D- ’ E 
V”. Since D, D-’ E V”, the nonzero linear combinations of D and D-’ 
must also be in V”, hence nonsingular. This is possible (if and) only if D is a 
scalar matrix, i.e. D = kl, for some k > 0. It follows from (8) that A is a 
similarity matrix. This shows that V is indeed a subspace of similarity 
matrices, and defines an isoclinic set of n-planes in R2”. The maximality of 
this isoclinic set is clear. W 
REMARK. Not every maximal normal set in lR2” arises from a subspace 
of nonsingular matrices. For example, if @ is a maximal normal set in R4 
containing 0,O : y = x, and 
J 
2 0 
e'Y=xo 
[ I -2 2 
then, by Lemma 3, it cannot contain the e-plane 
J,:y=x :, _y . 
[ I 
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4. MAXIMAL ISOCLINIC SETS ARE MAXIMAL NORMAL SETS 
In the balance of this paper, we resolve the conjecture of Wong and Mok 
[S, p. SO] in the affirmative, using methods of homotopy theory. 
THEOREM 9. Eve y maximal isoclinic set in R2” is a maximal normal 
set. 
Proof. Let @ be a maximal isoclinic set, defined by a subspace V of 
similarity matrices in M, [Theorem G(iii)]. Suppose @ were not maximal as a 
normal set. Choose a nonsingular matrix B such that the n-plane l5 : y = rB 
is not in a’, and @ U {B} is a larger normal set. This means, by Lemma 3, 
that B + A is nonsingular for every A E V. Now, for any nonzero b E R 
and A,, A, E V, note that the n-plane defined by bB + A, and A, are 
normally related, since bB + A, - A, = b[ B + (l/bX A, - A,)] and I,, + 
(bB + A,)Ai = (bB + A, + uA,)A\ are nonsingular. (Here, we have writ- 
ten I, = aA, A;). It follows that {bB + A : b E R, A E V] is a larger 
subspace of nonsingular matrices containing V. This is a contradiction by the 
following theorem. n 
THEOREM 10. Every maximal subspace of similarity matrices of M, is 
maximal as a subspace of nonsingular matrices. 
Proof. Let V be an r-dimensional subspace of similarity matrices in 
M,, with an orthonormal basis consisting of orthogonal matrices A,, . . . , A,. 
satisfying (4). This defines a map (Y : S’-’ + O(n) from the unit sphere of 
Iw’ into the orthogonal group O(n): 
(Y( xi,. . , xr) = x,A, + a.. +%,A,.. (9) 
Except possibly for a change in sign, the homotopy class of (Y in rrr_ ,(0(n)) 
does not depend on the choice of the orthonormal basis of V. Regarded as a 
subspace of nonsingular matrices, V defines a homotopy class in 
n;_ ,(Gl(n, rW>>, via the inclusion map i : O(n) + Gl(n, Iw). 
If V is not maximal as a subspace of nonsingular matrices, then the map 
i0a:S’-’ + Gl( n, R> admits an extension /3 : S’ --, Gl(n, lF8> corresponding 
to an (r + I)-dimensional subspace of nonsingular matrices: 
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From this, it is clear that the map i 0 (Y must be nullhomotopic. Since the 
inclusion map i : O(n) + Gl(n, R> is a homotopy equivalence (in fact, 
Gl(n, [w) is homeomorphic to the product space O(n) X (W’n(n+l)), this 
means that cr : SrP1 -+ O(n) must be nullhomotopic, and represents the zero 
element of 7rr_ JO(n)>. 
B. Eckmann [2] has given an elegant description of the homotopy groups 
of the infinite orthogonal group 0 = lim O(n) that helps see immediately 
that the homotopy element of n*_ ,(0(n)) arising from a maximal subspace 
of similarity matrices in M, must be nonzero. Almost 50 years ago, Eckmann 
[l] had initiated a group representation viewpoint for linear subspaces of 
similarity matrices. For a given integer r, let G,_ i be the group with 
presentation 
G,_, =(.,q,.. .,a,-, & 2 = 1, ~2: = E, aiaj = caja,, 
i,j = 1,. . .) r - 1, i #j). (10) 
A representation p : G,_ 1 -+ O(n) is called an E-representation if p(c) = 
-I,. Every r-dimensional subspace of similarity matrices is isometric to one 
with orthonormal basis I,, B,, . . . , B,_ 1 satisfying (51, and yields an .+repre- 
sentation p : G,_ 1 + O(n) defined by 
P(E) = -I,, p(q) = Bj, i = 1,. . , r - 1. 
Eckmann determined the dimensions of irreducible E-representations of 
G,_ 1. If r = 0 (mod 4), there are two inequivalent irreducible E-representa- 
tions each of dimension n, defined in (11) below. If r is not a multiple of 4, 
then, up to equivalence, there is only one irreducible &-representation, of 
dimension n,. These dimensions of irreducible &-representations are deter- 
mined recursively by 
n1 = 1, n2 = 2, n3 = n4 = 4, n5 = n6 = n7 = ns = 8, n,+s = 16n,. 
(11) 
Denote by D,_l the free abelian group generated by the equivalence 
classes of irreducible g-representations of G,_ 1. From the above, D,_ 1 is 
isomorphic to Z @ B if r = 0 (mod4), and to Z otherwise. Since each 
E-representation of G,_ 1 decomposes into a direct sum of irreducible E-rep- 
resentations, we can identify D,_ 1 with the group of equivalence classes of 
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.e-representations of G,._ r. There is an obvious homomorphism j : D,_ 1 + 
rr;_ r(O) defined by treating an equivalence class of e-representation of G,_ r 
as a linear subspace of similarity matrices in M, for sufficiently large n. [See 
Remark (i) below.] Let h : G,_ 1 -+ G, be the obvious imbedding of groups 
presented in (10). This induces a homomorphism h* : 0,. -+ D,_ 1, which, for 
an E-representation of G, regarded as a homomorphism p : G, + 0, yields 
h*(C pII = 1 p 0 hl. S’ mce p 0 h, regarded as an (r - l&dimensional subspace 
of similarity matrices, clearly admits an extension to one of dimension t-, 
namely p, it follows that the composite j 0 h* = 0. Denote by E,_, the 
cokernel of the homomorphism h*. There is therefore an induced homomor- 
phism I,!J : E,_ l + n;_,(O): 
h* 
D -D_ r r 1 - E,_ I := coker h* / 
Eckmann [2, Theorem B] proved that $ : E,_ 1 + q_,(O) is an isomor- 
phism. This means that an r-dimensional linear subspace of similarity matri- 
ces in M, represents a nonzero element of q_ ,(O), and hence of rrr_ ,(0(n)>, 
precisely when it is maximal in the sense of inclusion, i.e., not contained in 
any subspace of similarity matrices of dimension higher than r. 
This completes the proof of Theorem 10, and consequently that of 
Theorem 9. w 
REMARKS. 
(i) For any positive integer n, let p : O(n) X O(n) + O(n) and p’ : O(n) 
x O(n) + O(2n) be defined by 
/J(A,B) =AB and k’( A, B) = { i . [ 1 
Also, denote by i, i’ the inclusion maps of O( n> and O(2n) respectively into 
0. That the map j : D,_ 1 --t q_,(O) is a homomorphism follows from the 
fact that i 0 /L and i’ 0 EL’ are homotopic maps from O(n) to 0. 
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(ii) As is well known, according to the Bott periodicity theorem, 
i 
0, r = 3,5,6,7(modS), 
1~,_~(0) = Z,, r = 1,2 (mod8), 
z, T = 0,4 (mod8). 
(iii) The numbers n, recursively defined in (11) can be explicitly deter- 
mined as follows: r~, = 2”(‘), where 4)(r) denotes the number of integers j 
satisfying 0 < j < r, j = 0, 1,2,4 (mod 8). 
(iv) Explicit constructions of maximal subspaces of similarity matrices can 
be found in Shapiro [5], Wong [7] and Wong and Mok [8]. For example, if 
r = 0 (mod 4), and 72 is divisible by n,., then there is a maximal r-dimen- 
sional subspace of similarity matrices in M,. Of course, the maximum 
dimension of such a subspace in M, is given by the Hurwitz-Radon number 
p(n) in (7). 
The author extends his sincere thanks to Professor Daniel B. Shapiro and 
the referees for valuable suggestions leading to improvement of the present 
paper. 
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