Support vector machines (SVMs) are among the most popular classification algorithms. However, whereas SVMs perform efficiently in a class balanced dataset, their performance declines for class imbalanced datasets. The fuzzy SVM for class imbalance learning (FSVM-CIL) is a variation of the SVM type algorithm to accommodate class imbalanced datasets. Considering the class imbalance, FSVM-CIL associates a fuzzy membership to each example, which represents the importance of the example for classification. Based on FSVM-CIL, we present a simple but effective method here to calculate fuzzy memberships using the kernel mean. The kernel mean is a useful statistic for consideration of the probability distribution over the feature space. Our proposed method is simpler than preceding methods because it requires adjustment of fewer parameters and operates at reduced computational cost. Experimental results show that our proposed method is promising.
INTRODUCTION
Support vector machines (SVMs) (Vapnik, 1995) are very popular classification algorithms, which have been extensively studied and applied in various fields (Burges, 1998) . Although SVM is a highaccuracy classifier for class balanced datasets, it does not work well for class imbalanced datasets (He and Ma, 2013; He and Garcia, 2009) .
In real world problems, datasets are often imbalanced, that is, the number of available examples for one class is significantly different than for the others. For instance, doctors diagnose disorders using X-ray photographs. The number of photographs for patients with serious illnesses is obviously far smaller than that for healthy persons. Nevertheless it is very important to classify both positive and negative examples correctly, even when they are highly imbalanced. A number of methods have been proposed in the literature to adapt SVM to accommodate class imbalanced datasets (He and Ma, 2013) . These methods can roughly be divided into external methods, such as preprocessing of the dataset to balance it, and internal methods, which seek to modify the algorithms.
The present study takes the latter approach based on the previously proposed fuzzy SVM for class imbalance learning (FSVM-CIL) method (Batuwita and Palade, 2010) . The FSVM-CIL framework combines different error costs (DEC) (Veropoulos et al., 1999) and fuzzy SVM (FSVM) (Chun-Fu and Sheng-De, 2002) for class imbalance learning (CIL) . Although this method is quite effective for class imbalanced datasets, even in the presence of outliers and noisy examples, it requires the adjustment of numerous parameters.
In both FSVM and FSVM-CIL, each example is assigned a fuzzy membership that represents the degree to which the example belongs to the class. The classification ability of these methods depends on the fuzzy memberships. Various computational methods for assigning fuzzy memberships have been developed to appropriately address noisy data. Yan et al. (2013) proposed a method based on fuzzy clustering and probability distribution. A weakness of this method is that it is applicable only to vector data. Chun-Fu and Sheng-De (2004) proposed a method based on a kernel function that is highly relevant to a probability density. This method can be used for nonvectorial data. Jiang et al. (2006) also proposed a kernel-based method that exploits a geometrical property of the training sample in a feature space. Both these methods calculate a value using a kernel function and convert the value into a fuzzy membership using a combination of some decaying functions. However, these methods incur the unfortunate burden of adjusting numerous parameters not only in the kernel functions but also in the decaying functions.
In this paper, we propose a simple kernel-based method that directly calculates a fuzzy membership from the kernel functions. Our method requires the adjustment of a fewer number of parameters, relative to other methods; thus, it represents a simpler solution for class imbalanced datasets. The effectiveness of our proposed method is experimentally verified.
PRELIMINARIES

Kernel Methods
In kernel methods, examples are mapped implicitly into a feature space by a kernel to exploit the nonlinear features of the examples. Kernels are applicable to many existing linear methods by replacing the original inner product in the input space with kernels. An N × N matrix K is positive semidefinite if it satisfies c c c T Kc c c ≥ 0 for any real vector c c c = (c 1 , . . . , c N ) T ∈ R N , where T represents the transpose. A kernel is defined as a two-variable function k : X × X → R on an arbitrary set X . A kernel k is said to be posi-
metric and positive semidefinite. The matrix K is called the Gram matrix associated with k and the sample S. In many kernel methods, each example is accessed only through the Gram matrix.
The following are some useful properties of PDS kernels (e.g., Mohri et al. 2012) . For any PDS kernel k, there exists a Hilbert space H and a mapping
x, x ′ ∈ X , where •, • represents the inner product in H. Furthermore, H satisfies the reproducing property:
H is called a reproducing kernel Hilbert space (RKHS) associated with k and is denoted by H k in this paper. For a kernel k, we define the normalized kernel k ′ associated with k by
otherwise.
For any PDS kernel k, the normalized kernel k ′ associated with k is also PDS.
Kernel Mean
Let X be a random variable on X and k be a mea-
sThe kernel mean satisfies the condition (Fukumizu et al., 2013) :
Note that, for any normalized PDS kernel k, the condition E[ k(X, X)] < ∞ apparently holds because
The empirical kernel meanm k for a sample
The empirical kernel meanm k is √ n-consistent for the kernel mean m k , and √ n(m k − m k ) converges to a Gaussian process on H k (Fukumizu et al., 2013; Bertinet and Agnan, 2004) . Therefore, we can properly estimate the kernel mean m k of X by the empirical kernel meanm k in the feature space.
Support Vector Machine
The SVM was proposed by Vapnik (1995) and has a high generalization ability based on structural risk minimization. Suppose that we have a training sam- 
Here, ξ i is a slack variable associated with x i , which represents the penalty of margin violation, and C is a constant that can be regarded as a regularization parameter. The corresponding decision function f of the optimization problem in (4) is
where k is a PDS kernel on X × X and α i is a Lagrange multiplier that is introduced when considering the dual form of the optimization problem given in (4). To meet the Karush-Kuhn-Tucker condition, the value of α i must satisfy 0 ≤ α i ≤ C and ∑ 
Fuzzy Support Vector Machine
In the optimization problem of SVM, both the maximization of the size of the margin and the minimization of its penalty of margin violations are attempted simultaneously. Therefore, excess penalties cause overfitting and hinder the generalization ability of the SVM. In many cases, outliers or noisy examples are inevitable, and we would like to allow for lower margin violation penalties for these.
Chun-Fu and Sheng-De (2002) proposed an FSVM method wherein each x i has a fuzzy membership s i that represents a measure of the extent to which x i is a member of its assigned class. It is desirable that noisy examples or those that are likely to be outliers have lower membership values than normal examples. Considering fuzzy memberships, the optimization problem of SVM given in (4) becomes
Here, s i and ξ i represent a fuzzy membership and a penalty for margin violation, respectively, and their product s i ξ i represents a weighted penalty.
SVMs for Class Imbalanced Data
The hyperplane determined by SVM depends only on support vectors. For linearly separable data, SVM can correctly classify the training sample no matter how imbalanced the classes are. However, for nonlinearly separable data, SVM attempts to select a greater number of support vectors to separate the training sample due to which it is strongly influenced by class imbalance. We now review some methods that reduce the influence of class imbalance. In the following discussion, we assume without loss of generality that a negative class is always taken to be the majority class and a positive class is always treated as the minority class. SVM attempts to simultaneously maximize the margin and minimize the penalty of margin violation. Therefore, if the minority and the majority classes have overlapping regions, the resulting hyperplane has a tendency to be pushed toward the minority class. In extreme situations, SVM may ignore all examples of the minority class. The phenomenon is caused by the fact that SVM takes into account the penalties for margin violations equally for all examples.
To tackle this problem, Veropoulos et al. (1999) proposed a DEC method that associates a different penalty with each class. By splitting the constant C in (4) into C + and C − for the positive class and the negative class, respectively, we have
DEC can decrease the influence of the class imbalance by assigning a larger value to the coefficient C + for the positive class than C − for the negative class. The DEC seems to be a better solution for class imbalanced datasets. However, it cannot distinguish well in the case of samples with outliers and noisy examples because the value of C + of the cumulative penalty becomes large. For such data, Batuwita and Palade (2010) proposed FSVM-CIL by combining FSVM and DEC. Letting x + i be a positive example and x − i be a negative example, a fuzzy membership value is assigned to each example by taking into account the class imbalance as follows:
where r + and r − are the error costs of the positive and negative classes corresponding to the C + and C − constants in DEC, respectively, f is an example weight function that evaluates the importance of an example in its own class, and s 
where δ is a small positive constant to avoid the condition g lin (d i ) = 0, and ε ∈ [0, 1] is a decaying rate. In (Batuwita and Palade, 2010) , the authors concluded that the setting using f have another drawback that the evaluation of example weights is indirect, in our opinion, in the following sense. A kernel function k(x i , x j ) itself represents a similarity of two examples x i and x j , because it is the inner product in H. Moreover, the resulting example weight function f S (x) also expresses a similarity that measures how reliable the example x belongs to the class. Nevertheless, d sph S associates these two values in terms of distance, that is an inverse of similarity in some sense. In the next section, we will introduce a more direct transformation.
PROPOSAL
In this section, we propose a new classification method based on FSVM-CIL (Batuwita and Palade, 2010) , which utilizes the kernel mean to evaluate the example weight f (x i ). Our proposed method, outlined in the right side of Figure 1 , is simpler than other existing methods because it does not need to design any functions other than the kernel. Moreover, it requires the adjustment of fewer parameters than FSVM-CIL.
The basic idea is as follows. Each example x i in X is mapped into a feature space by a kernel k so that the SVM finds a hyperplane in the feature space. Thus, the example weight f (x i ), which is a measure of the extent to which x i belongs to its own class, should reflect the probability distribution of φ φ φ(X) over the feature space, but not that of X itself over X . Because the kernel mean m k of X, introduced in Section 2.2, can be regarded as a representative of the distribution of φ φ φ(X), it would be reasonable to define
However, the kernel mean m k is not computable, so that, in its place, we substitute the empirical kernel meanm k . By Eq. (3), utilizing the bilinearity of the inner product and the reproducing property given in (1) satisfied by the RKHS, the inner product m k , φ φ φ(x i ) can be rewritten as follows.
Note that the last term in (6) is the kernel density estimation (Duda and Hart, 1973) . To reflect the probability distribution over the feature space, we focus on the kernel mean. However, if the mapping from the distribution over X to the kernel mean is not one-to-one, the value obtained for a fuzzy membership will not be accurate. Such a kernel that satisfies the above condition is called characteristic and is defined as follows. ). Let P be the set of all probability measures on an input space X . We say that a PDS kernel k on X × X is characteristic if the mapping
is injective, where m P k is the mean of a random variable with law P.
A characteristic kernel determines a kernel mean from the probability distribution over X . Typical examples of characteristic kernels are the Laplacian and Gaussian kernels (Fukumizu et al., 2013 (Fukumizu et al., , 2009 ). To utilize the kernel mean, its existence have to be guaranteed in the first place. As mentioned in Section 2.2, the kernel mean associated with a normalized PDS kernel always exists. In summary, we propose using a normalized characteristic kernel k to calculate the example weight f (x i ) by the inner product of φ φ φ(x i ) andm k . More precisely, we assign the example weights f (x + i ) and f (x − i ) for the positive and negative examples, respectively, as follows:
where S + ans S − are respective sets of the positive and negative examples.
Remark that the proposed method enables the example weight function to be multimodal, by considering the distribution of examples in the feature space. In Figure 2 , we show an instance of the relationship between the distribution of the examples and the distribution of the fuzzy memberships. In the upper part, 50 positive examples (red) and 500 negative examples (blue) are drawn according to a distribution. In the lower part, we illustrate the fuzzy memberships, that are associated to the examples by our proposed method. The size of each example and the deepness of its color express the magnitude of the fuzzy membership associated to the example. As we see, the distribution of fuzzy memberships given by our method is multimodal. Furthermore, the proposed method requires no additional mechanism such as other internal classifiers nor decaying functions, because it evaluates each example weight directly by the inner product of the empirical kernel mean and the image of the example. We now turn our attention to the computational cost. As mentioned in Section 2.3, we need the Gram matrix K = [k(x i , x j )] i j to solve the SVM optimization problem in (4). Conversely, in our proposed method, all example weights f (x + i ) and f (x − i ) in (7) can be calculated easily from the Gram matrix alone and requires no additional computations. Moreover, our method requires neither decaying functions nor the adjustment of additional parameters (see Figure 1) . Our method can be applied to any input space, if we define a characteristic PDS kernel for it. Therefore, our method is much more general than other methods.
EXPERIMENT
We compared the performance of our proposed method with other learning methods, including the original SVM, the DEC method, and six variations of FSVM-CIL. We implemented these methods using the scikit-learn library (Pedregosa et al., 2011) . The svm module works just as a wrapper of Lib-SVM (Chang and Lin, 2011) . The experiments are performed on a 2.80GHz Intel c Xeon CPU X5660 with 48GB RAM, running CentOS 6.2. We considered the nine benchmark class imbalanced datasets from the UCI Machine Learning Repository (Bache and Lichman, 2013) listed in Table 1 . These datasets are the same as (Batuwita and Palade, 2010) , except the one named "miRNA", that had been considered since their previous work (Batuwita and Palade, 2009 ). We excluded it because it is not stored in UCI Machine Repository.
To assess the methods, we used three measures: the sensitivity (SE) measure, the specificity (SP) measure, and the geometric mean (GM). These measures are commonly used in class imbalanced dataset experiments (He and Ma, 2013; Akbani et al., 2004) . The SE and SP measures are the ratio of the correctly classified positive and negative examples, respectively, to the total, and the GM is given by GM = √ SE × SP. Through the experiments, we carried out the outer-inner-cv (Batuwita and Palade, 2010) , consisting of two layers of five-fold cross validations. When dividing a dataset into five partitions, we maintained the ratio of the number of examples between positive and negative classes because we are considering class imbalanced datasets.
We used Gaussian kernels k rbf (x, x ′ ) = exp(−β x − x ′ 2 ) (β > 0) in each classifier. The Gaussian kernel is a popular kernel used in SVM and has a characteristic property (Fukumizu et al., 2013) . For the inner-cv, we performed a two-step search to obtain good values for the parameters C in SVM and β in the Gaussian kernels. In the first step, we performed a grid-parameter-search for logC in the range {1, 2, . . . , 15} and for log β in {−15, −14, . . ., −1} to obtain a roughly good pair (C,β) of values. In the second step, we fine-tuned our results through a grid-parameter-search for logC in a narrower range logC ⊕ {0, ±0.25, ±0.5, ±0.75} and for log β in logβ ⊕ {0, ±0.25, ±0.5, ±0.75}, where v ⊕ S denotes the set {v + s | s ∈ S}. We set δ = 10 −6 for the linearly decaying function in FSVM-CIL according to the settings given by Batuwita and Palade (2010) . For the exponential decaying function, we selected ε from the range {0.1, 0.2, . . ., 1.0} by adding a third axis to the grid-parameter-search. Besides SE and SP, we show the total running time for evaluating example weights in each method, in order to compare the actual computational costs including parameter tuning. The time for computing Gram matrix and solving the optimization problem of SVM are excluded, because these are common to all methods. More precisely, the running time refers to the sum of the time for evaluating example weights for all examples, that include parameter tuning in outer-inner-cv. The results are listed in Table 2 and 3. As shown, our proposed method achieved the best performance in the two datasets (Pima-Indian and Yeast) of the nine datasets. Moreover, the proposed method got high ranks in other datasets with various imbalance ratios. Actually, our method performed the best on the average of the nine GM measures. Concerning with the running time, DEC and FSVMCIL cen lin are much faster than the other methods in all datasets. This is because both DEC and FSVMCIL cen lin runs in O(n) time with respect to the number n of examples, while the others require O(n 2 ) time. Next to these two methods, the proposed method runs fast, because it does not depend on any other mechanisms, and it has fewer parameters to adjust, among other FSVIM-CIL methods. The FSVM-CIL methods utilizing the exponential decaying function g exp are slow in general, because it takes time to adjust the parameter ε for g exp . Obviously, FSVMCIL 
CONCLUSION
We proposed a new method for the classification problem associated with class imbalanced data. We developed a simple but effective method to provide a fuzzy membership for each example by considering the probability distribution over the feature space. Our method reuses the Gram matrix, which is always used in SVM, to obtain fuzzy membership values for each example without additional computational cost. Furthermore, our method does not rely on the adjustment of additional parameters. Experiments confirmed the superiority of our method over other classification methods for imbalanced data.
We note that our proposed method can be applied also for non-vectorial data, such as strings, graphs, and images, even though we do not have any characteristic kernels for non-vectorial data yet. However, if such characteristic kernels are developed, we can apply our method to non-vectorial data more effectively. We will try to address them in future work.
