ABSTRACT Through a comparative analysis, we confirm that the value of the dark channel pixels of the smoke image is higher than the non-smoke image. It means that the dark channel of the smoke image has more elaborate information of the smoke, which is of great benefit to our detailed feature extraction of smoke. On this background, we propose a dual convolution network using dark channel prior for image smoke classification (DarkC-DCN) for the image smoke classification. In DarkC-DCN, basing on the AlexNet, and through continuous structural improvement and optimization, we improve a detailed CNN to extract the detailed features of dark channel images. Similarly, to extract the general features in the image, we further design another residual network based on the AlexNet, which is the main framework of the entire network. To ascertain the robustness of the network, the two channels are trained separately for various inputs. In addition, we perform feature fusion before the common fully connected layer. In the experiment, we also add some non-smoke data similar to smoke in the public smoke data set for data expansion. The experimental results indicate that the model has a good performance in general. The accuracy value reaches 98.56%.
I. INTRODUCTION
Fire accidents inevitably contribute to economic and ecological damages. Traditional fire detectors generally use accurate sensors, which are based on smoke analysis, relative humidity sampling, temperature sampling and particle sampling [1] . Although these sensors are cheap and simple in principle, most of them need to be in physical contact with the ambient gases or combustion products to detect fire. Smoke often occurs earlier than fire. As such, smoke detection is important as it can prevent early frames from happening. While the traditional smoke detection is almost similar to the fire detection. It may take a long delay when smoke moves to the smoke detector in a larger space environment. With the rapid development of digital cameras and machine vision, vision-based systems have attracted widespread attention in the area of early fire detection. Different from traditional detectors, machine vision-based smoke detection uses the The associate editor coordinating the review of this manuscript and approving it for publication was Zhenhua Guo. visual characteristics of smoke to provide efficient results in larger areas of early fire prevention.
In the early stages, many researches tried to detect smoke by identifying specific characteristics, including color, motion, and shape. For instance, Töreyin et al. [2] proposed a real-time smoke method based on wavelet analysis in video. The method is capable of detecting smoke through motion, flicker, edge blur, and frequency domain characteristics of colors. They classify smoke by presentative characteristics of smoke. Meanwhile, Gubbi et al. [3] presented a smoke detection method in video using wavelets and SVM. They calculate the entropy, kurtosis, skewness, standard deviation, geometric mean and arithmetic mean. Then the SVM is used to detect smoke. They obtain more information by processing smoke images. Gottuk et al. [4] raised the technology of video fire detection for shipboard use. Their method estimates the performance of video fire detection systems in small and messy ships. They summarize that visual fire detection systems can accurately and efficiently classify fire in a given space. The shape and color of the smoke are usually different due to the different types of burning materials, lighting conditions, as well as environmental and weather conditions [5] - [7] . The algorithmic process is quite cumbersome, especially since these methods need to manually manipulate pictures and extract features. In recent years, deep learning has successfully achieved positive results in image classification and recognition. This is mainly because deep learning has a strong learning ability and automatic image processing. Luo et al. [8] structured a C3D-CNN to identify smoke and achieved better results. In essence, deep learning reduces the complex process of data processing and achieves better results.
The dark channel feature is useful for image detection. He et al. [9] proposed an algorithm of single image haze removal using dark channel prior. They indicate that the dark channel of fog has properties that are different from ordinary objects. Smoke is of the same substance as fog. Therefore, smoke has relatively higher values of dark pixels in dark channel compared with other general objects. Similarly, the discovery of dark channel feature has greatly promoted the research of smoke detection. In this paper, we fuse dark channel image features and original image features of smoke to improve the performance. But the existing methods of features fusion are incomplete. With the fusion of the more effective features, the model is likely to become more accurate. Some improvements have been made in feature extraction and fusion. For instance, Yu et al. [10] proposed an image classification method for multi-view random learning (HD-MSL). They effectively combine various features of multi-viewpoints and fuse the marker information with each other. Also, the research fuses various features to produce positive results. Feature fusion can make information more comprehensive and improve classification accuracy.
A dual convolutional network using dark channel prior is proposed in this paper. Different from traditional network, DarkC-DCN can extract features from two channels of images. The first channel is utilized in disposing the gradient problem and extracting generalized features. The second channel is used to obtain more precise features of dark channel images to increase the comprehensiveness of smoke features. In brief, we make the following contributions: 1) We propose a dual-channel DarkC-DCN for smoke classification that can integrate the original image features and dark channel features to increase feature comprehensiveness and improve classification accuracy. 2) We introduce the dark channel network as a branch of the network. In particular, images are processed through dark channels for the extraction of dark channel feature information that cannot be extracted in the original image. 3) We construct some challenging image data sets to increase the reliability of the experiment. Experimental results demonstrate that the superiority of the algorithm compares with state-of-the-art algorithms. The rest of this paper is organized as follows. Section II will review smoke features and the Convolutional Neural Network. Section III will then present the DarkC-DCN in detail. In Section IV, we will demonstrate the experimental results. Finally, Section V is the conclusion of this paper.
II. RELATED WORK
Most researches have extracted several representative features from motion, color, edge and texture to classify smoke. For a single image, the visual features of smoke images classification is mainly focused on the color, edge, texture and so on. The color of smoke is usually gray. This means that the values of the RGB channels from the smoke pixels are equal or similar, thus providing clues for extracting smoke by color features [11] - [13] . For instance, Gunay et al. [12] established the reference color model of smoke in the RGB color space. They measure the deviation of the current smoke pixel color to detect smoke. Edge-based features are fundamental for smoke classification. In addition, there is a distinguishable pattern of the gradient distribution of the smoke boundary. Therefore, it is feasible to extract the edge-based feature for smoke detection. Furthermore, Park and Nam [14] successfully used a histogram of the gradient direction (HOG) descriptor for smoke detection. Since the edge contributes acquisition of high frequency information, smoke can be detected by the variation of high frequency [15] , [16] . As a result of the scattered distribution of smoke, the texture feature is the most significant features for smoke detection [17] . Meanwhile, Yuan et al. [18] put forward the well-known texture classification descriptor local binary pattern (LBP) for smoke detection. They use the obvious and simple features of smoke in the classification. However, they also ignore the potential feature information.
With the advancement of machine vision, deep learning has achieved excellent performance in smoke detection. In essence, it is difficult to accurately extract the characteristics of smoke by hand due to the instability of shape and color. Deep learning can automatically extract various features of smoke, thus assuring accurate classification. By inputting images of smoke, it is possible to train the classified model to classify smoke and non-smoke accurately and quickly. Zhang et al. [29] presented a deep learning method for forest fire detection. The researchers train a fine-grained patch fire classifier using a deep convolutional neural network for detection. Their fire patch detector obtains 97% and 90% detection accuracy on training and testing datasets, respectively. It means that the deep learning method of smoke detection can achieve high accuracy without complicated image processing. In addition, there are many optimization methods in various networks of deep learning which can further improve the performance of the trained model. For example, Yin et al. [29] proposed a deep normalization and convolutional neural network for image smoke detection. They adopt much normalization to optimize the convolutional neural network and promote the accuracy. Different from the other conventional methods, the network achieves a high accuracy of smoke detection. This development affirms that deep learning has some advantages in smoke image detection and classification tasks. The dark channel feature of smoke is an essential feature for image detection. Most researches have laid emphasis on features of original images. Dark channel image contains unique features with great influence on image detection. Pan et al. [25] proposed a novel blind image deblurring method which takes advantage of the dark channel prior. They discover that the dark channel of the blurred image is not sparse. The dark channel image of blurred images has another important feature. As such, they calculate the dark channel using the linear approximation of the min operator to effectively solve the problem of deblurring. In our research, the higher value of dark channel pixels in smoke is an inherent property of smoke images. Smoke in dark channels has many dark channel features which cannot be extracted from the original picture. Therefore, we utilize the dark channel images of smoke as the second experimental input to collect the dark channel features of smoke. The diversity of feature information is expected to make the classification performance of the model more excellent. Feature fusion technology [21] can fuse different types of features, especially since the features are more comprehensive. Thus, the classification results are likely to be more accurate. In this paper, we fuse features of original images and dark channel images.
III. APPROACH
In this section, the dual convolutional network using dark channel prior is proposed in detail. The first channel is the residual network, which is based on AlexNet as the basic structure of the entire network. As well, the training data sets for this network are original RGB images. They are intended to achieve more low-level features with generalization. The second channel is a special CNN. This channel extracts features from the dark channel of smoke images to increase the comprehensiveness of extracted features. More specifically, two channels are trained simultaneously and their acquired features are merged in the end for smoke classification.
A. RESIDUAL NETWORK BASED ON ALEXNET
In the first channel, the residual block is added into the AlexNet network to extract generalizable features. Fig.1 shows the network structure of the first channel. In particular, each layer of the neural network corresponds to extracting feature information of different levels, which include lower, middle and upper levels. With a deeper network, there will be more different levels of information extracted, and more combinations of hierarchical information between the different levels. However, as the depth deepens, gradient will disappear and gradient explosion will occur. The traditional corresponding solution is data initialization and regularization. While data initialization and regularization do not decrease the depth of the network, the error rate is anticipated to still increase. Residual network can solve the problem of gradient and depth. It can also promote the accuracy of the network. The schematic diagram of residual block is as Fig.2 . It can be seen from the figure that X can jump two layers directly as input and an identity mapping. If H (X ) = F(X ) + X : when F(X ) = 0, obviously H (X ) = X , if F(X ) is more and more close to 0, H (X ) is more and more forward to X . For a residual unit, it can also be represented by the following function:
where X l is the input of the l-th residual unit. That is, the input of the L-th residual unit can contain all the repeated hybridization maps. In essence, with the existence of the identity mapping, the residual block preserves the integrity of information. As well, the residual block can make the network not to degenerate with the depth and avoid the gradient problem. In our network, the input image size is 227 × 227. After the first layer, the output image size is only 55×55. Such a size may cause a gradient problem, so we use the residual network to solve this problem and improve the classification accuracy of the entire network. Experiments show that the existence of residual network can optimize the performance of the network and solve the problem of dimensional reduction.
B. DARK CHANNEL FEATURES-EXTRACTED CNN
In the second channel, a dark-extracted convolution neural network is utilized to directly train the dark channel data sets. In addition, it can extract more smoke-specific features from the dark channel images. The dark channel theory is based on an assumption: some pixel in images will always have at least one color channel with a very low value [9] . The principle formula is as follow:
where J dark (x) represents the pixel value of dark channel. J c (y) represents pixel values of each RGB channels. Dark channel prior theory points out:
The minimum value of the RGB channels comprises of the grayscale graph and performs a minimum filtering. The result of these processes is the value of the dark channel. Some dark channel images are shown in Fig.3 . Smoke images and their dark channel images are shown in the Fig.4 . From the images, the dark channel images exhibit more features about smoke than the original images, including the color contrast of smoke, and apparent contour. Therefore, we separately extract the dark channel features in a separate network, and ultimately combine them with the general features to increase the comprehensiveness of the smoke features. The dark channel features extraction network of the network is shown in Fig.5 .
C. THE FUSED NETWORK
To increase the robustness of the entire network, the dualchannel network is designed to extract features independently. The original images and dark channel images will train in two channels separately at the beginning. Features extracted from two channels are fused in the end. Features of the two channels are spliced according to the ratio of 1:1. Then we put these features into the next fully-connected layer. The next layer can fully integrate the respective features, which enhanced generalization ability of the network. The structure of DarkC-DCN is illustrated in Fig.6 . The sizes of the input data of the two channels are cropped respectively from the original images to 277 × 227 × 3 and 227 × 227 × 1. Then, the input images are convolved through the convolution kernel and output in conjunction with the offset. The unsaturated nonlinear function ReLU [26] is used as the activation function. Thus, we have:
M j is the weight matrix, k ij represents the convolution kernel. Each output map gives an addition deviation bias b j .
In this model, we use the regularization method to normalize features. The size of the feature map changes every time and the number of features is doubled. To solve the problem of the residual network, we adopt a small batch random gradient descent method. The operation of deeper CNNs is affected by the internal covariant shift. The internal covariance offset can be mitigated by scaling and shifting the internal input before non-linear activation. The characteristics are normalized by calculating the variance and mean of each activation by equations (5) (6).
m is the size of small batch, x i,f represents the f -th feature of the i-th sample in the small batch. Each feature is normalized as follows:
where ξ is a small normal number, which improves the stability of numerical. The normalization of input characteristics will reduce the input information. So two learnable parameters γ f and β f [27] are introduced to achieve by scaling and shifting the normalized features:
The overlap maximization pooling method and the ReLU function are used after regularization. They can reduce computations and parameters to avoid over-fitting in the network.
Features extracted by dual-channel network are fused in the concat layer with the ratio of 1:1. At the end of the proposed network model, we use the concat layer to splice the two channels. The concat layer can splice the feature maps on the channel or num dimension. In our model, the concat layer is a splicing on the channel dimension, which is beneficial to have more feature representations and effectively improve the classification performance. So feature maps to be fused must be consistent with N(number), H(height) and W(width). If the channel dimension for each network channel is represented as k1 and k2, the blob output of concat layer can be expressed as: N * (k1 + k2) * H * W.
Then these fused features are put into the next fullyconnected layer. Two fully-connected layers are used to convert feature maps to the size of 1 * n, and softmax is utilized for the classification of smoke and non-smoke. Softmax is used as the classifier in this network. The output of the dualchannel network has only two classes: smoke ('1') and nonsmoke ('0'). The principle formula of fully-connected layer is as follows:
where x i , W , b i represent inputs, weight matrix and bias respectively. The function map F y i is the non-normalized log probability. Meanwhile, the Softmax classifier normalizes logarithm to correct class with low loss and high probability.
IV. EXPERIMENTS A. DATA PREPARATION
According to the research of Tian et al. [5] , some challenging images can lead to misclassification in smoke image classification. These images are difficult to identify because they have different degrees of commonality with smoke. Challenging images can be divided into three categories: the similar physical formation process to smoke, the same transparency and homogeneity. The first category includes haze, fog, cloud and steam, which share similar physical formation process to smoke. The second category has the similar transparency properties with smoke, such as shadows and glass. The third category includes smooth wall, sky, clothes and vehicle body because they have high uniformity of their image patches like smoke. Among them, water and smoke are difficult to distinguish because both have transparency and high uniformity [5] . In the experiment, we build the data set referenced to the public data set on the site 1 : We select some challenging nonsmoke images such as clouds, walls, and water surfaces to complement the experimental data sets. Smoke images and challenging non-smoke images are shown in Fig.7 .
We collect a total of 9794 images as the data sets in the experiment. Then we normalize the size of data sets. All images are processed through the dark channel to obtain the dark channel images required by the second channel network. According to a certain proportion, the RGB original images and the dark channel images are randomly divided into the same training set, verification set and test set in preparation for the subsequent network training, as shown in Table. 1. 
B. PARAMETERS SETTINGS
We select the optimal parameter settings for our network. The network consists of two channels. The first channel is added to a residual network on AlexNet, to extract the basic features with more generalization performance. The input of the first channel is original smoke and non-smoke images of the RGB channels. The hyper-parameter settings are shown in Table. 2 below. We employ the gradient descent method to optimize the network parameters. To prevent over-fitting, the basic learning rate is 0.001. The adjustment strategy is stepthat updates according to the step size of 1000. In addition, the weight parameter is set to 0.9, while the weight attenuation term is fixed to 0.0005. The second channel is a tidy network, which is used in the extraction of the dark channel features from the dark channel images. This channel can provide more detailed features for the entire network and subsequently improve the overall performance of the network. The input of the second channel is the dark channel images. Caffe platform is utilized to train the proposed networks. The final optimized parameters of each layer are summarized in Table. 3.
C. ANALYSIS OF DARK CHANNEL FEATURES
The extraction of the dark channel features can improve the comprehensiveness of smoke features and effectively enhance the accuracy of the network. To explore the practical function of dark channel images in convolutional neural network, we have visualized the feature map of RGB image and dark channel image. The feature map is as Fig.8 .
From the feature maps of the first convolution layer of RGB image and the dark channel image, the extracted features are quiet manifest. In the line of red boxes of the two feature maps, the features of the dark channel image conclude more information than the original image. In addition, the features of the dark channel are more affluent. This demonstrates that, when the dark channel images pass through the convolutional neural network, they will extract more information than the original images. This increases the diversity of features for the whole network. The features fusion of dark channel images and RGB images makes the network acquired more generalized and detail features. And the design of dual-channel network will enhance the robustness and greatly improve the classification performance of the network for smoke images.
D. EXPERIMENTAL RESULTS

1) THE NUMBER OF THE DARK CHANNEL LAYERS
In our network structure, we add a tidy network as the second channel. This channel trains with the first channel simultaneously. To establish the number of layers in this channel, we adopt three, four and five convolutional layers, respectively to perform the experiment, the results are as follows:
From the training diagram of Fig.9 and Fig.10 , the performance of the three-layers network is better than others. The accuracy remains the highest. The loss value is lower than the other two networks from the beginning. The test results in the table.4 show that, the three-layers network achieves the highest accuracy among the three networks and obtains the minimum loss value. The accuracy of this network reaches 98.32% and the loss is 0.0986.
In summary, the three-layers network has better performance than the other two networks for smoke classification. So we consider the three-layers network as the second channel of the entire network, which is used to extract the dark channel features of smoke separately.
2) THE NUMBER OF FULLY-CONNECTED LAYERS
There are four fully-connected layers in the model. The first channel has two fully-connected layers while the second VOLUME 7, 2019 channel has only one. These three layers are used to extract features vectors from feature maps obtained by preceding layers. The last fully-connected layer is utilized to classify smoke and non-smoke images. We analyze different numbers of fully-connected layers to study the performance on the overall performance of the network. At the end of the network structure, we adopt three, four and five layers of the fullyconnected layers respectively as the comparison experiment, the results are as follows: From Fig.11 and Fig.12 , the four fully-connected layers network in the training process has higher precision and lower loss value in the beginning. Table. 5 shows the test experimental results. The number of fully-connected layers has nothing to do with the training time. Meanwhile, the number of learned parameters increases with the increasing number of fully-connected layers. Since there are many parameters in each layer, along with more fully-connected layers, it is necessary to learn more parameters. Although the number of learned parameters of the four fully-connected layers is not the least, it has managed to obtain the highest precision value and the least loss value.
When the fully-connected layers is removed or added, the network performance will get slightly worse. Even worse, when the last fully-connected layer is retained only, the network will not converge. Without the fully-connected layers, the dimension of features fed to the Softmax classifier is likely to be high and the back propagation will be dismissed. Therefore, the fully-connected layers are indispensable for our network. The four layers of fully-connected layers network is selected as our fully-connected layer of the entire network. 
3) HYPER-PARAMETRIC OPTIMIZATION
In this part, we carry out several experiments to evaluate the influence of hyper-parameters for network design. To compare the significance of hyper-parameters, we modify only a sort of parameters each time and perform experiments with the changed hyper-parameters. Table. 6 summarizes the results of the evaluation. Variants of network hyperparameters are evaluated on a large number of experiments and assigned empirically. From Table. 6, the influence on the network performance is significantly imposed by the hyper-parameters. We adjust all the hyper-parameters carefully to obtain the excellent performance. We can achieve the best performance for the DarkC-DCN, with the hyper-parameters described in Table. 2 and Table. 3. We find the accuracy as 98.56% and the loss as 0.0769, while other hyper-parameters setting networks are inferior to this network.
The optimized network has two channels. The first channel is a residual network which inputs the original images of RGB channels. The second channel is a tidy network which input dark channel images. In addition, the convolutional layers of the second channel are three layers. The whole network has four fully-connected layers. The hyper-parameters are optimized to the best as shown in Table. 2 and Table. 3.
4) COMPARISON OF DEEP CNNS
To better evaluate the performance of the algorithm, we compare it against a traditional algorithm and four different deep CNNs algorithms for comparison. The traditional algorithm is SC [5] . The two deep CNNs algorithms respectively adopt LeNet and AlexNet networks. The forth is DNCNN algorithm [29] which has achieved good results in smoke recognition. The last one is the DarkC-DCN without using dark channel images. The size of input images is adjusted to adapt to different network architectures. Classification accuracy and loss are used to evaluate different deep neural network algorithms. From Fig.13 and Fig.14 , the training accuracy of our DarkC-DCN reaches 100% after about 3000 iterations, and then become stable. Meanwhile, the DNCNN and DarkC-DCN both exhibit high accuracy. The AlexNet is not higher than 98%. At the same time, the LeNet does not achieve 95%. In addition, we observe the same situation in the part of training loss curves. This indicates that DNCNN reaches the highest loss in the beginning, then gradually decreases and stabilizes. These two figures mean that our DarkC-DCN has fast convergence to capture recognition ability for smoke classification.
The experimental results are presented in Table. 7, we can see that the classification performance of deep learning algorithms is better than the traditional algorithm obviously. Among the four networks, the DarkC-DCN achieves the best performance. It achieves the highest accuracy and the loss of DarkC-DCN is the lowest. As for the experimental result of DarkC-DCN with dark channel and without dark channel, the existence of dark channel increases the accuracy from 0.9704 to 0.9856. Similarly, we compare AlexNet with residual network (DarkC-DCN without dark channel) and without residual network, and find that the residual network successfully improves the accuracy value from 0.9616 to 0.9704. However, the number of learned parameters of LeNet is 2M while DNCNN is 43M. This means that they are less than the other networks. This can be attributed to the size of the input images which has a significant effect on the number of the learned parameters. Table. 7 indicates that the input images size of LeNet is 32 × 32, the size of DNCNN is 48 × 48, and the AlexNet network input size is 227 × 227. Since our network is improved based on AlexNet, the input images size of our network is also 227 × 227. Insum, experiments on the real-world data sets demonstrate clear advantage of the proposed DarkC-DCN over the state-of-the-art smoke classification methods. More specifically, the dark channel and the residual network improve the smoke classification ability of our network.
V. CONCLUSION
In this paper, a deep convolutional neural network joint dark channel is proposed to detect smoke images. For the first channel, the residual network is added on the AlexNet to improve the network and extract generalization features. The dark channel is employed in the second channel, which inputs the processed dark channel images and extracts the dark channel features. These two channels are trained separately and the feature fusion is performed to enrich the feature information and ensure the robustness of the network. Our experimental results indicate that the proposed method can achieve a high classification performance on the real-world data sets. 
