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 Over the years, electronic mail (e-mail) has been the target of several 
malicious attacks. Phishing is one of the most recognizable forms of 
manipulation aimed at e-mail users and usually, employs social engineering 
to trick innocent users into supplying sensitive information into an imposter 
website. Attacks from phishing emails can result in the exposure of 
confidential information, financial loss, data misuse, and others. This paper 
presents the implementation of a maximum entropy (ME) classification 
method for an efficient approach to the identification of phishing emails. Our 
result showed that maximum entropy with parsimonious feature space gives 
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Owing perhaps, to its ubiquity and limitless potentials for communications and interconnectivity, the 
internet has become a home for divergent tendencies that engender both positive and negative practices; 
while internet technology is at the cutting edge of great innovations and revolutionary findings, criminals are 
equally able to deploy this technology for easy propagation and perpetration of their criminal agenda with 
universal reach [1]. The e-mail, being the predominant means of communication with over 3 billion active 
users, has become a veritable medium of choice for cybercriminals [2]. Thus, cybercrimes proliferate  
very rapidly and have the potentials to cause immense damage to both individuals and corporate 
organizations [3] [4]; phishing is perhaps the most popular of these crimes. 
Phishing is an attack vector that deploys technical subterfuge and social engineering to 
surreptitiously obtain otherwise personal and sensitive information such as credit card pins, and user IDs [5]. 
Unsuspecting users are lured by criminal elements, masquerading as legitimate entities via electronic 
communication media to divulge vital, personal, often, financial information, which may, in turn, be used 
illegally by the criminals without the knowledge or consent of the real owners. Phishing is an instance of 
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identity theft [6]. The phishing cycle often starts with an email that replicates the identity of a trusted 
associate or organization often with a bogus but juicy claim to a reward for the unsuspecting recipient, or in 
other instances, a dubious revalidation exercise by elements posing as financial institutions, demanding that 
users supply their authentication details. For instance, an attacker may describe a problem (usually generic), 
which in some cases may apply to the unsuspecting recipient. They then proceed to propose a solution, which 
usually include a link for filling out sensitive details, and a link to reject the offer, to give the email some 
modicum of authenticity. Having taken the bait, the user is made to fill out personal data such as bank 
account PIN, social security number, or some other useful authentication details, which may be used by the 
criminals to perpetrate illegal transactions later. Figure 1 shows the phishing e-mail lifecycle, while Figure 2 
shows a oftypical information component in a phishing email. 
Phishing attacks pose serious risks to both individuals and corporate entities and have dire 
consequences on global security and the economy [7]. It is even more so dangerous, as it appears that 
phishers continue to perfect means to outmaneuver even the knowledgeable and security-conscious [8]; 
technology giants such as Google and Facebook have lost about $100 million to phishing emails from 
hackers who impersonated as hardware vendors in 2017. The economic effect of phishing attack is enormous; 





Figure 1. Lifecycle of a phishing email [10] 
 
Figure 2. Typical information component in a 
phishing email [11] 
 
 
Phishing attackers are increasingly becoming more resilient over the years, due to the alarming 
increase in the volume of attack and the innovativeness with which the attacks are being implemented. 
Security specialists and phishers are in a vicious circle because apprehending phishers have become more 
and more complicated. Phishers are constantly changing their tactics to defeat anti-phishing techniques [12]. 
The aggregate number of distinctly recognized phishing attacks reached a peak of 263,538 attacks in the first 
quarter of 2018; an alarming upsurge from 180,577 reported in the last quarter of 2017 (APWG, 2018) [13]. 
The email has also been identified as the top phishing target; consequently, a phishing email attack aimed at 
individuals and corporate bodies is on the rise [14].  
Several interventions have been made over the years to combat the phishing menace. Qabajeh et al. [15] 
identified some techniques both ‘traditional’ and ‘computerized’ in literature. Some traditional anti-phishing 
techniques like enforcing laws, equipping users with knowledge, and educating the public were mentioned. 
Computerized efforts include blacklists, filtering, associative classification, and rule induction as well as the 
use of machine learning approaches via different classification and model-based techniques. A variety of 
surveys and reviews of anti-phishing techniques have also been documented in the literature, to provide 
better understanding and enhance the development of better anti-phishing systems.  
Aleroud and Zhou [16] documented some anti-phishing techniques in emails, websites, mobile 
devices as well as social networking sites. They then proposed a new taxonomy of phishing attacks with an 
emphasis on the target environment, attacking techniques, communication media, and countermeasures. 
Their work offered a robust approach to identifying phishing attacks. Goel and Jain [17] provided a 
classification of mobile phishing attacks and suggested better methods to identify and ensure protection 
against these attacks. It was shown that individuals that use mobile devices were more likely to be exposed to 
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phishing attacks than desktop users. Also, due to differences in functionality and layout of the devices, they 
proposed a devise-centric method that considers the device in use and was able to counter mobile phishing 
attacks. Sumanthi and Damodaram [18] surveyed seventeen phishing detection schemes with a performance 
evaluation based on several parameters which included accuracy, precision, recall, true negative estimate, 
true positive estimate, false-negative estimate, and false-positive estimate. Results indicated the target 
validation method had the highest accuracy of 99.54%, the phishing alarm had the highest precision of 100% 
and the smart website combined with the categorization model method for phishing detection produced a 
98.72% recall value. Chiew et al. [19] presented a robust, systematic review of phishing attack and their 
associated vectors. The review showed that phishers make use of technical approaches such as cloud 
computing, clickjacking, and malvertising in their attacks and the development of intelligent systems will be 
a countermeasure in the discovery of phishing threats. Also, a review of anti-phishing methods in literature 
was suggested for the development of a more robust technique. Available approaches in literature have been 
noted to either compromise precision to improve response time or improve precision at the expense of 
response time [20]. Software phishing detection models generally include the black/whitelist, heuristics, 
machine learning, visual similarity, and hybrid approaches. 
Sonowal and Kuppusamy [21] proposed a phishing detection model called PhiDma which used a 
multifilter approach. The proposed model employed the use of an audio-based indicator making it accessible 
by people who are visually impaired. Legitimate data was gotten from phishload and phishing data from 
phishtank for the implementation. The result from the experiment showed that the model was successful 
since a true positive rate of 90.54% and 94.18% true negative rate was recorded. Also, an accuracy of 
92.72%, a false positive and false negative rate of 5.82% and 9.46% respectively were achieved by the 
model. Volkamer et al. [22] presented a walk-through analysis of reasons why people fall prey to phishing 
and suggested a concept to circumvent the process: The tooltip-powered phish email detection (Torpedo). 
Torpedo showed the original uniform resource locator (URL) of email addresses with the domain highlighted 
for easy recognition of phishing emails. The tool was evaluated in an email environment since this can be 
adapted to suit other messaging environments. The efficiency of Torpedo was tested against the status quo 
status bar in Thunderbird and results showed that Torpedo detected fraudulent emails 85.17% more times 
than the status bar URL which had 43.31%. Moghimi and Varjani [23] proposed two features sets to improve 
phish detection in internet banking. The support vector machine (SVM) was used to classify webpages with a 
feature vector consisting of 17 features: 9 relevant features and 8 suggested features. The results of their 
experiment indicated a true positive value of 99.14% and false negative, 0.86%.  
Sahingoz et al. [24] designed an anti-phishing system based on machine learning that combined 
seven classification algorithms with natural language processing features. A dataset of 73,575 URLs, 
consisting of 36400 originally correct URLs and 37175 phishing URLs were constructed to evaluate the 
performance of the system. Results revealed that the performance of the proposed system was increased by 
2.24% and 13.14% for natural language processing (NLP) based features and word vectors respectively. 
Also, the Random forest algorithm with NLP features produced the highest accuracy rate of 97.98% when 
compared to the seven other algorithms, Naive Bayes algorithm, k-nearest neighbor (n=3), Adaboost, 
sequential minimal optimization, K-star, and decision trees. The use of parallel processing and deep learning 
was suggested for future research. With the use of reinforcement learning, Smadi et al. [25] developed a 
novel approach in the detection of phishing attacks against online systems. Their proposed system called 
phishing email detection system which used a feature evaluation and reduction algorithm adjusted regularly 
to reflect changes in the environment that is, explored new behaviors in a new dataset. For classification, a 
neural network was combined with reinforcement learning in the designed system and used 50 features. A 
dataset containing 7315 phishing emails, 4951 ham emails for training and 26722 phishing URL’s was used. 
44% of the emails were used as the training dataset. Results of the performance evaluation over 50 
independent runs showed an accuracy of 98.63% with a true positive and true negative rate of 99.07% and 
1.81%. 
A case-based reasoning phishing detection system developed by Abutair and Belghith [26] 
combined both online and offline detection of phishing attacks. The proposed system which used a relatively 
small dataset (572 cases) was very adaptive and able to predict a zero-hour phishing attack easily. The result 
showed the proposed system produced an accuracy of 95.62%. Hadi et al. [27] experimented on 11,055 
phishing websites using a WEKA software environment. They proposed a fast-associative classification 
algorithm (FACA) for identifying phishing websites. The proposed algorithm outperformed other associative 
classification algorithms in classification accuracy and F1 evaluation measures. Zhang et al. [28] developed a 
modified deep neural network model in vaticinating phishing attacks. The hybrid deep neural network model 
combines an autoencoder with a convolutional neural network to be able to detect phish attacks in receivable 
time. The model was compared with the SVM, decision tree, and LinearSVC algorithm on a deep learning 
platform, Tensorflow. The results indicated that the developed architecture had an accuracy of 97.87%, 
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precision of 98.69, and a recall of 97.20% which was the best of the four models considered. Similarly, [29] 
deployed the use of two classifiers, SVM and decision tree, to develop a learning-based aggregation analysis 
system in detecting phishing attacks on web pages. The results showed that this system enhanced the 
performance of existing anti-phishing methods. To safeguard sensitive information of users, it is crucial that 
an adequate means of identifying and apprehending phishing emails be developed. In this study, the 




2. RESEARCH METHOD 
In this section, the methodology used including data collection and the classification task is 
described. This includes the data collection and preparation process. The maximum entropy (ME) model 
was equally depicted using mathematical models. 
 
2.1.  Building corpora with parsimonious features 
The dataset used for the study was from publicly available repositories by [30] (for phishing e-mail 
dataset) and [31] (for ham e-mail dataset). In total, we worked with 8266 e-mail corpora with 47 features 
which are commonly used in literature [32]-[34]. Of the 8266 corpora, we designated 6266 e-mails as our 
training data, leaving us with 2000 test data (1000 hams and 1000 phishes). Furthermore, we carried out a 
dimensionality reduction of the feature set from 47 to 27 using regression. This was based on the thinking 
that it is possible to get the parsimonious few ‘principal’ features, thus eliminating redundant features without 
much information loss. 
 
2.2.  Maximum entropy 
The maximum entropy (ME) is a probabilistic model, based on the ‘principles of maximum 
entropy’. Maximum entropy has a well-established history in efficiently solving the text classifier problem. 
Additionally, maximum entropy is adaptable to a large feature set and its performance is not affected by the 
feature selection method [35]. Maximum entropy determines probabilities based on the principle of making 
minimal assumptions as follow: 
Suppose that we have a set of features, a set of functions 𝑓𝑓1, … , 𝑓𝑓𝑚𝑚 (by which we may determine the 
contribution of each feature to the model) and a set of conditions; we determine the probability distribution 
that satisfies the given conditions and minimizes the relative entropy (divergence of Kullback-Leibler) 
𝐷𝐷(𝑝𝑝||𝑝𝑝0), with respect to the distribution 𝑝𝑝0.  






𝑖𝑖=1   
 
where 𝑝𝑝(𝑥𝑥|𝑦𝑦) denotes the probability of occurrence of outcome 𝑥𝑥, given context 𝑦𝑦 with constraint or feature 
functions 𝑓𝑓𝑖𝑖(𝑥𝑥|𝑦𝑦). 
ME model represents evidence with binary functions known as contextual predicates in the form: 
 
𝑓𝑓𝑐𝑐𝑐𝑐,𝑦𝑦′(𝑥𝑥,𝑦𝑦) =  �
1     𝑖𝑖𝑓𝑓 𝑥𝑥 = 𝑥𝑥′𝑎𝑎𝑎𝑎𝑎𝑎 𝑐𝑐𝑝𝑝(𝑦𝑦) = 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
0     𝑜𝑜𝑡𝑡ℎ𝑡𝑡𝑡𝑡𝑒𝑒𝑖𝑖𝑒𝑒𝑡𝑡                                
  
 
𝑐𝑐𝑝𝑝 is the contextual predicate which maps a pair of outcome o and context h to {true; false} [35]. 
 
 
3. RESULTS AND ANALYSIS 
In this section, we report and evaluate the results of the maximum entropy classification techniques 
vis-à-vis the Naive Bayes (Baseline) and support vector machine (SVM). We describe some benchmark 
metrics used for the evaluation. We report the performances of the techniques using tables and charts. 
 
3.1.  Performance metric 
The performance metrics used to evaluate our work were accuracy, precision, recall, and error 
rate. This was calculated based on the correctness or otherwise of the classified test data depicted by 
true positive, true negative, false positive, and false negative. True positive is the correctly classified 
phish, true negative is the correctly classified ham, false-positive depicts phishes wrongly classified as 
ham while false negative depicts hams wrongly classified as phishes. In the context of our study, we 
define them as follows: 
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𝑡𝑡𝑝𝑝 = 𝑡𝑡𝑜𝑜𝑡𝑡𝑎𝑎𝑡𝑡 𝑎𝑎𝑡𝑡𝑛𝑛𝑛𝑛𝑡𝑡𝑡𝑡 𝑜𝑜𝑓𝑓 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑝𝑝𝑜𝑜𝑒𝑒𝑖𝑖𝑡𝑡𝑖𝑖𝑝𝑝𝑡𝑡𝑒𝑒   
𝑡𝑡𝑎𝑎 = 𝑡𝑡𝑜𝑜𝑡𝑡𝑎𝑎𝑡𝑡 𝑎𝑎𝑡𝑡𝑛𝑛𝑛𝑛𝑡𝑡𝑡𝑡 𝑜𝑜𝑓𝑓 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑎𝑎𝑡𝑡𝑛𝑛𝑎𝑎𝑡𝑡𝑖𝑖𝑝𝑝𝑡𝑡𝑒𝑒   
𝑓𝑓𝑝𝑝 = 𝑡𝑡𝑜𝑜𝑡𝑡𝑎𝑎𝑡𝑡 𝑎𝑎𝑡𝑡𝑛𝑛𝑛𝑛𝑡𝑡𝑡𝑡 𝑜𝑜𝑓𝑓 𝑓𝑓𝑎𝑎𝑡𝑡𝑒𝑒𝑡𝑡   
𝑓𝑓𝑎𝑎 = 𝑡𝑡𝑜𝑜𝑡𝑡𝑎𝑎𝑡𝑡 𝑎𝑎𝑡𝑡𝑛𝑛𝑛𝑛𝑡𝑡𝑡𝑡 𝑜𝑜𝑓𝑓 𝑓𝑓𝑎𝑎𝑡𝑡𝑒𝑒𝑡𝑡 𝑎𝑎𝑡𝑡𝑛𝑛𝑎𝑎𝑡𝑡𝑖𝑖𝑝𝑝𝑡𝑡𝑒𝑒   
We depict the confusion matrix and presentation of results in tabular form as in Table 1. 
 
 
Table 1. Confusion matrix of the classification (𝑛𝑛 = 𝑀𝑀𝑎𝑎𝑥𝑥𝑀𝑀𝑎𝑎𝑡𝑡, 𝑒𝑒 = 𝑆𝑆𝑆𝑆𝑀𝑀, 𝑎𝑎 = 𝑁𝑁𝑎𝑎𝑖𝑖𝑝𝑝𝑡𝑡 𝐵𝐵𝑎𝑎𝑦𝑦𝑡𝑡𝑒𝑒) 
















𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑒𝑒𝑚𝑚𝑡𝑡𝑖𝑖𝑡𝑡 𝑡𝑡𝑒𝑒𝑡𝑡𝑡𝑡 𝑑𝑑𝑡𝑡𝑡𝑡𝑡𝑡
  
 
Precision: This is the total number of true positives divided by the total number of emails identified 












Error rate, this is given as; 
 
𝑀𝑀𝑡𝑡𝑡𝑡𝑜𝑜𝑡𝑡 𝑡𝑡𝑎𝑎𝑡𝑡𝑡𝑡 = 1 − 𝑎𝑎𝑐𝑐𝑐𝑐𝑡𝑡𝑡𝑡𝑎𝑎𝑐𝑐𝑦𝑦  
 
3.2.  Performance measure and discussion 
We measured the performance of our work with reduced feature space of 27, relative to Naïve 
Bayes (baseline) and SVM which has 47 features. We present the confusion matrix in Table 1 and the 
performance measure of the 3-classification scheme in Table 2. We present a plot of true value against the 
values predicted by our classification scheme which is depicted in the confusion matrix in Figure 3. The 
performance metrics, that is the number of a true positive, true negative, false positive and false negative is 
presented graphically in Figure 4. This was used to evaluate the performance of the classification models 
which is presented graphically in Figure 5. 
 
 
Table 2. Performance measure of 3 classification schemes 
Parameter Maximum Entropy  SVM Naïve Bayes 
True positive (𝒕𝒕𝒑𝒑) 996 968 972 
True negative (𝒕𝒕𝒏𝒏) 835 998 996 
False positive (𝒇𝒇𝒑𝒑) 165 3 5 
False negative (𝒇𝒇𝒏𝒏) 4 31 27 
 
Accuracy 0.9155 0.983 0.984 
Precision 0.99523242 0.969873664 0.973607038 
Recall 0.835 0.997002997 0.995004995 
Error rate 0.0845 0.017 0.016 
No of Features 27 (dimensionality reduction from 47 to 27 through regression) 47 47 
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Figure 5. Performance evaluation of maximum entropy, SVM and Naïve Bayes 
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4. CONCLUSION 
The maximum entropy with parsimonious feature space clearly outperformed both the Naïve Bayes 
and SVM in terms of precision. Naïve Bayes, however, had the highest accuracy rate in our experiment. 
Future work may include hybridizing maximum entropy which has the highest precision and Nave Bayes 
which has the highest accuracy. We note that maximum entropy is generative while Naïve Bayes is 
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