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SPHERICAL FUNCTORS AND THE FLOP-FLOP
AUTOEQUIVALENCE
FEDERICO BARBACOVI
Abstract. Flops are birational transformations which, conjecturally, induce derived
equivalences. In many cases an equivalence can be produced in geometric terms.
Namely, as the varieties involved are birational, they map to a common scheme, and
the fibre product with respect to these maps gives a Fourier Mukai kernel which often
induces the derived equivalence. When this happens, we have a non trivial autoequiv-
alence of either sides of the flop known as the “flop-flop” autoequivalence.
We investigate this autoequivalence, and we prove that can be realized as the inverse
of a spherical twist around a spherical functor whose source category arises naturally
from the geometry. Precisely, we consider the derived category of the fibre product
and we prove that a suitable Verdier quotient of this category admits a four periodic
SOD inducing the mentioned autoequivalence. This picture also implements a perverse
Schober for the flop.
To give a feeling of what the source category we found looks like, we study in detail
standard flops (both in the local model and in the family version), and Mukai flops. In
particular, we show that in these cases the category respects the known decomposition
associated to the flop-flop autoequivalence, by which we mean that it is the gluing of
(some of the possible) source categories of the single spherical functors. To conclude, we
provide further examples of where our construction can be used, such as Grassmannian
flops, and the Abuaf flop.
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1. Introduction
Let X− and X+ be two smooth projective varieties over an algebraically closed field
k of characteristic zero. We say that they are K-equivalent if there exists a birational
correspondence
Z
X− X+
qp
such that p∗ωX+ ≃ q
∗ωX−, where ωX• stands for the canonical bundle of X•. It is a well
known conjecture, [BO02], [Kaw02], that two K-equivalent smooth projective varieties
should be D-equivalent, i.e. there should exists an equivalence between the bounded
derived categories of coherent sheaves Db(X−) ≃ D
b(X+).
The first attempt to construct such an equivalence is to consider the functors q∗p
∗ :
Db(X−) → D
b(X+) and p∗q
∗ : Db(X+) → D
b(X−) (here we are implicitly deriving the
functors). We will refer to these functors as the “flop” functors. However, in general
this won’t produce an equivalence, e.g. Mukai flops, [Nam03].
Nevertheless, let us assume that there exists a variety X̂ that dominates X− and
X+, and that induces equivalences (in the case of Mukai flops in dimension 2, take X̂
to be the fibre product over the singularity k[x, y, z] /(xy − z2)). In particular, we get
an autoequivalence q∗p
∗p∗q
∗ ∈ Aut(Db(X+)) which we will call the “flop-flop” autoe-
quivalence. It is interesting to study such an autoequivalence because it is expected
to be non trivial, by which we mean an element of Aut(Db(X+)) which is not in the
subgroup generated by shifts, tensor products with line bundles, and pushforward along
automorphisms of X+.
For an explicit example, consider the Atiyah flop. Namely, consider X− = X+ =
Tot (OP1(−1)
⊕2 → P1), and X̂ = BlP1X− ≃ Tot (OP1×P1(−1,−1)→ P
1 × P1). In this
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case, the birational correspondence gives a Fourier-Mukai kernel that induces derived
equivalences p∗q
∗ and q∗p
∗, see [BO95]. It turns out that the autoequivalence q∗p
∗p∗q
∗
is isomorphic to the inverse of the spherical twist around OP1(−1) as defined in [ST01],
see [Seg11], [ADM19].
A neat way to produce autoequivalences of (enhanced) triangulated categories is to
consider spherical twists around spherical functors, see [AL17]. For purely formal rea-
sons, we know that every autoequivalence of an (enhanced) triangulated category can
be realized as the spherical twist around a spherical functor, see [Seg18]. However, there
can be many such presentations for a fixed autoequivalence. Drawing inspiration from
the Atiyah flop, it would be interesting to present the autoequivalence q∗p
∗p∗q
∗ as the
inverse of the spherical twist around a spherical functor whose source category naturally
arises from the geometry.
In [HLS16], it was proved that any spherical functor of (enhanced) triangulated cat-
egories arises from a four periodic SemiOrthogonal Decomposition (SOD). This picture
is particularly interesting if one compares it with the interpretation of spherical functors
as perverse Schobers, see [KS14], i.e. as SODs with certain properties.
Given this, our aim will be to find a four periodic SOD that induces the autoequiva-
lence q∗p
∗p∗q
∗ and that comes from the geometry. In doing so, we draw inspiration from
[BB15]. There, the authors consider a cartesian diagram
X̂
X− X+
Y,
p q
f− f+
(1)
where f− is a flopping contraction with relative dimension of the fibres bounded by one,
and f+ is the flop of f−. Under some technical conditions on the varieties appearing, they
prove that the “flop-flop” autoequivalence q∗p
∗p∗q
∗ comes from a four periodic SOD of
the Verdier quotient Db(X̂)
/
K b , where K b = {K ∈ Db(X̂) : p∗K ≃ 0 ≃ q∗K}. Thus,
also in our case, one would be tempted to consider the category Db(X̂)
/
K b and look for
a four periodic SOD. For technical reasons, it is easier to look at the unbounded derived
category of quasi coherent sheaves Dqc(X̂), and then consider the quotient Dqc(X̂)/K ,
where K = Ker p∗ ∩ Ker q∗. In this category, we will be able to construct the four
periodic SOD we are interested in, and then, under some technical hypotheses, bring it
back to bounded and perfect complexes.
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We have now laid the ground to present our results. The following is our main theorem
as it applies in the most possible generality1.
Theorem A. Assume that the “flop” functors are equivalences, then the quotient cate-
gory Dqc(X̂)/K admits a four periodic SOD inducing q∗p
∗p∗q
∗ ∈ Aut(Dqc(X+)) as the
inverse twist around a spherical functor. Explicitly, the spherical functor is given by2
q∗ : Ker p∗ Dqc(X+).
Moreover, the subcategory of compact objects
(
Dqc(X̂)/K
)c
admits a four periodic SOD
inducing q∗p
∗p∗q
∗ ∈ Perf(X+) as the inverse twist around a spherical functor. The
spherical functor is given by
q∗ : (Ker p∗)
c Perf(X+).
To obtain results for bounded complexes, we have to work under additional hypothe-
ses3.
Theorem B. If p and q are proper and have finite tor dimension, we have a four periodic
SOD of Db(X̂)
/
K b that induces a spherical functor
q∗ : Ker p∗ D
b(X+)
whose inverse twist is given by the autoequivalence q∗p
∗p∗q
∗ ∈ Aut(Db(X+)). Here
p∗ : D
b(X̂)
/
K b → Db(X−).
Let us notice that when p and q are proper and have finite tor dimension, one can also
prove that the category Perf(X̂)
/
Perf(X̂) ∩K admits a four periodic SOD inducing
the autoequivalence q∗p
∗p∗q
∗ ∈ Perf(X̂), see Subsection 3.4.
Examples. To get a feeling of what the general construction we outlined looks like, we
give explicit descriptions of the category4
C := Ker p∗ = Ker p∗ /K
in some examples. In order, we will consider the local model of the standard flops (which
are a generalization of the Atiyah flop), standard flops in families, and Mukai flops. In
all these examples, we will try to predict a description of C based on [ADM19], and the
results of [Bar20].
1The assumptions of the theorem are not complete, see Subsection 3.3 for a precise statements.↑
2Here q∗ and p∗ stand for the functors induced by q∗ and p∗ on the quotient Dqc(X̂)/K .↑
3We need to require that p and q are proper and have finite tor dimension so to be sure that all the
functors preserve boundness and coherence.↑
4We introduce this new notation because we will use it in the course of the proofs in Section 3.↑
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Namely, in [ADM19] the authors proved that the flop-flop autoequivalence for the
local model of the standard flops is given by
q∗p
∗p∗q
∗ ≃ T−1OPn (−1) ◦ T
−1
OPn (−2)
◦ · · · ◦ T−1OPn (−n),
where on the right hand side we have the inverse of spherical twists around spherical
objects.
In [Bar20], we described a construction to produce the composition of multiple spher-
ical twists as the spherical twist around a single spherical functor. The procedure takes
as input any number of spherical twist TFi, i = 1, . . . , n, around spherical functors
Fi : Ai → D, and outputs a categoryA together with a spherical functor F : A → D such
that TF = TF1 ◦· · ·◦TFn. Moreover, the source category admits a SOD A = 〈A1, . . . ,An〉
such that F |Ai = Fi. Thus, any time we have a splitting of the flop-flop autoequiva-
lence as above, we expect C to admit a SOD in terms of (some of the possible) source
categories of the spherical functors we are twisting around.
In the case of spherical twist around spherical objects the procedure is very simple.
We construct a directed DGA whose associated graded algebra is isomorphic to the
subalgebra of the graded algebra
Hom•Dqc(X+)(
n⊕
i=0
OP(−i),
n⊕
i=0
OP(−i))
given by the identities and the maps (of any degree) OP(−i) → OP(−j) for i > j.
The basic idea is that, if one looks at the formula defining the composition of two
spherical twists, then it is clear that the order in which we twist imposes an order on the
morphisms between the objects, which is reflected in the fact that the DGA is directed.
Then, the derived category of the DGA gives us the source category for the spherical
functor. Based on this, we expect to describe C in these terms. We prove that this
expectation is indeed correct in Theorem 4.1.4.
The local case opens the way for the family case of standard flops, i.e. the general-
ization in which we flop simultaneously a family of Pn’s over a base Z, and in which we
don’t assume X− to be the total space of a vector bundle. In [ADM19], the authors also
treat this case, and they prove a splitting result for the flop-flop autoequivalence similar
to the one for the local case. They substitute the structure sheaves OP(−i) with fully
faithful functors whose source category is Db(Z). We prove that also in the family case
the category C admits a SOD that reflects the splitting of the flop-flop autoequivalence,
and we prove that the morphisms between the spherical functors respect the gluing
procedure of [Bar20].
In [ADM19], the authors also prove that for Mukai flops we have an isomorphism of
functors
q∗p
∗p∗q
∗ ≃ P−1OPn (−1) ◦ P
−1
OPn (−2)
◦ · · · ◦ P−1OPn (−n),
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where the functors in the right hand side are the P-twists around the P-objects OPn(−j),
see [HT06] for the construction of this autoequivalence, and [AL19] for the general case of
P-twist around P-functors. In [Seg18], the author explicitly described a spherical functor
whose spherical twist gives the P-twist around a fixed P-object. Following the same idea
we pursued in the local model for the standard flops, we expect Ker p∗ /K to be the
derived category of a DGA whose cohomology is a (infinite dimensional) directed graded
algebra. Unfortunately, for techincal reasons, this expectation is wrong. However, things
are not so bad it may seem. We have remarked more than once than in describing an
autoequivalence as the (inverse) spherical twist around a spherical functor one has many
possible choices for the source category of the functor. This is what is happening here:
we chose the wrong source category. More precisely, we are able to give a description of
C in terms of a “Koszul dual algebra” of the one we hoped to find, see Corollary 4.3.6,
which, as remarked in [Seg18, Remark 4.4] for the case of a single P-object, gives another
possible source category for the P-twist. Morever, we find a subcategory of C which is
equivalent to subcategory of compact objects of the derived category of the DGA we
initially looked for, thus recovering the picture we drew our inspiration from.
Finally, we work through some other interesting examples that satisfy the hypotheses
of our main theorem, but where we were not able to give an explicit description of the
category C that reflected the known structure of the flop-flop autoequivalence. Namely,
we will look at Grassmannian flops, [DS14], [HL15], and the Abuaf flop, [Seg16].
Relation to the relative dimension one case. We said at the beginning that the
question from which this paper arose draws its inspiration from [BB15], therefore it
seems natural to compare our results with the one in ibidem. We do this in two steps.
First, we restrict to the case in which p an q are proper, have finite tor dimension, and
have dimension of the fibres bounded by 1. In this case, Db(X̂)
/
K b is a full subcategory
of Dqc(X̂)/K , and we prove that the four periodic SOD of the latter restricts to give
a four periodic SOD of the former. Second, we restrict to the case in which we have a
fibre product diagram
X̂
X− X+
Y,
p q
f− f+
where f− and f+ are flopping contraction with dimension of the fibres bounded by 1,
and they are related by a flop. In [BB15], imposing some restrictions on X− and Y , the
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authors prove an equivalence5 Ker p∗∩D
b(X̂)
/
K b ≃ Db(Af−), where Af− is the abelian
subcategory6 of Coh(X−) of sheaves E such that (f−)∗(E) = 0 (recall that our functors
are implicitly derived). Moreover, they prove that Af− has a projective generator P ,
and that when dimX− = 3 its endomorphism algebra is isomorphic to the contraction
algebra of the flop as defined in [DW13].
The underived pull up of the projective generator P gives a compact generator for
Ker p∗ with the same endomorphism algebra of P . In particular, if we call AP the
endomorphism algebra of P , we get the equivalence7 Ker p∗ ≃ D(AP ). Using the result
in [BB15], we get that this equivalence restricts to an equivalence Ker p∗∩D
b(X̂)
/
K b ≃
Db(Af−) ≃ D
b
fg(AP ), where the subscript means finitely generated modules.
Given this picture, when X̂ is given by means of a cartesian diagram as (1), and f+
is the flop of f−, it is interesting to ask whether it is possible to describe Ker p∗ /K in
terms of the subcategory of complexes E ∈ Dqc(X+) such that (f+)∗E = 0. For more
details, see Remark 3.2.1.
The four periodic SOD. Before beginning the paper, we work through the technical
aspects of our results, so to help the reader follow the development of the article. As we
said, we will produce a four periodic SOD of the Verdier quotient Dqc(X̂)/K . However,
our motivation is to understand the flop-flop autoequivalence as an autoequivalence of
the bounded derived category of coherent sheaves. Therefore, one might ask why this
change from Db(−) to Dqc(−). The answer is that we need some subcategories to be
(right) admissible. The advantage of Dqc(X̂)/K over D
b(X̂)
/
K b is that the former
is cocomplete, and in a DG enhanced, cocomplete triangulated category, subcategories
generated by a single compact object are automatically right admissible8.
Even though quasi coherent complexes prove to be the correct category to answer
the questions we pose in full generality, we would like to establish a plan of attack
which, under additional hypotheses, can be used to tackle complexes with bounded and
coherent cohomologies9, and perfect complexes. To do this, we have to come back to
Dqc(X̂) from the Verdier quotient Dqc(X̂)/K . The reason is that the inclusions
Perf(X̂) ⊂ Db(X̂) ⊂ Dqc(X̂)
5This intersection makes sense because we noted that in this case Db(X̂)
/
K b is a full subcategory
of Dqc(X̂)/K .↑
6It is abelian because f− is assumed to have fibres of relative dimension at most one.↑
7To avoid confusion, we remark that Ker p∗ ⊂ Dqc(X̂)/K , and that D(AP ) is the unbounded derived
category of right AP modules.↑
8Here by generated we mean the smallest cocomplete subcategory containing the given object.↑
9We will call them bounded complexes from now on to be short.↑
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are full, but this is not true anymore when we pass to the quotients. For example, the
obvious functor
Db(X̂)
/
K b Dqc(X̂)/K
is neither full nor faithful in general.
The way to bring the problem back to Dqc(X̂) from Dqc(X̂)/K is to prove that K is
left admissible. This will imply that Dqc(X̂)/K ≃
⊥K , and reformulate the question
of finding a four periodic SOD of Dqc(X̂)/K into that of finding four SODs of Dqc(X̂)
of the form
Dqc(X̂)
SOD
= 〈K ,,〉,
where the two squares vary four periodically. Theorem A proves we can do this.
The technique we put in place suits the aim of having an approach that can be used
to tackle bounded and perfect complexes. Indeed, [Kuz11, Lemma 3.4] tells us that to
check that the SODs we found restrict to Db(X̂) and Perf(X̂), and hence induce four
periodic SODs of the categories
Db(X̂)
/
K
b, Perf(X̂)
/
Perf(X̂) ∩K ,
we have to check that the projection functors of the SODs preserve Db(X̂) and Perf(X̂).
In Subsection 3.4 we prove that this is true under additional hypotheses for perfect
complexes, but the case of bounded complexes is more complicated.
Before going into more details about bounded complexes, let us notice that perfect
complexes can be dealt with without any additional hypotheses considering the subcat-
egory of compact objects (
Dqc(X̂)/K
)c
.
See Theorem 3.3.3 for more details.
The bounded case. When X̂ is not smooth, boundedness is particularly hard to con-
trol. It is even harder to control it when we pass to the quotient Db(X̂)
/
K b .
To explain why the bounded case is so hard, let us take a step back. In the unbounded
case we are able to produce a four periodic SOD of the category Dqc(X̂)/K . We pointed
out that the key to construct the SODs is proving that K is left admissible. This means
that Dqc(X̂)/K is equivalent, via the quotient functor, to
⊥K . In particular, given any
object in Dqc(X̂)/K , we can “resolve” it in terms of objects in
⊥K , and bring all
the questions we have in Dqc(X̂)/K back to Dqc(X̂). This is crucial, as computing
morphisms in a quotient category is particularly hard. Comparing to a more familiar
picture, we are taking “h-projective resolutions” of the objects in Dqc(X̂)/K .
Our motivation for constructing SODs in Dqc(X̂) is that we hoped to be able to
deduce similar SODs on Db(X̂) by restriction. Unfortunately, this is not the case. The
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projection functors for the SODs we get don’t preserve boundness. Even worse, it is not
true that K b is always left admissible in Db(X̂). For an example of these phenomena,
see Remark A.3.7. The failure of K b to be left admissible means that the quotient
category Db(X̂)
/
K b is hard to control, as computing morphisms between arbitrary
objects might be a very difficult task.
Neverthless, using the result we established in unbounded case, under some additional
hypotheses10, we are able to circumvent these problems and prove Theorem B, which
says that Db(X̂)
/
K b admits the sought four periodic SOD.
This could seem satisfactory at a first sight, however, the lack of control on the
categories Ker p∗ and Ker q∗ relegates is to a formal statement.
To conclude this excursus on bounded complexes, let us notice that the problem we
encounter with boundedness is not due to the techniques we used, but it lies in the
lack of the possibility to reach certain objects in Db(X̂) from Db(X±). More precisely,
it lies in the fact that thick generation, which is the notion of generation one wants
to use in Db(X̂), prevents us from reaching certain complexes in Db(X̂) when we start
from Db(X±) and we use only derived constructions. For an example of what we mean,
see Example 4.3.1. For an heuristic motivation of why this impossibility is there, see
Remark 3.6.2.
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Notation. We group the notation that will be used and introduced throughout the
paper.
(1) All the functors will be implicitly derived, except for the hom functor, the local
hom functor and, in some particular cases, tensor products over (differential
graded) algebras. Thus, we will have q∗ = Rq∗, q
∗ = Lq∗, etc.
(2) Unless otherwise stated, all (derived) categories of (DG) modules are of right
(DG) modules.
(3) We will use the following convention for fonts: E, F , G, . . . will be used for
objects in categories, T , C , . . . will be used for triangulated categories, and A,
D, . . . will be used for DG categories. The only exceptions will be for
• h-injective/h-projective resolutions, which will be denoted by letters I, S,
R, P in Subsection 4.1 and Subsection 4.3;
• Fourier Mukai kernels, which will be denoted by letters Ia,b,R−j in Subsection 4.2.
10Which are needed to be sure that the functors involved preserve boundedness and coherence↑
10 FEDERICO BARBACOVI
(4) Let T be a cocomplete triangulated category, and M ∈ T . Then
• 〈M〉 will denote the smallest cocomplete subcategory containing M ;
• 〈〈M〉〉 will denote the smallest thick subcategory containing M .
See Example 2.1.1 for an example.
(5) If a collection of full triangulated subcategories A1, . . . ,An gives a semiorthogonal
decomposition of T , we will write 〈A1, . . . ,An〉
SOD
= T .
(6) When we write HomT (Ai,Aj) = 0, we mean HomT (Ai, Aj) = 0 for any Ai ∈ Ai,
Aj ∈ Aj.
(7) Given a triangulated category T and two objects E, F ∈ T , we will denote the
graded module associated to E and F as
Hom•T (E, F ) :=
⊕
n∈Z
HomT (E, F [n])[−n].
2. Generalities
In this section, we recall some general facts and prove some (well known) technical
lemmas we will need in the following.
2.1. Triangulated categories, generation and compact objects. Let T be a k-
linear triangulated category, we say that it is cocomplete if it contains arbitrary direct
sums (and hence arbitrary homotopy colimits). When dealing with subcategories11 of a
triangulated category generated by a subset/an object one has to be careful in explaining
what generated means. First of all, recall that a triangulated subcategory of T is
called thick if it is closed under direct summands, while it is called cocomplete if it is
closed under arbitrary direct sums. Let T an object of T , we will denote by 〈T 〉 the
smallest cocomplete triangulated subcategory containing T , while we will denote 〈〈T 〉〉
the smallest thick triangulated subcategory containing T . Notice that we always have
〈〈T 〉〉 ⊂ 〈T 〉 as every cocomplete subcategory is thick, [Nee01, Proposition 1.6.8]. When
we speak about the subcategory generated by a set of objects we mean the smallest
thick/cocomplete triangulated subcategory containing that set of objects.
An important notion in the world of cocomplete triangulated categories is that of
compact object. We say that an object T ∈ T is compact if for every family Qi of
objects in T the natural morphism⊕
i∈I
HomT (T,Qi) HomT (T,
⊕
i∈I
Qi)
is an isomorphism. The subcategory of compact objects is a thick subcategory and is
denoted by T c. Notice that if T is a compact object we have 〈〈T 〉〉 ⊂ T c.
11All subcategories in this paper are assumed to be full subcategories, i.e. they contain all morphisms
between two objects of T .↑
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Example 2.1.1. Let R be any ring and consider the unbounded derived category of right
R-modules D(R). This category is closed under arbitrary direct sums, therefore all the
definitions given above make sense. Let us denote RR the right R-module R. Then, we
have 〈〈RR〉〉 = Perf(R) ≃ K
b(Projfg − R), the bounded homotopy category of finitely
generated projective R-modules, which can be considered as a subcategory of D(R).
Whereas, we have 〈RR〉 = D(R). Notice that if R is a Noetherian regular ring, we
have an equivalence Perf(R) ≃ Dbfg(R), where the subscript means finitely generated
modules.
One last notion of generation is that of weak generation. We say that a subcategory
S ⊂ T weakly generate T if its right orthogonal in T is zero, i.e.
S
⊥ = {T ∈ T : HomT (S, T [n]) = 0 ∀S ∈ S , n ∈ Z} = 0.
The left orthogonal to a triangulated subcategory is defined similarly and is denoted
⊥S .
Definition 2.1.2. Let T be a triangulated category and A1, . . . ,An be a collection
of triangulated subcategories. We say that they give a SemiOrthogonal Decomposition
(SOD) of T if
(1) HomT (Aj,Ai) = 0 for any j > i,
(2) for any object T ∈ T there exists a filtration
0 = Tn Tn−1 . . . T1 T0 = T
such that cone(Ti → Ti−1) ∈ Ai for i = 1, . . . n. We will write 〈A1, . . . ,An〉
SOD
= T .
Remark 2.1.3. Let us denote ij : Aj →֒ T the inclusion functors. The existence of a
SOD implies the existence of projection functors pj(T ) = cone(Tj → Tj−1), pi : T → Ai.
Notice that the second property of the above definition implies that the inclusion functors
Ai 〈Ai, . . . ,An〉
have left adjoints. Viceversa, if we have a collection of semiorthogonal subcategories
such that the above inclusion functors have left adjoints, then we have a SOD.
Let us now recall the following
Definition 2.1.4. A cocomplete triangulated category T is called compactly generated
if there exists a subset S ⊂ T c such that S⊥ = 0.
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Remark 2.1.5. Let T be a cocomplete triangulated category and S ⊂ T a subset of
objects. Then, we have the following implications
〈〈S〉〉 = T 〈S〉 = T S⊥ = 0,
(2)
T compactly generated
by S′ ⊂ S
(3)
where (2) follows from the observation that fixed an object T ∈ T , then ⊥T is a
cocomplete triangulated subcategory, and therefore if T ∈ S⊥, then S ⊂ ⊥T , which
implies T = 〈S〉 ⊂ ⊥T , hence T = 0. Implication (3) is [Nee96, Lemma 3.2].
Lemma 2.1.6. Let T and S be compactly generated triangulated categories and let
F : T → S be an exact functor. Assume that F commutes with arbitrary direct sums
and that F preserves compact objects. If F |T c : T
c → S c is an equivalence, then F is
an equivalence.
Proof. This is simply [KL15, Lemma 2.12] with I0 = T
c. 
We conclude proving two lemmas regarding Verdier quotients. Let S be a full cocom-
plete triangulated subcategory of a cocomplete triangulated category T , and consider
the Verdier quotient T /S with quotient functor Q : T → T /S . Recall the following
Lemma 2.1.7 ([BB15]). Let T be a triangulated category and let S be a thick trian-
gulated subcategory. Then, if HomT (E, S) = 0 for any S ∈ S , we have isomorphisms
HomT (E, F ) ≃ HomT /S (Q(E), Q(F ))
for any F ∈ T .
Then, we have
Lemma 2.1.8. If T is compactly generated and the inclusion iS : S →֒ T has a left
adjoint iL
S
, then the quotient functor Q preserves compactness.
Proof. The existence of iL
S
implies the SOD
T
SOD
= 〈S , ⊥S 〉
and the existence of a right adjoint iR⊥S for the inclusion of
⊥S . Notice that iL
S
commutes
with arbitrary direct sums being a left adjoint, and that we have a distinguished triangle
i⊥S i
R
⊥S
id iS i
L
S
.
Therefore, iR⊥S commutes with arbitrary direct sums.
From the above SOD and Lemma 2.1.7, we get that Q|⊥S :
⊥S → T /S is an
equivalence. Moreover, notice that as Q commutes with arbitrary direct sums and T
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is compactly generated, by Brown representability, [Nee96, Theorem 4.1], we know that
Q has a right adjoint QR. Let T, T ′ ∈ T , then, using the above lemma once more, we
have
HomT (Q
RQ(T ), T ′) ≃ HomT /S (Q(T ), Q(T
′))
≃ HomT /S (Q(i⊥S i
R
⊥S
(T )), Q(T ′))
≃ HomT (i⊥S i
R
⊥S
(T ), T ′),
which implies QRQ ≃ i⊥S i
R
⊥S
by the Yoneda lemma. As Q is essentially surjective and
commutes with arbitrary direct sums, we get that QR commutes with arbitrary direct
sums. This implies that Q preserves compactness. 
Symmetrically to Lemma 2.1.7, we have
Lemma 2.1.9. Let T be a triangulated category and let S be a thick triangulated
subcategory. If for an object E ∈ T we have HomT (S,E) = 0 for any S ∈ S , then we
have isomorphisms
HomT (F,E) ≃ HomT /S (Q(F ), Q(E))
for any F ∈ T .
Proof. By definition morphisms between Q(F ) and Q(E) in T /S are roofs
H
F E
f g
where S := cone(f) ∈ S , modulo the equivalence relation given by the existence of a
commutative diagram
T
H H
F E
u v
f gr s
where cone(f ◦ u) ∈ S . We will denote a morphism as above (f, g). We will prove that
associating to a morphism f : F → E in T the morphism (id, f) gives an isomorphism.
Let us consider a morphism (f, g) between Q(F ) and Q(E) in T /S and let us call
h : S[−1] → H the connecting morphism in T for f . Then, g ◦ h = 0 in T by
assumption, and therefore using the long exact sequence
. . . HomT (F,E) HomT (H,E) HomT (S[−1], E) . . .
−◦f −◦h
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we see that there exists a morphism t : F → E in T such that g = t ◦ f . Therefore, the
image of t is equal to the morphism (f, g). Let us now assume that two morphisms f, g
map to the same morphism in T /S . This means that there exists a diagram
T
F F
F E
u u
id fid g
with S˜ := cone(u) ∈ S . As f ◦ u = g ◦ u, it means that there exists a commutative
diagram
T F S˜
E.
u
f−g
h
However, by hypothesis we know that h = 0, therefore f − g = 0, and f = g, which
proves injectivity. 
2.2. Spherical functors. The reason why we are instersted in SODs is that they give
a formal approach to construct spherical functors and autoequivalences of triangulated
categories. Recall the following
Definition 2.2.1. A DG category D over a field k is a category such that HomD(E, F )
is a complex of vector spaces over k for any E, F ∈ D, and the composition maps are
maps of complexes.
Example 2.2.2. The category of complexes of vector spaces over k, which we denote
Mod− k, is naturally a DG category over k with morphisms given by all morphisms of
complexes.
To any DG category D we can associate its homotopy category H0(D), which has the
same objects as D, but morphisms given by
HomH0(D)(E, F ) = H
0(HomD(E, F )).
Among all DG categories there are some whose homotopy category is naturally a trian-
gulated category. As we will not need the formal definition later on, we refrain to give
a thorough treatment and we refer the interested reader to [AL17]. We only recall that
such DG categories are called pretriangulated.
Definition 2.2.3. A triangulated category is said to be DG enhanced if there exists
a pretriangulated DG category D and an equivalence of triangulated categories Φ :
H0(D)→ T .
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Example 2.2.4. Assume we have X a quasi-compact, quasi-separated scheme over field
k. Recall that a complex is called h-injective if for any acyclic complex Z the complex
Homi(Z, I) =
∏
r+s=i
Hom(Z−r, Is)
is acyclic. Let us consider the DG category C(X) of complexes of OX modules. We
denote h− injX the full subcategory whose objects are h-injective complexes with
quasi coherent cohomologies. Then, it can be proven that we have an equivalence
H0(h− injX) ≃ Dqc(X) given by the canonical functor
H0(h− injX) −→ H
0(C(X)) −→ Dqc(X),
where
Dqc(X) = {F ∈ D(X) : H
i(F ) is quasi coherent for every i ∈ Z}
Therefore, h-injective complexes give a DG enhancement of Dqc(X).
The reason why DG enhanced triangulated categories are better suited for our pur-
poses than general triangulated categories is that one has the notion of functorial cones
in the former. In particular, it makes sense to give the following
Definition 2.2.5. Let S : C → D be a functor between DG enhanced triangulated
categories with left and right adjoints SL, SR, and assume that all these data lift to the
DG world. We define the twist associated to S as the functor that fits in the distinguished
triangle
S ◦ SR id TS.
We define the cotwist associated to S as the functor that fits in the distinguished triangle
CS id S
R ◦ S.
Definition 2.2.6. A functor S as above is called spherical if CS is an autoequivalence
and the natural transformation
SR −→ SR ◦ S ◦ SL −→ CS ◦ S
L[1]
is an isomorphism of functors.
Remark 2.2.7. In [AL17], the authors develop the theory of spherical functors in the
setting of derived categories of DG categories. One of the aims of their work is to prove
a theorem that establishes the equivalence between the definition we gave of spherical
functors and other conditions. In particular, from their work it follows that if S is
spherical, then TS is an autoequivalence.
Remark 2.2.8. Notice that the inverse of TS sits in the distinguished triangle
T−1S id S ◦ S
L,
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while the inverse of CS sits in the distinguished triangle
SL ◦ S id C−1S .
Example 2.2.9. Spherical twists around spherical objects as defined in [ST01] were the
first examples of spherical functors. In this case the category C is simply the derived
category of vector spaces over k.
The following proposition appeared with slight modifications in different papers, and
provides us with a recipe to construct spherical functors.
Proposition 2.2.10 ([HLS16],[KS14],[BB15]). Given a triangulated category T with a
four periodic SOD
T
SOD
= 〈A ,B〉
SOD
= 〈B,C 〉
SOD
= 〈C ,D〉
SOD
= 〈D ,A 〉
the functor S = iR
A
◦ iB is spherical and for every object B ∈ B, A ∈ A we have
distinguished triangles
(SL ◦ S)(B) B (iL
B
◦ iD ◦ i
L
D
◦ iB)(B),
(iR
A
◦ iC ◦ i
R
C
◦ iA )(A) A (S ◦ S
L)(A).
Remark 2.2.11. The reason why we formulated the proposition without using triangles
of functors is that if one sets up the things correctly, and chooses Definition 2.2.6 among
the equivalent definitions of spherical functor formulated in [AL17], then the triangulated
category above doesn’t need to be DG enhanced. It is clear though that if T has a DG
enhancement and the SODs come from DG subcategories, then the functor S is spherical
and the triangles are triangles of functors.
Remark 2.2.12. In [HLS16, Theorem 3.11] the authors proved that any spherical functor
arises from a four periodic SOD.
Assume now that T is cocomplete. What we want to do is to understand the be-
haviour of the spherical functor S constructed above with respect to compact objects.
Lemma 2.2.13. Let T be a cocomplete triangulated category and assume that T has
a four periodic semiorthogonal decomposition
T
SOD
= 〈A ,B〉
SOD
= 〈B,C 〉
SOD
= 〈C ,D〉
SOD
= 〈D ,A 〉
in terms of cocomplete subcategories. Then, the spherical functor S = iR
A
iB, its right
adjoint, and its left adjoint preserve compactness.
Proof. This follows from [Bar20, Lemma 2.3.6], as S, SL and SR can be expressed
in terms of the inclusion functors of the subcategories in the above SODs, their right
adjoints and their left adjoints. Indeed, the cited lemma proves that these functors
preserve compactness. 
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2.3. Right admissible subcategories. Now that we have explained the relation be-
tween semiorthogonal decompositions and spherical functors, we move on to tackle an-
other technical issue we will have to deal with. Namely, we want to understand when
we can be sure that a subcategory is right admissible. In the context of DG enhanced,
cocomplete, triangulated categories we find some subcategories for which the right ad-
joint to the inclusion exists, and it commutes with arbitrary direct sums. In order to do
so, we recall the following, see [LS16, Proposition B1].
Proposition 2.3.1. Let T be a triangulated category and let T ∈ T . Assume that T
has a DG enhancement Φ : H0(D)→ T and that D ∈ D is such that Φ(D) ≃ T . Then,
if we denote B = HomD(D,D), we have
• if T is idempotent complete, then 〈〈T 〉〉 ≃ D(B)c as triangulated categories;
• if T is cocomplete, and T is compact, then 〈〈T 〉〉 ≃ D(B)c and 〈T 〉 ≃ D(B) as
triangulated categories.
Proof. Take D = Z = P and z = id in [LS16, Proposition B1]. 
Now consider a cocomplete triangulated category T and a DG enhancement Φ :
H0(D)→ T . Take a compact object M ∈ T , then we have
Lemma 2.3.2. The subcategory 〈M〉 is right admissible, and the right adjoint iR to the
inclusion i : 〈M〉 →֒ T commutes with arbitrary direct sums.
Proof. Let M˜ ∈ D be an object such that Φ(M˜) ≃ M . Then, if we setB = HomD(M˜, M˜),
by Proposition 2.3.1 we know that 〈M〉 ≃ D(B), and the inclusion i : 〈M〉 →֒ T fits
into the following commutative diagram
〈M〉 T
D(B) H0(D)
HomD(M˜,Φ
−1(−)) ≃
i
−
L
⊗BM˜
Φ
Therefore, the right adjoint to i is given by
iR(−) = Φ
(
HomD(M˜,Φ
−1(−))
L
⊗B M˜
)
.
To prove that iR commutes with arbitrary direct sums notice that as T is cocomplete,
H0(D) is too, and Φ necessarily commutes with arbitrary direct sums. Now, given a
family Qi, i ∈ I, of objects in H
0(D), consider the direct sum
⊕
i∈I Qi. We have the
inclusions maps Qi →֒
⊕
i∈I Qi in H
0(D), and we can lift these maps to closed degree
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zero morphisms in D. Fix such lifts, then we have an a closed degree zero morphism
which is also a map of B modules⊕
i∈I
HomD(M˜,Qi) HomD(M˜,
⊕
i∈I
Qi). (4)
Moreover, taking cohomologies on both sides, we get
Hj
(⊕
i∈I
HomD(M˜,Qi)
)
≃
⊕
i∈I
Hj(HomD(M˜,Qi))
≃
⊕
i∈I
HomT (M,Φ(Qi)[j])
≃ HomT (M,
⊕
i∈I
Φ(Qi)[j])
≃ Hj
(
HomD(M˜,
⊕
i∈I
Qi)
)
,
where in the second line we used thatM is compact. Therefore (4) is a quasi isomorphism
of B modules, and iR commutes with arbitrary direct sums. 
Example 2.3.3. The previous proposition can be applied to the geometric situation of
Dqc(X) for X quasi compact, quasi separated over a field k. Indeed, we have seen that
this category has a DG enhancement. Therefore, any subcategory of Dqc(X) of the form
〈M〉, for some M compact, is right admissible, and the right adjoint to the inclusion
commutes with arbitrary direct sums.
Notice that this is an example of a DG enhancement where the DG category itself is
not cocomplete (direct sums of h-injective complexes are not necessarily h-injective).
Understanding when the inclusion 〈〈M〉〉 →֒ T has a right adjoint is more difficult.
Notice that as we chose M compact, we have 〈〈M〉〉 ⊂ T c, so it might be natural to
look for a right adjoint to 〈〈M〉〉 →֒ T c. However, in general the functor we constructed
above doesn’t map T c to 〈〈M〉〉. Let us consider the following counterexample. Take
X = k[x] /(x2) and E = k[x]/(x2). As we are on an affine scheme we can consider
h-projective resolutions, i.e. h-injective complexes in the opposite category C(X)op. As
E is free and bounded, it is h-projective.12 In particular, we have
Homh−projX (E,−) ≃ id.
Therefore,
B = Homh−projX (E,E) = k[x]/(x
2),
12Bounded above complexes of projective objects are h-projective.↑
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which is an algebra, and 〈〈E〉〉 = Perf(B) ⊂ Dbfg(B). Consider k as a sheaf on X , we
have an h-projective resolution given by . . . k[x] /(x2) k[x] /(x2)
deg.0
x x
 =: P.
Then, we have
Homh−projX (E, k)
L
⊗B E = k
L
⊗B E = P ⊗B E,
which is not bounded, and thus it isn’t contained in Perf(B).
3. Flop-flop = twist−1
As we explained in the introduction, our aim is to give a geometric interpretation of
the autoequivalence q∗p
∗p∗q
∗ coming from a diagram
X̂
X− X+.
p q
(5)
It turns out though, that our proofs work in a much more general setting than that
where everything is assumed to be smooth. Thus, we will relax our assumptions to
those we strictly need.
We have already pointed out that we will work with the unbounded derived category
of quasi coherent sheaves. This is because as soon as X̂ is not smooth things get
complicated. One technical point will pop up more than once. Namely, that cocomplete
subcategories of a cocomplete (enhanced) triangulated category generated by a compact
object are automatically right admissible, see Lemma 2.3.2.
We now fix the notation, and make our assumptions. Let X+, X− and X̂ be three sep-
arated, finite type schemes of finite Krull dimensions over a field k of characteristic zero,
and consider diagram (5). We set Dqc(•) the unbounded derived category of sheaves of
O• modules with quasi coherent cohomologies, and D
b(•) the full subcategory of com-
plexes with bounded and coherent cohomologies. In the following, when we speak about
bounded complexes, we always mean complexes with bounded coherent cohomologies.
We will work under one of the following13
Assumption 3.0.1. We have isomorphisms p∗OX̂ ≃ OX−, q∗OX̂ ≃ OX+ , and the
functors p∗q
∗ : Dqc(X+)→ Dqc(X+), q∗p
∗ : Dqc(X+)→ Dqc(X−) are equivalences.
13We assume since the beginning that both flop functors are equivalences because that is the case
we are intersted in. However, some of the lemmas work assuming only one of them is an equivalence.
When this is the case, we will explicitly say it in the statement.↑
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Assumption 3.0.2. As above, but p and q are proper morphisms of finite tor dimension.
Under the above assumptions, we know that:
• the inclusion D•(QCoh(X−)) →֒ D
•
qc(X−) is an equivalence for • ∈ {+, blank},
see [BN93, Corollary 5.5], [Har66, Corollary II.7.19]; similarly for X+ and X̂ ;
• the inclusionDb(Coh(X−)) →֒ D
b(X−) is an equivalence of categories, see [Huy06,
Proposition 3.5], and similarly for X+ and X̂;
• all the standard functors (derived pushforward, pullback, tensor product, internal
hom) are defined on Dqc(X), see [Spa88];
• the pushforward functor preserves boundedness, and it preserves coherence under
Assumption 3.0.2;
• the pullback functor preserves boundedness under Assumption 3.0.2;
• compact objects in Dqc(X−) are given by perfect complexes, i.e. complexes
locally quasi isomorphic to a bounded complex of locally free sheaves of finite
rank, and Dqc(X−) is compactly generated, [Nee96, Section 2]; similarly for X+
and X̂ . The subcategory of perfect complexes will be denoted by Perf(−);
• the pushforward functor p∗ has a right adjoint
14 p× that on perfect objects acts as
p∗ − ⊗ p×OX−, see [Nee18a], and similarly for q∗. Under Assumption 3.0.2, this
isomorphism holds for every element of Dqc(X−) (resp. Dqc(X+)). In particular,
both p∗ and q∗ preserve compact objects when p and q are proper morphisms of
finite tor dimension;
• both p× and q× preserve boundedness and coherence under Assumption 3.0.2,
see [Nee18b, Lemma 3.12];
• the functors p∗q
∗ and q∗p
∗ commute with arbitrary direct sums, preserve com-
pactness, and under Assumption 3.0.2 preserve boundedness.
We will refer to the functors p∗q
∗ and q∗p
∗ as the “flop-flop” functors even though X−
and X+ don’t need to be related by a flop.
3.1. Where to look for SODs: the Verdier quotient. As we explained in the in-
troduction, our aim is to realize the autoequivalence q∗p
∗p∗q
∗ via a four periodic SOD.
Notice that under the above assumptions, q∗p
∗p∗q
∗ can be considered as an autoequiv-
alence of Perf(X+), D
b(X+), and Dqc(X+). Therefore, it is natural to look for SODs
inducing all three of these autoequivalences.
The category we will look at to find the sought SODs is Dqc(X̂)/K . Working with
this category seems natural as it contains all the information regarding the pushforward
functors p∗ and q∗, and we have forgotten the irrelevant information embodied by K .
14Notice that we are using the right adjoint to p∗, and not the exceptional pullback p
!. For a general
morphism f : X → Y the exceptional pullback of f is defined taking a factorization f = g ◦ j, where j
is an open embedding and g is proper, and setting f ! = j∗g×. Hence, p! = p× when p is proper.↑
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Moreover, if we denote Q the Verdier quotient functor, using Lemma 2.1.7 we see that
the adjunctions
Dqc(X−) Dqc(X̂) Dqc(X+)
p∗
p∗
q∗
q∗
give adjunctions
Dqc(X−) Dqc(X̂)/K Dqc(X+),
p∗
p∗
q∗
q∗
where p∗ = Q ◦ p∗, q∗ = Q ◦ q∗, and p∗, q∗ are the functors induced by p∗ and q∗ on the
Verdier quotient. As the functors p∗ and q∗ are fully faithful by Assumption 3.0.1, we
see that Dqc(X̂)/K already has two SODs, namely
Dqc(X̂)/K
SOD
= 〈Ker p∗, p
∗Dqc(X−)〉
SOD
= 〈Ker q∗, q
∗Dqc(X−)〉.
We will show that we can extend the previous SODs to a four periodic SOD under
Assumption 3.0.1, and that the same holds true for bounded and perfect complexes under
Assumption 3.0.2. However, before we go on, there are some things it is important we
spell out.
First of all, working in a Verdier quotient is often very hard. Not to control objects, but
to compute morphisms. The derived category of an abelian category A gives a perfect
example of what we mean. To compute the space of morphisms in HomD(A)(E, F )
for E, F ∈ D(A), we must either replace E by an h-projective complex, or F by an
h-injective complex. The same issue arises when working with Dqc(X̂)/K : we have
to find suitable replacements for the objects in order to compute hom spaces between
them. However, instead of replacing each object when we need to, we take a more global
approach. We prove that K is left admissible15, and therefore working in Dqc(X̂)/K is
the same thing as working in ⊥K . This has the advantage that computing morphisms
is now a task we can deal with.
Secondly, we have to understand how to deal with the three types of objects we have.
Precisely, we are interested in three subcategories
Perf(X+) ⊂ D
b(X+) ⊂ Dqc(X+).
There are obvious guesses for the categories which should replace Dqc(X̂)/K , they are
respectively
Db(X̂)
/
K
b, K b = K ∩Db(X̂),
for Db(X+), and
Perf(X̂)
/
K ∩Perf(X̂)
15Notice that the existence of a left adjoint for iK : K → Dqc(X̂) gives a functorial replacement
E 7→ cone(E → iK iLK E)[−1], E ∈ Dqc(X̂).↑
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for Perf(X̂). Both of them work under Assumption 3.0.2. However, while for bounded
complexes the assumption is needed even to for the question to make sense (if the map
is not proper the pushforward functor might not preserve coherence), in the case of
perfect complexes one might ask whether there is a way that doesn’t require stronger
assumptions than Assumption 3.0.1. The answer is yes, there is a way to get around
this technical issue. The idea to crack the problem is to replace the category
Perf(X̂)
/
K ∩Perf(X̂)
with the category (
Dqc(X̂)/K
)c
.
The existence of the four periodic SOD forDqc(X̂)/K formally implies the existence of a
four periodic SOD of the subcategory of compact objects, and this four periodic SOD re-
alizes the autoequivalence q∗p
∗p∗q
∗ ∈ Aut(Perf(X+)). The relation of this category with
the naive guess we made at the beginning is that when we work under Assumption 3.0.2
we can identify (
Dqc(X̂)/K
)c
≃ Perf(X̂)
/
K ∩Perf(X̂) ,
see Remark 3.4.2.
Thirdly, generators come in the game. Now that we have understood which are the
categories that have the sought SODs, we turn our attention to understand the source
categories of the spherical functors that appear, which are16
Ker p∗ Dqc(X+)
Ker
(
pb∗
)
Db(X+)
Ker p∗ ∩
(
Dqc(X̂)/K
)c
Perf(X+).
q∗
(Assumption 3.0.1)
q∗
(Assumption 3.0.2)
q∗
(Assumption 3.0.1)
This is interesting because gaining information about the source category of a spher-
ical functor can help to understand the structure of the twist around it17, and there-
fore shed light on the structure of the flop-flop autoequivalence. We have explained in
Subsection 2.1 that the notion of generation is tricky. In this case, it gets even more
involved as working with the three categories of quasi coherent, bounded, and per-
fect complexes requires different notions of generation. As all our categories are DG
16To avoid confusions, we denote pb∗ the functor induced by p∗|Db(X̂) on the quotient D
b(X̂)
/
K b .
In the following, it will be clear from the context.↑
17See Remark 4.1.3.↑
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enhanced, and the theory of spherical functors naturally belongs to the realm of (de-
rived categories of) DG categories, [AL17], our aim will be to apply Proposition 2.3.1
to describe the source categories of the spherical functors as derived categories of DG
algebras. In order to achieve this goal, we need to produce generators E, Eb, EPerf
for our categories, but what does this mean? In the case of quasi coherent complexes,
the source category must be generated by E under arbitrary direct sums, whereas for
perfect complexes the source category must be the smallest thick subcategory generated
by EPerf. What should the correct notion of generation be for Eb though? One might
think that even for bounded complexes the smallest thick subcategory should work, but
that’s not the case, see Remark 3.6.2 and Example 4.3.118.
3.2. How to get the SODs: working in Dqc(X̂). As we pointed out in the previous
section, the first step in producing the four periodic SOD will be to prove that K is
left admissible. In this way, we translate the question of finding SODs of Dqc(X̂)/K to
that of finding SODs of ⊥K . In other words, given the left admissibility of K , finding a
four periodic SOD of Dqc(X̂)/K is equivalent to find four SODs of Dqc(X̂) of the form
Dqc(X̂)
SOD
= 〈K ,,〉,
where the two squares vary four periodically. This approach is more efficient because
it deletes the problem we had with morphisms in Dqc(X̂)/K , and it provides us with
a way to approach the subcategories of bounded and perfect complexes. Indeed, the
inclusions
Perf(X̂) ⊂ Db(X̂) ⊂ Dqc(X̂)
are full, and therefore we can try to restrict19 the SODs from Dqc(X̂). This would
not be possible if we worked in the quotient category Dqc(X̂)/K , as, for example,
Db(X̂)
/
K b might not be a subcategory of Dqc(X̂)/K . Indeed, we clearly have a
functor Db(X̂)
/
K b → Dqc(X̂)/K , but this functor might be neither full nor faithful.
In particular, “restricting” the SODs we have for Dqc(X̂)/K could not even make sense.
In two of the four sought SODs of Dqc(X̂), the rightmost square has to be either
p∗Dqc(X−) or q
∗Dqc(X+). The question is then, what should the central squares in
those cases be? Theorem 3.3.1 answers this question, and proves that we can permute
the squares four periodically. Thefore, we get the existence of the four periodic SOD for
Dqc(X̂)/K and
(
Dqc(X̂)/K
)c
, see Theorem 3.3.3. The proof of these results, albeit
based on simple ideas, is rather technical, and requires carefulness. We thoroughly go
through all the details in Subsection 3.3.
18As we were not able to find what is the correct notion of generation to apply in the case of bounded
complexes, we don’t have a good understanding of the source category in this case.↑
19See [Kuz11, Lemma 3.4] for precise statements.↑
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Once quasi coherent complexes have been dealt with, we move our attention to perfect
complexes. We skip bounded complexes because the techniques we put in place to work
with Dqc(X̂) don’t play well with boundedness. Precisely, the projection functors of the
SODs we find in Theorem 3.3.1 don’t preserve boundedness, and, even more, in general
K b is not left admissible, see Remark A.3.7. Therefore, the plan of action we established
for quasi coherent complexes can’t work in general for bounded ones.
To deal with perfect complexes on X̂ we work under Assumption 3.0.2. Under these
assumptions we are able to prove that the SODs we have already constructed re-
strict to perfect complexes, Theorem 3.4.1, hence inducing a four periodic SOD of
Perf(X̂)
/
K ∩Perf(X̂) , and the equivalence
(
Dqc(X̂)/K
)c
≃ Perf(X̂)
/
K ∩Perf(X̂) .
At last, we deal with bounded complexes. The results of Subsection 3.5 are completely
formal, and follow from a thorough analysis of what we establish in the previous sub-
sections.
The treatment of the three different cases is then concluded. However, there is a
situation in which bounded and perfect complexes coincide, which is when the scheme
we are working with is smooth. We explain what happens in this case in Subsection 3.6.
To conclude, we apply what we have proved in the relative dimension one case, so to
compare it to the work of [BB15].
Let us summarize the chain of implications we have collected above in a diagram.
Notice that all the squares “commute”, in the sense that taking either approach produces
the same end result.
(Assumption 3.0.1)
4 periodic SOD of
Dqc(X̂)/K
4 periodic SOD of(
Dqc(X̂)/K
)c
(Assumption 3.0.2)
4 periodic SOD of
Db(X̂)
/
K b
4 periodic SOD of
Perf(X̂)
/
K ∩Perf(X̂)
Perf(X̂)
/
K ∩Perf(X̂)
≃(
Dqc(X̂)/K
)c
(Assumption 3.7.1)
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We conclude this walkthrough with the following remark, where we introduce the
notation20
C = Ker p∗ ⊂ Dqc(X̂)/K .
Remark 3.2.1. What we hoped to do, at least in the setting in which X+ and X− are
related by a flop, and X̂ is their fibre product over the common singularity, was to give
a description of C in terms of Kf+ = {E ∈ Dqc(X+) : (f+)∗E = 0}. Indeed, in the case
where the relative dimension of the fibres is bounded by one something similar happens,
see Remark 3.7.5. Unfortunately, we were not able to achieve our goal, but let us write
down a few wishful thoughts. The spherical functor
Ψ := q∗ ◦ iC : C Dqc(X+)
factors through the subcategory Kf+ giving rise to a commutative diagram
C Kf+
Dqc(X+).
Ψ
Ψ
This new functor is still spherical, and the inverse of the twist around it is the flop-flop
functor. Indeed, the flop-flop functor stabilizes Kf+ as
(f+)∗q∗p
∗p∗q
∗ ≃ (f+)∗,
and therefore q∗p
∗p∗q
∗ restricts to an autoequivalence of Kf+ . If we assume that we
have an isomorphism (f+)∗OX+ ≃ OY , then Kf+ is left admissible, the left adjoint
ΨL : Kf+ → C has no kernel, and its image generates C . We hoped to be able to read
off from this data a description of C , but we didn’t manage to make it work. Notice
however that if we had base change p∗q
∗ ≃ (f−)
∗(f+)∗, this would imply an equivalence
C ≃ q∗Kf+. Curiously enough (or peraphs not so much), underived base change is one
of the results Bodzenta and Bondal obtain in their paper [BB15] (for a specific class of
objects), and it is at the core of the existence of (10).
3.3. Quasi coherent complexes. We work under Assumption 3.0.1, i.e. we have iso-
morphisms p∗OX̂ ≃ OX− , q∗OX̂ ≃ OX+ , and the flop functors p∗q
∗, q∗p
∗ are equivalences.
Let us notice that, as p∗OX̂ ≃ OX− , we have a fully faithful functor
p∗ : Dqc(X−) Dqc(X̂)
20In the following, we will give a different definition of C . Corollary 3.3.5 proves that the two
definitions are equivalent.↑
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which has a right adjoint, namely p∗ : Dqc(X̂) → Dqc(X−). Moreover, notice that the
inclusion
Ker p∗ Dqc(X̂)
has a left adjoint, which is given by21
π(−) = cone(p∗p∗(−) −→ −).
Then, we define C := 〈Im(π ◦ q∗)〉 ⊂ Dqc(X̂), where by Im we mean the essential image
of the functor π ◦ q∗.
Similarly, the functor
q∗ : Dqc(X+) Dqc(X̂)
is fully faithful with q∗ as its right adjoint, and the functor
ξ(−) = cone(q∗q∗(−) −→ −)
is the left adjoint to the inclusion
Ker q∗ Dqc(X̂).
Then, we set D = 〈Im(ξ ◦ p∗)〉 ⊂ Dqc(X̂).
Theorem 3.3.1. Under Assumption 3.0.1 there exist SODs
〈K ,C , p∗Dqc(X−)〉
SOD
= Dqc(X̂),
〈K , p∗Dqc(X−),D〉
SOD
= Dqc(X̂),
〈K ,D , q∗Dqc(X+)〉
SOD
= Dqc(X̂),
〈K , q∗Dqc(X−),C 〉
SOD
= Dqc(X̂).
Remark 3.3.2. From the proofs we will see that the first and third SODs exist regardless
of the assumption that the flop functors are equivalences, whereas the second exists
when q∗p
∗ is an equivalence, and the fourth when p∗q
∗ is an equivalence;
The proof of the above result will be split in various pieces. For now, let us explain
how we find the sought four periodic SOD from it.
Let Q : Dqc(X̂) → Dqc(X̂)/K be the quotient functor, and define C = Q(C ),
D = Q(D), where we mean the essential image of Q restricted to those subcategories.
Moreover, recall our notation p∗ = Q◦p∗, and similarly for q∗, and p∗, q∗ for the functors
induced on the Verdier quotient by p∗ and q∗.
21Here taking the cone makes sense because we can use as a model for these functors: the category
of Fourier-Mukai kernels.↑
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Theorem 3.3.3. Under Assumption 3.0.1, we have a four periodic SOD
Dqc(X̂)/K
SOD
= 〈C , p∗Dqc(X−)〉
SOD
= 〈p∗Dqc(X−),D〉
SOD
=
〈D , q∗Dqc(X+)〉
SOD
= 〈q∗Dqc(X+),C 〉 (6)
whose associated spherical functor Ψ : C → Dqc(X+) induces the flop-flop autoequiva-
lence q∗p
∗p∗q
∗ ∈ Aut(Dqc(X+)). Moreover, we have a four periodic SOD(
Dqc(X̂)/K
)c
SOD
= 〈C
c
, p∗Perf(X−)〉
SOD
= 〈p∗Perf(X−),D
c
〉
SOD
=
〈D
c
, q∗Perf(X+)〉
SOD
= 〈q∗Perf(X+),C
c
〉
whose associated spherical functor Ψ|
C
c : C
c
→ Perf(X+) induces the flop-flop autoe-
quivalence q∗p
∗p∗q
∗ ∈ Aut(Perf(X+)).
Proof. The first SOD in Theorem 3.3.1 tells us that we have an equivalence
Q : 〈C , p∗Dqc(X+)〉 Dqc(X̂)/K .
≃
In particular, we get the SOD 〈C , p∗Dqc(X−)〉
SOD
= Dqc(X̂)/K . Similarly, we get the
other three SODs.
The spherical functor induced by the four periodic SOD is Ψ = q∗ ◦ iC (here we are
using Proposition 2.2.10 with A = q∗Dqc(X+) and B = C ). The inverse of the twist
around it is given by the distinguished triangle
q∗p
∗p∗q
∗ id ΨΨL,
where we used ΨL = Q ◦ π ◦ q∗, with π = cone(p∗p∗ → id).
The statement for the subcategory of compact objects follows from [Bar20, Lemma
2.3.6] applied to the four SODs. 
Remark 3.3.4. The above theorem fulfils our aim of producing a four periodic SOD of
Dqc(X̂)/K , so to incarnate a perverse Schober for the flop.
An easy corollary of the above theorem is
Corollary 3.3.5. We have equivalences of categories
C ≃ Ker p∗ /K ,
D ≃ Ker q∗ /K .
The rest of this subsection is devoted to the proof of Theorem 3.3.1. We sketch the
main points for the proof of the first SOD:
(1) we prove that C ⊂ p∗Dqc(X−)
⊥, and that it is generated by a single compact
object (Lemma 3.3.6). Hence, C is right admissible;
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(2) we identify 〈p∗Dqc(X−),C 〉
⊥ with K (Lemma 3.3.7) proving that K is left ad-
missible;
(3) as p∗Dqc(X−) is right admissible, the previous points put together prove the SOD
Dqc(X̂)
SOD
= 〈K ,C , p∗Dqc(X−)〉.
A similar reasoning applies to prove the other SODs.
Notice that as Ker p∗ is a cocomplete subcategory of Dqc(X̂), and Im(π◦q
∗) ⊂ Ker p∗,
we get C ⊂ Ker p∗. In particular, C ⊂ p
∗Dqc(X−)
⊥.
Lemma 3.3.6. The category C is generated by a single compact object. Hence, the
inclusion iC : C →֒ Dqc(X̂) has a right adjoint that commutes with arbitrary direct
sums.
Proof. As we have Dqc(X̂) = H
0(h− injX̂), Example 2.3.3, the second statement of the
lemma follows from the first using Lemma 2.3.2. Hence, we only have to prove tha C is
generated under arbitrary direct sums by a single compact object. By [BvdB03, Theorem
3.1.1], we know that Dqc(X+) has a compact generator F . We claim that C is compactly
generated by the object F = π(q∗F ). Indeed, we have F ∈ C , and therefore 〈F 〉 ⊂ C .
To prove the other inclusion recall that, being F a compact generator for Dqc(X+), any
object E ∈ Dqc(X+) can be written as the homotopy colimit
22 of a system {En}, where
each En is the cone of a map between direct sum of shifts of F , see [Sta18, Tag 09SN].
In particular, as π ◦ q∗ commutes with homotopy colimits, and π(q∗En) belongs to 〈F 〉
for every n, we get that π(q∗E) ∈ 〈F 〉 for any E ∈ Dqc(X+). This implies, C ⊂ 〈F 〉,
and we are done. 
We now identify the right orthogonal to the subcategory generated by p∗Dqc(X−) and
C .
Lemma 3.3.7. As subcategories of Dqc(X̂), we have
〈C , p∗Dqc(X−)〉
⊥ = K .
Proof.
“⊂”: Let K ∈ 〈C , p∗Dqc(X−)〉
⊥. As K is in the right orthogonal to p∗Dqc(X−), then
p∗K = 0. As K ∈ C
⊥, using p∗K = 0 we have
RHomDqc(X̂)(F ,K) ≃ RHomDqc(X+)(F, q∗K).
Being F a generator for Dqc(X+), we get q∗K = 0, therefore K ∈ K .
22See definition Definition A.3.4.↑
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“⊃”: If K ∈ K , then p∗K = 0, and
RHomDqc(X̂)(F ,K) = 0.
However, as F is a compact generator for C , this proves K ∈ C ⊥, and the result
follows.

Remark 3.3.8. Similar arguments show that D is generated by a single compact object
E := ξ(p∗E), where E ∈ Dqc(X−) is a compact generator, that iD has a right adjoint i
R
D
that commutes with arbitrary direct sums, and that 〈q∗Dqc(X+),D〉
⊥ = K .
Let us denote iR
C
the right adjoint invoked by the previous lemma. From what we
proved above, given E ∈ Dqc(X̂) we get a functorial decomposition
E = E0 E1 E2
p∗p∗E[1] iC i
R
C
E1[1]
+1 +1
(7)
where E2 ∈ K .
Notice that the above decomposition tells us that the inclusion iK of K has a left
adjoint iL
K
given by the functor E 7→ E2. Indeed, the semiorthogonality of p
∗Dqc(X−),
C , and K ensures that this does indeed define a functor.
Now let us rearrange decomposition (7). We can rewrite the above decomposition as
the octahedron
p∗p∗E E E1
E ′ E E2
iC i
R
C
E1 0 iC i
R
C
E1[1],
where all rows and columns are distinguished triangles. Notice that this diagram is func-
torial by the semiorthogonality of the categories appearing. Thus, we get the functorial
filtration
0 p∗p∗E E
′ E
p∗p∗E iC i
R
C
E1 iK i
L
K
E,
+1 +1 +1
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which proves the existence of the SOD
〈K ,C , p∗Dqc(X−)〉
SOD
= Dqc(X̂).
By symmetry, we also have
〈K ,D , q∗Dqc(X+)〉
SOD
= Dqc(X̂).
Notice that the above SODs are equivalent to the SODs
⊥
K
SOD
= 〈C , p∗Dqc(X−)〉
SOD
= 〈D , q∗Dqc(X+)〉.
To prove the second SOD in Theorem 3.3.1, we only need to prove that p∗Dqc(X−)
and D are semiorthogonal, and identify their common orthogonal. We do this in the
following
Lemma 3.3.9. If the flop functor q∗p
∗ is an equivalence, we have
HomDqc(X̂)(D , p
∗Dqc(X−)) = 0,
and
〈p∗Dqc(X−),D〉
⊥ = K .
Proof. To prove the first assertion, let us fix G ∈ Dqc(X−) and let E ∈ Dqc(X−) be a
compact generator. Applying RHomDqc(X̂)(−, p
∗G) to the distinguished triangle
q∗q∗p
∗E p∗E ξ(p∗E)
we see that RHomDqc(X̂)(ξ(p
∗E), p∗G) is the cone of the morphism
RHomDqc(X−)(E,G) RHomDqc(X̂)(q
∗q∗p
∗E, p∗G)
RHomDqc(X+)(q∗p
∗E, q∗p
∗G),
q∗p∗
≃
which is an isomophism by hypothesis. Therefore, we get the vanishing of the morphisms
HomDqc(X̂)(ξ(p
∗E), p∗Dqc(X−)). As E = ξ(q
∗E) is a compact generator for D , we get
the vanishing
HomDqc(X̂)(D , p
∗Dqc(X−)) = 0.
To prove that 〈p∗Dqc(X−),D〉
⊥ = K we can proceed as in Lemma 3.3.7 noticing
that, if E ∈ Dqc(X−) is a compact generator, then q∗p
∗E is a compact generator of
Dqc(X+) because the flop functor q∗p
∗ is an equivalence that commutes with arbitrary
direct sums. 
Clearly a similar argument shows
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Lemma 3.3.10. If the flop functor p∗q
∗ is an equivalence, we have
HomDqc(X̂)(C , q
∗Dqc(X+)) = 0,
and
〈q∗Dqc(X+),C 〉
⊥ = K .
In particular, we get the SOD
〈K , p∗Dqc(X−),D〉
SOD
= Dqc(X̂),
and the SOD
〈K , q∗Dqc(X−),C 〉
SOD
= Dqc(X̂).
This concludes the proof of Theorem 3.3.1.
Once more, let us remark that the above SODs are equivalent to the SODs
⊥
K
SOD
= 〈p∗Dqc(X−),D〉
SOD
= 〈q∗Dqc(X+),C 〉.
In particular, we have a four periodic SOD
⊥
K
SOD
= 〈C , p∗Dqc(X−)〉
SOD
= 〈p∗Dqc(X−),D〉
SOD
= 〈D , q∗Dqc(X+)〉
SOD
= 〈q∗Dqc(X+),C 〉. (8)
3.4. Perfect complexes. We now move on to tackle perfect complexes. We will prove
Theorem 3.4.1. Under Assumption 3.0.2 there exists SODs
〈K ∩Perf(X̂),C c, p∗Perf(X−)〉
SOD
= Perf(X̂),
〈K ∩Perf(X̂), p∗Perf(X−),D
c〉
SOD
= Perf(X̂),
〈K ∩Perf(X̂),Dc, q∗Perf(X+)〉
SOD
= Perf(X̂),
〈K ∩Perf(X̂), q∗Perf(X+),C
c〉
SOD
= Perf(X̂),
whose projection functors are the restriction of the projection functors in the SODs
Theorem 3.3.1.
Notice that, other than the SOD itself, an interesting consequence of the above the-
orem is given by the fact that C c is the subcategory of objects which are compact in
C , which might a priori not coincide with C ∩Perf(X̂). For an example of a full right
admissible subcategory whose inclusion doesn’t preserve compact objects, see [Bar20,
Example 2.3.12].
Remark 3.4.2. Notice that, under Assumption 3.0.2, the SOD(
Dqc(X̂)/K
)c
SOD
= 〈C
c
, p∗Perf(X−)〉
we proved in Theorem 3.3.3, together with the SOD
〈K ∩Perf(X̂),C c, p∗Perf(X−)〉
SOD
= Perf(X̂),
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give us the promised equivalence(
Dqc(X̂)/K
)c
≃ Perf(X̂)
/
K ∩Perf(X̂) .
In particular, if X̂ is smooth, we get(
Dqc(X̂)/K
)c
≃ Db(X̂)
/
K
b .
To prove the above theorem, we have to prove that the projection functors of the
SODs we established in Theorem 3.3.1 preserve the subcategory of perfect complexes,
and that
C
c = C ∩Perf(X̂), Dc = D ∩Perf(X̂).
To get the above equalities, we proceed as follows. Applying [Bar20, Lemma 2.3.6] to
the four periodic SOD (8), we have SODs(
⊥
K
)c SOD
= 〈C c, p∗Perf(X−)〉
SOD
= 〈Dc, q∗Perf(X+)〉
SOD
=
〈p∗Perf(X−),D
c〉
SOD
= 〈q∗Perf(X+),C
c〉,
where the projection functors are the restriction of the projection functors for the SODs
of ⊥K . Furthermore, the SOD
Dqc(X̂)
SOD
= 〈K , ⊥K 〉
implies that the inclusion ⊥K →֒ Dqc(X̂) preserve compactness. Thus, we get that
C c,Dc ⊂ Perf(X̂), and in particular
C
c = C ∩Perf(X̂), Dc = D ∩Perf(X̂).
Therefore, to conclude we need to prove that the projection functors preserve Perf(X̂).
As we are assuming that p and q have finite tor dimension, the pushforward functors p∗
and q∗ preserve compactness. Moreover, we have
23
Lemma 3.4.3. Under Assumption 3.0.2, the right adjoint iR
C
(resp. iR
D
) to the inclusion
iC : C →֒ Dqc(X̂) (resp. iD : D →֒ Dqc(X̂)) sends Perf(X̂) to C ∩ Perf(X̂) (resp.
D ∩Perf(X̂)).
Proof. We prove the statement for C , the one for D follows in the same way. Notice that
as K is left admissible, Lemma 2.1.8 tells us that the quotient functor Q : Dqc(X̂) →
Dqc(X̂)/K preserves compactness. Let E ∈ Perf(X̂) and consider the distinguished
triangle
p∗p∗E E E1. (9)
23The following lemma is more than what we actually need, as it proves that the right adjoints to
the inclusions of C and D preserve compactness, while it would be enough that the projection functors
of this subcategories preserve compactness.↑
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As we assume that p is proper and of finite tor dimension, p∗p∗ preserves compactness,
and we get that E1 ∈ Perf(X̂). If we map (9) via Q, we get the distinguished triangle
p∗p∗Q(E) Q(E) Q(E1).
As Q preserves compactness, we get that Q(E1) is compact. However, we know that
Q(E1) ≃ Q(iC i
R
C
(E1)) as when we project E1 to C
⊥ we get the distinguished triangle
iC i
R
C
(E1) E1 E2,
and E2 ∈ K . Thus, Q(iC i
R
C
(E1)) is a compact object in C . However, by Theorem 3.3.1
we know that the functor
Q|C : C C
is an equivalence of categories. In particular, it must reflect compact objects. Thus, we
get that iC i
R
C
(E1) is compact. As iC is fully faithful and commutes with arbitrary direct
sums, we get that iR
C
(E1) is compact in C .
Now apply the functor iR
C
to the distinguished triangle (9). As we have the SOD(
⊥K
)c SOD
= 〈q∗Perf(X+),C
c〉, and we know that the projection functor for C is still
given by iR
C
, we get that iR
C
(p∗p∗E) is compact in C . Hence, i
R
C
(E) is compact in C , and
iR
C
preserves compactness.
From what we said before of the lemma, we know that C c = C ∩Perf(X̂), thus the
lemma follows. 
Proof of Theorem 3.4.1. Take E ∈ Perf(X̂). Then, if we write decomposition (7)
E E1 E2
p∗p∗E[1] iC i
R
C
E1[1],
+1 +1
we see that p∗p∗E ∈ Perf(X̂), and, thanks to the above lemma, that iC i
R
C
E1 ∈ Perf(X̂).
Therefore, we get that E2 = iK i
L
K
(E) ∈ K ∩Perf(X̂). In particular, all the projection
functors preserve compactness, and the first SOD follows. The other SODs can be proved
similarly. 
3.5. Bounded complexes. In this subsection we work under Assumption 3.0.2. Recall
that under our assumptions the pullback functors p∗ and q∗ are fully faithful. Moreover,
we have fully faithful functors
Dqc(X−) Dqc(X̂) Dqc(X+).
p× q
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This follows from the isomorphism
p∗p
×E ≃ p∗RHomDqc(X̂)(OX̂ , p
×E) ≃ RHomDqc(X−)(p∗OX̂ , E) ≃ E,
see [Nee96, Section 6], and similarly for q×. Notice that under our assumptions all these
functors preserve boundedness and coherence, see [Nee18b, Lemma 3.12].
Now recall that from Lemma 2.1.7 we get that p∗ is fully faithful, and that its right
adjoint is given by p∗. Moreover, by Lemma 2.1.9 we have that p
× := Q ◦ p× is fully
faithful, and that its left adjoint is given by p∗. Clearly, also q
∗ and q× = Q ◦ q× are
fully faithful, and we have q∗ ⊣ q∗ ⊣ q
×.
In particular, we get the SODs
Dqc(X̂)/K
SOD
= 〈Ker p∗, p
∗Dqc(X−)〉
SOD
= 〈p×Dqc(X−),Ker p∗〉
SOD
=
〈Ker q∗, q
∗Dqc(X+)〉
SOD
= 〈q×Dqc(X+),Ker q∗〉.
From Theorem 3.3.3, we know that the above SODs fit in a four periodic SOD. This
forces equalities as subcategories of Dqc(X̂)/K
p∗Dqc(X−) = q
×Dqc(X+), q
∗Dqc(X+) = p
×Dqc(X−),
and in turn these equalities imply the existence of a four periodic SOD of Dqc(X̂)/K
under Assumption 3.0.2.
Let us investigate the first equality. It says that, given any complex E ∈ Dqc(X−),
there exists a complex F ∈ Dqc(X+) such that p
∗E ≃ q×F . Pushing down via p∗, the
previous isomorphism implies E ≃ p∗q
×F . In particular, we get that
p∗Dqc(X−) = q
×Dqc(X+) ⇐⇒ p
∗p∗q
×F ≃ q×F F ∈ Dqc(X+),
and similarly
q∗Dqc(X+) = p
×Dqc(X−) ⇐⇒ q
∗q∗p
×F ≃ p×F F ∈ Dqc(X−).
As all the functors preserve coherence and boundedness, a similar reasoning to the one
we used above applies for the category Db(X̂)
/
K b . In particular, we have SODs24
Db(X̂)
/
K
b SOD= 〈Ker p∗, p
∗Db(X−)〉
SOD
= 〈p×Db(X−),Ker p∗〉
SOD
=
〈Ker q∗, q
∗Db(X+)〉
SOD
= 〈q×Db(X+),Ker q∗〉,
and proving that these SODs fit in a four periodic SOD is equivalent to prove
p∗p∗q
×F ≃ q×F F ∈ Db(X+), q
∗q∗p
×F ≃ p×F F ∈ Db(X−),
where the isomorphisms are in the category Db(X̂)
/
K b . Notice that this is the tricky
point, as Db(X̂)
/
K b and Dqc(X̂)/K have in general no relation to each other.
24Here and in the following with abuse of notation we denote Ker p∗ the subcategory of D
b(X̂)
/
K b
of complexes which are in the kernel of p∗, and similarly for Ker q∗.↑
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We have
Theorem 3.5.1. Under Assumption 3.0.2, we have a four periodic SOD
Db(X̂)
/
K
b SOD= 〈Ker p∗, p
∗Db(X−)〉
SOD
= 〈p∗Db(X−),Ker p∗〉
SOD
=
〈Ker q∗, q
∗Db(X+)〉
SOD
= 〈q∗Db(X+),Ker q∗〉
that induces a spherical functor
q∗ : Ker p∗ D
b(X+)
whose inverse twist is given by the autoequivalence q∗p
∗p∗q
∗.
Proof. We will prove the condition
p∗p∗q
×F ≃ q×F F ∈ Db(X+),
the other being similar. We know that there exists an isomorphism
p∗p∗q
×F ≃ q×F
as objects in Dqc(X̂)/K for any F ∈ D
b(X+). Moreover, from Lemma 2.1.7 (or
Lemma 2.1.9) we know that morphisms from p∗p∗q
×F to q×F are the same thing as mor-
phisms from p∗p∗q
×F to q×F . In particular, for them to be isomorphic in Dqc(X̂)/K
it means there must exists a distinguished triangle
p∗p∗q
×F q×F K,
where K ∈ K . However, as F is a bounded complex, p∗p∗q
×F and q×F are bounded
complexes, and we get that K ∈ K b. Therefore, p∗p∗q
×F ≃ q×F in Db(X̂)
/
K b . 
3.6. When X− and X+ are smooth. In geometry we are mostly interested in the
bounded derived category of coherent sheaves. We have showed that under Assumption 3.0.2
the category Db(X̂)
/
K b admits a four periodic SOD inducing the flop-flop autoequiv-
alence, but, unfortunately, we don’t have a description of the subcategories appearing
in the SODs via generators, which makes it difficult to work with them.
However, when X− and X+ are smooth varieties of finite type over k, we have
Perf(X±) = D
b(X±), and Assumption 3.0.2 just says that p and q are proper, i.e.
it coincides with Assumption 3.0.1. In this setting, Theorem 3.3.3 tells us that the
category (
Dqc(X̂)/K
)c
admits a four periodic SOD whose associated spherical functor is given by Ψ|C c = q∗◦iC c :
C c → Db(X+). Hence, the inverse of the spherical twist around Ψ|C c is given by the
autoequivalence q∗p
∗p∗q
∗ ∈ Aut(Db(X+)).
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Remark 3.6.1. One could have also noticed that from Lemma 2.2.13 it follows that Ψ,ΨL
and ΨR preserve compactness. Therefore, all the adjunctions and the triangles restrict
to compact objects.
Remark 3.6.2. Another thing one could do, under the assumption that X± are smooth,
and that p and q are proper, is to work since the beginning in the bounded world. We
proved that C has a single compact generator, therefore this doesn’t seem to make a
great difference as we get C = 〈Im(Q ◦ π ◦ q∗|Db(X+))〉 ⊂ Dqc(X̂)/K . Let us consider
the subcategory
C˜ = 〈〈Im(Q ◦ π ◦ q∗|Db(X+))〉〉 ⊂ D
b(X̂)
/
K
b .
Following the same calculations we did for quasi coherent complexes, one can prove that
C˜ and p∗Db(X−) are semiorthogonal, and that their common orthogonal is zero. Thus,
one would hope that we have a SOD 〈C˜ , p∗Db(X+)〉
SOD
= Db(X̂)
/
K b . Unfortunately,
this is not true in general as we will see in the example of Mukai flops, Example 4.3.1.
The reason why this might fail to be true is easy to spot. By the smoothness of X− and
Lemma 2.1.7, p∗Db(X−) are compact objects in Dqc(X̂)/K . Moreover, again by the
same lemma, to compute morphisms from Q(π(q∗E)) to any other object in Dqc(X̂)/K
we can compute the morphisms from π(q∗E) to that object in Dqc(X̂). However, if E
is compact, then π(q∗E) is compact, and therefore objects in C˜ are compact objects
in Dqc(X̂)/K . Thus, the left hand side in the above expected SOD is made only of
compact objects, while the right hand side might contain non compact objects.
3.7. Relative dimension one. To conclude, we restrict to the case of relative dimen-
sion one, so to compare our work with that of [BB15]. We will work under
Assumption 3.7.1. As in Assumption 3.0.2, but p and q have fibres of dimension at
most one.
The reason why we do this is that in this case Theorem 3.3.1 can be used to get
information regarding the category Db(X̂)
/
K b . This is not true in general, and it
relies on the following lemma, which is [Bri02, Lemma 3.1].
Lemma 3.7.2. An object K ∈ Dqc(X̂) is in K if and only if its cohomology sheaves
are.
From the above lemma, one gets that Db(X̂)
/
K b is a full subcategory of Dqc(X̂)/K .
For an explicit proof, see [BB15, Lemma 5.5]. In ibidem the authors prove that the
quotient Db(X̂)
/
K b is a full subcategory of D−(X̂) /K − , where K − = K ∩D−(X̂),
but a similar argument using truncations τ≤ shows that D
−(X̂)
/
K ∩D−(X̂) is a full
subcategory of Dqc(X̂)/K .
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Therefore, we can ask whether the SODs of Theorem 3.3.3 induce SODs of the cate-
gory Db(X̂)
/
K b . We know that this happens if and only if the image of Db(X̂)
/
K b
is stable under the projection functors of the SODs, see [Kuz11, Lemma 3.4] .
We already know that the right adjoints to p∗ and q∗, which are p∗ and q∗ respec-
tively, preserve boundedness. Hence, we only have to show that iR
C
and iR
D
preserve
boundedness.
We will prove it for iR
C
as the other follows symmetrically.
Lemma 3.7.3. Under Assumption 3.7.1, the functor iR
C
preserves boundedness.
Proof. Let E ∈ Db(X̂)
/
K b and consider the exact triangle
i
C
iR
C
E E q∗E ′,
where E ′ ∈ Dqc(X+). This triangle comes from the SOD Dqc(X̂)/K
SOD
= 〈q∗Dqc(X+),C 〉.
Pushing down via p we get p∗E ≃ p∗q
∗E ′. In particular, E ′ ∈ Db(X+) as p∗E ∈ D
b(X−)
and p∗q
∗ is an equivalence that preserves boundedness. Therefore, E and q∗E ′ are
bounded complexes, which implies that iR
C
E is bounded as well. 
Therefore, we get
Theorem 3.7.4. Under Assumption 3.7.1 there exists a four periodic SOD of the cate-
gory Db(X̂)
/
K b induced by the four periodic SOD
Dqc(X̂)/K
SOD
= 〈C , p∗Dqc(X−)〉
SOD
= 〈p∗Dqc(X−),D〉
SOD
=
〈D , q∗Dqc(X+)〉
SOD
= 〈q∗Dqc(X+),C 〉
Remark 3.7.5. We notice that what we proved recovers what had already been proven
by Bodzenta and Bondal in [BB15]. Precisely, in ibidem the authors consider a cartesian
diagram
X̂
X− X+
Y,
p q
f− f+
where25 f− is a projective birational morphism with relative dimension of the fibres
bounded by one between quasi-projective Gorestein varieties of dimension n ≥ 3, the
25This is assumption (a) in ibidem.↑
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exceptional locus of f− is of codimension greater than 1 in X−, Y is affine, it is em-
bedded as a principal divisor into a smooth variety of dimension n+ 1, it has canonical
hypersurface singularieties with multiplicity two, and f+ is the flop of f−.
Indeed, under these assumptions X− has a tilting bundle M such that there exists a
distinguished triangle, [ibidem, Lemma 5.2, Proposition 4.12],
q∗q∗p
∗M p∗M H0(p∗P )[1]. (10)
Here P is the projection of M to the category Af− = {E ∈ Coh(X−) : (f−)∗E = 0},
and it is a projective generator for Af−. Furthermore, Bodzenta and Bondal prove that
RHomDqc(X̂)/K (H
0(p∗P ),H0(p∗P )) ≃ RHomAf− (P, P ) =: AP ,
which is an algebra as P is projective, and therefore we get a fully faithful functor
D(AP ) Dqc(X̂)/K .
L
⊗AP P
From the distinguished triangle (10), we get that the category C is generated by P :=
ξ(p∗M) ≃ H0(p∗P )[1], and therefore the above functor gives an equivalence D(AP ) ≃ C .
By the results in [BB15], restricting to bounded complexes we get
C ∩Db(X̂)
/
K
b ≃ Db(Af−).
For extended details on this and precise definitions we refer to ibidem. Here let us
notice that under the assumption that Y = SpecR, where R is a complete local k-
algebra, Bodzenta and Bondal prove that
AP ≃ Acon,
the contraction algebra as defined in [DW13]. Therefore, we get C ≃ D(Acon).
4. Examples
We now work through some examples. We will keep working over an algebraically
closed field k of characteristic zero.
4.1. Standard flops (local model). The first example in which we apply the general
theory we described in the previous section is that of standard flops. Let X− = X+ =
Tot(OPn(−1)
⊕n+1), and consider
R = H0(X−,OX−) = H
0(X+,OX+) =
⊕
k≥0
H0(Pn, SymkOPn(1)
⊕n+1).
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Then, if we set Y = Spec(R) and X̂ = Tot(OPn×Pn(−1,−1)), we have a cartesian
diagram
X̂
X− X+
Y,
p q
f− f+
where f− and f+ are the affinization maps which contract the zero sections. To ease
the notation we will denote Pn = P. It is well known that the flops functors p∗q∗ and
q∗p
∗ give derived equivalences between Db(X+) and D
b(X−), see [BO95]. For the sake
of completness we prove the following
Lemma 4.1.1. The flop functor p∗q
∗ is an equivalence between Dqc(X+) and Dqc(X−).
Similarly, q∗p
∗ gives an equivalence between Dqc(X−) and Dqc(X+).
Proof. This follows from Lemma 2.1.6 applied to T = Dqc(X+), S = Dqc(X−), and
F = p∗q
∗, as the hypotheses of the lemma are satisfied. Similarly for q∗p
∗. 
Therefore, we can apply26 Theorem 3.3.3. Thus, we know that the functor Ψ : C →
Dqc(X+) is spherical and the inverse of the twist around it gives the autoequivalence
q∗p
∗p∗q
∗.
Actually, as X̂ is smooth, we can give generators also for the subcategories appearing
in the SODs of Db(X̂)
/
K b . However, as from the description of C we can recover that
of C c, which in this case coincides with C ∩Db(X̂) /K , see Remark 3.4.2, we will focus
on the unbounded derived category of quasi coherent sheaves.
We recall the following result from [ADM19].
Theorem 4.1.2. The object OP is spherical in Dqc(X+), and we have an isomorphism
of functors
q∗p
∗p∗q
∗ ≃ T−1OP(−1) ◦ T
−1
OP(−2)
· · · ◦ T−1OP(−n).
Our aim is now to provide an explicit description of C .
Remark 4.1.3. Let us notice that the decomposition of the autoequivalence q∗p
∗p∗q
∗
permits us to guess a candidate for C . Precisely, considering [Bar20, Theorem 3.2.1],
we would expect C to have a SOD of the form
C = 〈
n−copies︷ ︸︸ ︷
D(k), D(k), . . . , D(k)〉,
26Notice that p and q are of finite tor dimension because X± are smooth, and they are proper as
they are blow ups of finite type ideals.↑
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where we are considering k as a DGA concentrated in degree zero. Moreover, from ibidem
we would expect that the cotwist around Ψ gives Serre duality on C up to a shift. We
will indeed prove this guess true (the one about Serre duality being a consequence of
the description of the spherical functor and the results in ibidem). In particular, we can
apply [HLS16, Theorem 4.14] recursively and deduce the the spherical twist around the
spherical functor Ψ, and hence the flop-flop functor, factors as the composition of the
inverses of n-spherical twists around the spherical functors
Ψ|D(k) ≃ −
L
⊗k OP(−i),
where D(k) is the i-th copy in the SOD going right to left. This gives another proof of
the decomposition of the flop-flop functor proved in [ADM19].
Before stating the result, we need to introduce some notation. Consider h-injective
resolutions of OP(−1), . . . ,OP(−n) on X+, and denote them S1, . . . ,Sn. Then, call S
the DGA given by
S = Homh−injX+ (S1 ⊕ · · · ⊕ Sn,S1 ⊕ · · · ⊕ Sn).
We then define the subDGA S→ generated by idSi and the arrows going from Si to Sj
for i > j. We will employ this notation every time we want to define such a directed
subDGA of a given DGA. We have
Theorem 4.1.4. We have an equivalence of categories C ≃ D(S→), and under this
equivalence the spherical functor Ψ is identified with
−
L
⊗S→ OP(−n)⊕ · · · ⊕ OP(−1).
In order to prove the above theorem, we will prove
Lemma 4.1.5. The object
T = Q(OP×P(0,−1)⊕ · · · ⊕ OP×P(0,−n))
is a compact generator for C .
Lemma 4.1.6. We have an isomorphism of graded algebras
Hom•
Dqc(X̂)/K
(T, T ) ≃ H•(S→).
For the proof of the above lemmas, see Subsection A.1.
Remark 4.1.7. Let us remark that if we where to consider the case n = 1 and apply
the theory developed by Bodzenta and Bondal in [BB15], then the generator we would
obtain is OP×P(0,−1) = H
0(q∗OP(−1)). Thus, we are generalizing the construction of
the generator for the category C considering all the H0(q∗OP(−j))’s for j = 1, . . . , n.
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Remark 4.1.8. Notice that if we considered the object
OP×P(0,−1)⊕ · · · ⊕ OP×P(0,−n)
on X̂ , then the smallest cocomplete subcategory generated by it would not be the correct
source category for the spherical functor, except in the case n = 1. Indeed, the only
object of the above direct sum that lives in C is OP×P(0,−1). All the others don’t, and
morphisms between them change when we pass to the quotient category. For example,
say we take n = 2, then
Hom•
Dqc(X̂)
(OP×P(0,−2),OP×P(0,−1)) ≃ k
3,
but what we should get is
Hom•Dqc(X+)(OP(−2),OP(−1)) ≃ k
3 ⊕ k3[−1].
Proof - Theorem 4.1.4. Recall that in Theorem 3.3.1 we proved that the quotient func-
tor resticts to an equivalence between the category 〈C , p∗Dqc(X−)〉 and Dqc(X̂)/K .
This implies that the latter is DG-enhanced by the subcategory of h-injective complexes
on X̂ whose class in H0(h− injX̂) belongs to T = 〈C , p
∗Dqc(X−)〉. Consider R1, . . .Rn
h-injective resolutions of iT i
R
T
(OP×P(0,−1)), . . . , iT i
R
T
(OP×P(0,−n)) in the above en-
hancement.
Notice that we have to consider resolutions of iT i
R
T
(OP×P(0,−j)) because OP×P(0,−j)
doesn’t belong to T when j > 1.
Then, call R the DGA given by
R = Homh−inj
X̂
(R1 ⊕ · · · ⊕ Rn,R1 ⊕ · · · ⊕ Rn),
and consider R→. Applying the pushfoward functor term by term,27 we get a DG functor
q∗ : C(X) → C(X+) between the DG-categories of complexes, and thus it induces a
morphism of complexes
R HomC(X+)(q∗(R1 ⊕ · · · ⊕ Rn), q∗(R1 ⊕ · · · ⊕ Rn)) = P.
q∗
Notice that by the choice of the Ri’s we have quasi isomorphisms
iT i
R
T
(OP×P(0,−i)) Ri.
Moreover, as Ri is h-injective, applying q∗ term by term is the same thing as applying
the derived functor, and we get
Hs(q∗Ri) ≃ H
s(q∗iT i
R
T (OP×P(0,−j))) ≃ H
s(q∗OP×P(0,−j))) ≃
{
0 s 6= 0
OP(−j) s = 0
.
27No confusion should arise in the following, as we will apply this extension of the functor q∗ only
to h-injective complexes, hence it is still a derived functor. Whenever q∗ is applied to a sheaf, it is the
derived version, not the term by term one.↑
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In particular, we get a roof of quasi isomorphisms
τ˜≤0(q∗Ri)
OP(−i) q∗Ri,
where
(
τ˜≤0(q∗Ri)
)j
=

(q∗Ri)
j j ≤ −1
Ker d0q∗Ri j = 0
0 j ≥ 1.
As the Si’s are h-injective resolutions of the OP(−i), we know that we can complete each
of the previous roof of quasi isomorphisms to a diagram of quasi isomorphisms
τ˜≤0(q∗Ri) q∗Ri
OP(−i) Si
qis
qis qis
qis
commutative up to homotopy. In particular, we get a quasi isomorphism
HomC(X+)(
n⊕
i=1
q∗Ri,
n⊕
i=1
q∗Ri) HomC(X+)(
n⊕
i=1
Si,
n⊕
i=1
Si)
that in cohomology commutes with the quasi isomorphism from the graded algebra of
the OP(−i)’s. Now consider the subDGA P
→, then the above quasi isomorphism induces
a quasi isomorphism P→ → S→. Now notice that the morphisms of DGAs q∗ : R → P
fits into a commutative diagram of DGAs and morphisms of DGAs
R P
R→ P→,
q∗
i
q∗
where i and q∗|R→ are quasi isomorphisms by construction. Therefore, applying Proposition 2.3.1
to T in Dqc(X̂)/K , and using these quasi isomorphisms, we get
C ≃ D(R) ≃ D(R→) ≃ D(P→) ≃ D(S→).
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To get the description of the spherical functor via this equivalence, notice that we have
a commutative diagram
D(S→) C
Dqc(X+)
−
L
⊗S→T
≃
Φ Ψ
where
Φ(−) = Ψ
(
−
L
⊗S→ Q(OP×P(0,−n)⊕ · · · ⊕ OP×P(0,−1))
)
= −
L
⊗S→ OP(−n)⊕ · · · ⊕ OP(−1).

4.2. Standard flops in families. We now want to generalize the previous example.
Until now, we have put ourselves in a local situation. Namely, we had the total space
of a vector bundle, and P = Pn was the zero section. We have two ways to generalize
this setup. First, we can take X− to be any variety. Then, P would be embedded
as a closed subscheme such that NP/X− = OP(−1)
n+1. Second, we could consider a
projective bundle ω− : PV− → Z over a variety Z, and embed it in X− with normal
bundle NPV−/X− = OPV−(−1)⊗ ω
∗
−V+, where V+ is another vector bundle of rank n + 1
over Z. The first generalization is the special case Z = pt. Notice that when Z is
general, we have a family version of the case Z = pt. By this we mean that we are
simultaneously flopping a family of projective spaces over the base Z.
We will directly tackle the second generalization. This is the same setup as in
[ADM19]. Precisely, we will consider
PV+ X−
Z,
ω−
j−
where Z is a smooth complex variety, V− is a vector bundle or rank n+1 over Z, and j−
is a closed embedding with normal bundle NPV−/X− = OPV−(−1)⊗ω
∗
−V+ for some vector
bundle V+ of rank n + 1 over Z. Then, one can flop X− along j−(PV ), see [Huy06],
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obtaining the following
X̂
E = PV− ×Z PV+
X− PV− PV+ X+
Z.
p q
pi− pi+
i
j−
ω− ω+
j+
The hypotheses of Theorem 3.3.3 are satisfied28 because we can apply Lemma 2.1.6 and
deduce the equivalence Dqc(X−) ≃ Dqc(X+) (via the flop functors) from the equivalences
between the bounded derived categories of coherent sheaves.
Consider the fully faithful functors
Ia,b(−) := i∗
(
OE(a, b)⊗ π
∗
−ω
∗
−(−)
)
: Dqc(Z) Dqc(X̂),
Φk(−) := i∗
(
OE(kE)⊗ π
∗
−(−)
)
: Dqc(PV−) Dqc(X̂).
Notice that by Grothendieck-Verdier duality Ia,b has a left adjoint defined as
ILa,b = (ω−)∗(π−)∗
(
ωE/Z [dimZ − dimE]⊗ (OE(−a,−b)⊗ i
∗−)
)
[−1].
In [ADM19], the authors prove that the flop-flop autoequivalence q∗p
∗p∗q
∗ splits as
q∗p
∗p∗q
∗ ≃ T−1J−1 ◦ · · · ◦ T
−1
J−n
,
where J−i : Dqc(Z)→ Dqc(X+) is the spherical functor
J−i(F ) = (j+)∗(OPV−(−i)⊗ ω
∗
+F ).
As it was the case for the local model, we expect C to have a SOD reflecting this
splitting. Moreover, we would like to prove that C is the gluing of copies of Dqc(Z)
along the spherical functors J−i, so to prove that C respects the framework of [Bar20,
Theorem 4.1.2].
In order to achieve this description of C , we will proceed in two steps. First, we prove
the existence of the SOD. Second, we compute the morphisms between the categories
appearing in the SOD. As computing morphisms is a task we can accomplish when we
work in Dqc(X̂), the first thing we do is describing a SOD of C which will induce the
28Once more, as in the local case, p and q are of finite tor dimension as X± are smooth, and they
are proper as they are blow ups in finite type ideals.↑
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sought SOD for C . This will give us a model to work with in the unquotiented derived
category Dqc(X̂).
Remark 4.2.1. In [ADM19], at the end of section 2, the authors point out that the flop-
flop functor should fit into the framework of [HLS16, Theorem 3.11]. Our four periodic
SOD implements this framework, and in this section we give an explicit description of
the spherical pair that arises.
Recall the definition of the right mutation29 along Im(Ia,b) as an endofunctor of
Dqc(X̂):
Ra,b = cone
(
id→ Ia,bI
L
a,b
)
[−1].
The blow up formula, together with [HL15, Lemma 3.20], tell us that we have a SOD
Dqc(X̂) = 〈Im(Φn), . . . , Im(Φ2), Im(Φ1), p
∗Dqc(X−)〉.
Moreover, noticing that OE(kE) ≃ OPV−×ZPV+(−k,−k), we can use Orlov’s semiorthog-
onal decomposition of projective bundles to get that
Im(Φk) = 〈Im(I−k+a,−k), . . . , Im(I−k+n+a,−k)〉 a ∈ Z.
Putting these two things together, we get
Dqc(X̂) = 〈Im(I−n,−n), Im(I−n+1,−n), . . . , Im(I−1,−n), Im(I0,−n),
Im(I−n,−n+1), Im(I−n+1,−n+1), . . . Im(I−1,−n+1), Im(I0,−n+1),
. . .
Im(I−n,−1), Im(I−n+1,−1), . . . , Im(I−1,−1), Im(I0,−1),
p∗Dqc(X−)〉.
(11)
Notice that every functor Ij,k for −n ≤ j, k ≤ −1 has image contained in K . Therefore,
in order to be able to obtain a SOD of the form
Dqc(X̂) = 〈K ,, p
∗Dqc(X−)〉,
we have to move the subcategories Im(I0,k), for −n ≤ k ≤ −1, to the right of the sub-
categories contained in K . This is achieved by applying some right mutation functors.
Precisely, if we define
Rk :=
−1∏
j=k
R−n,j ◦ R−n+1,j ◦ · · · ◦R−1,j , j = −n + 1, . . . ,−1
29Notice that Im(Ia,b) is both left and right admissible.↑
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we get the SOD
Dqc(X̂) = 〈
Im(I−n,−n), Im(I−n+1,−n), . . . , Im(I−1,−n),
Im(I−n,−n+1), Im(I−n+1,−n+1), . . . Im(I−1,−n+1),
. . .
Im(I−n,−1), Im(I−n+1,−1), . . . , Im(I−1,−1),
A
R−n+1Im(I0,−n),
R−n+2Im(I0,−n+1),
. . . ,
R−1Im(I0,−2),
Im(I0,−1),
B
p∗Dqc(X−)
〉. (12)
Lemma 4.2.2. In the previous SOD, we have K = A , and30 C = B.
Proof. See Lemma A.2.1. 
Theorem 4.2.3. We have an SOD induced by the quotient functor Q : Dqc(X̂) →
Dqc(X̂)/K
C
Q
≃ 〈R−n+1Im(I0,−n),R−n+2Im(I0,−n+1), . . . ,R−1Im(I0,−2), Im(I0,−1)〉.
Proof. This follows from SOD (12) and the above lemma. 
Clearly one can prove a similar result for D exchanging π− and ω− with π+ and ω+
in the definitions of Ia,b and Φk.
Example 4.2.4. Let us explain the above procedure in the local case, when n = 2. Then,
(11) is given by
Dqc(Tot(OP×P(−1,−1))) = 〈
OP×P(−2,−2),OP×P(−1,−2),OP×P(0,−2),
OP×P(−2,−1),OP×P(−1,−1),OP×P(0,−1),
p∗Dqc(Tot(OP(−1)
⊕3))
〉,
and A and B in (12) are given by
K = A = 〈OP×P(−2,−2),OP×P(−1,−2),OP×P(−2,−1),OP×P(−1,−1)〉,
B = 〈R−1OP×P(0,−2),OP×P(0,−1)〉,
where31
R−1OP×P(0,−2) = cone (E1 → RHom(E1,OP×P(−1,−1))
∗ ⊗OP×P(−1,−1)) [−1],
E1 = cone (OP×P(0,−2)→ RHom(OP×P(0,−2),OP×P(−2,−1))
∗ ⊗OP×P(−2,−1)) [−1].
30Recall that C = 〈Im(pi ◦ q∗)〉, where pi = cone(p∗p∗ → id).↑
31Here RHom = RHomTot(OP×P(−1,−1)), but we drop the subscript to ease the notation.↑
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Notice that
RHom(OP×P(0,−2),OP×P(−2,−1)) ≃ RΓ(OP×P(−2, 1)⊕OP×P(−3, 0)[−1]) ≃ k[−3],
RHom(OP×P(−2,−1)[3],OP×P(−1,−1))[1] ≃ RΓ(OP×P(1, 0))[−2] ≃ k
3[−2].
The extension class defining E1 is given by the composition of the extensions
32
OP×P(−2,−1) OP×P(−1,−1)
⊕3 OP×P(0,−1)
⊕3 OP×P(1,−1),
OP×P(1,−1) O
/
I2
P×P (0,−2) OP×P(0,−2),
x x x
the first of which is given by the Koszul complex on P × P for the first copy of the
projective space, while the second is given by the powers of the ideal sheaf of P× P in
Tot(OP×P(−1,−1)). Precisely, we have
E1 =
[
OP×P(−1,−1)
⊕3 OP×P(0,−1)
⊕3 O
/
I2
P×P (0,−2)
deg.0
x
]
.
In particular, we get that R−1OP×P(0,−2) is the shifted cone of the morphism of com-
plexes
OP×P(−1,−1)
⊕3 OP×P(0,−1)
⊕3 O
/
I2
P×P (0,−2)
deg.0
OP×P(−1,−1)
⊕3,
id
x
i.e. we have
R−1OP×P(0,−2) =
[
OP×P(0,−1)
⊕3 O
/
I2
P×P (0,−2)
deg.0
]
.
Thus, we recover the resolution we find in Lemma A.1.2, and the SOD
Dqc(Tot(OP×P(−1,−1))) /K = 〈OP×P(0,−2),OP×P(0,−1), p
∗Dqc(X−)〉.
The reason why we didn’t take this general approach in the local case is that, as the
following will show, in order to compute hom spaces we need to understand the mutations
that appear. As we have just showed, this is the same as producing the resolutions
of Lemma A.1.2. Hence, we decided not to bother the reader with the more fiddly
machinery we presented here up until it was strictly necessary.
32Here O = OTot(OP×P(−1,−1)).↑
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We now turn to the question of describing C more explicitly. We want to obtain the
description of C as a gluing of copies of Dqc(Z), but to achieve this goal we have to
compute natural transformations between the various functors R−j+1 ◦ I0,−j .
Recall that in the local model we found a SOD
C = 〈
n−copies︷ ︸︸ ︷
D(k), D(k), . . . , D(k)〉,
where the i-th copy of D(k), going right to left, is generated by OP×P(0,−i), and we
proved isomorphisms
Hom•
Dqc(X̂)/K
(Q(OP×P(0,−i)), Q(OP×P(0,−j))) ≃ Hom
•
Dqc(X+)
(OP(−i),OP(−j)),
which were induced by the pushdown q∗. Now that we have the SOD in the family
case, we will prove that a similar isomorphism holds, where we replace the objects
Q(OP×P(0,−i)) with the essential images of the functors Q ◦ I0,−i. To be precise, as by
Theorem 4.2.3 we can lift the question of describing C to a question in Dqc(X̂), we will
use the functors Q ◦ R−j+1 ◦ I0,−j.
In approaching such a question we have to be careful because technicalities about
DG enhancements and DG lifts of functors play a fundamental role. For this reason, as
all the functors we are interested in are Fourier Mukai functors, instead of speaking of
natural transformation between the functors, we speak about morphisms between the
kernels.
Notice that all the mutations and the functors Ia,b admit a representation as Fourier
Mukai functors whose kernels are given by perfect complexes. Let us denote the kernel
for Ia,b as Ia,b, and the one for R−j as R−j . For simplicity, we will denote R−j+1I0,−j
the kernel for R−j+1 ◦ I0,−j.
We can prove
Proposition 4.2.5. The functors Q ◦ R−i+1 ◦ I0,−i : Dqc(Z) → Dqc(X̂)/K are fully
faithfull for 1 ≤ i ≤ n. Moreover, the pushdown functor gives an isomorphism
(id× q)∗RHomDqc(Z×X̂)(R−i+1I0,−i,R−j+1I0,−j) RHomDqc(Z×X+)(J−i,J−j)
id×q∗
for 1 ≤ j < i ≤ n.
Proof. The statement about fully faithfulness is equivalent to the fully faithfulness of
R−i+1 ◦ I0,−i by Theorem 4.2.3. However, as the mutations Ra,b are equivalences from
Im(Ia,b)
⊥ to ⊥Im(Ia,b), the statement reduces to the fully faithfulness of I0,−i, which is
true. For the isomorphism, see Proposition A.2.2. 
In particular, we obtain the desired description of C as the gluing of n copies of the
categories Dqc(Z) along the functors J−i.
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4.3. Mukai flops. Let us now consider the case of Mukai flops. We keep using the
notation introduced in the local case of the standard flops, Subsection 4.1. Let us
consider the function
f−(x, t) =
n+1∑
i=1
xiti, f− ∈ OX−,
where the x’s are the base coordinates, the t’s are fibre coordinates, and we use the
shorthand notation x = (x1, . . . , xn+1), t = (t1, . . . , tn+1). Then, we define Z− = {f− =
0}. Notice that we have Z− ≃ TotΩ
1
Pn
. The procedure of blowing up Pn ⊂ X− and then
contracting the other Pn can be carried out in on Z− as well, [Kaw02], [Nam03]. We
get33
Ẑ
Z− X̂ Z+
X− X+
p
fˆ=0
q
f−=0 p q f+=0
(13)
where34
f+(y, s) =
n+1∑
i=1
yisi, f+ ∈ OX+ ,
fˆ(x,y, u) =
n+1∑
i=1
xiyiu, fˆ ∈ OX̂ .
Notice that the equation fˆ = 0 describes Ẑ as a normal crossing divisor in X̂ . Moreover,
Ẑ has two irreducible components, the blow up of Z− (or Z+) along P
n, that we denote
Z˜, and Pn×Pn. These two irreducible components are glued along P(Ω1
Pn
), which is the
exceptional locus of the blow up. As we know that Pn × Pn ⊂ X̂ is cut out by {u = 0}
in X̂ , we get that Z˜ is cut out by{
w :=
n+1∑
i=1
xiyi = 0
}
, w ∈ OX̂(1, 1)
33Notice that the use of p and q as maps from Ẑ is not ambiguous as they are the restrictions of p
and q from X̂ .↑
34Here s’s are fibre coordinates for X+ and u is the fibre coordinate of X̂.↑
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Therefore, we have exact sequences35
OZ˜(1, 1) OẐ OPn×Pn, (14)
OPn×Pn(−1,−1) OẐ OZ˜ . (15)
u
w
The two smooth varieties Z− and Z+ are birational (they are in fact isomorphic) and
derived equivalent, [Kaw02], via the functors p∗q
∗ and q∗p
∗. Notice that the equiva-
lence Db(Z+) ≃ D
b(Z−) induces an equivalence Dqc(Z+) ≃ Dqc(Z−) by Lemma 2.1.6.
Therefore, we can apply36 Theorem 3.3.3 and discover that the flop-flop functor q∗p
∗p∗q
∗
is the inverse of the spherical twist around Ψ = q∗ ◦ iC : C → Dqc(Z+), where
C = Q(〈Im(π ◦ q∗)〉).
Example 4.3.1 (Where boundedness fails.). Let us consider the Mukai flop for n = 1 and
show that the sheaf OP×P(0,−1) doesn’t belong to 〈〈Im(Q◦π◦q
∗)〉〉. This will prove that
the step we took in going to the unbounded derived category of quasi coherent sheaves
was indeed necessary. Precisely, it will give an example of the fact that there doesn’t exist
a SOD 〈C˜ , p∗Db(Z+)〉
SOD
= Db(Ẑ)
/
K b , where C˜ = 〈〈Im(Q◦π◦q∗|Db(Z+)〉〉. Notice that as
n = 1, we don’t have to care about where we are generating the subcategory. Indeed, in
this case the morphism have fibres of relative dimension one, and therefore Db(X̂)
/
K b
is a full subcategory of Dqc(X̂)/K . This means that Im(Q ◦ π ◦ q
∗|Db(Z+)) generates
the same thick subcategory when considered either as a subcategory of Dqc(Ẑ) /K or
a subcategory of Db(Ẑ)
/
K b .
As Db(Z+) is generated by OZ+ ⊕ OZ+(−1), and π(q
∗OZ+) = 0, we get that C is
generated by
F = Q
(
cone
(
OẐ(1, 0)
u
−→ OẐ(0,−1)
))
.
Let us denote F = cone
(
OẐ(1, 0)
u
−→ OẐ(0,−1)
)
. Using the exact sequences (14) and
(15), we see that this complex has two cohomologies
H0(F ) ≃ OP×P(0,−1),
H−1(F ) ≃ OP×P(0,−1).
As F = π(q∗OZ+(−1)), we get that
Hom•
Dqc(Ẑ)/K
(F, F ) ≃ Hom•
Dqc(Ẑ)
(F, F ) ≃ k[ε]
/
(ε2) ,
35Here u is a section of O
X̂
(−1,−1), while w is a section of O
X̂
(1, 1).↑
36From diagam (13) we know that p and q are proper. Moreover, as Z± are smooth, they are of finite
tor dimension.↑
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where ε has degree −1. As this DGA is intrinsically formal, i.e every DGA with the same
cohomology is quasi isomorphic to it, by Proposition 2.3.1 we get C ≃ D(k[ε] /(ε2)),
and the spherical functor Ψ is identified with the tensor product with
P =
[
OP(−1)[−2] OP(−1)
]
,
which is the only non trivial extension of degree two of OP(−1) with itself. We claim that
OP×P(0,−1) doesn’t belong to 〈〈F 〉〉. This is the same as saying that it doesn’t belong
to C˜ as the morphisms have fibres of dimension at most one, and therefore 〈〈F 〉〉 = C˜ .
If OP×P(0,−1) did belong to 〈〈F 〉〉, via the equivalence 〈F 〉 ≃ D(k[ε] /(ε
2)) it should
correspond to a perfect complex. However, via the equivalence OP×P(0,−1) maps to the
module k concentrated in degree 0, and this module is not perfect. Thus, we wouldn’t
be able to generate it if we tried to perfom all the constructions in Db(Ẑ)
/
K b .
We can explicitly produce an infinite resolution ofOP×P(0,−1) in terms of F as follows.
Putting together the exact sequences (14) and (15), we get the resolution
. . . OẐ OẐ(1, 1) OẐ OP×P,
w u
which tensored with OẐ(0,−1) can be rewritten as
. . . F [2] F [1] F OP×P(0,−1).
This gives us the desired resolution.
Let us recall the following
Definition 4.3.2. Given a smooth variety projective X , an object E ∈ Db(X) is called
a Pn-object if the following conditions are satisfied
• E ⊗ ωX ≃ E, ωX =
∧nΩ1X ,
• Hom•Dqc(X)(E,E) ≃ k[q]/q
n+1 as graded algebras, where q has degree 2.
Given a Pn-object (or, more generally, a P-functor, see [AL19]), one can construct an
autoequivalence PE of D
b(X) called the P-twist around the Pn-object P , [HT06]. Notice
that this autoequivalence induces and autoequivalence of Dqc(X) itself by Lemma 2.1.6.
The structure sheaf37 OP ∈ Dqc(Z+) and all its twists give examples of P
n-objects on
Z+. Moreover, it was proven in [ADM19] that we have an isomorphism of endofunctors
of Dqc(Z+)
q∗p
∗p∗q
∗ ≃ P−1OP(−1) ◦ · · · ◦ P
−1
OP(−n)
.
In [Seg18], the author described how to obtain the P-twist around a Pn-object E ∈
Db(X), for X any smooth projective variety, as the spherical twist around a spherical
37We keep employing the notation P = Pn.↑
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functor. Precisely, the twist around the spherical functor38
D(k[q]) Dqc(X),
−
L
⊗k[q]E
is given by PE. Here q is a generator of degree 2, and E is considered as a module via
the map k[q] → k[q]/qn+1 = Hom•Dqc(X)(E,E). Considering this result and [Bar20], it
would be natural to expect that C can be described as the derived category of some
directed DGA whose associated graded algebra is a directed algebra. However, instead
of this picture, we will obtain its Koszul dual.
The reason why our first guess is wrong lies in the following technical problem. As it
was the case for the local model of standard flops, we would expect the object
T = Q(OP×P(0,−1)⊕ · · · ⊕ OP×P(0,−n))
to be a compact generator for C . Indeed, it is true that T generates C , but it is not
compact. To see this, recall that in Example 4.3.1 we showed that OP×P(0,−1) has an
infinite resolution
. . . OẐ(1, 0) OẐ(0,−1) OẐ(1, 0) OP×P(0,−1).
w u
In particular, morphisms from OP×P(0,−1) to any other object in Dqc(Ẑ) /K can be
computed in Dqc(Ẑ). Then, using the previous resolution, we see that as a complex of
vector spaces we have a quasi isomorphism
RHomDqc(Z+)(OP×P(0,−1),OP×P(0,−1)) ≃
⊕
n≥0
k[−2n]. (16)
Thus, we get that OP×P(0,−1) is not a compact object. Indeed, if it were it would be a
direct summand of a truncation of the above infinite complex, but that would contradict
the computation of its endomorphism algebra.
Therefore, if we want to describe C , we have to turn our attention to another gener-
ator. Notice that Z+ has a tilting bundle given by
0⊕
i=−n
OZ+(i).
Thus, by construction, a compact generator for C is given by
F = Q
(
π
(
q∗
0⊕
i=−n
OZ+(i)
))
.
38In ibidem the author works with compact objects, but in order to make a comparison with our
setup we have to consider the entire derived category.↑
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The drawback of this generator is that its endomorphism algebra has no meaningful
description when considered on its own. For this reason, we will interweave the two
stories we have just described in order to obtain a more comprehensive picture.
We will show in Lemma A.3.2 that we have the following inclusions of subcategories
〈〈F 〉〉 ⊂ 〈〈T 〉〉 ⊂ 〈F 〉 = C .
This lays the ground to describe the endomorphism algebra of F in terms of the one
of T . Indeed, once we prove an equivalence 〈〈T 〉〉 ≃ D(R) for some DG algebra R
using Proposition 2.3.139, then the endomorphism algebra of F can be computed as the
endomorphism algebra of the corresponding right R module.
Furthermore, the chain of inclusions above has another consequence. As q∗T ∈
Db(Z+), we get the following diagram of functors
40
〈〈F 〉〉 〈〈T 〉〉 C
Db(Z+) D
b(Z+) Dqc(Z+),
Ψ Ψ Ψ
and therefore it is natural to ask whether the functor Ψ|〈〈T 〉〉 remains spherical. The
answer is that it is spherical, and we prove it in Theorem 4.3.4, where we also compute
the endomorphism algebra of T .
Example 4.3.3 (Mukai flops for n = 1). Let us spell out what we outlined above in the
case of n = 1. We saw in Example 4.3.1 that C is generated by F = Q(π(q∗OZ+ ⊕
OZ+(−1))), and that the endomorphism algebra of this generator is given by k[ε] /(ε
2) ,
where ε has degree −1. On the other hand, we also noticed that F can be generated as
a cone between shifts of OP×P(0,−1), and we computed in (16) that the endomorphism
algebra41 of OP×P(0,−1) is given by k[q], where q has degree 2. Therefore, we have
〈〈F 〉〉 〈〈OP×P(0,−1)〉〉 C
D(k[ε] /(ε2))c D(k[q])c D(k[ε] /(ε2)),
≃ ≃ ≃
−
L
⊗
k[ε]/(ε2) k[2] −
L
⊗k[q]k
and we get
k[ε]
/
(ε2) ≃ Hom•
Dqc(Ẑ)/K
(F , F ) ≃ Hom•k[q](k, k),
which gives the Koszul dual picture we talked about.
39Recall that 〈〈T 〉〉 is idempotent complete.↑
40Recall that Ψ = q∗ ◦ iC .↑
41All the endomorphism algebras are in Dqc(Ẑ) /K .↑
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Now that we have explained how we intend to tackle Mukai flops, let us introduce
the notation we need to state our results. As for standard flops, consider h-injective
resolutions of OP(−1), . . . ,OP(−n) on Z+, and denote them S1, . . . ,Sn. Then, call S the
DGA given by
S = Homh−injX+ (S1 ⊕ · · · ⊕ Sn,S1 ⊕ · · · ⊕ Sn).
Now consider the subDGA S→q generated by and the arrows going from Si to Sj for
i > j, and by the representatives of the various
q ∈ HomDqc(Z+)(OP(−i),OP(−i)[2]),
plus the identities. We will employ this notation every time we perfom this construction
to a given DGA. Notice that as
S ≃
qis
RHomDqc(Z+)(OP(−1)⊕ · · · ⊕ OP(−n),OP(−1)⊕ · · · ⊕ OP(−n)),
then Hj(S) = 0 for any j < 0. In particular, we have a quasi isomorphism τ˜≥0S → S of
DGAs, where
(τ˜≥0S)j =

Sj j ≥ 1
Coker(d−1Sj ) j = 0
0 j < 0
with induced differential. The same holds for S→q . The last bit of notation we have to
introduce in order to state our result is the following. Let Ri be h-injective resolutions
of iT i
R
T
(OP×P(0,−i)) on Dqc(Ẑ). Then, set R to be the DGA
R = Homh−inj
X̂
(R1 ⊕ · · · ⊕ Rn,R1 ⊕ · · · ⊕ Rn),
and consider the subDGA R→q .
We have42
Theorem 4.3.4. We have an equivalence of categories 〈〈T 〉〉 ≃ D(τ˜≥0R→q )
c. Moreover,
we a morphism of DGAs τ˜≥0R→q → τ˜
≥0S→q that is surjective in cohomology, and whose
kernel is given by the submodule generated by a copy of qn+1 for every vertex. Further-
more, the functor Ψ|〈〈T 〉〉 : 〈〈T 〉〉 → D
b(Z+) is spherical.
Corollary 4.3.5. Under the equivalence 〈〈T 〉〉 ≃ D(τ˜≥0R→q )
c the spherical functor Ψ is
identified with
−
L
⊗τ˜≥0R→q OP(−n)⊕ · · · ⊕ OP(−1).
Proof. This follows as for the proof in the local model of standard flops. 
Now let us consider the ideal JS→q of H
0(S→q ) generated by the morphisms from Si to
Sj for i > j. We have
42As both DGAs are directed, it makes sense to speak about vertices. Explicitly, a vertex of τ˜≥0R→q
is one of the subDGAs of the form Homh−inj
X̂
(Ri,Ri).↑
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Corollary 4.3.6. Let S→q,0 = k idOP(−1) ⊕ · · · ⊕ k idOP(−n) ⊂ H
0(S→q ), and consider it as
a left τ˜≥0R→q DG module via the map
τ˜≥0R→q τ˜
≥0S→q H
0(S→q ) H
0(S→q )
/
JS→q ≃ S
→
q,0.
We have an equivalence of categories C ≃ D(A), where A is the DGA given by
A = RHomτ˜≥0R→q (S
→
q,0, S
→
q,0).
Proof. This is mostly a formal consequence of Theorem 4.3.4. Let IT be an h-injective
resolution of
iT i
R
T (OP×P(0,−1)⊕ · · · ⊕ OP×P(0,−n)),
where T = 〈C , p∗Dqc(Z−)〉. Let G be a compact generator for Dqc(Z+), and denote
B the DG endomorphism algebra of an h-injective resolution IG of G. Then, as Z+ is
smooth, we know that 〈〈F 〉〉 = Db(Z+). From the above corollary we know that we have
a commutative diagram of functors43
〈〈T 〉〉 Db(Z+)
D(Mod− τ˜≥0R→q )
c D(Mod−B)c,
Homh−inj
Ẑ
(IT ,−) ≃
Ψ
≃ Homh−injZ+
(IG,−)
−
L
⊗
τ˜≥0R→q
M
(17)
where M = Homh−injZ+ (IG,OP(−n)⊕ · · · ⊕OP(−1)) is a τ˜
≥0R→q −B bimodule. Recall
that a τ˜≥0R→q −B bimodule is called τ˜
≥0R→q (resp. B) perfect if it is a compact object
in D(τ˜≥0R→q −Mod) (resp. D(Mod − B)). By construction, M is B perfect. To show
that M is also τ˜≥0R→q perfect we proceed as follows. As Ψ has a left adjoint, and the
vertical functors are equivalences, the tensor product with M has a left adjoint which is
represented as tensor product with a bimodule N . Moreover, we know that the tensor
product with N preseve compactness by the commutativity of the diagram, and thus N
is τ˜≥0R→q perfect. As we have an isomorphism
44
RHomτ˜≥0R→q (E1
L
⊗B N,E2) ≃ RHomB(E1, E2
L
⊗τ˜≥0R→q M),
plugging E1 = B, E2 = τ˜
≥0R→q , we get
RHomτ˜≥0R→q (N, τ˜
≥0R→q ) ≃ RHomB(B,M) ≃M.
43Here Mod− • means right modules, similarly • −Mod means left modules.↑
44The derived homs are of right DG modules.↑
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As N is τ˜≥0R→q perfect, this implies that M is τ˜
≥0R→q perfect, and an isomorphism
N ≃ RHomτ˜≥0R→q (M, τ˜
≥0R→q ). Now consider OP(−j) for j ∈ {0, . . . , n}, and take the
dual exceptional collection (
∧jΩ1
P
(1))∨[−j]. That is, we have
RHomDqc(P)((
∧jΩ1P(1))∨[−j],OP(−i)) = δijk,
where δij is the Kronecker’s delta. Then, pull up the vector bundles
(∧jΩ1
P
(1)
)∨
[−j] to
vector bundles Ej on Z+. The object
E =
n⊕
j=0
Ej
is a compact generator for Dqc(Z+), and thus it gives us a compact generator E =
ΨL(E) of C . Using diagram (17), we see that the functor Homh−inj
Ẑ
(IT ,−) induces an
equivalence 〈〈E〉〉 ≃ 〈〈E ′〉〉, where45
E ′ = E ′
L
⊗B RHom(τ˜≥0R→q )op(M, τ˜
≥0R→q ) ∈ D(Mod−τ˜
≥0R→q )
c, E ′ = Homh−injZ+ (IG, E).
Now notice that we have a quasi isomorphism of DG algebras
RHomτ˜≥0R→q (E
′, E ′) ≃ RHomB(E
′, E ′
L
⊗B RHom(τ˜≥0R→q )op(M, τ˜
≥0R→q )
L
⊗τ˜≥0R→q M)
≃ E ′
L
⊗B RHom(τ˜≥0R→q )op(M, τ˜
≥0R→q )
L
⊗τ˜≥0R→q M
L
⊗B RHomB(E
′, B)
≃ RHom(τ˜≥0R→q )op(RHomB(E
′,M), τ˜≥0R→q )
L
⊗τ˜≥0R→q RHomB(E
′,M)
≃ RHom(τ˜≥0R→q )op(RHomB(E
′,M),RHomB(E
′,M)),
where we used that all the modules involved are perfect. Now notice that by the choice
of E we have an isomorphism
H•(RHomB(E
′,M)) ≃ H•(RHomDqc(Z+)(E,
n⊕
j=1
OP(−j))) ≃
n⊕
j=1
k idOP(−j).
Thus, the DG module RHomB(E
′,M) is quasi isomorphic to
H0(RHomB(E
′,M)) ≃
n+1⊕
j=0
k idOP(−j)
equipped with the structure given by the morphism τ˜≥0R→q → τ˜
≥0S→q → H
0(S→q ) →
H0(S→q )
/
JS→q . Hence, applying Proposition 2.3.1 to 〈〈E
′〉〉, we get an equivalence
〈〈E〉〉 ≃ 〈〈E ′〉〉 ≃ D(A)c.
45Here and in the following we use the notation RHom(−)op(−,−) to indicate morphisms of left DG
modules.↑
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Notice that this equivalence is given by the functor
F (−) = Homτ˜≥0R→q (PE′,Homh−injẐ (IT ,−)),
where PE′ is an h-projective, perfect resolution of E
′. If we fix an equivalence 〈〈E〉〉 ≃
D(C)c, where C is the DG endomorphism algebra of an h-injective resolution of E, we
get that F is represented by a C −A bimodule which is C and A perfect. In particular,
the functor F can be extended46 to functor F ′ : C = 〈E〉 ≃ D(C) → D(A) that
commutes with arbitrary direct sums. As the hypotheses of Lemma 2.1.6 are satisfied,
we get that F ′ is an equivalence, and the result follows. 
To prove Theorem 4.3.4, we will prove two lemmas.
Lemma 4.3.7. The functors ΨL and ΨR send Db(Z+) to 〈〈T 〉〉.
Lemma 4.3.8. We have an isomorphism of graded algebras
Hom•
Dqc(Ẑ)/K
(T, T ) ≃ H•(S→q ).
For the proofs of these lemmas, see Subsection A.3.
Proof - Theorem 4.3.4. If ΨL and ΨR restrict to give an adjunction between 〈〈T 〉〉 and
Db(Z+), then Ψ|〈〈T 〉〉 is automatically spherical because Ψ was. In order to prove the
equivalence 〈〈T 〉〉 ≃ D(τ˜≥0R→q )
c, we proceed as follows. Recall that we chose h-injective
resolutions Ri of iT i
R
T
(OP×P(0,−i)) on Dqc(Ẑ). Then, we set R to be the DGA
R = Homh−inj
X̂
(R1 ⊕ · · · ⊕ Rn,R1 ⊕ · · · ⊕ Rn),
and we consider the subDGA R→q . As in the case of standard flops, we can construct a
quasi isomomorphism
P = HomC(X+)(
n⊕
i=1
q∗Ri,
n⊕
i=1
q∗Ri) HomC(X+)(
n⊕
i=1
Si,
n⊕
i=1
Si)
that in cohomology commutes with the isomorphism from the graded algebra of the
OP(−i)’s. Then, if we consider the subDGA P
→
q of P , by construction we have that the
morphism of DGAs q∗ : R→ P induces a commutative diagram of DGAs and morphisms
of DGAs
R P
R→q P
→
q ,
q∗
i
q∗
where i is a quasi isomorphism, and q∗ is surjective in cohomology with the stated kernel.
Notice that all the DGAs involved have cohomologies only in positive degrees. Thus,
46Notice that the extension coincides with the functor F only on the subcategory of compact objects.↑
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we can truncate all of them to get DGAs concentrated in positive degree such that the
above diagram still commutes and the morphism still have the desired properties. Then,
the theorem follows. 
4.4. Other examples. We now talk about some examples that satisfy the hypotheses
of Theorem 3.3.3, but where we were not able to give an explicit description of the
category C .
4.4.1. Grassmannian flops. Grassmannian flops are a generalization of standard flops.
We will consider only the local model. Namely, let V and S be two vector spaces of
dimension n and r respectively, with r < n. Then, we consider the stack quotient
Xr,n = [Hom(S, V )⊕ Hom(V, S) /GL(S)] ,
where the action is given byM ·(a, b) = (aM−1,Mb). Choosing the linearization O(1) :=
detS∨, we get that
Xss+ = {(a, b) : b is surjective},
and the GIT quotient is identified with
Xss+ /GL(S) = Tot (Hom(S, V )→ Gr(V, r)) =: X+,
which is the total space of a vector bundle over the grassmannian of r dimensional
quotients in V . Similarly, choosing the linearization O(−1), we get that
Xss− = {(a, b) : a is injective},
and
Xss− /GL(S) = Tot (Hom(V, S)→ Gr(r, V )) =: X−,
where Gr(V, r) is the grassmannian of r dimensional subspaces of V . The two varieties
X− and X+, being GIT quotients of the same GIT problem, are clearly birational.
Moreover, they are derived equivalent, see [DS14], [HL15]. Contracting the zero sections
in the two varieties give the same singularity, which means we can construct the following
cartesian diagram
X̂
X− X+
Y.
p q
f− f−
A thourough inspection reveals that
X̂ = Tot (Hom(Q, S)→ Gr(r, V )×Gr(V, r)) ,
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where Q is the tautological quotient bundle, and S is the tautological subbundle. In
[BCF+19], it was proven that X̂ gives a derived equivalence between Db(X−) and
Db(X+). As everything is smooth, we can apply Lemma 2.1.6 to obtain an equivalence
between Dqc(X−) and Dqc(X+). Thus, we satisfy the hypotheses
47 of Theorem 3.3.3,
and we get a spherical functor Ψ : C → Dqc(X+). In ibidem it is also (implicitly) proven
that the flop-flop functor is given by a composition of n− r window shifts, see [ibidem,
Corollary 5.2.9, Corollary 5.2.10]. Moreover, by [DS14], we know that every window
shift is realized as the spherical twist around a spherical functor whose source category
is given by Dqc(X
r−1,n). Thus, it would be sensible, considering [Bar20, Theorem 4.1.2],
to look for a SOD of C such that on each factor the spherical functor Ψ restricts to the
spherial functor found in ibidem. However, this picture seems to be wrong. A detailed
explanation would take too long, and we therefore avoid it. To sum it up in one sen-
tence, the problem appears because the wall crossing from X− to X+ has more than one
stratum.
4.4.2. Abuaf flop. A very interesting flop is the Abuaf flop. Consider V a symplectic
vector space of dimension 4, and let P = PV , LGr = LGr(2, V ). Then, consider
X− = Tot(L
⊥ /L ⊗ L2 → P), X+ = Tot(S(−1)→ LGr),
where L is the tautological subbundle on P, S is the tautological subbundle on LGr, and
OLGr(−1) =
∧2S. The varieties X− and X+ are birational and derived equivalent, see
[Seg16]. Moreover, contracting the zero sections of the two varieties, we get the same
singularity Y = SpecH0(X±,OX±). Unfortunately, the equivalence in ibidem is proved
by mean of tilting bundles. However, in [Har17], it is proven that the structure sheaf
of the fibre product over the singularity gives an equivalence from Db(X−) to D
b(X+).
This implies that we have also an equivalence in the other direction by [Bri99, Theorem
1.1]. Once again, as everything is smooth, we get an equivalence between the unbounded
derived categories of quasi coherent sheaves, and we can apply48 Theorem 3.3.3. It turns
out that there are two families of tilting bundles on both sides of the flop above, and
that one of them gives the flop functor in one direction, [Har17, Thereom 4.5]. It can be
proven that the other family gives the flop functor in the other direction. In particular,
working out the exact numbers, we get an isomorphism of functors
q∗p
∗p∗q
∗ ≃ T−1j∗S ◦ T
−1
j∗OLGr(−1)
◦ T−1j∗S(−1) ◦ T
−1
j∗OLGr(−2)
◦ T−1j∗S(−2),
where j : LGr →֒ X+ is the inclusion of the zero section. Given this decomposition
of the flop-flop functor, one might expect the category C to be equivalent to D(R) for
47Here f± are proper as they are map between separated schemes that contract a proper subscheme.
Therefore, p and q are proper being base change of proper maps. They are of finite tor dimension as
X± are smooth.↑
48As for the of Grassmannian flops, p and q are proper being base change of proper maps f± : X± →
Y . They are of finite tor dimension as X± are smooth.↑
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some DGA R such that H•(R) is a “directed” algebra. However, this picture seems to
be wrong. First of all, notice that X̂ can be described as the gluing of the blow up of
BLLGrX+ and P×LGr along P(S⊗
∧2 S), which is embedded in the latter via the exact
sequence
S ⊗
∧2 S OLGr(−1)⊗ V S.
Then, we can prove that C is generated by the objects
i∗OLGr(−1), i∗OLGr(−2), i∗S(−1),
where i : P × LGr →֒ X̂ is the closed embedding. This is in contrast with the five
generators we would expect to find if we were to believe the existence of an equivalence
C ≃ D(R), but of course it doesn’t prove this expectation wrong. However, notice that
we can’t expect the generator of C to be
i∗OLGr(−1), i∗OLGr(−1), i∗S(−1), i∗S(−2), i∗S,
in analogy with the standard flops. Indeed, the three generators above already generate
the two other objects we added.
Appendix A. Computations
A.1. Standard flops (local model). In this appendix we prove Lemma 4.1.5, and
Lemma 4.1.6. Recall the setting, we have X− = X+ = Tot(OPn(−1)
⊕n+1), and
R = H0(X−,OX−) = H
0(X+,OX+) =
⊕
k≥0
H0(Pn, SymkOPn(1)
⊕n+1).
Then, we consider the diagram
X̂
X− X+
Y = SpecR,
p q
f− f+
where f− and f+ are the affinization maps which contract the zero sections. We denote
Pn = P, and consider
T = Q(OP×P(0,−1)⊕ · · · ⊕ OP×P(0,−n)).
Recall the following
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Definition A.1.1. Given E ∈ Dqc(X+), we define its truncation τ
≥sE as
τ≥sE =
{
Ei i ≥ s
0 i < s
.
First of all, we prove
Lemma A.1.2. For j = 1, . . . , n we have an isomorphism[
ΨLOX+(−1)⊗
∧j−1 kn+1 ΨLOX+(−2)⊗∧j−2 kn+1 . . . ΨLOX+(−j)
deg.0
]
Q(OP×P(0,−j)),
≃
where the map is induced by the map
ΨLOX+(−j) = Q
([
OX̂(j, 0) OX̂(0,−j)
deg.0
])
Q(OP×P(0,−j)).
Proof. Notice that P × P is cut in X̂ by a section of OX̂(−1,−1). Therefore, we have
the following exact sequence
OX̂(1, 1) OX̂ OP×P. (18)
Tensoring this exact sequence with OX̂(0,−1), we see that
ΨL(OX+(−1)) = Q(OP×P(0,−1)),
therefore the case j = 1 is solved.
Now recall that ΨL = Q ◦ π ◦ q∗, where π = cone(p∗p∗ → id). This means that to
compute ΨL on an object we have to pull up the object from X+, project it into Ker p∗
and then take its isomorphism class in Dqc(X̂)/K . On P we have the exact sequence
OP(−n− 1) OP(−n)⊗ k
n+1 . . . OP(−1)⊗ k
n+1 OP. (19)
Pulling it up to X−, then to X̂ , and tensoring it with OX̂(1, 1 − j), we get the exact
sequence
OX̂(−n, 1− j) OX̂(−n + 1, 1− j)⊗ k
n+1 . . .
. . . OX̂(0, 1− j)⊗ k
n+1 OX̂(1, 1− j).
Moreover, tensoring (18) with OX̂(0,−j) we get the exact sequence
OX̂(1, 1− j) OX̂(0, j) OP×P(0, 1− j).
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Putting these two exact sequences together we get the exact sequence
OX̂(−n, 1− j) OX̂(−n + 1, 1− j)⊗ k
n+1 . . .
. . . OX̂(0, 1− j)⊗ k
n+1 OX̂(0,−j) OP×P(0,−j). (20)
What we want to do now is to project this exact sequence to Ker p∗ in Dqc(X̂)/K , where
p∗ is the functor induced by p∗ on the Verdier quotient. Notice that for F ∈ Dqc(X̂)
the object Q(π(F )) depends, up to isomorphism, only on the isomorphism class of
F in Dqc(X̂)/K . In particular, if π(Q(F )) = 0, then also Q(π(F )) = 0. Now fix
j ∈ {2, . . . , n}, i ∈ {1, . . . , n} and t ∈ {1, . . . , n}. Tensoring (18) with OX̂(t−i, t+1−j),
we get the exact sequence
OX̂(t− i+ 1, t+ 2− j) OX̂(t− i, t+ 1− j) OP×P(t− i, t+ 1− j).
If t < min{i, j − 1}, we have OP×P(t− i, t + 1 − j) ∈ K , and therefore the first map is
an isomorphism in Dqc(X̂)/K . Hence, we have two possible cases
(1) i ≥ j − 1 =⇒ Q(OX̂(−i, 1− j)) ≃ Q(OX̂(j − i− 1, 0)),
(2) i < j − 1 =⇒ Q(OX̂(−i, 1− j)) ≃ Q(OX̂(0, 1− j + i)).
Therefore, we have
(1) i ≥ j − 1 =⇒ Q(π(OX̂(−i, 1 − j))) ≃ 0,
(2) i < j − 1 =⇒ Q(π(OX̂(−i, 1− j))) ≃ Ψ
L(OX+(1− j + i)).
As π(q∗OX+(−t)) ≃ OX̂(0,−t)⊗OX̂
/
I t
P×P , where IP×P is the ideal sheaf of P× P, we
have an isomorphism of complexes
ΨL(OX+(−t)) ≃ Q
(
OX̂(0,−t)⊗OX̂
/
I tP×P
)
.
Thus, we can apply Q ◦ π term by term to (20), and we get the claim because
Q(π(OP×P(0,−j))) = Q(OP×P(0,−j)).

Lemma A.1.3. The object T is a compact generator of C .
Proof. Notice that
OX+ ⊕OX+(−1)⊕ · · · ⊕ OX+(−n)
is a compact generator for Dqc(X+), and thus, from what we showed in the proof of
Lemma 3.3.6, we get the following compact generator for C
ΨL(OX+ ⊕OX+(−1)⊕ · · · ⊕ OX+(−n)).
Notice that ΨL(OX+) = 0, and therefore Lemma A.1.2 tells us that
〈
{
ΨL(OX+(−j))
}
j=1,...,n
〉 = 〈{OP×P(0,−j)}j=1,...,n〉.
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Hence, we proved that T is a generator.
We have to prove that it is compact. Let us denote Fi the resolution of OP×P(0,−i)
found in the above lemma, and E the Koszul resolution of OP in X+, i.e. the complex
OX+(n+ 1) OX+(n)⊗ k
n+1 . . . OX+(1)⊗ k
n+1 OX+
deg.0
.
Then, we have Fi = Ψ
L
(
τ≥−i+1
(
E ⊗OX+(−i)
))
, which implies that Fi is compact.
Indeed, morphism from an object ΨL(−) can be computed in Dqc(X̂), and therefore
proving that Fi is compact amount to prove that
π(q∗
(
τ≥−i+1
(
E ⊗OX+(−i)
))
is compact. However, τ≥−i+1
(
E ⊗OX+(−i)
)
is compact, and both π and q∗ preserve
compactness, thus Fi is compact. As a finite direct sum of compact objects is compact,
we get that T is compact. 
Let us now recall how we define the DG algebra S→. Fix h-injective resolutions of
OP(−1), . . . ,OP(−n) on X+, and denote them S1, . . . ,Sn. Then, call S the DGA given
by
S = Homh−injX+ (S1 ⊕ · · · ⊕ Sn,S1 ⊕ · · · ⊕ Sn),
and define the subDGA S→ generated by idSi and the arrows going from Si to Sj for
i > j. To conclude, we prove
Lemma A.1.4. We have an isomorphism of graded algebras
Hom•
Dqc(X̂)/K
(T, T ) ≃ H•(S→).
Proof. With the notation as in the above proof, we have
Hom•
Dqc(X̂)/K
(Q(OP×P(0,−i)), Q(OP×P(0,−j)))
≃Hom•
Dqc(X̂)/K
(Fi, Q(OP×P(0,−j)))
≃Hom•Dqc(X+)(τ
≥−i+1
(
E ⊗OX+(−i)
)
,OP(−j))
≃

0 i < j
k i = j
Hom•Dqc(X+)(OP(−i),OP(−j)) i > j
where we used Lemma 2.1.7 in the first line and the adjointess ΨL ⊣ Ψ in the second
line.49 Thus, we get that the graded endomorphism algebra of T in Dqc(X̂)/K is the
one claimed. 
49It is ok to do it because OP×P(0,−j) ∈ C .↑
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A.2. Standard flops (family case). Recall the setting for the family case of the stan-
dard flops
X̂
E = PV− ×Z PV+
X− PV− PV+ X+
Z,
p q
pi− pi+
i
j−
ω− ω+
j+
and recall the definition of the fully faithfull functors
Ia,b(−) := i∗
(
OE(a, b)⊗ π
∗
−ω
∗
−(−)
)
: Dqc(Z) Dqc(X̂),
Φk(−) := i∗
(
OE(kE)⊗ π
∗
−(−)
)
: Dqc(PV−) Dqc(X̂).
Associated to the functors Ia,b are the right mutation functors
Ra,b = cone
(
id→ Ia,bI
L
a,b
)
[−1].
To ease the notation, we set
Rk :=
−1∏
j=k
R−n,j ◦ R−n+1,j ◦ · · · ◦ R−1,j, k = −n + 1, . . . ,−1.
Then, mutating SOD (11), which is obtained by the blow up formula and Orlov’s SOD
for a projective bundle, we get the SOD
Dqc(X̂) = 〈
Im(I−n,−n), Im(I−n+1,−n), . . . , Im(I−1,−n),
Im(I−n,−n+1), Im(I−n+1,−n+1), . . . Im(I−1,−n+1),
. . .
Im(I−n,−1), Im(I−n+1,−1), . . . , Im(I−1,−1),
A
R−n+1Im(I0,−n),
R−n+2Im(I0,−n+1),
. . . ,
R−1Im(I0,−2),
Im(I0,−1),
B
p∗Dqc(X−)
〉. (21)
Lemma A.2.1. In the previous SOD, we have K = A , and C = B, where C =
〈Im(π ◦ q∗)〉, π = cone(p∗p∗ → id).
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Proof. It is enough to prove K = A , as the other statement will then follow from
Theorem 3.3.1. Given an object K ∈ K , its projection to p∗Dqc(X−) is zero. Therefore,
K can be decomposed in terms of the remaining subcategories in SOD (21). In particular,
there exists a distinguished triangle
K ′ K K ′′,
where
K ′ ∈ B, K ′′ ∈ A .
As K ∈ K and K ′′ ∈ K , we get q∗K
′ ≃ 0. Now, using the SOD defining B, we know
that there exists a distinguished triangle
T K ′ T ′,
where T ∈ Im(I0,−1), and
T ′ ∈ 〈R−n+1Im(I0,−n),R−n+2Im(I0,−n+1), . . . ,R−1Im(I0,−2)〉.
As q∗K
′ ≃ 0, we get q∗T
′ ≃ q∗T [1]. Now, notice that as the functors R−j+1 ◦ I0,−j are
fully faithful, we know that there exists F , F1, . . . , Fn ∈ Dqc(Z) such that T = I0,−1(F ),
and the filtation of T ′ given by the SOD has projections of the form
R−j+1I0,−j(Fj).
In particular, we get
q∗T = (j+)∗
(
OPV (−1)⊗ ω
∗
+F
)
,
and, as we are mutating through subcategories which are contained in K , that q∗T
′ has
a filtration with graded pieces given by
(j+)∗
(
OPV (−k)⊗ ω
∗
+Fk
)
.
Our aim is now to prove that T is trivial. Choose an open subset U of Z over which
V+ is trivial. Then, ω
−1U ≃ Pn × U is an open subscheme of PV+, and therefore there
exists U+ ⊂ X+ open subscheme such that U+ ∩ PV+ = P
n × U . Restricting everything
to U+, we reduce to the case where Z is affine. In this case, we can compute
RΓ(q∗T ⊗N
∨
PV+/X+
) ≃RΓ(O⊕n+1
PV+
⊗ ω∗+F )
≃RΓ(F )⊕n+1
and
RΓ(OPV+(−k)⊗ ω
∗
+Fk ⊗N
∨
PV+/X+
) ≃RΓ(OPV+(−k + 1)
⊕n+1 ⊗ ω∗+Fk)
≃RΓ(OPV+(−k + 1)
⊕n+1)⊗ RΓ(Fk)
≃ 0,
where we used that k ∈ {2, . . . , n}. However, we know that q∗T
′ ≃ q∗T [1], and hence
we get RΓ(F ) ≃ 0. As Z is affine, RΓ(F ) ≃ 0 implies F ≃ 0, and therefore T ≃ 0. We
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can now proceed inductively using exterior powers of the dual of the normal bundle to
deduce that also T ′ ≃ 0, and therefore K ′ ≃ 0, which implies the result. 
Now recall that we denote the Fourier Mukai kernel for R−j , I0,−j and R−j+1 ◦ I0,−j
respectively asR−j , I0,−j , andR−j+1I0,−j. Moreover, we denote the kernel of the functor
J−i = (j+)∗(OPV+(−i)⊗ ω
∗
+−)
as J−i.
To conclude, we prove
Proposition A.2.2. The pushdown functor gives an isomorphism
(id× q)∗RHomDqc(Z×X̂)(R−i+1I0,−i,R−j+1I0,−j) RHomDqc(Z×X+)(J−i,J−j)
(id×q)∗
for 1 ≤ j < i ≤ n.
First of all, we have to prove that the morphism described in the statement of the
proposition exists. This is done in the following
Lemma A.2.3. We have an isomorphism of complexes
(id× q)∗R−i+1I0,−i ≃ J−i
for 1 ≤ i ≤ n.
Proof. First, notice that for any a, b the mutation Ra,b is constructed using the shifted
cone of the map
id Ia,bI
L
a,b.
In particular, the kernel inducing Ra,b has a map to ∆∗OX̂ . Using these maps we get a
map
R−i+1I0,−i I0,−i.
η
Now notice that by construction we have
I0,−i = (ω+ ◦ π+ × i)∗∆∗OPV−×ZPV+(0,−i),
where ∆ will be used in this proof to indicate the diagonal embeddings. Therefore, if
we apply (id× q)∗, we get
(id× q)∗I0,−i = (id× q)∗(ω+ ◦ π+ × i)∗∆∗OPV−×ZPV+(0,−i)
≃ (ω+ ◦ π+ × q ◦ i)∗∆∗OPV−×ZPV+(0,−i)
≃ (ω+ × j+)∗(π+ × π+)∗∆∗OPV−×ZPV+(0,−i)
≃ (ω+ × j+)∗∆∗(π+)∗OPV−×ZPV+(0,−i)
≃ (ω+ × j+)∗∆∗OPV+(−i)
= J−i.
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We are left to prove that the cone of η goes to zero via (id × q)∗. However, as we
are mutating through subcategories which are contained in K , the pushdown via q of
the cone of the maps Ra,b → id, for a, b ∈ {−n, . . . ,−1}, is zero. In particular, via
(id× q)∗ the cones of the maps we used to construct η push down to zero, and therefore
(id× q)∗cone(η) ≃ 0, giving the desired isomorphism. 
Proof of Proposition A.2.2. Let us consider
RHomDqc(Z×X̂)(R−i+1I0,−i,R−j+1I0,−j).
Using the above lemma, we get a map
(22)
(id× q)∗RHomDqc(Z×X̂)(R−i+1I0,−i,R−j+1I0,−j) RHomDqc(Z×X+)(J−i,J−j).
What we want to do now is to find a deformation over A1 of the data we described
above whose fibre over 0 gives the local model of the standard flops. Then, we will
obtain the isomorphism we want from this.
Let us recall the construction of the deformation to the normal cone. Given any
closed immersion X →֒ Y , we can construct a flat family f : X → A1, together with
a closed immersion X × A1 →֒ X , such that for any t 6= 0 we have Xt = Y with
the given embedding, and X0 = Tot(NX/Y ) with the embedding given by the zero
section. The deformation is constructed considering M = BlX×{0}(Y × P
1), then taking
M◦ =M \BlX×{0}(Y ×{0}), and restricting to the complement of t =∞. In particular,
notice that dimX = dimY +1, the fibres are all Cartier divisors, and that the morphism
f is projective if the ideal sheaf of X is of finite type. Let us denote f̂ : X̂ → A1 the
deformation to the normal cone of X̂, and similarly f± : X± → A
1 the deformations
to the normal cone of X±. The maps between X̂ and X± that lift p and q will still be
denoted p and q. We will employ the following notation
X̂t X̂
PV− ×Z PV+ × {t} PV− ×Z PV+ × A
1,
PV+ × A
1 X+,
Z × {t} Z × A1.
rt
it
st
s
j+
ut
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We want to prove that the functors Ia,b and R−i can be constructed flatly in the family.
More precisely, we want to define a functors I fama,b , R
fam
−i , such that for any t ∈ A
1 we have
an isomorphism
r∗t ◦ I
fam
a,b ≃ Ia,b ◦ u
∗
t , (23)
and similarly for Rfam−i . We define
I fama,b (F ) = s∗
(
OPV−×ZPV+×A1(a, b)⊗ (π+ × id)
∗ (ω+ × id)
∗ (F )
)
, F ∈ Dqc(Z × A
1).
To prove the desired isomorphism, notice that by adjunction we have a natural trans-
formation of functors
η : r∗t ◦ I
fam
a,b Ia,b ◦ u
∗
t .
Indeed, we have
(rt)∗Ia,b(u
∗
t (F )) = (rt)∗(it)∗
(
OPV−×ZPV+×{t}(a, b)⊗ π
∗
+ω
∗
+u
∗
t (F )
)
≃
s∗(st)∗
(
s∗tOPV−×ZPV+×A1(a, b)⊗ π
∗
+ω
∗
+u
∗
t (F )
)
≃
s∗
(
OPV−×ZPV+×A1(a, b)⊗ (π+ × id)
∗ (ω+ × id)
∗ (F )⊗ (st)∗OPV−×ZPV+×{t}
)
,
(24)
for any F ∈ Dqc(Z × A
1), where in the second line we used the cartesian diagram
PV− ×Z PV+ × {t} PV− ×Z PV+ × A
1
Z × {t} Z × A1,
ω+◦pi+
st
(ω+×id)◦(pi+×id)
ut
(25)
and the natural trasformation comes from the map
OX̂t OPV−×ZPV+×{t}.
We will prove that (rt)∗cone(η) = 0. This will imply that η is an isomorphism as rt is a
closed embedding. To get the vanishing we need, notice that we have
(rt)∗r
∗
t s∗
(
OPV−×ZPV+×A1(a, b)⊗ (π+ × id)
∗ (ω+ × id)
∗ (F )
)
≃
s∗
(
OPV−×ZPV+×A1(a, b)⊗ (π+ × id)
∗ (ω+ × id)
∗ (F )
)
⊗ (rt)∗OX̂t ≃
s∗
(
OPV−×ZPV+×A1(a, b)⊗ (π+ × id)
∗ (ω+ × id)
∗ (F )⊗ s∗(rt)∗OX̂t
)
.
As X̂t is a Cartier divisor, we have an exact sequence
OX̂ (−X̂t) OX̂ (rt)∗OX̂t .
Therefore, the inverse image s∗(rt)∗OX̂t is given by the complex
OPV−×ZPV+×A1(−PV− ×Z PV+ × {t}) OPV−×ZPV+×A1
deg.0
,
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and we get an isomorphism s∗(rt)∗OX̂t ≃ (st)∗OPV−×ZPV+×{t}. Thus, for any F ∈ Dqc(Z×
A1), using (24) we get an isomorphism
(rt)∗r
∗
t I
fam
a,b (F ) ≃ (rt)∗Ia,b(u
∗
t (F )).
This implies (rt)∗cone(η) = 0, hence we get isomorphism (23). Similarly, using that the
vertical maps in diagram (25) are flat, and therefore we can apply flat base change, one
can prove that we also have an isomorphism
I fama,b ◦ (ut)∗ = (rt)∗ ◦ Ia,b,
which implies the isomorphism
r∗t ◦ (I
fam
a,b )
L ≃ ILa,b ◦ u
∗
t .
This shows that all the fully faithful functors Ia,b and the mutation functors R−1, . . . ,
R−n+1 can be constructed flatly in the family using Fourier Mukai kernels which are
perfect complexes50. Let us denote the kernel for I fama,b as I
fam
a,b , and the one for R
fam
−j as
Rfam−j . Notice that, as the functors are linear over Dqc(A
1), and the schemes involved are
flat over A1, the kernels belong to
I fama,b ∈ D
b(Z × X̂ ), Rfam−j ∈ Perf(X̂ ×A1 X̂ ).
Now define the functor J fam−i : Dqc(Z × A
1)→ Dqc(X+) as
J fam−i (−) = (j+)∗
(
OPV−×A1(−i)⊗ (ω+ × id)
∗ (−)
)
,
and denote J fam−i ∈ D
b(Z × X+) the associated kernel. Even for the family version, we
have (id × q)∗R
fam
−i+1I
fam
0,−i ≃ J
fam
−i . The argument is the same as in the lemma we have
already proven, and therefore we skip it. Then, the datum of the map (22) lifts to a
family version, namely a map
(26)
(id× q)∗RHomDb(Z×X̂ )(R
fam
−i+1I
fam
0,−i,R
fam
−j+1I
fam
0,−j) RHomDb(Z×X+)(J
fam
−i ,J
fam
−j ).
ϕ
As the family is trivial outside t = 0, the restrictions of the above map to the fibres
(X+)t, t 6= 0, give the map (22). Therefore, it is enough to prove that the previous
map restricts to an isomorphism on a fibre (X+)t, t 6= 0. Said another way, let us call
T = cone(ϕ), then our aim is to prove that T restricts to zero to a fibre different from
(X+)0.
Assume we knew that on (X+)0 the map is an isomorphism, then the result would fol-
low as being an isomorphism is an open condition. More precisley, being an isomorphism
over 0 would imply
SuppT ∩ (Z × (X+)0) = ∅.
50They are perfect because the functors preserve boundedness and the schemes involved are smooth.↑
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Given this, notice that T is supported on Z × PV+ × A
1 \ {0} because the complexes
involved are supported there. Assume there was (w, t) ∈ SuppT with w ∈ Z × PV+,
t 6= 0. Then, being the family X+ trivial on A
1 \ {0}, we would get
{w} × A1 \ {0} ⊂ Supp T.
However, SuppT is closed, so {w} × A1 would be contained in SuppT . This would be
absurd, as we are assuming that no point with last zero coordinate belongs to SuppT .
Therefore, SuppT = ∅, and we get the desired isomorphism51.
Therefore, to conclude we have only to prove that on (X+)0 the map is an isomorphism.
This is done in the following lemma. 
Lemma A.2.4. On the fibre (X+)0 map (26) is an isomorphism.
Proof. To prove this lemma, we will prove that on the fibre (X+)0 the map becomes the
map in the local model. This will suffice, as we know that the map in the local case is
an isomorphism. To be precise, we proved that it is an isomorphism only after we apply
RΓ, and we proved it for the structure sheaves OP×P(0,−i). The latter is not a problem,
as when we restrict to the fibre over 0 the source category for I0,i becomes D(k), and the
kernel is the structure sheaf OP×P(0,−i) itself. For what concerns the other problem, we
proceed as follows. We produced explicit resolutions that commutes with restrictions to
an open subset. Therefore, when we apply RΓ(Z × U,−) for every open affine subset
U of Tot(OPV−(−1)
⊕n+1), the map becomes an isomorphism. As proving the vanishing
is a local question in Z, and all our operations are local in Z, we can assume we began
with Z affine. Hence, the map is an isomorphism in the local case.
To prove that the map restricts to the local one on the fibre X̂0, we have to prove that
we can apply base change. Consider the cartesian square
Z × X̂0 Z × (X+)0
Z × X̂ Z × X+.
id×q
r0 r0
id×q
(27)
We claim that Z × (X+)0 and Z × X̂ are tor independent over Z × X+. To see this,
notice that if we call t the coordinate on A1, and s = f ∗+t the fibre coordinate on X+,
then we have the exact sequence
OZ×X+ OZ×X+ (i0)∗OZ×(X+)0 .
51Notice that necessarily either T is zero, or T is supported on all the fibres (X+)t for t 6= 0, as the
family is trivial outside t = 0.↑
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Taking the stalk of this complex at a point x = r0(x0), we get a free resolution of
OZ×(X+)0,x0. In particular, we can use it to compute the derived tensor product
OZ×(X+)0,x0
L
⊗OZ×X+,x OZ×X̂ ,x̂,
where (id×q)(x̂) = x. Notice that the section v = (id×q)∗s = f̂ ∗t is the fibre coordinate
on X̂ . Therefore, when we tensor the previous resolution with OZ×X̂ ,x̂, we get the Koszul
resolution of OZ×X̂0,x̂ given by v. In particular, this complex has only H
0, which means
TorpOZ×X+,x
(OZ×(X+)0,x0,OZ×X̂ ,x̂) = 0
for p ≥ 1, and we proved the tor independence.
As everything is smooth, this means we can apply base change to any bounded com-
plex, which means that the base change of ϕ via (27) gives the corresponding map on
Z × (X+)0. This is what we wanted, and therefore the result follows. 
A.3. Mukai flops. In this section, we prove Lemma 4.3.7, and Lemma 4.3.8. Recall
the setting, we consider Z− = Z+ = TotΩ
1
Pn
, and we take the diagram
Ẑ
Z− Z+
Y = SpecH0(Z−,OZ−).
p q
f− f+
We set
T = Q(OP×P(0,−1)⊕ · · · ⊕ OP×P(0,−n)).
Lemma A.3.1. The functors ΨL and ΨR send Db(Z+) to 〈〈T 〉〉.
Proof. Notice that on Z+ we have a compact generator
Dqc(Z+) = 〈OZ+ ⊕OZ+(−1)⊕ · · · ⊕ OZ+(−n)〉,
and therefore by the proof of Lemma 3.3.6, we get
C = 〈ΨL
(
OZ+ ⊕OZ+(−1)⊕ · · · ⊕ OZ+(−n)
)
〉,
where ΨL = Q(cone(p∗p∗q
∗ → q∗)). Let us denote
F = ΨL
(
OZ+ ⊕OZ+(−1)⊕ · · · ⊕ OZ+(−n)
)
.
Assume we knew that 〈〈F 〉〉 ⊂ 〈〈T 〉〉, then we claim that the result follows. Indeed, we
know that ΨL preserves compactnes, and that ΨR does too by Lemma 2.2.13. Thus, we
know that ΨL and ΨR send Db(Z+) to C
c
= 〈〈F 〉〉 ⊂ 〈〈T 〉〉. The inclusion 〈〈F 〉〉 ⊂ 〈〈T 〉〉 is
proved in the following lemma. 
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Lemma A.3.2. We have C = 〈T 〉, and furthermore 〈〈F 〉〉 ⊂ 〈〈T 〉〉.
Proof. We know that p∗T = 0, therefore 〈T 〉 ⊂ C = (p
∗Dqc(Z−))
⊥. Notice that
ΨL(OZ+) ≃ 0, and for any i ∈ {1, . . . , n} we have short exact sequences
OP×P(i− 1,−1) OẐ(i, 0) OZ˜(i, 0),
OZ˜(i, 0) OẐ(0,−i) OẐ
/
Ii
P×P ⊗OẐ(0,−i),
f
g
which can be used to describe
ΨLOX+(−i) = Q
( [
OẐ(i, 0) OẐ(0,−i)
deg.0
]
g◦f=ui
)
.
Here, where we used Ii
P×P ⊗ OẐ(0,−i) ≃ OZ˜(i, 0), and the exact sequences (14), (15).
Notice that these exact sequences can be rewritten as the following distinguished triangle
Q(OP×P(i− 1,−1)[1]) Ψ
L(OZ+(−i)) Q(OẐ
/
Ii
P×P ⊗OẐ(0,−i)). (28)
From now on, we set OẐ
/
Ii
P×P (0,−i) := OẐ
/
Ii
P×P ⊗OẐ(0,−i).
We now prove that for any i ∈ {1, . . . , n} the object ΨL(OZ+(−i)) can be generated
using the twists of the structure sheaf of P × P up to (0,−i) taking a finite number of
cones. This will prove both the statements of the lemma. From (28) the statement is
obvious for i = 1, so let us assume i > 1. Moreover, distinguished triangle (28) tells us
it is enough to show that we can generate Q(OP×P(i− 1,−1)) and Q(OẐ
/
Ii
P×P (0,−i)).
Notice that using inductively the pull up of the exact sequence
OP(−n− 1) OP(−n)⊗ k
n+1 . . . OP(−1)⊗ k
n+1 OP
from the first P, we haveQ(OP×P(i−1,−1)) ∈ 〈〈Q(OP×P(0,−1))〉〉 inDqc(Ẑ) /K . Indeed,
we can resolve OP×P(i− 1, 0) in terms of smaller twists, which eventually will belong to
K once we tensor them with OẐ(0,−1). Therefore, we are left to show that we can
generate Q(OẐ
/
Ii
P×P ⊗OẐ(0,−i)). For s ∈ {2, . . . , i} consider the exact sequence
Is
P×P
/
Is−1
P×P OẐ
/
Is
P×P OẐ
/
Is−1
P×P . (29)
As we know that
IsP×P
/
Is−1
P×P ≃ Sym
s−1 (OP×P(1, 1)) ≃ OP×P(s− 1, s− 1),
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tensoring (29) with OẐ(0,−i) we get
OP×P(s− 1, s− i− 1) OẐ
/
Is
P×P(0,−i) OẐ
/
Is−1
P×P(0,−i) . (30)
As s− i− 1 ∈ {−1, . . . , 1− i}, we see that as above we have
Q(OP×P(s− 1, s− i− 1)) ∈ 〈〈Q(OP×P(0, s− i− 1))〉〉
in Dqc(Ẑ) /K . When s = 2 on the right hand side of (30) we have OP×P(0,−i), and
therefore we have showed that we can generate the sheaves Q(OẐ
/
Ii
P×P (0,−i)) with
Q(OP×P(0,−j)), j ∈ {1, . . . , i}, which implies the result. 
The rest of this section is devoted to prove
Lemma A.3.3. We have an isomorphism of graded algebras
Hom•
Dqc(Ẑ)/K
(T, T ) ≃ H•(S→q ).
In order to compute the endomorphism algebra of T , we will need to make use of
double complexes and homotopy colimits. Let us briefly recall the notions we will use.
We will use the convention that double complexes have commuting differentials. We
will denote Tot(A•,•) the totalization of the double complex A•,•, by which we mean the
complex given by (⊕
i+j=n
Ai,j ,
⊕
i+j=n
di,jver ⊕ (−1)
ndi,jhor
)
,
where dver and dhor are respectively the vertical and horizontal differentials.
We now recall the definition of homotopy colimit in a cocomplete triangulated category
T .
Definition A.3.4. Given a collection of obiects {Xn}n≥0 together with maps φ : Xn →
Xn+1, we define the homotopy colimit of this collection as the object X that sits in the
distinguished triangle ⊕
n≥0
Xn
⊕
n≥0
Xn X,
id−ϕ
where ϕ is the map given by the maps φn.
Example A.3.5. If T = D(A) for some abelian category A with arbitrary direct sums,
then an homotopy colimit we will often use is the following. Given a complex X ∈ D(A),
call Xn = τ
≥nX , where (τ≥nX)m = Xm if m ≥ n and 0 otherwise. We have inclusion
maps Xn →֒ Xn−1. Then, fixed any n ∈ Z, the homotopy colimit of the collection
{Xn−i}i≥0 is isomorphic to X .
Finally, recall that every finite length complex has a filtration whose graded pieces
are given by the components of the complex.
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Example A.3.6. If our complex was given by
A =
[
X0
deg.0
X1 X2 X3
]
,
then the filtration would be
X3[−3]
[
X2
deg.2
→ X3
] [
X1
deg.1
→ X2 → X3
]
A
X2[−2] X1[−1] X0[0].
Proof - Lemma A.3.3. Let i ∈ {1, . . . , n}, and consider the exact sequences
OZ˜(1, 1− i) OẐ(0,−i) OPn×Pn(0− i),
OPn×Pn(0,−i) OẐ(1, 1− i) OZ˜(1, 1− i),
u
w
which are iust the exact sequences (14) and (15) tensored with OẐ(0,−i) and OẐ(1, 1−i)
respectively. Putting them together we get the resolution
. . . OẐ(0,−i) OẐ(1, 1− i) OẐ(0,−i) OP×P(0,−i).
w u
Case i = 1
We see that the terms in the above resolution for i = 1 are either p∗OZ−(1) or
q∗OZ+(−1). Thus, we see that OP×P(0,−1) belongs to T = 〈C , p
∗Dqc(X−)〉. Hence, we
have
Hom•
Dqc(Ẑ)/K
(Q(OP×P(0,−1)), Q(OP×P(0,−j))) ≃
Hom•
Dqc(Ẑ)
(OP×P(0,−1),OP×P(0,−j)) ≃ 0
for any j > 1. Whereas, we have
Hom•
Dqc(Ẑ)/K
(Q(OP×P(0,−1)), Q(OP×P(0,−1))) ≃
Hom•
Dqc(Ẑ)
(OP×P(0,−1),OP×P(0,−1)) ≃
⊕
n∈N
k[−2n].
The non trivial element of degree 2 is given by the long exact sequence
OP×P OẐ(1, 1) OẐ OP×P.
w u (31)
As the composition of this morphism with itself is never zero, we see that the algebra
structure is given by
Hom•
Dqc(Ẑ)/K
(Q(OP×P(0,−1)), Q(OP×P(0,−1))) ≃ k[q],
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where q is the generator (31) of degree 2.
Case i ≥ 2
Denote
F =
 . . . OẐ OẐ(1, 1) OẐ
deg.0
,w u

and F (−i) = F ⊗OẐ(0,−i). Consider the bicomplex A
•,• given by
...
...
...
...
...
. . . 0 0 0 0 0
. . . 0 OẐ(−n, 1) 0 OẐ(−n, 1) 0
. . . 0 OẐ(−n + 1, 1)⊗ k
n+1 0 OẐ(−n+ 1, 1)⊗ k
n+1 0
. . .
...
...
...
...
...
. . . 0 OẐ(−1, 1)⊗
∧2 kn+1 0 OẐ(−1, 1)⊗∧2 kn+1 0
. . . OẐ OẐ(0, 1)⊗ k
n+1 OẐ OẐ(0, 1)⊗ k
n+1 OẐ
x x
x x
x x
y· ux· y· ux·
where the rightmost OẐ is in position (0, 0), the vertical axis is oriented downwards, and
the non zero columns are the tensor product ofOẐ(0, 1) with the pull ups to Z+, and then
to Ẑ, of the Koszul complex associated to the sections x = (x1, . . . , xn+1) ∈ OP(1)
⊕n+1.
Notice that we have a morphism of bicomplexes α : A•,• → F , where F is considered as
a bicomplex concentrated in vertical degree zero, given by the map of complexes
. . . OẐ(0, 1)⊗ k
n+1 OẐ OẐ(0, 1)⊗ k
n+1 OẐ
. . . OẐ(1, 1) OẐ OẐ(1, 1) OẐ
deg.0
.
ux·
x
y·
id
ux·
x id
u w u
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Moreover, α induces isomorphisms HnhorH
m
ver(A
•,•)→ HnhorH
m
ver(F ). Thus, as the antidi-
agonals i+j = r of A•,• have only a finite number of non zero elements, it induces a quasi
isomorphism Tot(α) : Tot(A•,•) → Tot(F ). However, we know that Tot(F ) ≃ OP×P,
thus Tot(A•,•) is quasi isomorphic to OP×P. Clearly, everything holds if we tensor with
OẐ(0,−i), thus Tot(A
•,• ⊗ OẐ(0,−i)) is quasi isomorphic to OP×P(0,−i). To ease the
notation, we will write A•,•(−i) = A•,• ⊗OẐ(0,−i).
Now call τ≤rverA
•,• the double complex with the same rows as A•,• until the r-th row,
and then 0. Similarly define τ≥rverA
•,•. Then, we have a an exact sequence of bicomplexes
τ≥rverA
•,• A•,• τ≤r−1ver A
•,•.
In particular, once more because our bicomplexes have only a finite number of non
zero entries on each antidiagonal i + j = r, applying the totalization functor we get a
distinguished triangle of complexes in Dqc(Ẑ)
Tot(τ≥rverA
•,•) Tot(A•,•) Tot(τ≤r−1ver A
•,•). (32)
Clearly, such a triangle exists for any A•,•(−i).
Consider (32) for A•,•(−i) with r = 2−i. Then, notice that τ≤1−iver A
•,•(−i) has columns
which are either zero, or given by the complex
OẐ(−n, 1 − i) OẐ(−n + 1, 1− i)⊗ k
n+1 . . . OẐ(1− i, 1− i)⊗
∧ikn+1
deg.1−i
.
In particular, the totalization of τ≤1−iver A
•,•(−i) will be a complex whose pieces are di-
rect sums of the sheaves OẐ(−r, 1 − i) with r ∈ {i − 1, . . . , n}. We now prove that
Q(π(Tot(τ≤1−iver A
•,•(−i))) ≃ 0, where π = cone(p∗p∗ → id).
Consider the exact sequence (31) tensored with OẐ(t−j, t+1−i), where t ≤ min{j, 1−
i}. Computations analogous with the one of Lemma A.1.2 give
(1) j ≥ i− 1 =⇒ uj : Q(OẐ(i− j − 1, 0))
≃
−→ Q(OẐ(−j, 1− i)),
(2) j < i− 1 =⇒ ui−1 : Q(OẐ(0, 1− i+ j))
≃
−→ Q(OẐ(−j, 1 − i)).
Thus, we have
(1) j ≥ i− 1 =⇒ Q(π(OẐ(−j, 1− i))) ≃ 0,
(2) j < i− 1 =⇒ Q(π(OẐ(−j, 1 − i))) ≃ Ψ
L(OZ+(1− i+ j)).
In particular, writing π(Tot(τ≤1−iver A
•,•(−i)) as the homotopy colimit of its truncations,
we get that Q(π(Tot(τ≤1−iver A
•,•(−i))) ≃ 0. Indeed, the truncations have filtrations whose
graded pieces are direct sums of the above mentioned sheaves, and by the computations
we did we know that these sheaves are sent to zero by Q◦π. Thus, we get an isomorphism
Q(π(Tot(τ≥2−iver A
•,•(−i)))) Q(π(Tot(A•,•)(−i))) Q(OP×P(0,−i)).
≃ ≃
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Remark A.3.7. If we consider Mukai flops with n = 2, and take i = 2, then we get the
triangle
π(Tot(τ≥0verA
•,•(−2))) OP×P(0,−2) π(Tot(τ
≤−1
ver A
•,•(−2))), (33)
where π(Tot(τ≥0verA
•,•(−2))) ∈ C , and π(Tot(τ≤−1ver A
•,•(−2))) ∈ K . However, we have
π(Tot(τ≤−1ver A
•,•(−2))) ≃
⊕
n≥0
π(OẐ(−1,−1))[2n+ 2].
Therefore, π(Tot(τ≤−1ver A
•,•(−2))) is not bounded. This implies that the SOD
Dqc(X̂)
SOD
= 〈K ,C , p∗Dqc(X−)〉
doesn’t restrict to bounded complexes because the projection functor for K doesn’t
preserve boundness. Moreover, this example also shows that K b is not left admissible
in general. Indeed, (33) gives us a distinguished triangle that decomposes OP×P(0,−2)
into an element of K (the right vertex of the triangle), and an element of ⊥K (the
left vertex of the triangle). By semiorthogonality and the Yoneda lemma, any other
decomposition should have the same components. Hence, K b is not admissible in this
case.
Now notice that the columns of τ≥2−iver A
•,•(−i) are either given by the single sheaf
OẐ(0,−i) in degree 0, or by the complex L
OẐ(2− i, 1− i)⊗
∧i−1 kn+1 OẐ(1− i, 1− i)⊗∧i−2 kn+1 . . .x
. . . OẐ(−1, 1− i)⊗
∧2 kn+1 OẐ(0, 1− i)⊗ kn+1
deg.0
.x
Consider the complex M given by
OẐ(0,−1)⊗
∧i−1 kn+1 OẐ(0,−2)⊗∧i−2 kn+1 . . .ux
. . . OẐ(0, 2− i)⊗
∧2 kn+1 OẐ(0, 1− i)⊗ kn+1
deg.0
.ux
Then, the previous analysis tells us that the maps
OẐ(0, 1− i+ r)⊗
∧r+1 kn+1 OẐ(−r, 1− i)⊗∧r+1 kn+1ur , (34)
0 ≤ r ≤ i− 2, fit into a morphim of complexes M → L which becomes an isomorphism
when we pass to the quotient category Dqc(X̂)/K .
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Define the bicomplex E•,•(−i) as
...
...
...
...
. . . 0 0 0 0
. . . OẐ(0,−1)⊗
∧i kn+1 0 OẐ(0,−1)⊗∧i kn+1 0
. . . OẐ(0,−2)⊗
∧i−1 kn+1 0 OẐ(0,−2)⊗∧i−1 kn+1 0
. . .
...
...
...
...
. . . OẐ(0, 2− i)⊗
∧2 kn+1 0 OẐ(0, 2− i)⊗∧2 kn+1 0
. . . OẐ(0, 1− i)⊗ k
n+1 OẐ(0,−i) OẐ(0, 1− i)⊗ k
n+1 OẐ(0,−i).
ux ux
ux ux
ux ux
ux· y· ux·
Then, the previous morphisms of complexesM → L can be packaged up into a morphism
of double complexes E•,•(−i) → τ≥2−iver A
•,•(−i). Extend the morphism E•,•(−i) →
A•,•(−i) to an exact sequence
B•,• E•,•(−i) τ 2−i≥verA
•,•(−i) D•,•
C•,•
where the bicomplexes B•,•, C•,•, and D•,• are respectively the kernel, the image, and
the cokernel of the morphism E•,•(−i) → τ 2−i≥verA
•,•(−i) in the abelian category of bi-
complexes. We want to show that the entries of B•,• and D•,• belong to K . In order
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to do so, notice that the morphisms (34) fit into short exact sequences
OP×P(−1, r − i) OẐ(0, 1− i+ r) OZ˜(0, 1− i+ r),
OZ˜(0, 1− i+ r) OẐ(−r, 1 − i) OẐ
/
Ir
P×P (−r, 1− i),
f
g
where g ◦ f = ur. Moreover, both OP×P(−1, r− i) and OẐ
/
Ir
P×P ⊗OẐ(−r, 1− i) belong
to K when r ∈ {1, . . . , i−2}. Indeed, we have r− i ∈ {1− i, . . . ,−2}, and as 2 ≤ i ≤ n,
we get OP×P(−1, r − i) ∈ K . For OẐ
/
Ir
P×P ⊗ OẐ(−r, 1 − i), it follows from the exact
sequence (29) tensored with OẐ(−r, 1 − i) varying s ∈ {2, . . . , r}. Explicitly, we have
the exact sequence
OP×P(s− r − 1, s− i) OẐ
/
Is
P×P(−r, 1− i) OẐ
/
Is−1
P×P(−r, 1 − i) ,
and we have
3− n ≤ 3− i ≤ 1− r ≤ s− r − 1 ≤ −1, 2− n ≤ 2− i ≤ s− i ≤ r − i ≤ −2,
which imply that OP×P(s− r− 1, s− i) ∈ K for any s ∈ {2, . . . , r}. When s = 2 on the
right hand side we have OP×P(−r, 1 − i), which is in K as well, and the claim follows.
Thus, we get that all the entries of Tot(B•,•) and Tot(D•,•) belong to K . Therefore,
once again using the homotopy colimit of the truncations, we see that Tot(B•,•) and
Tot(D•,•) belong to K . Hence, we get an isomorphism in Dqc(Ẑ) /K
Q(Tot(E•,•(−i))) Q(Tot(τ≥2−iver A
•,•(−i))).≃
In particular, this implies an isomorphism
Q(π(Tot(E•,•(−i)))) Q(π(Tot(τ≥2−iver A
•,•(−i)))).≃
Now notice that writing Tot(E•,•(−i)) as the homotopy colimit of its truncations, we
get that π(Tot(E•,•(−i))) ∈ C . Indeed, the truncations of Tot(E•,•(−i)) have filtations
whose graded pieces are given by direct sums of the sheaves OẐ(0,−r) for r ∈ {1, . . . , i},
and π(OẐ(0,−r)) = π(q
∗OZ+(−r)) ∈ C . Thus, we get
Hom•
Dqc(Ẑ)/K
(Q(OP×P(0,−i))), Q(OP×P(0,−j)))
≃Hom•
Dqc(Ẑ)/K
(Q(π(Tot(E•,•(−i)))), Q(OP×P(0,−j)))
≃Hom•
Dqc(Ẑ)
(π(Tot(E•,•(−i))),OP×P(0,−j))
≃Hom•
Dqc(Ẑ)
(Tot(E•,•(−i)),OP×P(0,−j)),
where in the last line we used that p∗OP×P(0,−j) = 0.
Case i < j
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If i < j, then for any sheaf OẐ(0,−r) with r ∈ {1, . . . , i} we have
Hom•
Dqc(Ẑ)
(OẐ(0,−r),OP×P(0,−j)) ≃ 0,
as r − j ∈ {1 − j, . . . , i − j} ⊂ {1 − n, . . . ,−1}. Thus, writing Tot(E•,•(−i)) as the
homotopy colimit of its truncations, we see that
Hom•
Dqc(Ẑ)
(Tot(E•,•(−i)),OP×P(0,−j)) ≃ 0.
Hence, we get
Hom•
Dqc(Ẑ)/K
(Q(OP×P(0,−i))), Q(OP×P(0,−j))) ≃ 0.
Case i = j
When i = j the only sheaf of the form OẐ(0,−r) with r ∈ {1, . . . , j} that has
morphisms towards OP×P(0,−j) is OẐ(0,−j), and we have
Hom•
Dqc(Ẑ)
(OẐ(0,−j),OP×P(0,−j)) ≃ k.
Writing Tot(E•,•(−j)) as the homotopy colimit of its truncations, we see that
Hom•
Dqc(Ẑ)
(Tot(E•,•(−j)),OP×P(0,−j))
is the cone (shifted by -1) of the morphism⊕
n≥0
En
⊕
n≥0
En,
id−ϕ
where
En =

s⊕
i=0
k[−2i] n = 2s
s⊕
i=0
k[−2i] n = 2s+ 1
and ϕ is the map given by the inclusion En →֒ En+1.
This is the complex we would get if we applied the functor52 RHomD(Vectfd)(−, k) to
the homotopy colimit of the truncations of the complex G•, where
Gn =
{
k n = 2s ≤ 0
0 otherwise.
In particular, we get
Hom•
Dqc(Ẑ)/K
(Q(OP×P(0,−i)), Q(OP×P(0,−j))) ≃ Hom
•
D(Vectfd)
(G•, k) ≃
⊕
n≥0
k[−2n].
52Here Vectfd is the abelian category of finite dimensional vector spaces.↑
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as complexes of vector spaces. The non trivial element of degree 2 can be found noticing
that we have an isomorphism
Hom•
Dqc(Ẑ)/K
(Q(OP×P(0,−j)), Q(OP×P(0,−j))) ≃
Hom•
Dqc(Ẑ)
(π(Tot(E•,•(−j))), π(Tot(E•,•(−j)))).
Therefore, this element is given by the periodicity of E•,•(−j). As the composition of
this morphism with itself is never zero, we see that the algebra structure is given by
Hom•
Dqc(Ẑ)/K
(Q(OP×P(0,−j)), Q(OP×P(0,−j))) ≃ k[q],
where q is the generator of degree 2.
Case i > j
Notice that E•,•(−i) is the pull up from Z+ of the double complex E
•,•
+ (−i) given by
...
...
...
...
. . . 0 0 0 0
. . . OZ+(−1)⊗
∧i kn+1 0 OZ+(−1)⊗∧i kn+1 0
. . . OZ+(−2)⊗
∧i−1 kn+1 0 OZ+(−2)⊗∧i−1 kn+1 0
. . .
...
...
...
...
. . . OZ+(2− i)⊗
∧2 kn+1 0 OZ+(2− i)⊗∧2 kn+1 0
. . . OZ+(1− i)⊗ k
n+1 OZ+(−i) OZ+(1− i)⊗ k
n+1 OZ+(−i).
s s
s s
s s
s· y· s·
Now consider the complex Kosz given by
OZ+(n + 1) OZ+(n)⊗ k
n+1 . . . OZ+(1)⊗ k
n+1 OZ+
deg.0
s s s
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on Z+. This is the Koszul complex associated to the sections s1, . . . , sn+1 of OZ+(−1).
The vanishing locus of these sections coincides with P ⊂ Z+, but there are too many
sections, and therefore this complex is not exact. To be precise, the above complex has
two cohomologies
H0(Kosz) ≃ OP,
H−1(Kosz) ≃ Ker (OP(1)
⊕n+1 → (Ω1
P
)∨) ≃ OP.
In particular, if we consider the map
OZ+(2)⊗
∧2kn+1 OZ+(1)⊗ kn+1,a2 (35)
then we have an exact sequence
OP Coker(a2) IP,
where we used that a1 : OZ+(1)⊗k
n+1 → OZ+ factors as a surjection OZ+(1)⊗k
n+1 → IP
followed by the inclusion IP →֒ OZ+ . Actually, the above exact sequence is the generator
of Ext1Z+(IP,OP) ≃ k. Using repeatedly (35), and the short exact sequence
IP OZ+ OP,
we can construct a resolution of OP. Namely, we have the resolution
. . . Coker(a2) OZ+ Coker(a2) OZ+ OP.
d−3 d−2 d−1
Let us notice that (up to a non zero scalar multiple) the maps d−2r : OZ+ → Coker(a2)
factor as
OZ+ OZ+(1)⊗ k
n+1 Coker(a2).
y
d−2r
(36)
Indeed, the maps d−(2r+1) satisfy
OZ+(1)⊗ k
n+1 Coker(a2) OZ+ ,
s
d−(2r+1)
and therefore, using that OP = Ker(Coker(a2)→ OZ+), we have a commutative diagram
OZ+ OZ+(1)⊗ k
n+1
OP Coker(a2).
y
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However, the map OZ+ → OP is unique up to scalar multiple, and as the map OP →
Coker(a2) is injective, and the composition in the top right corner is non zero, this scalar
must be non zero. The reason why the composition in the top right corner is non zero is
that the elements in the image of the map a2 vanish on {s = 0}, but the yi’s don’t. As
the scalar multiple is non zero, we can assume that (36) is actually commutative up to
modify the definition of d−2r (we multiply the map OZ+ → OP for the given scalar). We
will call the resolution we obtain in this way F+, and denote F+(−i) = F+ ⊗OZ+(−i).
Notice that by construction we also have an exact sequence
OZ+(n+ 1) OZ+(n)⊗ k
n+1 . . . OZ+(1)⊗ k
n+1 Coker(a2).
s s (37)
Remark A.3.8. The construction we just performed draws its inspiration from looking
at Mukai flops via the matrix factorization framework. Let us briefly summarize what
we mean to make clear where the above resolution comes from. Diagram (13) presents
Z+ as a divisor in X+ cut out by f+ ∈ OX+ . Therefore, we know that there exists a
category depending on53 X+ × A
1 and f+ called the category of matrix factorizations,
which we denote MF(X+ × A
1, f+), and an equivalence of triangulated categories
Db(Z+) ≃ MF(X+ × A
1, f+),
see [Shi12], [Hir17]. Ignoring technicalities, objects in this category are pairs of coherent
sheaves on X+ × A
1 and maps
E0 E1
d0
d1
such that d0d1 = d1d0 = f+. To any such matrix factorization, one can associate a two
periodic complex in Db(Z+). A similar picture holds for Ẑ using f̂ . Then, one can show
that the object OP×P corresponds to the matrix factorization
OX̂×A1(1, 1) OX̂×A1 ,
u
w
and the push down (which is an operation that can be defined even for matrix factor-
izations) to X+ × A
1 is given by
IP×A1 OX+×A1.
f+
This matrix factorization represents the object OP ∈ D
b(Z+). To produce the two
periodic resolution, we have to understand the derived restriction of IP (the ideal sheaf
of P in X+) to Z+. To do so, we use the the complex
OX+(n+ 1) OX+(n)⊗ k
n+1 . . . OX+(1)⊗ k
n+1 IP,
s s
53In general the scheme we have to consider is the total space of the vector bundle whose zero locus
is our divisor.↑
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which is exact on X+. Therefore, using (37) we see that the derived restriction of IP to
Z+ is given by Coker(a2), and we obtain the two periodic resolution we sought.
We define the double complex F •,•+ as
...
...
...
...
...
. . . 0 0 0 0 0
. . . 0 OZ+(n + 1) 0 OZ+(n+ 1) 0
. . . 0 OZ+(n)⊗ k
n+1 0 OZ+(n)⊗ k
n+1 0
. . .
...
...
...
...
...
. . . 0 OZ+(2)⊗
∧2 kn+1 0 OZ+(2)⊗∧2 kn+1 0
. . . OZ+ OZ+(1)⊗ k
n+1 OZ+ OZ+(1)⊗ k
n+1 OZ+
s s
s s
s s
y· s· y· s·
and we set F •,•+ (−i) = F
•,•
+ ⊗ OZ+(−i). Then, it is easy to see that τ
≥2−i
ver F
•,•
+ (−i) =
E•,•+ (−i). In particular, we get an exact sequence of complexes
Tot(E•,•+ (−i)) Tot(F
•,•
+ (−i)) Tot(τ
≤1−i
ver F
•,•
+ (−i)).
Given exact sequence (37), and the commutativity of (36), we know that the totalization
Tot(F •,•+ (−i)) is quasi isomorphic to F+(−i), which in turn is quasi isomorphic toOP(−i).
Now notice that the elements in τ≤1−iver F
•,•
+ (−i) are direct sums of sheaves of the form
OZ+(r) for r ∈ {0, . . . , n+ 1− i}. In particular, for every such index r we have
RHomDqc(Z+)(OZ+(r),OP(−j)) ≃ RΓ(OP(−j − r)) ≃ 0
as −j − r ∈ {i − j − n − 1, . . . ,−j} and i − j > 0, j < i ≤ n. Hence, if we write
Tot(τ≤1−iver F
•,•
+ (−i)) as the homotopy colimit of its truncations, and we use the filtration
of the truncation whose graded pieces are the components of the complex, we get that
RHomDqc(Z+)(Tot(τ
≤1−i
ver F
•,•
+ (−i)),OP(−j)) ≃ 0.
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Thus, we get
Hom•
Dqc(Ẑ)/K
(Q(OP×P(0,−i))), Q(OP×P(0,−j)))
≃Hom•
Dqc(Ẑ)
(Tot(E•,•(−i)),OP×P(0,−j))
≃Hom•
Dqc(Ẑ)
(q∗Tot(E•,•+ (−i)),OP×P(0,−j))
≃Hom•Dqc(Z+)(Tot(E
•,•
+ (−i)),OP(−j))
≃Hom•Dqc(Z+)(Tot(F
•,•
+ (−i)),OP(−j))
≃Hom•Dqc(Z+)(OP(−i),OP(−j)).

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