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LIMITS OF BALANCED METRICS ON VECTOR BUNDLES
AND POLARISED MANIFOLDS
MARIO GARCIA-FERNANDEZ AND JULIUS ROSS
Abstract. We consider a notion of balanced metrics for triples (X,L,E)
which depend on a parameter α, where X is smooth complex manifold with
an ample line bundle L and E is a holomorphic vector bundle over X . For
generic choice of α, we prove that the limit of a convergent sequence of
balanced metrics leads to a Hermitian-Einstein metric on E and a constant
scalar curvature Ka¨hler metric in c1(L). For special values of α, limits of
balanced metrics are solutions of a system of coupled equations relating a
Hermitian-Einstein metric on E and a Ka¨hler metric in c1(L). For this, we
compute the top two terms of the density of states expansion of the Bergman
kernel of E ⊗ Lk.
1. Introduction
There are two well known theories in which the existence of a canonical
metric in Ka¨hler geometry is related to a stability condition in algebraic ge-
ometry. One is the Hitchin-Kobayashi correspondence for Hermitian-Einstein
metrics on vector bundles, and the other the Yau-Tian-Donaldson conjecture
for constant scalar curvature Ka¨hler (cscK) metrics on projective manifolds.
In each of these contexts there is a crucial role played by balanced metrics.
On the one hand, the existence of a balanced metric can be shown to be
equivalent to a stability condition in the sense of finite dimensional Geometric
Invariant Theory [13, 21, 27]. On the other hand, the asymptotic behaviour of
a sequence of balanced metrics is governed by a “density of states” expansion,
from which the Hermitian-Einstein or cscK equations can be extracted.
In this paper we combine these ideas by considering simultaneously stability
of a vector bundle and its underling manifold. Let (X,L,E) be a triple consist-
ing of a smooth complex manifoldX of dimension n with an ample holomorphic
line bundle L and a holomorphic vector bundle E of rank r. Picking a basis for
the space of sections of L⊗k and for E ⊗L⊗k where k ≫ 0 gives an embedding
φ : X →֒ P×G (1.1)
into a product of a projective space and a Grassmannian of r-planes. This
yields a stability problem (of the associated point in the Hilbert scheme of
P × G) under the natural group action given by the freedom in the choice of
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ported by a Marie Curie Grant (PIRG-GA-2008-230920). Part of this work was undertaken
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bases. As usual, stability depends on a choice of linearisation, and below we
consider a natural class of such choices that depends on a parameter α ∈ Rn+2.
One expects that such stability to be connected to some kind of canonical
metrics, and we show this to be the case. In fact
(1) For generic choice of α, asymptotic stability (as k tends to infinity)
is related to asking for both a Hermitian-Einstein metric on E and a
cscK metric in c1(L). Thus, from an algebraic view, asymptotic stability
should be the simultaneous asymptotic stability of (X,L) as a polarised
manifold and slope stability of E as a vector bundle.
(2) For particular choices of α, asymptotic stability is related to a certain
“coupled equation” that asks for a Hermitian-Einstein metric on E and
a Ka¨hler metric in c1(L) whose scalar curvature is related to second
order terms derived from the curvature of the metric on E.
It should be emphasised that for a genuine stability condition one would
additionally require that α is chosen so that the corresponding linearisation
(or symplectic form) is positive, otherwise stability should be taken in a formal
sense. This will not be relevant for the purposes of this paper since we con-
sider the balanced metrics directly (although it is natural to expect that their
existence is equivalent to a stability just as [13, 21, 27]).
To state a precise theorem, suppose that h is a hermitian metric on L with
curvature form −iω, so the induced metric hk on L⊗k has curvature −iω1 :=
−ikω. Similarly if H is a hermitian metric on the bundle E with curvature
form FH then the induced hermitian metric on det(E ⊗ L
⊗k) has curvature
form −iω2 := −irkω + trFH . Now, given α = (α0, . . . , αn+1) ∈ R
n+2 define
an L2-inner product on the space H0(L⊗k) using the fibre metric hk and the
volume form dV1/
∫
X
dV1, where
dV1 =
n+1∑
p=1
pαpω
p−1
1 ∧ ω
n+1−p
2 .
Similarly we define an L2-metric on H0(E⊗L⊗k) from the fibre metric H⊗hk
but this time using the volume form dV2/
∫
X
dV2, where
dV2 =
n∑
p=0
(n+ 1− p)αpω
p
1 ∧ ω
n−p
2 . (1.2)
(These forms arise naturally from the moment map theory; see §2.2). The
non-vanishing of dVj at any point of X will be justified asymptotically, as k
tends to infinity, under natural assumptions on the parameter α (4.10).
We say that a pair (h,H) is α-balanced (with respect to k) if there is a
choice of orthonormal bases such that the induced Fubini-Study metrics pull
back under φ : X →֒ P×G to give (hk, H ⊗ hk).
Theorem 1.1. Fix α and suppose (hk, Hk) is a sequence of hermitian metrics
on L and E respectively which converges (in C∞ say) to (h,H) as k tends to
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infinity. Suppose furthermore that (hk, Hk) is α-balanced with respect to k for
k sufficiently large. Then
(1) For general choice of α, the limit satisfies the equations
iΛFH = λ Id, Sω = Sˆ (1.3)
where Sω denotes the scalar curvature of ω, Λ denotes the trace with
respect to ω and λ, Sˆ are topological constants.
(2) For special choice of α, the limit satisfies the equations
i
(
ΛFH −
1
r
Λ trFH Id
)
+
(
1
2
Sω −
β1
β0
iΛ trFH
)
Id = λ′ Id, (1.4)
(∆− 4λ′)iΛ trFH − tr Λ
2(F 2H + FH ∧ trRω)− κΛ
2(trFH)
2 = c, (1.5)
where i trRω is the Ricci-curvature of ω and λ
′, βi, κ, c are topological
quantities that depend on α (4.3).
Motivated by the work of Luo [13], Wang [20] and Donaldson [7], it is natural
to conjecture that the existence of solutions of (1.3) implies the existence of
balanced metrics and the asymptotic stability of the triple (X,L,E), at least
for general α which give rise to a positive linearisation. The confirmation of
this conjecture would lead to a physical interpretation of the GIT moduli space
of semistable triples when c1(X) = 0, c1(E) = 0, c2(X) = c2(E), as in this case
a solution of (1.3) corresponds to a compactification of Heterotic String Theory
in the large volume limit [17]. Constructions of moduli spaces of triples using
GIT have been carried out by Gieseker-Morrison [11] and Pandharipande [15]
for the case of curves, but apparently there is no such construction for higher
dimensional X . It is worth to point out that, for smooth curves, GIT stability
of a triple in the sense of [11, 15] is equivalent to the stability of the vector
bundle over the curve, as expected from Theorem 1.1 (1) (see [15, Theorem 1.1,
Proposition 8.2.1]).
We expect the analysis of the equivalent question for the system given by
(1.4) and (1.5) to be more delicate. The first equation in (2) is an endomor-
phism valued equation that can be reduced to the Hermitian-Einstein equation
after a conformal change; the second is a scalar equation relating the metric
on the base to a second order quantity in the curvature of the metric on the
bundle. These equations are coupled when β1 6= 0 and of a similar form to
those studied by the first author jointly with Luis Alvarez-Consul and Oscar
Garcia-Prada [1, 10], although they are not precisely the same. In fact, one of
the main differences between these and [1, 10] is that the equations here are
invariant under rescaling of the metric for each fixed α ∈ Rn+2 and depend
strongly on the topologies of X , L and E. We hope to address the analy-
sis of the set of α’s which lead to positive linearisations and produce coupled
equations in a future work.
Our method of proof is based on that of Donaldson [7, Theorem 2] which is
outlined at the start of §4. This in turn relies on the density of states expansion
of the Bergman kernel [3, 9, 14, 18, 25, 26]. For our purpose we need to know
the top two terms of this expansion in the case of twisting by a vector bundle.
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Theorem 1.2. Let {sj} be a basis for H
0(E ⊗ L⊗k) that is orthonormal with
respect to the fibre metric H ⊗ hk and the fixed volume form ωn/n!. Then the
Bergman kernel Bk =
∑
i sjs
∗
j has a C
∞ asymptotic expansion
(2π)nBk = B0k
n +B1k
n−1 +B2k
n−2 +O(kn−3)
where Bi are smooth functions on X depending on H and h. In particular,
B0 = Id, B1 = iΛFH +
Sω
2
Id and
B2 = −
1
2
∆∂¯(iΛFH)−
1
2
ΛFHΛFH −
1
2
(FH)j,k(FH)k,j
+
1
2
SωiΛFH −
1
2
(FH)j,k tr(Rω)k,j
−
1
6
∆(Sω) Id+
1
24
(
|Rω|
2 − 4| trRω|
2 + 3S2ω
)
Id .
Remark 1.3. After this work was completed we noticed that the B2 term has
been calculated independently by L. Wang [19] and H. Xu [24] although using
different methods (see Remark 3.7 about the different notations).
The important part of this theorem for our purpose is the explicit equa-
tion for the B2 term, which follows from the recursion method of Berman-
Berndtsson-Sjo¨strand [2] after an elementary, but laborious, calculation (see
Lu [12] for an alternative approach in the non-twisted case). As far as we can
see, the contributions from B2 is the only way that one can relate stability
to equations that are second order in the curvature of the bundle, and since
this appears naturally among coupled equations we expect this result to be of
independent interest.
Outline: We start in §2 with preliminaries and the definition of α-balanced
metrics. This is put into an infinite dimensional gauge-theoretic context in §5.
The computation of the Bergman Kernel is contained in §3, and the proof of
the theorem on limits of balanced metrics in §4.
Acknowledgements: We wish to thank Luis Alvarez-Consul, Oscar Garcia-
Prada, Julien Keller and Richard Thomas for useful discussions.
2. Balanced conditions for bundles and polarised manifolds
2.1. Preliminaries. In this section we study Hamiltonian actions on the space
of embeddings of a smooth manifold into a product of symplectic manifolds.
When the source manifold is complex and the target manifolds are Ka¨hler,
we will endow the space of holomorphic embeddings with a family of closed
(1, 1)-forms that will be used in §2.2 to define balanced conditions.
Let X be a 2n-dimensional real smooth compact manifold, and (S1, ω1) and
(S2, ω2) be two symplectic manifolds of dimensions m1 andm2, with m1+m2 >
2n. Consider the product S = S1 × S2 and let
S ⊂ C∞(X,S).
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be the space of smooth embeddings φ : X → S. Given integers p, q, define a
closed 2q-form on S by
σp,q = ω
p
1 ∧ ω
q−p
2 , (2.1)
(so by convention σp,q = 0 if p < 0 or p > q). Here and in the sequel, we omit
pull-backs to simplify the notation when there is no possible confusion. Now
fix a non-negative integer 0 ≤ p ≤ n+ 1. Then, σp,n+1 induces a 2-form Ωp on
S defined by
Ωp(V1, V2) =
∫
X
V2y(V1yσp,n+1), (2.2)
where Vj ∈ TφS ∼= Γ(X, φ
∗TS). A straightforward computation shows that
dΩp(V1, V2, V3) =
∫
X
V3y(V2y(V1ydσp,n+1)) = 0,
and therefore Ωp is closed.
Let Hj be the group of Hamiltonian symplectomorphisms of (Sj, ωj). Then
the group
H = H1 ×H2
acts on S on the right by composition, and this action preserves Ωp. We note
that Ωp may not be positive definite, and thus not define a symplectic form,
but nevertheless seek to find a moment map for the H-action on (S,Ωp); that
is an equivariant map
µp : S → LieH
∗ (2.3)
which satisfies
d〈µ, f〉 = YfyΩp (2.4)
for any f = (f1, f2) ∈ LieH, where Yf denotes the infinitesimal action of f
on S. To ease the computations we identify LieHj with C
∞
0 (Sj), the smooth
functions with zero integral with respect to ω
mj
j .
Lemma 2.1. There exists a moment map for the H-action on (S,Ωp), given
by
〈µp(φ), f〉 = p
∫
X
φ∗f1σp−1,n + (n+ 1− p)
∫
X
φ∗f2σp,n. (2.5)
Proof. Note first that Yf is given by the pull-back φ
∗yf ∈ Γ(X, φ
∗TS), where
yf denotes the Hamiltonian vector field of f1+ f2 on (S, ω1+ω2). Then, given
an arbitrary V ∈ Γ(X, φ∗TS) we have that Ωp(Yf , V ) equals
p
∫
X
φ∗ (V y ((yfyω1) ∧ σp−1,n)) + (n+ 1− p)
∫
X
φ∗ (V y ((yfyω2) ∧ σp,n))
= p
∫
X
φ∗ (V yd (f1σp−1,n)) + (n+ 1− p)
∫
X
φ∗ (V yd (f2σp,n))
= d〈µp, f〉(V ).
as required. 
6 M. GARCIA-FERNANDEZ AND J. ROSS
Suppose now that X is a complex manifold and that ω1 and ω2 are Ka¨hler.
Then, the product complex structure on S induces a complex structure on the
space of holomorphic embeddings Sh. We can use the forms Ωp to define a
family of closed (1, 1)-forms on Sh. For this, expanding Ωp as above and using
that ω1 and ω2 are of type (1, 1) one can easily see that (2.2) defines a (1, 1)-
form on Sh. Hence, given a parameter α = (α0, . . . , αn+1) ∈ R
n+2 we define
the family of closed (1, 1)-forms by
Ωα =
n+1∑
p=0
αpΩp. (2.6)
As an immediate consequence of Lemma 2.1 we obtain the following.
Proposition 2.2. The H-action on (S,Ωα) is Hamiltonian with moment map
µα =
n+1∑
p=0
αpµp. (2.7)
The form Ωα is the curvature of a natural line bundle on Sh that can be
constructed by the Deligne Pairing. Suppose that ωi is the curvature of a
hermitian metric on a line bundle Li over Si. Then, following [16], let
U = {(x, φ) ∈ S × Sh : x ∈ φ(X)} (2.8)
be the universal family. Let π : U → S the projection onto the first factor and
consider the line bundle on Sh given by the Deligne pairing
Lp = 〈π
∗L1, . . . , π
∗L1︸ ︷︷ ︸
p times
, π∗L2, . . . , π
∗L2︸ ︷︷ ︸
n+1−p times
〉.
This pairing was introduced in [4], but see also [16] or [27] for details. Then,
on the smooth locus of Sh, there is a natural hermitian metric on Lp with
curvature given by ∫
U/Sh
ωp1 ∧ ω
n+1−p
2 = Ωp
and so Ωα is the curvature of the induced hermitian metric on the line bundle
Lα = L
α0
0 ⊗ . . .⊗ L
αn+1
n+1 .
Remark 2.3. The set of α for which (2.6) defines a Ka¨hler form is non-empty.
To see this, let γ1, γ2 ∈ R be positive real numbers. Then, the Ka¨hler form
ωγ = γ1ω1 + γ2ω2
on S induces a 2-form Ωγ on S, by replacing σp,n+1 with ω
n+1
γ in (2.2), which
can be expressed as
Ωγ = Ωα
for a suitable choice of α. Now, the positivity of Ωγ follows from the identity
Ωγ(V, JV ) = (n+ 1)
∫
X
ωγ(V, JV )ω
n
γ + (n+ 1)n
∫
X
|V yωγ|
2ωnγ ≥ 0,
where J denotes the product complex structure on S and |V yωγ|
2 is the norm
of the pull-back of V yωγ to X with respect to the Ka¨hler form induced by ωγ.
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2.2. Balanced embeddings, bundles and polarised manifolds. We next
use the family of moment maps considered above to define a notion of α-
balanced triple (X,L,E). This notion generalises the notion of balanced po-
larised manifolds, defined first by Luo [13] and adapted to vector bundles by
Wang [20, 21]. Let X be a smooth n-dimensional complex manifold. Given
positive integers r,N,M we define
S = P(CN)×G(r,CM ),
where P(CN) is the complex projective space of dimension N−1 endowed with
the Fubini-Study metric ωP andG(r,C
M) is the Grassmannian of r dimensional
quotients of CM endowed with the Fubini-Study metric ωG. Using the same
notation as in §2.1, consider the closed (1, 1)-form Ωα on Sh given by (2.6).
Since we have a homomorphism
SU(N)× SU(M)→H1 ×H2
from the product of the special unitary groups, the moment map (2.7) in-
duces a moment map for the SU(N)× SU(M)-action on Sh. The α-balanced
embeddings are defined to be the zeros of this moment map
µα : Sh → su(N)
∗ × su(M)∗.
Definition 2.4. A holomorphic embedding φ : X →M is α-balanced if
〈µα(φ), ζ〉 = 0,
for all ζ ∈ su(N)× su(M).
Taking standard homogeneous coordinates [Z1 : . . . : ZN ] on P(C
N) and A on
G(r,CM), where A denotes an M ×r matrix representing a point on G(r,CM),
the balanced condition for φ ∈ Sh is equivalent to (cf. [13, 23])∫
X
φ∗
(
ZZ∗
|Z|2
σ1
)
=
∫
X
φ∗σ1
N
Id,∫
X
φ∗
(
A(A∗A)−1A∗σ2
)
=
∫
X
φ∗σ2
M
Id,
(2.9)
where
σ1 =
n+1∑
p=1
pαpω
p−1
P ∧ ω
n+1−p
G ,
σ2 =
n∑
p=0
(n+ 1− p)αpω
p
P ∧ ω
n−p
G .
(2.10)
Note that A(A∗A)−1A∗ measures the pointwise hermitian product of the hyper-
plane sections on G(r,CM) with respect to the Fubini-Study metric (similarly
for ZZ∗/|Z|2).
Now let L be an ample line bundle and E a holomorphic vector bundle over
X . For k ≫ 0 set
Nk = dimH
0(L⊗k) and Mk = dimH
0(E ⊗ L⊗k). (2.11)
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Any choice of basis {tj} for H
0(L⊗k) for k ≫ 0 gives an embedding X ⊂
P(H0(L⊗k)) ≃ P(CNk). Analogously, given a basis {sj} for H
0(E ⊗ L⊗k) the
surjection
C
Mk ≃ H0(E ⊗ L⊗k)։ E
gives an embedding X ⊂ G(r,CMk).
Definition 2.5. The triple (X,L,E) is said to be α-balanced with respect to
k if there exists basis {tj} of H
0(L⊗k) and {sj} of H
0(E ⊗ L⊗k) such that the
corresponding embedding in P(CNk)×G(r,CMk) is α-balanced.
We next characterise the α-balanced condition in terms of the existence of
balanced metrics. To state this we recall notation from the introduction: let
h,H be hermitian metrics on L and E respectively, with curvature forms −iω
and FH . Set ω1 = kω and ω2 = krω+ i trFH and consider volume forms on X
given by
dV1 =
n+1∑
p=1
pαp+1ω
p−1
1 ∧ ω
n+1−p
2 ,
dV2 =
n∑
p=0
(n+ 1− p)αpω
p
1 ∧ ω
n−p
2 .
By integrating over X we get an L2 metric on H0(L⊗k) given by the fibre
metric hk and the volume form dV1/
∫
X
dV1. Now, given any orthonormal basis
{tj} we define the Bergman function by
ρk(h,H) =
∑
j
|tj |
2 (2.12)
where the norm on the right is taken fibrewise. Similarly there is an L2 metric
on H0(E ⊗ L⊗k) induced by the fibre metric H ⊗ hk and the volume form
dV2/
∫
X
dV2 and given an orthonormal basis {sj} an associated (endomorphism
valued) Bergman function
Bk(h,H) =
∑
j
sjs
∗
j , (2.13)
where the dual is taken with respect to the fibre metric H ⊗ hk. The non-
vanishing of dVj at any point of X will be justified in §4 asymptotically in k
under natural assumptions on the parameter α, see (4.10). The normalisation
of the volume forms will be used to compute asymptotic expansions for the
relevant Bergman functions (see (4.11) and Lemma 4.5).
Proposition 2.6. The triple (X,L,E) is α-balanced with respect to k if and
only if there exists metrics h on L and H on E and orthonormal basis such
that the associated Bergman kernels are both constant over X; i.e.
ρk(h,H) = Nk, Bk(h,H) =
Mk
r
Id . (2.14)
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Proof. For the only if part, denote φ = φ1 × φ2 and define
h = φ∗1h
1/k
P ,
H = φ∗2HG ⊗ h
−l
k ,
where hP and HG denote the Fubini-Study metrics on the universal quotient
bundles of P(CNk) and G(r,CMk) respectively. Then, by the α-balanced con-
dition the pullbacks {tj} and {sj} of the hyperplane sections are orthonor-
mal with respect to the relevant L2-metrics, since φ∗ωP = kω and φ
∗ωG =
i trFHG = (krω + i trFH), and it is clear that satisfy (2.14) (up to rescaling).
The converse is proved similarly. 
Remark 2.7. Using the above one sees that the balanced condition can be recast
in terms of pullback of the appropriate Fubini-Study metric, as described in
the introduction.
3. Bergman Kernel asymptotics
In this section we calculate higher order terms of the asymptotic expansion
of the Bergman Kernel for H0(X,E ⊗ L⊗k) using the iterative formula in [2].
Recall that the Bergman Kernel is the Kernel of integration of the orthogonal
projection
Π: Γ(E ⊗ L⊗k)L2 → H
0(E ⊗ L⊗k)
from the space of L2 sections to the space of holomorphic sections, with respect
to the volume form ωn/n! determined by
ω = iFh (3.1)
and the metric H ⊗ h⊗k. It can identified with a section of the vector bundle
(E ⊗ L⊗k)∗ ⊠E ⊗ L⊗k over X ×X given by
Bk(x, y) =
∑
j
sj(x)(·, sj(y))H⊗h⊗k,
where {sj} is an orthonormal basis of H
0(X,E ⊗L⊗k), and admits an asymp-
totic expansion of the form
(2π)nBk(x, y) = Id k
n +B1(x, y)k
n−1 +B2(x, y)k
n−2 + . . . (3.2)
as k goes to infinity. The precise result we need (see e.g. [14, Theorem 4.1.1])
concerns the previous expansion over the diagonal, where Bk induces an endo-
morphism of E ⊗ L⊗k given by
Bk(x) = Bk(x, x) =
∑
j
sj(x)(·, sj(x))H⊗h⊗k . (3.3)
Theorem 3.1. The Bergman kernel has a C∞ asymptotic expansion over the
diagonal
(2π)nBk = B0k
n +B1k
n−1 +B2k
n−2 +O(kn−3)
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where B0 = Id and Bi are endomorphism valued smooth functions on X de-
pending on H and h. More precisely, for any l, N ≥ 0 there exists a constant
K(l, N,H, h) such that∥∥∥∥∥(2π)nBk −
N∑
j=0
Bik
n−j
∥∥∥∥∥
Cl
≤ K(l, N,H, h)kn−N−1.
Moreover, the expansion is uniform in that for any l, N there is an integer
m such that if (H, h) runs over a set of metrics which are bounded in Cm,
and with (H, h) bounded below, the constants K(l, N,H, h) are bounded by a
constant K(l, N) independent of (H, h).
To calculate the first coefficients of the asymptotic expansion of Bk we use
the local asymptotic Bergman Kernels constructed in [2]. To state the result
that we will use ([2, Theorem 3.1]), fix x0 ∈ X , local holomorphic coordinates
x ∈ U ⊂ Cr centred at x0 and trivialisations of L and E such that
(u1, u2)h = u1u2e
−φ, (s1, s2)H = s2
THs1
where φ is a smooth function on Cn and H a hermitian matrix-valued smooth
function of rank r, the rank of E, and we use column notation for the local
sections sj of E. By (3.1), we have
ω = i∂∂¯φ = igj,kdx
j ∧ dxk,
where we sum over repeated indices. To simplify some of the formulae, this
summation convention will be assumed in the sequel when there is no possible
confusion. We denote by g the matrix (gj,k). Let
Λ: Ωp,q → Ωp−1,q−1
be the contraction operator on forms. Denoting (gj,k)T = g−1, Λ acts on (1, 1)
forms by
Λ
(
aj,kdx
j ∧ dxk
)
= −igj,kaj,k.
Let ψ(x, y) and G(x, y) be almost holomorphic extensions of φ and H on
∆ = {(x, y) : y = x} ⊂ U × U.
By definition, ψ : U × U → C is smooth, satisfies ψ(x, x) = φ(x) and
Dα(∂¯ψ)|∆ = 0 (3.4)
for all multiindex α, and similarly for G. Let θ : U × U × U → Cn be the
smooth function of of 3n variables defined by
θj(x, y, z) =
∫ 1
0
∂jψ(tx+ (1− t)y, z)dt, (3.5)
where ∂jψ = ∂jψ(x, y) denotes partial holomorphic differentiation with respect
to xj . Using the identity
θ(y, y, z) = ∂yψ(y, z), (3.6)
it follows that the map
(x, y, z)→ (x, y, θ) (3.7)
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defines a smooth change of coordinates around the origin in C3n, as θ(0) =
∂xφ(0) = 0 and
dzθ(0) = ∂zθ(0) = ∂z∂yψ(0) = ∂¯x∂xφ(0) = Id,
where dz = ∂z + ∂¯z and the first equality follows from (3.4). Define functions
∆0(x, y, θ) = det ∂y∂zψ(y, z)/ det ∂zθ(x, y, z),
∆′G(x, y, θ) = G(x, z)
−1G(y, z)
where z = z(x, y, θ), and let
∆G(x, y, θ) = ∆0∆
′
G.
Theorem 3.2. (Berman-Berndtsson-Sjo¨strand) The coefficients in the expan-
sion (3.3) satisfy the following recursive formula for m > 0
m∑
l=0
(Dθ ·Dy)
l
l!
(Bm−l∆G)|x=y = 0, (3.8)
Dθ ·Dy =
∑n
j=1 ∂θj∂yj , Bk = Bk(x, z), x is considered fixed and z = z(y, θ).
We use now (3.8) to calculate B1 and B2 in (3.3), given by
B1(x, z(x, x, θ)) = −Dθ ·Dy(∆G)|x=y (3.9)
B2(x, z(x, x, θ)) =
(
−Dθ ·Dy(B1∆G)−
1
2
(Dθ ·Dy)
2(∆G)
)
|x=y
. (3.10)
For the calculations we define Ψ = Ψ(y, z) as the n × n matrix of partial
derivatives ∂z∂yψ(y, z), which satisfies Ψ(x, x) = g
T (x). Considering G as a
function on (y, z) variables, we have
Ψ−1∂yΨ(x, x) = η(x), ∂z(Ψ
−1∂yΨ)(x, x) = R(x), (3.11)
G−1∂yG(x, x) = Θ(x), ∂z(G
−1∂yG)(x, x) = F (x), (3.12)
where η and R = ∂¯η denote the Chern connection of ω and its curvature and
Θ and F = ∂¯Θ the Chern connection of H and its curvature. Without loss of
generality, we assume that
e−φ = 1 +O(|x|2), g(x) = Id+O(|x|2), H(x) = Id+O(|x|2), (3.13)
so that η(0) = (gT )−1∂gT (0) = 0 and Θ(0) = H−1∂H(0) = 0. Further, we will
use the following properties of the change of coordinates (3.7), which follow
from elementary calculations using (3.13).
Lemma 3.3.
∂θz = (∂zθ)
−1
∂yz(0) = 0 (3.14)
∂2θ,yz(0) = ∂
2
θ,θz(0) = 0
For simplicity we will assume that φ and H are real analytic and so ψ, Ψ,
G and θ are holomorphic. The general case follows easily combining the com-
putations below with condition (3.4). Hence, the following Taylor expansions
in y around x = y hold.
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Lemma 3.4.
∆0 = 1 + c1 + c2 + c3 + c4 + . . . (3.15)
where
c1 =
1
2
trΨ−1∂ykΨ(x, z)(y
k − xk)
c2 =
1
3
tr ∂yk(Ψ
−1∂ymΨ)(x, z)(y
k − xk)(ym − xm)
c3 =
1
8
trΨ−1(∂ykΨ) trΨ
−1(∂ymΨ)(x, z)(y
k − xk)(ym − xm)
c4 = −
1
24
trΨ−1(∂ykΨ)Ψ
−1(∂ymΨ)(x, z)(y
k − xk)(ym − xm)
(3.16)
and
∆′G = Id+d1 + d2 + d3 + . . . (3.17)
where
d1 = (G
−1∂ykG)(x, z)(y
k − xk)
d2 =
1
2
(G−1∂ykG)(G
−1∂ymG)(x, z)(y
k − xk)(ym − xm)
d3 =
1
2
∂yk(G
−1∂ymG)(x, z)(y
k − xk)(ym − xm)
(3.18)
Proof. Note first that the Taylor expansion in y around x = y of the integrand
in (3.5) is
∂jψ(tx+ (1− t)y, z) = ∂jψ(x, z) + (1− t)∂
2
k,jψ(x, z)(y
k − xk)
+ (1− t)2
1
2
∂3m,k,jψ(x, z)(y
k − xk)(ym − xm) + . . . ,
and therefore
∂zθ(x, y, z) = Ψ(x, z) +
1
2
(∂ykΨ(x, z))(y
k − xk)
+
1
6
(∂yk∂ymΨ(x, z))(y
k − xk)(ym − xm) + . . . .
(3.19)
Expanding now Ψ−1(y, z) we obtain
Ψ−1∂zθ(x, y, z) = Id−
1
2
Ψ−1∂ykΨ(x, z)(y
k − xk)
+
1
2
Ψ−1(∂ykΨ)Ψ
−1(∂ymΨ)(x, z)(y
k − xk)(ym − xm)
−
1
3
Ψ−1∂yk∂ymΨ(x, z)(y
k − xk)(ym − xm) + . . .
(3.20)
To prove (3.15), note now that ∆0 = det(Id+P )
−1, for a suitable matrix P .
Combining the expansions for the determinant and the inverse of a matrix of
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the form Id+P , we find
∆0 = 1 +
1
2
trΨ−1∂ykΨ(x, z)(y
k − xk)
−
1
2
trΨ−1(∂ykΨ)Ψ
−1(∂ymΨ)(x, z)(y
k − xk)(ym − xm)
+
1
3
trΨ−1∂yk∂ymΨ(x, z)(y
k − xk)(ym − xm)
+
1
8
trΨ−1(∂ykΨ) trΨ
−1(∂ymΨ)(x, z)(y
k − xk)(ym − xm)
+
1
8
trΨ−1(∂ykΨ)Ψ
−1(∂ymΨ)(x, z)(y
k − xk)(ym − xm) + . . .
and hence one sees that (3.15) follows from
Ψ−1∂ym∂ykΨ = ∂ym(Ψ
−1∂ykΨ) + (Ψ
−1∂ymΨ)(Ψ
−1∂ykΨ).
Similarly, (3.17) follows from a similar calculation and the Taylor expansion of
∆′G combined with
G−1∂ym∂ykG = ∂ym(G
−1∂ykG) + (G
−1∂ymG)(G
−1∂ykG).

From the previous expansions we obtain the following, where S = Λi trR is
the scalar curvature of ω and we use the same notation as in (3.11), (3.12).
Lemma 3.5.
∂θj∆0|y=x = 0
∂θj∆
′
G|y=x = 0,
(3.21)
∂yj∆0(x, x, x) =
1
2
tr ηj(x),
∂yj∆
′
G(x, x, x) = Θj(x),
∂zk∂yj∆0(x, x, x) = −
1
2
trRj,k(0),
∂zk∂yj∆
′
G(x, x, x) = −Fj,k(0),
(3.22)
Dθ ·Dy(∆0)(x, x, x) = −
1
2
S(x),
Dθ ·Dy(∆
′
G)(x, x, x) = −iΛF (x).
(3.23)
Proof. Formulae (3.21) follow from Lemma 3.4. Using the same Lemma, it
follows that
∂yj∆0(x, x, z) =
1
2
tr(Ψ−1∂yjΨ)(x, z),
∂yj∆
′
G(x, x, z) = (G
−1∂yjG)(x, z),
which combined with (3.11) and (3.12) leads to (3.22). Finally, using ∂θz =
(∂zθ)
−1 (see Lemma 3.3), we have that the LHS of the first equation in (3.23)
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equals
1
2
∂θj tr(Ψ
−1∂yjΨ)(x, x) =
1
2
tr(∂zk(Ψ
−1∂yjΨ))∂θjz
k(x, x)
=
1
2
Ψ−1j,k tr ∂zk(Ψ
−1∂yjΨ)(x, x)
=
1
2
gj,k trRk,j(x) = −
1
2
S(x),
(3.24)
and that the LHS of the second equation in (3.23) equals
∂θj (G
−1∂yjG)(x, x) = Ψ
−1
j,k∂zk(G
−1∂yjG)(x, x)
= gj,kFk,j(x) = −g
j,kFj,k(x) = −iΛF (x).
(3.25)

From Lemma 3.5 and (3.9) we obtain
B1(x, z(x, x, θ)) = −Dθ ·Dy(∆0)|x=y Id−Dθ ·Dy(∆
′
G)|x=y
− (∂θj∆0)(∂yj (G
−1(x, z)G(y, z)))|x=y
− (∂yj∆0)(∂θj (G
−1(x, z)G(y, z)))|x=y
= −Dθ ·Dy(∆0)|x=y Id−Dθ ·Dy(∆
′
G)|x=y,
which gives
B1(0) =
(
iΛF +
S
2
Id
)
(0).
To compute (3.10) we will use the following formulae, where ∆ (without sub-
scripts) denotes the Laplacian
∆ = 2iΛ∂¯∂ = −2gj,k∂j ∂¯k. (3.26)
Lemma 3.6.
∂2θk ,θj∆0(0) = 0 and ∂
2
θk,θj∆
′
G(0) = 0 (3.27)
Dθ ·Dy(B1)(0) = 0 (3.28)
Ψ−1m,l∂zl∂ym(Ψ
−1
j,k tr ∂zk(Ψ
−1∂yjΨ))(0) =
1
2
∆(S)(0), (3.29)
Ψ−1m,l∂zl∂ym(Ψ
−1
j,k∂zk(G
−1∂yjG))(0) =
1
2
∆(iΛF )(0), (3.30)
Proof. Formulae (3.27) follow from (3.15) and (3.17). Formula (3.28) follows
from Lemma 3.3 and the equality
Dθ ·Dy(B1)(0) = (∂zm∂zkB1)(∂θjz
m)(∂yjz
k)(0).
Using (3.24) it follows that the LHS of (3.29) equals
−gm,l∂¯l∂m(S)(0) =
1
2
∆(S)(0).
Finally, it follows from (3.25) that the LHS of (3.30) equals
−gm,l∂¯l∂m(iΛF )(0) =
1
2
∆(iΛF )(0).

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Hence, the previous lemma combined with (3.21) and (3.22) leads to
Dθ ·Dy(B1∆G)(0) = Dθ ·Dy(B1)(0) +B1(0)Dθ ·Dy(∆G)(0)
+
(
(∂θjB1)(∂yj∆G) + (∂θj∆G)(∂yjB1)
)
(0)
= −B21(0).
To conclude, we calculate the terms in
(Dθ ·Dy)
2(∆G)(0) = Dθ ·Dy
(
(Dθ ·Dy∆0)∆
′
G +∆0(Dθ ·Dy∆
′
G)
+ (∂θj∆0)(∂yj (∆
′
G) + (∂yj∆0)(∂θj (∆
′
G))
)
(0)
=
(
(Dθ ·Dy)
2(∆0) Id+(Dθ ·Dy)
2(∆′G)
+ 2(Dθ ·Dy∆0)(Dθ ·Dy∆
′
G)
+ 2(∂θj∂yk∆0)(∂θk∂yj∆
′
G)
)
(0),
where for the last equality we have used (3.21), (3.22) and (3.27). For simplicity
of the formulae, in the sequel we omit the evaluation of the functions at 0. From
Lemma 3.5 we obtain
(Dθ ·Dy∆0)(Dθ ·Dy∆
′
G) =
1
2
S · iΛF
(∂θj∂yk∆0)(∂θk∂yj∆
′
G) =
1
2
Fj,k trRk,j,
where i trR is the Ricci form of ω. To compute (DθDy)
2∆0 at the origin, using
Lemma 3.3 and Lemma 3.5 we calculate
(Dθ ·Dy)
2(c1) = ∂
2
θj ,θk(∂
2
yj ,ykc1)
= ∂2θj ,θk(tr(∂zl(Ψ
−1∂yjΨ))(x, z)∂ykz
l)
= tr(∂zl(Ψ
−1∂yjΨ))(0)∂
2
θk,yk(∂θjz
l)
= −(trR)j,l∂
2
θk ,yk((∂zθ)
−1
l,j )
=
1
2
(trRj,l)(∂θk(Ψ
−1∂ykΨ(y, z)))l,j
= −
1
2
(trRj,l)(Rk,k)l,j = −
1
2
| trR|2,
where z = z(y, θ) and we have used the expansion (3.19) of to compute the
partial derivatives of the (l, j) component of the matrix (∂zθ)
−1(y, z) for the
fifth equality. Similarly, using Lemmas 3.3, 3.5 and 3.6, we obtain (after some
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computation that is relegated to Appendix A)
(Dθ ·Dy)
2(c2) =
1
3
∆(S) +
2
3
| trR|2,
(Dθ ·Dy)
2(c3) =
1
4
S2 +
1
4
| trR|2,
(Dθ ·Dy)
2(c4) = −
1
12
| trR|2 −
1
12
|R|2,
(Dθ ·Dy)
2(d1) = −Fj,l(Rk,k)l,j,
(Dθ ·Dy)
2(d2) =
1
2
∆(iΛF ) + (Rj,j)k,mFm,k,
(Dθ ·Dy)
2(d2) = −ΛFΛF + Fj,kFk,j
and therefore
(Dθ ·Dy)
2(∆0) =
1
3
∆(S)−
1
12
(|R|2 − 4| trR|2 − 3S2),
(Dθ ·Dy)
2(∆′G) =
1
2
∆(iΛF )− ΛFΛF + Fj,kFk,j.
From the formulae above we conclude that
B2 =
(
B21 −
1
2
(Dθ ·Dy)(∆G)
)
= −
1
2
∆∂¯(iΛF )−
1
2
ΛFΛF −
1
2
Fj,kFk,j
+
1
2
SiΛF −
1
2
Fj,k trRk,j
−
1
6
∆(S) Id+
1
24
(
|R|2 − 4| trR|2 + 3S2
)
Id,
where ∆∂¯ is the ∂¯ Laplacian acting on smooth endomorphisms of E
∆∂¯ = −iΛ∂H ∂¯, (3.31)
determined by ω, H and the holomorphic structure on the bundle (see e.g. [5,
§1.2]). Here we use that 2∆∂¯ and ∆ have the same expression at the origin.
This completes the proof of Theorem 1.2.
Remark 3.7. As mentioned, this expression for B2 has been independently
derived by Wang and by Xu. Note that our notation for the Laplacians ∆ and
∆∂¯ differs respectively by a factor of −2 and by a factor of −1 with respect to
[12, Formula (4.6)], [19, Formula (4.6)] and [24, Theorem 4.2]. Furthermore,
our Λ differs by a factor of i with respect to [24, Theorem 4.2].
For the proof of our main result in §4 we will use the compact formula
trB2 = −
1
4
∆(iΛ trF )−
1
4
tr Λ2(F +
1
2
(trR) Id)2
−
r
6
∆(S) +
r
48
trΛ2R2,
(3.32)
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which follows easily from the identities
tr γ ∧ β ∧
ωn−2
(n− 2)!
=
1
2
(Λ2 tr γ ∧ β)
ωn
n!
= tr(γj,kβk,j + ΛγΛβ)
ωn
n!
,
where γ, β are arbitrary (1, 1) forms with values in the skew-adjoint endomor-
phisms of a unitary bundle. Note that (3.32) recovers the second order term
for the Riemann-Roch formula∫
X
trBk
ωn
n!
= dimH0(X,E ⊗ L⊗k) =
∫
X
ch(L⊗k)ch(E)Td(X)
by integration over X .
4. Limits of balanced metrics
We now prove our main theorem and find the equations satisfied by limits of
α-balanced metrics. Before doing so we give an account of the case of balanced
metrics on manifolds which is simpler but illustrates the fundamental ideas.
Lemma 4.1. Suppose b1,k are real-valued functions on X, which converge to a
limit b1 pointwise as k tends to infinity. Suppose moreover there is a pointwise
expansion
kn + b1,kk
n−1 +O
(
kn−2
)
= pk
where pk is a polynomial in k that is constant (over X). Then b1 = const.
Proof. This is trivial, for writing pk = k
n+a1k
n−1+· · · , the hypothesis becomes
b1,k = a1 + O(1/k) pointwise and taking the limit as k tends to infinity gives
the result. 
Donaldson’s key observation is that one can apply the above to the Bergman
kernel expansion applied to a convergent sequence of metrics. In fact, letting
ρk(h) denote the Bergman kernel of a metric h, the asymptotic expansion
holds uniformly over a compact set of metrics (see Theorem 3.1). Thus if hk
is a sequence of hermitian metrics on L converging to h in C∞ such that hk is
balanced with respect to k, then we have
pk = ρk(hk) = k
n +
Sk
2
kn−1 +O(kn−2),
pointwise for suitable pk, which by the above Lemma implies that the scalar
curvature of the limit metric Sh is constant.
For triples (X,L,E) we have seen in (2.6) that the balanced condition can be
reinterpreted in terms of two Bergman functions being constant. For this there
is a generalisation of the above lemma, which has an extra feature in the special
case that the leading order terms of the two are related. Fix polynomials
pk = k
n + a1k
n−1 + a1k
n−2 + · · ·
p˜k = k
n + a˜1k
n−1 + a˜2k
n−2 + · · ·
(4.1)
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Lemma 4.2. Suppose bi,k are real-valued functions, and Bi,k are endormophism
valued functions of rank r on a manifold X such that
kn + b1,kk
n−1 + b2,kk
n−2 +O
(
kn−3
)
= pk
kn Id+B1,kk
n−1 +B2,kk
n−2 +O
(
kn−3
)
= p˜k Id
pointwise on X. Assume also that, pointwise, bi,k has a limit bi and Bi,k a limit
Bi as k tends to infinity.
(1) The limits satisfy
B1 = const · Id and b1 = const.
(2) Suppose furthermore that for real constants χ1, χ2 we have
χ1 trB1,k = χ2b1,k for all k. (4.2)
Then χ1ra˜1 = χ2a1 and the limits in fact satisfy
B1 = const · Id and χ1 tr(B2) = χ2b2 + const.
Proof. We have B1,k = a˜1 Id+a˜2/k Id−B2,k/k+O(k
−2) and so taking the limit
gives B1 is constant, and similarly for b1. So assume (4.2) holds. Then
χ1
(
ra˜1 +
ra˜2
k
−
trB2,k
k
+O(k−2)
)
= χ1 trB1,k = χ2b1,k
= χ2(a1 +
a2
k
−
b2,k
k
+O(k−2))
So, the top terms are equal and taking the limit as k tends to infinity yields
the desired result. 
We apply this to the Bergman kernels appearing in the balanced condition.
To do this we need to calculate the relevant coefficients which we do now. To
start with we collect the relevant topological constants by defining
βi =
(n− i)!
ri
n+1∑
p=0
p
(
n + 1− p
i
)
αpr
n+1−p, (4.3)
γi =
(n− i)!
ri
n+1∑
p=0
(n + 1− p)
(
n− p
i
)
αpr
n−p, (4.4)
λ′ =
Sˆ
2
− rλ
β1
β0
, (4.5)
κ = 4r
(
γ2
γ0
−
β2
β0
)
. (4.6)
Theorem 4.3. Fix constants αi so that β0 and γ0 are both non-zero. Let
(hk, Hk) be a sequence of metrics on (X,L,E) which converge in C
∞ to (h,H)
as k tends to infinity. Suppose furthermore that (hk, Hk) is α-balanced with
respect to k for k sufficiently large. Then
(1) if β1(β0 + rγ0) 6= 0 the limit is a solution of
iΛFH = λ Id, Sω = Sˆ. (4.7)
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(2) if β1(β0 + rγ0) = 0 then the limit is a solution of
i
(
ΛFH −
1
r
Λ trFH Id
)
+
(
1
2
Sω −
β1
β0
iΛ trFH
)
Id = λ′ Id, (4.8)
(∆− 4λ′)iΛ trFH − tr Λ
2(F 2H + FH ∧ trRω)− κΛ
2(trFH)
2 = c, (4.9)
where c is a real constant.
Proceeding to the proof, recall that the top forms dVi used to define the
balanced condition depend on k. To control this, define functions ϕi = ϕi(k)
by
ϕ1ω
[n]
k = dV1 :=
n+1∑
p=1
pαp(kωk)
p−1 ∧ (krωk + i trFk)
n+1−p,
ϕ2ω
[n]
k = dV2 :=
n∑
p=0
(n+ 1− p)αp(kωk)
p ∧ (krωk + i trFk)
n−p.
Lemma 4.4. We have
ϕ1 =
n∑
j=0
fjk
n−j,
ϕ2 =
n∑
j=0
gjk
n−j,
where
f0 = β0, f1 = β1Λki trFk, and f2 = β2Λ
2
k(i trFk)
2,
g0 = γ0, g1 = γ1Λki trFk, and g2 = γ2Λ
2
k(i trFk)
2.
The proof follows from an elementary calculation using the binomial expan-
sion. To use the Bergman kernel expansion from §3, we observe that since
(hk, Hk) converges and
β0 6= 0, γ0 6= 0, (4.10)
it follows from Lemma 4.4 that dVj are volume forms for large k ≫ 0, so the
balance condition for (hk, Hk) makes sense. Moreover,
ϕ′j =
ϕj∫
X
dVj
> 0. (4.11)
Lemma 4.5. There exists C∞ expansions
ρk(hk, Hk)ϕ
′
1(k) =
kn
(2π)n
(1 + c1k
−1 + c2k
−2 +O(k−3))
Bk(hk, Hk)ϕ
′
2(k) =
kn
(2π)n
(Id+D1k
−1 +D2k
−2 +O(k−3))
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where
c1 =
Sk
2
,
c2 =
1
2β0
∆k(f1)−
1
16
Λ2k(trRk)
2 −
1
6
∆k(Sk) +
1
48
tr Λ2kR
2
k,
D1 = iΛkFk +
Sk
2
Id,
trD2 =
r
2γ0
∆k(g1)−
1
4
∆k(iΛk trFk)−
1
4
trΛ2k(Fk +
1
2
(trRk)Id)
2
−
r
6
∆kSk +
r
48
tr Λ2kR
2
k.
Proof. If {tj} is a basis of H
0(L⊗k) used to compute ρk(hk, Hk) (2.12) then it
is orthonormal with respect to the L2 metric induced by ω[n] and hkkϕ
′
1. Now,
by Theorem 3.1 there exists a C∞ expansion
ρk(hk, Hk)ϕ
′
1 =
∑
j
|tj|
2
hk
k
ϕ′
1
=
kn
(2π)n
(Id+b˜1k
−1 + b˜2k
−2 +O(k−3)) (4.12)
where
b˜1 = iΛk(∂¯∂ logϕ1) +
Sk
2
=
1
2
∆k logϕ1 +
Sk
2
,
b˜2 = −
1
4
∆k(iΛk∂¯∂ logϕ1)−
1
4
Λ2k(∂¯∂ logϕ1 +
1
2
trRk)
2
−
1
6
∆kSk +
1
48
tr Λ2kR
2
k
(4.13)
Since (hk, Hk) converge in C
∞, the functions fj = fj(k) in Lemma 4.4 can be
bounded in Cm by a constant independent of k and therefore we have a C∞
expansion
∂¯∂ logϕ1 = k
−1β−10 ∂¯∂(f1) +O(k
−2),
which gives the first part. Similarly for the endomorphism part we obtain
Bk(hk, Hk)ϕ
′
2 =
∑
j
(sjs
∗
j )Hk⊗hkkϕ′2 =
kn
(2π)n
(Id+B˜1k
−1 + B˜2k
−2 +O(k−3))
where
B˜1 = iΛkFk +
1
2
∆k logϕ2 Id+
Sk
2
Id,
tr B˜2 = −
1
4
∆k(iΛk trFk +
r
2
∆k logϕ2)
−
1
4
trΛ2k(Fk + ∂¯∂ logϕ2 Id+
1
2
(trRk)Id)
2 −
r
6
∆kSk +
r
48
trΛ2kR
2
k
(4.14)
which, by an analogous expansion for ∂¯∂ logϕ2, gives the desired conclusion.

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Proof of Theorem. By the balanced hypothesis and Lemma 4.5 we have point-
wise asymptotics
(kn + c1k
n−1 + c2k
n−2 +O(kn−3))ϕ−11 =
(2π)nNk∫
X
dV1
, (4.15)
(Id kn +D1k
n−1 +D2k
n−2 +O(kn−3))ϕ−12 =
(2π)nMk
r
∫
X
dV2
Id, (4.16)
where Nk, Mk are defined in (2.11) and the ci, Di are as in Lemma 4.5. By
elementary manipulation this becomes
kn + b1k
n−1 + b2k
n−2 +O(kn−3) = pk (4.17)
kn +B1k
n−1 +B2k
n−2 +O(kn−3) = p˜k Id (4.18)
where pk, p˜k are polynomials (as in (4.1)), and
b1 = c1 − f
−1
0 f1, b2 = −f
−1
0 f1b1 + f
−1
0 (f0c2 − f2),
with a similar expression for the Bi, only ci, fi replaced by Di, gi respectively.
Hence we are in a position to apply Lemma 4.2. Taking χ1, χ2 ∈ R yields
χ1 trB1 − χ2b1 =
χ1r − χ2
2
Sk +
β1(χ1β0 + χ2γ0)
γ0β0
i tr ΛkFk,
where we have used the identity γ0 − rγ1 = β1. Taking χ1 = 1, χ2 = r, the
coupling condition (4.2) depends on the vanishing of β1(β0 + rγ0), resulting in
two cases:
Case 1: β1(β0+ rγ0) 6= 0. Then we can apply the first part of Lemma 4.2,
we see that the limit metrics (h,H) satisfy the equations b1 = const and
B1 = const · Id which become
β0
Sω
2
− β1 tr ΛiFH = const
γ0
(
iΛFH +
Sω
2
Id
)
− γ1 tr(iΛFH) Id = const · Id
Taking the trace of the second equation, and using the condition β1(β0+rγ0) 6=
0 it is easy to verify this system is equivalent to
iΛFH = λ Id, Sω = Sˆ (4.19)
as required.
Case 2: β1(β0+rγ0) = 0. Then we can apply the second part of Lemma 4.2
to deduce the limits satisfy the equations precisely as in the statement of the
theorem.

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5. Infinite dimensional picture
In the spirit of [7] and [23], in this section we give a different interpretation of
the balanced condition (2.9) defined in §2.2, in terms of a two-step symplectic
quotient on an infinite dimensional manifold. The main novelty of our inter-
pretation is that the two symplectic quotients are not performed with respect
to the same symplectic form, and so they are not a double quotient in the sense
of [7]. For the first quotient, we consider a weighted sum of the symplectic
structures considered in [7] and [23] and a extended gauge group as the group
of symmetries, as defined in [10]. The second quotient is then taken with re-
spect to a finite dimensional special unitary group and a small perturbation of
the reduced symplectic form.
5.1. Hamiltonian action of the extended gauge group. Let (E,H) be
a smooth hermitian vector bundle over a symplectic manifold (X,ω) endowed
with a prequantization (L, h,∇L), with ω = iF∇L . In this section we calculate
a moment map for the action of a extended gauge group, canonically attached
to the previous data, on the space of sections of E ⊗ L⊗k. We will find a
convenient expression for the moment map evaluated on a holomorphic section
that will be used in our two-step reduction in §5.2. For this, we will generalise
previous moment map calculations in [7] and [23].
First recall some general facts about extended gauge groups, following [10].
Let H be the group of Hamiltonian symplectomorphisms of (X,ω). Then,
the extended gauge group G˜ of (E,H) over (X,ω) is the group of hermitian
automorphisms of the bundle E which project onto H. It defines a non trivial
extension
1→ G → G˜ → H → 1,
of H by the gauge group G of (E,H). To deal with the L⊗k twist of the bundle
we consider the fibre product
G˜L := G˜ ×H HL, (5.1)
where HL denotes the group of hermitian automorphisms of L which preserve
the connection. The infinite dimensional Lie group (5.1) is the group of sym-
metries of our moment map construction. To describe the Lie algebra of (5.1),
note that G˜L fits in the short exact sequence
1→ G × R→ G˜L →H → 1.
Hence, using a unitary connection A on E, any ζ ∈ Lie G˜L can be uniquely
written as
ζ = (θAζ + θ
⊥
A ζˇ , if + θ
⊥
∇L ζˇ), (5.2)
where ζˇ ∈ LieH denotes the Hamiltonian vector field of f ∈ C∞(X) covered
by ζ and θAζ is the skew adjoint endomorphism of E given by the vertical part
of ζ . The symbol θ⊥ denotes horizontal lift of vector fields. Let k ∈ Z and
consider the unitary connection on E ⊗ L⊗k given by
∇ = ∇A ⊗ Id+ Id⊗∇
L⊗k . (5.3)
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Then, the group G˜L acts naturally on E ⊗L
⊗k and the vector field induced by
any ζ ∈ Lie G˜L, that we denote by the same symbol, can be decomposed as
ζ = θ∇ζ + θ
⊥
∇ζˇ (5.4)
with respect to ∇, where θ∇ζ admits the following explicit description
θ∇ζ = θAζ ⊗ 1 + IdE ⊗ikf. (5.5)
We will now calculate a moment map for the natural left action of G˜L on the
space of smooth sections Γ(E⊗L⊗k) of E⊗L⊗k. For this, consider the 1-form
σ on Γ(E ⊗ L⊗k) given by
σ(s˙) = −
1
2
Re
∫
X
(is˙, s)ω[n]
where (s˙1, s) denotes the hermitian product on the fibres of E ⊗ L
⊗k and
ω[n] = ωn/n!. Define the exact 2-form
Ω = dσ.
Lemma 5.1. The 1-form σ is invariant under the action of G˜L and
Ω(s˙1, s˙2) = Re
∫
X
(is˙1, s˙2)ω
[n]. (5.6)
Proof. The invariance follows trivially from the definition of G˜L. To com-
pute (5.6) we can consider constant vector fields s˙j ∈ Γ(E⊗L
⊗k), with j = 1, 2.
Hence, [s˙1, s˙2] = 0 and
Ω(s˙1, s˙2) = s˙1(σ(s˙2))− s˙1(σ(s˙2))
= −
1
2
Re
∫
X
(is˙2, s˙1)ω
[n] +
1
2
Re
∫
X
(is˙1, s˙2)ω
[n]
= Re
∫
X
(is˙1, s˙2)ω
[n].

Formula (5.6) shows that Ω defines symplectic form which has been pre-
viously considered in [7, 23]. As an elementary consequence we obtain the
existence of the desired moment map.
Proposition 5.2. The G˜L-action on (Γ(E ⊗ L
⊗k),Ω) is Hamiltonian, with
moment map
〈µ, ζ〉 = −Yζyσ
where Yζ denotes the infinitesimal action of ζ.
To compute an explicit expression for µ, we choose a unitary connection A
on (E,H) and consider the unitary connection ∇ on E ⊗ L⊗k given by (5.3).
Then, using (5.4), a straightforward computation shows that the infinitesimal
action of ζ ∈ Lie G˜L on s ∈ Γ(E ⊗ L
⊗k) is given by
Yζ|s = −ζˇy∇s+ θ∇ζ · s,
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which combined with (5.5) and the equalities
ζˇy∇s ω[n] = −df ∧∇s ∧ ω[n−1],
d(∇s, s) = d(d(|s|2)− (s,∇s)) = −d(s,∇s) = −d(∇s, s),
leads to the desired expression
µ =
1
2
Re
∫
X
(−iζˇy∇s+ iθ∇ζ · s, s)ω
[n]
=
i
2
∫
X
(θ∇ζ · s, s)ω
[n] −
i
2
∫
X
fd(∇s, s) ∧ ω[n−1]
=
i
2
∫
X
tr θAζ ⊗ 1 · (ss
∗)ω[n] +
i
2
∫
X
f
(
ik|s|2ω[n] − d(∇s, s) ∧ ω[n−1]
)
.
(5.7)
Suppose now that (X,ω) admits a compatible complex structure such that
F 0,2A = 0,
so E inherits a structure of holomorphic vector bundle over X . The moment
map (5.7) admits a more convenient expression when s ∈ Γ(E ⊗ L⊗k) is a
holomorphic section with respect to the induced holomorphic structure. To
see this, note that (cf. [7, Lemma 9])
d(∇s, s) = ∇s ∧∇s+ (F∇s, s),
where s is the section of the dual bundle E∗ ⊗ L−k defined using the standard
anti-linear isomorphism between E ⊗ L⊗k and E∗ ⊗ L−k, and
∆|s|2 = 2iΛ∂¯∂|s|2 = 2i(Λ(∇s ∧∇s) + (ΛF∇s, s)),
so (5.7) can be rewritten as
µ =
i
2
∫
X
tr θAζ ⊗ 1 · (ss
∗)ω[n] −
1
4
∫
X
f
(
∆(|s|2) + 2k|s|2
)
ω[n]. (5.8)
5.2. Two-step reduction. Let J denote the space of complex structures on
X compatible with ω. Let A be the space of unitary connections on (E,H)
and P ⊂ J ×A the subspace cut out by the compatibility condition
F 0,2JA = 0.
Note that any point in P defines a structure of polarised manifold on (X,L)
and a structure of holomorphic vector bundle on E over X . Given k,N,M
positive integers, consider the space of holomorphic tuples
T ⊂ P × Γ(L⊗k)N × Γ(E ⊗ L⊗k)M , (5.9)
given by those (J,A, t, s) such that
t = (t1, . . . , tN) and s = (s1, . . . , sM)
are basis of the spaces of holomorphic sections on L⊗k and E⊗L⊗k, with respect
to the Dolbeault operators induced by J , ∇L and A. To do the first reduction
we endow T with a Ka¨hler structure. For this, recall first from [10, §2] that P
has a natural complex structure (that we will not use explicitly). The complex
structure on the last two factors in (5.9) is given simply by multiplication by
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i and the complex structure on T is then induced by the product structure.
Following [7], we consider the holomorphic projection
T → Γ(L⊗k)N × Γ(E ⊗ L⊗k)M (5.10)
and pull-back the product Ka¨hler structure on the target space induced on
each factor by (5.6), weighting the second factor by a positive real constant
ǫ > 0. Arguing as in [7], for sufficiently large k one can show that (5.9) is
a holomorphic embedding (away from singularities) and that the pull-back 2-
form is indeed a Ka¨hler structure, explicitly given by
ΩT (τ˙1, τ˙2) =
∑
j
Re
∫
X
(it˙1,j, t˙2,j)ω
[n] + ǫ
∑
j
Re
∫
X
(is˙1,j , s˙2,j)ω
[n] (5.11)
where τ˙l = (J˙l, A˙l, t˙l, s˙l) with l = 1, 2. The left action of G˜L on each of the
factors in (5.9) induces a well-defined action on T which preserves the Ka¨hler
structure and, as a direct consequence of the moment map computation in §5.1,
it follows that the G˜L-action is Hamiltonian. In order to apply this fact, we
need to twist (5.8) by an element in the center of the Lie algebra of gauge
group LieG, given by iν Id for ν ∈ R.
Lemma 5.3. Given real constants c, ν ∈ R, the following expression defines a
moment map for the G˜L-action on T
µν =
iǫ
2
∫
X
tr θAζ ⊗ 1 ·
(∑
j
sjs
∗
j − ν Id
)
ω[n]
−
1
4
∫
X
f
(
∆
(∑
j
|tj|
2 + ǫ
∑
j
|sj|
2
)
+ 2k
∑
j
|tj|
2 + 2kǫ
∑
j
|sj|
2 − c
)
ω[n]
+
iνǫ
2
∫
X
f tr ΛFAω
[n].
(5.12)
Proof. Note first that µ0 is a moment map for the G˜L-action by (5.8), since the
map ζ →
∫
X
fω[n] defines a character of Lie G˜L constant over T . We prove now
that
µ′ :=
iνǫ
2
∫
X
tr(θ∇ζ − fΛF∇)ω
[n]
is constant on A, where ∇ is given by (5.3). Using (5.5) and
F∇ = FA ⊗ 1− ik IdE ⊗ω (5.13)
we calculate
d
dt |t=0
µ′(A + tA˙) =
iνǫ
2
∫
X
tr(ζˇyA˙⊗ 1− fΛdAA˙⊗ 1)ω
[n]
=
iνǫ
2
∫
X
−df ∧ tr A˙ ∧ ω[n−1] − fd tr A˙ ∧ ω[n−1] = 0
26 M. GARCIA-FERNANDEZ AND J. ROSS
for any A ∈ A and A˙ in the tangent space TAA, identified with the space of
End(E,H)-valued 1-forms on X , where we have used the equalities
d
dt |t=0
θ˙∇t = A˙⊗ 1, ζˇyA˙ ω
[n] = −df ∧ A˙ ∧ ω[n−1].
Finally, the statement follows rewriting µ′ using (5.13) and the equality
µν = µ0 − µ
′ − (νǫkr(n + 1)/2− c/4)
∫
X
fω[n].

We claim that the zero locus of µν is given by the solutions of the system∑
j
sjs
∗
j = ν Id
∆
(∑
j
|tj|
2
)
+ 2k
∑
j
|tj |
2 = ǫ2iν tr ΛFA + c
′
(5.14)
for a constant c′ ∈ R (compare with Proposition 2.6). To see this, we first
evaluate (5.12) on vertical vector fields, obtaining the first equation in (5.14).
Now, taking trace of this equation and evaluating (5.12) on horizontal vector
fields with respect to A we obtain the second equation in (5.14). To discuss the
existence of solutions of (5.14), we introduce the notion of complexified orbit.
Recall from [1, §3] that in P there is a well defined notion of complexified
orbit for the extended gauge group G˜ such that its points correspond to pairs
of Hermitian metrics on L and E, up to the action of G˜. Similarly, one can
define an appropriate notion of complexified orbit for the G˜L-action on T by
defining and equivalence relation: τ ∼ τ ′ if there exists automorphisms of the
complex vector bundles E and Lk (not necessarily preserving hk, H and ∇L
k
)
which project to the same diffeomorphisms on X and such that take τ to τ ′
(cf. [7, §2.1]). Again, up to the action of G˜L, it can be checked that points in
the complexified orbit correspond to pairs of hermitian metrics on E and L.
Lemma 5.4. Given a complexified orbit in T , it contains a solution of (5.14)
for sufficiently small ǫ.
Proof. Fixing τ ∈ T and considering as unknowns a pair of metrics (h,H),
(5.14) is a system in separated variables where the first equation can be easily
solved by a change of metric on E. Moreover, for ǫ = 0 it reduces to the system∑
j
sjs
∗
j = ν Id∑
j
|tj|
2 = c′′
(5.15)
for a constant c′′ ∈ R, which admits a unique solution (that without lose
of generality we assume to be (h,H)). Since the linearisation of the scalar
equation in (5.15) when ǫ = 0 is given by
c′′∆f + c′′2kf = 0
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for a conformal change h′ = efh, the statement follows from an standard
implicit function theorem argument. 
For the second reduction, we consider an exact 2-form on the symplectic
quotient
T //G˜L = µ
−1
ν (0)/G˜L (5.16)
which has a finite asymptotic expansion in the parameter k and whose leading
order term corresponds to (5.11). For this, given parameters α = (α0, . . . , αn+1) ∈
R
n+2 and positive real numbers q1, q2 > 0 we define a 1-form on T given by
σk(τ˙ ) = −q1 Re
∫
X
∑
j
(
it˙j , tj
)∑
j |tj|
2
dV1(τ)− q2Re
∫
X
∑
j
(is˙j, sj) dV2(τ) (5.17)
for τ˙ = (J˙ , A˙, t˙, s˙) ∈ TτT and τ = (J,A, t, s),where
dV1(τ) =
n+1∑
p=1
pαpω
p−1
1 ∧ ω
n+1−p
2 ,
dV2(τ) =
n∑
p=0
(n + 1− p)αpω
p
1 ∧ ω
n−p
2 ,
and
ω1 = kω + ∂∂¯J log
(∑
j
|tj |
2
)
, ω2 = krω + i trFA.
Then, it is easy to verify that σk is G˜L-invariant, and so the exact 2-form
Ωk = dσk (5.18)
induces a well defined 2-form on T //G˜L.
Remark 5.5. Relying on the asymptotic expansion of the density of states∑
j |tj|
2 in powers of k (see §3), for suitable values of q1 and q2 (which may
depend on k) we have an expansion
Ωk = ΩT +O(k
−1).
Hence, one may expect non-degeneracy of (5.18) for large values of k. The
previous expansion shall be considered only at a formal level.
Remark 5.6. The 2-form Ωk is of type (1, 1) only up to order O(k
−1). The
failure of the compatibility with the complex structure on T can be checked
considering mixed derivatives involving the A − z and A − s directions. To
illustrate this, suppose N = 0,M = 1 and q2 = 1 and compute (cf. Lemma 5.1)
dσk(τ˙1, τ˙2) = Re
∫
X
(is˙1, s˙2)dV2
+ Re
∫
X
(is˙1, s)∂A(dV2)(A˙2)− Re
∫
X
(is˙2, s)∂A(dV2)(A˙1)
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where τ˙j are assumed to be of the form (0, A˙j, 0, s˙j). Using that the complex
structure on T at (J,A, s) acts on A˙j as A˙→ A˙(−J ·) it can be readily checked
that Ωk is not of type (1, 1).
Consider the product of special unitary groups SU(N) × SU(M) acting on
T on the left, via its action on Γ(L⊗k)N × Γ(E ⊗ Ll)M . Note that this action
commutes with the G˜L-action on T and preserves the zero locus of µν , so
induces a well-defined action on (5.16). Moreover, it clearly preserves (5.17)
and so it induces a Hamiltonian action on (T //G˜L,Ωk) (cf. Proposition 5.2).
Using the standard identification of su(N)×su(M) with its dual, the following
result is straightforward.
Lemma 5.7. The SU(N) × SU(M) action on (T //G˜L,Ωk) is Hamiltonian,
with moment map µSU = µSU(N) × µSU(M) given by
µSU(N) = iq1
(∫
X
〈tm, tl〉∑
j |tj|
2
dV1 −
∫
X
dV1
N
Id
)
,
µSU(M) = iq2
(∫
X
〈sm, sl〉dV2 −
rν
∫
X
dV2
M
Id
)
.
(5.19)
By formulae (5.19) and (5.12), it follows that if τ ∈ T lies in the intersection
µ−1ν (0) ∩ µ
−1
SU(0)
then the pair (J,A) ∈ P defines an α-balanced triple (X,L,E) with respect
to k, with balanced embedding determined by the basis t and s. To state
a converse, which may be compared with [7, Proposition 11], notice that the
action of SU(N)×SU(M) on T extends to a holomorphic action of SL(N,C)×
SL(M,C) and so there is a natural notion of complexified orbit for the G˜L ×
SU(N)× SU(M)-action defined in the obvious way.
Proposition 5.8. A point in τ ∈ T0 defines an holomorphic structure of
α-balanced triple (X,L,E) if and only if its complexified orbit for the G˜L ×
SU(N)× SU(M)-action contains a point in
µ−1ν (0) ∩ µ
−1
SU(0),
or equivalently, if and only if the complexified orbit is represented by a point in
the two-step quotient
µ−1ν (0) ∩ µ
−1
SU(0)/G˜L × SU(N)× SU(M).
The proof follows from the discussion above and is left to the reader.
Appendix A. remaining calculations
In this Appendix we record the details of the remaining calculations for the
computation of the B2 term in §3.
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(Dθ ·Dy)
2(c2) =
2
3
∂2θj ,θk(tr ∂yj (Ψ
−1∂ykΨ)(x, z))
=
2
3
∂θj (tr(∂zl∂yj (Ψ
−1∂ykΨ))(x, z)(∂θkz
l))
=
2
3
tr ∂zm(∂zl∂yj (Ψ
−1∂ykΨ))(∂θjz
m)(∂θkz
l)
=
2
3
tr(∂zj∂zk∂yj (Ψ
−1∂ykΨ))
=
2
3
tr ∂zj∂yj (Ψk,mΨ
−1
m,l∂zk(Ψ
−1∂ylΨ))
=
2
3
tr ∂zj∂yj (Ψ
−1
k,l∂zk(Ψ
−1∂ylΨ))
+
2
3
(∂zj∂yjΨ)k,m tr ∂zk(Ψ
−1∂ymΨ)
=
1
3
∆(S) +
2
3
(Rj,j)k,m trRm,k
=
1
3
∆(S) +
2
3
| trR|2,
(Dθ ·Dy)
2(c3) =
1
4
∂2θj ,θk(trΨ
−1(∂yjΨ) trΨ
−1(∂ykΨ)(x, z))
=
1
4
(tr ∂θj (Ψ
−1∂yjΨ))(tr ∂θk(Ψ
−1∂ykΨ))
+
1
4
(tr ∂θk(Ψ
−1∂yjΨ))(tr ∂θj (Ψ
−1∂ykΨ))
=
1
4
trRj,j trRk,k(0) +
1
4
trRj,k trRk,j
=
1
4
S2 +
1
4
| trR|2,
(Dθ ·Dy)
2(c4) = −
1
12
∂2θj ,θk tr(Ψ
−1(∂yjΨ)Ψ
−1(∂ykΨ)(x, z))
= −
1
12
tr(∂θj(Ψ
−1∂yjΨ))(∂θk(Ψ
−1∂ykΨ))
−
1
12
tr(∂θk(Ψ
−1∂yjΨ))(∂θj(Ψ
−1∂ykΨ))
= −
1
12
trRj,jRk,k −
1
12
trRj,kRk,j
= −
1
12
|ΛR|2 −
1
12
|R|2
= −
1
12
| trR|2 −
1
12
|R|2,
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(Dθ ·Dy)
2(d1) = 2∂
2
θj ,θk((∂zl(G
−1∂yjG))(x, z)∂ykz
l)
= 2 tr(∂zl(G
−1∂yjG))(0)∂
2
θk,yk(∂θjz
l)
= −2Fj,l∂
2
θk,yk((∂zθ)
−1
l,j )
= Fj,l(∂θk(Ψ
−1∂ykΨ(y, z)))l,j
= −Fj,l(Rk,k)l,j,
(Dθ ·Dy)
2(d2) = ∂
2
θj ,θk(∂yj (G
−1∂ykG)(x, z))
= ∂θj ((∂zl∂yj (G
−1∂ykG))(x, z)(∂θkz
l))
= ∂zm(∂zl∂yj (G
−1∂ykG))(∂θjz
m)(∂θkz
l)
= (∂zj∂zk∂yj (G
−1∂ykG))
= ∂zj∂yj (Ψk,mΨ
−1
m,l∂zk(G
−1∂ylG))
= ∂zj∂yj (Ψ
−1
k,l∂zk(G
−1∂ylG))
+ (∂zj∂yjΨ)k,m∂zk(G
−1∂ymG)
=
1
2
∆(iΛF ) + (Rj,j)k,mFm,k,
(Dθ ·Dy)
2(d3) = ∂
2
θj ,θk(G
−1(∂yjG)G
−1(∂ykG)(x, z))
= (∂θj (G
−1∂yjG))(∂θk(G
−1∂ykG))
+ (∂θk(G
−1∂yjG))(∂θj (G
−1∂ykG))
= Fj,jFk,k(0) + Fj,kFk,j
= −ΛFΛF + Fj,kFk,j.
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