Abstract. We study the continuous solutions of several classical functional equations by using the properties of the spaces of continuous functions which are invariant under some elementary linear transformations. Concretely, we use that the sets of continuous solutions of certain equations are closed vector subspaces of C(C d , C) which are invariant under affine transformations T a,b (f )(z) = f (az + b), or closed vector subspaces of C(R d , R) which are translation and dilation invariant. These spaces have been recently classified by Sternfeld and Weit, and Pinkus, respectively, so that we use this information to give a direct characterization of the continuous solutions of the corresponding functional equations.
Motivation
We study the continuous solutions of several classical functional equations by using the properties of the spaces of continuous functions which are invariant under some elementary linear transformations. This study was recently initiated in connection with Fréchet's functional equation [2] , [3] and, after these contributions, we thought that perhaps the theory of invariant subspaces could be also used in connection with other classical equations. In this paper we demonstrate that this connection exists. Concretely, we use that the sets of continuous solutions of several classical functional equations are closed vector subspaces of C(C d , C) which are invariant under "affine" transformations T a,b (f )(z) = f (az + b), or closed vector subspaces of C(R d , R) which are translation and dilation invariant. These spaces have been recently classified ( [19] , [17] ), so that we use this information to give a direct characterization of the continuous solutions of the corresponding functional equations. The main tool for our proofs are, henceforth, the following two well known results: Theorem 1.1 (Sternfeld and Weit [19] ). Assume that V is a closed subspace of C(C, C) and T a,b (V ) ⊆ V for all a, b ∈ C, where T a,b : C(C, C) → C(C, C) is defined by T a,b (f )(z) = f (az + b). Then V = span C r k=1 A [(n k ,m k )] for a certain finite set of points {(n k , m k )} r k=1 ⊆ ( N) 2 , where N = N ∪ {+∞},
for a certain finite set of points
Remark 1.3. In Theorem 1.2, we have used the following standard notation, which will be used also in section 3 of this paper: In section 2 we study the mean value equation of Kakutani-Nagumo-Walsh (see [9] , [10] , [11] , [13] , [20] ) and a variation of this equation introduced by Haruki in [11] . In section 3 we give another proof of Frechet's original theorem [6] , for the space of continuous real functions of several real variables. It is important to note that the proofs of Theorems 1.1 and 1.2 are of elementary nature (they do not use technical results from complex analysis nor measure theory), so that all proofs in this paper are also elementary.
Continuous solutions of Kakutani-Nagumo-Walsh and Haruky functional equations
Let θ be any primitive n-th root of 1 and η be any primitive 2N -th root of 1. In [11] S. Haruki studied the solutions of the following functional equations:
Concretely, he proved that all these equations, when considered over the space of entire functions (i.e., when imposing f ∈ H(C)), are equivalent in the sense that they share the same space of solutions: the algebraic polynomials p(z) of degree ≤ N − 1. To prove this result he used the open mapping theorem for analytic functions. In this section we study the continuous solutions of the equations (1) and (3). The main tool we need for the proofs is the theorem of Sternfeld and Weit (Theorem 1.1 above).
Theorem 2.1. Let S H denote the space of functions f ∈ C(C, C) which solve (3). Then
Proof. We assume, without loss of generality, that η 2 = θ. Then equation (3) can be written as
where
. We want to identify the set S H = {f ∈ C(C, C) :
for all x, y ∈ C}. The important observation is that S H is a closed subspace of C(C, C) which is invariant under the operators T a,b , so that S H must be one of the spaces specified by Theorem 1.1. Let us, for the sake of completeness, check that S H is a closed T a,b -invariant subspace of C(C, C). With this objective in mind, we define the operators L y = H y − H ηy (y ∈ C). Then, by definition, S H = y∈C ker(L y ), so that S H is a closed linear subspace of C(C, C), since L y is a continuous linear operator for every y. On the other hand, a simple computation shows that
Hence, if f ∈ S H , then
2 . In particular, we know that if z n z m ∈ S H then z α z β ∈ S H for all (α, β) such that 0 ≤ α ≤ n and 0 ≤ β ≤ m. Let us check what functions of the form z α z β belong to S H . Claim 1: z N , z N ∈ S H . Let us apply the operator H y to the function f N (z) = z N :
Thus, if we substitute y by ηy in the computations above, we get
In this case, we should apply
As a first step, we observe that
If we substitute y by ηy in the computations above, the result will not be modified, since |ηy| 2c = |y| 2c . Hence, H y (g N ) = H ηy (g N ) and g N (z) = z N −1 z N −1 belongs to S H . Taking into account the structure of S H , it follows that (a) All functions of the form f (z) = Let us now consider the continuous solutions of (1).
Theorem 2.4. Let S KN W denote the space of functions f ∈ C(C, C) which solve (1). Then
Proof. Obviously, S KN W is closed, since S KN W = y∈C ker(H y − I), and it is also affine invariant, since, if f ∈ S KN W , then Take g(z) = zz. A direct computation (which we omit here, since it is quite similar to the computations we have already made for the proof of Theorem 2.1), shows that
W . An analogous computation shows that z N −1 ∈ S KN W . It follows from Claim 1 that, if n, m ≥ 1, then z n z m ∈ S KN W and, from Claims 2 and 3, that
, which is what we wanted to prove. 
Continuous solutions of Fréchet functional equation
In this section we use Theorem 1.2 to compute the solutions f of the classical Fréchet's functional equation, 
where ∆ h1h2···hs f (x) = ∆ h1 (∆ h2···hs f ) (x), s = 2, 3, · · · . In particular, after Fréchet's seminal paper [6] , the solutions of (6) are named "polynomials", since it is known that, under very mild regularity conditions on f , if f :
for all x ∈ R and certain constants a i ∈ R. For example, in order to have this property, it is enough for f being locally bounded [6] , [1] , but there are stronger results [7] , [14] , [16] , [18] . The equation (6) can be studied for functions f : X → Y whenever X, Y are two Q-vector spaces and the variables x, h 1 , · · · , h N are assumed to be elements of X:
. . , h N ∈ X) (Fréchet equation with variable step).
In this context, the general solutions of (7) are characterized as functions of the form f (x) = A 0 +A 1 (x)+ · · · + A N −1 (x), where A 0 is a constant and
In particular, if x ∈ X and r ∈ Q, then f (rx) = A 0 + rA 1 (x) + · · · + r N −1 A N −1 (x). Furthermore, it is known that f : X → Y satisfies (7) if and only if it satisfies (8) ∆
A proof of this fact follows directly from Djoković's Theorem [5] (see also [12 
In this section we impose f ∈ C(R d , R) and, with very different arguments to those originally used by Fréchet, we give a new proof of Fréchet's result for this case. Furthermore, we use Djoković's Theorem to simplify the computations.
Theorem 3.1. Let S F denote the set of functions f ∈ C(R d , R) which solve (5) (or, equivalently, (7)
which is what we wanted to prove. It follows from Theorem 1.2 that
α ∈ S F since otherwise we should have that (0, 0, · · · , N (i-th position) , 0, · · · , 0) ≤ α for some i, so that x N i ∈ S F for some i, which is false.This proves that all elements of S F are ordinary polynomials. Indeed, S F ⊆ span R {x α : max α i ≤ N − 1}. We want to show a deeper result, since we want to identify completely S F . Concretely, we prove that S F = Π d N −1 , the space of polynomials with total degree ≤ N − 1. We divide the proof in two steps:
Step 1: Π d N −1 ⊆ S F . This is a direct consequence of the fact that the operator ∆ h reduces the total degree of a polynomial in at least one unity, since
Step 2: S F ⊆ Π (5) and (7) (with X = R d , Y = R). Obviously, due to the structure of S F , it is enough to prove that, if |α| ≥ N , then x α ∈ S F . Let i ∈ {1, · · · , d} be fixed and let e i = (0, 0, · · · , 1 
