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Abstract
Empathetic conversational models have been
shown to improve user satisfaction and task
outcomes in numerous domains. In Psychol-
ogy, persona has been shown to be highly cor-
related to personality, which in turn influences
empathy. In addition, our empirical analysis
also suggests that persona plays an important
role in empathetic conversations. To this end,
we propose a new task towards persona-based
empathetic conversations and present the first
empirical study on the impacts of persona
on empathetic responding. Specifically, we
first present a novel large-scale multi-domain
dataset for persona-based empathetic conversa-
tions. We then propose CoBERT, an efficient
BERT-based response selection model that ob-
tains the state-of-the-art performance on our
dataset. Finally, we conduct extensive exper-
iments to investigate the impacts of persona
on empathetic responding. Notably, our re-
sults show that persona improves empathetic
responding more when CoBERT is trained on
empathetic conversations than non-empathetic
ones, establishing an empirical link between
persona and empathy in human conversations.
1 Introduction
Empathy, specifically affective empathy, refers to
the capacity to respond with an appropriate emo-
tion to another’s mental states (Rogers et al., 2007).
In NLP, empathetic conversational models have
been shown to improve user satisfaction and task
outcomes in numerous domains (Klein, 1998; Liu
and Picard, 2005; Wright and McCarthy, 2008;
Fitzpatrick et al., 2017; Zhou et al., 2018a). For
example, empathetic agents received more posi-
tive user ratings including greater likeability and
trustworthiness than controls (Brave et al., 2005).
In recent years, neural network based conversa-
tional models (Vinyals and Le, 2015; Lowe et al.,
2015) are becoming dominant. Zhou et al. (2018a)
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Figure 1: TF-IDF similarity between two sets of empa-
thetic responses (Rashkin et al., 2019) for each emotion
(best viewed in color). For most emotions (28 out of
32), the similarity between responses from two differ-
ent speakers (blue) is substantially smaller than the sim-
ilarity between two random disjoint sets of responses
(orange, averaged over five runs).
designed XiaoIce, a popular AI companion with
an emotional connection to satisfy the human need
for communication, affection, and social belonging.
Recently, Rashkin et al. (2019) presented a new
dataset and benchmark towards empathetic con-
versations and found that both Transformer-based
generative models (Vaswani et al., 2017) and BERT-
based retrieval models (Devlin et al., 2019) relying
on this dataset exhibit stronger empathy.
However, most existing studies, e.g., (Rashkin
et al., 2019), do not consider persona when pro-
ducing empathetic responses. XiaoIce (Zhou et al.,
2018a) does have a persona but her persona is not
configurable and thus difficult to satisfy various hu-
man needs. In Psychology, persona refers to the so-
cial face an individual presents to the world (Jung,
2016). Persona has been shown to be highly cor-
related with personality (Leary and Allen, 2011),
which in turn influences empathy (Richendoller and
Weaver III, 1994; Costa et al., 2014). In addition,
our empirical analysis of empathetic conversations
in (Rashkin et al., 2019) also shows that for most
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emotions, the empathetic responses from two dif-
ferent persons1 are more different than two disjoint
sets of random responses, as shown in Figure 1.
Both the theories in Psychology and the evidence
from our empirical analysis suggest that persona
plays an important role in empathetic conversations,
which, to the best of our knowledge, has not been
investigated before.
To this end, we propose a new task to-
wards persona-based empathetic conversations and
present the first empirical study on the impacts of
persona on empathetic responding. One major chal-
lenge of this study is the lack of relevant datasets,
i.e., existing datasets only focus on persona or em-
pathy but not both (see Table 4 for details). In this
paper, we present a novel large-scale multi-turn
Persona-based Empathetic Conversation (PEC)
dataset in two domains with contrasting sentiments,
from the social media Reddit2.
Based on PEC, we propose CoBERT, an efficient
BERT-based response selection model using multi-
hop co-attention to learn higher-level interactive
matching. CoBERT outperforms several compet-
itive baselines, including Poly-encoder (Humeau
et al., 2020), the state-of-the-art BERT-based re-
sponse selection model, by large margins. We con-
duct additional comparisons with several BERT-
adapted models and extensive ablation studies to
evaluate CoBERT more comprehensively.
Finally, based on PEC and CoBERT, we investi-
gate the impacts of persona on empathetic respond-
ing. In addition, we analyze how limited persona
data improves model performance.
In summary, our contributions are as follows:
• We propose a new task and a novel large-scale
multi-domain dataset, PEC, towards persona-
based empathetic conversations. The dataset
is publicly available for future research.
• We propose CoBERT, a BERT-based response
selection model that obtains the state-of-the-
art performance on PEC. Extensive experi-
mental evaluations show that CoBERT is both
effective and efficient.
• We present the first empirical study on the
impacts of persona on empathetic respond-
ing. Notably, our results show that persona
improves empathetic responding more when
1Each response in (Rashkin et al., 2019) has a speaker id
but no persona.
2https://www.reddit.com/
CoBERT is trained on empathetic conversa-
tions than non-empathetic ones, establishing
an empirical link between persona and empa-
thy in human conversations.
2 Related Work
Empathetic Conversational Models Despite of
the growing number of studies in neural conversa-
tional models, less attention has been paid to make
conversations empathetic until recently (Siddique
et al., 2017; Morris et al., 2018; Shi and Yu, 2018;
Lin et al., 2019b; Shin et al., 2019; Rashkin et al.,
2019; Li et al., 2019; Lin et al., 2019a; Zandie and
Mahoor, 2020), possibly due to the lack of empa-
thetic conversation dataset. Rashkin et al. (2019)
proposed EMPATHETICDIALOGUES (ED), the
first empathetic conversation dataset comprising
25K conversations in 32 emotions. Each conver-
sation is grounded in a specific situation where a
speaker is feeling an emotion, with a listener re-
sponding. Both generative and retrieval models
trained on the role of listener in the dataset ex-
hibited stronger empathy than models trained on
non-empathetic datasets. We compare ED and PEC
in the last paragraph of Section 3.
Persona-Based Conversational Models In recent
years, there is an emerging research trend in per-
sonalizing conversational models (Li et al., 2016;
Zhang et al., 2018a; Wolf et al., 2019; Chan et al.,
2019; Madotto et al., 2019; Zheng et al., 2019).
Li et al. (2016) encoded personas into distributed
representations in a Seq2Seq (Sutskever et al.,
2014) model and achieved improved generation
quality and persona consistency. Zhang et al.
(2018a) proposed PERSONA-CHAT (PC), a crowd-
sourced conversation dataset with persona infor-
mation, to improve model engagingness and con-
sistency. Mazare et al. (2018) further presented
a much larger persona-based conversation dataset
collected from Reddit (PCR) and showed that per-
sona consistently improves model performance
even when a large number of conversations is avail-
able. We compare PC, PCR and PEC in the last
paragraph of Section 3. Recently, Gu et al. (2019)
proposed DIM, a personalized response selection
model that performs interactive matching and hier-
archical aggregation, and achieved the state-of-the-
art performance on PERSONA-CHAT (PC).
Retrieval-based Conversational Models Recent
neural retrieval-based conversational models gen-
erally have three modules: encoding, matching
happy offmychest
train valid test train valid test
#Conv. 157K 20K 23K 124K 16K 15K
#Utter. 367K 46K 54K 293K 38K 35K
#Speaker 93K 17K 19K 89K 16K 16K
#Avg.PS 66.0 70.8 70.0 59.6 66.8 67.1
#Std.PS 38.1 36.7 36.9 40.2 39.0 38.8
#Avg.U 21.5 21.9 21.3 30.4 31.5 30.0
#Avg.P 10.9 10.8 10.8 10.9 10.9 10.9
Table 1: Statistics of PEC. #Avg.PS and #Std.PS de-
note average and standard deviation of the number of
persona sentences per speaker, respectively. #Avg.U
denotes the average utterance length. #Avg.P denotes
the average persona sentence length.
happy offmychest control group
Sentiment 0.85 -0.39 0.03
Empathy 0.73 0.61 0.25
Table 2: Sentiment and empathy of PEC and the con-
trol group. Sentiment ranges from -1 (negative) to 1
(positive). Empathy ranges from 0 (non-empathetic)
to 1 (empathetic). Ratings are aggregated by ma-
jority voting (averaging shows similar results). The
inter-annotator agreement, measured by Fleiss’ kappa
(Fleiss, 1971), for sentiment and empathy are 0.725 and
0.617, respectively. Both agreement statistics indicate
“substantial agreement”.
and aggregation (Lowe et al., 2015; Zhou et al.,
2016; Wu et al., 2017; Zhou et al., 2018b; Zhang
et al., 2018b; Chen and Wang, 2019; Feng et al.,
2019; Yuan et al., 2019). The encoding module
encodes text into vector representations using en-
coders such as LSTM, Transformer or BERT. The
matching module measures context-response asso-
ciations using various attention mechanisms at dif-
ferent granularities. The aggregation module sum-
marizes the matching information along each se-
quence to obtain the final representation. A recent
work Humeau et al. (2020) proposed Poly-encoder,
an efficient BERT-based response selection model
that obtained the state-of-the-art performance on
multiple conversation datasets.
3 The PEC Dataset
In this section, we introduce the collection proce-
dure and statistics of our proposed persona-based
empathetic conversation (PEC) dataset.
Data Source We collect empathetic conversa-
tions from two subreddits happy3 and offmychest4
on Reddit, a discussion forum where users can
discuss any topics on their corresponding sub-
3https://www.reddit.com/r/happy/
4https://www.reddit.com/r/offmychest/
forums/subreddits. The happy subreddit is where
users share and support warm and happy stories
and thoughts. The offmychest subreddit is where
users share and support deeply emotional things
that users cannot tell people they know. We choose
these two subreddits as our data source because
their posts have contrasting sentiments and their
comments are significantly more empathetic than
casual conversations, i.e., the control group, as
shown in Table 2.
Conversation Collection Discussions on Reddit
are organized in threads where each thread has one
post and many direct and indirect comments. Each
thread forms a tree where the post is the root node
and all comment nodes reply to their parent com-
ment nodes or directly to the root node. Therefore,
given a thread with n nodes, we can extract n− 1
conversations where each conversation starts from
the root node and ends at the n− 1 non-root nodes.
We randomly split conversations by threads accord-
ing to the ratio of 8:1:1 for training, validation and
test sets, respectively.
Persona Collection Following (Mazare et al.,
2018), for each user in the conversations we collect
persona sentences from all posts and comments the
user wrote on Reddit. The posts and comments
are split into sentences and each sentence must sat-
isfy the following rules to be selected as a persona
sentence: 1) between 4 and 20 words; 2) the first
word is “i”; 3) at least one verb; 4) at least one
noun or adjective; and 5) at least one content word.
Our rules are stricter than that from (Mazare et al.,
2018), allowing us to extract less noisy persona sen-
tences. For each user we extract up to 100 persona
sentences.
Data Processing We keep a maximum of 6 most
recent turns for each conversation. We filter con-
versations to ensure that 1) each post is between 2
and 90 words; 2) each comment is between 2 and
30 words5; 3) all speakers have at least one per-
sona sentence; and 4) the last speaker is different
from the first speaker in each conversation. The
last requirement is to maximally ensure that the
last utterance is the empathetic response instead
of a reply of the poster. In addition, persona sen-
tences appearing in the conversation responses are
removed to avoid data leakage. Finally, we lower-
case all data and remove special symbols, URLs
5Posts are usually longer than comments. 87% posts and
82% comments on happy are less than 90 and 30 words, re-
spectively. 24% posts and 59% comments on offmychest are
less than 90 and 30 words, respectively.
happy offmychest
Celebrating 43 years of marriage with the
love of my life.
Worried. Am I becoming depressed again? Please don’t leave me. Is
everything okay? You don’t seem yourself.
C
on
ve
rs
at
io
n She looks very young for someone who
has been married 43 years. That must
surely put her in the 63-73yr age range?!
I’m living these exact words.
I just turned 61, thanks! I hope everything works out for you. I’m trying not to fall apart.
I hope I look that young when I’m 61!
You guys are too cute, congratulations :)
Me too. If you ever want someone to talk to my messages are open to
you.
Pe
rs
on
a I took an 800 mg Ibuprofen and it hasn’t
done anything to ease the pain.
I think I remember the last time I ever played barbies with my litter
sister.
I like actively healthy. I have become so attached to my plants and I really don’t want it to die.
I want a fruit punch! I’m just obsessed with animals.
Table 3: Two example conversations with personas from PEC. The persona sentences correspond to the last speak-
ers in the conversations.
Dataset Source Persona Empathy Size Public
ED CS no yes 78K yes
PC CS yes no 151K yes
PCR Reddit yes no 700M no
PEC (ours) Reddit yes yes 355K yes
Table 4: Comparisons between PEC and related
datasets. ED denotes EMPATHETICDIALOGUES
(Rashkin et al., 2019). PC denotes PERSONA-CHAT
(Zhang et al., 2018a). PCR denotes the persona-based
conversations from Reddit (Mazare et al., 2018). CS
denotes crowd-sourced. The size denotes the number
of expanded conversations.
and image captions from each sentence. The statis-
tics of PEC are presented in Table 1. Two examples
of PEC are shown in Table 3.
Data Annotations We manually annotate 100 ran-
domly sampled conversations from each domain
to estimate their sentiment and empathy. To avoid
annotation bias, we add a control group comprising
100 randomly sampled casual conversations from
the CasualConversation6 subreddit, where users
can casually chat about any topics. Finally, we
mix and shuffle these 300 conversations before pre-
senting them to three annotators. The annotation
results are presented in Table 2. The posts in the
happy and offmychest domains are mostly positive
and negative, respectively. Both domains are sig-
nificantly more empathetic than the control group
(p < 0.001, one-tailed t-test).
Comparisons with Related Datasets Table 4
presents the comparisons between PEC and related
datasets. PEC has the unique advantage of being
both persona-based and empathetic. In addition,
PEC is collected from social media, resulting in a
much more diverse set of speakers and language
patterns than ED (Rashkin et al., 2019) and PC
6https://www.reddit.com/r/CasualConversation/
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Figure 2: Our CoBERT architecture.
(Zhang et al., 2018a), which are collected from
only hundreds of MTurk workers. Finally, PEC is
over 2x larger than other two public datasets, al-
lowing the exploration of larger neural models in
future research.
4 Our CoBERT Model
In this section we briefly introduce the task of re-
sponse selection and present our proposed CoBERT
model, as shown in Figure 2.
4.1 Task Definition
Given a conversation dataset D comprising of N
conversations in the format of (X,P, y), where
X = {X1, X2, ..., XnX} denotes the nX context
utterances, P = {P1, P2, ..., PnP } denotes the nP
persona sentences of the respondent, and y denotes
the response to X , the task of response selection
can be formulated as learning a function f(X,P, y)
that assigns the highest score to the true candidate
y and lower scores to negative candidates given X
and P . During inference, the trained model selects
the response candidate with the highest score from
a list of candidates.
4.2 BERT Representation
Similar to the Bi-encoder (Humeau et al., 2020),
we concatenate context utterances as a single con-
text sentence before passing it into BERT (Devlin
et al., 2019). Since there is no ordering among per-
sona sentences, we concatenate randomly ordered
persona sentences7. After passing the context, per-
sona and response to BERT encoders, we obtain
their vector representationsX ∈ Rm×d,P ∈ Rq×d
and Y ∈ Rn×d from the last layer, respectively,
where d denotes the embedding size of BERT, and
m, q and n denote the sequence lengths of context,
persona and response, respectively. Note that dif-
ferent segment ids are used to differentiate speaker
and respondent utterances in the context.
4.3 Hop-1 Co-attention
GivenX andY, we learn the first order matching
information using co-attention (Lu et al., 2016).
Specifically, we first compute the word-word affin-
ity matrixAXY ∈ Rm×n:
AXY = XY
T . (1)
Then the context-to-response attention AX2Y ∈
Rm×n and response-to-context attentionAY2X ∈
Rn×m can be computed as follows:
AX2Y = softmax(AXY), (2)
AY2X = softmax(ATXY), (3)
where softmax denotes the softmax function
along the second dimension. Finally, we ob-
tain the attended context representation X
′
=
AX2YY ∈ Rm×d and response representation
Y
′
X = AY2XX ∈ Rn×d.
To aggregate the first order matching information
and extract discriminative features, we apply max-
pooling toX
′
andY
′
X along the sequence dimen-
sion and obtainX
′
max ∈ Rd andY
′
X,max ∈ Rd.
4.4 Hop-2 Co-attention
We propose the hop-2 co-attention to learn sec-
ond order interactive matching. Different from the
attention-over-attention for reading comprehension
(Cui et al., 2017), our method learns bidirectional
matching for response selection. Specifically, we
apply attention over the attention matrices:
AX
′
= mean(AX2Y)AY2X, (4)
7Note that we do not adopt the approach in (Wolf et al.,
2019) to reuse the same positional information for all persona
sentences because it produces inferior performance in our
preliminary experiments
AY
′
= mean(AY2X)AX2Y, (5)
where AX
′ ∈ R1×m and AY ′ ∈ R1×n denote
the second order attention over X and Y, respec-
tively, and mean denotes averaging along the first
dimension. Then we obtain the attended context
representation X
′′
= AX
′
X ∈ Rd and response
representationY
′′
X = AY
′
Y ∈ Rd.
We apply the same procedure to match P and
Y and obtain the first order matching information
P
′
max ∈ Rd and Y
′
P,max ∈ Rd, and the second
order matching information P
′′ ∈ Rd and Y′′P ∈
Rd.
4.5 Loss
We obtain the final persona-augmented context
representation Xf = [X
′
max;X
′′
;P
′
max;P
′′
] ∈
R4d and the final response representation Yf =
[Y
′
X,max;Y
′′
X;Y
′
P,max;Y
′′
P] ∈ R4d, where [; ] de-
notes concatenation. Then we use dot product to
compute the final matching score:
f(X,P, y) = dot(Xf ,Yf ). (6)
We optimize our model by minimizing the cross-
entropy loss for selecting the true candidate from a
list of candidates. Formally, the loss Φ is computed
as follows:
Φ =
∑
(X,P,y)∼D
− e
f(X,P,y)∑
yˆ∼N (X)∪{y} ef(X,P,yˆ)
, (7)
where N (X) denotes a set of randomly sampled
negative candidates for the context X .
5 Experiments
In this section we present the datasets, baselines,
experimental settings, model comparisons and ab-
lation studies.
5.1 Datasets and Baselines
We evaluate models on PEC and its two sub-
domains, i.e., happy and offmychest. The training,
validation and test splits of PEC are combined from
the corresponding splits from happy and offmy-
chest. The dataset statistics are shown in Table 1.
We compare CoBERT with several competitive
baselines. Note that the BoW, HLSTM (Lowe
et al., 2015) and Bi-encoder (Humeau et al., 2020)
baselines share the same Tri-encoder architecture,
where the final matching score is the dot product
between the average of context and persona repre-
sentations and the response representation.
happy offmychest PEC (happy + offmychest)
Models R@1 R@10 R@50 MRR R@1 R@10 R@50 MRR R@1 R@10 R@50 MRR
BoW 10.2 45.6 85.2 21.8 13.9 51.6 87.1 26.2 15.4 52.9 86.7 27.4
HLSTM 15.7 53.6 91.6 28.1 17.6 55.7 91.8 30.2 22.2 63.0 94.8 35.2
DIM 31.3 67.0 95.5 43.0 40.6 72.6 96.4 51.2 39.3 74.6 97.3 50.5
Bi-encoder 32.4 71.3 96.5 45.1 42.4 78.4 97.6 54.5 42.3 79.2 98.1 54.4
Poly-encoder 33.7 72.1 96.7 46.4 43.4 79.3 97.7 55.3 43.0 79.8 98.2 55.2
CoBERT (ours) 36.2 73.0 96.9 48.4 47.0 79.7 97.8 58.0 45.1 80.5 98.3 56.7
Table 5: Test performance (in %) of CoBERT and all baselines. Values in bold denote best results.
BoW: The context, persona and response encoders
compute the averaged word embedding.
HLSTM (Lowe et al., 2015): The context encoder
has an utterance-level BiLSTM and a context-level
BiLSTM. All encoders share the utterance-level
BiLSTM. We average multiple persona sentence
representations to obtain the final representation.
DIM (Gu et al., 2019): The state-of-the-art non-
pretraiend model for persona-based response se-
lection. DIM adopts finer-grained matching and
hierarchical aggregation to learn rich matching rep-
resentation.
Bi-encoder (Humeau et al., 2020): The state-of-
the-art BERT-based model for empathetic response
selection (Rashkin et al., 2019).
Poly-encoder (Humeau et al., 2020): The state-of-
the-art BERT-based model for response selection.
Poly-encoder learns latent attention codes for finer-
grained matching. Note that we do not consider
Cross-encoder (Humeau et al., 2020) as an appro-
priate baseline because it performs two orders of
magnitude slower than Poly-encoder in inference,
rendering it intractable for real-time applications.
5.2 Experimental Settings
Model Settings We use fastText (Paszke et al.,
2019) embeddings of size 300 to initialize BoW
and HLSTM. We follow the released code8 to im-
plement DIM. For all BERT-based models, we use
the base version of BERT and share parameters
across all three encoders9. We use 128 context
codes for Poly-encoder10. We optimize all BERT-
based models using Adam (Kingma and Ba, 2014)
with batch size of 64 and learning rate of 0.00002.
The positive to negative candidates ratio during
training is set to 1:15. We use a maximum of
nX = 6 turns for the context and a maximum of
8https://github.com/JasonForJoy/DIM
9A shared BERT encoder obtained better performance than
separate encoders in our preliminary experiments.
10More context codes results in memory error in our exper-
iments. According to (Humeau et al., 2020), more context
codes only lead to marginally better results.
Train
Test happy offmychest PEC
happy 36.2 41.2 40.5
offmychest 28.8 47.0 38.4
PEC 37.0 47.5 45.1
Table 6: Transfer test of CoBERT in R@1 (in %).
nP = 10 randomly sampled persona sentences. We
conduct all experiments on NVIDIA V100 32GB
GPUs in mixed precision. Our data and code are
available in the supplementary material.
Evaluation Metrics Following (Zhou et al., 2018b;
Gu et al., 2019; Humeau et al., 2020), we evaluate
models using Recall@k (in %) where each test
example has C possible candidates to select from,
abbreviated to R@k, as well as mean reciprocal
rank (MRR). In our experiments, we set C = 100
and k = 1, 10, 50. The test candidate set includes
the true response and otherC−1 randomly sampled
responses from the test set.
5.3 Comparison with Baselines
Table 5 presents the test results of CoBERT and
all baselines on PEC and its two sub-domains.
Among the non-pretrained models, DIM outper-
forms BoW and HLSTM by large margins on all
datasets, demonstrating the importance of finer-
grained matching and hierarchical aggregation for
response selection. The simple Bi-encoder per-
forms noticeably better than DIM, suggesting that
sentence representation is another critical factor
in response selection and that BERT can provide
much richer representation than the BiLSTM used
in DIM. Poly-encoder performs best among all
baselines because it leverages the strengths of both
BERT and attention-based finer-grained matching.
Our CoBERT consistently outperforms all base-
lines on all datasets with large margins, includ-
ing the state-of-the-art Poly-encoder. The perfor-
mance gain is primarily attributed to our multi-
hop co-attention, which learns higher-order bidirec-
tional word-word matching between context and re-
sponse, whereas Poly-encoder only learns the first
order unidirectional attention from response to con-
text using latent attention codes. Efficiency-wise,
CoBERT has slightly longer inference time (1.50x)
but requires much less memory usage (0.62x) than
Poly-encoder, as shown in Table 7.
We further investigate how well our model can
generalize across different domains, as reported in
Table 6. In general, in-domain test results are better
than out-of-domain test results. The transfer per-
formance from happy to offmychest (41.2%) and
vice versa (28.8%) are comparable to in-domain
performance of DIM (40.6% on offmychest and
31.3% on happy), suggesting that our model can
generalize well across empathetic conversations in
contrasting sentiments.
5.4 Comparison with BERT-adapted Models
To perform a more comprehensive evaluation of
CoBERT, we compare CoBERT with several com-
petitive BERT-adapted models where the sentence
encoders are replaced by BERT, as shown in the
middle section of Table 7.
BERT + MemNet (Zhang et al., 2018a): MemNet
incorporates persona into context using a Memory
Network (Sukhbaatar et al., 2015) with residual
connections. The BERT+MemNet model performs
slightly worse than Bi-encoder and much worse
than our CoBERT, although it achieves slightly
faster inference than Bi-encoder.
BERT+DAM (Zhou et al., 2018b): DAM ag-
gregates multi-granularity matching using con-
volutional layers. The BERT+DAM model per-
forms significantly better than Bi-encoder in R@1,
demonstrating the usefulness of learning n-gram
matching over the word-word matching matrices.
Nevertheless, CoBERT performs noticeably better
and has faster inference (7.13x) than BERT+DAM.
BERT+DIM (Gu et al., 2019): We leverage the
benefits from both the strong sentence representa-
tion of BERT and the rich finer-grained matching of
DIM. Despite of its combined strengths from both
worlds, BERT+DIM performs marginally worse
than CoBERT, suggesting that the more complex
matching and aggregation methods in DIM do not
lead to performance improvement over our multi-
hop co-attention. In addition, CoBERT is substan-
tially faster (9.18x) than BERT+DIM in inference,
thus more practical in real-world applications.
5.5 Ablation Study
We conduct ablation studies for CoBERT, as shown
in the bottom section of Table 7.
Model R@1 MRR InfTime RAM
Baselines
DIM 40.3 51.6 10.36x 0.79x
Bi-encoder 42.6 55.2 1.00x 1.00x
Poly-encoder 43.3 55.7 1.33x 1.84x
BERT-adapted Models
BERT+MemNet 42.3 53.8 0.87x 0.89x
BERT+DAM 45.0 56.9 14.26x 1.57x
BERT+DIM 46.1 57.7 18.36x 1.78x
Ablations
CoBERT (ours) 46.2 57.9 2.00x 1.14x
- hop-1 44.0 56.2 1.65x 1.11x
- hop-2 45.5 57.1 1.76x 1.11x
+ hop-3 46.0 57.6 2.70x 1.13x
- max + mean 44.1 56.3 2.12x 1.13x
+ mean 46.1 57.8 2.71x 1.15x
Table 7: Validation performance (in %), inference
time (InfTime) and memory usage (RAM) for BERT-
adapted models and ablation studies on PEC. InfTime
and RAM are relative to the Bi-encoder.
Removing either hop-1 or hop-2 co-attention
results in noticeably worse performance, albeit
slightly faster inference. Removing hop-1 leads
to larger performance drop than removing hop-
2, suggesting that the first order matching infor-
mation seems more important than the second or-
der matching information for response selection.
An additional hop-3 co-attention results in slightly
worse performance, suggesting that our two-hop
co-attention is the sweet spot for model complexity.
Replacing the max pooling in the hop-1 co-
attention by mean pooling leads to much worse
performance. In addition, concatenating both max
and mean pooling slightly degrades performance,
as well as inference speed. Our analysis suggests
that max pooling may be essential for extracting
discriminative matching information.
6 Discussion
Empathetic vs. Non-empathetic We investigate
whether persona improves empathetic responding
more when CoBERT is trained on empathetic con-
versations than non-empathetic ones. First, we
introduce a non-empathetic conversation dataset as
the control group, denoted as CASUAL, which is
the same as the control group in the Data Anno-
tations in Section 3 but much larger in size. The
CASUAL dataset is collected and processed in the
same way as PEC but has significantly lower empa-
thy than PEC (see Table 2). The sizes of training,
validation and testing splits of CASUAL are 150K,
20K and 20K, respectively. Then, we replace a ran-
dom subset of training examples from CASUAL
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Figure 3: Validation R@1 (in %) against different ra-
tios of PEC in the CASUAL training set.
by the same number of random training examples
from PEC. We then compare the persona improve-
ment, i.e., R@1 (nP = 10) − R@1 (nP = 0), on
the PEC validation set and the CASUAL valida-
tion set for different replacement ratios, where nP
denotes the number of persona sentences.
The results are illustrated in Figure 3. It is un-
surprising that for both cases, i.e., nP = 0 and
nP = 10, the validation R@1 on PEC increases
and the validation R@1 on CASUAL decreases as
the ratio of PEC in the training dataset increases.
We also observe that persona consistently improves
performance on both validation sets for all ratios.
By investigating the two shaded regions in Fig-
ure 3, we find that the persona improvement on
casual responding remains almost constant as more
CASUAL training examples are used (3.31% when
trained on all 150K PEC conversations vs 3.44%
when trained on all 150K CASUAL conversations).
However, the persona improvement on empathetic
responding consistently increases as more PEC
training examples are used (3.77% when trained
on all 150K CASUAL conversations versus 6.32%
when trained on all 150K PEC conversations),
showing that persona improves empathetic respond-
ing significantly more when CoBERT is trained on
empathetic conversations than non-empathetic ones
(p < 0.001, one-tailed t-test), which suggests an
empirical link between persona and empathy in
human conversations. Based on Psychology, one
possible explanation for this link is that persona is
highly correlated to personality (Leary and Allen,
2011), which in turn influences empathy and empa-
thetic responding (Costa et al., 2014).
Number of Persona Sentences We analyze the
persona improvement with respect to different num-
bers of persona sentences nP , as shown in Table
811. It is clear that model performance, inference
time and memory usage all increase when more per-
11Using nP = 30 results in memory error.
nP 0 1 2 5 10 20
R@1 40.4 42.0 42.8 45.1 46.2 47.1
InfTime 1.00x 1.34x 1.38x 1.55x 1.90x 2.96x
RAM 1.00x 1.05x 1.06x 1.19x 1.51x 2.29x
Table 8: Validation R@1 (in %), inference time (Inf-
Time) and memory usage (RAM) on PEC against dif-
ferent number of persona sentences nP .
Context: I’m on a diet and lost ten pounds this month!
Persona Model Response
I am a college
graduate.
Congrats! I’m trying to lose weight as
well.
I work in a gym. Good job! Doing some exercises will
help you stay fit!
I am a doctor. Congrats! Don’t forget to take ade-
quate nutrition though.
Table 9: Case study.
sona sentences are incorporated. Note that memory
usage grows quadratically with nP due to the self-
attention operations in BERT. We chose nP = 10
in our experiments because it achieves competitive
performance at a reasonable cost of efficiency.
Case Study We conduct a case study on how per-
sona affects model responses, as shown in Table 9.
The model responses are selected by CoBERT from
1K randomly sampled candidates. It is clear that
given the same context, different persona leads to
different persona-based empathetic responses. For
example, when the persona is ”I am a doctor.”, the
model response expresses both praise and caring
about the speaker’s health.
7 Conclusion
Motivated by the theories in Psychology and our
empirical analysis, we present a new task and a
large-scale multi-domain dataset, PEC, towards
persona-based empathetic conversations. We then
propose CoBERT, an effective and efficient model
that obtains substantially better performance than
competitive baselines on PEC, including the state-
of-the-art Poly-encoder and several BERT-adapted
models. CoBERT is free from hyper-parameter
tuning and universally applicable to the task of
response selection in any domains. Finally, we
present the first empirical study on the impacts
of persona on empathetic responding. Our results
show that persona improves empathetic responding
more when CoBERT is trained on empathetic con-
versations than non-empathetic ones, establishing
an empirical link between persona and empathy in
human conversations. More detailed analysis on
this empirical link is left for future work.
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