Given a nonlinear control system m x(t) = f(x(t)) + I u.(t)g.(x(t)J on H n and a point x. in R n , we want to approximate the system near x by a linear system. Of course, one approach is to use the usual Taylor series linearization. However, the controllability properties of both the nonlinear and linear systems depend on certain Lie brackets of the vector field under consideration. This suggests that we should construct a linear approximation based on Lie bracket matching at x_. IK general, the linearizations based on the Taylor method and the Lie , .-'f
bracket approach are different. However, under certain mild assumptions, we show that there is a coordinate system for K near x in which these two types of linearizations agree. We indicate the im- Suppose we have a nonlinear control system that we wish to simplify in some way. An approach that has received much attention in the literature is the exact linearization, whereby the nonlinear system is transformed to a linear system. Both theoretical problems [1] , [2] , [3] , [4] , [5] , [6] , [7] and practical applications [8] , [9] , [10] , [11] , [12] , [13] , [14] , [15] , [16] , [17] concerning this method exist. Theoretically, a nonlinear control system in which the controls enter linearly, is "(locally) equivalent" to a controllable linear system if and only if (i) a certain set of vector fields is linearly independent and (ii) related sets of vector fields are involutive (see [3] and [5] , These two conditions will be explicitly stated later.
The ideas in this paper were generated by the desire to construct an approximate transformation (if an exact one cannot be found) for a nonlinear system that is transformable to a linear one. Meyer [12] used linear Taylor series expansions about certain points along a flight trajectory to discover approximate transformations. However, this type of linearization did not in general reflect the rich differential geometry inherent in the assumptions (i) and (ii) previously Recently, the authors have discovered for nonlinear systems satisfying the condition (i) that there exists a coordinate system (called the s coorinates) on state space in which the nonlinear system is in a particularly nice form [18] , [19] .
This state space coordinate system appears in the literature in [1] and [3] , but the canonical system expansion of a general nonlinear system presented in [19] is new.
The main point of this paper is to show that the two kinds of linearizations coincide in the s coordinate system that we studied in [19] . We consider formal Volterra series and stress the importance of this agreement in computing Volterra kernels. From an input to output (input to state in our case) point of view, for any appropriate input the error between the time responses of the actual system and the approximating system (in the special coordinates) propagates like 0(|t| ) in the single input case.
We show how to compute the coordinate changes to move from the original coordinate system to the one in which the linearizations agree, but it is not always possible to do this in practice. However, we are still able to find the linear part about X Q of the nonlinear system in the special coordinates.
In Section 2 of this paper we present definitions, review the exact linearization results, and indicate the desired coordinate system for a nonlinear control system. Section 3 consists of an example, the main result, and the interpretation of this result in terms of Volterra kernels.
II. Preliminaries
For C°° vector fields f (x) and g (x) on K n we denote the Lie bracket (this is the negative of the usual definition) (ad j~2 f,g_],...,g ,[f,g 1 (ad j 2 f,gJ)
for j=i,2,...,m. Suppose near x~ system (1) satisfies the two conditions:
(i) The set C spans n dimensional space and the span of C.
equals the span of C.nc for each j=l,2,...,ro.
(ii) Each set C.,j=l,2,...,m, is involutive; i.e. the Lie bracket of any two vector fields in C. is a linear combination of the vector fields in C.. D Then it is proved in [3] and [5] if f(x Q )=0 and [21] if f(x Q )^0 that system (1) is locally equivalent to a controllable linear system with Kronecker indices *..,*_,...,< (we can renumber the Si'S?'*""'^m to ma^e K. >< 0 >...> K if necessary). Hence there are new state and control l -2 --m •* variables in which system (1) is actually a linear system for x near X Q . This is called an exact linearization of (1).
If the above two conditions hold and the state and control transformations can be found (a method for constructing such transformations is described in [5] ), then it is not necessary to approximate the nonlinear system (1) by a linear system because in the correct coordinates it is a linear system. Suppose we assume that assumption (i) holds for system (1) but discard condition (ii). We present a coordinate system (called the s coordinates) on E n near x n in which our nonlinear system takes a particularly nice form. In fact/ if condition (ii) also holds we have a pure feedback system as in [19] (related results are in C3J), and it is trivial to move from this form to a linear system.
In a special case these pure feedback systems are called block triangular by Meyer and Cicolani [9.1.
Emphasizing that we are working under condition (i) only, we reorder the elements in the set C to reflect descending orders in the superscripts on the ad's and ascending orders in the subscripts of the g's. We call this reordering C 1 and the first element of C' is
The process can be continued, and the last element in C 1 becomes g . m This order is simply the opposite lexicographic order. Since the set C' consists of linearly independent vector fields, by the inverse function theorem we can solve for s,,s_,...,s as func-1 2. n tions of x,,x_,...,x near x n -Moreover, we can take the point s = 0, the origin in s-space.
We now view the s coordinates geometrically and introduce a sequence of manifolds 3 ,S ,...,3 in the following manner. S is the point 0 and S is the one-dimensional integral manifold of We remark that in the s coordinates, These facts will prove to be useful in our later work.
We shall return to the nonlinear system (I) and introduce two • kinds of approximate linearizations for nonlinear systems.
III. Approximate Linearizations
Given system (1) and point x^, we suppose that condition (i) is satisfied. We can do the usual Taylor series approach to find the linear approximation (about X Q and zero controls)
where A = ^-(x_) and b. = g.(x_), i=l,2,...,m. This is called the ox u i i u tangent model in [12] . Using Lie bracket matching at x,. we arrive at the modified tangent model [20] m (6) x The advantages and disadvantages of each of these two types of linearizations will be stressed in terms of the formal Volterra series introduced later. We now show that for classical problems in control theory, these linearizations agree. * Suppose x.. is an equilibrium point of the system x=f(x) in (1) (i.e. f(x_)=0) and assume x.=0. The system (5) given by Taylor series k k has the property that A b.=(ad f,g.)(0), k=0,1,2,...,<., and i=l,2,...,m. Thus the tangent model and modified tangent agree in this case.
Suppose cp is a trajectory of system (1) corresponding to all u.=0; in other words <J> = f (cp(t) ) . We let
Setting (p(t Q )=x 0 and T=A(t)-^r, a time varying Lie derivative, we find (as Hermes did in [22] ) that 8b ± (t 0 ) rb, (t n ) = A(tjb,(t«) -• 1 °a t = tf / g i ](x n ) / i = 1,2, ...,111, We now present an example in P to show that these approximating linearizations can be different. reasonable. In our later discussion of Volterra series, these observations will be explained. We remark that in our s coordinate system, we do not have to choose between these types of linearizations,
The authors wish to thank a reviewer for shortening the proof of the following result. If we are concerned with convergence, then we must take f'9i'*'-'9_ to be real-analytic. However, since we are interested in low order Volterra kernels, we stay with the C assumption and consider expansions of low order plus remainder as in [23] .
We assume for the rest of our discussion on Volterra series that the initial value problem x=f (x) ,x(0)=x has a solution on [0,T], for some T >0, and the real-valued inputs considered are in L ([0,T]).
This allows us to discuss finite Volterra expansions with remainder (analogously to that of Taylor series) as in [23] . The time t will be restricted to the set [0,T].
From [24] we take the Volterra expansions for the system (1) with output y=h(x) Here the notation from [24] has been extended to multi-input systems, and the infinite series are to be taken formally and will be truncated in our discussion.
Recall that the important consideration in this paper is the approximation of the nonlinear system (1) by a linear system of the form (2) .
Suppose we consider Volterra expansions in the form (9) for systems (1) and (2) , both having the identity as output. If (2) is formed by the usual Taylor approach (i.e. we have the tangent model) , then for the first three terms in w n (t) for the system (2) we obtain
Hence we have agreement in the kernels w Q (t) for the nonlinear system and the tangent model through order t 2 terms. This is a significant characteristic of the linear Taylor series expansion for our nonlinear 3 f system. If A in (2) is not -5-(x ) , as can occur in the modified w jC \J tangent model, this agreement through order t is not assured. tf Letting e h| denote the flow of the system x=f(x(t)) starting X 0 at x , we can rewrite the kernels w.(t,i ) as (see [24] ) r (-l) k k tf (13) w.(t,r.) = I ., (ad T f,g.)e h | , i = l,2,...,m. nels for the linear system (2) are'of course zero. We are interested 2 in those terms that contribute to degree t or less, the remaining terms being moved to O(|t| ). Hence we consider £ in (14) , and in k=0 fact examine only k =0 and k =0, k =1 and k =0, k =0 and k_=l for w. in (10) and k =k =k=0 in w. . i 123 i i .
Computing we find m t L i=l 0 t T n 3g. y (15) m ft
Using the fact that the tangent model and modified tangent model agree we obtain (16) y-y L = The paper [203 is written from the point of view that the modified tangent model is more natural than the tangent model for constructing approximate transformations to linear systems for exactly linearizable nonlinear systems. However, since these two models agree in the s coordinates, no choice need be made. We simply find the tangent model in the s coordinates and apply the approximate transformation theory of [12] .
In designing a trajectory autopilot for VSTOL aircraft, the method of [12] has been successfully tested in flight simulation.
In this article we have considered two types of linearizations of a nonlinear system about a point x_. We have found a coordinate system in which these agree and have shown the value of this in examining input to state time response through Volterra expansions.
Some of the results of this paper are presented in preliminary form in [25J.
Recent results by Krener [26] on approximate linearization by state feedback and coordinate changes are quite interesting.
