AbstractÐSimilarity search in multimedia databases requires an efficient support of nearest-neighbor search on a large set of highdimensional points as a basic operation for query processing. As recent theoretical results show, state of the art approaches to nearest-neighbor search are not efficient in higher dimensions. In our new approach, we therefore precompute the result of any nearest-neighbor search which corresponds to a computation of the Voronoi cell of each data point. In a second step, we store conservative approximations of the Voronoi cells in an index structure efficient for high-dimensional data spaces. As a result, nearest neighbor search corresponds to a simple point query on the index structure. Although our technique is based on a precomputation of the solution space, it is dynamic, i.e., it supports insertions of new data points. An extensive experimental evaluation of our technique demonstrates the high efficiency for uniformly distributed as well as real data. We obtained a significant reduction of the search time compared to nearest neighbor search in other index structures such as the X-tree.
INTRODUCTION
A N important research issue in the field of multimedia databases is the content-based retrieval of similar multimedia objects such as images, text, and videos [1] , [15] , [17] , [22] , [28] , [30] . However, in contrast to searching data in a relational database, a content-based retrieval requires the search of similar objects as a basic functionality of the database system. Most of the approaches addressing similarity search use a so-called feature transformation which transforms important properties of the multimedia objects into high-dimensional points (feature vectors). Thus, the similarity search corresponds to a search of points in the feature space which are close to a given query point and, therefore, corresponds to a nearest neighbor search. Up to now, a lot of research has been done in the field of nearest neighbor search in high-dimensional spaces [2] , [8] , [16] , [23] , [25] , [32] .
Most of the existing approaches solving the nearest neighbor problem perform a search on a priori built index while expanding the neighborhood around the query point until the desired closest point is reached. However, as recent theoretical results [5] show, such index-based approaches must access a large portion of the data points in higher dimensions. Therefore, searching an index by expanding the query region is, in general, inefficient in high dimensions. One way out of this dilemma is exploiting parallelism for an efficient nearest neighbor search, as we did in [8] .
In this paper, we suggest a new solution to sequential nearest neighbor search which is based on precalculating and indexing the solution space instead of indexing the data. The solution space may be characterized by a complete and overlap-free partitioning of the data space into cells, each containing exactly one data point. Each cell consists of all potential query points which have the corresponding data point as a nearest neighbor. The cells therefore correspond to the d-dimensional Voronoi cells [24] . Determining the nearest neighbor of a query point now becomes equivalent to determining the Voronoi cell in which the query point is located. Since the Voronoi cells may be rather complex high-dimensional polyhedra which require too much disk space when stored explicitly, we approximate the cells by minimum bounding (hyper-) rectangles and store them in a multidimensional index structure such as the X-tree [9] . The nearest neighbor query now becomes a simple point query which can be processed efficiently using the multidimensional index. In order to obtain a good approximation quality for high-dimensional cells, we additionally introduce a new decomposition technique for high-dimensional spatial objects.
The paper is organized as follows: In Section 2, we cover related work and briefly discuss the problems that occur in indexing high-dimensional space. Section 3 then introduces our new solution to the nearest neighbor problem, which is based on approximating the solution space. We formally define the solution space as well as the necessary cell approximations and, in Section 4, we outline an efficient algorithm for determining the high-dimensional cell approximations. Section 5 introduces improved algorithms for calculating the approximations and describes the incremental algorithms which are necessary for dynamic databases. In Section 6, we then discuss the problems related to indexing the high-dimensional cell approximations and introduce our solution, which is based on a new decomposition of the approximations. In Section 7, we present an experimental evaluation of our new approach using uniformly distributed, as well as real, data. The evaluation unveils significant speed-ups over the R*-treeand X-tree-based nearest neighbor search.
MOTIVATION
In high-dimensional data spaces, a broad variety of mathematical effects can be observed when one increases the dimensionality of the data space. These effects are subsumed by the term ªcurse of dimensionalityº because they are nonintuitive and, also, devastating for the performance of multidimensional index structures. Generally speaking, the problem is that important parameters such as volume and area depend exponentially from the number of dimensions of the data space. Therefore, most index structures proposed so far operate efficiently only if the number of dimensions is fairly small. The effects are nonintuitive because we are used to dealing with threedimensional spaces in the real world, but these effects do not occur in low-dimensional spaces. Many people even have trouble understanding spatial relation in threedimensional spaces, however, no one can ªimagineº an eight-dimensional space. Rather, we always try to find a low-dimensional analogy when dealing with such spaces.
To demonstrate how much we stick to our understanding of low-dimensional spaces, consider the following lemma: Consider a cubic-shaped d-dimensional data space of extension HY I d . We define the center-point of the data space as the point HXSY F F F Y HXS. The lemma ªEvery ddimensional sphere touching (or intersecting) the d À Idimensional boundaries of the data space also contains º is obviously true for d P, as one can take from Fig. 1 . Spending some more effort and thinking, we are able to also prove the lemma for d Q. However, the lemma is definitely false for d IT, as the following counterexample shows. Define a sphere around the point p HXQY F F F Y HXQ. This point p has a Euclidean distance of d Á HXP P p HXV from the center point. If we define the sphere around p with a radius of 0.7, the sphere will touch (or intersect) all 15-dimensional surfaces of the space. However, the center point is not included in the sphere. We have to be aware of the fact that effects like this are not only nice mathematical properties, but also lead to severe conclusions for the performance of index structures.
The most basic effect is the exponential growth of volume. The volume of a cube in a d-dimensional space is of the formula: vol e d , where d is the dimension of the data space and e is the edge length of the cube. Now, if the edge length is a number between 0 and 1, the volume of the cube will exponentially decrease when increasing the dimension. Viewing the problem from the opposite side, if we want to define a cube of constant volume for increasing dimensions, the appropriate edge length will quickly approach 1. For example, in a two-dimensional space of extension HY I d , a cube of volume 0.25 has an edge length of 0.5, whereas, in a 16-dimensional space, the edge length has to be HXPS IT p HXWIU. Another important issue is the space partitioning one can expect in high-dimensional spaces. Usually, index structures split the data space using d À I-dimensional hyperplanes; for example, in order to perform a split, the index structure selects a dimension (the split dimension) and a value in this dimension (the split value). All data items having a value in the split dimension smaller than the split value are assigned to the first partition, whereas the other data items form the second partition. This process of splitting the data space continues recursively until the number of data items in a partition is below a certain threshold and the data items of this partition are stored in a data page. Thus, the whole process can be described by a binary tree, the split tree. As the tree is a binary tree, the height h of the split tree usually depends logarithmically on the number of leaf nodes, i.e., data pages. On the other hand, the number d H of splits for a single data page is, on average,
where N is the number of data items and g eff d is the capacity of a single data page. Thus, we can conclude that if all dimensions are equally used as split dimensions, a data page has been split at most once or twice in each dimension and, therefore, spans a range between 0.25 and 0.5 in each of the dimensions (for uniformly distributed data). From that, we may conclude that the majority of the data pages is located at the surface of the data space rather than in the interior. Additionally, this obviously leads to a coarse data space partitioning in single dimensions. However, from our understanding of index structures such as the R*-Tree, which had been designed for geographic applications, we are used to very fine partitions where the majority of the data pages is in the interior of the space and we have to be careful not to apply this understanding to high-dimensional spaces. Fig. 2 depicts the different configurations. Note that this effect applies to almost any index structure proposed so far because we only made assumptions about the split algorithm. Additionally, not only index structures show a strange behavior in high-dimensional spaces, but also the expected distribution of the queries is affected by the dimensionality of the data space. If we assume a uniform data distribution, the selectivity of a query (the fraction of data items contained in the query) directly depends on the volume of the query. In the case of nearest-neighbor queries, the query affects a sphere around the query point which exactly contains one data item, the NN-sphere. According to [5] , the radius of the NN-sphere increases rapidly with increasing dimension. In a data space of extension HY I d , it quickly reaches a value larger than 1 when increasing d. This is a consequence of the above-mentioned exponential relation of extension and volume in high-dimensional spaces.
Considering all these effects, we can conclude that if one builds an index structure using a state-of-art split algorithm, the performance will deteriorate rapidly when increasing the dimensionality of the data space. This has been realized not only in the context of multimedia systems [5] , where nearest-neighbor queries are most relevant, but also in the context of data warehouses, where range queries are the most frequent type of query [3] , [4] .
High-Dimensional Index Structures
A variety of multidimensional index structures has been proposed in the past (e.g., [26] , [9] , [11] ). Most of these index structures have been designed to be efficient in lowdimensional data spaces, i.e., for data items having up to three or four attributes. Therefore, these index structures are preferably used in geographical applications where only two attributes occur.
In high-dimensional spaces, a variety of effects arise, deteriorating most of the low-dimensional index structures. For example, the directory of R*-trees degenerates when going to higher dimensions because of massive overlap in the directory which is due to the inappropriate split algorithm. Other index structures suffer from the exponential growing of space, e.g., a 16-dimensional Quad-Tree has a fanout of P d P IT TSY SQT, which leads to underfilled data nodes.
Therefore, recently, some index structures have been proposed especially focusing on high-dimensional spaces. In [21] , Lin et al. presented the TV-tree, which is an R-treelike index structure. The TV-tree is based on the concept of telescope vectors (TV). The basic idea is to treat attributes asymmetrically. For example, all data items in a data page may have one attribute value in common so that storing this attribute is redundant. On the other hand, we may achieve enough selectivity in the directory using only a few of the attributes. Telescope vectors therefore divide the attributes in three classes: attributes which are common to all according data items, attributes which are used to build the directory, and attributes which are ignored. The major drawback of the TV-tree is that we require information about the behavior of the single attributes, e.g., their selectivity.
Another R-tree-like high-dimensional index structure is the SS-tree [33] , which uses spheres instead of bounding boxes in the directory. Although the SS-tree clearly outperforms the R*-tree, spheres tend to overlap in high-dimensional spaces, too. Thus, recently, an improvement of the SS-tree has been proposed in [20] , where the concepts of Rtrees and the SS-tree are integrated in one new index structure, the SR-tree. The directory of the SR-tree consists of spheres (SS-tree) and hyper-rectangles (R-tree) such that the area corresponding to a directory entry is the intersection between the sphere and the hyper-rectangle. Therefore, the SR-tree outperforms both the R*-tree and the SS-tree.
In [18] , Jain and White introduced the VAM-Split R-tree and the VAM-Split KD-tree. Both are static index structures, i.e., all data items must be available at the creation time of the index. VAM-Split trees are rather similar to KD-trees [26] , however in contrast to KD-trees, splits are not performed using the 50 percent-quantile of the data according to the split dimension and the dimension where the maximum variance occurs as a split dimension. VAM Split trees are build in main memory and then stored to secondary storage. Therefore, the size of a VAM Split tree is limited by the available main memory.
In [9] , the X-tree has been proposed which is a index structure adapting the algorithms of R*-trees to highdimensional data using two techniques: First, the X-tree introduces an overlap-free split algorithm which is based on the split history of the tree. Second, if the overlap-free split algorithm would lead to an unbalanced directory, the X-tree omits the split and the directory node accordingly becomes a so-called supernode. Supernodes are directory nodes which are enlarged by a multiple of the block size. The Xtree outperforms the R*-tree by a factor of up to 400 (point queries). However, the dynamic construction of an X-Tree is very time-consuming.
To overcome this drawback, Berchtold et al. recently proposed a bottom-up construction technique of the X-Tree [3] . Additionally, they introduced the concept of unbalanced partitioning. This concept is motivated by the fact that queries of a reasonable selectivity have a very large extension in high-dimensional spaces. Therefore, when processing range queries, a split at the 50 percent-quantile is suboptimal and leads to an excessive page accesses. Instead, one should split the space at, e.g., the 10 percentquantile. However, in order to create a correct X-Tree having no underfilled nodes, the concept of unbalanced split is still restricted with respect to the choice of the quantile.
Therefore, Berchtold et al. developed the PyramidTechnique [4] . The Pyramid-Technique is a mapping from d-dimensional space into a one-dimensional space. By mapping the data items into a one-dimensional space, a B -tree can be used as an efficient index structure. The Pyramid-Technique partitions the space into partitions shaped like the peel of an onion. As experiments show, the Pyramid-Tree is very efficient for almost cubic shaped range queries. 
APPROXIMATING THE SOLUTION SPACE
Our new approach to solving the nearest neighbor problem is based on precalculating the solution space. Precalculating the solution space means determining the Voronoi diagram (cf. Fig. 3a ) of the data points in the database. In the following, we recall the definition of Voronoi cells as provided in [27] .
Definition 1 (Voronoi Cell, Voronoi Diagram). Let hf be a database of points. For any subset e P hf of size m X jej, I m`x and a given distance function
Cell of e is defined as
The order-m Voronoi diagram of hf is defined as
Note that we are primarily interested in the nearest neighbor of a query point and that we assume the Voronoi cells to be bounded by the data space (h). Therefore, in the following, we only have to consider bounded Voronoi cells of order 1, which are also called NN-cells (cf. Fig. 3b ).
Definition 2 (NN-cell, NN-Diagram). For any Point p P hf
and a given distance function
The NN-Diagram of a database of points hf is defined as xxEhigrmhf X fxxEgell j P hfgX According to Definition 2, the sum of the volumes of all NNcells is the volume of the data space (cf. Fig. 3b ):
Higher-order NN-cells which can be used to answer knearest neighbor queries are defined in a similar way. For a subset of k points, NN-Cell( ) covers the space of all the points that are closer to points in than to any point not in :
If we are able to efficiently determine the NN-cells, to explicitly store them, and to directly find the NN-cell which contains a given query point, then the costly nearest neighbor query could be executed by one access to the corresponding NN-cell. In general, however, determining the NN-cells is rather time consuming and requires (at least) x log x for d P fIY Pg and x ddaPe for d ! Q in the worst case [24] for a Euclidean distance function. In addition, the space requirements for the NN-cells (number of k faces of the NN-diagram) are
in the worst case [14] , making it impossible to store them explicitly. For a practical solution, it is therefore necessary to use approximations of the NN-cells. Approximations are a well-known technique which has been successfully used for improving the query processing in the context of geographical databases [10] . In principle, any approximation, such as (hyper-) rectangles, rotated (hyper-) rectangles, spheres, ellipsoids, etc., may be employed. In our application, we use an approximation of the NN-cells by minimum bounding (hyper-) rectangles and store them in a multidimensional index structure (e.g., the X-tree [9] ). The nearest neighbor query can then be executed by a simple and very efficient point query on this index. In the following, we define the approximation of the NN-cells.
Definition 3 (MBR-Approximation of NN-cells).
The MBR approximation eppr wf of a nearest neighbor cell (xxg) is the minimum bounding (hyper-) rectangle wf
Let us now consider examples of the NN-cells and their MBR-approximations for a number of different data distributions. Fig. 4a and Fig. 4b show the NN-diagram and the corresponding approximation diagram for two independent uniformly distributed dimensions, Fig. 4c and Fig. 4d show the two diagrams for a regular multidimensional uniform distribution, and Fig. 4e and Fig. 4f show the diagrams for a sparse distribution. A uniform distribution is usually generated by using a random number generator to produce the data values for each of the dimensions independently. This generation process produces a data set whichÐprojected onto each of the dimension axes Ðprovides a uniform distribution. It does not mean, however, that the data is distributed uniformly in multidimensional space, i.e., for a partitioning of the data space into cells of equal size that each of the cells contains an equal number of data points. A distribution which fulfills the latter requirement is called a multidimensional distribution.
Note that the regular multidimensional uniform distribution corresponds to the best case for our approach and the sparse distribution corresponds to the worst case: In the case of the regular multidimensional uniform distribution, the MBR approximations are identical with the NN-cells, which means that the approximations do not have any overlap and, therefore, a point query on the index accesses only one page. In contrast, in the case of the sparse distribution, almost all approximations are identical with the h, which means that the approximations completely overlap and a point query on the index accesses the most data pages.
COMPUTATION OF THE APPROXIMATIONS
From the above definitions, the question remains how to compute the MBR-approximation of an NN-cell. For this task, we developed an efficient algorithm which is based on the following geometric insights. According to Definition 2, an NN-cell of a point p is defined in terms of all the other points p H P hf À fpg in the database. From a geometric point of view, the formula represents an intersection of halfspaces h p p H , each of them being defined by the point p and a partner point p H :
where h p p H fx P h X dxY p dxY p H g. In the case of a higher-order NN-Cell( ) for a set of points, again the formula is similar [24] 
or, equivalently:
Overall, we obtain a representation of xxEgellp by a system of linear inequalities over the points p H P hf À fpg:
As we will see later, many of these x inequalities do not actually constrain the resulting cell, but are redundant and, in general, only a small fraction of the inequalities are required to exactly define xxEgellp (Fig. 5b ). The number of inequalities which actually constrain the resulting cell grows for higher dimensions. Since the complexity of the NN-cell increases with the dimension, it is more important to use approximations that compute and store the exact NN-cells for nearest-neighbor search.
Having a system of linear constraints for the representation of NN-cells, we now focus on the MBR-approximation of NN-cells which we introduced in Definition 3. Note that computing the MBR of an NN-cell represents an optimization problem since we have to determine the minimum and the maximum coordinate of the NN-cell in each dimension. For a reformulation of the approximation problem, let low i be the ith unit vector, i.e., Fig. 6 ). For the MBR, we have to compute l i and h i for each dimension i IY F F F Y d: 
H P hf À fpg. The constraint x P h is due to the basic observation that, without loss of generality, the objects in the database, as well as the queries, are taken from the data space (e.g., HY I d ). Thus, the desired MBR approximation does not need to exceed the data space. The constraint x P h provides the additional advantage that efficient linear programming algorithms exist which require a boundary constraint [29] . Thereby, the constraint does not increase the complexity and, on top of it, guarantees that no unbounded MBRs occur. Fig. 7 provides a pseudocode version of the algorithm Approximate which requires the data point p, the number of dimensions, and a set of points whose halfspaces constrain the NN-cell of p. The procedure returns the desired MBR in the input parameter box which is initialized with the bounding box of the data space h, i.e., ox HY I d in our case. The employed subroutine LinProg takes the lefthand side matrix and the righthand side vector of the linear constraints system along with the box constraint and the objective function and an output parameter for the solution vector.
Let us now consider the space and time complexity of our approximations: The MBR-approximation of an NN-cell requires P Á d space, which means that we need a total of twice the size of the database for all points P Á d Á x. The number of linear constraints is at most x À I and we have to find the maximum extension of the NN-cell in P Á d directions which directly correspond to the borders of the bounding box. The time needed to determine the approximations is therefore the time of P Á d linear programming runs with at most x À I linear constraints.
There are many well-known solutions to linear programming problems. The most widely used approach is the Simplex method [13] . The simplex method is based on the observation thatÐif a solution existsÐit must be a corner point of the solution space. The basic idea of the simplex method is to start with a valid (but potentially suboptimal) solution and then move along the boundary of the polyhedra of valid solutions to find the corner point which is optimal according to the optimization function. An efficient linear programming algorithm equivalent to the simplex method is the algorithm of Best and Ritter [12] . The complexity of the algorithm is yn ddaPe in the worst case, where n is the number of points considered in determining the approximation [24] . In the average case, the complexity of the algorithm is yn Á d3 [29] .
IMPROVED COMPUTATION ALGORITHMS
One problem of all linear programming algorithms is that they usually need to consider the constraints resulting from all x points in the database (n x), making the linear programming prohibitively expensive for large databases. An important observation, however, is that, usually, only a small number of points actually contributes to the maximum extension of the NN-cell. In general, we may therefore restrict the number of points while still obtaining the exact extension of the NN-cell. Since we are only interested in an approximation of the NN-cell, we may even omit data points which contribute to the NN-cell, thereby loosing the minimum approximation of the NN-cell. This, however, is acceptable since the determined approximation may only become larger than the minimum approximation, which means that we do not get false dismissals and, therefore, do not compromise the correctness of our approach (cf. Lemma 1).
Optimized Algorithm
Based on this observation, our optimized algorithms for calculating the approximations accept slightly suboptimal approximations in exchange for reducing the number of points examined in the linear programming considerably. For determining the points which are used in the linear programming, we use an index-based search for a number of points which are close to the considered point. Closeness may be defined by a multidimensional point or sphere query which can be executed efficiently using a multidimensional index. As a heuristic value for the sphere radius, we use rdius P Á Ian d p . The intuition behind this heuristic is that the expected distance of nearest neighbors in uniformly distributed data is Ian
From experiments, we observed that twice this value is a useful choice.
In our experiments on uniformly distributed data, the approach provides very good results, i.e., the determined approximations are close to the minimum approximations. On real data, however, there is a much higher variation: The number of points resulting from the multidimensional point or sphere query varies in a wide range, which is a result of the high clustering of the real data. The largely differing numbers of points considered in the linear programming results in a high variance of the quality of the determined approximations and also of the time needed for determining the approximations. In the worst case, the number of data points resulting from a point or sphere query is on the order of x, which means that the complexity of the algorithm is similar to the complexity of the exact algorithm. For real data distributions, we therefore developed other heuristics for determining the relevant points. A heuristic which provides good results for real data is to use a constant number of points (R Á d), namely the P Á d nearest neighbor points in all directions and the P Á d points which have the smallest deviation from the orthogonal axes in all directions. For this heuristic, the complexity of the linear programming algorithm becomes yd3 since the number of considered points is constant (n R Á d). In our experiments, the average performance of this algorithm turned out to be rather good. Fig. 8 presents the insertion algorithm, including our optimized algorithms for determining the NN-cells. We name the four possibilities for determining the data points which are used in the linear programming as follows:
Exact (all x points are considered) Point (all points of which the rectangle in the index contains the point)
Sphere (all points of which the rectangle in the index intersects the sphere)
NN-Direction (Pd NN-points in all directions and Pd points with smallest deviation from the orthogonal axes)
In Fig. 9 , we show the results of the experimental comparison using the real data set of high-dimensional Fourier points. Fig. 9a shows the performance (time needed to calculate the approximations) which directly corresponds to the insertion time and Fig. 9b shows the quality of the linear programming (overlap of the approximations) depending on the dimensionality d of the data. As expected, independent from the strategy used for determining the points, the time needed to compute the approximations increases with the dimension and the quality of the approximations decreases with the dimension (i.e., the overlap of the approximations increases). Note that the most accurate algorithm (Exact) has the poorest performance and that the least accurate algorithm (NN-Direction) has the best performance. Obviously, there is a trade-off between index creation and query execution time. One may choose to spend more time in creating the index and save time in executing the query or save time in creating the index and spend more time in executing the query. Note, however, that the determination of the approximations is only done once at index creation time, whereas, at query execution time, only a simple query on the index has to be performed.
To obtain an evaluation criterion which takes bothÐ accuracy and performanceÐinto account, we may consider the quality-to-performance ratio:
In Fig. 10 , we present the four quality-to-performance curves. Note that, for lower dimensions (four and eight), the Sphere algorithm provides the best quality-to-performance ratio and, for higher dimensions (12 and 16), the NNDirection algorithm.
For the correctness of our approach, it is important that the use of the three optimized algorithms (Point, Sphere, NN-Direction) to determine the approximations do not induce false dismissals. In the following lemma, we show that the approximations determined by our algorithms may only be larger than the minimum approximations, which implies that a point query on an index created by our three optimized algorithms provides a superset of the results obtained from the same point query on an index that is created using the minimum approximations. Lemma 1 is used later in Lemma 2 to show the overall correctness of our approach.
Lemma 1 (Correctness of Optimized Algorithms).
For an arbitrary point set hf, jhfj x, the following observation holds:
V P hf Velg P f ointY phereY xxEhiretiong X 
resulting from any of the other algorithms may only provide a larger MBR, i.e.,
Without loss of generality, we consider an arbitrary point and an arbitrary dimension j. All following considerations analogously apply to all other points and dimensions. Let us now consider the simplex algorithm which is used to determine the l i and h i . The principle idea of the revised simplex method is to determine the corner of the polyhedra of valid solutions, which is optimal according to the optimization function. The only difference between the exact algorithm and the Point, Sphere, and NN-Direction algorithms is that the number of constraints used by the optimized algorithms is a subset of the constraints of the exact algorithm. As a result, the polyhedra of valid solutions of the exact algorithm r ixt is contained in the polyhedra of valid solution for any of the optimized algorithms r elg . Due to the main theorem of linear programming theory, the l j and h j have to be corner points of the polyhedra and, therefore, from r ixt r elg follows that l H j l j and h
Incremental Algorithms for Dynamic Databases
Until now, we have only dealt with the case of a static database, which is obviously not realistic for real databases. Our algorithms, however, also work for the dynamic case.
We only have to dynamically update the approximations of the NN-cells which are affected by the update operation. In the case of an insertion operation, we even do not need to find all NN-cells since the existing NN-cells may only become smaller by an insertion. We are therefore able to use a sphere query with the new point as center and update all NN-cells that are intersected by the sphere. The same heuristic radius P Á Ian d p is used as in the precalculation phase. Fig. 11 provides an example for the insertion of a new point p. The top diagram (Fig. 11a) Fig. 10 . Quality-to-performance ratio of the four algorithms. marked. In the bottom diagram, a new point p is inserted into the data set and its NN-cell is shaded. Along with the NN-cells of the neighbors of p, the respective exact MBRs also shrink as indicated for the point p H . By Lemma 1, the correctness of all MBRs in the diagram is guaranteed in any case. If we miss refining an MBR even when its size could be decreased, we do not lose the overall correctness. Nevertheless, it is worth the effort to refine the MBRs of all neighboring NN-cells of a new point p since the overall overlap of NN-cells is decreased, which in turn leads to a performance improvement.
Note that our previous algorithm (Fig. 7) is already prepared to manage the refinement of MBRs. It may be adapted to the requirements of refining boxes by a simple modification. Up to here, the boundary of the data space HY I d has been used as a box constraint for the MBR approximation of a NN-cell. Due to Lemma 1, we obtain a correct solution of the refined MBR if we use the already existing MBR approximation of the NN-cell as the box constraint.
DECOMPOSING THE APPROXIMATIONS
One problem of our approach as introduced so far is that the overlap of the approximations rapidly increases with the dimension, even for the exact approximations (cf. Fig. 9b) . A direct result of the increasing overlap is that the query processing time is also rapidly increasing with the dimension. In this section, we introduce an approach to solve this probem that reduces the overlap and is based on a decomposition technique. The concept of decomposing objects to improve the query processing has originally been proposed in [19] , [31] for improving the query processing in geographical databases. The decompositions proposed in [19] are based on decomposing the objects into triangles, trapezoids, convex polyhedra, and combinations (heterogeneous decompositions). None of those decompositions, however, is directly applicable to the high-dimensional case. In the following, we are going to examine the specific properties of our high-dimensional NN-cells and we then use those properties to define an adequate decomposition.
Let us first recall our example provided in Fig. 4c and Fig. 4d , showing a regular multidimensional uniform data distribution. As already mentioned, in this case, our approach to index the resulting approximations is optimal since the NN-cells coincide with the MBRs. Consequently, our approach accesses only one data page during the nearest neighbor search because every query point is located in exactly one candidate approximation which is identical to the corresponding NN-cell.
UnfortunatelyÐwith few exceptionsÐreal multidimensional data does not correspond to a perfect multidimensional uniform distribution. In most cases, the data is closer to a high-dimensional sparse distribution. The reason is that the high-dimensional space cannot be filled completely and clusters are likely to occur. As indicated in Fig. 4e and Fig. 4f , the MBR approximations of the NN-cells induce a high degree of overlap for sparse data. The problem is that the volume of the approximations is by far larger than the volume of the NN-cells. For a sparsely populated highdimensional space, the volume may even become as high as x Á jhj in the worst case, which means that we have to access all of the database, even for a simple point query. What is required is a decomposition which minimizes the volume of the approximations. We are therefore looking for a decomposition which provides the minimum volume among all possible decompositions. In the following, we formally define the terms decomposition and optimal decomposition.
Definition 4 (Decomposition, Optimal Decomposition).
A decomposition of a NN-diagram consisting of NN-cells xxg j (j I F F F x) is a partitioning of each of the cells into k partitions hg jI Y F F F Y hg jk such that
The decomposition is called optimal iff Determining the optimal decomposition requires examining all possible decompositions, which is prohibitively expensive. We therefore use a heuristic which provides good results, especially for real high-dimensional data distributions. Our heuristic is based on two observations: The first observation is that, for high-dimensional data, it is not possible to decompose the NN-cells in all dimensions since this would result in a high number of MBR approximations, which is exponential in the number of dimensions. The second observation is that we obtain the smallest volume if we decompose the NN-cells in those dimensions in which the NN-cells are most oblique. Many algorithms could be used and one possibility is to determine the center of mass of the NN-cell and then use the dimension in which the center of mass is as far as possible from the middlepoint of the bounding box of the NN-cell. Fig. 12 provides an example: We show the approximations of a NN-cell (cf. Fig. 12a ) after decomposing the NN-cell in y-direction (cf. Fig. 12b ) and in zdirection (cf. Fig. 12c ). In the example, we use a decomposition into two partitions (k P). The decomposition in the more oblique dimension (z-direction) provides a lower overall volume of the approximations and, therefore, also a much lower overlap. The idea of our decomposition approximations is to determine the most oblique dimensions and to use a simple linear decomposition in those dimensions. In the following, we assume that we want to decompose the NN-cells in the d For practical purposes, k has to be rather small (k IHH) since, otherwise, the number of index entries becomes very large. If the n i are assumed to be constant, then, for d H SY TY U, the n i has to be chosen as 2, for d H R, the n i has to be chosen as 3, for d H Q, the n i can be at most 4, and, for d H P, the n i may be less or equal to 10. Let us now formally define our MBR decomposition: The wf ji (i I F F F k) are defined as
where the i j (H i j n j , j I F F F d H ) are determined sequentially as the maximum values such that, finally,
Our definition of an MBR decomposition fulfills the properties of decompositions as defined in Definition 4. The completeness property is guaranteed since Vj P fI F F F xg X k iI wf ji eppr wf xxg j and, therefore,
The disjointedness of the hg ji is guaranteed since the wf ji are defined as disjoint (hyper-) rectangles and, therefore, the hg ji xxg j wf ji are also disjoint.
In the following, we show the correctness of our approach, i.e., our approach does not induce false dismissals. The correctness includes the proof that the use of approximations and the use of decompositions do not exclude the correct solution.
Lemma 2 (Correctness of our Approach). Our approach does not induce false dismissals, i.e., for an arbitrary point set hf, jhfj x, a point query on an index containing the approximations of the decomposed NNcells fhg jI Y F F F Y hg jk g, j IY F F F Y x, provides a result set containing the nearest neighbor xx.
Proof. To show the correctness of our approach, we have to show that the following three steps do not induce false dismissals:
1. Usage of approximations of the NN-cells.
2.
Usage of the optimized algorithms for determining the NN-cells. 3. Usage of decomposition of the NN-cells. The correctness of the first step is easy to show: Since xxg j eppr wf xxg j , the result set of a point query contains at least the exact NN-cell and, therefore, the usage of approximations does not induce false dismissals. The correctness of the second step has already been shown in Lemma 1. The correctness of the third step can be shown as follows: According to Definition 4, Since all approximations of the decomposed NN-cells eppr wf hg ji are in the index, the result set RS of a point query contains at least the exact NN-cell and, therefore, the usage of our decomposition of the NN-cells does not induce false dismissals. t u To show the practical relevance of our approach, we performed an extensive experimental evaluation of the NN-cell approach and compared it to the R*-tree [11] as well to as the X-tree [9] . Fig. 13 , we used 10,000 uniformly distributed data points of dimensionality d R to d IT. Fig. 13 shows the total search time of the NN-cell approach and of a classic NN-search on the R*-tree and the X-tree. As expected, the search time increases with growing dimension. For lower dimensions, the total search time of NN-cell approach and R*-tree as well as X-tree is comparable, but, for higher dimensions, the NN-cell approach is much faster than both the R*-tree and the X-tree.
In Fig. 14, we show a more detailed comparison, namely the time needed for accessing the pages and the time needed for processing the queries. It turned out that the CPU-time and the page accesses of the NN-cell approach are both better than those of the R*-tree, whereas, in comparison with the X-tree, only the CPU-time is better. This effect may be explained by the fact that, on the one side, the X-tree uses an overlap-minimizing split strategy which minimizes the overlap in the directory and thereby reduces the number of page accesses. On the other side, Fig. 13 . Comparison of R*-tree, X-tree, and NN-cell approach depending on the dimensionality. however, the X-tree has to perform a more CPU-time consuming NN-query, while the NN-cell approach only performs a simple point query. Note that, in contrast to many other database operations, the total search time of NN-queries is not dominated by the number of page accesses since the nearest neighbor algorithm requires sorting the nodes according to the min-max distance and, therefore, the NN-cell approach provides a better total search time than the X-tree.
In our next series of experiments, we compared the NNcell approach with the R*-tree and the X-tree depending on the size of the database (i.e., the number of tuples). In Fig. 15 , we show the total search time for d = 10, depending on the size of the database, which varied between N = 5,000 and N = 20,000. Again, the NN-cell approach performed significantly better than the R*-tree and the X-tree and shows a logarithmic behavior in the number of database tuples.
Since one may argue that synthetic databases with uniformly distributed data are not realistic in high-dimensional space, we also used real data in our experiments. We had access to a database containing high-dimensional Fourier points. Since the X-tree turned out to be consistently better than the R*-tree in our experiments, we only compared the NN-cell approach to the X-tree. The results of our experiments (cf. Fig. 16 ) again show a significant improvement of the NN-cell approach over the X-tree (speed-up of up to 425 percent). Comparing the page accesses and CPU-time needed for the Fourier database (cf. Fig. 17 ) revealed that the NN-cell approach now performed better in both categories, which is due to the fact that the approximations of the NN-cells turned out to be better than the approximations for the uniformly distributed data.
In a last experiment, we evaluated the impact of decomposing the approximations (cf. Section 6). For our comparison, we used the most exact approximation algorithm for determining the approximations (Exact). As a measure for the quality of the approximations with and without decomposition, we again used the average overlap of approximations, which directly corresponds to the query performance. Fig. 18 shows the results of our comparison, which clearly reveals a significant improvement over the Exact algorithm for determining the approximations, which, in addition, increases with the dimensionality. Note that, in case of the optimized algorithms (Point, Sphere, NNDirection), the quality improvement is even higher.
CONCLUSIONS
In this paper, we proposed a new technique for efficient nearest neighbor search in a set of high-dimensional points. Our technique is based on the precomputation of the solution space of any arbitrary nearest-neighbor search. This corresponds to the computation of the NN-cells of the data points. Since NN-cells may become rather complex when going to higher dimensions, we presented a new algorithm for the approximation of high-dimensional NNcells using a set of minimum bounding (hyper-) rectangles. Although our technique is based on a precomputation of the solution space, it is dynamic, i.e., it supports insertions of new data points. We showed in an experimental evaluation that our technique is efficient for various kinds of data and clearly outperforms the state-of-the-art nearest-neighbor algorithms. In our experiments, we obtained a significant reduction of the search time, up to a factor of 4.
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