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Arquitecturas de coordinación en sistemas multi-agente representa un tópico im-
portante, ya que en este tipo de sistemas los agentes deben ser organizados con el 
fin de obtener un objetivo específico. Dentro de este tipo de sistemas el fútbol de 
robots se presenta como un entorno que ofrece un marco común para realizar in-
vestigaciones en temas relacionados con temas de coordinación de equipo. La im-
portancia de este tipo de arquitecturas radica en su aplicación en otro tipo de am-
bientes que requieran coordinación. Un sistema que permite este tipo de 
aplicaciones consiste en una micro-red eléctrica aislada, donde se modelan las 
fuentes de energía distribuida como agentes que deben ser coordinados con el fin 
de proteger las baterías de los sistemas de almacenamiento de energía, mantenien-
do la regulación del bus común. 
Una forma de conseguir esto es a través de estrategias de coordinación, las cuales 
permiten asignar roles y comportamientos a los agentes de la forma más adecuada, 
dependiendo de las condiciones del sistema. Así mismo, también deben presentar 
comportamientos colaborativos entre los agentes como la realización de pases en el 
fútbol de robots o la ecualización del estado de carga de las baterías, con el fin de 
obtener mejores resultados. 
Una posibilidad para llevar a cabo esta colaboración entre agentes es el diseño de 
estrategias de coordinación a través de sistemas jerárquicos para la selección de 
una adecuada táctica.  Adicionalmente se debe permitir la asignación de roles y 
posteriormente la selección de comportamientos de los agentes. Para esto, una al-
ternativa es el uso de Máquinas Jerárquicas de Estado Finito, ya que presentan 
flexibilidad y adaptabilidad en su programación, siendo fácilmente expandibles a 
cambios y modificaciones, permitiendo con esto el diseño de estrategias de coordi-
nación de equipo de manera intuitiva acorde con la arquitectura del equipo y los 
reglamentos de las ligas donde se compita, y a su vez, que permita también el dise-
ño de comportamientos colaborativos entre sus jugadores. 
En esta tesis doctoral se proponen estrategias de coordinación para fútbol de ro-
bots, mediante la selección de tácticas, la asignación dinámica de roles y la selec-
ción de comportamientos, usando Máquinas de Estado Finito, enfocándose en el 
diseño de arquitecturas de equipo que presentan percepción global y control centra-
lizado, y que permitan un diseño intuitivo dependiendo de las especificaciones de 
los equipos y de la liga en la que se compite. Estas estrategias deben permitir ma-
yor flexibilidad y adaptabilidad frente a posibles cambios, como por ejemplo en el 
número de jugadores por equipo, en las dimensiones del campo de juego, o en el 
reglamento de la correspondiente liga. Igualmente deben poseer robustez ante po-
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sibles fallos o perturbaciones, permitiendo también comportamientos colaborativos 
entre sus integrantes. 
En una primera aproximación, se propone una estrategia basada en tácticas, asigna-
ción dinámica de roles y selección de comportamientos para equipos de fútbol de 
robots de percepción global y control centralizado, y utilizando Máquinas Jerárqui-
cas de Estado Finito. Posteriormente se propone una aproximación diagramática de 
este tipo de estrategias jerárquicas mediante principle solution, permitiendo con 
esto un diseño y modelado mucho más intuitivo, en especial en sistemas que pre-
sentan una alta complejidad y con condiciones cambiantes, como lo es el fútbol de 
robots. A continuación se presenta una arquitectura basada en roles, donde depen-
diendo de las condiciones ambientales, a cada jugador se le selecciona un rol, el 
cual se ejecuta llamando a una función, sin necesidad de una táctica específica. A 
partir de esta función y de las condiciones de juego, se selecciona el comporta-
miento que el jugador debe ejecutar. A continuación se propone el uso de funciones 
de sincronización entre las máquinas de estado que seleccionan los comportamien-
tos de los jugadores, con fines de sincronización de comportamientos colaborativos 
entre jugadores. 
Una característica importante de las estrategias presentadas en la presente tesis, es 
que debe ser adaptable a otro tipo de entornos que requieran coordinación. Dado el 
reciente impulso que tienen las fuentes renovables de energía, las micro-redes eléc-
tricas han adquirido una fuerte relevancia en el mercado energético actual. Una 
micro-red puede ser dividida en unidades distribuidas almacenadoras de energía y 
unidades generadoras de energía. Particularmente cuando una micro-red eléctrica 
trabaja en modo aislado, una de sus unidades debe encargarse de la regulación de la 
tensión y la frecuencia del bus común, manteniendo el balance de potencia, y ase-
gurando la carga adecuada de las baterías que conforman la micro-red. 
En esta tesis, finalmente se presenta una propuesta para el control del modo de 
operación de una micro-red aislada, presentando una arquitectura de red como sis-
tema multi-agente, donde las unidades de almacenamiento y generación de energía 
son los agentes del equipo, y proponiendo una estrategia de control basada en tácti-
cas, roles y comportamientos. Esta arquitectura está basada en las estrategias de 
fútbol de robots aportadas en esta tesis y las cuales son diseñadas para sistemas con 
percepción global y control centralizado, que determina los cambios en el modo de 






Arquitectures de coordinació en sistemes multi-agent representa un tòpic impor-
tant, perquè en aquest tipus de sistemes els agents deuen organitzar-se per a obtin-
dre un objectiu específic. Dins d’aquest tipus de sistemes, el futbol de robots es 
presenta com un entorn que ofereix un marc comú per a realitzar investigacions en 
temes relacionats amb la coordinació d’equips. La importància d’aquest tipus 
d’arquitectures radica en la seua aplicació en altre tipus d’entorns que requereixin 
coordinació. Un sistema que permet aquest tipus d’aplicació consisteix en una mi-
cro-xarxa elèctrica aïllada, a on es modelitzen les diferents fonts d’energia distribu-
ïdes com agents que deuen ser coordinats per a protegir les bateries dels sistemes 
de acumulació de energia, mantenint la regulació del bus comú. 
Una manera d’aconseguir això es mitjançant estratègies de coordinació, que perme-
ten assignar papers i comportaments als agents de la millor forma, en funció de las 
condicions del sistema. Així mateix, també deuen presentar comportaments 
col·laboratius entre els agents la realització de passes de futbol de robots o la equa-
lització de la carga de les bateries, amb la finalitat d’obtindre millor resultats. 
Una possibilitat per a aconseguir aquesta col·laboració entre els agents és el dis-
seny d’estratègies de coordinació mitjançant sistemes jeràrquics per a la selecció 
d’una tàctica adequada. Addicionalment s’ha de permetre l’assignació de rols i, 
posteriorment, la selecció de comportaments dels jugadors del equip. Per a açò, una 
alternativa es l’ús de Màquines Jeràrquiques d’Estat Finit, ja que presenten flexibi-
litat i adaptabilitat en la seua programació fent que siguin fàcilment expansibles a 
canvis i modificacions, permetent el disseny d’estratègies de coordinació d’equip 
de manera intuïtiva relacionant-se amb l’arquitectura de l’equip i el reglament de 
les lliga en la que estiguin competint, al mateix temps permetent el disseny de 
comportaments de col·laboració entre els jugadors.  
En aquesta tesis doctoral es proposen estratègies de coordinació per a futbol de 
robots, mitjançant la selecció de tàctiques, l’assignació dinàmica de rols y la selec-
ció de comportaments, utilitzant Màquines d’Estat Finit, enfocant-se en el disseny 
d’arquitectures d’equip que presenten percepció global y control centralitzat, i que 
puguin permetre un disseny intuïtiu depenent de les especificacions dels equips y 
de la lliga en la que es competeix. Aquestes estratègies han de permetre major fle-
xibilitat i adaptabilitat davant possibles canvis com podrien ser el nombre de juga-
dors per equip, les dimensions del camp o el reglament de la corresponent lliga. 
D’igual manera han de tindre robustesa davant possibles fallades o pertorbacions, 
permetent també comportaments d’aspecte col·laboratiu entre els seus integrants.  
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En una primera aproximació, es proposa una estratègia basada en tàctiques , assig-
nació dinàmica de rols i selecció de comportaments per a equips de futbol robots de 
percepció global i de control centralitzat, utilitzant Màquines Jeràrquiques d’Estat 
Finit. Posteriorment es proposa una aproximació diagramàtica d’aquest tipus 
d’estratègies jeràrquiques mitjançant principle solution, permetent d’aquesta mane-
ra un disseny i modelat molt més intuïtiu, en especial en sistemes una alta comple-
xitat i condicions canviants, com el futbol de robots.  
A continuació es presenta una arquitectura basada en rols en la qual, depenent de 
les condicions ambientals, cada jugador es seleccionat per a un rol que executa una 
cridà a una funció, sense necessitat d’una tàctica específica. A partir d’aquesta 
funció i de les condicions del joc es selecciona el comportament que ha d’executar 
el jugador. A continuació es proposa l’ús de les funcions de sincronització entre les 
màquines d’estat que seleccionen els comportaments dels jugadors, de manera que 
els comportaments col·laboratius entre els jugadors es sincronitzen.  
Un característica important de les estratègies presentades en aquesta tesis, és que 
ha de ser adaptable a diferents entorns que requereixen coordinació. Donat el re-
cent impuls que tenen les fonts renovables d’energia, les micro-xarxes elèctriques 
han aconseguit una gran rellevància en el mercat energètic actual. Una micro-xarxa 
pot ser dividida en unitats distribuïdes que emmagatzemen energia i unitats que 
generen energia. Concretament quan una micro-xarxa elèctrica treballa de manera 
aïllada, una de les seues unitats ha d’encarregar-se de la regulació de la tensió i la 
freqüència del bus comú, mantenint el balanç de potència i assegurant la càrrega 
adequada de les bateries que formen la micro-xarxa.  
En aquesta tesis, finalment es presenta un a proposta per al control del mode 
d’operació d’una micro-xarxa aïllada, presentant una arquitectura de xarxa com a 
sistema multi-agent, on les unitats d’emmagatzemament i generació d’energia són 
els agents del equip, i proposant una estratègia de control basada en tàctiques, rols i 
comportaments. Aquesta arquitectura està basada en les estratègies de futbol de 
robots aportades en aquesta tesis i que son dissenyades per a sistemes amb percep-
ció global i control centralitzat, el qual determina els canvis en la forma d’operació 









Coordination architectures in multi-agent systems represent an important topic, due 
to the agents must be organized in order to get a specific objective. In these kinds 
of systems, robot soccer is shown as an environment with a common frame for 
research in team coordination. The importance of these kinds of architectures is 
that the application in other kinds of systems which require coordination. An is-
landed micro-grid corresponds to a system which can be modeled as multi-agent 
system, where the distributed energy resources are modeled as agents are coordi-
nated in order to protect the batteries of the energy storage systems, maintaining 
the common bus regulation.  
One way to do this throughout coordination strategies, which allow assigning roles 
and behaviors to the agents, depending on the system conditions. Likewise, the 
agents must show collaborative behaviors such as making passes in robot soccer, or 
the equalization of the state of charge for distributed energy storage systems, in 
order to obtain better results.  
Multi-agent systems such as robot soccer, that show uncertainties in a hostile envi-
ronment, require team coordination in order to reach a common goal. One way to 
achieve this goal is by coordination strategies, which allow role assignment and 
behavior selection to the players depending on the game conditions. These strate-
gies can present cooperative behaviors among players such as ball passes, in order 
to obtain better scores against an opponent team. 
One alternative is the design of hierarchical coordination strategies for an adequate 
tactic selection, roles assignment and subsequently behavior selection to the play-
ers. To this end, one possibility is to use Hierarchical Finite States Machines, due 
to those allow more flexible and adaptable programming, with a possibility to 
make changes or modifications. This allows the design of team strategies by an 
intuitive way according to the control architecture and the rules and specifications 
of the league where the team plays, in turn performing collaborative behaviors 
among the players. 
In this doctoral dissertation are proposed coordination strategies to robot soccer 
teams, based on tactics, dynamical role assignment and behaviors selection through 
the use of Finite States Machines, oriented to team architectures with centralized 
control and global perception. These strategies must allow an intuitive design de-
pending on the team specifications and the rules of the league. These strategies 
must allow flexibility and adaptability to the necessary changes, such as the num-
ber of players, dimensions of the playing field or other changes in the league`s 
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rules. The strategies must be show an adequate response to the failures and allow 
cooperative behaviors among their players. 
In a first approximation is proposed one strategy based on tactics, dynamically 
roles assignment and behaviors selection to robot soccer teams with centralized 
control and global perception by using Hierarchical Finite State Machine. Thereaf-
ter, it is proposed a diagrammatic approach to architecting the coordination strategy 
of robot soccer team by means of a principle solution. The work sets out from the 
conceptual design phase, facilitating cross-domain development efforts, where 
different layers must be interconnected and coordinated to perform multiple tasks. 
Subsequently, it is presented a centralized robot soccer architecture based on roles, 
where one role is assigned to each player in order to select a specific behavior de-
pending on game conditions. Roles are assigned using an assignment function, 
which is activated when the ball changes of the quadrant in the playing field. Then, 
it is proposed synchronization functions between Finite State Machines to behav-
iors selection, with behaviors synchronization purpose among the players. 
One important characteristic of the present strategies is their adaptability to other 
kind of environments that require coordination. Given the recent support to the 
alternative sources of energy, islanded microgrids have gained relevance in the 
actual energy market. The microgrid is divided in renewable energy sources and 
energy storage systems. Particulary, when the microgrid works in isolated mode, at 
least one of its units must be responsible of the common bus regulation, maintain-
ing the power regulation and ensuring an adequate level of charge of the batteries. 
Lastly, this dissertation presents a structured architecture based on tactics, roles and 
behaviors for the coordinated operation of islanded microgrids. This grid architec-
ture takes the form of a multi-agent system, and the energy storage and generation 
units are the team agents. The control strategy is based on the robot soccer strate-
gies presented in this dissertation, which are designed for systems with global per-
ception and centralized control, and in turn determines the changes among opera-
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INTRODUCCIÓN, JUSTIFICACIÓN, OBJETIVOS Y ORGANI-
ZACIÓN DE LA TESIS 
1.1 Introducción  
 
En años recientes, los sistemas multi-agente son utilizados en diferentes campos, 
donde distintos agentes interactúan en aplicaciones complejas en la búsqueda de un 
objetivo común. Una definición formal de agente es de un sistema computarizado 
ubicado en un ambiente, con la capacidad de realizar acciones autónomas con el fin 
de alcanzar objetivos determinados [1]. Los sistemas multi-robot son un caso espe-
cífico de los sistemas multi-agente, donde los agentes son robots. En estos sistemas 
es necesario el diseño de arquitecturas que permitan la colaboración entre robots, 
presentando diferentes aplicaciones como misiones militares, búsqueda y rescate, 
transporte o aplicaciones industriales [2]. En este aspecto, el fútbol de robots pre-
senta un entorno multi-robot, en un ambiente hostil con incertidumbres dinámicas, 
donde los robots que necesitan coordinación deben operar en la búsqueda de un 
objetivo común [3]. 
Desde los años noventa, el fútbol de robots es usado por diferentes grupos de in-
vestigación en todo el mundo para validar sus trabajos relacionados con la robótica, 
la visión artificia o los sistemas multi-agente [4]. Una de las primeras veces que se 
mencionó el término fútbol de robots, fue en el ensayo del profesor Allan Ma-
ckworth, donde expone los retos que implica la construcción de robots que jueguen 
al fútbol [5]. No obstante y de forma paralela, el tema era tratado por investigado-
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res japoneses, quienes promovían el fútbol de robots para desarrollar avances en 
inteligencia artificial en el Workshop on Grand Challenges of Artificial Intelligen-
ce, realizado en Tokio Japón en octubre de 1992 [6]. 
A partir de las conclusiones obtenidas en el mencionado workshop, un grupo de 
investigadores en robótica entre los cuales se incluye Minoru Asada, Yasuo 
Kuniyoshi y Hirokani Kitan, crean una competición de fútbol de robots inicialmen-
te llamada Japanese Professional Soccer League (J-League) [7]. Posteriormente 
grupos de investigación de diferentes países mostraron su interés en participar en 
dicho proyecto, razón por la cual la competición cambió su nombre a Robot World 
Cup Initiative, y posteriormente se denominó como Robocup Federation [8]. 
Durante la Conferencia Internacional de Inteligencia Artificial (IJCA-95) realizada 
en 1995 en Montreal Canadá fue presentada la primera Robocup, que sería realiza-
da en Nagoya Japón durante la conferencia IJCA-97 en 1997. No obstante, un año 
antes en 1996 se realizó una pre-RoboCup durante la Conferencia Internacional de 
Sistemas y Robots Inteligentes (IROS-96) en Osaka Japón [9]. Finalmente la pri-
mera RoboCup fue llevada a cabo en Nagoya Japón, con la participación de 38 
equipos de 11 países planteando como meta construir un equipo de robots comple-
tamente autónomos, que le puedan ganar al equipo humano campeón mundial en el 
año 2050 [10]. Desde entonces la RoboCup se ha venido desarrollando anualmente 
y de manera ininterrumpida, incluyendo eventos regionales adscritos como lo son 
el German Open, Iran Open, Mediterranean Open, entre otros. 
Por este mismo tiempo en septiembre de 1995 el Profesor Jong-Hwan Kiminicia 
presentó de manera formal el Comité Organizativo Internacional del Micro-Robot 
World Cup Soccer Tournament (MiroSot) [11], con un torneo inicial realizado en 
Kaist en Corea del Sur en 1996 y la participación de 30 equipos de 13 países. Dado 
el éxito de este torneo, fue creada The Federation of International Robot-soccer 
Association (FIRA), cuyo principal objetivo es promover la investigación de siste-
mas multi-robot autónomos que puedan cooperar y de esta manera contribuir con el 
estado del arte en este campo tecnológico, empezando de manera ininterrumpida 
sus torneos anuales en distintas categorías [12]. 
A nivel de arquitecturas, las ligas de fútbol de robots pueden dividirse en dos cate-
gorías principales. Una primera categoría corresponde a las ligas que poseen per-
cepción global y control centralizado (en adelante se llamarán ligas centralizadas), 
que se detalla en la Figura 1.1. Estas arquitecturas de tipo centralizado utilizan 
desde un ordenador central un único sistema de toma de decisiones para el control 
de los robots, junto a un sistema de visión que permita la percepción global del 
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entorno. Las comunicaciones entre el ordenador y los robots se realizan por medios 
inalámbricos mediante radio frecuencias [13]. En estas arquitecturas se instala una 
cámara cenital que permite obtener una imagen de video, la cual es procesada des-
de el ordenar central, permitiendo obtener las coordenadas (x,y) de los jugadores y 
el balón. Con esta información el sistema de toma de decisiones realiza las accio-
nes de control a cada uno de los jugadores, transmitiendo sus señales de control por 
radio frecuencias. Los equipos con esta arquitectura en adelante serán llamados 
equipos centralizados. 
 
Figura 1.1. Arquitectura de equipos de fútbol de robots con control centralizado. 
La segunda categoría consiste en las ligas de percepción local y control distribuido, 
compuestas por robots completamente autónomos (en adelante llamadas ligas dis-
tribuidas). En estas ligas, los robots que conforman los equipos son completamente 
autónomos con visión local, en algunos casos conectados vía radio frecuencias a un 
controlador de juegos que determina el inicio y fin de los partidos. El control de los 
robots es realizado de manera autónoma, la comunicación de los robots es permiti-
da con fines de coordinación. Un ejemplo de arquitectura de este tipo de ligas es 
presentado en la Figura 1.2. Los equipos con este tipo de arquitecturas serán llama-
dos equipos distribuidos.  
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Figura 1.2. Arquitectura de equipos de fútbol de robots con control distribuido. 
Dentro de las dos federaciones existen ligas centralizadas, para el caso de FIRA se 
tienen por ejemplo MiroSot, una liga compuesta por 5 robots de dos ruedas en la 
liga mediana, y 11 robots de dos ruedas en la liga grande [14]; y en Simulated Ro-
bot Soccer Tournament (SimuroSot 5vs5 League y SimuroSot 11vs11 League), la 
cual es una liga simulada basada en la MiroSot [15]. 
En el caso de la RoboCup, la liga centralizada corresponde a la liga Soccer Small 
Size League, igualmente compuesta por 5 robots de dos ruedas [16]. En cuanto a 
ligas distribuidas, se tienen por ejemplo la liga Android Soccer Tournament (An-
droSot), liga de robots humanoides de FIRA [17]. O la liga Soccer Middle Size 
League, compuesta por 6 robots autónomos con ruedas, con un tamaño máximo de 
50 cm [18]. Y la Standard Platform League, compuesta en sus inicios en el año 
1998 por 3 robots comerciales cuadrúpedos AIBO, cambiando en el años año 2008 
por robots comerciales Nao, de aspecto humanoide, siendo para el año 2015 5 ju-
gadores permitidos por equipo más un jugador que actúa como técnico. Una carac-
terística importante de esta liga es que ninguna clase de modificación en el hardwa-
re de los robots es permitida [19]. Estas dos anteriores ligas pertenecen a la 
RoboCup. A nivel de simulación, se tiene la liga RoboCup Simulation League, 
dividida en dos sub-ligas, siendo una de ellas la 2D Simulation League, donde 
equipos con 11 jugadores juegan en un entorno bidimensional representado en un 
ordenador central, el cual se comunica con los jugadores en una arquitectura tipo 
cliente-servidor, los agentes se pueden comunicar con un agente virtual “técnico”, 
con fines de estrategia y coordinación [20]. La otra sub-liga corresponde a la 3D 
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Simulation League, la cual incrementa el realismo del entorno simulado en un am-
biente de realidad virtual, utilizando desde el año 2008 un modelo virtual del robot 
Nao. Además de las características ya comentadas en la liga 2D, como lo es arqui-
tectura descentralizada e información parcial del entorno, es necesario desarrollar 
comportamientos del robot como el levantarse, patear el balón, correr, entre otros, 
basados en el modelo cinemático del robot [21]. 
Dentro del fútbol de robots, es necesario diseñar arquitecturas que permitan la 
coordinación de los distintos jugadores que conforman el equipo, ya que al ser el 
fútbol de robots un sistema multi-agente que presenta incertidumbres en un am-
biente hostil [3], los equipos que no posean una buena coordinación entre sus juga-
dores presentan distintos problemas, como por ejemplo jugadores del mismo equi-
po que tratan de capturar el balón simultáneamente obstaculizándose, bloqueando a 
un compañero o descuidando zonas del campo de juego por donde jugadores opo-
nentes pueden atacar [22]. 
En fútbol de robots, la estrategia es definida como el plan del equipo con el que se 
pretende ganar el partido, mientras que la táctica se define como la organización 
del equipo durante un momento dado del partido [23]. Los roles corresponden a la 
combinación de los comportamientos que realizan los robots junto a su ubicación 
en el campo de juego, por ejemplo se tienen roles como portero, mediocampista, 
defensa o delantero. Los comportamientos corresponden a los movimientos que 
realizan los robots con el fin de alcanzar objetivos muy específicos, como ir por el 
balón, bloquear un oponente, lanzar o esperar un pase [24]. Dadas las anteriores 
definiciones, se redefine la estrategia como un conjunto de tácticas compuestas por 
formaciones de equipo, que diferencian roles entre los jugadores con el fin de 
guiarlos hacia sus comportamientos [25]. 
1.2 Justificación y Objetivos 
 
Dado el gran aumento que han tenido aplicaciones relacionadas con sistemas multi-
agente tanto en robótica como por ejemplo con el auge de los drones, la robótica 
industrial, la domótica, los vehículos de guiado automático, robótica espacial o la 
robótica de servicios, o en otras aplicaciones como el internet de las cosas, aplica-
ciones para móviles o aplicaciones relacionadas con sistemas eléctricos, se ha crea-
do la necesidad de trabajar en arquitecturas que permitan la coordinación entre los 
agentes (sean estos robots, unidades de software y otras unidades de hardware) que 
componen el sistema.  
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Si bien la naturaleza misma de los sistemas multi-agente es distribuida, arquitectu-
ras con control centralizado son muy utilizadas en este tipo de aplicaciones ya que 
presentan distintas ventajas frente a las arquitecturas de control distribuidas, como 
facilitar una percepción global del entorno, realizar cómputos más complejos con 
menos limitaciones de recursos, permite una mayor tolerancia a fallos [26], tam-
bién facilita procesos en la deliberación [27], siendo preferiblemente utilizado en 
sistemas cuyos componentes tengan objetivos comunes y busquen cooperación con 
el propósito de alcanzar sus metas, o que se facilite su control con la presencia de 
un operador [28]. Dados estos motivos los sistemas de percepción global y control 
centralizado siguen presentando importantes ventajas que los mantienen vigentes 
en las próximas décadas para la investigación en sistemas multi-agente. 
En [29] definen la liga de fútbol MiroSot como un banco de pruebas adecuado para 
la investigación en sistemas multi-agente, desde un punto de vista en el que el fút-
bol de robots se presenta como un buen ejemplo de problemas en la vida real, el 
cual puede ser moderadamente abstraído, como un problema estándar de los siste-
mas multi-agente y puede ser utilizad como benchmark. 
Así mismo, al ser el fútbol de robots un entorno común en la investigación de los 
sistemas multi-agente, es importante que los resultados obtenidos puedan ser utili-
zados en otros ambientes con el fin de ofrecer soluciones a problemas existentes. 
Para esto, las micro-redes eléctricas presentan un gran interés debido al auge que 
han tenido la integración de fuentes de energía renovables, para suministrar energía 
en zonas remotas o para mejorar la fiabilidad de las redes de energía locales. Una 
micro-red puede operar conectada a la red o en modo aislado, haciendo necesario el 
uso de sistemas de almacenamiento de energía con el propósito de compensar el 
comportamiento variable de las fuentes de energía renovables. Particularmente, 
cuando la micro-red se encuentra en modo aislado se hace necesario que alguna de 
las unidades de almacenamiento de energía asuman la regulación del bus común, 
con el fin de asegurar que la señal de tensión suministrada sea la correcta. A su vez 
distintas unidades de almacenamiento de energía conectadas en paralelo pueden 
cooperar en el proceso de regulación de la micro-red, dependiendo de sus condi-
ciones particulares de operación. En este proceso, es importante regular la energía 
almacenada en las unidades de almacenamiento evitando tanto sobrecargas como 
descargas profundas en las baterías, ya que esto afecta el tiempo de vida de las 
mismas. Para resolver este problema, una arquitectura multi-agente con percepción 
global y control centralizado puede ser propuesta como una opción para asegurar la 
correcta y fiable operación de la micro-red eléctrica. 
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El objetivo principal de esta tesis doctoral es presentar arquitecturas de estrategias 
de coordinación para equipos de fútbol de robots con percepción global y control 
centralizado, basadas en Máquinas de Estado para la asignación de roles, que reali-
cen comportamientos colaborativos entre sus jugadores, permitiendo un diseño de 
la estrategia intuitivo, fácilmente expandible o adaptable a cualquier liga o cambios 
en el reglamento de juegos. También es importante que estas arquitecturas puedan 
ser validadas en otro tipo de entornos multi-agente donde coordinación sea reque-
rida. 
Los objetivos específicos de la presente tesis son: 
1. Conocer las técnicas que resuelven el problema de la coordinación en fút-
bol de robots. Para eso se realiza una revisión del estado del arte sobre ar-
quitecturas de coordinación de fútbol de robots, presentando una mayor 
atención a los trabajos basados en arquitecturas de equipo y que presenten 
percepción global y control centralizado. 
2. Proponer una arquitectura de estrategia de fútbol de robots, para ligas con 
percepción global y control centralizado, la cual utilice Máquinas de Esta-
do para la asignación dinámica de los roles a los jugadores, dependiendo 
las condiciones de juego, y que presente comportamientos colaborativos 
durante la realización del juego. 
3. Presentar una aproximación sistemática para el diseño de estrategias de 
coordinación de un equipo en fútbol de robots de una manera intuitiva, in-
cluyendo el diseño de comportamientos colaborativos, orientado a arqui-
tecturas con percepción global y control centralizado.   
4. Partiendo de la aproximación anterior, se pretende diseñar arquitecturas pa-
ra la coordinación de un equipo que no presenten excesiva complejidad en 
su implementación y que permitan asignación dinámica de roles, coordina-
ción y colaboración entre sus agentes. Estas arquitecturas deben ser fácil-
mente expandibles y adaptables a otros entornos. 
5. Validar las estrategias propuestas mediante simulación, buscando observar 
la asignación de roles y la realización de comportamientos colaborativos, 
realizando partidos contra equipos rivales. 
6. Proponer una arquitectura con percepción global y control centralizado, 
basada en tácticas, roles y comportamientos con el propósito de coordinar 
los cambios en el modo de operación de las fuentes de energía distribuidas, 
en una micro-red eléctrica aislada. 
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La presente tesis doctoral se realizó en marco del crédito beca Francisco José de 
Caldas modalidad Doctorado en el Exterior, otorgado por el Departamento de 
Ciencia Tecnología e Innovación COLCIENCIAS de Colombia. Así mismo dentro 
del Programa de Doctorado en Automática, Robótica e Informática Industrial, del 
Departamento de Ingeniería de Sistemas y Automática de la Universitat Politècnica 
de València, se ha realizado la estancia de investigación en el Instituto de Automá-
tica e Informática Industrial, bajo la supervisión del Profesor Dr. Martín Mellado 
Arteche, director de la presente tesis doctoral. 
En marco de la tesis también se han realizado trabajos de colaboración con el pro-
fesor Dr. Cheng-Yee Low, del Center of Excellence for Humanoid Robots and Bio-
Sensing, Faculty of Mechanical Engineering, de Universiti Teknologi Mara, Ma-
laysia. También se ha realizado una estancia de investigación en The Department 
of Energy Technology, Aalborg University, bajo la dirección del profesor Dr. Josep 
Guerrero. 
Se han propuesto arquitecturas para la asignación de roles y comportamientos en 
sistemas multi-agente, con una orientación a la coordinación de equipos fútbol de 
robots con percepción global y control centralizado. Esta estrategia para la coordi-
nación de equipo está basada en Máquinas Jerárquicas de Estado Finito para la 
selección de tácticas, roles y comportamientos, sin una programación compleja y 
sin mayores costos computacionales. A partir de esto, se presenta una metodología 
para el diseño de estrategias de coordinación de fútbol de robots orientada a arqui-
tecturas de equipo de percepción global y control centralizado, mediante principle 
solution para el diseño de sistemas mecatrónicos en entornos multidisciplinarios. 
Presentando una metodología intuitiva para la selección de roles y el diseño de 
comportamientos, incluyendo comportamientos colaborativos entre jugadores. 
Basada en la arquitectura jerárquica, se presenta una arquitectura de coordinación 
de equipos basada en roles, para la asignación de roles mediante una función de 
afinidad. Una vez el rol es asignado mediante el llamado de una función de rol, el 
jugador ejecuta su correspondiente función, donde mediante una Máquina de Esta-
do se seleccionan los comportamientos adecuados. Esta arquitectura propuesta 
presenta comportamientos colaborativos y una adecuada coordinación de equipo, 
mostrando resultados similares a las estrategias jerárquicas con un menor tiempo 
de desarrollo y mantenimiento de programación, pero permitiendo igualmente el 
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diseño intuitivo así como su posible ampliación o adaptación de la estrategia de 
equipo.  
Con el fin de facilitar los comportamientos colaborativos, se propone también el 
uso de funciones de sincronización con fines de coordinación de comportamientos 
entre jugadores, mediante el uso de Máquinas de Estado para la selección de com-
portamientos. Dichas funciones son adaptables a las estrategias anteriormente pro-
puestas permitiendo una mejor coordinación de comportamientos entre jugadores. 
Finalmente con el propósito de mostrar la viabilidad en el uso de las estrategias 
propuestas en otro tipo de sistemas la estrategia jerárquica para la selección de 
tácticas, roles y comportamientos fue adaptada para el control de los modos de 
operación en una micro-red eléctrica aislada. Para esto, se presenta un modelo de la 
micro-red como sistema multi-agente, realizando una analogía entre la micro-red y 
un equipo de fútbol de robots con percepción global y control centralizado. Este 
modelo multi-agente es basado en agentes de hardware, siendo estos las fuentes 
distribuidas de energía, tales como fuentes renovables o sistemas almacenadores. A 
partir de esto, se diseña una estrategia jerárquica basada en la selección de una 
táctica, y posteriormente asignación de roles y selección de comportamientos por 
parte de Máquinas Jerárquicas de Estado Finito, para la selección del modo de ope-
ración de la micro-red eléctrica, de tal manera que se asegure la regulación del bus 
común, manteniendo un adecuado nivel de carga en las baterías. 
Dentro de los resultados a nivel de publicaciones y participación en eventos obte-
nidos durante el desarrollo de esta tesis se tiene lo siguiente: 
Publicaciones en revistas: 
• J. G. Guarnizo, M. Mellado, C-Y. Low, F. Blanes. Architecting 
Centralized Coordination of Soccer Robots Based on Principle Solution. 
Advanced Robotics, vol. 29, nº 15, pp. 989-1004, 2015. 
DOI: 10.1080/01691864.2015.1017534 
• J. G. Guarnizo, M. Mellado. Arquitectura Basada en Roles Aplicada en 
Equipos de Fútbol de Robots con Control Centralizado. Revista Iberoame-
ricana de Automática e Informática Industrial, vol. 13, nº 3, pp. 370-380, 
2016. DOI:  10.1016/j.riai.2016.05.005 
• N. L. Diaz, J. G. Guarnizo, M. Mellado, J. C. Vasquez, J. M. Guerrero. A 
Robot Soccer Coordination Inspired Control Architecture Applied to Is-
landed Microgrids. IEEE Transactions on Power Electronics, 2016. 
DOI : 10.1109/TPEL.2016.2572262 
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Publicaciones en conferencias: 
• J. G. Guarnizo, J. F. Blanes, M. Mellado, J. Simo, M. Muñoz. A Survey of 
Team Strategies in Robot Soccer, Focused on Standard Platform League. 
XIII Workshop on Physical Agents, Santiago de Compostela, 2012. 
• J. G. Guarnizo, M. Mellado, C-Y. Low, N. Aziz. Strategy Model for Multi-
Robot Coordination in Robotic Soccer. International Conference on 
Advanced in Mechanical Engineering, Malacca, Malasia, 2013.  
• J. G. Guarnizo, M. Mellado. Sincronización de Máquinas de Estado Para 
Comportamientos Colaborativos en Fútbol de Robots. XXXVI Jornadas de 
Automática, Bilbao, 2015. 
Posters: 
• J. G. Guarnizo, M. Mellado. Arquitecturas Para Estrategias de 
Coordinación Aplicadas al Fútbol de Robots. I Encuentro de Estudiantes 
de Doctorado, Universitat Politècnica de València, 2014. 
• J. G. Guarnizo, M. Mellado. Estrategias de fútbol de robots para ligas 
centralizadas basadas en roles. II Encuentro de Estudiantes de Doctorado, 
Universitat Politècnica de València, 2015. 
Participación en otros eventos: 
• Participación en la German Open RoboCup 2012, Magdeburg Alemania. 
Equipo Los Hidalgos de la Standard Platform League, quipo Pertenecien-
te al Instituto AI2, Universitat Politècnica de València.  
Artículos en evaluación. Con los resultados obtenidos en la presente tesis doctoral, 
actualmente se encuentran en evaluación los siguientes artículos en revistas: 
• J. G. Guarnizo, M. Mellado. Robot Soccer Strategy Based on Hierarchical 
State Machine to Centralized Architectures. Latin America Transactions, 
IEEE. 2016. En revision de correcciones.  
La presente tesis resume 6 publicaciones científicas, junto a la presentación de 2 
posters en eventos organizados por la Universitat Politècnica de València, y un 
artículo en revisión de correcciones. 
• Publicaciones en revistas indexadas en JCR: 
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o Artículo en Advanced Robotics. Robotics Q4 (22/25). 
o Artículo en Revista Iberoamericana de Automática e Informática 
Industrial. Automation & Control Systems Q4 (49/59); Robotics 
Q4 (23/25). 
o Artículo en Transaction on Power Electronics. Engineering, Elec-
trical & Electronic Q1 (9/255). 
• Tres artículos en Congresos Internacionales con aceptación por revisión. 
• 2 posters en Encuentros de Estudiantes de Doctorado, Universitat 
Politècnica de València 
• Un artículo en revisión en revista indexada en JCR: 
o Artículo en Latin America Transactions. Computer Science, In-
formation Systems Q4 (132/143); Engineering, Electrical & Elec-
tronic Q4 (218/255). 
1.4 Estrategia de investigación 
 
La estrategia de la investigación es importante con el fin de demostrar el rigor, 
organización y planificación en la elaboración de la investigación realizada. De 
acuerdo con [30] una estrategia de investigación puede ser vista como como una 
red de hipótesis asociada a un problema común, presentando ventajas como evitar 
la duplicidad de temas, encontrar vacíos de conocimiento, mostrar hipótesis com-
probadas, ubicar la investigación particular en el interior de un marco conceptual, 
ayudar con la programación de los plazos de ejecución de la investigación y final-
mente orientar a equipos con investigadores de diferentes disciplinas hacia un obje-
tivo común.   
La estrategia de investigación utilizada en esta tesis toma elementos de la estratégi-
ca metodológica clásica denominada usualmente como estrategia de viabilidad de 
investigación (Feasibility Research Strategy), la cual parte de una hipótesis genéri-
ca y conceptual, la cual corresponde al objetivo principal de la tesis y tiene sus 
orígenes en el estudio previo del estado del arte [31].  
Inicialmente se realiza el planteamiento del problema a tratar. Posteriormente se 
realiza una exhaustiva revisión del estado del arte de estrategias de equipo y arqui-
tecturas de coordinación aplicadas en el fútbol de robots. Posterior a esto se realiza 
una clasificación del estado del arte consultado, organizándolo dependiendo del 
tipo de arquitectura (distribuida o centralizada) y la contribución del trabajo reali-
zado. A partir de dicha clasificación, se realiza una especial revisión en los artícu-
los que trabajan sobre la arquitectura en la que se va a centrar esta tesis doctoral 
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(percepción global y control centralizado), en este punto se determinan alcances y 
delimitaciones del problema a tratar. Se realiza igualmente una revisión sobre si-
muladores donde se puedan realizar las distintas validaciones de las arquitecturas 
propuestas. 
Posteriormente se presenta una propuesta de arquitectura, con el fin de realizar una 
primera aproximación y verificar su viabilidad. A partir de esta primera propuesta, 
se propone una aproximación sistemática para el diseño de estrategias de coordina-
ción, dentro del problema planteado y de manera delimitada al entorno en el que se 
está trabajando. Posteriormente, partiendo de la estrategia propuesta, se propone de 
forma sistemática nuevas estrategias con el fin de mejorar su desempeño o reducir 
su complejidad. 
Para validar estas estrategias, se realizan distintos juegos en simulación contra 
equipos oponentes, aplicando el reglamento de la liga que corresponda y recopilan-
do datos del juego que permitan comparar el desempeño de los dos equipos a lo 
largo de los distintos juegos. Estos datos recopilados se eligen teniendo en cuenta 
los datos utilizados para validar las estrategias que se observaron en la revisión del 
estado del arte. En los casos que sea posible, se realizará una comparación de los 
resultados obtenidos con resultados reportados en la literatura de otras estrategias 
de fútbol de robots, que han sido validadas en partidos contra un oponente que es 
suministrado por el simulador y que es utilizado en esta tesis como oponente. 
Para mostrar una mayor relevancia de las arquitecturas acá propuestas, se ha en-
contrado un problema real y vigente donde este tipo de arquitecturas ofrecen una 
solución, siendo este el control del modo de operación de una micro-red eléctrica. 
Inicialmente se realiza una nueva revisión del estado del arte, enfocada más hacia 
el uso de sistemas multi-agente en aplicaciones relacionadas con micro-redes y 
redes eléctricas, con el fin de observar la viabilidad del modelo propuesto en este 
tipo de sistemas. Una vez encontrado este problema y revisada la viabilidad de la 
arquitectura propuesta en estos entornos, se realiza el modelo de la arquitectura de 
coordinación, haciendo una analogía entre el fútbol de robots y la micro-red eléc-
trica aislada, adaptando la arquitectura propuesta anteriormente a este sistema. Para 
validar esta estrategia, se realiza una implementación en un montaje experimental 
que emula una micro-red AC de baja potencia, el cual se encuentra ubicado en el 
Microgrid Laboratory de la Universidad de Aalborg en Aalborg Dinamarca, el cual 
cuenta con una etapa de simulación en tiempo real implementada en una unidad 
dspace1006 que permite emular los comportamientos de los modelos de batería y 
los generadores de energía renovables. En esta implementación, se emulan diferen-
tes situaciones en la que se enfrenta una micro-red real, observando el comporta-
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miento en los cambios de los modos de operación de la micro-red y sus correspon-
dientes respuestas. Al ser un trabajo novedoso el cual no ha sido reportado previa-
mente en la literatura, no es posible realizar una comparación de los resultados 
obtenidos con otros trabajos existentes. No obstante estos resultados sí se pueden 
comparar con los resultados esperados, lo que permite validar la estrategia propues-
ta para controlar el modo de operación en la micro-red aislada. 
1.5 Organización de la tesis 
 
La tesis se organiza en 8 capítulos de la siguiente forma: En el capítulo 2 se presen-
ta una revisión del estado del arte sobre arquitecturas para la coordinación de equi-
po de fútbol de robots, así como de sistemas multi-agente aplicados en redes eléc-
tricas. En el capítulo 3 se propone una estrategia para coordinación de equipo de 
fútbol de robots basada en Máquinas Jerárquicas de Estado Finito, para la selección 
de tácticas, asignación de roles y selección de comportamientos en equipos con 
arquitecturas centralizadas. En el capítulo 4 se presenta una metodología para el 
diseño de estrategias de equipo, basadas en Principle Solution, enfocado en arqui-
tecturas con percepción global y control centralizado. En el capítulo 5 se propone 
una arquitectura de equipo basada en roles. En el capítulo 6 propone el uso de fun-
ciones de sincronización de Máquinas de Estado para la coordinación de compor-
tamientos colaborativos entre jugadores. En el capítulo 7 se presenta el modelo de 
una micro-red eléctrica AC en modo aislado como sistema multi-agente basado en 
fútbol de robots, adaptando la arquitectura jerárquica propuesta en los capítulos 3 y 
4, para el control del modo de operación de la micro-red. Finalmente en el capítulo 

























ESTADO DEL ARTE SOBRE COORDINACIÓN EN EL FÚT-
BOL DE ROBOTS 
2.1 Introducción 
 
Distintas arquitecturas para la coordinación de sistemas multi-agente han sido 
adaptadas e implementadas para el fútbol de robots. Un primer trabajo sobre arqui-
tecturas fue presentado en [32], donde se presenta una arquitectura de equipo para 
la liga MiroSot que incluye 3 esquemas de control: el primero para el sistema de 
toma de decisiones desde el ordenador central, el segundo para el sistema de visión 
y el tercero para el sistema de control dentro de los robots. A nivel de estrategias de 
equipo, presentan comportamientos básicos como moverse o evadir obstáculos y a 
partir de estos diseñan acciones realizadas por los robots como son disparar el ba-
lón a una posición, interceptar el balón, llevar el balón o bloquear una acción. Se 
diseñaron diferentes estrategias donde a cada uno de los 3 jugadores (número de 
jugadores de la liga MiroSot para 1997) se les asigna un rol que puede ser portero, 
defensa o atacante. Rol que desarrollará en un área predeterminada dentro del cam-
po de juego. Distintas estrategias básicas se asignan por un humano desde el orde-
nador central basadas en los roles de los jugadores, por ejemplo: asignando un por-
tero, un defensa y un atacante, tres porteros, tres atacantes, etc.  
En [33], es presentada una arquitectura para equipos distribuidos que incluye el 
concepto de sincronización periódica de equipo (Periodic Team Synchronization 
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PTS), con el fin de establecer un protocolo de comunicación para robots autónomos 
con fines de coordinación teniendo en cuenta restricciones en la comunicación. 
Durante los tiempos en que se realiza la sincronización entre las comunicaciones de 
los robots se asignan roles y formaciones de equipo dependiendo de la ubicación 
del jugador y del balón, del tiempo de juego y del marcador. Una vez las comuni-
caciones se desactivan, cada jugador dependiendo de su rol y su ubicación en el 
campo de juego activa comportamientos previamente programados seleccionados 
mediante condicionales internos en la arquitectura del robot, como se presenta en la 
Figura 2.1. 
 
Figura 2.1. Comportamientos en la arquitectura de los agentes miembros del equipo propuesto 
en [33]. 
Distintos trabajos se han venido desarrollando sobre coordinación de equipo en 
fútbol de robots, bien sea tanto para arquitecturas centralizadas como para arquitec-
turas distribuidas. Algunos trabajos se enfocan en el diseño de arquitecturas de 
equipo, otros presentan sus aportes en algoritmos para el aprendizaje de máquina o 
de sistemas inteligentes validándolos en el marco del fútbol de robots, mientras que 
otros trabajos se centran en el diseño de comportamientos de un jugador o de coor-
dinación de jugadas específicas. En este capítulo se presenta una revisión sobre 
diferentes trabajos relacionados con el tema de coordinación en fútbol de robots, 
teniendo en cuenta el tipo de arquitectura de la liga, si es únicamente sobre arqui-
tecturas de coordinación, si el trabajo presenta algoritmos de aprendizaje o si es 
sobre el diseño de comportamientos coordinados entre jugadores.  
2.2 Arquitecturas centralizadas 
 
2.2.1 Trabajos en arquitecturas de equipo 
Como se ha mencionado anteriormente, las arquitecturas para las ligas de fútbol de 
robots con percepción global y control centralizado presentan importantes diferen-
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cias con respecto a las ligas distribuidas, por lo que su diseño debe presentar consi-
deraciones diferentes. Entre los primeros trabajos basados en el diseño de arquitec-
turas centralizadas está [34], proponen una arquitectura para la liga MiroSot basada 
en niveles. Un nivel 0 que corresponde al control de movimiento de los robots. 
Nivel 1 corresponde a la navegación y evasión de obstáculos. Nivel 2 corresponde 
al de estrategia de equipo, incluyendo una capa de coordinación entre jugadores. 
Los roles son constantes siendo estos el portero, dos defensas y dos atacantes. En 
otro trabajo realizan una comparación de distintas arquitecturas, una con compor-
tamientos constantes por jugador, otra con roles constantes pero comportamientos 
variables asignados por áreas de influencia, junto a otras arquitecturas que realizan 
asignación dinámica de roles dependiendo de condiciones de juego como lo son la 
ubicación del balón o la ubicación del jugador [35]. Este trabajo fue validado en la 
FIRA SimuroSot 5vs5 League. Estos dos trabajos no implicaban asignación diná-
mica de roles ni evidenciaban el diseño de comportamientos colaborativos. 
Un nuevo tipo de arquitecturas es propuesta en [36], en este trabajo se divide el 
campo de juego en cuadrículas (grids) con el fin de crear vectores de posición de 
los jugadores y el balón, de tal manera que a partir de un vector actual de posicio-
nes, se crea un vector de posiciones deseado para los jugadores utilizando reglas 
básicas tipo if, else. A través de estas secuencias de vectores de posición, determi-
nan la existencia de loop strategies o ciclos de estrategias, que corresponden a se-
cuencias de reglas cíclicas, lo que puede producir que los robots queden atrapados 
en un bucle infinito de comportamientos, los principales problemas de este tipo de 
arquitecturas es el diseño de los vectores de posición, el número de reglas generado 
puede ser excesivamente largo y además se pueden presentar situaciones de juego 
que no estén programadas. Este trabajo es igualmente implementado en la FIRA 
SimuroSot 5vs5 League. Un ejemplo de arquitecturas que utiliza lógica difusa en 
ligas centralizadas se presenta en [37], para la selección de acciones en un robot. 
En esta estrategia los roles son asignados dinámicamente dependiendo de la ubica-
ción de los robots en diferentes áreas delimitadas en el campo de juego. Una vez 
los roles son asignados, se utilizan las posiciones lineales y angulares de los robots 
con respecto al balón y la portería oponente como entradas del sistema de inferen-
cia difuso para la asignación de las acciones de los robots. El principal problema 
del diseño de este tipo de arquitecturas consiste en encontrar los vectores de posi-
ción deseados, siendo este proceso dispendioso ya que la cantidad de casos posi-
bles es numerosa, finalmente este problema termina por convertirse en un problema 
de navegación. La arquitectura está diseñada también para un equipo de la FIRA 
SimuroSot 5vs5 League. 
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El uso de Sistemas de Eventos Discretos para el diseño de estrategias de equipo 
para la FIRA SimuroSot 5vs5 League se propone en [38]. En este trabajo utilizan un 
sistema de toma de decisiones para la selección de comportamientos para 3 tipos de 
roles (portero, defensa y delantero). Se seleccionan los comportamientos de los 
robots de manera dinámica basados en las condiciones de juego como la posición 
de los jugadores o la ubicación del balón en determinadas regiones previamente 
definidas. Este es un trabajo que se enfoca en presentar un formalismo que permite 
la interacción entre comportamientos en un sistema de forma más sencilla, permi-
tiendo la adición de nuevos comportamientos sin cambios en los comportamientos 
actuales, no obstante no es presentado un modelo holístico del sistema.  
En [39] utilizan asignación dinámica de roles por medio de teoría de juegos. En 
esta arquitectura una táctica es seleccionada dependiendo de una función de utili-
dad que tiene en cuenta la información completa del equipo. Una vez la táctica es 
asignada se selecciona una correspondiente formación. Posteriormente se propone 
el uso de funciones de predicción de acciones con el fin de predecir la utilidad de la 
acción de un rol en una determinada área de influencia, y así seleccionar las tareas 
que el determinado rol debe realizar. Aunque presentan una estrategia global y la 
validación se realiza en juegos completos contra un equipo rival que el simulador 
provee por defecto, se enfocan en comportamientos de ataque. Este trabajo ha sido 
implementado para la FIRA SimuroSot 5vs5 League. Máquinas Jerárquicas de Es-
tado Finito son utilizadas en [40] para la selección de tácticas, asignación de roles y 
asignación de tareas, como se presenta en la Figura 2.2. Este tipo de diseños es 
realizado basado en la experiencia de un experto, y toma como transiciones de 
estado información de juego como la posición, velocidad y ángulo de rotación de 
los robots, así como la localización del balón. Aunque presentan la relación de 
conversión de tácticas y el modelo propuesto propone asignación dinámica de roles 
y tareas, no es detallada la estrategia global de equipo implementada. Este trabajo 
también ha sido implementado en la FIRA SimuroSot 5vs5 League. 
Otro trabajo de arquitecturas basado en cuadrículas (grids) se propone en [41], 
siendo una continuación de [36]. En este modelo partiendo de formaciones actuales 
generan conjuntos de formaciones deseadas. Como se muestra en la Figura 2.3(a) 
el campo de juego se divide en cuadrículas mediante un sistema de coordenadas. 
Como se observa en la Figura 2.3(b) y dependiendo de la posición en un momento 
dado de los jugadores del equipo propio (Mine), del oponente (Oppo) y del balón 
(Ball), se establece un vector con las coordenadas de destino de los jugadores 
(Dstn). En este trabajo utilizan un método para generar estrategias de ataque. 
Usando este tipo de arquitectura, en [42] proponen un algoritmo de optimización 
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para determinar las reglas, buscando obtener el vector óptimo de destino. En [43] 
continúan con el proceso de optimización de las reglas utilizando “space-filling 
curves”, esto consiste en un mapa espacial multidimensional donde se crea un ca-
mino a través de puntos en un espacio cartesiano discreto. No obstante, estos traba-
jos siguen presentando alta complejidad para el diseño de las reglas, siendo estas 
muchas veces numerosas y reduciendo esa situación a un problema de seguimiento 
de trayectorias. También se presenta alta complejidad en la programación de los 
generadores automáticos de reglas. 
 
 
Figura 2.2. Modelo de toma de decisiones basado en Máquinas Jerárquicas de Estado Finito 
[40]. 
 
Figura 2.3. (a) Representación del campo de juego. (b) Ejemplo de reglas para la estrategia de 
equipo [41]. 
Arquitecturas centralizadas de coordinación. Extrapolación del fútbol de robos al control de modo de 
operación de micro-redes 
 
20 
En [44] utilizan un sistema de toma de decisiones auto adaptativo en la asignación 
de roles y tareas para un equipo de la FIRA MiroSot League, a partir de los mode-
los matemáticos de las misiones que los robots deben desarrollar y de la informa-
ción ambiental del entorno. Una vez los roles y las tácticas son obtenidas, se asig-
nan formaciones de juego calculando las trayectorias óptimas de los jugadores 
durante el partido. Aunque este trabajo presenta una arquitectura de equipo, el 
aporte se enfoca en el diseño de trayectorias óptimas, sin ser adaptable a otro tipo 
de entornos multi-agente. 
Lógica difusa es utilizada en el sistema de toma de decisiones con el fin de asignar 
formaciones de equipo y roles para equipos de la FIRA SimuroSot 5vs5 League 
[45]. No obstante el objetivo principal de este trabajo es presentar una nueva técni-
ca de aprendizaje Q-Learning, que fue validada para entrenar las variables que son 
utilizadas para la asignación de roles, a partir de aprendizaje basado en la experien-
cia. En [46] proponen una arquitectura para la FIRA MiroSot League, donde utili-
zan una Red Neurodifusa para la asignación de roles y comportamientos. Esta Red 
es entrenada mediante algoritmos de aprendizaje de máquina Q-Learning. El sis-
tema de toma de decisiones propuesto se divide en 3 sub capas jerárquicas: asigna-
ción dinámica de roles, selección e implementación de acciones, como se observa 
en la Figura 2.4. En este trabajo aunque se presenta una arquitectura jerárquica de 
equipo el principal aporte se centra en el algoritmo de aprendizaje de máquina, 
especialmente para el diseño de trayectorias de los robots, siendo este tipo de traba-
jos no expandibles a otro tipo de arquitecturas multi-agente. 
Aprendizaje de sistemas de toma de decisiones mediante técnicas Q-Learning es 
utilizado también en [47] para la selección de estrategias y roles, utilizando un 
sistema de pesos adquirido inicialmente por experiencias de juego y entrenado 
mediante técnicas de aprendizaje de máquina, este sistema fue igualmente validado 
en simulación para la FIRA SimuroSot 5vs5 League. En [48] es utilizado aprendiza-
je por refuerzo combinado con un Modelo BDI, con el fin de obtener una arquitec-
tura cooperativo para la FIRA SimuroSot 11vs11 League. En este modelo se busca 
que los robots logren conseguir una solución óptima común. A los robots se les 
asignará una posición en el campo de juego, dependiendo de la posición actual de 
los jugadores que cooperan en una jugada específica y la posición del balón, uno de 
estos jugadores es manejado por un humano utilizando un joystick. Esta nueva 
posición asignada es obtenida mediante técnicas de aprendizaje por refuerzo, com-
binadas con modelos BDI.  
 




Figura 2.4. Arquitectura de aprendizaje jerárquica del sistema de toma de decisiones presenta-
do en [46]. 
Otro ejemplo del uso de Redes Neurodifusas para sistemas de toma de decisiones 
es propuesto en [49], donde se propone un planeador de tareas y selección de ac-
ciones para robots de la FIRA SimuroSot 5vs5 League. En este trabajo el campo de 
juego es fusificado sirviendo como entrada de la Red Neuronal que a su vez deter-
mina las acciones y ejecuta las tareas que los robots deben realizar, como lo son 
interceptar el balón, disparar a la portería o realizar un pase. Utilizando el mismo 
simulador e implementando en hardware para la MiroSot League, en [50] proponen 
un método basado en Redes Neuronales probabilísticas para la predicción de las 
acciones del equipo oponente, con el fin de seleccionar las acciones a realizar por 
parte de los jugadores del equipo. Para esto se toma información de juego como la 
distancia del balón a las porterías, las distancias lineales y angulares del jugador al 
balón o a jugadores oponentes. Otro trabajo implementado en la FIRA MiroSot 
League [51], presenta una estrategia de coordinación de fútbol de robots para la 
asignación de tareas y roles, envolviendo técnicas de Q-Learning con el fin de de-
terminar la posición que los jugadores deben tomar. Los roles se asignan por crite-
rios como el jugador más cercano al balón y otras situaciones del juego.  Nueva-
mente se observa que estos trabajos se enfocan más hacia el diseño de nuevas 
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técnicas de aprendizaje de máquinas, validando su trabajo en arquitecturas de fút-
bol de robots. 
En [52] presentan algoritmos de aprendizaje usando Redes Neuronales para la se-
lección de estrategias de juego realizando una abstracción de la información del 
mundo en vectores. Para este caso, las Redes Neuronales son basadas en mapas 
auto-organizados. Se realiza un primer aprendizaje off-line basados en la experien-
cia a priori de un diseñador experto. Posteriormente se realiza un segundo ciclo de 
aprendizaje on-line, con el fin de afinar el proceso de selección se estrategias. En la 
Figura 2.5 se observa la arquitectura del sistema de toma de decisiones propuesto, 
siendo S1 la estrategia ataque, S2 es preparación de ataque, S3 corresponde a pre-
paración defensa y S4 a defensa. Este trabajo también fue implementado en FIRA 
SimuroSot 5vs5 League. Como continuación del anterior trabajo, en [53] incluyen 
un modelo de aprendizaje bayesiano en la Red Neuronal para la selección de la 
estrategia. En estos trabajos se observa nuevamente alta complejidad en su diseño y 
el aporte principal se enfoca en el diseño de la técnica de aprendizaje de máquina.  
 
 
Figura 2.5. Sistema de toma de decisiones para la selección de estrategias propuesto en [52] y 
[53]. 
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En [54] utilizan cadenas de Markov para el aprendizaje de acciones de los agentes. 
Toma como conjunto de estados la información sobre la ubicación del balón y los 
jugadores. Por medio de procesos de decisiones de Markov se entrena el sistema de 
toma de decisiones para determinar la acción a seguir por parte de los jugadores, 
como por ejemplo ir a una posición deseada, o disparar el balón a un punto especí-
fico, no obstante otros temas como asignación de roles o coordinación no se abor-
dan.  
Sistemas Inmunes Artificiales son utilizados como algoritmos evolutivos para el 
diseño de estrategias en ligas centralizadas. Por ejemplo en [55] se usan para la 
selección de comportamientos de los jugadores, que combinada con información de 
juego como la distancia de los jugadores a las porterías y al balón, le asigna a cada 
jugador un comportamiento como puede ser patear, realizar un pase, disparar a la 
portería, perseguir el balón, entre otros, no obstante otros detalles de la arquitectura 
de equipo no se presentan. Este trabajo fue implementado para la FIRA SimuroSot 
5vs5 League. En [56] combinan holones con Sistemas Inmunes Artificiales para el 
diseño de una arquitectura jerárquica implementada en la FIRA SimuroSot 5vs5 
League. Como se puede observar en la Figura 2.6, existe una primera capa donde 
se selecciona la estrategia a desarrollar durante el juego. La segunda capa utiliza 
Sistemas Inmunes para la selección de roles a los jugadores. La tercera capa se 
encarga de la selección de los comportamientos a los jugadores. De acuerdo con la 
teoría de los Sistemas Inmunes, la selección del anticuerpo que en este caso corres-
ponde al comportamiento del robot deseado, se hace mediante una función de afi-
nidad en la que se le compara con el antígeno, que para este trabajo, corresponde a 
las condiciones de juego. Aunque se presenta una arquitectura completa, no se 
detalla el diseño de comportamientos colaborativos y la coordinación de equipo no 
se evidencia de forma sistemática e intuitiva.  
En [57] presentan una arquitectura diseñada para la FIRA MiroSot League y FIRA 
SimuroSot League, la cual realiza el proceso de selección de roles por medio de 
Árboles de Decisión, junto a la selección y ejecución de comportamientos por me-
dio de Sistemas Inmunes Artificiales, entrenado por técnicas de aprendizaje por 
refuerzo, no obstante colaboración entre agentes no se presenta, siendo además una 
arquitectura muy restrictiva al fútbol de robots. 
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Figura 2.6. Modelo holónico utilizando una arquitectura inspirada en Sistemas Inmunes Artifi-
ciales [56]. 
2.2.2 Trabajos a nivel de comportamientos de agente y comportamien-
tos colaborativos 
Otros trabajos sobre fútbol de robots a nivel de ligas centralizadas se enfocan úni-
camente en comportamientos colaborativos, o a nivel de agente individual y en 
ningún caso ninguno de estos trabajos presenta una arquitectura completa de equi-
po. Por ejemplo Redes Neuronales Artificiales son utilizadas en [58] como sistema 
de toma de decisiones para equipos de la FIRA MiroSot League y la FIRA Simuro-
Sot 5vs5 League. La función básica de esta Red Neuronal es determinar qué robot 
debe ir por el balón mientras el otro apoya (este diseño se realiza para equipos con 
3 robots, siendo uno el portero, con rol constante). En otra capa de la Red Neuronal 
se realiza el control de movimiento de los robots. Este trabajo se centra básicamen-
te en la coordinación entre estos dos jugadores. Por ejemplo en [59] es utilizada la 
lógica difusa para la selección de acciones mediante funciones calculadas a partir 
de las ubicaciones y el balón. Dichas acciones son interceptar o disparar el balón, 
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bloquear, barrer el balón o esperar.  Si bien el sistema se implementa en una plata-
forma con robots reales y su correspondiente sistema de localización por colores, el 
modelo y la validación se realiza únicamente en juegos 1vs1. Un ejemplo de algo-
ritmos para coordinar pases entre jugadores es presentado en [60]. Implementado 
en FIRA SimuroSot 11vs11 League, propone coordinación para la realización de 
pases entre jugadores asignando también formación de equipo. Utilizan diagramas 
de Voronoy para determinar áreas de influencia y asignar formaciones de equipo. 
Utilizan también el concepto de fuerzas virtuales con el fin de encontrar posiciones 
óptimas para disparar el balón bien sea para realizar un pase, o tratar de anotar un 
gol. Si bien presentan una arquitectura de equipo, el artículo finalmente trabaja en 
el aprendizaje del comportamiento disparar a la portería, teniendo en cuenta la po-
sición lineal y angular del jugador con respecto a la portería oponente.  
En [61] y utilizando el simulador de FIRA SimuroSot 5vs5 League, utilizan Árboles 
de Decisión para la coordinación de pases buscando anotar un gol. El algoritmo 
busca encontrar a un jugador compañero de juego que se encuentre adecuadamente 
ubicado para anotar un gol, con el fin de realizarle un pase. Esta selección se reali-
za buscando que el jugador al que se le envíe el balón tenga una trayectoria libre 
sobre la portería oponente. En la Figura 2.7(a), se calcula una secuencia de pases 
jugador por jugador, buscando tener una trayectoria libre de oponentes para anotar 
el gol. En la Figura 2.7(b) se presenta la implementación del flujo de búsqueda para 
el caso correspondiente. 
 
Figura 2.7. (a) Modelo de pases entre los robots. (b) Flujo de implementación del árbol de deci-
siones correspondiente [61]. 
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En [62] presentan el diseño de un equipo participante de la RoboCup Small Size 
League, enfocándose en la realización de un pase entre dos jugadores, desde el 
punto de vista de la dinámica del robot, y el control. En [63] dos agentes colaboran 
en la realización de un pase utilizando Redes Neuronales, sus entradas correspon-
den a las distancias entre los dos jugadores, y sus distancias tanto lineales como 
angulares a la portería oponente. La Red Neuronal le suministra al jugador las ve-
locidades lineales y angulares de los jugadores. Para entrenar la red son obtenidos 
datos de manera experimental a través de situaciones aleatorias de juego, imple-
mentado en el simulador de FIRA SimuroSot 5vs5 League. Otros trabajos se cen-
tran en el diseño de comportamientos del rol portero como por ejemplo [64], donde 
utilizan sistemas inmunes artificiales con el fin de diseñar los comportamientos de 
este jugador en particular. En este trabajo proponen particularmente el uso de la 
teoría del peligro en inmunología, para determinar la zona de influencia del porte-
ro.  En [65] proponen una especificación semi-formal para el modelado de la estra-
tegia de equipo para la FIRA SimuroSot 5vs5 League. No obstante este trabajo se 
enfoca es en la estrategia del portero asignada a un jugador con rol constante. 
2.3 Arquitecturas distribuidas 
 
En el trabajo desarrollado en [66], se presentan dos aproximaciones para la coordi-
nación de equipo: La primera para las ligas simuladas donde se propone una arqui-
tectura holónica implementada en un equipo de la RoboCup Simulation League. 
Acá un técnico o jugador líder asigna a los jugadores un respectivo rol, teniendo 
cada rol una posición determinada en el campo de juego con su respectivo compor-
tamiento. En la segunda aproximación la anterior arquitectura se adapta para un 
equipo de la Middle Size League también de la RoboCup, enfocándose en el diseño 
de los comportamientos a nivel de hardware y a los protocolos de comunicación. 
En [67] se realiza la descripción de una plataforma robótica de un equipo pertene-
ciente a la RoboCup Middle Size League. En este trabajo a nivel de estrategia se 
activa un protocolo de comunicación entre los jugadores cuando se detecte un 
evento específico por parte de un agente, con el propósito que dicho robot asigne 
nuevos roles a sus compañeros de juego. Estos trabajos se enfocaban principalmen-
te en el diseño del hardware. 
En [68] se utiliza un modelo para la toma de decisiones en un equipo de la Ro-
boCup 2D Simulation League. En este modelo el jugador más cercano al balón 
evalúa funciones para decidir la formación del equipo, de tal manera que esta for-
mación sea defensiva u ofensiva. Igualmente el mismo jugador evalúa funciones 
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para determinar qué jugador disparará el balón a la portería oponente para anotar 
un gol. Una vez se selecciona la formación de equipo (esta puede ser 4-4-2, 4-3-3, 
etc), a cada jugador se le asigna su posición en distintas áreas de acción previamen-
te diseñadas. Para realizar jugadas colaborativas como la realización de pases, se 
utilizan protocolos de comunicación basados en Árboles de Decisión. Siendo este 
modelo altamente diseñado para arquitecturas distribuidas, lo que compromete su 
flexibilidad para arquitecturas centralizadas. 
Una arquitectura diseñada para la Standard Platform League de la RoboCup y uti-
lizando robots autónomos cuadrúpedos AIBO es presentada en [69], enfocándose 
en el diseño de un algoritmo para la asignación de roles. En este trabajo se presenta 
el concepto de plays, los cuales son los planes de un equipo seleccionados ante 
situaciones específicas, proporcionando un conjunto de roles a los agentes cuando 
un respectivo play es activado. Un play se selecciona de acuerdo a una serie de 
pesos (weights), a través de un algoritmo que es ejecutado por un jugador prede-
terminado denominado líder y transmitido por este jugador a sus compañeros de 
equipo utilizando protocolos de comunicación. Dependiendo de cada rol, los juga-
dores seleccionan sus respectivos comportamientos, los cuales van a ser realizados 
en regiones delimitadas en el campo de juego. Este modelo es totalmente depen-
diente de las comunicaciones entre los robots, las cuales suelen ser muy complejas 
y requieren un alto costo tanto de programación como de recursos. 
En [70] utilizan una arquitectura junto a su aplicación en la RoboCup 2D Simula-
tion League. En este trabajo un agente que asume el papel de técnico selecciona a 
un agente líder entre los jugadores, el cual corresponde al jugador que tiene pose-
sión del balón o en su defecto, el más cercano al mismo. A su vez el técnico selec-
ciona otros jugadores líderes locales, dependiendo su ubicación en un campo de 
juego dividido en áreas locales, este trabajo se enfoca en el problema de selección 
de la formación de equipo. Es de resaltar que esta arquitectura fue implementada 
previamente en aplicaciones de turismo electrónico. En [71] proponen un algoritmo 
de asignación dinámica de roles para un equipo de la Standard Platform League 
que utiliza robots AIBO, en este modelo una función heurística de utilidad periódi-
ca es evaluada individualmente por cada robot utilizando la información de la posi-
ción transmitida por cada uno de sus compañeros, junto a la posición del balón 
estimada por medio de su propio modelo global. Una arquitectura de equipo dise-
ñada para la Standard Platform League con robots AIBO es propuesta en [72], 
utilizando con fines de coordinación sofisticados protocolos de comunicación. Ca-
da robot selecciona una táctica dependiendo de la actual situación de juego y utili-
zando información compartida entre los jugadores por medio de Máquinas de Esta-
Arquitecturas centralizadas de coordinación. Extrapolación del fútbol de robos al control de modo de 
operación de micro-redes 
 
28 
do Finito. Esta arquitectura es especialmente diseñada para equipos distribuidos, 
por lo que su extrapolación a arquitecturas centralizada requeriría de requerimien-
tos especiales en su diseño. 
Otro trabajo propone arquitecturas basadas en agentes y comportamientos es pre-
sentado en [73] e implementado para la RoboCup 2D Simulation League. En esta 
arquitectura se propone igualmente la selección dinámica de un líder, el cual anali-
za el entorno acorde con la percepción del mundo obtenida y selecciona el plan del 
equipo, el enfoque de este trabajo es dirigido a arquitecturas distribuidas. Otro tra-
bajo para la misma liga simulada es presentado en [74], donde los roles son asigna-
dos mediante Coordination Graphs (gráficos de coordinación). Para este proceso el 
equipo utiliza una función global basada en el equilibrio Nash, la cual se descom-
pone en funciones locales que evalúan cada uno de los agentes, esta función es 
especialmente diseñada para equipos con percepción local del entorno. En [24] 
diseñan la arquitectura para un equipo de la RoboCup Middle Size League, donde 
los jugadores crean su percepción del mundo utilizando tanto su sistema de visión 
artificial, como información por odometría. El equipo cuenta con 3 roles: delantero, 
ayudante y portero. Junto a un conjunto de comportamientos definidos como mover 
al balón, mover a las porterías, mover a un punto específico y esperar el balón, 
disparar el balón, etc. Nuevamente el diseño es especialmente orientado a arquitec-
turas con percepción local del entorno. 
En [75] presentan una arquitectura de equipo validada en la Standard Platform 
League utilizando robots humanoides NAO (en adelante, cuando se referencie esta 
liga, se asume que utiliza robots NAO a menos que se indique lo contrario). A ni-
vel de hardware la arquitectura se divide en 4 módulos: percepción, actuación, 
modelado del mundo y control híbrido. A nivel de estrategia de equipo se define 
una misión como una tarea de alto nivel que es llevada a cabo por los robots agen-
tes, la cual puede ser realizada por uno o varios agentes. Para realizar las misiones 
los robots realizan comportamientos deliberativos los cuales son seleccionados por 
los mismos jugadores implicados en la misión, dependiendo del rol y el estado del 
mundo, utilizando protocolos de comunicación. Para este proceso son utilizadas 
Máquinas de Estado Finito. Otro caso que presenta el uso de Máquinas de Estado 
para la selección de comportamientos se presenta en [76], donde los jugadores se-
leccionan sus comportamientos teniendo en cuenta la percepción del mundo. Los 
estados corresponden a los comportamientos de los robots, y las transiciones a 
eventos del juego. Cada robot ejecuta la Máquina de Estado de manera individual, 
sin el uso de comunicaciones ni sincronización entre jugadores. Este trabajo fue 
diseñado para un equipo de la Standard Platform League, con robots humanoides 
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Nao, pero simulado en Webots. Estos trabajos también se enfocan a resolver pro-
blemas que implica la coordinación de equipo en arquitecturas de percepción local 
y control distribuido, y aunque se pueden tomar elementos para arquitecturas de 
tipo centralizado, sus aportes presentan un paradigma diferente al propuesto en esta 
tesis.   
Conceptos de fútbol humano son definidos y utilizados en [77], para el diseño de 
una arquitectura de un equipo de la RoboCup 2D Simulation League. Esta arquitec-
tura utiliza 5 niveles de abstracción organizados de forma jerárquica: estrategia, 
táctica compleja, táctica simple, plays, y skills (habilidades). Los 3 primeros nive-
les corresponden a nivel de equipo, y envuelven sincronización entre jugadores y 
comunicaciones, los dos segundos corresponden a nivel de jugador. Como es habi-
tual en esta liga distribuida, existe un agente técnico, el cual se comunica periódi-
camente con los jugadores, y es el encargado de seleccionar la estrategia, la cual 
implica una formación de equipo ante una situación de juego dada. La arquitectura 
a partir de los niveles de abstracción es planteada para sistemas distribuidos.  
Por medio de una metodología definida como Principle Solution, que consiste en 
una aproximación sistemática basada en la especificación de sistemas mecatróni-
cos, [78] presenta un diseño basado en estrategias, tácticas, asignación dinámica de 
roles y comportamientos de equipo de fútbol de robots basada en Máquinas de 
Estado Finito. Este diseño está enfocado para equipos de la Standard Platform 
League, no obstante, su validación se realiza en simulación utilizando Webots. Una 
continuación de este trabajo es presentada en [79], centrándose en la planificación 
de estrategias de equipo. 
En [80] presentan una arquitectura para la planificación de tareas de un robot, utili-
zando Redes de Petri e implementado en Webots. La planificación de tareas es 
realizada por cada robot de manera individual, permitiendo al agente seleccionar el 
comportamiento adecuado dependiendo de las condiciones de juego, y teniendo en 
cuenta las acciones de los demás jugadores percibidas por su percepción local. No 
obstante, en este trabajo no se envuelven comunicaciones inalámbricas entre los 
jugadores del mismo equipo. En [81] se presenta la arquitectura de un equipo de la 
FIRA RoboSot League. Esta arquitectura es jerárquica y compuesta por 4 capas 
independientes. La capa de información le permite al jugador obtener la percepción 
del mundo. La capa de la estrategia le permite al robot seleccionar su rol. La capa 
de la táctica es utilizada por el robot para seleccionar un comportamiento. La capa 
de ejecución constituye el control a bajo nivel para la realización de los comporta-
mientos del robot. No obstante, este trabajo está más enfocado al diseño del hard-
ware de los robots.  
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En [82] presentan un framework diseñado para un equipo perteneciente a la Ro-
boCup 3D Simulation League. A nivel de arquitectura de equipo, proponen un sis-
tema deliberativo jerárquico, donde los jugadores a través de votación, seleccionan 
un jugador llamado “héroe” que se supone debe ser el jugador más cercano al ba-
lón. Una vez este jugador es seleccionado, asigna roles y posiciones de juego a los 
compañeros de equipo. En [83] utilizan Memory-based Collaborative Filtering 
Approach en el vecindario cercano de los jugadores para la selección de la respues-
ta de equipo para la RoboCup 2D Simulation League. La estrategia de equipo se 
compone de tácticas, que encapsulan los comportamientos colaborativos en térmi-
nos de formación y set-plays (planes flexibles de equipo para una situación especí-
fica del juego, que se pueden desarrollar en un intervalo de tiempo específico, para 
un determinado marcador, o en situaciones determinadas como por ejemplo, cobrar 
un tiro de esquina). El trabajo se enfoca en el diseño de algoritmos para generar la 
formación del equipo y para la selección de los set-plays en caso que situaciones de 
juego determinadas ocurran, como por ejemplo un kick-off (comienzo de juego), un 
free kick (cuando hay una falta), un goal kick (balón fuera del campo de juego), o 
tiro de esquina. 
En el trabajo presentado en [84], se presenta una arquitectura para la coordinación 
de un equipo de la Standard Platform League con robots AIBO, los agentes com-
binan comportamientos reactivos partiendo de su percepción local del mundo, jun-
to a razonamiento deliberativo con fines de coordinación de equipo. La selección 
de comportamientos es realizada por Máquinas de Estado Finito basadas en siste-
mas de inferencia difusos. En [85] utilizan algoritmos evolutivos Ant Intelligence 
para la asignación de posiciones a los jugadores para equipos de la RoboCup 2D 
Simulation League, otros conceptos de coordinación no son trabajados. Una arqui-
tectura de equipo para la Standard Platform League utilizando robots AIBO es 
presentada en [86], basado en las experiencias de un entrenador humano se diseña 
una Red Neuronal para la selección de roles dependiendo de las actuales condicio-
nes de juego como posiciones de los jugadores y el balón, y el historial de las dis-
tintas acciones seleccionadas a lo largo del juego. Esta Red Neuronal se encuentra 
en el jugador con el rol portero y quien a su vez es el capitán del equipo, seleccio-
nando roles y formaciones, y transmitiendo dicha información a los demás jugado-
res. Una vez cada jugador tiene su rol, este individualmente selecciona sus compor-
tamientos de juego. 
Diseñado para la RoboCup Middle Size League, en [87] se propone una arquitectu-
ra de equipo donde una estrategia es seleccionada y los roles son asignados desde 
un ordenador externo, que transmite por vía inalámbrica dicha información a los 
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jugadores. Posteriormente cada jugador selecciona sus comportamientos de equipo 
utilizando Árboles de Decisión. Este trabajo se centra en partes como la localiza-
ción de robots con percepción limitada, y el diseño de la arquietctura desde el pun-
to de vista del hardware de los robots. En [88] utilizan aprendizaje por refuerzo 
para el diseño de funciones que permiten la asignación dinámica de roles para 
equipos de la RoboCup 3D Simulation League. Cada agente aprende de manera 
independiente estas funciones ante la presencia de un equipo oponente, basado en 
su posición y la estimación de la posición del balón. En [89] se propone un algo-
ritmo de aprendizaje modular en un escenario de fútbol de robots dividido en cua-
drículas, utilizando un simulador con percepción local y control distribuido. Con 
esto se busca mejorar la baja tasa de aprendizaje y la mala calidad en la toma de 
decisiones en los primeros escenarios. No obstante dadas las limitaciones del simu-
lador, los comportamientos de los agentes se limitan a moverse a alguna cuadrícula 
vecina, pasar el balón a un compañero, o esperar.  
En [90] se propone un modelo de aprendizaje híbrido combinando Case-based 
Reasoning con Algoritmos Genéticos con el fin de obtener una estrategia de equipo 
para la RoboCup 2D Simulation League, centrándose en el aprendizaje de forma-
ciones, dependiendo de la formación del equipo oponente. En [91] utilizan una 
nueva clase de algoritmos evolutivos llamados “Algoritmos Culturales” para el 
desarrollo de juegos ofensivos y defensivos en estrategias cooperativas de equipo 
para la RoboCup 2D Simulation League. Los Algoritmos Culturales son una clase 
de modelos computacionales derivados de los procesos de evolución cultural en la 
naturaleza [92]. Estos trabajo relatados sobre temas de aprendizaje, se enfocan más 
en presentar nuevas técnicas de aprendizaje de máquina, utilizando el fútbol de 
robots como el entorno para la validación de los algoritmos propuestos. 
Muchos trabajos se centran en el diseño de comportamientos colaborativos. Por 
ejemplo en [93] presentan un algoritmo de aprendizaje llamado Distributed Rein-
forcement Learning para el aprendizaje de comportamientos colaborativos como la 
realización de pases entre dos jugadores en la RoboCup 2D Simulation League. En 
[94] presentan un modelo para la selección de casos para comportamientos coordi-
nados en un equipo de la Standard Platform League compuesto por robots AIBO, 
utilizando Case-based Approach. A partir de una librería de casos, seleccionan la 
respuesta más adecuada utilizando una ponderación de la situación basada en tér-
minos como la posición del balón y los jugadores. Joint Commintments Theory es 
implementado mediante el uso de Redes de Petri con propósitos de selección de 
comportamientos para un equipo de la Standard Platform League de la RoboCup 
compuesto por robots AIBO [95]. En este trabajo cada robot tiene su propia Red de 
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Petri para la selección de sus comportamientos dependiendo de sus condiciones de 
juego. Los robots utilizan protocolos de comunicación para la sincronización de 
dos redes con fines de realizar comportamientos colaborativos. 
Otros trabajos a nivel de arquitecturas en fútbol de robots se centran a nivel de 
comportamientos de un solo jugador, por ejemplo en [96] donde trabajan en la 
selección de comportamientos de un jugador de la Standard Platform League. La 
selección de los comportamientos es realizada mediante Máquinas de Estado Fini-
to, teniendo en cuenta la información obtenida por la percepción local del robot. 
Otro caso donde se trabaja el concepto de Set-plays se presenta en [20] para estruc-
turar comportamientos de equipos de fútbol de robots, implementado en la Ro-
boCupMiddle Size y 2D Simulation League. La arquitectura de equipo se diseña de 
tal manera que un agente externo “técnico” inicializa el correspondiente Set-play, 
asignándole y transmitiéndole roles a los jugadores dependiendo de su ubicación en 
el campo de juego y la distancia al balón. Cada jugador posee su propia secuencia 
de Set-plays a ejecutar, no obstante es el técnico quien envía las señales que activan 
la transición a la siguiente tarea. 
En [97] se presenta el control de comportamientos de ataque de equipo para la Ro-
boCup 2D Simulation League, los comportamientos se ejecutan por parte de los 
robots mediante el uso de Árboles de Decisión. El principal aporte de este trabajo 
consiste en el uso de una variación del algoritmo Q-Learning para el diseño de 
estos comportamientos. En [98], para equipos de la RoboCup 3D Simulation Lea-
gue, se busca aprender por imitación jugadas colaborativas de otros equipos. Utili-
zando Redes Neuronales para predecir la posición del robot del que se están apren-
diendo los comportamientos. En [99] un jugador con el rol ayudante aprende el 
comportamiento de otros jugadores, con el fin de ayudar al atacante. Este aprendi-
zaje se realiza utilizando distintas técnicas como son Redes Neuronales y Árboles 
de Decisión, imitando el comportamiento de un jugador controlado por humanos a 
través de consolas. La implementación se realiza para la RoboCup 3D Simulation 
League. En [100] proponen el aprendizaje de comportamientos como lo son eva-
sión de obstáculos y seguimiento de trayectorias en un robot tipo humanoide utili-
zado en la RoboCup 3D Simulation League, combinando tanto Redes Neuronales 
como Algoritmos Genéticos. En otro ejemplo utilizan un algoritmo Q-Learning 
combinado con una técnica basada en Batch Reinforcement Learning para el 
aprendizaje de comportamientos en un robot de la RoboCup Middle Size League, 
enfocando estos algoritmos en el control a bajo nivel del robot [101]. En [102], 
utilizan un algoritmo de Batch Reinforcement Learning para el aprendizaje de ta-
reas como rotar alrededor de un punto, disparar el balón o recibir un pase en un 
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robot de la RoboCup Middle Size League. Trabajos como el publicado en [103], se 
centran en el uso de Árboles de Decisión con el propósito de generar y evaluar 
comportamientos colaborativos para la realización de pases entre dos jugadores en 
la RoboCup 2D Simulation League. En [104] continúan utilizando el concepto de 
set-plays, esta vez en el contexto de la RoboCup 2D Simulation League. Proponen 
un lenguaje basado en set-plays para coordinar la ejecución de comportamientos 
entre dos jugadores.  
2.4 Arquitecturas basadas en roles 
 
Un agente se puede considerar como un sistema que realiza acciones autónomas, 
percibe el entorno y responde ante los cambios que ocurren en él, es proactivo e 
interactúa con otros agentes planteando procesos de negociación para lograr un 
objetivo específico [105]. En los sistemas multi-agente, se tienen sistemas compu-
tacionales capaces de tomar acciones de forma autónoma para alcanzar sus objeti-
vos [106]. Dentro de ellos, el fútbol de robots es utilizado por diferentes grupos de 
investigación alrededor del mundo, como una plataforma común para validar sus 
resultados en diferentes campos de la robótica. 
Los roles juegan un importante papel en los sistemas multi-agente. Como diseño 
conceptual, permiten obtener una útil abstracción en sistemas altamente complejos 
y con esto diseñar una interacción de alto nivel entre agentes cooperando en tareas 
que requieren especial atención. También permiten a los agentes especializarse en 
comportamientos en los que son responsables y reducen el número de agentes que 
compiten por una tarea en particular [107]. Al nivel de diseño de arquitecturas, se 
ha mostrado que equipos basados en roles permiten obtener un óptimo rendimiento, 
dadas las habilidades individuales de los agentes, compensando las debilidades de 
los roles con las fortalezas de otros miembros del equipo [108]. 
Arquitecturas basadas en roles han sido utilizadas en diferentes aplicaciones mos-
trando adaptabilidad y una adecuada respuesta en diferentes ramas de la ingeniería, 
por ejemplo en ingeniería de software, para el diseño y análisis de programas orien-
tados a objetos [109]; o definiendo la interacción entre objetos, proveyendo una 
abstracción entre clases y roles [110]. También son frecuentemente utilizadas en 
sistemas de comunicaciones en arquitecturas jerárquicas para la asignación de re-
cursos en redes virtuales de servicios [111], en seguridad informática o en cripto-
grafía para el almacenamiento de información en nube de datos [112]. Otros mode-
los de roles en sistemas informáticos son presentados en [107]. Arquitecturas 
basadas en roles también han sido utilizadas en sistemas de potencia, en aplicacio-
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nes de distribución energética [113], como también en redes eléctricas por ejemplo 
para asignar roles y tareas con propósito de predicción y gestión de demanda ener-
gética [114]. En [115] se describen diferentes aplicaciones en robótica de enjam-
bre. Arquitecturas basadas en roles son igualmente empleadas para aplicaciones 
con sistemas inteligentes, para coordinación entre agentes, o aprendizaje [116]. 
Como lo define [87], las estrategias de equipo son típicamente basadas en roles, 
donde uno de ellos es el portero, uno o dos son atacantes o defensas y suelen utili-
zar asignación dinámica de roles. El concepto de roles en el fútbol de robots no es 
nuevo, ya que fue utilizado por [32], presentando una estrategia básica de equipo 
con 3 roles constantes, quienes deberían desarrollar ciertos comportamientos prede-
terminados, para un equipo centralizado. A partir de esto, han sido muchos los 
trabajos sobre fútbol de robots que han sido basados en roles, y aunque han sido ya 
relatados en el capítulo dos, vale la pena recordarlos.  
En [33] realizan una asignación dinámica de roles en un equipo distribuido, intro-
duciendo el concepto de “Periodic Team Synchronization”. En [45] se presenta 
una arquitectura jerárquica con asignación de roles en equipos centralizados, utili-
zando aprendizaje de máquina para comportamiento de los jugadores. En [69] se 
diseña una estrategia para robots autónomos basada en juegos (“Play-based ap-
proach”), donde periódicamente se selecciona un líder quien asigna roles a los 
jugadores dependiendo de las condiciones de juego. Para ligas distribuidas también 
[71] propone un algoritmo de selección de roles usando una función de utilidad 
mediante funciones heurísticas. En [72] se utilizan Máquinas de Estado para selec-
cionar la táctica, combinada con Redes de Petri para la ejecución de tareas por par-
te del jugador, dependiendo de su rol asignado. En [47] se utiliza aprendizaje por 
refuerzo para la selección de roles, a través de asignación de posiciones.  
En [56] presentan una arquitectura jerárquica basada en holones y Sistemas Inmu-
nes Artificiales, para asignar roles y realizar el control de movimientos de cada rol. 
En [73] se muestra una arquitectura basada en comportamientos de agentes para 
equipos distribuidos, asignando la formación de equipo mediante un agente líder. 
En [74] se utiliza gráficos de coordinación para el proceso de asignación de roles 
en ligas distribuidas. En [86], un jugador capitán utiliza Redes Neuronales para 
asignar roles, en un ambiente distribuido, partiendo de un conocimiento previo 
suministrado por un entrenador. En el trabajo presentado en [88] realizan asigna-
ción de roles para un equipo distribuido utilizando funciones de valor general, ob-
tenida mediante aprendizaje por refuerzo. En este tipo de estrategias, los roles se 
basan en posiciones sobre el campo de juego. En [104] se realiza la planificación 
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de estrategias, junto a la asignación y ejecución de roles mediante un lenguaje “set-
play”, para ligas de fútbol de robots distribuidas.  
2.5 Clasificación de los trabajos relatados 
 
Como se ha podido observar, los trabajos presentados pueden ser clasificados de-
pendiendo el tipo de arquitectura sobre el que está diseñado, si son trabajos orien-
tados al diseño de arquitecturas, a comportamientos puntuales, o si utilizan el fút-
bol de robots como un entorno para la validación de técnicas que aprendizaje de 
máquina. En la Tabla 2.1 se presenta una clasificación de los distintos trabajos 
presentados dependiendo de su arquitectura, modelo computacional utilizado, y 
sobre si su aporte se presenta a nivel de arquitecturas para la coordinación de equi-
po o de comportamientos puntuales entre jugadores.  
Cent., hace referencia a arquitecturas con percepción global y control centralizado. 
Dist., se refiere a arquitecturas con percepción local y control distribuido. Arq., se 
refiere a trabajos sobre arquitecturas completas para la coordinación de equipo. 
Mientras que Comp., hace referencia a trabajos sobre coordinación de comporta-
mientos puntuales, como la realización de pases, o trabajos sobre un único jugador, 
como por ejemplo el comportamiento del portero. F.S.M se refiere a trabajos que 
utilizan Máquinas de Estado Finito. P.N se refiere a trabajos que utilizan Redes de 
Petri. D.T se refiere a Árboles de Decisión. F.Z se refiere a trabajos que utilizan 
Lógica Difusa. N.N hace referencia a trabajos que usan Redes Neuronales. E.A 
hace referencia de trabajos que utilizan algoritmos evolutivos tales como Algorit-
mos Genéticos, Sistemas Inmunes Artificiales o algoritmos culturales. M.L se refie-
re a otros algoritmos que utilizan trabajos de aprendizaje de máquina, como por 
ejemplo Q-Learning. Como se puede observar, existe una variedad similar de tra-
bajos en arquitecturas tanto centralizadas como distribuidas, siendo la investigación 
en ligas centralizadas vigente y con relevancia. También y como se ha comentado 
anteriormente, los trabajos que envuelven técnicas de aprendizaje principalmente 
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Tabla 2.1.  Clasificación de los trabajos del estado del arte. 
Referencia Cent. Dist. Arq. Comp. F.S.M P.N D.T F.Z N.N E.A M.L 
[31] [65] [73] [74] 
[76] [77] [79]  X X  X       
[64] [67] [68] [69] 
[80] [81] [71] [72] 
[24] [75] 
 X X         
[66]  X X    X     
[70]  X X  X X      
[78]  X X   X      
[82]  X X  X   X  X  
[83] [89]  X X       X  
[84]  X X      X   
[85]  X X    X    X 
[86] [87]  X X        X 
[88]  X X       X X 
[102]  X  X        
[91] [92] [20]  X  X       X 
[95] [101]  X  X   X    X 
[93]  X  X  X      
[94]  X  X X       
[96]  X  X     X   
[97]  X  X   X  X  X 
[98]  X  X     X X  
[99] [100]  X  X       X 
[30] [32] [33] [34] 
[36] [37] [39] [40] 
[41] [42] 
X  X         
[35] X  X     X    
[38] X  X  X   X    
[43] X  X     X   X 
[44] [48] [50] [51] X  X      X  X 
[56] X  X      X   
[45] [46] [49] [52] X  X        X 
[47] X  X     X X   
[53] X  X     X  X  
[54] X  X       X  
[55] X  X    X   X  
[57] X   X    X    
[58] [60] X   X       X 
[61] X   X     X   
[59] X   X   X     
[62] X   X      X  
[63] X   X X       
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2.6 Revisión de arquitecturas multi-agente para el control 
en micro-redes eléctricas 
 
La integración de la generación eléctrica distribuida está ganando una mayor aten-
ción dada la creciente penetración de las fuentes renovables de energía (renewable 
energy sources RESs), tales como las fuentes fotovoltaicas (photovoltaic PV) y los 
aerogeneradores eléctricos (wind turbine WT). En este aspecto, las micro-redes 
eléctricas han aparecido como una alternativa para la integración de las RES, dado 
que las micro-redes pueden operar tanto en modo aislado como en modo red inter-
conectada [117]. Cuando la micro-red está en modo de operación red interconecta-
da, la red de suministro determina la frecuencia y la tensión que serán suministra-
das al bus común. Mientras que las fuentes de energía distribuidas (distributed 
energy resources DERs) pueden tanto absorber como inyectar potencia a la red 
energizada [118]. Dado esto, la red eléctrica es responsable de mantener el balance 
de potencia entre la generación y el consumo eléctrico [119]. 
Por otro lado para el caso de las operaciones en modo aislado, se requiere el uso de 
sistemas de almacenamiento de energía (energy storage systems ESSs) para mante-
ner el balance de potencia tanto en la generación como en el consumo, y corregir 
comportamientos impredecibles de las RESs. De hecho el control del balance de 
potencia es uno de los problemas más complejos en micro-redes aisladas, ya que 
requiere que al menos una de las unidades DERs (ESSs o RESs) debe asumir el rol 
de formación de red llamado en adelante grid-forming, convirtiéndose en respon-
sable de fijar la amplitud y la frecuencia de la tensión de la red local [120]. Para 
esto, dos principales aproximaciones han sido usadas para definir la tensión y la 
frecuencia de la red local: Maestro único (una unidad en modo de operación grid-
forming), o multimaestro (distintas unidades conectadas en paralelo trabajando 
todas en modo de operación grid-forming) [118]. En el modo multimaestro la po-
tencia es distribuida entre las diferentes unidades de almacenamiento de energía las 
cuales operan en modo de operación grid-forming [121]. Normalmente en modo de 
operación aislado las unidades ESSs asumen el rol de grid-forming. En este caso 
las RESs pueden ser integradas a la micro-red en modo seguidor de red, llamado en 
adelante grid-following, como unidades de seguimiento de red usando control para 
el seguimiento del punto de máxima transferencia de potencia (máximum power 
point tracking MPPT) con el fin de obtener la máxima potencia posible [122]. 
Para una operación confiable en una micro-red aislada, es importante definir una 
adecuada arquitectura de control que permita operaciones coordinadas entre las 
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DERs. Esta arquitectura de control debe considerar la demanda de la carga, la po-
tencia disponible de las RESs y la capacidad de almacenamiento de energía de los 
ESSs. De hecho, el estado de la carga (SoC) de un ESSs es probablemente el prin-
cipal factor para ser tenido en cuenta en el momento de definir la arquitectura de 
control. Esto se da principalmente para prevenir profundas descargas o sobrecargas 
de las ESSs, permitiendo con esto prolongar el tiempo de vida de las unidades de 
almacenamiento de energía, ya que principalmente estas se basan en baterías [123]. 
En general, arquitecturas centralizadas son propuestas en sistemas donde la genera-
ción de potencia de las DERs es planeada para mantener un apropiado nivel de 
carga de cada uno de los ESSs y proporcionar un adecuado balance de potencia en 
la micro-red [124]. Uno de los problemas que se tiene es que el uso de múltiples 
RESs presenta más retos para el balance generación-consumo. Frente a este pro-
blema en [125] la generación de potencia desde las RESs es recortada para mante-
ner el almacenamiento de energía dentro de los límites deseados, sin dejar de ga-
rantizar el balance de potencia en la micro-red. En otras aproximaciones se ha 
considerado la operación de los ESSs como fuentes de tensión que siguen curvas 
características de frecuencia, de esta forma la potencia se ajusta con el estado de 
carga, es decir el valor del SoC [126]. El principal problema de esta aproximación 
es una desviación de frecuencia muy grande que se requiere para asegurar la coor-
dinación de las DERs, inclusive en estado estacionario [122]. Adicionalmente, una 
apropiada carga de los ESSs basada en baterías es críticamente importante para 
alargar el tiempo de vida y el rendimiento de las mismas.  
La mejor forma de cargar las baterías es mediante un procedimiento de dos etapas. 
Inicialmente limitando la intensidad de corriente, seguido por una carga constante 
de tensión. En esta última etapa la tensión permanece constante mientras que la 
corriente de la batería llega a sus niveles de carga máxima [127], adicionalmente, 
se recomienda que las baterías sean completamente cargadas después de iniciar sus 
ciclos de descarga. Dado lo anterior una operación de control de corriente es reque-
rida con el propósito de asegurar una carga apropiada de la batería, implicando con 
esto que los ESSs deben cambiar su modo de operación de fuente de tensión a car-
ga de potencia. Como consecuencia de esto la operación de las otras DERs debe ser 
coordinada para asegurar que al menos una unidad asuma la regulación de la ten-
sión y la frecuencia del bus común y para esto, estrategias de coordinación distri-
buidas que consideran los diferentes escenarios de carga de los ESSs han sido con-
siderados en [128], donde la tensión y la frecuencia del bus AC es utilizada para 
disparar los cambios en los modos de operación de las DERs. Esta propuesta tiene 
el problema que cualquier perturbación o ruido puede causar cambios abruptos en 
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los modos de operación, y la tensión y frecuencia deseadas para el bus finalmente 
no son alcanzadas.  
Dado que en años recientes tecnologías basadas en sistemas multi-agente son apli-
cadas en sistemas de potencia [129], distintos trabajos han utilizado este tipo de 
arquitecturas en aplicaciones relacionadas con micro-redes eléctricas. Por ejemplo 
utilizando estrategias basadas en teoría de juegos para integrar la energía producida 
por redes eléctricas inteligentes [130], con propósitos de integración y resolución 
de conflictos de intereses alcanzados entre agentes productores y consumidores, y 
la red de agentes. Una arquitectura basada en sistemas multi-agente para la gestión 
y predicción en redes eléctricas inteligentes aplicadas a centrales eléctricas virtua-
les es presentada en [114], incluyendo un conjunto de agentes empotrados combi-
nados con Redes Neuronales para la predicción colaborativa de demandas energéti-
cas desagregadas para usuarios domésticos. En [131] es presentado un algoritmo 
basado en agentes para la restauración del servicio con almacenadores distribuidos 
de energía incluyendo detección de fallos, localización y aislamiento. Sistemas 
Inmunes Artificiales son utilizados como algoritmos de optimización en redes eléc-
tricas inteligentes como se puede encontrar en [132], para asegurar operaciones 
rentables en el mercado energético. Micro-redes eléctricas han sido modeladas 
como equipos de agentes cooperativos en [133], donde cada micro-red puede inter-
cambiar potencia con otras micro-redes y la red eléctrica, sin necesidad de un con-
trol centralizado. En [134] sistemas multi-agente son usados para la gestión energé-
tica y control en una red compuesta por múltiples micro-redes eléctricas. El 
estándar IEC/ISO 62264 es presentado en [135] para adaptar el control jerárquico y 
el almacenamiento de energía en micro-redes eléctricas y centrales eléctricas vir-
tuales. 
Más específicamente, los sistemas multi-agente han sido usados en aplicaciones 
relacionadas con el control de la operación en una micro-red eléctrica. Por ejemplo 
en [136] se propone una estrategia basada en sistemas multi-agente descentraliza-
dos, para el control de frecuencia para una micro-red autónoma con restricciones 
en las comunicaciones. En [137] es presentado un método de control basado en 
sistemas multi-agente descentralizados para micro-redes aisladas, con una estructu-
ra de control de dos capas, siendo la capa baja la de distribución eléctrica, y la capa 
alta la red de comunicaciones. Un sistema híbrido de control basado en sistemas 
multi-agente es presentado en [138], para micro-redes inteligentes con el propósito 
de buscar la seguridad en la tensión suministrada, buscando maximizar beneficios 
económicos y ambientales. 
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2.7 Conclusiones del capítulo 
 
Sistemas de percepción global y control centralizado siguen teniendo una impor-
tante relevancia en el contexto actual, permitiendo el fútbol de robots un entorno 
adecuado para la validación de este tipo de arquitecturas y con una amplia variedad 
de trabajos enfocados en simulación, permitiendo con esto centrar la investigación 
en las arquitecturas de coordinación, sin tener los problemas relacionados con la 
visión artificial o el diseño del hardware, siendo estos dos temas que abarcarían 
completamente una tesis doctoral. Además las simulaciones permiten realizar los 
diseños y validaciones de las arquitecturas en entornos realistas, permitiendo im-
plementar posteriormente este tipo de diseños en arquitecturas que impliquen 
hardware, sin que esto implique grandes modificaciones. 
Muchos de estos diseños presentados se enfocan en nuevas técnicas o algoritmos 
de aprendizaje de máquina o en algoritmos de optimización, sin que la arquitectura 
de coordinación sea el objetivo principal de sus investigaciones. Muchos de los 
trabajos presentan una muy alta complejidad para su implementación, lo que pro-
duce dificultades en el momento de adaptar esta arquitecturas a cambios en el sis-
tema, cambios en las condiciones, variaciones bien sea en el número o en el diseño 
de los agentes, o en su implementación en otro tipo de entornos multi-agente. Co-
mo se ha visto, otro tipo de tecnologías como son las energéticas emergen ante las 
nuevas realidades sociales, presentando todo un campo donde es necesario el dise-
ño de arquitecturas de control, permitiendo el enfoque como sistema multi-agente. 
Este tipo de sistemas requieren de investigación en temas relacionados con la coor-
dinación, y si bien trabajos en optimización y aprendizaje de máquina son impor-
tantes, en sus primeras etapas requiere enfocarse en el diseño de las arquitecturas 
de coordinación entre sus componentes. 
Dado lo anterior, se plantea la necesidad de desarrollar arquitecturas multi-agente 
con percepción global y control centralizado que permitan flexibilidad y adaptabi-
lidad, que puedan ser diseñadas de manera intuitiva y sin un alto costo compu-
tacional, permitiendo coordinación entre sus agentes y el diseño de comportamien-
tos colaborativos, y que puedan ser adaptadas en diferentes sistemas como lo es el 
fútbol de robots u otros entornos que requieran coordinación entre sus componen-
tes, con una percepción global y control centralizado. Encontrando en la coordina-
ción del modo de operación de una micro-red eléctrica aislada una problemática 





PROPUESTA DE ESTRATEGIA DE FÚTBOL DE ROBOTS 
BASADA EN MÁQUINA JERÁRQUICA DE ESTADO PARA 
ARQUITECTURAS CENTRALIZADAS 
3.1 Introducción  
 
Como se explicó en secciones anteriores, el diseño de arquitecturas para equipos 
con percepción global y control centralizado requiere una consideración diferente 
con respecto a las arquitecturas distribuidas, y si bien han sido presentados distin-
tos trabajos con fines de coordinación de equipo para ligas centralizadas, estos 
trabajos presentan complejos algoritmos para su diseño haciendo difícil su adapta-
ción a nuevos jugadores, nuevas ligas o nuevos reglamentos; o se enfocan en el 
diseño de algoritmos de aprendizaje sin centrarse en el diseño propio de la arqui-
tectura de equipo; o en otro caso diseñan comportamientos de roles o jugadas muy 
específicas. En este capítulo se presenta una arquitectura de equipo de fútbol de 
robots basada en una Máquina Jerárquica de Estado Finito para selección de tácti-
cas, selección de comportamientos y acciones de control a bajo nivel, envolviendo 
el concepto de un “técnico virtual” para el proceso de asignación de roles. En esta 
estrategia una táctica específica es seleccionada por la Máquina Jerárquica de Esta-
do Finito dependiendo de la posición del balón y los jugadores. Una vez la táctica 
es seleccionada, los roles son asignados a los jugadores dependiendo de su posición 
en el campo de juego, siendo este proceso realizado por un agente virtual llamado 
técnico.  
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Cuando los roles son asignados, cada jugador ejecuta un comportamiento específi-
co hasta que las condiciones de juego cambien, una nueva táctica es seleccionada, 
y nuevos roles son asignados. Esta arquitectura es diseñada para equipos de fútbol 
de robots con un sistema central de toma de decisiones y percepción global, y es 
simulada utilizando robots diferenciales de dos ruedas, mediante el uso del simula-
dor Webots.  
La propuesta presenta como ventajas una sencilla programación e implementación, 
sin mayor complejidad y fácilmente adaptable a cualquier clase de lenguaje de 
programación. Así mismo actualizar la estrategia con nuevos cambios o ampliarla a 
más jugadores no requiere significativos ajustes. Por otro lado esta estrategia es 
fácilmente adaptable a otro tipo de entornos, bien sean otras ligas de fútbol de ro-
bots, u otros ambientes de tipo multi-agente, para distintas aplicaciones de la inge-
niería. Con esto se busca presentar un diseño de estrategia intuitivo, fácilmente 
adaptable, sin que requiera excesiva complejidad en el momento de su programa-
ción e implementación. 
3.2 Arquitectura de equipo jerárquica 
 
3.2.1 Arquitectura jerárquica 
Como se ha mencionado en secciones anteriores, las Máquinas de Estado son fre-
cuentemente utilizadas en fútbol de robots como alternativas para el diseño de es-
trategias de equipo. En este capítulo se propone un sistema de toma de decisiones 
basada en una Máquina Jerárquica de Estado Finito, la cual es dividida en distintos 
niveles. El primer nivel, que es el más alto es presentando en la Figura 3.1, donde 
una Máquina de Estado selecciona la táctica desde un conjunto de n predefinidas 
tácticas T={t 1,t2,…,tn}, utilizando las condiciones ambientales Ev como transicio-
nes. 
Como se muestra en la Figura 3.2, una vez la táctica es seleccionada el segundo 
nivel es activado; en este nivel un agente virtual llamado técnico asigna un rol a 
cada jugador. Los jugadores con sus respectivos roles ejecutan sus comportamien-
tos B={b1, b2, …, bk}, controlado por un nivel más bajo de la Máquina de Estado, 
utilizando las condiciones ambientales St como transiciones. El control de los com-
portamientos es realizado por la capa más baja de la Máquina de Estado. 
El técnico mide las condiciones ambientales de forma periódica, cuando estas con-
diciones cambian, una nueva táctica es seleccionada y un nuevo conjunto de roles 
es asignado a los jugadores. Un diagrama del modelo propuesto es presentado en la 




Figura 3.3. Una vez la Máquina de Estado selecciona la táctica, un agente virtual 
llamado “técnico” asigna un conjunto de roles R={r 1, r2, …,rm} a un número finito 
de agentes A={a1, a2, am} teniendo en cuenta que existe el mismo número de 
agentes y roles, de tal manera que cada agente debe tener su rol asociado, sin repe-
tir ninguno de los roles. Existe un conjunto de comportamientos B={b1, b2, …, bk}, 
que serán ejecutados por los agentes. A cada rol r le ha sido asociado uno o más 
comportamientos que serán ejecutados por un agente a en el partido, dependiendo 
de las condiciones del mismo. Existe un conjunto de características               
G={g1, g2, …, gp} que describen las condiciones ambientales. En el más alto nivel 
de la Máquina de Estado Finito se usa el conjunto G para seleccionar T y poste-
riormente el técnico C usa el conjunto G para asignar R a A. Posteriormente, la 
segunda capa de la Máquina de Estado Finito selecciona un comportamiento bk 
para que sea ejecutado por cada agente a. El control de movimiento de los robots es 
implementado en la capa más baja de la Máquina de Estado. 
 
Figura 3.1. Primer nivel de la Máquina Jerárquica de Estado Finito para el sistema de toma de 
decisiones. Este nivel selecciona la táctica. 
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Figura 3.2. Niveles de asignación de roles y selección de comportamientos. 
 
Figura 3.3. Diagrama de bloques de la estrategia propuesta. 




El sistema de selección se ejecuta mediante el algoritmo 3.1. 
ALGORITMO 3.1. SISTEMA DE DECISIONES DE LA ESTRATEGIA 
1. La Máquina Jerárquica de Estado Finito lee el conjunto G y asigna una tác-
tica t. 
2. Dada t seleccionada en el paso 1, C asigna un rol r a cada agente a, asegu-
rándose que el conjunto R es asignado de forma completa al conjunto A. 
3. La Máquina Jerárquica de Estado Finito lee el conjunto G y asigna com-
portamientos b a cada agente a, dependiendo del rol r asignado en el paso 
2 y el conjunto G. 
4. El conjunto de comportamientos B es ejecutado por el control de movi-
miento del robot, en el nivel más bajo de la Máquina de Estado. 
5. El conjunto de agentes A ejecuta los comportamientos asociados al conjun-
to de roles R que ha sido asignado en el paso 2, modificando el conjunto G. 
___________________________________________________________________ 
3.2.2 Selección de táctica 
La asignación de táctica es realizada cuando ocurre el evento que genera la transi-
ción correspondiente en la Máquina de Estado. No obstante si las condiciones de 
juego no han cambiado considerablemente los roles deben mantenerse y los com-
portamientos desarrollados por los jugadores no deben ser interrumpidos o cambia-
dos de manera abrupta perdiendo la continuidad del juego. El objetivo de la estra-
tegia propuesta es asegurar un adecuado rendimiento del juego buscando ganar el 
partido. Esta estrategia es implementada en un equipo de fútbol de robots con 4 
jugadores. Uno de ellos es el portero, el cual es el único jugador con el rol constan-
te asignado al mismo robot. Para la selección de tácticas han sido seleccionados 
dos parámetros: el primero corresponde a la localización del balón en el campo de 
juego y el segundo a la posesión del balón. El campo ha sido dividido en 3 zonas 
como se muestra en la Figura 3.4 (Todas estas imágenes han sido directamente 
tomadas del simulador Webots), con el fin de clasificar la localización del balón en 
una de estas zonas.  
Estas zonas han sido divididas como se muestra a continuación. Dada una distancia 
l que corresponde al largo del campo de juego, siendo esta la distancia entre la 
portería propia y la portería del equipo oponente, l es dividido en dos distancias 
menores l/m y l/n tal que 0 < l/n < l/2 y 1/2 < l/m < l, donde n ∈ ℛ, m ∈ ℛ, y         
n > m. Dado esto, se define: 
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                                                lb ∈ ℛ > 0, tal que lb ≤ l              (3.1) 
donde lb es la distancia entre la portería propia y el balón. Se define Zz como la 
zona del campo de juego donde el balón está ubicado. 
 
Figura 3.4. División en zonas del campo de juego. 
Dado esto las tres zonas se definen de la siguiente manera: 
• Zona defensiva: ZZ = ZD: ∃ lb tal que lb ≤ l/n. 
• Zona media: ZZ = ZM: ∃ lb tal que l/n < lb ≤ l/m. 
• Zona ofensiva: ZZ = ZM: ∃ lb tal que l/m < lb ≤ l. 
n y m determinan la ubicación de las zonas a lo largo del campo de juego, con la 
posibilidad de adaptar estos valores en caso que se necesite una táctica más defen-
siva u ofensiva. Se define: 
                                         = ,                                            (3.2) 
como el vector de coordenadas (xm(t), ym(t)) de un agente am sobre el campo de 
juego, tal que:   
                                        xmt ∈ ℛ tal que 0 ≤ xmt ≤ l,                               (3.3) 
                                        ymt ∈ ℛ tal que 0 ≤ ymt ≤ w,                                      (3.4) 
donde w corresponde al ancho del campo de juego. 




Se define:  
                                            !!!!!!!! = " , "                                        (3.5) 
como el vector de las coordenadas del balón sobre el campo de juego, tal que: 
                                 xbt ∈ ℛ tal que 0 ≤ xbt ≤ l,                                           (3.6) 
                                     ybt ∈ ℛ tal que 0 ≤ ybt≤ w,                                          (3.7) 
dado lo anterior, se tiene: 
                                
                                # $$" ,  = ‖  − ‖'                           (3.8) 
que corresponde a la distancia euclídea entre am y el balón. 
En el caso del segundo parámetro para la selección de la táctica que es la posesión 
del balón, se considera que el jugador am mantiene la posesión del balón BP(am) 
cuando: 
                               ( = ) *+, ↔ # $$" ,  ≤ ." ,/$0, ↔ # $$" ,  > ." ,                      (3.9) 
donde δb es la máxima distancia entre el robot y el balón en la que se puede consi-
derar que el robot tiene posesión del balón. Para esta estrategia fueron asignados 
los siguientes valores: l=1.5m, w=1.3m, δb=0.008m, donde l y w corresponden a 
las dimensiones del campo de juego tomadas directamente del simulador Webots. 
δb fue obtenido de forma experimental como la distancia apropiada en la cual el 
robot puede golpear el balón. Un número finito de tácticas                                  
T(ZZ, BP(am) )={tdd,tda,tod,toa}   ha sido definido a continuación. 
• Táctica defensa: Esta táctica es seleccionada cuando el balón está localiza-
do en la zona defensiva o en la zona media, y ningún jugador del equipo 
que posee la estrategia propuesta, llamado el equipo propio, tiene la pose-
sión del balón. 
      If ZZ = ZD ˅ ZZ = ZM ˄ (BP(am) = false)),  then T(ZZ, BP(am) )= tdd. (3.10) 
• Táctica contra ataque: Esta táctica es seleccionada cuando el balón está 
ubicado en la zona defensiva o en la zona media, y algún jugador del equi-
po propio tiene la posesión del balón. 
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       If ZZ = ZD ˅ ZZ = ZM ˄ (BP(am) = true)) then T(ZZ, BP(am) )= tda.    (3.11) 
• Táctica presión: Esta táctica es seleccionada cuando el balón está localiza-
do en la zona ofensiva y ningún jugador del equipo propio tiene la pose-
sión del balón. 
                If ((ZZ = ZO) ˄ (BP(am) = false)) then T(ZZ, BP(am) )= tod.         (3.12) 
• Táctica ataque: Esta táctica es seleccionada cuando el balón se encuentra 
en la zona ofensiva y algún jugador del equipo propio tiene la posesión del 
balón. 
                  If ((ZZ = ZO) ˄ (BP(am) = true)),then T(ZZ, BP(am) )= toa.           (3.13) 
Las reglas de la selección de tácticas son presentadas en la Tabla 3.1. 
Tabla 3.1. Criterios de selección de táctica del primer nivel de la Máquina de Estado 
Táctica Zona de ubicación del balón Posesión del balón 
Defensa Defensiva y media No 
Contra ataque Defensiva y media Sí 
Presión Ofensiva No 
Ataque Ofensiva Sí 
 
3.2.3 Asignación de roles 
Una vez la táctica ha sido seleccionada, los roles se asignan dependiendo no solo 
de la táctica, sino también de la posición de los jugadores y el balón. Para esto Rga 
se define como las coordenadas del centro de la portería propia (xga,yga), tal que 
xga=0 y yga=w/2.  
D(Rga, Ram) se define como la distancia entre am y Rga, como se presenta a conti-
nuación: 
                                  #(C, ) = ‖C − ()‖'.                              (3.14) 
Se define Rge como las coordenadas del centro de la portería oponente (xge, yge) 
tal que xge=l y yge=w/2. 




D(Rge, Ram) se define como la distancia entre am y Rge, como se presenta a conti-
nuación: 
                                   #(C,, ) = ‖C, − (t‖'.                              (3.15) 
Como se explicó anteriormente, hay 4 jugadores por equipo. Uno de ellos es el 
portero ap, siendo el único rol constante y asignado al mismo jugador. Dado esto, 
existe un número finito de agentes A={a1, a2, a3}, que ejecutan un conjunto de roles 
R={rd, rs, ra}, donde rd corresponde al defensa, rs es el mediocampista y ra corres-
ponde al delantero. El técnico C ejecuta el algoritmo de asignación de roles, de-
pendiendo de la táctica previamente seleccionada, de acuerdo con el siguiente pro-
cedimiento.  
3.2.3.1 Roles en táctica defensa 
Esta táctica es activada cuando el equipo propio no tiene la posesión de balón, y 
este se encuentra en las zonas defensiva o media. En esta táctica, el jugador más 
cercano al balón se convierte en el defensa rd y está encargado de tratar de capturar 
el balón. El jugador más cercano a la portería oponente es el delantero ra, quien va 
a la mitad del campo de juego a la espera del balón para atacar. El último jugador 
es el mediocampista rs, quien va a bloquear al jugador oponente más cercano a la 
portería propia, con propósitos de defensa y tratando de bloquear posibles pases del 
equipo rival. Un ejemplo de esta situación de juego se presenta en la Figura 3.5. 
 
Figura 3.5. Situación de juego táctica defensa. 
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Para la asignación de roles, el técnico virtual C ejecuta el algoritmo 3.2. 
ALGORITMO 3.2. ASIGNACIÓN DE ROLES, TÁCTICA DEFENSA 
1. Obtener min{ D(RBallb, Ra1), D(RBallb, Ra2), D(RBallb, Ra3)}. 
2. Asignar ad al agente con la menor distancia calculada en el paso 1. 
3. Asignar rd=ad. 
4. Obtener min{ D(Rge, Ra1), D(Rge, Ra2), D(Rge, Ra3)}, excluyendo  
5. D(Rge, Rad). 
6. Asignar aa al agente con la menor distancia obtenida en el paso 4. 
7. Asignar ra=aa. 
8. Seleccionar as= {{a 1,a2,a3} tal que (as ≠ ad)˄(as ≠ aa)} 
9. Asignar rs=as. 
___________________________________________________________________  
3.2.3.2 Roles en táctica contra ataque 
Esta táctica se activa cuando el equipo propio tiene la posesión del balón, y este se 
encuentra en la zona defensiva o media. Para asignar roles, el robot con la posesión 
del balón se convierte en el mediocampista rs, quien enviará el balón a la zona 
ofensiva. El delantero ra es el jugador más cercano a la portería oponente quien 
debe esperar el balón que enviará el mediocampista. El otro jugador es el defensa 
rd, quien se mantiene esperando en la zona defensiva en caso de contra golpes. En 
el momento que el delantero intercepte el balón, la Máquina de Estado activa una 
nueva táctica y un nuevo proceso de sección de roles es activado.  
Para la asignación de roles, el técnico virtual C ejecuta el algoritmo 3.3.  
ALGORITMO 3.3. ASIGNACIÓN DE ROLES, TÁCTICA CONTRA ATAQUE 
1. Seleccionar as = {{a 1,…,am} tal que BP(am) = true }.  
2. Asignar rs=as. 
3. Obtener min{ D(Rge, Ra1),…, D(Rge, Ram)}, excluyendo D(Rge, Ras). 
4. Asignar aa al agente con la menor distancia obtenida en el paso 3. 
5. Asignar ra=aa. 
6. Seleccionar ad = {{a 1,a2,a3} tal que (ad ≠ as)˄(ad ≠ aa)}. 
7. Asignar rd=ad. 
___________________________________________________________________ 
Un ejemplo de situación de juego se presenta en la Figura 3.6. 





Figura 3.6. Situación de juego táctica contra ataque. 
3.2.3.3 Roles en táctica presión 
Esta táctica se activa cuando ningún jugador del equipo propio posee la posesión 
del balón, y el balón se encuentra en la zona ofensiva. El jugador más cercano al 
balón se convierte en el delantero ra, y es el jugador que trata de capturar el balón. 
El defensa rd es el jugador más cercano a la portería propia, y se mantiene en la 
zona defensiva en caso de contra ataque del equipo rival. El último jugador es el 
mediocampista rs, quien se encuentra bloqueando al jugador oponente más cercano. 
La Figura 3.7 muestra un ejemplo de esta táctica, donde el delantero trata de inter-
ceptar el balón, el mediocampista bloquea un oponente y el defensa espera. 
 
Figura 3.7. Situación de juego táctica presión. 
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Para la asignación de roles, el técnico virtual C ejecuta el algoritmo 3.4.  
ALGORITMO 3.4. ASIGNACIÓN DE ROLES, TÁCTICA PRESIÓN 
1. Obtener min{ D(RBallb, Ra1), D(RBallb, Ra2), D(RBallb, Ra3)}. 
2. Asignar aa al agente con la menor distancia calculada en el paso 1. 
3. Asignar ra=aa. 
4. Obtener min{ D(Rga, Ra1), D(Rga, Ra2), D(Rga, Ra3)}, excluyendo  
D(Rga, Raa). 
5. Asignar ad al agente con la menor distancia obtenida en el paso 4. 
6. Asignar rd=ad. 
7. Seleccionar as= {{a 1,a2,a3} such as (as ≠ ad)˄(as ≠ aa)} 
8. Asignar rs=as. 
___________________________________________________________________ 
3.2.3.4 Roles en táctica ataque 
Esta táctica se activa cuando el equipo propio tiene la posesión del balón y este 
último se encuentra en la zona ofensiva. El jugador con la posesión del balón se 
convierte en el delantero ra, jugador cuya misión es tratar de anotar un gol. El juga-
dor más cercano a la portería propia es el defensa rd, quien espera en la zona defen-
siva en caso de contra ataque. El último jugador es el que obtiene el rol de medio-
campista, ubicado en paralelo con el delantero en línea con la longitud del campo 
de juego y a la espera de recibir un posible pase o recuperar el balón. Un ejemplo 
de situación de juego se presenta en la Figura 3.8(a), donde el delantero trata de 
anotar un gol. En caso que un jugador oponente diferente al portero bloquea la 
línea de gol a la portería rival, el delantero le envía el balón al mediocampista, co-
mo se presenta en la Figura 3.8(b). Para la asignación de roles, el técnico virtual C 
ejecuta el algoritmo 3.5.  
ALGORITMO 3.5. ASIGNACIÓN DE ROLES, TÁCTICA ATAQUE 
1. Seleccionar aa = {{a 1,…,am} tal que BP(am) = true }.  
2. Asignar ra=aa. 
3. Obtener min{ D(Rga, Ra1),…, D(Rga, Ram)}, excluyendo D(Rga, Raa). 
4. Asignar ad al agente con la menor distancia obtenida en el paso 3. 
5. Asignar rd=ad. 
6. Seleccionar as = {{a 1,a2,a3} tal que (as ≠ ad)˄(as ≠ aa)}. 
7. Asignar rs=as. 
___________________________________________________________________  





Figura 3.8. Situación de juego táctica ataque. 
3.2.4 Selección de comportamientos 
Diferentes roles han sido diseñados con el fin de ejecutar distintos comportamien-
tos, dependiendo de la táctica seleccionada. Como se puede observar en la Tabla 
3.2, cada rol en cada táctica posee un comportamiento principal. Para el caso del 
portero, se ha determinado un único rol que consiste en seguir el balón en paralelo 
a la línea de gol. 
Tabla 3.2. Comportamientos principales de los roles, para cada táctica. 
Táctica Rol Comportamiento principal 
Defensa Defensa Ir por el balón 
Mediocampista Bloquear jugador oponente 
Delantero Ir a la mitad del campo de juego 
Contra ataque Defensa Bloquear jugador oponente 
Mediocampista Enviar balón a zona ofensiva 
Delantero Esperar pase 
Presión Defensa Ir a zona defensiva 
Mediocampista Bloquea jugador oponente 
Delantero Ir por el balón 
Ataque Defensa Ir a zona defensiva 
Mediocampista Espera pase 
Delantero Realizar pase o disparar a la portería 
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Los comportamientos principales se resumen a continuación. 
• Ir por el balón: El robot va hacia el balón hasta la distancia suficiente en 
frente del balón, donde se considera que tiene posesión del mismo (0.08m). 
• Bloquear jugador oponente: Identificar un jugador oponente determinado, 
y bloquearlo sin tener contacto físico con el mismo. 
• Ir a la mitad del campo de juego: Ir a la mitad del campo de juego, espe-
rando por el balón en caso de contra ataque.  
• Enviar balón a zona ofensiva: Disparar el balón hacia la zona ofensiva del 
campo de juego. 
• Esperar pase: Desde una posición determinada, esperar que jugador com-
pañero envíe un pase. 
• Ir a zona defensiva: Ir a la zona defensiva, esperando en caso de contra 
ataque del equipo oponente. 
• Disparar a la portería o Realizar pase: Disparar el balón a la portería opo-
nente, tratando de anotar un gol, en caso de que la línea de gol no esté blo-
queada por un oponente diferente al portero. O enviar el balón a otro robot, 
cuando la línea de gol de la portería oponente está bloqueada por otro ju-
gador oponente diferente al portero. 
Los comportamientos principales se dividen en sub-comportamientos, selecciona-
dos por un nivel inferior de la Máquina Jerárquica de Estado Finito. En la Figura 
3.9 se muestran los estados de los comportamientos principales y los sub-
comportamientos. Cada sub-comportamiento corresponde a un estado y las transi-
ciones son las condiciones de juego. El control de movimiento de los robots co-
rresponde al nivel más bajo de la Máquina de Estado, y es utilizado para realizar 
los distintos comportamientos. El sistema de toma de decisiones envías las señales 
de control para los robots. Como fue mencionado anteriormente, el equipo está 
compuesto por 4 robots diferenciales de dos ruedas, los cuales poseen dos señales 









Figura 3.9. Comportamientos y transiciones. 
Arquitecturas centralizadas de coordinación. Extrapolación del fútbol de robos al control de modo de 
operación de micro-redes 
 
56 
3.3 Simulación y resultados 
 
Con el propósito de implementar y validar el modelo propuesto, la estrategia es 
simulada en partidos en contra de un equipo oponente el cual utiliza una estrategia 
de equipo con 4 jugadores con roles constantes, siendo estos el portero, un defensa, 
un mediocampista y un delantero. El rol portero es similar al de la estrategia pre-
sentada. En la estrategia del oponente, el defensa intercepta el balón cuando este se 
encuentra en la zona ofensiva, y una vez lo tiene se lo envía al mediocampista, 
quien a su vez se lo envía nuevamente al delantero, este último trata de anotar un 
gol. Los comportamientos diseñados para el equipo oponente son similares a los de 
la estrategia propuesta; la diferencia fundamental consiste en que los roles en el 
oponente son constantes. No obstante, la coordinación de equipo en la estrategia 
del oponente sí se presenta, incluyendo comportamientos cooperativos como la 
realización de pases. 
Se realizaron un total de 200 juegos, cada uno de 10 minutos. La formación inicial 
en cada juego se cambia. En la Tabla 3.3 se presentan los resultados más relevantes 
de todos los juegos (número de goles, promedio de goles por partido, porcentaje de 
posesión del balón promedio, juegos ganados, juegos empatados y perdidos). Co-
mo se ha comentado, el equipo propio es el equipo con la estrategia propuesta, 
mientras que el equipo oponente es el equipo con la estrategia de roles constantes. 
Como puede ser observado, el número de goles anotados por el equipo propio es 
significativamente mayor que los goles anotados por el equipo oponente. También 
se puede apreciar que el equipo propio mantiene una mayor posesión del balón en 
todos los juegos. Adicionalmente, el porcentaje de juegos ganados por el equipo 
propio es considerablemente más alto que los empatados y los partidos perdidos. 















725 3.625 65.49 % 92.5 % 4 % 3.5 % 
Equipo 
oponente  
321 1.1605 34.51 % 3.5 % 4 % 92.5 % 
 
La Tabla 3.4 presenta el porcentaje de tiempo en que cada táctica es seleccionada 
en todos los juegos, y el porcentaje de tiempo que el balón es ubicado en cada zo-
na. DD corresponde a la táctica Defensiva, DA es la táctica contra ataque, OD co-




rresponde a la táctica presión y OA es la táctica ataque. DZ corresponde a la zona 
defensiva, MZ es la zona media y OZ es la zona ofensiva. En promedio, la táctica 
contra ataque es la más seleccionada y la táctica presión ha sido la menos seleccio-
nada. No obstante, es de resaltar que la táctica ataque es seleccionada en un porcen-
taje muy similar que la táctica contra ataque. Es de notar también que las tácticas 
contra ataque y ataque son más utilizadas porque el equipo propio mantiene la po-
sesión del balón durante un porcentaje mayor de tiempo. La táctica contra ataque 
presenta un porcentaje levemente mayor, esto se da porque la táctica contra ataque 
se activa estando el balón en las zonas defensivas y media, contrario a la táctica 
ataque que solamente puede ser activada cuando el balón está en la zona ofensiva. 
Tabla 3.4. Comparación del promedio de porcentaje de tiempo en que cada táctica y el porcen-
taje de tiempo de la ubicación del balón en cada zona. 
 
% de  táctica % Ubicación del balón 
 
DD DA OD OA 
 
DZ MZ OZ 
Promedio. 19.5 35.8 15 29.7  35.2 20 44.8 
 
La Figura 3.10 presenta en diagrama de cajas el porcentaje de selección de cada 
táctica en cada juego y en la Figura 3.11 se presenta igualmente en diagrama de 
cajas el porcentaje de ubicación del balón en cada zona por cada uno de los juegos.  
 
Figura 3.10. Porcentaje de selección de táctica en cada juego. 
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Figura 3.11. Porcentaje de ubicación del balón por zonas en cada juego. 
En general las táctica contra ataque y ataque (DA y OA) son seleccionadas más 
frecuentemente, confirmando los promedios presentados en la Tabla 3.4 y como 
esto se explicó anteriormente, esto se debe a que el equipo propio presentó una 
mayor posesión del balón que el equipo oponente. Es bueno notar además que la 
táctica ataque (OA) muestra un porcentaje significativamente mayor de juego en 
muchos partidos, alcanzando en algunos casos valores cercanos al 70%. No obstan-
te, en otros juegos se observa que el porcentaje de tiempo en que la táctica contra 
ataque fue seleccionada es el mayor, siendo superior inclusive al 50%. Esto es con-
sistente con los porcentajes de tiempo de la ubicación del balón en las zonas, ya 
que en algunos juegos el balón puede estar hasta cerca del 70% del tiempo de juego 
en las zonas ofensivas, pero en otros juegos el balón se encuentra principalmente 
en las zonas defensiva o media. 
En la Figura 3.12 se presenta en diagrama de cajas el porcentaje de transiciones 
entre tácticas para cada juego. Se puede observar que es similar en todos los juegos 
para cada transición, no obstante se aprecia que 4 transiciones son mucho más fre-
cuentes que las demás (contra ataque a defensa y viceversa, o presión a ataque y 
viceversa). Aunque transiciones entre tácticas defensa a presión y viceversa, o con-
tra ataque a ataque y viceversa se presentan en un menor porcentaje, transiciones 
entre tácticas defensa a ataque y viceversa, y presión a contra ataque y viceversa se 
presentan en muy pocos casos, llegando a no presentarse en algunos juegos, esto se 
debe a que las condiciones de juego que permiten que estas transiciones se den son 
situaciones de juego poco usuales.  





Figura 3.12. Porcentajes de transiciones de tácticas por partido. 
 
En la Tabla 3.5 se presentan los porcentajes de tiempo de los promedios en que 
cada rol es asignado a cada jugador, durante los 200 partidos. D corresponde al 
defensa, S al mediocampista y A al delantero. En la Figura 3.13 se presentan dia-
gramas de caja de los porcentajes de tiempo en que cada rol es asignado a cada 
jugador en cada partido. En promedio los tres roles fueron asignados en porcentajes 
similares en cada jugador. No obstante se puede notar que en algunos partidos al-
gún jugador tuvo asignado un rol específico en un mayor o menor porcentaje de 
tiempo. Una razón por la cual esta situación ocurre se debe a la formación inicial 
que como se explicó, se cambiaba en cada juego, no obstante esta se mantenía du-
rante el mismo juego cuando el partido se reiniciaba después que fuera anotado un 
gol, aunque es necesario resaltar qué esta situación se presentó en muy pocos parti-
dos. 
Tabla 3.5. Comparación del promedio de porcentaje de tiempo en que cada rol es seleccionado 
Jugador 1 2 3 
Rol D S A D S A D S A 
% promedio 32.33% 35.1% 32.57% 32.59% 33.45% 33.96% 34.78% 33.36% 33.87% 
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Figura 3.13. Porcentaje de selección de roles por jugador en cada juego. 
En la Figura 3.14 se presenta un diagrama de cajas con el porcentaje de las transi-
ciones entre roles de los tres jugadores, para cada juego. Se puede observar que la 
transición más común se da entre el defensa el mediocampista, y viceversa. En un 
menor porcentaje, se da la transición entre el defensa y el delantero. Estos resulta-
dos están en coherencia con las reglas establecidas para la asignación de roles, ya 
que es más usual que un jugador que tenga el rol mediocampista vaya por el balón 
y lo capture, pasando al rol defensa o delantero, según sea la táctica en que se en-
cuentre; o que un jugador al perder la posesión del balón, asuma el rol mediocam-
pista. 
Muchos comportamientos han sido observados, por ejemplo la realización de pases 
entre el defensa y el mediocampista, o entre el mediocampista y el delantero, o la 
interceptación del balón cuando un oponente realiza un pase. El rol mediocampista 
ha sido muy importante en las tácticas ataque y presión, ya que se presentaron ca-
sos en los que el delantero dispara el balón pero este es desviado por un defensa 




oponente, logrando ser recuperado por el jugador que presentaba el rol de medio-
campista. 
 
Figura 3.14. Transiciones de roles en los jugadores, durante los 200 juegos. 
3.4 Conclusiones del capítulo 
 
En este capítulo ha sido presentado un modelo de estrategia para fútbol de robots 
con asignación dinámica de roles realizada por un agente virtual llamado técnico, 
en un equipo con percepción global y control centralizado. Esta estrategia utiliza 
un número finito de tácticas, seleccionadas por una Máquina Jerárquica de Estado 
Finito y una vez el técnico virtual ha asignado los roles dependiendo de la ubica-
ción del balón y los jugadores en el campo de juego, los robots con sus respectivos 
roles asignados ejecutan diferentes comportamientos asignados por la Máquina 
Jerárquica de Estado Finito, envolviendo diferentes comportamientos colaborati-
vos. Una importante ventaja de este proceso es que no se requiere programación 
compleja, ya que es relativamente sencilla y de programación intuitiva. También es 
de resaltar que las arquitecturas jerárquicas de esta naturaleza son fácilmente ex-
pandibles a otras ligas con un número diferente de jugadores, como se podrá apre-
ciar en el siguiente capítulo. 
Para validar el modelo propuesto, se han realizado 200 partidos en simulación con-
tra un equipo que incluye roles constantes. El número total de goles anotados por 
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parte del equipo con la estrategia propuesta fue considerablemente mayor frente al 
oponente, así como ocurre con la posesión del balón. La ubicación del balón en el 
campo de juego fue mayoritariamente en la zona ofensiva, indicando que la estra-
tegia propuesta presentaba jugadas principalmente de ataque sobre el equipo opo-
nente con roles constantes. La selección dinámica de roles a su vez permitió com-
portamientos cooperativos tales como la realización de pases, la interceptación del 
balón en caso de pases del equipo oponente o recuperar la posesión del balón por 
parte de un jugador del equipo cuando su compañero la ha perdido, y siempre man-
teniendo la continuidad del juego, ya que no se apreciaron comportamientos extra-
ños o indebidos, como por ejemplo que un jugador abandone la posesión del balón 
para encargarse de un rol diferente, o que varios jugadores al mismo tiempo fueran 
a obstaculizarse mutuamente tratando de capturar el balón. 
Las 4 tácticas presentadas en esta estrategia han sido seleccionadas en los 200 jue-
gos. En la mayoría de los casos, se observó que las tácticas ofensivas (presión y 
ataque) fueron seleccionadas en mayores porcentajes, aunque esta diferencia por-
centual no es muy grande. Adicionalmente el porcentaje de tiempo que los roles 
son asignados por los jugadores muestran que los jugadores ejecutan los 3 roles en 
similares proporciones. Este resultado indica que los roles son asignados de forma 
dinámica, dependiendo de las condiciones instantáneas del juego. Las mediciones 
obtenidas durante los juegos como por ejemplo el porcentaje de posesión del balón, 
número de goles anotados o el porcentaje de tiempo en que el balón se encuentra 
en la zona ofensiva, sugieren los beneficios de la estrategia propuesta con asigna-
ción dinámica de roles comparada con una estrategia de roles constantes. Otra ven-
taja de la estrategia propuesta en este capítulo es que presenta robustez en el caso 
de posible daño de un robot durante un juego: con un rol específico, un robot daña-
do podría no realizar importantes tareas, tales como disparar el balón a la portería 






DISEÑO DE ARQUITECTURA PARA LA COORDINACIÓN
DE EQUIPO DE FÚTBOL DE ROBOTS CON PERCEPCIÓN 




Como se ha señalado en capítulos anteriores, la coordinación es un tópico relevante 
en el fútbol de robots, dado que equipos no coordinados presentan problemas como 
obstrucción entre sus jugadores, descuidando espacios que pueden ser utilizados 
por el equipo oponente [22]. Y si bien distintos trabajos han sido publicados en el 
campo de la coordinación de equipo de fútbol de robots, muchos de estos se enfo-
can en arquitecturas distribuidas, no siendo siempre posible aplicar de manera efi-
ciente dichos algoritmos en arquitecturas centralizadas, otros trabajos se centran en 
algoritmos de aprendizaje más que en la arquitectura misma, y en otros casos el 
diseño de las arquitecturas no permite fácil e intuitivamente cambios en su diseño o 
adaptación a nuevas ligas o nuevos reglamentos. Una definición formal de princi-
ple solution consiste en el mecanismo físico de un sistema para alcanzar una fun-
ción deseada [139]. Principle solution determina la estructura básica y el modo de 
operación del sistema y subsecuentemente, es la base para su futura concretización 
[140]. 
La funcionalidad, estructura y diseño de equipos de fútbol de robots, visto como un 
complejo sistema mecatrónico, resulta en diseños altamente complicados y requiere 
una efectiva coordinación entre sus diferentes dominios con el fin de facilitar el 
diseño de la arquitectura de equipo [141]. En este sentido, una aproximación siste-
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mática basada en la especificación del principle solution para el diseño de arquitec-
turas de fútbol de robots es presentada para estrategias de equipo. Esta aproxima-
ción permite una especificación de estrategias de equipo intuitiva y una realización 
sistemática para comportamientos colaborativos entre robots, empezando con una 
fase de diseño conceptual y facilitando el desarrollo en todos los dominios en un 
ambiente multidisciplinario. Aunque principle solution ya ha sido utilizado ante-
riormente en el diseño de estrategias de equipo de fútbol de robots [78], [79], estos 
diseños se realizaron para ligas distribuidas, enfocados para robots humanoides de 
la Standard Platform League, presentando importantes diferencias con las ligas 
centralizadas en cuanto a la arquitectura, control y percepción.  
En este capítulo, se presenta el diseño de estrategias de equipo de fútbol de robots 
con arquitectura centralizada basada en principle solution, proporcionando una 
arquitectura holística del sistema, con un diseño intuitivo de asignación de roles y 
selección de comportamientos. Este diseño de arquitecturas es compatible con 
otros diferentes sistemas de toma de decisiones, o algoritmos de aprendizaje como 
los descritos en capítulos anteriores con el fin de mejorar el rendimiento del equi-
po. Esta estrategia es diseñada utilizando el simulador SimuroSot 5vs5 utilizado en 
la liga de simulación FIRA SimuroSot 5vs5 League, e inspirada en la FIRA MiroSot 
Middle League. Esta liga utiliza 5 robots de dos ruedas diferenciales por equipo 
con percepción global y un único sistema de toma de decisiones [15]. La estrategia 
es programada utilizando C++ desde el sistema de toma de decisiones, que recibe 
del simulador las coordenadas de los jugadores (tanto del equipo local como del 
oponente), como del balón. Cuando la estrategia es evaluada, el programa le envía 
al simulador la señal de control de las dos ruedas a cada uno de los 5 robots. Una 
vez la estrategia es programada, se genera un archivo .dll que se le suministra al 
simulador para ejecutar los partidos. Para el diseño basado en principle solution, se 
parte de la propuesta presentada en el capítulo anterior, presentando una aproxima-
ción sistemática en su diseño. 
4.2 Estructura de equipo de fútbol de robots de arquitectura 
centralizada 
 
Como se ha explicado en capítulos anteriores, la arquitectura de un equipo de fút-
bol de robots con percepción global y control centralizado, consiste en un sistema 
de visión el cual proporciona las coordenadas de los jugadores de los dos equipos y 
el balón en el campo de juego.  Esta información es suministrada a un único siste-
ma de toma de decisiones contenido en el ordenador central, el cual transmite vía 
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radiofrecuencias las señales de control de movimiento a los robots, que correspon-
den a los comportamientos seleccionados para los jugadores. El robot recibe y pro-
cesa esta información, ejecutando el comportamiento deseado en el campo de jue-
go. 
Entre los 5 jugadores que conforman los equipos para esta liga, uno de ellos co-
rresponde al portero y como en la mayoría de los casos, corresponde a un rol cons-
tante. Los otros roles diseñados para la presente estrategia consisten en el defensa 
activo, defensa pasivo, mediocampista y delantero. Dichos roles son asignados a 
los jugadores dependiendo de las condiciones de juego. Para el proceso de asigna-
ción de roles y selección de comportamientos, esta estrategia se divide en dos tácti-
cas, cada táctica se selecciona dependiendo de la ubicación en el campo de juego. 
Para este propósito, el campo se divide en dos zonas, como se presenta en la Figura 
4.1. La zona defensiva corresponde a la mitad del campo de juego donde la portería 
del equipo propio (equipo con la franja amarilla en el centro), y la zona ofensiva 
que corresponde a la otra mitad del campo de juego donde se encuentra la portería 
del equipo oponente (equipo con la franja azul en el centro).  
 
Figura 4.1. División del campo de juego. 
Un equipo de fútbol de robots de tipo centralizado encaja plenamente dentro de la 
estructura jerárquica para sistemas complejos mecatrónicos sugerida en [142]. La 
Arquitecturas centralizadas de coordinación. Extrapolación del fútbol de robos al control de modo de 
operación de micro-redes 
 
66 
capa más baja corresponde a los denominados módulos de función mecatrónica 
(MFMs), que incluyen la estructura mecánica, sensores, actuadores y procesamien-
to local de la información. Los MFMs son conectados por tecnología de la infor-
mación y/o componentes mecánicos que conforman un sistema autónomo mecatró-
nico (AMS), el cual realiza procesamiento de la información. Esta información es 
usada para realizar tareas superiores como monitoreo, diagnóstico de fallos o eje-
cución de decisiones. Adicionalmente, se generan objetivos para procesamiento 
local de la información de los MFMs. Múltiples AMSs conectados mediante proce-
samiento de la información conforman un sistema mecatrónico interconectado 
(NMS). 
Como se puede observar en la Figura 4.2, en un ambiente de fútbol de robots cen-
tralizado, los módulos de locomoción (el robot diferencial de dos ruedas de las 
ligas SimuroSot y MiroSot) corresponden a los MFMs. Los robots, junto al sistema 
de visión para la localización, y el ordenador central corresponden cada uno a los 
AMSs. El equipo completo como un todo, dividido en los 5 robots, el sistema de 
visión, el ordenador central (incluyendo el procesamiento de video, la estrategia de 
equipo y el sistema de comunicaciones) corresponde a un NMS. 
 
Figura 4.2. Estructura jerárquica de equipo de fútbol de robos centralizado. 
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4.3 Modelo de estrategia basado en principle solution 
 
Para el diseño de la estrategia distintos aspectos deben ser tenidos en cuenta, los 
cuales son el ambiente, las funciones, la estructura activa, el estado de los compor-
tamientos y las actividades de los comportamientos [140]. Estos aspectos son des-
critos a continuación. 
4.3.1 Funciones 
La Figura 4.3 muestra la función jerárquica por un jugador de fútbol de robots de 
dos ruedas perteneciente a la FIRA SimuroSot 5vs5 League.  
 
Figura 4.3. Funciones y sub-funciones de un robot futbolista de dos ruedas, en un equipo cen-
tralizado de fútbol de robots. 
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Las funciones corresponden a la subdivisión jerárquica de la funcionalidad de un 
equipo de fútbol de robots de arquitectura centralizada. La principal idea de la fun-
ción es identificar actividades y comportamientos que pueden ser programados y 
tenidos en cuenta en el modelado y el diseño de la estrategia de equipo. Las fun-
ciones requieren coherencia entre los parámetros de entrada y salida, con el fin de 
cumplir una tarea. Estas funciones son llevadas a cabo por patrones de solución y 
su concretización. Una subdivisión en sub-funciones se realiza hasta que se en-
cuentre un patrón de solución para la función. La función principal de jugar fútbol 
es descompuesta en 5 sub-funciones necesarias para que el equipo completo pueda 
jugar fútbol, a su vez 4 sub-funciones se subdividen en una capa más baja de sub-
funciones, las cuales se definen a continuación. 
4.3.1.1 Mover 
Esta función se refiere a las tareas de locomoción. El robot debe rotar sobre su 
propio eje o desplazarse a una dirección determinada. Para esto, 2 sub-funciones 
aparecen para ejecutar tareas de locomoción. La cinemática inversa del robot es 
requerida. Para ligas centralizadas, el sistema de toma de decisiones utiliza el mo-
delo inverso del robot de dos ruedas para obtener las señales de actuador, transmi-
tiendo estos valores al robot. 
4.3.1.2 Disparar balón 
Esta función se refiere a la habilidad de disparar el balón o pasarlo a un compañero 
de juego. Para esto, dos sub-funciones son generadas las cuales dependen tanto del 
diseño mecánico del robot como de su cinemática inversa. En SimuroSot no es 
permitido realizar modificaciones en el hardware del robot, pero se pueden pro-
gramar comportamientos de disparo del balón. 
4.3.1.3 Localizar 
Esta función se refiere a la habilidad de localizar jugadores compañeros, oponen-
tes, porterías, el balón y al mismo jugador en el campo de juego. Como se ha expli-
cado, en las ligas centralizadas utilizando una cámara sobre el campo de juego, se 
obtienen las coordenadas de los objetos que se desean localizar. En SimuroSot, la 
localización del balón y los jugadores es proporcionada por el simulador, en coor-
denadas que son transmitidas al sistema de toma de decisiones. 
4.3.1.4 Comunicar 
Esta función se refiere a la información transmitida del sistema de visión y el orde-
nador central, y posteriormente los jugadores. En SimuroSot, la posición de los 
jugadores y el balón es suministrada por el simulador. Por consiguiente la función 
de comunicación es integrada en el simulador. 
Diseño de arquitectura para la coordinación de equipo de fútbol de robots con percepción global y 
control centralizado basado en principle solution 
 
69
4.3.1.5 Generar trayectoria 
Esta función se refiere al diseño de las trayectorias para el movimiento de los ro-
bots. Para este propósito es necesario el modelo cinemático inverso. Dos importan-
tes variables deben ser controladas para esta estrategia en particular: la distancia al 
punto objetivo y la velocidad del robot. Esta función es llevada a cabo en el sistema 
de toma de decisiones. 
4.3.2 Entorno 
Este modelo describe el entorno donde se actúa el sistema, sus influencias relevan-
tes, sus atributos y características. La Figura 4.4 describe el entorno para la estrate-
gia propuesta. Los elementos del sistema consisten en el balón, los compañeros de 
juego, los oponentes, las porterías, el ordenador central y las zonas del campo de 
juego. Las influencias entre cada robot y el entorno son presentadas en la tabla de 
influencias. La Tabla 4.1 presenta las tablas de influencia I2, I3, I4, I5 e I6. 
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Tabla 4.1. Tabla de influencias 
No    Influencia                    Atributo                    Característica              Tipo de influencia  
I2     
1. Inicialización del juego Coordenadas jugador coordenadas (x,y) evento 
2. Goles anotados Equipo goles anotados por equipo no evento 
I3 
1. Distancia opponent.dis l m (distancia) no evento 
2. Orientación opponent.theta Θ degree (ángulo) no evento 
3. Oponente más cercano Opponent.nearest Más cercano o no evento 
I4 
1. Distancia player.dis l m (distancia) no evento 
I5 
1. Distancia goal.dis l m (distancia) evento 
I6 
1. Localización player.zone Jugador en zona defensiva u ofensiva evento 
2. Distancia a la zona zone.dis l m (distancia) evento 
 
Por ejemplo, la Figura 4.4 muestra la influencia entre el robot y el balón. Las in-
fluencias que disparan una transición de estados son marcadas como eventos. Por 
consiguiente, la distancia entre el balón y el jugador es una influencia para asignar 
roles, en otro caso la zona donde está ubicado el balón es una influencia para selec-
cionar tácticas, o la posesión del balón es utilizada como influencia para seleccio-
nar comportamientos. Las influencias marcadas como no-eventos proporcionan 
información que permite que un comportamiento pueda ser ejecutado. 
4.3.3 Estructura activa 
La estructura activa describe los elementos del sistema, sus atributos y sus interre-
laciones, con el propósito de definir la estructura básica del sistema. La Figura 4.5 
describe la estructura activa de un equipo centralizado de fútbol de robots, enfoca-
do en la liga SimuroSot 5vs5. 
Esta estructura es usada para inspeccionar los elementos del sistema y sus flujos de 
información entre estos elementos. Los módulos corresponden a módulos de soft-
ware de aplicaciones específicas. 5 módulos de software han sido identificados, 4 
de ellos en el ordenador central: módulo de percepción, módulo de estrategia de 
equipo, módulo de control y módulo de comunicación. El quinto módulo se en-
cuentra en el agente y corresponde también al módulo de comunicación del robot. 
Adicionalmente, las señales de sensores y actuadores de la liga MiroSot son simu-
ladas en la liga SimuroSot 5vs5. La interrelación entre módulos es presentada como 
flujos de información en el caso de software, y flujos de energía en el caso de cam-
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bios físicos en el entorno. En el caso de la liga MiroSot, la interacción es sensada 
por las cámaras (sistema de visión), en el caso de SimuroSot, la interacción está 
incluida al interior del simulador. 
 
Figura 4.5. Estructura activa de un jugador de fútbol de robots con control centralizado, para 
la liga SimuroSot. 
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Los módulos se describen a continuación.  
4.3.3.1 Módulo de estrategia de equipo 
Este módulo se refiere a la implementación de la estrategia, selección de tácticas, 
roles y comportamientos. En este módulo el sistema de toma de decisiones es im-
plementado. La información obtenida en este módulo en enviada como flujos de 
información al módulo de control. 
4.3.3.2 Módulo de control 
En el módulo de control la información de los comportamientos es transformada en 
señales de actuador, basadas en la cinemática inversa del robot. Tanto en MiroSot 
como en SimuroSot el modelo cinemático inverso debe ser obtenido, con el propó-
sito de calcular la señal equivalente de cada actuador, dependiendo del comporta-
miento seleccionado por el módulo de estrategia de equipo. Esta información es 
enviada al módulo de comunicaciones. 
4.3.3.3 Módulo de comunicaciones 
Este módulo se refiere a las comunicaciones y debe ser dividido en dos sub-
módulos, uno de ellos ubicado en el ordenador central y el otro en el robot. En el 
ordenador central las señales de control recibidas desde el módulo de control deben 
ser transmitidas al robot por medio de radiofrecuencias. Estas señales son recibidas 
por el sub-módulo de comunicación del robot, y transmitidas como señales de ac-
tuador a los motores en el caso de la liga MiroSot. Para el caso del SimuroSot, este 
módulo está incluido en el simulador y no es programado por el usuario.  
4.3.4 Comportamientos 
La estrategia presentada se divide en dos tácticas. Una de ellas es la táctica defensa 
que es seleccionada cuando el balón está ubicado en la zona defensiva. La otra es la 
táctica ataque la cual es seleccionada cuando el balón se encuentra en la zona ofen-
siva. 4 roles son asignados dependiendo de las condiciones de juego, los cuales son 
el defensa activo, defensa pasivo, mediocampista y delantero. Los diagramas de 
comportamientos son utilizados para asignar roles y posteriormente seleccionar los 
comportamientos apropiados. Estos diagramas se dividen en dos sub-diagramas, 
los cuales son el modelo parcial de comportamientos-estados, el cual describe el 
estado del sistema proyectado, transiciones de estados y los eventos que disparan 
dichas transiciones; el segundo sub-diagrama corresponde al modelo parcial com-
portamientos-actividades, que describe las secuencias lógicas de las actividades del 
sistema, incluyendo todos los procesos de operación y adaptación. En este modelo 
los procesos de operación se refieren a las actividades que son llevadas a cabo den-
tro de un estado, los procesos de adaptación se refieren a las actividades que son 
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realizadas durante la transición de estado. Cuando un evento ocurre, un proceso de 
adaptación es disparado. Posteriormente el sistema toma un nuevo estado y un 
nuevo conjunto de procesos de operación es activado. 
En el contexto de la especificación de comportamientos se deben describir las tác-
ticas utilizadas por el equipo (táctica defensa y táctica ataque), los roles (defensa 
activo, defensa pasivo, mediocampista y delantero), los comportamientos (ir por el 
balón, disparar el balón o realizar un pase por ejemplo) y sus interrelaciones. El 
diagrama de comportamientos-estados trabaja la transición de estados entre las 
tácticas como estados y los eventos que activan dichas tácticas. Adicionalmente, 
este mismo diagrama también refleja el proceso de asignación de roles, mostrando 
los roles como estados y las condiciones que permiten la asignación de roles como 
eventos. Los diagramas de comportamientos-actividades se refieren a las secuen-
cias de comportamientos que deben ser ejecutados, y la alternativa corresponde a 
un condicional que depende de una condición de entorno que selecciona la siguien-
te actividad entre dos o más opciones posibles. Cuando una actividad es realizada, 
la siguiente actividad conectada mediante un conector lógico es activada. 
La Figura 4.6 muestra el modelo de comportamientos-estados para el modelo pro-
puesto. El nivel más alto, que contiene dos tácticas corresponde a la estrategia de 
equipo. El nivel de estrategia es dividido en dos estados, que corresponden a las 
tácticas que componen la estrategia de equipo, que para este caso en particular, 
corresponden a la táctica defensa y táctica ataque. Una vez la táctica ha sido selec-
cionada, es evaluada una función en cada uno de los jugadores utilizada para el 
proceso de asignación de roles: esto se puede observar en la Figura 4.6 como sub-
estados seleccionados por eventos. Si por ejemplo el balón cambia de zona, el 
evento 1 (E1) o el evento 2 (E2) es activado y por consecuencia una nueva táctica 
es activada y la función es evaluada. 
La función para la asignación de roles es presentada a continuación: 
               ft=k1ǁxbt- xpt, ybt- yptǁ2+ k2ǁxg- xpt, yg- yptǁ2        (4.1) 
donde ǁxb(t)-xp(t), yb(t)-yp(t)ǁ2 corresponde a la distancia euclídea entre el balón 
ubicado en las coordenadas (xb(t),yb(t)) y el jugador ubicado en las coordenadas 
(xp(t),yp(t)). ǁxg-xp(t), yg-yp(t)ǁ2 corresponde a la distancia euclídea  entre el centro de 
la portería oponente ubicado en las coordenadas (xg,yg) y el jugador. Las constantes 
k1 y k2 corresponden a dos valores de ponderación tales que k1≥0, k2≥0 y que deben 
cumplir la siguiente condición: 
                                               k1 + k2 = 1.                                                                 (4.2) 
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Figura 4.6. Comportamientos-estados de la estrategia propuesta para un equipo de fútbol de 
robots de arquitectura centralizada. 
La importancia de k1 y k2 en la ecuación utilizada para la asignación de roles es 
ponderar las distancias del jugador con el balón y con la portería oponente, respec-
tivamente. Usualmente, la distancia entre el jugador y el balón es significativamen-
te más pequeña que la distancia entre el mismo jugador y la portería oponente, por 
consiguiente k1 debe ser de mayor valor que k2. No obstante k2 es importante para 
proporcionar información sobre la posición del jugador en el campo de juego, dado 
que dos jugadores pueden estar a una distancia similar del balón, pero uno puede 
estar más cercano a la portería oponente que el otro, siendo esto relevante para 
asignar roles. Diferentes experimentos fueron desarrollados con el propósito de 
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obtener el valor de estas dos constantes. En estos experimentos los robots fueron 
ubicados en distintas posiciones del campo de juego y distintos valores de k1 y k2 
fueron asignados. Cuando un cambio de táctica se presentaba, se anotaban qué 
roles eran asignados a los distintos jugadores, observando el comportamiento de los 
robots en ese momento del juego. Inicialmente se tomó un valor de k1 = k2 = 0.5, 
notando que el jugador que tenía la posesión del balón abandonaba al mismo para 
ir a tomar un rol defensivo, en otros casos los jugadores tomaban otros cambios 
abruptos en sus comportamientos. En los casos en que el valor de k1 era muy cer-
cano a 1 se observaba que comportamientos colaborativos como la realización de 
pases se convertían poco frecuentes, llegando al punto que el jugador con la pose-
sión del balón tomaba el comportamiento de ir por el mismo siempre, presentando 
dicho comportamiento casi constante. Después de realizar distintos experimentos 
se encontró que un valor adecuado era k1 = 0.75 y k2 = 0.25. A continuación se 
presenta una descripción de los 5 roles para las dos tácticas presentadas en esta 
estrategia. 
4.3.4.1 Rol portero 
El portero es el único rol estático en esta estrategia, para ambas tácticas. La Figura 
4.7 presenta la zona del portero, que es un área al frente de la portería donde este 
jugador debe actuar. El diagrama de comportamientos-actividades del rol portero 
es presentado en la Figura 4.8. Cuando el rol portero es activado, este jugador debe 
revisar sus coordenadas. Si el jugador se encuentra al interior de la zona de portero, 
el jugador revisa las coordenadas del balón y lo sigue en paralelo a la portería, 
siempre al interior de su respectiva zona. Si el jugador portero no se encuentra al 
interior de la línea de portería, debe primero ubicarse en su zona y posteriormente 
continuar con sus comportamientos. 
 
Figura 4.7. Zona de portería, que corresponde a la zona sombreada con color gris. El portero 
debe seguir el balón al interior de esta zona, de forma paralela a la línea de gol.  
Arquitecturas centralizadas de coordinación. Extrapolación del fútbol de robos al control de modo de 
operación de micro-redes 
 
76 
Aunque la estrategia del portero presentada ha sido implementada en la estrategia 
de equipo propuesta, se debe resaltar que cualquier otra estrategia de portero para 
ligas centralizadas puede ser implementada sin que esto afecte el rendimiento de la 
estrategia de equipo propuesta. 
 
Figura 4.8. Diagrama de comportamientos-actividades del rol portero. 
4.3.4.2 Roles en táctica defensa 
La táctica defensa es activada cuando el evento E2 (balón en zona defensiva) ocu-
rre. El principal objetivo de esta táctica es interceptar y enviar el balón a la zona 
ofensiva, evitando en lo posible recibir goles. Los roles son asignados dependiendo 
de la función presentada en la ecuación 4.1, de acuerdo como se presentó en la 
Figura 4.6. Al jugador con el menor valor de la función se le asigna el rol defensa 
activo, y su diagrama de comportamientos-actividades es presentado en la Figura 
4.9. Cuando este rol es activado para esta táctica, el robot revisa las coordenadas 
del balón y posteriormente va a capturarlo. Si el robot tiene la posesión del balón lo 
dispara a la zona ofensiva y revisa las coordenadas de este último nuevamente. En 
caso que el defensa activo no tenga la posesión del balón va a capturarlo como se 
muestra en la secuencia descrita en la Figura 4.9. Recordando que la posesión del 
balón es definida como la mínima distancia entre el robot y el balón, en la que el 
jugador puede disparar el balón. 
El robot que obtuvo el segundo menor valor en la función de asignación de roles se 
convierte en el defensa pasivo, presentando su diagrama de comportamientos-
actividades en la Figura 4.10. Como se puede notar, el robot evalúa cuál es su opo-
nente más cercano y se mueve a bloquear sin tocar al jugador (esto último es con el 
fin de evitar faltas, ya que esta estrategia ha sido diseñada teniendo en cuenta el 
reglamento de juego de la FIRA SimuroSot 5vs5 League. El propósito de bloquear 
Diseño de arquitectura para la coordinación de equipo de fútbol de robots con percepción global y 
control centralizado basado en principle solution 
 
77
al oponente es con la intención de prevenir posibles pases que se le puedan realizar 
a este jugador. Una vez el oponente es interceptado, el defensa pasivo revisa si este 
sigue siendo su oponente más cercano, y continúa con la secuencia presentada en 
su respectivo diagrama de comportamientos-actividades. 
 
Figura 4.9. Diagrama de comportamientos-actividades del rol defensa activo, táctica defensa. 
 
Figura 4.10. Diagrama de comportamientos-actividades del rol defensa pasivo, táctica defensa. 
Los robots con el primer y segundo valor máximo en la función de asignación de 
roles obtienen los roles de delantero y mediocampista respectivamente. Ambos 
poseen el mismo diagrama de comportamientos-actividades, el cual es presentado 
en la Figura 4.11. Cuando estos roles son activados, cada robot revisa sus respecti-
vas coordenadas. Si el robot se encuentra en la zona defensiva, este debe moverse a 
la zona ofensiva. Si el robot se encuentra presente en la zona ofensiva espera allí 
por el balón en caso de contra ataque. La diferencia entre el mediocampista y el 
delantero en esta táctica, consiste en su ubicación en el campo de juego cuando 
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esperan que el balón llegue a la zona ofensiva. Ya que estos dos jugadores se ubi-
can de tal modo que cubran la zona ofensiva uniformemente.  
 
Figura 4.11. Diagrama de comportamientos-actividades para mediocampista y delantero, tácti-
ca defensa. 
La Figura 4.12 presenta un ejemplo de asignación de roles y comportamientos 
cuando la táctica defensa es activada. El portero sigue el balón de forma paralela a 
la línea de gol al interior de la zona de portería; el defensa activo va por el balón y 
lo dispara a la zona ofensiva; el defensa pasivo va a bloquear a un jugador oponen-
te que trata de interceptar el balón. Tanto el mediocampista como el delantero “ob-
servan el balón” ubicados desde la zona ofensiva, esperando un posible pase. 
 
Figura 4.12. Ejemplo de situación de juego táctica defensa.  
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4.3.4.3 Roles en táctica ataque 
La táctica ataque es activada cuando se presenta el evento E1 (balón en la zona 
ofensiva). Esta táctica se enfoca en disparar el balón a la portería oponente buscan-
do anotar gol. Una vez la táctica es activada, la función para la selección de roles es 
evaluada, igualmente como se presentó en la Figura 4.6. El jugador con el máximo 
valor obtenido en la función y el segundo máximo corresponden a los roles defensa 
pasivo y defensa activo respectivamente. A cada uno de estos roles les es asignado 
una ubicación en la zona defensiva donde los robots deben seguir el balón de forma 
paralela a la línea de gol a lo ancho del campo de juego. Estas zonas se llaman zona 
de defensa pasivo y zona de defensa activo y se detallan en la Figura 4.13.  
El principal objetivo de ambos roles es interceptar el balón en caso de contra ata-
que por parte del equipo oponente. El diagrama de comportamientos-actividades es 
similar para ambos roles en esta táctica, y es presentado en la Figura 4.14. Cuando 
uno de estos roles es activado para esta táctica, el jugador inicialmente revisa sus 
coordenadas. Si el defensa se encuentra fuera de su respectiva zona debe moverse 
hacía esta última. Si el jugador se encuentra al interior de su zona, debe seguir el 
balón en paralelo a la línea de gol, sin salirse de la zona que tiene asignada. La 
única diferencia entre estos jugadores consiste en que la zona de defensa activo 
está más cerca de la línea de mitad del campo de juego, estando la zona de defensa 
activo, hacia la mitad de la zona defensiva. 
 
Figura 4.13. Zonas de portería, de defensa pasivo y de defensa activo. En cada zona el respecti-
vo jugador sigue al balón en paralelo a la línea de gol. 
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Figura 4.14. Diagrama de comportamientos-actividades para defensa activo y defensa pasivo, 
táctica ataque. 
Mediocampista y delantero son asignados a los jugadores con el menor y segundo 
menor valor obtenido en la función de asignación de roles, respectivamente. No 
obstante una vez estos roles han sido asignados, pueden ser intercambiados entre 
estos dos jugadores tal como se pudo apreciar en la Figura 4.6. Por consiguiente, el 
rol delantero se le asigna al jugador más cercano al balón, de tal manera que si el 
balón en algún momento está más cercano al mediocampista, este asume el rol de 
delantero, sin necesidad de activar la función de asignación de roles nuevamente. 
En la Figura 4.15 se presenta el diagrama de comportamientos-actividades del me-
diocampista.  
 
Figura 4.15. Diagrama de comportamientos-actividades para mediocampista, táctica ataque. 
Cuando este rol es activado este jugador revisa sus coordenadas. Si el jugador no se 
encuentra en una zona denominada zona de mediocampista, el robot debe movili-
zarse a este lugar. Cuando el mediocampista se encuentre a su respectiva zona este 
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jugador revisa las coordenadas del balón siguiéndolo en paralelo a lo largo del 
campo de juego, sin salirse de su respectiva zona. En el momento en que el medio-
campista detecta que se encuentra el balón más cercano a él que al jugador con el 
rol delantero, el evento E7 de la Figura 4.6 es activado el mediocampista asume el 
rol delantero y el jugador que anteriormente era delantero ahora pasa a ser medio-
campista, activando este robot su nuevo rol.  
La Figura 4.16 muestra el diagrama de comportamientos-actividades del rol delan-
tero para la táctica ataque. Como se puede observar, el delantero revisa si es el 
jugador más cercano al balón, si no lo es, el evento E8 de la Figura 4.6 es activado 
y asume el rol mediocampista, si lo es el delantero va a capturar el balón, en el 
momento que este jugador tenga la posesión del balón disparará a la portería tra-
tando de anotar un gol. 
Un ejemplo de roles y comportamientos para la táctica ataque es presentado en la 
Figura 17. El delantero sigue el balón con el fin de anotar un gol. El mediocampista 
sigue el balón al interior de la zona mediocampista. El defensa activo y el defensa 




Figura 4.16. Diagrama de comportamientos-actividades para delantero, táctica ataque. 
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Figura 4.17. Ejemplos de roles y comportamientos en la táctica ataque. 
4.4 Resultados experimentales 
 
Con el propósito de validar la estrategia propuesta, se han realizado 10 juegos de 5 
minutos en contra de una estrategia que viene por defecto en el simulador. Esta 
estrategia tiene 5 roles constantes, uno es el rol portero, que bloquea el balón si-
guiéndolo en paralelo a la línea de gol al frente de la portería. Dos jugadores defen-
sas que igualmente bloquean al balón siguiéndolo en paralelo a la línea de gol, 
distribuidos a lo largo de la zona ofensiva. Los otros dos roles consisten en delante-
ros, que básicamente van por el balón y disparan en contra de la portería oponente. 
Esta estrategia ha sido programada en lenguaje LINGO. Estos partidos fueron rea-
lizados teniendo en cuenta las reglas de la FIRA SimuroSot 5vs5 League. Vale la 
pena resaltar que al ser la estrategia presentada una aproximación sistemática de la 
estrategia propuesta en el capítulo 3, realizar una comparación entre las dos estra-
tegias sería redundante, ya que ambas se basan en Máquinas Jerárquicas de Estado 
Finito, tácticas, roles y comportamientos, conservando en esencia la misma arqui-
tectura.  
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La Tabla 4.2 presenta los goles anotados por los equipos en los 10 partidos, y el 
porcentaje de posesión del balón por equipo por partido. El equipo con la estrategia 
propuesta es el equipo local, mientras que el contrincante con la estrategia progra-
mada en LINGO y de roles constantes es el equipo oponente. El equipo local ganó 
todos los partidos mostrando un mayor porcentaje de posesión del balón que el 
oponente durante los 10 partidos, presentando un claro control de los partidos. Se 
puede ver también que el número de pases exitosos del equipo con la estrategia 
propuesta es mayor que los pases exitosos del oponente, presentando valores simi-
lares durante todos los partidos.  
Tabla 4.2. Goles anotados, pases exitosos y posesión del balón por equipo 
Partidos  1 2 3 4 5 6 7 8 9 10 Promedio 
Goles 
anotados 
Local  3 3 2 2 3 4 4 3 4 2 3 
Oponente  2 1 0 1 1 2 2 1 0 0 1 
Pases 
exitosos 
Local 5 3 6 5 4 5 6 3 6 5 4.8 




Local 78% 67% 77% 66% 68% 76% 84% 61% 77% 69% 72.3% 
Oponente  22% 33% 23% 34% 32% 24% 16% 39% 23% 31% 27.7% 
 
La Tabla 4.3 presenta las faltas y bloqueos, los autogoles y los goles anulados. 
Muchas faltas y bloqueos causados por el equipo oponente fueron observados du-
rante el juego, algunos casos estos se daban porque los dos delanteros oponentes 
iban por el balón al mismo tiempo, o el defensa oponente obstaculizaba su compa-
ñero delantero delantero, bloqueando el balón y evidenciando comportamientos de 
equipo que no están coordinados. Una importante razón por la cual el número de 
faltas y bloqueos son significativamente menores en el equipo local se debe a que 
la estrategia propuesta ha sido diseñada teniendo en cuenta el reglamento de la liga, 
por ejemplo evitando que más de un jugador vaya por el balón al mismo tiempo, 
previniendo que más de un jugador ingrese al área de gol, o defendiendo con más 
de 3 jugadores al interior del área de penalti. 
Tabla 4.3. Faltas y bloqueos, autogoles y goles anotados 
Partidos  1 2 3 4 5 6 7 8 9 10 Promedio 
Faltas y 
bloqueos 
Local  2 1 2 1 4 2 2 0 3 1 1.8 
Oponente 11 7 8 5 12 8 7 13 8 8 8.7 
Auto 
goles 
Local  1 1 0 1 0 2 1 0 0 0 0.6 
Oponente 1 0 2 0 0 2 0 0 0 0 0.5 
Goles 
anulados 
Local  1 1 1 1 2 1 1 0 1 0 0.9 
Oponente 2 0 2 0 0 0 1 2 1 0 0.8 
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La Tabla 4.4 presenta el porcentaje de tiempo en que cada táctica seleccionada por 
el equipo locales seleccionada e cada partido. Se puede observar que la táctica ata-
que (AT) no ha sido la más seleccionada en todos los partidos, siendo la táctica 
defensa (DT) la más seleccionada en dos ocasiones, y en la mayoría de los casos, 
los porcentajes de selección han resultado muy cercanos. 
Tabla 4.4. Porcentaje de tiempo de selección de táctica por partido 
Partidos 1 2 3 4 5 6 7 8 9 10 Promedio 
T. D 34% 41% 40% 49% 46% 52% 47% 35% 43% 53% 44% 
T. A 66% 59% 60% 51% 54% 48% 53% 65% 57% 47% 56% 
 
Al respecto, la estrategia diseñada utilizando principle solution con asignación 
dinámica de roles, presentó un rendimiento adecuado ganando todos los partidos y 
obteniendo un mayor porcentaje de posesión del balón que el equipo oponente, no 
obstante distintos comportamientos defensivos han tenido que ser realizados duran-
te los partidos. Esta situación se presenta como la respuesta ante la estrategia del 
equipo rival. Aunque algunos goles fueron anotados por el equipo oponente, la 
táctica defensa presentó un adecuado rendimiento ante la respuesta de los ataques 
de dicho equipo, forzando la selección de la táctica ataque, anotando goles y ga-
nando finalmente los partidos. Vale la pena notar que en promedio, la táctica ata-
que fue levemente más seleccionada que la táctica defensa, esto implica que el 
balón estuvo un mayor tiempo en la zona ofensiva que en la defensiva.Distintos 
comportamientos colaborativos fueron observados durante los partidos. En algunos 
casos, el defensa activo intercepta y envía el balón a la zona ofensiva, donde el 
delantero, o el mediocampista intercepta el pase y se activa la táctica ataque; en 
otros casos el defensa activo mantiene la posesión del balón y al cambiar la táctica 
dicho jugador adquiere el rol delantero. Un ejemplo de comportamientos de equipo 
en el caso de la táctica ataque es presentado en la Figura 4.18.En la Figura 4.18(a) 
el delantero dispara el balón con el propósito de anotar un gol, pero el balón rebota 
en un jugador oponente y es desviado. En la Figura 4.18(b) los roles cambian y el 
jugador que anteriormente era el mediocampista ahora adquiere el rol de delantero, 
siendo el anterior delantero ahora el mediocampista. El nuevo delantero va por el 
balón mientras que el mediocampista es bloqueado por un jugador oponente. En la 
Figura 4.18(c) el delantero anota un gol. 
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Figura 4.18. Ejemplos de comportamientos en táctica ataque. (a) El delantero dispara el balón a 
la portería oponente. (b) el balón es rechazado por un oponente y el nuevo delantero que ante-
riormente era el mediocampista, intercepta el balón. (c) El delantero dispara y anota un gol. 
 
4.5 Conclusiones del capítulo 
 
Principle solution ofrece una alternativa para el modelado y el diseño de estrategias 
de fútbol de robots en equipos con arquitecturas centralizadas de una forma clara e 
intuitiva, adoptando una estructura jerárquica. Esto conduce en un modelo holístico 
incluyendo los diferentes niveles tanto de hardware como de software, que deben 
ser tenidos en cuenta para el diseño de la arquitectura de la estrategia. Principle 
solution permitió la identificación de diferentes funciones, elementos del sistema y 
sus respectivas influencias y estructuras para el diseño de arquitecturas para la 
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coordinación de equipo con percepción global y control centralizado, donde las 
decisiones y el procesamiento de datos son realizadas por un ordenador central 
remoto, presentando diferentes paradigmas con respecto a los equipos con percep-
ción local y control distribuido. Esto facilita el diseño de diferentes reglas para la 
selección de roles y posteriormente la ejecución de comportamientos por parte de 
los robots, dependiendo de las condiciones de juego. En el caso de que cambios en 
el código de programación asociados con la coordinación de equipo fueran reque-
ridos, las modificaciones específicas pueden ser reorganizadas por medio de los 
diagramas, permitiendo una identificación intuitiva de las líneas de código que 
deben ser modificadas e implementadas. 
Otra importante ventaja es la posibilidad de adaptar a esta estrategia nuevos roles o 
comportamientos colaborativos, tales como coordinación entre el portero y los 
defensas. También es posible envolver aprendizaje de máquina tanto en los com-
portamientos de los jugadores, como en los sistemas de toma de decisiones. Esta 
estrategia es implementada utilizando el simulador SimuroSot 5vs5 de FIRA, ju-
gando 10 partidos en contra de un equipo el cual posee una estrategia que viene por 
defecto en el simulador. La estrategia propuesta presentó un claro dominio en los 
partidos, ganándolos en su totalidad y ofreciendo una mayor posesión del balón 
que el oponente. Aunque este modelo ha sido implementado en simulación, el mo-
delo propuesto de estrategia puede ser implementado en la FIRA MiroSot League, 
sin significativos cambios en su arquitectura. 
Un camino con el propósito de mejorar el rendimiento del equipo buscando anotar 
más goles o evitar los autogoles, es incluir más comportamientos colaborativos. 
Una razón por la que el equipo local no anotó más goles, a pesar de mantener una 
mayor posesión del balón, o por la que anotó algunos autogoles, es la necesidad de 
mejorar el rendimiento de los comportamientos cooperativos, bien sea entre los 
defensas y el portero en la táctica defensa, o entre el delantero y el mediocampista 
en la táctica ataque. Una forma para mejorar el rendimiento de los comportamien-
tos colaborativos entre los jugadores es el uso de algoritmos de aprendizaje, o por 
sincronización de los comportamientos. Los valores de k1 y k2 están directamente 
relacionados con la asignación de roles y como tal no afectan el rendimiento de los 
comportamientos, aunque pueden afectar el rendimiento global del equipo median-





ARQUITECTURA BASADA EN ROLES APLICADA EN 
EQUIPOS DE FÚTBOL DE ROBOTS CON CONTROL CEN-
TRALIZADO 
5.1 Introducción  
 
Como se ha explicado en el apartado 2.4, arquitecturas basadas en roles han sido 
ampliamente utilizadas en distintas arquitecturas multi-agente y si bien el concepto 
de rol en fútbol de robots no es nuevo, las arquitecturas que lo utilizan siempre 
requieren de múltiples capas adicionales para que un agente pueda ejecutar su rol. 
En este capítulo, se propone una arquitectura de equipo de fútbol de robots basada 
en roles, diseñada para equipos con percepción global y control centralizado. En 
esta arquitectura se asignan determinados roles a cada robot, dependiendo de una 
función de afinidad. Para activar esta función el campo de juego se divide en 4 
cuadrantes, cada vez que el balón cambia de cuadrante, la función se activa y asig-
na los roles dependiendo del cuadrante en el que se encuentra. Aunque se han rela-
tado diferentes trabajos que utilizan roles para la estrategia de equipo, la estrategia 
propuesta en este capítulo se basa exclusivamente en roles para la ejecución de los 
comportamientos de los jugadores, con asignación dinámica de los mismos, elimi-
nando otras capas superiores que otras estrategias utilizan, con esto reduciendo la 
complejidad en su diseño, una mayor adaptación a cambios en los reglamentos de 
las ligas, como un posible aumento en el número de jugadores, siendo también 
adaptable a otros entornos multi-agente diferentes al fútbol de robots. La estrategia 
propuesta es compatible con diferentes técnicas de aprendizaje de máquina como 
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las descritas anteriormente, con el fin de mejorar el rendimiento de los comporta-
mientos. 
 
Figura 5.1. Arquitectura de la estrategia de equipo basada en roles.  
Se realizaron 100 partidos contra un equipo con roles constantes, que viene por 
defecto en el simulador y posteriormente se realizaron otros 100 partidos contra un 
equipo de arquitectura jerárquica con asignación dinámica de táctica, roles y com-
portamientos presentada en el capítulo 4. Si bien existen elementos comunes con la 
arquitectura jerárquica, la arquitectura propuesta en el presente artículo tiene im-
portantes diferencias, ya que esta no se divide en diferentes tácticas que determinan 
la asignación de los roles y la selección de los comportamientos, evitando el uso de 
Máquinas de Estado para el sistema de toma de decisiones y disminuyendo las 
líneas de código utilizadas y el costo computacional. En la arquitectura presente el 
jugador llama a una función que corresponde al rol, el cual le ha sido asignado a 
través de una función de afinidad. Una vez el rol es llamado, éste contiene los 
comportamientos que el jugador deberá ejecutar dependiendo de las condiciones de 
juego. Para validar esta estrategia, se utiliza la plataforma de simulación SimuroSot 
5vs5 de Fira, inspirada en la liga MiroSot que utiliza 5 robots por equipo con per-
cepción global del campo de juego y control centralizado de los robots.  
5.2 Arquitectura basada en roles  
 
La arquitectura de la estrategia propuesta basada en roles se presenta en la Figura 
5.1, donde las condiciones ambientales (C. A) corresponden a la información que 
permite establecer el comportamiento del sistema, siendo en este caso las coorde-
nadas del balón (C. B) y las coordenadas de los jugadores (C. J) de los dos equipos. 
Cuando se detecta que el balón ha cambiado de cuadrante, la función de afinidad 
(F. A) es activada asignando los roles. Una vez los roles son asignados a los juga-
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dores, cada jugador con su respectivo rol, activa un comportamiento (C.) determi-
nado dependiendo de las condiciones ambientales existentes. Para los comporta-
mientos se realiza el control a bajo nivel, utilizando la cinemática inversa de los 
robots, por lo cual finalmente se obtienen señales de actuador (S. A) para las dos 
ruedas de cada robot. 
Para el diseño de esta arquitectura se han definido 5 roles diferentes, los cuales se 
describen a continuación: 
• Portero: Corresponde al único rol constante en esta estrategia. El portero 
tiene como función evitar que el equipo oponente realice goles en la porte-
ría propia.  
• Defensa central: El jugador con este rol deberá capturar el balón cuando 
este se encuentre en la mitad del área de la portería propia, para luego en-
viarlo a la otra mitad del campo de juego. 
• Defensa de marca: Este jugador debe bloquear a un jugador oponente 
cuando haya peligro de gol. 
• Delantero central: Quien debe capturar el balón cuando este se encuentre 
en la mitad del campo donde se encuentra la portería del oponente, para 
tratar de anotar un gol. 
• Delantero lateral: Este jugador acompaña al delantero central en el cua-
drante opuesto. En caso que el delantero central pierda el balón y éste 
cambie de cuadrante, el delantero lateral asumiría el rol de delantero cen-
tral. 
Para asignar los roles de forma apropiada y facilitar el proceso de asignación de 
comportamientos, el campo de juego se divide en 4 cuadrantes como se presenta en 
la Figura 5.2, siendo el equipo local (equipo con la estrategia propuesta) ubicado en 
los cuadrantes 2 y 3, mientras que el equipo rival está ubicado en los cuadrantes 1 y 
4. En este artículo se representa siempre la portería propia a la izquierda. En la 
Figura 5.2 se puede observar que a los jugadores del equipo local se les asocia un 
número de identificación, con la excepción del portero dado que este rol a lo largo 
del partido siempre será constante. 
Cuando un rol es asignado a un jugador, este debe ejecutar una serie de comporta-
mientos, dependiendo de las condiciones de juego que se vayan presentando. Por lo 
que se hace necesario programar los comportamientos básicos que los robots deben 
ejecutar en el momento que la función de rol sea llamada. Para explicar los diferen-
tes roles y comportamientos presentados en esta estrategia, se define la posesión de 
balón como la distancia mínima entre el robot y el balón, de tal manera que el robot 
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pueda “golpear” el balón para enviarlo a un lugar deseado, que es la definición que 
ha sido utilizada en los capítulos 3 y 4. 
 
Figura 5.2. Distribución del campo de juego en cuadrantes. 
En la Figura 5.3 se detalla la secuencia de comportamientos que el portero debe 
ejecutar. Cuando el jugador con este rol activa la función equivalente, empieza en 
el punto de inicio. Para que el portero ejecute su rol, es necesario definir una zona 
llamada zona de portería (Z. P), ubicada al frente de la portería, donde el portero 
sigue el balón en línea a la portería que protege. Cuando el portero ejecuta su rol, lo 
primero que debe hacer es revisar si se encuentra correctamente ubicado en su zo-
na, en caso tal que el portero se encuentre fuera de su zona, deberá ingresar en ella. 
Una vez esté ubicado de forma correcta, el portero debe revisar las coordenadas del 
balón y seguir al mismo en línea con la portería que protege, sin salirse de la zona 
de portería. 
Los comportamientos del rol defensa central se presentan en la Figura 5.4. Tanto 
en este caso como en los casos posteriores, el punto inicio corresponde al momento 
en que la función correspondiente a este rol es llamada por el jugador. Para ejecutar 
este rol, en primer lugar se debe evaluar en qué lugar se encuentra el balón, si este 
se encuentra en la zona de defensa (Z. D), que corresponde a la mitad del campo de 
juego donde se encuentra la portería propia (cuadrantes 2 y 3), se debe revisar las 
coordenadas del balón. Si este se encuentra al interior de la zona de portería (Z. P), 
el defensa debe seguir el balón sin ingresar en esta área. Esto se hace inicialmente 
para no obstaculizar al portero y evitar comportamientos indeseados como autogo-
les y, como segunda medida, cumpliendo el reglamento de la FIRA SimuroSot 5vs5 
Arquitectura basada en roles aplicada en equipos de fútbol de robots con control centralizado 
 
91
League, ya que la presencia de más de un robot del mismo equipo en esta área es 
penalizada como falta.  
 
Figura 5.3. Comportamientos del rol portero. 
 
Figura 5.4. Comportamientos correspondientes al rol defensa central. 
Si el balón está fuera de la zona de portería, el defensa central revisa si tiene pose-
sión de balón (P. B). En caso afirmativo este debe disparar el balón a la zona de 
ataque (Z. A), que corresponde a la mitad del campo de juego donde se encuentra 
la portería del equipo oponente (cuadrantes 1 y 4). Si el defensa central no tiene la 
posesión de balón, entonces el jugador debe ir a capturar el balón. En el caso que el 
balón se encuentre en la zona de ataque, la función del defensa central consiste en 
seguir el balón en línea de gol dentro de la zona de defensa central (Z. D. C), la 
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cual se encuentra en la zona de defensa. Si el defensa central se encuentre fuera de 
su zona, deberá ingresar a ella y, posteriormente, seguir el balón en línea de gol 
dentro de esta zona. Estos comportamientos los realiza con el fin de rechazar posi-
bles contra ataques del equipo oponente. Tanto en el caso del rol defensa central, 
como en los otros 3 roles que se asignan dinámicamente, el robot ejecuta la se-
cuencia de comportamientos hasta que el balón cambia de cuadrante y la función 
de afinidad sea activada, empezando en el punto inicio nuevamente con el rol asig-
nado. 
La secuencia de comportamientos correspondientes al jugador defensa de marca se 
presenta en la Figura 5.5. Como primera medida el robot debe revisar las coorde-
nadas del balón. Si este se encuentra en la zona de defensa (Z. D), el defensa de 
marca debe calcular cual es el jugador oponente más cercano (O. M. C), dirigirse 
hacia él y posteriormente bloquearlo. El comportamiento “bloquear a oponente” 
consiste en seguir a este último con el fin de evitar que pueda recibir el balón, ano-
tar un gol o realizar posibles pases, sin tener ninguna clase de contacto físico con el 
oponente. En el caso de que el balón se encuentre en la zona de ataque (Z. A), el 
defensa de marca debe revisar su propia ubicación y si se encuentra fuera de la 
zona defensa de marca (Z. D. M), ubicada detrás de la zona defensa central (para 
evitar colisiones con el defensa central), el robot debe dirigirse a esta zona. Una 
vez en ella, el robot con este rol debe cubrir las áreas que el defensa central no 
cubre, con el fin de prevenir posibles contra ataques del equipo oponente en estas 
áreas descubiertas.  
 
Figura 5.5. Comportamientos correspondientes al rol defensa de marca. 
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El rol delantero central es presentado en la Figura 5.6. Si el balón se encuentra en 
la zona de defensa (Z. D), el delantero central debe esperar el balón en caso de que 
alguno de los defensas le realice un pase. Para esto se define la zona delantero cen-
tral (Z. L. C), ubicada en la zona de ataque (Z. A), donde el delantero central debe 
seguir el balón en línea de gol dentro de esta zona. Una vez el balón ingresa a la 
zona de ataque, el delantero central deberá ir por el balón y cuando tenga posesión 
de balón (P. B), deberá tratar de anotar un gol. 
 
Figura 5.6. Comportamientos correspondientes al rol delantero central. 
Los comportamientos del rol delantero lateral son descritos en la Figura 5.7. Ini-
cialmente se revisa la ubicación del balón. Si el balón se encuentra en la zona de 
ataque (Z. A), se observa el cuadrante en el que este se encuentra, donde el cua-
drante 3 corresponde a Q. 3 y el cuadrante 4 corresponde a Q. 4. El delantero late-
ral debe encontrarse en el cuadrante opuesto en el que se encuentre el balón, recor-
dando que este rol está dirigido para cubrir la zona opuesta donde se encuentre el 
balón y el delantero central. Una vez el delantero lateral se encuentre en el cua-
drante correspondiente, el robot con este rol deberá ir a la zona donde debe seguir 
en línea lateral el balón (dicha zona se puede observar en los cuadrantes 1 y 4 de la 
Figura 5.8). Si el balón se encuentra en la zona defensa (Z. D), el robot debe ir a la 
zona delantero lateral (Z. D. L), la cual está ubicada en la zona de ataque, en línea 
con las porterías y delante de la zona delantero central para evitar colisiones con 
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este jugador. Una vez el delantero lateral se encuentra en su zona, debe cubrir las 
áreas del campo de juego que el delantero central no cubre.  
 
Figura 5.7. Comportamientos correspondientes al rol delantero lateral. 
 En la Figura 5.8 se presentan las zonas definidas para el diseño de los comporta-
mientos de los respectivos roles. Como se ha mencionado anteriormente, estos 
roles se asignan a los robots utilizando una función de afinidad, la cual es activada 
cuando el balón cambia de cuadrante. Los 4 roles son asignados dependiendo de 
qué robot obtiene el mayor o menor valor en la función de afinidad y del cuadrante 
en el que el balón se encuentre, esto con el fin de darle fluidez a la ejecución de 
comportamientos por parte de los robots. 
Para definir esta afinidad, inicialmente se tiene: 
                                             (L! ) = "(), "()                                           (5.1) 
que corresponde a un vector con las coordenadas del balón. También se tiene un 
vector que corresponde a las coordenadas del jugador del equipo local, el cual es: 
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                                          (M() = NO(), O()P.                                            (5.2) 
Igualmente se tiene un valor constante Pg=(xg,yg), que corresponde a las coorde-
nadas del centro de la portería rival. La función de afinidad se define como: 
                  /() = QR(L!() − (M()R' + (1 − Q)R(L!() − (CR'                  (5.3) 
siendo el primer término la distancia euclídea entre las coordenadas del balón y del 
jugador, y el segundo término la distancia euclídea entre las coordenadas del balón 
y las coordenadas de la portería oponente. La constante K corresponde a un valor 
utilizado para ponderar las distancias, dándole un mayor peso a la distancia que hay 
entre el jugador y el balón, pero también resaltando la importancia de la posición 
del jugador en el campo de juego, ya que aunque la distancia al balón sea similar 
entre dos jugadores, la distancia a la portería rival es importante para determinar 
qué jugador será delantero y cual defensa en un momento dado. 
 
Figura 5.8. Zonas definidas para los diferentes comportamientos. 
Se desarrollaron distintos experimentos con el fin de encontrar empíricamente un 
valor adecuado de K. En estos experimentos los robots se ubicaron en diferentes 
lugares del campo de juego y se probaron diferentes valores de K, observando los 
distintos roles asignados a los jugadores cuando el balón cambia de cuadrante. Esta 
constante K cumple la condición 0<K<1. Inicialmente se asignó un valor de 
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K=0.5, observando en muchos casos que un jugador que tenía la posesión del ba-
lón, abandonaba al mismo con el fin de asumir un rol defensivo cuando el balón 
pasaba de los cuadrantes defensivos a los cuadrantes ofensivos. En los casos en los 
que K era aproximadamente igual a 1, se observaba que comportamientos colabora-
tivos como realización de pases se hacían muy poco frecuentes, perdiendo oportu-
nidades de realizar pases y goles, y con esto la posesión del balón. Finalmente rea-
lizando más experimentos, se observó que K=0.75 es un valor adecuado.  
La asignación de roles se puede observar en la Tabla 1, donde se tienen en cuenta 
tanto el cuadrante en el que se encuentre el balón como la afinidad obtenida, siendo 
la primera afinidad el valor más bajo obtenido. 
Tabla 5.1.  Asignación de roles según la afinidad y el cuadrante. 
Cuadrante Afinidad Rol 
1 1a.  Delantero central 
2a.  Delantero lateral 
3a.  Defensa de marca 
4a.  Defensa central 
2 1a.  Defensa central 
2a.  Defensa de marca 
3a.  Delantero central 
4a.  Delantero latera 
3 1a.  Defensa central 
2a.  Defensa de marca 
3a.  Delantero lateral 
4a.  Delantero central 
4 1a.  Delantero central 
2a.  Delantero lateral 
3a.  Defensa central 
4a.  Defensa de marca 
5.3 Validación de la estrategia 
 
Una primera validación se realizó mediante 100 partidos de acuerdo con las reglas 
establecidas para la SimuroSot Middle League, n contra del equipo con la estrate-
gia que viene por defecto en el simulador y programada en Lingo, también conoci-
do como equipo FIRA o equipo LINGO, siendo el mismo equipo contra el que se 
realizaron los partidos de validación en el capítulo 4. Recordando, la estrategia de 
este equipo consiste en 5 roles constantes. Uno es el portero, el cual bloquea el 
balón en línea con la portería. Dos defensores quienes también bloquean el balón 
en línea de la portería, pero distribuidos en la zona de defensa del equipo oponente. 
Los dos roles restantes son atacantes, los cuales básicamente van por el balón y lo 
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golpean contra la portería donde pretenden anotar un gol. El equipo local corres-
ponde al equipo con la estrategia propuesta basada en roles, mientras que el equipo 
con la estrategia del simulador es el equipo oponente. Los goles anotados por cada 
equipo son presentados en la Figura 5.9.  
 
Figura 5.9. Goles por partido del equipo local, el cual es el que usa la estrategia basada en roles, 
contra el equipo oponente con la estrategia por defecto. 
En la Figura 5.10 se muestra la posesión de balón de cada equipo durante los 100 
partidos, en la Figura 5.11 se presenta el porcentaje de tiempo en el que se encuen-
tra el balón en las zonas defensiva y ofensiva durante los 100 partidos. Al respecto 
se señala que todos los partidos han sido ganados por el equipo con la estrategia 
propuesta, con una diferencia de goles generalmente cómoda, de más de dos goles 
en más del 80% de los casos. La posesión de balón en todos los partidos ha sido 
mayor en el equipo local, donde se puede observar que solamente en dos partidos 
los porcentajes fueron cercanos. De acuerdo con los resultados de la ubicación del 
balón, en la mayoría de partidos (más del 90%) el balón se encuentra más tiempo 
en la zona ofensiva. En 28 partidos la diferencia porcentual no es superior al 10%, 
esto quiere decir que aunque el equipo local se encuentra la mayor parte de tiempo 
atacando al oponente, se justifica la permanencia de dos roles defensivos para res-
ponder los distintos contra ataques del equipo oponente, obligando a los jugadores 
a activar comportamientos defensivos en un significativo porcentaje de tiempo. 
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Figura 5.10. Porcentaje de posesión del balón por partido de los dos equipos. 
 
Figura 5.11. Porcentaje de tiempo de la ubicación del balón en las zonas. 
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En la Tabla 5.2 se presentan resultados adicionales de los 100 partidos. Así mismo 
y con fines de validación, en la Tabla 5.3 los resultados obtenidos en los juegos de 
la estrategia propuesta contra el equipo FIRA se comparan con otros resultados 
reportados en trabajos presentados en el estado del arte que fueron validados reali-
zando partidos contra equipo que viene por defecto en el simulador o equipo FIRA, 
junto a los resultados de la estrategia propuesta en el capítulo 4.  
Tabla 5.2. Comparación de los parámetros de los 100 partidos contra el equipo FIRA. 
Parámetros Local Oponente 
Promedio goles 5.29 2.17 
Desviación estándar 1.934 1.326 
Promedio posesión de balón 68.3 % 31.7 % 
Desviación estándar 8.29% 8.25% 
Promedio pases exitosos 3.52 0.48 
Desviación estándar 1.3 0.47 
Promedio faltas y bloqueos 0.64 6.54 
Desviación estándar 0.73 2.13 
 Defensa Ataque 
Ubicación del balón 41% 59% 
Desviación estándar 6.89% 6.89% 
 
Con respecto a la Tabla 5.2, se observa que el promedio de goles fue significativa-
mente mayor en el equipo con la estrategia propuesta, así como el porcentaje de 
posesión de balón promedio durante los partidos. El número de pases exitosos rea-
lizados entre jugadores del mismo equipo es mucho mayor para el equipo local, 
evidenciando los comportamientos colaborativos esperados. 
En la Tabla 5.3 los juegos ganados, empatados y perdidos corresponden a las co-
lumnas Gan, Emp y Perd. Local es el equipo con la estrategia propuesta por los 
autores y el equipo FIRA es Opon. D.E., corresponde a la desviación estándar cal-
culada a partir de los resultados reportados. N.R corresponde a que esa información 
no fue reportada en el artículo. Es de resaltar que existe una gran variación en los 
goles anotados por los equipos, ya que en un partido puede haber una diferencia de 
un gol y el equipo ganador anota dos goles y en otro la diferencia llega a ser hasta 
de 9 goles. Esta diferencia también se presenta con otras variables como la pose-
sión del balón y la ubicación del balón en el campo de juego. Esto se debe en prin-
cipio a que el simulador introduce un error incremental en los sensores de odome-
tría. Por lo cual es clasificado como un simulador que posee características 
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estocásticas [143]. Pese a estas variaciones, el equipo con la estrategia basada en 
roles, presentó una mejor adaptación a las variaciones propias del ambiente, cues-
tión que no fue observada en el equipo FIRA. Así mismo, este equipo (FIRA) en 
diferentes juegos presenta comportamientos que provocan faltas o bloqueos en el 
juego, como por ejemplo atacar con varios jugadores al mismo tiempo a un opo-
nente, o al balón, comportamientos que son penalizados de acuerdo con el regla-
mento de Fira SimuroSot 5vs5 League. Una de las razones por las cuales las faltas 
y los bloqueos del equipo propuesto son menores, es que las reglas han sido tenidas 
en cuenta para el diseño de la estrategia y los comportamientos de los jugadores. 
Tabla 5.3. Comparación de resultados reportados de otras estrategias contra el equipo de FIRA. 
Equipos No. 
Juegos 
Partidos Promedio Goles % Posesión 
Balón 
Gan. Emp. Perd. Local Opon. Local Opon. 
Estrategia 
basada en roles 




















[39] 10 100% 0% 0% 5.1 3.7 71.7% 28.3% 
[40] 50 100% 0% 0% 6.1 2.8 67% 37% 
Estrategia 
capítulo 4 










Con respecto a los resultados presentados en la Tabla 5.3, es de resaltar que la úni-
ca estrategia que presentó mejores datos, fue la presentada por [47], no obstante es 
de destacar que en este trabajo lo que se presenta es un algoritmo de aprendizaje 
por refuerzo, aplicado al sistema de toma de decisiones para la asignación de roles 
y comportamientos. Aunque este equipo anotó en promedio casi el doble de goles 
que el equipo con la estrategia basada en roles, la diferencia en el promedio de 
goles recibidos no es muy diferente. Además, dicho algoritmo de aprendizaje por 
refuerzo, así como cualquier otro algoritmo de optimización o aprendizaje, podría 
ser utilizado en la estrategia propuesta basada en roles. La estrategia presentada por 
[38], la cual es basada en eventos discretos, presentó más goles a favor en prome-
dio, no obstante el número de goles en contra también es mayor y fue la única que 
reportó tan solo el 70% de los juegos ganados. La estrategia propuesta por [39], 
plantea un algoritmo para la selección de tareas a través de la predicción de la utili-
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dad de las tareas asignadas a los distintos jugadores, utilizando áreas de influencia. 
El promedio de goles anotados es similar al de la estrategia propuesta, no obstante 
el promedio de goles recibidos es mayor en este caso. También se puede observar 
que por lo regular, la posesión del balón en ambos casos presentó resultados muy 
similares.  
Comparado con la estrategia propuesta por [40], que utiliza Máquinas Jerárquicas 
de Estado Finito basada en evaluación de estados y realimentación de la informa-
ción de los efectos en curso, se puede observar nuevamente que aunque el prome-
dio de número de goles anotados fue mayor, el promedio de goles recibidos tam-
bién lo fue y el porcentaje de posesión del balón fue similar. Hasta este punto, es 
necesario resaltar que una de las principales ventajas de la estrategia basada en 
roles es la facilidad en su diseño y una mayor simplicidad para su implementación, 
esto contrasta con las estrategias hasta ahora presentadas, que requieren un grado 
mucho mayor de complejidad para su diseño y programación, obteniendo resulta-
dos similares. También es necesario resaltar que las desviaciones estándar de los 
goles anotados y recibidos, calculadas a partir de los resultados reportados por [47] 
y [38] es muy similar y mayor para el caso de los goles anotados, comparada con la 
desviación estándar de la estrategia propuesta basada en roles. Con respecto a la 
estrategia propuesta en capítulo 4, el promedio de goles anotados aumentó conside-
rablemente. 
Una segunda validación se realiza mediante otros 100 partidos, contra una estrate-
gia jerárquica, basada en la selección de tácticas, roles y comportamientos a partir 
de Máquinas de Estado, la cual ha sido previamente presentada en el capítulo 4, y 
que ha sido validada en partidos contra el equipo FIRA, y cuyos resultados se han 
presentado en la Tabla 5.3. El equipo local corresponde al equipo con la estrategia 
propuesta, el equipo jerárquico corresponde al oponente con la estrategia jerárqui-
ca. En la Figura 5.12 se aprecia el número de goles realizados por cada equipo en 
cada partido. A diferencia de la información suministrada en la Figura 5.9, en este 
caso se puede observar un rendimiento más similar entre los dos equipos. Es nece-
sario resaltar que de los 100 partidos, el equipo con la estrategia basada en roles 
ganó 77, perdió 15 y empató 8. 
La Figura 5.13 presenta el porcentaje de posesión de balón para cada equipo en 
cada partido. Se puede apreciar que la posesión de balón es más distribuida en los 
partidos realizados contra el segundo equipo, siendo mayor la posesión del balón 
en el equipo con la estrategia basada en roles en 75 partidos, y mayor en el equipo 
con estrategia jerárquica en 25 partidos. No obstante es necesario resaltar que la 
diferencia porcentual en la posesión del balón fue menor al 10% en 28 partidos, 
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considerándose porcentajes muy similares entre los dos equipos. Se observa igual-
mente que la posesión del balón para este caso, no está directamente relacionada 
con el marcador final del respectivo partido, ya que no necesariamente el equipo 
que tuvo mayor control del balón, ha resultado ser el equipo ganador de cada parti-
do. 
 
Figura 5.12. Goles por partido del equipo local, el cual es el que usa la estrategia propuesta 
basada en roles, contra el equipo con la estrategia jerárquica del capítulo 4. 
 
Figura 5.13. Porcentaje de posesión del balón, partidos contra el equipo con estrategia jerárqui-
ca. 
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La Figura 5.14 muestra el porcentaje de tiempo en el que el balón se encuentra en 
la zona defensiva y la zona ofensiva durante los 100 partidos contra el equipo je-
rárquico. Se puede observar que el balón pasa un mayor porcentaje de tiempo en la 
zona ofensiva durante la mayoría de partidos. Sin embargo las diferencias porcen-
tuales generalmente no son muchas, lo que indica distintos contra ataques por parte 
del equipo oponente, obligando al equipo local a realizar diferentes asignaciones 
nuevas de roles y justificando nuevamente la necesidad de dos defensas para con-
trarrestar los contra ataques y dos delanteros para la realización de jugadas ofensi-
vas en el equipo local. 
 
Figura 5.14. Porcentaje de tiempo de la ubicación del balón en las zonas, en los 100 partidos 
contra el equipo con estrategia jerárquica. 
La Tabla 5.4 sintetiza resultados adicionales de los 100 partidos realizados contra 
el equipo con estrategia jerárquica. Se puede observar que aunque sigue siendo 
mayor el promedio de goles en el equipo local, el equipo con la estrategia jerárqui-
ca presenta un promedio de goles mayor que el equipo FIRA. Esto se debe a que el 
equipo jerárquico presenta igualmente asignación dinámica de roles y comporta-
mientos colaborativos.  
En la Figura 5.15 se presenta a través de diagramas de caja, el porcentaje de tiempo 
en el que cada jugador seleccionó cada uno de los roles, durante cada partido. Se 
observó que durante los partidos los jugadores seleccionaron todos los roles en 
porcentajes similares, exceptuando solamente pocos casos donde algún jugador 
tomó un rol un mayor porcentaje de tiempo, sin superar el 50% del tiempo del par-
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tido. También es necesario resaltar que cada jugador seleccionó los 4 roles en cada 
juego, indicando esto que por la dinámica misma de los partidos, todos los jugado-
res participaban activamente mediante sus comportamientos durante todos los par-
tidos. Observando igualmente, los promedios de porcentaje de tiempo en el que 
cada rol fue seleccionado en cada uno de los jugadores, para todos los partidos, es 
muy similar, estando entre el 20% y el 30%. Esto indica una gran versatilidad de la 
estrategia propuesta para asignar los roles a los robots, dado que por la dinámica 
misma del partido, diferentes procesos de asignación de roles se realizan continua-
mente, asignando en distintas ocasiones todos los roles a todos los jugadores en 
proporciones similares. 
Tabla 5.4. Comparación de parámetros de partidos contra el equipo con estrategia jerárquica. 
Parámetros Local Jerárquico 
Promedio goles 6.12 4.16 
Desviación estándar 2.36 1.99 
Promedio posesión de balón 56.5 % 43.5% 
Desviación estándar 13.1% 13.1% 
Promedio pases exitosos 2.9 1.24 
Desviación estándar 1.417 1.135 
Promedio faltas y bloqueos 1.2 4.04 
Desviación estándar 1.05 1.665 
 Defensa Ataque 
Ubicación del balón 53.3% 46.7% 
Desviación estándar 4.9% 4.9% 
 
En la Figura 5.16 se ilustra una situación de juego en la que se presentan los cam-
bios de comportamientos en los jugadores. En la Figura 5.16(a) el balón se encuen-
tra en el tercer cuadrante, el jugador 3 posee el rol defensa central y va por el ba-
lón, a su vez el jugador 1 es el defensa de marca y va a bloquear al oponente más 
cercano. Los jugadores 4 y 2 son los delanteros centrales y laterales respectivamen-
te, quienes van a cubrir sus correspondientes zonas. En la Figura 16(b) el balón no 
cambia de cuadrante y los roles se mantienen, no obstante ya se aprecia cambios en 
los comportamientos. El defensa de marca cambia de trayectoria, ya que el jugador 
al que va a bloquear cambia, mientras el defensa central con posesión del balón 
envía el balón a la zona de ataque, donde los delanteros ya cubren sus respectivas 
zonas. En la Figura 5.16(c) el balón ha pasado al cuadrante 4 y se realiza una nueva 
asignación de roles. El jugador 1 pasa a ser el defensa central, quien va a su respec-
tiva zona. Igual comportamiento tiene el jugador 2 al que se le asigna el rol de de-
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fensa de marca. El jugador 3 que mantiene la posesión del balón ahora tiene el rol 
de delantero central, tratando de disparar el balón a la portería oponente. Mientras 
que ahora el jugador 4 es el delantero lateral y va al cuadrante 1 a apoyar. En la 
Figura 5.16(d) los roles se mantienen dado que el balón no cambia de cuadrante 
aún; no obstante, los defensas ya cubren sus respectivas áreas. El delantero central 
ha disparado el balón a la portería oponente para anotar gol, mientras que el delan-
tero lateral acompaña en el cuadrante opuesto. 
 
 
Figura 5.15. Porcentaje de selección de roles de cada jugador durante cada partido. 
Debe resaltarse que se observó la uniformidad en las acciones de los jugadores 
durante los cambios de roles y comportamientos, mostrando con esto una correcta 
transición sin afectar el rendimiento del equipo, identificándose continuidad en los 
movimientos de los jugadores, así como colaboración entre los mismos, por ejem-
plo, realizando pases o interceptando jugadas del equipo oponente.  
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Figura 5.16. Secuencia de comportamientos del equipo con la estrategia propuesta basada en 
roles. 
5.4 Conclusiones del capítulo 
 
El diseño de estrategias de fútbol de robots basadas en roles, aplicadas a equipos 
con percepción global y control centralizado, realiza una asignación dinámica de 
roles y comportamientos que permite un adecuado rendimiento de equipo a lo largo 
de los diferentes partidos. El enfoque del diseño de la estrategia a partir de roles y 
posteriormente comportamientos, permite un diseño más intuitivo de la estrategia, 
implicando un menor costo computacional al evitar el uso de Máquinas de Estado, 
o algoritmos más complejos para el sistema de toma de decisiones. Igualmente una 
estrategia basada en roles para la selección de los comportamientos es fácilmente 
expandible a más jugadores o al cambio o adaptación de nuevos comportamientos, 
sin que esto implique cambios significativos en la arquitectura del equipo. Así 
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mismo este tipo de arquitecturas permite una mayor flexibilidad a cambios en el 
reglamento o mayor adaptabilidad a diferentes ligas. 
Al realizar simulaciones para validar la arquitectura propuesta, se observó una ade-
cuada respuesta del equipo ante el error incremental inducido en la odometría con 
el fin de darle un carácter estocástico a las simulaciones, mostrando esta estrategia 
una mayor robustez. También se identificó que con un apropiado diseño de los 
comportamientos, el equipo presenta un rendimiento adecuado durante el juego, 
realizando pases en momentos oportunos, manteniendo la posesión del balón pese 
al cambio de rol de un jugador (de defensa a delantero por ejemplo), o recuperando 
el balón en caso de contrataques. Al comparar los resultados obtenidos en partidos 
realizados por otros equipos con estrategias reportadas en la literatura contra el 
equipo FIRA, la estrategia basada en roles obtiene resultados iguales o mejores, 
presentando a cambio una estrategia con mayor sencillez para su diseño y progra-
mación. Observando los resultados obtenidos al validar la estrategia basada en 
roles contra otra estrategia jerárquica basada en tácticas, roles y comportamientos, 
se observaron resultados que sugieren que la estrategia presente es capaz de com-
petir y ganar la mayoría de juegos contra otro tipo de estrategias, que si bien com-


















SINCRONIZACIÓN DE MÁQUINAS DE ESTADO PARA 
COMPORTAMIENTOS COLABORATIVOS APLICADAS A 
ESTRATEGIAS DE EQUIPO DE FÚTBOL DE ROBOTS 
6.1 Introducción 
 
En sistemas multi-agente como lo es el fútbol de robots, los comportamientos cola-
borativos son necesarios con el propósito de establecer una adecuada coordinación 
de equipo. Como se ha comentado a lo largo de este trabajo, para el caso de las 
ligas con percepción global y control centralizado esta coordinación se realiza a 
través de un único sistema de toma de decisiones donde se programa la estrategia. 
También se ha comentado que una forma de programar la estrategia de equipo para 
la asignación de roles y comportamientos a los jugadores es mediante el uso de 
Máquinas de Estado Finito, las cuales se activan dependiendo de las condiciones de 
juego. 
Como se pudo apreciar en los capítulos anteriores, distintos modelos computacio-
nales y arquitecturas jerárquicas han sido utilizadas en sistemas multi-agente, por 
ejemplo utilizando modelos jerárquicos para la selección de comportamientos para 
el control de robots móviles [144]. Múltiples Máquinas de Estado Finito son usadas 
para tele-operación en sistemas multi-robot [145], o arquitecturas jerárquicas son 
usadas en sistemas de control de tracción en robots móviles [146]. Como se explicó 
en el capítulo 2, modelos computacionales son usados para la coordinación en fút-
bol de robots. Por ejemplo con el uso de gráficos de coordinación para la asigna-
ción de roles en ligas distribuidas [74], o arquitecturas jerárquicas con Máquinas de 
Arquitecturas centralizadas de coordinación. Extrapolación del fútbol de robos al control de modo de 
operación de micro-redes 
 
110 
Estado para la selección de comportamientos [78]. También se utiliza la combina-
ción de Máquinas de Estado para la selección de tácticas junto al uso de Redes de 
Petri para la ejecución de tareas [72]. Al igual que en las ligas distribuidas, Máqui-
nas de Estado se utilizan para la selección de tácticas y comportamientos en ligas 
centralizadas como se presenta en [40], donde se propone el uso de Máquinas Je-
rárquicas de Estado Finito para la selección de tácticas y ejecución de roles, basa-
das en la evaluación del rendimiento de los estados del equipo y realimentación de 
la información de los efectos de las acciones sobre el juego. Dentro de los trabajos 
relatados, se ha encontrado que la sincronización con fines de coordinación de 
equipo ha sido utilizada en comportamientos colaborativos, por ejemplo en [33] 
enfocándose en el diseño de protocolo de comunicación entre los agentes. Otro 
ejemplo de sincronización en modelos computacionales aplicado en el fútbol de 
robots es presentado en [95], donde sincronizan Petri Net Plans implementadas en 
distintos robots con fines de coordinar un pase entre dos jugadores. 
En el trabajo presentado en el capítulo 3 se describe una estrategia diseñada con 
Máquinas Jerárquicas de Estado basada en tácticas, roles y comportamientos. Así 
mismo, en el capítulo 4 se describe una estrategia jerárquica basada en roles y 
comportamientos, diseñada para ligas con percepción global y control centralizado, 
e implementado para la FIRA SimuroSot 5vs5 League. No obstante y en ambos 
trabajos, la Máquina de Estado selecciona los comportamientos para un jugador 
dado basada en las condiciones de juego y sin una realimentación de los compor-
tamientos seleccionados para los demás jugadores. Esta situación es similar en 
otras estrategias reseñadas anteriormente que no utilizan sincronización. En este 
capítulo se propone una estrategia para equipos de fútbol de robots con arquitectura 
centralizada basada en una Máquina Jerárquica de Estado Finito para la selección 
de tácticas, y asignación dinámica de roles, con el propósito de coordinar compor-
tamientos colaborativos ente jugadores. En este caso, los comportamientos selec-
cionados para un jugador dependen de una función activada por el estado de un 
jugador compañero.  
Este modelo es validado igualmente usando el simulador SimuroSot 5vs5 de FIRA 
y programado en C++. El modelo de estrategia propuesto posee diferentes ventajas, 
tales como una fácil programación, escalable y adaptable, sin gran complejidad a 
cambios en el sistema de toma de decisiones. Aunque la validación es realizada en 
simulación, este modelo puede ser fácilmente adaptado a ligas con percepción glo-
bal y control centralizado que utilicen robots reales, tales como la RoboCup Small 
Sizel League o la FIRA MiroSot League por ejemplo. 
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6.2 Selección de comportamientos usando funciones de sin-
cronización en Máquinas de Estado Finito 
 
6.2.1 Estrategia de equipo 
La arquitectura presente es igualmente diseñada también para ligas con percepción 
global del entorno y control centralizado desde un único sistema de toma de deci-
siones. Al igual que las estrategias propuestas en los capítulos 3 y 4, es utilizado en 
el sistema de toma de decisiones una arquitectura basada en Máquinas de Estado 
Finito para la selección de tácticas, y comportamientos, previa asignación de roles 
a los jugadores, una vez la táctica ha sido seleccionada. Los comportamientos son 
controlados por el nivel más bajo de la Máquina de Estado mediante una capa de 
control de trayectorias de los robots. 
Para este propósito, se tiene un conjunto de n predefinidas tácticas tal que      
T={t1, t2, …, tn}, utilizando condiciones ambientales Ev como transiciones. Una 
vez la táctica es seleccionada, la siguiente capa se activa. En ese nivel un rol es 
asignado a cada jugador. Para este proceso, se tiene un conjunto de roles       
R={r1, r2, …,rn} para un conjunto de agentes A={a1, a2, …, am}, sin repetición de 
roles y asegurándose que cada jugador tenga su respectivo rol, teniendo en cuenta 
que el número de roles y agentes es el mismo. Estos jugadores con sus respectivos 
roles ejecutan comportamientos específicos seleccionados por la siguiente capa de 
la Máquina de Estado, utilizando condiciones ambientales como transiciones. Para 
esto, se tiene un conjunto de comportamientos B={b1, b2, b3, …, bk} el cual será 
ejecutado por cada agente. A cada rol r le ha sido asociado uno o más comporta-
mientos que deberán ser ejecutados por el agente a, acorde con las condiciones de 
juego. 
Existe un conjunto de características G={g1, g2, …, gp} que describen los cambios 
en el campo de juego. El nivel más alto de la Máquina Jerárquica de Estado Finito 
utiliza el conjunto G para seleccionar T, posteriormente es utilizado el conjunto G 
para asignar R a A. Luego el siguiente nivel de la Máquina Jerárquica de Estado    
selecciona un comportamiento bk para ser ejecutado por cada a. El control de mo-
vimiento de los robos es implementado en el nivel más bajo de la Máquina Jerár-
quica de Estado Finito. El procesamiento se presenta en el algoritmo 6.1. 
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ALGORITMO 6.1. SISTEMA DE DECISIONES DE LA ESTRATEGIA 
1. La Máquina Jerárquica de Estado Finito lee el conjunto G y selecciona una 
táctica T. 
2. Dada T seleccionada en el paso 1, es utilizado G para asignar un rol r a ca-
da agente a, asegurándose que el conjunto R es asignado de forma comple-
ta al conjunto A. 
3. La Máquina Jerárquica de Estado Finito lee el conjunto G y asigna com-
portamientos b a cada agente a, dependiendo del rol r asignado en el paso 
2 y el conjunto G. 
4. El conjunto de comportamientos B es ejecutado por el control de movi-
miento del robot, en el nivel más bajo de la Máquina de Estado. 
5. El conjunto de agentes A ejecuta los comportamientos asociados al conjun-
to de roles R que ha sido asignado en el paso 2, modificando el conjunto G. 
6. Cuando una condición Ev sea disparada, repetir el paso 1. 
___________________________________________________________________ 
Al igual que los casos anteriores, esta estrategia es implementada para un equipo de 
fútbol de robots con 4 roles que se asignan dinámicamente y un único rol constante 
que corresponde al portero. Dos parámetros son tenidos en cuenta para la selección 
de tácticas. El primero corresponde a la ubicación del balón en el campo de juego. 
Para esto el campo es dividido en 3 zonas como se presenta en la Figura 6.1 (estas 
imágenes se toman del simulador SimuroSot 5vs5) y que son similares a las zonas 
planteadas en la Figura 3.4. 
 
Figura 6.1. División del campo de juego. 
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La zona defensiva es donde el portero del equipo propio se encuentra ubicado. La 
zona media corresponde a la mitad del campo de juego, y la zona ofensiva es donde 
se encuentra la portería del equipo oponente. Al igual que en los capítulos anterio-
res, la posesión del balón corresponde a la mínima distancia entre el balón y el 
robot, en la cual este último puede disparar el balón. Las 4 tácticas utilizadas en 
este capítulo, corresponden a las propuestas en el capítulo 3, y se recuerdan a con-
tinuación: 
• Táctica defensa: Esta táctica es seleccionada cuando el balón está localiza-
do en la zona defensiva o en la zona media, y ningún jugador del equipo 
que posee la estrategia propuesta, llamado el equipo propio, tiene la pose-
sión del balón. 
• Táctica contra ataque: Esta táctica es seleccionada cuando el balón está 
ubicado en la zona defensiva o en la zona media, y algún jugador del equi-
po propio tiene la posesión del balón. 
• Táctica presión: Esta táctica es seleccionada cuando el balón está localiza-
do en la zona ofensiva y ningún jugador del equipo propio tiene la pose-
sión del balón. 
• Táctica ataque: Esta táctica es seleccionada cuando el balón se encuentra 
en la zona ofensiva y algún jugador del equipo propio tiene la posesión del 
balón. 
Estas 4 tácticas corresponden a estados, mientras que las condiciones ambientales 
como la zona en la que se ubica el balón, y la posesión del balón, corresponden a 
las transiciones de estado. Como se ha explicado previamente, se proponen 5 roles 
en esta estrategia, de los cuales el portero aa corresponde al único rol constante. 
Dado esto existe un conjunto de agentes A={a1, a2, a3, a4} que deben ejecutar un 
conjunto de 4 roles R={rad, rpd, rs, ra}, siendo rad el rol defensa activo, rpd el defensa 
pasivo, rd el rol mediocampista y ra el delantero. El sistema de toma de decisiones 
ejecuta el algoritmo para asignación de roles, dependiendo de la táctica previamen-
te elegida. Para las táctica defensa y contra ataque, se le asigna el rol defensa activo 
rad al jugador más cercano al balón. El segundo jugador más cercano al balón se le 
asigna el rol defensa pasivo rpd. El tercer jugador más cercano al balón corresponde 
al delantero ra, siendo finalmente el último, el mediocampista rs. Para el caso de las 
tácticas presión y ataque, el rol delantero ra corresponde al más cercano al balón. El 
segundo más cercano al balón, corresponde al mediocampista rs, el tercer jugador 
más cercano al balón, es el jugador defensa activo rad. Finalmente, el último es el 
jugador defensa pasivo rpd. 
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Es importante señalar que el algoritmo de asignación de roles es similar para las 
tácticas defensa y contra ataque, y para las tácticas presión y ataque respectivamen-
te. Esto se da porque las condiciones de juego pueden cambiar y nueva asignación 
de roles se puede realizar a los jugadores, dependiendo de la nueva ubicación de 
los jugadores en ese momento dado. 
6.2.2 Selección de comportamientos utilizando funciones de sincroni-
zación para Máquinas de Estado Finito 
Con el propósito de sincronizar comportamientos colaborativos entre jugadores, es 
utilizada una Máquina de Estado Finito para la selección de comportamientos junto 
a funciones de sincronización con el propósito de realimentar el estado de algún 
jugador compañero de equipo. Como se presenta en la Figura 6.1, el jugador con el 
rol rn activa el comportamiento k cuando la condición St 2k es activada. Con el 
propósito de que el rol n dispare el comportamiento 1, es necesario no solo que la 
condición St 1k sea disparada, sino también el agente con el rol m juegue su respec-
tivo comportamiento k, y la condición del rol m dispare la función fm_n(St k1), y 
esto solamente puede suceder cuando el jugador con el rol m ejecuta el comporta-
miento k. 
 
Figura 6.2. Selección de comportamientos utilizando funciones de sincronización. 
Sincronización de máquinas de estado para comportamientos colaborativos aplicadas a estrategias 
de equipo de fútbol de robots 
 
115
Distintos roles fueron implementados para los diferentes comportamientos depen-
diendo de la táctica escogida. Como se ha explicado el portero es el único rol cons-
tante y su secuencia de comportamientos es descrita en la Figura 5.3. 
6.2.2.1 Comportamientos del rol defensa activo 
Los comportamientos asociados a este rol se presentan en la Figura 6.3. 
 
Figura 6.3. Comportamientos del jugador defensa activo. 
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Para la táctica defensa, el defensa activo debe ir a buscar el balón como se muestra 
en la Figura 6.3(a). Primero, las coordenadas del balón son encontradas, si el balón 
se encuentra al interior de la zona de portero, el defensa activo sigue el balón fuera 
de dicha zona, con el propósito de evitar autogoles, obstaculizar al portero, y cum-
plir con las restricciones del número de jugadores máximo permitido en esta área, 
de acuerdo con las reglas de FIRA SimuroSot 5vs5 League. Cuando el balón se 
encuentre fuera de la zona de portero, el defensa activo va a capturar al balón. En la 
Figura 6.3(b) se muestran los comportamientos para este rol en la táctica contra 
ataque. Una vez esta táctica es seleccionada, el balón es localizado. Si el balón se 
encuentra fuera de la zona de portería, se debe revisar la posesión del balón. Si el 
jugador tiene la posesión del balón el defensa activo debe disparar el balón hacia la 
zona ofensiva, si no tiene la posesión del balón el jugador debe ir a capturarlo. Si el 
balón se encuentra al interior de la zona de portería, el jugador sigue el balón sin 
ingresar en esta zona. En la Figura 6.3(c) se presenta los comportamientos asocia-
dos al jugador defensa activo para las tácticas presión y ataque. Para esto se define 
la zona de defensa activo, la cual se encuentra detrás de la línea de mitad de campo. 
Cuando alguna de estas dos tácticas se activa, el jugador con el mencionado rol 
revisa su ubicación. Si no se encuentra al interior de la zona de defensa activo, el 
robot debe ir a dicha zona. Si el robot está en su correspondiente zona, el defensa 
activo debe seguir el balón dentro de la zona, a lo ancho del campo de juego. 
6.2.2.2 Comportamientos del rol defensa pasivo 
Los comportamientos del rol defensa pasivo, para las tácticas defensa y contra ata-
que se presentan en la Figura 6.4(a). Para ambos casos, el jugador con este rol debe 
encontrar al oponente más cercano e ir a bloquearlo sin tocarlo con el fin de preve-
nir posibles pases que dicho robot pueda recibir, no obstante este bloqueo debe ser 
realizado sin tocar a este jugador, con el propósito de evitar realizar faltas, de 
acuerdo con el reglamento de la liga. En la Figura 6.4(b) se presentan los compor-
tamientos del jugador defensa pasivo, para las tácticas ataque y presión. Para estos 
casos el jugador debe situarse en la zona de defensa pasivo, que corresponde a una 
zona ubicado a lo ancho del campo de juego en la zona defensiva detrás de la zona 
de defensa activo, donde el jugador con el rol defensa pasivo cubre el lado opuesto 
donde se encuentra el jugador defensa activo con el propósito de prevenir contra 
ataques del equipo rival y eventualmente asumir la posesión del balón. Dado esto, 
cuando las tácticas presión o ataque son activadas, el defensa pasivo lee sus coor-
denadas con el fin de determinar su ubicación, si el robot no está ubicado en su 
respectiva zona debe dirigirse a ella. Si el robot está en la zona de defensa pasivo, 
este jugador debe cubrir en línea de gol al interior de su respectiva zona el costado 
opuesto del campo de juego que cubre el defensa activo. 
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Figura 6.4. Comportamientos del jugador defensa pasivo. 
6.2.2.3 Comportamientos de los roles mediocampista y delantero, y sincroni-
zación de roles 
Los comportamientos de los roles mediocampista y delantero para las tácticas de-
fensa y contra ataque se presentan en la Figura 6.5. Para el caso del delantero pre-
sentado en la Figura 6.5(a), se define la zona de delantero ubicada en la zona ofen-
siva, donde el robot sigue el balón en línea con la línea de gol esperando un posible 
pase. Para esto, cuando alguna de las dos tácticas comentadas se activa, el delante-
ro revisa sus coordenadas. Si el robot está en su respectiva zona, este jugador sigue 
el balón en línea al interior de esta zona. En caso que el robot se encuentre fuera de 
su respectiva zona, debe dirigirse a ella. Los comportamientos del rol mediocam-
pista para estas dos tácticas se presentan en la Figura 6.5(b). Se define la zona de 
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mediocampista localizada al frente de la zona de delantero, donde el mediocampis-
ta debe cubrir el costado opuesto que cubre el delantero, en línea con la línea de 
gol. Al igual que en otros casos, si el jugador está fuera de su zona, debe ir a ella. 
 
Figura 6.5. Comportamientos de los roles delantero y mediocampista, para las tácticas defensa y 
contra ataque. 
Para la táctica presión. Los comportamientos de los jugadores delantero y medio-
campista se presentan en la Figura 6.6. Para el caso del delantero, como se presenta 
en la Figura 6.6(a), el robot revisa la ubicación del balón y va hacia el tratando de 
capturarlo. Para el caso del mediocampista, como se puede observar en la Figura 
6.6(b), se definen dos zonas laterales en la zona ofensiva ubicadas a lo largo del 
campo de juego, una en cada costado. El mediocampista debe ubicarse en la zona 
lateral que está en el costado opuesto donde se encuentra el balón. Una vez el juga-
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dor se encuentra ubicado correctamente, el mediocampista debe seguir el balón en 
línea a la línea lateral, al interior de la respectiva zona. 
 
Figura 6.6. Comportamientos para los roles mediocampista y delantero 
Para la táctica ataque, el principal objetivo del delantero consiste en disparar el 
balón a la portería oponente, con el fin de buscar una anotación. Para el caso del 
mediocampista, el comportamiento en principio es parecido al presentado en la 
Figura 6.6(b), cubriendo el costado opuesto en el que se encuentra el balón a la 
espera de un posible pase, o para recuperar el balón, y convirtiéndose en el nuevo 
delantero ante el cambio de táctica. Como es presentado en la Figura 6.7(a), el de-
lantero revisa si tiene posesión del balón, en caso de no tenerla el jugador debe ir 
por el balón a su captura. Si el delantero tiene la posesión del balón, se revisa si 
existe un jugador oponente diferente al portero que bloquea la trayectoria del de-
lantero a la portería rival. Si no hay bloqueo el delantero trata de anotar un gol. Si 
la trayectoria se encuentra bloqueada, el delantero activa la función de sincroniza-
ción del mediocampista, con el propósito de coordinar un pase. En la Figura 6.7(b) 
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se presentan los comportamientos del mediocampista para esta táctica. Como pri-
mera medida este jugador revisa si el delantero ha activado su función de sincroni-
zación. Si esta función no está activada, los comportamientos del mediocampista 
son similares a los de la Figura 6.6(b), como ya se ha comentado. En el caso que 
esta función se encuentre activada, el mediocampista va en búsqueda del balón, con 
el fin de interceptarlo y generar un cambio de táctica con nueva asignación de ro-
les, asumiendo como nuevo rol el rol delantero.  
 
Figura 6.7. Comportamientos del delantero y mediocampista en táctica ataque. 
En la Figura 6.8 se presentan las diferentes zonas propuestas con el fin de ejecutar 
los distintos roles (zona de portero, zona de defensa activo, zona de defensa pasivo, 
zona de mediocampista, zona de delantero, y zonas laterales). 
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Figura 6.8. Zonas para la ejecución de roles. 
6.3 Simulación y resultados 
 
Con el propósito de validar el modelo propuesto, la estrategia ha sido implementa-
da en FIRA SimuroSot 5vs5 League y programada en C++. Para esto se han reali-
zado 100 juegos de 5 minutos y utilizando las reglas de la liga, contra el equipo que 
viene por defecto en el simulador programado en lenguaje LINGO y utilizado tam-
bién para validación en los capítulos 4 y 5. Otros 100 juegos también han sido rea-
lizados en contra de la estrategia jerárquica presentada en el capítulo 4. Vale la 
pena recordar que la estrategia LINGO consiste en 5 roles constantes los cuales son 
un portero, dos defensas que bloquean el balón en línea a la línea de gol, y dos 
delanteros que van por el balón y lo disparan contra la portería del equipo rival. 
Como se describió en el capítulo 4, la estrategia jerárquica que fue diseñada utili-
zando principle solution consiste en una Máquina Jerárquica de Estado Finito para 
la selección de tácticas y comportamientos, asignando roles por medio de una fun-
ción. 
Arquitecturas centralizadas de coordinación. Extrapolación del fútbol de robos al control de modo de 
operación de micro-redes 
 
122 
Los goles anotados por cada equipo se presentan en la Figura 6.9. En la Figura 6.10 
se presenta el porcentaje de posesión del balón de cada equipo en los 100 partidos. 
En la Figura 6.11 se presenta el porcentaje de tiempo en el que se encuentra el ba-
lón en cada una de las tres zonas, durante los 100 partidos. 
 
Figura 6.9. Goles por partido del equipo local, equipo que utiliza la estrategia con sincroniza-
ción de comportamientos, vs el equipo oponente con la estrategia de roles constantes de FIRA. 
 
Figura 6.10. Porcentaje de posesión del balón por partido, partidos contra equipo FIRA. 
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Como se puede apreciar, todos los partidos han sido ganados con el equipo con la 
estrategia que presenta sincronización de comportamientos, en la mayoría de los 
casos con una diferencia de goles bastante amplia, así mismo se puede observar 
que la posesión del balón fue mayor para el equipo con la estrategia propuesta en 
todos los partidos, siendo en la mayoría de los mismos superior al 10% entre los 
dos equipos. Para el caso de la ubicación del balón, este se encontró en mayor me-
dida en la zona ofensiva, siendo este porcentaje superior al 50% para la mayoría de 
partidos. 
 
Figura 6.11. Porcentaje de tiempo de ubicación del balón en las zonas, partidos contra equipo 
FIRA.  
En la Tabla 6.1 se presentan los promedios de diferentes resultados obtenidos de 
los 100 partidos realizados contra el equipo con la estrategia FIRA. Se puede apre-
ciar que tanto el promedio de goles como la posesión del balón, así como el pro-
medio de pases efectivos por partido es significativamente más alto para el equipo 
con la estrategia propuesta en este capítulo, esto es debido a un mayor aumento de 
comportamientos colaborativos, en especial, por la sincronización de pases entre el 
mediocampista y el delantero. También es necesario señalar que la zona en la que 
en promedio el balón está más tiempo durante los 100 partidos es la zona ofensiva. 
Al igual que lo reportado en el capítulo 5 en los juegos contra el equipo FIRA, se 
presenta una variación significativa en los goles anotados, así como en otras varia-
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bles como la posesión del balón o los pases exitosos realizados, esto como se ex-
plicaba en el capítulo 5, se debía en principio al error incremental de odometría que 
introduce el simulador, no obstante al tener el equipo con la estrategia propuesta un 
mejor rendimiento, ganando siempre los partidos y realizando más pases exitosos, 
muestra una mejor adaptación a las condiciones ambientales que el equipo FIRA. 
Al igual que en los capítulos 4 y 5, el equipo FIRA presenta distintos comporta-
mientos que producen faltas y bloqueos de juego, como atacar con varios jugadores 
al mismo tiempo a un oponente, o bloquear el balón interrumpiendo la continuidad 
del juego, en esos casos, se penalizan las faltas de acuerdo con el reglamento de la 
Fira SimuroSot 5vs5 League. 
Tabla 6.1. Comparación de los parámetros de los 100 partidos contra el equipo FIRA. 
Parámetros   Local Oponente 
Promedio goles   5.66 1.8 
Desviación estándar   2.49 1.53 
Promedio posesión de balón   
64.87% 35.13% 
Desviación estándar   5.98% 5.98% 
Promedio pases exitosos   6.56 1.12 
Desviación estándar   2.14 0.88 
  Z. Defensiva Z. Media Z. Ofensiva 
Ubicación del balón  27.53% 12.30% 60.17% 
Desviación estándar  7.09% 3.06% 6.89% 
 
Al igual que en el capítulo 5, se realiza en la Tabla 6.2 una comparación de los 
resultados de los juegos de la estrategia con sincronización de estados contra el 
equipo FIRA, junto a los resultados obtenidos de la estrategia basada en roles del 
capítulo 5 contra este equipo FIRA, y la estrategia jerárquica del capítulo 4 contra 
el equipo FIRA, además con las otras 4 estrategias reportadas en la literatura que 
fueron validadas contra el equipo FIRA, y cuyos resultados ya han sido presenta-
dos en la Tabla 5.3. Como se puede observar, es de señalar que el equipo con la 
estrategia que presenta sincronización de comportamientos posee un mayor prome-
dio de goles por partido que las estrategias propuestas en los capítulos 4 y 5, y so-
lamente es superado por estrategias propuestas en la literatura que presentan apren-
dizaje. La posesión del balón es similar a los demás casos reportados, indicando de 
este modo una mayor precisión a la hora de anotar. D.E corresponde a la desvia-
ción estándar, y N.R se refiere a que esa información no fue reportada en la publi-
cación referenciada. 
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Tabla 6.2. Comparación de resultados reportados de otras estrategias contra el equipo de FIRA. 
Equipos No. 
Juegos 
Partidos Promedio Goles % Posesión 
Balón 
Gan. Emp. Perd. Local Opon. Local Opon. 
Estrategia 
sincronización  































[39] 10 100% 0% 0% 5.1 3.7 71.7% 28.3% 
[40] 50 100% 0% 0% 6.1 2.8 67% 37% 
Estrategia 
capítulo 4 










Comparando con el resultado presentado en la Tabla 4.2, donde muestran que el 
promedio de pases exitosos del equipo con la estrategia presentada en el capítulo 4 
es de 4.8 pases por partido, y el promedio de pases exitosos de la estrategia del 
capítulo 5 contra el equipo FIRA presentado en la Tabla 5.2 y que corresponde a 
3.52 pases por partido, se puede observar que el número de pases exitosos utilizan-
do la sincronización de comportamientos entre jugadores propuesta en el capítulo 
6, es significativamente mayor (6.56 pases por partido contra el equipo FIRA). 
Una segunda validación fue realizada jugando 100 partidos contra el equipo con la 
estrategia presentada en el capítulo 4 y conocido como equipo jerárquico, el cual 
presenta jugadas colaborativas y asignación dinámica de roles por medio de una 
Máquina Jerárquica de Estado Finito la cual selecciona una táctica, asigna los roles 
a los jugadores y selecciona comportamientos a los mismos. No obstante este equi-
po no presenta la sincronización de comportamientos propuesta en este capítulo. En 
la Figura 6.12 se observan los goles anotados por los dos equipos, la Figura 6.13 se 
presenta la posesión del balón de los dos equipos durante los 100 partidos, y la 
Figura 6.14 muestra el porcentaje de ubicación del balón en las 3 zonas, para cada 
partido. Se observa que el equipo con sincronización de roles ganó 92 partidos, 
empató 3 y perdió 5. La posesión del balón es mayor en el equipo que presenta 
Arquitecturas centralizadas de coordinación. Extrapolación del fútbol de robos al control de modo de 
operación de micro-redes 
 
126 
sincronización de comportamientos en 95 de los 100 partidos, con una diferencia 
superior al 10% con respecto al equipo jerárquico en 85 de los 95 partidos. No 
obstante se debe resaltar que el tiempo en el que el balón se encuentra en la zona 
defensiva es similar al tiempo en que el balón se encuentra en la zona ofensiva en 
la mayoría de partidos, siendo este porcentaje de tiempo mayor en la zona defensi-
va en 30 de 100 partidos. Estos resultados indican que la estrategia con sincroniza-
ción de comportamientos colaborativos presenta un mejor rendimiento que una 
estrategia que en principio es bastante similar, ya que son basadas en tácticas y 
asignación dinámica de roles, y que presentan comportamientos colaborativos co-
mo la realización de pases, pero que no está programada con las funciones de sin-
cronización propuestas. 
 
Figura 6.12. Goles por partido del equipo local, equipo que utiliza la estrategia con sincroniza-
ción de comportamientos, vs el equipo oponente con la estrategia jerárquica del capítulo 4.
En la Tabla 6.3 se presenta una comparación entre los resultados obtenidos de los 
100 juegos contra el equipo con estrategia jerárquica del capítulo 4 y los resultados 
de los 100 juegos de la estrategia basada en roles propuesta en el capítulo 5, contra 
el equipo de estrategia jerárquica, y cuyos resultados presentados previamente en la 
Tabla 5.4. 
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Figura 6.13. Porcentaje de posesión del balón por partido, partidos contra equipo jerárquico. 
 
Figura 6.14. Porcentaje de tiempo de ubicación del balón en las zonas, partidos contra el equipo 
jerárquico.  
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Tabla 6.3. Comparación de parámetros de los partidos de la estrategia con sincronización de 
comportamientos contra el equipo con estrategia jerárquica y de los partidos realizados del 
equipo con la estrategia basada en roles, contra el equipo con estrategia jerárquica.  
Parámetros Roles Jerárquica Sincronizada Jerárquica 
Promedio goles 6.12 4.16 7.07  3.35 
Desviación estándar 2.36 1.99 2.53  1.96 
Promedio posesión de balón 56.5 % 43.5% 63.04%  36.96% 
Desviación estándar 13.1% 13.1% 7.58%  7.58% 
Promedio pases exitosos 2.9 1.24 4.48  2.04 
Desviación estándar 1.417 1.135 1.53  1.20 
Promedio faltas y bloqueos 1.2 4.04 1.64  2.24 
Desviación estándar 1.05 1.665 0.9  1.16 
% partidos ganados 77% 15% 90%  5% 
 Defensa Ataque Defensiva Media Ofensiva 
Ubicación del balón 53.3% 46.7% 36.8% 20.3% 42.9% 
Desviación estándar 4.9% 4.9% 5.8% 3.7% 6.3% 
 
La estrategia que presenta sincronización de comportamientos presenta un mayor 
promedio de goles por partido, doblando a su contrincante, así mismo, la estrategia 
con sincronización presenta un mayor promedio de la posesión del balón que la 
estrategia basada en roles, de igual forma el promedio de pases exitosos es mayor 
en la estrategia con sincronización. Aunque en los partidos con la estrategia pro-
puesta en este capítulo se observa un aumento en el promedio de las faltas y juga-
das de bloqueo por partido, este aumento no resulta ser muy significativo. Como 
resultado comparativo más importante, es que el equipo con la estrategia que pre-
senta sincronización de roles presenta un mayor porcentaje de partidos ganados 
contra el equipo con estrategia jerárquica, que el equipo con la estrategia basada en 
roles en sus partidos contra el mismo rival. La ubicación del balón en las diferentes 
zonas es comparable, para ambos casos. Vale la pena resaltar también que la des-
viación estándar de las distintas mediciones es muy similar para ambos casos, co-
rroborando esto el factor de aleatoriedad inducido por el error de odometría incre-
mental del simulador. 
En la Figura 6.15 se presenta un ejemplo de sincronización de comportamientos 
entre el delantero y el mediocampista, con nueva asignación de roles. En la Figura 
6.15(a) el jugador 2 que tiene el rol de delantero detecta que un oponente obstruye 
su trayectoria de gol a la portería rival, mientras que el jugador 1 con el rol medio-
campista acompaña. En la Figura 6.15(b) el jugador 2 activa la función de sincro-
nización  y envía el balón al jugador 1, el cual va por el balón. Cuando el balón se 
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aleja lo suficiente del jugador 2, hay un cambio de táctica y una nueva asignación 
de roles se realiza, de tal manera que el jugador 1 asume el nuevo rol de delantero, 
y el jugador 2 se convierte en el mediocampista. En la Figura 6.15(c) el nuevo de-
lantero ha interceptado el balón teniendo posesión del mismo, en ese momento el 
delantero no detecta bloqueos en la trayectoria de gol, disparando y tratando de 
anotar, mientras que el jugador 2 acompaña en su nuevo rol de mediocampista. 
 
Figura 6.15. Situación de juego con bloqueo a la portería oponente. 
 
6.4 Conclusiones del capítulo 
 
Como se ha venido trabajando, el uso de Máquinas de Estado para la coordinación 
de jugadores en estrategias de fútbol de robots permite una facilidad en el diseño de 
las reglas con las que el equipo enfrenta el juego, ya que su diseño puede realizarse 
de manera intuitiva teniendo en cuenta el reglamento de las ligas en las que se 
compite. Dado que la coordinación de equipo es completamente necesaria en este 
tipo de entornos, el uso de funciones con el fin de sincronizar los comportamientos 
colaborativos entre roles permite coordinar dichos comportamientos diseñados a 
través de Máquinas de Estado, en este caso para arquitecturas centralizadas. 
Así mismo, un equipo que presenta comportamientos colaborativos genera mayores 
resultados en ambientes competitivos, como es el caso del fútbol de robots. Si bien 
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mediante distintos modelos computacionales como son las Máquinas de Estado 
Finito para la coordinación de comportamientos entre jugadores se han mostrado 
resultados exitosos como se ha venido presentando en capítulos anteriores, el uso 
de funciones de sincronización entre jugadores permite obtener mejores resultados 
en la coordinación de los comportamientos frente a estrategias similares que no 
presentan sincronización de comportamientos, obteniendo con esto mejores indica-
dores en los juegos como por ejemplo, anotando más goles, realizando un mayor 
número de pases exitosos o presentando un mayor porcentaje de tiempo con la 
posesión del balón. El uso de funciones de sincronización no representa un aumen-
to en la complejidad en la arquitectura de la estrategia, ni implica un incremento 
considerable de las líneas de código, ni aumentos significativos en el costo compu-
tacional. Así mismo este tipo de funciones de sincronización puede ser también 
aplicables a otro tipo de arquitecturas, bien sean de tipo distribuidas, o que utilicen 













ARQUITECTURA DE CONTROL INSPIRADA EN COORDI-
NACIÓN DE EQUIPOS DE FÚTBOL DE ROBOTS, APLICA-
DA A MICRO-REDES ELÉCTRICAS AISLADAS 
7.1 Introducción 
 
Como se ha podido observar en el apartado 2.5, la integración de la generación 
eléctrica distribuida está ganando una mayor atención dada la creciente penetración 
de las fuentes renovables de energía (renewable energy sources RESs), tales como 
las fuentes fotovoltaicas (photovoltaic PV) y los aerogeneradores eléctricos (wind 
turbine WT). En este aspecto, las micro-redes eléctricas han aparecido como una 
alternativa para la integración de las RES. Dado esto, los sistemas multi-agente han 
sido utilizados en diferentes aplicaciones relacionadas con micro-redes eléctricas. 
En este capítulo se propone una arquitectura de control para coordinar el modo de 
operación de una micro-red eléctrica, inspirada en una estrategia centralizada de 
fútbol de robots basada en tácticas, roles y comportamientos, que ha sido presenta-
da en los capítulos 3 y 4. Esta estrategia propuesta es implementada como una ar-
quitectura de control centralizada con percepción global de las condiciones de ope-
ración de la micro-red eléctrica, que asegura una adecuada asignación de roles y 
comportamientos para todas las fuentes de energía distribuidas (distributed energy 
resources DERs) con el propósito de alcanzar el objetivo del equipo (considerán-
dose como equipo la micro-red). Para este caso el objetivo consiste en la regulación 
y el funcionamiento fiable del bus común de la micro-red, mediante la selección de 
tácticas y comportamientos cooperativos entre agentes que permitan entre otros 
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objetivos, la ecualización de los estados de carga SoCs de los sistemas de almace-
namiento de energía (energy storage systems ESSs) distribuidos y el recorte de la 
potencia generada por las RESs cuando esto se requiera. Adicionalmente, la estra-
tegia a continuación propuesta considera los escenarios adecuados para la carga de 
los ESSs basados en baterías. 
7.2 Modelo de la micro-red 
 
Una micro-red basada en fuentes renovables de energía será considerada para la 
validación de la arquitectura propuesta en este capítulo. Particularmente, una mi-
cro-red aislada AC trifásica compuesta por dos diferentes RESs (PV y un genera-
dor WT), cargas críticas y no críticas y ESSs distribuidas basadas en bancos de 
baterías serán consideradas para este caso, como se presenta en la Figura 7.1.  
 
Figura 7.1. Configuración de la micro-red aislada. 
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Cada DER es complementada con una etapa de conversión de potencia, filtros de 
salida y controladores primarios los cuales son controladores locales independien-
tes que permiten una operación autónoma y conexión paralela de cada unidad en el 
bus común [147]. La tendencia actual en los ESSs está orientada a la integración de 
los ESSs distribuidos en lugar de uno solo centralizado. En este sentido cada uni-
dad de almacenamiento puede ser optimizada y configurada para la integración de 
las RESs distribuidas con diferentes características [148]. Adicionalmente aproxi-
maciones distribuidas permiten una más fácil actualización de los sistemas que ya 
incluyen unidades ESSs [149]. Además de esto, en aplicaciones de micro-redes 
aisladas, los ESSs se basan principalmente en baterías, particularmente de plomo 
ácido [150]. Para este caso, se utilizan baterías de plomo ácido reguladas por vál-
vulas.  
7.2.1 Operación de los ESSs 
Para el modo de operación normal de una micro-red aislada, se requiere que al 
menos una de las DERSs (ESSs o RESs) asuma el rol de grid-forming. Normal-
mente los ESSs asumen los roles grid-forming, mientras que los RESs asumen el 
rol de grid-following para suplir las deficiencias de potencia definidas por los algo-
ritmos MPPT de la red local. En este caso los ESSs son cargados o descargados 
con el propósito de asegurar el balance de potencia en la micro-red. No obstante 
para los ESSs basados en baterías es absolutamente recomendado por los fabrican-
tes cargar completamente las baterías entre los ciclos de descarga y evitar sobre-
cargas excesivas. Para esto se recomiendan dos etapas de carga que envuelven una 
etapa de carga con corriente limitada, seguida de una etapa de carga con tensión 
constante como se presenta en la Figura 7.2 [127]. 
En la primera etapa la batería se carga basada en el desbalance de potencia entre la 
generación y el consumo. Durante esta etapa los ESSs están en modo de operación 
grid-forming que operan en modo de control de tensión (voltage control mode 
VMC). Cuando los generadores de las RESs suministran suficiente energía el arre-
glo de las baterías será cargado hasta que la tensión de batería (battery voltage Vbat) 
alcance un valor umbral conocido como tensión de regulación (regulation voltage 
Vr), siendo un valor típico 2.45±0.005 volts/cell. Una vez la tensión nominal ha 
sido alcanzada, la tensión de la batería debería mantenerse constante, esto significa 
que la corriente de la batería debería empezar a ser reducida por una vía controlada 
con el propósito de mantener la tensión de la batería constante como se presenta en 
la Figura 7.2 y por consiguiente el arreglo de baterías entra en la segunda etapa de 
carga (carga con tensión constante). Como consecuencia los correspondientes ESSs 
necesitan cambiar su modo de control de VCM a modo de control de corriente 
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(current control mode CCM) asumiendo el rol de grid-following. En la Figura 7.3 
se presenta el esquema de control de los ESSs, donde se puede observar que la 
referencia para el control interno de corriente (I*) es determinada por el modo de 
control de operación de los ESSs (VCM o CCM). 
 
Figura 7.2. Perfil general de carga de batería. 
 
Figura 7.3. Diagrama de control de los ESSs. 
7.2.2 Operación de las RESs 
En el caso de las RESs se espera obtener el máximo monto de energía posible, esto 
se puede alcanzar por medio de estrategias MPPT que definen las referencias de 
potencia en los controladores primarios. Para llegar a esto las RESs asumen el rol 
de grid-following operando en modo de control de corriente (CCM). No obstante 
para periodos de larga generación, todos los ESSs distribuidos pueden terminar 
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completamente cargados y bajo estas condiciones, todas las DERs deben operar en 
CCM como unidades grid-following y como consecuencia la regulación del bus 
común se vería afectada. Para evitar esto se requiere que al menos una de las RESs 
asuma la regulación del bus común y teniendo en cuenta que los ESSs están casi 
completamente cargados, no es posible que estos puedan continuar con la regula-
ción de la tensión y la frecuencia del bus común. Una posible solución para este 
problema es asignar la regulación del bus común a las RESs. Es este caso, las RESs 
asumen el rol grid-forming operando ahora en modo VCM. Bajo estas condiciones 
la generación de potencia de las RESs necesita ser limitada con el propósito de 
mantener el balance entre la generación y el consumo y asegurar la estabilidad del 
bus común [151]. La Figura 7.4 presenta el esquema de control primario de los 
RESs. Se puede apreciar que la principal diferencia con el control primario de los 
ESSs es la definición de la corriente de referencia en el control de corriente, esto 
permite un diseño sencillo y unificado de los controladores primarios de las DERs. 
Convencionalmente, unidades en modo grid-forming conectadas en paralelo utili-
zan lazos de control droop para compartir potencia entre ellos [121]. 
 
Figura 7.4. Diagrama de control de las RESs. 
Los lazos de control droop se basan en las siguientes funciones: 
                                                        ω= ω* - Kp*Puniti                                                                                       (7.1) 
                                                       E=E*-Kq*Quniti                                                                                               (7.2) 
donde E corresponde a la amplitud de la tensión en el capacitor de salida C1 de 
cada inversor. Este valor corresponde a la tensión del capacitor del d-componente 
(Vcdq) de cada unidad en modo grid-forming. Puniti y Quniti corresponden a la poten-
cia activa y reactiva de cada unidad i en rol grid-formin. E* corresponde a la ten-
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sión de referencia de la tensión de salida del inversor, ω es la frecuencia angular de 
la tensión de salida, ω* es la referencia de la frecuencia angular, y Kp y Kq son los 
coeficientes droop [152].  
7.2.3 Operación de la micro-red aislada 
Como se expuso anteriormente, para un funcionamiento fiable de la micro-red ais-
lada las transiciones entre los modos de operación son definidas por las DERs. Para 
esto diferentes topologías de modos de operación pueden ser identificadas para la 
micro-red donde, al menos una de las DERs asume el rol grid-forming para asegu-
rar la regulación del bus común. Para ilustrar esto en la Figura 7.5 se presentan 6 
topologías de operación de la micro-red donde el rol grid-forming es alternado 
entre los ESSs y las RESs. Las unidades con el rol grid-forming se presentan con 
fuentes de tensión en serie con una impedancia de salida, siendo esto aplicable 
tanto a los RESs como a los ESSs por el uso de los controladores primarios unifi-
cados. Por otro lado, las unidades con el rol grid-following se representan como 
fuentes de potencia constantes en el caso de las RESs y como cargas de potencia 
constante en el caso de los ESSs. 
 
Figura 7.5. Topologías de operación de la micro-red aislada. 
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Dado lo anterior, se requiere una arquitectura de control para coordinar el modo de 
operación y con esto generar las señales de transición entre roles para cada DERs 
considerando las condiciones de operación de cada unidad, y el conjunto de opera-
ciones de la micro-red. La arquitectura propuesta debe considerar también la des-
conexión de cargas o acciones para evitar una profunda descarga de las baterías 
cuando no hay energía suficiente para suministrar la demanda de la carga [153]. 
Para este caso, se considera una tensión mínima de desconexión (low voltage dis-
connection LVD) para la desconexión de las cargas. Dicho valor es usualmente 
sugerido por los fabricantes de baterías [127].  
7.3 Arquitectura centralizada basada en tácticas, roles y 
comportamientos 
 
7.3.1 Arquitectura de la estrategia de control 
Como se ha mencionado en capítulos anteriores, en fútbol de robots la estrategia se 
define como el plan del equipo con el propósito de ganar el partido y el cual en-
vuelve asignación de roles, formación de jugadores y selección de comportamien-
tos. La estrategia se divide en tácticas que corresponden a la organización del equi-
po para unas específicas condiciones de juego como por ejemplo el tiempo 
restante, el marcador del partido, la ubicación del balón u otras condiciones especí-
ficas de juego como el cobro de un tiro de esquina, teniendo en cuenta que se se-
lecciona únicamente una táctica para ser ejecutada en un momento dado. Los roles 
son seleccionados para los jugadores basados en la ubicación de los mismos en el 
campo de juego, las acciones requeridas y los comportamientos seleccionados. 
Estos últimos se seleccionan a partir de las acciones que los robots deben ejecutar 
dependiendo de su rol y su táctica. Como se ha presentado en los capítulos anterio-
res, arquitecturas centralizadas han sido utilizadas para coordinar operaciones en 
sistemas multi-agente, como es el caso del fútbol de robots. En este escenario, una 
supervisión centralizada (emulando a un técnico) asegura una visión global del 
sistema, seleccionando una táctica adecuada, permitiendo asignar roles y compor-
tamientos a los agentes. 
En la estrategia propuesta para coordinar la operación de una micro-red AC aisla-
da, los ESSs las RESs y la carga son considerados agentes con sus específicos ob-
jetivos y funciones. Haciendo una metáfora entre la coordinación de un equipo de 
fútbol de robots y la coordinación de los modos de operación de las DERs en una 
micro-red aislada, la estrategia corresponde al plan del equipo (la micro-red) para 
la regulación del bus común, asegurando los niveles de carga adecuados para los 
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ESSs. El equipo es compuesto por los jugadores, los cuales para este caso corres-
ponde a los ESSs distribuidos, las RESs y la carga. La táctica consiste en la organi-
zación del equipo, dependiendo del estado de carga de los ESSs y la generación de 
las RESs. Los roles corresponden a la lista de comportamientos que los jugadores 
deben realizar dependiendo de la táctica seleccionada, con el propósito de mantener 
el plan del equipo. Los comportamientos corresponden a las acciones básicas de los 
jugadores para responder a las acciones de control requeridas, el control de com-
portamientos corresponde a las acciones de control de bajo nivel (controles prima-
rios). La especificación de la estrategia de fútbol de robots que inspiró la estrategia 
propuesta en este capítulo se ha presentado en los capítulos 3 y 4.  
En la Figura 7.6 se presenta la arquitectura global para la selección de los modos de 
operación en una micro-red eléctrica aislada utilizando una arquitectura centraliza-
da. El modo de operación es seleccionado por un sistema central de toma de deci-
siones con percepción global de las condiciones actuales de operación de la micro-
red, este sistema de toma de decisiones es implementado desde un ordenador cen-
tral. Desde este sistema se seleccionan las tácticas, roles y comportamientos, emu-
lando a la figura del técnico en un equipo de fútbol de robots. Estas decisiones son 
transmitidas a los agentes, que corresponden a las DERS (los ESSs, las RESs) y la 
carga para el caso de la micro-red, siendo estos los jugadores en el equipo de fútbol 
de robots. Para el caso de la micro-red, el sistema de toma de decisiones utiliza las 
señales de los sensores de las DERs y de la carga, las cuales son transmitidas hasta 
el ordenador central. La arquitectura propuesta es implementada utilizando una 
Máquina Jerárquica de Estado Finito para el sistema de toma de decisiones, desde 
donde se selecciona la táctica, basada en las condiciones actuales de operación de 
la micro-red, y las señales del estado de los agentes. Una vez la táctica es seleccio-
nada, el segundo nivel de la Máquina de Estado asigna un rol dependiendo de dicha 
táctica. Cuando los roles son asignados, la tercera capa de la Máquina de Estado 
selecciona los comportamientos apropiados para cada DER, de acuerdo con el rol 
seleccionado. Cada transición entre tácticas, roles y comportamientos es determi-
nada en el controlador central. La arquitectura de la estrategia de coordinación es 
presentada en la Figura 7.7. 
Arquitectura de control inspirada en coordinación de equipos de fútbol de robots, aplicadas a micro-




Figura 7.6. Arquitectura global de control. 
 
Figura 7.7. Arquitectura de la estrategia para la coordinación de los modos de operación en una 
micro-red aislada. 
Una de las principales ventajas de la arquitectura centralizada consiste en que se 
pueden realizar correcciones en la desviación de la frecuencia y la tensión en el bus 
común. Para este propósito el control secundario es una opción, ya que no repre-
senta grandes costos en su implementación, ni afecta el diseño de la estrategia cen-
tralizada presentada en este capítulo, ya que utiliza la información de la micro-red 
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suministrada por los sensores a través del canal de comunicación al ordenador cen-
tral, donde está implementada la estrategia. Aunque la corrección centralizada de la 
desviación de la frecuencia y la tensión no es el principal propósito de la estrategia 
propuesta, controladores secundarios para este propósito han sido implementados 
tal como se propusieron en [122], sin que esto haga parte de la estrategia presenta-
da en este capítulo. 
7.3.2 Selección de la táctica 
Como se puede observar en la Figura 7.8, para la estrategia de control del modo de 
operación en la micro-red aislada se han definido tres tácticas que se seleccionan 
dependiendo de las condiciones operativas actuales. Dichas tácticas son: Táctica 
balance de potencia, la cual es activada cuando los ESSs están en estado de car-
ga/descarga con el propósito de asegurar el balance de potencia entre la generación 
y el consumo; táctica recorte de potencia, que es activada cuando los ESSs están 
casi completamente cargados y la potencia generada desde las RESs necesita ser 
ajustadas para asegurar el correcto balance de potencia y evitar sobrecargas de los 
ESSs; y la táctica desconexión de carga, activada cuando las baterías alcanzan el 
valor LVD, esto con el propósito de evitar descargas profundas de las baterías de 
los ESSs. Esta selección es realizada por el primer nivel de la Máquina Jerárquica 
de Estado Finito, en este nivel los estados corresponden a las tácticas, las transicio-
nes son definidas basadas en las condiciones de operación de los DERs, como se 
puede observar en la Figura 7.8. La transición E1 es una señal de activación que 
activa la estrategia una vez la micro-red es encendida y alcanza el estado estaciona-
rio. En la transición E2, VH1 y VH2 corresponden a señales que se activan cuando 
las baterías de los ESS1 y ESS2 alcanzan los valores de tensión de regulación Vr, 
indicando que han llegado a su máxima tensión de carga. Ess1 y Ess2 indican el rol 
de cada unidad ESS, siendo 0 cuando la unidad ESS está en rol grid-following, y 1 
cuando el ESS está en rol grid-forming. En la transición E3 Res1 y Res2 indican el 
rol de cada unidad i RES, siendo 0 cuando la unidad está en grid-following, y 1 
cuando la unidad está en grid-forming. Pmppt1 y Pmppt2 corresponden al máximo 
valor de potencia suministrado por el MPPT de cada RES, y Pload corresponde a 
la potencia de consumo de la carga.  Para la transición E4, VL1 y VL2 correspon-
den al estatus de la señal que indica que las baterías de los ESS1 y ESS2 respecti-
vamente, se han descargado hasta alcanzar el valor de tensión LVD, indicando 1 
cuando se ha alcanzado este valor, y 0 cuando la tensión del arreglo de baterías es 
superior a dicho valor. Para la transición E5, Socc1 y Socc2 corresponden al estatus 
de la señal que se activa (Socc1=1, o Socc2=1) cuando el SoC de la respectiva ESS 
es mayor o igual al 60%. 
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Figura 7.8. Capa de selección de táctica. 
Dos roles han sido considerados para los RESs y los ESSs. El primero corresponde 
al rol grid-forming, que es asignado a los agentes encargados de la regulación del 
bus común. El segundo rol corresponde al rol grid-following el cual es selecciona-
do a los agentes que son controlados como fuentes de corriente. La carga mantiene 
un rol constante (carga completa) cuando se activan las tácticas balance de potencia 
y recorte de potencia. Para el caso de la táctica desconexión de carga, la carga 
asume el rol ajuste de carga.  
7.3.2.1 Táctica balance de potencia. 
En la segunda capa de la Máquina de Estado Finito se realiza la asignación de ro-
les, dependiendo de la táctica seleccionada previamente, y de las condiciones de 
operación de la micro-red. En la Figura 7.9 se presenta la selección de roles para la 
táctica balance de potencia. 
Para esta táctica las dos RESs mantienen un rol constante (grid-following) gene-
rando la máxima energía posible. La carga mantiene el rol constante carga comple-
ta. Los dos ESSs inician con el rol grid-forming, compartiendo entre los dos el 
balance de potencia. Cuando las transiciones St01 o St02 son activadas, ESS1 o 
ESS2 cambian sus roles a grid-following, esto ocurre cuando las baterías del i arre-
glo de baterías, alcanzan la tensión de regulación (Vbati=Vr): 
                                      YZ[ = )1, \+]^_Y"`ab ≥ Y*,0, _*_0	\0_0.                                        (7.3) 
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Figura 7.9. Coordinación y selección de roles en la táctica balance de potencia. 
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ESS1 y ESS2 pueden regresar al rol grid-forming cuando las transiciones St10 o St 
21 sean activadas, respectivamente. Estos eventos ocurren cuando uno de los ESS 
se encuentra aún en rol grid-forming y el otro se encuentra con el rol grid-
following, como se muestra en las Figuras 7.5(b) y 7.5(c). En este punto, el ESS 
con el rol grid-forming inicia su descarga (Sign(PBati)=1). Por lo tanto la ESS en 
el rol de grid-following asume el rol grid-forming con el fin de compartir la respon-
sabilidad del balance de potencia con el otro ESS. Esta respuesta puede ser consi-
derada como coordinación de comportamientos entre dos agentes, haciendo la ana-
logía en un ambiente de fútbol de robots donde el jugador con el rol delantero 
asume el rol defensa cuando las condiciones del juego lo requieren. 
Aparte de lo anterior, la coordinación de comportamientos tales como la ecualiza-
ción del SoC entre los ESSs es definida en esta táctica. La idea principal es que el 
ESS con mayor energía almacenada contribuye con mayor potencia al sistema, y el 
ESS con menor energía almacenada se carga más rápidamente que los demás ESSs 
durante el periodo de carga de batería. El proceso de ecualización del SoC presenta 
distintas ventajas para la operación de la micro-red, como por ejemplo reducción 
de las descargas profundas de las baterías, periodos de carga más rápidos y una 
transición más suave entre los modos de operación [154]. En este caso en particular 
no se ha tenido directamente en cuenta el SOH de la batería, sin embargo gracias al 
parámetro Kbati se proporciona información importante sobre diferentes parámetros 
que pueden indicar el SOH de las baterías tales como la capacidad de la batería. El 
método usado permite la ecualización inclusive cuando se presentan diferencias en 
las capacidades de las baterías tal y como se muestra en [155], por lo que no es 
necesario tener en cuenta de forma directa el SOH. Haciendo la analogía con el 
fútbol de robots, en el caso que dos agentes con rol defensa, el defensa más cercano 
al balón va a interceptarlo. Mientras tanto el otro defensa va a bloquear a un juga-
dor oponente con el fin de evitar posibles pases entre jugadores contrincantes. 
En esta aplicación, un algoritmo de ecualización como se ha propuesto en [156], es 
considerado como un comportamiento cooperativo para la ecualización del SoC 
entre los ESSs, siendo presentado en el algoritmo 7.1. El algoritmo de ecualización 
requiere información de todos los agentes del sistema, tal como se muestra en la 
Figura 7.9. Donde Sy10 y Sy12 corresponden a la potencia generada por las RES1 
(PRES1) y RES2 (PRES2) respectivamente. Sy15 corresponde al consumo de la 
carga (Pload). Sy13 y Sy14 contienen información específica de cada ESS en dos 
parámetros. Uno es el parámetro Kbati, que corresponde a: 
                                             	Q"`ab ≈ Nefghijfghikfghi P									                                        (7.4) 
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donde Vbati es la tensión del i arreglo de baterías, Cbati es la capacitancia en (A/h) del 
i arreglo de baterías, y ƞbati es la eficiencia carga/descarga del i arreglo de baterías. 
El otro parámetro es el SoC de cada batería basado en el método de conteo ampe-
rios-hora (Ah) definido como: 
                   	l_mn"`ab = l_m0"`ab − o p"`ab qfghirjfghi ^stau                            (7.5) 
donde SoC(0)bati es el inicial Soc del i arreglo de baterías, e Ibati(τ) que es la corrien-
te instantánea de cada del i arreglo de baterías.  
ALGORITMO 7.1. ALGORITMO DE ECUALIZACIÓN 
1. función F(Kbati, PRESi, Pload, SoCbati, Sing(Pbati)) 
2.     A=[-Kbat1, Kbat2, ∆t, - ∆t]. 
3.     B=[-(PRES1+PRES2-Pload);(SoCbat2-SoCbat1)] 
4.      Resolver X=A-1×B; 
5.     Kmax=max(Kbat1,Kbat2); 
6.     Kmin=min(Kbat1,Kbat2); 
7.     si Sing(Pbat1) y Sing(Pbat2) = 1  entonces 
8.         si SoCbat1 > SoCbat2   entonces  
9.           α2 = (Kmin/Kmax); 
10.           α1 = α2(Kbat2·X(2)/ Kbat1·X(1)); 
11.         entonces 
12.           α1=(Kmin/Kmax); 
13.           α2= α1(Kbat1·X(1)/ Kbat2·X(2)); 
14.              fin si 
15.     entonces 
16.         si SoCbat1 > SoCbat2   entonces  
17.           α1=(Kmin/Kmax); 
18.           α2= α1(Kbat1·X(1)/ Kbat2·X(2)); 
19.         entonces 
20.           α2 = (Kmin/Kmax); 
21.           α1 = α2(Kbat2·X(2)/ Kbat1·X(1)); 
22.              fin si 
23.     fin si 
24.   retornar α1,α2 
25.        esperar por ∆t  
26. fin función. 
Las salidas del algoritmo de ecualización corresponden a las señales Sy20 y Sy21 
que corresponden a los factores α1 y α2 respectivamente. Dichos factores son utili-
zados para ponderar los coeficientes Droop Kp del lazo de control Droop primario 
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de cada ESS como se vio en la Figura 7.2. Los valores nominales de los coeficien-
tes Droop Kp y Kq fueron calculados considerando restricciones dinámicas tal y 
como se presenta en [157], en el análisis realizado en ese trabajo se puede observar 
que se garantiza una operación estable con una dinámica adecuada siempre que no 
se exceda el valor nominal del coeficiente Droop, por tal motivo los valores de los 
factores de ponderación α y β se calculan de tal forma que no sean superiores a 1. 
Como consecuencia, la potencia activa compartida entre los ESSs paralelos es ajus-
tada de acuerdo con el SoC de cada unidad con propósitos de ecualización. Por 
consiguiente la ecuación 7.1 es modificada por la siguiente: 
                                                  ω=ω*-αi·Kp·Pbati                                                 (7.6) 
donde Pbati corresponde a la potencia medida suministrada por cada i unidad ESS. 
El algoritmo de ecualización es ejecutado durante determinados periodos de tiempo 
∆t que se repite periódicamente durante todo el tiempo de operación del sistema. 
Este tiempo se selecciona en relación con la máxima potencia disponible en las 
ESSs. Desde el punto de vista del fútbol de robots, los comportamientos son asig-
nados a los agentes en la tercera capa de la Máquina Jerárquica de Estado Finito de 
acuerdo con la táctica y el rol seleccionado a cada jugador. En el caso de la táctica 
balance de potencia, se espera que las RESs sigan la referencia de potencia (P*) 
dada por el algoritmo MPPT. No obstante, otros comportamientos deben ser consi-
derados en la operación de la micro-red con el propósito de suministrar la potencia 
deseada, recortando la generación de potencia con el propósito de mantener el ba-
lance de potencia. Para esto una señal de estatus (Ref(PRESi)) han sido definidas 
para establecer diferentes referencias en los controladores de las RESs de acuerdo 
con: 
                      			(∗ = )(yzz{|l[, \+]^_	,/(}~b = 0,(a[,																\+]^_	,/(}~b = 1,                         (7.7) 
donde Pexti corresponde a la referencia de potencia programadas externamente, el 
cual será explicado más adelante.  La secuencia de comportamientos de las RES, 
que tienen el rol grid-following en la táctica balance de poder, es presentada en la 
Figura 7.10, donde las RES trabajan en modo CCM. 
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Figura 7.10. Comportamientos de las RESs para el rol grid-following, táctica balance de poten-
cia. 
La secuencia de comportamientos correspondientes para los ESSs en la táctica 
balance de poder y con el rol grid-forming es presentada en la Figura 7.11. En la 
primera etapa se presenta un retardo con el propósito de evitar los efectos de la 
respuesta transitoria del arranque del sistema y corrientes circulantes que suelen 
aparecer en las transiciones entre los modos CCM y VCM. Posteriormente, el i 
ESS lee su correspondiente factor αi derivado del algoritmo de ecualización, y el 
modo VCM es activado.  
 
Figura 7.11. Comportamientos de los RESSs para el rol grid-forming, táctica balance de poten-
cia. 
La Figura 7.12 presenta la secuencia de comportamientos para los ESSs para el rol 
grid-following, siendo la misma secuencia para las tácticas balance de potencia y 
recorte de potencia, como se comentará más adelante. Para este rol existe un único 
comportamiento activado que corresponde al modo de operación CCM. 
Un caso similar se presenta con el agente carga, que activa el rol carga constante. 
Durante la táctica balance de potencia la carga constante es conectada al bus co-
mún. En esta implementación, la carga es compuesta por tres cargas conectadas en 
paralelo, conformada por 2 cargas no críticas y una carga crítica que sería desco-
nectada como última opción para prevenir descargas profundas de batería.  
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Figura 7.12. Comportamientos del ESSi en el rol grid-following. 
7.3.2.2 Táctica recorte de potencia 
Durante esta táctica las RESs son responsables de la regulación del bus común. En 
esta táctica se asume que las RESs tendrán suficiente energía para suministrar el 
consumo de energía requerido y asegurar el balance de potencia. Mientras tanto los 
ESSs consumen tanta potencia como sea posible, con el propósito de mantener la 
tensión del arreglo de baterías en un valor constante (Vbati=Vr). La Figura 7.13 
presenta la capa de selección de roles para la táctica recorte de potencia. Para esta 
táctica las RESs presentan un proceso de selección de roles mientras que los ESSs 
mantienen el rol constante grid-following. Así mismo la carga mantiene el rol cons-
tante de carga completa. La micro-red en esta táctica opera con una de las topolo-
gías presentadas en las Figuras 7.5(d), 7.5(e) y 7.5(f). Iniciando con el rol grid-
forming, una vez que son activadas las transiciones St13 o St23, RES1 o RES2 
cambiarían al rol grid-following respectivamente. Esto ocurre cuando la máxima 
potencia que puede ser generada por una unidad RES ha caído a un valor menor al 
valor de potencia compartido en ese momento (PRESi). 
Más específicamente la señal de estatus CMPPT(RESi) que determina la transición 
es definida como: 
                m(((|l[) = )1, \+]^_	m((|l[ < (}~b,0, \+]^_	m((|l[ ≥ (}~b.                    (7.8) 
Una vez una RES asume el rol grid-following, su potencia de referencia P*es ini-
cialmente definida por el algoritmo MPPT (Ref(PRESi)=0) como se describió en la 
ecuación 7.7, siempre y cuando su máximo valor de generación de potencia haya 
caído.  No obstante es posible que la máxima potencia disponible inyectada por la 
unidad RES operando con el rol grid-following se incremente de nuevo. También 
es posible que el máximo valor de potencia disponible inyectado por cada unidad 
RES operando en el rol grid-following, se incremente nuevamente. 
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Figura 7.13.  Coordinación y selección de roles en la táctica recorte de potencia. 
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En este caso la idea es empezar a compartir de forma igual la generación de poten-
cia entre las dos RESs (operando con el rol grid-forming), cuando la energía dispo-
nible por la RES que opera con el rol grid-following es mayor o igual a la máxima 
energía suministrada por la unidad con el rol grid-forming. Concretamente, cuando       
(PMPPT(grid-following))≥ PMPPT(grid-forming)) entonces, (Ref(PRESi)=1) y (P*= Pexti) 
donde: 
                                               Pexti=0.5Ploade                                                                                                (7.9) 
siendo (Pload(e)) representa el consumo total de potencia de la micro-red, que se cal-
cula: 
                                                Ploade=Pload+Pbat1+Pbat2.                                        (7.10) 
Para esto, la Figura 7.14 describe el diagrama de comportamientos para las RES1 y 
RES2 para el rol grid-following. Aun así, las RESs tienen la posibilidad de retomar 
el rol grid-forming activando las transiciones St31 o St32 según sea el caso. Estas 
transiciones son activadas en el caso que una de las unidades RESs esté en el rol 
grid-forming y la otra esté con el rol grid-following. Bajo estas condiciones la má-
xima potencia disponible por parte de la unidad RES con el rol grid-forming cae 
por debajo de la potencia en el momento suministrada (CMPPT(RES1)=1).  En ese 
momento, la otra unidad RES puede reasumir el rol grid-following si la máxima 
potencia disponible en dicha unidad es mayor o igual que la diferencia entre el 
consumo de potencia y la potencia generada por la otra RES                  
(PMPPT(RES2) ≥ Pload(e) - PMPPT(RES1)). 
Como se ha mencionado anteriormente, las unidades RESs asumen dos diferentes 
roles dependiendo de las condiciones de operación de la micro-red. Cuando las dos 
unidades RESs están con el rol grid-forming (Figura 7.5d), el balance de potencia 
es compartido entre estas dos unidades por medio de los lazos de control Droop. 
Para este caso, comportamientos cooperativos pueden ser definidos con el propósi-
to de ajustar la contribución de la potencia de cada unidad RES buscando su máxi-
ma capacidad de generación. Esto quiere decir que las unidades RESs con mayor 
posibilidad de contribuir potencia inyectarán más que las otras. Para alcanzar esto, 
el coeficiente Droop Kp de la ecuación (7.1) es ponderado por un factor β que ajus-
tará la contribución de la potencia de cada unidad i RES (PRESi) proporcionalmente 
a su máxima potencia (PMPPT(RESi)). Por esto la ecuación (7.1) se modifica de la 
siguiente manera: 
                                               ω = ω* - βi·Kp·PRESi                                                   (7.11) 
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donde los parámetros β1 y β2 son calculados basados en el algoritmo 7.2. 
 
Figura 7.14. Diagrama de comportamientos de las unidades RES1 y RES2 para el rol de grid-
following, táctica recorte de potencia. 
La principal idea del algoritmo 7.2 es asignar el mayor factor de ponderación de las 
unidades RES a la unidad que genere la menor potencia. En la Figura 7.13 las sali-
das de la coordinación de comportamientos son las señales Sy23 y Sy24 que co-
rresponden a los parámetros β1 y β2, y la entrada de la coordinación de comporta-
mientos son las señales Sy16 y Sy17 que corresponden a la máxima potencia 
disponible de cada RES (PMPPT(RES1)) y (PMPPT(RES2)). La Figura 7.15 presenta el 
diagrama de comportamientos de las unidades RESs con el rol grid-forming para la 
táctica recorte de potencia. Primero, se introduce un comportamiento de retardo 
con el fin de responder a las respuestas transitorias. Posteriormente las unidades 
RESs deben trabajar en modo VCM considerando el valor del factor βi en el lazo 
de control Droop. 
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ALGORITMO 7.2. ALGORITMO DE CÁLCULO 
1. función F(PMPPT(RES1), PMPPT(RES2)) 
2.             si PMPPT(RES1) > PMPPT(RES2) 
3.                 β2 = 1; 
4.                 β 1 = Β2(PMPPT(RES2)/ PMPPT(RES1)); 
5.            entonces 
6.                 β 1 = 1; 
7.                 β2 = β1(PMPPT(RES1)/ PMPPT(RES2)); 
8.            fin si 
9. retornar β1,β2 
10. fin función. 
___________________________________________________________________ 
 
Figura 7.15. Diagrama de comportamientos delas unidades RESs para el rol grid-forming, tácti-
ca recorte de potencia. 
Para esta táctica, el rol grid-forming ejecutado por los ESSs y la carga ejecutando 
su rol carga completa presentan comportamientos similares que los descritos para 
la táctica balance de potencia.  
7.3.2.3 Táctica desconexión de carga 
En esta táctica tanto las unidades RESs como los ESSs mantienen roles constantes. 
Las dos RESs tienen el rol grid-following, con la secuencia de comportamientos 
descrita en la Figura 7.10, mientras que las unidades ESSs mantienen el rol grid-
forming con la secuencia de comportamientos descrita en la Figura 7.11. Igualmen-
te el algoritmo de ecualización continúa trabajando para coordinar los comporta-
mientos, con el propósito de balancear la energía almacenada entre las unidades 
ESSs distribuidas durante los procesos de descarga. 
A pesar de esto, la carga asume el rol de ajuste de carga, cuyo diagrama de com-
portamientos es descrito en la Figura 7.16. La mencionada táctica ha sido conside-
rada para el caso en el que no hay suficiente potencia por parte de las RESs para 
suministrarle a la carga y los ESSs están alcanzando niveles críticos de energía 
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almacenada. Aunque es importante prevenir descargas profundas en las baterías, 
descargas parciales reducen el tiempo de vida de las mismas. Para este caso, dos 
valores umbrales son considerados para las desconexiones de las cargas. (LVD1) 
corresponde al valor de la tensión de la batería donde el SoC es menor al 50%, y 
(LVD2) corresponde a la tensión final de descarga de la batería recomendada por 
los fabricantes (típicamente 1.85C/celda). Por consiguiente, el proceso de descone-
xión de las cargas considerará primero la desconexión de las cargas menos críticas, 
antes de desconectar las cargas críticas. Para este caso tres diferentes cargas han 
sido consideradas en la micro-red, siendo la carga LOAD1 la carga menos crítica, y 
la carga LOAD3 la carga más crítica. La desconexión de la carga LOAD3 es el úl-
timo recurso para balancear el sistema y prevenir descargas profundas de la batería. 
Cuando esta táctica es activada la carga menos crítica (LOAD1) es desconectada, 
manteniendo la conexión de las cargas LOAD2 y LOAD3. Posteriormente si la 
tensión de alguna de las unidades ESSs alcanza el valor LVD1 (VL1=1 o VL2=1) la 
carga LOAD2 es desconectada. Finalmente si el valor LVD2 es alcanzado por algu-
na de las unidades ESSs, el estatus de las señales (Vf1=1 o Vf2=1) indica que la 
carga crítica LOAD3 debe ser desconectada, esto como último recurso para evitar 
descargas profundas de las baterías.  
Para la reconexión de las cargas, el nivel del SoC de ambas unidades ESSs es con-
siderado. Cuando el nivel del SoC de todas las unidades ESSs es mayor o igual al 
40% (T(SoCBat1)=1 & T(SoCBat2)=1) las cargas LOAD2 y LOAD3 son nueva-
mente conectadas. Si el nivel del SoC de las unidades ESSs alcanza un valor mayor 
o igual al 60% la carga LOAD1 es reconectada activando la táctica balance de po-
tencia.  
 
Figura 7.16. Diagrama de comportamientos del rol ajuste de carga, táctica desconexión de car-
gas. 
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7.4 Descripción de la implementación experimental y resul-
tados 
7.4.1 Descripción del montaje experimental 
Con el propósito de validar la arquitectura presentada en este capítulo, se utiliza un 
montaje experimental que emula una micro-red AC de baja potencia. La Figura 
7.17 presenta la configuración del montaje experimental que se divide en hardware 
y etapas de simulación en tiempo real. La sección de hardware está compuesta por 
4 inversores Danfoss (2.2kW), filtros LCL y sensores LEM. 
 
Figura 7.17. Configuración del montaje experimental. 
En la Figura 7.18 se presenta una imagen del montaje experimental en el que se 
implementó la estrategia propuesta, en el Microgrid Laboratory de la Universidad 
de Aalborg. La etapa de simulación en tiempo real es implementada en una unidad 
dSPACE1006 la cual emula los comportamientos de los modelos de batería y los 
generadores de energía renovables. 
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Adicionalmente la simulación en tiempo real incluye los controladores primarios, 
controladores secundarios y el control centralizado propuesto como estrategia. Para 
cada arreglo de baterías se obtiene un modelo agregado como es propuesto en 
[158], basado en arreglos de baterías de 48V propuesto en [159].  Canales de co-
municación full-duplex son utilizados para la comunicación entre el control centra-
lizado y los agentes donde, los datos enviados por la unidad i RES (XRESi), cada 
unidad i ESS (XESSi) y el agente carga (XLOAD) se definen como: 																							}~b = (}~b, (yzz{|l[, myzz{|l[,{                        (7.12) 
         	~b = Q"`ab , l_m"`ab , YZ[, Y[, Y/[, l[C]("`ab, l_\\[, l_m [{ ,     (7.13) 
                                         = (`, Y, /`{ ,                                      (7.14) 
siendo Vd la amplitud del bus común y fmeas la frecuencia del bus común. Igualmen-
te el set de datos desde el controlador centralizado a cada agente YCC es definido 
como: 
             jj =  ∝b, ∆|, ∆/, |00[
{ , M*	|ll[,b, ∆|, ∆/, ,0[, ,/(}~b{ , M*	|l[,			#0, M*	#.                      (7.15) 
 
Figura 7.18. Imagen del montaje experimental. 
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Para los análisis desarrollados en este capítulo, los efectos de retardo en las comu-
nicaciones se asumen despreciables. Se utilizó para la transmisión de datos una red 
LAN, ya que incrementa la confiabilidad y reduce el deterioro en las comunicacio-
nes tales como pérdidas y retrasos en los paquetes [160]. Para este propósito, una 
red de conmutación Ethernet para redes de control industrial ha sido implementada 
[161], con una latencia estimada de 127µsec, dentro de una trama completa de 
1518 bytes, hasta 1.85 msec en el peor caso [162]. La Tabla 7.1 presenta los princi-
pales parámetros de la micro-red considerada para la evaluación de la estrategia. La 
capacidad de las baterías es de 0.016 Ah, que permite una velocidad adecuada en 
los procesos de carga y descarga de las baterías. Los valores nominales de los coe-
ficientes Droop (Kp y Kq) se han seleccionado basados en criterios de estabilidad 
de pequeña señal explicados en [157]. 
Tabla 7.1. Parámetros de la Micro-red. 
Parámetro Símbolo Valor 
 Etapa de Potencia  
Tensión Nominal E* 120*√2 V 
Frecuencia Nominal f* 50 Hz 
Inductores del Inversor L1, L2 1.8 mH 
Capacitor de filtros C1 27 µf 







 Arreglo de Baterías  
Tensión Nominal Vbat 348 V 
Tensión de Regulación Vr 432 V 
Tensión Mínima de Desconexión LVD1 388 V 
Tensión Final de Descarga LVD2 319V 
Capacitancia de la Batería Cbat 0.016 Ah 
Tiempo de Ecualización ∆t 5 seg 
 Flujo de Control de Potencia  
Coeficiente Droop Kp 1.25*10
-5(rad)/(s)/(W) 
Coeficiente Droop Kq 5*10
-4V/(VAr) 
Referencia de Potencia Reactiva Q*  0 VAr 
 
7.4.2 Resultados experimentales 
Todas las figuras que presentan los resultados obtenidos de manera experimental, 
han sido tomadas directamente del panel de control, que se presentó en la Figura 
7.18. La Figura 7.19 presenta los resultados experimentales de las unidades ESSs. 
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Inicialmente diferentes valores iniciales de los SoCs se han considerado para cada 
ESS siendo SoCbat1=65% y SoCbat2=75%.  
Primero se puede observar el estatus de la señal, que indica la táctica en la que está 
operando la micro-red (Balance de potencia, recorte de potencia y desconexión de 
cargas corresponden respectivamente a 1, 2 y 3). Segundo, se puede observar el 
estatus de la señal que indica el rol asignado a cada ESS (siendo grid-forming=1, 
grid-following=0). Tercero, se puede observar los valores de los SoC, el valor del 
error definido como (error=SoCbat2- SoCbat1), la tensión de cada arreglo de baterías 
y la potencia compartida entre los ESSs distribuidos. 
Para un mejor análisis la Figura 7.19 es dividida en 5 etapas (S1 a S5) como se 
explica a continuación: 
• S1(t0-t1): Las RESs generan más energía que la que consume la micro-red, 
por consiguiente los ESSs están siendo cargados,  la táctica que ejecuta la 
micro-red es balance de potencia (Tactic=1). Mientras tanto los compor-
tamientos cooperativos entre los agentes (algoritmo de ecualización) están 
siendo aplicados ecualizando los SoCs. Como se puede apreciar la potencia 
de cada ESS es ajustada mientras las baterías se cargan con el propósito de 
reducir el valor del error a cero. 
• S2(t1-t2): En el momento t1 los dos arreglos de baterías alcanzan la tensión 
de regulación Vr. Por consecuencia las unidades RESs asumen la regula-
ción del bus común al haber cambiado la táctica a recorte de potencia. 
(Tactic=2). Los ESSs cambian su rol a grid-following (Role(ESS1)=0 y 
Role(ESS2)=0). 
• S3(t2-t3): En el momento t2 no hay suficiente energía por parte de las 
RESs para cubrir la demanda energética de la micro-red. Como consecuen-
cia de esto, los ESSs asumirán nuevamente los roles grid-forming, descar-
gándose con el propósito de mantener el balance de potencia, retornando la 
micro-red a la táctica balance de potencia.  
• S4(t3-t6): En el momento t3 la tensión de las unidades ESSs cae a un valor 
menor a LVD1, cambiando la micro-red a táctica ajuste de carga, donde 
son desconectadas las cargas LOAD1 y LOAD2. En el momento t4 las uni-
dades ESSs empiezan su proceso de carga y gracias a esto en el momento 
t5 la carga LOAD2 es conectada nuevamente (SoCbat1 & SoCbat2 ≥ 40%). 
En el lapso entre t5 y t6 las unidades ESSs siguen su proceso de carga. 
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• S5(t6-t7): En el momento t6 se cumple (SoCbat1 & SoCbat2 ≥ 60%), la carga 
LOAD1 es conectada y la micro-red regresa a la táctica balance de poten-
cia. 
 
Figura 7.19. Resultados experimentales para las unidades ESSs. 
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La Figura 7.20 muestra el perfil de la frecuencia y la tensión del bus común durante 
la operación de la micro-red. En el momento t1 se pueden apreciar los transitorios 
producidos por los cambios del modo de control y la regulación de los controlado-
res secundarios, con el propósito de mantener la tensión en sus valores de referen-
cia. Es de recordar que el diseño de los controladores secundarios no es objetivo 
del diseño de la estrategia propuesta en este capítulo. Si bien no se consideran 
cambios en la comunicación, las dinámicas de cada uno de los agentes distribuidos 
cambian cuando se realizan los cambios en los modos de control ya que el objetivo 
de control y el control como tal cambia. Los comportamientos transitorios corres-
ponden a la respuesta del sistema para responder a las nuevas referencias del siste-
ma ante diferentes lazos de control que definen nuevas dinámicas. 
 
Figura 7.20. Regulación de la tensión y la frecuencia del bus común, del control secundario. 
En la Figura 7.21 se presentan los resultados experimentales obtenidos para las 
unidades RESs. Primero se puede observar el estatus de la señal, que indica la tác-
tica en la que está operando la micro-red (Balance de potencia, recorte de potencia 
y desconexión de cargas corresponden respectivamente a 1, 2 y 3). Segundo, se 
puede observar el estatus de la señal que indica el rol asignado a la unidad RES1 
(siendo grid-forming=1, grid-following=0). Tercero, se puede observar el estatus 
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de la señal (Ref(PRES1)) que indica la referencia de potencia que debe seguir la 
RES1, de acuerdo con la ecuación 7.7, y que corresponde con el comportamiento 
de la unidad RES, de acuerdo con la Figuras 7.10 y 7.14. Cuarto, se puede observar 
la máxima referencia de potencia (PMPPT). Quinto, se indica la potencia generada 
PRES1 de la unidad RES1. Posteriormente, en la misma Figura se pueden observar 
los diferentes estatus de señales ya descritos, para la unidad RES2.  
Figura 7.21. Resultados experimentales de las unidades RESs. 
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Igualmente la Figura 7.21 ha sido dividida en 5 etapas (S1 a S5), que corresponden 
a los modos de operación de la micro-red durante diferentes tácticas:  
• S1(t0-t1): Las RESs generan más energía que la que consume la micro-red, 
por consiguiente los ESSs están siendo cargados,  se ejecuta la táctica ba-
lance de potencia (Tactic=1). Las RESs siguen las referencias definidas por 
el algoritmo MPPT (PMPPT(RES1)=400W, PMPPT(RES2)=200W). 
• S2(t1-t2): En el momento t1 los dos arreglos de baterías alcanzan la tensión 
de regulación Vr. Por consecuencia las unidades RESs asumen la regula-
ción del bus común al haber cambiado la táctica a recorte de potencia. 
(Tactic=2). Inicialmente de t1 a t1.1 las dos unidades están trabajando con 
el rol grid-forming, por consiguiente la potencia es compartida proporcio-
nalmente a sus máximas referencias de potencia y como se puede observar, 
la unidad RES1 suministra mayor potencia que la unidad RES2. De t1.1 a 
t1.2 la máxima potencia inyectada por la unidad RES2 se reduce 
(PMPPT(RES2)=40W). Por esta razón RES2 cambia al rol grid-following, 
continuando la unidad RES1 con el rol grid-forming. En el momento t1.2 
la máxima potencia suministrada por la RES2 se incrementa pero la unidad 
no cambia su rol. No obstante sí se observa un cambio en el comporta-
miento de la unidad RES2 (Ref(PRES2)=1), y la referencia de potencia P* se 
define acorde con la ecuación 7.9. De los momentos t1.3 a t1.4 La máxima 
potencia de la unidad RES1 se reduce (PMPPT(RES1)=40W), haciendo que 
la unidad Res1 asuma el rol grid-following y la unidad RES2 asuma el rol 
grid-forming. Ya que la unidad RES2 posee la suficiente energía para ase-
gurar el balance de potencia del sistema.  La referencia de potencia para la 
unidad RES1 es suministrada por el algoritmo MPPT. En el momento t1.4 
la máxima potencia suministrada por la RES1 se incrementa a 
(PMPPT(RES1)=400W). Como consecuencia el comportamiento de la uni-
dad RES1 cambia (Ref(PRES1)=1), siendo la referencia de potencia P* cal-
culada de acuerdo con la ecuación 7.9. Finalmente de t1.5 a t2 la máxima 
potencia de la unidad RES2 se reduce a (PMPPT(RES2)=40W). RES1 
reasume el rol grid-forming mientras que RES2 asume el rol grid-
following, suministrando su máxima potencia disponible. 
• S3(t2-t3): En el momento t2 las dos unidades RES suministran potencia ce-
ro, y la táctica se cambia a recorte de potencia (tactic=2). Los ESSs asumi-
rán nuevamente los roles grid-forming, descargándose con el propósito de 
mantener el balance de potencia, retornando la micro-red a la táctica balan-
ce de potencia. 
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• S4(t3-t6): En el momento t3 la tensión de las unidades ESSs cae a un valor 
menor a LVD1, cambiando la micro-red a táctica ajuste de carga (tac-
tic=3), donde son desconectadas las cargas LOAD1 y LOAD2. En el mo-
mento t4 las RES incrementan su máxima potencia disponible 
(PMPPT(RES1)=400W) y (PMPPT(RES2)=200W), empezando los ESSs a re-
cargarse. 
• S5(t6-t7): En el momento t6 la táctica cambia a balance de potencia      
(tactic=1) y los agentes RESs operan en modo grid-following siguiendo las 
potencias de referencia suministradas por los algoritmos MPPT. 
Finalmente la Figura 7.22 presenta el perfil de la carga durante la operación de la 
micro-red aislada.  
Figura 7.22. Resultados experimentales del agente carga. 
Primero se presenta la señal de estatus de la táctica de la micro-red. Segundo se 
presenta la señal de estatus del rol asumido por la carga, siendo (Role(load)=0) 
cuando las cargas LOAD1, LOAD2 y LOAD3 están conectadas, (Role(load)=1) 
cuando LOAD2 y LOAD3 están conectadas, y  (Role(load)=2) cuando la carga 
crítica LOAD3 está conectada. Durante S1, S2 y S3 el agente carga, mantiene el rol 
constante (carga completa). En S4 la carga es ajustada de acuerdo con los valores 
umbrales definidos previamente de las unidades ESSs. Para este caso, las cargas 
LOAD1 y LOAD2 son desconectadas, como se puede observar en el bloque B2 en 
la Figura 7.22, el cual es ampliado en la Figura 7.23. Es posible observar como el 
consumo de potencia de la carga es ajustado. Finalmente en el momento t5 se tiene 
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(SoCbat1 & SoCbat2 ≥ 40%), por consiguiente la carga LOAD2 es conectada. En el 
momento t6 (SoCbat1 & SoCbat2 ≥ 60%) la carga LOAD1 es conectada y la micro-
red pasa a la táctica balance de potencia. 
 
Figura 7.23. Bloque B2 de la Figura 7.22. 
 
7.5 Conclusiones del capítulo 
 
En este capítulo se propone una nueva arquitectura para en una estrategia jerárqui-
ca de fútbol de robots basada en Máquinas de Estado para la selección de tácticas, 
asignación de roles y selección de comportamientos, adaptada para el control del 
modo de operación de una micro-red eléctrica AC aislada. La estrategia presentada 
propone una arquitectura multi-agente para coordinar el modo de operación basado 
en agentes hardware (DERs) quienes ejecutan un rol (grid-forming, grid-following) 
dependiendo de una táctica previamente seleccionada (balance de potencia, recorte 
de potencia, desconexión de cargas).  
La estrategia centralizada propuesta presenta una mayor flexibilidad en la opera-
ción de los agentes distribuidos, permitiendo entre otras cosas coordinación de 
comportamientos entre los mismos. La arquitectura centralizada propuesta permite 
una fiable coordinación y transición entre los modos de operación de las fuentes de 
energía distribuidas. Adicionalmente funciones adicionales para la regulación de la 
tensión y la frecuencia del bus común han sido incluidas sin que esto afecte la es-
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trategia de coordinación de las DERs. La aproximación propuesta abre una nueva 
perspectiva para el uso de otras arquitecturas distribuidas o centralizadas aplicadas 
en coordinación de robots para operaciones coordinadas en micro-redes eléctricas, 



























CONCLUSIONES GENERALES Y TRABAJOS FUTUROS 
8.1 Conclusiones 
 
En la presente tesis doctoral, se han propuesto arquitecturas para la coordinación de 
sistemas multi-agente con percepción global y control centralizado, tomando el 
contexto del fútbol de robots, y validándola en otros entornos que pueden ser mo-
delados como sistemas multi-agente y poseen una necesidad de coordinación de 
equipo, como fue el caso del control del modo de operación en una micro-red eléc-
trica aislada. Se observó que los sistemas multi-agente con control centralizado 
siguen siendo vigentes en el contexto actual, ya que poseen importantes ventajas 
frente a los distribuidos como la posibilidad de obtener una percepción global del 
entorno, mayor procesamiento o facilidades en los procesos de deliberación, por lo 
cual la investigación en este tipo de arquitecturas sigue siendo completamente vi-
gente durante las próximas décadas. Las arquitecturas propuestas son principal-
mente jerárquicas, están basadas en Máquinas de Estado Finito para la selección de 
comportamientos y según sea el caso, tácticas y roles.  
Se ha realizado una revisión del estado del arte enfocada principalmente en los 
trabajos de arquitecturas para la coordinación de equipo en el fútbol de robots tanto 
en ligas de percepción global y control centralizado, como también en el caso de 
ligas completamente distribuidas (y con percepción limitada). Se ha observado que 
gran parte de las investigaciones recientes se centran en problemas de aprendizaje 
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de máquina, utilizando el contexto del fútbol de robots para su validación, que si 
bien es un problema válido y por si solo presenta un tema para tesis doctoral, se 
sale de los objetivos inicialmente planteados, siendo las arquitecturas propuestas a 
lo largo de esta tesis adaptables a distintos sistemas de aprendizaje reportados en la 
literatura. Algunas arquitecturas presentan alta complejidad en sus modelos dificul-
tando el diseño de los sistemas de toma de decisiones, para la adaptación de estos 
modelos a otras ligas u otros entornos multi-agente.  
Otros trabajos se centraba únicamente en el diseño de roles particulares como es el 
caso del portero, o de comportamientos puntuales, como la realización de pases 
entre jugadores. Tras este análisis, se observó la necesidad de diseñar arquitecturas 
para estrategias que permitan coordinación de equipo, que permitan de manera 
intuitiva la selección de las variables como por ejemplo la táctica, asignación de 
roles o selección de comportamientos, que sea fácilmente adaptables a otro tipo de 
sistemas o a cambios de reglas sin que esto requiera complejidad en su programa-
ción o implementación. También vale la pena resaltar que no es frecuente la aplica-
ción de arquitecturas de coordinación del fútbol de robots en otra clase de sistemas, 
permitiendo concluir que estos diseños son altamente especializados a este tipo de 
entorno, dificultando su extrapolación a necesidades reales de la industria y con 
esto corriendo el riesgo de perder la oportunidad de aplicar estas investigaciones a 
un mercado más amplio. 
Al diseñar una estrategia de equipo basada en tácticas, asignación dinámica de 
roles y selección de comportamientos mediante Máquinas Jerárquicas de Estado 
Finito, se encontró que la respuesta global del equipo ha sido adecuada, ganándole 
los juegos ampliamente frente a estrategias más básicas, seleccionando todas las 
tácticas diseñadas, presentando los jugadores asignación de todos los roles posibles 
en proporciones similares, dependiendo de las condiciones del juego. Se observa-
ron distintos comportamientos colaborativos como la realización de pases entre 
jugadores, o capturas de balón; así como una adecuada respuesta de los jugadores 
en las transiciones no solo de las tácticas, sino ante cambio de roles o comporta-
mientos, ya que los jugadores presentaban comportamientos fluidos sin cambios 
abruptos como abandonar la posesión del balón sin realizar un disparo o pase, 
siempre acorde a las condiciones del juego. Es de señalar que las Máquinas de Es-
tado permiten facilidad y flexibilidad en el diseño de las estrategias, sin alta com-
plejidad en su programación y un bajo costo computacional, permitiendo si fuera 
necesario, un diseño mucho más compacto y simplificado. Esta estrategia mostró 
ser adaptable a otras ligas de fútbol de robots con más presencias de jugadores y 
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nuevas reglas, así como otro entorno multi-agente, como fue el caso de la micro-
red eléctrica. 
Para el diseño de arquitecturas jerárquicas, se encontró que Principle Solution ofre-
ce una alternativa para el diseño de estrategias de fútbol de robots centralizada, 
facilitando un diseño intuitivo acorde a las reglas y la selección de comportamien-
tos que se deseen, incluyendo comportamientos colaborativos. Principle Solution 
ofrece un modelo holístico que incluye diferentes capas tanto de software como de 
hardware que deben ser tenidas en cuenta para el diseño de la arquitectura de coor-
dinación de equipo, facilitando con esto el diseño de las diferentes reglas para la 
asignación de roles y selección de comportamientos dependiendo de las condicio-
nes del entorno. En los casos en que es requerido cambios en el código, las modifi-
caciones necesarias pueden ser reorganizadas a través de los diagramas, facilitando 
esto la identificación de las líneas de código que deben ser adaptadas. Estos cam-
bios incluyen la adaptación o adición de nuevos roles o comportamientos, inclu-
yendo comportamientos colaborativos. En el momento de partir de la arquitectura 
jerárquica basada en tácticas, roles y comportamientos, Principle Solution permitió 
una aproximación sistemática para el diseño de estrategias de coordinación en ligas 
con percepción global y control centralizado, permitiendo identificar las diferentes 
estructuras, funciones, influencias y módulos que permiten llegar a un diseño de 
estrategia detallado pero muy intuitivo. Siendo esto compatible con técnicas de 
aprendizaje de máquina que si bien no se trataron en la presente tesis, pueden servir 
para afinar el desempeño del sistema, en trabajos futuros. 
Una vía para reducir tanto en líneas de código como en complejidad la arquitectura 
propuesta, pero manteniendo las ventajas hasta ahora descritas, es mediante el di-
seño de una arquitectura basada en roles, donde se encontró que eliminando la capa 
correspondiente a la táctica, una vez es asignado el rol al jugador, este ejecuta fun-
ciones que son llamadas dependiendo el rol que le haya sido asignado y mediante 
Máquinas de Estado selecciona los comportamientos requeridos, dependiendo de 
las condiciones de juego. Esta arquitectura implica una reducción en las líneas de 
código así como en el diseño de la arquitectura de equipo, manteniendo todas las 
ventajas anteriormente descritas. También se observó que el uso de funciones de 
sincronización en Máquinas de Estado para la selección de comportamientos, faci-
lita el desempeño de los agentes en el momento de la realización de comportamien-
tos colaborativos. Sin que esto implique un aumento significativo de las líneas de 
código, o de la complejidad de la arquitectura. Estas dos aproximaciones permiten 
observar que partiendo de la arquitectura jerárquica, se pueden obtener diseños más 
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compactos con los que se obtienen resultados muy similares, o bien se pueden rea-
lizar adaptaciones en su diseño con el fin de obtener mejores resultados  
Finalmente se encontró que los modelos jerárquicos basados en tácticas, roles y 
comportamientos, seleccionados mediante Máquinas de Estado, pueden ser fácil-
mente adaptables a otro tipo de entornos de importante actualidad como son las 
micro-redes eléctricas. Sistemas multi-agente han tenido una amplia aplicación en 
sistemas eléctricos, en especial en aplicaciones de mercados energéticos o en el 
caso de aplicaciones de control, estos agentes se centran a nivel de software. Al 
existir en la micro-red el problema del control del modo de regulación del bus co-
mún, con un adecuado manejo de la carga de la batería para evitar sobrecargas o 
descargas profundas que afecten el tiempo de vida de las mismas, realizar un mo-
delo de la micro-red como un sistema multi-agente basado en hardware e inspirado 
en una arquitectura centralizada de fútbol de robots, permitió el diseño de la estra-
tegia de control basado en tácticas, roles y comportamientos de una manera intuiti-
va, fácilmente adaptable a más unidades y permitiendo una implementación senci-
lla de programar, sin grandes requerimientos a nivel de código y con la posibilidad 
de realizar comportamientos colaborativos entre los agentes, como fue el caso de 
los procesos de ecualización para la carga y descarga de las baterías. Con esta apli-
cación se muestra la posibilidad de extrapolar trabajos a nivel de arquitecturas de 
coordinación de equipo en fútbol de robots a otra clase de sistemas, para ofrecer 
soluciones a problemas reales de la industria u otros campos del conocimiento sin 
que esto implique una alta complejidad en su diseño o su implementación. 
8.2 Resultados en publicaciones 
 
Como resultado se han publicado 3 artículos en revistas indexadas, siendo 1 del 
primer cuartil y 2 del 4 cuartil. Se han publicado 3 artículos en congresos con acep-
tación por revisión. Actualmente hay un artículo más en revisión para una revista 
indexada.  
Publicaciones en revistas: 
• J. G. Guarnizo, M. Mellado, C-Y. Low, F. Blanes. Architecting 
Centralized Coordination of Soccer Robots Based on Principle Solution. 
Advanced Robotics, vol. 29, nº 15, pp. 989-1004, 2015. 
DOI: 10.1080/01691864.2015.1017534. 
o Robotics Q4 (22/25). 
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• J. G. Guarnizo, M. Mellado. Arquitectura Basada en Roles Aplicada en 
Equipos de Fútbol de Robots con Control Centralizado. Revista Iberoame-
ricana de Automática e Informática Industrial, vol. 13, nº 3, pp. 370-380, 
2016. 
DOI:  10.1016/j.riai.2016.05.005. 
o Automation & Control Systems Q4 (49/59). 
o Robotics Q4 (23/25). 
• N. L. Diaz, J. G. Guarnizo, M. Mellado, J. C. Vasquez, J. M. Guerrero. A 
Robot Soccer Coordination Inspired Control Architecture Applied to Is-
landed Microgrids. IEEE Transactions on Power Electronics, 2016.  
DOI:  10.1109/TPEL.2016.2572262. 
o Engineering, Electrical & Electronic Q1 (9/255). 
Publicaciones en conferencias: 
• J. G. Guarnizo, J. F. Blanes, M. Mellado, J. Simo, M. Muñoz. A Survey of 
Team Strategies in Robot Soccer, Focused on Standard Platform League. 
XIII Workshop on Physical Agents, Santiago de Compostela, 2012. 
• J. G. Guarnizo, M. Mellado, C-Y. Low, N. Aziz. Strategy Model for Multi-
Robot Coordination in Robotic Soccer. International Conference on 
Advanced in Mechanical Engineering, Malacca, Malasia, 2013.  
• J. G. Guarnizo, M. Mellado. Sincronización de Máquinas de Estado Para 
Comportamientos Colaborativos en Fútbol de Robots. XXXVI Jornadas de 
Automática, Bilbao, 2015. 
Posters: 
• J. G. Guarnizo, M. Mellado. Arquitecturas Para Estrategias de 
Coordinación Aplicadas al Fútbol de Robots. I Encuentro de Estudiantes 
de Doctorado, Universitat Politècnica de València, 2014. 
• J. G. Guarnizo, M. Mellado. Estrategias de fútbol de robots para ligas 
centralizadas basadas en roles. II Encuentro de Estudiantes de Doctorado, 
Universitat Politècnica de València, 2015. 
Participación en otros eventos: 
• Participación en la German Open RoboCup 2012, Magdeburg Alemania. 
Equipo Los Hidalgos de la Standard Platform League, quipo Pertenecien-
te al Instituto AI2, Universitat Politècnica de València.  
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Artículos en evaluación. Con los resultados obtenidos en la presente tesis doctoral, 
actualmente se encuentran en evaluación el siguiente artículo en revistas: 
• J. G. Guarnizo, M. Mellado. Robot Soccer Strategy Based on Hierarchical 
State Machine to Centralized Architectures. Latin America Transactions, 
IEEE. 2016. En revision de correcciones.  
o Computer Science, Information Systems Q4 (132/143). 
o Enginieering, Electrical & Electronic Q4 (218/255). 
 
8.3 Trabajos futuros 
 
A nivel de fútbol de robots, una vez estas arquitecturas están implementadas, una 
forma de incrementar su efectividad es mediante algoritmos de aprendizaje en los 
sistemas de toma de decisiones para la asignación de roles, esto con el fin de mejo-
rar este proceso de asignación, así como de utilizar algoritmos de aprendizaje en la 
ejecución de comportamientos, con el propósito de mejorar acciones como la cap-
tura del balón, disparar el balón o la realización de pases. Otra posible línea de 
trabajo futuro, es usar algoritmos de predicción tanto en la ejecución de comporta-
mientos, con el fin de tratar de predecir el lugar más adecuado para capturar el 
balón cuando no se tiene posesión del mismo, o predecir el momento más oportuno 
para la transición de estados que permita la selección de un comportamiento nuevo, 
también se puede buscar predecir los comportamientos de los oponentes. Así mis-
mo, estas estrategias se pueden mejorar mediante algoritmos de control de trayecto-
ria de los robots móviles, esto traería sin duda alguna un mejor rendimiento en los 
comportamientos de los robots, y con esto, en el resultado global en el partido. 
A nivel de arquitecturas, al ser el fútbol de robots un sistema multi-agente con pre-
sencia de oponentes, se plantea el uso de algoritmos tipo depredador-presa con 
fines de coordinación de equipo. También se propone el uso de las funciones de 
sincronización de Máquinas de Estado Finito para el diseño de estrategias de equi-
po con arquitecturas distribuidas basadas en tácticas, roles y comportamientos, que 
permitan la construcción de arquitecturas de un modo más intuitivo, permitiendo 
asignación dinámica de roles, deliberación entre jugadores minimizando conflictos, 
y facilitando el diseño de comportamientos colaborativos. 
Desde el punto de vista de las redes eléctricas, una posible exploración del uso de 
la arquitectura basada en roles permitiría una reducción en los tiempos de cómputo 
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del sistema de toma de decisiones, manteniendo el adecuado control del modo de 
operación de la micro-red. Así mismo, se puede explorar diferentes aplicaciones 
basadas en sistemas multi-agente con percepción global y control centralizado 
donde una arquitectura jerárquica basada en tácticas, comportamientos y selección 
dinámica de roles pueda ser utilizada, como por ejemplo en otras aplicaciones de la 
robótica como puede ser la navegación de robots, aplicaciones de robótica relacio-
nadas con el arte, robótica industrial, u otro tipo de aplicaciones como puede ser en 
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