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Abstract
Given any linear code C over a finite field GF(q) we show how C can be described in a transparent and
geometrical way by using the associated Bruen–Silverman code.
Then, specializing to the case of MDS codes we use our new approach to offer improvements to the main
results currently available concerning MDS extensions of linear MDS codes. We also sharply limit the
possibilities for constructing long non-linear MDS codes. Our proofs make use of the connection between
the work of Rédei [L. Rédei, Lacunary Polynomials over Finite Fields, North-Holland, Amsterdam, 1973.
Translated from the German by I. Földes. [18]] and the Rédei blocking sets that was first pointed out
over thirty years ago in [A.A. Bruen, B. Levinger, A theorem on permutations of a finite field, Canad. J.
Math. 25 (1973) 1060–1065]. The main results of this paper significantly strengthen those in [A. Blokhuis,
A.A. Bruen, J.A. Thas, Arcs in PG(n, q), MDS-codes and three fundamental problems of B. Segre—Some
extensions, Geom. Dedicata 35 (1–3) (1990) 1–11; A.A. Bruen, J.A. Thas, A.Blokhuis, On M.D.S. codes,
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(3) (1988) 441–459].
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Maximum distance separable codes (MDS codes) are at the heart of combinatorics and finite
geometries. In their book [16] MacWilliams and Sloane describe MDS codes as “one of the most
fascinating chapters in all of coding theory.” These codes can be linear or non-linear. We define
them as follows.
Definition 1.1. An (n, k, q)-MDS code C is a collection of qk n-tuples (or code words) over an
alphabet A of size q satisfying the following condition: No two words of C agree in as many as
k coordinate positions.
In the special case that A= GF(q) the finite field of order q and C is a linear vector space of
dimension k and length n, we say that C is a linear (n, k, q)-MDS code. These linear MDS codes
are fundamental in error correction. In part this is due to the fact that they are precisely the linear
codes meeting the Singleton bound (see [8]) which states that the minimum Hamming distance
d of a linear (n, k, q)-MDS code satisfies d = n − k + 1. In particular, a class of these MDS
codes, the so-called Reed–Solomon codes, are a mainstay of modern industrial applications.
Geometrically, these Reed–Solomon codes are precisely the normal rational curves. Fundamental
new algorithmic results on decoding Reed–Solomon codes are described in the work of Madhu
Sudan, the winner of the 2002 Nevanlinna Prize (see [29]). Concerning the possible applications
of error correction we should also mention the important recent results of Calderbank and Shor
[12] relating to the emerging area of quantum error correcting codes.
The following combinatorial result is shown in [17,21].
Lemma 1.2. Let C be an (n, k, q)-MDS code over the alphabet A.
(a) Fix any t coordinate positions a1 < a2 < · · · < at , t  k, and choose α1, α2, . . . , αt ∈A (not
necessarily distinct). Then there are exactly qk−t code words in C such that the entry in
position ai equals αi , 1 i  t .
(b) Fix α ∈A and fix some coordinate position j . Let C1 denote the set of all code words in C
having α in position j . Then by deleting the j ’th coordinate position from C1 we obtain an
(n− 1, k − 1, q)-MDS code.
(c) If q is even then n q + k − 1, if q is odd and k > 2 then n q + k − 2.
The existence question for codes meeting the combinatorial bound in Lemma 1.2(c) is largely
an open one. For k = 2 we have n  q + 1, with n = q + 1 if and only if there exists an affine
plane of order q . Such planes exist if q is a prime power. Whether or not this condition is nec-
essary (i.e. “the prime power conjecture”) has been one of the most important and outstanding
open questions in finite geometries for over 50 years, since the publication of the Bruck–Ryser
theorem. For k = 3, equality is also possible.
For k = 4 the only known result is that in the case of equality, 36 divides q [10] (so that q
could not be a prime power in this case). From the results of [1] it follows that for k  4, if q is
even and 36 does not divide q then n q + k − 3.
In searching for “long” MDS codes a natural approach is to begin with a fixed code C and
attempt to “lengthen” the code, while preserving the MDS property.
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is an (m, k, q)-MDS code where m > n and upon deleting some fixed set of m − n coordinate
positions from each word of C′ the code C is obtained. Equivalently, C is said to be extendable
(to the code C′). An MDS code is said to be maximal if it admits no extensions.
The following is an immediate consequence of Lemma 1.2(b).
Lemma 1.4. An (n, k, q)-MDS code C is extendable to an (n + 1, k, q)-MDS code if and only
if there exists a partition P = {C1,C2, . . . ,Cq} of C such that each Ci is an (n, k − 1, q)-MDS
code.
Definition 1.5. An n-arc K in PG(k, q) is a collection of n  k + 1 points no k + 1 of which
are incident with a common hyperplane. A dual n-arc in PG(k, q) is a collection of n  k + 1
hyperplanes no k + 1 of which are incident with a common point.
Suppose C is a linear (n, k, q)-MDS code (so A= GF(q)) and choose a generator matrix G
for C of size k × n. The MDS property of C is equivalent to the condition that every collection
of k columns of G is linearly independent (see [8]). As observed by B. Segre one can multiply
the columns of G by non-zero scalars and still preserve the MDS property. The columns of
G can therefore be regarded as points (or, by duality, as hyperplanes) belonging to an n-arc
in PG(k − 1, q). Hence any results on linear MDS codes can be translated to an equivalent
theorem on arcs. A normal rational curve in PG(k, q), 2 k  q−2 is a (q+1)-arc projectively
equivalent to the (q + 1)-arc {(1, t, . . . , tk) | t ∈ GF(q)} ∪ {(0, . . . ,0,1)}. The n-arcs which are
subsets of normal rational curves correspond to generalized Reed–Solomon (GRS) codes. Linear
(q + 1, k, q)-MDS codes are therefore easily constructed.
Denote by m(k,q) the size of the largest (dual) arc in PG(k, q). Finding the value of m(k,q)
has been the focus of much research (see [5,11,13,19,26]). The Main Conjecture for linear MDS
codes, always taking q > k, is the following:
m(k − 1, q) =
{
q + 2 if k = 3 and k = q − 1 both with q even,
q + 1 in all other cases.
The Main Conjecture has not been proved in general. It has been verified in many cases. In
their paper [11] Bruen, Thas, and Blokhuis show it to hold at least asymptotically. The existence
and possible structure of long MDS codes was a central theme in the address of J.A. Thas to the
International Congress of Mathematicians in 1998 [26]. The question of the existence of MDS
codes meeting the combinatorial bound remains largely an open one. In his engineering textbook,
[28, p. 193], Wicker describes the analogous question for arcs as “one of the more interesting
problems in projective geometry over Galois fields.”
Consider a linear (n, k, q)-MDS code C over F = GF(q) with associated generator matrix G.
A linear extension of C arises by augmenting G with an appropriate column vector. Over F there
are in total qk column vectors to check using (perhaps naively) an exhaustive search. In order
to consider general (not necessarily linear) extensions of C we let M be a qk × n array whose
rows are precisely the words of C. This is called the matrix form of C. A general extension of
C arises by augmenting M with an appropriate column vector. Over F there are a total of qqk
possible column vectors. Hence, the search for an extension of C grows exponentially when one
considers general as well as linear extensions.
1104 T.L. Alderson et al. / Journal of Combinatorial Theory, Series A 114 (2007) 1101–1117Our main result (Theorem 6.6) shows that linear MDS codes of reasonable length do not
admit non-linear extensions. In particular this gives a strengthening of results in the two papers
mentioned above. Consequently, in the search for MDS codes close to the combinatorial bound,
the approach of extending long linear codes in a non-linear fashion is fruitless. Moreover, by
results such as those of Bruen, Thas and Blokhuis [11], there are many linear MDS codes of
reasonable length that admit no linear extensions. Now we can show that these codes admit no
extensions whatsoever.
2. 2-Dimensional MDS codes, Bruck nets
A Bruck net (see [8]) N is a finite incidence structure of points and certain subsets of points
called lines satisfying the following axioms.
(a) Any two points are contained in (lie on) at most one line.
(b) Given a line  and point P off , there is a unique line through P failing to meet .
(c) There exists a triangle inN i.e. a set of three non-collinear points A,B,C such that the point
pairs AB , AC, and BC are joined in N .
Let us suppose that some line of N contains exactly q points. Then all lines of N contain
exactly q points and q is called the order ofN . From axiom (b) it follows that the lines ofN fall
into n parallel classes. Each parallel class has exactly q lines no two of which meet. Two lines
from distinct parallel classes meet in a unique point. The total number of points in N is q2 and
the total number of lines is nq . The parameter n is called the degree of N . To extend a net N is
to append one or more parallel classes of lines (thereby increasing the degree). It can be shown
that n q + 1 with equality if and only if N consists of the points and lines of an affine plane of
order q . In particular, a net of order q and degree q + 1 cannot be extended.
Lemma 2.1. A Bruck net of order q and degree n is equivalent to a (n,2, q)-MDS code.
This is shown in [8]. Briefly, each of the q2 points P ofN give a code word as follows. Label
the n parallel classes ofN as {1,2, . . . , n} where n 3. Within each parallel class, label the lines
from {1,2, . . . , q}. If the point P lies on the line αi from parallel class number i, 1 i  n, we
associate with P the code word (α1, α2, . . . , αn). Two points are joined in the net if and only if
the corresponding code words share a common entry.
Each coordinate of an (n,2, q)-MDS code corresponds to a parallel class of lines in the related
net and so we have a natural correspondence between extending the code and extending the net.
3. Linear codes, BRS codes
In the sequel we need to discuss equivalence of codes. Let C1 and C2 be codes of length n
over an alphabet A. Identify each code with a matrix, the rows of each matrix being the code
words. Then C2 is said to be equivalent to C1 if C2 can be obtained from C1 by a sequence of
operations of the following three types:
(1) A permutation of the rows of C1;
(2) A permutation of the columns of C1;
(3) A permutation of the alphabet A is applied (entry-wise) to a column of C.
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equal, so the codes are essentially identical. A code that is equivalent to a linear code is referred
to as a code of type LE, or an LE code. An LE code need not be linear. For example, if we suitably
permute the symbols in a given column of a linear code, the resulting code will not contain the
zero vector and will therefore not be linear.
Let C be any linear code of length n and dimension k over the finite field F = GF(q). As-
sociated with C is a k × n generator matrix G of rank k over F . Each vector of C is a linear
combination of the rows of G. Denote the entries of G as follows.
G =
⎡
⎢⎢⎣
a11 a12 · · · a1n
a21 a22 · · · a2n
...
...
. . .
...
ak1 ak2 · · · akn
⎤
⎥⎥⎦ .
Then a code word w of C can be written as
w =
k∑
i=1
αiRi (3.1)
where Ri denotes the ith row of G.
We want to get a better geometrical picture of C. This can be done as follows.
Associate with C a projective space Σ = PG(k, q) having homogeneous coordinates
(x1, x2, . . . , xk+1). Assume the hyperplane at infinity Σ∞ has equation xk+1 = 0. So Σ∞ has
projective dimension k − 1. Each column in G, say the ith column, gives rise to a hyperplane Πi
in Σ∞. The subspace Πi of projective dimension k − 2 is defined to be the solution set of the
following system of equations:{
xk+1 = 0,
a1ix1 + a2ix2 + · · · + akixk = 0.
Let E = Σ \Σ∞ denote the associated affine (or vector) space of dimension k. Thus E has qk
points or vectors. Each point P in E has homogeneous coordinates (α1, α2, . . . , αk,1). We wish
to associate with P a code word (λ1, λ2, . . . , λn). We have that P lies on a certain hyperplane
labeled Hi(P ) containing the subspace Πi for each i, 1  i  n. If we label the q hyperplanes
of Σ other than Σ∞ containing Πi , then P will lie on say the hyperplane labeled λi . In this way
we will end up with a code C1 consisting of qk code words (λ1, λ2, . . . , λn) of length n over F .
The code C1 will be a Bruen–Silverman (BRS) code associated with C.
Note that the construction of C1 is analogous to the construction of the MDS code associated
with a Bruck net in the previous section. The idea of a BRS type construction was first introduced
in [10]. The BRS construction was first introduced in [2].
The code C1 will depend on the labeling of Hi(P ). To fix coordinates, let us proceed in the
following way. Assume that the point U = (0,1,0, . . . ,0) is not contained in any of the subspaces
Πi , 1 i  n. It follows that in G, a2i is non-zero 1 i  n. Multiplying any column of G by a
non-zero constant yields a generator matrix for a code equivalent to C. Hence, we may assume
a2i = 1, 1  i  n. Let V denote the point (0,0, . . . ,0,1) so that V is a point of E. Then any
point of E on the line  = UV has coordinates (0, γ,0, . . . ,0,1). Let P = (α1, α2, . . . , αk,1) be
an affine point. The hyperplane Hi(P ) containing P and Πi meets  in a point (0, γi,0, . . . ,0,1)
and γi gives the ith coordinate entry of the code word (γ1, γ2, . . . , γn) in C associated with the
point P .
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a1ix1 + a2ix2 + · · · + akixk + bxk+1 = 0. (3.2)
If the hyperplane contains P = (α1, α2, . . . , αk,1) then we have
a1iα1 + a2iα2 + · · · + akiαk + b = 0
which gives
b = −(a1iα1 + a2iα2 + · · · + akiαk). (3.3)
The hyperplane given by (3.2) meets the line  in the point (0, γi,0, . . . ,0,1) so that γia2i +
b = 0. Since we have a2i = 1 we get
γi = −b = a1iα1 + a2iα2 + · · · + akiαk.
But then the code word of C1 associated with P is precisely the code word of C in (3.1) associ-
ated with the coefficients α1, α2, . . . , αk . We have shown the following.
Theorem 3.1. The code C1 is identical to the original code C. In particular C1 is linear.
To summarize, we now have a completely new way of looking at the original code C, as
follows. We can identify a code word w in C with the set of coefficients α1, α2, . . . , αk as in
formula (3.1). Alternatively, the code word can be thought of as a point P = (α1, α2, . . . , αk,1)
in an affine space. To find the ith coordinate of w, given P , we calculate the label of the unique
hyperplane Hi of Σ (the underlying projective space) containing Πi and P (using ) as above.
Here Πi is a subspace of Σ of codimension 2 corresponding to the ith column of G, the generator
matrix of C.
The power of this new approach will be demonstrated in Section 5. From this picture it is clear
that the set of code words with a given symbol in the ith coordinate position corresponds to the
points of E contained in a certain hyperplane Hi of Σ . The code words with given symbols in
two fixed positions i and j correspond to the intersection Hi ∩ Hj of two hyperplanes, and so
on. Hence, two code words w1 and w2 corresponding to the affine points P and Q will have t
common entries if and only if the line PQ intersects Σ∞ in a point belonging to t of the Πi ’s.
In what follows we will need the following concept.
Definition 3.2. Let K be a dual arc in Π = PG(k, q), k  2 and let Σ = PG(k + 1, q). A point
set S in Σ −Π is called a transversal set of K if every line of Σ on a k-fold point of K intersects
S in at most one point. Here, a k-fold point of K is a point incident with precisely k members
of K.
In the special case that the columns of G correspond to a dual arc we see that a transversal set
corresponds to a collection of code words, no two of which agree in as many as k coordinates.
4. Primitive sets, slope sets, directions
Let π be any projective plane of order q say and let  be a line of π . Let S be a set of points
of π not on , so S ⊂ π \ {}. The Rédei set of S with respect to , denoted by R(S), is defined
to be the set of all points of the form PQ ∩ , where P and Q are distinct points of S and PQ
denotes the line joining them.
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Then A is said to be primitive if whenever R(S) ⊂ A, the set S must be contained in a line of π .
Theorem 4.2. Let π be a projective plane of order q (not necessarily a prime power) with a
distinguished line l∞. Let A be a subset of l∞ and S a set of q points of π \ {l∞} with the
following property. The line joining any two points of S intersects l∞ within A i.e. R(S) ⊂ A. If
|A| < √q + 1, then S is a subset of a line of π .
Proof. See: [6], [7] and [9]. The result is also implicit in earlier work of R.H. Bruck and T.G.
Ostrom. 
Corollary 4.3. Let π be a projective plane of order q with a distinguished line l∞. Let A be a
subset of l∞. If |A| < √q + 1, then A is primitive.
Theorem 4.4. Let π = PG(2,p), p a prime with a distinguished line  at infinity. Let S be a set
of p affine points and let A ⊂  with R(S) ⊂ A. Then if |A| < (p + 3)/2, S is a subset of a line
of π .
Proof. See: [15]. 
Definition 4.5. For q a prime power we denote by P(q) the size of the smallest non-primitive
set of (collinear) points in PG(2, q).
Theorem 4.6. Let π = PG(2, q) with a distinguished line l∞. Let q = ph, p a prime and let
t < h be maximal such that t divides h. Let S be a set of q affine points and let A ⊂  with
R(S) ⊂ A. Then if |A| <pt−h + 1, S is a subset of a line of π .
Proof. See: [4], [3]. 
From Theorems 4.4 and 4.6 we get the following.
Corollary 4.7. Let π = PG(2, q) where q = ph, p prime, and let t < h be maximal such that t
divides h. Let A be a set of points on a line . If |A| < 	 where
	 =
{ 1
2 (q + 3), h = 1,
ph−t + 1, otherwise (4.1)
then A is primitive. In particular we have
P(q)
{ 1
2 (q + 3), h = 1,
ph−t + 1, otherwise.
Let π = PG(2, q) with a distinguished line  and let S be a set of q points in π \ {}. If
the points of S do not determine all directions (i.e. if R(S)  ) then S may be regarded as a
function on GF(q). (Briefly, let L be the set of all lines incident with at least two points of S.
By assumption there exists a point Q ∈  not incident with any line of L. Assign homogeneous
coordinates (x1, x2, x3) in such a way that  is given by x3 = 0 and Q = (0,1,0). Then S =
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be regarded as such a set S. Associated with a function f is the corresponding Rédei setR where
R=
{
f (ai)− f (aj )
ai − aj
∣∣∣ i 	= j
}
. (4.2)
Thus, according to the Definition 4.1 we have the following lemma.
Lemma 4.8. Let π = PG(2, q) with a distinguished line l∞. Let A be a subset of l∞. If the only
functions for which A contains the associated Rédei set are linear functions, then A is primitive.
Remark 4.9. We can also think of R as the slope set (including infinity) or the set of directions
associated with f .
Using Theorems 4.4 and 4.6 we get the following.
Corollary 4.10. Let π = PG(2, q) with a distinguished line l∞. Suppose q = ph, p prime, and
let t < h be maximal such that t divides h. Let A be a subset of l∞ contain the Rédei set of the
function f . If |A| < 	 where
	 =
{ 1
2 (q + 3), h = 1,
ph−t + 1, otherwise, (4.3)
then f is a linear function.
There is voluminous literature discussing Rédei sets beginning with [9]. We mention also [4],
[3], and [23]. The case where the set is a group is discussed in [9].
Theorem 4.11. Let  be a line in π = PG(2, q) containing the primitive set A. Embed π in
Σ = PG(3, q). Then A is primitive in each plane of Σ containing .
Proof. Let π ′ be a plane of Σ containing . Suppose by way of contradiction that S ⊆ π ′ \ {}
is a set of q points such that the line through any two points of S intersects  in A and that S
is not a subset of a line. Select any point P in Σ \ {π ∪ π ′}. Let φ be the projection through
P mapping π ′ to π . Then φ is a collineation fixing . Hence φ(S) is not a subset of a line, yet
any line on two points of φ(S) intersects  within A. This contradicts the assumption that A is
primitive in π . 
We generalize the property of being primitive to higher dimensions as follows. Let Σ =
PG(k, q) let Π be a hyperplane of Σ and let E = Σ \ Π be the associated affine space. Let
S be a set of points of E. The Rédei set of S with respect to Π , denoted by RΠ(S), is defined to
be the set of all points of the form PQ∩Π , where P,Q ∈ E.
Definition 4.12. Let Σ , Π and S be as above with |S| = qk−1 and let A be a subset of the points
of Π . Then A is said to be primitive if whenever RΠ(S) ⊂ A, the set S must be contained in a
hyperplane of Σ .
The proof of the following is entirely similar to that of Theorem 4.11.
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in Σ = PG(k + 1, q). Then A is primitive in every hyperplane of Σ containing Π .
5. Linear three-dimensional MDS codes
Let C be a linear (n,3, q)-MDS code. The associated generator matrix G is of rank 3 over
F = GF(q). Again, let Σ = PG(3, q) be the underlying projective space of projective dimension
3 as described in Section 3. The n columns of G give rise to a dual arc K in the plane at infinity,
denoted here by Π . Thus K= {1, 2, . . . , n} is a set of n lines of Π with no three collinear. We
want to examine the extensions of C to an MDS code.
A point of Π lying on exactly two lines of K is called a secant point. If the point lies on
exactly one line of K then it is called a tangent point. We note that each line of K contains
exactly n− 1 secant points and q + 1 − (n− 1) = q − n+ 2 tangent points.
Definition 5.1. LetK be a dual arc in the projective plane π . Let  be a line ofK and let A denote
the set of tangent points of K on . Then  is said to be primitive with respect to K (or, simply
primitive) if A is a primitive set (in π ).
If K is a dual arc and x is a line not in K such that K ∪ {x} is a dual arc then x is said to
extend K, and x is an extending line of K.
Lemma 5.2. Let K be a dual n-arc in a projective plane of order q . If n > q − P(q) + 2 then
every line of K is primitive.
Proof. Simply observe that each line of K is incident with precisely q − n + 2 < P(q) tangent
points. 
Recall (Definition 3.2), that a set S in Σ − Π is called a transversal set with respect to K if
every line of Σ on a secant point of K intersects S in at most one point.
Theorem 5.3. Let K be a dual n-arc in π = PG(2, q) with π ⊂ Σ = PG(3, q). Let E = Σ − π
be the associated affine space. Suppose S is a transversal set of K with |S| = q2. Assume there
exist two primitive lines in K. Then S is a hyperplane of E. Moreover, if H is the hyperplane of
Σ containing S, then H ∩ π is an extending line of K.
Proof. Let  and ′ be primitive with respect to K. Let {π1,π2, . . . , πq} be the pencil of planes
other than π containing . Now |S| = q2. Let T = S ∩ π1. We claim |T | = q . This follows since
any of the q lines of π1 other than  on a secant point of K can meet T in at most one point.
Thus, π1 and indeed any of the planes πi meet S in at most, and hence in exactly, q points. By
the primitivity of , πi ∩ S must be an affine line i in πi , 1 i  q . Let m1,m2, . . . ,mq be the
corresponding projective lines, so that mi = i ∪ Pi and mi ∩  = Pi , 1 i  q , with Pi on .
(a) No two of the lines in {m1,m2, . . . ,mq} are skew. For suppose m1 and m2 are skew. Then
through every point Q of π off , such as a secant point, there is a line meeting 1 and 2.
This contradicts the fact that S is a transversal set. We conclude that the lines m1,m2, . . . ,mq
pass through a fixed point P .
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through ′. As above ψ meets S in a line (through say P ′ ∈ ′). Thus ψ meets each of
1, 2, . . . , q in collinear points Q1,Q2, . . . ,Qq . Therefore, the lines 1, 2, . . . , q all lie
in the plane γ containing P above and Q1,Q2, . . . ,Qq . Thus, the points of S are the points
of γ in E. Moreover, since S is a transversal set, γ meets π in an extending line of K. 
Remark 5.4. Associated with , ′ are points P , P ′ as above. We note that P 	= P ′ since  ∩ ′
is a 2-fold point of K and S is a transversal set of K. Also, ′ is not on P .
Corollary 5.5. Let K be a dual n-arc in π = PG(2, q), let Σ = PG(3, q) and E = Σ − π be
the associated affine space. Let S be a transversal set of K with |S| = q2. Assume that n >
q + 2 −P(q). Then S is a hyperplane of E. Moreover, if H is the hyperplane of Σ containing S,
then H ∩ π is an extending line of K.
Proof. This follows immediately from Lemma 5.2 and Theorem 5.3. 
Theorem 5.6. Let C be a linear (n,3, q)-MDS code. Let K be a dual n-arc giving rise to C
(as a BRS code). If K contains two primitive lines then any arbitrary (n + 1,3, q)-MDS code
extending C must be LE.
Proof. As a BRS code, let C be constructed within Σ = PG(3, q). Here π is the hyperplane (i.e.
plane) at infinity containing the dual n-arc K, and E = Σ − π .
Let C′ be an (n + 1,3, q)-MDS code extending C. Then C′ arises via a partition P = C1,
C2, . . . ,Cq of C where each Ci is an (n,2, q)-MDS code (Lemma 1.4). The partition P corre-
sponds to a partition P ′ = {S1, S2, . . . , Sq} of E. Each Si is a set of q2 code words satisfying all
conditions of S in Theorem 5.3. As such each Si is a set of q2 points lying in a plane πi of Σ ,
1 i  q . Let πi ∩ π = i . As in the proof of Theorem 5.3, each i is an extending line of K.
Now any two planes πi , πj of Σ meet in a line. Also, πi ∩ E = Si and πj ∩ E = Sj are
disjoint if i 	= j , 1 i, j  q . It follows that 1 = 2 = · · · = q = x and x is an extending line
of K. Moreover (by re-labeling the (n + 1)th coordinate of C′ if necessary), C′ is equivalent to
the linear (n+ 1,3, q)-BRS code associated with the dual arc K ∪ {x}. 
With Lemma 5.2 and Theorem 5.6 we get the following.
Theorem 5.7. Let C be a linear (n,3, q)-MDS code. If n > q + 2 − P(q) then any arbitrary
(n+ 1,3, q)-MDS code C′ extending C must be LE.
Corollary 5.8. Let C be a linear (n,3, q)-MDS code. Suppose q = ph, p prime, and let t < h be
maximal such that t divides h. If n > β , where
β =
{ 1
2 (q + 1), if q is prime,
q − ph−t + 1, otherwise,
then any arbitrary (n+ 1,3, q)-MDS code C′ extending C must be LE.
Let us discuss an easy application of this result. The following appears in [14] as Theo-
rem 9.30.
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alently, for such q there exist linear ( 12 (q + 5),3, q)-MDS codes admitting no linear extensions.
We can now state a stronger result for certain q by appealing to Corollary 5.8.
Lemma 5.10. If p ≡ 3 (mod 4) is prime then maximal (p+52 ,3,p)-MDS codes exist.
6. Higher dimensions
A dual n-arc K in PG(k, q) is a collection {Π = Π1,Π2, . . . ,Πn}, n k + 1, of hyperplanes
such that no k+ 1 lie on a point, no k lie on a line, . . . , no 3 lie on a (k− 2)-flat, and no 2 lie on a
(k − 1)-flat. Consequently, if we let Λi = Π ∩Πi , 1 < i  n then K′ = {Λ1,Λ2, . . . ,Λn−1} is a
dual (n−1)-arc in Π . In this sense we say the remaining members ofK cut out a dual (n−1)-arc
in Π .
Definition 6.1. Let K be a dual arc in Π = PG(k, q), k  2. Let Λ be a member of K and let B
denote the set of k-fold points of K. Then Λ is said to be primitive with respect to K (or, simply
primitive) if the point set A = Λ \B is a primitive set.
Theorem 6.2. Let K be a dual n-arc in Π = PG(k, q), k  2. Let Σ = PG(k + 1, q) and let S
be a transversal set of K with |S| = qk . If K contains two primitive members then S is a subset
of a hyperplane H of Σ . Moreover, H ∩Π extends K.
Proof. Let Λ be a primitive member of K. Let {Π1,Π2, . . . ,Πq} be the pencil of hyperplanes
of Σ other than Π containing Λ. As in the proof of Theorem 5.3 Π1, and indeed any of the
hyperplanes Πi meet S in exactly qk−1 points and (by the primitivity of Λ) Πi ∩ S is an affine
(k − 1)-flat Li in Πi , 1 i  q . LetM1,M2, . . . ,Mq be the corresponding projective (k − 1)-
spaces so thatMi ∩Λ = λi andMi = Li ∪ λi , 1 i  q .
We claim the λi ’s coincide. Indeed, suppose the point P is in {λ1} \ {λ2} and consider a line
 inM1 where ∩Π = P . In particular,  andM2 are disjoint. Through each point Q in Π off
Λ there is a unique line meeting both  andM2 (necessarily in points of S). But then, since S is
a transversal set, Q cannot be a k-fold point of K. Thus, the (k − 1)-spaces M1,M2, . . . ,Mq
form a pencil on, say, λ, where λ = λ1 = · · · = λq .
We claim the (k − 1)-spaces M1,M2, . . . ,Mq lie in a hyperplane of Σ . Briefly, suppose
M1,M2, andM3 are not contained in a common hyperplane. Let Π12 be the unique hyperplane
of Σ containing M1 and M2. Let Λ′ 	= Λ be a primitive member of K. Choose a hyperplane
Π ′ other than Π on Λ′. Denote by τi the (k − 2)-flat Mi ∩ Π ′, 1 i  3. By assumption τ3 is
not contained in Π12. By primitivity there is a (k − 1)-flat H1 in Π ′ containing τ1, τ2, and τ3.
Let H2 = Π ′ ∩ Π12. As τ1 and τ2 are (disjoint) (k − 2)-flats, at most one (k − 1)-flat contains
both. But then it follows that H1 = H2 so τ3 is contained in Π12. The second conclusion of the
theorem is clear. 
Theorem 6.3. Let K be a dual n-arc in Π = PG(k, q), k  2. If n > q − P(q) + k then every
member of K is primitive.
Proof. Our proof is inductive on k. The case k = 2 is given by Lemma 5.2. Assume the result to
hold in PG(k−1, q). LetK be a dual n-arc in Π = PG(k, q), k > 2 with n > q−P(q)+k. Let B
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of qk−1 points of Π − λ such that any line on a point of B intersects S in at most one point (i.e.
Rλ(S) ⊂ A). The remaining members of K cut out a dual (n − 1)-arc K′ in λ = PG(k − 1, q)
so that in particular S is a transversal set of K′. By the induction hypothesis, every member of
K′ is primitive. It follows (Theorem 6.2) that S is contained in a hyperplane of Π whence Λ is
primitive. 
The proof of the following is entirely similar to that of Theorem 5.6.
Theorem 6.4. Let C be a linear (n, k, q)-MDS code, k  3. Let K be a dual n-arc giving rise
to C (as a BRS code). If K contains two primitive members then any arbitrary (n+1, k, q)-MDS
code extending C must be LE.
The last two theorems give the following.
Theorem 6.5. Let C be a linear (n, k, q)-MDS code. If n > q − P(q) + k then any arbitrary
(n+ 1, k, q)-MDS code C′ extending C must be LE.
Corollary 6.6. Let C be a linear (n, k, q)-MDS code. Suppose q = ph, p prime, and let t < h be
maximal such that t divides h. If n > β , where
β =
{ 1
2 (q − 3)+ k, if q is prime, and
q − ph−t + k − 1, otherwise,
then any arbitrary (n+ 1, k, q)-MDS code C′ extending C must be LE.
7. Some applications and further results
We summarize some existing results and our corresponding improvements.
7.1. Applications for q even
Theorem 7.1. Let K be an n-arc in PG(2, q), n > q+22 with q even. Then K is contained in a
unique maximal arc.
Proof. See: [22]. 
The following theorem is found in [5] with a proof using results of algebraic geometry. For
an inductive proof see [27].
Theorem 7.2. Let K be an n-arc in PG(k, q), k  2 with q even. If n > q2 + k − 1. Then K is
contained in a unique maximal arc.
The above theorem together with Corollary 6.6 gives the following result.
Theorem 7.3. Let C be a linear (n, k + 1, q)-MDS code over GF(q), q = 2h. Let t < h be
maximal such that t divides h and suppose n > q −2h−t + k−1. Let S be the collection of codes
consisting of C and all extensions of C. Then
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(ii) there is (up to equivalence) a unique maximal code in S.
We now proceed to another application strengthening Theorem 7.4 below.
Theorem 7.4. Let K be an n-arc in PG(2, q) with n > q − √q + 1. Then K can be extended to
a (q + 2)-arc (a hyperoval) K′ uniquely determined by K.
Equivalently, let C be a linear (n,3, q)-MDS code over GF(q) with n > q − √q + 1. Let
S be the collection of codes consisting of C and all linear extensions of C. Then S contains a
(q + 2,3, q)-MDS code C′ and (up to equivalence) C′ is the only maximal code in S.
Proof. See: [20]. 
Corollary 6.6 can be used to strengthen Theorem 7.4 as follows.
Theorem 7.5. Let C be a linear (n,3, q)-MDS code, n > q − √q + 1 with q even. Then (up to
equivalence) there is exactly one maximal extension C′ of C. Moreover, C′ is an LE (q+2,3, q)-
MDS code.
Next we improve Theorem 7.6 below.
Theorem 7.6. Let K be a (q + 1)-arc in PG(k, q), q even, with either
(a) k = 3,4; or
(b) k  5 and q  (k − 2)3.
Then K is complete.
Equivalently, let C be a linear (n, k+ 1, q)-MDS code satisfying (a) or (b). Then C cannot be
extended to a linear (q + 2, k + 1, q)-MDS code.
Proof. For (a) see [13] and for (b) see [11]. 
Corollary 6.6 strengthens the above to the following:
Theorem 7.7. Let C be a linear (q + 1, k + 1, q)-MDS code with either
(a) k = 3,4; or
(b) k  5 and q  (k − 2)3.
Then C is maximal.
Theorem 7.8. Let K be an n-arc in PG(k, q), k  4 and n  q − 3√q + k. Then K lies in a
normal rational curve uniquely determined by K.
Equivalently, let C be a linear (n, k + 1, q)-MDS code over GF(q) with k  4 and n q −
3√q + k. Let S be the collection of codes consisting of C and all linear extensions of C. Then
up to equivalence there is an unique maximal code C′ in S. Moreover, C′ is (equivalent to) a
GRS-code.
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Using Corollary 6.6 we have the following improvement to Theorem 7.8.
Theorem 7.9. Let C be a linear (n, k + 1, q)-MDS code over GF(q) with k  4 and n  q −
3√q + k. Then up to equivalence there is an unique maximal extension C′ of C. Moreover, C′ is
(equivalent to) a GRS-code.
7.2. Applications for q odd
Theorem 7.10. LetK be an n-arc in PG(2, q) with n > 23 (q +2) and q odd. ThenK is contained
in a unique maximal arc.
Proof. See: [22]. 
The following can be found in [5].
Theorem 7.11. Let K be an n-arc in PG(k, q), k  2 with q odd. If n > 23 (q − 1)+ k. Then K is
contained in a unique maximal arc.
Equivalently, let C be a linear (n, k + 1, q)-MDS code over GF(q) with n > 23 (q − 1) + k
and let S be the collection of codes consisting of C and all linear extensions of C. Then (up to
equivalence) there is a unique maximal code in S.
Corollary 6.6 strengthens the above to the following in the case that q is prime.
Theorem 7.12. For q an odd prime, let C be a linear (n, k + 1, q)-MDS code over GF(q) with
n > 23 (q − 1)+ k. Let S be the collection of codes consisting of C and all extensions of C, then,
(i) all members of S are LE;
(ii) there is (up to equivalence) a unique maximal code in S.
If q odd is not prime then q  9, so n integral gives
n > q − √q + k − 1 ⇒ n > 2
3
(q − 1)+ k.
Hence, Theorem 7.11 and Corollary 6.6 give the following.
Theorem 7.13. For q odd not a prime, let C be a linear (n, k+ 1, q)-MDS code over GF(q). Let
S be the set of codes consisting of C and all extensions of C. If n > q − √q + k − 1, then,
(i) all members of S are LE;
(ii) there is (up to equivalence) a unique maximal code in S.
The previous result can be considerably improved in most cases by observing that if q = ph
and t < h with pt > 3 then
n > q − ph−t + k − 1 ⇒ n > 2
3
(q − 1)+ k.
Hence, Theorem 7.11 and Corollary 6.6 give the following.
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Let t < h be maximal such that t divides h. Let S be the set of codes consisting of C and all
extensions of C. If pt > 3 and n > q − ph−t + k − 1, then,
(i) all members of S are LE;
(ii) there is (up to equivalence) a unique maximal code in S.
We now want to improve Theorem 7.15 below.
Theorem 7.15. Let K be a dual (q + 1)-arc in PG(k, q), q odd, with either
(a) k = 2,3, or 4; or
(b) q > (4k − 23/4)2.
Then K is complete.
Equivalently, let C be a linear (q + 1, k + 1, q)-MDS code satisfying (a) or (b) above, then C
cannot be extended to a linear (q + 2, k, q)-MDS code.
Proof. For (a) see [19] and for (b) see [24,25]. 
Corollary 6.6, combined with Theorem 7.15 now gives the following improvement of Theo-
rem 7.15.
Theorem 7.16. Let C be a linear (q + 1, k + 1, q)-MDS code, q odd, with
(a) k = 2,3, or 4; or
(b) q > (4k − 23/4)2.
Then C is maximal.
Theorem 7.17. Let K be a n-arc in PG(k, q), q odd, with n > q − 14
√
q + k − 74 and either
(a) k = 2,3; or
(b) q > (4k − 234 )2.
Then K is contained in an unique (necessarily maximal) (q + 1)-arc K′. Moreover, K′ is the
point set of a normal rational curve.
Equivalently, let C be a linear (n, k+1, q)-MDS code over GF(q) with n > q − 14
√
q +k− 74
and either
(a) k = 2,3; or
(b) q > (4k − 234 )2.
Let S be the collection of codes consisting of C and all linear extensions of C. Then S contains
an unique maximal code C′, moreover, C′ is (equivalent to) a GRS-code.
1116 T.L. Alderson et al. / Journal of Combinatorial Theory, Series A 114 (2007) 1101–1117Proof. If k = 2 or 3 then every q + 1 arc is the point set of a normal rational curve [19,20].
For any k, if q > (4k − 234 )2 then every q + 1 arc is the point set of a normal rational curve
[24,25]. For any k, if n > q − 14
√
q + k − 74 then K is contained in an unique normal rational
curve [24,25]. 
Corollary 6.6 strengthens Theorem 7.17 as follows.
Theorem 7.18. Let C be a linear (n, k + 1, q)-MDS code over GF(q) with q odd, n > q −
1
4
√
q + k − 74 , and either
(a) k = 2,3; or
(b) q > (4k − 234 )2.
Then (up to equivalence) there is an unique maximal code C′ extending C. Moreover, C′ is
(equivalent to) a GRS-code.
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