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Résumé
On s'intéresse à la probabilité d'extintion d'une population modélisée par
un proessus linéaire de naissane et de mort ave plusieurs types dans
un environnement périodique, dans la limite d'une période très grande
par rapport aux autres éhelles de temps. Cette probabilité dépend de la
saison et peut présenter un saut brusque en lien ave un  anard  dans
un système dynamique lent-rapide. On détermine préisément le point de
disontinuité dans un exemple ave deux types d'individus provenant d'un
modèle de transmission d'une maladie à veteurs.
Mots lés : extintion, population, saisonnalité, maladie à veteurs
1 Introdution
L'estimation de la probabilité d'extintion d'une population est une ques-
tion qui intervient notamment en biologie de la onservation et en épidémiologie.
Dans e deuxième as, par population il faut entendre population infetée. Un
modèle mathématique lassique pour étudier e genre de problème est elui des
proessus linéaires de naissane et de mort ave un ou plusieurs types d'individus
[1℄. Il faut néanmoins tenir ompte dans de nombreuses situations de la saison-
nalité de l'environnement, e qui onduit à l'étude de es proessus lorsque les
oeients de naissane et de mort sont des fontions périodiques du temps [2℄.
Certaines populations ou ertaines épidémies ont des oeients dont l'éhelle
de temps est relativement ourte par rapport à la saisonnalité annuelle ; on est
don amené à onsidérer la limite où la période des oeients est très grande.
Lorsque les paramètres vitaux sont sous-ritiques pendant une partie de la pé-
riode (disons la saison défavorable), la probabilité d'extintion omme fontion
de la saison de démarrage du proessus tend vers une limite disontinue [3℄. Le
point de disontinuité se trouve avant le début de la saison défavorable. Il a pu
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être déterminé préisément lorsqu'il n'y a qu'un seul type d'individu mais pas
dans le as où il y a plusieurs types d'individus.
Dans [4℄, on avait poursuivi ette étude essentiellement dans le as d'un seul
type d'individus, en remarquant notamment que la disontinuité de la probabi-
lité d'extintion était liée à la présene dans un système dynamique lent-rapide
d'un  anard , 'est-à-dire (voir par exemple [5, hapitre 5℄) d'une trajetoire
qui longe un ar attratif pendant un ertain temps avant de longer un ar répul-
sif. On se propose i-dessous d'étudier un exemple ave deux types d'individus
inspiré d'un modèle de transmission d'une maladie à veteurs. On détermine
préisément le point de disontinuité de la probabilité d'extintion, e qui était
resté non résolu dans [3, 4℄.
2 Le modèle
On onsidère un proessus linéaire de naissane et de mort ave k types (k ≥
1) dans un environnement périodique. Soit T > 0 la période de l'environnement.
On se donne deux fontions matriielles A(t) = (Ai,j(t)) et B(t) = (Bi,j(t)) de
taille k et de période T ave les hypothèses suivantes :
 pour tout i et tout j, Ai,j(t) ≥ 0 représente le taux auquel les individus
de type j engendrent de nouveaux individus de type i ;
 pour tout i 6= j, Bi,j(t) ≤ 0 et −Bi,j(t) est le taux auquel les individus de
type j se transforment en individus de type i ;
 pour tout j, Bj,j(t) ≥ 0 représente le taux auquel les individus de type j
hangent de type ou meurent, et
∑
iBi,j(t) ≥ 0 ;
 si U(t) est la résolvante du système dU/dt = −B(t)U(t) ave la ondition
initiale U(0) = I, où I est la matrie identité, alors le rayon spetral de la
matrie U(T ), 'est-à-dire le multipliateur de Floquet dominant, vérie
ρ(U(T )) < 1 ;
 la matrie C(t) = A(t)−B(t) = (Ci,j(t)) est irrédutible pour tout t.
Supposons qu'au temps initial t0 il y ait ni ≥ 0 individus de type i (les ni
sont des entiers) pour tout 1 ≤ i ≤ k ave
∑
i ni ≥ 1. On peut supposer que
0 ≤ t0 < T . On a vu dans [2℄ que la probabilité p(t0, t1) que la population soit
éteinte au temps t1 > t0, 'est-à-dire qu'il ne reste auun individu des diérents
types, est donnée par
p(t0, t1) = [z1(t1 − t0)]
n1 · · · [zk(t1 − t0)]
nk ,
où z(t) = (zi(t))1≤i≤k est la solution du système diérentiel
dzi
dt
(t) =
∑
j
[1− zj(t)][Bj,i(t1 − t)−Aj,i(t1 − t)zi(t)]
sur l'intervalle 0 < t < t1 − t0 ave la ondition initiale zi(0) = 0 pour tout i.
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L'espérane Ei(t) du nombre d'individus de type i au temps t vérie
dEi
dt
=
∑
j
Ci,j(t)Ej(t)
et Ei(t0) = ni pour tout i. Notons V (t) la résolvante du système dV/dt =
C(t)V (t) ave la ondition initiale V (0) = I. Soit F = ρ(V (T )) le multipliateur
de Floquet dominant. Lorsque F ≤ 1, la probabilité d'extintion p(t0, t1) tend
vers 1 quand t1 → +∞. Lorsque F > 1, ette probabilité tend au ontraire
vers une limite stritement inférieure à 1, mais qui dépend de t0 de manière
périodique [2℄.
Supposons qu'il existe deux fontions matriielles a(s) et b(s) périodiques de
période 1, indépendantes de T , telles que A(t) = a(s) et B(t) = b(s), où s = t/T .
Supposons que s0 = t0/T soit xé. De même, supposons que t1 = t0 +mT , où
m ≥ 1 est un entier xé. Notre objetif est d'étudier, pour 1 ≤ i ≤ k, la limite
qi(s0) = lim
T→+∞
zi(t1 − t0)
en fontion de s0, ave 0 ≤ s0 < 1. Notons que qi(s0) est aussi la limite quand
T → +∞ de p(t0, t1), la probabilité d'extintion après m périodes lorsqu'on
part d'un seul individu de type i à la saison s0 = t0/T .
Posons ε = 1/T , c(s) = a(s)− b(s) et x(s) = z(t). Alors
ε
dxi
ds
(s) =
∑
j
[1− xj(s)]
[
bj,i(s0 +m− s)− aj,i(s0 +m− s)xi(s)
]
(1)
sur l'intervalle 0 < s < m ave xi(0) = 0 pour tout i. De plus, z(t1−t0) = x(m).
Rappelons au passage que 0 ≤ xi(s) ≤ 1 pour tout i et tout 0 ≤ s ≤ m [2℄.
Lorsque T → +∞, autrement dit lorsque ε→ 0, le système (1) peut s'érire
omme un système autonome lent-rapide ave k variables rapides xi(s) (1 ≤ i ≤
k) et une variable lente xk+1(s) = s telle que dxk+1/ds = 1.
La matrie jaobienne du membre de droite du système (1) en la solution
stationnaire triviale xi = 1 pour tout i est c˜(s0+m−s), où c˜(·) désigne la matrie
transposée de la matrie c(·). D'après un orollaire du théorème de Perron et
Frobenius pour les matries irrédutibles dont les oeients en dehors de la
diagonale sont tous positifs ou nuls [6, remarque 6.2.13℄, les matries c(s) et c˜(s)
ont une valeur propre réelle dominante ommune Λ(s), stritement supérieure
à la partie réelle de toutes les autres valeurs propres.
3 Un exemple
Prenons
a(s) =
(
0 α(s)
γ 0
)
, b(s) =
(
β 0
0 δ
)
,
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ave α(s) > 0, β > 0, γ > 0 et δ > 0 ; la fontion α(s) est périodique de
période 1 et ontinue. Ce modèle stohastique s'inspire du modèle déterministe
linéarisé pour une maladie à veteurs de [7, Setion 4.1℄ :
dW
dt
=
(
−β α(t/T )
γ −δ
)
W = c(t/T )W. (2)
Les veteurs infetés sont le type 1, les personnes infetées le type 2. Le para-
mètre α(s) est le taux auquel les personnes infetées transmettent leur infetion
à des veteurs lorsqu'elles sont piquées ; e taux est périodique ar la popula-
tion de veteurs suseptibles l'est aussi. Le paramètre β est le taux auquel les
veteurs meurent. Le paramètre γ est le taux auquel les veteurs piquent. Le
paramètre δ est le taux auquel les personnes infetées guérissent. Le système (1)
s'érit alors
ε
dx1
ds
(s) = β [1− x1(s)]− γ x1(s)[1 − x2(s)], (3)
ε
dx2
ds
(s) = δ [1− x2(s)]− α(s0 +m− s) [1− x1(s)]x2(s). (4)
Notons que les membres de droite s'annulent dans deux as : ou bien x1(s) = 1
et x2(s) = 1, ou bien
x1(s) = x
∗
1(s) =
1 + δα(s0+m−s)
1 + γβ
et x2(s) = x
∗
2(s) =
1 + βγ
1 + α(s0+m−s)δ
. (5)
Les deux valeurs propres de la matrie c(s) sont réelles :
λ±(s) =
−(β + δ)±
√
(β + δ)2 + 4[α(s)γ − βδ]
2
. (6)
La valeur propre dominante est Λ(s) = λ+(s). Notons que λ−(s) < 0 pour
tout s.
Supposons qu'il existe une saison défavorable à la transmission de l'épidémie,
'est-à-dire qu'il existe s1 et s2 ave 0 < s1 < s2 < 1 tels que
α(s) γ
β δ
< 1 autrement dit Λ(s) < 0 si s ∈]s1, s2[, (7)
α(s) γ
β δ
> 1 autrement dit Λ(s) > 0 si s ∈]0, s1[∪]s2, 1[. (8)
Supposons de plus que ∫ 1
0
Λ(s) ds > 0. (9)
Comme exemple, prenons α(s) = α¯(1 + κ cos(2pis)) ave α¯ > 0, |κ| < 1 et
α¯(1− κ) γ
β δ
< 1 <
α¯(1 + κ) γ
β δ
.
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Cette dernière ondition assure qu'il y a bien une saison défavorable. Plus spé-
iquement, hoisissons α¯ = 3, κ = 0,75, β = 2, γ = 1 et δ = 1. Ces valeurs
ne sont pas très réalistes mais elles mettent bien en évidene le phénomène.
On a alors s1 ≃ 0,323 et s2 ≃ 0,677. On peut vérier numériquement que la
ondition (9) est vériée. Prenons par ailleurs T = 1000, m = 3 et s0 = 0,25.
La gure 1 représente la solution du système (3)-(4) ave la ondition initiale
x1(0) = x2(0) = 0. D'un point de vue numérique, on a utilisé le logiiel Silab
et résolu le système vérié par log(1− x1(s)) et log(1− x2(s)) avant de revenir
aux variables initiales. On a également traé la fontion onstante égale à 1 et
les ourbes (5). Notons les hoses suivantes :
 au voisinage de s = 0, les ourbes sont presque vertiales (non visible sur
les gures) ;
 les solutions x1(s) et x2(s) tendent vers un régime périodique ;
 dans e régime, x1(s) et x2(s) sont très prohes de 1 non seulement pour
les valeurs de s telles que Λ(s0 +m − s) < 0, notamment pour s ∈]s0 +
1 − s2, s0 + 1 − s1[, mais aussi pour s ∈]s0 + 1 − s1, s0 + 1 − s
∗[ ave
s2 − 1 < s
∗ < s1, où Λ(s0 +m− s) > 0 (il y a un  anard ).
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Figure 1  En fontion de s, les ourbes x1(s) (en noir) et x2(s) (en bleu) ainsi
que les ourbes lentes x∗1(s) (noir en pointillé), x
∗
2(s) (bleu en pointillé) et 1
(rouge en pointillé). En rose, un moreau de la fontion s 7→ 1+
∫ s
s0+1−s2
Λ(s0+
m− u) du.
La gure 2 montre omment les quantités qui nous intéressent, les probabi-
lités d'extintion après m périodes x1(m) et x2(m), varient en fontion de s0.
On a aussi traé les ourbes déduites de (5)
x∗1(m) =
1 + δα(s0)
1 + γβ
et x∗2(m) =
1 + βγ
1 + α(s0)δ
.
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La gure 2 suggère que x1(m) et x2(m) tendent, lorsque T → +∞, vers des
limites qui valent 1 sur l'intervalle s0 ∈]s
∗, s2[ ; de plus, les limites sont dison-
tinues au point s0 = s
∗
. Le problème est de déterminer s∗.
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Figure 2  Les probabilités d'extintion après m périodes x1(m) (en noir) et
x2(m) (en bleu foné) en fontion de s0. Les formules pour x
∗
1(m) et x
∗
2(m) sont
en pointillé. En rose, un moreau de la fontion s0 7→ 1 +
∫ s2
s0
Λ(s) ds.
On démontrera dans la setion suivante que les solutions x1(s) et x2(s) de
la gure 1, qui sont très prohes de 1 pour p := s0 + 1 − s2 < s < s0 + 1 − s1,
s'éartent brusquement du voisinage de 1 pour s = q := s0+1−s
∗ > s0+1−s1
tel que ∫ q
p
Λ(s0 +m− s) ds = 0.
Autrement dit, es solutions s'éartent du voisinage de 1 en s = q = s0 +1− s
∗
tel que ∫ s2
s∗
Λ(s) ds = 0.
C'est ette équation qui détermine s∗ de manière unique. En eet, si l'on pose
φ(s) =
∫ s2
s
Λ(v) dv, alors on a φ(s1) < 0 à ause de la ondition (7), φ
′(s) =
−Λ(s) < 0 pour s ∈]s2 − 1, s1[ à ause de la ondition (8) et
φ(s2 − 1) =
∫ s2
s2−1
Λ(s) ds =
∫ 1
0
Λ(s) ds > 0
à ause de la ondition (9). Il existe don bien un unique s∗ ∈]s2− 1, s1[ tel que
φ(s∗) = 0. Dans l'exemple, on trouve numériquement que s∗ ≃ 0,079.
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4 La fontion entrée-sortie pour une bifuration
transritique
Plus généralement, on onsidère un hamp lent-rapide ave deux dimensions
rapides et une dimension lente, omme (3)-(4). On suppose que la dynamique
rapide possède un point singulier ave deux valeurs propres réelles distintes
dont l'une est toujours négative et la deuxième est négative puis positive. Il
s'agit don d'une bifuration transritique où l'équilibre de la dynamique rapide
est un noeud stable puis un ol. Le but est de aluler la fontion entrée-sortie
pour ette bifuration transritique. Le as partiulier d'une dynamique rapide
déouplée a été onsidéré dans [8℄. Le as de la bifuration de Hopf, où des
valeurs propres sont omplexes onjuguées et leur partie réelle hange de signe,
a été onsidéré par plusieurs auteurs, voir [9, 10, 11, 12, 13℄ et les référenes
qu'elles ontiennent.
Considérons un système diérentiel singulièrement perturbé déni sur R×R2
à une variable lente s ∈ R et deux variables rapides x ∈ R2 de la forme
ε
dx
ds
= f(s, x) (10)
où f : R×R2 → R2, est diérentiable en (s, x), et ε > 0 est un inniment petit
(on utilise le voabulaire de l'analyse non standard, voir [14℄ ou [5, hapitre 5℄).
On suppose que f(s, 0) = 0 pour tout s, de sorte que x = 0 est non seulement une
ourbe lente du système (10), 'est-à-dire une solution de l'équation f(s, x) =
0, mais aussi une solution partiulière du système (10). On note par M(s) la
matrie arrée d'ordre 2
M(s) =
∂f
∂x
(s, 0). (11)
On suppose que M(s) possède deux valeurs propres distintes, λ2(s) et λ1(s)
dont l'une reste toujours négative et l'autre hange de signe. Ave σ0 < σ1 < σ2,
on a :
• λ1(s) < 0 et λ1(s) < λ2(s) pour tout s ∈ [σ0, σ2],
• λ2(s) < 0 pour tout s ∈ [σ0, σ1[ et λ2(s) > 0 pour tout s ∈]σ1, σ2].
La solution x(s) = 0 est un anard puisqu'elle est attrative pour s ∈ [σ0, σ1[
et répulsive pour s ∈]σ1, σ2]. Le but est d'étudier les solutions du système (10)
qui sont prohes de x(s) = 0. Comme la dynamique rapide est attrative sur
l'intervalle [σ0, σ1[, si p ∈ [σ0, σ1[, une solution du système (10) ave une ondi-
tion initiale x(p) située dans le bassin d'attration de 0 se dirige rapidement vers
la ourbe lente x = 0 et reste inniment prohe de elle-i tant que s < σ1. La
solution x(s) ne va pas quitter le voisinage innitésimal de 0 en s = σ1, devenu
instable, mais va ontinuer à longer 0 sur tout un intervalle [σ1, q[. L'instant
q > σ1 pour lequel x(s) n'est plus inniment prohe de 0 est appelé l'instant de
sortie. L'objetif est de déterminer la fontion p 7→ q. On va montrer que q est
déni par l'équation ∫ q
p
λ2(s) ds = 0 . (12)
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Plus préisément on a le résultat suivant :
Proposition 1. Soit p ∈ [σ0, σ1[ et soit x(p) une ondition initiale située dans
le bassin d'attration de 0 mais qui n'est pas inniment prohe de la variété
invariante de la dynamique rapide orrespondant à la valeur propre λ1(p). Soit
q déni par l'équation (12). Alors pour tout s ∈]p, q[ non inniment prohe de
p ou q, on a : x(s) ≃ 0. De plus, x(q) n'est pas inniment prohe de 0. En p,
x(s) s'approhe de 0 le long de l'orbite de la dynamique rapide
dx
dt
= f(p, x)
passant par x(p). En q, x(s) s'éloigne de 0 le long de la séparatrie instable de
0 pour la dynamique rapide
dx
dt
= f(q, x).
Démonstration. Soit g(s, x) = f(s, x)−M(s)x, oùM(s) est la matrie (11). On
a
g(s, 0) = 0 et
∂g
∂x
(s, 0) = 0. (13)
Le système (10) s'érit
ε
dx
ds
=M(s)x+ g(s, x). (14)
Comme la matrie M(s) possède deux valeurs propres distintes, il existe une
matrie diérentiable inversible P (s) telle que
P (s)−1M(s)P (s) = A(s) ave A(s) =
(
λ1(s) 0
0 λ2(s)
)
.
Le hangement de variable x = P (s)u transforme l'équation (14) en
ε
du
ds
= A(s)u + P (s)−1g(s, P (s)u)− εP (s)−1P ′(s)u.
La loupe u = εU transforme ette équation en
ε
dU
ds
= A(s)U +
1
ε
P (s)−1g(s, P (s)εU)− εP (s)−1P ′(s)U.
Comme g(s, x) vérie les onditions (13), on a P (s)−1g(s, P (s)εU) = ε2g1(s, U, ε),
où g1(s, U, ε) est une fontion ontinue. Par onséquent, on a
ε
dU
ds
= A(s)U + εh(s, U, ε)
où h(s, U, ε) = g1(s, U, ε)−P (s)
−1P ′(s)U est une fontion ontinue. Notons par
U = (U1, U2) et par h = (h1, h2) les omposantes des veteurs U et h(s, U, ε).
Le système s'érit
ε
dUj
ds
= λj(s)Uj + ε hj(s, U1, U2, ε), j = 1, 2.
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Ce système est onstitué de deux équations faiblement ouplées. Le hangement
de variables
U1 = r cos θ, U2 = r sin θ
transforme le système en
ε
dr
ds
= r
[
λ1(s) cos
2 θ + λ2(s) sin
2 θ
]
+ ε k1(s, r, θ, ε),
ε
dθ
ds
= [λ2(s)− λ1(s)] cos θ sin θ + ε k2(s, r, θ, ε),
(15)
ave
k1(s, r, θ, ε) = cos θ h1(s, r cos θ, r sin θ, ε) + sin θ h2(s, r cos θ, r sin θ, ε),
k2(s, r, θ, ε) = −
sin θ
r
h1(s, r cos θ, r sin θ, ε) +
cos θ
r
h2(s, r cos θ, r sin θ, ε).
Notons que la fontion k2 est ontinue en r = 0 ar les fontions h1 et h2 sont
d'ordre un en r. La loupe v = ε ln(r) transforme e système en
dv
ds
= λ1(s) cos
2 θ + λ2(s) sin
2 θ + ε k1(s, e
v/ε, θ, ε),
ε
dθ
ds
= [λ2(s)− λ1(s))] cos θ sin θ + ε k2(s, e
v/ε, θ, ε).
(16)
C'est un système singulièrement perturbé dont la variété lente est la réunion des
deux plans θ = 0 et θ = pi/2. Comme λ2(s) > λ1(s) pour tout s, le plan θ =
pi
2
est attratif et le plan θ = 0 est répulsif. Toute solution issue d'un point non
inniment prohe du plan répulsif devient inniment prohe du plan attratif en
un temps inniment petit. Les solutions qui sont issues d'un point très prohe
du plan répulsif peuvent rester près de e plan un temps assez long avant de
s'en éloigner. Le théorème de Tihonov s'applique [15, 16℄. Soit p ∈ [σ0, σ1[ et
soit x(p) une ondition initiale située dans le bassin d'attration de 0, mais qui
n'est pas inniment prohe de la variété invariante de la dynamique rapide
dx
dt
= f(p, x)
orrespondant à la valeur propre λ1(p). La dynamique rapide onduit la solu-
tion orrespondante inniment près de 0. Dans le plan (U1, U2) elle n'est pas
inniment prohe de la variété lente U2 = 0, et don du plan θ = 0. Par onsé-
quent la solution s'approhe rapidement du plan θ = pi2 puis est approximée par
la solution du système lent
dv
ds
= λ2(s), θ = pi/2. (17)
On en déduit que
v(s) =
∫ s
p
λ2(w) dw.
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Par onséquent on a de nouveau v(s) = 0, 'est-à-dire r = 1, lorsque s est
asymptotiquement égal à q déni par (12). Pour ette valeur de q, l'origine est
un point ol pour la dynamique rapide
dx
dt
= f(q, x).
Par onséquent, en q, la solution s'éloigne du ol le long de sa séparatrie in-
stable. On a utilisé ii qu'à l'instant p la solution n'était pas inniment prohe
de la variété lente θ = pi/2, e qui traduit le fait que la solution n'est pas arrivée
dans le plan (U1, U2) en étant très près de U1 = 0.
Retournons à l'exemple (3)-(4). Posons α˜(s) = α(s0 +m − s). Le système
rapide
dx1
dt
= β(1− x1)− γx1(1− x2),
dx2
dt
= δ(1− x2)− α˜(s)(1 − x1)x2,
(18)
où s est onsidéré omme un paramètre, admet deux points d'équilibre (états
quasi-stationnaires) (x1, x2) = (1, 1) et (x1, x2) = (x
∗
1(s), x
∗
2(s)) donné par (5).
La matrie jaobienne en (x1, x2) = (1, 1) est c˜(s0 + m − s). Comme on l'a
déjà vu, les deux valeurs propres sont toujours distintes et réelles, et toutes
les deux négatives si et seulement si α˜(s) < βδ/γ. Par onséquent le point
singulier (x1, x2) = (1, 1) est un noeud attratif pour les valeurs de s pour
lesquelles α˜(s) < βδ/γ, et un ol lorsque α˜(s) > βδ/γ. Les valeurs propres sont
λ1(s) = λ−(s) et λ2(s) = λ+(s), données par (6).
Pour (x1, x2) = (x
∗
1(s), x
∗
2(s)), on obtient la matrie jaobienne
J =
(
− β+γ1+δ/α˜(s)
1+δ/α˜(s)
1/β+1/γ
1+β/γ
1/α˜(s)+1/δ −
δ+α˜(s)
1+β/γ
)
.
On a
Trace(J) < 0 et De´t(J) = α˜(s)γ − βδ.
Les valeurs propres sont de parties réelles négatives si et seulement si α˜(s) >
βδ/γ. Par onséquent, aux points où α˜(s) = βδ/γ, il y a des bifurations trans-
ritiques ar les deux équilibres (x1, x2) = (1, 1) et (x1, x2) = (x
∗
1(s), x
∗
2(s)) se
renontrent et éhangent leurs stabilités.
Notons que λ1(s) est toujours négative et que λ2(s) < 0 pour s0 +m− s ∈
]s1, s2[ modulo 1 et λ2(s) > 0 pour s0 +m− s ∈]s2, s1 + 1[ modulo 1. On peut
appliquer la proposition 1 et aluler la fontion entrée-sortie omme on l'a fait
dans la setion 2.
5 Généralisation
Cette étude s'étend sans doute à des problèmes ave plus de deux équations
rapides et une équation lente. Considérons par exemple le système linéarisé à
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quatre équations rapides de [7, Setion 4.2℄
dW
dt
=


−(γ + µ) 0 0 ψ(t/T )
γ −µ 0 0
0 β −δ 0
0 0 δ −α

W = c(t/T )W, (19)
où α > 0, β > 0, γ > 0, δ > 0, µ > 0 et ψ(·) > 0 est une fontion pério-
dique de période 1. C'est aussi un modèle pour la transmission d'une maladie
à veteurs ; les deux premières omposantes représentent les veteurs infetés
dans la phase latente et dans la phase infetieuse tandis que les deux dernières
omposantes représentent les personnes infetées dans la phase latente et dans
la phase infetieuse. Le système (1) ave ε = 1/T prend la forme
ε
dx1
ds
(s) = (γ + µ)[1− x1(s)]− γ[1− x2(s)],
ε
dx2
ds
(s) = µ[1− x2(s)]− βx2(s)[1 − x3(s)],
ε
dx3
ds
(s) = δ[1− x3(s)]− δ[1− x4(s)],
ε
dx4
ds
(s) = α[1− x4(s)]− ψ(s0 +m− s)[1− x1(s)]x4(s).
La onjeture est que la fontion entrée-sortie est donnée par la formule (12),
où λ2(s) doit être remplaé par la valeur propre réelle dominante Λ(s) de la
matrie c(s), omme on a pu le vérier sur un exemple numérique (Figure 3).
Les valeurs des paramètres sont α = 1, β = 1, γ = 1, δ = 1, µ = 1, ψ(s) =
3× (1 + 0,75 cos(2pis)), m = 3 et T = 2000. L'équation aratéristique pour les
valeurs propres λ de la matrie c(s) est
(λ+ γ + µ)(λ + µ)(λ+ δ)(λ + α) = β γ δ ψ(s).
On en déduit que Λ(s) < 0 si et seulement si
β γ ψ(s)
αµ (γ + µ)
< 1,
e qui se produit numériquement pour s1 < s < s2 ave s1 ≃ 0,323 et s2 ≃ 0,677.
Ave la formule (12) on trouve s∗ ≃ 0,047, qui semble bien orrespondre au saut
brusque de la probabilité d'extintion dans la gure 3.
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