ABSTRACT In this paper, we propose the negative ε dragging technique for robust classification of noisy and contaminated data. Different from the naïve ε dragging technique, the negative ε dragging technique argues that robust results can be obtained by properly reducing the class margin of conventional least squares regression when performing classification on noisy data. The underlying rationale of the negative ε dragging technique assumes that setting a relative small class margin for the training procedure of least squares regression leads to desirable generalization capability, which, therefore, considerably contributes to boosting the classification performance for the data corrupted with noise. The experimental results indicate that our technique obtains better classification accuracy.
I. INTRODUCTION 1
Least squares regression (LSR) has been widely used for many fields of pattern recognition and computer vision. Many Extensions of least squares such as regularized least squares regression [1] - [3] have been proposed. Among extensions of least squares regression, sparse regression [4] - [7] and low-rank regression [8] - [11] can obtain notable performance. When conventional least squares regression (CLSR) is applied for classification, it is a kind of mathematically tractable and efficient algorithms [12] - [18] . It first defines different fixed class labels for samples of different classes. Then it applies the least squares regression to learn a mapping that can well convert training samples into their class labels. At last CLSR exploits the obtained mapping to determine a class label for every test sample. In addition to classification problems, least squares regression is also applied to subspace segmentation [19] - [23] and matrix recovery [24] - [29] . Furthermore, the relationship between the regression methodology and other methods such as locally linear embedding and local tangent space alignment is also studied [30] - [35] .
The sparse representation recently proposed in pattern recognition and machine learning communities [36] - [40] can be regarded as a special of least squares regression. However, sparse representation differs from the conventional LSR approach in the following aspects. First, sparse representation solves a least squares regression problem with a dedicated constraint such as the l 1 minimization [41] , l 0 minimization [42] or l 2 minimization [43] , [44] constraints. Second, different from CLSR, sparse representation aims to learn a mapping that can well transform training samples to a test sample. In particular, sparse representation learns a linear combination of all training samples that can well approximate the test sample for classification. In addition, sparse representation uses its own classification procedure to determine a class label for the test sample. For classification tasks, CLSR is more computationally efficient than sparse representation. Since the sparsity is helpful for improving the robustness of algorithms, the idea of sparse representation is also integrated with other algorithms to obtain novel algorithms such as sparse regression [45] , [46] , sparse principal component analysis [47] , sparse discriminative projection [48] and sparse tensor analysis [49] , [50] .
When designing pattern classification algorithms, researchers usually focus on enhancing the margin between different classes. Numerous class margin metric based algorithms have been proposed, For example, the margin fisher analysis (MFA) [8] , general fisher discriminant analysis [51] - [53] and the algorithms proposed in [54] - [56] . Xiang et al. proposed discriminative least squares regression for classification (DLSR) [57] by utilizing the ε-dragging technique to enlarge the class margin under the framework of LSR. It should be pointed out that the ε-dragging technique plays a similar role in enlarging the margin as other large margin classifiers such as the ones proposed in [58] and [59] , but it has a very simple algorithm and is very easy to implement.
It is obvious that the large margin classifiers, namely classifiers that can lead to a large margin for training samples of different classes, can perform well provided that the classifier learned from training samples can well adapt to test samples. Under the condition, since the classifier learned from training samples has a very large class margin, it can obtain a quite satisfactory class margin for test samples. As a result, a high classification accuracy can be obtained. However, in realworld applications, the difference between training samples and test samples of the same class may be much owing to the noise or deformability of the object. For example, face images are a well-known kind of deformable objects. Two face images of a same subject have much difference. This difference may be greater than that of two face images captured from two distinctive subjects [60] , [61] . In this case, a large margin classifier obtained by using training samples is usually not suitable for test samples. In other words, it probably performs badly in classifying the test samples. Especially, to reduce the class margin usually obtains better classification accuracy for classification problems on data much contaminated by the noise.
Motivated by the above observation, we consider how to explicitly embed the class label information into the LSR framework so that the margins between different classes can be properly reduced to produce a robust classifier for pattern classification on noisy and deformable data. Thus, we propose a negative label relaxation linear regression model for pattern classification, where 'negative' means properly reducing the margins between different classes rather than enlarging the margins between different classes that was usually focused on by researchers. We also call the negative label relaxing ''negative ε dragging technique''. In sharp contrast to the conventional large margin classifier, the proposed negative ε dragging technique manifests its superiority in the high computational efficiency and easy-to-implement simplicity. Meanwhile, it avoids the over-fitting problem to which the contaminated training samples are prone, and thus the generalization capability of the resulting classifier is guaranteed.
The other parts of the paper are organized as follows. Section II briefly reviews the related work with this paper. Our method is presented in Section III. Analysis of our method is provided in Section IV. Experimental results are described in Section V. Finally, Section VI offers the conclusion of this paper.
II. RELATED WORK
The main difference between discriminative least squares regression (DLSR) for classification and the conventional least squares regression for classification is as follows. In the conventional least squares regression (CLSR) for classification, the class label matrix is predefined and fixed. However, in discriminative least square regression (DLSR) for classification, class labels of samples are flexible and adjusted by the ε dragging technique.
We use the following example to show the difference. For a three-class classification problem, in CLSR the class label matrix of four samples may be
The i-th row of Y 0 is the class label vector of the i-th sample. Y 0 indicates us that the first and second samples are from the first class, the third sample is from the third class, and the fourth sample is from the second class. In DLSR the class label matrix of the same four samples is defined as
where ε ij stands for a small positive real number or zero. We refer to ε ij as ε components. We see that the use of Y enables DLSR to have larger class margins than CLSR.
The objective function of CLSR for classification is defined as
where
T , x i is training sample in the form of column vectors, n is the number of training sample, W is the transform matrix, λ is a positive regularization parameter. However, for the same
T , the objective functions of DLSR is defined as W * = arg min
, where e n is a vector with all 1s. Y is also written as
and where • is a Hadamard product operator of matrices.
III. OUR METHOD
Because we focus on designing a novel ε dragging technique to produce a robust classifier for noised and deformable data, we propose a negative ε dragging technique. The main VOLUME 6, 2018 motivation of the negative ε dragging technique is that for noised and deformable data, an extreme large class margin is not only unnecessary but also may cause bad generalization of the classifier learnt from training samples.
The proposed method relaxes the strict binary class label matrix in CLSR for classification to properly reduce the margins between different classes. The method aims at solving the problem as follows
where Y n = Y 0 +B•M is the slack variable class label matrix,
• is a Hadamard product operator of matrices. For the above-mentioned example of four training samples, we have
At the same time, we have
It is easy to prove that the objective function (2) is convex. Thus it has a unique solution. An iterative update strategy is devised to solve it.
The first step of the algorithm is to solve W by fixing M . Theorem 1: Given M , the optimal W in (2) can be calculated as
Proof: According to matrix theory, to obtain the optimal W , we differentiate (1) with respect to W and set it to zero, having
The second step of algorithm is to solve M by fixing W . Let
Then, M can be solved as follows
Considering the i-th row and j-th column element M ij of M , we have
According to [26] , we can obtain the optimal M ij by
Therefore, the optimal solution of M ij is
The above steps should be repeated and the completed algorithm is summarized as Algorithm 1.
Algorithm 1 The Completed Algorithm of Our Method
Input: Training samples matrix X , label matrix Y 0 , parameter λ and test sample t.
Output: The transformation matrix W * , k. M is initialized as zero matrix.
Do till the absolute value of the difference between objective functions of two consecutive loops is smaller than threshold h.
Step 1.
Step
Step 3. For test sample t, let t y = t T W * .
Step 4. If k = arg j max t j y , then t is classified into the k-th class. t j y is the j-th entry of t y .
For above-mentioned description of the proposed method, it is clear that the computational cost mainly is from Step 1. In Step 1, to solve the inverse matrix (X T X +λI ) −1 , assuming that the training set has L classes and each class n training samples, the computational cost is about o((Ln) 3 ). So, the computational cost of the proposed method is about o((Ln) 3 ).
IV. ANALYSIS OF OUR METHOD
In this section, we present the class margins of our method, least squares regressions with the ε dragging technique and CLSR for classification. For description convenience, we take into account the example of four training samples shown in Section II. For our method,
Suppose that Y n and Y have same ε components. For the first and third samples (they respectively belong to the first and third classes), the distance between their class labels can be denoted by
For least squares regressions with the ε dragging technique, the distance between the class labels of the first and third samples can be denoted by As a result, in the scenario of noisy and contaminated data, our method can effectively decrease the probability that the classifier learnt from training samples overfits training samples and cannot be well applicable for test samples.
It seems that the idea and strategy of the negative ε dragging technique in our method are somewhat similar to those of support vector machine (SVM) [62] , [63] . In other words, when SVM seeks the maximum class margin, it also prevents the obtained classifier from overfitting the training samples by controlling the empirical risk, which is useful for making the obtained classifier generalize well. However, different from SVM, our method uses a very simple yet effective way to adjust the empirical risk and it is very suitable for the classification of noised and contaminated data. Moreover, the negative ε dragging technique also seems to have an idea similar to soft margin [64] . In particular, it is observed that the naïve class label defined by Y 0 leads to the hard margin whereas the class label defined by Y n brings a soft margin. Though the soft margin is smaller than the hard margin, the soft margin is able to make the obtained classifier generalize better, especially for noisy and contaminated data.
V. EXPERIMENTS
Besides DLSR and CLSR, the efficient and robust feature selection (ERFS) method proposed in [65] and the nonnegative least-squares method (NNLS) proposed in [12] are experimentally compared with our method. Our method, DLSR, CLSR, ERFS and NNLS all have a parameter λ which is set to 0.01, 0.05, 0.1, 0.5, 1.0, 2 and 4, respectively. Threshold h is set to 0.0001. The best accuracy of each method is given for comparison.
We use four face image databases to conduct experiments. For the FERET, the ORL and the Georgia Tech databases, we exploited Matlab function imnoise to add Gaussian noise to the original face images. For Matlab function imnoise, the mean and standard deviation of the noise are set to 0 and 0.01, respectively. For the interpretation of imnoise, please refer to the help document and example of software Matlab. Noise makes the face recognition task become a difficult problem. For the LFW database, because it is very challenging, we did not impose noise on the original face images.
A. EXPERIMENT ON THE GT DATABASE
The Georgia Tech (GT) face database contains 750 images from 50 subjects. For each subject 15 face images are available. The pictures show frontal and/or tilted faces with different facial expressions, lighting conditions and scale.
In our experiments, all images in the database are manually cropped and resized to 30 × 40. After the image cropping, most of the complex background has been excluded. They are further converted to gray level images for both training and testing purposes. As mentioned above, Gaussian noise is added to the original face images. Figure 1 presents some original and noised face images from the GT face database.
In our experiments, we take the first 6, 7, 8, 9, 10, 11 and 12 face images of each subject as training samples respectively and treat the remaining face images as testing samples. The experimental results are presented in Table 1 . From Table 1 , we can conclude that our proposed method obtains the best classification accuracy. For the computation formula of accuracy, assuming that the number of the test samples in correct classes is p r and the number of classes is L, the formula is define as accuracy = p r L×n × 100%.
B. EXPERIMENTS ON THE ORL FACE DATASET
The ORL database includes 400 face images of 40 subjects and each subject has 10 face images. Images of the same subject are captured at different times, with varying lighting, facial expressions (open/closed eyes, smiling/not smiling), and facial details (glasses/no glasses). All face images are captured against a dark homogeneous background with the VOLUME 6, 2018 subjects in an upright, frontal position (with tolerance for some side movement). We resize every image to a 56 by 46 image matrix. We respectively take the first 4, 5, 6, 7 and 8 face images of each subject as original training samples and treat the remaining face images as test samples. Some original and noised face images from the ORL face database are shown in Figure 2 . Table 2 shows the classification accuracies of different classification method. We can draw a conclusion that our method has best performance than the DLSR method, CLSR method, ERFS method and NNLS method.
C. EXPERIMENTS ON THE FERET FACE DATASET
A subset of the FERET face dataset is used in the experiment. This subset includes 1400 face images from 200 subjects and each subject has seven different face images. This subset is composed of the images in the original FERET face dataset whose names are marked with two-character strings: 'ba', 'bj', 'bk', 'be', 'bf', 'bd', and 'bg'. We resize all face images to 40 by 40 matrices. As mentioned above, Gaussian noise is added to the original face images. Figure 3 shows some image examples. The first 1, 2, 3, 4 and 5 samples of each subject are used as training samples and the remaining samples are treated as test samples. Experimental results of classification accuracies are showed in Table 3 . Table 3 demonstrates that our method perform better than the other methods.
D. EXPERIMENTS ON THE LFW FACE DATASET
The LFW dataset is a face image dataset for unconstrained face recognition. Images in this dataset have more variety in clothing, pose and background than the other face dataset. There are more than 13000 faces images collected from the 492 VOLUME 6, 2018 web. Every face image is manually labeled. We use only a subset composed of 1251 images from 86 subjects to conduct experiments. Figure 4 shows some example face images. Each image is cropped and resized to 32 × 32 image. The classification accuracies are showed in Table 4 . It is clearly from Table 4 that our method performs better than the rest of methods.
VI. CONCLUSIONS
The large margin classifier is well suitable for only the case where test samples are very consistent with training samples. To overcome the disadvantage, we propose a negative ε dragging technique for robust pattern classification where the consistency and compatibility between the test samples and training samples are poor. One basic idea of the negative ε dragging technique is to learn a classifier with a relatively small margin from noised and contaminated training samples and to consider that the classifier is more adaptive to test samples than a large margin classifier. The experiments demonstrate that our method can effectively reduce the error probability when the classifier learnt from noised and contaminated training samples overfit the training samples.
