Recently, the use of graph-based network topologies has been proposed as an alternative to traditional networks such as tori or fattrees due to their very good topological characteristics. However they pose practical implementation challenges such as the lack of deadlock avoidance strategies. Previous proposals either lack flexibility, underutilise network resources or are exceedingly complex. We propose-and prove formally-three generic, low-complexity deadlock avoidance mechanisms that only require local information. Our methods are topology-and routing-independent and their virtual channel count is bounded by the length of the longest path. We evaluate our algorithms through an extensive simulation study to measure the impact on the performance using both synthetic and realistic traffic. First we compare against a well-known HPC mechanism for dragonfly and achieve similar performance level. Then we moved to Graph-based networks and show that our mechanisms can greatly outperform traditional, spanning-tree based mechanisms, even if these use a much larger number of virtual channels. Overall, our proposal provides a simple, flexible and high performance deadlock-avoidance solution.
INTRODUCTION
Exascale computing is the next challenge for the supercomputing community aiming to design systems capable of delivering Exaflops. In order to achieve such a huge computing capability, systems will require millions of interconnected computing elements (CE) to run Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. massive parallel applications. For this reason new architectures and platforms are being developed, such as our novel, custom-made architecture ExaNeSt [1] . Our architecture leverages tens of millions of low-power-consumption, FPGA-enhanced ARM cores; a unified, low-latency, lossless interconnection Network (IN) and a fully distributed non-volatile storage subsystem with data spread across the nodes. In such system, the IN is crucial to ensure system performance, mainly because it needs to scale to extreme levels of parallelism with applications using tens of thousands of endpoints with any latency or bandwidth bottleneck translating into severe penalties to execution time. In order to meet the requirements of such IN in ExaNeSt we are developing our own general purpose FPGA-based router [7] . One of the requirements of our design is to be simple enough to guarantee low latency while not restricting the variety of network topologies and routing algorithms we are currently exploring. This quest for flexibility imposes on us the challenge of developing low-complexity deadlock-avoidance mechanisms able to work with any topology/routing combination. Traditional mechanisms either (i) lack of generality being specifically designed for a given topology/routing combo, (ii) are tightly coupled to the routing generation process or, (iii) are based on algorithms whose complexity precludes them for being used in Exascale-sized networks with millions of endpoints.
In this work we present a collection of topology-and routingagnostic deadlock-avoidance mechanism called Dynamic Assignment of Virtual Channels (DAVC). DAVC imposes a negligible overhead in terms of logic as it only needs a few registers to hold local state plus, at most, two comparisons to decide upon transitions between virtual channels (VCs). In contrast to traditional previous topology-agnostic algorithms which require offline pre-calculation and assignment of paths to VCs, DAVC works on-the-fly, making decisions on each router along the path. Our approach does not require to re-calculate and re-assign VCs upon changes on the architecture, including network failures. This is important since Exascale systems are expected to have very low mean time between failures given the sheer number of elements. Hence, extremely-complex recalculations every relatively small period of time may render the IN close to useless. DAVC seamlessly works with arbitrary routing schemes, including minimal, non-minimal and multipath routing algorithms regardless of them being algorithmic, source-routed or table-based. In addition we demonstrate here that the required number of VCs is bounded by the length of the longest path. Given that current technology allows for large-radix, low-diameter topologies -and that the community is following this very same trend [5, 17, 30] -the overheads of our proposal should be relatively small. We prove theoretically that DAVC guarantees deadlock-freedom for any topology/routing combination. First, the deadlock-free routing problem is formally defined. Then we show that our strategies induce channel allocations following a strict order and, in turn, an acyclic utilization of channels, which ensures deadlock freedom. Afterwards, we proceed to evaluate the performance of our approach. Given that our focus is on large-scale interconnects, we rely on simulation to carry out our analysis. We start by assessing DAVC performance against an existing high-performance network-specific algorithm for the Dragonfly topology [17] . This mechanism has versions for both Minimal and Valiant [33] routings. Given DAVC flexibility, we are able to implement other generic routings which are not supported by the standard algorithm -in particular, Shortest Path (SP), Equal Cost Multiple Paths (ECMP) and AllPath (AP). Our second set of experiments uses the Jellyfish topology [30] -a regular random graph (RRG)-for which no efficient deadlock-avoidance mechanism exists [5] . For this reason, and given that typical solutions for irregular networks rely on spanning trees [24, 34] we compare DAVC with a multi-spanning-tree solution similar to the one proposed in [22] in which a configurable number of spanning trees (one per VC) are selected. Results show that DAVC delivers similar performance as the standard deadlock-avoidance mechanism for Dragonflies while allowing the use of other generic routing policies. For RRGs, DAVC delivers much higher performance than spanning-tree-based solutions.
In summary, the contributions of our paper are the following:
• We propose novel, flexible, high-performance, low-overhead deadlock-avoidance mechanisms capable of supporting arbitrary network topologies and routing functions.
• We demonstrate formally that our approach guarantees deadlock freedom.
• We discuss implementation details and highlight the simplicity of its design.
• We evaluate DAVC against a HPC implementation for Dragonfly topologies and find out that it can provide comparable performance levels than topology-specific approaches.
• We extend this evaluation to irregular topologies (Jellyfish) where we compare it with a topology-agnostic spanning-tree based algorithm. DAVC can provide huge benefits in terms of performance and simplicity without all the limitations and overheads of algorithms that rely on global information.
BACKGROUND AND MOTIVATION
Deadlock avoidance has been an active research topic since the very beginning of HPC INs. There exist basically two types of routing algorithms to create deadlock-free paths: those that avoid the creation of cycles in the channel dependency graph (CDG) and those that break the cycles in the CDG using VCs. The most prominent examples of the first group are the Spanning Tree protocol, defined in the IEEE 802.1D Standard [2] , and Up*/Down* routing [26] , the standard in HPC networks such as Infiniband. Indeed, Spanning trees are a specific instance of Up*/Down* routing. Up*/Down* forbids the use of an up link after a down link has been used. This kind of routing, mainly used in multi-stage networks (i.e. fat-trees), is deadlock-free and can be easily implemented without using VCs. However this approach has many limitations when applied to arbitrary topologies: (i) deciding which links are considered 'up' or 'down' is far from trivial, (ii) can leave many resources underutilized (iii) can not ensure minimal-paths, (iv) routes are not balanced efficiently. For this reason other alternatives such as A-2 and MA-2 routing [29] , L-turn routing [19] and Multiple Up/Down routing [12] have been proposed to improve the performance of the network by either increasing the proportion of shortest paths or balancing the use of the resources. However, they are still essentially simple variations over the spanning tree concept and so are inherently very restrictive in terms of routing and load-balancing. What is worse, they require some form of topology exploration and embedding global knowledge into the switching logic, which preclude their use for large-scale networks. In fact, experimental work around them is always done with a relatively reduced number of switches (tens of them, at most).
Regarding the second group of algorithms we can further differentiate between those which decouple the creation of paths from the deadlock-free assignment to VCs and those which perform both actions at the same time. DFSSSP [10] and LASH [32] belong to the first group working in a similar way in terms of breaking cycles searching for them in the CDG and moving individual paths to other virtual layers. As both techniques can suffer from a limited number of available virtual layers, LASH was improved in LASH-TOR [31] using Up*/Down* routing in the last VC when unresolvable cycles appear. Finally, the heuristic approach ACRO [16] was proposed to reduce the number of VCs and the time complexity of both LASH and LASH-TOR. On the other hand BSOR [18] , Nue [9] and smart routing [6] implement a new approach in which both problems are solved together within the CDG, being able to impose routing restrictions to the path creation on demand (i.e. the use of a fixed number of VCs). However all of them require to perform complex searches onto the CDG which impose huge (polynomial) computational and memory complexity.
All the above discussed strategies either lack of generality or are excessively complex for our purposes, due to the scale we are aiming at. In addition, none of them is readily available for being integrated in our environment to compare with DAVC, so, given their great complexity, we decided not to re-engineer them for our experimentation purposes.
THE DEADLOCK-FREE ROUTING PROBLEM
In this section we define the deadlock-free routing problem for arbitrary network topologies. We start defining terms that will be used throughout the rest of the paper and giving the conditions that guarantee a deadlock-free topology/routing combination.
Definitions
An IN is composed of a set of nodes (computing elements and switches) with a number of ports. The physical links between nodes are multiplexed into multiple VCs. These connections are defined by a connection rule which is the function π : N × P → N × P defined as π (n, p n ) = (n ′ , p n ′ ) which given a node n ∈ N and a port p n ∈ P within that node returns the node n ′ ∈ N and the remote port p n ′ ∈ P to which it is connected to. connection rule, i.e., given two nodes n, n ′ ∈ N , the channel c n,
As a consequence, a channel between two nodes n, n ′ ∈ N is defined as c n,n ′ = ⟨p n ⟩ = ⟨n, p⟩ such that π (n, p n ) = (n ′ , p n ′ ). We define now a path between two nodes as follows: Definition 3.2. Given a source node n s and a destination node n d , a path between n s and n d , defined as
is the sequence of ports within each node n i that a packet must follow to travel from n s = n 0 to n d = n l −1 . The length of the path, l, is defined as the number of hops between n s and n d .
In Fig. 1 we have depicted a path between the nodes 0 and 5 which can be represented as P 0,5 = (0 0 , 4 6 , 5 7 , 3 8 , p 5 c ) where p c is the consumption port of the destination node. A generic routing function R assigns the next channel in the path given a destination node and the current channel: Definition 3.3. An arbitrary routing function R : N × C → C for an IN returns the next channel to be used given the destination node n d and the current channel c, i.e.
Let us now define the concepts of inbound and outbound port. Definition 3.4. Given a path P and a node n ∈ N such that p n i ∈ P, we call inbound port of n to the port p n ′ i−1 and outbound port to the port p n i . An example of inbound port and outbound port can be seen in Fig. 1 . If we focus on the third component of the path p 2 = 5 7 (green arrow), the inbound port would be p 1 = 4 6 = 4 and the outbound port 5. In the same way we define the concept of outbound node as the node id to which an outbound port is connected to. In the previous example the outbound node of the port 5 7 is the node with id 8.
Deadlock-free Routing
In this work, we consider a routing function to be valid, if and only if the paths induced are deadlock-free. Notice that in Definition 3.3, in opposition to Nue [9] , we remove the cycle-free and destinationbased conditions from R meaning that we are able to deal with cycles in the paths and with any kind of routing. A previous work [8] gives the necessary and sufficient condition for a routing to be deadlockfree (later reformulated as only a necessary condition [28] ). Next we define the concept of the channel dependency graph (see Fig. 2 ) used by them:
is a directed graph in which the node set C is composed by the edge set of I and E is the set of edges defined by the routing function R such as 
DYNAMIC ASSIGNMENT OF VIRTUAL CHANNELS
As mentioned before, generic deadlock avoidance strategies try to break cycles in the CDG. As a result, all of them are applied offline and then populated into the switches of the IN which incurs tremendous boot-up and failure recovery delays. The way we tackle the problem is a completely different approach in which cycles are broken on-the-fly while the packets are traversing the network. In order to define DAVC we need to redefine the concepts of channels and CDG used in the traditional approaches. We start this section with some preliminaries which, later will be used to prove that DAVC is deadlock-free for any topology/routing combination.
Preliminaries
Let us define the set S n of all tuples ⟨x 1 , x 2 , . . . , x n ⟩ such that ∀i ∈ {1, 2, . . . , n} : x i ∈ N and the relation "< n " where
Lemma 4.1. The relation "< n " is a strict order on the set S n of all tuples ⟨x 1 , x 2 , . . . , x n ⟩.
Proof. A relation is a strict order [27] if it is irreflexive, asymmetric and transitive. As the demonstration that "< n " fulfils those properties is straightforward we omit the proof. □ Let us consider now an arbitrary graph D = G(C, E) where C is the set S n of all tuples of length n, and the edge set E is induced by all pairs of nodes c i , c j ∈ S n related through "< n ", such that if
Proof. The proof is straightforward using Lemma 4.1 because every strict order induces a directed acyclic graph, and hence, the graph D is acyclic. □
DAVC Strategy
Let us consider a graph I = G(N , C ′ ) that represents an arbitrary topology in which C ′ is the set of channels defined as follows:
and v ∈ V is the virtual channel within ports p n and p n ′ .
Notice that Definition 4.3 extends the definition of channel given in Section 3.1 to include the VCs. It also implies that there exist multiple channels between each pair of ports, one per VC. For example, if the number of VCs is m and node n is connected to node n ′ through port p, there exist m channels between them: ∀i ∈ {1, 2, . . . , m} : ⟨n, p, v i ⟩.
Now we define the function F :
where R is a routing function and n d is the destination node. Looking at F , paths between nodes have the form
which is an increasing strict ordered sequence of channels. We call F the allocation function and it is denoted as F N P . The definition of F N P also implies that the selection of the VCs is decoupled from the routing function and performed on the fly after the next hop has been calculated in a router. It is also easy to view that the CDG induced by F N P is acyclic which implies that channel transitions generated using F N P are deadlock-free. We denote this CDG as CDG * because it uses channels using VCs (see right part of Fig. 2 ).
Theorem 4.4. The CDG * D = (C ′ , E) in which C ′ is the set of channels and E is the set of edges induced by the function F N P is acyclic.
Proof. It is straightforward to see that ∀c
This means that the set E is composed of elements of C ′ which are related through "< n ", so D = (C ′ , (C ′ , < 3 )), by Lemma 4.2, is acyclic. □ F N P uses < 3 to order channels considering the node and port ids of the current and next channel. However, instead of using both node and port id, we could consider only one of them (⟨n, v p n ⟩ or ⟨p n , v p n ⟩) and use < 2 to allocate channels. These functions are denoted as F N and F P , for node id and port id, respectively. Theorem 4.5. The CDG * D = (C ′ , E) in which C ′ is the set of channels and E is the set of edges induced by the functions F N and F P is acyclic.
Proof. The proof is similar to Theorem 4.4 but using < 2 . □
We conclude this section showing that the allocation functions are able to deal with loop-paths. Even when these kind of paths are not desirable, we guarantee that they will not cause deadlocks. This property will greatly simplify a practical design as will be discussed later on in Subsection 5.4. Lemma 4.6. A routing function R that generates paths with loops is deadlock-free if channels are allocated using F N P , F N or F P .
Proof. A path P that contains a loop has the form
in which at least one channel is visited twice, (c i ) in the example. However, we know that by definition of the allocation functions,
This implies that, even when using the same node and port twice, the path does not create a loop in the CDG * because the VCs differ. □
In the following sections we analyse DAVC in terms of implementation and hardware requirements. First, we show how these allocation functions can be easily implemented on any router with very low overhead. After this, we perform an analysis of the number of VCs required to implement them.
IMPLEMENTATION OF DAVC
The allocation functions which translate the paths generated by the routing function into an ordered sequence of channels using the available VCs can be easily implemented in hardware. As we will see, the overhead added to the routing process is negligible requiring a small amount of logic in each router. In Fig. 3 we have depicted three examples of how channel allocation is performed using F N , F P and F N P along the same path.
Node ID based allocation function
We start with the allocation function F N which orders the channels along a path based only on node identifiers. The information required to perform the VC transition are just the identifiers of the current and the next node in the path. The later is provided after the routing function has been applied in order to support nondeterministic routing. The pseudocode to implement this function is shown in Alg. 1. As we can see Alg. 1 returns the next VC to be used using the current node identifier (currentNID), the current VC (currentVC) and the outbound node identifier (outboundNID) as defined in Section 3, which is provided by the function getOutboundNID(). When the outbound node is lower or equal than the current one we need to perform a VC transition (+1) to maintain the order established by < 2 . In case the outbound identifier is higher, the order is already maintained so no VC transition is needed. return currentVC Let us illustrate how this allocation function works with an example. Given the path shown in Fig. 3 (top) in which a packet travels from node 3 to node 4, the routing function R that returns the next channel to be used and the allocation function F N , we start applying R(4, ⟨3, −⟩) = ⟨7, 0⟩. Notice that source nodes are connected to the switches through port 0. Then we apply F N which returns ⟨7, 0 3 , 0⟩ because injection is always performed in the VC 0. After the packet is moved to node 7 using port 0 and VC 0, the process is repeated: F N (R(4, ⟨7, 0⟩), 0) = ⟨6, 2 7 , 1⟩. Now, as the packet travels from node 7 to 6 (lower identifier) the allocation function performs a VC transition. The next channel to be used is calculated as F N (R(4, ⟨6, 2⟩), 1) = ⟨9, 2 6 , 1⟩; here, the next identifier is higher, so a VC transition is not required. Finally, the hop from node 9 is the destination, so a VC transition is not required.
Port ID based allocation function
The second allocation function F P orders the channels along a path using only the port identifiers. In this case it only requires the inbound and outbound ports (as defined in Section 3), both provided by the routing function. The pseudocode to implement this function is shown in Alg. 2. return currentVC F P works in a similar way as F N so the example provided is similar (see Fig. 3 (middle) ). The only difference is the sequence of VCs used in the path, which are allocated considering the ports identifiers. Let us take a look at the routing and allocations steps:
(1)
In the first switch (step 2), the VC is kept because the packet travels from port 0 to 2 (higher identifier). However, in step 3, the hop is performed from port 2 to port 2 (same id) and in consequence a VC transition is enforced.
Node-Port ID based allocation function
We finish this section with the allocation function F N P which uses both the node and port ids. As we can see in Fig. 3 (bottom) , using more information can help to use less VCs. The pseudocode to implement this function is shown in Alg. 3. return currentVC F N P works as a combination of F N and F P . Let us take a look at the routing and allocations steps shown in Fig. 3 :
In this case, the condition to perform a VC transition is much stricter (combines together the conditions from F N and F P ), and hence, we expect less VC transitions. In the example, the conditions are never fulfilled, so only one VC (0) is used along the path.
Considerations for the practical design
We will move now to discuss about how to translate these simple algorithms into a practical switch design. In contrast with the deadlock alternatives discussed in Section 2, which require distributing channel transitions all across the system, our proposals only require very little information about the local and neighbouring nodes: ids for the nodes and ports. The logic to store this information is very minimal, just a small register per port-to store its id plus the id of the neighbouring node and port-plus another, even smaller, register per node to store the local id. Obviously outboundPID, inboundPID, currentNID and outboundNID would read the information from these registers, so the implementation of their respective functions will be straightforward.
Special attention requires how these registers would be loaded with their respective information. Given that this information seldom varies-local ids can be fixed and neighbouring info only varies when cables are unplugged or broken-we can consider it static for the purposes of this discussion. Ports within a switch are implicitly numbered from 0 to r − 1 for the different functions within a switch (e.g., switch allocation), where r is the radix of the switch or, in other words, the number of ports. This numbering will serve very well for our purposes and can be safely hard-coded into each port with a few bits, e.g. 10 bits would support switches with up to 1024 ports. Alternatively, they could be assigned dynamically by the switch logic as ports are brought up (i.e. connected to another switch). However, the extra hardware to deal with port-id allocation and consistency seems like an excessive overhead which serves no real purpose, so dynamic port-id allocation would be discouraged for a power-efficient design such as ours.
Regarding node ids, up until now our examples have assumed that endpoints and switches are numbered consecutively and that all ids are unique. This is done for the sake of simplicity,but is not a requirement of our algorithms as they only rely on the existence of a strict order operation. For this reason, while it is possible (although far from trivial) to implement a system-level function that ensures node ids are consecutive and unique, such a system-level facility is not required. Hence, we can rely on a simpler methodology for generating node ids. The simpler, and aligned with current practice for many networking equipment would be to have a hard-coded physical address incorporated into the switch at fabrication time. However, in a FPGA-based set-up as the one we are aiming at providing, hard-coding the id would require generating a separated firmware for each FPGA. For this reason, a small module that reads several local sensors (e.g. voltage, temperature, internal clock, etc) and hashes them together to generate a random id at boot up seems like a more flexible solution.
Finally, now that we have established how local id information can be generated, we look into how this information can be distributed. The simplest, most effective way of sharing information with the neighbours is to implement it in a per-port basis during the negotiation/handshaking process that occurs when the ports are brought up once a cable is plugged in. Instrumenting the ports to interchange node and port ids and store them in the local register as one of the last steps of the interface up process should be trivial and require very little extra logic.
All these considerations show the feasibility of our approach and also that it imposes very low overhead to the switch architecture and, more importantly, requires no system-level support.
ANALYSIS OF VC REQUIREMENTS
As we have seen, the allocation functions work in a distributed and online manner making decisions independently on each router. The overhead of implementing them on each router is negligible just requiring a few extra logic to perform one or two comparisons over information which is readily available (current and next channel). Furthermore, no inter-router communication is required, nor any off-line process to generate the dependency graphs. The main overhead is the number of VCs. Most current interconnection technologies support a relatively large number of VCs; 8 and 16 VCs are not uncommon. However, surpassing that number would pose a great limitation for the use of DAVC. Hence, we will look now at the requirements in terms of VCs of each proposed allocation function when dealing with different topology/routing combos.
Analysis of algorithms
The number of VCs required depends on the type of routing used. Clearly, when minimal routing is used this number is bounded by the diameter of the network because the number of VC transitions is determined on each hop of the path. Similarly, when non-minimal routing is used, the number of VCs is bounded by the longest path length which can be longer than the diameter of the network. Notice that the allocation functions are independent of the type of routing and can be used with single-or multi-path routing strategies. The following lemma formalises the maximum number of VCs required (the proof is straightforward): Lemma 6.1. Given a routing function R and any VC allocation function F , the maximum number of VCs used is lower or equal to the number of hops of the longest path.
Notice that, in practice, with the current focus on indirect topologies the injection and consumption do not require a VC transition as they use dedicated links to connect the switches and endpoints. Therefore, the number of VCs is bounded by the length of the longest path minus 2. This maximum happens when one of the longest paths requires a VC transition in every hop, which depends on the allocation function used. Let us analyse the worst case in terms of VC transitions on each of the allocation functions for the longest path P reported by a routing function:
• F N : As the VC assignment on this function depends on the ids of the nodes along the path, the worst case appears when the sequence of node ids is decreasing.
• F P : In this case the VC assignment is performed according to the sequence of port ids along the path. The worst case appears when the sequence of port ids is decreasing.
• F N P : This function uses a combination of node and port ids to perform a VC transition which only happens when the sequence of node and port ids is decreasing (as per the < 3 relation). This imposes a more strict condition to perform a VC transition which can result in the use of less number of VCs (as happened in the example shown in Fig. 3 ). Although DAVC works independently from the topology/routing, the number of required VCs clearly depends on them. For this reason, we proceed now to determine VC counts by analysing different topologies and routings.
Suitability for state-of-the-art topologies
Now we discuss DAvc suitability for the most common topology/routing combinations. As DAVC is bounded by the length of the longest path, the most appropriate topologies are those featuring short path lengths and high path diversity.
6.2.1 Cube-like topologies. These topologies have been widely used in the past to build supercomputers. However, they are not really suitable for DAVC because of their large diameter which would impose a large number of VCs. Furthermore, torus topologies already have efficient ways to avoid deadlock, such as the bubblerouter algorithm [25] which requires no VC transitions.
Fat-tree topology.
Regarding fat-trees and other multistage topologies, DAVC would be suitable because the diameter grows logarithmically with the number of endpoints. For normal application traffic, Up*/Down* routing can avoid deadlock without relying on VC transitions. However, the management traffic for InfiniBand-based systems requires of special consideration for tree-like networks. In this case, communication between switches are required which means that Up*/Down* routing can not always be applied (e.g., communications between root switches) [3, 4] . In practice, this means that a separate deadlock-avoidance for management traffic is needed, a role for which DAVC can be an appropriate and elegant solution.
Dragonfly topology.
Dragonfly [17] is a direct topology whose main design objective was to minimize the diameter, which is the best scenario to use DAVC. Using minimal-routing the longest path is 5 hops. However, minimal routing is known to not balance well the traffic in Dragonflies. For this reason Valiant routing [25] is typically used to maximize network utilization. This routing is randomized and non minimal and has a longest path of 7 hops. These paths lengths would keep the number of VCs needed for DAVC relatively low (3 and 5, respectively). The availability of short paths together with the existence of a specific HPC deadlockavoidance mechanism [17] we can compare with motivate this topology being included in our experimental work. [30] and RRG topologies. The diameter of the RRGs depends on the radix of the switches. Using realistic switches with up to 64 ports, we can build very large topologies with thousands of computing elements with very low diameter. This fact together with the absence of practical deadlock-avoidance mechanisms [5] makes these kind of networks the main target for DAVC.
Jellyfish

Other topologies.
Finally, there is a plethora of topologies proposed for the data-centre domain for which there exists no deadlock avoidance mechanisms. They use Ethernet interconnects and rely on TCP-based packet dropping and retransmission. Some examples worth mentioning are DCell [14] , BCube [15] , FiConn [20] and DPillar [21] . All of these topologies feature low diameter and could benefit greatly from an advanced deadlock-avoidance mechanisms such as DAVC maybe even to the point where they could be used within HPC domains.
EXPERIMENTAL SET-UP
In this section we present the simulation environment used to analyse the performance of DAVC. First we describe the experimental environment which is composed of the INSEE simulator [23] and the different traffic generation models. We conclude the section describing the set of experiments performed.
Simulation environment
The evaluation has been carried out using INSEE, a widely used and tested interconnection network simulator. INSEE uses a very detailed model of the router at a phit level and supports both the generation of several synthetic traffic patterns and the execution of traces extracted from real applications. In addition, it also implements several deadlock-avoidance mechanisms for many different topology/routing combinations.
We carried out two set of experiments with two topologies of the same size, a Dragonfly (6, 12, 6 ) and a RRG(876,23,17), both composed of 876 23-port switches (6 ports for compute nodes plus 17 ports for inter-switch) and connecting a total of 5256 computing nodes. In each set of experiments we first focus on raw performance metrics such as throughput and VC utilization and use two synthetic traffic patterns:
• Uniform: This is the traditional pattern in which packet destinations are selected uniformly at random. This generates a uniform distribution of traffic and serves to understand the load-balancing capability of the different schemes.
• Adversarial: This is a pathological traffic pattern which was designed for Dragonfly. In Adversarial, all the nodes in a group try to use the same output port by sending traffic randomly to the nodes in the next group. For RRGs, we have adapted this traffic pattern such that the network is divided in groups of a given size and each group sends the traffic to the next group. The second set of experiments is similar but using traffic patterns typically present in HPC applications: Figure 4 : VC assignment to avoid deadlock in Dragonfly topologies for both minimal and non-minimal routing. • Stencil 2D and 3D: These patterns resemble typical communication patterns in HPC applications with large matrices. The application tasks are arranged in a 2D or 3D lattice and compute for a certain part of the matrix and only need communicating with its neighbours in this virtual topology.
• Butterfly: This pattern represents an optimised, binary implementation of collective operations in which each node communicates with nodes located at power of 2 distances, in terms of task id.
• Waterfall: This traffic pattern consists of a large collection of small messages, with very tight causal dependencies. This pattern heavily stresses the network because during the most of the execution time, most of the nodes are injecting messages at once.
In order to compare the performance of DAVC we have used one deadlock-avoidance mechanism for each topology. For Dragonflies we have implemented the one used in the original work [17] which we refer as Dally in this work. This mechanism uses two VCs for minimal routing and three VCs for Valiant routing as depicted in Fig. 4 . For RRGs we used SPDA, a spanning-tree based algorithm we proceed to detail next.
Spanning-tree Protocol
Deadlock-Avoidance SPDA is a simple, generic strategy that, given a network topology and a number m (configurable) of VCs to be used, calculates m spanning trees which will be used to route the traffic. The creation of the spanning trees is performed by selecting a root node at random and using a breadth first search (BFS) to create a minimal spanning tree from it. When a packet is injected, one of the m VCs is selected randomly and the packet will follow the path determined by the corresponding spanning tree. Deadlock-free routing is guaranteed as spanning-trees have no cycles. An example of SPDA is depicted in Fig. 5 which shows two spanning trees of a network topology which are assigned to VC 0 and 1 respectively. Notice that SPDA is also a routing policy as the packets are routed to their destination following the selected spanning-tree.
Generic routing policies
We have used Minimal and Valiant routing policies for Dragonfly and SPDA (with m ∈ [1, 128]) for RRGs. However, in order to highlight the capacity of DAVC to use any kind of routing we have also used the following three generic routings for both topologies:
• Shortest Path (SP): This is a single-path algorithm that uses only one of the existing shortest paths between each source and destination. This way, the longest possible path is equal to the diameter of the topology • Equal Cost Multiple Paths (ECMP): This is a multi-path policy which, instead of using just one of the shortest paths between each source and destination, spreads the traffic between all of them. Again, the maximum path length is the diameter.
• ALLPATH(k) (AP) [11] : This policy is similar to ECMP but uses all existing paths whose length is no longer than the shortest path plus k. The longer path is, hence, bounded by the diameter of the topology plus k. Note, however, that such long paths may not exist for all topologies.
EXPERIMENTAL RESULTS
After discussing our experimental set-up, we move now to show and analyse the results of our wide collection of experiments in order to extract some conclusions about the performance we can expect from DAVC.
Dragonfly topology
First, we will focus on the results for the Dragonfly topology. As mentioned above, the main objective of this set of experiments is to assess the performance of DAVC against a well-known, highperformance deadlock-avoidance mechanism, and not the performance of the routing policies. Fig. 6 shows the throughput of the dragonfly topology (at maximum injection load) and the VC occupancy. Let us start analysing the performance using uniform traffic. There are several points to highlight here. First of all, we can see that F P and F N P are able to operate at a same throughput level as the efficient Dally implementation for both minimal and Valiant. Also they are capable to support other routing functions (SP, ECMP and ALLPATH), all of which are able to outperform Dally+Valiant for this specific case. While the objective of this work is not to compare routing functions, it is clear that being able to support more routing functions can be beneficial.
The case of F N requires special consideration as it produces a pathological scenario for this topology when combined with the standard routing functions (Min and Valiant), but performs relatively well with the other routings. The culprit for its low performance is the network becoming highly congested, which could be (6, 12, 6) . alleviated by implementing a congestion management algorithm, e.g., [13] . A detailed examination showed that with other Dragonfly link-arrangements, the performance of F N with Min and Valiant is much closer to that of F P and F N P , but still substantially lower.
Moving on to adversarial traffic, it is more difficult to draw conclusions because most of the networks are suffering from exceedingly high congestion scenarios. However, it is clear that, in this case, multipath non-minimal routes (Valiant, ECMP and AP) are able to reduce significantly the effects of congestion. Only Valiant+Dally, and to some extent, Valiant+F P are able to reach acceptable performance levels, though. While this is expected as ADV was designed to highlight the Valiant+Dally combo, it is still interesting to see that F P is capable of getting competitive performance values as well. Moving from Valiant, now, the differences between F N and F P and F N P are diluted and the three of them seem to perform roughly the same for all routing functions.
Also of interest is the VC utilization of the different algorithms. Both F P and F N P require the same number of VCs as Dally for both Min and Valiant, regardless of the traffic pattern. This is not the case for F N which always requires a higher number of VCs.
If we focus on the realistic workloads, shown in Fig. 7 we can see that when dealing with application traffic the differences between Dally and our proposals is very small, except for Min+F N as expected from the throughput figures shown above. Furthermore, the non-standard routing algorithms can outperform either Min or Valiant in all scenarios, which again, highlights the benefits of providing higher flexibility.
RRG topology
Let us analyse now the results for the RRG topology. Looking at the results with synthetic traffic in Fig. 8 , we can see that in no case the network seems to become highly congested as happened with the Dragonfly. This is because of the high path diversity of the RRG topologies. In this case, ECMP seems to be the best routing solution as it can sustain the highest throughputs for both traffic patterns. The rationale for that is that ECMP leverages the gains of using shortest paths for balanced traffic (uniform), with those of using multipath for unbalanced traffic (adversarial). Note that SP outperforms ALLPATH for Uniform, whereas with Adversarial the results are just the opposite. Focusing on the different DAVC functions, we can see that F P seems to be able to offer the best performance whereas, again, F N seems to suffer from saturation more than the others, regardless of the routing function. At any rate, we can see how these algorithms hugely outperform the spanning tree deadlock avoidance (using up to 128 VCs), due to the strict restrictions imposed by SPDA, which both leaves many channels unused and makes paths longer. We can see how allowing more VCs for more parallel spanning trees has a major influence in the performance, but even with hundreds of VCs, the performance is not near comparable to that of DAVC.
These trends translate neatly to the application-like traffic (see Fig. 9 ) where we can see that the differences between DAVC implementations are subtle, whereas the SPDA (using up to 16 VCs) takes up to 2 orders of magnitude longer when a small number of VCs are used. Although the purpose of the paper is not to compare the topologies, we can see how the running times of the different applications over the RRGs and Dragonflies are similar to each other, which shows that the performance with the former is comparable to that of the Dragonfly with Dally, which further demonstrates the good performance of our approach.
We conclude our discussion of results with some final remarks about the different allocation functions for DAVC. In general, F N seems to be the worst alternative, since it is the one that requires the most VCs and also the one that seems to be more prone to congestion. The difference between F P and F N P seems to be, in general, much smaller with the only exception of DF-Valiant we mentioned above. In the rest of the cases, F P seems to be slightly better in terms of performance in many cases, but the difference may very well be compensated by the, a priori, lower number of VCs required by F N P .
CONCLUSIONS AND FUTURE WORK
In this paper we have presented DAVC, a new low-overhead, deadlockavoidance mechanism for arbitrary topologies and routings. After theoretically proving that DAVC guarantees deadlock-avoidance, we evaluated the performance against specific mechanisms designed for two specific topologies. In addition we also evaluated the performance of generic routing policies as alternatives to specific ones. Results show that DAVC achieves similar performance as the deadlock-avoidance mechanism used in Dragonfly while allowing the use of other generic routing policies. In the case of RRGs, DAVC allows the use of any routing in these random topologies while delivering much higher performance than a specific deadlock-avoidance mechanism using spanning-trees. The results presented in this paper show the raw performance of DAVC without any optimizations. However there are still many improvements to be done in order to further reduce the number of VCs used. Two of the ideas that we are currently investigating are: (i) Analysis of the generated paths so to be able to instrument routing functions in such a way that we reduce the number of VC transitions. (ii) Strategies for reordering the node and port ids so to reduce the number of VC transitions.
