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6. Approssimazione e interpolazione razionale
L’approssimazione di una funzione si ottiene troncando il suo sviluppo di Taylor. E´ anche
possibile costruire l’approssimazione di una funzione tramite rapporto di polinomi. Questa
approssimazione detta razionale e` univocamente determinata se si richiede che abbia lo
stesso sviluppo di Taylor della funzione fino ad un ordine opportuno e talora risulta essere
assai efficace. Cio` accade ad esempio per le funzioni di Stjeltjes, che sono trasformate di
Hilbert di misure positive
f(x) =
∫ ∞
0
dµ(t)
1 + xt
La densita` ρ(x) = dµ/dx e` positiva ma se µ e` discontinua in un punto t∗ risulta avere una
componente atomica della forma δ(t− t∗). Se quindi la misura e` costante a tratti, con un
numero finito di punti di discontinuita` , allora la densita` ρ(t) e` somma di funzioni δ e la
funzione f(x) risulta essere razionale. Consideriamo i seguenti esempi
A) La misura ha supporto in [0, 1] con densita` 1 per cui
f(x) =
∫ 1
0
dt
1 + xt
=
1
x
log(1 + x) =
∞∑
n=0
(−x)n
n+ 1
B) La misura e` atomica con densita` ρA =
∑N
k=1 δ(t − 1/xk) γk/xk e in questo caso la
funzione diventa
f(x) =
∫ ∞
0
ρA(t) dt
1 + xt
=
∑
k
γk
x+ xk
=
∞∑
n=0
(−x)n
N∑
k=0
γk
xn+1k
C) Una misura con densita` e−t e supporto su tutto l’asse positivo
f(x) =
∫ ∞
0
e−t dt
1 + xt
=
∞∑
n=0
n! (−x)n
Le approssimazioni razionali sono costituite dal rapporto di due polinomi, sono associate
ai troncamenti di una frazione continua e nel caso delle funzioni di Stjeltjes ai polinomi
ortogonali. Tali funzioni sono anche il valor medio di risolventi di operatori positivi, e
questo consente di utilizzare vari schemi di approssimazione da quello di Galerkin a quelli
variazionali. Ci sono anche le interpolazioni razionali che, ad una funzione nota in n
punti, associano un rapporto di polinomi di ordine tale che i loro coefficienti risultino
univocamente determinati.
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Approssimanti di Pade´
Data una funzione f(z) definita nel piano complesso, che ammette uno sviluppo di Taylor
nell’origine, dove e` non nulla, chiamiamo approssimanti di Pade´ [M/N ] della funzione il
rapporto di due polinomi di ordine M ed N il cui sviluppo di Taylor nell’origine coincide
con quello di f(z) fino all’ordine M +N . Per comodita` supponiamo che sia f(0) = 1
[M/N ]f (z) ≡ PM (z)
QN (z)
= f(z) = O(zN+M+1)
Se l’approssimante di Pade´ esiste allora e` unico. Infatti se esistessero altri due polinomi
P ′M (z) e Q
′
N (z) tali che P
′
M (z)/Q
′
N (z)−f(z) = O(zN+M+1 si avrebbe che PM (z)/QN (z)−
P ′M (z)/Q
′
N (z) = O(z
N+M+1 da cui risulterebbe
Q′N (z)PM (z) −QN (z)P ′M (z) = O(zN+M+1)
Essendo il lato sinistro un polinomio di grado N +M questo significa che e` identicamente
nullo da ci segue la unicita` .
I coefficienti pk, qk dei polinomi
QN (z) =
N∑
k=0
qk z
k PM (z) =
M∑
k=0
pk z
k
sono determinati dalla equazione
QN (z) f(z)− PM (z) = O(zN+M+1)
che si ottiene dalla precedente purch’e sia QN (0) 6= 0 Abbiamo dunque
N∑
k=0
qk z
k
∞∑
j=0
fj z
j −
M∑
k=0
pk z
k = O(zN+M+1)
Ponendo j + k = n riscriviamo
∞∑
n=0
zn
min (n,N)∑
k=0
qk fn−k −
M∑
n=0
pn z
n = O(zN+M+1)
Nella prima somma mettiamo l’estremo superiore uguale ad N convenendo che fj = 0 se
j < 0. Si ricava quindi che
N∑
k=0
qk fn−k = 0 n =M + 1,M + 2, . . . ,M +N
N∑
k=0
qk fn−k = pn n = 0, 1, . . . ,M
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Il primo sistema e` non omogeneo rispetto a qk/q0 con 1 ≤ k ≤ N . Se il sistema ha soluzione
possiamo porre ovviamente q0 = 1. La prima delle equazioni che determinano le pn con
n = 0 ci da p0 = f0q0 = f0. Quindi q0 = p0 = 1 se imponiamo f0 = 1. La condizione di
esistenza ossia che il sistema per le qn abbia soluzione si scrive
DM/N =
∣∣∣∣∣∣∣
fM fM−1 . . . fM+1−N
...
...
...
fM+N−1 fM+N−2 . . . fM
∣∣∣∣∣∣∣ 6= 0 N ≥ 1
Consideriamo ora il caso particolare dell’approssimante [N −1/N ]f in cui la equazione che
determina i qk diventa
N∑
k=1
qk fn−k + fn = 0 n = N + 1, . . . , 2N − 1
e la condizione di esistenza si scrive
DN−1/N =
∣∣∣∣∣∣∣
fN−1 fN−2 . . . f0
...
...
...
f2N−2 f2N−3 . . . fN−1
∣∣∣∣∣∣∣ 6= 0 N ≥ 1
C’e` una formula compatta, dovuta a Nuttal, che fornisce l’approssimante e che dimostr-
eremo nel seguito tramite il risolvente di un operatore.
[N − 1/N ]f (z) = (f0 . . . fN−1)


f0 − xf1 . . . fN−1 − xfN
...
...
fN−1 − xfN . . . f2N−2 − xf2N−1


−1 

f0
...
fN−1


Per valutare l’approssimante si risolve il sistema lineare che determina i coefficienti di QN
e si calcolano poi i coefficienti di PM , quindi si calcolano i polinomi nei punti desiderati. Si
possono scrivere formule esplicite per i polinomi sotto forma di determinanti, il cui utilizzo
tuttavia e` limitato dall’onere del calcolo del determinante per ogni valore di z. Per il
polinomio denominatore abbiamo
QN (z) = D
−1
M/N
∣∣∣∣∣∣∣∣∣∣
fM+1 fM . . . fM+1−j . . . fM+1−N
...
...
...
...
fM+N fM+N−1 . . . fM+N−j . . . fM
1 z . . . zj . . . zN
∣∣∣∣∣∣∣∣∣∣
Per il polinomio numeratore
PM (z) = D
−1
M/N
∣∣∣∣∣∣∣∣∣∣
fM+1 fM . . . fM+1−j . . . fM+1−N
...
...
...
...
fM+N fM+N−1 . . . fM+N−j . . . fM∑M
k=0 fkx
k
∑M
k=1 fk−1x
k . . .
∑M
k=j fk−jx
k . . .
∑M
k=N fk−Nx
k
∣∣∣∣∣∣∣∣∣∣
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Proprieta` algebriche
Gli approssimanti godono di alcune proprieta` algebriche che si dimostrano abbastanza
agevolmente a partire dalla definizione. Si noti bene che gli approssimanti non sono appli-
cazioni lineari.
1) Se definiamo
fJ (z) =
J−1∑
k=1
fkz
k f(z) = fJ(z) + z
J fˆ(z) fˆ(z) =
∞∑
k=0
fk+Jz
k
vale la proprieta` seguente
[M + J/N ]f (z) = fJ (z) + z
J [M/N ]fˆ(z) M ≥ N − 1
Infatti se
[M/N ]fˆ =
PˆM (z)
QˆN (z)
dalla definizione segue
PˆM
QˆN
− f − fJ
zJ
= O(zN+M+1)
e moltiplicando per zJ
zJ PˆM
QˆN
+ fJ − f = O(zN+M+J+1)
Se M ≥ N − 1 possiamo scrivere che
PM+J (z)
QN (z)
≡ z
J PˆM +QN fJ
QˆN
= f +O(zN+M+J+1
e quindi per la unicita` dei P.A. si ha
[M + J/N ]f =
PM+J (z)
QˆN (z)
)
2) Se Rn(z) e` un polinomio di grado n ≤M −N allora si ha
[M/N ]f+Rn(z) = Rn(z) + [M/N ]f (z)
Infatti se abbiamo [M/N ]f = PM/QN dalla definizione segue che
PM
QN
+Rn = f +Rn +O(z
N+M+1)
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ma PM + QN Rn = P
′
M e` un polinomio di grado M se n + N ≤ M e dunque P ′M/QN e`
l’approssimante [M/N ] a Rn + f
3) L’approssimante della funzione 1/f(z) e` dato da
[M/N ]1/f (z) =
1
[M/N ]f (z)
infatti dalla definizione PM − fQN = O(zN+M+1 segue che PM/f − QN = O(zN+M+1).
Partendo dalla serie per 1/f possiamo calcolare [N −1+J/N ]f da cui prendendo l’inverso
otteniamo [N/N − 1 + J ]f e questo completa la tavola.
4) Gli approssimanti diagonali sono invarianti per trasformazioni omografiche
[N/N ]α+βf
γ+δf
=
α+ β[N/N ]f
γ + δ[N/N ]f
Questa segue dalle proprieta` precedenti
5) Data la trasformazione omografica w = αz/(β + γz) e detto g(z) = f(w(z)) si ha che
[N/N ]f (w)
∣∣∣
w= αz
β+γz
= [N/N ]g(z)
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Frazioni continue
Consideriamo la frazione continua definita da
S = b0 +
a1
b1 +
a2
b2 +
a3
. . .
+
an
bn + rn
rn =
an+1
bn+1 + rn+1
Ponendo rn = 0 si arresta la frazione continua ed il risultato si pu scrivere come una
semplice frazione An/Bn che chiamiamo ridotta di ordine n. Poniamo quindi
S =
An + rnAn−1
Bn + rnBn−1
dove risulta ovvio che ponendo rn = 0 otteniamo l’approssimazione An/Bn. Ad esempio
per n=1 abbiamo
S = b0 +
a1
b1 + r1
=
b1b0 + a1 + r1b0
b1 + r1
confrontando con la formula precedente abbiamo che
A1 = b1b0 + a1 A0 = b0 B1 = b1 B0 = 1
La ricorrenza per An e Bn si trova sostituendo a rn la sua espressione
S =
An +
an+1
bn+1 + rn+1
An−1
Bn +
an+1
bn+1 + rn+1
An−1
=
bn+1An + an+1An−1 + rn+1An
bn+1Bn + an+1Bn−1 + rn+1Bn
Si ricava in questo modo la relazione
{An+1 = bn+1An + an+1An−1
Bn+1 = bn+1Bn + an+1Bn−1
che viene inizializzata da
A−1 = 1 A0 = b0 B−1 = 0 B0 = 1
Nel caso in cui i coefficienti della frazione continua siano tutti positivi vale il seguente
risultato
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Teorema Se an > 0, bn > 0 per ogni n allora le ridotte di ordine pari formano una suc-
cessione monotona non decrescente, quelle di ordine dispari una successione non crescente
A0
B0
≤ . . . A2n
B2n
≤ A2n+2
B2n+2
≤ S ≤ A2n+1
B2n+1
≤ A2n−1
B2n−1
≤ . . . ≤ A1
B1
Per dimostrare il risultato si considerano i seguenti determinanti∣∣∣∣An+1 AnBn+1 Bn
∣∣∣∣ =
∣∣∣∣ bn+1An + an+1An−1 Anbn+1Bn + an+1Bn−1 Bn
∣∣∣∣ = −an+1
∣∣∣∣An An−1Bn Bn−1
∣∣∣∣ =
= (−1)n+1an+1 · · ·a1
∣∣∣∣A0 A−1B0 B−1
∣∣∣∣ = (−1)n+1an+1 · · ·a1
∣∣∣∣ b0 11 0
∣∣∣∣ = (−1)nan+1 · · ·a1
Abbiamo quindi la seguente relazione per indici pari∣∣∣∣A2n+2 A2nB2n+2 B2n
∣∣∣∣ =
∣∣∣∣ b2n+2A2n+1 + a2n+2A2n A2nb2n+2B2n+1 + a2n+2B2n B2n
∣∣∣∣ =
= b2n+2
∣∣∣∣A2n+1 A2nB2n+1 B2n
∣∣∣∣ = b2n+2(−1)2na2n+1a2n · · ·a1
cui si aggiunge una relazione analoga per gli indici dispari∣∣∣∣A2n+1 A2n−1B2n+1 B2n−1
∣∣∣∣ =
∣∣∣∣ b2n+1A2n + a2n+1A2n−1 A2n−1b2n+1B2n + a2n+1B2n−1 B2n−1
∣∣∣∣ =
= b2n+1
∣∣∣∣A2n A2n−1B2n B2n−1
∣∣∣∣ = b2n+1(−1)2n−1a2na2n−1 · · ·a1
Dalle due ultime relazioni segue che
A2n+2B2n −B2n+ 2A2n ≥ 0 A2n+1B2n−1 −B2n+ 1A2n−1 ≤ 0
da cui segue il risultato.
Si possono dare risultati di convergenza per le frazioni continue positive. Basta infatti
operare una successione si trasformazioni rendano tutti gli an uguali ad 1 e trasformino i
bn in βn anch’essi positivi.
S = β0 +
1
β1 +
1
β2 +
1
. . .
+
1
βn +
.. .
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A tal fine basta moltiplicare la prima e la seconda riga per p1, la seconda e la terza per p2
e continuare imponendo poi che che anpnpn−1 = 1. Si trova ad esempio che
p1 =
1
a1
p2 =
a1
a2
p3 =
a2
a1a3
p2n =
a1a3 · · ·a2n−1
a2a4 · · ·a2n p2n+1 =
a1a3 · · ·a2n
a1a3 · · ·a2n+1
In questo caso β0 = b0 e βn = pbbn per n ≥ 1. Si prova poi che la frazione continua
converge se
∑
n=0∞ βn diverge.
Come esempio partiamo dallo sviluppo in frazione continua di
√
2 che si scrive partendo
dalla identita` √
2 = 1 +
1
1 +
√
2
= 1 +
1
2 +
1
2 +
1
. . .
+
1
2 +
. . .
Quindi in questo caso si ha β0 = 1 e βn = 2 con n ≥ 1. Notiamo che la frazione continua
in cui ¡ β0 = 0 e βn = q intero per n ≥ 1 definisce un numero irrazionale, detto quadratico,
che soddisfa la relazione
x =
1
q + x
=
1
q +
1
q +
1
. . .
+
1
q +
.. .
Si noti infatti che x e` la soluzione minore di 1 della equazione x2 + qx− 1 = 0 ossia
x =
√
q2 + 4− q
2
Se q = 1 allora i An = Fn e Bn = Fn+1 dove Fn e` la sequenza di Fibonacci Fn+1 =
Fn + Fn−1 inizializzata da F0 = 0 e F1 = 1da cui segue F2 = 2, F3 = 3, f4 = 5 e via di
seguito. Nel caso generale la ricorrenza e` data da
An+1 = qAn +An−1 Bn+1 = qBn +Bn−1
inizializzata da A0 = 0, A−1 = 1, B0 = 1, B−1 = 0 per cui si trova
A1 = 1, A2 = q, A3 = q
2 + 1 B1 = q, B2 = q
2 + 1, B3 = q
3 + 2q
e nel caso q = 1 si ritrova la sequenza di Fibonacci.
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Frazioni continue analitiche
In questo caso si parte da una serie di potenze
f(z) = 1 +
∞∑
n=1
fnz
n
e poniamo f0 = 1. Si considera allora la ricorrenza seguente che definisce una frazione
continua.
f(z) ≡ f1(z)
f0
=
1
1− α0z − β1z2 f2(z)f1(z)
All’ordine n si definisce fn(z) come segue
fn(z)
fn−1
=
1
1− αn−1z − βnz2 fn+1(z)fn(z)
La funzione fn(z) e` definita dal suo sviluppo di Taylor che scriviamo.
fn(z) = 1 +
∑
k≥1
f
(n)
k z
k f
(n)
0 = 1
dove si pone f
(1)
k = fk. Partiamo con n = 1 supponendo nota tutta la serie f(z) e
determinano le costanti e f2(z) tramite la relazione
(1− α0z)f(z)− β1z2f2(z) = 1
Confrontando le potenze z, z2 otteniamo α0, β1 mentre le potenze successive determinano
i coefficienti di f2(z)
α0 = f1 β1 = f2 − α0 f1 f (2)k =
1
β1
(fk+2 − α0fk+1) k ≥ 1
Procedendo in modo analogo all’ordine n otteniamo
(1− αn−1z)fn(z) − βnz2fn+1(z) = fn−1(z)
e confrontando le potenze di z, z2 otteniamo
αn−1 = f
(n)
1 − f (n−1)1 βn = f (n)2 − αn−1f (n)1 − f (n−1)2
Il confronto delle potenze successive determina e coefficienti di f (n+1)(z)
f
(n+1)
0 = 1 f
(n+1)
k =
1
βk
(
f
(n)
k+2 − αn−1f (n)k+1 − f (n−1)k+2
)
k ≥ 1
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Consideriamo ora il caso in cui sia assegnato lo sviluppo di Taylor della f(z) troncato
all’ordine 2N − 1. In questo caso f2(z) e` troncato all’ordine 2N − 3 ed in generale fn(z)
all’ordine 2(N − n) + 1. L’ultimo termine e` percio´ fN (z) che e` di ordine 1 mentre risulta
che fN+1(z) = 0 e questo tronca la frazione continua.
Le ricorrenze pertanto risultano definite da
f(z)(1− α0z)− z2β1f2(z) = 1 +O(z2N )
f2(z)(1− α1z)− z2β2f3(z) = f(z) +O(z2N−2)
...
fn(z)(1− αn−1z)− z2βnfn+1(z) = fn−1(z) +O(z2(N−n+1))
...
fN (z)(1− αN−1z) = fN−1(z) +O(z)
E` evidente che la prima relazione determina α0, β1, la seconda α1, β2 mentre la penultima
ci da αN−2, βN−1 e l’ultima determina αN−1.
Schema di programma
Dato lo sviluppo di Taylor della f(z) all’ordine 2N −1 e posto f (0)k = 0 con k ≥ 1 si ricava
la ricorrenza per 1 ≤ n ≤ N − 1


αn−1 = f
(n)
1 − f (n−1)1 βn = f (n)2 − αn−1f (n)1 − f (n−1)2
f
(n+1)
0 = 1 f
(n+1)
k =
1
βk
(
f
(n)
k+2 − αn−1f (n)k+1 − f (n−1)k+2
)
1 ≤ k ≤ 2(N − n) + 1
cui si aggiunge l’ultima relazione (1− αN−1z)fN (z) = fN−1(z) ottenuta dalla precedente
ponendo fn+1(z) = 0 che ci fornisce
αN−1 = f
N
1 − f (N−1)1
Per valutare il valore della frazione continua poniamo rn+1(z) = fn+1(z)/fn(z) e si ha
quindi la ricorrenza
rn(z) =
1
1− αn−1z − βnz2rn+1(z) n = N,N − 1, ...., 1
dove r1(z) = f(z) se si pone rN+1 = 0 per inizializzarla allora si valuta esplicitamente
la frazione e r1(z) rappresenta il valore della frazione continua troncata il cui sviluppo
coincide con f(z) fino all’ordine z2N−1. Si noti che la ricorrenza va a ritroso nell’indice n
da N ad 1.
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Ridotte delle frazioni continue analitiche
Mediante un semplice cambio di variabili passiamo
F (z) =
1
z
f
(
1
z
)
=
1
z − α0 − β1
z − α1 + β2. . .
+
βn
z − αn − βnrˆn+1(z)
dove abbiamo definito
rˆn(z) =
1
z
rn
(
1
z
)
rˆ1(z) =
1
z
f
(
1
z
)
≡ F (z)
Notiamo che il confronto con la frazione continua definita inizialmente mostra che
b0 = 0, a1 = 1, b1 = z − α0, a2 = −β1 . . . an = −βn−1, bn = z − αn−1
Ne segue che la ricorrenza per le ridotte risulta espressa da{
An+1 = (z − αn)An − βn An−1
Bn+1 = (z − αn)Bn − βnBn−1
che puo` essere inizializzata ancora da
A−1 = 1 A0 = b0 B−1 = 0 B0 = 1
purche´ si ponga β0 = −1 . Alle prime due iterazion1 con n = 0, 1 si trova infatti{
A0 = 0 A1 = 1
B0 = 1 B1 = z − α0
in accordo con la frazione troncata al primo ordine, ponendo r2 = 0, che diventa 1/(z−α0).
Si noti che A1, B1 sono polinomi di ordine 0, 1 rispettivamente da cui segue che A2, B2
sono di ordine 1, 2 e in generale An, Bn di ordine n − 1, n. Se dunque partiamo da una
serie troncata all’ordine z2N+1 che determina i coefficienti della frazione continua αn, βn
con 0 ≤ n ≤ N − 1, Allora l’ultima ridotta e` definita da AN , BN che sono polinomi di
grado N − 1 ed N . Per comodita` poniamo dunque
Pˆn−1(z) = An, Qˆn(z) = Bn
E` conveniente introdurre un’altra famiglia di polinomi definita da
Pn−1 = z
n−1Pˆn−1
(
1
z
)
Qn = z
nQˆn
(
1
z
)
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Con questa definizione mentre Pˆn−1(z)/Qˆn(z) sono le ridotte di F (z) le ridotte a f(z) sono
espresse da
f(z) =
1
z
F
(
1
z
)
ridotta ordine n
1
z
Pˆn−1
(
1
z
)
Qˆn
(
1
z
) = zn−1 Pˆn−1
(
1
z
)
zn Qˆn
(
1
z
) = Pn−1(z)
QN (z)
per il modo in cui e` stata costruita la frazione continua lo sviluppo di Taylor della ridotta
Pn−1(z)/Qn(z) coincide con quello della f(z) fino all’ordine 2n−1 per cui possiamo scrivere
Pn−1(z)
Qn(z)
= f(z) +O(z2n) n = 1, 2, . . . , N
ne segue quindi che le ridotte coincidono con gli approssimanti di Pad
Pn−1(z)
Qn(z)
= [n− 1/n]f (z) n = 1, 2, . . . , N
Ricorrenza per i coefficienti dei polinomi
La ricorrenza per i coefficienti dei polinomi si scrive definendo
Pˆn(x) =
n∑
k=0
p
(n)
k x
k 0 ≤ n ≤ N − 1
Qˆn(x) =
n∑
k=0
q
(n)
k x
k 1 ≤ n ≤ N
dove si ha p
(n)
n = q
(n)
n = 1 come segue immediatamente dalla ricorrenza. Abbiamo quindi
per i coefficienti
p
(n)
k = p
(n−1)
k−1 − αnp(n−1)k − βnp(n−2)k k = 0, 1, . . . , n− 1
q
(n+1)
k = q
(n)
k−1 − αnq(n)k − βnq(n−1)k k = 0, 1, . . . , n
dove definiamo pn−1 = q
n
−1 = 0 e p
(n)
k = q
(n)
k = 0 se k > n. Per i polinomi P
(n−1), Qn con
n = 1, 2 abbiamo la seguente espressione
Pˆ0 = 1 Qˆ0 = z − α0 Pˆ1 = z − α1 Qˆ2 = z2 − (α0 + α1)z + α0α1 − β1
Quindi la ricorrenza scritta sopra per p
(n)
k , q
(n+1)
k si utilizza per n = 2, . . . , N − 1. Si puo`
infine notare che i polinomi Pn−1 e Qn si scrivono
Pn(x) =
n∑
k=0
p
(n)
k x
n−k =
n∑
k=0
p
(n)
n−k x
k Qn(x) =
n∑
k=0
q
(n)
n−k x
k
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Funzioni di Stjeltjes e polinomi ortogonali
Consideriamo una misura µ(t) ossia una funzione monotona non decrescente definita su
R+ con µ(0) = 0, µ(+∞) = 1. Sia inoltre dµ(t) = ρ(t) dt dove ρ(t) ≥ 0 puo` anche essere
una distribuzione. Consideriamo quindi il funzionale F definito da
F(g) =
∫ +∞
0
g(t) dµ(t)
Una funzione di Stjeltjes definita da
f(z) = F
(
1
1− tz
)
=
∫ +∞
0
1
1− tz dµ(t)
risulta essere analitica su tutto il piano complesso tranne l’asse reale negativo. I coefficienti
del suo sviluppo di Taylor sono i momenti della misura definiti da
fn = F(tn) f(z) =
∞∑
n=0
fn z
n
Introduciamo i polinomi ortogonali Qˆn(x) rispetto alla misura µ con normalizzazione
x−N QˆN (x)→ 1 per x→∞ ossia
QˆN (x) = x
N +
N∑
k=1
qˆk x
k
Nel paragrafo precedente abbiamo indicato i coefficienti qˆk con q
(N)
k . La condizione di
ortogonalita` definita da
F(Qˆk(t)Qˆj(t) = 0 j 6= k
risulta essere equivalente a
F(tjQˆN (t)) = 0 j = 0, 1, . . . , N − 1
che conduce al seguente sistema lineare che determina i coefficienti qˆk
F(tj QˆN (t)) = F(tj+N +
N−1∑
k=0
qˆkF(tj+k) = fj+N +
N−1∑
k=0
qˆk fj+k = 0 j = 0, . . . , N − 1
La matrice del sistema lineare Mi,j = fi+j dove gli indici vanno da 0 a N − 1 e` definita
positiva e quindi invertibile. Infatti basta osservare che la forma quadratica seguente e`
definita positiva
N−1∑
j,k=0
cjck fk+j =
N−1∑
j,k=0
cj ck F(tk+j) = F

(N−1∑
k=0
ck t
k
)2 > 0
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Proposizione I polinomi QˆN (z) coincidono con i denominatori delle ridotte della frazione
continua introdotte nel paragrafo precedente e quindi QN (z) = z
N QˆN (z
−1) sono i denom-
inatori degli Approssimanti do Pade´.
Per dimostrarlo poniamo k = j +N e riscriviamo il sistema lineare che determina i coeffi-
cienti qˆk nella forma
N−1∑
k=0
qˆk fn−(N−k) + fn = 0 n = 0, . . . , N − 1
Allora ponendo k′ = N − k e qk′ = qˆN−k′ abbiamo
N∑
k′=1
qˆN−k′ fn−k′ + fn =
N∑
k′=1
qk′ fn−k′ + fn = 0 n = 0, . . . , N − 1
Pertanto si ritrova esattamente il sistema lineare che definisce i coefficienti qk del polinomio
QN (z) come si e` mostrato nel paragrafo iniziale. La relazione tra i due polinomi e` quindi
data da
zN QˆN
(
1
z
)
= 1 +
N−1∑
k=0
qˆk z
N−k = 1 +
N∑
k′=1
qˆN−k′ z
k′ = 1 +
N∑
k′=1
qk′ z
k′ = QN (z)
Si puo` definire un altro polinomio PˆN−1(z)
PˆN−1(z) = F
(
QˆN (x)− QˆN (t)
z − t
)
Questo polinomio e` legato al numeratore dell’approssimante di Pade´ [N − 1/N ] da una
analoga relazione PN−1(z) = z
N−1PˆN−1(1/z)
Approssimazione della misura e quadrature di Gauss
L’approssimazione razionale a f(z) consente di ottenere una approssimazione costante a
tratti della misura, ottenuta dalla decomposizione in fratti semplici. Indichiamo con u
(N)
k
gli zeri del polinomio QˆN (z) e possiamo scrivere il polinomio QN (z) che ha come zeri
z = 1/t
(N)
k nella forma
PN−1(z)
QN (z)
=
PN−1(z)
(1− z t(N)1 ) · · · (1− z t(N)N )
=
N∑
k=1
γ
(N)
k
1− z t(N)k
= f(z) +O(z2N )
Se ne deduce che la approssimazione razionale si ottiene sostituendo la misura esatta
con una misura approssimata µN (t) costante a tratti e la sua densita` con una densita`
approssimata ρN (t) che e` una somma di funzioni δ.
µN (t)
N∑
k=1
γ
(N)
k ϑ(t− t(N)k ) ρN (t) =
N∑
k=1
γ
(N)
k ϑ(t− t(N)k )
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Definiamo allora il funzionale approssimato
FN (g) =
∫ +∞
0
g(t) dµN(t) ≡
n∑
k=1
γ
(N)
k g(u
(N)
k )
che fornisce la formula di quadratura di Gauss per un funzione g assegnata.
La proprieta` degli approssimanti di Pade´
f(z) =
PN−1(z)
QN (z)
+O(z2N
puo` essere riespressa nella forma
F
(
1
1− tz
)
= FN
(
1
1− tz
)
+ (z2N )
da cui segue che i momenti della misura esatta e di quella approssimata coincidono fino
all’ordine 2N − 1
FN (tk) = F(tk) per 0 ≤ k ≤ 2N − 1
Questa propriet mi consente di dimostrare immediatamente la formula di quadratura di
Gauss e` esatta un polinomio di grado 2N − 1. Infatti detto G(x) un pilinomio di grado
m ≤ 2N − 1 si ha
FN (G(t)) =
m∑
k=0
gkFN (tk) =
m∑
k=0
gkF(tk) = F(G(t))
Proprieta` delle funzioni di Stjeltjes
Per questa classe di funzioni valgono molte proprieta` notevoli.
I coefficienti αn e βn dello sviluppo in frazione continua sono positivi
La funzione e` analitica su tutto il piano complesso tranne che su R+. Gli zeri dei poolinomi
ortogonali QˆN (z) sono sull’asse reale positivo e si alternano con quelli di QˆN−1(z) e lo stesso
vale per i polinomi QN (z) e QN−1(z) che sono i denominatori degli approssimanti di Pade´.
Le successioni diagonali e paradiagonali dei P.A. sono monotone sull’asse reale negativo
[0/1]f(x) ≤ · · · ≤ [N − 1/N ]f (x) ≤ f(x) ≤ [N/N ]f (x) ≤ · · · ≤ [1/1]f (x) x ∈ R−
Inoltre le successioni [N − 1/N ]f (z), [N/N ]f (z) convergono uniformemente in ogni com-
patto del piano complesso che escluda R+ purch sia verificata la condizione
∞∑
n=0
f−1/2nn = +∞ che vale se fn < a cn (2n)!
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Operatori autoaggiunti
Alcune proprieta` notevoli dei P.A. si ottengono a partire dal risolvente di operatori positivi.
Sia dunque A un operatore in uno spazio di Hilbert H il cui spettro e` in R+ e sia
A =
∫ +∞
−∞
t dP (t)
la sua decomposizione spettrale. Dato un vettore φ ∈ H definiamo
µ(t) = 〈φ|P (t)|φ〉 f(z) = 〈φ|(I − zA)−1|φ〉 =
∫ +∞
0
dµ(t)
1− zt
dove f(z) e` una funzione di Stjeltjes. Per avere la stessa normalizzazione supponiamo che
〈φ|〉 = 1. Data la seguente equazione lineare
ψ = φ+ zAψ
abbiamo che f(z) = 〈φ|ψ〉.
Soluzioni approssimate |ψN 〉 della equazione precedente si ottengono con il metodo di
Galerkin ossia proiettandola in una sottospazio EN di dimensione N la cui base e` definita
dai vettori φ, φ1, . . . , φN−1 e poniamo φ0 = φ. Il proiettore PN su questa base risulta
espresso da
PN =
N−1∑
i,k=0
(G−1)ik |φi〉〈φk| Gik = 〈φi|φk〉
Si puo` infatti verificare facilmente che PNφk = φk con k = 0, . . . , N − 1 e che P2N = PN .
Scriviamo quindi la equazione approssimata proiettando nel sottospazio EN . Definendo
AN = PNAPN la restrizione di A nel sottospazio sia φN la soluzione della corrispondente
equazione
ψN = φ+ zANψN
Ne segue che la la funzione f(z) = 〈φ|ψ〉 risulta essere approssimata da
〈φ|ψN 〉 = 〈φ|(I − zAN )−1|φ〉
Se decomponiamo ψN sulla base scrivendo ψN =
∑N−1
k=0 ckφk allora sostituendo nella
precedente equazione e moltiplicando scalarmente per φi otteniamo
N−1∑
k=0
〈φi|1− zAN |φk〉 ck = 〈φi|φ〉
Ponendo dunque
bi = 〈φi|φ〉 Mik = 〈φi|1− zAN |φk〉 = 〈φi|1− zA|φk〉
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La equazione si riscrive nella forma
Mc = b
da cui segue che
〈φ|ψN 〉 = b∗ · c = b∗ ·M−1b
Proposizione Se i vettori di base sono scelti secondo l’ansatz perturbativo φk = A
kφ
per k = 0, . . . , N − 1 allora la soluzione approssimata 〈φi|ψN 〉 alla funzione f(z) = 〈φi|ψ〉
coincide con il suo Approssimante di Pad’e di ordine [N − 1/N ].
Infatti possiamo provare che
〈φi|AnN |φ〉 = 〈φi|An|φ〉 per 0 ≤ n ≤ 2N − 1
Basta infatti osservare che
ANφ = PNAPNφ = PNAφ = PNφ1 = φ1 ≡ Aφ
da cui segue che A2Nφ = ANφ1 = φ2 e per induzione. Infatti supposto che A
n−1
N φ = φn−1 ≡
An−1φ per n ≤ N − 1 abbiamo che
A
n
Nφ = ANφn−1 = PNAφn−1 = PNφn = φn ≡ Anφ
si noti tuttavia che la relazione non vale piu` per n = N perche´ PNφN 6= φN Detto allora
n ≤ 2N − 1 scriviamo n = j + k + 1 con j, k ≤ N − 1 e osserviamo che
〈φ|AnN |φ〉 = 〈AjNφ|AN |AkNφ〉 = 〈φj |AN |φk〉 = 〈φj |A|φk〉 = 〈φ|An|φ〉 n ≤ 2N − 1
Siccome la espressione trovata per 〈φ|ψN 〉 = e´ data dal rapporto di due polinomi di grado
N − 1 ed N rispettivamente, questo prova che tale risultato coincide con il P.A. [N − 1/N ]
〈φ|(I − zAN )−1|φ〉 = [N − 1/N ]〈φ|(I−zA)−1|φ〉
Metodi variazionali
Siccome le equazioni che abbiamo considerato precedentemente erano lineari nello spazio di
HilbertH la loro soluzione puo` essere ottenuta come soluzione variazionale di un funzionale
quadratico. A tal fine consideriamo dunque
L(χ) = 〈χ|φ〉+ 〈φ|χ〉 − 〈χ|(1− zA)|χ〉
Questo risulta stazionario per χ = ψ dove ψ = (1 − zA)−1φ. Infatti la variazione di L e`
data da
δL(χ) = L(χ+ δχ)− S(χ) = 〈δχ|φ− (1− zA)χ〉 + 〈φ− (1− zA)χ|δχ〉
135
Scelto uno spazio EN di dimensione finita N e χ ∈ EN la soluzione variazionale coincide
con quella ottenuta con il metodo di Galerkin.
{δL(χ)}χ∈EN = 0 χ = ψN ≡ (1− zAN )−1φ L(ψN ) = 〈φ|ψN 〉
Se lo spazio EN e` scelto usando l’ansatz perturbativo φk = Akφ allora la soluzione vari-
azionale coincide con l’approssimante [N−1/N ] di Pade´. Scelto un punto qualsiasi sull’asse
reale negativo x ∈ R− l’operatore 1−xA e` ancora definito positivo. Allora possiamo definire
(1 − xA)±1/2 che sono ancora autoaggiunti e positivi. Ricordando che ψ = (1 − xA)−1
osserviamo che
L(ψ)− L(χ) =〈φ|(1− xA)−1|φ〉+ 〈χ|1− xA|χ〉 − 〈φ|〉χ− 〈χ|〉χ =
= ‖(I − xA)−1/2 φ− (I − xA)1/2 χ‖2 ≥ 0
Ne segue quindi che
L(χ) ≤ L(ψ) = 〈φ|(1− xA)−1|φ〉 ≡ f(x)
Se scegliamo l’ansatz perturbativo la soluzione variazionale e` [N − 1/N ]f e quindi si ha
che la soluzione stazionaria e` χ = ψN e che L(ψN ) e` l’approssimante di Pade´ [N − 1/M ]f
ossia
[N − 1/N ]f (x) ≤ f(x)
Non e` difficile provare che la successione [N−1/N ]f e` monotona non decrescente Mostriamo
ora che gli approssimanti [N/N ] forniscono invece delle stime dall’alto alla funzione f(x).
Notiamo dapprima la relazione tra questo approssimante e [N − 1/N ]
[N/N ]f (z) = 1 + z[N/N ] f−1
z
(z)
e notiamo che
f(z)− 1
z
= 〈φ|A(1− zA)−1|φ〉
Pertanto il funzionale la cui soluzione stazionaria e` (f − 1)/z si desume subito dal prece-
dente. Introduciamo quindi
U(χ) = 〈φ|φ〉+ z〈χ|A|φ〉 + z〈φ|A|χ〉 − z〈χ|A(1− zA)|χ〉
La soluzione stazionaria si ottiene per χ = φ ≡ (1− zA)−1φ e si ha
U(ψ) = 〈φ|φ〉+ z〈φ|A(1− zA)−1|φ〉 = 1 + z
(
f(z)− 1
z
)
Se cerchiamo la soluzione stazionaria con l’ansatz perturbativo la soluzione che otteniamo
risulta essere espressa da 1 + z〈φ|AN (1 − zAN )−1|φ〉 e questa coincide con [N/N ]f (z).
Notiamo infine che scelto x ∈ R− vale la seguente relazione
U(χ)− U(ψ) = x〈χ|A|φ〉+ x〈φ|A|χ〉 − x〈χ|A(1− xA)|χ〉 − x〈φ|A(1− xA)−1|φ〉 =
= −x‖A1/2(1− xA)−1/2φ− A1/2(1− xA)1/2χ‖ ≥ 0
Vale a dire U(χ) ≥ 〈φ|(1− xA)−1|〉φ ≡ f(x). Di qui segue che U(χ) ≥ U(ψ) e la soluzione
stazionaria con l’ansatz perturbativo conduce a
f(x) ≤ [N/N ]f (x) x < 0
La successione degli approssimanti risulta inoltre monotona non crescente.
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Generalizzazioni
Gli approssimanti possono anche essere definiti nel caso di matrici analitiche. Sia ad
esempio F (z) una matrice L×L i cui elementi sono Fi,k(z) e di cui si conosce lo sviluppo
in serie di Taylor. La formulazione in termini di operatori mi permette con il metodo di
Galerkin di costruire le approssimazioni tra cui quelle di Pade´ con un ansatz perturbativo.
Infatti se la matrice e` definita da
Fik(z) = 〈φi|(I − zA)−1|φk〉 i, j = 0, . . . , L− 1
allora il metodo di Galerkin relativo al sottospazio di dimensioni NL la cui base e` definita
da
ELN = {φ, φ1, . . . , φL−1,Aφ,Aφ1, . . . ,AφL−1, . . . ,AN−1 φ,AAN−1φ1, . . . ,AN−1 φL−1}
ci fornisce formule esplicite analoghe a quelle del caso scalare. Dai principi variazionali si
ricavano anche delle disuguaglianze se l’operatore A e` positivo e se scegliamo il punto x
sull’asse reale negativo. Come per il caso scalare si trova
[N − 1/N ](x) ≤ F (x) ≤ [N/N ]F (x) x ∈ R−
Un’altra generalizzazione si applica a funzioni definite tramite lo sviluppo in una serie di
polinomi Ln(z) di cui si conosce la generatrice
K(z, t)
∞∑
n=0
Ln(z) t
n
Per esempio se Ln(z) sono i polinomi di laguerre allora K = e
−zt Ponendo
f(z) = F(K(z, t)) =
∫ +∞
0
K(z, t)dµ(t) =
∑
n
fnLn(z)
gli approssimanti generalizzati sono definiti dalle seguenti formule di quadratura
[N − 1/N ] genf (z) = FN (K(z, t)) =
∑
γ(N)n K
(
z, t(N)n
)
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Interpolazione razionale
Se conosciamo il valore di una funzione in una successione di punti x1, x2, . . . , xn possiamo
costruire una frazione continua che interpola la funzione nei punti assegnati
f(x) ==
a1
1 +
a2(x− x1)
1 +
a3(x− x2)
1 +
. . .
+ an(x− xn−1)
Per valutare i coefficienti scriviamo
f(x) =
a1
1 + (x− x1)f2(x) f2(x) =
a2
1 + (x− x2)f3(x) . . .
Se n = 2 si ha f3 = 0 e si trova che a1 = f(x1) mentre f(x2) determina a2
a2 = f2(x2) =
a2 − f(x2)
(x2 − x1)f(x2)
Nel caso generale consideriamo la ricorrenza
fp(x) =
ap
1 + (x− xp)fp+1(x)
che parte da p = 1 dove si ha f1(x) = f(x). Questa relazione viene iterata fino a p =
n − 1 dove si ha fn(x) = an/
(
1 + (x − xn)fn+1(x)
)
che determina an = f(xn). Per
chiudere la frazione continua si pone fn+1 = 0 che ha come conseguenza fn(x) = fn(xn). I
coefficienti della frazione continua si valutano a partire da n = 1. Al primo passo dunque
si determinano a1 e f2(x) in x = x2, . . . , xn
a1 = f(x1) f2(xk) =
ak − f(xk)
(x− xk)f(xk)) k = 2, . . . , n
Al secondo passo n = 2 si determina a2 = f2(x2) e f3(xk) con k = 3, . . . , n e si continua cos`ı
fino ad an = fn(xn). Possiamo allora scrivere l’algoritmo seguente ponendo Ap,k = fp(xk)
Si inizializza A1,k = f(xk) con k = 1, . . . , n e si valuta
{
ap = Ap,p Ap+1,k =
ap −Ap,k
(xk − xp)Ap,k k = p+ 1, p+ 2, . . . , n
}
p = 1, 2, . . . , n−1
e si chiude con an = An,n.
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Una volta determinati i coefficienti ak si usa lo stesso algoritmo per valutare la frazione
continua ma partendo dal basso anziche´ dall’alto.
{
fp(x) =
ap
1 + (x− xp)fp+1(x)
}
p = n− 1, n− 2, . . . , 1
e inizializzandola con fn(x) = an Per valutare le ridotte della frazione continua si pone
bk = 1 e si cambia ak in ak(x− xk−1) per k ≥ 2 mentre a1 resta invariato
Ap+1 = Ap + ap+1(x− xp)Ap−1 Bp+1 = Bp + ap+1(x− xp)Bp−1 p ≥ 1
che inizializziamo con A0 = 0, A1 = a1 e B0 = 1, B1 = 1. Usando la ricorrenza otteniamo
ad esempio che
A1
B1
=
a1
1
A2
B2
=
a1
1 + a2(x− x1)
A3
B3
=
a1 + a1a3(x− x2)
1 + a2(x− x1) + a3(x− x2)
Ne deduciamo quindi che P2k+1/Q2k+1 e` il rapporto tra due polinomi di grado k mentre
P2k/Q2k e` il rapporto tra un polinomio di grado k − 1 ed un polinomio di grado k che
denoteremo con
A2k+1
B2k+1
= [k − 1/k] A2k
B2k
= [k/k]
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