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Nontrivial behavior of the Fermi arc in the staggered-flux ordered phase
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The doping and temperature dependences of the Fermi arc in the staggered-flux, or the d-density
wave, ordered phase of the t-J model are analyzed by the U(1) slave boson theory. Nontrivial
behavior is revealed by the self-consistent calculation. At low doped and finite-temperature region,
both the length of the Fermi arc and the width of the Fermi pocket are proportional to δ and the
area of the Fermi pocket is proportional to δ2. This behavior is completely different from that at
the zero temperature, where the area of the Fermi pocket becomes pi2δ. This behavior should be
observed by detailed experiments of angle-resolved photoemission spectroscopy in the pseudogap
phase of high-Tc cuprates if the pseudogap phase is the staggered-flux ordered phase.
74.72.-h, 71.27.+a, 74.20.Mn
The essence of the pseudogap phase of the high-Tc su-
perconductors in the low-doping region has not been clar-
ified. There are several theoretical proposals for the ori-
gin of this phase, [1–11] and among them staggered flux
state [12,13] characterized by staggered orbital current is
one of the most promising candidate. This state success-
fully explains various aspects of the pseudogap phase,
such as weak magnetic signals caught by recent neu-
tron scattering experiments of underdoped YBa2Cu3O6
(YBCO) [14,15], alternating magnetic signals in the vor-
tex core observed by recent muon spin rotation exper-
iments of underdoped YBCO [16], structure of under-
doped vortex, [17] lack of specific-heat anomaly, [18,19]
competition with d-wave pairing, [20–22] gap evolution,
[22] etc. In particular, it has been shown that the Fermi
arc observed by the angle-resolved photoemission spec-
troscopy (ARPES) experiments [23] in the pseudogap
phase can be explained by the staggered flux state. [22,24]
Here what is meant by the Fermi arc is a gapless region
near (π/2, π/2), which does not form a closed loop.
It is desirable, however, to have further support for the
staggered-flux state. In a previous paper [22] we have no-
ticed that the theoretically obtained Fermi arc, or Fermi
surface, at finite temperature is much smaller than that
of a naive expectation that it is given by the density of
doped holes. This means that the Fermi arc has strong
temperature dependence, and hence it should have non-
trivial doping dependence at finite temperatures. Thus if
such nontrivial behavior of the Fermi arc is observed ex-
perimentally, it will give additional support for the stag-
gered flux state. In order to make the comparison be-
tween the theory and experiment meaningful, we have
investigated the t-J model, and obtained detailed tem-
perature and doping dependence of the Fermi surface in
the staggered flux phase.
We have investigated the t-J model based on the U(1)
slave boson theory. In the present paper we set the pa-
rameter t/J = 3 that is relevant for high-Tc superconduc-
tors and the unit lattice length a = 1. The exchange en-
ergy J is conventionally considered to be around 1500K.
We firstly review the proposed phases and the Fermi
surfaces in the U(1) slave boson t-J model. The uniform
RVB (resonating valence bond) phase, where hopping or-
der parameters are real and uniform, is thought to repre-
sent the anomalous metal (non Fermi-liquid) phase above
the Bose-condensation (BC) temperature of holons [25]
and the Fermi-liquid phase below the BC temperature.
In this phase, a large Fermi surface is formed whose area
is proportional to 1−δ and Luttinger theorem is satisfied,
where δ is hole concentration. The d-wave RVB phase,
where spinons form dx2−y2-wave pairs, and d-wave super-
conducting (d-wave RVB phase with BC of holons) phase
[26,27] have always pointlike Fermi surface which exists in
the nodal direction. In the staggered-flux ordered phase,
the Fermi surface forms an arc [22] consistent with the
ARPES experiments [23] in the pseudogap phase. To be
more precise, the Fermi arc is a natural feature only in
the U(1) slave boson theory. On the other hand, in the
SU(2) slave boson theory, artificial introduction of the
phenomenological interactions are needed for reproduc-
ing a Fermi arc because the chemical potential is always
zero due to the SU(2) symmetry even at finite doping.
[1]
In ordinary metals, the Fermi surface is almost
temperature-independent because even room tempera-
ture is much lower than its Fermi energy. On the con-
trary, we reveal that there is strong and nontrivial dop-
ing and temperature dependences of the Fermi arc in
the staggered flux ordered phase in this paper. This is
because the low-energy excitation in this phase is de-
scribed by a (2+1)-dimensional anisotropic massless-
Dirac-Fermion around the (π/2, π/2) (and its symmet-
ric points) with finite chemical potential. The expanded
spectrum around the (π/2, π/2) is given as the following:
Ek± ≈ ±
√
2
√
X2k˜2+ + Y
2k˜2− − µ, (1)
where X = 2txh + (3J/4)xs, Y = 2tyh + (3J/4)ys,
k˜± = (k˜x ± k˜y)/
√
2, k˜i = ki − π/2 (i = x, y), and xs,
ys, xh, and ys are order parameters whose details will
be elaborated later. Since µ < 0, Ek− = 0 gives the
Fermi arc. As X > Y in the staggered-flux phase, the
1
zero-energy line of the fermion forms an ellipse at finite
doping (Fig. 1). The Fermi surface can be considered as
an arc although the zero-energy line of the fermion forms
an ellipse. It is because the intensity of the spectral func-
tion is small in the outer region (where |kx|+ |ky| ≥ π).
[22]
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FIG. 1. The doping dependence of the zero-energy line of
the fermion at T = 0.11J . The first quadrant of the Brillouin
zone is shown. The Fermi surface can be considered as an arc
although the zero-energy line of the fermion forms an ellipse.
(Ref. 22)
First, we show doping-dependence of three character-
istic quantities of the Fermi surface shown in Fig. 1: (i)
the major axis l1 in the (0, π)-(π, 0)-direction, (ii) the mi-
nor axis l2 in the (0, 0)-(π, π)-direction, and (iii) the area
of the Fermi pocket S.
At zero temperature (Fig.2 (a)) the area of the Fermi
pocket S is π2δ, which is determined by the self-
consistent equation for total fermion number. The l1 and
l2 are proportional to
√
δ near half-filling because the am-
plitude of the flux is near π, i.e., X ≈ Y , but in other
region the dependence is not
√
δ. When the amplitude of
the staggered flux decreases, the rate Y/X decreases and
the ellipse of the energy-contour develops to k˜x = −k˜y
((0, π)-(π, 0)) direction. When the staggered-flux order is
completely destroyed, a large Fermi-surface whose area is
proportional to 1 − δ is formed and l1 becomes roughly√
2π.
At finite temperature, the behavior is different. In Fig.
2 (b), we show a characteristic doping dependence at fi-
nite temperature, T = 0.11J , which corresponds to about
165 K. Both the major axis l1 and the minor axis l2 de-
velop linearly to δ and the area S is proportional to δ2
at lightly doped region. As doping increases, l2 saturates
rapidly and only l1 increases, i.e., the Fermi arc develops
only in the (0, π)-(π, 0)-direction.
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FIG. 2. A characteristic doping-dependence of the Fermi
arc at low and high temperature region: The dependences of
the major axis l1, the minor axis l2, and the area S at T = 0
(a) and 0.11J (b) are shown.
This theoretically obtained Fermi arc, or Fermi sur-
face, at finite temperature (Fig. 2(b)) is much smaller
than that of a naive expectation that it is given by the
density of doped holes. This means that the Fermi arc
has strong temperature dependence. The temperature
dependence at δ = 0.01 is shown in Fig. 3. When tem-
perature increases, the area S becomes smaller.
In the staggered flux phase, the low-energy-excitation
is described by an anisotropic massless-Dirac-Fermion
with finite chemical potential and the shape of the spec-
trum is conical. As the density of states of the lower cone,
where the Fermi level lies, decreases rapidly at higher
energy, the chemical potential increases as the temper-
ature becomes higher, and the cross section of the cone
becomes smaller. This is the origin of the strong temper-
ature dependence of the Fermi arc at low temperature.
The length of the Fermi arc stops to decrease and be-
2
gins to increase when temperature increases much higher,
as the staggered flux order begins to be destroyed with
approaching the transition temperature to the uniform
RVB phase. Finally, at the transition temperature, a
large Fermi-surface is formed.
When the doping increases, this temperature depen-
dence of the Fermi arc wholly becomes weaker. It is be-
cause the amplitude of the staggered flux order decreases
and the conical spectrum becomes flatter. As the min-
imum value of l1 becomes larger and l1 is always fixed
roughly
√
2π at transition temperature, the sharpness
of the increase near the transition point also becomes
softer. These strong temperature dependences also make
the doping dependence of the Fermi arc nontrivial.
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FIG. 3. A characteristic temperature-dependence of the
Fermi arc: The dependence of the major axis l1, the minor
axis l2, and the area S at δ = 0.01 are shown.
In the following we report the details of our calcula-
tion. We follow the same path taken in Ref. 22 while
considering only the staggered-flux state here, not con-
sidering the d-wave RVB or the d-wave superconducting
state.
We analyze the two-dimensional t-J model on a
square lattice: H = −t∑〈i,j〉
∑
σ P (c
†
iσcjσ + H.c.)P +
J
∑
〈i,j〉 Si · Sj that describes doped Mott insulators
which is essential of high-Tc superconductors. Here, 〈i, j〉
represents sum over the nearest-neighbor sites and P is
a projection operator to no doubly occupied state, Si
represents spin-1/2 operator Si =
1
2c
†
iσ(σ)σσ′ ciσ′ , where
σ= (σ1, σ2, σ3) are Pauli matrices. In the U(1) slave bo-
son theory, the physical electron operator ciσ is described
by a product of an auxiliary spin-1/2 neutral fermion op-
erator fiσ called spinon and an auxiliary spinless charged
boson operator bi called holon; ciσ = b
†
ifiσ with a con-
straint b†ibi +
∑
σ f
†
iσfiσ = 1.
For the mean-field solution, we considered both the
staggered flux order of spinons and that of holons:
〈f †i+xˆσfiσ〉 = χei(−1)
iφs/4 = xs + i(−1)iys, 〈f †i+yˆσfiσ〉 =
χe−i(−1)
iφs/4 = xs − i(−1)iys, 〈b†i+xˆbi〉 = Bei(−1)
iφh/4 =
xh + i(−1)iyh, and 〈b†i+yˆbi〉 = Be−i(−1)
iφh/4 = xh −
i(−1)iyh. Here, xˆ and yˆ are unit vectors in the x
and y directions, xs = χ cos(φs/4), ys = χ sin(φs/4),
xh = B cos(φh/4), and yh = B sin(φh/4). The staggered
flux state contains a density wave (particle-hole pairing)
ordering whose symmetry is dx2−y2 , which is called “d-
density wave.” [28] The order parameters ys and yh corre-
spond to the d-density-wave order parameter of spinons
and holons, respectively. The mean-field Hamiltonian is
diagonalized by the unitary transformation of the spinon
and the holon. The obtained spectrum of fermions is
Ek± = ±
√
ǫ2
k
+W 2
k
−µ, where ǫk = −X(coskx+cos ky)
and Wk = Y (cos kx − cos ky). We solved self-consistent
equations numerically and the results are shown in the
figures. The line of the Ek− = 0 is shown in Fig. 1.
The upper band spectrum Ek+ is always positive at fi-
nite doping where µ < 0.
In the present paper, we neglected d-wave RVB order
because it was shown that the d-wave RVB order is com-
pletely destroyed by the U(1) gauge fluctuation above
the BC temperature of the holons. [29] This means that
the pseudogap region of the t-J model, which is the un-
derdoped region above the BC temperature, cannot be
explained by the d-wave RVB state. We think that only
possible state in this region is the staggered-flux state,
which is equivalent to the d-wave RVB state at half-filling
due to a SU(2) symmetry. [30] The reasons were discussed
elsewhere. [22] It was shown by a variational Monte Carlo
method that the ground state of the t-J model near half
filling is antiferromagnetic (AF) state. [31] However, in
this paper we also neglected the possibilities of the AF
state because it is known that experimentally there is no
AF spin order in the pseudogap phase that we focused
in this paper. We adopt the t-J model where only the
nearest-neighbor hopping term, often called the t term, is
included in the present paper. For a better description of
actual high-Tc superconductors, it is sometimes claimed
that the next-nearest-neighbor hopping term, the t
′
term,
is necessary. [32] We think that the t
′
term does not
change the results qualitatively as long as the shape of
the spectrum remains conical around (π/2, π/2). In the
staggered flux phase, it should be so. The growth of the
Fermi arc near the transition point is sharp because our
analysis is based on a mean-field theory. However, it is
expected that the sharpness becomes weaker when the
fluctuation around the mean-field solution is included.
In conclusion, we have analyzed doping and tempera-
ture dependences of the Fermi arc in the staggered flux
ordered phase. Nontrivial behavior has been revealed.
This behavior should be observed by precise experiments
of ARPES in the pseudogap phase of high-Tc cuprates, if
the pseudogap phase is the staggered-flux ordered phase.
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