Abstract This paper deals with two modeling approaches to car driving. The first one is a system theoretic approach to describe adaptive human driving behavior. The second approach utilizes neural networks.
Introduction
Man-machine systems in general and car driving specifically often involve time-varying and adaptive characteristics related to the system, the environment and/or time-varying human operator (HO) behavior. The resulting adaptive HO behavior is the topic of this paper.
One approach to describe adaptive man-machine systems is based on neural networks (NN), as an inputoutput model of the HO. Based on data(experience) a desired (given) input-output relationship can be learned by a NN. This approach will be considered in this paper. This research is part of an ongoing research project in which adaptive HO behavior is investigated and modeling approaches are compared based on system theory and NN. Although the aim of this research is to assess the relative merit of both model approaches to describe adaptive human behavior in operating dynamic systems in general, car driving is considered as a specific application. This allows a concrete task analysis and results.
In Chapter 2 car driving is analyzed and a model of the overtaking task is discussed. In this model it is assumed that the HO has learned the quantitative relationships between system-and task variables. However, in the case of inexperienced drivers and/or traffic developments (all) these relationships are not known precisely and the HO has to learn them. This adaptive behavior is discussed in Chapter 3 and the two approaches to model this behavior.
In Chapter 4 the overtaking task is simulated. Firstly the model of Chapter 2 was implemented in the MAT-LAB program to generate overtaking results in terms of the three driving modes: waiting (following the preceding car at a given distance), go ahead (driving at a desired speed) and overtaking ( 
General
Car driving consists of a number of primary and secundary tasks, which result from the overall goal to go from A to B. Primary tasks are of direct importance for a safe transport from A to B. Examples are lane keeping, speed control, car following, overtaking and navigation. Secundary tasks can support primary tasks or can be unrelated to them. Examples are handling a navigation system, a radio and a carphone.
In genera.1 the driver has to divide his attention among the various tasks to be performed. This attention allocation is modeled in [3] . Basically the strategy is to perform the most important task first, so as to achieve the overall goal.
In previous publications ([l] and [2]) models of lane
keeping, car following and overtaking have been discussed as the main primary tasks. In addition in [l] these models are combined with a traffic flow model in order to obtain a. model structure that describes the relationship between detailed traffic factors (related to driver behavior, traffic system design, environment, etc.) and overall measures of road capacity and safety.
The emphasis of this paper is on adaptive human op- 
Overtaking
Overtaking is the most complex driving subtask including observing, information processing, decision making, planning, maneuvering and other traffic. The overtaking situation is shown in Fig. 1 for a two- Combining eq. (3) with (1) and (2) shows that the decision criteria (1) and (2) depend on Xj (which can be identified with the overtaking strategy), car dynamics (Tu), speeds and safety margins.
The required gap between car k and car e(& -xk) can be determined as a function of Xj. It turns out that the required gap can be substantially reduced already for a small xj . so the possibility to trade-off X; -XI, allows car i to optimize its overtaking strategy depending on the momentaneous traffic situation.
The speed of car i is represented by a first order process driven by a commanded speed (U,) and a first order disturbance input (w,). Other traffic is modeled with a constant average speed. The specific speed of each car is unknown to car i and has t o be estimated based on the observed (derivative of) distances to the other cars. The system model of the total process can be expressed in the general form
with Xik and Xi( the adjoint states representing the inequalities (1) and (2), combined with (3).
The distances to other cars can be estimated based on the outside visual cues. The nonlinear relationships can be expressed in the general form
with v the observation noise and i the time delay. By means of an extended Kalnian filter the states can be estimated. The estimated variables Xik and Xie are used to decide whether or not overtaking is possible, in case the distance to the slower preceding car becomes smaller than a criterion value Xd. This involves a sequential decision process to determine continuously the mode of car i: 1. car following with speed uj, 2. driving with speed U, and 3. overtaking, which is basically a pre-programmed maneuver (accelerating at to till U, and lane changes at tl and t 2 ) . This is summarized in Fig. 2 showing the decisions and corresponding modes involved in the driving task. In the following model analysis simulation results will be considered in terms of these three modes.
Adaptive driver behavior
Adaptive driver behavior can be related to the level of experience and to the adaptive human capability to traffic system developments. This can be related to the knowledge of the car response to control inputs (internal model of the vehicle dynamics);
The use of the visual cues (accuracy, attention allocation); control strategy; the relationships between task variables, on which overtaking decisions and strategy, and time coordination are based.
Conceptually, the HO builds up the knowledge of the task resulting in more and more efficient functioning, based on experience (data). There are two obvious approaches to model such a learning process. The first is a system theoretic approach and the second one is based on the use of neural networks.
System theoretic approach
The system theoretic approach is based on the system model of equations (4) and (5) . One extreme is that the HO knows the task completely based on the perfect knowledge of this model. Generally it can be assumed that the model is partly known (the functions f and 9 ) . This is implemented in terms of a number of unknown parameters in the model given by
Learning is now modelled as a parameter estimation problem. The procedure to solve this is by adding trhe unknown parameter to the state vector using the pa-
The result is an augmented nonlinear system, again in standard form Prior knowledge of a naive HO has to be translated into the initial estimate x(0). This is a nontrivial problem.
One possibility is to assume O(0) = 0.
Neural network approach
Human operator behavior can be described as the relationship between task inputs Yp and control outputs U (inputs to the system). Learning this functional relationship between Yp and U can be described by a neural network (NN).
Basically a NN consists of a number of processing elements (or neurons) with weighted connections [5] . The weights represent the memory of the network and determine the input-output relationship. The NN has a given structure, determined by the number of neuron layers, the number of neurons per layer and the connections between the neurons. In this study a commonly used structure is assumed with one input layer, determined by the inputs Yp , one output layer, determined by the outputs U and one hidden layer with 10 neurons. Only feedforward connections are assumed. Such a structure is known [6] to be able to approximate any arbitrary input-output relationship (function), in case enough hidden layer neurons are assumed.
Learning the NN, i.e. the scheme to adjust the weights, can be based on an explicit performance measure, e.g. to obtain a desired output. This is called supervised learning. A common learning strategy is the so-called backpropagation. This is also assumed in this study. Another learning strategy is called unsupervised learning, in which the adaptation scheme is not depending on the NN output. The backpropagation algorithm can be considered as a first onder gradient (steepest descent) method. It has been shown to provide good optimization results in many applications with favourable computational simplicity.
For the car driving (overtaking) task the HO inputs
Yp consist of speed and relative distances to preceding and oncoming cars. The outputs U consist of gas and brakes.
Simulation of the overtaking task
The overtaking task including the system model as described in Chapter 2 was simulated. The model results are shown in Fig. 3 The NN results will be discussed in the following.
Next the NN was trained to learn the overtaking task. For this purpose the N N utilized the training data set of 300 s, shown in Fig. 3 . The inputs were the distances to the other cars ( X j , xk and X e ) and the driving speed of car i ( U ; ) . The outputs were the (3) driving modes. 5000 iterations were made to obtain the N N results. These results are also shown in Fig. 3 . Theoretically the N N should be able to duplicat,e the model results perfectly, depending on the initial weights, the number of neurons assumed and the number of iterations.
However, an inspection of Fig. 3 shows t,liat the most important chracteristics are reproduced.
One way to analyse the N N results more precisely is to define the NN output below 1.5 as mode 1, a,bove 2.5 as mode 3 and otherwise a.s mode 2. The results are shown in Fig. 4 . It will be clear that, by far most of the time the system model mode coincides with the N N mode. It is computed that this is 94% of the time. The sa.me percenta,ge pert,a.ins to the overtcaking mode (3), which is the crucial mode a.s far as h f f i c sa.fety is concerned. The overta.king maneuver is a pre-programmed ma~neuver determined by t,he corresponding initial a.nd final time. As ca.n be seen in Fig. 3 a.ny difference in this mode is in the beginning (when accelera.ting in the right lane). The film1 time is duplica,ted precisely. This is important beca.use it determines t,he end of the overtaking maneuver in the left lane before running into oncoming traffic. In principle, it should be possible to improve the N N results by changing the nriiiiber of neurons, the init,ial weights and/or by increasing the number of itera.tions. However, the.results agree well enough to conclude that the N N is able to duplica.te the model resulh.
After training the N N on the training da.ta., a. t8est set of data of 300 s was used to check how well the N N 1ia.s learned the task. The result, is given in Fig. 5 , showing the same good results a.s before, especially, again, with respect to the last pa.rt of t,he overtaking maneuver.
The next question is how general the N N results are. In other words, suppose the tasks variables are changing, is the N N draver still adequate? The first variable considered was the car dynamics. The results of a faster car (Tu = 5s instead, of 10s) is shown in Fig. 6 . As can be seen the agreement between the system model and the N N is somewhat worse. Now, in 80% of the time the modes coincides. So, the N N driver would require again some more practise to improve its performance. This is similar t o the case of a human driver.
The next varia.ble considered was the traffic density in the left la.ne. The traffic density was increased from 200 m to 175 m (avera.ge car distance). The N N driver of Fig. 3 and Fig. 5 was tested in this situation. The result is shown in Fig. 7 . Only 5 overtakings were possible. About 75% of the time the driver was in the waiting mode (1). As can be seen from the figure the N N driver has problems with the waiting mode. Apparently, t8he learning of this mode (see figure 3) was not enough to dea.1 with a situation in which waiting wa.s the predominant mode. This makes sense, the more when one reconsiders the waiting mode results of Fig.  3 , seeing t1ia.t t,he N N results a.re rather scattered. The next step wa.s to tea.ch the N N for the larger traffic densit8y ca.se to see how the results could be improved. The result, is shown in Fig. 8 . Now, the waiting mode is clea.rly distinguished from the other modes (although still scattered; tfliis might be removed by assuming less neurons in the hidden layer, or by a different -i.e. more non1inea.r -actmivation function). The test of this result for the nomina,l traffic situation is shown in Fig. 9 . The agreement, between the system model results and the N N results is good and compa.rable to the original results of Fig. 5 . In other words, training the N N in the situation with larger tra.ffic density is adequate to drive in the nomina.1 tra.ffic situa.tion, but not the other wa.y around as the waiting mode is the most difficult to le" a,s we have seen before.
Concluding remarks
In this paper adaptive car driving behavior is investigated. As an illustrative example the overtaking task is considered A inodel of this complex task is discussed in system theoretical terms. Learning this task can be modeled by means of an extended IMnian filter or in terms of a neural network.
The inodel simulation results of the overtaking task have been used to teach a neural network. The results
show that a neural net,work is a.ble t80 learn t,his t,a.sk (duplicate the model result,s) even when certain task va.ria.bles change (car dyna.mics a.nd t,ra.ffic density).
The next step is to perform an experiment with real human operators performing the overtcaking task. The key independent variable is the experience level. The experimental results will be compared with the system theoretic (extended I<alman filter) results an with the neural network results in order to assess the validity of both modeling approaches and their relative merit to describe human learning behavior in car driving specifically and in operating dynamic systems in general. 
